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Abstract. We introduce geometric and homological finiteness properties for countable approximate groups via coarse geometry and then study these finiteness properties for $S$-arithmetic reductive approximate groups. For $S$-arithmetic approximate groups without infinite places we show that the finiteness length is finite and compute this finiteness length explicitly. In the simple case it is one less than the sum of the local ranks. This extends the Rank Theorem of Bux, Köhl and the second author from positive characteristic to characteristic zero. Our proof is based on a geometric version of their proof, but except for some input from reduction theory it is characteristic free. This indicates that the apparent differences between arithmetic groups in characteristic zero and positive characteristic concerning finiteness properties are entirely due to the presence of infinite places.

1. Introduction

1.1. A characteristic free Rank Theorem. Recall that a group $\Gamma$ is said to be of type $F$ (respectively of type $F_n$ for some $n \in \mathbb{N}$) if it admits a compact classifying space (respectively a classifying space with compact $n$-skeleton). It is said to be of type $FP$ (respectively of type $FP_n$ for some $n \in \mathbb{N}$) if the trivial $\mathbb{Z}\Gamma$-module $\mathbb{Z}$ admits a finite resolution (respectively a finite partial resolution of length $n$) by finitely generated projective modules. We say that $\Gamma$ has finiteness length (respectively, homological finiteness length) $\ell$ if it is of type $F_\ell$, but not of type $F_{\ell+1}$ (respectively type $FP_\ell$, but not $FP_{\ell+1}$). If it is of type $F_\ell$ (or $FP_\ell$) for all $\ell$ we say that the (homological) finiteness length is infinite.

Examples of groups with finite finiteness length arise naturally as $S$-arithmetic subgroups of isotropic reductive groups over global fields in positive characteristic. The precise finiteness lengths of these groups had long been predicted conjecturally and were ultimately established by Bux, Köhl and the second author in their Rank Theorem [BKW13] extending previous work notably by Abels, Abramenko [AA93, Abr96], Bux–Wortmann [BW07, BW11] (see also [Gan12]), and the second author [Wit14].
At first sight it seems that the Rank Theorem does not have a counterpart in characteristic zero. Namely, it is a classical result by Borel and Serre [BS76, Théorème 6.2] (see also [Bro89, Section VII.2]) that an $S$-arithmetic subgroup of a reductive group over a global field of characteristic zero (a number field) is virtually of type $F$.

On closer inspection, however, it becomes clear that the distinction between finite or infinite finiteness length is about whether the natural space on which $\Gamma$ acts is a product of Euclidean buildings or whether it has a factor that is a symmetric space. In other words, whether or not the set $S$ contains an infinite (i.e. Archimedean) place. Now a global field of positive characteristic cannot have an infinite place while the definition of an $S$-arithmetic group in characteristic zero requires $S$ to contain all of the infinite places, of which there is at least one.

It is the goal of the present article to explain that the Rank Theorem generalizes to characteristic zero provided one is willing to leave the class of $S$-arithmetic groups and work in the more general setting of $S$-arithmetic approximate groups, which are approximate lattices in the sense of [BH18]. In this wider context, there exist $S$-arithmetic approximate groups of characteristic zero with and without infinite places. Anticipating terminology explained below, we prove the following characteristic free version of the Rank Theorem:

**Theorem 1.1** (Rank Theorem). Let $k$ be a global field of arbitrary characteristic and let $S$ be a finite, non-empty set of finite places of $k$. Let $G$ be a non-commutative, absolutely almost simple $k$-isotropic $k$-group. Then the approximate group $G(O_S)$ has finiteness length and homological finiteness length $d - 1$, where $d = \sum_{s \in S} \text{rk}_k G$.

Thus, the dichotomy between the results of Borel–Serre and Bux–Köhl–Witzel is really about the presence of infinite places and not about the characteristic of the underlying global field.

As we will explain below, the positive characteristic case of Theorem 1.1 follows immediately from [BKW13], since in this case every $S$-arithmetic approximate group is commensurable to an $S$-arithmetic group; thus our contribution is to prove the characteristic zero part of the theorem. Nevertheless, we prefer to state the above characteristic free formulation, since the geometric parts of the proof are completely independent of the characteristic, following closely the proof in [BKW13]. The only input into the proof that currently still depends on the characteristic is adelic reduction theory, for which no characteristic free version seems to be available. In the positive characteristic case [BKW13] uses Harder’s version of reduction theory [Har69], in characteristic zero the appropriate form of reduction theory is proved by Godement [God64].

As in the positive characteristic case, the Rank Theorem determines the finiteness properties of $S$-arithmetic approximate subgroups in arbitrary reductive groups:
Corollary 1.2. Let $k$ and $S$ be as above. Let $G$ be a reductive $k$-isotropic $k$-group. Then there exists a finite extension $\ell/k$, non-commutative and absolutely almost simple groups $H_1, \ldots, H_k$ and a $k$-isogeny $R_{\ell/k}H \to \mathcal{G}$, where $H := H_1 \times \cdots \times H_k$. Moreover, if $T$ denotes the set of places of $\ell$ above $S$ and $d_i := \sum_{s \in T} \text{Fr}_s H_i$ for $1 \leq i \leq k$, then the approximate group $G(O_S)$ has finiteness length and homological finiteness length $d - 1$, where $d = \inf_i d_i$.

1.2. Killing primes and $S$-arithmetic approximate groups. We now explain the setting of Theorem 1.1 and Corollary 1.2 in more detail, starting with the notion of an $S$-arithmetic approximate group. To motivate this notion, we recall the classical construction of *killing a prime* of an $S$-arithmetic group. Consider for example the $S$-arithmetic group

$$\Gamma := \text{SL}_n(\mathbb{Z}[1/p]) < \text{SL}_n(\mathbb{R}) \times \text{SL}_n(\mathbb{Q}_p),$$

(1.1)

which is an irreducible lattice under the diagonal embedding. If we project $\Gamma$ onto the first factor $\text{SL}_n(\mathbb{R})$, we obtain a dense subgroup. If, on the other hand, we first intersect $\Gamma$ with a compact open subgroup $K$ of $\text{SL}_n(\mathbb{Q}_p)$ and then project the intersection to the first factor, then we obtain a lattice: If we choose $K := \text{SL}_n(\mathbb{Z}_p)$ then the resulting lattice is $\text{SL}_n(\mathbb{Z})$ and any other choice of $K$ will provide a commensurable subgroup. We say that this lattice arises from $\Gamma$ by killing the prime $p$. With this terminology, every $S$-arithmetic group arises from a group over a global field $k$ by killing all the primes of $k$ which are not contained in $S$.

The example (1.1) illustrates an asymmetry: namely, it is not possible to intersect $\Gamma$ with a compact open subgroup of $\text{SL}_n(\mathbb{R})$ and then project the result to obtain a lattice in $\text{SL}_n(\mathbb{Q}_p)$, simply because $\text{SL}_n(\mathbb{R})$ is connected and non-compact, so it does not contain compact open subgroups. Thus, in the context of $S$-arithmetic groups, infinite places cannot be killed in the same way as finite ones.

This asymmetry is removed naturally in the context of $S$-arithmetic approximate groups; in particular, by killing infinite places we will be able to produce $S$-arithmetic approximate groups without infinite places even in characteristic zero.

Formally, an *approximate subgroup* of a group $G$ is a subset $\Lambda$ which is symmetric, contains the identity and satisfies $\Lambda \cdot \Lambda \subset \Lambda \cdot F$ for some finite subset $F \subset G$ (cf. [Tao08]). A discrete approximate subgroup of a locally compact group $G$ is called a *uniform approximate lattice* if there exists a compact subset $K \subset G$ such that $G = \Lambda K$ [BH18]. For the notion of a non-uniform approximate lattices there are several competing definitions. For the purposes of this article, we follow Hrushovski [Hrush] and call a discrete approximate subgroup $\Lambda \subset G$ an *approximate lattice* if there exists a subset $L \subset G$ of finite Haar measure such that $G = \Lambda L$.

Example of approximate lattices arise from lattices $\Gamma$ in products $G \times H$ of locally compact groups as follows. One chooses a compact subset $W \subset H$ of non-empty interior, forms the intersection $\Gamma \cap (G \times W)$ and projects to $G$. The outcome $\Lambda = \Lambda(G, H, \Gamma, W)$ is an approximate lattice in $G$; it is uniform or
non-uniform according to whether \( \Gamma \) has the corresponding property and up to commensurability does not depend on the choice of \( W \). This construction of approximate lattices, also known as cut-and-project construction, was first introduced by Meyer [Mey72] in the abelian case and later generalized to non-abelian groups in [BHP18].

For example, if \( \Gamma \) is as in (1.1) and \( B \) is some compact identity neighborhood in \( \text{SL}_n(\mathbb{R}) \), then we can kill the infinite place by passing to the approximate lattice \( \Lambda = \Lambda(\text{SL}_n(\mathbb{Q}_p), \text{SL}_2(\mathbb{R}), \Gamma, B) \) and obtain a non-uniform approximate lattice in \( \text{SL}_n(\mathbb{Q}_p) \).

In general, we refer to an approximate lattice obtained from an \( S \)-arithmetic group by killing finitely many (finite or infinite) places as an \( S \)-arithmetic approximate group. It was established recently by Hrushovski [Hru] (generalizing previous work of Machado [Mac]) that every approximate lattice in a product of noncompact, adjoint simple groups over local fields is commensurable to a product of lattices and \( S \)-arithmetic approximate lattices \( \Lambda_i \) in subproducts. Moreover, the factors \( \Lambda_i \) can be chosen to be irreducible in the sense that they are not commensurable to a product or, equivalently, do not project discretely onto any proper quotient. In particular, if \( \Lambda \) is an irreducible approximate lattice in such a product, then it is either \( S \)-arithmetic or commensurable to a group. If, moreover, \( \Lambda \) is non-uniform and the underlying local fields are of characteristic zero, then the group case cannot occur, and hence arithmeticity even holds in rank one. This allows us to give a stronger formulation of the Rank Theorem in characteristic zero:

**Corollary 1.3.** If \( k \) is a number field, then Theorem 1.1 and Corollary 1.2 hold for any irreducible non-uniform approximate lattice.

### 1.3. Finiteness properties via coarse geometry

Having clarified the notion of an (\( S \)-arithmetic) approximate subgroup, we now need to define finiteness properties for such objects, as the definitions given at the beginning of the article to not make sense for them. Our starting point is an observation due to Alonso [Alo94] that being of type \( F_n \) as well as being of type \( FP_n \) are coarse invariants among countable groups for all \( n \in \mathbb{N} \). More precisely, a countable group \( \Gamma \) is of type \( F_n \) (respectively, of type \( FP_n \)) if and only if \( \Gamma \) is coarsely \( n \)-connected (respectively coarsely \( n \)-acyclic) with respect to some (hence any) proper left-invariant metric.

As pointed out in [BHTS, CHT], if \( \Lambda \) is a countable approximate subgroup of some group \( G \) then all proper left-invariant metrics on the group \( \Lambda^\infty \) generated by \( \Lambda \) restrict to coarsely equivalent metrics on \( \Lambda \). This allows us to make the following definition:

**Definition 1.4.** A countable approximate subgroup \( \Lambda \) is said to be of type \( F_n \) (respectively, type \( FP_n \)) if it is coarsely \( n \)-connected (respectively coarsely \( n \)-acyclic) with respect to the restriction of some (hence any) proper left-invariant metric on \( \Lambda^\infty \).

By the aforementioned result of Alonso, this definition is compatible with the classical definition for groups. The finiteness property \( F_1 \) for countable
approximate groups admits many different characterizations (e.g. the existence of a proper and cocompact quasi-isometric quasi-action on a connected graph) and corresponds precisely to geometric finite generation of $\Lambda$ in the sense of [CHT]; it implies in particular, that every finite index subset of $\Lambda$ generates a finitely-generated group. The higher finiteness properties for countable approximate groups are much less understood, and in particular it is not quite clear in which sense $F_2$ can be seen as a version of finite presentation.

1.4. Comparison to Bux-Köhl-Witzel. As mentioned before, our proof of the Rank Theorem (Theorem 1.1) is largely parallel to the proof in the positive characteristic case [BKW13]. However, there are two main differences.

The first difference was already mentioned above and concerns adelic reduction theory. The main theorems of adelic reduction theory in positive characteristic were established by Harder [Har69] and recast in geometric terms in [BKW13]. Here we extract the analogues of Harder’s theorems for number fields from work of Godement [God64] and redo the translation to geometry including infinite places and approximate groups. We also use the opportunity to elaborate on the role of rescaled Busemann functions in reduction theory.

We would like to point out that the reduction theory we develop in Sections 6 and 7 differs from the classical treatment as in [Bor63a] or [PR94] in one regard: the fundamental role is played not by Siegel sets but by their saturations, namely orbits under the unipotent rational points of the parabolic. Rather than considering a single Siegel set whose translates cover (an existence statement) and that meets only finitely many translates (a rough uniqueness statement), we consider saturations of Siegel sets of different levels and show that their translates cover if they are large enough (existence statement) and that translates of small enough saturations meet only when they meet at infinity (uniqueness statement). This is in line with [Har69] and [BKW13]. For instance, in the well known example of $\text{SL}_2(\mathbb{R})$ the saturated Siegel sets are horoballs in the upper halfplane $\mathbb{H}^2$ centered at $\infty$, the translates under $\text{SL}_2(\mathbb{Z})$ of a large enough horoball cover $\mathbb{H}^2$ while the translates of a small enough horoball are disjoint.

The second difference to [BKW13] is more subtle. Since we deal with approximate groups rather than groups, all arguments involving (cocompact) group actions need to be replaced by geometric arguments throughout. At several occasion this actually renders the picture clearer when coarse equivalences can seamlessly be used instead of a group theoretic argument that takes a short justification.

1.5. A general descent principle. Both the cut-and-project construction of Meyer in the theory of approximate groups and the passage from adelic to $S$-adic reduction theory in the theory of $S$-arithmetic group are based on very similar descent principles, but these are usually formulated slightly differently in the two fields. The following simple, but very general descent
principle (Proposition 2.17 in the text) simultaneously encompasses standard arguments from approximate group theory and from reduction theory and may be of independent interest:

**Proposition 1.5.** Let $G$ and $H$ be topological groups and $\Gamma < G \times H$ a discrete subgroup that maps injectively to $G$ and densely to $H$. Let $W \subseteq H$ be a compact symmetric identity neighborhood and let

$$\Lambda := \pi_G((G \times W) \cap \Gamma).$$

Then for all compact subsets $I, K \subseteq H$ there exist finite sets $E, F \subseteq G$ such that for all subsets $\Pi \subseteq G$,

$$\Lambda F \Pi \cap E \Pi \supseteq \pi_G(\Gamma(\Pi \times K) \cap (G \times I)).$$

1.6. **Future directions and open problems.** Theorem 1.1 conclusively describes the finiteness properties of $S$-arithmetic approximate subgroups of reductive groups in the case where $S$ contains no infinite places. On the other hand, the aforementioned theorem of Borel and Serre covers the case where $S$ contains all infinite places. It applies even in the approximate case, since we will see below that if $S$ contains all infinite places, then every $S$-arithmetic approximate group is commensurable to an $S$-arithmetic group.

Concerning the determination of finiteness properties of $S$-arithmetic approximate subgroups of reductive groups, the remaining open question is therefore what happens if $S$ contains some but not all infinite places. We expect that such approximate groups will be of type $F_{\infty}$, putting them on the Borel–Serre side of the divide. In other words, any symmetric space factor should suffice to guarantee good finiteness properties.

Beyond the reductive case results on finiteness properties of $S$-arithmetic (approximate) groups are restricted to the solvable case and are fragmentary [Abe87, Bux04, Sch, Wit13].

Besides finiteness properties there remain several important open problems. In the arithmetic case (i.e. if $S$ consists of all infinite places) Leuzinger–Young [LY21] have established that the homological filling function changes from polynomial to exponential in the critical degree $d$. Thus while there is no qualitative change (i.e. affecting finiteness properties) visible in this case, there is a quantitative change (i.e. affecting the filling functions). One might expect that this quantitative change of behavior also appears in the general case of $S$-arithmetic approximate groups as soon as $S$ contains a single Archimedean place. However, even if $S$ is assumed to contain all Archimedean places (and hence may be assumed to be a group) no such result is currently known — not even in the presence of a single finite place. A related, but potentially simpler, question, is whether approximate lattices in products of symmetric spaces and Euclidean buildings are always undistorted. This is currently only known for $S$-arithmetic groups due to Lubotzky, Mozes and Raghunathan [LMR00]. The question of undistortedness is open for approximate lattices, where it was asked by Machado, as well as for non-uniform lattices on exotic buildings, though no examples of the latter are currently known. The proof in [LMR00] makes substantial use...
of dynamical methods but a purely geometric proof (also applying to the approximate setting) may be possible.

1.7. **Organization of the article.** The article is organized as follows. In Section 2, we introduce approximate groups and discuss their canonical coarse structure and finiteness properties. In particular, we prove Alonso’s criterion (which he formulated in the quasi-isometric category) for coarse spaces and use it to define property $F_d$ for approximate groups. We also prove Proposition 1.5 as Proposition 2.17. In Section 3, we explain that $S$-arithmetic groups arise from a cut-and-project procedure and introduce $S$-arithmetic approximate groups. Section 4 is concerned with the geometry pertaining to reductive groups over global fields: Bruhat–Tits buildings, symmetric spaces, and the building at infinity. In Section 5 we show how Busemann functions on the spaces from the previous section arise from what we call an invariant horofunction, which plays a central role in reduction theory. Sections 6 and 7 are devoted to algebraic reduction theory. In Section 6, we develop the adelic theory, and in Section 7, we deduce the $S$-arithmetic version from it. In Section 8, we translate the algebraic reduction theory from the previous sections to geometry based on the content of Section 5 and in analogy to [BKW13]. Theorem 1.1 is proven in Section 9. In Section 10, we discuss the assumptions of Theorem 1.1 and prove Corollary 1.2.
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2. Finiteness properties of approximate groups

2.1. Coarse connectedness properties. The first goal of this section is to define coarse versions of higher connectedness properties of metric spaces. Throughout we will use the following terminology:

Let $X$ and $Y$ be metric spaces. We say that two maps $\varphi, \psi : X \to Y$ have bounded distance $C \geq 0$ if $d(\varphi(x), \psi(x)) \leq C$ for all $x \in X$. We say that a map $\varphi : X \to Y$ is a coarse Lipschitz map if there exists a map $\rho : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ with $\lim_{t \to \infty} \rho(t) = \infty$ such that

$$d(\varphi(x), \varphi(x')) \leq \rho(d(x, x'))$$

for all $x, x' \in X$.

We then call $\rho$ an upper control for $\varphi$ and say that $\varphi$ is $\rho$-Lipschitz.

Being of bounded distance defines an equivalence class on coarse Lipschitz maps between metric spaces and the corresponding equivalence classes can be composed (by composing representatives). Metric spaces and equivalence classes of coarse Lipschitz maps form a category, called the category of coarse metric spaces. Isomorphisms in this category are called coarse equivalences and retracts in this category are called coarse retracts.

More quantitatively, if there exist an upper control $\rho$ and some $C > 0$, then $X$ is a $(\rho, C)$-retract of $Y$ if there exist $\rho$-Lipschitz maps $\iota : X \to Y$ and $\pi : Y \to X$ such that $\pi \circ \iota$ has distance $C$ from the identity. If in addition $\iota \circ \pi$ also has distance $C$ from the identity, then we say that $X$ and $Y$ are $(\rho, C)$-equivalent.

Given a metric space $(X, d)$ we denote by $[(X, d)]_c$ its coarse equivalence class. A property of metric spaces is called a coarse property if it depends only on this coarse equivalence class. We now discuss coarse properties of metric spaces which can be seen as coarse versions of being $n$-connected.

With every metric space we associate a directed system of topological spaces:

**Definition 2.1.** Let $X$ be a metric space. For $r \geq 0$, the Vietoris–Rips complex $\text{VR}_r X$ is the simplicial complex whose vertex set is $X$ and such that $x_0, \ldots, x_n \in X$ are the vertices of an $n$-simplex if and only if $d(x_i, x_j) \leq r$ for all $i, j \in \{0, \ldots, n\}$. The Vietoris–Rips filtration is the directed system $(\text{VR}_r X)_{r \geq 0}$ with maps given by the inclusions $\text{VR}_r X \hookrightarrow \text{VR}_s X$ for $r \leq s$.

We now define two families of coarse connectedness properties for such directed families of spaces:

**Definition 2.2.** Let $\mathcal{A}$ be a directed set and let $(S_\alpha)_{\alpha \in \mathcal{A}}$ (respectively $(G_\alpha)_{\alpha \in \mathcal{A}}$) be a directed system of topological spaces (respectively groups or pointed sets).

(i) $(G_\alpha)_{\alpha \in \mathcal{A}}$ is essentially trivial if for every $\alpha \in \mathcal{A}$ there exists a $\beta \geq \alpha$ such that the map $G_\alpha \to G_\beta$ is trivial.

(ii) $(S_\alpha)_{\alpha \in \mathcal{A}}$ is essentially $n$-connected if $(\pi_i(S_\alpha))_{\alpha \in \mathcal{A}}$ is essentially trivial for all $i \leq n$.

(iii) $(S_\alpha)_{\alpha \in \mathcal{A}}$ is essentially $n$-acyclic if $(\tilde{H}_i(S_\alpha))_{\alpha \in \mathcal{A}}$ is essentially trivial for all $i \leq n$. 


We will usually apply this to the case where \((S_{\alpha})_{\alpha \in \mathcal{A}}\) is a filtration of a space \(S\) by subsets, the maps being given by inclusions. In this context, given a space \(X\), we say that two filtrations \((Y_i)_i\) and \((Z_j)_j\) of \(X\) are equivalent if every term in one of them is contained in some term of the other, i.e. \(\forall i \exists j Y_i \subseteq Z_j, \forall j \exists i Z_j \subseteq Y_i\). Equivalence of filtrations of groups is defined similarly.

**Lemma 2.3.** If \((H_i)_i\) and \((K_j)_j\) are equivalent filtrations of a group \(G\) then one is essentially trivial if and only if the other is. In particular, if \((Y_i)_i\) and \((Z_j)_j\) are equivalent filtrations of a topological space \(X\) then one is essentially \(k\)-connected (\(k\)-acyclic) if and only if the other one is.

**Proof.** We prove the statement about groups, the other statements being an immediate consequence. Assume that \((K_j)_j\) is essentially trivial. Let \(i\) be arbitrary. By equivalence there exists a \(j \geq i\) such that \(H_i < K_j\). By essential triviality there exists \(k > j\) such that \(K_j \to K_k\) is trivial. By equivalence there exists an \(\ell \geq k\) such that \(K_k < H_\ell\). Then \(H_i \to H_\ell\) is trivial factoring through the trivial map \(K_j \to K_k\). This shows that \((H_i)_i\) is essentially trivial. The converse follows by symmetry. \(\square\)

We now specialize to the case of the Vietoris-Rips filtration:

**Definition 2.4.** Let \(X\) be a metric space. We say that \(X\) is coarsely \(n\)-connected (respectively coarsely \(n\)-acyclic) if \((\text{VR}_r X)_{r \geq 0}\) is essentially \(n\)-connected (respectively essentially \(n\)-acyclic).

**Remark 2.5.** We have the following relations between coarse connectedness and coarse acyclicity:

1. Essential \(n\)-connectedness implies essential \(n\)-acyclicity, and hence coarse \(n\)-connectedness implies coarse \(n\)-acyclicity.
2. Hurewicz’s theorem implies that essential 1-connectedness together with essential \(n\)-acyclicity implies essential \(n\)-connectedness, and thus coarse 1-connectedness together with coarse \(n\)-acyclicity implies coarse \(n\)-connectedness.

Our next goal is to show that coarse \(n\)-connectedness and coarse \(n\)-acyclicity are coarse properties. The proof is essentially the same as the one given in Alonso [Alc94] for quasi-isometry invariance and is based on the following lemma:

**Lemma 2.6.** Let \(\varphi, \psi : X \to Y\) be \(\rho\)-Lipschitz maps that have distance \(C\). Then for \(q \geq \rho(p) + C\) the induced maps \(\varphi_*, \psi_* : \text{VR}_p(X) \to \text{VR}_q(Y)\) are homotopic.

**Proof.** We want to show that if \(\{x_0, \ldots, x_n\}\) is a simplex in \(\text{VR}_p(X)\) then its images under \(\varphi_*\) and \(\psi_*\) are contained in a common simplex. But in fact since \(d(x_i, x_j) < p\) by assumption,

\[d(\varphi(x_i), \psi(x_j)) \leq d(\varphi(x_i), \varphi(x_j)) + d(\varphi(x_j), \psi(x_j)) < C + \rho(p) \leq q.\]

Hence \(\{\varphi(x_0), \ldots, \varphi(x_n), \psi(x_0), \ldots, \psi(x_n)\}\) is a simplex in \(\text{VR}_q(Y)\). \(\square\)
Proposition 2.7. If $X$ is a coarse retract of $Y$ and $Y$ is coarsely $n$-connected (respectively $n$-acyclic) then so is $X$.

Proof. Assume that $X$ is a $(\rho, C)$-retract of $Y$ via maps $\iota: X \to Y$ and $\pi: Y \to X$. Let $K$ be either of $H_i$ or $\pi_i$ for $i \leq n$. Let $p$ be arbitrary and let $q$ be such that $K(VR_{p+r}(Y) \to VR_q(Y))$ is trivial. Let $r = \rho(q) + C$.

Consider the following diagram:

\[
\begin{array}{ccc}
K(VR_p(X)) & \xrightarrow{\iota_*} & K(VR_{p+r}(Y)) \\
\text{id}_* (\pi \circ \iota)_* & & \text{id}_* \\
K(VR_r(X)) & \xleftarrow{\pi_*} & K(VR_q(Y))
\end{array}
\]

The right squares commute by construction and the left bigon commutes by Lemma 2.6, hence the diagram commutes. The map on the right is trivial by assumption, hence so is the map on the left. \[\square\]

Corollary 2.8. Coarse $n$-connectedness and coarse $n$-acyclicity are coarse properties for all $n \in \mathbb{N}$. \[\square\]

In the sequel, we say that a coarse equivalence class $[(X, d)]_c$ is coarsely $n$-connected if some (hence any) representative $(X, d)$ has this property. For future reference we record the following:

Lemma 2.9. Let $X_1, \ldots, X_k$ be metric spaces. The product $X = X_1 \times \ldots \times X_k$ is coarsely $n$-connected if and only if each $X_i$ is.

Note that up to coarse equivalence it is irrelevant which (reasonable) metric we choose on the product. We take $d_X((x_1, \ldots, x_k), (y_1, \ldots, y_k)) = \max_i d(x_i, y_i)$.

Proof. By our choice of metric, for every $r$ the product $VR_r X_1 \times \ldots \times VR_r X_k$ is a deformation retract of $VR_r X$: taking the identity map on vertices extends to affine maps in both directions. Moreover, for $r \leq s$ the diagram

\[
\begin{array}{ccc}
VR_r(X_1) \times \ldots \times VR_r(X_k) & \xrightarrow{VR_r} & VR_r(X) \\
\text{id}_* & & \text{id}_* \\
VR_s(X_1) \times \ldots \times VR_s(X_k) & \xleftarrow{VR_s} & VR_s(X)
\end{array}
\]

commutes. The claim now follows from [Hat02 Theorem 4.2]. \[\square\]
2.2. Finiteness properties of groups and their subsets. Throughout this subsection, \( \Gamma \) denotes a countable group. We pick a left-invariant proper pseudo-metric \( d \) on \( \Gamma \) and denote by \([\Gamma]_c := [(\Gamma, d)]_c\) the associated coarse equivalence class, which is independent of \(d\) (see [CDH16], Theorem 2.4.4, Corollary 4.A.6]. Explicit representatives of \([\Gamma]_c\) can be constructed as follows:

Let \( S_\ell, \ell \in \mathbb{N}_{\geq 0} \) be an ascending sequence of finite symmetric subsets of \( \Gamma \) such that \( \bigcup \ell S_\ell \) generates \( \Gamma \). For instance, if \( \Gamma = \{g_1, g_2, \ldots\} \) one may take \( S_\ell = \{g_1^{\pm 1}, \ldots, g_\ell^{\pm 1}\} \). Put \( T_\ell = S_\ell \setminus S_{\ell-1} \) with the understanding that \( S_0 = \emptyset \).

The weighted Cayley graph \( \text{Cay}(\Gamma, (S_\ell)_\ell) \) is the simplicial metric graph with vertex set \( \Gamma \) where \( g \) and \( h \) are connected by an edge of length \( \ell \) if \( g^{-1}h \in T_\ell \).

If \( \Gamma = \langle S \rangle \) is finitely generated with finite generating set \( S \), one may take \( S_\ell = S \) for all \( \ell \geq 1 \) and recovers the usual Cayley graph. The weighted Cayley graph induces a path metric on \( \Gamma \) which we denote by \( d_{\Gamma, (S_\ell)_\ell} \), or just \( d_{(S_\ell)_\ell} \), if the group is clear from context. This metric is obviously proper and left-invariant, hence \((\Gamma, d_{(S_\ell)_\ell}))\), or equivalently \( \text{Cay}(\Gamma, (S_\ell)_\ell)\), represents \([\Gamma]_c\).

Recall from the introduction the definition of the finiteness properties \( F_n \) and \( FP_n \) for \( \Gamma \). The following observation was made in [Alo94] (for \( n \geq 2 \)).

**Proposition 2.10** (Alonso). A countable group \( \Gamma \) is of type \( F_n \) (respectively \( FP_n \)) if and only if \([\Gamma]_c\) is coarsely \( n \)-connected (respectively \( n \)-acyclic).

Proposition 2.10 is an immediate consequence of the following special case of Brown’s criterion [Bro87].

**Theorem 2.11** (Brown’s criterion). Let \( \Gamma \) be a countable group acting properly on a contractible CW-complex \( S \). Let \((S_\alpha)_{\alpha \in D}\) be a filtration of \( S \) by \( \Gamma \)-invariant, cocompact subcomplexes. In this situation \( \Gamma \) is of type \( F_n \) (respectively \( FP_n \)) if and only if \((S_\alpha)_\alpha\) is essentially \((n-1)\)-connected (respectively \((n-1)\)-acyclic).

Proof of Proposition 2.10 We equip \( \Gamma \) with the left-invariant metric of a weighted Cayley graph coming from an ascending sequence of finite subsets \((S_\ell)_\ell\). The complexes \( VR_r(\Gamma, d_{(S_\ell)_\ell}) \) are locally finite because the \( S_\ell \) are finite. Since \( \Gamma \) acts transitively on vertices, it acts cocompactly on \( VR_r(\Gamma, d_{(S_\ell)_\ell}) \). Since \( G \) acts freely on vertices, it acts properly on \( VR_r(\Gamma, d_{(S_\ell)_\ell}) \). The union \( \bigcup_{r \in \mathbb{N}} VR_r(\Gamma, d_{(S_\ell)_\ell}) \) is the complete simplex with vertex set \( G \) which is contractible. We can therefore apply Brown’s criterion which proves the claim.

Now let \( A \) be a subset of a countable group \( \Gamma \). If \( d_1, d_2 \) are proper left-invariant metrics on \( \Gamma \) then the identity \((\Gamma, d_1) \to (\Gamma, d_2)\) is a coarse equivalence and hence restricts to a coarse equivalence \((A, d_1) \to (A, d_2)\). We may thus define a coarse equivalence class \([A]_c := [(A, d_1|_{A \times A})]_c = [(A, d_2|_{A \times A})]_c\).

Note that if \( \Lambda < \Gamma \) is a subgroup containing \( A \) and \( d \) is a proper left-invariant metric on \( \Lambda \), then \((A, d|_{A \times A})\) represents \([A]_c\); we may thus assume that \( \Gamma \) is generated by \( A \). Now Proposition 2.10 motivates the following definition:
Definition 2.12. A subset $A$ of a countable group $\Gamma$ is said to be of type $F_n$ (respectively type $FP_n$) if $[A]_c$ is coarsely $n$-connected (respectively coarsely $n$-acyclic).

If $A$ is a subgroup of $\Gamma$, we recover the usual finiteness properties. In the context of Definition 2.12 Remark 2.5 states that $F_n \implies FP_n$ and $F_2 \wedge FP_n \implies F_n$.

Remark 2.13 (Beyond countable groups). The assumption that $\Gamma$ be countable can be weakened substantially - all we need here is a canonical coarse class of pseudo-metrics on $\Gamma$. For example, using the class of left-invariant proper continuous metrics [CdlH16, Milestone 4.A.8] one can define finiteness properties of subsets of locally compact second countable groups in the same way. If one is willing to work with coarse equivalence classes of coarse spaces in the sense of Roe [Roe03] rather than metric spaces, then the countability assumptions can be dropped; in fact, a canonical coarse structure can be defined not only on all locally compact groups, but even on all locally bounded groups in the sense of [Ros22]. For such groups and their subsets, finiteness properties can be defined as above.

2.3. Approximate subgroups. We will be interested in finiteness properties of a special class of subsets of groups called approximate subgroups. We recall the definition and fix some notation:

Definition 2.14. Let $\Gamma$ be a group. A subset $\Lambda \subseteq \Gamma$ is called an approximate subgroup if

(AG1) $\Lambda$ is symmetric and unital, i.e. $\Lambda = \Lambda^{-1}$ and $e \in \Lambda$;
(AG2) there exists a finite subset $F_\Lambda \subseteq G$ such that $\Lambda^2 \subseteq \Lambda F_\Lambda$.

If $\Lambda$ generates $\Gamma$ then the pair $(\Lambda, \Gamma)$ is called an approximate group.

If $\Lambda$ is an approximate subgroup of $\Gamma$ then we denote by $\Lambda^\infty$ the subgroup of $\Gamma$ the group generated by $\Gamma$. By definition, $(\Lambda, \Lambda^\infty)$ is then an approximate group. A global morphism between approximate groups $(\Lambda, \Lambda^\infty)$ and $(\Delta, \Delta^\infty)$ is a group homomorphism $\Lambda^\infty \rightarrow \Delta^\infty$ which maps $\Lambda \rightarrow \Delta$ and there is an obvious notion of a (global) isomorphism.

As before, we can associate with every countable approximate group $(\Lambda, \Lambda^\infty)$ a coarse equivalence class $[\Lambda]_c$. We say that two approximate subgroups $\Lambda_1$ and $\Lambda_2$ are coarsely equivalent if $[\Lambda_1]_c = [\Lambda_2]_c$. This implies in particular that they have the same finiteness properties.

By definition, isomorphic approximate subgroups are coarsely equivalent. Moreover, let us call two subsets $\Lambda, \Lambda'$ of a group $G$ commensurable if there exist finite subsets $F_1, F_2 \subseteq G$ such that $\Lambda \subseteq \Lambda' F_1$ and $\Lambda' \subseteq \Lambda F_2$. We observe that two commensurable approximate subgroups of a group are coarsely equivalent.

2.4. Model sets and descent. Examples of approximate subgroups arise from cut-and-project constructions as follows. We say that $(G, H, \Gamma)$ is a generalized cut-and-project scheme if $G$ and $H$ are topological groups and
\[ \Gamma < G \times H \] is a discrete subgroup, which is mapped injectively under the projection \( \pi_G : G \times H \to G \) and to a dense subgroup under the projection \( \pi_H : G \times H \to H \). If moreover \( G \) and \( H \) are locally compact second countable groups (lsc from now on) and \( \Gamma \) is a (possibly non-uniform) lattice in \( G \times H \) then we refer to \((G,H,\Gamma)\) as a cut-and-project scheme. This is in accordance with the terminology from \[\text{BHIS BHPTS}\].

Given a generalized cut-and-project scheme \((G,H,\Gamma)\) we set \( \Gamma_G := \pi_G(\Gamma) \), \( \Gamma_H := \pi_H(\Gamma) \) and define the associated \(*\)-map \( \tau = \pi_H \circ \pi_G^{-1} : \Gamma_G \to H \).

**Definition 2.15.** Let \((G,H,\Gamma)\) be a generalized cut-and-project scheme. A compact symmetric identity neighborhood \( W \subseteq H \) will be called a window.

Given a window \( W \), the associated generalized model set is defined as
\[ \Lambda(G,H,\Gamma,W) := \tau^{-1}(W) = \pi_G((G \times W) \cap \Gamma). \]

If \((G,H,\Gamma)\) is actually a cut-and-project scheme then \( \Lambda(G,H,\Gamma,W) \) is called a model set.

**Lemma 2.16.** Every generalized model set \( \Lambda = \Lambda(G,H,\Gamma,W) \) is an approximate subgroup of the ambient topological group \( G \).

For actual model sets this statement is \[\text{BHIS Proposition 2.13(ii)}\] but the proof carries over verbatim to the general case. In the actual model set case one can say much more: In the terminology of \[\text{BHIS}\], the model set \( \Lambda(G,H,\Gamma,W) \) is a strong approximate lattice in \( G \), and even a strong uniform approximate lattice if \( \Gamma \) is a uniform lattice, cf. \[\text{BHIS Proposition 2.13}\] and \[\text{BHPTS Corollary 3.5}\].

Note that if \( \Lambda = \Lambda(G,H,\Gamma,W) \) is a generalized model set and \( \tilde{\Lambda} := (G \times W) \cap \Gamma \subseteq G \times H \) then \( \pi_G \) induces an isomorphism \((\Lambda,\tilde{\Lambda}) \to (\Lambda,\tilde{\Lambda}^\infty)\) of approximate groups and \( \tilde{\Lambda}^\infty \subseteq \Gamma \) is a discrete subgroup of \( G \times H \).

The following proposition provides a very general descent principle for model sets. It generalizes at the same time the argument from \[\text{BHIS Proposition 2.13(iii)}\] concerning relative density of uniform model sets and the arguments used in \[\text{Gold4 §12}\] to reduce \( S \)-adic reduction theory to adelic reduction theory. We will use this principle below to reduce \( S \)-adic approximate reduction theory to adelic reduction theory.

**Proposition 2.17** (General descent principle). Let \((G,H,\Gamma)\) be a generalized cut-and-project scheme, let \( W \subseteq H \) a window and let \( \Lambda = \Lambda(G,H,\Gamma,W) \). Then for all compact subsets \( I, K \subseteq H \) there exist finite sets \( E, F \subseteq G \) such that for all subsets \( \Pi \subseteq G \),
\[ AF\Pi, E\Pi \supseteq \pi_G(\Gamma(\Pi \times K) \cap (G \times I)). \]

**Proof.** Since \( \Gamma_H \) is dense in \( H \) and \( W \) has non-empty interior, the set \( W\Gamma_H \) covers all of \( H \) and in particular the compact set \( IK^{-1} \). By compactness there is a finite set \( F' \subseteq \Gamma_H \) such that \( IK^{-1} \) is already contained in \( WF' \).

We can write \( F' \) as \( F' = \tau(F) \) for some finite subset \( F \subseteq \Gamma_G \).

We claim that \( F \) is as needed. To see this let \( g \in \pi_G(\Gamma(\Pi \times K) \cap (G \times I)) \) be arbitrary. This means that there is an \( h \in I \) such that \((g,h) \in \Gamma(\Pi \times K) \).

Write \((g,h) = (\gamma, \tau(\gamma))(\pi, k)\) according to that decomposition.
Then 
\[ (g\pi^{-1}, hk^{-1}) = (\gamma, \tau(\gamma)) \in (g\Pi^{-1} \times hK^{-1}) \cap \Gamma \subseteq (g\Pi^{-1} \times IK^{-1}) \cap \Gamma. \]
In particular, the right hand side is non-empty.

By choice of \( F \) we find that
\[
\pi_G(G \times IK^{-1} \cap \Gamma) \subseteq \pi_G(G \times (W\tau(F)) \cap \Gamma) = \pi_G(G \times W \cap \Gamma)F = \Lambda F.
\]
This shows that \( g\Pi^{-1} \cap \Lambda F \neq \emptyset \) meaning that \( g \in \Lambda F I I \).

The proof for \( E \) is similar: \( \Gamma H W \) covers \( IK^{-1} \) giving rise to a finite \( E' \subseteq \Gamma H \) with \( IK^{-1} \subseteq E'W \). Writing \( E' = \tau(E) \) gives the required set. Indeed, \( \pi_G(G \times IK^{-1} \cap \Gamma) \subseteq EA \) so that, for \( g \) as above, \( g\Pi^{-1} \cap EA \neq \emptyset \) meaning \( g \in E A I I \). \( \square \)

Remark 2.18. Compactness of \( W \) is not needed in Proposition 2.17.

Remark 2.19. The sets \( E \) and \( F \) in Proposition 2.17 are in fact contained in \( \Gamma G = \pi_G(\Gamma) \).

As a first application of Proposition 2.17 we show that up to commensurability model sets do not depend on the choice of window.

Corollary 2.20. Let \((G, H, \Gamma)\) and \((G, H, \Gamma')\) be generalized cut-and-project schemes with \( \Gamma \) and \( \Gamma' \) commensurable and let \( W, W' \subseteq H \) be two windows. Then \( \Lambda := \Lambda(G, H, \Gamma, W) \) and \( \Lambda' := \Lambda(G, H, \Gamma', W') \) are commensurable.

Proof. We may assume without loss of generality that \( W \subseteq W' \) and that \( \Gamma \subseteq \Gamma' \) so that \( \Lambda \subseteq \Lambda' \). For the converse let \( T \) be a transversal for \( \Gamma \setminus \Gamma' \) and apply Proposition 2.17 with \( I := W' \), \( K := \pi_H(T) \) and \( \Pi := \{1_G\} \) to find a finite set \( F \) such that \( \Lambda F \supset \Lambda' \). \( \square \)

In the situation of Corollary 2.20 we refer to the commensurability class of \( \Lambda \) as the canonical commensurability class of the generalized cut-and-project scheme \((G, H, \Gamma)\) and denote the associated coarse class by \([G, H, \Gamma]_c\). For later reference we also record the following.

Lemma 2.21. Let \((G_1, H_1, \Gamma_1)\) and \((G_2, H_2, \Gamma_2)\) be generalized cut-and-project schemes and let \( \varphi = \varphi_G \times \varphi_H : G_1 \times H_1 \to G_2 \times H_2 \) be a homomorphism respecting the product decomposition. Assume that \( \ker \varphi \cap \Gamma_1 \) and \([\Gamma_2 : \varphi(\Gamma_1) \cap \Gamma_2] \) are finite. Then, for any choice of windows \( W_1 \) and \( W_2 \), the approximate subgroups \( A_1 = \Lambda(G_1, H_1, \Gamma_1, W_1) \) and \( A_2 = \Lambda(G_2, H_2, \Gamma_2, W_2) \) are coarsely equivalent.

Proof. The choice of windows is immaterial by Corollary 2.20. Having chosen \( W_2 \) arbitrarily, we take \( W_1 = \varphi_H^{-1}(W_2) \). Replacing \( \Gamma_1 \) by the finite-index subgroup \( \Gamma_1 \cap \varphi^{-1}(\Gamma_2) \) we may assume that \( \varphi(\Gamma_1) < \Gamma_2 \). We then have
\[
\varphi_G(A_1) = \varphi_G(\pi_G(\Gamma_1 \cap (G_1 \times W_1))) = \pi_{G_2}(\varphi_G(\Gamma_1 \cap (G_1 \times W_1))) = \pi_{G_2}(\varphi_G(\Gamma_1) \cap (G_2 \times W_2)) \subseteq \pi_{G_2}(\varphi_G(\Gamma_2) \cap (G_2 \times W_2)) = A_2
\]
The restriction of the map $\Lambda_1 \to \Lambda_2$ has finite fibers by assumption and relatively dense image by Corollary \[2.20\] Hence it is a coarse equivalence. □

2.5. Finiteness properties of model sets in $\text{CAT}(o)$-groups. In this subsection, $G$ denotes a locally compact second countable group. We refer to a left-invariant, proper, continuous pseudo-metric $d$ on $G$ as a left-admissible pseudo-metric. Every lcsc group admits a left-admissible metric, and if $d, d'$ are left-admissible pseudo-metrics on $G$ then the identity map $\text{id}: (G, d) \to (G, d')$ is a coarse equivalence \[CdlH16\] Theorem 2.B.4, Corollary 4.A.6. We denote the associated coarse equivalence class by $[(G, d)]_c$.

If $d$ is a left-admissible pseudo-metric on $G$ and $L < G$ is a closed subgroup, then $d|_{L \times L}$ is a left-admissible metric on $L$. We deduce that if $\Lambda$ is an approximate subgroup of $G$ such that $\Lambda^\infty = L$ is closed in $G$, then $[\Lambda]_c = [(\Lambda, d|_{\Lambda \times \Lambda})]_c$. However, in many cases of interest, notably for many model sets, this is not the case. Nevertheless we would like to represent $[\Lambda]_c$ using the geometry of $G$. At least for model sets, this is always possible:

**Lemma 2.22.** Let $\Lambda = \Lambda(G, H, \Gamma, W)$ be a model set as above and let $d_G$ be a left-admissible pseudo-metric on $G$. Then $[\Lambda]_c = [(\Lambda, d_G|_{\Lambda \times \Lambda})]_c$.

**Proof.** Fix an auxiliary left-admissible metric $d_H$ on $H$ and let $\tilde{\Lambda} := (G \times W) \cap \Gamma \subseteq G \times H$. A left-admissible metric on $G \times H$ is given by

$$d((g_1, h_1), (g_2, h_2)) := \max\{d_G(g_1, g_2), d_H(h_1, h_2)\}.$$  

Since $\tilde{\Lambda}^\infty$ is discrete in $G \times H$, by the previous remark we have $[\tilde{\Lambda}]_c = [\tilde{\Lambda}, d_{\tilde{\Lambda} \times \tilde{\Lambda}}]$.

Since $\pi_G: (\tilde{\Lambda}, \tilde{\Lambda}^\infty) \to (\Lambda, \Lambda^\infty)$ is an isomorphism of approximate groups, the coarse equivalence class $[\Lambda]_c$ is represented by the metric $d'$ on $\Lambda$ given by

$$d'(\lambda_1, \lambda_2) := d(\lambda'_1, \lambda'_2), \quad \text{where } \{\lambda'_j\} = \tilde{\Lambda} \cap \pi^{-1}_G(\lambda_j).$$

If we write $\lambda_j = (\lambda_j, w_j)$ with $w_j \in W$ then we have

$$d'(\lambda_1, \lambda_2) = \max\{d_G(\lambda_1, \lambda_2), d_H(w_1, w_2)\}.$$  

Since $d_H$ is continuous, hence bounded on the compact set $W \times W$, we deduce that $d'$ and $d_G$ restrict to coarsely equivalent metrics on $\Lambda$. □

More can be said if $G$ acts properly and continuously on a $\text{CAT}(o)$-space $X$. Given a basepoint $o \in X$ and an approximate subgroup $\Lambda \subset G$ we denote by

$$\Lambda.o := \{\lambda.o \mid \lambda \in \Lambda\} \subseteq X$$

the quasi-orbit of $\Lambda$ in $X$. Given $r > 0$ we will denote by $N_r(\Lambda.o)$ the $r$-neighborhood of this quasi-orbit; for different choices of $o$ these filtrations of $X$ are equivalent (cf. \[CHT\]), hence they have the same essential connectivity properties.

**Proposition 2.23** (Finiteness criterion for $\text{CAT}(o)$ model sets). Let $(X, d)$ be a $\text{CAT}(o)$-space with base point $o$ and let $G$ be a lcsc group acting properly and continuously by isometries on $(X, d)$. Then a model set $\Lambda \subseteq G$ is of type $F_n$ (respectively type $FP_n$) if and only if the filtration $(N_r(\Lambda.o))_{r>0}$ is essentially $(n-1)$-connected (respectively essentially $(n-1)$-acyclic).
Proof. First observe that since $G$ acts properly on $G$ the pseudo-metric $d_G$ on $G$ given by

$$d_G(g, h) := d(g.o, h.o)$$

is proper. It is also continuous (since the action is continuous) and left-invariant (since the action is isometric), hence left-admissible. It thus follows from Lemma 2.22 that $[\Lambda]_c$ is represented by $(\Lambda, d_G|_{\Lambda \times \Lambda})$, which is isometric to $(\Lambda.o, d|_{\Lambda.o \times \Lambda.o})$ via the quasi-orbit map $\lambda \mapsto \lambda.o$. In particular, $\Lambda$ is of type $F$ if and only if $(\Lambda.o, d|_{\Lambda.o \times \Lambda.o})$ is coarsely $(n-1)$-connected. We have thus reduced the claim to the following lemma.

□

Lemma 2.24. Let $n \in \mathbb{N}$, let $(X, d)$ be a $\text{CAT}(0)$-space and let $\Xi \subseteq X$ be a subset. Then the filtration $(N_r(\Xi))_{r \geq 0}$ is essentially $(n-1)$-connected if and only if $(\Xi, d|_{\Xi \times \Xi})$ is coarsely $(n-1)$-connected. The same statement is true with “essentially/coarsely $(n-1)$-connected” replaced by “essentially/coarsely $(n-1)$-acyclic”.

Proof. For every $r$ we will consider three spaces: the neighborhood $N_r(\Xi)$, the nerve $\text{Ner}^X_r(\Xi)$ of its cover by the balls $B_r(x), x \in \Xi$, and the nerve $\text{Ner}^\Xi_r(\Xi)$ of the cover of $\Xi$ by $r$-balls. Note that the latter is the Vietoris–Rips complex $\text{VR}_r(\Xi)$ by definition.

It is clear that $r$-balls that meet in $\Xi$ also meet in $X$ hence there is a natural map $\text{Ner}^\Xi_r(\Xi) \to \text{Ner}^X_r(\Xi)$.

In the other direction, note that if $B_r(x_i), i = 0, \ldots, n$ meet in a point $x$ then $d(x_i, x_j) < 2r$. This shows that there is a map $\text{Ner}^X_r(\Xi) \to \text{Ner}^\Xi_{2r}(\Xi)$.

Since $X$ is $\text{CAT}(0)$, every metric ball in $X$ is convex. Therefore the nerve cover lemma implies that there is a homotopy equivalence $\text{Ner}^X_r(\Xi) \to N_r(\Xi)$.

Now suppose that $(\text{VR}_r(\Xi))_r$ is essentially $(n-1)$-connected. If $r$ is arbitrary, let $s \geq r$ be such that $\text{VR}_{2r}(\Xi) \to \text{VR}_s(\Xi)$ induces trivial maps for $\pi_i$ up to $i < n$. The following commuting diagram

$$
\begin{align*}
N_r(\Xi) & \cong \text{Ner}^X_r(\Xi) \to \text{Ner}^\Xi_{2r}(\Xi) = \text{VR}_{2r}(\Xi) \\
N_s(\Xi) & \cong \text{Ner}^X_s(\Xi) \to \text{Ner}^\Xi_{s}(\Xi) = \text{VR}_s(\Xi)
\end{align*}
$$

shows that $\text{id}_s(N_r(\Xi) \to N_s(\Xi))$ factors through $\text{id}_s(\text{VR}_{2r}(\Xi) \to \text{VR}_s(\Xi))$ for $i < n$.

Similarly, if $(N_r(\Xi))_r$ is essentially $(n-1)$-connected, let $s \geq r$ be such that $\text{id}_s : N_r(\Xi) \to N_s(\Xi)$ is trivial. Then the diagram

$$
\begin{align*}
N_r(\Xi) & \cong \text{Ner}^X_r(\Xi) \to \text{Ner}^\Xi_{s}(\Xi) = \text{VR}_s(\Xi) \\
N_s(\Xi) & \cong \text{Ner}^X_s(\Xi) \to \text{Ner}^\Xi_{2s}(\Xi) = \text{VR}_{2s}(\Xi)
\end{align*}
$$

shows that $\text{id}_s(\text{VR}_s(\Xi) \to \text{VR}_{2s}(\Xi))$ factors through $\text{id}_s(\text{VR}_{2r}(\Xi) \to \text{VR}_s(\Xi))$.
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\[ \begin{array}{ccc}
N_r(\Xi) & \overset{\sim}{\rightleftharpoons} & \text{Net}_r(\Xi) \\
& & \text{Net}_r(\Xi) = VR_r(\Xi) \\
N_s(\Xi) & \overset{\sim}{\rightleftharpoons} & \text{Net}_s(\Xi) \\
& & \text{Net}_s(\Xi) = VR_s(\Xi) \\
\end{array} \]

shows that \( VR_r(\Xi) \to VR_s(\Xi) \) is trivial as well.

The proof for \((n - 1)\text{-acyclic}\) is the same with \( \pi_i \) replaced by \( \tilde{H}_i \). \qed

3. S-arithmetiC approximate groups

3.1. Adeles and Ideles. By a global field we shall mean either a number field, namely a finite extension of \( \mathbb{Q} \), or a global function field, namely a finite extension of \( \mathbb{F}_p(t) \) for some prime \( p \). A place of \( k \) is an equivalence class of absolute values on \( k \). We denote by \( V_k \) or simply \( V \) the set of all places of \( k \).

Let \( s \in V \) be a place. Taking the metric completion of \( k \) with respect to any absolute value representing \( s \) results in the completion \( k_s \) of \( k \) at \( s \) which is a locally compact topological field. The place \( s \) is then called infinite (or Archimedean) if the completion \( k_s \) is an Archimedean field, i.e. \( \mathbb{R} \) or \( \mathbb{C} \), and finite (or non-Archimedean) otherwise. A function field has no infinite places, whereas the set of infinite places of a number field is non-empty and finite. If \( S \) is a set of places, we denote by \( S^{\text{fin}} \) and \( S^{\text{inf}} \) the subset of finite and infinite places in \( S \) respectively.

If \( s \) is a finite place, the ring of integers \( \mathcal{O}_s \) of \( k_s \) is compact and open. If \( s \) is an infinite place then \( k_s \) contains neither a compact subring nor a proper subring with open interior. For a finite set \( S \) of places that contains all infinite places, the ring of \( S \)-adeles is defined as

\[ \mathbb{A}_S := \prod_{s \in S} k_s \times \prod_{s \not\in S} \mathcal{O}_s. \]  

If \( S \subseteq S' \) are finite subsets of \( V \), then there is an obvious inclusion \( \mathbb{A}_S \to \mathbb{A}_{S'} \) and the ring of adeles of \( k \) is defined as the colimit

\[ \mathbb{A} := \varinjlim \mathbb{A}_S. \]  

The corresponding idele group is defined as \( \mathbb{J} := \text{GL}_1(\mathbb{A}) \). More explicitly, an element of \( \mathbb{J} \) is a sequence \( x = (x_s)_{s \in V} \) with \( x_s \in k_s^\times \) and \( x_s \in \mathcal{O}_s^\times \) for all but finitely many \( s \). To define a norm on \( \mathbb{J} \) one proceeds as follows: Given a place \( s \in V \), the normalized absolute value \( |\cdot|_s \) on \( k_s \) is defined as follows. The additive group \( k_s \) is a locally compact group and thus admits a Haar measure \( \mu^s \). For every \( x \in k_s^\times \) the measure \( \mu^s_\|A\|_s \) defined by \( \mu^s_\|A\|_s (A) = \mu^s(x \cdot A) \) is a Haar measure as well and therefore is a multiple of \( \mu^s \). This allows to define the normalized absolute value on \( k_s \) via

\[ \mu^s = |x|_s \cdot \mu^s. \]
The *idele norm* of an element $x = (x_s)_{s \in V} \in \mathcal{J}$ is then defined as

$$|x| = \prod_{s \in V} |x_s|_s.$$ 

Note that $k$ (respectively $k^\times$) embeds diagonally into $\mathbb{A}$ (respectively $\mathbb{J}$), and this embedding has discrete image. Indeed, the latter follows from the fact that, with the normalization defined above, for elements of $k$ the local absolute values average out in the following sense, see [CF10] Theorem II.12:

**Proposition 3.1** (Product formula). $|x| = \prod_{s \in V} |x_s|_s = 1$ for $x \in k^\times$.

3.2. Adelic groups. From now on we work in the following general setting; we will add additional assumptions as we move along.

**Convention 3.2.**

1. $k$ is a global field (of arbitrary characteristic) with set of places $V = V_k$, ring of adèles $\mathbb{A} = \mathbb{A}_k$ and idele group $\mathcal{J} = \mathcal{J}_k$;
2. $V_{\text{fin}}$ and $V_{\text{inf}}$ denote the finite, respectively infinite places of $k$;
3. $G$ is an algebraic group over $k$ and $\Gamma := G(k)$ denotes its group of $k$-points;
4. $X_\mathbb{A}^*(G) := \text{Hom}_k(G, \text{GL}_1)$ denotes the abelian group of $k$-characters of $G$, written additively;
5. we fix a faithful representation of $G$ and thereby consider $G$ as a $k$-closed subgroup of $\text{GL}_N$ for some $N \in \mathbb{N}$.

As explained in [PR94] Section 5.1, one can associate with every $k$-variety $X$ a locally compact space $X(\mathbb{A})$, the *space of adelic points* of $X$, and this construction is functorial [Con] Prop. 2.1. This functoriality implies that for $G$ as above the space $G(\mathbb{A})$ is actually a locally compact topological group, called the *group of adelic points* of $G$, and that every $\chi \in X_\mathbb{A}^*(G)$ extends to a continuous homomorphism $\chi_{\mathbb{A}} : G(\mathbb{A}) \to \text{GL}_1(\mathbb{A}) = \mathcal{J}$. We will often abuse notation and denote this homomorphism simply by $\chi$.

It will be important for us that the group $G(\mathbb{A})$ can be described more explicitly as follows, using the representation $G \hookrightarrow \text{GL}_n$, see [PR94] p.249. Given a place $s \in V$ we denote by $G(k_s) < \text{GL}_n(k_s)$ the group of $k_s$-points of $G$, and we define $G(\mathcal{O}_s) := G(k_s) \cap \text{GL}_n(\mathcal{O}_s)$. For every finite subset $S \subseteq V$ containing all infinite places we then define the locally compact topological group $G(\mathbb{A}_S)$ as

$$G(\mathbb{A}_S) := \prod_{s \in S} G(k_s) \times \prod_{s \in V \setminus S} G(\mathcal{O}_s).$$

Then for every $S \subset T$ we have a natural inclusion map $G(\mathbb{A}_S) \hookrightarrow G(\mathbb{A}_T)$ and

$$G(\mathbb{A}) = \lim_S G(\mathbb{A}_S)$$

is the colimit of the corresponding system in the category of topological groups. In particular, this colimit is independent of the choice of representation $G \hookrightarrow \text{GL}_N$, whereas the groups $G(\mathbb{A}_S)$ may indeed depend on this choice.

The group $\Gamma = G(k)$ embeds diagonally into $G(\mathbb{A})$, and the image of this embedding is discrete. Note that if $\chi \in X_\mathbb{A}^*(G)$, then for every $g \in G(k) \subset
injective. Thus if we define $G$ of the product $S$ equipped with the quotient topology. If $\Gamma = \text{specify}$ respectively. In particular, we can consider $G$ where the projections onto the two factors are given by $\pi$.

If $S$ is infinite then $G$ is finite, then $G$ is a restricted product and its topology is finer than the restriction of the product topology.

We observe that, for every $S \subset V$, we have a splitting of topological groups

$$G(\mathbb{A}) \cong G_S \times G_{V \setminus S},$$

where the projections onto the two factors are given by $\pi_S$ and $\pi_{V \setminus S}$ respectively. In particular, we can consider $\Gamma = G(k)$ as a discrete subgroup of the product $G_S \times G_{V \setminus S}$, and its projection $\pi_{G_S} \Gamma$ onto the first factor is injective. Thus if we define

$$G^2_{V \setminus S} := \pi_{V \setminus S}(\Gamma) \subset G_{V \setminus S},$$

then $(G_S, G^2_{V \setminus S}, G(k))$ is a generalized cut-and-project scheme.

**Definition 3.3.** If $S \subset V$ is finite, then $(G_S, G^2_{V \setminus S}, G(k))$ is called the adelic generalized cut-and-project scheme with parameters $(k, S, G)$. Any approximate subgroup $\Lambda \subseteq \pi_S(\Gamma) \subseteq G_S$ which is contained in the canonical commensurability class of $(G_S, G^2_{V \setminus S}, G(k))$ is called an $S$-arithmetic approximate subgroup.

More explicitly, if $W$ is any window in $G_{V \setminus S}$, then a discrete approximate subgroup $\Lambda \subseteq G_S$ is an $S$-arithmetic approximate subgroup if and only if it is commensurable to the generalized model set $\Lambda(G_S, G^2_{V \setminus S}, G(k), W \cap G^2_{V \setminus S})$. In the sequel we will be mostly interested in $S$-arithmetic approximate subgroups of reductive groups. Nonetheless we take a moment to consider the more general situation.

**Remark 3.4.** Let $(G, H, \Gamma)$ be an adelic generalized cut-and-project scheme with parameters $(k, S, G)$. Then two questions suggest themselves:

1. Is $\Gamma$ a lattice in $G \times H$, or equivalently, is $(G, H, \Gamma)$ a cut-and-project scheme? (This would imply in particular that $\Lambda(G, H, \Gamma, W)$ is a strong approximate lattice in the sense of [BH18], which has major structural consequences.)
2. Is $H = G_{V \setminus S}$ and hence $G \times H = G(\mathbb{A})$?
The answer two both questions is negative in general, but it is positive in many cases of interest. By [PR94 Thm. 5.5(2)], $\Gamma$ is a lattice in $G(A)$ if and only if $X^*_k(G^0) = \{0\}$, and in this case $\Gamma$ is in particular a lattice in $G \times H$. This shows, that the answer to (1) is positive whenever $G$ is connected semisimple. For the rest of this discussion let us assume that $G$ is connected; then $\Gamma$ is always a lattice in $G(A)^0 \cap (G \times H)$ by [PR94 Thm. 5.6], and hence (1) is equivalent to asking whether the subgroup

$$G(A)^0 \cap (G \times H) \subset G \times H$$

has finite covolume. The answer to this question is positive if $G(A)^0$ is cocompact in $G(A)$ or if $G$ is reductive and $G(k)$ has compact center for all $s \in S$ (since $G \times H$ is the closure of $(G \times \{e\})\Gamma$ in $G(A)$), but negative even for many (non-semisimple) reductive groups. Question (2) is essentially the problem of strong approximation, which is well-studied in the literature. While the answer to (2) is negative for general reductive groups, it is positive for many (non-semisimple) reductive groups. Question (2) is essentially the problem of strong approximation, which is well-studied in the literature. While the answer to (2) is negative for general reductive groups, it is positive for all $S$ if $G$ is unipotent [PR94 Lemma 5.5] and we claim that it is also positive if $G$ is connected, simply connected, absolutely almost simple and $k$-isotropic. Indeed, in this case $G$ is absolutely semisimple as well as $k$-almost simple (since it is absolutely almost simple) and the assumption that $G$ be $k$-isotropic implies that it is $k_s$-isotropic for every $s$, and hence that every $G_S$ is non-compact; our claim thus follows from the strong approximation theorem of Prasad [Pra77, Theorem A].

For our purposes here, the following partial answer to Questions (1) and (2) will be sufficient:

**Proposition 3.5.** Let $G$ be connected, simply connected, absolutely almost simple and $k$-isotropic. Then $(G, H, \Gamma) = (G_S, G_{V \setminus S}, G(k))$ is a cut-and-project scheme with total space $G \times H = G(A)$ and hence for every window $W \subset G_{V \setminus S}$ the set $\Lambda(G, H, \Gamma, W)$ is a strong approximate lattice. \hfill $\Box$

### 3.4. Relation to $S$-arithmetic groups.

We now compare our definition of an $S$-arithmetic approximate group to the usual definition of an $S$-arithmetic group. Assume that we are in the situation of Convention 3.2 and that, in addition, $S \subseteq V$ is a non-empty set containing $V^{\text{inf}}$. In this situation, one defines the $S$-arithmetic group $G(O_S)$ as

$$G(O_S) := \pi_S(G(k) \cap G(k_S)) < G_S.$$  \hfill (3.4)

While this group may depend on the chosen embedding, its commensurability class depends only on the parameters $(k, S, G)$. Any subgroup of $G(k)$ in this commensurability class is called an $S$-arithmetic group. The relation between $S$-arithmetic groups and $S$-arithmetic approximate groups is described by the following proposition.

**Proposition 3.6.** In the situation of Convention 3.2 let $S \subseteq V$ be a non-empty set of places and let $S^+ := S \cup V^{\text{inf}}$. Assume that

$$G(k_s) \text{ is compact for all } s \in (V \setminus S)^{\text{inf}}.$$  \hfill (3.5)

The every $S$-arithmetic approximate group $\Lambda \subset G_S \subset G_{S^+}$ with parameters $(k, S, G)$ is commensurable to $G(O_{S^+})$. In particular, this is the case if $\text{char}(k) > 0$ or if $\text{char}(k) = 0$ and $S$ contains all infinite places.
In view of the proposition, the theory of $S$-arithmetic approximate groups extends the theory of $S$-arithmetic groups, but as far as commensurability invariant properties are concerned, this extension is only interesting if $\text{char}(k) = 0$ and under the assumption that $S$ does not contain all infinite places. In fact, in the present article we will focus on the case where $S$ contains no infinite places at all, leaving the mixed case for future work.

Remark 3.7. Assume that $\text{char}(k) = 0$ and let $G$ be as in Proposition 3.5. From the above discussion it is easily seen that for every finite place $s \in V^{\text{fin}}$ there are $S$-arithmetic approximate subgroups in $G(k_s)$ that are not relatively dense, and these can be chosen to be cut-and-project sets. In the terminology of [BH18] and [BHP18] such a cut-and-project set is a non-uniform strong approximate lattice. In particular, $\text{SL}_n(\mathbb{Q}_p)$ admits non-uniform strong approximate lattices for all $n \geq 2$.

This should be compared to the fact that there cannot be a non-uniform lattice in $\text{SL}_n(\mathbb{Q}_p)$, $n \geq 3$. Indeed, by Margulis arithmeticity [Mar91, Theorem (1), p.2] a lattice in $\text{SL}_n(\mathbb{Q}_p)$ has to be arithmetic, commensurable to the image of an arithmetic group of the form $H(\mathcal{O})$ where $H$ is defined over a number field $k$, see [Mar91, Chapter IX]. But then $H$ has to be $k$-anisotropic for all infinite places $s$ of $k$. In particular, it is $k$-anisotropic, so the lattice is in fact uniform. A more elementary argument for the non-existence of a finitely generated non-uniform lattice is that it would need to have unbounded torsion while by Selberg’s lemma it is virtually torsion-free.

For the proof of Proposition 3.6 we observe that Condition (3.5) is equivalent to $H := G_{V \setminus S}$ admitting a compact identity neighborhood $W$ that is a subgroup. Indeed, if $s$ is a finite place then $G(k_s)$ admits a compact open subgroup, for example

$$G(\mathcal{O}_s) := G(k_s) \cap \text{GL}_N(\mathcal{O}_s),$$

but if $s$ is infinite then any compact subgroup of $G(k_s)$ has empty interior unless $G(k_s)$ is compact itself.

Proof of Proposition 3.6. Let $(G, H, \Gamma)$ be the adelic generalized cut-and-project scheme with parameters $(k, S, G)$. By the previous remark the subset

$$W := \prod_{s \in V^{\text{fin}} \setminus S} G(\mathcal{O}_s) \times \prod_{s \in V^{\text{inf}} \setminus S} G(k_s) \subset H$$

is a compact open subgroup in $H$. Similarly,

$$W^{\text{fin}} := \prod_{s \in V^{\text{fin}} \setminus S} G(\mathcal{O}_s) \subset G_{V \setminus S +}$$

is a compact open subgroup in $G_{V \setminus S +}$. Unraveling definitions we then see that

$$G(\mathcal{O}_{S^+}) = \pi_{S^+}(G(k) \cap G(\mathbb{A}_{S^+})) = \Lambda(G_{S^+}, G_{V \setminus S^+}, G(k), W^{\text{fin}} \cap G_{V \setminus S^+}).$$

On the other hand we may assume that $\Lambda = \Lambda(G_S, G_{V \setminus S}, G(k), W \cap G_{V \setminus S})$ by Corollary 2.20. Considering $\Lambda$ as a subset of $G_{S^+}$ via the we then have

$$\Lambda = G(\mathcal{O}_{S^+}) \cap (G_S \times \prod_{s \in V^{\text{inf}} \setminus S} G(k_s)).$$
and hence $\Lambda$ is a commensurable subset of $G(\mathcal{O}_{S^+})$. 

4. Geometry of reductive groups over local and global fields

While $S$-arithmetic approximate subgroups can be defined for any $k$-algebraic group $G$, in this article we will focus on $S$-arithmetic approximate subgroups of reductive groups. Our approach to study these approximate subgroups relies on the fact that reductive groups over local fields act geometrically on CAT(0) spaces: Bruhat-Tits buildings in the non-Archimedean case and Riemannian symmetric spaces in the Archimedean case. Both of them have in common that their visual boundaries are spherical buildings and contain a copy of the spherical building of the underlying global field.

The purpose of this section is to collect the basic facts concerning reductive groups over local fields and their natural CAT(0)-actions which will be needed in the sequel. For most of the section we will restrict attention to semisimple groups to avoid various technicalities. The generalization to reductive groups will be discussed at the end of this section.

4.1. Parabolic subgroups and their characters. The geometry of semisimple groups is closely related to the combinatorics of their parabolic subgroups. For this reason we start this chapter by discussing our notations and normalizations related to parabolic subgroups and their characters. A general reference is [BT65]. Throughout this section $G$ denotes a semisimple group defined over a field $k$. We denote by $r$ the $k$-rank of $G$.

We fix once and for all an embedding of $G$ as a $k$-closed subgroup of some $GL_N$. Given a $k$-closed subgroup $H < G$ we denote by $X^+_k(H) := \text{Hom}_k(H, GL_1)$ the abelian group of $k$-characters of $H$, written additively. We also denote by $X^+_k(H) := \text{Hom}_k(GL_1, H)$ the group of $k$-cocharacters of $H$. If $P$ is a minimal parabolic subgroup and $T < P$ is a maximal $k$-split torus then the inclusion $T \hookrightarrow P$ induces an isomorphism $X^+_k(P) \otimes \mathbb{R} \cong X^+_k(T) \otimes \mathbb{R}$.

We now fix a minimal parabolic subgroup $P$ and a maximal $k$-split torus $T < P$. We denote by $\Phi := \Phi(G, T) \subseteq X^+_k(T)$ the set of $(G, T)$-roots, by $\Phi^+ \subseteq \Phi$ the positive subsystem corresponding to $P$, and by $\Pi \subseteq \Phi^+$ the corresponding set of simple roots. We fix once and for all an enumeration $\Pi = \{\alpha^P_1, \ldots, \alpha^P_r\}$ of $\Pi$ and identify $\Pi$, $\Phi^+$ and $\Phi$ with their respective images in the $\mathbb{R}$-vector space $X^+_k(P) \otimes \mathbb{R}$ under the maps

$$\Pi \subseteq \Phi^+ \subseteq \Phi \subseteq X^+_k(T) \hookrightarrow X^+_k(T) \otimes \mathbb{R} \cong X^+_k(P) \otimes \mathbb{R}$$

In particular, $\Pi$ is then an $\mathbb{R}$-basis of $X^+_k(P) \otimes \mathbb{R}$ and every $\alpha \in \Phi$ (respectively $\Phi^+$) is a $\mathbb{Z}$-linear (respectively non-trivial $\mathbb{N}_0$-linear) combination of $\alpha^P_1, \ldots, \alpha^P_r$.

An alternative basis of $X^+_k(P) \otimes \mathbb{R}$ can be given as follows: Given $i \in \{1, \ldots, r\}$ we define

$$P_i := \langle T, U_\alpha, \alpha \in \Phi_i \rangle, \quad \text{where} \quad \Phi_i := \left\{ \sum_{j=0}^{r} n_j \alpha^P_j \in \Phi \mid n_j \in \mathbb{Z}, n_i \geq 0 \right\}$$
where $U_n$ is the root group associated to $\alpha$. Then $P_1, \ldots, P_r$ are precisely the maximal parabolic subgroup of $G$ containing $P$ and they are mutually not conjugate. In particular, for every $i \in \{1, \ldots, r\}$ the space $X^*_P(P_i) \otimes \mathbb{R}$ is one-dimensional and embeds into $X^*_k(P)$ via the canonical restriction map. We then have

$$X^*_k(P) \otimes \mathbb{R} = \bigoplus_{i=1}^r X^*_k(P_i) \otimes \mathbb{R}.$$  

Thus there is a basis of $X^*_k(P) \otimes \mathbb{R}$ consisting of generators of the $X^*_k(P_i), i \in \{1, \ldots, r\}$. The precise choice of these generators will not be important, but it is convenient to choose canonical generators as follows.

Following [Har69, Section 1.3] we define the canonical character $\chi^R \in X^*_k(R)$ of a maximal parabolic $R$ as follows. Take a sequence $R_d(R) = U_0 > \ldots > U_{d+1} = 1$ of normal subgroups of the unipotent radical such that $U_j/U_{j+1}$ is a vector space of dimension $d_j$. Then $R$ acts on the one-dimensional exterior power $\bigwedge^{d_j}(U_j/U_{j+1})$ via a character $\psi_j$ (the determinant of the action on $U_j/U_{j+1}$). The canonical character is the sum of these, $\chi^R = \sum_j \psi_j$. We also write $\chi_i^P$ for the canonical character $\chi_i^{P_i}$ associated to $P_i$. Then $(\chi_1^P, \ldots, \chi_r^P)$ is a basis of $X^*_k(P) \otimes \mathbb{R}$. Explicitly, the Lie algebra $U_\alpha$ of the unipotent radical of $P_i$ decomposes under the adjoint action of $T(k)$ into root spaces $u_{i,\alpha}$, and under the identification $X^*_k(P) \otimes \mathbb{R} \cong X^*_k(T) \otimes \mathbb{R}$ the $i$th canonical character $\chi_i^P$ is given by

$$\chi_i^P(t) = \sum_\alpha \dim u_{i,\alpha} \alpha.$$  

In the sequel we refer to the basis $\{\alpha_1^P, \ldots, \alpha_r^P\}$ as the root basis of $X^*_k(P) \otimes \mathbb{R}$ and to the basis $(\chi_1^P, \ldots, \chi_r^P)$ as its weight basis. The two bases are related by transformation matrices

$$\alpha_i^P = \sum_{j=1}^r c_{ij} \chi_j^P \quad \text{and} \quad \chi_j^P = \sum_{i=1}^r n_{ji} \alpha_i^P. \quad (4.1)$$  

In the following lemma we omit the superscript $P$ for all roots and weights.

**Lemma 4.1.** The root basis and the weight basis satisfy

$$\langle \alpha_i, \chi_i \rangle > 0 \quad \text{and} \quad \langle \alpha_i, \chi_j \rangle = 0 \text{ for } i \neq j. \quad (4.2)$$

where $\langle \cdot, \cdot \rangle$ is a scalar product invariant under the Weyl group. The coefficients in (4.1) satisfy

$$n_{ii} > 0 \quad \text{and} \quad n_{ji} \geq 0. \quad (4.3)$$

**Proof.** The coefficients satisfy $n_{ji} \geq 0$ for all $i, j$ because the unipotent radical of $P_i$ is contained in $P$ so the characters $\chi_i, \chi_j$ in the discussion above are sums of positive roots with positive coefficients.

Let $s_i$ be the element of the Weyl group such that $s_i \alpha_i = -\alpha_i$. Note that $s_i$ is represented by an element of $P_j$ so that $s_i \chi_j = \chi_j$ for all $j \neq i$. Thus

$$\langle \alpha_i, \chi_j \rangle = \langle s_i \alpha_i, s_i \chi_j \rangle = \langle -\alpha_i, \chi_j \rangle = -\langle \alpha_i, \chi_j \rangle$$

showing the equations in (4.2).
Now we have
\[
0 < \langle \chi_i, \chi_i \rangle = \sum_{j=1}^{r} n_{ji} \langle \alpha_j, \chi_i \rangle = n_{ii} \langle \alpha_i, \chi_i \rangle
\]
and the inequality in (1.2) follows, as well as \( n_{ii} > 0 \). \( \square \)

So far we have discussed special bases of \( X^*_k(P) \otimes \mathbb{R} \) for a fixed choice of minimal parabolic \( P \). We now extend our constructions to arbitrary minimal parabolic subgroups; the following basic fact [BT65 Théorème 4.13(b)] will be tacitly used from now on:

**Proposition 4.2.** Any two minimal \( k \)-parabolics are conjugate under the action of \( G(k) \).

We say that a maximal parabolic is of *type* \( i \) if it is conjugate to \( P_i \). It follows from Proposition 1.2 and the fact that \( P_1, \ldots, P_r \) are mutually non-conjugate that every maximal parabolic has a unique type and that every minimal parabolic subgroup is contained in a unique maximal parabolic subgroup of each type. If \( Q \) is a minimal parabolic subgroup then we denote by \( Q_i \) the unique maximal parabolic subgroup of type \( i \) containing \( Q \). We then denote by \( \chi_i^Q \in X^*_k(Q) \) (or simply \( \chi_i \) if \( Q \) is clear from context) the canonical character of \( Q_i \). Note that if \( g \in G(k) \) is such that \( Q = g P \) then \( Q_i = g P_i \) for all \( i \in \{1, \ldots, r\} \). We deduce that in this case \( \chi_i^Q(p) = \chi_i^P(g^{-1}pg) \).

Similarly we define roots \( \alpha_i^Q \in X^*_k(Q) \) by \( \alpha_i^Q(p) = \alpha_i^P(g^{-1}pg) \). This is well-defined since roots are conjugation-invariant and \( P \) is self-normalizing. With these definitions \((\alpha_1^Q, \ldots, \alpha_r^Q)\) and \((\chi_1^Q, \ldots, \chi_r^Q)\) are bases of \( X^*_k(Q) \otimes \mathbb{R} \) and the relations (1.1) hold for every minimal parabolic \( Q \) with constants \( c_{ij} \) and \( n_{ij} \) independent of \( Q \). In particular, Lemma 1.1 holds for arbitrary minimal parabolics.

### 4.2. Euclidean buildings and Riemannian symmetric spaces

We now assume that \( k, V, V^{\text{fin}}, V^{\text{inf}} \) and \( G \subseteq \text{GL}_N \) are as in Convention 3.2. Moreover, we assume that \( G \) is semisimple. For every place \( s \in V \) we denote by \( k_s \) the corresponding completion of \( k \). We are going to associate a CAT(0)-space \( X_s \) with each of the groups \( G(k_s) \).

Assume first that \( s \in V^{\text{inf}} \) is an infinite place, so that \( k_s \in \{ \mathbb{R}, \mathbb{C} \} \) is Archimedean. In this case, \( G(k_s) \) is a semisimple real Lie group with finite center and hence the Lie algebra \( g_s \) of \( G(k_s) \) admits a Cartan decomposition \( g_s = t_s \oplus p_s \) in the sense of [Hel78 Section III.7], which is unique up to inner automorphisms. We fix a choice of Cartan decomposition for each \( s \in V^{\text{inf}} \) and set \( C_s := \exp(t_s) \) and \( X_s := G(k_s)/C_s \). The tangent space \( p_s \) of \( X_s \) is then a Lie triple system [Hel78 Section IV.7], and hence gives rise to the structure of a Riemannian symmetric space on \( X_s \), which is either trivial (if \( G(k_s) \) is compact) or of non-compact type. In any case, \( X_s \) is a CAT(0) space (see [BH99 Theorem II.10.58]) and \( G(k_s) \) acts properly and transitively by isometries on \( X_s \). It then follows from the Bruhat–Tits fixed-point theorem that \( C_s \) is a maximal compact subgroup of \( G(k_s) \) and that any other maximal compact subgroup of \( G(k_s) \) is conjugate to \( C_s \). Note that \( X_s \) is
independent of the choice of Cartan decomposition, whereas the basepoint $C_s$ depends on this choice. We refer to $X_s$ as the symmetric space of $G(k_s)$ and denote by $o_s := 1 \cdot C_s \in X_s$ our chosen basepoint.

We now consider the case of a finite place $s \in V^{\text{fin}}$ so that $k_s$ is non-Archimedean. By [BT84] the group $G(k_s)$ admits a root group datum with a valuation which by [BT72] gives rise to a Euclidean building $X_s$ whose dimension is the $k_s$-rank $\text{rk}_{k_s}(G)$ of $G$, see also [KH]. If we consider $X_s$ as a metric space, by turning each apartment into a Euclidean space of dimension $\text{rk}_{k_s}(G)$ then $X_s$ is a $\text{CAT}(0)$ space by [BT72, Lemme 2.5.14], see also [AB08, Theorem 11.16]. Moreover, the action of $G(k_s)$ of $X_s$ is proper and cocompact.

Again the Bruhat–Tits fixed point theorem implies that the maximal compact subgroups of $G(k_s)$ are stabilizers of points in $X_s$. This time, however, there is more than one such group up to conjugation. Our embedding $G(k_s) \hookrightarrow \text{GL}_N(k_s)$ allows us to define a compact-open subgroup

$$C'_s := G(k_s) \cap \text{GL}_N(O_s)$$

of $G(k_s)$. The following example shows that in general we cannot expect $C'_s$ to be maximal for all places $s$:

**Example 4.3.** Consider $G < \text{GL}_N$ and let $g \in G(k)$ be arbitrary. Then the subgroup $H$ of $\text{GL}_{2N}$ consisting of block matrices

$$
\begin{pmatrix}
A & 0 \\
0 & gAg^{-1}
\end{pmatrix}
$$

with $A \in G$ is clearly isomorphic to $G$ over $k$. But $H(k_s) \cap \text{GL}_N(O_s) = C'_s \cap g^{-1}C'_sg$ which is a generally proper subgroup of $C'_s$ for the finitely many places $s$ for which the entries of $g$ and $g^{-1}$ do not lie in $O_s$. In particular, using $H$ instead of $G$ leads to subgroups $C'_s$ that are not maximal.

**Lemma 4.4.** The group $C'_s$ is maximal compact for almost all $s \in V^{\text{fin}}$ and of finite index in a maximal compact subgroup $C_s$ for the remaining $s \in V^{\text{fin}}$.

**Proof.** We denote by $C_s$ a maximal compact subgroup of $G(k_s)$ containing $C'_s$. Since $C'_s$ is open, it has finite index in the compact group $C_s$. Moreover, $C'_s$ is maximal compact (even hyperspecial) for almost all $s \in V^{\text{fin}}$ by [Tit79, 3.9.1].

From now on, given $s \in V^{\text{fin}}$, we reserve the latter $C_s$ to denote a maximal compact subgroup of $G(k_s)$ containing $C'_s$ so that $C_s = C'_s$ for almost all $s \in V^{\text{fin}}$. By the Bruhat–Tits fixed-point theorem, the group $C_s$ fixes a point $o_s \in X_s$. By properness of the action, the stabilizers of $o_s$ is then compact, and hence coincides with $C_s$ by maximality.

To summarize, for every $s \in V$, we have constructed a $\text{CAT}(0)$ space $X_s$ on which $G(k_s)$ acts properly and cocompactly, and the maximal compact subgroup $G \leq G(k_s)$ is a point stabilizer in $X_s$. In the finite case we could even arrange for $C_s$ to be the stabilizer of a special vertex of $X_s$ but we will have no need for that.

**Lemma 4.5.** For every $s \in V$ the group $C_s$ is self-normalizing in $G(k_s)$. 
Proof. If $X_s$ is a thick building, we first argue that the fixed-point set $\text{Fix}(C_s)$ of $C_s$ in $X_s$ is bounded, which follows from strong transitivity: if $c \subseteq X_s$ is a (compact) chamber and $p \subseteq \partial c$ is a panel, the stabilizer of $c$ acts transitively on the at least two other chambers that also contain $p$. This shows that $\text{Fix}(\text{Stab}_{G_s}(k_s)(c)) = c$. It follows that fixed point set of the stabilizer of any point is at most a chamber, hence bounded.

Since the normalizer $N := N_{G_s}(k_s)(C_s)$ acts on $\text{Fix}(C_s)$ it then has a bounded orbit in $X_s$, hence a fixed-point by the Bruhat–Tits fixed-point theorem. By properness of the action, this implies that $N$ is compact, so by maximality we have $N = C_s$.

If $X_s$ is a symmetric space, the Iwasawa decomposition implies that the stabilizer of a point $x$ acts transitively on the Weyl chambers that have $x$ as (unique) tip. This implies in particular that $x$ is the unique fixed point of this stabilizer, hence it is also fixed by its normalizer. □

The previous lemma is not true if $G$ is merely reductive: if $s$ is finite and one takes the extended model $X_s$ then chambers are generally not compact but products of polysimplices with a flat space; if $s$ is infinite, Weyl chambers generally have a flat space as tip. In both cases the center acts on a copy of $\mathbb{R}^n$ cocompactly but the action on the boundary is trivial. This is the reason why we are restricting to semisimple groups at the moment.

In the sequel we denote by $K_s$ the set of all maximal compact subgroups of $G(k_s)$ which are conjugate to $C_s$. By Lemma 4.5 we have bijections

$$G(k_s) . \alpha_s \leftarrow G(k_s) / C_s \rightarrow K_s$$

$$g . \alpha_s \leftarrow g C_s \rightarrow g C_s g^{-1} .$$

In particular, since the orbit $G(k_s) . \alpha_s$ is relatively dense in $X_s$, we may coarsely identify $G(k_s), X_s$ and $K_s$.

In our analysis of the spaces $X_s$ an important role will be played by maximal flats, a flat being a subspace isometric to a Euclidean space. If $X_s$ is the symmetric space or Bruhat building of $G(k_s)$ then every flat (and in particular every geodesic, and even every geodesic ray) is contained in a maximal flat. Moreover, $G(k_s)$ acts transitively on maximal flats, and hence all maximal flats have the same dimension, which coincides with the $k_s$-rank of $G$. Following standard building terminology, we are going to refer to a maximal flat as an apartment. This terminology is not standard in the Archimedean case, but will help us to avoid case distinctions.

4.3. The spherical building at infinity. Recall that if $X$ is a $\text{CAT}(0)$ space then two geodesic rays $\rho, \rho': [0, \infty) \rightarrow X$ are called asymptotic if their images are at bounded Hausdorff distance. This defines an equivalence relation, and we denote by $\rho(\infty)$ the equivalence class of $\rho$. The set $\partial X$ of all such equivalence classes is called the visual boundary of $X$, see [BH99, Chapter II.8]. There are several natural topologies on the visual boundary of a $\text{CAT}(0)$ space such as the visual and the Tits topology [BH99], but we will not use these topologies and only consider $\partial X$ as a set.
Our next goal is to describe some additional structure on the visual boundaries of the spaces \( X_s \) from the previous section. By a simplicial complex \( \Delta \) we shall always mean the geometric realization of an abstract simplicial complex, i.e. a space glued together by simplices according to the usual axioms; by a simplicial structure on a space \( Y \) we shall mean a bijection \( \Delta \to Y \), where \( \Delta \) is a simplicial complex.

If \( G \) is a semisimple group over an arbitrary field \( k \) then we denote by \( \Delta_{G,k} \) the spherical building of the group \( G(k) \). By definition this is the unique simplicial complex whose set of simplices \( S(\Delta_{G,k}) \) is given by the proper \( k \)-parabolic subgroups of \( G(k) \), ordered by reverse inclusion. The maximal simplices (i.e. minimal \( k \)-parabolic subgroups) are called the chambers of \( \Delta_{G,k} \) and their collection is denoted by \( C(\Delta_{G,k}) \). Similarly we denote by \( V(\Delta_{G,k}) \) the set of vertices, i.e. maximal \( k \)-parabolic subgroups of \( \Delta_{G,k} \).

By definition, a family of vertices lies in a common simplex if and only if \( \Delta_{G,k} \) and their collection is denoted by \( C(\Delta_{G,k}) \). Similarly we denote by \( V(\Delta_{G,k}) \) the set of vertices, i.e. maximal \( k \)-parabolic subgroups of \( \Delta_{G,k} \). By definition, a family of vertices lies in a common simplex if and only if its intersection is a parabolic subgroup. For \( i \in \{1, \ldots, r\} \) we will denote by \( V_i(\Delta_{G,k}) \subseteq V(\Delta_{G,k}) \) the subset of vertices (i.e. maximal \( k \)-parabolic subgroups) of type \( i \).

Then

\[
V(\Delta_{G,k}) = \bigsqcup_{i=1}^{r} V_i(\Delta_{G,k})
\]

and each chamber contains precisely one vertex of each type. The group \( G(k) \) acts on \( S(\Delta_{G,k}) \) by conjugation, and this induces a simplicial and type-preserving action on \( \Delta_{G,k} \). By Proposition 4.2 this action is chamber-transitive. If \( G \) (respectively \( G \) and \( k \)) are clear from context we simply write \( \Delta_k \) (or even \( \Delta \)) instead of \( \Delta_{G,k} \).

If \( k \) is an arbitrary field and \( \bar{k} \) is a separable closure then the Galois group \( \text{Gal}(\bar{k}/k) \) acts on \( \Delta_k \) by simplicial isometries. However, this action is not without inversions on the 1-skeleton, and hence the fixed point set \( \Delta_{\bar{k}}^{\text{Gal}(\bar{k}/k)} \subset \Delta_k \) is not a subcomplex (but only a subcomplex of the barycentric subdivision of \( \Delta_k \)). In any case, this fixed point set carries a simplicial structure and is isomorphic to the spherical building \( \Delta_k \); cf. [BT65, §6], [HT66]. Section 2]. If \( k'/k \) is an extension and \( \bar{k}' \) is a separable closure of \( k' \) containing \( \bar{k} \) then, since \( G \) is split over \( \bar{k} \) as well as over \( k' \), the building \( \Delta_{\bar{k}} \) is a chamber subcomplex of \( \Delta_{k'} \). Thus \( \Delta_k \) and \( \Delta_{k'} \) are naturally subspaces of \( \Delta_{\bar{k}} \). Since \( \bar{k} \) is \( \text{Aut}(\bar{k}/k) \)-invariant, so is \( \Delta_k \) and there is an action via \( \text{Gal}(k'/k) \to \text{Aut}(\bar{k}/k) \to \text{Gal}(\bar{k}/k) \). It follows that \( \Delta_k \subseteq \Delta_{k'} \) as subspaces of \( \Delta_{\bar{k}} \).

We now return to the previous setting where \( k \) is a global field with set of places \( V \). For each \( s \in V \) the space \( X_s \) is a union of apartments, and since every geodesic is contained in such an apartment, the visual boundary \( \partial X_s \) is the union the boundary spheres \( \partial A \), where \( A \) ranges over the set \( \mathcal{A}_s \) of maximal flats in \( \partial X_s \). Each of these boundary spheres can be identified with an apartment in the spherical building \( \Delta_{k_s} \), and these identifications can be glued together to obtain a \( G(k_s) \)-equivariant bijection \( \Delta_{k_s} \to \partial X_s \) (since the corresponding stabilizers match). This defines a \( G(k_s) \)-invariant simplicial structure on \( \partial X_s \), hence we can talk about vertices, simplices and chambers in \( \partial X_s \). Although we do not need any topology on \( \partial X_s \), we mention in
passing that the visual topology on $\partial X_s$ corresponds to the topology on $\Delta_k$, obtained by topologizing the set of chambers by the quotient topology with respect to $G(k_s)$, whereas the Tits topology corresponds to the topology on $\Delta_k$, obtained by topologizing the set of chambers by the discrete topology.

We observe for later use that for every $s \in V$ the embedding $k \hookrightarrow k_s$ induces a canonical embedding

$$\Delta_k \hookrightarrow \Delta_{k_s} \cong \partial X_s,$$

by the above discussion, i.e. the rational building embeds canonically (but not simplicially) into the visual boundary of each of the $\text{cat}(o)$ spaces $X_s$.

### 4.4. $S$-adic and adelic geometry

We now consider the following situation:

**Convention 4.6.**

1. $k$, $V$, $V^{\text{fin}}$, $V^{\text{inf}}$ are as in Convention 3.2.
2. $G$ and $\Gamma$ are as in Convention 3.2, but in addition $G$ is assumed to be semisimple;
3. for every $s \in V$ we denote by $X_s$ the $\text{cat}(o)$ space associated with $G(k_s)$ and by $o_s \in X_s$ a basepoint such that $C_s := \text{Stab}(o) < G(k_s)$ is maximal compact and contains $C'_s := G(k_s) \cap \text{GL}_N(\mathcal{O}_s)$ if $s \in V^{\text{fin}}$;
4. $S \subseteq V$ is finite and non-empty.

**Remark 4.7.** In the situation of Convention 4.6 $X_S := \prod_{s \in S} X_s$ is a $\text{cat}(o)$ space, and $G_S$ acts properly and cocompactly on $X_S$. The boundary $\partial X_S$ is the spherical join $\partial X_S = \ast_{s \in S} \partial X_s$, and the spherical building $\Delta_k$ embeds diagonally into this boundary. Moreover, the stabilizer of the basepoint $o_S := (o_s)_{s \in S}$ is the maximal compact subgroup $C_S := \prod_{s \in S} C_s$ of $G_S$, which is self-normalizing by Lemma 4.3. In particular, if we denote by $K_S$ the collection of conjugates of $C_s$ then $K_S$ can be identified with the $G_S$-orbit of $o_S$, and hence we have coarse equivalences

$$K_S \cong X_S \cong G_S.$$

Note that these spaces are also quasi-isometric to the group $G(\mathbb{A}_S) = G_S \times \prod_{s \in V \smallsetminus S} C'_s$ and the slightly larger group $G_S \times \prod_{s \in V \smallsetminus S} C_s$.

**Remark 4.8.** In previous sections we have identified the abstract group $G(\mathbb{A})$ of adelic points with the colimit of the groups $G(\mathbb{A}_S)$ over all finite subsets $S \subseteq V$ containing $V^{\text{inf}}$. In this model of $G(\mathbb{A})$, the compact groups $C'_s$ play a special role in our model for the group $G(\mathbb{A})$, whereas in the sequel we prefer to work with the point stabilizers $C_s$, which have a clearer geometric meaning. To this end we observe that by Lemma 4.3 the group $G(\mathbb{A})$ can also be identified with the colimit

$$\lim_S \left(G_S \times \prod_{s \in V \smallsetminus S} C_s\right).$$

In the sequel, we will prefer to work in this model of $G(\mathbb{A})$. All the results of the previous sections remain valid with $C'_s$ replaced by $C_s$.

**Remark 4.9.** For every finite $S \subseteq V$ we have given two coarse models for the groups $G_S$ and $G(\mathbb{A}_S)$, namely $X_S$ and $K_S$. There are a similar coarse models for the full adelic group $G(\mathbb{A})$, although they are no longer proper.
It will not technically be needed in what follows, but we think it helps to understand what is going on.

Given a finite subset \( S \subseteq V \), we consider the \( \text{CAT}(o) \) space \( \tilde{X}_S := X_S \times \prod_{s \in V \setminus S}{o_s} \cong X_S \). For \( S \subseteq S' \) we then have a natural inclusion \( \tilde{X}_S \hookrightarrow \tilde{X}_{S'} \).

The colimit \( X = \lim\_S \tilde{X}_S \) over all finite subsets \( S \subseteq V \) is then a \( \text{CAT}(o) \) space on which \( G(\mathbb{A}) \) acts and the action is proper in the following sense: for every \( x \in X \) there is an \( r > 0 \) such that \( \{ g \in G(\mathbb{A}) \mid d(g.x, x) < r \} \) is relatively compact in \( G(\mathbb{A}) \) (provided we scale the metrics on \( X_s \), \( s \in V^\text{fin} \) so that edge lengths are uniformly bounded away from 0). The space \( X \) is not complete, the metric topology is strictly weaker than the colimit topology and neither is locally compact. In any case, if we denote by \( o = (o_s)_{s \in V} \in X \) the canonical basepoint then \( C \) is precisely the stabilizer of \( o \) in \( G(\mathbb{A}) \).

In the sequel we denote by \( K \) the collection of all conjugates of \( C \) in \( G(\mathbb{A}) \). Note that \( C \) is self-normalizing by Lemma 4.5, and hence we may identify \( K \) with the \( G(\mathbb{A}) \)-orbit of \( o \) in \( X \). We then have coarse equivalences

\[
K \cong X \cong G(\mathbb{A})
\]

where \( G(\mathbb{A}) \) is equipped with its canonical coarse structure as a locally compact group, \( X \) with the coarse structure coming from the metric and \( K \) with the coarse structure inherited from \( G(\mathbb{A})/C \) or \( X \), which coincide. Note that working with \( K \) as a coarse model for \( X \) is in line with [Har69], and that the rational spherical building \( \Delta_k \) still embeds diagonally into the visual boundary \( \partial X \).

We conclude this section with the following almost transitivity result concerning \( C \):

**Lemma 4.10.** For every \( Q \in S(\Delta_k) \) the double-coset spaces \( C \backslash G(\mathbb{A})/Q(\mathbb{A}) \) and \( Q(\mathbb{A}) \backslash G(\mathbb{A})/C \) are finite.

**Proof.** If we replace \( C \) by the group

\[
\hat{C} := \prod_{s \in V^\text{fin}} C'_s \times \prod_{s \in V^\text{inf}} G(k_s),
\]

then the corresponding statement is established on p.10 in Section 7 of [God64] based on the fact that \( G(\mathbb{A})/Q(\mathbb{A}) = (G/Q)(\mathbb{A}) \) is open. Now, firstly, the difference between \( C_s \) and \( C'_s \) is immaterial by Lemma 4.4. Secondly, for every infinite place the double quotient \( C_s \backslash G(k_s)/Q(k_s) \) is reduced to a point by the Iwasawa decomposition, and hence the lemma follows. \( \square \)

4.5. **Reductive groups.** We now briefly explain, how the results for semisimple groups discussed so far extend to reductive groups, so we take \( G \) to be a reductive \( k \)-group. We use some standard facts. The radical \( Z = R(G) \) of \( G \) is the connected center and is a torus defined over \( k \) [BT65, 2.15(e)]. The derived subgroup \( H = \mathcal{D}G \) is semisimple and \( G \) is an almost-direct product of \( Z \) and \( H \) [BT65, 2.2]. In particular, \( G/Z \) is semisimple. By our previous discussion, for every \( s \in V \) there is a space \( X_s \) attached to it.
on which $G(k_s)$ acts through the quotient. Moreover $G(k_s)$ acts through $(G/H)(k_s)$ on $F_s := X_{k_s}^s(G/H) \otimes \mathbb{R}$ whose dimension is the rank of $Z$ and can be equipped with a flat metric. Putting things together we get a proper and cocompact action of $G(k_s)$ on the space $X_s^1 = X_s \times F_s$. The space $X_s^1$ is still a symmetric space respectively a Euclidean building. Its boundary $\partial X_s^1 = \partial X_s \ast \partial F_s$ is a join of that of $X_s$ and a sphere, hence a spherical building. As in the semisimple case we can then choose a maximal compact subgroup $C_s$ of $G(k_s)$ which is given by the stabilizer of some basepoint $o_s \in X_s^1$ and in the non-Archimedean case contains the compact-open subgroup $C'_s := G(k_s) \cap \text{GL}_N(O_s)$. We then still have coarse equivalences

$$G(k_s) \cong G(k_s)/C_s \cong X_s^1,$$

but the set $K_S$ of conjugates of $C_s$ is not in general coarsely equivalent to these spaces, since $C_s$ is not-self-normalizing due to the center. In fact, by the almost-direct product decomposition, the action of $H(k_s)$ on $K_s$ is cocompact and hence gives rise to coarse equivalences

$$H(k_s) \cong X_s \cong K_s.$$ 

In the sequel we will work in the following setting, which is slightly more general than that of Convention 4.6.

**Convention 4.11.**  
1. $k$, $V$, $V_{\text{fin}}$, $V_{\text{inf}}$ are as in Convention 3.2.  
2. $G$ and $\Gamma$ are as in Convention 3.2 but in addition $G$ is assumed to be reductive of global rank $r := \text{rk}_k G$ with derived subgroup $H := \mathcal{D}G$;  
3. for every $s \in V$ we denote by $X_s$ and $X_s^1$ respectively the $\text{CAT}(0)$ space associated with $H(k_s)$ and $G(k_s)$; we also denote by $o_s \in X_s$ a basepoint such that $C_s := \text{Stab}(o_s) < G(k_s)$ is maximal compact and contains $C'_s := G(k_s) \cap \text{GL}_N(O_s)$ if $s \in V_{\text{fin}}$,  
4. $S \subset V$ is finite and non-empty.

In this situation we then set

$$X^1_S := \prod_{s \in S} X_s^1, \quad X_S := \prod_{s \in S} X_s \quad \text{and} \quad C_S := \text{Stab}((o_s)_{s \in S}) = \prod_{s \in S} C_s.$$ 

We also denote by $K_S$ the space of conjugates of $C_S$ in $G(k_S)$ and obtain coarse equivalences

$$G(k_S) \cong G_S \cong G_S/C_S \cong X^1_S$$ 
and

$$H(k_S) \cong H_S \cong X_S \cong K_S.$$ (4.4)

Finally, we also have infinite versions of these coarse equivalences: For this we denote by $K$ the conjugacy class of the maximal compact subgroup $C := \prod_{s \in V} C_s$ in $G(\mathbb{A})$, which is the stabilizer of $o = (o_s)_{s \in V}$ in

$$X^1 = \lim_{S} \left( X_S^1 \times \prod_{s \in S \setminus V} \{o_s\} \right).$$

If we similarly denote by $\tilde{X}$ the adelic space associated with the semisimple group $H$, then we obtain coarse equivalences

$$G(\mathbb{A}) \cong G(\mathbb{A})/C \cong X^1 \quad \text{and} \quad H(\mathbb{A}) \cong \tilde{X} \cong \mathcal{K}.$$ (4.5)
Remark 4.12. Our version of adelic reduction theory in Section 4.6 will be formulated for general reductive groups $G$, but since it is based on the set $K$ of conjugates of $C$ it only really sees the semisimple group $H$ and disregards the center $Z$.

4.6. $S$-adic approximate groups of reductive type. In the following sections we will work in the following section:

Convention 4.13. (1) $k$, $V$, $V^\text{fin}$, $V^\text{inf}$ are as in Convention 3.2.

(2) $G$, $r$, $S$, the sequences $(o_s)_{s \in V}$, $(X_s)_{s \in V}$, $(X'_s)_{s \in V}$, $(C_s)_{s \in V}$, $(C'_s)_{s \in V^\text{fin}}$ and $(K_s)_{s \in V}$ and the products $X'_s$, $X_S$ and $C_S$ are as in Convention 4.11 and the following remarks;

(3) $G := G_S$, $H := G_{V \setminus S}$ and $\Gamma := \Gamma(k)$ so that $(G, H, \Gamma)$ is the adelic generalized cut-and-project scheme with parameters $(k, S, G)$ (cf. Definition 3.3);

(4) $W_s \subseteq G(k_s)$ is a compact symmetric subset with non-empty interior for all $s \in V \setminus S$ such that $W_s = C_s$ if $s$ is finite, and $W = \prod_{s \in V \setminus S} W_s$;

(5) $G(O_S)$ denotes the $S$-arithmetic approximate subgroup $G(O_S) \subseteq G(k)$ given by

$$G(O_S) := \Lambda(G, H, \Gamma, W) = \{ \gamma \in G(k) \mid \forall s \in V \setminus S : \gamma \in W_s \}.$$

Remark 4.14. In the case where $S$ contains all infinite places, our new definition of $G(O_S)$ differs from our previous definition of the $S$-arithmetic group $G(O_S)$ in that we use the maximal compact groups $C_s$ instead of the compact-open groups $C'_s$ at the finite places. However, by Lemma 4.3 this does not change the commensurability class of $G(O_S)$, which is all that we care about here. If $s \in V \setminus S$ is infinite, then we allow the corresponding window $W_s$ to be completely arbitrary, but again these choices will not influence the commensurability class of $G(O_S)$ by Corollary 2.20.

Remark 4.15. We now consider the quasi-actions of $G(O_S)$ on the space $X_S$ and on the subset $\Delta_k \subseteq \partial X_S$. It is important to note that these two quasi-actions are not quite compatible, unless $S$ contains all infinite places.

To explain this phenomenon we use the notation of Subsection 2.3 with $\Gamma = G(k) < G \times H < G(A)$. We recall that there is an isomorphism

$$\Gamma_G \to \Gamma_H, \gamma \mapsto \gamma^*$$

so that

$$\Gamma = \{ (\gamma, \gamma^*) \mid \gamma \in \Gamma_G \}.$$

The approximate group $G(O_S)$ is by definition a subset of $\Gamma_G \subseteq G = G_S$, and it is through this embedding that $G(O_S)$ quasi-acts on $X_S$. Equivalently, we can also consider $G(O_S)$ as embedded into $G(A)$ as \{(\gamma, 1) \mid \gamma \in G(O_S)\}.

Then the quasi-action on $X_S$ is via the action of $G(A)$.

The natural inclusion of $G(O_S)$ into $\Gamma = G(k) \subseteq G(A)$, however, takes $\gamma$ to $(\gamma, \gamma^*)$. It is through this map that $G(O_S)$ acts on the rational building $\Delta_k$, and we have the following non-commutative diagram:
In the group case, i.e. if $S$ contains all infinite places and $W$ is chosen to be the compact open subgroup $C_{V,S}$, this is not a problem because then $\gamma^* \in C_{V,S}$ acts trivially on $K_{V,S}$ and hence the actions of $G(O_S)$ on $X_S$ and $\Delta_k \subset \partial X_S$ are compatible. In the approximate setting, however, this is not the case, and hence the two actions are only “almost compatible”.

5. Rescaled Busemann functions and invariant horofunctions

In this section we discuss Busemann functions on CAT(0)-spaces. Specifically, Busemann functions on the space $X_S$ from the last section will arise from an algebraically defined map that we call an invariant horofunction.

5.1. Rescaled Busemann functions for Bruhat-Tits buildings and symmetric spaces. Recall that if $X$ is a CAT(0) space, then points in the visual boundary $\partial X$ of $X$ can also be represented by Busemann functions: Given a geodesic ray $\rho: [0, \infty) \to X$ the associated Busemann function is

$$\beta_\rho: X \to \mathbb{R}, \quad \beta_\rho(x) := \lim_{t \to \infty} d(\rho(t), \rho(0)) - d(\rho(t), x)$$

(5.1)

where $d(\rho(t), \rho(0)) = t$. We say that $\beta_\rho$ is centered at $\xi := \rho(\infty) \in \partial X$. Two Busemann functions $\beta, \beta'$ centered at the same point $\xi$ differ from each other by an additive constant, i.e. they have the same level-sets and are determined by their zero level-set. If a zero level has been fixed or if it does not matter, we will often denote a Busemann function centered at $\xi$ by $\beta_\xi$. A rescaled Busemann function is a function $\alpha: X \to \mathbb{R}$ for which there is a constant $b > 0$ and a Busemann function $\beta$ such that $\alpha(x) = b \cdot \beta(x)$ for all $x \in X$.

**Example 5.1** (Euclidean space). If $\Sigma$ is an affine space with underlying vector space $V$ and $\langle \cdot, \cdot \rangle$ is an inner product on $V$, then we refer to the triple $(\Sigma, V, \langle \cdot, \cdot \rangle)$ (or just $\Sigma$ for short) as a Euclidean space. Given $x, y \in \Sigma$ we denote by $y - x \in V$ the unique vector such that $x + (y - x) = y$; then $\Sigma$ is a metric space with respect to $d(x, y) := \sqrt{\langle x - y, x - y \rangle}$ and we denote by $\Sigma^1$ the unit sphere in $V$ and by $\Sigma^1_b$ the unit sphere around some $o \in \Sigma$ so that $\Sigma^1 \to \Sigma^1_b, v \mapsto o + v$ is an isometry.

A point $o \in \Sigma$ and a non-zero vector $v \in V \setminus \{0\}$ determine a non-constant affine form $\beta_{o,v}: V \to \mathbb{R}, x \mapsto \langle v, x - o \rangle$. If $v \in \Sigma^1$, then $\beta_{o,v}$ is the Busemann function associated to the geodesic $\rho_{o,v}: t \mapsto o + tv$. In particular, we obtain a homeomorphism $\Sigma^1 \to \partial \Sigma, v \mapsto \rho_{o,v}(\infty)$ for every $o \in V$.

More generally, if $v \in V \setminus \{0\}$ (not necessarily a unit vector), then the affine form $\beta_{o,v} = \|v\| \cdot \beta_{o,v/\|v\|}$ is a rescaled Busemann function, and hence the map $v \mapsto \beta_{o,v}$ defines a bijection between $V \setminus \{0\}$ and the set of rescaled Busemann

\[ \begin{array}{c}
G(O_S) \longrightarrow G(k) \\
\gamma \longmapsto (\gamma, \gamma^*) \\
G_S \longrightarrow G(A)(\gamma, \gamma^*) \\
\gamma \longmapsto (\gamma, 1)
\end{array} \]
functions (a.k.a. non-constant affine forms). Under the identification $\Sigma^1 \cong \partial \Sigma$ the center of the affine form $\beta_{o,v}$ corresponds to $v/\|v\|$. In the sequel we refer to $v$ as the linear part of $\beta = \beta_{o,v}$ and denote it by $\hat{\beta}$.

Since every geodesic in a Euclidean building or Riemannian symmetric space of non-compact type is contained in an apartment, which is a Euclidean space, this example generalizes as follows:

**Proposition 5.2.** Let $X$ be a Euclidean building or a Riemannian symmetric space of non-compact type and let $c \subseteq \partial X$ be a chamber of the building at infinity. A map $\beta : X \to \mathbb{R}$ is a rescaled Busemann function centered at a point of the closed chamber $c$ if and only if the following conditions are satisfied:

1. For every apartment $\Sigma$ of $X$ that contains $c$ in its boundary the restriction $\beta|_{\Sigma}$ is affine.
2. For some apartment $\Sigma_0$ of $X$ that contains $c$ in its boundary $\beta|_{\Sigma_0}$ is centered at a point of $c$.
3. If $X$ is a symmetric space, then moreover $\beta(x) = \beta(u.x)$ for every $x \in X$ and every unipotent element $u$ in the stabilizer of $c$ in $\text{Isom}(X)$.

**Proof.** Assume first that $\beta$ is an affine Busemann function centered at a point $\xi \in c$. If $\Sigma$ is an apartment that contains $c$ in its boundary then there exists a geodesic ray $\rho$ contained in $\Sigma$ with $\xi = \rho(\infty)$. Then, up to rescaling we have $\beta|_{\Sigma} = \beta_{\rho}$, which is an affine function on $\Sigma$ centered at $\xi$ by Example 5.1, and hence (1) and (2) hold. In the symmetric space case, also (3) holds by [BH99, Lemma 10.26(2)].

Conversely assume that (1) and (2) (and, in the symmetric space case also (3)) hold. For every $\Sigma$ as in (1), then $\beta|_{\Sigma}$ is a rescaled Busemann function by Example 5.1. Moreover, by (2) there exists an apartment $\Sigma_0$, a geodesic ray $\rho : [0, \infty) \to \Sigma_0$ with $\rho(\infty) = \xi \in c \subset \partial \Sigma_0 \subset \partial X$ and associated Busemann function $\beta' = \beta_{\rho} : X \to \mathbb{R}$ and a constant $b > 0$ such that $\beta|_{\Sigma_0} = (b \cdot \beta')|_{\Sigma_0}$. We claim that in fact $\beta$ and $b \cdot \beta'$ coincide on all of $X$. In fact, it suffices to show that they coincide on all apartments $\Sigma$ which contain $c$ in their boundary, since these cover $X$.

Thus let $\Sigma$ be an apartment containing $c$ in its boundary. If $X$ is a Euclidean building, then $\Sigma$ meets $\Sigma_0$ in a set containing a Weyl chamber. Thus $\beta$ coincides with $b \cdot \beta'$ on an open set of $\Sigma$ and since both are affine on $\Sigma$, they coincide on all of $\Sigma$. If $X$ is a symmetric space then there is an element $u$ as in (3) such that $u.\Sigma = \Sigma_0$. It follows that $b \cdot \beta'(x) = b \cdot \beta'(u.x) = \beta(u.x) = \beta(x)$ for all $x \in \Sigma$ and hence in either case $\beta$ and $b \cdot \beta'$ coincide on $\Sigma$. This establishes the claim and thereby finishes the proof.

Our next goal is to translate the proposition into group-theoretical terms in the specific setting of Convention 4.13. For this we need to understand what it means for the restriction of a rescaled Busemann function to an apartment $\Sigma$ to be centered at a point of a given Weyl chamber $c$ at infinity.
We first consider the Archimedean case: In this case, $\Sigma$ is a Euclidean Coxeter complex with Coxeter group $\tilde{W}$ and spherical Coxeter group $W$. The reflection hyperplanes of $W$ decompose $V$ into simplicial cones, called the Weyl chambers of $\Sigma$, and every such Weyl chamber $C$ defines a Weyl chamber $c := \partial C \subseteq \partial \Sigma$ at infinity; the latter chambers define the given simplicial structure on $\partial \Sigma$.

In view of Example 5.1 every rescaled Busemann function $\beta$ on $\Sigma$ admits a linear part $\beta/\|\beta\|$ and a center $\hat{\beta}/\|\hat{\beta}\| \in \partial \Sigma \cong \Sigma^1$, and this center is contained in at least one chamber $c$ at infinity. In order to characterize those rescaled Busemann functions $\beta$ whose centers lie inside $c$, we introduce the following notation:

The Weyl chamber $C$ determines a positive system $\Phi^+_C$ of roots such that $C \subseteq \{x \in V | \forall \alpha \in \Phi^+_C : \langle \alpha, x \rangle \geq 0\}$ and a corresponding set $\Pi_C$ of simple roots $\alpha \in \Phi^+_C$ such that $C \cap \{x \in V | \langle \alpha, x \rangle = 0\}$ is a maximal face of $C$.

With this notation we then have the following characterization of rescaled Busemann functions on $\Sigma$ centered inside $c$.

Lemma 5.3. Let $C \subset \Sigma$ be a Weyl chamber with boundary $c := \partial C$ and let $\beta$ be a rescaled Busemann function on $\Sigma$. Then the following are equivalent:

(a) $\beta$ is centered at a point of $c$
(b) $\hat{\beta} \in C$
(c) $\langle \alpha, \hat{\beta} \rangle \geq 0$ for all $\alpha \in \Pi_C$. \hfill $\Box$

In the Archimedean space the situation is similar: If we fix an apartment $\Sigma$ and an arbitrary basepoint $x \in \Sigma$, then the other apartments through $x$ intersect $\Sigma$ in a hyperplane arrangement. The connected components of the complement, the Weyl chambers at $x$, then correspond to the Weyl chambers at infinity, and Lemma 5.3 holds mutatis mutandis also in this context.

Now recall that $K_s$ denotes the set of conjugates of $C_s$, which is in $G$-equivariant bijection with the orbit of $o_s$ in $X_s$. For the following corollary we will identify $K_s$ with this orbit and also identify minimal $k$-parabolics with chambers in $\Delta_k \subseteq \Delta_k^s = \partial X_s$.

Corollary 5.4. In the situation of Convention 4.13 let $s \in V$ be a place (finite or not). Let $P < G$ a minimal $k$-parabolic and let $\chi \in X^*_k(P)$ be a character defined over $k$. Assume that we are given a map $\pi: K_s \rightarrow \mathbb{R}_{>0}$ which satisfies

$$\pi(gC_s) = |\chi(g)|_s \cdot \pi(C_s) \quad \text{for all } g \in P(k_s). \quad (5.2)$$

Then $\log \pi: K_s \rightarrow \mathbb{R}$ can be uniquely extended to a map $\beta: X_s \rightarrow \mathbb{R}$ that is affine on every apartment containing $P$ in its boundary. This extension is a rescaled Busemann function centered at a point of the closure of $P$ if and only if

$$\langle \alpha, \chi \rangle \geq 0 \quad \text{for every simple root } \alpha \text{ of } P. \quad (5.3)$$

Remark 5.5. If $s$ is an infinite place then $K_s$ is all of $X_s$ and $\log \pi$ and $\beta$ coincide. If $s$ is finite then $K_s$ is still relatively dense in every apartment and hence there is at most one affine extension to that apartment.
Proof. The plan is to invoke Proposition 5.2. In short, equation (5.2) will give Condition (1) when restricted to tori and Condition (3) when restricted to the unipotent radical, and the inequalities in (5.3) will give condition (2). We now spell out the details.

Let $S \subset Q$ be a maximal $k_s$-split torus inside a minimal $k_s$-parabolic contained in $P$. Geometrically, $Q$ corresponds to a chamber $c$ in $\Delta_{k_s} = \partial X_s$ and $S$ corresponds to an apartment $\Sigma$ of $X_s$ containing $c$ in its boundary. We also fix a maximal $k$-split torus $T$ contained in $S$ and let $\alpha_1, \ldots, \alpha_r \in X_k'(T)$ be the simple roots associated to $P$. Then $\Sigma$ is a Euclidean space with underlying vector space $E_s = X^k_{k_s}(S) \otimes \mathbb{R}$ equipped with a Weyl group invariant scalar product. Note that this means that the boundaries of $\Sigma$ and of $E_s$ can be identified.

In the building case, the action of $S(k_s)$ on $E_s$ is given by the homomorphism $\omega : S(k_s) \to X^k_{k_s}(S)$ that is characterized by

$$\log_q|\psi(t)|_s = \langle \psi, \omega(t) \rangle$$

for any $\psi \in X^k_{k_s}(S)$, where $q_s$ is the order of the residue field of $k_s$ and $\langle \cdot, \cdot \rangle : X^k_{k_s}(S) \times X^k_{k_s}(S) \to \mathbb{Z}$ is the dual pairing, see [KP] for details. In particular, we see from (5.3) that $\chi(\omega(g)) = \log_q \pi(q C_s) - \log_q \pi(C_s)$. Thus the restriction of $\log_{q_s} \pi$ to $\Sigma \cap K_s$ extends uniquely to an affine form with linear part $\chi \in E^*_s = X^*_k(S) \otimes \mathbb{R}$, showing (1) of Proposition 5.2. (Changing the base of the logarithm only amounts to a scaling.)

In the symmetric space case, no extension is necessary: If $s$ denotes the Lie algebra of $S(k_s)$, then $\iota_x : s \to E_s$, $X \mapsto \exp(X).x$ is an isomorphism of affine spaces for any $x \in E_s$. Since $\iota_x^* \log \pi$ is evidently affine on $s$, we deduce that (1) of Proposition 5.2 is satisfied also in this case.

We now establish (2) in the Euclidean building case. For this it will be convenient to identify $E_s$ and $E_s^*$ via the scalar product. The space $E = X^k_s(T) \otimes \mathbb{R}$ is canonically a subspace of $E_s$ in a way that is compatible with the inclusion $\Delta_k \subseteq \Delta_{k_s}$. The set $\mathcal{C} = \{ \rho \in E \mid \langle \alpha, \rho \rangle \geq 0 \text{ for all } k\text{-simple roots } \alpha \}$ is a Weyl chamber in $E$. Its boundary is the (closed) chamber $P$ in $\Delta_k$.

Note that $\chi \in X^k_s(T)$ by assumption so it is centered at a point in the boundary of $E$. We know from Lemma 5.3 that it is centered at $P$ if and only if $\chi \in \mathcal{C}$, which is precisely condition (5.3). The set $\mathcal{C}_s = \{ \rho \in E_s \mid \langle \alpha, \rho \rangle \geq 0 \text{ for all } k_s\text{-simple roots } \alpha \}$ is a Weyl chamber whose boundary in $\Delta_{k_s} \cong \partial X_s$ is the closed chamber $Q$. This chamber contains the closed simplex $P$ of $\Delta_{k_s}$ which in turn contains the chamber $P$ of $\Delta_k$, see [BT65], §6.10 and the discussion in Section 1.3. We deduce that condition (2) of Proposition 5.2 holds; in the symmetric space case one argues similarly, using Weyl chambers with a given tip $x$ instead of affine Weyl chambers.

Finally, if $u \in Q(k_s) < P(k_s)$ is unipotent then $\chi(u) = 1$ so (5.2) implies that $\pi(u^* C_s) = \pi(C_s)$ giving (3).

5.2. Busemann functions vs. horofunctions. We continue to work in the setting of Convention 4.13. If $Q \in \mathcal{V}(\Delta_k)$ is a maximal $k$-parabolic subgroup, considered a vertex of the rational building, then for every $s \in V$
there is a Busemann function $\beta_{Q,s}$ of $X_s$ centered at the image of $Q$ inside $\partial X_s = \Delta_k$. Our next goal is to encode all of these Busemann functions for varying values of $s$ into a single function.

**Definition 5.6.** We say that a function $\pi : \mathcal{V}(\Delta_k) \times K \to \mathbb{R}_{>0}$ is

(i) a horofunction if $\pi(Q, pK) = |\chi_Q(p)| \cdot \pi(Q, K)$ for all $Q \in \mathcal{V}(\Delta_k)$, $q \in Q(\mathbb{A})$ and $K \in K$;

(ii) normalized if $\pi(Q, C) = 1$ for every $Q \in \mathcal{V}(\Delta_k)$

(iii) invariant if $\pi(\alpha Q, gK) = \pi(Q, K)$ for all $g \in G(k)$, $Q \in \mathcal{V}(\Delta_k)$ and $K \in K$.

We will see in the next subsection that normalized invariant horofunctions exist (Proposition 5.5), but before we prove this fact we would like to comment on their geometric meaning. For the following proposition we identify every maximal $k$-parabolic $Q \in \mathcal{V}(\Delta_k)$ with the image of the corresponding vertex in $\Delta_k$ under the diagonal embedding $\Delta_k \hookrightarrow \partial X_S$. We also consider $K_S$ as a subset of $X_S$ in the usual way.

**Proposition 5.7.** Let $\pi$ be a normalized horofunction. Then for every maximal $k$-parabolic $Q \in \mathcal{V}(\Delta_k)$ there exists a unique family $(\beta_{Q,s})_{Q \in \mathcal{V}(\Delta_k)}$ of rescaled Busemann functions $\beta_{Q,s} : X_S \to \mathbb{R}$ centered at the vertex $Q$ such that

$$\beta_{Q,s}|_{K_S} = \log \pi(Q, \cdot)|_{K_S}.$$  

(5.5)

**Proof.** Let $Q \in \mathcal{V}(\Delta_k)$ be a maximal $k$-parabolic and let $P \in C(\Delta_k)$ be a minimal $k$-parabolic contained in $Q$ so that $Q = P_i$ for some $i$. We denote by $\chi := \chi_Q$ the canonical character of $Q$; Lemma 4.1 implies that $\langle \alpha, \chi \rangle \geq 0$ for every simple root $\alpha$ of $P$. We now consider the usual embedding $\iota_s : K_s \hookrightarrow K$ and $i_s : G(k_s) \hookrightarrow G(\mathbb{A})$ given respectively by $K_s \hookrightarrow K_s \times \prod_{s' \neq s} C_{s'}$ and $g_s \mapsto (\ldots, g_s, e, \ldots)$ and define

$$\pi_s : K_s \to \mathbb{R}_{>0}, \quad K_s \mapsto \pi(Q, \iota_s(K_s)).$$

Since $\pi$ is a horofunction we then have for all $g \in P(k_s) \subset Q(k_s)$ the identity $\pi_s(\alpha C_s) = \pi(Q, i_s(g_s)(K_s)) = |\chi_{\alpha}(i_s(g_s))| \cdot \pi(Q, \iota_s(K_s)) = |\chi(g_s)|_{s} \cdot \pi_s(C_s)$.

It thus follows from Corollary 5.4 that $\log \pi_s$ can be uniquely extended to a rescaled Busemann function $\beta_s : X_s \to \mathbb{R}$ which is centered at a point in the closed chamber corresponding to $Q$. Since this holds true for all chambers containing the vertex corresponding to $Q$, it is actually centered at the vertex corresponding to $Q$.

Now we consider the places of $S$ simultaneously. We define

$$\beta_{Q,S} : X_S \to \mathbb{R}$$

$$(x_s)_s \mapsto \sum_{s \in S} \beta_{Q,s}(x_s).$$

Note that since $\pi$ is normalized we have for all $g \in G_S$

$$\exp \beta_{Q,S}(g \cdot o_S) = \prod_{s \in V} \pi(Q, g_s C) = \prod_{s \in S} |\chi_Q(g_s)|_s \pi(Q, C) = |\chi_Q(g)|,$$
but also
\[ \pi(Q, qC) = |\chi_Q(g)|\pi(Q, C) = |\chi_Q(g)|, \]
and hence the restrictions of \( \exp \beta_Q \) and of \( \pi(Q, \cdot) \) to \( K_S \) coincide.

Uniqueness of the family \( \{\beta_Q\}_{Q \in \mathcal{V}(\Delta_k)} \) follows from the fact that \( K_S \) intersects each apartment \( A \) of \( X_S \) in a relatively dense set, and that two affine functions agreeing on a relative dense subset of \( A \) agree on all of \( A \). \( \square \)

In other words, a normalized horofunction gives rise to a family of rescaled Busemann function, centered at the vertices of the rational building, for each of the \( \text{CAT}(0) \) spaces \( X_S \). In fact, these families are compatible in the sense that for \( S \subset T \) and \( X_S \) is embedded into \( X_T \) via \((x_s)_{s \in S} \mapsto (x_s)_{s \in S} \cup (o_t)_{t \in T \setminus S} \), then we have \( \beta_{QT}|_{X_S} = \beta_{QS} \), and hence there exists a function \( \beta_Q : X = \lim X_S \to \mathbb{R} \) such that \( \beta_Q|_{X_S} = \beta_{QS} \). The function \( \beta_Q \) can then be seen as a rescaled Busemann function for the infinite-dimensional space \( X \) (centered at \( Q \)), and the normalized horofunction \( \pi \) carries exactly the same information as the family \( \{\beta_Q\}_{Q \in \Delta_k} \) of rescaled Busemann functions on \( X \).

Classically, geometric reduction theory of \((S-)\)arithmetic groups is described using Busemann functions. Because of the above equivalence, we may as well work with normalized horofunctions, which carry the same information.

5.3. Invariant horofunctions. We continue to work in the setting of Convention 4.11. We have seen in the previous subsection that (normalized) horofunctions parametrize families of rescaled Busemann functions on the spaces \( X_S \). Our next goal is to show that such horofunctions always exist and can even be chosen to be invariant; in fact, this invariance determines them almost completely.

**Proposition 5.8** (Normalized invariant horofunctions). (i) For every reductive \( k \)-group \( G \) there exists a normalized invariant horofunction \( \pi : \mathcal{V}(\Delta_k) \times K \to \mathbb{R}_{\geq 0} \).

(ii) If \( \pi \) and \( \pi' \) are two invariant horofunctions (not necessarily normalized) then there exists \( C = C(\pi, \pi') > 0 \) such that
\[ 1/C \cdot \pi(Q, K) < \pi'(Q, K) < C \cdot \pi(Q, K) \quad (Q \in \mathcal{V}(\Delta_k), K \in K). \quad (5.6) \]

The proof of the proposition is based on two facts concerning adelic points of maximal \( k \)-parabolic subgroups of \( G \).

Firstly, we recall from Lemma 4.10 that for every maximal \( k \)-parabolic subgroup \( Q \) the double coset space \( \mathcal{Q}(\mathbb{A}) \backslash G(\mathbb{A})/C \) is finite.

Secondly, for every such \( Q \) the canonical character \( \chi_Q^G \) defines a character \( \chi_Q^\mathbb{A} : \mathcal{Q}(\mathbb{A}) \to \mathbb{J} = \text{GL}_1(\mathbb{A}) \), and composing with the idele norm we obtain a multiplicative function
\[ |\chi_Q^\mathbb{A}(\cdot)| : \mathcal{Q}(\mathbb{A}) \to (0, \infty) \]
with the following three properties:

1. If \( g \in G(k) \) then \( \chi_Q^G(q) = \chi_Q^G(qgq^{-1}) \) for all \( q, g \in \mathcal{Q}(\mathbb{A}) \).
2. \( |\chi_Q^\mathbb{A}(\cdot)| \) is bounded, hence trivial, on compact subgroups of \( \mathcal{Q}(\mathbb{A}) \).
Thirdly, we show that (5.7) gives rise to a well-defined function \( \pi \) such that
\[
\pi(p, g\xi_i C) = |\chi_A(p)| \cdot \pi_{ij} \quad \text{for all } g \in G(k) \text{ and } p \in P_i(\mathbb{A}),
\]
and conversely every invariant horofunction is of this form.

**Proof.** Firstly, it is immediate from the definition that every invariant horofunction \( \pi \) must satisfy (\ref{5.7}) with \( \pi_{ij} := \pi(P_i, \xi_{ij}) \).

Secondly, since \( G(k) \) acts transitively on \( V_i(\Delta_k) \) for all \( i \) and every \((P_i, C)\)-double coset is represented by some \( \xi_{ij} \) it is clear that there is at most one function \( \pi \) satisfying (\ref{5.7}).

Thirdly, we show that (\ref{5.7}) gives rise to a well-defined function \( \pi \). Assume that \((gP_i, g\xi_{ij} C) = (g'P_{i'}, g'\xi_{ij'} C)\) for some \( g, g' \in G(k) \), \( p \in P_i(\mathbb{A}) \) and \( p' \in P_{i'}(\mathbb{A}) \). Comparing first coordinates we deduce that \( i = i' \). Since \( P_i(\mathbb{A}) \) is self-normalizing in \( G(k) \), we then also deduce that \( g^{-1}g' \in P_i(\mathbb{A}) \), and in particular \( |\chi_A(q)| = 1 \). Comparing second coordinates now yields
\[
\chi_A(p') \cdot \pi_{ij'} = |\chi_A((g^{-1}g')^{-1} p (p^{-1} p'))| \cdot \pi_{ij} = |\chi_A(p) \cdot \pi_{ij},
\]
which shows that (\ref{5.7}) is well-defined.

Finally, we show that \( \pi \) is an invariant horofunction; invariance is immediate from the formula. To see that it is also a horofunction, let \( Q \in V(\Delta_k) \) and \( q \in Q(\mathbb{A}) \). Then there exist \( g \in G(k) \), \( i \in \{1, \ldots, r\} \) and \( p \in P_i(\mathbb{A}) \) such that \( Q = gP_i \) and \( q = gppq^{-1} \). Given \( K \in \mathcal{W} \) write \( \chi(q) = gppq^{-1} \) for some \( p \in P_i(\mathbb{A}) \) and \( \xi_{ij} \) as above so that
\[
\pi(Q, K) = \pi(gP_i, gppq^{-1} \xi_{ij} C) = |\chi_A(p)| \cdot \pi_{ij}.
\]
Since \( gK = (gppq^{-1} \xi_{ij} C) = gppq^{-1} \xi_{ij} C \) and \( \chi_A(p) = \chi_A(q) \) we obtain
\[
\pi(Q, gK) = \pi(gP_i, gppq^{-1} \xi_{ij} C) = |\chi_A(p)| |\chi_A(p_1)| \cdot \pi_{ij} = |\chi_A(q)| \cdot \pi(Q, K).
\]
This shows that \( \pi \) is a horofunction and finishes the proof. \( \square \)

**Proof of Proposition 5.1** (i) Choose \( \pi_{ij} := 1 \) in (\ref{5.7}) to obtain a normalized invariant horofunction.

(ii) We may assume that \( Q = gP_i \) and \( K = gppq^{-1} \xi_{ij} C \) for some choice of \( i, j \). Then (\ref{5.7}) implies that
\[
\frac{\pi'(Q, K)}{\pi(Q, K)} = \frac{\pi_{ij}}{\pi_{ij}}.
\]
It thus suffices to choose $C$ to be larger than $\pi'_{ij}/\pi_{ij}$ and $\pi_{ij}/\pi'_{ij}$ for all possible choices of $i$ and $j$. \hfill \Box

While normalized horofunctions give rise to families of rescaled Busemann functions on $X_S$, normalized invariant horofunctions correspond to families of rescaled Busemann functions on $X_S$, which are moreover quasi-invariant under the $S$-arithmetic approximate subgroup $G(\mathcal{O}_S)$.

**Theorem 5.10** (Quasi-invariance of Busemann functions). Let $\pi$ be a normalized horofunction and let $(\beta_Q)_{Q \in \mathcal{V}(\Delta_k)}$ be the associated family of rescaled Busemann functions on $X_S$. It $\pi$ is invariant, then there is constant $b \geq 0$ such that
\[
|\beta_Q(\lambda x) - \beta_Q(x)| \leq b
\]
for all $\lambda \in G(\mathcal{O}_S)$ and all $x \in X_S$.

Here the action of $G(\mathcal{O}_S)$ is through the embedding $G(\mathcal{O}_S) \hookrightarrow G(k)$, whereas the action on $X_S$ is through the inclusion $G(\mathcal{O}_S) \hookrightarrow G(k_s)$, see the discussion in Remark 4.15. We will see that in the case where $S$ contains all infinite places (and hence $G(\mathcal{O}_S)$ is a group), the constant $b$ can be chosen to be 0, but this is no longer the case in general. The remainder of this subsection is devoted to the proof of Theorem 5.10. Since $G$ acts transitively on $K_S$, we can reformulate Theorem 5.10 in terms of normalized horofunctions as follows:

**Proposition 5.11** (Quasi-invariance of invariant horofunctions). There exists $B > 0$ such that for all $g \in G$, $\lambda \in G(\mathcal{O}_S)$ and $Q \in \mathcal{V}(\Delta_k)$ we have
\[
\frac{1}{B} \cdot \pi(Q, (g, 1_H) C) \leq \pi(\lambda Q, (\pi g(\lambda)(g, 1_H) C) \leq B \cdot \pi(Q, (g, 1_H) C).
\]
Moreover, if $S \supset V^\inf$, then we may choose $B = 1$, i.e.
\[
\pi(\lambda Q, (\pi g(\lambda)(1_H) K) = \pi(Q, K) \quad \text{for all } \lambda \in G(\mathcal{O}_S), Q \in \mathcal{V}(\Delta_k) \text{ and } K \in K_S.
\]

Here the constant $B$ is the exponential of the constant $b$ from Theorem 5.10 and $(g, 1_H) C \in K_S$ corresponds to a point $x \in X_S$. Let us first deal with the case where $S \supset V^\inf$. If we write $\lambda \in G(\mathcal{O}_S)$ as $\lambda = ((\lambda)_v S, (\lambda)_v \in V \setminus S) \in G \times H$, then by definition of $G(\mathcal{O}_S)$ we have $\lambda \in W_v = C_v$ for all $v \in V \setminus S$ and hence $(g, \pi H(\lambda)^{-1}) C = (g, 1_H) C$ for all $g \in G$. By invariance of $\pi$ this implies
\[
\pi(\lambda Q, (\pi g(\lambda)(g, 1_H) C) = \pi(Q, (g, \pi H(\lambda)^{-1}) C) = \pi(Q, (g, 1_H) C),
\]
thus establishing invariance under $G(\mathcal{O}_S)$ in the case where $S \supset V^\inf$.

In the general case we will no longer have $(g, \pi H(\lambda)^{-1}) C = (g, 1_H) C$ for all $\lambda \in G(\mathcal{O}_S)$ and $g \in G$, since $W_v C_v \neq C_v$ for infinite places $v \in V^\inf \setminus S$. In this case, the proof of Proposition 5.11 relies on the following compactness result. If $Q \in \mathcal{V}_i(\Delta_k)$ is a maximal parabolic subgroup of type $i$ and $s \in V^\inf$ then $Q(k_s)$ is a parabolic subgroup of $G(k_s)$ and we denote by $F^i_{k_s}$ the conjugacy class of this parabolic subgroup in $G(k_s)$. Then $F_{k_s}$ depends only on $G$, $k_s$ and $i$, but not on $Q$, and is compact. This implies:
Lemma 5.12. Let \( s \in V^{\text{inf}} \) and let 
\[
Q^i := \{ (q, Q) \in G(k_s) \times F^i_{k_s} \mid q \in Q \} \subseteq G(k_s) \times F^i_{k_s}.
\]
Then the map \( \chi: Q^i \to \mathbb{R}^\times, (q, Q) \mapsto \chi^Q(q) \) is continuous. In particular, if \( L_s \subseteq G(k_s) \) is compact then there exists \( C > 0 \) such that 
\[
\frac{1}{C} \leq |\chi^Q(q)| \leq C \quad \text{for all } Q \in \mathcal{V}(\Delta_k) \text{ and } p \in Q(k_s) \cap L_s.
\]

Proof. If we fix \( Q_o \in F^i_{k_s} \) then we have a quotient map 
\[
p: Q_o \times G(k_s) \to Q^i, \quad (q_o, g) \mapsto (g q_o, g Q_o).
\]
Since \( p^* \chi(q_o, g) = \chi^g Q_o, g(q_o) = \chi^Q_o(q_o) \), the map \( p^* \chi \) is continuous, and hence \( \chi \) is continuous as well. This implies in particular that \( \chi \) is bounded on subsets of the compact set \( Q^i \cap (L_s \times F^i_{k_s}) \).

This implies the following quasi-invariance at the infinite places; the key point of the corollary is that the bound \( B \) depends only on the sets \( W_{s_o} \), but neither on \( w \) nor on the parabolic \( Q \).

Corollary 5.13. Let \( V_0 \subseteq V^{\text{inf}} \) and for \( s_o \in V_0 \) let \( W_{s_o} \subseteq G(k_{s_o}) \) be relatively compact. Then there exists \( B > 0 \) with the following property: If \( w_s \in Z_{G(k_s)}(C_s) \) for all \( s \in V \setminus V_0 \) and \( g_{s_o} \in Z(G(k_{s_o})) \) and \( w_{s_o} \in W_{s_o} \) for all \( s_o \in V_0 \) then \( g = (g_{s_o})_{s_o} \in S \) and \( w = (w_s)_{s} \) satisfy 
\[
\frac{1}{B} \leq \frac{\pi(Q, wg C)}{\pi(Q, g C)} \leq B \quad \text{for all } Q \in \mathcal{V}(\Delta_k).
\]

Proof. Let us fix a parabolic \( Q \in \mathcal{V}(\Delta_k). \) Since \( V^{\text{inf}} \) is finite, we may assume that \( V_0 = \{ s_o \} \) is a singleton. Since \( k_{s_o} \) is Archimedean and thus admits an Iwasawa decomposition, we can find for every \( g \in G(k_{s_o}) \) some \( q_{s_o} \in Q(k_{s_o}) \) such that \( q_{s_o} C_{s_o} = g_{s_o} C_{s_o} \). In particular, \( w_{s_o} C_{s_o} = q_{s_o} C_{s_o} \). Since \( w_{s_o} \) and \( q_{s_o} \) both commute with \( g_{s_o} \) this implies that 
\[
w_{s_o} g_{s_o} C_{s_o} = q_{s_o} g_{s_o} C_{s_o}, \quad \text{and hence} \quad w g C = (e, \ldots, e, q_{s_o}, e, \ldots) (g C).
\]
Since \( \pi \) is a horofunction this implies that 
\[
\pi(Q, wg C) = |\chi^Q(e, \ldots, e, q_{s_o}, e, \ldots)| = |\chi^Q(q_{s_o})|.
\]
Since \( w_s C_s = q_s C_s \), the point \( q_s \) is contained in the compact subset \( L_{s_o} := \overline{W}_{s_o} C_{s_o} \) of \( G(k_{s_o}) \), hence the proposition follows from Lemma 5.12 (and the fact that there are only finitely many types of vertices).

The desired proposition is now immediate:

Proof of Proposition 5.11 Since \( \pi \) is invariant we have 
\[
\pi(Q, (e g \pi_H(\lambda) 1_H) C) = \pi(Q, g (\pi_H(\lambda)^{-1}) C) = \pi(Q, (e g, \pi_H(\lambda) 1_H) Q).
\]
Then the proposition follows from Corollary 5.13. □

At this point we have finished the proof of Theorem 5.10.
5.4. Dual invariant horofunctions. We continue to work in the setting of Convention 4.13. In view of Proposition 5.8 we may fix an invariant horofunction \( \pi: V(\Delta_k) \times \mathcal{K} \to \mathbb{R}_{>0} \). If \( \pi \) is normalized, then the functions

\[
\pi_j: C(\Delta_k) \times \mathcal{K} \to \mathbb{R}_{>0}, \quad (P, K) \mapsto \pi_j(P, K).
\]

are (restrictions of) families of exponentials of rescaled Busemann functions on \( X \), and for every chamber \( P \in C(\Delta_k) \) the rescaled Busemann functions corresponding to \( \pi_1(P, \cdot), \ldots, \pi_r(P, \cdot) \) are centered at the vertices of the respective chamber. (The index \( i \) of \( \pi_i \) indicates the type of the vertex.) If \( \pi \) is invariant, but not normalized, then there is no immediate such geometric interpretation, but in view of Proposition 5.8 the difference to the normalized case is negligible. In either case, as long as \( \pi \) is invariant, the functions \( \pi_j \) transform as follows: For all \( p \in P_j(A) \) (and in particular for all \( p \in P(A) \)) and all \( g \in G(k) \) we have

\[
\pi_j(P, gK) = |\alpha^P_i(p)| \cdot \pi_j(P, K) \quad \text{and} \quad \pi_j(gP, gK) = \pi_j(P, K).
\] (5.8)

For short, the functions \( \pi_j(P, \cdot) \) transform according to the canonical characters of the vertices of \( P \). We would now like to define a dual set of functions on \( K \) which instead transform according to the roots \( P \). We recall from (4.1) that the roots of \( P \) are related to the canonical characters of the vertices \( P_j \) by the formulas

\[
\alpha^P_i = \sum_{j=1}^r c_{ij} \chi^P_j \quad \text{and} \quad \chi^P_j = \sum_{i=1}^r n_{ji} \alpha^P_i.
\]

This motivates the following definition:

**Definition 5.14.** Given an invariant horofunction \( \pi: V(\Delta_k) \times \mathcal{K} \to (0, \infty) \), the corresponding dual invariant horofunctions \( \nu_1, \ldots, \nu_r \) are defined as

\[
\nu_i: C(\Delta) \times \mathcal{K} \to (0, \infty), \quad \nu_i := \prod_{j=1}^r \pi_j^{c_{ij}}.
\] (5.9)

It is immediate from the above formulas that, dually, where the \( c_{ij} \) are defined by (4.1). It follows that

\[
\pi_j = \prod_{i=1}^r \nu_i^{n_{ji}}.
\] (5.10)

From (5.8) and (4.1) we obtain the following transformation behavior of the dual invariant horofunctions:

**Lemma 5.15.** For all \( P \in C(\Delta), K \in \mathcal{K} \) and \( i \in \{1, \ldots, r\} \) the following hold.

(i) \( \nu_i(P, gK) = |\alpha^P_i(g)| \cdot \nu_i(P, K) \) for \( g \in P(A) \).

(ii) \( \nu_i(gP, gK) = \nu_i(P, K) \) for \( g \in G(k) \).

\( \Box \)

Note that (i) only holds for elements of the minimal parabolic \( P(A) \) (rather than for elements of \( P_i(A) \)), since we need to apply (5.8) for all \( j \in \{1, \ldots, r\} \).
simultaneously. If we denote, as before, by \((\beta_Q)_{Q \in V(\Delta_k)}\) the unique family of rescaled Busemann functions such that
\[
\log \beta_Q|_{\mathcal{K}_S} = \pi(Q, \cdot)|_{\mathcal{K}_S},
\]
then we obtain from (5.9) that
\[
\log \nu_i(P, \cdot)|_{\mathcal{K}_S} = \mu_i^P|_{\mathcal{K}_S}, \quad \text{where} \quad \mu_i^P = \sum_{j=1}^r c_{ij} \beta_{P_j}. \tag{5.11}
\]

The functions \(\mu_i^P\) are not rescaled Busemann functions, but as linear combinations of rescaled Busemann functions centered at the vertices of \(P\), they are at least affine on apartments that contain the chamber \(P\) in their boundary, but Condition (2) of Proposition 5.2 is violated. (As before we include maximal flats in symmetric spaces when speaking about apartments).

6. Adelic reduction theory

6.1. The fundamental theorems of adelic reduction theory. The purpose of classical reduction theory is to exhibit a weak form of fundamental domain for an \(S\)-arithmetic group \(G(\mathcal{O}_S)\) on its ambient group \(G_S\). Since \(G_S\) acts properly and cocompactly on the associated \(\text{cat}(o)\) space \(X_S\), this amounts to the same as providing a fundamental domain, in the same weak sense, for \(G(\mathcal{O}_S)\) acting on \(X_S\). Here we would like to develop a similar version of reduction theorem for \(S\)-arithmetic approximate groups. Instead of working with \(G(\mathcal{O}_S) \subset G_S\) directly, it will be more convenient for us to first develop a reduction theory for \(G(k) \subset G(\mathbb{A})\) in the adelic setting and then deduce the \(S\)-arithmetic case by a descent based on Proposition 2.17.

This approach has two main advantages: Firstly, the adelic reduction theory for \(G(k) \subset G(\mathbb{A})\) has already been developed in the generality needed for our purposes, and secondly we can work with the group \(G(k)\) rather than the approximate group \(G(\mathcal{O}_S)\).

Throughout this section we will work in the following setting.

**Convention 6.1.**

1. \(k, V, G, r, C, \mathcal{K}\) are as in Convention 4.13 and the subsequent remarks; in particular, \(G\) is reductive;
2. \(\pi: V(\Delta_k) \times \mathcal{K} \to \mathbb{R}_{>0}\) denotes a fixed choice of invariant horofunction (in the sense of Definition 5.6) and \(\nu_1, \ldots, \nu_r: \mathcal{C}(\Delta_k) \times \mathcal{K} \to \mathbb{R}_{>0}\) are the associated dual invariant horofunctions (Definition 5.14);
3. \(G\) is assumed to be \(k\)-isotropic.

**Remark 6.2.** From a geometric point of view, one should choose the invariant horofunctions in (2) to be normalized, so that it corresponds to a family of rescaled Busemann functions. However, in view of Proposition 5.8 all invariant horofunctions are equivalent for our purposes, and hence the precise choice does not matter. The assumption that \(G\) be isotropic is actually not necessary at all, but the anisotropic case is of little interest. Indeed, if \(G\) is \(k\)-anisotropic then \(\Delta\) is empty and \(G(k)\) is a uniform lattice in \(G(\mathbb{A})^o\).

It is a basic exercise in formal logic to interpret the following statements in such a way that they become tautologically true in this case (\(G\) itself is the
only minimal $k$-parabolic ...). Since it does not produce any new results, we leave this exercise to the interested reader.

Given real numbers $c_1 < c_2$ we introduce, for every minimal parabolic $P$ the subsets

$$
\Omega^P_{c_1} := \{ g \in G(\mathbb{A}) \mid \forall i \ c_1 \leq \nu_i(P, gC) \} \quad (6.1)
$$

$$
\Omega^P_{c_1,c_2} := \{ g \in G(\mathbb{A}) \mid \forall i \ c_1 \leq \nu_i(P, gC) \leq c_2 \}. \quad (6.2)
$$

The following three theorems, which hold in arbitrary characteristic, constitute adelic reduction theory.

**Theorem 6.3** (First fundamental theorem). There exists a $c_1 > 0$ such that for every $g \in G(\mathbb{A})$ there is a minimal parabolic $P$ with $g \in \Omega^P_{c_1}$.

Any $c_1$ satisfying the conclusion of Theorem 6.3 will be called a *lower reduction bound*. A corresponding constant $c_2$ as in the following theorem will be an *upper reduction bound*.

**Theorem 6.4** (Second fundamental theorem). For every lower reduction bound $c_1 > 0$ there exists a $c_2 > 0$ such that if $g \in \Omega^P_{c_1} \cap \Omega^P_{c_1}'$ and $\nu_i(P, gC) \geq c_2$ then $P_i = P_i'$.

The formulation of Mahler’s compactness criterion refers to the group $G(\mathbb{A})^0$ which was defined in (6.3).

**Theorem 6.5** (Mahler’s compactness criterion). Let $c_1 > 0$ be a lower reduction bound. A subset $A \subseteq G(\mathbb{A})^0$ is relatively compact modulo $G(k)$ if and only if there is a $c' > c_1$ such that $A \subseteq \bigcup_P \Omega^P_{c_1,c'}$.

While all three theorems hold in arbitrary characteristic, there is so far no characteristic-free proof known. Adelic reduction theory in positive characteristic was developed by Harder [Har67, Har68, Har69, Har77]; the above geometric formulation of the three main theorems was given by Bux, Köhl and Witzel in [BKW13, Section 11], hence there is nothing more to say for us.

Adelic reduction theory in characteristic 0 was developed by Godement [God64]. In the next subsection we derive the above three main theorems from Godement’s theory, following [Nie15]. Our approach is in close analogy with [BKW13 Section 11].

### 6.2. Proof of the fundamental theorems in characteristic zero

From now on we assume that $k$ is of characteristic 0, i.e. a global number field. The sets $\Omega^P_{c_1}$ and $\Omega^P_{c_1,c_2}$ are defined as in the previous section. Note that by Lemma 5.15(ii) we have for every $\gamma \in G(k)$ the identities

$$
\gamma^{-1}\Omega^P_{c_1} = \Omega^P_{\gamma c_1} \quad \text{and} \quad \gamma^{-1}\Omega^P_{c_1,c_2} = \Omega^P_{\gamma c_1,c_2} \quad (6.3)
$$

In order to deduce the three main theorems from [God64] we need to briefly introduce the setup of this article. Following Godement (albeit with slightly
In [God64, Section 10], Godement constructs Siegel sets for the group $G$ for all Lemma 6.7.

We are going to work with the truncated versions, i.e. By the following lemma the filtrations by these sets are essentially equivalent to the filtrations by our sets.

He then defines for every $g$, $F$, $t \in T_{\text{inf}}^+$, $1 \leq j \leq m$, $x \in C$. (6.5)

In particular, every $g \in G(A)$ can be written as

$$g = \gamma f^{-1} t \zeta_j x$$

with $\gamma \in P(k)$, $f \in F$, $t \in T_{\text{inf}}^+$, $1 \leq j \leq m$, $x \in C$. (6.5)

In [God64], Section 10, Godement constructs Siegel sets for the group $G(k)$ in $G(A)$. For every $d > 0$ he first defines a subset

$$T_{\text{inf}}^+(d) = \{ t \in T_{\text{inf}}^+ | |\alpha_i(t)| < d \text{ for all } i \in \{1, \ldots, r\} \} \subseteq T_{\text{inf}}^+;$$

here we will also need the similarly defined subsets

$$T_{\text{inf}}^+(d_2, d_1) = \{ t \in T_{\text{inf}}^+ | d_2 < |\alpha_i(t)| < d_1 \text{ for all } i \in \{1, \ldots, r\} \}.$$  

He then defines for every $d > 0$ the corresponding Siegel set $CZ^{-1}T_{\text{inf}}^+(d) F$. We are going to work with the $P(k)$-saturation of these Siegel sets and their truncated versions, i.e.

$$\Omega_{d, d'}^P = CZ^{-1} T_{\text{inf}}^+(d) F P(k) \quad \text{and} \quad \Omega_{d}^P := CZ^{-1} T_{\text{inf}}^+(d', d) F P(k).$$

By the following lemma the filtrations by these sets are essentially equivalent to the filtrations by our sets $\Omega_{d}^P$ and $\Omega_{d', d}^P$, except for a difference in parametrization and passing to inverses. In fact, the parametrizations are opposite in the sense that increasing the parameter $c$ increases the sets $\Omega_{c}^P$ and decreases our sets $\Omega_{c}^P$.

Lemma 6.6. For every $c > 0$ and every $d > 0$ there is a $c' > 0$ and a $d' > 0$ such that

$$\Omega_{c}^P \subseteq (\Omega_{d'}^P)^{-1} \quad \text{and} \quad \Omega_{d}^P \subseteq (\Omega_{c'}^P)^{-1}.$$  

To establish the lemma we need to estimate each dual invariant horofunction $\nu_i$ in terms of the corresponding simple root $\alpha_i$. To this end we fix $\varepsilon, \delta > 0$ such that

$$1/\varepsilon < \nu_i(\bar{P}, \zeta_i C) < \varepsilon \quad \text{and} \quad 1/\delta < |\alpha_i(f)| < \delta$$

for all $i \in \{1, \ldots, r\}$, $j \in \{1, \ldots, m\}$ and $f \in F$ and compute:

Lemma 6.7. If $g \in G(A)$ is decomposed as in (6.5) then for every $i \in \{1, \ldots, r\}$ we have

$$\delta^{-1} \varepsilon^{-1} |\alpha_i(t)| < \nu_i(\bar{P}, \zeta_i C) < \delta \varepsilon |\alpha_i(t)|.$$  

Proof. Since $\gamma$ normalizes $P$ and $x$ normalizes $C$ we deduce with Lemma 5.15 that

$$\nu_i(\bar{P}, \zeta_i C) = \nu_i(\bar{P}, f^{-1} \zeta_i C) = |\alpha_i(f^{-1})| |\alpha_i(t)| \nu_i(\bar{P}, \zeta_i C).$$
The claim now follows from \[6.6\].

**Proof of Lemma 6.6** Assume first that \(g \in \Omega_{c_1}^P\) so that \(\nu_i(\mathbf{P},gC) \geq c\) and decompose \(g\) as in \[6.5\]. By Lemma 6.7 we then have
\[
|\alpha_i(t)| > \delta^{-1} \varepsilon^{-1} \nu_i(\mathbf{P},gC) \geq \delta^{-1} \varepsilon^{-1} c \implies |\alpha_i(t)| < \delta \varepsilon^{-1} := d'.
\]
This shows that \(t^{-1} \in T^+_\infty(d')\) and hence \(g^{-1} = x^{-1} \zeta^{-1} t^{-1} f \gamma^{-1} \in \Omega_{d'}^P\).

Conversely assume that \(g^{-1} \in \Omega_{d'}^P\) and decompose \(g\) as in \[6.5\]. Then \(t^{-1} \in T^+_\infty(d)\), i.e. \(|\alpha_i(t)| > d^{-1}\), and hence by Lemma 6.7 we have
\[
\nu_i(\mathbf{P},gC) \geq \delta^{-1} \varepsilon^{-1} |\alpha_i(t)| > \delta^{-1} \varepsilon^{-1} d^{-1} =: c'.
\]
This shows that \(g \in \Omega_{c_1}^P\) and finishes the proof. □

The same argument also shows that for all \(\infty > c_2 > c_1\) there exists \(0 < d_2 < d_1\) such that
\[
\Omega_{c_1,c_2}^P \subseteq (\Omega_{d_2,d_1}^P)^{-1},
\]
and since \(\Lambda_{d_1,d_2}^P\) is relatively compact modulo \(\mathbf{P}(k)\) we may record:

**Corollary 6.8.** The image of \(\Omega_{c_1,c_2}^P\) in \(\mathbf{P}(k)\backslash \mathbf{G}(\mathbb{A})\) is relatively compact. □

We can now derive the first fundamental theorem from Godement’s work:

**Proof of Theorem 6.4.** The statement of [God64, Théorème 7] is that there exists a \(d\) such that \(\mathbf{G}(\mathbb{A}) = \Omega_d^P \mathbf{G}(k)\). With Lemma 6.6 and \[6.3\] we get
\[
\mathbf{G}(\mathbb{A}) = \mathbf{G}(k)(\Omega_d^P)^{-1} \subseteq \mathbf{G}(k) \Omega_{c_1}^P = \bigcup_{\gamma \in \mathbf{G}(k)} \Omega_{c_1}^P = \bigcup_{\mathbf{P} \in \mathbf{C}(\Delta)} \Omega_{c_1}^P,
\]
for some \(c' > 0\), and hence we can choose \(c_1 := c'\). □

The second fundamental theorem of reduction theory is essentially [God64, Lemme 3]. We reproduce the statement here (in our notation) for cleaner reference.

**Lemma 6.9.** For every \(d_1 \in \mathbb{R}^+\) there is a \(d_2 \in \mathbb{R}^+\) such that the following holds. Let \(m,m' \in CZ^{-1}\), \(t,t' \in T^+_\infty(d_1)^{-1}\), and \(f,f' \in F\) be such that \((m'(t')^{-1}f')^{-1}(mt^{-1}f) = \beta \in \mathbf{G}(k)\) and write \(\beta = (\pi')^{-1} w \pi\) with \(\pi,\pi' \in \mathbf{P}(k)\) and \(w \in N(T)(k)\) according to the Bruhat decomposition and let \(i \in \{1,\ldots,r\}\). Then \(|\alpha_j(t)| \leq d_2\) implies \(w \in \mathbf{P}_i(k)\).

**Proof of Theorem 6.4.** Since \(\mathbf{G}(k)\) is transitive on minimal parabolics, we may assume that \(\mathbf{P} = \mathbf{P}\) and \(\mathbf{P}' = \lambda \mathbf{P}\) for some \(\lambda \in \mathbf{G}(k)\). Assume this from now on and let \(g \in \Omega_{c_1}^P \cap \Omega_{c_1}^{P'}\). By Lemma 6.6 and \[6.3\] there then exists \(d_1' > 0\) such that \(g^{-1} \in \Omega_{d_1'}^{P_1} \cap \lambda^{-1} \Omega_{d_1'}^{P_1}\). Thus if we decompose \(g\) as in \[6.5\], i.e. \(g = \gamma f^{-1} t' \zeta x\) with \(t^{-1} \in T^+_\infty(d_1)\). Applying the same argument to \(\lambda g\) we obtain a similar decomposition of the form \(\lambda g = (\gamma')^{-1} t' \zeta' x'\) with \((t')^{-1} \in T^+_\infty(d_1)\). If we now set \(m := (\zeta x)^{-1}\) and \(m' := (\zeta' x')^{-1}\) then we obtain
\[
(m'(t')^{-1}f')^{-1}(mt^{-1}f) = (\gamma')^{-1} \lambda gg^{-1} \gamma = (\gamma')^{-1} \lambda \gamma =: \beta \in \mathbf{G}(k).
\]
Now let $d_2$ be the constant from Lemma 6.3 (which depends only on $d_1$, and hence only on $c_1$) and set $c_2 := d_2/\delta \varepsilon$. If we assume that $\nu_1(\mathcal{P}_c, C) \geq c_2$ then by Lemma 6.7 we have $|\alpha_i(t)| \leq \delta \varepsilon c_2 = d_2$, and hence we may apply Lemma 6.9. We then deduce that $\beta \in \mathcal{P}_c(k)$ and since $\gamma, \gamma' \in \mathcal{P}_c(k)$ and $\beta = (\gamma')^{-1} \lambda \gamma$ we obtain $\lambda \in \mathcal{P}_c(k)$. This implies that

$$
\mathcal{P}_i = \bar{\mathcal{P}}_i = \lambda \mathcal{P}_i = (\lambda \mathcal{P})_i = \mathcal{P}'_i.
$$

\[ \square \]

Proof of Theorem 6.4. The set $\Omega_{c_1, c'}^P$ is relatively compact in $G(k) \setminus G(\mathbb{A})$ by Corollary 6.8. Now by (6.3) the assumption on $A$ amounts to

$$
A \subseteq \bigcup_{\mathcal{P}} \Omega_{c_1, c'}^\mathcal{P} = \bigcup_{\gamma \in G(k)} \Omega_{c_1, c'}^\mathcal{P} = \bigcup_{\gamma \in G(k)} \gamma^{-1} \Omega_{c_1, c'}^\mathcal{P} = G(k) \Omega_{c_1, c'}^\mathcal{P},
$$

and hence shows that $A$ is relatively compact modulo $G(k)$.

Conversely assume that $A \subseteq G(\mathbb{A})^0$ is relatively compact and let $(g_n)_{n \in \mathbb{N}}$ be a sequence in $G(\mathbb{A})$. Since $c_1$ is a lower reduction bound we can find a sequence $\mathcal{P}_n$ of maximal parabolic subgroups such that $g_n \in \Omega_{c_1}^\mathcal{P}_n$. We have to show that $\nu_1(\mathcal{P}_n, g_n C) \leq c'$ for some uniform constant $c'$. Assume otherwise; passing to a subsequence we may assume that $g_n \to g \in \mathcal{A}$ and that $\nu_1(\mathcal{P}_n, g_n C) \to \infty$ for some $i$. From the latter we deduce with Theorem 6.4 that the sequence $(\mathcal{P}_n)_i$ eventually stabilizes to some maximal parabolic $Q$ of type $i$, and we may assume that $(\mathcal{P}_n)_i = Q$ for all $n \in \mathbb{N}$. Now observe that

$$
\pi(Q, g_n C) = \prod_{i=1}^r \nu_j((\mathcal{P}_n)_i, g_n C)^{n_{ji}} \geq \nu_i((\mathcal{P}_n)_i, g_n C)^{n_{ii}}
$$

using first (5.10) and then Lemma 4.4. It follows that $\pi(Q, g_n C)$ tends to infinity. Now let $\gamma \in G(k)$ be such that $\gamma Q = \mathcal{P}_n$ and write $\gamma g_n = p_n \zeta_n x_n$ with $p_n \in \mathcal{P}(\mathbb{A})$ and $x_n \in C$ according to (a coarser version of) (6.3). Passing to a subsequence we may assume that $\zeta_n = \zeta_j$ is constant and that $x_n \to x \in C$. Then

$$
\pi(Q, g_n C) = \pi(\mathcal{P}_n, \gamma g_n C) = \pi(\mathcal{P}_n, p_n \zeta j x_n C) = |\chi_1^\mathcal{P}((p_n))| \cdot \pi(\mathcal{P}_n, \zeta_j C).
$$

The second factor on the right is constant so it follows that $|\chi_1^\mathcal{P}(p_n)|$ tends to infinity. But since $g_n$ converges to $g$, the sequence $p_n = \gamma^{-1} g_n x_n^{-1} \zeta_j^{-1}$ converges to $\gamma^{-1} g x^{-1} \zeta_j^{-1}$, a contradiction.

\[ \square \]

7. Reduction theory for $S$-arithmetic (approximate) groups

We now want to pass from the adelic setting to the (approximate) $S$-adic setting by a cut-and-project construction. More precisely, we will consider the following setting:

Convention 7.1. (1) $k, V, S, G$ and $r$ are as in Convention 4.13 as before we assume in addition that $G$ is isotropic to avoid trivial cases;

(2) $\pi, \nu_1, \ldots, \nu_r$ are given as in Convention 6.1;

(3) $(G, H, \Gamma)$ is the generalized adelic cut-and-project scheme with parameters $(k, G, S)$ and $\Lambda := G(O_S) = \Lambda(G, H, \Gamma, W)$ is the $S$-adic approximate group from Convention 4.13.
(4) given a minimal $k$-parabolic $P < G$ and constants $c_2 > c_1 > 0$ we define subsets of $G$ by

$$\Omega_{c_1}^{P, S} := \pi_G(\Omega_{c_1}^P \cap (G \times \{e_H\})) \quad \text{and} \quad \Omega_{c_1, e_2}^{P, S} := \pi_G(\Omega_{c_1}^P \cap (G \times \{e_H\})),$$

where $\Omega_{c_1}^P$ and $\Omega_{c_1, e_2}^P$ are defined by (6.1) and (6.2) respectively.

Note that our notation suppresses the dependence of $G(\mathcal{O}_S)$ of the window $W$, but this will not cause any problems to us since we only care about the commensurability class of $G(\mathcal{O}_S)$ (and anyway a similar abuse of notation is already present in the group case, where $G(\mathcal{O}_S)$ depends on the choice of representation of $G$). Technically also the sets $\Omega_{c_1}^{P, S}$ and $\Omega_{c_1, e_2}^{P, S}$ depend on various choices, but for the qualitative results that we are interested in, none of these choices will matter.

The $S$-adic versions of the two fundamental theorems of adelic reduction theory (Theorems 6.3 and 6.4) can be stated as follows:

**Theorem 7.2** (Fundamental theorems of $S$-adic reduction theory). If $c_1 > 0$ is a lower reduction bound and $c_2 \geq c_1 > 0$ is an upper reduction bound for $c_1$ then the following hold:

1. For every $k$-minimal parabolic $P$ there exist a finite set $F \subseteq \pi_S(G(k))$ such that

   $$G_S \subseteq G(\mathcal{O}_S)F\Omega_{c_1}^{P, S}.$$

2. If $g \in \Omega_{c_1}^{P, S} \cap \Omega_{c_1, e_2}^{P, S}$ and $\nu_1(P, gC) \geq c_2$ then $P = P'_{1}$.

Mahler’s compactness criterion (Theorem 6.5) can also be formulated in the $S$-adic setting, at least in the case where $X_k^r(G) = 0$ (which is the relevant case for us later on).

However, one runs into the technical issue that $G(\mathcal{O}_S) \subset G$ is not a subgroup, but only a subset, hence it does not make sense to talk about compactness modulo $G(\mathcal{O}_S)$. This issue can be resolved by formulating cocompactness in metric terms, using the fact that, given a discrete subgroup $\Lambda < G$, a subset $M \subset G$ has compact image in $\Lambda \setminus G$ if it is at bounded distance from $\Lambda$ with respect to some (hence any) left-admissible pseudo-metric on $G$.

**Theorem 7.3** (Mahler’s compactness criterion, $S$-adic version). Let $d_G$ be a left-admissible pseudo-metric on $G$ and let $c_1$ be a lower reduction bound. If $X_k^r(G) = 0$ then a subset $A \subset G$ has bounded distance from $G(\mathcal{O}_S)$ if and only if there is a $c' > c_1$ such that $A \subseteq \bigcup_P \Omega_{c_1, c'}^{P, S}$.

Note that the statement is independent of the choice of left-admissible pseudo-metric, since any two such pseudo-metrics are coarsely equivalent. We will later use pseudo-metrics induced from associated metric spaces. The following reformulation of Theorem 7.3 is adapted to our later application.

**Corollary 7.4.** Assume that $X_k^r(G) = 0$. Fix $c_1 > 0$. For every $r > 0$ there is a $c' > c_1$ such that $N_r(G(\mathcal{O}_S)) \subset \bigcup_P \Omega_{c_1, c'}^{P, S}$. For every $c' > c_1$ there is an $r > 0$ such that $\bigcup_P \Omega_{c_1, c'}^{P, S} \subset N_r(G(\mathcal{O}_S))$. 

We now turn to the proofs of Theorems 7.2 and 7.3. In the case where \( S \supseteq V^{\text{inf}} \) and hence \( G(\mathcal{O}_S) \) is an actual \( S \)-arithmetic subgroup of \( G_S \) by Proposition 3.6, both theorems are well-known. In this classical setting, adelic reduction theory is traditionally deduced from the Archimedean case (where \( S = V^{\text{inf}} \)), and general \( S \)-adic reduction theory is obtained as an intermediate step, see [Bor63, §8]. It was first suggested by Godement and Weil [God64, §12] that \( S \)-adic reduction theory could also be obtained from adelic reduction theory via descent. The main advantage of this descent approach for our purposes is that it applies equally well to the case where \( S \) does not contain all infinite places, as we are going to demonstrate. We are going to apply Proposition 2.17 in the following form:

**Corollary 7.5.** (i) For all compact subsets \( K \subseteq H \) there exists a finite set \( F \subseteq G \) such that for all subsets \( \Pi \subseteq G \),

\[
\pi_G(\Gamma(\Pi \times K) \cap (G \times \{e_H\})) \subseteq G(\mathcal{O}_S)F\Pi.
\]

(ii) For every \( \widehat{\Omega} \subseteq G \) there exists a finite set \( F \subseteq \Gamma_G \) such that

\[
\pi_G(\Gamma(\widehat{\Omega} \times W) \cap (G \times \{e_H\})) \subseteq G(\mathcal{O}_S)F\widehat{\Omega}.
\]

**Proof.** The first statement is Proposition 2.17 applied to the triple \((G, H, \Gamma)\) from Convention 7.1 with \( I := \{e_H\} \), and the second statement with \( F \subseteq G \) follows by choosing \( \Pi := \widehat{\Omega} \) and \( K := W \); the fact that \( F \) can be chosen inside \( \Gamma_G \) follows from Remark 2.19.

**Proof of Theorem 7.2.** (i) Let \( G, H, \Gamma \) as in Convention 7.1. Since \( c_1 \) is a lower reduction bound, we have \( G(\mathcal{A}) = \bigcup_{P \in \mathcal{C}(\Delta_k)} \Omega_{c_1}^P \). We now fix a minimal \( k \)-parabolic \( P \in \mathcal{C}(\Delta_k) \). Since \( \Gamma = G(\mathcal{k}) \) acts transitively on \( \mathcal{C}(\Delta_k) \) by Proposition 6.2, we then have \( G(\mathcal{A}) = \Gamma \Omega, \) where \( \Omega := \Omega_{c_1}^P \). We now claim that \( \Gamma(\Omega \times W) = G(\mathcal{A}) \), where \( \Omega := \pi_G(\Omega \cap (G \times \{e_H\})) \).

To prove the claim, we fix \( g \in G(\mathcal{A}) \) and decompose \( g = \gamma \omega \) with \( \gamma \in \Gamma \) and \( \omega \in \Omega \). Since \( \Gamma \) projects densely to \( H \) and \( W \) has non-empty interior, there exists a \( \omega' \in \Gamma \) with \( \pi_H(\gamma \omega') \in W \). Thus \( g = (\gamma \omega')^{-1}(\gamma \omega') \) with \( \omega' \in \Omega \) and \( \omega \in \Omega \times W \), and the claim follows.

We deduce that \( \pi_G(\Gamma(\Omega \times W) \cap (G \times \{e_H\})) = G \) and thus \( G \subseteq G(\mathcal{O}_S)F\Omega \) for some finite set \( F \subseteq \Gamma_G \) by Corollary 7.5.

(ii) This is immediate from Theorem 6.3 applied to \((g, e_H) \in G \times H \), since the latter is a uniqueness rather than an existence theorem.

**Proof of Theorem 7.3.** We fix an auxiliary left-admissible pseudo-metrics \( d_H \) on \( H \) and equip \( G \times H \) with the left-admissible pseudo-metric

\[
d((g_1, h_1), (g_2, h_2)) := \max\{d_G(g_1, g_2), d_H(h_1, h_2)\}.
\]

Assume first that \( A \subseteq G \) is a subset whose distance from \( G(\mathcal{O}_S) \) is bounded by \( D \). Since \( W \) is compact we may assume that \( d(w, e_H) \leq D \) for all \( w \in W \). For every \( a \in A \) we pick an element \( \gamma_a \in G(\mathcal{O}_S) \) with \( d_G(a, \gamma_a) \leq D \) and denote by \( \gamma_a^\ast \) the unique element of \( W \) such that \( (\gamma_a, \gamma_a^\ast) \in \Gamma \). For every \( a \in A \) we then have

\[
d((a, e_H), (\gamma_a, \gamma_a^\ast)) = \max\{d_G(a, \gamma_a), d_H(\gamma_a^\ast, e_H)\} \leq D,
\]
hence \( A \times \{ e_H \} \) is at bounded distance from \( \Gamma \) and hence relatively compact modulo \( \Gamma \). We deduce from Theorem \( \ref{thm:finite-groups} \) that there is \( c' > c_1 \) such that

\[
A \times \{ e_H \} \subseteq \bigcup_{P} \Omega_{\Gamma_{1},c'}^P, \quad \text{and hence} \quad A \subseteq \bigcup_{P} \Omega_{\Gamma_{1},c'}^P.
\]

Conversely assume that \( A \subseteq \bigcup_{P} \Omega_{\Gamma_{1},c'}^P \) for some \( c' > c_1 \). By Theorem \( \ref{thm:finite-groups} \) there exist compact subsets \( \Pi \subseteq \mathcal{G} \) and \( K \subseteq \mathcal{H} \) such that \( \bigcup_{P} \Omega_{\Gamma_{1},c'}^P \subseteq \Gamma(\Pi \times K) \) and hence

\[
A \subseteq \pi_G \left( \bigcup_{P} \Omega_{\Gamma_{1},c'}^P \cap (G \times \{ e_H \}) \right) \subseteq \pi_G(\Gamma(\Pi \times K) \cap (G \times W)).
\]

By Corollary \( \ref{cor:finite-groups} \) we thus have \( A \subseteq G(\mathcal{O}_S)F \Pi \), and since \( d_G \) is left-invariant and bounded on the compact set \( F \Pi \) we deduce that \( A \) is at bounded distance from \( G(\mathcal{O}_S) \) with respect to \( d_G \). \( \square \)

8. Geometric reduction theory

In this section we finally translate algebraic reduction theory as developed in the previous sections to the geometric language of [BKW13, Section 12]. We include infinite places (i.e. symmetric spaces) for completeness although we will not need them for the proof of the Main Theorem.

8.1. Some convex geometry. For our geometric formulation of reduction theory we need some notions from convex geometry in Euclidean spaces. Throughout, \( \Sigma \) denotes a Euclidean space with underlying Euclidean vector space \((V, \langle \cdot, \cdot \rangle)\), cf. Example \( \ref{ex:euclidean} \). Given subsets \( A \subset \Sigma \) (or \( A \subset V \)) and \( B \subset V \) we denote by \( A + B := \{ a + b \mid a \in A, b \in B \} \) their Minkowski sum. Note that \( A + B \subset \Sigma \) or \( A + B \subset V \) depending on where \( A \) was taken from. We write \( a + B := \{ a \} + B \). Given a closed convex subset \( P \subset \Sigma \), we denote by \( p_P : \Sigma \to P \) the closest point projection.

A polyhedron \( P \) in \( V \) or \( \Sigma \) is a finite intersection of closed affine halfspaces. A polyhedron \( P \) in \( V \) or \( \Sigma \) is called a (generalized) cone if it contains a unique minimal non-empty face; this face is then denoted \( T(P) \) and called the tip of \( P \), and \( P \) is called a proper cone if its tip is a singleton.

A (generalized) linear cone \( C \subset V \) an intersection of finitely many closed linear halfspaces, i.e. halfspaces bounded by a hyperplane through the origin. Its tip \( T(C) \) is the unique maximal vector subspace of \( C \) and \( C = T(C) + C_o \), where \( C_o := C \cap T(C)^\perp \) is a proper linear cone. Every cone \( P \subset \Sigma \) can be written as \( o + C \) for a linear cone \( C \subset V \) and a basepoint \( o \in \Sigma \); its tip is \( T(P) = o + T(C) \) and we have \( P = T(P) + C_o \) with \( C_o := C \cap T(C)^\perp \). This decomposition is unique up to the choice of \( o \) in \( T(C) \).

Now let \( P \) be a polyhedron in \( \Sigma \). We denote by \( \mathcal{F}_P \) the poset of faces of \( P \) and by \( \mathcal{F}_P^\ast \) the set of non-empty faces of \( P \). Given \( F \in \mathcal{F}_P^\ast \) we denote by \( \hat{F} \) the relative interior of \( F \) in its affine span. This is \( F \) without its proper faces so if \( F \) is minimal in \( \mathcal{F}_P^\ast \) we have \( \hat{F} = F \).
Definition 8.1. The normal cone of \( F \in \mathcal{F}_P \) is
\[
\text{NCo}(F) := \{ v \in V \mid \langle v, f - p \rangle \geq 0 \text{ for all } f \in F, p \in P \} \subseteq V
\]
and its normal set is
\[
N_F := \hat{F} + \text{NCo}(F)
\]
(the dependence on \( P \) is implicit).

The collection \( \mathcal{N}_P := \{ \text{NCo}(F) \mid F \in \mathcal{F}_P \} \) is a complete fan, called the normal fan of the polyhedron \( P \), and the map \( \mathcal{F}_P^\circ \to \mathcal{N}_P, F \mapsto \text{NCo}(F) \) is an inclusion-reversing bijection such that
\[
\dim \text{NCo}(F) = \dim \Sigma - \dim F. \tag{8.1}
\]

In particular, if \( P \) is a cone, then \( \text{NCo}(T(P)) \) is the unique cone of maximal dimension in \( \mathcal{N}_P \).

Remark 8.2. A more geometric description of the normal cone is
\[
\text{NCo}(F) = \{ x - p_F(x) \mid x \in \Sigma, p_F(x) \in \hat{F} \} \tag{8.2}
\]
which shows that \( N_F = p_F^{-1}(F) \).

Now let \( F \in \mathcal{F}_P \). Then \( N_F \) is convex, and it follows from (8.1) that \( N_F \) has dimension \( \dim \Sigma \) and hence non-empty interior. It is closed if and only if \( F \) is a minimal non-empty face. Note that
\[
\Sigma = \bigcup_{F \in \mathcal{F}_P} N_F \tag{8.3}
\]
by the remark above, i.e. the normal sets partition \( \Sigma \).

If \( C \) is a generalized linear cone in \( V \) and \( (a_t)_{t \in \mathbb{R}} \) is a sequence of basepoints in \( \Sigma \), then \( (Y_t := a_t + C)_{t \in \mathbb{R}} \) is called a properly nested family of generalized cones modeled on \( C \) if
\[
\bigcup_{t \in \mathbb{R}} Y_t = \Sigma, \quad \bigcap_{t \in \mathbb{R}} Y_t = \emptyset \quad \text{and} \quad Y_s \subseteq Y_t \text{ for all } s \leq t.
\]

We observe that if \( (Y_t)_{t \in \mathbb{R}} \) is a properly nested family of cones modeled on \( C = T(C) + C_0 \), then \( (Y'_t := T(Y_{-t}) + (-C_0)) \) is also a properly nested family of cones, modeled on \( -C \).

Example 8.3. If \( b_1, \ldots, b_k \) are non-constant affine functions on \( \Sigma \) (i.e. rescaled Busemann functions), then
\[
Y_t := \{ x \in \Sigma \mid b_j(x) \leq t \text{ for all } 1 \leq j \leq k \}
\]
is a properly nested family of generalized cones in \( \Sigma \).

Lemma 8.4. Let \((N_t)_{t \in \mathbb{R}}, (Z_t)_{t \in \mathbb{R}} \) be two properly nested families of generalized cones modeled on the same generalized cone \( C \subseteq V \). Then for every \( t \in \mathbb{R} \) there exist \( t_0, t_1 \in \mathbb{R} \) such that \( Z_{t_0} \subset N_t \subset N_t \subset Z_{t_1} \).

Proof. Picking an origin of \( \Sigma \) in \( T(N_t) \) we may assume \( \Sigma = V \) and \( N_t = C \). Taking the quotient by \( T(C) \) we may further assume that \( C \) is a proper cone. Since \( \bigcup_t Z_t = V \) there is a \( t'_1 \) such that \( 0 \in Z_{t'_1} \). Thus for \( t_1 < t'_1 \) we have
\[
Z_{t_1} \subseteq Z_{t'_1} = T(Z_{t'_1}) + C \subseteq 0 + C = N_t.
\]
Exchanging the roles of \((N_t)_{t} \) and \((Z_t)_{t} \) one obtains \( t_0 \). \( \square \)
If \((Y_t)_{t \in \mathbb{R}}\) is a properly nested family of generalized cones modeled on \(C \subset V\),
then \((N_{T(Y_t)})_{t \in \mathbb{R}}\) is again a family of generalized cones (modeled on the normal cone \(N\text{Co}(C)\)). This new family need not be properly nested in general, see Figure 1 below. However, if \((Y_t)_{t}\) is given by rescaled Busemann functions as in Example 8.3, the functions can be rescaled to get a new properly nested family of generalized cones such that the normal sets of the tips are properly nested as well:

**Lemma 8.5.** Let \(\tilde{\beta}_1, \ldots, \tilde{\beta}_d : \Sigma \to \mathbb{R}\) be affine forms with linearly independent linear part. Then there exist constants \(s_1, \ldots, s_d > 0\) such that for \(t > 0\) the normal set of the tip in \(Y_t = \{ x \in \Sigma \mid s_i \tilde{\beta}_i(x) \leq t \}\) is contained in the interior of the normal set of the tip in \(Y_0 = \{ x \in \Sigma \mid \tilde{\beta}_i(x) \leq 0 \}\).

**Proof.** By choosing the origin to lie in the intersection of the zero-levels, we can assume that the \(\tilde{\beta}_i\) are linear forms on a Euclidean vector space. Now note that if a tuple of \(s_i\) works for \(t = 1\) then it works for any \(t\). Since the normal cones are translates of each other, we only need to ensure that some/any vector \(v\) with \(s_i \tilde{\beta}_i(x) = 1\) lies in the interior of the normal set of \(Y_0\). A solution is therefore to simply take \(s_i := 1/\tilde{\beta}_i(v)\), where \(v\) is any point in the interior of the normal set of \(Y_0\). \(\Box\)

### 8.2. Generalized cones from renormalized Busemann functions.

We now return to the setting of Convention 7.1 from the last section. In particular, \(\Lambda = G(O_S)\) is an \(S\)-arithmetic approximate subgroup of a reductive group \(G\) over a global field \(k\) where \(S\) is a finite set of places, which acts on the \(\text{cat}(0)\)-space \(X_S = \prod_{s \in S} X_s\). We denote by \(\Delta = \Delta_k\) the spherical building associated to \(G(k)\), which we consider as a subset of \(\partial X_S\). In addition we assume that the invariant horofunction \(\pi\) is normalized so that by (5.5) there exists a unique family \((\tilde{\beta}_{Q,S})_{Q \in \nu(\Delta_k)}\) of rescaled Busemann functions such that \(\tilde{\beta}_{Q,S}\) is centered at \(Q\) and satisfies

\[
\tilde{\beta}_{Q,S}|_{K_S} = \log \pi(Q, \cdot)|_{K_S}.
\]

As in (5.11) we then set \(\mu_i^P = \sum_{j=1}^r c_{ij} \tilde{\beta}_{P_j,S}\) so that

\[
\mu_i^P|_{K_S} = \log \nu_i(P, \cdot)|_{K_S}
\]

(the reason for decorating the rescaled Busemann functions with a tilde will become clear shortly).

In our geometric formulation of reduction theory, it seems more natural to us to employ geometric terminology when referring to elements of \(\Delta\), i.e. we will speak of vertices, chambers, simplices rather than maximal parabolics, minimal parabolics, parabolics and containment will be reversed. We also denote by \(\text{typ}(v) \in \text{typ}(\Delta) := \{1, \ldots, r\}\) the type of the (parabolic corresponding to) the vertex \(v\), cf. Section 4.1. If \(v\) is a vertex corresponding to a maximal parabolic \(Q\), then we will denote the corresponding Busemann function by

\[
\tilde{\beta}_v := \beta_{Q,S}.
\]
Similarly, if $c$ is a chamber, corresponding to a minimal parabolic $P$, then we write $\mu_i^c := \mu_i^P$. If necessary we denote the stabilizer of a vertex $v$ or chamber $c$ by $P_v$ or $P_c$ respectively.

The rescaled Busemann functions $\hat{\beta}_v$ and the geometric reduction datum as in [BKW13, Section 1]. We will not work with these functions directly but rather rescale them as follows. For each type $i \in \text{typ}(\Delta)$ we will choose a constant $s_i > 0$ (to be specified later) and define

$$\beta_v := s_{\text{typ}(v)} \hat{\beta}_v. \tag{8.4}$$

We summarize the transformation behavior of the functions $\beta_v$, $\mu_i^c$ and the relationship between them by the following formulae that are additive versions of Definition [6.6], Lemma [5.13], (5.9) and (5.10) respectively, taking into account the rescaling (8.4):

$$\beta_v(g.x) = s_{\text{typ}(v)} \log(|\chi_{P_v}(g)|) + \beta_v(x) \quad \text{for } g \in (P_v)_S, \tag{8.5}$$

$$\mu_i^c(g.x) = \log(|\alpha_{P_v}^c(x)|) + \mu_i^c(x) \quad \text{for } g \in (P_v)_S, \tag{8.6}$$

$$\mu_i^c = \sum_{j=1}^{r} \frac{\log c_{ij}}{s_j} \beta_j \quad \text{for } v < c \text{ of type } j, \tag{8.7}$$

$$\beta_v = s_j \sum_{i=1}^{r} \log n_{ji} \cdot \mu_i^c \quad \text{for } v < c \text{ of type } j. \tag{8.8}$$

An important consequence of all these formulae is that the situation described by the $\beta_v$ and $\mu_i^c$ looks the same around each chamber in the following sense:

**Lemma 8.6.** Let $c, c' \in C(\Delta) \subseteq \partial X_S$ be chambers and let $\Sigma, \Sigma' \subset X_S$ be apartments with $c \subseteq \partial \Sigma$ and $c' \subseteq \partial \Sigma'$. Let $v_i$ respectively $v_i'$ be the vertices of $c$ respectively $c'$ of type $i \in \text{typ}(\Delta)$. There is an isometry $\iota : \Sigma \to \Sigma'$ such that

$$\beta_v|_{\Sigma} = \beta_{v'}|_{\Sigma'} \circ \iota \quad \text{and} \quad \mu_i^c|_{\Sigma} = \mu_i^{c'}|_{\Sigma'} \circ \iota \quad \text{for all } i. \tag{8.9, 8.10}$$

**Proof.** Firstly, Is$(X_S)$ acts transitively on triples $(\Sigma, c)$, where $\Sigma$ is an apartment and $c \subseteq \partial \Sigma$ is a chamber, hence there exists an isometry $\iota : \Sigma \to \Sigma'$ mapping $c$ to $c'$. Then for every given $y \in \text{typ}(\Delta)$ the functions $\beta_v|_{\Sigma}$ and $\beta_{v'}|_{\Sigma'} \circ \iota$ are two affine functions on $\Sigma$ with the same center. Modifying $\iota$ if necessary we can ensure that the zero level sets of these two affine functions agree, but then these two affine functions differ only by a scaling. However, it follows from Equation (8.5) that

$$\max_{x,y \in X \atop x \neq y} \frac{\beta_v(x) - \beta_v(y)}{d(x,y)} = \max_{x', y' \in X \atop x' \neq y'} \frac{\beta_{v'}(x') - \beta_{v'}(y')}{d(x', y')}$$

and this maximum is realized when $x$ lies on the ray $[y, v_i]$ and $x'$ lies on the ray $[y', v_i']$, so in particular in the apartments $\Sigma$ and $\Sigma'$. This implies that the scaling is the same, hence there is a map $\iota$ that takes $c$ to $c'$ and satisfies
for our fixed choice of \( i \in \text{typ}(\Delta) \). Since the functions \( \beta_v |_{\Sigma} \) are linearly independent, (8.9) can be satisfied for all types simultaneously. Then (8.10) just follows from (8.7). \( \square \)

Now let \( \tau \) be a simplex in \( \Delta \subset X_S \) and let \( \Sigma \) be an apartment in \( X_S \) with \( \tau \subset \partial \Sigma \). We denote by \((V,\langle \cdot,\cdot \rangle)\) the underlying Euclidean vector space of \( \Sigma \). We may identify \( \partial \Sigma \) with the 1-sphere \( S(V) \) in \( V \) such that a unit vector \( v \in S(V) \) corresponds to the class of \( (t \mapsto o + tv) \) for some (hence any) basepoint \( o \in \Sigma \). Under this identification, the vertices of \( \tau \) correspond to points in \( S(V) \) and we can define a generalized cone in \( V \) by

\[
C_{\Sigma,\tau} = \{ w \in V \mid \langle w,v \rangle \geq 0 \text{ for every vertex } v \text{ of } \tau \}.
\]

Then for \( t \in \mathbb{R} \) the sets

\[
Y_{\Sigma,\tau}(t) := \{ x \in \Sigma \mid \beta_v(x) \leq t \text{ for every vertex } v \text{ of } \tau \}
\]

form a properly nested family of generalized cones modeled on \( C_{\Sigma,\tau} \). Note that the tip of \( Y_{\Sigma,\tau}(t) \) is given by

\[
F_{\Sigma,\tau}(t) := \{ x \in \Sigma \mid \beta_v(x) = t \text{ for every vertex } v \text{ of } \tau \}.
\]

**Remark 8.7.** If \( \tau = v \) is a vertex, then \( Y_{\Sigma,\tau}(t) \) is just a sublevel set of the affine function \( \beta_v \), hence an affine halfspace in \( \Sigma \) and equal to its tip. If \( \tau = c \) is a chamber, then the dimension of the tip \( F_{\Sigma,\tau}(t) \) is given by

\[
(\sum_{s \in S} \text{rk}_{k_s}(G(k_s))) - \text{rk}(G(k)),
\]

and hence the generalized cone \( Y_{\Sigma,\tau}(t) \) is typically not proper.

We now return to the \( \text{cat}(a) \)-space \( X_S \). Given \( t \in \mathbb{R} \), an apartment \( \Sigma \subset X_S \) and a simplex \( \tau \) in \( \partial \Sigma \) we denote by \( N_{\Sigma,\tau}(t) \) the normal set of the tip \( F_{\Sigma,\tau}(t) \) in \( Y_{\Sigma,\tau}(t) \). Explicitly, \( N_{\Sigma,\tau}(t) \) is the generalized cone given by

\[
N_{\Sigma,\tau}(t) = \{ x \in \Sigma \mid \beta_v(\text{pr}_{Y_{\Sigma,\tau}}x) = t \text{ for every vertex } v \text{ of } \tau \}.
\]  (8.11)

From the properly nested family \((Y_{\Sigma,c}(t))_{t \in \mathbb{R}}\) of generalized cones (modeled on \( C_{\Sigma,\tau} \)) we have thus produced another family of generalized cones \((N_{\Sigma,\tau}(t))_{t \in \mathbb{R}}\) (modeled on the normal cone of \( C_{\Sigma,\tau} \)). However, depending on our choice of the rescaling parameters \( s_1, \ldots, s_r \), this second family of generalized cones may or may not be properly nested (see Figure 1 for an illustration).

**Definition 8.8.** We say that \((\beta_v)_{v \in V(\Delta)}\) satisfies the *nested normal set property* if for some (hence any) pair \((c, \Sigma)\) with \( c \in C(\Delta) \) and \( c \subset \partial \Sigma \) the family \((N_{\Sigma,c}(t))_{t \in \mathbb{R}}\) is properly nested.

**Proposition 8.9.** The constants \((s_i)_{i \in \text{typ}(\Delta)}\) can be chosen in such a way that the functions \((\beta_v)_{v} \) satisfy the nested normal set property.

**Proof.** We first fix a chamber \( c \) in the boundary of some apartment \( \Sigma \). By Lemma 8.5 there exist constants \( s_i > 0, i \in \text{typ}(\Delta) \) such that the rescaled Busemann functions \( s_{\text{typ}(\Delta)}(\beta_v) \) for \( v \in V(c) \) satisfy \( N_{\Sigma,c}(s) \) contains \( N_{\Sigma,c}(t) \) in its interior whenever \( s < t \). It then follows from Lemma 8.6 that the same holds for any pair \((\Sigma', c')\) where \( \Sigma' \) is an apartment and \( c' \) is a chamber in its boundary. By definition, this means that \((\beta_v)_{v \in \Delta} \) has the nested normal set property. \( \square \)
Figure 1. The rescaled Busemann function on the left satisfy the nested normal cones property, the ones on the right do not: the normal cone for the larger value $t$ is not contained in the one for the smaller value $s$.

The reason that we are interested in the nested normal cone property is that it allows us to relate the normal sets $N_{\Sigma,c}(t)$ with the sets

$$Z_{\Sigma,c}(t) := \{ x \in \Sigma \mid \forall i \in \{1, \ldots, r\} : \mu^c_i(x) \geq t \}$$

induced by dual invariant horofunctions.

**Lemma 8.10.** Assume that $(\beta_v)_{v \in \mathcal{V}(\Delta)}$ have the nested normal cones property. Then for every $t \in \mathbb{R}$ there exist $t_0, t_1 \in \mathbb{R}$ such that for every apartment $\Sigma$ and every chamber $c \subset \partial \Sigma$,

$$Z_{\Sigma,c}(t_0) \subseteq N_{\Sigma,c}(t) \subseteq Z_{\Sigma,c}(t) \quad \text{and} \quad N_{\Sigma,c}(t_0) \subseteq Z_{\Sigma,c}(t) \subseteq N_{\Sigma,c}(t_1).$$

**Proof.** Firstly, if we prove the statement for some pair $(\Sigma, c)$, then it will hold for all such pairs by Lemma 8.6, hence we assume from now on that the pair $(\Sigma, c)$ is fixed.

Next we observe that $(Z_{\Sigma,c}(t))$ is a properly nested family of generalized cones, modeled on the generalized cone

$$C'_{\Sigma,c} := \{ v \in V \mid \forall i \in \{1, \ldots, r\} : \hat{\mu}^c_i(v) \geq 0 \},$$

and by assumption $(N_{\Sigma,c}(t))_{t \in \mathbb{R}}$ is a properly nested family of generalized cones, modeled on the normal cone of $C'_{\Sigma,c}$. In view of Lemma 8.4, it thus suffices to show that these two cones coincide; we prove this by showing that $N_{\Sigma,c}(0) = Z_{\Sigma,c}(0)$.

Note that $\hat{\beta}_v \geq 0$ if and only if $\beta_v \geq 0$ so as far as the cones with $t = 0$ are concerned, we may work with $\beta_v$ instead of $\hat{\beta}_v$. We regard the Euclidean space $\Sigma$ as a vector space by picking an origin in the subspace $\{ x \in \Sigma \mid \beta_v(x) = 0 \text{ for all } v \in \mathcal{V}(c) \}$. Then the restrictions of $\hat{\beta}_v$ and $\mu^c_i$ can be regarded as elements of the dual vector space. The transformation matrix between them is the matrix $(c_{ij})_{ij}$ from (4.1). Now $c_{ij} = 0$ for $i \neq j$ and $c_{ii} > 0$. Therefore, for $v \in \mathcal{V}(c)$ of type $i$ and $x \in \Sigma$ the condition $\mu^c_i(x) \geq 0$
is equivalent to the condition \( \tilde{\beta}_v(\text{pr}_{Y_{\Sigma,t}(0)}) \geq 0 \). This shows that \( N_{\Sigma,c}(0) = Z_{\Sigma,c}(0) \) and finishes the proof. \( \square \)

8.3. Reduction data. We can now reformulate \( S \)-adic reduction theory in geometric terms. The key notion is that of a \emph{reduction datum} from [BK13] (with some necessary modification, see the discussion in Subsection 8.4 below).

Let \( \tau \) be a simplex in \( \Delta \) and let \( x \in X_S \). There then exists an apartment \( \Sigma \) with \( x \in \Sigma \) and \( \tau \subset \partial \Sigma \). For every \( t \in \mathbb{R} \) the set \( Y_{\Sigma,\tau}(t) \) is a closed convex subset of \( \Sigma \) and it follows from Lemma 8.6 that for every vertex \( v \in \tau \) the value \( \beta_v(\text{pr}_{Y_{\Sigma,\tau}(t)}) \) is independent of the chosen apartment \( \Sigma \). In particular, the set \( V(\sigma_t(x, \tau)) := \{ v \text{ vertex of } \tau \mid \beta_v(\text{pr}_{Y_{\Sigma,\tau}(t)}) = t \} \) is independent of the choice of apartment \( \Sigma \), and it is the set of vertices of a unique subsimplex \( \sigma_t(x, \tau) \) of \( \tau \). By construction, \( \sigma_t(x, \tau) \) is the largest face of \( \tau \) such that \( x \) is contained in \( N_{\Sigma,\tau}(t) \) for some (hence any) apartment \( \Sigma \) as above.

Observation 8.11. Given a chamber \( c \subset \Delta \) and a point \( x \in X \) we say that an apartment \( \Sigma \subset X \) is a \( (c, x) \)-apartment if \( x \in \Sigma \) and \( c \subset \partial \Sigma \). Then the following are equivalent:

(i) \( \sigma_t(x, c) = c \).

(ii) \( \beta_v(\text{pr}_{Y_{\Sigma,\tau}(t)}) = t \) for every vertex \( v \in c \) and some (hence any) \( (c, x) \)-apartment \( \Sigma \).

(iii) \( \text{pr}_{Y_{\Sigma,\tau}(t)} \) is contained in the tip of \( Y_{\Sigma,\tau} \) for some (hence any) \( (c, x) \)-apartment \( \Sigma \).

(iv) \( x \in N_{\Sigma,c}(t) \) for some (hence any) \( (c, x) \)-apartment \( \Sigma \).

In this case we say that the chamber \( c \) \( t \)-reduces \( x \).

We can now state the main definition of this section.

Definition 8.12. Let \( R > r > 0 \). Then \( ((\beta_v)_{v \in V(\Delta)}, r, R) \) is called a \emph{reduction datum} if \( \beta_v \) is a rescaled Busemann function centered at \( v \) for every \( v \in V(\Delta) \) and the following properties hold:

1. The family \( (\beta_v)_{v \in V(\Delta)} \) satisfies the nested normal set property;
2. For every point \( x \in X \) there is a chamber \( c \in C(\Delta) \) that \( r \)-reduces \( x \);
3. For any chamber \( c \) that \( r \)-reduces \( x \), the simplex \( \sigma_R(x, c) \) is contained in every chamber \( c' \) that \( r \)-reduces \( x \).

We say that a reduction datum is \( d \)-uniform if for every subset \( B \) of \( X \) of diameter at most \( d \) there is a chamber \( c \) that reduces every point in \( B \). Given such a reduction datum and \( t \in \mathbb{R} \) we then define

\[
Y_t := \left\{ x \in X \mid \beta_v(x) \leq t \text{ for some chamber } c \text{ that } r \text{-reduces } x \text{ and all vertices } v \text{ of } c \right\}.
\]

It follows from (2) every reduction datum is 0-uniform and that the sets \( Y_t \) cover \( X \).
Definition 8.13. Let $\mathcal{R} = ((\beta_v)_{v \in \mathcal{V}(\Delta)}, r, R)$ be a reduction datum and let $\Lambda \subset G_S$ be an approximate subgroup. Then $\mathcal{R}$ is

- **$\Lambda$-quasi invariant** if there is a constant $c \geq 0$ such that
  $$\beta_v(x) - c \leq \beta_{v,\gamma}(\gamma x) \leq \beta_v(x) + c \quad \text{for all } x \in X, \gamma \in \Lambda;$$
- **$\Lambda$-cobounded** if $Y_1$ is at bounded distance from some (hence any) quasi-orbit $\Lambda o$ of $\Lambda$ in $X$.

In [BKW13] the notions of an invariant, respectively cocompact reduction datum was introduced for a subgroup $\Gamma \leq G_S$. The above notions, which apply in the wider context of approximate subgroups, are more general, i.e. in the group case invariance implies quasi-invariance and cocompactness implies coboundedness. We also note:

Observation 8.14. Let $\Lambda \subseteq G_S$ be an approximate subgroup. A reduction datum is $\Lambda$-quasi invariant and $\Lambda$-cobounded if and only if for sufficiently large $t$ the space $Y_t$ has finite Hausdorff distance from some (hence any) quasi-orbit $\Lambda o$.

We can now state the fundamental theorems of $S$-adic reduction theory (Theorem 7.22) and Mahler’s compactness criterion (Theorem 7.3) in the following geometric form; recall that $\Lambda := G(O_S) \subset G_S$.

Theorem 8.15 (Existence of good reduction data). In the setting of Convention 7.1 there exists a $d$-uniform $\Lambda$-quasi invariant reduction datum for every $d > 0$. If $X_k^t(G) = 0$ then it can be chosen to be $\Lambda$-cobounded.

Proof. As before we denote by $(\beta_v)_{v \in \mathcal{V}(\Delta)}$ the quasi-invariant rescaled Busemann functions obtained from Theorem 5.10 rescaled to satisfy the nested normal set property using Proposition 8.9. We need to determine constants $R > r > 0$ such that $((\beta_v)_{v \in \mathcal{V}(\Delta)}, r, R)$ is a reduction datum with the required properties. We will obtain the constants $r$ and $R$ by taking logarithms of the constants $c_1$ and $c_2$ from Theorem 6.3 and Theorem 6.4 into the constants $r$ and $R$ by taking logarithms and applying Lemma 8.10. Throughout we fix a constant $d \geq 0$.

Thus let $c'_1$ be as in Theorem 6.3. Let $x \in X$ be a vertex in the $G_S$-orbit of $o$. Let $g \in G_S$ be such that $g o = x$. Using Lemma 8.10 we can find a constant $r'$ such that $N_{\Sigma,c}(r') \supseteq Z_{\Sigma,c}(\log c'_1)$ for every pair of an apartment $\Sigma$ and a chamber $c$ in its boundary. Let $r \leq r'$ be such that $N_{\Sigma,c}(r)$ contains the $d$-ball around every closed star of every vertex in $N_{\Sigma,c}(r')$ for every $\Sigma$ and $c$.

Now let $x \in X$ be arbitrary and let $y \in B_d(x)$. Let $g \in G_S$ be such that $x$ lies in the closed star of $g o$. By Theorem 6.3 there exists a chamber $c \in \mathcal{C}(\Delta)$ such that $c'_1 \leq \mu_i(P_e, 9C)$ for all $i$. Chasing definitions this translates into $\log c'_1 \leq \mu_i(g o)$ and into $x \in Z_{\Sigma,c}(\log c'_1)$ where $\Sigma$ is an apartment that contains $x$ and contains $c$ in its boundary. By the choice of constants we have $x \in N_{\Sigma,c}(r')$ and thus $y \in N_{\Sigma,c}(r)$.

Let $c_1$ be such that $Z_{\Sigma,c}(\log c_1)$ contains the closed star of every vertex in $N_{\Sigma,c}(r)$ for all $\Sigma$ and $c$, using Lemma 8.10. Let $c_2$ be as in Theorem 6.4 for
that $c_1$. Let $R'$ be such that $Z_{\Sigma,c}(\log c_2) \supseteq N_{\Sigma,c}(R')$ for all $\Sigma$ and $c$. Let $R \geq R'$ be such that every vertex of $N_{\Sigma,c}(R)$ is contained in the closed star of a vertex in $N_{\Sigma,c}(R')$, for all $\Sigma$ and $c$.

Now let $c \subseteq \partial \Sigma$ and $c' \subseteq \partial \Sigma'$ be chambers that share a vertex $v$, and assume that $x \in N_{\Sigma,c}(r) \cap N_{\Sigma,c'}(r)$ and $x \in N_{\Sigma',c'}(R) \cap N_{\Sigma',c'}(R')$. Let $g \in G_S$ be such that $x$ lies in the closed star of $g.o$ and $g.o \in Z_{\Sigma,c}(\log c_1) \cap N_{\Sigma',c'}(\log c_1)$ and $g.o \in N_{\Sigma,c}(R') \cap N_{\Sigma',c'}(R')$. Then $g \in \Omega_{g.o}^{P_c} \cap \Omega_{g.o}^{P_{c'}}$ and $\mu_{\Sigma}^i(g.o), \mu_{\Sigma'}^i(g.o) \geq \log c_2$ meaning $\nu_i(P_c, g.C), \nu_i(P_{c'}, g.C) \geq c_2$. Theorem 6.4 then ensures that $(P_c)_i = (P'_{c'})_i$, i.e. that the vertices of type $i$ of $c$ and $c'$ are the same.

We have shown that $((\beta_v)[v \in V(\Delta)], r, R)$ is a $d$-uniform reduction datum, and by Theorem 7.10 this reduction datum is $\Lambda$-quasi-invariant. Finally we note that $Y_t$ is contained in a bounded neighborhood of $(G_S \cap \bigcup P_{\Omega,\mu}^{P_c} o, o)$, and if $X^N_t(G) = 0$, then it is therefore contained in a bounded neighborhood of $G(O_S).O$ by Corollary 7.4 and thus $\Lambda$-cobounded.

\begin{remark}
We have assumed throughout this section that $G$ is $k$-isotropic; this implies that our definition of $Y_t$ coincides with the definition of $Y_t$ on [BKW13, p. 318] by [BKW13, Remark 12.13]. The case that $G$ is $k$-anisotropic is of little interest to us here, since in this case $\Delta$ is empty. Nevertheless, Theorem 8.15 also works in this setting, albeit trivially: The only chamber is the empty simplex and not having any vertices it trivially reduces every point. Thus $Y_t = X$ for all $t$ and $G(O_S).O$ is cobounded in $X$.
\end{remark}

\section{Comparison with Bux–Köhl–Witzel.} Apart from inclusion of characteristic 0 and approximate groups there is one fundamental difference between the notion of a reduction datum in [BKW13] and ours: while in [BKW13] the scaling constants $(s_i)_{i \in \text{type}(\Delta)}$ are chosen so as to make the functions $(\beta_v)_i$, actual Busemann functions, we chose them to make the rescaled Busemann functions $(\beta_v)_i$ satisfy the nested normal cones property.

The reason is that, as we have seen, the nested normal cones property is crucial and it is implicitly also used in [BKW13, Observation 12.7]. However, actual Busemann functions do not generally satisfy the nested normal cones property as the following example shows.

\begin{example}
The roots and principal weights of the root system of type $D_4$ are the columns of the matrices (see [Bou07, Planche IV])

$$A = \begin{pmatrix} 1 & -1 \\ 1 & -1 \\ 1 & -1 \\ 1 & 1 \end{pmatrix} \quad \text{and} \quad W = \begin{pmatrix} 1 & 1/2 & 1/2 \\ 1 & 1/2 & 1/2 \\ 1/2 & 1/2 \\ -1/2 & 1/2 \end{pmatrix}.$$  

The only principal weight that does not have unit length is the second. Therefore the matrix $W$ of normalized weights is $W$ with the second column replaced by $1/\sqrt{2}(1, 1, 0, 0)$. The vector $v$ satisfying $v.W = (1, 1, 1, 1)$ is $v = (1, \sqrt{2} - 1, 2 - \sqrt{2}, 0)$. The roots evaluate on it to $v.A = (2 - \sqrt{2}, 2\sqrt{2} - 3, 2 - \sqrt{2}, 2 - \sqrt{2})$ with the second entry being $< 0$. So $v$ does not lie in the cone defined by $x.A > 0$. As a remark, note that using $W$ instead of $W$
would result in the vector \( v' = (1, 0, 1, 0) \) with \( v'.A = (1, -1, 1, 1) \) thus using the principal weights without scaling does not resolve the issue.

Remark 8.18. Calculations for Coxeter types of small rank suggest that \((1, \ldots, 1)W^{-1}A \geq 0\) for linear root systems \((A_n, B_n, C_n, F_4, G_2)\) but not for non-linear ones \((D_n, E_6, E_7, E_8)\). That is, Busemann functions should work in the former cases but not in the latter. This suggests also that rescaling constants could be described explicitly depending on the Coxeter diagram.

Now we have seen how our choice of scaling resolves an issue of \([BKW13]\). Since we will eventually use the methods and results from \([BKW13]\), we are left with the task of verifying that our choice of scaling does not break anything in \([BKW13]\). Since the Morse function is based on measuring distance from one fixed set \(Y_R\) it turns out that only one statement needs to be adjusted. Namely \([BKW13]\) Proposition 2.4 remains true as stated but the proof needs to be changed slightly. To explain the change let \((r_i)_{i \in \text{typ}(\Delta)}\) be such that \(r_{\text{typ}(v)}\beta_v\) is a Busemann function and define \(r_{\min} = \min_{i \in \text{typ}(\Delta)} r_i\). Now the set \(Y_{s+R}\) needs to be replaced by \(Y_{s/r_{\min}+R}\). The displayed chain of inequalities becomes

\[
\text{dist}(x_{\Sigma,c}, x) \geq r_{\text{typ}(v)}(\beta_v(x) - \beta_v(x_{\Sigma,c})) > r_{\text{typ}(v)}((s/r_{\min} + R) - R) = (r_{\text{typ}(v)}/r_{\min})s \geq s.
\]

9. PROOF OF THE MAIN THEOREM AND DISCUSSION

We are now ready to prove our main theorem (Theorem 1.1). Recall that it is concerned with the following setup:

Convention 9.1. \(1\) \( S \) is a finite, non-empty set of finite places of \( k \);
\(2\) \( G \) is a non-commutative almost simple \( k \)-isotropic \( k \)-group;
\(3\) \( \Lambda = G(O_S) = \Lambda(G, H, \Gamma, W \cap H) \) is the \( S \)-arithmetic approximate subgroup of \( G \) where \( G, H, \) and \( W \) are chosen as before (Convention 7.1);
\(4\) \( X_s \) is the Bruhat–Tits building associated to \( G(k_s) \) for \( s \in S \) and \( X := \prod_{s \in S} X_s \);
\(5\) \( d := \sum_{s \in S} \text{rk}_{k_s} G \) is the dimension of \( X \).

Note that \( X \) is a product of buildings because \( S \) contains only finite places. With these conventions in place the main theorem says that the approximate group \( \Lambda \) is of type \( F_{d-1} \) but not of type \( F_d \). In view of Proposition 2.23 we have to show that the filtration \((N_r(\Lambda,o))_{r \geq 0}\) is essentially \((d-2)\)-connected but not essentially \((d-1)\)-connected. In view of Lemma 2.3 we may replace this filtration by an equivalent one, which does not involve \( \Lambda \) directly.

To find a more geometric filtration in the equivalence class of \((N_r(\Lambda,o))_{r \geq 0}\) we first observe that the assumptions that \( G \) be non-commutative and almost simple imply that \( X^*_G(G) = 0 \), hence by Theorem 8.15 there exists a \( \Lambda \)-quasi invariant and \( \Lambda \)-cobounded reduction datum \( R = ((\beta_v)_{v \in V(\Delta), r_i} R) \).

We fix such a reduction datum once and for all. By Observation 8.14 the filtration \((Y_t)_{t \geq R}\) is then equivalent to the filtration \((N_r(\Lambda,o))_{r \geq 0}\) by \((Y_t)_{t \geq R}\), hence we see that our main theorem is equivalent to the following geometric
statement, which no longer involves the approximate group \( \Lambda \) directly, but only the reduction datum \( \mathcal{R} \):

**Theorem 9.2.** The filtration \((Y_t)_{t \geq R}\) is essentially \((d-2)\)-connected but not essentially \((d-1)\)-connected

The remainder of this section is devoted to the proof of Theorem 9.2 along the lines of [BKW13]. Note that Sections 1–10 of [BKW13] do not make any assumptions on the characteristic of the local fields underlying the Bruhat–Tits buildings, or in fact any assumption that the buildings be Bruhat–Tits. Our Sections 6 and 7 will act as replacements of Sections 11 and 12 of [BKW13].

A large part of the proof of Theorem 9.2, as given in [BKW13], consists in replacing the filtration \((Y_t)_{t \geq R}\) by a better behaved equivalent filtration several times. We are going to use exactly the same filtrations as in [BKW13], but we need a few additional arguments to see that these filtrations are still equivalent in our more general setting. In fact, in the setting of [BKW13] equivalence of the various filtrations is immediate from the fact that they are all invariant under and cocompact with respect to the same group action (and therefore not even mentioned explicitly), but this argument does not apply in our setting. We therefore trace the proof in [BKW13] arguing that the various filtrations considered there remain equivalent even in the absence of a cocompact group action.

We adapt [BKW13, Section 2] using literally the same definitions. For a point \( x \in X \), as apartment \( \Sigma \) containing \( x \) and a chamber \( c \) in the boundary of \( \Sigma \) that reduces \( x \) we define \( x_{\Sigma,c} \) to be the metric projection of \( x \) to \( Y_{\Sigma,c} \) and put \( \hat{h}_{\Sigma,c}(x) = d(x, x_{\Sigma,c}) \). Proposition 2.1 and Corollary 2.2 of [BKW13] apply verbatim to show that \( \hat{h}_{\Sigma,c} \) does not depend on \( \Sigma \) or \( c \), hence we may define \( \hat{h}(x) = \hat{h}_{\Sigma,c}(x) \) where \( c \) is a chamber reducing \( x \) and \( \Sigma \) is an apartment containing \( x \) and containing \( c \) in its boundary.

The following is a metric version of [BKW13, Proposition 2.4]:

**Lemma 9.3.** For every \( s \) there exists a \( t \) such that

\[
\hat{h}^{-1}([0, s]) \subseteq Y_{R+t} \quad \text{and} \quad Y_{R+s} \subseteq \hat{h}^{-1}([0, t]).
\]

**Proof.** Let \((r_i)_{i \in \text{typ}(\Delta)}\) be constants such that \( r_{\text{typ}(v)} \beta_v \) are actual Busemann functions and let \( r_{\text{min}} = \min_{i \in \text{typ}(\Delta)} r_i \). Then

\[
r_{\text{typ}(v)}(\beta_v(x) - R) \leq r_{\text{typ}(v)}(\beta_v(x) - \beta_v(x_{\Sigma,c})) \leq d(x, x_{\Sigma,c}) = \hat{h}(x)
\]

for all \( v \in \mathcal{V}(c) \), and hence \( \beta_v(x) \leq \frac{1}{r_{\text{min}}} \hat{h}(x) + R \). In particular \( \hat{h}^{-1}([0, s]) \subseteq Y_{R+s/r_{\text{min}}} \).

For the converse direction let us fix an apartment \( \Sigma \) and a chamber \( c \in \partial \Sigma \). If \( \rho \) is a geodesic ray in \( \Sigma \) starting in a point \( x \in Y_R \) and tending to a point \( \xi \) in the closure of \( c \) then for every vertex \( v \in \mathcal{V}(c) \) the function \( \beta_v \circ \rho \) is affine

\[
\beta_v(\rho(t)) = a_{v,\xi} t + b_{v,\xi,\xi}
\] (9.1)
with slope $a_{v,ξ} ≥ 0$ because the diameter of $c$ is at most $π/2$. Moreover $\max_{v ∈ V(c)} a_{v,ξ}$ is bounded away from zero because simplices in the barycentric subdivision of $c$ have diameter $< π/2$. By compactness of $c$ it follows that

$$u := \min_{ξ ∈ Σ} \max_{v ∈ V(c)} a_{v,ξ}$$

exists and is positive. Taking a ray with $ρ(0) = x_{Σ,c}$ and $ρ(d(x, x_{Σ,c})) = x$ it follows from (9.1) that

$$\hat{h}(x) = d(x, x_{Σ,c}) ≤ \max_{v ∈ V(c)} \frac{1}{a_{v,ξ}} (\beta_v(x) - β_v(x_{Σ,c})) ≤ \frac{1}{u} \max_{v ∈ V(c)} (\beta_v(x) - β_v(x_{Σ,c})).$$

By Lemma 8.6 this whole discussion is independent of $Σ$ and $c$. It follows that $\hat{h}^{-1}([0, s]) ⊆ Y_{r+s/u}$. □

The lemma states that the filtrations $(Y_t)_{t ≥ R}$ and $(\hat{h}^{-1}([0, t]))_{t ≥ 0}$ are equivalent so we may work with the latter from now on. We claim that [BKW13] contains a proof that the filtration $(\hat{h}^{-1}([0, t]))_{t ≥ 0}$ is essentially $(d - 2)$-connected and not essentially $(d - 1)$-connected.

In [BKW13] Section 5 the height function $\hat{h}$ is replaced by a function $h$. It is clear from the definition that $h ≤ \hat{h}$ and [BKW13] Observation 5.5 shows that there is a constant $C$ such that $\hat{h} ≤ h + C$. Hence the filtrations $(\hat{h}^{-1}([0, t]))_{t ≥ 0}$ and $(h^{-1}([0, t]))_{t ≥ 0}$ are equivalent and we may work with the latter. The ultimate Morse function $f$ on [BKW13] p.338] has $h$ (maximized over a simplex) as its first component. Consequently $(h^{-1}([0, t]))_{t ≥ 0}$ and $(f^{-1}(t, 0, 0))_{t ≥ 0}$ are equivalent filtrations. In summary we have established an equivalence of filtrations

$$(Y_t)_{t ≥ R} \sim (\hat{h}^{-1}([0, t]))_{t ≥ 0} \sim (h^{-1}([0, t]))_{t ≥ 0} \sim (f^{-1}(t, 0, 0))_{t ≥ 0}. \quad (9.2)$$

Proof of Theorem 9.2. In view of (9.2) it remains to show only that the filtration of $X$ by sublevel sets of the function $f$ is essentially $(d - 2)$-connected but not essentially $(d - 1)$-connected. This is precisely what is established (in greater generality) on [BKW13] p. 345]. □

At this point we have concluded the proof of our main theorem.

10. REDUCTIVE, ANISTOROPIC, AND COMMUTATIVE GROUPS

In this short section we discuss the necessity of the assumptions in our main theorem; we also establish a number of variants, including Corollary 1.2.

Remark 10.1 (The anisotropic case). In the previous section we have only considered the case in which $G$ is $k$-isotropic. If $G$ is $k$-anisotropic then $G(k)$ is a uniform lattice in $G(ℏ)$ by [PR91] Theorem 5.5. This statement can be seen as a tautological form of our Theorem 6.5. Now a direct application of Proposition 2.17 shows that $Λ$ is relatively dense in $G_S$. Thus $Λ$ is coarsely equivalent to $G_S$ and hence to $X_S$ which is contractible. This shows that $Λ$ is of type $F_∞$ in this case.

This shows that the assumption that $G$ be isotropic is necessary.
Proof of Corollary 1.2. We now come to the proof of Corollary 1.2. Let \( \tilde{G} \) be the universal cover of \( G \). This shows that the assumption that \( G \) is non-abelian is necessary.

We now come to the proof of Corollary 1.2.

**Proof of Corollary 1.2.** Let \( G^0 \) denote the connected component of \( G \) and let \( \tilde{G} \) be the universal cover of \( G^0 \), i.e. the simply connected \( k \)-group with central isogeny \( \tilde{G} \to G^0 \). Then \( \tilde{G} \) is an almost direct product of a central torus \( Z \) and its derived subgroup \( D \tilde{G} \) which is semisimple [BT65 Proposition 2.2]. There is a finite extension \( \ell/k \) and a semisimple \( \ell \)-group \( H \) such that \( D \tilde{G} \cong R_{\ell/k} H \) as \( k \)-groups and such that \( H \cong H_1 \times \ldots \times H_k \) where the \( H_i \) are absolutely almost simple, see [BT65 6.21(ii)]. Let \( T \) be the set of places of \( \ell \) that lie above places in \( S \).

The Main Theorem asserts that \( H_i(\mathcal{O}_T) \) is of type \( F_{d_i-1} \) but not of type \( F_{d_i} \) where \( d_i = \inf_{S \in T} r \mathcal{O}_S \). Hence \( (\mathbf{Z} \times H)(\mathcal{O}_T) \) is of type \( F_{d_i-1} \) but not of type \( F_{d_i} \) where \( d = \inf_i d_i \) by Lemma 2.28. The infimum is understood to be \( \infty \) if \( k = 0 \).

Now we claim that the composition

\[
(Z \times H)(\mathcal{O}_T) \to (Z \times D \tilde{G})(\mathcal{O}_S) \to \tilde{G}(\mathcal{O}_S) \to G^0(\mathcal{O}_S) \to G(\mathcal{O}_S) \quad (10.1)
\]

is a coarse equivalence, which will conclude the proof in view of Corollary 2.8.

Put \( S^+ = S \cup V^\inf \) and \( T^+ = T \cup V^\ell \inf \) and note that \( T^+ \) is the set of places above \( S^+ \). Note that for every \( k \)-group \( L \) the \( S \)-arithmetic approximate group \( L(\mathcal{O}_S) \) is a model set of the cut-and-project scheme \( (L_S, L_{S^+}, S, L(\mathcal{O}_S^+)) \) and similarly for \( T \). Using Lemma 2.22 it therefore suffices to show that the composition (10.1) has finite kernel and finite-index image when \( S \) is replaced by \( S^+ \) and \( T \) is replaced by \( T^+ \). We verify this from right to left: \( G^0(\mathcal{O}_{S^+}) \) has finite index in \( G(\mathcal{O}_{S^+}) \); the map \( G(\mathcal{O}_{S^+}) \to G^0(\mathcal{O}_{S^+}) \) has finite kernel.
and finite-index image by \([\text{Beh}68, \text{Satz 1}]\); the same argument applies to the map \(Z \times \mathcal{D} \to \mathcal{G} \); \((Z \times H)(\mathcal{O}_{T^+})\) and \((Z \times \mathcal{D})(\mathcal{O}_{S^+})\) are commensurable by \([\text{Wei}82, \text{§1.3}]\), see also \([\text{Mar}91, \text{Lemma I.3.1.4}]\). □
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