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Abstract. One of the main pillars of the $\Lambda$CDM model is the Cosmological Principle, which states that our Universe is statistically isotropic and homogeneous on large scales. Here we test this hypothesis using the Astrophysical Gravitational Wave Background (AGWB) expected to be measured by the Einstein Telescope-Cosmic Explorer network; in particular we perform a numerical computation of the AGWB dipole, evaluating the intrinsic contribution due to clustering and the kinematic effect induced by the observer motion. We apply a component separation technique in the GW context to disentangle the kinematic dipole, the intrinsic dipole and the shot noise (SN), based on the observation of the AGWB at different frequencies. We show how this technique can also be implemented in matched-filtering to minimize the covariance which accounts for both instrumental noise and SN. Since GW detectors are essentially full-sky, we expect that this powerful tool can help in testing the isotropy of our Universe in the next future.
1 Introduction

The largest fluctuation in the CMB angular power spectrum is the dipole and it is due to the motion of the observer w.r.t. the CMB rest frame [1–5]. At the same time, the observed CMB “anomalies” at low multipoles (e.g., dipolar asymmetry) could suggest a violation of the statistical isotropy [6, 7] and they could provide possible hints of new physics; therefore it is quite natural to investigate the dipole of different observables as a consistency check of the $\Lambda$CDM. In the past years, statistical isotropy has been tested by looking at the dipole of Large-Scale Structure (LSS) surveys at various frequencies, for example for 2MASS and 2MRS in the IR [8], for NVSS [9–11] and for TGSS [12] looking at radio galaxies, and for WISE [13] for quasars. Most of these works have found dipoles with direction similar to the CMB one, but with an unexpected large amplitude, which appears to be in conflict with the Cosmological Principle. In LSS surveys, there are several sources of error, such as the Shot Noise (SN), due to the discreteness of the observed sources [9, 14], the partial sky coverage of the survey, which generates a bias in the amplitude, a degeneracy between the components of the dipole along different directions, and mode coupling between different multipoles. Many of these issues have been studied systematically in [8]. Another trouble in estimating the kinematic dipole in LSS surveys is due to the contamination of the signal due to the intrinsic anisotropies [15]. In particular, the intrinsic dipole due to clustering can give a non-negligible contribution to the total dipole and it has to be properly removed. In [16] the intrinsic dipole
has been subtracted by combining different observables in a galaxy survey. Recently the physical origin of CMB anomalies has been studied also using the Cosmological Gravitational Wave Background detectable by future GW detectors [17].

In this paper we have proposed an alternative way to estimate our peculiar velocity, based on the analysis of the dipole of the astrophysical gravitational wave background (AGWB), generated by the superposition of unresolved signals emitted by astrophysical sources [18–21]. The recent analysis by LIGO/Virgo/KAGRA [22] has shown that the number of mergers of compact objects in the local Universe is quite high, for example for binary black holes (BBH) \( R_{BBH}(z = 0) = 19 \) Gpc\(^{-3}\) yr\(^{-1}\). The population inferred from this local merger rate exhibits a large enough number of GW sources that can generate a stochastic background that could be detected by upgraded and future GW interferometers [23–26]. The upper bound on the total AGWB set by LIGO/Virgo/KAGRA is \( \Omega_{AGWB} \leq 3.4 \times 10^{-9} \) at 25 Hz [27]. Such an AGWB is characterized by a dominant isotropic contribution (the monopole) and by small anisotropies. AGWB anisotropies are generated by different effects: The first contribution is due to the inhomogeneities in the GW sources inherited from the perturbations in the matter distribution of our Universe (intrinsic anisotropies). The computation of these intrinsic anisotropies have been performed for the first time in [28–33], while in [34] the authors kept into account for all the relativistic terms in a general covariant setting. A second contribution is given by the fluctuations in the number of the sources that generate the background, which follow a Poisson distribution, generating a SN term [35, 36]. The last contribution comes from the velocity of the observer w.r.t. the LSS rest frame (kinematic dipole). The AGWB kinematic dipole has been computed using a coordinate independent and gauge-invariant formalism in [34]. The dipole induced by the observer motion has been evaluated for the stochastic gravitational wave background of cosmological origin (CGWB) in [37–39]. In these works, the kinematic dipole has been evaluated as a Doppler boosting of the energy density of the CGWB by using the relative velocity of the observer w.r.t. the CGWB rest frame. In the present work we have quantified the kinematic dipole in a different way, keeping track of the relative velocity between the observer and the sources at different redshifts. This computation leads to the so-called Kaiser-Rocket effect [40], where the kinematic dipole depends on the observer’s velocity weighted by a Kaiser-Rocket factor, which depends on the Hubble expansion and on the evolution of the sources in time. We have performed a numerical computation of the AGWB intrinsic and kinematic dipole for a population of BBH of masses between 2.5 and 100 \( M_\odot \), according to the latest LIGO/Virgo constraints [22]. We have taken into account all the terms in the intrinsic dipole, and we have considered redshift-dependent bias and evolution bias up to redshift \( z \sim 8 \).

Even if the AGWB carries a lot of interesting physical information, both on the astrophysical and on the cosmological side, the low signal-to-noise ratio at present and future interferometers could hinder the power of this observable. The main issue in detecting the anisotropies of stochastic backgrounds is due to the fact that the instrumental noise is larger than the GW spectrum. The standard way to circumvent this problem is to use matched filtering, by convolving the signal in the frequency domain with a filter which is chosen in order to maximize the SNR. This technique has been applied not only to the detection of the monopole [41, 42], but also of the polarization [43, 44] and of the anisotropies [45–47]. While the SNR of the CGWB anisotropies is mainly limited by the instrumental noise, in the AGWB case it has been shown that the SN is at least one order of magnitude larger than the intrinsic anisotropies [35, 36, 48], therefore it would be hard to measure them. The standard way to reduce the SN is to compute the cumulative SNR for several multipoles or to exploit
the cross-correlation of the AGWB with other cosmological probes, such as LSS [49–52] or the CMB [53, 54]. In [51] it has been shown that neglecting the instrumental noise, the cumulative SNR of the cross-correlation between the AGWB and the galaxy number count is larger than one if we sum the contributions up to $\ell_{\text{max}} \gtrsim 10$. In our case, however, we would like to extract information from a single multipole (the dipole) therefore we look for a more efficient way to reduce SN. We have computed indeed the SNR of both auto- and cross-correlation of the AGWB with a galaxy survey, showing that using the standard approach the SNR of the dipole is much smaller than one. So we have exploited the frequency dependence of the three contributions (i.e., intrinsic, kinematic, and SN) to the AGWB anisotropies to perform component separation and to isolate the kinematic dipole with very high accuracy. The underlying idea is that the AGWB is given by the superposition of the GW signal emitted by binary systems, keeping into account for all the evolutionary stages of the binary, the inspiral, the merger, and the ringdown. The inspiral phase gives a $f^{2/3}$ contribution to the monopole, while the other two stages have more complicated parametrizations [55–57]. Since the signals emitted at different stages do not scale in the same way with the frequency, the window function involved in the computation of the AGWB anisotropies depends on the frequency, and so the evolution bias of the GW sources. Thus the kinematic dipole changes in a different way with the frequency w.r.t. the intrinsic and the SN anisotropies, basically due to the Kaiser-Rocket factor. This allows us to isolate the kinematic dipole in the same way galactic foregrounds are removed in CMB experiments [58]. We started by performing component separation in the ideal case where the instrumental noise is neglected. We have found that it is possible to isolate the kinematic dipole from the SN and the intrinsic dipole by simply using Internal Linear Combination (ILC) [59, 60], reducing of more than a factor 10 the error on the kinematic dipole estimate due to SN. Using this technique is possible to generate full maps (i.e., sum of the intrinsic, kinematic, and SN dipole) and to compare the true kinematic dipole map with the cleaned one from the total signal, illustrating that we are able to separate the three contributions. Then, taking into account both the SN and the instrumental noise we have generalized the previous result, deriving a new estimator for the AGWB map. This estimator has the smallest possible covariance and it allows to remove completely the SN. It has been derived for a generic network of GW detectors. However, since one of the best candidate to detect AGWB anisotropies produced by BBHs of solar mass type is the Einstein Telescope (ET)-Cosmic Explorer (CE) network, we have then derived the kinematic dipole estimate for ET+CE network [23, 61, 62].

The techniques introduced in this paper are not only useful for removing the SN, but they automatically allow to disentangle the kinematic and the intrinsic dipoles. Therefore, for sufficiently large GW monopole amplitudes, we have shown how we can measure, without spurious contaminations due to intrinsic anisotropies, our local velocity. To our knowledge, we have introduced for the first time in the GW context a component separation technique to disentangle different contributions to the AGWB spectrum. In our analysis, we have obtained $\text{SNR} \approx 10$ for the kinematic dipole by considering SN only, and $\text{SNR} \approx 2.5$ by considering SN and instrumental noise for ET+CE. In the latter case, the result can be improved for more sensitive interferometers and for different sources considered, for example by looking at the superposition of the AGWB produced by BBH, BNS and BHNS at the same time.

The structure of the paper is the following: in Section 2 we computed the dipole of the AGWB and the SN contribution; in Section 3 we introduced a new technique to do component separation and we derived the new estimator for the AGWB dipolar map; finally in the Conclusions we summarized our results and we highlighted some possible applications.
2 Computation of the AGWB Dipole

2.1 AGWB Anisotropies

The AGWB is generated by the signal superposition of many unresolved astrophysical sources, which emit GWs with a strain not large enough to be detected with SNR larger than a certain threshold \( SNR_{thr} \). The value of the threshold \( SNR_{thr} \) depends on the number of interferometers and on the significance above which we claim a detection [63]. In this work we have considered the network ET+CE and for the SNR threshold we have chosen the value \( SNR_{thr} = 12 \) [23]. Many astrophysical sources can produce an AGWB, such as rotating neutron stars, core collapse supernovas or compact objects coalescences [21]. In this work we will focus on BBH mergers with masses within the LIGO/Virgo range. This choice is motivated by the fact that BBH mergers are expected to be among the dominant source of AGWB, by looking at the most recent constraints on the BBH merger rate and mass distribution [22]. However, the formalism developed here is completely general and can be adapted to any kind of discrete source of GWs, such as Neutron Star Binaries (BNS) [64, 65] or even Primordial Black Holes of both early [66] and late type [67].

The monopole amplitude of the AGWB can be computed by using the energy spectrum emitted by a BBH system in the inspiral, merger, ringdown phases [55–57],

\[
\Omega_{AGWB}(f_o) = \frac{f_o}{\rho_c c^2} \int \frac{dz}{(1+z)H(z)} R^{BBH}(z) \int d\bar{\theta} p(\bar{\theta}) w(z, \bar{\theta}) \frac{dE}{df_e df_e} \frac{d\Omega_e}{df_e df_e} \bigg|_{f_e = (1+z)f_c},
\]

where the window function of the detector \( w \) is related to detector efficiency and it represents the fraction of sources described by \( R^{BBH}(z) \) that are not individually resolved and thus contribute to the AGWB [34, 47, 48]. The expression for the energy emitted by a source used here is valid only for short-lived sources, such as BBH mergers in the mass range of ET+CE, while for periodic long-lived sources we should average the GW emission over several periods of the slow evolution of orbital parameters [34]. In our computation we are also averaging w.r.t. the astrophysical parameters \( \theta \). We have neglected the spin of the BHs since we expect that the spin does not have a great impact on the signal [68]. What we are doing is basically an average w.r.t. the mass distribution of the BBHs only. As a mass function, we have considered a Power Law + Peak model taking into account the latest constraints [22]. However, the validity of the technique to extract the kinematic dipole from AGWB measurements that we will present here does not rely on a specific mass distribution. We leave for a future work the discussion of our technique used in a joint-analysis of the resolved sources and the AGWB, estimating the astrophysical parameters and the kinematic dipole together. Following [48], the merger rate has been computed taking into account the properties of the GW hosts: we look at the cosmic star-formation rate per halo of mass \( M_h \) at redshift \( z \) provided by UniverseMachine [69], \( \langle SFR(M_h, z) \rangle_{SF} \), from which we can derive the merger rate of BBH as

\[
R^{BBH}(z) = \mathcal{A}_{LIGO}^{BBH} \int dt_d p(t_d) \int dM_h \frac{dn}{dM_h}(z_f, M_h) \langle SFR(M_h, z_f) \rangle_{SF},
\]

where \( t_d \) is the time delay between the formation of the binary and its merger and \( z_f \) is the redshift at which the binary system formed, \( z_f(t_d, z) \equiv z(t - t_d) \). For the time delay distribution we have considered an inverse power-law [70], between \( t_d^{min} = 50 \) Myr and the
age of the Universe at the emission of the GWs \( t(z) \),

\[
p(t_d) = \ln \left( \frac{t(z)}{t_{\text{min}}(d)} \right) \frac{1}{t_d}.
\]  

(2.3)

The halo mass function has been taken from [71], using also fitting formulas from [72, 73]. The normalization factor \( A_{\text{BBH}}^{\text{LIGO}} \) has been introduced in order to match the local merger rate with the one estimated by LIGO/Virgo [22], \( R_{\text{BBH}}(0) = 19 \text{ Gpc}^{-3} \text{yr}^{-1} \). \( A_{\text{BBH}}^{\text{LIGO}} \) contains information about the probability that a star becomes a compact object and that a binary system of two compact objects forms.

To compute the AGWB anisotropies we have followed the approach of [34, 48], where the Cosmic Ruler formalism has been applied [74]. In this framework we are able to obtain coordinate independent and gauge invariant results, keeping into account for all possible effects along the past GW-cone. In terms of the AGWB density contrast they are given by,

\[
\delta_{\text{AGWB}}(f_o, \hat{n}) \equiv \Omega_{\text{AGWB}}(f_o, \hat{n}, z) - \bar{\Omega}_{\text{AGWB}}(f_o) = \int dz \tilde{W}(f_o, z) \Delta_{\text{AGWB}}(f_o, \hat{n}, z),
\]

(2.4)

where \( \Delta_{\text{AGWB}} \) is the source function that encodes contribution from density perturbations, redshift-space distortions (rsd), GR effects, and, of course, the proper motion of the observer w.r.t. the sources. The window function \( \tilde{W} \) weights the contributions of \( \Delta_{\text{AGWB}} \) to \( \delta_{\text{AGWB}} \) at the observed frequency \( f_o \) and at redshift \( z \) [34, 47, 48]. It is equal to the energy flux of the GWs emitted by all the sources at redshift \( z \) with emitted frequency \( f_o(1+z) \), normalized w.r.t. the background monopole amplitude at \( f_o \),

\[
\tilde{W}(z, f_o) \equiv \frac{f_o}{\rho c^2} \frac{1}{\Omega_{\text{AGWB}}(f_o)(1+z)H(z)} \int d\bar{\theta} p(\bar{\theta}) w(z, \bar{\theta}) \frac{dE_{\text{GW}}(f_e, \bar{\theta})}{df_e d\Omega_e} \bigg|_{f_e=(1+z) f_o}.
\]

(2.5)

When we have two stochastic fields, \( \delta_X \) and \( \delta_Y \), it is useful to work in Fourier space, in order to separate large-scale and small-scale contributions,

\[
\delta_X(\eta, \vec{x}) = \int \frac{d^3 \vec{k}}{(2\pi)^3} e^{i \vec{k} \cdot \vec{x}} \delta_X(\eta, \vec{k}).
\]

(2.6)

In order to factor out the angular dependence w.r.t. to the direction of observation in the sky \( \hat{n} \) we expand the Fourier transform of the fields in Legendre polynomials,

\[
\Delta^X_\ell(\eta, k) \equiv \int d\mu \mathcal{P}_\ell(\mu) e^{i \vec{k} \cdot \vec{x}} \delta_X(\eta, \vec{k}),
\]

(2.7)

where \( \mu \) is the angle between \( \hat{n} \) and \( \hat{k} \), while \( \phi \) is the azimuthal angle in the plane perpendicular to \( \hat{n} \). The angular power spectrum of the fields \( \delta_X, \delta_Y \) can be written in terms of the source functions \( \Delta^X/Y_\ell \) for the various contributions,

\[
C^XY_\ell = 4\pi \int \frac{dk}{k} P(k) \Delta^X_\ell \Delta^Y_\ell^*,
\]

(2.8)

with \( P(k) \) primordial scalar power spectrum. Typically the angular power spectrum does not depend on the frequency. On the contrary, in the case of the AGWB, it depends on the frequency and this allows to reduce the SN as we will show.

The detailed computation of the AGWB anisotropies has been done in Appendix A and all the contributions to the AGWB \( \ell \)-source function are listed in Eq. (A.11).
2.2 Contributions to the AGWB Anisotropies

A vector $\vec{d}$ generates a dipolar signature in a map when it contributes to the map with a term like $\hat{n} \cdot \vec{d}$, since in the harmonic space this becomes

$$\int d\hat{n} Y_{\ell m}^* (\hat{n}) \hat{n} \cdot \vec{d} \propto \delta_\ell.$$

(2.9)

The AGWB density contrast map is the sum of three different uncorrelated contributions,

$$\delta_{\text{AGWB}}(f, \hat{n}) = \delta_{\text{int}}^{\text{AGWB}}(f, \hat{n}) + \delta_{\text{SN}}^{\text{AGWB}}(f, \hat{n}) + R(f) \vec{v}_o \cdot \hat{n},$$

(2.10)

where the first identifies the anisotropies generated by clustering and GR effects (see Section 2.2.1), while the second one is due to the SN fluctuations of the number of the discrete sources that generate the background (see Section 2.3), while the third one is the kinematic dipole induced by the local motion of the observer (see Section 2.2.2). Note that the first two contributions produce anisotropies also at multipoles larger than one, while the kinematic dipole term affects only the $\ell = 1$ term for full-sky surveys.

To connect the configuration space with the angular power spectra space we simply decompose the fields in spherical harmonics,

$$\delta_{\text{AGWB,}\ell m}(f) \equiv \int d\hat{n} Y_{\ell m}^* (\hat{n}) \delta_{\text{AGWB}}(f, \hat{n}) = \delta_{\text{int}}^{\text{AGWB,}\ell m}(f) + \delta_{\text{SN}}^{\text{AGWB,}\ell m}(f) + \delta_{\text{KD}}^{\text{AGWB,}\ell m}(f),$$

(2.11)

and we compute the angular power spectrum by using

$$\delta_{\ell \ell'} \delta_{mm'} C_{\ell}^{\text{AGWB}}(f, f') \equiv \langle \delta_{\text{AGWB,}\ell m}(f) \delta_{\text{AGWB,}\ell' m'}(f') \rangle = C_{\ell}^{\text{AGWB,}\text{int}}(f, f') + C_{\ell}^{\text{AGWB,SN}}(f, f') + C_{\ell}^{\text{AGWB,KD}}(f, f') \delta_{\ell 1}. $$

(2.12)

Notice that we have a non-zero AGWB angular power spectrum for $f \neq f'$: this is the property that we use to perform component separation of the kinematic dipole contribution. The plot of the $C_1(f, f)$ term at different frequencies and for the three contributions is depicted in the left panel of Figure 1. We can notice that the SN fluctuations are much larger than the KD and the intrinsic ones. Since the SN depends on the sources that generate the background, it cannot be removed by increasing the sensitivity of the interferometers\(^1\), therefore we need to find a strategy to remove it in a statistical way. This is exactly the reason why we will perform a multi-frequency analysis of the AGWB anisotropies, exploiting the fact that we have a non-null cross-correlation between the spectra at different frequencies. In the right plot of Figure 1 we have shown the evolution of the $C_1(f, f)$ spectrum for the intrinsic, SN, KD contributions, normalized w.r.t. the three contributions evaluated at 1 Hz. In this way it is immediate to see that the evolution in frequency for the three contributions is very different for $f \gtrsim 80$ Hz. This means that there is no degeneracy at such high frequencies between the three terms, which means that we can use three different templates in frequency to fit the observed signal and separate the three components in the analysis. The reason why up to $f \approx 80$ Hz the intrinsic, the SN and the kinematic dipoles does not vary with the frequency (or vary a little and in the same way) is discussed in detail at the end of Section 2.2.2. Even though this low frequencies would not be useful to separate the kinematic dipole from the other two contributions, they are useful to reduce instrumental noise, as discussed in detail in Section 3.4.

\(^1\)Actually, it is the opposite: if the sensitivity of the instrument increases, an higher number of sources is resolved, thus less sources contribute to the AGWB and the SN increases.
2.2.1 Intrinsic Anisotropies

The intrinsic anisotropies of the AGWB, generated by the evolution of cosmological perturbations, include the perturbation of AGWB sources, due to Cold Dark Matter (CDM) density perturbations, the redshift-space distortions (RSD), the relative velocities of the sources which emit GWs, and GR effects due to metric perturbations.

A gauge-invariant computation of the AGWB intrinsic anisotropies has been performed in [34]. In Appendix A we show that, in the Poisson gauge, the intrinsic anisotropies are

$$\delta_{\text{AGWB}}^{\text{int}} = \int d\tilde{\chi} \tilde{W} \left[ b(\delta_m - 3\mathcal{H}V) + (3 - b_e)\mathcal{H}V + \left( 3 - b_e + \frac{\mathcal{H}'}{\mathcal{H}^2} \right) \Psi + \frac{1}{\mathcal{H}'} \Phi' - \frac{1}{\mathcal{H}} \partial_\parallel v_\parallel \right]$$

$$+ 2 \left( b_e - \frac{\mathcal{H}'}{\mathcal{H}^2} - 2 \right) I - \left( -b_e + \frac{\mathcal{H}'}{\mathcal{H}^2} + 2 \right) v_\parallel - \frac{1}{\mathcal{H}} \frac{1}{2} h_{ij}^{TT} \eta_i' \eta_j' ,$$

(2.13)

where $b$ is the GW bias, while $b_e$ is the evolution bias and it is discussed in detail in Section 2.2.2. We have introduced the comoving distance $\tilde{\chi}$, which is related to the conformal time through $\tilde{\chi} \equiv \eta_0 - \eta$, with $\eta_0$ the conformal time at the present epoch. The prime here denotes the derivative w.r.t. conformal time. Similar expressions for the electromagnetic (EM) analogues have been derived in [75, 76]. Even though from a mathematical point the equations which describe the anisotropies of the AGWB and of the galaxy number count are almost the same, on the physical side there are relevant differences. Different observables depend indeed on a different way from the frequency, and this could be used to perform component separation between various contributions and to estimate more precisely cosmological parameters.

The angular power spectrum of the intrinsic anisotropies is

$$C_\ell^{\text{int}}(f_o, f_0') = 4\pi \int \frac{dk}{k} P(k) \Delta_\ell^{\text{int}}(f_o, \eta, k) \Delta_\ell^{\text{int}*}(f_0', \eta, k) ,$$

(2.14)
where the source function $\Delta^\text{int}_k$ is the sum of the density, RSD, and GR contributions listed in Eq. (A.11). The angular power spectrum of the intrinsic dipole has been computed with a modified version of CLASSgal [77] and the result is plotted in Figure 1.

### 2.2.2 Kinematic Dipole

As for the intrinsic anisotropies, the computation of the AGWB kinematic dipole has been performed in [34], in analogy with what has been done for galaxies in [75, 76]. As shown in Appendix A, in the Poisson gauge the local velocity of the observer $\vec{v}_o$ generates a dipole pattern of the type

$$
\delta_{\text{KD}}(f_o, \theta) = \int d\tilde{\chi} \hat{W}(f_o, \tilde{\chi}) \left( b_e(f_o, \eta) - \frac{3H'(\eta)}{a(\eta)H^2(\eta)} - 3 \right) \hat{n} \cdot \vec{v}_o = R(f_o)\hat{n} \cdot \vec{v}_o, \quad (2.15)
$$

where we have factorized the frequency dependence in the Kaiser-Rocket factor $R(f_o)$, whose physical meaning will be discussed in detail after Eq. (2.22). We have introduced the evolution bias in terms of the energy flux of GWs $F$ by using

$$
b_e(f_o, z) \equiv \frac{d\ln F}{d\ln a}(f_o, z) = -\frac{1 + z}{F(f_o, z)} \frac{dF}{dz}(f_o, z) = -\frac{1 + z}{R_{\text{BBH}}(z)} \left( \frac{dE_{\text{GW}}}{df_e d\Omega_e}(f_o, z) \right) \frac{dz}{R_{\text{BBH}}(z)} dE_{\text{GW}}(f_o, z). \quad (2.16)
$$

The evolution bias takes into account the anisotropies generated by the creation of new sources. In the case of the AGWB the creation of new sources is weighted w.r.t. the energy emitted by a single source, thus the quantity involved in the evolution bias is not simply the number of sources, but the number of sources at $z$ times the energy emitted by a single source at the frequency $f_o$, which is the total flux emitted at the frequency $f_o$ at redshift $z$,

$$
F(f_o, z) \equiv R_{\text{BBH}}(z) \frac{dE_{\text{GW}}}{df_e d\Omega_e}(f_o, z). \quad (2.17)
$$

There are two strategies to compute the kinematic dipole [78]: the first one consists in using the known value of the Local Group (LG) velocity measured from dipole measurements of the CMB, or of quasars or radio galaxies [12, 13, 79]; Another possible way exploits the fact that the LG motion is generated by the gravitational pull of the surrounding matter in the Universe. If the density perturbations can be approximated by a linear theory, the peculiar velocity is proportional to the gravitational acceleration,

$$
\vec{v}(t, \vec{r}) \equiv \frac{gH}{4\pi} \int_{V_R} d\vec{r}' \frac{\vec{r}' - \vec{r}}{|\vec{r}' - \vec{r}|^3} \delta^R(t, \vec{r}'), \quad (2.18)
$$

where $g$ is the rate of growth of perturbations computed in [73]. In the above expression we implicitly require that there is no velocity bias and that the velocity field is mainly determined by Cold Dark Matter (CDM) clustering. To compute the CDM velocity we use linear theory, relating it to the CDM density. In the above expression for the velocity field, we have smoothed rather heavily the density perturbation on small scales [73, 80]. In this way there is a one-to-one correspondence between redshift and distance [81] and it removes the issues of large velocity dispersions due to the breakdown of linear theory at small scales. The estimates of the two approaches converge in the limit in which the galaxy survey covers a large enough volume. The real observer velocity in a GW experiment is the sum of the LG velocity plus
the relative velocity between the Milky Way and the LG, plus the relative velocity of the Sun w.r.t. the Milky Way, plus the relative velocity of the Earth w.r.t. the Sun. These corrections on the observer velocity are non-negligible, since the Sun motion w.r.t. the local group has about half the amplitude and opposite direction w.r.t. the LG velocity, which implies a lower kinematic dipole [8, 82]. The angular power spectrum of the AGWB kinematic dipole is therefore

\[ C_{\ell}^{KD}(f_o, f'_o) = 4\pi \int \frac{dk}{k} P(k) \Delta_{\ell}^{KD}(f_o, k) \Delta_{\ell}^{KD*}(f'_o, k), \]  

(2.19)

where the source function of the kinematic dipole has been computed in Eq. (A.11),

\[ \Delta_{\ell}^{KD}(f_o, k) = \frac{\delta_k}{2\ell + 1} \int_0^{\eta_0} d\eta \tilde{W}^{[i]}(\eta, f_o) \left[ b_i^{[i]}(f_o, \eta) - \frac{H'(\eta)}{a(\eta)H^2(\eta)} - 3 \right] \frac{1}{k} \theta_{m.o}(k), \]  

(2.20)

with \( \theta_{m.o}(k) \equiv \theta_m(\eta_0, k) \) related to the velocity field of CDM \( \vec{v} \) through

\[ \theta_m(\eta, k) = i\vec{k} \cdot \vec{v}(\eta, k). \]  

(2.21)

In this work, we are computing the angular power spectrum of the kinetic dipole by using the velocity computed in Eq. (2.18), which is the velocity of the LG obtained with linear theory. As discussed before, we are not considering the motion of the Earth, of the Sun and of the Milky Way. These relative motions generate a (non-statistical) Doppler shift in the angular power spectrum of the AGWB measured in the LG frame which can be studied with the formalism discussed in [32, 38, 39]. In our work we study the AGWB kinematic dipole by considering only the LG velocity, assuming that the other velocities have already been subtracted. Due to this, the dependence on the scalar product \( \hat{n} \cdot \vec{v}_o \) in the AGWB density contrast or, equivalently, the \( \delta_{\ell_1} \) factor in the source function, differs from [39], where the kinematic dipole of the AGWB is evaluated as a Doppler boosting with the relative velocity of the observer w.r.t. the AGWB rest frame. After the subtraction of the velocities of the Earth, of the Sun and of the Milky Way, the result of the two different approaches should converge in the limit of a SGWB generated on the surface of a sphere, as it is the case of the CMB. However, our computation, based on the Cosmic Rulers formalism [74], takes into account both the emission of GWs at different times and the different velocities of the emitters. The former effect is encoded in the Kaiser-Rocket factor, (see [83, 84] where this definition has been used to study the dipole in the LSS)\(^2\),

\[ \mathcal{R}(f_o) = \int d\eta \tilde{W}(\eta, f_o) \left[ b_e(f_o, \eta) - \frac{H'(\eta)}{a(\eta)H^2(\eta)} - 3 \right], \]  

(2.22)

which represents a Doppler boosting over many infinitesimal shells, one per each \( \eta \). This is similar to what has been done for the computation of the kinetic dipole of other astrophysical observables in the literature, e.g. for the EM analogue \([15, 75, 76]\). The latter effect is encoded in the redshift-space distorsion (RSD) term, which contributes to the source function of the AGWB intrinsic anisotropies, \( \Delta_{\ell}^{\text{inst}} \). As already stressed in Section 2.2.1, even though there are analogies in the mathematical expressions between the EM case and the AGWB kinematic dipole computed in [34], there are crucial physical differences, such as the frequency dependence of the observables that will be exploited in the statistical analysis of the dipole.

The frequency dependence of the kinematic dipole (in general this is true for all the anisotropies related to the AGWB) is due to the fact that the stochastic signal considered

\(^2\)In literature, it is also called “Finger of the observer” effect, e.g., see [82].
here is the superposition of the signals emitted by BH binaries of different masses, at different redshifts and at different stages of the evolution of the binary. This means that when we observe the AGWB anisotropies at a frequency \( f_o \), at redshift \( z \) a binary system with parameters \( M_1 \) and \( M_2 \) contributes to the background with a frequency \( f = (1 + z) f_o \). To different observed frequencies would correspond then different emitted frequencies, which could in principle correspond to GWs emitted at different stages of the evolution of the binary, therefore the energy spectrum integrated w.r.t. all the astrophysical parameters at the redshift \( z \) is different for different observed frequencies \( f_o \). Since we cannot factorize the frequency dependent part of the energy spectrum with the redshift dependent one, the window function \( \tilde{W} \) and the evolution bias \( b_e \) depend on the frequency in a non-trivial way. To be more clear, if we would have considered only the inspiral phase of the binary, the integrated energy spectrum would have been

\[
\frac{dE_{GW}}{df_e d\Omega_e} |_{f_e=(1+z)f_o} = \int dM_1dM_2 p(M_1,M_2) \frac{dE_{GW}}{df_e d\Omega_e} (M_1,M_2,f_o,z) \propto f_o^{-1/3} (1 + z)^{-1/3}. \tag{2.23}
\]

Therefore, since the monopole amplitude goes as \( \Omega_{AGWB} \propto f_o^{2/3} \), the window function, which depends on the combination

\[
\tilde{W}(z) \propto f_o \frac{dE_{GW}/df_e}{\Omega_{AGWB}(f_o)},
\]

would have been independent of the frequency. The same argument holds for the evolution bias. This is basically the reason why in Figure 1 the intrinsic, the SN and the kinetic dipoles have the same frequency shape for \( f \lesssim 80 \) Hz, where all the objects with masses between 2.5 \( M_\odot \) and 100 \( M_\odot \) emit GWs during the inspiral stage\(^3\). The fact that we cannot disentangle the redshift and the frequency dependence comes from the fact that we are summing the energy contributions from the inspiral, the merger, and the ringdown,

\[
\frac{dE_{GW}}{df_e d\Omega_e} |_{f_e=(1+z)f_o}(z) = \sum_{j=L,M,R} \int dM_1dM_2 p(M_1,M_2) \frac{dE_{GW}}{df_e d\Omega_e} (M_1,M_2,f_o,z) \tag{2.24}
\]

In Figure 1 we have plotted the diagonal part of the dipole spectrum, the \( C^{KD}(f,f) \) term computed in Eq. (2.19), as a function of the frequency. The features of the spectrum are determined by the Kaiser-Rocket factor only.

In this section, we have computed the angular power spectrum of the AGWB kinetic dipole, \( C_t(f_o,f'_o) \). We want to stress however that in order to generate the AGWB kinematic dipole map, it is sufficient to generate the AGWB map at a given frequency \( f_o \), because the kinematic dipole at any other frequency is univocally determined. This can be seen by the fact that the correlation between two kinematic dipoles at different frequencies is exactly one,

\[
{r^{KD}}(f_1,f_2) = \frac{C_t^{KD}(f_1,f_2)}{\sqrt{C_t^{KD}(f_1,f_1)C_t^{KD}(f_2,f_2)}} = \frac{\mathcal{R}(f_1)\mathcal{R}(f_2)}{\sqrt{[\mathcal{R}(f_1)]^2 [\mathcal{R}(f_2)]^2}} = 1, \tag{2.25}
\]

\(^3\)Note however that a non-trivial frequency dependence could appear also at frequencies dominated by GW emission in the inspiral stage, if the proper expression for the energy emitted by continuum sources (when the binary system evolves very slowly) is considered. In this case, instead of using the merger rate times the total energy emitted by a source we should compute the number of sources and the average energy emitted over an orbital period. This computation could generate a non-factorizable frequency dependence in the spectrum, but we will discuss this in more detail in a future work, where sources of different masses and different interferometers will be considered.
therefore, from a statistical point of view, the two variables are linearly dependent. From a more physical point of view, one can argue that the kinematic dipole is induced by the velocity of the observer \( \vec{v}_o \) which depends on the matter distribution, but not on the frequency of the observed GWs. Any information about the frequency of the GWs is indeed encoded in the Kaiser-Rocket factor that can be factorized.

### 2.3 Shot Noise

Since the AGWB is generated by the superposition of unresolved astrophysical sources, it is naturally affected by SN, because the sources are discrete events which follow a Poisson distribution [35, 36, 85, 86]. The variance associated to the expected number of processes corresponds exactly to the SN.

Following [48], the mean number of GW events per halo is essentially the merger rate of objects per halo, times the probability of having a merger after a time delay \( t_d \) w.r.t. the formation of the binary, with astrophysical parameters \( \vec{\theta} \) and times the observation time,

\[
N_{GW|h}(M_h, z, t_d, \vec{\theta}) = p(t_d)p(\vec{\theta})A_{LIGO}\langle SFR(M_h, z_d)\rangle_{SF} w(z, \vec{\theta}) T_{obs} dV dz d\Omega_e (z_d),
\]

where \( A_{LIGO} \) is the LIGO normalization on the local merger rate and \( dV/dz \) is the volume element which converts the number density to the number of objects. In the above expression \( z \) is the redshift at which GWs are emitted, \( t \) is the time at redshift \( z \) and \( z_d \) is the redshift at \( t - t_d \).

The AGWB anisotropies are described by

\[
\delta_{AGWB}(\hat{n}, f_o) = \frac{1}{\Omega_{AGWB} T_{obs} \rho c^2} \frac{f_o}{\int \frac{dz}{H(z)(1+z)} \int d\vec{\theta} \frac{dE}{d\Omega_e df_e} (z, f_o, \vec{\theta})} \int dM_h \int dt_d \frac{dn}{dM_h} (M_h, z_d) \frac{N_{GW|h}(M_h, z, t_d, \vec{\theta}) - \bar{N}_{GW|h}(M_h, z, t_d, \vec{\theta})}{\frac{dV}{d\Omega_e} (z_d)}.
\]

(2.28)

Since the fluctuations due to SN are uncorrelated with fluctuations due to cosmological perturbations, there is no cross-correlation between the SN and the intrinsic anisotropies. The only contribution given by SN is due to fluctuations of \( N_{GW|h} \), which follows a Compound Poisson Distribution, whose covariance has been computed in Appendix B. The SN angular

\[z_d\] to compute

\[
t_d = - \int_{z_d}^z \frac{1}{(1 + \tilde{z})H(\tilde{z})}.
\]

(2.27)

We consider \( t_d \) between 50 Myr and the age of the Universe [70]. Note that for very high redshifts the SFR is zero, thus the imprint of very high \( z_d \) on the AGWB is zero too.
power spectrum is independent from the angular scale \( \ell \) considered and it is equal to \cite{48}

\[
C_{\ell}^{AGWB,SN} = \int d\hat{n}' Y_{\ell m}^*(\hat{n}') Y_{\ell m}(\hat{n}') \langle \delta_{AGWB}(\hat{n}, f_1) \delta_{AGWB}(\hat{n}, f_2) \rangle_{SN}
\]

\[
= \frac{1}{\rho_c^2 c^4 T_{\text{obs}}^2} \frac{f_1 f_2}{\Omega_{AGWB}(f_1) \Omega_{AGWB}(f_2)} \int dz \left[ \frac{1}{H(z)(1 + z)} \right]^2 \int d\vec{\theta} \frac{dE}{d\Omega_d df_e} (z, f_1, \vec{\theta}) \frac{dE}{d\Omega_d df_e} (z, f_2, \vec{\theta}) \\
\int dM_h \int dt d\frac{dn}{dM_h} (M_h, z_d) \frac{N_{GW|h}(M_h, z, t_d, \vec{\theta}) + N^2_{GW|h}(M_h, z, t_d, \vec{\theta})}{\left( \frac{dV}{d\Omega d\theta dM_h}(z_d) \right)^2}.
\]

In the computation of \( C_{\ell}^{AGWB,SN} \) done here we have assumed that only binaries with the same astrophysical parameters, time delay and formation redshift are correlated. This contribution is expected to be the dominant one, but, for completeness, one has to consider possible SN correlations between binaries with different properties, with a formalism similar to the one used in \cite{87} for overlapping tracers. This has been discussed in Appendix B. The crucial feature of the SN of the AGWB is that it correlates at different frequencies. This correlation comes from the fact that binaries with the same properties and formed at the same time \( z_d \) emit at each \( z \) GWs with the same frequency, \( f(z, t_d, \vec{\theta}) \), but to compute the AGWB anisotropies we integrate along the past GW-cone, therefore we can correlate GW signals emitted at \( z \) with the ones emitted at \( z + \delta z \) by the same kind of sources, which have nonvanishing SN. In this work, we are interested in the late-inspiral, in the merger and in the ringdown, which have a very small duration compared to the timescales over which we are integrating to compute the AGWB, therefore in the interval \( \delta z \) the frequency \( f(z + \delta z, t_d, \vec{\theta}) \) covers over all the frequencies of the merger and the ringdown, thus we are allowed to correlate \( f_1 \) with \( f_2 \).\footnotemark[5] Apart from the frequency, the quantities evaluated at \( z + \delta z \) are equivalent to the one evaluated at \( z \), because \( \delta z \) corresponds to a timescale much smaller than the one involved in the AGWB computation, thus we obtain Eq. (2.29). The assumption that a small \( \delta z \) covers all the evolution of the binary system is valid only for burst sources, while for continuous sources, e.g. inspiralling binaries which have not merged during a Hubble time, the evolution of the system in time has to be considered and we have to use a different expression to compute the total energy emitted \cite{34}.

We have depicted the dipole power spectrum of the SN for \( f_1 = f_2 \) for \( T_{\text{obs}} = 10 \, \text{yrs} \) in Figure 1. As already stressed, the SN is approximately two orders of magnitude larger than the kinematic and the intrinsic dipoles. The result is consistent with \cite{36, 48}.

There are several strategies to reduce the SN. The first one exploits cross-correlations \cite{54}, which allows in general to obtain higher SNRs w.r.t. the auto-correlation case. However, if the SN is some orders of magnitude larger than the intrinsic anisotropies, as in our case, it is hard to cancel this contribution by using few tracers only. Alternatively, one could use new statistical estimators \cite{35}, to cancel the offset in the estimate of the angular power spectrum and to reduce as much as possible the SN.

\footnotetext[5]{The factor \( dE/d\Omega_d df_e \) weights the contributions to the SN of sources of different masses at different redshifts, hence if \( f \) is outside the frequency range over which a binary of parameters \( \vec{\theta} \) emits, the energy spectrum is zero and we do not count such binaries.}
As a new method, we will try to reduce the SN by correlating the AGWB anisotropies at different frequencies, exploiting the different dependence on the frequency of the SN and of the intrinsic w.r.t. the kinematic dipole.

3 Component Separation of AGWB Anisotropies

3.1 Detectability of the Kinematic Dipole

In this Section we want to give an estimate of the detectability of the AGWB kinematic dipole, by using an SNR analysis. We want to show that in principle, if one ignores the frequency dependence of the AGWB anisotropies in an SNR analysis, a detection of the kinematic dipole (and of the other anisotropies too) would be more challenging. If we consider BBH mergers in the mass range of $2.5 - 100 M_\odot$, the most promising experiment to detect the anisotropies of the AGWB is the network obtained by the combination of ET and CE, because with the current bounds on the amplitude of the AGWB monopole aLIGO has a too low sensitivity [48]. Therefore, from now on, we will focus on the ET+CE case only and we compute the noise angular spectrum using the Schnell code [45]. We consider one ET-D [61] located in Sardinia and one CE [62] with the two interferometers located in Hanford and Livingston\(^6\).

To quantify the amount of physical information that we can extract by studying the AGWB dipole we consider as observable the angular power spectrum of the auto- and of the cross-correlation of the AGWB with a galaxy survey, by choosing a specific survey in order to maximize the correlation and so the SNR. One suitable survey to be combined with the AGWB is SKAO2, and in Appendix C we report the parametrization that we have used. We will not compute the SNR of the auto-spectrum of the galaxy survey, which is larger than one, since we are interested in discussing only the extra-information we can add by looking at the AGWB.

The SNR is defined as the ratio between the signal we want to measure and the noise of the detector,

$$\text{SNR} = \sum_{\ell=1}^{\ell_{\text{max}}} \tilde{C}_\ell^T \text{cov}_\ell^{-1} \tilde{C}_\ell, \quad (3.1)$$

where $\ell_{\text{max}}$ identifies the maximum multipole at which we have a non-negligible contribution to the SNR. The vector $\tilde{C}_\ell$ represents the observables we are looking at,

$$\tilde{C}_\ell = \begin{pmatrix} C_\ell^{\text{AGWB}} \\ C_\ell^{g \times \text{AGWB}} \end{pmatrix}, \quad (3.2)$$

while cov\(_\ell\) is the covariance between the pseudo-$C_\ell$’s estimators we are using for the angular power spectrum. We can write the SNR as the sum in quadrature of the SNRs at a given multipole, because for GW experiments $f_{\text{sky}} \approx 1$, thus we have no mode-coupling between different multipoles. The covariance of these estimators is given by the sum of the cosmic variance and of instrumental noise plus SN,

$$\text{cov}_\ell = \frac{2}{2\ell + 1} \left( \left( C_\ell + N_{ji} \right)^2 \left( C_\ell^{g \times i} + N_{\ell}^{g \times i} \right) + \left( C_\ell^{g \times i} + N_{\ell}^{g \times i} \right)^2 \left( C_\ell^{\times i} + N_{\ell}^{\times i} \right) \right), \quad (3.3)$$

\(^6\)The state of the art for the CE detectors is one detector in US and one in Australia (see [26]). However the exact location of the detectors does not affect the analysis and the main results of the paper.
where we have used the compact notation $i = \text{AGWB}$, $j = g$ (i.e., galaxy). For the noises in the covariance we have considered

$$N_{\ell}^{\text{AGWB}} = \epsilon_{\ell}^{\text{AGWB,SN}} + N_{\ell}^{\text{AGWB,inst}},$$

$$N_{\ell}^{g} = \frac{1}{N_{g}},$$

$$N_{\ell}^{g \times \text{AGWB}} = N_{\ell}^{g \times \text{AGWB,SN}},$$

(3.4)

where $1/N_{g}$ is the SN term for the galaxy survey and it represents the total number of galaxies observed, while $N_{\ell}^{g \times \text{AGWB,SN}}$ is the SN of the cross-correlation between the galaxy number count and the AGWB [49, 51]. In this computation we have however neglected the impact on the SNR of the SN of the cross-correlation, since we want just to show that by looking at the dipole at just one frequency the SNR is much lower than one. Note that in this preliminary computation we have assumed that the integrated response of the instrument can be written in terms of an angular power spectrum. However, in Section 3.4 we will quantify more properly the instrumental noise and we will define a more general estimator for the kinematic dipole, which minimizes both instrumental noise and SN.

In Figure 2 we have depicted the cumulative SNR of the various contributions to the anisotropies as a function of the maximum multipole considered. We have also plotted the various contribution to the SNR up to $\ell_{\max} = 200$ as a function of the monopole amplitude of the AGWB. Note that when instrumental noise is considered, different choices of $\ell_{\max}$ above a certain value do not change the SNR, since the instrumental noise automatically keeps into account for the angular resolution of the detector. We have computed the SNR in three different scenarios: with instrumental noise only, with SN only, and with SN plus instrumental noise.

### 3.2 Multi-Frequency Observations

The total AGWB map at frequency $f_o$ is the sum of four contributions,

$$\delta_{\text{AGWB, fm}}^{\text{obs}}(f_o, \hat{n}) = \delta_{\ell}^{\text{KD}, \text{AGWB, fm}}(f_o, \hat{n}) + \delta_{\ell}^{\text{int}, \text{AGWB, fm}}(f_o, \hat{n}) + \delta_{\ell}^{\text{SN}, \text{AGWB, fm}}(f_o, \hat{n}) + n_{\ell}^{\text{inst}}(f_o),$$

(3.5)

where the kinematic dipole term and the intrinsic dipole term contain the astrophysical and cosmological information we would like to extract, while the other two represent a source of uncertainty in our measurements. As discussed in Section 2.3, the SN is larger than the kinematic/intrinsic anisotropies, therefore it could be a limitation for future GW experiments that plan to look at the physics beyond the monopole of astrophysical backgrounds. At the moment, in the literature the only discussion regarding the SN of the AGWB has been done in [35, 36, 48, 49, 51], without providing a valid solution to deal with this issue. On the contrary, many techniques have been adopted to reduce instrumental noise at GW interferometers and they exploit the fact that instrumental noise has a different dependence on the frequency w.r.t. the signal, therefore it is possible to choose some proper weights to $\delta_{\text{AGWB, fm}}^{\text{obs}}$ at different frequencies to minimize the covariance of the AGWB map estimator.

As stressed in Section 2, the AGWB angular power spectrum depends on the observed frequency $f_o$, due to the dependence of the window function $\hat{W}$ and the different GW bias and GW evolution bias. The key point here is that the four contributions to the total observed signal depends on the frequency in a different way, therefore it should be possible to break the degeneracy among them by combining the observation for all the available spectra.
Figure 2. Plot of the contributions to the cumulative SNR as a function of the maximum multipole, with SN only (upper left), with instrumental noise only (upper right), with instrumental noise plus SN (lower left). The blue line corresponds to the kinematic dipole, the orange one to the intrinsic dipole, the green one to the intrinsic anisotropies and the red one to the total. When instrumental noise is considered, we have computed the cumulative SNR assuming the maximum monopole amplitude for the AGWB. Lower right: plot of the cumulative SNR for $\ell_{\text{max}} = 200$ as a function of the monopole amplitude of the AGWB, considering both instrumental noise and SN. We have considered $\ell_{\text{max}} = 200$, because, when we compute the SNR with instrumental noise, we automatically take into account the angular resolution of the detector, therefore higher multipoles give negligible contribution to the SNR. All the SNRs have been computed for the auto-correlation of the AGWB and for the cross-correlation between the AGWB with the galaxy survey SKAO2. The SNR computed here does not include the auto-correlation of the galaxy survey, because we want to quantify the amount of extra-information added by considering also the AGWB in the analysis.

Note that the same procedure is used for instance to remove galactic foregrounds from CMB maps [58, 59]. The most commonly used technique to extract the kinetic dipole is to combine different observables [16], in order to remove spurious contributions from the intrinsic dipole. For the AGWB it is however natural to use a component separation technique based on multi-frequency observations, because the intrinsic anisotropies and the SN have the same frequency-dependence, because the window function $\tilde{W}$ is very similar to the kernel, which determines the frequency dependence of the SN. This means that, if we introduce an estimator to minimize the covariance of the kinematic dipole, we would be able to remove, at the same time, the intrinsic dipole and the SN, because of their similar frequency shape.

In this section we will start showing how we can reduce SN and the intrinsic anisotropies contribution in the kinematic dipole estimate by combining the AGWB at few discrete frequencies. For the moment we will neglect instrumental noise, which will be included later on.
This part should be useful to intuitively understand the validity of our method and to justify the next step, where we will combine instrumental noise with the total AGWB signal, writing down an expression for an estimator of the kinematic dipole map with minimum covariance.

### 3.3 Component Separation with Multi-Frequency Observations

In this section we want to separate the different contributions to the AGWB by using observations of the anisotropies at different frequencies.

The SN for two frequencies \( f_1, f_2 \), given the window function \( w(z) \), is [48]

\[
C_{\ell}^{AGWB,SN}(f_1, f_2) = \frac{1}{(\rho_c c^2 T_{\text{obs}})^2} \int dz \left[ \frac{1}{(1+z)H(z)} \right]^2 \int d\bar{\theta} K(z, f_1, f_2, \bar{\theta}) S(z, \bar{\theta}) , \tag{3.6}
\]

where the frequency kernel \( K \) and the SN fluctuation at redshift \( z \) are

\[
K(z, f_1, f_2, \bar{\theta}) = \frac{f_1 f_2}{\Omega_{\text{AGWB}}(f_1) \Omega_{\text{AGWB}}(f_2)} \frac{dE}{df_e d\Omega_e} \frac{dE}{df_e d\Omega_e} \frac{\bar{N}_{GW|h}(M_h, z, t_d, \bar{\theta}) + \bar{N}_{GW|h}^2(M_h, z, t_d, \bar{\theta})}{(\frac{dV}{dz}(z_d))^2} ,
\]

and the average number of GW events per halo of mass \( M_h \) at redshift \( z \) has been defined in Eq. (2.26). The \( S(z, \bar{\theta}) \) factor encodes the information about the SN fluctuation of the number of GW sources, while the \( K(z, f_1, f_2, \bar{\theta}) \) factor weights the contribution to the signal of GW sources with different masses (in general with different astrophysical parameters) in the given frequency bin. The intrinsic anisotropies of the AGWB depend on the frequency through the window function \( \tilde{W} \) defined in Eq. (2.5), therefore, as a first approximation, neglecting other possible frequency dependencies due for instance to the GW bias, we can assume that the SN and the intrinsic anisotropies are very similar and cannot be disentangled with this technique. On the other hand, the dominant frequency dependence contribution of the kinematic dipole is given by evolution bias, which depends differently on \( f_o \) w.r.t. \( \tilde{W} \).

Intuitively, what we are saying is that if we look at two maps at frequencies \( f_1, f_2 \) the map observed at \( f_1 \) is constrained by the map observed at \( f_2 \) by a mean and a covariance given by

\[
\mu_{\ell m}(f_1 | f_2) = \frac{C_{\ell m}^{\alpha}(f_1, f_2)}{C_{\ell m}^{\alpha}(f_2, f_2)} \delta_{\ell m}(f_2) ,
\]

\[
C_{\ell m}^{\alpha}(f_1 | f_2) = C_{\ell m}^{\alpha}(f_1, f_2) - \frac{[C_{\ell m}^{\alpha}(f_1, f_2)]^2}{C_{\ell m}^{\alpha}(f_2, f_2)} , \tag{3.8}
\]

with \( \alpha = \{ \text{int}, \text{SN}, \text{KD} \} \). The idea is that if we combine the two maps in a proper way, we can cancel the SN bias, and the resulting map will have covariance given by the covariance of the conditioned maps. The point is that if this covariance is sufficiently small, we are able to reduce the impact of SN on our KD estimate. Note that if the kinematic dipole and the SN would have the same frequency dependence, we are not able to separate the two maps, because the linear system would be degenerate, which is approximately what happens for the SN and the intrinsic anisotropies.
The generalization of what we have described for more than two frequencies and with a more formal derivation of the estimator, is the Internal Linear Combination (ILC) \cite{59, 60}, or any other kind of component separation technique.

The ILC does the following: suppose you have some maps at different frequencies, from which you extract the dipole

\[
\vec{d}_{\text{obs},i} = \vec{d}_{\text{int},i} + \vec{d}_{\text{K}D,i} + \vec{d}_{\text{SN},i},
\]

(3.9)

where the vectors refer to the different frequencies, while the index \(i\) represents the \(x, y, z\) directions in the sky. The dipole at a pivot frequency \(f_{\text{piv}}\) is related univocally to the velocity of the observer through the Kaiser-Rocket factor defined in Eq. (2.22),

\[
d_{\text{K}D}(f) = R(f)v_{o,i}.
\]

(3.10)

Therefore the total signal is

\[
\vec{d}_{\text{obs},i} = Rv_{o,i} + \vec{d}_{\text{int},i} + \vec{d}_{\text{SN},i}.
\]

(3.11)

Since the AGWB anisotropies are measured at different frequencies, we can combine the data in a smart way to find an estimator of the observer velocity with a small covariance. This is done by writing down the most general linear estimate of the observer velocity,

\[
\hat{v}_{o,i} \equiv \vec{w}^T \vec{d}_{\text{obs},i},
\]

(3.12)

and by choosing the weights \(\vec{w}\) of the linear combination that minimize the covariance of the estimator,

\[
\frac{\partial}{\partial \vec{w}} \langle (\hat{v}_{o,i} - v_{o,i})^2 \rangle = 0.
\]

(3.13)

We require also that our estimator is unbiased, therefore in order to have \(\hat{v}_{o,i} \propto v_{o,i}\), we need that \(\vec{w}^T \vec{R} = 1\). To minimize the differential equation with a constraint we use a Lagrange multiplier. We introduce the Lagrangian function \(\mathcal{L}\),

\[
\mathcal{L}(x, \lambda) = \langle (\hat{v}_{o,i} - v_{o,i})^2 \rangle - \lambda \left( \vec{w}^T \vec{R} - 1 \right) = \vec{u}^T C\vec{w} - \lambda \left( \vec{u}^T \vec{R} - 1 \right),
\]

(3.14)

where \(C\) is the covariance matrix of the total dipole, where its \((\alpha, \beta)\) entry is defined as,

\[
C_{\alpha\beta} \equiv \text{cov} \left[ \vec{d}_{\text{obs},i}(f_\alpha), \vec{d}_{\text{obs},i}(f_\beta) \right] = C_{\text{int}}^{\alpha}(f_\alpha, f_\beta) + C_{\text{SN}}^{\alpha}(f_\alpha, f_\beta).
\]

(3.15)

We impose that the Jacobian of this function is zero, finding

\[
\begin{cases}
\vec{w}^T \vec{R} = 1 \\
2\vec{w}^T C - \lambda \vec{R}^T = 0
\end{cases}
\rightarrow \begin{cases}
\vec{w}^T = \frac{1}{2} \lambda \vec{R}^T C^{-1} \\
\frac{1}{2} \lambda \vec{R}^T C^{-1} \vec{R} = 1
\end{cases}
\rightarrow \begin{cases}
\lambda = \frac{2}{\vec{R}^T C^{-1} \vec{R}} \\
\vec{w}^T = \frac{1}{\vec{R}^T C^{-1} \vec{R}}
\end{cases}
\]

(3.16)

The estimator of the observer velocity is then computed by substituting in Eq. (3.12) the weights \(\vec{w}^T\) computed above,

\[
\hat{v}_{o,i} = \frac{\vec{R}^T C^{-1} \vec{d}_{\text{obs},i}}{\vec{R}^T C^{-1} \vec{R}}.
\]

(3.17)

The error associated to the estimate is

\[
\sigma_{\hat{v}_{o,i}} = \sqrt{\langle (\hat{v}_{o,i} - v_{o,i})^2 \rangle} = \sqrt{\vec{w}^T C\vec{w}} = \frac{1}{\sqrt{\vec{R}^T C^{-1} \vec{R}}}.
\]

(3.18)
We have computed $\sigma_{v_{o,i}}$ for different $\vec{f}$, varying both the total number of frequencies in the ILC analysis and the combination of frequencies, looking for the one with the minimum error. We have compared the analytical estimate of the ILC error, Eq. (3.18), with the Root Mean Square of $M = 10^4$ realizations of the system. More specifically, we have generated $M$ realizations of the SN, of the intrinsic and of the kinetic dipole anisotropies. These are uncorrelated, therefore the total map is simply the sum of the three maps generated independently. We then apply the ILC to each of the $M$ maps, finding $\vec{v}_{o}^{\text{est}}$, which can be compared with the $\vec{v}_{o}$ true value, which is given by the realization of the kinetic dipole anisotropies divided by the Kaiser-Rocket factor.

In order to show how powerful this technique is, we show explicitly the result of our analysis for one single realization. We have $N = 42$ frequencies evenly spaced over the interval $[100, 1000]$ Hz. Compared to the input value we find the following estimate

$$\vec{v}_{o} = (0.0018 0.0032 0.0002),$$

$$\vec{v}_{o}^{\text{est}} = (0.0020 0.0031 0.0002) \pm 0.0002. \quad (3.19)$$

The velocity here has been computed in natural units, $c = 1$, and it represents the velocity of the LG generated from the power spectrum of the density field evaluated at the present epoch. Up to statistical fluctuations due to the fact that we are generating a Gaussian random field, the input velocity $\vec{v}_{o}$ is consistent with the LG one estimated by Planck, $v_{o} \approx 600\,\text{km/s}$ [4].

As stressed in Section 2.2.2, in this work we are interested in providing a useful tool for the statistical analysis of the AGWB kinematic dipole, therefore we assume that the velocities of the Earth, of the Sun and on the Milky Way have already been subtracted before performing this analysis. Their net effect is a Doppler shift in the angular power spectrum of the AGWB in the LG rest frame, that can be studied in detail as discussed in [39]. In Figure 3 we have given a map explanation of what we are doing: we have plotted the observed map at $f = 30$ Hz, $\delta_{\text{AGWB}}^{\text{obs}}$, the “cleaned” velocity map, $\hat{n} \cdot \vec{v}_{o}^{\text{est}}$, and the input velocity map, $\hat{n} \cdot \vec{v}_{o}$. We can see that without component separation we are not able to distinguish the kinematic dipole imprint on the AGWB dipole, because the SN is much larger, but after our multi-frequency analysis, giving proper weights to the different maps, we are able to disentangle the different contributions, finding that the reconstructed map and the input one are similar at percent level.

To conclude, we have computed the SNR for our new estimator, \footnote{We have decided to quantify the amount of information on the kinematic dipole we can extract from the AGWB anisotropies in terms of this SNR, summing over all the components in real space of the observer velocity.}

$$\text{SNR}^2 = \vec{v}_{o}^T \text{cov}_{\text{ILC}}^{-1} \vec{v}_{o}, \quad (3.20)$$

where $\text{cov}_{\text{ILC}}$ in this case is simply a diagonal matrix with entries $\sigma_{v_{o,i}}$, defined in Eq. (3.18). The result we have found is $\text{SNR} \approx 10$, therefore we are able to faithfully reconstruct the local velocity of the observer by considering SN only.

The key assumption we have done here is that we are able to know exactly the Kaiser-Rocket factor $R(f)$ and the theoretical values of the angular power spectra of the SN and of the intrinsic anisotropies. This is of course a simplification, since there are several uncertainties in the astrophysical models which describe the formation and the evolution of binary systems. However, the point we want to stress is that future detectors like ET will be able to detect more than $10^5$ sources [88], shedding light on the population of compact objects in binary systems.
In addition, the component separation introduced here can also be done in a joint-analysis of resolved sources and AGWB. In this way one could marginalize over (some) astrophysical parameters, propagating the error bars on the final estimate of the kinematic dipole.

### 3.4 AGWB Kinematic Dipole Estimate with Shot Noise and Instrumental Noise

Now we want to generalize the previous computation to derive the best unbiased estimator for the AGWB kinematic dipole, keeping into account also the instrumental noise. To combine SN and instrumental noise, we use the code Schnell, therefore here we will use the same formalism of [45]. The AGWB is described by

\[
h_{ij}(t, \vec{x}) = \sum_p \int df \int d\hat{n} h_p(f, \hat{n}) e^{2\pi f(t - \hat{n} \cdot \vec{x})} e_{ij}^p(\hat{n}),
\]

where \(p\) is the GW polarization and \(\hat{n}\) the direction of observation. The data measured by a detector \(A\) at position \(\vec{x}_A\) for an observation time \(T\) is

\[
d_{A,T}(t, f) \simeq \int d\hat{n} \sum_p F_A^p(f, \hat{n}) h_{ij}^{\text{tot}}(f, \hat{n}) + n_{A,T},
\]

where we have introduced

\[
F_A^p \equiv a^{ij}_A e_{ij}^p e^{-2\pi f \hat{n} \cdot \vec{x}_A},
\]

with \(a^{ij}_A\) the detector response function. Note that for the AGWB \(h_{ij}^{\text{tot}}\) is the sum of three contributions,

\[
h_{ij}^{\text{tot}}(f, \hat{n}) = h_{ij}^{\text{KD}}(f, \hat{n}) + h_{ij}^{\text{int}}(f, \hat{n}) + h_{ij}^{\text{SN}}(f, \hat{n}).
\]
The power spectrum of $h_p$ is
\[ \langle h_p(f, \hat{n}) \, h_p'(f', \hat{n}') \rangle = \frac{1}{2} \delta(f - f') \frac{\delta(\hat{n} - \hat{n}')}{4\pi} \delta_{pp'} I(f, \hat{n}), \]
where we have assumed that the only non-null Stokes parameter is the intensity, therefore we are legitimated to introduce $\delta_{pp'}$. The amplitude of the AGWB is related to the intensity through [30, 89]
\[ \Omega_{GW}(f, \hat{n}) = \bar{\Omega}_{GW}(f) \left[ 1 + \delta_{GW}(f, \hat{n}) \right] = \frac{4\pi^2 f^3}{3H_0^2} I(f, \hat{n}). \]
As stressed in Section 2.2.2, the frequency dependence of the AGWB kinematic dipole intensity can be factorized,
\[ I_{KD}(\hat{n}, f) = \frac{\Omega_{AGWB}(f)/f^3}{\Omega_{AGWB}(f_{piv})/f_{piv}^3} \frac{C_{AGWB,KD}(f, f_{piv})}{C_{AGWB,KD}(f_{piv}, f_{piv})} I_{KD}(\hat{n}, f_{piv}) \]
\[ = \mathcal{E}_{KD}(f, f_{piv}) I_{piv, KD}(\hat{n}), \]
where $\mathcal{E}_{KD}(f, f_{piv})$ is related to the ratio between the Kaiser-Rocket factors at two frequencies,
\[ \mathcal{E}_{KD}(f, f_{piv}) \equiv \frac{\Omega_{AGWB}(f)/f^3}{\Omega_{AGWB}(f_{piv})/f_{piv}^3} \frac{R(f)}{R(f_{piv})}. \]
We have plotted the intensity of the kinematic dipole as a function of the frequency in Figure 5. In this work we do not consider/propagate the error associated to $\mathcal{E}_{KD}$, but we restrict to the case in which we fix its value. This assumption is not important for our conclusion and a proper way to deal with uncertainties associated to the astrophysical sources is described at the end of Section 3.3. Now we want to build an estimator for the kinematic dipole intensity $I_{piv, KD}(\hat{n})$, which is related to the velocity of our frame by
\[ I_{piv, KD}(\hat{n}) = R(f_{piv}) \hat{n} \cdot \vec{v}_o. \]
A linear estimator in the dipole corresponds to a quadratic estimator in the strain. In our case the optimal estimator is [45–47]
\[ I_{piv, KD}(\hat{n}, f) = \sum_{A,B,f,f'} d_{f, A} E_{\phi, AB} d_{f', B} - b_{\phi}, \]
where the matrix $E$ and the vector $b$ have to be determined by minimizing the covariance and by reducing the bias. In the formalism we are using here the maps are written in terms of discrete pixels $\vartheta$, which correspond to different directions of observation in the sky. More specifically, in our analysis we have used $N_{\text{pixel}} = 3072^8$, thus each pixel corresponds to a region of the sky of area $\Delta \Omega \equiv 4\pi/N_{\text{pixel}}$. Even if we are working in pixel space, our discrete approach is consistent with [46, 47].

The covariance matrix of the data, defined in Eq. (3.22), is
\[ \langle d_{f, A} d_{f', B} \rangle = \frac{1}{2} \frac{\delta_{f, f'}}{\Delta f} \left[ N_{f}^{AB} + \sum_{\phi} B_{f, \phi}^{AB, KD} \left( I_{piv, \phi}^{KD} + I_{\phi, F}^{SN} \right) \right], \]
\[ \text{This is equivalent to } N_{\text{side}} = 16 \text{ in a Healpix map.} \]
where $I_{\phi}^{\text{KD/int/SN}}$ are the theoretical kinematic dipole/intrinsic/SN maps respectively, $N_{f}^{AB}$ is the Power Spectral Density (PSD) of the noise of the interferometers, while the matrix $B$ is

$$B_{f,\vartheta}^{AB,\text{KD}} = \Delta \Omega E_{f}^{\text{KD}} \sum_{\varphi} F_{A,f,\varphi}^{B} F_{B,f,\varphi}^{*}.$$  

(3.32)

The mean of the estimate that we have found is

$$\langle \tilde{I}_{\text{KD/piv,} \vartheta}^{\text{KD}} \rangle = \sum_{A,B,f,f'} \langle d_{A,f}, d_{f',B} \rangle E_{\vartheta,AB}^{ff'} - \delta_{\vartheta} = \sum_{A,B,f} \frac{1}{2\Delta f} E_{\vartheta,AB}^{ff'} \sum_{\varphi'} B_{f,\varphi'}^{AB,\text{KD}} \left( \tilde{I}_{\text{KD/piv,} \varphi'}^{\text{KD}} + \frac{I_{f,\varphi'}^{\text{int}} + I_{f,\varphi'}^{\text{SN}}}{E_{f}^{\text{KD}}} \right) + \sum_{A,B,f} \frac{1}{2\Delta f} E_{\vartheta,AB}^{ff'} N_{f}^{AB,\text{inst}} - \delta_{\vartheta},$$  

(3.33)

from which, requiring the estimator to be unbiased, the bias has to be equal to

$$\delta_{\vartheta} = \sum_{A,B,f} \frac{1}{2\Delta f} E_{\vartheta,AB}^{ff'} N_{f}^{AB,\text{inst}}.$$  

(3.34)

The bias we have defined here depends on the instrumental noise only, while the bias given by the SN and by the intrinsic dipole is reduced by the $E_{ff'}^{\varphi,AB}$ coefficients. More specifically, we will try to minimize the covariance associated to our estimator and this will give us the full expression for $E_{ff'}^{\varphi,AB}$.

Note that our estimator $\tilde{I}_{\text{KD/piv,} \vartheta}^{\text{KD}}$ is related to the true kinematic dipole $I_{\text{KD/piv,} \vartheta}^{\text{KD}}$ by a matrix multiplication in pixel space, therefore, the truly unbiased estimator is

$$\hat{I}_{\text{KD/piv,} \vartheta}^{\text{KD}} = \sum_{\varphi'} (M^{-1})_{\varphi \varphi'} \tilde{I}_{\text{KD/piv,} \varphi}^{\text{KD}},$$  

(3.35)

where the matrix $M$ is defined by

$$M_{\varphi \varphi'} = \sum_{A,B,f} \frac{1}{2\Delta f} E_{\vartheta,AB}^{ff'} B_{f,\varphi'}^{AB,\text{KD}}.$$  

(3.36)

As in the ILC case, we want an unbiased estimator, therefore we require that $\hat{I}_{\text{KD/piv,} \vartheta}^{\text{KD}} \propto I_{\text{KD/piv,} \vartheta}^{\text{KD}}$, which means that $M_{\varphi \varphi'}$ is diagonal in pixel space, which implies that

$$M_{\varphi \varphi'} = \delta_{\varphi \varphi'} \Rightarrow \sum_{A,B,f} \frac{1}{2\Delta f} E_{\vartheta,AB}^{ff'} B_{f,\varphi'}^{AB,\text{KD}} = \delta_{\varphi \varphi'}.$$  

(3.37)

Therefore, the mean value of our estimator can be written as

$$\langle \hat{I}_{\text{KD/piv,} \vartheta}^{\text{KD}} \rangle = \langle \tilde{I}_{\text{KD/piv,} \vartheta}^{\text{KD}} \rangle = I_{\text{KD/piv,} \vartheta}^{\text{KD}} + \frac{1}{2\Delta f} \sum_{f,\varphi'} \text{Tr} \left( E_{\vartheta,AB}^{ff'} B_{f,\varphi'}^{AB,\text{KD}} \right) \frac{I_{f,\varphi'}^{\text{int}} + I_{f,\varphi'}^{\text{SN}}}{E_{f}^{\text{KD}}}.$$  

(3.38)

The covariance of our estimator is computed w.r.t. the data $d_{A,f}$, but there are two different sources of covariance. The first source of error is given by the fact that our estimator is a linear combination of terms quadratic in the data, therefore the covariance of this object, which has been already computed in the literature [45–47], comes from terms quartic in the data and it depends mainly on the instrumental noise. This covariance has to be summed in quadrature.
with the error given by the fact that the signal $h$ is the sum of different contributions and all the components we are not interested in are foregrounds that have to be removed and that contribute to the total covariance. This kind of error has been computed for the first time in the GW anisotropy context in this work and its interpretation is that we do not know the realization of the maps of the SN and of the intrinsic anisotropies. The calculation of this new term has been done in Appendix D and the minimum covariance we have found, which minimizes both the instrumental noise and the contaminations to the signal from the SN and the intrinsic anisotropies is

$$\text{cov}_{\phi\phi'} = \frac{2\delta_{\phi\phi'}}{\sum_f Tr \left( S_f^{-1} B_f^{KD} \right) + \delta_{\phi\phi'} \sum_{f,f',\phi,\phi'} Tr \left( S_f^{-1} B_f^{KD} S_{f'}^{-1} B_{f'}^{KD} \right) \frac{\text{Tr} \left( S_f^{-1} B_f^{KD} S_{f'}^{-1} B_{f'}^{KD} \right)}{\sum_f \text{Tr} \left( S_f^{-1} B_f^{KD} S_{f'}^{-1} B_{f'}^{KD} \right)^2} C^{\text{tot}}_{f,f',\phi\phi'},$$

(3.39)

with $C^{\text{tot}}_{f,f',\phi\phi'}$ the covariance matrix of the map of the SN and of the intrinsic anisotropies. The first term is the standard term due to instrumental noise, while the second one is the new term due to SN and the intrinsic anisotropies, that is maximally reduced by the weights in $f$, $f'$ we have chosen. It is worthy to stress that in the traces we have considered all the possible combinations between the interferometers, auto- and cross-correlations. However, the result does not change if the auto-correlations are removed from the analysis, since it is known that the auto-correlation does not play an important role in the detection of stochastic backgrounds.

To connect the covariance of $\hat{f}_{\text{piv}}$ to the covariance of $\delta_{\text{AGWB}}(f_{\text{piv}})$ we use Eq. (3.26),

$$\text{cov}_{\delta_{\text{AGWB}}} = \left( \frac{1}{4\pi^2 f^3} \frac{4\pi^2 f^3}{3H_0^2} \right)^2 \text{cov}_{\phi\phi'}.$$

(3.40)

Keep in mind that, according to the definitions we have used here, the covariance matrix associated to SN is the covariance matrix of the intensity, which is related to the covariance matrix of the density contrast through

$$C^{\text{SN}}_{f,f'} = \left( \frac{1}{4\pi^2 f^3} \frac{4\pi^2 f^3}{3H_0^2} \right)^2 C^{\text{SN,AGWB}}_{f,f'}.$$

(3.41)

What we have done until now has been done for a single time-frame. To take into account the duration of the observation ($T_{\text{obs}} = 10\,\text{yrs}$), we just divide the covariance by $T_{\text{obs}}$, neglecting the effect of rigid rotation

$$\text{cov}_{\delta_{\text{AGWB}},\text{rot}} = \frac{1}{T_{\text{obs}}} \text{cov}_{\delta_{\text{AGWB}}}.$$  

(3.42)

We extract the dipole from a map by using [8, 90]

$$v_{o,i} = \sum_{\phi} \Delta \Omega \hat{n}_{\phi}^{o,i} \delta_{\text{AGWB},\phi},$$

(3.43)

therefore the covariance of the dipole is related to the covariance of the map through

$$\text{cov}_{ij} = \text{cov}(v_{o,i},v_{o,j}) = \sum_{\phi} \Delta \Omega^2 \hat{n}_{\phi}^{o,i} \hat{n}_{\phi}^{o,j} \text{cov}_{\phi\phi}.$$

(3.44)

The covariance matrix we have found for the maximum monopole amplitude is

$$\text{cov}_{ij} = \begin{pmatrix}
1.1 \times 10^{-6} & -1.2 \times 10^{-6} & -2.9 \times 10^{-7} \\
-1.2 \times 10^{-6} & 6.1 \times 10^{-7} & 3.1 \times 10^{-7} \\
-2.9 \times 10^{-7} & 3.1 \times 10^{-7} & 7.3 \times 10^{-7}
\end{pmatrix}.$$  

(3.45)
Just to give an order of magnitude of the error on the dipole we marginalize over the $y$ and $z$ directions, obtaining

$$\sigma_{d_x} = \frac{1}{2} \sqrt{\frac{3}{\pi}} \text{cov}_{10,10'} \approx 0.0005.$$  \hspace{1cm} (3.46)

In analogy with Eq. (3.20), we have provided an estimate of the SNR of the dipole by using

$$\text{SNR}^2 = \bar{v}_o^T \text{cov}^{-1} \bar{v}_o.$$  \hspace{1cm} (3.47)

The result is plotted in Figure 4 as a function of the monopole amplitude of the AGWB at $f = 25 \text{ Hz}$. We can see that for values of the monopole of the AGWB within the upper bound of LIGO/Virgo, the estimator is able to reduce the instrumental noise and to give an SNR larger than one. In the figure we have also plotted the SNR by looking at just one frequency, showing that in the limit of large monopoles/low instrumental noise our technique is able to increase the SNR w.r.t. the standard approach.

### 4 Conclusions

One of the most interesting aspects of the AGWB is that the same astrophysical sources contribute to the overall signal in a wide range of frequencies. Since the evolution of a binary system is described by three stages, the inspiral, the merger, and the ringdown, we expect that, when a non-negligible fraction of the sources contribute to the AGWB in the merger and the ringdown stages, the dependence of the AGWB monopole on the frequency is not simply a power law. More specifically, when sources at different redshifts contribute to the overall signal at different stages of the evolution, we are not able to factorize the redshift and the frequency in the contribution to the background. This means that the monopole amplitude, the window function to compute the anisotropies of the AGWB, and the evolution bias are frequency dependent. This allows us to apply a component separation technique between the three contributions to the AGWB dipole: the intrinsic, the kinematic, and the SN, because they have different shapes in the frequency domain. It is natural therefore to test if the next generation GW observatories are able to extract the velocity of the observer w.r.t. the LSS by looking at the AGWB maps. The analysis of the AGWB kinematic dipole presents some advantages w.r.t. other probes, such as galaxy surveys, because GW interferometers are almost full-sky, therefore the bias induced by partial sky coverage is reduced. Moreover, since interferometers have access to many frequencies, we are able to distinguish between the intrinsic and the kinematic dipole contributions by just using an observable (the AGWB), without introducing cross-correlations between different observables. The only astrophysical information we need to know is the population of the sources that contribute to the AGWB as a function of the redshift and of the mass of the sources. The evolution of the population of binary systems in time can be found for instance by independent experiments which look at the SFR, where the error bars are very small, while the mass distribution of the objects can be extracted by looking at the resolved sources at the interferometers. Even if at the present time we have large uncertainties on the PDF of the masses of the compact objects in binaries, future GW experiments will be able to resolve a lot of events, reducing the error bars on the parameters which describe the mass distributions.

In this work we have quantified the three contributions to the AGWB dipole for a population of BBH with a minimum and a maximum mass of $2.5 M_\odot$ and $100 M_\odot$ respectively. We have seen that the SN contribution is about one order of magnitude larger than the
Figure 4. Upper: plot of the SNR of the kinematic dipole as a function of the monopole amplitude of the AGWB by considering SN and SN plus instrumental noise ($N_{ET+CE}$). The horizontal lines show the SNR equal to 1, 2 and 3 respectively. Lower: Plot of the ratio of the SNR obtained by using the multi-frequency and the SNR computed by looking at a single frequency.

kinematic one and about two orders of magnitude larger than the intrinsic. Motivated by this, we have performed an analysis on the AGWB dipole in presence of SN only, finding that by using ILC in a frequency range [100, 1000] Hz we are able to extract the kinematic dipole with SNR $\approx 10$. In the more realistic scenario, where also the instrumental noise is considered, the situation is more delicate and the estimator has a more complicated form, since it has to be built starting from the strain of the AGWB and not from the density contrast. By generalizing the formalism of matched-filtering, typically used to minimize the instrumental noise at interferometers, we have built an estimator to reduce the covariance
given by instrumental noise and SN. When a network of ET+CE is considered, we are able to
extract the kinematic dipole with an SNR ≃ 2.5 for a monopole amplitude close to the upper
bound provided by LIGO/Virgo/KAGRA. The only assumptions we have used in our analysis
are the following: the covariance due to the SN between objects with different astrophysical
properties is negligible, the effect of the marginalization over the binary population parameters
is small and all the BBH systems are short-lived sources. Finally we have assumed $T_{\text{obs}} = 10\text{ yrs}$ of observation for the network.

The technique introduced in this paper can be extended to other kind of stochastic
background with a non-trivial frequency dependence, such as the superposition of the AGWB
signals produced by BHNS and BNS, on top of BBH. In this case we expect a larger monopole
amplitude, especially at larger frequencies, therefore our analysis would be able to increase
the SNR in the case in which both SN and instrumental noise are taken into account. Finally,
we have found that the main limitation in determining the observer velocity is given by the
instrumental noise, but we expect that with future improvements of interferometers sensitivity,
we will be able to measure the kinematic dipole more precisely.

The analysis of the AGWB kinematic dipole with the new method we have introduced
has been done by considering the auto-correlation only. We expect that including the cross-
correlation with other cosmological probes, such as the galaxy number count, would give an
higher precision in the estimate of the observer velocity. Furthermore, here we have considered
the contribution to the AGWB given by burst, short-lived sources, neglecting the impact on
the signal of early inspirals or of different mass ranges for the BBH population. Adding these
signals could help improving the results we have obtained, especially at lower frequencies.
Note also that in this preliminary work we have computed the SN under the assumption
that only binaries with the same properties contribute. However we have derived a more
general expression for the SN, where binaries from different channels contribute. Since in
this work we are interested in introducing this new technique, we did not include this extra
(subdominant) SN, but in a realistic analysis one has to take into account for it, together
with the uncertainties of the astrophysical parameters which describe the population of GW
events.
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A AGWB Anisotropies Computation

In this work we compute the AGWB anisotropies in the Poisson gauge,

$$ds^2 = a^2(\eta) \left[ -d\eta^2 (1 + 2\Phi) + (1 - 2\Phi) \delta_{ij} dx^i dx^j + h^{TT}_{ij} dx^i dx^j \right]. \quad (A.1)$$

The observer has a four-velocity $u^\mu = [(1 - \Psi)/a, v^i/a]$ and we defined the direction of
observations as $\hat{n}$. 

---
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The GW density constraint is
\[
\delta_{\text{AGWB}} = \int d\bar{\chi} \tilde{W} \left[ b^{[i]} (\delta_m - 3\mathcal{H}V) + (3 - b^{[i]}_e)\mathcal{H}V + \Psi \left( 3 - b^{[i]}_e + \frac{\mathcal{H}'}{\mathcal{H}^2} \right) + 
\right.
\]
\[
+ 2I \left( b^{[i]}_e - \frac{\mathcal{H}'}{\mathcal{H}^2} - 2 \right) + (\delta a_o + \Psi_a - v_\|) \left( b^{[i]}_e - \frac{\mathcal{H}'}{\mathcal{H}^2} - 2 \right) - v_\| \left( -b^{[i]}_e + \frac{\mathcal{H}'}{\mathcal{H}^2} + 2 \right) 
\]
\[
+ \frac{1}{\mathcal{H}} \Phi' - \frac{1}{\mathcal{H}} \partial_\| v_\| - \frac{1}{\mathcal{H}^2} h^TT T^T n^i n^j \right],
\]
where we have introduced the following projected quantities along the line-of-sight
\[
v_\| \equiv \hat{n} \cdot \vec{v},
\]
\[
\partial_\| \equiv \hat{n} \cdot \vec{\nabla}.
\]
\(\tilde{W}\) is the window function associated to the AGWB, while the quantity \(I\) represents an integrated GR contribution to the AGWB anisotropies,
\[
I(\bar{\chi}) \equiv -\frac{1}{2} \int_0^{\bar{\chi}} d\bar{\chi} \left( \Psi' + \Phi' - \frac{1}{2} h'_{ij} \right)(\bar{\chi}).
\]
\(b\) and \(b_e\) are the bias and the evolution bias of the GWs respectively, while \(V\) is the velocity potential defined by
\[
\vec{v} \equiv \vec{\nabla} V.
\]
The notation \(f_o\) identifies the field \(f\) evaluated at the observer, i.e. at coordinates \(\bar{\chi}_o = \bar{x}_o = 0\). We have denoted with the prime the derivatives w.r.t. the conformal time \(\eta\), which is related to the comoving distance \(\bar{\chi}\) by
\[
\bar{\chi} \equiv \eta_0 - \eta,
\]
where \(\eta_0\) is the value of the conformal time at the present.
We compute the coefficients of the expansion in Legendre polynomials of the AGWB density contrast,
\[
\Delta^{\text{AGWB}}_\ell \equiv \int d\phi \int d\mu P_\ell(\mu) \delta_{\text{AGWB}}(\hat{n}).
\]
In this way the angular power spectrum is simply
\[
C^{XY}_\ell = 4\pi \int \frac{dk}{k} P(k) \Delta^X_\ell \Delta^Y_\ell^*,
\]
where the angular power spectrum is computed w.r.t. the primordial curvature perturbation \(\zeta\),
\[
\langle \zeta(\vec{k}) \zeta^*(\vec{k}') \rangle \equiv (2\pi)^3 \delta^{(3)}(\vec{k} - \vec{k}') \frac{2\pi^2}{k^3} P(k).
\]
We have computed the different contributions to \(\Delta^{\text{AGWB}}_\ell\), starting from Eq. (A.2), separating the stochastic and the deterministic part in each random field in the following way
\[
X(\eta, \vec{k}) = T_X(\eta, \vec{k}) \zeta(\vec{k}),
\]
where \( T_X \) is the transfer function of the field \( X \) which takes into account for its evolution computed by combining the Einstein and the Boltzmann equations. The result we have found is

\[
\Delta^\text{den}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} \left( b^{(i)} T_{\theta_m} + 3 \frac{aH}{k^2} T_{\theta_m} \right) j_\ell(k \bar{\chi}) ,
\]

\[
\Delta^\text{D1}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} \frac{1}{k} T_{\theta_m} \left( -b^{(i)} - \frac{H'}{aH^2} + 3 \right) \frac{d}{dk} j_\ell(k \bar{\chi}) ,
\]

\[
\Delta^\text{D2}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} (b^{(i)} - 3) \frac{aH}{k^2} T_{\theta_m} j_\ell(k \bar{\chi}) ,
\]

\[
\Delta^\text{D3}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} \frac{1}{aH} T_{\theta_m} \frac{d^2}{dk^2} j_\ell(k \bar{\chi}) ,
\]

\[
\Delta^\text{D4}_\ell = 0 ,
\]

\[
\Delta^\text{G1}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} T_{\psi} \left( 4 - b^{(i)} + \frac{H'}{aH^2} \right) j_\ell(k \bar{\chi}) ,
\]

\[
\Delta^\text{G2}_\ell = 0 ,
\]

\[
\Delta^\text{G3}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} \frac{1}{aH} T_{\psi} j_\ell(k \bar{\chi}) ,
\]

\[
\Delta^\text{G4}_\ell = 0 ,
\]

\[
\Delta^\text{G5}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} \left( -b^{(i)} + \frac{H'}{aH^2} + 3 \right) \int_0^{\tilde{\eta}} d\tilde{\eta} j_\ell(k \bar{\chi}) \left( T_{\psi'}(\tilde{\eta}) + T_{\psi'}(\tilde{\eta}) - \frac{1}{2} T_{h_{ij}}(\tilde{\eta}) n_i n_j \right) ,
\]

\[
\Delta^\text{mon}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} \left( T_{\delta_{a, \phi}} + T_{\psi, \phi} \right) \left( b^{(i)} - \frac{H'}{aH^2} - 3 \right) \frac{1}{2\ell + 1} \delta_{\ell 0} ,
\]

\[
\Delta^\text{KD}_\ell = \int_0^{\eta_0} d\eta \bar{W}^{(i)} \left( b^{(i)} - \frac{H'}{aH^2} - 3 \right) \frac{1}{k} T_{\theta_m, \phi} \frac{1}{2\ell + 1} \delta_{\ell 1} ,
\]

\[(A.11)\]

\[\text{B Compound Poisson Distribution}\]

To compute the SN of the AGWB we follow the approach of \([35, 36]\), counting the AGWB sources in the same way of \([48]\). The average number of stars formed in a time \( T_{\text{obs}} \) in a halo of mass \( M_h \) at redshift \( z_d \) is

\[
\bar{N}_{*h}(z_d) \equiv \langle \text{SFR}_{\text{SF}}(M_h, z_d)T_{\text{obs}} \rangle \frac{dV}{dzd\Omega_e}(z_d) , \tag{B.1}
\]

where the dependence on the halo mass is contained implicitly in the subscript \( h \). Since the number of stars in a given region of the sky \( N_{*h}(z_d, \hat{n}) \) is a discrete event, it follows a Poisson distribution with mean \( \bar{N}_{*h}(z_d) \) and covariance

\[
\text{cov} \left[ N_{*h}(z_d, \hat{n}), N_{*h}(z_d', \hat{n}') \right] = \delta(M_h - M'_h)\delta(z_d - z'_d)\delta(\hat{n} - \hat{n}') \bar{N}_{*h}(z_d) , \tag{B.2}
\]

because Poisson fluctuations are associated to the same infinitesimal volume in the sky. We assume then that halos with different masses are not correlated; consequently, the number of

\[^{\text{9}}\text{We have used the same notation of [77].}\]
stars produced in halos of different masses are uncorrelated. We leave the possibility to relax this assumption for a future work.

We describe the number of binaries formed in a time $T_{\text{obs}}$ in a halo of mass $M_h$ at redshift $z_d$ as a function of the number of stars formed, 

$$N_{\text{GW}|h}(\bar{\theta}, t_d, z_d, \hat{n}) = A_{\text{LIGO}}p(t_d)p(\bar{\theta}) w(z, \bar{\theta}) d\bar{\theta} dt_d N_{*|h}(z_d, \hat{n}),$$

(B.3)

where $\hat{n}$ represents the direction of observation in the sky, while $t_d$ is the time delay after which the binary merges, which is related to the separation between the compact objects at the formation of the binary, and $\bar{\theta}$ are the astrophysical parameters of the binary (spins, masses, etc.). $A_{\text{LIGO}}$ describes the fraction of stars which become compact objects times the fraction of compact objects which form binary systems and $w$ keeps into account for the fraction of them that contribute to the background. The relation between the redshift at the formation of the binary $z_d$ and the redshift $z$ at which the GWs has been given in Eq. (2.27).

It is immediate to see that the average number of GW events we expect from a halo of mass $M_h$ is

$$\bar{N}_{\text{GW}|h}(\bar{\theta}, t_d, z_d) = A_{\text{LIGO}}p(t_d)p(\bar{\theta}) w(z, \bar{\theta}) d\bar{\theta} dt_d \bar{N}_{*|h}(z_d).$$

(B.4)

The covariance between binaries with the same parameters is the covariance of a Poisson distribution, therefore

$$\text{cov} \left[ N_{\text{GW}|h}(\bar{\theta}, t_d, z_d, \hat{n}), N_{\text{GW}|h}(\bar{\theta}, t_d, z_d', \hat{n}') \right] = \delta(\hat{n} - \hat{n}') \delta(z_d - z_d') \bar{N}_{\text{GW}|h}(\bar{\theta}, t_d, z_d).$$

(B.5)

The two Dirac delta functions reflect the condition that only events in the same volume can be correlated. Notice that we require that the events have to be produced at the same time, but we are not imposing that two GW sources for which we compute the Poisson noise emit at the same time; this will be crucial in further calculations. The computation of the covariance between GW sources which depend on different parameters is more delicate. As shown in [87], the cross-correlation of non-overlapping tracers (independent Poisson samples) is trivially zero. On the other hand, when the two tracers have a common origin, the joint probability can be written in terms of conditional probabilities,

$$p(N_A, N_B) = \int dN_c p(N_A|N_c)p(N_B|N_c)p(N_c).$$

(B.6)

In our case, binaries with different time delay and astrophysical parameters share the average SFR per halo, therefore fluctuations in the number of stars produced are expected to affect the number of binaries for every value of the time delay and of the astrophysical parameters, thus we expect an extra correlation w.r.t. the case of equal $t_d$ and $\bar{\theta}$. In analogy with the case of the cross-correlation of the galaxies and the AGWB [49, 51], the cross-correlation of the SN is expected to be the intersection of the events (the number of binaries with different properties),

$$\text{cov} \left[ N_{\text{GW}|h}, \bar{N}_{\text{GW}|h} \right] = \delta(M_h - \bar{M}_h) \delta(z_d - \bar{z}_d) \delta(\hat{n} - \bar{\hat{n}}) \int d\tilde{\theta} d\tilde{t}_d p(t_d)p(\tilde{t}_d)p(\tilde{\theta}) p(\tilde{\theta}) w(z, \tilde{\theta}) w(z, \bar{\theta}) d\bar{\theta} dt_d d\bar{\theta} d\tilde{t}_d A_{\text{LIGO}}^2 \bar{N}_{*|h}(z_d).$$

(B.7)
The total number of binaries formed in halos with mass $M_h$ is obtained by

$$N_{GW|h}^{tot}(\vec{\theta}, t_d, z_d, \hat{n}) = \sum_{i=1}^{N_h(z_d, \hat{n})} N_{GW|h} (\vec{\theta}, t_d, z_d, \hat{n}) ,$$

where $N_h(z_d, \hat{n})$ is the number of halos of mass $M_h$ in a given volume in the sky. The number of halos is a Poisson random variable with mean and covariance given by

$$\bar{N}_h = \frac{dn}{dM_h}(M_h, z_d) dM_h ,$$

$$\text{cov}(N_h, N_h') = \delta(M_h - M_h') \delta(z_d - z_d') \frac{dn}{dM_h}(M_h, z_d) dM_h .$$

We can connect the quantities written above to the AGWB by using

$$\Omega_{AGWB}(f, \hat{n}) = \frac{f}{\rho_c c^2} \int \frac{dz}{(1+z)H(z)} \sum_{\vec{\theta}, M_h, t_d} \frac{dE}{df_e d\Omega_c} (\vec{\theta}, f_e) \frac{N_{GW|h}^{tot}(\vec{\theta}, t_d, z_d, \hat{n})}{T_{obs} \frac{dV}{dzdH(z)}(z_d) } ,$$

where $f_e = f(1+z)$ and $z$ is the redshift which corresponds to the GW emission, evaluated at the time $t$, while $z_d$ is the time at the formation of the binary, evaluated at $t - t_d$. To compute the average value of the AGWB signal along a specific direction in the sky, $\Omega_{AGWB}(f)$ we need to compute the mean value of $N_{GW|h}^{tot}(\vec{\theta}, t_d, z_d, \hat{n})$. The total number of GW events per halo of mass $M_h$ at $z_d$ follows a Compound Poisson Distribution (CPD) and its mean is computed by using the law of total expectation\(^{10}\)

$$\bar{N}_{GW|h}^{tot}(\vec{\theta}, t_d, z_d) = E \left[ E \left( N_{GW|h}^{tot}(\vec{\theta}, t_d, z_d, \hat{n}) | N_h(z_d) \right) \right] = \bar{N}_{GW|h} (\vec{\theta}, t_d, z_d) \ E[N_h(z_d)] = \bar{N}_{GW|h} (\vec{\theta}, t_d, z_d) \bar{N}_h(z_d) .$$

(B.11)

The law of total expectation simplifies the computation, because when we fix the number of halos to $N_h$ and we compute the expectation value of $N_{GW|h}^{tot}$ we have just to sum $N_h$ independent expectation values, all of them equal to $\bar{N}_{GW|h}$, thus the expectation value is $\bar{N}_{GW|h} N_h$. The AGWB monopole is then

$$\Omega_{AGWB}(f) = \frac{f}{\rho_c c^2} \int \frac{dz}{(1+z)H(z)} \sum_{\vec{\theta}, M_h, t_d} \frac{dE}{df_e d\Omega_c} (\vec{\theta}, f_e) \frac{\bar{N}_{GW|h}^{tot}(\vec{\theta}, t_d, z_d)}{T_{obs} \frac{dV}{dzdH(z)}(z_d) } .$$

(B.12)

The AGWB density contrast is defined as

$$\delta_{AGWB}(f, \hat{n}) = \frac{\Omega_{AGWB}(f, \hat{n}) - \Omega_{AGWB}(f)}{\Omega_{AGWB}(f)} ,$$

(B.13)

\(^{10}\)The law of total expectation says that if we have $x, y$ random variables, the expectation value of $x$ is

$$E[x] = E[E(x|y)] ,$$

where the first expectation value is computed w.r.t. the probability $p(x|y)$, while the second expectation value is computed w.r.t. $p(y)$. 

---
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therefore its covariance receives a contribution due to the SN fluctuation of $N_{GW|h}^{tot}$:

$$
\delta_{AGWB}(f, \tilde{n}) = \frac{f}{\rho_c c^2 \Omega_{AGWB}(f)} \int \frac{dz}{(1 + z) H(z)} \sum_{\bar{\theta}, t_d, M_h} \frac{dE}{df_{\theta}d\Omega_e} \frac{\delta_{AGWB} \left( \bar{\theta}, t_d, z_d, \tilde{n} \right)}{T_{obs} \frac{dV}{dzd\Omega_e} (z_d)} ,
$$

where we have defined the fluctuation of the total number of GW events per halo,

$$
\delta N_{GW|h}^{tot} \left( \bar{\theta}, t_d, z_d, \tilde{n} \right) = N_{GW|h}^{tot} \left( \bar{\theta}, t_d, z_d, \tilde{n} \right) - \bar{N}_{GW|h}^{tot} \left( \bar{\theta}, t_d, z_d \right).
$$

By definition, this quantity has zero mean and its covariance is computed by using the law of total covariance\textsuperscript{11},

$$
\text{cov} \left[ \delta N_{GW|h}^{tot}, \delta \bar{N}_{GW|h}^{tot} \right] = E \left\{ \text{cov} \left[ \delta N_{GW|h}^{tot}, \delta \bar{N}_{GW|h}^{tot}, N_h \right] \right\} + 
+ \text{cov} \left\{ E \left[ \delta N_{GW|h}^{tot}, N_h \right], \text{cov} \left[ \delta \bar{N}_{GW|h}^{tot}, N_h \right] \right\} .
$$

where the quantities with the tilde are evaluated for different parameters w.r.t. to the other ones. We compute separately the two contributions,

$$
E \left\{ \text{cov} \left[ \delta N_{GW|h}^{tot}, \delta \bar{N}_{GW|h}^{tot}, N_h \right] \right\} = E \left\{ \text{cov} \left[ N_{GW|h}^{tot} - \bar{N}_{GW|h}^{tot}, \bar{N}_{GW|h}^{tot} - \tilde{N}_{GW|h}^{tot}, N_h \right] \right\} = 
= \text{cov} \left[ N_{GW|h}^{tot}, \bar{N}_{GW|h}^{tot} \right] E[N_h] = 
= \text{cov} \left[ N_{GW|h}^{tot}, \tilde{N}_{GW|h}^{tot} \right] \bar{N}_h .
$$

$$
\text{cov} \left\{ E \left[ \delta N_{GW|h}^{tot}, N_h \right], \text{cov} \left[ \delta \bar{N}_{GW|h}^{tot}, \tilde{N}_h \right] \right\} = \bar{N}_{GW|h} \tilde{N}_{GW|h} \text{cov} \left( N_h, \tilde{N}_h \right) = 
= \delta (M_h - \bar{M}_h) \delta (\bar{z}_d - z_d) N_{GW|h} \bar{N}_{GW|h} \tilde{N}_h .
$$

The SN term for $t_d = \tilde{t}_d$, $\bar{\theta} = \tilde{\theta}$ is

$$
\text{CSN} = \text{cov} \left[ \delta_{AGWB}(f_1, \tilde{n}), \delta_{AGWB}(f_2, \tilde{n}') \right] = \int \frac{df_{\theta}}{(1 + z) H(z)} \int \frac{d\bar{\theta}}{d\theta} \frac{dE}{df_{\theta}d\Omega_e} \int \frac{dz'}{(1 + z') H(z')} \frac{dE}{df_{\theta}d\Omega_e} \frac{\delta_{AGWB} \left( \bar{\theta}, f_1, z \right)}{T_{obs} \frac{dV}{dzd\Omega_e} (z_d)} \cdot \cdot \cdot \frac{\delta_{AGWB} \left( \tilde{\theta}, f_2, z' \right)}{T_{obs} \frac{dV}{dzd\Omega_e} (z'_d)} ,
$$

\textsuperscript{11}The law of total covariance says that

$$
\text{cov}(x, y) = E[\text{cov}(x|z, y|z)] + \text{cov}(E[x|z], E[y|z]) ,
$$

where the first expectation value is computed w.r.t. the conditional probabilities $p(x|z)$, $p(y|z)$, while the second expectation value is computed w.r.t. $p(z)$. 

\[ -30 - \]
The above equation shows the cross-correlation of the SN at different frequencies \( f_1, f_2 \), for binaries with the same astrophysical parameters \( \vec{\theta} \) and time delay \( t_d \). The binaries of the two \( \delta_{\text{AGWB}} \) have the same \( z_d \) and the same \( t_d \), thus they emit GWs of the same frequency at the same redshift. In this work we are considering the GW sources in the late-inspiral, in the merger and in the ringdown stages, therefore we assume that all the GW are emitted in an infinitesimal time around their merger (at \( z \)). However, the GW evolution in time is determined by the time delay and the astrophysical parameters, therefore the redshift at which a source emits GWs at a certain frequency is known,

\[
f = f(z, \delta z, t_d, \vec{\theta}),
\]

where \( \delta z \) is the shift in redshift\(^{12} \) between the merger \( z \) and the redshift at which the GWs of frequency \( f \) are emitted. When we try to compute the correlation of the SN at frequencies \( f_1, f_2 \) we require that \( z_d \) is the same, which is equivalent, for the same \( t_d \), to impose that \( z \) is the same,

\[
\delta(z_d - z'_d) = \delta \left[ z_d \left( z, \delta z(f_1), t_d, \vec{\theta} \right) - z'_d \left( z', \delta z'(f_2), t_d, \vec{\theta} \right) \right] = \frac{\delta \left\{ z' - z'_d^{-1} \left[ z_d \left( z, \delta z(f_1), t_d, \vec{\theta} \right), \delta z'(f_2), t_d, \vec{\theta} \right] \right\}}{dz'_d \left( z', \delta z'(f_2), t_d, \vec{\theta} \right) \bigg| \delta z, \delta z' \to 0} \delta(z' - z).
\]

The latter equality holds because in this work we are computing the AGWB generated by burst sources, for whom the \( \delta z \) gives correction to the redshift and to \( dz'_d/dz' \) of the order \( 10^{-9} \), thus the integration w.r.t. \( z' \) in the computation of CSN gives \( z' = z \). A rigorous expression for the SN of the AGWB would require the substitution in Eq. (B.18)

\[
\begin{align*}
&z \to z + \delta z(f_1, z, t_d, \vec{\theta}), \\
&z' \to z' + \delta z'(f_2, z', t_d, \vec{\theta}),
\end{align*}
\]

but since the stages of the evolution of the binaries we are considering last much less than the timescales over which the quantities on which the AGWB depends vary, we can take the limit \( \delta z \to 0, \delta z' \to 0 \). By plugging these results in Eq. (B.18) we find Eq. (2.29). For \( t_d \neq \tilde{t}_d \),

\(^{12}\)To give an example, if the frequency of GWs emitted is \( f_{\text{merge}} \), then \( \delta z = 0 \). As already stressed, \( \delta z \) has to be much smaller than one for short-lived sources, thence it is used here just to show how we correlate GW events of different frequencies emitted at different times, but it plays no role in the numerical computation of the AGWB.
\(\tilde{\theta} \neq \tilde{\theta} \), by using (B.1), (B.4), (B.7), (B.9), the SN covariance matrix is equal to

\[
\text{CSN} = \text{cov} \left[ \delta_{\text{AGWB}}(f_1, \hat{n}), \delta_{\text{AGWB}}(f_2, \hat{n}') \right] =
\frac{f_1 f_2}{(\rho_c c^2)^2 \Omega_{\text{AGWB}}(f_1) \Omega_{\text{AGWB}}(f_2)} \int \frac{dz}{(1 + z) H(z)} \int d\tilde{\theta} \frac{dE}{d\tilde{f}_e d\Omega_e} (\tilde{\theta}, f_1, z) \int \frac{dz'}{(1 + z') H(z')} \int d\tilde{\theta}' \frac{dE}{d\tilde{f}_e d\Omega_e} (\tilde{\theta}', f_2, z')
\]

\[
\int dM_h \int dt_d \frac{dn}{dM_h} (M_h, z_d) p(t_d) \int dt_d' p(t_d') \left( \frac{p(\tilde{\theta}) p(\tilde{\theta}')}{{T_{\text{obs}}} \frac{dV}{dz d\Omega_e} (z_d)} \right)^2 \left[ \left( w(z, \tilde{\theta}) S_{\text{SF}}(M_h, z_d) T_{\text{obs}} \frac{dV}{dz d\Omega_e} (z_d) \right) + \left( w(z, \tilde{\theta}) S_{\text{SF}}(M_h, z_d) T_{\text{obs}} \frac{dV}{dz d\Omega_e} (z_d) \right)^2 \right]
\]

\[
\delta \left[ z_d \left( z, \delta z(f_1), t_d, \tilde{\theta} \right) - z_d' \left( z', \delta z'(f_2), t_d', \tilde{\theta}' \right) \right] \delta(\hat{n} - \hat{n}').
\]

(B.22)

In this case the Dirac delta cannot be written in general as \(\delta(z - z')\), because we have \(t_d \neq t_d'\), thus we keep the expression for the Dirac delta in terms of \(z_d\), leaving for a future work the detailed computation. For simplicity we rewrite the above equation in terms of the following quantities,

\[
S = \int dM_h \int dt_d \frac{dn}{dM_h} (M_h, z_d) \int dt_d' p(t_d) p(t_d') \left( \frac{T_{\text{obs}} dV}{dz d\Omega_e} (z_d) \right)^2 \delta \left[ z_d \left( z, \delta z(f_1), t_d, \tilde{\theta} \right) - z_d' \left( z', \delta z'(f_2), t_d', \tilde{\theta}' \right) \right]
\]

\[
\left[ \left( w(z, \tilde{\theta}) S_{\text{SF}}(M_h, z_d) T_{\text{obs}} \frac{dV}{dz d\Omega_e} (z_d) \right) + \left( w(z, \tilde{\theta}) S_{\text{SF}}(M_h, z_d) T_{\text{obs}} \frac{dV}{dz d\Omega_e} (z_d) \right)^2 \right],
\]

(B.23)

\[
K = \frac{f_1 f_2}{\Omega_{\text{AGWB}}(f_1) \Omega_{\text{AGWB}}(f_2)} \int d\tilde{\theta} p(\tilde{\theta}) \frac{dE}{d\tilde{f}_e d\Omega_e} (\tilde{\theta}, f_1, z) \int d\tilde{\theta}' p(\tilde{\theta}') \frac{dE}{d\tilde{f}_e d\Omega_e} (\tilde{\theta}', f_2, z'),
\]

where \(S(z, z')\) encodes the information about the Poisson fluctuation of the sources, while the SN kernel \(K(z, z', f_1, f_2)\) factorizes the frequency dependence due to the energy spectrum of the sources. The covariance due to SN can be written as

\[
\text{CSN} = \frac{1}{(\rho_c c^2)^2} \int \frac{dz}{(1 + z) H(z)} \int \frac{dz'}{(1 + z') H(z')} K(z, z', f_1, f_2) S(z, z') \delta(\hat{n} - \hat{n}'). \quad \text{(B.24)}
\]
The angular power spectrum of the SN of the AGWB is constant in $\ell$, because

$$C^\text{AGWB,SN}_\ell(f_1, f_2) = \int d\tilde{n} d\tilde{n}' Y^*_{\ell m}(\tilde{n}) Y_{\ell m}(\tilde{n}') \text{CSN}(f_1, f_2, \tilde{n}, \tilde{n}') = \frac{1}{(\rho c^2)^2} \int \frac{dz}{(1+z)H(z)} \int \frac{dz'}{(1+z')H(z')} K(z, z', f_1, f_2) S(z, z').$$

(B.25)

C \ SKAO2

The parametrization of the futuristic SKAO “phase two” is described in [91],

$$\frac{dN}{d\Omega_c dz} = 10^{c_1(S_c)} z^{c_2(S_c)} \exp [-c_3(S_c) z] \text{deg}^{-2},$$

$c_1 = 6.55$, $c_2 = 1.93$, $c_3 = 6.12$,

$$Q(z) = 0.28 z^4 - 1.18 z^3 + 1.76 z^2 + 1.367 z,$$

$$b^2(z) = 0.08 z^5 - 5.47 z^4 + 16.4 z^3 - 19.6 z^2 + 7.35 z + 0.22 e^{80.2 z^4 - 169.2 z^3 - 102.5 z^2 + 15.5 z + 0.24}.$$  

(C.1)

There are basically two reasons why we have chosen SKAO2. The first one is that this survey has an high sky coverage, $f^\text{SKAO}_{\text{sky}} \approx 72\%$. In addition, the SKAO2 window function peaks in a similar redshift range of the window function of the AGWB $W$. This means that the cross-correlation is very high and this increases the SNR.

D \ Minimum covariance matrix for the kinetic dipole

The first source of error in our estimator is the covariance associated to fluctuations of the strain amplitude $h$ [45–47], computed assuming that the noise and the signal are Gaussian, therefore the four-point function of the strain can be written as the sum of the product of two-point functions,

$$\text{cov} \left( \hat{I}^\text{KD}_{\text{piv}, \phi}, \hat{I}^\text{KD}_{\text{piv}, \phi'} \right) \approx \left( 1 \over 2 \Delta f \sum_{f', A, B} d_{f', A} E^f_{\phi, AB} d_{f, B} - E^f_{\phi, AB} \langle d_{f, A} d_{f', B} \rangle \right) \times \left( 1 \over 2 \Delta f \sum_{f'', C, D} d_{f'', C} E^{f'}_{\phi', CD} d_{f'', D} - E^{f'}_{\phi', CD} \langle d_{f'', C} d_{f'', D} \rangle \right) = \left( 1 \over (2 \Delta f)^2 \sum_{f', f'', A, B, C, D} E^f_{\phi, AB} E^{f'}_{\phi', CD} \langle d_{f, A} d_{f', B} d_{f'', C} d_{f'', D} \rangle \right) - \langle d_{f, A} d_{f', B} \rangle \langle d_{f'', C} d_{f'', D} \rangle \right).$$

(D.1)

\(^{13}\)The angular dependence is factorized in

$$\int d\tilde{n} d\tilde{n}' Y^*_{\ell m}(\tilde{n}) Y_{\ell m}(\tilde{n}') \delta(\tilde{n} - \tilde{n}') = \int d\tilde{n} |Y_{\ell m}(\tilde{n})|^2 = 1.$$
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Figure 5. PSDs of the noise of the detectors ET, CE1, CE2, and of the possible cross-correlations between the ET channels. We have plotted also the intensity of the SN at different frequencies. Note that SN (and so the signal) are much smaller than instrumental noise, but with this (standard) technique, we are able to clean the signal.

Now we note that when we take the four-point function by coupling $A$ with $B$ and $C$ with $D$, we obtain a term that cancels the second one in the sum. If we define the total covariance matrix of the strain as

$$S^{AB}_f = N^{AB}_f + \sum_{\vartheta'} B^{AB,KD}_f \left( \frac{I^{\text{KD},\vartheta}_{piv} + I^{\text{SN},\vartheta}_{piv}}{E_{KD}^f} \right),$$

we have that the covariance generated by fluctuations in $h$ is

$$\text{cov} \left( \hat{I}^{\text{KD},\vartheta}_{piv}, \hat{I}^{\text{KD},\vartheta'}_{piv} \right)_h = \frac{1}{(2\Delta f)^2} \sum_{f,f',f'',f'''} E_{AB}^{f f'} E_{\vartheta,CD}^{f' f''} \left( S^{AC}_f S^{BD}_{f'} \delta_{f f''} \delta_{f' f''} + S^{AD}_f S^{BC}_{f'} \delta_{f f''} \delta_{f' f''} \right)$$

$$= \frac{1}{2\Delta f^2} \sum_{f,f'} \text{Tr} \left( S_f E^{f f'} S_{f'} E^{f f'} \right).$$

The contributions to the matrix $S_f$ are plotted in Figure 5. There is however another source of error in our estimator: here we are not trying to estimate just the total map $I^{\text{tot},\vartheta}$, but we are trying to perform component separation between different contributions in the map. This point is crucial, because in this step we want to quantify the amount of uncertainty in our measurement provided by the SN. In our analysis we have an estimate for the kinematic dipole $I^{\text{KD},\vartheta}_{piv}$, whose mean value $\langle \hat{I}^{\text{KD},\vartheta}_{piv} \rangle$ differs from the true map $I^{\text{KD},\vartheta}_{piv}$ because of SN and intrinsic anisotropies. These fluctuations are quantified by the cosmic variance and they can
be computed in the way,
\[
\text{cov}\left(\langle I_{\varphi,\theta}^{KD} \rangle, \langle I_{\varphi',\theta'}^{KD} \rangle\right)_{\text{err}} = \left\langle \left(\langle I_{\varphi,\theta}^{KD} \rangle - I_{\varphi,\theta}^{KD}\right)\left(\langle I_{\varphi',\theta'}^{KD} \rangle - I_{\varphi',\theta'}^{KD}\right)\right\rangle_{\text{err}}
\]
\[
= \sum_{f,\varphi} \frac{1}{2\Delta f} \text{Tr}\left(E_{\varphi}^{f,f} B_{f,\varphi}^{KD}\right) \frac{I_{f,\varphi}^{\text{int}} + f_{\varphi}^{\text{SN}}}{\xi_{f}^{\text{KD}}} \sum_{f',\varphi'} \frac{1}{2\Delta f} \text{Tr}\left(E_{\varphi'}^{f',f'} B_{f',\varphi'}^{KD}\right) \frac{I_{f',\varphi'}^{\text{int}} + f_{\varphi'}^{\text{SN}}}{\xi_{f'}^{\text{KD}}}
\]
\[
= \frac{1}{(2\Delta f)^2} \sum_{f,\varphi,\varphi'} \text{Tr}\left(E_{\varphi}^{f,f} B_{f,\varphi}^{KD}\right) \text{Tr}\left(E_{\varphi'}^{f',f'} B_{f',\varphi'}^{KD}\right) \frac{C_{\varphi,\phi}^{\text{int},\varphi',\phi'} + C_{\varphi',\phi}^{\text{SN}}}{\xi_{f}^{\text{KD}} \xi_{f'}^{\text{KD}}},
\]
where the covariance matrices in the last row are related to the angular power spectra through
\[
C_{f,\varphi,\varphi'}^{\text{int}} = \sum_{\ell} (2\ell + 1) C_{\ell}^{\text{int}} (f, f') P_{\ell}^{\phi,\phi'}
\]
with \(P_{\ell}\) the Legendre polynomials. Note that here we have assumed that the SN and the intrinsic anisotropies are uncorrelated. So, the total covariance matrix is the sum of the (standard) covariance matrix used in the literature, given by Eq. (D.3), plus the newly introduced error, computed in Eq. (D.4),
\[
\text{cov}_{\varphi,\phi'} = \sum_{f, f'} \frac{1}{2\Delta f^2} \text{Tr}\left(E_{\varphi,\theta}^{f,f} S_{f} E_{\varphi',\theta}^{f,f} S_{f'}\right) + \frac{1}{(2\Delta f)^2} \sum_{\varphi,\varphi'} \text{Tr}\left(E_{\varphi}^{f,f} B_{f,\varphi}^{KD}\right) \text{Tr}\left(E_{\varphi'}^{f',f'} B_{f',\varphi'}^{KD}\right) \frac{C_{\varphi,\phi}^{\text{int},\varphi',\phi'} + C_{\varphi',\phi}^{\text{SN}}}{\xi_{f}^{\text{KD}} \xi_{f'}^{\text{KD}}},
\]
where we have summed in quadrature the two errors because they are uncorrelated. To simplify the notation we define
\[
C_{f,\varphi,\varphi'}^{\text{tot}} = C_{f,\varphi,\varphi'}^{\text{int}} + C_{f,\varphi,\varphi'}^{\text{SN}}.
\]
The SN is proportional to \(\delta_{\varphi,\phi'}\) (the angular power spectrum is constant in \(\ell\)), but the intrinsic anisotropies depend on the cosine between the two directions of observation, therefore the covariance matrix becomes
\[
\text{cov}_{\varphi,\phi'} = \frac{1}{2\Delta f^2} \sum_{f, f'} \text{Tr}\left(E_{\varphi,\theta}^{f,f} S_{f} E_{\varphi',\theta}^{f,f} S_{f'}\right) + \frac{1}{2} \sum_{\varphi,\varphi'} \text{Tr}\left(E_{\varphi}^{f,f} B_{f,\varphi}^{KD}\right) \text{Tr}\left(E_{\varphi'}^{f',f'} B_{f',\varphi'}^{KD}\right) C_{f,\varphi,\varphi'}^{\text{tot}}
\]
To minimize the covariance given by Eq. (D.8), we use a Lagrange multiplier,
\[
\mathcal{L} = \text{cov}_{\phi,\theta'} - \lambda_{\phi'} \left[\frac{1}{2\Delta f} \sum_{f} \text{Tr}\left(E_{\varphi}^{f,f} B_{f,\varphi}^{KD}\right) - \delta_{\phi,\phi'}\right]
\]
and by imposing that the derivative of \(\mathcal{L}\) w.r.t. \(E_{\varphi,\theta'}^{f,f}\) is zero we have
\[
\sum_{C,D} S_{C,D}^{AB} E_{\varphi,\theta'}^{f,f} + \frac{1}{2} \sum_{f',\varphi'} B_{f,\varphi}^{AB} \text{Tr}\left(E_{\varphi'}^{f',f'} B_{f',\varphi'}^{KD}\right) C_{f,\varphi,\varphi'}^{\text{tot}} - \Delta f \lambda_{\phi} \delta_{f,f'} B^{AB,\text{KD}} = 0.
\]
Without writing explicitly the detector indices, we have

\[ S_f E_{\delta}^{f'} S_f + \frac{\delta_{ff'}}{2} \sum_{f''} B^{KD}_{f'} \text{Tr} \left( E_{\delta}^{f''} B^{KD}_{f''} \right) \frac{C^{tot}_{f'}^{f''} \varphi \varphi'}{C^{KD}_f C^{KD}_{f''}} = \Delta f \lambda_{\delta} \delta_{ff'} B^{KD}_{f', \delta}, \]  

(D.11)

so, when \( f \neq f' \), we find

\[ S_f E_{\delta}^{f'} = 0, \]  

(D.12)

which means that \( E_{\delta}^{ff'} = 0 \) or that \( E_{\delta}^{ff'} \) belongs to the kernel of \( S_f \).

For the moment we are interested in \( f = f' \), therefore we find

\[ E_{\delta}^{ff} + \frac{1}{2} \sum_{f', \varphi, \varphi'} S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f \text{Tr} \left( E_{\delta}^{f''} B^{KD}_{f''} \right) \frac{C^{tot}_{f'}^{f''} \varphi \varphi'}{C^{KD}_f C^{KD}_{f''}} = \Delta f \lambda_{\delta} S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f. \]  

(D.13)

Motivated by Figure 5, we solve this equation in perturbation theory, expanding at first order in \( C^{SN}_{ff'} \). The zero order solution is

\[ E_{\delta}^{ff}(0) = \Delta f \lambda_{\delta} S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f. \]  

(D.14)

Now we substitute this solution in the trace, finding that the first order solution is

\[ E_{\delta}^{ff}(1) = -\frac{1}{2} \Delta f \lambda_{\delta} \sum_{f', \varphi, \varphi'} S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f B^{KD}_{f', \varphi'} \right) \frac{C^{tot}_{f'}^{f''} \varphi \varphi'}{C^{KD}_f C^{KD}_{f''}}. \]  

(D.15)

The full solution is simply given by the sum of the two contributions,

\[ E_{\delta}^{ff} = \lambda_{\delta} \Delta f \left[ S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f - \frac{1}{2} \sum_{f''} S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f \text{Tr} \left( S^{-1}_f B^{KD}_{f'', \varphi} S^{-1}_f B^{KD}_{f'', \varphi'} \right) \frac{C^{tot}_{f'}^{f''} \varphi \varphi'}{C^{KD}_f C^{KD}_{f''}} \right]. \]  

(D.16)

To find the parameter \( \lambda_{\delta} \) we use the condition given by the Lagrange multiplier with \( \vartheta = \vartheta' \),

\[ \lambda_{\delta} = \frac{2}{\sum_f \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f B^{KD}_{f', \varphi'} \right)} + \sum_{f', \varphi, \varphi'} \frac{\sum_f \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f B^{KD}_{f', \varphi'} \right) \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f B^{KD}_{f', \varphi'} \right) C^{tot}_{f'}^{f''} \varphi \varphi'}{\sum_f \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f B^{KD}_{f', \varphi'} \right)} \]  

(D.17)

and the final expression for the weights to give to the signals measured at interferometers are

\[ E_{\delta}^{ff} = \frac{2 S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f}{\sum_{f'} \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f B^{KD}_{f', \varphi'} \right)} \]

\[ + S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f \sum_{f', \varphi, \varphi'} \frac{\text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f \right) \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi'} \right) C^{tot}_{f'}^{f''} \varphi \varphi'}{\sum_f \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f B^{KD}_{f', \varphi'} \right)} \]

\[ + \sum_{f'} \frac{\text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f \right) C^{tot}_{f'}^{f''} \varphi \varphi'}{\sum_f \text{Tr} \left( S^{-1}_f B^{KD}_{f', \varphi} S^{-1}_f B^{KD}_{f', \varphi'} \right)} . \]  

(D.18)
The covariance matrix up to first order in $C_{\text{SN}}$ is therefore

$$
cov_{\vartheta \vartheta'} = \frac{2\delta_{\vartheta \vartheta'}}{\sum_f \text{Tr} \left( S_f^{-1} B_f^{\text{KD}} S_f^{-1} B_f^{\text{KD}} \right)} + \delta_{\vartheta \vartheta'} \sum_{f', \varphi, \varphi'} \text{Tr} \left( S_f^{-1} B_f^{\text{KD}} S_f^{-1} B_f^{\text{KD}} \right) \text{Tr} \left( S_{f'}^{-1} B_{f'}^{\text{KD}} S_{f'}^{-1} B_{f'}^{\text{KD}} \right) \frac{C_{\text{tot}}^{f, \varphi \varphi'}}{C_{f}^{\text{tot}} C_{f'}^{\text{tot}}}.
$$

(D.19)

The minimum covariance we will have in estimating the kinetic dipole is then

$$
cov_{\vartheta \vartheta'} = \frac{2\delta_{\vartheta \vartheta'}}{\sum_f \text{Tr} \left( S_f^{-1} B_f^{\text{KD}} S_f^{-1} B_f^{\text{KD}} \right)} + \delta_{\vartheta \vartheta'} \sum_{f', \varphi, \varphi'} \text{Tr} \left( S_f^{-1} B_f^{\text{KD}} S_f^{-1} B_f^{\text{KD}} \right) \text{Tr} \left( S_{f'}^{-1} B_{f'}^{\text{KD}} S_{f'}^{-1} B_{f'}^{\text{KD}} \right) \frac{C_{\text{tot}}^{f, \varphi \varphi'}}{C_{f}^{\text{tot}} C_{f'}^{\text{tot}}}.
$$

(D.20)
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