Non-asymptotic analysis of quantum metrology protocols beyond the Cramér-Rao bound
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Many results in the quantum metrology literature use the Cramér-Rao bound and the Fisher information to compare different quantum estimation strategies. However, there are several assumptions that go into the construction of these tools, and these limitations are sometimes not taken into account. While a strategy that utilises this method can considerably simplify the problem and is valid asymptotically, to have a rigorous and fair comparison we need to adopt a more general approach.

In this work we use a methodology based on Bayesian inference to understand what happens when the Cramér-Rao bound is not valid. In particular we quantify the impact of these restrictions on the overall performance of a wide range of schemes including those commonly employed for the estimation of optical phases. We calculate the number of observations and the minimum prior knowledge that are needed such that the Cramér-Rao bound is a valid approximation. Since these requirements are state-dependent, the usual conclusions that can be drawn from the standard methods do not always hold when the analysis is more carefully performed. These results have important implications for the analysis of theory and experiments in quantum metrology.

I. INTRODUCTION

Quantum metrology employs quantum resources to enhance the estimation of unknown parameters of interest that are not directly measurable [1–4]. Its final aim is to find the strategy that can extract information with the greatest possible precision for a given amount of physical resources, and thus it is an optimization problem. To solve it, first we need to define a mathematical quantity that acts as a figure of merit and informs us about the error of the estimation process. We then minimize that quantity with respect to the elements that we can typically control, that is, the physical state of the system, the measurement scheme and the statistical functions employed in the analysis of the experimental data.

A widely used method to compare estimation schemes consists in minimizing the mean square error by approaching the Cramér-Rao bound, where the latter is defined in terms of the Fisher information [5–7]. Although this procedure has its merits and significantly simplifies the analysis of a given strategy, in general it is only suitable when the available prior knowledge is enough to adopt a local approach and the number of experimental observations is asymptotically large [8–10].

The latter limitation has been addressed in the context of quantum metrology and we have obtained the mean square error is small. In addition, we have shown that the number of observations and the minimum prior knowledge that are needed such that the Cramér-Rao bound is a valid approximation. Since these requirements are state-dependent, the usual conclusions that can be drawn from the standard methods do not always hold when the analysis is more carefully performed. These results have important implications for the analysis of theory and experiments in quantum metrology.

The aim of this work is to investigate the regime of validity of the quantum Cramér-Rao bound for specific strategies that are commonly employed in the context of quantum metrology. Moreover, we provide quantitative results to understand what happens in practice with the conclusions extracted from the Cramér-Rao bound in the regime where it is not a valid approximation. This is achieved by utilising a versatile numerical framework that combines different known Bayesian techniques in a pragmatic way to answer the following question: if we have designed a quantum experiment using the criteria of the asymptotic theory, what is the impact of this simplification on the overall performance when the number of observations is not large enough?

The paper is organised as follows. We start by reviewing the Cramér-Rao bound as an asymptotic approximation for the Bayesian error and the basic tools of quantum estimation theory in Section II. Section III develops the methodology that we have followed, and our main results are presented and discussed in Section IV. In particular, we have selected several states commonly used in optical interferometry and we have obtained the mean square error for an asymptotically optimal scheme. This gives us the exact value of the uncertainty for any number of observations. Secondly, we have studied the deviations from the asymptotic approximation and the number of observations needed such that the relative error between the quantum Cramér-Rao bound and the exact Bayesian error is small. In addition, we have shown that the numerical approximation of the exact calculation is consistent with the quantum Ziv-Zakai and Weiss-Weinstein bounds.
Our results verify that both the number of observations and the minimum prior knowledge needed to achieve the asymptotic regime are state-dependent. This has allowed us to show how the conclusions about the relative performance of different states change in the non-asymptotic regime for optical schemes. As a consequence, in general we can say that maximizing the Fisher information alone does not always guarantee the best precision for experiments with a limited number of observations.

II. BASIC THEORY

This section includes a summary of the context needed to understand in which sense the Cramér-Rao bound can be seen as an approximation and how this motivates our analysis. A more comprehensive introduction to estimation theory and its application to quantum metrology problems can be found in [4], and a reader already familiar with these ideas can skip straight to the methodology in Section [III] and our main results in Section [IV].

A. Uncertainty in single-parameter estimation

Given an experiment where \( n = (n_1, n_2, ..., n_\mu) \) are the outcomes of \( \mu \) independent observations, an estimation function \( g(n) \) can be constructed to estimate the unknown parameter \( \theta \). The precision of this procedure is expressed with an error function \( \epsilon [g(n), \theta] \), and the uncertainty averaging over the different values the underlying parameter can take as well as the different measurement outcomes that can be obtained is defined as [10]

\[
\epsilon = \int d\theta p(n, \theta) \epsilon [g(n), \theta],
\]

where \( p(n, \theta) \) is the joint probability density function for the variables of the experiment. In addition, the product rule implies that \( p(n, \theta) = p(\theta)p(n|\theta) \). The function \( p(\theta) \) is the prior probability density, and it encodes what is known about the parameter before the experiment is performed. This information can be given, for instance, by the results of previous experiments, and it will typically include the domain \( a \leq \theta \leq b \) in which we can expect to find the parameter. The information about the outcomes of the actual experiment is encoded in the likelihood function \( p(n|\theta) \), and for a quantum system, the Born rule establishes that

\[
p(n|\theta) = \prod_{i=1}^{\mu} p(n_i|\theta) = \prod_{i=1}^{\mu} \text{Tr} [E_{n_i} \rho(\theta)],
\]

where we have considered the following protocol:

1. A probe state \( \rho_0 \) is prepared.
2. The parameter is encoded by means of some unitary interaction \( U(\theta) \), producing the transformed state \( \rho(\theta) = U(\theta) \rho_0 U^\dagger(\theta) \).
3. A positive-operator valued measure \( E_{n_i} \) is used to model the measurement scheme.
4. The previous three steps are repeated \( \mu \) times.

When the parameter to be estimated is periodic, as is the case for optical phase shifts, a periodic error function is the most suitable choice. The simplest option that satisfies the requirements of this symmetry is [4]

\[
\epsilon [g(n), \theta] = 4 \sin^2 \left( \frac{g(n) - \theta}{2} \right).
\]

However, since \( \sin^2(x) \approx x^2 \) when \( x \) is small, for a parameter domain less than one period \( \text{Eq. 1} \) can be approximated as

\[
\epsilon \approx \epsilon_{\text{mse}} = \int d\theta p(n, \theta) [g(n) - \theta]^2,
\]

which is the mean square error [20]. The limitations of this approximation are discussed in Appendix [A] for the specific scenarios considered in Section [IV].

Assuming that the prior of the experiment is given and the encoding operator is known, the optimization of the metrology protocol is achieved by minimizing Eq. [4] with respect to the estimator, the measurement scheme and the probe state.

B. Classical optimization: estimator and the asymptotic regime

If we look at Eq. [4] as a functional of \( g(n) \), then the optimal estimator is determined classically by solving the variational problem [10]

\[
\delta \epsilon_{\text{mse}} [g(n)] = \delta \int d\theta \nabla \mathcal{L} [n, g(n)] = 0,
\]

where \( \mathcal{L} [n, g(n)] = \int d\theta p(\theta)n|g(n) - \theta|^2 \). As a result we have that

\[
g(n) = \int d\theta p(\theta)n|\theta|
\]

where

\[
p(\theta|n) = \frac{p(\theta)p(n|\theta)}{\int d\theta p(\theta)p(n|\theta)}
\]

is the posterior density function defined by means of the Bayes theorem. Hence, Eq. [4] becomes

\[
\epsilon_{\text{mse}} = \int dp(n)\epsilon(n),
\]
with \( p(n) = \int d\theta p(\theta)p(n|\theta) \) and

\[
\epsilon(n) = \left\{ \int d\theta p(\theta|n)\theta^2 - \left[ \int d\theta p(\theta|n)\theta \right]^2 \right\}. \tag{9}
\]

Note that Eq. (9) is the variance of the parameter with respect to the posterior for the experimental data \( n \).

The calculation of Eq. (5) is still very challenging in general, and therefore it is important to identify further approximations that simplify the problem in practice. To accomplish that task, let us imagine a hypothetical scenario where the likelihood \( p(n|\theta) \) as a function of \( \theta \) becomes narrower and concentrated around a maximum whose value is the unknown parameter \( \theta' \) when \( \mu \gg 1 \). In addition, the prior knowledge is enough to identify a region of the parameter domain in which \( \theta' \) can be found, although the experimental information dominates in this regime. In that case, the posterior function \( p(\theta|n) \) can be approximated by the Gaussian density \([7, 10]\)

\[
p(\theta|n) \approx \sqrt{\frac{\mu F(\theta')}{2\pi}} \exp \left[ -\frac{\mu F(\theta')}{2}(\theta - \theta')^2 \right], \tag{10}
\]

where

\[
F(\theta) = \int dn p(n|\theta) \left\{ \frac{\partial \log [p(n|\theta)]}{\partial \theta} \right\}^2 \tag{11}
\]

is the Fisher information and \( n \) is the outcome for a single observation. Moreover, we further assume that the Fisher information does not depend on the parameter, so that \( F(\theta) = F \) for all \( \theta \). Thus we are able to approximate Eq. (8) as

\[
\bar{\epsilon}_{\text{mse}} \approx \frac{1}{\mu F}. \tag{12}
\]

This result is known as the \textit{Cramér-Rao bound} in the context of local estimation theory \([1, 6, 8]\), although here we are using it as an approximation under certain circumstances to the Bayesian uncertainty defined by Eq. (1) and Eq. (3) and not as a proper bound. More concretely, Eq. (12) holds when the number of observations \( \mu \) is very large and the prior information is enough to localize the relevant domain. These properties define the asymptotic regime.

The details of this known heuristic argument are reviewed in Appendix B. Furthermore, a more rigorous approach based on the theory of local asymptotic normality can be found in \([21, 22]\).

C. Quantum optimization: measurement scheme and probe state

According to Eq. (1), the Fisher information only depends on the likelihood function, which is constructed out of the measurement scheme and the transformed state. By maximising it over all the positive-operator value measures, it is possible to prove the inequality \([5, 23–25]\)

\[
F(\theta) \leq F_q(\theta) = \text{Tr} \left[ \rho(\theta)L(\theta)^2 \right], \tag{13}
\]

where \( F_q(\theta) \) is the quantum Fisher information and the symmetric logarithmic derivative \( L(\theta) \) satisfies

\[
L(\theta)\rho(\theta) + \rho(\theta)L(\theta) = 2 \frac{\partial \rho(\theta)}{\partial \theta}. \tag{14}
\]

This bound is saturated if the measurement scheme is given by the projections onto the eigenstates of \( L(\theta) \) \([24, 25]\).

Since the parameter is encoded with a unitary transformation, the quantum Fisher information will not depend on \( \theta \) explicitly \([4]\). In that case, the saturation of Eq. (13) implies that the approximation in Eq. (12) becomes

\[
\bar{\epsilon}_{\text{mse}} \approx \epsilon_{\text{cr}} = \frac{1}{\mu F_q}, \tag{15}
\]

which is known as the \textit{quantum Cramér-Rao bound} in the local approach \([4, 8]\). From this we can conclude that the asymptotic optimal precision is a function of \( \rho(\theta) \) alone and that to find optimal probes in this regime we just need to maximise the quantum Fisher information.

Nevertheless, from a physical perspective the number of observations is always limited by the available resources. In consequence, whenever two strategies are being compared in terms of the quantum Cramér-Rao bound, in general it is also necessary to indicate how large \( \mu \) needs to be such that Eq. (1) is a good approximation. Moreover, if the likelihood reaches its maximum for several values of the parameter, then we need enough prior knowledge to select a single peak. The verification of the fulfilment of these crucial restrictions is not always done in the literature, a problem that can be overcome by using the framework of the next section.

III. METHODOLOGY

The procedure described in Section II does not specify the order of magnitude of \( \mu \) nor the minimum prior knowledge that this strategy requires. Although the early proposal of \([12]\) answers to the former question by generalizing the likelihood equation in the local context and \([13]\) catches the influence of the prior probability to some extent, there is not a method that takes into account the combined action of these restrictions simultaneously and exactly in practical scenarios. This motivates the search of a more general approach. A solution to this problem is provided by combining different known Bayesian techniques into a pragmatic methodology.

A. Experimental configuration and prior knowledge

Let us consider that we arrange an experiment such that a system described by \( \rho(\theta) \) is measured with a
scheme that is optimal with respect to the quantum Cramér-Rao bound. This configuration is then summarized with \( p(n|\theta) \) through Eq. 9.

On the other hand, in Section 11 we discussed that the likelihood function needs to be concentrated around its highest peak in order to be able to use the approximation in Eq. 12 (see also the construction reviewed in Appendix A). This local behaviour implies that, for a given scheme, the width of the parameter domain must be such that the solution to the problem \( \partial p(n|\theta)/\partial \theta = 0 \) includes an asymptotically unique absolute maximum. Hence, we introduce the quantity \( W_{\text{int}} \), which we call \emph{intrinsic width}, and we define it as the width that fulfills the above criterion on average. Notice that if \( W_0 > W_{\text{int}} \), where \( W_0 \) is the initial width of our scheme, then the experiment cannot distinguish between two or more equally likely values, and the mean square error tends to a constant when \( \mu \gg 1 \).

In practice, the prior information is determined by the experimental configuration under consideration. We will see that different states are associated to a different \( W_{\text{int}} \); consequently, only those states with a value for \( W_{\text{int}} \) that is greater than or equal to the width imposed by the experiment would be useful in a real scenario.

For optical phases, and assuming that the only information known a priori about the parameter includes the length of the relevant domain, a flat prior is a reasonable choice, since it does not modify the information of the likelihood in the region where it becomes narrower. In addition, it simplifies the calculations. Therefore, we will consider that this probability distribution is the uninformative \emph{intrinsic prior} of our particular strategy, and we will use it for our analysis 26.

To find \( W_{\text{int}} \) we can plot the posterior probability \( p(\theta|n) \) as a function of \( \theta \) directly, since its relative extremes coincide with those of the likelihood when the prior is flat. This procedure depends on the simulation of several random outcomes \( n \) for different values of the parameter, and thus the solution is necessarily probabilistic. However, this is enough for our purposes because our analysis only requires that this is satisfied in the asymptotic regime, where \( \mu \) is large.

B. Numerical strategy

We now have all the pieces that are necessary to calculate Eq. 8 exactly, which is the next step of our strategy. Since this integral has \((\mu + 1)\) dimensions and we are interested in studying its behaviour as \( \mu \) increases, in general we can only compute it numerically. While this is a purely numerical problem that arises in the Bayesian literature 4, 10 and can be treated with well known numerical techniques 27, 28, we believe that giving an explicit scheme of calculation in terms of physical arguments as part of the methodology offers conceptual clarity and insight. In particular, we have followed a three-step method:

1. If a collection of \( \mu \) experimental outcomes \( n \) was originated from the unknown parameter \( \theta' \), and assuming the knowledge of \( p(n|\theta) \) and \( W_{\text{int}} \) previously discussed, then the error of the estimation based on that particular experiment will be given by Eq. 9 that is, by the variance of the posterior probability \( p(\theta|n) \). Moreover, this uncertainty is understood in 29 as the error that arises from gathering and processing data in a real experiment. The integral that defines this quantity can be calculated with a standard deterministic method after the simulation of \( n \) for a given \( \theta' \), which implies that Eq. 9 depends on \( \theta' \) through the values of the outcomes.

2. According to Eq. 10 different uncertainties \( \epsilon(n) \) can be associated to the estimation depending on the particular values \( n \). Therefore, if our aim is to simulate experiments whose performance is optimal on average, we need to calculate the average of the errors for all the possible experimental outcomes associated with \( \theta' \) weighted by their likelihood, i.e.,

\[
\epsilon(\theta') = \int dnp(n|\theta')\epsilon(n).
\]  

(16)

This is precisely what is done in 29. The multi-dimensional integral in Eq. 16 can be solved using Monte Carlo techniques 27, 28.

3. The previous quantity still depends on \( \theta' \), which is not known. However, by taking the average

\[
\int d\theta' p(\theta')\epsilon(\theta') = \epsilon_{\text{mse}}
\]  

(17)

weighted over our prior knowledge of \( \theta' \) we finally obtain the mean square error, which is independent of the values of both the parameter and the outcomes. Following the previous discussion, \( \epsilon_{\text{mse}} \) represents the uncertainty on average about the knowledge that we can acquire in principle with the experimental configuration that is being studied, and as such it is the suitable figure of merit to design experiments from theoretical considerations. The integral over \( \theta' \) can be calculated by a deterministic numerical method once \( \epsilon(\theta') \) is known for different values of \( \theta' \) from the second step.

Although there are other ways of implementing this calculation 30, the reason to choose the strategy described above is twofold. Firstly, it offers a clear physical motivation for the use of the measure of uncertainty defined in Eq. 1 as the figure of merit. Secondly, its numerical implementation is relatively straightforward, and it has turned out to be robust against small variations of the numerical parameters for a reasonable number of iterations.
C. Classical approximation threshold

Our final goal is to quantify the deviation of the quantum Cramér-Rao bound as a function of the number of observations. Once we know the exact value of Eq. \( \text{8} \) for our particular scheme, a simple way of achieving this is to introduce the relative error

\[
\epsilon_{\text{r}} = \frac{|\bar{\epsilon}_{\text{mse}} - \bar{\epsilon}_{\text{cr}}|}{\epsilon_{\text{mse}}},
\]

for \( \epsilon_{\text{mse}} \neq 0 \). This will give us the minimum number of observations \( \mu \) that is needed such that the approximation in Eq. \( \text{15} \) is valid for a given threshold \( \epsilon_{\text{r}} \), which should be chosen according to the requirements of the specific experimental configuration that is being analysed.

D. Bayesian quantum bounds

A different approach that can also identify the situations in which the Cramér-Rao bound fails is based on deriving alternative quantum bounds that are valid for all \( \mu \). This idea was precisely explored in \([13, 14]\), where the two main families of classical Bayesian bounds \([31]\) were extended to the quantum regime. According to their results, the quantum Ziv-Zakai bound for a flat prior between \( a \) and \( b \) is \([13]\)

\[
\bar{\epsilon}_{\text{mse}} \geq \frac{1}{2} \int d\theta \left( 1 - \frac{\theta}{W_0} \right) \left[ 1 - \sqrt{1 - |f(\theta)|^2} \right],
\]

(19)

where \( f(\theta) = \langle \psi_0|\psi(\theta) \rangle \), \( |\psi_0\rangle \) is a pure state and \( |\psi(\theta)\rangle \) encodes the parameter with a unitary transformation. In addition, the quantum Weiss-Weinstein bound establishes that \([13]\)

\[
\bar{\epsilon}_{\text{mse}} \geq \text{sup} \theta \left| f(\theta) \right|^2 \left( 1 - \frac{\theta}{W_0} \right) \left[ 1 - \frac{2}{W_0} \right] \text{Re} \left\{ \left[ f(\theta) f(2\theta)^* \right]^\mu \right\}.
\]

(20)

There also exists a Bayesian version of the Cramér-Rao bound based on the van Trees inequality \([32]\). Unfortunately, its derivation requires that the prior satisfies the boundary conditions \( p(a) \rightarrow 0 \) and \( p(b) \rightarrow 0 \), and this excludes the case of the flat prior between \( a \) and \( b \).

In spite of the utility of this method, the key advantage of using the direct calculation of the mean square error instead is that then we are evaluating the validity of the Cramér-Rao bound exactly. Nevertheless, we will still make use of these bounds as a consistency test for the numerical evaluation of Eq. \( \text{8} \).

IV. RESULTS AND DISCUSSION

The methodology that we have described is general enough to accommodate a wide range of estimation problems, and in this section we explore its application to phase estimation in optical interferometry \([4, 33]\). These results constitute the main contribution of this work.

Let us assume that we are working in the number basis of a two-path interferometer, and that the parameter \( \theta \) is encoded as a difference of phase shifts by means of the unitary transformation \( U(\theta) = \exp[-i(a_1^\dagger a_1 - a_2^\dagger a_2)\theta/2] \), where \( a_i, a_i^\dagger \) are the creation and annihilation operators for the modes \( i = 1, 2 \). Here we focus on a collection of states that together represent the common techniques currently used in quantum metrology \([4, 29, 33, 35]\). Concretely, we consider:

1. Coherent states

\[
|\psi_0\rangle = U_{BS} D(\alpha) \otimes I |0,0\rangle = |\alpha/\sqrt{2}, -i\alpha/\sqrt{2}\rangle,
\]

(21)

where \( U_{BS} = \exp[-i(a_1^\dagger a_2 + a_2^\dagger a_1)\pi/4] \) is a 50:50 beam splitter and \( D(\alpha) = \exp(\alpha a_1^\dagger - \alpha^* a_1) \) is the displacement operator.

2. NOON states

\[
|\psi_0\rangle = \frac{1}{\sqrt{2}} (|N,0\rangle + |0,N\rangle).
\]

(22)

3. Twin squeezed vacuum

\[
|\psi_0\rangle = S_1(r) S_2(r) |0,0\rangle = |r, r\rangle,
\]

(23)

where \( S_i(r) = \exp\{r^* a_i^2 - r(a_i^\dagger)^2\}/2 \), for \( i = 1, 2 \), are squeezing operators.

4. Squeezed entangled states

\[
|\psi_0\rangle = N(|r,0\rangle + |0,r\rangle),
\]

(24)

where \( N = [2 + 2/cosh(|r|)]^{-1/2} \).

Since coherent states present no quantum correlations, their precision is asymptotically given by the standard quantum limit. Contrarily, NOON states have inter-mode and intra-mode correlations and can achieve the Heisenberg limit, although the twin squeezed vacuum also achieves a Heisenberg scaling having intra-mode correlations only \([4, 34]\). Finally, the squeezed entangled states, which have both types of correlations, constitute a precision improvement over the previous states \([29]\). Note that we have selected pure states for the sake of simplicity, but our methods would be also applicable to mixed states.

A common property of these configurations is that they belong to the family of path-symmetric states introduced in \([36]\). Therefore, their classical Fisher information will reach the bound imposed in Eq. \( \text{15} \) by its quantum counterpart if we implement a photon-counting measurement after the action of a 50:50 beam splitter. This implies
that any discrepancy between Eq. 8 and Eq. 15 must necessarily come from the approximation that we discussed in Section II B.

The first step to apply our numerical strategy is to identify the intrinsic width \( W_{\text{int}} \) of each state for a given mean number of particles per probe \( \bar{n} \). Some of the random simulations that are required to achieve that goal are shown in Figure 1, which allow us to deduce the size of the maximum width by direct examination \[37\]. For a twin squeezed vacuum and a squeezed entangled state we have found that \( W_{\text{int}} = \pi/2 \), while coherent states have \( W_{\text{int}} = \pi \). The latter value was also determined by a different method in \[38\]. Note that those results hold for any \( \bar{n} \). On the contrary, with NOON states we have that \( W_{\text{int}} = \pi/\bar{n} \) or \( W_{\text{int}} = \pi/(2\bar{n}) \) depending on whether the value for \( N \) in Eq. 22 is even or odd. It can be observed that none of the states allows us to uniquely identify the relative phase shift when we have no information about its possible values, that is, if \( W_0 = 2\pi \). Moreover, the NOON states present an intrinsic width smaller than \( 2\pi/\bar{n} \), which is their natural periodicity. We conclude then that the scheme that we are employing introduces some limitations to the estimation of the parameter, in spite of the fact that the measurement is optimal according to the quantum Cramér-Rao bound criterion.

Once \( W_{\text{int}} \) is known, we calculate Eq. 8, Eq. 15 and Eq. 18 with the uniform prior \( p(\theta) = 1/W_{\text{int}} \), for \( \theta \in [0, W_{\text{int}}] \),

\[ p(\theta) = 1/W_{\text{int}}, \text{ for } \theta \in [0, W_{\text{int}}], \]  

and \( p(\theta) = 0 \) otherwise. The results are shown in Figure 2a and Figure 2b, where we have assumed that the experiment can only be repeated \( \mu = 10^3 \) times as an extra constraint. For this number of observations, the mean square error of coherent, NOON and twin squeezed vacuum states is close enough to the result predicted by the quantum Cramér-Rao bound. In particular, their relative error is smaller than the selected threshold \( \varepsilon_{\tau} = 5 \). However, the minimum number of observations that are needed in order to reach that threshold is different for different states, and the squeezed entangled state does not even reach it in the regime that we are studying. This state-dependent phenomenon, whose concrete values are
Figure 2. a) Quantum Cramér-Rao bound (solid line) and optimal mean square error (dashed line) for a coherent state with $\bar{n} = 2$ and $W_{\text{int}} = \pi$ (blue line), a NOON state with $\bar{n} = 2$ and $W_{\text{int}} = \pi/2$ (green line), a NOON state with $\bar{n} = 1$ and $W_{\text{int}} = \pi/2$ (black line), a twin squeezed vacuum with $\bar{n} = 2$ and $W_{\text{int}} = \pi/2$ (red line), and a squeezed entangled state with $\bar{n} = 2$ and $W_{\text{int}} = \pi/2$ (purple line), where $\bar{n}$ is the mean number of quanta per observation and $W_{\text{int}}$ is the intrinsic width; b) relative error defined by Eq. 18 with a threshold $\varepsilon_\tau = 5$ (grey line) for the states considered in Figure 2a; c) repetition of the calculation performed in Figure 2a with a common prior width $W_0 = \pi/3$ and the same values for $\bar{n}$; and d) relative error for the states considered in Figure 2c. The consequences of these results are explored in the main text.

indicated in Table I, has important consequences.

If we consider first the comparison between a NOON state and a twin squeezed vacuum with $\bar{n} = 2$, $W_{\text{int}} = \pi$, we can see that the latter is a better choice according to the Fisher information, but its error is higher for $\mu < 20$. Even if we focus on the results of the asymptotic regime, the twin squeezed vacuum requires $\mu \sim 10^3$ observations to achieve it, while the NOON state only needs $\mu \sim 10^2$. Thus a state whose Fisher information is maximum with respect to other probes can still produce a larger error if the experiment is operating outside of the asymptotic regime. Moreover, although it was shown that only the intra-mode correlations are crucial to surpass the standard quantum limit in the regime where the Fisher approach is valid [34, 39, 40], this comparison between a NOON state, which includes both types of correlations, and a twin squeezed vacuum, that has intra-mode correlations only, suggests that the role of quantum correlations in metrology should be revisited for the non-asymptotic regime.

On the other hand, a coherent state with $\bar{n} = 2$, $W_{\text{int}} = \pi$ is less precise than a NOON state with $\bar{n} = 1$, $W_{\text{int}} = \pi/2$ when $\mu \sim 1$. This implies that there is a region in which a probe with fewer resources can still beat a scheme with more photons if the prior knowledge of the former is higher. By combining these observations with those extracted from the previous probes we conclude that the Cramér-Rao bound can both overestimate and underestimate the precision outside of its regime of validity. It is particularly relevant to draw attention to the latter case, since the fact that NOON and coherent states display a mean square error which is lower than
their respective Cramér-Rao bounds for low values of $\mu$ demonstrates that the unbiased estimators of the local theory are not always optimal [11].

The analysis of the squeezed entangled state provides further details of the properties of the non-asymptotic regime. In particular, its performance is worse than all the previous cases for $\mu \sim 10$, and it only becomes the best choice when the number of repetitions is greater than $\mu \sim 10^2$. Surprisingly, this result is showing that while states with an indefinite number of photons can do better than the optimal choice for a finite number of quanta, NOON states have the best absolute precision among the cases that we have studied if the number of observations is less than $\mu \sim 10$.

To have a fairer comparison, we have also repeated the calculation with a common width $W_0 = \pi/3$ and $n = 2$. Figure 2c and Figure 2d show that, while the numerical values are slightly different, the qualitative conclusions are the same. Nonetheless, there is an important difference given that the prior knowledge is now higher. For the NOON and coherent states, $\mu_\tau$ has increased with respect to the previous calculation, since the starting difference between the mean square error and the bound is now greater. On the other hand, for the twin squeezed vacuum there is a point where now the mean square error crosses the Cramér-Rao bound before a stable saturation is reached. This happens because for $W_0 = W_{\text{int}}$ the mean square error approached the bound from above, while for $W_0 = \pi/3$ the error begins below the bound and then crosses it to achieve the asymptotic regime from above. This suggests that if we keep increasing our prior information and we make the width of the parameter domain very small, then the number of observations needed to approach the Cramér-Rao bound will grow.

It is possible to formalize the previous phenomenon and derive an intuitive and informative relation that detects states that are not well-behaved. Firstly, we note that the uncertainty of an estimation that is made before we perform the experiment is represented by the prior probability

$$
(\epsilon_{\text{max}})_{\mu = 0} = \Delta \theta_p^2 = \int d\theta p(\theta) \theta^2 - \left[ \int d\theta p(\theta) \theta \right]^2, \quad (26)
$$

which is $W_0^2/12$ for a flat distribution of width $W_0$. On the other hand, we know that the precision is given by the Fisher information when $\mu \gg 1$; consequently, an estimation protocol is only worthwhile when

$$
\Delta \theta_p^2(\rho) > \frac{1}{\mu(\rho) F_\theta(\rho)}, \quad (27)
$$

is asymptotically satisfied, where we have made explicit the dependence on the state to indicate that the values of $\mu$ and $\Delta \theta_p^2$ guarantee that the Cramér-Rao regime can be reached. If Eq. 27 were not fulfilled, then the experiment would not be telling us more than what we already knew. By reorganizing the terms we finally arrive to

$$
\mu(\rho) > \frac{1}{\Delta \theta_p^2(\rho) F_\theta(\rho)}, \quad (28)
$$

which is a constraint based on practical requirements.

According to Eq. 28 the number of required observations will increase when the Fisher information is fixed and the prior knowledge is improved, which is consistent with the results of Figure 2. Furthermore, we have seen that the prior width cannot be arbitrarily large if we want to employ certain states in an experiment. Thus, if we maximize the Fisher information at the expense of decreasing the maximum prior uncertainty, and the latter phenomenon is faster, then the number of observations will tend to infinity [12].

This is precisely the case of the family of one-mode states

$$
|\psi_0\rangle = \sqrt{1 - \delta} |0\rangle + \sqrt{\delta} |N/\delta\rangle \quad (29)
$$

that was considered in [13], where $0 < \delta < 1$, $N = \bar{n}$ and $N/\delta$ is an integer. To see it, we notice that the analysis of its periodicity for the unitary transformation $U(\theta) = \exp[-i(a_a^\dagger a^\dagger)]$ indicates that $W_{\text{int}} \leq 2\pi\delta/\bar{n}$, which implies that $\Delta \theta_p^2 \leq \pi^2\delta^2/(3\bar{n}^2)$, and the quantum Fisher information is $F_q = 4\bar{n}^2(1 - \delta)/\delta$. Hence, we have that

$$
\mu(\delta) > \frac{3}{4\pi^2\delta(1 - \delta)}. \quad (30)
$$

The Fisher information suggests that we can get an infinite precision in the limit $\delta \to 0$ for a fixed number of resources per observation $\bar{n}$, but Eq. 30 shows that this conclusion only holds if the total number of resources is actually infinite, which is consistent with the results of [13, 14]. From a physical point of view we conclude that it is not advantageous to use states for which the majority of our resources have to be employed in making our scheme as sensitive as the prior uncertainty that we already had.

To implement the last step that verifies the consistency of our numerical strategy, we need to calculate the alternative bounds that were introduced in Eq. 19 and Eq. 20. Figure 3 shows the results of this procedure. As we expected, both the quantum Ziv-Zakai and Weiss-Weinstein

| Probe state | $\bar{n}$ | $W_{\text{int}}$ | $\mu_\tau(W_{\text{int}})$ | $\mu_\tau(W_0 = \pi/3)$ |
|-------------|---------|----------------|--------------------------|--------------------------|
| $|\alpha/\sqrt{2},-i\alpha/\sqrt{2}\rangle$ | 2 | $\pi$ | $3.9 \cdot 10^2$ | $4.97 \cdot 10^2$ |
| NOON state (even $N$) | 2 | $\pi/2$ | $1.15 \cdot 10^2$ | $2.67 \cdot 10^2$ |
| NOON state (odd $N$) | 1 | $\pi/2$ | $5.26 \cdot 10^2$ | - |
| $S(\tau)S_2(\tau) | 0, 0)$ | 2 | $\pi/2$ | $8.74 \cdot 10^2$ | $5.95 \cdot 10^2$ |
| $N([r, 0] + [0, r])$ | 2 | $\pi/2$ | $> 10^3$ | $> 10^3$ |

Table I. Numerical values of $W_{\text{int}}$ and $\mu_\tau$ obtained in Figure 1 and Figure 2, respectively, for an asymptotically optimal strategy and a threshold $\epsilon_\tau = 5$. The representation of the posterior probability $p(\theta|n)$ for the squeezed entangled state that provides the value of its intrinsic width was very similar to that of the twin squeezed vacuum, and therefore it has been omitted in Figure 1 for brevity. In addition, note that we have chosen $\bar{n} = 2$ for most of our schemes in order to detect a significant improvement over the standard quantum limit.
Figure 3. Optimal mean square error (solid line), quantum Cramér-Rao bound (dashed line), quantum Ziv-Zakai bound (dash-dot line) and quantum Weiss-Weinstein bound (dotted line) for: a) coherent state with $\bar{n} = 2$ and $W_{\text{int}} = \pi$, b) NOON state with $\bar{n} = 2$ and $W_{\text{int}} = \pi/2$, c) NOON state with $\bar{n} = 1$ and $W_{\text{int}} = \pi/2$, d) twin squeezed vacuum with $\bar{n} = 2$ and $W_{\text{int}} = \pi/2$, and e) squeezed entangled state with $\bar{n} = 2$ and $W_{\text{int}} = \pi/2$. This shows that the alternative bounds are valid for any $\mu$. Interestingly, the Ziv-Zakai bound is tighter when $\mu \sim 1$, although the best choice in the asymptotic regime is the Weiss-Weinstein bound. In addition, the Weiss-Weinstein bound and the Cramér-Rao bound overlap for the squeezed entangled state, although they are different in the low observation number limit of the other probes.
bounds are lower than the numerical mean square error, including the regions where the quantum Cramér-Rao bound fails. The reason is that these bounds are valid for both biased and unbiased estimators [13, 14, 31], and as such they correctly lower-bound the uncertainty for low values of $\mu$, in contrast to the Cramér-Rao bound. Moreover, the Weiss-Weinstein bound is tight when $\mu \gg 1$, as proven in [14]. However, its rate of convergence is different from the exact rate obtained in Figure 3b and 3d, and the Ziv-Zakai bound is not perfectly tight in any regime. This justifies the use of the direct calculation of the mean square error as a more suitable strategy for this problem.

V. CONCLUSIONS

We have explored the limitations of approximating the Bayesian mean square error by the quantum Cramér-Rao bound for practical scenarios that are relevant in quantum metrology. This study has been performed by simulating and calculating the mean square error exactly, a process that involves an analysis of the prior knowledge required by a given state and that provides an estimation for the number of observations that are needed to reach the asymptotic regime. Furthermore, we have shown that these results are consistent with the quantum Ziv-Zakai and Weiss-Weinstein bounds, which are always valid. This has allowed us to improve our understanding of both the non-asymptotic regime and the impact of the deviations that the asymptotic theory introduces in the overall performance.

We have applied this strategy to coherent, NOON, twin squeezed vacuum and squeezed entangled states for the estimation of phase shifts in optical interferometry, verifying that the conditions for approaching the Cramér-Rao bound crucially vary with the state of the system. Moreover, we have proposed a simple criterion to detect states whose required number of observations is infinite.

From the results of our simulations we can conclude that maximizing the Fisher information alone is not always enough to find the best precision in general. For instance, while a twin squeezed vacuum outperforms NOON states according to the Fisher information, we have found that this conclusion does not hold when the number of observations is low. Similarly, a squeezed entangled state is asymptotically better than the previous examples, but it is the worst choice for small values of $\mu$. In fact, a coherent state with no correlations and a NOON state with less photons per observation outperform it when $\mu \sim 10$. An additional lesson extracted from Section IV is that future work should revisit the role of inter-mode and intra-more correlations and the use of states with an indefinite number of quanta to enhance the precision in the non-asymptotic regime.

As a consequence, for a real experiment either we need to perform a fully Bayesian analysis or we must estimate explicitly the number of observations that are required to guarantee that we are operating in the asymptotic regime if we want to follow the path of the Fisher information. This practice will improve the quality and fairness of the comparisons between states, helping us to understand the fundamental limits of estimation theory and aiding the design quantum sensing protocols for quantum technologies.
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Appendix A: Quadratic error as an approximation for a periodic error function

A good experiment should be arranged such that the uncertainty $\bar{\epsilon}$ decreases as a function of the number of observations $\mu$. In that case, the greatest value that $\bar{\epsilon}$ acquires is given by

$$\bar{\epsilon}\big|_{\mu=0} = 4 \int d\theta p(\theta) \sin^2 \left( \frac{g - \theta}{2} \right),$$  \hspace{1cm} \text{(A1)}

which is the prior uncertainty for the periodic error function of Eq. 3 evaluated at $\mu = 0$. Using the uniform prior

$$p(\theta) = 1/(b-a), \text{ for } \theta \in [a,b],$$  \hspace{1cm} \text{(A2)}

and $p(\theta) = 0$ otherwise, with $a = 0$ and $b = W_0$, Eq. A1 is simplified as

$$\bar{\epsilon}\big|_{\mu=0} = \frac{4}{W_0} \int_0^{W_0} d\theta \sin^2 \left( \frac{g - \theta}{2} \right).$$  \hspace{1cm} \text{(A3)}

In addition, the minimum of this equation is achieved when the estimator $g$ satisfies

$$\cos(g - W_0) = \cos(g),$$  \hspace{1cm} \text{(A4)}

and for one period this implies that $g = W_0/2$. Hence,

$$\bar{\epsilon}\big|_{\mu=0} = \frac{4}{W_0} \int_0^{W_0} d\theta \sin^2 \left( \frac{W_0}{4} - \frac{\theta}{2} \right)$$

$$= 2 \left[ 1 - \frac{2}{W_0} \sin \left( \frac{W_0}{2} \right) \right].$$  \hspace{1cm} \text{(A5)}

If we now expand Eq. A5 up to second order in $W_0$, we find that

$$\bar{\epsilon}\big|_{\mu=0} \approx \frac{W_0^2}{12}.$$  \hspace{1cm} \text{(A6)}
which is the prior uncertainty that we would have found using the mean square error directly.

In Section [IV] we calculated the mean square error for NOON, twin squeezed vacuum and squeezed entangled states with $W_0 = \pi/2$, and $W_0 = \pi/3$ was also employed with both the previous states and for a coherent beam. According to Figure 4, which compares Eq. A5 and Eq. A6 as a function the width $W_0$, the approximation is reasonable for these configurations when $\mu = 0$. Moreover, $|g(n) - \theta|$ will not be greater than $W_0$ for $\mu > 0$, and therefore a similar reasoning can be applied to Eq. [2]. The only scheme for which this approximation is cruder is a coherent state with $W_0 = \pi$.

As a consequence, overall we can conclude that the results of Section [IV] are a reasonable numerical approximation to those that we would have obtained should we have used the periodic error function instead, and they certainly constitute an improvement with respect to the usual asymptotic theory. Future work should provide an exact analysis of the non-asymptotic regime for phase estimation.

**Appendix B: Asymptotic mean square error**

Since the main purpose of this work is to investigate the failure of the Cramér-Rao bound for specific scenarios that arise in practice, it is important to keep in mind an intuitive idea about the nature of the approximation that Eq. [12] involves. For that reason, we review here the known heuristic argument discussed in Section [II B] using the methods employed in [7, 10].

Assuming that $p(n|\theta)$ as a function of $\theta$ becomes narrower and concentrated around a unique absolute maximum $\theta_n$ when $\mu \gg 1$ [7], where the observations $n$ were originated from an unknown parameter $\theta'$, and expressing the likelihood as $p(n|\theta) = \exp\{\log p(n|\theta)\}$ in that region, then the first step is to calculate the Taylor expansion

$$
\log p(n|\theta) \approx \log p(n|\theta_n) + \frac{1}{2} \frac{\partial^2 \log p(n|\theta_n)}{\partial \theta^2} (\theta - \theta_n)^2, \quad (B1)
$$

where the first order term has vanished because $\theta_n$ represents a maximum.

Additionally, by the law of large numbers

$$
\frac{\partial^2 \log p(n|\theta_n)}{\partial \theta^2} = \sum_{i=1}^{\mu} \frac{\partial^2 \log p(n_i|\theta_n)}{\partial \theta^2} \approx \mu \int dnp(n|\theta') \frac{\partial^2 \log p(n|\theta')}{\partial \theta^2}, \quad (B2)
$$

and therefore

$$
p(n|\theta) \approx \exp \left\{ \log p(n|\theta_n) - \frac{\mu F(\theta_n)}{2} (\theta - \theta_n)^2 \right\}, \quad (B3)
$$

where $F(\theta_n)$ is the classical Fisher information that arises from expanding the derivative of Eq. [2].

On the other hand, $\theta_n \approx \theta'$ in this case due to the consistency of the maximum of the likelihood [6, 7]. Thus, Eq. (B3) becomes

$$
p(n|\theta) \approx p(n|\theta') \exp \left\{ -\frac{\mu F(\theta')}{2} (\theta - \theta')^2 \right\}. \quad (B4)
$$

To obtain the posterior probability defined by Eq. [7] we will use the uniform prior of Eq. [A2] understanding that $(b - a)$ is the region where $\theta_n$ is unique (see Section [III A]). Then, we can perform the calculation

$$
\int_a^b d\theta \mu(p(n|\theta)) \approx \frac{p(n|\theta')}{b - a} \int_{-\infty}^{\infty} d\theta' e^{-\frac{\mu F(\theta')}{2} (\theta - \theta')^2} = \frac{p(n|\theta')}{b - a} \sqrt{\frac{2\pi}{\mu F(\theta')}}, \quad (B5)
$$

where the approximation of the infinite limits holds due to the concentration of $p(n|\theta)$ around a single point. By substituting Eq. [A2] and Eq. [B5] into Eq. [7] we recover the Gaussian asymptotic posterior introduced in Eq. [10].

Next we need to calculate the variance of the posterior, a step that involves introducing the Gaussian integrals

$$
\int_a^b d\theta \mu(p(n|\theta)) \theta \approx \sqrt{\frac{\mu F(\theta')}{2\pi}} \int_{-\infty}^{\infty} d\theta' e^{-\frac{\mu F(\theta')}{2} (\theta - \theta')^2} \theta = \theta', \quad (B6)
$$

$$
\int_a^b d\theta \mu(p(n|\theta)) \theta^2 \approx \sqrt{\frac{\mu F(\theta')}{2\pi}} \int_{-\infty}^{\infty} d\theta' e^{-\frac{\mu F(\theta')}{2} (\theta - \theta')^2} \theta^2 = (\theta')^2 + \frac{1}{\mu F(\theta')}. \quad (B6)
$$
in Eq. 9 and we arrive to

$$\epsilon(n) \approx \frac{1}{\mu F(\theta')}.$$  \hspace{1cm} (B7)

Finally, we notice that the states employed in this work satisfy \( F(\theta) = F \) for all \( \theta \). Combining this fact with both Eq. (B7) and \( \int d\theta p(n|\theta) = 1 \) we conclude that the optimal mean square error in Eq. 8 can be approximated by the Cramér-Rao bound in Eq. (12).
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