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Abstract—In this paper, we propose a framework to repair a pre-trained feed-forward neural network (NN) to satisfy a set of properties. We formulate the properties as a set of predicates that impose constraints on the output of NN over the target input domain. We define the NN repair problem as a Mixed Integer Quadratic Program (MIQP) to adjust the weights of a single layer subject to the given predicates while minimizing the original loss function over the original training domain. We demonstrate the application of our framework in bounding an affine transformation, correcting an erroneous NN in classification, and bounding the inputs of a NN controller.

I. INTRODUCTION

Artificial Neural Networks (NN) have shown potential in enabling autonomy for tasks that are hard to formally define or specify. For instance, NN can be used to learn and replicate multi-robot behaviors [1]–[3], or to model complex aircraft collision avoidance protocols [4]. Driving is another example of such a task where not all driving situations can be predicted in advance and, therefore, it may be beneficial to extrapolate behaviors from previously learned scenarios. Thus, learning for driving [5]–[7] is gaining ground as a possible solution to the automated driving or driver assistance challenge problems.

Nevertheless, NN-based autonomous systems may produce unsafe behaviors when they encounter inputs in regions where an insufficient number of training samples was available. Multiple methods exist that attempt to discover such unsafe behaviors (also known as adversarial samples or counter-examples) for autonomous systems [8]–[10]. Other methods investigate classes of systems and NN for which provable properties can be established [11]–[14].

In either case, an open challenge is how to repair or modify NN-based systems when they are found to not be safe. In the case of testing based methods (and some verification methods), adversarial samples are returned that can be added to the training set to improve the accuracy of the NN [15]–[17]. However, adding multiple adversarial samples to the training set might produce over-fitting, or even “oscillations”, i.e., adding training samples from one region may result in reduced accuracy in another region. On the other hand, many verification methods may not even return any information when an NN-based system fails to satisfy its safety requirements. Hence, repairs may not be as straightforward as when counterexamples are available.

In this paper, we make progress toward the repair problem for NN-based systems. We pose the following question: given a set of safety constraints on the output of the NN component, is it possible to modify the NN such that the safety constraints are satisfied while the NN accuracy over the original training set remains high? We propose an optimization based solution by posing the repair problem as a Mixed-Integer Quadratic Program (MIQP). Our framework is presented on a number of challenging problems relevant to robotics: forward kinematics of arm manipulators, aircraft collision avoidance, and mobile robot motion control.

The repair problem [18]–[20] has objectives that typically extend beyond just identifying adversarial samples to be added to the training set [15]–[17]. In [20], the authors address the repair problem for NN-based controllers with a Two-Level Lattice (TLL) architecture. The main step in the framework is a local repair to the controller which is only activated in the states in the vicinity of any adversarial samples. A condition for applying the repair is that any discovered unsafe regions do not overlap with previously trained regions. A limitation of the method in [20] is that it is only applicable to the NN architecture. In contrast, our approach is applicable to general feed forward NN and there are no conditions on the adversarial samples.

The repair process in [19] is executed in the loop with a verification engine. Given an adversarial sample, the neighborhood around it is partitioned until a region is identified where for every point in that region the safety constraints are violated. Then, the neurons that cause the violation are identified and they are repaired. Even though the method applies to general feedforward NN, the repair formulation does not capture the effect of the neuron modifications to the performance of the NN overall.

Finally, the authors in [18] propose a verification-based method for minimally modifying the network weights so as to satisfy a given property. Due to the use of verification, they guarantee the correctness of the repaired model. However, this work restricts the repair to the last layer and only guarantees the minimality of the weight changes. Their method is also limited to guaranteed modification of only one adversarial input.

The following are the main contributions of this paper. First, we propose a layer-wise neural network repair framework using Mixed-Integer Quadratic Programming (MIQP) to satisfy constraints on the output of the network for a given input domain (Sec. [III]). Second, while our method repairs the network for the specified local input domain, it
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maintains the prediction/classification accuracy of the network over its original trained space. Finally, we demonstrate the application of our method in addressing safety, model improvement, and verification problems in a variety of robot learning domains (Sec. IV).

II. PROBLEM STATEMENT

A. Notation

We denote the set of variables \( a_1, a_2, \ldots, a_N \) with \( \{ a_n \}_{n=1}^N \). Let \( NN \) be a neural network with \( L \) hidden layers, as shown in Fig. 1. The nodes values at each layer \( l \in \{ l_i \}_{i=0}^L \) are represented by a vector \( x^l = [x_0^l, x_1^l, \ldots, x_{|x^l|}^l]^T \), where \(|x^l|\) denotes the dimension of layer \( l \). The network output is also denoted as \( y \). Each two subsequent layers are fully connected with weighted edges and bias terms. The notation

\[
x^{l-1} \xrightarrow{w^l, b^l} x^l
\]

represents the weight matrix \( W^l \) and the bias vector \( b^l \) of layer \( l \) connecting the vectors \( x^{l-1} \) to \( x^l \) with

\[
W^l = \begin{bmatrix}
w_{00}^l & w_{01}^l & \cdots & w_{0|x^{l-1}|}^l \\
w_{10}^l & w_{11}^l & \cdots & w_{1|x^{l-1}|}^l \\
\vdots & \vdots & \ddots & \vdots \\
w_{|x^{l-1}|0}^l & w_{|x^{l-1}|1}^l & \cdots & w_{|x^{l-1}||x^{l-1}|}^l
\end{bmatrix} ,
\]

\[
b^l = \begin{bmatrix}
b_0^l \\
b_1^l \\
\vdots \\
b_{|x^{l-1}|}^l
\end{bmatrix} .
\]

The training data set of \( N \) inputs \( x_0^l \) and target outputs \( t_n \) is denoted by \( \{ (x_n^0, t_n) \}_{n=1}^N \subseteq X_0 \times T \subseteq \mathbb{R}^{|x^l|} \times \mathbb{R}^{|t|} \). We use \( x_{j,n}^l \) to denote the \( j \)th node value of layer \( l \) for sample \( n \) and \( x_{j,n}^l \) to denote the vector of nodes at layer \( l \) for sample \( n \). The value of each hidden node is calculated using the weighted sum of the nodes in its previous layer passed through a nonlinear activation function.

In this work, we solve the repair problem for networks that use the Rectified Linear Unit (ReLU) activation function \( R(z) = \max\{0, z\} \). Thus, given the \( n \)th sample, in the hidden layer \( l : x^{l-1} \xrightarrow{w^l, b^l} x^l \), we have \( x^l = R(W^l x^{l-1} + b^l) \). An activation function is not applied to the last layer, so \( y = W^{L+1} x^L + b^{L+1} \).

B. Problem Formulation

**Definition 1** (Repair Problem). Let \( NN_0 \) be a trained neural network over the training input-output space \( X_0 \times T \subseteq \mathbb{R}^{|x^l|} \times \mathbb{R}^{|t|} \) and \( \Psi(y, x^0) \) be a constraint (predicate) on the output \( y \) of \( NN_0 \) for a set of inputs of interest \( x^0 \in X_0 \subseteq X_r \). The **Repair Problem** is to modify the weight and bias terms of \( NN_0 \) such that \( \Psi(y, x^0) \) holds for the new neural network \( NN_r \).

By repairing \( NN_0 \), we also aim to maintain the performance of the original network. Thus, the repaired network \( NN_r \) should both satisfy \( \Psi(y, x^0) \) for the inputs \( x^0 \in X_r \) and maintain the prediction/classification performance of \( NN_0 \) for the inputs in the original training space domain \( X_0 \times T \). To satisfy the latter, the minimal network modification method proposed in [18] minimizes the \( d \)-norm error between each two weight and bias vectors of \( NN_0 \) and \( NN_r \) while satisfying \( \Psi(y, x^0) \). Although the authors in [18] showed that their method can successfully modify the network to correct the observed misclassified points in a classification problem, a minimal deviation from the original weights is not necessarily a sufficient guarantee for maintaining the prediction/classification performance of the original network over the whole input space \( X_r \). As an example, assume \( NN_{0r} \) is trained as a binary classifier (the highest output determines the classifier label for a given input) with one hidden layer \( (L = 1) \) and each layer of size two. Assume the original weights and biases are

\[
W^1 = \begin{bmatrix}
0.2 & 1 \\
0.01 & 1
\end{bmatrix} , b^1 = \begin{bmatrix}
0.2 \\
-0.11
\end{bmatrix} ,
\]

\[
W^2 = \begin{bmatrix}
0.5 & 1 \\
2 & -1
\end{bmatrix} , b^2 = \begin{bmatrix}
-0.2 \\
-1
\end{bmatrix} .
\]

Assume \( x^0 = [9, 0]^T \) is found as a misclassified point in \( NN_0 \) for which the true label is \( y_0 > y_1 \). A minimal change of weight \( w_{10}^1 = 0.01 \) to 0.02 can repair this network to correctly classify this point. However, this repair changes the label of the classifier for \( x^0 = [100, 20]^T \) and creates a new misclassified point that was correctly classified in the original network. Hence, a subtle change in the weights may cause the network to significantly deviate from its original performance. Therefore, it is important for the repaired network \( NN_r \) to also minimize the defined loss function \( E(W, b) \) of the original network \( NN_0 \).

**Definition 2** (Minimal Repair Problem). Let \( NN_0 \) be a trained neural network over the training input-output space \( X_0 \times T \subseteq \mathbb{R}^{|x^l|} \times \mathbb{R}^{|t|} \) and \( \Psi(y, x^0) \) be a predicate that represents some constraints on the output \( y \) of \( NN_0 \) for the set of inputs of interest \( x^0 \in X_r \subseteq X_0 \). The **Minimal Repair Problem** is to modify the weights of \( NN_0 \) such that the new network \( NN_r \) satisfies \( \Psi(y, x^0) \) while preserving the topology of \( NN_0 \) and minimizing the original defined loss function \( E(W, b) \) over the original domain \( X_0 \times T \).

III. LAYER-WISE NETWORK REPAIR AS A MIXED-INTEGER QUADRATIC PROGRAM (MIQP)

To solve the Minimal Repair Problem, we can formulate it as an optimization to minimize the loss function \( E(W, b) \) subject to \( (x^0, t) \in X_0 \times T \) and \( \Psi(y, x^0) \) for \( x^0 \in X_r \). However, the resulting optimization problem is non-convex and difficult to solve due to the nonlinear ReLU activation function.
function and high-order nonlinear constraints resulted from
the multiplication of terms involving the weight/bias vari-
ables. An alternative approach is to obtain a sub-optimal
solution by just focusing on a single layer repair. Layer-wise
repair just modifies the weights and biases of a single layer
to adjust the predictions so as to minimize \( E(W, b) \) and to
satisfy \( \Psi(y, x^0) \). The layer-wise Minimal Repair Problem is
defined as follows

**Definition 3 (Layer-wise Minimal Repair Problem).** Let
\( NN_o \) denote a trained neural network with \( L \) hidden layers
over the training input-output space \( X_o \times T \subseteq \mathbb{R}^{[x]} \times \mathbb{R}^{[L]} \) and \( \Psi(y, x^0) \) denote a predicate that represents some
constraints on the output \( y \) of \( NN_o \) for the set of inputs of
interest \( x^0 \in X \subseteq X_o \). The Layer-wise Minimal Repair
Problem is to modify the weights of a layer \( l \in \{1, \ldots, L + 1\} \)
in \( NN_o \) such that the new network \( NN_r \) satisfies \( \Psi(y, x^0) \)
while preserving the topology of \( NN_o \) and minimizing the
original defined loss function \( E(W^l, b^l) \) over the original
domain \( X \times T \).

In our optimization problem, we modeled the ReLU
activation function \( R(z) = \max\{0, z\} \) with a disjunctive
inequality constraint \[21\]. Assume \( \phi \) is a Boolean variable
and \( z = x - s \), where \( x, s \geq 0 \). In the disjunctive inequality
\[1\], we have \( x = z \) when \( \phi = 1 \) (\( z \geq 0 \)) and \( x = 0 \) when
\( \phi = 0 \) (\( z < 0 \)). Here \( x \) determines the output of ReLU
activation function \( R(z) \).

\[
\begin{bmatrix}
\phi = 0 \\
\phi = 1
\end{bmatrix} \implies
\begin{bmatrix}
x \geq 0 \\
x < 0
\end{bmatrix}
\]

Disjunctive Ineq. \[1\] can be relaxed into mixed integer
algebraic equations using the Big-M or Convex-Hull re-
formulation \[22\], \[23\]. We also assume that the predicate
\( \Psi(x^0, y) \) is represented as a linear constraint.

**Assumption 1.** The predicates \( \Psi(x^0, y) \) are formulated as
linear equality/inequality constraints.

Moreover, since \( X_o \) and \( X_r \) are not necessarily convex, we
formulate the layer-wise minimal optimization problem over
a data set sampled from \( X_o \times T \) and \( X_r \times T \), where \( T \)
is the set of original target values of inputs in \( X_r \).

**Remark 1.** The predicate \( \Psi(x^0, y) \) defined over \( x^0 \in X_r \)
is not necessarily compatible with the target values in \( T \).
It means that the predicate may bound the NN output for
\( X_r \) input space such that not allowing an input \( x^0 \in X_r \)
to reach its target value in \( T \). It is a natural constraint in many
applications. For instance, due to the safety constraints, we
may not allow a NN controller to follow its original control
reference for a given unsafe set of input states.

For a given layer \( l \), we also define \( E(W^l, b^l) \) in the form of
sum of square loss as follows

\[
E(W^l, b^l) = \sum_{n=1}^{N} ||y_n(x^0_n, W^l, b^l) - t_n||^2_2,
\]

where \( W^l \) and \( b^l \) are the weight and bias vectors of the layer
\( l \), respectively, and \( \{(x^0_n, t_n)\}_{n=1}^{N} \sim X_o \times T \cup X_r \times T \) (\( ||\cdot||^2_2 \)
denotes the Euclidean norm). Here, since we only repair the
weights and biases of the target layer \( l \), the loss term \( E \)
is a function of the weight matrix and bias vector of \( W^l \)
and \( b^l \), respectively. Hence, the weight and bias terms of
all layers except the target layer \( l \) are fixed, as shown in
Fig. 2. Considering ReLU activation functions formulated by
disjunctive Ineq. \[1\], the loss function \[2\] and Asmp. \[1\] we
formulate the Layer-wise Minimal Repair Problem in Def. \[3\]
as a Mixed Integer Quadratic Program (MIQP).

**Repair Optimization Problem (R-OPT).** Let \( NN_o \) be a
neural network with \( L \) hidden layers, \( \Psi(y, x^0) \) be a predicate,
and \( \{(x^0_n, t_n)\}_{n=1}^{N} \) be an input-output data set sampled
from \( (X_o \times T) \cup (X_r \times T) \) over the sets \( X_o \), \( X_r \), \( T \),
and \( T \) all as defined in Def. \[2\]. Also, let \( E(W^l, b^l) \) be the loss function
defined in \[3\]. Repair the weight and bias vectors \( W^l \) and \( b^l \)
of the \( l \)th layer in \( NN_o \) (as shown in Fig. 2) so as to minimize
the cost function \[3\] subject to the constraints \[4\]-\[7g\].

\[
\begin{align*}
\min_{W^l, b^l, y_n, \delta} & \quad E(W^l, b^l) + \delta \\
\text{s.t.} & \quad y_n = W^{L+1}x^L_n + b^{L+1}, \quad \text{for } \{n\}_{n=1}^{N}, \quad (4) \\
x^i_n - s^i_n = W^i x^{i-1}_n + b^i, \quad \text{for } \{n\}_{n=1}^{N} \text{ and } \{i\}_{i=1}^{L}, \quad (5a) \\
x^i_n, s^i_n \geq 0, \quad \text{for } \{n\}_{n=1}^{N} \text{ and } \{i\}_{i=1}^{L}, \quad (5b) \\
\phi^i_j, s^i_j \in [0, 1], \quad \text{for } \{n\}_{n=1}^{N} \text{ and } \{i\}_{i=1}^{L}, \quad (5c) \\
\phi^i_j, s^i_j \in \{0, 1\}, \quad \text{for } \{n\}_{n=1}^{N} \text{ and } \{i\}_{i=1}^{L}, \quad (5d) \\
\text{for } \{n\}_{n=1}^{N} \text{ and } \{i\}_{i=1}^{L}, \quad (5e) \\
\Psi(y_n, x^0_n), \quad \text{for } \{n\}_{n=1}^{N} \text{ and } x^0_n \in X_r, \quad (6) \\
|w^{k}_j - w^{k}_{j, \text{prev}}| \leq \delta, \quad \text{for } \{k\}_{k=0}^{x^0_j} \text{ and } \{j\}_{j=0}^{x^0_j}, \quad (7e) \\
|b^j - b^j_{\text{prev}}| \leq \delta, \quad \text{for } \{j\}_{j=0}^{x^0_j}, \quad (7f) \\
\delta \geq 0. \quad (7g)
\end{align*}
\]
The layer-wise repair scheme is shown in Fig. 2 for repairing $x_{l-1}^{\rightarrow} W_l b_l^{\rightarrow} x_l^l$. The sample values of $x_{n-1}^{l-1}$ can be obtained by the weighted sum of the nodes in its previous layers starting from $x_0^n$ for all $N$ samples $n = 1, \ldots, N$. In R-OPT, constraint (4) represents the forward pass of last layer $x^L \xrightarrow{W_{L+1}b_{L+1}} y$. Constraint (5) represents the forward pass of layers $x^{l-1} \xrightarrow{W_l b_l} x^l$ for $l \in \{1, \ldots, L\}$ with ReLU activation function formulated as disjunctive functions (1). Constraint (6) is the given predicate on $y$ defined over $x^0 \in X_o$. Finally, Constraint (7) bounds the error between the weight and bias terms $W$ and $b$, and their corresponding original weight and bias terms $W^{prev}$ and $b^{prev}$ by $\delta$. By adding $\delta$ to (3), we aim to minimize weights deviation as well as $E(W^T, b^1)$ in the repair process.

**Remark 2.** Since the output layer is not passed through a ReLU activation function, applying repair to the last layer $L+1$ does not create mixed integer constraints (5). Therefore, Minimal Repair Problem for the last layer is a Quadratic Program (QP).

### IV. Empirical Experiments

We show the application of the Layer-wise Minimal Repair framework in bounding an affine transformation, applying constraints on a learned forward kinematics model, correcting an erroneous NN in a classification problem, and applying safety constraints on a NN controller. In all experiments, except the classification problem, we first train a neural network with training data uniformly sampled from the input-output training domain $X_o \times T$. We use our proposed repair formulation R-OPT to repair the network given the target layer $l$ and the defined predicate $\Psi(y, x^0)$ over the input space $X_o \subseteq X_o$. In network repair, we use equal samples from both $X_o \times T$ and $X_o \times T$. We formulate the optimization using Pyomo open-source optimization language in Python [24], [25], and Pyomo.GDP for modeling the disjunctive constraints [26]. We use Gurobi 9.1 as solver [27].

**A. In-place Rotation**

Our method is first tested on a network that learned in-place rotation. We first train a two-hidden-layer network $NN_o (L = 2)$ with 3 nodes in each layer to learn an in-place 45-degrees-counterclockwise rotation function $\text{ROT}: X_o \rightarrow T$ in 2D space. The original input space is $X_o = \{x^0 = [x, y] \in \mathbb{R}^2 | 1 \leq x, y \leq 4\}$. The output space $T$ represents the set of counterclockwise rotated points in $X_o$ by 45 degrees defined as $T = \{y \in \mathbb{R}^2 | y = \text{ROT}(x^0) \text{ for } x^0 \in X_o\}$. We repair $NN_o$ to push all the outputs $y$ inside a Quadrilateral defined as

$$\Psi(y, x^0) = \{y \in T | \|x, y\| - [2.5, 2.5]\|_1 \leq \frac{5\sqrt{2}}{4}\},$$

where $\|\|$ denotes the Taxicab norm. Here, $X_o = X_o$. We repair the network with $N = 200$ samples.

Figure 3 (a) demonstrates network predictions after applying repair to the first layer $x^0 \xrightarrow{W^1 b^1} x^1$. As it is shown, the predicate $\Psi(y, x^0)$ pushes the predicted outputs inside the green set. The bar plot in Fig. 3 (b) illustrates the Mean Square Error (MSE) of the network predictions after applying repair to different layers (showed with colored bars) compared to the original network predictions MSE (showed with dashed line). This plot separates the prediction errors of samples based on their targets whether located inside or outside of the green set. Clearly, prediction error for the points with targets inside the green set is lower than the points with targets outside the green set. The prediction performance improves by moving from the last layer to the first layer for both inside and outside cases. The large error reduction by hidden layers is due to the capture of non-linearities in their forward pass. However, the last layer only has the scaling factor, thereby, results smaller error reduction compared to the hidden layers. Moreover, to achieve a significant error reduction, we can select any hidden layer since moving among hidden layers does not result a large error change. In practice, we observed that repairing the latter hidden layers helps Gurobi solver to find a solution faster since the number of integer variables created by modeling ReLU activation function is increased by $2^l$ moving backward from each hidden layer $l$.

In this experiment, the optimal weight deviations for each layer are $\delta_1 = 0.391$, $\delta_2 = 0.4408$, and $\delta_3 = 0.7605$ for the first, second, and third layers, respectively. It implies that repairing by moving backward from the last layer needs smaller weight deviation to adjust the network’s behavior.

**B. Forward Kinematics**

In our second test, we bound the output of a three-hidden-layer network $NN_o (L = 3)$ with 20 nodes in each layer that learned the forward kinematics of a 6-DOF KUKA robot arm [28]. The forward kinematics function $\text{FK}: X_o \rightarrow T$ for this robot is a mapping from the 6 joint angles to the location of end-effector in 3D space. To train the original network, we generate a forward kinematics data set using RoboAnalyzer simulator [29]. Here, the inputs to the $NN_o$ are the $\sin(\theta_j)$ and $\cos(\theta_j)$ of each joint angle $\theta_j$ for $\{q\}_{j=1}^{12}$ (12 inputs in total). It helps to remove the discontinuity that occurs by mapping $\theta$ to $[-\pi, \pi]$. Given the trigonometrically filtered input angles, we define the original input space as $X_o = \{x^0 \in \mathbb{R}^{12} | -1 \leq x^0_j \leq 1 \text{ for } j = 1, \ldots, 12\}$. The output space $T$ is then defined as $T = \{y \in \mathbb{R}^3 | y = \text{FK}(x^0) \text{ for } x^0 \in X_o\}$, where the outputs $y = [x, y, z]$ are the coordinates of
end-effector in 3D space. We repair the network to satisfy a predicate defined as $\Psi(y, x^0) = \{y \in T \mid x \leq 0.5\}$ for $X_o = X_n$. Here, $x > 5$ can be the space of a human worker who is jointly interacting with the robot. So, $\Psi(y, x^0)$ bounds the location of the end-effector to not operate in this space. We repair the network with $N = 500$ samples. Figure 4 illustrates the results of applying network repairs on the forth and third layers. As shown in Fig. 4(a), the repaired network successfully pushes the outputs inside the robot’s operation region and has an accurate prediction performance for the points inside this bound (see Fig. 4(b)). Prediction errors also demonstrate that the repair of the third layer has lower error compared to the forth layer. In this experiment, the optimal weight deviations for each layer are $\delta_3 = 0.5761$, and $\delta_4 = 0.8024$ for the third and forth layers, respectively.

### C. Unmanned Aircraft Collision Avoidance System $X$ (ACAS $X_u$)

ACAS $X_u$ is a variant of Aircraft Collision Avoidance System $X$ (ACAS $X$) that provides horizontal manoeuvre advisories for unmanned aircraft [30]. This system uses a look up table that produces 5 different horizontal advisory outputs of clear-of-conflict (COC), weak right/left heading rates of $\pm 1.5^\circ/\text{s}$ (WR and WL), and strong right/left heading rates of $\pm 3^\circ/\text{s}$ degrees per second (SR and SL), i.e. $y = [\text{COC}, \text{WR}, \text{WL}, \text{SR}, \text{SL}]$. The inputs of system are 7 sensor measurements of distance from ownship to intruder $r$ (m), angle to intruder relative to ownership heading direction $\beta$ (rad), heading angle of intruder relative to ownership heading direction $\psi$ (rad), speed of ownship $v_{\text{own}}$ (m/s), speed of intruder $v_{\text{int}}$ (m/s), time until loss of vertical separation $\tau$ (s), and previous advisory $\text{a}_{\text{preadv}}$ (C/s). The advisory in $y$ with the minimum value is the selected advisory for a given input. To improve storage efficiency, an array of 45 Deep Neural Networks (DNN) are trained in [31] for the discretized combinations of $\tau$ and $\text{a}_{\text{preadv}}$ to learn the look up table. Inputs of each DNN are $x^0 = [\rho, \theta, \psi, v_{\text{own}}, v_{\text{int}}]$. Each DNN has 6 hidden layers with 50 ReLU activation nodes in each layer. DNNs return a horizontal advisory given the input sensor measurements. Given the application of this system, it is very important for the system to return correct advisories. In this experiment, we focus on the DNN trained for $\text{a}_{\text{preadv}} = \text{WL}$ and $\tau = 100$. Following the look up table, the desired output property of this network is to return WL or COC horizontal advisories for the input space $X_o = \{x^0 = [\rho, \theta, \psi, v_{\text{own}}, v_{\text{int}}] \in \mathbb{R}^5 \mid -0.33 \leq \rho \leq 0.68$ and $-0.5 \leq \theta, \psi, v_{\text{own}}, v_{\text{int}} \leq 0.5\}$.

Thus, the predicate is defined as $\Psi(y, x^0) = \{y \in \mathbb{R}^5 \mid \text{COC}, \text{WL} < \text{WR}, \text{SR}, \text{SL}\}$. To find input samples in $X_o$ that violate $\Psi(y, x^0)$, we use Marabou verification tool proposed in [32]. Figure 5 illustrates the projection of local misclassified set of inputs $X^1_o$ and $X^2_o$, shown with green and blue dots respectively, on $\theta$ and $\rho$ input spaces. Our method successfully corrects the local misclassified set of points $X^1_o \subseteq X^1$ and $X^2_o \subseteq X^2_O$ by applying our NN repair technique on the last layer. In this experiment, $\delta = 9.8 \times 10^{-5}$ and $\delta = 1.14 \times 10^{-3}$ for repairing $X^1_o$ and $X^2_o$, respectively, that demonstrates the satisfaction of property $\Psi(y, x^0)$ with just a small deviation of last layer’s original weights.

### D. Safe Controller

In our last experiment, we repair a mobile robot point-to-goal control to avoid a static obstacle. Consider a robot that is following a unicycle model as

$$\dot{x} = g(x)u = \begin{bmatrix} \cos(\theta) & 0 \\ -\sin(\theta) & 0 \\ 0 & 1 \end{bmatrix} u.$$ (8)

where states are $x = [x, y, \theta]^T \in \mathcal{X} \in \mathbb{R}^2 \times [-\pi, \pi]$ and control inputs are $u = [v, \omega]^T \in \mathcal{U} \in \mathbb{R}^2$. The variables $x, y, \theta$ denote the longitudinal and lateral positions of the robot and heading angle, respectively. The controls $v$ and $\omega$ represent the linear and angular velocities of robot, respectively. We first use imitation learning to train a neural network controller $NN_o$ that imitates a QP-based Controller $\text{CTR} : \mathcal{X} \rightarrow \mathcal{U}$ as an expert. $NN_o$ receives the state of the robot as the input $x^0 = x (X_o = X)$ and outputs the control action, i.e. $y = u (T = U)$. The training samples are collected from $X_o \times T = \{(x^n, t^n)\}_{n=1}^N \in \mathcal{X} \times \mathcal{U} \mid x^n \in X_{\text{init}}, x^n \in X_o, t^n \in \text{CTR}(x^n)\}$. This controller steers the robot from an initial set of states $X_{\text{init}} = \{x^0 \in X_o \mid x, y \in [-5, -3], \theta \in [0, \frac{\pi}{2}]\}$ to the goal set $X_g = \{x^0 \in X_o \mid \|V(x^0)\| \leq 0\}$ Here $V : X_o \rightarrow \mathbb{R}$ is a continuously differentiable function

$$V(x^0) = \| [x, y]^T - [0, 0] \|^2_2 - 0.2^2.$$ (9)
Fig. 6: Safe controller: (a) simulated trajectories of system under learned policy by the original network, (b) simulated trajectories of system under repaired policy.

We model $NN_o$ to have 2 hidden layers with 10 ReLU nodes per layer. Figure 6 (a) shows the trajectories of system under QP-based learned policy. Readers are referred to [33] for more details on using QP-based controllers in imitation learning.

Now assume for the same control task, the robot needs to avoid an unsafe region (the ellipsoidal violet region in Fig. 6) defined as

$$X_{unsafe} = \{ x^0 \in \mathcal{X}_o \mid h(x^0) < 0 \},$$

(10)

where $h : \mathcal{X}_o \to \mathbb{R}$ is a continuously differentiable safety measure that represents a static obstacle defined as

$$h(x^0) = \| [x, y]^T - [-1.5, -3]^T \|^2 - 0.2^2.$$

(11)

We treat $h(x^0)$ as a Control Barrier Function (CBF) [34] to derive a safety predicate for the output $y = u$ of $NN_o$ controller under which the states $x$ of system (8) that start in $\mathcal{X} \setminus X_{unsafe}$ never enters the unsafe set $X_{unsafe}$.

Definition 4 (Control Barrier Function (CBF)). Given the nonlinear control affine system (8) and an unsafe set $X_{unsafe}$, a continuously differentiable function $h : \mathcal{X} \to \mathbb{R}$ is a CBF for this system if there exists an extended $K$ class function $\alpha : \mathbb{R} \to \mathbb{R}$ (strictly increasing and $\alpha(0) = 0$) such that

$$h(x) \geq 0 \quad \forall x \in \mathcal{X} \setminus X_{unsafe},$$

(12)

$$h(x) < 0 \quad \forall x \in X_{unsafe},$$

(13)

$$L_g h(x) u + \alpha(h(x)) \geq 0 \quad \forall x \in \mathcal{X} \setminus X_{unsafe},$$

(14)

where $L_g h(x)$ is the first order Lie derivative of $h$ with respect to $g$.

If the control $u$ satisfies (14), then the state of system (8) never leaves $\mathcal{X} \setminus X_{unsafe}$. Our defined candidate function (11) satisfies the conditions (12) and (13) given the defined unsafe set (10). Now to satisfy (14), for all $x^0 \in \mathcal{X}_o \setminus X_{unsafe}$ we impose the predicate $\Psi_1(x^0) = \{ y \in \mathcal{U} \mid L_g h(x^0) y + \gamma h(x^0) \geq 0 \}$ to the output $y$ of $NN_o$, where $\gamma \geq 0$. To ensure that the repaired controller steers the robot toward the goal set $\mathcal{X}_g$, we also treat $V(x^0)$, defined in (9), as a Lyapunov-like function.

Definition 5 (Lyapunov-like Function (CLF)). Given the nonlinear control affine system (8) and a goal set $\mathcal{X}_g$, a continuously differentiable function $V : \mathcal{X} \to \mathbb{R}$ is a CLF for this system if

$$V(x) > 0 \quad \forall x \in \mathcal{X} \setminus \mathcal{X}_g,$$

(15)

$$V(x) \leq 0 \quad \forall x \in \mathcal{X}_g,$$

(16)

$$L_g V(x) u \leq 0 \quad \forall x \in \mathcal{X} \setminus \mathcal{X}_g.$$

(17)

If there exists a control $u$ that satisfies (17), then the states of system (8) reach the goal set $\mathcal{X}_g$ where $V(x) \leq 0$. Similar to the safety condition, $V(x^0)$, defined in (9), satisfies the conditions (15) and (16). So for all $x^0 \in \mathcal{X}_g$ we impose $\Psi_2(x^0, y) = \{ y \in \mathcal{U} \mid L_g V(x^0) y \leq \beta \}$ to the output $y$ of $NN_o$ to satisfy condition (17). Here $\beta \geq 0$ is a slack variable that minimally relaxes the predicate $\Psi_2$ when enforcing the goal-reaching constraint to $u$ contradicts the safety condition $\Psi_1$. For further details on Lyapunov-like functions, CBFs, and their application in safe mobile robot navigation, readers are referred to [34]–[36].

Given the linear inequality constraints $\Psi_1$ and $\Psi_2$, we repair the last layer of $NN_o$ with 100 reference trajectories. As illustrated in Fig. 6 (b), the generated trajectories of system (8) by the repaired policy successfully avoid the unsafe region showed in violet. The repaired controller decreases the linear and angular velocities $v$ and $\omega$ for the states close to the unsafe region while the repaired policy converges to the original policy when states get farther from the unsafe region. In this experiment, the optimal weight deviation is $\delta = 2.45$.

V. CONCLUSION AND FUTURE WORK

In this paper, we provided a framework for minimal layer-wise neural network repair. For a repair, we adjust a trained neural network to satisfy a set of predicates that impose constraints on the output of NN for a given set of inputs of interest. The experimental results demonstrated the success of our framework in repairing the trained networks to satisfy a set of predicates while maintaining the performance of the original network.

Inspired by our theoretical and experimental results, one is able to improve, change, and guarantee different aspects of performance of a trained neural network. While we showed the capability in our framework in addressing safety, model improvement, and verification problems in different robot learning applications, MIQP formulation of network repair is not an easy problem to solve for high-dimensional robotic systems with large input spaces. Our future work aims to address this problem by relaxing or decreasing the number of integer variables of our formulation. Additionally, we aim to investigate an efficient sampling mechanism for the network repair that can help to decrease the number of integer variables as well. In our experiments, we also observed that repairing the last layer did not necessarily satisfy a given property and, in some cases, it caused infeasibility. While we did not observe this issue in repairing the hidden layers, we aim to explore more cases where infeasibility occurs. Finally, we plan to create a public available neural network repair Python package integrated with TensorFlow model architectures [37] in our future work.
