I. INTRODUCTION

Magnetic moments of leptons offer among the most promising opportunities to provide critical tests of the standard model (SM) of particle physics because both the experimental measurements and the theoretical predictions can be made with very high level of precision. The magnetic moment of the electron has been measured by the Harvard University group of Gabrielse [1], and expressed in terms of the “anomaly”, a_{e}^{\text{exp}} = (g_{e} - 2) / 2, which is a_{e}^{\text{SM}} = 1,159,652,180.73 \times 10^{-12}. The theoretical prediction based on 10th-order QED calculation is a_{e}^{\text{QED}} = 1,159,652,179.936 (764) \times 10^{-12} [2]. Because electrons do not decay, the non-QED corrections to a_{e} are extremely small, a_{e}^{\text{had,weak}} = 1.707 (16) \times 10^{-12} [3-8], bringing the Standard Model prediction to a_{e}^{\text{SM}} = 1,159,652,168.643 (764) \times 10^{-12}, and the difference, \Delta a_{e} = a_{e}^{\text{SM}} - a_{e}^{\text{exp}} = 0.91 (82) \times 10^{-12}. This superb level of agreement is rightly considered the crowning achievement for both QED and the SM. An even higher level of agreement can be realized by considering the magnetic moment of the next heavier lepton, the muon, because muons do not decay, the non-QED corrections to the anomalous magnetic moment of the muon, a_{\mu}^{\text{had,LO}}, which cannot be calculated reliably by theory and needs to be measured experimentally, as we do in the present paper. Other contributions are smaller, and have been theoretically calculated. These are: electroweak contributions, a_{\mu}^{\text{weak}} = 153.6 (10) [10], higher order hadronic contributions, a_{\mu}^{\text{had,HO}} = -98.4 (7) [11], and “light-by-light” contributions, a_{\mu}^{\text{had,LBL}} = 116 (39) [12], so that a_{\mu}^{\text{SM}} = 116,584,890 (39) + a_{\mu}^{\text{had,LO}}. In this paper we report the results of our measurements of a_{\mu}^{\text{had,LO}}.

The anomalous magnetic moment contribution, a_{\mu}^{\text{had,LO}} is related to the measured Born-level cross section, \sigma_{0}(e^{+}e^{-} \rightarrow \text{hadrons}) via the dispersion relation [13]

\begin{equation}
a_{\mu}^{\text{had,LO}} = \frac{\alpha^{2}(0)}{3\pi^{2}} \int_{4m_{e}^{2}}^{\infty} ds K(s) \frac{\sigma_{0}(s)}{s} \sigma_{\text{pt}},
\end{equation}

where s is the center of mass energy, K(s) is the QED kernel [14],

\begin{align}
K(s) &= x^{2}(1 - \frac{x^{2}}{2}) + (1 + x)^{2}(1 + \frac{1}{x^{2}})(\ln(1 + x) - x + \frac{x^{2}}{2}) + \frac{1}{x}\ln x,
\end{align}

\begin{align}
x &= (1 - \beta_{\mu})(1 + \beta_{\mu}), \quad \beta_{\mu} = (1 - 4m_{e}^{2}/s)^{1/2}, \quad \text{and} \quad \sigma_{\text{pt}} = 4\pi a^{2} / 3s.
\end{align}

In principle, to calculate this integral, the hadronic cross sections should be measured at all center-of-mass energies (\sqrt{s}), and for all possible hadronic decay final states, beginning with the lowest-mass final state of two pions. However, cross sections generally decrease with increasing s, increasing multiplicity and hadron masses, and the QED kernel also decreases monotonically with s. As a result, most of the contribution to a_{\mu}^{\text{had,LO}} comes from the hadronic cross section at small center-of-mass energy, with \sim 91% of it coming from \sqrt{s} < 1.8 GeV, and 73% from the \pi^{+}\pi^{-} final...
state [15]. In view of this, most experimental measurements of $\sigma_{\mu}^{\text{had},\text{LO}}$ have been focused on $\sqrt{s} \leq 1$ GeV, and especially on $\pi^+\pi^-$ decays. These consist of measurements by the Novosibirsk Collaborations CMD-2 [16] and SND [17] by varying primary $e^+e^-$ collision energies in the region $0.36 < \sqrt{s} < 1.4$ GeV, and by using the initial state radiation (ISR) method to obtain varying effective center-of-mass energies by BaBar [18] (26 final states, $\sqrt{s} < 5$ GeV), by KLOE [19] ($\pi^+\pi^-, \sqrt{s} \lesssim 1.0$ GeV), and most recently by BES-III [20] ($\pi^+\pi^-$, in the limited range $0.6 < \sqrt{s} < 0.9$ GeV).

In this paper, we also use the ISR method to measure $\sigma(e^+e^- \rightarrow \pi^+\pi^-)$ in the region $0.30 \leq \sqrt{s} < 1.00$ GeV. We use data for $e^+e^-$ annihilations taken at the CESR collider, 817 pb$^{-1}$ at $\sqrt{s} = 3.77$ GeV, and 586 pb$^{-1}$ at $\sqrt{s} = 4.17$ GeV. The resulting particles were detected in the CLEO-c detector which has been described in detail elsewhere [21]. The detector has a cylindrically symmetric configuration, and it provides 93% coverage of solid angle for charged and neutral particle identification. The detector components important for the present measurements are the vertex drift chamber, the main drift chamber, the CsI(Tl) crystal calorimeter (CC), and the Ring Imaging Cherenkov detector (RICH), which are illustrated in Fig. 1. Simulated event samples of the signal ISR process $e^+e^- \rightarrow \pi^+\pi^-\gamma_{\text{ISR}}$, the main background ISR process $e^+e^- \rightarrow \mu^+\mu^-$, and other background multihadronic ISR processes are generated using the Monte Carlo (MC) event generator Phokhara [22]. Background ISR processes $e^+e^- \rightarrow \psi(1S,2S)\gamma_{\text{ISR}}$ are simulated with the MC event generator EvtGen [23], and background events from $e^+e^- \rightarrow q\bar{q} \ (q = u,d,s)$ are generated using the LUNDCHARM model [24] implemented in EvtGen. In each case, the events are then passed through a GEANT-based [25] detector simulation of the CLEO-c detector, where the simulated detector response is reconstructed in the same way as for the actual data.

II. EVENT SELECTIONS

In order to reconstruct $e^+e^- \rightarrow \pi^+\pi^-\gamma_{\text{ISR}}$ events, we select events with only two reconstructed oppositely-charged tracks and at least one reconstructed calorimeter shower. The highest energy shower is assumed to be due to the ISR photon. This shower is required to have an energy larger than 0.5 GeV, and have a transverse energy distribution consistent with that of an electromagnetic shower. In this analysis, pions are primarily identified by their energy deposition in the crystal calorimeter (CC). For charged particles we select events with polar angle $|\cos \theta| < 0.75$ for which the CC has the most uniform response and is best understood. The efficiency of pions to pass the CC criteria is calculated using a sample of inclusive pions from $\sim 48$ pb$^{-1}$ of data taken at the $\psi(2S)$ resonance. To ensure high precision in determining efficiency, we require the momenta of both tracks to be $p < 1.6$ GeV. In addition, for events in the $M_{\pi\pi}$ region below 0.5 GeV we require the transverse momentum of the charged particle tracks to be $p_T > 0.2$ GeV in order to reduce the contribution of poorly reconstructed tracks in this region.

A. Particle Identification

For particle identification the observables are: $p$, the momentum measured in the drift chambers; $E_{\text{CC}}$, the energy deposited in the central calorimeter; $dE/dx$, the ionization energy deposited in the main drift chamber, and for $p > 0.5$ GeV the Cherenkov photons detected in the RICH detector.

The main backgrounds to the $\pi^+\pi^-\gamma_{\text{ISR}}$ final state are similar reactions, with the charged pions replaced by charged kaons, electrons, or muons.

$\pi/K$ separation: We distinguish between charged pions and kaons using only the energy loss in the drift chamber ($dE/dx$) at low momentum ($p < 0.5$ GeV), or a combined likelihood variable using $dE/dx$ and $L_{\text{RICH}}$ at higher momentum ($p > 0.5$ GeV), where $L_{\text{RICH}}$ is the log-likelihood that a particle corresponds with a given hypothesis based on Cherenkov photons detected in the RICH detector. We reject any event with a track that is found to be more “kaon-like” than “pion-like” using these criteria. Specifically, for low momentum tracks, we separate kaon candidates from pion candidates by requiring $|\sigma_{K}^{dE/dx}| < 3$ and $|\sigma_{K}^{dE/dx}| < |\sigma_{\pi}^{dE/dx}|$. For high momentum tracks, we use the combined likelihood variable

$$
\Delta L_{K,\pi} = (L_{K}^{RICH} - L_{\pi}^{RICH}) + ((\sigma_{K}^{dE/dx})^2 - (\sigma_{\pi}^{dE/dx})^2).
$$

We reject events that have a track with $\Delta L_{K,\pi} < 0$. 

FIG. 1. Schematic representation of important components of the CLEO-c detector.
**π/e separation:** The ratio $E_{CC}/p$ for electrons is \( \sim 1.0 \), while for pions it is generally much smaller because pions do not electromagnetically shower. Therefore we can efficiently reject electrons by removing events with a charged track which has corresponding $E_{CC}/p > 0.8$.

**π/µ separation:** $\pi/\mu$ separation by $dE/dx$ in the drift chamber is challenging because the pions and muons have nearly equal masses and therefore deposit similar amounts of electromagnetic energy. However, because pions do also interact by the strong interaction, they deposit additional energy in the CC, which shows up as a long tail in the energy deposited. This is illustrated in Fig. 2. A good rejection of muons is achieved by rejecting events in which both charged particles have $E_{CC} < 0.3$ GeV. This requirement rejects $\sim 98\%$ of $\mu^+\mu^-$ events, but unfortunately it also results in the loss of nearly 50\% of $\pi^+\pi^-$ events. For some events at low $M_{\pi\pi}$, the two tracks produce overlapping energy deposits in the CC, which add up to $E_{CC} > 0.3$ GeV. These events amount to about 1\% of our total event sample, and 5\% of the events in the $0.4 < M_{\pi\pi} < 0.55$ GeV region. We reject these events because $\mu^+\mu^-\gamma_{ISR}$ events would be mis-identified as $\pi^+\pi^-\gamma_{ISR}$ events with the overlapping energy deposits of two muons appearing to be energy loss due to a single pion.

### B. $\pi^0$ Rejection

To reduce the contribution from hadronic decays containing photons from $\pi^0 \rightarrow \gamma\gamma$ decays, where the $\pi^0$ decays asymmetrically and one of the photons may be confused with the ISR photon, events are rejected if a pair of photons in the event forms a $\pi^0$ candidate with mass within 20 MeV of the nominal $\pi^0$ mass of 135 MeV. The $M_{\gamma\gamma}$ distribution and the $\pi^0$ rejection cut are illustrated in Fig. 3.

### C. Kinematic Fit

In order to measure $e^+e^- \rightarrow \pi^+\pi^-\gamma_{ISR}$ cross sections down to a percent-level accuracy, it is necessary to include the next-to-leading order (NLO) correction. So we keep events which have a radiative photon in addition to the primary ISR photon. The additional photon can be either an ISR or a final-state radiation (FSR) photon. Fig. 4 shows the Feynman diagrams of LO and NLO ISR processes which are selected in this study.

To reconstruct the full $\pi^+\pi^-\gamma_{ISR}$ event including a possible additional radiative photon from ISR or FSR, following BaBar [18] we perform two types of kinematic fits constraining the final state particles to have the $e^+e^-$ collision center-of-mass four-momentum. These two kinematic fits are:

- **Fit #1** (additional FSR fit): If the additional photon is detected in the electromagnetic calorimeter, we call it an “additional FSR” fit, although the extra photon could be generated either from FSR or from ISR at large enough angle to be detectable in the CC. We set the energy threshold for the additional photon at 30 MeV. In case of several extra detected photons, we perform the kinematic fit using each photon in turn and the fit with the smallest $\chi^2_{\text{add. FSR}}$ is retained. In practice we plot $\chi^2 \equiv \ln(\chi^2_{\text{add. FSR}} + 1)$ so that we can see the long tail.

- **Fit #2** (additional ISR fit): This kinematic fit is done assuming an additional photon which is not detected in the electromagnetic calorimeter. The events which are fit using this method include both those in which only one photon is generated in the final state, and those in which an additional photon is an ISR photon produced at an angle too small to the beams to be detected in the CC. Any other additional photon candidate measured in the electromagnetic calorimeter is ignored in this fit. Sin-
FIG. 3. Two-photon invariant mass distribution from data, illustrating the $\pi^0$ peak. The $\pi^0$ rejection cut of $M_{\gamma\gamma} = M_{\pi^0} \pm 20\, \text{MeV}$ is indicated by the vertical lines.

FIG. 4. The Feynman diagrams for the ISR processes relevant to this study: 1. LO ISR, 2. NLO with additional ISR, 3. NLO with additional FSR.

gle photon events fit by this procedure will yield a good $\chi^2_{\text{add. ISR}}$ with an additional undetected photon energy near zero. Similar to $\chi^2_1$, we use $\chi^2_2 \equiv \ln(\chi^2_{\text{add. ISR}} + 1)$.

The momenta of the charged particle tracks and the direction of the main ISR photon are used in both fits. In the case that the main ISR photon is the only photon detected in the event, we perform only the additional ISR fit to the event, and reject events with $\ln(\chi^2_{\text{add. ISR}} + 1) > 6$.

Fig. 5 shows two dimensional plots of $\chi^2_1$ versus $\chi^2_2$ for the $\psi(4170)$ data and its MC simulation. These plots show large enhancements when both $\chi^2_1$ and $\chi^2_2$ are small. There are also enhancements parallel to both ISR and FSR axes. These indicate events with additional radiation, and are included as signals. The events in the large boxed regions include multihadron events which are not simulated by MC, and events along the diagonals. These are considered as being due to backgrounds and are rejected. In the following studies and in final distributions, the $\pi^+\pi^-$ invariant mass is obtained using the fitted parameters of the two charged particles from the additional FSR fit if $\chi^2_1 < \chi^2_2$, and from the additional ISR fit if $\chi^2_2 < \chi^2_1$.

III. EFFICIENCY STUDIES

In order to precisely measure the $e^+e^- \rightarrow \pi^+\pi^-$ cross sections, the event reconstruction efficiency is considered in detail. We determine the most important parts of the efficiency, $\epsilon_{E/p}$ for $e/e$ discrimination and $\epsilon_{\gamma\gamma}$ for $\pi/\mu$ discrimination from our $\psi(2S)$ data, while the efficiency due to acceptance and all other selections, $\epsilon_{\text{MC}}$, is determined by MC simulations together with small correction factors $C_{\text{trig}}$, $C_{\text{track}}$, $C_{\gamma}$, and $C_{K}$ (all $\gtrsim 0.99$). The overall efficiency $\epsilon$ is determined as

$$\epsilon = \epsilon_{E/p} \times \epsilon_{\gamma\gamma} \times \epsilon_{\text{MC}} \times C_{\text{trig}} \times C_{\text{track}} \times C_{\gamma} \times C_{K},$$

where $\epsilon_{E/p}$ and $\epsilon_{\gamma\gamma}$ are the efficiencies for $\pi/e$ and $\pi/\mu$ separations determined by using data samples from $\psi(2S)$ inclusive decays as described in Sec. III.D, $\epsilon_{\text{MC}}$ is the MC-determined efficiency for all criteria except the $e/e$ and $\pi/\mu$ separation criteria, and the factors $C_{\text{trig}}$, $C_{\text{track}}$, $C_{\gamma}$, and $C_{K}$ are small correction factors to take into account of differences between the data and MC samples, as described below in Sec. III.A, III.B, III.C, and III.D.

We have carefully studied the differences between data and MC simulation for various event selection criteria using a sample of $\pi^+\pi^-\gamma_{\text{ISR}}$ and $\mu^+\mu^-\gamma_{\text{ISR}}$ events from both $\psi(3770)$ and $\psi(4170)$ data sets. All MC efficiencies are compared to the efficiencies obtained from the data sample, and small corrections are applied to the efficiencies accordingly. Generally, the corrections to the MC-determined efficiency are found to not have any significant dependence on $M_{\pi\pi}$ and to be consistent between both $\psi(3770)$ and $\psi(4170)$ data sets.

A. Trigger Efficiency

There are 16 Level 1 (L1) hardware trigger lines in the CLEO-c trigger system. Of these, our $\pi^+\pi^-\gamma_{\text{ISR}}$ signal events are primarily selected by three different trigger lines. The definitions of these trigger lines contain partially overlapping criteria, and the efficiency for signal
events in MC simulations to pass any one these three
trigger lines is > 99%. To estimate the overall efficiency
of the hardware trigger, we select events in data and sig-
nal MC samples which pass one of these triggers, and
then look at the efficiency of these events to pass one
of the other two triggers. The results are found to be
consistent between data and MC within statistical un-
certainties, and we apply no correction to the efficiency
from this source.

B. Track Reconstruction Efficiency

We calculate the efficiency for charged particle tracks
to be reconstructed using a dedicated sample of events.
We select one reconstructed track and a photon (assumed
to be the ISR photon), and apply a 1C kinematic fit as-
suming that there is a missing particle with the mass
of the charged pion. A sample of events with 1 to 4
tracks and $\chi^2_{1C} < 10$ is selected to estimate the track-
ing efficiency. The fraction of the predicted tracks that
are actually reconstructed in the tracking system, with
a charge opposite to that of the primary reconstructed
track, yields one track reconstruction efficiency. The pre-
dicted track is required to lie within the tracking accep-
tance, but because of subsequent decays or secondary
interactions its momentum and angles do not have to
match the expected values. The average one-track re-
construction efficiency correction of the two data sets is
993(4). Since there are two tracks in our event selec-
tions, we apply $C_{\text{track}} = [0.993(4)]^2 = 0.986(6)$ to the
$\pi^+\pi^-$ cross section calculated in this analysis.

C. ISR Photon Reconstruction Efficiency

We calculate the ISR photon reconstruction efficiency
using a method similar to that described above for
the track reconstruction efficiency. Instead of one re-
constructed track and the ISR photon, we select two
oppositely-charged tracks and apply a 1C kinematic fit as-
suming that there is a missing particle with the mass
of the charged pion. A sample of events with 2 tracks and
any number of showers with $\chi^2_{1C} < 5$ is selected to
estimate the ISR photon reconstruction efficiency. The
fraction of the predicted photons that are actually re-
constructed in the CC and identified as a photon, yields
the ISR photon reconstruction efficiency. The predicted
photon is required to lie within the shower acceptance,
but its momentum and angles do not have to match the
expected values. The average values of $C_{\gamma\text{ISR}} = 0.992(6)$
are applied to the calculation of the $\pi^+\pi^-$ cross section.

D. Charged Pion Identification Efficiency

Charged pions are identified by separating them from
other charged hadrons (primarily charged kaons), and
charged leptons (electrons and muons), as described in
Sec. II.A. The efficiency for the $\pi/K$ separation criteria
is studied using samples of data and MC, while the $\pi/e$
and $\pi/\mu$ separation efficiencies are directly determined
from the data.

Efficiency of $\pi/K$ Separation: The efficiency of the
$\pi/K$ separation criteria for one track is determined as the
fraction for the track to pass the kaon rejection criteria,
while the other track is already selected as a pion or a
muon. The average kaon rejection efficiency correction
for one track of the two data sets is $99.8\pm0.5\%$. Again,
since there are two tracks in the event selections we apply $C_K = (0.998(5))^2 = 0.996(7)$ to the $\pi^+\pi^-$ cross section in this analysis.

Efficiency of $\pi/e$ separation: As described in Sec. II.A, we separate pions from electrons using the ratio $E_{CC}/p$. Since the nuclear interaction of pions in a calorimeter, and therefore the energy that they deposit, is difficult to accurately simulate, we determine $\epsilon_{E/p}$, the efficiency of $\pi/e$ separation using $\sim 48 \text{ pb}^{-1}$ of data taken at the $\psi(2S)$ resonance. We first reject all but electron and pion tracks as follows:

- events must have at least three tracks,
- kaon-like or proton-like tracks are rejected using $dE/dx$ and $LL_{\text{RICH}}$ as described in Sec. II.A,
- tracks with hits in the muon chambers are rejected,
- muons from the high-rate decay $\psi(2S) \rightarrow \pi^+\pi^- \psi$, $\psi \rightarrow \mu^+\mu^-$ are rejected as events with 3 or 4 total tracks and 2 tracks with a recoil mass within 5 MeV of $M(\psi)$.

The remaining tracks are mostly pions and electrons with electrons having $E_{CC}/p > 0.8$. To determine the efficiency of pions which survive the $E_{CC}/p$ cut we fit the $E_{CC}/p$ distributions separately for positive and negative tracks in each 50 MeV momentum bin of our $\psi(2S)$ sample to separate the pion tail from the electron peak near $E_{CC}/p \sim 1$. For all of our events, $\epsilon_{E/p} = \epsilon_{E/p}(\pi^+){\epsilon_{E/p}(\pi^-)}$ is averaged in each bin of $M_{\pi\pi}$, as shown in Fig. 7(a).

Efficiency of $\pi/\mu$ separation: For $\pi/\mu$ separation we use the same $\psi(2S)$ data and criteria as described above for $\pi/e$ separation to determine the efficiency of the $E_{CC}$-based muon rejection. The electrons are rejected using the criteria of $E_{CC}/p > 0.8$. The remaining tracks are mostly pions.

For illustration, the momentum distributions of pions from $\psi(2S)$ data and generic MC are shown in Fig. 6(a), together with the MC-estimated residual contributions from electrons, muons, kaons, and protons shown in Fig. 6(b). These particles are mostly pions. The estimated residual contributions from electrons, kaons and protons are negligible. The residual contribution from muons is $\sim 0.02\%$. We have compared the results with and without subtracting the residual contribution from muons using an estimate from simulated $\psi(2S)$ decays. The difference of $a_{\mu}(\pi^+\pi^-)$ is small ($\sim 0.1\%$).

For each 50 MeV momentum bin in these data, we form $E_{CC}$ distributions for both positive and negative pion candidates. From these distributions we calculate the probability, $\epsilon_{CC}(\pi^+)$, for a single pion candidate to meet the muon-like criteria, $E_{CC} < 0.3$ GeV. Thus for each event the efficiency of $\pi/\mu$ separation of pions from muons is:

$$\epsilon_{CC} = 1 - \epsilon_{CC}(\pi^+)\epsilon_{CC}(\pi^-).$$

These final $\epsilon_{CC}$ efficiencies are averaged in each bin of $M(\pi\pi)$, as shown in Fig. 7(b).

Analysis of $\psi(2S) \rightarrow \pi^+\pi^- J/\psi$, $J/\psi \rightarrow \pi^+\pi^- \pi^0$. Our determination of the $\pi/\mu$ separation efficiency $\epsilon_{CC}$ from $\psi(2S)$ inclusive decays can be confirmed by analysis of the exclusive decay $\psi(2S) \rightarrow \pi^+\pi^- J/\psi$, $J/\psi \rightarrow \pi^+\pi^- \pi^0$. We reconstruct this decay by selecting events with only four tracks and at least two showers that pass standard CLEO quality criteria for photons. The net charge of the tracks is required to be zero, and at least one pair of photon candidates should form a $\pi^0$ candidate with mass within 15 MeV of the nominal $\pi^0$ mass of 135 MeV. We obtain our $J/\psi$ sample from $\psi(2S)$ by tagging events with two oppositely charged tracks, which are assumed to be pions, and have a recoil mass in the range $M(J/\psi) \pm 10$ MeV. Events are rejected if any of the other two tracks from the $J/\psi$ decay is identified as a kaon or a proton in the same way described in Sec. II.A. These two tracks should also meet the requirements of $|\cos \theta| < 0.75$ and $p_T > 0.2$ GeV in the $M_{\pi\pi}$ region below
0.5 GeV. We perform a 4C kinematic fit constraining the $2(\pi^+\pi^-)\pi^0$ to a common vertex with $\chi^2_{\text{vertex}} < 50$, and $e^+e^-\gamma\gamma$ collision energy and momentum with $\chi^2_{\text{4Cfit}} < 50$. We select pions from the decay of $J/\psi$ and compare the $E_{\text{CC}}$ distributions with those determined from the inclusive decay of $\psi(2S)$ as described above. The results are consistent within statistical uncertainty.

IV. BACKGROUND SUBTRACTION

After the cuts shown in the 2D plots of Fig. 5, small amounts of backgrounds remain, particularly near the boundaries of the cuts. To estimate these residual backgrounds, and to remove them from the $\pi^+\pi^-\gamma_{\text{ISR}}$ sample, we estimate the contributions of individual background sources separately using data and MC samples in three different regions of $M_{\pi\pi}$: the low $M_{\pi\pi}$ range below $M(\rho)$ ($0.30 - 0.65$ GeV), the $\rho$ peak region ($0.65 - 0.85$ GeV), and the high $M_{\pi\pi}$ range above $M(\rho)$ ($0.85 - 1$ GeV). The results are presented in Table I.

1. Background from $e^+e^-\rightarrow q\bar{q} \rightarrow$ light hadrons arises from those decays in which $\pi^0$'s are produced, and photons from $\pi^0 \rightarrow \gamma\gamma$ decays are mistaken as ISR photon candidates. This background is considerably reduced by the kinematic fit $\chi^2$ selections and the $\pi^0$ veto cut. The contribution of this background in our analysis is estimated using simulated samples of the $e^+e^-\rightarrow q\bar{q} \rightarrow$ light hadrons process. To avoid additional uncertainties in the cross section for $e^+e^-\rightarrow q\bar{q} \rightarrow$ light hadrons, we normalize the simulated $q\bar{q}$ sample to our data in the following way. In the background region of the 2D $\chi^2$ plot, i.e. for events in the large box, we pair the primary ISR photon candidate with all detected additional photons and keep the pair with $\gamma\gamma$ mass closest to the nominal $\pi^0$ mass of 135 MeV. The normalization factor $f = N(\text{data})/N(\text{MC})$ is then obtained by fitting the $\pi^0 \rightarrow \gamma\gamma$ yield in data and in the simulation, as shown in Table II.

2. We find that three processes of the type $e^+e^-\rightarrow \gamma_{\text{ISR}} +$ light hadrons contribute non-negligible amounts to the background. Their contributions are estimated as follows using MC-simulated events in a similar way to the $q\bar{q}$ process. 

- For the $K^+K^-\text{ISR}$ process, we normalize the MC yield to data by fitting the $\phi$ peak.
- For the $\pi^+\pi^-\pi^0\text{ISR}$ process, we normalize the MC yield to data using the yields of $\omega$ and $\phi$ resonances.
- For the $\pi^+\pi^-2\pi^0\text{ISR}$ process, we estimate the normalization factor by comparing the total yields at $1 < M(\pi^+\pi^-2\pi^0) < 2$ GeV in data and MC.

And the resulting scale factors are listed in Table II.

3. Background from $e^+e^-\rightarrow \psi(1S,2S)\gamma_{\text{ISR}}$ is estimated from MC. The scale factors are estimated as the ratio of the number of the expected events and of the generated events. They are also listed in Table II.

4. Radiative Bhabha events $(e^+e^-\rightarrow e^+e^-\gamma)$ are very strongly suppressed by the requirement $E_{\text{CC}}/p > 0.8$. The number of remaining events due to this process is estimated as the production of the expected number of radiative Bhabha events and the efficiency for these events to pass our event selections. The efficiency for radiative Bhabha events to pass the electron rejection cut is estimated using data. We reconstruct events with the ISR photon candidate and two oppositely-charged tracks, requiring that one track is an electron ($0.9 < E_{\text{CC}}/p < 1.1$), and determine the probability that the other track would pass our electron rejection cut. This gives the probability for a single electron. Assuming the two electrons are uncorrelated, we
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TABLE I. Estimated background fractions (in %) in the $\pi^+\pi^-\gamma_{\text{ISR}}$ sample for the low $M_{\pi\pi}$ range (0.30 – 0.65 GeV), the $\rho$ peak (0.65 – 0.85 GeV), and the high $M_{\pi\pi}$ range (0.85 – 1 GeV). The first errors are statistical and the second errors are systematic.

| Bkg Source | Low $M_{\pi\pi}$ Range | $\rho$ Peak | High $M_{\pi\pi}$ Range |
|------------|-------------------------|-------------|-------------------------|
| $q\bar{q}$ | 11.98 ± 0.12 ± 0.11     | 3.21 ± 0.04 ± 0.03 | 11.83 ± 0.16 ± 0.11 |
| $\mu^+\mu^-\gamma_{\text{ISR}}$ | 4.17 ± 0.04 ± 0.05 | 0.37 ± 0.01 ± 0.01 | 1.16 ± 0.02 ± 0.04 |
| $\pi^+\pi^-\gamma_{\text{ISR}}$ | 2.87 ± 0.03 ± 0.09 | 0.32 ± 0.01 ± 0.01 | 0.50 ± 0.01 ± 0.02 |
| $\pi^+\pi^-2\pi^0_{\text{ISR}}$ | 0.06 ± 0.01 ± 0.01 | 0.01 ± 0.01 ± 0.01 | 0.04 ± 0.01 ± 0.01 |
| $K^+K^-\gamma_{\text{ISR}}$ | 0.02 ± 0.01 ± 0.01 | < 0.01 | < 0.01 |
| $e^+e^-\gamma$ | < 0.01 | < 0.01 | < 0.01 |
| $J/\psi_{\text{ISR}}$ | 0.10 ± 0.02 ± 0.01 | 0.15 ± 0.01 ± 0.01 | 0.30 ± 0.04 ± 0.01 |
| $\psi(2S)\gamma_{\text{ISR}}$ | 0.05 ± 0.01 ± 0.01 | 0.03 ± 0.01 ± 0.01 | 0.07 ± 0.02 ± 0.01 |
| total | 19.25 ± 0.13 ± 0.15 | 4.09 ± 0.05 ± 0.04 | 13.90 ± 0.17 ± 0.12 |

TABLE II. Scale factors normalized from data for background processes.

| Bkg Source | Scale Factor |
|------------|-------------|
| $\psi(3770)$ | $q\bar{q}$ 0.0434 ± 0.0004 |
| $K^+K^-\gamma_{\text{ISR}}$ | 0.0128 ± 0.0003 |
| $\pi^+\pi^-\gamma_{\text{ISR}}$ | 0.0092 ± 0.0003 |
| $\pi^+\pi^-2\pi^0_{\text{ISR}}$ | 0.0697 ± 0.0020 |
| $J/\psi_{\text{ISR}}$ | 0.1305 ± 0.0002 |
| $\psi(2S)\gamma_{\text{ISR}}$ | 0.1373 ± 0.0001 |
| $\psi(4170)$ | $q\bar{q}$ 0.0329 ± 0.0004 |
| $K^+K^-\gamma_{\text{ISR}}$ | 0.0098 ± 0.0003 |
| $\pi^+\pi^-\gamma_{\text{ISR}}$ | 0.0089 ± 0.0003 |
| $\pi^+\pi^-2\pi^0_{\text{ISR}}$ | 0.0871 ± 0.0019 |
| $J/\psi_{\text{ISR}}$ | 0.0505 ± 0.0001 |
| $\psi(2S)\gamma_{\text{ISR}}$ | 0.0378 ± 0.0001 |

get the total efficiency by squaring the one-electron probability. The efficiency for radiative Bhabha events to pass our event selection criteria except the electron rejection cut is estimated using simulated radiative Bhabha events. The estimated number of radiative Bhabha events is below the $10^{-4}$ level of the total background.

5. Background processes $p\bar{p}\gamma_{\text{ISR}}$ and $\pi^+\pi^-$ contribute significantly only at $\pi^+\pi^-$ masses much higher than the range of interest for the present analysis. We estimate the contributions of these channels using simulated events generated by EvtGen. Neither exceeds the $10^{-4}$ level in the fraction of the total background.

As we note in Table I, the main background processes are $q\bar{q}$, $\mu^+\mu^-\gamma_{\text{ISR}}$ and $\pi^+\pi^-\gamma_{\text{ISR}}$. Fig. 8 shows contributions from these main background processes.

After applying the event selections described in Sec. II and rejecting all other backgrounds, we determine that the event sample only consists of $\pi^+\pi^-\gamma_{\text{ISR}}$ signal events and $\sim 1.5\%$ residual $\pi^+\pi^-\gamma_{\text{ISR}}$ background events. We separate the $\mu^+\mu^-\gamma_{\text{ISR}}$ events from the final $\pi^+\pi^-\gamma_{\text{ISR}}$ sample in each bin by the following procedure:

We denote the numbers of $\pi^+\pi^-$ and $\mu^+\mu^-$ produced as $N_{\pi\pi}^0$ and $N_{\mu\mu}^0$ respectively, and as $N_{\pi\pi}$ and $N_{\mu\mu}$ as the measured numbers after the $\pi/\mu$ separation criteria are applied. We denote by $\epsilon_{\text{CC}}^{\pi\pi}$ the efficiency for pions to have survived this separation procedure using the $\psi(2S)$ data as described in Sec. III.D. We denote by $\epsilon_{\text{CC}}^{\mu\mu}$ the efficiency for pions to have survived this procedure using $e^+e^- \rightarrow \mu^+\mu^-\gamma_{\text{ISR}}$ events generated by Phokhara. The numbers of pions and muons produced, $N_{\pi\pi}^{(0)}$ and $N_{\mu\mu}^{(0)}$ are then obtained by solving the equations:

$$N_{\pi\pi} = N_{\pi\pi}^{(0)} \epsilon_{\text{CC}}^{\pi\pi} + N_{\mu\mu}^{(0)} \epsilon_{\text{CC}}^{\mu\mu}$$
$$N_{\mu\mu} = N_{\pi\pi}^{(0)} (1 - \epsilon_{\text{CC}}^{\pi\pi}) + N_{\mu\mu}^{(0)} (1 - \epsilon_{\text{CC}}^{\mu\mu})$$

Thus, the number of these $\pi^+\pi^-\gamma_{\text{ISR}}$ events which pass all our event selections is $N_{\pi\pi}^{(0)} \frac{a_{\pi\pi}}{C_{\pi\pi}}$. The invariant mass distributions for $\pi^+\pi^-$ are shown in Fig. 9 for the $\psi(3770)$ and the $\psi(4170)$ data sets. Because of the relatively large bin size our $M_{\pi\pi}$ spectra, unfolding procedures do not affect the final result of $a_{\pi\pi}$. Therefore, we do not apply an unfolding procedure to our $M_{\pi\pi}$ distributions.
The validity of our π/µ separation procedure is confirmed by the general agreement of the observed µ+µ− event distribution with the QED prediction for the same distribution. The number of µ+µ− events which are rejected by the π/µ separation procedure is \( N^{(0)}_{\mu\mu}(1-e^{\mu\mu}_{CC}) \). The NLO QED prediction for the invariant µ+µ− mass spectrum is obtained from the Phokhara generator, normalized to the data luminosity. Fig. 10 shows the ratio of the invariant µ+µ− mass spectrum in data and the QED prediction. Good agreement is found at the level of (0.8 ± 1.3)%.

Fig. 11 shows the total efficiency of our final event selection. Contributions from individual sources are listed in Table III.

V. SYSTEMATIC UNCERTAINTIES

We estimate systematic uncertainties in \( \sigma_{\pi\pi} \) and \( a^{\pi\pi}_\mu \) for the combined results for the \( \psi(3770) \), \( \sqrt{s} = 3770 \text{ MeV} \), and \( \psi(4170) \), \( \sqrt{s} = 4170 \text{ MeV} \) data sets. As described in previous sections, we evaluate corrections to our efficiency determination using data where possible.
TABLE III. Efficiencies for selecting the $\pi^+\pi^-(\gamma)_{\text{ISR}}$ events.

| Cuts                  | Requirements                                      | $\epsilon(\psi(3770))(\%)$ | $\epsilon(\psi(4170))(\%)$ |
|-----------------------|---------------------------------------------------|-----------------------------|-----------------------------|
| Acceptance            | Standard CLEO quality criteria                    | 10.93                       | 10.53                       |
| $\pi^*$ rejection     | $|M_{\pi\pi} - M_{\pi^*}| > 20$ MeV             | 97.33                       | 97.98                       |
| $|\cos\theta|$ of tracks | $|\cos\theta_{trk}| < 0.75$                     | 50.59                       | 51.41                       |
| $p_T$ of tracks       | $p_T > 0.2$ GeV for low $M_{\pi\pi}$ region      | 99.87                       | 99.92                       |
| $|p|$ of tracks        | $|p| < 1.6$ GeV                                    | 90.49                       | 76.97                       |
| 1D $\chi^2$          | $\ln(\chi^2 + 1) < 6$                           | 96.84                       | 96.83                       |
| 2D $\chi^2$          | Signal region definition                         | 70.18                       | 71.02                       |
| Overlapping tracks    | Reject overlapping tracks in the CC              | 99.33                       | 99.21                       |
| $K$ rejection         | $\Delta L_{K,\pi} > 0$                          | 97.49                       | 97.09                       |
| $e$ rejection         | $E_{\text{CC}}/p < 0.8$                         | 92.69                       | 93.91                       |
| $\mu$ rejection       | $E_{\text{CC}} > 0.3$ GeV                       | 59.94                       | 63.90                       |
| bkg rejection         | Residual bkg rejection                           | 91.69                       | 94.45                       |
| Total                 |                                                   | 1.63                        | 1.53                        |

As it is not possible to evaluate systematic uncertainties reliably in regions of small event statistics, we evaluate the systematic uncertainties due to each source for the full range of $M(\pi\pi)$ wherever possible. These systematic uncertainties described in detail below and are summarized in Table IV.

Efficiency corrections for triggering, tracks reconstruction, ISR photon reconstruction and $\pi/K$ separation have been described in Section III. The finite statistical precision in these efficiency determinations is taken to be the corresponding systematic uncertainties due to these sources.

The efficiencies for $\pi/e$ and $\pi/\mu$ separations are determined using $\psi(2S)$ data, as described in Sections III D. The systematic uncertainty in the determination of these efficiencies can arise from the following sources:

1. **Bin size:** The efficiencies are determined in 50 MeV bins of momentum. To estimate the effect of this choice of bin size, we reanalyze the data using 20 MeV bins as well.

2. **Muon subtraction:** We have subtracted the contribution from muon tracks in these efficiency determinations as shown in Fig. 6. Since this muon track background only contributes to ~ 0.02% of the total tracks, we determine this contribution by determining $a_{\mu\pi}$ without subtracting it.

3. **Electron subtraction:** The contribution from electron tracks is obtained by fitting the peak at $E_{\text{CC}}/p \sim 1$ in the $E_{\text{CC}}/p$ distribution of the tracks. To determine the systematic uncertainty in this yield determination, we vary the fit range and the order of the polynomial fit. The largest change in resulting $a_{e\pi}$ is taken as the systematic uncertainty due to this source.

4. **Finite statistics:** We include the statistical uncertainty in the determination of these efficiencies from $\psi(2S)$ data.

These individual contributions are all $\sim 0.1\%$ and their sum in quadrature is taken to be the systematic uncertainty due to the efficiency determination for $\pi/e$ and $\pi/\mu$ separation.

The systematic uncertainties due to the determination of the charged particle momentum scale and uncertainties in the angular resolution are estimated by systematically varying these values by $\pm 1\sigma$. An estimation of the systematic error in the absolute energy scale, separately in the CC barrel and endcap, is taken into account to estimate the systematic uncertainty due to this source.

The systematic uncertainty due to the background rejection method is estimated by varying the normalization scale factor in each background channel by the of its uncertainty. The largest deviation is taken as the systematic uncertainty due to this source.

The systematic uncertainty due to $\pi^0$ rejection is estimated by varying the $\pi^0$ rejection cut by 5 MeV. The largest deviations are selected as the systematic uncertainty due to $\pi^0$ rejection. Similarly, for kinematic fit we vary $\ln(\chi^2 + 1)$ around the nominal values by 2 for 1D distribution and by 0.5 for 2D distribution. The largest deviations are selected as the systematic uncertainties due to kinematic fit $\chi^2$ selections.

The systematic uncertainty due to the $e^+e^-$ luminosity is determined to be 0.6% in Ref. [26].
FIG. 11. The total efficiency to select $\pi^+\pi^-\gamma_{ISR}$ events as a function of $M_{\pi\pi}$. The small discontinuity near the $\rho - \omega$ interference region is caused by resolution effects. The dip at $M_{\pi\pi} \approx 0.5$ GeV region is due to the additional $p_T > 0.2$ GeV requirement for tracks in the $M_{\pi\pi}$ region below 0.5 GeV, and the rejection of the events in which two tracks merge in the CC and produce overlapping $E_{CC}$.

TABLE IV. Systematic uncertainties on $\sigma_{\mu}(\pi^+\pi^-)$.

| Source                        | Systematic uncertainty (%) |
|-------------------------------|----------------------------|
| $C_{trig}$                    | 0.5                        |
| $C_{track}$                   | 0.6                        |
| $C_{\gamma}$                  | 0.6                        |
| $C_K$                         | 0.7                        |
| $\epsilon_{CC}$ and $\epsilon_{E/p}$ determination | 0.2                   |
| Tracks $p/\cos\theta$ resolution | 0.5                   |
| CC energy calibration        | 0.1                        |
| CC $\theta/\phi$ resolutions | 0.2                        |
| Background subtraction       | 0.1                        |
| $\pi^0$ rejection             | 0.2                        |
| Kinematic fit $\chi^2$ selections | 0.4                   |
| Luminosity                   | 0.6                        |
| **Sum**                      | **1.5**                    |

FIG. 12. The fit of the measured cross section for $e^+e^-\rightarrow \pi^+\pi^-$ in 20 MeV bin for combined data of $\psi(3770)$ and $\psi(4170)$. Statistical errors only.

VI. RESULTS FOR CROSS SECTIONS, $\sigma(e^+e^-\rightarrow \pi^+\pi^-)$

The event distributions shown in Fig. 9 lead to the cross section for $e^+e^-\rightarrow \pi^+\pi^-$ at the energy $\sqrt{s} = M_{\pi\pi}$, $\sigma_{\pi\pi}(\sqrt{s})$, calculated through

$$\sigma_{\pi\pi}(\sqrt{s}) = \frac{dN_{\pi\pi_{ISR}}/d\sqrt{s}}{(dL_{eff_{ISR}}/d\sqrt{s})(\epsilon(\sqrt{s}))}$$

where $dN_{\pi\pi_{ISR}}/d\sqrt{s}$ is the number of $\pi^+\pi^-\gamma_{ISR}$ events in the observed $M_{\pi\pi}$ mass spectrum, $dL_{eff_{ISR}}/d\sqrt{s}$ is the effective ISR luminosity, and $\epsilon(\sqrt{s})$ is the total efficiency to reconstruct these events, determined through Eq. (4). The effective ISR luminosity function is given by

$$\frac{dL_{eff_{ISR}}}{d\sqrt{s}} = L_{ee} \frac{dW}{d\sqrt{s}} \left(\frac{\alpha(s)}{\alpha(0)}\right)^2$$

where $L_{ee}$ is the $e^+e^-$ luminosity, $dW/d\sqrt{s}$ is the radiator function calculated up to order $\alpha^2_{em}$ in Ref. [27], and $(\alpha(\sqrt{s})/\alpha(0))^2$ is the vacuum polarization correction to the fine structure constant [28].

In Table V we list our measured cross sections $\sigma(\pi^+\pi^-)$ as measured separately at $\psi(3770)$ and $\psi(4170)$, and also for the weighted average. Fig. 12 shows a plot of the average cross sections. Both statistical and systematic errors are included in the average cross sections listed in Table V and plotted in Fig. 12.

In Fig. 13 we plot the differences between our measured cross sections $\sigma(NU) \pm \delta \sigma$ as percentage differences from the cross sections measured by BaBar [18] [left] and KLOE [30] (right). The percentage errors in the cross sections measured by BaBar and KLOE are indicated by shaded error bands for each. In the $\rho$ resonance region
TABLE V. Bare cross section of $e^+e^- \rightarrow \pi^++\pi^-$ in 0.02 GeV intervals for data $\psi(3770)$, $\psi(4170)$ and the combination of the two data sets. Only statistical errors are shown for data $\psi(3770)$ and $\psi(4170)$. For the weighted average cross section of the two data sets, the first error is statistical and the second is systematic.

| $M_{\pi\pi}$ (GeV) | $\sigma_{\pi\pi}$ (nb) | $\psi(3770)$ | $\psi(4170)$ | wtd average |
|---------------------|-------------------------|--------------|--------------|-------------|
| 0.30–0.32           | 33.6 ± 7.8              | 23.6 ± 9.5   | 29.6 ± 6.0 ± 0.4 |
| 0.32–0.34           | 49.1 ± 9.4              | 64.9 ± 14.0  | 54.0 ± 7.8 ± 0.8 |
| 0.34–0.36           | 71.2 ± 11.2             | 79.0 ± 13.8  | 74.3 ± 8.7 ± 1.1 |
| 0.36–0.38           | 72.8 ± 10.9             | 80.4 ± 14.0  | 75.7 ± 8.6 ± 1.1 |
| 0.38–0.40           | 95.8 ± 12.3             | 106.8 ± 16.5 | 99.7 ± 9.9 ± 1.5 |
| 0.40–0.42           | 110.5 ± 13.5            | 112.9 ± 17.7 | 111.4 ± 10.7 ± 1.7 |
| 0.42–0.44           | 116.7 ± 16.0            | 133.0 ± 19.1 | 123.4 ± 12.3 ± 1.9 |
| 0.44–0.46           | 135.1 ± 14.8            | 129.7 ± 17.6 | 132.9 ± 11.3 ± 2.0 |
| 0.46–0.48           | 157.7 ± 15.6            | 141.2 ± 18.6 | 150.9 ± 12.0 ± 2.3 |
| 0.48–0.50           | 163.5 ± 15.4            | 175.9 ± 21.1 | 167.8 ± 12.4 ± 2.5 |
| 0.50–0.52           | 187.3 ± 15.9            | 157.3 ± 20.3 | 176.0 ± 12.5 ± 2.6 |
| 0.52–0.54           | 219.2 ± 18.5            | 216.9 ± 21.7 | 218.2 ± 14.1 ± 3.3 |
| 0.54–0.56           | 222.3 ± 16.1            | 228.2 ± 21.4 | 224.5 ± 12.9 ± 3.4 |
| 0.56–0.58           | 227.3 ± 15.1            | 266.1 ± 22.5 | 239.4 ± 12.6 ± 3.6 |
| 0.58–0.60           | 289.6 ± 17.7            | 313.3 ± 24.3 | 297.8 ± 14.3 ± 4.5 |
| 0.60–0.62           | 328.4 ± 18.6            | 369.3 ± 24.9 | 343.0 ± 14.9 ± 5.1 |
| 0.62–0.64           | 406.9 ± 20.3            | 446.9 ± 28.0 | 420.7 ± 16.5 ± 6.3 |
| 0.64–0.66           | 506.9 ± 22.2            | 529.1 ± 30.8 | 514.5 ± 18.0 ± 7.7 |
| 0.66–0.68           | 642.3 ± 24.8            | 579.5 ± 30.3 | 617.1 ± 19.2 ± 9.3 |
| 0.68–0.70           | 767.9 ± 26.8            | 756.7 ± 36.5 | 764.0 ± 21.9 ± 11.5 |
| 0.70–0.72           | 941.5 ± 29.3            | 983.0 ± 38.3 | 956.8 ± 23.3 ± 14.4 |
| 0.72–0.74           | 1194.3 ± 32.5           | 1146.5 ± 41.2 | 1176.0 ± 25.5 ± 17.6 |
| 0.74–0.76           | 1280.4 ± 33.2           | 1268.6 ± 43.3 | 1276.0 ± 26.3 ± 19.1 |
| 0.76–0.78           | 1352.6 ± 33.6           | 1347.3 ± 45.8 | 1350.7 ± 27.1 ± 20.3 |
| 0.78–0.80           | 855.8 ± 25.7            | 911.0 ± 36.1 | 874.4 ± 20.9 ± 13.1 |
| 0.80–0.82           | 686.0 ± 23.0            | 704.1 ± 31.4 | 692.3 ± 18.5 ± 10.4 |
| 0.82–0.84           | 545.3 ± 20.4            | 500.7 ± 26.4 | 528.6 ± 16.2 ± 7.9 |
| 0.84–0.86           | 370.3 ± 16.7            | 400.8 ± 23.6 | 380.5 ± 13.6 ± 5.7 |
| 0.86–0.88           | 303.6 ± 14.8            | 265.9 ± 19.2 | 289.5 ± 11.7 ± 4.3 |
| 0.88–0.90           | 220.3 ± 12.5            | 183.6 ± 15.6 | 206.0 ± 9.8 ± 3.1 |
| 0.90–0.92           | 175.8 ± 11.1            | 166.9 ± 14.9 | 172.6 ± 8.9 ± 2.6 |
| 0.92–0.94           | 117.1 ± 8.9             | 126.8 ± 13.0 | 120.2 ± 7.4 ± 1.8 |
| 0.94–0.96           | 91.4 ± 7.8              | 94.5 ± 11.2  | 92.4 ± 6.4 ± 1.4 |
| 0.96–0.98           | 71.5 ± 7.0              | 80.6 ± 10.0  | 74.4 ± 5.7 ± 1.1 |
| 0.98–1.00           | 47.3 ± 5.5              | 63.2 ± 8.8   | 51.8 ± 4.7 ± 0.8 |

where $\sigma(\pi^+\pi^-)$ make the largest contribution to $a_{\pi\pi,LO}$ the differences are small in both cases.

As Fig. 12 shows that the cross section is dominated by the well-known vector hadron resonances, $\rho(770)$ and $\omega(782)$. Although it is not the object of this measurement, we can try to fit our $e^+e^- \rightarrow \pi^+\pi^-$ cross sections and derive the parameters of these resonances. We do so in the framework of the so-called Gounaris-Sakurai (GS) formalism [31], but since our data are confined to $M_{\pi\pi} < 1.0$ GeV, we take account of only the first $\rho$-resonance, $\rho(770)$. The fit results are listed in Table VI, along with results from other measurements. The masses of the $\rho$ resonance obtained from our data are in agreement with the values obtained in other experiments and the PDG. The width of $\rho$ is somewhat larger. The $\rho$-$\omega$ interference phase $\phi_\omega$ differs from that obtained by BaBar using higher $\rho$ resonances [18].

VII. RESULTS FOR CONTRIBUTION $a_{\mu}^{\pi\pi,LO}$ TO MUON MAGNETIC MOMENT ANOMALY

Our measured cross sections $\sigma(e^+e^- \rightarrow \pi^+\pi^-)$ lead to the determination of the low energy contribution to the muon magnetic moment anomaly using the dispersion relation in Eq. (1). Our results are:

$$a_{\mu}^{\pi\pi,LO} \times 10^{10} = 498.6 \pm 4.5, \text{ for } \psi(3770),$$
$$= 503.6 \pm 5.9, \text{ for } \psi(4170),$$
$$= 500.4 \pm 3.6, \text{ for weighted average.}$$

Including systematic uncertainties, our final result is

$$a_{\mu}^{\pi\pi,LO} \times 10^{10} = 500.4 \pm 3.6 \text{ (stat) } \pm 7.5 \text{ (syst)}$$
$$= 500.4 \pm 8.3 \text{ (in quadrature).}$$

Our total uncertainty amounts to ±1.7%.
VIII. SUMMARY AND CONCLUSIONS

In summary, we have made an independent precision measurement of the low energy contribution to the muon magnetic moment anomaly $a_\mu \equiv (g - 2)/2$ using the initial state radiation method with the $e^+e^- \rightarrow \pi^+\pi^-$ data taken at CLEO at the $\psi(3770)$ and $\psi(4170)$ resonances. For the range $0.30 < M_{\pi\pi} < 1.00$ GeV we measure $a_\mu^{\pi\pi,LO} \times 10^{10} = 500.4 \pm 8.3$. In Table VII we compare results obtained by other measurements in this range. All results are seen to be in agreement within their stated errors, with the largest difference being in the KLOE result.

As mentioned in the introduction (Sec. I) the most extensive measurements of $a_\mu^{\pi\pi,LO}$ have been made by BaBar [18]. They reported:

$\sqrt{s} = 0.28 - 1.80$ (GeV) : $a_\mu^{\pi\pi,LO} \times 10^{10} = 514.09 \pm 3.82$

$\sqrt{s} = 0.30 - 1.00$ (GeV) : $a_\mu^{\pi\pi,LO} \times 10^{10} = 503.56 \pm 3.38$

The average value of $a_\mu^{\pi\pi,LO}$ in the region $\sqrt{s} = 0.30 - 1.00$ (GeV) which we have summarized in Table VII is $\sqrt{s} = 0.30 - 1.00$ (GeV) : $a_\mu^{\pi\pi,LO} \times 10^{10} = 498.7 \pm 2.1$. This is smaller than BaBar’s value and has smaller error. Since the $\sqrt{s} = 0.30 - 1.00$ GeV region makes the largest contribution to $a_\mu^{\pi\pi,LO}$ it is interesting to examine the effect of replacing the BaBar value in this region by the average. This results into $a_\mu^{\pi\pi,LO} \times 10^{10} = 509.2 \pm 2.3$ for $\sqrt{s} = 0.28 - 1.80$ GeV. This increases the difference between the SM value of $a_\mu \times 10^{10} = 11659176.4 \pm 4.9$ and the experimental value of $a_\mu \times 10^{10} = 11659208.0 \pm 6.3$ [32] to $\Delta a_\mu \times 10^{10} = 31.6 \pm 8.0 (4.0\sigma)$, and it also increases the tension between $a_\mu^{\pi\pi,LO}$ and $a_\mu^{had,LO} = 515.2 \pm 3.6$ from $\tau$-decay, as summarized by BaBar [18].
This investigation was done using CLEO data, and as members of the former CLEO Collaboration we thank it for this privilege. This research was supported by the U.S. Department of Energy, Office of Science, Office of Nuclear Physics, under contract DE-FG02-87ER40344.
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