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Abstract
Wireless sensor network (WSN)-based monitoring application services frequently involve random installation of multiple sensor nodes in the monitoring area, allowing the nodes to transmit data periodically. However, this generates unnecessary and redundant data, causing an increase in data packet collision. This is because multiple sensors installed at similar locations will transmit the same data. Thus, this study proposes a method that enables each sensor node to autonomously determine data transmission time using only its local information. Through simulations, we verified that the proposed technique could control both unnecessary and redundant data transmission and data collision.
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1. Introduction
A wireless sensor network (WSN) acquires information from the environment by using small sensor nodes, which have both low processing performance and storage capacity. The acquired information is then transmitted to the remote site through the sink node. Thus, WSNs have been utilized as a cost-effective method for monitoring areas that are either inaccessible by humans or are economically unmanageable [1-5]. These application services analyze and utilize the data that are periodically received from the monitoring areas through the sensor nodes. The data acquired through a WSN is transmitted to a data analysis server at constant intervals to ensure the accuracy of the decisions made by these application services [6].

The transmission power of a sensor node is limited, and the wireless communication channel between the sensor and sink nodes is unreliable. Because sensor nodes having data to send compete for radio resources using the carrier sense multiple access (CSMA), it is challenging to ensure reliable and accurate data transmission between the sensor node and the sink node [7]. Moreover, in contrast to mobile communication networks, where a service provider installs a base station along with controllers for a specific purpose, it is difficult to install sensor nodes at a specific location in a WSN used for monitoring surrounding areas. Therefore, the method of randomly installing multiple sensor nodes in the monitoring area has been frequently adopted as a solution, which allows the sensor nodes to transmit the data periodically. This method increases the probability of necessary data being acquired at appropriate times, because multiple sensors are installed at similar positions and the sensors are allowed to monitor the same area. However, this method generates unnecessary and redundant data because multiple sensors transmit the same data.
A clustering technique was proposed for collecting data reliably in a WSN [8]. The clustering method forms a cluster of sensor nodes to reduce the number of nodes competing for radio resources. However, message exchange between the sensor nodes is required for cluster configuration. When the signaling load is not properly managed, the resources of the sensor nodes are utilized more for control information transmission than for data transmission, which is problematic. A data reduction mechanism is adopted in a wide area network (WAN) to avoid packet collision and unnecessary retransmissions [9]. However, because each sensor node is an autonomous system, it is difficult to prevent all nodes from sending similar data simultaneously. The mobile sink technique, which involves the sink node moving and collecting information from the sensor node, can improve the reliability of data transmission between the sensor and sink nodes. However, it is challenging to optimize the trajectory of the sink node in an environment where the sensor nodes are randomly installed, or when a mobile sink cannot be used, depending on the type of monitoring application service. To improve the reliability of data reception and the accuracy of the reception time, the time division multiple access (TDMA) method was proposed as an alternative to the contention-based multiple access methods (such as IEEE 802.15.4 CSMA). However, the TDMA method requires time synchronization between the sensor nodes and shows a low adaptability to changes in the network topology [10]. Therefore, a desynchronization-based sensor data transmission technique, which uses a pulse-coupled oscillator (PCO) model, was proposed to solve the aforementioned problems with TDMA [9]. This technique eliminates data collisions by allowing each sensor to send one message at $T/n$ intervals in a distributed manner; the transmission period required by the application service is $T$, and the number of sensor nodes is $n$. However, because data transmission from the sensor to the sink is time-consuming, if $T$ decreases, or the number of sensor nodes increases, data collision occurs between the sensors. Moreover, because all sensor nodes transmit data once every period $T$, even if the transmission interval of each node is controlled, the generation of redundant data, which is unnecessarily increased, cannot be controlled, as the number of nodes increases.

Accordingly, we propose a method where each sensor node autonomously determines data transmission timing using only its local information. The proposed technique has the following three main design requirements. First, the generation of unnecessary and redundant data should be controlled by adjusting the amount of redundant data being generated within the WSN. Second, to satisfy the requirements of the application services, the WSN should reliably transmit at least one packet of data, for each data reception period. Third, message exchange is not required between any nodes for implementing the algorithm applicable to small sensor nodes. To satisfy these requirements, we develop an algorithm that can allow each sensor node to determine the data transmission timing autonomously, without exchanging control information with other nodes, based on the synchronization phenomena observed in nature [12][14].

This remaining part of this paper is as follows. In Section 2, we analyze the problem of data transmission in a WSN when used for monitoring application services. In Section 3, we describe a distributed algorithm for determining the data transmission timing of a sensor node, and further present the characteristics of the proposed algorithm. In Section 4, through simulation studies, we validate the proposed technique by comparing the performances of the proposed method with those of conventional methods with respect to the transmission time interval of the data transmitted from the WSN, the data transmission time interval of each sensor node, and the fairness among the sensor nodes in terms of the number of data transmissions. In Section 5, we conclude this study and propose the direction of future studies.

2. System Model and Problems

This study examines an environment where $n$ sensor nodes are installed to monitor the same information around a single sink. Each sensor node transmits the detected information to the sink every period ($T$) according to the requirements of the application service. Then, the sink transmits it to the server, which is located at the remote site. This study focuses on the packet transmission between the sensor and the sink, and assumes that the sink is connected to the Internet through reliable links, such as Ethernet or LTE, for transmitting information to the server.

Suppose multiple nodes transmit packets every period $T$ for monitoring the surrounding areas, the probability of the packet reception of the sink can increase, while numerous unnecessary redundant messages occur between the sensor and the sink (Figure 1(a)). This increases the probability of packet collisions between adjacent sensors, because the number of sensor nodes performing transmission at similar times increases. Furthermore, sensor nodes, which are not adjacent to each other, act as hidden nodes to each other. The probability of packet collisions increases as the number of hidden nodes grows (Figure 1(b)). Moreover, this unnecessary packet transmission drains...
the energy of the sensors, thereby shortening the operation time of the sensor. Therefore, the number of packets transferred from a WSN to the server every period \( T \) should be controlled to a reasonable level by considering the reliability of data transmission. In addition, as a sensor typically has a low data-processing capacity and small storage space, a simple algorithm that involves convenient implementation and does not need to exchange control information among any nodes is required.

The desynchronization model regards \( n \) nodes communicating with each other as an oscillator having the same frequency and period, but different phase angles. When they oscillate at the same frequency, the difference in phase angle between adjacent nodes becomes equal \([12, 14]\). Assuming that the phase angle of a node \( i \) is denoted as \( \phi_i \in [0, 1] \), the adjacent node is defined as a node with the largest phase angle among the nodes with an angle smaller than \( \phi_i \). The desynchronization model operates as follows. The node with the largest phase angle among \( n \) nodes (i.e., node \( i \)) is searched for, and the phase angle of all the nodes is increased by \( (1 - \phi_i) \). Thus, when \( \phi_i = 1 \), node \( i \) is initialized with \( \phi_i = 0 \), and \( i \) informs the other nodes that its phase angle is initialized to zero. Every node or some of the nodes that recognize that the phase angle of node \( i \) has been initialized, increase or decrease their phase angle. If this process is repeated, the phase angles of the nodes become desynchronized, and various desynchronization phenomena can occur depending on the degree to which the phase angle is increased or decreased, and in which node \([13]\).

3. Proposed Method

3.1 Algorithm

We denote the phase angle of node \( i \) as \( \phi_i(k) \) when a sensor node \( i \) receives the \( k \)-th message in a WSN. We also denote the residual time until a node \( i \) fires (i.e., send a message) as \( r_i(k) \).

Figure 2. Sensor node behavior.

**Initialization**
- Configure \( T, \phi_i(0) = \text{rand}(0, 1) \)
- Set \( r_i(0) = \phi_i(0) \cdot T, k = 0 \)

**When receiving a firing message from another node**

\[
\phi_i(k) = (1 - \alpha)\phi_i(k - 1), k + +
\]

\[
r_i(k) = r_i(k - 1) + \phi_i(k) \cdot T
\]

**When \( r_i(k) = 0 \)**

Node fires

- Set \( \phi_i(k) = 1, r_i(k) = T \)
initial waiting time as \( r_i(0) = \phi_i(0) \cdot T \). Whenever each node receives a fire message from other nodes, that node updates its phase angle with \( \phi_i(k) = (1 - \alpha) \phi_i(k - 1) \), and increases its waiting time with \( r_i(k) = r_i(k - 1) + \phi_i(k) \cdot T \). If \( r_i(k) \) expires after the \( k \)-th firing occurs in the system, the node \( i \) transmits the \( (k + 1) \)-th message, and is reset with \( \phi_i(k + 1) = 1 \), and \( r_i(k + 1) = T \).

### 3.2 Firing Message Transmission Time Interval of a Sensor Node

To analyze the transmission time interval of a sensor node, we consider the case where \( n \) nodes are adjacent to each other. This set of nodes is denoted by \( N \). We also denote the time that a sensor node \( i \) fires the \( m \)-th message in the system by \( t_m \). We assume that node \( i \) is firing \( x \) times until \( t_m \). Because node \( i \) fired at \( t_m \), it results in \( \phi_i(m) = 1 \), and \( r_i(m) = T \). Furthermore, the remaining nodes receiving the firing message from node \( i \) update their residual time, according to their phase angle.

Let \( j \) be the node with the longest residual time among the remaining nodes, except for node \( i \) in \( t_m \) (i.e., \( j = \arg\max_{a \in N - \{i\}} r_a(m) \)); \( j \) will receive \( (n-1) \) firing signals from other nodes before it fires \( (x + 1) \) times when \( r_j(m) < T \). Because \( r_i(k) \) increases with the phase angle, whenever node \( i \) receives the firing signal from other nodes, \( r_i(k) \) changes as shown in Figure 3, until \( i \) performs the next firing after \( t_m \).

Thus, the time taken for \( i \) to perform the \( (x + 1) \)-th firing is given by

\[
T + \sum_{a=1}^{n-1} (1 - \alpha)^a T = \frac{(1 - (1 - \alpha)^n)T}{\alpha}.
\]

### 4. Performance Evaluation

This section presents the analysis of the performance of the proposed technique through a simulation. A sink node was installed at the center of one cell, and then 10, 20, and 50 sensor nodes \((n)\) were randomly arranged in the cell. The initial phase angle \( \phi_i(0) \), of each sensor node, was randomly set between 0 and 1. Furthermore, by adjusting the transmission range of the nodes, we made two experimental scenarios. In a single cluster scenario, all the nodes are within the communication range of each other. In two cluster scenario, sensors are divided into two groups in order for the nodes in the same group to be adjacent to each other and the nodes in a different group act as a hidden node to the nodes in the other group because they are not within the transmission range of any other nodes in the other group. In all the experiments, the initial \( T \) value was set to 1 s, and \( \alpha \) as 0, 0.1, 0.4, 0.7, 1.0, and 1/\( n \). In this experiment, the node configuration was assumed to be the Tmote Sky mote \([15]\) based on the IEEE 802.15.4. Specifically, a node can send 250 kbps in a 2.4-GHz band. The transmission range of each node is set to 50 m. By setting the sink node such that it would not send any messages during the experiment, its effect on the performance measurement of the proposed technique was eliminated. The experimental time was set such that the ratio of the total number of firings to the number of sensor nodes was 20.

The performance evaluation factors included: inter-firing time for all and each sensor node, and data collision rate. Furthermore, we showed the fairness index. The inter-firing time for all sensor nodes refers to an average value of time intervals for all data transmissions occurring in the cell. The inter-firing time for each sensor node refers to the average of the transmission time interval values of each node. The data collision rate refers to the measured number of collisions in the data packet transmitted from the sensors due to the increase in the number of sensor nodes transmitting at a similar timing, or due to the increase in the number of hidden nodes divided by the total

Figure 3. Dynamics of \( r_i(k) \) from when node \( i \) fires \( x \) times to when node \( i \) fires \((x + 1)\) times.
number of data packet transmissions. Finally, the fairness was calculated as per Jain’s fairness index [16] in terms of the number of data transmissions, as follows:

\[
\text{fairness index} = \frac{\left(\sum_{i=1}^{n} x_i\right)^2}{n \cdot \sum_{i=1}^{n} x_i^2}.
\] (2)

In this study, we compare the performance of the proposed method with that of DESYNC method [11]. The DESYNC technique is a desynchronization-based sensor data transmission technique that uses the PCO model. In this technique, each node transmits its own phase angle \(\phi_i(k)\) information within the transmission range during firing. Every node performs firing once within the transmission interval of \(T\). One node adjusts its ensuing phase angle \(\phi_i(k+1)\) for the next firing, using the difference between \(\phi_{i-1}(k)\) and \(\phi_{i+1}(k)\), which are the phase angles of the nodes immediately before and after the firing node, respectively. The phase angle can be expressed as

\[
\phi_i(k+1) = (1 - \alpha)\phi_i(k) + \alpha \cdot \text{mid}(\phi_{i-1}(k), \phi_{i+1}(k)).
\] (3)

Figure 4 shows the inter-firing time for all sensor nodes, according to the change of \(\alpha\) values in two scenarios, namely a single cluster and two clusters. In Figure 4, in the DESYNC technique, because all sensor nodes transmit data once during a fixed transmission period \(T\), the inter-firing time for all sensor nodes is determined by \(1/n\). Furthermore, the change caused by \(\alpha\) values is relatively insignificant. Conversely, the proposed technique appropriately adjusts the transmission period of each sensor node to control the amount of redundant data. Moreover, because the performance change due to the \(\alpha\) values is large when the proposed method is used, \(\alpha\) setting is required for optimizing the performance. Thus, this study proposes a technique in which each sensor node can reliably transmit at least one data packet for every data transmission interval \(T\), required by the application service as a major design requirement. In this case, the meaning of reliably transmitting at least one data packet can be clarified by using the following example: if the bit error rate (BER) is \(10^{-3}\), and the packet length is 127 bytes (based on Tmote Sky mote), the probability that the sink node successfully receives the packet transmitted from the sensor node is approximately 0.36, 0.59, and 0.74 for one, two, and three transmissions, respectively, during \(T\). Using the proposed technique, assuming that an appropriate \(\alpha\) value is set, considering the channel transmission environment, at least one data packet can be reliably transmitted for each data transmission interval \(T\), while reducing the amount of redundant data.

Table 1 shows the inter-firing time for each sensor node, according to the change in \(\alpha\) values, in two experimental scenarios. The proposed technique controls the amount of redundant data within the cell by prolonging its data transmission period when firing occurs within the data transmission period \(T\). Thus, the inter-firing time for each sensor node is larger than \(T = 1\), particularly when \(\alpha = 0\). Here, the data transmission time interval of each node increases because a sensor node obtains a new \(T\) value by adding all the previous \(T\) values whenever it receives
Table 1. Comparison of inter-firing time for each sensor node

|                | Proposed technique | DESYNC       |
|----------------|--------------------|--------------|
|                | \(\alpha = 10\)    | \(\alpha = 20\) | \(\alpha = 50\) | \(\alpha = 10\)    | \(\alpha = 20\) | \(\alpha = 50\) |
|                | 1                  | 0.91         | 0.95          | 0.95          | 0.91         | 0.95          | 0.98          |
|                | 0.7                | 0.31         | 1.36          | 1.4           | 0.91         | 0.95          | 0.98          |
|                | 0.4                | 2.26         | 2.38          | 2.45          | 0.91         | 0.95          | 0.98          |
|                | 0.1                | 5.92         | 8.37          | 9.75          | 0.91         | 0.95          | 0.98          |
|                | \(1/n\)           | 6.14         | 8.37          | 9.75          | 0.91         | 0.95          | 0.98          |
|                | 0                  | 74.15        | 214.77        | 815.59        | 0.55         | 0.65          | 0.85          |
| Two clusters   | 1                  | 0.6          | 0.67          | 0.79          | 0.91         | 0.95          | 0.98          |
|                | 0.7                | 0.92         | 1.02          | 1.2           | 0.91         | 0.95          | 0.98          |
|                | 0.4                | 1.55         | 1.82          | 2.17          | 0.91         | 0.95          | 0.98          |
|                | 0.1                | 3.66         | 5.69          | 7.74          | 0.91         | 0.95          | 0.98          |
|                | \(1/n\)           | 3.86         | 10.18         | 26.66         | 0.91         | 0.95          | 0.98          |
|                | 0                  | 49.95        | 129.55        | 446.07        | 0.55         | 0.65          | 0.85          |

An inter-firing from other nodes. However, the DESYNC technique does not control the transmission amount of redundant data in the cell; thus, all the nodes have a fixed transmission period, and the transmission is set to occur once during the transmission period. Thus, the inter-firing time for each sensor node is approximately \(T = 1\).

The proposed technique aimed to solve the problem that data collisions increase due to the transmission of more data than is necessary from the sensor nodes. Figure 5 shows the data collision rates measured in the two experimental scenarios. Because the proposed technique adjusts both its transmission period and phase angle using the firing of adjacent nodes within the communication radius, it shows a higher performance than that of the DESYNC technique, which controls the phase angle using only the firing information of the two adjacent nodes.

Table 2 shows the fairness indices according to the change in \(\alpha\) values in the two scenarios. The significance of the fairness index lies in showing the difference between the numbers of firing times of the sensor nodes. As seen from the table, the DESYNC technique has a high fairness index because all the sensor nodes perform transmission once during the fixed transmission period \(T\), regardless of the transmission state in the cell. For the proposed method, each sensor node has a dynamic transmission period to control both data collision and redundant data transmission. However, Table 2 shows that the fairness index of the proposed technique is high for most \(\alpha\) values.

In summary, in the proposed technique each sensor node could control both unnecessary redundant data transmission and data collision by dynamically adjusting both the transmission period and phase angle, based on the firing of other nodes within the communication radius. Contrarily, in the DESYNC technique, each sensor node could, to a certain extent, maintain the firing interval between them at a certain level by dynamically adjusting only the phase angle, and only based on the firing information of the two adjacent nodes. Additionally, the technique showed a limitation in controlling unnecessary redundant data transmission and data collision by adjusting the phase angle, based on the fixed transmission period and limited information.

5. Conclusion

This study examined an application that provides a cost-effective monitoring service by collecting information using sensor nodes and transmitting it to a remote server. In this environment, we attempted to satisfy the following three requirements by allowing each sensor node to autonomously determine the data transmission timing. First, we intended to eliminate the redundant data, which exceeds the amount of information required by the application service. Second, we strived to reliably transmit at least one data packet for each data transmission period, as required by the application service. Third, we intended to
Figure 5. Comparison of data collision rate. (a) Single-cluster scenario and (b) Two-cluster scenario.

Table 2. Comparison of fairness indices

|                | Proposed technique | DESYNC |
|----------------|-------------------|--------|
|                | α = 10             | α = 20 | α = 50 | α = 10 | α = 20 | α = 50 |
| Single cluster |                   |        |        |        |        |        |
| 1              | 1                  | 1      | 1      | 1      | 1      | 1      |
| 0.7            | 1                  | 1      | 1      | 1      | 1      | 1      |
| 0.4            | 1                  | 1      | 1      | 1      | 1      | 1      |
| 0.1            | 1                  | 1      | 1      | 1      | 1      | 1      |
| 1/n            | 1                  | 1      | 1      | 1      | 1      | 1      |
| 0              | 1                  | 1      | 1      | 1      | 1      | 1      |
| Two clusters   |                   |        |        |        |        |        |
| 1              | 1                  | 1      | 1      | 1      | 1      | 1      |
| 0.7            | 1                  | 1      | 1      | 1      | 1      | 1      |
| 0.4            | 1                  | 1      | 1      | 1      | 1      | 1      |
| 0.1            | 0.88               | 0.71   | 0.92   | 1      | 1      | 1      |
| 1/n            | 0.88               | 0.55   | 0.54   | 1      | 1      | 1      |
| 0              | 1                  | 1      | 1      | 1      | 1      | 1      |

ensure that additional message exchange between sensor nodes would not be required for controlling the data transmission timing. We conducted a performance comparison in terms of the inter-firing time in other techniques, which have a fixed transmission period; the inter-firing time for each sensor node; the data collision rate; and the fairness index of sensor nodes, to verify that the proposed technique can efficiently control unnecessary redundant data transmission and data collision. To maximize the performance of the proposed technique, further studies are required to investigate optimization techniques for setting the $\alpha$ value, which is an important parameter for updating the transmission period.
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