Quantum Circuits For Two-Dimensional Isometric Tensor Networks
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The variational quantum eigensolver (VQE) combines classical and quantum resources in order to simulate classically intractable quantum states. Amongst other variables, successful VQE depends on the choice of variational ansatz for a problem Hamiltonian. We give a detailed description of a quantum circuit version of the 2D isometric tensor network (isoTNS) ansatz which we call qisoTNS. We benchmark the performance of qisoTNS on two different 2D spin 1/2 Hamiltonians. We find that the ansatz has several advantages. It is qubit efficient with the number of qubits allowing for access to some exponentially large bond-dimension tensors at polynomial quantum cost. In addition, the ansatz is robust to the barren plateau problem due emergent layerwise training. We further explore the effect of noise on the efficacy of the ansatz. Overall, we find that qisoTNS is a suitable variational ansatz for 2D Hamiltonians with local interactions.

I. INTRODUCTION

Despite recent advances in quantum computing hardware, quantum computers remain limited in qubits and state coherence. These noisy intermediate-scale quantum (NISQ) computers will for the foreseeable future be unable to perform error correction [11]. Without error correction, only short-depth circuits are possible. Amongst the most promising short-depth circuit quantum computing applications are variational quantum algorithms (VQA) [2, 3]. VQAs are hybrid classical-quantum algorithms. They leverage quantum computers to simulate and sample from classically intractable states while using classical computers to minimize qubit and circuit depth requirements.

In VQAs, one optimizes a parameterized quantum circuit ansatz with respect to a cost function. Amongst other factors, the success of the optimization relies on the ansatz used. The variational quantum eigensolver (VQE) attempts to find the ground (or excited states) of a Hamiltonian. In VQE, the ansatz can take many different forms each motivated by the problem Hamiltonian and the limitations of the quantum computer. The hardware efficient ansatz used in superconducting qubit arrays is comprised of layers of single qubit gates and native entangling units [4]. The unitary coupled cluster ansatz (UCC) is commonly used for simulating molecular Hamiltonians. The UCC maps a Hartree-Fock approximation of the molecular orbitals to qubits. Then the ansatz is formed from a series of tunable interactions between different orbitals forming an efficient ansatz for molecular Hamiltonians [5]. Other ansätze have also been proposed for use in a variety of systems [6] [12].

In numerical physics, variational tensor network states have been successful in representing the low-energy states of many-body Hamiltonians. The matrix product state (MPS) and the projected entangled pair state (PEPS) have been used to successfully study gapped 1D and 2D many-body Hamiltonians respectively [13] [14]. Recently a restricted form of PEPS, the isometric 2D tensor network state (isoTNS), was introduced [15][16]. In PEPS, rank 5 tensors are arranged in a grid pattern with the tensor at grid site $(m,n)$ written as $A_{ijklp}^{m,n}$. Each tensor has a physical degree of freedom $p$ and shares the four index bonds $(i,j,k,l)$ (with size or bond-dimension $\chi$) with the tensor’s four neighbors. See Figure 1(a) for a graphical depiction of the site tensor. We can write the PEPS representation of a wavefunction as:

$$|\Psi\rangle = \sum_{\{\rho\}} C[A_{(0,0)}^{1} A_{(0,0)}^{2} ... A_{(m,n)}^{1}] |P(0,0) ... P(m,n)\rangle \tag{1}$$

where we have suppressed the bond indices and the contraction is taken over the grid.

IsoTNS gives a canonical form to the projected entangled pair state by adding an additional isometric requirement. When contracting the isoTNS with itself, each of the tensors forms an isometry when contracted towards a central site called an orthogonality center. In this paper, we introduce and benchmark a quantum circuit version of the isoTNS which we call ‘qisoTNS’. In Section II, we provide a brief introduction to the classical isoTNS before demonstrating how to construct the quantum circuit version, qisoTNS. In Section III A and III B we benchmark on classical emulators, the performance of qisoTNS for a 2D transverse field Ising (TFI) model and a $J_1-J_2$ Heisenberg model respectively. In Section III C and III D we demonstrate how qisoTNS is robust to the barren plateau problem [19] and in Section III D we examine the performance of qisoTNS in the presence of simulated noise.

II. ISOMETRIC 2D TENSOR NETWORK ANSATZ

A. Classical isoTNS

In this section, we first describe the isoTNS before introducing the quantum circuit version, qisoTNS. IsoTNS is a PEPS with the condition that each of the tensors form an isometry when contracted towards a central site called an orthogonality center. Tensors with the same row or column index as the orthogonality center are said to be on the orthogonality hypersurface. For orthogonality center at site $(u,v)$, we
can write the isometry condition of tensors not on the hypersurface as:

\[
\sum_{i,j,p} A_{x(m,n)}^{ijklp} A_{x(m,n)}^{ijklp} = 1, \quad m < u \text{ & } n < v \\
\sum_{k,j,p} A_{x(m,n)}^{ijklp} A_{x(m,n)}^{ijklp} = 1, \quad m > u \text{ & } n < v \\
\sum_{i,l,p} A_{x(m,n)}^{ijklp} A_{x(m,n)}^{ijklp} = 1, \quad m < u \text{ & } n > v \\
\sum_{k,l,p} A_{x(m,n)}^{ijklp} A_{x(m,n)}^{ijklp} = 1, \quad m > u \text{ & } n > v
\]  

(2)

where \(i, j, k\) and \(l\) are the left, top, right and bottom indices respectively and the \(p\) index is the physical degree of freedom. Tensors on the orthogonality hypersurface also have an isometry condition when contracted with themselves over all but one index.

Graphically, we can represent an isometric tensor network as a PEPS decorated with a series of arrows all pointing toward an orthogonality center (See Figure 1(d)). Each tensor within an isoTNS when contracted with itself in the direction of the arrows as in Figure 1(b) must form the identity. In Figure 1(d), we provide a graphical representation for the additional bond index contraction requirement for tensors on the orthogonality hypersurface. Note that the arrows on the isoTNS dictate which bond indices must be contracted.

B. Quantum IsoTNS

The qisoTNS is an isoTNS with the orthogonality center fixed on a corner tensor on the grid which we set to be at site \((u, v) = (0, 0)\) on our grid. In this case, all the tensors need to follow the isometry condition

\[
\sum_{k,l,p} A_{x(m,n)}^{ijklp} A_{x(m,n)}^{ijklp} = 1
\]

(3)

Unlike in a classical isoTNS, the orthogonality center in a qisoTNS is fixed throughout the entire algorithm.

The qisoTNS ansatz is a holographic quantum circuit [20]: although not explicitly described, ref. [7] first mentions the possibility that isoTNS could be implemented as holographic circuits. In a holographic quantum circuit, a 2D system is simulated with a 1D array of qubits evolving in time - i.e. the second dimension is the circuit evolution. For a holographic quantum circuit, this means the number of qubits needed to simulate a 2D system scales with the width and not the area of the system. In qisoTNS, similarly to the holographic MPS quantum circuit (and its quasi-2D variant), site indices are measured not just on different qubits but on the same qubit at different times during the circuit operation [7, 9].

In order to construct the qisoTNS, we use unitary matrices \(U\) to represent the tensors of the network. To do this, we split the indices of the matrix to form a rank 6 tensor, \(U^{ijklp}\). In this notation, \(ijt\) \((pkl)\) corresponds to the rows (columns) of the matrix. By fixing the \(t\) index to be zero, the unitary matrix now represents a rank 5 tensor that (due to unitarity) satisfies the isometry condition of Eq. 5 where \(U\) now corresponds to \(A_{ijklp}^{ijklp}\).

On a circuit, the \(i, j, t\) indices correspond to input wires for the unitary block and the \(k, l, p\) indices correspond to the output wires. Multiple qubits/wires can be used to represent each index of \(U\). The \(t\) wires always take \(|0\rangle\) as input fixing that index and the \(p\) wires are always measured.

These unitary matrices represented as circuit blocks are used to create the qisoTNS. The qisoTNS ansatz is constructed by layering unitary blocks in a grid pattern as in Figure 2(c). They are arrayed so that the \(l\) (down) index of a unitary block connects with the \(j\) (up) index of the unitary block in the row below it while the \(k\) (right) index connects via swap gates with the \(i\) (left) index of the unitary matrix in the column to the right. Measuring the qubit corresponding to the
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Figure 1: Tensor diagrams for isoTNS. (a) A rank 5 tensor. The \(i, j, k\) and \(l\) indices correspond to the left, top, right and bottom bond indices while the \(p\) index corresponds to the physical degree of freedom on the site. (b) A tensor diagram of an isometric condition for a tensor in the bulk and on the orthogonality hypersurface. The tensors when contracted with themselves along the necessary indices reduce to the identity. (c) Diagram of an isoTNS. The arrows point in the direction of the isometry. The red tensor is the orthogonality center towards which all isometry conditions point. The orange tensors make up of the orthogonality hypersurface.
p (physical) index immediately after a unitary matrix is equivalent to sampling from the index in the measurement basis allowing one to compute operator expectation values. Note that each of the qisoTNS rows and columns when viewed separately can be viewed as an MPS in canonical form where the canonical site is on the left or top edge for our choice of orthogonality center. QisoTNS can be seen as a several MPS circuits stacked vertically or horizontally.

There are several important ansatz hyper-parameters that determine the expressibility of a given qisoTNS circuit. Firstly, the number of qubits \( n_{bq} \) used per bond determines the bond dimension of the ansatz, \( \chi = 2^{n_{bq}} \). Generically one could have separate horizontal and vertical bond-dimensions but throughout this paper we make the simplifying assumption that they are the same. As an example, the unitary matrix in Figure 2(a) \( n_{bq} = 3 \) while the unitaries in Figure 2(c) have \( n_{bq} = 2 \). Secondly, \( U \) can be an arbitrary circuit block (as any such circuit satisfies the isometry conditions of Equation 3). To represent a generic unitaries, \( U \) (and hence a completely arbitrary tensor) generically requires \( O(2^{2n_{bq}+n_p}) \) gate depth where \( n_p \), is the number of qubits representing the physical degree of freedom and therefore we don’t get an exponential speed up for generic tensors. In this paper, we use a hardware efficient ansatz generated from \( n_{bl} \) layers of Figure 2(b). Using this \( U \), the number of qubits required and the circuit depth both scale as \( O(n_{bq}) \) or \( O(\log \chi) \). This gives access to a subset but not all of the exponentially large bond dimension with linear quantum resources.

When compared with classical isoTNS, qisoTNS has several differences. In isoTNS, in order to efficiently measure an operator expectation value, the operator must be inside the orthogonality hypersurface. When the operator is on the hypersurface, contracting isoTNS reduces the problem of calculating expectation values on an MPS. The computational cost of calculating expectation values therefore is dominated by the cost moving the orthogonality center. Currently, for a spin 1/2 system, the cost of moving the orthogonality scales as \( O(\chi^7) \) when using the so called ‘Moses Move’ as in Ref. 17 or \( O(\chi^8) \) when using the QR decomposition direct minimization method as in Ref. 19. In qisoTNS, the contraction of the tensor network is achieved by the circuit and the observables computed don’t need to be on the orthogonality center. The orthogonality center does not (and cannot) move. Instead, the cost of calculating expectation values is dominated by the cost of running the qisoTNS circuit.

In isoTNS, because we have to move the orthogonality center, we are computing expectation values on a series of tensor networks which are approximately equal introducing an additional error beyond just the variational approximation. There is no such additional approximation in qisoTNS because the orthogonality center remains fixed. In addition, by measuring the qisoTNS one samples directly from the square of the wave-function whereas we are unaware of any way to sample this probability distribution in classical isoTNS efficiently. Interestingly, in fact the nature of the causality cone of this circuit allows us to generate directed conditional probabilities where the outcome of measurements on tensors further from the orthogonality center in qisoTNS is dependent on the closer tensors but not vice versa. While in this paper we study the isometric version of PEPS, in general one can construct much more general isometric tensor networks using holographic quantum circuits. See Appendix 1 for an example.

We can also contrast qisoTNS with other quantum tensor networks. The deep multi-scale entanglement renormalization ansatz (DMERA) implements the MERA tensor network as a holographic quantum circuit. Ref. 7, 9, 21 describes holographic matrix-product states with a recently posted preprint 22 arguing that these holographic quantum MPS produce asymptotically more efficient parameterization for quantum ground states then classical MPS. MPS are well suited for one-dimensional systems; qisoTNS differs primarily in its ability to access two-dimensional systems. In ref. 9, they introduce a variational ansatz, qPEPS, which works in two-dimensions by treating the entire second dimension as a single super-site. This will require bond-dimensions in the width which grows exponentially with system
Figure 3: VQE plots for the 2D TFI model. (a) VQE optimization using classically computed exact expectation values for a 4x4 2D TFI model with $\Delta = 1$ and $\lambda = 3.5$ for ground state energy difference from the ground state and (b) fidelity error vs. AMSgrad gradient steps for qisoTNS with $n_{bq} = 1$ and $n_{bl} = 4$ ansatze. Note that the first excited state is degenerate in the thermodynamic limit for $\lambda \lesssim 3.05$.

Figure 4: VQE optimization of a 4x4 $J_1$-$J_2$ Heisenberg model with $J_1 = 1$ and $J_2 = 0.5$. (a) Energy above ground state and (b) fidelity error vs. AMSgrad gradient steps for qisoTNS with $n_{bq} = 1, 2$ and varying $n_{bl}$.

III. BENCHMARKING QISOTNS WITH VQE

In this section we benchmark the performance of the ansatz on two different 2D spin 1/2 Hamiltonians on a square lattice using VQE. We look at ansatze with $n_{bq} = 1$ and 2. Each unitary block representing a site tensor is made up of $n_{bl}$ layers of parameterized $U_3$ gates and CNOT gates as in Figure 2(b). For both the TFI and J1-J2 model, we optimize our ansatz using the AMSgrad optimizer and exact tensor network simulations of the quantum circuit starting from randomly initialized parameters. For the J1-J2 model, we look at the noise resilience of the energy and of $\sigma^z_i \sigma^z_j$ correlators at different circuit depths using noisy classically simulated Qiskit circuits. In addition, we look at the optimization of a 4x4 TFI model under exact and noisy conditions.

A. 2D TFI Model

The 2D TFI model on a square lattice is defined by:

$$\hat{H} = \lambda \sum_i \sigma^x_i + \Delta \sum_{\langle i,j \rangle} \sigma^z_i \sigma^z_j$$

In the infinite size limit, the ground state undergoes a second order phase transition from ferromagnetic ($\Delta < 0$) or antiferromagnetic ($\Delta > 0$) phase to the paramagnetic phase which occurs at $\lambda_c \approx 3.044$. The ground state of the (anti)ferromagnetic phase is twofold degenerate due to the $Z_2$ symmetry of the Hamiltonian. At the critical point $\lambda_c$, a gap opens up.
and gapped phases generically need lower $\chi$ to represent them.

We optimize the qisoTNS ansatz on a 4x4 TFI system for $\Delta = 1$ and variable $\lambda$. In Figure 3(a) and Figure 3(b) we show a VQE optimization of qisoTNS with $\lambda = 3.5$ in the gapped paramagnetic phase. We fix $n_{bg} = 1$ ($\chi = 2$) while letting $n_{bl} = 2$ and 4 for our ansatz. The combined number of $U_2$ and CNOT gates in the ansatz ranges from 192 for $n_{bl} = 2$ to 384 for $n_{bl} = 4$. After just 500 AMSgrad gradient steps, all of the optimizations reach well below the first excited state with fidelities ($F = (|\langle \Psi_{\text{qiso}} | \Psi_{\text{ground}} \rangle|^2)$ greater than 0.93 with the $n_{bl} = 4$ ansatz reaching a final $F$ of 0.981. In Figure 5(c) we plot as a function of $\lambda$, the minimum energy reached after 500 AMSgrad gradient steps for an $n_{bg} = 1, n_{bl} = 4$ ansatz. For $\lambda > \lambda_c$, the ansatz reaches well below the first excited state. For $\lambda < \lambda_c$, the ground state is nearly degenerate with the first excited state (in the infinite size limit they would be degenerate) and the ansatz reaches well below the second excited state.

B. 2D $J_1 - J_2$ Heisenberg Model

The 2D $J_1 - J_2$ Heisenberg model on a square lattice is defined by:

$$\hat{H} = J_1 \sum_{<i,j>} \vec{\sigma}_i \cdot \vec{\sigma}_j + J_2 \sum_{<<i,j>>} \vec{\sigma}_i \cdot \vec{\sigma}_j$$

(5)

In the infinite size limit with $J_1, J_2 > 0$, the ground state exhibits three phases. For $\frac{J_2}{J_1} \lesssim 0.4$, the ground state is in the antiferromagnetic (AFM) Neel ordered phase. For $\frac{J_2}{J_1} \gtrsim 0.6$, the ground state is in the collinear ordered phase. In between the AFM Neel and collinear phases, the ground state is in a quantum paramagnetic (QPM) phase with long range entanglement [53, 56]. We apply qisoTNS to the intermediate QPM phase with $J_1 = 1$ and $J_2 = 0.5$ on a 4x4 square lattice. In Figure 4, we show a VQE optimization for these model parameters. We examine the ansatz performance for $n_{bg} = 1$ and 2 with varying $n_{bl}$. We find that the $n_{bg} = 2, n_{bl} = 4, 5$ ansatz outperforms all of the $n_{bg} = 1$ ansatz tested. We conjecture that the $n_{bg} = 2$ ansatz does a better job of capturing the long range entanglement of the QPM phase.

C. qisoTNS and the Barren Plateau

For a large class of quantum circuits, the gradient of the objective function with respect to any parameter is expected to decrease exponentially with system size and depth [19]. This is the so-called barren plateau problem. Additionally, entanglement and noise-induced barren plateaus may exist in quantum circuits [37, 38]. Multiple methods for alleviating the barren plateau problem including improved ansatz design [5, 59, 42], using improved cost functions [43, 45, 48] and ansatz training and initialization strategies [45, 48] have been proposed. In this section, we demonstrate that qisoTNS ansatz is robust to the barren plateau.

In qisoTNS, the barren plateau only exists with respect to the number of bond qubits, $n_{bg}$, for local cost functions (See Figure 5(b)). Fortunately, the bond dimension scales as $\chi = 2n_{bg}$, meaning that gradient decays linearly with bond dimension. In Figure 5(c) and Figure 5(d) we show plots of the gradient variance with respect to the number of block layers and with respect to the number of bond qubits. Contrasted with the predicted behavior of the barren plateau, we do not see an exponential decay in gradient variance with respect to the number of layers or with increasing system size [19].

This circuit avoids the typical barren plateaus because Hamiltonian terms acting on sites in the shallow part of the circuit always contribute large variance despite the fact that some of the Hamiltonian terms deep in the circuit do decay quickly (see Figure 5(c)).

In order to better understand this behavior, consider a $N \times N$ qisoTNS and a Hamiltonian $\hat{H} = \sum_i h_i$ where the terms $h_i$ are local operators on the qisoTNS sites. Due to the isometry condition of the qisoTNS, in order to evaluate the gradient or energy of a term $h_i$ on a qisoTNS, one only has to run the circuit up to the furthest site (from the orthogonality center) which $h_i$ acts on. Therefore, for Hamiltonians with operators on all sites, the variance of the gradient for Hamiltonian terms is expected to decay with distance from orthogonality center. This fact ensures that some of the circuit parameters remain trainable regardless of system size allowing us to employ layerwise training strategies to ensure all parameters can be effectively trained. Layerwise training is commonly used in machine learning and has recently been proposed to alleviate the barren plateau problem in quantum circuits [49–54]. In layerwise training, one first trains a shallow quantum circuit before iteratively adding layers and continuing to train the circuit. By pretraining the shallow circuit, one can avoid a random initialization of the deep parts of the quantum circuit leading to exponentially vanishing gradients [53].

In Figure 6, we demonstrate how pretraining a smaller qisoTNS can make a larger qisoTNS more trainable. We demonstrate this on the 2D TFI model with $\Delta = 1$ and $\lambda = 3.5$. On a $4 \times 10$ qisoTNS, we optimize only the unitary blocks corresponding to the $4 \times 4$ grid closest to the orthogonality center on Hamiltonian terms which are completely contained within it. This is essentially training $4 \times 4$ TFI model. We observe an increase in gradient variance for the parameters immediately bordering the trained region (i.e. column 4 and 5); this indicates that training the shallower sites increases the trainability of these deeper sites alleviating the problem with the barren plateau.

We note while we have pretrained our $4 \times 10$ ansatz with a $4 \times 4$ Hamiltonian in order to demonstrate the effect of pretraining it is not necessary for qisoTNS. Training with the full Hamiltonian is inherently layerwise training in qisoTNS (as well as in other holo-
In this section, we look at the performance of qisoTNS in the presence of noise. We perform three tests. In the first test, we optimize a qisoTNS ansatz for a $4 \times 4$ TFI model (see Figure 7(a)) under the presence of gate noise as well as stochastic expectation values coming from a finite (1000) number of samples. We use one and two qubit gate depolarizing noise and bit flip errors. We find that stochastic and gate noise increase the final energy we plateau to (at least out to 500 gradient descent steps).

In a second noise test, we look at the accuracy of computing the energy for two classes of ansatz: the qisoTNS and a standard hardware efficient ansatz made up of alternating layers of $U_3$ gates and CNOT entangling gates as in Figure 2(b). For the same system size, each class of ansatz had approximately (within 10 percent) the same number of $U_3$ and CNOT gates. In both cases, we optimized (in a noise-free manner) to a target energy $E_{\text{target}} = E_{\text{gs}} + 0.1N^2$ and then measured this energy under noisy conditions (both gate noise and stochastic noise). We used the same gate noise model as in the first test with 10,000 samples per expectation value. We found that the qisoTNS consistently gave more accurate measurements for all $N$ and $P_{\text{error}}$ we studied (see Figure 7(b)).

Finally, we studied the measurement of $\sigma_{0,x}^z \sigma_{1,x}^z$ on the qisoTNS under the stochastic and gate noise of Figure 7(b). We find that the error from the exact result depends on the value of $x$ with correlators which involve sites which are deeper in the circuit being measured less accurately then shallower observables. This makes sense as observables which are deeper in the circuit have more time for errors from gates to accumulate. This also helps us to further understand the second noise test as the standard hardware-efficient ansatz will uniformly pick up errors over all terms but the qisoTNS has some Hamiltonian terms that are significantly smaller errors (but still have some terms which will have large errors).

IV. CONCLUSION

In this paper, we introduced a quantum circuit version of the 2D isometric tensor network ansatz, qisoTNS. The qisoTNS ansatz is qubit efficient; the
number of qubits necessary to simulate a $N \times N$ system scales as $O(N \log \chi)$ instead of $O(N^2)$ as in a non-holographic variational ansatz. In addition, the qisoTNS ansatz is effectively trainable. Parameters nearest the orthogonality center remain trainable regardless of system size enabling one to employ a layer-wise training strategy to ameliorate the barren plateau problem. We benchmarked the performance of the qisoTNS ansatz with two 2D spin 1/2 Hamiltonians. For the 2D TFI model on a $4 \times 4$ lattice, the ansatz with $n_{bq} = 1$ was able to represent the ground state(s) well for all Hamiltonian parameters studied. In the case of the $J_1 - J_2$ Heisenberg model on a $4 \times 4$ lattice with $J_1 = 1$ and $J_2 = 0.5$ near the model phase transition, we observed increased ground state fidelity for the $n_{bq} = 2$ ansatz over the $n_{bq} = 1$ ansatz indicating that for higher entanglement states, increasing the number of bond qubits can lead to better state fidelity. In future work, it would be useful to further explore what models qisoTNS works well for. The 2D isometric tensor network has been used classically to simulate 2D spin 1/2 systems and string net liquids but applications to other systems are still unexplored [15–17]: the exponential increase in accessible bond-dimension for qisoTNS will further expand simulatable states. In addition, modifications to qisoTNS in order to implement symmetries and different geometries would likely lead to more efficient training and representation and a fermionic version of the ansatz could extend the range of applicable models.
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Appendix 1: Additional Isometric Tensor Networks

While in the main body of this work we examined the isometric generalization of PEPs, other 2D tensor network structures are possible. In Figure 1(a), we show how to construct an isometric tensor network for a triangular lattice. Each lattice site in the bulk, has 3 incoming and 3 outgoing bonds. In Figure 2(a), we show how to construct an isometric tensor network for a honeycomb lattice. Each lattice site, in the bulk, has either two incoming and one outgoing bonds or one incoming and two outgoing bonds. Note that for both of these lattices there are no orthogonality centers or hypersurfaces making classical computation of expectation values intractable. In Figures 1(b) and 2(b), we show the quantum circuit version of the triangular lattice and honeycomb lattice respectively. As in the square lattice case, we use swap gates to connect outgoing wires with the appropriate incoming wires of the next gate.

Figure A1: (a) A isometric tensor network for a 13 site triangular lattice. The arrows point in the direction of isometry. (b) A $n_{bg} = 1$ quantum circuit version of a 8 site triangular lattice.

Figure A2: (a) A isometric tensor network for a honeycomb lattice. The arrows point in the direction of isometry. In the bulk, the red tensors have two incoming and one outgoing arrow bonds while the blue tensors have one incoming and two outgoing arrow bonds. (b) A $n_{bg} = 1$ quantum circuit version of a 10 site honeycomb lattice. For this circuit, the middle site of a tensor represents the physical index. For the blue tensors, because the have only one incoming arrows bonds, we reset the bottom qubit in order to not carry entanglement forward in the circuit.