FINITE-PART INTEGRATION IN THE PRESENCE OF COMPETING SINGULARITIES: TRANSFORMATION EQUATIONS FOR THE HYPERGEOMETRIC FUNCTIONS ARISING FROM FINITE-PART INTEGRATION
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Abstract. Finite-part integration is a recently introduced method of evaluating convergent integrals by means of the finite part of divergent integrals [E.A. Galapon, Proc. R. Soc. A 473, 20160567 (2017)]. Current application of the method involves exact and asymptotic evaluation of the generalized Stieltjes transform \( \int_0^\infty \frac{f(x)}{(\omega + x)^q} \, dx \) under the assumption that the extension of \( f(x) \) in the complex plane is entire. In this paper, the method is elaborated further and extended to accommodate the presence of competing singularities of the complex extension of \( f(x) \). Finite part integration is then applied to derive consequences of known Stieltjes integral representations of the Gauss function and the generalized hypergeometric function which involve Stieltjes transforms of functions with complex extensions having singularities in the complex plane. Transformation equations for the Gauss function are obtained from which known transformation equations are shown to follow. Also, building on the results for the Gauss function, transformation equations involving the generalized hypergeometric function \( _3F_2 \) are derived.

1. Introduction

Divergent integrals arise in many areas of applied mathematics, such as in physics \([1]\) and in engineering \([2]\). In those applications, the problem typically is how to assign meaningful physical values to them or compute the values of particular assignments to the divergent integrals, such as their finite parts. Recently, in revisiting the problem of missing terms arising from term by term integration leading to an infinite series of divergent integrals \([3, 4, 5]\), it was determined that the finite part of divergent integrals can be rigorously used as a means of evaluating convergent integrals, a method we have referred to as finite-part integration \([6]\). Finite-part integration has been applied in the exact and asymptotic evaluation of the Stieltjes transform of integer \([7]\) and non-integer orders \([8]\). Applying the method to known Stieltjes integral representations of some special functions has led to new representations of them. Moreover, more refined asymptotics of the special functions have been obtained from their new representations.

The essential feature of finite-part integration is to give meaning to term by term integration that leads to divergent integrals. Consider the generalized Stieltjes transform \([9, 10, 11]\)

\[
\mathcal{F}(\omega) = \int_0^\infty \frac{f(x)}{(\omega + x)^q} \, dx,
\]
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where the upper limit of integration $a$ takes on the possible values $0 < a \leq \infty$ and $\rho$ is a positive number, $\omega$ is generally complex with $|\arg \omega| < \pi$, and $f(x)$ is some integrable function that may depend on several parameters. One may attempt at evaluating this integral by expanding the kernel $(\omega + x)^{-\rho}$ binomially about $\omega = 0$,

$$
\frac{1}{(\omega + x)^\rho} = \sum_{k=0}^{\infty} \binom{-\rho}{k} \frac{\omega^k}{x^{k+\rho}},
$$

inside the integral, and then distributing the integration over the summation to yield the infinite series of integrals,

$$
\sum_{k=0}^{\infty} \binom{-\rho}{k} \omega^k \int_0^a f(x) \frac{dx}{x^{k+\rho}}.
$$

If $f(x)$ has a zero of finite order at the origin, then the infinite series will eventually degenerate into a series of divergent integrals. The appearance of divergent integrals simply means that the interchange of summation and the integration are not allowed.Finite-part integration makes sense of this interchange, yielding the result

$$
\int_0^a \frac{f(x)}{(\omega + x)^\rho} \, dx = \sum_{k=0}^{\infty} \binom{-\rho}{k} \omega^k \int_0^a f(x) \frac{dx}{x^{k+\rho}} + \Delta(\omega),
$$

where the integral $\int_0^a f(x) x^{-k-\rho} \, dx$ is the finite part [12, 13, 14] of the divergent integral $\int_0^a f(x) x^{-k-\rho} \, dx$ and the term $\Delta(\omega)$ is a contribution coming from the singularity of the kernel of transformation at $-\omega$. However, in [6, 7, 8] it was assumed that $f(x)$ possesses an entire complex extension $f(z)$. This condition severely restricts the domain of applicability of the method.

In this paper, we elaborate the method of finite-part integration further to accommodate the presence of poles and branch points of the complex extension of $f(x)$. To that end, we will investigate the consequences of known integral representations of the Gauss function $\binom{\mu, \nu}{\mu, \rho}$ and the generalized hypergeometric function $\binom{p q}{\rho}$ by direct finite part integration of the integrals in the representations. For the Gauss function, we will consider the well known integral representation

$$
\binom{\mu, \nu}{\mu, \rho} \left(1 - \frac{b}{a}\right) = \frac{\Gamma(\mu + \rho)}{\Gamma(\nu)\Gamma(\mu + \rho - \nu)} \frac{a^\mu}{b^{\rho - \nu}} \int_0^\infty \frac{x^{\nu - 1}}{(a + x)^\rho} \, dx,
$$

for $\Re(\nu) > 0$, $\Re(\rho - \nu) > 0$, $|\arg a| < \pi$ and $|\Arg b| < \pi$ [15]. The integral in the right hand side can be interpreted as a Stieltjes transform of the function $f(x) = x^{\nu-1}(a + x)^{-\rho}$ with the kernel $(b + x)^{-\rho}$. The function $f(x)$ for this case has a complex extension that can have branch point at the origin, and a branch point or pole singularity at $-a$. For the generalized hypergeometric function, we will consider the integral representation

$$
\binom{\beta, \alpha p}{\beta + \alpha, \rho q} \left(\frac{\alpha p}{\rho q}\right) z = \frac{\Gamma(\beta + \sigma)}{\Gamma(\beta)\Gamma(\sigma)} \int_0^1 t^{\beta - 1}(1 - t)^{\sigma - 1} p F_q \left(\frac{\alpha p}{\rho q}; zt\right) \, dt,
$$

which is valid for $p \leq q + 1$, $\Re(\beta) > 0$, $\Re(\sigma) > 0$, $|z| < 1$ if $p = q + 1$ [20, p. 58, eqn. 10]. The integral can be cast as a Stieltjes integral with the substitution $t = s/(1 + s)$,

$$
\binom{\beta, \alpha p}{\beta + \alpha, \rho q} \left(\frac{\alpha p}{\rho q}\right) z = \frac{\Gamma(\beta + \sigma)}{\Gamma(\beta)\Gamma(\sigma)} \int_0^\infty \frac{s^{\beta - 1}}{(s + 1)^{\beta + \sigma}} p F_q \left(\frac{\alpha p}{\rho q}; \frac{zs}{s + 1}\right) \, ds.
under the same conditions on the parameters. This representation can be interpreted as a Stieltjes transform of the function

$$f(s) = s^{\beta-1} \binom{\alpha_p}{\rho_q} \left( \frac{z s}{s+1} \right)$$

with the kernel $(s + t)^{-\beta - \sigma}$, evaluated at the specific point $t = 1$. The complex extension of $f(s)$ may have a branch point at the origin, and a branch point or a pole at $-(1 - z)^{-1}$.

The Stieltjes integral representations (1.5) and (1.7) involve the transform of functions that have singularities competing with the singularity of the kernel of transformation, a circumstance which is outside the scope of [6, 7, 8]. Here we will perform finite-part integration in the presence of such singularities. For the Gauss function, we will show that finite-part integration of (1.5) under different values of the parameters leads to transformation equations in argument of $(1 - z)$, and obtain from them known transformation equations of the Gauss function. For the generalized hypergeometric function, we will apply finite part integration on (1.7) for the specific case of the hypergeometric function $3F_2$ for a large class of the parameters, and arrive at new transformation equations involving $3F_2$.

The rest of the paper is organized as follows. In Section 2, we summarize the method of finite part integration. In Section 3, we obtain the pair of fundamental finite parts integrals arising from a branch point and pole singularity at the origin. In Section 4, we perform finite part integration on the Stieltjes integration representation (1.5) and obtain transformation equations in powers of $(1 - z)$. In Section 5, we perform finite part integration on the representation (1.7) for the generalized hypergeometric function $3F_2$ and obtain transformation equations in powers of $(1 - z)$. In Section 6, we conclude.

Throughout the paper, $\mathbb{Z}$ denotes the set of integers; $\mathbb{Z}^+$, the positive integers; $\mathbb{Z}^-$, the negative integers; $\mathbb{Z}_0^+$, the positive integers including 0; $\mathbb{Z}_0^-$, the negative integers including 0.

2. Finite Part Integration

Finite part integration is a method of evaluating convergent integrals by means of the finite part of divergent integrals. The method proceeds in two major steps. The first step is deliberately inducing divergent integrals from a given convergent integral, and the second step is recasting the given integral into a form that leads to its evaluation in terms of the finite parts of the induced divergent integrals. In general, other divergent integrals could arise in the process; for this reason, we refer to the divergent integrals that arise in the first step as fundamental and those that follow as progenic (a child of the fundamental divergent integral). The first step, once the fundamental divergent integrals have been identified, involves extracting the finite part of the divergent integrals and representing the finite parts as contour integrals in the complex plane. The second step involves extracting the given convergent integral from a contour integral whose characteristics are dictated by the nature of the fundamental divergent integrals. The transition from the first to the second step is made possible by the complex contour integral representation of the fundamental finite part integrals. We will detail in a short while how finite part integration will be implemented for our present problem.
For the finite-part integration of the Stieltjes transform (1.1), the fundamental divergent integrals are induced by expanding the kernel of transformation that leads to the infinite series of divergent integrals (1.3). Then the fundamental divergent integrals are those of the form

\[ \int_0^a \frac{f(x)}{x^\lambda} \, dx, \quad \lambda \geq 1, \ 0 < a \leq \infty, \]

where the divergence arises only from a non-integrable singularity at the origin. For a finite upper limit of integration \( a \), the finite part is obtained by temporarily removing the divergence by replacing the offending lower limit of integration with some positive \( \epsilon < a \) and then grouping the resulting integral into a pair of terms,

\[ \int_\epsilon^a \frac{f(x)}{x^\lambda} \, dx = C_\epsilon + D_\epsilon, \]

where \( C_\epsilon \) is the group of terms that converges in the limit as \( \epsilon \to 0 \) and \( D_\epsilon \) is the group of terms that diverge in the same limit. The finite part is obtained by dropping the diverging part \( D_\epsilon \), leaving only the converging \( C_\epsilon \) and assigning its limit as the value of the divergent integral. That is the finite part is given by

\[ \int_0^a \frac{f(x)}{x^\lambda} \, dx = \lim_{\epsilon \to 0} C_\epsilon. \]

Equivalently the finite part also assumes the representation

\[ \int_0^a \frac{f(x)}{x^\lambda} \, dx = \lim_{\epsilon \to 0} \left( \int_\epsilon^a \frac{f(x)}{x^\lambda} \, dx - D_\epsilon \right). \]

By definition, the limits (2.3) and (2.4) always exist and their value may be equal to zero under certain circumstances. When the upper limit of integration extends to infinity, \( a = \infty \), the finite part is given by the limit

\[ \int_0^\infty \frac{f(x)}{x^\lambda} \, dx = \lim_{a \to \infty} \int_0^a \frac{f(x)}{x^\lambda} \, dx, \]

where it is assumed that \( f(x)x^{-\lambda} \) is integrable at infinity so that the limit is guaranteed to exist.

Now the heart of finite-part integration is the representation of the fundamental finite-part integral as a contour integral in the complex plane \([6, 14]\). The representation requires that \( f(x) \) possesses an analytic complex extension, \( f(z) \). The contour integral representation depends on the nature of the singularity of the integrand \( z^{-\lambda}f(z) \) at the origin, whether \( z = 0 \) is a pole or a branch point. Assuming that \( f(0) \neq 0 \) and that \( f(z) \) is analytic in the interval \([0, a]\), the contour integral representation of the finite part when \( z = 0 \) is a pole of \( z^{-\lambda}f(z) \) is given by

\[ \int_0^a \frac{f(x)}{x^m} \, dx = \frac{1}{2\pi i} \int_C \frac{f(z)}{z^m} (\log z - \pi i) \, dz, \]

for all \( \lambda = m = 1, 2, 3, \ldots \), where \( \log z \) is the complex logarithm whose branch cut is the positive real axis and is chosen to coincide with the natural logarithm above the cut, \( C \) is the contour straddling the branch cut of \( \log z \) starting from \( a \) and ending at \( a \) itself, as depicted in Figure [7] [6]. On the other hand, when \( z = 0 \) is a branch point, i.e. \( \lambda \) is not an integer, the contour integral representation is given by

\[ \int_0^a \frac{f(x)}{x^\lambda} \, dx = \frac{1}{e^{2\pi i \lambda} - 1} \int_C \frac{f(z)}{z^\lambda} \, dz, \]
where $z^{-\lambda}$ has a branch cut along the positive real axis and is chosen to be positive above the cut, and the contour $C$ is the same contour as in the representation \( \text{[2.6]} \). In both cases, the contour $C$ does not enclose any pole of $f(z)$ or intersect any of the branch cuts of $f(z)$. The contour integrals \( \text{[2.6]} \) and \( \text{[2.7]} \) are the bridges that connect the two sides of the equality \( \text{[1.4]} \).

Here we will find that the progenic finite part integrals arise from the singularity of the kernel of transformation. They are finite parts of divergent integrals of the form

\[
\int_0^d \frac{h(x)}{(d-x)^\sigma} \, dx,
\]

where the divergence arises from a non-integrable singularity at $x = d$. The finite part in this case is obtained by isolating the singularity with the integral

\[
\int_0^{d-\epsilon} \frac{h(x)}{(d-x)^\sigma} \, dx = \tilde{C}_\epsilon + \tilde{D}_\epsilon,
\]

where $\tilde{C}_\epsilon$ and $\tilde{D}_\epsilon$ are the converging and diverging parts of the integral $\int_{\epsilon}^{d-\epsilon} h(x)(x-d)^{-\sigma} \, dx$ as $\epsilon \to 0$. The finite part integral is then defined as

\[
\int_0^d \frac{h(x)}{(d-x)^\sigma} \, dx = \lim_{\epsilon \to 0} \tilde{C}_\epsilon
\]

or equivalently

\[
\int_0^d \frac{h(x)}{(d-x)^\sigma} \, dx = \lim_{\epsilon \to 0} \left( \int_{\epsilon}^{d-\epsilon} \frac{h(x)}{(d-x)^\sigma} \, dx - \tilde{D}_\epsilon \right).
\]

Now since for $\epsilon > 0$ all integrals involved are convergent, we can cast the result in terms of the integral \( \text{[2.1]} \) with the change in variable $x' = d - x$, $\int_{\epsilon}^{d-\epsilon} h(x) \, dx = \int_{\epsilon}^{d-\epsilon} h(d-x') \, dx'$. In this form, everything that we have discussed above for divergent integrals arising from a singularity at the origin holds.

Two remarks are in order. First, an ambiguity may arise in the definition of the finite part integral. For example, say, after an integration there appeared the term $e^{1/\epsilon}$. This term diverges as $\epsilon \to 0$. If we take $e^{1/\epsilon}$ as a whole, then the finite part is zero because $\lim_{\epsilon \to 0} e^{1/\epsilon} = \infty$. However, we can expand it for us to have $e^{1/\epsilon} = 1 + 1/\epsilon + 1/2!\epsilon^2 + \ldots$ and now we have the non-zero finite part value equals 1. Also let us say we arrived at the term $\ln(2\epsilon)$ which diverges as $\epsilon \to 0$. Again it is zero when $\ln(2\epsilon)$ is taken as a whole because $\lim_{\epsilon \to 0} \ln(2\epsilon) = -\infty$; but also $\ln(2\epsilon) = \ln(2) + \ln(\epsilon)$ so that we have the non-zero finite part $\ln(2)$. So which finite part? Here a specific finite part is meant. The finite part is fixed by requiring that the divergent part $D_\epsilon$ ($\tilde{D}_\epsilon$) only assumes the form of at most the sum of inverse powers of $\epsilon$ and powers of the logarithm $\ln(\epsilon)$. Then our desired finite parts for the two examples are 1 and $\ln(2)$, respectively. Our intention for the finite part then requires expansion of $f(x)$ about $x = 0$ ($x = d$) in the calculation of the finite part. Here we require that $f(x)$ is infinitely differentiable at the origin so that it admits the representation $f(x) = \sum_{k=0}^{\infty} a_k x^k \left( \sum_{k=0}^{\infty} b_k (x - b)^k \right)$ in some neighborhood of the origin.

Second, we quote from \( \text{[7]} \): “from the definition of the finite part integral given by equation \( \text{[2.3]} \), it is evident that, when the divergent part $D_\epsilon$ vanishes, the finite part integral is just the (Riemann) improper integral. Also the complex contour
Figure 1. The contour of integration. The contour $C$ does not enclose any poles or branch points of $f(z)$.

Integral representations of the finite parts given by equations (2.6) and (2.7) reduce to the regular (Riemann) integrals of the integrands when the improper integrals exist. For this reason, we can always replace the regular integral $\int_0^\alpha$ with the finite part integral $\int_0^\alpha$ without possible confusion for the two values coincide when the former exists. In short, the finite part integral of a convergent integral is just the value of the convergent integral itself."

Finally, we outline how the method of finite-part integration that will be implemented in this work. Our problem is to evaluate the Stieltjes integral of the form

$$\int_0^\infty \frac{x^{\lambda-1}f(x)}{(\omega + x)^\rho} dx, \quad \text{Re}(\lambda), \text{Re}(\rho) > 0, |\arg(\omega)| < \pi,$$

where $f(x)$ possesses a complex extension $f(z)$ that is analytic in the integration interval $[0, \infty)$, and with a finite order of zero at the origin. The extension $f(z)$ may have poles and branch points elsewhere in the complex plane.

For the first step of finite-part integration, we induce divergence in the Stieltjes integral (2.12) by expanding the kernel of transformation $(\omega + x)^{-\rho}$ about $\omega = 0$ as given by (1.2) under the integral, followed by term by term integration. The fundamental divergent integrals are given by

$$\int_0^\infty \frac{f(x)}{x^{k+\rho-\lambda+1}} dx$$

for sufficiently large integer values of $k$. It is assumed in (2.13) that the function under the integral sign is integrable at infinity so that the origin is the only source of non-integrability. This is automatically satisfied under the condition that the Stieltjes integral (2.12) exists. The relevant contour integral representation of (2.13) is already given by equation (2.6) for the case of pole singularity at the origin, i.e. $\rho - \lambda \in \mathbb{Z}$; and equation (2.7) for the case of branch point singularity, i.e. $\rho - \lambda \notin \mathbb{Z}$. The finite part integrals are to be evaluated once the explicit form of $f(x)$ has been specified.

For the second step, we express the Stieltjes integral as a contour integral consistent with the integral representation of the finite part integrals involved. Representing the given integral as complex contour integral requires obtaining the complex
extension of the integrand \( x^\lambda f(x)(\omega + x)^{-\rho} \). When it happens that \( f(z) \) has at most poles in the complex plane, and \( \lambda \) and \( \rho \) are integers, the desired complex extension is obtained simply by replacing the real variable \( x \) with the complex variable \( z \). However, the extension, which we write as \( z^{\lambda-1}f(z)(\omega + z)^{-\rho} \), is generally multivalued, and we choose the branch as follows. When \( \lambda \) is a non-integer, the origin is a branch point of \( z^{\lambda-1} \) and we choose the branch cut to be \([0, \infty)\), with \( z^{\lambda-1} \) positive above the cut. On the other hand, when \( \rho \) is a non-integer, the point \( z = -\omega \) is a branch point of \((\omega + z)^{-\rho}\) and we choose the branch cut to be \([-\omega, \infty)\), with \((\omega + z)^{-\rho}\) taken to be positive above the cut. Also the extension of \( f(x) \), \( f(z) \), is choosen such that it is analytic in the integration interval \([0, \infty)\); in addition to that, a crucial requirement on \( f(z) \) will be shortly established. These choices define the desired branch for the complex extension \( z^{\lambda-1}f(z)(\omega + z)^{-\rho} \).

Once the extension is fixed, the Stieltjes integral (2.12) is extracted from the contour integral

\[
\int_C z^{\lambda-1}f(z)(\omega + z)^{-\rho} G(z) \, dz.
\]

The contour \( C \) is homotopic to the contour of integration in the representation of the finite part integral. All singularities of \( f(z) \), poles or branch points, stay to the right of \( C \) when it is traversed in the positive sense or none of the singularities is enclosed by \( C \) or none of the branch cuts of \( f(z) \) intersect \( C \). The contour \( C \) is
chosen such that the binomial expansion
\[ \frac{1}{(\omega + z)^\rho} = \sum_{k=0}^{\infty} \binom{-\rho}{k} \frac{\omega^k}{z^{k+\rho}} \]
converges uniformly along the contour \( C \). This requires that the point \( z = -b \) must be enclosed by \( C \). The function \( G(z) \) is determined by whether \( z = 0 \) is a pole or a branch point of \( z^{-(k+\rho-\lambda+1)} \). When the origin is a pole, i.e. when \( (\rho - \lambda) \in \mathbb{Z}^+ \), we have
\[ G(z) = \frac{1}{2\pi i} (\log z - \pi i) ; \]
on the other hand, when it is a branch point, i.e. \( (\rho - \lambda) \notin \mathbb{Z} \), we have
\[ G(z) = \frac{1}{e^{2\pi i (\rho - \lambda)i}} - 1 . \]

The desired representation of the Stieltjes integral is obtained from the contour integral (2.14) by collapsing the contour \( C \) into the real line via the contour \( C' \) as depicted in Figure-2. This leads to the representation
\[ \int_0^\infty \frac{x^{\lambda-1} f(x)}{(\omega + x)^\rho} \, dx = \int_C \frac{x^{\lambda-1} f(z)}{(\omega + z)^\rho} G(z) \, dz + \Delta_S , \]
where \( \Delta_S \) is a contribution arising from the pole or branch point singularity of the kernel \( (\omega + z)^{-\rho} \) at \( z = -\omega \), for which reason we have referred to \( \Delta_S \) as the singular contribution [7, 8]. In general, when \( z = -\omega \) is a branch point, the singular contribution is a progenic finite-part integral. On the other hand, when \( z = -\omega \) is a pole, the singular contribution is a residue at \( z = -\omega \). Here we consider only the case in which \( z = -\omega \) is branch point, except for one illustrative case.

Now under the assumption that the expansion (2.15) converges uniformly along the contour \( C \), we can introduce the expansion (2.15) back into the integral and perform a term by term integration to yield
\[ \int_C \frac{f(z)}{z^\lambda (\omega + z)^\rho} G(z) \, dz = \sum_{k=0}^{\infty} \binom{-\rho}{k} \omega^k \int_C \frac{f(z)}{z^{k+\rho-\lambda+1}} G(z) \, dz . \]
We recognize that the contour integrals are just the finite parts of the divergent integrals (2.13). Substituting (2.19) back into equation (2.18), we obtain the desired evaluation of the Stieltjes integral in terms of finite part integrals,
\[ \int_0^\infty \frac{x^{\lambda-1} f(x)}{(\omega + x)^\rho} \, dx = \sum_{k=0}^{\infty} \binom{-\rho}{k} \omega^k \int_0^\infty \frac{f(x)}{x^{k+\rho-\lambda+1}} \, dx + \Delta_S , \]
where the radius of convergence of the sum is determined by the nearest singularity of \( f(z) \) in the complex plane.

The effects of the presence of singularity of \( f(z) \) may have gone unnoticed in the above discussion leading to the desired evaluation of the Stieltjes integral in terms of the finite part integral, except, perhaps, the statement following the result (2.20). We now highlight them here. The conditions that the contour of representation \( C \) must not intersect any branch cut of \( f(z) \) and all singularities of \( f(z) \) stay to the left of \( C \) when traversed in the positive sense restrict the possible choices of the complex extension of the function \( f(x) \). These conditions are imposed by our desire to identify the contour integrals in the right hand side of (2.19) as finite-part integrals: the equality in the contour integral representations of the finite part integral given
by equations (2.6) and (2.7) hold under the condition that no singularity of \( f(z) \) is enclosed by \( C \). These conditions translates to the necessary choice that the branch cut of \( f(z) \) cannot overlap with the branch cut of the extension of the kernel of transformation, \( (\omega + z)^{-\rho} \).

On the other hand, the condition that the contour \( C \) must enclose the singularity of the kernel, \(-\omega\), together with the condition that the singularities of \( f(z) \) must be to the left of \( C \), requires that \(-\omega\) cannot be farther from the origin than the nearest singularity of \( f(z) \) to the origin. In contrast, under the condition that \( f(z) \) is entire \([6, 7, 8]\), \( f(z) \) has no singularity in the finite complex plane so that the radius of convergence of the corresponding series of finite part integrals is infinite. An unexpected consequence of our considerations is that, once all conditions have been satisfied, the nature of the singularities of \( f(z) \), be it a pole or a branch point, does not have a bearing in what follows to arrive at the finite part integration (2.20) of the Stieltjes integral. The singularities are manifested only by imposing restriction of the radius of convergence of the infinite series of finite part integrals.

### 3. The Fundamental Finite-Part Integrals

We now identify and evaluate the fundamental finite part integrals arising from finite-part integration of the integral representations (1.5) and (1.7). For the representation (1.5), we identify the function \( f(x) \) in (2.12) to be \((a + x)^{-\mu}\) with the corresponding kernel \((b + x)^{-\rho}\). Then, from the general expression for the fundamental divergent integrals for the Stieltjes transform given by equation (2.13), the fundamental divergent integrals for the evaluation of (1.5) are specific cases of the divergent integral

\[
\int_0^\infty \frac{(t + s)^{-\nu}}{t^\lambda} \, dt,
\]

with \( \text{Re}(\lambda) \geq 1, \nu \neq 0, \text{Re}(\lambda + \nu) > 1 \) and \( |\arg(s)| < \pi \), where the second and third conditions ensure that the origin is the only source of divergence of the integral. We shall find in Section 5 that the fundamental divergent integrals for the case of the generalized hypergeometric function \( _3F_2 \) for the specific set of parameters considered there are likewise specific cases of (3.1). The divergence of (3.1) is due to a branch point singularity at the origin when \( \lambda \) is not an integer, and is due to a pole singularity when \( \lambda \) is a positive integer. As the contour integral representations of the finite part integral already make apparent, the finite part depends on the type of non-integrable singularity at the origin of the divergent integral.

#### 3.1. Branch point singularity

We now obtain the finite part of the divergent integral (3.1) for non-integer \( \lambda \), specifically \( \text{Re}(\lambda) \notin \mathbb{Z}^+ \). Since the upper limit of integration extends to infinity, the desired finite part is given by equation (2.5). We then cut the upper limit to some finite \( c > 0 \), compute the finite part of the divergent integral \( \int_0^c dx (s + x)^{-\mu} x^{-\lambda} \), and eventually take the limit \( c \to \infty \). To facilitate the computation of the finite-part, we temporarily impose the condition \( c < |s| \), with the intention to eventually use analytic continuation to go beyond
\[ c > |s|. \text{ Then for some arbitrarily small positive } \epsilon, \text{ we have} \]

\[ (3.2) \quad \int_\epsilon^c \frac{(s + x)^{-v}}{x^\lambda} \, dx = \sum_{l=0}^{\infty} \frac{1}{s^{l+v}} \int_\epsilon^c x^{l-\lambda} \, dx, \]

where the right hand side is obtained by expanding \((a + x)^{-v}\) about \(x = 0\) and distributing the integration. The term by term integration in equation (3.2) is allowed under the assumed condition \(c < |s|\).

Let \(\lambda = m + \sigma\), where \(m = 1, 2, \ldots\) is the integer part of the real part of \(\lambda\) and \(\sigma \not\in \mathbb{Z}\), in particular \(\text{Re}(\sigma) > 0\). Then the summation in (3.2) can be divided into two groups of terms in \(\epsilon\): the terms with negative exponents corresponding to the indices \(0 \leq l \leq m - 1\); and the terms with positive exponents corresponding to the indices \(m \leq l \leq \infty\). We have

\[ (3.3) \quad \int_\epsilon^c \frac{(s + x)^{-v}}{x^\lambda} \, dx = \sum_{l=0}^{m-1} \frac{1}{s^{l+v}} \frac{(-v)}{l} \left( \frac{1}{c^{m+\sigma+1-l}} - \frac{1}{\epsilon^{m+\sigma+1-l}} \right) + \sum_{l=m}^{\infty} \frac{1}{s^{l+v}} \frac{(-v)}{l} \frac{1}{(l - m - \sigma + 1)} \left( c^{l-m-\sigma+1} - \epsilon^{l-m-\sigma+1} \right). \]

The converging and diverging parts of the left hand side of equation (3.3) can now be extracted from the right hand side of the equality. They are respectively given by

\[ (3.4) \quad C_\epsilon = \sum_{l=0}^{m-1} \frac{1}{s^{l+v}} \frac{(-v)}{l} \frac{1}{(l - m - \sigma + 1)} \frac{1}{c^{m+\sigma+1-l}} + \sum_{l=m}^{\infty} \frac{1}{s^{l+v}} \frac{(-v)}{l} \frac{1}{(l - m - \sigma + 1)} \frac{1}{c^{m+\sigma+1-l}} \]

\[ (3.5) \quad D_\epsilon = \sum_{l=0}^{m-1} \frac{1}{s^{l+v}} \frac{(-v)}{l} \frac{1}{(l - m - \sigma + 1)} \frac{1}{c^{m+\sigma+1-l}} \]

Then the finite-part is obtained by dropping the contribution of the diverging part and assigning the value of the converging part in the limit \(\epsilon \to 0\) as the value of the divergent integral,

\[ (3.6) \quad \int_0^c \frac{(s + x)^{-v}}{x^{m+\sigma}} \, dx = \sum_{l=0}^{m-1} \frac{1}{s^{l+v}} \frac{(-v)}{l} \frac{1}{(l - m - \sigma + 1)} \frac{1}{c^{m+\sigma+1-l}} + \sum_{l=m}^{\infty} \frac{1}{s^{l+v}} \frac{(-v)}{l} \frac{1}{(l - m - \sigma + 1)} c^{l-m-\sigma+1}. \]

We now take the limit as \(c \to \infty\). The first term extends to all \(c\) and vanishes in the limit. However, the second term is valid only for \(c < |s|\). We sum it and extend the sum analytically everywhere. The sum is given by

\[ (3.7) \quad \sum_{l=m}^{\infty} \frac{1}{s^{l+v}} \frac{(-v)}{l} \frac{c^{l-m-\sigma+1}}{(l - m - \sigma + 1)} = \frac{c^{1-\sigma}}{s^{v+m}} \frac{1}{(1-\sigma)} \binom{-v}{m} \text{$_3$F$_2$} \left( 1, m + v, 1 - \sigma | - \frac{c}{s} \right). \]
The right hand side is now valid for all values of \( a \) and \( c \). Then the finite part is given by the limit

\[
\int_{0}^{\infty} \frac{(s + x)^{-v}}{x^{m+\sigma}} \, dx = \lim_{c \to \infty} \frac{c^{1-\sigma}}{s^{m+\sigma}} \frac{1}{(1-\sigma)} \left( -\frac{v}{m} \right) \, {}_{3}F_{2} \left( \begin{array}{c} 1, m + v, 1 - \sigma \\ m + 1, 2 - \sigma \end{array} ; -\frac{c}{s} \right).
\]

The limit is obtained by means of the asymptotic expansion of the hypergeometric function \( {}_{3}F_{2} \) for large arguments [18],

\[
{}_{3}F_{2} \left( \begin{array}{c} a_1, a_2, a_3 \\ b_1, b_2 \end{array} ; z \right) = \frac{\Gamma(b_1)\Gamma(b_2)}{\Gamma(a_1)\Gamma(a_2)\Gamma(a_3)} \times \left[ \frac{\Gamma(a_1)\Gamma(a_2 - a_1)\Gamma(a_3 - a_1)}{\Gamma(b_1 - a_1)\Gamma(b_2 - a_1)\Gamma(a_3)} (-z)^{-a_1} \left( 1 + O \left( \frac{1}{z} \right) \right) \right.
+ \frac{\Gamma(a_2)\Gamma(a_1 - a_2)\Gamma(a_3 - a_2)}{\Gamma(b_1 - a_2)\Gamma(b_2 - a_2)\Gamma(a_3)} (-z)^{-a_2} \left( 1 + O \left( \frac{1}{z} \right) \right)
+ \frac{\Gamma(a_1)\Gamma(a_1 - a_3)\Gamma(a_2 - a_3)}{\Gamma(b_1 - a_3)\Gamma(b_2 - a_3)\Gamma(a_3)} (-z)^{-a_3} \left( 1 + O \left( \frac{1}{z} \right) \right) \left. \right], \quad |z| \to \infty.
\]

Applying this asymptotic expansion to the hypergeometric function in (3.8) and performing some simplifications, the finite-part integral (3.8) assumes the form

\[
\int_{0}^{\infty} \frac{(s + x)^{-v}}{x^{m+\sigma}} \, dx
= \lim_{c \to \infty} \frac{c^{1-\sigma}}{s^{m+\sigma}} \frac{1}{m} \frac{\Gamma(m + v - 1)}{\Gamma(m + 1)} \left( \frac{x}{s} \right)^{m+v} \left( 1 + O \left( \frac{1}{c} \right) \right)
+ \frac{\Gamma(m + v)\Gamma(1 - \sigma - m - v)}{\Gamma(1 - v)\Gamma(2 - \sigma - m - v)} \left( \frac{x}{s} \right)^{m+v} \left( 1 + O \left( \frac{1}{c} \right) \right)
+ \frac{\Gamma(1 - \sigma)\Gamma(\sigma)}{\Gamma(\sigma)} \left( \frac{x}{s} \right)^{1-\sigma} \left( 1 + O \left( \frac{1}{c} \right) \right) \right].
\]

Since \( \text{Re}(\sigma) > 0 \), the first term in the right hand side of (3.10) vanishes in the limit as \( c \to \infty \); likewise, the second term vanishes in the same limit. Only the third term contributes in the limit. Then the finite part becomes

\[
\int_{0}^{\infty} \frac{(s + x)^{-v}}{x^{m+\sigma}} \, dx = \frac{(-1)^m}{s^{m+\sigma+v-1}} \frac{\Gamma(\sigma)\Gamma(1 - \sigma)\Gamma(m + \sigma + v - 1)}{\Gamma(m + \sigma)\Gamma(v)},
\]

where we have used the following identities to perform the simplifications leading to this result,

\[
\Gamma(a + k) = (a)_k \Gamma(a), \quad \binom{n}{k} = (-1)^k \frac{(-n)_k}{k!}
\]

We wish to express equation (3.11) in terms of the original parameter \( \lambda \). This is accomplished using the identities \( \Gamma(\sigma)\Gamma(1 - \sigma) = \pi \csc(\pi \sigma) \) and \( \sin(\pi \sigma) = (-1)^m \sin(\pi(m + \sigma)) \). The finite part becomes

\[
\int_{0}^{\infty} \frac{(s + x)^{-v}}{x^{m+\sigma}} \, dx = \frac{\pi \Gamma(m + \sigma + v - 1)}{s^{m+\sigma+v-1}} \frac{\sin(\pi(m + \sigma))\Gamma(m + \sigma)\Gamma(v)}{\sin(\pi(m + \sigma))\Gamma(m + \sigma)\Gamma(v)}.
\]
With $\lambda = m + \sigma$, this reduces to the desired form of the finite part integral,

$$\int_0^\infty \frac{(s + x)^{-\nu}}{x^\lambda} \, dx = \frac{\pi \Gamma(\lambda + \nu - 1)}{s^{\lambda+\nu-1} \sin(\pi \lambda) \Gamma(\nu) \Gamma(\lambda)},$$

for $\text{Re}(\lambda) > 1$, $\nu \neq 0$, $\text{Re}(\lambda) \notin \mathbb{Z}^+, \text{Re}(\lambda + \nu) > 1$, and $|\arg(s)| < \pi$.

When $0 < \text{Re}(\lambda) < 1$ (and for sufficiently large $\text{Re}(\nu)$), the integral (3.1) converges. To evaluate the (this time convergent) integral, we use the known integral [\text{3.194.3, p. 318}]

$$\int_0^\infty \frac{x^{d-1}}{(1 + cx)^\sigma} \, dx = c^{-d} B(d, \sigma - d), \quad |\arg c| < \pi, \quad \text{Re} \sigma > \text{Re} d > 0,$$

where $B(a, b) = \Gamma(a)\Gamma(b)/\Gamma(a + b)$ is the beta function. Applying this result to integral (3.1), we obtain the result

$$\int_0^\infty \frac{(s + x)^{-\nu}}{x^\lambda} \, dx = \frac{\Gamma(1 - \lambda)\Gamma(\nu - 1 + \lambda)}{s^{\nu+\lambda-1} \Gamma(\nu)},$$

for $\text{Re}(\nu) > \text{Re}(1 - \lambda) > 0$. We can recast this expression further using the reflection formula $\Gamma(-z) = -\pi/\sin(\pi z)\Gamma(1 + z)$ to rewrite the factor $\Gamma(1 - \lambda)$. The result is

$$\int_0^\infty \frac{(s + x)^{-\nu}}{x^\lambda} \, dx = \frac{\pi \Gamma(\lambda + \nu - 1)}{s^{\lambda+\nu-1} \sin(\pi \lambda) \Gamma(\nu) \Gamma(\lambda)},$$

for $0 < \text{Re}(\lambda) < 1$ and $\text{Re}(\nu + \lambda) > 1$. Comparing this with the finite part (3.14), we find that the finite part integral is the extension of the right hand side of (3.17) outside its strip of analyticity.

Conversely, observe that when the integral converges, examination of equation (3.2) shows that the divergent part vanishes in the limit $\epsilon \to 0$. This vanishing of the divergent term is equivalent to just dropping the term so that the value of the regular convergent integral coincides with the value of the finite part integral (3.14) extended to the value of $\lambda$ that makes the integral convergent. This just demonstrates the fact that the finite part of a convergent integral coincides with the regular value of the integral. This allows us to combine (3.14) and (3.17) into the single expression which is just (3.14) itself, and extend the domain of the finite part integral (3.14) to all $\text{Re}(\lambda) > 0$ with all the other conditions unchanged.

### 3.2. Pole singularity

We now obtain the finite part when $\lambda$ is an integer, i.e. $\lambda = n + 1$ for all $n \in \mathbb{Z}_0^+$. We proceed in the same way we did above for the evaluation of the finite part. Then

$$\int_0^\infty \frac{(s + x)^{-\nu}}{x^{n+1}} \, dx = \lim_{c \to \infty} \int_0^c \frac{(s + x)^{-\nu}}{x^{n+1}} \, dx,$$

for $\text{Re}(n + \nu) > 0$. We now extract for the finite part for some finite $c$. Let $c$ be sufficiently small so that we can expand the integrand and perform a term by term integration, that is,

$$\int_c^\infty \frac{(s + x)^{-\nu}}{x^{n+1}} \, dx = \sum_{l=0}^{\infty} \binom{-\nu}{l} \frac{1}{s^{l+\nu}} \int_c^c x^{l-n-1} \, dx.$$

We split the summation into three parts: $0 \leq l \leq n - 1$, $l = n$, and $n + 1 \leq l \leq \infty$. Performing the indicated integrations, we obtain

$$
\int_{c}^{\infty} \frac{(s + x)^{-v}}{x^{n+1}} \, dx = \sum_{l=0}^{n-1} \left( -\frac{v}{l} \right) \frac{1}{s^{l+v}} \frac{1}{(l-n) \left( e^{-l+n} - 1 \right)} + \left( -\frac{v}{n} \right) \frac{1}{s^{n+v}} \ln c + \sum_{l=n+1}^{\infty} \left( -\frac{v}{l} \right) \frac{1}{s^{l+v}} \left( c^{l-n} - 1 \right).
$$

From this expression, we extract the converging part in the limit of arbitrary small $\epsilon$,

$$
C_\epsilon = \sum_{l=0}^{k+n-1} \left( -\frac{v}{l} \right) \frac{1}{s^{l+v}} \frac{1}{(l-n) \left( e^{-l+n} - 1 \right)} + \left( -\frac{v}{n} \right) \frac{1}{s^{n+v}} \ln c + \sum_{l=n+1}^{\infty} \left( -\frac{v}{l} \right) \frac{1}{s^{l+v}} \left( c^{l-n} - 1 \right).
$$

Then from the definition of the finite part, we obtain after taking the limit of the converging part,

$$
\int_{0}^{\infty} \frac{(s + x)^{-v}}{x^{n+1}} \, dx = \sum_{l=0}^{n-1} \left( -\frac{v}{l} \right) \frac{1}{s^{l+v}} \frac{1}{(l-n) \left( e^{-l+n} - 1 \right)} + \left( -\frac{v}{n} \right) \frac{1}{s^{n+v}} \ln c + \sum_{l=n+1}^{\infty} \left( -\frac{v}{l} \right) \frac{1}{s^{l+v}} \left( c^{l-n} - 1 \right).
$$

Moreover, by taking $c \to \infty$, the finite-part integral reduces to

$$
\int_{0}^{\infty} \frac{(s + x)^{-v}}{x^{n+1}} \, dx = \lim_{c \to \infty} \left[ \frac{1}{s^{n+v}} \left( -\frac{v}{n} \right) \ln c + \sum_{l=n+1}^{\infty} \frac{1}{s^{l+v}} \left( -\frac{v}{l} \right) \frac{1}{(l-n) \left( c^{l-n} - 1 \right)} \right].
$$

To implement the limit, we sum the infinite series by hypergeometric summation. The result is

$$
\sum_{l=n+1}^{\infty} \frac{1}{s^{l+v}} \left( -\frac{v}{l} \right) \frac{c^{l-n}}{(l-n)} = \left( -\frac{v}{n+1} \right) \frac{c}{s^{n+v+1}} \begin{pmatrix} 3 \cdot F_2 \left( a_1, a_1, a_3 ; b_1, b_2 \right) \right|_{z} = \frac{\Gamma(b_1) \Gamma(b_2) \Gamma^2(a_1 - a_3)}{\Gamma^2(a_1) \Gamma(b_1 - a_3) \Gamma(b_2 - a_3)} (-z)^{-a_3} \left( 1 + O \left( \frac{1}{z} \right) \right) + \frac{\Gamma(b_1) \Gamma(b_2) \Gamma(a_3 - a_1)}{\Gamma(a_1) \Gamma(a_3) \Gamma(b_1 - a_1) \Gamma(b_2 - a_1)} \Psi(z)(-z)^{-a_1} \left( 1 + O \left( \frac{1}{z} \right) \right), |z| \to \infty,
$$

where the function $\Psi(z)$ is given by

$$
\Psi(z) = \log(-z) + \psi(a_3 - a_1) - \psi(b_1 - a_1) - \psi(b_2 - a_1) - \psi(a_1) - 2\gamma,
$$
in which \( \psi(x) \) is a digamma function and \( \gamma = -\psi(1) \) is the Euler–Mascheroni constant. By the virtue of (3.25), the second term of (3.23) becomes

\[
\frac{c}{s^{n+\nu+1}} \sum_{k=0}^{\infty} \frac{1}{(k+1)(n+\nu+k+1)} \left[ \ln \left( \frac{c}{s} \right) + \psi(n+\nu) - \psi(n+1) \right] \left( 1 + O \left( \frac{s}{c} \right) \right),
\]

as \( c \to \infty \). For \( v \) not equal to a positive integer, the first term in the right hand side of (3.27) vanishes in the limit \( c \to \infty \) since \( n + \nu > 0 \); provided we interpret the first term as a limit when \( v \) is a positive integer, the first term vanishes as well when \( \nu \) is a positive integer. On the other hand, the second term contributes a term proportional to \( \ln c \) which is expected to cancel the first term in equation (3.23).

Indeed the logarithmic term \( \ln(c) \) cancels out with the fact that

\[
\binom{-v}{n+1} \frac{\Gamma(n+2)\Gamma(n+\nu)}{\Gamma(n+\nu+1)\Gamma(n+1)} = -\binom{-v}{n}.
\]

Substituting (3.27) back into (3.23) and performing the limit, we obtain the desired finite-part integral,

\[
\int_{0}^{\infty} \frac{(s+x)^{-v}}{x^{n+1}} \, dx = \left( -1 \right)^{n} \binom{v}{n} \frac{n!}{s^{n+v} \Gamma(n+1)} \ln(s) + \psi(n+1) - \psi(n+\nu),
\]

for all \( n \in \mathbb{Z}_{n+1}, \nu \neq 0, \operatorname{Re}(n+\nu) > 0, \) and \( |\arg(s)| < \pi \).

4. Transformation equations arising for the Gauss function \( {}_2F_1 \)

We now work out the consequences of the integral representation (1.5) for the Gauss function arising from direct finite-part integration of the Stieltjes integral

\[
\int_{0}^{\infty} \frac{x^{\nu-1}}{(a+x)^{\mu}(b+x)^{\rho}} \, dx,
\]

for \( \operatorname{Re}(\nu) > 0, \operatorname{Re}(\mu+\nu-\rho) > 0, |\arg(a)| < \pi \) and \( |\arg(b)| < \pi \). We have chosen to interpret this as a Stieltjes transform of the function \( x^{\nu-1}(a+x)^{-\mu} \) with the kernel of transformation \( (b+x)^{-\rho} \). With \( (b+x)^{-\rho} \) as the kernel, we require that \( \operatorname{Re}(\rho) > 0 \). The function \( f(x) \) in (2.12) corresponds to the function \( (a+x)^{-\mu} \).

We will temporarily impose the restriction that \( a > b > 0 \) and lift this restriction later by appealing to analytic continuation to extend the result in the complex plane. The requirement \( b < a \) is necessary to satisfy the condition that the nearest singularity of the complex extension of \( f(x) \) must be farther from the origin than the singularity of the kernel. The complex extension of the kernel is \( (b+z)^{-\rho} \) and has a pole or branch point singularity at \( -b \) depending on whether \( \rho \) is a positive integer or not. When \( \rho \) is a positive non-integer, \(-b\) is a branch point and we choose its branch cut to be \([-b, \infty)\), in accordance with the general requirements stated in Section 2. The complex extension, \( (a+z)^{-\mu} \), of \( (a+x)^{-\mu} \) has \(-a\) as its lone singularity. If \( \mu \) is a positive integer, the singularity is a pole; otherwise, it is a branch point. If \(-a\) happens to be a branch point, the branch cut is chosen such that the contour \( C \) cannot cross the cut. We choose the branch cut \([-\infty, -a]\).
The fundamental finite part integrals for the finite part integration of (4.1) are explicitly given by

\[ \int_0^\infty \frac{(a + x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx, \]

for sufficiently large positive integer values of \( k \), where \( \text{Re}(\rho + \mu - \nu) > 0 \) to guarantee that the divergence arises from the origin only. Since \( k + 1 \) is already an integer, there are two possible cases depending on whether the difference \( \rho - \nu \) is an integer or not, and each case further splits according to the sign of the difference.

4.1. Case \( \rho - \nu \notin \mathbb{Z} \). For \( \rho - \nu \notin \mathbb{Z} \), the divergence arises from a branch point singularity at the origin. We extract the Stieltjes integral from the contour

\[ \int \]

\[ \int_0^\infty \frac{z^{\nu-1}(a + z)^{-\mu}}{(b + z)^\rho} \, dz, \]

where \( C \) is the contour in Figure 2 where \( \omega = b \) and \( \tau = a \). Under the condition that \( a > b \), whether \( z = -a \) is a pole or branch point of \((a + z)^{-\mu} \) does not matter. To extract the Stieltjes integral from the above integral, we deform the contour \( C \) into the contour \( C' \) as shown in Figure 2 (top figure). We obtain the following representation of the given integral,

\[ \int_0^\infty \frac{x^{\nu-1}(a + x)^{-\mu}}{(b + x)^\rho} \, dx = \frac{1}{\sin(\pi(\rho - \nu))} \left[ \int_0^b \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \, dx + \frac{e^{i\pi(\rho - \nu)}}{2i\sin(\pi(\rho - \nu))} \int_{C'} \frac{z^{\nu-1}(a + z)^{-\mu}}{(b + z)^\rho} \, dz \right]. \]

In a short while we will show that the limit is the finite part of the divergent integral \( \int_0^b x^{\nu-1}(a - x)^{-\mu}(b - x)^{-\rho} \, dx \). Now under the condition imposed upon the contour \( C \), we can expand the kernel \((b + z)^{-\rho}\) in powers of \( b/z \) and perform a term by term integration. We obtain

\[ \int_0^\infty \frac{x^{\nu-1}(a + x)^{-\mu}}{(b + x)^\rho} \, dx = \sum_{k=0}^{\infty} \frac{(-\rho)}{k} \int_0^b \frac{x^{\nu-1}(a - x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx \]

\[ + \frac{\sin(\pi(\rho - \nu))}{\sin(\pi(\rho - \nu))} \int_0^b \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \, dx, \]

which is valid for \( a > b > 0, \mu \neq 0, \text{Re}(\nu) > 0, (\rho - \nu) \notin \mathbb{Z}, \rho \notin \mathbb{Z} \) and \( \text{Re}(\rho + \mu - \nu) > 0 \). Equation (4.5) is the desired evaluation in terms of the finite part integral and the singular contribution, which is a progenic finite-part integral arising from the singularity of the kernel at \( z = -b \).

We now show that the limit in (4.4) is indeed a finite part integral. To analyze the bracketed quantity in the second term, we evaluate the integral around the circular contour \( C_\epsilon \). We parameterize the variable of integration by \( z = b + e^{i\theta} \), with \( 0 < \theta \leq 2\pi \), and perform a binomial expansion of \((-b + e^{i\theta})^{-\rho - 1} \) and \((a - b + e^{i\theta})^{-\mu} \). For sufficiently small \( \epsilon \), the integration can be distributed in the resulting
double summation. Upon collecting equal powers of \( \epsilon \) and performing the indicated integration, we obtain the result

\[
\frac{1}{2i \sin(\pi \rho)} \int_{C_{\epsilon}} \frac{z^{\nu-1}(a + z)^{-\mu}}{(b + z)^\rho} \, dz
\]

\[
= \frac{b^{\nu-1}}{(a - b)^\mu} \sum_{k=0}^\infty \frac{(-1)^k}{b^k} \left[ \sum_{l=0}^k (-1)^l \binom{\nu - 1}{k - l} \binom{-\mu}{l} \frac{b^l}{(a - b)^l!} \right] \frac{\epsilon^{k-\rho+1}}{(k - \rho + 1)}.
\]

Observe that the first \((|\rho| - 1)\) terms diverge as \( \epsilon \to 0 \). These terms exactly cancel the diverging terms of the integral \( \int_0^b x^{\nu-1}(a - x)^{-\mu} (b - x)^{-\rho} \, dx \) in the same limit. To see this let us consider a positive number \( c \) less than but sufficiently close to \((b - \epsilon)\), and split the integral into two,

\[
\int_0^{b-c} \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \, dx = \int_0^c \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \, dx + \int_c^{b-c} \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \, dx.
\]

Since \( x^{\nu-1}(a - x)^{-\mu} \) is analytic at \( x = b \), we perform a binomial expansion of it at \( x = b \). We can always choose \( c \) such that it falls within the region of convergence of the expansion. Collecting equal powers of \( x \) and distributing the integration, we obtain

\[
\int_0^{b-c} \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \, dx = \int_0^c \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \, dx
\]

\[
+ \frac{b^{\nu-1}}{(a - b)^\mu} \sum_{k=0}^\infty \frac{(-1)^k}{b^k} \left[ \sum_{l=0}^k (-1)^l \binom{\nu - 1}{k - l} \binom{-\mu}{l} \frac{b^l}{(a - b)^l!} \right] \frac{(b-c)^{k-\rho+1}}{(k - \rho + 1)}.
\]

The first \((|\rho| - 1)\) terms of the third term of \((4.8)\) diverges as \( \epsilon \to 0 \). The converging and diverging parts are given by

\[
\tilde{C}_\epsilon = \int_0^c \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \, dx
\]

\[
+ \frac{b^{\nu-1}}{(a - b)^\mu} \sum_{k=0}^\infty \frac{(-1)^k}{b^k} \left[ \sum_{l=0}^k (-1)^l \binom{\nu - 1}{k - l} \binom{-\mu}{l} \frac{b^l}{(a - b)^l!} \right] \frac{(b-c)^{k-\rho+1}}{(k - \rho + 1)}
\]

\[
- \frac{b^{\nu-1}}{(a - b)^\mu} \sum_{k=\lfloor \rho \rfloor}^\infty \frac{(-1)^k}{b^k} \left[ \sum_{l=0}^k (-1)^l \binom{\nu - 1}{k - l} \binom{-\mu}{l} \frac{b^l}{(a - b)^l!} \right] \frac{\epsilon^{k-\rho+1}}{(k - \rho + 1)}
\]

\[
\tilde{D}_\epsilon = -\frac{b^{\nu-1}}{(a - b)^\mu} \sum_{k=0}^{|\rho|} \frac{(-1)^k}{b^k} \left[ \sum_{l=0}^k (-1)^l \binom{\nu - 1}{k - l} \binom{-\mu}{l} \frac{b^l}{(a - b)^l!} \right] \frac{\epsilon^{k-\rho+1}}{(k - \rho + 1)}
\]
Comparing the integral around \( C_{\epsilon} \) \((4.6)\) and the diverging part \((4.10)\), we find that the contour integral assumes the form

\[
\int_{C_{\epsilon}} e^{i\pi(x-\nu)} \frac{z^{\nu-1}(a+z)^{-\mu}}{(b+z)^\rho} \, dz = -\hat{D}_\epsilon + O(\epsilon^{1-\rho+|\rho|}),
\]

with the second term vanishing in the limit \( \epsilon \to 0 \). Then

\[
\lim_{\epsilon \to 0} \left[ \int_{0}^{b-\epsilon} \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \, dx + \frac{e^{i\pi(x-\nu)}}{2i\sin(\pi\rho)} \int_{C_{\epsilon}} \frac{z^{\nu-1}(a+z)^{-\mu}}{(b+z)^\rho} \, dz \right] = \lim_{\epsilon \to 0} \left[ \int_{0}^{b-\epsilon} \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \, dx - \hat{D}_\epsilon + O(\epsilon^{1-\rho+|\rho|}) \right].
\]

Since the term \( O(\epsilon^{1-\rho+|\rho|}) \) vanishes in the limit, we recognize that the limit is just the finite part of the divergent integral \( \int_{0}^{b} x^{\nu-1}(a+x)^{-\mu}(b-x)^{-\rho} \, dx \), whose divergence arises from a non-integrable singularity at \( x = b \).

Observe that the terms involving \( \epsilon \) in equations \((4.4)\) and \((4.8)\) are just the negative of each other, so that the \( \epsilon \) terms cancel out when \((4.4)\) and \((4.8)\) are added together. Then

\[
\int_{0}^{b-\epsilon} \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \, dx + \frac{e^{i\pi(x-\nu)}}{2i\sin(\pi\rho)} \int_{C_{\epsilon}} \frac{z^{\nu-1}(a+z)^{-\mu}}{(b+z)^\rho} \, dz = \int_{0}^{\infty} \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \, dx + \frac{b^{\nu-1}}{(a-b)^\mu} \sum_{k=0}^{\infty} \frac{(-1)^k b^k}{k!} \left[ \sum_{l=0}^{k} \frac{(\nu-1)l!(k-l)!}{l!(a-b)^l} \right] \frac{(b-c)^{k-\rho+1}}{(k-\rho+1)},
\]

revealing that the left hand side is in fact independent of \( \epsilon \). However, it now appears that the right hand side depends on \( c \), which contradicts the fact that the finite part does not depend on \( c \). To resolve this apparent contradiction, we take the derivative of the right hand side of \((4.13)\) with respect to \( \epsilon \). We find that the derivative is equal to zero, meaning that the left hand side of \((4.13)\) is in fact independent of \( c \), provided, of course, that \( c \) is chosen such that the infinite series converges. Comparing the convergent part \( \hat{C}_\epsilon \) \((4.9)\) and the right hand side of equation \((4.13)\), we find that the right hand side is just the limit of the convergent part as \( \epsilon \to 0 \), so that it is itself a representation of the finite part integral \( \int_{0}^{b} x^{\nu-1}(a+x)^{-\mu}(b-x)^{-\rho} \, dx \). However, this representation is not useful to our intentions and we now wish to evaluate the finite part explicitly without reference to the parameter \( \epsilon \).

The second term of \((4.3)\) introduces two possible cases depending on the value of \( \rho \): If \( 0 < \rho < 1 \), the integral is just a regular convergent integral; if \( \rho \geq 1 \), the integral is the finite part of a divergent integral. Nevertheless, we can simultaneously consider the two cases because the finite part coincides with the regular value of the integral when it converges. We extract the finite part by transferring the non-integrable singularity to the origin. Replacing the upper limit with \( b - \epsilon \) and performing a change in variable from \( x \) to \( b - x \) in accordance with our discussion in Section 2, we obtain the equality

\[
\int_{0}^{b} \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \, dx = \int_{0}^{b} \frac{(b-x)^{\nu-1}(a-b+x)^{-\mu}}{x^\rho} \, dx.
\]
To obtain the finite part, we temporarily impose that \( b/(a-b) < 1 \). This allows us to perform a binomial expansion of the integrand in the right hand side of (4.14), and perform a term by term integration with the lower limit replaced with \( \epsilon \). The result is

\[
(4.15) \quad \int_{\epsilon}^{b} \frac{(b-x)^{\nu-1}(a-b+x)^{-\mu}}{x^\rho} \, dx = \frac{b^{\nu-\rho}}{(a-b)^\mu} \sum_{k=0}^{\infty} \left( \frac{-\mu}{k} \right) \frac{1}{(a-b)^k} \times \sum_{l=0}^{\infty} (-1)^l \binom{\nu-1}{l} \frac{1}{(k+l-\rho+1)b^k} (b^{k+l+1-\rho} - \epsilon^{k+l+1-\rho})
\]

The terms involving \( \epsilon \) either diverge or converge to zero in the limit \( \epsilon \to 0 \). Those that diverge are dropped in the extraction of the finite part. Then the finite part is constituted only by the terms independent of \( \epsilon \). After dropping the terms in \( \epsilon \), the inner summation becomes independent of \( b \) and it evaluates to

\[
(4.16) \quad \sum_{l=0}^{\infty} (-1)^l \binom{\nu-1}{l} \frac{1}{(k+l-\rho+1)} = \frac{\Gamma(\nu)\Gamma(k+2-\rho)}{(k-\rho+1)\Gamma(k+\nu-\rho+1)}.
\]

Substituting (4.16) back into the finite part of (4.15) and performing hypergeometric summation, the progeonic finite part integral evaluates to

\[
(4.17) \quad \int_{0}^{b} \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \, dx = \frac{b^{\nu-\rho}}{(a-b)^\mu} \frac{\Gamma(\nu)\Gamma(1-\rho)}{\Gamma(\nu-\rho+1)} {_2F_1} \left( \mu, 1-\rho \mid \frac{b}{a-b} \right),
\]

for \( \text{Re}(\rho) > 0, \nu > 0, \rho \notin \mathbb{Z}, (\rho - \nu) \notin \mathbb{Z} \) and \( b/(a-b) < 1 \).

Let us go back to equation (4.5) and evaluate the infinite series involving finite part integrals. There are two possible cases. The first case is when \( M = |\text{Re}(\nu - \rho)| \geq 0 \) and the second case is when \( |\text{Re}(\nu - \rho)| < 0 \). In the former case, the integral \( \int_{0}^{\infty} (a+x)^{-\mu} x^{-(k+\rho-\nu+1)} \, dx \) converges for all \( k = 0, \ldots, M \) and diverges for all \( k = M+1, M+2, \ldots \). Under this condition, the infinite series in (4.5) splits into two terms, the first is constituted by the terms \( k = 0, \ldots, M \) at which the finite part integrals take on the convergent values of the integrals, and the rest of the integrals in the series are finite part integrals.

\[
(4.18) \quad \int_{0}^{\infty} \frac{x^{\nu-1}(a+x)^{-\mu}}{(b+x)^\rho} \, dx = \sum_{k=0}^{M} \left( \frac{-\rho}{k} \right) b^k \int_{0}^{\infty} \frac{(a+x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx + \sum_{k=M+1}^{\infty} \left( \frac{-\rho}{k} \right) b^k \int_{0}^{\infty} \frac{(a+x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx + \frac{\sin(\pi \rho)}{\sin(\pi(\rho-\nu))} \int_{0}^{b} \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \, dx,
\]

But we recall that, for a branch point singularity at the origin for the fundamental finite part, the finite part extends to the convergent case. Then the first two terms can be combined back into a single series, with the integrals given by the finite part integral (4.14) with the substitutions \( \nu \to \mu \) and \( \lambda \to (k+\rho-\nu+1) \),

\[
(4.19) \quad \int_{0}^{\infty} \frac{(a+x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx = \frac{(-1)^{k+1}}{a^{k+\rho-\nu+\mu}} \frac{\pi}{\sin((\rho-\nu)\pi)} \frac{\Gamma(k+\rho+\mu-\nu)}{\Gamma(k+\rho-\nu+1)},
\]

for all \( k \in \mathbb{Z}_0^+, \mu \neq 0, (\rho-\nu) \notin \mathbb{Z} \) and \( \text{Re}(\rho - \nu + \mu) > 0 \).
Substituting all the values of the integrals back into the Stieltjes integral (4.5) and the Stieltjes integral back into the integral representation (1.5) of the Gauss function, we obtain the identity (4.20)

\[
\begin{align*}
2F_1\left( \mu, \nu \mid \frac{1 - b}{a} \right) &= -\frac{\pi}{\sin((\rho - \nu)\pi)} \frac{\Gamma(\mu + \rho)}{\Gamma(\nu)\Gamma(\rho - \nu + 1)} \\
&\times \left( \frac{b}{a} \right)^{\rho - \nu} 2F_1\left( \frac{\rho - \nu + \mu, \rho}{\rho - \nu + 1} \left| \frac{b}{a} \right. \right) + \frac{\sin(\rho\pi)}{\sin((\rho - \nu)\pi)} \left( \frac{1 - b}{a} \right)^{-\rho} \\
&\times \frac{\Gamma(\mu + \rho)\Gamma(1 - \rho)}{\Gamma(\nu - \rho + 1)\Gamma(\mu - \nu + \rho)} 2F_1\left( \mu, 1 - \rho \left| \frac{b}{a} \right. \right)
\end{align*}
\]
for \( b/(a - b) < 1, \operatorname{Re}(\rho) > 0, \rho \notin \mathbb{Z}, \nu \neq 0, (\rho - \nu) \notin \mathbb{Z}, \mu \neq 0 \) and \( \operatorname{Re}(\rho - \nu + \mu) > 0 \), where a hypergeometric summation has been performed. This result has been obtained under the condition \( \operatorname{Re}(\nu - \rho) \geq 0 \) where the integrals in the first few terms in the infinite series of (4.5) are convergent. When the entire series in (4.5) is composed of finite part integrals, which are also given by (4.19), the same expression (4.20) emerges. Then the result (4.20) holds whether \( \operatorname{Re}(\nu - \rho) \geq 0 \) or \( \operatorname{Re}(\rho - \nu) < 0 \).

Observe that both sides of (4.20) are in terms of the variable \( z = b/a \), with \( 0 < z < 1 \). Replacing \( b/a \) with \( z \) in equation (4.20) leads to an identity for the variable \( z \) which can be extended in the complex plane by letting \( z \) complex. Making the replacement, we obtain the relationship (4.21)

\[
2F_1\left( \mu, \nu \mid 1 - z \right) = -\frac{\pi}{\sin((\rho - \nu)\pi)} \frac{\Gamma(\mu + \rho)}{\Gamma(\nu)\Gamma(\rho - \nu + 1)} \\
&\times z^{\rho - \nu} 2F_1\left( \frac{\rho - \nu + \mu, \rho}{\rho - \nu + 1} \left| \frac{1 - z}{z} \right. \right) + \frac{\sin(\rho\pi)}{\sin((\rho - \nu)\pi)} \left( \frac{1 - z}{z} \right)^{-\rho} \\
&\times \frac{\Gamma(\mu + \rho)\Gamma(1 - \rho)}{\Gamma(\nu - \rho + 1)\Gamma(\mu - \nu + \rho)} 2F_1\left( \mu, 1 - \rho \left| \frac{1 - z}{z} \right. \right)
\]
for all \( |z/(1 - z)| < 1, |\arg(1 - z)| < \pi \) and under the same conditions as for (4.20) for the parameters. The validity of (4.21) can be extended to \( |z| < 1 \) by analytic continuation.

We wish now to express the right hand side of (4.21) in the variable \( z \). We use the transformation equation (4.22)

\[
(1 - z)^{-a} 2F_1\left( \frac{a}{c}, \frac{b}{c} \mid \frac{z}{z - 1} \right) = 2F_1\left( \frac{a}{c}, \frac{a - b}{c} \mid \frac{z}{z - 1} \right)
\]
which is valid for \( |z| < 1 \) by analytic continuation. We apply this transformation to the second term of equation (4.21), perform the substitutions

\[
\Gamma(\nu - \rho + 1) = -\frac{\pi}{\sin(\pi(\nu - \rho))\Gamma(\rho - \nu)}; \quad \Gamma(\rho - \nu + 1) = -\frac{\pi}{\sin(\pi(\rho - \nu))\Gamma(\nu - \rho)}
\]

\[
\Gamma(1 - \rho) = \frac{\pi}{\sin(\pi\rho)\Gamma(\rho)}
\]
and make the shift in the variable from \( z \) to \( 1 - z \). We then set \( \sigma = \mu + \rho \) and eliminate \( \rho \) in favor of \( \sigma \). The result is

\[
\begin{align*}
2F_1 \left( \begin{array}{c} \mu, \nu \\ \sigma \end{array} \middle| z \right) &= \frac{\Gamma(\sigma)\Gamma(\mu + \nu - \sigma)}{\Gamma(\nu)\Gamma(\mu)} (1 - z)^{\sigma - \mu - \nu} \left( \begin{array}{c} \sigma - \nu, \sigma - \mu \\ \sigma - \mu - \nu + 1 \end{array} \middle| 1 - z \right) \\
&+ \frac{\Gamma(\sigma)\Gamma(\sigma - \mu - \nu)}{\Gamma(\sigma - \mu)\Gamma(\sigma - \nu)} 2F_1 \left( \begin{array}{c} \mu, \nu \\ \mu + \nu - \rho + 1 \end{array} \middle| 1 - z \right),
\end{align*}
\]

which is valid for \(|1 - z| < 1\), \( \text{Re}(1 - z) < \pi \), \( \text{Re}(\sigma - \mu) > 0 \), \( (\sigma - \mu) \notin \mathbb{Z} \), \( (\sigma - \mu - \nu) \notin \mathbb{Z} \) and \( \text{Re}(\sigma - \nu) > 0 \). The restrictions on the parameters may be lifted by analytic continuation provided \( (\sigma - \mu - \nu) \notin \mathbb{Z} \). Equation (4.23) is a known transformation equation for the Gauss function [21].

**4.1.2. Case \( \rho \in \mathbb{Z}^+ \).** We obtained equation (4.21) under the condition that \( \rho \notin \mathbb{Z}^+ \) so that the transformation equation (4.23) was established only (through (4.21)) for \( \rho = (\sigma - \mu) \notin \mathbb{Z}^+ \). We now establish that (4.23) holds even for positive integer \( \rho \). Since \( (\rho - \nu) \notin \mathbb{Z} \) and \( \rho \in \mathbb{Z}^+ \), it is now necessary that \( \nu \notin \mathbb{Z} \). Let \( \rho = n \in \mathbb{Z}^+ \). This time the kernel has a pole of order \( n \) at \( z = -b \). Since the singularity at the origin is a branch point singularity due to the non-integral value of \( \nu \), the Stieltjes integral is extracted from

\[
\begin{align*}
\frac{1}{e^{2\pi i \nu} - 1} \int_C \frac{z^{\nu-1}(a + z)^{-\mu}}{(b + z)^n} \, dz,
\end{align*}
\]

where the pre-factor follows from \((e^{-2\pi i (n-\nu)} - 1) = (e^{2\pi i \nu} - 1)\). Deforming the contour \( C \) to \( C' \) as shown in Figure-2 (bottom figure), we obtain

\[
\begin{align*}
\int_0^\infty \frac{x^{\nu-1}(a + x)^{-\mu}}{(b + x)^n} \, dx &= \frac{1}{e^{2\pi i \nu} - 1} \int_C \frac{z^{\nu-1}(a + z)^{-\mu}}{(b + z)^n} \, dz \\
&- \frac{2\pi i}{e^{2\pi i \nu} - 1} \text{Res} \left[ \frac{z^{\nu-1}(a + z)^{-\mu}}{(b + z)^n} \right]_{z=-b}.
\end{align*}
\]

The residue term arises from the fact that \( z = -b \) is now a pole of the kernel in contrast to the previous where it is a branch point. Here the singular contribution arises from a pole singularity. Again expanding the kernel in the first term and distributing the contour integration, the resulting integrals are again identified to be finite part integrals and we arrive at the evaluation,

\[
\begin{align*}
\int_0^\infty \frac{x^{\nu-1}(a + x)^{-\mu}}{(b + x)^n} \, dx &= \sum_{k=0}^{\infty} \left( \begin{array}{c} -n \\ k \end{array} \right) b^k \int_0^\infty \frac{(a + x)^{-\mu}}{x^{k+n-\nu+1}} \, dx \\
&- \frac{2\pi i}{e^{2\pi i \nu} - 1} \text{Res} \left[ \frac{z^{\nu-1}(a + z)^{-\mu}}{(b + z)^n} \right]_{z=-b},
\end{align*}
\]

which is valid for \( \text{Re}(\nu) > 0 \), \( \nu \notin \mathbb{Z} \), \( \mu \neq 0 \), \( n \in \mathbb{Z}^+ \), \( \text{Re}(n + \mu - \nu) > 0 \) and \( a > b > 0 \).

We have the same situation as in the previous case that we have two separate cases: the first splitting the infinite series in two involving convergent integrals and the rest finite part integrals, and the second case involves only finite part integrals. We likewise find that the finite part integral extends even in the case of convergent
integrals, so that we end up with just one series. The relevant finite part integral in this case is given by (3.14) with the substitutions $v \rightarrow \mu$ and $\lambda \rightarrow (k + n - \nu + 1)$,

\begin{equation}
(4.27) \quad \int_{0}^{\infty} \frac{(a + x)^{-\mu}}{x^{k+n-\nu+1}} \, dx = \frac{(-1)^{k+n} \pi}{a^{k+n+\mu-\nu} \sin(\pi \nu)} \frac{\Gamma(k+n+\mu-\nu)}{\Gamma(k+\mu-\nu+1)}
\end{equation}

for all $k \in \mathbb{Z}_0^+$ under the conditions for (4.26). On the other hand, the residue is obtained from the known limit representation for the residue,

\begin{equation}
(4.28) \quad \text{Res} \left[ \frac{z^{\nu-1} (a + z)^{-\mu}}{(b + z)^n} \right]_{z=-b} = \frac{1}{(n-1)!} \lim_{z \to b} \frac{d^{n-1}}{dz^{n-1}} \left[ z^{\nu-1} (a + z)^{-\mu} \right],
\end{equation}

where the relevant derivatives are given by

\begin{equation}
(4.29) \quad \frac{d^n}{dz^n} z^{\nu-1} = (\nu - n) z^{\nu-n-1},
\end{equation}

\begin{equation}
(4.30) \quad \frac{d^n}{dz^n} (z + a)^{-\mu} = (-1)^n (\mu)_n (z + a)^{-\mu-n}.
\end{equation}

Then by Leibnitz rule of differentiation, the residue is calculated to be

\begin{equation}
(4.31) \quad \text{Res} \left[ \frac{z^{\nu-1} (a + z)^{-\mu}}{(b + z)^n} \right]_{z=-b} = \frac{\Gamma(n)}{\Gamma(n-1)} \sum_{k=0}^{n-1} (-1)^{k} \frac{(\nu - k) \mu_{n-1-k}}{(a-b)^{k+\mu-n+1}}.
\end{equation}

Collecting all the terms together and combining the first two terms and substituting the overall result back into equation (1.5) lead to an identity for $F_{1}$. It admits a complex extension by replacing $b/a < 1$ but it admits a complex extension by replacing $b/a$ with the complex variable $\lambda$ for $|\lambda| < 1$, which can be further analytically continued in the rest of the complex plane by hypergeometric summation. Performing the extension yields the identity

\begin{equation}
(4.32) \quad 2F_{1} \left( \frac{\mu, \nu}{\mu+n+1} \bigg| 1-z \right) = \frac{(-1)^n \pi \Gamma(\mu+\nu+n)}{\sin(\pi \nu) \Gamma(\nu) \Gamma(\mu) \Gamma(\nu+1)} 2F_{1} \left( \frac{n-\nu+\mu, \rho}{n+\mu+1} \bigg| z \right) - \frac{(-1)^n \pi \Gamma(\mu+n)}{\sin(\pi \nu) \Gamma(\nu) \Gamma(\mu+\nu+n)} \sum_{k=0}^{n-1} \frac{(n-1)}{k} (\mu-n+1+k)_{n-1-k} \frac{z^k}{(1-z)^{k+\mu}},
\end{equation}

for $\text{Re}(\nu) > 0$, $\nu \notin \mathbb{Z}$, $\mu \neq 0$, $n \in \mathbb{Z}^+$, $\text{Re}(n+\mu-\nu) > 0$, with all functions involved take their principal values. For a given fixed $n$, the restrictions on the the parameters may be lifted by analytic continuation.

We wish to rewrite (4.32) as well in powers of $z$ alone. The first term already is in powers of $z$. To rewrite the second term, we perform the following substitutions

\begin{equation*}
(\nu - n + 1 + k)_{n-1-k} = \frac{\Gamma(\nu)}{\Gamma(\nu-n+1)(\nu-n+1)_k} \binom{n-1}{k} = (-1)^k \frac{(1-n)_k}{k!}
\end{equation*}
and we readily recognize that the sum can be evaluated in terms of the Gauss function. The result is

$$\sum_{k=0}^{n-1} \binom{n-1}{k} (\mu)_{k}(\nu - n + 1 + k)_{n-1-k}(\frac{z^{k}}{(1-z)^{k+\mu}})$$

$$= \frac{\Gamma(\nu)}{\Gamma(\nu - n + 1)}(1-z)^{-\nu}2F_{1}\left(\begin{array}{c} \mu, 1-n \\ \nu - n + 1 \end{array} \right)$$

(4.33)

Applying the transformation equation (4.22) in the right hand side of (4.59), we obtain the equality

$$\sum_{k=0}^{n-1} \binom{n-1}{k} (\mu)_{k}(\nu - n + 1 + k)_{n-1-k}(\frac{z^{k}}{(1-z)^{k+\mu}}) = \frac{\Gamma(\nu)}{\Gamma(\nu - n + 1)}2F_{1}\left(\begin{array}{c} \mu, \nu \\ \nu - n + 1 \end{array} \right)$$

(4.34)

We substitute (4.34) back into (4.32) and make the following substitutions,

$$\Gamma(n - \nu + 1) = (-1)^{n} \pi \sin(\pi \nu) \Gamma(n - \nu), \quad \Gamma(\nu - n + 1) = (-1)^{n+1} \pi \sin(\pi \nu) \Gamma(\nu - n).$$

This is followed by making the shift from z to (1 - z) and setting $\sigma = \mu + \nu$. This leads to the transformation (4.23) with $\rho = n$ for non-integer $\nu$.

This example demonstrates the general situation that the case for a pole at $-b$ is a special value of the analytic continuation with respect to $\rho$ of the result for the case of a branch point. It is for this reason that we will restrict our consideration for the case of a branch point only at $-b$ for the rest of the paper.

4.2. Case $(\nu - \rho) \in \mathbb{Z}$ and $\nu, \rho \not\in \mathbb{Z}$. Under the condition that the difference $(\nu - \rho)$ is an integer, the divergence is due to a pole singularity at $z = 0$, but since $\rho$ is not an integer $z = -b$ is a branch point. Since the origin is a pole, we extract the Stieltjes integral (4.11) from the contour integral

$$\frac{1}{2\pi i} \int_{C} \frac{z^{\nu-1}(a+z)\nu}{(b+z)^{\rho}} (\log z - i\pi) \, dz,$$

where the contour C is the same as above. Again collapsing the contour into the real line through the contour $C'$ yields the representation for the integral

$$\int_{0}^{\infty} \frac{z^{\nu-1}(a+x)\nu}{(b+x)^{\rho}} \, dx = \frac{1}{2\pi i} \int_{C} \frac{z^{\nu-1}(a+z)\nu}{(b+z)^{\rho}} (\log z - i\pi) \, dz$$

$$+ (-1)^{\nu-\rho+1} \frac{\sin(\pi \rho)}{\pi} \lim_{\epsilon \to 0} \left[ \int_{0}^{b-\epsilon} \frac{z^{\nu-1}(a-x)\nu}{(b-x)^{\rho}} \ln(x) \, dx + \frac{e^{-i\pi \nu}}{1-e^{-2\pi i \rho}} \int_{C_{\epsilon}} \frac{z^{\nu-1}(a+z)\nu}{(b+z)^{\rho}} (\log z - i\pi) \, dz \right],$$

(4.36)

where the fact that $(\nu - \rho)$ is an integer has been used to arrive at the second term. Using the same method of proof applied earlier, it can be established that the limit is the finite part of the divergent integral $\int_{0}^{b} z^{\nu-1}(a+x)\nu(b+x)^{-\rho} \, dx$. We perform a similar expansion in the first term and perform term by term integration to obtain
the desired evaluation of the integral,

\[
\int_0^\infty \frac{x^{\nu-1}(a + x)^{-\mu}}{(b + x)^\rho} \, dx = \sum_{k=0}^{\infty} \binom{-\rho}{k} b^k \int_0^\infty \frac{(a + x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx \\
+ (-1)^{\nu-\rho+1} \frac{\sin(\pi \rho)}{\pi} \int_0^b \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \ln(x) \, dx.
\]  

(4.37)

which is valid for \(a > b > 0\), \(\text{Re}(\nu) > 0\), \(\mu \neq 0\), \((\rho + \mu - \nu) > 0\), \(\text{Re}(\rho) > 0\), \(\rho \notin \mathbb{Z}\) and \((\nu - \rho) \notin \mathbb{Z}\). The singular contribution in this case is again a progenic finite-part integral.

Let us now obtain the progenic finite part integral (or the regular value when the integral converges) in equation (4.37). Let \(\epsilon\) be some positive arbitrarily small number and consider the integral

\[
\frac{a^\mu}{b^\nu - \rho} \int_0^{b - \epsilon} \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \ln(x) \, dx = C_\epsilon + D_\epsilon,
\]

where \(C_\epsilon\) and \(D_\epsilon\) are the convergent and divergent parts, respectively, in the limit as \(\epsilon\) approaches zero. Again the desired finite part is the limit \(\lim_{\epsilon \to 0} C_\epsilon\). We change variable \(x = by\). Under the condition that \(b > 0\), the integral takes on the form

\[
\frac{a^\mu}{b^\nu - \rho} \int_0^{b - \epsilon} \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \ln(x) \, dx = \ln(b) \int_0^{1-\epsilon} \frac{y^{\nu-1}(1 - \frac{b}{a} y)^{-\mu}}{(1 - y)^\rho} \, dy \\
+ \int_0^{1-\epsilon} \frac{y^{\nu-1}(1 - \frac{b}{a} y)^{-\mu}}{(1 - y)^\rho} \ln(y) \, dy.
\]

(4.39)

This expression implies that the desired finite part decomposes into a combination of two finite part integrals,

\[
\frac{a^\mu}{b^\nu - \rho} \int_0^b \frac{x^{\nu-1}(a - x)^{-\mu}}{(b - x)^\rho} \ln(x) \, dx = \ln(b) \int_0^{1} \frac{y^{\nu-1}(1 - \frac{b}{a} y)^{-\mu}}{(1 - y)^\rho} \, dy \\
+ \int_0^{1} \frac{y^{\nu-1}(1 - \frac{b}{a} y)^{-\mu}}{(1 - y)^\rho} \ln(y) \, dy.
\]

(4.40)

To obtain the finite part integrals in the right hand side of equation (4.40), we need to evaluate the integrals

\[
\int_0^{1-\epsilon} \frac{y^{\nu-1}(1 - \frac{b}{a} y)^{-\mu}}{(1 - y)^\rho} \, dy = C^{(l)}_\epsilon + D^{(l)}_\epsilon, \quad l = 1, 2,
\]

(4.41)

where \(g_1(y) = 1\) and \(g_2(y) = \ln(y)\), and the \(C^{(l)}_\epsilon\)s and \(D^{(l)}_\epsilon\)s are the respective converging and divergent parts of the integrals. To evaluate these integrals, we let \(b/a < (1 - \epsilon)\) and expand binomially the factor \((1 - \frac{b}{a} y)^{-\mu}\), followed by term by term integration, which is allowed because the series converges uniformly along the interval of integration \([0, 1 - \epsilon]\). Then

\[
\int_0^{1-\epsilon} \frac{y^{\nu-1}(1 - \frac{b}{a} y)^{-\mu}}{(1 - y)^\rho} \, dy = \sum_{k=0}^{\infty} \left( -\frac{b}{a} \right)^k \frac{(-\mu)}{k} \int_0^{1-\epsilon} \frac{y^{\nu-1+k}}{(1 - y)^\rho} \, dy.
\]

(4.42)
We are lead to evaluate the integrals

\[(4.43) \quad \int_0^{1-\epsilon} y^{\nu+k-1} \frac{g_t(y)}{1-y}\, dy = \tilde{C}_{k,\epsilon}^{(l)} + \tilde{D}_{k,\epsilon}^{(l)},\]

where the \(\tilde{C}_{k,\epsilon}^{(l)}\)'s and \(\tilde{D}_{k,\epsilon}^{(l)}\)'s are the converging and diverging parts of the integrals for a given \(k\). Clearly the converging part \(C_{k,\epsilon}^{(l)}\) accumulates from the converging parts \(\tilde{C}_{k,\epsilon}\)'s. These imply that the desired finite integrals are given by

\[(4.44) \quad \int_0^1 \frac{y^{\nu-1}(1-\frac{b}{\pi} y)^{-\mu}}{(1-y)^\rho} \, dy = \sum_{k=0}^\infty (-1)^k \binom{-\mu}{k} \frac{1}{a} \int_0^1 \frac{y^{\nu-1+k}}{(1-y)^\rho} \, dy,

\[(4.45) \quad \int_0^1 \frac{y^{\nu-1}(1-\frac{b}{\pi} y)^{-\mu}}{(1-y)^\rho} \ln(y) \, dy = \sum_{k=0}^\infty (-1)^k \binom{-\mu}{k} \frac{1}{a} \int_0^1 \frac{y^{\nu-1+k}}{(1-y)^\rho} \ln(y) \, dy.

The two infinite series are convergent. We are finally led to evaluate the finite part integrals

\[(4.46) \quad \int_0^1 \frac{y^{\nu-1+k}}{(1-y)^\rho} \, dy, \quad \int_0^1 \frac{y^{\nu-1+k}}{(1-y)^\rho} \ln(y) \, dy.

Let us evaluate the first of (4.46). For \(\sigma\) and \(\rho\) with Re(\(\sigma\)) > 0, Re(\(\rho\)) > 0 and \(\rho \notin \mathbb{Z}^+\), we consider the finite part integral

\[(4.47) \quad \int_0^1 \frac{y^{\rho-1}}{(1-y)^\rho} \, dy.

Let \(0 < \epsilon < 1\) and consider the integral

\[(4.48) \quad \int_0^{1-\epsilon} \frac{y^{\sigma-1}}{(1-y)^\rho} \, dy.

To evaluate this integral, we use two facts about the incomplete beta function, its integral representation

\[(4.49) \quad B_z(a,b) = \int_0^z t^{a-1}(1-t)^{b-1} \, dt, \quad \text{Re}(a) > 0,

and its behavior in the neighborhood of \(z = 1\),

\[(4.50) \quad B_z(a,b) = B(a,b) - \frac{(1-z)^{b-1}}{b} (1 + O(z - 1)),

where \(B(a,b)\) is the beta function. Comparing the integral \((4.43)\) and the integral representation of the incomplete beta function \((4.49)\), we find that integral \((4.43)\) evaluates to the incomplete beta function with \(z = 1 - \epsilon\), \(a = \sigma\) and \(b = 1 - \rho\). Then applying the expansion \((4.50)\) to the result yields

\[(4.51) \quad \int_0^{1-\epsilon} \frac{y^{\sigma-1}}{(1-y)^\rho} \, dy = \frac{\pi \Gamma(\sigma)}{\sin(\pi \rho) \Gamma(\rho) \Gamma(1+\sigma-\rho)} + O(\epsilon^{1-\rho}),

where we have made a simplification under the condition that \(\rho\) is a non-integer. If Re(\(\rho\)) < 1, the second term vanishes as \(\epsilon \to 0\) and we have the case of a converging integral, and the finite part is just the value of the convergent integral. If, on the other hand, Re(\(\rho\)) > 1, the second term diverges and the finite part is obtained by
dropping the diverging part and taking the limit of the converging part. Thus we arrive at the finite part integral

\begin{equation}
\int_0^1 \frac{y^{\sigma-1}}{(1-y)^\rho} \, dy = \frac{\pi \Gamma(\sigma)}{\sin(\pi\rho)\Gamma(\rho)\Gamma(1+\sigma-\rho)},
\end{equation}

which is valid for \(\Re(\sigma) > 0, \Re(\rho) > 0\) and \(\rho \notin \mathbb{Z}^+\). Since \(1/\Gamma(z) = 0\) for \(z = 0, -1, -2, \ldots\), the finite part assumes the zero value for \(1+\sigma-\rho = 0, -1, -2, \ldots\). Explicitly, we have

\begin{equation}
\int_0^1 \frac{y^{\sigma-1}}{(1-y)^\rho} \, dy = 0,
\end{equation}

for \((\sigma - \rho) \in \mathbb{Z}^-, \Re(\sigma) > 0, \Re(\rho) > 0\) and \(\rho \notin \mathbb{Z}^+\).

Now observe that the integral \(\int_0^1 y^{\sigma-1}(1-y)^{-\rho} \, dy\) is just the derivative of the integral \(\int_0^{1-\epsilon} y^{\sigma-1}(1-y)^{-\rho} \, dy\) with respect to the parameter \(\sigma\), which follows from the fact that the integral can be differentiated under the integral with respect to \(\sigma\) because the later integral converges uniformly in the entire integration interval \([0, 1-\epsilon]\). This implies that the second finite part in \((4.46)\) can be obtained from \((4.52)\) by differentiation with respect to \(\sigma\). Performing the indicated differentiation, we obtain the finite part integral

\begin{equation}
\int_0^1 \frac{y^{\sigma-1}}{(1-y)^\rho} \ln(y) \, dy = \frac{\pi \Gamma(\sigma)}{\sin(\pi\rho)\Gamma(\rho)\Gamma(1+\sigma-\rho)} (\psi(\sigma) - \psi(\sigma - \rho + 1)),
\end{equation}

for \(\Re(\sigma) > 0, \Re(\rho) > 0\) and \(\rho \notin \mathbb{Z}^+\). For \(\sigma - \rho + 1 = 0, -1, -2, \ldots\), we have a removable singularity. Using the fact that \(\lim_{z \to n} \psi(z)/\Gamma(z) = (-1)^{n+1}/n!\) for a positive integer \(n\), we have the following special values for the finite part integral

\begin{equation}
\int_0^1 \frac{y^{\sigma-1}}{(1-y)^\rho} \ln(y) \, dy = (-1)^{\rho-\sigma+1} \pi \Gamma(\sigma)(\rho - \sigma - 1)! \frac{\Gamma(\rho)}{\sin(\pi\rho)},
\end{equation}

for \((\sigma - \rho) \in \mathbb{Z}^-, \Re(\sigma) > 0, \Re(\rho)\) and \(\rho \notin \mathbb{Z}^+\).

From the finite part integrals \((4.52), (4.53), (4.54), (4.55)\), it is clear that the explicit form of the desired finite part integral,

\begin{equation}
\int_0^b \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \ln(x) \, dx,
\end{equation}

depends on the relative difference of the parameters \(\rho\) and \(\nu\). We now consider separately the cases \((\nu - \rho) \in \mathbb{Z}^+\) and \((\rho - \nu) \in \mathbb{Z}_0^+\).

4.2.1. Case \((\nu - \rho) \in \mathbb{Z}^+\). Under this case, the expansion decomposes into a finite series of convergent integrals and an infinite series of finite part integrals. We have the expansion

\begin{equation}
\int_0^\infty \frac{x^{\nu-1}(a+x)^{-\mu}}{(b+x)^\rho} \, dx = \sum_{k=0}^{(\nu-\rho)-1} \binom{-\rho}{k} b^k \int_0^\infty \frac{(a+x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx
\end{equation}

\begin{align*}
+ \sum_{k=(\nu-\rho)}^{\infty} \binom{-\rho}{k} b^k \int_0^\infty \frac{(a+x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx - (-1)^{\nu-\rho} \frac{\sin(\pi\rho)}{\pi} \int_0^b \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^\rho} \ln(x) \, dx,
\end{align*}

which is valid for \(a > b > 0, \Re(\nu) > 0, \mu \neq 0, (\rho + \mu - \nu) > 0, \Re(\rho) > 0, \rho \notin \mathbb{Z}\) and \((\nu - \rho) \in \mathbb{Z}^+\).
First, let us simplify the first two group of terms of equation (4.57). The integrals in the first group of terms evaluate are given by (3.16) with the substitutions $\nu \to \mu$ and $\lambda \to (k + \rho - \nu + 1)$,

$$
\int_0^\infty \frac{(a + x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx = \frac{\Gamma(\mu - k)\Gamma(k + \mu - \nu + \rho)}{a^{k+\mu-\nu+\rho} \Gamma(\mu)},
$$

for $k = 0, \ldots, (\nu - \rho - 1)$, $\mu \neq 0$ and $\text{Re}(\rho - \nu + \mu) > 0$. Substituting the values of the convergent integrals, the first term evaluates to

$$
\sum_{k=0}^{(\nu-\rho)-1} \binom{-\rho}{k} b^k \int_0^\infty \frac{(a + x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx
$$

$$
= \frac{\Gamma(\nu - \rho)\Gamma(\mu - \nu + \rho)}{a^{\nu+\rho-\mu} \Gamma(\mu)} \sum_{k=0}^{\nu-\rho-1} \frac{(\rho)_{\nu-\rho+k}}{(1 - \nu + \rho)_k k!} \left( \frac{b}{a} \right)^k
$$

under the conditions for (4.58), in which the identity $\Gamma(z - n) = (-1)^n \Gamma(z)/(1 - z)_n$ for positive integer $n$ has been applied to arrive at the expression.

On the other hand, the finite part integrals in the second term are given by equation (3.29) with the substitutions $\nu \to \mu$, $s \to a$, $n \to (k + \rho - \nu)$. The result is

$$
\int_0^\infty \frac{(a + x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx = \frac{(-1)^{k+\rho-\nu}}{a^{k+\rho-\nu+\mu}} \frac{(\mu)_{k+\rho-\nu}}{(k + \rho - \nu)!} \times \left[ \ln(a) + \psi(k + \rho - \nu + 1) - \psi(k + \rho - \nu + \mu) \right],
$$

for all $k = (\nu - \rho), (\nu - \rho + 1), \ldots, \mu \neq 0$ and $\text{Re}(\rho - \nu + \mu) > 0$. For the second group of terms, we substitute the finite part integrals and shift the index of summation from $k$ to $k + \nu - \rho$. The coefficient of $\ln(a)$ is readily evaluated in terms of a hypergeometric function. Then, after writing all binomial coefficients in terms of the gamma function, the second term assumes the form

$$
\sum_{k=(\nu-\rho)}^{\infty} \binom{-\rho}{k} b^k \int_0^\infty \frac{(a + x)^{-\mu}}{x^{k+\rho-\nu+1}} \, dx
$$

$$
= \frac{b^{\nu-\rho}}{a^\mu} (-1)^{\nu-\rho} \frac{\Gamma(\nu)}{(\rho)\Gamma(\nu - \rho + 1)} \, _2F_1 \left( \frac{1}{\mu + \rho}, \frac{1}{\mu - \rho}; \frac{b}{a} \right) \ln(a)
$$

$$
+ \frac{b^{\nu-\rho}}{a^\mu} (-1)^{\nu-\rho} \sum_{k=0}^{\infty} \frac{\Gamma(k + \mu)\Gamma(\nu + k)}{\Gamma(k + \nu - \rho + 1) k!} \left[ \psi(k + 1) - \psi(k + \mu) \right] \left( \frac{b}{a} \right)^k,
$$

which is valid for $b/a < 1$, $(\nu - \rho) \in \mathbb{Z}^+$ and $\text{Re}(\rho - \nu + \mu) > 0$.

We now evaluate the progenic finite part integral in equation (4.57). Under the condition that $(\nu - \rho)$ is a positive integer and with $\sigma = \nu + k$, the finite part integral (4.52) does not vanish for all terms in the expansion, so that

$$
\int_0^1 \frac{y^{k+\nu-1}}{(1 - y)^\rho} \, dy = \frac{\pi \Gamma(k + \nu)}{\sin(\pi \rho) \Gamma(k + \nu - \rho + 1)}
$$

for all $k \in \mathbb{Z}_0^+$, $\text{Re}(\nu) > 0$, $\text{Re}(\rho) > 0$ and $\rho \notin \mathbb{Z}^+$. Substituting these finite parts back into equation (4.44) and writing the gamma functions in terms of the
pochhamer symbol yield the finite part integral

\[
\int_0^1 y^{\nu-1} (1 - \frac{b}{a} y) - \mu \frac{dy}{(1 - y)^\rho} = \frac{\pi \Gamma(\nu)}{\sin(\pi \rho) \Gamma(\rho) \Gamma(\nu - \rho + 1)} 2F_1 \left( \begin{array}{c} \mu, \nu \\ \nu - \rho + 1 \end{array} \bigg| \frac{b}{a} \right),
\]

for \( b/a < 1 \) and under the conditions for (4.62).

Similarly the logarithmic finite part integral takes uniform expression for all \( k \),

\[
\int_0^1 y^{\nu+k-1} \ln(y) dy = \frac{\pi \Gamma(\nu + k)}{\sin(\pi \rho) \Gamma(\rho) \Gamma(1 + k + \nu - \rho)} (\psi(k + \nu) - \psi(1 + k + \nu - \rho)),
\]

for all \( k \in \mathbb{Z}^+ \), \( \Re(\nu) > 0 \), \( \Re(\rho) > 0 \) and \( \rho \not\in \mathbb{Z}^+ \). Then substituting the finite part into equation (4.45), the logarithmic finite part integral is given by

\[
\int_0^1 y^{\nu-1} (1 - \frac{b}{a} y) - \mu \frac{\ln(y)}{(1 - y)^\rho} dy = \frac{\pi}{\sin(\pi \rho) \Gamma(\mu) \Gamma(\rho)} \times \sum_{k=0}^{\infty} \frac{\Gamma(k + \mu) \Gamma(k + \nu)}{\Gamma(1 + k + \nu - \rho) k!} [\psi(k + \nu) - \psi(1 + k + \nu - \rho)] \left( \frac{b}{a} \right)^k,
\]

which is valid for all \( a > b > 0 \) and under the conditions for (4.64).

We substitute the finite part integrals (4.63) and (4.65) back into equation (4.40), the desired finite part is given by

\[
\frac{a^\mu}{b^{\nu-\rho}} \int_0^b x^{\nu-1} (a - x) - \mu \frac{\ln(x)}{(b - x)^\rho} dx = \frac{\pi \Gamma(\nu) \ln(b)}{\sin(\pi \rho) \Gamma(\rho) \Gamma(1 + \nu - \rho)} 2F_1 \left( \begin{array}{c} \mu, \nu \\ \nu - \rho + 1 \end{array} \bigg| \frac{b}{a} \right) + \frac{\pi}{\sin(\pi \rho) \Gamma(\mu) \Gamma(\rho)} \sum_{k=0}^{\infty} \frac{\Gamma(k + \mu) \Gamma(k + \nu)}{\Gamma(1 + k + \nu - \rho) k!} [\psi(k + \nu) - \psi(1 + k + \nu - \rho)] \left( \frac{b}{a} \right)^k,
\]

for \( a > b > 0 \), \( \Re(\nu) > 0 \), \( \mu \not= 0 \), \( \Re(\rho) > 0 \) and \( \rho \not\in \mathbb{Z} \). We substitute this back into expression (4.57). The \( \ln(a) \) and \( \ln(b) \) combine and so with the terms involving the digamma functions. As in the previous cases, the resulting expression is in terms of the variable \( b/a \) which we now replace complex \( z \) by the principle of analytic continuation. We obtain the following result,

\[
2F_1 \left( \begin{array}{c} \mu, \nu \\ \mu + \rho \end{array} \bigg| 1 - z \right) = \frac{\Gamma(\mu + \rho) \Gamma(\nu - \rho)}{\Gamma(\mu) \Gamma(\nu) z^{\nu - \rho}} \sum_{k=0}^{\nu - \rho - 1} \frac{\rho_k (\mu - \nu + \rho) k}{(1 - \nu - \rho) k!} z^k
\]

\[
\left( -1 \right)^{\nu - \rho} \frac{\Gamma(\mu + \rho)}{\Gamma(\rho) \Gamma(\nu - \rho + 1) \Gamma(\mu - \nu + \rho)} 2F_1 \left( \begin{array}{c} \mu, \nu \\ \nu - \rho + 1 \end{array} \bigg| z \right) \log(z)
\]

\[
\left( -1 \right)^{\nu - \rho} \frac{\Gamma(\mu + \rho)}{\Gamma(\rho) \Gamma(\nu - \rho + 1) \Gamma(\mu - \nu + \rho)} \sum_{k=0}^{\infty} \frac{(\mu)_k (\nu)_k}{(\nu - \rho + 1)_k k!} \times [\psi(k + 1) - \psi(k + \mu) + \psi(k + \nu + 1 - \rho) - \psi(k + \nu)] z^k,
\]

for \( |z| < 1 \), \( |\arg(z)| < \pi \), \( (\nu - \rho) \in \mathbb{Z}^+ \), \( \Re(\rho) > 0 \), \( \rho \not\in \mathbb{Z}^+ \) and \( \Re(\rho - \nu + \mu) > 0 \).
Letting \( \rho = \nu - n \) for \( n \in \mathbb{Z}^+ \) and performing the shift in variable from \( z \) to \( 1-z \), the transformation equation (4.67) assumes the form (4.68)

\[
\begin{aligned}
&_{2}F_{1} \left( \begin{array}{c}
\mu, \nu \\
\mu + \nu - n
\end{array} \right) | z = \frac{\Gamma(\mu + \nu - n)(n-1)!}{\Gamma(\nu)\Gamma(\mu)} (1-z)^{-n} \sum_{k=0}^{n-1} \frac{(\nu-n)k(\mu-n)k(1-z)^{k}}{(1-n)k!} \\
&+ (-1)^n \frac{\Gamma(\mu + \nu - n)}{\Gamma(\nu - n)\Gamma(\mu - n)n!} \sum_{k=0}^{\infty} \frac{(\mu)k(\nu)k}{(n+1)k!} (1-z)^{k} \\
&\times \left[ -\log(1-z) + \psi(k+1) + \psi(k+n+1) - \psi(k+\mu) - \psi(k+\nu) \right],
\end{aligned}
\]

which is valid for \( |1-z| < 1, |\arg(1-z)| < \pi, \nu \neq 0, \text{Re}(\nu) > n \) and \( \text{Re}(\mu) > n \). For a fixed given \( n \), the restrictions for \( \nu \) and \( \mu \) may be lifted by analytic continuation. The result is a known transformation equation \([22]\).

4.2.2. Case \( (\rho - \nu) \in \mathbb{Z}^+_0 \). For this case all integrals are finite part integrals and the expansion assumes the form (4.69)

\[
\int_{0}^{\infty} \frac{x^{\nu-1}(a+x)^{-\mu}}{(b+x)^{\rho}} dx = \sum_{k=0}^{\infty} \frac{(-\rho)^{k}}{k!} \int_{0}^{\infty} \frac{(a+x)^{-\mu}}{x^{k+\rho-\nu+1}} dx \\
- (-1)^{\nu-\rho} \frac{\sin(\pi \rho)}{\pi} \int_{0}^{b} \frac{x^{\nu-1}(a-x)^{-\mu}}{(b-x)^{\rho}} \ln(x) dx,
\]

under the same conditions as for (4.57). First, let us consider the case \( \rho \neq \nu \). Substituting the finite part integrals (4.29) in the first term and performing hypergeometric summation, the first term becomes (4.70)

\[
\begin{aligned}
&\sum_{k=0}^{\infty} \frac{(-\rho)^{k}}{k!} \int_{0}^{\infty} \frac{(a+x)^{-\mu}}{x^{k+\rho-\nu+1}} dx \\
&= \frac{(-1)^{\rho-\nu}}{a^{\rho-\nu+\mu}} \frac{\Gamma(\mu + \rho - \nu)}{\Gamma(\rho - \nu + 1)} \frac{\psi(k+\rho-\nu+1)}{\psi(k+\rho-\nu+\mu)} \frac{1}{a} \ln(a) \\
&+ \frac{(-1)^{\rho-\nu}}{\Gamma(\mu + \rho - \nu)} \frac{\psi(k+\rho-\nu+1)}{\psi(k+\rho-\nu+\mu)} \frac{1}{a} \ln(a) \\
&\times \left[ \psi(k+\rho-\nu+1) - \psi(k+\rho-\nu+\mu) \right] \left( \frac{b}{a} \right)^{k},
\end{aligned}
\]

which is valid for \( a > b > 0, (\rho - \nu) \in \mathbb{Z}^+_0 \) and \( \text{Re}(\rho - \nu + \mu) > 0 \).

Since \( (\rho - \nu) \) is a positive integer, the argument \( (1+k+\nu-\rho) \) may be a positive or a negative integer depending on the value of the index \( k \). Then for \( k = 0, \ldots, \rho - \nu - 1, 1/(1+k+\nu-\rho) = 0 \), we have the vanishing finite parts (4.71)

\[
\int_{0}^{1} \frac{y^{\rho+k-1}}{(1-y)^{\rho}} dy = 0,
\]

for \( k = 0, \ldots, (\rho - \nu - 1) \), \( \text{Re}(\nu) > 0, \text{Re}(\rho) > 0 \) and \( \rho \notin \mathbb{Z}^+ \). On the other hand, for \( k = (\rho - \nu), (\rho - \nu + 1), \ldots \), the argument of the gamma function is positive, so
that it yields the same value given by equation (4.52),

\[
\int_0^1 \frac{y^{\nu+1}}{(1-y)^\rho} \, dy = \frac{\pi \Gamma(\nu+k)}{\sin(\pi \rho) \Gamma(\rho) \Gamma(k+\nu-\rho+1)},
\]

also for \( \Re(\nu) > 0, \Re(\rho) > 0 \) and \( \rho \notin \mathbb{Z}^+ \). The summation in equation (4.44) then starts at \( k = \rho - \nu \), yielding the finite part integral

\[
\int_0^1 \frac{y^{\nu-1}(1-b \, y)^{-\mu}}{(1-y)^\rho} \, dy = \frac{\pi \Gamma(\rho - \nu + \mu)}{\sin(\pi \rho) \Gamma(\rho) \Gamma(\rho - \nu + 1)} \binom{b}{a}^{\rho-\nu} \, \text{Hypergeometric sum} \left[ \frac{\mu, \rho}{\rho - \nu + 1} \right].
\]

for \( a > b > 0, (\rho - \nu) \in \mathbb{Z}^+, \Re(\nu) > 0, \Re(\rho) > 0 \) and \( \rho \notin \mathbb{Z}^+ \), where a hypergeometric summation has been performed on the resulting infinite series.

For the logarithmic integral, the value of the finite part depends on the value of \( k \) as well. From equation (4.55), we have the value

\[
\int_0^1 \frac{y^{\nu+k-1}}{(1-y)^\rho} \ln(y) \, dy = (-1)^{k+\rho-\nu+1} \frac{\pi \Gamma(\nu+k) \Gamma(\rho - \nu - k - 1)!}{\sin(\pi \rho) \Gamma(\rho)},
\]

for \( k = 0, \ldots, (\rho - \nu - 1) \); while the same value given by equation (4.54) holds for \( k = (\rho - \nu), (\rho - \nu) + 1, \ldots \),

\[
\int_0^1 \frac{y^{\nu+k-1}}{(1-y)^\rho} \ln(y) \, dy = \frac{\pi \Gamma(\nu+k)}{\sin(\pi \rho) \Gamma(\rho) \Gamma(1+k+\nu-\rho)} \left( \psi(k+\nu) - \psi(1+k+\nu-\rho) \right).
\]

Both equations (4.74) and (4.75) are valid for \( \Re(\nu) > 0, \Re(\rho) > 0 \) and \( \rho \notin \mathbb{Z}^+ \). Then the finite part integral assumes the form

\[
\int_0^1 \frac{y^{\nu-1}(1-b \, y)^{-\mu}}{(1-y)^\rho} \ln(y) \, dy
\]

\[
= (-1)^{\rho-\nu} \frac{\pi \Gamma(\nu)}{\sin(\pi \rho) \Gamma(\rho)} \sum_{k=0}^{\rho-\nu-1} \frac{(\mu)_k (\nu)_k (\rho - \nu - k - 1)!}{k!} \left( \frac{b}{a} \right)^k
\]

\[
+ \frac{\pi \Gamma(\rho - \nu + \mu)}{\sin(\pi \rho) \Gamma(\rho - \nu + 1)} \frac{(b/a)^{\rho-\nu}}{\sum_{k=0}^{\infty} \frac{(\rho - \nu + \mu)_k (\rho)_k}{(\rho - \nu + 1)_k k!}} \
\times [\psi(k+\rho) - \psi(k+1)] \left( \frac{b}{a} \right)^{k}
\]

which is valid for all \( a > b > 0, (\rho - \nu) \in \mathbb{Z}^+, \Re(\nu) > 0, \Re(\rho) > 0 \) and \( \rho \notin \mathbb{Z}^+ \).
Substituting back the finite part integrals \((4.73)\) and \((4.76)\) into equation \((4.40)\) yields the finite part integral
\[
\frac{a^\mu}{b^\nu - \rho} \int_0^b \frac{x^{\nu-1} (a - x)^{-\mu}}{(b - x)^\rho} \ln(x) \, dx
\]
\[
= \frac{\pi \Gamma(\rho - \nu + \mu)}{\sin(\pi \rho) \Gamma(\mu) \Gamma(\nu) \Gamma(\rho - \nu + 1)} \left( \frac{b}{a} \right)^{\rho - \nu} 2F_1 \left( \begin{array}{c} \mu, \nu \\ \mu + \rho \end{array} \mid \frac{b}{a} \right) \ln(b)
\]
\[
+ (-1)^{\rho - \nu} \frac{\pi \Gamma(\nu)}{\sin(\pi \rho) \Gamma(\rho)} \sum_{k=0}^{\nu-1} \frac{(\mu)_k (\nu) (\rho - \nu - k - 1)!}{k!} \left( -\frac{b}{a} \right)^k
\]
\[
+ \frac{\pi \Gamma(\rho - \nu + \mu)}{\sin(\pi \rho) \Gamma(\mu) \Gamma(\rho - \nu + 1)} \left( \frac{b}{a} \right)^{\rho - \nu} \sum_{k=0}^{\infty} \frac{(\rho - \nu + \mu)_k (\rho)_k}{(\rho - \nu + 1)_k k!} \times [\psi(k + \rho) - \psi(k + 1)] \left( \frac{b}{a} \right)^k,
\]
for \(a > b > 0\), \((\rho - \nu) \in \mathbb{Z}^+, \Re(\nu) > 0\), \(\Re(\rho) > 0\) and \(\rho \notin \mathbb{Z}^+\). Gathering all the finite part integrals, the logarithmic terms again combine and the resulting expression is also in the variable \(b/a\). Replacing \(b/a\) with complex \(z\), we obtain
\[
2F_1 \left( \begin{array}{c} \mu, \nu \\ \mu + \rho \end{array} \mid 1 - z \right) = (-1)^{\nu + 1} \frac{\Gamma(\mu + \rho)}{\Gamma(\mu + \rho + 1)} \sum_{k=0}^{\infty} \frac{(\rho)_k (\mu + \rho - \nu)_k}{(\rho - \nu + 1)_k k!} \times [\log(z) + \psi(k + \rho - \nu + 1) - \psi(k + \rho - \nu + \mu) - \psi(k + \rho) + \psi(k + 1)] z^k
\]
\[
+ \frac{\Gamma(\mu + \rho)}{\Gamma(\rho) \Gamma(\mu + \rho - \nu)} \sum_{k=0}^{\nu-1} (-1)^k (\mu)_k (\nu)_k (\rho - \nu - k - 1)! \frac{k!}{k!} z^k,
\]
for \(|z| < 1\) with \(|\arg(z)| < \pi\), \((\rho - \nu) \in \mathbb{Z}^+, \Re(\nu) > 0\), \(\Re(\rho) > 0\), \(\rho \notin \mathbb{Z}^+\) and \(\Re(\rho - \nu + \mu) > 0\).

Known representations of the Gauss hypergeometric function can be extracted from equation \((4.78)\). Also shifting variable from \(z\) to \(1 - z\) and writing \(\rho = \nu + m\) for \(m \in \mathbb{Z}^+\), we obtain
\[
2F_1 \left( \begin{array}{c} \mu, \nu \\ \mu + \nu + m \end{array} \mid z \right) = \frac{\Gamma(\mu + \nu + m)}{\Gamma(\mu + m) \Gamma(\nu + m)} \sum_{k=0}^{m-1} \frac{(\nu)_k (m - k - 1)!}{(m + k)! k!} (z - 1)^k
\]
\[
- (z - 1)^m \frac{\Gamma(\mu + \nu + m)}{\Gamma(\nu) \Gamma(\mu) m!} \sum_{k=0}^{\infty} \frac{(\nu + m)_k (\mu + m)_k}{(m + 1)_k k!} (1 - z)^k
\]
\[
\times [\log(1 - z) - \psi(k + m + 1) + \psi(k + \mu + m) + \psi(k + \nu + m) - \psi(k + 1)],
\]
for \(1 - z < 1\), \(|\arg(1 - z)| < \pi\), \(m \in \mathbb{Z}^+, \Re(\nu) > -m\) and \(\Re(\mu) > -m\). For a given fixed \(m\), the restrictions on \(\nu\) and \(\mu\) may be lifted by analytic continuation. The result reproduces the transformation tabulated in \([24\text{ Eqn. 15.8.10}]\) except that the transformation is for the corresponding regularized hypergeometric function there.

Finally, we consider the case \(\rho = \nu\). Under this condition, the Stieltjes integral evaluate to \((4.69)\) with \(\nu = \rho\), with all the finite part integrals involved as special
values of (1.60) and (4.66) for \( \nu = \rho \). Then the following transformation equation can be readily established,

\[
\begin{align*}
2F_1\left( \frac{\mu, \rho}{\mu + \rho} \mid z \right) &= -\frac{\Gamma(\mu + \rho)}{\Gamma(\rho)\Gamma(\mu)} 2F_1\left( \frac{\mu, \rho}{1} \mid z \right) \log(1 - z) \\
&+ \frac{\Gamma(\mu + \rho)}{\Gamma(\rho)\Gamma(\mu)} \sum_{k=0}^{\infty} \frac{(\mu)_k(\nu)_k}{(k!)^2} [2\psi(k + 1) - \psi(k + \mu) - \psi(k + \rho)] (1 - z)^k,
\end{align*}
\]

valid for all \(|1 - z| < 1\) and \(|\arg(1 - z)| < \pi\), \(\Re(\mu) > 0\), \(\Re(\rho) > 0\) and \(\rho \notin \mathbb{Z}^+\). This can be taken as a special value of equation (4.78) under the same conditions provided we interpret an empty sum as zero.

5. Transformation equations arising for the Generalized Hypergeometric Function \( 3F_2 \)

We now wish to apply finite part integration on the integral representation (1.7) for the specific case of the generalized hypergeometric function \( 3F_2 \) for the family of parameters \( \alpha_2 = \{\nu, 1\} \) and \( \rho_1 = \{n\} \), where \( \nu \notin \mathbb{Z} \) and \( n \in \mathbb{Z}^+ \). Then from (1.7), we obtain the representation

\[
\begin{align*}
3F_2\left( \beta, \nu, 1 \mid \beta + \sigma, n \right) &= \frac{\Gamma(\beta + \alpha)}{\Gamma(\beta)\Gamma(\alpha)} \int_{0}^{\infty} \frac{s^{\beta-1}}{(s + 1)^{\beta+\alpha}} 2F_1\left( \nu, 1 \mid \frac{zs}{s + 1} \right) ds,
\end{align*}
\]

for \( \Re(\beta) > 0 \), \( \Re(\sigma) > 0 \) and \( |z| < 1 \), where

\[
\begin{align*}
2F_1\left( \nu, 1 \mid \frac{zs}{s + 1} \right) &= \left( \frac{\nu - n}(n - 1)! \right) \left[ (1 - z)^{n-\nu-1} - \sum_{k=0}^{n-2} \frac{(\nu - n + 1)k}{k!} z^k \right].
\end{align*}
\]

The identity (5.2) is established in the Appendix. Substituting (5.2) back into (5.1) and distributing the integration yield

\[
\begin{align*}
\frac{\Gamma(\beta)\Gamma(\sigma)(\nu - n)n z^{n-1}}{\Gamma(\beta + \alpha)(\nu - n)(n - 1)!} & 3F_2\left( \beta, \nu, 1 \mid \beta + \sigma, n \right) = \int_{0}^{\infty} \frac{s^{\beta-n}(1 + (1 - z)s)^{n-\nu-1}}{(s + 1)^{\beta+\alpha-n}} ds \\
&- \sum_{k=0}^{n-2} \frac{(\nu - n + 1)k}{k!} z^k \int_{0}^{\infty} \frac{s^{\beta+k-n}}{(1 + s)^{\beta+\sigma+k-n+1}} ds.
\end{align*}
\]

In order for the distribution of the integration to be valid, the condition on \( \beta \) must now be modified to \( \Re(\beta) > (n - 1) \), with all other conditions unchanged. We will later relax this condition by analytic continuation. The second integral is tabulated and is given by

\[
\int_{0}^{\infty} \frac{s^{\beta+k-n}}{(1 + s)^{\beta+\sigma+k-n+1}} ds = \frac{\Gamma(k - n + \beta + 1)}{\Gamma(k - n + \beta + \sigma + 1)}
\]

for \( k + \Re(\beta) > (n - 1) \) and \( \Re(\sigma) > 0 \). Under the condition \( \beta > (n - 1) \), equation (5.4) holds for all \( k \).

We will derive consequences of the representation (5.3) by performing finite part integration on the integral

\[
\begin{align*}
\int_{0}^{\infty} \frac{s^{\beta-n}(1 + (1 - z)s)^{n-\nu-1}}{(s + 1)^{\beta+\sigma-n}} ds,
\end{align*}
\]
for $n \in \mathbb{Z}^+$, $\text{Re}(\beta) > (n-1)$, $\nu \notin \mathbb{Z}$ and $\text{Re}(\sigma) > 0$. We interpret (5.5) as a Stieltjes transform of the function $s^{\beta-n} (1 + (1 - z)s)^{n-\nu-1}$ with the kernel of transformation given by $(s+1)^{-\beta-\sigma+\nu}$, and apply the scheme developed above to evaluate the integral. With the choice of kernel of transformation, we impose the condition $\text{Re}(\beta + \sigma - \nu) > 0$. The fundamental divergent integrals are identified by expanding the kernel,

$$
(5.6) \quad \frac{1}{(s+1)^{\beta+n-\nu}} = \sum_{k=0}^{\infty} \frac{(-\beta - \sigma + \nu)}{s^{\beta + \nu + k}}
$$

inside the integral and distributing the integration. The divergent integrals are

$$
(5.7) \quad \int_0^\infty \frac{(1 + (1 - z)s)^{n-\nu-1}}{s^{n+\sigma-\nu+k}} ds
$$

for sufficiently large values of $k$. Under the condition $\text{Re}(\sigma) > 0$, integral (5.7) is integrable at infinity and the divergence arises at the origin only. Notice that the nature of the singularity at the origin is independent of $\beta$. Since $n$ and $k$ are both integers, whether the singularity at the origin is a pole or branch point depends on the difference $\sigma - \nu$.

As for the Gauss function, there are two distinct cases: $(\sigma - \nu) \notin \mathbb{Z}$ for a branch point singularity at the origin, and $(\sigma - \nu) \in \mathbb{Z}$ for a pole singularity. The later further splits into the case of $(n + \sigma - \nu)$ a natural number and $(n + \sigma - \nu)$ a negative integer. A couple of other cases arise depending on whether $(\beta + \sigma - \nu)$ is an integer or not. The integer case leads to a pole singularity in the kernel at the point $z = -1$. We will only consider the non-integer case. Again to facilitate the process of finite part integration, we assume that $0 < z < 1$ and let $z = x$, with the intention to eventually appeal to analytic continuation to lift the restriction. To make use of the results obtained for the Gauss function, we recast integral (5.5) by factoring out $(1 - x)$ in (5.5) and perform finite integration on the integral

$$
(5.8) \quad \int_0^\infty \frac{s^{\beta-n}((1-x)^{-1} + s)^{n-\nu-1}}{(s+1)^{\beta+\sigma-\nu}} ds,
$$

under the same conditions for (5.5).

The complex extension of $s^{\beta-n}((1-x)^{-1} + s)^{n-\nu-1}$, denoted by $z^{\beta-n}((1-x)^{-1} + z)^{n-\nu-1}$, has either a pole or a branch point at $z = -(1-x)^{-1}$, depending on whether $(n - \nu - 1)$ is a negative integer (a pole) or a non-integer (a branch point). When $-(1-x)^{-1}$ happens to be a branch point, we choose the branch cut to be $(-\infty, -(1-x)^{-1}]$, in accordance with the general requirements in Section 2. But again the final result is independent of the nature of the singularity at $-(1-x)^{-1}$ so that no restriction is imposed on $\nu$ at this point. Under the condition $\text{Re}(\beta) > (n-1)$, the origin can only be a zero or a branch point depending on $\beta$. When $\beta$ is a non-integer, we choose the branch cut to be $[0, \infty)$. On the other hand, the complex extension of the kernel $(s+1)^{-\beta-\sigma+\nu}$, denoted by $(z+1)^{-\beta-\sigma+\nu}$, has a pole or branch point singularity at $-1$. If $-1$ is a branch point, the branch cut is again to be chosen to be $[-1, \infty)$. Since $0 < x < 1$, the singularity of $((1-x)^{-1} + z)^{n-\nu-1}$ is to the right of the singularity of the kernel $(z+1)^{-\beta-\sigma+\nu}$. This allows our scheme of finite part integration to be applied in the evaluation of the integral (5.8).

5.1. **Case:** $(\sigma - \nu) \notin \mathbb{Z}$ and $(\beta + \sigma - \nu) \notin \mathbb{Z}$. Under this case, the origin is a branch-point singularity of the divergent integral (5.7) and the kernel has a branch
point singularity at $-1$. First we assume that $(\sigma - \nu) \geq 0$ so that the integral (5.7) is divergent for all $k = 0, 1, 2, \ldots$. Then we extract the integral (5.8) from the contour integral

$$\frac{1}{e^{-2\pi i (\sigma - \nu)} - 1} \int_C \frac{z^{\beta-n}((1-x)^{-1} + z)^{n-\nu-1}}{(1 + z)^{\beta + \sigma - \nu}} \, dz. \tag{5.9}$$

Again collapsing the contour $C$ into the contour $C'$, the integral emerges to take the representation

$$\int_0^\infty \frac{s^{\beta-n}((1-x)^{-1} + s)^{n-\nu-1}}{(s + 1)^{\beta + \sigma - \nu}} \, ds = \frac{1}{e^{-2\pi i (\sigma - \nu)} - 1} \int_C \frac{z^{\beta-n}((1-x)^{-1} + z)^{n-\nu-1}}{(1 + z)^{\beta + \sigma - \nu}} \, dz,$$

$$- \frac{\sin(\pi(\beta + \sigma - \nu))}{\sin(\pi(\sigma - \nu))} \lim_{\epsilon \to 0} \left[ \int_0^{1-\epsilon} \frac{s^{\beta-n}((1-x)^{-1} - s)^{n-\nu-1}}{(1 - s)^{\beta + \sigma - \nu}} \, ds \right]$$

$$+ \frac{\sin(\pi(\sigma - \nu))}{\sin(\pi(\beta + \sigma - \nu))} \left[ (e^{-2\pi i (\sigma - \nu)} - 1) \int_{C'} \frac{z^{\beta-n}((1-x)^{-1} + z)^{n-\nu-1}}{(1 + z)^{\beta + \sigma - \nu}} \, dz \right].$$

The limit can again be established as a finite part integral. Expanding the first term and distributing the integration, the resulting contour integrals are again identified to be the finite parts of the divergent integrals (5.7). Then the integral evaluates to

$$\int_0^\infty \frac{s^{\beta-n}((1-x)^{-1} + s)^{n-\nu-1}}{(s + 1)^{\beta + \sigma - \nu}} \, ds = \sum_{k=0}^{\infty} \left( -\beta - \sigma + \nu \right) \int_0^\infty \frac{s^{\beta-n}((1-x)^{-1} + s)^{n-\nu-1}}{(s + 1)^{\beta + \sigma - \nu}} \, ds,$$

which is valid for $0 < x < 1$, $n \in \mathbb{Z}^+$, $(\sigma - \nu) \notin \mathbb{Z}$, $\nu \notin \mathbb{Z}$, $\text{Re}(\beta) > (n-1)$, $(\beta + \sigma - \nu) \notin \mathbb{Z}$, $\text{Re}(\beta + \sigma - \nu) > 0$ and $\text{Re}(\sigma) > 0$.

The fundamental finite part integrals in equation (5.11) follows from equation (3.14) with the substitutions $\lambda \to (n+\sigma-\nu+k)$, $\nu \to (\nu+1-n)$, and $s \to (1-x)^{-1}$. The desired finite part integral is given by

$$\int_0^\infty \frac{(1-x)^{-1 + s)^{n-\nu-1}}{s^{n+\sigma - \nu + k}} \, ds = \frac{\pi(-1)^{n+k}\Gamma(\sigma)(\sigma)_k(1-x)^{\sigma+k}}{\sin(\pi(\sigma - \nu))\Gamma(1 + \nu - n)\Gamma(\sigma - \nu + n)(\sigma - \nu + n)_k},$$

for all $k \in \mathbb{Z}_0^+$ and $\text{Re}(\sigma) > 0$. Substitution of this value yields for the first term of (5.11),

$$\sum_{k=0}^{\infty} \left( -\beta - \sigma + \nu \right) \int_0^\infty \frac{(1-x)^{-1 + s)^{n-\nu-1}}{s^{n+\sigma - \nu + k}} \, ds,$$

$$= \frac{\pi(-1)^{n}\Gamma(\sigma)(1-x)^{\sigma}}{\sin(\pi(\sigma - \nu))\Gamma(1 + \nu - n)\Gamma(\sigma - \nu + n)^2 F_1\left(\frac{(\sigma, \beta + \sigma - \nu)}{\sigma - \nu + n} \right) 1 - x},$$

for $1 > x > 0$, $(\sigma - \nu) \notin \mathbb{Z}$, $\nu \notin \mathbb{Z}$ and $\text{Re}(\sigma) > 0$, where a hypergeometric summation has been performed to arrive at the right hand side.
For the progenic finite part integral, we use the same method leading to equations (4.44) and (4.45). We factor \((1 - x)^{-1}\) out from the integral to cast the finite-part integral into the form of equation (4.44) along with the identifications \(\nu \rightarrow (\beta - n + 1)\), \(b/a \rightarrow (1 - x)\) and \(\rho \rightarrow (\beta + \sigma - \nu)\). We have

\[
\int_{0}^{1} \frac{s^{\beta-n}(1-x)^{-1} - s)^{n-\nu-1}}{(1-s)^{\beta+\sigma-\nu}} \, ds
= (1-x)^{-(n-\nu-1)} \sum_{k=0}^{\infty} (-1)^{k} \binom{n-\nu-1}{k} (1-x)^{k} \int_{0}^{1} \frac{s^{(k+\beta-n+1)-1}}{(1-s)^{\beta+\sigma-\nu}} \, ds.
\]

for \(1 > x > 0\), \(\text{Re}(\beta) > (n-1)\), \(\text{Re}(\beta + \sigma - \nu) > 0\) and \((\beta + \sigma - \nu) \notin \mathbb{Z}\). The finite part integral in the right hand side is just (4.52) with \(\sigma \rightarrow k + \beta - n + 1\) and \(\rho \rightarrow \beta + \sigma - \nu\). This yields the finite part integral

\[
\int_{0}^{1} \frac{s^{(k+\beta-n+1)-1}}{(1-s)^{\beta+\sigma-\nu}} \, ds = \frac{\pi \Gamma(\beta - n + 1)(\beta - n + 1)k}{\sin(\pi(\beta + \sigma - \nu)) \Gamma(\beta + \sigma - \nu) \Gamma(2 - n - \sigma + \nu)(2 - n - \sigma + \nu)k}
\]

for all \(k \in \mathbb{Z}^{+}\), \(\text{Re}(\beta) > (n-1)\), \(\text{Re}(\beta + \sigma - \nu) > 0\) and \((\beta + \sigma - \nu) \notin \mathbb{Z}^{+}\). Substituting (5.15) back into (5.14) and performing hypergeometric summation yield

\[
\int_{0}^{1} \frac{s^{\beta-n}(1-x)^{-1} - s)^{n-\nu-1}}{(1-s)^{\beta+\sigma-\nu}} \, ds = \frac{\pi \Gamma(\beta - n + 1)(1-x)^{-(n-\nu-1)}}{\sin(\pi(\beta + \sigma - \nu)) \Gamma(\beta + \sigma - \nu) \Gamma(2 - n - \sigma + \nu) \times _{2}F_{1} \left( \begin{array}{c} 1 + \nu - n, \beta - n + 1 \\ 2 - n - \sigma + \nu \end{array} \right) (1-x),
\]

under the conditions for (5.14). The desired finite part integral (5.11) can now obtained by substituting (5.13) and (5.16) back into (5.11). The result is

\[
\int_{0}^{\infty} \frac{s^{\beta-n}(1-x)^{-1} + s)^{n-\nu-1}}{(s+1)^{\beta+\sigma-\nu}} \, ds
= \frac{\pi(-1)^{n} \Gamma(\sigma)(1-x)^{\sigma}}{\sin(\pi(\sigma - \nu)) \Gamma(1 + \nu - n) \Gamma(\sigma - \nu + n)^{2}F_{1} \left( \begin{array}{c} \sigma, \beta + \sigma - \nu \\ \sigma - \nu + n \end{array} \right) (1-x)}
- \frac{\pi \Gamma(\beta - n + 1)(1-x)^{-(n-\nu-1)}}{\sin(\pi(\beta - n + 1) \Gamma(\beta + \sigma - \nu) \Gamma(2 - n - \sigma + \nu) \times _{2}F_{1} \left( \begin{array}{c} 1 + \nu - n, \beta - n + 1 \\ 2 - n - \sigma + \nu \end{array} \right) (1-x),
\]

valid for \(0 < x < 1\), \(n \in \mathbb{Z}^{+}\), \(\text{Re}(\sigma) > 0\), \(\text{Re}(\beta) > (n-1)\), \(\nu \notin \mathbb{Z}\) and \((\sigma - \nu) \notin \mathbb{Z}\).
Substituting equations (5.13) and (5.11) back into equation (5.3) we obtain the following identity,

\[
\frac{\Gamma(\beta)(\nu-n)}{\Gamma(\beta+\sigma)(\nu-n)(n-1)!} z^{n-1} \sum_{\nu=0}^{\infty} \frac{\Gamma(\beta+\sigma)}{\Gamma(\sigma)} \left( \begin{array}{c} \beta + \sigma - \nu \\ \sigma - n \end{array} \right) \left( \begin{array}{c} \sigma + n - \nu \\ 1 - x \end{array} \right) = \frac{\pi}{\sin(\pi(\sigma - \nu))} \left( -1 \right)^n (1-x)^{\sigma-n-\nu-1} \sum_{\nu=0}^{\infty} \frac{\Gamma(\beta+\sigma)}{\Gamma(\sigma)} \left( \begin{array}{c} \beta + \sigma - \nu \\ \sigma - n \end{array} \right) \left( \begin{array}{c} \sigma + n - \nu \\ 1 - x \end{array} \right) \right] 
\]

under the same conditions as for (5.17). An empty sum in (5.18) is interpreted as zero. This identity can be extended for complex \(z\), with all functions involved given by their principal values. Implementing the extension in the complex plane and performing an expansion of the finite sum about \(z = 1\) yield the following transformation equation,

\[
\frac{\Gamma(\beta)(\nu-n)}{\Gamma(\beta+\sigma)(\nu-n)(n-1)!} z^{n-1} \sum_{\nu=0}^{\infty} \frac{\Gamma(\beta+\sigma)}{\Gamma(\sigma)} \left( \begin{array}{c} \beta + \sigma - \nu \\ \sigma - n \end{array} \right) \left( \begin{array}{c} \sigma + n - \nu \\ 1 - x \end{array} \right) = \frac{\pi}{\sin(\pi(\sigma - \nu))} \left( -1 \right)^n (1-x)^{\sigma-n-\nu-1} \sum_{\nu=0}^{\infty} \frac{\Gamma(\beta+\sigma)}{\Gamma(\sigma)} \left( \begin{array}{c} \beta + \sigma - \nu \\ \sigma - n \end{array} \right) \left( \begin{array}{c} \sigma + n - \nu \\ 1 - x \end{array} \right) \right] 
\]

for \(|1-z| < 1\), \(n \in \mathbb{Z}^+\), \((\sigma - \nu) \notin \mathbb{Z}\), \(n \notin \mathbb{Z}\), \(\text{Re}(\beta) > (n-1)\), \((\beta + \sigma - \nu) \notin \mathbb{Z}\), \(\text{Re}(\beta + \sigma - \nu) > 0\) and \(\text{Re}(\sigma) > 0\). For a fixed given positive integer \(n\), the restrictions on \(\sigma\), \(\nu\) and \(\beta\) may be lifted by analytic continuation provided that \((\sigma - \nu) \notin \mathbb{Z}\). The result appears to be new.

5.2. Case \((\sigma - \nu) \in \mathbb{Z}\) and \(\beta \notin \mathbb{Z}\). Under this condition, the divergence of (5.11) at the origin is due to a pole singularity and the kernel has a branch point singularity. The integral (5.3) is then extracted from the contour integral

\[
\frac{1}{2\pi i} \int_C z^{\beta-n}(1-x)^{-1}(1+z)^{n-\nu-1} \frac{\log(z) - i\pi}{(1+s)^{\beta+\sigma-\nu}} \, dz.
\]
On deforming the contour $C$ to $C'$, the integral (5.8) emerges to assume the representation

\[ \int_0^\infty \frac{s^{\beta-n}((1-x)^{-1}+s)^{n-\nu-1}}{(1+s)^{\beta+\sigma-\nu}} \, ds \]

- \[ = \frac{1}{2\pi i} \int_C \frac{z^{\beta-n}((1-x)^{-1}+z)^{n-\nu-1}}{(1+z)^{\beta+\sigma-\nu}} (\log(z) - i\pi) \, dz \]
- \[ + (-1)^n \frac{\sin(\pi \beta)}{\pi} \lim_{\epsilon \to 0} \int_0^{1-\epsilon} \frac{s^{\beta-n}((1-x)^{-1}-s)^{n-\nu-1}}{(1-s)^{\beta+\sigma-\nu}} \ln(s) \, ds \]
- \[ - \frac{(-1)^n}{2\pi i \sin(\pi \beta)} \int_{C_z} \frac{z^{\beta-n}((1-x)^{-1}+z)^{n-\nu-1}}{(1+z)^{\beta+\sigma-\nu}} (\log(z) - i\pi) \, dz. \]

Again the second term is the finite part of the divergent integral $\int_0^1 s^{\beta-n}((1-x)^{-1}-s)^{n-\nu-1}(1-s)^{-(\beta+\sigma-\nu)} \ln(s) \, ds$. Expanding the kernel $(1+s)^{-(\beta+\sigma-\nu)}$ in the first term and performing term by term integration evaluate the integral in the form

\[ \int_0^\infty \frac{s^{\beta-n}((1-x)^{-1}+s)^{n-\nu-1}}{(1+s)^{\beta+\sigma-\nu}} ds = \sum_{k=0}^{\infty} \left( -\beta - \sigma + \nu \right) \int_0^\infty \frac{((1-x)^{-1}+s)^{n-\nu-1}}{s^{\sigma-\nu+n+k}} ds \]

+ \[ (-1)^n \frac{\sin(\pi \beta)}{\pi} \int_0^1 \frac{s^{\beta-n}((1-x)^{-1}-s)^{n-\nu-1}}{(1-s)^{\beta+\sigma-\nu}} \ln(s) \, ds, \]

for $0 < x < 1$, $(\sigma-\nu) \in \mathbb{Z}$, $\nu \notin \mathbb{Z}$, $\text{Re}(\beta) > (n-1)$, $\text{Re}(\sigma) > 0$, $\text{Re}(\beta+\sigma-\nu) > 0$ and $\beta \notin \mathbb{Z}$. There are two cases here: When $(\sigma-\nu+n) \in \mathbb{Z}^+$ and when $(\sigma-\nu+n) \in \mathbb{Z}_0^+$. In the former, all the integrals are finite part integrals; and in the later, the first few integrals are convergent integrals. We will take each separately.

5.2.1. Case $(\sigma-\nu+n) \in \mathbb{Z}^+$. The fundamental finite part integrals are given by equation (3.29) with the substitutions $\nu \to (\nu + 1 - n)$, $n \to (\sigma-\nu+n+k-1)$ and $s \to (1-x)^{-1}$. The result is

\[ \int_0^\infty \frac{((1-x)^{-1}+s)^{n-\nu-1}}{s^{\sigma-\nu+n+k}} \, ds = \frac{(-1)^{\sigma-\nu+n+k-1}(1+\nu-n)\Gamma(\sigma-\nu+n+k-1)(1-x)^{\sigma+k}}{(\sigma-\nu+n+k-1)!} \times \left[ -\ln(1-x) + \psi(\sigma-\nu+n+k) - \psi(\sigma+k) \right], \]

for $1 > x > 0$ and $\text{Re}(\sigma) > 0$. Substituting (5.23) back into the first term of (5.22), we have

\[ \sum_{k=0}^{\infty} \left( -\beta - \sigma + \nu \right) \int_0^\infty \frac{((1-x)^{-1}+s)^{n-\nu-1}}{s^{\sigma-\nu+n+k}} ds \]

\[ = \frac{(-1)^{\sigma-\nu+n-1}\Gamma(\sigma)}{\Gamma(1+\nu-n)} \sum_{k=0}^{\infty} \frac{(\beta + \sigma - \nu)_k(\sigma)_k}{(\sigma-\nu+n+k-1)!k!} \]

\[ \times \left[ -\ln(1-x) + \psi(\sigma-\nu+n+k) - \psi(\sigma+k) \right] (1-x)^{\sigma+k} \]

under the same conditions as for (5.23).
Also for the progenic finite part integral, we perform an expansion in the same way we did to arrive at (4.45). We obtain the expansion

\[
\int_0^1 s^{\beta-n} (1-x)^{\nu-1} \ln(s) \, ds = (1-x)^{-(n+\nu-1)} \sum_{k=0}^\infty \frac{(1+\nu-n)k}{k!} (1-x)^k \int_0^1 s^{\beta+k-n} \ln(s) \, ds,
\]

for \(0 < x < 1\), \(\text{Re}(\beta) > (n-1)\), \(\text{Re}(\beta+\sigma-\nu) > 0\) and \(\beta \notin \mathbb{Z}\). The finite part integral in the right hand side of (5.25) is given by (4.54) or (4.55), with the substitutions \(\sigma \to (\beta + k - n + 1)\), \(\rho \to (\beta + \sigma - \nu)\) and \((\sigma - \rho) \to (k - n + 1 - \sigma + \nu)\). Since \((\sigma - \nu + n)\) is a positive integer, the value of the finite part depends on whether \((k - n + 1 - \sigma + \nu)\) is a negative integer or not. We have the following values,

\[
\int_0^1 s^{\beta+k-n} \ln(s) \, ds = \frac{(-1)^{n-1-k}\pi}{\sin(\pi\beta)} \prod_{n=1} \frac{\Gamma(\beta-n+1)(\beta-n+1)\Gamma(\beta+n+2-k)}{\Gamma(\beta+\sigma)}
\]

for \(k = 0, \ldots, (\sigma - \nu + n - 2)\), and

\[
\int_0^1 s^{\beta+k-n} \ln(s) \, ds = \frac{(-1)^{\sigma-\nu}\pi}{\sin(\pi\beta)} \prod_{n=1} \frac{\Gamma(\beta+k-n+2)\Gamma(\beta+n+1)\Gamma(\beta+n+1)}{\Gamma(\beta+\sigma)}
\]

for \(k = \sigma - \nu + n - 1, \sigma - \nu + n, \ldots\). Both equations (5.26) and (5.27) are valid for \(\text{Re}(\beta) > (n-1)\), \(\text{Re}(\beta+\sigma-\nu) > 0\) and \(\beta \notin \mathbb{Z}\). Substituting (5.26) and (5.27) back into (5.25) yields the finite part integral

\[
\int_0^1 s^{\beta-n} (1-x)^{\nu-1} \ln(s) \, ds = \frac{\pi}{\sin(\pi\beta)\Gamma(\beta+\sigma)} (1-x)^{-(n+\nu-1)} \sum_{k=0}^\infty (-1)^{\nu-2n-2} \frac{\Gamma(k+\beta+n+1)(1+\nu-n)\Gamma(\beta-n+1)}{k!} (1-x)^k
\]

which valid under the conditions for equation (5.25).
The integral can now be evaluated. Substituting equations (5.24) and (5.28) back into equation (5.22), we obtain

\begin{equation}
\int_0^\infty \frac{s^{\beta-n}(1-x)^{-1} + s^{\nu-1}}{(1+s)^{\beta+\sigma}} \, ds = \frac{(-1)^n(1-x)^{-(n-\nu)-1}}{\Gamma(\beta + \sigma - \nu)}
\end{equation}

\begin{align*}
&\times \sum_{k=0}^{\sigma-\nu+n-2} \frac{(-1)^k \Gamma(k + \beta - n + 1)(1 + \nu - n)_k(\sigma - \nu + n - 2 - k)!}{k!} (1 - x)^k \\
&+ \frac{(-1)^{\sigma-\nu+n}}{\Gamma(1 + \nu - n)} \sum_{k=0}^{\infty} \frac{(\sigma)_k(\beta + \sigma - \nu)_k}{(k + \sigma - \nu + n - 1)!k!} \left[ \ln(1 - x) - \psi(\sigma - \nu + n + k) \\
&+ \psi(k + \sigma) + \psi(k + \beta + \sigma - \nu) - \psi(k + 1) \right] (1 - x)^{k+\sigma},
\end{align*}

under the same conditions as in (5.25).

Finally, we gather equations (5.24) and (5.29) and substitute them back in the right hand side of (5.23). The result, together with (5.4), is returned to (5.3). We then extend the resulting expression by extending \(x\) to complex values \(z\) by analytic continuation. We obtain

\begin{equation}
\frac{\Gamma(\beta)(\nu - n)_n}{\Gamma(\beta + \nu)(\nu - n)(n-1)!} z^{n-1} \sum_{l=0}^{\infty} \frac{(-1)^l}{(1 - z)^{l}} \binom{\beta - \nu + n}{l} \frac{\Gamma(k - n + \beta + \sigma + 1)(k - l)!}{\Gamma(k - n + \beta + \sigma + 1)l!} (z - 1)^l
\end{equation}

for all \(|1 - z| < 1\), \(n \in \mathbb{Z}^+\), \(\nu \notin \mathbb{Z}\), \(|\arg(1 - z)| < \pi\), \((n + \sigma - \nu) \in \mathbb{Z}^+\), Re(\(\sigma\)) > 0, Re(\(\beta + \sigma - \nu\)) > 0 and \(\beta \notin \mathbb{Z}\), where we have performed the same expansion we did above to arrive at the last term of (5.30).
We specialize for the case \( n + \sigma - \nu = m \in \mathbb{Z}^+ \) and eliminate \( \sigma \) in favor of \( n, m, \) and \( \nu, \) i.e. \( \sigma = m - n + \nu. \) The result is

\[
(5.31) \quad \frac{\Gamma(\beta)(\nu - n)}{\Gamma(\beta + m - n + \nu)(\nu - n)(n - 1)!} z^{n-1} \binom{\beta}{\nu, 1} \binom{\beta + m - n + \nu}{n} \sum_{k=0}^{m-2} \frac{(-1)^k}{k!} \Gamma(k + \beta - n + 1)(1 + \nu - n)_k \\
\times (m - 2 - k)! (1 - z)^k
\]

\[
+ \frac{(-1)^m}{\Gamma(\nu - n + 1)} (1 - z)^{m-1} \sum_{k=0}^{\infty} \frac{(\nu + \sigma - \nu)_k}{(k + \sigma - \nu + n - 1)! k!} \log(1 - z) - \psi(m + k) + \psi(m - n + \nu + k) \\
+ \psi(k + \beta + m - n) - \psi(k + 1)] (1 - z)^k
\]

for \( |1 - z| < 1, |\arg(1 - z)| < \pi, n, \nu \in \mathbb{Z}^+, \nu \notin \mathbb{Z}^+, m \in \mathbb{Z}^+ \) and \( \text{Re}(\beta) > (n - m). \) For given fixed \( n \) and \( m, \) the restrictions on the parameters may be lifted by analytic continuation. The transformation equations (5.30) and (5.31) appear to be new.

5.2.2. Case \((n + \sigma - \nu) \in \mathbb{Z}_0^\circ.\) Under this condition, the integrals converges for \( k = 0, \ldots, (\nu - \sigma - n) \) and the corresponding finite part integrals are just the regular values. Then the infinite series in the first term splits into two terms,

\[
\sum_{k=0}^{\infty} \binom{-\beta - \sigma + \nu}{k} \int_0^\infty \frac{(1 - x)^{-1} + s}{s^{-\nu + n + k}} ds
\]

\[
= \sum_{k=0}^{\nu - \sigma - n} \binom{-\beta - \sigma + \nu}{k} \int_0^\infty s^{(\nu - \sigma - n) - k} (1 - x)^{-1} + s)^{n - \nu - 1} ds
\]

\[
+ \sum_{k=0}^{\infty} \binom{-\beta - \sigma + \nu}{k + \nu - \sigma - n + 1} \int_0^\infty \frac{(1 - x)^{-1} + s)^{n - \nu - 1}}{s^{k+1}} ds
\]

where the index of summation for the remaining terms involving finite part integrals have been shifted to arrive at the second term above. The integrals in the first term are given by

\[
\int_0^\infty s^{(\nu - \sigma - n) - k} (1 - x)^{-1} + s)^{n - \nu - 1} ds = \frac{\Gamma(1 - k - n + \nu - \sigma) \Gamma(k + \sigma)}{\Gamma(1 - n + \nu)} (1 - x)^{k+\sigma},
\]

for \( k = 0, \ldots, (\nu - \sigma - n), \text{Re}(\sigma) > 0 \) and \( \text{Re}(\nu - n) > 0, \) which we obtain from (3.16) with the substitutions \( \lambda \to (-\nu + \sigma + n + k), \nu \to (-n + \nu + 1), \) and \( s \to (1 - x)^{-1}. \) The conditions \( \text{Re}(\sigma) > 0 \) and \( \text{Re}(\nu - n) > 0 \) are there to ensure integrability at infinity for all \( k \) in the given range. On the other hand, the finite part integrals in
the second term are given by

\[
\int_0^\infty \frac{((1-x)^{-1} + s)^{n-\nu-1}}{s^{k+1}} \, ds = \frac{(-1)^k (\nu + 1 - n)k}{k!} (1-x)^{k+\nu+1-n} \\
\times [-\ln(1-x) + \psi(k + 1 - \psi(k + \nu + 1 - n))]
\]

for \( k \in \mathbb{Z}_0^+ \), following from (3.29). Integrability at infinity is guaranteed with the condition \( \text{Re}(\nu - n) > 0 \) for all \( k \) in the range. Then we have

\[
\sum_{k=0}^\infty \left( -\beta - \sigma + \nu \right) \int_0^\infty \frac{((1-x)^{-1} + s)^{n-\nu-1}}{s^{\sigma+\nu+n+k}} \, ds
\]

\[
= \frac{1}{\Gamma(1-n+\nu)} \sum_{k=0}^{\nu-\sigma-n} \frac{(-1)^k}{k!} (\beta + \sigma - \nu)k \Gamma(k+\sigma) \\
\times (1+\nu - \sigma - n - k)(1-x)^{k+\sigma} \\
+ (-1)^{\nu-\sigma-n+1} \Gamma(\beta - n + 1) \sum_{k=0}^{\infty} \frac{(\beta - n + 1)_k (\nu + 1 - n)_k}{(k + \nu - \sigma - n + 1)_k!} \\
\times [-\ln(1-x) + \psi(k + 1) - \psi(k + \nu + 1 - n)] (1-x)^{k+\nu+1-n},
\]

which is valid for \( 0 < x < 1, n \in \mathbb{Z}_0^+ \), \( \text{Re}(\sigma) > 0 \) and \( \text{Re}(\nu - n) > 0 \).

Now the progenic finite part integral is still given by equation (5.25). However, since \((n + \sigma - \nu)\) is negative, \((2 - n - \sigma + \nu + k)\) is positive for all \( k = 0, 1, 2, \ldots \), so that the infinite series in the right hand side of (5.25) does not splinter in two parts as in the previous case. Then the finite part integral in the series is given by (5.27) for all \( k \). Then

\[
\int_0^1 \frac{s^{\beta-n}((1-x)^{-1} - s)^{n-\nu-1}}{(1-s)^{\beta+\sigma-\nu}} \ln(s) \, ds = (1-x)^{-(n-\nu-1)} \\
\times (-1)^{\sigma-\nu} \frac{\pi \Gamma(\beta - n + 1)}{\sin(\pi \beta) \Gamma(\beta + \sigma - \nu)} \sum_{k=0}^{\infty} \frac{(\nu + 1 - n)_k (\beta - n + 1)_k}{(1-n-\sigma+\nu+k)_k!} \\
\times [\psi(\beta - n + k + 1) - \psi(\nu - \sigma - n + 2 + k)] (1-x)^k
\]

valid for \( 0 < x < 1, \text{Re}(\beta) > (n - 1), \beta + \sigma - \nu > 0 \) and \( \beta \notin \mathbb{Z} \). Substituting equations (5.35) and (5.25) back into (5.22), we obtain

\[
\int_0^\infty \frac{s^{\beta-n}((1-x)^{-1} + s)^{n-\nu-1}}{(s + 1)^{\beta+\sigma-\nu}} \, ds = \frac{1}{\Gamma(1-n+\nu)} \sum_{k=0}^{\nu-\sigma-n} \left( -1 \right)^k \frac{(\beta + \sigma - \nu)_k}{k!} \\
\times \Gamma(k + \sigma) \Gamma(1+\nu - \sigma - n - k)(1-x)^{k+\sigma} \\
+ (-1)^{\nu-\sigma-n} \Gamma(\beta - n + 1) \sum_{k=0}^{\infty} \frac{(\beta - n + 1)_k (\nu + 1 - n)_k}{(k + \nu - \sigma - n + 1)_k!} \\
\times [-\ln(1-x) + \psi(k + 1) + \psi(k + \nu + 1 - n) \\
\quad + \psi(\beta - n + k + 1) - \psi(\nu - \sigma - n + 2 + k)] (1-x)^{k-n+\nu+1}
\]

valid under the joint conditions for (5.35) and (5.36).
We substitute (5.37), together with (5.4), back into (5.3). Extending $x$ to complex values $z$ in the result, we obtain the transformation equation

\[(5.38)\]
\[
\frac{\Gamma(n)}{\Gamma(n+\nu)(n-1)!} z^{n-1} F^3_2 \left( \begin{array}{c} \beta \nu, 1 \\ \beta + \sigma \nu, n \end{array} \mid z \right) = \frac{1}{\Gamma(n+\nu)} (1-z)^{n-\nu+1-\sigma} \times \sum_{k=0}^{\nu-\sigma-n} \frac{(-1)^k}{k!} (\beta + \sigma - \nu) k \Gamma(1 + \nu - \sigma - n - k)(1-z)^k
\]
\[+ (-1)^{\nu-\sigma-n} \frac{\Gamma(n)}{\Gamma(n+\nu)} \sum_{k=0}^{\infty} \frac{(\beta - n + 1) k (\nu + 1 - k)}{(k + \nu - \sigma + n + 1)!} \times \left[ \log(1-z) - \psi(k+1) + \psi(k+\nu+1-n) + \psi(\beta + n + k + 1) \right.
\]
\[\left. - \psi(\nu - \sigma + n + 2 + k) \right](1-z)^k \]
\[\sum_{i=0}^{n-2} \frac{1}{i!} \left[ \sum_{k=1}^{n-2} (\nu + n + 1) k \Gamma(k - n + \beta + 1 + k)! \right](z-1)^i \]

for $|1-z| < 1$, $|\arg(1-z)| < \pi$, $n \in \mathbb{Z}^+$, $\nu \notin \mathbb{Z}$, $(\nu - \sigma - n) \notin \mathbb{Z}_0^+$, $\Re(\sigma) > 0$, $\Re(\nu - \sigma) > 0$, $\Re(\beta) > (n-1)$, $\Re(\beta + \sigma - \nu) > 0$ and $\beta \notin \mathbb{Z}$, where we have performed again an expansion about $z = 1$ to obtain the last term.

We specialize with $(\nu + \sigma - n) = -m$ for $m \in \mathbb{Z}^+$ and eliminate $\sigma$ in favor of $n$, $m$ and $\nu$. Introducing the substitution $\sigma = \nu - m - n$ back into (5.38), we obtain

\[(5.39)\]
\[
\frac{\Gamma(n)}{\Gamma(n+\nu-m-n)(n-1)!} z^{n-1} F^3_2 \left( \begin{array}{c} \beta + \nu - m - n, 1 \\ \beta + \nu - m - n \end{array} \mid z \right) = \frac{(1-z)^{m-1}}{\Gamma(n+\nu)} \sum_{k=0}^{m} \frac{(-1)^k}{k!} (\beta - m - n) k (\nu - m - n) \Gamma(1 + m - k)(1-z)^k
\]
\[+ (-1)^m \frac{\Gamma(n)}{\Gamma(n+\nu)} \sum_{k=0}^{\infty} \frac{(\beta - n + 1) k (\nu + 1 - n) k}{(k + m + 1) k!} \times \left[ \log(1-z) - \psi(k+1) + \psi(k+\nu+1-n) + \psi(\beta - n + k + 1) \right.
\]
\[\left. - \psi(k+m+s) \right](1-z)^k \]
\[\sum_{i=0}^{n-2} \frac{1}{i!} \left[ \sum_{k=1}^{n-2} (\nu - n + 1) k \Gamma(k - n + \beta + 1 + k)! \right](z-1)^i \]

for $|1-z| < 1$, $|\arg(1-z)| < \pi$, $n \in \mathbb{Z}^+$, $m \in \mathbb{Z}_0^+$, $\Re(\nu) > (m+n)$ and $\Re(\beta) > (m+n)$. For a given fixed $m$ and $n$, the restrictions of the parameters $\nu$ and $\beta$ may be lifted by analytic continuation provided $\nu \notin \mathbb{Z}$. The transformation equations \((5.38)\) and \((5.39)\) appear to be new.

6. Conclusion

We have elaborated and extended the method of finite part integration in the presence of competing singularities in the complex plane, and have applied the method to Stieltjes integral representations of the Gauss function and the generalized hypergeometric function $\mathbf{F}_2$ that involve Stieltjes transforms of functions.
with complex extensions that have singularities in the complex plane. Finite-part integration of a Stieltjes integral representation of the Gauss hypergeometric function \( _2F_1 \) has led to transformation equations that reproduce known transformation equations of the Gauss function. Also new transformation equations involving the generalized hypergeometric function \( _3F_2 \) were obtained by direct finite part integration of an integral representation of \( _3F_2 \). The work here does not only extend the method of finite part integration but it also sets the framework upon which further properties of the generalized hypergeometric functions can be investigated through their generalized Stieltjes integral representations \[14, 16\]. In fact, a large class of transformation equations for the generalized hypergeometric function can already be derived by direct finite part integration of the integral representation given by \[14\]. The only hurdle to get through in performing finite part integration is the evaluation of the finite part integrals that arise. Currently our method of extracting finite parts has been limited to the application of the canonical definition of the finite part integral which may be intractable to implement under certain conditions. This calls for the development of new methods of evaluating the finite part of divergent integrals without explicit reference to the canonical definition of the finite part integral. As in regular integration where there are various methods of evaluating a convergent integral, we expect that different complementary methods may be developed to separate the finite part of divergent integrals.

**Appendix**

We derive the identity \[5.2\] using the canonical infinite series representation of the Gauss hypergeometric function written as

\[
_2F_1 \left( \frac{\nu}{n}, \frac{1}{n} \mid z \right) = \sum_{k=0}^{\infty} \frac{(\nu)_k (1)_k}{(n)_k} \frac{z^k}{k!}.
\]

Using the fact that \((1)_k = k!\) and the following identities

\[
(n)_k = \frac{\Gamma(k + n)}{\Gamma(n)}, \quad (\nu)_k = \frac{(\nu - n)_{k+n}}{(\nu - n)_n},
\]

we will obtain

\[
_2F_1 \left( \frac{\nu}{n}, \frac{1}{n} \mid z \right) = \frac{\Gamma(n)}{z^n(\nu - n)_n} \sum_{k=0}^{\infty} \frac{(\nu - n)_{k+n}}{\Gamma(k + n)} \frac{z^k}{k!}.
\]

Shifting the interval of summation, we will have

\[
_2F_1 \left( \frac{\nu}{n}, \frac{1}{n} \mid z \right) = \frac{\Gamma(n)}{z^n(\nu - n)_n} \sum_{k=n}^{\infty} \frac{(\nu - n)_{k+n}}{\Gamma(k)} z^k.
\]

Take note that

\[
\sum_{k=1}^{\infty} \frac{(\nu - n)_{k+n}}{\Gamma(k)} z^k = (\nu - n)(1 - z)^{n-\nu-1}.
\]

Extracting right-hand side of \(6.5\) from \(6.4\) will yield to

\[
_2F_1 \left( \frac{\nu}{n}, \frac{1}{n} \mid z \right) = \frac{\Gamma(n)}{z^n(\nu - n)_n} \left( \sum_{k=1}^{\infty} \frac{(\nu - n)_{k+n}}{\Gamma(k)} z^k - \sum_{k=1}^{n-1} \frac{(\nu - n)_{k+n}}{\Gamma(k)} z^k \right).
\]
Substituting (6.5) to (6.6), we obtain
\[
(6.7) \quad _2F_1\left(\nu, \frac{1}{n} \mid z\right) = \frac{\Gamma(n)}{z^n(\nu - n)_n} \left((\nu - n)(1 - z)^{n-\nu-1} z - \sum_{k=1}^{n-1} (\nu - n)_k z^k \right).
\]
Making a shift on the summation interval and factoring out some common factor will result to
\[
(6.8) \quad _2F_1\left(\nu, \frac{1}{n} \mid z\right) = \frac{\Gamma(n)(\nu - n)}{z^{n-1}(\nu - n)_n} \left((1 - z)^{n-\nu-1} - \sum_{k=0}^{n-2} (\nu - n + 1)_k z^k \right).
\]
The above equation is just the identity (5.2).
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