INFINITELY MANY SOLUTIONS FOR
A CRITICAL KIRCHHOFF TYPE PROBLEM
INVOLVING A FRACTIONAL OPERATOR

ALESSIO FISCHELLA

ABSTRACT. In this paper we deal with a Kirchhoff type problem driven by a nonlocal fractional integrodifferential operator $L_K$, that is

$$-M(\|u\|^2) L_K u = \lambda f(x, u) \left[ \int_{\Omega} F(x, u(x)) dx \right]^r + |u|^{2^* - 2} u \quad \text{in } \Omega, \quad u = 0 \quad \text{in } \mathbb{R}^n \setminus \Omega,$$

where $\Omega$ is an open bounded subset of $\mathbb{R}^n$, $M$ and $f$ are continuous functions, $\|\cdot\|$ is a functional norm, $F(x, u(x)) = \int_{0}^{u(x)} f(x, \tau) d\tau$, $2^*$ is a fractional Sobolev exponent, $\lambda$ and $r$ are real parameters. For this problem we prove the existence of infinitely many solutions, through a suitable truncation argument and exploiting the genus theory introduced by Krasnoselskii.

1. Introduction

In the last years, the interest towards nonlinear Kirchhoff type problems has grown more and more, thanks in particular to their intriguing analytical structure due to the presence of the nonlocal Kirchhoff function $M$ which makes the equation no longer a pointwise identity. In the present paper we consider the problem

$$-M(\|u\|^2) L_K u = \lambda f(x, u) \left[ \int_{\Omega} F(x, u(x)) dx \right]^r + |u|^{2^* - 2} u \quad \text{in } \Omega,$$

$$u = 0 \quad \text{in } \mathbb{R}^n \setminus \Omega,$$

where $\Omega \subset \mathbb{R}^n$ is a bounded domain, $n > 2s$, with $s \in (0, 1)$, the number $2^* = \frac{2n}{n - 2s}$ is the critical exponent of the fractional Sobolev space $H^s(\mathbb{R}^n)$, $M$ and $f$ are two continuous functions whose properties will be introduced later, $\lambda > 0$ and $r \geq 0$ are real parameters.

The main nonlocal fractional operator $L_K$ is defined for any $x \in \mathbb{R}^n$ as follows

$$L_K \varphi(x) = \frac{1}{2} \int_{\mathbb{R}^n} (\varphi(x + y) + \varphi(x - y) - 2\varphi(x)) K(y) dy,$$

along any $\varphi \in C_0^\infty(\mathbb{R}^n)$, where the kernel $K : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}^+$ is a measurable function with the properties that

$$m K \in L^1(\mathbb{R}^n), \quad \text{where } m(x) = \min\{|x|^2, 1\};$$

$$\text{there exists } \theta > 0 \text{ such that } K(x) \geq \theta |x|^{-(n+2s)} \text{ for any } x \in \mathbb{R}^n \setminus \{0\}.$$
A typical example for $K$ is given by $K(x) = \frac{2}{c(n,s)} |x|^{-(n+2s)}$, for which $\mathcal{L}_K$ coincides with the fractional Laplace operator $-(-\Delta)^s$, which may be defined by the Riesz potential, for any $x \in \mathbb{R}^n$, as

$$-(-\Delta)^s \varphi(x) = \frac{c(n,s)}{2} \int_{\mathbb{R}^n} \frac{\varphi(x+y) + \varphi(x-y) - 2\varphi(x)}{|y|^{n+2s}} dy,$$

along any $\varphi \in C_0^\infty(\mathbb{R}^n)$, where $c(n, s) > 0$ is the normalizing constant given by

$$c(n, s) = \left( \int_{\mathbb{R}^n} \frac{1 - \cos(\xi_1)}{|\xi|^{n+2s}} d\xi \right)^{-1}$$

as defined in [10] (see this paper and the references therein for further details on fractional Laplacian).

Concerning the Kirchhoff function, we suppose that $M : \mathbb{R}_0^+ \to \mathbb{R}_0^+$ is a continuous function verifying

$$\text{there exists } m_0 > 0 \text{ such that } M(t) \geq m_0 \text{ for any } t \in \mathbb{R}_0^+;$$

$$\text{there exists } \sigma \in [2, 2^*) \text{ such that } \frac{1}{2} \mathcal{M}(t) - \frac{1}{\sigma} M(t) t \geq 0 \text{ for any } t \in \mathbb{R}_0^+,$$

where $\mathcal{M}(t) = \int_0^t M(\tau) d\tau$. 

A typical Kirchhoff function verifying (1.5) and (1.6) is given by $M(t) = m_0 + m_1 t^{\sigma/2}$, with a suitable constant $m_1 \geq 0$.

Also, for problem (1.1) we assume that $f : \overline{\Omega} \times \mathbb{R} \to \mathbb{R}$ is a continuous function satisfying

$$f(x, -t) = -f(x, t) \text{ for any } (x, t) \in \overline{\Omega} \times \mathbb{R};$$

$$\text{there exist constants } a_1, a_2 > 0 \text{ and } 1 < q < \frac{2}{r+1} \text{ such that } a_1 t^{q-1} \leq f(x, t) \leq a_2 t^{q-1} \text{ for any } x \in \overline{\Omega} \text{ and } t \in [0, \infty).$$

A very simple model for the nonlinearity $f$ is given by $f(x, t) = a(x) |t|^{q-2} t$, with $a : \overline{\Omega} \to \mathbb{R}$ a continuous and non-negative map.

We note that $f(x, 0) = 0$ for any $x \in \overline{\Omega}$, by (1.7), hence the function $u \equiv 0$ is a solution for problem (1.1). However, in the main result of this paper, stated below, we prove that problem (1.1) admits infinitely many weak solutions.

**Theorem 1.1.** Let $s \in (0, 1)$, $n > 2s$, $\Omega$ be an open bounded subset of $\mathbb{R}^n$ and $r \geq 0$. Let $K : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}^+$ be a function satisfying (1.2)-(1.3), let $M : \mathbb{R}_0^+ \to \mathbb{R}_0^+$ satisfy (1.5)-(1.6) and let $f : \overline{\Omega} \times \mathbb{R} \to \mathbb{R}$ verify (1.7)-(1.8).

Then, there exists $\lambda > 0$ such that for any $\lambda \in (0, \overline{\lambda})$ problem (1.1) has infinitely many weak solutions.

The proof of Theorem 1.1 is mainly based on a variational approach combined with some classical results from the genus theory introduced by Krasnoselskii. In order to apply these results, we need a truncation argument which allow us to control from below the Euler–Lagrange functional associated to problem (1.1). Furthermore, as usual in elliptic problems involving critical nonlinearities, we must pay attention to the lack of compactness at critical level $L^{2r}(\Omega)$. To overcome this difficulty, we exploit a concentration-compactness principle proved, in the fractional framework, in [16, Theorem 5].
INFINITELY MANY SOLUTIONS FOR A CRITICAL AND FRACTIONAL KIRCHHOFF PROBLEM

The interest in studying problems like (1.1) relies not only on mathematical purposes but also on their significance in real models. For example, in the Appendix of paper [14] the authors construct a stationary Kirchhoff variational problem which models, as a special significant case, the nonlocal aspect of the tension arising from nonlocal measurements of the fractional length of the string.

Several recent papers are focused both on theoretical aspects and applications related to nonlocal fractional models. Concerning Kirchhoff type problems, in [2, 14] the authors prove existence results for problem (1.1) when \( r = 0 \).

In [14] they consider an increasing Kirchhoff function \( M \) satisfying (1.5) and, as in our paper, to solve the lack of compactness they use [16, Theorem 5]. However, to apply the concentration–compactness principle in [16], instead of (1.2)–(1.3) they use the following stronger condition

\[
\theta > 0 \text{ such that } \theta |x|^{-(n+2s)} \leq K(x) \leq 1/\theta |x|^{-(n+2s)} \text{ for any } x \in \mathbb{R}^n \setminus \{0\}.
\]

In our paper, considering the basic notions on the fractional Laplace operator \((-\Delta)^s\), we are able to avoid the requirement of this assumption.

In [2], the authors consider a degenerate Kirchhoff function \( M \), namely satisfying \( M(0) = 0 \), for problem (1.1). In this case, the approach based on the application of [16, Theorem 5] does not work. Thus, they prove the compactness of the related Euler–Lagrange functional by using the celebrated Brezis & Lieb lemma. However, as well explained in Section 3, this approach allow them to prove the existence of just one critical value for the related functional and thus to get just one solution for (1.1).

For existence of multiple solutions it is worth mentioning paper [11], where they study the following subcritical problem

\[
-M(\|u\|^2)\mathcal{L}_K u = \lambda f(x, u) \left[ \int_{\Omega} F(x, u(x))dx \right] \quad \text{in} \ \Omega, \quad u = 0 \quad \text{in} \ \mathbb{R}^n \setminus \Omega
\]

where \( M \) could also be in a degenerate setting. While in [9] and [12] the authors consider still a critical Kirchhoff problem, similar to (1.1), involving respectively the \( p(x) \)-Laplacian operator and the classical Laplace operator. As in our paper, in [9, 11, 12] the approach is mainly based on a combination of variational and topological techniques.

Inspired by the above articles, in this paper we would like to investigate the existence of infinitely many solutions for problem (1.1).

The paper is organized as follows. In Section 2 we discuss the variational formulation of the problem and introduce some topological notions. In Section 3 we prove the Palais–Smale condition for the functional related to (1.1). In Section 4 we introduce a truncation argument for our functional. In Section 5 we prove Theorem 1.1.

2. Preliminaries

Throughout this paper we assume \( s \in (0,1) \), \( n > 2s \), \( \Omega \) is an open bounded subset of \( \mathbb{R}^n \), (1.2)–(1.3), (1.5)–(1.6) and (1.7)–(1.8) without further mentioning.

Problem (1.1) has a variational structure and the suitable functional space where finding solutions will denoted by \( Z \) and it was introduced in [13] in the following way.

First, let \( X \) be the linear space of Lebesgue measurable functions \( u : \mathbb{R}^n \to \mathbb{R} \) whose restrictions to \( \Omega \) belong to \( \mathcal{L}_2(\Omega) \) and such that

\[
\text{the map } (x, y) \mapsto (u(x) - u(y))^2K(x - y) \text{ is in } \mathcal{L}_1(Q, dx dy)
\]
where \( Q = \mathbb{R}^{2n} \setminus (C \Omega \times C \Omega) \) and \( C \Omega = \mathbb{R}^{n} \setminus \Omega \). The space \( X \) is endowed with the norm
\[
\|u\|_X = \left( \|u\|_{\frac{2}{2}}^2 + \iint_Q |u(x) - u(y)|^2K(x - y)dxdy \right)^{1/2}.
\]

It is easy to see that bounded and Lipschitz functions belong to \( X \) and hence \( \|u\|_X \) is equivalent to the usual one defined in (2.1), as proved in [13, Lemma 2.1]. Note that in (2.1)–(2.3) the integrals can be extended to all \( \mathbb{R}^n \) and \( \mathbb{R}^{2n} \), since \( u = 0 \) a.e. in \( C \Omega \). From now on, in order to simplify the notation, we denote \( \langle \cdot, \cdot \rangle_Z \) and \( \| \cdot \|_Z \) by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \), respectively.

The weak formulation of (1.1) is as follows. We say that \( u \in Z \) is a weak solution of (1.1) if
\[
M(\|u\|^2) \langle u, \varphi \rangle = \lambda \int_{\Omega} f(x, u(x))\varphi(x)dx \left[ \int_{\Omega} F(x, u(x))dx \right]^r + \int_{\Omega} |u(x)|^{2^* - 2} u(x)\varphi(x)dx
\]
for all \( \varphi \in Z \).

Thanks to our assumptions on \( \Omega, M, f \) and \( K \), all the integrals in (2.4) are well defined if \( u, \varphi \in Z \). Indeed by (1.7) and (1.8), since \( f \) is continuous, we easily get
\[
a_1 |t|^q \leq f(x, t)t \leq a_2 |t|^q \quad \text{for any } (x, t) \in \Omega \times \mathbb{R},
\]
and
\[
\frac{a_1}{q} |t|^q \leq F(x, t) \leq \frac{a_2}{q} |t|^q \quad \text{for any } (x, t) \in \Omega \times \mathbb{R},
\]
hence \( F(x, u(x)) \geq 0 \) for a.a. \( x \in \Omega \) in (2.4). We also point out that the odd part of function \( K \) gives no contribution to the integral of the left-hand side of (2.4) (see [2] for details). Therefore, it would be not restrictive to assume that \( K \) is even.

According to the variational nature, weak solutions of (1.1) correspond to critical points of the associated Euler-Lagrange functional \( J_\lambda : Z \to \mathbb{R} \) defined by
\[
J_\lambda(u) = \frac{1}{2} \mathcal{M}(\|u\|^2) - \frac{\lambda}{r+1} \left[ \int_{\Omega} F(x, u(x))dx \right]^{r+1} - \frac{1}{2r} \|u\|_{2^*}^{2^*}
\]
for any \( u \in Z \).

In order to prove the multiplicity result stated in Theorem 1.1, we will use some topological results introduced by Krasnoselskii in [15]. For sake of completeness and for reader’s convenience, we recall here some basic notions on the Krasnoselskii’s genus. Let \( E \) be a Banach space and let us denote by \( \mathcal{A} \) the class of all closed subsets \( A \subset E \setminus \{0\} \) that are symmetric with respect to the origin, that is, \( u \in A \) implies \(-u \in A\).
Definition 2.1. Let $A \in A$. The Krasnoselkii’s genus $\gamma(A)$ of $A$ is defined as being the least positive integer $k$ such that there is an odd mapping $\phi \in C(A, \mathbb{R}^k)$ such that $\phi(x) \neq 0$ for any $x \in A$. If $k$ does not exist we set $\gamma(A) = \infty$. Furthermore, we set $\gamma(\emptyset) = 0$.

In the sequel we will recall only the properties of the genus that will be used throughout this work. More information on this subject may be found in the references [1, 8, 15].

Proposition 2.1. Let $E = \mathbb{R}^n$ and $\partial \Omega$ be the boundary of an open, symmetric and bounded subset $\Omega$ of $\mathbb{R}^n$ with $0 \in \Omega$. Then $\gamma(\partial \Omega) = n$.

As immediate consequence we have the following result.

Corollary 2.2. Let $S^{k-1}$ be a $k - 1$ dimensional sphere in $\mathbb{R}^k$. Then, $\gamma(S^{k-1}) = k$.

Proposition 2.3. If $K \in A$, $0 \not\in K$ and $\gamma(K) \geq 2$, then $K$ has infinitely many points.

3. The Palais–Smale condition

In this section we discuss a compactness property for the functional $\mathcal{J}_\lambda$, given by the Palais–Smale condition. For this, in order to overcome the lack of compactness due to the presence of the critical term we exploit a concentration–compactness principle, introduced in the fractional framework in [16]. However, the Palais-Smale condition for $\mathcal{J}_\lambda$ does not hold true at any level, but just under a suitable threshold, which depends also on the best fractional critical Sobolev constant defined by

$$S = \inf_{v \in H^s(\mathbb{R}^n) \setminus \{0\}} \frac{\iint_{\mathbb{R}^{2n}} |v(x) - v(y)|}{|x-y|^{n+2s}}^{1/2s}.	ag{3.1}$$

Before proving this compactness condition, we introduce the following positive constants which will help us for a better explanation

$$k_1 = \left(\frac{1}{\sigma} - \frac{1}{2^*}\right), \quad k_2 = \left(\frac{1}{r+1} - \frac{q}{\sigma} \left(\frac{a_2}{q} \right)^{r+1} - \frac{q}{\sigma} \left(\frac{a_1}{q} \right)^{r+1} \right) |\Omega|^{(2^* - 2q)/(q+1)},
\quad k_3 = k_1 \left(\frac{\theta m_0 S}{c(n, s)}\right)^{n/2s}, \quad k_4 = k_1 \left(\frac{q(r+1)k_2}{2^* k_1} \right)^{s/q(r+1)} \left(\frac{2^*}{q(r+1)} - 1\right). \tag{3.2}$$

The main result of this section is the following theorem.

Lemma 3.1. Let $\{u_j\}_{j \in \mathbb{N}}$ be a bounded sequence in $Z$ verifying

$$\mathcal{J}_\lambda(u_j) \to c \quad \text{and} \quad \mathcal{J}_\lambda'(u_j) \to 0 \quad \text{as} \quad j \to \infty,$$

with

$$c < k_3 - \lambda \frac{2^*}{q(r+1)} k_4.	ag{3.4}$$

Then, there exists $\lambda_0 > 0$ such that for any $\lambda \in (0, \lambda_0)$ we have that, up to a subsequence, $\{u_j\}_{j \in \mathbb{N}}$ is strongly convergent in $Z$.

Proof. Since the sequence $\{u_j\}_{j \in \mathbb{N}}$ is bounded in $Z$, by applying [13, Lemma 2.1] and [7, Theorem 4.9], there exists $u \in Z$ such that, up to a subsequence, it follows that

$$u_j \to u \quad \text{in} \quad Z \quad \text{and in} \quad L^{2^*}(\Omega), \quad \|u_j\| \to \alpha,$$

$$u_j \to u \quad \text{in} \quad L^q(\Omega) \quad \text{and in} \quad L^2(\Omega), \quad u_j \to u \quad \text{a.e. in} \quad \Omega, \quad |u_j| \leq h \quad \text{a.e. in} \quad \Omega.$$
for some $h \in L^q(\Omega) \cap L^2(\Omega)$.

Now, we claim that

$$\|u_j\|^2 \to \|u\|^2 \quad \text{as} \quad j \to \infty,$$

which clearly implies that $u_j \to u$ in $Z$ as $j \to \infty$. By [13, Lemma 2.1] we know that

$$\{u_j\}_{j \in \mathbb{N}}$$

is also bounded in $H^s(\Omega)$, which is the closure of $C_0^\infty(\Omega)$ in $H^s(\Omega)$ (see also [10] for further details). So, by Phrokorov’s Theorem (see [6, Theorem 8.6.2]) we may suppose that there exist two positive measures $\mu$ and $\nu$ on $\mathbb{R}^n$ such that

$$\|(-\Delta)^{s/2} u_j(x)\|^2 \to \mu \quad \text{and} \quad \|u_j(x)\|^{2^*} \to \nu$$

in $\mathcal{M}(\mathbb{R}^N)$.

Moreover, by [16, Theorem 5] we obtain an at most countable set of distinct points $\{x_i\}_{i \in J}$, non-negative numbers $\{\nu_i\}_{i \in J}$, $\{\mu_i\}_{i \in J}$ and a positive measure $\mu$ with $\text{Supp} \, \tilde{\mu} \subset \overline{\Omega}$ such that

$$\nu = \|u(x)\|^2 \, dx + \sum_{i \in J} \nu_i \delta_{x_i},$$

and

$$\mu = \|(-\Delta)^{s/2} u(x)\|^2 \, dx + \sum_{i \in J} \mu_i \delta_{x_i},$$

and

$$\nu_i \leq S^{-2^*/2} \mu_i^{2^*/2}$$

where $S$ is the best Sobolev constant given in (3.1). Now, in order to prove (3.6) we proceed by steps.

**Step 1.** Fix $i_0 \in J$. Then, we prove that either $\nu_{i_0} = 0$ or

$$\nu_{i_0} \geq \left[ \frac{\theta m_0 S}{c(n,s)} \right]^{n/2s}.$$

Let $\psi \in C_0^\infty(\mathbb{R}^n, [0,1])$ be such that $\psi \equiv 1$ in $B(0,1)$ and $\psi \equiv 0$ in $\mathbb{R}^n \setminus B(0,2)$. For any $\delta > 0$ we set $\psi_{\delta,i_0}(x) = \psi(x - x_{i_0})/\delta$. Clearly $\{\psi_{\delta,i_0} u_j\}_{j \in \mathbb{N}}$ is bounded in $Z$, and so by (3.3) it follows that $(\mathcal{J}_0^1(u_j), \psi_{\delta,i_0} u_j) \to 0$ as $j \to \infty$. From this, by applying also (1.3) we get

$$a_j(1) + \lambda \left[ \int_{\Omega} F(x, u_j(x)) \, dx \right] \int_{\Omega} f(x, u_j(x)) \psi_{\delta,i_0}(x) u_j(x) \, dx$$

$$+ \int_{\Omega} \|u_j(x)\|^{2^*} \psi_{\delta,i_0}(x) \, dx$$

$$\geq \theta M(\|u_j\|^2) \int_{\mathbb{R}^{2n}} \frac{(u_j(x) - u_j(y))(\psi_{\delta,i_0}(x) u_j(x) - \psi_{\delta,i_0}(y) u_j(y))}{|x-y|^{n+2s}} \, dxdy$$

as $j \to \infty$.

By [10, Proposition 3.6] we know that for any $v \in C_0^\infty(\Omega)$

$$\int_{\mathbb{R}^{2n}} |v(x) - v(y)|^2 \frac{|x-y|^{n+2s}}{|x-y|^{n+2s}} \, dxdy = \frac{1}{c(n,s)} \int_{\mathbb{R}^n} \left|(-\Delta)^{s/2}v(x)\right|^2 \, dx,$$

with $c(n,s)$ the dimensional constant defined in (1.4) and, by taking derivative of the above equality, for any $v, w \in C_0^\infty(\Omega)$ we obtain

$$\int_{\mathbb{R}^{2n}} \frac{(v(x) - v(y)) (w(x) - w(y))}{|x-y|^{n+2s}} \, dxdy = \frac{1}{c(n,s)} \int_{\mathbb{R}^n} \left|(-\Delta)^{s/2}v(x)(-\Delta)^{s/2}w(x)\right| \, dx.$$
Furthermore, for any \( v, w \in C_0^\infty(\Omega) \) we have
\[
(3.13) \quad (-\Delta)^{s/2}(vw) = v(-\Delta)^{s/2}w + w(-\Delta)^{s/2}v - 2I_{s/2}(v, w)
\]
where the last term is defined, in the principal value sense, as follows
\[
I_{s/2}(v, w)(x) = \text{P.V.} \int_{\mathbb{R}^n} \frac{(v(x) - v(y))(w(x) - w(y))}{|x - y|^{n+s}} dy
\]
for any \( x \in \mathbb{R}^n \). Thus, by (3.12) and (3.13) the integral in the right–hand side of (3.11) becomes
\[
\int_{\mathbb{R}^{2n}} \frac{(u_j(x) - u_j(y))(\psi_{\delta,i_0}(x)u_j(x) - \psi_{\delta,i_0}(y)u_j(y))}{|x - y|^{n+2s}} dxdy
\]
\[
= \frac{1}{c(n, s)} \int_{\mathbb{R}^n} u_j(x)(-\Delta)^{s/2}u_j(x)(-\Delta)^{s/2}\psi_{\delta,i_0}(x)dx
\]
\[
+ \frac{1}{c(n, s)} \int_{\mathbb{R}^n} (-\Delta)^{s/2}u_j(x)\left|\psi_{\delta,i_0}(x)\right|^2 dx
\]
\[
- \frac{2}{c(n, s)} \int_{\mathbb{R}^n} (-\Delta)^{s/2}u_j(x) \int_{\mathbb{R}^n} \frac{(u_j(x) - u_j(y))(\psi_{\delta,i_0}(x) - \psi_{\delta,i_0}(y))}{|x - y|^{n+s}} dxdy.
\]
By [4, Lemmas 2.8 and 2.9] we have
\[
\lim_{\delta \to 0} \lim_{j \to \infty} \left| \int_{\mathbb{R}^n} u_j(x)(-\Delta)^{s/2}u_j(x)(-\Delta)^{s/2}\psi_{\delta,i_0}(x)dx \right| = 0
\]
and
\[
\lim_{\delta \to 0} \lim_{j \to \infty} \left| \int_{\mathbb{R}^n} (-\Delta)^{s/2}u_j(x) \int_{\mathbb{R}^n} \frac{(u_j(x) - u_j(y))(\psi_{\delta,i_0}(x) - \psi_{\delta,i_0}(y))}{|x - y|^{n+s}} dxdy \right| = 0.
\]
Thus, by combining (3.14)–(3.16) and (3.7)–(3.8) we get
\[
\lim_{\delta \to 0} \lim_{j \to \infty} \left[ \int_{\mathbb{R}^{2n}} \frac{(u_j(x) - u_j(y))(\psi_{\delta,i_0}(x)u_j(x) - \psi_{\delta,i_0}(y)u_j(y))}{|x - y|^{n+2s}} dxdy \right] \geq \frac{1}{c(n, s)} \mu_{i_0}.
\]
Moreover by (2.6), for any \( j \in \mathbb{N} \) we get
\[
a_1 \|u_j\|^q \leq \int_{\Omega} F(x, u_j(x))dx \leq a_2 \|u_j\|^q,
\]
and since \( \{u_j\}_{j \in \mathbb{N}} \) is bounded in \( Z \) and \( L^q(\Omega) \) we conclude that
\[
\lim_{\delta \to 0} \lim_{j \to \infty} \left\{ \int_{\Omega} F(x, u_j(x))dx \right\} \text{ is bounded in } \mathbb{R}.
\]
While, by (2.5) and the Dominated Convergence Theorem we get
\[
\int_{B(x_{i_0}, \delta)} f(x, u_j(x))u_j(x)\psi_{\delta,i_0}(x)dx \to \int_{B(x_{i_0}, \delta)} f(x, u(x))u(x)\psi_{\delta,i_0}(x)dx \quad \text{as } j \to \infty,
\]
and so by sending \( \delta \to 0 \) we observe that
\[
\lim_{\delta \to 0} \lim_{j \to \infty} \int_{B(x_{i_0}, \delta)} f(x, u_j(x))u_j(x)\psi_{\delta,i_0}(x)dx = 0.
\]
Furthermore, by (3.7) it follows that
\[ \int_{\Omega} |u_j(x)|^2 \psi_{\delta,i_0}(x) dx \to \int_{\Omega} \psi_{\delta,i_0}(x) d\nu \quad \text{as } j \to \infty, \]
and by combining this last formula with (3.11), (3.17) and (3.19), using also (3.7), we obtain
\[ (3.20) \quad \nu_{i_0} \geq \frac{\theta M(\alpha^2)}{c(n, s)} \mu_{i_0}, \]
since \( M(\|u_j\|^2) \to M(\alpha^2) \) as \( j \to \infty \), by continuity of \( M \) and (3.5). Thus, by (1.5), (3.9) and (3.20) we have that either \( \nu_{i_0} = 0 \) or \( \nu_{i_0} \) verifies (3.10).

**Step 2. Estimate (3.10) cannot occur, hence \( \nu_{i_0} = 0 \).**

By contradiction we assume that (3.10) holds true. By (3.3) we have
\[ (3.21) \quad c = \lim_{j \to \infty} \left( \mathcal{J}_\lambda(u_j) - \frac{1}{\sigma} \langle \mathcal{J}'_\lambda(u_j), u_j \rangle \right). \]
Moreover, by (1.6), (2.5) and (2.6) we have
\[ \mathcal{J}_\lambda(u_j) - \frac{1}{\sigma} \langle \mathcal{J}'_\lambda(u_j), u_j \rangle \]
\[ \geq \frac{1}{2} \mathcal{M}(\|u_j\|^2) - \frac{1}{\sigma} M(\|u_j\|^2) \|u_j\|^2 - \frac{\lambda}{r+1} \left[ \int_{\Omega} F(x, u_j(x)) dx \right]^{r+1} + \frac{\lambda}{\sigma} \left[ \int_{\Omega} F(x, u_j(x)) dx \right]^{r} \int_{\Omega} f(x, u_j(x)) u_j(x) dx \]
\[ + \left( \frac{1}{\sigma} - \frac{1}{2^*} \right) \int_{\Omega} |u_j(x)|^{2^*} dx \]
\[ \geq \lambda \left( \frac{1}{\sigma} \left( \frac{a_1}{q} \right)^{r} a_1 - \frac{1}{r+1} \left( \frac{a_2}{q} \right)^{r+1} \right) \left[ \int_{\Omega} |u_j(x)|^q dx \right]^{r+1} + \left( \frac{1}{\sigma} - \frac{1}{2^*} \right) \int_{\Omega} \psi_{\delta,i_0}(x) |u_j(x)|^{2^*} dx, \]
since also \( 0 \leq \psi_{\delta,i_0}(x) \leq 1 \). By combining (3.21) and (3.22), using also (3.7), we get
\[ c \geq \lambda \left( \frac{q}{\sigma} \left( \frac{a_1}{q} \right)^{r+1} - \frac{1}{r+1} \left( \frac{a_2}{q} \right)^{r+1} \right) \left[ \int_{\Omega} |u(x)|^q dx \right]^{r+1} + \left( \frac{1}{\sigma} - \frac{1}{2^*} \right) \int_{\Omega} \psi_{\delta,i_0}(x) d\nu, \]
from which, by sending \( \delta \to 0 \) and by using Hölder inequality and (3.10), it follows that
\[ c \geq \lambda \left( \frac{q}{\sigma} \left( \frac{a_1}{q} \right)^{r+1} - \frac{1}{r+1} \left( \frac{a_2}{q} \right)^{r+1} \right) \left[ \frac{2^*}{2^*-q} \|u\|_{2^*}^q \right]^{r+1} + \left( \frac{1}{\sigma} - \frac{1}{2^*} \right) \|u\|_{2^*}^{2^*} + \left( \frac{1}{\sigma} - \frac{1}{2^*} \right) \left[ \frac{\theta m_0 S}{c(n, s)} \right]^{n/2s}, \]
and by (3.2)
\[ (3.23) \quad c \geq -\lambda k_2 \|u\|_{2^*}^{q(r+1)} + k_1 \|u\|_{2^*}^{2^*} + k_3. \]
Now, it is easy to see that function \( g(t) = k_1 t^{2^*} - \lambda k_2 t^{q(r+1)} \) attains its absolute minimum at point
\[
t_0 = \left( \lambda \frac{q(r+1)k_2}{2^*k_1} \right)^{\frac{1}{2^*-q(r+1)}} > 0,
\]
and after calculations
\[
g(t_0) = k_1 \left( \lambda \frac{q(r+1)k_2}{2^*k_1} \right)^{\frac{2^*}{2^*-q(r+1)}} - \lambda k_2 \left( \lambda \frac{q(r+1)k_2}{2^*k_1} \right)^{\frac{q(r+1)}{2^*-q(r+1)}} = -\lambda^{\frac{2^*}{2^*-q(r+1)}} k_4.
\]
Thus, by (3.23) we conclude that
\[
c \geq k_3 - \lambda^{\frac{2^*}{2^*-q(r+1)}} k_4,
\]
which contradicts (3.4). So, \( \nu_{t_0} = 0 \).

**Step 3.** Claim (3.6) holds true.

By considering that \( i_0 \) was arbitrary, we deduce that \( \nu_i = 0 \) for any \( i \in J \). As a consequence, from also (3.7) and (3.8) it follows that \( u_j \to u \) in \( L^{2^*}(\Omega) \) as \( j \to \infty \). Since \( \{u_j\}_{j \in \mathbb{N}} \) is bounded in \( Z \), by (3.3) it follows that \( \langle f'_\lambda(u_j), u_j - u \rangle \to 0 \) as \( j \to \infty \), that is
\[
M(\|u_j\|^2) \langle u_j, u_j - u \rangle - \lambda \left[ \int_\Omega F(x, u_j(x))dx \right]^r \int_\Omega f(x, u_j(x))(u_j(x) - u(x))dx
\]
\[
+ \int_\Omega |u_j(x)|^{2^* - 2} u_j(x)(u_j(x) - u(x))dx = o_j(1) \quad \text{as } j \to \infty.
\]
By (1.8), (3.5) and the Dominated Convergence Theorem we get
\[
\int_\Omega f(x, u_j(x))(u_j(x) - u(x))dx \to 0 \quad \text{as } j \to \infty,
\]
while by considering Hölder inequality
\[
\int_\Omega |u_j(x)|^{2^* - 2} u_j(x)(u_j(x) - u(x))dx \to 0 \quad \text{as } j \to \infty.
\]
So, by (3.24)–(3.26) and (3.18) we have
\[
M(\alpha^2)(\|u_j\|^2 - \langle u_j, u \rangle) \to 0 \quad \text{as } j \to \infty,
\]
recalling that \( M(\|u_j\|^2) \to M(\alpha^2) \) as \( j \to \infty \). From this, remembering that \( u_j \to u \) in \( Z \) and considering that \( M(\alpha^2) > 0 \) by (1.5), we conclude the proof of claim (3.6). \( \square \)

In (3.4) we stress the presence of \( m_0 \), given by (1.5). For this, the same approach used in Lemma 3.1 does not work in the degenerate framework. Indeed, if \( M \) is a continuous function satisfying \( M(0) = 0 \), we could still have positive boundedness from below (see for example condition \( (M_2) \) in [2]), but the bound is no longer uniform as in (1.5). However, problem (1.1) with a degenerate Kirchhoff function \( M \) could admit a non–trivial solution, by proceeding as in the proof of [2, Theorem 1.1]. For this, we could prove a Palais–Smale condition just at a suitable level \( c_\lambda \) defined in [2], by strongly exploiting the asymptotic condition \( \lim_{\lambda \to \infty} c_\lambda = 0 \), proved in [2, Lemma 3.3], to overcome the lack of compactness due to the presence of a critical term.
4. A TRUNCATION ARGUMENT

We note that our functional $J_\lambda$ is not bounded from below in $Z$. Indeed, by (1.6) for any $\varepsilon > 0$ there exists $\delta = \delta(\varepsilon) = M(\varepsilon)/\varepsilon^{\sigma/2}$ such that

\begin{equation}
M(t) \leq \delta t^{\sigma/2} \quad \text{for any } t \geq \varepsilon.
\end{equation}

So, by fixing $\varepsilon > 0$ in the above inequality and by using (2.6) we see that for any $u \in Z$

$$J_\lambda(tu) \leq \frac{\varepsilon}{2} \|u\|^2 - \frac{\lambda}{r+1} \left( \frac{a_1}{q} \right)^{r+1} \|u\|^{q(r+1)} - t^{2^*} \frac{1}{2^*} \|u\|_{2^*}^{2^*} \to -\infty \quad \text{as } t \to \infty,$$

since $q(r+1) < 2 \leq \sigma < 2^*$. For this in the sequel we introduce a truncation like in [3], to get a special lower bound which will be worth to construct critical values for $J_\lambda$. By (1.5), (2.6) and the fractional Sobolev inequality proved in [10, Theorem 6.5]

$$J_\lambda(u) \geq \frac{m_0}{2} \|u\|^2 - \frac{\lambda}{r+1} \left( \frac{a_2}{q} \right)^{r+1} \frac{1}{S_q^{r+1}} \|u\|^{q(r+1)} - \frac{1}{2^*} \|u\|_{2^*}^{2^*} = G_\lambda(\|u\|),$$

where we denote

$$G_\lambda(t) = \frac{m_0}{2} t^2 - \frac{\lambda}{r+1} \left( \frac{a_2}{q} \right)^{r+1} \frac{1}{S_q^{r+1}} t^{q(r+1)} - \frac{1}{2^*} t^{2^*}.$$

Now, we can take $R_1 > 0$ sufficiently small such that

$$\frac{m_0}{2} R_1^2 - \frac{1}{2^*} R_1^{2^*} > 0,$$

and we define

\begin{equation}
\lambda^* = \frac{r+1}{2} \left( \frac{q}{a_2} \right)^{r+1} \frac{S_q^{r+1}}{R_1^{q(r+1)}} \left( \frac{m_0}{2} R_1^2 - \frac{1}{2^*} R_1^{2^*} \right),
\end{equation}

so that $G_{\lambda^*}(R_1) > 0$. From this, we consider

$$R_0 = \max \{ t \in (0, R_1) : G_{\lambda^*}(t) \leq 0 \}.$$

Since by $q(r+1) < 2$ we have $G_\lambda(t) \leq 0$ for $t$ near to 0 and since also $G_{\lambda^*}(R_1) > 0$, it easily follows that $G_{\lambda^*}(R_0) = 0$.

We can choose $\phi \in C_0^\infty([0, \infty), [0, 1])$ such that $\phi(t) = 1$ if $t \in [0, R_0]$ and $\phi(t) = 0$ if $t \in [R_1, \infty)$. So, we consider the truncated functional

$$I_\lambda(u) = \frac{1}{2} M(\|u\|^2) - \frac{\lambda}{r+1} \left[ \int_{\Omega} F(x, u(x)) dx \right]^{r+1} - \phi(\|u\|) \frac{1}{2^*} \|u\|_{2^*}^{2^*}.$$

It immediately follows that $I_\lambda(u) \to \infty$ as $\|u\| \to \infty$. Hence, $I_\lambda$ is coercive and bounded from below.

Now, we prove a local Palais–Smale and a topological result for the truncated functional $I_\lambda$.

**Lemma 4.1.** There exists $\overline{\lambda} > 0$ such that for any $\lambda \in (0, \overline{\lambda})$

(i) if $I_\lambda(u) \leq 0$ then $\|u\| < R_0$ and also $J_\lambda(v) = I_\lambda(v)$ for any $v$ in a sufficiently small neighborhood of $u$;

(ii) $I_\lambda$ satisfies a local Palais–Smale condition for $c \leq 0$. 


Proof. Considering \( \lambda_0 \) and \( \lambda^* \) given respectively by Lemma 3.1 and (4.2), we choose \( \overline{\lambda} \) sufficiently small such that \( \overline{\lambda} \leq \min \{ \lambda_0, \lambda^* \} \)

\[
0 < k_3 - \overline{\lambda} \frac{2^*}{2^* - q(r+1)} k_4,
\]

with \( k_3, k_4 \) defined as in (3.2). Let \( \lambda < \overline{\lambda} \).

For proving (i) we assume that \( I_\lambda(u) \leq 0 \). When \( \|u\| \geq R_1 \), by using (1.5), (2.6), [10, Theorem 6.5] and \( \lambda < \lambda^* \), we see that

\[
I_\lambda(u) \geq \frac{m_0}{2} \|u\|^2 - \frac{\lambda^*}{r+1} \left( \frac{a_2}{q} \right)^{r+1} \frac{1}{S_q^{r+1}} \|u\|^{q(r+1)} > 0
\]

where the last inequality follows by \( q(r+1) < 2 \) and because by \( G_{\lambda^*}(R_1) > 0 \) we have

\[
\frac{m_0}{2} R_1^2 - \frac{\lambda^*}{r+1} \left( \frac{a_2}{q} \right)^{r+1} \frac{1}{S_q^{r+1}} R_1^{q(r+1)} > 0.
\]

Thus, we get the contradiction \( 0 \geq I_\lambda(u) > 0 \). When \( \|u\| < R_1 \), since \( \phi(t) \leq 1 \) for any \( t \in [0, \infty) \) and \( \lambda < \lambda^* \), we have

\[
0 \geq I_\lambda(u) \geq G_\lambda(\|u\|) \geq G_{\lambda^*}(\|u\|),
\]

and this yields \( \|u\| \leq R_0 \), by definition of \( R_0 \). Furthermore, for any \( u \in B(0, R_0/2) \) we have \( I_\lambda(u) = J_\lambda(u) \).

To prove a local Palais–Smale condition for \( I_\lambda \) at level \( c \leq 0 \), we first observe that any Palais–Smale sequences for \( I_\lambda \) must be bounded, since \( I_\lambda \) is coercive. So, since \( \lambda < \lambda_0 \) and

\[
0 < k_3 - \overline{\lambda} \frac{2^*}{2^* - q(r+1)} k_4 < k_3 - \lambda \frac{2^*}{2^* - q(r+1)} k_4,
\]

by Lemma 3.1 we have a local Palais–Smale condition for \( J_\lambda \equiv I_\lambda \) at any level \( c \leq 0 \). \( \square \)

Here we briefly recall the following eigenvalue problem

(4.3) \[ -\mathcal{L}_K u = \lambda u \quad \text{in} \ \Omega, \quad u = 0 \quad \text{in} \ \mathbb{R}^n \setminus \Omega. \]

The spectral theory related to problem (4.3) will be worth to get the next technical lemma. By [13, Proposition 2.2] we know that operator \( -\mathcal{L}_K \) possesses a divergent sequence of positive eigenvalues

\[
\lambda_1 < \lambda_2 \leq \ldots \leq \lambda_k \leq \lambda_{k+1} \leq \ldots
\]

In the sequel we will denote by \( e_k \) the eigenfunction related to the eigenvalue \( \lambda_k \), for any \( k \in \mathbb{N} \).

Lemma 4.2. For any \( \lambda > 0 \) and \( k \in \mathbb{N} \), there exists \( \varepsilon = \varepsilon(\lambda, k) > 0 \) such that

\[
\gamma(I_\lambda^{-\varepsilon}) \geq k,
\]

where \( I_\lambda^{-\varepsilon} = \{ u \in Z : I_\lambda(u) \leq -\varepsilon \} \).

Proof. Fix \( \lambda > 0 \), \( k \in \mathbb{N} \) and let us consider \( \mathbb{H}_k = \text{span} \{ e_1, \ldots, e_k \} \) the linear subspace of \( Z \) generated by the first \( k \) eigenfunctions of problem (4.3). Since \( \mathbb{H}_k \) is finite dimensional, there exists a positive constant \( c(k) \) such that

\[
c(k) \|u\|^q \leq \|u\|_q^q,
\]
for any $u \in \mathbb{H}_k$. So by using also (2.6), for any $u \in \mathbb{H}_k$ with $\|u\| \leq R_0$ we get

$$I_\lambda(u) \leq \frac{m^*}{2} \|u\|^2 - \frac{\lambda}{(r + 1)} \left( \frac{a_1 c(k)}{q} \right)^{r+1} \|u\|^{q(r+1)} \leq \frac{m^*}{2} \|u\|^2 - \frac{\lambda}{(r + 1)} \left( \frac{a_1 c(k)}{q} \right)^{r+1} \|u\|^{q(r+1)},$$

with $m^* = \max_{\tau \in [0, R_0]} M(\tau) < \infty$, by continuity of $M$. Finally, let $\rho$ and $R$ be two positive constants with

$$\rho < R < \min \left\{ R_0, \left[ \frac{\lambda}{(r + 1)} \left( \frac{a_1 c(k)}{q} \right)^{r+1} \frac{2}{m^*} \right]^{\frac{1}{q(r+1)}} \right\},$$

and let

$$S_k = \{ u \in \mathbb{H}_k : \|u\| = \rho \}.$$ Of course, $S_k$ is homeomorphic to $S^{k-1}$. Moreover for any $u \in S_k$

$$I_\lambda(u) \leq \rho^{q(r+1)} \left( \frac{m^*}{2} \rho^{2-q(r+1)} - \frac{\lambda}{(r + 1)} \left( \frac{a_1 c(k)}{q} \right)^{r+1} \right) \leq R^{q(r+1)} \left( \frac{m^*}{2} R^{2-q(r+1)} - \frac{\lambda}{(r + 1)} \left( \frac{a_1 c(k)}{q} \right)^{r+1} \right) < 0$$

where the last inequality follows by (4.4). So we can find a constant $\varepsilon > 0$ such that $I_\lambda(u) < -\varepsilon$ for any $u \in S_k$. Hence $S_k \subset I_\lambda^{-\varepsilon}$ and by monotonicity of genus and Corollary (2.2), we get $\gamma(I_\lambda^{+\varepsilon}) \geq \gamma(S_k) = k$.

$$\square$$

5. Main Result

Here we define for any $k \in \mathbb{N}$ the sets

$$\Gamma_k = \{ C \subset Z : C \text{ is closed, } C = -C \text{ and } \gamma(C) \geq k \},$$

$$K_c = \{ u \in Z : I_\lambda(u) = 0 \text{ and } I_\lambda(u) = c \},$$

and the number $c_k = \inf_{C \in \Gamma_k} \sup_{u \in C} I_\lambda(u)$. Before proving our main result, we state some crucial properties of the family of numbers $\{c_k\}_{k \in \mathbb{N}}$.

**Lemma 5.1.** For any $\lambda > 0$ and $k \in \mathbb{N}$, the number $c_k$ is negative.

**Proof.** Let $\lambda > 0$ and $k \in \mathbb{N}$. By Lemma 4.2, there exists $\varepsilon > 0$ such that $\gamma(I_\lambda^{+\varepsilon}) \geq k$. Since also $I_\lambda$ is continuous and even, $I_\lambda^{-\varepsilon} \in \Gamma_k$. From $I_\lambda(0) = 0$ we have $0 \notin I_\lambda^{-\varepsilon}$. Furthermore sup$_{u \in I_\lambda^{-\varepsilon}} I_\lambda(u) \leq -\varepsilon$. In conclusion, remembering also that $I_\lambda$ is bounded from below, we get

$$-\infty < c_k = \inf_{C \in \Gamma_k} \sup_{u \in C} I_\lambda(u) \leq \sup_{u \in I_\lambda^{-\varepsilon}} I_\lambda(u) \leq -\varepsilon < 0.$$

$$\square$$

**Lemma 5.2.** Let $\lambda \in (0, \overline{\lambda})$, where $\overline{\lambda}$ is the constant given in Lemma 4.1, and let $k \in \mathbb{N}$. If $c = c_k = c_{k+1} = \ldots = c_{k+l}$ for some $l \in \mathbb{N}$, then

$$\gamma(K_c) \geq l + 1.$$ In particular, each $c_k$ is a critical value for $I_\lambda$. 

```
Proof. Let $\lambda \in (0, \overline{\lambda})$ and $k, l \in \mathbb{N}$. Since from Lemma 5.1 we have $c = c_k = c_{k+1} = \ldots = c_{k+l}$ is negative, by Lemma 4.1 the functional $I_\lambda$ satisfies the Palais–Smale condition in $K_c$ and it easily follows that $K_c$ is compact.

If by contradiction $\gamma(K_c) \leq l$, then there exists a closed and symmetric set $U$, with $K_c \subset U$, such that $\gamma(U) \leq r$. Since $c < 0$, we can choose $U \subset I^0_{\lambda}$. By [5, Theorem 3.4] we have an odd homeomorphism $\eta : Z \to Z$ such that

$$\eta(I^{c+\delta}_\lambda - U) \subset I^{c-\delta}_\lambda$$

for some $\delta \in (0, -c)$. So, it follows that $I^{c+\delta}_\lambda \subset I^0_{\lambda}$. By definition of $c = c_{k+l}$ there exists $A \in \Gamma_{k+l}$ such that $\sup_{u \in A} I_\lambda(u) < c + \delta$, that is $A \subset I^{c+\delta}_\lambda$, and by using also (5.1)

$$\eta(A - U) \subset \eta(I^{c+\delta}_\lambda - U) \subset I^{c-\delta}_\lambda.$$  

However, by properties of genus (see [15]) we have

$$\gamma(A - U) \geq \gamma(A) - \gamma(U) \geq k,$$

and by using also monotonicity

$$\gamma(\eta(A - U)) \geq \gamma(A - U) \geq k.$$  

Hence, we get $\eta(A - U) \in \Gamma_k$ which implies

$$\sup_{u \in \eta(A - U)} I_\lambda(u) \geq c_k = c,$$

and this fact contradicts (5.2). \qed

Proof of Theorem 1.1. Let $\overline{\lambda}$ be the constant given in Lemma 4.1 and let $\lambda \in (0, \overline{\lambda})$. We can consider two cases.

If $-\infty < c_1 < c_2 < \ldots < c_k < c_{k+1} < \ldots$ where $\{c_k\}_{k \in \mathbb{N}}$ are negative, by Lemma 5.1, and critical points for $I_\lambda$, by Lemma 5.2, then by Lemma 4.1 we have infinitely many critical points for $J_\lambda$. Hence, problem (1.1) has infinitely many solutions.

If there exist $k, l \in \mathbb{N}$ such that $c_k = c_{k+1} = \ldots = c_{k+l} = c$, then $\gamma(K_c) \geq l + 1 \geq 2$ by Lemma 5.2. So, by Proposition 2.3 the set $K_c$ has infinitely many points, which are infinitely many critical points for $J_\lambda$ by Lemma 4.1. Thus again, problem (1.1) has infinitely many solutions. \qed
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