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Abstract

The Hanson-Wright inequality is an upper bound for tails of real quadratic forms in independent random variables. In this work, we extend the Hanson-Wright inequality for the Ky Fan $k$-norm for the polynomial function of the quadratic sum of random tensors under Einstein product. We decompose the quadratic tensors sum into the diagonal part and the coupling part. For the diagonal part, we can apply the generalized tensor Chernoff bound directly. But, for the coupling part, we have to apply decoupling method first, i.e., decoupling inequality to bound expressions with dependent random tensors with independent random tensors, before applying generalized tensor Chernoff bound again to get the tail probability of the Ky Fan $k$-norm of the coupling part sum of independent random tensors. At the end, the generalized Hanson-Wright inequality for the Ky Fan $k$-norm for the polynomial function of the quadratic sum of random tensors can be obtained by the combination of the bound from the diagonal sum part and the bound from the coupling sum part.

Index terms— Hanson-Wright inequality, decoupling method, Ky Fan $k$-norm, Generalized Tensor Chernoff Bound, Hermitian tensors, Einstein product.

1 Introduction

The Hanson-Wright inequality provides us an upper bound for tails of real quadratic forms in independent subgaussian random variables. We define a random variable $Y$ is a $\alpha$-subgaussian if for every $\theta > 0$, we have $\Pr(|Y| \geq \theta) \leq 2 \exp(-\frac{\theta^2}{2C^2})$. The Hanson-Wright inequality states that for any sequence of independent mean zero $\alpha$-subgaussian random variables $Y_1, \cdots, Y_n$, and any symmetric matrix $A = (a_{i,j})_{i,j \leq n}$, we have

$$\Pr \left( \left| \sum_{i,j=1}^{n} a_{i,j} (Y_i Y_j - \mathbb{E}(Y_i Y_j)) \right| \geq \theta \right) \leq 2 \exp \left( -\frac{1}{C} \min \left\{ \beta^2 \|A\|_{\text{HS}}, \beta \|A\|_{\text{OP}} \right\} \frac{\theta^2}{2} \right),$$

where $\|A\|_{\text{HS}}$ is defined as $\left( \sum_{i,j=1}^{n} |a_{i,j}|^2 \right)^{1/2}$, and $\|A\|_{\text{OP}}$ is defined as $\max_{\|y\| \leq 1} \|Ay\|_2$. The bound in Eq. (1) was essentially proved in [1] in the symmetric case and in [2] in the zero mean case. The Hanson-Wright inequality has been applied to numerous applications in high-dimensional probability and statistics, as well as in random matrix theory [3]. For example, the estimation of bound in Eq. (1) is applied to the theory of compressed sensing with circulant type matrices [4]. In [1], they applied Hanson-Wright inequality to study the concentration properties for sample covariance operators corresponding to Banach space-valued Gaussian random variables.
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Tensor was first introduced by William Ron Hamilton in 1846 and later became known to scientists through the publication of Levi-Civita’s book The Absolute Differential Calculus [5]. Because of its organized representation of data format and ability to reduce the complexity of multidimensional arrays, tensor has been gradually applied in various science and technology fields, such as physics [6], numerical computations [7], unsupervised separation of unknown mixtures of speech signals in [8, 9], multichannel signal filtering in [10], MIMO (multi-input multi-output) code-division in communication systems [11, 12], passive sensing [13, 14], network signal processing in [15] and image processing in [16]. In [17], we first attempt to generalize Hanson-Wright inequality for the maximum eigenvalue of the quadratic sum of random Hermitian tensors under Einstein product. We first prove Weyl inequality for tensors under Einstein product and apply this fact to separate the quadratic form of random Hermitian tensors into diagonal sum and coupling (non-diagonal) sum parts. For the diagonal part, we can apply Bernstein inequality to bound the tail probability of the maximum eigenvalue of the sum of independent random Hermitian tensors directly. For coupling sum part, we have to apply decoupling method first, i.e., decoupling inequality to bound expressions with dependent random Hermitian tensors with independent random Hermitian tensors, before applying Bernstein inequality again to bound the tail probability of the maximum eigenvalue of the coupling sum of independent random Hermitian tensors. Finally, the Hanson-Wright inequality for the maximum eigenvalue of the quadratic sum of random Hermitian tensors under Einstein product can be obtained by the combination of the bound from the diagonal sum part and the bound from the coupling (non-diagonal) sum part.

In this work, we generalize our previous works from [17] by considering Hanson-Wright inequality for the polynomial function of the quadratic sum of tensors. Our approach about the separation the quadratic sum into two parts: diagonal part and coupling part, is the same with the method adopted in [17], however, we have to apply the result from [23] to deal with the tail bounds analysis for the function of the random tensor sum. Our main theorem can be stated as follows.

**Theorem 1** We define a vector of random tensors \( \overline{X} \in \mathbb{C}^{(n \times I_1 \times \cdots \times I_M) \times (I_1 \times \cdots \times I_M)} \) as:

\[
\overline{X} = \begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_n
\end{bmatrix},
\]

where random Hermitian tensors \( X_i \in \mathbb{C}^{(I_1 \times \cdots \times I_M) \times (I_1 \times \cdots \times I_M)} \) are independent random positive definite tensors for \( 1 \leq i \leq n \). We also require another fixed tensor \( \overline{A} \in \mathbb{C}^{(n \times I_1 \times \cdots \times I_M) \times (n \times I_1 \times \cdots \times I_M)} \), which is defined as:

\[
\overline{A} = \begin{bmatrix}
A_{1,1} & A_{1,2} & \cdots & A_{1,n} \\
A_{2,1} & A_{2,2} & \cdots & A_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n,1} & A_{n,2} & \cdots & A_{n,n}
\end{bmatrix},
\]

where \( A_{i,j} \in \mathbb{C}^{(I_1 \times \cdots \times I_M) \times (I_1 \times \cdots \times I_M)} \) are Hermitian tensors also. We define the tensor \( D_i \) associated to diagonal part of the tensor \( \overline{A} \) as:

\[
D_i = X_i \ast_M A_{i,i} \ast_M X_i \text{ for } i \in \{1, 2, \ldots, n\};
\]

and \( C_j \) represents tensors associated to non-diagonal part of the tensor \( \overline{A} \), which is defined as:

\[
C_j = X_i \ast_M A_{i,j} \ast_M X_j \text{ for } i, j \in \{1, 2, \ldots, n\} \text{ but } i \neq j,
\]
where the index \( \jmath \) is determined by a pair of indices \( i, j \). We will assume that tensors \( \mathcal{D}_i \) and \( \mathcal{C}_j \) are positive definite tensors. For any \( i \), we also assume that

\[
\mathcal{X}_i \ast_M \left( \sum_{\ell=1, \neq i}^n \mathcal{A}_{i, \ell} \ast_M \mathcal{X}_\ell \right) = \left( \sum_{\ell=1, \neq i}^n \mathcal{A}_{i, \ell} \ast_M \mathcal{X}_\ell \right) \ast_M \mathcal{X}_i. \tag{6}
\]

Besides, we also require

\[
\left( \exp \left( t \sum_{\ell=1, \neq i}^n \mathcal{A}_{i, \ell} \ast_M \mathcal{X}_\ell \right) \right)^j \geq \exp \left( t \left( \sum_{\ell=1, \neq i}^n \mathcal{A}_{i, \ell} \ast_M \mathcal{X}_\ell \right)^j \right) \text{ almost surely for any } t > 0; \tag{7}
\]

and, given a positive real number \( R_d \), we have

\[
\lambda_{\max} (\mathcal{X}_i \ast_M \mathcal{A}_{i, i} \ast_M \mathcal{X}_i) \leq R_d \text{ almost surely for any } i \in \{1, 2, \ldots, n\}; \tag{8}
\]

and, given a positive real number \( R_c \), we also have

\[
\lambda_{\max} (\mathcal{A}_{i, \ell} \ast_M \mathcal{X}_\ell) \leq R_c \text{ almost surely for any } i, l \in \{1, 2, \ldots, n\} \text{ and } i \neq l. \tag{9}
\]

We also assume that there is a Ky Fan \( k \)-norm bound for the exponent \( j \) (positive integer) of random tensors \( \mathcal{X}_i \), which is

\[
\|\mathcal{X}_i^j\|_{(k)} \leq K_{i,j,k}, \tag{10}
\]

where \( i \in \{1, 2, \ldots, n\} \) and \( K_{i,j,k} > 0 \). Given a real polynomial \( f(x) = a_0 + a_1 x + \ldots + a_m x^m \) and assume that \( \Theta - |a_0| k = \sum_{j=1}^m \theta_j \) with \( \theta_j > 0 \), we then have

\[
\Pr \left( \left\| f \left( \mathcal{X}^T \mathcal{X} \right) \right\|_{(k)} \geq \Theta \right) \leq \sum_{j=1}^m \Pr \left( \left\| \left( \sum_{i=1}^n \mathcal{D}_i \right)^j \right\|_{(k)} \geq \frac{1}{2j} \left( \frac{\theta_j}{|a_j|} \right) \right) + \Pr \left( \left\| \left( \sum_{j=1}^{n-k} \mathcal{C}_j \right)^j \right\|_{(k)} \geq \frac{1}{2j} \left( \frac{\theta_j}{|a_j|} \right) \right)
\]

\[
\leq \sum_{j=1}^m \inf_{t > 0} e^{-2j|a_j|t} \left\{ \sum_{i=1}^n k_{i,j,k} \left[ 1 + \left( e^{n R_d t} - 1 \right) \mathbb{E} \left( \sigma_1 (\mathcal{D}_i) \right) + C_{\text{Cher}} \left( e^{n R_d t} - 1 \right) \mathbb{E} (\sigma_1 (\mathcal{D}_i)) \right] \right\}
\]

\[
+ \sum_{j=1}^m \frac{|a_j|}{2j} \left\{ \sum_{i=1}^n k_{i,j,k} \left[ 1 + \left( e^{(n-1) R_d t} - 1 \right) \mathbb{E} \left( \sigma_1 (\mathcal{A}_{i, \ell} \ast_M \mathcal{X}_\ell) \right) \right] \right\} + C_{\text{Cher}} \left( e^{(n-1) R_d t} - 1 \right) \mathbb{E} (\mathcal{A}_{i, \ell} \ast_M \mathcal{X}_\ell)) \} \right\}. \tag{11}
\]

The rest of this paper is organized as follows. In Section 2 we review tensors under Einstein product and tail bounds for the random tensors sum obtained by the marjoization approach which will be used in the later sections. In Section 3 we will first discuss Ky Fan \( k \)-norm tail probability formulation for the function of quadratic form with random tensors and develop the probability bound for the diagonal sum part. The coupling sum part will be discussed at Section 4 based on the decoupling inequality investigated in Section 4.1. The proof of the main result of this work: generalized Hanson-Wright Inequality for random tensors, is given in Section 5. Finally, concluding discussions are given by Section 6.
2 Preliminary Tensor Concepts and Generalized Tensor Bounds

2.1 Preliminary Tensor Concepts

Throughout this work, scalars are represented by lower-case letters (e.g., $d$, $e$, $f$, ...), vectors by bold-faced lower-case letters (e.g., $\mathbf{d}$, $\mathbf{e}$, $\mathbf{f}$, ...), matrices by boldfaced capitalized letters (e.g., $\mathbf{D}$, $\mathbf{E}$, $\mathbf{F}$, ...), and tensors by calligraphic letters (e.g., $\mathcal{D}$, $\mathcal{E}$, $\mathcal{F}$, ...), respectively. Tensors are multiarrays of values which are higher-dimensional generalizations from vectors and matrices. Given a positive integer $N$, let $[N] \eqdef \{1, 2, \ldots, N\}$. An order-$N$ tensor (or $N$-th order tensor) denoted by $\mathcal{X} \eqdef (x_{i_1, i_2, \ldots, i_N})$, where $1 \leq i_j = 1, 2, \ldots, I_j$ for $j \in [N]$, is a multidimensional array containing $\prod_{i=1}^{N} I_i$ entries. Let $\mathbb{C}^{I_1 \times \cdots \times I_N}$ and $\mathbb{R}^{I_1 \times \cdots \times I_N}$ be the sets of the order-$N$ $I_1 \times \cdots \times I_N$ tensors over the complex field $\mathbb{C}$ and the real field $\mathbb{R}$, respectively. For example, $\mathcal{X} \in \mathbb{C}^{I_1 \times \cdots \times I_N}$ is an order-$N$ multiarray, where the first, second, ..., and $N$-th dimensions have $I_1$, $I_2$, ..., and $I_N$ entries, respectively. Thus, each entry of $\mathcal{X}$ can be represented by $x_{i_1, \ldots, i_N}$. For example, when $N = 3$, $\mathcal{X} \in \mathbb{C}^{I_1 \times I_2 \times I_3}$ is a third-order tensor containing entries $x_{i_1, i_2, i_3}$.

Without loss of generality, one can partition the dimensions of a tensor into two groups, say $M$ and $N$ dimensions, separately. Thus, for two order-$(M+N)$ tensors: $\mathcal{X} \eqdef (x_{i_1, \ldots, i_M, j_1, \ldots, j_N}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$ and $\mathcal{Y} \eqdef (y_{i_1, \ldots, i_M, j_1, \ldots, j_N}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$, according to [13], the tensor addition $\mathcal{X} + \mathcal{Y} \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$ is given by

$$ (\mathcal{X} + \mathcal{Y})_{i_1, \ldots, i_M, j_1, \ldots, j_N} \eqdef x_{i_1, \ldots, i_M, j_1, \ldots, j_N} + y_{i_1, \ldots, i_M, j_1, \ldots, j_N}. \quad (12) $$

On the other hand, for tensors $\mathcal{X} \eqdef (x_{i_1, \ldots, i_M, j_1, \ldots, j_N}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$ and $\mathcal{Y} \eqdef (y_{j_1, \ldots, j_N, k_1, \ldots, k_L}) \in \mathbb{C}^{J_1 \times \cdots \times J_N \times K_1 \times \cdots \times K_L}$, according to [13], the Einstein product (or simply referred to as tensor product in this work) $\mathcal{X} \ast_N \mathcal{Y} \in \mathbb{C}^{I_1 \times \cdots \times I_M \times K_1 \times \cdots \times K_L}$ is given by

$$ (\mathcal{X} \ast_N \mathcal{Y})_{i_1, \ldots, i_M, k_1, \ldots, k_L} \eqdef \sum_{j_1, \ldots, j_N} x_{i_1, \ldots, i_M, j_1, \ldots, j_N} y_{j_1, \ldots, j_N, k_1, \ldots, k_L}. \quad (13) $$

Note that we will often abbreviate a tensor product $\mathcal{X} \ast_N \mathcal{Y}$ to "$\mathcal{X} \mathcal{Y}$" for notational simplicity in the rest of the paper. This tensor product will be reduced to the standard matrix multiplication as $L = M = N = 1$. Other simplified situations can also be extended as tensor–vector product ($M > 1$, $N = 1$, and $L = 0$) and tensor–matrix product ($M > 1$ and $N = L = 1$). In analogy to matrix analysis, we define some basic tensors and elementary tensor operations as follows.

**Definition 1** A tensor whose entries are all zero is called a zero tensor, denoted by $\mathcal{O}$.

**Definition 2** An identity tensor $\mathcal{I} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times J_1 \times \cdots \times J_N}$ is defined by

$$ (\mathcal{I})_{i_1, \ldots, i_N, j_1, \ldots, j_N} \eqdef \prod_{k=1}^{N} \delta_{i_k, j_k}, \quad (14) $$

where $\delta_{i_k, j_k} \eqdef 1$ if $i_k = j_k$; otherwise $\delta_{i_k, j_k} \eqdef 0$.

In order to define Hermitian tensor, the conjugate transpose operation (or Hermitian adjoint) of a tensor is specified as follows.
Definition 3: Given a tensor $\mathbf{X} \triangleq (x_{i_1, \cdots, i_M, j_1, \cdots, j_N}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$, its conjugate transpose, denoted by $\mathbf{X}^H$, is defined by

$$(\mathbf{X}^H)_{j_1, \cdots, j_N, i_1, \cdots, i_M} \triangleq x_{i_1, \cdots, i_M, j_1, \cdots, j_N}^*$$

where the star $^*$ symbol indicates the complex conjugate of the complex number $x_{i_1, \cdots, i_M, j_1, \cdots, j_N}$. If a tensor $\mathbf{X}$ satisfies $\mathbf{X}^H = \mathbf{X}$, then $\mathbf{X}$ is a Hermitian tensor.

We will use symbol $\iota$ to represent $\sqrt{-1}$.

Following definition is about unitary tensors.

Definition 4: Given a tensor $\mathbf{U} \triangleq (u_{i_1, \cdots, i_M, j_1, \cdots, j_M}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times I_1 \times \cdots \times I_M}$, if

$$\mathbf{U}^H \ast_M \mathbf{U} = \mathbf{U} \ast_M \mathbf{U}^H = \mathbb{I} \in \mathbb{C}^{I_1 \times \cdots \times I_M \times I_1 \times \cdots \times I_M},$$

then $\mathbf{U}$ is a unitary tensor.

In this work, the symbol $\mathbf{U}$ is reserved for a unitary tensor.

Definition 5: Given a square tensor $\mathbf{X} \triangleq (x_{i_1, \cdots, i_M, j_1, \cdots, j_M}) \in \mathbb{C}^{I_1 \times \cdots \times I_M \times I_1 \times \cdots \times I_M}$, if there exists $\mathbf{Y} \in \mathbb{C}^{I_1 \times \cdots \times I_M \times I_1 \times \cdots \times I_M}$ such that

$$\mathbf{Y} \ast_M \mathbf{X} = \mathbf{X} \ast_M \mathbf{Y} = \mathbb{I},$$

then $\mathbf{Y}$ is the inverse of $\mathbf{X}$. We usually write $\mathbf{Y} \triangleq \mathbf{X}^{-1}$ thereby.

We also list other crucial tensor operations here. The trace of a square tensor is equivalent to the summation of all diagonal entries such that

$$\text{Tr}(\mathbf{X}) \triangleq \sum_{1 \leq i \leq M} x_{i_1, \cdots, i_M, j_1, \cdots, j_M}.$$  

The inner product of two tensors $\mathbf{X}, \mathbf{Y} \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$ is given by

$$\langle \mathbf{X}, \mathbf{Y} \rangle \triangleq \text{Tr} (\mathbf{X}^H \ast_M \mathbf{Y}).$$

According to Eq. (19), the Frobenius norm of a tensor $\mathbf{X}$ is defined by

$$\|\mathbf{X}\| \triangleq \sqrt{\langle \mathbf{X}, \mathbf{X} \rangle}.$$  

Now, we wish to state a lemma about Ky Fan $k$-norm of two complex tensors. The Ky Fan $k$-norm of a complex tensor $\mathbf{A} \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N}$, denoted as $\|\mathbf{A}\|_{(k)}$, is the summation of the largest $k$ singular values defined as:

$$\|\mathbf{A}\|_{(k)} = \sum_{i=1}^{k} \sigma_i(\mathbf{A}),$$

where $\sigma_i(\mathbf{A})$ is the $i$-th largest singular value of the tensor $\mathbf{A}$. The singular values of a complex tensor $\mathbf{A}$ are values at the diagonal entries in the diagonal tensor of the tensor $\mathbf{A}$ after singular value decomposition (SVD), see Theorem 3.2 in [19]. We apply symbol $\sigma(\mathbf{A})$ to represent a vector with length $\min(I_1 \times \cdots \times I_M, J_1 \times \cdots \times J_N)$ that is composed of all singular values of the tensor $\mathbf{A}$.
Given two real vectors \( \mathbf{a} \) and \( \mathbf{b} \) with length \( m \), we say that the vector \( \mathbf{a} \) weakly majorizes the vector \( \mathbf{b} \), written as \( \mathbf{b} \preceq_w \mathbf{a} \), if we have

\[
\sum_{i=1}^{k} b_i^+ \leq \sum_{i=1}^{k} a_i^+ \quad \text{for} \quad k = 1, 2, \ldots, m,
\]

where \( a_i^+ \) and \( b_i^+ \) are descending sorted elements of the vectors \( \mathbf{a} \) and \( \mathbf{b} \), i.e., \( a_1^+ \geq a_2^+ \geq \ldots \geq a_k^+ \) and \( b_1^+ \geq b_2^+ \geq \ldots \geq b_k^+ \).

**Lemma 1** Given two tensors \( \mathbf{A}, \mathbf{B} \in \mathbb{C}^{I_1 \times \cdots \times I_M \times J_1 \times \cdots \times J_N} \), we have

\[
\sigma(\mathbf{A} + \mathbf{B}) \preceq_w \sigma(\mathbf{A}) + \sigma(\mathbf{B});
\]

and

\[
\|\mathbf{A} + \mathbf{B}\|_{(k)} \leq \|\mathbf{A}\|_{(k)} + \|\mathbf{B}\|_{(k)}.
\]

**Proof:** From Theorem 3.2 in [19], we will have corresponding matrices \( \mathbf{A} \) and \( \mathbf{B} \) to tensors \( \mathbf{A} \) and \( \mathbf{B} \), respectively. Since sets of singular values of tensors \( \mathbf{A} \) and \( \mathbf{B} \) agree with sets of singular values of matrices \( \mathbf{A} \) and \( \mathbf{B} \), we have Eq. (23) from Theorem G.1.d. in [20].

Eq. (24) is true from the definition of Eq. (23) and Ky Fan \( k \)-norm definition provided by Eq. (21).

From Theorem 5.2 in [21], every Hermitian tensor \( \mathcal{H} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N} \) has following decomposition

\[
\mathcal{H} = \sum_{i=1}^{r} \lambda_i \mathbf{U}_i \ast \mathbf{U}_i^H, \quad \text{with} \quad \langle \mathbf{U}_i, \mathbf{U}_j \rangle = 1 \quad \text{and} \quad \langle \mathbf{U}_i, \mathbf{U}_j \rangle = 0 \quad \text{for} \quad i \neq j,
\]

where \( \lambda_i \in \mathbb{R}, \mathbf{U}_i \in \mathbb{C}^{I_1 \times \cdots \times I_N \times 1} \) and \( \mathbf{U}_i \in \mathbb{C}^{1 \times I_1 \times \cdots \times I_N} \). The values \( \lambda_i \) are named as *Hermitian eigenvalues*, and the value of \( r \) will be \( I_1 \times \cdots \times I_N \), if we count multiplicities of \( \lambda_i \).

Consider a function \( f : \mathbb{R} \to \mathbb{R} \), we define a map on diagonal tensors by applying the function to each diagonal entry. We can extend \( f \) to a function on a Hermitian tensor \( \mathcal{H} \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N} \) using the eigenvalue decomposition:

\[
f(\mathcal{H}) \overset{\text{def}}{=} \mathbf{U} \ast \mathbf{N} f(\mathbf{S}) \ast \mathbf{N} \mathbf{U}^H,
\]

where \( \mathcal{H} \) can be expressed as \( \mathcal{H} = \mathbf{U} \ast \mathbf{N} \mathbf{S} \ast \mathbf{N} \mathbf{U}^H \) via SVD from Theorem 3.2 in [19]. The spectral mapping theorem says that each eigenvalue of \( f(\mathcal{H}) \) is equal to \( f(\lambda) \) for some eigenvalue of the tensor \( \mathcal{H} \). From Eq. (26), we have the following relationship:

\[
f(x) \leq g(x) \quad \text{for} \quad x \in [a, b] \Rightarrow f(\mathcal{H}) \leq g(\mathcal{H}) \quad \text{when the eigenvalue of} \ \mathcal{H} \ \text{within} \ [a, b],
\]

where \( f(\mathcal{H}) \leq g(\mathcal{H}) \) indicates that the tensor obtained by \( g(\mathcal{H}) - f(\mathcal{H}) \) is a nonnegative definite tensor, i.e., all eigenvalues of the tensor \( g(\mathcal{H}) - f(\mathcal{H}) \) are nonnegative.

We will present a lemma about a tensor inequality in the sense of tensor definitess.

**Lemma 2** Given two positive definite tensors \( \mathbf{A} \) and \( \mathbf{B} \) with \( n \geq 1 \), we have

\[
\|(\mathbf{A} + \mathbf{B})^n\|_{(k)}^{1/n} \leq \|\mathbf{A}^n\|_{(k)}^{1/n} + \|\mathbf{B}^n\|_{(k)}^{1/n}.
\]

**Proof:** From unfolding operation provided by Sec. 2.2 in [19], the given two positive definite tensors \( \mathbf{A} \) and \( \mathbf{B} \) will be transformed into two positive definite matrices \( \mathbf{A} \) and \( \mathbf{B} \), this lemma is proved from Corollary 3.17 in [22] since Ky Fan \( k \)-norm is an unitary invariant norm.
2.2 Generalized Tail Bounds for Random Tensors Sum

From our previous work \cite{23}, we have following theorem about generalized tensor Chernoff bound. We restate this bound by the following theorem.

**Theorem 2 (Generalized Tensor Chernoff Bound)** Consider a sequence \( \{X_j \in \mathbb{C}^{I_1 \times \cdots \times I_N \times I_1 \times \cdots \times I_N} \} \) of independent, random, Hermitian tensors. Let \( g \) be a polynomial function with degree \( n \) and nonnegative coefficients \( a_0, a_1, \cdots, a_n \) raised by power \( s \geq 1 \), i.e., \( g(x) = (a_0 + a_1 x + \cdots + a_n x^n)^s \) with \( s \geq 1 \). Suppose following condition is satisfied:

\[
g \left( \exp \left( t \sum_{j=1}^{m} X_j \right) \right) \geq \exp \left( t g \left( \sum_{j=1}^{m} X_j \right) \right) \text{ almost surely,} \tag{29}
\]

where \( t > 0 \). Moreover, we require

\[
X_i \geq O \quad \text{and} \quad \lambda_{\max}(X_j) \leq R \quad \text{almost surely.} \tag{30}
\]

Then we have the following inequality:

\[
\Pr \left( \left\| g \left( \sum_{j=1}^{m} X_j \right) \right\|_{(k)} \geq \theta \right) \leq (n+1)^{s-1} \inf_{t>0} e^{-\theta t} \cdot \left\{ k a_0 + \sum_{l=1}^{n} \sum_{j=1}^{m} \frac{k a_l^{l s}}{n} \left[ 1 + \left( e^{m l s R t} - 1 \right) \mathbb{E} \left[ \sigma_1(X_j) \right] + C_{\text{Cher}} \left( e^{m l s R t} - 1 \right) \Xi(X_j) \right] \right\}, \tag{31}
\]

where \( C_{\text{Cher}} \) is a constant. We use \( X^* \) to represent a tensor obtained by taking complex conjugate of each entry of the tensor \( X \). Let \( x_{i,j} \) and \( y_{i,j} \) are entries of matrices obtained from unfolded random real tensors \( \frac{X + X^*}{2} - \mathbb{E} \left( \frac{X + X^*}{2} \right) \) and \( \frac{X - X^*}{2} - \mathbb{E} \left( \frac{X - X^*}{2} \right) \), respectively. The matrices from unfolded tensors are obtained by the method presented in Section 2.2 \cite{19}. For notation simplicity, the term \( \Xi(X) \) is defined as

\[
\Xi(X) \overset{\text{def}}{=} \left[ \max_i \left( \sum_j \mathbb{E}x_{i,j}^2 \right)^{1/2} + \max_j \left( \sum_i \mathbb{E}x_{i,j}^2 \right)^{1/2} + \left( \sum_{i,j} \mathbb{E}x_{i,j}^4 \right)^{1/4} \right] + \left[ \max_i \left( \sum_j \mathbb{E}y_{i,j}^2 \right)^{1/2} + \max_j \left( \sum_i \mathbb{E}y_{i,j}^2 \right)^{1/2} + \left( \sum_{i,j} \mathbb{E}y_{i,j}^4 \right)^{1/4} \right]. \tag{32}
\]

3 Function of Quadratic Form for Random Tensors and Diagonal Part

In this section, we will first discuss Ky Fan \( k \)-norm tail probability formulation for the function of quadratic form with random tensors in Section 3.1. The probability bound for the diagonal sum part will be presented by Section 3.2. The coupling sum part will be discussed at next Section 4.
3.1 Quadratic Form Partition

We define a vector of random tensors \( \overline{X} \in \mathbb{R}^{(n \times I_1 \times \cdots \times I_M) \times (I_1 \times \cdots \times I_M)} \) as:

\[
\overline{X} = \begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_n
\end{bmatrix},
\]

where random Hermitian tensors \( X_i \) are independent random tensors. We also require another fixed tensor \( \overline{A} \in \mathbb{R}^{(n \times I_1 \times \cdots \times I_M) \times (n \times I_1 \times \cdots \times I_M)} \), which is defined as:

\[
\overline{A} = \begin{bmatrix}
A_{1,1} & A_{1,2} & \cdots & A_{1,n} \\
A_{2,1} & A_{2,2} & \cdots & A_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n,1} & A_{n,2} & \cdots & A_{n,n}
\end{bmatrix},
\]

where \( A_{i,j} \in \mathbb{R}^{(I_1 \times \cdots \times I_M) \times (I_1 \times \cdots \times I_M)} \) are Hermitian tensors also.

By independence, we can represent \( \overline{X}^T \overline{A} \overline{X} \) as

\[
\overline{X}^T \overline{A} \overline{X} = \sum_{i=1,j=1}^{n} X_i \ast_M A_{i,j} \ast_M X_j
\]

\[
= \sum_{i=1}^{n} X_i \ast_M A_{i,i} \ast_M X_i + \sum_{1 \leq i \neq j \leq n} X_i \ast_M A_{i,j} \ast_M X_j
\]

\[
= \sum_{i=1}^{n} D_i + \sum_{j=1}^{n^2-n} C_j,
\]

where \( D_i \) represents tensors related to diagonal part of the tensor \( \overline{A} \), which is defined as:

\[
D_i = X_i \ast_M A_{i,i} \ast_M X_i;
\]

and \( C_j \) represents tensors related to non-diagonal part of the tensor \( \overline{A} \), which is defined as:

\[
C_j = X_i \ast_M A_{i,j} \ast_M X_j.
\]

We will assume that tensors \( D_i \) and \( C_j \) are positive definite tensors. We further assume that

\[
X_i \ast_M \left( \sum_{\ell=1,\neq i}^{n} A_{i,\ell} \ast_M X_\ell \right) = \left( \sum_{\ell=1,\neq i}^{n} A_{i,\ell} \ast_M X_\ell^{(2)} \right) \ast_M X_i.
\]
Given a polynomial \( f(x) = a_0 + a_1 x + a_2 x^2 + \ldots + a_m x^m \) with real coefficients, we have

\[
\| f \left( \mathbf{x}^\top \mathbf{A} \mathbf{x} \right) \|_k = \left\| a_0 I + a_1 \left( \sum_{i=1}^n D_i + \sum_{j=1}^{n^2-n} C_j \right) \right\|_k \\
+ \ldots + a_m \left( \sum_{i=1}^n D_i + \sum_{j=1}^{n^2-n} C_j \right)^m \right\|_k \\
\leq |a_0| k + |a_1| \left\| \sum_{i=1}^n D_i + \sum_{j=1}^{n^2-n} C_j \right\|_k + |a_2| \left\| \left( \sum_{i=1}^n D_i + \sum_{j=1}^{n^2-n} C_j \right)^2 \right\|_k \\
+ \ldots + |a_m| \left( \sum_{i=1}^n D_i + \sum_{j=1}^{n^2-n} C_j \right)^m \right\|_k.
\] (39)

Then, we can have the following tail probability bound for \( \| f \left( \mathbf{x}^\top \mathbf{A} \mathbf{x} \right) \|_k \) based on Eq. (39). This bound can be expressed as

\[
\Pr \left( \left\| f \left( \mathbf{x}^\top \mathbf{A} \mathbf{x} \right) \right\|_k \geq \Theta \right) = \Pr \left( \left\| f \left( \mathbf{x}^\top \mathbf{A} \mathbf{x} \right) \right\|_k \geq |a_0| k \geq \Theta - |a_0| k \right) \\
\leq \sum_{j=1}^m \Pr \left( |a_j| \left\| \left( \sum_{i=1}^n D_i + \sum_{j=1}^{n^2-n} C_j \right)^j \right\|_k \geq \theta_j \right)
\] (40)
where we assume that $\Theta - |a_0| k = \sum_{j=1}^{m} \theta_j$ with $\theta_j > 0$. For any $|a_j| \neq 0$\footnote{If any $|a_j| = 0$, the summation of Eq. (40) will skip the terms with $|a_j| = 0$.} we have the following inequality:

$$\Pr \left( |a_j| \left\| \left( \sum_{i=1}^{n} D_i + \sum_{j=1}^{n^2-n} C_j \right) \right\|_{(k)} \geq \theta_j \right) = \Pr \left( \left\| \left( \sum_{i=1}^{n} D_i + \sum_{j=1}^{n^2-n} C_j \right)^{j} \right\|_{(k)} \geq \frac{\theta_j}{|a_j|} \right)$$

$$= \Pr \left( \left\| \left( \sum_{i=1}^{n} D_i + \sum_{j=1}^{n^2-n} C_j \right)^{j/2} \right\|_{(k)} \geq \left( \frac{\theta_j}{|a_j|} \right)^{1/2} \right)$$

$$\leq 1 \Pr \left( \left\| \left( \sum_{i=1}^{n} D_i \right)^{j/2} \right\|_{(k)} \geq \frac{1}{2} \left( \frac{\theta_j}{|a_j|} \right)^{1/2} \right)$$

$$+ \Pr \left( \left\| \left( \sum_{j=1}^{n^2-n} C_j \right)^{j/2} \right\|_{(k)} \geq \frac{1}{2} \left( \frac{\theta_j}{|a_j|} \right)^{1/2} \right),$$

where we utilize Lemma 2 again in the inequality $\leq 1$ since we have

$$\left\| \left( \sum_{i=1}^{n} D_i + \sum_{j=1}^{n^2-n} C_j \right)^{j/2} \right\|_{(k)} \leq \left\| \left( \sum_{i=1}^{n} D_i \right)^{j/2} \right\|_{(k)} + \left\| \left( \sum_{j=1}^{n^2-n} C_j \right)^{j/2} \right\|_{(k)}. \quad (42)$$

### 3.2 Diagonal Part of Random Tensors Sum

From Eqs. (39) and (41), random tensors involving diagonal part of the tensor $\bar{A}$ are $\left( \sum_{i=1}^{n} D_i \right)^j$ for $j = 1, 2, \ldots, m$, we can apply Theorem 2 to get the following lemma about the tail probability of the random tensor $\left( \sum_{i=1}^{n} D_i \right)^j$.

**Lemma 3 (Bound for $\left( \sum_{i=1}^{n} D_i \right)^j$)** Consider a sequence $\{D_i \in \mathbb{C}^{I_1 \times \cdots \times I_M \times I_1 \times \cdots \times I_M} \}$ of independent, random, positive definite tensors. Let $g(x)$ be a polynomial function with degree $j$ as $g(x) = x^j$. Suppose following condition is satisfied:

$$\left( \exp \left( t \sum_{i=1}^{n} D_i \right) \right)^j \geq \exp \left( t \left( \sum_{i=1}^{n} D_i \right)^j \right) \quad \text{almost surely}, \quad (43)$$
where \( t > 0 \). Moreover, we require
\[
\lambda_{\text{max}}(D_i) \leq R_d \quad \text{almost surely.} 
\] (44)

Then we have the following inequality:
\[
\Pr \left( \left\| \sum_{i=1}^{n} D_i \right\|^{(k)} \geq \frac{\theta_j}{2^j |a_j|} \right) \leq \inf_{t > 0} e^{-\frac{\theta_j t}{|a_j|}} \left\{ \sum_{i=1}^{n} \frac{k}{n} \left[ 1 + (e^{nR_d t} - 1) \mathbb{E}(\sigma_1(D_i)) \right] + C_{\text{Cher}} (e^{nR_d t} - 1) \Xi(D_i) \right\}, \tag{45}
\]

where \( C_{\text{Cher}} \) is a constant and \( \Xi(D_i) \) is determined by Eq. (32).

4 Coupling Sum of Random Tensors

The purpose of this section is to consider the tail probability bound for
\[
\left\| \sum_{i=1}^{n} C_j \right\|^{(k)} \quad \text{in Section 4.2.}
\]

However, different from \( D_i \), the random tensors among \( C_j \) are not independent. In Section 4.1, we will present a decoupling inequality for function of random tensors. This decoupling inequality will help us to derive the tail bound for the random tensor summation \( \left\| \sum_{j=1}^{n^2-n} C_j \right\|^{(k)} \) in Section 4.2.

4.1 Decoupling Inequality for Tail Probability

Before presenting the decoupling inequality for dependent random tensors, we have to prepare several lemmas first.

**Lemma 4** Let \( \mathcal{X}, \mathcal{Y} \) be two independent and identically distributed random Hermitian tensors with \( \mathbb{E}(\mathcal{X}) = \mathbb{E}(\mathcal{Y}) = \mathcal{O} \). Then
\[
\Pr \left( \left\| \mathcal{X} \right\|^{(k)} \geq \theta \right) \leq 3 \Pr \left( \left\| \mathcal{X} + \mathcal{Y} \right\|^{(k)} \geq \frac{2\theta}{3} \right), \tag{46}
\]

where \( \theta > 0 \).

**Proof:** Let \( \mathcal{Z} \) be another independent and identically distributed random Hermitian tensors compared to random Hermitian tensors \( \mathcal{X}, \mathcal{Y} \) with \( \mathbb{E}(\mathcal{Z}) = \mathcal{O} \). Then, we have
\[
\Pr \left( \left\| \mathcal{X} \right\|^{(k)} \geq \theta \right) = \Pr \left( \left\| (\mathcal{X} + \mathcal{Y}) + (\mathcal{X} + \mathcal{Z}) - (\mathcal{Y} + \mathcal{Z}) \right\|^{(k)} \geq 2\theta \right) \\
\leq \Pr \left( \left\| \mathcal{X} + \mathcal{Y} \right\|^{(k)} \geq \frac{2\theta}{3} \right) + \Pr \left( \left\| \mathcal{X} + \mathcal{Z} \right\|^{(k)} \geq \frac{2\theta}{3} \right) \\
\quad + \Pr \left( \left\| \mathcal{Y} + \mathcal{Z} \right\|^{(k)} \geq \frac{2\theta}{3} \right) \\
= 3 \Pr \left( \left\| \mathcal{Y} + \mathcal{Z} \right\|^{(k)} \geq \frac{2\theta}{3} \right). \tag{47}
\]
\[\square\]
Lemma 5 Let $\mathcal{X} \in \mathcal{B}$, where $\mathcal{B}$ is the Banach space with spectral norm, be any zero mean random Hermitian tensor. Then for all non-random Hermitian tensor $A$ same dimensions with $\mathcal{X}$ and $\|A\|_{(k)} > 0$, we have

\[
\Pr\left(\|A + \mathcal{X}\|_{(k)} \geq \|A\|_{(k)}\right) \geq \frac{1}{4} \inf_{f \in F} \frac{(\mathbb{E}(f(\mathcal{X})))^2}{\mathbb{E}(f^2(\mathcal{X}))},
\]

(48)

where $F$ is the family of linear functionals on $\mathcal{B}$.

Proof: Note that if $x$ is a random variable with $\mathbb{E}x = 0$, then we have $\Pr(x \geq 0) \geq \frac{1}{4} \frac{(\mathbb{E}|x|^2)^2}{\mathbb{E}(x^4)}$. From this fact, we have

\[
\Pr(f(\mathcal{X}) \geq 0) \geq \frac{1}{4} \frac{(\mathbb{E}(f(\mathcal{X})))^2}{\mathbb{E}(f^2(\mathcal{X}))}.
\]

(49)

If $f \in F$ (norming functional) is such that $f(A) = \|A\|_{(k)}$ and $\|f\|_{\mathcal{B}'} = 1$ is the function norm with respect to the dual space of $\mathcal{B}$, denoted as $\mathcal{B}'$, we have $\{\|A + \mathcal{X}\|_{(k)} \geq \|A\|_{(k)}\}$ contains $\{f(A + \mathcal{X}) \geq f(A)\} = \{f(\mathcal{X}) \geq 0\}$. □

Lemma 6 Let $A_{i_1}, A_{i_2}, A_{i_3}, \ldots, A_{i_n}, B$ be non-random Hermitian tensors, and let $\{\beta_i\}$ be a sequence of independent and symmetric Bernoulli random variables, that is $\Pr(\beta_i = 1) = \Pr(\beta_i = -1) = \frac{1}{2}$. Then, we have

\[
\Pr\left(\left\|B + \sum_{j=1}^{m} \sum_{1 \leq i_1 \neq i_2 \neq \ldots \neq i_j \leq n} A_{i_1, i_2, \ldots, i_j} \beta_{i_1} \beta_{i_2} \ldots \beta_{i_j}\right\|_{(k)} \geq \|B\|_{(k)}\right) \geq C_m
\]

(50)

where $C_m$ is a constant depend on $A_{i_1}, A_{i_2}, A_{i_3}, \ldots, A_{i_n}$, but independent of $B$.

Proof: By setting $\mathcal{X} = \sum_{j=1}^{m} \sum_{1 \leq i_1 \neq i_2 \neq \ldots \neq i_j \leq n} A_{i_1, i_2, \ldots, i_j} \beta_{i_1} \beta_{i_2} \ldots \beta_{i_j}$ and $A = B$ in Lemma 5, this lemma is proved. □

We are ready to present the main Theorem in this section about the bounds on the tail probability by the decoupling inequality.

Theorem 3 Let $\{\mathcal{X}_i\}$ be a sequence of independent random tensors and $\{\mathcal{X}_i^{(j)}\}$, $j = 1, 2 \ldots, m$, be $m$ independent copies of $\{\mathcal{X}_i\}$. Also let $f_{i_1, i_2, \ldots, i_m}$ be families of tensor-valued function of $m$ variables. Then, for all $n \geq m \geq 2$ and $\theta > 0$, there exists a constant $D_m$ depending on $m$ only so that

\[
\Pr\left(\left\|\sum_{1 \leq i_1 \neq i_2 \neq \ldots \neq i_m \leq n} f_{i_1, i_2, \ldots, i_m} \left(\mathcal{X}_i^{(1)}, \mathcal{X}_i^{(2)}, \ldots, \mathcal{X}_i^{(m)}\right)\right\|_{(k)} > \theta\right)
\]

\[
\leq D_m \Pr\left(D_m \left\|\sum_{1 \leq i_1 \neq i_2 \neq \ldots \neq i_m \leq n} f_{i_1, i_2, \ldots, i_m} \left(\mathcal{X}_i^{(1)}, \mathcal{X}_i^{(2)}, \ldots, \mathcal{X}_i^{(m)}\right)\right\|_{(k)} > \theta\right).
\]

(51)

Proof:

The proof shown here is obtained by applying the argument used in the proof of the bound in the bivariate case followed by an inductive argument.
Let \( \{ \rho_i \} \) be a sequence of independent and symmetric Bernoulli random variables independent of random Hermitian tensors \( \{ \mathcal{X}_i^{(1)} \}, \{ \mathcal{X}_i^{(2)} \} \). Let \((\mathcal{Z}^{(1)}, \mathcal{Z}^{(2)}) = (\mathcal{X}^{(1)}, \mathcal{X}^{(2)})\) if \( \rho_i = 1 \), and \((\mathcal{Z}^{(1)}, \mathcal{Z}^{(2)}) = (\mathcal{X}^{(2)}, \mathcal{X}^{(1)})\) if \( \rho_i = -1 \). If \( m = 2 \), we have

\[
2^2 f_{i_1,i_2} \left( \mathcal{Z}_{i_1}^{(1)}, \mathcal{Z}_{i_2}^{(2)} \right) = (1 + \rho_{i_1})(1 + \rho_{i_2}) f_{i_1,i_2} \left( \mathcal{X}_{i_1}^{(1)}, \mathcal{X}_{i_2}^{(2)} \right) + (1 + \rho_{i_1})(1 - \rho_{i_2}) f_{i_1,i_2} \left( \mathcal{X}_{i_1}^{(1)}, \mathcal{X}_{i_2}^{(1)} \right) \\
+ (1 - \rho_{i_1})(1 + \rho_{i_2}) f_{i_1,i_2} \left( \mathcal{Z}_{i_1}^{(2)}, \mathcal{Z}_{i_2}^{(2)} \right) + (1 - \rho_{i_1})(1 - \rho_{i_2}) f_{i_1,i_2} \left( \mathcal{Z}_{i_1}^{(2)}, \mathcal{Z}_{i_2}^{(1)} \right),
\]

where the sign + is selected if the superscript of \( \mathcal{X}_i \) agrees with that of \( \mathcal{Z}_i \), and the sign − is selected if the superscript of \( \mathcal{X}_i \) disagrees with that of \( \mathcal{Z}_i \). We set \( S_{n,2} \) as

\[
S_{n,2} = \sum_{1 \leq i_1 \neq i_2 \leq n} \left[ (1 + \rho_{i_1})(1 + \rho_{i_2}) f_{i_1,i_2} \left( \mathcal{X}_{i_1}^{(1)}, \mathcal{X}_{i_2}^{(2)} \right) + (1 + \rho_{i_1})(1 - \rho_{i_2}) f_{i_1,i_2} \left( \mathcal{X}_{i_1}^{(1)}, \mathcal{X}_{i_2}^{(1)} \right) \\
+ (1 - \rho_{i_1})(1 + \rho_{i_2}) f_{i_1,i_2} \left( \mathcal{Z}_{i_1}^{(2)}, \mathcal{Z}_{i_2}^{(2)} \right) + (1 - \rho_{i_1})(1 - \rho_{i_2}) f_{i_1,i_2} \left( \mathcal{Z}_{i_1}^{(2)}, \mathcal{Z}_{i_2}^{(1)} \right) \right].
\]

If we define \( \mathcal{P}_2 \) as a realization of \( \mathcal{X}_i^{(1)} \) and \( \mathcal{X}_i^{(2)} \) for \( 1 \leq i \leq n \), we have

\[
S_{n,2} = 2^2 \sum_{1 \leq i_1 \neq i_2 \leq n} \mathbb{E} \left( f_{i_1,i_2} \left( \mathcal{Z}_{i_1}^{(1)}, \mathcal{Z}_{i_2}^{(2)} \right) \mid \mathcal{P}_2 \right),
\]

For \( m > 2 \) and any \( 1 \leq l_1, l_2, \ldots, l_m \leq 2 \), we have

\[
2^m f_{1,...,i_m} \left( \mathcal{Z}_{i_1}^{(l_1)}, \ldots, \mathcal{Z}_{i_m}^{(l_m)} \right) = \sum_{1 \leq j_1, \ldots, j_m \leq 2} (1 \pm (l_1,j_1) \rho_{i_1}) \cdots (1 \pm (l_m,j_m) \rho_{i_m}) f_{i_1,...,i_m} \left( \mathcal{X}_{i_1}^{(j_1)}, \ldots, \mathcal{X}_{i_m}^{(j_m)} \right),
\]

where \( \pm (l_p,j_p) \) is + if \( l_p = J_p \), and \( \pm (l_p,j_p) \) is − if \( l_p \neq J_p \) for \( p = 1, 2, \ldots, m \). Then the extension of \( S_{n,2} \) becomes

\[
S_{n,m} = \sum_{1 \leq i_1 \neq \cdots \neq i_m \leq n} \sum_{1 \leq j_1, \ldots, j_m \leq 2} f_{i_1,...,i_m} \left( \mathcal{X}_{i_1}^{(j_1)}, \ldots, \mathcal{X}_{i_m}^{(j_m)} \right),
\]

and we also can express \( S_{n,m} \) in terms of \( \mathcal{P}_2 \) as

\[
S_{n,m} = 2^m \sum_{1 \leq i_1 \neq \cdots \neq i_m \leq n} \mathbb{E} \left( f_{i_1,...,i_m} \left( \mathcal{Z}_{i_1}^{(l_1)}, \ldots, \mathcal{Z}_{i_m}^{(l_m)} \right) \mid \mathcal{P}_2 \right).
\]
From Lemma 5 we have

\[
\Pr \left( \left\| \sum_{1 \leq i_1 \ldots, i_m \leq n} f_{i_1, \ldots, i_m} (X_{i_1}^{(1)}, \ldots, X_{i_m}^{(1)}) \right\|_{(k)} \geq \theta \right) \leq 
\]

\[
3\Pr \left( 3 \left\| \sum_{1 \leq i_1 \ldots, i_m \leq n} f_{i_1, \ldots, i_m} (X_{i_1}^{(1)}, \ldots, X_{i_m}^{(1)}) \right\|_{(k)} \geq 2\theta \right) = 
\]

\[
3\Pr \left( 3 \left\| S_{n,m} + \sum_{1 \leq i_1 \ldots, i_m \leq n} f_{i_1, \ldots, i_m} (X_{i_1}^{(1)}, \ldots, X_{i_m}^{(1)}) \right\|_{(k)} \geq 2\theta \right) \leq 
\]

\[
3\Pr \left( 3 \left\| S_{n,m} \right\|_{(k)} \geq \theta \right) + 
\]

\[
3\Pr \left( 3 \left\| \sum_{1 \leq i_1 \ldots, i_m \leq n} f_{i_1, \ldots, i_m} (X_{i_1}^{(j_1)}, \ldots, X_{i_m}^{(j_m)}) \right\|_{(k)} \geq \theta \right) \leq 1 
\]

\[
3\Pr \left( 3 \left\| S_{n,m} \right\|_{(k)} \geq \theta \right) + 
\]

\[
\sum_{1 \leq j_1 \ldots, j_m \leq 2} E_{m,\Pr} \left( E_{m} \left\| \sum_{1 \leq i_1 \ldots, i_m \leq n} f_{i_1, \ldots, i_m} (X_{i_1}^{(j_1)}, \ldots, X_{i_m}^{(j_m)}) \right\|_{(k)} \geq \theta \right), 
\]

where the last inequality \( \leq 1 \) is obtained by the triangle inequality of Ky Fan norm and the tail bound property, and the constant \( E_{m} \) is depend on the value \( m \) only.

Given any fixed \( 1 \leq l_1, \ldots, l_m \leq 2 \) such that not all \( l' \) are equal, from Lemma 6 and Eq. (55), we have

\[
\Pr \left( 2^m \left\| \sum_{1 \leq i_1 \ldots, i_m \leq n} f_{i_1, \ldots, i_m} (Z_{i_1}^{(l_1)}, \ldots, Z_{i_m}^{(l_m)}) \right\|_{(k)} \geq \| S_{n,m} \|_{(k)} \| \Pr \geq \right) \geq C_m. 
\]

By integrating over \( \{\| S_{n,m} \|_{(k)} \geq \theta \} \) and apply the fact that \( \{ (X_i^{(1)}, X_i^{(2)}) \text{ for } i = 1, \ldots, n \} \) has the same distribution as \( \{ (Z_i^{(1)}, Z_i^{(2)}) \text{ for } i = 1, \ldots, n \} \), we have

\[
\Pr \left( 2^m \left\| \sum_{1 \leq i_1 \ldots, i_m \leq n} f_{i_1, \ldots, i_m} (X_{i_1}^{(l_1)}, \ldots, X_{i_m}^{(l_m)}) \right\|_{(k)} \geq \theta \right) = 
\]

\[
\Pr \left( 2^m \left\| \sum_{1 \leq i_1 \ldots, i_m \leq n} f_{i_1, \ldots, i_m} (Z_{i_1}^{(l_1)}, \ldots, Z_{i_m}^{(l_m)}) \right\|_{(k)} \geq \theta \right) \geq C_m \Pr \left( \| S_{n,m} \|_{(k)} \geq \theta \right). 
\]

We assume that the decoupling inequality is valid for \( 1, 2, \ldots, m - 1 \). From Eqs. (58) and (60), then we
have

\[ \Pr \left( \left\| \sum_{1 \leq i_1 \neq \ldots \neq i_m \leq n} f_{i_1, \ldots, i_m} (\mathcal{X}_{i_1}^{(1)}, \ldots, \mathcal{X}_{i_m}^{(1)}) \right\| \geq \theta \right) \leq 3 \Pr \left( 3 \|S_{n,m}\|_{(k)} \geq \theta \right) \]

\[ + \sum_{1 \leq j_1, \ldots, j_m \leq 2} E_m \Pr \left( E_m \left\| \sum_{1 \leq i_1 \neq \ldots \neq i_m \leq n} f_{i_1, \ldots, i_m} (\mathcal{X}_{i_1}^{(j_1)}, \ldots, \mathcal{X}_{i_m}^{(j_m)}) \right\| \geq \theta \right) \]

\[ \leq \frac{3}{C_m} \Pr \left( 3 \cdot 2^m \left\| \sum_{1 \leq i_1 \neq \ldots \neq i_m \leq n} f_{i_1, \ldots, i_m} (\mathcal{X}_{i_1}^{(1)}, \ldots, \mathcal{X}_{i_m}^{(1)}) \right\| \geq \theta \right) \]

\[ + \sum_{1 \leq j_1, \ldots, j_m \leq 2} E_m \Pr \left( E_m \left\| \sum_{1 \leq i_1 \neq \ldots \neq i_m \leq n} f_{i_1, \ldots, i_m} (\mathcal{X}_{i_1}^{(j_1)}, \ldots, \mathcal{X}_{i_m}^{(j_m)}) \right\| \geq \theta \right) \]

\[ \leq 1 \sum_{1 \leq j_1, \ldots, j_m \leq 2} \mathcal{E}_m \Pr \left( \mathcal{E}_m \left\| \sum_{1 \leq i_1 \neq \ldots \neq i_m \leq n} f_{i_1, \ldots, i_m} (\mathcal{X}_{i_1}^{(j_1)}, \ldots, \mathcal{X}_{i_m}^{(j_m)}) \right\| \geq \theta \right) \]

\[ \leq 2 D_m \Pr \left( D_m \left\| \sum_{1 \leq i_1 \neq i_2 \neq \ldots \neq i_m \leq n} f_{i_1, i_2, \ldots, i_m} (\mathcal{X}_{1}^{(1)}, \mathcal{X}_{2}^{(2)}, \ldots, \mathcal{X}_{m}^{(m)}) \right\| \geq \theta \right), \quad (61) \]

where the inequality \( \leq 1 \) is obtained by adjusting constants \( E_m \), and the inequality \( \leq 2 \) is obtained by decoupling result for U-statistics of orders 2, \ldots, \( m - 1 \) of the induction. This theorem is proved. \( \Box \)

Above proof method is extended from [24] to tensors, but we try to show those different bounding constants, like \( E_m, \mathcal{F}_m, D_m \), which are treated as same symbols in the original proof argument. This is misleading.

### 4.2 Coupling Part of Random Tensors Summation

From Eqs. (39) and (41), random tensors involving coupling part of the tensor \( \mathcal{T} \) are \( \left( \sum_{j=1}^{n^2-n} \mathcal{C}_j \right)^j \) for \( j = 1, 2, \ldots, m \), we can apply Theorem 2 and Theorem 3 to get the following lemma about the tail probability of the random tensor \( \left( \sum_{j=1}^{n^2-n} \mathcal{C}_j \right)^j \).

**Lemma 7 (Bound for**) \( \left( \sum_{j=1}^{n^2-n} \mathcal{C}_j \right)^j \) **Consider a sequence** \( \{ \mathcal{C}_j \in \mathbb{C}^{I_1 \times \ldots \times I_M \times I_1 \times \ldots \times I_M} \} \) **of random, positive definite tensors. Let** \( g(x) \) **be a polynomial function with degree** \( j \) **as** \( g(x) = x^j \), **and let the random tensor** \( \mathcal{C}_j \) **be transformed from the random tensor** \( \mathcal{C}_j \) **as:**

\[ \mathcal{C}_j = \mathcal{X}_i^{(1)} \ast_M \mathcal{A}_{i,j} \ast_M \mathcal{X}_j^{(2)} - \mathbb{E} \left( \mathcal{X}_i^{(1)} \right) \ast_M \mathcal{A}_{i,j} \ast_M \mathbb{E} \left( \mathcal{X}_j^{(2)} \right), \quad (62) \]
where the random tensors $X_i^{(1)}, X_j^{(2)}$ are copies from the random tensors $X_i, X_j$. Suppose the following condition is satisfied for any $i \in \{1, 2, \ldots, n\}$:

$$
\left( \exp \left( t \sum_{\ell=1, \neq i}^n A_{i, \ell} \ast_M X_\ell \right) \right)^j \geq \exp \left( t \left( \sum_{\ell=1, \neq i}^n A_{i, \ell} \ast_M X_\ell \right) \right) \text{ almost surely,}
$$

where $t > 0$. Moreover, we require

$$
\lambda_{\text{max}}(A_{i, \ell} \ast_M X_\ell) \leq R_c \text{ almost surely for any } i, l \in \{1, 2, \ldots, n\};
$$

and a Ky Fan bound for random tensor exponent, which is

$$
\left\| X_i^j \right\|_{(k)} \leq K_{i, j, k},
$$

where $K_{i, j, k} > 0$.

Then we have the following inequality:

$$
\Pr \left( \left\| \left( \sum_{j=1}^{n^2-n} C_j \right)^j \right\|_{(k)} \geq \frac{1}{2^j} \left( \frac{\theta_j}{|a_j|} \right) \right) \leq D_2 \sum_{i=1}^n \inf_{t>0} e^{-2^j n^{j-1}|a_j| D_2 K_{i, j, k}} \times \left\{ \sum_{\ell=1, \neq i}^n \frac{k}{n-1} \left[ 1 + \left( e^{(n-1)R_c^\ell} - 1 \right) \mathbb{E} (\sigma_1 (A_{i, \ell} \ast_M X_\ell)) \right] + C_{\text{Cher}} \left( e^{(n-1)R_c^\ell} - 1 \right) \mathbb{E} (\sigma_1 (A_{i, \ell} \ast_M X_\ell)) \right\},
$$

where $C_{\text{Cher}}$ is a constant and $\mathbb{E} (\sigma_1 (A_{i, \ell} \ast_M X_\ell))$ is determined by Eq. (32), and $D_2$ comes from Theorem 3.

**Proof:** From Theorem 3 we have

$$
\Pr \left( \left\| \sum_{j=1}^{n^2-n} C_j \right\| \geq \frac{1}{2^j} \left( \frac{\theta_j}{|a_j|} \right) \right) \leq D_2 \Pr \left( \left\| \sum_{j=1}^{n^2-n} \tilde{C}_j \right\| \geq \frac{1}{2^j} \left( \frac{\theta_j}{|a_j|} \right) \right)
$$

$$
= D_2 \Pr \left( \left\| \sum_{j=1}^{n^2-n} \tilde{C}_j \right\| \geq \frac{\theta_j}{2^j |a_j| D_2} \right)
$$

$$
\leq D_2 \sum_{i=1}^n \Pr \left( \left\| X_i^{(1)} \ast_M \left( \sum_{\ell=1, \neq i}^n A_{i, \ell} \ast_M X_\ell^{(2)} \right) \right\| \geq \frac{\theta_j}{2^j n^{j-1} |a_j| D_2} \right)
$$

where $C_{\text{Cher}}$ is a constant and $\mathbb{E} (\sigma_1 (A_{i, \ell} \ast_M X_\ell))$ is determined by Eq. (32), and $D_2$ comes from Theorem 3.
where we apply Lemma 4.3 from [25] in \( \leq 1 \). From assumptions provided by Eq. (38), Eq. (65) and the fact that \( \|A \ast B\|_{(k)} \leq \|A\|_{(k)} \|B\|_{(k)} \), we can further bound each summand in Eq. (67) as

\[
\Pr \left( \left\| \sum_{\ell=1, \neq i} \mathcal{X}_i^{(1)} \ast M \left( \sum_{n} A_{i,\ell} \ast M \mathcal{X}_\ell^{(2)} \right) \right\|_{(k)}^j \geq \frac{\theta_j}{2^n n^j |a_j| D_2} \right) = \Pr \left( \left\| \left( \mathcal{X}_i^{(1)} \right) \ast M \left( \sum_{n} A_{i,\ell} \ast M \mathcal{X}_\ell^{(2)} \right) \right\|_{(k)}^j \geq \frac{\theta_j}{2^n n^j |a_j| D_2} \right) \leq \Pr \left( \left\| \sum_{\ell=1, \neq i} A_{i,\ell} \ast M \mathcal{X}_\ell^{(2)} \right\|_{(k)}^j \geq \frac{\theta_j}{2^n n^j |a_j| D_2} \right) \leq 1 \inf_{t>0} e^{-2^n n^j |a_j| D_2 k_{i,j,k}} \left\{ \sum_{\ell=1, \neq i} \frac{k}{n-1} \left[ 1 + \left( e^{(n-1)R_c t} - 1 \right) \mathbb{E} \left( \sigma_1 \left( A_{i,\ell} \ast M \mathcal{X}_\ell^{(2)} \right) \right) \right] \right\}
\]

where \( \leq 1 \) comes from Theorem [2].

Finally, from Eqs. (67) and (68), we have

\[
\Pr \left( \left\| \sum_{j=1}^{n^2-n} C_j \right\|_{(k)}^j \geq \frac{\theta_j}{2^n |a_j|} \right) \leq D_2 \sum_{i=1}^{n^2-n} \inf_{t>0} e^{-2^n n^j |a_j| D_2 k_{i,j,k}} \times \left\{ \sum_{\ell=1, \neq i} \frac{k}{n-1} \left[ 1 + \left( e^{(n-1)R_c t} - 1 \right) \mathbb{E} \left( \sigma_1 \left( A_{i,\ell} \ast M \mathcal{X}_\ell^{(2)} \right) \right) \right] \right\}
\]

This Lemma is proved. \( \square \)

5 Proof for Generalized Hanson-Wright Inequality

We have prepared all required ingredients to prove the main theorem, Theorem [1] of this work.

Proof: From Eqs. (40) (41), Lemma [5] and Lemma [7] this theorem is proved. \( \square \)

6 Conclusion

In this work, we extend the Hanson-Wright inequality from the quadratic sum of independent random variables to the Hanson-Wright inequality for the Ky Fan \( k \)-norm for the polynomial function of the quadratic sum of random tensors under Einstein product. We separate the quadratic tensors sum into the diagonal part and the coupling part. For the diagonal part, the generalized tensor Chernoff bound from [17] is applied directly since each term in the diagonal part is independent of each other. For the coupling part, we apply the decoupling inequality to obtain the tail bound for the coupling part by introducing independent copies of random tensors. Then, we can apply the generalized tensor Chernoff bound again to get the tail probability of the Ky Fan \( k \)-norm of the coupling sum of independent random tensors. Finally, the generalized
Hanson-Wright inequality for the Ky Fan $k$-norm for the polynomial function of the quadratic sum of random tensors can be obtained by the combination of the bound from the diagonal sum part and the bound from the coupling sum part.

References

[1] R. Adamczak, “A note on the hanson-wright inequality for random vectors with dependencies,” Electronic Communications in Probability, vol. 20, pp. 1–13, 2015.

[2] D. L. Hanson and F. T. Wright, “A bound on tail probabilities for quadratic forms in independent random variables,” The Annals of Mathematical Statistics, vol. 42, no. 3, pp. 1079–1083, 1971.

[3] R. Vershynin, High-dimensional probability: An introduction with applications in data science. Cambridge university press, 2018, vol. 47.

[4] F. Krahmer, S. Mendelson, and H. Rauhut, “Suprema of chaos processes and the restricted isometry property,” Communications on Pure and Applied Mathematics, vol. 67, no. 11, pp. 1877–1904, 2014.

[5] T. Levi-Civita, The absolute differential calculus (calculus of tensors). Courier Corporation, 1977.

[6] G. Dahl, J. M. Leinaas, J. Myrheim, and E. Ovrum, “A tensor product matrix approximation problem in quantum physics,” Linear Algebra and Its Applications, vol. 420, no. 2-3, pp. 711–725, 2007.

[7] Y. Guan and D. Chu, “Numerical computation for orthogonal low-rank approximation of tensors,” SIAM Journal on Matrix Analysis and Applications, vol. 40, no. 3, pp. 1047–1065, 2019.

[8] Q. Wu, L. Zhang, and G. Shi, “Robust multifactor speech feature extraction based on gabor analysis,” IEEE Transactions on Audio, Speech, and Language Processing, vol. 19, no. 4, pp. 927–936, Aug. 2010.

[9] S. Mirsamadi and J. H. Hansen, “A generalized nonnegative tensor factorization approach for distant speech recognition with distributed microphones,” IEEE/ACM Transactions on Audio, Speech, and Language Processing, vol. 24, no. 10, pp. 1721–1731, Jun. 2016.

[10] D. Muti and S. Bourrennane, “Survey on tensor signal algebraic filtering,” Signal Processing, vol. 87, no. 2, pp. 237–249, Feb. 2007.

[11] A. L. de Almeida, G. Favier, and J. C. M. Mota, “Constrained tensor modeling approach to blind multiple-antenna CDMA schemes,” IEEE/ACM Transactions on Audio, Speech, and Language Processing, vol. 56, no. 6, pp. 2417–2428, May 2008.

[12] Y. Chen, D. Han, and L. Qi, “New ALS methods with extrapolating search directions and optimal step size for complex-valued tensor decompositions,” IEEE Transactions on Signal Processing, vol. 59, no. 12, pp. 5888–5898, Aug. 2011.

[13] A. Y. Kibangou and G. Favier, “Blind equalization of nonlinear channels using a tensor decomposition with code/space/time diversities,” Signal Processing, vol. 89, no. 2, pp. 133–143, Feb. 2009.

[14] L. N. Ribeiro, A. L. de Almeida, and J. C. Mota, “Low-rank tensor MMSE equalization,” in Proceedings of International Symposium on Wireless Communication Systems (ISWCS), August 2019, pp. 511–516.
[15] Y. Shen, X. Fu, G. B. Giannakis, and N. D. Sidiropoulos, “Topology identification of directed graphs via joint diagonalization of correlation matrices,” *IEEE Transactions on Signal and Information Processing over Networks*, vol. 6, pp. 271–283, Apr. 2020.

[16] T.-X. Jiang, M. K. Ng, X.-L. Zhao, and T.-Z. Huang, “Framelet representation of tensor nuclear norm for third-order tensor completion,” *IEEE Transactions on Image Processing*, vol. 29, pp. 7233–7244, Jun. 2020.

[17] S. Y. Chang, “Hanson-Wright inequality for random tensors under T-product,” 2021.

[18] M. Liang and B. Zheng, “Further results on Moore-Penrose inverses of tensors with application to tensor nearness problems,” *Comput. Math. Appl.*, vol. 77, no. 5, pp. 1282–1293, 2019. [Online]. Available: https://doi.org/10.1016/j.camwa.2018.11.001

[19] ———, “Further results on moore–penrose inverses of tensors with application to tensor nearness problems,” *Computers & Mathematics with Applications*, vol. 77, no. 5, pp. 1282–1293, Mar. 2019.

[20] A. W. Marshall, I. Olkin, and B. C. Arnold, *Inequalities: theory of majorization and its applications*, 2nd ed., ser. Springer Series in Statistics. Springer, New York, 2011. [Online]. Available: https://doi.org/10.1007/978-0-387-68276-1

[21] G. Ni, “Hermitian tensor and quantum mixed state,” arXiv preprint arXiv:1902.02640, 2019.

[22] J. S. Aujla and F. C. Silva, “Weak majorization inequalities and convex functions,” *Linear Algebra and Its Applications*, vol. 369, pp. 217–233, 2003.

[23] S. Y. Chang, “General tail bounds for random tensors summation: Majorization approach,” 2021.

[24] V. H. de la Pena and S. J. Montgomery-Smith, “Decoupling inequalities for the tail probabilities of multivariate U-statistics,” *The Annals of Probability*, pp. 806–816, 1995.

[25] S. Y. Chang, “Tensor expander chernoff bounds,” 2021.