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Abstract—Virtual reality (VR) technology is commonly used in entertainment applications; however, it has also been deployed in practical applications in more serious aspects of our lives, such as safety. To support people working in dangerous industries, VR can ensure operators manipulate standardized tasks and work collaboratively to deal with potential risks. Surprisingly, little research has focused on how people can collaboratively work in VR environments. Few studies have paid attention to the cognitive load of operators in their collaborative tasks. Once task demands become complex, many researchers focus on optimizing the design of the interaction interfaces to reduce the cognitive load on the operator. That approach could be of merit; however, it can actually subject operators to a more significant cognitive load and potentially more errors and a failure of collaboration. In this paper, we propose a new collaborative VR system to support two teleoperators working in the VR environment to remote control an uncrewed ground vehicle. We use a compared experiment to evaluate the collaborative VR systems, focusing on the time spent on tasks and the total number of operations. Our results show that the total number of processes and the cognitive load during operations were significantly lower in the two-person load and potentially more errors and a failure of collaboration. Our study sheds light on designing VR systems to support collaborative work with respect to the flow of work of teleoperators instead of simply optimizing the design outcomes.

Index Terms—Virtual Reality, Collaborative Remote Control, Unmanned Ground Vehicles

I. INTRODUCTION

In recent years, a number of studies in the field of computer-supported cooperative work (CSCW) have explored the use of emerging virtual reality (VR) technology as a means of supporting cooperative work [1]. The development of these cooperative virtual environments (CVEs) represents a radical shift away from the more commonly used single-user VR systems. CVEs are characterized by the rendering of virtual places inhabited by multiple distributed users, who are mutually represented to each other in order to support cooperative action and interaction within the shared virtual space [2]–[5]. A number of CSCW applications of this technology have previously been reported, including document editing [6], video conferencing [7], video editing [8], data analysis [9], information gathering [10] and interacting with virtual objects (building [11] and workspace [12]). In addition, a few CSCW studies have addressed the design of remote control centers for autonomous vessels [13]. All these mutual reality applications attempt to utilize CVE technology to provide arenas in which social interaction can occur and cooperative work can be supported.

Perhaps surprisingly, many practitioners have focused on VR as a virtual interface for use with CSCW systems [14]. Indeed, for many in the field of CSCW, these applications and related research represent new interface technologies for interacting with computational resources. Thus, they allow for the possibility of using a form of interface to explore the value of social science contributions to the design and evaluation of such systems [15]. For example, in relation to remote control crewless vehicles, prior studies have explored the use of VR to teleoperate robots, including unmanned ground/flying vehicles (UGVs/UFVs) [16], [17]. Such studies have shown that VR effectively supports efficient and accurate teleoperations [18], [19]. In fact, the use of a VR interface was found to lower operational costs and reduce the workload in some cases, especially when it comes to UGVs traveling within complex environments [20], [21].

However, simply designing CSCW systems for use in VR environments cannot ensure either good cooperation or a balanced workload. As teleoperation becomes more complex, it places a more significant cognitive load on the teleoperator [22], which can lead to more operational errors [23]–[25]. Although prior studies have considered familiar control layouts as a means by which interaction designers can reduce the cognitive load facing teleoperators through developing CVE functionalities [26], [27], the common failure to properly evaluate the collaboration work that takes place within virtual systems means that it remains questionable whether the cognitive load will actually be reduced. For example, while some studies have investigated the use of VR for learning and education [28]–[30] and industrial applications [31], [32], such as vehicles, cranes and trucks, they have tended to use similar control layouts in an effort to reduce the cognitive load experienced by their operators. These control layouts do not exist in a vacuum. Rather, the design of similar control layouts is in line with the principles of affordance [33], articulation work [34], [35] and grounding [36]. For instance, nuclear power plants use standardised information display layouts in order to reduce their controllers’ cognitive load and help their operators to access key information quickly and accurately [36]. Moreover, online learning platforms help students to reduce the cognitive load associated with the learning process by implementing easy and familiar layouts, thereby assisting
students in improving their learning efficiency [37]. Without understanding the distributed cognition involved in interactive systems, it will be impossible to determine the collaborative work between people within the environment, as well as the resources and materials involved, that can serve to reduce the workload.

Thus, we consider the cognitive load stemming from cooperative work to represent a mutual means of shaping and reshaping the design of remote control in VR environments. In light of this, our main research question concerns how a collaborative multi-person approach could effectively reduce the cognitive load associated with operating a remote-control vehicle using VR means. More specifically, in the present study, we use VR for the remote control and manipulation of UGVs in order to examine the effectiveness of the task sharing and performance of participants in our pre-designed VR environment. Moreover, we explore whether the remote control of a UGV using a mechanical arm by two participants working collaboratively in a VR interface can be understood as an effective and accurate way of supporting the participants’ collaboration. We conducted two experiments to evaluate our design of collaborative remote control in a VR environment. We simultaneously observed the work needed to complete the required tasks and the total number of operations performed by participants. The findings of our study contribute to the literature by suggesting designs for effective interface layouts for collaborative teleoperations that are relatively complex in nature.

The remainder of this paper is organized as follows. We present the related work in section II, wherein we position the present work in relation to prior studies. In section III, we discuss the scope of the system and provide an overview to help readers develop a picture of the experimental settings. This is important because it allows for a holistic understanding of how we implemented the technical elements to facilitate collaborative work concerning the remote control of unmanned vehicles in CVEs, as set out in section IV. Section IV details the experiments, including the applied procedures, formulated hypotheses, and results. Subsequently, section VI presents and discusses the findings. Finally, section VII concludes the paper by elucidating the limitations of the research.

II. RELATED WORK

A. Cooperation within virtual environments

VR, as a virtual interface in CSCW systems, has been the subject of significant research interest in recent years. Such interfaces are designed to support cooperative work by providing a common spatial frame of reference for collaboration of various types and in various contexts. For example, in an organizational setting, VR can take the form of video conferencing or desktop applications, although such applications are not limited to organizational settings or work practices per se and can also provide support for, for example, entertainment [38]. Cooperative work occurs in situations where multiple participants are mutually dependent on each other when it comes to completing a shared task and, therefore, are required to engage in articulation work [39]. This interdependence forms the core of the very definition of cooperative work. To have a cooperative work situation, at least two people must depend on each other to solve a shared task, and in such situations, the need for articulation work arises. In the case of immersive technologies such as VR, augmented reality (AR), and extended reality (XR), articulation work can require that multiple people ‘articulate’ (i.e. divide, allocate, coordinate, schedule, mesh and interrelate) their distributed individual activities through a designed digital object, thereby sharing artifacts and knowledge through a combination of voice, gesture, audio and graphical information that can be used in the real world, virtual world or both to form a flow of work [40], [41].

Furthermore, as a virtual interface for cooperative work, VR can be divided into synchronous and asynchronous collaboration with regard to the dynamic changes that occur over time. Remote locations and synchronous collaboration within a virtual environment can support users in working together by immersing them in a co-located setting. In fact, fully immersive virtual environments can support remote and real-time multi-user collaboration, interaction and information and data sharing, which is why they are used in domains such as gaming [42], entertainment education [43], therapy [44], training [45], decision making and problem solving [46]. Different tools, features, and functions are available for directly manipulating objects, navigating within the environment, encountering people, and sharing visual artifacts. In addition, collaborative tools and sharing mechanisms such as instant-, audio-, and video messaging can be featured. This enables joint contribution whereby users can simultaneously work together as data are instantly modified.

When reviewing the prior CSCW research concerning VR, we find that CSCW researchers are aware of how people who engage in work and articulate work use different strategies to reduce the effort associated with articulation work, such as awareness [34] and grounding [36]. When designing VR, we recognize that it is important to imitate real-life work tasks and mimic how cooperative work participants would be allowed to engage in awareness and grounding activities when ‘testing’ the remote control of unmanned vehicles. In most cases, however, the design of awareness cannot be fully understood once the experimental setting is established. Thus, the uncertainty of the VR environment and the limited knowledge of actors’ cooperative work could increase the unnecessary workload among cooperating actors. Most research contexts are taken for granted, and VR practitioners tend to overlook different ways to design for peripheral awareness—allowing participants to ‘see at glance’ who is present and what they do. Therefore, the present study is influenced by previous VR studies but aims to elucidate the capturing and later replaying of multi-modal interactions (i.e. speech, PC, joystick, and scene manipulations) in order to enable cooperating participants to recognize and share when they have a common grounding. This common grounding will help people to expand their grounding references (i.e. pointing to certain artifacts that
B. Measuring the distributed cognitive workload

Given the above-mentioned issues, we designed a multi-person collaboration experiment intended to measure the cognitive load so as to help us enhance the exploration of the collaborative remote control of UGVs. A reduced cognitive load will allow participants to understand things more quickly and exhibit fewer errors when performing in group setting operations that demand lower levels of cognitive load, for instance, when such operations are divided among multiple users. Yet, the cognitive load has traditionally been associated with individual work [47]–[50] and used to generate a variety of instructional efforts. Such efforts also influence the effectiveness and efficiency of collaborative work, whether computer-supported or face-to-face work, although they are often not considered when designing CVEs or researching collaborative work practices. The need to consider the cognitive load in collaborative environments involving VR applications is due to the new millennium requiring an enhanced understanding of the emerging dynamics of interaction [51]. The focal task is no longer confined to be desktop but instead reaches into the complex world of information and computer-mediated interactions. VR practitioners are expected to understand the interactions between people and technologies, including the answers to the following questions. How can we coordinate our activities in virtual environments? How do we articulate our work to co-workers? What can we do to ensure that the flow of work in VR is not subject to breakdowns? What techniques or tools can be used to successfully mediate collaborative work?

One difficulty associated with VR practitioners’ measurement of cognition might be related to the fact that prior human–computer interaction (HCI) research has taken many psychological studies for granted [40]. Cause-and-effect relationships cannot explain why a high cognitive load can render completing a task difficult [52], [53] or why a cooperative workload is sometimes low [54], [55] and sometimes not [55]. This results in a near-endless need for experiments to identify the possible factors that may affect the results (i.e. the p-value) [56], [57]. Designing studies wisely, particularly in the HCI and CSCW fields, is essential [58]. In line with the approach of previous works, our study focuses on identifying how the way in which participants’ cognitive load is measured during an experiment can significantly impact the outcome of the investigation. The task in question involves two participants working together to complete a remove manipulation and explore its effect on both completion and the perceived workload. Importantly, we do not aim to find a yes or no answer to the question of whether the cognitive load is reduced or not; rather, we hope to identify the cues that enable people to be aware and ground their activities during collaborations so as to trigger a reasonable cognitive workload per person.

III. SYSTEM SCOPE AND OVERVIEW

We developed a VR UGV remote control platform with two versions, one for two participants and another for one, in Unity3D. Therefore, in this study, there were two conditions: (1) Dual-users and (2) Single-users.

A. System architecture and workflow for Collaboration use case

Figure 1.a shows the system architecture and workflow for our collaboration interaction experiments. There are two users, User A and User B. User A is the source of the UGV’s body movement signal in the system via a left joystick. User B is the source of the UGV’s arm control signal in the system via a right joystick. Both users can receive the version data of the UGV through the Oculus Quest 2’s HMD. The principle is that the Control PC must receive the camera singles from the RoboMaster before being simultaneously distributed to PC A and B. This step is vital because, without such singles, it is impossible to create immersive environments for both participants to control the UGV.

In addition to the intervention of the two Oculus Quest 2 sets, the collaborative experiment was completed with the participation of these devices: two laptops that support Oculus Link (a data cable used to help Oculus Quest 2 HMD rendering with the help of the computer’s rendering performance), a computer that was used to assist in transmitting and counting the operational commands used and a computer that could control the UGV over the LAN.

In the collaborative experiment, there are two types of signals. One is the control signal for the movement of the vehicle’s body, which is sent by User A in Figure 1 with the help of an Oculus Quest 2 left-handed joystick and is transmitted to PC A. PC A receives the signal for the movement of the vehicle and sends it directly to the Counter PC via the LAN. Similarly, the signal from User B to control the arm is sent from PC B to Counter PC by the same method with the help of a right-handed joystick. Once the Counter PC has received both signals, it will count them and send them to the Control PC controlling the UGV through LAN. Finally, the UGV will operate on the basis of the signals received.

The onboard lens from the UGV sends its field of view data in real-time to Control PC, which sends it via LAN to PC A and PC B. After that, PC A and PC B will help the Oculus HMD to display the field of view data and present it to the users. We use a Counter PC to facilitate singles before sending them to the Control PC for directly outputting all experiment data as a whole. This helps to reduce the time complexity for outputting each experiment data. In that case, data from PC A and PC B can be simultaneously transformed to the Control PC without disruption, neither from PC A nor PC B.

B. System architecture and workflow for single use case

Figure 1.b shows the system architecture and workflow for our single interaction experiments. Unlike collaborative experiments, single experiments will have one user doing all...
the controlling of the UGV. UGV’s view data will also only be presented to this user.

The data transfer method for the single experiment is the same as for the collaborative experiment, with the only difference being that each group uses one less Oculus Quest 2 and one less laptop to assist Oculus with rendering and relaying the data.

IV. EXPERIMENT

A. User arrangement

A total of 12 participants (4 females and 8 males, aged between 20-23, M = 21.5) were invited to join this study and divided into 8 groups according to the between-subjects experiment design. 4 pairs (8 participants) randomly formed were assigned to the two-person collaborative group. The other four participants were assigned to the single-user group. Data collected from the pre-experimental questionnaire showed that all participants had no previous experience remotely controlling a UGV via a VR interface. They did not report any physical symptoms and had normal or corrected-to-normal vision. Prior to the actual experiment, they were given a pre-training practice to allow them to become familiar with the VR device, controls, and remote manipulation. All participants successfully completed the pre-training.

B. Devices Used

For this study, we have used the RoboMaster EP robot 1. The body of this robot can be divided into a vehicle body, a robotic arm, a camera, and a WiFi module (as shown in Fig. 2a). Participants were able to observe the field of view from the robot’s camera through the Oculus Quest 2 and use the Oculus Touch controller (see Fig. 2b 2) to operate the robot’s body movement and control the robotic arm.

Participants could control the UGV’S translation and rotation using the left handle (see Fig. 2b). Participants could also use the right handle to control the robotic arms and jaws (see Fig. 2b).

C. Task and Procedure

We asked participants to move the blocks (each measuring 4cm×4cm×9cm) from one place to another using the RoboMaster EP (see Fig. 2c). This task of moving the blocks was designed to allow the participants to control the robot’s arm and move it simultaneously. As shown in a pilot study, the dual nature of the task was challenging enough to elicit a desired level of cognitive load.

Both single-person and two-person groups had to wear the Oculus Rift 2 and use the VR remote control platform we implemented and run in Unity to control the UGV remotely. In the single-person group, participants were required to operate the movement of the UGV and control the robotic arm. In the two-person collaborative group, one participant needed to control the movement of the UGV and the other participant had to control the robotic arm. During the experiment, the UGV and the participants were in two different rooms to realistically simulate the remote control of the UGV (see Fig. 2d). Although the participants were seated in the same room and had the opportunity to orally communicate directly, our purpose was to provide them with visual cues in the collaborative immersive environments to initiate collaboration. Thus, our experiment paid attention to the designed tasks considering direct communication as a default condition.

A simple pre-training was given to participants to complete before the formal experiment. The purpose of this pre-training was to enable participants to become familiar with remote control operation of the UGV in a VR environment, and also to enable participants in the two-person group to become familiar with collaborative remote control operations. In the pre-training participants had to try to pick up a wooden block using the UGV and move it to a designated place. Immediately after the pre-training, participants started the formal experiment.

1https://www.dji.com/hk/robomaster-ep
2https://docs.unity3d.com/560/Documentation/Manual/OculusControllers.html
In the formal experiment, participants were given the following five tasks to complete: (1) Pick up wooden blocks (6 in total) from one side of a line (Place B); (2) Rotate the UGV and orient it towards the other side of the line (Place A); (3) Move the UGV to Place A and put the block down; (4) If there were still blocks in Place B, move the UGV to Place B and pick up these blocks; (5) Repeat tasks 1 to 4 until there are no more blocks in Place B. Upon completion of the experiment, participants were asked to complete the NASA-TLX questionnaire to measure their cognitive load during the experiment. Participants also needed to complete a Semi-Structured user experience questionnaire (UEQ) (7-point scoring scale) to allow us collect participants’ ratings of the operational difficulty of the remote control approach used in the experiment.

D. Hypotheses

To answer our research question, we formulated the following four hypotheses. We focus on two particular points to investigate how articulation work is supported in VR-based collaboration: (1) the VR interface itself, and (2) social interaction in collaborative interaction in the VR environments, such as awareness and communication. Additionally, those artifacts which were used to coordinate cooperative interaction can also be a vital factor to enable the collaborative remote control of unmanned vehicles.

- $H_1$: with the help of the other participant, participants in the collaborative group would take less time to complete the tasks than those in the single-user group.
- $H_2$: based on Brook’s Law, participants in the two-person group may use more actions to complete a task than participants in the single-person group because of the higher level of discussion and actions needed during the collaboration process (that is, participants in this group could make more missteps).
- $H_3$: with the assistance of another participant, participants in the two-person group would experience a lower cognitive load in completing the experiment.
- $H_4$: compared to the single-person group, the two-person group would have a lower level of difficulty to learn the operation of control UGV.
- $H_5$: compared to the single-person group, the two-person group would have a lower level of difficulty to complete the given task.

V. RESULTS & ANALYSIS

All participants in this experiment understood and completed the given experimental tasks successfully. The data we collected were valid. For the objective data we collected during the experiment, the results of the Shapiro-Wilk test show that our data were normally distributed ($p > .05$). Results of Levene’s test show that the assumption of homogeneity of variance was met in each condition ($p > .05$). We conducted independent t-tests for the comparison of objective measurements. Similar to the objective data, the subjective data also return the same results from Levene’s test ($p > .05$).
Thus, we conducted the Mann-Whitney U test for the pairwise comparison of subjective measurements.

A. Objective Results

The time spent by participants to complete the task was obtained directly from the length of the video recorded during the experiment. The number of operations performed by the participants to complete the task was counted directly by the Unity application. As many of the commands issued by participants during the remote control process, such as UGV forward and backward, were continuous commands, the application treated and counted the commands as a state. It counted each time the participant switched between states.

Independent t-test shows that the mean completion time (s) of the task differed significantly between two groups ($t(6) = -4.256, p < .01$). Fig. 3a shows the mean completion time of the two-person collaborative group and single-person group. It shows that the two-person group took much less time to complete the experimental task than the single-person group, which supports $H_1$.

The two-person collaborative group took less time to complete tasks than the single-person group for two reasons. One is because each participant in the two-person group needed to control part of the UGV, and therefore this control was less difficult for these participants than for the single-person group. The other reason is that participants in the two-person group had less information to focus on during task completion, i.e. the cognitive load was less. Both reasons were confirmed in the subsequent analysis of the subjective data from the questionnaire.

Results of t-tests on the mean number of operations also shows a significantly difference between two groups ($t(6) = -3.412, p < .05$). Fig. 3b shows the mean number of operations of each group. It shows that the two-person group used significantly fewer operations to complete the experimental task, which does not support $H_2$, to our surprise. From our post-experiment interviews with participants, we found the main reason why the two-person group completed fewer total actions than the single-user group. Although there were some incorrect operations due to disagreements between some pairs in the two-person group, there were also incorrect actions made by single users due to cognitive overload. As such, we can infer that more errors were made in the single group for a different reason than in the two-person group, resulting in $H_2$ not being supported.

B. Subjective Results

The results of the Mann-Whitney U test for NASA-TLX questionnaire data show that the cognitive load of the two-person group was significantly lower than the single-user group ($p < .05$). This result supports $H_3$. As for the UEQ data’s testing, the test results for UEQ data did not show significant differences in the learning difficulty between the two groups ($p > .05$), which does not support $H_4$. However, the test results for UEQ data showed that there were significant differences in perceived difficulty of operating the UGV between the two groups ($U = 2.5, p = .01905$). The results of the descriptive analysis of the UEQ data show that participants in the two-person group perceived the operational difficulty of the remote control of the UGV using the VR interface to be low, whereas participants in the one-person group perceived the difficulty to be medium to high. This result supports $H_5$. This suggests that the use of two-person control significantly reduces the operational difficulty when controlling a UGV remotely using VR.

Based on these results, we found that two-person collaboration significantly helped participants to reduce the operational difficulty. It also significantly reduced the cognitive load of participants when performing the task.

VI. Discussion

From the above analysis, we can see that, when compared with the single group, the collaborative group took significantly less time to complete the experimental task (supports $H_1$); the total number of operations to complete the experimental task was lower (supports $H_2$); the cognitive load was significantly less (supports $H_3$); there was no significant difference in the difficulty perceived by the volunteers when learning to operate the UGV (supports $H_4$), and the difficulty perceived by the volunteers when operating the UGV during the experiment was significantly lower (supports $H_5$). These outcomes are attributable not only to the collaborative versus single group dichotomy but also to additional characteristics of the structure of the UGV remote control system that we designed in this project.

In the framework of our system, participants in collaborative groups can communicate their task goals directly with their partners without delay. The establishment of $H_1$ and the non-establishment of $H_2$ is strongly related to this feature of the experimental system. This is because participants in the collaborative group can confirm the target with their partner easily and quickly via direct communication, so participants in the collaborative group expended little time and manipulation in confirming the common target. We also realized that the experiment’s sample size was relatively small, and the population might not be representative. These are biases of the
development of collaborative remote control in the VR field. Collaborative work could be greatly enhanced with further study. Such focal points as remote control, multiple teleoperators, for supporting remote control shall enhance the collaboration in VR environments. We assert that using VR as an interface for teleoperators’ remote control of unmanned ground vehicles. This articulation of collaboration is essential, and it opens room for other researchers to explore systems development for collaboration in immersive environments.

To generate additional supporting evidence, the design of the experimental system for remote control operation separates the operation of the different functional areas of the UGV into different handles. This feature is manifested in the fact that the control of the movement of the vehicle is executed entirely by the left joystick and the control of the robotic arm is executed entirely by the right joystick. This design reduces the learning difficulty for participants and leads to the non-establishment of $H_4$. This design also makes it less likely that participants will confuse the operation when they only need to control one function, which validates $H_3$ and $H_5$.

Finally, the collaborative characteristics of the designed system are also supported by the final results of the experiment. The participants invited into this experiment had never had any experience of using a joystick to remotely control a UGV. These participants also did not have experience with remote control of UGVs. The experiment results show that our design helps teleoperators access key information quickly and accurately. In turn, their cognitive loads were reduced when using easy user interfaces.

VII. Conclusion

This study built a remote control platform for UGVs in a VR environment that supports two-person collaboration. We then used this platform to evaluate how users’ perceptions, work states, and cognitive load differ when remotely controlling UGVs in this platform compared to traditional single-person remote control UGVs. We illustrate the scope of effectiveness and conditions of applicability of collaborative control in UGV remote control in VR environments. Our system shed light on the importance of awareness of multi-person collaboration and the articulation work in cooperative remote control of UGVs in VR environments. We assert that using VR as an interface for supporting remote control shall enhance the collaboration among multi-users. This contribution opens a pathway to focus on identifying and investigating those cues, tools, and coordination mechanisms to maintain the flow of work in VR environments. VR-supported cooperative systems, with such focal points as remote control, multiple teleoperators, and cognitive workload are fruitful areas for further study. Collaborative work could be greatly enhanced with further development of collaborative remote control in the VR field.
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