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Voice assistants offer a convenient and hands-free way of accessing computing in the home, but a key problem with speech as an interaction modality is how to scaffold accurate mental models of voice assistants, a task complicated by privacy and security concerns. We present the results of a survey of voice assistant users (n=1314) measuring trust, security, and privacy perceptions of voice assistants with varying levels of online functionality explained in different ways. We then asked participants to re-explain how these voice assistants worked, showing that while privacy explanations relieved privacy concerns, trust concerns were exacerbated by trust explanations. Participants’ trust, privacy, and security perceptions also distinguished between first party online functionality from the voice assistant vendor and third party online functionality from other developers, and trust in vendors appeared to operate independently from device explanations. Our findings point to the use of analogies to guide users, targeting trust and privacy concerns, key improvements required from manufacturers, and implications for competition in the sector.
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1 INTRODUCTION

Domestic voice assistants such as Alexa and Google Assistant continue to grow in popularity, offering easy access to information and automation in the home. But the use of speech as the primary mode of interaction for these AI-driven devices obscures their underlying configuration and mechanics in ways that might otherwise be afforded by the design of their interfaces (e.g. the presence of a setting in a menu affords its changing, but this visibility does not easily translate to a conversation). Human-computer speech is presently a lower bandwidth interaction modality, as devices lack the ability to vary volume, intonation, and cadence. This leads to incomplete mental models of how they work [1] and, combined with the always on and connected nature of voice assistants, has led to widespread privacy and security concerns about the extent to which they record and monetise what goes on around them [1, 33, 48, 80].
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Recent work on people’s perceptions of voice assistants reveals uncertainty about how voice assistants work, such as when devices are recording conversations, and what audio and transcripts are used for beyond the immediate actioning of requests [48, 57, 80]. Given that several major voice assistant manufacturers are global leaders in data-driven sectors such as advertising and e-commerce, the potential for conflicts of interest between profit and people’s privacy are clear, and are reflective of wider concerns over the rise of surveillance capitalism [10, 93]. There is an understanding that the main user-facing outcome of regulatory responses—privacy policies—inadequately address user concerns; often difficult to understand [39], contradictory [5], or simply left blank [25], privacy policies have become something that the majority of users blindly click through without reading.

The focus on ‘privacy by design’ in the EU General Data Protection Regulation (GDPR, Art. 25) is a welcome development, and is leading to a consistent set of building blocks to engineer GDPR principles into systems [34]. In particular, a number of design patterns and strategies are emerging towards this end [21], including those attempting to adequately inform users, provide actionable controls, and demonstrate compliance with stated policy goals [85]. However, some can be difficult to operationalise effectively when applied to complex intelligent systems like voice assistants [85] and this is further complicated by the highly inaccurate mental models that users currently have of them [1].

Related to uncertainties about how voice assistants work are concerns over the reliability of speech recognition. Studies of voice assistant logs suggest that a significant amount of voice assistant activations fail in some way. Sciuto et al. identify 26% of logged Alexa invocations as rapidly following another request, a characteristic feature of functional task failure, and 9.6% of remaining activations as unprocessable or misfires [79]. Dambanemuya and Diakopoulos similarly report a 30% rate of irrelevant or failed responses to news-related requests [20]. This makes it easy to believe media reports of voice assistants recording conversations and sending them to others1, and leads to general misgivings about the maturity of voice recognition technology [38]. Examples of failed interactions in the literature suggest that an improved understanding of the underlying technology would help users recover from failed interactions [73]. Given this, finding ways to improve mental models of voice assistants and other smart home technology represents a major open challenge for the HCI community.

As such, the paper addresses the following research questions:

RQ1 How does the presence of first and third party entities in a voice assistant affect users’ trust, privacy, and security perceptions of these devices?
RQ2 How does the provision of trust, privacy, and security information given in an explanation of a voice assistant affect users’ trust, privacy, and security perceptions?

And in so doing makes the following contributions:

• Shows that voice assistants with first and third party entities are perceived as more concerning than offline assistants, with finer distinctions often made between the inclusion of first and third party entities.
• Shows that voice assistant explanations involving information about trust increase trust concerns, while those involving information about privacy reduce privacy concerns.
• Demonstrates that for some aspects of trust, users’ existing choice of device is more important than functionality or explanation in determining concerns about new devices.
• Finds that the ‘incident anxiety’ trust factor previously observed in other smart home devices also manifests in voice assistants.

1https://www.theguardian.com/technology/2018/may/24/amazon-alexa-recorded-conversation
More specifically, the paper presents the results of a study that sought to understand the effect of explanations on users’ perceptions of voice assistants. We used a two level study design that described voice assistants with differing types of online connectivity using combinations of trust, privacy, and security information. We then tested to see how these factors impacted people’s perceptions of the assistants and asked participants to explain how they worked back to us in their own words to see which words and concepts were retained. The results of the study reveal nuances around the introduction of third parties, suggesting security reservations around the use of third party skills over first party or local ones, privacy reservations around the use of any non-local skills, and different responses to different kinds of information. Privacy explanations were found to ameliorate privacy concerns, whereas trust explanations increased concerns over trustworthiness. We also identify functionality and risks that were both well and poorly understood by participants, such as wake words and skill squatting respectively. Reflecting on this, we lay out recommendations around the targeting of different concerns through explanations, development of analogies to build mental models, and the unique relationship of trust and voice assistants.

2 BACKGROUND
2.1 Explainable Smart Technology and AI

When considering explanations of intelligent systems such as voice assistants, an obvious related area of research is the burgeoning body of work on fairness, accountability, and transparency issues with ML-driven classifiers and decision-making systems. Explanations have been identified as a key tool in making these systems more understandable, promoting their safe, ethical, and effective use.

General work by Hoffman et al. on the criteria for effective explanations suggests that they should (1) give a satisfying, detailed, and complete understanding of how the system works; (2) be actionable; and (3) indicate how reliable and trustworthy the system is [35]. There is a growing body of work on producing explanations for the actions of intelligent systems, addressing a wide range of problems communicating things such as the link between data and conclusions and uncertainty in those conclusions [61], or the reasons and justifications for a recommendation [63, 64]. Often used in the context of machine learning systems and decision aids (such as credit scoring algorithms), they are frequently driven by ethics and seek to both address information asymmetries between data processors and subjects, and serve as a human-readable check when decisions need to be audited. Common methods for achieving this include the approximation of local boundaries [76] and generation of counterfactuals [89].

When we consider the applicability of this work to the research questions of the present study several differences from the general explainable AI literature become clear. Whereas the goal of the latter is mostly to contextualise the output of a model to an expert or provide insights to end users (e.g. about what would have been required for a different decisions to be reached), voice assistant explanations as we envisage them in this paper are about providing mental scaffolding to help people develop accurate mental models of how their devices work. Unlike with automated systems offering bank loans, a major problem in everyday connected life is the lack of visibility of algorithms (or ‘AI’) in contemporary platforms, apps, and services. Even when people are aware of the learning processes that shape their interactions, understandings of how these systems work and the associated benefits and drawbacks is highly variable (e.g. as seen with social feeds [22, 29, 75]). Work on visualising actions (including data sharing) by autonomous vehicles [45], mobile apps [83, 87] and smart home devices [81] has been developing strategies for further understanding how people intuitively interpret the information available to them, as well as developing techniques for explaining why and how devices behave as they do. These include the use of data to support personal strategies, information about why actions were taken, and the business models that drive observed behaviour.
These efforts have been enabled by technical endeavours to reverse-engineer network flows from devices [4, 36], as for many devices exact information about where and how frequently information is shared is unavailable.

Many of these solutions deliver some form of privacy notice, and work on the design of these notices adopts similar recommendations to Hoffman et al., suggesting that they be relevant, actionable, and understandable. Specific recommendations that notices (1) understand the system’s data practices and users; (2) are short and specific; (3) highlight unexpected practices; and (4) provide details on demand [78], provide insights that are potentially applicable to voice assistant explanations. Given that unactionable privacy revelations often leave users feeling trapped and helpless [38, 83], this looks to be a key part of any implementation. Attempts to adapt the above to actual smart devices usually follow a design-led approach; the fictional Polly smart kettle displays data flows on the side of the kettle, and presents an explicit trade-off between functionality and data collection [52], and other approaches have focused on representing ambiguity around data collection and sharing [16] or the wider smart home design space [11]. Unfortunately this often runs counter to the prevailing minimalist design language that prioritises sleek and unobtrusive form factors over those that have more affordances and relay a richer set of information (summed up by Pierce and DiSalvo as “appiness” [72]), and this phenomena is only exacerbated by the hands-free nature of voice assistants that further rules out visual cues as a means of reliably communicating information about a device.

2.2 Voice Assistant Privacy and Security: Perceptions and Realities

Concerns over privacy and security are frequently found amongst users of voice assistants. It is not uncommon, for example, to find folk theories describing hacking as a bigger threat to privacy than data collection through surveillance capitalism [96] or conversations in the vicinity of VAs being used to target advertising [80] (an activity perceived much more negatively than data collection by companies for other purposes [77]). The knowledge that one is being recorded can lead to negative consequences, with prior work showing the damaging long term psychological effects of ubiquitous surveillance in the home [69].

But perceptions of privacy and security issues are often complicated by incomplete mental models of voice assistants, particularly when devices occupy spaces shared with cohabitant users [38] or non-user ‘bystanders’ [38, 58, 92]. This lack of understanding leads to a general lack of awareness about the risks involved [1, 48], leading to people falling back on non-technical coping strategies in an attempt to protect themselves [1, 81]. This is not helped by the fact that research has also overly focused the risks of human-voice assistant interaction at the expense of other parts of the voice assistant ecosystem [27], in turn skewing media coverage of privacy and security risks to users’ everyday interactions.

Research on voice assistant ‘skills’ or ‘actions’, which extend the capabilities of voice assistants via conversational software developed by third parties (e.g. a Spotify skill to play music from a Spotify account), and the ecosystems they form highlights security and privacy problems with skill vetting, permissions, ‘squatting’, and data handling [25, 26, 46, 51]. More generally, people without technical backgrounds are less likely to understand the organisations and infrastructure that their devices are integrated with, including the risks to privacy and security that arise as a result [41]. Prior work also shows that knowledge of where data is being stored, processed, and shared by assistants is at best localised to users’ particular brand of assistant [1]. This lack of knowledge leads to the avoidance of features that are perceived to be more risky, such as online shopping using a voice assistant [1, 48].

The small amount of systems security research that does exist in this area also demonstrates the dangers involved when connecting voice assistants to security-critical devices such as locks.
and garage doors; proof-of-concept attacks that utilise lasers [86] or high frequency sound [95] to manipulate voice assistant devices. These attacks are not typically seen in the wild, but further give the impression that voice assistants were not designed to provide the level of security required for the tasks they can be asked to do. Several versions of privacy and security labels have been proposed in order to communicate potential risks to consumers and allow for the comparison of factors such as availability of security updates between devices [28, 43]. There has also been legal debate over the way that voice assistants often store audio recordings of users in the cloud where they can be accessed by law enforcement, bypassing existing protections on activities undertaken in the home (such as the Third Amendment in the US) [24].

2.3 Trust and Voice Assistants as Social Actors

Unlike traditional visual interfaces where there are established design patterns for communicating options and error states, the design language of the speech interfaces used in voice assistants is less mature [65], with ongoing research into fundamental aspects such as accessibility [84], progressivity [31], and conversational repair [13]. Alongside routine mis-interpretation and accidental activations, outbreaks of creepy laughter [49] and wake words being triggered by advertisements [9] have achieved high media visibility and furthered perceptions that users cannot trust these devices to work consistently and that they are potentially unsettling.

Gathering user perceptions about the reliability of voice assistants poses an interesting problem. On the one hand, conventional measures of reliability in AI/intelligent systems (e.g. [55], closely related to trust [12]) can be used to measure beliefs around task fulfilment, consistency over repeated interactions, and response accuracy. On the other hand, some studies have also highlighted the tendency for people to have satisfactory interactions with voice assistants even when they fail to complete the tasks given to them [53], possibly related to situations where social interactions are the main intended outcome of an interaction (as in [74]).

This is part of a larger tendency of people to anthropomorphise computers, particularly those that use speech. Early work by Nass et al. showed that people subconsciously treat computers as social actors, and do this whilst being fully aware that they are interacting computers rather than with people [67]. At the same time, voice assistants are often specifically designed to be anthropomorphised by users, leading researchers to investigate the extent to which they are (often implicitly) gendered and personified [3, 74]. Prior work has shown that the use of these mechanisms is associated with increased information disclosure, mindless enactment of social scripts, and more positive responses to information sharing [54, 62, 77].

Relatedly, work on partner models in speech interfaces shows the significant role they play in interaction. These models are generally composed of perceptions of a system’s competence and dependability, it’s human-likeness, and cognitive flexibility [23]. While people generally assume greater knowledge when interacting with voice interfaces than human interlocutors, they use assumptions about what other people know when estimating the knowledge of artificial partners [17]. It is worth noting, however, that greater human likeness in VAs also increases expectations of performance and can therefore reinforce the limitations of current solutions.[18]

These phenomena each add an additional layer of complexity to how people conceptualise voice assistants, blending rational and social ways of thinking; drawing studies of both adult and younger voice assistant users show a wide variety of depictions including humans, machines, and extraterrestrial satellites [50, 91]. These variations hint at deeper differences in people’s mental models, such as the extent to which assistants are perceived to be shared between or unique to different users (e.g. whether there is one communal Alexa, or millions of individual instantiations) [50].
2.4 Designing the Voice Assistants of the Future

Looking to the future, where might voice assistant explanations fit in relation to other developments? Works envisaging voice assistants as virtual butlers [71], councillors [42], and music coaches [90], or as part of smart homes imbued with different ‘personalities’ [60] present intriguing variations to the social mechanisms typically seen with voice assistants used in the home. Developing techniques in verification and monitoring for ML systems [7, 19, 37] also make it increasingly possible that future generations of voice assistants and smart devices could have provable privacy and security properties like those seen in cryptographic algorithms or mission-critical software (e.g. the Signal protocol [15] and the SEL4 microkernel [44]). We believe that explanations are well positioned to ease both of these transitions, for the same reasons that they are applicable to the assistants of today. Easing the transition towards assistants that are capable of being more proactive and engaging users in more of a discussion will require the ability to develop trust in them and an understanding of how and why they might take certain actions.

2.5 Summary

In seeking to better understand our interactions with voice assistants and adjacent smart devices, researchers have uncovered a number of factors that contribute to a widespread lack of understanding about many aspects of these devices, particularly concerning privacy, security, and trust. These often involve misconceptions around the technical capabilities of devices, such as when they are recording, that are exacerbated by the ‘appiness’ [72] of sleek but deliberately low-bandwidth interfaces and the more socially-oriented cognitive processes that are engaged when interacting with devices via speech.

Current answers to these problems revolve around visual means—utilising visualisations and printed labels—which are less suitable for use with voice assistants. Prior work on explanations in adjacent contexts is extremely promising, but fails to address a number of phenomena that are specific to voice assistants, such as misfires and anthropomorphism. Therefore, we now explore responses to a number of different vignettes that describe functionality specific to voice assistants and could feasibly be delivered piecemeal via speech. By studying responses to these descriptions, and how well people are able to explain them in their own words, we hope to discover which approaches are the most effective and the effect that they have on people’s perceptions of voice assistant technology.

3 METHODS

In order to explore the research questions above we constructed a survey of voice assistant users exploring perceptions of the voice assistant ecosystem and responses to explanations. The survey consisted of three main parts: the first presented users with a hypothetical voice assistant, an explanation of how it worked, and assessed their perceptions of its trustworthiness, privacy, and security; the second asked participants to re-explain the workings of this assistant in their own words; and the final part of the survey gathered baseline levels of privacy and security concern.

Following Pavlou and Fygenson we adopted a definition of trust as “the belief that an entity will act cooperatively to fulfill clients’ expectations without exploiting their vulnerabilities” [70]. This includes trust in devices, vendors, and other entities that are explained in more detail below. The survey was implemented using Qualtrics and we recruited via the Prolific Academic platform, compensating participants at an average rate of £8.70 an hour. Participants were all 18+ years of age, resident in the UK, and owned a voice assistant. All parts of the study were approved by our
An assistant with the following connectivity:

| Offline functionality only (0E) | Online functionality with the first-party vendor/entity (1E) | Online functionality with third party entities (3E) |
|--------------------------------|-------------------------------------------------------------|-----------------------------------------------------|

Explained using one of the following combinations of details:

| Functionality (F) | Functionality & Trust (T) | Functionality & Privacy (P) |
|-------------------|---------------------------|----------------------------|
| Functionality & Security (S) | Functionality, Trust & Privacy (TP) | Functionality, Trust & Security (TS) |
| Functionality, Privacy & Security (PS) | Functionality, Trust, Privacy & Security (TPS) | - |

Table 1. Overview of the 3x8 study design used to generate vignettes.

institution’s IRB. Survey questions, anonymised results, and the qualitative codebook are provided as supplemental material and archived at https://osf.io/z7f5n.

3.1 Designing the Vignette Explanations

To investigate changes in perceptions towards assistants with different functionality explained in different ways, we utilised a two level (3x8) study design visualised in Table 1. We generated a set of 24 vignettes describing three fictional voice assistants with differing numbers of external entities, each explained in eight different ways. Entities were represented through the skills available to the assistant: offline/ on-device skills only (0E), first party online skills (1E), or third party online skills (3E). Explanations were generated from content snippets containing: functional descriptions of how a voice assistant would respond to a command (F); information about whether users could trust the assistant to function reliably and consistently, including ways that it might violate the interaction context [78] (T); information about data privacy (P); and information about the security of the device (S). All vignettes included a basic functional description of the assistant, with every combination of trust, privacy, and security represented for a total of 8 explanation combinations (hereafter F denotes an explanation containing only the functional description). We refer to these vignettes in the remainder of the paper using the shorthand given above in brackets, e.g. the vignette for third party entities with functional, trust, privacy, and security information would be 3E/TPS. An annotated example of this vignette is given Figure 1.

Conversational design for contemporary voice assistants commonly employs a model of intents, utterances, and slots. An intent represents an action that the user can perform (e.g. playing music), which can contain variables called slots (e.g. an artist or song title), and are invoked through utterances (e.g. "Play something by Taylor Swift"). We represented this approach in the vignettes by saying that the assistant software matched key words in a request to determine both the command to run and any variables stating how it should be executed. In order to minimise the potential for priming participants towards anthropomorphism we gave the voice assistant an invocation that was not a human name ("hey assistant"), and did not directly include words said by the assistant in the vignette. Prior work has suggested that the use of data-based framings of smart home devices can encourage creativity when imagining uses for data and devices [14], so we were specific about the kinds of information and processing that were taking place through the assistant.

3.2 Measuring Trust Perceptions

After presenting participants with a vignette we asked about their perceptions of its trustworthiness, including trust in its privacy and security, using eight questions from Cannizzaro et al. (originally Q8–Q15, reported here as Q1–Q8). The list of questions is given in Figure 2. While these all pertained
Morgan uses the assistant through a smart speaker—“Hey Assistant, ask Pact Coffee to order me another bag of coffee”. The device keeps a recording of the last five seconds of what was said and checks to see if this contains the words “Hey Assistant”.

Sometimes other things Morgan says sounds similar to this. This can lead to the assistant accidentally recording conversations and trying to interpret them as commands.

The assistant can be configured to tell people apart based on their voices, but Morgan hasn’t set this up yet. Sometimes Morgan’s son tries to buy things with it.

The recording of Morgan saying the request is sent over the internet to the assistant’s provider and are stored on the provider’s servers and are used to personalise skills and improve speech recognition algorithms.

The assistant will stop working if it can’t connect to the Internet.

An algorithm on the developer’s server creates a transcript of Morgan’s speech, and tries to match key words to a list of possible commands. Once it matches the words order and Pact Coffee, it forwards the request on to the store where Morgan normally buys coffee along with details about where Morgan lives so that the coffee can be delivered, and their card details. This gets arranged into sentences and sent back to the device. It is then turned into speech using Morgan’s preferred voice and read out loud.

A copy of the interaction is saved in the voice assistant’s log.

Sometimes the assistant mishears and opens the wrong skill, or accidentally orders something causing Morgan’s address and card details to be sent to the wrong company.

The coffee company uses Morgan’s address and card details to generate the order and sends confirmation of this back to the assistant provider.

Each company has a different policy about what data it collects from Morgan and how long it is stored for.

Some skills might deliberately be named to share an invocation with another skill (I.e. they are both called ‘BBC’), or attempt to collect personal information without asking for the proper permissions. This can be used for fraud or to compromise Amazon or other online accounts.

Fig. 1. Treatment 3E/TPS: voice assistant with first and third party skills, explanation includes functionality, trust, privacy, and security elements. Annotated to show which elements of the explanation correspond with the four information types.

to trust, they were divided into general trust in the device and its manufacturer (expressed as a combination of competence/performing tasks reliably, benevolence of vendors in respecting users’ interests, and vendor’s integrity [59]), trust in the privacy of the device, and trust in the security of the device. To aid readability we refer to these three dimensions as trust, privacy, and security in the remainder of the paper. These questions were answered using a seven point Likert scale from strongly agree to strongly disagree, with ‘smart home devices’ replaced with ‘voice assistant’. While both the privacy and security questions make use of the word security, the former describe outcomes affecting only data and the latter ones where this leads to follow-on impacts such as fraud.
(1) I would fully trust the voice assistant not to fail, and to function as I expect it to (general trust, reverse coded)
(2) Knowing that the voice assistant allowed companies or organisations to collect data about how I used it, and hence about my domestic habits, would restrict me from owning/using it (general trust)
(3) I would trust the manufacturer not to use data produced by the voice assistant for any purpose without my explicit consent (general trust, reverse coded)
(4) I think the likelihood of the security of voice assistants being compromised and resulting in a privacy/data breach is high (trust in privacy)
(5) I think the impact of the security of voice assistants being compromised and resulting in a privacy/data breach is low (trust in privacy, reverse coded)
(6) The Facebook user data sharing controversy makes me less willing to own/use voice assistants (privacy)
(7) I think the likelihood of the security of voice assistants being compromised and resulting in an incident (e.g. burglary, fraud) is high (trust in security)
(8) I think the impact of the security of voice assistants being compromised and resulting in an incident (e.g. burglary, fraud) is low (trust in security, reverse coded)

Fig. 2. Survey questions adapted from Cannizzaro et al. [10].

were not given the question classifications). The same distinction applies to the privacy and security components of the vignette explanations. While no validated questionnaire exists for these concepts in this context, the questions were determined to have content (logical) validity by the original authors [10]. In order to remove unnecessary variables we did not include information about the vendor of the fictional voice assistant in the vignettes and the trust component of the vignettes therefore mainly related to trust as competence, a limitation described further in Section 5.6.

3.3 User-Written Explanations
We also wanted to understand how easily participants were able to absorb and retain the concepts described in the different explanations. Participants were asked to re-explain how the assistant worked in their own words, as if they were describing it to a friend or family member (minimum of 150 characters/approx. 35 words). In order to balance the likelihood of participants copying the vignette explanation with the burden of unexpectedly being asked to remember it, we asked them to give their answer on the next page of the survey but allowed them to go back and re-read the explanation if they wished.

3.4 Gathering Baseline Perceptions and Attitudes
To avoid priming the survey closed by asking participants whether they felt that data shared with the assistant was more private or secure than that stored on their own personal computer, followed by standard questions about participants’ general privacy and security practices and attitudes (an approach taken in prior work, such as [66]). To assess privacy attitudes we used the 10 questions from the core of the Internet Users’ Information Privacy Concerns inventory (IUIPC) [56] that measure attitudes towards control, awareness, and collection in the context of online privacy. For security attitudes we used all six questions from the SA-6 inventory of security attitudes [30]. IUIPC was developed and validated based on data from a total of 742 interviews, and SA-6 was developed and validated based on a total of 687 survey responses.
3.5 Analysis
Before opening the survey, a priori power analysis revealed that the minimum number of participants required to detect a ‘small’ effect of size 0.2 across 3x8 groups at the $\alpha = 0.05$ level would be 693 (29 per group). We therefore ensured that the number of collected responses would exceed this level.

Calculations were carried out using Python, and a record of the pre-processing and statistical tests used is provided in the form of a Python notebook in the supplementary materials and OSF repository. Given the presence of an underlying factor in the smart home survey that originally used Q1–8 from Cannizzaro et al. (‘incident anxiety’), we were interested in testing for the presence of similar factor(s). This would indicate correlation between question responses that could then be taken into account. The suitability of the data for exploratory factor analysis (EFA) was verified via Bartlett’s Test of Sphericity and the Kaiser-Meyer-Olkin Test (KMO). The significance of the first (3369.53, p=0.0) indicates that the data has a sufficient amount of intercorrelation for factor analysis, and the “meritorious” [40] KMO value (0.84) that the results may be useful in understanding the data via factor analysis.

We used ANOVA tests to identify the presence of significant effects on responses to the eight inventory questions followed with Tukey HSD tests, the latter of which corrects for Type I errors associated with testing multiple hypotheses simultaneously. These were used to identify the specific pairs of functionality or explanation levels that had significant differences in response means. Answers to baseline perception questions on privacy and security were summed to give an overall score for comparison. Pearson’s $\rho$ was used to calculate linear correlations. Answers to questions using a Likert scale were coded from 1 to 7 such that greater scores indicate greater concern, with questions reverse coded as appropriate. Mean differences between experiment conditions are reported using arrow notation to show the groups and direction of increase (e.g. $\Delta \bar{x}$ of 0.5 for 0E $\rightarrow$ 1E means that the average mean for 1E was 0.5 higher than for 0E).

For the participant-provided re-explanations, a sample of 400 responses was chosen to achieve good coverage of the data given the shorter nature of the responses, and contained a balance of the 24 different study conditions. One researcher analysed 200 of these responses to create a thematic codebook following Braun and Clarke [8]. The codebook was independently applied to the same sample by a second researcher, with a calculated agreement of $\kappa = 0.86$. While there is no agreed upon threshold for sufficiency when interpreting Cohen’s Kappa, this value is large enough to suggest a reasonably descriptive and objective codebook [32, 47]. The remaining 200 responses in the sample were then divided between the researchers and coded using the codebook. Of particular interest during the qualitative analysis were the words and concepts used by participants to describe their understanding of voice assistants, drawing out the ideas that were most commonly internalised and the analogies used to understand this complex technology.

4 RESULTS
4.1 Demographics and Baseline Perceptions
A total of 1314 survey responses were received, with 24 responses rejected through the Prolific platform and excluded from the analysis. Reasons for this included incomplete answers to the survey questions, revoked consent, empty re-explanations, and verbatim repetition of the vignette explanation in participants’ re-explanations.

This left 1290 full responses for analysis. Participants were aged between 18 and 83 (mean=35.4, median=34, $\sigma=12.0$), with 49.8% of participants identifying as women. A full breakdown of participant demographics is given in Table 2. As expected, baseline perceptions had an effect on the responses of participants to Q1–8. Participants that had higher general privacy concerns were more
likely to show higher privacy and security concerns about the hypothetical assistants in Q4, 6, and 7 ($0.10 < \rho < 0.14$), but showed lower trust concerns in Q2 ($\rho = 0.13$). Greater baseline security attitudes resulted in greater concern about trust, privacy, and security for all questions except Q2, where there was a slight negative effect ($0.18 < \rho < 0.34$ and $\rho = –0.37$ respectively). In this respect, the focus of Q2 on the companies and organisations associated with the voice assistant may have changed the way that participants answered that particular question, tapping into negative perceptions of the major companies operating in this space. Age was weakly correlated with greater trust concerns in Q1 ($\rho = 0.07$), and on average women rated the likelihood and impact of privacy and security events as higher than men in Q4, 5, 7, and 8 ($0.26 < \Delta \bar{x} < 0.38$). Owners of devices using Siri were much more likely to have privacy and security concerns than those using Alexa or the Google Assistant for Q6 and Q7 ($0.39 < \Delta \bar{x} < 0.52$). On the other hand, Alexa users were more likely to express trust concerns in Q2 than those using Siri ($\Delta \bar{x} = 0.37$). All results reported above were significant at the $p > 0.05$ level.

### 4.2 Exploratory Factor Analysis

After the Bartlett and KMO tests described in the methodology suggested that some patterns in the survey data may be caused by underlying factor(s), we conducted exploratory factor analysis. Applying Velicer’s Minimum Average Partial method [88] to Questions 1–8 suggested the retention of a single factor with a proportional variance of 39%. Comparing to Cannizzaro et al. we found a similar distribution of eigenvalues, with only one eigenvalue significantly above 1 (the original method used for factor retention). In order to simplify the resulting factor and to allow easy comparison with prior work we retained the three questions loading at or above 0.7 (Q4, Q7, and Q8) and computed a weighted factor score for each participant. Unlike in prior work, this factor was not found to significantly correlate with trust in competence: the variables present in the underlying factor are the same as [10] with the exception of Q1, which was not included based on analysis of the current data set. These questions are centred around the likelihood of an adverse event and resulting physical risk (‘incident anxiety’), and the similarity of questions and context suggest that a closely related phenomena exists with VAs. Factor loadings are given in Table 3. The
| Question                                      | Factor Loading |
|-----------------------------------------------|----------------|
| Q1 Trust in competence                        | 0.51           |
| Q2 Trust in benevolence                       | -0.57          |
| Q3 Trust in integrity                         | 0.51           |
| Q4 Likelihood of a privacy breach             | 0.75           |
| Q5 Impact of a privacy breach                 | 0.62           |
| Q6 Impact of controversy                      | 0.50           |
| Q7 Likelihood of incident                     | 0.78           |
| Q8 Impact of incident                         | 0.70           |

Table 3. Factor loadings for the eight trust questions, with items in bold retained for calculating participant factor scores. Note when comparing with [10] that values have been inverted such that positive values indicate greater concern.

results of ANOVA tests showed that there were significant interactions between incident anxiety and explanation content ($p = 0.0027$), online functionality ($p < 0.001$), and the interaction between the two ($p < 0.014$). Follow up Tukey HSD tests showed significant mean differences between all levels of online functionality, as well as between privacy explanations and those with security or security and reliability. These are included at the bottom of Table 4. These findings suggest that the introduction of online functionality and the absence of privacy explanations both contribute to a general sense of incident anxiety in users.

4.3 Differences Between Explanation Groups

In order to further explore the survey data we subsequently conducted a series of two way ANOVA tests on the functionality and explanation factors, which unsurprisingly revealed that both explained a significant amount of variance between the survey treatments for all questions in the inventory except Q2. There were no significant interactions between the effects of functionality and explanation for the individual questions except at a very small scale when considering the impact of security breaches (Q8, $\omega^2=0.009$, $p=0.025$). Follow-up Tukey tests revealed a number of significant differences between the means of individual functionality and explanation content treatments. These are shown in Table 4. We briefly describe these results here to the extent that they extend and supplement the factor analysis.

The introduction of external entities was unsurprisingly considered to come at the cost of trust, privacy, and security. Significant mean differences were observed between offline and online assistants (i.e. 0E $\rightarrow$ 1E or 3E) in nine of the ten questions, in line with previous literature (e.g. [96]). What was more interesting were different ways in which this manifested: for security each additional level of external entities produced a significant increase in concerns (0E $\rightarrow$ 1E $\rightarrow$ 3E). For privacy the addition of any external entity produced an increase in concerns, with third party entities causing more than first party ones but not with enough of a distinction to show significant differences between first and third parties. This shows that people can and do distinguish between the number of external parties involved, with differing granularities of concern depending on what is at stake. This is true whether or not participants were aware of the existence of third party software on their own voice assistants or other devices, with the responses to Q10 largely suggesting the latter.

Vignette explanations that only contained privacy information were often associated with lower levels of concern than those that did not contain privacy information (i.e. the removal of privacy explanations often increased concerns about trust, privacy, and security). Another key signal in the results was that for Q1 (which asked about trust in competence), the addition of trust information to
| Question                                      | Conditions | Mean Difference |
|----------------------------------------------|------------|-----------------|
| Q1—Trust in competence (general trust)       | 0E → 1E    | 0.50**          |
|                                              | 0E → 3E    | 0.51**          |
|                                              | F → TS     | 0.53*           |
|                                              | P → T      | 0.81**          |
|                                              | P → TP     | 0.84**          |
|                                              | P → TPS    | 0.67**          |
|                                              | P → TS     | 0.85**          |
|                                              | P → S      | 0.66**          |
|                                              | PS → TP    | 0.53*           |
|                                              | PS → TS    | 0.54*           |
| Q2—Trust in benevolence (general trust)      | None       | -               |
| Q3—Trust in integrity (general trust)        | 0E → 3E    | 0.33*           |
| Q4—Likelihood of a privacy breach (privacy)  | 0E → 1E    | 0.53**          |
|                                              | 0E → 3E    | 0.61**          |
|                                              | P → T      | 0.66**          |
|                                              | P → TS     | 0.69**          |
|                                              | P → S      | 0.61**          |
| Q5—Impact of a privacy breach (privacy)      | 0E → 1E    | 0.32*           |
|                                              | 0E → 3E    | 0.48**          |
|                                              | P → T      | 0.58*           |
|                                              | P → TS     | 0.53*           |
| Q6—Impact of controversy (privacy)            | 0E → 3E    | 0.33*           |
| Q7—Likelihood of incident (security)         | 0E → 1E    | 0.56**          |
|                                              | 0E → 3E    | 0.83**          |
|                                              | 1E → 3E    | 0.27*           |
|                                              | P → TS     | 0.60*           |
| Q8—Impact of incident (security)              | 0E → 1E    | 0.53**          |
|                                              | 0E → 3E    | 0.82**          |
|                                              | 1E → 3E    | 0.29*           |
| Q9—Privacy Relative to Own Device             | 0E → 3E    | 0.36**          |
|                                              | 1E → 3E    | 0.28*           |
| Q10—Security Relative to Own Device          | 0E → 3E    | 0.39**          |
|                                              | 1E → 3E    | 0.27*           |
|                                              | P → TS     | 0.50*           |
|                                              | P → S      | 1.21**          |
|                                              |            | 0.67**          |
|                                              |            | 0.47*           |
|                                              |            | 1.30**          |
|                                              |            | 1.15*           |
| Underlying factor—“incident anxiety”         |            | 1.21**          |
|                                              |            | 0.67**          |
|                                              |            | 0.47*           |
|                                              |            | 1.30**          |
|                                              |            | 1.15*           |

Table 4. Significant mean differences between survey treatments. Higher means indicate greater concern. A * indicates an adjusted $p \leq 0.05$ and ** an adjusted $p \leq 0.005$. Descriptions of the questions are taken from [10]. Tests that did not meet the 0.05 significance threshold are not shown.
almost any explanation without it led to significantly higher trust concerns. This effect was present even when both explanations contained privacy information, suggesting that it was a separate effect from the one described above.

The two questions gauging trust in benevolence and integrity (Q2 and Q3) were only associated with one significant effect between them (0E → 3E). Given the focus of these items on device vendors, this indicates that the extent to which participants trust a device’s manufacturer is not affected by the way that its use is explained, and only slightly by the presence of online capability. Notably, by distinguishing only between 0E and 3E, participants seem to trust online first party services as much as they trust the device itself, with the addition of external entities (e.g. third-party skills providers) triggering a drop in trust.

4.4 User-Written Re-explanations

Most participants were able to explain the concept of using wake words to initiate interactions with the voice assistant. While this was often linked with the assistant beginning to ‘listen’ for commands, a significant number of responses explicitly linked the activation/listening of the assistant with the recording of speech for either wake word detection or the interpretation of the commands. The proportion of responses coded for wake words and recording did not significantly vary between connectivity levels or explanation content, except for vignette explanations covering all content types (RPS) which were consistently higher.

The most common way that participants referred to the assistant was simply as ‘the assistant’, followed by demonstrative pronouns (e.g. ‘it’), and personal pronouns (e.g. ‘she’). Referring to the assistant as if it were a machine, computer or robot was much less common. Some participants included a description of how the assistant matched key words in their requests to possible commands and variables, but this more mechanical way of thinking did not seem to bring with it a noticeable shift in the way that participants did (or did not) anthropomorphise the device. In re-explanations that gave less detailed descriptions about the assistant, it was common for responses to say that the assistant "works out what command you’ve [said]" [P169] without reference to how this was done. In other cases, the concept of an algorithm was used as a catch-all term to describe the processing performed by the assistant ("algorithms figure out what is being asked" [P260]). This suggests that while participants had a functional understanding of what was happening, they lacked the detailed background knowledge required to enrich the explanation.

Others used their own voice assistant as a point of comparison, often subtly widening the scope of their re-explanation to talk about the entire class of devices: “To activate the voice assistant you must speak clearly, use the voice assistants name to activate and give a command or question” [P91]. Another strategy employed was to use other systems they were familiar with to encapsulate areas of functionality (“ask it questions like you would to a search engine like Google” [P25]). Despite this variation over the specifics of how the assistant interpreted requests, nearly every participant identified at least one aspect of the vignettes in their own explanations and very few made incorrect statements about the assistant.

A range of concerns arising from the content of the vignettes was present in participants’ re-explanations. People often described how inaccuracies in the voice recognition process might lead to errors when the voice assistant ‘misheard’ an instruction, performing the wrong action or the right action with incorrect parameters. Participants also described the possibility that the assistant would be unable to ‘distinguish between what is appropriate for recording and what isn’t’ [P360] and start recording when it had not been asked to do anything. Given the similarities in their operation, the effect of reliability explanations on perceptions was often clear: “I’m not the best at explaining, but [I] would say it’s a similar idea to an Alexa but not as trusting. And that I would be worried because of interference that it couldn’t work properly.” [P201]. Despite the fact that
all participants owned a voice assistant themselves, several expressed that they would be hesitant to use the assistant described to them, often citing the apparent insecurity or unreliability of the assistant: “I wouldn’t be comfortable using this personally.” [P81].

In a smaller amount of these cases the errors of the assistant were directly linked to privacy concerns, such as sending personal data to the wrong external party. Those receiving privacy content as part of the offline vignette (0E), often instead mentioned the privacy benefits of an assistant that was not connected to the internet. While speaker recognition appeared in some re-explanations from participants who had seen security information, only a small number voiced concerns over the potential for misuse without it. This was the only reason given for concerns over fraud or theft via the assistant—despite being described to a sixth of the participants, no user-given re-explanation mentioned ‘skill squatting’ or skills collecting data without permission.

5 DISCUSSION: CRAFTING EXPLANATIONS FOR VOICE ASSISTANTS

5.1 The Presence of First and Third Party Entities
The results suggest that online functionality is considered to be less trustworthy, private, and secure. On the surface this is unsurprising given that online functionality introduces additional complexity to a system and broadens its attack surface. But the fact that participants distinguished between first and third parties in privacy and security perceptions was unexpected given that many concerns identified in the re-explanations focused on local actions (e.g. inappropriate recording and speaker recognition), and the focus on user-device interactions in the security and privacy literature [27]. In explaining it we might turn to wider perceptions about connectedness and smartness, where the presence of app stores clearly demarcates the line between the involvement of first and third party entities. Prior work has shown that users identify app stores as potential risks [80], and it is possible they applied the same logic in the present study; local actions would therefore be concerning because data from them is expected to be shared. This would, however, conflict with other work which found that users often did not mention third parties when describing VA interactions involving third party skills [1]. Given the significant differences found between first and third party entities and the fact that this was largely absent from the re-explanations, it seems probable that users do distinguish between first and third party entities even if the associated mental models are not sufficiently detailed to explain why. Overall the nature of online functionality had less of an impact than the way that the assistant was explained, with mean response differences between connectivity conditions almost always lower than between explanation components.

5.2 The Provision of Trust, Privacy, and Security Information in Explanations
The results show a stark contrast in the way that the presence of privacy and trust information in explanations affect people’s subsequent perceptions of a voice assistant; privacy explanations alleviated privacy concerns, while trust explanations in Q1 aggravated trust concerns. This is also reflected in the large number of trust concerns relative to privacy concerns in re-explanations and the small proportion of concerns over recording which were linked to privacy concerns. In line with previous findings about privacy revelations delivered in isolation [83] (e.g. without an associated increase in understanding or control mechanisms [81]), we had expected that providing participants with privacy explanations would have resulted in them feeling less reassured in the their privacy. It is possible that this was due to the fact that the privacy explanations given were less problematic than participants expected, which would be in line with the misplaced user threat assessments described by the background literature. An alternative explanation is that evidence that privacy risks had been considered was itself enough to assuage concerns. Another important thing to note is that failures of trust in competence are often associated with immediate negative
outcomes (such as the assistant not working if disconnected from the internet), whereas failures of privacy are often much less immediately tangible, with longer term effects and the potential for leaked data to be exploited in the future (e.g., information sent to the wrong company then being sold or stolen).

Unlike the response to trust explanations seen in Q1, answers to the other two questions about trust (Questions 2 and 3) did not appear to be significantly impacted by trust explanations at all. Instead, the greatest influence on trust concerns was the brand of assistant that participants owned, followed by the addition of third party functionality. This highlights the unusual relationship of trust when it comes to voice assistants. Conventionally, trust in a manufacturer is related to but distinct from trust in a product—trustworthy manufacturers are more likely to make trustworthy products. However, the complete control that voice assistant manufacturers have over the devices they sell and associated ecosystems means that trust in a voice assistant and trust in its manufacturer should rationally be the same, or a very similar thing; one cannot trust Alexa without also trusting Amazon, and vice versa. This is also supported by the fact that for the more vendor–focused Q2 and Q3 the significant difference came with the addition of third party functionality, with no such difference between offline and first party functionality.

These differences between users of different devices aligns with findings by Abdi et al. that voice assistant users are unlikely to have developed mental models beyond their own voice assistant [1], suggesting that they may be projecting concerns over their own device onto the study vignettes. Interpreting these results also raises a question of causality—do people choose products like Siri over alternatives because they had greater general concerns over privacy and security, or do their concerns later align with public perceptions (e.g., valuing privacy more highly because Siri is marketed as being privacy preserving)? That product providers have the greatest effect on trust echoes the results of other recent work on anthropomorphism in voice assistants [82]. This raises interesting questions about competition and diversity in the sector, suggesting that new entrants distinguishing themselves with functionality (like the Mycroft assistant being “private and open”3) are much less likely to gain traction and become trusted than a voice assistant made by an established brand that people already trust. An exception to this might be moving functionality offline, something that Apple has announced will begin happening with Siri as of iOS 154.

As described above, there was an underlying incident anxiety factor similar to [10], centred around the likelihood of privacy and security breaches, as well as the impact of the latter. Interestingly, when comparing the results to Cannizzaro et al. trust in competence (Q1) did not emerge as a significant component in the factor. Further work is needed in order to determine the extent to which this is a result of the shift in focus from smart homes to voice assistants, different participant samples, and/or changes in smart homes between the times that the studies were carried out.

5.3 Targeting Privacy and Trust Concerns

At a high level, the participant explanations show a general trend whereby people were able to interpret and understand common behaviours and drawbacks associated with voice assistants, such as the use of wake words and the recording of speech. Problems with devices failing to understand user requests and failing to distinguish requests made by different users were also relatively well described by participants. At the same time, despite the blurred boundaries between participants’ own devices and the hypothetical study device, explanation components were almost exclusively given when they were also present in the vignette shown to participants. One interpretation would

3https://mycroft.ai/

4“Siri adds on-device speech recognition, so the audio of your requests is processed on your iPhone or iPad by default. And on-device processing also means Siri can perform many tasks without an internet connection.” (https://www.apple.com/uk/ios/ios-15-preview/)
be that this knowledge is usually backgrounded and/or acquired unconsciously but can be explained on demand: people may not think about these concepts day-to-day, but the vignettes gave them the mental scaffolding to express what they already knew. We hypothesise that where participants were unfamiliar with a concept presented to them in a vignette they were likely to omit it from their subsequent re-explanation, hence the lack of more complex security threats in responses.

At the same time, analysis of participant’s perceptions shows that privacy concerns are mitigated by privacy explanations whereas trust/competence explanations exacerbate trust concerns. So if trust explanations require the most improvement from the baseline presented in this study, what is to be done? The incidence rate of key words in the re-explanations suggests that more can be done to improve users’ mental models of how voice assistants process speech, but this mainly affects conversational repair. As with privacy concerns where prior work has shown the ineffectiveness of and feelings of dejected acceptance caused by warnings where no remedial action can be taken [83], designers should be wary of the same trap here; there is little users can do to act on feelings of trust or distrust towards current voice assistants.

As a result, we posit that the competence concerns identified by the study results represent important priorities for voice assistant manufacturers to address via software and platform updates. In the interim, we see the use of multimodal interaction as a key tool to mitigate the effects of these concerns. Encouraging the use of design elements such as visual feedback and smartphone confirmation dialogues gives users the ability to verify the correct operation of their assistant in ways that feel familiar and comfortable, while still allowing for convenient hands-free operation most of the time. This approach would also address more widespread problems around low user confidence when shopping via voice assistants [1]. Allowing users to balance connectivity with functionality is another option, and will likely ease concerns even if not ultimately used by the majority of users [52].

For privacy concerns, the way forward seems clear. If outlining the extent of privacy risks when using voice assistants reduces the concerns that they have, then providing these explanations is worthwhile. Further work is required to determine exactly why this is the case, as discussed above a possible reason is that people may also be more accustomed to seeing privacy warnings/agreeing to privacy policies which then have little noticeable impact on them, and privacy explanations alone may therefore not be appropriate for increasing knowledge and understanding (see [81]). This points to the adoption of different approaches depending on how well concepts are understood. Quick snippets delivered just-in-time would serve to remind users of important considerations before taking an action (e.g. when linking accounts), whereas more in-depth explanations supported by displays and other devices might be more appropriate for concepts that users are less likely to have an intuitive grasp of (and would therefore be unlikely to acquire from a quick analogy).

5.4 Guiding Users with Analogies

In their explanations, participants readily compared the hypothetical voice assistant in the vignette to their own devices and other digital technologies present in everyday life. A clear next step would be the development of analogies or short explanations that increase understanding about other aspects of how voice assistants work (such as using ‘building blocks’ to represent the parsing of requests), which could be delivered when the device fails to understand the user’s intent as a form of conversational grounding [13]. This would also be appropriate when targeting poorly understood features or risks, such as the potential for ‘skill squatting’ [46]. Given the presence of anthropomorphism and potential uses of social reasoning present in the results, there may be a case for social analogies as well as technical ones (e.g. comparing microtransactions within skills/actions to buying a used car in terms of the social mechanics involved).
The prioritisation of explanation concepts is also likely to shift over time. The results of the study suggest that participants, likely primed by experiences with their own voice assistants, saw failings of speech recognition as the greatest concern. But as speech recognition improves and conversation models adapt to enable more natural exchanges (e.g. [6]), helping people better understand the functionality offered by voice assistants will become of greater importance; once the technology becomes sufficiently accurate “[end-users] do not expect to have that level of insight because they have no practical need of it” [68].

Indeed, these techniques will become increasingly important as we begin to make assistants that guide people through more complex requests that might include follow-on questions that narrow the scope of an initial enquiry (e.g. styling an assistant as a ‘coach’ [90] or similar). Here these kinds of short, contextual snippets can not only convey the limitations of the assistant, but also the assumptions and boundaries of the dialectic process itself.

5.5 The Future of Voice Assistant Explanations

Based on our findings, we ask ourselves the extent to which explanations for voice assistants should focus on reassuring users versus describing the drawbacks of the technology. Going forward we see two main applications for explanations in voice assistants. The first, as demonstrated in the vignettes, is to convey the benefits and drawbacks of contemporary technologies, highlighting relevant information at the point of use that can be further supplemented by other media (e.g. information cards on a display). Following work by Schaub et al. [78], these explanations should be short and specific, delivered in-context during an interaction. They should also present users with meaningful opportunities to change their actions and/or remedy potential problems. For example, when explaining the potential privacy implications of sending information to a third party skill, offline processing could be offered as an alternative, with the privacy-reliability exchange briefly outlined. We present the further development of these explanations as an open challenge to the research community, and look forward to making our own contributions in future work.

The second is to convey technical mechanisms put in place to protect users. Given public perceptions and media reports, convincing users as to the efficacy of a protection mechanism is likely to be a challenging task, requiring the use of explanations subject to the caveats given above. For instance, while Amazon has a mechanism to allow users to delete audio recordings associated with previous voice commands, there have been public outcries reported in the media as many people are not aware that this is possible or that recordings are stored5. These types of explanations will become increasingly important as the mechanisms to protect users in voice assistants become more sophisticated. One example would be the introduction of controls over information flows across the voice assistant ecosystem (including to third parties as in our 3E condition), that could come with strong default configurations [2] and/or learn user preferences over time [94]. For these controls it would be crucial to explain in an accessible way and at the right time what may happen to users’ data. A second key example is the introduction of provable privacy and security properties to future voice assistants, constraining the behaviour of their underlying AI/ML models. Research on the verification and dynamic monitoring of such models is currently a hot topic, with promising results to date [7, 19, 37].

5.6 Limitations

The greatest limitation of the study lies in the viewpoints and devices of its participants. To reduce complexity respondents were all resident in the UK, and as a result used a small set of devices. In

---

5 e.g. “How to listen to hidden Alexa recordings of your conversations – and then delete them” (https://www.thesun.co.uk/tech/10987517/listen-alexa-recordings-how-amazon-delete/)
future experiments we aim to further explore the ways in which the perceptions reported here might differ across the globe. Another artefact of the survey design was that some participants were exposed to more concepts than others, and it is possible (though unlikely) that a saturation point existed after which new concepts were not retained. This would manifest in the results as a lower incidence of certain codes amongst groups with longer explanations (e.g. 3E/TPS), but this did not appear to be the case during analysis.

Methodologically, there are also many possible ways to deliver explanations, of which the format presented here is but one. Different approaches to the challenges we discuss will yield different results; the goal of this paper was not to determine the best approach to voice assistant explanations, but rather to determine their general utility and inform their future refinement. By focusing on trust as competence when designing the vignette explanations we were not able to manipulate trust as benevolence or integrity when answering the research questions, and the results suggest that participants subsequently relied on experiences with the vendors of their own devices when answering those questions. The lack of an existing validated questionnaire for the concepts being explored, while mitigated through careful re-use of existing questions, is unfortunate and remains an opportunity for future work.

6 CONCLUSION

Voice assistants occupy an unfortunate meeting point between sleek smart home gadgetry and lower bandwidth voice interfaces. This can make understanding how they work difficult, and makes it harder to assess the benefits and drawbacks of their use. By studying changes in peoples’ perceptions of different voice assistants described in various ways, we show the vastly different responses to different kinds of explanations.

Combining this with participants’ own re-explanations gave a unique opportunity to see the functionality—and concerns—that were reflected back, highlighting gaps in people’s understanding and opening up a discussion on issues that explanations are apt to mitigate, as well as those they are not. The findings suggest that the introduction of online functionality and the absence of privacy explanations both contribute to a general sense of incident anxiety, and that users differentiate and respond to relatively subtle combinations of first and third party entities. The contrasting reactions to privacy and reliability explanations is an important one that can be used to shape the development of future voice assistants and associated explanations, and shows the importance of work by developers towards decreasing misfires and misinterpretations.

Reflecting on the unique role that trust plays in respect to voice assistants, we argue that trust in a voice assistant is logically equivalent to trust in its manufacturer, and lay out the challenges faced by new entrants to the voice assistant market. While the dominance of trust in manufacturers as a predictor of trust in voice assistants may appear to be bad news given the track records of the companies operating in this space, positive responses to offline functionality may yet prove to be good news for everyone (and particularly the privacy concerned).
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