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Abstract

This paper is concerned with incremental stability properties of nonlinear systems. We propose conditions to compute an upper bound on the incremental $L_2$-gain and to assess incremental asymptotic stability of piecewise-affine (PWA) systems. The conditions are derived from dissipativity analysis, and are based on the construction of piecewise-quadratic functions via linear matrix inequalities (LMI) that can be efficiently solved numerically. The developments are shown to be less conservative than previous results, and are illustrated with numerical examples.

In the last part of this paper, we study the connection between incremental $L_2$-gain stability and incremental asymptotic stability. It is shown that, with appropriate observability and reachability assumptions on the input-output operator, incremental $L_2$-gain implies incremental asymptotic stability. Finally, it is shown that the converse implication follows provided some regularity conditions on the state space representation are met.
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1 Introduction

The concept of incremental stability concerns the behavior of each trajectory with respect to each other, as opposed to an equilibrium point. There exist in the literature a variety of definitions concerning incremental stability, both from the input-output and state-space points of view. Concerning the former, Zames introduced the maximum incremental amplification \[36\] and used it to establish conditions for the stability of feedback loops \[38, 37\]. This notion was later extended, see e.g. the generalized incremental gain \[7\] and differential stability \[16\], and proposed as part of a framework to tackle robust performance analysis of nonlinear systems \[12\]. With respect to the latter, we may cite incremental asymptotic stability and incremental input-to-state stability \[2\], extensions of their counterparts from Lyapunov theory and Sontag’s input-to-state stability, as well as convergence \[27\] and contraction \[25\], among some other variants. In common between these definitions is the fact that an incremental notion of stability ensures stronger properties on the behavior of the system than its non-incremental counterpart. Among these, we may cite the existence of a unique asymptotically stable constant (resp. $T$-periodic) trajectory in response to a constant (resp. $T$-periodic) input, the asymptotic independence of initial conditions and the unicity of the steady state \[2, 27, 25, 9\]. The aforementioned properties make incremental stability notions a suitable tool to deal with tracking and synchronization problems, as well as observer design.
In [12, 10], the weighted incremental $L_2$-gain is proposed as a means to extend $H_\infty$ analysis to the nonlinear context. This approach couples the quantitative characterization of performance through the addition of weighting functions with the qualitative behavior of incrementally stable systems. This enables to study robust stability and performance of nonlinear systems, and to address quantitative specifications concerning tracking/synchronization and disturbance attenuation [13] in a way similar to that of linear time-invariant systems. The drawback of this method lies in the complexity of the conditions allowing assessment of incremental $L_2$-gain stability. Indeed, [29] proposed necessary and sufficient conditions for incremental $L_2$-gain stability based on the celebrated dissipativity framework [35]. The analysis amounts to searching for a solution of a Hamilton-Jacobi-Bellman inequality [19], a problem of infinite dimension involving a partial differential inequality (PDI). Although numerical procedures to find approximate solutions to the PDI exist [20], the analysis may become intractable for complex nonlinear systems. A different approach is to search for relaxed sufficient conditions to compute an upper bound on the incremental $L_2$-gain. In [15], the notion of quadratic incremental stability is introduced, and the analysis is conducted by embedding the dynamics of the time-varying linearizations of the system in a linear parameter-varying (LPV) model with polytopic description. The drawback of performing analysis based on relaxed sufficient conditions comes in the form of conservativeness, and to try to cope with that we shall focus the analysis on piecewise-affine (PWA) systems.

The interest in nonlinear systems described by piecewise-affine functions is not new (see e.g. [21] for a historical review). This may be credited to two concurring factors: 1) PWA functions allow the description of a wide range of nonlinearities appearing in applied control theory – such as saturations, relays and dead zones – as well as the approximation of a broad class of nonlinear functions; 2) Their description remains quite similar to that of LTI systems, so that some of the results from linear control theory can be efficiently transposed, notably with respect to the possibility of recasting the analysis as an optimization problem constrained by linear matrix inequalities (LMIs). Johansson and Rantzer pioneered the analysis of piecewise-affine systems by introducing piecewise-quadratic Lyapunov functions [22]. In this sense, the analysis becomes local as to each region corresponds a different quadratic function. This was made possible via application of $S$-procedure techniques [6], and the approach was shown to provide less conservative results than those obtained with single quadratic Lyapunov functions. Several extensions were subsequently proposed, enabling to consider stabilization [17] and computation of an upper bound on the $L_2$-gain [28], among others.

The study of incremental stability properties of PWA systems has been addressed before in the literature. In the context of convergent systems, [26] casts the analysis of PWA systems with continuous and discontinuous right-hand side as a search for a quadratic Lyapunov-like function. Romanchuk and Smith considered the incremental $L_2$-gain stability of PWA systems, and proposed conditions to construct a quadratic storage function [30]. In common between both approaches is the proposal of LMI constraints and the restriction to quadratic functions.

This paper extends the results presented in [33]. Based on dissipativity arguments, we propose conditions to construct storage functions and so-called incremental Lyapunov functions possessing a piecewise-quadratic structure. This is possible as the argument of these functions is not necessarily taken to be the difference between two states. Hence, the results are more general then those in [30], and thus potentially less conservative. The proposed conditions are expressed as LMI-constrained optimization problems that can be very efficiently
The aim of this paper is twofold. First, we provide sufficient conditions to assess incremental $L_2$-gain and asymptotic stability of piecewise-affine systems. The proposed conditions are shown to be similar, but not equivalent. The last part of this article proposes a study of the connection between both definitions, through the use of convenient observability and reachability assumptions on the state space realization of the input-output operator. The paper is organized as follows. Section 2 presents the definitions of incremental stability adopted in this paper, along with the related functional problems allowing their assessment. In Section 3 we present conditions for the incremental analysis of PWA systems, which are illustrated through numerical examples in Section 4. Lastly, Section 5 establishes a connection between both incremental properties at hand through some assumptions on the observability and controllability of the state representation of the nonlinear system.

**Notation**

We denote by $\| \cdot \|$ the Euclidean norm for vectors or the corresponding induced norm for matrices. The real half line $[0, +\infty)$ is denoted by $\mathbb{R}_+$. The extended real line $\mathbb{R} \cup \{-\infty, +\infty\}$ is denoted by $\mathbb{R}$, and the half-line $\mathbb{R}_+ \cup \{+\infty\}$ by $\mathbb{R}_+$. For a vector $v = (v_1, \ldots, v_n)$, $v \succ 0$ (resp. $v \succeq 0$) is equivalent to the componentwise inequality $v_i > 0$ (resp. $v_i \geq 0$), $\forall i \in \{1, \ldots, n\}$. For a matrix $A \in \mathbb{R}^{n \times n}$, $A > 0$ (resp. $A \succeq 0$) denotes that $A$ is positive definite (resp. semi-definite). The symbol $\cdot$ replaces the corresponding symmetric block in a symmetric matrix. The column concatenation of two matrices $A$ and $B$ of compatible dimensions, denoted by col, is such that $\text{col}(A, B) = [A \ B]$. The $n \times n$ identity matrix is denoted by $I_n$, and $\overline{I}_n \in \mathbb{R}^{2n \times 2n}$ and $\overline{J}_n \in \mathbb{R}^{(2n+1) \times (2n+1)}$ denote the following matrices

$$
\overline{I}_n = \begin{bmatrix} I_n & -I_n \\ -I_n & I_n \end{bmatrix} \quad \overline{J}_n = \begin{bmatrix} I_n & -I_n & 0 \\ -I_n & I_n & 0 \\ 0 & 0 & 0 \end{bmatrix}
$$

$L^2_0(\mathbb{R}_+)$ is the space of square integrable $\mathbb{R}$-valued functions defined on $\mathbb{R}_+$, and the associated norm is defined by $\| f \|_2 = \int_0^\infty \| f(t) \|^2 dt^{1/2}$. The causal truncation $P_T f$ is defined by $P_T f(t) = f(t)$ for $t \leq T$ and 0 otherwise. The extended space $L^2_0(\mathbb{R}_+)$ is the space of $\mathbb{R}^d$-valued functions defined on $\mathbb{R}_+$ whose causal truncations belong to $L^2_0(\mathbb{R}_+)$ for any $T \geq 0$. The function $\phi : \mathbb{R}_+ \times \mathbb{R}_+ \times X \times L^2_0(\mathbb{R}_+) \to X$ is called the state transition map and is such that $x = \phi(t, t_0, x_0, u)$ is the state $x \in X$ attained at instant $t$ when the system is driven from $x_0 \in X$ at the instant $t_0$ by the input $u$. Let $u_\tau$ denote the time shifted version of $u$, defined by $u_\tau(t) := u(t - \tau)$. A dynamical system $\Sigma$ is said to be stationary if, for every $\tau \in \mathbb{R}$, we have $\phi(t, t_0, x_0, u) = \phi(t + \tau, t_0 + \tau, x_0, u_\tau)$.

A function $\rho : \mathbb{R}_+ \to \mathbb{R}_+$ is said to be positive definite if it is such that $\rho(0) = 0$ and $\rho(r) > 0$, $\forall r \neq 0$. We denote by $K$ the class of continuous and strictly increasing functions $\alpha : \mathbb{R}_+ \to \mathbb{R}_+$ for which $\alpha(0) = 0$. A function $\alpha$ is of class $K_\infty$ if it is of class $K$ and unbounded. A continuous function $\beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+$ is of class $KLC$ if for any fixed $t \geq 0$, $\beta(\cdot, t) \in K$ and, for any fixed $s$, $\beta(s, \cdot)$ is decreasing with $\lim_{t \to \infty} \beta(s, t) = 0$. The identity function is denoted by $I$, and function composition is represented by the symbol $\circ$. For $\rho$ a function, $\rho^{k+1}$ is recursively defined by $\rho^{k+1} := \rho \circ \rho^k$, for $k \geq 1$. The floor function, denoted by $\lfloor \cdot \rfloor$, is such that $\lfloor r \rfloor$ is the largest integer less than or equal to $r$. 

3
2 Incremental stability properties

2.1 Preliminaries

Let us consider an autonomous dynamical system \( \Sigma_{x_0} : L^p_{2e}(\mathbb{R}_+) \rightarrow L^m_{2e}(\mathbb{R}_+) \) with a state space representation given by

\[
\begin{align*}
y = \Sigma_{x_0}(u) \quad \left\{ 
\begin{array}{l}
\dot{x}(t) = f(x(t), u(t)) \\
y(t) = h(x(t), u(t)) \\
x(0) = x_0
\end{array}
\right.
\end{align*}
\]

where \( x(t) \in X \subseteq \mathbb{R}^n \) is the state, \( u \in L^p_{2e}(\mathbb{R}_+) \) is the input taking values in \( U = \mathbb{R}^p \) containing the origin, and \( y \in L^m_{2e}(\mathbb{R}_+) \) is the output taking values in \( Y = \mathbb{R}^m \). The functions \( f : \mathbb{R}^n \times \mathbb{R}^p \rightarrow \mathbb{R}^n \) and \( h : \mathbb{R}^n \times \mathbb{R}^p \rightarrow \mathbb{R}^m \) are assumed to be Lipschitz continuous, and are such that \( f(0, 0) = 0 \) and \( h(0, 0) = 0 \), so that the origin is an equilibrium point associated to the null input with zero output. For the sake of notation, we shall drop the subscript from \( \Sigma_{x_0} \) and note simply \( \Sigma \). It should be noted, however, that the initial condition has an impact on the input-output behavior of \( \Sigma \), which will be important in what follows.

In this paper, we shall be concerned with establishing efficient methods to assess incremental properties of system (2). We shall consider two incremental stability notions: incremental \( L^2 \)-gain stability and incremental asymptotic stability. The former is an input-output property, based on the energy relation of any two different outputs with respect to that of the respective inputs, whereas the latter concerns the behavior of state trajectories with respect to initial conditions when the system is driven by a certain input.

As it will be elaborated in the sequel, the assessment of both of these incremental properties might prove too difficult when dealing with general nonlinear systems. Indeed, both may be obtained by solving related functional problems, a task which is far from trivial in most cases. For this reason, the primary aim of this paper is to provide sufficient conditions to assess incremental properties for a class of nonlinear systems, namely piecewise-affine (PWA) systems. Let us consider a dynamical system \( \Sigma_{PWA} : L^p_{2e}(\mathbb{R}_+) \rightarrow L^m_{2e}(\mathbb{R}_+) \) with a PWA representation given by

\[
\begin{align*}
y = \Sigma_{PWA}(u) \quad \left\{ 
\begin{array}{l}
\dot{x}(t) = A_i x(t) + a_i + B_i u(t) \\
y(t) = C_i x(t) + c_i + D u(t) \quad &\text{for } x(t) \in X_i \\
x(0) = x_0
\end{array}
\right.
\end{align*}
\]

where the regions \( X_i \), for \( i \in \mathcal{I} := \{1, \ldots, N\} \), are closed convex polyhedral sets defined by \( X_i = \{ x \in X \mid G_i x + g_i \geq 0 \} \) with non-empty and pairwise disjoint interiors such that \( \bigcup_{i \in \mathcal{I}} X_i = X \). Then, \( \{ X_i \}_{i \in \mathcal{I}} \) constitutes a finite partition of \( X \). From the geometry of \( X_i \), the intersection \( X_i \cap X_j \) between two different regions is always contained in a hyperplane, i.e. \( X_i \cap X_j \subseteq \{ x \in X \mid E_{ij} x + e_{ij} = 0 \} \).

We require that (3) respects the following assumptions.

**Assumption 2.1**

For any \( i \in \mathcal{I}, 0 \in X_i \) implies \( a_i = 0 \) and \( c_i = 0 \), so that \( x = 0 \) is an equilibrium point of (3) with zero input and zero output.

**Assumption 2.2**

The PWA system (3) does not present Zeno behavior.
We say that the system presents Zeno behavior when there is an infinite number of switches in a bounded interval of time. There exist two types of so-called Zeno behavior, namely chattering Zeno and genuine Zeno. The former is characterized by a null dwell-time, when the trajectory evolves on a switching surface, which is generally called a sliding mode. The latter, on the contrary, is characterized by strictly positive dwell-times, which tend to zero as the time approaches the so-called breaking Zeno point. A sufficient condition to ensure the non-existence of sliding modes is the Lipschitz continuity of the right-hand side of the differential equation in (3). Conditions to ensure Lipschitz continuity are given in Appendix A.1. In the case of discontinuous right-hand side, it might be difficult to ensure non-existence of sliding modes in the general case (see e.g. [21]). Genuine Zeno behavior is somewhat more complicated to exclude. [31] states that no Zeno behavior exist in the case where the right-hand side of the ODE is continuous and the input is piecewise real-analytic. [24] extends the results to ensure non-existence of Zeno behavior when the right-hand side of the ODE is continuous and the input is left/right-analytic.

In the remaining of this section we shall formally define the incremental properties we aim to study, and present the general approach to establish them. We then propose the main results in Section 3.

2.2 Incremental $L_2$-gain and dissipativity

In this section we present the adopted definition of incremental $L_2$-gain together with the associated machinery from the framework of dissipative systems [35]. We begin by recalling the definition of $L_2$-gain stability of nonlinear systems.

**Definition 2.3 ($L_2$-gain stability)**

The system (2) is said to be $L_2$-gain stable if there exists $\gamma \geq 0$ such that for all $u \in L_2^p(\mathbb{R}_+)$ we have

$$\int_0^\infty \|y(t)\|^2 dt \leq \gamma^2 \int_0^\infty \|u(t)\|^2 dt$$

for $y = \Sigma(u)$ with $x_0 = 0$. We define the $L_2$-gain of $\Sigma$ as the smallest $\gamma$ for which (4) holds.

We now proceed to define the incremental $L_2$-gain of a dynamical system.

**Definition 2.4 (Incremental $L_2$-gain stability)**

The system (2) is said to be incrementally $L_2$-gain stable if it is $L_2$-gain stable and there exists $\eta \geq 0$ such that for all $u, \tilde{u} \in L_2^p(\mathbb{R}_+)$ we have

$$\int_0^\infty \|y(t) - \tilde{y}(t)\|^2 dt \leq \eta^2 \int_0^\infty \|u(t) - \tilde{u}(t)\|^2 dt$$

for $y = \Sigma(u)$ and $\tilde{y} = \Sigma(\tilde{u})$ with the same initial condition $x_0$. We define the incremental $L_2$-gain of $\Sigma$ as the smallest $\eta$ for which (5) holds.

We note that, given the assumptions on functions $f$ and $h$, boundedness of the $L_2$-gain is implied by incremental $L_2$-gain stability. We shall make use of the framework of dissipative systems [35], a standard procedure when studying input-output properties such as boundedness and passivity. The following recalls the main concepts needed.
Definition 2.5 (Dissipative system)
A dynamical system $\Sigma$ is said to be dissipative with respect to the supply rate $w : U \times Y \to \mathbb{R}$ if there exists a nonnegative function $S : X \to \mathbb{R}_+$, called the storage function, such that for all $t_1, t_0 \in \mathbb{R}_+, t_1 \geq t_0$, and $u \in L^p_{2e}(\mathbb{R}_+)$,

$$S(x(t_1)) = S(x(t_0)) - \int_{t_0}^{t_1} w(u(t), y(t)) \, dt$$

where $x(t_1) = \phi(t_1, t_0, x(t_0), u)$ and $y = \Sigma(u)$.

The incremental $L_2$-gain stability of system (2) can be assessed via dissipativity analysis of a fictitious augmented system $\Sigma : L_{2e}(\mathbb{R}_+) \times L_{2e}(\mathbb{R}_+) \to L_{2e}(\mathbb{R}_+)$ given by

$$\begin{align*}
\dot{x}(t) &= f(x(t), u(t)) \\
\dot{\bar{u}}(t) &= f(\bar{x}(t), \bar{u}(t)) \\
\bar{y}(t) &= h(x(t), u(t)) - h(\bar{x}(t), \bar{u}(t)) \\
x(0) &= x_0 \\
\bar{u}(0) &= \bar{x}_0
\end{align*}$$

We note that $\Sigma(u, \bar{u}) := \Sigma(u) - \Sigma(\bar{u})$. Before stating the connection between incremental $L_2$-gain stability and dissipativity of the augmented system, we need to recall the definition of reachability, as follows.

Definition 2.6 (Reachability)
The state space of $\Sigma$ is said to be reachable from $x_0$ if given any $x \in X$ and $t \geq 0$, there exist $u \in L^p_{2e}(\mathbb{R}_+)$ and $T_r \geq 0$ such that $x = \phi(t, t - T_r, x_0, u)$.

The next theorem is an important result concerning the equivalence between incremental $L_2$-gain stability and dissipativity of the augmented system.

Theorem 2.7 (Incremental dissipativity)
Let $\Sigma$ be a stationary dynamical system with a reachable state space $X$ from $x_0$. The following statements are equivalent:

(i) $\Sigma$ is incrementally $L_2$-gain stable;

(ii) $\Sigma$ is dissipative with respect to the supply rate function $\overline{w} : U \times U \times Y \to \mathbb{R}$ given by

$$\overline{w}(u, \bar{u}, \bar{y}) = \eta^2 \|u - \bar{u}\|^2 - \|\bar{y}\|^2$$

and there exists a storage function $S$, defined from $X \times X$ into $\mathbb{R}_+$, i.e., independent of time, such that $S(x, x) = 0$, $\forall x \in X$.

Proof
Taken from [14]. It is a consequence of Lemmas 3.1 and 3.2 in [9].

Remark 2.8
A similar treatment is presented in [29], albeit with some minor differences. If reachability is not assumed, condition (ii) becomes only sufficient to obtain (i).
For the sake of notation, we shall say that $\Sigma$ is *incrementally dissipative* when the equivalent statements in Theorem 2.7 are satisfied.

We aim to find sufficient conditions to compute an upper bound on the incremental $L_2$-gain, and we focus on the class of PWA systems. This problem was tackled before in [30], where the search for a quadratic storage function of the form $S(x, \tilde{x}) = (x - \tilde{x})^T P(x - \tilde{x})$ is expressed as an LMI-constrained optimization problem. We shall propose less conservative results based on the search for piecewise-quadratic storage functions of $x$ and $\tilde{x}$, as will be presented in Section 3.

### 2.3 Incremental asymptotic stability

We now consider the notion of incremental asymptotic stability. As is the case with its non-incremental counterpart, we study the influence of the initial condition on the trajectories of the system, but now subjected to a certain input belonging to a specific class. The following definition is adapted from [2].

**Definition 2.9 (Incremental asymptotic (exponential) stability)**

Let $X \subseteq \mathbb{R}^n$ be a non-empty connected region of the state space, and let $U \subseteq L^2_p(\mathbb{R}_+)$ be a class of input functions. We say that system (2) is incrementally asymptotically stable on $X$ with respect to $U$ if there exists a function $\beta$ of class $\mathcal{KL}$ so that for all $x_0, \tilde{x}_0 \in X$ and all $t \geq 0$ the following holds

$$\|x(t) - \tilde{x}(t)\| \leq \beta(\|x_0 - \tilde{x}_0\|, t) \quad (9)$$

with $x(t) = \phi(t, 0, x_0, u)$ and $\tilde{x}(t) = \phi(t, 0, \tilde{x}_0, u)$ for any $u \in U$. If there exist $d, \lambda > 0$ such that $\beta(r, t) \leq de^{-\lambda r}$, the system is said to be incrementally exponentially stable on $X$ with respect to $U$. If $X = \mathbb{R}^n$, the system is said to be incrementally globally asymptotically (exponentially) stable with respect to $U$.

**Remark 2.10**

The notion of incremental asymptotic stability, as stated here, can be related to the so-called asymptotic stability of the unperturbed motion, see e.g. [9].

It is interesting to note the relation between incremental asymptotic stability and its non-incremental counterpart. The usual definitions of asymptotic stability of [2] concern the stability of the origin subject to the state equation $\dot{x}(t) = f(x(t), 0)$, i.e. associated to the input $u \equiv 0$. Incremental asymptotic stability, on the other hand, is concerned with the stability of any equilibrium point or trajectory associated to a certain input $u$.

In [2, Theorem 1], a slightly different definition of incremental asymptotic stability is shown to be equivalent to the existence of what we may call an incremental Lyapunov function. For completeness, we restate this theorem here as a sufficient condition in view of the definition adopted in the present paper.

**Theorem 2.11**

System (3) is incrementally asymptotically stable with respect to $U$ as in Definition 2.9 if there exist a continuous function $V : X \times X \to \mathbb{R}_+$, called an incremental Lyapunov function, and $\mathcal{K}_\infty$ functions $\alpha_1$ and $\alpha_2$ such that

$$\alpha_1(\|x - \tilde{x}\|) \leq V(x, \tilde{x}) \leq \alpha_2(\|x - \tilde{x}\|) \quad (10)$$
and along any two trajectories $x, \tilde{x}$, starting respectively from $x_0$ and $\tilde{x}_0$ under input $u \in U$, $V$ satisfies for any $t \geq 0$

$$V(x(t), \tilde{x}(t)) - V(x_0, \tilde{x}_0) \leq - \int_0^t \rho(\|x(\tau) - \tilde{x}(\tau)\|) \, d\tau$$

(11)

with $x(t) = \phi(t, 0, x_0, u)$, $\tilde{x}(t) = \phi(t, 0, \tilde{x}_0, u)$ and $\rho$ a positive definite function.

Hence, to assess incremental asymptotic stability, it suffices to find a function $V$ respecting the conditions in Theorem 2.11. However, as in the previous section, the difficulty remains how to efficiently construct this function in the general case of nonlinear systems. The problem of finding efficient methods to assess incremental asymptotic stability is largely open. In the next section we shall propose a method to efficiently construct piecewise-quadratic incremental Lyapunov functions.

3 Incremental analysis of piecewise-affine systems

In this section we shall focus on the incremental analysis of PWA systems. The augmented system (7) may be represented as follows when the system is piecewise-affine.

$$\begin{align*}
\dot{\pi}(t) &= \mathcal{A}_{ij} \pi(t) + \mathcal{B}_{ij} \pi(t) \\
\bar{y}(t) &= \mathcal{C}_{ij} \pi(t) + \mathcal{D} \bar{u}(t) \\
\pi(0) &= \pi_0
\end{align*}$$

(12)

where $\pi = \text{col}(x, \tilde{x}, 1)$, $\bar{\pi} = \text{col}(u, \tilde{u})$, and

$$\begin{align*}
\mathcal{A}_{ij} &= \begin{bmatrix} A_i & 0 & a_i \\ 0 & A_j & a_j \\ 0 & 0 & 0 \end{bmatrix} \\
\mathcal{B}_{ij} &= \begin{bmatrix} B_i & 0 \\ 0 & B_j \\ 0 & 0 \end{bmatrix} \\
\mathcal{C}_{ij} &= \begin{bmatrix} C_i & -C_j & c_i - c_j \end{bmatrix} \\
\mathcal{D} &= \begin{bmatrix} D & -D \end{bmatrix}
\end{align*}$$

(13)

The space $\mathcal{X}$ is defined as $\mathcal{X} = X \times X \times \{1\}$, and regions $X_{ij}$ are defined as $X_{ij} = \{ \pi \in \mathcal{X} \mid x \in X_i \text{ and } \tilde{x} \in X_j \}$. Each region $X_{ij}$ is described by $X_{ij} = \{ \pi \in \mathcal{X} \mid \bar{G}_{ij} \pi \succeq 0 \}$ where

$$\bar{G}_{ij} = \begin{bmatrix} G_i & 0 & g_i \\ 0 & G_j & g_j \end{bmatrix}$$

(14)

Analogously to the state partition $\{X_i\}_{i \in I}$ of system $\Sigma_{PWA}$, the intersection between any two regions $X_{ij}$ and $X_{kl}$ of $\Sigma_{PWA}$ is either empty or contained in the hyperplane given by

$$X_{ij} \cap X_{kl} \subseteq \{ \pi \in \mathcal{X} \mid \bar{E}_{ijkl} \bar{\pi} = 0 \}$$

(15)

In the next section we establish sufficient conditions for incremental $\mathcal{L}_2$-gain stability and incremental asymptotic stability. These problems will be cast as the search for continuous piecewise-quadratic functions of the form

$$S(x, \tilde{x}) = \begin{cases} (x - \tilde{x})^T P_i (x - \tilde{x}) & \text{for } \pi \in X_{ii} \\ \pi^T \mathcal{P}_{ij} \pi & \text{for } \pi \in X_{ij}, i \neq j \end{cases}$$

(16)
We remark that the choice of a quadratic function of \((x - \tilde{x})\) on cells \(X_{ii}\) does not lead to any loss of generality with respect to general piecewise-quadratic functions of \(\tilde{x}\). Indeed, from Theorem 2.7, if \(x \in X\) is reachable from \(x_0\), we have that \(S(x, x) = 0\), which implies the aforementioned structure. This is formally stated in the following proposition.

**Proposition 3.1**

If \(S : X \times X \to \mathbb{R}_+\) is a nonnegative piecewise-quadratic function given by \(S(x, x) = \tilde{x}_T P_{ij} \tilde{x}\) for \(\tilde{x} \in X_{ij}\) and such that \(S(x, x) = 0\) for all \(x \in X\), then on regions \(X_{ii}\), \(S\) must be of the form \(S(x, x) = (x - \tilde{x})^T P_i (x - \tilde{x})\).

**Proof**

Let us denote

\[
\mathcal{P}_{ij} = \begin{bmatrix}
P_{ij}^{11} & P_{ij}^{12} & q_{ij}^1 \\
\cdot & P_{ij}^{22} & q_{ij}^2 \\
\cdot & \cdot & r_{ij}
\end{bmatrix}
\]  

(17)

We have that \(S(x, x) = 0\), for all \(x \in X\). Then, in regions \(X_{ii}\) we have

\[
S(x, x) = x^T (P_{ii}^{11} + 2P_{ii}^{12} + P_{ii}^{22}) x + 2 (q_{ii}^1 + q_{ii}^2) x + r_{ii} = 0
\]

(18)

for all \(x \in X_i\), which implies that

\[
P_{ii}^{12} = -\frac{1}{2} (P_{ii}^{11} + P_{ii}^{22})
\]

(19)

\[
q_{ii}^1 = -q_{ii}^2 =: q_{ii}
\]

(20)

\[
r_{ii} = 0
\]

(21)

The function \(S\) can then be rewritten as

\[
S(x, x) = (x - \tilde{x})^T P_{ii}^{11} (x - \tilde{x}) - x^T Q (x - \tilde{x}) + 2q_{ii}^T (x - \tilde{x})
\]

(22)

for \(\tilde{x} \in X_{ii}\), with \(Q = P_{ii}^{22} - P_{ii}^{11}\).

Since regions \(X_i\) have non-empty interiors, the vector given by \(x - \tilde{x}\) for \(x, \tilde{x} \in X_i\) can take any direction on \(\mathbb{R}^n\). Based on this fact, we can take \(x, \tilde{x}_1, \tilde{x}_2 \in X_i\) such that \(x - \tilde{x}_1 = \alpha \xi\) and \(x - \tilde{x}_2 = -\alpha \xi\), for \(\alpha > 0\) and some \(\xi \in \mathbb{R}^n\). We can then write

\[
S(x, \tilde{x}_1) = \alpha^2 \xi^T P_{ii}^{11} \xi - \alpha (x^T Q \xi - 2q_{ii}^T \xi) \geq 0
\]

\[
S(x, \tilde{x}_2) = \alpha^2 \xi^T P_{ii}^{11} \xi + \alpha (x^T Q \xi - 2q_{ii}^T \xi) \geq 0
\]

(23)

For \(\|\xi\| \to 0\), the quadratic term becomes negligible and the sign is dominated by the remaining term. Since \(S\) is nonnegative and \(\alpha > 0\), we must have \(x^T Q \xi = 2q_{ii}^T \xi\), \(\forall \xi \in \mathbb{R}^n\) and \(\forall x \in X_i\). Since \(\xi\) is an arbitrary vector in \(\mathbb{R}^n\), there exists an \(n \times n\) matrix \(\Xi\) of full rank so that \((Qx - 2q_{ii})^T \xi = 0\) implies \((Qx - 2q_{ii})^T \Xi = 0\) and then

\[
Qx = 2q_{ii}, \quad \forall x \in \text{int}(X_i)
\]

(24)

Every vector \(x \in \text{int}(X_i)\) can be written as \(x = x_0 + (x - x_0) = x_0 + \alpha \xi\), for some \(x_0 \in X_i\), \(\alpha > 0\) and \(\xi \in \mathbb{R}^n\). Substituting in (24), we get \(Qx_0 + \alpha Q \xi = 2q_{ii}\). Using (24) yields \(\alpha Q \xi = 0\). Since \(\xi\) can take any direction, this requires that the null space of \(Q\) be of dimension \(n\), which implies \(Q = 0\). Therefore, \(P_i := P_{ii}^{11} = P_{ii}^{22}\) and \(q_{ii} = 0\), and function \(S\) becomes

\[
S(x, \tilde{x}) = (x - \tilde{x})^T P_i (x - \tilde{x}) \quad \text{for} \ x, \tilde{x} \in X_i
\]

(25)

which concludes the proof. □
Remark 3.2
The state space partition for the construction of the storage function $S$ in (16) was chosen to be the same as $\{X_{ij}\}_{(i,j) \in I \times I}$. However, in general, both are independent and the state space partition for the storage function may be refined to allow for more flexibility (see e.g. [22]).

3.1 Piecewise quadratic incremental $L_2$-gain stability

In this section we formulate conditions allowing to compute an upper bound on the incremental $L_2$-gain based on the search for a continuous piecewise-quadratic storage function (16).

Theorem 3.3
If there exist symmetric matrices $P_i \in \mathbb{R}^{n \times n}$ and $P_{ij} \in \mathbb{R}^{(2n+1) \times (2n+1)}$; $U_{ij}, W_{ij} \in \mathbb{R}^{p_{ij} \times p_{ij}}$ with nonnegative coefficients and zero diagonal; and $L_{ijkl} \in \mathbb{R}^{(2n+1) \times 1}$ such that

\[
\begin{cases}
P_i \succeq 0 \\
A_i^T P_i + P_i A_i + C_i^T C_i + P_i B_i + C_i^T D \\
D^T D - \eta^2 I_p
\end{cases}
\]

\[\text{for } i \in I \quad (26)\]

\[
\begin{cases}
P_{ij} - C_{ij}^T U_{ij} C_{ij} \succeq 0 \\
A_{ij}^T P_{ij} + P_{ij} A_{ij} + C_{ij}^T C_{ij} + G_{ij}^T W_{ij} C_{ij} + P_{ij} E_{ij} + C_{ij}^T D \\
D^T D - \eta^2 I_p
\end{cases}
\]

\[\text{for } (i,j) \in I \times I, \quad i \neq j \quad (27)\]

\[P_{ij} = P_{kl} + L_{ijkl} E_{ijkl} + E_{ijkl}^T L_{ijkl} \quad (28)\]

are satisfied, then the piecewise-affine system (3) is incrementally $L_2$-gain stable and has an incremental $L_2$-gain less than or equal to $\eta$. Furthermore, it is incrementally dissipative with storage function $S$ given by (16) and supply rate given by (8).

Proof
According to Theorem 2.7, the incremental $L_2$-gain of (3) is less than or equal to $\eta$ if the augmented system (12) is dissipative with respect to the supply rate (8). We will show that the LMIs (26), (27) and the matrix equality (28) allow the construction of a continuous nonnegative piecewise-quadratic storage function $S$ of structure given by (16) such that the above condition is met.

Continuity - We first show that $S$ is a continuous function of $\pi$. This is clearly the case inside every cell, so we just need to show continuity on the boundaries. From (15), $E_{ijkl} = 0$ for all $\pi \in X_{ij} \cap X_{kl}$, then (28) implies that $\pi^T P_{ij} \pi = \pi^T P_{kl} \pi$ for $\pi \in X_{ij} \cap X_{kl}$ and hence that $S$ is continuous.

Nonnegativity - We now show that $S$ is a nonnegative function. The first inequality in (27), post and pre multiplied respectively by $\pi$ and $\pi^T$, implies that $\pi^T P_{ij} \pi \geq \pi^T C_{ij}^T U_{ij} C_{ij} \pi$. Since $U_{ij}$ is composed of nonnegative coefficients, the right-hand side of the previous inequality is nonnegative whenever $\pi \in X_{ij}$. This implies that

\[\pi^T P_{ij} \pi \geq 0 \quad \text{for } \pi \in X_{ij} \quad (29)\]

The first inequality in (26) implies that $S(x, \tilde{x}) \geq 0$ for all $\pi \in X_{ii}$. With (29), this guarantees that

\[S(x, \tilde{x}) \geq 0, \quad \forall x, \tilde{x} \in X \quad (30)\]
Dissipation inequality - We now show that the storage function respects the dissipation constraint \( \|u\| \). Using the same arguments as before, the last inequality in (27), post and pre multiplied by \( \text{col}(\bar{x}, u)^T \) and \( \text{col}(\bar{x}, \bar{u}) \), implies that
\[
\bar{x}^T P_{ij} (\bar{A}_{ij}\bar{x} + \bar{B}_{ij}\bar{u}) + (\bar{A}_{ij}\bar{x} + \bar{B}_{ij}\bar{u})^T P_{ij} \bar{x} + (\bar{C}_{ij}\bar{x} + \bar{D}\bar{u})^T (\bar{C}_{ij}\bar{x} + \bar{D}\bar{u}) - \eta^2 \bar{u}^T \bar{T}_p \bar{u} \leq 0 \tag{31}
\]
for all \( \bar{u} \in U \times U \) and all \( \bar{x} \in X_{ij} \). Let \( t_a \) and \( t_b \) be two time instants such that the state trajectory of system (12) remains in \( X_{ij} \) on the interval \( [t_a, t_b] \). By noticing that \( \bar{x} = \bar{A}_{ij}\bar{x} + \bar{B}_{ij}\bar{u} \), and integrating from \( t_a \) to \( t_b \) along a trajectory of (12), we have
\[
\bar{x}(t_b)^TP_{ij}\bar{x}(t_b) - \bar{x}(t_a)^TP_{ij}\bar{x}(t_a) + \int_{t_a}^{t_b} \|y(\tau) - \tilde{y}(\tau)\|^2 d\tau - \eta^2 \int_{t_a}^{t_b} \|u(\tau) - \tilde{u}(\tau)\|^2 d\tau \leq 0 \tag{32}
\]
The same reasoning can be applied to the last inequality in (26), post and pre multiplying by \( \text{col}(x - \tilde{x}, u - \tilde{u})^T \) and \( \text{col}(x - \tilde{x}, u - \tilde{u}) \), which yields
\[
\Delta x(t_b)^TP_i \Delta x(t_b) - \Delta x(t_a)^TP_i \Delta x(t_a) + \int_{t_a}^{t_b} \|y(\tau) - \tilde{y}(\tau)\|^2 d\tau - \eta^2 \int_{t_a}^{t_b} \|u(\tau) - \tilde{u}(\tau)\|^2 d\tau \leq 0 \tag{33}
\]
with \( \Delta x(t) := x(t) - \tilde{x}(t) \). We note that the first terms in (32) and (33) represent the storage function (16). Let us consider a trajectory \( \bar{x}(t) \), \( \forall t \in [t_0, t_1] \), with \( t_0 \geq 0 \). The time \( t_1 \) can be decomposed as \( t_1 = t_1 - t_{in.q} + \sum_{k=0}^{q-1} (t_{out,k} - t_{in,k}) \), with \( t_{out,k} = t_{in,k+1} \) and \( t_{in,0} = t_0 \), so that during each time interval \( [t_{in,k}, t_{out,k}] \) the trajectory stays in a given region. Then, replacing \( t_a \) by \( t_{in,k} \) and \( t_b \) by \( t_{out,k} \) in (32) and (33), adding up to \( q \) for every region \( X_{ij} \) traversed, and using the continuity of \( S \) yields
\[
S(x(t_1), \tilde{x}(t_1)) - S(x(t_0), \tilde{x}(t_0)) + \int_{t_0}^{t_1} \|y(\tau) - \tilde{y}(\tau)\|^2 d\tau - \eta^2 \int_{t_0}^{t_1} \|u(\tau) - \tilde{u}(\tau)\|^2 d\tau \leq 0 \tag{34}
\]
From (6), this shows that \( S \) is a storage function such that the augmented system \( \Sigma_{PWA} \) is dissipative with respect to the supply rate (8). Theorem 2.7 thus implies that \( \Sigma_{PWA} \) has an incremental \( \mathcal{L}_2 \)-gain less than or equal to \( \eta \), which concludes the proof. \( \square \)

Remark 3.4
(i) Conditions (26) and (27) are non-strict LMIs that, alongside the matrix equality (28), can be efficiently handled by semi-definite programming solvers.

(ii) It can be shown that condition (28) is also necessary for continuity.

(iii) The three terms \( \bar{G}_{ij}^T U_{ij} \bar{G}_{ij} \), \( \bar{G}_{ij}^T R_{ij} \bar{G}_{ij} \) and \( \bar{G}_{ij}^T W_{ij} \bar{G}_{ij} \) in (27), (38) and (50) come from the application of the \( S \)-procedure [22]. Since the \( S \)-procedure is not lossless in general, some conservativeness is obtained. We may potentially reduce these effects by considering also other \( S \)-procedure terms, e.g. as in [17].

3.2 Piecewise quadratic incremental exponential stability
We provide in this section sufficient conditions for incremental asymptotic stability of PWA systems. We recall that, according to Definition 2.9, this property is concerned with the
convergence of any pair of trajectories driven by the same input $u \in \mathcal{U}$. In this sense, using
the fact that $u = \tilde{u}$, the augmented system (12) may be rewritten as

$$\dot{\pi}(t) = A_{ij}\pi(t) + F_{ij}u(t) \quad \text{for } \pi(t) \in X_{ij}$$

with $F_{ij}$ given by

$$F_{ij} = \begin{bmatrix} B_i \\ B_j \\ 0 \end{bmatrix}$$

We are now able to state the following theorem.

**Theorem 3.5**

If there exist symmetric matrices $P_i \in \mathbb{R}^{n \times n}$ and $\overline{P}_{ij} \in \mathbb{R}^{(2n+1) \times (2n+1)}$; $U_{ij}$, $R_{ij}$, $W_{ij} \in \mathbb{R}^{p_{ij} \times p_{ij}}$ with nonnegative coefficients and zero diagonal; $L_{ik} \in \mathbb{R}^{(2n+1) \times 1}$ and $\sigma_1, \sigma_2, \sigma_3$ strictly positive such that

$$\begin{cases}
  P_i - \sigma_1 I_n \succeq 0 \\
  P_i - \sigma_2 I_n \preceq 0 \\
  A_i^T P_i + P_i A_i + \sigma_3 I_n \preceq 0 \\
  \overline{P}_{ij} - \sigma_1 \overline{J}_n - \overline{C}_{ij}^T U_{ij} \overline{G}_{ij} \succeq 0 \\
  \overline{P}_{ij} - \sigma_2 \overline{J}_n + \overline{G}_{ij} R_{ij} \overline{G}_{ij} \preceq 0 \\
  \overline{A}_{ij} \overline{P}_{ij} + \overline{P}_{ij} \overline{A}_{ij} + \sigma_3 \overline{J}_n + \overline{G}_{ij}^T W_{ij} \overline{G}_{ij} \preceq 0 \\
  \overline{P}_{ij} F_{ij} = 0
\end{cases} \quad \text{for } (i,j) \in \mathcal{I} \times \mathcal{I}, i \neq j$$

and (28) are satisfied, then the piecewise-affine system (3) is incrementally exponentially stable on $X$ with respect to $L_2(\mathbb{R}_+)$.

**Proof**

We shall demonstrate that the above conditions allow us to build a continuous piecewise-quadratic incremental Lyapunov function $V$, given by the same structure as $S$ in (16), which is shown to be bounded by quadratic functions and to decrease exponentially. This allows us to prove incremental exponential stability of (3).

**Continuity** - Follows exactly as in Theorem 3.3.

**Norm bounds** - The first inequality in (38), post and pre multiplied respectively by $\pi$ and $\pi^T$, implies that $\pi^T \overline{P}_{ij} \pi - \sigma_1 \| x - \tilde{x} \|^2 \geq \pi^T \overline{G}_{ij} U_{ij} \overline{G}_{ij} \pi$. Since $U_{ij}$ is composed of nonnegative coefficients, the right-hand side of the previous inequality is nonnegative whenever $\pi \in X_{ij}$. This implies that

$$\pi^T \overline{P}_{ij} \pi \geq \sigma_1 \| x - \tilde{x} \|^2 \quad \text{for } \pi \in X_{ij} \quad \text{(39)}$$

The first inequality in (37) implies that $V(x, \tilde{x}) \geq \sigma_1 \| x - \tilde{x} \|^2$ for all $\pi \in X_{ii}$. With (39), this guarantees that

$$V(x, \tilde{x}) \geq \sigma_1 \| x - \tilde{x} \|^2, \quad \forall x, \tilde{x} \in X \quad \text{(40)}$$

Proceeding exactly as before, the second inequalities in (37) and (38) imply that

$$V(x, \tilde{x}) \leq \sigma_2 \| x - \tilde{x} \|^2, \quad \forall x, \tilde{x} \in X \quad \text{(41)}$$
Inequalities (40) and (41) imply that the continuous piecewise-quadratic function $V$ is such that
\[ \sigma_1 \| x - \tilde{x} \|^2 \leq V(x, \tilde{x}) \leq \sigma_2 \| x - \tilde{x} \|^2 \]  \hspace{1cm} (42)

**Exponential decay** - We now show that the function $V$ decays exponentially and conclude on the incremental exponential stability. Using the same arguments as before, the third inequality in (38), post and pre multiplied by $\bar{x}^T$ and $\bar{x}$, implies that
\[ \bar{x}^T P_{ij} \bar{x} + \bar{x}^T A_{ij} \bar{x} \leq -\sigma_3 \| x - \tilde{x} \|^2 \]  \hspace{1cm} (43)

for all $\bar{x} \in X_{ij}$. From the equality in (38), and using the fact that $\dot{\bar{x}} = A_{ij} \bar{x} + \bar{F}_{ij}u$, we may write
\[ \bar{x}^T P_{ij} \dot{\bar{x}} + \bar{x}^T A_{ij} \bar{x} \leq -\sigma_3 \| x - \tilde{x} \|^2 \]  \hspace{1cm} (44)

In the interior of each region $X_{ij}$, $V$ is differentiable and such that $\dot{V}(x, \tilde{x})$ is equal to the left-hand side of the previous inequality. Using this fact together with (41), we obtain
\[ \dot{V}(x, \tilde{x}) + \frac{\sigma_3}{\sigma_2} V(x, \tilde{x}) \leq 0 \]  \hspace{1cm} (45)

Let $t_a$ and $t_b$ be two time instants such that the state trajectory of system (35) remains in $X_{ij}$ on the interval $[t_a, t_b]$. By noticing that $\bar{x} = A_{ij} \bar{x} + \bar{F}_{ij}u$, and integrating from $t_a$ to $t_b$ along trajectories of (35), we have
\[ V(x(t_b), \tilde{x}(t_b)) e^{(\sigma_3/\sigma_2)t_b} - V(x(t_a), \tilde{x}(t_a)) e^{(\sigma_3/\sigma_2)t_a} \leq 0 \]  \hspace{1cm} (46)

The same reasoning can be applied to the last inequality in (37). Let us consider two trajectories $x(t) = \phi(t, 0, \bar{x}_0, u)$ and $\tilde{x}(t) = \phi(t, 0, \tilde{x}_0, u)$, for $u \in L^p_{2}\mathbb{R}_+$. The time $t$ can be decomposed as $t = t - t_{in,q} + \sum_{k=0}^{q-1}(t_{out,k} - t_{in,k})$, with $t_{out,k} = t_{in,k+1}$ and $t_{in,0} = 0$, so that during each time interval $[t_{in,k}, t_{out,k}]$ the trajectory stays in a given region. Then, replacing $t_a$ by $t_{in,k}$ and $t_b$ by $t_{out,k}$ in (46), adding up to $q$ for every region $X_{ij}$ crossed, and using continuity yields
\[ V(x(t), \tilde{x}(t)) e^{(\sigma_3/\sigma_2)t} - V(x_0, \tilde{x}_0) \leq 0 \]  \hspace{1cm} (47)

and then, from (42),
\[ \| x(t) - \tilde{x}(t) \| \leq \sqrt{\frac{\sigma_2}{\sigma_1} e^{-(\sigma_3/2\sigma_2)t}} \| x_0 - \tilde{x}_0 \| \]  \hspace{1cm} (48)

which concludes the proof. \hfill \Box

**Remark 3.6**
We remark that the ratio $\sigma_3/2\sigma_2$ appearing in the previous proof constitutes an upper bound on the incremental exponential decay rate. This might be taken into account when solving the LMIs in Theorem 3.5, by maximizing $\sigma_3$ or minimizing $\sigma_2$, in order to compute a less conservative bound. Evidently, it would be possible to compute a direct bound on the decay rate, as it is standard procedure on Lyapunov analysis (see e.g. [2]).

**Remark 3.7**
The function $V$ constructed in Theorem 3.5 possesses stronger properties than the function in Theorem 2.1 due to the quadratic bounds provided by the $\sigma_1, \sigma_2$ and $\sigma_3$ terms, hence allowing us to derive incremental exponential stability, while asymptotic stability is obtained in [2].
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3.3 A single theorem for characterizing both input-output and internal incremental stability

This section presents a third theorem ensuring both incremental $L_2$-gain and incremental exponential stability of PWA systems.

**Theorem 3.8**

If there exist symmetric matrices $P_i \in \mathbb{R}^{n \times n}$ and $\overline{P}_{ij} \in \mathbb{R}^{(2n+1)\times(2n+1)}$; $U_{ij}$, $R_{ij}$, $W_{ij} \in \mathbb{R}^{p_{ij} \times p_{ij}}$ with nonnegative coefficients and zero diagonal; $L_{ijkl} \in \mathbb{R}^{(2n+1) \times 1}$ and $\sigma_1, \sigma_2, \sigma_3 > 0$ such that

\[
\begin{aligned}
& P_i - \sigma_1 I_n \succeq 0 \\
& P_i - \sigma_2 I_n \preceq 0 \\
& A_i^T P_i + P_i A_i + C_i^T C_i + \sigma_3 I_n \\
& \quad P_i B_i + C_i^T D \cdot D^T - \eta^2 I_p \\
& \quad \preceq 0 \\
& \text{for } i \in \mathcal{I} \\
& \overline{P}_{ij} - \sigma_1 \overline{J}_n - \overline{G}_{ij}^T U_{ij} \overline{G}_{ij} \succeq 0 \\
& \overline{P}_{ij} - \sigma_2 \overline{J}_n + \overline{G}_{ij}^T R_{ij} \overline{G}_{ij} \preceq 0 \\
& \left[\begin{array}{c}
A_{ij}^T \overline{P}_{ij} + \overline{P}_{ij} A_{ij} + \overline{C}_{ij}^T C_{ij} + \\
\sigma_3 \overline{J}_n + \overline{G}_{ij}^T W_{ij} \overline{G}_{ij} + \\
D_{ij}^T D - \eta^2 I_p
\end{array}\right] \preceq 0 \\
& \text{for } (i, j) \in \mathcal{I} \times \mathcal{I} \\
& i \neq j
\end{aligned}
\]

and (28) are satisfied, then the piecewise-affine system (3) is incrementally $L_2$-gain stable with incremental $L_2$-gain less than or equal to $\eta$ and is incrementally asymptotically stable with respect to $U = L_2^p(\mathbb{R}_+)$. Furthermore, $S$ given as in (16) is both a storage function for the augmented system (12) and an incremental Lyapunov function.

**Proof**

It is clear that feasibility of (49) implies the feasibility of (26) and (37), and feasibility of (50) implies the feasibility of (27) and the inequalities in (38). We note that the equality in (38) is also implied by the last inequality in (27). Indeed, using the change of variables

\[
\begin{bmatrix}
u \\
\tilde{u}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix} I_p & I_p \\
-I_p & I_p
\end{bmatrix} \begin{bmatrix} u - \tilde{u} \\
u + \tilde{u}
\end{bmatrix}
\]

the lower right block of (27) becomes

\[
D^T D - \eta^2 I_p
\]

and the upper right block becomes

\[
\frac{1}{2} \overline{P}_{ij} \begin{bmatrix} B_i & B_i \\
-B_j & B_j
\end{bmatrix} + \overline{C}_{ij}^T [D 0]
\]

The presence of zero values at the diagonal in (52) implies that all values in the corresponding rows and columns must be zero for the LMI to be feasible. Hence, from (53), we infer that $\overline{P}_{ij} \overline{P}_{ij} = 0$. Thus, feasibility of the LMIs (49), (50) and the matrix equality (28) allows us to construct a function $S$ given by (16), which is both a storage function and an incremental Lyapunov function, proving incremental $L_2$-gain stability and incremental exponential stability through the same arguments as in Theorems 3.3 and 3.5. □
Remark 3.9
We note that inequalities (27) and (50) would not be feasible for systems with matrix $D$ depending on the regional partition. Indeed, suppose matrix $\mathcal{D}$ of the augmented system (12) was replaced by
$$D_{ij} = [D_i - D_j]$$
In this way, the lower right block of (27) and (50) would become $\mathcal{D}_{ij}^T \mathcal{D}_{ij} - \eta^2 I_p$. Using again the change of variables (51) on this block yields the matrix
$$\frac{1}{4} [(D_i + D_j)^T (D_i + D_j) - \eta^2 I_p - (D_i + D_j)^T (D_i - D_j)]$$
(55)
The lower right diagonal block must be negative semidefinite for the inequalities to be feasible, and hence $D_i = D_j$.

Remark 3.10
Inequalities (37) and (49) are not feasible for $A_i$ non Hurwitz, and hence Theorems 3.5 and 3.8 require that each subsystem be asymptotically stable. Additionally, for Theorem 3.8, (49) requires that the $H_\infty$ norm of each subsystem be less than or equal to $\eta$.

In this section we have proposed conditions that allow assessment of incremental $L_2$-gain and incremental asymptotic stability of PWA systems. Despite the fact that the LMIs in Theorems 3.3 and 3.5 are quite similar, they are not equivalent. In Section 5, it will be established how observability and reachability can be used to bridge the gap between both notions in the case of general nonlinear systems $\Sigma$. However, as pointed out in [2], observability and reachability are complex properties for PWA systems, and cannot be simply inherited from the respective properties of the subsystems. Theorem 3.8 allows us to avoid this problem by establishing incremental $L_2$-gain stability and incremental asymptotic stability concurrently.

4 Numerical examples

In this section we consider some examples of incremental analysis of PWA systems. These examples illustrate the use of the conditions obtained in the last section. Example 1 shows how piecewise-quadratic storage functions allow us to compute an upper bound where quadratic functions fail. Example 2 illustrates how the incremental $L_2$-gain may be significantly greater than the $L_2$-gain of a system, and justifies the interest in addressing the former. Finally, in Example 3 the continuous piecewise-quadratic structure is highlighted through a contour plot of the storage function.

Example 1
Consider the PWA system given by (3) with
$$A_1 = \begin{bmatrix} -0.1 & 1 \\ -5 & -0.1 \end{bmatrix} \quad A_2 = \begin{bmatrix} -0.1 & 1 \\ -1 & -0.1 \end{bmatrix}$$
(56)
$a_1 = a_2 = 0$, $B_1 = B_2 = [0 \ 1]^T$, $C_1 = C_2 = [1 \ 0]$, $c_1 = c_2 = 0$ and $D = 0$. The state space partition is illustrated in Fig. 1a, along with a sample trajectory for $u \equiv 0$. Fig. 1b presents some trajectories of $\Sigma_{PWA}$ for different initial conditions and a sinusoidal input, where we
can see that they all converge to one another in a periodic steady state, which suggests that the system is incrementally asymptotically stable. We can show that the approach in [30] is not able to find a quadratic storage function for this system. The conditions in [30] give a quadratic storage function that, when found, is also an incremental Lyapunov function. Then, based on Lemma 5.1 from [3], this system must admit a quadratic Lyapunov function. Since we can show that no quadratic Lyapunov function exists, no quadratic storage function may exist. Using Theorem 7.8, a piecewise-quadratic storage function may be found and we compute an upper bound on the incremental $L_2$-gain of $\eta = 5.005$. Additionally, Theorem 3.8 also ensures that the system is incrementally asymptotically stable. This example illustrates how the search for a piecewise-quadratic storage function is less conservative than a single quadratic function, and allows us to conclude where the latter fails.

Example 2
Consider the scalar system $\dot{x} = -\kappa(x) + u$ with the output $y = x$. The function $\kappa$ is given by

$$\kappa(x) = \begin{cases} x & |x| \leq 1 \\ \frac{9}{10} x + \frac{9}{10} \text{sign}(x) & 1 < |x| \leq \frac{9}{4} \\ x - \frac{9}{8} \text{sign}(x) & |x| > \frac{9}{4} \end{cases}$$  \hspace{1cm} (57)$$

This system admits a PWA representation given by

$$A_1 = -1 \quad A_2 = -\frac{1}{10} \quad A_3 = -1 \quad A_4 = -\frac{1}{10} \quad A_5 = -1$$
$$a_1 = -\frac{9}{8} \quad a_2 = \frac{9}{10} \quad a_3 = 0 \quad a_4 = -\frac{9}{10} \quad a_5 = \frac{9}{8}$$  \hspace{1cm} (58)$$

and $B_i = C_i = 1$, $c_i = 0$, for all $i \in I$. We shall analyze the difference between the $L_2$-gain and the incremental $L_2$-gain of this system. Using the techniques described e.g. in [21] to find an upper bound on the $L_2$-gain of this system yields $\gamma = 2$. Theorem 3.3 may be used
to estimate an upper bound on the incremental $L_2$-gain, which yields $\eta = 10$. Using the techniques described e.g. in [21] to find an upper bound on the $L_2$-gain of this system yields $\gamma = 2$. A simulation of this system using MATLAB with $u(t) = b$ and $\tilde{u}(t) = A\sin(\omega_0 t) + b$ for $A = 0.05$, $b = 1.05$ and $\omega_0 = 0.05$ rad/s from $t = 0$ to $T = 100$ s yields

$$\int_0^T \|y(\tau) - \tilde{y}(\tau)\|^2 d\tau \approx 8.9$$

which gives a lower bound on the incremental $L_2$-gain. This simple example illustrates how the incremental $L_2$-gain may be significantly greater than the $L_2$-gain. This shows that $L_2$-gain stability and incremental $L_2$-gain stability are related but different concepts, with the latter being a stronger property.

**Example 3**

Let us consider the linear system described by the transfer function $H(s) = (s + 3)/(s + 1)$ that is negatively fed back with a saturated linear gain $\sigma$ given by

$$\sigma(y) = \begin{cases} h \text{sign}(y) & |y| > \frac{h}{k} \\ ky & |y| \leq \frac{h}{k} \end{cases}$$

The closed loop system admits a PWA representation given by

$$A_1 = -1 \quad A_2 = -\frac{3k + 1}{k + 1} \quad A_3 = -1$$
$$a_1 = -2h \quad a_2 = 0 \quad a_3 = 2h$$

and $B_i = 2$, $C_i = 1$, $c_i = 0$, for all $i \in \mathcal{I}$, and $D = 1$. For $h = 5$ and $k = 1$, applying Theorem 3.3 one can find a continuous piecewise-quadratic storage function $S$ that ensures global incremental asymptotic stability. Fig. 2 presents the contour plot of $S$, where we can see it is indeed a piecewise-quadratic function of $\mathcal{X}$. This highlights how the storage function (16) is more flexible than a quadratic function, and thus the results obtained are potentially less conservative.
5 Connections between incremental $L^2$-gain stability and incremental asymptotic stability

Section 3 presents sufficient conditions to assess incremental $L^2$-gain stability and incremental asymptotic stability of nonlinear systems given by a PWA representation. Albeit different, these two notions are fundamentally connected, as we aim to demonstrate in this section. The developments of this section are not restricted to PWA systems, but are valid for general autonomous nonlinear systems with a state representation given by (2). In view of the different nature of both concepts, one being defined as an input-output property and the other characterized in state space, it is clear that we shall need relevant notions of observability and reachability, as is the case when dealing with classical notions of finite gain and asymptotic stability [34, 18].

5.1 Observability and reachability notions

We begin by defining a suitable notion of observability. The following definition is based on the notions of uniform irreducibility [34] and incremental observability [5].

**Definition 5.1 (Uniform and quadratic observability)**

$\Sigma$ is said to be uniformly observable on $\mathcal{X} \subset \mathcal{X}$ with respect to $\mathcal{U} \subset L^p_2(\mathbb{R}_+)$ if there exist $\alpha_o \in K_\infty$, and a constant $T_o \geq 0$ such that

$$\int_t^{t+T_o} \|y(\phi(\tau, t, x, u_0), u_0(\tau)) - y(\phi(\tau, t, \tilde{x}, u_0), u_0(\tau))\|^2 \, d\tau \geq \alpha_o(\|x - \tilde{x}\|) \quad (62)$$

for all $x, \tilde{x} \in \mathcal{X}$, $t \geq 0$ and any $u_0 \in \mathcal{U}$. If $\alpha_o$ is a quadratic function $\alpha_o(r) = \sigma_o \|r\|^2$, with $\sigma_o > 0$, then the system is said to be quadratically observable on $\mathcal{X}$ with respect to $\mathcal{U}$.

We should note that the main difference between the previous definition and the one presented in [34] lies in the fact that the property is defined for any $u \in \mathcal{U}$, instead of for some $u$. This distinction is important as it will allow to obtain incremental asymptotic stability of (2) for every $u \in \mathcal{U}$. We state now a definition of reachability taken from [9], for our purposes renamed uniform reachability.

**Definition 5.2 (Uniform and quadratic reachability)**

The state space of $\Sigma$ is said to be uniformly reachable from $x_0$ if it is reachable from $x_0$ and there exist $\alpha_r \in K_\infty$ and $T_r \geq 0$ satisfying

$$\int_{t-T_r}^{t} \|u(\tau) - \tilde{u}(\tau)\|^2 \, d\tau \leq \alpha_r(\|x - \tilde{x}\|) \quad (63)$$

for all $x, \tilde{x} \in \mathcal{X}$ and $t \geq T_r$, where $u, \tilde{u} \in L^p_2(\mathbb{R}_+)$ and $x = \phi(t, t - T_r, x_0, u)$, $\tilde{x} = \phi(t, t - T_r, x_0, \tilde{u})$. If $\alpha_r$ is a quadratic function $\alpha_r(r) = \sigma_r \|r\|^2$, with $\sigma_r > 0$, then the system is said to be quadratically reachable from $x_0$.

As it is standard procedure when dealing with non-incremental properties (see e.g. [32]), the stronger assumption requiring $\alpha_o$ and $\alpha_r$ to be quadratic functions will be capital in establishing incremental exponential stability.
5.2 Intermediary results

We shall make further use of the dissipativity framework, which is a powerful tool to link input-output properties and state-space behavior. Before stating some key lemmas that will be used in the follow-up, let us recall some fundamental definitions and results concerning dissipativity, most of which are taken or adapted from the seminal paper [35]. We begin by defining the available storage function.

**Definition 5.3 (Available storage)**

The available storage of system (7) with supply rate \( w \) is the function from \( X \times X \) to \( \mathbb{R}_+ \) defined by

\[
S_a(x, \tilde{x}) = \sup \left\{ -\int_{t}^{t+T} w(u(\tau), \tilde{u}(\tau), \overline{y}(\tau)) \ d\tau \bigg| T \geq 0, (u, \tilde{u}, x, \tilde{x}, y) \text{ satisfy (7)} \right\}
\]

with \( x(t) = x, \tilde{x}(t) = \tilde{x}, \) and \( u, \tilde{u} \in L^p_2(\mathbb{R}_+) \).

The following theorem, adapted from [35], gives an important characterization of the available storage function.

**Theorem 5.4**

The available storage \( S_a \) of system (7) with respect to (8), is finite for all \( x, \tilde{x} \in X \) if and only if \( \Sigma \) is incrementally dissipative. Moreover, any storage function \( S \) is such that \( 0 \leq S_a \leq S \) for dissipative dynamical systems and \( S_a \) is itself a possible storage function.

We now state a series of lemmas concerning the implications of observability and reachability over the structure of the storage function \( S \). These results will be useful in establishing Theorem 5.9. We begin by showing that the storage function is non-increasing along motions driven by the same input \( u = \tilde{u} \).

**Lemma 5.5**

If system (2) is incrementally dissipative, then every storage function \( S \) is such that

\[
S(x(t_2), \tilde{x}(t_2)) \leq S(x(t_1), \tilde{x}(t_1))
\]

for any \( t_2 \geq t_1 \), with \( x(t_2) = \phi(t_2, t_1, x(t_1), u_0) \) and \( \tilde{x}(t_2) = \phi(t_2, t_1, \tilde{x}(t_1), u_0) \) for any \( u_0 \in L^p_2(\mathbb{R}_+) \).

**Proof**

From the dissipation inequality [6] from \( t_1 \) to \( t_2 \) we have

\[
S(x(t_2), \tilde{x}(t_2)) - S(x(t_1), \tilde{x}(t_1)) \leq \eta^2 \int_{t_1}^{t_2} \| u(\tau) - \tilde{u}(\tau) \|^2 \ d\tau - \int_{t_1}^{t_2} \| y(\tau) - \tilde{y}(\tau) \|^2 \ d\tau
\]

and hence choosing \( u = \tilde{u} \in L^p_2(\mathbb{R}_+) \) yields

\[
S(x(t_2), \tilde{x}(t_2)) - S(x(t_1), \tilde{x}(t_1)) \leq - \int_{t_1}^{t_2} \| y(\tau) - \tilde{y}(\tau) \|^2 \ d\tau \leq 0
\]

which proves the statement. \( \square \)
The next two lemmas are adapted from [9]. We begin by showing that uniform observability and reachability imply that the storage function is upper and lower bounded by class $K_{\infty}$ functions of $\|x - \tilde{x}\|$.

**Lemma 5.6**
If system (2) is incrementally $L_2$-gain stable with an incremental $L_2$-gain less than or equal to $\eta$, and it is uniformly observable on $X$ with respect to $U$ and uniformly reachable from $x_0$, then there exist $\alpha_0, \alpha_r \in K_{\infty}$ and a storage function $S$ such that

$$\alpha_0(\|x - \tilde{x}\|) \leq S(x, \tilde{x}) \leq \eta^2 \alpha_r(\|x - \tilde{x}\|)$$

(68)

on the set $X$. If in addition (2) is quadratically observable on $X$ with respect to $U$ and quadratically reachable from $x_0$, then there exist positive scalars $\sigma_0$ and $\sigma_r$ such that

$$\sigma_0 \|x - \tilde{x}\|^2 \leq S(x, \tilde{x}) \leq \eta^2 \sigma_r \|x - \tilde{x}\|^2$$

(69)

**Proof**

*Lower bound -* Let us consider the available storage function (64). The suboptimality of the couple of inputs $u = \tilde{u} \in U$ yields

$$S_u(x(t), \tilde{x}(t)) \geq \int_{t}^{t+T} \|y(\tau) - \tilde{y}(\tau)\|^2 d\tau \quad \forall T \geq 0$$

(70)

where $y(\tau) = h(\phi(\tau, t, x(t), u(\tau))$ and $\tilde{y}(\tau) = h(\phi(\tau, t, \tilde{x}(t), u(\tau))$. Since the system is uniformly observable on $X$ with respect to $U$, there exist $T_o \geq 0$ and $\alpha_o \in K_{\infty}$ such that (62) is respected. Picking $T \geq T_o$ in the previous inequality, and using the fact that $S(x, \tilde{x}) \geq S_u(x, \tilde{x})$ yields

$$S(x, \tilde{x}) \geq \alpha_o(\|x - \tilde{x}\|), \quad \forall x, \tilde{x} \in X$$

(71)

*Upper bound -* We recall the dissipation inequality (6) taken from $t_0 = 0$:

$$S(x(t), \tilde{x}(t)) - S(x_0, \tilde{x}_0) \leq \eta^2 \int_{0}^{t} \|u(\tau) - \tilde{u}(\tau)\|^2 d\tau - \int_{0}^{t} \|y(\tau) - \tilde{y}(\tau)\|^2 d\tau$$

(72)

By choosing $x_0 = \tilde{x}_0$ and recalling that $S(x_0, x_0) = 0$, $\forall x_0 \in X$, we can write

$$S(x(t), \tilde{x}(t)) \leq \eta^2 \int_{0}^{t} \|u(\tau) - \tilde{u}(\tau)\|^2 d\tau$$

(73)

Since the system is uniformly reachable from $x_0$, there exist $T_r \geq 0$ and $\alpha_r \in K_{\infty}$ such that (63) is respected. For $t \geq T_r$, and choosing $u, \tilde{u}$ such that $u(\tau) = \tilde{u}(\tau)$ for $0 \leq \tau < t - T$, the previous inequality becomes

$$S(x, \tilde{x}) \leq \eta^2 \alpha_r(\|x - \tilde{x}\|)$$

(74)

as claimed. The quadratic versions follow in the same manner. \qed

The next lemma gives an important characterization of the decrease of the storage function along observable motions.
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Lemma 5.7
If system (2) is incrementally $L_2$-gain stable and uniformly observable on $X$ with respect to $U$, then there exist $T_o \geq 0$ and $\alpha_o \in \mathcal{K}_\infty$ such that, for every $T \geq T_o$, all storage functions $S$ respecting the dissipation inequality (6) with the supply rate given by (8) are such that

$$S(x(t+T), \tilde{x}(t+T)) - S(x(t), \tilde{x}(t)) \leq -\alpha_o \|x(t) - \tilde{x}(t)\|^2$$

where $x(t+T) = \phi(t+T, t, x(t), u_0)$ and $\tilde{x}(t+T) = \phi(t+T, t, \tilde{x}(t), u_0)$, for $x(t), \tilde{x}(t) \in X$ and for every $u_0 \in U$. If in addition system (2) is quadratically observable on $X$ with respect to $U$, then (75) becomes

$$S(x(t+T), \tilde{x}(t+T)) - S(x(t), \tilde{x}(t)) \leq -\sigma_o \|x - \tilde{x}\|^2$$

Proof
Theorem 2.7 states that (7) is dissipative with respect to (8). From the dissipation inequality (6), considered from $t$ to $t + T$, we have

$$S(x(t+T), \tilde{x}(t+T)) - S(x(t), \tilde{x}(t)) \leq \eta^2 \int_t^{t+T} \|u(\tau) - \bar{u}(\tau)\|^2 \, d\tau - \int_t^{t+T} \|y(\tau) - \bar{y}(\tau)\|^2 \, d\tau$$

and hence choosing $u, \bar{u} \in U$ such that $u(\tau) = \bar{u}(\tau)$ for $t \leq \tau \leq t + T$ yields

$$S(x(t+T), \tilde{x}(t+T)) - S(x(t), \tilde{x}(t)) \leq - \int_t^{t+T} \|y(\tau) - \bar{y}(\tau)\|^2 \, d\tau$$

Since the system is uniformly observable on $X$ with respect to $U$, there exist $T_o \geq 0$ and $\alpha_o \in \mathcal{K}_\infty$ such that (62) is respected. Hence for $T \geq T_o$ and $x(t), \tilde{x}(t) \in X$, the claim follows. The quadratic version follows similarly. \(\square\)

Let us note that, in comparison with Lemma 5.5, observability allows us to quantify the decay of the storage function. Finally, the next lemma gives a different characterization of (75) which will be capital in establishing Theorem 5.9, the main result of this section. This result is adapted from [8].

Lemma 5.8
If there exists $T_o \geq 0$ and $\alpha_o \in \mathcal{K}_\infty$ such that the storage function $S$ respects (75) for every $T \geq T_o$, then there exists a class $\mathcal{K}_\infty$ function $\rho$, with $\rho(\tau) < r$, $\forall r > 0$ such that

$$S(x(t+T), \tilde{x}(t+T)) \leq \rho(S(x(t), \tilde{x}(t)))$$

for every $T \geq T_o$, where $x(t+T) = \phi(t+T, t, x(t), u_0)$ and $\tilde{x}(t+T) = \phi(t+T, t, \tilde{x}(t), u_0)$, for $x(t), \tilde{x}(t) \in X$ and for every $u_0 \in U$.

Proof
Let us define $\hat{\alpha}_r := \eta^2 \alpha_r$. Using (75), we can write for $x \neq \tilde{x}$

$$0 \leq S(x(t+T), \tilde{x}(t+T)) \leq S(x(t), \tilde{x}(t)) - \alpha_o \|x - \tilde{x}\| < S(x(t), \tilde{x}(t)) - 0.5 \alpha_o \|x - \tilde{x}\|$$

Using Lemma 5.6 then yields

$$0 \leq S(x(t+T), \tilde{x}(t+T)) < (\| - 0.5 \alpha_o \circ \hat{\alpha}_r^{-1})(S(x(t), \tilde{x}(t)))$$
Similarly, for \( x \neq \tilde{x} \), we have
\[
0 \leq S(x(t + T), \tilde{x}(t + T)) \leq S(x(t), \tilde{x}(t)) - \alpha_o(\|x - \tilde{x}\|)
< \left(\hat{\alpha}_r - 0.5\alpha_o\right)(\|x - \tilde{x}\|)
\] (82)
and then \((\hat{\alpha}_r - 0.5\alpha_o)(r) > 0, \forall r > 0\). Since \(\hat{\alpha}_r^{-1} \in K_\infty\), we have \((\hat{\alpha}_r - 0.5\alpha_o) \circ \hat{\alpha}_r^{-1}(r) > 0\) and then
\[
0 < (\| - 0.5\alpha_o \circ \hat{\alpha}_r^{-1}(r)) < r, \quad \forall r > 0
\] (83)
Let us write \(\hat{\rho} := (\| - 0.5\alpha_o \circ \hat{\alpha}_r^{-1})\) and note that this function is continuous and positive definite. Since the previous inequality is strict, there exists \(\rho \in K_\infty\) such that \(\hat{\rho}(r) \leq \rho(r) < r\) and then from (81) we can write
\[
S(x(t + T), \tilde{x}(t + T)) \leq \rho(S(x(t), \tilde{x}(t)))
\] (84)
which concludes the proof. \(\square\)

5.3 Connection between incremental \(L_2\)-gain and incremental asymptotic stability

We are now ready to state the following theorem connecting incremental \(L_2\)-gain stability and incremental asymptotic stability. As stated, the bridge allowing to connect both concepts is based on the appropriate observability and reachability notions.

Theorem 5.9
Assume that system \((2)\) is incrementally \(L_2\)-gain stable with incremental \(L_2\)-gain less than or equal to \(\eta\). Assume also that \((2)\) is uniformly observable on \(\mathbb{R}^n\) with respect to \(U\) and uniformly reachable from \(x_0\). Then it is also incrementally asymptotically stable with respect to \(U\). If in addition system \((2)\) is quadratically observable on \(\mathbb{R}^n\) with respect to \(U\) and quadratically reachable from \(x_0\), then it is incrementally exponentially stable with respect to \(U\).

To prove the theorem, we shall need the next proposition, whose proof is given in the appendix.

Proposition 5.10
Let \(\rho, \psi \in K_\infty\), with \(\rho(r) < r\) for any \(r > 0\), and let \(T > 0\). Then there exists \(\beta \in KL\) such that \(\rho^{[t/T]}(\psi(r)) \leq \beta(r, t), \) where \([t/T]\) denotes the largest integer less than or equal to \(t/T\).

Proof (Proof of Theorem 5.9)
Incremental asymptotic stability: Since system \((2)\) is incrementally dissipative, there exists a storage function \(S\) such that \((\ref{eq:dissipation})\) is dissipative with respect to the supply rate \((\ref{eq:supply_rate})\). Then, due to uniform observability on \(\mathbb{R}^n\) with respect to \(U\), there exist \(T_o \geq 0\) and \(\alpha_o \in K_\infty\) such that \((\ref{eq:uniform_observability})\) is satisfied for every \(T \geq T_o\). Recursive application of \((\ref{eq:recursive_application})\) from Lemma 5.8 yields
\[
S(x(\tau + kT), \tilde{x}(\tau + kT)) \leq \rho^k(S(x(\tau), \tilde{x}(\tau)))
\] (85)
for all \(\tau \in [0, T), k \in \mathbb{N}\) and \(T \geq T_o\), where \(x(\tau + kT) = \phi(\tau + kT, 0, x_0, u_0)\) and \(\tilde{x}(\tau + kT) = \phi(\tau + kT, 0, \tilde{x}_0, u_0)\), with \(u_0 \in U\). Using uniform reachability through Lemma 5.6 yields
\[
S(x(\tau + kT), \tilde{x}(\tau + kT)) \leq \rho^k(\eta^2\alpha_o(\|x(\tau) - \tilde{x}(\tau)\|))
\] (86)
Lemma 5.5 states that $S$ is nonincreasing, which allows us to write
\[
\alpha_o(\|x(\tau) - \tilde{x}(\tau)\|) \leq S(x(\tau), \tilde{x}(\tau)) \leq S(x_0, \tilde{x}_0) \leq \eta^2 \alpha_r(\|x_0 - \tilde{x}_0\|) \tag{87}
\]
and then
\[
S(x(\tau + kT), \tilde{x}(\tau + kT)) \leq \rho^k(\psi(\|x_0 - \tilde{x}_0\|)) \tag{88}
\]
with $\psi := \eta^2 \alpha_r \circ \alpha_o^{-1} \circ \eta^2 \alpha_r \in \mathcal{K}_\infty$. Let us write $t = \tau + kT$, and note that $k = \lfloor t/T \rfloor$. Then, according to Proposition 5.10, there exists $\hat{\beta} \in \mathcal{KL}$ such that
\[
S(x(t), \tilde{x}(t)) \leq \hat{\beta}(\|x_0 - \tilde{x}_0\|, t) \tag{89}
\]
Lastly, using (68) from Lemma 5.6, we can write
\[
\|x(t) - \tilde{x}(t)\| \leq \alpha_o^{-1}(\hat{\beta}(\|x_0 - \tilde{x}_0\|, t)) =: \beta(\|x_0 - \tilde{x}_0\|, t) \tag{90}
\]
with $\beta \in \mathcal{KL}$, which concludes the first part of the proof.

**Incremental exponential stability** - If system (2) is quadratically reachable from $x_0$ and quadratically observable on $\mathbb{R}^n$ with respect to $\mathcal{U}$, we have $\alpha_o(s) = \sigma_o s^2$ and $\alpha_r(s) = \sigma_r s^2$.

From Lemma 5.8, we may pick $\rho(s) = (1 - 0.5 \sigma_o \circ \eta^2 \alpha_r^{-1})(s) = \left(1 - \frac{\sigma_o}{2 \eta^2 \sigma_r}\right) s =: \mu s$, with $\mu \in (0, 1)$. Similarly, $\psi$ becomes $\psi(s) = \sigma_o \hat{d}^2 s^2$, with $\hat{d} := \frac{\sigma_o}{\sigma_r} > 0$. With this in mind, (88) becomes
\[
S(x(\tau + kT), \tilde{x}(\tau + kT)) \leq \sigma_o \hat{d}^2 \mu^k \|x_0 - \tilde{x}_0\|^2 \tag{91}
\]
We use (69) from Lemma 5.6 to write
\[
\|x(\tau + kT) - \tilde{x}(\tau + kT)\|^2 \leq \hat{d} \mu^k \|x_0 - \tilde{x}_0\|^2 \tag{92}
\]
and then
\[
\|x(t) - \tilde{x}(t)\| \leq d \mu^k \|x_0 - \tilde{x}_0\| \tag{93}
\]
Let us write $t := \tau + kT$. For $k \geq 1$, we are able to pick $0 < \lambda = -\frac{1}{4T} \log \mu \leq -\frac{k}{2(\tau + kT)} \log \mu$, to write
\[
\|x(t) - \tilde{x}(t)\| \leq d e^{-\lambda t} \|x_0 - \tilde{x}_0\| \tag{94}
\]
for every $t \geq T$. In view of (87), $\|x(t) - \tilde{x}(t)\|$ is bounded for $t \in [0, T]$, so that there exists $d \geq \hat{d}$ such that (94) with $\hat{d}$ replaced by $d$ is valid for every $t \geq 0$, which concludes the proof.□

Let us now consider the converse problem, i.e. when does incremental asymptotic stability imply incremental $L_2$-gain stability. This result may be established through the use of the connection between the incremental $L_2$-gain and the $L_2$-gain of the system linearizations around every input $u \in \mathcal{L}_2$. For details, refer to [11].

**Theorem 5.11**

Assume that $f$ and $h$ in (2) are Lipschitz continuous and differentiable functions. Additionally, assume that the jacobian $\partial f / \partial x$ is locally Lipschitz continuous. Under these conditions, if system (2) is incrementally asymptotically stable with respect to $\mathcal{L}_2^o(\mathbb{R}^+)\rangle$, then it is incrementally $L_2$-gain stable.

**Proof**

Incremental asymptotic stability with respect to $\mathcal{L}_2^o(\mathbb{R}^+)\rangle$ implies asymptotic stability of every unperturbed motion, as defined in [11] Definition 2.5. Then, the proof is achieved by applying Theorem 2 of [11]. □
6 Concluding remarks

In this paper we have studied incremental stability properties of PWA systems. We have proposed sufficient conditions allowing to compute an upper bound on the incremental $L_2$-gain and to assess incremental asymptotic stability. The proposed conditions are shown to be less conservative than previous results in the literature, and their application is illustrated through numerical examples. Additionally, the connection between the two properties was highlighted through the use of appropriate concepts of observability and reachability.

The results presented in this paper open up some perspectives for future research. Firstly, the tools developed in Section 3 might be coupled with piecewise-affine approximation techniques (e.g. adapting the results in [4, 39]) to extend the analysis to more general nonlinear systems. A second perspective is to study the applicability of these results in the presence of Genuine Zeno behaviors. Finally, we aim to further study the observability of piecewise-affine systems, possibly deepening the connections between the conditions obtained in Section 3.

A Appendix

A.1 Lipschitz continuity of PWA systems

As discussed in Section 2, a sufficient condition for the non-existence of sliding modes is Lipschitz continuity of the right-hand side of (3). The following lemma, adapted from [26], ensures continuity, which in turn implies Lipschitz continuity in view of Proposition A.2.

Lemma A.1
The right-hand side of (3) is continuous if and only if $B_i = B_j$, $\forall i, j \in I$ and for any two cells $X_i$ and $X_j$ having a common boundary $X_i \cap X_j \subseteq \{x \in X \mid E_{ij}x + e_{ij} = 0\}$ the corresponding matrices $A_i$ and $A_j$ and the vectors $a_i$ and $a_j$ satisfy

$$gE_{ij} = A_i - A_j$$

$$ge_{ij} = a_i - a_j$$

(95)

for some vector $g \in \mathbb{R}^n$.

Proposition A.2
If the piecewise-affine function $f(x, u) = A_ix + a_i + Bu$, for $x \in X_i$, is continuous with respect to $x$, then it is also globally Lipschitz continuous with respect to $x$ and $u$.

Proof
We need to show that there exist $L_x$ and $L_u$ such that

$$\|f(x, u) - f(\tilde{x}, \tilde{u})\| \leq L_x \|x - \tilde{x}\| + L_u \|u - \tilde{u}\|$$

(96)

The case $x, \tilde{x} \in X_i$ is trivial. Let us consider the case where $x \in X_i$ and $\tilde{x} \in X_j$, for $i \neq j$. There exists a segment joining $x$ and $\tilde{x}$ passing through $r$ regions, and then there exist $r + 1$ points $x_0, \ldots, x_r$, with $x_0 = x$, $x_r = \tilde{x}$, so that each $x_\ell$, for $\ell \in \{1, \ldots, r - 1\}$, lies in the intersection between two regions. Let $\sigma : \{1, \ldots, r\} \to I$ be such that $x_\ell \in X_{\sigma(\ell)} \cap X_{\sigma(\ell+1)}$, for $\ell \in \{1, \ldots, r - 1\}$. Using continuity and standard norm properties, we may write
\[ \|f(x,u) - f(\tilde{x}, \tilde{u})\| = \|A_x x + a_i + Bu - A_j \tilde{x} - a_j - B \tilde{u}\| \]
\[ \leq \|A_{\sigma(1)}^r x_0 + a_{\sigma(1)} - (A_{\sigma(1)} x_1 + a_{\sigma(1)}) + (A_{\sigma(2)} x_1 + a_{\sigma(2)}) - \cdots \]
\[ \cdots - (A_{\sigma(r)} x_r + a_{\sigma(r)})\| + \|B(u - \tilde{u})\| \]
\[ = \|A_{\sigma(1)}(x_0 - x_1) + \cdots + A_{\sigma(r)}(x_{r-1} - x_r)\| + \|B(u - \tilde{u})\| \]
\[ = \sum_{\ell=1}^{r} A_{\sigma(\ell)}(x_{\ell-1} - x_\ell)\| + \|B(u - \tilde{u})\| \]
\[ \leq \max \left\{ \|A_{\sigma(\ell)}\| \right\} \sum_{\ell=1}^{r} \|(x_{\ell-1} - x_\ell)\| + \|B\| \|u - \tilde{u}\| \]
\[ =: L_x \|x - \tilde{x}\| + L_u \|u - \tilde{u}\| \quad (97) \]
where the last equality comes from the fact that \( \{x_{\ell-1} - x_\ell\}_{\ell \in \{1, \ldots, r\}} \) forms a partition of the line segment joining \( x \) and \( \tilde{x} \), the state partition is finite and matrices \( A_i, \forall i \in I \), and \( B \) are bounded. This proves the claim. \( \square \)

### A.2 Proof of proposition 5.10

We provide here a proof of Proposition 5.10. We begin by recalling the next lemma from [23].

**Lemma A.3**

Suppose a function \( \zeta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) satisfies

(i) for all \( s, \epsilon \in \mathbb{R}_+ \), there exists some \( \tau = \tau(s, \epsilon) \in \mathbb{R}_+ \) such that \( \zeta(r, t) < \epsilon \) for all \( r \leq s \) and \( t \geq \tau \);

(ii) for all \( \epsilon \in \mathbb{R}_+ \) there exists \( \delta \in \mathbb{R}_+ \) such that \( \zeta(r, t) \leq \epsilon \) for all \( r \leq \delta \) and all \( t \in \mathbb{R}_+ \).

Then there exists some \( \beta \in KL \) such that \( \zeta(r, t) \leq \beta(r, t) \) for all \( r, t \in \mathbb{R}_+ \).

We can now state the aforementioned proof.

**Proof (Proof of Proposition 5.10)**

It suffices to show that \( \zeta(r, t) := \rho^{(u/T)}(\psi(r)) \) satisfies the conditions in Lemma A.3.

(i) - We know that \( \rho^{k+1}(r) < \rho^k(r) \), \( \forall k \in \mathbb{N} \). Then, for a fixed \( s \) and \( \epsilon > 0 \), there exists \( k^* \) such that \( \rho^{k^*}(\psi(s)) \leq \epsilon \). Let us choose \( \tau = k^*T \) to write \( \zeta(s, \tau) \leq \epsilon \). Since \( \rho, \psi \in K_\infty \), the inequality is valid for all \( r \leq s \), and since \( \rho^{(u/T)} \) is non-increasing on \( t \), it is valid for every \( t \geq \tau \).

(ii) - Since \( \rho(r) < r \), the function \( \zeta \) is such that \( \zeta(r, t) \leq \psi(r) \), for all \( t \in \mathbb{R}_+ \). Then, since \( \psi \in K_\infty \), for all \( \epsilon > 0 \) we can pick \( \delta = \psi^{-1}(\epsilon) \) such that \( \zeta(r, t) \leq \epsilon \) for all \( r \leq \delta \) and all \( t \in \mathbb{R}_+ \).

This proves the proposition. \( \square \)
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