Steady state properties of a driven atomic ensemble with non-local dissipation
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The steady state of a driven dense ensemble of two-level atoms is determined from the competition of coherent laser excitation and decay that acts in a correlated way on several atoms simultaneously. We show that the presence of this non-local dissipation lifts the direct link between the density of excited atoms and the photon emission rate which is typically present when atoms decay independently. The non-locality disconnects these static and dynamic observables so that a dynamical transition in one does not necessarily imply a transition in the other. Furthermore, the collective nature of the quantum jump operators governing the non-local decay results in the formation of spatial coherence in the steady state which can be measured by analyzing solely global quantities - the photon emission rate and the density of excited atoms. The experimental realization of the system with strontium atoms in a lattice is discussed.

PACS numbers: 71.45.Gm, 03.75.Kk, 42.50.Lc

Cold atoms offer a flexible and versatile toolbox for the experimental realization of many-body quantum systems [1]. They allow one to tailor a wide range of coherent dynamics by tuning trapping potentials and interactions [2–6]. Since recently, an interesting direction is pursued which aims at the engineering of dissipative dynamics in cold atomic systems [7–9]. The action of an adequately tailored collective or non-local dissipation - for example governed by a master equation with jump operators acting in a correlated way on several atoms - can drive ensembles into particular steady states featuring entanglement or many-body correlations such as topological order or fermionic pairing [10–15]. Moreover, the competition between coherent and engineered dissipative dynamics that is inherent to these systems can induce phase transitions in their steady state [16–19].

The experimental implementation of such systems which would permit the exploration of this intriguing non-equilibrium dynamics remains a challenge. First experiments in this direction have recently been carried out with trapped ions [20–22]. We focus here on a system where such non-local dissipation appears naturally without the need of engineering: An ensemble of identical two-level atoms coupled to the radiation field [23–24]. Here, the proximity of the atoms plays a decisive role. In dense samples where the average interatomic distance is smaller than the wavelength of the considered transition, the emission and reabsorption of virtual photons among the atoms induces cooperative effects such as dipole-dipole interactions or a cooperative Lamb shift of the transition frequency [25]. Radiative decay is described by a Lindblad master equation with (non-local) jump operators that act simultaneously on several atoms instead of on individual ones. Thus, a photon emission cannot be identified with the decay of an individual atom, which leads to collective phenomena such as super- or subradiance [26].

In this paper, we analyze the steady state that emerges in such a dense atomic gas as a result of the competition between coherent driving and the naturally occurring non-local dissipation. Our starting point is the discussion of the behavior of the density of excited atoms in the system. We find signatures of a dynamical first order transition where the number distribution of excited atoms becomes bimodal [27]. In systems with local dissipation, i.e. where each decay event can be associated with an individual atom, such transition in the static observable of the system is often accompanied by a transition in the photon emission rate into the bath [28–30], which can be regarded as a dynamical order parameter [31]. The non-local character of the dissipation, however, lifts this connection and changes in the statics are in general not directly visible in the photon count. Moreover, we show that in the region where the dynamical transition in the density takes place, the many-body steady
state features spatial phase coherence. This phase coherence can be directly quantified from the measurement of two global quantities - the mean density of excited atoms and the average photon emission rate. Finally, we describe how all these features can be experimentally explored with strontium atoms in a lattice [32].

The setup we have in mind is depicted in Fig. 1. Here, we are considering an ensemble of $N$ two-level atoms, each of which is initially in the electronic ground state $|g\rangle$. An external laser field is applied to couple $|g\rangle$ to the excited state $|e\rangle$. The wavelength of the corresponding transition is $\lambda$, and the radiative decay of an isolated atom from $|e\rangle$ to $|g\rangle$ takes place with decay rate $\Gamma$. All atoms are confined in a deep one-dimensional (1D) optical lattice in the Mott insulator state with one atom per site. The lattice potential is state-independent and the distance between adjacent sites $a$ is much smaller than the wavelength $\lambda$.

The density matrix $\rho$ of the atomic ensemble evolves under the Lindblad master equation

$$\dot{\rho} = -i\hbar[H, \rho] + D(\rho).$$

The first term on the right side describes the coherent time-evolution governed by the many-body Hamiltonian

$$H = \hbar \sum_\alpha \left[ -\Delta b_\alpha^\dagger b_\alpha + \Omega (b_\alpha^\dagger + b_\alpha) \right] + \hbar \sum_{\alpha \neq \beta} V_{\alpha\beta} b_\alpha^\dagger b_\beta,$$

with $b_\alpha \equiv |g\rangle_\alpha \langle e|$. The detuning between the frequency of the laser field $\omega_L$ and the atomic transition $\omega_\alpha$ is denoted by $\Delta = \omega_L - \omega_\alpha$. The Rabi frequency is given by $\Omega = pE_0/2\hbar$, with $E_0$ being the amplitude of the laser field and $p$ the atomic transition dipole moment. The interatomic interactions that result from the exchange of virtual photons are characterized by the matrix elements $V_{\alpha\beta} = 3\Gamma/4(-\cos \kappa_{\alpha\beta}/\kappa_{\alpha\beta} + \sin \kappa_{\alpha\beta}/\kappa_{\alpha\beta}^2 + \cos \kappa_{\alpha\beta}/\kappa_{\alpha\beta}^3)$, where $\kappa_{\alpha\beta} \equiv 2\pi r_{\alpha\beta}/\lambda$ with $r_{\alpha\beta}$ being the separation between the $\alpha$-th and $\beta$-th atoms [24]. In traditional lattice setups, the wavelength of the transition and the lattice constant are of the same order, i.e. $a/\lambda \gtrsim 1$. Here, the value of $V_{\alpha\beta}$ is in general close to zero, i.e. the coherent dipole-dipole interaction induced by the photon emission is negligible. However, in the regime we consider here ($a/\lambda \ll 1$) the interaction between atoms separated by a few sites can be approximated by a $1/r^3$ potential, with $r$ being the distance between the atoms (for details on the experimental implementation see further below).

The second term in the right hand side of eq. (1) is the dissipator, which describes incoherent transitions in the atomic ensemble caused by the coupling to the radiation field:

$$D(\rho) = \sum_{\alpha, \beta} R_{\alpha\beta} \left[ b_\alpha \rho b_\alpha^\dagger - \frac{1}{2} \{ b_\alpha^\dagger b_\alpha, \rho \} \right],$$

with the matrix elements $R_{\alpha\beta} = 3\Gamma/2(\sin \kappa_{\alpha\beta}/\kappa_{\alpha\beta} + \cos \kappa_{\alpha\beta}/\kappa_{\alpha\beta}^2 - \sin \kappa_{\alpha\beta}/\kappa_{\alpha\beta}^3)$. The non-local character of the dissipator becomes apparent when it is brought into Lindblad form by introducing the collective jump operators $J_m = \sum_\alpha X_{om} b_\alpha$, given by superpositions of the local (lowering) operators $b_\alpha$. The matrix $X$ contains the eigenvectors of $R$. The dissipator then becomes $D(\rho) = \sum_m \gamma_m [J_m \rho J_m^\dagger - (1/2) \{ J_m^\dagger J_m, \rho \}]$. For $a/\lambda \gg 1$ the matrix $R$ is nearly diagonal so that $\gamma_m \rightarrow \Gamma$ and each collective jump operator $J_m$ corresponds to a single local lowering operator $b_m$ with $m = 1 \ldots N$. They become non-local when $a/\lambda \ll 1$ and $R$ accumulates weight on the super- and sub-diagonals. In this regime each of the decay processes associated with the jump operators $J_m$ has in general a different decay rate $\gamma_m$ that can be vastly distinct from $\Gamma$ [23, 24].

Let us now investigate the steady state $\rho_s$ of Eq. (1) that emerges as a result of the coherent driving and this non-local dissipation. We do this by means of two approaches. The first one is to calculate $\rho_s$ by numerically solving $-(i/\hbar) [H, \rho_s] + D(\rho_s) = 0$. The second one is to apply a Quantum Jump Monte Carlo (QJMC) method [33, 64] in order to obtain a representative sampling of $\rho_s$. The QJMC method has the advantage that it can in general be applied to larger systems and that it generates (quantum jump) trajectories which are directly comparable to experimental records. In our simulations, we generate an ensemble of $2 \times 10^3$ trajectories of length $50\Gamma^{-1}$. In Fig. 2, we show the density of excited atoms $n_s = \sum_\alpha \text{Tr}(b_\alpha^\dagger b_\alpha \rho_s)/N$ as a function of $\Omega/\Gamma$ ($\Delta = 0$) for various system sizes. We observe a good agreement between the results using the two methods for $N = 6$ atoms and moreover find that the qualitative behavior of $n_s$ does not change for the system sizes shown: There is a sharp crossover at $\Omega \approx \Gamma$ from $n_s \approx 0$ at $\Omega \ll \Gamma$ to $n_s \approx 1/2$ for $\Omega \gg \Gamma$.

Before continuing let us briefly digress to discuss a peculiarity of the presence of non-local dissipation which is the emergence of subradiant states [26]. These collective atomic states are many-body states which weakly couple
to the dissipation and the coherent interaction and whose decay rates $\gamma_m$ are several orders of magnitude smaller than the single atom one, $\Gamma$. Thus, in principle it could take a time much greater than $[\min(\gamma_m)]^{-1}$ to confidently reach the stationary state with the QJMC method (and in an experiment). However, the initial state considered (all atoms in the ground state) has a negligible overlap with these subradiant states and in the course of the evolution their population is negligible. Thus, indeed the state approached after $50\Gamma^{-1}$ in the QJMC simulations (Fig. 2a) can, for all practical purposes, be considered as the system’s steady state.

Let us now explore the excitation density as a function of $\Delta/\Gamma$ and $\Omega/\Gamma$. The numerically exact solution for $N = 6$ depicted in Figure 2b already provides a first insight into what is expected for larger systems: The phase diagram can be divided into two regions - one with low and one with high excitation density. When $\Omega \ll \Gamma$, the dissipation dominates the dynamics and thus in the stationary state very few atoms are excited to the $|e\rangle$ state, hence $n_e \approx 0$. The analysis in the case of $\Omega \gg \Gamma$ is more involved. In order to describe the system in this limit, we go to a rotating frame by means of a unitary transformation $U = \Pi_n a \exp(-i\Omega t (b_0^\dagger + b_0)$ and neglect the fast rotating terms with frequency $\Omega$. Following this procedure one can show that the rotated dissipator $U^\dagger D(\rho)U$ is a sum of three terms. Each of these terms has the same formal expression as [3] but substituting the operator $b_0$ by $1/2(b_\alpha + b_\alpha^\dagger)$, $i/(2\sqrt{2})(b_\alpha - b_\alpha^\dagger)$ and $1/(2\sqrt{2})(2b_\alpha^\dagger b_\alpha - 1)$. As one can see, these are all hermitian operators, and hence one can prove that the stationary solution of the system in the limit of $\Omega \gg \Gamma$ is the completely mixed state $\mathbb{I}$. This is indeed consistent with the value of the excitation density $n_e \approx 1/2$ found here.

Next, we elaborate on the consequences arising from the non-local character of the dissipation, which is a very distinctive property of our system that separates our study from related previous ones, e.g. Refs. [28–30]. In a general system described by a Lindblad master equation with a set of jump operators $J_m$ and rates $\gamma_m$, the average emission rate $k_s$ into the bath (summed over all possible decay channels) in the stationary state is given by the expectation value

$$k_s = \sum_m \gamma_m \langle J_m^\dagger J_m \rangle_s,$$

where $\langle \ldots \rangle_s \equiv \text{Tr}(\ldots \rho_s)$. As we pointed out before, in the case of an ensemble of $N$ two-level atoms in which each atom couples independently to a zero temperature bath with rate $\Gamma$ the jump operators act on individual atoms, i.e. $J_m \to b_\alpha$ with $m = 1 \ldots N$. Here, the emission rate is proportional to the mean excitation density, i.e. $k_s = N\Gamma n_e$. Hence, changes in the static observable $n_e$, for instance phase transitions, become manifest in a changing mean rate of emitted photons, as discussed for example in Refs. [28–30]. However, in general there is no such simple connection between these static and dynamic observables [31]. In particular, the proportionality relation $k_s = N\Gamma n_e$ between the mean values does not hold in the dissipative many-body system we are considering here, as the jump operators are non-local. This becomes even clearer at the level of the full distribution functions of the corresponding observables: In Figs. 3a, b, and c, we show the distributions of the excitation density and photon emission rate for three different values of $\Omega/\Gamma$ in the crossover region ($\Omega \sim \Gamma$) with $\Delta = 0$. These data have been obtained from QJMC simulations of a system with $N = 12$ atoms.

We first focus in the distribution of excitation density: For low $\Omega/\Gamma$ (Fig. 3a) the distribution is unimodal with the maximum being near zero. As one increases the Rabi frequency, the distribution becomes bimodal (Fig. 3b). Finally, Fig. 3c shows that the distribution for larger $\Omega$ becomes unimodal again with the maximum being at a density near 0.2. These results suggest a dynamical first order transition in the density of excited atoms. This conclusion is corroborated by a mean field treatment of the master equation [1]: Here we find that the steady state value $n_e$ is determined by a cubic equation. In Fig. 3d we show the resulting mean field phase diagram. Note that the appearance is similar to the exact solution for small systems shown in Fig. 2b. For most parameter regimes, the mean field equation possesses a unique solution: For $\Omega \ll \Gamma$, the excitation probability is low and, in contrast, when $\Omega \gg \Gamma$ the excitation probability approaches 1/2. In particular, in the latter regime we
can approximate \( n_s \approx 1/2 - (\Gamma^2 + 4\Delta^2)/(80^2) \). However, there is one region in parameter space - delimited by the solid lines - in which the mean field equation has two stable solutions which can be interpreted as two coexisting steady states that correspond to a low and a high excitation density as it can be seen in the inset in Fig. 3. This coexistence becomes directly manifest in the QJMC simulations through the bimodality of the histogram (Fig. 3b). In other works where the dissipation was localized to individual atoms, this bimodality translated into a strongly intermittent photon emission [28–30], i.e., also the distribution of the photon emission rate was bimodal. Figs. 3b and c show that this connection is not present here as in fact the photon emission rate has always a unimodal character, clearly distinct from the distribution of the excitation density.

The absence of such trivial connection has actually an interesting application: It can be used to extract information on the spatial coherence in the stationary state by means of global measurements. This is established through Eq. (4), which connects the photon emission rate \( k_s \) to the excitation probability \( n_s \) and the spatial coherences in the stationary state \( \langle \hat{b}_\alpha^\dagger \hat{b}_\beta \rangle_s \):

\[
k_s - N\Gamma n_s = \sum_{\alpha \neq \beta} R_{\alpha\beta} \langle \hat{b}_\alpha^\dagger \hat{b}_\beta \rangle_s + 2 \sum_d R_{11+d}(N-d)C_d. \tag{5}
\]

Here we have introduced the average of the real part of the spatial coherence between atoms separated by \( d \) sites \( C_d = \sum_\alpha \Re \langle \hat{b}_\alpha^\dagger \hat{b}_{\alpha+d} \rangle_s/(N-d) \). Figure 4a displays the value of \( k_s/N\Gamma - n_s \) as a function of \( \Omega/\Gamma \) and \( \Delta/\Gamma \) for the numerically exact solution for \( N = 6 \) atoms. One can observe that the difference is zero in the two limiting cases \( \Omega \ll \Gamma \) and \( \Omega \gg \Gamma \). However, in the region where \( \Omega \approx \Gamma \), i.e., where we also observe the bimodal behavior of the excitation density, the difference is in general non-zero. Thus, from Eq. (5) we can infer that in this regime the competition between coherent driving and the non-local dissipation leads to a steady state which features phase coherence between spatially separated atoms.

Let us focus on the case of resonant laser excitation, \( \Delta = 0 \). In Figure 4b we show the coherence between atoms at different distances \( C_d (d = 1, 2, 3) \) corresponding to a system with \( N = 8 \) atoms. The nearest neighbor coherence \( C_1 \) acquires a negative value within the crossover region \( \Omega \approx \Gamma \). Moreover, the value of the next nearest neighbor coherence \( C_2 \) is positive and smaller than \( C_1 \). The coherence clearly decays with the distance between the atoms, dying out approximately after next nearest neighbors, with \( C_3 \) having a small negative value. For the parameter regime used here the nearest neighbors coherence \( C_1 \) is thus the largest contribution to the sum in Eq. (5). We can therefore approximate the nearest-neighbor phase coherence by \( C_1 \approx \frac{k_s - N\Gamma n_s}{2N^2} \). Hence, in our system the measurement of the difference between the excitation probability and emission rate maps directly into the nearest neighbor spatial coherence of the many-body steady state.

Let us finally discuss the experimental realization of the proposed setup. The main difficulty to overcome is to achieve a situation in which the ratio between lattice spacing and photon wavelength \( a/\lambda \) is much smaller than one. However, these conditions can be reached in a system of cold bosonic strontium atoms proposed in [32]. Here, the ground and excited states of the model two-level atom are represented by the metastable \(|5s5p^0P_0\rangle\) and \(|5s4d^2D_1(m = 0)\rangle\) triplet states, respectively. The wavelength and dipole moment of this transition are \( \lambda = 2.6 \mu m \) and \( p = 4.03 \) Debye, respectively. Both internal states can be trapped simultaneously by an optical lattice at a magic wavelength \( \lambda_0 = 412.8 \) nm [32], such that the lattice constant is \( a = 206.4 \) nm. Thus, the ratio between lattice constant and wavelength is here \( a/\lambda = 0.08 \). This value has been used for all numerical simulations in this paper. Since \(|3D_1\rangle\) decays preferentially to \(|P_0\rangle\) with branching ratio around 60% [33] and spontaneous emission rate \( \Gamma = 290 \times 10^3 \) s\(^{-1}\), this system can indeed be regarded as a close approximation to an open one-dimensional many-body system composed of laser-driven two-level atoms.

In summary, we have studied the steady state of a driven ensemble of two-level atoms subject to naturally arising non-local dissipation. In this system local static and dynamical observables are not directly connected as in the simpler case where atoms are coupled to individual localized baths. This leads to a steady state which, in certain parameter regimes, exhibits spatial phase coherence between atoms. The non-equilibrium physics discussed here can be probed in lattices of Sr atoms. It will be interesting in the future to analyze the usefulness of the emerging entangled states for practical applications such as quantum information processing and precision measurements [36][37].
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