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Abstract—In this article, we propose a suboptimal moving horizon estimator for a general class of nonlinear systems. For the stability analysis, we transfer the “feasibility-implies-stability/robustness” paradigm from model predictive control to the context of moving horizon estimation in the following sense. Using a suitably defined, feasible candidate solution based on an auxiliary observer, robust stability of the proposed suboptimal estimator is inherited independently of the horizon length and even if no optimization is performed. Moreover, the proposed design allows for the choice between two cost functions different in structure: the former in the manner of a standard least squares approach, which is typically used in practice, and the latter following a time-discounted modification, resulting in better theoretical guarantees. We apply the proposed suboptimal estimator to a nonlinear chemical reactor process, verify the theoretical assumptions, and show that even a few iterations of the optimizer are sufficient to significantly improve the estimation results of the auxiliary observer. Furthermore, we illustrate the flexibility of the proposed design by employing different solvers and compare the performance with two state-of-the-art fast moving horizon estimation schemes from the literature.
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I. INTRODUCTION

Knowledge of the internal state of a dynamical system is crucial for many control applications, e.g., for stabilizing the system via state feedback or for monitoring compliance with safety-critical conditions. In most practical cases, however, the state cannot be completely measured and therefore must be reconstructed using the (measurable) system output. This is particularly challenging if nonlinear systems with constraints are present and robustness against model inaccuracies and measurement noise is to be ensured. To this end, moving horizon estimation (MHE) has proven to be a powerful solution to the state estimation problem and various theoretical guarantees such as robust stability properties have been established in recent years, see, e.g., [1]–[6]. In MHE, the current state is estimated by optimizing over a fixed number of past measurements, taking into account both system dynamics and constrained sets of decision variables. However, since this approach requires solving a usually nonconvex optimization problem at each time step, MHE is computationally demanding. Moreover, since the computing power available in practice is often severely limited, optimization-based techniques usually can only be applied to systems with a fairly large sampling interval.

1) Related Work: In order to make the applicability of MHE in real-time more likely, methods based on an additional auxiliary observer were developed, among others, thus simplifying the optimization problem significantly. For example, in [7], a pre-estimating MHE scheme for linear systems was proposed that utilized an additional observer to replace the state equation as a dynamical constraint. Since this allows to compensate for model uncertainties without computing an optimal disturbance sequence, the optimization variables could be reduced to one—namely, the initial state at the beginning of the horizon. In [8], this idea was transferred to a class of nonlinear systems, and a major speed improvement compared to standard MHE could be shown. However, this results in a loss of degrees of freedom, since there is no possibility to weight model disturbances and measurement noise differently in the optimization problem. In [9], an observer was employed to construct a confidence region for the actual system state. Introducing this region as an additional constraint in the optimization problem can, however, be quite restrictive and hence might not allow for major improvements of MHE compared to the auxiliary observer. In [10], a proximity-MHE scheme was proposed for a general class of nonlinear systems, where an additional observer is used to construct a stabilizing a priori estimate yielding a proper warm start for the optimization problem, and nominal stability could be shown by Lyapunov arguments.

However, all the above methods still require optimal solutions to the MHE problem, and their complete computation within fixed time intervals is difficult (if not impossible) to guarantee. A more intuitive approach is to simply terminate the underlying optimization algorithm after a fixed number of iterations, which on the one hand provides only suboptimal estimates, but on the other hand ensures fixed computation times. However, since most results from the nonlinear MHE literature are crucially based on optimality [1]–[6], stability of suboptimal MHE cannot be straightforwardly deduced. For practical (real-time) applications, it is therefore crucial to develop suboptimal schemes that guarantee robust stability without requiring optimal solutions. Nevertheless, there are some fast (real-time) MHE schemes available in the literature that are based on specific optimization algorithms, e.g., utilizing gradient, conjugate-gradient or Newton methods [11]–[14]. However, the corresponding results rely on (local) contraction properties of the specific algorithms.
and therefore require both a proper initial guess and at least one iteration to ensure (local) stability. In [15], a suboptimal proximity-MHE scheme for linear systems was proposed, where nominal stability guarantees could be given without performing any optimization by using a prestabilizing observer and contraction properties of a certain gradient-based optimization algorithm. This approach has recently been extended to nonlinear systems in [16], thus providing nominal stability guarantees for a suboptimal nonlinear proximity-MHE scheme, relying on local properties of the optimization algorithm involved.

2) Contribution: In this article, we establish the “feasibility-implies-stability/robustness” paradigm from model predictive control (MPC) in the context of nonlinear MHE. Indeed, it is well known that if the suboptimal solution to a given MPC problem can be guaranteed to improve the cost of a suitably chosen warm start, then robust stability of the controller can be directly inferred [17], [18]. Transferring this concept to nonlinear MHE, we prove robust stability of the proposed suboptimal estimator 1) regardless of the chosen length of the estimation horizon; and 2) without explicitly performing any optimization by simply requiring that a suboptimal solution to a given MHE problem improves the cost of a feasible candidate solution.

To this end, we propose two different candidate solutions applicable to different nonlinear system classes, both of which rely on an additional, robustly exponentially stable auxiliary observer (cf. Sections III and IV). Moreover, we consider two different cost functions, thus allowing for the choice between a standard, commonly chosen least squares type [1], [4]–[6], [19]–[22]. To account for the general applicable to a large class of nonlinear systems and guarantees improved the estimation results of the auxiliary observer. In particular, robust exponential stability guarantees could be given without performing any optimization by using a prestabilizing observer and contraction properties of a certain gradient-based optimization algorithm. This approach has recently been extended to nonlinear systems in [16], thus providing nominal stability guarantees for a suboptimal nonlinear proximity-MHE scheme, relying on local properties of the optimization algorithm involved.
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nonlinear setup (1), we treat the influences of the inputs, outputs, and their respective (nonlinear) disturbances individually in (2) as suggested in [2] and [21], where we additionally consider an exponential decay in order to simplify the subsequent analysis. We point out that the recent results on i-IoSS from [21] and [22] can be straightforwardly formulated for the special case of exponential stability, and one can show that i-IoSS is both necessary (compare [21, Prop. 3], [22, Prop. 2.6]) and sufficient (compare [2, Th. 14, Rem. 17]) for the existence of robustly exponentially stable state estimators. Moreover, e-IoSS can be verified using a suitable Lyapunov function (compare [21] and [22]), which can be constructed based on the differential dynamics as suggested in [24, Sec. 4] or using an additional robustly exponentially stable observer, compare also [25, Prop. 4] and the simulation example in Section VII.

B. Suboptimal Moving Horizon Estimator

The moving horizon estimator for system (1) considers at each time $t \in \mathbb{Z}_0$ past input and output data in a moving time window of length $N = \min\{t, N\}$ for some fixed $N \in \mathbb{Z}_1$. Given the corresponding input and output sequences $u_i = \{u_t-N, \ldots, u_t-1\}$ and $y_i = \{y_t-N, \ldots, y_t-1\}$, the moving horizon estimate for system (1) at time $t \in \mathbb{Z}_0$ corresponds to the minimizer of

$$\min_{x_t-N|t, \omega_t, \nu_t} J\left(x_t-N|t, \omega_t, \nu_t\right)$$

subject to

$$\left(x_t, u_t, \omega_t, \nu_t, \zeta_t\right) \in \Sigma_N,$$

where $J : \mathbb{X} \times \mathbb{W}^N \times \mathbb{Y}^N \to \mathbb{R}_{\geq 0}$ is the cost function specified below. The sequences $x_i = \{x_t-N|t, \ldots, x_t-1|t\} \in \mathbb{X}^N$, $\omega_i = \{\omega_t-N|t, \ldots, \omega_t-1|t\} \in \mathbb{W}^N$, $\nu_i = \{\nu_t-N|t, \ldots, \nu_t-1|t\} \in \mathbb{Y}^N$, and $\zeta_i = \{\zeta_t-N|t, \ldots, \zeta_t-1|t\} \in \mathbb{Y}^N$ contain estimates of the state, the process and measurement noise, and the corresponding system output for the time interval $[t-N|t-1]$, estimated at time $t$, and $\Sigma_N$ denotes the set of all trajectories of (1) of length $N$ in the time interval $[t-N|t-1]$. Note that each trajectory is uniquely defined by the input sequence $u_i$ and the decision variables $(x_t-N|t, \omega_t, \nu_t)$ under (1).

Remark 1: In the MHE literature, the estimated output $\hat{y}_{i-t|t} = h\left(x_t-i|t, u_t-i, \nu_t-i|t\right)$ is usually restricted to exactly match the measured output of the real system $y_t-i$ for each $i \in \mathbb{Z}_0$ by imposing $\hat{y}_i = y_i$ as an additional constraint in (4), see, e.g., [1]–[6]. However, to ensure feasibility of the candidate solutions that will be introduced in Sections III and IV, we relax this constraint and explicitly allow for different outputs. As a result, an additional term appears in the cost function that takes this deviation into account, compare also [2, Rem. 8]. Note that such a formulation is generally beneficial in practice when model inaccuracies might exist, as potential infeasibility issues arising from enforcing this hard output constraint can be naturally avoided.

In analogy to [1] and [4]–[6], we choose the cost function $J$ in (3) as follows.

Definition 2 (Non-discounted cost function): Let $t \in \mathbb{Z}_0$, $N \in \mathbb{Z}_1$, some prior $\bar{x}_{t-N} \in \mathbb{X}$ and the input and output sequences $u_t$ and $y_t$ of system (1) in the time interval $[t-N|t-1]$ be given and let $\Gamma : \mathbb{X} \times \mathbb{X} \to \mathbb{R}_{\geq 0}$ and $l : \mathbb{W} \times \mathbb{Y} \times \mathbb{Y}^N \to \mathbb{R}_{\geq 0}$.

For $x_{t-N|t} \in \mathbb{X}$, $\omega_t \in \mathbb{W}^N$ and $\nu_t \in \mathbb{Y}^N$, define

$$J_{ud}(x_{t-N|t}, \omega_t, \nu_t) := \Gamma(x_{t-N|t}, \bar{x}_{t-N}) + \sum_{i=1}^N l(\omega_{t-i|t}, \nu_{t-i|t}, y_{t-i} - \zeta_{t-i|t}).$$

We impose the following assumption on the cost function.

Assumption 2: The functions $\Gamma$ and $l$ from Definition 2 are continuous and satisfy for any given $y \in \mathbb{Y}$

$$\begin{align}
\zeta_{p(y-x)} &\leq \Gamma(x, \bar{x}) \leq \tau_{p} |x - \bar{x}|^\alpha, \\
\zeta_{w(y)} &+ \zeta_{w(y)} |y - \zeta| \leq l(\omega, \nu, y - \zeta) \leq \tau_{w} |\omega| + \tau_{w} |\nu|^\alpha + \tau_{y} |y - \zeta|^\alpha
\end{align}$$

for all $x, \bar{x} \in \mathbb{X}$, $\omega \in \mathbb{W}$, $\nu \in \mathbb{Y}$, and some constants $\zeta_{p}, \tau_{p}, \zeta_{w}, \tau_{w}, \zeta_{y}, \tau_{y} > 0$ and $\alpha \geq 1$, and such that

$$c_i \leq \zeta_{i}, \ i \in \{p, w, v, y\}$$

with $c_i$ from (2).

Remark 2: Condition (6) requires an exponentially bounded, positive definite cost function. The additional constraint on the exponent $\alpha$ ensures that this function is also convex, which allows for less restrictive bounds on the estimation error compared to existing results from the literature, such as [4] and [5]. Note that this assumption is not overly restrictive, since it still allows for the practical relevant case of quadratic cost functions, where $\alpha = 2$. Similar to [2, Ass. 1], inequality (7) states a compatibility condition between the cost function (5) and the e-IoSS definition (2) (which can be relaxed at the expense of a slightly worse bound on the estimation error by introducing an additional factor $\max\{1, \max_{i \in \{p, w, v, y\}} c_i / \min_{i \in \{p, w, v, y\}} \zeta_i \} \geq 1$). We note that, in general, better guarantees for suboptimal MHE result for smaller values of $\tau_{y}$ (and $\tau_{w}$), cf. Table I in Section V. Since these are bounded from below by (7) via (6b), parameterizing the cost function (5) such that the compatibility condition (7) is satisfied with equality leads to the best possible guarantees, compare also [2, Rem. 6] and the simulation example in Section VII; a similar statement applies to Assumption 3 below.

Definition 2 corresponds to the type of cost function that is traditionally chosen in the nonlinear MHE literature [1], [4]–[6], [19]. However, until recently in [6], only conservative stability guarantees could be given for nonlinear MHE, and disturbance gains that increase with increasing $N$ were obtained [4], [5]. Such a behavior is counter-intuitive and therefore undesirable, since one would naturally expect better estimation results if the respective horizon is enlarged and thus more information is taken into account, which can be also observed in practice. This gap in the theory could be closed in [20] by choosing a novel cost function for MHE that includes an additional discount factor and thus directly links the cost function to the definition of nonlinear detectability. Through this direct coupling, a much less restrictive proof technique and thus improved theoretical guarantees became possible, leading to disturbance gains that are uniformly valid for all $N$ and a decay rate that improves with increasing $N$ [20, Th. 3], compare also [2]. Motivated by [2] and [20], we consider a second (time-discounted) cost function throughout this article that will be specified in detail in the following definition. As we will show in Sections III–V, the results from the literature using the standard (non-discounted)
cost function \([4, 5]\) and the time-discounted cost function \([2]\) remain qualitatively valid for our suboptimal setup in terms of the dependence of disturbance gains on horizon length.

**Definition 3 (Time-discounted cost function):** Let \(t \in \mathbb{I}_{0}, N \in \mathbb{I}_{1}, \) some prior \(\hat{x}_{t-N} \in \mathbb{X} \) and the input and output sequences \(u_{t} \) and \(y_{t} \) of system (1) in the time interval \([t - N, t - 1]\) be given and let \(\eta \in (0, 1), \) \(\Gamma : \mathbb{X} \times \mathbb{X} \to \mathbb{R}_{0}^{+} \) and \(I : \mathbb{Y} \times \mathbb{Y} \times \mathbb{V}^{n_{v}} \to \mathbb{R}_{0}^{+} \). For \(\chi_{t-N}^{(t)} \in \mathbb{X}, \omega_{t} \in \mathbb{W}^{N}, \) and \(\nu_{t} \in \mathbb{V}^{N}, \) define
\[
J_{d}(\chi_{t-N}^{(t)}, \omega_{t}, \nu_{t}) := \eta^{N} \Gamma (\chi_{t-N}^{(t)}, \hat{x}_{t-N}) + \sum_{i=1}^{N} \eta^{i} I (\omega_{t-i}, \nu_{t-i}, y_{t-i} - \zeta_{t-i}) .
\]

(8)

Analogous to Assumption 2, we impose positive definiteness of the cost function and link it to the e-IoSS condition.

**Assumption 3:** The functions \(\Gamma \) and \(I \) from Definition 3 satisfy Assumption 2 with \(a = 1 \) and \(\eta \leq \eta \) with \(\eta \) from (2).

**Remark 3:** Note that due to Assumption 3, the cost function (8) is in general not differentiable at the origin. The solver of the corresponding nonlinear program (NLP) must therefore be chosen with care, e.g., by using derivative-free optimization methods \([26]\). Alternatively, we can exploit the Euclidean norm of system (1), there exists a candidate solution \((\hat{x}_{t-N}^{(t)}, \hat{w}_{t}, \hat{v}_{t})\) in hand to ensure condition (9) and thus guarantee robustly stable estimation can yield improved performance in practice, compare also the simulation example in Section VII.

The aim of this article is to show that the suboptimal estimator from Definition 4 is robustly stable by means of the following notion of robust global exponential stability (RGES).

**Definition 5 (RGES):** A state estimator for system (1) is RGES if there exist constants \(C_{1}, C_{2}, C_{3} > 0 \) and \(\lambda \) in \((0, 1)\) such that the produced estimate \(\hat{x}_{t} \) at time \(t \in \mathbb{I}_{0}^{N}\) satisfies
\[
|x_{t} - \hat{x}_{t}| \leq C_{1} |x_{0} - \hat{x}_{0}| \lambda^{t} + \sum_{t=1}^{t} \lambda^{T} (C_{2} |u_{t-r} - \tau| + C_{3} |v_{t-r}|) \]
for all initial conditions \(x_{0}, \hat{x}_{0} \in \mathbb{X} \) and all disturbance sequences \(w \in \mathbb{W}^{\infty} \) and \(v \in \mathbb{V}^{\infty} \).

This definition of robust stability corresponds to our notion of detectability from (2) in the sense that it includes the discounting of disturbances, and has already been adequately studied in, e.g., \([1, 2, 6, 21, 22]\). Note that unlike the asymptotic-gain formulation of robust stability used previously in, e.g., \([4, 5]\), and \([19]\), Definition 5 also implies that the estimation error of general estimators in the form of (11) converges to zero if the disturbances converge to zero, compare also \([6, Sec. 5.3]\).

To establish RGES of the suboptimal estimator from Definition 4, we construct the required candidate solution by the use of an additional auxiliary nonlinear observer, which is part of the following section.

**C. Auxiliary Nonlinear Observer**

Motivated by \([22]\), we define the auxiliary observer in terms of a sequence of maps.

**Assumption 4:** Let \(t \in \mathbb{I}_{0}^{N}\) and the initial condition \(x_{0} \in \mathbb{X}\) be given. For any sequences of inputs \(u = \{u_{0}, \ldots, u_{t-1}\} \in \mathbb{U}^{t}\) and outputs \(y = \{y_{0}, \ldots, y_{t-1}\} \in \mathbb{Y}^{t}\) of system (1), there exists a sequence of maps \(\Psi_{t} : \mathbb{X} \times \mathbb{U}^{t} \times \mathbb{V}^{t} \to \mathbb{X}\) such that
\[
z_{t} = \Psi_{t}(z_{0}, u, y)
\]

(11)
is an RGES state estimate of system (1), i.e., there exist constants \(C_{p}, C_{w}, C_{v} > 0\) and \(\rho \in (\eta, 1)\) with \(\eta \) from (2) such that
\[
|x_{t} - z_{t}| \leq C_{p} |x_{0} - z_{0}| \rho^{t} + \sum_{t=1}^{t} \rho^{T} (C_{w} |w_{t-r}| + C_{v} |v_{t-r}|)
\]
for all \(t \in \mathbb{I}_{0}^{N}\), all \(x_{0} \in \mathbb{X}\), and all \(w \in \mathbb{W}^{\infty}\) and \(v \in \mathbb{V}^{\infty}\).

Note that for ease of presentation, we impose \(\mathbb{X} = \mathbb{R}^{n_{x}}\) in Assumption 4 (cf. the discussion below (1)), so that we can trivially guarantee that \(z_{t} \in \mathbb{X}\) for all \(t \in \mathbb{I}_{0}^{N}\); this in turn obviously requires a globally convergent behavior in (12). In practice, however, condition (12) can often be shown only locally on some set \(\bar{X} \subset \mathbb{R}^{n_{x}}\). This is addressed in Section VI, where we additionally allow for state constraints in the MHE design, compare also the simulation example in Section VII. Note also that system (11) is a very general description of an observer, not even requiring a classical state space representation, cf. \([22]\). In practice, Assumption 4 can be verified using, e.g., nonlinear Luenberger-like observers \([28]-[30]\), or Kalman-like observers, e.g., \([31, 32]\), compare also Remark 7 below.
To connect the auxiliary observer to the suboptimal estimator, we suggest the following initialization method. Similar to the receding horizon fashion of MHE, we define $T := \min\{t, T\}$ for some fixed $T \in \mathbb{N}$ and reinitialize the auxiliary observer, at each time $t \in \mathbb{N}_0$, using the given past suboptimal state estimate $\hat{x}_{t-T}$ according to

$$ z_{t-T} = \hat{x}_{t-T}. \quad (13) $$

The following lemma provides an upper bound on the observer error in the respective time interval $[t-T, t-1]$.

**Lemma 1:** Suppose Assumption 4 applies. Let some $T \in \mathbb{N}$ and a past suboptimal state estimate $\hat{x}_{t-T}$ be given. If (13) holds, then the estimation error of observer (11) satisfies

$$ |x_{t-i} - z_{t-i}| \leq C_p|x_{t-T} - \hat{x}_{t-T}|\rho^{T-i} + \sum_{\tau=i+1}^{T} \rho^{\tau-i} (C_w|w_{t-\tau}| + C_v|v_{t-\tau}|) \quad (14) $$

for all $t \in \mathbb{N}_0$, all $i \in [0, T]$, and all $x_0, \hat{x}_0 \in \mathbb{X}, w \in \mathbb{W}_\infty$, and $v \in \mathbb{V}_\infty$.

**Proof:** This follows directly from (12) with respect to the initialization of the observer (13).

We use the auxiliary observer (11) initialized via (13) not only to construct the candidate solution to the MHE problem, but also to define the prior in the cost functions (5) and (8) subject to (4) and (9).

The overall idea to establish robust stability of the proposed suboptimal estimator is now to choose $T > N$ and to exploit the contraction property of the auxiliary observer from $t-T$ to $t-N$ through the candidate solution. We will show that, under certain conditions, there exists some large enough such that the suboptimal estimator is RGES even in the case of zero iterations solving the corresponding NLP. To this end, in Section III, we will construct the candidate solution based on the nominal system (1) initialized at an estimate provided by the auxiliary observer (11). Furthermore, assuming one-step controllability with respect to the disturbance $w$ in (1a) enables us to construct a more sophisticated candidate solution that also incorporates the latest estimates of the auxiliary observer. As we will show in Section IV, this can both allow for improved theoretical guarantees (in particular, disturbance gains that are uniformly valid for all $N$) and, as will be seen in Section VII, lead to improved estimation results in practice.

**Algorithm 1:** Suboptimal MHE.

1. Collect the current data sequences $\{u_{t-N}, \ldots, u_t\}$ and $\{y_{t-N}, \ldots, y_t\}$ and the past suboptimal estimate $\hat{x}_{t-T}$.
2. Reinitialize the auxiliary observer via (13) and perform a forward simulation for $T - N$ steps via (11).
3. Construct the candidate solution (16).
4. Approximately solve MHE problem (3) with prior (15) and cost function (5) (or (8)) subject to (4) and (9).
5. Obtain the new suboptimal estimate: $\hat{x}_t = \hat{x}_{t|t}$.
6. Set $t = t + 1$ and go back to 1.

**Assumption 5:** The function $f$ is Lipschitz continuous, i.e., there exists some constant $F > 0$ such that $|f(x, u, w) - f(x, \mu, \omega)| \leq F(|x - x| + |u - \mu| + |w - \omega|)$ for all $x, \chi \in \mathbb{X}$, $u, \mu \in \mathbb{U}$, and $w, \omega \in \mathbb{W}$.

Before we show robust stability of the proposed estimator, we provide a result that suitably bounds the fitting error of the candidate solution. Throughout the remainder of this article, we assume without loss of generality that $F \geq 1$, which allows for simpler proofs. Note that this assumption can also be omitted at the expense of additional case distinctions in the proof of Lemma 2 in order to obtain less conservative results.

**Lemma 2:** Suppose that Assumptions 1, 4, and 5 apply. Let $N \in \mathbb{N}_1$ and $T \in \mathbb{N}_N$ be arbitrary. Then, the fitting error of the trajectory defined by the candidate solution (16) satisfies

$$ |y_{t-i} - \hat{y}_{t-i}| \leq \sigma_N F^{-i} \left( C_p|x_{t-T} - \hat{x}_{t-T}|\rho^T + \sum_{\tau=i+1}^{T} \rho^{\tau-i} (C_w|w_{t-\tau}| + C_v|v_{t-\tau}|) \right), \quad \forall i \in [1, N] \quad (17) $$

for all $t \in \mathbb{N}_0$, with $\sigma_N = H(C(F/\rho)^N$ and $C := \max\{1, C_w^{-2}, C_v^{-2}\}$.

**Proof:** Since the candidate solution defines a trajectory of system (1), we can apply the output equation (1b). Together with Assumption 1, the fitting error can be bounded by

$$ |y_{t-i} - \hat{y}_{t-i}| \leq H \left( |x_{t-i} - \hat{x}_{t-i}| + |v_{t-i}| \right) \quad (18) $$

for all $t \in \mathbb{N}_0$ and all $i \in [1, N]$. Applying (1a) together with Assumption 5, by induction we can show that

$$ |x_{t-i} - \hat{x}_{t-i}| \leq F^{N-i} |x_{t-N} - \hat{x}_{t-N}| + \sum_{\tau=i+1}^{N} F^{-\tau} |w_{t-\tau}|. \quad (19) $$

Since $\hat{x}_{t-N} = z_{t-N}$ due to (16), we can exploit Lemma 1 and apply (14) evaluated at time $i = N$. Using the definition of $C$ as stated in this Lemma and the fact that $F \geq 1$, then yields

$$ |x_{t-i} - \hat{x}_{t-i}| \leq \sqrt{C} F^{N-i} \rho^{-N} \left( C_p|x_{t-T} - \hat{x}_{t-T}|\rho^T + \sum_{\tau=i+1}^{T} \rho^{\tau-i} (C_w|w_{t-\tau}| + C_v|v_{t-\tau}|) \right). \quad (20) $$

**III. CANDIDATE SOLUTION: NOMINAL TRAJECTORY**

In this section, we construct the required candidate solution based on the nominal system (1) initialized with a past estimate obtained from the auxiliary observer (11). We will prove RGES of the proposed suboptimal estimator using both the non-discounted cost function (see Section III-A) and the time-discounted cost function (see Section III-B). We define

$$ (\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) = (z_{t-N|t}, 0, 0), \quad (16) $$

which yields $\Sigma_{\hat{x}, \hat{w}, \hat{v}, \hat{y}} \in \Sigma^N$ under (1). The steps that need to be performed at each time $t \in \mathbb{N}_0$ are summarized in Algorithm 1.

For the stability analysis, we need an additional continuity assumption on the function $f$ as stated in the following.
By applying (20) to (18) and due to the initialization of the auxiliary observer (13), we obtain
\[
|y_{t-i} - \hat{y}_{t-i}| \leq H C F^{N-i} \rho^{-N} \left( C_p |x_{t-T} - \hat{x}_{t-T}| \rho^T + \sum_{\tau=1}^T \rho^\tau \left( C_u |w_{t-\tau}| + C_v |v_{t-\tau}| \right) \right).
\]

Defining \( \sigma_N \) as stated in this Lemma yields (17), which finishes this proof.

The following sections provide stability guarantees for the suboptimal estimator from Definition 4 using both the non-discounted cost function (5) and the time-discounted cost function (8) together with the candidate solution (16).

### A. Non-discounted Cost Function

We first consider the non-discounted cost function (5). Before we can state the desired result, we first need two auxiliary lemmas that provide a bound on the cost function and on the estimation error both evaluated at a given estimated suboptimal trajectory.

**Lemma 3:** Suppose that Assumptions 1, 2, 4, and 5 apply. Let \( N \in \mathbb{N} \) and \( T \in \mathbb{N} \) be arbitrary. Then, there exists some \( \tilde{\sigma}_N > 0 \) such that the cost function (5) evaluated at any suboptimal estimator provided by the estimator from Definition 4 using the candidate solution (16) satisfies
\[
J_n(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) \leq \tilde{\sigma}_N \left( C_p |x_{t-T} - \hat{x}_{t-T}| \rho^T + \sum_{\tau=1}^T \rho^\tau \left( C_u |w_{t-\tau}| + C_v |v_{t-\tau}| \right) \right)^a
\]
for all \( t \in \mathbb{N}_0 \).

**Proof:** We start from (9). By (6) and our choices of candidate solution (16) and prior (15), we obtain
\[
J_n(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) \leq \sum_{i=1}^N \tilde{c}_y |y_{t-i} - \hat{y}_{t-i}|^a
\]
for all \( t \in \mathbb{N}_0 \). Applying Lemma 2 yields
\[
J_n(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) \leq \sum_{i=1}^N \tilde{c}_y N \sigma_N^a \left( C_p |x_{t-T} - \hat{x}_{t-T}| \rho^T + \sum_{\tau=1}^T \rho^\tau \left( C_u |w_{t-\tau}| + C_v |v_{t-\tau}| \right) \right)^a.
\]

Note that the argument of the inner sum of the double sum in (22) is independent of \( i \), and hence we can enlarge the lower bound of summation to \( \tau = 1 \) and move the complete term in large brackets to the power of \( a \) in front of the outer sum. Then, by the geometric series we note that
\[
\sum_{i=1}^N F^{-a} - F^{-a(N-1)} = \frac{1 - F^{-aN}}{1 - F^{-a}} = 1 - F^{-aN} \frac{F^a - 1}{F - 1}
\]
for \( F \neq 1 \). Applying the definition
\[
\tilde{\sigma}_N := \tilde{c}_y N \sigma_N^a \left( \frac{1 - F^{-aN}}{N}, \frac{1 - F^{-aN}}{1 - F^{-a}} \right)
\]
to (22) yields (21), which completes this proof.

**Lemma 4:** Suppose that Assumptions 1, 2, 4, and 5 apply. Let \( N \in \mathbb{N} \) and \( T \in \mathbb{N} \) be arbitrary. Then, there exist \( C_{N,1}, C_{N,2}, C_{N,3} > 0 \) such that the estimation error of the estimator from Definition 4 using the cost function (5) and the candidate solution (16) satisfies
\[
|x_t - \hat{x}_t| \leq C_{N,1} |x_{t-T} - \hat{x}_{t-T}| \rho^T + \sum_{\tau=1}^T \rho^\tau \left( C_{N,2} |w_{t-\tau}| + C_{N,3} |v_{t-\tau}| \right)
\]
for all \( t \in \mathbb{N}_0 \).

**Proof:** Since both the real and the estimated trajectory are trajectories of system (1), we can describe the deviation of their states at any \( t \in \mathbb{N}_0 \) starting at time \( t - N \) by utilizing the e-IoSS condition (2). More precisely, consider (2), the real trajectory starting at \( x_{t-N} \) driven by the sequences \( u_t, w_t, \) and \( v_t \), and the estimated (suboptimal) trajectory starting at \( \hat{x}_{t-N}|t \) driven by the sequences \( \hat{u}_t, \hat{w}_t, \) and \( \hat{v}_t \). By applying the triangle inequality, it further follows that
\[
|x_t - \hat{x}_t| \leq c_p \eta^N |\hat{x}_{t-N}| - \hat{x}_{t-N}| + \sum_{\tau=1}^N \eta^\tau \left( c_u |w_{t-\tau}| + c_v |v_{t-\tau}| \right) + \sum_{\tau=1}^N \eta^\tau \left( c_u |\hat{w}_{t-\tau}| + c_v |\hat{v}_{t-\tau}| + c_y |y_{t-\tau} - \hat{y}_{t-\tau}| \right)
\]
for all \( t \in \mathbb{N}_0 \). Now the objective is to find suitable upper bounds for the estimates in (25). By the choice of the prior in (15), for the second term of the right-hand side in (25) we can apply (14) evaluated at time \( i = N \), which yields
\[
|x_t - \hat{x}_t| \leq \rho^{-N} \left( C_p |x_{t-T} - \hat{x}_{t-T}| \rho^T + \sum_{\tau=1}^{N+1} \rho^\tau \left( C_u |w_{t-\tau}| + C_v |v_{t-\tau}| \right) \right)^a.
\]

For the remaining terms on the right-hand side in (25), we consider the lower bound on the suboptimal cost given by Assumption 2. By applying (6) and (7), and using the fact that \( \eta < 1 \), we obtain
\[
J_n(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) \geq c_p \eta^N |\hat{x}_{t-N}| - \hat{x}_{t-N}|^a + \sum_{i=1}^N \eta^i \left( c_u |\hat{w}_{t-i}|^a + c_v |\hat{v}_{t-i}|^a + c_y |y_{t-i} - \hat{y}_{t-i}|^a \right)
\]
\[
\geq \left( c_p \eta^N + \sum_{i=1}^N \eta^i \left( c_u + c_v + c_y \right) \right)^{1-a}
\]
where the last step follows from Jensen’s inequality. Now raising both sides to the power of \( \alpha := 1/a \) and applying the geometric series yields
\[
\left( c_N J_{ad}(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) \right)^\alpha \geq c_N^{\alpha N} |\hat{x}_{t-N|t} - \hat{x}_{t-N}| \]
\[
+ \sum_{i=1}^{N} \eta^i \left( c_w |\hat{w}_{t-i|t}| + c_v |\hat{v}_{t-i|t}| + c_y |y_t-i - \hat{y}_{t-i|t}| \right)^a,
\]

with \( c_N := (c_p \eta^N + (1 - \eta)^N)(1 - \eta)^{-1} \). Note that the right-hand side of (27) corresponds to the terms in the first and third line of the right-hand side of (25). Now we exploit Lemma 3 to upper bound the suboptimal cost in (27), and we apply the result together with (26) to (25), finally obtain (24) with
\[
C_{N,1} := (c_p(\eta/\rho)^N + (c_N \sigma_N)^\alpha) C_p,
\]
\[
C_{N,2} := (c_p(\eta/\rho)^N + (c_N \sigma_N)^\alpha) C_w + c_w \eta/\rho,
\]
\[
C_{N,3} := (c_p(\eta/\rho)^N + (c_N \sigma_N)^\alpha) C_v + c_v \eta/\rho,
\]
which concludes this proof.

Now we are in a position to state our first main result.

**Theorem 1:** Suppose that system (1) is e-IoSS and that Assumptions 1, 2, 4, and 5 apply. Choose \( N \in \mathbb{N} \) arbitrarily and \( T \in \mathbb{N} \) such that
\[
T > -\ln C_1/\ln \rho, \quad C_1 = \max_{N \in [0,N]} C_{N,1}.
\]
Then, the suboptimal moving horizon estimator from Definition 4 using the cost function from Definition 2 and the candidate solution (16) is RGES and satisfies (10) for all \( t \in \mathbb{N} \), where the decay rate is given by \( \lambda = \sqrt{C_1/\rho} \).

**Proof:** From Lemma 4 and the definition of \( C_1, T, \) and \( \lambda \), it follows that
\[
|x_{t+T} - \hat{x}_{t+T}| \leq |x_t - \hat{x}_t| \lambda^T + \sum_{i=1}^{T} \lambda^i \left( C_2 |w_{t-i} - \hat{w}_{t-i}| + C_3 |v_{t-i} - \hat{v}_{t-i}| \right)
\]
for all \( t \in \mathbb{N} \) with \( C_1 := C_{1,1}/\lambda^T \max_{N \in [0,N]} C_{N,i}, i \in \{2,3\} \). By induction and Lemma 4, one can show that
\[
|x_{t+kT} - \hat{x}_{t+kT}| \leq C_1 |x_0 - \hat{x}_0| \lambda^{t+kT} + \sum_{i=1}^{t+kT} \lambda^i \left( C_2 |w_{t+i+kT} - \hat{w}_{t+i+kT}| + C_3 |v_{t+i+kT} - \hat{v}_{t+i+kT}| \right)
\]
for all \( t \in \mathbb{N}, \) and all \( k \in \mathbb{N} \), which is equivalent to (10) and hence concludes this proof.

**Remark 5:** By Theorem 1, the proposed suboptimal estimator is RGES for any \( N \in \mathbb{N} \); in other words, there is no minimum required horizon length as it is the case in, e.g., [1]–[6] and [20]. This is due to the fact that we do not require contraction of the estimation error from time \( t - N \) to \( t \), but establish stability by exploiting the contraction property of the auxiliary observer from time \( t - T \) to \( t - N \).

**Remark 6:** Note that Step 2 in Algorithm 1, i.e., the forward simulation of the auxiliary observer for \( T - N \) steps, is required to compute \( z_{t-N|t} \), and thus, both the prior (15) and the candidate solution (16). To save computation time, however, it is also possible to initialize the auxiliary observer only once at time \( t = 0 \), thus avoiding its repeated reinitialization, and hence, Step 2 in Algorithm 1. This is a special case of the proposed MHE scheme with \( T = t \) and was also considered in the preliminary conference version [23]. The corresponding estimation error can be bounded by (24), and the definitions of \( C_t = \max_{N \in [0,N]} C_{N,i}, i \in \{1,2,3\} \) reveal that, not very surprisingly, suboptimal MHE is RGES for \( T = t \). We point out that the decay rate of the estimation error then takes the theoretically best possible value, which is given by \( \lambda = \rho \). In contrast, choosing \( T \) in (29) small results in a worse decay rate \( \lambda \) and a slightly more computationally intensive scheme. In practice, however, much better performance can be expected since improved suboptimal estimates are used to reinitialize the auxiliary observer, thus introducing additional feedback into the suboptimal estimator. This may lead to much faster recovery from a poor initial guess, as also illustrated by the simulation example in Section VII.

### B. Time-Discounted Cost Function

We now consider the time-discounted cost function (5). As outlined above, Definition 3, this allows for the adoption of a less conservative proof technique, which, as shown below and discussed in more detail in Section V, leads to a less restrictive bound on the corresponding estimation error. The proof of the following theorem consists of three parts: we show that 1) Lemma 3 and 2) Lemma 4 still hold for this modified setting, which 3) allows to proceed as in the proof of Theorem 1. Note that a similar procedure will also be used in the following section when considering a different candidate solution.

**Theorem 2:** Suppose that system (1) is e-IoSS and that Assumptions 1, 3, 4, and 5 apply. Choose \( N \in \mathbb{N} \) arbitrarily. Then, there exists \( T \in \mathbb{N} \) large enough such that the suboptimal moving horizon estimator from Definition 4 using the cost function (8) and the candidate solution (16) is RGES.

**Proof:** Part 1: We again start from (9) with respect to the cost function (8) and the candidate solution (16). Exploiting Assumption 3 and our choice of prior (15) then yields
\[
J_{ad}(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) \leq \sum_{i=1}^{N} \eta^i |\hat{y}_{t-i} - \hat{y}_{t-i}| \quad (30)
\]
for all \( t \in \mathbb{N} \). Applying Lemma 2 leads to
\[
J_{ad}(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) \leq \tilde{c}_y \sigma_N \sum_{i=1}^{N} \eta^i F_{t-i} \left( C_{p,1} |x_{t-T} - \hat{x}_{t-T}| \right)^T + \sum_{i=1}^{T} \rho^i \left( C_w |w_{t-i}| + C_v |v_{t-i}| \right).
\]
Proceeding as in the proof of Lemma 3, i.e., enlarging the latter sum by changing the lower bound of summation to \( \tau = 1 \), we

---

2Note that \( r \to r^a \) is convex for \( r \geq 0 \) since \( a \geq 1 \) by Assumption 2.
obtain (21) for all $t \in \mathbb{I}_{>0}$ with $J_{ad}$ replaced by $J_{ad}, \alpha = 1$, and where $\bar{\sigma}_N = \bar{c}_0 \sigma_N (1 - (\bar{F}/\bar{F})^N) / (\bar{F}/\bar{F} - 1)$.

**Part II:** From (25) and the specific structure of the time-discounted cost function (8) satisfying Assumption 3, it follows that

$$|x_t - \hat{x}_t| \leq c_p \eta^{N} |x_{t-N} - \hat{x}_{t-N}|$$

$$+ \sum_{r=1}^{N} \eta^{T} (c_w |u_{t-r}| + c_v |v_{t-r}|) + J_{ad}(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t)$$

for all $t \in \mathbb{I}_{>0}$. Since (15) holds, we can again apply (14) evaluated at time $i = t - N$, which is given by (26). Exploiting the result from the first part of this proof yields (24) with

$$C_{N,1} = (c_p (\eta / \rho)^{N} + \bar{\sigma}_N) C_p,$$

$$C_{N,2} = (c_p (\eta / \rho)^{N} + \bar{\sigma}_N) C_w + c_w \eta / \rho,$$

$$C_{N,3} = (c_p (\eta / \rho)^{N} + \bar{\sigma}_N) C_v + c_v \eta / \rho.$$

**Part III:** By choosing $C_1, T,$ and $\lambda$ as stated in Theorem 1, we can follow the same steps as in the proof of Theorem 1, which yields the desired result.

### IV. CANDIDATE SOLUTION: OBSERVER TRAJECTORY

We now construct a second candidate solution based on the entire trajectory of the auxiliary observer within the estimation horizon, and therefore including the most recent observer estimates. This more sophisticated approach allows us to avoid many conservative arguments applied in the proof of Lemma 2, which, as we will show below and discuss in more detail in Section V, can lead to improved theoretical results. To this end, we have to strengthen the conditions on the considered class of nonlinear systems and auxiliary observers. In particular, to be able to reconstruct the exact trajectory given by the auxiliary observer through the candidate solution, we first require one-step controllability with respect to the disturbance $w$ in (1a), cf. [25, Rem. 2], and second, an auxiliary observer given in output injection form, cf. [21, 33]. Therefore, the following assumptions are required to hold.

**Assumption 6:** The perturbed system dynamics (1a) satisfies

$$f(x, u, w) = f_0(x, u) + w$$

with $\mathbb{W} = \mathbb{R}^{n_x}$.

**Assumption 7:** The observer dynamics (11) satisfies $z_{t+1} = f_0(z_t, u_t) + L(z_t, y_t - h_n(z_t, u_t))$ with the output injection law $L : \mathbb{X} \times \mathbb{Y} \rightarrow \mathbb{X}$, where $L(\cdot, 0) = 0$. Moreover, the injection law can be uniformly linearly bounded by $L(z_t, y_t - h_n(z_t, u_t)) \leq k |y_t - h_n(z_t, u_t)|$ for some fixed constant $k > 0$.

**Remark 7:** Assumption 7 consists of two parts. First, it requires that the auxiliary observer is a full-order state observer in output injection form, cf. [21, 33]. Note that assuming output injection form is not restrictive, since from [21, Lemma 2] and [33, Lemma 21], it follows that any robustly stable full-order state observer must in fact have this form. The second part states a linear bound on the injection law $L$ depending on the current fitting error of the observer. Although this linear bound can be restrictive, we note that this is satisfied by following any observer design that utilizes the injection law $L(z_t, y_t - h_n(z_t, u_t)) = K \cdot (y_t - h_n(z_t, u_t))$, where $K \in \mathbb{R}^{n_x \times n_y}$ is a constant or time-varying matrix that can be suitably bounded. This is the case for nonlinear Luenberger-like observers by following, e.g., a high-gain design (cf. [34]), by treating the nonlinearity as suitably bounded uncertainty and solving a sufficient linear matrix inequality (LMI) condition (cf. [29]), or by using a differential framework and convex optimization (cf. [30]). In addition, Assumption 7 can be (locally) satisfied for the extended Kalman filter under uniform observability and boundedness conditions, cf. [31].

In the following, we abbreviate $L(z_{t-i|t}, y_t - h_n(z_{t-i|t}, u_t))$ by $L_{t-i|t}$ for all $i \in \mathbb{I}_{[1,N]}$ and $t \in \mathbb{I}_{>0}$. Provided that Assumptions 6 and 7 hold, the system and observer dynamics share the same structure, which allows us to interpret the terms $f_0(z, u)$ and $L$ in the observer dynamics directly as estimates of the terms $f_0(x, u)$ and $w$ in the system dynamics. We hence choose the candidate solution

$$(\hat{x}_{t-N|t}, \hat{w}_t, \hat{v}_t) = (z_{t-N|t}, L_{t-N|t}, ..., L_{t-1|t}, 0)$$

for all $t \in \mathbb{I}_{>0}$. To compute the current state estimate $\hat{x}_t$ at any $t \in \mathbb{I}_{>0}$, the steps 2 and 3 from Algorithm 1 have to be modified according to the following.

1. Reinitialize the auxiliary observer via (13) and perform a forward simulation for $T$ steps using the observer dynamics according to Assumption 7.

2. Construct the candidate solution (32).

To show robust stability of the resulting suboptimal estimator, we again start by bounding the fitting error of the candidate solution, i.e., the trajectory defined by $(\hat{x}_t, \hat{u}_t, \hat{w}_t, \hat{v}_t, \hat{y}_t) \in \Sigma^N$ under (1).

**Lemma 5:** Suppose that Assumptions 1, 4, 6, and 7 apply. Let $N \in \mathbb{I}_{>1}$ and $T \in \mathbb{I}_{>N}$ be arbitrary. Then, the fitting error of the trajectory defined by the candidate solution (32) satisfies

$$|y_{t-i} - \hat{y}_{t-i}| \leq H c \rho^{-i} \left( C_p |x_{t-T} - \hat{x}_{t-T}| \rho^{T} + \sum_{r=1}^{T} \rho^{r} (C_w |u_{t-r}| + C_v |v_{t-r}|) \right)$$

for all $t \in \mathbb{I}_{>0}$ with $c = \max \{1, 1/C_v \}$.

**Proof:** Due to Assumptions 6 and 7 and the candidate solution (32), we have that $\hat{x}_{t-i|t} = z_{t-i|t}$ for all $t \in \mathbb{I}_{>0}$ and all $i \in \mathbb{I}_{[1,N]}$. Hence, from Assumption 1 and using $\hat{v}_0 = 0$ from (32), we obtain $|y_{t-i} - \hat{y}_{t-i}| \leq H |x_{t-i} - z_{t-i|t}| + |v_{t-i}|$. Since the auxiliary observer is RGES by Assumption 4, we can apply (14) for all $i \in \mathbb{I}_{[1,N]}$. By using the definition of the constant $c$ as stated in this Lemma, we can move $|v_{t-i}|$ into the corresponding sum, and thus, obtain (33) for all $t \in \mathbb{I}_{>0}$ and all $i \in \mathbb{I}_{[1,N]}$. Note that the latter step results in a lower bound of summation equal to $\tau = i$ (instead of $i+1$), which concludes this proof.

### A. NON-DISCOUNTED COST FUNCTION

We again first consider the case of the non-discounted cost function (5) and provide the following result.

**Theorem 3:** Suppose that system (1) is e-IoSS and that Assumptions 1, 2, 4, 6, and 7 apply. Choose $N \in \mathbb{I}_{>1}$ arbitrarily. Then, there exists $T \in \mathbb{I}_{>N}$ large enough such that the suboptimal moving horizon estimator from Definition 4 using the cost function from Definition 2 and the candidate solution (32) is RGES.

**Proof:** Part I: We again start with (9). By applying (6), the candidate solution (32), prior (15), and Assumption 7, it follows...
that

\[
J_{nd}(\hat{x}_{t-N'}, \hat{w}_t, \hat{v}_t) \leq \sum_{i=1}^{N} (r_{w}|\hat{w}_{t-i}| + r_{y}|y_{t-i} - \hat{y}_{t-i}|) \leq (\bar{r}_{w} a^{N} + \bar{r}_{y}) \sum_{i=1}^{N} |y_{t-i} - \hat{y}_{t-i}| \tag{34}
\]

for all \( t \in \mathbb{I}_{\geq 0} \). The rest of this proof is a straightforward modification of the proof of Lemma 3, where we use Lemma 5 instead of Lemma 2 in order to upper bound the fitting error \( |y_{t-i} - \hat{y}_{t-i}| \). Hence, it follows that (21) holds for all \( t \in \mathbb{I}_{\geq 0} \) with

\[
\sigma_{N} = (\bar{r}_{w} a^{N} + \bar{r}_{y})(Hc)^{\frac{1 - \rho^{-aN}}{\rho^{T} - 1}}. \tag{35}
\]

Part II: Following the same arguments as in the proof of Lemma 4, we can show that the result of Lemma 4 holds with the constants defined in (28), where \( \bar{\sigma}_{N} \) is now from (35).

Part III: By choosing \( C_{1}, T, \) and \( \lambda \) as stated in Theorem 1, we can apply the same steps as in the proof of Theorem 1, which yields the desired result.

B. Time-Discounted Cost Function

We now consider the case of the time-discounted cost function (8) and provide the following result.

Theorem 4: Suppose that system (1) is e-I OSS and that Assumptions 1, 3, 4, 6, and 7 apply. Choose \( N \in \mathbb{I}_{\geq 1} \) arbitrarily. Then, there exists \( T \in \mathbb{I}_{\geq N} \) large enough such that the suboptimal moving horizon estimator from Definition 4 using the cost function from Definition 3 and the candidate solution (32) is RGES.

Proof: Part I: We again start with (9). By applying the cost function (5) with respect to Assumption 3, prior (15), candidate solution (32), and Assumption 7, it follows that

\[
J_{nd}(\hat{x}_{t-N'}, \hat{w}_t, \hat{v}_t) \leq (\bar{c}_{w} \hat{k} + \bar{c}_{y}) \sum_{i=1}^{N} \eta_{i} |y_{t-i} - \hat{y}_{t-i}| \tag{36}
\]

for all \( t \in \mathbb{I}_{\geq 0} \). Applying Lemma 5 yields

\[
J_{nd}(\hat{x}_{t-N'}, \hat{w}_t, \hat{v}_t) \leq (\bar{c}_{w} \hat{k} + \bar{c}_{y}) Hc \sum_{i=1}^{N} \eta_{i} \rho^{-i} \times \left( C_{p} |x_{t-i} - \hat{x}_{t-i}| \rho^{T} + \sum_{\tau=i}^{T} \rho^{\tau} (C_{w} |w_{t-\tau} - \hat{w}_{t-\tau}| + C_{v} |v_{t-\tau} - \hat{v}_{t-\tau}|) \right).
\]

Now we apply the similar steps that followed on (22). In particular, we enlarge the inner sum by changing the lower bound of summation to \( \tau = 1 \), define

\[
\sigma_{N} = (\bar{c}_{w} \hat{k} + \bar{c}_{y}) Hc \times \left\{ \begin{array}{ll}
1 - \eta_{i} \rho^{T} \left( \frac{\rho}{\eta} = \eta_{i} \right) \frac{N_{i}}{N_{i}^{\eta}} & \eta \neq \rho \\
\eta \rightarrow \eta_{i} & \eta = \rho
\end{array} \right. \tag{37}
\]

and thus, we have that (21) holds for all \( t \in \mathbb{I}_{\geq 0} \) with \( J_{nd} \) replaced by \( \bar{J}_{nd} \) and \( a = 1 \), and where \( \bar{\sigma}_{N} \) is now from (37).

Part II: Applying similar steps as in the proof of Theorem 2 Part II, we can show that the result of Lemma 4 holds also for this case for all \( t \in \mathbb{I}_{\geq 0} \) with the constants defined in (31) using \( \bar{\sigma}_{N} \) from (37).

Part III: By choosing \( C_{1}, T, \) and \( \lambda \) as stated in Theorem 1, we can follow the same steps as in the proof of Theorem 1, which yields the desired result.

Remark 8: We point out that, if \( \bar{\eta} \) is chosen such that \( \bar{\eta} < \rho \) holds, then \( \bar{\eta}/\rho \) for the case \( \eta = \rho \) and, hence \( \bar{\sigma}_{N} \) (in (37)) can be upper bounded by \((\bar{c}_{w} \hat{k} + \bar{c}_{y}) Hc (1 - \bar{\eta}/\rho) / (\rho/\bar{\eta} - 1)\). Note that this upper bound on \( \bar{\sigma}_{N} \) is independent of \( N \), and thus, results in a bound on the estimation error that is uniformly valid for all \( N \).

We also note the following corollary from Theorem 4.

Corollary 1: Suppose that system (1) is e-I OSS and that Assumptions 1, 3, 4, 6, and 7 apply. If additionally \( \bar{\eta} < \rho \) holds, then the (suboptimal) full information estimator (i.e., the estimator from Definition 4 with \( N = t \)) using the time-discounted cost function (8) and the candidate solution (32) with \( T = N = t \) is RGES.

Proof: This follows directly from the choice of \( \bar{\eta} < \rho \). Using the bound on \( \bar{\sigma}_{N} \) as suggested in Remark 8 implies that the constants in (31) are now independent of \( N \). As a result, (24) with \( T = N = t \) for all \( t \in \mathbb{I}_{\geq 0} \) provides a valid bound on the estimation error of the (suboptimal) full information estimator, which finishes this proof.

V. DISCUSSION OF THEORETICAL PROPERTIES

Table I summarizes the main characteristics of the MHE setups presented in Sections III and IV. For reasons of compactness, the formulas for \( \sigma_{N} \) and \( C_{N,1} \) are given for the cases \( F > 1 \) and \( \alpha \neq \rho \) only. Note that we also omit the detailed description of the gains \( C_{1}, C_{2}, C_{3} \), which are, for each case, basically similar in structure and exhibit the same qualitative behavior as \( C_{N,1} \): a more comprehensive definition of all variables can be found in the corresponding sections. As can be seen from the first row of Table I, the use of the candidate solution (16) allows for a very general nonlinear setup referring to the description of both system (1) and auxiliary observer (11). However, since only one particular state estimate of the auxiliary observer (at time \( t - T \)) is taken into account and the nominal dynamics are employed to construct the candidate solution, \( \sigma_{N} \) in (23) contains the factor \( F^{N} \); consequently, \( \sigma_{N} \) and thus \( C_{N,1} \) are exponentially increasing in \( N \). Employing the non-discounted cost function (5) then introduces an additional factor \( C_{N} \) in the definition of \( C_{N,1} \), resulting from Jensen’s inequality applied in (27). This negative effect can be avoided by using the time-discounted cost function (8) due to the more direct link between the cost function and the detectability condition in this case. However, the exponential increase in the disturbance gains with \( N \) resulting from the candidate solution remains.

By strengthening the requirements on the general setting (assuming additivity of the disturbance \( w \), cf. Assumption 6, and the existence of a full-order state observer, cf. Assumption 7), we can construct a more sophisticated candidate solution (32) based on the entire trajectory of the auxiliary observer within the estimation horizon. Since more recent observer estimates are thus also taken into account, we can avoid the repeated use of the Lipschitz property of \( f \). However, in the case of the non-discounted cost function (5), we still obtain an exponential increase in the disturbance gains with \( N \). Note that this is due to the fact that we aim to establish exponential discounting of the

---

3This can easily be satisfied by choosing \( \bar{\eta} = \eta \) if \( \rho > \eta \). If the latter condition is not satisfied (recall that we also allow for the case \( \rho = \eta \) in Assumption 4), choose some \( \hat{\rho} \in (\eta, 1) \) and replace every \( \rho \) by \( \hat{\rho} \).
disturbances in (10), which only became possible by applying the steps that lead to (35), yielding gains in (31) involving the factor $\rho^{-N}$. This can be overcome by using the time-discounted cost function (8), since here the negative effect resulting from the inverse of $\rho$ can be eliminated by a suitably chosen discount factor $\bar{\eta}$ in (37), cf. Remark 8. Consequently, in this case there exist disturbance gains independent of $N$.

In the next section, we extend the results from the previous sections to allow for incorporating state and output constraints.

VI. INCORPORATING STATE AND OUTPUT CONSTRAINTS

Until now, we assumed the sets $\mathbb{X}$ and $\mathbb{Y}$ to be unbounded in order to ensure feasibility of the candidate solutions in Sections III and IV. However, if the system inherently satisfies some known state and output constraints due to its physical nature (such as mechanically imposed limits on a joint angle or a measurement device, or nonnegativity constraints on concentrations as in the example in Section VII), better results can be obtained in practice if these constraints are incorporated into the MHE problem (3), (4), compare [1, Sec. 4.4]. In the following, we first assume that (1) and its corresponding nominal equivalent evolve in the a priori known sets $\mathbb{X} \subseteq \mathbb{R}^{n_x}$ and $\mathbb{Y} \subseteq \mathbb{R}^{n_y}$ with $\mathbb{X}$ and $\mathbb{Y}$ convex, and second, constraint satisfaction of the state implies constraint satisfaction of the output. We show that under these conditions and by suitably adapting the proofs of the previous results, the stability guarantees remain valid (at least asymptotically) for both candidate solutions and both cost functions.

However, taking these new constraints into account requires some modifications of the candidate solutions (16) and (32), as there is no guarantee that the auxiliary observer (11) will fully satisfy them. To this end, one could use specific observer designs such as [35] that ensure constraint satisfaction through the use of projections. However, this severely limits the set of possible auxiliary observers to a particular method and does not allow for user-defined customization. To avoid this, we directly employ the projection function $p_X : \mathbb{R}^{n_x} \to \mathbb{X}$ to project the observer state $\hat{x}_t$ onto the feasible set $\mathbb{X}$. As a result, we can still consider the general class of auxiliary observers given by (11), and thus, allow for any observer design that produces robustly stable estimates irrespective of constraints.

Given the auxiliary observer at time $t \in \mathbb{I}_{\geq t_0}$, we denote the difference between the observer estimate at time $t - i$ for $i \in \mathbb{I}_{[1,N]}$ and its projection $z_t - i | i = p_X (z_{t - i | i}) =: \xi_{t - i | i}$ as the projection error. Note that $\xi_{t - i | i} = 0$ if $z_{t - i | i} \in \mathbb{X}$. We aim to show the following property of the proposed suboptimal estimator.

**Definition 6 ($\varepsilon$-RGES):** A (suboptimal) moving horizon estimator for system (1) is $\varepsilon$-RGES if there exist constants $C_1, C_2, C_3, C_4 > 0$ and $\lambda \in (0, 1)$ such that the corresponding estimate $\hat{x}_t$ at time $t \in \mathbb{I}_{\geq t_0}$ satisfies

$$\|x_t - \hat{x}_t\| \leq C_1 |x_{t_0} - \hat{x}_{t_0}| \varepsilon_t^\lambda + \sum_{\tau = 1}^t \lambda^T (C_2 \|w_{t - \tau}\| + C_3 \|v_{t - \tau}\| + C_4 |\xi_{t - \tau | \tau - j}|)$$

for all initial conditions $x_0, \hat{x}_0 \in \mathbb{X}$ and all disturbance sequences $w \in \mathbb{W}^\infty$ and $v \in \mathbb{V}^\infty$, where $j := \lfloor \tau / T \rfloor T$.

**Remark 9:** Condition (38) defines a slightly modified version of the stability notion given in Definition 5 that incorporates an additional disturbance term induced by the projection error $\varepsilon$. If satisfied, it directly reveals that the influence of the projection error is bounded and decays over time. Note that by Assumption 4, the estimation error of the observer converges to a neighborhood of the origin for $t \to \infty$. Hence, if the true system state evolves in the interior of $\mathbb{X}$ and if $\mathbb{W}$ and $\mathbb{V}$ are small enough, there exists some $t'$ such that $z_t \in \mathbb{X}$ for all $t \in \mathbb{I}_{t_0}$. Consequently, in this case the influence of the projection error converges to zero for $t \to \infty$. Note also that, since we treat the difference between the observer estimate and its projection as an additional disturbance in (38), the theoretical bound on the estimation error for suboptimal MHE gets worse when incorporating state constraints. In practice, however, better results can be expected [1, Sec. 4.4], especially in combination with the proposed reinitialization strategy of the auxiliary observer, as can also be seen in the example in Section VII.

We now modify both candidate solutions from Sections III and IV by incorporating the projection function $p_X$ to ensure constraint satisfaction. For the first case, we initialize the nominal system using the projected observer estimate. More precisely, we modify (16) according to

$$\tilde{x}_{t - N | t} = p_X (z_{t - N | t})$$

the prior (15) according to

$$\tilde{x}_{t - N} = p_X (z_{t - N | t})$$

and state the following result.

**Theorem 5:** Suppose that system (1) is e-IoSS and that Assumptions 1, 4, and 5 apply. Choose some $N \in \mathbb{I}_{\geq 1}$ arbitrarily and either the non-discounted cost function (5) under Assumption 2 or the time-discounted cost function (8) under Assumption 3. Let $x_0, \tilde{x}_0 \in \mathbb{X}$. Then, there exists $T \in \mathbb{I}_{\geq N}$ and constants $C_1, C_2, C_3, C_4 > 0$ and $\lambda \in (0, 1)$ such that the suboptimal moving horizon estimator from Definition 4 using the candidate solution (39) is $\varepsilon$-RGES.

**Proof:** Part 1: We first consider the non-discounted cost function (5). We start by following similar arguments that were needed to derive Lemma 2, apply the triangle inequality to the
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### TABLE I
**COMPARISON OF THE MAIN CHARACTERISTICS OF THE DIFFERENT MHE SETUPS CONSIDERED IN SECTIONS III AND IV**

| Candidate solution | System dynamics | Auxiliary observer | Sec. | Cost function | Formula for $\sigma_N$ | Formula for $C_{N,1}$ |
|--------------------|-----------------|-------------------|------|--------------|----------------------|----------------------|
| Nominal traj. (16) | $f(x, u, w)$    | $\Psi_t (x_0, w, y)$ | III-A | n.d. (5) | $\tilde{z}_t (HC (P / P)^N) + \frac{1 - \rho^{-N}}{(1 - \rho^{-N})}$ | $(c_0 (\eta / \rho)^N + (c_0 (\eta / \rho)^N) C_p)$ |
| Observer traj. (32) | $f_n (x, u) + w$ | $f_n (x, u) + L$ | IV-A | n.d. (5) | $\tilde{z}_t (HC (P / P)^N) + \frac{1 - \rho^{-N}}{(1 - \rho^{-N})}$ | $(c_0 (\eta / \rho)^N + (c_0 (\eta / \rho)^N) C_p)$ |

---
first term of the right-hand side of (19), and thus obtain
\[ |x_{t-N} - \tilde{x}_{t-N}| \leq |x_{t-N} - z_{t-N}| + |z_{t-N} - \tilde{x}_{t-N}| + |\varepsilon_{t-N}| \]
for \( t \in \mathbb{I}_{\geq 0} \). Applying similar steps that followed (19), observe that (17) is modified to
\[ \begin{align*}
|y_{t-i} - \tilde{y}_{t-i}| & \leq \sigma_N F^{-1} \left( C_p |x_t - \tilde{x}_t| \rho^T \right) \\
& \quad + \sum_{\tau=1}^{T} \rho^\tau \left( C_w |w_{t-\tau}| + C_v |v_{t-\tau}| + \rho N C^{-1} |\varepsilon_{t-N}| \right)
\end{align*} \]
(41)
for \( t \in \mathbb{I}_{\geq 0} \) and \( i \in \mathbb{I}_{[1,N]} \). Performing similar steps as in the proofs of Lemma 3 and 4 using (41), and by noting that
\[ |x_{t-N} - \tilde{x}_{t-N}| \leq |x_{t-N} - z_{t-N}| + |z_{t-N} - \tilde{x}_{t-N}| + |\varepsilon_{t-N}| \]
(42)
in (25) using (40) and the triangle inequality, observe that (24) can then be modified to
\[ |x_t - \tilde{x}_t| \leq C_{N_3} |x_{t-N} - \tilde{x}_{t-N}| \rho^T \\
+ \sum_{\tau=1}^{T} \rho^\tau \left( C_{N_3} |w_{t-\tau}| + C_v |v_{t-\tau}| + \rho N C^{-1} |\varepsilon_{t-N}| \right)
\leq C_{N_3} |x_{t-N} - \tilde{x}_{t-N}| \rho^T \\
+ \sum_{\tau=1}^{T} \rho^\tau \left( C_{N_3} |w_{t-\tau}| + C_v |v_{t-\tau}| + \rho N C^{-1} |\varepsilon_{t-N}| \right)
\]
(43)
with\(^4\) \( C_{N_3,i} \) for \( i = \{1, 2, 3\} \) from (28), \( C_\varepsilon := c_p \eta^N + (CN_3)^{\alpha} \rho^N C^{-1}, C_{\sigma} := C_p \rho^{-N}, \) and \( \bar{\sigma}_N \) according to (23). Now, by choosing \( T, \lambda, \) and \( C_{\tau} \) for \( i = \{1, 2, 3\} \) as in Theorem 1 and its proof, we obtain
\[ |x_t - \tilde{x}_t| \leq \sigma_1 \max_{N \in \mathbb{I}_{[0,N]}} C_{N_3} \eta^{T}. \]
Performing similar steps as in the proof of Theorem 1 then yields (38).

Part II: We now consider the time-discounted cost function (8). We start with (30) and the modified version of Lemma 2 given in (41). By applying similar steps that followed on (30) together with arguments from the first part of this proof, we obtain (43) with \( C_{N_3,i}, i = \{1, 2, 3\} \) from (31) and \( C_\varepsilon = c_p \eta^N + (CN_3)^{\alpha} \rho^N C^{-1}. \) By applying the same steps that followed on (43), we obtain (38), which finishes this proof.

We now consider the second candidate solution introduced in Section IV. If Assumptions 6 and 7 hold, we can project the full state trajectory of the observer within the estimation horizon onto the feasible set \( \mathcal{X} \), which yields \( \tilde{x}_{t-i} = \sum_{i=1}^{N} \tilde{x}_{t-i} \) for all \( t \in \mathbb{I}_{\geq 0} \) and \( i \in \mathbb{I}_{[1,N]} \). To obtain some \( \tilde{w}_{t-i} \) such that
\[ \sigma_1 \max_{N \in \mathbb{I}_{[0,N]}} C_{N_3} \eta^{T}, \]
(47)
where \( \sigma_1 := \tilde{c}_w \kappa (F + \kappa)'^{-1} + \tilde{c}_w (H + 1)'^{-1} \) and \( \sigma_2 := \tilde{c}_w F (F + \kappa)'^{-1} + \tilde{c}_w H (H + 1)'^{-1}. \) Now we exploit that Lemma 5 provides a valid bound on the output differences in (47). By performing the similar steps that followed on (34) and using the fact that \( \sum_{i=1}^{N} r_i^a \leq (\sum_{i=1}^{N} r_i^a) \) for \( r_i \geq 0 \) and \( a \geq 1, \) we obtain
\[ J_{\tilde{w}}(x_{t-N}, \tilde{w}_t) \leq \sigma_1 \tilde{\sigma}_N \left( C_p |x_t - \tilde{x}_t| \rho^T \\
+ \sum_{\tau=1}^{T} \rho^\tau \left( C_w |w_{t-\tau}| + C_v |v_{t-\tau}| \right) \right)^a + \sigma_2 \left( \sum_{i=1}^{N} \varepsilon_{t-i} \right)^a, \]
(48)
where \( \tilde{\sigma}_N := (He)^{a} (1 - \rho^{-a})/(\rho^a - 1), \) compare (35). We proceed similar as in the proof of Lemma 4 and consider (27).


### Table II

| Candidate solution | Eq. | \( X \) | \( \mathbb{W} \) | \( V \) | \( Y \) |
|--------------------|-----|---------|--------|------|------|
| Nominal trajectory | (16) = \( \mathbb{R}^{n_x} \subseteq \mathbb{R}^{n_w} \subseteq \mathbb{R}^{n_v} = \mathbb{R}^{n_y} \) | \( \subseteq \) | \( \subseteq \) | \( \subseteq \) |
| Observer trajectory | (32) = \( \mathbb{R}^{n_x} \subseteq \mathbb{R}^{n_w} \subseteq \mathbb{R}^{n_v} = \mathbb{R}^{n_y} \) | \( \subseteq \) | \( \subseteq \) | \( \subseteq \) |

Together with (48), using that \((a + b)^\alpha \leq (2a)^\alpha + (2b)^\alpha\) for \(a, b \geq 0\) leads to

\[
C_p|^N| \hat{x}_{t-N|t} - \hat{x}_{t-N|t} + \sum_{i=1}^{N} \eta_i^2 \left( \omega_i | \hat{u}_{t-i|t} | + \omega_i | \hat{v}_{t-i|t} | + \eta_i | \hat{t}_{t-i|t} | \right)
\]

and

\[
C_\rho | \hat{y}_{t-i|t} | \leq \left( 2c_N \bar{r} \sigma_N | \Delta \right)^\alpha \left( C_p \bar{u}_{t-N|t} - \hat{x}_{t-N|t} | / \rho | \right|^T
\]

By (25) together with (40), the triangle inequality (42), and Lemma 1, we obtain (43), where

\[
C_{N,1} := (c_p | \eta | / \rho |)^N \left( 2c_N \bar{r} \sigma_N | \Delta \right)^\alpha C_p,
\]

\[
C_{N,2} := (c_p | \eta | / \rho |)^N \left( 2c_N \bar{r} \sigma_N | \Delta \right)^\alpha C_w + c_w | \eta | / \rho |,
\]

\[
C_{N,3} := (c_p | \eta | / \rho |)^N \left( 2c_N \bar{r} \sigma_N | \Delta \right)^\alpha C_v + c_v | \eta | / \rho |,
\]

\[
C_\tau := c_p | \eta | / \rho | \left( 2c_N \bar{r} \sigma_N | \Delta \right)^\alpha \rho | - N.
\]

Applying the same steps that followed on (43) yields (38).

#### Part II: We now consider the time-discounted cost function (8). By starting with the same steps as in the proof of Theorem 4 using the bounds established in (45) and (46), observe that (36) is modified to

\[
J_{ad}(\hat{x}_{t-N|t}, \hat{u}_t, \hat{v}_t) \leq \sum_{i=1}^{N} \eta_i^2 \left( \bar{c}_u F + \bar{c}_y H \right) | \hat{e}_{t-i|t} | + \left( \bar{c}_w \bar{r} + \bar{c}_y \right) | \hat{y}_{t-i} | - h_n(\hat{z}_{t-i|t}, \hat{u}_{t-i|t})\right).
\]

Applying Lemma 5 and the similar steps that followed on (36) together with (42), we can show that (43) holds with \( C_{N,i} \) for \( i = \{1, 2, 3\} \) from Theorem 4 and where \( C_\tau = (c_p | \eta | N + c_w F + c_v H) \max_{\iota \in \{1, N\}} (\eta_i / \rho |)^3 \). Applying the same steps that followed on (43) yields (38).

#### Table II

Table II compares the different candidate solutions from the previous sections in terms of the respective possible constraints on the domain of the estimated trajectory that are guaranteed to be satisfied. The use of the candidate solution (39) based on the projected nominal trajectory allows incorporating the most information into the optimization problem compared to the other setups by constraining all the sets \( X, \mathbb{W}, V, \) and \( Y \), provided that they are known \textit{a priori}. On the other hand, we have the candidate solutions based on the observer trajectory, where we need \( \mathbb{W} \) radially unbounded to ensure one-step controllability in order to be able to exactly reproduce the trajectory of the auxiliary observer (or to move the observer state into the feasible set). Thus, we can easily incorporate state and output constraints into the MHE schemes from Sections III and IV, while preserving the theoretical guarantees. To conclude this section, we note that the required changes in Algorithm 1 (including its modifications below (32)) to produce the current state estimate \( \hat{x}_t \) are minor if constraints are to be considered. Indeed, the respective steps remain unchanged, only the prior has to be replaced by (40) and the candidate solution by either (39) or (44).

#### VII. Simulation Case Study

In order to illustrate our results, we apply the proposed estimator to the set of batch chemical reactions \( A = B + C, 2B \rightleftharpoons C; \) this example is adopted from \[1, Example 4.39]. The Euler-discretized model describing the evolution of the concentrations over time corresponds to

\[
x_1^+ = x_1 + t_\Delta (-p_1 x_1 + p_2 x_2 x_3) + w_1,
\]

\[
x_2^+ = x_2 + t_\Delta (p_1 x_1 - p_2 x_2 x_3 - 2p_3 x_2^2 + 2p_4 x_3) + w_2,
\]

\[
x_3^+ = x_3 + t_\Delta (p_1 x_1 - p_2 x_2 x_3 + p_3 x_2^2 - p_4 x_3) + w_3,
\]

with the step size \( t_\Delta = 0.25 \). We choose the parameter vector \( \rho = [0.2, 0.05, 0.2, 0.1] \) and the initial conditions \( x_0 = [0.5, 0.05, 0]^T \) and \( \hat{x}_0 = [1, 0.5, 0.1]^T \). We consider the prior knowledge \( \mathbb{X} = \{ x \in \mathbb{R}^2_{+} : x_i \leq 4, i = \{1, 2, 3\} \} \), where non-negativity follows from physical nature and the upper bound provides a realistic compact set with respect to the initial conditions. During the simulations, the disturbances \( w \) and \( v \) are treated as uniformly distributed random variables which are sampled from the sets \( \mathbb{W} = \{ w \in \mathbb{R}^3 : |w_i| \leq 2 \cdot 10^{-3}, i = \{1, 2, 3\} \} \) and \( \mathbb{V} = \{ v \in \mathbb{R} : |v| \leq 10^{-2} \} \).

1. **Auxiliary Observer:** We choose a nonlinear Luenberger approach based on the multidimensional mean-value theorem, cf. \[38, 39]. Following \[38\], we can write \( f_\theta(x) - f_\theta(z) = A(\theta)(x - z) \) for \( x, z \) evolving in some set \( \mathbb{X} \), where \( \Theta \) contains the partial derivatives of \( f_\theta \), with respect to \( x \) and \( \mathbb{X} \). In the convex set \( \mathbb{X} \) depending on \( \mathbb{X} \) in the following, we choose \( \mathbb{X} \) as a proper subset of \( \mathbb{X} \), i.e., \( \mathbb{X} \subseteq \mathbb{X} \), \( i \in \{ x \in \mathbb{R}^3 : -0.03 \leq 2 \leq 4, \leq 2 \leq x_3 \leq 4 \} \), since there are no guarantees that the Luenberger observer ensures provides non-negative estimates. Now closing the loop through the output injection law \( k(h_n(z) - y) \) with \( h_n(z) = Cz \) and \( C = [1, 1, 1] \) (cf. Remark 7), we arrive at the linear parameter-varying error equation \( x^+ - z^+ = A(\Theta) + KC(x - z) + w + K v \). With \( P \) being a symmetric positive definite matrix, we define the P-norm\(^6\) \( \| \cdot \|_P = \| P^{\frac{1}{2}} \cdot \| \), apply it to both sides of the error equation, and by using the triangle inequality and submultiplicativity, we obtain that

\[
|x^+ - z^+|_P \leq |A(\Theta) + KC|_P|x - z|_P + |w|_P + |K v|_P.
\]

To achieve exponential contraction of the observer error, we require \( |A(\Theta) + KC|_P \leq \rho (0, 1) \) for all \( \Theta \in \mathbb{H} \). By convexity of \( \mathbb{H} \) and linearity of \( A(\Theta) \), this can be guaranteed by solving the corresponding LMI\(^7\) for all the vertices of \( \mathbb{H} \) (cf. \[42, Secs. 1.2

\(^6\)Note that the induced norm of \( \| \cdot \|_P \) for a matrix \( A \) is given by \( |A|_P = |P^{1/2}AP^{1/2}|.\)

\(^7\)LMIs were solved in MATLAB using the toolbox YALMIP \[40\] and the semidefinite programming solver MOSEK \[41\].
Comparison between suboptimal MHE using the candidate $t^9 = i = 2$ provides the estimation results (denoted as $\bar{t}$) in its transient phase with very few $t^5$.

Fig. 2, which also provides the estimation error for each $T$

Table III

| Candidate solution | Cost | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $T_{\text{min}}$ |
|--------------------|------|-------|-------|-------|-------|------------------|
| Nom. traj. (39)   | q-c  | 64.95 | 69.24 | 21.05 | 15.17 | 277              |
| t-d               | 36.55 | 40.83 | 12.42 | 8.54  | 239              |
| Obs. traj. (44)   | q-c  | 193.35| 197.64| 60.10 | 29.37 | 349              |
| t-d               | 87.48 | 91.76 | 27.91 | 10.00 | 296              |

Table III

Disturbance Gains and Value of $T_{\text{min}}$ for Different MHE Setups

- $P = \begin{pmatrix} 7.231 & 3.063 & 1.957 \\ 3.063 & 35.606 & 1.746 \\ 1.957 & 1.746 & 2.705 \end{pmatrix}$, and $K = \begin{pmatrix} -0.129 \\ -0.069 \\ -0.923 \end{pmatrix}$.

Repeated application of (50) then lets us conclude that the Luenberger observer is RGES on the set $\bar{X}$ and satisfies (14) with $C_p = 4.282$, $C_w = 4.347$, $C_v = 1.322$.

2) Verification of e-IOSS: Based on the robustly stable observer given above, we can now easily verify e-IOSS on the set $\bar{X}$ by suitably adapting the arguments from [21, Sec. VI] for linear systems. For arbitrary $x, \chi \in \bar{X}$, $w, \omega \in \bar{W}$, and $v, \nu \in \bar{V}$, and with $y = h(x, \nu)$ and $\zeta = h(\chi, \nu)$, we have that $x^+ - \chi^+ = f_{\nu}(x) - f_{\nu}(\chi) + w - \omega$. We add $0 = K(y - \zeta) - K(y - \zeta) = KC(x - x) + K(v - \nu) - K(y - \zeta)$ to the right-hand side, use $f_{\nu}(x) - f_{\nu}(\chi) = A(\Theta)(x - \chi, \nu)$, apply the P-norm to both sides, exploit the observer decay rate $\rho$, and obtain

$|x^+ - \chi|^P \leq \rho |x - \chi| + |w - \omega| + |K(v - \nu)| + |K(y - \zeta)|$,

which is a Lyapunov characterization of e-IOSS, compare [21]. Consequently, we can derive (2) with $c_p = C_p$, $c_u = 0$, $c_w = C_w$, $c_v = c_u = C_v$, and $\eta = \rho$, thus proving e-IOSS of the original system.

3) Suboptimal MHE Scheme: We design four different moving horizon estimators based on the methods presented in this article and compare their properties and estimation results. Since we aim to incorporate the prior knowledge about the set $\bar{X}$ (and $\bar{V}$, which can in general be considered by all the candidate solutions from Table II) into the MHE problem (3), (4), we focus on the designs proposed in Section VI. We choose the horizon length $N = 3$ and the functions $\Gamma(\chi, \bar{x}) = c_p|\chi - \bar{x}|^a$ and $l(\omega, \nu, y - \zeta) = c_w|\omega|^a + c_v|\nu|^a + c_u|y - \zeta|^a$ with $a = 2$ for the non-discounted cost function (5) which will therefore be termed as quadratic (q-c) in the following and with $a = 1$ for the time-discounted (t-d) cost function (8). For the latter, we also choose $\bar{\eta} = \bar{\eta}$, and as a result both compatibility conditions from Assumptions 2 and 3 hold with equality, compare Remark 2. Table III compares the resulting values of the disturbance gains $C_1, C_2, C_3$, and $C_4$ in (38) by following Theorems 5 and 6, respectively. In line with the main observations in Section V, it can be seen that the time-discounted cost function generally leads to smaller disturbance gains than the quadratic cost function. Interestingly, we can observe that the candidate solution (39) leads to smaller gains than candidate solution (44).

Besides, in this example we also find that the disturbance gains computed for suboptimal MHE are generally much worse than those of the auxiliary observer given above. This is on the one hand due to the fact that we guarantee stability without any optimization (and hence the disturbance gains cannot be better than that of the auxiliary observer), and on the other hand due to various conservative steps within the respective proofs. Combined with the fact that the decay rate $\rho$ is already rather conservative, the minimum values of $T$ (denoted as $T_{\text{min}}$) required in each case to ensure robust stability according to condition (29) become large, as it can be seen in the last column of Table III; yet good simulation results are also obtained with a much smaller $T$.

Hence, the above guarantees should rather be interpreted to be of conceptual nature. To illustrate the potential of the proposed reinitialization strategy in practice (cf. Remark 6), we choose $T = 5$ in the following, although we must note that this choice is not theoretically covered.

4) Simulation Results: Fig. 1 provides the estimation results\(^8\) for the different configurations of the suboptimal estimator compared to the real system states and the Luenberger observer that is used to construct the candidate solutions. This illustrates that all suboptimal estimators are robustly stable and moreover capable of improving the estimates of the auxiliary observer (that evolves outside of $\bar{X}$ in its transient phase) with very few iterations while ensuring constraint satisfaction.

The corresponding estimation errors over time can be seen in Fig. 2, which also provides the estimation error for each suboptimal estimator using $T = t$, i.e., without reinitializing the auxiliary observer. This obviously leads to a much worse result since the suboptimal estimators are not able to recover from the poor transient behavior of the Luenberger observer without

\(^8\)This result from the fact that, for this specific example, both the Lipschitz constant of $f$ and the decay rate of the auxiliary observer are close to one ($F \approx 1.06, \rho = 0.985$), and $N$ is chosen small. Consequently, the influence of the term $\left(F/\rho\right)^N$ from Lemma 2 on Theorem 5 is smaller than the combined influence resulting from the constants $\bar{\tau}_w$ and $\bar{\tau}_p$ contained in $\bar{a}_K$ and $\sigma_1$ that are used in Theorem 6.

\(^9\)The MHE simulations were performed on a standard PC (Intel Core i7 with 2.6 GHz, 12 MB cache, and 16 GB RAM under Ubuntu Linux 20.04) in MATLAB with CasADi [43] and the NLP solver IPOPT [44]. We have employed a multiple shooting approach (cf. [11]), applied a reformulation in line with Remark 3, and used the improved warm start from Remark 4.
TABLE IV
SSE, SNE, and $\tau_a$ for the Luenberger Observer Compared to Different Settings of the Proposed Suboptimal Estimator for Different Maximum Numbers of Allowed Iterations $i$ of the Optimizer

| Configuration | SSE       | SNE       | $\tau_a$ [ms] |
|--------------|-----------|-----------|---------------|
|              | Nom. traj. (39) | Obs. traj. (44) | Nom. traj. (39) | Obs. traj. (44) | Nom. traj. (39) | Obs. traj. (44) |
| Luenberger observer | | | | | | |
| $i = 0$      | 3.50      | 2.80      | -             | 9.47      | 8.57      | 8.58          | 2.06      | 2.05      | 2.22          |
| $i = 1$      | 1.97      | 1.78      | -             | 6.46      | 6.55      | 9.22          | 2.82      | 2.81      | 3.04          |
| $i = 2$      | 0.86      | 0.75      | -             | 3.23      | 3.35      | 5.48          | 3.55      | 3.60      | 3.82          |
| $N = 3$      | $i = 5$   | 0.84      | 0.84          | 3.46      | 3.45      | 8.75          | 5.71      | 5.82      | 6.41          |
| $T = 5$      | $i = 10$  | 0.88      | 0.88          | 3.69      | 3.69      | 4.39          | 8.09      | 8.23      | 10.66         |
| $i = 15$     | 0.88      | 0.88      | -             | 3.68      | 3.68      | 3.28          | 8.18      | 8.31      | 14.54         |
| $i = 20$     | 0.88      | 0.88      | -             | 3.70      | 3.70      | 2.99          | 8.18      | 8.31      | 18.39         |
| $i = 50$     | 0.88      | 0.88      | -             | 3.69      | 3.69      | 2.82          | 8.14      | 8.27      | 44.17         |
| $N = 10$     | $i = 1$   | 2.59      | 2.64          | 7.70      | 8.11      | 9.64          | 3.16      | 3.14      | 3.46          |
| $i = 2$      | 0.83      | 0.83      | -             | 3.17      | 3.28      | 5.47          | 3.92      | 3.89      | 4.34          |
| $i = 5$      | 0.76      | 0.76      | -             | 2.82      | 2.82      | 9.91          | 6.38      | 6.41      | 7.47          |
| $T = 15$     | $i = 10$  | 0.80      | 0.80          | 3.20      | 3.20      | 3.86          | 8.98      | 9.05      | 12.18         |
| $i = 20$     | 0.80      | 0.80      | -             | 3.23      | 3.23      | 2.73          | 9.26      | 9.32      | 20.89         |
| $i = 50$     | 0.80      | 0.80      | -             | 3.25      | 3.25      | 2.64          | 9.32      | 9.38      | 52.89         |

Each value represents the average over 100 simulations.

Fig. 2. Corresponding estimation error of the trajectories from Fig. 1 (solid lines) compared to their counterparts with $T = t$, i.e., without reinitializing the auxiliary observer (dotted-dashed lines).

reinitialization (cf. Remark 6), showing the effectiveness of the proposed reinitialization strategy.

For a more detailed numerical comparison, we employ two different performance metrics: the sum-of-squared errors (SSE) and the sum-of-normed errors (SNE), defined as
$$\text{SSE} := \sum_{t=0}^{t_{\text{sim}}} |x_t - \hat{x}_t|^2$$
and
$$\text{SNE} := \sum_{t=0}^{t_{\text{sim}}} |x_t - \hat{x}_t|,$$
where $t_{\text{sim}} = 60$ is the simulation length. To evaluate the computational complexity, we also define the average computation time per sample $\tau_a$, considering $t \in \mathbb{Z} \geq N$.

Table IV compares the values of SSE, SNE, and $\tau_a$ for different configurations of the proposed suboptimal estimator and for different $i$ representing the maximum number of iterations allowed solving the respective NLP. For $N = 3$ and $T = 5$, we generally find that the SSE is smaller when using the quadratic cost function, and conversely, that the SNE is smaller when using the time-discounted cost function (at least for $i \geq 15$). This behavior was to be expected and is clearly due to the different objectives, where we first minimize the squared decision variables and second minimize their norms. We also directly observe that the quadratic cost function results in well-posed NLPs, where the respective optimizer is already nearly converged after $i = 10$ iterations. In contrast, the time-discounted cost function leads to more complex numerical problems, yielding slightly larger computation times and a larger number of maximum iterations to obtain satisfactory suboptimal results, compare Remark 3. To examine the influence of longer estimation horizons, we additionally choose $N = 10$ and $T = 15$. As expected, the estimation results improve as $N$ increases, while the computation time also increases. Overall, this shows that performing only a few iterations of the optimizer already leads to significantly better estimation results compared to the auxiliary observer, demonstrating the effectiveness of the proposed suboptimal MHE framework.

5) Comparison With Fast MHE Schemes [11], [12]: We compare the proposed suboptimal methods to the fast MHE schemes from [11] and [12], which are referred to as $f$-MHE 1 and $f$-MHE 2 in the remainder of this article, respectively. Both schemes rely on the generalized Gauss–Newton (GGN) algorithm and employ a quadratic cost function in filtering form, i.e., where the estimation horizon at a given time $t$ includes the most recent measurement $y_t$. For a meaningful comparison, we implement the proposed suboptimal MHE scheme in a similar fashion, i.e., with the quadratic cost function (5) in filtering form and using the GGN algorithm (with Lagrangian relaxation, compare [12]) for solving the optimization problem. We furthermore use the candidate solution based on the nominal trajectory (39) and on the observer trajectory (44) and denote the resulting estimators as $s$-MHE 1/2, respectively. For each estimator, we choose $N = 3$ (and $T = 5$ for $s$-MHE 1/2), parameterize each cost function according to the choices from above, and incorporate the constraints $X$ using a simple active-set method, compare [45].

Table V shows the estimation results in terms of SSE and computation time $\tau_a$ as defined above, averaged over 100 simulations.

Here, it can be seen that the estimation results of $s$-MHE 1/2 are more accurate (in terms of SSE) and also require less computation time compared to the corresponding values in Table IV, which results from the fact that we use the filtering (instead of prediction) form of MHE and the GGN algorithm (instead of the prediction form of MHE, i.e., without incorporating the current measurement $y_t$ at time $t$) can be straightforwardly extended to filtering MHE, compare also [5].
IPOPT), respectively. Performing $i > 0$ GGN iterations reveals that the considered estimation methods perform very similarly, both when comparing their accuracy (SSE) and their computation times ($\tau_a$); thus, conceptually related differences on performance\(\footnote{As expected, s-MHE 1/2 perform slightly faster than f-MHE 1 and slower than f-MHE 2, which is mainly due to the respective design of the cost function. More specifically, s-MHE 1/2 has a prior weighting $\Gamma$ involving constant parameters only; f-MHE 1 has a time-varying prior weighting where the parameters of $\Gamma$ need to be updated each time-step using a QR decomposition (cf. \cite{[11]}), and f-MHE 2 has no prior weighting and furthermore penalizes solely the fitting error (cf. \cite{[12]}).}$ are, therefore, rather marginal (in this setup).

However, our proposed suboptimal MHE framework is more flexible than that of \cite{[11]} and \cite{[12]}, as it is applicable to a larger class of nonlinear detectable systems and allows for a completely free choice of optimization algorithm. Moreover, we can provide robust stability guarantees independent of the horizon length and the number of iterations performed; in contrast, TMHE 1/2 provide either no guarantees at all (cf. \cite{[11]}) or only for observable systems (cf. \cite{[12]}), heavily relying on the convergence properties of GGN.

### VIII. Conclusion

In this article, we presented a suboptimal MHE framework for a general class of nonlinear systems and established robust stability subject to unknown disturbances independent of the following: 1) the horizon length; 2) the chosen optimization algorithm; 3) the number of solver iterations performed at each time step. This is crucial in order to achieve real-time applicability of MHE in cases where the optimization problem cannot be solved to optimality within one fixed sampling interval. We considered both a standard least squares and a time-discounted cost function, where the former yields good performance in practice and the latter improved theoretical guarantees, in particular, disturbance gains that are uniformly valid for all $N$. The simulation example revealed that the proposed reinitialization strategy can be very effective, in particular in the case of poor transient behavior of the auxiliary observer, while constraint satisfaction of the suboptimal estimator could be guaranteed at all times. Moreover, with only a few iterations of the optimizer, we were able to significantly improve the estimation results of the auxiliary observer and overall achieve performance comparable to the fast MHE schemes from \cite{[11]} and \cite{[12]}, both in terms of accuracy and required computation time. Future work might be based on the new Lyapunov approaches for nonlinear MHE presented in \cite{[6]} and \cite{[24]}.

#### TABLE V

| i   | s-MHE 1 | s-MHE 2 | f-MHE 1 [11] | f-MHE 2 [12] |
|-----|---------|---------|-------------|-------------|
|     | SSE     | $\tau_a$ [ms] | SSE     | $\tau_a$ [ms] | SSE     | $\tau_a$ [ms] | SSE     | $\tau_a$ [ms] |
| 0   | 3.50    | 0.12    | 2.60    | 0.12    | 31.06  | 0.31    | 31.06  | 0.02    |
| 1   | 0.73    | 0.59    | 0.69    | 0.57    | 0.62   | 0.75    | 0.61   | 0.44    |
| 2   | 0.50    | 0.98    | 0.48    | 0.96    | 0.50   | 1.19    | 0.51   | 0.83    |
| 5   | 0.48    | 2.21    | 0.47    | 2.20    | 0.47   | 2.50    | 0.47   | 2.00    |
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