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Abstract

We show that timelike maximal cylinders in \(\mathbb{R}^{1+2}\) always develop singularities in finite time and that, infinitesimally at a generic singularity, their time slices are evolved by a rigid motion or a self-similar motion. We also prove a mild generalization in other backgrounds.
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1. Introduction

We consider timelike maximal surfaces in a three-dimensional vacuum spacetime \((\mathcal{M}^{1+2}, g)\). These surfaces are usually referred to as relativistic strings in the literature.

The case of non-compact timelike maximal graphs in Minkowski spacetimes \(\mathbb{R}^{1+n}\) is fairly well understood. Global well-posedness for sufficiently small initial data was established by Brendle [5] and by Lindblad [18]. The case of general codimension was studied by Allen, Andersson and Isenberg [1].

The main focus of this paper is in the case where the surface is an immersed cylinder \(\mathbb{R} \times S^1\), or a closed string, in \(\mathbb{R}^{1+2}\). We note that local well-posedness for this problem in a larger context was studied recently by Allen, Andersson and Restuccia [2].

In [3], Bellettini, Hoppe, Novaga and Orlandi showed that the problem for a relativistic string in a flat spacetime can be simplified considerably in the so-called orthogonal gauge. In fact, the authors effectively reduced the problem to a homogeneous linear wave equation in one dimension, which admits a simple representation formula from its initial data, which implies in particular the long time existence of parametrizations for relativistic strings. As a consequence, they showed, among other results, that if the initial curve is a centrally symmetric convex curve and the initial velocity is zero, the string shrinks to a point in finite time. (It should be noted that the string does not become extinct there, but rather comes out of the singularity point, evolves back to its original shape and then periodically afterwards.) We also note an earlier paper by Kibble and Turok [13] which showed that a closed string with zero initial velocity must form singularity in finite time.
By a different method, Kong and his collaborators [15] and [14] proved another representation formula (without the need to fix a gauge). Using their representation formula, they presented much numerical evidence where singularity formation is prominent.

From the above discussion (see also [7]), it is suggestive that, for any arbitrary initial data, a closed string must form singularity in finite time. The main goal of the present paper is to confirm this statement.

Let $\mathbb{R}^{1+2}$ denote the three-dimensional Minkowski spacetime endowed with the flat metric, and $(t, x^1, x^2)$ its standard Cartesian coordinates. We prove:

**Theorem 1.1.** For any smooth immersed closed curve $\mathcal{C} \subset \mathbb{R}^2 = \{t = 0\}$ and smooth future-directed timelike and nowhere vanishing vector field $V$ along $\mathcal{C}$, there exists no smooth complete immersed surface $\mathcal{S} \subset \mathbb{R}^{1+2}$ which contains $\mathcal{C}$ and tangential to $V$ such that its induced metric is Lorentzian and its mean curvature vector vanishes.

Equivalently, the above result asserts that if one evolves a closed curve in $\mathbb{R}^{1+2}$ in a timelike direction such that its mean curvature is zero, it will form singularity in finite time.

On the other hand, since the PDE for the parametrization map admits a global solution, it makes sense to talk about the ‘maximal surface’ after singularity forms. In section 3, we give a detailed study of the local geometry of a maximal surface at a generic singularity. For a generic singularity propagation, we show that, locally, the time slices of the maximal surface evolves by a rigid motion: they are either translated or rotated (see figure 1). For a generic singularity formation, we show that the evolution of the maximal surface is locally self-similar. Self-similar singularity formation was classified by Eggers and Hoppe [7]. Locally, the singularities look like a swallowtail: the first singularity is a cusp of order $4/3$ which splits up to two ordinary cusps at later time (see figure 2). See propositions 3.1 and 3.2 for precise statements. These local behaviors are not unexpected. In fact, most of our results in section 3 were known here and there in the physics literature as being ‘generic in a loose sense’, see e.g. [3, 4, 7, 10] and the references therein. Our contribution is to exploit the fact that we are in 1 + 2 dimensions to make precise the genericity of these statements. Note that in higher dimensions, these pictures are not quite generic, see e.g. [6, 8].

As a partial complement to the above theorem, we also establish in proposition 2.12 a lower bound for the existence time before singularity forms. Our estimate implies, for example, that if $\alpha$ is a non-compact curve in $\mathbb{R}^2$ such that its total absolute curvature is smaller than one-half, then there is a (possibly immersed) regular timelike maximal surface in $\mathbb{R}^{1+2}$ containing $\alpha$ and perpendicular to $\mathbb{R}^2$.

In general vacuum spacetimes, the question of how singularities form is less clear. However, using ODE techniques for proving blow-up results of semilinear wave equation (see e.g. [17, 11, 12, 9]), we can prove the following result, which implies a singularity statement in $\mathbb{R}^{1+2}$ when the initial curve is convex in $\mathbb{R}^2$ and the normal velocity vector is parallel along the initial curve.

**Theorem 1.2.** Let $(\mathcal{M}^{1+2}, g)$ be a complete, oriented, time-oriented, globally hyperbolic, three-dimensional vacuum spacetime with non-positive cosmological constant and $\nabla$ its connection. Let $\mathcal{C}$ be a smooth embedded spacelike acausal closed curve. Along $\mathcal{C}$, let $U$ be its unit tangent vector field, $V$ a smooth future-directed timelike unit vector field normal to $U$, and $v$ a unit (spacelike) vector field normal to both $U$ and $V$. If
\[
g(\nabla_U V, v)^2 - g(\nabla_U v, v)^2 > 0 \text{ along } \mathcal{C},
\]
then there exists no smooth complete embedded surface $\mathcal{S}^{1+1} \subset \mathcal{M}^{1+2}$ which contains $\mathcal{C}$ and tangential to $V$ such that its induced metric is Lorentzian and its mean curvature vector vanishes.
It should be noted that in theorem 1.2, we leave out the issue whether the parametrization map exists for all time.

As a final remark, we note that the singularity character of maximal surfaces (as in theorem 1.1) is a special feature of the fact that those are surfaces in three dimensions. In the appendix, we give a construction of a regular (two-dimensional) timelike cylindrical maximal surface in $\mathbb{R}^{1+3}$. We suspect that, in $\mathbb{R}^{1+n}$ with $n \geq 3$, for generic initial data, timelike maximal cylinders are smooth; but we have not attempted to analyze this statement.

2. Timelike cylindrical maximal surfaces in $\mathbb{R}^{1+2}$

The main goal of this section is to prove theorem 1.1 for timelike maximal surfaces in $\mathbb{R}^{1+2}$.

2.1. Smooth spatially closed timelike surfaces

Consider a smooth complete immersed surface $\mathcal{S}$ in $\mathbb{R}^{1+2}$ given by

$$\mathcal{S} = \{(t = F^0(s^1, s^2), x^1 = F^1(s^1, s^2), x^2 = F^2(s^1, s^2) : (s^1, s^2) \in \omega)\},$$

where $\omega$ is some reference surface and $\{s^1, s^2\}$ is a local coordinate system on $\omega$, such that the induced metric

$$g = g_{\alpha\beta} \, ds^\alpha \, ds^\beta = \eta(F_{\alpha'\beta'}, F_{\alpha'\beta'}) \, ds^\alpha \, ds^\beta$$

is Lorentzian, i.e. det $g < 0$. Here $\eta$ is the Minkowskian metric and $a, b$ range over $\{1, 2\}$. Also assume that $\mathcal{C} = \mathcal{S} \cap \{t = 0\}$ is a connected smooth immersed closed curve.

We note that det $g < 0$ implies that $F^0$ has no critical points. Indeed, if $(F^0_0(p), F^0_1(p)) = (0, 0)$, then we have at $p$ that

$$0 > \det g = \left[ (F^1_1)^2 + (F^2_2)^2 \right] \left[ (F^1_1)^2 + (F^2_2)^2 \right] - \left[ F^1_1 F^1_2 + F^2_1 F^2_2 \right]^2
= [F^1_1 F^2_2 - F^1_2 F^2_1]^2,$$

which is impossible. Also, we have

$$|dF^0|^2_g = \frac{1}{\det g} \left[ \eta(F_{\alpha'\beta'}, F_{\alpha'\beta'}) \left( F^0_{\alpha'} \right)^2 - 2 \eta(F_{\alpha'\beta'}, F_{\alpha'\beta'}) F^0_{\alpha'} F^0_{\beta'} + \eta(F_{\alpha'\beta'}, F_{\alpha'\beta'}) \left( F^0_{\alpha'} \right)^2 \right]
= \frac{1}{\det g} \sum_{i=1}^{2} \left[ (F^0_{x^i})^2 \left( F^0_{x^i} \right)^2 - 2 F^0_{x^i} F^0_{x^i} F^0_{x^i} + \left( F^0_{x^i} \right)^2 \right]
= \frac{1}{\det g} \sum_{i=1}^{2} \left( F^0_{x^i} F^0_{x^i} - F^0_{x^i} F^0_{x^i} \right)^2 < 0.$$

Thus $\nabla_x F^0$ is a timelike and nowhere vanishing vector field on $\mathcal{S}$. In other words, $F^0$ is a time function on $\mathcal{S}$ and thus is stably causal, see e.g. [19, chapter 8].

For $t \in \mathbb{R}$, let $\mathcal{C}_t$ denote the intersections of $\mathcal{S}$ with the constant $t$-slices of $\mathbb{R}^{1+2}$. Let $\Phi_t$ be the flow generated by $\nabla_x F^0$. Then $\Phi_t(\mathcal{C}_0) = \mathcal{C}_t$. This implies that the ‘cross-sections’ $\mathcal{C}_t$ of $\mathcal{S}$ are connected and non-empty for all $t \in \mathbb{R}$. It also implies that $\mathcal{C}_t$ are all homeomorphic to $\mathcal{C}$, and so are in particular closed.

Since constant $t$-slices of $\mathbb{R}^{1+2}$ are Cauchy surface for $\mathbb{R}^{1+2}$, every inextendible causal curve in $\mathcal{S}$ must intersect $\mathcal{C}_t$ for all $t$. In particular every such curve must intersect $\mathcal{C}$ as well as the chronological future and past of $\mathcal{C}$, i.e. $\mathcal{C}$ is a Cauchy curve for $\mathcal{S}$.

We claim that, for any fixed $t$, $\mathcal{C}_t$ is a smooth immersed curve. To see this, pick $p = (p^1, p^2) \in \mathcal{C}_t$. Since $F^0$ has no critical points, we can assume without loss of generality
that $F^0_{s^1}(p) \neq 0$. Then, by the Inverse Function Theorem, we can find a function $f = f(t, s^2)$ such that $p' = f(t, p^2)$ and

$$F^0(f(t, s^2), s^2) = t.$$  

It is thus seen that, near $p$, $C_t$ is given by

$$\{ \gamma^1(t, s^2), \gamma^2(t, s^2) \}$$

where

$$\gamma_a(t, s^2) = F^a(f(t, s^2), s^2).$$

We will show that this gives an immersed curve. Assume otherwise, then we must have

$$F^a_{s^1} f_{s^2} + F^0_{s^2} = 0.$$

On the other hand, by definition of $f$,

$$F^0_{s^1} f_{s^2} + F^0_{s^2} = 0.$$

It follows that

$$g = \left[ - (F^0_{s^1})^2 + (F^1_{s^1})^2 + (F^2_{s^1})^2 \right] \left( (ds^1)^2 - 2 f_{s^1} ds^1 ds^2 + f_{s^2} (ds^2)^2 \right),$$

which further implies

$$\det g = 0,$$

which violates our assumption that $g$ is Lorentzian. We have thus shown that $C_t$ is a smooth curve.

From the foregoing discussion, after reparametrization, $\mathcal{S}$ can be represented by

$$\mathcal{S} = \{ F(t, s) := (t, \gamma(t, s)) \in \mathbb{R}^{1+2}, t \in \mathbb{R}, s \in \mathbb{R} \}$$

and $\gamma$ is periodic in $s$ with period $\Xi > 0$.

### 2.2. The equations

We now consider a timelike, topologically cylindrical maximal surface $\mathcal{S}$ of the form

$$\mathcal{S} = \{ F(t, s) := (t, \gamma(t, s)) \in \mathbb{R}^{1+2}, 0 < t < T \leq \infty, s \in \mathbb{R} \}$$

and $\gamma$ is periodic in $s$ with period $\Xi > 0$.

The induced metric $g$ is

$$g = -(1 - |\gamma|) \, dt^2 + 2 \langle \gamma_t, \gamma_s \rangle \, dt \, ds + |\gamma_s|^2 \, ds^2,$$

where $|\cdot|$ and $\langle \cdot, \cdot \rangle$ represent the Euclidean norm and dot product of vectors in $\mathbb{R}^2$. That $g$ is Lorentzian becomes

$$\det g = -|\gamma_s|^2 (1 - Q) < 0,$$

where

$$Q = |\gamma_s|^2 - \frac{\langle \gamma_t, \gamma_s \rangle^2}{|\gamma_s|^2} \geq 0.$$  

\( Q \) It should be noted that \( Q \) remains unchanged under a reparametrization of the form $(t, s) \mapsto (t, \tilde{s}(t, s))$.

Let $\nabla$ denote the connection of $g$. The Gauss–Weingarten equation gives

$$\nabla_{AB} F^a = L_{AB} v^a$$

where $L$ is the second fundamental form of $M$ and $v$ is the unit normal to $\mathcal{S}$. Taking trace with respect to $g$ yields

$$\square_F v = H v = 0.$$
Componentwise, we get
\[ \Box_t \rho = 0, \tag{4} \]
\[ \Box_s \gamma = 0. \tag{5} \]

In [3], Bellettini, Hoppe, Novaga and Orlandi showed that these equations simplify considerably in the so-called orthogonal gauge. For completeness, we quickly rederive the reduction here.

From the first equation, we have
\[ -\dot{\gamma} \left( \frac{\{\gamma_s, \gamma_s\}}{\gamma_s \sqrt{1-\rho^2}} \right) + \dot{\rho} \left( \frac{\{\gamma_s, \gamma_s\}}{\gamma_s \sqrt{1-\rho^2}} \right) = 0. \tag{6} \]

We now look for a reparametrization, say \( s = \tilde{w}(t, \tilde{s}), \tilde{s} = \tilde{w}(t, s) \), such that in the new coordinates \((t, \tilde{s})\),
\[ \dot{\tilde{w}} \left( \frac{\langle \tilde{y}_s, \tilde{y}_s \rangle}{\sqrt{1-\rho^2}} \right) = 0. \tag{7} \]

In the above \( \tilde{y}(t, \tilde{s}) = y(t, s) = y(t, \tilde{w}(t, s)) \). We have
\[ \dot{\tilde{y}}_s = y_t + w_{,s} y_s \quad \text{and} \quad \dot{\tilde{y}}_{,s} = w_{,s} y_s. \]

As \( w(t, \tilde{w}(t, s)) = s \), we also have
\[ w_{,s} = \tilde{w}_{-1} \quad \text{and} \quad w_{,s} = -\tilde{w}_{-1} \tilde{w}_t. \]

We hence get
\[ \dot{\tilde{w}} \left( \frac{\langle \tilde{y}_s, \tilde{y}_s \rangle}{\sqrt{1-\rho^2}} \right) = \tilde{w}_{-1} \dot{\tilde{w}} \left( \frac{\langle \tilde{y}_s, \tilde{y}_s \rangle - \tilde{w}_{-1} \tilde{w}_t |\gamma_s|^2}{|\gamma_s| \sqrt{1-\rho^2}} \right). \]

From this, it is easy to see that, to achieve (7), we solve for \( \tilde{w} \) from
\[
\begin{cases}
\tilde{w}_{,s} + \mu \tilde{w}_{,s} = 0, \\
\tilde{w}(0, s) = s,
\end{cases}
\]
where \( \mu \) is a solution to
\[ \dot{\mu} \left( \frac{|\gamma_s|^2 + \mu |\gamma_s|^2}{|\gamma_s| \sqrt{1-\rho^2}} \right) = 0. \tag{9} \]

It is easy to see that
\[ \mu = -\frac{\langle \gamma_t, \gamma_s \rangle}{|\gamma_s|^2} + \frac{C(t) \sqrt{1-\rho^2}}{|\gamma_s|}. \tag{10} \]

Now (8) is a linear transport equation and can be solved easily. The solution \( \tilde{w} \) is constant along characteristics which are integral curves of the ODE
\[ \dot{s}(t) = \mu(t, s(t)). \tag{11} \]

Since \( \mu \) is smooth and periodic in \( s \), \( \mu \) is uniformly Lipschitz in \( s \) for \( t \) belonging to any closed interval of \([0, T)\). It follows that the integral curve of (11) exists and is smooth and non-crossing for \( t \in [0, T) \). It follows that \( \tilde{w} \) is strictly increasing in \( s \). This shows that \( \tilde{s} \) is a valid reparametrization. Also, by the periodicity of \( \mu \),
\[ \tilde{w}(t, s + \Xi) - \tilde{w}(t, s) = \Xi, \]
which implies that \( \tilde{y} \) is periodic in \( \tilde{s} \) with the same period \( \Xi \).

In any event, in the new coordinate \((t, \tilde{s})\), (6) becomes
\[ \dot{\tilde{s}} \left( \frac{|\tilde{y}_s|}{\sqrt{1-\rho^2}} \right) = 0 \]
and so
\[ \frac{|\tilde{y}_s|}{\sqrt{1-\rho^2}} = \rho(\tilde{s}). \tag{11} \]
Proposition 2.1 ([3]). Assume that $\mathcal{S}$ is a regular timelike maximal surface in $\mathbb{R}^{1+2}$ which is diffeomorphic to $[0,T) \times S^1$. There exists a smooth parametrization

$$[0,T) \times \mathbb{R} \rightarrow \mathcal{S}$$

$$(t,s) \mapsto (t, \gamma(t,s))$$

of $\mathcal{S}$ such that $\gamma$ is periodic with period $\Xi > 0$ in $s$, $\gamma_s$ is nowhere zero, and

$${\langle \gamma_t, \gamma_s \rangle} = 0, \quad (12)$$

$${|\gamma_t|^2} + {|\gamma_s|^2} = 1, \quad (13)$$

$${\gamma_{tt} - \gamma_{ss}} = 0. \quad (14)$$

Conversely, if $\gamma$ is a regular solution to (14) and satisfies (12) and (13) at $t = 0$ then it gives rise to a regular timelike maximal surface in $\mathbb{R}^{1+2}$ for at least some positive time.

Proof. We first pick a parametrization of $\mathcal{S}$ such that, on the initial curve $\mathcal{C}$, $|\gamma_s(0,s)|^2 = 1 - Q(0,s)$. We then define a new coordinate system $(t, \tilde{s})$ by solving (8) and (9) with $C \equiv 0$. Since $\mu$ is smooth, so is the characteristic curves of (8), which implies that $(t, \tilde{s})$ is a smooth coordinate system on $\mathcal{S}$ as long as $(t, s)$ is.

Note that the choice of $C \equiv 0$ implies (12). It is straightforward that in the new coordinates, $|\gamma_t(0,\tilde{s})|^2 = 1 - Q(0,\tilde{s})$. Since the function $\rho$ in (11) does not depend on $t$, the above leads to $\rho \equiv 1$, which in turn gives $|\gamma_{\tilde{s}}|^2 \equiv 1 - Q$ for all $t$. Recalling the definition of $Q$ in (3) and using (12), we arrive at (13). In view of (12) and (13), the metric $g$ (see (1)) takes the form $g = |\gamma_{\tilde{s}}|^2 (-\mathrm{d}t^2 + \mathrm{d}\tilde{s}^2)$. Equation (14) then follows (5).

For the converse, assume that $\gamma$ satisfies (14). We show that if (12) and (13) hold at initial time $t = 0$, then they hold everywhere. To this end, consider $\phi = |\gamma_t + \gamma_{\tilde{s}}|^2$. By (14),

$$\phi_t = 2\langle \gamma_t + \gamma_{\tilde{s}}, \gamma_t + \gamma_{\tilde{s}} \rangle = 2\langle \gamma_t + \gamma_{\tilde{s}}, \gamma_{tt} + \gamma_{ss} \rangle = \phi_{tt}.$$

This implies

$$\phi_{tt} - \phi_{ss} = 0.$$

On the other hand, as (12) and (13) hold initially, we have

$$\phi = 1 \text{ and } \phi_t = \phi_s = 0 \text{ at time } t = 0.$$

By the uniqueness of the linear wave equation, this implies that $|\gamma_t + \gamma_{\tilde{s}}|^2 = \phi = 1$ for all time. Similarly, $|\gamma_t - \gamma_{\tilde{s}}|^2 = 1$ for all time. These two identities imply (12) and (13). The conclusion follows from the discussion preceding the proposition.

2.3. Unavoidable bad parametrization

We now give the proof of theorem 1.1. Assume otherwise that there is a smooth maximal surface $\mathcal{S}$ which contains $\mathcal{C}$ and is tangential to $V$. By proposition 2.1, there is a parametrization $(t,s) \mapsto (t, \gamma(t,s))$ of $\mathcal{S}$ with $\gamma$ periodic in $s$, $\gamma_s$ is nowhere zero such that (12)–(14) hold.

Let $\alpha(s) = \gamma(0,s)$ and $\beta = \gamma_t(0,s)$. Then

$${\langle \beta, \alpha_s \rangle} = 0 \text{ and } |\alpha_s|^2 + |\beta|^2 = 1. \quad (15)$$

From the linear wave equation (14), we see that

$$\gamma(t,s) = \frac{1}{2}(\alpha(s+t) + \alpha(s-t)) + \frac{1}{2} \int_{s-t}^{s+t} \beta(\xi) \, d\xi. \quad (16)$$
It is readily seen that, if \( \alpha(s) \) and \( \beta(s) \) are smooth, then \( \gamma \) is smooth. Furthermore, if \( \alpha \) is a regular parametrization of the initial curve, i.e. \( \alpha_{\cdot}(\cdot) \) is nowhere zero, then for some \( T > 0 \), \( \gamma(t, \cdot) \) gives a regular parametrization for \( 0 < t < T \). From (16), we see that \( \gamma(t, \cdot) \) is not immersed if and only if there exists \( s \) such that
\[
\alpha_{\cdot}(s + t) + \beta(s + t) + \alpha_{\cdot}(s - t) - \beta(s - t) = 0.
\]
We thus introduce
\[
a(s) := \alpha_{\cdot}(s) + \beta(s) \quad \text{and} \quad b(s) = \alpha_{\cdot}(s) - \beta(s).
\]
(17)
The following lemma shows that bad parametrization always happens, which contradicts the construction of the coordinate system \( (t, s) \) of \( S \) and thus concludes the proof of theorem 1.1.

**Lemma 2.2.** There exist \( s \) and \( r \) such that
\[
a(s) + b(r) = 0.
\]
(18)

**Proof.** Let \( C \) denote the initial curve defined by \( \alpha \). Set
\[
A = \{ a(s) : s \in C \} \quad \text{and} \quad B = \{ -b(s) : s \in C \}.
\]
Evidently, \( A \) and \( B \) are closed non-empty connected subsets of \( S^1 \).

Arguing indirectly, assume that (18) fails, i.e. \( A \cap B = \emptyset \). Then there is a connected interval \( I \subset S^1 \) such that \( A \subset I \) and \( B \subset S^1 \setminus I \). This implies that there exist a unit vector \( n \) and a real number \( \lambda \in (-1, 1) \) such that
\[
\langle p, n \rangle > \lambda > \langle q, n \rangle \quad \text{for any} \quad p \in A \quad \text{and} \quad q \in B.
\]

Therefore, if \( L \) is the period of \( \alpha \), then
\[
L \lambda < \int_0^L \langle a(s), n \rangle \, ds = \int_0^L \frac{d}{ds} \langle \alpha(s), n \rangle \, ds + \int_0^L \langle \beta(s), n \rangle \, ds = \int_0^L \langle \beta(s), n \rangle \, ds,
\]
and
\[
L \lambda > \int_0^L \langle -b(s), n \rangle \, dy = \int_0^L \frac{d}{ds} \langle -\alpha(s), n \rangle \, ds + \int_0^L \langle \beta(s), n \rangle \, ds = \int_0^L \langle \beta(s), n \rangle \, ds.
\]
This absurdity proves the result. \( \Box \)

**Remark 2.3.** In fact, if \( C \) has non-zero rotation index, one can show that, for any \( r \in C \), there exists \( s = s(r) \in C \) such that (18) holds. To see this, fix \( r \in C \). Define
\[
H(\tau, s) = \frac{\alpha_{\cdot}(s) + \tau \beta(s)}{|\alpha_{\cdot}(s) + \tau \beta(s)|}.
\]
By (15), \( H \) is a continuous map of \( [0, 1] \times C \) into \( S^1 \). Moreover, for \( \tau = 0 \), \( H(0, \cdot) \) is the tangent map of \( C \), i.e. it assigns each point of \( C \) to the unit tangent vector of \( C \) thereof. As \( C \) has non-zero rotation index, \( H(0, \cdot) \) has non-zero degree. By the homotopy invariance property of the degree, \( H(1, \cdot) = a(\cdot) \) also has non-zero degree. In particular, for any \( r \in C \), there exists \( s \in C \) such that \( a(s) = -b(r) \). Here we have used \( |b| = 1 \).

When \( C \) has zero rotation index, it is impossible to have a strong conclusion as in the previous paragraph. For example, when \( \beta \equiv 0 \), there exists \( r_0 \in C \) such that \( a(s) + b(r_0) = \alpha_{\cdot}(s) + \alpha_{\cdot}(r_0) \neq 0 \) for all \( s \in C \).
2.4. General analysis of the (spatial) unit tangent map

In the rest of the section, we analyze the local picture where the orthonormal gauge fails. To analyze what happens when the parametrization goes badly, we look into the unit tangent map

\[ U(t, s) = \frac{\gamma_s(t, s)}{|\gamma_s(t, s)|} \]

In terms of \( a \) and \( b \),

\[ U(t, s) = \frac{a(s + t) + b(s - t)}{|a(s + t) + b(s - t)|} \]

We note that (15) implies that \(|a| = |b| = 1\). Thus, there exist smooth functions \( \zeta \) and \( \eta \) such that

\[ a_s(s) = \zeta(s) a^\perp(s) \quad \text{and} \quad b_s(s) = \eta(s) b^\perp(s) \]

where the perpendicular rotation \( v^\perp \) of a vector \( v = (v_1, v_2) \) is defined as \( v^\perp = (-v_2, v_1) \).

**Lemma 2.4.** If \( \gamma_s(t_0, s_0) = 0 \), i.e.

\[ a(s_0 + t_0) + b(s_0 - t_0) = 0, \]

and if

\[ \zeta(s_0 + t_0) \neq \eta(s_0 - t_0) \]

then the unit tangent map \( U(t_0, \cdot) \) of the curve \( \gamma \) is discontinuous at \( s_0 \). More specifically, it reverses direction across \( s_0 \).

**Proof.** Let \( e = a(s_0 + t_0) = -b(s_0 + t_0) \), \( s_0^+ = s_0 + t_0 \) and \( s_0^- = s_0 - t_0 \). By (20),

\[ a(s + t_0) + b(s - t_0) = (s - s_0) [\zeta(s_0^+) - \eta(s_0^-)] e^\perp + O(|s - s_0|^2) \]

where the big \( O \) notation is meant for \( s \) close to \( s_0 \). This implies that

\[ U(t_0, s) = \frac{(s - s_0) [\zeta(s_0^+) - \eta(s_0^-)]}{|s - s_0| [\zeta(s_0^+) - \eta(s_0^-)]} e^\perp + O(|s - s_0|). \]

This shows that \( U(t_0, s) \) reverses direction as \( s \) changes across \( s_0 \).  

\[ \square \]

**Remark 2.5.** In fact, under the hypotheses of lemma 2.4,

\[ \gamma(t_0, s) = \gamma(t_0, s_0) + \frac{1}{2} (s - s_0)^2 [\zeta(s_0^+) - \eta(s_0^-)] e^\perp + \frac{1}{3} (s - s_0)^3 [\zeta(s_0^+) - \eta(s_0^-)] e^\perp - \frac{1}{3} [\zeta^2(s_0^+) - \eta^2(s_0^-)] e^\perp \]

Thus, if \( \zeta^2(s_0^+) \neq \eta^2(s_0^-) \), the curve \( \gamma \) has an ordinary cusp at \( s_0 \).

**Remark 2.6.** We claim that if \( t_0 > 0 \) is the smallest time such that \( \gamma_s(t_0, s_0) = 0 \) for some \( s_0 \), then

\[ \zeta(s_0 + t_0) = \eta(s_0 - t_0). \]

Assume this claim for the moment and assume in addition that

\[ \zeta_s(s_0 + t_0) \neq \eta_s(s_0 - t_0). \]

Then the curve \( \gamma \) has a cusp of order 4/3 at \( s_0 \). Furthermore, for \( t > t_0 \), this singularity splits up into two ordinary cusps. This picture is consistent with [7]. See section 3 for a more detailed discussion.
To prove the claim above, note that
\[ \partial_t|a(s + t) + b(s - t)|^2 = 2(a^+(s + t), b(s - t))(\xi(s + t) - \eta(s - t)) \]
and
\[ \partial_t^2|_{(s,s)=(s_0,s_0)}|a(s + t) + b(s - t)|^2 = 2(\xi(s_0^+) - \eta(s_0^-))^2. \]

Thus, by the implicit function theorem, if \( \xi(s_0^+) \neq \eta(s_0^-) \) then there exist some \( \epsilon > 0 \) and a smooth map \( S : (t_0 - \epsilon, t_0 + \epsilon) \to \mathbb{R} \) such that \( S(t_0) = s_0 \) and
\[ 0 = \partial_t|a(S(t) + t) + b(S(t) - t)|^2 = 2(a^+(S(t) + t), b(S(t) - t))(\xi(S(t) + t) - \eta(S(t) - t)). \]

Also, as \( \xi(s_0^+) \neq \eta(s_0^-) \), we can also assume that \( \xi(S(t) + t) \neq \eta(S(t) - t) \) for \( t \in (t_0 - \epsilon, t_0 + \epsilon) \).

This implies that
\[ (a^+(S(t) + t), b(S(t) - t)) = 0 \text{ for } t \in (t_0 - \epsilon, t_0 + \epsilon). \]

As \( a(s_0^+) + b(s_0^-) = 0 \), the continuity of \( a \) and \( b \) implies that \( 2\gamma'(t, S(t)) = a(S(t) + t) + b(S(t) - t) = 0 \), which contradicts our assumption on \( t_0 \).

2.5. The case of non-zero rotation index

In the following discussion, we write
\[ a = (\cos \psi, \sin \psi) \text{ and } b = -(\cos \tilde{\psi}, \sin \tilde{\psi}). \]

Note that \( \psi' = \zeta \) and \( \tilde{\psi}' = \eta \).

Since \( a \) and \( b \) are periodic and having the same degree, say \( d \) (see remark 2.3), we have
\[ \psi(s + L) - \psi(s) = \tilde{\psi}(r + L) - \tilde{\psi}(r) = 2d\pi \]
where \( L \) is the period of \( \alpha \). Also, since
\[ \alpha_s = \frac{1}{2}(a + b) = \sin \frac{\psi - \tilde{\psi}}{2}(\cos \frac{\psi + \tilde{\psi}}{2}, \cos \frac{\psi + \tilde{\psi}}{2}) \]
and \( \alpha_s \) is nowhere vanishing, we infer that the range of \( \psi - \tilde{\psi} \) does not intersect \( 2\pi \mathbb{Z} \).

**Lemma 2.7.** Assume that \( \alpha \) has non-zero rotation index and the unit tangent map is continuous.
If \( \psi(s_0) = \psi(s_1) = \psi(r_0) \) for some \( s_0, s_1 \) and \( r_0 \) with \( 0 < s_1 - s_0 < L \), then \( \psi \) is constant in \( (s_0, s_1) \).

**Proof.** We will only consider the case where the rotation index \( d \) of \( \alpha \) is positive. The other case can be proved similarly.

Arguing indirectly, we assume that \( \psi \) is non-constant in \( (s_0, s_1) \). Then
\[ \text{either } \max_{[s_0,s_1]} \psi > \psi(s_0) \text{ or } \min_{[s_0,s_1]} \psi < \psi(s_0). \quad (24) \]

Assume for now that the former case holds. Set
\[ M = \min \left( 2d\pi, \max_{[s_0,s_1]} \psi - \psi(s_0) \right) > 0 \]
and let
\[ s_m = \inf \{ s \in [s_0, s_1] : \psi(s) = \max_{[s_0,s_1]} \psi \}. \]

Define
\[ s_- = \sup \{ s \in (s_0, s_m) : \psi(s) = \psi(s_0) + M/4 \} \text{ and } s_+ = \inf \{ s \in (s_-, s_m) : \psi(s) = \psi(s_0) + 3M/4 \}. \]
These numbers are well-defined thanks to the intermediate value theorem.

By the mean value theorem, there exists \( s_2 \in [s_-, s_+] \) such that

\[
\psi'(s_2) = \frac{\psi(s_+) - \psi(s_-)}{s_+ - s_-} > 0.
\]

By definitions of \( s_\pm \), we also have \( \psi(s_0) + M/4 \leq \psi(s_2) \leq \psi(s_0) + 3M/4 \). Since \( \psi'(r_0) = \psi(s_0) \) and \( \psi'(r_0 + L) = \psi(s_0) + 2d\pi \), the intermediate value theorem implies that there exists \( r_2 \in [r_0, r_0 + L] \) such that \( \psi'(r_2) = \psi(s_2) \). Now let

\[
s_3 = \sup \{ s : \psi(s) > \psi(s_2) \} \text{ for all } s_2 < \hat{s} < s.
\]

Since \( \psi'(s_2) > 0 \) and \( \psi(s_1) = \psi(s_0) < \psi(s_2) \), \( s_3 \) is well-defined and \( s_2 < s_3 < s_1 \).

Furthermore, \( \psi(s_3) = \psi(s_2) \) and \( \psi'(s_3) \leq 0 \).

We thus end up with

\[
a(s_2) = a(s_3) = -b(r_2) \text{ and } \zeta(s_2) > 0 \geq \zeta(s_3).
\]

Therefore,

\[
\text{either } \zeta(s_2) \neq \eta(r_2) \text{ or } \zeta(s_3) \neq \eta(r_2).
\]

Then lemma 2.4 applies yielding that the unit tangent map is discontinuous somewhere, a contradiction.

If the second case in (24) holds, the argument is similar using the comparison values in of \( \psi'(r) \) for \( r \in [r_0 - L, r_0] \).

\[\square\]

**Corollary 2.8.** Assume that \( \alpha \) has non-zero rotation index and \( U \) is continuous. Then \( \psi \) and \( \dot{\psi} \) are either both non-increasing or non-decreasing.

**Proof.** Again, we will only consider the case where the rotation index \( d \) of \( \alpha \) is positive. By remark 2.3, there exists \( r_0 \) such that \( a(0) + b(r_0) = 0 \). We can further assume that \( \dot{\psi}(r_0) = \dot{\psi}(0) \).

We claim that \( \psi([0, L]) \subset [\psi(0), \psi(L)] \). Define

\[
s_+ = \inf \{ s > 0 : \psi(s) = \psi(L) \} \leq L \text{ and } s_- = \sup \{ s < L : \psi(s) = \psi(0) \} > 0.
\]

Since \( \psi(0) = \psi(s_-) = \dot{\psi}(0) \), lemma 2.7 shows that \( \psi \) is constant in \((0, s_-)\). Similarly, \( \psi \) is constant in \((s_+, L)\). The claim follows easily.

We now show that \( \psi \) is non-decreasing. Assume otherwise, then for some \( 0 \leq s_0 < s_1 \leq L, \psi(s_0) > \psi(s_1) \). By the claim, \( s_0 > 0 \). Thus, by the intermediate value theorem, there exists \( s_2 \in (0, s_0) \) such that \( \psi(s_2) = \psi(s_1) \). By lemma 2.7, \( \psi \) is constant in \((s_2, s_1)\) contradicting the assumption that \( \psi(s_0) > \psi(s_1) \). We hence conclude that \( \psi \) is non-decreasing. Similarly, \( \dot{\psi} \) is non-decreasing.

\[\square\]

**Proposition 2.9.** For any smooth initial data \( \alpha \) and \( \beta \) such that \( \alpha \) has non-zero rotation index, there exists a time \( T \) such that the curvature \( \kappa(T, \cdot) \) of the curve \( \gamma_T \) blows up.

**Proof.** We will only consider the case where the rotation index \( d \) of \( \alpha \) is positive.

Assume for some initial data \( \alpha \) and \( \beta \) that the curvature function \( \kappa \) of the solution \( \gamma \) remains finite for all time. This implies in particular that the unit tangent map \( U(t, s) \) is a continuous function. We will show that the curve \( \gamma(t, \cdot) \) will contract to a point in finite time, which results in a contradiction.
By (16),
\[ U(t, s) = \text{sgn} \left( \sin \frac{\psi(s + t) - \tilde{\psi}(s - t)}{2} \right) \times \left( -\sin \frac{\psi(s + t) + \tilde{\psi}(s - t)}{2}, \cos \frac{\psi(s + t) + \tilde{\psi}(s - t)}{2} \right), \]
where \( \text{sgn} \) denotes the sign function. It follows that, for any \( t \),
the function \( \psi(\cdot + t) - \tilde{\psi}(\cdot - t) \) does not change sign, (25)
for otherwise, \( U \) must be discontinuous there.

By corollary 2.8, \( \psi \) and \( \tilde{\psi} \) are both non-decreasing. (Here we have also used the fact that
\( \psi(L) - \psi(0) = 2\pi d > 0 \).)

Using remark 2.3, the mean and intermediate value theorems as in the proof of lemma 2.7,
we can find \( s_0 \) and \( t_0 \) such that
\[ \psi(s_0 + t_0) = \tilde{\psi}(s_0 - t_0), \quad (26) \]
and
\[ \psi'(s_0 + t_0) = \tilde{\psi}'(s_0 - t_0) > 0. \quad (27) \]

By (25), we have either
\[ \psi(s + t_0) \geq \tilde{\psi}(s - t_0) \text{ for all } s \quad (28) \]
or
\[ \psi(s + t_0) \leq \tilde{\psi}(s - t_0) \text{ for all } s. \quad (29) \]

Assume for now that (28) holds. By (26) and (27), for some \( \delta_0 > 0 \), there holds
\[ \psi(s_0 + t_0 - \delta) < \tilde{\psi}(s_0 - t_0 + \delta) \text{ for all } \delta \in (0, \delta_0). \]

Thus, by (25)
\[ \psi(s + t_0 - \delta) \leq \tilde{\psi}(s - t_0 + \delta) \text{ for all } s \text{ and for all } \delta \in (0, \delta_0). \quad (30) \]

From (28) and (30) we deduce that
\[ \psi(s + t_0 - \delta) \leq \tilde{\psi}(s - t_0 + \delta) \leq \psi(s + t_0 + \delta) \text{ for all } s \text{ and for all } \delta \in (0, \delta_0). \]

Sending \( \delta \to 0^+ \), we thus get
\[ \psi(s + t_0) \equiv \tilde{\psi}(s - t_0). \]

This implies that
\[ \gamma_s(t_0, s) = a(s + t_0) + b(s - t_0) \equiv 0, \]
which shows that \( \gamma_{s_0} \) is actually a point.

The case where (29) holds can be handled similarly. We get
\[ \psi(s + t_0 + \delta) \geq \tilde{\psi}(s - t_0 - \delta) \geq \psi(s + t_0 - \delta) \text{ for all } s \text{ and for all } \delta \in (0, \delta_0). \]

This again forces \( \psi(s + t_0) \equiv \tilde{\psi}(s - t_0) \) and thereby concludes the proof. \( \square \)
2.6. The case of zero rotation index

We next switch to the case where the rotation index of $\alpha$ is zero. We have

**Lemma 2.10.** Assume that $\alpha$ has zero rotation index and $U$ is continuous. For any $r$, there is no more than one $s$ such that $\psi(s) = \tilde{\psi}(r)$.

**Proof.** Assume by contradiction that there exists $s_0, s_1$ and $r_0$ with $0 < s_1 - s_0 < L$ such that $\psi(s_0) = \psi(s_1) = \tilde{\psi}(r_0)$. Define

$$M = \max_{[s_0, s_0 + L]} \psi$$

and

$$m = \min_{[s_0, s_0 + L]} \psi.$$

Since $\psi(-t) - \tilde{\psi}(-t)$ is nowhere zero (see (25)), $\psi$ is not a constant function. Thus, either $M > \psi(s_0)$ or $m < \psi(s_0)$. In the sequel, we will assume that $M > \psi(s_0)$. The case where $m < \psi(s_0)$ can be treated similarly. Furthermore, by replacing $(s_0, s_1)$ by $(s_1, s_0 + L)$ if necessary, we can assume that $M$ is achieved in $[s_0, s_1]$.

We claim that $\tilde{\psi}(r) \leq \psi(s_0)$ for all $r$. If this is wrong, we can argue using the mean and intermediate value theorems as in the proof of lemma 2.7 to find $s_2, s_3$ and $r_2$ such that

$$\psi(s_2) = \psi(s_3) = \tilde{\psi}(r_2)$$

and $\zeta(s_2) > 0 \geq \zeta(s_3)$.

This gives a violation to the conclusion of lemma 2.4. The claim follows.

Now, consider the interval $(s_1, s_0 + L)$. If the minimum value of $\psi$ in this interval is less than $\psi(s_0)$, the same argument leads to another violation of lemma 2.4. We thus have

$$\psi(s) \geq \psi(s_0) \geq \tilde{\psi}(r)$$

for any $s$ and $r$. (31)

We next show that

$$\psi(s) - \tilde{\psi}(r) \leq 2\pi$$

for any $s$ and $r$. (32)

Arguing indirectly, assume that (32) fails. By the intermediate value theorem, there exists $s_2$ and $r_2$ such that $\psi(s_2) = \tilde{\psi}(r_2) + 2\pi$. Furthermore, we can assume that $s_2 \in (s_0, s_1)$. Evidently, if $\psi(s_2) = \psi(s_0)$, we can further use the intermediate value theorem again to find $s_2'$ and $r_2'$ such that $\psi(s_0) < \psi(s_2') = \tilde{\psi}(r_2') + 2\pi$. We thus assume that $\psi(s_2) > \psi(s_0)$. If $\psi(s_2) < M$, the intermediate value theorem implies that there exists $s_3 \in (s_2, s_1)$ such that $\psi(s_3) = \psi(s_2)$. The argument leading to (31) then implies that $\psi$ can only take value either on $(-\infty, \psi(s_2))$ or $[\psi(s_2), \infty)$, which is obviously not the case. We thus get

$$\psi(s) = M$$

whenever there exists $r$ such that $\psi(s) = \tilde{\psi}(r) + 2\pi$.

Since $\psi$ achieves values in $(\psi(s_0), M)$, this implies that $\tilde{\psi}(r) > M - 2\pi$, which implies (32), a contradiction. We have thus shown (32).

We now revisit the proof of lemma 2.2. Define $A = \{a(s)\}$ and $B = \{-b(r)\}$. By (31) and (32), $A$ and $B$ intersects at exactly two points:

$$A \cap B = \{(\cos \psi(s_0), \sin \psi(s_0)), (\cos M, \sin M)\}.$$

This implies that there exist a unit vector $n$ and a real number $\lambda \in (-1, 1)$ such that

$$a(s), n) > \lambda > (q, n)$$

for any $p \in A$ and $q \in B$.

Furthermore, since neither $\psi$ nor $\tilde{\psi}$ are constant, there exists $s$ and $r$ such that

$$a(s), n) > \lambda > (-b(s), n).$$

We can then argue as in the proof of lemma 2.2 to reach a contradiction. □
**Proposition 2.11.** For any smooth initial data \( \alpha \) and \( \beta \) with \( \alpha \) has zero rotation index, there exists a time \( T \) such that the unit tangent map \( U(T, \cdot) \) of the curve \( C_T \) is discontinuous.

**Proof.** Assume that the curvature function remains finite for all time.

By lemma 2.2, there exists \( s_0 \) and \( r_0 \) such that \( \alpha(s_0) + b(r_0) = 0 \). We can thus assume that \( \psi(s_0) = \psi(r_0) \).

Let

\[
M = \max_{[s_0, r_0 + L]} \psi \quad \text{and} \quad m = \min_{[s_0, r_0 + L]} \psi.
\]

We claim that \( \psi(s_0) \in [M, m] \). Assume otherwise that \( m < \psi(s_0) < M \). Fix \( 0 < s_+ - s_- < L \) such that \( \psi(s_-) = m \) and \( \psi(s_+) = M \). Then, by the intermediate value theorem, there exists \( s_1 \in (s-, s_+) \) and \( s_2 \in (s_+, s_- + L) \) such that \( \psi(s_1) = \psi(s_2) = \psi(s_0) = \psi(r_0) \). This violates the conclusion of lemma 2.10. The claim follows.

In the sequel, we assume that \( \psi(s_0) = m \). The other can be handled similarly.

By symmetry, \( \hat{\psi}(r_0) \) is also an extremal value of \( \hat{\psi} \). If it is the minimal value, we can find \( s_1 \) and \( r_1 \) such that \( \psi(s_1) = \hat{\psi}(r_1) \) and the common value is not extremal, which is a contradiction to the above claim. Thus,

\[
\hat{\psi}(r_0) = \max \hat{\psi},
\]

which implies

\[
\psi(s) \geq \hat{\psi}(r) \quad \text{for any} \quad s \quad \text{and} \quad r.
\]

As in the proof of lemma 2.10, we next show that

\[
\psi(s) - \hat{\psi}(r) < 2\pi \quad \text{for any} \quad s \quad \text{and} \quad r.
\]

If this was not correct, we can find \( s_1 \) and \( r_1 \) such that \( \psi(s_1) = \hat{\psi}(r_1) \) where \( \hat{\psi} = \hat{\psi} + 2\pi \). Using the intermediate value theorem, we can further assume that \( \psi(s_1) > m \). Again, \( \psi(s_1) \) is an extremal value of \( \psi \), which must be the maximal value. Similarly, \( \hat{\psi}(r_1) \) is the minimal value of \( \hat{\psi} \). We thus get

\[
0 = \max \psi - \min \hat{\psi} = \max \psi - \min \hat{\psi} - 2\pi.
\]

We can now argue as in the proof of lemma 2.10 to get a contradiction. \( \square \)

### 2.7. A lower bound for the blow-up time

Having proved a singularity statement, we would like to see how long a solution stays smooth before it develops singularity. The estimate should depend on the initial curve \( \alpha_\ast : [p, q] \rightarrow \mathbb{R}^2 \) and the initial (normal) velocity field \( \alpha_\ast + \beta_\ast \), along \( \alpha_\ast \). To clarify the notation, \( \alpha = \gamma(0, s) \) and \( \beta(0, s) = \gamma(s, 0) \) are reparametrizations of \( \alpha_\ast \) and \( \beta_\ast \), i.e. \( \alpha = \alpha_\ast \circ \Phi \) and \( \beta = \beta_\ast \circ \Phi \) for some diffeomorphism \( \Phi \). Furthermore, the estimate should be local, because the speed of propagation is finite for the wave equation. For this latter point, in this section, we do not assume that \( \alpha_\ast \) is a closed curve.

It is useful to define the timelikeness index of the (prospective) maximal surface along \( \alpha_\ast \) to be

\[
j(\alpha_\ast, \gamma) = j(\alpha_\ast, \beta_\ast) := L(\alpha_\ast) \left\{ \int_{\alpha_\ast} \frac{1}{\sqrt{-|V_\ast'|^2} |d\alpha_\ast|} \right\}^{-1} = L(\alpha_\ast) \left\{ \int_{\alpha_\ast} \frac{1}{\sqrt{1 - |\beta_\ast|^2} |d\alpha_\ast|} \right\}^{-1}
\]

where \( L(\alpha_\ast) \) denotes the length of \( \alpha_\ast \). Note that by definition \( \beta_\ast \) is normal to \( \alpha_\ast \) and has norm smaller than 1. Hence

\[
j(\alpha_\ast, \beta_\ast) \in (0, 1].
\]
Proposition 2.12. Let \( \alpha_s : [p, q] \to \mathbb{R}^2 \) be a (not necessarily closed) smooth curve in \( \mathbb{R}^2 = \{ t = 0 \} \subset \mathbb{R}^{1+2} \), \( U_s \) its unit tangent vector field, and \( V_s = \partial_t + \beta_s \) a smooth timelike vector field along \( \alpha_s \) and normal to \( \alpha_s \). Let \( \partial_x + a_s \) and \( -\partial_x + b_s \) be the null vector fields belonging to the span of \( \{ U_s, V_s \} \) such that

\[
\langle a_s, U_s \rangle > 0 \quad \text{and} \quad \langle b_s, U_s \rangle > 0.
\]

If the timelikeness index along \( \alpha_s \) satisfies

\[
j(\alpha_s, \beta_s) > \frac{3}{2} \int_{a_s} \| \nabla_U a_s \| - \| \nabla_U b_s \| \| d\alpha_s \|, \tag{33}
\]

then there exist two smooth functions \( p, q : [0, T] \to \mathbb{R} \) with \( T = L(\alpha_s) / j(\alpha_s, \beta_s) \), \( p(0) = p, q(0) = q, p(T) = q(T) \) and a map \( \gamma : \Omega \to \mathbb{R}^2 \) with \( \Omega = \{ t, x, y \} : t \in [0, T], x \in [p(t), q(t)] \) such that the map \( (t, x) \mapsto (t, \gamma(t, x)) \) defines a regular timelike maximal surface which contains \( \alpha_s \), is tangential to \( V_s = \partial_t + \beta_s \) and whose lateral boundary consists of two null curves.

Proof. Switching to isothermal gauge as before, we can drop the subscript \( * \). Note that \( a_s \) and \( b_s \) coincide with the vector field \( a \) and \( b \) defined in (17).

We will show that the map

\[
\Omega = \{ (t, s) : t \in [0, T], p + t \leq s \leq q - t \} \to \mathbb{R}^{1+2}
\]

\[
(t, s) \mapsto (t, \gamma(t, s))
\]

defines a smooth maximal surface. (Note that \( 2T = |q - p| \) in this gauge.) To this end, it suffices to show that \( \gamma_s(t, s) \neq 0 \) for \( (t, s) \in \Omega \).

We first estimate \( |\alpha_s(x)| = |\gamma_s(x, \cdot)| \). Using the function \( \xi \) and \( \eta \) defined in (20), we estimate for \( x, y \in [p, q] \):

\[
|\alpha_s(x)| = |\alpha_s(y)| = \int_x^y \left| \frac{\langle a_s(z), a_s(z) \rangle}{|a_s(z)|} \right| dz
\]

\[
= \int_x^y \frac{\langle a(z) + b(z), a_s(z) + b_s(z) \rangle}{2|a(z) + b(z)|} dz
\]

\[
= \int_x^y \frac{\langle a(z) + b(z), a^+(z)\xi(z) + b^+(z)\eta(z) \rangle}{2|a(z) + b(z)|} dz
\]

\[
= \int_x^y \frac{\langle \xi(z) - \eta(z) \rangle}{2|a(z) + b(z)|} \langle a(z) + b(z), a^+(z) - b^+(z) \rangle dz
\]

\[
= \int_x^y \frac{\langle \xi(z) - \eta(z) \rangle}{4|a(z) + b(z)|} \frac{a(z) + b(z)}{|a(z) + b(z)|} \frac{a^+(z) - b^+(z)}{\beta^+(z)} dz.
\]

This implies that

\[
|\alpha_s(x)| - |\alpha_s(y)| \leq \frac{1}{4} \int_p^q |\xi(z) - \eta(z)||\beta(z)| dz.
\]

Integrating in the \( y \) variable, it follows for \( x \in [p, q] \) that

\[
\left| \frac{\alpha_s(x) - \frac{L}{2T}}{\alpha_s(x)} \right| = \left| \frac{\alpha_s(x)}{\alpha_s(x)} - \frac{1}{2T} \int_p^q |\alpha_s(y)| dy \right| \leq \frac{1}{4} \int_p^q |\xi(z) - \eta(z)||\beta(z)| dz.
\]
We thus deduce that
\[
|\alpha_*(t)| \geq \frac{1}{2} j - \frac{1}{4} \int_{p}^{q} |\xi(z) - \eta(z)| |\beta(z)| \, dz. \tag{34}
\]

Next, for any \((t, s) \in \Omega\) we have
\[
|\alpha_*(t, s)| = \frac{1}{2} |\alpha_a(s + t) + b(s - t)| \\
\geq \frac{1}{2} |\alpha_a(s - t)| - \frac{1}{2} |\alpha_a(s + t) - \alpha_a(s - t)| \\
\geq \frac{1}{2} |\alpha_a(s - t)| - \frac{1}{2} \left| \int_{s-t}^{s+t} \alpha_a(z) \xi(z) \, dz \right| \\
\geq \frac{1}{2} |\alpha_a(s - t)| - \frac{1}{2} \int_{p}^{q} |\xi(z)| \, dz.
\]
By symmetry, we have
\[
|\alpha_*(t, s)| \geq \frac{1}{2} |\alpha_a(s - t)| - \frac{1}{2} \int_{p}^{q} |\eta(z)| \, dz,
\]
which implies
\[
|\alpha_*(t, s)| \geq \frac{1}{2} |\alpha_a(s - t)| - \frac{1}{4} \int_{p}^{q} [||\xi(z)|| + |\eta(z)|] \, dz.
\]
Combining with (34), we obtain
\[
|\alpha_*(t, s)| \geq \frac{1}{4} j - \frac{1}{4} \int_{p}^{q} [||\xi(z)|| + |\eta(z)||] \left( \frac{1}{2} |\beta(z)| + 1 \right) \, dz \text{ for } (t, s) \in \Omega.
\]
Now notice that
\[
\nabla_{U} a = \frac{1}{|\alpha_*(s)|} a_{*} = \frac{1}{|\alpha_*(s)|} a_{*}^{-1} \xi \text{ and } \nabla_{U} b = \frac{1}{|\alpha_*(s)|} b_{*}^{-1} \eta,
\]
we arrive at
\[
|\alpha_*(t, s)| \geq \frac{1}{4} j - \frac{1}{4} \int_{a}^{\beta} [||\nabla_{U} a(z)|| + |\nabla_{U} b(z)||] \left( \frac{1}{2} |\beta(z)| + 1 \right) |\alpha| \text{ for } (t, s) \in \Omega.
\]
Note that as \(\beta = \beta_{*} + \beta\) is timelike, \(|\beta| < 1\). Hence, by hypothesis, the right-hand side of the above inequality is positive. We conclude the proof.

\[\square\]

Remark 2.13. As seen in the proof, the quantities \(\nabla_{U} a_{*}\) and \(\nabla_{U} b_{*}\) in (33) are directly linked to the functions \(\xi\) and \(\eta\). Since \(a_{*}\) and \(b_{*}\) are ‘velocity fields’, these measure ‘curvature’. Thus, roughly speaking, proposition 2.12 says that if the initial data do not ‘bend too much’ to obstruct the timelikeness of the resulting surface, then one obtain smoothness.

As a consequence of the above result we have

Corollary 2.14. For any closed curve \(C \subset \mathbb{R}^2 = \{t = 0\} \subset \mathbb{R}^{1+2}\) and any future-directed timelike field \(V\) along \(C\), there exist a constant \(T_{*} > 0\) and a regular timelike maximal surface \(\mathcal{S}\) containing \(C\) and tangential to \(V\) in the time slab \([0 \leq t < T_{*}]\). Furthermore, the maximal existence time \(T_{*}\) is finite and, for any positive \(l\) which is smaller than the length of the final curve \(\gamma(T_{*}, \cdot)\), there holds
\[
\limsup_{t \to \gamma} \left\{ \frac{1}{j(\Gamma, \mathcal{S})} \int_{r} [||\nabla_{U} a|| + |\nabla_{U} b||] \, d\mathcal{H} \right\} \geq \frac{2}{3}.
\]
where the supremum is taken over all connected sub-arc $\Gamma$ of length $l$ of the curve $\gamma(t, \cdot)$, where $U$ is the unit tangent to $\Gamma$, $\beta_\lambda + a$ and $-\beta_\lambda + b$ are the null vector field along $\Gamma$ which is tangential to $\Gamma$. In particular, the surface $\mathcal{F}$ becomes null somewhere on the final curve.

3. Local picture at a singularity in $\mathbb{R}^{1+2}$

In this section, we study the local picture at a singularity. Let $\alpha : [-1, 1] \to \mathbb{R}^2$ and $\beta : [-1, 1] \to \mathbb{R}^2$ be two smooth maps such that

(a) $\alpha$ defines a continuous curve which is smooth away from $\alpha(0) = 0$,
(b) $\langle \alpha', \beta \rangle = 0$ and $|\alpha'|^2 + |\beta|^2 = 1$ in $[-1, 1]$,
(c) $|\beta(0)| = 1$.

Note that (c) implies
\[ \langle \beta'(0), \beta(0) \rangle = 0 \quad \text{and} \quad \langle \beta''(0), \beta(0) \rangle + |\beta'(0)|^2 = 0. \tag{35} \]
and (b) and (c) imply
\[ \alpha'(0) = 0 \quad \text{and} \quad \langle \alpha''(0), \beta(0) \rangle = 0. \tag{36} \]
In particular, as $\beta(0) \neq 0$,
\[ \alpha''(0) \quad \text{and} \quad \beta'(0) \quad \text{are collinear}. \]

In addition, (b) implies that
\[ |\alpha''(0)|^2 + \langle \beta''(0), \beta(0) \rangle + |\beta'(0)|^2 = 0, \tag{37} \]
\[ \langle \alpha''(0), \beta(0) \rangle + 2\langle \alpha''(0), \beta'(0) \rangle = 0. \tag{38} \]

In view of (16), define
\[ \gamma(t, s) = \frac{1}{2}(\alpha(s + t) + \alpha(s - t)) + \frac{1}{2} \int_{s-t}^{s+t} \beta(\xi) \, d\xi \]
for
\[ (t, s) \in \Omega := \{(t, s) : |t| + |s| \leq 1\}. \]
As shown earlier, $\gamma$ defines a regular timelike maximal surface $\mathcal{F}$ away from points where $\gamma_s(t, s) = 0$. We would like to analyze its local behavior near $\gamma(0, 0)$.

We note that a spacetime dilation of a maximal surface remains a maximal surface. Thus, it would be natural to consider the limit $n \gamma_{\varepsilon}(t, s)$ as $n \to \infty$. (Note that the rescaling of the parametrization variables is to ensure the gauge conditions (12) and (11).) It is easy to see that the limit is the map $t, s \mapsto \beta(0)t$ which parametrizes a null plane in $\mathbb{R}^{1+2}$. This approximation of the original maximal surface is rather crude. In what to follow, we would like to obtain a better description.

We start with an analysis of the zero set of $\gamma_s$. We have
\[ \gamma_s(t, s) = \frac{1}{2}(\alpha(s + t) + \alpha(s - t)) + \frac{1}{2}(\beta(s + t) - \beta(s - t)) = \frac{1}{2}(a(s + t) + b(s - t)) \]
where $a$ and $b$ are defined in (17). Recalling the function $\zeta$ and $\eta$ defined in (20), we have
\[ 4\partial_\xi |\gamma_s|^2(t, s) = \langle a(s + t) + b(s - t), a(s + t) + b(s - t) \rangle = \langle a(s + t), b(s - t) \rangle (\zeta(s + t) - \eta(s - t)) \]
and

\[ 4\partial_1^2|\gamma, s|^2(0, 0) = (\zeta(0) - \eta(0))^2 = 4|\alpha''(0)|^2. \]

### 3.1. Generic singularity propagation

Let us first consider the case \( \alpha''(0) \neq 0 \). Note that this implies in particular that the curve defined by \( \alpha \) has a cusp at the \( \alpha(0) \). In this case, we can find some \( \epsilon > 0 \) such that the solutions to \( \partial_t|\gamma, s|^2(t, s) = 0 \) in \((-\epsilon, \epsilon)^2 \subset \Omega\) is given by some smooth curve \( \Gamma = \{(t, S(t)) : t \in (-\epsilon, \epsilon)\} \). Furthermore, as \( \alpha''(0) \neq 0 \), \( \zeta(S(t) + t) - \eta(S(t) - t) \neq 0 \) in \((-\epsilon, \epsilon)^2\), and so \( (\alpha''(S(t) + t), b(S(t) - t)) = 0 \). Continuity then implies that \( 2\partial_t, \gamma(S(t), t) = a(S(t) + t) + b(S(t) - t) = 0 \). In this case, locally around \( \gamma(0, 0) \), the singularities of \( \gamma \) are given by \( \{(t, \gamma(t, S(t)))\} \), which is null and tangent to \( \partial_t + \beta(0) \). Also, as

\[ 4\partial_1|\gamma, s|^2(0, 0) = \zeta(0)^2 - \eta(0)^2 = 4|\alpha''(0), \beta'(0)|, \]

we also have

\[ S'(0) = -\frac{\langle \alpha''(0), \beta'(0) \rangle}{|\alpha''(0)|^2}. \]

We have thus shown:

**Proposition 3.1.** Let \( \gamma \) be a ‘timelike maximal’ surface defined by a smooth map \( (t, s) \mapsto \gamma(t, s) \) satisfying \( |\gamma, s|^2 = 0 \) and \( |\gamma, s|^2 + |\gamma, s|^2 = 1 \). If \( \gamma(t_0, s_0) \) is a singular point of \( \gamma \) (i.e. \( \gamma, s(t_0, s_0) = 0 \)) and if \( \gamma, s(t_0, s_0) \neq 0 \), then locally around \( \gamma(t_0, s_0) \) singularities of \( \gamma \) are cusps and propagate along the null curve \( t \mapsto (t, \gamma(t, S(t))) \) where \( S \) solves

\[
\begin{align*}
S'(t) &= -\frac{\langle \gamma, s(t), \gamma, s(t) \rangle}{|\gamma, s(t)|^2}, \\
S(t_0) &= s_0.
\end{align*}
\]

Examples of exact solutions with the above behavior are given by

\[ \gamma(t, s) = \frac{1}{2} \left( \frac{1}{\lambda_1} + \frac{1}{\lambda_2} \right) - \frac{\cos \lambda_1(s - t)}{\lambda_1} - \frac{\cos \lambda_2(s + t)}{\lambda_2} - \frac{\sin \lambda_1(s - t)}{\lambda_1} + \frac{\sin \lambda_2(s + t)}{\lambda_2}, \]

and ones obtained by sending \( \lambda_1 \to 0 \) or \( \lambda_2 \to 0 \). The picture of the corresponding \( \gamma \) for \( \lambda_1 = 3 \) and \( \lambda_2 = 1 \) is given in figure 1. In this example, every time slice has two cusp singularities. Those singularities propagate along null helices. As an evolution of curves in \( \mathbb{R}^2 \), it is a rotation: the time slice at time \( t \) is obtained by rotating the initial curve by \( 3t \) radian around some point.

Let us show that the behavior seen above is prominent: infinitesimally around a singularity of the present type, the time slices \( \gamma \) of \( \gamma \) are evolved by a rigid motion, namely either a translation or a rotation. The key idea is that the curve \( t \mapsto \gamma(t, S(t)) \) of zeroes of \( \gamma \), can be approximated up to second order around \( t = 0 \) by its osculating circle.

We note that, up to cubic terms, the Taylor expansion of \( \gamma \) around \( (0, 0) \) is

\[ \gamma(t, s) = \beta(0)t + \frac{1}{6}\alpha''(0)(t^2 + s^2) + \beta'(0)ts + \frac{1}{6}\beta''(0)(t^3 + 3ts^2) + \frac{1}{6}\alpha'''(0)(3t^2s + s^3) + \ldots. \]

Let

\[ e = \beta(0), \ p = \langle \alpha''(0), e \rangle \] and \( q = \langle \beta'(0), e \rangle \).
Using (35)–(38), we have
\[
\gamma(t, s) = te - \frac{1}{2}[(p^2 + q^2)(t^3 + 3ts^2) + 2pq(3t^2s + s^3)]e
+ \frac{1}{2}[p(t^2 + s^2) + 2qts]e^1 + O(|t|^4 + |s|^4)e + O(|t|^3 + |s|^3)e^1.
\]

In particular,
\[
\alpha(s) = -\frac{pq}{3}s^3 e + \frac{p}{2}s^2 e^1 + O(s^4)e + O(s^3)e^1.
\]

The curvature of the curve \( t \mapsto \gamma(t, S(t)) \) at \( t = 0 \) is
\[
k_0 = \left( \alpha''(0) - \frac{\langle \alpha''(0), \beta'(0) \rangle}{\|\alpha''(0)\|^2} \beta'(0), \beta(0) \right) = p - \frac{q^2}{p}.
\]

If \( k_0 \neq 0 \), i.e. \( p \neq \pm q \), then
\[
\gamma(t, s) = \frac{1}{2} \left( -\frac{1}{p - q} \sin[(p - q)(s - t)] + \frac{1}{p + q} \sin[(p + q)(s + t)] \right)e
+ \frac{1}{2} \left( \frac{2p}{p^2 - q^2} - \frac{1}{p - q} \cos[(p - q)(s - t)] - \frac{1}{p + q} \cos[(p + q)(s + t)] \right)e^1
+ O(|t|^4 + |s|^4)e + O(|t|^3 + |s|^3)e^1.
\]

Hence, if we set \( X(t, s) = \gamma(t, s), e^1 \) and \( Y(t, s) = \gamma(t, s), e \), we have
\[
X(t, s) = -\sin k_0 t X \left( 0, s + \frac{q}{p} t \right) + \cos k_0 t Y \left( 0, s + \frac{q}{p} t \right) + O(|t|^3 + |s|^3)e^1,
\]
\[
Y(t, s) = \cos k_0 t X \left( 0, s + \frac{q}{p} t \right) + \sin k_0 t Y \left( 0, s + \frac{q}{p} t \right) + O(|t|^4 + |s|^4)e.
\]

This shows that, infinitesimally, \( \gamma \) ‘is’ the image of a rotation of \( \gamma_0 \) by \( \frac{2 \pi}{p - q} \) radian about \( \frac{p}{p - q} e^1 \)
(which is the center of the osculating circle of the curve of zeroes of \( \gamma \), at \( s = t = 0 \)).

The case where \( k_0 = 0 \) can be obtain by considering the limit \( p \to q \) or \( p \to -q \). For example, when \( p = q \), we have
\[
\gamma(t, s) = te + \frac{1}{3}p^2(s + t)^3e + \frac{1}{2}pq(s + t)^2e^1 + O(|t|^4 + |s|^4)e + O(|t|^3 + |s|^3)e^1,
\]
\[
= te + \alpha(s \pm t) + O(|t|^3 + |s|^4)e + O(|t|^3 + |s|^3)e^1.
\]
This shows that, infinitesimally, the curve $C_i$ ‘is’ a translation of $C_0$. The exact solution approximant is

$$\gamma^*(t, s) = \frac{1}{2} \left( t - s + \frac{1}{2p} \sin 2p(s + t) \right) e + \frac{1}{4p} (1 - \cos 2p(s + t)) e^\perp. $$

### 3.2. Generic singularity formation

Let us consider next the case $\alpha''(0) = 0$. Note that condition (b) together with $\alpha''(0) = 0$ implies that

$$\alpha'''(0) \text{ and } \beta'(0) \text{ are collinear.}$$

To make the situation not too degenerate, we make an empirical ansatz that

$$\beta'(0) \neq 0 \text{ and } \alpha'''(0) \neq 0. \quad (39)$$

As we have said earlier, this is the generic case for singularity formation.

Arguing as in the previous case but considering zero of $\gamma_0 |\gamma_p|^2$ instead, we see that the singularities of $\mathcal{S}$ around $\gamma(0, 0)$ are given by a curve $\Gamma = \{(T(s), s)\}$ where $T$ is smooth and

$$T'(s) = -\frac{\langle \alpha'''(s), \beta'(s) \rangle}{|\beta'(s)|^2}.$$ 

Furthermore, note that

$$T'(0) = 0 \text{ and } T''(0) = -\frac{\langle \alpha'''(0), \beta'(0) \rangle}{|\beta'(0)|^2} \neq 0, \quad (40)$$

which implies that the singularities lie either all in the future or in the past. In addition, by remark 2.6, $\gamma(t_0, s_0)$ is a cusp of order $4/3$ and other singularities are regular cusps. We thus have:

**Proposition 3.2.** Let $\mathcal{S}$ be a ‘timelike maximal’ surface defined by a smooth map $(t, s) \mapsto \gamma(t, s)$ satisfying $\langle \gamma_t, \gamma_s \rangle = 0$ and $|\gamma_t|^2 + |\gamma_s|^2 = 1$. If $\gamma(t_0, s_0)$ is a singular point of $\mathcal{S}$ (i.e. $\gamma_t(t_0, s_0) = 0$) and if $\gamma_{ss}(t_0, s_0) \neq 0$, then locally around $\gamma(t_0, s_0)$ singularities of $\mathcal{S}$ lie along the null curve $s \mapsto (T(s), \gamma(T(s), s))$ where $T$ solves

$$\begin{cases}
T'(s) = \frac{\langle \gamma_{ss}(T(t), s), \gamma_s(T(s), s) \rangle}{|\gamma_s(T(t), s)|^2}, \\
T(s_0) = t_0.
\end{cases}$$

Furthermore, if $\gamma_{ss}(t_0, s_0) = 0$ and $\gamma_{sss}(t_0, s_0) \neq 0$, then those singularities are cusps (except possibly $\gamma(t_0, s_0)$) and the curve $s \mapsto (T(s), \gamma(T(s), s))$ lies either all in the past or in the future (depending on whether $\gamma_{sss}(t_0, s_0)$ is positive or negative, respectively) and splits into two null curves which join together at $(t_0, \gamma(t_0, s_0))$ as a cusp.

An example is given by

$$\alpha(s) = \left( \frac{1}{2} \sin^3 s, \frac{1}{2} - \frac{1}{2} \cos s + \frac{1}{2} \sin^2 s \cos s \right),$$

$$\beta(s) = (-\sqrt{1 - \sin^2 s} \sin s, \sqrt{1 - \sin^2 s} \cos s).$$

The picture of the corresponding $\mathcal{S}$ is given in figure 2.

As we discussed before, the set of singularities looks like a swallowtail. Under a self-similar assumption, this was proved by Eggers and Hoppe [7]. It is natural to ask whether the prototype of generic singularity formation is of self-similar type.
First note that, by (40), for $s$ close to 0, $T(s) \sim s^2$. Thus, to see the local picture of singularities, one should look at the scale $t \sim s^2$. In this scale, the Taylor expansion up to ‘quartic terms’ of $\gamma$ at $(0, 0)$ is

$$\gamma(t, s) = \beta(0)t + \beta'(0)ts + \frac{1}{2}\beta''(0)s^2 + \frac{1}{6}\beta'''(0)s^3 + \frac{1}{24}\alpha''''(0)s^4 + O(|t|^{5/2} + |s|^5).$$

Now let $e = \beta(0), u = (\alpha'''(0), e^\perp)$ and $q = (\beta'(0), e^\perp)$. A simple computation leads to

$$\gamma(t, s) = \left[t - \frac{1}{4}qs^2 - \frac{1}{8}qus^3\right]e + \left[qts + \frac{1}{2}us^3\right]e^\perp + O(|t|^{5/2} + |s|^5)e + O(|t|^2 + |s|^4)e^\perp.$$ 

This shows that, infinitesimally, $\mathcal{C}_t$ is self-similar:

$$\gamma(n^{-2}t, n^{-1}s) = [n^{-2}t + n^{-4}((\gamma(t, s), e) - t)]e + n^{-3}((\gamma(t, s), e^\perp)e^\perp + O(n^{-5})e + O(n^{-4})e^\perp.$$ 

4. Timelike maximal surfaces in other vacuum spacetimes

In this section we give the proof of theorem 1.2. Let $(\mathcal{M}^{1+2}, g)$ be a smooth oriented, time-oriented, globally hyperbolic Lorentzian manifold which satisfies the Einstein vacuum equation with a non-positive cosmological constant $\Lambda \leq 0$:

$$\overline{\text{Ric}}_{a\beta} - 2\Lambda g_{a\beta} = 0.$$ 

Here $\overline{\text{Ric}}$ is the Ricci curvature of $g$.

4.1. Adapted coordinates

Consider in $\mathcal{M}$ a closed spacelike acausal connected embedded curve $\mathcal{C}$ and a timelike connected embedded surface $\mathcal{S}$ which contains $\mathcal{C}$.
Since $\mathcal{M}$ is globally hyperbolic, it admits a time function $t$ such that the constant $t$-slices $\Sigma_t$ are Cauchy surfaces for $\mathcal{M}$. Let $\Phi_t$ denote the flow on $\mathcal{M}$ generated by $\nabla(t \big| \mathcal{F})$. Arguing as in section 2.1, we see that $\Phi_t(\Sigma_t \cap \mathcal{F}) = \Sigma_{t+\epsilon} \cap \mathcal{F}$ and $\Sigma_t \cap \mathcal{F}$ are smooth immersed Cauchy curves for $\mathcal{F}$. Since $\mathcal{F}$ is connected, this also implies that $\Sigma_t \cap \mathcal{F}$ are connected.

We claim that $\mathcal{C}$ is a Cauchy curve for $\mathcal{F}$. Indeed, since $\mathcal{C}$ is causal, each integral curve of $\Phi_t$ intersects $\mathcal{C}$ at most once. From here we see that $\cup \Phi_t(\mathcal{C})$ is a closed sub-manifold of $\mathcal{F}$. Since $\mathcal{F}$ is connected, we thus get $\mathcal{F} = \cup \Phi_t(\mathcal{C})$ and so each integral curve of $\Phi_t$ intersect $\mathcal{C}$ precisely once. We can then modify $\mathcal{F}$ to a new time function $\tilde{t}$ on $\mathcal{F}$ by defining $\tilde{t}(p)$ is the unique number such that $\Phi_{\tilde{t}(p)}(p) \in \mathcal{C}$. Now if $\mathcal{F}$ is any inextendible causal curve in $\mathcal{F}$, then $\tilde{t}|_{\mathcal{F}}$ can attain any value in $\mathbb{R}$, and thus $\tilde{t}$ must intersect $\mathcal{C}$ as well as the chronological future and past of $\mathcal{C}$. The claim is proved.

By the above claim, $\mathcal{F}$ is globally hyperbolic and $\mathcal{F}$ is homeomorphic to $\mathbb{R} \times \mathcal{C}$.

Next, we follow Kulkarni [16] to define a ‘canonical’ parametrization of $\mathcal{F}$ as follows. Assume that $\mathcal{C}$ is parametrized by $\{\gamma(s) : s \in [0, \Xi]\}$ (where $\gamma(0) = \gamma(\Xi)$). Let $\tilde{\mathcal{F}} \approx \mathbb{R} \times \mathbb{R}$ be the universal cover of $\mathcal{F}$. Let $\tilde{\mathcal{C}}$ be the lift of $\mathcal{C}$ and $\tilde{s}$ be the lift of the parameter $s$. For any point $\tilde{p} \in \tilde{\mathcal{F}}$, the null lines passing through $\tilde{p}$ intersect $\tilde{\mathcal{C}}$ at $\tilde{p}_-$ and $\tilde{p}_+$ whose $\tilde{s}$-parameters are $x_-$ and $x_+$ where $x_- \leq x_+$. We then set

$$\tilde{t}(p) = \begin{cases} 0 & \text{if } p \in \tilde{\mathcal{C}}, \\ \frac{1}{2}(x_+ - x_-) & \text{if } p \text{ is in the future of } \tilde{\mathcal{C}}, \\ \frac{1}{2}(x_+ - x_-) & \text{if } p \text{ is in the past of } \tilde{\mathcal{C}}, \end{cases}$$

and

$$\tilde{s}(p) = \frac{1}{2}(x_+ + x_-).$$

Then $(\tilde{t}, \tilde{s})$ defines a global parametrization of $\tilde{\mathcal{F}}$. This descends to a parametrization $(\tau, \xi)$ of $\mathcal{F}$. Note that $\mathcal{C} = \{\tau = 0\}$.

Now, note that both $\partial_\tau + \partial_\xi$ and $\partial_\xi - \partial_\tau$ are null. Hence, the metric $g$ induced by $g$ on $\mathcal{F}$ takes the form

$$g = A(-d\tau^2 + d\xi^2)$$

where $A$ is nowhere zero. Since $\xi = s$ on $\mathcal{C}$, which is spacelike, $A$ is positive. We thus have

$$g = e^{2\mathcal{A}(\tau, \xi)}[-d\tau^2 + d\xi^2].$$

Here and in the rest of the paper, $\xi$ is assumed to take values in $\mathbb{R}$ and all functions are periodic in $\xi$ with a fixed period $\Xi > 0$.

Near $\mathcal{F}$, we can complete $\{\tau, \xi\}$ to a local coordinate system $\{\rho, t, \xi\}$ such that $\mathcal{F}$ is at $\rho = 0$, $\partial_\rho$ is normal to $\mathcal{F}$ and $g(\partial_\rho, \partial_\rho) = 1$. We thus have

$$g = (-e^{2\mathcal{A}(\tau, \xi)} + 2\rho M(\rho, t, \xi) \, dt^2 + 4\rho N(\rho, t, \xi) \, dt \, d\xi + (e^{2\mathcal{A}(\tau, \xi)} + 2\rho P(\rho, t, \xi)) \, d\xi^2 + d\rho^2 + 2\rho Q(\rho, t, \xi) \, dt + S(\rho, t, \xi) \, d\xi).$$

(42)

Here all functions depending on $\rho$ are smooth up to $\rho = 0$.

4.2. The governing equations

We assume henceforth that $\mathcal{F}$ is maximal.

It is easy to see that the second fundamental form of $\mathcal{F}$ is

$$h = -M(\tau, \xi) \, dt^2 + 2N(\tau, \xi) \, dt \, d\xi + P(\tau, \xi) \, d\xi^2.$$  (43)

where, by a standard abuse of notations,

$$M(\tau, \xi) = M(0, \tau, \xi), N(\tau, \xi) = N(0, \tau, \xi) \text{ and } P(\tau, \xi) = P(0, \tau, \xi).$$
Since $\mathcal{F}$ is maximal, we thus have
\[ H = \text{tr}_g h = e^{-2\alpha}M + e^{-2\alpha}P = 0 \quad \text{along } \mathcal{F}. \] (44)

We next derive the constraint equations on $\mathcal{F}$. Let $\bar{\nabla}$ and $\nabla$ denote the Levi-Civita connection of $g$ and $\bar{g}$, respectively, $\Gamma$ and $\bar{R}$ denote the Christoffel symbols and the curvature tensor of $\bar{g}$ on $\mathcal{M}$,

\[ \bar{R}(X, Y, Z, W) = g((\bar{\nabla}_X \bar{\nabla}_Y - \bar{\nabla}_Y \bar{\nabla}_X)Z, W). \]

By the Codazzi equation and the Einstein vacuum equation (41),

\[ 0 = \text{Ric}(\partial_\tau, \partial_\rho) = -e^{2\alpha}\bar{R}(\partial_\tau, \partial_\xi, \partial_\rho, \partial_\tau) = -e^{-2\alpha}[\nabla_\tau h(\partial_\tau, \partial_\xi) - \nabla_\xi h(\partial_\tau, \partial_\tau)], \]

\[ 0 = \text{Ric}(\partial_\tau, \partial_\rho) = e^{-2\alpha}\bar{R}(\partial_\tau, \partial_\tau, \partial_\rho, \partial_\xi) = e^{-2\alpha}[\nabla_\tau h(\partial_\tau, \partial_\xi) - \nabla_\xi h(\partial_\tau, \partial_\tau)]. \]

Rewriting using (44), we get

\[ 0 = \nabla_\tau h(\partial_\tau, \partial_\tau) - \nabla_\tau h(\partial_\xi, \partial_\xi) = \partial_\tau N + \partial_\xi M + h_{\tau\tau}(\bar{\Gamma}_{\tau\xi} - \bar{\Gamma}_{\xi\tau}) - h_{\xi\xi}(\bar{\Gamma}_{\xi\tau} - \bar{\Gamma}_{\tau\xi}) \]

\[ = \partial_\tau N + \partial_\xi M - M\bar{\Gamma}_{\tau\xi} + N(\bar{\Gamma}_{\xi\tau} - \bar{\Gamma}_{\tau\xi}) - P\bar{\Gamma}_{\xi\tau}, \]

\[ = \partial_\tau N + \partial_\xi M, \] (45)

\[ 0 = \nabla_\tau h(\partial_\tau, \partial_\xi) - \nabla_\tau h(\partial_\xi, \partial_\tau) = \partial_\xi N - \partial_\tau P + h_{\tau\xi}(\bar{\Gamma}_{\tau\xi} + \bar{\Gamma}_{\xi\tau}) + h_{\xi\xi}(\bar{\Gamma}_{\xi\tau} - \bar{\Gamma}_{\tau\xi}) \]

\[ = \partial_\xi N - \partial_\tau P + M\bar{\Gamma}_{\xi\tau} + N(\bar{\Gamma}_{\xi\tau} - \bar{\Gamma}_{\tau\xi}) + P\bar{\Gamma}_{\xi\tau} \]

\[ = \partial_\xi N - \partial_\tau P. \] (46)

Next, by the Gauss equation and the Einstein vacuum equation (41),

\[ 2\Lambda = -e^{-2\alpha}\text{Ric}(\partial_\tau, \partial_\xi) + e^{-2\alpha}\text{Ric}(\partial_\xi, \partial_\xi) - \text{Ric}(\partial_\xi, \partial_\xi) \]

\[ = -2e^{-2\alpha}\bar{R}(\partial_\tau, \partial_\xi, \partial_\xi, \partial_\xi) \]

\[ = 2K + 2e^{-4\alpha}[h_{\xi\xi}h_{\tau\tau} - h_{\xi\tau}^2], \]

\[ = 2K - 2e^{-4\alpha}(MP + N^2). \]

Here $K$ is the Gaussian curvature of $\mathcal{F}$,

\[ K = -e^{-2\alpha}[-\partial_\tau u + \partial_\xi u]. \]

We thus have, by (44),

\[ -\partial_\tau u + \partial_\xi u = -\Lambda e^{2\alpha} + e^{-2\alpha}(M^2 - N^2). \] (47)

To summarize, we have derived the following equations, which hold on $\mathcal{F}$,

\[ M + P = 0, \]

\[ \partial_\tau N + \partial_\xi M = 0, \]

\[ \partial_\xi N + \partial_\tau M = 0, \]

\[ -\partial_\tau u + \partial_\xi u = -\Lambda e^{2\alpha} + e^{-2\alpha}(M^2 - N^2). \]
4.3. A blow-up result

We now give the proof of theorem 1.2. First, note that
\[ U = e^{-u} \partial_{\xi}, \quad V = e^{-u} \partial_{\tau} \text{ and } v = \pm \partial_{\rho}. \]
By hypothesis,
\[ 0 < g(\nabla e^{-u} \partial_{\xi}, v)^2 - g(\nabla e^{-u} \partial_{\tau}, v)^2 = e^{-4u} (P^2 - N^2) \text{ along } C. \]
Thus, (44) implies that
\[ M^2 - N^2 > 0 \text{ on } C. \]
In particular, both \( M - N \) and \( M + N \) do not change sign on \( C \). On the other hand, by (45), (46) and (44),
\[ \partial_{\tau} (M + N) + \partial_{\xi} (M + N) = -\partial_{\tau} (M - N) + \partial_{\xi} (M - N) = 0, \]
which implies that
\[ M(\tau, \xi) + N(\tau, \xi) = M(0, \xi - \tau) + N(0, \xi - \tau) \text{ and } M(\tau, \xi) - N(\tau, \xi) = M(0, \xi + \tau) + N(0, \xi + \tau). \]
We conclude from the above discussion that both \( M + N \) and \( M - N \) do not change sign along \( S \) and are periodic in \( \tau \). Therefore, as \( M^2 - N^2 > 0 \) on \( C \), there exists some positive constant \( a \) such that
\[ M^2 - N^2 > a > 0 \text{ along } S. \]
Recalling (47), we arrive at
\[ -u_{,\tau \tau} + u_{,\xi \xi} \geq a e^{-2w}. \quad (48) \]

We now follow a standard ODE technique to show that \( u \) blows up in finite time (in either the future or the past or both). Let
\[ w(\tau) = \frac{1}{\Xi} \int_{0}^{\Xi} u(\tau, s) \, ds. \]
(Recall that \( \Xi \) is the period in the \( s \)-direction.) Reversing time orientation if necessary, we can assume that \( w(0) \leq 0 \).

We have
\[ w'' = \frac{1}{\Xi} \int_{0}^{\Xi} u_{,\tau \tau} \, d\xi = \frac{1}{\Xi} \int_{0}^{\Xi} (u_{,\tau \tau} - u_{,\xi \xi}) \, d\xi \leq -\frac{a}{\Xi} \int_{0}^{\Xi} e^{-2u} \leq -a e^{-2w}. \]
This implies that \( w' \) is a strictly decreasing function. As \( w'(0) \leq 0 \), we thus have that \( w'(\tau) < 0 \) for all \( \tau > 0 \). We hence get
\[ \frac{d}{d\tau} (w')^2 \geq a \frac{d}{d\tau} e^{-2w}. \]
In other words, \( (w')^2 - a e^{-2w} \) is increasing. In particular,
\[ (w'(\tau))^2 \geq a e^{-2w(\tau)} - c_1 \text{ for all } \tau \geq 0 \text{ and some constant } c_1 > 0. \]

Using the differential inequality \( w'' \leq a e^{-2w} \) and that \( w' \) is strictly decreasing, we can find \( \tau_0 > 0 \) and \( \delta > 0 \) such that \( w'(\tau) < -\delta \) for all \( \tau > \tau_0 \). This implies that for \( \tau_1 > 0 \) sufficiently large,
\[ a e^{-2w(\tau)} > c_1 \text{ for } \tau \geq \tau_1. \]
As \( w' < 0 \), the last two displayed inequalities give
\[ w'(\tau) \leq -\sqrt{a e^{-w(\tau)}} + c_2 < 0 \text{ for all } \tau \geq \tau_1 \text{ and some constant } c_2 > 0. \]
This implies that $\ln \frac{e^{-w}}{\sqrt{a} e^{-w} - c^2}$ is differentiable for $\tau \geq \tau_1$ and

$$\frac{d}{d\tau} \left( \ln \frac{e^{-w}}{\sqrt{a} e^{-w} - c^2} \right) \leq -c^2$$

for all $\tau \geq \tau_1$.

Therefore, with $c_3 = \ln \frac{e^{-\sqrt{a}(\tau_1)}}{\sqrt{a} e^{-\sqrt{a}(\tau_1)} - c^2}$, there holds

$$\ln \frac{e^{-w}}{\sqrt{a} e^{-w} - c^2} \leq c_3 - c^2 \tau$$

for $\tau \geq \tau_1$.

As the left-hand side is bounded from below by $-\frac{1}{2} \ln a$, this results in a contradiction for large $\tau$. □
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**Appendix. Regular timelike cylindrical maximal surfaces in $\mathbb{R}^{1+3}$**

In this appendix, we construct a regular timelike cylindrical maximal surface in $\mathbb{R}^{1+3}$. The arguments in sections 2.1 and 2.2 remain valid in this context. Therefore, it suffices to point out a map

$$\gamma : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^3$$

$$(t, s) \mapsto \gamma(t, s)$$

which is periodic in the $s$-factor such that

$$\begin{align*}
\square \gamma &= -\gamma_{tt} + \gamma_{ss} = 0, \\
\gamma_t(0, s) &= 0, \\
|\gamma_s(0, s)| &= 1, \\
|\gamma_s(t, s)| &= 0.
\end{align*}$$

(A.1)

As before, let $\alpha(s) = \gamma(0, s)$. The third equation in (A.1) says that $\alpha$ is parametrized by arclength. The fourth equation in (A.1) guarantees that the map $(t, s) \mapsto (t, \gamma(t, s))$ is a regular immersion of $\mathbb{R} \times \mathbb{S}^1$ into $\mathbb{R}^{1+3}$.

Given $\alpha$ which defines a parametrization by arclength of a closed curve in $\mathbb{R}^3$, the first two equations in (A.1) are solved by

$$\gamma(t, s) = \frac{1}{2} \left[ \alpha(s + t) + \alpha(s - t) \right].$$

Thus the last equation in (A.1) is equivalent to

$$\alpha_{s}(s_1) + \alpha_{s}(s_2) \neq 0 \text{ for all } s_1, s_2.$$  

(A.2)

To finish the proof, we need to point out a curve $\alpha$ in $\mathbb{R}^3$ which satisfies (A.2).

Let $P_1, P_2, P_3, P_4$ be four points in $\mathbb{R}^3$ which do not belong to the same plane (but otherwise arbitrary). The curve $\alpha$ will be a smoothing of the piecewise linear curve $P_1P_2P_3P_4P_1$. The smoothing will be such that

(LP) The arc $C_i$ connecting $P_iP_{i+1}$ to $P_{i+1}P_{i+2}$ lies entirely in the plane $P_iP_{i+1}P_{i+2}$ for $i = 1, 2, 3, 4$. (Here we use the convention that $P_5 = P_1$ and $P_6 = P_2$.)

(AC) With respect to the plane $P_iP_{i+1}P_{i+2}$, the unit tangent to $C_i$ can be written as $e^{i\psi}$ where $\psi$ is a strictly monotone function whose image is contained in some interval $(a_i, a_i + \pi)$.

Evidently such curve $\alpha$ exists. A sketch of it follows.
Figure A1. An example of an initial curve which produces regular maximal surface.

Note that (A.2) is equivalent to the statement that $U(p) + U(q) \neq 0$ for any $p, q \in \alpha$ where $U$ is the unit tangent map of $\alpha$. Arguing by contradiction, assume that there is some $p$ and $q$ such that $U(p) + U(q) = 0$. If $p$ belongs to one of the straight segment connecting the $P_i$s, say $P_1P_2$, then $U(p)$ is the same as $U(p')$ where $p'$ is the initial point of the junction arc $C_1$ connecting $P_1P_2$ to $P_2P_3$. We can thus assume without loss of generality that $p$ belongs to the arc $C_1$. It follows that $U(q)$ belongs to the plane $P_1P_2P_3$. By condition $(LP)$, it follows that $q$ must be either in segment $P_1P_2$, $P_2P_3$ or the arc $C_1$. As above, we can assume that $q$ belongs to the arc $C_1$. We thus have two points $p$ and $q$ on $C_1$ such that $U(p) + U(q) = 0$, but this contradicts condition $(AC)$.

The argument above shows that $\alpha$ satisfies (A.2). Hence, the timelike maximal surface containing $\alpha$ and perpendicular to the time slice $\mathbb{R}^3$ containing $\alpha$ is a smooth (immersed) maximal surface in $\mathbb{R}^{1+3}$.
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