HIGH PRECISION NUMERICAL COMPUTATION OF PRINCIPAL POINTS FOR UNIVARIATE DISTRIBUTIONS
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Abstract. Principal points were first introduced by Flury: for a positive integer n, n principal points of a random variable are the n points that minimize the mean squared distance between the random variable and the nearest of the n points. In this paper, we determine the n principal points and the corresponding values of mean squared distance for different values of n for some univariate absolutely continuous distributions.

1. Introduction

Quantization is a process of approximation with broad applications in signal processing and data compression (see [DFG,GG,GKL,GN,Z1]). For a rigorous mathematical treatment of the quantization theory one can see Graf-Luschgy’s book (see [GL1]). Quantization for probability distributions concerns the best approximation of a probability measure P defined on a metric space by a measure supported on a finite number of points, or in other words, the best approximation of a d-dimensional random vector X with distribution P by a random vector Y with at most n-values in its image. Let \( \mathbb{R}^d \) denote the d-dimensional Euclidean space equipped with the Euclidean norm \( \| \cdot \| \), and let P be a Borel probability measure on \( \mathbb{R}^d \). Let \( 0 < r < +\infty \). Then, the nth quantization error for P of order r is defined by

\[
V_{n,r} := V_{n,r}(P) = \inf \left\{ \int \min_{a \in \alpha} \| x - a \|^r dP(x) : \alpha \subset \mathbb{R}^d, \text{card}(\alpha) \leq n \right\},
\]

where the infimum is taken over all subsets \( \alpha \) of \( \mathbb{R}^d \) with \( \text{card}(\alpha) \leq n \). We assume that the probability distribution P has finite second moment, i.e., \( \int \| x \|^2 dP(x) < \infty \). Then, there is some set \( \alpha \) for which the infimum is achieved (see [GL1]). A set \( \alpha \) for which the infimum is achieved, i.e., \( V_{n,r} = \int \min_{a \in \alpha} \| x - a \|^r dP(x) \), is called an optimal set of n-means, or optimal set of n-quantizers (of order r). Elements of an optimal set of n-means are referred to as optimal centers, or optimal quantizers. The collection of all optimal sets of n-means for a probability measure P is denoted by \( \mathcal{C}_n := \mathcal{C}_n(P) \).

We assume that P is continuous. Then, an optimal set of n-means always has exactly n elements (see [GL1]). Throughout the paper, we will keep \( r = 2 \), and will denote the nth quantization error of order 2 by \( V_n := V_{n,2}(P) \). If P is continuous with finite second moment, and \( r = 2 \), then the elements in an optimal set of n-means are also referred to as principal points. In other words, principal points are defined as the set of n points that minimizes the expected value of the squared distance between
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the random variable $X$ with distribution $P$ and the nearest of the points in the set (see [F1]).

Since the introduction of principal points by Flury (see [F1]), there have been almost three decades of research on principal points. Flury considered $k$ principal points for a $p$-variate random vector, principal points for univariate symmetric distributions, univariate and bivariate normal distributions, multivariate elliptical distributions in the very first paper (see [F1]). In his 1993 paper (see [F2]), Flury redefined principal points in terms of self-consistent points (which we define below) and also described four methods of estimation of principal points which include maximum likelihood estimation, k-means algorithm etc. This study was carried forward by a number of papers in the 90s (see [TF, TLF, T1–T6, Z2, Z3]) which dealt with principal points of strongly unimodal distributions, strongly symmetric multivariate distributions, uniqueness of $k$ principal points for univariate normal distributions, principal points and self-consistent points of $p$-variate elliptical distributions, method of determining principal points for univariate continuous distributions, uniqueness and symmetry of self-consistent points for univariate continuous distributions etc. Tarpey, Li, Zoppè and Flury himself were the main contributors. Then, in the new century, there have been more attempts of estimating principal points of which the first one that looks interesting is by Stamfer and Stanlober (see [SS]). Tarpey remained active even in this century as he collaborated with Matsuura and Kurata (see [MKT]). Matsuura and Kurata have several results on principal points for mixture distributions (see [MK1, MK2, MK4]) and they also introduced $m$-dimensional $n$ principal points (see [MK3]). In fact, principal points of univariate and multivariate location mixtures were first studied by Yamamoto and Shinozaki (see [YS1, YS2]) and extended by Kurata (see [K2]). In the recent years, Yamashita and Suzuki (see [YS3, YS4]) have been very active on principal points related to binary distributions and they have also collaborated with Matsuura in this regard (see [YMS1, YMS2]).

Our goal in this paper is very simple. We aim to calculate $n$ principal points for univariate continuous distributions by a high precision algorithmic approach. To this end, we make some definition and notations. If $\alpha$ is a set of $n$ principal points, then we call it an $n$-principal set. Thus,

$$V_n := V_n(P) = E\left(\min_{a \in \alpha} \|X - a\|^2\right) = \int \min_{a \in \alpha} \|x - a\|^2 dP(x),$$

where, by $E(X)$, it is meant the expected value of the random variable $X$. For a finite set $\alpha$, the error $\int \min_{a \in \alpha} \|x - a\|^2 dP(x)$ is often referred to as the cost or distortion error or $n$-th mean squared distance for $\alpha$, and is denoted by $V(P; \alpha)$. Thus, if $\alpha$ is a set of $n$ principal points, then $V_n := V_n(P) = V(P; \alpha)$. For a finite subset $\alpha$ of $\mathbb{R}^d$, the Voronoi region generated by an element $a \in \alpha$ is the set of all elements in $\mathbb{R}^d$ that have $a$ as their nearest point in $\alpha$, and is denoted by $M(a|\alpha)$, i.e.,

$$M(a|\alpha) = \{x \in \mathbb{R}^d : \|x - a\| = \min_{b \in \alpha} \|x - b\| \}.$$

If $P$ is a continuous probability measure, then the set of all boundary points of the Voronoi regions has probability measure zero, i.e., $P(\partial M(a|\alpha)) = 0$ for all $a \in \alpha$. The set $\alpha$ with respect to the probability distribution $P$ is called self-consistent if for each $a \in \alpha$,

$$a = E(X : X \in M(a|\alpha)).$$
i.e., if each \( a \in \alpha \) equals the conditional expectation of the random variable \( X \) given that \( X \) is closest to \( a \). Flury showed that principal points are self-consistent (see [F2]), but that the converse is not always true (for example, see [DR, R2]). For a given value of \( n \), a distribution can have several different sets of \( n \) self-consistent points, for example, for an absolutely continuous probability measure see [T4], and for a singular continuous probability measure see [R1]. It is also possible to have more than one set of \( n \) principal points, for example, for an absolutely continuous probability measure see [DR, R2], and for a singular continuous probability measure see [GL2]. Notice that for a given \( n \in \mathbb{N} \), if several sets of \( n \) self-consistent points exist, the self-consistent set(s) with smallest distortion error(s) will give the optimal set(s) of \( n \)-means. Finding an optimal set of \( n \)-means for a univariate distribution is often a straightforward numerical problem if there exists a unique set of \( n \) self-consistent points. The problem of finding an optimal set of \( n \)-means for a multivariate distribution is considerably much more difficult as the paper [DR] illustrates. Optimal sets of \( n \)-means and the \( n \)th quantization errors for \( n = 1, 2, \ldots, 5 \) for standard normal distribution were first calculated by Flury (see [F1, Table 1]). For \( n = 1, 2, \ldots, 8 \), they were calculated by Graf-Luschgy (see [GL1, Table 5.1]). Later, for \( n = 1, 2, \ldots, 10 \), they were calculated by Matsuura et al. (see [MKT, Table 1]). Optimal sets of \( n \)-means and the \( n \)th quantization errors for standard exponential distribution for \( n = 1, 2, \ldots, 6 \), were calculated by Zoppè (see [Z2, Table 4.2]), and for \( n = 1, 2, \ldots, 8 \), they were calculated by Graf-Luschgy (see [GL1, Table 5.4]).

In this paper, we present a high precision algorithm for calculating \( n \) principal points and the \( n \)th quantization errors. We do this by applying Newton’s algorithm to nonlinear equations and using adaptive quadrature routines built in to Matlab [ML] whenever a probability distribution function does not allow for explicit integration. Furthermore, we formulate the linearization of the principal point nonlinear equation, which is solved at each iteration of Newton’s algorithm.

2. PRELIMINARIES

Throughout the paper we will assume that \( P \) is a continuous Borel probability measure with univariate density function \( f \). A probability measure \( P \) with density function \( f \) is called symmetric about 0 if \( f(−x) = f(x) \), i.e., if the pdf is an even function. On the other hand, a nonempty subset \( \alpha \) of \( \mathbb{R} \) is called symmetric if \( \alpha = −\alpha \). A non-negative function \( f : \mathbb{R}^d \to \mathbb{R}^+ \) is logarithmically concave, or logconcave for short, if its domain is a convex set, and if it satisfies \( \log f(θx + (1−θ)y) ≥ θ \log f(x) + (1−θ) \log f(y) \) for all \( x, y \in \text{dom} f \) and \( 0 < θ < 1 \). Thus, we see that uniform distribution, normal distribution, double exponential distribution, and exponential distribution, in fact all the distributions considered in this paper, are all logconcave functions. The probability measure \( P \) is called strongly unimodal if \( P = f \lambda \), where \( \lambda \) is the Lebesgue measure, such that \( I := \{ h > 0 \} \) is an open (possibly unbounded) interval and \( \log f \) is concave on \( I \).

The following theorem is known.

**Theorem 2.1.** (see [GL1, Theorem 5.1]) Suppose that \( P \) is strongly unimodal. Then, for every \( n \in \mathbb{N} \), the \( n \)-principal set for \( P \) is unique.
In the following note we give a method of obtaining an $n$-principal set for a univariate absolutely continuous probability measure with density function $f(x)$.

**Note 2.2.** Suppose that $\mathcal{D}$ is the domain of the probability density function $f(x)$, with limiting values

$$c := \inf(\mathcal{D}), \quad d := \sup(\mathcal{D}),$$

and let $\alpha_n := \{a_1, a_2, \ldots, a_n\}$ be an $n$-principal set for $P$ with probability density function $f(x)$ such that $-\infty < a_1 < a_2 < \cdots < a_n < \infty$. Write

$$M(a_i|\alpha_n) := \begin{cases} (c, \frac{a_1+a_2}{2}) & \text{if } i = 1, \\ \left[\frac{a_{i-1}+a_i}{2}, \frac{a_i+a_{i+1}}{2}\right] & \text{if } 2 \leq i \leq n-1, \\ \left[\frac{a_n-1+a_n}{2}, d\right] & \text{if } i = n, \end{cases}$$

where $M(a_i|\alpha_n)$ represent the Voronoi regions of $a_i$ for all $1 \leq i \leq n$ with respect to the set $\alpha_n$. Since the principal points are the expected values of their own Voronoi regions, we have

$$a_i = E(X : X \in M(a_i|\alpha_n))$$

for all $1 \leq i \leq n$. Solving the $n$ equations we can obtain the $n$-principal sets for $P$. Once, an $n$-principal set is known, the corresponding $n$th mean squared distance can easily be determined.

The following lemma will be convenient.

**Lemma 2.3.** Let $\{a_1 < a_2 < \cdots < a_n\}$ be an $n$-principal set for a continuous univariate probability distribution with density function $f(x)$, and $V_n(f(x))$ be the corresponding $n$-the mean squared distance. Let $\mu$ and $\sigma$ be two arbitrary constants. Set $b_i := \mu + a_i \sigma$ for $1 \leq i \leq n$. Then, $\{b_1 < b_2 < \cdots < b_n\}$ is an $n$-principal set for the univariate continuous probability measure with density function $f(\frac{x-\mu}{\sigma})$, and the corresponding mean squared distance is $V_n(f(\frac{x-\mu}{\sigma}))$ given by

$$V_n(f(\frac{x-\mu}{\sigma})) = \sigma^2 V_n(f(x))$$

**Proof.** Let $\{a_1 < a_2 < \cdots < a_n\}$ be an optimal set of $n$-means for the univariate continuous probability measure with density function $f(x)$. Write $a_0 = c$ and $a_{n+1} = d$. Let $b_i = \mu + a_i \sigma$ for $0 \leq i \leq (n+1)$. Then, for $1 \leq i \leq n$, by Note 2.2 we have

$$a_i = \frac{\int_{\frac{a_{i-1}+a_i}{2}}^{\frac{a_i+a_{i+1}}{2}} xf(x)dx}{\int_{\frac{a_{i-1}+a_i}{2}}^{\frac{a_i+a_{i+1}}{2}} f(x)dx} = \frac{\int_{\frac{b_{i-1}+b_i}{2}}^{\frac{b_i+b_{i+1}}{2}} (\frac{x-\mu}{\sigma})f(\frac{x-\mu}{\sigma})dx}{\int_{\frac{b_{i-1}+b_i}{2}}^{\frac{b_i+b_{i+1}}{2}} f(\frac{x-\mu}{\sigma})dx}$$

implying $b_i = \frac{\int_{\frac{b_{i-1}+b_i}{2}}^{\frac{b_i+b_{i+1}}{2}} xf(\frac{x-\mu}{\sigma})dx}{\int_{\frac{b_{i-1}+b_i}{2}}^{\frac{b_i+b_{i+1}}{2}} f(\frac{x-\mu}{\sigma})dx}$

i.e., $b_i = E(X : X \in M(b_i|\{b_1, b_2, \cdots, b_n\}))$, where $X$ is a random variable with probability density function $f(\frac{x-\mu}{\sigma})$. Thus, we see that $\{b_1 < b_2 < \cdots < b_n\}$ forms an optimal set of $n$-means for the univariate continuous probability measure with density function $f(\frac{x-\mu}{\sigma})$. Moreover, by the definition of $n$th quantization error, we have

$$V_n(f(x)) = \sum_{i=1}^{n} \int_{\frac{a_{i-1}+a_i}{2}}^{\frac{a_i+a_{i+1}}{2}} (x - a_i)^2 f(x)dx = \frac{1}{\sigma^2} \sum_{i=1}^{n} \int_{\frac{b_{i-1}+b_i}{2}}^{\frac{b_i+b_{i+1}}{2}} (x - b_i)^2 f(\frac{x-\mu}{\sigma})dx,$$

yielding $V_n(f(\frac{x-\mu}{\sigma})) = \sigma^2 V_n(f(x))$, which is the proposition. \qed
Remark 2.4. By Lemma 2.3 it is clear that for any positive integer \( n \), to determine an \( n \)-principal set for any normal distribution or any exponential distribution, it is enough to determine an \( n \)-principal set for the standard normal distribution with density function \( f(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \) for \(-\infty < x < \infty\), or standard exponential distribution with density function \( f(x) = e^{-x} \) for \( x \geq 0 \).

Lemma 2.5. For a strongly unimodal continuous univariate symmetric (about 0) distribution an \( n \)-principal set is symmetric (about 0).

Proof. Let \( P \) be a strongly unimodal continuous univariate symmetric distribution about 0. Let \( \alpha := \{a_1 < a_2 < \cdots < a_n\} \) be an \( n \)-principal set for \( P \) with the \( n \)th mean squared distance \( V_n(P) \), i.e., \( V_n(P) = V(P; \alpha) \). Since the principal points are the expected values of their own Voronoi regions, we have \( a_0 < a_1 < a_2 < \cdots < a_n < a_{n+1} \), where \( a_0 = -\infty \) and \( a_{n+1} = \infty \). Again, \( P \) is symmetric, and so for any \( s, t \in \mathbb{R} \cup \{-\infty, \infty\} \) and \( a \in \mathbb{R} \), we have

\[
\int_{-s}^{-t} (x + a)^2 dP = \int_{-s}^{-t} (x - a)^2 dP.
\]

Hence, by the definition of mean squared distance,

\[
V(P; \alpha) = \sum_{i=1}^{n} \int_{\frac{-a_{i}+a_{i+1}}{2}}^{\frac{a_{i}+a_{i+1}}{2}} (x - a_i)^2 dP = \sum_{i=1}^{n} \int_{\frac{-a_{i}+a_{i+1}}{2}}^{\frac{a_{i}+a_{i+1}}{2}} (x + a_i)^2 dP
\]

\[
\geq V(P; -\alpha) = \sum_{i=1}^{n} \int_{\frac{-a_{i}+a_{i+1}}{2}}^{\frac{a_{i}+a_{i+1}}{2}} (x + a_i)^2 dP = \sum_{i=1}^{n} \int_{\frac{-a_{i}+a_{i+1}}{2}}^{\frac{a_{i}+a_{i+1}}{2}} (x - a_i)^2 dP \geq V(P; \alpha),
\]

and thus, \( V_n(P) = V(P; \alpha) = V(P; -\alpha) \), which yields the fact that \(-\alpha\) is an \( n \)-principal set for \( P \) whenever \( \alpha \) is an \( n \)-principal set for \( P \). Since \( P \) is strongly unimodal, by Theorem 2.1 the \( n \)-principal set is unique, and so \( \alpha = -\alpha \), i.e., an \( n \)-principal set is symmetric. \( \Box \)

We now give the following lemma (also see \[GL1\] Remark 5.3)).

Lemma 2.6. Let \( P \) be a continuous univariate symmetric distribution. Let \( Q := P([-|0, \infty)) \), the one tailed version of \( P \). Let \( n = 2k \) for some positive integer \( k \). Then, \( V_n(P) = V_k(Q) \), in other words, \( \alpha \cup (-\alpha) \in \mathcal{C}_n(P) \) if and only if \( \alpha \in \mathcal{C}_k(Q) \).

Proof. Let \( n = 2k \) for some \( k \in \mathbb{N} \). Let \( \alpha := \{a_1 < a_2 < \cdots < a_k\} \in \mathcal{C}_k(Q) \). Since the principal points are the expected values of their own Voronoi regions, we have \( 0 < a_1 < a_2 \cdots < a_k < \infty \). Again, \( P \) is symmetric, and so for any \( s, t \in \mathbb{R} \cup \{-\infty, \infty\} \) and \( a \in \mathbb{R} \), we have

\[
\int_{-s}^{-t} (x + a)^2 dP = \int_{-s}^{-t} (x - a)^2 dP.
\]

Hence, by the definition of \( n \)-th mean squared distance,

\[
V_n(P) \leq \int_{-\infty}^{\infty} \min_{a \in \alpha \cup (-\alpha)} (x - a)^2 dP = 2 \int_{0}^{\infty} \min_{a \in \alpha} (x - a)^2 dP = \frac{1}{P([0, \infty))} \int_{0}^{\infty} \min_{a \in \alpha} (x - a)^2 dP
\]
implying \( V_n(P) \leq V_k(Q) \). Conversely, let \( \beta \in C_n(P) \) be symmetric. Write \( \alpha := \beta \cap [0, \infty) \). Then, \( \text{card}(\alpha) = k \). Thus,

\[
V_n(P) = \int \min(x - b)^2 dP = 2 \int \min(x - 2)^2 dP = \int \min(x - a)^2 dQ \geq V_k(Q).
\]

Thus, we see that \( V_n(P) = V_k(Q) \), in other words, \( \alpha \cup (-\alpha) \in C_n(P) \) if and only if \( \alpha \in C_n(Q) \), which is the lemma.

By Lemma \( 2.5 \) and Lemma \( 2.6 \), the following proposition follows.

**Proposition 2.7.** Let \( P \) be a strongly unimodal continuous univariate symmetric distribution. Let \( \{a_1 < a_2 < \cdots < a_n\} \) be an \( n \)-principal set for \( P \). Then, if \( n = 2k \), we have \( a_1 = -a_{2k}, a_2 = -a_{2k-1}, a_3 = -a_{2k-2}, \cdots, a_k = -a_{k+1} \). If \( n = 2k + 1 \), we have \( a_1 = -a_{2k+1}, a_2 = -a_{2k}, a_3 = -a_{2k-1}, \cdots, a_k = -a_{k+2}, \) and \( a_{k+1} = 0 \).

### 3. Numerical Methods

In all the problems we consider here, the domain, \( D \subset \mathbb{R} \), of the probability density function is either \([0, 1], [0, \infty)\), or \((-\infty, \infty)\), though the methodology described in this section does not require such standard intervals. For the sake of clarity, we denote the endpoints of the regions \( M(a_j|\alpha_n) \) as

\[
m_j := \begin{cases} 
  c & \text{if } j = 0, \\
  \frac{a_j + a_{j+1}}{2} & \text{if } 1 \leq j \leq n-1, \\
  d & \text{if } j = n,
\end{cases}
\]

which depend continuously on the array \( \alpha_n \). We seek to solve, numerically, the set of \( n \), nonlinear equations.

\[
(2) \quad a_j = E(X : X \in M(a_j|\alpha_n)) := \frac{e(M(a_j|\alpha_n))}{P(M(a_j|\alpha_n))} \quad \text{for } j = 1, 2, \ldots, n,
\]

where the unconditional expected value function \( e(M(a_j|\alpha_n)) \), and probability function \( P(M(a_j|\alpha_n)) \) are defined by

\[
e(M(a_j|\alpha_n)) := \int_{m_j-1}^{m_j} xf(x) \, dx, \quad \text{and}
\]

\[
P(M(a_j|\alpha_n)) := \int_{m_j-1}^{m_j} f(x) \, dx.
\]

Solving the nonlinear system in \( 2 \) is equivalent to finding the root of the function \( g : \mathbb{R}^n \to \mathbb{R}^n \) whose \( j^{th} \) entry is defined as the difference:

\[
(3) \quad g_j(\alpha) := a_j \int_{m_{j-1}}^{m_j} f(x) \, dx - \int_{m_{j-1}}^{m_j} xf(x) \, dx \quad \text{for } j = 1, 2, \ldots, n.
\]

The entries of the solution vector \( \alpha_n \in \mathbb{R}^n \) are \( n \) principal points. Thus, we can apply Newton’s algorithm for computing roots of nonlinear systems (for example, see [K1] for a thorough guide to Newton’s method) to obtain high precision numerical solutions to the optimal sets. Given an initial vector \( \alpha_0 \in \mathbb{R}^n \), the Newton iteration for finding the root to \( g(\alpha) \) takes the form

\[
(4) \quad \alpha_{new} = \alpha_{old} + J(\alpha_{old})^{-1} g(\alpha_{old}),
\]
where \( J : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n} \) is the Jacobian matrix, whose entries are defined as \( J_{j,k} := \frac{\partial g_j}{\partial a_k} \). The iteration is continued until the residual \( \|g(\alpha_{new})\| \) is sufficiently small. Note that the function \( g_j(\alpha) \), for \( j = 1, 2, \ldots, n \) depends only on \( a_{j-1}, a_j, a_{j+1} \), indicating that the matrix \( J(\alpha) \) is always tridiagonal. Let \( \ell_j \) describe the distance between consecutive points:

\[
\ell_j := a_{j+1} - a_j \quad \text{for } j = 1, 2, \ldots, n - 1.
\]

Then, the diagonal entries are given by

\[
J_{j,j}(\alpha) := \frac{\partial g_j}{\partial a_j} = \int_{m_j}^{m_{j-1}} f(x) \, dx - f(m_{j-1}) \frac{\ell_{j-1}}{4} - f(m_j) \frac{\ell_j}{4}
\]

For the sake of simplicity, define \( \ell_0 = \ell_n = 0 \). In addition to being tridiagonal, the Jacobian is also symmetric: \( J_{j+1,j} = \frac{\partial g_{j+1}}{\partial a_j} = \frac{\partial g_j}{\partial a_{j+1}} =: J_{j,j+1} \). The off-diagonal entries are given by

\[
J_{j+1,j} = J_{j,j+1} = -f(m_j) \frac{\ell_j}{4} \quad \text{for } j = 1, 2, \ldots, n - 1
\]

Note that when \( n = 1 \), there is in fact no system to solve, as \( \alpha_1 \) is given explicitly by the expected value over the entire domain:

\[
\alpha_1 = \int_D xf(x) \, dx.
\]

### 3.1. Symmetric Probability Densities

Consider the case that the domain of the probability distribution function \( f(x) \) is symmetric about 0, that is \( c = -d \) and \( f(x) \) is even. In such a case, the number of unknowns can be reduced by taking into account this symmetry. Suppose that \( \alpha_n \in \mathbb{R}^n \) is a root of the function \( g \) defined in (3), then \( a_j = -a_{n+1-j} \). Thus, we can reduce the size of the problem by half. That is, solving (3) for a root \( \alpha_n \) is equivalent to solving the same problem for \( n/2 \) or \((n-1)/2\) points, depending on whether \( n \) is even or odd, over the half domain \([0, d]\).

#### n = 2:

In the case of \( n = 2 \), the problem is solved by \( \alpha_2 = \{-\varphi, \varphi\} \), where \( \varphi \) is twice the expected value of half the domain:

\[
\varphi = 2 \int_0^d xf(x) \, dx.
\]

#### n = 3:

In the case of \( n = 3 \), the problem is solved by \( \alpha_3 = \{-\varphi, 0, \varphi\} \), where \( \varphi \) is the root of the scalar valued function

\[
g(a) = a \int_{a/2}^d f(x) \, dx - \int_{a/2}^d xf(x) \, dx.
\]

Here, the Newton iteration for finding a root of the scalar valued function \( g(a) \) takes the form

\[
a_{new} = a_{old} - \frac{g(a_{old})}{g'(a_{old})},
\]
where
\[ g'(a) = \int_{a/2}^{b} f(x) \, dx - \frac{a}{4} f(a/2). \]

**n > 2 and even:** For \( n \) even, let \( \tilde{a}_j := a_{n+j} \) for \( j = 1, 2, \ldots, n/2 \). Then, the problem of computing principal points over the domain \( D \) is equivalent to solving \( (2) \) over the half domain \([0, d] \) for \( \tilde{\alpha}_\frac{n}{2} = \{\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_{\frac{n}{2}}\} \). The principal points are constructed by
\[ \alpha_n = \{-\tilde{a}_{\frac{n}{2}}, -\tilde{a}_{\frac{n}{2}-1}, \ldots, -\tilde{a}_1, \tilde{a}_1, \ldots, \tilde{a}_{\frac{n}{2}-1}, \tilde{a}_{\frac{n}{2}} \}. \]

An example of this can be seen in the positive entries of the solution \( \alpha_n \), when \( n \) is even, for the double sided exponential distribution with domain \((-\infty, \infty) \) (see Tables 2 and 3). These positive entries are exactly the solution \( \alpha_{\frac{n}{2}} \) of the single sided exponential distribution with domain \([0, \infty) \).

**n > 3 and odd:** For \( n \) odd, let \( \tilde{a}_j := a_{\frac{n+1}{2}+j} \) for \( j = 1, 2, \ldots, (n-1)/2 \) (in this case, \( a_{n+1} = 0 \)). Then, one can compute the principal points over the domain \( D \) by setting the nonlinear system in \( (2) \) over the variable domain \([m_0, d] \) for \( \tilde{\alpha}_{n-1} = \tilde{a}_1/2 \). This implies that the top left entry of the Jacobian matrix must be adjusted to
\[ J_{1,1}(\tilde{\alpha}) = \int_{m_0}^{m_1} f(x) \, dx - f(m_0)\frac{\tilde{a}_1}{4} - f(m_1)\frac{\ell_1}{4}. \]
The principal points are then constructed by
\[ \alpha_n = \{-\tilde{a}_{\frac{n-1}{2}}, -\tilde{a}_{\frac{n-1}{2}-1}, \ldots, -\tilde{a}_1, 0, \tilde{a}_1, \ldots, \tilde{a}_{\frac{n-1}{2}-1}, \tilde{a}_{\frac{n-1}{2}} \}. \]

**4. Numerical Results**

All of the results in this section were computed by applying the Newton iteration until the maximal entry of the residual reached a tolerance of \( 10^{-15} \). That is, for the computed principal points \( \alpha_n \), the following condition is met \( |g_j(\alpha_n)| < 10^{-15} \) for each entry \( j = 1, 2, \ldots, n \). In the tables in this section, only the first five digits of each principal points is shown, for \( n = 1, 2, \ldots, 16 \). It is possible to compute these values for significantly higher values of \( n \) to the same high precision. If the integral in the probability or expected value function cannot be explicitly computed for a given distribution function, then Matlab’s built in command \texttt{integral} is used, which approximates definite integrals using adaptive quadrature routines [ML].

For each of the Newton iteration runs, we used the initial distributions of \( a_j = 1 + (j - 1)/(n - 1) \) if \( D = [0, \infty) \) and \( a_j = j(d - c)/(n + 1) \) if \( D = [c, d] \), for \( j = 1, 2, \ldots, n \). For the case of \( n = 3 \), the problem is reformulated as described in section 3.1 and the initial point \( a = 1 \) if \( d = \infty \) and \( a = d/2 \), otherwise.

**4.1. Computational Performance.** We show in the left side of Figure 1 that the Newton iteration requires relatively few iterations to converge and this method for approximating principal points to high precision is very efficient. While the number of iterations required for convergence grows with \( n \), we see in the right side of Figure 1 that this growth is very mild.
The computational efficiency of this method allows us to explore ideas in optimal quantizers. One such avenue of exploration is the idea of convergence of probability distribution. For example, it is well known that student’s t-distribution, defined as

\[ f_k(x) = \frac{\Gamma\left(\frac{k+1}{2}\right)}{\sqrt{k\pi} \Gamma\left(\frac{k}{2}\right)} \left(1 + \frac{x^2}{k}\right)^{-\frac{k+1}{2}} \]

converges weakly to the normal distribution:

\[ f(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2}. \]

Does it follow then that the principal points, \( \alpha_n(k) \), of student’s t-distribution converge to those of the normal distribution? We investigate numerically whether that appears to be the case. We demonstrate in Figure 2 that this assertion appears to be true. In fact, this is supported by [P1, P2]:

**Theorem 4.2.** (see [P2], 6 Corrolary) Suppose that the probability distribution \( f_k(x) \) converges weakly to \( f(x) \) in the limit as \( k \to \infty \) and that \( \alpha_n(k) \) are the principal points of the distribution \( f_k(x) \) and \( \beta_n \) are the principal points of \( f(x) \). Then, after a suitable labeling, \( \alpha_n(k) \) converges to \( \beta_n \) in the limit as \( k \to \infty \) for all values of \( n \).

**Appendix A. Tables**

In this appendix, we present principal points \( \alpha_n \) for \( n = 1, 2, \ldots, 16 \) for several probability distributions. Although we only show four decimal places of precision, our numerical experiments were run to a precision of \( 10^{-15} \).
Figure 2. Here we illustrate that the principal points of the t-distribution, depicted as black dots according to the degrees of freedom $k$, converge to those of the normal distribution depicted as circles at the top of the plot, in the limit as $k \to \infty$.

A.1. Normal Distribution. Table 1 presents principal points of the normal distribution

$$f(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}},$$

defined over the domain $(-\infty, \infty)$. Note in the table that, since the distribution and domain are symmetric, the principal points are then symmetric about the mean.

A.2. One-Sided Exponential Distribution. Table 2 presents principal points of the one-sided exponential distribution

$$f(x) = e^{-x},$$

defined over the domain $[0, \infty)$.

A.3. Double Exponential Distribution. Table 3 presents principal points of the double exponential distribution

$$f(x) = \frac{1}{2} e^{-|x|},$$

defined over the domain $(-\infty, \infty)$. Note that one can extract from the positive principal points of the even values of $n$ the principal points of the single sided exponential distribution $f(x) = e^{-x}$ over the domain $[0, \infty)$ for $n/2$. This is due to the symmetry property discussed in section 3.1. While the single-sided and double-sided distribution functions differ only in the coefficient $1/2$ over the intersection of their domains, it is clear from [2] that the coefficient does not affect the value of the principal points. One can observe this by comparing the values in Table 2 and Table 3.

A.4. Beta Distribution of the First Kind. Table 4 presents principal points of the beta distribution of the first kind

$$f(x) = \frac{1}{\beta(r, s)} x^{r-1} (1-x)^{s-1}$$
over the domain \([0, 1]\), where
\[
\beta(r, s) := \int_0^1 x^{r-1}(1-x)^{s-1} \, dx.
\]

In the table, the parameters are set to \(r = 2\) and \(s = 2\).

A.5. **Beta Distribution of the Second Kind.** Table 5 presents principal points of the beta distribution of the second kind
\[
f(x) = \frac{1}{\beta(r, s)} x^{r-1} (1 + x)^{r+s}
\]
over the domain \([0, \infty)\). We require that \(r > 0\) and \(s > 2\) for \(f(x)\) to be a probability density function. Below are the results for \(r = 1\) and \(s = 3\).

A.6. **Gamma Distribution.** Table 6 presents principal points of the gamma distribution.
\[
f(x) = \frac{1}{a^b \Gamma(b)} x^{b-1} e^{-x/a}
\]
over the domain \([0, \infty)\). Below are the results for \(a = 1/\sqrt{2}\) and \(b = 2\).

A.7. **Logistic Distribution.** Table 7 presents principal points of the logistic distribution
\[
f(x) = \frac{e^{-|x|/a}}{a(1 + e^{-|x|/a})^2}
\]
over the domain \((-\infty, \infty)\). The results in the table are for the parameter value set to \(a = \sqrt{3}/\pi\).

A.8. **Student’s t-distribution.** Table 8 presents principal points of student’s t-distribution function
\[
f(x) = \frac{\Gamma \left( \frac{k+1}{2} \right)}{\sqrt{k\pi} \Gamma \left( \frac{k}{2} \right)} \left( 1 + \frac{x^2}{k} \right)^{-\left( \frac{k+1}{2} \right)}
\]
over the interval \((-\infty, \infty)\). The table demonstrates results for \(k = 3\). Note that we require \(k \geq 3\) for the probability, expected value, and variance formula to be well defined.
A.9. Tables of Computed Principal points.

| \( n \) | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( a_1 \) | 0     | -0.7979 | -1.2240 | -1.5104 | -1.7241 | -1.8936 | -2.0334 | -2.1519 |
| \( a_2 \) | 0.7979 | 0     | -0.4528 | -0.7646 | -1.0001 | -1.1881 | -1.3439 |       |
| \( a_3 \) | 1.2240 | 0.4528 | 0     | -0.3177 | -0.5606 | -0.7560 |       |       |
| \( a_4 \) | 1.5104 | 0.7646 | 0.3177 | 0     | -0.2451 |       |       |       |
| \( a_5 \) | 1.7241 | 1.0001 | 1.1881 | 0.7560 | 0.2451 |       |       |       |
| \( a_6 \) | 1.8936 | 1.1881 | 0.7560 |       |       |       |       |       |
| \( a_7 \) |       | 2.0334 | 1.3439 |       |       |       |       |       |
| \( a_8 \) |       | 2.1519 |       |       |       |       |       |       |
| \( V_n(P) \) | 1.0000 | 0.3634 | 0.1902 | 0.1175 | 0.0799 | 0.0580 | 0.0440 | 0.0345 |

| \( n \) | 9     | 10    | 11    | 12    | 13    | 14    | 15    | 16    |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( a_1 \) | -2.2547 | -2.3451 | -2.4257 | -2.4984 | -2.5645 | -2.6251 | -2.6809 | -2.7326 |
| \( a_2 \) | -1.4764 | -1.5913 | -1.6926 | -1.7830 | -1.8645 | -1.9386 | -2.0065 | -2.0690 |
| \( a_3 \) | -0.9188 | -1.0578 | -1.1788 | -1.2857 | -1.3813 | -1.4675 | -1.5461 | -1.6180 |
| \( a_4 \) | -0.4436 | -0.6099 | -0.7524 | -0.8768 | -0.9869 | -1.0856 | -1.1749 | -1.2562 |
| \( a_5 \) | 0      | -0.1996 | -0.3675 | -0.5118 | -0.6383 | -0.7504 | -0.8511 | -0.9423 |
| \( a_6 \) | 0.4436 | 0.1996 | 0      | -0.1684 | -0.3138 | -0.4413 | -0.5548 | -0.6568 |
| \( a_7 \) | 0.9188 | 0.6099 | 0.3675 | 0.1684 | 0      | -0.1457 | -0.2739 | -0.3880 |
| \( a_8 \) | 1.4764 | 1.0578 | 0.7524 | 0.5118 | 0.3138 | 0.1457 | 0      | -0.1284 |
| \( a_9 \) | 2.2547 | 1.5913 | 1.1788 | 0.8768 | 0.6383 | 0.4413 | 0.2739 | 0.1284 |
| \( a_{10} \) | 2.3451 | 1.6926 | 1.2857 | 0.9869 | 0.7504 | 0.5548 | 0.3880 |       |
| \( a_{11} \) | 2.4257 | 1.7830 | 1.3813 | 1.0856 | 0.8511 | 0.6568 |       |       |
| \( a_{12} \) | 2.4984 | 1.8645 | 1.4675 | 1.1749 | 0.9423 |       |       |       |
| \( a_{13} \) | 2.5645 | 1.9386 | 1.5461 | 1.2562 |       |       |       |       |
| \( a_{14} \) | 2.6251 | 2.0065 | 1.6180 |       |       |       |       |       |
| \( a_{15} \) | 2.6809 | 2.0690 |       |       |       |       |       |       |
| \( a_{16} \) | 2.7326 |       |       |       |       |       |       |       |
| \( V_n(P) \) | 0.0279 | 0.0229 | 0.0192 | 0.0163 | 0.0141 | 0.0122 | 0.0107 | 0.0095 |

**Table 1.** Principal points for \( n = 1 \) through \( n = 16 \) for the **normal distribution** \( f(x) = (1/\sqrt{2\pi})e^{-x^2/2} \) on the domain \((-\infty, \infty)\).
Table 2. Principal points for $n = 1$ through $n = 16$ for the exponential distribution $f(x) = e^{-x}$ on the domain $[0, \infty)$.
shown in Table 2.

Table 3. Principal points for \( n = 1 \) through \( n = 16 \) for the **double exponential distribution** \( f(x) = (1/2)e^{-|x|} \) on the domain \((-\infty, \infty)\). Note that one can extract from the positive entries of the even values of \( n \) the principal points of the single exponential distribution for \( n/2 \), shown in Table 2.
Table 4. Principal points for $n = 1$ through $n = 16$ for the beta distribution of the first kind $f(x) = \beta(r, s)^{-1}x^{r-1}(1-x)^{s-1}$, where $\beta(r, s) = \int_0^1 x^{r-1}(1-x)^{s-1} \, dx$ on the domain $[0, 1]$. For this table, the parameters $r = 2$ and $s = 2$ were used.

| $n$ | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $a_1$ | 0.5000 | 0.3125 | 0.2351 | 0.1914 | 0.1630 | 0.1428 | 0.1276 | 0.1157 |
| $a_2$ | 0.6875 | 0.5000 | 0.4011 | 0.3386 | 0.2949 | 0.2625 | 0.2374 |
| $a_3$ | 0.7649 | 0.5989 | 0.5000 | 0.4328 | 0.3836 | 0.3458 |
| $a_4$ | 0.8086 | 0.6614 | 0.5672 | 0.5000 | 0.4491 |
| $a_5$ | 0.8370 | 0.7051 | 0.6164 | 0.5509 |
| $a_6$ | 0.8572 | 0.7375 | 0.6542 |
| $a_7$ | 0.8724 | 0.7626 |
| $a_8$ | | | | | | | | 0.8843 |

$V_n(P) = \begin{pmatrix} 0.0500 & 0.0148 & 0.0071 & 0.0041 & 0.0027 & 0.0019 & 0.0014 & 0.0011 \end{pmatrix}$

| $n$ | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $a_1$ | 0.1061 | 0.0982 | 0.0916 | 0.0859 | 0.0809 | 0.0766 | 0.0728 | 0.0694 |
| $a_2$ | 0.2172 | 0.2006 | 0.1867 | 0.1749 | 0.1646 | 0.1557 | 0.1478 | 0.1408 |
| $a_3$ | 0.3157 | 0.2911 | 0.2705 | 0.2531 | 0.2380 | 0.2249 | 0.2134 | 0.2031 |
| $a_4$ | 0.4089 | 0.3763 | 0.3492 | 0.3262 | 0.3065 | 0.2894 | 0.2743 | 0.2610 |
| $a_5$ | 0.5000 | 0.4590 | 0.4252 | 0.3967 | 0.3723 | 0.3511 | 0.3326 | 0.3162 |
| $a_6$ | 0.5911 | 0.5410 | 0.5000 | 0.4657 | 0.4365 | 0.4113 | 0.3892 | 0.3698 |
| $a_7$ | 0.6843 | 0.6237 | 0.5748 | 0.5343 | 0.5000 | 0.4705 | 0.4448 | 0.4222 |
| $a_8$ | 0.7828 | 0.7089 | 0.6508 | 0.6033 | 0.5635 | 0.5295 | 0.5000 | 0.4741 |
| $a_9$ | 0.8939 | 0.7994 | 0.7295 | 0.6738 | 0.6277 | 0.5887 | 0.5552 | 0.5259 |
| $a_{10}$ | 0.9018 | 0.8133 | 0.7469 | 0.6935 | 0.6489 | 0.6108 | 0.5778 |
| $a_{11}$ | 0.9084 | 0.8251 | 0.7620 | 0.7106 | 0.6674 | 0.6302 |
| $a_{12}$ | 0.9141 | 0.8354 | 0.7751 | 0.7257 | 0.6838 |
| $a_{13}$ | 0.9191 | 0.8443 | 0.7866 | 0.7390 |
| $a_{14}$ | 0.9234 | 0.8522 | 0.7969 |
| $a_{15}$ | 0.9272 | 0.8592 |
| $a_{16}$ | | | | | | | | 0.9306 |

$V_n(P) = \begin{pmatrix} 0.0009 & 0.0007 & 0.0006 & 0.0005 & 0.0004 & 0.0003 & 0.0003 \end{pmatrix}$
|    | 1     | 2      | 3      | 4      | 5      | 6      | 7      | 8      |
|----|-------|--------|--------|--------|--------|--------|--------|--------|
| $a_1$ | 0.5000 | 0.3660 | 0.2912 | 0.2426 | 0.2081 | 0.1824 | 0.1624 | 0.1464 |
| $a_2$ | 3.0981 | 1.7822 | 1.2637 | 0.9819 | 0.8038 | 0.6809 | 0.5908 |        |
| $a_3$ | 7.3466 | 3.8776 | 2.6106 | 1.9591 | 1.5644 | 1.3004 |        |        |
| $a_4$ | 13.6327 | 6.7797 | 4.3909 | 3.2068 | 2.5095 |        |        |        |
| $a_5$ | 22.3390 | 10.6159 | 6.6639 | 4.7572 |        |        |        |        |
| $a_6$ |        | 33.8476 | 15.5134 | 9.4884 |        |        |        |        |
| $a_7$ |        |        | 48.5401 | 21.5994 |        |        |        |        |
| $a_8$ |        |        |        | 66.7983 |        |        |        |        |
| $V_{n}(P)$ | 0.7500 | 0.4019 | 0.2544 | 0.1765 | 0.1299 | 0.0998 | 0.0791 | 0.0643 |
| $n$  | 9     | 10     | 11     | 12     | 13     | 14     | 15     | 16     |
| $a_1$ | 0.1332 | 0.1223 | 0.1130 | 0.1051 | 0.0982 | 0.0921 | 0.0868 | 0.0820 |
| $a_2$ | 0.5218 | 0.4673 | 0.4232 | 0.3867 | 0.3560 | 0.3298 | 0.3073 | 0.2876 |
| $a_3$ | 1.1118 | 0.9704 | 0.8607 | 0.7731 | 0.7016 | 0.6421 | 0.5918 | 0.5488 |
| $a_4$ | 2.0538 | 1.7343 | 1.4987 | 1.3182 | 1.1757 | 1.0600 | 0.9656 | 0.8860 |
| $a_5$ | 3.6589 | 2.9541 | 2.4674 | 2.1131 | 1.8446 | 1.6348 | 1.4665 | 1.3288 |
| $a_6$ | 6.6428 | 5.0324 | 4.0142 | 3.3200 | 2.8200 | 2.4448 | 2.1538 | 1.9223 |
| $a_7$ | 12.9236 | 8.8960 | 6.6497 | 5.2471 | 4.3009 | 3.6259 | 3.1234 | 2.7366 |
| $a_8$ | 29.0012 | 17.0284 | 11.5491 | 8.5306 | 6.6656 | 5.4192 | 4.5373 | 3.8854 |
| $a_9$ | 89.0035 | 37.8458 | 21.8619 | 14.6346 | 10.6948 | 8.2828 | 6.6839 | 5.5605 |
| $a_{10}$ | 115.5374 | 48.2605 | 27.4830 | 18.1849 | 13.1620 | 10.1116 | 8.1038 |        |
| $a_{11}$ | 146.7815 | 60.3724 | 33.9509 | 22.2323 | 15.9521 | 12.1650 |        |        |
| $a_{12}$ | 183.1172 | 74.3087 | 41.3245 | 26.8093 | 19.0847 |        |        |        |
| $a_{13}$ | 224.9261 | 90.1965 | 49.6628 | 31.9482 |        |        |        |        |
| $a_{14}$ | 272.5896 | 108.1631 | 59.0248 |        |        |        |        |        |
| $a_{15}$ | 326.4892 | 128.3355 |        |        |        |        |        |        |
| $a_{16}$ |        | 387.0065 |        |        |        |        |        |        |
| $V_{n}(P)$ | 0.0533 | 0.0449 | 0.0383 | 0.0331 | 0.0289 | 0.0254 | 0.0226 | 0.0202 |

Table 5. Principal points for $n = 1$ through $n = 16$ for the beta distribution of the second kind, $f(x) = \beta(r, s)^{-1}x^{r-1}/(1 + x)^{r+s}$ on the domain $[0, \infty)$. For this table, the parameters $r = 1$ and $s = 3$ were used.
Table 6. Principal points for \( n = 1 \) through \( n = 16 \) for the gamma distribution \( f(x) = (a^b \Gamma(b))^{-1} x^{b-1} e^{-x/a} \) on the domain \([0, \infty)\). For this table, the parameters \( a = 1/\sqrt{2} \) and \( b = 2 \) were used.
| $n$ | 1   | 2    | 3     | 4      | 5      | 6      | 7      | 8
|-----|-----|------|-------|--------|--------|--------|--------|
| $a_1$ | 0   | -0.7643 | -1.2621 | -1.6382 | -1.9422 | -2.1978 | -2.4185 | -2.6129 |
| $a_2$ | 0.7643 | 0     | -0.4569 | -0.7947 | -1.0671 | -1.2971 | -1.4971 |        |
| $a_3$ | 1.2621 | 0.4569 | 0     | -0.3270 | -0.5862 | -0.8033 |        |        |
| $a_4$ | 1.6382 | 0.7947 | 0.3270 | 0     | -0.2548 |        |        |        |
| $a_5$ | 1.9422 | 1.0671 | 0.5862 | 0.2548 | 0.8033 |        |        |        |
| $a_6$ | 2.1978 | 1.2971 | 1.9711 |        |        |        |        |        |
| $a_7$ | 2.4185 | 1.4971 |        |        |        |        |        |        |
| $a_8$ | 2.6129 |        |        |        |        |        |        |        |

| $V_n(P)$ | 1.0000 | 0.4158 | 0.2307 | 0.1472 | 0.1022 | 0.0752 | 0.0576 | 0.0456 |

| $n$ | 9    | 10   | 11   | 12   | 13   | 14   | 15   | 16   |
|-----|------|------|------|------|------|------|------|------|
| $a_1$ | -2.7866 | -2.9436 | -3.0869 | -3.2187 | -3.3407 | -3.4543 | -3.5606 | -3.6604 |
| $a_2$ | -1.6743 | -1.8337 | -1.9787 | -2.1117 | -2.2345 | -2.3488 | -2.4555 | -2.5558 |
| $a_3$ | -0.9913 | -1.1579 | -1.3077 | -1.4442 | -1.5697 | -1.6859 | -1.7941 | -1.8954 |
| $a_4$ | 0.4658  | -0.6473 | -0.8073 | -0.9510 | -1.0816 | -1.2017 | -1.3129 | -1.4165 |
| $a_5$ | 0.2088  | -0.3870 | -0.5432 | -0.6829 | -0.8096 | -0.9259 | -1.0334 |        |
| $a_6$ | 0.0913  | 0.0073  | 0.1073  | 0.1793  | 0       | -0.1534 | -0.2895 | -0.4121 |
| $a_7$ | 1.6743  | 1.1579  | 0.8073  | 0.5432  | 0.3311  | 0.1534  | 0      | -0.1355 |
| $a_8$ | 2.7866  | 1.8337  | 1.3077  | 0.9510  | 0.6829  | 0.4685  | 0.2895  | 0.1355  |
| $a_9$ | 3.0463  | 2.0463  | 1.4442  | 0.8096  | 0.5926  | 0.4121  |        |        |
| $a_{10}$ | 4.0697  | 3.0697  | 2.1117  | 1.5697  | 1.2017  | 0.9259  | 0.7062  |        |
| $a_{11}$ | 5.0932  | 4.0932  | 3.2185  | 2.2345  | 1.6859  | 1.3129  | 1.0334  |        |
| $a_{12}$ | 6.1171  | 5.1171  | 3.3407  | 2.3488  | 1.7941  | 1.4165  |        |        |
| $a_{13}$ | 7.1411  | 6.1411  | 3.4543  | 2.4555  | 1.8954  |        |        |        |
| $a_{14}$ | 8.1651  | 7.1651  |        |        |        |        |        |        |
| $a_{15}$ | 9.1891  |        |        |        |        |        |        |        |
| $a_{16}$ | 10.2131 |        |        |        |        |        |        |        |

| $V_n(P)$ | 0.0370 | 0.0306 | 0.0257 | 0.0220 | 0.0189 | 0.0165 | 0.0145 | 0.0129 |

Table 7. Principal points for $n = 1$ through $n = 16$ for the logistic distribution $f(x) = e^{-|x|/a}/a(1 + e^{-|x|/a})^2$ on the domain $(-\infty, \infty)$. 
Table 8. Principal points for $n = 1$ through $n = 16$ for the $t$-distribution $f(x) = \Gamma \left( \frac{k+1}{2} \right) \left( \sqrt{k\pi} \Gamma \left( \frac{k}{2} \right) \right)^{-1} \left( 1 + \frac{x^2}{k} \right)^{-\left( k+1 \right)/2}$ on the domain $(-\infty, \infty)$. For this table, the parameter $k = 3$. Note that we require $k \geq 3$ for the probability, expected value, and variance formula to be well defined.
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