Abstract. Discovering the logical sequence of events is one of the cornerstones in Natural Language Understanding. One approach to learn the sequence of events is to study the order of sentences in a coherent text. Sentence ordering can be applied in various tasks such as retrieval-based Question Answering, document summarization, storytelling, text generation, and dialogue systems. Furthermore, we can learn to model text coherence by learning how to order a set of shuffled sentences. Previous research has relied on RNN, LSTM, and BiLSTM architecture for learning text language models. However, these networks have performed poorly due to the lack of attention mechanisms. We propose an algorithm for sentence ordering in a corpus of short stories. Our proposed method uses a language model based on Universal Transformers (UT) that captures sentences’ dependencies by employing an attention mechanism. Our method improves the previous state-of-the-art in terms of Perfect Match Ratio (PMR) score in the ROCStories dataset, a corpus of nearly 100K short human-made stories. The proposed model includes three components: Sentence Encoder, Language Model, and Sentence Arrangement with Brute Force Search. The first component generates sentence embeddings using SBERT-WK pre-trained model fine-tuned on the ROCStories data. Then a Universal Transformer network generates a sentence-level language model. For decoding, the network generates a candidate sentence as the following sentence of the current sentence. We use cosine similarity as a scoring function to assign scores to the candidate embedding and the embeddings of other sentences in the shuffled set. Then a Brute Force Search is employed to maximize the sum of similarities between pairs of consecutive sentences.
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1 Introduction

Modeling text coherence and logical sequences of events is a fundamental problem in natural language processing [25]. Coherence represents the logical connections between the words, sentences and events in a text. An event is generally considered to be
the verb of a sentence along with its constellation of arguments, such as subject and object [10]. In a coherent narrative text, events follow a logical order, which makes it possible for a reader to make sense of the text. In NLP tasks, “Sentence Ordering” models are suggested to learn high-level structure that causes sentences to appear in a specific order in human-authored texts and by learning to order sentences we can model text coherence[25].

“Sentence ordering” refers to organizing a given shuffled set of sentences into a coherent order [25]. Sentence ordering assists in modeling coherence in text, which in turn can be applied in a variety of tasks such as multi-document summarization [22], story understanding [31], and retrieval based QA systems [25]. A key factor to to solve the problem of sentence ordering is to find a coherent sequence of events appeared in the input sentences. In natural language processing, events are often meant to be the verbs of sentences and their dependencies, such as the subject and the object [29]. A number of studies have proposed methods to order events based on their temporal and causal relations [31], or the semantic roles [9]. The researchers developed a Skip-thought [18] encoder-decoder model utilizing an RNN. It takes a sentence and encodes it into a constant-length vector, followed by previous and subsequent sentences. Therefore, all input is first encrypted using a hidden network vector; then its output is decrypted from that vector. Pichotta & Mooney [34] replaced the RNN with an LSTM, and proposed a sentence-level language model to predict the next sentence for the script inference task. Nevertheless, skip-thought’s architecture’s simplicity results in a lower quality of creating sentences embeddings compared to many newer methods and networks like BERT [12]. The system uses an RNN-based encoder-decoder architecture, whereas SBERT-WK [39] uses a Transformer-based architecture and an attention mechanism to encode the sentences into vectors.

According to [9], a statistical script system model an event sequence as a probabilistic model and infer additional events from a document events. This system teaches the linguistic model of events; despite this, some critical information in the sentence can be ignored because only verbs and their dependents are used. Thus, the clue words (adverbs such as “then”, “before”, and “after”) are omitted.

In this paper, we propose a sentence-level language model to solve the problem of sentence ordering. Language models have been popular for years at the word and letter levels [41,19]. LSTMs [16] and RNNs [26] have been vastly used for teaching language models at the word and letter levels is beneficial [28,17,17,38,8]. These models take a single word or character as input at time t, update the hidden mode vector, and predict the next word or character at time t+1. Kiros used a sentence level language model based on the RNN [18]. Pichotta in [34] used LSTM-based sentence-level models for script inference due to the problem of RNNs, the vanishing gradients. RNNs and LSTMs encrypt information about one sentence and decode information about the following sentence. Despite this, these networks not use a self-attention mechanism [33] for encoding sentences, and some information is lost.

We use a sentence level language model based on the universal transformers (UT) [11]. A generalization of the Transformer model, the UT model is a parallel-in-time recurrent sequence model. The UT model combines two aspects of feed-forward models: parallelism and global receptive field. An additional feature is the position-based halt-
ing mechanism. Using a self-attention mechanism, the Universal Transformer refines its representations for all sentences in the sequence in parallel.

Our model involves three components: the first component encodes sentences; the second one uses a neural network to teach the language model at the sentence level by universal transformers (UT) and to predict the next sentence. The last component uses the cosine similarity and Brute Force search to order sentences. We aim to design a model that can capture the sequence of events by arranging a set of sentences.

The model we propose is designed to organize shuffled sentences of short stories. By using this method, we encode sentences by the SBERT-WK model, which causes us to pay attention to every word within a sentence equal to its importance and transform the sentence into a vector. Thus the embedding contains the clue words information. To capture the relationship between Sentences, We use a UT-based language model, which predicts the next sentence of the current sentence. Finally, we use a Brute Force search, using the scoring function based on cosine similarity, which is scored between the candidate sentence and other sentences, to maximize the sum of similarities between two consecutive sentences. As dataset, we use ROCStories [30], which includes around 100K short 5-sentence stories, written by human turkers. The gold data follows the order similar to the original order in the stories.

The main applications of sentence ordering can be mentioned as: extractive and multi-document text summarization [2], retrieval based QA systems [25], storytelling [30], text coherence modeling [25], discourse coherence [13], and text generation systems [7].

2 Related Work

Understanding relations between sentences has become increasingly important for various NLP tasks, such as multi-document summarization [2], text generation [7], and text coherence modeling [25]. Moreover, learning the order of sentences can help in modeling text coherence [25]. In sentence ordering, the goal is to arrange a set of unordered sentences in a cohesive order. Ordering models aim to identify patterns resulting sentences to appear in a specific order in a coherent text. Several previous studies have addressed the task of sentence ordering for a set of data such as news articles [22, 16].

Previous methods suggested on the task of sentence ordering fall into two categories: traditional approaches, and deep learning-based approaches. Traditional approaches to coherence modeling and sentence ordering often apply probabilistic models [21]. Barzilay utilized content models to represent topics as HMM states [4], then employed hand-crafted linguistic features, including Entity Grid, to model the document structure [3]. [30] suggested using n-gram overlapping to pick a final sentence from two human-made options of the ROCStories stories. In [35], a similar method is used to arrange the set of unordered sentences of the stories. As the next sentence, they pick the sentence with the most n-gram overlaps with the current sentence. They measured an overlap up to 4-gram using Smoothed-BLEU [24].

In recent years, researchers used neural approaches to solve sentence ordering tasks. [1] proposed SkipThought + Pairwise model. The method involves combining two points identified from the unary embedding of sentences without considering context
and a pairwise model of sentences based on their relative composition in context. However, as SkipThought model [18] was applied to map sentences into vector space, some information is missing. Another method proposed in [23] is a productive model that is called Seq2Seq + Pairwise. A Seq2Seq model based on an encoder-decoder architecture is used to predict the following sentence, having one. This way, the model learns a probabilities distributions over sentences.

Gong employed an end-to-end sentence ordering method, LSTM + PtrNet[14]. After getting encrypted and decoded by LSTM models, pointer networks are being used to arrange sentences. Another method proposed in [25], called LSTM + Set2Seq, uses LSTM and attention mechanism to encode sentences and learn a representation of context. Then a pointer network is applied to ranks sentences. [40] proposed Hierarchical attention networks (HAN). The idea is to capture the information of clue words to learn the dependency between sentences. The system uses a word encoder with a BiLSTM architecture, an attention layer that creates sentence embedding, and an attention mechanism to encode and decode a group of sentences together. Although LSTM and BiLSTM-based models show improvement, they are less efficient comparing to a BERT-based encoder model. This is mostly because of the fact that BiLSTM models do not look at both directions of a word simultaneously. In contrast, BERT is trained to learn both left and right positions at the same time.

[27] proposed a CBoW model that generate sentence embedding using the average of the word embedding vectors of the words that compose the sentence. This embedding is used in [35] to suggest a baseline, where cosine similarity between embeddings of pairs of sentences is used to order the pairs. This has two essential defects: it does not include many sentence information such as clue words and there is no way for modelling sentences’ dependencies.

[35] presents sentence correlation measure (SCM) for sentence ordering. This measure has three main components:

1. A sentence encoding component based on the pretrained SBERT-WK [39];
2. A scoring component based on the cosine similarity;
3. A ranking component based on a Brute Force search.

None of the above components need access to training data which provides an advantage where limited data is available [35]. The method does not work as well as HAN or LSTM + Set2Seq when enough training data is available, since dependencies between sentences are not captured.

[20] proposed RankTxNet ListMLE, which is a pointer-based model. This method relies on a pre-trained BERT model for encoding sentences and a self-attention based transformer network for encoding paragraphs. To predict a relative score for each sentence, they use a feed-forward network as a decoder which determines each sentence’s position in a paragraph.

Our proposed model has some similarity with the methods presented in [14] and [25] in using neural networks for for predicting sentence ordering in a pairwise manner. However, we employ a BERT-based model for sentence encoding, in contrast to the LSTM-based model they used. Moreover, by applying universal transformers we encode a group of sentences and learn a language model.
3 Methodology

3.1 Task Formulation

The sentence ordering takes the story S as input, which its sentences are probably unsorted:

$S : s_1, s_2, ..., s_n$  

(1)

Where $n$ is the length of the sequence or the number of sentences in each sequence. It outputs a permutation of the sentences like $o$ so that $o$ is equal to $o^*$:

$s(o_1^*) > s(o_2^*) > ... > s(o_n^*)$,  

(2)

where $o^*$ is to the order of the sentences in the gold data.

3.2 Sentence-Level Language Model for Sentence Ordering (SLM)

We proposed Sentence-level Language Model (SLM) for Sentence Ordering compose of Sentence Encoder, Story Encoder, and Sentence Organizer. The architecture of the proposed model is shown in Figure 1. Sentence encoder gets sentence as input and encoded it into a vector using a fine-tuned pre-trained SBERT-WK [39]. The embedding pays more attention to the sentence’s crucial parts, such as the verbs and clue words. Furthermore, stop words are omitted. Then, Story Encoder takes the sentence encoder as an input and learns the sentence level language model using an encoder-decoder architecture based on universal transformers (UT) [11]. UT couples parallelism with the global receptive field in a feed-forward model. The UT model also includes position-based halting [11]. The UT-based encoder-decoder component corrects vector representations for each position (sentence) in parallel by combining information from different positions using self-attention and applying a repetitive transfer function [11]. Hence dependencies between the sentences are captured. The vector is learned from the hidden state and then decodes the vector and indicates the next sentence’s candidate.

What matters at runtime is that during training, information are transferred to all nodes at time $t + 1$ from all nodes at time $t$. Thus, parallelism is created, which allows all tokens processed at the same time [11].

In the Sentence Organizer, we can rate each sentence and the candidate based on their similarity. We use the cosine similarity as the scoring function. The arrangement is made using a Brute Force search in all state spaces to maximize the sum of the cosine similarity between two consecutive sentences like the sentence ordering component in [35], as follow:

$$\sum_{i=1,\ldots,4} S(s(o_i), s(o_{i+1})) = \max \sum_{i,j=1,\ldots,5, i \neq j} S(s'_i, s_j),$$  

(3)

where $S(s'_i, s_j)$ represents the cosine similarity between $s'_i$ and $s_j$, and $s'_i$ is the candidate for the next sentence of the $i$-th sentence, represented with $s_i$. $s(o_i)$ represents the $i$-th sentence in the order of output, and $s_j$ is the $i$-th sentence in the non-ordered permutation of sentences or the input’s order.
Fig. 1. Showing the SLM in the abstract. During model training, sentence ordering is given to the network correctly to learn and model the relationships and dependencies between the sentences. During testing, input sentences are shuffled. Where \( w_{j,i} \) is the jth word in the ith sentence and \( s(o_i) \) is the ith sentence in output order. The goal is to output an \( s(o) \) equal to \( s(o^*) \) (this represents the gold data ordering).

Our model is trained again using the universal sentence encoder (USE) embeddings [8] to compare them to SBERT-WK embeddings, and additionally, we employ the BiLSTM [36] network to learn the LM. Also, we apply the nearest neighbor search, which is a greedy algorithm. The NN search calculations for sentence ordering are presented in [35]. Consequently, we train, evaluate, and test nine different models, including the following:

- Fine-tuned pretrained SBERT-WK + UT + BFS,
- Pretrained SBERT-WK + UT + BFS,
- Pretrained SBERT-WK + BiLSTM + BFS,
- Pretrained SBERT-WK + UT + NN,
- Pretrained SBERT-WK + BiLSTM + NN,
- USE + UT + BFS,
- USE + BiLSTM + BFS,
- USE + UT + NN,
- USE + BiLSTM + NN,

So we can assess the effect of change on each component.
4 Experiment

4.1 Dataset

We used ROCStories dataset (a commonsense story dataset) [30]. The dataset contains 98,162 five-sentence stories with an average word count of 50 words. 3,742 of stories have two choices as the fifth sentence or the final sentence. The corpus has been presented for a shared task called LSDSem [32] where models are supposed to choose the correct ending to a four-sentence story. All the stories and options are generated by human. This dataset has some essential characteristics that make it a fit for our task of learning sequences of events: ROCStories contains causal and temporal relationships among daily events. This makes it possible to learn the narrative structure of a wide range of events. The dataset contains a collection of daily non-fictional short stories suitable for the training of coherent text models.

4.2 Baselines and competitors

The proposed method is compared with five baselines as follows: Sentence n-gram overlap [35], SkipThought + Pairwise [1], Seq2Seq + Pairwise [23], Continues Bag of Words (CBoW) [35], Sentence Correlation Measure (SCM) [35]. The competitors methods follow as: Hierarchical Attention Networks (HAN) [40], LSTM+PtrNet [14], LSTM+Set2Seq [25], and RankTxNet ListMLE [20].

4.3 Metrics

The metrics we use to evaluate story ordering outputs are “Kendal’s Tau” and “PMR”, introduced below.

1. Kendall’s Tau ($\tau$)

   Kendall’s Tau measures the quality of arrangements by Equation (4).
   \[
   \tau = 1 - \frac{(2 \cdot \text{number of inversions})}{N \cdot (N - 1)/2}
   \]  
   where $N$ represents the sequence length, and \text{number of inversions} is equal to how many binaries’ relative order is wrongly predicted. This measure for sentence ordering is correlated with human judgment, according to [22].

   The value of this criterion is in the range $[-1, 1]$: the lower limit indicates the worst case, and $\tau = 1$ when the predicted order equals to the order in the gold data are the same.

2. Perfect Match Ratio (PMR)

   PMR defined as following, calculates the ratio of exactly matching sentence orders without penalizing incorrect ones.
   \[
   \text{PMR} = \frac{(\# \text{ of Correct Pairs})}{N \cdot (N - 1)/2}
   \]  
   where $N$ represents the sequence length. One can see that the PMR is always in the range of 0 and 1, where PMR $= 1$ indicates the predicted order is exactly the same as the gold order, and a PMR $= 0$ means that the predicted order is precisely the contrary of the gold order.
4.4 Results and Analysis

As mentioned in section 3, SLM has three components. First, a sentence encoder, which is designed based on SBERT-WK. Second, a story encoder, which trains a sentence-level language model and learns the dependencies between the sentences. In this component, the UT network is used. The third component is sentences’ organizer which calculates the cosine similarity between sentence embedding vectors and employs a Brute Force search to maximize the sum of similarities among consecutive sentences.

In addition to SLM, we trained and tested nine other models by replacing each component with other algorithms or architectures to select the best algorithm and compare SLM with them. These nine models were constructed by replacing SBERT-WK encoding with USE vectors, the UT network with a BiLSTM one, and the BFS with a nearest neighbor search.

The parameters of the SLM are given in Table 1. The BERT vectors have 768 dimensions, while the USE ones have 512 dimensions. Following previous works [25,40], we randomly split the dataset into training (80%), test (10%), and validation (10%) sets, where they contain 392645, 49080, and 49080 sentences respectively.

Table 1. Parameters of the SLM. SLM encodes sentences with SBERT-WK embeddings and learns a language model with the UT network. Also, the USE embeddings with $d=512$ instead of the SBERT-WK ones are used to allow for a better choice. So hidden layer size of that is $4 \times 512$.

| Method Components                        | Tau |
|------------------------------------------|-----|
| Initial Learning Rate ($\alpha$)         | 0.5 |
| Regularization ($\lambda$)               | $10^{-5}$ |
| size of Embedding vectors (d)            | 768 |
| Hidden Layer size (h)                    | $4 \times 768$ |

Based on table 2, SBERT-WK outperforms USE due to its better architecture for sentence encoding. In all cases, UT is superior to BiLSTM, which was expected as UT has an attention mechanism. Due to NN’s greedy nature, NN may not always find the global optimal solution and may become stuck in the local optimal, whereas BFS never will. So BFS is better than NN. That is why the best results are happening where we use fine-tuned SBERT-WK embedding, UT to capture dependencies between sentences, cosine similarity as a scoring function, and searching the entire state space to maximize the total similarity of consecutive sentences.

Figure 2 shows the results of the proposed model, SLM, along with the baselines and competitors. SLM has improved by about 3.2% and 4.2% compared to LSTM + PtrNet, and more than 4.3% and 4.8% compared to LSTM + Set2seq in $\tau$ and PMR, respectively. This performance improvement, is due to the use of a SBERT-WK model sentence encoders and employing an attention mechanism at the story encoder utilizing universal transformers. Taking advantage of the mentioned components, SLM can capture the “intradependency” and “interdependency” of sentences very well. Intradependency of a sentence refers to the relations among each sentence’s words, while interdependency refers to each sentence’s relations with other sentences of the story. Our
Table 2. SLM results by changing each component.

| Method Components | \(\tau\)  | PMR |
|-------------------|-----------|-----|
| SLM (Fine tuned SBERT-WK + UT + Brute Force Search) | 0.7547 | 0.4064 |
| SBERT-WK + UT + Brute Force Search | 0.7465 | 0.3893 |
| USE + UT + Brute Force Search | 0.7206 | 0.373 |
| SBERT-WK + BiLSTM + Brute Force Search | 0.7337 | 0.3762 |
| USE + BiLSTM + Brute Force Search | 0.7044 | 0.3545 |
| SBERT-WK + UT + Nearest Neighbor Search | 0.64 | 0.2755 |
| USE + UT + Nearest Neighbor Search | 0.6162 | 0.267 |
| SBERT-WK + BiLSTM + Nearest Neighbor Search | 0.6274 | 0.2576 |
| USE + BiLSTM + Nearest Neighbor Search | 0.5980 | 0.2511 |

method is also superior to the HAN network, increasing \(\tau\) criterion by more than 2.2 percent and PMR criterion by 1 percent. This could be because of the fact that the sentences are encoded using the BERT-based model in the SLM. HAN, however, uses a BiLSTM encoder and multi-head attention layer.

Besides, SLM performed about 2.6 percent better than RankTxNet in PMR. However, the Kendall’s \(\tau\) score gives RankTxNet a slight superiority. The difference is not significant, and can happen as a result of random parameters of the network \[37,15\].

Fig. 2. Kendall’s tau (\(\tau\)) and perfect match ratio (PMR) on test set for ROCStories datasets. The results of the model, compared to the baselines and competitors.
5 Conclusion

We presented a language-model-based framework to solve sentence ordering task. A sequence of shuffled sentences is inputted to our framework, where the output should be a coherent order of the given set. We achieved state-of-the-art performance in PMR scores on ROCStories dataset. We learned that SBERT-WK is a suitable choice for sentence encoding. We analyzed how the method is changed by using the USE to encode sentences. We also found that Universal Transformers perform better for story encoding and learning the sentence-level language model comparing to BiLSTM models. Moreover, we compared Brute Force Search with Nearest Neighbor Search to order sentences. As future work, we plan to develop more robust models to fulfil ordering of instances with longer input sequences.
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