The subject of research in the article is a way for evaluating the effectiveness of the software security improving method. The aim of the article – study of the effectiveness of the software security improving method and substantiation of practical recommendations for its use. Tasks to be solved: analysis of methods for describing the software security testing process and evaluating its effectiveness, developing a scheme and method for evaluating the effectiveness of a method for improving software security, developing a simulation model for the software security testing process, studying the effectiveness of a method for improving software security, researching and substantiating the reliability of the results obtained, developing practical recommendations for using the method. Applied methods: system analysis, project approach, heuristic methods of decision making, process models. The results obtained: The analysis of the features of the ways for describing the software security testing process and evaluating its effectiveness showed the possibility of taking into account many factors by using the method of dynamics of averages. A way for evaluating the effectiveness of a method for improving software security has been developed, which differs from the known ones by taking into account the scaling factor of the software development process by introducing security testing specialists. With the help of an improved method, the hypothesis of increasing the efficiency of the security process using the developed method by reducing the relative damage indicator at all stages of the software life cycle, depending on the possible duration of a cyber-intrusion, was proved. The substantiation of the reliability of the results of mathematical modeling has been carried out. A number of practical recommendations on the use of the method of improving software security are given and some shortcomings are highlighted, which allow the conclusion that further research is possible. Keywords: software safety; efficiency evaluation; reliability of mathematical modeling results; practical recommendations.

Formulation of the problem.

The conducted research of the security testing process [1], as well as the synthesis of the method of automated penetration testing [2], show the impossibility of complete processing of data on SW vulnerabilities and assessing them with 100% accuracy. Therefore, methods for approximate evaluation of the effectiveness of existing testing approaches based on modern approaches to mathematical formalization have become widespread [3, 4]. However, their use also implies the adaptation of the main provisions to changes in the SW testing process, and the reduction of input data uncertainty factors.

Literature analysis.

One of the possible ways to describe the process of SW security testing is the method of dynamics of averages. The advantages of this method are simplicity, the ability to take into account many factors (the availability of active and passive testing tools, the capabilities of penetration testing specialists and DevSecOps, etc.), the availability of analytical solutions [5-9]. Improving the method for evaluating the effectiveness of the developed method for improving SW security based on the method of dynamics of averages is based on the following assumptions. According to the law of large numbers, data on possible SW security threats, as well as means of countering them, are close to average (mathematical expectations), which makes it possible not to consider the details associated with the random state of a single element or SW function, and consider the SW security process as deterministic [5]. With this assumption, all test indicators will also not be random variables - they will be replaced by the corresponding mathematical expectations. The sequence of cyberattacks is represented as a Poisson flow of events [6, 7]. A technique is also used, which consists in the transition from the stream of cyberattacks to the stream of cyberattacks that have achieved results, which is also considered to be Poisson. A cyber attack is called successful if it implements an existing threat. Another possible way to formalize the SW security process is to use the theory of continuous Markov processes [8]. A process occurring in a system is called Markovian if, for each moment of time, the probability of any state of the system in the future depends only on its state at the present moment and does not depend on how the system came to this state. The flow of cyberattacks and the flow of cyberattacks that achieve results are also considered to be Poisson.

Method for evaluating the effectiveness of the developed method for improving SW security

The block diagram of the method for evaluating the effectiveness of the developed method for improving SW security and the labeled graph of system states is shown in fig. 1.

The method for evaluating the effectiveness of the developed method includes the following steps:

1. Analysis of possible SW threats. Meaningful statement of the research problem.
2. Development and synthesis of the main components of the assessed system "SW - Hacker" into a block diagram.
3. Mathematical formalization of the process of finding the numbers of states in differential form in accordance with the method of average dynamics.
4. Formalization of the input data, as well as additional conditions for solving the problem.
5. Solution of a formalized problem.
6. Fixation and approximation of simulation results.

7. Substitution of results and calculation of performance indicators of the developed method for improving SW security.

Fig. 1. Structural diagram of the method for evaluating the effectiveness of the developed method for improving SW security and a labeled system state graph

The conducted studies and analysis of a number of scientific sources [10, 11] have shown that the effectiveness of the developed method can be quantitatively determined using the loss index $\Delta Q_i$ for each SW element or function $q_i$. This indicator determines the amount of relative damage caused to the tool SW $q_i$ element as a result of cyber attacks on the SW. At the same time, in accordance with scientific works [9, 10], the indicator of relative damage (losses) can be calculated by the formula:

$$\Delta Q_i(t^*) = \frac{q_i(t_0) - q_i(t^*)}{q_i(t_0)} \cdot 100\% , \quad i = 1...n, \quad (1)$$

where $t^*$ is the current moment of time (the moment of the end of the formalization of the process);

$$\Delta Q_i(t^*)$$ – relative damage (losses) for an SW element or function $q_i$ at a point in time $t^*$;

$q_i(t_0)$ – initial potential of the facility $q_i$ at a point in time $t_0$;

$n$ – the number of phase coordinates (the dimension of the vector $q_i$) of the simulated system “SW - Hacker”.

8. Analysis and generalization of the simulation results and preparation of practical recommendations on the use of the SW security enhancement method and the strategy for its use in firms.

The program developed in the Phyton environment made it possible to conduct a series of experiments for given conditions. At the same time, the implemented simulation model of the interaction states of the “SW - Hacker” system made it possible to evaluate the
performance indicators of the developed method for improving SW security.

In this model, in order to increase the reliability of the results obtained, the factors and possibilities of active (with the help of DevSecOps, SecDev, etc.) protection and passive protection (using preventive methods of secure programming and testing to detect and localize unsafe elements and SW functions).

For a formalized representation of the dynamic system "SW - Hacker", we introduce variables \( q_i, \ i = 1, \ldots, 6 \), by which we mean, respectively, the number of states of the following elements: SW installation components, SW database and active protection means, active attack means of the first type, control system and active attack means of the second type of cyber attacks.

The state of the dynamic system "SW - Hacker" as a whole at each moment of time \( t \in [t_0, t_n] \) is characterized by a system of ordinary linear differential equations (2), in which the numbers of states \( q_i, \ i = 1, \ldots, 6 \) are considered as variables:

\[
\begin{align*}
\frac{dq_1}{dt} &= -\lambda_1 p_{1R} R q_1 - \lambda_6 p_{6R} R q_6 + \delta q_1 q_1'(q_1, Q_1'); \\
\frac{dq_2}{dt} &= -q_2(t) = -\lambda_3 p_{3R} R q_3 + \delta q_2 q_2'(q_2, Q_2'); \\
\frac{dq_3}{dt} &= q_3(t) = -\lambda_5 p_{5} Y q_5; \\
\frac{dq_4}{dt} &= q_4(t) = -\lambda_6 p_{6} Y q_6; \\
\frac{dq_5}{dt} &= -q_5(t) = -\lambda_3 p_{3} Y q_3; \\
\frac{dq_6}{dt} &= -q_6(t) = -\lambda_6 p_{6} Y q_6.
\end{align*}
\]

Here \( \delta q_1 q_1'(q_1, Q_1') \) – mathematically formalized representation of the input of additional resources (cybersecurity specialists) to increase cyber protection \( q_1 \):

\( \delta q_2 q_2'(q_2, Q_2') \) – mathematically formalized representation of the input of additional resources (cybersecurity specialists) to increase cyber protection \( q_2 \):

\( Q_1^* \) and \( Q_2^* \) – boundary values of the numbers of states \( q_1 \) and \( q_2 \), accordingly, starting from which a reserve is introduced from the passive protection system;

\( \delta q_1 \) and \( \delta q_2 \) – the intensity of the introduction of reserve funds into the composition \( q_1 \) and \( q_2 \):

\( \gamma_1(q_1, Q_1^*) \) and \( \gamma_2(q_2, Q_2^*) \) – signal functions determined by the formulas:

\[
\begin{align*}
\gamma_1(q_1, Q_1^*) &= \begin{cases} 
1, & \text{if } q_1(t) \leq Q_1^*; \\
0, & \text{if } q_1(t) > Q_1^*.
\end{cases} \\
\gamma_2(q_2, Q_2^*) &= \begin{cases} 
1, & \text{if } q_2(t) \leq Q_2^*; \\
0, & \text{if } q_2(t) > Q_2^*.
\end{cases}
\end{align*}
\]

The rule for solving differential equations allows you to introduce variables \( W_{q_i}, \ k = 1, \ldots, 8 \) to denote the coefficients of differential equations:

\[
\begin{align*}
W_1 &= -\lambda_1 p_{1R} R; \\
W_2 &= -\lambda_6 p_{6R} R; \\
W_3 &= 0; \\
W_4 &= -\lambda_3 p_{3R} R; \\
W_5 &= -\lambda_5 p_{5} Y; \\
W_6 &= -\lambda_6 p_{6} Y.
\end{align*}
\]

where \( \lambda_i, \ i = 1, \ldots, 6 \) – the intensity of the attacks carried out by means of \( q_i, \ i = 1, \ldots, 6 \) respectively;

\( p_{i,j} \) – the probability of penetration (hacking) into the SW or its separate component \( q_i \) (for example, a database) as a result of an attack by a mean \( q_j \);

\( Y_1, Y_2 \) and \( Y_3 \) – coefficients characterizing the level of quality work of SW security testers;

\( R_1, R_2 \) and \( R_3 \) – coefficients characterizing the degree of training of hackers who overcome SW protection.

It should be noted that the general condition: \( Y_1 + Y_2 + Y_3 \leq 1 \).

After transformations of the system of equations (2), we obtain:

\[
\begin{align*}
\tilde{Q}_1(t) &= W_{q_1} + W_{q_2} + \delta q_1 q_1'(q_1, Q_1^*); \\
\tilde{Q}_2(t) &= W_{q_3} + \delta q_2 q_2'(q_2, Q_2^*); \\
\tilde{Q}_3(t) &= W_{q_4}; \\
\tilde{Q}_4(t) &= W_{q_5}; \\
\tilde{Q}_5(t) &= W_{q_6};
\end{align*}
\]

where \( \gamma_i(t) \) is a function that characterizes the possibility of choosing the interval for introducing a reserve \( \Delta_{ad} \) (cybersecurity specialists) to reinforce the security of SW elements and functions \( q_i(t) \) and \( q_j(t) \).

The ratios \( Y_1/Y_2/Y_3 = X_1/X_2/X_3 \) determine the strategy of software developers in countering cyberattacks of the "Hacker". The ratios \( R_1/R_2/R_3 = X_4/X_5/X_6 \) determine the strategy of the "Hacker" in the organization of breaking SW.

\( R_1 \) – share (%) of the “Hacker” funds \( q_i \) involved in a cyber attack on SW elements and functions. It is necessary to note the obligatory fulfillment of the condition: \( R_1 \leq 1 \). \( R_2 \) – the share (%) of the "Hacker"...
funds $q_i$ involved in a cyber attack on the elements and functions $q_j$ of the SW (the main functional component). Also $R_{1}$, $R_{2}$ are the shares (in %) of the means $q_{a}$ of the “Hacker” side participating in the information suppression of the means $q_{i}$ and $q_{j}$ from the side of the SW developer, respectively. The sums $R_{1} + R_{2}$ and $R_{3} + R_{4}$ must be less than or equal to 1. $p_{ij} \; i,j = 1,6$ is the probability of failure of the $i$-th type device by the $j$-th type device.

Modeling and assessment of relative damage.

When modeling, it is necessary to introduce a number of additional conditions:

1. Replenishment of elements in the state $C_1$ (adding the active and passive phases of counteracting cyberattacks) is carried out at $q_{i}(t) \leq 80\% \; q_{i}(t_{0})$.

Replenishment of elements in the state $C_2$ is performed when $q_{i}(t) \leq 90\% \; q_{i}(t_{0})$.

2. Each of the elements, functions or systems $q_{i}$, $i = 3,6$, has only two states: safe and dangerous.

Table 1. Values of the probability of occurrence of a security error SW or successful countermeasures against the "Hacker"

| SW    | "Hacker" |
|-------|-----------|
| $p_{14}$ | $p_{16}$ | $p_{26}$ | $p_{06}$ | $p_{43}$ | $p_{53}$ | $p_{63}$ |
| 0,1   | 0,08     | 0,09     | 0,03     | 0,08     | 0,125    | 0,06     |

5. Numerical solution of differential equations (2) is performed in a cycle on the time interval from 0 to 180 c.u., with a step of 0.1 c.u.

6. The limitations of the simulation, in which it is impossible to continue the given program, are the cases when: $q_{1} \leq 1$; $q_{2} \leq 1$; $q_{3} \leq 10\%$; $q_{4} \leq 1$; $q_{5} \leq 10\%$; $q_{6} \leq 1$.

Calculate the relative damage $\Delta Q_{i}(t^*)$ for all $q_{i}$, where $i = 1, \ldots, 6$.

The calculation results are presented in table 2.

Table 2. Relative damage $\Delta Q_{i}(t^*)$ for all $q_{i}$ for $t^* = 120$ c.u.

| SW    | Hacker |
|-------|--------|
| $\Delta Q_{1}(t^*)$ | $\Delta Q_{2}(t^*)$ | $\Delta Q_{3}(t^*)$ | $\Delta Q_{4}(t^*)$ | $\Delta Q_{5}(t^*)$ | $\Delta Q_{6}(t^*)$ |
| 29,57 | 18,31  | 11,99 | 64,57 | 50,45 | 40,36 |

In the considered example, the results of the relative damage assessment indicate the feasibility and effectiveness of the security testing system implemented in the model and, at the same time, the possibility of neutralizing the means of the attacking side (using active and passive defense methods).

The effectiveness of the developed SW safety improvement method can be assessed using the curves of the graphs in fig. 2.

As can be seen from the graphs, the use of the developed SW security enhancement method, taking into account the capabilities of automated penetration testing using deep machine learning technology, reduces the relative damage at all stages of the SW life cycle by up to 6 times, depending on the possible duration of the attack.

The effectiveness of the developed SW safety improvement method can be assessed using the curves of the graphs in fig. 2.

As can be seen from the graphs, the use of the developed SW security enhancement method, taking into account the capabilities of automated penetration testing using deep machine learning technology, reduces the relative damage at all stages of the SW life cycle by up to 6 times, depending on the possible duration of the attack.
Fig. 2. Graphs of the dynamics of changes $\Delta Q(t^*)$ for systems with DevSecOps and a security tester, and also without them

Fig. 3. Histogram of SW security testing time

The hypothesis put forward about the normal distribution of this random variable was tested by Pearson’s goodness-of-fit test $\chi^2$ [11]

$$\chi^2 = N \sum_{i=1}^{k} (P_i^* - P_i)^2 / P_i,$$

where $k$ is the number of digits (intervals) of the statistical series;

$P_i^*$ and $P_i$ are "statistical" and theoretical probabilities of "hitting" a given indicator in the $i$-th category.

The conducted verification proved the plausibility of the hypothesis that the value of the frequency of correct detection of an attack with a higher probability of occurrence is distributed according to the normal law.

Estimates $P_{\text{test}}^{(i)}$ of the mathematical expectation $P_{\text{test}}^{(i)}$ and $\hat{D}_{\text{test}}^{(i)}$ variance ($\hat{\sigma}_{\text{test}}^{(i)}$ standard deviation) are obtained, a random variable $P_{\text{test}}^{(i)}$ that characterizes the frequency of correct detection of an attack with a higher probability of occurring:

$$P_{\text{test}}^{(i)} = \frac{\sum_{j=1}^{k} P_{\text{test}}^{(i,j)}}{N}; \quad \hat{D}_{\text{test}}^{(i)} = \frac{\sum_{j=1}^{k} (P_{\text{test}}^{(i)} - P_{\text{test}}^{(i,j)})^2}{N' - 1};$$

$$\hat{\sigma}_{\text{test}}^{(i)} = \sqrt{\hat{D}_{\text{test}}^{(i)}}.$$

Using the well-known expression for calculating the confidence probability of the deviation of the relative frequency from the constant probability in independent tests [13], we determine the confidence probability that the value of the characteristic of the frequency of correct attack detection obtained as a result of the experiment with a higher probability of occurrence "does not deviate" from the mathematical expectation $P_{\text{test}}^{(i)}$ by more than 0.05:

$$P\left(\left|\hat{P}_{\text{test}}^{(i)} - P_{\text{test}}^{(i)}\right| < 0.05\right) = 2F\left(\frac{0.05}{\hat{\sigma}_{\text{test}}^{(i)}}\right),$$

where $F$ is a Laplace function of the form

$$F(x) = \frac{1}{\sqrt{2\pi}} \int_{0}^{x} e^{-t^2/2} dt \quad [\text{__}].$$
Also, the results of the experiments showed that for all the studied types of data the confidence probability is that the values of the statistical quantity $P_{\text{test}}$ will not deviate from the mathematical expectation $\hat{P}_{\text{test}}$ by more than 0.05 and is equal to: $P \approx 0.94$. A comparative study of the results of mathematical modeling and experiment has been carried out. The results of the comparison are shown in fig. 4. in the form of a graph of the probability distribution density of the implementation time of penetration testing algorithms, and the boundaries of the confidence interval corresponding to them:

$$I_\beta = \left[ \hat{J} - \varepsilon_\beta, \hat{J} + \varepsilon_\beta \right],$$

in which the true value $\hat{J}$ falls with a confidence probability $\beta = 0.94$ and estimates of its $\hat{J}_{\text{test}}$ mathematical expectation.

It can be seen from the graphs that in the key test situation (time $t_{\text{test}} \approx 4 \text{ c.u.}$) the "calculated" curve $J$ (solid curve), obtained in accordance with the mathematical model developed in the work, in most practical cases fall into the "averaged" confidence interval (shaded area).

This confirms the reliability of the mathematical model and the analytical expression obtained as a result of mathematical modeling.

**Substantiation of practical recommendations on the use of the software security improvement method.**

The conducted studies have shown that when designing SW, it is necessary to take into account that the fulfillment of any of the requirements of quality indicators during design may affect other requirements. And in this case, it is necessary to analyze the ratio of benefits and losses for the totality of many quality indicators.

As noted in [13], security is the ability of a system to prevent malicious or accidental actions not provided for in the design, or to prevent disclosure or loss of data. Here we are talking about system security in a general sense. At the same time, improving the security of SW also leads to an increase in the reliability of the system as a whole by reducing the likelihood of successful attacks and their negative impact on the system.

The analysis of the literature [9, 13, 14] and the experience of coding and testing in the development of SW made it possible to identify a number of features of secure programming and implementation of security-related control functions:

- coordination of the SW security policy regarding the technical conditions of the object of implementation (implementation), the formation of restrictions on the use of the product in accordance with the security policy;
- signature-heuristic analysis of source and executable code for potentially dangerous operations and coding errors;
- analysis of security subsystems (password protection subsystem tracing), etc.;
- carrying out all types of manual and automatic testing (functional, stress, load testing and performance testing) taking into account increased security requirements;
- structural analysis of distribution redundancy and integrity control;
- analysis of the presence of covert channels;
- update and modification of SW in accordance with the approved security policy.

A qualitative assessment of these factors and features of secure SW programming allowed us to conclude that an integrated approach to identifying vulnerabilities is expedient and to present common security-related errors of programmers, as well as methods for testing and identifying these errors in the form of a table 3.
Programs written in C and C++ depend on the runtime libraries that come with the compiler or operating system. Programs written in Python also include a number of standard libraries, or other off-the-shelf software solutions. At the same time, the analysis of the literature [12, 13] showed that there are a number of hidden (undeclared) threats.

One of the undeclared threats to using off-the-shelf software solutions is that even if you write flawless code, your application may be vulnerable due to security flaws in one of the components used. For example, the realpath () function of the C programming language library returns the canonicalized absolute path for the path given as an argument. To get the canonicalized absolute path, the function expands all symbolic links. However, some implementations of realpath () contain a static buffer that overflows when the canonicalized path is longer than MAXPATHLEN. Other common C library functions for which some implementations are known to be prone to buffer overflows are syslog (), getpass (), and the getopt () family of calls.

Since many of these problems have been known for some time, many C libraries now contain fixed versions of these functions. For example, the implementations of libc4 and libc5 for Linux contain a buffer overflow vulnerability in realpath (), but the problem is fixed in libc-5.4.13. On the one hand, this creates the prerequisites for eliminating threats and correcting the defect, but, as studies have shown, this problem has not been fully resolved.

Modern operating systems are known to support dynamic link libraries, or shared libraries. In this case, the library code is not statically linked to the executable file, but is searched for in the environment where the program is installed. Therefore, if our development application designed to work with libc-5.4.13 is installed in an environment that has an older version of libc5 installed, the program will be subject to a buffer overflow error in the realpath () function.

One solution is to statically link the safe libraries with your application. This approach allows you to capture the implementation of the library you are using. However, this approach has the disadvantage of creating a large executable image on disk and in memory. It also means that your application will not be able to take advantage of new libraries that may fix previously

| Programming mistakes                                           | Test method                                      | Note                                                                 |
|----------------------------------------------------------------|-------------------------------------------------|----------------------------------------------------------------------|
| Errors that occur when entering rarely used input data.       | Functional testing of rarely used inputs.       | Validation of the functionality declared in the document of rarely used input data using boundary or negative testing methods. |
| Undeclared input parameters and modes associated with an abnormal state of the system and a possible decrease in its performance. | Performance profiling.                          | Identification of code fragments in which anomalies are observed (unauthorized transfer, transition to an infinite loop, processing of undeclared input data, etc.) performance decrease. |
| Errors related to functional safety.                          | Load and stress testing.                        | Creation of specific conditions for the program to work with a large amount of input data, increased load on the processor, etc. |
| Vulnerabilities of the password protection subsystem and other subsystems. | Testing of the authentication subsystem, access control and other information security subsystems. | Defining security management modes, tracing the password system, searching for built-in passwords, etc. |
| Unintentional (intentional) software bookmarks, bombs.        | Signature-heuristic analysis.                   | Identification of software bookmarks, bombs by signatures of potentially dangerous operations or by read event data. |
| Incorrect coding.                                             | Signature-heuristic analysis.                   | Identification of software bookmarks by signatures.                  |
| Intentional tabs of a "hooligan" nature, "programmer signatures", "Easter eggs". | Signature-heuristic analysis.                   | Identification of program bookmarks on the basis of illegitimate identifiers of programmers (messages, constants, hidden "hot keys", etc.). |
| Hidden channels.                                              | Analysis of traffic and memory in an isolated environment. | Monitoring and auditing logs.                                         |
| Program bookmarks initiated by a hidden transition.           | Redundancy control, signature-heuristic analysis. | Identification of software bookmarks on the basis of hidden data transfer. |

Conducted studies have shown that the vast majority of software is based on previously developed software components used for work. For example, programs written in C or C++ depend on the runtime libraries that come with the compiler or operating system. Programs written in Python also include a number of standard libraries, components, or other off-the-shelf software solutions. At the same time, the analysis of the literature [12, 13] showed that there are a number of hidden (undeclared) threats.

| Table 3. Code vulnerabilities and SW testing methods |
|-----------------------------------------------------|
| Programming mistakes | Test method                                      | Note                                                                 |
|----------------------|-------------------------------------------------|----------------------------------------------------------------------|
| Errors that occur when entering rarely used input data. | Functional testing of rarely used inputs.       | Validation of the functionality declared in the document of rarely used input data using boundary or negative testing methods. |
| Undeclared input parameters and modes associated with an abnormal state of the system and a possible decrease in its performance. | Performance profiling.                          | Identification of code fragments in which anomalies are observed (unauthorized transfer, transition to an infinite loop, processing of undeclared input data, etc.) performance decrease. |
| Errors related to functional safety. | Load and stress testing.                        | Creation of specific conditions for the program to work with a large amount of input data, increased load on the processor, etc. |
| Vulnerabilities of the password protection subsystem and other subsystems. | Testing of the authentication subsystem, access control and other information security subsystems. | Defining security management modes, tracing the password system, searching for built-in passwords, etc. |
| Unintentional (intentional) software bookmarks, bombs. | Signature-heuristic analysis.                   | Identification of software bookmarks, bombs by signatures of potentially dangerous operations or by read event data. |
| Incorrect coding. | Signature-heuristic analysis. | Identification of software bookmarks by signatures.                  |
| Intentional tabs of a "hooligan" nature, "programmer signatures", "Easter eggs". | Signature-heuristic analysis.                   | Identification of program bookmarks on the basis of illegitimate identifiers of programmers (messages, constants, hidden "hot keys", etc.). |
| Hidden channels. | Analysis of traffic and memory in an isolated environment. | Monitoring and auditing logs.                                         |
| Program bookmarks initiated by a hidden transition. | Redundancy control, signature-heuristic analysis. | Identification of software bookmarks on the basis of hidden data transfer. |
Among the main security threats and bugs in Python are the following:
- Command injection (command injection).
- SQL injection.
- XML parsing.
- assert statements.
- Time attacks.
- Polluted site-packages or import path.
- Temporary files.
- Using yaml load.
- Deserialization of canned data.
- Using the Python runtime system.
- Not installing patches for your dependencies.

Detailed information about each of the listed vulnerabilities is presented in the article [15].

Conclusions

The section contains comparative studies and evaluation of the effectiveness of the method for improving software security. For this purpose, the method for evaluating efficiency has been improved in the work. Its distinguishing feature is taking into account the possibility of scaling the software development process by introducing security testing specialists (DevSecOps, SecDev, as well as penetration testers). The improved method for evaluating the effectiveness of the software security improvement method is based on the method of dynamics of averages.

With the help of an improved method, the expediency of using the developed method for improving software security is proved, taking into account the capabilities of deep reinforcement learning technology. This will reduce the relative damage at all stages of the SW life cycle by up to 6 times, depending on the possible duration of a cyber-intrusion.

The section substantiates the reliability of the results of mathematical modeling. The results of the experiments showed that for all types of data under study, the confidence probability that the value of the statistical value \( P^{(i)}_{\text{out}} \) will not deviate from the mathematical expectation \( \hat{P}^{(i)}_{\text{out}} \) by more than 0.05 and is equal to: \( P \approx 0.94 \).

The section also provides a number of practical recommendations on the use of the software security enhancement method and highlights some shortcomings, which led to the conclusion that further research is possible.

References

1. Semenov, S., Weilin, C. (2020). "Testing process for penetration into computer systems mathematical model modification", Advanced Information Systems, Vol. 4, Issue 3, P. 133–138. DOI: https://doi.org/10.20998/2522-9052.2020.3.19

2. Semenov, S., Weilin, C., Zhang, L., & Bulba, S. (2021). "Automated penetration testing method using Deep machine learning technology", Advanced Information Systems, Vol. 5, Issue 3, P. 119–127. DOI: https://doi.org/10.20998/2522-9052.2021.3.16

3. Farchi, E., Hartman, A., Pinter, S. (2002). "Using a model-based test generator to test for standard conformance", IBM Systems Journal, Vol. 41, Issue 1, P. 89–110. DOI: https://doi.org/10.1147/sj.411.0089
ДОСЛІДЖЕННЯ ЕФЕКТИВНОСТІ МЕТОДУ ПІДВИЩЕННЯ БЕЗПЕКИ ПРОГРАМНОГО ЗАБЕЗПЕЧЕННЯ І ОБГРУНТУВАННЯ ПРАКТИЧНИХ РЕКОМЕНДАЦІЙ З ЇГО ВИКОРИСТАННЯ

Предметом дослідження у статті є спосіб оцінки ефективності методу підвищення безпеки програмного забезпечення. Мета статті – дослідження ефективності методу підвищення безпеки програмного забезпечення та обґрунтування практичних рекомендацій щодо його використання. Завдання, що вирішуються: аналіз способів опису процесу тестування безпеки програмного забезпечення та оцінки його ефективності, розробка схеми та способу оцінки ефективності методу підвищення безпеки програмного забезпечення, розробка імітаційної моделі процесу тестування.
ИССЛЕДОВАНИЕ ЭФФЕКТИВНОСТИ МЕТОДА ПОВЫШЕНИЯ БЕЗОПАСНОСТИ ПРОГРАММНОГО ОБЕСПЕЧЕНИЯ И ОБОСНОВАНИЕ ПРАКТИЧЕСКИХ РЕКОМЕНДАЦИЙ ПО ЕГО ИСПОЛЬЗОВАНИЮ

Предметом исследования в статье является способ оценки эффективности метода повышения безопасности программного обеспечения. Цель статьи – исследование эффективности метода повышения безопасности программного обеспечения и обоснование практических рекомендаций по его использованию. Решаемые задачи: анализ способов описания процесса тестирования безопасности программного обеспечения и оценки его эффективности, разработка схемы и способа оценки эффективности метода повышения безопасности программного обеспечения, разработка имитационной модели процесса тестирования безопасности программного обеспечения, исследование эффективности метода повышения безопасности программного обеспечения, исследование и обоснование достоверности полученных результатов, разработка практических рекомендаций по использованию метода. Применяемые методы: системный анализ, проектный подход, эвристические методы принятия решений, процессные модели. Полученные результаты: проведенный анализ особенностей способов описания процесса тестирования безопасности программного обеспечения и оценки его эффективности показал возможность учета многих факторов путем использования метода динамики средних. Разработан способ оценки эффективности метода повышения безопасности программного обеспечения, отличающийся от известных методов масштабирования процесса разработки программного обеспечения путем внедрения специалистов тестирования безопасности. С помощью усовершенствованного способа доказана гипотеза о повышении эффективности процесса обеспечения безопасности с помощью разработанного метода путем снижения показателя относительного ущерба на всех этапах жизненного цикла программного обеспечения, в зависимости от возможной продолжительности кибератак. Проведено обоснование достоверности результатов математического моделирования. Приведены ряд практических рекомендаций по использованию метода повышения безопасности программного обеспечения и выделены некоторые недостатки, что позволило сделать вывод о возможности дальнейших исследований.
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