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Mixing Properties for Toral Extensions of Slowly Mixing Dynamical Systems with Finite and Infinite Measure
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Abstract

We prove results on mixing and mixing rates for toral extensions of nonuniformly expanding maps with subexponential decay of correlations. Both the finite and infinite measure settings are considered. Under a Dolgopyat-type condition on nonexistence of approximate eigenfunctions, we prove that existing results for (possibly nonMarkovian) nonuniformly expanding maps hold also for their toral extensions.

1 Introduction

In a landmark paper, Dolgopyat [8] obtained results on superpolynomial decay of correlations for compact group extensions of uniformly expanding and uniformly hyperbolic dynamical systems. An interesting question is to extend this result to nonuniformly expanding/hyperbolic systems, including systems that are slowly mixing or preserving an infinite measure.

In this paper, we focus on the case when the group is abelian, and consider toral extensions of a large class of (not necessarily Markov) nonuniformly expanding maps, including the AFN maps of [31, 32], in both the finite and infinite measure settings. Under mild hypotheses, we show that sharp mixing results for the underlying map pass over to the toral extension.

Future projects could include group extensions of nonuniformly hyperbolic systems including the case of general compact groups. Passing from nonuniformly expanding to nonuniformly hyperbolic should be straightforward for systems with exponentially
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contracting stable directions, but this is a somewhat restrictive assumption. For recent substantial progress on the analogous question for nonuniformly hyperbolic flows and comparison with the group extension situation, see \[3\] and \[22, Section 9\] respectively.

The analysis of compact group extensions divides into the cases where the group is abelian (a torus) or semisimple. As seen in \[8\] (see also \[11\]), it turns out that the toral case raises more technical difficulties, though the semisimple case is more complicated in terms of notation and prerequisites from representation theory. In this paper, we have chosen to focus on the technically harder toral case; we do not anticipate any major difficulties in dealing with general compact groups but have not investigated this further.

1.1 Existing results for nonuniformly hyperbolic maps

Let \((X,d)\) be a metric space with Borel measure \(\mu\), and let \(f : X \to X\) be an ergodic and topologically mixing measure-preserving transformation. Let \(Y \subset X\) be a subset with \(\mu(Y) \in (0, \infty)\). We define the first return time \(\tau : Y \to \mathbb{Z}^+\) and first return map \(F = f^\tau : Y \to Y\) given by

\[
\tau(y) = \inf\{n \geq 1 : f^ny \in Y\} \quad \text{and} \quad F(y) = f^{\tau(y)}(y).
\]

Under certain assumptions on \(F\) and \(\tau\), it is possible to obtain sharp mixing properties for \(f\). More specifically, we assume that

(i) The first return time \(\tau : Y \to \mathbb{Z}^+\) is either nonintegrable with \(\mu(y \in Y : \tau(y) > n) = \ell(n)n^{-\beta}\) where \(\beta \in (0,1]\) and \(\ell\) is a slowly varying function\(^1\) or integrable with \(\mu(y \in Y : \tau(y) > n) = O(n^{-\beta})\) where \(\beta > 1\).

(ii) The first return map \(F : Y \to Y\) fits into the appropriate functional abstract framework with suitable Banach space of observables \(B(Y) \subset L^1(Y)\) with norm \(\|\|\) (see \[12, 27\] for the finite measure case, and \[24\] for the infinite measure case).

Under conditions (i) and (ii), we recall the following results from \[12, 27\] and \[24\] for the map \(f : X \to X\) and observables \(v_0, w_0\) supported in \(Y\) with \(v_0 \in B(Y), w_0 \in L^\infty(Y)\). Let \(\bar{v}_0 = \int_Y v_0 \, d\mu, \bar{w}_0 = \int_Y w_0 \, d\mu\).

In the infinite measure case, define

\[
\bar{\ell}(n) = \begin{cases} \ell(n), & \beta \in (0,1), \\ \sum_{j=1}^n \ell(j)^{-1}, & \beta = 1 \end{cases}, \quad \text{and} \quad d_\beta = \begin{cases} \frac{1}{\pi} \sin \beta \pi, & \beta \in (0,1), \\ 1, & \beta = 1 \end{cases}. \quad (1.1)
\]

\(^1\)A measurable function \(\ell : (0, \infty) \to (0, \infty)\) is slowly varying if \(\lim_{x \to \infty} \ell(\lambda x)/\ell(x) = 1\) for all \(\lambda > 0\).
If $\beta \in \left(\frac{1}{2}, 1\right]$, then
\[
\lim_{n \to \infty} \bar{\ell}(n)n^{1-\beta} \int_Y v_0 w_0 \circ f^n d\mu = d_\beta \bar{v}_0 \bar{w}_0.
\] (1.2)

If $\beta < \frac{1}{2}$, or if $\beta < 1$ and either $\bar{v}_0 = 0$ or $\bar{w}_0 = 0$, then
\[
\int_Y v_0 w_0 \circ f^n d\mu = O(\ell(n)n^{-\beta}||v_0|||w_0||_\infty).
\] (1.3)

In the finite measure case, we normalise so that $\mu$ is a probability measure on $X$. For all $n \geq 1$,
\[
\int_Y v_0 w_0 \circ f^n d\mu - \bar{v}_0 \bar{w}_0 = \sum_{j>n} \mu(\tau > j)\bar{v}_0 \bar{w}_0 + E_\beta(n)||v_0|||w_0||_\infty,
\] (1.4)

where $E_\beta(n) = O(n^{-\beta})$ for $\beta > 2$, $E_\beta(n) = O(n^{-2}\log n)$ for $\beta = 2$, and $E_\beta(n) = O(n^{-(2\beta-2)})$ for $1 < \beta < 2$. Also $E_\beta(n) = O(n^{-\beta})$ for all $\beta > 1$ if $\bar{v}_0 = 0$ or $\bar{w}_0 = 0$.

**Remark 1.1** The precise functional analytic hypotheses mentioned in condition (ii) play no role in this paper; we use only the consequences (1.2)–(1.4) for $\int_Y v_0 w_0 \circ f^n d\mu$.

A special case is when $F$ is a full branch Gibbs-Markov map with $B(Y)$ taken to be a space $F_\theta(Y)$ of Lipschitz observables (see Subsection 1.2 and Section 3 for definitions.) For nonMarkov examples, see Subsection 1.3.

**1.2 Toral extensions**

**Set up** In this paper, we prove analogous results for toral extensions of nonuniformly expanding maps $f : X \to X$ satisfying conditions (i) and (ii). We assume further that there exists $Z \subset Y \subset X$ (possibly $Z = Y$) with $\mu(Z) > 0$ and a return time $^2\varphi : Z \to Z^+$ (not necessarily a first return time). Define the return map $G = f^{\varphi} : Z \to Z$, $G(z) = f^{\varphi(z)}z$. We assume:

(iii) there is a measure $\mu_Z$ on $Z$ equivalent to $\mu|_Z$ and an at most countable measurable partition $\alpha$ of $Z$ such that $\varphi$ is constant on partition elements and $\gcd\{\varphi(a) : a \in \alpha\} = 1$. Moreover, there are constants $\lambda > 1$, $\eta \in (0, 1]$, $C_1 \geq 1$, such that for each $a \in \alpha$,

(1) $G : a \to Z$ is a measure-theoretic bijection.

(2) $d(Gz, Gz') \geq \lambda d(z, z')$ for all $z, z' \in a$.

(3) $g = \log \frac{d\mu_Z}{d\mu_Z \circ G}$ satisfies $|g(z) - g(z')| \leq C_1 d(Gz, Gz')^\eta$ for all $z, z' \in a$.

(4) $d(f^\ell z, f^\ell z') \leq C_1 d(Gz, Gz')$ for all $z, z' \in a$, $0 \leq \ell < \varphi(a)$.

\[ \text{A function } \varphi : Z \to Z^+ \text{ is called a return time if } f^{\varphi(z)}z \in Z \text{ for all } z \in Z. \]
In particular, conditions (1)–(3) mean that $G : Z \to Z$ is a full branch Gibbs-Markov map with partition $\alpha$. Such maps are discussed further in Section 3.

(iv) There exists $\rho : Z \to Z^+$ constant on elements of the partition $\alpha$ such that $G(z) = F^{\rho(z)}z$ for $z \in Z$. Moreover, $\mu_Z(z \in Z : \rho(z) > n) = O(e^{-cn})$ for some $c > 0$, and if $a \in \alpha$, then $\tau \circ F^j$ is constant on $a$ for all $j < \rho(a)$.

Assumptions similar to (iv) were considered in [5].

Remark 1.2 Note that $\varphi = \tau_\rho : Z \to Z^+$,

$$\varphi(z) = \tau_{\rho(z)}(z) = \sum_{j=0}^{\rho(z)-1} \tau \circ F^j.$$

It follows from assumptions (i) and (iv) by an elementary calculation [20] (see also [6, Theorem 4] that $\mu_Z(\varphi > n) = O(n^{-\beta'})$ for any specified $\beta' < \beta$. Moreover, it suffices in (iv) that $\mu_Z(\rho > n) = O(n^{-q})$ for $q$ sufficiently large.

In certain situations, including the examples in Subsection 1.3, it is possible to achieve $\beta' = \beta$. However, this does not lead to improvements in our main results, so we generally ignore this possibility. (On the other hand, the upper bound result Corollary 2.5 does depend on the specific decay rate for $\mu_Z(\varphi > n)$.)

Let $h : X \to T^d$ be a measurable map; following standard conventions we refer to $h$ as a cocycle. We assume that $h$ is $C^\eta$. (More precisely, view $T^d$ as a compact group of diagonal $d \times d$ complex matrices with distance $| \cdot |$. We require that $|h|_\eta = \sup_{x \neq x'} |h(x) - h(x')|/d(x, x')^\eta < \infty$.) Form the toral extension

$$f_h : X \times T^d \to X \times T^d, \quad f_h(x, \psi) = (f(x, \psi) + h(x)).$$

The product measure $m = \mu \times d\psi$ is $f_h$-invariant.

It is necessary to rule out certain pathological cases, since toral extensions of mixing uniformly expanding maps need not be mixing, and mixing toral extensions can mix arbitrarily slowly. Dolgopyat [7, 8] introduced condition (v) below for proving superpolynomial decay of correlations for suspensions and compact group extensions of uniformly expanding/hyperbolic systems. Our final assumption is

(v) There do not exist approximate eigenfunctions.

The definition of approximate eigenfunctions is somewhat technical, and so is delayed until Section 4 where we show that condition (v) holds typically in a strong probabilistic sense. In Appendix A we show that condition (v) holds for an open and dense set of smooth toral extensions.
Mixing results for toral extensions

Let $f : X \to X$ be a topologically mixing map with ergodic invariant measure $\mu$ and $h : X \to \mathbb{T}^d$ be a $C^\eta$ cocycle, $\eta \in (0, 1]$. We consider toral extensions $f_h : X \times \mathbb{T}^d \to X \times \mathbb{T}^d$ as described previously satisfying conditions (i)–(v), where condition (ii) can be replaced by the fact that (1.2)–(1.4) hold for observables $v_0 \in \mathcal{B}(Y)$ and $w_0 \in L^\infty(Y)$.

Let $v : X \times \mathbb{T}^d \to \mathbb{R}$. For $\eta \in (0, 1]$, define $\|v\|_{C^\eta} = \sup_{(x, \psi) \in X \times \mathbb{T}^d} |v(x, \psi) - v(y, \psi)|/d(x, y)^\eta$ and $\|v\|_{C^\eta} = |v|_\infty + |v|_{C^\eta}$. Write $v \in C^n(X \times \mathbb{T}^d)$ if $\|v\|_{C^n} < \infty$.

For $\eta \in (0, 1]$ and $p \in \mathbb{N}$, write $v \in C^{\eta,p}(X \times \mathbb{T}^d)$ if $v$ is $p$-times differentiable with respect to $\psi$ with derivatives that lie in $C^\eta(X \times \mathbb{T}^d)$, and set $\|v\|_{C^{\eta,p}} = \sum_{|j| \leq p} \|\partial_j^\eta v\|_{C^n}$.

For our main results, we consider observables $v, w$ supported in $Y \times \mathbb{T}^d$. Let $v_0(y) = \int_{\mathbb{T}^d} v(y, \psi) \, d\psi$. Suppose that $v_0 \in \mathcal{B}(Y)$, $v - v_0 \in C^{\eta,p}(Y \times \mathbb{T}^d)$, $w \in L^\infty(Y \times \mathbb{T}^d)$, where $p \in \mathbb{N}$ is chosen sufficiently large (depending only on $\eta$, $d$, and the measure $\mu$ on $X$), and write $\|v\| = \|v_0\| + \|v - v_0\|_{C^{\eta,p}}$. Let $\bar{v} = \int_{Y \times \mathbb{T}^d} v \, dm$, $\bar{w} = \int_{Y \times \mathbb{T}^d} w \, dm$.

**Theorem 1.3** In the infinite measure case, define $\bar{\ell}$ and $d_\beta$ as in (1.1).

(a) Suppose that $\beta \in (\frac{1}{2}, 1]$. Then

$$
\lim_{n \to \infty} \bar{\ell}(l)n^{1-\beta} \int_{Y \times \mathbb{T}^d} v \circ f^n_h \, dm = d_\beta \bar{v} \bar{w}.
$$

(b) Suppose either that $\beta \in (0, \frac{1}{2}]$, or that $\beta \in (0, 1]$ and either $\bar{v} = 0$ or $\bar{w} = 0$. Then for all $\epsilon > 0$,

$$
\int_{Y \times \mathbb{T}^d} v w \circ f^n_h \, dm = O(n^{-(\beta-\epsilon)}\|v\|\|w\|_\infty).
$$

**Remark 1.4** Under stronger conditions on $\mu(\tau > n)$, improved error rates and higher order asymptotics are obtained for nonuniformly expanding maps $f$ in [24, 28]. This applies in particular to the Markov intermittent maps considered in [19] and to the nonMarkov examples in Subsection 1.3 (for the nonMarkov examples, the stronger conditions on $\mu(\tau > n)$ are proved in [5] as described in Subsection 1.3). The results in this paper show that these higher order results apply also to typical toral extensions of these intermittent maps.

**Theorem 1.5** In the finite measure case, for all $\epsilon > 0$,

$$
\int_{Y \times \mathbb{T}^d} v w \circ f^n_h \, dm - \bar{v} \bar{w} = \sum_{j > n} \mu(\tau > j) \bar{v} \bar{w} + O(n^{-q}\|v\|\|w\|_\infty),
$$

where $q = \beta - \epsilon$ if $\beta \geq 2$ and $q = 2\beta - 2$ if $1 < \beta < 2$. We can also take $q = \beta - \epsilon$ if $\beta > 1$ and $\bar{v} = 0$ or $\bar{w} = 0$.

---

3 Given $j \in \mathbb{Z}^d$ with $j_1, \ldots, j_d \geq 0$, we write $|j| = j_1 + \cdots + j_d$ and $\frac{\partial^j}{\partial \psi^j} = \frac{\partial^{j_1}}{\partial \psi_1^{j_1}} \cdots \frac{\partial^{j_d}}{\partial \psi_d^{j_d}}$. 
Strategy of the proofs  For $L^2$ observables $v, w : X \times \mathbb{T}^d \to \mathbb{R}$, we write
\[
v(x, \psi) = \sum_{k \in \mathbb{Z}^d} v_k(x) e^{ik \cdot \psi},
\]
where $v_k \in L^2(X, \mathbb{C})$ and similarly for $w$. Conditions (i) and (ii) above on the first return map $F = f^\tau : Y \to Y$ take care of the zero Fourier modes $v_0$ and $w_0$, so the main contribution of the current paper is to deal with the nonzero modes. In Section 2, we show how this can be achieved under conditions (iii)-(v) using the induced map $G = f^\phi : Z \to Z$.

Remark 1.6 If the first return map $F = f^\tau : Y \to Y$ is a full branch Gibbs-Markov map, then there is no need for a second inducing scheme: we can simply take $G = F$. (Conditions (iii) and (iv) can now be ignored.) Even here our results are new. This simplified set up applies to the maps in Examples 1.7 and 1.8 below if they are Markov, and more generally to the class of Thaler maps [29].

For the nonMarkovian “AFN” maps of [31, 32], we use both of the inducing schemes and our main theorems apply with $B(Y)$ taken to be the space of bounded variation functions on $Y$. This includes all cases in Examples 1.7 and 1.8.

Upper bounds on decay of correlations  In the finite measure case, we also obtain an upper bound for decay of correlations, see Corollary 2.5. This is simpler than the other results mentioned here, and we need only to use one inducing scheme, $G = f^\phi : Z \to Z$, satisfying condition (iii) with $\beta > 1$. In particular, our result applies to toral extensions of maps modelled by Young towers with polynomial tails and summable decay of correlations [30], and shows under condition (v) that the toral extension $f_h$ mixes at the same rate as $f$.

1.3 Examples

Prototypical examples include Pomeau-Manneville intermittent maps of the unit interval [26] such as the following:

**Example 1.7** $f(x) = \begin{cases} x(1 + c_1 x^\gamma), & x \in [0, \frac{1}{2}) \\ 2x - 1, & x \in [\frac{1}{2}, 1] \end{cases}$, where $\gamma > 0$, $c_1 \in (0, 2]$. When $c_1 = 2$, the map $f$ is Markov and was introduced in [19].

**Example 1.8** $f(x) = x(1 + c_2 x^\gamma) \mod 1$, where $\gamma > 0$, $c_2 > 0$. If $c_2$ is an integer, then $f$ is Markov and belongs to the class of maps studied by [29].

In general, the above maps $f$ are nonMarkovian and are examples of “AFN maps” [31, 32]. For all $\gamma > 0$, there is a unique (up to scaling) $\sigma$-finite invariant measure $\mu$ equivalent to Lebesgue and the measure is finite if and only if $\gamma < 1$.

---

4Since $v$ is real-valued, necessarily $v_{-k}$ is the complex conjugate of $v_k$. 

We now describe how to verify assumptions (i)-(v) for these examples. In Example 1.7, it is convenient to take \( Y = [\frac{1}{2}, 1] \). In Example 1.8, a convenient choice is to let \( Y \) be the domain of the right-most branch. Let \( \beta = 1/\gamma \). By the proof of [5, Lemma 9.1] and by [5, Lemma 9.2], there are constants \( c_1, c_2 > 0 \) such that

\[
\begin{align*}
\mu_Z(\varphi > n) &= c_1 n^{-\beta} + O(n^{-2\beta}, n^{-(\beta+1)} \log n), \\
\mu(\tau > n) &= c_2 \mu_Z(\varphi > n) + O(n^{-(\beta+1)}),
\end{align*}
\]

so condition (i) is satisfied.

Condition (ii) holds with \( \mathcal{B}(Y) \) taken to be the space of bounded variation functions on \( Y \) (see for example [24, Proposition 11.10]) and conditions (iii,iv) are verified in [5, Section 9]. Condition (v) is satisfied for typical Hölder cocycles \( h \), see Proposition 4.2, and also for an open and dense set of smooth cocycles, see Appendix A.

Hence our main results apply to typical toral extensions of nonMarkovian intermittent maps. Since the estimates (1.6) for \( \mu(\varphi > n) \) in (1.6) include error terms, we can obtain error rates and higher order asymptotics in the infinite measure case \( \gamma \geq 1 \) as indicated in Remark 1.4.

The remainder of the paper is structured as follows. In Section 2, we state results, Theorems 2.2 and 2.3, on the nonzero Fourier modes in (1.5) and use these to prove the results from the introduction. In Section 3, we recall the definition and basic properties of the Gibbs-Markov induced map \( G = f^\varphi \). In Section 4, we recall the notions of eigenfunctions and approximate eigenfunctions. In Section 5, we recall some standard results about smoothness of Fourier series. In Section 6, we obtain some estimates for twisted transfer operators corresponding to the induced dynamics on \( Y \), and we derive a Dolgopyat-type estimate. In Section 7, we obtain estimates for certain associated renewal operators. Theorems 2.2 and 2.3 are proved in Sections 8 and 9 respectively.

**Notation** We use “big O” and \( \ll \) notation interchangeably, writing \( a_n = O(b_n) \) or \( a_n \ll b_n \) if there is a constant \( C > 0 \) such that \( a_n \leq C b_n \) for all \( n \geq 1 \).

## 2 Reduction to the nonzero Fourier modes

In this section, we show how to reduce to dealing with the nonzero Fourier modes in (1.5). First, we require the following basic expansion of \( \int_{X \times \mathbb{T}^d} v \cdot w \circ f^n \, dm \). Note that \( f^n(x, \psi) = (f^n x, \psi + h_n(x)) \) where \( h_n = \sum_{j=0}^{n-1} h \circ f^j \).

**Proposition 2.1** Let \( v, w : X \times \mathbb{T}^d \to \mathbb{R} \) be \( L^2 \) observables with Fourier series as in (1.5). Then \( \int_{X \times \mathbb{T}^d} v \cdot w \circ f^n \, dm = \sum_{k \in \mathbb{Z}^d} \int_{X} e^{i k \cdot h_n} v - k w_k \circ f^n \, d\mu \) for all \( n \geq 0 \).
Proof Expanding into Fourier series,

\[
\int_{X \times T^d} v \circ f_n^R \, \mathrm{d}m = \sum_{j, k \in \mathbb{Z}^d} \int_{X \times T^d} v_j(x) e^{ij \cdot \psi} w_k(f^n x) e^{ik \cdot (\psi + h_n(x))} \, \mathrm{d}m
\]

\[
= \sum_{j, k \in \mathbb{Z}^d} \int_X v_j(x) w_k(f^n x) e^{ik \cdot h_n(x)} \, \mathrm{d} \mu \int_{T^d} e^{i(j + k) \cdot \psi} \, \mathrm{d} \psi = \sum_{k \in \mathbb{Z}^d} \int_X v_{-k}(x) w_k(f^n x) e^{ik \cdot h_n(x)},
\]

as required.

The next two results concern the nonzero Fourier modes

\[ S_{v, w}(n) = \sum_{k \in \mathbb{Z}^d \setminus \{0\}} \int_X e^{ik \cdot h_n v_{-k} w_k \circ f^n} \, \mathrm{d} \mu. \]

Theorem 2.2 Assume that the induced map \( G = f^\varphi : Z \to Z \) and the \( C^n \) cocycle \( h : X \to T^d \) satisfy conditions (iii)-(v).

Then there exists \( p \in \mathbb{N} \) such that for all observables \( v, w \) supported in \( Y \times T^d \) with \( v \in C^{\eta, p}(Y \times T^d) \), \( w \in L^\infty(Y \times T^d) \), and for all \( \epsilon > 0 \),

\[ S_{v, w}(n) = O(n^{-(\beta - \epsilon)} \|v - v_0\|_{C^{\eta, p}} \|w\|_\infty). \]

Theorem 2.3 Let \( h : X \to T^d \) be a \( C^n \) cocycle, \( \eta \in (0, 1] \), and assume nonexistence of approximate eigenfunctions. Let \( \varphi : Z \to \mathbb{Z}^+ \) be a (general) return time such that \( \mu_Z(\varphi > n) = O(n^{-\beta}) \) where \( \beta > 1 \), and \( G = f^\varphi : Z \to Z \) is full branch Gibbs-Markov. (Here, the return times \( \tau \) and \( \rho \) and the first return map \( F \) are absent.)

Then there exists \( p \in \mathbb{N} \) such that \( S_{v, w}(n) = O(n^{-(\beta - 1)} \|v - v_0\|_{C^{\eta, p}} \|w\|_\infty) \) for all observables \( v, w \) with \( v \in C^{\eta, p}(X \times T^d) \), \( w \in L^\infty(X \times T^d) \).

Remark 2.4 We say that \( v : X \times T^d \to \mathbb{R} \) is a trigonometric polynomial if only finitely many of the Fourier coefficients \( v_k : X \to \mathbb{C} \) in \( (1.5) \) are nonzero.

If at least one of the observables \( v, w \) is a trigonometric polynomial, then all of our results simplify. Instead of requiring nonexistence of approximate eigenfunctions, we require only the nonexistence of ordinary eigenfunctions (see Section 4.1). Moreover, we can take \( p = 0 \).

In the simplified situation of trigonometric polynomials, Theorem 2.3 recovers and improves upon [4] where similar results are obtained only for \( \beta > 2 \). The improved convergence rate for observables supported in \( Y \) in Theorem 2.2 was also not obtained in [4].

All of our results about toral extensions \( f_n \) are immediate consequences of Theorems 2.2 and 2.3 combined with known results for \( f \). In particular, in the proofs of Theorem 1.3 and Theorem 1.5 below we use (1.2)-(1.4), while in the upper bounds result on decay of correlation, namely Corollary 2.5 below, we use the result of Young [30].
Proof of Theorem 1.3. Write \( \int_{X \times \mathbb{T}^d} v \circ f^n_h \, dm = \int_Y v_0 \circ f^n \, d\mu + S_{v,w}(n) \). For \( \beta > \frac{1}{2} \), by (1.2), \( \lim_{n \to \infty} \ell(n)n^{1-\beta} \int_Y v_0 \circ f^n \, d\mu = d_\beta \bar{v}_0 \bar{w}_0 = d_\beta \bar{v} \bar{w} \). By Theorem 2.2, \( \ell(n)n^{1-\beta} S_{v,w}(n) = O(n^{1-2\beta+2\epsilon} \|v-v_0\|_{C^{\eta,p}} |w|_\infty) \). Since \( \beta > \frac{1}{2} \) and \( \epsilon \) is arbitrarily small, part (a) follows.

For \( \beta \in (0, \frac{1}{2}) \), or if \( \bar{v}_0 = 0 \) or \( \bar{w}_0 = 0 \), by (1.3), \( \int_Y v_0 \circ f^n \, d\mu = O(n^{-(\beta-\epsilon)} \|v_0\|_{C^\eta}) \). Hence part (b) follows from Theorem 2.2.

Proof of Theorem 1.5. Write \( \int_{X \times \mathbb{T}^d} v \circ f^n_h \, dm - \bar{v} \bar{w} = g(n) + S_{v,w}(n) \), where \( g(n) = \int_Y v_0 \circ f^n \, d\mu - \bar{v}_0 \bar{w}_0 \). By (1.4),

\[
g(n) = \sum_{j>n} \mu(\tau > j) \bar{v}_0 \bar{w}_0 + E_\beta(n) \|v_0\|_{C^\eta} = \sum_{j>n} \mu(\tau > j) \bar{v} \bar{w} + E_\beta(n) \|v_0\|_{C^\eta}.
\]

The result follows from the estimates for \( E_\beta(n) \) together with the estimates in Theorem 2.2 for \( S_{v,w}(n) \).

Corollary 2.5. Let \( h : X \to \mathbb{T}^d \) be a \( C^n \) cocycle, \( \eta \in (0,1] \), and assume nonexistence of approximate eigenfunctions. As in Theorem 2.3, let \( \varphi : Z \to \mathbb{Z}^+ \) be a (general) return time such that \( \mu_Z(\varphi > n) = O(n^{-\beta}) \) where \( \beta > 1 \), and \( G = f^\varphi : Z \to Z \) is full branch Gibbs-Markov.

Then there exists \( p \in \mathbb{N} \) such that

\[
|\int_{X \times \mathbb{T}^d} v \circ f^n_h \, dm - \int_{X \times \mathbb{T}^d} v \, dm \int_{X \times \mathbb{T}^d} w \, dm| = O(n^{-(\beta-1)} \|v\|_{C^{n,p}} |w|_\infty),
\]

for all \( v \in C^{n,p}(X \times \mathbb{T}^d), w \in L_c(X \times \mathbb{T}^d) \).

Proof. Write

\[
\int_{X \times \mathbb{T}^d} v \circ f^n_h \, dm - \int_{X \times \mathbb{T}^d} v \, dm \int_{X \times \mathbb{T}^d} w \, dm = \int_X v_0 \circ f^n \, d\mu - \int_X v_0 \, d\mu \int_X w_0 \, d\mu + S_{v,w}(n).
\]

By Young [30],

\[
|\int_X v_0 \circ f^n \, d\mu - \int_X v_0 \, d\mu \int_X w_0 \, d\mu| \leq C n^{-(\beta-1)} \|v_0\|_{C^\eta} |w_0|_\infty,
\]

for all \( v_0 \) Hölder and \( w_0 \) in \( L^\infty \). Hence the result follows from Theorem 2.3.

3 Induced Gibbs-Markov maps

Let \( f : X \to X \) be a topologically mixing map satisfying conditions (1)–(4) in assumption (iii) in Section 1. Let \( G = f^\varphi : Z \to Z \) be the induced full-branch Gibbs-Markov map as defined in assumption (iii). Standard references for background material on Gibbs-Markov maps are [1] Chapter 4) and [2]. In particular, a consequence of conditions (1)–(3) is that there is a unique ergodic \( G \)-invariant probability measure on \( Z \).
equivalent to $\mu_Z$ such that condition (iii) still holds with this measure in place of $\mu_Z$. Without loss we can suppose that $\mu_Z$ is this ergodic invariant probability measure. Moreover $\mu_Z$ is mixing. This leads to a unique (up to scaling) $f$-invariant measure $\mu$ on $X$ with $\mu|_Z$ equivalent to $\mu_Z$, see for example [30, Theorem 1]. An explicit definition of $\mu$ is given in Remark 7.1. The condition $\gcd\{\varphi(a) : a \in \alpha\} = 1$ implies that $f$ is topologically mixing, and in the finite measure case $\mu$ is mixing.

If $a_0, \ldots, a_{n-1} \in \alpha$, we define the $n$-cylinder $[a_0, \ldots, a_{n-1}] = \bigcap_{j=0}^{n-1} G^{-j} a_j$. Let $\theta \in (0, 1)$ and define the symbolic metric $d_\theta(z, z') = \theta^{n(z,z')}$ where the separation time $s(z, z')$ is the greatest integer $n \geq 0$ such that $z$ and $z'$ lie in the same $n$-cylinder. In the remainder of this section, we fix $\theta \in [\lambda^{-n}, 1)$. For convenience we rescale the metric $d$ on $X$ so that $\text{diam}(Z) \leq 1$.

**Proposition 3.1** $d(z, z')^n \leq d_\theta(z, z')$ for all $z, z' \in Z$.

**Proof** Let $n = s(z, z')$. By condition (2),

$$1 \geq \text{diam} Z \geq d(G^n z, G^n z') \geq \lambda^n d(z, z') \geq (\theta^{1/n})^n d(z, z').$$

Hence $d(z, z')^n \leq \theta^n = d_\theta(z, z')$.

An observable $v : Z \to \mathbb{R}$ is Lipschitz if $\|v\|_\theta = |v|_\infty + |v|_\theta < \infty$ where $|v|_\theta = \sup_{z \neq z'} |v(z) - v(z')|/d_\theta(z, z')$. The set $F_\theta(Z)$ of Lipschitz observables is a Banach space. More generally, we say that $v : Z \to \mathbb{R}$ is locally Lipschitz, and write $v \in F_\theta^{\text{loc}}(Z)$, if $v|_a \in F_\theta(a)$ for each $a \in \alpha$. Accordingly, we define $D_\theta v(a) = \sup_{z, z' \in a : z \neq z'} |v(z) - v(z')|/d_\theta(z, z')$.

We say that an observable $v = (v_1, \ldots, v_d) : Z \to \mathbb{R}^d$ lies in $F_\theta(Z, \mathbb{R}^d)$ if $v_1, \ldots, v_d \in F_\theta(Z)$, and we define $|v|_\theta = \max_{j=1, \ldots, d} |v_j|_\theta$ and $\|v\|_\theta = \max_{j, \ldots, d} \|v_j\|_\theta$. Similarly, we define $F_\theta^{\text{loc}}(Z, \mathbb{R}^d)$ and $F_\theta^{\text{loc}}(Z, \mathbb{T}^d)$.

**Proposition 3.2** Let $h : X \to \mathbb{T}^d$ be a $C^0$ cocycle. Define the induced cocycle $H(z) = \sum_{\ell=0}^{\varphi(z)-1} h(f^\ell z)$. Then $H \in F_\theta^{\text{loc}}(Z, \mathbb{T}^d)$, and there is a constant $C_2 \geq 1$ such that

$$D_\theta H(a) \leq C_2 |h|_{C^0} \varphi(a),$$

for all $a \in \alpha$.

**Proof** Let $z, z' \in a$. Then $\varphi(z) = \varphi(z') = \varphi(a)$. Let $C_1' = C_1^0$. By condition (4) and Proposition 3.1

$$|H(z) - H(z')| \leq \sum_{\ell=0}^{\varphi(a)-1} |h(f^\ell z) - h(f^\ell z')| \leq |h|_{C^0} \sum_{\ell=0}^{\varphi(a)-1} d(f^\ell z, f^\ell z')^n \leq C_1' |h|_{C^0} \varphi(a) d_\theta(Gz, Gz')^n \leq C_1' |h|_{C^0} \varphi(a) d_\theta(Gz, Gz') = C_1' \theta^{-1} |h|_{C^0} \varphi(a) d_\theta(z, z'),$$

for all $a \in \alpha$. 
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yielding the required estimate for $D_\theta H(a)$. 

The transfer operator $R : L^1(Z) \to L^1(Z)$ corresponding to the induced map $G : Z \to Z$ is given by $\int_Z Rv w \, d\mu_z = \int_Z v w \circ G \, d\mu_z$ for all $v \in L^1(Z)$, $w \in L^\infty(Z)$. Since we are now taking $\mu_z$ to be invariant, this is the normalized transfer operator satisfying $R1 = 1$. It can be easily seen that $(Rv)(z) = \sum_{a \in \alpha} e^{g(z_a)} v(z_a)$ where $z_a$ denotes the unique preimage of $z$ in $a$ under $G$ and $g$ is the potential defined in condition (3) in the definition of Gibbs-Markov map (beginning of Section 1.2). Similarly, $(R^n v)(z) = \sum_{a \in a_n} e^{g_n(z_a)} v(z_a)$ where $z_a$ denotes the unique preimage of $z$ in $a$ under $G^n$ and $g_n(z) = \sum_{j=0}^{n-1} g(G^j z)$. Moreover, there exists a constant $C_3$ such that

$$e^{g_n(z)} \leq C_3 \mu_z(a), \quad \text{and} \quad |e^{g_n(z)} - e^{g_n(z')}| \leq C_3 \mu_z(a) d_\theta(G^n z, G^n z'),$$

for all $z, z' \in a, a \in \alpha_n, n \geq 1$.

**Proposition 3.3** There exists $\tau \in (0, 1)$ such that $\|R^n v - \int_Z v \, d\mu_z\|_\theta \leq C \tau^n \|v\|_\theta$, for all $n \geq 1$ and $v \in F_\theta(Z)$.

**Proof** This follows from the fact that the transfer operator $R$ has a spectral gap [1].

Section 4.7.

4 Eigenfunctions and approximate eigenfunctions

In this section, we recall the notion of approximate eigenfunction, and show that typically there are none. That is, condition (v) in the introduction holds typically.

In Subsection 4.1, we consider ordinary eigenfunctions as mentioned in Remark 2.4. (Non-existence of eigenfunctions is a sufficient condition for a technical result on renewal operators, namely Proposition 7.2, required in the proof of our main results.) Approximate eigenfunctions are then considered in Subsection 4.2.

Throughout this section, we work with toral extensions of a map $f : X \to X$ with full branch Gibbs-Markov induced map $G = f^\varphi : Z \to Z$ corresponding to a general return time $\varphi : Z \to \mathbb{Z}^+$. Given a measurable cocycle $h : X \to \mathbb{T}^d$, we define the induced cocycle $H : Z \to \mathbb{T}^d$ given by $H(z) = \sum_{\ell=0}^{\varphi(z)-1} h(f^\ell z)$.

4.1 Eigenfunctions

In this subsection, we define eigenfunctions and recall some of their basic properties. Let $S^1$ denote the unit circle in $\mathbb{C}$.

**Definition 4.1** A measurable function $v : Z \to S^1$ is an eigenfunction if there exist frequencies $k \in \mathbb{Z}^d \setminus \{0\}$ and $\omega \in [0, 2\pi)$ such that $v \circ G = e^{ik\cdot H^\omega} v$. 
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By Remark 2.4, nonexistence of eigenfunctions is a sufficient condition for our main results in the case of trigonometric polynomials. The next result shows that nonexistence of eigenfunctions is typical.

**Proposition 4.2** Suppose that $h$ is $C^\eta$ for some $\eta > 0$ and that $z_1$ and $z_2$ are fixed points for $G : Z \to Z$. If there exists an eigenfunction, then there exist $k_1, k_2 \in \mathbb{Z}^d \setminus \{0\}$ such that $k_1 \cdot H(z_1) = k_2 \cdot H(z_2) \mod 2\pi$.

**Proof** Suppose that $v$ is an eigenfunction with frequencies $k \in \mathbb{Z}^d \setminus \{0\}$ and $\omega \in [0,2\pi)$. Since $G$ is Gibbs-Markov, it follows by Livšic regularity that $v$ is continuous. Since $z_j$ are fixed points, we obtain $e^{ik \cdot H(z_j)} e^{i\omega \varphi(z_j)} = 1$. Hence $e^{i\varphi(z_2) k \cdot H(z_1)} e^{i\omega \varphi(z_1) \varphi(z_2)} = 1$ and $e^{i\varphi(z_1) k \cdot H(z_2)} e^{i\omega \varphi(z_1) \varphi(z_2)} = 1$. It follows that $e^{i\varphi(z_2) k \cdot H(z_1)} = e^{i\varphi(z_1) k \cdot H(z_2)}$. The result follows with $k_1 = \varphi(z_2) k$ and $k_2 = \varphi(z_1) k$. ■

It follows that nonexistence of eigenfunctions holds generically (for a residual set of $C^\eta$ cocycles $h : X \to \mathbb{T}^d$ for any fixed $\eta > 0$). An open and dense criterion is given in Appendix A.

### 4.2 Approximate eigenfunctions

For $k \in \mathbb{Z}^d$, $\omega \in [0,2\pi]$, define $M_{k,\omega} : L^\infty(Z) \to L^\infty(Z)$,

$$M_{k,\omega} v = e^{-i k \cdot H} e^{-i \omega \varphi} v \circ G.$$  

Note that $v$ is an eigenfunction with frequencies $k$, $\omega$ if and only if $M_{k,\omega} v = v$.

**Definition 4.3** There are approximate eigenfunctions on a subset $Z_\infty \subset Z$ if for any $\xi_0 > 0$, there exist constants $\xi$, $\zeta > \xi_0$ and $C \geq 1$, and sequences

$$u_j \in F_\theta(Z), \quad k_j \in \mathbb{Z}^d \setminus \{0\}, \quad \omega_j \in [0,2\pi), \quad \chi_j \in [0,2\pi), \quad n_j = \lfloor \varsigma \ln |k_j| \rfloor \in \mathbb{N}, \quad j \geq 1,$$

with $\lim_{j \to \infty} |k_j| = \infty$, $|u_j| \equiv 1$ and $|u_j|_\theta \leq C|k_j|$, such that

$$|(M_{k_j,\omega_j}^{n_j} u_j)(z) - e^{i\chi_j} u_j(z)| \leq C|k_j|^{-\xi},$$

for all $z \in Z_\infty$ and all $j \geq 1$.

**Definition 4.4** A subset $Z_\infty \subset Z$ is called a finite subsystem of $Z$ if $Z_\infty = \bigcap_{n \geq 1} G^{-n} Z_0$ where $Z_0$ is the union of finitely many elements from the partition $\alpha$.

**Definition 4.5** We say that there exist approximate eigenfunctions if for every finite subsystem $Z_\infty \subset Z$ there exist approximate eigenfunctions on $Z_\infty$.

**Proposition 4.6** Let $z_1, z_2, z_3$ be three fixed points for $G : Z \to Z$ such that $\varphi(z_1) \neq \varphi(z_2)$. Let $Z_\infty$ be the finite subsystem corresponding to the union of the partition elements containing $z_1, z_2, z_3$. For almost all $H(z_1), H(z_2), H(z_3) \in \mathbb{T}^d$, there are no approximate eigenfunctions on $Z_\infty$.  

12
Let $A$ be a sequence of bounded linear operators on some Banach space $X$ and set $A(\omega) = \sum_{n=1}^{\infty} A_n e^{in\omega}, \omega \in [0, 2\pi].$ If $A \in L^1$ then we define the Fourier coefficients $\hat{A}_n = (1/2\pi) \int_{0}^{2\pi} e^{-in\omega} A(\omega) \, d\omega.$

When speaking of regularity of $A,$ we regard $A$ as a $2\pi$-periodic function on $\mathbb{R}.$ Let $|A|_{C^0} = \sup_{\omega} ||A(\omega)||.$ For $m \in \mathbb{N},$ define $||A||_{C^m} = \max_{j=0, \ldots, m} |A^{(j)}|_{C^0}.$ For $q = m + \alpha,$ $m \in \mathbb{N},$ $\alpha \in [0, 1),$ define $||A||_{C^q} = ||A||_{C^m} + |A^{(m)}|_{C^\alpha}$ where $|A|_\alpha = \sup_{\omega_1 \neq \omega_2} |A(\omega_1) - A(\omega_2)|/|\omega_1 - \omega_2|^\alpha.$

**Proposition 5.1** Suppose that $\sum_{j>n} ||A_j|| \leq Cn^{-q}$ for constants $C \geq 1,$ $q > 0,$ where $q$ is not an integer. Then there is a universal constant $D_q$ depending only on $q$ such that $A : [0, 2\pi] \to L(X, X)$ is $C^q$ and $||A||_{C^q} \leq CD_q.$

**Proof** The details are written out for example in [4, Lemma 2.4].

**Proposition 5.2** Suppose that $A : [0, 2\pi] \to L(X, X)$ is $C^q,$ $q > 0.$ Then there is a universal constant $D_q$ depending only on $q$ such that $||A_n|| \leq D_q ||A||_{C^q} n^{-q}.$

**Proof** The details are written out for example in [4, Lemma 2.5].
Throughout this section, we assume condition (iii) on the induced map $G = f^k : Z \to Z$. Recall from Section 3 that $R$ is the transfer operator corresponding to $G$, and that $H : Z \to \mathbb{T}^d$ is the induced cocycle $H(z) = \sum_{k=0}^{\varphi(z)-1} h(f^k y)$.

For $k \in \mathbb{Z}^d$, define the twisted transfer operators $R_k \cdot L^1(Z) \to L^1(Z)$, $R_k v = R(e^{ikH} v)$. We can write $R_k = \sum_{n=1}^{\infty} R_{k,n}$ where $R_{k,n} : L^1(Z) \to L^1(Z)$ is given by $R_{k,n} v = R_k(1_{\{\varphi=n\}} v)$.

Remark 5.3 If $q > 1$ in Propositions 5.1 or 5.2 then $A_n = \hat{A}_n$ and the Fourier series is uniformly absolutely convergent.

Next, we consider Hölder norms of families of operator functions $A, B : [0, 2\pi] \to L(\mathcal{X}, \mathcal{X})$ where $A(\omega)$ is invertible for all $\omega \in [0, 2\pi]$ and $B(\omega) = A(\omega)^{-1}$.

Lemma 5.4 For each $m \in \mathbb{N}$, there is a universal constant $c_m > 0$ such that for all $q = m + \alpha$, $\alpha \in [0, 1)$,

$$\|B\|_{C^q} \leq c_m (1 + \|B\|_{C^0})^{2q+2}(1 + \|A\|_{C^q})^{2q+1}.$$

Proof First we consider the case $q = m \in \mathbb{N}$. The case $m = 0$ is trivial. For $m \geq 1$, note that $D^m B$ is a linear combination of terms of the form $(D^{n_1} B)(D^{n_2} A)(D^{n_3} B)$ with $n_1 + n_2 + n_3 = m$ and $n_2 \geq 1$. Inductively,

$$|D^m B|_{C^0} \leq c'_m \sum_{n_1 + n_2 + n_3 = m: n_2 \geq 1} |D^{n_1} B|_{C^0} |D^{n_2} A|_{C^0} |D^{n_3} B|_{C^0} \leq c'_m \|A\|_{C^m} \sum_{n_1 + n_3 \leq m - 1} (1 + \|B\|_{C^0})^{2n_1 + 2n_3 + 4}(1 + \|A\|_{C^m})^{2n_1 + 2n_3 + 2}$$

$$\leq c''_m (1 + \|B\|_{C^0})^{2m+2}(1 + \|A\|_{C^m})^{2m+1},$$

establishing the required result when $q = m$ is an integer.

When $q = m + \alpha$, we have in addition that

$$|D^m B|_{\alpha} \leq c'_m \sum_{n_1 + n_2 + n_3 = m: n_2 \geq 1} (2|D^{n_1} B|_{\alpha} |D^{n_2} A|_{C^0} |D^{n_3} B|_{C^0} + |D^{n_1} B|_{C^0} |D^{n_2} A|_{\alpha} |D^{n_3} B|_{C^0})$$

$$\leq 3c'_m \|A\|_{C^q} \sum_{n_1 + n_3 \leq m - 1} (1 + \|B\|_{C^0})^{2n_1 + 2\alpha + 2n_3 + 4}(1 + \|A\|_{C^q})^{2n_1 + 2\alpha + 2n_3 + 2}$$

$$\leq c''_m (1 + \|B\|_{C^0})^{2q+2}(1 + \|A\|_{C^q})^{2q+1},$$

completing the proof. \[\blacksquare\]

6 Estimates for induced twisted transfer operators

Throughout this section, we assume condition (iii) on the induced map $G = f^k : Z \to Z$. Recall from Section 3 that $R$ is the transfer operator corresponding to $G$, and that $H : Z \to \mathbb{T}^d$ is the induced cocycle $H(z) = \sum_{k=0}^{\varphi(z)-1} h(f^k y)$.

For $k \in \mathbb{Z}^d$, define the twisted transfer operators $R_k : L^1(Z) \to L^1(Z)$, $R_k v = R(e^{ikH} v)$. We can write $R_k = \sum_{n=1}^{\infty} R_{k,n}$ where $R_{k,n} : L^1(Z) \to L^1(Z)$ is given by $R_{k,n} v = R_k(1_{\{\varphi=n\}} v)$. 
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Define $R_k(\omega) : L^1(Z) \to L^1(Z)$ for $\omega \in [0, 2\pi]$ by setting

$$R_k(\omega)v = \sum_{n=1}^{\infty} R_{k,n}e^{i\omega n}v = R(e^{ik\cdot H_0}e^{i\omega \varphi_n}v).$$

Note that $R_k(\omega)^n v = R^n(e^{ik:H_n}e^{i\omega \varphi_n}v)$ where $H_n = \sum_{j=0}^{n-1} H \circ G^j$, $\varphi_n = \sum_{j=0}^{n-1} \varphi \circ G^j$.

In Subsection 6.1, we derive some basic estimates for the operators $R_{k,n}$ and $R_k(\omega)$. In Subsection 6.2, we obtain a Dolgopyat-type estimate.

6.1 Some basic estimates

**Proposition 6.1** For all $k \in \mathbb{Z}^d$, $\omega \in [0, 2\pi]$, $n \geq 1$, (a) $|R_{k,n}|_\infty \leq C_3 \mu_Z(\varphi = n)$ and (b) $|R_k(\omega)|_\infty \leq 1$.

**Proof** Let $z \in Z$. For each $a \in \alpha$, let $z_a$ be the unique preimage $z_a \in a \cap G^{-1}(z)$. Then

$$(R_{k,n}v)(z) = \sum_{a \in \alpha : \varphi(a) = n} e^{g(z_a)}e^{ik\cdot H(z_a)}v(z_a).$$

By (3.1),

$$|R_{k,n}v|_\infty \leq C_3 \sum_{a \in \alpha : \varphi(a) = n} \mu_Z(a)|v|_\infty = C_3 \mu_Z(\varphi = n)|v|_\infty,$$

proving part (a).

Since $|R|_\infty = 1$ and $R_k(\omega)v = R(e^{ik\cdot H}e^{i\omega \varphi}v)$, part (b) is immediate. \hfill \blacksquare

**Lemma 6.2** Let $\epsilon > 0$ and fix $\theta \in [\lambda^{-\epsilon}, 1)$. There exists a constant $C \geq 1$ such that for every $v \in F_{\theta}(Z)$, $k \in \mathbb{Z}^d \setminus \{0\}$, $\omega \in [0, 2\pi]$, and for every $n$-cylinder $a \in \alpha_n$, $n \geq 1$,

$$|R_k(\omega)^n(1_a v)|_\theta \leq C \mu_Z(a)\left\{ |k|^n \sum_{j=0}^{n-1} \theta^{n-j} \varphi(G^j a)^{\epsilon} |v|_\infty + \theta^n |v|_\theta \right\}.$$

**Proof** Let $z \in Z$, and let $z_a$ be the unique preimage $z_a \in a \cap G^{-n}(z)$. Noting that $\varphi_n$ is constant on $a$,

$$(R_k(\omega)^n(1_a v))(z) = e^{g_n(z_a)}e^{ik\cdot H_n(z_a)}e^{i\omega \varphi_n(a)}v(z_a),$$

and

$$(R_k(\omega)^n(1_a v))(z) - (R_k(\omega)^n(1_a v))(z') = I_1 + I_2 + I_3,$$

where

$$I_1 = (e^{g_n(z_a)} - e^{g_n(z'_a)})e^{ik\cdot H_n(z_a)}e^{i\omega \varphi_n(a)}v(z_a),$$

$$I_2 = e^{g_n(z'_a)}(e^{ik\cdot H_n(z_a)} - e^{ik\cdot H_n(z'_a)})e^{i\omega \varphi_n(a)}v(z_a),$$

$$I_3 = e^{g_n(z'_a)}e^{ik\cdot H_n(z'_a)}e^{i\omega \varphi_n(a)}(v(z_a) - v(z'_a)).$$
By (3.1),
\[ |I_1| \leq C_3 \mu_Z(a)|v|_\infty d_\theta(z, z'), \quad |I_3| \leq C_3 \mu_Z(a)|v|_\theta d_\theta(z_a, z'_a) = C_3 \theta^n \mu_Z(a)|v|_\theta d_\theta(z, z'). \]

Using the inequality \(|e^{ix} - 1| \leq 2|x|^\epsilon\) for all \(x \in \mathbb{R}, \epsilon \in (0, 1]\),
\[ |I_2| \leq 2C_3 \mu_Z(a)|k|^\epsilon|H_n(z_a) - H_n(z'_a)|^\epsilon |v|_\infty. \]

Let \(\gamma \in [\lambda^{-\eta}, 1)\). By definition of \(z_a, z'_a\),
\[ d_\gamma(G^j z_a, G^j z'_a) = \gamma^{-j} d_\gamma(z_a, z'_a) = \gamma^{n-j} d_\gamma(z, z'), \]
for \(j = 0, \ldots, n - 1\), and so by Proposition 3.2 (with \(\theta = \gamma\)),
\[ |H(G^j z_a) - H(G^j z'_a)| \leq D_\gamma H(G^j a) d_\gamma(G^j z_a, G^j z'_a) \leq C_2 |h|_{C^n} \varphi(G^j a) \gamma^{n-j} d_\gamma(z, z'). \]

Hence
\[ |H_n(z_a) - H_n(z'_a)| = \left| \sum_{j=0}^{n-1} (H(G^j z_a) - H(G^j z'_a)) \right| \leq C_2 |h|_{C^n} \sum_{j=0}^{n-1} \gamma^{n-j} \varphi(G^j a) \gamma^n d_\gamma(z, z'). \]

It follows that
\[ |I_2| \leq 2C_2 C_3 |k|^\epsilon |v|_\infty \mu_Z(a)|h|_{C^n} \left| \sum_{j=0}^{n-1} \gamma^{n-j} \varphi(G^j a) \right|^\epsilon \gamma^n d_\gamma(z, z'). \]
\[ \leq 2C_2 C_3 |k|^\epsilon |v|_\infty \mu_Z(a)|h|_{C^n} \sum_{j=0}^{n-1} \gamma^{(n-j)} \varphi(G^j a) \gamma^n \epsilon d_\gamma(z, z'). \]

Choosing \(\gamma = \theta^{1/\epsilon}\),
\[ |I_2| \leq 2C_2 C_3 |k|^\epsilon |v|_\infty \mu_Z(a)|h|_{C^n} \left| \sum_{j=0}^{n-1} \theta^{n-j} \varphi(G^j a) \right| d_\theta(z, z'). \]

Combining the estimates for \(I_1, I_2, I_3\) yields the required result. \(\blacksquare\)

**Corollary 6.3** Choose \(\epsilon\) such that \(\varphi^\epsilon \in L^1(Z)\) and let \(\theta \in [\lambda^{-n\epsilon}, 1)\). There exists a constant \(C_4 \geq 1\) (depending on \(h, \varphi, \epsilon\)) such that for every \(\theta \in (0, 1), v \in F_\theta(Z), k \in \mathbb{Z}^d \setminus \{0\}, \omega \in [0, 2\pi], n \geq 1,\)

(a) \(|R_{k,n}|_\theta \leq C_4 \mu_Z(\varphi = n)|k|^n \epsilon\).

(b) \(|R_k(\omega)^n v|_\theta \leq C_4 \{ |k|^\epsilon |v|_\infty + \theta^n |v|_\theta \}.\)
Proof. Taking $\omega = 0$, $n = 1$, $a \in \alpha$ in Lemma 6.2, we obtain

$$|R_k(1_a v)|_{\theta} \leq C \mu_Z(a) \{ |k|^\epsilon \varphi(a)^\epsilon \} |v|_{\infty} + |v|_{\theta} \leq C \mu_Z(a) |k|^\epsilon \varphi(a)^\epsilon \|v\|_{\theta}.$$ 

Summing over those $a$ with $\varphi(a) = n$, we obtain that $|R_{k,n} v|_{\theta} \ll \mu_Z(\varphi = n) |k|^\epsilon n^\epsilon \|v\|_{\theta}$. This combined with Proposition 6.1(a) yields part (a).

To prove part (b), we write $R_k(\omega)^n v = \sum_{a \in \alpha} R_k(\omega)^n (1_a v)$ and sum the estimates from Lemma 6.2. Note that

$$\sum_{a \in \alpha_n} \mu_Z(a) \sum_{j=0}^{n-1} \theta^{-j} \varphi(G^j a) = \sum_{j=0}^{n-1} \sum_{b \in \alpha_{n-j}} \varphi(b) \mu_Z(a) \sum_{a \in \alpha : G^j a = b} \mu_Z(b) \varphi(b)^\epsilon = \sum_{j=0}^{n-1} \sum_{b \in \alpha_{n-j}} \varphi(b) \mu_Z(b)^\epsilon \leq \theta(1 - \theta)^{-1} \sum_{b \in \alpha} \mu_Z(b) \varphi(b)^\epsilon.$$ 

Hence $|R_k(\omega)^n v|_{\theta} \leq C \{ \theta(1 - \theta)^{-1} |k|^{\epsilon} \sum_{a \in \alpha} \mu_Z(a) \varphi(a)^\epsilon |v|_{\infty} + \theta^n |v|_{\theta} \}.$

Corollary 6.4 Choose $\epsilon \in (0, \beta)$ so that $\beta - \epsilon$ is not an integer and such that $\varphi^\epsilon \in L^1(Z)$. Let $\theta \in [\lambda^{-\eta \epsilon}, 1)$.

For each $k \in Z^d \setminus \{0\}$, the map $R_k : [0, 2\pi] \to L(F_\theta(Z), F_\omega(Z))$, $\omega \mapsto R_k(\omega)$, is $C^{\beta - \epsilon}$. Moreover, there is a constant $C \geq 1$ independent of $k$ such that $\|R_k\|_{C^{\beta - \epsilon}} \leq C|k|^\epsilon$.

Proof. Recall from Remark 1.2 that $\mu_Z(\varphi > n) = O(n^{-(\beta - \epsilon)})$. By Corollary 6.3(a), we have that $\sum_{j > n} \|R_{k,j}\|_{\theta} \ll |k|^{\beta - \epsilon} n^{-2 \epsilon}$. Now apply Proposition 5.1.

6.2 A Dolgopyat-type estimate

The argument in this subsection is a direct adaptation of an argument in [21] and is included mainly for completeness. Propositions 6.6 and 6.7 below correspond to Lemmas 3.12 and 3.13 respectively, and the Dolgopyat-type estimate, Lemma 6.8, follows immediately.

Throughout, we fix $\epsilon \in (0, 1]$ such that $\varphi^\epsilon \in L^1(Z)$, and $\theta \in [\lambda^{-\eta \epsilon}, 1)$.

Remark 6.5 As in [7, Section 6], we define $\|v\|_k = \max\{ |v|_{\infty}, |v|_{\theta} / (2C_4 |k|^\epsilon) \}$. Then it follows from Proposition 6.1(a) and Corollary 6.3(a) that $\|R_k(\omega)^n\|_k \leq C_4 + \frac{1}{2}$ for all $n \geq 1$. Moreover, $\|R_k(\omega)^n\|_k \leq 1$ for all $n \geq n_0$ (where $n_0 = \lceil \ln(2C_4) / (1 - \ln \theta) \rceil$).

Since we are estimating operator norms with respect to $\| \|_k$, we consider the unit ball $F_\theta(Z)_k = \{ v \in F_\theta : \|v\|_k \leq 1 \}$. It follows from Remark 6.5 that $\|R_k(\omega)^n v\|_{\infty} \leq 1$ and $\|R_k(\omega)^n v\|_{\theta} \leq 2C_4 |k|^{\epsilon}$ for all $v \in F_\theta(Z)_k$ and $n \geq n_0$.

Throughout, $Z_0$ denotes a fixed subset of $Z$ consisting of a finite union of partition elements of $Z$, and $Z_\infty = \cap_{j \geq 0} G^{-j} Z_0$. Note that the potential $g$ is uniformly bounded on $Z_\infty$ and moreover $g_n(z) \leq n |1_{Z_\infty} g|_{\infty}$ for all $z \in Z_\infty$ and $n \geq 1$. 
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Proposition 6.6 Let $\xi_2, \zeta_0 > 0$. Then there exist $\xi_1 > 0$ and $\zeta > \zeta_0$, such that the following is true for each fixed $|k| \geq 2$, $\omega \in [0, 2\pi]$, setting $n(k) = \lceil \zeta \ln |k| \rceil$:

Suppose that there exists $v_0 \in F_\theta(Z)_k$ such that for all $x \in Z_{\infty}$ and all $j = 0, 1, 2,$

$$|(R_k(\omega)^j n(k) v_0)(x)| \geq 1 - 1/|k|^{\xi_1}.$$  

Then there exists $w \in F_\theta(Z)$ with $|w| \equiv 1$, $|w|_\theta \leq 16C_4|k|$, and $\chi \in [0, 2\pi)$ such that for all $z \in Z_{\infty}$,

$$|(M_{k,\omega}(w)(z) - e^{i\chi} w(z))| \leq 8/|k|^{\xi_2}.$$

Proof We write $n = n(k)$ and $\tilde{C}_4 = 16C_4$. Set

$$\zeta = (\xi_2 + 2 + \ln \tilde{C}_4/\ln 2)/(-\ln \theta), \quad \xi_1 = \max\{1, 2\xi_2 + \zeta|1_{Z_\infty} g/|_\infty\}.$$  

If necessary, increase $\zeta$ so that $\zeta > \zeta_0$. Following [7 Section 8] and [21 Section 3], we write $v_j = R_k(\omega)^j n(k) v_0$ and $v_j = s_j w_j$, where $|v_j(x)| \equiv 1$ and $1 - 1/|k|^{\xi_1} \leq s_j(x) \leq 1$ for $x \in Z_{\infty}$. Note that $|v_j(\theta)| \leq 2C_4|k|^\theta$ so that $|v_j(\theta)| \leq \tilde{C}_4|k|^\theta \leq \tilde{C}_4|k|$. Rearrange $v_1 = R_k(\omega)^n v_0$ to obtain $w_1 = R_k(\omega)^{n-1} R_0(\omega) s_1 = s_1 \geq 1 - 1/|k|^\xi_1$. It then follows from the definition of $R_k(\omega)$ that $|e^{g_n(z)}[1 - R(e^{ik\cdot H_n(z)} e^{i\varphi_n(z)}) w_0(z) w_1^{-1}(G_n z)]| \leq 1/|k|^\xi_1$ for all $z \in Z$ with $G_n z \in Z_{\infty}$. Hence $|e^{ik\cdot H_n(z)} e^{i\varphi_n(z)} w_0(z) - w_1(G_n z)| \leq 2(e^{-g_n(z)}/|k|^{\xi_1})^{1/2}$. Similarly, with $w_0$ and $w_1$ replaced by $w_1$ and $w_2$. Restricting to $z \in Z_{\infty}$, we have $e^{-g_n(z)}/|k|^{\xi_1} \leq 1/|k|^{2\xi_2}$ and hence

$$|e^{ik\cdot H_n(z)} e^{i\varphi_n(z)} w_0(z) - w_1(G_n z)| \leq 2/|k|^{\xi_2},$$

$$|e^{ik\cdot H_n(z)} e^{i\varphi_n(z)} w_1(z) - w_2(G_n z)| \leq 2/|k|^{\xi_2},$$

(6.1)

for all $z \in Z_{\infty}$. Fix $q \in Z_{\infty}$ and choose $\chi_0, \chi_1 \in \mathbb{R}$ such that $w_j(q) = e^{i\chi_j}$ for $j = 0, 1$ and such that $\chi = \chi_0 - \chi_1 \in [0, 2\pi)$. To each $z$, we associate $z^* = q_0 \cdots q_{n-1} z_{n+1} \cdots \in Z_{\infty}$. Then $z^*$ is within distance $\theta^n$ of $q$ and $G^n z^* = G^n z$. We obtain

$$|e^{ik\cdot H_n(z^*)} e^{i\varphi_n(z^*)} e^{i\chi_0} - w_1(G^n z)| \leq 2/|k|^{\xi_2} + \tilde{C}_4|k|^{\theta^n} \leq 3/|k|^{\xi_2},$$

$$|e^{ik\cdot H_n(z^*)} e^{i\varphi_n(z^*)} e^{i\chi_1} - w_2(G^n z)| \leq 2/|k|^{\xi_2} + \tilde{C}_4|k|^{\theta^n} \leq 3/|k|^{\xi_2}$$

(by the choice of $\zeta$), and so $|e^{-i\chi} w_1(G^n z) - w_2(G^n z)| \leq 6/|k|^{\xi_2}$. Substituting into (6.1) yields the required approximate eigenfunction $w = w_1$. 

Proposition 6.7 For any $\xi_1, \zeta > 0$, there exists $\xi > 0$ and $C \geq 1$ with the following property.

Let $|k| \geq 1$ and suppose that for any $v \in F_\theta(Z)_k$ there exists $x_0 \in Z_{\infty}$ and $j \leq \lceil \zeta \ln |k| \rceil$ such that $|(R_k(\omega)^j v)(x_0)| \leq 1 - 1/|k|^{\xi_1}$. Then $||(I - R_k(\omega))^{-1}||_k \leq C|k|^{\xi}$. 
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Proof Following [7, Section 7], we use the pointwise estimate on iterates of \( R_k(\omega) \) to obtain estimates on the \( L^1, L^\infty \) and \( \| \|_k \) norms.

Write \( \hat{u} = R_k(\omega)^{\ell(k)}v \) and \( u = R_k(\omega)^{\ell(k)}v \) where \( \ell(k) = [\zeta \ln |k|] \). Note that \( |\hat{u}| \leq 1 \) and \( |\hat{u}| \leq 2C_4|k|^\epsilon \leq 2C_4|k| \). Hence, \( |\hat{u}(x)| \leq 1 - 1/(2|k|^{\xi}) \) for all \( x \) within distance \( 1/(4C_4|k|^{\xi+1}) \) of \( x_0 \). Call this subset \( U \). If \( C_m \) is an \( m \)-cylinder, then \( \text{diam} C_m = \theta^m \), so provided \( \theta^m < 1/(4C_4|k|^{\xi+1}) \), the \( m \)-cylinder containing \( x_0 \) lies inside \( U \). It suffices to take \( m \sim (\xi_1 + 1) \ln |k|/(\ln \theta) \). By (3.1),

\[
\mu_Z(U) \geq \mu_Z(C_m) \geq C_3^{-1} e^{-g_m(x_0)} \geq C_3^{-1} e^{-m|z_\infty g|_\infty} \geq C^{-1}|k|^{-(\xi_1+1)\xi_2},
\]

where \( \xi_2 = [1_{z_\infty g}/(\ln \theta)] \). Breaking up \( Z \) into \( U \) and \( Z \setminus U \),

\[
|u|_1 \leq |\hat{u}|_1 \leq (1 - 1/(2|k|^{\xi})) \mu_Z(U) + 1 - \mu_Z(U) = 1 - \mu_Z(U)/(2|k|^{\xi}) \leq 1 - C^{-1}|k|^{-\xi_3},
\]

where \( \xi_3 = \xi_1 + \xi_2 + \xi_1\xi_2 \). By Proposition 3.3,

\[
|R_k(\omega)^n u|_\infty \leq |(R^n|x|)|_\infty \leq |(R^n|x| - \int |x|)|_\infty + |u|_1 \approx \tau^n ||u||_\theta + |u|_1 \\
\leq 1 + 2C_4|k|\tau^n + 1 - C^{-1}|k|^{-\xi_3}.
\]

Choosing \( n = n_1(k) = [\zeta_1 \ln |k|] \) where \( \zeta_1 \gg 1 \) ensures that

\[
|R_k(\omega)^{\ell(k)+n_1(k)}v|_\infty = |R_k(\omega)^{n_1(k)}u|_\infty \leq 1 - C^{-1}|k|^{-\xi_3}.
\]

Setting \( n_2(k) = [\zeta_2 \ln |k|] \) where \( \zeta_2 = \zeta_1 + \zeta_1 \),

\[
|R_k(\omega)^{n_2(k)}v|_\infty \leq 1 - C^{-1}|k|^{-\xi_3}.
\]

By Proposition 6.1(a) and Corollary 6.3(b), \( |R_k(\omega)^{n_2(k)+n}|_\infty \leq 1 - C^{-1}|k|^{-\xi_3} \) for all \( n \geq 0 \), and

\[
|R_k(\omega)^{n_2(k)+n}v|_\theta/(2C_4|k|^{\epsilon}) \leq \frac{1}{2} + \theta^n C_4 \leq \frac{3}{4},
\]

for \( n \) sufficiently large (independent of \( k \)). Increasing \( \zeta_2 \) slightly, we obtain \( ||R_k(\omega)^{n_2(k)}v||_k \leq 1 - C^{-1}|k|^{-\xi_3} \). Hence \( ||(I - R_k(\omega)^{n_2(k)})^{-1}||_k \leq C|k|^{\xi_3} \). Using the identity \( (I - A)^{-1} = (I + A + \cdots + A^{m-1})(I - A)^{-1} \) and Remark 6.5, we obtain

\[
||(I - R_k(\omega))^{-1}||_k = O(n_2(k)|k|^{\xi_3}) = O(|k|^{\xi_3}),
\]

for any choice of \( \xi > \xi_3 \).

**Lemma 6.8** Assume conditions (iii) and (v). Then there exists \( \xi > 0 \) and \( C \geq 1 \) such that \( ||(I - R_k(\omega))^{-1}||_\theta \leq C|k|^{\xi} \) for all \( k \in \mathbb{Z}^d \setminus \{0\} \) and all \( \omega \in [0, 2\pi] \).

**Proof** This is immediate from Propositions 6.6 and 6.7.
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7 Renewal operators

Define the tower $\Delta = \{(z, \ell) \in \mathbb{Z} \times \mathbb{Z} : 0 \leq \ell \leq \varphi(z) - 1\}$. The tower map $\hat{f} : \Delta \to \Delta$ is given by $\hat{f}(z, \ell) = \begin{cases} (z, \ell + 1), & \ell \leq \varphi(z) - 2 \\ (Gz, \ell), & \ell = \varphi(z) - 1 \end{cases}$, with ergodic $\hat{f}$-invariant measure $\mu_\Delta = \mu_Z \times \text{counting}$. Let $L : L^1(\Delta) \to L^1(\Delta)$ denote the transfer operator corresponding to $\hat{f} : \Delta \to \Delta$. (So $\int_\Delta Lv \, d\mu_\Delta = \int_\Delta v \, w \circ \hat{f} \, d\mu_\Delta$.)

Denote by $\pi : \Delta \to X$ the projection $\pi(z, \ell) = f^\ell z$.

Remark 7.1 Since $\pi$ is a semiconjugacy from $\hat{f}$ to $f$, the measure $\mu = \pi_* \mu_\Delta$ is an ergodic $f$-invariant measure on $X$. This is the measure described in Section 3.

Given a cocycle $h : X \to \mathbb{T}^d$, we define the lifted cocycle $\hat{h} = h \circ \pi : \Delta \to \mathbb{T}^d$. For $k \in \mathbb{Z}^d$, define the twisted transfer operators $L_k : L^1(\Delta) \to L^1(\Delta), L_k v = L(e^{ik \cdot \hat{h}} v)$.

Next, define the renewal operators $T_{k,n} : L^1(Z) \to L^1(Z)$ given by $T_{k,0} = I$ and for $n \geq 1$,

$$T_{k,n} v = 1_Z L_k^n (1_Z v) = 1_Z L^n (1_Z e^{ik \cdot \hat{h}} v).$$

Define $T_k(\omega) : L^1(Z) \to L^1(Z)$ for $\omega \in [0, 2\pi]$,

$$T_k(\omega) = \sum_{n=0}^{\infty} T_{k,n} e^{in\omega}.$$

Note that $G = \hat{f}^\varphi : Z \to Z$ is the first return to $Z$ for the map $\hat{f} : \Delta \to \Delta$. Hence for all $k \in \mathbb{Z}^d$ we have the renewal equation,

$$T_k(\omega) = (I - R_k(\omega))^{-1}.$$

Let $\hat{T}_{k,n}$ denote Fourier coefficients of $T_k(\omega)$.

Since the expression $S_{v,w}(n)$ in Theorem 2.2 is a sum over $k \in \mathbb{Z}^d \setminus \{0\}$, we restrict attention throughout to this range of $k$. (The operators $T_{0,n}$ and $T_0(\omega)$ were studied in [12, 27, 24].)

Proposition 7.2 Assume condition (iii) and nonexistence of eigenfunctions. Then $T_{k,n} = \hat{T}_{k,n}$ for all $k \in \mathbb{Z}^d \setminus \{0\}, n \geq 0$.

For $\beta > 1$, this follows from Remark 5.3 using the estimate $\hat{T}_{k,n} = O(n^{-(\beta-\epsilon)})$, and the assumption that there are no eigenfunctions is not required. (The case $\beta > 2$ was treated similarly in [4].) The proof of Proposition 7.2 for general $\beta > 0$ is postponed to Appendix B.

Lemma 7.3 Assume conditions (iii) and (v). Choose $\epsilon$ and $\theta$ as in Corollary 6.4. Then there are constants $C \geq 1, \xi > 0$, such that

$$\|T_{k,n}\| \leq C|k|^\xi n^{-(\beta-\epsilon)},$$

for all $k \in \mathbb{Z}^d \setminus \{0\}, n \geq 1$. 
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Hence by Lemma 6.8, \(\omega \mapsto R_k(\omega)\) is \(C^{\beta-\epsilon}\). By Lemma 6.8, \(I - R_k(\omega)\) is invertible and so \(\omega \mapsto T_k(\omega) = (I - R_k(\omega))^{-1}\) is \(C^{\beta-\epsilon}\). Hence by Propositions 5.2 and 7.2

\[
\|T_{k,n}\| = \|\hat{T}_{k,n}\| \ll \|T_k\|_{C^{\beta-\epsilon}n^{-\beta-\epsilon}}.
\]

By Lemma 5.4 and Corollary 6.4,

\[
\|T_k\|_{C^{\beta-\epsilon}} \ll \|R_k\|_{C^{\beta-\epsilon}} \|I - R_k(\omega)^{-1}\|_{C^{\beta+1}} \ll |k|^{\epsilon(\beta+1)} \sup_{\omega \in [0,2\pi]} \|I - R_k(\omega)^{-1}\|_{C^{\beta+2}}.
\]

Hence by Lemma 6.8, \(\|T_k\|_{C^{\beta-\epsilon}} \ll |k|^{\epsilon}\). The result follows.

\[\square\]

8 Proof of Theorem 2.2

In this section, we assume conditions (iii)–(v). Let \(f : X \to X\) with induced map Gibbs-Markov map \(G = f^\omega : Z \to Z\) as in Section 3. Let \(\mu_Z\) denote the associated ergodic \(G\)-invariant measure on \(Z\).

Let \(\hat{f} : \Delta \to \Delta\) be the tower map defined in Section 4.1 with ergodic \(\hat{f}\)-invariant measure \(\mu_\Delta = \mu_Z \times \text{counting}\). We continue to let \(\pi : \Delta \to X\) denote the semiconjugacy \(\pi(z,\ell) = f^z\) from \(\hat{f}\) to \(f\). Recall that \(\pi_*\mu_\Delta = \mu\) is the underlying ergodic \(f\)-invariant measure on \(X\). Given a cocycle \(h : X \to \mathbb{T}^d\), we define the lifted cocycle \(\hat{h} = h \circ \pi : \Delta \to \mathbb{T}^d\).

Fix \(\epsilon \in (0,\beta)\) sufficiently small (to be specified) and \(\theta \in [\lambda^{-\eta},1)\). The symbolic metric \(d_\theta\) on \(Z\) defined in Section 3 extends to a metric on \(\Delta\) by defining

\[
d_\theta((z,\ell),(z',\ell')) = \begin{cases} d_\theta(z,z'), & \ell = \ell' \\ 1, & \ell \neq \ell'. \end{cases}
\]

An observable \(v : \Delta \to \mathbb{R}\) is Lipschitz if \(\|v\|_\theta = \|v\|_\infty + |v|_\theta < \infty\) where \(|v|_\theta = \sup_{p,q} |v(p) - v(q)|/d_\theta(p,q) < \infty\). Let \(F_\theta(\Delta)\) denote the space of Lipschitz observables on \(\Delta\).

Proposition 8.1 If \(v \in C^\eta(X), \) then \(\hat{v} = v \circ \pi \in F_\theta(\Delta)\). Moreover, there is a constant \(C \geq 1\) such that \(\|\hat{v}\|_\theta \leq C\|v\|_{C^\eta}\).

Proof Clearly, \(|\hat{v}|_\infty \leq |v|_\infty\). Let \(q = (z,\ell), q' = (z',\ell') \in \Delta\). If \(\ell \neq \ell'\), we have \(|\hat{v}(q) - \hat{v}(q')| \leq 2\|v\|_\infty \leq 2\|v\|_\infty d_\theta(q,q')\). If \(\ell = \ell'\), then setting \(C'_1 = C'_1^\eta\), and using condition (4) in the definition of nonuniformly expanding map and Proposition 3.1

\[
|\hat{v}(q) - \hat{v}(q')| = |v(f^\ell z) - v(f^\ell z')| \leq |v|_{C^\eta} C'_1 d(G_z, G_{z'})^n \leq |v|_{C^\eta} C'_1 \theta^{-1} d_\theta(z, z').
\]

Hence \(|\hat{v}|_\theta \ll \|v\|_{C^\eta}\).

In Theorem 2.2, we are interested in observables \(v : X \to \mathbb{R}\) supported in \(Y\). These lift to observables \(\hat{v} : \Delta \to \mathbb{R}\) supported in \(Y = \pi^{-1}(Y)\). Proposition 8.1 guarantees that if \(v \in C^\eta(Y)\), then \(\hat{v} \in F_\theta(Y)\).
Proposition 8.2 Let $a \in \alpha$, $0 \leq \ell < \varphi(a)$. If $(a \times \{\ell\}) \cap \mathring{Y} \neq \emptyset$, then $a \times \{\ell\} \subset \mathring{Y}$.

Proof Suppose there exists $z_0 \in a$ such that $(z_0, \ell) \in \mathring{Y}$. Then there exists $q \geq 1$ such that $\tau_q(z_0) = \ell$. Note that $\tau_q = \ell < \varphi = \tau_p$, so $q < p$ and $\tau_q$ is constant on $a$ by condition (iv). Hence $\tau_q(z) = \ell$ for all $z \in a$, and it follows that $a \times \{\ell\} \subset \mathring{Y}$. 

The tower $\Delta$ can be partitioned into levels $\{\Delta_n; n \geq 0\}$ and diagonals $\{D_n; n \geq 1\}$ where

$$\Delta_n = \{(z, n) \in Z \times \{n\}: \varphi(z) > n\}, \quad D_n = \{(z, \varphi(z) - n) \in Z \times Z: \varphi(z) > n\}.$$

Note that $\mu_\Delta(\Delta_n) = \mu_\Delta(D_n) = \mu_Z(\varphi > n)$. We have the corresponding partitions $\mathring{Y} \cap \Delta_n$ and $\mathring{Y} \cap D_n$ of $\mathring{Y}$.

Proposition 8.3 $\sum_{j \geq n} \mu_\Delta(\mathring{Y} \cap \Delta_j) = O(n^{-(\beta - \epsilon)})$, $\sum_{j \geq n} \mu_\Delta(\mathring{Y} \cap D_j) = O(n^{-(\beta - \epsilon)})$.

Proof The proof of these estimates is based on [5].

First notice that both $\bigcup_{j \geq n} \mathring{Y} \cap \Delta_j$ and $\bigcup_{j \geq n} \mathring{Y} \cap D_j$ are contained in $\{(z, \ell) \in \mathring{Y}: \varphi(z) > n\}$, so it suffices to show that $\mu_\Delta(\{(z, \ell) \in \mathring{Y}: \varphi(z) > n\}) = O(n^{-(\beta - \epsilon)})$.

Next, we write $\{(z, \ell) \in \mathring{Y}: \varphi(z) > n\} = \bigcup_{q=1}^\infty \{(z, \ell) \in \mathring{Y}: \varphi(z) > n, \rho(z) = q\}$. If $\rho(z) = q$, then $\varphi(z) = \tau_q(z)$ and so there are precisely $q$ values of $\ell \in \{0, 1, \ldots, \varphi(z) - 1\}$ such that $(z, \ell) \in \mathring{Y}$. Hence

$$\mu_\Delta(\{(z, \ell) \in \mathring{Y}: \varphi(z) > n\}) = \sum_{q=1}^\infty \mu_\Delta(\{(z, \ell) \in \mathring{Y}: \varphi(z) > n, \rho(z) = q\}) \leq \sum_{q=1}^\infty q \mu_Z(\{z \in Z: \varphi(z) > n, \rho(z) = q\}).$$

For $k \geq 1$,

$$\sum_{q=1}^\infty q \mu_Z(\varphi > n, \rho = q) = \sum_{q=1}^k q \mu_Z(\varphi > n, \rho = q) + \sum_{q=k+1}^\infty q \mu_Z(\varphi > n, \rho = q) \leq k^2 \mu_Z(\varphi > n) + \sum_{q=k+1}^\infty q \mu_Z(\rho = q) \ll k^2 n^{-(\beta - \epsilon)/2} + \sum_{q=k+1}^\infty q e^{-cq} \ll k^2 n^{-(\beta - \epsilon)/2} + e^{-ck/2},$$

where the implied constant is independent of $k$. Choosing $k = p \log n$ with $p$ sufficiently large, we obtain the desired estimate. 
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Recall from Section 7 that $L_k : L^1(\Delta) \to L^1(\Delta)$ is the family of twisted transfer operators $L_k v = L(e^{ik\hat{h}v})$ where $\hat{h} = h \circ \pi$ and $L$ is the transfer operator corresponding to $\hat{f}$. From now on, with an obvious abuse of notation, we write $1_Y L_k^n 1_Y$ as a shorthand for $v \mapsto 1_Y L_k^n(1_Y v)$. We view these as operators $1_Y L_k^n 1_Y : F_\theta(\hat{Y}) \to L^1(\hat{Y})$.

Following Gouëzel [13, 14] (see also [4]), we define the sequences of operators

$$A_{k,n} : L^\infty(Z) \to L^1(\Delta), \quad B_{k,n} : F_\theta(\Delta) \to F_\theta(Z), \quad E_{k,n} : L^\infty(\Delta) \to L^1(\Delta),$$

as follows:

$$(A_{k,n} v)(x) = \sum_{f^n z = x} e^{g_n(z)} e^{ik\hat{h}_n(z)} v(z), \quad (B_{k,n} \hat{v})(z) = \sum_{f^n u = z} e^{g_n(u)} e^{ik\hat{h}_n(u)} \hat{v}(u),$$

$$(E_{k,n} \hat{v})(x) = \sum_{f^n u = x} e^{g_n(u)} e^{ik\hat{h}_n(u)} \hat{v}(u).$$

As in [13, 14, 4],

$$L_k^n = \sum_{n_1 + n_2 + n_3 = n} A_{k,n_1} T_{k,n_2} B_{k,n_3} + E_{k,n}, \quad (8.1)$$

and so

$$1_Y L_k^n 1_Y = \sum_{n_1 + n_2 + n_3 = n} (1_Y A_{k,n_1}) T_{k,n_2} (B_{k,n_3} 1_Y) + 1_Y E_{k,n} 1_Y, \quad (8.2)$$

where

$$1_Y A_{k,n} : L^\infty(Z) \to L^1(\hat{Y}), \quad 1_Y B_{k,n} : F_\theta(\hat{Y}) \to F_\theta(Z), \quad 1_Y E_{k,n} 1_Y : L^\infty(\hat{Y}) \to L^1(\hat{Y}).$$

**Proposition 8.4** Uniformly in $k \in \mathbb{Z}^d$, $n \geq 1$,

(a) $\sum_{j \geq n} \|1_Y A_{k,j}\|_{L^\infty(Z) \to L^1(\hat{Y})} = O(n^{-(\beta-\epsilon)})$.

(b) $\|1_Y E_{k,n} 1_Y\|_{L^\infty(\hat{Y}) \to L^1(\hat{Y})} = O(n^{-(\beta-\epsilon)})$.

(c) $\sum_{j \geq n} \|B_{k,j} 1_Y\|_{F_\theta(\hat{Y}) \to F_\theta(Z)} = O(|k| n^{-(\beta-\epsilon)}).$

**Proof** (a) We have $|1_Y A_{k,n} v|_\infty \leq |v|_\infty$ and supp $1_Y A_{k,n} v \subset \hat{Y} \cap \Delta_n$. Hence $|1_Y A_{k,n} v|_1 \leq \mu_\Delta(\hat{Y} \cap \Delta_n)|v|_\infty$ and so $\|1_Y A_{k,n}\|_{L^\infty(Z) \to L^1(\hat{Y})} \leq \mu_\Delta(\hat{Y} \cap \Delta_n)$. Part (a) now follows from Proposition 8.3.

Similarly $|1_Y E_{k,n} 1_Y \hat{v}|_\infty \leq |\hat{v}|_\infty$ and supp $1_Y E_{k,n} 1_Y \hat{v} \subset \bigcup_{\ell > n} \hat{Y} \cap \Delta_\ell$. Hence $\|1_Y E_{k,n} 1_Y\|_{L^\infty(\hat{Y}) \to L^1(\hat{Y})} \leq \sum_{\ell > n} \mu_\Delta(\hat{Y} \cap \Delta_\ell)$, so part (b) follows from Proposition 8.3.
Finally, \( (B_{k,n}1_{Y} \hat{v})(z) = \sum_{a \in \alpha} 1_{\{\varphi(a) > n\}} e^{i\varphi(a)} e^{ik \cdot h_n(z_a, \varphi(a) - n)} 1_{Y}(z_a, \varphi(a) - n) \hat{v}(z_a, \varphi(a) - n). \)

By Proposition 8.2, \( 1_{Y}(z_a, \varphi(a) - n) = 1 \) if and only if \( a \times \{\varphi(a) - n\} \subset \hat{Y} \). Hence

\[
(B_{k,n}1_{Y} \hat{v})(z) = \sum^{*} e^{i\varphi(a)} e^{ik \cdot h_n(f^{\varphi(a)} - n)z_a} \hat{v}(z_a, \varphi(a) - n),
\]

where \( \sum^{*} \) denotes summation over those \( a \in \alpha \) such that \( a \times \{\varphi(a) - n\} \subset \hat{Y} \cap D_n \).

By Proposition 8.2,

\[
\sum^{*} \mu_{Z}(a) = \sum^{*} \mu_{\Delta}(a \times \{\varphi(a) - n\}) = \mu_{\Delta}(\hat{Y} \cap D_n).
\] (8.3)

Hence by (3.1), \( |B_{k,n}1_{Y} \hat{v}|_{\infty} \leq C_{3} \hat{v}|_{\infty} \sum^{*} \mu_{Z}(a) \leq C_{3} \hat{v}|_{\infty} \mu_{\Delta}(\hat{Y} \cap D_n) \). Also, for \( z, z' \in Z \), we have that

\[
|I_{1}| = \sum^{*} (e^{i\varphi(a)} - e^{i\varphi(a)'}) e^{ik \cdot h_n(f^{\varphi(a)} - n)z_a} \hat{v}(z_a, \varphi(a) - n),
\]

\[
|I_{2}| = \sum^{*} e^{i\varphi(a)'} (e^{ik \cdot h_n(f^{\varphi(a)} - n)z_a} - e^{ik \cdot h_n(f^{\varphi(a)} - n)z_a'}) \hat{v}(z_a, \varphi(a) - n),
\]

\[
|I_{3}| = \sum^{*} e^{i\varphi(a)'} e^{ik \cdot h_n(f^{\varphi(a)} - n)z_a} (\hat{v}(z_a, \varphi(a) - n) - \hat{v}(z_a', \varphi(a) - n)).
\]

By (3.1) and (8.3), \( |I_{1}| \leq C_{3} \hat{v}|_{\theta} \mu_{\Delta}(\hat{Y} \cap D_n) d_{\theta}(z, z'), \) and

\[
|I_{3}| \leq C_{3} \hat{v}|_{\theta} \mu_{\Delta}(\hat{Y} \cap D_n) d_{\theta}(z_a, \varphi(a) - n, z_a', \varphi(a) - n)
\]

\[
= C_{3} \hat{v}|_{\theta} \mu_{\Delta}(\hat{Y} \cap D_n) d_{\theta}(z, z').
\]

Let \( \gamma = \theta^{1/\epsilon} \). As in the proof of Proposition 3.2,

\[
|h_{n}(f^{\varphi(a) - n}z_a) - h_{n}(f^{\varphi(a) - n}z_a')| \leq \sum_{\ell = \varphi(a) - n}^{\varphi(a) - 1} |h_{\ell}| C_{d}(f^{\ell}z_a, f^{\ell}z_a') \ll n d_{\gamma}(z, z').
\]

Hence using similar arguments as in the proof of Lemma 6.2,

\[
|e^{ik \cdot h_n(f^{\varphi(a) - n}z_a)} - e^{ik \cdot h_n(f^{\varphi(a) - n}z_a')}| \ll 2 |k|^{\epsilon} |h_{n}(f^{\varphi(a) - n}z_a) - h_{n}(f^{\varphi(a) - n}z_a')| \ll |k|^{\epsilon} n^{\epsilon} \mu_{\Delta}(\hat{Y} \cap D_n) d_{\theta}(z, z').
\]

It follows that

\[
|I_{2}| \ll |\hat{v}|_{\infty} |k|^{\epsilon} n^{\epsilon} \mu_{\Delta}(\hat{Y} \cap D_n) d_{\theta}(z, z').
\]

Hence \( |B_{k,n}1_{Y} \hat{v}|_{\theta} \ll |k|^{\epsilon} n^{\epsilon} \mu_{\Delta}(\hat{Y} \cap D_n) \|\hat{v}\|_{\theta} \) and so \( \|B_{k,n}1_{Y}\|_{F_{0}(\hat{Y}) \rightarrow F_{0}(Z)} \ll |k|^{\epsilon} n^{\epsilon} \mu_{\Delta}(\hat{Y} \cap D_n) \). By Proposition 8.3, \( \sum_{j \geq n} \|B_{k,j}1_{Y}\|_{F_{0}(\hat{Y}) \rightarrow F_{0}(Z)} = O(|k|^{\epsilon} n^{-(\beta - 2\epsilon)}), \)

yielding part (c).
Corollary 8.5 There exists $C, \xi > 0$ such that \[ \|1_Y L_k^{n} 1_Y \|_{F_\theta(\hat Y) \to L^1(\hat Y)} \leq C|k|^{\xi n^{-\beta - \epsilon}} \] for all $k \in \mathbb{Z}^d \setminus \{0\}$, $n \geq 1$.

Proof An elementary calculation shows that if $u_n, v_n$ are real sequences and $|u_n| = O(n^{-\gamma})$, $\sum_{j \geq n} |v_j| = O(n^{-\gamma})$, where $\gamma > 0$, then $|(u \ast v)_n| = O(n^{-\gamma})$. We apply this with $\gamma = \beta - \epsilon$.

Note that $G = \hat f^n : Z \to Z$ is the first return map to $Z$ for the tower map $\hat f : \Delta \to \Delta$. Also, the induced cocycle $H : Z \to \mathbb{R}$ is identical starting from $f$ and $h$ or from $\hat f$ and $\hat h$ so we still have nonexistence of approximate eigenfunctions when working in the tower set up. Hence Lemma 7.3 applies and we have that

\[ \|T_{k,n}\| \ll |k|^{\xi n^{-\beta - \epsilon}}. \]

Combining this with the estimates for $\sum_{j \geq n} 1_Y A_{k,j}$ and $\sum_{j \geq n} B_{k,j} 1_Y$ in Proposition 8.4, it follows that

\[ \| \sum_{n_1 + n_2 + n_3 = n} (1_Y A_{k,n_1} T_{k,n_2} (B_{k,n_3} 1_Y)) \|_{F_\theta(\hat Y) \to L^1(\hat Y)} \ll |k|^{\xi + \epsilon n^{-\beta - \epsilon}}. \]

Using (8.2) and the estimate for $1_Y E_{k,n} 1_Y$ in Proposition 8.4, we obtain the desired estimate for $1_Y L_k^n 1_Y$.

Proof of Theorem 2.2 Since $\pi_* \mu_\Delta = \mu$ and $v$ and $w$ are supported in $Y \times \mathbb{T}^d$, for $k \in \mathbb{Z}^d \setminus \{0\}$ and $n \geq 1$,

\[ \int_X e^{ik \cdot h_n} v_{-k} w_k \circ f^n \, d\mu = \int_\Delta e^{ik \cdot h} \hat v_{-k} \hat w_k \circ \hat f^n \, d\mu_\Delta \]

Hence

\[ \left| \int_X e^{ik \cdot h_n} v_{-k} w_k \circ f^n \, d\mu \right| \leq \|1_Y L_k^n 1_Y v_{-k} 1_Y w_k \|_\infty \leq \|1_Y L_k^n 1_Y \| \|v_{-k}\|_\theta \|w\|_\infty. \]

By Corollary 8.5 $\|1_Y L_k^n 1_Y \| \ll |k|^{\xi n^{-\beta - \epsilon}}$. By Proposition 8.1 $\|v_{-k}\|_\theta \leq C \|v_{-k}\|_{C^\eta}$. It follows from the usual integration by parts argument that $\|v_{-k}\|_{C^\eta} \ll |k|^{-p} \|v\|_{C^{\eta,p}}$.

Hence

\[ \left| \int_X e^{ik \cdot h_n} v_{-k} w_k \circ f^n \, d\mu \right| \ll |k|^{\xi - p n^{-\beta - \epsilon}} \|v\|_{C^{\eta,p}} \|w\|_\infty. \]

Taking $p > \xi + d$, we obtain that

\[ |S_{v,w}(n)| \ll \sum_{k \in \mathbb{Z}^d \setminus \{0\}} |k|^{\xi - p n^{-\beta - \epsilon}} \|v\|_{C^{\eta,p}} \|w\|_\infty \ll n^{-\beta - \epsilon} \|v\|_{C^{\eta,p}} \|w\|_\infty \]

as required.
9 Proof of Theorem 2.3

Let $f : X \to X$ with induced map Gibbs-Markov map $G = f^\circ : Z \to Z$ as in Section 3. Let $\mu_Z$ denote the associated ergodic $G$-invariant probability measure on $\mu$. We suppose that $\mu_Z(\varphi > n) = O(n^{-\beta})$ where $\beta > 1$.

Again, we fix $\epsilon \in (0, \beta)$ sufficiently small (to be specified) and $\theta \in [\lambda^{-\nu}, 1)$. We assume in particular that $\beta - \epsilon > 1$.

The tower map $\hat{f} : \Delta \to \Delta$, invariant measure $\mu_\Delta$, and lifted cocycle $\hat{h} = h \circ \pi : \Delta \to \mathbb{T}^d$ are all defined as before. Also we define $L : L^1(\Delta) \to L^1(\Delta)$ and $L_k \hat{v} = L(e^{ik\hat{h} \hat{v}})$ as before.

The arguments are similar to those in Section 8, the main differences being that we use (8.1) instead of (8.2) and that the estimates are simpler but weaker.

Proposition 9.1 There is a constant $C > 0$ such that for all $k \in \mathbb{Z} \setminus \{0\}$, $n \geq 1$,

$$\|A_k,n\|_{L^\infty(Z) \to L^1(\Delta)} \leq \mu(\varphi > n), \quad \|B_k,n\|_{F_\theta(Z) \to F_\theta(\Delta)} \leq C \mu(\varphi > n) |k| n^\epsilon,$$

$$\|E_k,n\|_{L^\infty(\Delta) \to L^1(\Delta)} \leq \sum_{j>n} \mu(\varphi > j).$$

Proof These estimates are similar to the ones in Proposition 8.4.

Corollary 9.2 Assume condition (v). There exists $C, \xi > 0$ such that $\|L_k^\epsilon\|_{F_\theta(Z) \to L^1(\Delta)} \leq C |k|^{\xi} n^{-(\beta-1)}$ for all $k \in \mathbb{Z} \setminus \{0\}$, $n \geq 1$.

Proof We estimate the sequences in (8.1). As in the proof of Corollary 8.5 $\|T_{k,n}\| \ll |k|^{\xi} n^{-(\beta-\epsilon)}$. By Proposition 9.1, the same estimate holds for $\|A_{k,n}\|$ and $\|B_{k,n}\|$. Since $\beta - \epsilon > 1$, the convolution of these three sequences is also $O(|k|^{\xi} n^{-(\beta-\epsilon)})$ for some $\xi$. Finally, by Proposition 9.1, $\|E_{k,n}\| \ll n^{-(\beta-1)}$.

Proof of Theorem 2.3 This follows from Corollary 9.2 in the same way that Theorem 2.2 followed from Corollary 8.5.

A Good asymptotics and nonexistence of approximate eigenfunctions

In this appendix, we prove nonexistence of approximate eigenfunctions for an open and dense set of smooth toral extensions. The method is based on the notion of good asymptotics [9, 10].

Recall that $G : Z \to Z$ is the induced Gibbs-Markov map with induced cocycle $H : Z \to \mathbb{T}^d$. Let $p_0 \in Z$ be a fixed point for $G$ and let $p_N$ be a sequence of periodic points, $N \geq 1$, with $p_N \to p_0$ and $G^N p_N = p_N$. We assume that the set of periodic
orbits $G^j p_N$, $j \geq 0$, $N \geq 1$ is contained in a finite union $Z_0$ of partition elements. In a neighborhood of $p_0$, we can lift $H$ to a cocycle with values in $\mathbb{R}^d$.

**Definition A.1** The sequence of periodic points $p_N$ has **good asymptotics** if

$$H_N(p_N) = NH(p_0) + \kappa + J_N \gamma^N + o(\gamma^N) \quad \text{as } N \to \infty,$$

$$\varphi_N(p_N) = N \varphi(p_0) + \kappa', \quad N \geq 1,$$

where $\gamma \in (0, 1)$, $\kappa, J_N \in \mathbb{R}^d$, $\kappa' \in \mathbb{Z}$ and the $i$'th coordinate of $J_N$ has the form $J_{N,i} = E_{N,i} \cos(N\theta_i + \psi_{N,i})$. Moreover, $E_{N,i}$ is a bounded sequence of real numbers with $\lim \inf_{N \to \infty} |E_{N,i}| > 0$ for each $i$, and either (a) $\theta_i = 0$ and $\psi_{N,i} \equiv 0$ or (b) $\theta_i \in (0, \pi)$ and $\psi_{N,i} \in (\tilde{\theta}_i - \pi/12, \tilde{\theta}_i + \pi/12)$ for some $\tilde{\theta}_i$.

**Proposition A.2** If $p_N$ has good asymptotics, then there are no approximate eigenfunctions on the finite subsystem $Z_\infty$ corresponding to $Z_0$.

**Proof** The argument is an adaptation of [10] Proof of Theorem 1.6(a)]. Suppose that there are approximate eigenfunctions $u_j$ on $Z_\infty$, so $|M^{p_N}_{k_j, \omega_j} u_j - e^{i\lambda j} u_j| = O(|k_j|^{-\xi})$. We show that $\lim \inf_{N \to \infty} |E_{N,i}| = 0$ for some $i \in \{1, \ldots, d\}$, so that good asymptotics fails.

Since $|M^{p_N}_{k_j, \omega_j}|\infty = 1$, it is immediate that for all $N \geq 1$,

$$|e^{-i \lambda j} H_N(p_N) e^{-i \omega_j \varphi_N(p_N)} N \lambda j - \lambda N \varphi_N(p_N) u_j| = |M^{p_N}_{k_j, \omega_j} u_j - e^{i \lambda j} u_j| = O(N|k_j|^{-\xi}).$$

Substituting in the periodic points $p_N$, and using the fact that $|u_j| \equiv 1$, we obtain

$$|e^{i(n_j k_j \cdot H_N(p_N) + n_j \omega_j \varphi_N(p_N) + N \lambda j)} - 1| = O(N|k_j|^{-\xi}),$$

and hence

$$\text{dist}(n_j k_j \cdot H_N(p_N) + n_j \omega_j \varphi_N(p_N) + N \lambda j, 2\pi \mathbb{Z}) = O(N|k_j|^{-\xi}).$$

Similarly,

$$\text{dist}(N n_j k_j \cdot H(p_0) + N n_j \omega_j \varphi(p_0) + N \lambda j, 2\pi \mathbb{Z}) = O(N|k_j|^{-\xi}).$$

Subtracting these expressions and using (A.1),

$$\text{dist}(n_j k_j \cdot (\kappa + J_N \gamma^N + o(\gamma^N)) + n_j \omega_j \kappa', 2\pi \mathbb{Z}) = O(N|k_j|^{-\xi}).$$

Recall that $n_j = [\xi \ln |k_j|]$. Set $N = N(j) = [\rho \ln |k_j|]$. For large enough $\rho > 0$, we have $n_j k_j E_{N(j)} \gamma^N = O(|k_j|^{-\xi})$. It follows that $\text{dist}(n_j k_j \cdot (\kappa + n_j \omega_j \kappa') + 2\pi \mathbb{Z}) = O(|k_j|^{-\xi} \ln |k_j|)$ and so

$$\text{dist}(n_j k_j \cdot (J_N \gamma^N + o(\gamma^N)), 2\pi \mathbb{Z}) = O(N|k_j|^{-\xi}) + O(|k_j|^{-\xi} \ln |k_j|). \quad (A.2)$$
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Let $S = \sup_N |J_N|$ and set $M(j) = [(\ln(n_j|k_j|) + \ln S + \ln 2)/(-\ln \gamma)] + 1$. Then $S_n|k_j|\gamma^{M(j)} = \frac{1}{2}\gamma^{\rho_j}$, with $\rho_j \in (0, 1]$. In particular, $|Sn_j|k_j|\gamma^{M(j)}| \leq \frac{1}{2}$ and so taking $N = M(j) + m$ with $m \in \mathbb{N}$ fixed, condition (A.2) implies that

$$\lim_{j \to \infty} n_j|k_j| \cdot J_{M(j)+m}\gamma^{M(j)} = 0.$$  

Moreover, $n_j|k_j|\gamma^{M(j)} \geq \gamma/(2S)$ and it follows that there exists $i \in \{1, \ldots, d\}$ such that

$$\lim_{j \to \infty} E_{M(j)+m,i}\cos((M(j) + m)\theta_i + \psi_{M(j)+m,i}) = 0.$$  

We show that for this $i$, there is a choice of $m \in \mathbb{N}$ for which $\cos((M(j) + m)\theta_i + \psi_{M(j)+m,i})$ does not converge to $0$ as $j \to \infty$.

Assume for contradiction that for each integer $m \geq 0$

$$\lim_{j \to \infty} (M(j) + m)\theta_i + \psi_{M(j)+m,i} = \pi/2 \mod \pi. \quad (A.3)$$

Recall that if $\theta_i = 0$ then $\psi_N \equiv 0$, hence (A.3) fails (with $m = 0$). Otherwise, $\theta_i \in (0, \pi)$ and $|\psi_N - \tilde{\theta}_i| < \pi/12$. Taking differences of (A.3) for various values of $m$ we obtain that $\theta_i \in [-\pi/6, \pi/6] \mod \pi$ for all $\ell$, which is impossible.  \hfill \blacksquare

Next, we recall the construction of periodic orbits with good asymptotics in [9,10]. We assume that $(X,d)$ is a Riemannian manifold. Let $Z_1$ and $Z_2$ be two of the partition elements in $Z$ and assume that these are submanifolds of $X$ and that $G|Z_j : Z_j \to Z$ and $H|Z_j : Z_j \to \mathbb{T}^d$ are $C^r$ for some $r \geq 2$. These are natural assumptions for piecewise $C^r$ dynamical systems $f : X \to X$ and dynamically $C^r$ cocycles $h : X \to \mathbb{T}^d$. For instance, the set up includes Examples 1.7 and 1.8; the maps are not $C^2$ for $\gamma < 1$, but $G|a$ is $C^\infty$ for all partition elements $a$. Similarly, $H|a$ is $C^\infty$ in these examples provided $h|_{f(a)}$ is $C^r$ for $j = 0, \ldots, \varphi(a) - 1$.

Let $p_0 \in Z_1$ be a fixed point for $G$ and choose a transverse homoclinic point $z \in Z_2$. Following [9,10], we construct a sequence of $N$-periodic points $p_N$, $N \geq 1$, for $G$ with orbits lying in $Z_0 = Z_1 \cup Z_2$. The sequence automatically has good asymptotics except that in exceptional cases there may exist $i$ such that $\lim \inf_{N \to \infty} |E_{N,i}| = 0$. By [9,10], the liminf s are positive for a $C^2$ open and $C^r$ dense set of cocycles. (The construction in [9,10] yields the expression for $H$ in (A.1), and the same argument gives a similar expression for $\varphi$. This simplifies as in [A.1] since $\varphi$ is integer-valued.)

Combining this construction with Proposition [A.2] it follows that nonexistence of approximate eigenfunctions holds for an open and dense set of smooth toral extensions.

## B Proof of Proposition 7.2

In this appendix, we show that the coefficients $T_{k,n}$ and $\hat{T}_{k,n}$ of $T_k$ coincide for all $\beta > 0$, $k \in \mathbb{Z}^d \setminus \{0\}$, $n \geq 0$. The case $k = 0$ was treated in [24] using a dominated
convergence argument on an annulus at the boundary of the unit disk. Here we use the same strategy, but the details are somewhat different.

Throughout we assume nonexistence of eigenfunctions, and we work with a fixed \( k \in \mathbb{Z}^d \setminus \{0\} \). Also, we fix \( \epsilon \in (0, 1) \) such that \( \varphi^\epsilon \in L^1(Z) \).

Let \( \mathbb{D} = \{z \in \mathbb{C} : |z| < 1\} \) and \( \overline{\mathbb{D}} = \{z \in \mathbb{C} : |z| \leq 1\} \). First, we extend the definition of \( R_k \) to the closed unit disk, setting \( R_k(z) = \sum_{n=1}^\infty R_{k,n} z^n \) for all \( z \in \overline{\mathbb{D}} \).

Then \( R_k(z)v = R(e^{i k \cdot H} z^\varphi v) \). Note that \( R_k(e^{i \omega}) \) coincides with the operator previously denoted \( R_k(\omega) \).

**Proposition B.1** \( \sup_{\omega \in [0, 2\pi]} \| (I - R_k(e^{i \omega}))^{-1} \|_\theta < \infty. \)

**Proof** A standard consequence (see for example [16]) of Proposition 6.1(b) and Corollary 6.3(b) is that \( R_k(e^{i \omega}) \) has essential spectral radius at most \( \theta \). Hence if \( 1 \in \text{spec} R_k(e^{i \omega}) \), then there exists a nonzero function \( v \in F_\theta(Z) \) such that \( R_k(e^{i \omega})v = v \). A calculation using the fact that \( M_{k,\omega} \) is the \( L^2 \) adjoint of \( R_k(e^{i \omega}) \) (see for example [23, p. 429]) shows that \( M_{k,\omega}v = v \) contradicting the assumption that there are no eigenfunctions.

Hence \( 1 \not\in \text{spec} R_k(e^{i \omega}) \), and so \( \| (I - R_k(e^{i \omega}))^{-1} \|_\theta < \infty \), for each \( \omega \in [0, 2\pi] \). By Corollary 6.4, \( \omega \mapsto R_k(e^{i \omega}) \) is continuous and the result follows.

**Remark B.2** Under the assumption that there are no approximate eigenfunctions, we could bypass Proposition B.1 and simply quote Lemma 6.8.

The next step is to extend this estimate to an annulus.

**Proposition B.3** There exists \( C \geq 1 \) such that \( \| R_k(e^{i \omega}) - R_k(\rho e^{i \omega}) \|_\theta \leq C(1 - \rho)^\epsilon \), for all \( \rho \in [0, 1], \omega \in [0, 2\pi] \).

**Proof** Define \( S_{\omega,\rho} = R_k(e^{i \omega}) - R_k(\rho e^{i \omega}) \). Let \( v \in F_\theta(Z) \). Then

\[
S_{\omega,\rho}v = R(e^{i k \cdot H} e^{i \omega \varphi(1 - \rho^\varphi))}v).
\]

Hence in the usual notation, for \( z \in Z \),

\[
(S_{\omega,\rho}v)(z) = \sum_{\alpha} e^{g(z_\alpha)} e^{i k \cdot H(z_\alpha)} e^{i \omega \varphi(a)}(1 - \rho^\varphi(a)) v(z_\alpha).
\]

By (3.1),

\[
|S_{\omega,\rho}v|_\infty \leq C_3|v|_\infty \sum_{\alpha} \mu_Z(a)(1 - \rho^\varphi(a)).
\]

Now \( 1 - \rho^n \leq \min\{1, (1 - \rho)n\} \leq (1 - \rho)^n \). Hence,

\[
|S_{\omega,\rho}v|_\infty \leq C_3|v|_\infty \sum_{\alpha} \mu_Z(a)(1 - \rho)^{\epsilon \varphi(a)^{\epsilon}} = C_3|\varphi^\epsilon|_1|v|_\infty(1 - \rho)^{\epsilon \varphi(a)^{\epsilon}} \ll |v|_\infty(1 - \rho)^{\epsilon}.
\]
Next, for \( z, z' \in Z \),
\[
| (S_{\omega, \rho}v)(z) - (S_{\omega, \rho}v)(z') | \leq I_1 + I_2 + I_3,
\]
where
\[
I_1 = \sum_{a \in \alpha} (e^{g(z_a)} - e^{g(z'_a)}) e^{ikH(z_a)} e^{i\omega \varphi(a)} (1 - \rho^{\varphi(a)}) v(z_a),
\]
\[
I_2 = \sum_{a \in \alpha} e^{g(z'_a)} (e^{ikH(z_a)} - e^{ikH(z'_a)}) e^{i\omega \varphi(a)} (1 - \rho^{\varphi(a)}) v(z_a),
\]
\[
I_3 = \sum_{a \in \alpha} e^{g(z'_a)} e^{ikH(z'_a)} e^{i\omega \varphi(a)} (1 - \rho^{\varphi(a)}) (v(z_a) - v(z'_a)).
\]
Using estimates as in the proof of Lemma 6.2 combined with the argument above for estimating \( 1 - \rho^{\varphi(a)} \), we obtain
\[
|I_1| \leq C_3 |\varphi'|_1 |v|_\infty (1 - \rho)^{\epsilon} d_\theta(z, z'), \quad |I_3| \leq C_3 |\varphi'|_1 |v|_\theta (1 - \rho)^{\epsilon} d_\theta(z, z'),
\]
\[
|I_2| \leq 2C_2 C_3 |k|^{|\epsilon|} |h|_{C^0}\varphi'_1 |v|_\infty (1 - \rho)^{\epsilon} d_\theta(z, z').
\]
Hence \( |S_{\omega, \rho}v|_\theta \ll \|v\|_\theta (1 - \rho)^{\epsilon} \) and the result follows.

**Corollary B.4** There exists \( \rho_0 \in (0, 1) \) such that \( \sup_{\rho \in [\rho_0, 1]} \sup_{\omega \in [0, 2\pi]} \| (I - R_k(\rho e^{i\omega}))^{-1} \|_\theta < \infty. \)

**Proof** We use the resolvent identity
\[
(I - R_k(\rho e^{i\omega}))^{-1} = (I - R_k(e^{i\omega}))^{-1}(I + A_{\omega, \rho})^{-1}, \tag{B.1}
\]
where
\[
A_{\omega, \rho} = (R_k(e^{i\omega}) - R_k(\rho e^{i\omega}))(I - R_k(e^{i\omega}))^{-1},
\]
By Propositions B.1 and B.3, \( \|A_{\omega, \rho}\|_\theta \ll (1 - \rho)^{\epsilon} \) for all \( \rho \in [0, 1], \omega \in [0, 2\pi]. \) Hence we can choose \( \rho_0 \) so that \( \|A_{\omega, \rho}\|_\theta \leq \frac{1}{2} \) for all \( \rho \in [\rho_0, 1], \omega \in [0, 2\pi]. \) It follows that \( \|(I + A_{\omega, \rho})^{-1}\|_\theta \leq 2. \) The result follows from (B.1) and Proposition B.1.

Next, we define \( T_k(z) = \sum_{n=0}^{\infty} T_{k,n} z^n. \) Since \( |T_{k,n}|_1 \leq 1 \) for all \( n, \) the family \( T_k(z) \) is analytic on the open unit disk \( \mathbb{D} \) when viewed as a family of operators on \( L^1(Z). \) Hence it is certainly analytic as a family of operators from \( F_\theta(Z) \) to \( L^1(Z). \)

The renewal equation becomes \( T_k(z) = (I - R_k(z))^{-1} \) for \( z \in \mathbb{D}. \) By Corollary B.4, we can extend \( T_k(z) \) to \( \mathbb{D} \) as a continuous family of operators from \( F_\theta(Z) \) to \( L^1(Z). \)

The Fourier coefficients of \( T_k : S^1 \rightarrow L(F_\theta(Z), L^1(Z)) \) are given by \( \hat{T}_{k,n} = (2\pi)^{-1} \int_0^{2\pi} T_k(e^{i\omega}) e^{-in\omega} d\omega. \) Also the coefficients of the analytic function \( T_k : \mathbb{D} \rightarrow L(F_\theta(Z), L^1(Z)) \) are given by \( T_{k,n} = (2\pi)^{-1} \int_0^{2\pi} \rho^{-n} T_k(\rho e^{i\omega}) e^{-in\omega} d\omega \) for any \( \rho \in (0, 1]. \) By Corollary B.3 and the renewal equation, the integrand \( I_\rho(\omega) = \rho^{-n} T_k(\rho e^{i\omega}) e^{-in\omega} \) satisfies the uniform bound \( \sup_{\rho \in [\rho_0, 1]} \sup_{\omega \in [0, 2\pi]} \|I_\rho(\omega)\|_{F_\theta(Z)\rightarrow L^1(Z)} < \infty. \) Letting \( \rho \rightarrow 1^+ \), it follows from the dominated convergence theorem that \( T_{k,n} = \hat{T}_{k,n} \) as required.
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