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Abstract (179)

Large datasets represented by multidimensional data point clouds often possess non-trivial distributions with branching trajectories and excluded regions, with the recent single-cell transcriptomic studies of developing embryo being notable examples. Reducing the complexity and producing compact and interpretable representations of such data remains a challenging task. Most of the existing computational methods are based on exploring the local data point neighbourhood relations, a step that can perform poorly in the case of multidimensional and noisy data. Here we present ElPiGraph, a scalable and robust method for approximation of datasets with complex structures which does not require computing the complete data distance matrix or the data point neighbourhood graph. This method is able to withstand high levels of noise and is capable of approximating complex topologies via principal graph ensembles that can be combined into a consensus principal graph. ElPiGraph deals efficiently with large and complex datasets in various fields from biology, where it can be used to infer gene dynamics from single-cell RNA-Seq, to astronomy, where it can be used to explore complex structures in the distribution of galaxies.

Introduction (1444 words)

Modern “big data” datasets are frequently characterized by complex structures, which are difficult to appreciate by simple data visualization and data approximation methods. For example, recently obtained snapshot distributions of single cells of a developing embryo or an adult organism, when looked in the space of their transcriptomic profiles, display complex data point clouds characterized by branching or converging (i.e., forming loops) developmental trajectories, regions of varying local dimensionality, and high level of biological and technical noise\textsuperscript{1-3}. To better characterize and quantify the structure of such dataset, it is important to develop
computational methods aimed at providing a low complexity data representation, while preserving some essential features of the multidimensional data distribution.

When considering data distributions in high-dimensional spaces, two opposed scenario need to be kept in mind\textsuperscript{4,5}. In some cases, clouds of data points can be localized in the vicinity of a relatively low-dimensional object (such as a principal manifold), and hence possess a low intrinsic dimensionality. Under these circumstances, numerous dimensionality reduction approaches currently used can be efficient in recovering the low-dimensional object, either explicitly or implicitly, and in projecting the data points onto it. This is the case of high extrinsic but low intrinsic dimensionality, where an informative low dimensional data projection exists. However, some clouds of data points are characterized by a truly high-dimensional structure. In this case, mathematical phenomena such as concentration of measures start to play an important role, and dimensionality reduction methods can become inadequate\textsuperscript{6}. Nonetheless, such curse of dimensionality can also be a blessing, and approaches based on self-averaging or on the application of stochastic separability theory can be very successful\textsuperscript{7,8}.

Manifold learning methods aim at modelling the multidimensional data as a noisy sample from an underlying generating manifold, usually of relatively small dimension. The noise present in the sample has a double nature. Sampling noise scatters the data points around the generating manifold in a relatively close vicinity, while background noise introduce points generated independently from the manifold (which can be considered bona fide outliers). A classical linear manifold learning method is Principal Component Analysis (PCA) introduced more than 100 years ago\textsuperscript{9}. From the 1990s, multiple generalizations of PCA to non-linear manifolds have been suggested, including Self-Organizing Maps (SOMs)\textsuperscript{10}, elastic maps\textsuperscript{11,12}, ISOMAP\textsuperscript{13}, Local Linear Embedding (LLE)\textsuperscript{14}, t-distributed stochastic neighbor embedding\textsuperscript{15}, regularized principal curves and manifolds\textsuperscript{16}, UMAP\textsuperscript{17} and many others\textsuperscript{18}. In certain contexts, the rigorous definition of manifold may be too restrictive and it might be advantageous to construct data approximators in the form of more general mathematical varieties by gluing manifolds on their boundaries, thus introducing singularities which can correspond, for example, to branching points. Simplicial complexes (i.e., sets composed of points, line segments, triangles, and n-dimensional simplexes) can provide a basis for constructing rather generic data approximators\textsuperscript{19}. Moreover, they can reflect the non-trivial topology to be discovered in the data and account for varying local dimensionality. However, we still lack tractable methods for robust extraction of such general objects from the data. Currently, the most used non-manifold type data approximators are principal graphs\textsuperscript{20}, with principal trees as the simplest and most tractable graph type. Principal graphs are data approximations constructed by graph embedding “passing through the middle of data” and possessing specific regular properties, which restrict the graph complexity\textsuperscript{20,21}. (see Figure 1A and the formal definition below).

High demand of appropriate methods for principal graph reconstruction has emerged recently in connection with novel sequencing technologies in molecular biology which often generate high-dimensional datasets characterized by higher level of geometrical complexity. For example, clouds of data points representing heterogeneity of transcriptomic profiles of thousands of single cells are frequently characterized by curvilinear and branching structures. These structures reflect continuous changes in the regulatory programs of the cells and their bifurcations during complex cell fate decisions. The existence and biological relevance of such branching trajectories was clearly demonstrated while studying development\textsuperscript{22}, cellular differentiation\textsuperscript{23-25} and cancer biology\textsuperscript{26}. The power of such analyses stimulated the emergence of a number of tools for reconstructing so called “cellular trajectories” and “branching pseudotime” in the field of bioinformatics\textsuperscript{27-29}. Some of these tools exploit the notion of principal curves or graphs explicitly\textsuperscript{30,31}, while others sometimes use a different terminology closely related to principal graphs or principal trees in their purpose\textsuperscript{32,33}. Biology is, however, only one of the possible domains of applicability of principal graphs. They can serve as useful data approximations in other fields of science such as political sciences or image processing\textsuperscript{12,34}.

Most of the methods currently used to learn complex non-linear data approximators are based on an auxiliary object called k-nearest neighbour (kNN) graph, constructed by connecting each data point to its k closest (in a chosen metrics) neighbouring points (Figure 1B). To avoid unnecessary complexity, the kNN graph, or a similar object, can be constructed using pre-clustered data distribution or a sample of the data\textsuperscript{35}. A popular mathematical tool for extracting the approximator graph structure from the kNN graph is the Minimal Spanning Tree (MST) or computationally feasible heuristics for its estimation. Despite its popularity, using MST or similar approaches introduces certain limitations in the resulting data approximators. For example, if background noise is present or the underlying manifold spans many dimensions in the data space, the structure of the kNN graph, together with the reconstructed MST, can easily become very complex, non-robust and even misleading (see Figure 1B). In practice, the majority of the methods used for extracting branching data structures require drastic dimension reduction (to 3D or 2D), as the properties of kNN graph are more stable and tractable in such low dimensional spaces\textsuperscript{36,37}. However, it is easy to imagine toy examples describing, for example, a tree-like manifold embedded in a multi-dimensional space, containing intersecting branches in any linear 2D projection. Projecting in 3D should make exact intersection of manifold branches less probable: nevertheless, branches might easily appear much
closer, after projection into lower dimension, than they are in higher dimensions and effectively intersect (especially when a manifold is sampled with noise). Moreover, most of the methods described in the literature rely on heuristics for estimating the optimal graph structure (such as the MST, for tree-like topologies) and do not explore sufficiently large volume of the structural space to determine which approximating graph topology best describes the data.

In this paper we present a method for constructing elastic principal graphs together with its algorithmic implementation which we named ElPiGraph. The ElPiGraph method does not employ the notion of $k$NN graph, MST, or data pre-clustering. It does not require data preprocessing via drastic dimensionality reduction and does not require the construction of the complete distance matrix between data points. The core algorithm used by ElPiGraph to fit a fixed graph structure to the data is almost as fast as standard $k$-means clustering. This speed
allows us to use it for exploring many graph topologies and finding the optimal one by a gradient descent-like approach (via the application of graph grammars) in the space of graph structures. Moreover, ElPiGraph is able to explore complex data structures via principal graph ensembles and to build consensus principal graph from such ensembles. Furthermore, ElPiGraph can be made extremely robust with respect to the presence of background noise, without affecting its computational performance. These properties make ElPiGraph a highly competitive method among existing analogues pursuing similar objectives.

ElPiGraph combines several concepts previously discussed, including elastic energy functional and graph grammars\(^{11,18,39}\). However, it improves significantly over existing methodology used to construct elastic principal graphs, rendering it capable to effectively approach real-world applications (such as the analysis of single cell data). ElPiGraph introduces several innovations and improvements: scalability, robustness to noise (both sampling and background), ability to construct non tree-like data approximators, and direct control over the complexity of the principal graph. To achieve this result, we designed de-novo the method for constructing elastic principal graphs by introducing an elastic matrix and a Laplacian-based penalty (see Methods section). This allowed us to scale the performance of the algorithm to a very large number of points in relatively high (~100) dimensions, which arguably makes ElPiGraph the fastest currently available method for finding and fitting complex graph topology to data. Furthermore, a set of new application-specific graph rewriting rules was introduced, allowing more focused exploration of graph space and the ability to perform optimization of the graph structure. Notably, ElPiGraph is currently implemented in five programming languages (R, Matlab, Python, Scala, Java), which makes it easily applicable across scientific domains.

In the present work, we demonstrate the ability of ElPiGraph to deal with large and complex datasets, using several synthetic and challenging real-life datasets, such as snapshot single cell transcriptomics of a developing embryo and the distribution of the galaxies in the visible Universe.

**Results (2711 words)**

*ElPiGraph is a general method for robust approximation of datasets with complex topologies*

ElPiGraph (ELastic PrIncipal Graph) is a flexible and general method for constructing and assessing confidence of data approximators having non-trivial features such as branching points and loops. Elastic principal graph approximator represents an embedding of a graph into a multidimensional space that minimizes the mean-squared distance between its nodes and the data points and, at the same time, minimizes a penalty term reflecting the complexity of the graph and its embedding map\(^{12,20}\). The core of ElPiGraph is an algorithm taking as input a finite set of data points in \(\mathbb{R}^N\) and a graph structure (i.e., a set of nodes and edges). The algorithm is able to find a mapping of graph nodes into \(\mathbb{R}^N\) that optimizes a function specifying a balance between the approximation accuracy and the mapping complexity.

The main challenge of approximating a dataset characterized by a complex topology with a principal graph is finding the optimal graph structure matching the underlying data structure. In order to do that, ElPiGraph starts with an initial guess of the graph structure and embedment, and apply a set of pre-defined rewriting rules, called graph grammar, in order to explore the space of all possible graph structures via a gradient descent-like algorithm and select the locally optimal one (Figure 1). One of the graph grammars allows exploring the space of possible tree-like graph topologies, but changing the grammar set allows simpler or more complex graph to be derived.

The result of ElPiGraph can be affected by outlier data points located far from the representative part of the data point cloud. In order to deal with this, ElPiGraph exploits a trimmed approximation error which essentially makes data points located farther than the trimming radius \(R_0\) from any graph node invisible to the optimization procedure. However, when growing, the principal graphs can gradually capture new data points, being able to learn a complex data structure starting from a simple small fragment of it. Such “from local to global” approach allows achieving great robustness and flexibility of the approximation; for example, it allows solving the problem of self-intersecting manifold clustering.

Also, the final structure of the principal graphs can be sensitive to the non-essential particularities of local configurations of data points, especially in those areas where the local intrinsic data dimensionality becomes greater than one. In order to limit the effect of a finite data sample and estimate the confidence of inferred graph features (e.g., branching points, loops), ElPiGraph applies a principal graph ensemble approach by constructing multiple principal graphs after subsampling the dataset. Posterior analysis of the principal graph ensemble allows assigning confidence scores for the topological features of the graph (i.e., branching points) and confidence intervals on their locations. The properties of principal graph ensemble can be further recapitulated into a
**consensus principal graph** possessing much more robust properties than any individual graph from the ensemble. In addition, EIPIGraph allows explicit control of the graph complexity via penalizing the order of branching points. Detailed description of the EIPIGraph method can be found in the Methods section as well as in the Supplementary Information text.

**Approximating complex data topologies in synthetic examples**

As a first step in our analysis, we applied EIPIGraph to a synthetic 2D dataset describing a circle connected to a branching structure. EIPIGraph was able to easily recover the target structure when the appropriate grammar rules are specified (Figure 2B). We underline that the use of grammars gives EIPIGraph great flexibility in approximating datasets with non-trivial topologies. In the simplest case it requires to know *a priori* the type of the topology (e.g., curve, circular, tree-like) of the dataset to approximate. However, as discussed later, EIPIGraph is also able to construct an appropriate data approximator when no information is available on the underlying topology of the data.

**Robustness of EIPIGraph to data noise**

We then explored the robustness of EIPIGraph to down- and oversampling. For a simple benchmark example of a branching data distribution in 2D (Figure 2A), we selected a fraction of data points (15%) or generated 20x more points around each of the existing ones in the original dataset. Our algorithm is able to properly recover the structure of the data, regardless of the condition being considered, with only minimal differences in the position of the branching points due to the loss of information associated with downsampling. Then, we tested the robustness of EIPIGraph to the presence of uniform background noise covering the branching data pattern (Figure 2C). As the percentage of noisy points increases, certain features of the data are not captured by the approximator, as expected. However, even in the presence of a striking amount of noise, EIPIGraph is capable of correctly recovering (at least partly) the underlying data distribution. Note that, in the examples of Figure 2C, the tree is being constructed starting from the densest part of the data space.

**Clustering intersecting manifolds via EIPIGraph**

Disentangling intersecting curvilinear manifolds is a hard to solve problem (sometimes called the *Travel Maze problem*) that has been described in different fields, particularly in computer vision. The intrinsic rigidity of elastic graph in combination with a trimmed approximation error enables EIPIGraph to solve the Travel Maze problem quite naturally. This is possible because the local version of the elastic graph algorithm is characterized by certain persistency in choosing the direction of the graph growth. Indeed, when presented with a dataset corresponding to a group of three threads intersecting on the same plane, EIPIGraph is able to recognize them and cluster the data points accordingly, hence associating different paths to the different threads (Figure 2D).

**Exploiting the full dimensionality of the data**

As demonstrated by the widespread use of tools like PCA, tSNE, LLE, or diffusion maps, dimensionality reduction can be a powerful tool to better visualize the structure of data. However, some data features can be lost as the dimension of the dataset is being reduced. This can be particularly problematic if dimensionality reduction is used as an intermediate step in a long analytical pipeline. To illustrate this phenomenon, we generated a 10-dimensional dataset describing an *a priori* known branching processes. When the points are projected into a 2D plane induced by the first two principal components, one of the branches collapses and becomes indistinguishable (Figure 2E). This effect is due to the branch under consideration being essentially orthogonal to the plane formed by the first two principal components. As expected, EIPIGraph is unable to capture the collapsed branch, when it is used on the 2D PCA projection of the data. However, the branch is correctly recovered when EIPIGraph is run using all 10 dimensions.
Figure 2. Toy examples showing features of ElPiGraph. (A) ElPiGraph is robust with respect to downsampling and oversampling of a dataset. Here, a reference branching dataset is downsampled to 50 points (middle) or oversampled by sampling 20 points randomly placed around each point of the original dataset. (B) ElPiGraph is able to capture non-tree like topologies. Here, the standard set of principal tree graph grammars was applied to a graph initialized by four nodes connected to a ring. (C) ElPiGraph is robust to large amounts of uniformly distributed background noise. Here, the initial dataset from Figure 1 is shown as black points, and the uniformly distributed noisy points are shown as grey points. ElPiGraph is blindly applied to the union of black and grey points. (D) ElPiGraph is able to solve the problem of learning intersecting manifolds. On the left, a toy dataset of three uniformly sampled curves intersecting in many points is shown. ElPiGraph starts by learning a principal curve using the local version several times, each time on a complete dataset. However, for each iteration, ElPiGraph is initialized by a pair of neighbouring points not belonging to points already captured by a principal curve. The fitted curves are shown in the middle of the point distribution by using different colors, and the clustering of the dataset based on curve approximation is shown on the right. (E) Approximating a synthetic ten-dimensional dataset with known branch structure (with different colors indicating different branches), where one of the branches (blue one) extrude into higher dimensions and collapses with other branches when projected in 2D by principal component analysis (left). Middle, being applied in the space of two first principal components, ElPiGraph does not recover the branch, while it is captured when the ElPiGraph is applied in the complete ten-dimensional dataset (right). In both cases the principal tree is visualized using metro map layout, and a pie chart associated to each node of the graph indicates the percentage of points belonging to the different populations. The size of the pie chart indicates the number of points associated with each node.
Construction of principal graphs to datasets containing millions of points, without pre-clustering or downsampling

The core functionalities of ElPiGraph are based on a fast algorithm which allows the method to scale well to very large datasets. ElPiGraph.R can also take advantage of multiprocessing to further speed up the computation if necessary. When run on a single core, ElPiGraph.R is able to reconstruct principal curves and circles in a few minutes even if tens of thousands points with tens of dimensions are used (Figure 3A). The construction of principal trees is significantly slower due to the combinatorial nature of the search in the structural space, but remains quite fast (Figure 3A). For comparison the R implementation of DDRTree\(^{31}\) is unable to deal with large datasets in a reasonable amount of time (Figure 3C). Notably, most of the existing methods are not directly applicable to datasets having more than several thousands of points, and, hence, require data pre-clustering, downsampling or excessively drastic dimension reduction, which leads to coarse-graining of the resulting approximator structure. Multicore execution further improves the speed of the ElPiGraph.R making it able to reconstruct a tree with 60 nodes using more than one million three dimensional points in less than 3 hours with 4 cores (Figure 3B). It is worth noting that multicore principal graph construction requires additional memory management operations and may actually slow down the reconstruction for simpler problems, when compared to single core execution (Supplementary Figure 3).

Figure 3. Computational performance of ElPiGraph.R. (A) Time required to build principal curves, circles, and trees (y axis) with a different number of nodes (x axis) using the default parameters across synthetic datasets containing different numbers of points (facets) having a different number of dimensions (color scale) without parallelization. (B) Time required to build principal trees (y axis) with different number of nodes (x axis) using the default parameters across synthetic datasets containing different numbers of three-dimensional points (facets) and a different number of parallel processes (color scale). (D) Time required to perform the DDRTree (y axis) versus the time required to build principal trees using 10-dimensional datasets with a different number of points (x axis). For DDRTree, the bar was obtained by selecting between 2 and 10 output dimensions and selecting the slower and faster execution. For ElPiGraph.R, the distribution was obtained by selecting between 10 and 50 nodes using the default parameters. All the tests were run on a CentOS 7 64bit workstation with 16GB of RAM and an Intel Xeon X5472 processor with 8 cores running at 3.00GHz.
Thanks to the emergence of single cell RNA Sequencing (scRNA-Seq), it is now possible to measure gene expression levels across thousands to millions of single cells. Using these data, it is then possible to look for paths in the data that may be associated with the level of cellular commitment w.r.t. a specific biological process and use the positions of cells along these paths (called pseudotime) to explore how gene expression changes as cells increase their level of commitment (Figure 4A). This kind of analysis is a powerful tool that has been used, e.g., to explore the biological changes associated with development\textsuperscript{22}, cellular differentiation\textsuperscript{23-25}, and cancer biology\textsuperscript{26}.

ElPiGraph is being used as part of STREAM\textsuperscript{41}, an integrated analysis tool that provides a set of preprocessing steps and a powerful interface to analyse scRNA-Seq or other single cell data to derive, for example, genes differentially expressed across the reconstructed paths. An extensive showcase of the power of ElPiGraph in dealing with biological data as part of the STREAM pipeline is discussed elsewhere\textsuperscript{41}. In the present work, we will limit our analysis to a single case of scRNA-Seq dataset related to haematopoiesis\textsuperscript{42}.

Haematopoiesis is an important biological process that depends on the activity of different progenitors. To better understand this process researchers used scRNA-Seq to sequence cells across 4 different populations\textsuperscript{42}: common myeloid progenitors (CMPs), granulo-monocyte progenitors (GMPs), megakaryocyte-erythroid progenitors (MEPs), and dendritic cells (DCs). Using the same preprocessing pipeline as STREAM, which includes selection of the most variant genes via a LOESS-based method\textsuperscript{43} and dimensionality reduction by Modified Local Linear Embedment (MLLE)\textsuperscript{44}, we obtained a 3D projection of the original data and applied ElPiGraph with resampling (Figure 4B-E, Supplementary Figure 4). As Figures 4B-C and Supplementary Figures 4A-B show, ElPiGraph is able to easily recapitulate the differentiation of CMPs into GMPs and MEPs on the MLLE-transformed data. A further branching point corresponding to early-to-intermediate GMPs into DCs can be observed. This differentiation trajectory is characterized by a visible level of uncertainty associated with the branching point. The emerging biological picture is compatible with DC emerging at across a specific, but relatively broad, range of commitment of GMPs. However, it is worth stressing that the number of DCs present in the dataset under analysis is relatively small (30 cells), and hence that the higher uncertainty level associated with the branching from GMPs to DC may be simply due to the relatively small number of DC sequenced at an early committed state.

Notably, when we used ElPiGraph on the expression matrix restricted to the most variant genes and used PCA to retain the leading 250 components, we could still discover the branching point associated with the differentiation of CMPs into GMPs and MEPs (Supplementary Figure 4F-I). However, DCs do not seem to produce an additional branching, suggesting that MLLE can be a powerful way to discover subtle differences among cell populations.

We can further explore the genetic changes associated to DC differentiation by projecting the closest trajectory, hence obtaining a pseudotime value that we can use to explore gene expression variation across branches and look for potentially interesting patterns. Figure 4D shows the dynamics of set of notable genes, with more genes selected to their high variance, large mutual information when looking at the pseudotime ordering, and significant differences across the diverging branches reported by Supplementary Figure 4C-E. Note that in all of the plots, the pseudotime with value 0.5 corresponds to the DC-associated branching point and the vertical grey area indicate a 95\% confidence interval computed using the position of branching points of the resampled principal graphs. The confidence interval provides a good indication of the uncertainty associated with the determination of the branching points and provides, to a first approximation, an indication of the pseudotime range when the transcriptional programs of the two cell populations start to diverge.
Figure 4. ElPiGraph is able to quantify biological pseudotime from single cell data. (A) Diagrammatic representation of the concept behind biological pseudotime in an arbitrary 2D space associated with gene expression: as cells progress from Stage 1 they differentiate (Stage 2 and 3) and branch (Stage 4) into two different subpopulations (Stage 5 and 6). Local distances between the cells indicate genetic similarity. Note how embedding a tree into the data allow recovering genetic changes associated with cell progression into the two differentiated states. (B) Application of ElPiGraph to scRNA-Seq data. Each point indicates a cell and is color-coded using the cellular phenotype inferred by the source paper (CMP in red, DC in violet, GMP in green, and MEP in blue). One hundred bootstrapped trees are represented (in black), along with the a tree fitted on all the data (black nodes and edges). The 2D projection has been obtained by selecting the ElPiGraph principal components 2 and 3. The percentage of variance explained by the projections on the two dimensions of the data (Data var) and nodes of the tree (PG var) are reported along with the fraction of variance of the original data explained by the projection on the nodes (FVE) and on the edges (FVEP). (C) Diagrammatic representation of the distribution of cells across the branches of the tree reconstructed by ElPiGraph with the same color scheme used in panel B. Pie charts indicates the distribution of populations associated with each node. The black polygon highlights the subtree used to study gene pseudotime. (D) Variation of gene expression along the path from the root of the tree (at the top of panel C) to the branch corresponding to DC commitment and GMP commitment. Points in the background represent cells and are colored to show the path they belong to. The expression profiles have been fitted by a LOESS smoother, colored according to the majority cell type in the branch, with a 95% confidence interval (in grey). The vertical grey area represents a 95% confidence interval obtained by projecting the relevant branching points of the resampled tree showed in panel B on the path of the principal graph.
Approximating the complex structure of development or differentiation from single cell RNASeq data

Recently, several large-scale experiments designed to derive single-cell snapshots of a developing embryo\textsuperscript{1,2} or differentiating cells in an adult organism\textsuperscript{3} have been produced. Standard force-directed layout algorithms applied to \textit{kNN} graphs connecting single cells in a reduced-dimension transcriptomic space was capable of producing informative representations of these large datasets\textsuperscript{4,5}. However, such representations can be characterised by complex point distributions, with areas of varying density, varying local dimensionality and excluded regions. Hence, it may be helpful to derive \textit{data cloud skeletons}, which would simplify the comprehension and study of these distributions.

To this end, we used scRNA-Seq obtained from stage 22 Xenopus embryos\textsuperscript{1} to derive a 3D force directed layout projection (Figure 5A). Given the complexity of the data, we decided to employ an advanced multistep analytical pipeline, based on ElPiGraph. As a first step, we fitted a total 1280 principal trees with ten different trimming radiiuses (to account for the differences in data density across the data space). This resulted in 10 \textit{bootstrapped principal forests} (Figure 5B). Then, for each principal forest, we built a \textit{consensus graphs}, which summarizes their features (Figure 5C). A final consensus graph was then built by combining the previously obtained ones (Figure 5D). This graph was then filtered and extended to better capture the data distribution (Figure 5E). From this analysis, clear non-trivial structures emergence: linear paths, interconnected closed loops, and branching points can be clearly observed.

The different branches (defined as linear path between nodes of degree different from two), display a statistically significant (Chi-Squared test p-val < 5·10\textsuperscript{-6}) associations with previously defined populations\textsuperscript{1} (Figure 5F). Using the principal graph obtained, it is also possible to obtain a pseudotime that can be used to explore how different genes vary across the different branches (Figure 5G, Supplementary Figure 6). Notably, our approach is able to identify structured transcriptomic variation in a group of cells previously identified as “outliers” (Figure 5G, top panel). Furthermore, note how our approach identify a loop in the part of the graph associated with the neural tube (Figure 5F, top left), suggesting the presence of complex \textit{diverging-converging} cellular dynamics.

The same analysis pipeline was used to explore the transcriptome of the whole-organism data obtained from planarians\textsuperscript{3}. As in the case of xenopus development data, a complex structure (Figure 5H) displaying a statistically significant association (Chi-Squared test p-val < 5·10\textsuperscript{-6}) with previously defined cell types emerges (Figure 5I). As before, such structure can be used to identify how gene dynamics changes as cells commit to a specific cell type (Figure 5I, Supplementary Figure 8).

Approximating the large scale-structure of the Universe via ElPiGraph

Astronomy is a classically data rich discipline, with the data collected by the Danish astronomer Tycho Brahe arguably being one of the first documented examples of scientific Big Data. Nowadays, curated astronomical data catalogues containing extensive information on many features of large and small celestial objects are available to the scientific community to explore the features of the Universe. In particular, the positions of galaxies in the 3D space of galaxy redshift velocities are likely to provide important information on initial conformation of the Universe\textsuperscript{46}.

To explore the potential of ElPiGraph in this domain, we obtained the V8k catalogue, which contains the supergalactic coordinates in the redshift space of 30,124 galaxies with velocities smaller than 8000 km/s\textsuperscript{46}. Even by visual inspection, it is quite easy to identify different large-scale \textit{filaments} present in the data. The complex distribution of the data clearly limits the application of simple manifold learning techniques that assume a predetermined topology.

As in the case of force-directed layouts, we used a multistep approach. Initially, we used 100 resampling trees, with initial starting points randomly placed in the densest region of the data. Then, we removed the points captured by at least 20 of the trees and repeated the procedure until the majority of the points were associated to at least 20 trees. This lead to a bootstrapped principal forest (Figure 6A), which we then used to construct a set of consensus graphs (Figure 6B). This example further shows the ability of ElPiGraph to extract structural information even when the expected topology of the data under consideration is unknown or too complex to be described by simple grammars.
Figure 5. ElPiGraph is able to approximate complex datasets describing developing embryos (xenopus) or adult organisms (planarian). (A) A kNN graph constructed using the gene expression of 7936 cells of Stage 22 Xenopus embryo has been projected on a 3D space using a force directed layout. The color in this and the related panels indicate the population assigned to the cells by the source publication. (B) The coordinates of the points in panel A have been used to fit 1280 principal trees with different parameters, hence obtaining a principal forest. (C) The principal forest shown in panel B has been used to produce 10 consensus graphs (one for each parameter set). (D) A final consensus graph has been produced using the consensus graphs shown in panel C. (E) A final principal graph has been obtained by applying standard grammar operations to the consensus graph shown in panel D. (F) The associations of the different cell types to the nodes of the consensus graph shown in panel E is reported on a plane with a pie chart for each node. Note the complexity of the graph and the predominance of different cell types in different branches, as indicated the predominance of one or few colors. (G) The dynamics
of notable genes had been derived by deriving a pseudotime for a branching structure (Top) and a linear structure (Bottom) present in the principal graph of panel E (see black polygons). Each point represent the gene expression of a cell and their color indicate either their associated path (top) or the cell type (bottom). The gene expression profiles have been fitted with a LOESS smoother which include a 95% confidence interval. In the top panel the smoother has been colored to highlight the different paths, with the color indicated in the text of panel F. (H-J) The same approach described by panels A-G has been used to study the single-cell transcriptome of planarians. In panel J the color of the smoother indicates the predominant cell type on the path. The color codes used in panels are described by Supplementary Figure 5 and 7. Interactive versions of key panels are available at https://sysbio-curie.github.io/elpigraph/.

**Figure 6. ELPIGraph is able to explore complex astronomical data.** (A) A bootstrapped principal forest (blue lines) constructed on the V8k catalogue. (B) The disconnected consensus graph (blue lines) obtained from the bootstrapped principal forest presented by panel A. In both panels, points represent galaxies the axes indicate cartesian components of the velocity in the redshift space. The color of the points shows the distance from the closest principal graph, with stronger shades or red indicating shorter distances. The interactive versions of the panels are available at https://sysbio-curie.github.io/elpigraph/.

**Discussion (771 words)**

Bigger, and more complex, data are becoming more and more common across many scientific disciplines and being able to extract the relevant features of these data is an important step in deriving and testing scientific hypotheses. ELPIGraph represents a flexible approach for approximating a cloud of data points in a multidimensional space by reconstructing a one-dimensional continuum passing through the **middle of the data point cloud**. This approach is similar to principal curve fitting, but allows significantly more complex topologies with, for example, branching points, self-intersections and closed paths. ELPIGraph is specifically designed to be robust with respect to the noise in the data and scales up to millions of multidimensional points. These features, together with an explicit control of the structural graph complexity, make ELPIGraph applicable in many scientific domains, from data analysis in molecular biology to image analysis, and to the analysis of complex astronomical data.

Determining the topology of a high-dimensional dataset approximator without strong a priori constraints remains a challenging problem due to the combinatorial complexity of this task. In the case of highly noisy data sample or complex (e.g., self-intersecting) data approximator structure, the problem can be sometimes even ill-posed.
However, even in these circumstances, ElPiGraph is able to extract a data structure skeleton which can provide a useful approximation to be used for data visualization and clustering.

By specifying in advance a space of suitable graph structures and by penalizing excessively complex topologies, graph grammars allow the efficient exploration of a relevant subspace of the combinatorial graph structure space. ElPiGraph exploits more exhaustively candidate graph structures while searching the best structure when compared to competing methods which usually rely on heuristic approaches in order to define one graph structure for a given cloud of data points.

One of the key problems in finding an intrinsic data manifold topology is the presence of multiple local minima in the optimization criteria. Hence it is very important to define problem-specific strategies that are helpful to guess an initial graph structure. Under most circumstances the structure exploration procedure of ElPiGraph is capable to improve the initial guess graph structure despite the fact that this guess may be too complex, or too coarse-grained. This is achieved by applying an optimal sequence of graph structure simplification, or complexification, via a set of predefined graph rewriting rules.

Another important tool available in ElPiGraph to avoid spurious atypical local minima is its ability to apply bootstrapping based on resampling. ElPiGraph is able to employ this approach even for rather large datasets, due to its highly optimized core algorithm, which allows approximating the data by an ensemble of principal graphs and, when necessary, by constructing a consensus principal graph, as we have shown.

It is worth stressing that efficient data approximation algorithms do not overcome the need for careful data pre-processing, selection of the most informative features, and filtering of potential artefacts present in the data; since the resulting data manifold topology crucially depends on these steps. The application of ElPiGraph to scRNA-Seq data describing haematopoiesis clearly exemplifies this aspect, as the use of MLLE was able to highlight important features of the data that were otherwise hard to distinguish.

The methodological approach employed by elastic principal graphs is not limited to reconstructing intrinsically one-dimensional data approximators. Similar to self-organizing maps, principal graphs organized into regular grids can effectively approximate data by manifolds of relatively low intrinsic dimensions (up to four dimensions in practice due to the exponential increase in the number of nodes). Previously such approach was implemented in the method of elastic maps, which requires introducing non-primitive elastic graphs characterized by several selections of subgraphs (stars) in the elastic energy definition. The method of elastic maps has been successfully applied for non-linear data visualization, within multiple domains. Conceptually, it remains an interesting research direction to explore the application of elastic principal graph framework to reconstructing intrinsic data manifolds characterized by varying intrinsic dimension.

Altogether, ElPiGraph enables construction of flexible and robust approximators of large datasets characterized by high topological and structural complexity. Furthermore, ElPiGraph is does not rely on a specific feature selection or dimensionality reduction techniques, making it easily integrable into different pipelines. Ensembles of principal trees allows more robust construction of complex data approximators compared to any method constructing a single tree-like approximation. Ensemble-based approach provides confidence estimations on the inferred non-trivial data features (such as branching or excluded regions) and allows constructing consensus principal graph which topology might be more complex compared to a simple tree. All in all, this indicates that ElPiGraph could be an invaluable tool for the increasingly complex data landscape of the scientific literature.

**Methods (1767 words)**

*Elastic principal graphs: basic definitions*

Let \( G \) be a simple undirected graph with a set of nodes \( V \) and a set of edges \( E \). Let \( |V| \) denote the number of nodes of the graph, and \( |E| \) denote the number of edges. Let a \( k \)-star in a graph \( G \) be a subgraph with \( k + 1 \) nodes \( v_0, v_1, \ldots, v_k \in V \) and \( k \) edges \( \{(v_0, v_i) | i = 1, \ldots, k\} \). Let \( E^0(0), E^0(1) \) denote the two nodes of a graph edge \( E^0 \), and \( S^0(0), \ldots, S^0(k) \) denote nodes of a \( k \)-star \( S^0 \) (where \( S^0(0) \) is the central node, to which all other nodes are connected). Let \( \text{deg}(v_i) \) denote a function returning the order \( k \) of the star with the central node \( v_i \) and \( 1 \) if \( v_i \) is a terminal node. Let \( \phi : V \rightarrow \mathbb{R}^n \) be a map which describes an embedding of the graph into a multidimensional space by mapping a node of the graph to a point in the data space. For any \( k \)-star of the graph \( G \) we call its embedding \( \phi \) harmonic if the embedding of its central node coincides with the mean of the leaf embeddings, i.e. \( \phi(\text{central node}) = \frac{1}{k} \sum_{i=1,k} \phi(i) \).
We define an **elastic graph** as a graph with a selection of families of $k$-stars $S_m$ and for which all $E^{(j)} \in E$ and $S_m^{(j)} \in S_i$ have associated elasticity moduli $\lambda_i > 0$ and $\mu_i > 0$. Furthermore, a **primitive elastic graph** is defined as an elastic graph in which every non-leaf node (i.e., with at least two neighbors) is associated with a $k$-star formed by all the neighbors of the node. All $k$-stars in the primitive elastic graph are in the selection, i.e., the $S_i$ sets are completely determined by the graph structure. Non-primitive elastic graphs are not considered here, but they can be used, for example, for constructing 2D and 3D elastic principal manifolds, where a node in the graph can be a center of two 2-stars, in a rectangular grid$^{12}$.

For brevity, we also define an **elastic principal tree** as an acyclic primitive elastic principal graph.

**Elastic energy functional**

The **elastic energy of the graph embedment** is defined as a sum of squared edge lengths (weighted by the elasticity moduli $\lambda_i$) and the sum of squared deviations from harmonicity for each star (weighted by the $\mu_i$):

$$U^\Phi(G) = U^\Phi_\lambda(G) + U^\Phi_\mu(G),$$

$$U^\Phi_\lambda(G) = \sum_{E^{(j)} \in E} [\lambda_i + \alpha \left( \max \left( 2, \deg(E^{(j)}(0)), \deg(E^{(j)}(1)) \right) - 2 \right) \left( \phi(E^{(j)}(0)) - \phi(E^{(j)}(1)) \right)^2],$$

$$U^\Phi_\mu(G) = \sum_{S^{(j)} \in S} \sum_i \mu_j \left( \phi(S^{(j)}(0)) - \frac{1}{\deg(S^{(j)}(0))} \sum_i \deg(S^{(j)}(i)) \right)^2.$$

The term describing the deviation from harmonicity in the case of 2-star is a simple surrogate for minimizing the local curvature. In the case of $k$-stars with $k>2$ it can be considered as a generalization of local curvature defined for a branching point$^{12}$.

**Optimization functional for fitting a graph to data**

Assume that we have defined a partitioning $K$ of all data points such that $K(i) = \arg \min_{j=1,..,|V|} \| X_i - \phi(V_j) \|$ is an index of a node in the graph which is the closest to the $i$th data point among all graph nodes. We define the optimization functional for fitting a graph to data as a sum of the approximation error and the elastic energy of graph embedment:

$$U^\Phi(X, G) = \frac{1}{\sum w_i} \sum_{i=1}^{|V|} \sum_{K(i) = j} w_i \cdot \min \left( \| X_i - \phi(V_j) \|^2, R_0^2 \right) + U^\Phi(G),$$

where $w_i$ is a weight of the data point $i$ (can be equal one for all points), $|V|$ is the number of nodes, $\|..\|$ is the usual Euclidean norm and $R_0$ is a trimming radius that can be used to limit the effect of points distant from the current configuration of the graph$^{11}$.

The objective of the basic optimization algorithm is to find a map $\phi: V \rightarrow \mathbb{R}^m$ such that $U^\phi(X, G) \rightarrow \min$ over all possible elastic graph $G$ embeddings into $\mathbb{R}^m$. In practice, we are looking for a local minimum of $U^\phi(X, G)$ by applying the standard splitting-type algorithm, which is described by the pseudo-code provided in Supplementary Information text. The essence of the algorithm (similar to the simplest $k$-means clustering) is to alternate between 1) computing the partitioning $K$ given the current estimation of the map $\phi$ and 2) computing new map $\phi$ provided the partitioning $K$. The first task is a standard neighbor search problem, while the second task is solving a systems of linear equations of size $|V|$.

**Graph grammar approach for determining the optimal graph topology**

In contrast to the majority of existing state-of-the-art methods, ElPiGraph exploits a topological graph grammar-based approach to find an optimal structure, by systematic application of some pre-defined set of graph grammar operations. This allows the algorithm to explore many structures in the space of all possible graph structures by using a gradient descent-like algorithm (Figure 1A). In the simplest case, two graph grammar operations “bisect an edge” and “add node to a node” allows exploring the space of trees (Supplementary Figure 2E); in this case
ElPiGraph allows constructing principal trees\textsuperscript{39}. For a detailed definition of graph rewriting rules, see Supplementary Information text.

**Principal graph ensembles**

Resampling techniques are often used to determine the significance of analyses applied to complex datasets\textsuperscript{52,53}. Thanks to its performance, ElPiGraph can be also used in conjunction with resampling to explore the robustness of the reconstruct principal graph. Figure 1C shows a simple example of data resampling applied to the reconstruction of a principal tree. Resampling produces a principal graph ensemble, i.e., a set of \( k \) principal graphs produced by random sampling of \( p\% \) of data points and applying ElPiGraph \( k \) times (in Figure 1C, \( k = 100 \) and \( p = 90\% \)). From this example, it is possible to judge how a different level of uncertainty is associated with different parts of the tree and to explore the uncertainty associated with a branching point.

**Construction of the consensus graph**

In complex examples, a principal graph ensemble can be used to infer a consensus principal graph, i.e. a principal graph obtained by recapitulating the information from the graph ensemble in such a way to discover emergent complex topological features of the data. For example, a consensus principal graph constructed by combining an ensemble of trees may contain loops, which are not present in any of the constructed principal trees (Figure 5 and Figure 6).

To integrate multiple principal graphs \( G_{1:n} \) into a consensus principal graph \( G \) with a given number of nodes \( M \) is a multi-step process that can be implemented using different approaches.Briefly, all the nodes of the original principal graph \( v^1_{1\ldots|G_1|}, v^2_{1\ldots|G_2|}, \ldots, v^n_{1\ldots|G_n|} \) are associated by an assignment operator \( f \) to \( M \) clusters so that \( f(v) = k \) (\( k = 1..M \)). This clustering is performed on the positions of the nodes, such that nodes assigned to the same cluster will be in the same area of the space. Each cluster \( i \) will be associated to a node \( v^i_r \) of \( G \). The coordinate of \( v^i_r \) is then obtained by computing the centroid of nodes of the cluster \( f^{-1}(i) \). An edge is placed between two nodes \( v^i_r \) and \( v^j_r \) if the number of edges between the set of nodes \( f^{-1}(i) \) and the set of nodes \( f^{-1}(j) \) is larger than a given threshold. The number of edges between the two sets of nodes is then used to assign a weight to the edge.

The function used to construct the consensus graph in ElPiGraph.R exploits the \( k \)-means algorithm to cluster the nodes and support additional features to filter the graph. Specifically, it is possible 1) to ignore nodes belonging to the original principal graphs with a low local density of nodes and hence potentially connected with outliers principal graphs, 2) to filter the consensus graph so that unconnected nodes are removed, and to 3) filter edges of the consensus graph that are shorter, or longer, than given thresholds.

**Leaf extension and Branch filtering**

The ElPiGraph algorithm is designed to place nodes at the centre of set of points. As a consequence of this, the leaf nodes of a principal graph might not capture the extreme points of the data distribution. This is not ideal when pseudotime analysis is performed. Hence, ElPiGraph.R includes a function that can be used to extend the leaf nodes by extrapolation. Given a leaf node, the basic strategy consists in selecting the points associated with the leaf node, but not projected on any edge. Then these points are used to produce a linear interpolation originating from the leaf node. This strategy can be implemented by using a different approach that are described in the help of ElPiGraph.R.

Under certain circumstances, it may be necessary to simplify a principal graph by removing edges or nodes that capture only a small subset of points. For this purpose, ElPiGraph.R includes a function that remove edges on which only a limited number of points are projected. The nodes of the graph are then removed or adjusted to account for the edge removal if necessary.

**Code availability**

The ElPiGraph method is implemented in several programming languages:

- R from https://github.com/sysbio-curie/ElPiGraph.R
- MATLAB from https://github.com/sysbio-curie/ElPiGraph.M
• Python from https://github.com/sysbio-curie/ElPiGraph_P

A Java implementation of ElPiGraph is available as part of VDAOEngine library (https://github.com/auranic/VDAOEngine/) for high-dimensional data analysis developed by Andrei Zinovyev. The Java implementation of ElPiGraph is not actively developed and the implementation of ElPiGraph in Java does not scale as good as other implementations.

A Scala implementation is also available from https://github.com/mraad/elastic-graph.

All the implementations contain the core algorithm as described in this paper. However, the different implementations differ in the set of functionalities improving the core algorithm such as robust local version of the algorithm, boosting up the algorithm performance by local optimization of candidate graphs, using the resulting graphs in various applications, or multicore implementation.

The code used to perform the analysis, to generate the figures, and interactive versions of some of the figures are available at: https://sysbio-curie.github.io/elpigraph/

Processing of single cell RNA-Seq data

All the scRNA-Seq datasets were preprocessed using a pseudocount transformation of the original row count. The LOESS-based feature selection was performed as described in STREAM pipeline. Hematopoietic data were transformed using PCA and selecting the first 250 dimensions or MLLE.

The force directed layouts where constructed by first projecting the data onto the first 20 principal components. Then a distance matrix was computed and a kNN graph (k = 5) was constructed. Then 1000 iterations of the 3D Kamada-Kawai algorithm were applied using the distances associated to the edges previously computed as weights. The output of the Kamada-Kawai algorithm was used as the initial configuration of the Fruchterman-Reingold algorithm, which was run for 2000 iteration with weights equal to 500 multiplied by the inverse of the distances associated to the edges. Graph manipulation and layout derivation were performed using the R version of the igraph library (igraph.org).

Pseudotime was computed by projecting the cells onto the closest edge and normalized in such a way that the start of the pseudotime is at 0, the end for each branch at 1, and that the branching points are equally spaced between 0 and 1.
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ANNEX

Supplementary Notes

Elastic matrix

The elastic energy functional for ElPiGraph is defined as (see the main manuscript)

\[ U^\Phi(G) = U^\phi_E(G) + U^\phi_R(G), \]

\[ U^\phi_E(G) = \sum_{i \in \{0\}} \left[ \lambda_i + \alpha \left( \max \left( 2, \deg(E^{(i)}(0)) \right), \deg(E^{(i)}(1)) \right) - 2 \right] \left( \phi(E^{(i)}(0)) - \phi(E^{(i)}(1)) \right)^2, \]

\[ U^\phi_R(G) = \sum_{S^{(j)}} \mu_j \left( \phi(S^{(j)}(0)) - \frac{1}{\deg(S^{(j)}(0))} \sum_{i=1}^{\deg(S^{(j)}(0))} \phi(S^{(j)}(i)) \right)^2. \]

Note that \( U^\phi_E(G) \) can be re-written as

\[ U^\phi_E(G) = \sum_{S^{(j)}} \mu_j \left( \phi(S^{(j)}(0)) - \frac{1}{\deg(S^{(j)}(0))} \sum_{i=1}^{\deg(S^{(j)}(0))} \phi(S^{(j)}(i)) \right)^2 - \]

\[ - \sum_{S^{(j)}} \frac{\mu_j}{\deg(S^{(j)}(0))} \sum_{i=1,p=1,i<>p}^{\deg(S^{(j)}(0))} \phi(S^{(j)}(i)) - \phi(S^{(j)}(p)))^2, \]

i.e., the term \( U^\phi_R(G) \) can be considered as a sum of the energy of elastic springs connecting the star centers with their neighbors (with elasticity moduli \( \mu/\deg(S^{(j)}(0)) \) and the energy of negative (repulsive) springs connecting all non-central nodes in a star pair-wise (with negative elasticity moduli -\( \mu/\deg(S^{(j)})^2 \)). The resulting system of springs, whose energy is minimized, is shown in Figure 1A.

In simple terms, the elasticity of the principal graph contains three parts: positive springs corresponding to elasticity of graph edges (Figure 1A, Supplementary Figure 2B), negative repulsive springs describing the node repulsion to make the graph embedding function \( \phi \) as smooth as possible (Supplementary Figure 2C), positive springs representing the correction term such that the smoothing would correspond to the deviation of harmonicity (Supplementary Figure 2D).

For algorithmic reasons, it is convenient to describe the structure and the elastic properties of the graph by an elastic matrix \( EM(G) \). The elastic matrix is a \(|V|\times|V|\) symmetric matrix with non-negative elements containing the edge elasticity moduli \( \lambda_i \) at the intersection of rows and columns, corresponding to each pair \( E^{(i)}(0), E^{(i)}(1) \), and the star elasticity modulus \( \mu_j \) in the diagonal element corresponding to \( S^{(j)}(0) \). Therefore, \( EM(G) \) can be represented as a sum of two matrices \( A \) and \( M \).

\[ EM(G) = A(G) + M(G), \]

where \( A \) is an analog of the weighted adjacency matrix for the graph \( G \), with elasticity moduli playing the role of weights, and \( M(G) \) is a diagonal matrix having non-zero values only for nodes that are centers of starts, in which case the value indicates the elasticity modulus of the star. An example of elastic matrix is shown in Supplementary Figure 2A.

It is also convenient to represent the elastic energy in the matrix form, by transforming \( EM(G) \) into three auxiliary matrices \( \Lambda, \Lambda^{star\_edges} \) and \( \Lambda^{star\_leaves} \). \( \Lambda^{star\_edges} \) is a weighted adjacency matrix for the edges connected to star centers, with elasticity moduli \( \mu/|k_j| \), where \( k_j \) is the number of edges connected to the \( j \)th star center. \( \Lambda^{star\_leaves} \) is a weighted adjacency matrix for the negative springs (shown in green in Figure 1A), with elasticity moduli -\( \mu/|k_j|^2 \). An example of the transforming the elastic matrix \( EM(G) \) into three weighted adjacency matrices \( \Lambda, \Lambda^{star\_edges}, \Lambda^{star\_leaves} \) is shown in Supplementary Figure A-D.

For the system of springs shown in Figure 1A, if one applies a distributed force to the nodes, then the propagation of the node perturbation will be described by a matrix which is a sum of three graph Laplacians.
\[ L(G, EM(G)) = L(A) + L(A^{\text{star,edges}}) + L(A^{\text{star,leaves}}). \]

We remind that a Laplacian matrix for a weighted adjacency matrix \( A \) is computed as
\[ L(A)_{ij} = \delta_{ij} \sum_k A_{kj} - A_{ij}, \]
where \( \delta_{ij} \) is the Kronecker delta.

**Basic optimization algorithm**

The basic optimization algorithm fits a graph of a given structure to a finite set of data vectors. We define the optimal embedding of a graph as a map \( \phi : V \rightarrow \mathbb{R}^m \) that minimizes the mean squared distance between the position of graph nodes and the data points and, at the same time, minimizes the elastic energy of the graph embedment serving a penalty term for the “irregularity” of the graph embedment. The irregularity can manifest itself by stretching and non-equal distance between graph node positions (penalized by \( U^E_\delta(G) \) and partly by \( U^S_\delta(G) \)) or by deviation from harmonicity (penalized by \( U^S_\delta(G) \)).

Assume that we have defined a partitioning \( K \) of all data points such that \( K(i) = \arg\min_{j=1,...,|V|} \| X_i - \phi(V_j) \| \) returns an index of a node in the graph which is the closest to the \( i \)th data point among all graph nodes. Then, the objective function to minimize is (see the main manuscript Method section)
\[ U^\phi(X, G) = \frac{1}{\sum |V|} \sum_{j=1}^{\sum |V|} w_i \cdot \min \left( \| X_i - \phi(V_j) \|^2, R_0^2 \right) + U^\phi(G), \]
where \( w_i \) is a weight of the data point \( i \) (can be unity for all points), \( |V| \) is the number of vertices, \( \| \cdot \| \) is the usual Euclidean distance and \( R_0 \) is a trimming radius that can be used to limit the effect of points distant from the graph\(^1\).

The objective of the basic optimization algorithm is to a map \( \phi : V \rightarrow \mathbb{R}^m \) such that \( U^\phi(X, G) \rightarrow \min \) over all possible elastic graph \( G \) embeddings in \( \mathbb{R}^m \). In practice, we are looking for a local minimum of \( U^\phi(X, G) \) by applying the expectation-minimization type algorithm, which is described by the pseudo-code below:

**Algorithm 1: Base Graph Optimization for a Fixed Structure of the Elastic Graph**

1. Initialize the graph \( G \), its elastic matrix \( E(G) \) and the map \( \phi \).
2. Compute the matrix \( L(G, E(G)) \).
3. Partition the data by proximity to the embedded nodes of the graph (i.e., compute the mapping \( K : [X] \rightarrow [V] \) of a data point \( i \) to a graph node \( j \)).
4. Solve the following system of linear equations to determine the new map \( \phi \).
\[
\sum_{j=1}^{\sum |V|} \left( \frac{\sum_{i=1}^{|V|} w_i}{\sum_{i=1}^{|V|} w_i} \delta_{ij} + L(G, EM(G))_{ij} \right) \phi(V_j) = \frac{1}{\sum_{i=1}^{|V|} w_i} \sum_{i=1}^{|V|} w_i X_i,
\]
where \( \delta_{ij} \) is the Kronecker delta.

Iterate 3-4 till the map \( \phi \) does not change more than \( \varepsilon \) in some appropriate measure.

The convergence of the algorithm can be easily proven\(^1\) since the \( U^\phi(X, G) \) is a Lyapunov function with respect to the Algorithm 1. The base algorithm optimizes the graph embedment \( \phi \) but contains neither a recipe for initializing the map \( \phi \) nor a recipe for choosing the structure of the graph \( G \). This initialization can be derived in a number of ways, starting from the structural analysis of the \( k \)NN graph after some dimension reduction and/or pre-clustering (e.g., computing a spanning tree) or by other heuristic approaches.
Graph grammar-based optimization of the graph structure

A graph-based data approximator should deal simultaneously with two inter-related aspects: determining the optimal topological structure of the graph and determining the optimal map for embedding this graph topology into the multidimensional space. An exhaustive approach would be to consider all the possible graph topologies (or topologies of a certain class, e.g., all possible trees), find the best mapping of all them into the data space, and select the best one. In practice, due to combinatorial explosion, testing all the possible graph topologies is feasible only when a small number of nodes is present in the graph, or under restrictive constraints (e.g., only trivial linear graphs, or assuming a restricted set of topologies with a pre-defined number and types of branching). Determining a globally optimal embedment of a graph with a given topology is usually challenging, because of the energy landscape complexity. This means that, in practice, one has to use an optimization approach in which both graph topology and the mapping function should be learnt simultaneously.

A graph grammar-based approach for constructing such an algorithm was suggested before. The algorithm starts from an initial graph $G_0$, and an initial map $\phi(G_0)$. In the simplest case, the initial graph can be initialized by two nodes and one edge and the map can correspond to a segment of the first principal component.

Then a set of predefined grammar operations which can transform both the graph topology and the map, is applied starting from a given pair $\{G_i, \phi(G_i)\}$. Each grammar operation $\Psi^p$ produces a set of new graph embedments possibly taking into account the dataset $X$:

$$\{[D^k, \phi(D^k)], k = 1 ... s\} = \Psi^p \left( \{[G_i, \phi_i(G_i)], X \} \right).$$

Given a pair $\{G_i, \phi(G_i)\}$, a set of $r$ different graph operations $\{\Psi^1, ..., \Psi^r\}$ (which we call "graph grammar"), and an energy function $\bar{U}^k(X, G)$, at each step of the algorithm the energetically optimal candidate graph embedment is selected as:

$$\{G_{i+1}, \phi_{i+1}(G_{i+1})\} = \arg\min_{[D^k, \phi(D^k)]} \left\{ \bar{U}^k(D^k, X); [D^k, \phi(D^k)] \in \bigcup_{p=1...r} \Psi^p \left( ([G_i, \phi_i(G_i)], X) \right) \right\}$$

where $\{D^k, \phi(D^k)\}$ is supposed to be optimized (fit to data) after the application of a graph grammar using ALGORITHM 1 with initialization suggested by the graph grammar application (see below).

The pseudocode for this algorithm is provided below:

**ALGORITHM 2: GRAPH GRAMMAR BASED OPTIMIZATION OF GRAPH STRUCTURE AND EMBEDMENT**

1. Initialize the current graph embedment by some graph topology and some initial map $\{G_0, \phi(G_0)\}$.
2. For the current graph embedment $\{G_i, \phi(G_i)\}$, apply all grammar operations from a grammar set $\{\Psi^1, ..., \Psi^r\}$, and generate a set of $s$ candidate graph embedments $\{D^k, \phi(D^k), k = 1 ... s\}$.
3. Further optimize each candidate graph embedment using ALGORITHM 1, and obtain a set of $s$ energy values $\{\bar{U}^k(D^k)\}$. Among all candidate graph embedments, select an embedment with the minimum energy $\{G_{i+1}, \phi_{i+1}(G_{i+1})\}$.
4. Repeat 2-4 until the graph contains a required number of nodes.
Note that the energy function $\overline{U}^\phi(X, G)$ used to select the optimal graph structure is not necessarily the same energy as (1-3) and can include various penalties to give less priority to certain graph configurations (such as those having excessive branching, as described below). Separating the energy functions $U^\phi(X, G)$, used for fitting a fixed graph structure to the data, and $\overline{U}^\phi(X, G)$, used to select the most favorable graph configuration, allows achieving great flexibility in defining the strategy for selecting the most optimal graph topologies.

**Simple graph grammar operations**

Two base graph operations “bisect an edge” and “add a node to a node” are defined below.

| GRAPH GRAMMAR OPERATION “BISECT AN EDGE” | GRAPH GRAMMAR OPERATION “ADD NODE TO A NODE” |
|-----------------------------------------|-----------------------------------------------|
| Applicable to: any edge of the graph    | Applicable to: any node of the graph           |
| Update of the graph structure:          | Update of the graph structure: for a         |
| for a given edge {A,B}, connecting nodes | given node A, add a new node C, and introduce |
| A and B, remove {A,B} from the graph,    | two new edges {A,C} and {C,B}.                |
| add a new node C, and introduce two new  | Update of the elasticity matrix:              |
| edges {A,C} and {C,B}.                  | if A is a leaf node (not a star center) then  |
| Update of the elasticity matrix: the    | the elasticity of the edge {A,C} equals to    |
| elasticity of edges {A,C} and {C,B}      | the edge connecting A and its neighbor, the   |
| equals elasticity of {A,B}.             | elasticity of the new star with the center in |
| Update of the graph embedment: C is     | A equals to the elasticity of the star       |
| placed in the mean position between the  | centered in the neighbor of A. If the graph   |
| embeddings of A and B.                   | contains only one edge then a predefined      |
|                                          | values is assigned.                           |
|                                          | else the elasticity of the edge {A,C} is     |
|                                          | the mean elasticity of all edges in the star  |
|                                          | with the center in A, the elasticity of a    |
|                                          | star with the center in A does not change.   |
|                                          | Update of the graph embedment:               |
|                                          | if A is a leaf node (not a star center) then  |
|                                          | C is placed at the same distance and the     |
|                                          | same direction as the edge connecting A and   |
|                                          | its neighbor, else                           |
|                                          | C is placed in the mean point of all data    |
|                                          | points for which A is the closest node       |

The application of ALGORITHM 2 with a graph grammar containing only the ‘bisect an edge’ operation, and a graph composed by two nodes connected by a single edge as initial condition, produces an elastic principal curve.

The application of ALGORITHM 2 with a graph grammar containing only the ‘bisect an edge’ operation, and a graph composed by four nodes connected by four edges without branching, produces a closed elastic principal curve (called elastic principal circle, for simplicity).

The application of ALGORITHM 2 with a growing graph grammar containing both the ‘bisect an edge’ and the ‘add a node to a node’ operations and a graph composed by two nodes connected by a single edge as initial condition produces an elastic principal tree. In the case of a tree or other complex graphs, it is advantageous to improve the ALGORITHM 2 by providing an opportunity to ‘roll back’ the changes of the graph structure. This gives an opportunity to get rid of unnecessary branching or to merge split branches created in the history of graph optimization, if this is energetically justified (see Supplementary Figure 2B). This possibility can be achieved by introducing a shrinking grammar. In the case of trees, the shrinking grammar consists of two operations ‘remove a leaf node’ and ‘shrink internal edge’ (defined below). Then the graph growth can be achieved by alternating two steps of application of the growing grammar with one step of application of the shrinking grammar. In each such cycle, one node will be added to the graph.

| GRAPH GRAMMAR OPERATION “REMOVE A LEAF NODE” | GRAPH GRAMMAR OPERATION “SHRINK INTERNAL EDGE” |
|-----------------------------------------------|-----------------------------------------------|
|                                              |                                              |
Applicable to: node A of the graph with \( \text{deg}(A) = 1 \)

Update of the graph structure: for a given edge \{A, B\}, connecting nodes A and B, remove edge \{A, B\} and node A from the graph

Update of the elasticity matrix:
if B is the center of a 2-star then
    put zero for the elasticity of the star for B (B becomes a leaf)
else
    do not change the elasticity of the star for B
Remove the row and column corresponding to the vertex A
Update of the graph embedment: all nodes besides A keep their positions.

Applicable to: any edge \{A, B\} such that \( \text{deg}(A) > 1 \) and \( \text{deg}(B) > 1 \).

Update of the graph structure: for a given edge \{A, B\}, connecting nodes A and B, remove \{A, B\}, reattach all edges connecting A with its neighbours to B, remove A from the graph.

Update of the elasticity matrix:
The elasticity of the new star with the center in B becomes the average elasticity of the previously existing stars with the centers in A and B.
Remove the row and column corresponding to the vertex A
Update of the graph embedment: B is placed in the mean position between A and B embeddings.

Note that, when applicable, the above operations, can be restricted so that they are applied only to nodes with a certain ranges of degrees. This can be helpful, for example, if the applied grammar is designed to better explore the vicinity of branching points or leaf nodes.

Robust local construction of elastic principal graphs

In the form of the ELPiGraph optimization criterion \( \mathcal{U}^R(X, G) \), data points located farther than \( R_0 \) (a parameter called “trimming radius”) from any graph node position do not contribute, for a given data point partitioning, to the optimization equation in Algorithm 1. However, these data points might appear at a distance smaller than \( R_0 \) at the next algorithm iteration: therefore, it is not equivalent to permanently pre-filtering “outliers”. The approach is similar to the “data-driven” trimmed k-means clustering.

The robust version of the algorithm can tolerate significant amount of uniformly distributed background noise (see Figure 2C) and even deal with self-intersecting data distributions (Figure 2D), if the trimming radius is properly chosen. ELPiGraph includes a function for estimating the coarse-grained radius of the data based on local analysis of density distribution, which can be used as a good initial guess for the \( R_0 \) value. An alternative initial guess for the trimming radius can be obtained by taking the median of distribution of the distances between all pairs of points in the data.

In case of existence of several well-separable clusters in the data, with the distance between them larger than \( R_0 \), the robust version of ELPiGraph can approximate the principal graph only for one of them, completely disregarding the rest of the data. In this case, the approximated part of the data can be removed and the robust ELPiGraph can be re-applied. For example, this procedure will construct a second (third, fourth, etc.) principal tree. Such an approach will approximate the data by disconnected “principal forest”.

Alternative ways of constructing robust principal graphs include using piece-wise quadratic subquadratic error functions (PQS potentials), which uses computationally efficient non-quadratic error functions for approximating a dataset. These two approaches will be implemented in the future versions of ELPiGraph.

Explicit control of principal graph complexity

In many circumstances, it may be important to control the level of branching of the data approximator. For example, this is the case if some a priori information is available on the data structure or on the level of noise present. To deal with this situation ELPiGraph can be used with the tuning parameter \( \alpha \), which allows penalizing the appearance of complex branching points. In particular, if \( \alpha = 0 \) branching is not penalized, while larger values progressively penalize branching, with \( \alpha = 1 \) resulting in branching being completely forbidden (see definition of the elastic energy functions). Supplementary Figure 1 illustrates, using the standard iris and a synthetic dataset, how changing this parameter eliminates non-essential branches of a fitted principal tree, up to prohibiting them and simplifying the principal tree structure to a simple principal curve. Without this penalty term, extensive branches can appear in the regions of data distributions which can be characterized by a “thick turn”, i.e., when the increased local curvature of the intrinsic underlying manifold leads to increased local variance of the dataset (Supplementary Figure 1).
In case of presence of excessive branching, it is recommended to set up the first branching control parameter $\alpha$ to a small value (e.g., 0.01). Changing the value of $\alpha$ from 0 to a large value (e.g., 1) allows gradual change from the absence of excessive branching penalty to effective interdiction of branching (thus, constructing a principal curve instead of a tree as a result, see Supplementary Figure 1).

Theoretical considerations suggest that the most effective way to include this penalty is within the elastic stretching part $U^\phi_E(G)$ of the elastic energy. To illustrate this aspect, let us consider graph structures each having 11 nodes and 10 edges of equal unity length. Then, for example, the graph is characterized by $U^\phi_E(G) = 10\lambda$ contribution to the elastic energy. The graph with one star will be characterized by $U^\phi_E(G) = 10\lambda + 3\alpha$ penalty, by $U^\phi_E(G) = 10\lambda + 6\alpha$, and by $U^\phi_E(G) = 10\lambda + 8\alpha$.

**Strategies for graph initialization**

The construction of elastic principal graphs in ElPiGraph can be organized either by graph growth (similar to divisive clustering) or by shrinking the graph (similar to agglomerative clustering) or by exploring possible graph structures having the same number of nodes. These different strategies can be achieved by specifying the appropriate graph grammars in the parameter set. The initial graph structure can have a strong influence on the final graph mapping to the data space and its structure.

The default setting of ElPiGraph initializes the graph with the simplest graph containing two nodes oriented along the first principal component: this initialization is able to correctly fit data topology in relatively simple cases. Other initializations are advised in the case of more complex distributions: for example, applying pre-clustering and computing (once) the minimal spanning tree between cluster centroids can be used for the initialization of the principal tree (e.g., a similar approach in used by the STREAM pipeline).

When using a finite trimming radius $R_0$ value, the graph growing can be initialized by 1) a rough estimation of local data density in a limited number of data points and 2) placing two nodes, one into the data point characterized by the highest local density and another node is placed into the data point closest to the first one (but not coinciding).

**Principal forest: a way to approximate discontinuous data distributions**

As it was shown in the context of the Travel Maze problem, ElPiGraph is capable of dealing with disconnected graphs. This feature is helpful if the data to be approximated are composed of separate clusters. Under these circumstances, the local version of principal graphs should be used (by setting the trimming radius to a finite value) with appropriate initial conditions. Then, the data points approximated by the graph are removed from the data and the construction of principal graphs is repeated until no points remain associated to a graph. Note that resampling can also be used at any step if necessary.
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Supplementary Figures

Supplementary Figure 1. Explicit control for topological complexity in ElPiGraph, using the $\alpha$ parameter. (A) Iris dataset, approximated by ElPiGraph with default parameters, using increasing values of $\alpha$. (B) Synthetic dataset characterized by a “thick turn” pattern (when the local variance of the dataset increases in the region characterized by the largest curvature of the principal curve). Using an explicit control for topological complexity, it is possible to suppress the small branches while retaining the major one. Small fictitious branches appear here due to the effective increase of the local data dimension, which does not change the data topology.
Supplementary Figure 2. Elastic matrix-based definition of graph elastic energy and searching for the optimal graph topology in the structure space. (A-D) The elastic matrix has dimension N x N, where N is the number of graph nodes (8 in this case). The stretching elasticity moduli $\lambda$ appear at the intersection of rows and columns, corresponding to each edge (weighted adjacency matrix, shown in panel B). The bending elasticity modulus $\mu$ appear at the diagonal elements of the matrix corresponding to the centers of graph $k$-stars. The bending elastic energy of the graph is described by two weighted adjacency matrices: with positive weights, where each edge receives a weight $\mu/k$ from each $k$-star to which it belongs (panel C), and with negative weights, corresponding to all possible pairwise connections between the leaves of each $k$-star, with weights $-\mu/k^2$ (panel D). (E) All the possible distinct tree-like topologies are shown for graphs with a number of nodes between 1 and 7. Each arrow illustrates the application of a graph rewriting rule (graph grammar operations). A rule can increase the number of nodes (growing, shown in red) or decrease the number of nodes (pruning, shown in green). ElPiGraph explores the space of structures starting from an initial node on this graph and following a trajectory determined by the local decrease of the elastic energy of the graph embedding into the data space. In the standard strategy, two growing operations are followed by one pruning operation, in order to avoid an irreversible trapping into a suboptimal graph structure.
**Supplementary Figure 3.** Time employed by ElPiGraph.R for the reconstruction of a principal tree on a 3D datasets with ~15k points and ~31K points and different number of parallel processors under the same conditions of Figure 3.
Supplementary Figure 4. (A-B) Projection of the hematopoietic data discussed in the main text and the principal trees constructed over them in to the 1st and 2nd and 1st and 3rd ElPiGraph principal components with the same graphical conventions of figure 4B. (C-E) Pseudotime-associated dynamics of genes selected using different criteria with the same conventions of Figure 4D. (F-H) Projection of the hematopoietic data discussed in the main text without the application of MLLE and the principal trees constructed over them using the principal components derived from the data with the same graphical conventions of figure 4B. (I) Diagrammatic representation of the
distribution of cells across the branches of the tree reconstructed by ElPiGraph on the non-MLLE transformed data. In all the panel, the same conventions of Figure 5 have been used.

Supplementary Figure 5. Color scheme for Xenopus. The figure illustrates how different colors are used to indicates different cell type in the Xenopus embryo. The data have been obtained from the publication referenced in the main text.
Supplementary Figure 6. Additional reconstructed gene dynamics for the Xenopus embryo. Three different substructures of the principal graph reported by Figure 5F (A, D, G) have been used to derive a pseudotime, and gene selection has been performed in EiPiGraph.R using mutual information (B, E, H), Variance (C, F, I), and the p value of a Kruskal-Wallis test when applicable (J). In all the relevant panels, points indicate gene expression in the cells and are colored to indicate the cell type, and a LOESS smoother with a 95% confidence interval has been used to fit the gene expression across the paths. In panels H-J, the color of the fitted smoother indicates the predominant cell population on the path.
Supplementary Figure 7. Color scheme for Planarian. The figure illustrates how different colors are used to indicates different cell type in the Planarian data. The population information and color have been obtained from the publication referenced in the main text.
Supplementary Figure 8. Additional reconstructed gene dynamics for Planarian. Three different substructures of the principal graph reported by Figure 5I (A, D, G) have been used to derive a pseudotime, and gene selection has been performed in ELPiGraph.R using mutual information (B, E, H), Variance (C, F, I), and the p value of a Kruskal-Wallis test when applicable (J). In all the relevant panels, points indicate gene expression in the cells and are colored to indicate the cell type, and a LOESS smoother with a 95% confidence interval has been used to fit the gene expression across the paths. In panels H-J, the color of the fitted smoother indicates the predominant cell population on the path.