Radiative transfer of acoustic waves in continuous complex media: Beyond the Helmholtz equation
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Heterogeneity can be accounted for by a random potential in the wave equation. For acoustic waves in a fluid with fluctuations of both density and compressibility (as well as for electromagnetic waves in a medium with fluctuation of both permittivity and permeability) the random potential entails a scalar and an operator contribution. For simplicity, the latter is usually overlooked in multiple scattering theory: whatever the type of waves, this simplification amounts to considering the Helmholtz equation with a sound speed \( c \) depending on position \( r \). In this work, a radiative transfer equation is derived from the wave equation, in order to study energy transport through a multiple scattering medium. In particular, the influence of the operator term on various transport parameters is studied, based on the diagrammatic approach of multiple scattering. Analytical results are obtained for fundamental quantities of transport theory such as the transport mean-free path \( \ell^* \), scattering phase function \( f \) and anisotropy factor \( g \). Discarding the operator term in the wave equation is shown to have a significant impact on \( f \) and \( g \), yet limited to the low-frequency regime i.e., when the correlation length of the disorder \( \ell_c \) is smaller than or comparable to the wavelength \( \lambda \). More surprisingly, discarding the operator part has a significant impact on the transport mean-free path \( \ell^* \) whatever the frequency regime. When the scalar and operator terms have identical amplitudes, the discrepancy on the transport mean-free path is around 300% in the low-frequency regime, and still above 30% for \( \ell_c/\lambda = 10^2 \) no matter how weak fluctuations of the disorder are. Analytical results are supported by numerical simulations of the wave equation and Monte Carlo simulations.

I. INTRODUCTION

Understanding the propagation of classical waves through strongly scattering media is of great importance for many applications such as imaging, characterization or communication with all kinds of waves [1,2].

When dealing with wave propagation a first step consists in considering an inhomogeneous medium as one particular realization of a random process. Instead of calculating the wave field exactly for one configuration, one considers statistical averages of the wavefield and of its intensity. They can be determined by solving two fundamental equations: Dyson’s equation for the coherent field (i.e., the ensemble-averaged wavefield) and the Bethe-Salpether equation for the correlation of the wavefield. Both can be derived from the wave equation, within the diagrammatic approach of multiple scattering [3,4].

Once Dyson’s equation is solved, the effective phase and group velocities as well as the scattering mean-free path \( \ell_s \) can be determined. From a physical point of view, as the wave propagates over a distance \( z \), the intensity of the coherent part decays exponentially as \( \exp(-z/\ell_s) \) to the benefit of the incoherent contribution. In order to calculate the total intensity (both coherent and incoherent) it is necessary to solve the Bethe-Salpether equation. It has been long established that the Bethe-Salpether equation can be simplified into a transport equation termed the radiative transfer equation (RTE). Further approximations lead to an even simpler equation, the diffusion equation, which has analytical solutions and is essentially characterized by one parameter: the diffusion constant or diffusivity \( D = \ell^* c^{tr}/3 \), with \( \ell^* \) the transport mean-free path and \( c^{tr} \) the transport speed.

In acoustics, heterogeneity originates from space-dependence of mass density and elastic constants. From an experimental point of view, a ballistic to diffuse transition occurs as the thickness of the sample increases. Transport parameters \((\ell_s, D, \ell^*, c^{tr})\) can be estimated from experimental measurements, for instance by studying the average transmitted flux as a function of time [12-17]. A key question is: to what extent does an estimation of the transport parameters lead to a reliable information about structural properties of the medium (correlation lengths, variance of mass density and elastic constants)?

In the present paper, we are interested in constructing a complete radiative transfer model for acoustic waves propagating in a continuous but heterogeneous fluid. We focus on one particular aspect: unlike Helmholtz’ equation, where heterogeneity only appears in a space-dependence of the sound speed, the full wave equation is taken into account. It includes a random operator term which complicates the analysis, as will be detailed later. Discarding it, as is usually done, amounts to considering as a starting point the Helmholtz equation, with a space-dependent sound speed \( c(r) \) as the only source of disorder. The question we address here is the impact of the operator term in the wave equation on the final result, i.e. the parameters that appear in the RTE and finally in
the diffusion equation. When studying energy transmis-
ion in a continuous multiple scattering medium, under
which conditions is it justified to discard the operator
term in the wave equation?

Note that radiative transfer equations can be phe-
nomenologically established without further reference to
the underlying wave equation or medium characteristics.
This is why a complete derivation of the RTE starting
from the correct wave equation is necessary here, in order
to relate the transport parameters to the microstructural
properties (correlation lengths and variances) of the het-
erogeneities, which is the core of the paper. Here, we deal
with acoustic waves but the exact same questions arise
for transport of electromagnetic energy in a medium with
fluctuations of both permeability and permittivity, and
can be addressed with the same tools [18].

From a theoretical point of view, in a continuous het-
erogeneous fluid without dissipation, the starting point
is the following wave equation [19, 20] for the acoustic
pressure \( p(\mathbf{r},t) \):

\[
\Delta p - \frac{1}{c_0^2} \frac{\partial^2 p}{\partial t^2} = \nabla \beta(\mathbf{r}) \cdot \nabla p - \frac{\alpha(\mathbf{r})}{c_0^2} \frac{\partial^2 p}{\partial t^2}
\]  

(1)

where \( c_0 \) is a reference sound speed. Note that through-
out the paper, the symbols used for the wave fields
(p(\( \mathbf{r},t \)), velocity \( \mathbf{v}(\mathbf{r},t) \)) actually refer to the
complex-valued analytic signals associated to the real
quantities. In Eq. (1), heterogeneity arises from spatial
fluctuations of two dimensionless functions of space \( \alpha \) and
\( \beta \) which are related to mass density \( \rho(\mathbf{r}) \) and compress-
ibility \( \chi(\mathbf{r}) \) by

\[
\alpha(\mathbf{r}) = 1 - \left( \frac{c_0}{c(\mathbf{r})} \right)^2,
\]

\[
\beta(\mathbf{r}) = \ln \left( \frac{\rho(\mathbf{r})}{\rho_0} \right)
\]  

(2)

(3)

where the space-dependent sound speed is \( c(\mathbf{r}) = 1/\sqrt{\rho(\mathbf{r})\chi(\mathbf{r})} \). \( \rho_0 \) is an arbitrary constant with the di-

mension of a mass density. In the frequency domain (an-

gular frequency \( \omega \)), the Fourier transform of Eq. (1) for

the acoustic pressure \( P(\mathbf{r},\omega) \) becomes

\[
\Delta P + k_0^2 P = k_0^2 \gamma P.
\]  

(4)

\( k_0 = \omega/c_0 \) and \( \gamma \) is a random potential that entails both

a scalar and operator term in the form

\[
\gamma(\mathbf{r}) = \alpha(\mathbf{r}) + \frac{1}{k_0^2} \nabla \beta(\mathbf{r}) \cdot \nabla.
\]

(5)

Provided the statistical properties of \( \alpha \) and \( \beta \), par-


ticularly their correlation functions, are known, the

ensemble-averaged (or coherent) field \( \langle P \rangle \) can be calcu-
lated, as well as the autocorrelation \( \langle PP^* \rangle \).

It is usual to discard the operator term in Eq. (5),

which greatly simplifies the calculations. This relies on

the assumption that \( c(\mathbf{r}) \) alone fully describes the het-
erogeneity of the medium, and in the following it will be

referred to as the scalar approximation. It is true if the

mass density is constant in space. It is also true if the

mass density is not constant, as long as the compres-

sibility is: in that case, the acoustic wave equation for

the velocity potential only involves \( \alpha \) and not \( \gamma \). How-

ever, when fluctuations of mass density and compressibil-

ity coexist and have comparable amplitudes, no matter

how weak they are, it results in an important error in the

scattering mean-free path \( \ell_s \) at low frequency i.e., when

the correlation length is comparable to or smaller than

the wavelength [21]. In that case one has to use the com-

plete expression for the potential \( \gamma \) defined in Eq. (5).

The self-energy \( \Sigma \), which is the key quantity for evalu-

ating the average field through the Dyson equation, can be
determined using the diagrammatic approach of mul-

tiple scattering. \( \Sigma \) contains three additional terms due
to the operator part in Eq. (5), which are not taken into
account under the scalar approximation [21,22].

Beyond the self-energy \( \Sigma \), here we are interested in the

intensity operator \( K \) which is the key quantity in the

Bethe-Salpeter equation, thus driving the average in-

tensity and correlation function of the wavefield. Partic-

ularly we aim at evaluating the impact of the scalar ap-

proximation on \( K \) and consequently on the transport

parameters.

The rest of the paper is organised as follows. Sections II

and III give an overview of the quantities and pa-

rameters that are essential to account for energy trans-

port in random media, and how they are related to the

random potential \( \gamma \) in the wave equation. In Sec-

ion IV analytical solutions are calculated in the case of

an exponentially-correlated disorder. They yield expres-
sions for the transport parameters, with or without the

operator term. In order to validate the analytical results,

numerical simulations of the wave equation are performed

on an ensemble of realizations. The average transmis-
ted energy flux is calculated as a function of time, and

compared to the solution of the RTE with the transport

parameters derived analytically. In that case the RTE is

solved numerically with a Monte Carlo approach. Sec-

tion V concludes the paper.

II. AN OVERVIEW OF RADIATIVE TRANSFER

Let us first consider the case of a homogeneous and

lossless medium (reference medium). In a monochro-

matic regime, the free-space Green function \( G_0(\mathbf{r},\mathbf{r}_s) \)
is the solution of the wave equation for a point source lo-
dated at \( \mathbf{r}_s \):

\[
\Delta G_0 + k_0^2 G_0 = \delta(\mathbf{r} - \mathbf{r}_s).
\]  

(6)

The causal solution of Eq. (6) is \( G_0(\mathbf{r} - \mathbf{r}_s) = -\exp[jk_0|\mathbf{r} - \mathbf{r}_s|]/[4\pi|\mathbf{r} - \mathbf{r}_s|] \). For a heterogeneous fluid,

the Green function \( G(\mathbf{r},\mathbf{r}_s) \) associated to Eq. (6) satis-

fies:

\[
\Delta G + k_0^2 G = k_0^2 \gamma G + \delta(\mathbf{r} - \mathbf{r}_s).
\]  

(7)
Note that the dependency of $G$ and $G_0$ on $\omega$ will only be made explicit (via the function’s argument) when different frequencies are involved. In the presence of an arbitrary distribution of sources $S(r_s)$ in the right-hand side of Eq. (4), the resulting field is

$$P(r, \omega) = \int G(r, r_s) S(r_s) \, dr_s. \quad (8)$$

The perturbed Green’s function $G(r, r_s)$ can be understood as the solution of Eq. (6) with an additional source term equal to $k_0^2 \gamma G$, involving $G$ itself. Hence, it is usual to express it in a recursive (Lippman-Schwinger) form:

$$G(r, r_s, \omega) = G_0(r, r_s, \omega) + k_0^2 \int G_0(r_1, r_s, \omega) V(r_1, r_2) G(r_2, r_s, \omega) \, dr_1 \, dr_2, \quad (9)$$

where a two-variable random potential $V(r_1, r_2)$ is defined in terms of $\gamma$ as follows:

$$V(r_1, r_2) = \gamma(r_1) \delta(r_1 - r_2) = \alpha(r_1) \delta(r_1 - r_2) + \frac{1}{k_0^2} \nabla \beta(r_1) \cdot \nabla \delta(r_1 - r_2). \quad (10)$$

### A. Average field: Dyson’s equation

Considering $\alpha$ and $\beta$ as random variables with known statistical parameters, we are now interested in determining the ensemble average of the Green function, $\langle G \rangle$. Iteratively substituting $G$ under the integral on the right-hand side of Eq. (9) provides an infinite sum of integrals known as Born’s expansion. After ensemble averaging this expansion, it can be shown that $\langle G \rangle$ obeys Dyson’s equation [7]:

$$\langle G(r, r_s) \rangle = G_0(r, r_s) + k_0^2 \int G_0(r_1, r_s) \Sigma(r_1, r_2) \langle G(r_2, r_s) \rangle \, dr_1 \, dr_2. \quad (11)$$

$\Sigma$ is the self-energy or mass operator and accounts for all orders of multiple scattering events which cannot be factorized in the ensemble average process. Assuming that the medium is statistically homogeneous, $V$, $G_0$ and consequently $\Sigma$ and $\langle G \rangle$ are invariant under translation. In that case Eq. (11) is a double convolution product. Therefore, its spatial Fourier transform, denoted by a tilde symbol, is

$$\langle \tilde{G}(k) \rangle = \frac{1}{k_0^2 - k^2 - \Sigma(k, \omega)}, \quad (12)$$

where $k$ is the dual variable for $r - r_s$.

Performing an inverse Fourier transform and taking into account the source distribution yields the coherent field

$$\langle P(r, \omega) \rangle = \int \langle G(r, r_s) \rangle S(r_s) \, dr_s. \quad (13)$$

The last step in determining $\langle G \rangle$ would be to obtain an explicit expression of $\Sigma$. Unfortunately, the exact calculation is intractable in most cases of interest. But an expression as a series of Feynman’s diagrams can be derived and has been extensively discussed in Refs [6] and [7].

The second-order approximation of this series, known as the Bourret approximation, will be used in section III to derive an expression of $\Sigma$ valid for weakly disordered systems ($k_0 \ell_s \gg 1$). A complete analysis of the coherent field’s propagation is not our present purpose and the interested reader may refer to Ref. [21] for details. Importantly, the intensity of the coherent field, also known as the coherent or ballistic intensity, is shown to be spatially damped with a decay length $\ell_s$. When $\alpha$ and $\beta$ have similar fluctuations, the scalar approximation has been shown to significantly overestimate $\ell_s$ at low frequencies, but is reasonably valid as long as $k_0 \ell_c > 10$ [21] where $\ell_c$ is the correlation length of the disorder.

### B. Two-point correlation of the field: Bethe-Salpeter equation

The intensity of the average field only describes coherent transmission through a disordered medium, it does not suffice to account for total energy transmission, both coherent and incoherent. To do so, since all physical quantities related to average energy involve average products of two wavefields, the essential ingredient is the two-point correlation function $\langle P(r, \omega^+) \, P^*(r', \omega^-) \rangle$ where $^*$ indicates a complex conjugation and $\omega^\pm$ denote angular frequencies. It is known to obey the Bethe-Salpeter equation [8, 9, 24] which reads

$$\langle \tilde{P}(r, \omega^+) \, \tilde{P}^*(r', \omega^-) \rangle = \langle \tilde{P}(r, \omega^+) \rangle \langle \tilde{P}^*(r', \omega^-) \rangle + \int \mathrm{d}r_1 \mathrm{d}r_2 \mathrm{d}\rho_1 \mathrm{d}\rho_2 \langle \tilde{G}(r, r_1, \omega^+) \rangle \langle \tilde{G}^*(r', r_2, \omega^-) \rangle \times \langle \tilde{K}(r_1, r_2, \rho_1, \rho_2, \omega^+, \omega^-) \rangle \langle \tilde{P}(\rho_1, \omega^+) \, \tilde{P}^*(\rho_2, \omega^-) \rangle. \quad (14)$$

$K$ is termed the intensity operator (or “irreducible vertex”). Similarly to the self-energy $\Sigma$ for the average field, $K$ can be expressed as a perturbative expansion taking into account all orders of multiple scattering events. It is in general represented by Feynman diagrams for convenience. In section III, the first order expansion, valid for weakly disordered systems and known as the Ladder approximation, will be used. Dropping the $\omega^\pm$ dependency for brevity, the spatial Fourier transform of $K$ is defined by

$$\tilde{K}(k_1, k_2, q_1, q_2) = \int \mathrm{d}r_1 \mathrm{d}r_2 \mathrm{d}\rho_1 \mathrm{d}\rho_2 K(r_1, r_2, \rho_1, \rho_2) \times \exp \left[ j ( -r_1 \cdot k_1 + r_2 \cdot k_2 + \rho_1 \cdot q_1 - \rho_2 \cdot q_2 ) \right]. \quad (15)$$

Assuming that the medium is statistically homogeneous, $K$ is invariant under spatial translation which implies in
the Fourier space

\[ \vec{K} (k_1, k_2, q_1, q_2) = \frac{(2\pi)^3}{\delta (k_1 - k_2 - q_1 + q_2)} \vec{I} (k_1, k_2, q_1, q_2). \] (16)

C. Radiative transfer equation

In many configurations of interest, the average envelope of the wavefield \(|\langle \phi (r, t) \rangle|\) varies at a time scale much larger than the oscillations of the field, and its spatial variation occur at a characteristic scale much larger than the wavelength. This is sometimes referred to as the separation of scales hypothesis. Under this approximation and for weakly disordered systems, it can be shown (see App. A for details), that Eq. (10) can be transformed into the following transport equation, known as the Radiative Transfer Equation (RTE) [25–28]

\[ \frac{\partial \mathcal{I}}{\partial \tau} + \hat{k} \cdot \nabla \mathcal{I} (r, \hat{k}, \tau, \omega) = -\frac{1}{\ell_e} \mathcal{I} (r, \hat{k}, \tau, \omega) \]  
\[ + \frac{1}{4\pi} \int_{4\pi} d\Omega_q f (\hat{k}, \hat{q}, \omega) \mathcal{I} (r, \hat{q}, \tau, \omega) + S (r, \hat{k}, \tau, \omega). \] (17)

The physical quantity of interest in Eq. (17) is the specific intensity \(\mathcal{I}\). Mathematically, it can be rigorously defined as a Wigner transform of the wavefield (see App. A). Physically, \(\mathcal{I}\) may be interpreted as the local power density per unit surface at point \(r\) and time \(\tau\) flowing in the direction of the unit vector \(\hat{k}\) when a quasi-monochromatic wave (central frequency \(\omega/2\pi\)) is emitted into a random medium. The left-hand side of Eq. (17) involves a Lagrangian derivative \(d\mathcal{I}/d\tau\), in the direction \(\hat{k}\) at speed \(c_{tr}\). If the medium was homogeneous the loss and gain terms would vanish, meaning that the amount of energy flowing in any direction \(\hat{k}\) would not change over time unless some energy is provided by the source. Inhomogeneity (hence scattering) appears in the first two terms of the right-hand side. The extinction term \(-\mathcal{I}/\ell_e\) describes power losses away from direction \(\hat{k}\) due to scattering between \(\tau\) and \(\tau + d\tau\). On the contrary, the following term in Eq. (17) describes power gained from all directions \(\hat{q}\) into \(\hat{k}\), due to scattering. The last term is the amount of power per unit volume injected in the medium by the source. As a whole, Eq. (17) describes an energy balance: variation of \(\mathcal{I}\) between \(\tau\) and \(\tau + d\tau\) is due to loss, gain and source. The RTE has five essential ingredients: a particular wavenumber \(k_r\), a transport speed \(c_{tr}\), an extinction length \(\ell_e\), a scattering length \(\ell_s\) and a phase function \(f\). The latter represents the probability of sound propagating in direction \(\hat{q}\) to be scattered into the solid angle \(d\Omega_k\) around \(\hat{k}\). In the detailed derivation of the RTE, these parameters are respectively given by (see Apps. B and C)

\[ k_r^2 (\omega) = \text{Re} \left[ k_0^2 - \Sigma (k_r, \omega) \right], \] (18)
\[ c_{tr} (\omega) = c_0^2 k_r (\omega) / \omega, \] (19)
\[ \frac{1}{\ell_e (\omega)} = -\frac{1}{k_r} \text{Im} \left[ \Sigma (k_r, \omega) \right], \] (20)
\[ \frac{1}{\ell_s (\omega)} = \frac{1}{16\pi^2} \int_{4\pi} \tilde{I} (k_r, \hat{k}, k_r, \hat{q}, k_r, \hat{q}, \omega, \omega) d\Omega_q, \] (21)

\[ f (\hat{k}, \hat{q}, \omega) = \frac{\ell_s (\omega)}{4\pi} \tilde{I} (k_r, \hat{k}, k_r, \hat{q}, k_r, \hat{q}, \omega, \omega) . \] (22)

In these expressions, we have used the fact that the medium is also statistically isotropic. It implies that \(\Sigma (k, \omega)\) and \(\tilde{I} (k, \hat{k}, k, \hat{q}, k, \hat{q}, \omega)\) depend only on \(|k|\) and \(\hat{k} \cdot \hat{q}\) respectively [see Eq. (10)]. Equation (18) gives an implicit expression for \(k_r\), a quantity necessary to determine all other parameters entering the RTE. The last step to fully determine the five coefficients [Eqs. (19) to (22)] consists in relating them to the microscopic features of the heterogeneous medium, particularly the correlation function of the random potential in the wave equation. This is the subject of the next section.

III. EXPRESSIONS OF THE RTE PARAMETERS

A. First-order smoothing approximation and its relation to energy conservation

At this point, it is necessary to specify the perturbative development of \(\Sigma\) and \(K\) as infinite series of scattering diagrams, in order to derive explicit expressions of the extinction \(\ell_e\) and scattering \(\ell_s\) lengths and of the phase function \(f\). With the usual conventions, the development of \(\Sigma\) can be represented as

\[ \Sigma = \circ + \circ + \circ + \circ + \ldots \] (23)

In this representation, circles denote scattering events (potential \(V\)), horizontal solid lines represent free-space Green functions \(G_0\) and dashed lines stand for spatial correlation between points. Regarding \(K\), we have

\[ K = \frac{1}{i} + \frac{1}{i} + \frac{1}{i} + \frac{1}{i} + \ldots \] (24)

The upper line represents contributions to the wave field, and the bottom line to its conjugate. Under Borel’s approximation, only the first two diagrams in the
development of \( \Sigma \) are kept. The first one is proportional to \( \langle V r_1, r_2 \rangle \): it is zero as long as the reference speed \( c_0 \) is chosen such that \( \langle \alpha \rangle = 0 \) and the medium is statistically invariant under translation (i.e., \( \langle \beta \rangle \) does not depend on the space coordinate \( r \)). The next diagram depends on the second-order moment of \( V (r_1, r_2) \). The self-energy reduces to

\[
\Sigma (r_1, r_2) \approx k_0^4 \int \mathcal{d}p_1 \mathcal{d}p_2 G_0 (p_1, p_2) \times \langle V (r_1, p_1) V (r_2, p_2) \rangle. \tag{25}
\]

A first-order approximation is applied to the intensity operator \( K \) (Ladder approximation). Only the first term in Eq. (24) is considered, which gives

\[
K (r_1, r_2, p_1, p_2) \approx k_0^4 \langle V (r_1, p_1) V (r_2, p_2) \rangle. \tag{26}
\]

From a physical point of view, care should be taken when truncating the expansions of \( \Sigma \) and \( K \) in order to fulfill Ward’s identity i.e., energy conservation. In particular, the Bouret and Ladder approximations are not consistent with each other unless \( k_0 \sim k_0 \) (see App. C) which is a reasonable approximation in the weak disorder limit, as will be assumed in the following. In the more general case where \( k_0 \neq k_0 \), the general approach presented here is still valid and ensures energy conservation, provided that one goes beyond the Bouret approximation for \( \Sigma \) (see App. [10] for more details).

B. Explicit expressions for \( \ell_s, \ell_e \), and \( f \)

The potential \( \gamma \) defined in Eq. (5) entails both a scalar and an operator contribution. As a consequence, the self-energy \( \Sigma \) [Eq. (24)] and the intensity operator \( K \) [Eq. (26)] give rise to four terms, each involving the following correlation functions and their derivatives:

\[
C_{\alpha\alpha} (r_1, r_2) = \langle \alpha (r_1) \alpha^* (r_2) \rangle, \\
C_{\alpha\beta} (r_1, r_2) = \langle \alpha (r_1) \beta^* (r_2) \rangle, \\
C_{\beta\alpha} (r_1, r_2) = \langle \beta (r_1) \alpha^* (r_2) \rangle, \\
C_{\beta\beta} (r_1, r_2) = \langle \beta (r_1) \beta^* (r_2) \rangle. \tag{27}
\]

Assuming that the medium is statistically homogeneous, the four correlation functions will solely depend on \( r_1 - r_2 \). Replacing \( V \) in Eq. (25) by Eq. (10) yields

\[
\Sigma \approx \Sigma_{\alpha\alpha} + \Sigma_{\alpha\beta} + \Sigma_{\beta\alpha} + \Sigma_{\beta\beta}, \tag{28}
\]

where

\[
\Sigma_{\alpha\alpha} (r_1 - r_2) = k_0^4 G_0 (r_1 - r_2) C_{\alpha\alpha} (r_1 - r_2), \\
\Sigma_{\alpha\beta} (r_1 - r_2) = -k_0^2 \nabla r_2 \cdot \left[ G_0 (r_1 - r_2) \nabla r_2 C_{\alpha\beta} (r_1 - r_2) \right], \\
\Sigma_{\beta\alpha} (r_1 - r_2) = k_0^4 \nabla r_1 G_0 (r_1 - r_2) \cdot \nabla r_1 C_{\beta\alpha} (r_1 - r_2), \\
\Sigma_{\beta\beta} (r_1 - r_2) = -\nabla r_2 \cdot \nabla r_2 \otimes \nabla r_1 \times \left[ C_{\beta\beta} (r_1 - r_2) \right] \nabla r_1 G_0 (r_1 - r_2). \tag{29}
\]

For more details on the derivation of Eq. (29) see Ref. [21].

As to the intensity operator, replacing \( V \) in Eq. (26) by Eq. (10) we can write \( K \) as a sum of four contributions:

\[
K \approx K_{\alpha\alpha} + K_{\alpha\beta} + K_{\beta\alpha} + K_{\beta\beta}, \tag{30}
\]

where

\[
K_{\alpha\alpha} (r_1, r_2, p_1, p_2) = k_0^4 C_{\alpha\alpha} (r_1 - p_1) \delta (r_1 - r_2) \times \delta (p_1 - p_2), \\
K_{\alpha\beta} (r_1, r_2, p_1, p_2) = k_0^2 \left[ \nabla r_1 \rho \cdot C_{\alpha\beta} (r_1 - p_1) \right] \delta (r_1 - r_2), \\
K_{\beta\alpha} (r_1, r_2, p_1, p_2) = k_0^2 \left[ \nabla r_1 C_{\beta\alpha} (r_1 - p_1) \right] \delta (r_1 - r_2), \\
K_{\beta\beta} (r_1, r_2, p_1, p_2) = \nabla r_2 \cdot \delta (r_1 - r_2) \times \left[ \left\{ \nabla r_1 \otimes \nabla r_1 C_{\beta\beta} (r_1 - p_1) \right\} \nabla r_1 \delta (p_1 - p_2) \right]. \tag{31}
\]

Note that the scalar approximation amounts to restricting the calculation of \( \Sigma \) and \( K \) to their first term in Eqs. (28) and (30). \( \Sigma_{\alpha\alpha} \) and \( K_{\alpha\alpha} \) are the usual contributions to the self-energy and intensity operator as originally given by Frisch [3]. Using Eqs. (10) and (31), we have

\[
\tilde{F} \approx \tilde{F}_{\alpha\alpha} + \tilde{F}_{\alpha\beta} + \tilde{F}_{\beta\alpha} + \tilde{F}_{\beta\beta}, \tag{32}
\]

where

\[
\tilde{F}_{\alpha\alpha} (k_1, k_2, q_1, q_2, \omega) = k_0^4 \tilde{C}_{\alpha\alpha} (k_1 - k_2), \\
\tilde{F}_{\alpha\beta} (k_1, k_2, q_1, q_2, \omega) = -k_0^2 \left[ \left( q_1 - q_2 \right) \cdot q_2 \right] \tilde{C}_{\alpha\beta} (q_1 - q_2), \\
\tilde{F}_{\beta\alpha} (k_1, k_2, q_1, q_2, \omega) = k_0^2 \left[ \left( k_1 - k_2 \right) \cdot k_2 \right] \tilde{C}_{\beta\alpha} (k_1 - k_2), \\
\tilde{F}_{\beta\beta} (k_1, k_2, q_1, q_2, \omega) = \left[ \left( k_1 - k_2 \right) \cdot k_2 \right] \left[ \left( k_1 - k_2 \right) \cdot q_2 \right] \times \tilde{C}_{\beta\beta} (k_1 - k_2). \tag{33}
\]

Inserting Eqs. (28) and (29) in Eqs. (32) and (33), using the fact that the correlation functions [Eq. (27)] are real and even, and approximating \( k_0 \) by \( k_0 \) (see App. C) for more details), we find that the extinction and scattering coefficients are the same (hence energy conservation in a lossless medium) and are given by

\[
\frac{1}{\ell_s} = \frac{1}{\ell_e} = \frac{k_0^4}{16\pi^2} \int_{4\pi} d\Omega q \left\{ \tilde{C}_{\alpha\alpha} (k_0 \hat{k} - k_0 \hat{q}) - \left[ (\hat{k} - \hat{q}) \cdot \hat{q} \right] \left[ \tilde{C}_{\alpha\beta} (k_0 \hat{k} - k_0 \hat{q}) + \tilde{C}_{\beta\alpha} (k_0 \hat{k} - k_0 \hat{q}) \right] \right\} + \left[ (\hat{k} - \hat{q}) \cdot \hat{q} \right]^2 \tilde{C}_{\beta\beta} (k_0 \hat{k} - k_0 \hat{q}) \right\}. \tag{34}
\]

As to the phase function defined in Eq. (22), it is found to be

\[
f \left( \hat{k} \cdot \hat{q}, \omega \right) = \frac{k_0^4 \ell_s}{4\pi} \left\{ \tilde{C}_{\alpha\alpha} (k_0 \hat{k} - k_0 \hat{q}) - \left[ (\hat{k} - \hat{q}) \cdot \hat{q} \right] \left[ \tilde{C}_{\alpha\beta} (k_0 \hat{k} - k_0 \hat{q}) + \tilde{C}_{\beta\alpha} (k_0 \hat{k} - k_0 \hat{q}) \right] \right\} + \left[ (\hat{k} - \hat{q}) \cdot \hat{q} \right]^2 \tilde{C}_{\beta\beta} (k_0 \hat{k} - k_0 \hat{q}) \right\}. \tag{35}
\]
IV. EXPONENTIALLY-CORRELATED DISORDER

Based on the Bourret and Ladder approximations, explicit expressions for all parameters involved in the RTE can be obtained upon specification of the correlation functions defined in Eq. (27). In this section, we will analyze the results obtained in the standard example of an exponentially-correlated disorder. This case has the virtue of simplicity and allows a straightforward analysis of the importance of the operator part \(\beta\) in the total potential \(\gamma\) defined in Eq. (35).

### A. Analytical expressions

Let us first assume that the random processes \(\alpha\) and \(\beta\) are jointly stationary and invariant under rotation, i.e. all the correlation functions defined in Eq. (27) only depend on \(x = |\mathbf{r}_1 - \mathbf{r}_2|\). In that case, the disorder is characterized by three correlation functions

\[
\begin{align*}
C_{\alpha\alpha}(x) &= \sigma_\alpha^2 c_{\alpha\alpha}(x), \\
C_{\alpha\beta}(x) &= C_{\beta\alpha}(x) = \sigma_\alpha \sigma_\beta c_{\alpha\beta}(x), \\
C_{\beta\beta}(x) &= \sigma_\beta^2 c_{\beta\beta}(x),
\end{align*}
\]

(36)

where \(\sigma_\alpha^2\) and \(\sigma_\beta^2\) are respectively the variances of \(\alpha\) and \(\beta\). Making the picture even simpler, we investigate the case where \(\sigma_\alpha = \sigma_\beta = \sigma\) and \(c_{\alpha\alpha} = c_{\alpha\beta} = c_{\beta\beta} = c\). The variance of the fluctuations \(\sigma^2\) appears as a multiplicative term and every parameter depends on a single correlation length \(\ell_c\) such that

\[
c(x) = \exp \left( -\frac{x}{\ell_c} \right),
\]

(37)

thus,

\[
\tilde{C}(k) = \sigma^2 \frac{3 \pi \ell_c^3}{[1 + (k\ell_c)^2]^2},
\]

(38)

Analytical expressions are then found for the extinction and scattering coefficients by injecting Eq. (38) into Eq. (34) which leads to

\[
\frac{\ell_c}{\ell_c} = \frac{\ell_c}{\ell_s} = \sigma^2 \left\{ \frac{1 + 2(k_0\ell_c)^4}{1 + 4(k_0\ell_c)^2} - \frac{1 - 2(k_0\ell_c)^2}{4(k_0\ell_c)^2} \ln \left[ 1 + 4(k_0\ell_c)^2 \right] \right\}.
\]

(39)

As a consequence of statistical invariance under rotation, the phase function in Eq. (35) depends on the unitary vectors \(\hat{k}\) and \(\hat{q}\) only through the angle \(\Theta = \langle \hat{k}, \hat{q} \rangle\). In the case of an exponentially correlated disorder, we obtain

\[
f(\cos \Theta, \omega) = \frac{2\sigma^2 \ell_s}{\ell_c} \left[ \frac{(k_0\ell_c)^2 (2 - \cos \Theta)}{1 + 2(k_0\ell_c)^2} \right]^2.
\]

(40)

If Eqs. (34) and (35) are restricted to their scalar contributions, different expressions are obtained for \(\ell_c\), \(\ell_s\) and \(f\), labelled with the superscript \((\alpha\alpha)\):

\[
\ell_c^{(\alpha\alpha)} = \frac{\ell_c}{\ell_s^{(\alpha\alpha)}} = \frac{\sigma^2}{1 + 4(k_0\ell_c)^2}, \quad f^{(\alpha\alpha)}(\Theta, \omega) = \frac{2\sigma^2 \ell_s^{(\alpha\alpha)}}{\ell_c} \left[ \frac{(k_0\ell_c)^2}{1 + 2(k_0\ell_c)^2} \right]^2.
\]

(41)

(42)

Hence, the additional operator term \(\beta\) is expected to have an impact on both the scattering coefficient and phase function. Its influence on the anisotropy factor \(g\) and transport mean-free path \(\ell^*\) is also to be examined. \(\ell^*\) is the typical distance beyond which the non-ballistic part of the specific intensity becomes isotropic, as if the scattered waves had lost the memory of their initial direction. \(\ell^*\) is related to the scattering mean-free path \(\ell_s\) and the phase function \(f\) through

\[
\ell^* = \frac{\ell_s}{1 - g}.
\]

(43)

The anisotropy factor \(g\) is the average cosine of the scattering angle:

\[
g = \frac{1}{2} \int_{-1}^{1} \cos \Theta f(\cos \Theta, \omega) \, d\cos \Theta.
\]

(44)

We obtain

\[
g^{(\alpha\alpha)} = 1 + \frac{1}{2(k_0\ell_c)^2} \left[ \frac{1}{2(k_0\ell_c)^2} + \frac{1}{8(k_0\ell_c)^4} \right] \ln \left[ 1 + 4(k_0\ell_c)^2 \right],
\]

(45)

under the scalar approximation and
when the operator term is taken into account.

In order to illustrate the impact of the operator term $\beta$, the phase functions $f$ and $f^{(\alpha\alpha)}$ are plotted in Fig. 1 at three frequencies. The influence of the operator term is obvious when the wavelength is comparable to the size of the heterogeneities. Scattering is considerably diminished in the forward direction. Below $k_0 \ell_c = 0.7$ the anisotropy factor $g$ turns negative: the scattering pattern exhibits a prominence to backscatter (see Fig. 2). Though disorder is continuous in our case, one can draw a parallel with the case of a homogenous medium containing discrete scattering particles. It is well known that in the low frequency (Rayleigh) regime, the scattered pressure field is the superposition of a monopolar (omnidirectional) and a dipolar contribution. The former is proportional to the compressibility contrast $\chi_c$ between the particle and the host fluid, while the latter is proportional to the mass density contrast $\rho_c$. Depending on the amplitude and signs of both contrasts, the resulting differential scattering-cross section exhibits a directional tendency to forward or backward scattering. In the examples taken above, $\sigma_\alpha = \sigma_\beta$ hence compressibility and density fluctuations are anti-correlated (in the weak fluctuations limit, we have $\sigma_\beta = \sigma_\rho$ and $\sigma_\alpha = -\sigma_\rho - \sigma_\chi$, hence $\sigma_\beta = \sigma_\alpha$ implies $\sigma_\rho = -\sigma_\chi/2$), which results in a prominence to backscattering in the Rayleigh regime. Note that situations for which $g < 0$ also occur for optical scatterers having both dielectric and magnetic susceptibilities. [29].

Figure 7 shows that discarding the operator term has a significant impact (larger than 10 \%) on the anisotropy factor $g$, for frequencies such that $k_0 \ell_c \lesssim 5$. In the same frequency range, it has been shown that the mean-free path $\ell_s$ could be nearly four times smaller than expected as $k_0 \ell_c \to 0$ [21], whereas at higher frequencies ($k_0 \ell_c > 10$) the scalar approximation was reasonable. Interestingly, this is not true at all for the transport mean-free path. In Fig. 8 $\ell^*$ is plotted as a function of frequency with and without the operator contribution. The difference is far from negligible over a much broader frequency range.

In the low-frequency regime, $1/\ell^* = 4 \sigma^2 k_0^2 \ell_c^3$, with $A = 2$ (scalar case) or $A = 34/3$ (operator case); as a consequence, $\ell^*$ is nearly six times smaller when the operator contribution is considered (the exact ratio is 17/3, for $k_0 \ell_c \to 0$). As to the anisotropy factor, $g$ vanishes in the scalar case, and is equal to $-4/13$ in the operator case. Though the results were derived in the case of an exponentially-correlated disorder, interestingly the low frequency limits for $g$, $\ell_s$ and $\ell^*$ do not depend on the actual shape of the correlation function (see App. 13).

At the other end of the frequency axis, $\ell_c/\ell^* \to \sigma^2 \ln (k_0 \ell_c) / 2$ in both cases. But the convergence is so slow that the discrepancy persists in the high-frequency regime: it is still 30 \% for $k_0 \ell_c = 10^4$! The essential reason is that for transport properties, $1 - g$ matters more than $g$. Even though $g$ and $g^{(\alpha\alpha)}$ both tend to 1 (forward scattering) when $k_0 \ell_c \gg 1$ (see Fig. 2) the convergence is only logarithmic, hence very slow. This can be quantified by the ratio

$$ R = \frac{1 - g}{1 - g^{(\alpha\alpha)}}. $$

As soon as $k_0 \ell_c \gtrsim 10$ the scattering mean-free paths $\ell_s$ and $\ell_s^{(\alpha\alpha)}$ are nearly the same, so the scalar approximation is valid to evaluate the coherent field. Thus in the high-frequency regime, we have

$$ \frac{\ell^* - \ell_s^{(\alpha\alpha)}}{\ell^*} = 1 - R = \frac{6}{1 - 2 \ln (2 k_0 \ell_c)}. $$

If the relative error $|1 - R|$ is to be kept below $\epsilon$, it implies that $k_0 \ell_c$ must be larger than $\exp (3/\epsilon) / 2$. For $\epsilon = 0.1$ (which would still result in a significant overestimation of the transport mean-free path), this would require $k_0 \ell_c$ to be larger than $5 \times 10^{12}$, an absurdly high value from a practical point of view. Even in a situation where a high-frequency approximation ($k_0 \ell_c \gg 1$) seems reasonable (and in the case of $\ell_s$, the high frequency approximation does lead to $\ell_s^{(\alpha\alpha)} \approx \ell_s$ indeed as soon as $k_0 \ell_c \approx 10$), it is not the case for the transport mean-free path. Of course, mathematically for $k_0 \ell_c \to \infty$, we have $\ell^{(\alpha\alpha)} = \ell^*$ as well, but how close to infinity does $k_0 \ell_c$ have to be for the approximation to hold? At least $10^{12}$, which in practical terms means never. Moreover, it should be noted the ratio of the transport mean-free paths $\ell^*$ and $\ell^{(\alpha\alpha)}$ only depend on $k_0 \ell_c$, not on the fluctuation level $\sigma$. It implies that no matter how weak the fluctuations, the scalar approximation leads to incorrect results for the transport mean-free path, in an extremely broad frequency range.

B. Numerical validation in a cubic geometry

Two numerical tools were used to validate the analytical calculations. On the one hand, the temporal wave equation [Eq. 11] is solved using a finite-difference (FDTD) scheme for an ensemble of realizations with random spatial fluctuations of density and compressibility. In this case, heterogeneity is essentially described by two parameters: variance $\sigma^2$ and correlation length $\ell_c$. On the other hand, the Radiative Transfer Equation [Eq. 17] is solved following a Monte Carlo approach. In this case, heterogeneity is accounted for by the phase
function $f$ and the extinction and scattering lengths $\ell_e$ and $\ell_s$. The results from both approaches are compared, in order to validate the link between micro-structural parameters ($\sigma^2$, $\ell_c$) on the one hand and transport parameters ($\ell_e$, $\ell_s$ and $f$) on the other hand.

The FDTD simulations are performed using Simsonic [30], a software developed in our lab by Dr. E. Bossy [31]. We consider a cubic domain (of length $L$) in a centered Cartesian grid $(x, y, z)$ excited by an omnidirectional point source located at $(0, 0, -L/2)$. The reference (unperturbed) medium is water ($c_0 = 1500 \text{ m s}^{-1}$ and $\rho_0 = 1000 \text{ kg m}^{-3}$) and the emitted pulse has a central frequency $f_c = 1 \text{ MHz}$. The mesh size was $\lambda/20$, where $\lambda$ is the corresponding wavelength at the central frequency, to avoid significant numerical dispersion. In order to
avoid undesired reflections, the domain is bounded by perfectly matched layers (PML). 3-D maps of the local wave speed and mass density can be designed by the user (see Ref. [21] for more details). The cases of a full potential \( \gamma \) or its scalar limit \( [\beta(r) = 0] \) can be studied; from a practical point of view this amounts to comparing two media having the same sound speed at every point, but with or without mass density fluctuations.

A Gaussian pulse with a 1 MHz bandwidth is emitted at \( t = 0 \) [see Fig. 3(a)], its energy is denoted by \( W_0 \). The real acoustic pressure \( \text{Re} p(x, y, z, t) \) and particle velocity \( \text{Re} \mathbf{v}(x, y, z, t) \) are measured at \( z = L/2 \). Averaging the instantaneous Poynting vector over a period \( T = 1/f_c \), we have:

\[
\mathbf{J}(x, y, z, \tau) = \frac{1}{T} \int_{\tau}^{\tau+T} \text{Re} p(x, y, z, t) \text{Re} \mathbf{v}(x, y, z, t) dt \\
= \frac{1}{2} \text{Re} (p(x, y, z, \tau) \mathbf{v}^*(x, y, z, \tau)).
\]

(49)

This yields the transmitted acoustic flux \( \Phi \):

\[
\Phi(L/2, \tau) = \int_S \mathbf{J}(x, y, L/2, \tau) \cdot d\mathbf{S}.
\]

(50)

\( S \) is the exit face of the cube and the infinitesimal vector \( d\mathbf{S} = d\mathbf{S}_e \) points in the outward direction.

As a typical example, the normalized flux \( \Phi(L/2, \tau)/W_0 \) is plotted in Fig. 4(b), for \( \sigma = 0.15 \) and \( L = 118\ell_e \); here \( \ell_e = 4.78 \text{ mm} \) hence \( k_0\ell_e = 2 \). Interestingly, very different behaviors are observed according to whether the operator term \( \beta \) is taken into account (operator) or not (scalar). Firstly the total transmission coefficients are 1.72\% (operator), and 3.84\% (scalar). Considering Fig. 4(b) as a distribution of arrival time for exiting energy packets, the average transmission times are found to be 74.9\mu s (operator) and 50.6\mu s (scalar), and the standard deviations are 26.9\mu s and 8.9\mu s respectively. Discarding the operator term makes the medium seem less opaque; this is in agreement with previous results, especially Fig. 2.

In addition, a Monte Carlo simulation of the random walk of an “acoustic particle” (a quantum of energy \( W_0 \)) is performed \([22, 33]\). It is possible to show that this method can be used to solve the RTE exactly. At the source position, an angle is picked at random with a uniform probability distribution to mimic an omnidirectional source. The temporal profile (Gaussian envelope) is obtained by generating random departure times with a Gaussian distribution. Once it is launched, the particle propagates in a straight line over a distance \( s. \) \( s \) is a random variable with probability density function \( \exp(-s/\ell_s)/\ell_s. \) At this stage, the phase function \( f \) is used to draw at random a new scattering direction. Then a new step length \( s \) is picked up and the process is iterated. The parameters \( \ell_s \) and \( f \) were determined from Eqs. \([39, 40]\) with the same variance \( \sigma^2 \) and correlation length \( \ell_s \) as in the FDTD simulation. The random walk continues as long as the particle does not

leave the domain, then another particle is launched. The transmitted flux \( \Phi(\tau) \) is incremented by \( W_0/\delta\tau \) each time a particle exits at \( z = L/2 \) and in the time interval \( [\tau, \tau + \delta\tau] \).

\( 10^6 \) particles were emitted. The resulting transmitted flux is plotted in Fig. 4 as a function of time. The Monte Carlo solution of the RTE are in very good agreement with the FDTD simulations of the wave equation, which supports the analytical derivations of \( f \) and \( \ell_s \) corresponding to Eqs. \([39, 40]\) presented earlier and most importantly the expression of the fundamental operators \( \Sigma \) and \( K \) introduced in Eqs. \([25, 30]\). The
correspondance between the transmitted flux computed from either the time-averaged Poynting vector [Eq. (51)] or the specific intensity is established in App. [11]

To obtain this good agreement, care must be taken to simultaneously fulfill the criteria of validity of the different approximations introduced in section [11]. First, it is necessary to ensure that \( k_0 \ell_s \gg 1 \), to avoid localization. Here, the simulations were performed for \( k_0 \ell_s \approx 30 \) and \( k_0 \ell_s^{(\alpha)} \approx 190 \). Moreover, the Bouret and Ladder approximations require \( (\sigma k_0 \ell_s)^2 \) to be much smaller than 1 [7]; here we took \( (\sigma k_0 \ell_s)^2 \approx 0.09 \). Finally, in order to ensure energy conservation, we must have \( k_r \simeq k_0 \). In the general case, \( k_r \) is defined implicitly [see Eq. (18)]. In App. [C] the relation between \( k_r \) and \( k_0 \) is studied in the case of an exponential disorder. In the scalar approximation, \( k_r \simeq k_0 \) always holds in the low-frequency (Rayleigh) regime. Interestingly, this is no longer true when the operator contribution is taken into account: there is a cutoff frequency below which \( k_r \) significantly deviates from \( k_0 \), hence the energy conservation cannot hold in the low-frequency regime, for a finite \( \sigma \). In the simulations presented here, we ensured that the condition \( k_r \simeq k_0 \) held, within 1 to 5 \%. If the conditions mentioned above were not fulfilled, neither the analytical results nor the Monte Carlo solution would match the FDTD simulations of the wave equation.

C. Plane wave transmission in a slab geometry

The operator term \( \beta \) was shown to have a significant impact both on the phase function and the transport mean-free path. In this paragraph, we study the transmission of a plane wave through an infinite slab of thickness \( L \). Considering that the analytical expressions for the transport parameters have been validated earlier, we now restrict ourselves to the Monte Carlo simulation to calculate the transmitted flux. Indeed, for large thicknesses \( L \), full simulations of the wave equation would require much larger computational resources.

As a first example, let us consider an infinite slab of length \( L = 8395 \ell_c \) in the low frequency regime \( (k_0 \ell_c = 0.3) \). For \( \sigma = 0.1 \), the sample thickness is such that \( L/\ell_s^{(\alpha)} = 1 \) and \( L/\ell_s \simeq 3.9 \). In Fig. 5 the transmitted flux is plotted as a function of time in both cases. As can be expected, when the operator contribution \( \beta \) is dropped, wave transport is quasi-ballistic \( (L = \ell_s^{(\alpha)}) \): the sample thickness is comparable to the mean-free path, scattering events are too few to significantly randomize the phases of the emerging waves. The ballistic arrival is found to convey 55\% of the transmitted energy. On the contrary, if the operator contribution is considered, the transmitted intensity begins to exhibit a diffuse coda; in that case, though the ballistic peak is still visible, it only contains 8.6\% of the transmitted energy.

In order to test further the diffusive nature of sound propagation, we consider a much thicker slab. We compare the solution of the RTE to that determined by calculating the transmitted flux using the diffusion equation. Under this approximation, the tail of the transmitted flux decays exponentially as \( \exp(-t/\tau_D) \), with

\[
\tau_D = \frac{(L + 2z_0)^2}{\pi^2 D}. \tag{52}
\]

\( D = c_{\text{tr}} \ell^*/3 \) is the diffusion constant and \( z_0 \) is the penetration depth beyond which sound starts to diffuse in the sample [34].

Energy transport can safely be considered as diffusive for samples thicker than five transport mean-free paths [12]. Considering medium frequency waves \( (k_0 \ell_c = 10) \) and a weak disorder \( (\sigma^2 = 10^{-4}) \) such that \( (k_0 \ell_c \sigma)^2 \ll 1 \), the transport mean-free path is expected to be \( \ell^* = 3681 \ell_c \) if the operator contribution is taken into account (operator), and \( \ell^{* (\alpha)} = 8006 \ell_c \) under the scalar approximation (scalar). The transmitted flux (normalized to its maximum value) is plotted in Fig. 6 for \( L = 8 \times 10^4 \ell_c \). As expected, the diffusion approximation correctly predicts the decay time of the coda. From the slope of the tail, we obtain \( \tau_D = 0.961 \text{ s} \) (operator) and \( \tau_D = 0.498 \text{ s} \) (scalar); the predicted values are 0.953 s and 0.503 s respectively, assuming \( z_0 \simeq 0.7 \ell^* \) and \( c_{\text{tr}} \simeq c_0 \) [34]. As a result, though the sound speed fluctuations are exactly the same in both cases the diffusion constant \( D \) varies roughly by a factor of 2. Similarly, once \( \ell^* \) or \( D \) is measured from actual experimental data, inverting the result to obtain a microstructural information about \( \ell_s \) or \( \sigma \) may result in a large mistake if the scalar model is applied to the operator case. Here, using Eq. (52) we can estimate \( \ell^* = 3650 \ell_c \) from the measured value for \( \tau_D \); assuming \( \ell_c \) is known, we can invert the result, and obtain \( \sigma = 1.01 \% \), or \( \sigma = 1.49 \% \) under the scalar approxima-
tion (see Fig. 7). The correct value is $\sigma = 1\%$ hence in this example discarding the operator term yields a 50% error on the estimation of the fluctuations.

![Figure 6](Color online) Transmitted flux as a function of time in the case of an infinite slab with thickness $L = 8 \times 10^4 \ell_c$ ($k_0 \ell_c = 10$ and $\sigma = 0.01$). The flux is computed using the Monte Carlo method, when the operator part is taken into account (solid line) or not (dashed line). Each curve is normalized by its maximum. The straight lines are the asymptotes predicted by diffusion theory.

![Figure 7](Color online) Solution of the inverse problem. The pairs $(\sigma, k_0 \ell_c)$ which are compatible with the value of $\ell^*$ obtained from Fig. 6 are plotted, taking into account the operator term (continuous line) or not (dashed line). The exact result ($\sigma = 0.01, k_0 \ell_c = 10$) is represented by a circle.

V. CONCLUSION

In this study we have considered the transport of acoustic waves in a heterogeneous yet continuous fluid medium with both compressibility and density fluctuations. The random potential entering the wave equation for the acoustic pressure entails both a scalar and operator part, $\alpha$ and $\beta$. The scalar approximation consists in neglecting the $\beta$ contribution; in that case, the space-dependent wavespeed $c(r)$ suffices to describe heterogeneity. The main issue we addressed is the relevance of the scalar approximation when dealing with energy transport in a multiple scattering medium. The theoretical analysis we presented is based on the diagrammatic approach of multiple scattering, within Bourret and Ladder’s approximations. The self-energy and intensity operators $\Sigma$ and $K$ are expressed as a function of the correlations functions of $\alpha$ and $\beta$. This relates microstructural properties (variance and correlation lengths for $\alpha$ and $\beta$) to scattering and transport parameters. In the case of an exponentially-correlated disorder, explicit analytical expressions are derived for the scattering and extinction lengths, $\ell_s$ and $\ell_e$, transport speed $c_t$ as well as the phase function, $f$. They are the constitutive parameters of the radiative transfer equation (RTE) describing wave transport in scattering media. Neglecting additional terms arising from the random operator potential $\beta$, as is usually done in the literature, was shown to have drastic consequences on the parameters of the RTE, particularly the transport mean free path, $\ell^*$.

For simplicity, we have focused on the case where the density fluctuations have a similar amplitude to that of the compressibility (i.e. same variance for $\alpha$ and $\beta$) and have an exponential correlation but the theoretical results of Eqs. (21) and (23) can be applied to other cases. In the simple case studied here, in the low frequency regime (i.e. when the wavelength is smaller or comparable to the correlation length) the operator term largely contributes to determine the angular distribution of the reflected waves. It was also shown to have a very strong impact on $\ell^*$. Its value can be down to nearly 6 times smaller than expected under the usual scalar approximation. Most importantly the error is not restricted to a given frequency range, it persists up to the very high frequency regime ($k_0 \ell_c \sim 5 \times 10^{12}$): no matter how weak the fluctuations, the scalar approximation leads to incorrect results for the transport mean-free path. The theoretical results presented here are supported by two types of numerical simulations: FDTD simulations of the full wave equation, and Monte Carlo solution of the radiative transfer equation.

The scattering mean-free path, the phase function, the transport mean-free path and consequently the diffusion constant and transport speed are essential parameters to characterize wave propagation in heterogeneous media. From an experimental point of view, they can be measured using coherent or incoherent transmission set-ups. To go beyond and obtain a microstructural information about the medium (fluctuations $\sigma$, correlation length $\ell_c$) one has to invert the data with a model. Though the numerical examples were chosen to illustrate the theory in a rather academic situation, we have shown here that if the operator term $\beta$ is ignored, the model, and consequently the estimated values of $\sigma$ and $\ell_c$ may be completely wrong. The results presented here also open up interesting possibilities to investigate the influence of
\(\beta\) on other universal wave phenomena such as coherent backscattering.
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**Appendix A: Radiative transfer equation**

The appendix is dedicated to the derivation of the RTE from the Bethe-Salpeter equation. Taking advantage of Eq. (16), the spatial Fourier transform of Eq. (14) yields

\[
\left\langle \tilde{P}(k^+, \omega^+) \tilde{P}^*(k^-, \omega^-) \right\rangle = \left\langle \tilde{G}(k^+, \omega^+) \right\rangle \left\langle \tilde{G}^*(k^-, \omega^-) \right\rangle \times \left\{ \tilde{S}(k^+, \omega^+) \tilde{S}^*(k^-, \omega^-) \right\}
+ \int \frac{dk_1}{(2\pi)^2} \left\langle \tilde{P}\left(k_1 + \frac{q}{2}, \omega^+\right) \tilde{P}^\ast\left(k_1 - \frac{q}{2}, \omega^-\right) \right\rangle \tilde{G}\left(k^+, k^-, k_1 + \frac{q}{2}, \omega^+\right). \quad (A1)
\]

In the equation above we have used the notations \(k^\pm = k \pm q/2\), \(k^+_1 = k_1 \pm q/2\) and \(\omega^\pm = \omega \pm \Omega/2\). The average Green function is expressed as

\[
\left\langle \tilde{G}(k) \right\rangle = \frac{1}{k_0^2 - k^2 - \Sigma(k, \omega)} \quad (A2)
\]

and since \(AB = (A - B) / (B^{-1} - A^{-1})\) we obtain the following form of the Bethe-Salpeter equation

\[
\left[ \frac{\Omega \omega}{k_0^2} - k \cdot q - \Sigma(k^+, \omega^+) + \Sigma^\ast(k^-, \omega^-) \right] \left\langle \tilde{P}(k^+, \omega^+) \right\rangle \tilde{P}^\ast(k^-, \omega^-) \right\rangle
= \left[ \left\langle \tilde{G}(k^+, \omega^+) \right\rangle - \left\langle \tilde{G}^\ast(k^-, \omega^-) \right\rangle \right] \left\{ \tilde{S}(k^+, \omega^+) \tilde{S}^\ast(k^-, \omega^-) \right\}
+ \int \frac{dk_1}{(2\pi)^2} \left\langle \tilde{P}\left(k_1 + \frac{q}{2}, \omega^+\right) \tilde{P}^\ast\left(k_1 - \frac{q}{2}, \omega^-\right) \right\rangle \tilde{F}\left(k^+, k^-, k_1 + \frac{q}{2}, \omega^+\right). \quad (A3)
\]

The above equation is still exact. To derive the RTE, three assumptions are necessary:

- **(H1):** Separation of scales in time and space. From a physical point of view, this means that the scattered wavefield \(p\) has a typical duration \(\Delta T\) much larger than the average period \(2\pi/\omega\), and a typical spatial extent \(\Delta x\) much larger than the average wavelength \(2\pi/k_0\). In other words, at any point (respectively, at any time) the wave field \(p\) shows rapid temporal (spatial) oscillations, modulated by a slowly varying envelope. Reciprocally, in Fourier space, \((H_1)\) implies that
  \[
  \left\langle \tilde{P}\left(k + q/2, \omega + \Omega/2\right) \tilde{P}^\ast\left(k - q/2, \omega - \Omega/2\right) \right\rangle
  \]
  shows the same property. The variations of \(q\) around \(k\) are limited to \(\pm q_{\text{max}} = \pm 2\pi/\Delta x \ll k\) and the variations of \(\Omega\) around \(\omega\) are limited to \(\pm \Omega_{\text{max}} = \pm 2\pi/\Delta T \ll \omega\).

- **(H2):** Weak dispersion of transport parameters. The self-energy and intensity operators are supposed to vary slowly enough with angular frequency \(\omega\) and wavenumber \(k\), so that they can be considered as constant at the scale of \(q_{\text{max}}\) and \(\Omega_{\text{max}}\).

- **(H3):** Weak disorder assumption. It is assumed that \(\text{Im} \tilde{\Sigma}(k, \omega) \ll \text{Re} \left[ k_0^2 - \tilde{\Sigma}(k, \omega) \right] \). In a homogeneous medium, the so-called spectral function \(\text{Im} G_0\) has a singularity at \(k_0 = \omega/c_0\). \((H_3)\) means that \(\text{Im} \tilde{G}\), even if it does not have a true singularity, is still strongly peaked around a well-defined
line in the \((\omega, k)\) plane, so that at any frequency a single effective wavenumber can be defined. In other words, the self-energy is a local operator. (H₃) can be interpreted as a weak fluctuation hypothesis, since it limits the allowed values for \(\sigma\) (see App. C).

If we were to perform a temporal \((\Omega \rightarrow \tau)\) and spatial \((q \rightarrow r)\) Fourier transform of Eq. (A3), because of (H₁) and (H₂) we could do the following replacements under the Fourier integral:

\[
\tilde{\Sigma} (k^\pm, \omega^\pm) \simeq \tilde{\Sigma} (k, \omega), \quad (A4)
\]

\[
\tilde{F} (k^+, k^-, k_1 + \frac{q}{2}, k_1 - \frac{q}{2}, \omega^+, \omega^-) \simeq \tilde{F} (k, k, k_1, k_1, \omega, \omega), \quad (A5)
\]

\[
\langle \tilde{G} (k^+, \omega^+) \rangle \simeq \langle \tilde{G} (k, \omega) \rangle. \quad (A6)
\]

Moreover, in the sense of distributions, we have

\[
\lim_{\epsilon \to 0^+} \frac{1}{x - x_0 + j \epsilon} = \text{VP} \frac{1}{x - x_0 - j \pi \delta (x - x_0)}, \quad (A7)
\]

where VP stands for the Cauchy principal value. Hence, using (H₃), the spectral function may be written

\[
\text{Im} \left\{ \tilde{G} (k, \omega) \right\} = -\pi \delta \left[ k_0^2 - k^2 - \text{Re} \, \tilde{\Sigma} (k, \omega) \right]. \quad (A8)
\]

The Dirac delta function imposes that the modulus \(k\) of the wave-vector \(k\) must be equal to \(k_r\), with

\[
k_r = \sqrt{k_0^2 - \text{Re} \, \tilde{\Sigma} (k_r, \omega)}. \quad (A9)
\]

As a result, again, if we were to perform a temporal \((\Omega \rightarrow \tau)\) and spatial \((q \rightarrow r)\) Fourier transform of Eq. (A3), the integrand could be replaced by

\[
\left[ \frac{\Omega \omega - k \cdot q - j \text{Im} \, \tilde{\Sigma} (k, \omega)}{c_0^2} \right] \langle \tilde{P} (k + \frac{q}{2}, \omega + \frac{\Omega}{2}) \tilde{P}^* (k - \frac{q}{2}, \omega - \frac{\Omega}{2}) \rangle + j \pi \delta \left[ k^2 - k_0^2 - \text{Re} \, \tilde{\Sigma} (k, \omega) \right]
\]

\[
\times \left\{ \tilde{S} (k + \frac{q}{2}, \omega + \frac{\Omega}{2}) \tilde{S}^* (k - \frac{q}{2}, \omega - \frac{\Omega}{2}) + \int \frac{dk_1}{(2\pi)^3} \langle \tilde{P} (k_1 + \frac{q}{2}, \omega + \frac{\Omega}{2}) \tilde{P}^* (k_1 - \frac{q}{2}, \omega - \frac{\Omega}{2}) \rangle \right\} . \quad (A10)
\]

We now define a quantity \(\mathcal{L} (q, k, \Omega, \omega)\) such that

\[
\frac{8\pi^3}{k_0^2} \delta [k - k_r] \mathcal{L} (q, k, \Omega, \omega) = \langle \tilde{P} (k + \frac{q}{2}, \omega + \frac{\Omega}{2}) \tilde{P}^* (k - \frac{q}{2}, \omega - \frac{\Omega}{2}) \rangle . \quad (A11)
\]

The temporal \((\Omega \rightarrow \tau)\) and spatial \((q \rightarrow r)\) Fourier transform of Eq. (A11) yields

\[
\frac{8\pi^3}{k_0^2} \delta [k - k_r] \mathcal{I} (r, k, \tau, \omega) = \int \langle \tilde{P} (k + \frac{q}{2}, \omega + \frac{\Omega}{2}) \tilde{P}^* (k - \frac{q}{2}, \omega - \frac{\Omega}{2}) \rangle \times \exp \left\{ j (q \cdot r - j \Omega r t) \frac{dq \, d\Omega}{8\pi^3 \, 2\pi} \right\}
\]

\[
= \int \left\{ \left[ \frac{p (r + \frac{p}{2}, \tau + \frac{t}{2})}{8\pi^3 \, 2\pi} \right] \exp \left\{ -j k \cdot r + j \omega t \right\} \right\} \, dp \, dt. \quad (A12)
\]

Equation (A12) defines the specific intensity \(\mathcal{I} (r, k, \tau, \omega)\) as the spatial and temporal Fourier transform of \(\mathcal{L}\), and equivalently as the Wigner transform of the wavefield \(p\). In the phenomenological approach of RTE, \(\mathcal{I}\) is introduced ad hoc as a directional decomposition (along \(\hat{k}\)) of the power density per unit area (as a function of \(r, \tau\), and \(\omega\)), expressed in \(\text{W m}^{-2} \text{sr}^{-1}\), with no explicit relation to the wavefield. The Wigner transform allows a rigorous and unambiguous mathematical definition of \(\mathcal{I}\). It should be emphasized that though the Wigner transform of the wavefield can always be defined and calculated, it can be physically interpreted as a power spectral density only if (H₁) and (H₃) are valid, and \(p (r, \tau)\) denotes the complex-valued analytical signal associated to the real acoustic pressure.

Finally, taking the spatio-temporal Fourier transform \((\Omega \rightarrow \tau, q \rightarrow r)\) of Eq. (A10) and inserting Eq. (A11) leads to Eq. (A7).

Appendix B: Ward identity and energy conservation

In the main text, we have shown that energy conservation is fulfilled under the Bourret and Ladder approximations for the self energy \(\Sigma\) and the vertex intensity \(K\), as long as \(k_r = k_0\). In this Appendix, we show how to
adapt the Bourret approximation to ensure energy conservation even if $k_r \neq k_0$. This derivation is adapted from Ref. 23. We consider the most general case of a reciprocal and non-local potential $V(\mathbf{r}, \mathbf{r}')$. In the Ladder approximation, the vertex intensity is still given by Eq. (20). Using Eq. (21), this leads to the following expression of the scattering coefficient:

$$\frac{1}{\ell_s(\omega)} = \frac{k_0^4}{16\pi^2} \int \tilde{C}(k_r \mathbf{k}, k_r \mathbf{k}, k_r \mathbf{q}, k_r \mathbf{q}) d\Omega_q$$

(B1)

where the correlation function $\tilde{C}$ is defined as

$$\tilde{C}(k, k', q, q') = 8\pi^3 \delta(k - k' - q + q') \langle V(\mathbf{k}, q) V(\mathbf{k}', q') \rangle$$

(B2)

because of translational invariance (i.e., statistical homogeneity of the system). Regarding the self-energy, we modify the Bourret approximation given by Eq. (25) by replacing the free-space Green function by the average one. This leads to the following closed equation:

$$\Sigma(r_1, r_2) \approx k_0^4 \int d\mathbf{p}_1 d\mathbf{p}_2 \langle G(\mathbf{p}_1, \mathbf{p}_2) \rangle \times \langle V(r_1, \mathbf{p}_1) V(r_2, \mathbf{p}_2) \rangle$$

which reads in the Fourier domain

$$\tilde{\Sigma}(k) = \frac{k_0^4}{16\pi^3} \int \text{Im} \langle G(q) \rangle \tilde{C}(k, k, q, q) \frac{dq}{8\pi^3}$$

(B3)

Making use of Eq. (A8), we finally get

$$\frac{1}{\ell_s(\omega)} = \frac{k_0^4}{16\pi^2} \int \tilde{C}(k_r \mathbf{k}, k_r \mathbf{k}, k_r \mathbf{q}, k_r \mathbf{q}) d\Omega_q$$

(B5)

which leads to $\ell_s(\omega) = \ell_c(\omega)$, hence energy conservation. In the present study, we have limited $k_0 \ell_c$ and $\sigma$ to a range where $k_r \approx k_0$ in order to have explicit expressions for the transport parameters. Yet it should be noted that the validity of the RTE is not restricted to this case and energy conservation can be fulfilled even if $k_r \neq k_0$.

### Appendix C: $k_r$ versus $k_0$

The particular wavenumber $k_r$ is determined by the condition

$$k_r^2 = \text{Re} \left[ \frac{k_0^2 - \tilde{\Sigma}(k_r, \omega)}{2} \right].$$

(C1)

In the literature, it is usually assumed that $k_r \approx k_0$. This was done in Section IIIII to determine an expression for the transport coefficients of the RTE. In this appendix, we briefly show that this can be justified at all frequencies as long as $\sigma$ is weak, under the scalar approximation. Interestingly, this is not true when the operator contribution $\beta$ is taken into account: in that case, no matter how small $\sigma$ is, as long as it is finite there is a cut-off frequency under which $k_r \approx k_0$ does not hold.

In the case of an exponentially-correlated disorder and provided that the free-space Green function is used in the Bourret approximation, it is straightforward to calculate the spatial Fourier transform of the self-energy with Eqs. (25) and (21). Hence two implicit and approximate expressions for Eq. (C1) can be derived. In the general case, we obtain:

$$\left( k_r \ell_c \right)^2 = \left( k_0 \ell_c \right)^2$$

$$+ \sigma^2 \frac{(k_0 \ell_c)^4 \left[ (k_r \ell_c)^2 + 1 - (k_0 \ell_c)^2 \right] - 2 (k_0 \ell_c)^2}{\left[ (k_r \ell_c)^2 + 1 - (k_0 \ell_c)^2 \right]^2 + 4 (k_0 \ell_c)^2}$$

$$- \sigma^2 \frac{1 - 2 (k_0 \ell_c)^2}{2k_r \ell_c} \left[ \arctan (k_0 \ell_c + k_r \ell_c) - \arctan (k_0 \ell_c - k_r \ell_c) \right].$$

(C2)

And under the scalar approximation:

$$\left[ k_r^{(\alpha\alpha)} \ell_c \right]^2 = \left( k_0 \ell_c \right)^2$$

$$+ \sigma^2 \frac{(k_0 \ell_c)^4 \left[ (k_r \ell_c)^2 + 1 - (k_0 \ell_c)^2 \right]}{\left[ (k_r \ell_c)^2 + 1 - (k_0 \ell_c)^2 \right]^2 + 4 (k_0 \ell_c)^2}.$$  

(C3)

![Figure 8](image)

Figure 8. (Color online) Ratio between $k_r$ and $k_0$, for $\sigma = 0.1$ in the scalar (dashed line) and operator (solid line) cases. At this level of fluctuation, $k_0$ and $k_r$ are indistinguishable in the scalar case. On the contrary, in the operator case the low frequency-regime becomes clearly incompatible with the approximation $k_r \approx k_0$ as frequency diminishes, until Eq. (C2) has no longer a real solution for $k_0 \ell_c < 0.0995$.

Equation (C3) always has a real solution. In the low frequency ($k_0 \ell_c \ll 1$) and low fluctuation ($\sigma \ll 1$) approximations, it yields $k_r^{(\alpha\alpha)} = k_0 (1 + \sigma^2 k_0^4 \ell_c^4) \approx k_0$. On the contrary for Eq. (C2) to have a real solution, $k_0 \ell_c$ must be above a certain threshold. In the low frequency regime, with a Taylor expansion, we find that the cut-off is approximately at $k_0 \ell_c = \sigma$. For instance, with $\sigma = 0.1$, 

$$k_0 \ell_c = \sigma$$
$k_r \approx k_0$ is only valid (within 5%) if $k_0 \ell_c > 0.3$. The existence of a threshold and the difference between the operator case and the scalar approximation is illustrated in Fig. [3]. The low-frequency limit (Rayleigh regime) should be handled with care in the operator case: for a finite fluctuation level $\sigma$, the $k_r \approx k_0$ approximation fails below the cut-off frequency, and the analytical expressions for transport parameters are inapplicable. Results obtained in the Rayleigh regime are meaningful only if one makes $\sigma$ tend to zero as $k_0 \ell_c$ does.

**Appendix D: Wigner Transform and Poynting vector**

From the specific intensity $I$, the average current of "acoustic particles" may be represented by the vector

$$J_x(r, \tau, \omega) = \int_{4\pi} I(r, \hat{q}, \tau, \omega) \hat{q}d\hat{q}. \quad (D1)$$

Using the properties of the Dirac distribution and since $q = q\hat{q}$, $J_x$ may be rewritten

$$J_x(r, \tau, \omega) = \frac{1}{8\pi^3 k_r} \int_{4\pi} \delta[q - k_r] I(r, \hat{q}, \tau, \omega) qdq. \quad (D2)$$

The definition of the specific intensity [Eq. (A12)] yields

$$J_x(r, \tau, \omega) = \frac{1}{8\pi^3 k_r} \int p\left(r + \frac{p}{2}, \tau + \frac{t}{2}\right) p^*\left(r - \frac{p}{2}, \tau - \frac{t}{2}\right) \times \exp[-jq \cdot \rho + j\omega t] dq d\rho dt.
$$

Since $q \exp[-jq \cdot \rho] = j \nabla_\rho \exp[-jq \cdot \rho]$, an integration by part over $\rho$ leads to

$$J_x(r, \tau, \omega) = -j \frac{1}{8\pi^3 k_r} \times \int \nabla_\rho \left[p\left(r + \frac{p}{2}, \tau + \frac{t}{2}\right) p^*\left(r - \frac{p}{2}, \tau - \frac{t}{2}\right)\right] \times \exp[-jq \cdot \rho + j\omega t] dq d\rho dt.
$$

Besides,

$$\nabla_\rho p\left(r \pm \frac{p}{2}, \tau + \frac{t}{2}\right) = \pm \frac{1}{2} \nabla_r p\left(r \pm \frac{p}{2}, \tau + \frac{t}{2}\right)$$

hence

$$J_x(r, \tau, \omega) = \frac{1}{8\pi^3 k_r} \times \int \text{Im} \left[p\left(r + \frac{p}{2}, \tau + \frac{t}{2}\right) p^*\left(r - \frac{p}{2}, \tau - \frac{t}{2}\right)\right] \times \exp[-jq \cdot \rho + j\omega t] dq d\rho dt.
$$

The integration over $\rho$ is straightforward, since

$$\frac{1}{8\pi^3} \int \exp[-jq \cdot \rho] dq = \delta(p),$$

hence:

$$J_x(r, \tau, \omega) = \frac{1}{k_r} \int \text{Im} \left[\nabla_r \left[p\left(r, \tau + \frac{t}{2}\right) p^*\left(r, \tau - \frac{t}{2}\right)\right] \times \exp[j\omega t] dq d\rho dt.
$$

Next, we integrate over frequency and obtain

$$\int J_x(r, \tau, \omega) d\omega = \frac{2\pi}{k_r} \int \text{Im} \left[\nabla_\rho [p(r, \tau) p^*(r, \tau)]\right].
$$

At this stage, we can relate $J_x$ to $J$, the time-averaged acoustic Poynting vector [Eq. (19)] since $\nabla [p(r, \tau)] = j\omega \rho(r) v(r, \tau)$:

$$\int J_x(r, \tau, \omega) d\omega = \frac{4\pi\omega}{k_r} \langle \rho(r) J(r, \tau) \rangle. \quad (D3)$$

Next, $k_r$ is approximated by $k_0$, as usual. Furthermore, in the FDTD numerical simulation, the exiting flux was measured just behind the slab $(z = L/2^+)$, in a homogeneous region: in that case $\rho$ can be taken out of the bracket in Eq. (D3), to obtain

$$\int J_x(r, \tau, \omega) d\omega = 4\pi \rho_0 c_0 \langle J(r, \tau) \rangle. \quad (D4)$$

Hence, apart from a multiplicative constant with the dimensions of an acoustic impedance, the directional average of the specific intensity (current of "acoustic particles") can be identified to the frequency-averaged Poynting vector (Wm$^{-2}$).

Note that if the exiting flux was not measured outside of the slab, the relation between $J_x$ and $J$ would only be approximate, assuming $\langle \rho(r) J(r, \tau) \rangle \approx \langle \rho(r) \rangle \langle J(r, \tau) \rangle$.

**Appendix E: Low and high-frequency limits of $g$**

Assuming that the correlation functions $C_{\alpha\alpha}, C_{\beta\beta}$ and $C_{\alpha\beta}$ are identical, Eq. (33) yields

$$f^{(\alpha\alpha)}(\cos \Theta, \omega) = \frac{k_0 \ell s}{4\pi} C [2k_0 (1 - \cos \Theta)], \quad (E1)$$

$$f(\cos \Theta, \omega) = \frac{k_0 \ell s}{4\pi} (2 - \cos \Theta)^2 C [2k_0 (1 - \cos \Theta)]. \quad (E2)$$

Due to the circular symmetry $\tilde{C}$ can be written as a Hankel transform

$$\tilde{C}(k) = \frac{4\pi}{k} \int_0^\infty x C(x) dx. \quad (E3)$$

Using Eq. (44) and with $\mu = \cos \Theta$, we have:

$$g^{(\alpha\alpha)} = \frac{k_0 \ell s}{4\pi} \int_0^\infty x C(x) dx \times \int_{-1}^1 \frac{d\mu}{1 - \mu} \sin [2k_0 x (1 - \mu)] \quad (E4)$$
in the scalar case, and
\[ g = \frac{k_0^2 \ell_s}{4} \int_0^\infty x C(x) dx \left( \int_{-1}^1 d\mu \frac{(2 + \mu)^2}{1 - \mu} \sin[2k_0 x (1 - \mu)] \right) \]
(E5)
in the operator case. Performing the integration over \( \mu \) followed by a Taylor expansion in the low-frequency regime (\( k_0 \ell_s \to 0 \)) we obtain:
\[ g^{(\alpha \alpha)} \to \frac{4k_0^2 \ell_s^{(\alpha \alpha)}}{9} \int_0^\infty x^4 C(x) dx \] (E6)
and
\[ g \to -\frac{4k_0^4 \ell_s}{3} \int_0^\infty x^2 C(x) dx. \] (E7)
The low-frequency limit for \( \ell_s \) is
\[ \ell_s = -\frac{k_0}{\Im \Sigma(k_0)} \sim A \left[ k_0^4 \int_0^\infty x^2 C(x) dx \right]^{-1}, \] (E8)
with the constant \( A = 1 \) or \( A = 3/13 \) in the scalar and operator cases respectively [21].

Hence, as \( k_0 \ell_s \to 0 \), the anisotropy factor \( g \) vanishes in the scalar case, and is equal to \(-4/13\) in the operator case.

In the high-frequency regime, we have \( \tilde{C}(k) \to 0 \) for \( k \to \infty \), while \( \tilde{C}(0) \) is finite and non zero. Then from Eqs. [E1] and [E2] the phase functions both tend to 0 at all angles \( \Theta \) except \( \Theta = 0 \) (forward scattering), hence \( g \to 1 \).

The high and low-frequency limits of \( g, \ell_s \) and \( \ell^* \) do not depend on the precise shape of the correlation function \( C(x) \), as long as its second and fourth moments are finite.
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