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We investigate the competition between electron-solid and quantum-liquid phases in graphene, which arise in partially filled Landau levels. The differences in the wave function describing the electrons in the presence of a perpendicular magnetic field in graphene with respect to the conventional semiconductors, such as GaAs, can be captured in a form factor which carries the Landau level index. This leads to a quantitative difference in the electron-solid and -liquid energies. For the lowest Landau level, there is no difference in the wave function of relativistic and non-relativistic systems. We compute the cohesive energy of the solid phase analytically using a Hartree-Fock Hamiltonian. The liquid energies are computed analytically as well as numerically, using exact diagonalization. We find that the liquid phase dominates in the $n = 1$ Landau level, whereas the Wigner crystal and electron-bubble phases become more prominent in the $n = 2$ and $n = 3$ Landau level.
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I. INTRODUCTION

Since its experimental realization in 2005, graphene has attracted much attention in the scientific world, not only for its potential use in technological devices, but also because of its linear energy dispersion, which allows for the realization of relativistic electrons in table-top experiments. Due to the presence of Dirac cones in the energy spectrum, the integer quantum Hall effect (IQHE) exhibits anomalous features, as predicted theoretically and observed experimentally. In addition, the fractional quantum Hall effect (FQHE), arising due to electronic interactions, was also observed to display some anomalous behavior in graphene.

In conventional two-dimensional electron systems (2DES) like GaAs, strong magnetic field restricts the dynamics of electrons to a single Landau level. Because of the reduced Hilbert space, the form of the effective Coulomb potential felt by electrons can then vary from one Landau level to the next. Typically, the lowest two partially filled Landau levels give rise to a plethora of FQHE liquid phases, such as the Laughlin and “composite-fermion” states. When the electron filling factor becomes very low, electrons instead form a Wigner crystal. Additionally, in higher Landau levels an effective short-range attractive interaction favors the formation of electron stripes or electron-bubble solids with two, three or more electrons per site. A competition between the Wigner crystal (WC), electronic-bubble, and the quantum-liquid phase gives rise to a reentrant IQHE. This effect consists of a series of first-order quantum phase transitions, much like the classical phase transition from ice to water, which occurs upon increasing the temperature. In GaAs, the quantum phase transition can repeat itself upon increasing the magnetic field, producing an electron-solid that melts into a normal liquid, which becomes an incompressible quantum-liquid at particular values of the filling factor, and then solidifies again upon increasing the magnetic field even further. The phenomenon is accompanied by reentrant plateaus in the Hall resistance, which become quantized at the value of the resistivity of the most nearby integer, every time the electrons in the partially filled Landau level solidify. The question then arises whether this effect can be also observed in graphene. As in the conventional 2DES, the Landau level wave functions for electrons in graphene can be written as a generic form factor multiplied by a Gaussian. However, except for the lowest Landau level, which exhibits the same behavior as in the 2DES, in graphene this form factor mixes two adjacent Landau levels, and the resulting effective Coulomb potential is generally different from GaAs.

In this paper, we investigate how the theory of the reentrant IQHE in conventional 2DES should be modified, in order to describe the competition between electron-solid and electron-liquid phases in graphene. We find that upon an appropriate rescaling that takes into account the special form factor of graphene, a universal scaling behavior emerges for the real-space interaction. As for GaAs, the effective interaction contains a short-range attractive part, which leads to the formation of electron-bubble phases. First, we calculate the cohesive energies of the WC and of the electron-bubble phase using the Hartree-Fock approximation. Subsequently, we calculate the energy of the Laughlin liquid analytically and the exact ground-state energies of finite systems by numerical diagonalization. We find that in the $n = 1$ Landau level, the Laughlin liquid has much lower energy than the WC and it is improbable that electron-solid phases would be observed, contrarily to GaAs. In the $n = 2$ and $n = 3$ Landau levels, we find these phases should be observable for certain ranges of the filling factor. We have also considered the effect of impurities in the sample by modeling them by a Gaussian impurity potential. It turns out that the electron-solid energies can be lowered by the impurities, especially at low fillings,
thereby washing out some of the FQH states.

The outline of this paper is as follows: in Sec. II we explain the model for electronic interactions in graphene in partially filled Landau levels and the universal scaling behavior. Subsequently, we derive the energies of the electron-solid and electron-liquid phases in Sec. III and IV respectively. The phase diagrams arising from the competition between the phases are constructed in Sec. V for several partially filled Landau levels, and our conclusions are provided in Sec. VI. Appendix A contains details about the numerical calculations using the exact-diagonalization method. 

II. THE MODEL

We consider spinless electrons and restrict their dynamics to the \( n \)-th Landau level. In the absence of inter-Landau-level excitations, we can express the partial filling of the \( n \)-th Landau level as \( \nu = \nu - |\nu| = N/N_q \), where \( N \) is the number of electrons in the topmost Landau level and \( N_q = A/2\pi \ell_B^2 \) is the degeneracy in each Landau level, given in terms of the area of the sample \( A \) and the magnetic length \( \ell_B = \sqrt{\hbar/eB} \). The wave functions in the \( n \)-th Landau level are given by \( \psi_n(r) = e^{i\sigma K \cdot r} \chi_\sigma(r) \), for \( \sigma = \pm 1 \), with \( \pm K \) the corners of the Brillouin zone (the \( K \) and \( K' \) valleys) and \( [52] 

\[
\begin{align*}
\chi_+(r) &= \frac{1}{\sqrt{2}} \sum_{n,m} \left( \frac{i}{\sqrt{1 + \delta_{n,0}}}(r|n|,m) \right), \\
\chi_-(r) &= \frac{1}{\sqrt{2}} \sum_{n,m} \left( sgn(n)(r|n| - 1, m) \right). 
\end{align*}
\]

The density operator in the \( n \)-th Landau level is then the sum of the two sublattice density operators \( \rho_{\sigma}(r) = \sum_{\sigma, \sigma'} \psi_{\sigma, \sigma}^\dagger(r) \psi_{\sigma, \sigma}(r) \). In reciprocal space it is given by

\[
\rho^n(q) = \rho^0_n(q) + \rho^2_n(q) = \sum_{\sigma, \sigma'} F_{n, \sigma', \sigma}^\sigma(q) \hat{\rho}^{\sigma, \sigma'}(q), \quad (1)
\]

where the projected density operators \( \hat{\rho}^{\sigma, \sigma'}(q) = \sum_{m, m'} \langle m|e^{-i(q+(\sigma-\sigma')K)\cdot R}|m'\rangle c_{m, m'} c_{m, m'}^{\dagger} \) project onto the lowest Landau level [52]. Here, \( c_{m, m'} \) (\( m, m' \)) creates (annihilates) a state \( |n, m\rangle \) in the \( n \)-th Landau level in the valley \( \sigma \) and \( R \) is the guiding center operator. The components of the form factor, which capture the Landau-level dependence, are given in terms of Laguerre polynomials by

\[
F_{n, \sigma, \sigma'}^\sigma(q) = \frac{1}{2} \left[ L_{|n|} \left( \frac{q^2 \ell_B^2}{2} \right) + L_{|n|-1} \left( \frac{q^2 \ell_B^2}{2} \right) \right] e^{-q^2 \ell_B^2/4},
\]

\[
F_{n, \sigma, -\sigma}(-q) = \frac{\lambda \ell_B}{2 \sqrt{2|n|}} \left[ q + q^* - \sigma(K + K^*) \right] \frac{2 \sqrt{|n|}}{2 \sqrt{|n|}}
\times L_{|n|-1} \left( \frac{q^2 - q^* K^2}{2} \right) e^{-q - q^* K^2 \ell_B^2/4},
\]

where we used the complex notation \( q = q_x - iq_y \) and \( K = K_x - iK_y \).

Since all electrons under consideration are in the same Landau level, the kinetic energy is quenched and the Hamiltonian consists only of the Coulomb interaction \( v(r) \) between the electrons,

\[
H = \frac{1}{2} \int d^2r d^2r' \rho_n(r)v(r - r')\rho_n(r').
\]

Transforming it to reciprocal space and using the projected density operators defined in Eq. (1), we can write this Hamiltonian as \([52] [53]\)

\[
H = \frac{1}{2} \sum_{\sigma, \sigma'} \sum_q v_{n, \sigma, \sigma'}^\sigma(q) \hat{\rho}^{\sigma, \sigma'}(q),
\]

where we absorbed the form factor into an effective interaction, which is given by \([52] [53]\)

\[
v_{n, \sigma, \sigma'}^\sigma(q) = v(q) F_{n, \sigma, \sigma'}^\sigma(q) F_{n, \sigma, \sigma'}^\sigma(-q),
\]

with \( v(q) = 2\pi e^2/\epsilon q \) the usual Coulomb interaction in reciprocal space, where \( \epsilon \) denotes the dielectric constant. Since terms of the form \( F_{n, \sigma, \sigma'}^\sigma(q) F_{n, \sigma, -\sigma}(-q) \) or \( F_{n, \sigma, -\sigma}(-q) F_{n, \sigma', \sigma'}(-q) \) are exponentially small in \( q/\ell_B \) and backscattering terms of the form \( F_{n, \sigma, -\sigma}(-q) F_{n, \sigma', \sigma'}(q) \) are algebraically small in \( a/\ell_B \), we may write the interaction Hamiltonian up to leading order in perturbation theory as

\[
H = \frac{1}{2} \sum_{\sigma, \sigma'} \sum_q v_{n}^{\sigma}(q) \hat{\rho}_\sigma(-q) \hat{\rho}_\sigma(q), \quad (2)
\]

where we defined \( \hat{\rho}_\sigma(q) = \hat{\rho}^{\sigma, \sigma}(q) \) and \( v_{n}^{\sigma}(q) \) is the effective interaction in graphene, given by

\[
v_{n}^{\sigma}(q) = v(q) F_{n}^{\sigma}(q)^2, \quad (3)
\]

with \( F_{n}^{\sigma}(q) \) the graphene form factor

\[
F_{n \neq 0}^{\sigma}(q) = \frac{1}{2} \left[ L_{|n|} \left( \frac{q^2 \ell_B^2}{2} \right) + L_{|n|-1} \left( \frac{q^2 \ell_B^2}{2} \right) \right] e^{-q^2 \ell_B^2/4},
\]

\[
F_{n=0}^{\sigma}(q) = e^{-q^2 \ell_B^2/4}. \quad (5)
\]

Notice that for \( n = 0 \), the form factor coincides with the one for conventional 2DEGs [53] and for \( n > 0 \) it averages two of them over two adjacent GaAs Landau levels.

A. Effective interaction

For GaAs, the effective Coulomb potential in Landau level \( n \) is

\[
v_n(q) = v(q) \left[ L_n \left( \frac{|q|^2 \ell_B^2}{2} \right) \right]^2 e^{-|q|^2 \ell_B^2/2}.
\]
As shown by Goerbig et al.\textsuperscript{13} by rewriting the effective interaction in real space and subsequently scaling it by $R_C/\ell_B$, while simultaneously scaling the coordinates by $R_C$, a universal curve arises for all $n > 0$, where $R_C$ denotes the cyclotron radius. In the scaled interaction, a shoulder emerges at a universal length scale of $2R_C$, which can lead to the formation of electron-bubble phases.

The real-space interaction for various Landau levels in graphene is shown in Fig. 1a. To construct a scaled potential for graphene, we must take into account that the appropriate cyclotron radius must also be averaged over two Landau levels, because of the averaging of two form factors. Hence, it reads

$$\tilde{R}_C = \frac{\ell_B}{2} \left( \sqrt{2n+1} + \sqrt{2(n-1)+1} \right).$$

The scaled real-space potential $\tilde{v}_n(r)$, defined by

$$\frac{\tilde{v}_n^0(r/\tilde{R}_C)}{R_C/\ell_B} = v_n^0(r),$$

is shown in Fig. 1b. Here, we can see a universal length scale of $2\tilde{R}_C$ emerging in the scaled potential, except in the $n = 1$ Landau level, which remains scale free. This is a consequence of the averaging of the $n = 1$ and $n = 0$ Landau level, since the lowest Landau level interaction is also scale free.\textsuperscript{23} Hence, we expect only a Wigner crystal or a liquid phase in the $n = 1$ Landau level, since the existence of bubbles is intrinsically linked to the effective attractive interaction at length scales $\tilde{R}_C < r < 2\tilde{R}_C$, which manifests as a shoulder (a plateau) in the effective rescaled potential for $n > 1$.

### III. SOLID PHASE

As a first step in describing electron-solid phases (like Wigner crystals and bubble phases) in graphene, we consider a fully spin- and valley-polarized state, such that the interaction Hamiltonian reads

$$H = \frac{1}{2} \sum_q v_n^0(q) \tilde{\rho}(-q) \tilde{\rho}(q).$$

As shown by Goerbig et al.\textsuperscript{23} the electron-solid phases in GaAs are accurately described by the Hartree-Fock Hamiltonian

$$H_{HF} = \frac{1}{2} \sum_q u_n^{HF}(q) (\tilde{\rho}(-q)) \tilde{\rho}(q),$$

where

$$u_n^{HF}(q) = u_n^H(q) - u_n^F(q),$$

where the Hartree term is simply the effective interaction $u_n^H(q) = v_n(q)$ and the Fock exchange term is given in terms of $v_n(q)$ by

$$u_n^F(q) = \frac{1}{N_s} \sum_p v_n(p) e^{-i(p \cdot q_x - q_y \phi_x)} G_0.$$

For graphene, we can use the same Hartree-Fock Hamiltonian by simply substituting the appropriate effective potential $v_n^0(q)$. The Hartree term is then simply $u_n^H(q) = v_n^0(q)$, and the exchange potentials $u_n^F(q)$ in graphene can be computed explicitly. In the first few Landau levels they read

$$u_1^F(q) = \frac{e^{-\tilde{\rho}^2/4}}{32n_s^4} \sqrt{\frac{\pi}{2}} \left[ (22 + 2\tilde{q}^2 + \tilde{q}^4) I_0 \left( \frac{\tilde{q}^2}{4} \right) - (4\tilde{q}^2 + \tilde{q}^4) I_1 \left( \frac{\tilde{q}^2}{4} \right) \right],$$

$$u_2^F(q) = \frac{e^{-\tilde{\rho}^2/4}}{512n_s^4} \sqrt{\frac{\pi}{2}} \times \left[ (290 - 12\tilde{q}^2 + 28\tilde{q}^4 - 2\tilde{q}^6 + \tilde{q}^8) I_0 \left( \frac{\tilde{q}^2}{4} \right) - (56\tilde{q}^2 + 30\tilde{q}^4 + \tilde{q}^8) I_1 \left( \frac{\tilde{q}^2}{4} \right) \right].$$
FIG. 2: (Color online) Cohesive energy of the WC and 2-bubble phases for conventional 2DEG (dashed line) and graphene (solid line) in the $n = 1$ Landau level.

\[
V_L^B(q) = \frac{e^{-q^2/4}}{18432n_{\Phi}} \sum_{q} \frac{\sqrt{\pi}}{2} \left[ (9270 - 1458q^2 + 1809q^4 - 360q^6 + 114q^8 - 14q^{10} + q^{12})I_0 \left( \frac{q^2}{4} \right) - (1836q^2 + 1563q^4 - 192q^6 + 92q^8 - 12q^{10} + q^{12})I_1 \left( \frac{q^2}{4} \right) \right],
\]

where $n_{\Phi} = N_{\Phi}/A$ and $\bar{q} = \ell_B q$. Using these potentials, the cohesive energy of an $M$-electron bubble phase can be written as \[23\]

\[
E_{coh}^B(n; M, \bar{\nu}) = \frac{n_{\Phi}\bar{\nu}}{M} \sum_{q} V_{n,q}^{HF}(G_i) J_1(\sqrt{2M\ell_B |G_i|^2}/\ell_B^2 |G_i|^2),
\]

where $G_i$ are the lattice vectors of the reciprocal triangular lattice that is formed by the electrons. In Fig. 3 we have compared the cohesive energy of the relevant solid phases in the $n = 1$ Landau level for graphene and GaAs. The Wigner crystal phase clearly has lower energy in graphene than in GaAs for filling factors larger than 0.3, whereas the 2-electron-bubble phase in graphene has a higher energy for small filling factors and a lower energy for filling factors larger than 0.3, approximately.

When comparing our results to numerical calculations of the bubble energies using Green’s functions, done by Zhang et al.\[36\], we can conclude that the results are in qualitative agreement, as can be seen from Table I. The transition points between the Wigner crystal and the 2-electron-bubble phase and the transition between the 2-electron-bubble and 3-electron-bubble phase occur at similar values of the filling factor. The only significant difference is in the $n = 1$ Landau level. Furthermore, they also calculated the energy of the oblique Wigner crystal and it turns out that this phase becomes the ground state near half filling.\[33\] Hence, it does not interfere with the solid phases that we consider, and we neglect this possibility in the following.

### TABLE I: Comparison between our analytical results and numerical results by Zhang et al.\[36\] of the filling factors at which the transition of various phases occurs.

| $\bar{\nu}$ | WC graphene | WC GaAs | 2-bubble graphene | 2-bubble GaAs |
|-------------|-------------|---------|------------------|--------------|
| WC $\rightarrow$ 2-bubble | $\bar{\nu} = 0.62$ | $\bar{\nu} = 0.44$ | $\bar{\nu} = 0.28$ | $\bar{\nu} = 0.25$ |
| 2-bubble $\rightarrow$ 3-bubble | $\bar{\nu} = 0.43$ | $\bar{\nu} = 0.30$ | $\bar{\nu} = 0.18$ | $\bar{\nu} = 0.18$ |

### IV. LIQUID PHASE

In terms of FQHE liquid candidate states, we confine ourselves to the Laughlin states\[33\] at filling factors $\bar{\nu}_L = 1/(2s + 1)$, with $s$ integer. The total energy of such a state is then given by \[23\]

\[
U = E_{coh}^L(n; s) \equiv \frac{\bar{\nu}}{2A} \sum_q v_n(q).
\]

The cohesive energy of the liquid phase $E_{coh}^L(n, s)$ is given, in terms of Haldane’s pseudopotentials, by

\[
V_{2m+1}^n = \frac{1}{N_{\Phi}} \sum_q v_n(q) L_{2m+1}(q^2 \ell_B^2) e^{-q^2 \ell_B^2/2},
\]

by

\[
E_{coh}^L(n, s) = \bar{\nu} \sum_{m=0}^{\infty} c_{2m+1}^s V_{2m+1}^n,
\]

where $c_{2m+1}^s$ are dimensionless coefficients that are subject to three sum rules that stem from charge neutrality, perfect screening and compressibility.\[35\] Usually the coefficients are calculated by Monte Carlo simulations using these sum rules as constraints. However, they can also be calculated analytically assuming that $c_{2m+1}^s = 0$ for $m \geq s + 3$, together with the condition that the electrons repel each other at short distances, such that we can write $c_{2m+1}^s = -1$ for $m < s$. This procedure yields the coefficients given in Table II which are used below to analytically calculate the energy of the Laughlin liquid.

### TABLE II: Coefficients $c_{2m+1}^s$, where $s$ represents the fractional filling $\bar{\nu} = 1/(2s + 1)$.

| $s$ | $c_1^s$ | $c_3^s$ | $c_5^s$ | $c_7^s$ | $c_9^s$ | $c_{11}^s$ | $c_{13}^s$ |
|-----|---------|---------|---------|---------|---------|-----------|---------|
| $s = 1$ | -1 | 17/32 | 1/16 | -3/32 | 0 | 0 | 0 |
| $s = 2$ | -1 | -1 | 7/16 | 11/8 | -13/16 | 0 | 0 |
| $s = 3$ | -1 | -1 | -1 | -25/32 | 79/16 | -85/32 | 0 |
| $s = 4$ | -1 | -1 | -1 | -1 | -29/8 | 47/4 | -49/8 |
energies by substituting the effective potential obtained numerically (see Appendix A). The energy, we also have to substitute the exact ground state energies from exact-diagonalization calculations. (Details on the analytic results for the total energy using these equations are shown in Table III, together with the results from exact-diagonalization calculations. (Details on the exact diagonalization method can be found in the Appendix A). Note that the numerical result in Table III refers to the exact ground state energy (per particle) of the Coulomb interaction, extrapolated to the thermodynamic limit (as N\(_f\) → \(\infty\)); in contrast, the analytic result is the variational energy that is obtained when the trial state is assumed to be described by the Laughlin wave function. Although in general these two values can be different, we can conclude that the theoretical and numerical calculations are in excellent agreement: all the values coincide within the range of uncertainty of the numerical calculations, except for \(\tilde{\nu} = 1/3\) in the \(n = 2\) Landau level. However, this is to be expected if we compare the energies of the electron-liquid and electron-solid phases (see Section IV), because for that filling the energy of the electron-solid is lower than that of the Laughlin liquid. In the vicinity of the Laughlin states, we can use a first-order expansion to include the energy of the quasiparticle and quasihole excitations \(\Delta_\pm\). The total cohesive energy of the quantum liquid then reads:  

\[
E_{coh}^q(n, s, \tilde{\nu}_\pm) = E_{coh}^L(n, s) + [\pm \tilde{\nu}(2s + 1) - 1] \Delta_\pm(n, s).
\]

They read:

\[
\Delta_\pm(n, p) = \frac{1}{2} \int_q v_n(q) |p| \rho^p(q) |p - 1| \rho^p(q) |p - 1| \\
- \int_q v_n(q) \sum_{j' = 0}^{p-1} (|p| \rho^p(q) |j'|)^2, \\
\Delta_\pm(n, p) = -\frac{1}{2} \int_q v_n(q) \sum_{j' = 0}^{p-1} (|p - 1| \rho^p(q) |j'|)^2, \\
+ \int_q v_n(q) \sum_{j' = 0}^{p-1} (|p - 1| \rho^p(q) |j'|)^2,
\]

where the matrix elements are given explicitly by:

\[
\langle j | \rho^p(q) | j' \rangle = \sqrt{\frac{j!}{j'!}} \left( -i(q_x - i q_y) \ell_B^z \right)^{j-j'} \times e^{-|q|^2 \ell_B^2 c^2 / 4} \left( |q|^2 \ell_B^2 c^2 / 2 \right)^j \\
 \times e^{-|q|^2 \ell_B^2 c^2 / 2} \left( |q|^2 \ell_B^2 c^2 / 2 \right)^{-j'} \\
- e^{2(1-j+j')} e^{-|q|^2 \ell_B^2 c^2 / 2} \left( |q|^2 \ell_B^2 c^2 / 2 \right),
\]

with \(\ell_B = \ell_B / \sqrt{1 - c^2}\) and \(c^2 = 2ps/(2p+1)\), with \(s\) and \(p\) integers.

When we calculate the quasiparticle/quasihole energies for graphene by inserting the appropriate effective interaction \(v_n(q)\), we do not obtain good agreement with the numerical results (see Table IV). However, there are several possible complications that we must consider when interpreting this result. First, the finite-size extrapolation of numerical data is much less accurate for excited states, compared to the ground-state energy. Second, it should be noted that even for the conventional 2DES, there is a factor of 2 discrepancy between the predictions of the Hamiltonian theory and numerical calculations. In Fig. 3, this is illustrated by a comparison of the gaps \(\Delta = \Delta_+ + \Delta_-\) calculated analytically by the Hamiltonian theory of Murthy and Shankar,11,12 and numerically by Park et al.,23 for a conventional 2DES in the lowest Landau level. The gaps are plotted as a function of the thickness parameter \(\lambda\), which appears in the so-called Zhang-Das Sarma potential \(a_{20} v(q) = (2\pi c^2/eq) e^{-\lambda q}\). This phenomenological interaction mimics the “softening” of the Coulomb interaction due to finite thickness of the 2DES. In our case, only \(\lambda = 0\) is relevant because graphene is atomically thin in the perpendicular direction. From this figure, we see that for \(\lambda = 0\) the gap calculated with the Hamiltonian theory is twice as large as the numerical one. Remarkably, the theory of Goerbig et al.,23 which uses the Hamiltonian theory to compute the quasiparticle and quasihole energies, reproduces the experimental phase diagram of GaAs very accurately.24,25 We therefore adopt this approach as a first-order approximation to the competing solid and liquid phases in graphene Landau levels.
Analytic results

| $\nu$   | Numerical results | Analytic results |
|---------|-------------------|-----------------|
| $1/3$  | $0.116 \pm 0.002$ | $0.143$         |
| $1/5$  | $0.020 \pm 0.002$ | $0.064$         |
| $1/7$  | $0.007 \pm 0.001$ | $0.040$         |

Numerical results

FQHE is not expected to occur at $\nu = 1$ case, because the form factor in graphene is a combination of the $n$-th and the $(n-1)$-th form factor of GaAs, hence the lowest Landau level behavior may be dominating in this case.

For the $n = 2$ Landau level shown in Fig. 4a, the $\nu = 1/3$ and the $\nu = 1/5$ Laughlin states are always higher in energy than the bubble phases, thus they will not be visible. At higher filling factors, there are 2-electron-, 3-electron- and possibly 4-electron bubbles appearing and also coexisting, as it would be evident by performing a Maxwell construction.

| $n$   | $\nu$   | Numerical results | Analytic results |
|-------|---------|-------------------|-----------------|
| $1$   | $1/5$   | $0.02 \pm 0.01$   | $0.114$         |
|       | $1/7$   | $0.026 \pm 0.003$ | $0.067$         |
|       |         | $0.008 \pm 0.001$ | $0.048$         |

**TABLE IV:** Comparison of numerical and analytic results for the excitation gap $\Delta = \Delta_+ + \Delta_-$. 

V. COMPETITION BETWEEN PHASES

Now, we compare the energies of the solid phases with those of the liquid phase to determine the phase diagram in various Landau levels. Remember that in the lowest Landau level the energies in graphene are the same as in GaAs.

For the $n = 1$ Landau level, the results are shown in Fig. 3a). The first thing to notice is that the Laughlin-liquid energies are always well below those for the Wigner crystal (blue solid line) or bubble phase (yellow solid line). Away from the filling factors $\nu = 1/(2s + 1)$, the energies of the liquid phase are expected to be slightly higher than the Laughlin-liquid energy because of the incompressibility gap. However, because the slopes of the energies of the liquid phase, which are determined by the quasiparticle and quasihole energies, are so small, it is very unlikely that the liquid-phase energies will exceed the electron-solid energies. This case is actually quite similar to the lowest Landau level. The resemblance is understandable because the form factor in graphene is a combination of the $n$-th and the $(n-1)$-th form factor of GaAs, hence the lowest Landau level behavior may be dominating in this case.

For the $n = 2$ Landau level shown in Fig. 4b), the FQHE is not expected to occur at $\nu = 1/3$, since the 2-electron-bubble phase is lower in energy. The other FQH states might be visible, however.

A. The effect of impurities

Until thus far, we have not considered impurities in the sample. These impurities can collectively pin the solids and lower their energy, while the incompressibility of the liquid phases makes them not very susceptible to impurities. Hence, we neglect the small change in the liquid energy due to disorder. To take the impurities into account, we model them by a Gaussian impurity potential with strength $V_0$ and correlation length $\xi$ in the weak-pinning limit. In this limit, the energy gained by individually following the impurity potential is small compared to the elastic energy it costs to deform the crystal. However, the energy gained by collectively following the impurity potential is large enough to overcome the elastic energy of the deformation. The energy density that describes this competition is given by

$$\epsilon(L_0) = \frac{\mu \xi^2}{L_0^3} - \frac{V_0}{L_0} \sqrt{n_{el}}$$

where $\mu$ is the elasticity of an $M$-electron bubble and is given by $\mu \approx 0.25 M^2 e^2 n_0^{3/2}/\epsilon$, with $n_M = \bar{\nu}/2 \pi M L_B^2$ the bubble density. Furthermore, $L_0$ is the Larkin length, which is the typical length scale on which the electron-solid is collectively pinned by impurities. Minimizing this energy with respect to $L_0$ yields the reduction of the solid-phase energy due to pinning by impurities, as derived in Ref. 25.

$$\delta E_{coh}(M, \bar{\nu}) = -\frac{e^2}{\epsilon \ell_B} (2\pi)^{3/2} E_{pin}^2$$

where the dimensionless pinning energy is defined as $E_{pin} = (V_0/\xi)/(e^2/\epsilon \ell_B^2)$ and $M$ is the number of electrons per bubble. We re-evaluate the phase diagrams with this energy, as shown in Fig. 5.

In the $n = 1$ Landau level, the $\bar{\nu} = 1/3$ and $\bar{\nu} = 1/5$ liquid states are much lower in energy than the solid phases, even when taking the impurities into account. On the other hand, for a strong impurity potential the Wigner crystal phase can become the ground state for small filling factors. Reentrant behavior, where solid and liquid phases alternate with each other, is also conceivable if the impurity potential is very strong.

In the $n = 2$ Landau level, the dashed lines in Fig. 5b) show that if there are a lot of impurities in the sample, the FQH states at low fillings might be dominated by the Wigner crystal. The $\bar{\nu} = 1/5$ state seems to be the most...
likely to be visible in this Landau level. For filling factors within the range 0.2 – 0.32 there might also be a Wigner crystal coexisting with a 2-electron bubble.

In the \( n = 3 \) Landau level, the FQH states at lower fillings may only be seen in very clean samples, as indicated by the dashed lines in Fig. 4. Otherwise, the Wigner crystal will be the ground state for low filling and since the crystal is pinned by the impurities, the collective sliding mode is suppressed, which leads to a broadening of the plateau in the Hall resistance at integer filling.

### B. The effect of Landau-level mixing

Besides sample impurities, there are some other factors that can have an influence on the energies of the...
liquid and solid phases. One of them is Landau-level mixing. Thus far, we have assumed that there are no inter-Landau-level excitations, hence all dynamics was restricted to one single Landau level. However, if the Coulomb interaction energy becomes of the same order as the inter-Landau-level separation $\hbar v_F/\ell_B$, then these excitations can have a considerable probability, even if the Landau level is only partially filled. Note that the notion of Landau-level mixing should not be confused with the fact that the form factor in graphene is a sum of the usual form factors in the $n$-th and $(n-1)$-th Landau level. Although this may intuitively appear as a mixing of the two consecutive Landau levels, our previous discussion has neglected the explicit inter-Landau-level excitations.

To quantitatively characterize the effect of Landau level mixing, one introduces the mixing parameter $\kappa$, defined by

$$\kappa = \frac{e^2/\epsilon \ell_B}{\hbar v_F/\ell_B} = \frac{e^2}{\epsilon \hbar v_F}. $$

The only parameters that determine the value of $\kappa$ are the Fermi velocity $v_F$ and the dielectric constant $\epsilon$. These are material properties, which depend on the substrate. For free-standing graphene $\kappa \approx 2.2$, while on substrates such as SiO$_2$ or BN, it takes slightly lower values $\kappa \approx 0.9$ and $\kappa \approx 0.5-0.8$, respectively. In Ref. [51], the effect of Landau level mixing in graphene on the Laughlin-liquid states in the $\nu = 1/3$ case is investigated in the $n = 0$ and $n = 1$ Landau level. This effect turns out to be negligible for $\kappa \lesssim 2$ in the lowest Landau level and for $\kappa \lesssim 1$ in the $n = 1$ Landau level. Hence, for not too large values of $\kappa$ most states will be unaffected. However, the Landau level mixing is expected to get stronger for higher values of $\kappa$. Additionally, the corrections to the renormalized Coulomb interaction due to Landau level mixing include not only two-body terms, but also three body (and higher-order) terms, which break particle-hole symmetry. Such terms could affect, for example, the stability of $\nu = 1/3$ state relative to $\nu = 2/3$. The full treatment of Landau-level mixing effects, however, is beyond the scope of present work.

On the level of the Hartree-Fock approximation, which we expect to hold for the solid phases, we note that Ref. [55] has investigated the validity of the single-Landau-level approximation. In turns out that there are no qualitative changes in the phase diagram, e.g., in the $n = 2$ Landau level there are still phase transitions from Wigner crystal to 2-electron bubble and then to 3-electron bubble, but these transitions might occur at slightly different filling factors. Furthermore, the cohesive energies stay in the same range as they were (within about 10%). As a last remark, we note that the inter-Landau-level spacing becomes smaller for higher Landau levels, since it scales like $\sqrt{n+1} - \sqrt{n}$, which goes to zero for increasing $n$, and one might argue that Landau-level mixing then becomes dominant. However, in Ref. [55] it was also shown that this argument is too simplistic, and it turns out that the single-Landau-level approximation stays in fact applicable, even for large $n$.

VI. CONCLUSIONS

We calculated the energies of various electronic phases in partially-filled Landau levels in graphene. For the liquid phase, we compared our analytic calculations for the electron-liquid energies to the exact values obtained by numerical diagonalization and finite-size scaling. We found excellent agreement between the two approaches. For the lowest Landau level ($n = 0$), graphene behaves in the same way as GaAs, which exhibits no charge-density waves but only electron-liquid phases. Thereby, the fractional quantum Hall effect can be observed at filling factors $\nu = 1/(2s + 1)$, for integer $s$. For the $n = 1$ Landau level in graphene, we have seen that there are still some characteristics of the lowest Landau level present, as a consequence of the Landau level averaging in the form factor. We have shown that the liquid phases are lower in energy than the solid phases for all filling fractions. However, impurities in the sample can lower the energy of the electron-solid phases, especially at low filling. Indeed, if the impurity potential is sufficiently strong, the $\nu = 1/7$ and $\nu = 1/9$ fractional quantum Hall states can be washed out. The plateau in the resistivity will then be broadened. In higher Landau levels, the electron-solid phases become more pronounced. In the $n = 2$ Landau level, for instance, the $\nu = 1/3$ fractional quantum Hall state is dominated by the 2-electron-bubble phase, even without impurities. As the Landau level increases, more bubble phases emerge and there might also be phase coexistence between different electron-solid phases. From the phase diagrams that we constructed, one can determine the filling factors for which there might be electron bubbles and in future experiments one can attempt to measure these bubble phases to verify existing predictions that were done using numerical calculations on the local density of states [50].

In this work, we have assumed that graphene’s SU(4) symmetry is completely broken, and the fractional states mentioned above correspond to partial fillings of a sublevel with the given spin- and valley quantum number. Under SU(4) symmetry, integer quantum Hall states in graphene occur at experimental filling factors $\nu_0 = \pm 2(2k + 1)$, $k = 0, 1, 2, 3, \ldots$. Thus, our Landau level $n = 0$ corresponds to the range of experimental filling factors $-2 \leq \nu_0 \leq 2$, Landau level $n = 1$ on the electron side is $2 < \nu_0 \leq 6$, Landau level $n = 2$ is $6 < \nu_0 \leq 10$, etc. In experiment, our results suggest that first possible signatures of electron solid phases occur at fillings around or above $\nu_0 + 0.3$ for $\nu_0 \in \{6, 7, 8, 9\}$. Moreover, electron-solid phases are expected to become more prominent at fillings above $\nu_0 + 0.2$, $\nu_0 \geq 10$.

Although charge-density waves have been observed in graphene, the underlying mechanisms are very different to the one described in this work. For example, charge-density waves were observed in twisted graphene layers [59].
By twisting the two layers of bilayer graphene, the van Hove singularities are lowered and charge-density waves become experimentally observable. In recent Hofstadter butterfly experiments in graphene superlattices, there were also signs of charge-density waves. However, in monolayer graphene, there have been no experimental signs thus far of a charge-density wave that arises due to electronic interactions in a quantum Hall system, which is the system that we have described here. It would be interesting to see whether future experiments in higher Landau levels can verify our theoretical predictions of the various electron phases in graphene, just like they did for GaAs.

Appendix A: Exact diagonalization results

For the purposes of numerical finite-size calculations, we must choose an appropriate geometry (boundary condition). Since the FQHE occurs in an effectively continuum system of electrons, various choices are possible and have been used in the literature: finite disk, sphere, and periodic boundary conditions, either along one direction (cylinder geometry) or both x and y-directions (torus).

Our goal is to compute the ground-state energy and excitation gap, which are bulk properties. Therefore, it is convenient to choose a closed system in order to eliminate edge effects. This rules out finite disk and cylinder geometry. In many cases, sphere geometry would be the simplest choice because the ground state of incompressible liquids is always unique (while on a torus, it has a degeneracy of at least q for filling fraction \( \nu = p/q \)). Unfortunately, due to the more complicated form of graphene form-factors in Eq. (4), we expect that the corresponding Haldane pseudopotentials on a finite sphere must be computed numerically. More importantly, because we consider a competition between electron-liquid and -solid phases, it is essential that they are treated on the same footing. This is difficult to achieve in the spherical geometry, which intrinsically favors liquid phases over crystalline ones. Hence, for our purposes the torus geometry remains as the most natural choice for finite-size calculations.

The description of FQHE in the torus geometry is introduced and explained in detail in Refs. [59,60]. The 2DES is placed on a surface \( L_x \times L_y \) with periodic boundary conditions along both \( x \) and \( y \)-directions. Because of the magnetic field, the system is invariant under magnetic translations, which are ordinary translations followed by a gauge transformation. Haldane has shown how to construct an eigenbasis in the many-body Hilbert space that is invariant under such transformations. This also results in a conserved quantum number – the “pseudo-momentum” – which labels all many-body states. The final Hamiltonian is similar to Eq. (2) except that the density operators must also be compatible with the magnetic translations, and the Coulomb potential must be periodic in the unit cell. This periodicity implies that in order to calculate the energy of the 2DES, we must include a correction due to the interactions of an electron with its periodic images, known as the Madelung term [69].

Using iterative (Lanczos) diagonalization, in Fig. 4 we compute the ground-state energy of a finite 2DES containing \( N \) electrons in the \( n = 0, 1, 2 \) Landau levels of graphene. In all the calculations, the unit cell of the 2DES is a square with area equal to \( 2\pi \ell_B^2 N/\nu \). In each of the Landau levels, we obtain the ground state for three filling factors \( \nu = 1/3, 1/5, 1/7 \). By performing a simple \( 1/N \) fit, we are able to obtain accurate estimates of the energy per electron in the thermodynamic limit. These values agree with the previous data in the literature (where available) and with our analytic results in Sec. IV. The extrapolation is less trustworthy in the \( n = 2 \) Landau level; here we expect the ground state to break translation symmetry and therefore its energy should be very sensitive to the shape of the unit cell. By imposing the square unit cell, we have likely introduced another finite-size effect; this could possibly be minimized by looking for a global energy minimum between all possible shapes of the unit cell for each given \( N \), but we have not performed such an exhaustive search.

Additionally, by diagonalizing the system in sectors of the Hilbert space that contain \( N \) electrons in an area of size \( 2\pi \ell_B^2 (N/\nu \pm 1) \), we can obtain the energy of the system with one added quasiparticle (-) or quasihole (+). In these cases, in order to get the total energy, we must carefully correct for the fact that a quasiparticle or quasihole also interacts with own images due to periodic boundary conditions. Assuming the excitation is a point object (i.e., much smaller in area than \( 2\pi \ell_B^2 N/\nu \)), which is justified for the Laughlin states), this correction can be computed in the way explained in Ref. [61]. Accounting for this, in Fig. 7 we plot the “charge gaps” defined as \( \Delta = E_{N, 2\pi \ell_B^2 (N/\nu + 1)} + E_{N, 2\pi \ell_B^2 (N/\nu - 1)} - 2E_{N, 2\pi \ell_B^2 N/\nu} \) in the \( n = 1 \) and \( n = 2 \) Landau levels of graphene. Typically, the finite-size effects in the scaling of gaps are worse than for the ground-state energy. We see that our extrapolations are still rather accurate in the \( n = 1 \) Landau level, but become significantly worse in the \( n = 2 \) Landau level. Similar to the energy calculation, if the ground state in the \( n = 2 \) Landau level is not a liquid, there is no reason to assume that the optimal shape of the unit cell should be a square. This may be partly responsible for the poorer scaling of the data in this case. The fact that the system displays such sensitivity to the geometry is a strong indication that the ground state is not a liquid.

Acknowledgments

We acknowledge fruitful discussions with M. Goerbig, A. Quelle, G. van Miert, V. Juričić and Cory Dean. ZP acknowledges support by DOE grant de-sc0002140. This work is part of the DITP consortium, a program of the Netherlands Organisation for Scientific Research (NWO) that is funded by the Dutch Ministry of Education, Cul...
ture and Science (OCW).

1 K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubonos, I. V. Grigorieva, and A. A. Firsov, Science 306, 6666 (2004).
2 A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim, Rev. Mod. Phys. 81, 109 (2009).
3 V. P. Gusynin and S. G. Sharapov, Phys. Rev. Lett. 95, 116804 (2005).
4 K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and A. A. Firsov, Nature 438, 197 (2005).
5 X. Du, I. Skachko, F. Duerr, A. Luican, and E. Y. Andrei, Nature 462, 192 (2009).
6 K. I. Bolotin, F. Ghahari, M. D. Shulman, H. L. Stormer, and P. Kim, Nature 462, 196 (2009).
7 F. Ghahari, Y. Zhao, P. Cadden-Zimansky, K. Bolotin, and P. Kim, Phys. Rev. Lett. 106, 046801 (2011).
8 C. R. Dean, A. F. Young, P. Cadden-Zimansky, L. Wang, H. Ren, K. Watanabe, T. Taniguchi, P. Kim, J. Hone, and K. L. Shepard, Nature Phys. 7, 693 (2011).
9 C. Dean, A. Young, P. Cadden-Zimansky, L. Wang, H. Ren, K. Watanabe, T. Taniguchi, P. Kim, J. Hone, and K. Shepard, Nature Phys. 7, 693 (2011).
10 B. E. Feldman, B. Krauss, J. H. Smet, and A. Yacoby, Science 337, 1196 (2012).
11 B. E. Feldman, A. J. Levin, B. Krauss, D. A. Abanin, B. I. Halperin, J. H. Smet, and A. Yacoby, Phys. Rev. Lett. 111, 076802 (2013).
12 R. B. Laughlin, Phys. Rev. Lett. 50, 1395 (1983).
13 J. K. Jain, Phys. Rev. Lett. 63, 199 (1989).
14 Pui K. Lam and S. M. Girvin, Phys. Rev. B 30, 473(R) (1984).
15 M. P. Lilly, K. B. Cooper, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. Lett. 82, 394 (1999).
16 R. R. Du, D. C. Tsui, H. L. Stormer, L. N. Pfeiffer, K. W. Baldwin, and K. W. West, Solid State Commun. 109, 389 (1999).
17 K. B. Cooper, M. P. Lilly, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. B 60, R11285 (1999).
18 A. A. Koulatov, M. M. Fogler, and B. I. Shklovskii, Phys. Rev. Lett. 76, 499 (1996).
19 M. M. Fogler, A. A. Koulatov, and B. I. Shklovskii, Phys. Rev. B 54, 1853 (1996).
20 K. Mussel and R. Joynt, Journal of Physics: Condensed Matter 8, L105 (1996).
21 R. Moessner and J. T. Chalker, Phys. Rev. B 54, 5006 (1996).
22 E. H. Rezayi, K. Yang, and F. D. M. Haldane, Phys. Rev. Lett. 83, 1219 (1999).
23 E. Fradkin and S. A. Kivelson, Phys. Rev. B 59, 8065 (1999).
24 F. D. M. Haldane, E. H. Rezayi, and Kun Yang, Phys. Rev. Lett. 85, 5396 (2000).
25 M.O. Goerbig, P. Lederer, and C. Morais Smith, Phys. Rev. B 69, 115327 (2004).
26 Xuebin Wang, Hailong Fu, Lingjie Du, Xiaoxue Liu, and K. L. Shepard, Phys. Rev. B 85, 121992 (2012).
27 K. B. Cooper, M. P. Lilly, J. P. Eisenstein, L. N. Pfeiffer, and K. W. West, Phys. Rev. B 60, R11285 (1999).
28 R. R. Du, D. C. Tsui, H. L. Stormer, L. N. Pfeiffer, K. W. Baldwin, and K. W. West, Solid State Commun. 109, 389 (1999).
29 A. T. Hatke, Yang Liu, B. A. Magill, B. H. Moon, L. W. Engel, M. Shayegan, L. N. Pfeiffer, K. W. West, and K. W. Baldwin, Nat. Commun. 5, 4154 (2014).
30 Xuebin Wang, Hailong Fu, Lingjie Du, Xiaoxue Liu, Pengjie Wang, L. N. Pfeiffer, K. W. West, Rui-Rui Du, and Xi Lin, Phys. Rev. B 91, 115301 (2015).
31 S. Baer, C. Rosler, S. Hennel, H. C. Overweg, T. Ihn, K. Ensslin, C. Reichl, and W. Wegscheider, Phys. Rev. B 91, 195414 (2015).
FIG. 7: (Color online) Charge gaps in the (a) $n = 1$ and (b) $n = 2$ graphene Landau levels for filling fractions $1/3$, $1/5$, and $1/7$. The unit cell of the 2DES is a square with area equal to $2\pi \ell_B^2 N/\nu$, where $N$ is the number of electrons. Extrapolations are accurate in the $n = 1$ Landau level, but less so in the $n = 2$ Landau level, where the ground state likely breaks translation symmetry.

32 M. O. Goerbig, R. Moessner, and B. Douçot, Phys. Rev. B 74, 161407 (2006).
33 K. Nomura and A. H. MacDonald, Phys. Rev. Lett. 96, 256602 (2006).
34 M. O. Goerbig, Rev. Mod. Phys. 83, 1193 (2011).
35 M. O. Goerbig and C. Morais Smith, Europhys. Lett. 63, 736 (2003).
36 C. H. Zhang and Y. N. Joglekar, Phys. Rev. B 75, 245414 (2007).
37 F. D. Haldane, Phys. Rev. Lett. 51, 605 (1983).
38 S. M. Girvin, A. H. MacDonald, and P. M. Platzman, Phys. Rev. B 33, 2481 (1986).
39 M. O. Goerbig and C. Morais Smith, Phys. Rev. B 66, 241101 (2002).
40 R. Shankar, Phys. Rev. B 63, 085322 (2001).
41 G. Murthy and R. Shankar, Rev. Mod. Phys. 75, 1101 (2003).
42 K. Park, N. Meskini, and J.K. Jain, J. Phys. Condens. Matter 11, 7283 (1999).
43 R. M. Lewis, Yong Chen, L. W. Engel, D. C. Tsui, P. D. Ye, L. N. Pfeiffer, and K. W. West, Phys. Rev. Lett. 93, 176808 (2004).
44 R. Chitra, T. Giamarchi, and P. Le Doussal, Phys. Rev. Lett. 80, 3827 (1998).
45 M. M. Fogler and D. A. Huse, Phys. Rev. B 62, 7553 (2000).
46 W. Bishara and C. Nayak, Phys. Rev. B 80, 121302 (2009).
47 E. H. Rezayi and S. H. Simon, Phys. Rev. Lett. 106, 116801 (2011).
48 Z. Papic, F. D. M. Haldane, and E. H. Rezayi, Phys. Rev. Lett. 109, 266806 (2012).
49 I. Sodemann and A. MacDonald, Phys. Rev. B 87, 245425 (2013).
50 M. Peterson and C. Nayak, Phys. Rev. B 87, 245129 (2013).
51 M. R. Peterson and C. Nayak, Phys. Rev. Lett. 113, 086401 (2014).
52 S. H. Simon and E. H. Rezayi, Phys. Rev. B 87, 155426 (2013).
53 Michael P. Zaletel, Roger S. K. Mong, Frank Pollmann, and Edward H. Rezayi, Phys. Rev. B 91, 045115 (2015).
54 K. Pakrouski, M. R. Peterson, T. Jolicoeur, V. W. Scarola, C. Nayak, and M. Troyer, Phys. Rev. X 5, 021004 (2015).
55 C. H. Zhang and Y. N. Joglekar, Phys. Rev. B 77, 205426 (2008).
56 O. Poplavskyy, M. O. Goerbig, and C. Morais Smith, Phys. Rev. B 80, 195414 (2009).
57 Guohong Li, A. Luican, J. M. B. Lopes dos Santos, A. H. Castro Neto, A. Reina, J. Kong, and E. Y. Andrei, Nature Physics 6, 109 (2010).
58 Lei Wang, Yuanda Gao, Bo Wen, Zheng Han, Takashi Taniguchi, Kenji Watanabe, Mikito Koshino, James Hone, and Cory R. Dean, Science 350, 6265 (2015).
59 F. D. M. Haldane, in The Quantum Hall Effect, R. E. Prange and S. M. Girvin, editors, New York: Springer, 1990.
60 T. Chakraborty and P. Pietilainen, The Quantum Hall Effects, Fractional and Integral, Springer-Verlag, Berlin, New York, 1995.
61 Xin Wan, D. N. Sheng, E. H. Rezayi, Kun Yang, R. N. Bhatt, and F. D. M. Haldane, Phys. Rev. B 72, 075325 (2005).
62 This table was previously given in Ref. 25, but we repeat it here because a few typos have been corrected.