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Abstract
We consider strongly convex-concave minimax problems in the federated setting, where the communication constraint is the main bottleneck. When clients are arbitrarily heterogeneous, a simple Minibatch Mirror-prox achieves the best performance. As the clients become more homogeneous, using multiple local gradient updates at the clients significantly improves upon Minibatch Mirror-prox by communicating less frequently. Our goal is to design an algorithm that can harness the benefit of similarity in the clients while recovering the Minibatch Mirror-prox performance under arbitrary heterogeneity (up to log factors). We give the first federated minimax optimization algorithm that achieves this goal. The main idea is to combine (i) SCAFFOLD (an algorithm that performs variance reduction across clients for convex optimization) to erase the worst-case dependency on heterogeneity and (ii) Catalyst (a framework for acceleration based on modifying the objective) to accelerate convergence without amplifying client drift. We prove that this algorithm achieves our goal, and include experiments to validate the theory.

1. Introduction
In federated learning (McMahan et al., 2017), a set of distributed clients or devices interact with a central server to learn one or more models without directly sharing any party’s data with the central server. For many real-world applications, the bottleneck in federated learning is communication (Karimireddy et al., 2020b), since large models such as deep neural networks can be expensive to transmit over slow or unreliable communication channels. Therefore, a central goal in federated learning is to use client (local) computation effectively to reduce the communication complexity of learning, even in the presence of heterogeneous clients with data drawn from different distributions.

In this work, we study this problem for federated saddle point optimization problems over \( n \) clients of the form

\[
\min_{x \in \mathbb{R}^m} \max_{y \in \mathbb{R}^d} \left\{ f(x, y) := \frac{1}{n} \sum_{i=1}^{n} f_i(x, y) \right\}
\]

(1)

where the functions \( f_i : \mathbb{R}^m \times \mathbb{R}^d \to \mathbb{R} \) are strongly convex-concave. In particular, we consider the heterogeneous setting where the \( i \)th client has access to data from distribution \( D_i \), and the \( f_i \) of each client are of the form

\[
f_i(x, y) = \mathbb{E}_{\xi \sim D_i}[f_i(x, y, \xi)].
\]

(2)

Federated minimax problems arise in many natural settings. For instance, (not necessarily convex-concave) GANs (Goodfellow et al., 2014) have been applied in the federated setting (Augenstein et al., 2019), where the goal is to train a model that will mimic data distributed among clients. For (strongly) convex-concave examples, formulation (1) can be used to represent federated robust optimization (Bental et al., 2009) and primal-dual optimization of federated supervised learning problems (Balamurugan & Bach, 2016).

To date, research in federated learning has focused on federated minimization problems. The most well-known algorithm developed to solve federated minimization is FedAvg (McMahan et al., 2017). FedAvg is known to perform well when data is homogeneous or near-homogeneous across clients, but possibly performs badly when data is arbitrarily heterogeneous across clients (Woodworth et al., 2020a). To remedy this, SCAFFOLD (Karimireddy et al., 2020b) proposes variance reduction across clients to prevent client heterogeneity from hurting convergence.

However, the analyses of these algorithms, and other federated minimization algorithms, do not apply to the federated minimax setting. All past analyses rely on a particular gradient co-coercivity property that is true for function values but not true for the primal-dual gap (the metric used to measure
One straightforward approach is to use FedAvg/SCAFFOLD to solve (1), except replacing gradient descent with gradient ascent-descent. We will refer to the gradient ascent-descent variants of these algorithms also as FedAvg-S and SCAFFOLD-S, respectively (“S” for saddle-point). However, for these algorithms we recover inferior worst-case communication complexity guarantees compared to Minibatch Mirror-prox (Nemirovski, 2004). Specifically, FedAvg-S continues to be slow the presence of large client heterogeneity, while the communication complexity of SCAFFOLD-S is worse than that of Minibatch Mirror-prox by a condition number in the strongly convex case. This is perhaps not surprising, as FedAvg-S and SCAFFOLD-S are not accelerated algorithms, while mirror-prox can be viewed as an accelerated algorithm. Naively, one might try to add acceleration to the local gradients. However, this can lead to the amplification of client drift, which describes the dispersion of client iterates away from each other. In the heterogeneous client setting, client drift is unavoidable when taking local steps. As a result, provable improvement with client-level acceleration has been limited to the homogeneous data case (Yuan & Ma, 2020).

Our solution is to apply the catalyst framework for acceleration (Lin et al., 2015) at the central server level to SCAFFOLD-S. Intuitively, we ask SCAFFOLD-S to solve a series of regularized versions of the original objective. If the regularization is large, the number of modified objectives to be solved is large, but the number of communication rounds required to solve each modified objective is small (and vice versa). Because the regularization is applied uniformly across clients, client drift is not amplified. By strategically balancing the number of iterations to solve the outer problem versus the inner problem, we can accelerate SCAFFOLD-S to achieve the same worst-case communication guarantee of Minibatch Mirror-prox while also providing an advantage over Minibatch Mirror-prox when the client data is similar.

1.1. Our Contributions

- We develop a novel analysis of federated optimization that can apply to federated minimax problems, which we use to derive convergence rates for SCAFFOLD-S and FedAvg-S in the minimax setting. We also show that SCAFFOLD-S can take advantage of local computation to reduce communication complexity in the strongly convex-(concave) case, past only quadratics as (Karimireddy et al., 2020b) had shown.
• We use a novel application of the catalyst framework on SCAFFOLD-S to develop a new algorithm, SCAFFOLD-Catalyst-S, which we prove achieves the same worst-case communication complexity as Mini-batch Mirror-prox.

• We also prove that our algorithm can take advantage of similarity in the client objectives, showing that local computation can reduce communication complexity under favorable conditions.

• Our application of the catalyst framework is the first acceleration of a federated algorithm, minimax or otherwise, in the presence of heterogeneous clients. We conjecture this approach to the acceleration of federated optimization will generalize past the minimax setting to the minimization setting.

2. Related Work

Developing and analyzing algorithms for federated learning has been an active area of research. FedAvg’s minimization convergence properties in the homogeneous client setting was first established by (Stich, 2018), and was tightened later by (Woodworth et al., 2020b) with accompanying lower bounds. Later, (Khaled et al., 2020) proved convergence rates for FedAvg in the heterogeneous client setting, which was later tightened by (Karimireddy et al., 2020b) and then also by (Woodworth et al., 2020a). A lower bound was also established by both (Karimireddy et al., 2020b) and (Woodworth et al., 2020a) showing that FedAvg’s convergence rate necessarily scales with client heterogeneity.

As a result, new algorithms based on variance reduction across clients were proposed to remove the convergence rate dependence on heterogeneity (Liang et al., 2019) (Karimireddy et al., 2020b), analogous to how standard variance reduction (Johnson & Zhang, 2013) can remove the convergence rate dependence on gradient query variance. SCAFFOLD, the most well known client variance-reduced algorithm, (Karimireddy et al., 2020b) was able to match the worst-case rate of minibatch SGD (but notably, not accelerated minibatch SGD) under arbitrary client heterogeneity. A lower bound on a broad class of federated minimization algorithms from (Woodworth et al., 2020a) suggests that accelerated minibatch SGD’s rate under arbitrary client heterogeneity is optimal, though notably this lower bound does not directly apply to SCAFFOLD. Finally, (Gorbunov et al., 2020) unifies the analysis of all the above algorithms, proving upper bounds for each.

Variance reduction has been an important research direction in minimax optimization as well, starting with the work of (Balamurugan & Bach, 2016), which provided a framework for analyzing variance reduction in the minimax setting. Furthermore, they established (up to log factors) the current state of the art rates by combining variance reduction together with the catalyst framework (Lin et al., 2015). Later (Carmon et al., 2019) combined (Nemirovski, 2004)’s prox-method with variance reduction to improve the convergence rate for matrix games.

In light of some evidence that federated minimization algorithms have a lower bound equal to the accelerated minibatch SGD rate, our goal is to develop a federated minimax optimization algorithm that has the same worst-case communication complexity as Minibatch Mirror-prox (Nemirovski, 2004) (mirror-prox can be seen as the AGD of minimax optimization), while maintaining an advantage over Minibatch Mirror-prox when client data is similar. We achieve this goal by combining techniques from the minimax variance reduction literature and the federated minimization literature cited above.

3. Preliminaries

We start with the following standard definitions for strongly-convex-concave minimax problems.

Definition 1. $g$ is $\mu$-strongly convex-concave, with $\mu \geq 0$, if for any $x, x', y, y'$,

\[
g(x', y) \geq g(x, y) + \langle \nabla_x g(x, y), x' - x \rangle + \frac{\mu}{2} \|x' - x\|^2
\]

\[
- g(x, y') \geq - g(x, y) + \langle -\nabla_y g(x, y), y' - y \rangle + \frac{\mu}{2} \|y' - y\|^2.
\]

Definition 2. $g$ is $\beta$-smooth if for any $x, x', y, y'$,

\[
\|\nabla_x g(x, y) - \nabla_x g(x', y)\| \leq \beta \|x - x'\|
\]

\[
\|\nabla_y g(x, y) - \nabla_y g(x, y')\| \leq \beta \|y - y'\|
\]

\[
\|\nabla_x g(x, y) - \nabla_y g(x, y')\| \leq \beta \|x - y'\|
\]

\[
\|\nabla_y g(x, y) - \nabla_y g(x, y')\| \leq \beta \|x - x'\|.
\]

We let $\kappa := \frac{\mu}{\beta}$, and use the notation $z = (x, y), z \in \mathbb{R}^m \times \mathbb{R}^d$ to refer to the concatenation of $x$ and $y$.

Definition 3. The gradient mapping $G$ is defined as

\[
G(z) = (\nabla_x f(z), -\nabla_y f(z)).
\]

Similarly,

\[
G_i(z) = (\nabla_x f_i(z), -\nabla_y f_i(z)).
\]

Let $\hat{G}_i$ be an unbiased estimate of $G_i(z)$ with variance $\sigma^2$.

Definition 4. A point $z^* = (x^*, y^*)$ is considered a minimax-optimal point for $g$ if for all $x \in \mathbb{R}^m, y \in \mathbb{R}^d$,

\[
g(x^*, y) \leq g(x^*, y^*) \leq g(x, y^*).
\]
Algorithm 1 Framework (8)

Server Input: initial $z^0$, stepsizes $\gamma_l, \gamma_g$
probability of communication $p$
Client Input: local function $f_i$

set $z^0 = z^0$

for $k = 0, 1, \ldots$ do
  Flip a coin $c_k$: $c_k = 1$ w.p. $p$, and $c_k = 0$ otherwise
  for each client $i$ in parallel do
    $z_i^{k+1} \leftarrow z_i^k - \gamma_l g_i^k$
    if $c_k = 1$ then
      Clients communicate $\sum_{i=k'}^k g_i^l$ to server
      Server broadcasts $\frac{1}{n} \sum_{i=1}^n \sum_{l=k'}^k g_i^l$
      $z^{k+1} \leftarrow z^k - \gamma_g \frac{1}{n} \sum_{i=1}^n \sum_{l=k'}^k g_i^l$
    Server broadcasts $z^{k+1}$
    More communication depending on algorithm
  end if
  end for
end for

From now on, we will let $z^* = (x^*, y^*)$ denote the minimax-optimal point for $f$.

Finally, we introduce a notion of solution quality for minimax optimization:

Definition 5. The duality gap of point $z$ with respect to $z^*$ is defined as

$$\text{Gap}^*(z) = f(x, y^*) - f(x^*, y).$$

Next, we introduce a common notion of client heterogeneity (modified for minimax optimization), which was introduced in (Woodworth et al., 2020a).

Definition 6. A set of functions $\{f_i\}_{0 \leq i \leq n}$ are called $\zeta$-heterogeneous if for all $i, j \in [n]$ and $z \in \mathbb{R}^m \times \mathbb{R}^l$,

$$||G_i(z) - G_j(z)||^2 \leq \zeta^2.$$  

Throughout this work, we consider optimization algorithms that fit the update framework proposed in (Gorbunov et al., 2020):

$$z_i^{k+1} \leftarrow \begin{cases} 
  z_i^{k'} - \gamma g_i^k \frac{1}{n} \sum_{l=k'}^n \sum_{i=1}^{l=k'} g_i^l & \text{w.p. } p \\
  z_i^k - \gamma_l g_i^k & \text{w.p. } 1-p
\end{cases}$$

Here $z_i^k$ is client $i$’s iterate after $k$ iterations, $g_i^k$ is the local first-order direction taken, $\gamma_l$ is the local stepsize, $\gamma_g$ is the global stepsize, $k'$ is the last iteration on which synchronization occurred, and $p$ is the probability of synchronizing at any given $k$. We provide a more intuitive way of expressing (8) in Algorithm 1, which explicitly shows what is communicated and when.

Note that most prior federated learning literature has focused on deterministic synchronization, where time is divided into rounds, and each client takes a fixed number $\tau > 0$ of local update steps per communication round before synchronizing globally. We are instead (a) letting $\tau$ be random, and (b) not explicitly counting the number of rounds (i.e., global synchronization updates). For comparison with prior work, we set $p = \frac{1}{\tau}$, so the expected number of communication rounds executed at iteration $k$ can be computed as $kp$.

4. Baselines

In this section, we define and cover the baseline algorithms: Minibatch Mirror Descent, Minibatch Mirror-prox, FedAvg-S, SCAFFOLD-S, and present their convergence rates in the federated minimax optimization setting.

4.1. Minibatch Mirror Descent

We present Minibatch Mirror Descent in the same way (Woodworth et al., 2020a) presents Minibatch SGD. During a communication round, each client takes $\tau$ (here we let $\tau$ be deterministic) stochastic gradient mappings at the same point. These gradient mappings are then averaged within the client and then sent to the central server. The server collects all $\tau n$ gradient mappings, averages them, and takes a step in the resulting direction. In the language of framework (8), we let $g_i^k = G_i(z_i^k)$, $\gamma_l = 0$, and $\gamma_g$ be the stepsize. Because we are simply performing a mirror descent step with minibatch size $\tau n$ at each step, the communication complexity is $\tilde{O}((\tau^2 n^2 + \frac{\sigma^2}{\tau\mu\eta})$ in the strongly convex-concave case (Balamurugan & Bach, 2016).

4.2. Minibatch Mirror-prox

After Minibatch Mirror Descent, it is natural to consider its accelerated counterpart. This algorithm doesn’t fit neatly into the notation we have defined so far, so we define new notation. Let $\tilde{z}^r$ be the iterate held at the server at the $r$-th communication round. Minibatch Mirror-prox updates as follows: first, the central server collects $\tau n$ gradient mappings evaluated at $\tilde{z}^r$, producing $\tilde{z}^{r+1/2}$. Then the algorithm collects $\tau n$ gradient mappings evaluated at $\tilde{z}^{r+1/2}$, producing $\tilde{g}^{r+1/2}$. Finally, the server updates as $\tilde{z}^{r+1} \leftarrow \tilde{z}^r - \eta \tilde{g}^{r+1/2}$.

So in the language of framework (8), $g_i^k = G_i(\tilde{z}_i^k)$ (that is, evaluating a full batch gradient), and $\eta = 0$, where $\tilde{z}^{r+1/2}$ was defined earlier. Because we are just taking a mirror-prox step per two communication rounds, the communication complexity in the strongly convex-concave case is $\tilde{O}(\frac{1}{\tau^2})$ (Tseng, 1995) (assuming $\sigma = 0$).

4.3. FedAvg-S

The FedAvg-S algorithm follows framework (8) by taking $g_i^k = G_i(z_i^k)$ and $\gamma_g = \gamma_l$. We will now state our conver-
Theorem 1. For $\beta$-smooth and $\mu$-strongly convex-concave functions $\{f_i\} (\mu > 0)$, the output of FedAvg-S, $z'$, has $\mathbb{E} \text{Gap}^* (z') \leq \epsilon$ after
\[
\hat{O}\left(\frac{p\beta^2}{\mu^2} + \frac{p\sigma^2}{n\mu\epsilon} + \frac{p^{1/2}\beta\sigma}{\mu^{3/2}\epsilon^{1/2}} + \frac{\beta\zeta}{\mu^2\epsilon^{1/2}}\right)
\] (9)
communication rounds, and $\mathbb{E} \|z' - z^*\|^2 \leq \epsilon$ after
\[
\hat{O}\left(\frac{p\beta^2}{\mu^2} + \frac{p\sigma^2}{n\mu\epsilon} + \frac{p^{1/2}\beta\sigma}{\mu^{3/2}\epsilon^{1/2}} + \frac{\beta\zeta}{\mu^2\epsilon^{1/2}}\right)
\] (10)
communication rounds given an appropriate choice of step-size, where $\hat{O}$ hides both logarithmic and constant factors.

The most natural comparison to make is between Minibatch Mirror Descent and FedAvg-S, as they are both unaccelerated, federated algorithms for minimization (similar to how FedAvg and Minibatch SGD are unaccelerated, federated algorithms for minimization). In the case when $\sigma = 0, \zeta = 0$, FedAvg-S gets a speedup of $p$ in the first term vs Minibatch Mirror Descent: $\frac{\beta^2}{\mu^2} \rightarrow \frac{p\beta^2}{\mu^2}$. When $\sigma = 0$ but $\zeta > 0$, FedAvg-S incurs an extra $\frac{\beta^{1/2}\zeta}{\mu^{3/2}\epsilon^{1/2}}$ term. When $\zeta$ is small, FedAvg-S can be faster than batch mirror descent. Otherwise, Minibatch Mirror Descent will outperform FedAvg-S. When $\sigma > 0$, the noise terms $\frac{\sigma^2}{n\mu\epsilon}$ and $\frac{p\sigma^2}{n\mu\epsilon}$ match; however, FedAvg-S incurs an extra term $\frac{p^{1/2}\beta\sigma}{\mu^{3/2}\epsilon^{1/2}}$ as variance in gradient queries also increase client drift.

We can compare this rate with the rate achieved by FedAvg for minimization using Table 1. In this case, the interesting comparisons are between the terms incurred by client drift, which are the last two terms for both rates in Table 1. Observe that in both terms, FedAvg-S loses a factor of $\sqrt{\kappa}$. This is not surprising, as we will discuss later in Remark 1.

4.4. SCAFFOLD-S

The SCAFFOLD-S algorithm is outlined in Algorithm 2. Here, we take $g^k = G_i(z^k) - G_i(\tilde{z}^k) + G(\tilde{z}^k)$, where $\tilde{z}^k$ is the last synchronized iterate before or at iteration $k$. Notice that this requires the full calculation of $G(\tilde{z}^k)$ at each synchronization event, which increases the communication cost per communication round by a constant factor. Also note that Algorithm 2 is a simplified version of the SCAFFOLD algorithm in (Karimireddy et al., 2020b), though the simplified Algorithm 2 is used for some of the analysis in (Karimireddy et al., 2020b), and the convergence properties of both variants are similar.

Theorem 2. Given that $\{f_i\}$ are all $\beta$-smooth and $\mu$-strongly convex for $\mu > 0$, the output of SCAFFOLD-S, $z'$, has $\mathbb{E} \text{Gap}^* (z') \leq \epsilon$ in
\[
\hat{O}\left(\frac{\beta^2}{\mu^2}\right)
\] (11)
communication rounds, and, by applying strong convex-concavity of $f$, has $\mathbb{E} \|z' - z^*\|^2 \leq \epsilon$ in
\[
\hat{O}\left(\frac{\beta^2}{\mu^2}\right)
\] (12)
communication rounds with an appropriate choice of step-sizes. Furthermore, the same bounds that hold for FedAvg-S in Theorem 1 also hold for SCAFFOLD-S.

First, we compare SCAFFOLD-S to FedAvg-S. FedAvg-S’s upper bound on communication complexity applies to SCAFFOLD-S as well by Theorem 2, so SCAFFOLD does at least as well as FedAvg-S. In the case where $\zeta$ is of greater order than $\beta\epsilon^{1/2}$, then the SCAFFOLD federated minimax optimization rate outperforms FedAvg-S.

Next, we can compare SCAFFOLD-S’s federated minimax rate to Minibatch Mirror Descent’s rate, as they are both unaccelerated algorithms for federated minimax optimization. As FedAvg-S’s rates apply to SCAFFOLD-S as well, the comparisons between FedAvg and batch mirror descent apply as well when $\zeta$ and $\sigma$ are small; that is, SCAFFOLD-S has an advantage. On the other hand, when $\zeta$ is large, SCAFFOLD-S’s rate matches that of Minibatch Mirror Descent.

Finally, we can compare SCAFFOLD-S with SCAFFOLD. In the case where $\zeta$ is of order larger than $\beta\epsilon^{1/2}$ and $\sigma = 0$, then the rate for SCAFFOLD-S is worse than the rate for SCAFFOLD by a factor of $\kappa$. This is expected, since in this regime SCAFFOLD is approximately performing a Minibatch SGD step (Woodworth et al., 2020a) on the global data.
objectives are missing a “min” expression compared to our SCAFFOLD-S rate. This is because (Karimireddy et al., 2020b) did not prove SCAFFOLD’s ability to take advantage of local steps past the quadratic case. We conjecture that a similar “min” expression should also be true for SCAFFOLD’s federated minimization rate.

Altogether, we have demonstrated federated minimax optimization rates for FedAvg-S and SCAFFOLD-S. In particular, we have shown that SCAFFOLD-S under arbitrary client heterogeneity matches the Minibatch Mirror Descent rate. However, SCAFFOLD-S cannot achieve Minibatch Mirror-prox’s communication complexity. This is expected, because SCAFFOLD-S does not employ acceleration, while Minibatch Mirror-prox is an accelerated algorithm. In what follows, we show how to accelerate SCAFFOLD-S to obtain the same worst-case communication complexity as Minibatch Mirror-prox under arbitrary client heterogeneity, while still being able to perform better than Minibatch Mirror-prox if client data is similar. 

Remark 1. In the centralized (non-federated) setting, upper bounds for the minimax setting are often larger by a factor of $\kappa$ compared to their counterparts in the minimization setting. For instance, mirror descent achieves an iteration complexity of $O(\kappa^2)$ for minimization, while its counterpart for minimization, gradient descent, achieves a complexity of $O(\kappa)$ for minimization. Similarly, for accelerated algorithms, mirror-prox has an iteration complexity of $O(\sqrt{\kappa})$ and Nesterov AGD has an iteration complexity of $O(\sqrt{\kappa})$ (Bubeck, 2014).

Improvements of $\kappa$ or $\sqrt{\kappa}$ in the convergence rates of (centralized) minimization problems compared to minimax problems can be derived from the gradient co-coercivity property for $G(z) = \nabla_z f(z)$, i.e. the property that for all $z, z'$,

$$\|G(z) - G(z')\|^2 \leq \beta (G(z) - G(z'))^T (z - z').$$  (13)

However, this property is not true in the minimax setting for $G(x,y) = (\nabla_x f(x,y), -\nabla_y f(x,y))$, where $z = (x,y)$. Furthermore, this observed gap between minimization and minimax was verified by a lower bound (Zhang et al., 2019).

In most analysis of first-order federated minimization algorithms (e.g., FedAvg, SCAFFOLD, or the unified analysis of (Gorbunov et al., 2020)), gradient co-coercivity of $\nabla_z f(z)$ is used to bound the error that arises from not synchronizing iterates in every round. Hence, we find the lack of gradient co-coercivity for minimax problems causes a loss of $\kappa$ factors in the federated setting as well. We lose a factor of $\kappa$ simply to the gap mentioned earlier (as we are working with unaccelerated algorithms); we also lose a factor of $\sqrt{\kappa}$ in the term accounting for client drift (if present).

## 5. SCAFFOLD-Catalyst-S

We utilize the catalyst framework for acceleration (Lin et al., 2015) in a similar fashion to (Balamurugan & Bach, 2016) to the SCAFFOLD-S algorithm. We ask the SCAFFOLD-S algorithm to solve a series of regularized federated minimax optimization problems, where at meta-iteration $t$ the client losses are regularized using parameter $\theta$ as follows:

$$f^\theta(x,y) := f_i(x,y) + \frac{\theta}{2} \|x - \bar{x}\|^2 - \frac{\theta}{2} \|y - \bar{y}\|^2$$  (14)

which implies that SCAFFOLD-S is solving the following minimax optimization problem at meta-iteration $t$:

$$f^\theta(x,y) := f(x,y) + \frac{\theta}{2} \|x - \bar{x}\|^2 - \frac{\theta}{2} \|y - \bar{y}\|^2$$  (15)

The SCAFFOLD-S algorithm solves problem (15) to adequate precision (after a precise number of communication rounds depending on $\theta$), and the meta-iterate $x^{t+1} := (\bar{x}^{t+1}, \bar{y}^{t+1})$ is set to the solution that is found. Notice that applying this regularization increases the smoothness of the problem that SCAFFOLD-S has to solve from to $\beta + \theta$, while increasing the strong convex-concavity to $\mu + \theta$. This gives us a new condition number of $\frac{\beta + \theta}{\mu + \theta}$ for the subproblem. When $\mu$ is small, as it often is in practice, applying this regularization can speed up SCAFFOLD-S significantly.

This creates a balance between how many inner communication rounds needed to solve problem (15) to proper precision, and how many meta-iterations needed to solve the original problem (1), controlled by $\theta$. If $\theta$ is small, then SCAFFOLD-S will have a harder time finding a solution to (15), but the meta-iterations will converge quickly. For example, if we simply set $\theta = 0$, then we are solving the original objective, and so we only need one meta-iteration. If $\theta$ is large, then SCAFFOLD-S can find the solution to (15) quickly, but more meta-iterations will be needed.

Our application of the catalyst framework stands in contrast to other attempts to accelerate federated (minimization) al-

---

**Algorithm 3 SCAFFOLD-Catalyst-S**

**Server Input:** regularization $\theta$, initial meta-iterate $\bar{x}^0$, probability of communication $p \in (0, 1]$

**Client Input:** local function $f_i$

for $t = 0, 1, \ldots$ do

- **communicate** $\bar{x}^t$ to all clients

  **for** each client $i$ in parallel **do**

  - set $f^\theta_i(z, \xi) := f_i(z, \xi) + \frac{\theta}{2} \|x - \bar{x}^t\|^2 - \frac{\theta}{2} \|y - \bar{y}\|^2$

  **end for**

  $\bar{x}^{t+1} \leftarrow$ SCAFFOLD-S($\{f^\theta_i\}$, $p$)

**end for**
where the last inequality follows from contractivity of the we take \( \theta \)
which accelerate client iterates. In fact, it was proven in (Yuan & Ma, 2020) that Nesterov accelerated iterates are not initial-value stable; that is, two different instances of Nesterov acceleration may drift exponentially far apart in a finite number of local steps.

Using the catalyst framework to accelerate federated learning does not suffer from the same issues. Let \( G_i^t(z; \bar{z}_i) \) be the gradient mapping for the \( i \)-th client at the \( t \)-th meta iterate evaluated at \( z \). First, observe that the client heterogeneity doesn’t change by using catalyst:

\[
\| G_i^t(z; \bar{z}_i) - G_j^t(z; \bar{z}_j) \|^2 \\
= \| G_i(z) - \theta(z - \bar{z}_i) - G_j(z) + \theta(z - \bar{z}_j) \|^2 \\
= \| G_i(z) - G_j(z) \|^2
\]

Second, under regularization, client iterates are encouraged to be closer together. When using SCAFFOLD-S, the gradient mapping direction approximates the global gradient to be closer together. When using SCAFFOLD-S, the gradient mapping for the \( i \)-th client is:

\[
\text{Hessian of } G_i(z) = \sum_{j=1}^{c_i} w_j (G_j(z) - G_i(z)),
\]

where \( c_i \) is the number of local steps.

The last inequality follows from contractivity of the gradient. Therefore, increasing \( \theta \) can actually reduce the error from client drift. In fact, in the limiting case where we take \( \theta \to \infty \), all clients are solving the same quadratic minimization problem, and will converge to the same point.

With this intuition and an appropriate choice of \( \theta \), we get the following guarantee:

**Theorem 3.** Given that \( \{f_i\} \) are all \( \beta \)-smooth and \( \mu \)-strongly convex for \( \mu > 0 \), the output of SCAFFOLD-Catalyst-S, \( z' \), has \( \| z' - z^* \|^2 \leq \epsilon \) in

\[
\tilde{O}(\min\{\frac{\beta}{\mu}, \frac{p\beta^2}{\mu^2}, \frac{p\sigma^2}{\mu^2\epsilon^2}, \frac{p^{1/2}\beta\sigma}{\mu^2\epsilon^{1/2}}, \frac{\beta\zeta}{\mu^2\epsilon^{1/2}}\})
\]

communication rounds, given appropriate choices of \( \theta \) and step-sizes.

**Proof Sketch.** First assume that \( \sigma = 0 \) and that \( \zeta \) is arbitrarily large. Then if we set \( \theta = \beta - \mu \), SCAFFOLD-Catalyst-S will find a good solution to the regularized objective (15) in \( \tilde{O}(\frac{(\beta - \mu)^2}{\mu}) = \tilde{O}(1) \) number of communication rounds. On the other hand, the meta-iterates are iterates of the proximal point algorithm (Rockafellar, 1970) which will converge in \( \tilde{O}(\frac{\beta + \mu}{\mu}) \) meta-iterations. Thus, under arbitrary heterogeneity, the communication complexity of SCAFFOLD-Catalyst-S is \( \tilde{O}(\frac{\beta}{\mu}) \).

In the low client heterogeneity case, precisely, \( \zeta = o(\mu^{1/2}) \), we can set \( \theta = \epsilon \mu \) for some constant \( \epsilon \) that can include 0, we get \( \tilde{O}(\frac{\theta + \mu}{\mu}) = \tilde{O}(1) \) meta-iterations. On the other hand, SCAFFOLD-S will find a good solution to the regularized objective (15) in \( \tilde{O}(\frac{p\beta^2}{(\mu + 1)\mu^2} + \frac{\beta\zeta}{(\mu + 1)\mu^{1/2}}) \) iterations (under low client heterogeneity). Therefore in this setting, SCAFFOLD-Catalyst-S has a communication complexity of \( \tilde{O}(\frac{p\beta^2}{\mu} + \frac{\beta\zeta}{\mu^{1/2}}) \).

We can now compare to the Minibatch Mirror-prox rate in Table 1. In the regime of \( \sigma = 0 \), which is where the Minibatch Mirror-prox rate is valid, we can see that SCAFFOLD-Catalyst-S matches it under arbitrary client heterogeneity, and can improve past the Minibatch Mirror-prox rate when client heterogeneity is low.

**Remark 2.** Handling noise and client heterogeneity in the proof of Theorem 3 requires additional work beyond the proofs of (Lin et al., 2015) or (Balamurugan & Bach, 2016), which analyze catalyst only on algorithms with linear rates (i.e. exponentially decreasing function value or distance to optimum).

### 6. Experiments

We run experiments to compare the communication round complexities of Minibatch Mirror Descent (MD), Minibatch Mirror-prox (MP), FedAvg-S, SCAFFOLD-S, and SCAFFOLD-Catalyst-S. The experiments show that (i) SCAFFOLD-Catalyst-S is more resilient to client data heterogeneity and ill-conditioning (i.e., larger \( \kappa \)) than other methods, and (ii) local steps can increase convergence speed with cross-client variance reduction.

**Setup** We study the performance of Minibatch MD, Mini-batch MP, FedAvg-S, SCAFFOLD-S, and SCAFFOLD-Catalyst-S on the following federated minimax problem:

\[
\min_{x \in \mathbb{R}^m} \max_{y \in \mathbb{R}^d} - \frac{1}{2} \frac{1}{n} \sum_{i=1}^{n} \| y \|^2 - b_i^T y + y^T A_i x + \frac{\lambda}{2} \| x \|^2
\]

in the language of our original formulation (1),

\[
f_i(x, y) := - \frac{1}{2} \| y \|^2 - b_i^T y + y^T A_i x + \frac{\lambda}{2} \| x \|^2
\]

This is a saddle-point formulation of linear regression.
Figure 1. From left to right, all five federated minimax optimization algorithms on \( s = 0 \) (i.e. clients homogeneous, condition number 1), \( s = 5 \), and \( s = 10 \). Each curve is the best curve obtained from the three stepsize choices \( \gamma_l = \{0.1, 0.05, 0.01\}/\max(s, 1) \). SCAFFOLD-Catalyst-S maintains its performance even as the client data becomes more heterogeneous and the condition number increases.

Learning rates for each algorithm were chosen as constant with \( \gamma_q = \gamma_l = \{0.1, 0.05, 0.01\}/\max(s, 1) \), except for FedAvg-S, which had its stepizes set as \( \gamma_l/(\sqrt{k}+1) \) (where \( k \) is defined as in Section 4), as we observed empirically that constant stepsize FedAvg-S caused FedAvg-S’s convergence to stall out prematurely. \( \tau \) is set deterministically for simplicity as \( \tau = 20 \). Furthermore, all gradients are calculated noiselessly, i.e. \( \sigma = 0 \). For SCAFFOLD-Catalyst-S, we set \( \theta = 1 \) in all experiments.

Our training curve results are in Figure 1. We condense the curves into Figure 2, where we can see a clear story: as \( s \) increases, all methods other than SCAFFOLD-Catalyst-S degrade. As predicted by the theory, SCAFFOLD-Catalyst-S is resilient against ill-conditioning and client data heterogeneity. Furthermore, SCAFFOLD-Catalyst-S can take advantage of local steps, which we can observe from its outperformance of Minibatch Mirror-prox.

Figure 2. Comparison of the five federated minimax optimization algorithms after 500 communication rounds over \( s \). SCAFFOLD-Catalyst-S maintains its performance over all \( s \in [0, 15] \), while the other algorithms degrade as client heterogeneity and condition number increase.

with \( L_2 \) regularization, as shown in (Du & Hu, 2019). This fact was used for experimental evaluation in (Mokhtari et al., 2020). We generate our dataset as follows: first, choose a value for parameter \( s \): \( s \) will control how ill-conditioned the problem is and how heterogeneous the clients are. Next we sample \( b_i \sim \mathcal{N}(0, s^2 I_d) \), and set \( b_i = b_i - \frac{1}{n} \sum_{j=1}^n b_j \). Then we sample \( A_i \) by first generating a vector \( a_i \sim \mathcal{N}(1^d, s^2 I_d) \) (where \( 1^d \) is the vector of all ones of dimension \( d \)), and we threshold \( a_i \) so that each entry is at least 1. Finally, we set \( A_i = \text{diag}(a_i) \), where \( \text{diag}(v) \) is the diagonalization of \( v \) into a matrix. Here, \( d = 10 \) and \( n = 10 \). One thing to observe is that \( \frac{1}{n} \sum_{i=1}^n b_i = 0 \), so solution quality is measured by \( x \)'s distance from the \( d \)-dimensional zero vector. We set \( \lambda = 0.00001 \).

From this, we can see that \( s \) controls (1) client data heterogeneity by controlling the heterogeneity in the solutions to each \( f_i \), and (2) controls the condition number of \( A_i \) by controlling the ratio between the maximum and minimum singular values.

7. Conclusion

In this work, we have established communication complexity upper bounds for the widely-used federated optimization algorithms FedAvg and SCAFFOLD in the minimax setting. We find that these complexity bounds are worse than the Minibatch Mirror-prox baseline by a factor of \( \kappa \) because both FedAvg and SCAFFOLD are not accelerated algorithms. We then proposed an accelerated federated minimax optimization algorithm, SCAFFOLD-Catalyst-S, and showed it enjoyed fast convergence properties both in theory and in experiments. Future work includes proving tight lower bounds for federated minimax optimization and extending the catalyst acceleration framework to the federated minimization setting. Some care will be needed to extend these results to the federated minimization setting in full generality (with noise and heterogeneity terms), as the analysis requires the use of Nesterov acceleration machinery.
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Algorithm 4 FedAvg-S(\(\{f_i\}, p\))

**Server Input:** initial \(z^0\), probability of communication \(p\)

**Client Input:** Stepsize \(\gamma\)

set \(z^0 = z^0\)

for \(k = 0, 1, \ldots\) do

Flip a coin \(c_k\); \(c_k = 1\) w.p. \(p\), and \(c_k = 0\) otherwise

for each client \(i\) in parallel do

\(g^k_i \leftarrow \hat G_i(z^k)\)

\(z^{k+1}_i \leftarrow z^k_i - \gamma g^k_i\)

if \(c_k = 1\) then

Clients communicate \(\sum_{i=k'} g^k_i\) to server

Server broadcasts \(\frac{1}{n} \sum_{i=1}^{n} \sum_{i=k'} g^k_i\)

Server broadcasts \(\hat z^{k+1} \leftarrow \hat z^{k+1}\)

end if

end for

end for

A. Discussion of (Beznosikov et al., 2020)

While preparing our manuscript, we became aware of (Beznosikov et al., 2020), which is a preliminary work on local step methods for federated minimax optimization. Their work obtains via their Extra Step Local SGD (disregarding constant factors)

\[
E \|z' - z^*\|^2 \leq \|z^0 - z^*\|^2 \exp(-\mu \gamma K) + \frac{\gamma \sigma^2}{n \mu} + \frac{\tau^3 \gamma^2 \beta^2 (\sigma^2 + \zeta^2)}{\mu^2} \tag{20}
\]

On the other hand, we obtain using FedAvg-S

\[
E \|z' - z^*\|^2 \leq \frac{\beta^2}{\mu^2} \|z^0 - z^*\|^2 \exp(-\mu \gamma K) + \frac{\gamma \sigma^2}{n \mu} + \frac{\gamma^2 \beta^2 \zeta^2}{p^2 \mu^2} + \frac{\gamma^2 \beta^2 \sigma^2}{p \mu^2} \tag{21}
\]

where \(z'\) is the output of the algorithms. That is, they lose a factor of \(p\) in the heterogeneity term and two factors of \(p\) with respect to the second noise term (setting \(p = \frac{1}{2}\) for comparison). Losing factors of \(p\) (or \(\tau\)), makes communication complexity worse, and we can see that our FedAvg-S result strictly improves over their Extra Step Local SGD result (disregarding log factors).

Extra Step Local SGD is just FedAvg-S with the local Mirror Descent steps replaced by local Mirror-prox steps, and Mirror-prox is an accelerated algorithm. Losing a factor of \(p\) in the term bounding client drift shows that they found client drift hard to control when using this accelerated algorithm at the client level. This suggests that our intuition about client-level acceleration might be true: client-level acceleration in the presence of heterogeneous clients can be harmful to convergence and communication complexity due to how it can amplify client drift.

B. FedAvg-S

In this section, we let \(V_k = \frac{1}{n} \sum_{i=1}^{n} \|z^k - \hat z^k_i\|^2\), \(\sigma_k = \frac{1}{n} \sum_{i=1}^{n} \|G_i(\hat z^k) - G_i(z^*)\|^2\), where \(\hat z^k\) is the last synchronized iterate at or before iteration \(k\). We also use the shorthand \(E_k[\cdot]\) as taking expectation conditioned on everything up to iteration \(k\). We present a detailed description of FedAvg-S in Algorithm 4.

**Theorem 4.** If we set

\[
\gamma = \gamma_g = \gamma = \min\{\gamma_{\text{max}}, \log(\max\{2, \min\{\frac{a \mu^2 K^2}{c_1}, \frac{a \mu^3 K^3}{c_2}\}\})\} \tag{22}
\]
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where \( a = \frac{\|z^0 - z^*\|^2}{2} \), \( c_3 = \frac{1}{4} \), \( c_1 = \frac{\sigma^2}{2n} \), \( c_2 = \frac{2\beta^2}{\mu} \left( \frac{4\zeta^2}{p^2} + \frac{2\sigma^2}{p} \right) \), \( \gamma_{\text{max}} = \frac{\mu}{4\beta^2} \), and let \( w_k = (1 - \frac{2\mu}{\beta})^{1-k} \) such that we return \( \frac{1}{W_K} \sum_{k=0}^{K} w_k z^k \), \( c = 9 \), and \( W_K = \sum_{k=0}^{K} w_k \), then FedAvg-S an upper bound on expected communication complexity of

\[
\hat{O}(p\beta^2 \frac{\mu^2}{\mu^2} + p\sigma^2 \frac{\sigma^2}{\mu p} + \frac{p^{1/2} \beta \sigma}{\mu^{3/2} e} 1/2 + \frac{\beta \zeta}{\mu^2 e} 1/2)
\]

with respect to \( \text{Gap}^*(\cdot) \), and an expected communication complexity of

\[
\hat{O}(p\beta^2 \frac{\mu^2}{\mu^2} + p\sigma^2 \frac{\sigma^2}{\mu p} + \frac{p^{1/2} \beta \sigma}{\mu^{3/2} e} 1/2 + \frac{\beta \zeta}{\mu^2 e} 1/2)
\]

with respect to distance to optimum.

**Proof.** From Lemma 2, we know that

\[
\text{Gap}^*(z^k) \leq \left( 1 - \gamma \mu + \frac{2\mu}{\beta} \right) \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 + \frac{2\beta^2}{\mu} \| V_k \| + \frac{\gamma \sigma^2}{2n} \| g_k \|^2
\]

Taking full expectation, using Lemma 4, and setting \( \alpha = 2 \),

\[
\mathbb{E} \text{Gap}^*(z^k) \leq \left( 1 - \frac{2\mu}{\beta^2} \right) \mathbb{E} \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 + \frac{\beta^2}{\mu} \mathbb{E} V_k + \frac{\gamma \sigma^2}{2n}
\]

\[
= \left( 1 - \frac{2\mu}{\beta^2} + \frac{\gamma \sigma^2}{2n} \right) \mathbb{E} \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 + \left( \frac{\beta^2}{\mu} + \frac{\beta \gamma^2}{2n} \right) \mathbb{E} V_k + \frac{\gamma \sigma^2}{2n}
\]

With our stepsize choice \( \gamma \leq \frac{\beta}{\mu} \leq \frac{1}{\mu} \),

\[
\mathbb{E} \text{Gap}^*(z^k) \leq \left( 1 - \frac{2\mu}{\beta^2} + \frac{\gamma \sigma^2}{2n} \right) \mathbb{E} \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 + \left( \frac{\beta^2}{\mu} + \frac{\beta \gamma^2}{2n} \right) \mathbb{E} V_k + \frac{\gamma \sigma^2}{2n}
\]

Using Lemma 3,

\[
\mathbb{E} \text{Gap}^*(z^k) \leq \left( 1 - \frac{2\mu}{\beta^2} + \frac{\gamma \sigma^2}{2n} \right) \mathbb{E} \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 + \frac{2\beta^2}{\mu} \mathbb{E} V_k + \frac{\gamma \sigma^2}{2n}
\]

If we let \( \gamma \leq \frac{\mu}{4\beta^2} \),

\[
\mathbb{E} \text{Gap}^*(z^k) \leq \left( 1 - \frac{2\mu}{\beta^2} + \frac{\gamma \sigma^2}{2n} \right) \mathbb{E} \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 + \frac{2\beta^2}{\mu} \mathbb{E} V_k + \frac{\gamma \sigma^2}{2n}
\]

Taking a weighted average with \( w_k = (1 - \frac{2\mu}{\beta})^{1-k} \) and \( \sum_{k=0}^{K} w_k = W_K \), we get that

\[
\frac{1}{W_K} \sum_{k=0}^{K} w_k \mathbb{E} \text{Gap}^*(z^k) \leq \left( \frac{2\gamma \mu}{2\gamma W_K} + \frac{\gamma \sigma^2}{2n} \right) \mathbb{E} \| z^0 - z^* \|^2 + \frac{2\beta^2}{\mu} \left( \frac{4\zeta^2}{p^2} + \frac{2\sigma^2}{p} \right) + \frac{\gamma \sigma^2}{2n}
\]

Now using Lemma 5 and convex-concavity, we have for \( z' = \frac{1}{W_K} \sum_{k=0}^{K} w_k z^k \),

\[
\mathbb{E} \text{Gap}^*(z') = \hat{O} \left( \frac{a \exp(-c_3 \mu \gamma_{\text{max}} K)}{\gamma_{\text{max}}} + \frac{c_1}{c_3 \mu K} + \frac{c_2}{c_3 \mu K^2} \right)
\]

where \( a = \frac{\|z^0 - z^*\|^2}{2} \), \( c_3 = \frac{1}{4} \), \( c_1 = \frac{\sigma^2}{2n} \), \( c_2 = \frac{2\beta^2}{\mu} \left( \frac{4\zeta^2}{p^2} + \frac{2\sigma^2}{p} \right) \), \( \gamma_{\text{max}} = \frac{\mu}{4\beta^2} \), and

\[
\gamma = \min \left\{ \gamma_{\text{max}}, \log \left( \max \left\{ 2, \min \left\{ \frac{a \mu^2 K^2}{c_1}, \frac{a \mu \zeta K^3}{c_2} \right\} \right\} \right) \right\}
\]
By strong convex-concavity, we also have that
\[ E \|z' - z^*\|^2 = \tilde{O}(\frac{\mu \exp(-c_3 \mu \max K)}{\mu \gamma_{\max}^2} + \frac{c_1}{c_3 \mu^2 K^2} + \frac{c_2}{2} \gamma_{\max}^2 K^2) \] (35)

By solving both of these convergence rates for \( \epsilon \) and multiplying by \( p \), we get the communication complexities in the theorem statement.

\section*{C. \textbf{SCAFFOLD-S}}

In this section, we let \( V_k = \frac{1}{n} \sum_{i=1}^n \|z^k - z_i^k\|^2 \), \( \sigma_k = \frac{1}{n} \sum_{i=1}^n \|G_i(z^k) - G_i(z^*)\|^2 \), where \( z^k \) is the last synchronized iterate at or before iteration \( k \). We also use the shorthand \( E_k[\cdot] \) as taking expectation conditioned on everything up to iteration \( k \).

We have three theorems for SCAFFOLD-S, which correspond to different choices for \( \gamma_l \) and \( \gamma_g \). Altogether, they combine to give us the guarantee in Theorem 2.

\textbf{Remark 3.} Note that we can obtain the statement of Theorem 2 with only Theorem 5 and Theorem 7. However, we provide Theorem 6 to show that the communication complexity is still quite good in the worst case even under a non-trivial \( \gamma_l \) setting. For comparison with prior work, SCAFFOLD (Karimireddy et al., 2020b) in fact sets \( \gamma_l \) to be extremely low–nearly zero if \( \sigma^2 \) is large–to get their rate of \( \frac{\beta}{\mu} + \frac{\sigma^2}{n \mu^2 \gamma^2} \). By doing this, they avoid incurring a term that is roughly \( \frac{\beta \gamma^2}{\mu^2 \gamma^2} \), which is exactly the sort of extra term we incur in our Theorem 6 where we do not set \( \gamma_l \) extremely small (up to \( \sqrt{n} \), which is expected as mentioned in the main paper).

\subsection*{C.1. Arbitrary Heterogeneity: Zero Local Stepsize}

\textbf{Theorem 5.} If we set
\[ \gamma_l = 0, \quad \gamma_g = \frac{p \mu}{4 \beta^2} \] (36)
and \( w_k = (1 - \frac{pn^2}{2 \beta^2})^{1-k} \) then SCAFFOLD-S has a communication complexity of
\[ \tilde{O}(\frac{\beta^2}{\mu^2}) \] (37)
wrt both Gap* and distance to optimum.

\textbf{Proof.} Let \( \tau_k \) be the number of steps since the last synchronized iterate on iterate \( k \).
\[ E_k \|z^{k+1} - z^*\|^2 \leq (1 - p) \|z^k - z^*\|^2 + p E_k \|z^k - \gamma_g \tau_k G(z^k) - z^*\|^2 \] (38)
\[ = \|z^k - z^*\|^2 - 2 \gamma_g p \tau_k G(z^k), z^k - z^* + p \gamma_g^2 \tau_k^2 \|G(z^k) - G(z^*)\|^2 \] (39)

Taking full expectation and noting that \( p = \frac{1}{E \tau_k} \),
\[ E \|z^{k+1} - z^*\|^2 \leq E \|z^k - z^*\|^2 - 2 \gamma_g E G(z^k), z^k - z^* + \gamma_g^2 \beta^2 \] (41)

Using strong convex-concavity,
\[ E \text{Gap}^*(z^k) \leq \frac{E \|z^k - z^*\|^2 - E \|z^{k+1} - z^*\|^2}{2 \gamma_g} - \frac{\mu}{2} E \|z^k - z^*\|^2 + \gamma_g \beta^2 E \|z^k - z^*\|^2 \] (42)

If we take \( \gamma_g = \frac{p \mu}{4 \beta^2} \), then we get
\[ E \text{Gap}^*(z^k) \leq \frac{E \|z^k - z^*\|^2 - E \|z^{k+1} - z^*\|^2}{2 \gamma_g} - \frac{\mu}{4} E \|z^k - z^*\|^2 \] (43)
\[ = \frac{1 - \gamma_g \mu}{2 \gamma_g} E \|z^k - z^*\|^2 - E \|z^{k+1} - z^*\|^2 \] (44)
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So by setting \( w_k = (1 - \frac{\gamma g}{2})^{1-k} \), we get that

\[
\frac{1}{W_K} \sum_{k=0}^{K} w_k \mathbb{E} \text{Gap}^*(z^k) \leq \frac{\|z^0 - z^*\|^2}{2\gamma g} \exp(-\gamma g \mu K)
\]  \hspace{1cm} (45)

Using convex-concavity we have that if \( z' := \frac{1}{W_K} \sum_{k=0}^{K} w_k z^k \),

\[
\mathbb{E} \text{Gap}^*(z') \leq \frac{\|z^0 - z^*\|^2}{2\gamma g} \exp(-\gamma g \mu K)
\]  \hspace{1cm} (46)

with our setting of \( \gamma_g = \frac{4}{\beta^2} \).

Which leads to the communication complexity in the theorem statement, by solving for \( \epsilon \) and multiplying by \( p \). With respect to distance from optimum, we can again use strong convex-concavity to get

\[
\mathbb{E} \|z' - z^*\|^2 \leq \frac{4\beta^2 \|z^0 - z^*\|^2}{p} \exp(-\frac{p\mu^2}{4\beta^2 K})
\]  \hspace{1cm} (47)

which leads to the same communication complexity.

\[\Box\]

C.2. Arbitrary Heterogeneity: Scaled Stepsizes

**Theorem 6.** If we set \( \gamma := \gamma_l = \gamma_g \), such that

\[
\gamma = \min\{\gamma_{\max}, \log(\max(2, \min\{\alpha K^2/c_1, \alpha^3 K^3/c_2\}\}))\}
\]  \hspace{1cm} (49)

where \( a = \frac{\|z^0 - z^*\|^2}{2} + \frac{2\beta^2}{\mu} H \gamma^3 \sigma_0^2 \), \( c_1 = \frac{\sigma^2}{2n} \), \( c_2 = \frac{8\beta^2}{\mu} \), \( \gamma_{\max} = \frac{p\mu}{80\beta^2} \), \( c_3 = \frac{1}{8} \), \( H = \frac{64(1-p)(2+p)(8+p)}{12p^3} \), and set \( w_k = (1 - \frac{\gamma g}{2})^{1-k} \), **SCAFFOLD-S** has an upper bound on expected communication complexity of

\[
\tilde{O}(\frac{p\sigma^2}{n\mu\epsilon} + \frac{p^{1/2}\beta \sigma}{\mu^{3/2}\epsilon^{1/2}} + \frac{\beta^2}{\mu^2})
\]  \hspace{1cm} (50)

with respect to \( \text{Gap}^*(\cdot) \) and

\[
\tilde{O}(\frac{p\sigma^2}{n\mu^2\epsilon} + \frac{p^{1/2}\beta \sigma}{\mu^2\epsilon^{1/2}} + \frac{\beta^2}{\mu^2})
\]  \hspace{1cm} (51)

with respect to distance to optimum.

**Proof.** From Lemma 2, we know that

\[
\text{Gap}^*(z^k) \leq \frac{(1 - \gamma \mu + \frac{\gamma^2 \beta^2}{\alpha})\|z^k - z^*\|^2 - \mathbb{E}_{k} \|z^{k+1} - z^*\|^2}{2\gamma} + \frac{\alpha \beta^2}{2\mu} V_k + \frac{\gamma}{2} \mathbb{E}_k \|g^k\|^2
\]  \hspace{1cm} (52)

Taking full expectation and using Lemma 4 to bound the last term,

\[
\mathbb{E} \text{Gap}^*(z^k) \leq \frac{(1 - \gamma \mu + \frac{\gamma^2 \beta^2}{\alpha})\|z^k - z^*\|^2 - \mathbb{E} \|z^{k+1} - z^*\|^2}{2\gamma} + \frac{\alpha \beta^2}{2\mu} \mathbb{E} V_k + \frac{\gamma \sigma^2}{2n}
\]  \hspace{1cm} (53)
This implies that if we choose $\alpha = 2$,
\[
\sum_{k=0}^{K} w_k \mathbb{E} \text{Gap}^*(z^K) \leq \sum_{k=0}^{K} w_k \left[ \left( \frac{1 - \frac{\gamma 2 \beta^2}{2}}{\mu} + \frac{\gamma^2 \beta^2}{2} \right) \mathbb{E} \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 \right] \frac{2}{\gamma}
\]
\[
+ \frac{\beta^2}{\mu} \mathbb{E} V_k \sum_{k=0}^{K} w_k
\]
\[
+ \frac{\gamma \sigma^2}{2n} W_K
\]
(54) (55) (56) (57)

Now using Lemma 1, recall that with $H = \frac{64(1-p)(2+p)(8+p)}{12p^2}$ and stepsizes $\gamma \leq \frac{p}{4 \beta^2 (1-p)(2+p)}$, $\gamma \leq \frac{p}{2 \mu}$,
\[
\sum_{k=0}^{K} w_k \mathbb{E} V_k \leq \frac{64(1-p)(2+p)\beta^2 \gamma^2}{3p^2} \left( 2 + \frac{8}{1-p} \right) \sum_{k=0}^{K} w_k \| z^k - z^* \|^2 + H \gamma^2 \sigma_0^2 + \frac{4(1-p)\gamma^2 \sigma^2 W_K}{p}
\]
(58)

We add more stepsizes restrictions: we choose $\gamma$ such that
\[
\frac{64(1-p)(2+p)\beta^2 \gamma^2}{3p^2} \left( 2 + \frac{8}{1-p} \right) \leq \frac{\mu}{16} \implies \gamma \leq \frac{p \mu \sqrt{3}}{\beta^2 \sqrt{1024(1-p)(2+p)(2 + \frac{8}{1-p})}}
\]
(59)

Then we get
\[
\sum_{k=0}^{K} w_k \mathbb{E} V_k \leq \frac{\mu^2}{16 \beta^2} \sum_{k=0}^{K} w_k \| z^k - z^* \|^2 + H \gamma^2 \sigma_0^2 + \frac{4(1-p)\gamma^2 \sigma^2 W_K}{p}
\]
(60)

Plugging this back into (54)
\[
\sum_{k=0}^{K} w_k \mathbb{E} \text{Gap}^*(z^k) \leq \sum_{k=0}^{K} w_k \left[ \left( \frac{1 - \frac{\gamma 2 \beta^2}{2}}{\mu} + \frac{\gamma^2 \beta^2}{2} + \frac{\gamma^2 \beta^2}{2} \right) \mathbb{E} \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 \right] \frac{2}{\gamma}
\]
\[
+ \frac{\gamma \sigma^2}{2n} W_K + \frac{\beta^2}{\mu} \frac{\gamma \sigma^2}{2n} W_K + \frac{\beta^2}{\mu} \frac{4(1-p)\gamma^2 \sigma^2 W_K}{p}
\]
(61) (62) (63)

If we also make sure $\gamma^2 \beta^2 \leq \frac{\gamma 2 \mu}{8}$ $\implies$ $\gamma \leq \frac{\mu}{8 \beta^2}$ and $\gamma \leq \frac{1}{\beta} \leq \frac{1}{\mu}$, then
\[
\sum_{k=0}^{K} w_k \mathbb{E} \text{Gap}^*(z^k) \leq \sum_{k=0}^{K} w_k \left[ \left( \frac{1 - \frac{\gamma 2 \beta^2}{2}}{\mu} + \frac{\gamma^2 \beta^2}{2} \right) \mathbb{E} \| z^k - z^* \|^2 - \mathbb{E} \| z^{k+1} - z^* \|^2 \right] \frac{2}{\gamma}
\]
\[
+ \frac{\gamma \sigma^2}{2n} W_K + \frac{2 \beta^2}{\mu} H \gamma^2 \sigma_0^2 + \frac{4(1-p)\gamma^2 \sigma^2 W_K}{p}
\]
(64) (65)

With the choice of $w_k = (1 - \frac{\gamma 2 \mu}{8})^{1-k}$, this implies along with convexity and letting the output be $z' = \frac{1}{W_K} \sum_{k=0}^{K} w_k z^k$ with $\sum_{k=0}^{K} w_k = W_K$,
\[
\mathbb{E} \text{Gap}^*(z') \leq \left[ \frac{\| z_0 - z^* \|^2}{2} - \frac{\mu K}{8} \gamma \frac{\beta^2}{\mu} H \gamma^2 \sigma_0^2 \exp(-\frac{\gamma K \mu}{8}) \right] + \frac{\gamma \sigma^2}{2n} W_K + \frac{8 \beta^2 \sigma^2 \gamma^2}{p \gamma \mu}
\]
(66)

With the stepsizes constraints $\gamma \leq \min\{ \frac{1}{\beta}, \frac{\mu}{8 \beta^2}, \frac{pp \sqrt{2048 (1-p)(2+p) + 4096 (2+p)}}{2 \mu}, \frac{p}{4 \beta^2 (1-p)(2+p)} \}$, choosing $\gamma \leq \frac{pp \sqrt{2048 (1-p)(2+p) + 4096 (2+p)}}{2 \mu}$ satisfies all constraints.
We now apply Lemma 5. If we then let $a = \frac{\|z^* - z\|^2}{2} + \frac{2\beta^2}{\mu} H_\gamma^2 \sigma_o^2$, $c_1 = \frac{\sigma^2}{2\gamma}$, $c_2 = \frac{8\beta^2\sigma^2}{\mu}$, $\gamma_{\text{max}} = \frac{p\mu}{80\beta\gamma}$, $c_3 = \frac{1}{\gamma}$ and choose

$$
\gamma = \min\left\{\gamma_{\text{max}}, \log\left(\max\left\{2, \min\left\{\frac{a\gamma_{\text{max}}^2}{c_1}, \frac{a\gamma_{\text{max}}^3}{c_2}\right\}\right\}\right) \right\}
$$

(67)

then we get via convex-concavity

$$
\mathbb{E} \text{Gap}^*(z') = \tilde{O}\left(\frac{a \exp\left(-c_3 \mu \gamma_{\text{max}}^2 K\right)}{\gamma_{\text{max}}} \right) + \frac{c_1}{c_3 \mu K} + \frac{c_2}{c_3 \mu^2 K^2}
$$

(68)

and by strong convex-concavity

$$
\mathbb{E} \|z' - z^*\|^2 = \tilde{O}\left(\frac{a \exp\left(-c_3 \mu \gamma_{\text{max}}^2 K\right)}{\mu \gamma_{\text{max}}} \right) + \frac{c_1}{c_3 \mu K^2} + \frac{c_2}{c_3 \mu^3 K^2}
$$

(69)

Solving for $\epsilon$ and multiplying by $p$ for both gives the communication complexity bounds given in the theorem.

C.2.1. Client Drift Under Scaled Stepsizes

**Lemma 1.** For SCAFFOLD-S, with stepsize $\gamma_t = \gamma_g = \gamma \leq \frac{p}{4 \beta \sqrt{(1-p)(2+p)}}$, $\gamma \leq \frac{p}{2p}$,

$$
\sum_{k=0}^{K} w_k \mathbb{E} V_k \leq \frac{64(1-p)(2+p)\beta^2 \gamma^2}{3p^2}(2 + \frac{8}{1-p}) \sum_{k=0}^{K} \left( \mathbb{E} \|z_k - z^*\|^2 + H \gamma^2 \mathbb{E} \sigma_0^2 + \frac{4(1-p)\gamma^2 \sigma^2 W_K}{p} \right)
$$

(70)

**Proof.** This proof is similar to that of (Gorbunov et al., 2020).

$$
\mathbb{E} V_{k+1} = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \|z_{i,k} - z_{k+1}\|^2
$$

(71)

$$
= \frac{1-p}{n} \sum_{i=1}^{n} \mathbb{E} \|z_i^k - g_i^k - z^k + g_i^k\|^2
$$

(72)

$$
= \frac{1-p}{n} \sum_{i=1}^{n} \mathbb{E} \|z_i^k - z^k - \gamma g_i^k + \gamma g_i^k\|^2 + \frac{(1-p)\gamma^2}{n} \sum_{i=1}^{n} \mathbb{E} \|g_i^k - g_i^k - (g_i^k - g_i^k)\|^2
$$

(73)

$$
\leq (1 - \frac{p}{2}) V_k + \frac{(1-p)(2+p)\gamma^2}{pm} \sum_{i=1}^{n} \mathbb{E} \|g_i^k\|^2 + \frac{(1-p)\gamma^2}{p} \sum_{i=1}^{n} \mathbb{E} \|g_i^k - g_i^k\|^2
$$

(74)

Taking full expectation together with Lemma 4, and letting $r_k := \mathbb{E} \|z_k - z^*\|^2$,

$$
\mathbb{E} V_{k+1} \leq (1 - \frac{p}{2}) V_k + \frac{(1-p)(2+p)\gamma^2}{pm} \sum_{i=1}^{n} \mathbb{E} \|g_i^k\|^2 + \frac{(1-p)\gamma^2}{n} \sum_{i=1}^{n} \mathbb{E} \|g_i^k - g_i^k\|^2
$$

(75)

$$
\leq (1 - \frac{p}{4}) V_k + \frac{(1-p)(2+p)\gamma^2}{p} [4\beta^2 \mathbb{E} V_k + 4\beta^2 r_k + 2 \mathbb{E} \sigma_k] + (1-p)\gamma^2 \sigma^2
$$

(76)

If we take $\gamma$ s.t. $\frac{(1-p)(2+p)4\beta^2 \gamma^2}{p} \leq \frac{p}{4}$ implies $\gamma \leq \frac{p}{4 \beta \sqrt{(1-p)(2+p)}}$ then

$$
\mathbb{E} V_{k+1} \leq (1 - \frac{p}{4}) V_k + \frac{(1-p)(2+p)\gamma^2}{p} [4\beta^2 r_k + 2 \mathbb{E} \sigma_k] + (1-p)\gamma^2 \sigma^2
$$

(77)

By unrolling we get

$$
\mathbb{E} V_{k+1} \leq \frac{(1-p)(2+p)\gamma^2}{p} \sum_{l=0}^{k} (1 - \frac{p}{4})^{k-l} [4\beta^2 r_l + 2 \mathbb{E} \sigma_l] + (1-p)\gamma^2 \sigma^2 \sum_{l=0}^{k} (1 - \frac{p}{4})^{k-l}
$$

(79)
And so altogether
\[
\sum_{k=0}^{K} w_k \mathbb{E} V_k \leq \frac{(1-p)(2+p)\gamma^2}{(1-\frac{p}{4})p} \sum_{k=0}^{K} \sum_{l=0}^{k} (1 - \frac{p}{4})^{k-l} w_k [4\beta^2 r_l + 2 \mathbb{E} \sigma_l] \quad (80)
\]
\[
\frac{(1-p)\gamma^2\sigma^2}{n} \sum_{k=0}^{K} \sum_{l=0}^{k} (1 - \frac{p}{4})^{k-l-1} w_k \quad (81)
\]

Observe that if \( \gamma \leq \frac{p}{2n} \),
\[
w_k = (1 - \gamma^H \frac{8}{8})^{-k-1+1}(1 - \gamma^H \frac{8}{8})^{-i} \leq w_{k-1}(1 + \gamma^H \frac{8}{4}) \leq w_{k-1}(1 + \frac{p}{8}) \quad (82)
\]
And so
\[
\sum_{k=0}^{K} \sum_{l=0}^{k} (1 - \frac{p}{4})^{k-l} w_k [4\beta^2 r_l + 2 \mathbb{E} \sigma_l] \leq \sum_{k=0}^{K} \sum_{l=0}^{k} \frac{8}{p} \sum_{k=0}^{K} w_k [4\beta^2 r_l + 2 \mathbb{E} \sigma_l] \quad (83)
\]
\[
\leq \sum_{k=0}^{K} \sum_{l=0}^{k} (1 - \frac{p}{8})^{k-l} w_l [4\beta^2 r_l + 2 \mathbb{E} \sigma_l] \quad (84)
\]
\[
\leq (\sum_{k=0}^{K} w_k [4\beta^2 r_l + 2 \mathbb{E} \sigma_l])(\sum_{k=0}^{\infty} (1 - \frac{p}{8})^k) \quad (85)
\]
\[
= \frac{8}{p} \sum_{k=0}^{K} w_k [4\beta^2 r_l + 2 \mathbb{E} \sigma_l] \quad (86)
\]

and also
\[
\sum_{k=0}^{K} \sum_{l=0}^{k} (1 - \frac{p}{4})^{k-l-1} w_k \leq (\sum_{k=0}^{K} w_k)(\sum_{k=0}^{\infty} (1 - \frac{p}{4})^k) = \frac{4W_K}{p} \quad (87)
\]

Plugging back in to (80) and using \( 1 - \frac{p}{4} \geq \frac{3}{4} \),
\[
\sum_{k=0}^{K} w_k \mathbb{E} V_k \leq \frac{32(1-p)(2+p)\gamma^2}{3p^2} \sum_{k=0}^{K} w_k [4\beta^2 r_k + 2 \mathbb{E} \sigma_k] + \frac{4(1-p)\gamma^2\sigma^2W_K}{p} \quad (88)
\]

Now observe that from Lemma 4,
\[
\mathbb{E} \sigma_k^2 \leq (1-p) \mathbb{E} \sigma_k^2 + p\beta^2 r_k \quad (89)
\]
\[
\leq (1-p)^{k+1} \mathbb{E} \sigma_0^2 + \sum_{l=0}^{k} (1-p)^{k-l} p\beta^2 r_l \quad (90)
\]

And so we have from (82) and using the calculations ending at (86)
\[
\sum_{k=0}^{K} w_k \mathbb{E} \sigma_k^2 \leq \mathbb{E} \sigma_0^2 \sum_{k=0}^{K} w_k (1-p)^k + \frac{p\beta^2}{1-p} \sum_{k=0}^{K} \sum_{l=0}^{k} (1-p)^{k-l} w_k r_l \quad (91)
\]
\[
\leq \mathbb{E} \sigma_0^2 \sum_{k=0}^{K} w_k (1-p)^k + \frac{p\beta^2}{1-p} \sum_{k=0}^{K} \sum_{l=0}^{k} (1-p)^{k-l} w_k r_l \quad (92)
\]
\[
\leq \mathbb{E} \sigma_0^2 \sum_{k=0}^{K} w_k (1-p)^k + \frac{8p\beta^2}{p(1-p)} \sum_{k=0}^{K} w_k r_k \quad (93)
\]
And using the fact that $w_k \leq (1 + \frac{2\nu}{\zeta})^{k+1} \leq (1 + \frac{p}{\zeta})^{k+1}$,
\[\sum_{k=0}^{K} w_k (1-p)^k \leq (1 + \frac{p}{\zeta}) K \sum_{k=0}^{K} (1 + \frac{p}{\zeta})^k (1-p)^k = (1 + \frac{p}{\zeta}) \sum_{k=0}^{K} (1 - \frac{p}{\zeta})^k \leq 2(1 + \frac{p}{\zeta}) = \frac{8 + p}{4p} \] (94)

So plugging back into (93),
\[\sum_{k=0}^{K} w_k \mathbb{E} \sigma_k^2 \leq \frac{\mathbb{E} \sigma_0^2(8 + p)}{4p} + 8\beta^2 \sum_{k=0}^{K} w_k r_k \] (97)

And now plugging back to (88),
\[\sum_{k=0}^{K} w_k \mathbb{E} V_k \leq \frac{128(1-p)(2+p)\beta^2 \gamma^2}{3p^2} \sum_{k=0}^{K} w_k r_k + \frac{64(1-p)(2+p)\gamma^2}{3p^2} \mathbb{E} w_k \sigma_k + \frac{4(1-p)\gamma^2 \sigma^2 W_K}{p} \] (98)
\[\leq \frac{128(1-p)(2+p)\beta^2 \gamma^2}{3p^2} \sum_{k=0}^{K} w_k r_k \] (99)
\[+ \frac{64(1-p)(2+p)\gamma^2}{3p^2} \left[ \mathbb{E} \sigma_0^2(8 + p) \right] \frac{8\beta^2}{(1-p)} \sum_{k=0}^{K} w_k r_k \] (100)
\[+ \frac{4(1-p)\gamma^2 \sigma^2 W_K}{p} \] (101)
\[= \frac{64(1-p)(2+p)\beta^2 \gamma^2}{3p^2} (2 + \frac{8}{1-p}) \sum_{k=0}^{K} w_k r_k + \frac{4(1-p)\gamma^2 \sigma^2 W_K}{p} \] (102)
\[+ \frac{64(1-p)(2+p)(8 + p)\gamma^2}{12p^3} \mathbb{E} \sigma_0^2 \] (103)

Let $H := \frac{64(1-p)(2+p)(8 + p)}{12p^3}$, and we are done.

\[\square\]

C.3. Low Heterogeneity: Unscaled Stepsizes

**Theorem 7.** If we set
\[\gamma_t = \gamma_g = \gamma = \min \{ \gamma_{\max}, \log(\mathbb{E} \max \{ \frac{1}{2}, \min \{ \sigma_k^2 K^2, \mu^3 K^3 \} \} ) \} \] (104)

where $a = \frac{\|z^0 - z^*\|^2}{2}, c_3 = \frac{1}{4}, c_1 = \frac{\sigma}{2a}, c_2 = \frac{2\beta^2}{\mu}, c_4 = \frac{\gamma_{\max} - \mu}{\delta^2},\gamma_{\max} = \frac{\mu}{\delta^2},\text{ and let } w_k = (1 - \frac{2\nu}{\zeta})^{1-k} \text{ such that we return } \frac{1}{W_K} \sum_{k=0}^{K} w_k \mathbb{k}^k, c = 9, \text{ and } W_K = \sum_{k=0}^{K} w_k \text{ then } SCAFFOLD-S \text{ an upper bound on expected communication complexity of}
\[\hat{\mathcal{O}} \left( \frac{p^2 \beta^2}{\mu^2} + \frac{p^2 \sigma^2}{n \mu^2} + \frac{p^{1/2} \beta^2}{\mu^{3/2} \epsilon^{1/2}} + \frac{\beta^2}{\mu^{3/2} \epsilon^{1/2}} \right) \] (105)

with respect to $\text{Gap}^*(\cdot)$, and an expected communication complexity of
\[\hat{\mathcal{O}} \left( \frac{p^2 \beta^2}{\mu^2} + \frac{p^2 \sigma^2}{n \mu^2} + \frac{p^{1/2} \beta^2}{\mu^{3/2} \epsilon^{1/2}} + \frac{\beta^2}{\mu^{3/2} \epsilon^{1/2}} \right) \] (106)

with respect to distance to optimum.

**Proof.** This is the same proof as for Theorem 4. \[\square\]
We define the following proximal operator for minimax optimization:

\begin{algorithm}
\textbf{Algorithm 5} SCAFFOLD-Catalyst-S
\begin{algorithmic}
\State \textbf{Server Input:} regularization \( \theta \), initial meta-iterate \( z^0 \), probability of communication \( p \in (0, 1] \), target accuracy \( \epsilon \)
\State \textbf{Client Input:} local function \( f_i \)
\State for \( t = 0, 1, \ldots \) do
\State \quad communicate \( z^t \) to all clients
\State \quad for each client \( i \) in parallel do
\State \quad \quad set \( f^i_\theta(z, \xi) = f_i(z, \xi) + \frac{\theta}{2} \| x - \bar{x}^t \|^2 - \frac{\theta}{2} \| y - \bar{y}^t \|^2 \)
\State \quad end for
\State \quad \( z^{t+1} \leftarrow \text{SCAFFOLD-S}(\{ f^i_\theta \}, p) \) s.t. \( E_t \| z^{t+1} - \text{prox}\_f(z^t) \|^2 \leq \left( \frac{\mu}{2(\theta + \mu)} \right)^2 \epsilon \)
\State end for
\State \Return \( z^T \)
\end{algorithmic}
\end{algorithm}

\section*{D. SCAFFOLD-Catalyst-S}
\( E_t[\cdot] \) be the expectation conditioned on everything up to the \( t \)-th meta-iteration, and \( \sigma^2_\theta(t) = \frac{1}{n} \sum_{i=1}^n \| G^\theta_i(z^{t-1}; z^{t-1}) - G^\theta_i(\text{prox}_f(z^{t-1}); z^{t-1}) \|^2 \).

We define the following proximal operator for minimax optimization:

\[ \text{prox}_g(z') = \arg \min_x \max_y g(x, y) + \frac{1}{2} \| x - x' \|^2 - \frac{1}{2} \| y - y' \|^2 \]  

where \( z' = (x', y') \).

Observe that if \( g \) is \( \mu \)-strongly convex-concave, then we have the following relation:

\[ \| \text{prox}_f(z_1) - \text{prox}_f(z_2) \| \leq \left( 1 - \frac{\mu}{\theta + \mu} \right) \| z_1 - z_2 \| \]  

This is the strongly convex-concave variant of the “nonexpansiveness” property of proximal operators (Parikh & Boyd, 2014).

In this section, we will prove the convergence properties of Algorithm 5. Its counterpart in the main paper was slightly modified for simplicity of presentation.

Once again, while Theorem 8 and Theorem 10 suffice to get the guarantee in Theorem 3, we also provide Theorem 9. This provides a communication complexity guarantee under more realistic settings of stepsizes in the federated setting. For further discussion on this, see Remark 3.

\section*{D.1. Arbitrary Heterogeneity: Zero Local Stepsize}

\textbf{Theorem 8.} By setting \( \theta = \beta - \mu \) and running SCAFFOLD-Catalyst-S using the configuration where SCAFFOLD-S is run using the setting of Theorem 5, the communication complexity of SCAFFOLD-Catalyst-S is

\[ \tilde{O} \left( \frac{\beta}{\mu} \right) \]  

\textbf{Proof.} First, by Minkowski’s inequality,

\[ (E \| z^t - z^* \|^2)^{1/2} \leq (E \| z^t - \text{prox}_f(z^{t-1}) \|^2)^{1/2} + (E \| \text{prox}_f(z^{t-1}) - z^* \|^2)^{1/2} \]

Now observe that by strong convex-concavity, nonexpansiveness of the proximal operator, and the setting of \( \theta = \beta - \mu \)

\[ \| \text{prox}_f(z^{t-1}) - z^* \|^2 = \| \text{prox}_f(z^{t-1}) - \text{prox}_f(z^*) \|^2 \leq (1 - \frac{\mu}{\beta})^2 \| z^{t-1} - z^* \|^2 \]
Notice that the stopping criteria for SCAFFOLD-S is, with the setting of $\theta = \beta - \mu$,
\[
E_{t-1} \| \tilde{z}^t - \text{prox}_{\frac{1}{p}f}(\tilde{z}^{t-1}) \|^2 \leq (\frac{\mu}{2\beta})^2 \epsilon
\]  
(113)

We can plug back into (110):
\[
(E \| \tilde{z}^t - z^* \|^2)^{1/2} \leq (\frac{\mu}{2\beta})^{1/2} \epsilon + (1 - \frac{\mu}{\beta}) E \| \tilde{z}^{t-1} - z^* \| \]
(114)

If we unroll the recurrence, we get
\[
(E \| \tilde{z}^T - z^* \|^2)^{1/2} \leq (1 - \frac{\mu}{\beta})^T \| z^0 - z^* \| + \epsilon^{1/2}
\]  
(115)

By setting $T = \frac{\beta}{\mu} \log(\frac{2\|z^0 - z^*\|}{\epsilon^{1/2}})$ Then we have that
\[
E \| \tilde{z}^T - z^* \|^2 \leq \epsilon
\]  
(116)

Now returning to (113), we can see from Theorem 5 that this would take $O(1)$ communication rounds for each meta-iteration. Therefore, the total communication complexity is $O(\frac{\beta}{\mu})$.

\[\square\]

### D.2. Arbitrary Heterogeneity: Scaled Stepsizes

**Theorem 9.** By setting $\theta = \beta - \mu$ and running SCAFFOLD-Catalyst-S using the configuration where SCAFFOLD-S is run using the setting of Theorem 6, the communication complexity of SCAFFOLD-Catalyst-S is
\[
\tilde{O}(\frac{p\beta^2}{n\mu^2 \epsilon} + \frac{p^{1/2} \beta \sigma}{\mu \epsilon} + \frac{\beta}{\mu})
\]  
(117)

**Proof.** First, by Minkowski’s inequality,
\[
(E \| \tilde{z}^t - z^* \|^2)^{1/2} \leq (E \| \tilde{z}^t - \text{prox}_{\frac{1}{p}f}(\tilde{z}^{t-1}) \|^2)^{1/2} + (E \| \text{prox}_{\frac{1}{p}f}(\tilde{z}^{t-1}) - z^* \|^2)^{1/2}
\]  
(118)

Now observe that by strong convex-concavity, nonexpansiveness of the proximal operator, and the setting of $\theta = \beta - \mu$
\[
\| \text{prox}_{\frac{1}{p}f}(\tilde{z}^{t-1}) - z^* \|^2 = \| \text{prox}_{\frac{1}{p}f}(\tilde{z}^{t-1}) - \text{prox}_{\frac{1}{p}f}(z^*) \|^2 \leq (1 - \frac{\mu}{\beta})^2 \| \tilde{z}^{t-1} - z^* \|^2
\]  
(119)

Notice that the stopping criteria for SCAFFOLD-S is, with the setting of $\theta = \beta - \mu$,
\[
E_{t-1} \| \tilde{z}^t - \text{prox}_{\frac{1}{p}f}(\tilde{z}^{t-1}) \|^2 \leq (\frac{\mu}{2\beta})^2 \epsilon
\]  
(121)

We can plug back into (118):
\[
(E \| \tilde{z}^t - z^* \|^2)^{1/2} \leq (\frac{\mu}{2\beta})^{1/2} \epsilon + (1 - \frac{\mu}{\beta}) E \| \tilde{z}^{t-1} - z^* \|
\]  
(122)

If we unroll the recurrence, we get
\[
(E \| \tilde{z}^T - z^* \|^2)^{1/2} \leq (1 - \frac{\mu}{\beta})^T \| z^0 - z^* \| + \epsilon^{1/2}
\]  
(123)

By setting $T = \frac{\beta}{\mu} \log(\frac{2\|z^0 - z^*\|}{\epsilon^{1/2}})$ Then we have that
\[
E \| \tilde{z}^T - z^* \|^2 \leq \epsilon
\]  
(124)

Now returning to (121), we can see from Theorem 6 that this would take $O(\frac{p\sigma^2}{n\mu \epsilon} + \frac{p^{1/2} \sigma}{\mu \epsilon} + 1)$ communication rounds for each meta-iteration. Therefore, the total communication complexity is $\tilde{O}(\frac{p\sigma^2}{n\mu \epsilon} + \frac{p^{1/2} \sigma}{\mu \epsilon} + \frac{\beta}{\mu})$.

\[\square\]
D.3. Low Heterogeneity: Unscaled Stepsizes

Theorem 10. By setting \( \theta = c\mu \) and running SCAFFOLD-Catalyst-S using the configuration where SCAFFOLD-S is run using the setting of Theorem 7, the communication complexity of SCAFFOLD-Catalyst-S is

\[
\tilde{O}([1 + c] \frac{p(\beta + c\mu)^2}{(1 + c)^2} \mu^2 + \frac{ps^2}{n\mu^2\epsilon} + \frac{p^{1/2}(\beta + c\mu)\sigma}{(1 + c)\mu^2\epsilon^{1/2}} + \frac{(\beta + c\mu)\zeta}{(1 + c)\mu^2\epsilon^{1/2}})
\]

(125)

Proof. First, by Minkowski’s inequality,

\[
(\mathbb{E} \| \bar{z}^t - z^* \|^2)^{1/2} \leq (\mathbb{E} \| \bar{z}^t - \text{prox}_{\bar{h}}(\bar{z}^{t-1}) \|^2)^{1/2} + (\mathbb{E} \| \text{prox}_{\bar{h}}(\bar{z}^{t-1}) - z^* \|^2)^{1/2}
\]

(126)

Now observe that by strong convex-concavity, nonexpansiveness of the proximal operator, and the setting of \( \theta = c\mu \)

\[
\| \text{prox}_{\bar{h}}(\bar{z}^{t-1}) - z^* \|^2 \leq (1 - \frac{1}{1 + c})^2 \| \bar{z}^{t-1} - z^* \|^2
\]

(127)

Notice that the stopping criteria for SCAFFOLD-S is, with the setting of \( \theta = c\mu \),

\[
\mathbb{E}_{t-1} \| \bar{z}^t - \text{prox}_{\bar{h}}(\bar{z}^{t-1}) \|^2 \leq \left( \frac{1}{2(1 + c)} \right)^2 \epsilon
\]

(129)

We can plug back into (126):

\[
(\mathbb{E} \| \bar{z}^t - z^* \|^2)^{1/2} \leq \frac{1}{2(1 + c)} \epsilon^{1/2} + (1 - \frac{\mu}{\beta}) \mathbb{E} \| \bar{z}^{t-1} - z^* \|
\]

(130)

If we unroll the recurrence, we get

\[
(\mathbb{E} \| \bar{z}^T - z^* \|^2)^{1/2} \leq (1 - \frac{1}{1 + c})^T \| z^0 - z^* \| + \frac{1}{2} \epsilon^{1/2}
\]

(131)

By setting \( T = (c + 1) \log(\frac{2\| z^0 - z^* \|}{\epsilon^{1/2}}) \) Then we have that

\[
\mathbb{E} \| \bar{z}^T - z^* \|^2 \leq \epsilon
\]

(132)

Now returning to (129), we can see from Theorem 6 that this would take \( \tilde{O}([c + 1] \frac{p(\beta + c\mu)^2}{(1 + c)^2} \mu^2 + \frac{ps^2}{n\mu^2\epsilon} + \frac{p^{1/2}(\beta + c\mu)\sigma}{(1 + c)\mu^2\epsilon^{1/2}} + \frac{(\beta + c\mu)\zeta}{(1 + c)\mu^2\epsilon^{1/2}}) \) communication rounds for each meta-iteration. Therefore, the total communication complexity is

\[
\tilde{O}([c + 1] \frac{p(\beta + c\mu)^2}{(1 + c)^2} \mu^2 + \frac{ps^2}{n\mu^2\epsilon} + \frac{p^{1/2}(\beta + c\mu)\sigma}{(1 + c)\mu^2\epsilon^{1/2}} + \frac{(\beta + c\mu)\zeta}{(1 + c)\mu^2\epsilon^{1/2}})
\]

(133)

E. Technical Lemmas

E.1. Mirror Descent Lemma

Lemma 2. For SCAFFOLD-S or FedAvg-S and any \( \alpha > 0 \),

\[
\text{Gap}^*(z^k) \leq \frac{1 - \gamma \mu + \frac{\gamma \mu}{\alpha}}{2\gamma} \| z^k - z^* \|^2 - \mathbb{E}_k \| z^{k+1} - z^* \|^2 + \frac{\alpha \beta^2}{2\mu} V_k + \frac{\gamma}{2} \mathbb{E}_k \| g^k \|^2
\]

(134)

Proof. Let \( g^k = \frac{1}{n} \sum_{i=1}^n g_i^k \) and \( q_i^k \) be either a gradient or a cross-client variance-reduced gradient that client \( i \) uses at the \( k \)-th step. Note that \( g_i^k = \frac{1}{n} \sum_{i=1}^n G_i(z_i^k) \) in either case. Using the definition of the algorithm,

\[
\mathbb{E}_k \| z^{k+1} - z^* \|^2 = \| z^k - z^* \|^2 - 2\gamma (g^k, z^k - z^*) + \gamma^2 \mathbb{E}_k \| g^k \|^2
\]

(135)
We bound the middle term:

\[-2\gamma \langle g^k, z^k - z^* \rangle = -2\gamma \langle G(z^k), z^k - z^* \rangle + 2\gamma \langle G(z^k) - g^k, z^k - z^* \rangle\]  
\[(136)\]

\[(137)\]

By strong convexity,

\[-2\gamma \langle G(z^k), z^k - z^* \rangle \leq -2\gamma \text{Gap}^*(z^k) - \mu\gamma \|z^k - z^*\|^2\]  
\[(138)\]

And by Fenchel-Young, for some constant $\alpha$,

\[2\gamma \langle G(z^k) - g^k, z^k - z^* \rangle \leq \frac{\alpha\gamma}{\mu} \|G(z^k) - g^k\|^2 + \frac{\gamma\mu}{\alpha} \|z^k - z^*\|^2\]  
\[(139)\]

\[\leq \frac{\alpha\gamma}{\mu} \|G(z^k) - g^k\|^2 + \frac{\gamma\mu}{\alpha} \|z^k - z^*\|^2\]  
\[(140)\]

\[= \frac{\alpha\gamma}{\mu} \|G(z^k) - G_i(z_i^k)\|^2 + \frac{\gamma\mu}{\alpha} \|z^k - z^*\|^2\]  
\[(141)\]

\[\leq \frac{\alpha\gamma\beta^2}{\mu} V_k + \frac{\gamma\mu}{\alpha} \|z^k - z^*\|^2\]  
\[(142)\]

Where $V_k := \frac{1}{n} \sum_{i=1}^n \|z_i^k - z^k\|^2$ (client drift).

So altogether, we have that

\[
\text{Gap}^*(z^k) \leq \frac{(1 - \gamma\mu + \frac{\gamma\mu}{\alpha}) \|z^k - z^*\|^2 - E_k \|z^{k+1} - z^*\|^2}{2\gamma} + \frac{\alpha\beta^2}{2\mu} V_k + \frac{\gamma}{2} \mathbb{E} \|g^k\|^2
\]
\[(143)\]

\[\square\]

E.2. Client Drift: Large Local Stepsize

**Lemma 3.** *FedAvg-S and SCAFFOLD-S’s client drift satisfies for a universal constant $c \leq 9$*

\[\mathbb{E} V_k \leq \frac{4c\gamma^2\zeta^2}{p^2} + \frac{2\gamma^2\sigma^2}{p}\]  
\[(144)\]

**Proof.** This proof is similar to that of (Woodworth et al., 2020a). Given that $\gamma \leq \frac{1}{2}$,

\[\mathbb{E} \|z_i^{k+1} - z_j^{k+1}\|^2\]  
\[(145)\]

\[\leq (1 - p) \mathbb{E} \|z_i^k - \gamma G(z_i^k) - z_j^k + \gamma G(z_j^k) - \gamma (g_i - G(z_i^k)) + \gamma (g_j - G(z_j^k))\|^2 + \gamma^2\sigma^2\]  
\[(146)\]

\[\leq (1 - p)(1 + \frac{p}{2}) \mathbb{E} \|z_i^k - \gamma G(z_i^k) - z_j^k + \gamma G(z_j^k)\|^2 + \gamma^2\sigma^2\]  
\[(147)\]

\[+ (1 - p)(1 + \frac{2}{p}) \mathbb{E} \|\gamma (g_i - G(z_i^k)) + \gamma (g_j - G(z_j^k))\|^2 + \gamma^2\sigma^2\]  
\[(148)\]

\[\leq (1 - p) \mathbb{E} \|z_i^k - \gamma G(z_i^k) - z_j^k + \gamma G(z_j^k)\|^2\]  
\[(149)\]

\[+ \frac{2}{p} \mathbb{E} \|\gamma (g_i - G(z_i^k)) + \gamma (g_j - G(z_j^k))\|^2 + \gamma^2\sigma^2\]  
\[(150)\]

In the FedAvg-S case, we have that

\[\mathbb{E} \|\gamma (g_i - G(z_i^k)) + \gamma (g_j - G(z_j^k))\|^2 = \mathbb{E} \|\gamma (G_i(z_i^k) - G(z_i^k)) + \gamma (G_j(z_j^k) - G(z_j^k))\|^2\]  
\[\leq 2\zeta^2 + 2\zeta^2 = 4\gamma^2\zeta^2\]  
\[(151)\]

\[(152)\]
In the SCAFFOLD-S case, we have that (where $\tilde{z}^k$ is the reference iterate at the k-th step)

$$\mathbb{E} \|\gamma(g_i - G(z_i^k)) + \gamma(g_j - G(z_j^k))\|^2$$

$$= \mathbb{E} \|\gamma(G_i(z_i^k) - G(z_i^k)) + \gamma(G_j(z_j^k) - G(z_j^k)) + \gamma(G_i(\tilde{z}^k) - G_j(\tilde{z}^k))\|^2$$

$$\leq 9\gamma^2\zeta^2$$

(153)

(154)

(155)

Since the two cases only differ by a constant, from this point on in the proof we will proceed as

$$\mathbb{E} \|\gamma(g_i - G(z_i^k)) + \gamma(g_j - G(z_j^k))\|^2 \leq c\gamma^2\zeta^2$$

where $c$ is either 4 or 9. By unrolling, we see that

$$\mathbb{E} \|z_i^k - z_j^k\|^2 \leq \frac{2}{p}(\frac{2c\gamma^2\zeta^2}{p} + \gamma^2\sigma^2)$$

(156)

By convexity, we therefore have

$$\mathbb{E} V_k \leq \frac{4c\gamma^2\zeta^2}{p^2} + \frac{2\gamma^2\sigma^2}{p}$$

(157)

\[\square\]

E.3. Gradient Mapping Bounds

**Lemma 4.** For FedAvg-S and SCAFFOLD-S

$$\mathbb{E} \|g^k\|^2 \leq 2\beta^2 \mathbb{E} V_k + 2\beta^2 \mathbb{E} \|z^k - z^*\|^2 + \frac{\sigma^2}{n}$$

(158)

For SCAFFOLD-S, we have that, if we let $\sigma_k^2 := \frac{1}{n}\|G_i(\tilde{z}^k) - G_i(z^*)\|^2$,

$$\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \|\frac{g_i^k}{\mathbb{E}}\|^2 \leq 4\beta^2 \mathbb{E} V_k + 4\beta^2 \mathbb{E} \|z^k - z^*\|^2 + 2\mathbb{E} \sigma_k$$

(159)

$$\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \|g_i^k - \frac{g_i^k}{\mathbb{E}}\|^2 \leq \sigma^2$$

(160)

$$\mathbb{E} \sigma_{k+1}^2 \leq (1 - p) \mathbb{E} \sigma_k^2 + p\beta^2 \mathbb{E} \|z^k - z^*\|^2$$

(161)

**Proof.**

$$\mathbb{E} \|g^k\|^2 \leq \mathbb{E} \|\frac{1}{n} \sum_{i=1}^{n} G_i(z_i^k)\|^2 + \frac{\sigma^2}{n}$$

$$= \mathbb{E} \|\frac{1}{n} \sum_{i=1}^{n} G_i(z_i^k) - G_i(z^k) + G_i(z^k) - G_i(z^*)\|^2 + \frac{\sigma^2}{n}$$

$$\leq 2\beta^2 \mathbb{E} V_k + 2\beta^2 \mathbb{E} \|z^k - z^*\|^2 + \frac{\sigma^2}{n}$$

(162)

(163)

(164)
\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left\| g^k_i \right\|^2 \leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \| G_i(z^k_i) - G_i(\hat{z}^k) + G(\hat{z}^k) \|^2
\]
\[
= \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \| G_i(z^k_i) - G_i(z^*) + G_i(z^*) - G_i(\hat{z}^k) + G(\hat{z}^k) - G(z^*) \|^2
\]
\[
\leq \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \| G_i(z^k_i) - G_i(z^*) \|^2
\]
\[
= \frac{2}{n} \sum_{i=1}^{n} \mathbb{E} \| G_i(z^k_i) - G_i(z^*) \|^2
\]
\[
+ \frac{2}{n} \sum_{i=1}^{n} \mathbb{E} \| G_i(\hat{z}^k) - G_i(z^*) - [G(\hat{z}^k) - G(z^*)] \|^2
\]
\[
= \frac{2}{n} \sum_{i=1}^{n} \mathbb{E} \| G_i(z^k_i) - G_i(z^k) + G_i(z^k) - G_i(z^*) \|^2
\]
\[
+ \frac{2}{n} \sum_{i=1}^{n} \mathbb{E} \| G_i(\hat{z}^k) - G_i(z^*) - [G(\hat{z}^k) - G(z^*)] \|^2
\]
\[
\leq 4\beta^2 \mathbb{E} \| z^k - z^* \|^2 + 2 \mathbb{E} \sigma^2_k
\]

The third follows by definition of \( \sigma^2 \).

\[
\mathbb{E} \sigma^2_{k+1} = (1 - p)\sigma^2_k + p \frac{1}{n} \sum_{i=1}^{n} \| G_i(z^k_i) - G(z^*) \|^2
\]
\[
\leq (1 - p)\sigma^2_k + p\beta^2 \| z - z^* \|^2
\]

**E.4. Linear Convergence Rate**

The following lemma mostly follows (Gorbunov et al., 2020)’s Lemma I.2.

**Lemma 5.** Let a sequence \( \{r_k\}_{k \geq 0} \) satisfy

\[
r_K \leq \frac{a}{\gamma W_K} + c_1 \gamma + c_2 \gamma^2
\]

where \( W_K = \sum_{k=0}^{K} w_k \), for some \( w_k = (1 - c_3 \gamma \mu)^1-k, c_3 \leq 1 \), and with \( \gamma \leq \gamma_{\text{max}} \). Then if we choose

\[
\gamma = \min\{\gamma_{\text{max}}, \log(\max\{2, \min\{\frac{a \mu^2 K^2}{c_1}, \frac{a \mu^3 K^3}{c_2}\}\})\}
\]

we will have

\[
\tilde{O}\left(\frac{a \exp(-c_3 \gamma \mu K)}{\gamma_{\text{max}}} + \frac{c_1}{c_3 \mu K} + \frac{c_2}{c_3 \mu^2 K^2}\right)
\]

**Proof.** First observe that \( W_K \geq w_K \geq (1 - c_3 \gamma K)^{-K} \). Therefore

\[
r_K \leq \frac{a}{\gamma} \exp(-c_3 \gamma K) + c_1 \gamma + c_2 \gamma^2
\]
The first case is if $\gamma_{\text{max}} \leq \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})$. If this is the case, we set $\gamma = \gamma_{\text{max}}$, which gives us

$$r_K \leq \frac{a}{\gamma} \exp(-c_3 \mu K) + c_1 \gamma + c_2 \gamma^2$$

$$\leq \frac{a}{\gamma_{\text{max}}} \exp(-c_3 \mu \gamma_{\text{max}} K) + c_1 \gamma_{\text{max}} + c_2 \gamma_{\text{max}}^2$$

$$\leq \frac{a}{\gamma_{\text{max}}} \exp(-c_3 \mu \gamma_{\text{max}} K) + \frac{c_1 \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})}{c_3 \mu K} + \frac{c_2 \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})}{c_3 \mu^2 K^2}$$

$$= \tilde{O}\left(\frac{a}{\gamma_{\text{max}}} \exp(-c_3 \mu \gamma_{\text{max}} K) + \frac{c_1 \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})}{c_3 \mu K} + \frac{c_2 \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})}{c_3 \mu^2 K^2}\right)$$

The other case is if $\gamma_{\text{max}} \geq \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})$. If this is the case, we set $\gamma = \frac{\log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})}{c_3 \mu K}$, which gives us

$$r_K \leq \frac{a}{\gamma} \exp(-c_3 \mu \gamma K) + c_1 \gamma + c_2 \gamma^2$$

$$\leq \frac{c_3 \mu K}{\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\} \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})}$$

$$+ \frac{c_1 \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})}{c_3 \mu K}$$

$$+ \frac{c_2 \log(\max\{2, \min\{\frac{a^2 K^2}{c_1^2}, \frac{a^3 K^3}{c_2^2}\}\})}{c_3 \mu^2 K^2}$$

$$= \tilde{O}\left(\frac{c_1}{c_3 \mu K} + \frac{c_2}{c_3 \mu^2 K^2} + \frac{c_2}{c_3 \mu^2 K^2}\right)$$

\[\square\]

**F. Experimental Details**

In our experiments, we move on to the next meta-iteration given sufficient objective decrease as a heuristic, as the requirements on $K_t$ are often too conservative. The same heuristic was used in (Balamurugan & Bach, 2016) for their experiments. More principled stopping criterion can be found in (Yang et al., 2020). Incorporating more convenient stopping criterion for our algorithm is a direction for future work.

Each result for a setting of $s$ took around 5 minutes to run on a 2015 Macbook Pro, though for all our settings of $s$ (0 to 15, counting up by 1) we ran them in parallel on a cluster with 15 Dell Optiplex nodes.