Slavnov-Taylor identities, non-commutative gauge theories and infrared divergences
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Abstract

In this work we clarify some properties of the one-loop IR divergences in non-Abelian gauge field theories on non-commutative 4-dimensional Moyal space. Additionally, we derive the tree-level Slavnov-Taylor identities relating the two, three and four point functions, and verify their consistency with the divergent one-loop level results. We also discuss the special case of two dimensions.
1 Introduction

Quantum field theories formulated on non-commutative spaces are motivated by the fact that the classical concept of space and time must break down at Planck scale distances. The simplest example of a non-commutative space is achieved by deforming Euclidean space by assuming that its coordinates fulfill a Heisenberg algebra \([\hat{x}^\mu, \hat{x}^\nu]\), thereby promoting them to operators on a Hilbert space. A simple realization of this so-called Groenewold-Moyal deformed (or \(\theta\)-deformed) space \([1,2]\) is formulated in terms of ordinary functions by means of a deformed star-product

\[
(f \star g)(x) = e^{i\frac{\varepsilon}{2} \theta_{\mu\nu} \partial^\mu \partial^\nu} f(x)g(y) \bigg|_{y \to x}.
\]

The real parameter \(\varepsilon\) has mass dimension \(-2\) rendering the constant antisymmetric deformation matrix \(\theta_{\mu\nu}\) dimensionless. One can easily check that

\[
[x_\mu \star x_\nu] = i\varepsilon \theta_{\mu\nu}.
\]

This commutation relation is invariant under translations of the space-time coordinates and under the so-called reduced Lorentz transformations (or reduced orthogonal transformations in the Euclidean setting) see e.g. [3]. For a discussion on general properties of star-products oriented to physics, see [4]. Reviews on quantum field theories (QFTs) on Groenewold-Moyal deformed spaces may be found in e.g. [5–8].

In general, such models suffer from new types of divergences arising due to a phenomenon referred to as UV/IR mixing [9,10]. Only some years ago, Grosse and Wulkenhaar were able to resolve this problem in the case of a scalar field theory with quartic coupling by adding a
harmonic oscillator-like term to the (Euclidean) action thereby rendering it renormalizable to all orders of perturbation theory \[11\], \[12\]. The Grosse-Wulkenhaar model has a vanishing $\beta$-function to all orders \[13\], \[15\] when the action is invariant under the Langmann-Szabo duality \[16\]. It is very likely to be non-perturbatively solvable, as shown in \[17\]. Besides, this model as well as its gauge theory counterpart (at the classical level) is linked with a peculiar type of spectral triple \[18\] whose relationship to the Moyal geometries has been analyzed in \[19\], \[21\]. The harmonic term admits a geometric interpretation in terms of non-commutative scalar curvature \[22\], \[24\]. A variation of the Grosse-Wulkenhaar model tailored to degenerate Moyal space was explored in \[25\].

Later, an alternative approach was put forward in \[26\] by replacing the oscillator term with a translation invariant alternative of type $\phi(-p)\frac{1}{p^2}\phi(p)$. Also in this case, the authors were able to prove renormalizability of this “$1/p^2$-model” to all orders by means of Multi-scale Analysis. The restoration of rotational invariance while preserving renormalizability of the Grosse-Wulkenhaar model has been discussed in \[27\].

Inspired by these successes, similar approaches were examined for $U$\[\star(1)$ gauge theories\[1\] in Euclidean space: A gauge model induced by Heatkernel methods of the Grosse-Wulkenhaar model coupled to a gauge field was first employed in \[28\], \[29\]. However, its non-trivial vacuum structure poses thus far unresolved problems \[18\], \[30\], \[31\]. An alternative route of implementing an oscillator term in a non-commutative gauge theory was tried in \[32\], but was found to generate the same induced model at one-loop order \[33\]. Various approaches to implementing a damping mechanism similar to the scalar $1/p^2$-model were also discussed — see \[34\], \[37\]. Classical structures stemming from non-commutative differential geometry that may underlie these gauge models have been explored in \[38\], \[40\]. In Section 4 we will comment on the approach of Ref. \[37\].

Finally, methods and problems arising when one attempts to prove renormalizability of a gauge model on non-commutative spaces can be found in \[41\], \[42\] and references therein.

The main purpose of this work, however, will be to clarify some properties of the one-loop IR divergences of non-Abelian gauge field theories on Moyal-deformed spaces. We therefore start by discussing explicit one-loop calculations on non-commutative $R^4$ after “setting the stage” by introducing the model and its properties, such as Slavnov-Taylor identities, in Section 2 and 3. We then make some comments concerning its renormalizability in Section 4 and finally discuss the special case of two dimensions in Section 5.

**Notation.** Throughout the remainder of this paper, the following notation will be used: Following Ref. \[43\] we denote $U\(_{\star}(N)$ indices with capital letters $A, B, C, \ldots$ and $SU\(_{\star}(N)$ indices with $a, b, c, \ldots$. Finally, the index $0$ is used for fields which are $U\(_{\star}(1)$, and whenever an index is omitted, the according field including the $U\(_(N)$ gauge group generator $T^A$ is meant. Furthermore, we implicitly assume all products to be deformed (i.e. star products). Finally, we define the following contractions with $\theta_{\mu\nu}$:

\[
\tilde{v}_\mu := \theta_{\mu\nu}v_\nu, \quad \tilde{w} := \theta_{\mu\nu}w_{\mu\nu}.
\]
**U***(N) gauge fields.** The covariant derivative and the field strength are defined as
\[
D_\mu \bullet = \partial_\mu \bullet - ig [A_\mu, \bullet], \quad A_\mu = A_A^A T^A, \\
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ig [A_\mu, A_\nu],
\]
where \(T^A\) are the generators of the \(U(N)\) gauge group. They are normalized as \(\text{Tr}(T^A T^B) = \frac{1}{2} \delta^{AB}\), and \(T^0 = \frac{1}{\sqrt{2N}} 1_N\) (cf. [43]). Due to the star product, the field strength tensor exhibits additional couplings between the \(U^*(1)\) and the \(SU^*(N)\) sector, i.e. we have
\[
F_{\mu\nu} = \left( \partial_\mu A^0_\nu - \partial_\nu A^0_\mu - \frac{ig}{2} d^{AB0} [A^A_\mu, A^B_\nu] \right) T^0
+ \left( \partial_\mu A^c_\nu - \partial_\nu A^c_\mu + \frac{g}{2} f^{abc} \{ A^a_\mu, A^b_\nu \} - \frac{ig}{2} d^{ABC} [A^A_\mu, A^B_\nu] \right) T^c
\equiv F^0_{\mu\nu} T^0 + F^c_{\mu\nu} T^c,
\]where \(f^{abc}\) and \(d^{ABC}\) are (anti)symmetric structure constants of the gauge group. The terms proportional to \(d^{AB0} = \sqrt{\frac{2}{N}} \delta^{AB}\) contain both types of fields, i.e. \(U^*(1)\) and \(SU^*(N)\), and hence giving rise to the additional couplings. In the commutative limit, the star commutators would vanish and the two sectors would decouple once more.

Similarly, one has for the covariant derivative of e.g. a ghost field:
\[
D_\mu c = \left( \partial_\mu c^0 - \frac{ig}{2} d^{AB0} [A^A_\mu, c^B] \right) T^0
+ \left( \partial_\mu c^c - \frac{g}{2} f^{abc} \{ A^a_\mu, c^b \} + \frac{ig}{2} d^{ABC} [A^A_\mu, c^B] \right) T^c.
\]

## 2 Non-commutative gauge field action and its symmetries

We consider the non-commutative \(U(N)\) gauge field action on Euclidean \(\mathbb{R}^4\) with a covariant gauge fixing
\[
S = \text{Tr} \int d^4 x \left( \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + s (\bar{c} \partial^\mu A_\mu + \frac{g}{2} \bar{c} b) \right)
= \text{Tr} \int d^4 x \left( \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + b \partial^\mu A_\mu + \frac{g}{2} bb - \bar{c} \partial^\mu D_\mu c \right),
\]
which is invariant under the BRST transformations
\[
sA_\mu = D_\mu c, \quad sc = igc, \\
s\bar{c} = b, \quad sb = 0, \\
s^2 \phi = 0, \quad \forall \phi.
\]
All products are considered to be star products. Upon introducing external sources for non-linear BRST-transformations
\[
\Gamma^{(0)} = S + S_{\text{ext}}, \quad S_{\text{ext}} = \text{Tr} \int d^4 x (\rho^\mu s A_\mu + \sigma sc),
\]
one derives the identity

\[ S(\Gamma^{(0)}) = \int d^4 x \left( \frac{\delta \Gamma^{(0)}}{\delta \rho^{\mu,A}(x)} \frac{\delta \Gamma^{(0)}}{\delta A^A_{\mu}(x)} + \frac{\delta \Gamma^{(0)}}{\delta A^A_{\mu}(x)} \frac{\delta \Gamma^{(0)}}{\delta \rho^{\mu,A}(x)} + b^A(x) \frac{\delta \Gamma^{(0)}}{\delta c^A(x)} \right) = 0, \quad (10) \]

capturing the (BRST) symmetry content of the model at tree level. The according linearized symmetry operator then reads

\[ S_{\Gamma^{(0)}} = \int d^4 x \left( \frac{\delta \Gamma^{(0)}}{\delta \rho^{\mu,A}(x)} \frac{\delta \Gamma^{(0)}}{\delta A^A_{\mu}(x)} + \frac{\delta \Gamma^{(0)}}{\delta A^A_{\mu}(x)} \frac{\delta \Gamma^{(0)}}{\delta \rho^{\mu,A}(x)} + \frac{\delta \Gamma^{(0)}}{\delta \sigma^A(x)} \frac{\delta \Gamma^{(0)}}{\delta c^A(x)} \right), \quad (11) \]

Noting that

\[ \frac{\delta}{\delta A^A_{\mu}(y)} S(\Gamma^{(0)}) = S_{\Gamma^{(0)}} \frac{\delta \Gamma^{(0)}}{\delta A^A_{\mu}(y)} = 0, \quad (12) \]

we can vary this last relation with respect to \( c(z) \) and set all fields to zero afterwards resulting in

\[ \partial^2_{\mu} \frac{\delta^2 \Gamma^{(0)}}{\delta A^A_{\mu}(y) \delta A^B_{\mu}(z)} \Big|_{\Phi=0} = 0. \quad (13) \]

This implies transversality of the two point function.

Similarly, in varying an additional time with respect to \( A \) one derives an identity relating the 3-point function and the 2-point function, i.e.

\[ \frac{\delta^3 S(\Gamma^{(0)})}{\delta c^C(z) \delta A^A_{\mu}(x) \delta A^B_{\mu}(y)} = 0, \quad (14) \]

leads (for vanishing fields) to the tree-level identity

\[ \partial^2_{\mu} \frac{\delta^3 \Gamma^{(0)}}{\delta A^A_{\mu}(x) \delta A^B_{\mu}(y) \delta A^C_{\mu}(z)} = i g d_{D A C} \left[ \frac{\delta^2 \Gamma^{(0)}}{\delta A^A_{\mu}(x) \delta A^B_{\mu}(y)} \delta(y - z) \right] + i g f_{D A C} \left\{ \frac{\delta^2 \Gamma^{(0)}}{\delta A^B_{\mu}(x) \delta A^B_{\mu}(y)} \delta(y - z) \right\} + (\sigma, A, x) \leftrightarrow (\nu, B, y), \quad (15) \]

where the star-product is with respect to the variable that appears in both the 2-point function and the delta-function (i.e. \( y \) in the first two terms and \( x \) in the other terms on the rhs).

Finally, one additional variation with respect to the gauge field yields an identity relating the four to the three point function:

\[ \partial^2_{\mu} \frac{\delta^4 \Gamma^{(0)}}{\delta A^A_{\mu}(z) \delta A^B_{\mu}(x) \delta A^C_{\mu}(y) \delta A^D_{\mu}(w)} = i g d_{E B D} \left[ \frac{\delta^3 \Gamma^{(0)}}{\delta A^A_{\mu}(z) \delta A^B_{\mu}(x) \delta A^C_{\mu}(y)} \delta(y - w) \right] \]

\[ + i g f_{E B D} \left\{ \frac{\delta^3 \Gamma^{(0)}}{\delta A^B_{\mu}(z) \delta A^B_{\mu}(x) \delta A^C_{\mu}(y)} \delta(y - w) \right\} + (\sigma, B, x) \leftrightarrow (\nu, C, y) + (\epsilon, A, z) \leftrightarrow (\nu, C, y). \quad (16) \]
One of the goals of this paper will be to check these identities for the IR divergences appearing at one-loop level.

3 One-loop computations

3.1 Feynman rules

The gauge field propagator takes the form

\[ G_{\mu\nu}^{A_1A_2}(k) = \frac{\delta_{AB}}{k^2} \left( \delta_{\mu\nu} - (1 - \alpha) \frac{k_\mu k_\nu}{k^2} \right), \]

and the ghost propagator takes the simple form

\[ G^{ab}(k) = -\frac{\delta^{AB}}{k^2}. \]

Additionally, the model \[ \text{(7)} \] features several vertices:

\[ \sum_{k_1, k_2, k_3} \bar{V}_{\rho\sigma\tau}^{AAB}(k_1, k_2, k_3) = 2i g (2\pi)^4 \delta^4(k_1 + k_2 + k_3) F^{AB}(k_1, k_2) \times \]

\[ \times \left[ (k_3 - k_2)_\rho \delta_{\sigma\tau} + (k_1 - k_3)_\sigma \delta_{\rho\tau} + (k_2 - k_1)_\tau \delta_{\rho\sigma} \right], \]

\[ \bar{V}_{\rho\sigma\tau}^{AA'A'}(k_1, k_2, k_3) = 2i g (2\pi)^4 \delta^4(k_1 + k_2 + k_3) F^{abc}(k_1, k_2) \times \]

\[ \times \left[ (k_3 - k_2)_\rho \delta_{\sigma\tau} + (k_1 - k_3)_\sigma \delta_{\rho\tau} + (k_2 - k_1)_\tau \delta_{\rho\sigma} \right], \] (19a)

\[ \sum_{k_1, k_2, k_3} \bar{V}_{\rho\sigma\tau}^{AA}(k_1, k_2, k_3, k_4) = -4 g^2 (2\pi)^4 \delta^4(k_1 + k_2 + k_3 + k_4) \times \]

\[ \times \left[ (\delta_{\rho\sigma}\delta_{\tau\epsilon} - \delta_{\rho\epsilon}\delta_{\sigma\tau}) F^{ABE}(k_1, k_2) F^{CDE}(k_3, k_4) \right. \]

\[ + (\delta_{\rho\sigma}\delta_{\tau\epsilon} - \delta_{\rho\epsilon}\delta_{\sigma\tau}) F^{ACE}(k_1, k_3) F^{BDE}(k_2, k_4) \]

\[ + (\delta_{\rho\sigma}\delta_{\tau\epsilon} - \delta_{\rho\epsilon}\delta_{\sigma\tau}) F^{BCE}(k_2, k_3) F^{ADE}(k_1, k_4) \], \] (19b)

\[ \sum_{k_1, k_2, k_3} \bar{V}_{\rho\sigma\tau}^{AA}(k_1, k_2, k_3, k_4) = -4 g^2 (2\pi)^4 \delta^4(k_1 + k_2 + k_3 + k_4) \times \]

\[ \times \left[ (\delta_{\rho\sigma}\delta_{\tau\epsilon} - \delta_{\rho\epsilon}\delta_{\sigma\tau}) F^{ABE}(k_1, k_2) F^{CDE}(k_3, k_4) \right. \]

\[ + (\delta_{\rho\sigma}\delta_{\tau\epsilon} - \delta_{\rho\epsilon}\delta_{\sigma\tau}) F^{ACE}(k_1, k_3) F^{BDE}(k_2, k_4) \]

\[ + (\delta_{\rho\sigma}\delta_{\tau\epsilon} - \delta_{\rho\epsilon}\delta_{\sigma\tau}) F^{BCE}(k_2, k_3) F^{ADE}(k_1, k_4) \]. \] (19c)

with

\[ \mathcal{F}^{abc}(k_1, k_2) = \left( \frac{d^{abc}}{2} \sin \left( \frac{\pi}{2} k_1 \tilde{k}_2 \right) + \frac{t^{abc}}{2} \cos \left( \frac{\pi}{2} k_1 \tilde{k}_2 \right) \right), \]

\[ \mathcal{F}^{AB0}(k_1, k_2) = \frac{d^{AB0}}{2} \sin \left( \frac{\pi}{2} k_1 \tilde{k}_2 \right) = \frac{\Delta_B^A}{\sqrt{2N}} \sin \left( \frac{\pi}{2} k_1 \tilde{k}_2 \right), \]

\[ \mathcal{F}^{a00}(k_1, k_2) = 0. \] (20)

Considering the scaling behaviour of all these Feynman rules for large momenta, one easily derives an estimate for the superficial degree of ultraviolet divergences:

\[ d_\gamma = 4 - E_A - E_{\epsilon E}, \] (21)
where $E$ denotes the number of external legs of the various field types in a Feynman graph. Having derived all necessary tools (see also the identities given in Appendix A), the various one-loop corrections may be computed. Their results are presented in the following sections.

### 3.2 Vacuum polarization

The Feynman rules of the previous section give rise to three graphs contributing to the vacuum polarization which are depicted in Figure 1. However, we have to distinguish between the cases where the external (amputated) legs are $U(1)$ and where they belong to the $SU(N)$ subsector. In the first case we find a quadratic IR divergence of the form

$$
\Pi_{\text{IR}}(A^0_\mu(p)A^0_\nu(-p)) = \frac{Ng^2}{\pi^2} \frac{\tilde{p}_\mu \tilde{p}_\nu}{\varepsilon^2(p^2)^2} + \text{finite}, \quad (22)
$$

and a logarithmic UV divergence

$$
\Pi_{\text{UV}}(A^0_\mu(p)A^0_\nu(-p)) = \left(13 - 3\alpha\right)\frac{Ng^2}{96\pi^2} (p^2\delta_{\mu\nu} - p_\mu p_\nu) \ln |\Lambda^2\varepsilon^2\tilde{p}^2| + \text{finite}. \quad (23)
$$

For the case of only external $SU(N)$ legs, on the other hand, each of the graphs depicted in Fig. 1 is strictly planar, meaning their non-planar contributions are zero and hence IR finite (which in fact is consistent with the result of [13]). In fact, this can be easily seen by considering the according phase factors when the free colour indices $a, b \in SU_\star(N)$. In that case, one has phase factors of the form

$$
d^a_{CD}d^b_{CD}\sin^2\left(\frac{\varepsilon k\tilde{p}}{2}\right) + f^{acd}f^{bcd}\cos^2\left(\frac{\varepsilon k\tilde{p}}{2}\right) = N\delta^{ab}, \quad (24)
$$

since $d^{aCD}d^{bCD} = f^{acd}f^{bcd} = N\delta^{ab}$. Clearly, they are phase-independent and hence lead to purely planar contributions.

The sum of (planar) graphs, however, is logarithmically UV divergent exhibiting exactly the same numerical factor as (23), i.e.

$$
\Pi_{\text{UV}}(A^a_\mu(p)A^b_\nu(-p)) = \delta^{ab}\left(13 - 3\alpha\right)\frac{Ng^2}{96\pi^2} (p^2\delta_{\mu\nu} - p_\mu p_\nu) \ln |\Lambda^2\varepsilon^2\tilde{p}^2| + \text{finite}. \quad (25)
$$

Furthermore, all three results, (22), (23) and (25), are transverse with respect to $p^\mu$ in accordance with the Slavnov-Taylor identity [13].

### 3.3 3A-vertex corrections

There are essentially three different types of graphs contributing to the 3A vertex corrections at one-loop level. These are depicted in Fig. 2. Useful identities for the structure constants are given in Appendix A and through explicit calculations we find the following results:
Only external $U(1)$ legs

When considering only external $U(1)$ legs, the sum of the graphs depicted in Fig. 2 yields a linear IR divergence of the form

$$\Gamma_{3A,IR}^{a}(p_1, p_2, p_3) = -\frac{ig^3}{\pi^2} \sqrt{\frac{N}{2}} \cos \left( \frac{\epsilon p_1 \bar{p}_2}{2} \right) \sum_{i=1,2,3} \frac{\bar{p}_{i\mu} \bar{p}_{i\nu} \bar{p}_{i\rho}}{\varepsilon (\bar{p}_i^2)^2},$$  

(26)

as well as a logarithmic UV divergence

$$\Gamma_{3A,UV}^{a}(p_1, p_2, p_3) = \frac{(17 - 9\alpha)}{6(4\pi)^2} \ln(\Lambda) \tilde{V}_{3A,tree}^{a}(p_1, p_2, p_3).$$  

(27)

Note, that the corresponding would-be logarithmic IR divergence is actually finite for small $\bar{p}$ due to the combination

$$\sin \left( \frac{\epsilon p_1 \bar{p}_2}{2} \right) \ln(\varepsilon^2 \bar{p}_i^2) \approx \frac{\epsilon p_1 \bar{p}_2}{2} \ln(\varepsilon^2 \bar{p}_i^2) \to 0,$$

where $i = 1, 2, 3$ and $p_1 + p_2 + p_3 = 0$. These results are in agreement with the literature [10, 43, 44].

Only external $SU(N)$ legs

The sum of these graphs only exhibit a logarithmic UV divergence

$$\Gamma_{3A,UV}^{aA^bA^c}(p_1, p_2, p_3) = \frac{(17 - 9\alpha)}{6(4\pi)^2} \ln(\Lambda) \tilde{V}_{3A,tree}^{A^bA^c}(p_1, p_2, p_3).$$  

(28)

However, there is no IR divergent part (neither linear nor logarithmic) in this case: Every one of the three contributing one-loop graphs of Fig. 2 (where all internal lines denote the full $U(N)$ propagators) is IR finite. This is consistent with the results of [43].

\footnote{Since all external legs are in the $U(1)$, the cosines drop out.}
One external $U(1)$ leg and two external $SU(N)$ legs

Once more, one finds a logarithmic UV divergence

$$
\Gamma_{\mu\nu\rho}^{A^{\nu}A^{\rho},UV}(p_1, p_2, p_3) = \frac{(17 - 9\alpha)}{3(4\pi)^2} i g^3 \ln(\Lambda) \sqrt{N} \delta^{ab} \sin \left( \frac{\varepsilon p_1 \varepsilon p_2}{2} \right)
\times \left[ (p_1 - p_2)_\mu \delta_{\nu\rho} + (p_2 - p_3)_\mu \delta_{\nu\rho} + (p_3 - p_1)_\mu \delta_{\nu\rho} \right]
= -\frac{(17 - 9\alpha) g^2 N}{6(4\pi)^2} \ln(\Lambda) \tilde{V}_{\mu\nu\rho}^{A^{\nu}A^{\rho},tree}(p_1, p_2, p_3),
$$

(29)

and a linear IR divergence

$$
\Gamma_{\mu\nu\rho}^{A^{\nu}A^{\rho},IR}(p_1, p_2, p_3) = -\frac{ig^3}{\pi^2} \sqrt{\frac{N}{2}} \delta^{ab} \cos \left( \frac{\varepsilon p_1 \varepsilon p_2}{2} \right) \frac{\varepsilon p_3,\mu \varepsilon p_{3,\rho}}{\varepsilon(p_3^2)^2},
$$

(30)

in the external momentum of the external $U(1)$ leg. Note, that in contrast to the situation where all three external legs are in the $U(1)$ subsector where we had a sum over all three momenta and linear IR divergences in each one, Eqn. (30) exhibits such an IR divergence only for the external momentum of the external $U(1)$ leg (for which we have chosen $p_3$ above) but not for the other two. It must be noted, that this IR behaviour is present in every single graph of Fig. 2 not just their sum. This fact was actually not clear from the previous work Ref. [43]. Moreover the comment in that paper that the IR divergent $U(1)$-$SU(N)$-$SU(N)$ result was “exactly the same as in the $U(1)$-$U(1)$-$U(1)$ case” was in fact quite misleading, as there clearly is subtle difference.

Concerning the (would-be) logarithmic IR divergence, the situation is similar: the only log that survives is the one corresponding to the $U(1)$ leg. But due to that leg, there is only a sine (and no cosine), and hence that term is in fact finite as well.

Checking consistency with the Slavnov-Taylor identities

We start by checking Eqn. (15) for the IR divergent terms appearing at one-loop order. The lhs of this identity exhibits an IR divergence if either all three colour indices $A, B, C$ are 0, or only one of them. In both cases, the second term on the rhs vanishes since $f^{D SC} = 0$. If all three are 0, the identity reduces to the exact same form as in the $U_1(1)$ case. If only $A = 0$ and $B = b, C = c$, the lhs has a linear IR divergence for the $(A = 0, \sigma, x)$-leg, while the rhs reduces to

$$
\frac{ig\sqrt{2}}{\sqrt{N}} \delta^{2\Gamma^{(0)}} \delta A_\sigma^b(x) \delta A_\mu^c(y), \delta(y - z) + igd^{abc} \frac{\delta^2 \Gamma^{(0)}}{\delta A_\sigma^b(y) \delta A_\mu^c(x)} \delta(x - z),
$$

(31)

and the IR divergence comes only from the $D = 0$ contribution reading

$$
\frac{ig\sqrt{2}}{\sqrt{N}} \delta^{bc} \left[ \frac{\delta^2 \Gamma^{(0)}}{\delta A_\sigma^b(y) \delta A_\mu^c(x)} \right] \delta(x - z),
$$

(32)

which is consistent. If, on the other hand, only $C = 0$ and $A = a, B = b$, the lhs is IR finite because the IR divergent term in the $(C = 0, \mu, z)$-leg is killed by the $z$-derivative due to transversality. The rhs in that case reduces to

$$
\frac{ig\sqrt{2}}{\sqrt{N}} \left[ \frac{\delta^2 \Gamma^{(0)}}{\delta A_\sigma^b(y) \delta A_\mu^c(x)} \right] \delta(x - z),
$$

(33)
which is IR finite as well (so consistent once more).

### 3.4 4A-vertex corrections

Another question to ask, is whether IR divergences are absent when all external legs are \( SU(N) \) also when considering one-loop corrections to the 4A-vertex. This has not previously been clear. For example, [43] merely states that “the calculation of these vertices is straightforward, though tedious”.

![Figure 3: One loop corrections to the 4A-vertex.](image)

In fact, explicit calculations show that two types of logarithmic IR divergences may be present in a graph, as we shall now explore by means of the simplest example of the graph with internal ghost loop (cf. Fig. 3d) with \( N = 2 \) and \( \alpha = 1 \): if one considers all four external legs to be in the \( U(1) \), one finds

\[
\Gamma^{4A^{u1,gh}}_{\mu\nu\rho\tau}(p_{1-4}) = -\frac{\pi^2 g^4}{48} (\delta_{\mu\tau}\delta_{\nu\rho} + \delta_{\mu\rho}\delta_{\nu\tau} + \delta_{\mu\nu}\delta_{\rho\tau}) \\
\times \left( \cos \left( \frac{\pi}{2} (p_1 \tilde{p}_3 + p_2 \tilde{p}_4) \right) \left( \ln (\tilde{p}_2 + \tilde{p}_3)^2 + \ln (\tilde{p}_1 + \tilde{p}_3)^2 - \ln \tilde{p}_1^2 - \ln \tilde{p}_3^2 \right) \\
+ \cos \left( \frac{\pi}{2} (p_1 \tilde{p}_2 + p_3 \tilde{p}_4) \right) \ln \left( \frac{(\tilde{p}_1 + \tilde{p}_2)^2}{\varepsilon^2 \tilde{p}_3^2 \tilde{p}_4^2} \right) \right).
\]

On the other hand, if all four external legs are in the \( SU(2) \), the graph exhibits the infrared divergent contribution

\[
\Gamma^{4A^{u2,gh}}_{\mu\nu\rho\tau}(p_{1-4}) = -\frac{\pi^2 g^4}{48} (\delta_{\mu\tau}\delta_{\nu\rho} + \delta_{\mu\rho}\delta_{\nu\tau} + \delta_{\mu\nu}\delta_{\rho\tau}) \\
\times \left( \cos \left( \frac{\pi}{2} (p_1 \tilde{p}_3 + p_2 \tilde{p}_4) \right) (\delta_{\alpha\beta}\delta_{\delta\varepsilon} \ln (\varepsilon^2 (\tilde{p}_2 + \tilde{p}_3)^2) + \delta_{\alpha\varepsilon}\delta_{\beta\delta} \ln (\varepsilon^2 (\tilde{p}_1 + \tilde{p}_3)^2)) \\
+ \cos \left( \frac{\pi}{2} (p_1 \tilde{p}_2 + p_3 \tilde{p}_4) \right) \delta_{\alpha\beta}\delta_{\delta\varepsilon} \ln \left( \varepsilon^2 (\tilde{p}_1 + \tilde{p}_2)^2 \right) \right),
\]

which is logarithmically divergent for vanishing of at least two external momenta. Notice, however, that only sums of two momenta appear in the logarithms, i.e. the \( \ln \tilde{p}_i^2 \)-terms which additionally appear for external \( U(1) \) legs are absent here. So there is indeed a difference between 4A-vertex corrections with external legs in the \( U(1) \) and those with external legs in the \( SU(N) \), though the exact nature of this difference was not completely clear from [43].

However, the sum of all 4A-vertex corrections must fulfill the Slavnov-Taylor identity [16]. Hence, all possible IR divergent terms are related to the ones of the 3A-vertices,
which by means of the Slavnov-Taylor identity (15) are in turn related to the IR divergence (22) and the log (23). By power counting, the quadratic IR divergence of the vacuum polarization (22) propagates to a linear IR divergence in the 3-vertex and is related to an IR-finite contribution in the 4-vertex. Likewise, the log-terms of the vacuum polarization and 3-vertex propagate to the 4-vertex, leading to $\ln \tilde{p}^2$-terms only for the external $U(1)$ legs.

Let us explore the nature of these terms some more: It is in fact known from the literature (44), that the IR divergence in the case where all legs are in the $U(1)$ is actually IR finite as can be seen from the appearing expressions

$$\sin \left( \frac{1}{2} \tilde{p}_i \tilde{p}_j \right) \sin \left( \frac{1}{2} \tilde{p}_k \tilde{p}_l \right) \ln (\varepsilon^2 \tilde{p}_i^2),$$
$$\sin \left( \frac{1}{2} \tilde{p}_p \tilde{p}_q \right) \sin \left( \frac{1}{2} \tilde{p}_r \tilde{p}_s \right) \ln (\varepsilon^2 (\tilde{p}_i + \tilde{p}_j)^2).$$ (36)

For the same reason, the IR terms of the $U(1)$-$U(1)$-$SU(N)$-$SU(N)$ case are finite: The cosines drop out completely in that case, as can be deduced from Eqn. (20).

When only one leg is $U(1)$, and the other are $SU(N)$, one has IR terms of the form

$$f^{abc} \sin \left( \frac{1}{2} \tilde{p}_i \tilde{p}_j \right) \sin \left( \frac{1}{2} \tilde{p}_k \tilde{p}_l \right) \left( c_1 \ln (\varepsilon^2 (\tilde{p}_i + \tilde{p}_j)^2) + c_2 \ln (\varepsilon^2 \tilde{p}_k^2) \right),$$
$$f^{abc} \sin \left( \frac{1}{2} \tilde{p}_i \tilde{p}_j \right) \cos \left( \frac{1}{2} \tilde{p}_k \tilde{p}_l \right) \left( c_1 \ln (\varepsilon^2 (\tilde{p}_i + \tilde{p}_j)^2) + c_2 \ln (\varepsilon^2 \tilde{p}_k^2) \right),$$ (37)

which again are finite (i.e. no $\ln (\varepsilon^2 \tilde{p}_k^2)$ terms are present).

When all external legs are in the $SU(N)$, the only terms possible which might lead to IR-divergences would be of the form

$$\cos \left( \frac{1}{2} \tilde{p}_i \tilde{p}_j \right) \cos \left( \frac{1}{2} \tilde{p}_k \tilde{p}_l \right) \ln (\varepsilon^2 (\tilde{p}_i + \tilde{p}_j)^2),$$ (38)

but the Slavnov-Taylor identities (15) and (16) rule out the existence of any IR divergent terms in the 4-vertex with all external legs in the $SU(N)$.

4 Comments on renormalizability

In Ref. (36) it was argued, that renormalizability of a non-commutative gauge model could be restored by building an IR damping into the gauge propagator and implementing non-local counter terms for the quadratic and linear IR divergences using the “soft-breaking” techniques known from the Gribov-Zwanziger action (45–48). In a subsequent paper (37) that idea was generalized to the non-Abelian case. However, it was overlooked, that for the mixed $U(1)$-$SU(N)$-$SU(N)$ vertex (cf. Eqn. (30)), only one counter term is needed (instead of a sum over all legs). This can easily be remedied by the replacement

$$\left( d_{AB}^{\delta_{abc}} \delta_{A} \delta_{B} \delta_{C} \right) \left\{ A_{\mu}^A, A_{\nu}^B \right\} \frac{\tilde{\partial}_\mu \tilde{\partial}_\nu \tilde{\partial}_\rho}{\tilde{c}^2} A^C \rho \rightarrow \left\{ A_{\mu}^A, A_{\nu}^A \right\} \frac{\tilde{\partial}_\mu \tilde{\partial}_\nu \tilde{\partial}_\rho}{\tilde{c}^2} A^0 \rho$$ (39)

in the action (Eqn. (8) in that paper). Since $\delta A^0 = 0$ and $\delta A^A = \delta^A$, this leads to the required counter terms for the 3A vertices.

Furthermore, we have the Slavnov-Taylor identity Eqn. (15) at our disposal, which we have shown to hold at least to one-loop order (for the IR divergences). Hence, we will need one (Gribov-like) parameter less than was assumed in (37), namely $\gamma' \propto \gamma$. 
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The complete soft-breaking action of $[37]$ (i.e. the corrected Eqn. (8) of that paper) should hence read

$$S = S_{\text{inv}} + S_{\text{gf}} + S_{\text{aux}} + S_{\text{soft}} + S_{\text{ext}},$$

$$S_{\text{inv}} = \int d^4x \frac{1}{4} F^A_{\mu\nu} F^A_{\mu\nu},$$

$$S_{\text{gf}} = \int d^4x \left( \bar{c}^A \partial_\mu A^A_{\mu} \right) - \int d^4x \left( b^A \partial_\mu A^A_{\mu} - \bar{c}^A \partial_\mu (D_{\mu}c)^A \right),$$

$$S_{\text{aux}} = - \int d^4x \left( \bar{\psi}^0_{\mu\nu} B^0_{\mu\nu} \right) = \int d^4x \left( - B^0_{\mu\nu} B^0_{\mu\nu} + \bar{\psi}^0_{\mu\nu} \psi^0_{\mu\nu} \right),$$

$$S_{\text{soft}} = \int d^4x s \left[ \left( Q^0_{\mu\nu\alpha\beta} B^0_{\mu\nu} + Q^0_{\mu\nu\alpha\beta} B^0_{\mu\nu} \right) \frac{1}{\Box} \left( f^0_{\alpha\beta} + \frac{\theta_{\alpha\beta}}{2} f^0 \right) + Q^0 \left\{ A^A_{\mu}, A^A_{\nu} \right\} \frac{\tilde{\partial}_\mu \tilde{\partial}_\nu \tilde{\partial}_\rho A^0_{\rho}}{\Box^2} \right],$$

$$S_{\text{ext}} = \int d^4x \left( \Omega^A_{\mu}(s A^A_{\mu}) + \omega^A(s c^A) \right),$$

where

$$\tilde{\Box} = \tilde{\partial}_\nu \tilde{\partial}_\mu, \quad f^0_{\mu\nu} = \partial_\mu A^0_{\nu} - \partial_\nu A^0_{\mu}, \quad f^0 = \theta_{\mu\nu} f^0_{\mu\nu}. \quad (41)$$

The multiplier field $b$ implements the Landau gauge fixing $\partial_\mu A^0_{\mu} = 0$, $\bar{c}/c$ denote the (anti)ghost, and $\sigma$ is a dimensionless parameter. The complex $U(1)$ field $B^0_{\mu\nu}$, its complex conjugate $B^0_{\mu\nu}$, and the associated additional ghosts $\bar{\psi}^0, \psi^0$ are introduced in order to implement the IR damping mechanism explained in Ref. $[36]$ on the according $U(1)$ gauge model. The additional $U(1)$ sources $\tilde{Q}^0, Q^0, \tilde{J}^0, J^0, J^0$ are needed in order to ensure BRST invariance of the action in the ultraviolet. In the infrared they take the “physical” values

$$\tilde{Q}^0_{\mu\nu\alpha\beta} \left|_{\text{phys}} \right. = Q^0_{\mu\nu\alpha\beta} \left|_{\text{phys}} \right. = Q^0 \left|_{\text{phys}} \right. = 0, \quad J^0 \left|_{\text{phys}} \right. = - \frac{g \gamma^2}{2},$$

$$\tilde{J}^0_{\mu\nu\alpha\beta} \left|_{\text{phys}} \right. = J^0_{\mu\nu\alpha\beta} \left|_{\text{phys}} \right. = \frac{\gamma^2}{4} (\delta_{\mu\alpha} \delta_{\nu\beta} - \delta_{\mu\beta} \delta_{\nu\alpha}), \quad (42)$$

where $\gamma$ is a Gribov-like parameter of mass dimension 1 (cf. $[15]$ $[18]$). The action $(40)$ is hence invariant under the BRST transformations

$$s A^A_{\mu} = D_{\mu}c, \quad s c = igcc, \quad s b = 0,$$

$$s \bar{\psi}^0_{\mu\nu} = B^0_{\mu\nu}, \quad s B^0_{\mu\nu} = \psi^0_{\mu\nu}, \quad s \bar{\psi}^0_{\mu\nu} = B^0_{\mu\nu}, \quad s B^0_{\mu\nu} = \psi^0_{\mu\nu},$$

$$s Q^0_{\mu\nu\alpha\beta} = J^0_{\mu\nu\alpha\beta}, \quad s \tilde{Q}^0_{\mu\nu\alpha\beta} = \tilde{J}^0_{\mu\nu\alpha\beta}, \quad s Q^0 = J^0, \quad s \tilde{Q}^0 = \tilde{J}^0. \quad (43)$$
and for the non-linear transformations \( sA_\mu \) and \( sc \), external sources \( \Omega_\mu \) and \( \omega \) have been introduced, respectively. For further details on this model, we refer to [36, 37]. The above discussion indicates that the use of the full machinery of the Slavnov-Taylor identities will be determinant to explore the UV and IR sectors of the total action, as it was the case for instance in old studies on anomalies [49, 50] or in the study of topological field theories for which the BRST symmetry must eventually be supplemented by conditions of equivariance-type to be implemented in the corresponding system of Slavnov-Taylor identities [51–53].

5 Two dimensional case

The situation for the UV/IR mixing is usually better in 2 dimensions. In particular, the vacuum polarization tensor of the simplest non-commutative Yang-Mills action on \( \mathbb{R}_2^2 \) does not suffer from the hard as well as logarithmic IR singularities responsible for the mixing. If one insists on using a “covariant gauge”, then the theory is UV/IR mixing free with the simple overall UV behaviour of a super-renormalizable field theory. In fact, for the Yang-Mills theory on \( \mathbb{R}_2^2 \), standard calculations show that the bad IR singular terms in the vacuum polarization tensor are proportional to \((D - 2)\) (where \( D = 2n \)) [54, 55]. This cancellation propagates to other higher order correlation functions as a consequence of Slavnov-Taylor identities — cf. [15], [16]. Alternatively, by choosing a “temporal gauge” as \( A_2 = 0 \), the gauge fixed action simply splits into a free gauge part and a free ghost part, akin to what happens in e.g. 2-dimensional QCD [56].

In 2 dimensions, it is known that massless field theories usually exhibit additional IR singularities. In order to distinguish them from the other ones, we will sloppily call them “2-dimensional IR singularities”. In the case of 2-dimensional Yang-Mills theories on commutative spaces, these singularities obviously depend on the choice for the gauge fixing function. While these singularities can of course be expected to have a similar dependence for the planar diagrams of the Yang-Mills theory on \( \mathbb{R}_2^2 \), it remains to examine the net IR behaviour when the corresponding non-planar diagrams are taken into account. This is the purpose of the present section. For the sake of clarity, it is convenient to begin with the case of a \( U_\star(1) \) theory.

5.1 The \( U_\star(1) \) case

In this subsection, we assume \( \alpha = 1 \) for the gauge fixing parameter and a rescaled \( U(1) \) generator \( T^0 = 1 \).

Ghost 2-point function

It is instructive to first exhibit the cancellation within the ghost 2-point function. From the expressions for the ghost and gauge propagators and vertices, the 1-loop correction to the ghost 2-point function can be written as

\[
\omega_g(p) = 2g^2 \int \frac{d^Dk}{(2\pi)^D} \frac{1 - \cos(\varepsilon k \tilde{p})}{k^2(k + p)^2} (p^2 + pk) = 2g^2 p^2 \int_0^1 dx \int \frac{d^Dk}{(2\pi)^D} \frac{1 - \cos(\varepsilon k \tilde{p})}{(k^2 + M^2)^2} , \tag{44}
\]

\((p \) is an external momentum) in which the planar and non-planar contributions have already been made apparent and \( M^2 := p^2 x(1 - x) \). By further using Eqn. [67] of Appendix B we
Hence (45a) is finite: 

$$\omega_g(p) = \omega_g^P(p) + \omega_g^{NP}(p),$$  \hspace{1cm} (45a)

$$\omega_g^P(p) = 2g^2p^2 \int_0^1 dx x \frac{(M^2)^{D/2 - 2}}{(2\pi)^{D/2}} \frac{1}{2^{D/2}} \frac{1}{\Gamma(2 - \frac{D}{2})} \Gamma(2 - \frac{D}{2})$$

$$= \frac{g^22^{1-D/2} \frac{D}{2}}{(2\pi)^{D/2}(p^2)^{D/2}} \frac{1}{\Gamma(D - 1)} \Gamma(2 - \frac{D}{2}),$$  \hspace{1cm} (45b)

$$\omega_g^{NP}(p) = -2g^2p^2 \int_0^1 dx x \frac{1}{(2\pi)^{D/2}} (M^2)^{D/2} 2^{D/2 - 2} \left(2^{D/2} \left(\frac{M}{\sqrt{\omega_k}} \right)^2 \right) K_2 - D/2 \left(\sqrt{\epsilon^2p^2M^2} \right).$$  \hspace{1cm} (45c)

For $D = 2$, the UV finite planar contribution (45b) has an IR singularity stemming from the factor $\Gamma(D/2 - 1)$ (see 2nd equality). The UV finite non-planar contribution (45c) also has an IR singularity coming from the factor $(M^2)^{D/2 - 2} = (M^2)^{-1}$. The other potential source of IR singularity, $(\sqrt{\epsilon^2p^2M^2} - \frac{D}{2} K_2 - \frac{D}{2} \left(\sqrt{\epsilon^2p^2M^2} \right)$, which generates UV/IR mixing for $D = 4$ through the hard IR singularities $\sim 1/(\epsilon p)^n$ stemming from (71) is inoperative here since $zK_1(z) = 1$ for $z \rightarrow 0$ (see 2nd relation in (70)). From $K_1(z) \sim \frac{z}{2} + (az + bz^3 + \ldots) + \frac{z^2}{2} \log(z) + \ldots (a, b \in \mathbb{R})$, one obtains the small $|p|$ behaviour of (45c)

$$\omega_g^{NP}(p) \sim -\frac{1}{2\pi} \int_0^1 dx x \frac{1}{x(1-x)} + \ldots, \quad p \sim 0,$$

where the dots represent finite regular terms when $p \sim 0$. This IR singular term is exactly balanced by the planar contribution obtained from (45b) evaluated at $D = 2$

$$\omega_g^P(p) = \frac{1}{2\pi} \int_0^1 dx x \frac{1}{x(1-x)}. \hspace{1cm} (47)$$

Hence (45a) is finite:

$$\lim_{p \rightarrow 0} \omega_g(p) = \lim_{p \rightarrow 0} (\omega_g^P(p) + \omega_g^{NP}(p)) = \text{finite}. \hspace{1cm} (48)$$

**Vacuum polarization tensor**

The vacuum polarization tensor in $D$ dimensions may be written as

$$\Pi_{\mu\nu} = \int d^Dk I_{\mu\nu}(k, p) \sin^2(\frac{\xi k\tilde{p}}{2})$$

$$\approx \int d^Dk \left( I_{\mu\nu}(k, 0) + p_{\rho} \frac{\partial}{\partial p_{\rho}} I_{\mu\nu}(k, p) \right)_{p=0} + \frac{p_{\rho}p_{\sigma}}{2} \frac{\partial^2}{\partial p_{\rho} \partial p_{\sigma}} I_{\mu\nu}(k, p) + \ldots \right) \sin^2(\frac{\xi k\tilde{p}}{2}), \hspace{1cm} (49)$$

where the first term exhibits the leading UV and related (through mixing) IR divergence. It has been previously computed [54, 55] that\(^8\)

$$I_{\mu\nu}(k, 0) \propto (D - 2) \left( \frac{2k_{\mu}k_{\nu}}{k^2} - g_{\mu\nu} \right), \hspace{1cm} (50)$$

\(^8\)In fact, it was shown that this leading divergence is independent of gauge fixing — see also [44, 57].
i.e. the leading hard divergences cancel in two dimensions.

The cancellation between the 2-dimensional IR singularities of the planar and non-planar parts of the vacuum polarization $\Pi_{\mu\nu}(p)$ again occurs as above, although the computation is a bit more involved. $\Pi_{1\mu\nu}(p)$, $\Pi_{2\mu\nu}(p)$, $\Pi_{3\mu\nu}(p)$ correspond to the gauge loop diagram, the tadpole and the ghost loop diagram, respectively (see Fig. 1). By using the expression for the vertices, a standard calculation yields

$$
\Pi_{\mu\nu}(p) = \frac{1}{2} \Pi_{1\mu\nu}(p) + \frac{1}{2} \Pi_{2\mu\nu}(p) - \Pi_{3\mu\nu}(p),
$$

with

$$
\Pi_{1\mu\nu}(p) = 2g^2 \int \frac{d^Dk}{(2\pi)^D} \frac{1 - \cos(\varepsilon k \tilde{p})}{k^2(k + p)^2} P_{\mu\nu}(p, k),
$$

$$
P_{\mu\nu}(p, k) = \delta_{\mu\nu}[(p - k)^2 + (k + 2p)^2] + k_\mu k_\nu(4D - 6) + p_\mu p_\nu(D - 6) + (2D - 3)(p_\mu k_\nu + p_\nu k_\mu),
$$

$$
\Pi_{2\mu\nu}(p) = -4g^2 \int \frac{d^Dk}{(2\pi)^D} \frac{1 - \cos(\varepsilon k \tilde{p})}{k^2(k + p)^2} (D + 1) \delta_{\mu\nu}(k + p)^2,
$$

$$
\Pi_{3\mu\nu}(p) = 2g^2 \int \frac{d^Dk}{(2\pi)^D} \frac{1 - \cos(\varepsilon k \tilde{p})}{k^2(k + p)^2} (k_\mu(k_\nu + p_\nu)).
$$

When $D = 2$, the UV finite planar contribution $\Pi_{\mu\nu}^P$ can be verified to be

$$
\Pi_{\mu\nu}^P(p) = \frac{g^2}{\pi} \int_0^1 dx \frac{1}{p^2 x(1 - x)} (p^2 \delta_{\mu\nu} - p_\mu p_\nu)
$$

where the 2-dimensional IR singularity is apparent. By using Eqns. (51) and (52), the UV finite non-planar contribution is expressed as

$$
\Pi_{\mu\nu}^{NP}(p) = -g^2 \int \frac{d^Dk}{(2\pi)^D} \frac{\cos(\varepsilon k \tilde{p})}{k^2(k + p)^2} [2(2 - D)[k^2 \delta_{\mu\nu} - 2k_\mu k_\nu] + 4p^2 \delta_{\mu\nu} - (D + 2)p_\mu p_\nu].
$$

In view of (68), the first two terms between brackets are IR singular, behaving as $\log |\varepsilon \tilde{p}|$ and $\frac{\tilde{p}_\mu \tilde{p}_\nu}{p^2}$, respectively. The latter leading IR singularity would be responsible for UV/IR mixing but is canceled (together with the logarithmic singularity) by the overall factor $(2 - D)$ as we recalled at the beginning of this section. Setting $D = 2$ and using (67), (69), we hence obtain

$$
\Pi_{\mu\nu}^{NP}(p) = -\frac{g^2}{\pi} \int_0^1 dx \frac{1}{p^2 x(1 - x)} \left(\sqrt{M^2 \varepsilon^2 \tilde{p}^2} K_1(\sqrt{M^2 \varepsilon^2 \tilde{p}^2})\right) (p^2 \delta_{\mu\nu} - p_\mu p_\nu).
$$

From (53) and (55), it can be easily seen that the IR singular part of $\Pi_{\mu\nu}^{NP}$ exactly cancels the IR singularity in $\Pi_{\mu\nu}^P$. Hence

$$
\lim_{p^2 \to 0} \pi(p^2) = \text{finite}, \quad \Pi_{\mu\nu}(p) = \pi(p^2)(p^2 \delta_{\mu\nu} - p_\mu p_\nu).
$$

From (48) and (56), it appears that IR singularities of 2-dimensional origin in the 1-loop planar parts of ghost and gauge 2-point functions are annihilated by their non-planar counterparts. The cancellation holds true for the 3 and 4-point functions as it can be seen by
using the Slavnov-Taylor identities $^{[15]$, $^{[16]}$ (where in the $U(1)$ case the antisymmetric structure constants $f^{ABC}$ vanish, of course).

In general the 2-dimensional IR singularities are expected to depend on the gauge choice. Consider for instance the 1-loop 2-point functions for a commutative 2-dimensional pure Yang-Mills theory computed successively in the Landau gauge and the temporal gauge. Then, 2-d IR singularities show up in the 2-point functions in the Landau gauge while they are simply absent in the temporal gauge where interactions disappear. The situation is a bit different in the present case since there are no remaining 2-dimensional IR singularities in the 2-point functions: A cancellation still operates between planar and non-planar parts whenever the gauge choice leaves interactions. This suggests that the absence of the 2-dimensional IR singularities seems likely not to depend on the gauge choice, as in some sense the theory would behave as if it was massive. At a computational level, the cancellation can be understood by the decomposition

$$\sin^2\left(\frac{\pi}{2}k\vec{p}\right) = \frac{1}{2} \left(1 - \cos(\varepsilon \vec{k}\vec{p})\right),$$  \hspace{1cm} (57)

appearing in the numerators of the amplitudes for the 2-point functions, in view of the minus sign between the planar and non-planar parts.

It is interesting to extend the above analysis by coupling a massless fermion, since a dynamical mass generation mechanism for the $A_\mu$ as in the Schwinger model can be expected. The first possible gauge invariant coupling is built from $\nabla_\mu \psi = \partial_\mu \psi - igA_\mu \star \psi$ with

$$S_F^1 = \int d^2x \bar{\psi} \nabla \psi, \hspace{1cm} \nabla := \sigma^\mu \nabla_\mu, \hspace{1cm} \sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \hspace{1cm} \sigma^2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},$$  \hspace{1cm} (58)

and matter gauge transformations $u \in U_*(1)$, $\psi^u = u \star \psi$, $\bar{\psi}^u = \bar{\psi} \star u^\dagger$, $(\nabla \psi)^u = u \star \nabla \psi$. The vertex function $^3$ is

$$V_1(k_1, k_2, k_3) = -i\sigma^\mu \exp \left(\frac{i\varepsilon}{2} k_3 \vec{k} \right),$$  \hspace{1cm} (59)

where $k_3$ (resp. $k_2$) is the $\bar{\psi}$ (resp. $\psi$) momentum. The 2nd possible gauge invariant coupling is obtained from the covariant derivative $D_\mu \psi := \partial_\mu \psi - ig[A_\mu, \psi]$ with $(D_\mu \psi)^u = u \star D_\mu \psi \star u^\dagger$, $\psi^u = u \star \psi \star u^\dagger$ for any $u \in U_*(1)$. It yields

$$S_F^2 = \int d^2x \bar{\psi} D \psi, \hspace{1cm} D = \sigma^\mu D_\mu, \hspace{1cm} V_2(k_1, k_2, k_3) = -i\sigma^\mu \sin\left(\frac{\pi}{2} k_3 \vec{k} \right),$$  \hspace{1cm} (60)

where the conventions for the momenta are the same as above. Standard computation for each respective coupling yields the UV finite expressions

$$\Pi_{1\mu}^{1F}(p) = \frac{g^2}{p^2 \pi} (p^2 \delta_{\mu\nu} - p_\mu p_\nu),$$  \hspace{1cm} (61a)

$$\Pi_{1\mu}^{2F}(p) = \frac{g^2}{2} \int \frac{d^D k}{(2\pi)^D} \frac{1 - \cos(\varepsilon \vec{k}\vec{p})}{k^2(k + p)^2} \text{Tr}(\sigma_\mu(\vec{k} + \vec{p})\sigma_\nu\vec{k}),$$  \hspace{1cm} (61b)

where in (61a) only the planar diagram contributes since exponential factors in the vertices balance each other. Besides, the non-planar part of (61b) can be cast into the form

$$\Pi_{1\mu}^{2FNP}(p) = -\frac{g^2}{4\pi} \int_0^1 dx \left((2 - D)\delta_{\mu\nu} M_0(\sqrt{\varepsilon^2 p^2 M^2}) - 2\varepsilon^2 \vec{p}_\mu \vec{p}_\nu M_{-1}(\sqrt{\varepsilon^2 p^2 M^2}) + \ldots\right),$$  \hspace{1cm} (62)

$^4$As before, all the momenta are incoming and momentum conservation is understood.
where the dots denote regular terms and we used \((67), (68)\). Setting \(D = 2\), we arrive at

\[
\Pi_{\mu\nu}^{2FP}(p) = \frac{g^2}{2\pi} \left( \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right), \quad \Pi_{\mu\nu}^{2FNP}(p) = \frac{g^2}{2\pi} \tilde{p}_\mu \tilde{p}_\nu + \ldots,
\]

(63)

from which it is easy to verify that \(\Pi_{\mu\nu}^{2F} = \Pi_{\mu\nu}^{2FP}(p) + \Pi_{\mu\nu}^{2FNP}(p) = \Pi_{\mu\nu}^{1F}(p)\) \((61a)\), because in 2-dimensions \(\theta_{\mu\nu}\) is proportional to the epsilon tensor and hence \(\tilde{p}_\mu \tilde{p}_\nu \tilde{p}_2 = (\delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2})\). In view of the expression for \(\Pi_{\mu\nu}^{1F}(p)\), a pole is induced in the propagator for the gauge field \(A_\mu \sim (p^2 + \frac{g^2}{\pi})^{-1}\) which receives a Schwinger mass \(\mu = \frac{g}{\sqrt{\pi}}\) which coincides with the value for the mass in the Schwinger model \([58]\) — see also \([59, 60]\) and references therein.

### 5.2 The \(U(N)\) case

If the external legs of the 2-point functions are \(U(1)\), the situation is exactly the same as before (apart from a factor \(N\)). Hence, we consider the case where the external legs are \(SU(N)\). In this case the phases of the 2-point functions reduce to \(N\delta^{ab}\) according to Eqn. \((24)\), i.e. the graphs are purely planar and do not exhibit UV/IR mixing. Furthermore, due to Eqn. \((50)\) no UV divergences appear, but in contrast to the \(U(1)\) case, there does exist a new IR divergence related to the masslessness because there is no non-planar part to cancel it. This 2-dimensional IR singularity has the same structure as in the planar part of the \(U(1)\) case.

Concerning the vertex corrections, all graphs are UV finite by power counting and hence also free of UV/IR mixing related IR divergences. However, there will once more be 2-dimensional IR singularities present due to the masslessness of the model, as can be inferred from the Slavnov-Taylor identities \((15), (16)\).

### 6 Conclusion

In this paper, we have clarified some properties of one-loop IR divergences in non-commutative non-Abelian gauge field theories which were not clear from previous literature, and have verified their consistency with the tree-level Slavnov-Taylor identity \((15)\). In addition we have made more explicit previous claims in the literature that only graphs with one or more external \(U(1)\)-legs lead to dangerous UV/IR mixing terms at one-loop order.

Furthermore, if the Slavnov-Taylor identities hold to all orders for IR divergent terms, the number of independent Gribov-like parameters reduce to one, namely \(\gamma\). This point should be helpful when attempting a rigorous proof of renormalizability of the according soft-breaking model \((10)\).

Finally, we have also discussed some properties which are special to the 2-dimensional case.
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A Structure constants and identities

Following \[43\] we consider
\[
\text{Tr}(T^A T^B) = \frac{1}{2} \delta^{AB}, \quad T^0 = \frac{1}{\sqrt{2N}} \mathbb{1}_N, \quad d^{AB0} = \sqrt{\frac{2}{N}} \delta^{AB},
\]
and
\[
f^{ade} f^{bde} = N \delta^{ab}, \quad d^{ade} d^{bde} = \left( N - \frac{4}{N} \right) \delta^{ab}, \quad (65a)
\]
\[
f^{ade} f^{bef} f^{cfd} - f^{ade} d^{bef} d^{cfd} - d^{ade} d^{bef} f^{cfd} = 2N \left( 1 - \frac{3}{N^2} \right) f^{abc}, \quad (65b)
\]
\[
d^{ade} d^{bef} d^{cfd} - d^{ade} d^{bef} f^{cfd} - f^{ade} d^{bef} d^{cfd} = 2N \left( 1 - \frac{3}{N^2} \right) d^{abc}, \quad (65c)
\]
(cf. Ref. \[43\] for a proof). From these identities it furthermore follows that
\[
d^{aDE} b^{DE} = N \delta^{ab}, \quad (65d)
\]
\[
f^{aDE} b^{EF} f^{cFD} - f^{aDE} b^{EF} d^{cFD} - d^{aDE} b^{EF} f^{cFD} - d^{aDE} b^{EF} f^{cFD} = 2N f^{abc}, \quad (65e)
\]
\[
d^{aDE} b^{EF} d^{cFD} - d^{aDE} b^{EF} f^{cFD} - f^{aDE} b^{EF} f^{cFD} - f^{aDE} b^{EF} d^{cFD} = 2N d^{abc}. \quad (65f)
\]
In fact, one alternatively derives the identities
\[
f^{aDE} b^{EF} f^{cFD} = -f^{aDE} b^{EF} d^{cFD} = -d^{aDE} b^{EF} f^{cFD} = -d^{aDE} b^{EF} d^{cFD} = \frac{N}{2} f^{abc}, \quad (66a)
\]
\[
d^{aDE} b^{EF} d^{cFD} = -d^{aDE} b^{EF} f^{cFD} = -f^{aDE} b^{EF} f^{cFD} = -f^{aDE} b^{EF} d^{cFD} = \frac{N}{2} d^{abc}, \quad (66b)
\]
which will be more useful for explicit loop computations.

B Useful integrals

The IR behaviour of the correlation functions can be conveniently extracted by making use of the following integrals given in e.g. \[55\]:
\[
J_N(\vec{p}) = \int \frac{d^D k}{(2\pi)^D} \frac{e^{i\vec{k}\cdot\vec{p}}}{(k^2 + m^2)^N} = a_{N,D} M_{N-\frac{D}{2}}(\varepsilon m | \vec{p} |), \quad (67a)
\]
\[
J_{N,\mu\nu}(\vec{p}) = \int \frac{d^D k}{(2\pi)^D} \frac{k_\mu k_\nu e^{i\vec{k}\cdot\vec{p}}}{(k^2 + m^2)^N}
\]
\[
= a_{N,D} (\delta_{\mu\nu} M_{N-1-\frac{D}{2}}(\varepsilon m | \vec{p} |) - \varepsilon^2 \tilde{p}_\mu \tilde{p}_\nu M_{N-2-\frac{D}{2}}(\varepsilon m | \vec{p} |)), \quad (67b)
\]
where
\[
a_{N,D} = \frac{2^{-(\frac{D}{2} + N - 1)}}{\Gamma(N) \pi^{\frac{D}{2}}}, \quad M_Q(m | \vec{p} |) = \frac{1}{(m^2)^Q} (\varepsilon m | \vec{p} |)^Q K_Q(\varepsilon m | \vec{p} |),
\]
in which $K_Q(z)$ is the modified Bessel function of second kind where $Q \in \mathbb{Z}$. Recall its properties
\[
K_{-Q}(z) = K_Q(z), \quad \lim_{\nu \to 0} z^\nu K_\nu(z) = 2^{\nu - 1} \Gamma(\nu), \quad \nu > 0 \quad (70)
\]
so that the following asymptotic expansion holds true:

$$
\mathcal{M}_{-Q}(\epsilon m|p|) \sim 2^{Q-1} \frac{\Gamma(Q)}{(\epsilon^2 p^2)^Q}, \quad Q > 0.
$$

The usual strategy is to perform continuation of the expressions for the correlation functions to arbitrary $D$-dimension and then going back to $D = 2$.
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