Interference-induced localization in quantum random walk on clean cyclic graph
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We quantitatively differentiate between the spreads of discrete-time quantum and classical random walks on a cyclic graph. Due to the closed nature of any cyclic graph, there is additional “collision”-like interference in the quantum random walk along with the usual interference in any such walk on any graph, closed or otherwise. We find that the quantum walker remains localized in comparison to the classical one, even in the absence of disorder, a phenomenon that is potentially attributable to the additional interference in the quantum case. This is to be contrasted with the situation on open graphs, where the quantum walker, being effectively denied the collision-like interference, garners a much higher spread than its classical counterpart. We use Shannon entropy of the position probability distribution to quantify spread of the walker in both quantum and classical cases. We find that for a given number of vertices on a cyclic graph, the entropy with respect to number of steps for the quantum walker saturates, on average, to a value lower than that for the corresponding classical one. We also analyze variations of the entropies with respect to system size, and look at the corresponding asymptotic growth rates.

I. INTRODUCTION

Quantum interference is one of the key aspects of quantum mechanics that leads to a plethora of interesting phenomena, such as interference pattern in double-slit experiments and Anderson localization of electron wave packets [1, 2]. It also leads to the qualitatively different behavior of quantum random walks (QRWs), first introduced by Aharonov, Davidovich, and Zagury [3] in 1993, from their classical counterparts - the classical random walks (CRWs) [4]. Superposition over walker-coin states where the walker has pursued different paths as instructed by the different coin states, and the resulting entanglement [3] between the coin and position degrees of freedom in a discrete-time QRW are at the root of its differences with a walker in the classical case. In particular, there is inherent interference between the left and the right propagating components in the dynamics of a QRW on a line, and the clockwise and anti-clockwise components on a circle (cyclic graph). Based on the chosen initial conditions or by varying the coin parameters, interference may affect the symmetry of the probability distribution, of the walker on both the line and the cyclic graph, in position space [5, 6]. QRWs have been shown to be useful in realizing quantum memory [10], in search algorithms [11, 14] (see also [13, 17]), for simulating dynamics of physical systems [18, 20], etc. Successful experimental implementation of QRWs have been reported in various physical systems, such as optical Galton board [21], nuclear magnetic resonance systems [22, 23], atoms trapped in an optical lattice [24], photons [25, 26], and trapped ions [31, 32]. Proposals for experiments include [33–35]. Introduction of disorder in the system, e.g. by randomizing the “coin parameter” of a discrete-time quantum random walk [26], or by introducing static disorder in a continuous-time quantum random walk on the glued trees graph [37], or by inserting other imperfections on graphs where the distances between the vertices vary slightly from edge to edge [38] may lead to “localization” of the wave packet in position space. See also [39, 43] in this regard. Notice that this is analogous to the phenomenon of localization in condensed matter physics [44].

For a discrete-time quantum random walk on a line, the spread of the probability distribution, as quantified by the standard deviation, scales linearly with the number of steps of the walker, referred to as “ballistic spread”. The corresponding “speed” of the walker is only square-root of the number of steps for a classical walker [6, 45]. Quantum walks on a cyclic graph having the additional feature of “one-step memory” was investigated in [49]. By allowing the coin operation to change at every step according to a sequence or by random means, the associated probability distribution is seen to converge to a uniform distribution over the nodes of a cyclic graph [50]. In another work, the periodicity of the evolution matrix of a Szegedy walk, a type of discrete-time quantum walk, on various types of finite graphs have been discussed [51]. A special feature of QRW on a cyclic graph is that it “mixes” almost quadratically faster than the corresponding classical case [52]. QRWs on cyclic graphs have been implemented experimentally, and further proposals thereof have also been given. In an experimental implementation using an arrangement of linear optical elements, clockwise and anti-clockwise cyclic walks have been realized [53]. In another experimental implementation, continuous-time quantum walks on cyclic graphs using quantum circuits have been realized [54]. Travaglione et al. have proposed a scheme to implement QRW on a line and on a circle in an ion trap quantum computer [55]. Another proposal for experimental implementation of QRW on a cyclic graph, using a quantum quincunx, which may be realized with cavity quantum electrodynamics, is also known [56]. QRWs of non-interacting and interacting electrons on a cyclic graph, with the graph...
being formed of semiconductor quantum dots, have been studied in [57].

In this paper, we analyze the behaviors of quantum and classical random walks on cyclic graphs. We find that the “collision”-like interference effects on the cyclic lattice, occurring due to the topology of the lattice, leads to a “localization” behavior of the wave packet in a Hadamard quantum walk. The localization behaviors, both with respect to number of steps and number of sites, are inferred by analyzing the patterns of Shannon entropies of the corresponding position probability distributions. This is in contrast to the well-studied localization induced by some form of disorder introduced in the system. We then show that the behavior is generic, in that it appears also for non-Hadamard walks, and that it is independent of the initial state. Moreover, we find that the scaling exponents of the entropies with respect to system size, when the number of steps is sufficiently large, are different for classical and quantum random walks. Furthermore, the ratio between these entropies again implies that the quantum system is localized with respect to the classical one. Finally, we introduce a distance measure using the $l^1$-norm, for measuring the closeness of two distributions, specifically, the time series data of Shannon entropies for a QRW and a CRW on cyclic graphs of increasing size. Using this measure, we quantify the difference in the spreads of QRW and CRW on cyclic lattices of different size.

The paper is structured as follows. Section II introduces the general aspects of a CRW on a cyclic graph and its operational formalism. Section III introduces the broad facets of a QRW on a cyclic graph, the operational formalism, and describes the localization behavior with respect to steps in Hadamard and non-Hadamard quantum walks. In section IV, we study the behavior of CRW and QRW on cyclic graphs with respect to the system size. Section V analyzes closeness of the two time series data distributions by inspecting the corresponding $l^1$-norm. We present a summary in Section VI.

II. CLASSICAL RANDOM WALKS

We begin this section by giving a short introduction to CRW on the infinite line. We next introduce the cyclic graph and discuss about the features of the probability distribution of the walk after a large number of steps. We also briefly indicate the mathematical formalism that is used to deal with CRWs on the cyclic graph.

The mathematical setting for random walks are graphs $G(V, E)$ with a vertex set $V$ and an edge set $E$. Classical random walks consist of a walker localized at a given vertex $v$ who moves by means of randomly choosing one of the two directed edges, for example, of an infinite line or a cyclic graph, with probabilities $p$ and $q$ ($p + q = 1$) at every step. We are restricting ourselves to situations where there are exactly two edges emanating from every vertex, and the graph is connected. This motion is dictated by the result of toss of a coin which could be unbiased or not. Let us however assume that the coin is unbiased, so that $p = q = 1/2$. A natural question of interest is the following: What is the pattern of probability distribution of the walker over all the vertices after a given number of coin tosses? It turns out that for relatively small number of coin tosses or steps, the binomial distribution, a discrete probability distribution, characterizes the probability of finding the walker at each vertex. In the limit of a large number of steps, a Gaussian distribution provides the vertex-wise probabilities.

We mention here that a cyclic graph is one which is like a necklace with the beads representing vertices and the strings between the beads, the edges. In other words, a cyclic graph consists of a single cycle. We note that the line and the cyclic graphs are both connected as well as two-regular, assuming the line to be infinite. A “bipartite” graph consists of a graph in which the vertices can be colored with two different colors, and where each edge connects vertices of different colors. In a non-bipartite graph, such a coloring scheme is not possible. For a cyclic graph with an even number of sites ($= N_1$) - a bipartite graph - the probability for the walker to be at the $(2i)^{th}$ site is $2/N_1$, and the same for the $(2i + 1)^{th}$ site is vanishing, for $i = 0, 1, ...N_1 - 1$, after a large even number of steps. The roles of the even and odd sites get reversed if the number of steps is a large odd number. For a cyclic graph with odd number of sites ($= N_2$) - a non-bipartite graph - in the limit of large number of steps, we get a uniform probability distribution with all the sites having a probability of $1/N_2$. This is the distinction between CRWs on a bipartite and a non-bipartite cyclic graph.

Let us now discuss the action of the CRW on a cyclic graph in a bit more detail. It consists of a classical walker moving on sites $x \in \{0, 1, ...N - 1\}$, based on the outcome of a coin toss. The jump is only to the adjacent vertices. Here the random variable is the position of the walker, whose values are determined by the values of another random variable, the coin toss. We associate a “probability vector” corresponding to the site-wise probability distribution at every step. Now we look at the discrete-step evolution of the probability vector facilitated by a transition matrix (stochastic matrix). For a cyclic graph with $N$ sites $v$, the probability vector, $\tilde{P}(n)$, will have $N$ elements. Here, $n$ denotes the number of steps. Let $\tilde{P}(n) = (P_0(n), P_1(n) ... P_{N-1}(n))^T \in \mathbb{R}^N$. The elements of the transition matrix are given by

$$ T_{ij} = \begin{cases} \frac{1}{2} & \text{if } j \text{ is the nearest neighbor of } i \\ 0 & \text{otherwise} \end{cases} $$

where $i, j \in \{0, 1, ...N - 1\}$. From a given vertex $i$, the walker randomly chooses to move along either of the two edges to reach the nearest neighbors $j$ with a uniform probability of $1/2$. This is because the degree of every vertex of a cyclic graph is two and we are assuming an unbiased coin. Note that $T_{ij} = T_{ji}$. $\tilde{P}(n)$ is obtained by the action of the transition matrix $T : \mathbb{R}^N \rightarrow \mathbb{R}^N$ on the
probability vector after \( n - 1 \) steps, \( \vec{P}(n - 1) \):
\[
\vec{P}(n) = T \vec{P}(n - 1).
\] (2)
The elements of \( \vec{P}(n) \) are given by
\[
P_t(n) = \sum_{j=0}^{N-1} T_{ij} P_j(n - 1).
\] (3)

III. INTERFERENCE IN QUANTUM RANDOM WALK ON A CYCLIC GRAPH

In this section, we discuss about QRWs in general and then move on to its features on a cyclic graph. We investigate the cases of symmetric and asymmetric initial coin states for our analysis. The associated localization is studied in some detail.

An initially localized wave packet of the walker evolves as per the assigned local transition rules from a given vertex through either of the two edges to the corresponding two neighboring vertices based on the outcome of a coin toss at every discrete step. This kind of discrete evolution is facilitated by local action at the respective vertices and modeled by a unitary operator without the conventional Hamiltonian. We are interested in studying the global properties of the walk, such as the spread, as quantified, e.g., by standard deviation or Shannon entropy in position space. In this paper, we will use the latter quantity to measure the spread. It is defined as
\[
\langle x \rangle = \frac{1}{N} \sum_{x \in \mathbb{Z}} P(x),
\]
for our study. We will henceforth be denoting DTQW as QRW.

For a QRW on a cyclic graph, the dimension of the position Hilbert space, \( \mathcal{H}_p \), is fixed to \( N \), the total number of sites (vertices), and \( \mathcal{H}_p = \{|x\} : x \in \mathbb{Z} \} \) that spans the position Hilbert space, \( \mathcal{H}_p \). The two basis states, \( |0\rangle_c \) and \( |1\rangle_c \), of the coin, which label the two directed edges at any given vertex, span the coin Hilbert space \( \mathcal{H}_c \). The unitary evolution of the walk at every step is performed through a coin operation acting on the coin basis states followed by a conditional shift operation on the position basis states - conditioned on the states of the coin. The coin operation is parametrized by a “coin parameter” \( \theta \). We focus on the DTQW on a cyclic graph for our study. We will henceforth be denoting DTQW as QRW.

The classical version of this equation is given in Eq. 2 where the unitary is replaced by a transition matrix. Due to the action of the unitary, the position and coin states become entangled already after the first step of the walk, and the general state of the walker after \( n \) steps, for fixed number of sites \( N \), takes the form
\[
|\psi(n)\rangle = \sum_{x=0}^{N-1} \left[ a_x(n) |0\rangle_c + b_x(n) |1\rangle_c \right] \otimes |x_p\rangle,
\] (7)
where \( a_x(n) \) and \( b_x(n) \) are the probability amplitudes corresponding to the clockwise and anti-clockwise directions. From Eq. (7), the probability distribution over the sites \( x \) after \( n \) steps of the walk is given by
\[
P(x, n) = |a_x(n)|^2 + |b_x(n)|^2.
\] (8)
6 with respect to number of steps) and then again increases to reach a maximum (a local maximum at site 6 with respect to number of steps) before diminishing once more. Each such maximum is called a “meeting point”, arguably of the clockwise and anti-clockwise components of the joint state. The corresponding number of steps are denoted by $n_{\text{meet}}$. Fig. 1 exhibits the symmetric site-wise probability distribution for $N = 10$ and $\theta = \frac{\pi}{4}$, for different numbers of steps. The first few meeting points are marked in black dots on the horizontal axis in the figure. The first meeting happens after 16 steps of the walk, the second meeting after 42 steps, and so on. Due to the oscillatory nature (with respect to number of steps) of the entropy of the probability distribution $P(x,n)$ for fixed $n$, we take the average entropy, $H^Q_{\text{meet}}$, up to every $n_{\text{meet}}$ to measure the fluctuation in the probability distribution, instead of considering the entropy itself:

$$H^Q_{\text{meet}}(n_{\text{meet}}) = \frac{1}{[n_{\text{meet}}]} \sum_{n} \sum_{x=0}^{N-1} (-P(x,n) \log_2 P(x,n)),$$

where the sum over $n$ runs up to $n_{\text{meet}}$ from just after the previous meeting point, and where $[n_{\text{meet}}]$ denotes the number of steps in that interval between the meeting points.

A. Hadamard walk on a cyclic graph

The “Hadamard” walk on a cyclic graph is the case when the coin parameter $\theta = \frac{\pi}{4}$. The Hadamard coin operator $\hat{H}$ is given in matrix form as

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \left| c \right> \left< c \right|,$$

in the $\{|0\}_c, |1\>_c\}$ basis.

a. Symmetric initial coin state, enhanced interference and the ensuing localization: We choose a symmetric initial state for the coin, viz. $\frac{\left| 0 \right> + e^{i\pi/4} \left| 1 \right>}{\sqrt{2}}$. The sign in front of $i$ is unimportant for further calculations. We begin the discussion for $N = 10$ and $\theta = \frac{\pi}{4}$, for different numbers of steps. The joint initial state is taken to be $\psi(0) = \frac{\left| 0 \right> + e^{i\pi/4} \left| 1 \right>}{\sqrt{2}} \otimes |6\>_p$. The choice of the initial state of the walker is of course arbitrary. The position probability at the site 6 begins with unity at the initial time, gradually diminishes with increase of the number of steps, reaches a minimum (a local minimum at site 6 with respect to number of steps) and then again increases to reach a maximum (a local maximum at site 6 with respect to number of steps) before diminishing once more. Each such maximum is called a “meeting point”, arguably of the clockwise and anti-clockwise components of the joint state. The corresponding number of steps are denoted by $n_{\text{meet}}$. Fig. 1 exhibits the symmetric site-wise probability distribution for $N = 10$ and $\theta = \frac{\pi}{4}$, for different numbers of steps. The first few meeting points are marked in black dots on the horizontal axis in the figure. The first meeting happens after 16 steps of the walk, the second meeting after 42 steps, and so on. Due to the oscillatory nature (with respect to number of steps) of the entropy of the probability distribution $P(x,n)$ for fixed $n$, we take the average entropy, $H^Q_{\text{meet}}$, up to every $n_{\text{meet}}$ to measure the fluctuation in the probability distribution, instead of considering the entropy itself:

$$H^Q_{\text{meet}}(n_{\text{meet}}) = \frac{1}{[n_{\text{meet}}]} \sum_{n} \sum_{x=0}^{N-1} (-P(x,n) \log_2 P(x,n)),$$

where the sum over $n$ runs up to $n_{\text{meet}}$ from just after the previous meeting point, and where $[n_{\text{meet}}]$ denotes the number of steps in that interval between the meeting points.

FIG. 1: Projection plot of the position probability distribution of a Hadamard walk on a cycle with 10 sites. The discrete probability distribution is plotted as a function of sites and steps. A symmetric initial state of the coin qubit is chosen. The components of the probability distribution, namely, the clockwise and the anti-clockwise components “collide” after every few sites. See text for precise definitions. The first few “collisions” are marked in black dots on the horizontal axis in the figure. The regions in shades of red indicate that the probability of finding the walker is high. The vertical axis represents the site numbers, while the horizontal axis gives the number of steps, and the applicate represents the probabilities. The abscissa, ordinate, and applicate are dimensionless.

FIG. 2: Localization in quantum random walk in comparison to classical one, as inferred from step-wise entropy, averaged over steps between consecutive meeting points. From Fig. 1, the meeting points, $n_{\text{meet}}$, are noted down. The average site-wise entropies between two meeting points, as denoted by $H^Q_{\text{meet}}(n_{\text{meet}})$, are plotted on the vertical axis against $n_{\text{meet}}$ on the horizontal axis. These are represented as blue dots in the figure. The classical case is represented as red crosses. The horizontal axis is dimensionless, while the vertical one is in bits.

The plot of $H^Q_{\text{meet}}$ against $n_{\text{meet}}$, in Fig. 2 captures an important feature of the interference-induced dynamics in a QRW on a clean cyclic graph. The plot is done up to a sufficiently large number of meeting points so that no further appreciable change occurs in the value of $H^Q_{\text{meet}}$. The plot of the same quantity in the classical case is denoted by $H^C_{\text{meet}}$ and depicted by red crosses in Fig. 2. The associated probability distribution of the CRW is shown in Fig. 3. $H^C_{\text{meet}}$ exhibits very little fluctuations with the number of steps and saturates.
approximately around the value of 2.32 bits. It may be noted here that the classical walker does not encounter a “collision” between the anti-clockwisely and clockwisely traversing components. The corresponding plot, for a QRW (blue dots in Fig. 2), displays significantly higher fluctuations (than in the classical case) and saturates approximately around the value of 2 bits, and being lower than the corresponding classical value of 2.32 bits, indicates a localization behavior.

FIG. 3: Position probability distribution of a classical random walk on a cycle with 10 sites and with an unbiased classical coin. This is the classical counterpart of the quantum case in Fig. 1. All other considerations are as in Fig. 1.

We now compute the entropies themselves (instead of the average entropies), in the classical and the quantum cases, of the position probability distributions, for every $n$ up to a value of $n$ after which we do not envisage any further significant change of behavior, for a fixed number of sites $N$. We perform the analysis on cyclic graphs for $N = 10, 20, 30, 500, 600, 700$ (see Figs. 4 and 5). We refer to these entropies as “site-wise” entropies to differentiate them from the “average entropies”, $H^Q_{\text{meet}}$. We find that irrespective and in spite of the fluctuations present, the entropy with respect to number of steps for the QRW saturates to a value that is lower than the corresponding value in the classical case, for cyclic graphs of various sizes, indicating a certain amount of localization in the quantum case. We also search for the asymptotic behavior of the Shannon entropy by calculating its value for cyclic graphs of size $N$ as high as 1000, and observe that the entropy on a cyclic graph of a given size for the QRW still saturates to the same value as inferred from Figs. 4 (a) and 5 (a). We notice that as we increase the number of sites, the fluctuations in the entropy with number of steps in the quantum case is reduced.

FIG. 4: Comparison between classical and quantum random walks with respect to their variation of step-wise entropy of position probability distribution. The quantum case is presented in panel (a), while panel (b) depicts the classical case. For a given system size $N$, we plot the entropy of $\{P(x, n)\}_x$ for every $n$ up to a sufficiently large number of steps in panel (a). The corresponding classical case is plotted in panel (b). The maximal number of steps is so chosen that no further appreciable change in entropy occurs for higher number of steps. The plot in the classical case does not fluctuate after having reached its steady value. There are however significant fluctuations in the quantum case. These fluctuations in the quantum case gets diminished for larger $N$ (see Fig. 5 (a)). For any $N$, the steady-state value in the classical case is higher than the average (over steps) in the quantum walk.
6. The case of asymmetric initial coin states: The study performed until now was based on a symmetric initial state of the coin. Let us now check whether the trends of the probability distribution of QRW on a cyclic graph are independent of this choice. Towards this aim, we now choose an asymmetric initial coin state, viz. \( \cos(\Theta/2)|0\rangle_c + e^{i\Phi}\sin(\Theta/2)|1\rangle_c \). As an example, let us begin with the case when the joint initial state of the coin-walker system is \( |\psi(0)\rangle = |0\rangle_c |25\rangle_p \) on a cyclic graph with 50 sites. Fig. 6 shows the variation of site-wise entropy with respect to number of steps for this case. The inset of the same figure provides the behavior for a different pair of \( \Theta \) and \( \Phi \). Comparing Fig. 6 with Figs. 4 and 5, we conclude that the global effect still remains the same, i.e., the quantum walker still shows the localization behavior. We have checked that broadly the same behavior is obtained for other values of \( \Theta \) and \( \Phi \) also. This shows that regardless of whether the coin state is symmetric, localization of the wavepacket occurs. This implies, once again, that localization in quantum random walks on the cyclic graph is a consequence of the interference ("collision") between the clockwise and anti-clockwise components of the coin-walker quantum wavefunction.

FIG. 6: Variation of site-wise Shannon entropy with number of steps for a Hadamard walk on a cycle with 50 sites for an asymmetric initial coin state. The variation is seen up to 200 steps. The chosen initial state, in the main figure, is \( |\psi(0)\rangle = |0\rangle_c |25\rangle_p \). The overall behavior is very similar to that of the corresponding case with a symmetric initial coin state. The behavior remains similar in the inset, where the initial state of the coin-walker joint system is chosen to be \( (\cos(\Theta/2)|0\rangle_c + e^{i\Phi}\sin(\Theta/2)|1\rangle_c )|25\rangle_p \) with \( \Theta = \pi/3, \Phi = \pi/2 \). This shows that the symmetry of the initial coin state has little to no effect on the localization behavior. The vertical axes represent the Shannon entropy (in bits) and the horizontal axes represent the number of steps (dimensionless).
B. Non-Hadamard walks

Let us now examine the variation of site-wise entropy with number of steps for four non-Hadamard walks on a cyclic graph with 50 sites, namely for $\theta = \frac{\pi}{4}, \frac{\pi}{3}, \frac{\pi}{2}$ and $\frac{5\pi}{12}$. The Hadamard walk is for $\theta = \frac{\pi}{4}$, and was the object of discussion in the preceding subsection. The aim of such investigation is to identify the effect of $\theta$ (in $C_\theta$) on the overall behavior of the site-wise entropies with increase in number of steps. The initial state of the coin is chosen to be $\frac{1}{\sqrt{2}}(|0\rangle \pm i|1\rangle)$. As depicted in Fig. 7, we find that the site-wise entropy still saturates, approximately around the value of 4 bits, with the number of steps, like in the Hadamard case. This shows that using a biased coin operation at every step of the quantum walk has no bearing on the overall average variation of site-wise entropy. However, we observe that for lower values of $\theta$, the fluctuation in the entropy with number of steps is relatively more than that for higher values.

![Variation of site-wise Shannon entropy with the number of steps for non-Hadamard walks on a cycle up to 200 steps.](image1)

**FIG. 7:** Variation of site-wise Shannon entropy with the number of steps for non-Hadamard walks on a cycle up to 200 steps. We set the number of sites on the cycle as 50 and notice that for four different values of the coin parameter namely, (a) $\theta = \frac{\pi}{4}$, (b) $\frac{\pi}{3}$, (c) $\frac{\pi}{2}$, and (d) $\frac{5\pi}{12}$, the entropies converge to almost a fixed value. Therefore, even for non-Hadamard walks, the localization behavior persists and the overall behavior is roughly the same as for Hadamard walks. Note that on increasing the value of $\theta$ from $\frac{\pi}{4}$ to $\frac{5\pi}{12}$, the fluctuations seen in the entropy keeps decreasing. The vertical axis represents the Shannon entropy (in bits) and the horizontal axis represents the number of steps (dimensionless).

IV. BEHAVIOR WITH RESPECT TO SYSTEM-SIZE

Until now, we have mainly been looking at the behavior of site-wise entropy as a function of the number of steps for a given number of sites. We now do a role reversal and study the patterns of site-wise entropy with respect to system size for quantum and classical random walks on cyclic graphs. After fitting suitable functions to the plots, we find out the limiting behavior of the ratio of the two functions as the system size grows to infinity. We find this ratio for three different functions in the quantum case since all of them have small and comparable least square errors in their respective fits.

![Variations of site-wise Shannon entropy, averaged over steps in the “saturation” region, with respect to system size for quantum and classical walks on a cyclic graph.](image2)

**FIG. 8:** Variations of site-wise Shannon entropy, averaged over steps in the “saturation” region, with respect to system size for quantum and classical random walks on cyclic graphs. The fitted curve in the quantum case is given by Eq. (11) for $\nu = 2$. For the classical walker, Eq. 12 is used. The vertical axis represents Shannon entropy (in bits) and the horizontal axis represents system size (dimensionless).

**Site-wise entropy with respect to system size for a QRW on a cyclic graph:** We have already observed that in general, the site-wise entropy for a fixed number of sites registers a steep monotonic increase up to a certain number of steps, after which saturation to a certain extent occurs. See Figs. 4 (a) and 5 (a). Due to the fact that significant fluctuations may be present even in this “saturated” regime, a characteristic “converged” value can be obtained, for a given system-size (number of sites), only by performing an average, over steps, in this saturated regime. We present these converged values in Fig. 8 against system size for a quantum random walk on a cyclic graph, with the initial state of the coin being again chosen to be $\frac{1}{\sqrt{2}}(|0\rangle \pm i|1\rangle)$. For a system size of $N$, we denote the converged site-wise Shannon entropy by $H^Q(N)$.

We fit the function

$$\alpha \log_2(1 + \beta N^\nu), \quad (11)$$

for $\nu = 1, 2, 3$ to the obtained values of $H^Q(N)$ against $N$. For each $\nu$, we use the method of least squares to
find $\alpha$ and $\beta$. We find that $\alpha = 0.6810$, $\beta = 0.3583$ for $\nu = 1$, $\alpha = 0.3305$, $\beta = 0.1765$ for $\nu = 2$, and $\alpha = 0.2198$, $\beta = 0.0767$ for $\nu = 3$. The respective least squares errors are 0.0574, 0.0352 and 0.0338.

Site-wise entropy with respect to system size for a CRW on a cyclic graph: We perform a parallel set of calculations for the classical walker. Again, the site-wise entropy for a given system size has a steep monotonic increase up to a certain number of steps, after which it saturates. Unlike in the quantum case, there are no fluctuations in the saturated region. See Figs. 4 (b) and 5 (b). The corresponding saturated values, $H^C(N)$, behaves as

$$H^C(N) = \log_2 \left( \frac{N}{2} \right). \quad (12)$$

Quantum vs. classical in the large system-size limit: The ratio $H^C(N)/H^Q(N)$ in the large $N$ limit is $1/(\alpha \nu)$, so that it is 1.4684, 1.5129, and 1.5165, respectively for $\nu = 1$, 2, and 3. The ratio of the entropies in classical to the quantum case is greater than one, which indicates that the CRW spreads out more compared to the QRW for a given system size. This characterizes the spreading behavior in both the scenarios implying a slowdown or “localization” in the quantum case. We also note that the two curves corresponding, respectively, to the classical and quantum walkers, never meet for any (non-zero) value of $N$.

V. DISTANCE BETWEEN THE SPREADS OF CLASSICAL AND QUANTUM WALKERS

In this section, we compare the spread of the probability distribution of the walker’s position in a QWR with that of a CRW on a cyclic graph using the $l^1$-norm.

We start by choosing the symmetric initial states, $|\psi(0)\rangle = \frac{|0\rangle + |1\rangle}{\sqrt{2}} \otimes |p\rangle$ for the quantum walker. Our aim is to use a measure that quantitatively captures the difference between the spreads of a QWR and a CRW on a cyclic graph. We use the $l^1$-norm for comparing the variation of Shannon entropies with respect to the system size. For a given system size, the site-wise Shannon entropies for increasing number of steps is similar to a time series data, where the steps represent time. We consider the time series data for the classical and the quantum cases. The distance between two time series data sets, $a = \{a_i\}$ and $b = \{b_i\}$, each of length $N$, can be quantified, by using the $l^1$-norm, as

$$D_{l^1}(a, b) = \frac{1}{N} \sum_i |a_i - b_i|. \quad (13)$$

Fig. 9 depicts the behavior of the distance, based on the $l^1$-norm, between the time series data sets for the classical and quantum cases, with respect to the number of sites on a cyclic graph. It is worthwhile to note that the distance measure satisfies the usual properties of being a metric [58].

VI. DISCUSSION

To conclude, we investigated the spreading behavior of a quantum random walker and compared the situation with that for a classical one, on a cyclic graph. The walk of a quantum entity dictated by a quantum coin is distinct from that of a classical one commanded by a classical coin, due to the superposition of different positions of the quantum walker and due to entanglement between the quantum walker and the quantum coin during the evolution. For the quantum walker on the infinite line, e.g. when using a symmetric coin, the position probability distribution dissociates into a bi-modal distribution, and the spread of the position is qualitatively higher than the corresponding classical walker on the same graph. Replacing the infinite line by a cyclic graph, there is a role reversal between the quantum and classical walkers with respect to their spreads. This shift in behavior of the quantum walker for a switching of the lattice is potentially attributable to an additional interference in the quantum walker wavefunction. For the initial few steps, the quantum walkers on the infinite line and the cyclic graph are no different. The situation changes when the number of steps is large enough, and we see that the initial bi-modal position probability distributions have the possibility to “collide” in the case of a cyclic graph. A single classical walker on any graph does not have this option. A quantum walker on an infinite line, in principle, has this option, but the dynamics of the system does not let this happen. A quantum walker on a cyclic graph, however, is made to collide by the very dynamics due to the topology of the graph. The classical random walker keeps spreading on a cycle and reaches a
steady state where the time-averaged probability distribution becomes a uniform distribution over all the sites of the cyclic graph. The quantum walker on a cyclic graph however has a lesser spread, and we refer to this as an instance of “localization”. The spreads are captured by the Shannon entropies of the position probability distributions of the walkers. While we began with the case of the quantum coin operator being so chosen that the corresponding quantum walk is the “Hadamard” walk, we have later on also altered the coin parameter (to consider non-Hadamard walks), which introduces different degrees of interference in the dynamics, and have analyzed the consequent nature of localization. We found that for all the different values of the coin parameter considered, localization persists albeit with varying degrees of fluctuations in the entropy with respect to the number of steps. We saw that the symmetry of the initial coin state has minimal effect on the spreading behavior but has significant effect on the symmetry of the probability distribution. Subsequently, we compared the quantum and classical walkers by considering the behaviors of their entropies with respect to system size. Finally, we have used the $l^1$-norm as a distance measure between the variations of entropies with respect to number of steps in the quantum and the classical scenarios.

[1] P. W. Anderson, Absence of diffusion in certain random lattices, Phys. Rev. 109, 1492 (1958).
[2] P. A. Lee and T. V. Ramakrishnan, Disordered electronic systems, Rev. Mod. Phys. 57, 287 (1985).
[3] Y. Aharonov, L. Davidovich, and N. Zagury, Quantum random walks, Phys. Rev. A 48, 1687 (1993).
[4] L. Lovász, Random walks on graphs: a survey, in Combinatorics, Paul Erdős is Eighty, 2, Bolyai Mathematical Society, p. 353 (1996).
[5] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, Quantum entanglement, Rev. Mod. Phys. 81, 865 (2009).
[6] A. Nayak and A. Vishwanath, Quantum walk on the line, arXiv:quant-ph/0010117
[7] A. Ambainis, E. Bach, A. Nayak, A. Vishwanath, and J. Watrous, One-dimensional quantum walks, Proceedings of the 33rd Annual ACM Symposium on Theory of Computing, ACM Press, New York, p. 60 (2001).
[8] B. Tregenna, W. Flanagan, R. Maile, and V. Kendon, Controlling discrete quantum walks: coins and intitial states New J. Phys. 5, 83 (2003).
[9] C. M. Chandrashekar, R. Srikanth, and R. Laflamme, Optimizing the discrete time quantum walk using a SU(2) coin, Phys. Rev. A 82, 019902 (2010).
[10] C. M. Chandrashekar and T. Busch, Localized quantum walks as secured quantum memory, Euro. Phys. Lett. 110, 10005 (2015).
[11] N. Shenvey, J. Kempe, and K. B. Whaley, Quantum random-walk search algorithm, Phys. Rev. A 67, 052307, (2003).
[12] A. M. Childs and J. Goldstone, Spatial search by quantum walk, Phys. Rev. A 70, 022314, (2004).
[13] A. M. Childs and J. Goldstone, Spatial search and the Dirac equation, Phys. Rev. A 70, 042312, (2004).
[14] M. Santha, Quantum walk based search algorithms, 5th Theory and Applications of Models of Computation (TAMC08), Xian, LNCS 4978, p. 31, (2008).
[15] A. Ambainis, Quantum walks and their algorithmic applications, Int. J. Quantum Inf. 1, 507 (2003)
[16] A. Ambainis, Quantum walk algorithm for element distinctness, SIAM J. Comput. 37, 210 (2007).
[17] A. M. Childs, R. Cleve, E. Deotto, E. Farhi, S. Gutmann, and D. A. Spielman, Exponential algorithmic speedup by quantum walk, Proceeding of the 35th ACM Symposium on Theory of Computing, ACM Press, New York, p. 59, (2003).
[18] D. A. Meyer, Quantum mechanics of lattice gas automata: one particle plane waves and potentials. Phys. Rev. E 55, 5261 (1997).
[19] I. Vakulchyk, M. V. Fistul, P. Qin, and S. Flach, Anderson localization in generalized discrete time quantum walks, Phys. Rev. B 96, 144204 (2017).
[20] G. Di Molfetta and A. Prez, Quantum Walks as simulators of neutrino oscillations in vacuum and matter, New J. Phys. 18, 103038 (2016).
[21] D. Bouwmeester, I. Marzoli, G. P. Karman, W. Schleich, and J. P. Woerdman, Optical Galton board, Phys. Rev. A 61, 013410 (1999).
[22] C. A. Ryan, M. Laforest, J. C. Boileau, and R. Laflamme, Experimental implementation of a discrete-time quantum random walk on an NMR quantum-information processor, Phys. Rev. A 72, 062317 (2005).
[23] D. Lu, J. Zhu, P. Zou, X. Peng, Y. Yu, S. Zhang, Q. Chen, and J. Du, Experimental implementation of a quantum random-walk search algorithm using strongly dipolar coupled spins, Phys. Rev. A 81, 022308 (2010).
[24] M. Karski, L. Frster, J. M. Choi, A. Steffen, W. Alt, D. Meschede, and A. Widera, Quantum walk in position space with single optically trapped atoms, Science 325, 174 (2009).
[25] H. B. Perets, Y. Lahini, F. Pozzi, M. Sorel, R. Morandotti, and Y. Silberberg, Realization of quantum walks with negligible decoherence in waveguide lattices, Phys. Rev. Lett. 100, 170506 (2008).
[26] A. Peruzzo, M. Lobino, J. C. F. Matthews, N. Matsuda, A. Politi, K. Pouljos, X. Q. Zhou, Y. Lahini, N. Ismail, K. Wörhoff, Y. Bromberg, Y. Silberberg, M. G. Thompson, and J. L. O’Brien, Quantum walks of correlated particles, Science 329, 1500-1503 (2010).
[27] M. A. Broome, A. Fedrizzi, B. P. Lanyon, I. Kassal, A. Aspuru-Guzik, and A. G. White, Discrete single-photon quantum walks with tunable decoherence, Phys. Rev. Lett. 104, 153602 (2010).
[28] A. Schreiber, K. N. Cassemiro, V. Potocek, A. Gbris, I. Jex, and C. Silberhorn, Decoherence and disorder in quantum walks: From ballistic spread to localization, Phys. Rev. Lett. 106, 180403 (2011).
[29] A. Schreiber, A. Gabis, P. P. Rohde, K. Laiho, M. Stefanak, V. Potocek, C. Hamilton, I. Jex, and C. Silberhorn, A 2D quantum walk simulation of two-particle dy-
[30] A. Schreiber, K. N. Cassemiro, V. Potoczek, A. Gabris, P. J. Mosley, E. Andersson, I. Jex, and C. Silberhorn, Photons walking the line: A quantum walk with adjustable coin operations, Phys. Rev. Lett. 104, 050502 (2010).

[31] H. Schmitz, R. Matjeschk, C. Schneider, J. Glueckert, M. Enderlein, T. Huber, and T. Schaetz, Quantum walk of a trapped ion in phase space, Phys. Rev. Lett. 103, 090504 (2009).

[32] F. Zähringer, G. Kirchmair, R. Gerritsma, E. Solano, R. Blatt, and C. F. Roos, Realization of a quantum walk with one and two trapped ions, Phys. Rev. Lett. 104, 100503 (2010).

[33] H. Jeong, M. Paternostro, and M. S. Kim, Simulation of quantum random walks using interference of classical field, Phys. Rev. A 69, 012310 (2004).

[34] P. L. Knight, E. Roldan, and J. E. Sipe, Optical cavity implementations of the quantum walk, Optics Communications 227, 147-157 (2003).

[35] W. Dür, R. Raussendorf, V. M. Kendon, and H. J. Briegel, Quantum walks in optical lattices, Phys. Rev. A 66, 052319 (2002).

[36] C. M. Chandrashekar, Disorder induced localization and enhancement of entanglement in one- and two-dimensional quantum walks, [arXiv:1212.5084].

[37] S. R. Jackson, T. J. Khoo, and F. W. Strauch, Quantum walks on trees with disorder: Decay, diffusion, and localization, Phys. Rev. A 86, 022335 (2012).

[38] J. P. Keating, N. Linden, J. C. F. Matthews, and A. Winter, Localization and its consequences for quantum walk algorithms and quantum communication, Phys. Rev. A 76, 012315 (2007).

[39] R. Zhang, P. Xue, and J. Twamley, One-dimensional quantum walks with single-point phase defects, Phys. Rev. A 89, 042317 (2014).

[40] J. M. Edge and J. K. Asboth, Localization, delocalization, and topological transitions in disordered two-dimensional quantum walks, Phys. Rev. B 91, 104202 (2015).

[41] Y. Yin, D. E. Katsanos, and S. N. Evangelou, Quantum walks on a random environment, Phys. Rev. A 77, 022302 (2008).

[42] C. M. Chandrashekar, Disordered-quantum-walk-induced localization of a Bose-Einstein condensate, Phys. Rev. A 83, 022320 (2011).

[43] S. Das, S. Mal, A. Sen, and U. Sen, Localization in quantum random walk due to quenched disorder distributed as Poisson and further, [arXiv:1806.04024] (2018).

[44] C. A. Müller and D. Delande, Disorder and interference: localization phenomena, [arXiv:1005.0915].

[45] J. Kempe, Quantum random walks - an introductory overview, Contemp. Phys. 44, 307 (2003).

[46] D. Aharonov, A. Amblain, J. Kempe, and U. Vazirani, Quantum walks on graphs, Proceeding of the 33rd ACM Symposium on Theory of Computing, (ACM Press, New York): p. 50. (2001).

[47] D. A. Levin, Y. Peres, E. L. Wilmer, J. Propp, and D. B. Wilson, Markov Chains and Mixing Times (American Mathematical Society, 2017).

[48] M. Bednarska, A. Grudka, P. Kurzynski, T. Luczak, and A. Wojcik, Quantum walks on cycles, Phys. Lett. A 317, p. 21 (2003).

[49] M. Me Gettrick and J. A. Miszczak, Quantum walks with memory on cycles, Physica A 399, 163 (2014).

[50] D. D’Alessandro, G. Farilangeli, and F. Albertini, Non-stationary quantum walks on the cycle, J. Phys. A: Math. Theor. 40 14447 (2007).

[51] Y. Higuchi, N. Konno, I. Sato, and E. Segawa, Periodicity of the discrete-time quantum walk on finite graph, Interdisciplinary Information Sciences 23, p.75 (2017).

[52] S. E. Venegas-Andraca, Quantum walks: a comprehensive review, [arXiv:1201.4780].

[53] Z. Bian, J. Li, X. Zhan, J. Twamley, and P. Xue, Experimental implementation of a quantum walk on a circle with single photons, Phys. Rev. A 95, 052338 (2017).

[54] X. Qiang, T. Loke, A. Montanaro, K. Aungskunsiri, X. Zhou, J. L. O’Brien, J. Wang, and J. C. F. Matthews, Efficient quantum walk on a quantum processor, Nature Commun. 7, 11511 (2016).

[55] B. C. Travaglione and G. J. Milburn, Implementing the quantum random walk, Phys. Rev. A 65, 032310 (2002).

[56] B. C. Sanders, S. D. Bartlett, B. Tregenna, and P. L. Knight, Quantum quincunx in cavity quantum electrodynamics, Phys. Rev. A 67, 042305 (2003).

[57] A. A. Melnikov and L. E. Fedichkin, Quantum walks of a many-body system of interacting fermions on a cycle graph, Sci. Rep. 6, 34226 (2016).

In particular, for any \(a, b, c \in \mathbb{R}^3\), \(D_l(a, b) \geq 0\) (positive definiteness) and \(D_l(a, b) = 0\) if \(a = b\), \(D_l(a, b) = D_l(b, a)\) (symmetry), \(D_1(a, c) \leq D_{l1}(a, b) + D_{l1}(b, c)\) (triangle inequality).