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Abstract

Electricity generation output forecasts for wind farms across Europe use numerical weather prediction (NWP) models. These forecasts influence decisions in the energy market, some of which help determine daily energy prices or the usage of thermal power generation plants. The predictive skill of power generation forecasts has an impact on the profitability of energy trading strategies and the ability to decrease carbon emissions. Probabilistic ensemble forecasts contain valuable information about the uncertainties in a forecast. The energy market typically takes basic approaches to using ensemble data to obtain more skillful forecasts. There is, however, evidence that more sophisticated approaches could yield significant further improvements in forecast skill and utility. In this letter, the application of ensemble forecasting methods to the aggregated electricity generation output for wind farms across Germany is investigated using historical ensemble forecasts from the European Centre for Medium-Range Weather Forecasting (ECMWF). Multiple methods for producing a single forecast from the ensemble are tried and tested against traditional deterministic methods. All the methods exhibit positive skill, relative to a climatological forecast, out to a lead time of at least seven days. A wind energy trading strategy involving ensemble data is implemented and produces significantly more profit than trading strategies based on single forecasts. It is thus found that ensemble spread is a good predictor for wind electricity generation output forecast uncertainty and is extremely valuable at informing wind energy trading strategy.

1. Introduction

The wind is an important source of renewable energy, and its use is growing. In Germany, wind power generation capacity increased nearly ten-fold between the years 2000 and 2018—from 6 GW to 59 GW—and in 2018 produced 19% of all the electricity consumed in Germany [1]. The use of wind power will likely continue to increase in many countries in order to help meet renewable energy targets.

The rising use of wind power poses significant practical and financial challenges in energy markets and national grid systems related to the predictability of the wind [2]. Electricity’s unique nature as a commodity that cannot be stored in large quantities means that supply and demand must be matched in real time. The variability of wind power therefore presents an operational challenge to power system operators and can incur significant management costs [3].

These challenges can be tackled by improving wind power forecasts. Foley et al [4] give a review of wind power forecasting methods, and divide them into two categories: statistical methods which forecast the power generation directly based on past observations [5, 6], and physics-based methods which use numerical weather prediction (NWP) models to forecast the wind speed, and then convert that into a power forecast [7–9]. Comparisons between the two have suggested that NWP models offer significant benefits over statistical methods in the medium range (1–7 d)
In light of this, we use the ensemble NWP forecasts from the European Centre for Medium Range Weather Forecasting (ECMWF) and focus on the medium range.

In recent years, ensemble forecasting has come to the fore, particularly in the medium range where the chaotic nature of the atmosphere places significant limitations on the value of traditional, deterministic, forecasts [11]. In particular, in such a highly nonlinear system, uncertainty in initial conditions will grow quickly so that increasing model resolution has a limited benefit for the maximum prediction horizon. It also means that predicting the uncertainty in a forecast is very challenging. However, for a forecast to be useful, uncertainty information is essential [12]. Ensemble forecasting tackles both of these issues by running a set, or ensemble, of lower resolution forecasts with perturbed initial conditions such that their distribution represents the uncertainty in the initial conditions. The idea is that the distribution of the ensemble of forecasts will also represent the uncertainty in the forecast [13].

The ensemble mean is limited as a point forecast since it is a statistical measure of a set of individual realisations of a physical model; it may not represent a physically likely state of the atmosphere. Attempts have been made to produce better point forecasts from the ensemble which generally involve calibrating the ensemble members over a sample period and taking a weighted mean [10, 14, 15]. In light of the success of these attempts, we consider a different calibration and weighted mean approach which is less computationally expensive.

In this letter we also consider the operational value of ensemble forecasts to a trader on the financial German electricity market (rather than the physical market). A previous study found that the profitability of trading wind energy can be increased by employing a strategy based on skill forecasts [16]. The authors use complex fuzzy logic methods based on probabilistic forecasts to inform trading strategy. We demonstrate that this is not necessary with the probabilistic information in ensemble forecasts; we implement a straightforward trading strategy which exploits the spread-skill relationship of ensemble forecasts.

This letter begins, in section 2, with the details of the data used and the post-processing of it. In section 3 the forecasting methods listed in section 2.5 are compared in terms of skill and operational value. The final section summarises our conclusions.

2. Methods

2.1. The data
We used historic ensemble forecasts—as opposed to hindcast data: the current model cycle run with historic initial conditions—to represent what was available to the power market at the time, covering the period 08/03/2016 to 30/08/2018 (We provide motivation for this choice in the supplementary material, which is available at stacks.iop.org/ERL/14/124086/mmedia.), of wind speed at 100 m elevation [13, 17]. The ensemble contains 51 members (including the unperturbed control run). The forecasts are initialised at midnight each day and are made for every 3 h to a maximum lead time of 6 days, and then every 6 hours to a maximum lead time of 7 days. The ensemble NWP models have a native resolution of 18 km, and the analysis was done on a 1° × 1° longitude/latitude grid. Also available from ECMWF was a high resolution (9 km native resolution), deterministic, forecast of the same quantities which was initialised with the best-guess initial conditions.

Wind speed observations covering the same time and space ranges came in the form of ERA5 reanalysis data. Power observations were compiled from four companies which cover all grid-integrated wind power generation across Germany (see section 5) [18–21].

Finally, for use in converting wind speeds into wind power, we had monthly data for the total wind generation capacity across Germany, and (assumed constant) fractional capacities contained in each grid cell. All data was divided into in-sample and out-of-sample data. All analyses were done on the in-sample data and the out-of-sample data was used for testing in order to avoid over-fitting to the data. The in-sample data comprised the even-numbered days compared to a datum and vice-versa (The ‘day’ of a forecast is the day it is made for, not the day it is initialised).

2.2. Conversion to a power forecast
A power forecast is given as a load factor—generated power as a fraction of generation capacity. Conversion of the wind speed forecast into a power forecast combines the manufacturer power curve method, used by e.g. Taylor et al. [10], with the stochastic method, employed by e.g. Sanchez [22]. This project differs from other studies at this point because we calculate aggregated wind power across Germany, and without the exact locations of wind farms It is hoped that this top-down approach, employing a single power curve to model all wind turbines, is a more practical and efficient approach in an operational scenario as it avoids the spatial interpolation of wind speeds employed by e.g. Cannon et al [23].

The wind speed, \( v_i \), at each grid point is first fed through a manufacturer’s power curve, \( f(v_i) \), shown in figure 1, which all wind turbines are assumed to follow [24]. This gives a load factor for each grid point, representing the power generated in each grid cell. A weighted sum of these is calculated, where the weights \( w_i \) are the fractional capacities in each grid cell, to give a total model load factor, \( \ell \), for all of Germany:

\[
\ell = \sum_i w_i f(v_i).
\]

In an ideal scenario, the model load factor would equal the observed load factor, but other factors affect
the actual power produced. This can be seen in figure 2, where the model load factor, $\ell$, computed for the observed (reanalysis) wind speeds, is plotted against observed load factor, $L_O$. While the plot is linear for small load factors, it curves downwards at high powers. This is the effect of transmission constraints — if the generated power is too great for the electricity transmission lines to transport to where the demand is then power generation must be curtailed, so power generation is lower than expected. The spread in this plot is largely caused by variation in wind direction and variation in air density. The former is a factor because wind farms are laid out to operate most efficiently in the prevailing wind direction. These two effects were dealt with empirically in our analysis (see below), though the diurnal variation in air density turned out to be observable and was taken into account — see supplementary material for details.

The plot in figure 2 is used to calibrate the model load factor with respect to the true load factor. A curve of the form $y = ax + bx^2$, was fitted to find parameters $a$ and $b$. The quadratic term simulates the curtailment discussed above. By computing $\ell$ for the forecast winds, and passing this through the calibration curve, a calibrated power forecast, $L = a\ell + b\ell^2$, can be computed. The seasonal variation in wind direction and air density was taken into account by using a separate calibration curve for each season (DJF, MAM, JJA and SON).

2.3. Bias correction
The forecast winds must be de-biased with respect to the reanalysis winds in order for the calibration curves to work as described. Rank histograms were made with the ensemble power forecasts and power observations. Rank histograms show the relative frequency of the rank of the observation among the ensemble forecast members [25]. They offer a direct visualisation of the bias and dispersion of the ensemble. The histogram is flat for the ideal ensemble; that is an ensemble where
its members have the same distribution as the quantity being forecast. If the observation consistently falls in the highest or lowest ranks of the distribution, the ensemble has a negative or positive bias, respectively. Similarly, a histogram which is U-shaped implies an under-dispersed ensemble, while an inverted U shape implies an over-dispersed ensemble. For more details, see e.g. Wilks [26]. The rank histograms shown in figure 3 indicate a significant positive bias, particularly at shorter lead times, so forecast biases were corrected.

The mean absolute error (MAE) of the in-sample ensemble mean forecasts was calculated for each lead time with the in-sample data, and this was subtracted off the individual ensemble members. In so doing we assumed that a given ensemble member is unbiased with respect to the ensemble mean. Finally, the bias-corrected forecasts were passed through a filter that set any negative wind speeds to zero.

The rank histograms in figure 4 were calculated with bias-corrected forecasts. Much of the positive bias has been removed, though there is a tendency for all the ensemble members to under-predict the power generation in a relatively large number of cases. This is evident from the spikes on the right-hand sides of the histograms in figures 4(b), (c) and (d).

2.4. Trading strategy

Figure 5 shows that the day-ahead price of electricity is sensitive to the forecast amount of wind power generated; the more wind power is generated, the cheaper the electricity. This is because wind power is less expensive on the market than many other generation sources, partly because of government feed-in tariffs. Wind power availability reduces demand for more expensive sources such as coal or oil fired power stations. This sensitivity can be used by market participants to make a profit. Consider a third party who is bound by a contract to deliver a fixed quantity of electricity tomorrow. Suppose they have a better forecast than the market and it tells them that there will be more wind power tomorrow than the market believes, i.e. that electricity for tomorrow will be cheaper to buy on the same-day market tomorrow than it is to buy on the day-ahead market today. The third party should sell electricity at the higher price today and then buy it back tomorrow at the lower price. If the better forecast says electricity will be more expensive tomorrow, they should do the opposite; buy today and sell it back tomorrow. In either case, the third party delivers the required amount of electricity and makes a profit.

Such a trading strategy was used to test the forecast techniques listed below. We assumed that the correlation of price with observed load factor is perfectly linear, with gradient $-44.8 \, \text{€/MWh}$ (see figure 5). We then choose a fixed quantity of electricity, or position, to trade each day. In the real world, this must be small enough that the trade does not significantly affect the market; 100 MWh is a reasonable number; for us it is just a scale factor. The daily profit made on the T-h -ahead market is then:
\[ \mathcal{E} \, (\text{profit}) = \left( |L^m(t, T) - L^o(t + T)| \right. \\
\left. - |L(t, T) - L^o(t + T)| \right) \times 44.8 \, \text{€ MWh}^{-1} \times 10 \, \text{MWh}, \] (2)

where \( L^m(t, T) \) is the forecast used by the market and \( L(t, T) \) is the third party’s forecast. Equation (2) has the desired property that if the third party’s forecast is better than the market’s then they make a profit, and vice-versa.

2.5. Forecast techniques

The first five methods here are included as commonly used techniques to be improved on by ensemble methods. In particular, climatology is the baseline we have chosen to exhibit no skill and thus will show when a forecast is worse than useless. Two methods: best member and perfect forecast are imaginary forecasts that are deduced a posteriori, and are included in the profit and loss analysis of section 3.2 to demonstrate the room for improvement on current forecasting methods. A novel method was devised, namely the weighted mean. The weighted position is a relatively new method to improve trading strategy and is also compared to other forecast methods in section 3.2 [27]. The term fixed position is used to refer to the other forecasting methods, excluding the imaginary ones. The forecast techniques employed were as follows:

**Climatology.** The historical mean observed power for each hour in the year.

**High resolution.** The deterministic high resolution wind speed forecast is corrected for bias and used to produce a power forecast.

**Control run.** Same as high resolution but using the unperturbed ensemble member.

**Ensemble mean (power).** Each member of the bias-corrected ensemble is used to produce a power forecast using the methodology described in section 2.2. The ensemble mean is then taken.

**Ensemble mean (wind).** The bias-corrected ensemble mean wind speed is used to produce a power forecast.

**Best member.** The ensemble member that gives the best (i.e. closest to observation) power forecast is chosen a posteriori as the forecast.

**Perfect forecast.** A forecast is constructed a posteriori assuming perfect knowledge of future observations, i.e. \( L(t, T) = L^o(t + T) \).

**Weighted mean.** This new method is like ensemble mean (power), but before taking a mean, the members are ranked from lowest to highest and a weight is given to each ensemble member. The weight for the member with rank \( n \) is assigned as follows: take the rank histogram for the relevant lead time and find the bin covering the range of ranks that includes \( n \). The weight is the height of this bin. Occasionally the observation lies outside the ensemble. For these cases, the mean difference between the extreme ensemble member and the observation is calculated. i.e. When the observation lies above the ensemble, the relevant difference \( d_a \) is between the highest-ranked ensemble member \( L_{\text{max}} \) and the observation: \( d_a = L_{\text{max}} - L^o \). When the observation lies below the ensemble \( d_b = L_{\min} - L^o \). Now the quantities \( L_{\text{max}} + \bar{d}_b \) and \( L_{\min} - \bar{d}_b \) (where the bar indicates a mean taken over the in-sample data) are assigned weights given by the heights of the far right and far left bins, respectively. The weighted mean of the ensemble members and these two quantities gives the power forecast.

**Weighted position.** The quantity of energy traded is multiplied by a factor \( \text{RMSE}/\sqrt{2} \) where the

![Figure 5. Day-ahead electricity price sensitivity to generated wind power. Spot price has a sensitivity of −44.8 € MWh⁻¹ to observed wind generation, with a correlation coefficient \( r = −0.48 \). The correlation is thought to arise since increased availability of wind generation displaces more expensive generation sources.](image-url)
RMSE is the root-mean-squared error of an ensemble member and $s$ is the ensemble spread. This is motivated by the spread-skill relationship of ensemble forecasts; it results in a larger (higher-risk) trade when the ensemble spread is smaller. The factor of $\sqrt{2}$ (see derivation in appendix) normalises the ratio to unity when averaged over a long period to allow for direct comparison with the other trading strategies.

### 3. Results and discussion

#### 3.1. Forecast skill

For each of the (real) forecast methods listed above the RMSE of the power forecast was calculated for each lead time. Figure 6 shows the results. The RMSEs of the perfect forecast and best member methods are not shown because they do not meaningfully depend on lead time. For weighted position, the RMSE is the same as that of ensemble mean (power). Pleasingly, all NWP forecasting methods are at least as skilful as the climatology out to a lead time of seven days. This is an improvement on the findings by Taylor et al [10]. This points to improvements in NWP forecasts over the last 10 years, but also demonstrates that precise wind farm locations are not necessary for skilful forecasts of total countrywide power generation.

At very short lead times (<12 h), the high resolution forecast performs best and the control member also outperforms the various ensemble forecasts. This is thought to be related to the under-dispersion of the ensemble which is evident in figure 4(a); the observation lies outside the ensemble so frequently that we cannot expect the ensemble mean to be particularly skilful.

At longer lead times (more than 3 d) we see a consistent ranking of methods, though it should be noted that the ensemble mean (power) and weighted mean methods are indistinguishable at all lead times, and so only weighted mean is visible. All the ensemble methods outperform the climatology and deterministic forecasting methods. This reproduces previous findings [10, 28, 29]. The fact that the high resolution forecast out-performs the control is also expected, because the control is run at a lower resolution. Ensemble mean (power) out-performs ensemble mean (wind) due to the nonlinearity of the power transformation—in particular the manufacturer’s power curve. The distinction is particularly important at long lead times when the effect of the nonlinearity is most significant due to the larger ensemble spread (compared to that at shorter lead times). Notable is a diurnal cycle; it is most evident in the climatological forecast, but appears in the others at later lead times. This is explained by the finding (not shown) that the variability in wind power observations is greater during the day than the night.

It is disappointing to see that, in terms of RMSE, weighted mean is not measurably more skilful than ensemble mean (power). This is probably because the weightings used rarely differ much from being all-equ. When they do, it is generally the weights for the cases where the observation lies outside the ensemble. This is only one value in a set of 53 and so its effect on the mean is small.

#### 3.2. Trading strategy

A three month period with large fluctuations in power generation was chosen (see figure 7). Figures 8(a) and 9 show profit and loss curves, where the cumulative profit of the trading strategy, described in section 2.4, is plotted over this time period for the forecast techniques listed in section 2.5. The forecast used by the market ($L^m$) is the climatology, i.e. the climatological forecast would, by construction, make no profit in these plots. Figure 8 also includes the daily profits and losses for the same period for selected methods. The profit and loss curves shown are for the same lead
Figure 7. Observed load factor over the period used in the profit and loss analysis. This period was chosen for its large variability in wind power generation.

Figure 8. Cumulative and daily profit and loss curves for lead time 3 d 15 h. Daily profit and loss is just the derivative of the cumulative plot. The weighted position method successfully identifies occasions when the atmosphere is predictable (when the shaded region in (b) is narrow) and so a proportionally larger trade is made. This means it out-performs all fixed-position-based trading methods.

Figure 9. Profit and loss curves at various lead times. Here, the market uses the climatological mean forecast. The ranking of the methods is largely consistent with the ranking of the forecast methods in terms of forecast skill; see figure 6. The weighted position method consistently out- performs all the fixed-position methods. Its erroneously large profit in (a) is because the mean position is significantly greater than 100 MWh due to the under-dispersion of the ensemble. See figure 8(a) for the legend.
The relative performance of the forecasting methods largely respects that seen in the RMSE plot in figure 6. At a lead time of 3 h (figure 9(a)), the methods are indistinguishable (ignoring weighted position—see caption). At a lead time of 2 d 3 h (figure 9(b)), the high resolution forecast has the edge during this period and the ensemble mean methods are indistinguishable from each other. The high resolution forecast almost always out-performs the control run; this is unsurprising given the difference in resolution.

The key result is the performance of the weighted position trading strategy. This outperforms all the fixed position methods at all lead times. The best example of the performance of weighted position is in figure 8. Inspecting figure 8(b) reveals why the method works so well. It rarely performs worse than the fixed-position methods; its daily profit is almost always greater than or equal to theirs. On the other hand, there are many occasions when it performs significantly better than the fixed-position methods which accumulate to make a large profit. Spikes of high profit from weighted position tend to line up with spikes of moderate profit from the fixed-position methods, especially where they agree closely (indicated by the shaded region being narrow). These cases where the forecasts agree closely will tend to be cases where the atmosphere is more predictable. The ensemble is successfully identifying the more predictable atmosphere by exhibiting small spread, resulting in large trades and therefore profits. It does this often enough that weighted position generates significantly more profit overall than fixed-position methods. Similar small scale features can also be identified in figure 9.

This finding has one caveat: at short lead times, the under-dispersion of the ensembles means that the mean position is significantly greater than 100 MWh. This results in the profit being almost twice that from using even a perfect forecast (the final profit of perfect forecast should be considered the maximum obtainable profit over any given time period). The results at these lead times should therefore be considered spurious.

Finally, the best member forecast produces extremely good results, largely independent of lead time. This demonstrates that the ensemble always contains an extremely accurate forecast, and there is therefore room for improvement on current methods.

4. Conclusions

NWP forecasts are already used, daily, in energy trading markets. Whilst the high resolution runs and the ensemble means are used more than the ensemble members, the latter are regarded as giving a measure of forecast uncertainty. Indeed, advertisements for software platforms use the inclusion of ensembles as a selling point. The adoption of methodologies such as those used in this study depend not only on their success, but also on the simplicity and efficiency of implementation.

In this study we have found a successful method to convert an ensemble wind speed forecast into an ensemble forecast of aggregated wind power across Germany. We demonstrated that all our numerical forecasting methods exhibit positive skill, compared to the climatology, out to a lead time of seven days. We further compared the forecast skill of multiple methods and found that ensemble methods exhibit significantly more skill than traditional, deterministic, methods for medium range forecasts, particularly for lead times exceeding 3 d. We noted the importance of taking into account the nonlinearity of the conversion of wind speed into power, but also found that knowing the precise locations of wind farms is not necessary to produce good medium-range wind power forecasts. An attempt to produce a better point forecast from the ensemble than the ensemble mean was unsuccessful, but a ‘forecast’ generated a posteriori, by taking the most accurate ensemble member on each occasion, demonstrated that there is significant scope for improvement on current methods using information currently available in the ensembles.

We also implemented a simple trading model and demonstrated the value of using the probabilistic information in the ensemble to inform decision-making. A trading strategy which weights the size of the trade based on the ensemble spread was found to be significantly more profitable than fixed-trade strategies based on point forecasts alone, with the most reliable results obtained at lead times exceeding 3 days. Upon inspection, it was found that this is because the method identifies occasions when wind power is predictable and makes an accordingly higher-value trade to maximise profits. This demonstrates that ensemble spread is an essential piece of information contained within the ensemble, and can be used to profitable effect by energy market participants.

There has been some suggestion that the performance of methods based on weighting ensemble members could be improved by adjusting those weightings according to weather regime, and one of the authors is working on this idea. Other future work might consider the second-order effects such as wind direction and air density variation which we neglected in the power conversion process.

5. Data availability

The data that support the findings of this study are available from the corresponding author upon reasonable request. The wind power feed-in data used to obtain the wind power generation observations are freely available from the German transmission system.
operators TenneT TSO GmbH, 50Hertz Transmission GmbH, Amprion GmbH and TransnetBW GmbH.

Appendix. Ensemble RMSE-spread relation

This derivation uses results from [29]. Equations (A2) and (B1) from that paper are reproduced here as (3) and (4), respectively, using the notation defined therein.

\[
\frac{1}{n} \sum_{i=1}^{n} \left( x_i - \bar{x} \right)^2 = \left( x - \bar{x} \right)^2
\]

This quantity on the left of (3) can be identified with the mean squared spread of the ensemble, while the left hand side of (4) is the mean squared error of an ensemble member. Substitution of (3) into (4) gives

\[
\frac{1}{n} \sum_{i=1}^{n} \left( x_i - \bar{x} \right)^2 = 2 \left( x - \bar{x} \right)^2.
\]

Taking the square root gives the desired relation; RMSE \( \approx \sqrt{2} s \).
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