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Reducts

**Reduct** of a structure $\mathcal{A}$: another structure on the same domain set; constants, functions and relations are definable in $\mathcal{A}$.

Two reduct are called **interdefinable** iff they are reducts of one another.
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Algebraic formulation
By the previous theorem: it is enough to find all closed supergroups of $\text{Aut}(\mathcal{A})$.

Solved for:
- $(\mathbb{Q}, <)$ (Cameron, 1976)
- random graph (Thomas, 1991)
- Henson graphs (Thomas, 1991)
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Conjecture (Thomas, 1991)

Every homogeneous, finite relational structure has finitely many reducts.
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\[ \mathcal{V} = F_2^\omega \] has exactly 4 reducts.

**Model theoretical formulation**

1. the vector space \( \mathcal{V} \) itself
2. the countably infinite set
3. the countably infinite dimensional affine space
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Algebraic description
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\[(x_1, \ldots, x_{2^n}) \in R_n \text{ iff}\]

Remark

This is not a first-order definition.

But! \(\text{Aut}(V, c)\) preserves \(R_n\).

Hence \(R_n\) is definable in \((V, c)\).

Result:

\(h_n\) preserves \(R_n + 1\).

In fact:

\(G_n = \text{Aut}(R_n + 1)\)

\(h_n + 1\) does not preserve \(R_n + 1\).

Consequence:

\(G_n \neq G_n + 1\).
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