Phase Instability amid Dimensional Crossover in Artificial Oxide Crystal
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Artificial crystals synthesized by atomic-scale epitaxy provide the ability to control the dimensions of the quantum phases and associated phase transitions via precise thickness modulation. In particular, the reduction in dimensionality via quantized control of atomic layers is a powerful approach to revealing hidden electronic and magnetic phases. Here, we demonstrate a dimensionality-controlled and induced metal-insulator transition (MIT) in atomically designed superlattices by synthesizing a genuine two-dimensional (2D) SrRuO₃ crystal with highly suppressed charge transfer. The tendency to ferromagnetically align the spins in an SrRuO₃ layer diminishes in 2D as the interlayer exchange interaction vanishes, accompanying the 2D localization of electrons. Furthermore, electronic and magnetic instabilities in the two SrRuO₃ unit cell layers induce a thermally driven MIT along with a metamagnetic transition.
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The metal-insulator transition (MIT) is one of the representative phenomena observed in transition metal oxides [1–3]. 3d perovskite oxide systems foster MIT, owing to the competition between the itinerant and correlated nature of the charge carriers. For example, (La,Sr)TiO₃, (La,Sr)MnO₃, and (La,Sr)CoO₃ show MIT via charge carrier doping, which alleviates the Mott insulating state. In contrast, SrVO₃ and LaNiO₃ show a decrease in the bandwidth with decreasing film thickness. On the other hand, MIT is not as common in 4d perovskite oxides. Itinerant ferromagnet SrRuO₃ (SRO) is one of the 4d oxides that exhibits a thickness-dependent MIT. It is known to become insulating as the film thickness decreases below ~4 perovskite unit cells (u.c.) in most cases [4–7]. Experimentally, growth-induced disorder has been predominantly proposed as the origin of the MIT [4,8], while other intrinsic mechanisms, including quantum confinement and orbital ordering, have also been suggested theoretically [9]. In addition, the close relationship between the spin state and electronic structure has been intensively proposed [4,7–10]. Yet, a coherent observation and interpretation of the thickness-dependent MIT is lacking, in part because of the absence of a low-dimensional sample with intrinsic SRO layers.

In the meantime, recent advances in atomic-scale epitaxy have enabled the realization of synthetic crystals with customized dimensions. Indeed, artificial superlattices (SLs) composed of perovskite oxides provide direct access to low-dimensional physical phenomena by manipulating the structural periodicity [11]. Particularly, two-dimensional electron liquids have been intensively studied in terms of quantum confinement, resonant tunneling, and thermopower enhancement [12–14]. Such unprecedented capability lets us explore the fundamental aspects of MIT in low dimensions.

In this Letter, we report an intrinsic MIT in SRO with electronic interfaces as sharp as atomic interfaces. A close correlation between the electronic structure, transport properties, and spin ordering is revealed, which is strongly dependent on the system dimensions. Thus, the 3 u.c. layer of SRO is ferromagnetic metallic (FMM), while the 1 u.c. one is antiferromagnetic insulating (AFMI). Furthermore, a phase instability is observed for the SRO layer with 2 u.c. thickness, which bridges the two- and three-dimensional states. Herein, a thermally driven MIT with strongly coupled magnetic ordering is found, manifesting the dimensional instability between the FMM and AFMI phases. Our results describe the evolution of the strongly
coupled electronic and magnetic phases via atomic-scale-dimensional engineering of correlated materials.

Customization of the dimension of the SRO crystals was achieved by systematically controlling the number of atomic unit cell layers of SRO and SrTiO$_3$ in [(SRO)$_x$|(STO)$_y$]$_{10} \times (x|y)$ unit cell layers of SRO (STO) repeated ten times along the growth direction for bare SRO and STO. Indeed, the isosbestic-like point at which the values of optical spectral weight is exchanged across the reference point of the optical sum rule is obeyed for the SL systems. The repeated ten times along the growth direction using pulsed laser deposition (PLD) (Figs. S2 and Supplemental Material Secs. 1 and 2 [15]). We note that the epitaxial strain can modify the electromagnetic properties of SRO [33]. However, all the SRO-STO SLs shown here indicate the insulating phase. (c) Effective carrier concentration ($n_{\text{eff}}$) of SLs calculated from the Drude contribution of the individual SRO and STO layers. [Note that the total SW increases slightly with $x/(x+y)$ because $\sigma_1(\omega)$ was measured only up to $\sim 5.5$ eV, such that the contribution from the higher energy tail is excluded.] The absence of contributions from the interfacial electronic state indicates the suppression of charge transfer across the interface between SRO and STO (Fig. S5 and Supplemental Material Sec. 3 [15]).

In general, the electronic density profile at the interface is broader than the chemical interface due to the prevailing charge transfer at the isostructural perovskite oxide heterointerfaces [34]. While polar discontinuity is a prominent example of the electronic reconstruction of the interface between a polar and a nonpolar material [35], even some nonpolar materials can form an interface with a substantial charge transfer manifesting the strong covalent or ionic bonding in the oxides [36]. Recently, Zhong and Hansmann proposed a band alignment scheme to quantitatively estimate the charge transfer at the complex oxide interfaces [37]. The misalignment of oxygen $p$ bands across the heterointerface can yield a Fermi energy mismatch, which might lead to an electron transfer across the interface. According to their results, a small Fermi energy mismatch between SRO and STO can result in an interface with highly suppressed charge transfer. Our first-principles density functional theory (DFT) calculations support the existence of an atomically sharp-electronic-interface, as the layered density of states (LDOS) has no defect or interface states, indicating the absence of the electronic reconstruction. Blue (orange) colored layers are the LDOS from the STO (SRO) layers. The vertical dashed line indicates the Fermi energy level.

![FIG. 1. Absence of electronic reconstruction in SRO-STO SLs. (a) $\sigma_1(\omega)$ of [(SRO)$_x$|(STO)$_y$]$_{10} \times (x|y)$ SLs. The ratio between the thicknesses of the SRO and STO layers systematically influence $\sigma_1(\omega)$ of the SLs, with the appearance of an isosbestic-like point at $\sim 3.86$ eV. (b) The $W_s$ of the low energy region (0.04–3.86 eV, blue rhombus) increases linearly with increasing volume (thickness) the fraction of the SRO layer, whereas the $W_s$ of the high energy region (3.86–5.5 eV, red square) decreases linearly. The total $W_s$ is indicated by the black triangles. (c) Effective carrier concentration ($n_{\text{eff}}$) of SLs calculated from the Drude contribution of $\sigma_1(\omega)$. A clear MIT is observed for the $x = 1$ SL with an abrupt disappearance of the Drude peak in $\sigma_1(\omega)$ and the resulting $n_{\text{eff}}$. The regions in red indicate the insulating phase. (d) The layered density of states (LDOS) of the [3|8] SL does not show any defect or interface states, indicating the absence of the electronic reconstruction. Blue (orange) colored layers are the LDOS from the STO (SRO) layers. The vertical dashed line indicates the Fermi energy level.]
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The atomically sharp-electronic-interface pushes the thickness limit of metallicity in SRO down to 2 u.c. The metallicity of SRO was quantitatively characterized by the effective carrier concentration \( n_{\text{eff}} \) obtained from the Drude model in \( \sigma(\omega) \) [Figs. 1(c) and Supplemental Material Sec. 4 [15]]. The linear behavior of \( n_{\text{eff}} \) as a function of \( x/(x+y) \) again suggests the absence of the charge transfer across the interface and indicates that the metallicity of the SRO is well maintained to \( x = 2 \). The metallic behavior abruptly disappeared at \( x = 1 \) SL with a gap opening (\( E_g \sim 30 \) meV) [Fig. 1(a)], manifesting the dimensionality-induced MIT.

\[ \rho(T) \text{ of the } [x,y] \text{ SLs maintain their metallic behavior down to } x = 2. \text{ A clear MIT is observed for the } x = 1 \text{ SL, consistent with the optical results. (b) } S(T) \text{ of the SLs shows hole-dominant electrical transport originating from the SRO layers. The } x = 1 \text{ SL shows significantly enhanced } S(T) \text{ values resembling the behavior of semiconductors with bipolar conduction. (c) } M(T) \text{ are shown for the SLs, indicating ferromagnetic transitions at low temperature. The arrows indicate the FM } T_c \text{ of the SLs. The inset shows } T_c \text{ as a function of the SRO fraction within the SLs. Ferromagnetic (FM) ordering of the SRO vanishes for the } x = 1 \text{ SL, concomitant with the MIT. The } M(T) \text{ curves were measured under 100 Oe of the magnetic field along the out-of-plane direction of the thin films. (d) Upper panel: Schematic representation of the spin ordering transition of SRO across the dimensional crossover from 3D to 2D. } J_{\text{ intra}} \text{ and } J_{\text{ inter}} \text{ represent magnetic exchange coupling along and across the layers, respectively. Lower panel: DOS obtained by DFT calculations of } [x,y] \text{ (} x = 1, 2, \text{ and } 3 \text{) SLs, reproducing the experimentally observed magnetically coupled MIT. The magnetic phase transition from FMM } (x = 3) \text{ to AFMI } (x = 1) \text{ is shown, with the appearance of dimensional instability for the } x = 2 \text{ SL. (e) The calculated energy difference between AFM and FM magnetic configurations as a function of SRO atomic unit cell thickness, where the energy difference is normalized by the SRO thickness. The red (blue) region indicates the AFMI (FMM) phase.} \]

FIG. 2. Dimensional crossover of electrical transport and magnetic properties. (a) \( \rho(T) \) of the \([x,y]\) SLs maintain their metallic behavior down to \( x = 2 \). A clear MIT is observed for the \( x = 1 \) SL, consistent with the optical results. (b) \( S(T) \) of the SLs shows hole-dominant electrical transport originating from the SRO layers. The \( x = 1 \) SL shows significantly enhanced \( S(T) \) values resembling the behavior of semiconductors with bipolar conduction. (c) \( M(T) \) are shown for the SLs, indicating ferromagnetic transitions at low temperature. The arrows indicate the FM \( T_c \) of the SLs. The inset shows \( T_c \) as a function of the SRO fraction within the SLs. Ferromagnetic (FM) ordering of the SRO vanishes for the \( x = 1 \) SL, concomitant with the MIT. The \( M(T) \) curves were measured under 100 Oe of the magnetic field along the out-of-plane direction of the thin films. (d) Upper panel: Schematic representation of the spin ordering transition of SRO across the dimensional crossover from 3D to 2D. \( J_{\text{ intra}} \) and \( J_{\text{ inter}} \) represent magnetic exchange coupling along and across the layers, respectively. Lower panel: DOS obtained by DFT calculations of \([x,y]\) (\( x = 1, 2, \text{ and } 3 \)) SLs, reproducing the experimentally observed magnetically coupled MIT. The magnetic phase transition from FMM (\( x = 3 \)) to AFMI (\( x = 1 \)) is shown, with the appearance of dimensional instability for the \( x = 2 \) SL. (e) The calculated energy difference between AFM and FM magnetic configurations as a function of SRO atomic unit cell thickness, where the energy difference is normalized by the SRO thickness. The red (blue) region indicates the AFMI (FMM) phase.
temperature range, suggesting a dimensionality-induced transition from a FM to an AFM or paramagnetic state. This magnetic phase transition at $x = 1$ SL coincides with the dimensional crossover of the electronic state observed by optical and electronic transport measurements. DFT calculations provide further insight into this magnetically coupled MIT (Fig. S9). Figure 2(d) shows the density of states (DOS) of the SLs with $x = 1$, 2, and 3. $x = 1$ and 2 SLs show an AFMI phase, with a band gap between the $d_{xy}$ and $d_{yz/xz}$ of the Ru–$t_{2g}$ orbitals corresponding to the crystal field splitting (Fig. S10) [9]. In contrast, $x = 3$ SL shows an FMM phase with a closed gap and spin-polarized DOS, wherein the $t_{2g}$ orbitals are more or less uniformly occupied (Fig. S10). The dimensionality-induced magnetic and electronic phase transition can, therefore, be interpreted as an anisotropic hybridization of the Ru–$t_{2g}$ orbitals at low dimension. In particular, the low-dimensional SRO layer breaks the crystalline periodicity at the interfaces by eliminating the Ru-O orbital hybridization along the out-of-plane direction. As a result, the $d_{xy}$ orbital becomes lower in energy than the $d_{yz/xz}$ orbitals, resulting in an effective half-filled system [39]. The highly anisotropic hybridization naturally implies the strongly coupled magnetic and electronic states via anisotropic magnetic exchange interaction [40]. As schematically shown in Fig. 2(d), the interlayer exchange interaction $J_{\text{inter}}$ naturally vanishes for the $x = 1$ SL, stabilizing the AFMI phase.

The theoretical calculation correctly captures the qualitative nature of the dimensionality-induced MIT strongly coupled to the spin ordering, yet, an apparent discrepancy seems to exist. For the DFT calculation, the MIT occurs at $x = 2$, whereas it occurs at $x = 1$ for the experiment. However, a closer inspection of the $x = 2$ SL shows that the theoretical calculation turns out to be in excellent agreement with the experiment, especially considering that the DFT calculation is performed at 0 K. Specifically, the $x$-dependent total energy difference [Fig. 2(e)] shows that the AFM and FM configurations have nearly degenerate energy for $x = 2$ SL (Fig. S9). The AFM configuration is only $\sim 5$ meV/f.u. lower in energy than the FM one, reflecting the phase instability. Thus, one might experimentally expect an AFMI ground state when the temperature is lowered.

Figure 3 shows an intriguing temperature-dependent magnetic instability for the $x = 2$ SL, capturing the phase instability amid the dimensional crossover. Particularly, a broad first-order-like phase transition was observed around 40 K ($T'$) in the zero-field-cooled (ZFC) measurement [Fig. 3(a)]. Figures 3(b) and 3(c) further show that an intriguing temperature-dependent MIT occurred below $\sim 40$ K ($T_{\text{MIT}}$), with a clear upturn in $\rho(T)$ accompanied by an anomaly in $S(T)$. $T_{\text{MIT}}$ synchronized with $T'$ of the magnetic phase transition for $x = 2$ SL, again indicating that the magnetic and electronic degrees of freedom are strongly coupled. Note that this temperature scale also coincides with the total energy difference obtained between the AFM and FM configurations from the DFT calculation, which can be converted to a temperature of $\sim 25.8$ K, close to the $T'$ and $T_{\text{MIT}}$ (Supplemental Material Sec. 7 [15]).

The nature of the phase transition for $x = 2$ SL can be better perceived from the magnetic-field dependence as shown in Fig. S11 and the inset of Fig. 3(d). Whereas $M(H)$ curves below $T_c$ show typical ferromagnetic hysteresis loops for the SRO thin film, they evolve into a double hysteresis loop as the temperature is further lowered below $T'$. The possible spin configurations associated with the appearance of the double hysteresis loop are interlayer exchange coupling [41], FM-AFM [42], or FM-FM [43] heterostructures with different coercivity, structural distortions, and metamagnetic transition [44–48]. We first ruled out the interlayer exchange coupling for the $x = 2$ SL by

![FIG. 3. Dimensional phase evolution and instability of the atomically designed SRO-STO SLs. (a)–(c) Dimensional instability in $x = 2$ SL is evidenced by a thermally induced phase transition occurring simultaneously for the electronic and magnetic structures at $\sim 40$ K ($T_{\text{MIT}}$). (a) Although FC $M(T)$ shows a single ferromagnetic transition at $\sim 75$ K, ZFC $M(T)$ shows a secondary magnetic transition. We applied 100 Oe of the magnetic field along the out-of-plane direction of the thin film. (b) $\rho(T)$ and (c) $S(T)$ indicate that this magnetic transition accompanies the transition to an insulating phase below the $T_{\text{MIT}}$. (d) A temperature-magnetic field phase diagram of $x = 2$ SL was plotted from $M(H)$ curves. The data points indicate the magnetic field ($H^*$) required for the metamagnetic transition at different temperatures. The inset shows the magnetic hysteresis behavior of $x = 2$ SL at 2 K. The arrows of the inset indicate the field directions. (e) Phase diagram as a function of SRO thickness and temperature constructed from the experimental and theoretical results, highlighting the dimensionality-induced phase transition and phase instability across the dimensional crossover. The empty squares and solid triangles denote PMM, FMM, PMI, and AFMI phases, respectively.](image-url)
showing a similar $M(H)$ curve for the [2][18] SL with a large enough STO spacer thickness (Fig. S12). Second, in order for the FM-AFM or FM-FM heterostructures to exhibit double hysteresis, exchange bias should always exist [47], which is not our case. Third, we used structural analyses [Fig. S4(c)] to rule out any anomalous structural distortion in [2][y] SLs. The last candidate, i.e., the metamagnetic transition, is the most probable. Indeed, a double hysteresis can originate from a field-induced first order metamagnetic transition above a finite magnetic field ($>H^*$) at low temperature ($<T^*$) [46,48]. Magnetoresistance (MR) measurements support the metamagnetic transition based on the closely coupled electronic phase and spin ordering in $x = 2$ SL (Fig. S13). A typical MR behavior of SRO shows a sharp peak at the coercive field ($H_c$) with a negative MR above $H_c$ [49]. However, in the $x = 2$ SL, $\rho(H)$ shows a rather broad maximum below $H^*$ as shown in Fig. S13, indicating an AFMI phase (Supplemental Material Sec. 8 [15]). $\rho(H)$ decreased with increasing $H$ only when the FMM phase was above $H^*$.

The metamagnetic transition in the $x = 2$ SL is summarized in Fig. 3(d) as a function of $H$ and $T$. A similar magnetic transition accompanying the MIT was observed in manganites with colossal magnetoresistance [48], but the origin is fundamentally different from the SRO systems without any charge ordering. It is also interesting to compare $x = 2$ SL with the natural crystal of layered perovskite Sr$_7$Ru$_2$O$_{12}$, since both possess a close structural similarity considering the two Ru$_6$O$_9$ octahedral layers. While Sr$_7$Ru$_2$O$_{12}$ does not show an MIT, it does undergo a metamagnetic transition. The metamagnetic transition occurs at a higher magnetic field ($>7$ T), possibly owing to the different strain state on the SRO layers or chemical environment. Despite these distinctions, it is likely that the dimensional instability plays an important role in inducing the metamagnetic transitions in both materials. A temperature-thickness phase diagram was constructed to synthesize the phases of the low-dimensional SRO [Fig. 3(e)]. It summarizes how the typical FMM evolves into an AFMI phase in the 2D limit and indicates the dimensional instability in between.

In conclusion, we have observed the intrinsic MIT of SRO via the dimensional crossover in atomically designed SRO-STO SLs. A clear dimensionality-induced MIT was observed, strongly coupled to the magnetic ordering. For the 2 u.c. SRO layers, a phase annual the dimensional crossover was discovered manifested by a temperature-dependent electronic and magnetic phase transition. The result underscores the dimensional instability which can be further extended to general strongly correlated systems.
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