Efficient Magnus-type integrators for solar energy conversion in Hubbard models
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ABSTRACT

Strongly interacting electrons in solids are generically described by Hubbard-type models, and the impact of solar light can be modeled by an additional time-dependence. This yields a finite dimensional system of ordinary differential equations (ODEs) of Schrödinger type, which can be solved numerically by exponential time integrators of Magnus type. The efficiency may be enhanced by combining these with operator splittings. We will discuss several different approaches of employing exponential-based methods in conjunction with an adaptive Lanczos method for the evaluation of matrix exponentials and compare their accuracy and efficiency. For each integrator, we use defect-based local error estimators to enable adaptive time-stepping. This serves to reliably control the approximation error and reduce the computational effort.

1. Introduction

The time evolution of a quantum mechanical system is generally described by a system of linear ordinary differential equations (ODE’s) of Schrödinger type

\[ \psi'(t) = -iH(t)\psi(t) =: A(t)\psi(t), \quad \psi(t_0) = \psi_0, \quad (1.1) \]

with a large time-dependent Hermitian system matrix \( H(t) \), state vector \( \psi(t) \) at time \( t \), and its derivative \( \psi'(t) \). The exact flow of (1.1) is denoted by \( \psi(t) = \mathcal{E}(t; t_0)\psi_0 \), and depends on the initial state \( \psi_0 \) and time \( t_0 \). We will focus on the movement and interaction of electrons within Hubbard-type models, with the time dependence originating from electric fields associated with a photon in the process of solar energy conversion [1,2]. These models naturally have a discrete, and for a finite number of lattice sites finite, basis set in which the matrix \( H(t) \) can be expressed.
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The present study is motivated by a recent application where the efficient time propagation of models of the type (1.1) is of paramount importance: The simulation of oxide solar cells with the goal of finding candidates for new materials promising a gain in the solar cells’ efficiency [1,3,4]. For traditional materials such as silicon the efficiency of solar cells is fundamentally limited to 34% due to the Shockley–Queisser limit [5]. For overcoming this limit and building highly efficient solar cells, [3] recently proposed a (for this purpose new) class of materials: oxide heterostructures. These consist of at least two different transition metal oxides. One of these can be the cheap and commonly used substrate material, the perovskite SrTiO\(_3\). On top of this, one can stack layers of, e.g., LaVO\(_3\) which has a preferable bandgap of \(\sim 1.1\) eV for photovoltaic applications. The equilibrium calculations of [3] have indicated the great potential of these oxide heterostructures for solar cells; and a LaVO\(_3/\)SrTiO\(_3\) solar cell was experimentally realized in [6], and likewise a LaFeO\(_3/\)SrTiO\(_3\) one [7]. A particular advantage of these oxide heterostructure solar cells is that one photon may excite two electron–hole pairs through a secondary process called impact ionization [1,4,8]. This might serve to overcome the Shockley–Queisser limit. However, for actually improving the efficiency of these solar cells, a better understanding and calculation of the nonequilibrium processes, which are at the heart of the solar energy conversion, are direly needed. Indeed, so far the efficiency of the solar cell has not been calculated as this results from an inherently nonequilibrium process.

In this paper, we compare numerical time integrators for the efficient approximation of the full dynamics of solar energy conversion in Hubbard models on a finite number of lattice sites. The methods which are commonly considered as most appropriate for this task are based on the matrix exponential function. When the latter is suitably approximated, the time propagation conserves the norm of the wave function, which is the case for the Lanczos method we employ, see Section 3.5. This is violated, however, for popular one-step methods such as Runge–Kutta, which is used for the purpose of comparisons in this study only. Our emphasis is on adaptive time-stepping based on asymptotically correct estimates of the local error. The advantage of adaptive step-size choice lies not only in the potential for increased efficiency when the smoothness of the solution varies over time, but more importantly in the reliable control of the accuracy. The computational effort for the evaluation of the error estimate may not always be compensated for by the optimal choice of the local step-size. However, an optimal equidistant step-size cannot usually be guessed a priori, while adaptive step-size selection automatically adapts the time-steps such that the prescribed error tolerance is satisfied. Hence, the accuracy of the numerical approximation is reliably controlled.

The methods which we focus on are commutator-free Magnus-type methods [9,10], but also classical Magnus integrators are considered [11,12]. Furthermore, a Magnus-Lanczos integrator employing operator splitting, inspired by [13], is tested. Explicit Runge–Kutta methods are used for the purpose of comparisons. Splitting methods, which are popular integrators for quantum mechanical models in the presence of a potential, are not considered here. The obvious approach to propagate the time variable separately in such a context has been investigated in [14]. It was found that when a splitting of the right-hand side into two operators with different properties is natural, propagation of the time variable along with one of the operators may be beneficial when this eliminates the time-dependency from a computationally expensive flow. However, for the Hubbard models considered here, it was demonstrated in [14] that a splitting approach promises no computational advantage as compared to commutator-free Magnus-type integrators. For this reason, our comparisons in this paper do not take into account splitting methods. Rather, the best approach within the class of exponential-based integrators is identified, and benchmarked against the popular explicit Runge–Kutta methods.

In Section 2 we describe the simple model of solar energy conversion in oxide solar cells which we investigate. Section 3 describes the numerical methods which we consider, and Section 4 gives the results of our comparative tests. Appendix A provides a detailed description of the construction and implementation of a new splitting-based Magnus–Strang integrator designed especially for problems of the structure we are confronted with. Finally, Appendix B presents some supplementary numerical tests.

2. The model

For the description of the Hubbard model we resort to the second-quantisation formalism. The Hubbard model first appears in [15–17] and since then became the basic model for describing strongly interacting (strongly correlated) electrons [18,19]. It describes the electron occupation on a given number of sites, corresponding to Wannier discretization. Only a single orbital per site is considered which allows for four states per site (no electron, one electron with spin-up or -down, two electrons). If there are two electrons on the same site this costs a Coulomb interaction \(U\). The Hubbard Hamiltonian for an arbitrary hopping \(v_{ij}\) reads

\[
H = \frac{1}{2} \sum_{i,j,\sigma} v_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \frac{1}{2} \sum_{i,\sigma} U n_{i\sigma} n_{i\bar{\sigma}},
\]

(2.1)

where \(i,j\) sum over all \(N\) sites and the spins \(\sigma, \sigma' \in \{\uparrow, \downarrow\}\) are either up or down, and \(\bar{\sigma}\) is the spin opposite to \(\sigma\). The notation \(c_{i\sigma}^\dagger, c_{i\sigma}\) describes a “hopping” from site \(i\) to \(j\) with creation and annihilation operators \(c_{i\sigma}\) and \(\hat{c}_{i\sigma}\), respectively. The hopping amplitudes \(v_{ij}\) with \(i,j = 1,\ldots,N\) give the probability (rate) of such an electron hopping; \(\hat{n}_{i\sigma} = \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma}\) is the occupation number operator, which counts the number of electrons with spin \(\sigma\) at site \(j\). A derived observable which we will use later is the mean double occupation \((\hat{d}(t) = 1/N \sum_{i} \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}\), where the expectation value of \(\hat{d} = \hat{n}_{\uparrow} \hat{n}_{\downarrow}\) is \(1/2\) if there are two (zero or one) electrons on site \(i\). For details on the notation in (2.1) we recommend several references, e.g. [15,18–20].

The time-dependence in the Hamiltonian (2.1) is introduced through the photon which excites the system out of equilibrium. We approximate the photon by a classical electric field pulse of the form \(\tilde{E}(t) = \tilde{E}_0 e^{-it^2\sigma^2/\tau_p^2} \sin(\omega_0 t - t_p)\), where \(\omega_0\) denotes the frequency (energy) of the photon, \(\sigma_p\) the width in time and \(t_p\) the point in time of its impact. We can relate \(\tilde{E}(t) = -\partial_t \tilde{A}(t)\) to a vector potential \(\tilde{A}(t)\) using a gauge without scalar potential. The vector potential in turn can be related, within the Peierls’ approximation [21], to...
In our first test setting, the 2 energy unit (which corresponds to setting of the nonzero \( v \)) describe the hoppings between sites \( i \) and \( j \). The vector potential \( \vec{A} \) of the electromagnetic field is in the lattice plane and in the diagonal direction.

For the 4 \( \times \) 3 geometry, we use a modified hopping amplitude \([1,22,23]\)

\[
v_{ij}(t) = v_{ij} \exp \left( \frac{\left( x_{ij}(t) - x_{ij}(t_{\sigma}) \right)^2}{2\sigma^2} \right),
\]

where \( R \) is the position of lattice site \( i \).

For our numerical tests we use Hubbard models with different geometric settings.

1. First, we model 8 electrons on 8 sites \((N = 8)\) arranged in a two-dimensional 2 \( \times \) 4 ladder with open boundary conditions, with spin up and down for each site. A graphical illustration of the geometry is given in Fig. 1. Such an electron distribution is also referred to as half-filled in the literature. We furthermore restrict our model by considering the number of electrons with spin up or down to be fixed as \( N/2 \), respectively. This leads to \( n = \binom{12}{6} = 900 \) considered occupation states which create a discrete basis. Without restriction on the number of electrons and their spin, we would have \( 4^N = 65536 \) states. For the numerical implementation of the basis we consider 16-bit integers for which each bit describes a position which is occupied in case the bit is equal to 1 or empty otherwise. The set of occupation states can be ordered by the value of the integers which leads to a unique representation of the Hubbard Hamiltonian \((2.1)\) by a matrix \( H \in \mathbb{C}^{60864} \). Such an implementation of the Hubbard Hamiltonian is also described in \([2]\) and \([20, \text{Section 3}]\).

2. Secondly, we use a 4 \( \times \) 3 lattice \((N = 12)\). The state is again assumed as half-filled, that is, 12 electrons populate the 12 sites (6 with each spin). This leads to \( n = \binom{12}{6} = 853776 \) occupation states. The basis is also encoded by 16-bit integers, analogously as in the 2 \( \times \) 4 case. \([2]\).

In our first test setting, the 2 \( \times \) 4 ladder, we use \( U = 4 \) and a local potential \( v_{11} = v_{88} = v_{44} = v_{55} = -1.75 \) and \( v_{22} = v_{33} = v_{66} = v_{77} = -2.25 \) (see Fig. 1). Hopping is only allowed between nearest neighbors (with open boundary conditions). The absolute value of the nonzero \( v_{ij} \) elements is constant and equal to 1. This sets our energy units, whereas the unit of time \( t \) is the inverse of the energy unit (which corresponds to setting \( b = 1 \)).

For this choice of \( v_{ij} \) we obtain an Hermitian matrix \( H(t) \in \mathbb{C}^{60864} \) with 60864 nonzero entries for the 2 \( \times \) 4 ladder geometry. The spectrum of \( H(t) \) is independent of \( t \) and the eigenvalues lie within the interval \((-21.04, 5.23)\). This is because the electric field \((2.2)\) only modifies the phase of the nearest neighbor hopping elements according to

\[
v_{ij}(t) = v_{ij} \exp \left( \frac{-a(t)p^2}{2\sigma^2} \right),
\]

whereas the local terms \( v_{ij} \) are constant in time. Mathematically speaking, the described Hamiltonian \( H_{\text{full}}(t) \) is isospectral, since it satisfies \([24, \text{Def. 8.3.8, Property A}]\). This also implies that in a Lanczos algorithm for the approximation of the matrix exponential, the size of the subspace can be fixed for all \( t \). For our tests we choose \( a = 6, \sigma_p = 2, a = 3.5, \) and \( b = \cos(\omega t_p) \) for the 2 \( \times \) 4 ladder. In supplementary comparisons given in Appendix B we also vary the parameters in the 2 \( \times \) 4 geometry and choose \( \sigma_p = 1, 4 \) and \( \omega = 1.75, 7 \) to corroborate our findings on the efficiency of the adaptive methods.

For the 4 \( \times \) 3 geometry, we use \( U = 8 \), \( v_{ij} = -4 \) (the same for all sites), and the hopping elements \( v_{ij} \) are again nonzero only for nearest neighbor sites \( i \) and \( j \) and given by \((2.3)\) (which corresponds to a diagonal in-plane field). The parameters are as follows: \( t_p = 7.5, \sigma_p = 2, a = 0.8, \omega = 11, \) and \( b = \cos(\omega t_p) \). In the 4 \( \times \) 3 case we have 16687440 nonzero entries of \( H(t) \) and its eigenvalues lie within the interval \((-52.92, 4.92)\). For this set of parameters, impact ionization has been found \([25]\).

Separating a constant diagonal contribution, which includes \( v_{ij} \) and \( U \), and splitting of the off-diagonal contribution into real and imaginary part, this model leads to a Hamiltonian of the structure

\[
H_{\text{full}}(t) = H_{\text{diag}} + \Re(f(t)) H_{\text{symm}} + i \Im(f(t)) H_{\text{anti}} = H_{\text{full}}^{+}(t).
\]
3. Numerical approaches

We consider Magnus-type one-step methods for the approximation of (1.1) on a time grid \((t_0, t_1, \ldots, t_n, \ldots)\),
\[
\psi_{n+1} = S(t_n; t_n) \psi_n \equiv \psi(t_{n+1}) = e^{t_n \partial_{t_n}} \psi(t_n), \quad t_n = t_{n+1} - t_n, \quad n = 0, 1, 2, \ldots,
\]
where \(e^{t_n \partial_{t_n}}\) denotes the exact and \(S(t_n; t_n)\) the approximated unitary operator for the time propagation from \(t_n\) to \(t_{n+1}\). For the description of the schemes, in the following we use a simplified notation for a single step starting from \(t = t_0\) with stepsize \(\tau\),
\[
\psi_\tau = S(\tau; t_0) \psi_0 \equiv \psi(t_0 + \tau).
\]

In order to avoid unnecessary overloading of notation, we suppress the dependence on \(t_0\) of 'internal' objects involved in the definition of the integrators. Only the dependence on the stepsize \(\tau\) is indicated; see for instance (3.2) below.

In the following, we will put our emphasis on approximations of order four, as this is usually sufficient for the accuracy required, and the splitting-based integrator described in Section 3.4 has this order. The most successful exponential-based time integrators considered in this study are symmetric (time-reversible), which is a desirable property when the reversible flow of a Schrödinger-type equation is approximated.

3.1. Commutator-free Magnus-type (CFM) integrators

A successful and much used class of integration methods is comprised of higher-order commutator-free Magnus-type integrators [9, 26]. These approximate the exact flow in terms of products of exponentials of linear combinations of the system matrix evaluated at different times, avoiding evaluation and storage of commutators.

A high-order CFM scheme starting at \(t = t_0\) is thus defined by (3.1), with the ansatz [9, 26]
\[
S(t; t_0) = S_1(t) \cdots S_J(t) = e^{B_J(t)} \cdots e^{B_1(t)},
\]
\[
B_j(t) = \tau B_j(\tau), \quad j = 1, \ldots, J,
\]
\[
B_j(\tau) = \sum_{k=1}^K a_{jk} A_k(\tau), \quad A_k(\tau) = A(t_0 + c_k \tau),
\]
where the coefficients \(a_{jk}, c_k\) are determined from the order conditions (a system of polynomial equations in the coefficients) such that the method realizes a certain convergence order \(p\) see for example [27] and references therein. Algorithms to efficiently generate the order conditions are described for instance in [28]. The solution of this system of equations is generally not unique, and numerical optimization techniques are employed to compute solutions that are optimal in some sense, for instance minimizing in some sense the leading local error term of the ensuing integrator.

Examples of symmetric CFM integrators.

(i) The second-order scheme (\(p = 2\)) given by
\[
J = 1, \quad K = 1, \quad c = \frac{1}{2}, \quad a = 1,
\]
is a simple instance of a Magnus-type integrator, commonly denoted as exponential midpoint rule. It yields
\[
S(t; t_0) = e^{A(t_0 + \frac{\tau}{2})}.
\]

Note that this represents both a classical Magnus integrator and a commutator-free Magnus-type method. In the numerical tests, this method is referred to as CF2.

(ii) A fourth-order commutator-free integrator (\(p = 4\)) based on two Gaussian nodes and comprising two matrix exponentials is defined by \(J = K = 2\) and
\[
c = \begin{pmatrix}
\frac{1}{2} - \frac{\sqrt{3}}{6} \\
\frac{1}{2} + \frac{\sqrt{3}}{6}
\end{pmatrix}, \quad a = \begin{pmatrix}
\frac{1}{4} + \frac{\sqrt{3}}{6} & \frac{1}{4} - \frac{\sqrt{3}}{6} \\
\frac{1}{4} - \frac{\sqrt{3}}{6} & \frac{1}{4} + \frac{\sqrt{3}}{6}
\end{pmatrix}.
\]

In the numerical tests, this method is referred to as CF4.

(iii) An optimized fourth-order scheme (\(p = 4\)) from [9] satisfies \(J = K = 3\) and
\[
c = \begin{pmatrix}
\frac{1}{2} - \frac{\sqrt{15}}{10} \\
\frac{1}{2} + \frac{\sqrt{15}}{10}
\end{pmatrix}, \quad a = \begin{pmatrix}
\frac{37}{240} & \frac{10}{87} & -\frac{1}{30} \\
\frac{37}{240} & \frac{10}{87} & -\frac{1}{30}
\end{pmatrix}
\]

In the numerical tests, this method is referred to as CF4o.
(iv) Based on the approach for constructing new optimized commutator-free Magnus-type integrators described in [28,29], we have constructed the following fourth-order numerical integrator with $J = K = 3$, but smaller leading error term:

$$c = \begin{pmatrix}
\frac{1}{2} - \sqrt{\frac{15}{10}} \\
\frac{1}{2} \\
\frac{1}{2} + \sqrt{\frac{15}{10}}
\end{pmatrix},$$

$$a_{11} = 0.302146842308616954258187683416$$
$$a_{12} = -0.03074276872036394116279742324$$
$$a_{13} = 0.004851603407498684079562131338$$
$$a_{21} = -0.029220667938337860559972036973$$
$$a_{22} = 0.505929982188517232677003929089$$
$$a_{23} = -0.029220667938337860559972036973$$
$$a_{31} = 0.004851603407498684079562131337$$
$$a_{32} = -0.03074276872036394116279742324$$
$$a_{33} = 0.302146842308616954258187683417$$

In the numerical tests, this method is referred to as CF4oH. Note that the coefficients have been determined numerically and are given to within double precision, likewise for the next schemes.

(v) We have also constructed a new optimized method of order six with $K = 3, J = 4$:

$$c = \begin{pmatrix}
\frac{1}{2} - \sqrt{\frac{15}{10}} \\
\frac{1}{2} \\
\frac{1}{2} + \sqrt{\frac{15}{10}}
\end{pmatrix},$$

$$a_{11} = 0.79124225942889763$$
$$a_{12} = -0.08000755305553218$$
$$a_{13} = 0.012765293626634554$$
$$a_{21} = -0.48931475164583259$$
$$a_{22} = 0.05417098002798808$$
$$a_{23} = -0.012069823881924156$$
$$a_{31} = -0.029025638294289255$$
$$a_{32} = 0.50138457552775674$$
$$a_{33} = -0.025145341733509552$$
$$a_{41} = 0.0048759082890019896$$
$$a_{42} = -0.030710355805557892$$
$$a_{43} = 0.30222764976657693$$

In the numerical tests, this method is referred to as CF6n.

(vi) A new optimized method of order seven with $K = 4, J = 6$ is given by the coefficients

$$c = \begin{pmatrix}
-\frac{\sqrt{\frac{1}{140}}(2\sqrt{30} + 15) + 1/2}{\sqrt{\frac{1}{140}}(2\sqrt{30} + 15) + 1/2} \\
-\frac{\sqrt{\frac{1}{140}}(-2\sqrt{30} + 15) + 1/2}{\sqrt{\frac{1}{140}}(-2\sqrt{30} + 15) + 1/2}
\end{pmatrix},$$

$$a_{11} = 0.205862188450411892209$$
$$a_{12} = 0.169508328914682544509$$
$$a_{13} = -0.10208008415028059851$$
$$a_{14} = 0.030455401075504437431$$
$$a_{21} = -0.0574532495795307023280$$
$$a_{22} = 0.234286861311879288330$$
$$a_{23} = 0.332946059487076984706$$

In the numerical tests, this method is referred to as CF7n.
For the practical evaluation of the defect, the derivative of matrix exponentials of the form $\frac{d}{dt} e^{B(t)}$ where $B(t)$ and satisfies $\frac{d}{dt} e^{B(t)} = \cdots = \frac{d^{p-1}}{dt} e^{B(t)} = 0$, if the method coefficients $a, c$ satisfy the order conditions for an order $p$ method.

The local error $\mathcal{L}(\tau)\psi_0 := (S(\tau;t_0) - \tilde{E}(\tau;t_0))\psi_0$ can be expressed in terms of the defect via the variation-of-constant formula,

$$\mathcal{L}(\tau)\psi_0 = \int_0^\tau \Pi(\tau,\sigma)D(\sigma)\,d\sigma = \mathcal{O}(\tau^{p+1}), \quad \Pi(\tau,\sigma) = \mathcal{E}(\tau - \sigma; t_0 + \sigma).$$

For the practical evaluation of the defect, the derivative of matrix exponentials of the form

$$\frac{d}{dt} e^{B(t)} = \Gamma(t) e^{B(t)}$$

is required. The function $\Gamma$ is given as an infinite series or alternatively as an integral expression, which are approximated by truncation or numerical Hermite quadrature, respectively, to yield a computable quantity $\tilde{\Gamma}$ and an approximate defect $\tilde{D}$. The resulting computable error estimator is denoted by $\tilde{P}$ in both cases. The asymptotical correctness of the error estimators was established in [30]. We recapitulate the result for the exponential midpoint rule (3.3):

**Proposition.** Consider the exponential midpoint rule (3.3). If $A \in C^4$, then the local error $\mathcal{L}$ satisfies

$$\|\mathcal{L}(\tau)\|_2 \leq \frac{1}{12} \tau^2 \|A(t_0), A'(t_0)]\|_2 + \mathcal{O}(\tau^4).$$

If $A \in C^4$, then the deviation $\tilde{P}(\tau) - \mathcal{L}(\tau) = \frac{1}{2} \tau \tilde{D}(\tau) - \mathcal{L}(\tau)$ of the local error satisfies

$$\|\tilde{P}(\tau) - \mathcal{L}(\tau)\|_2 \leq \tau^2 \left[ c \|[A(t_0), A'(t_0)]\|_2 + \frac{1}{12} \|A(t_0), A''(t_0)]\|_2 \right] + \mathcal{O}(\tau^4),$$

where $c = \frac{1}{4}$ for the approximate defect $\tilde{D}(\tau)$, Taylor version, and $c = 0$ for the approximate defect $\tilde{D}(\tau)$, Hermite version.

In the numerical experiments reported in this paper, Hermite quadrature has been used throughout.

3.2. Classical Magnus integrators

A different, indeed the more classical, approach to the approximation of (1.1) is directly based on the Magnus expansion [12]:

The solution to a time-dependent system (1.1) can be represented by

$$\psi(t_0 + \tau) = \mathcal{E}(\tau;t_0)\psi_0 = e^{\mathcal{L}(\tau)\psi_0}.$$  (3.8a)
where the matrix $\Omega(\tau)$ satisfies

$$
\Omega'(\tau) = \sum_{k \geq 0} \frac{B_k}{k!} \text{ad}_{\Omega^k}(\tau) A(t_0 + \tau), \quad \Omega(0) = 0,
$$

(3.8b)

with the Bernoulli numbers $B_k$ and $\text{ad}_{\Omega^k}(A)$ denoting the $k$th iterated commutator of the matrices $\Omega$ and $A$, see [11].

Classical Magnus integrators rely on appropriate truncation of the Magnus expansion (3.8b) and suitable approximation $\Omega(\tau)$ to the arising multi-dimensional integral representation for $\Omega(\tau)$ by numerical quadrature, and defining $\psi_1$ by (3.1) with

$$
S(\tau; t_0) = e^{\tau B(t_0)} \approx e^{\tau (t_0), A(t_0)}.
$$

(3.9)

A detailed exposition on this approach is given for example in [31] and in [11], see also [32].

This type of integrator is, in general, considered as computationally expensive due to the requirement to compute and store commutators of large matrices. For problems of a particular structure, however, as in the semiclassical regime, where the small semiclassical parameter may render some of the appearing commutators negligibly small, or when commutators turn out to be of higher order $O(\tau^4)$ than $O(1)$ as expected generically, this approach may excel over the commutator-free methods, see [9, 27, 33]. In our specially designed numerical integrator in Section 3.4 below, such a feature is actually exploited, see [13].

Examples of classical symmetric magnus integrators.

(i) The exponential midpoint scheme (3.3) (order $p = 2$) is also a classical Magnus integrator, with

$$
c = \frac{1}{2}, \quad \Omega(\tau) = \tau A(t_0 + c \tau).
$$

(3.10)

(ii) A commonly used fourth-order Magnus integrator ($p = 4$) is based on two Gaussian nodes, with

$$
c = \left( \frac{1}{2} - \frac{\sqrt{3}}{6}, \frac{1}{2} + \frac{\sqrt{3}}{6} \right),
$$

$$
\Omega(\tau) = \frac{1}{\tau^2} \left( A(t_0 + c_1 \tau) + A(t_0 + c_2 \tau) - \frac{\sqrt{3}}{12} \tau^2 \left[ A(t_0 + c_1 \tau), A(t_0 + c_2 \tau) \right] \right).
$$

(3.11)

Local error estimation. Classical Magnus integrators are of the form (3.9), where again $\Omega(\tau) = \tau B(t_0)$. Thus, the defect can be approximated analogously as in Section 3.1. Convergence of the integrators and asymptotical correctness of the error estimator has been proven in [30].

3.3. Symmetrized defect

When we consider self-adjoint (or symmetric) schemes which are characterized by the identity

$$
S(-\tau; t_0 + \tau) S(\tau; t_0) = \text{Id},
$$

(3.12)

a higher asymptotical quality of the error estimator can be obtained at moderate additional expense by introducing a symmetrized version of the defect, which was introduced and analyzed in [34, 35]. We define

$$
D_s(\tau) = S'(\tau; t_0) - \frac{1}{\tau} \left( A(t_0 + \tau) S(\tau; t_0) + \partial_2 S(\tau; t_0) + S(\tau; t_0) A(t_0) \right).
$$

(3.13)

where $\partial_2$ stands for differentiation with respect to the second argument. A local error representation based on a symmetrized variation-of-constant formula in conjunction with numerical quadrature again yields an asymptotically correct error estimator. Since the exponential-based integrators we used in this study are symmetric, the symmetric version of the error estimator has been used throughout.

Example: Exponential midpoint rule [35]. Let

$$
\frac{d}{d\tau} e^{\Omega(\tau)}(\cdot) = \left[ \frac{d}{d\tau} e^{\Omega(\tau)} \right](\cdot),
$$

where $\frac{d}{d\tau} e^{\Omega(\tau)}$ denotes the Fréchet derivative of the matrix exponential, see (3.16) below. Then, for the exponential midpoint rule (3.3)

$$
S'(\tau; t_0) = R(\tau; t_0) (A(t_0 + \frac{\tau}{2}) + \frac{1}{2} \tau A'(t_0 + \frac{\tau}{2})),
$$

$$
\partial_2 S(\tau; t_0) = R(\tau; t_0) (\tau A'(t_0 + \frac{\tau}{2})).
$$

This gives the following defect representations:

- Classical defect (3.6):

$$
D_c(\tau) = R(\tau; t_0) (A(t_0 + \frac{\tau}{2}) + \frac{1}{2} \tau A'(t_0 + \frac{\tau}{2})) - A(t_0 + \tau) S(\tau; t_0).
$$

(3.14)

- Symmetrized defect (3.13):

$$
D_s(\tau) = R(\tau; t_0) (A(t_0 + \frac{\tau}{2})) - \frac{1}{2} (A(t_0 + \tau) S(\tau; t_0) + S(\tau; t_0) A(t_0)).
$$

(3.15)
Here, the explicit representation
\[
R(\tau; t_0)(V) = \int_0^1 e^{\sigma t \mathcal{A}(t_0 + \frac{\sigma}{2})} V e^{-\sigma t \mathcal{A}(t_0 + \frac{\sigma}{2})} \, d\sigma \cdot S(\tau; t_0)
\]  
(3.16)
follows from [36, (10.15)]. For evaluating (3.14), a sufficiently accurate quadrature approximation for the integral according to (3.16) is required. This involves evaluation of \( A' \) and the commutator \([A, A']\), see [35]. In contrast, the relevant term from (3.15) simplifies to
\[
R(\tau; t_0)(A(t_0 + \frac{\tau}{2})) = A(t_0 + \frac{\tau}{2}) S(\tau; t_0) = S(\tau; t_0) A(t_0 + \frac{\tau}{2}),
\]
whence the symmetrized defect (3.15) can be evaluated exactly,
\[
D_S(\tau) = S(\tau; t_0)(A(t_0 + \frac{\tau}{2}) - \frac{1}{2} A(t_0) - \frac{1}{2} A(t_0 + \tau)) S(\tau; t_0).
\]  
(3.17)
This involves an additional application of \( S(\tau; t_0) \), but it does not require evaluation of the derivative \( A' \) or of a commutator expression. We also note that the applications of \( S \) from left and right can be evaluated in parallel.

The deviation of the symmetrized error estimator used in conjunction with the exponential midpoint rule as compared to the exact local error satisfies an estimate of the form
\[
\| \hat{P}(\tau) - L(\tau) \|_2 = \mathcal{O}(\tau^3),
\]
see [35].

3.4. Fourth order Magnus-Strang splitting

Magnus expansion. To obtain a new efficient fourth-order method for problems of the structure (2.4), we proceed similarly as in [13]. We start using only the first two terms of the Magnus expansion (3.8) for the solution of (1.1),
\[
\psi(t_0 + \tau) = e^{B(\tau)} \psi_0 \approx e^{\Omega_2(\tau)} \psi_0 + \mathcal{O}(\tau^3),
\]
with
\[
\Omega_2(\tau) = \int_{t_0}^{t_0 + \tau} i H_{\text{full}}(\xi) \, d\xi + \frac{1}{2} \int_{t_0}^{t_0 + \tau} \int_{t_0}^{t_0 + \xi} \left[ -i H_{\text{full}}(\zeta), -i H_{\text{full}}(\xi) \right] \, d\zeta \, d\xi = \left( -i \int_{t_0}^{t_0 + \tau} H_{\text{full}}(\xi) \, d\xi \right) + \left( -\frac{1}{2} \int_{t_0}^{t_0 + \tau} \int_{t_0}^{t_0 + \xi} [H_{\text{full}}(\zeta), H_{\text{full}}(\xi)] \, d\zeta \, d\xi \right),
\]  
(3.18)
where \( A(\tau; t_0) \) and \( B(\tau; t_0) \) are again skew-Hermitian. Here, because the time-dependence in (2.4) is given by two scalars \( s(t) \) and \( c(t) \), \( A(\tau; t_0) \) is simple to evaluate,
\[
\int_{t_0}^{t_0 + \tau} H_{\text{full}}(\xi) \, d\xi = i H_{\text{diag}} + H_{\text{symm}} \int_{t_0}^{t_0 + \tau} c(\xi) \, d\xi + i H_{\text{anti}} \int_{t_0}^{t_0 + \tau} s(\xi) \, d\xi,
\]
while evaluation of \( B(\tau; t_0) \) at first sight seems more challenging. It involves evaluation of the commutator
\[
[H_{\text{full}}(\xi), H_{\text{full}}(\xi)] = c(\xi)[H_{\text{diag}}, H_{\text{symm}}] + i s(\xi)[H_{\text{diag}}, H_{\text{anti}}] + c(\xi)[H_{\text{symm}}, H_{\text{diag}}] + i s(\xi)[H_{\text{symm}}, H_{\text{anti}}]
+ i c(\xi) s(\xi) [H_{\text{symm}}, H_{\text{anti}}] + i c(\xi) s(\xi) [H_{\text{anti}}, H_{\text{symm}}]
= (c(\xi) - c(\xi)) [H_{\text{symm}}, H_{\text{diag}}] + i (s(\xi) - s(\xi)) [H_{\text{anti}}, H_{\text{diag}}]
+ i (c(\xi) s(\xi) - c(\xi) s(\xi)) [H_{\text{symm}}, H_{\text{anti}}].
\]  
(3.19)
Since \( H_{\text{diag}}, H_{\text{symm}}, \) and \( H_{\text{anti}} \) do not depend on time, the computation of \(\int_{t_0}^{t_0 + \tau} \int_{t_0}^{t_0 + \xi} [H_{\text{full}}(\zeta), H_{\text{full}}(\xi)] \, d\zeta \, d\xi \) boils down to the evaluation of the following integrals, which can be simplified as indicated:
\[
\int_{t_0}^{t_0 + \tau} \int_{t_0}^{t_0 + \xi} (c(\zeta) - c(\xi)) \, d\zeta \, d\xi = 2 \int_{t_0}^{t_0 + \tau} c(\zeta)(\zeta - \frac{\tau}{2}) \, d\zeta,
\]
\[
\int_{t_0}^{t_0 + \tau} \int_{t_0}^{t_0 + \xi} (s(\zeta) - s(\xi)) \, d\zeta \, d\xi = 2 \int_{t_0}^{t_0 + \tau} s(\zeta)(\zeta - \frac{\tau}{2}) \, d\zeta,
\]
\[
\int_{t_0}^{t_0 + \tau} \int_{t_0}^{t_0 + \xi} (c(\xi)s(\xi) - c(\xi)s(\xi)) \, d\xi \, d\zeta = \int_{t_0}^{t_0 + \tau} c(\xi) \int_{t_0}^{t_0 + \xi} s(\zeta) \, d\zeta \, d\xi.
\]  
(3.20)
The splitting. To obtain a practical fourth order method we proceed in a similar way as indicated in [13]. Applying Strang splitting to (3.18) yields
\[
e^{\frac{1}{2}A(t_0)}e^{B(t_0)}e^{\frac{1}{2}A(t_0)} = e^{O(t^3)},
\]
or alternatively
\[
e^{\frac{1}{2}B(t_0)}e^{A(t_0)}e^{\frac{1}{2}B(t_0)} = e^{O(t)} + O(t^2).
\]
Which of the two splitting variants is favorable depends on the properties of the operators $A$ and $B$. For the present problem the splitting can be realized in an efficient way, expressing $A$ and $B$ in the form
\[
A(t_0) = -i \left( t H_{\text{diag}} + \tilde{c}_1(t, t_0) H_{\text{symm}} + i \tilde{s}_1(t, t_0) H_{\text{anti}} \right)
\]
and (see (3.19))
\[
B(t_0) = -\tilde{c}_2(t, t_0) [H_{\text{symm}}, H_{\text{diag}}] - i \tilde{s}_2(t, t_0) [H_{\text{anti}}, H_{\text{diag}}] - i \tilde{r}(t, t_0) [H_{\text{symm}}, H_{\text{anti}}],
\]
where (see (3.20))
\[
\tilde{c}_1(t, t_0) = \int_{0}^{t} c(\xi) d\xi = O(t), \quad \tilde{s}_1(t, t_0) = \int_{0}^{t} s(\xi) d\xi = O(t),
\]
\[
\tilde{c}_2(t, t_0) = \int_{0}^{t} c(\xi) (\xi - \frac{1}{2}) d\xi = O(t^3),
\]
\[
\tilde{s}_2(t, t_0) = \int_{0}^{t} s(\xi) (\xi - \frac{1}{2}) d\xi = O(t^3),
\]
\[
\tilde{r}(t, t_0) = \frac{1}{i} \int_{0}^{t} c(\xi) \int_{0}^{t} s(\xi) d\xi d\xi - \int_{0}^{t} c(\xi) \int_{0}^{t + \xi} s(\xi) d\xi d\xi = O(t^3),
\]
and apply Strang splitting as before. Implementation details for this integrator are explained in Appendix A. In the numerical experiments, this method is denoted as MagnusStrang4.

Remark 1. Methods based on a Strang splitting of the Magnus expansion were found to be very effective when the integrand is highly oscillatory [13,37]. Note that due to the special scalings of $A$ and $B$, this splitting is actually of order four [13].

3.5. Adaptive Lanczos method

In each step of any of the introduced Magnus-type methods, the action of a matrix exponential
\[
E(t)v = e^{-i\Omega t}v, \quad \Omega \text{ Hermitian},
\]
has to be approximated. The standard Krylov approximation is
\[
S_m(t)v = V_m e^{-iT_m}v = V_m e^{-i\tau_m t_1},
\]
with $T_m = (\tau_{j-1})$ tridiagonal and $V_m$ an orthonormal basis of the Krylov space $K_m(\Omega, v) = \text{span}\{v, \Omega v, \ldots, \Omega^{m-1} v\} \subseteq \mathbb{C}^n$. For Hermitian or skew-Hermitian matrices $\Omega$, this can be realized cheaply by the Lanczos method [38]. In [39], a time-stepping strategy was introduced which is based on the defect of the approximation. Due to the success of this strategy documented ibidem, we use it invariantly throughout our numerical experiments. The asymptotically correct error estimator is described in the following:

First, we define the defect operator
\[
D_m(t) = -i \Omega S_m(t) - S_m(t) \in \mathbb{C}^{m \times n}.
\]
Then the local error operator $L_m(t) = E(t) - S_m(t)$ enjoys the representation
\[
L_m(t)v = \int_0^t E(t - s) D_m(s)v ds.
\]
This defect-based integral representation yields a computable, asymptotically correct local error bound ($\gamma_m = \prod_{j=1}^{m} (T_m)_{j+1,j}$), satisfying (see [39]),
\[
\|L_m(t)v\|_2 \leq \tau_{m+1,m} \gamma_m \frac{t^m}{m!},
\]
\[
\|L_m(t)v\|_2 \leq \tau_{m+1,m} \gamma_m \frac{t^m}{m!} + O(t^{m+1}).
\]
4. Numerical experiments

In this section, we give the results of our numerical experiments to assess the accuracy, reliability and efficiency of the numerical time integrators investigated in this work. In all the experiments, the tolerance for the adaptive Lanczos method for the matrix exponential was set to $10^{-12}$. This limits the accuracy that can be obtained by the time integrators, which manifests itself as an apparent order reduction for the smallest time-steps in some cases. Supplementary tests given in Appendix B show similar results.

First we study the $2 \times 4$ ladder geometry in Figs. 2 and 3, second a $4 \times 3$ lattice in Figs. 4 and 5. Figs. 2 and 4 show in the left plots the error of the computation as a function of equidistant time-steps. The step-sizes are consecutively halved such that $\tau = 2^{-k}$, $k = 0, \ldots, 5$. The error here is computed relative to a reference solution which was obtained with a tolerance $10^{-11}$. We observe that the theoretical convergence orders are well reflected in the empirically determined orders from the numerical experiments. Note the apparent order reduction for the highest precisions, which is to be attributed to the limited accuracy of the reference solution.

The right plots in Figs. 2 and 4 show the error as a function of matrix–vector multiplications in the computation of the matrix exponentials. In fact, most of the computational effort arising in the context of exponential integrators is associated with this source. Observe that indeed, the plots show a systematic convergence order similarly as the error/$\Delta t$ plots. The results are, however, also influenced by the fact that the Lanczos method requires more iterations when the time-step is larger, see for example [40–43].

Generally, the highest-order methods CF7 and CF6n have the highest accuracy, where the benefits of the order 7 approximation are still superimposed by a larger error constant and CF6n fares better in terms of the number of matrix–vector multiplications. The advantages of the high-order methods are manifest especially for high accuracies. A comparison of the fourth-order methods show that CF4o and CF4oH are almost indistinguishable for the $2 \times 4$ geometry, but the latter is slightly more accurate for the $4 \times 3$ model in Fig. 4. Both the classical Magnus4 integrator and the new MagnusStrang4 method suffer from large error constants. The envisaged advantage manifests itself in the accuracy as compared to the number of matrix–vector multiplications, however. The new integrator thus shows its advantage over the classical Magnus integrator, as was proposed in [13]. Particularly it reduces the effort for the Lanczos process, but the optimized commutator-free methods are clearly advantageous, especially in their high-order variants. The second order exponential midpoint rule is not competitive.

In this study, we put an emphasis on the adaptive implementation of the time-stepping methods. Thus, we compare the achieved accuracy with the number of matrix–vector multiplications in the respective left-hand plots in Figs. 3 and 5. We observe that apparently, the error estimators for the high-order methods are expensive to compute, and the fourth order methods are most efficient if adaptive time-stepping is included. For the reason of comparisons, we have also tested adaptive Runge–Kutta methods which are very popular as they are easy to implement and use, and state-of-the-art-implementations are widely available. However, for the problem class under consideration, both the Dormand/Prince method [44] (DoPri45 in the graphics) and an improved
method by Tsitouras [45] Tsit45 fail significantly to achieve the prescribed tolerance, and are thus the least reliable, and also inefficient integrators.

For this comparison of the usefulness of adaptive strategies, reliability is also an important criterion. In the right-hand side plots in Figs. 3 and 5, we thus show the quotients of the achieved accuracy over the prescribed accuracy (as a function of the number of matrix multiplications). Values significantly larger than 1 indicate a very unreliable adaptive strategy which fails to reach the prescribed tolerance, while values smaller than 1 signify an inefficient procedure which induces more computational effort than is actually required to reach the tolerance. We observe that for most exponential-based methods, this quotient is slightly smaller than 1, where the highest-order methods are the most unreliable, but the adaptive Runge–Kutta methods fail by far to satisfy the tolerance criterion. The non-optimized commutator-free Magnus-type integrators CF4 and (to a lesser degree) CF2 fall below the prescribed tolerance requirement most noticeably.

From the experiments, we can rule out explicit Runge–Kutta methods as appropriate integrators for the problem class we consider. The picture is similar for both the tested models.

Figs. 2–5 also allow an assessment of the computational advantage of adaptive time-stepping over equidistant grids. If we compare equal levels on the y-axis in Figs. 2 (right plot) and 3 (left plot), for the 2 × 4 geometry, and likewise Figs. 4 (right plot) and 5 (left plot) for the 4 × 3 geometry for the same integrators, we observe that the same error level can be obtained at a smaller computational effort in the adaptive computations for the majority of time integrators. Additional tests, performed for different choices of the parameters σ p and ω are given in Appendix B. These confirm the picture inferred here.

Finally, we illustrate the appropriateness of our step-size selection strategy in the sense that the step-sizes are chosen according to the local smoothness of the solution. We use the 2 × 4 ladder geometry in this experiment.

Fig. 6 shows the step-sizes chosen in the course of the time integration. The local step-sizes step_sizes are shown as a function of time t for the representative choice of methods DoPri45, CF4, CF4oH, and Magnus4. We observe that the Runge–Kutta method chooses by far the smallest time-steps, the optimized commutator-free Magnus-type method CF4oH allows the largest time-steps and the classical Magnus integrator Magnus4 and CF4 are comparable, with time-steps in between the other two methods.

Fig. 7 shows the approximation quality of the two functionals energy and double occupation by the commutator-free Magnus-type method CF4oH. These quantities describe the energy transfer into the system and the number of electron–hole pairs (or double/single occupied sites) excited by the solar light, respectively. For both the reference solution computed by DoPri45 and for CF4oH a tolerance of 10^{-11} was imposed. The Runge–Kutta method chooses vanishingly small time-steps, thus the numerical solution is plotted as a solid line, and the dots along these curves represent the points chosen by the adaptive CF4oH method. We observe that at the beginning of the time propagation the time-steps are chosen as quite small, after attenuation of the external pulse, however, time-steps increase impressively, while still the approximation quality of the double occupation functional is remarkable: The approximations computed with the large time-steps chosen for CF4oH lie on the curve provided by the reference method,
Fig. 6. $2 \times 4$ geometry. Adaptively chosen step-sizes for several integrators.

Fig. 7. $2 \times 4$ geometry. Approximation of the energy functional (left) and the mean double occupation functional (right) by optimized fourth-order commutator free Magnus integrators ($\text{CF4oH}$) and Runge–Kutta ($\text{DoPri45}$).

however not following the oscillations in between the solution points. Overall, 244 points are needed for $\text{CF4oH}$, while $\text{DoPri45}$ requires 26015 steps.

5. Conclusions

In this study, we have investigated the successful application of adaptive Magnus-type exponential integrator for Hubbard models with a time-dependent electric field, modeling e.g. the impact of a solar photon. Similar Hamiltonians and time-dependencies will also be found in other situations where strongly interacting electrons are driven out-of-equilibrium by an external field. For such problems, commutator-free Magnus-type methods were found to be preferable over methods directly based on the Magnus expansion. It was found that all methods show their expected convergence orders on coherent equidistant grids. However, the methods based on the Magnus expansion have larger error constants, where a newly proposed integrator improves on the classical fourth order Magnus integrator, but commutator-free methods are clearly to be favored. The use of high-order methods grants high accuracy for a given computational effort, especially when very precise solutions are sought.

We have also tested adaptive strategies based on asymptotically correct estimators of the local time-stepping error. Fourth order methods were found to be the most recommendable choice, where a new optimized method first presented in this work performs best. The popular and easy to implement explicit Runge–Kutta methods are not suitable for our problem class.

In addition to efficiency, reliability is a major motivation to use adaptive time-stepping strategies. Our tests revealed that commutator-free Magnus-type methods excel in that the prescribed tolerance and the actually achieved error are close (with high-order methods underestimating the necessary step-length more pronouncedly), while the classical Magnus integrator is too pessimistic (thus choosing unnecessarily small time-steps). Explicit Runge–Kutta methods are prohibitively unreliable.

Adaptive commutator-free Magnus-type methods are thus concluded to be the best choice for a reliable and efficient time integrators of Hubbard models of solar cells, with the best results for optimized fourth-order methods. This is also manifested by observing that important functionals of the solution like energy and mean double occupation are very well approximated even for large time-steps.
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Table A.1

| $\alpha_k^{(1)}$ | $\alpha_k^{(2)}$ |
|------------------|------------------|
| $\frac{1}{3} - \frac{\sqrt{3}}{2}$ | $\frac{1}{3}$ |
| $\frac{1}{3} + \frac{\sqrt{3}}{2}$ | $\frac{1}{3}$ |
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Appendix A. Implementation details for the fourth order Magnus-Strang splitting

In this section, we give details of an efficient implementation of the new integrator proposed in Section 3.4 and the associated defect-based error estimator.

A.1. Basic integrator

For an effective numerical scheme we have to approximate the integrals in the definitions of $A(\tau; t_0)$ and $B(\tau; t_0)$. We obtain

$$S(\tau; t_0) = e^{\frac{1}{2} z(\tau; t_0) \tilde{\Phi}_A(\tau; t_0)} e^{\frac{1}{2} z(\tau; t_0) \tilde{\Phi}_B(\tau; t_0)},$$

(A.1)

where

$$\tilde{\Phi}_A(\tau; t_0) = -i H_{\text{diag}} - i \tilde{c}_1(\tau; t_0) H_{\text{symm}} + \tilde{s}_1(\tau; t_0) H_{\text{anti}},$$

$$\tilde{\Phi}_B(\tau; t_0) = -i \tilde{c}_2(\tau; t_0) [H_{\text{symm}}, H_{\text{diag}}] - i \tilde{s}_2(\tau; t_0) [H_{\text{anti}}, H_{\text{diag}}] - i \tilde{r}(\tau; t_0) [H_{\text{symm}}, H_{\text{anti}}]$$

with

$$\tilde{c}_1(\tau; t_0) = \sum_{k=1}^{K_1} \beta_k^{(1)} (e(t_0 + x_k^{(1)} \tau) - e(t_0 + x_k^{(2)} \tau)) = \frac{1}{\tau} \int_0^\tau c(\xi) d\xi,$$

$$\tilde{s}_1(\tau; t_0) = \sum_{k=1}^{K_1} \beta_k^{(1)} (e(t_0 + x_k^{(1)} \tau) - e(t_0 + x_k^{(2)} \tau)) = \frac{1}{\tau} \int_0^\tau s(\xi) d\xi,$$

$$\tilde{c}_2(\tau; t_0) = \frac{1}{2} \sum_{k=1}^{K_2} \beta_k^{(2)} (e(t_0 + y_k^{(2)} \tau) - e(t_0 + y_k^{(1)} \tau))$$

$$\approx \frac{1}{\tau^2} \int_0^\tau \int_0^{y_k^{(2)} \tau} (c(\xi) - c(\xi)) d\xi d\zeta,$$

$$\tilde{s}_2(\tau; t_0) = \frac{1}{2} \sum_{k=1}^{K_2} \beta_k^{(2)} (s(t_0 + y_k^{(2)} \tau) - s(t_0 + y_k^{(1)} \tau))$$

$$\approx \frac{1}{\tau^2} \int_0^\tau \int_0^{y_k^{(2)} \tau} (s(\xi) - s(\xi)) d\xi d\zeta,$$

$$\tilde{r}(\tau; t_0) = \frac{1}{2} \sum_{k=1}^{K_2} \beta_k^{(2)} (e(t_0 + y_k^{(2)} \tau)s(t_0 + y_k^{(2)} \tau) - e(t_0 + y_k^{(1)} \tau)s(t_0 + y_k^{(1)} \tau))$$

$$\approx \frac{1}{\tau^2} \int_0^\tau \int_0^{y_k^{(2)} \tau} (c(\xi)\xi - c(\xi)s(\xi)) d\xi d\zeta,$$

where $x_k^{(1)}$, $x_k^{(2)}$ respectively $y_k^{(1)}$, $y_k^{(2)}$, $\beta_k^{(2)}$ are the nodes and weights of a suitable quadrature formula for integration over the interval $[0, 1]$ and over the triangle $0 \leq y \leq 1$, $0 \leq x \leq y$, respectively, see Tables A.1 and A.2. Note that for later convenience (for the definition of a defect-based error estimator) we extracted factors $\tau$ and $\tau^2$ in the exponents in (A.1).

The computation of the matrix–vector product

$$y = \Phi_B(\tau; t_0) \cdot v$$

(A.2)

is accomplished using the algorithm in Table A.3. In addition to cheap scaling, addition, and subtraction operations on vectors this algorithm incorporates two (cheap) multiplications of vectors with $H_{\text{diag}}$ and two multiplications of vectors each with $H_{\text{symm}}$ and $H_{\text{anti}}$. It needs four vectors $h_1, \ldots, h_4$ for the storage of intermediate results.
Table A.2
Quadrate coefficients of order 4 for the triangle $0 \leq y \leq 1, 0 \leq x \leq y$.

| $x^{(2)}_k$ | $y^{(2)}_k$ | $u^{(2)}_k$ |
|------------|------------|------------|
| 0.44594849091565 | 0.554051509084035 | 0.11169079439006 |
| 0.44594849091565 | 0.89189698131930 | 0.11169079439006 |
| 0.108103018168070 | 0.554051509084035 | 0.11169079439006 |
| 0.091576213509771 | 0.908423786490229 | 0.054975871827661 |
| 0.091576213509771 | 0.183152427019541 | 0.054975871827661 |
| 0.816847572990459 | 0.908423786490229 | 0.054975871827661 |

Table A.3
Algorithm for computing the matrix-vector product $y = \Phi_A(\tau, t_0) \cdot v$.

$\begin{align*}
h_1 &= H_{\text{diag}} \cdot v \\
h_2 &= H_{\text{symm}} \cdot v \\
h_3 &= \mp i \bar{\sigma}_1 h_1 + i h_3 \\
y &= H_{\text{full}} \cdot h_1$$

$\begin{align*}
h_4 &= \bar{\sigma} h_1 - i h_3 \\
h_5 &= H_{\text{symm}} \cdot h_1 \\
y &= y + h_5 \\
h_6 &= -i \bar{\sigma} h_2 + \bar{\sigma} h_3 \\
h_7 &= H_{\text{diag}} \cdot h_3 \\
y &= -(y - h_7)
\end{align*}$

A.2. Implementation details for the symmetrized defect-based error estimator

The symmetrized defect here has the form

$$D(\tau) = (\partial_\tau - \frac{1}{2} \partial_{t_0}) S(\tau; t_0) + \frac{1}{2} i (H_{\text{full}}(t_0) + \tau) S(\tau; t_0) + S(\tau; t_0) H_{\text{full}}(t_0),$$

where $\partial_\tau$ denotes the derivative with respect to the first argument $\tau$, and $\partial_{t_0}$ denotes the derivative with respect to the second argument $t_0$. Here,

$$(\partial_\tau - \frac{1}{2} \partial_{t_0}) S(\tau; t_0) = \Gamma_B(\tau; t_0) e^{\frac{1}{2} t^2 \Phi_B(t_0)} \Phi_A(\tau; t_0; \sigma) e^{\frac{1}{2} \sigma t^2 \Phi_B(t_0)}$$

with

$$\Gamma_B(\tau) = \int_0^1 c^{\tau \Phi_B(t_0)} (\partial_\tau - \frac{1}{2} \partial_{t_0}) (\tau \Phi_A(\tau; t_0; \sigma)) e^{-\tau \gamma \Phi_B(t_0; \sigma)} d\sigma$$

where

$$\Phi_A(\tau; t_0) = (\partial_\tau - \frac{1}{2} \partial_{t_0}) \Phi_A(\tau; t_0; \sigma) = -i \bar{\sigma}(\tau; t_0) H_{\text{symm}} + \bar{\sigma}(\tau; t_0) H_{\text{anti}},$$

$$\bar{\sigma}(\tau; t_0) = \sum_{k=1}^{K} u_k^{(1)} (x_k^{(1)} - \frac{1}{2} \sigma) e^{\delta(\tau_0 + x_k^{(1)} \tau)}$$

and similarly

$$\bar{\sigma}(\tau; t_0) = \sum_{k=1}^{K} u_k^{(1)} (x_k^{(1)} - \frac{1}{2} \sigma) e^{\sigma(\tau_0 + x_k^{(1)} \tau)}$$

and

$$\Gamma_B(\tau; t_0) = \int_0^1 e^{\frac{1}{2} \sigma t^2 \Phi_B(t_0; \sigma)} (\partial_\tau - \frac{1}{2} \partial_{t_0}) (\frac{1}{2} \sigma t^2 \Phi_B(t_0; \sigma)) e^{-\frac{1}{2} \sigma t^2 \Phi_B(t_0; \sigma)} d\sigma$$

with

$$\Phi_B(\tau; t_0) = -\bar{\sigma}(\tau; t_0) [H_{\text{symm}}, H_{\text{diag}}] - i \bar{\sigma}(\tau; t_0) [H_{\text{anti}}, H_{\text{diag}}] - i (\bar{\sigma}(\tau; t_0) [H_{\text{symm}}, H_{\text{anti}}]).$$

\[14\]
where

\[
\hat{c}_2(\tau; t_0) = \frac{1}{2} \sum_{k=1}^{K_1} w_k^{(2)} (z_k^{(2)}(y) - \frac{1}{2}c'(t_0 + y(2)^2) - (x_k^{(2)} - \frac{1}{2}c(t_0 + x_k^{(2)^2})),
\]

\[
\hat{s}_2(\tau; t_0) = \frac{1}{2} \sum_{k=1}^{K_1} w_k^{(2)} ((y_k^{(2)^2}) - \frac{1}{2}c'(t_0 + y(2)^2) - (x_k^{(2)} - \frac{1}{2}c(t_0 + x_k^{(2)^2})),
\]

\[
\hat{r}(\tau; t_0) = \frac{1}{2} \sum_{k=1}^{K_1} w_k^{(2)} (y_k^{(2)^2}) - \frac{1}{2}c'(t_0 + y(2)^2) - (x_k^{(2)} - \frac{1}{2}c(t_0 + x_k^{(2)^2})),
\]

\[
\hat{s}_2(\tau; t_0) = \frac{1}{2} \sum_{k=1}^{K_1} w_k^{(2)} (y_k^{(2)^2}) - \frac{1}{2}c'(t_0 + y(2)^2) - (x_k^{(2)} - \frac{1}{2}c(t_0 + x_k^{(2)^2})),
\]

\[
\hat{r}(\tau; t_0) = \frac{1}{2} \sum_{k=1}^{K_1} w_k^{(2)} (y_k^{(2)^2}) - \frac{1}{2}c'(t_0 + y(2)^2) - (x_k^{(2)} - \frac{1}{2}c(t_0 + x_k^{(2)^2})).
\]

A computable approximation for (A.3) is

\[
\Gamma_A(\tau; t_0) = \Phi_A(\tau; t_0) + \frac{\varepsilon_{m+1}^5}{m+1!} \text{ad} \Phi_A(\tau; t_0),
\]

with leading error term

\[
\Gamma_A(\tau; t_0) - \hat{\Gamma}_A(\tau; t_0) = \frac{\varepsilon_{m+1}^5}{5!} [\Phi_A, [\Phi_A, [\Phi_A, [\Phi_A, \Phi_A]]]] + O(\varepsilon^6).
\]

From the order conditions for the quadrature coefficients

\[
\sum_{k=1}^{K_1} w_k^{(1)} = \int_0^1 x \, dx = 1,
\]

\[
\sum_{k=1}^{K_1} w_k^{(1)} x_k^{(1)} = \int_0^1 x \, dx = \frac{1}{2},
\]

it follows

\[
\hat{c}_1(\tau, t_0) = \left( \sum_{k=1}^{K_1} w_k^{(1)} (x_k^{(1)} - \frac{1}{2}) \right) c'(t_0) + O(\tau) = O(\tau),
\]

similarly \( \hat{s}_1(\tau, t_0) = O(\tau) \), and thus \( \Phi_A(\tau; t_0) = O(\tau) \). We conclude

\[
\Gamma_A(\tau; t_0) - \hat{\Gamma}_A(\tau; t_0) = O(\varepsilon^6),
\]

as required.

Similarly, a computable approximation for (A.4) is

\[
\hat{\Gamma}_B(\tau; t_0) = \tau \Phi_B(\tau; t_0) + \frac{\tau^2}{2} \Phi_B(\tau; t_0),
\]

with leading error term

\[
\Gamma_B - \hat{\Gamma}_B = \frac{\tau^4}{8} [\Phi_B, \Phi_B, [\Phi_B, \Phi_B]] + O(\varepsilon^6),
\]

where we used \( \Phi_B(\tau; t_0) = O(\tau), \Phi_B(\tau; t_0) = O(1) \). From the order conditions for the quadrature coefficients

\[
\sum_{k=1}^{K_2} w_k^{(2)} = \int_0^1 x \, dx = \frac{1}{2},
\]

\[
\sum_{k=1}^{K_2} w_k^{(2)} x_k^{(2)} = \int_0^1 x \, dx = \frac{1}{2},
\]

\[
\sum_{k=1}^{K_2} w_k^{(2)} y_k^{(2)} = \int_0^1 y \, dy = \frac{1}{2},
\]

it follows

\[
\hat{c}_2(\tau; t_0) = \frac{1}{2} \left( \sum_{k=1}^{K_2} w_k^{(2)} (y_k^{(2)^2} - x_k^{(2)^2}) \right) c'(t_0) + O(\tau) = O(\tau),
\]

similarly \( \hat{s}_2(\tau, t_0) = O(\tau), \hat{r}(\tau, t_0) = O(\tau) \), and thus \( \Phi_B(\tau; t_0) = O(\tau) \). We conclude

\[
\Gamma_B - \hat{\Gamma}_B = O(\varepsilon^6),
\]

as required.

Table A.4 (right) shows the algorithmic realization of the symmetrized defect. The applications of \( \hat{\Gamma}_A(\tau; t_0) \) can be realized by the algorithm given in Table A.4 (left), the application of \( \hat{\Gamma}_B(\tau; t_0) \) can be realized by an obvious adaptation of the algorithm for (A.2).
To corroborate our conclusions about the different integration methods, we give results showing the achieved accuracy as in Section 4 but now for different choices of the parameters $\sigma_p$ and $\omega$, i.e., for the length and frequency of the electric field pulse.

Appendix B. Further comparisons

Fig. B.8. $2 \times 4$ geometry, equidistant time-stepping. Error as a function of the step-size for $\omega = 3.5$ (top row), $\sigma_p = 1$ (top left) and $\sigma_p = 4$ (top right), and for $\sigma_p = 2$ (bottom row), $\omega = 1.75$ (bottom left) and $\omega = 7$ (bottom right).
Fig. B.9. $2 \times 4$ geometry, equidistant time-stepping. Error as a function of matrix–vector multiplications for $\omega = 3.5$ (top row), $\sigma_p = 1$ (top left) and $\sigma_p = 4$ (top right), and for $\sigma_p = 2$ (bottom row), $\omega = 1.75$ (bottom left) and $\omega = 7$ (bottom right).

Fig. B.10. $4 \times 3$ geometry, equidistant time-stepping. Error as a function of matrix–vector multiplications for $\omega = 3.5$ (top row), $\sigma_p = 1$ (top left) and $\sigma_p = 4$ (top right), and for $\sigma_p = 2$ (bottom row), $\omega = 1.75$ (bottom left) and $\omega = 7$ (bottom right).

Figs. B.8 and B.9 show the error for equidistant time-stepping for the $2 \times 4$ geometry. Again, we observe an advantage for the highest-order methods when high accuracy is sought, CF4oH is, as before, the most accurate fourth-order method. Fig. B.10 shows the same picture for the $4 \times 3$ geometry.

Finally, Fig. B.11 shows the accuracy as a function of matrix–vector multiplications for adaptive time-stepping for the $2 \times 4$ geometry. In this respect, CF4oH is the most efficient choice. The advantage of adaptivity is quite pronounced for these choices.
Fig. B.11. $2 \times 4$ geometry, adaptive time-stepping. Error as a function of matrix–vector multiplications for $\omega = 3.5$ (top row), $\sigma_p = 1$ (top left) and $\sigma_p = 4$ (top right), and for $\sigma_p = 2$ (bottom row), $\omega = 1.75$ (bottom left) and $\omega = 7$ (bottom right).

of parameters, a comparison of Figs. B.9 and B.11 shows that for a given number of matrix–vector multiplications, the achieved accuracy is significantly higher in the adaptive integration.
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