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Abstract. In this article we investigate a special class of non-doubling metric measure spaces in order to describe the possible configurations of $P^{c,k}_s, P^{k}_s, P^{c,k}_w$ and $P^{k}_w$, the sets of all $p \in [1, \infty]$ for which the weak and strong type $(p,p)$ inequalities hold for the centered and non-centered modified Hardy–Littlewood maximal operators, $M^{c}_k$ and $M^{k}$, $k \geq 1$. For any fixed $k$ we describe the necessary conditions that $P^{c,k}_s, P^{k}_s, P^{c,k}_w$ and $P^{k}_w$ must satisfy in general and illustrate each admissible configuration with a properly chosen non-doubling metric measure space. We also give some partial results related to an analogous problem stated for varying $k$.

1. Introduction

Let $X = (X, \rho, \mu)$ be a metric measure space with a metric $\rho$ and a Borel measure $\mu$. Throughout this article, unless otherwise stated, we assume that $(X, \rho)$ is bounded (that is, $\text{diam}(X) = \sup \{ \rho(x, y) : x, y \in X \} < \infty$) and the measure of each ball is finite and strictly positive. We also emphasize that each space we deal with later on is separable. By $B(x, r) = B_\rho(x, r)$ we denote the open ball centered at $x \in X$ with radius $r > 0$. If we do not specify the center point and radius we write simply $B$. According to this notation, for a parameter $k \geq 1$, we define the modified Hardy–Littlewood maximal operators, centered $M^{c}_k$ and non-centered $M^{k}$, by

$$M^{c}_k f(x) = \sup_{r > 0} \frac{1}{\mu(B(x, kr))} \int_{B(x, r)} |f| d\mu, \quad x \in X,$$

and

$$M^{k} f(x) = \sup_{B \ni x} \frac{1}{\mu(kB)} \int_{B} |f| d\mu, \quad x \in X,$$

respectively. Here $kB$ refers to the ball concentric with $B$ and of radius $k$ times that of $B$. Note that, in general, neither the center nor the radius of a ball as a set are uniquely determined. Moreover, in the case $k > 1$, it is possible that for some $x, y \in X$ and $r, s > 0$ we have $B(x, r) = B(y, s)$, while $B(x, kr) \not= B(y, ks)$. If $k = 1$, then the modified operators coincide with the standard Hardy–Littlewood maximal operators, non-centered
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that the supremum of the empty set is 0). Let us make it clear that in the case of arbitrary $\mathcal{X}$ the balls $B$ such that $|B| = 0$ or $|kB| = \infty$ are omitted in the definitions of $M^c_k$ and $M_k$ (in the extreme case we use the convention that the supremum of the empty set is 0).

In this paper we investigate mapping properties of $M^c_k$ and $M_k$ in the context of $L^p$ and weak $L^p$ function spaces for $p \in [1, \infty]$. So far, most of the work in this area was devoted to the case $p = 1$, especially to study the weak type $(1, 1)$ boundedness. There were several articles focused on the general description of the situations in which the weak type $(1, 1)$ inequality must occur (see [1], [5] and [9], for example). Finally, it was proven in [7] that $M^c_k$ and $M_k$ are of weak type $(1,1)$ for $k \geq 2$ and $k \geq 3$, respectively, in the case of any metric measure space with a measure that is finite on bounded sets. Moreover, it is known that the above ranges of the parameter $k$ are sharp in the sense that for any $k < 2$ (or $k < 3$) one can find a metric measure space such that $M^c_k$ (or $M_k$) is not of weak type $(1,1)$. The suitable examples are given in [5] and [8] (see also [6], where certain details justifying the correctness of the construction described in [5] are given). The aim of this article is to show as many as possible different admissible configurations of the sets of $p$ for which the weak and strong type $(p,p)$ inequalities hold, by using similar structures as those occuring in [8]. We study two cases, $k$ fixed or varying.

Let us introduce the notation $A_1 \lesssim A_2$ (equivalently, $A_2 \gtrsim A_1$), which means that $A_1 \leq CA_2$ with a positive constant $C$ independent of significant quantities (in particular, $A_1 = \infty$ implies $A_2 = \infty$). We write $A_1 \simeq A_2$ if $A_1 \lesssim A_2$ and $A_2 \lesssim A_1$ hold simultaneously. Moreover, for a given measurable function $f \geq 0$ and a set $E \subset X$ of strictly positive measure we denote the average value of $f$ on $E$ by

$$A_E(f) = \frac{1}{\mu(E)} \int_E f \, d\mu.$$

Recall that for $p \in [1, \infty)$ the space $L^{p,\infty} = L^{p,\infty}(\mathcal{X})$ consists of all measurable functions $g$ such that $\|g\|_{p,\infty} := \sup_{\lambda > 0} \{ \lambda \mu(E_{\lambda}(g))^{1/p} \} < \infty$, where $E_{\lambda}(g) := \{ x \in X : |g(x)| > \lambda \}$ is the level set of $g$. Similarly, if $\|g\|_p := \left( \int_X |g|^p d\mu \right)^{1/p} < \infty$, then $g \in L^p = L^p(\mathcal{X})$. Furthermore, the space $L^\infty = L^\infty(\mathcal{X})$ is defined analogously by using $\|g\|_\infty := \inf \{ C \geq 0 : |g| \leq C \text{ almost everywhere} \}$. Accordingly, we say that an operator $T$ is of strong (or weak) type $(p,p)$ for some $p \in [1, \infty]$, if $T$ is bounded on $L^p$ (or $T$ is bounded from $L^p$ to $L^{p,\infty}$), which means that $\|Tg\|_p \lesssim \|g\|_p$ (or $\|Tg\|_{p,\infty} \lesssim \|g\|_p$) holds uniformly in $f \in L^p$. Here we use the convention $L^{\infty,\infty} = L^\infty$.

As a starting point of our considerations we explain a specific technique of combining different metric measure spaces, which will be often used later on. Fix $k_0 \geq 1$. Let $\Lambda$ be a (finite or not) set of positive integers and for each $n \in \Lambda$ consider a metric measure space $\mathcal{X}_n = (X_n, \rho_n, \mu_n)$. We introduce $\rho'_{n}$ and $\mu'_{n}$ by rescaling (if necessary) $\rho_n$ and $\mu_n$, respectively, in such a way that diam$(X_n)$ with respect to $\rho'_n$ does not exceed 1 and $\mu'_n(X_n) \leq 2^{-n}$. Then, assuming that $X_{n_1} \cap X_{n_2} = \emptyset$ for any $n_1 \neq n_2$, we construct the
space $\mathcal{X} = (X, \rho, \mu)$ as follows. Denote $X = \bigcup_{n \in \Lambda} X_n$. We define the metric $\rho$ on $X$ by

$$\rho(x, y) = \begin{cases} 
\rho'_n(x, y) & \text{if } \{x, y\} \subset X_n \text{ for some } n \in \Lambda, \\
k_0 + 1 & \text{otherwise,}
\end{cases}$$

and the measure $\mu$ on $X$ by

$$\mu(E) = \sum_{n \in \Lambda} \mu'_n(E \cap X_n), \quad E \subset X.$$

In the following proposition we describe some relations between the mapping properties of the maximal operators associated with $\mathcal{X}$ and $\mathcal{X}_n$, $n \in \Lambda$.

**Proposition 1.** Define $\mathcal{X}$ as above for a fixed $k_0 \geq 1$. If $1 \leq k \leq k_0$, then the modified maximal operator $M_{k,\mathcal{X}}$ (or $M^c_{k,\mathcal{X}}$) is of weak (respectively strong) type $(p, p)$ for some $p \in [1, \infty]$ if and only if for each $n \in \Lambda$ the operator $M_{k,\mathcal{X}_n}$ (or $M^c_{k,\mathcal{X}_n}$) satisfies the weak (respectively strong) type $(p, p)$ inequality with a constant $\tilde{c} = \tilde{c}(k, p)$ that does not depend on $n$.

**Proof.** First note that the process of rescaling metrics and measures, which was used in the construction of $\mathcal{X}$, does not affect the studied mapping properties of the associated maximal operators $M^c_{k,\mathcal{X}_n}$ and $M_{k,\mathcal{X}_n}$, $n \in \Lambda$. Thus, without any loss of generality, we can simply assume that the spaces $\mathcal{X}_n$ are the rescaled ones, that is, $\text{diam}(X_n) \leq 1$ (with respect to $\rho_n$) and $\mu_n(X_n) \leq 2^{-n}$. Fix $1 \leq k \leq k_0$ and $p \geq 1$. To make the proof clear, assume that we study only the strong type $(p,p)$ of the non-centered operator (the other options can be considered similarly). Observe that if we take $f \in L^p(\mathcal{X}_n)$ for some $n \in \Lambda$ and next we extend $f$ to $F \in L^p(\mathcal{X})$, setting $F(x) = 0$ for $x \in X \setminus X_n$, then $\|F\|_p = \|f\|_p$ (here the symbol $\| \cdot \|_p$ refers to function spaces over different measure spaces) and $M_{k,\mathcal{X}}(F)(x) = M_{k,\mathcal{X}_n}(f)(x)$ for any $x \in X_n$. Hence, $\|M_{k,\mathcal{X}_n}(f)\|_p/\|f\|_p \leq \|M_{k,\mathcal{X}}(F)\|_p/\|F\|_p$. Thus, we conclude that if $\|M_{k,\mathcal{X}}(g)\|_p \leq \tilde{c}(k, p)\|g\|_p$ holds for every $g \in L^p(\mathcal{X})$, then the operators $M_{k,\mathcal{X}_n}$, $n \in \Lambda$, satisfy the adequate inequalities with the same constant $\tilde{c}(k, p)$. Now assume that each operator $M_{k,\mathcal{X}_n}$, $n \in \Lambda$, satisfies the strong type $(p, p)$ inequality with a constant $\tilde{c} = \tilde{c}(k, p)$. Let $f \in L^p(\mathcal{X})$ and define $f_n \in L^p(\mathcal{X}_n)$, $n \in \Lambda$, by restricting $f$ to $X_n$. We can see that $M_{k,\mathcal{X}}(f)(x) = \max\{M_{k,\mathcal{X}_n}(f_n)(x), \|f\|_1/\mu(X)\}$ for $x \in X_n$ and hence, applying Hölder’s inequality, we get

$$\|M_{k,\mathcal{X}}(f)\|_p^p \leq \sum_{n \in \Lambda} \|M_{k,\mathcal{X}_n}(f_n)\|_p + \|f\|_1^p \cdot \mu(X)^{1-p} \leq \sum_{n \in \Lambda} \tilde{c}^p\|f_n\|_p + \|f\|_p = (\tilde{c}^p + 1)\|f\|_p^p. \quad \square$$

Let us note here that whenever we want to apply Proposition 1 in this paper, we omit the details related to the proper indexing of the component spaces. We do not even specify $\Lambda$. The only important thing is that each time we use at most countably many spaces. Finally, notice that in the previous related articles, [2] and [3], all the investigated spaces consisted of infinitely many distant parts, say branches, and it was necessary to properly argue that the interactions between the different parts are small enough. Now we can first
take a single branch space and study the behavior of the associated maximal operators, and then, by using Proposition 1, combine the branches to build the expected space. Such a strategy seems more natural and simplifies calculations. This will be particularly evident in Section 3, where the so-called basic spaces will be introduced.

2. Results for single $k$

For a fixed metric measure space $X$ and $k \in [1, \infty)$ denote by $P_{c,k}^\infty$ and $P_{k}^\infty$ the sets consisting of such $p \in [1, \infty]$ for which the associated operators, $M_{c,k}^p$ and $M_{k}^p$, are of strong type $(p, p)$, respectively. Similarly, let $P_{c,k}^w$ and $P_{k}^w$ consist of such $p \in [1, \infty]$ for which $M_{c,k}^p$ and $M_{k}^p$ are of weak type $(p, p)$, respectively. Then

(i) each of the four sets is of the form $\{\infty\}$, $[p_0, \infty]$ or $(p_0, \infty]$, for some $p_0 \in [1, \infty)$ (this is a natural consequence of the $L^\infty$ boundedness of the considered operators and the Marcinkiewicz interpolation theorem);

(ii) we have the following inclusions

\[ P_{k}^\infty \subset P_{c,k}^\infty, \quad P_{k}^w \subset P_{c,k}^w, \quad P_{c,k}^\infty \subset P_{c,k}^w, \quad P_{k}^\infty \subset P_{k}^w \subset \overline{P_{k}^\infty}, \]

where $\overline{E}$ denotes the closure of $E$ in the usual topology of $\mathbb{R} \cup \{\infty\}$;

(iii) if $k \geq 2$, then $P_{c,k}^w = [1, \infty]$ (see [5], [9] and [11]);

(iv) if $k \geq 3$, then $P_{k}^w = [1, \infty]$ (see [14] and [7]).

In this section we study the possible configurations of the sets $P_{c,k}^\infty$, $P_{k}^\infty$, $P_{c,k}^w$ and $P_{k}^w$ for a fixed $k \in [1, \infty)$. Let us mention at this point that sometimes, if it is significant, we indicate the space with respect to which the given set was built (for example, we write $P_{c,k}^\infty(X)$ instead of $P_{c,k}^\infty$). Moreover, if $k = 1$, then we write shortly $P_{c}^\infty$ instead of $P_{c,k}^\infty$ and so on. It is worth noting here that the case $k = 1$ has been completely investigated in [2] (see also [3], where the restricted weak type inequalities was taken into account). Now we will do a similar analysis for each $k \geq 1$. Namely, we will prove the following.

**Theorem 1.** Fix $k \in [1, \infty)$. Let $P_{c,k}^\infty$, $P_{k}^\infty$, $P_{c,k}^w$ and $P_{k}^w$ be such that conditions (i) and (ii) (and (iii) or (iv), if necessary) hold. Then there exists a (non-doubling) metric measure space for which the associated modified Hardy–Littlewood maximal operators, centered $M_{c,k}^p$ and non-centered $M_{k}^p$, satisfy

- $M_{c,k}^p$ is of strong type $(p, p)$ if and only if $p \in P_{c,k}^\infty$;
- $M_{k}^p$ is of strong type $(p, p)$ if and only if $p \in P_{k}^\infty$;
- $M_{c,k}^p$ is of weak type $(p, p)$ if and only if $p \in P_{c,k}^w$;
- $M_{k}^p$ is of weak type $(p, p)$ if and only if $p \in P_{k}^w$.

We will prove Theorem 1 in Section 2.3. To do that we need a few auxiliary lemmas, which will be formulated in Sections 2.1 and 2.2. Let us also comment that the most
interesting case concerns $k \in [1, 3)$. If $k \geq 3$, then we have only three possibilities
depending on whether $M_k^*$ and $M_k$ are of strong type $(1, 1)$ or not.

2.1. First and second generation spaces. To prove Theorem 1 we use results obtained
in \cite{2}, where some specific non-doubling metric measure spaces, so called first and second
generation spaces, were considered. We give only a brief description of these spaces and
do not go far into details, kindly asking the reader to consult \cite{2} if necessary.

Now we present the construction process for first generation spaces. Let $\tau = (\tau_n)_{n \in \mathbb{N}}$
be a fixed sequence of positive integers. Define

$$X_\tau = \{x_n : n \in \mathbb{N}\} \cup \{x_{ni} : i = 1, \ldots, \tau_n, n \in \mathbb{N}\},$$

where all elements $x_n, x_{ni}$ are pairwise different. We introduce the metric $\rho = \rho_\tau$
determining the distance between two different elements $x$ and $y$ by the formula

$$\rho(x, y) = \begin{cases} 
1 & \text{if } x_n \in \{x, y\} \subset S_n \text{ for some } n \in \mathbb{N}, \\
2 & \text{otherwise},
\end{cases}$$

where $S_n = \{x_n, x_{n1}, \ldots, x_{n\tau_n}\}$. Finally, we define the measure $\mu = \mu_{\tau, F}$ on $X_\tau$
by letting $\mu(\{x_n\}) = d_n$ and $\mu(\{x_{ni}\}) = d_n F(n, i)$, where $F > 0$ is a given function and
$d = (d_n)_{n \in \mathbb{N}}$ is an appropriate sequence of strictly positive numbers with $d_1 = 1$ and $d_n$
chosen (uniquely!) in such a way that $\mu(S_n) = \mu(S_{n-1})/2$, $n \geq 2$. Note that this implies
$\mu(X_\tau) < \infty$. Moreover, observe that $\mu$ is non-doubling.

Next, we describe second generation spaces. Let $\tau^* = (\tau^*_n)_{n \in \mathbb{N}}$ be a fixed sequence of
positive integers. Define

$$Y_{\tau^*} = \{y_n : n \in \mathbb{N}\} \cup \{y_{ni}, y^*_{ni} : i = 1, \ldots, \tau^*_n, n \in \mathbb{N}\},$$

where all elements $y_n, y_{ni}, y^*_{ni}$ are pairwise different. We introduce the metric $\rho = \rho_{\tau^*}$
determining the distance between two different elements $x$ and $y$ by the formula

$$\rho(x, y) = \begin{cases} 
1 & \text{if } \{x, y\} \in T_{ni} \text{ or } y_n \in \{x, y\} \subset T_n \setminus T^* n \text{ for some } n \in \mathbb{N}, \\
2 & \text{otherwise},
\end{cases}$$

where $T_n = \{y_n, y_{n1}, \ldots, y_{n\tau_n}, y^*_{n1}, \ldots, y^*_{n\tau_n}\}, T^*_n = \{y^*_{n1}, \ldots, y^*_{n\tau_n}\}$ and $T_{ni} = \{y_{ni}, y^*_{ni}\}$. Finally, we define the measure $\mu = \mu_{\tau^*, F^*}$ by letting $\mu(\{y_n\}) = d^*_n$, $\mu(\{y_{ni}\}) = d^*_n / \tau^*_n$
and $\mu(\{y^*_{ni}\}) = d^*_n F^*(n, i)$, where $F^* > 0$ is a given function and $d^* = (d^*_n)_{n \in \mathbb{N}}$ is an appropriate
sequence of strictly positive numbers with $d^*_1 = 1$ and $d^*_n$ chosen (uniquely!) in such a
way that $\mu(T_n) = \mu(T_{n-1})/2$, $n \geq 2$. Note that this implies $\mu(Y_{\tau^*}) < \infty$ and observe that
$\mu$ is non-doubling. In addition, as it is proven in \cite{2}, for each second generation space the
associated centered maximal operator is of strong type $(1, 1)$.

In \cite{2} described are all possible configurations of the sets $P^c_s$, $P_s$, $P^c_w$ and $P_w$, by using
the first and second generation spaces and some mixed spaces, which are constructed in
the spirit of Proposition 1 (in this process we combine two component spaces and the
distance between elements belonging to different pieces equals 2). Note that for any such
a space $X$ the metric $\rho$ takes only two non-zero values, 1 and 2. Therefore, in this case, for any $k \in [1, 2]$ the operators $M_k^c$ and $M_k$ are identical with $M^c$ and $M$, respectively. The key point here is that for $k \in [1, 2]$ we can find $r > 1$ such that $kr \leq 2$. As a result, we obtain the equalities $P^{c,}_{k,s}(X) = P^{s}_w(X), P_{k,s}(X) = P_{s}(X), P^{c,}_{k,w}(X) = P^{s}_w(X)$ and $P_{k,w}(X) = P_w(X)$.

The situation when $k \in [2, 3)$ is different. Namely, in this case, for any ball $B$ consisting of at least two points the ball $kB$ coincides with the whole space. This fact causes that $M_k^c$ and $M_k$ are of strong type $(1, 1)$. However, a slight modification of the metric used in the construction of second generation spaces will allow us to obtain more subtle results.

**Lemma 1.** Fix $k \in [2, 3)$. Let $\mathcal{Y} = (Y, \rho, \mu)$ be a second generation space. Define the metric $\rho'$ determining the distance between two different elements $x, y \in Y$ by the formula

$$
\rho'(x, y) = \begin{cases} 
1 & \text{if } \rho(x, y) = 1, \\
2 & \text{if there exists } z \in Y \text{ such that } \rho(x, z) = \rho(y, z) = 1, \\
3 & \text{otherwise.}
\end{cases}
$$

Then for the space $\mathcal{Y}' = (Y, \rho', \mu)$ we have $P^{c,}_{k,s}(\mathcal{Y}') = P^{c,}_{k,w}(\mathcal{Y}') = [1, \infty]$, while $P_{k,s}(\mathcal{Y}') = P_{s}(\mathcal{Y})$ and $P_{k,w}(\mathcal{Y}') = P_w(\mathcal{Y})$.

**Proof.** First of all, let us emphasize that $\rho'$ is well-defined. Indeed, it can be easily seen that there is no set $\{x, y, z\} \subset Y$ satisfying

$$
\rho(x, y) = \rho(x, z) = \rho(y, z) = 1,
$$

and thus the first two conditions in the definition of $\rho'$ cannot happen at the same time.

Now observe that $L^1(\mathcal{Y})$ and $L^1(\mathcal{Y}')$ are equal as Banach spaces. Moreover, for any $f \in L^1(\mathcal{Y})$ we have $M^{c,}_{k,\mathcal{Y}}(f) \leq M^{c,}_{\mathcal{Y}}(f)$ and $M_{k,\mathcal{Y}}(f) \leq M^{c,}_{\mathcal{Y}}(f)$. Indeed, in the case of the centered operators, suppose that $f \geq 0$ and fix $y \in Y$. If $r \leq 2$, then we have $B_{\rho'}(y, kr) \supseteq B_{\rho'}(y, r) = B_{\rho}(y, r)$, which implies

$$
\frac{1}{\mu(B_{\rho'}(y, kr))} \sum_{x \in B_{\rho'}(y, r)} f(x) \mu(\{x\}) \leq \frac{1}{\mu(B_{\rho}(y, r))} \sum_{x \in B_{\rho}(y, r)} f(x) \mu(\{x\}) \leq M^{c,}_{\mathcal{Y}}(f)(y).
$$

On the other hand, if $r > 2$, then we have $B_{\rho'}(y, kr) = Y$, which implies

$$
\frac{1}{\mu(B_{\rho'}(y, kr))} \sum_{x \in B_{\rho'}(y, r)} f(x) \mu(\{x\}) \leq \frac{1}{\mu(Y)} \sum_{y \in Y} f(y) \mu(\{y\}) \leq M^{c,}_{\mathcal{Y}}(f)(y).
$$

This gives $M^{c,}_{k,\mathcal{Y}}(f) \leq M^{c,}_{\mathcal{Y}}(f)$ and the second claimed estimate is verified analogously. Hence, we obtain the following equalities and inclusions

$$
P^{c,}_{k,s}(\mathcal{Y}') = P^{c,}_{k,w}(\mathcal{Y}') = [1, \infty], \quad P_{k,s}(\mathcal{Y}') \supseteq P_{s}(\mathcal{Y}), \quad P_{k,w}(\mathcal{Y}') \supseteq P_w(\mathcal{Y}).
$$

Let us point out here that, in particular, we have $P^{s}_{s}(\mathcal{Y}') = [1, \infty]$, which is quite peculiar since in most typical settings $M^c$ is not of strong type $(1, 1)$. 
Now, it remains to show that if \( M_2 \) is not of strong (respectively weak) type \((p, p)\) for some \( p \geq 1 \), then \( M_{k,\mathcal{Y}} \) fails to be of strong (respectively weak) type \((p, p)\). Our strategy is as follows. We present quickly the argument that was used in [2] to obtain certain type \((p, p)\) inequalities. Then, the functions \( M_{\mathcal{Y}}(f_n) \) were estimated from below by:

- the average value of \( f_n \) on the ball centered at \( y_{ni} \) with the radius \( 3/2 \) (denoted by \( A_{B_r(y_{ni},3/2)} f_n \)) for the points \( y_{ni}', i = 1, \ldots, \tau_n \),
- 0 for the other points,

and finally it turned out that

\[
\lim_{n \to \infty} \frac{\|M_{\mathcal{Y}}(f_n)\|_p^p}{\|f_n\|_p^p} \geq \lim_{n \to \infty} \frac{\sum_{i=1}^{\tau_n} (A_{B_r(y_{ni},3/2)} f_n) p \mu(\{y_{ni}'\})}{\|f_n\|_p^p} = \infty.
\]

Let us assume that the above estimate holds for some \( p \in [1, \infty) \). Take \( r > 1 \) such that \( kr \leq 3 \) and see that \( B_{kr}(y_{ni}, r) = B_{r}(y_{ni}, 3/2) \) and

\[
\mu(B_{kr}(y_{ni}, kr)) = \mu(\{y_{ni}'\} \cup (T_n \setminus T_n')) \leq 2 \mu(B_{r}(y_{ni}, 3/2)).
\]

This implies \( M_{k,\mathcal{Y}}(f_n)(y_{ni}') \geq \frac{1}{2} A_{B_{r}(y_{ni}, 3/2)} f_n \) and hence

\[
\lim_{n \to \infty} \frac{\|M_{k,\mathcal{Y}}(f_n)\|_p}{\|f_n\|_p} = \infty. \quad \square
\]

2.2. **Endpoint cases.** Now, we turn our attention to certain specific situations in which the operators \( M_k' \) or \( M_k \) are not of strong type \((1, 1)\) for some \( k \geq 2 \) or \( k \geq 3 \), respectively. We begin with a construction of some auxiliary metric measure spaces called by us the segment-type spaces and then we prove two lemmas related to them.

Let \( d = \{d_{n,i}: i = 1, \ldots, n, n \in \mathbb{N}\} \) be a fixed triangular matrix of strictly positive numbers such that \( \sum_{i=1}^{n} d_{n,i} \leq 1, n \in \mathbb{N} \). Define

\[
X = \{x_{n,i}: i = 0, \ldots, n, n \in \mathbb{N}\},
\]

where all elements \( x_{n,i} \) are pairwise different (and located on the plane, say). By \( S_n \) we denote the branch \( S_n = \{x_{n,0}, x_{n,1}, \ldots, x_{n,n}\} \). Thus, \( X = \bigcup_{n=1}^{\infty} S_n \) is the disjoint union of the family of branches. We define the metric \( \rho = \rho_d \) determining the distance between two different elements \( x, y \in X \) by the formula

\[
\rho(x, y) = \begin{cases} 
\sum_{i=j+1}^{k} d_{n,i} & \text{if } \{x, y\} = \{x_{n,j}, x_{n,k}\} \text{ for some } 0 \leq j < k \leq n, n \in \mathbb{N}, \\
1 & \text{otherwise}.
\end{cases}
\]

Observe that \( \rho \) is determined uniquely by \( d \) and clearly \( \text{diam}(X) = 1 \) holds from the definition. Figure 1 shows a model of the space \((X, \rho)\).
We define the measure \( \mu = \mu_F \) on \( X \) by letting \( \mu(\{x_n,i\}) = F(n,i) \), where \( F > 0 \) is a given function satisfying \( \sum_{i=0}^{n} F(n,i) \leq 2^{-n}, n \in \mathbb{N} \) (this implies \( \mu(X) < \infty \)). Observe that \((X, \rho, \mu)\) is non-doubling. Indeed, fix \( \epsilon > 0 \) and let \( n_0 = n_0(\epsilon) \) be such that \( \mu(S_{n_0}) \leq \epsilon. \) Then we have \( B(x_{n_0}, 2/3) \subset S_{n_0} \) which implies \( \mu(B(x_{n_0}, 2/3)) < \epsilon, \) while \( \mu(B(x_{n_0}, 4/3)) = \mu(X) \).

From now on we shall use the sign \( \|E\| \) instead of \( \mu(E) \) for \( E \subset X \). It will be clear from the context when the symbol \( \|\cdot\| \) refers to the measure and when it denotes the absolute value sign.

**Lemma 2.** Fix \( k \geq 2 \) and let \( \mathcal{X} = (X, \rho, \mu) \) be the segment-type space with \( d_{n,i} = (k + 1)^{i-n-1} \) and \( F(n,i) = 2^{-n}(n+1)^{-1}, i = 1, \ldots, n, n \in \mathbb{N} \). Then \( P_{k,s}^c(\mathcal{X}) = P_{k,s}^c(\mathcal{X}) = (1, \infty) \) and \( P_{k,w}^c(\mathcal{X}) = P_{k,w}^c(\mathcal{X}) = [1, \infty] \).

**Proof.** At the beginning, note that it suffices to show that \( M_k^c \) is not of strong type \((1,1)\), while \( M_k \) is of weak type \((1,1)\). Observe that for \( j = 1, \ldots, n-1, n \in \mathbb{N} \), we have
\[
\sum_{i=1}^{j} d_{n,i} = \sum_{i=1}^{j} \frac{1}{(k+1)^{n-i+1}} < \sum_{i=1}^{\infty} \frac{1}{(k+1)^{n-j+i}} = \frac{1}{k(k+1)^{n-j}} = \frac{d_{n,j+1}}{k} \leq \frac{1}{k}.
\]

First we show that \( M_k^c \) is not of strong type \((1,1)\). Let \( f_n = \delta_{x_{n,0}}, n \geq 1 \). Then \( \|f_n\|_1 = |\{x_{n,0}\}| \). For any \( j = 1, \ldots, n-1 \) we can find \( r = r(j) \) such that \( B(x_{n,j}, r) = B(x_{n,j}, kr) = \{x_{n,0}, x_{n,1}, \ldots, x_{n,j}\} \) and hence \( M_k^c f_n(x_{n,j}) \geq \frac{1}{j+1} \) for that \( j \). This implies
\[
\limsup_{n \to \infty} \frac{\|M_k^c f_n\|_1}{\|f_n\|_1} \geq \limsup_{n \to \infty} \frac{\sum_{j=1}^{n-1} M_k^c f_n(x_{n,j}) |\{x_{n,j}\}|}{|\{x_{n,0}\}|} \geq \lim_{n \to \infty} \sum_{j=1}^{n-1} \frac{1}{j+1} = \infty.
\]

Now, it remains to show that \( M_k \) is of weak type \((1,1)\). Let \( f \in L^1(\mathcal{X}), f \geq 0, \) and consider \( \lambda > 0 \) such that \( E_\lambda(M_k f) \neq \emptyset \). If \( \lambda < \|f\|_1/|X| \), then \( \lambda|E_\lambda(M_k f)|/\|f\|_1 \leq 1 \).
follows. Therefore, from now on assume that \( \lambda \geq \|f\|_1/|X| \). With this assumption, if for some \( x \in S_n \) we have \( M_k f(x) > \lambda \), then any ball \( B \) containing \( x \) and realizing \( \sum_{x \in B} f(x) |\{x\}|/|kB| > \lambda \) must be a subset of \( S_n \). Moreover, because of the linear structure of \( S_n \), any ball \( B \subset S_n \) is of the form \( B = \{x_{n,i}, x_{n,i+1}, \ldots, x_{n,j}\} \) for some \( 0 \leq i \leq j \leq n \). Take any \( n \in \mathbb{N} \) such that \( E_\lambda(M_k f) \cap S_n \neq \emptyset \) and consider \( B = B(n) = \{B \subset S_n : \sum_{x \in B} f(x) |\{x\}|/|kB| > \lambda \} \) which forms a cover of \( E_\lambda(M_k f) \cap S_n \). By using the fact that each element of \( B \) has the form described above we can find a subcover \( B' \) such that each \( x \in E_\lambda(M_k f) \cap S_n \) belongs to at most two elements of \( B' \). Therefore

\[
\lambda |E_\lambda(M_k f) \cap S_n| \leq \sum_{B \in B'} |B| \leq \sum_{B \in B'} \left( \sum_{x \in B} f(x) |\{x\}|/|kB| \right) |B|
\]

\[
\leq \sum_{B \in B'} \sum_{x \in B} f(x) |\{x\}| \leq 2 \sum_{x \in E_\lambda(M_k f) \cap S_n} f(x) |\{x\}|,
\]

and, consequently, \( \lambda |E_\lambda(M_k f)| \leq 2 \|f\|_1 \). \( \square \)

**Lemma 3.** Fix \( k \geq 3 \) and let \( X = (X, \rho, \mu) \) be the segment-type space with \( d_{n,i} = (k - 1/2)^{i-n-1} \), \( i = 1, \ldots, n, n \in \mathbb{N} \), and \( F(n, i) \) chosen (uniquely) in such a way that \( F(n, n) = 2^{-n-1} \) and \( F(n, i) = F(n, i + 1)/2^{i+1} \) for \( i \in \{0, \ldots, n - 1\} \), \( n \in \mathbb{N} \). Then \( P_{k,n}(X) = (1, \infty) \) and \( P_{k,n}^c(X) = P_{k,n}^c(X) = [1, \infty] \).

**Proof.** Note that, since \( k \geq 3 \), \( M_k \) is of weak type \((1, 1)\). Hence, it suffices to show that \( M_k \) is not of strong type \((1, 1)\), while \( M_k^c \) is of strong type \((1, 1)\). Observe that \( \sum_{i=1}^n d_{n,i} < 1 \) and \( \sum_{j=1}^J d_{n,i} < d_{n,j+1} \), \( j = 0, 1, \ldots, n - 1 \). Moreover, one can see that \( \sum_{i=1}^n F(n, i) < 2^{-n} \) and \( \sum_{j=1}^J F(n, i) < F(n, j + 1) \), \( j = 0, 1, \ldots, n - 1 \).

First we show that \( M_k \) is not of strong type \((1, 1)\). Let \( f_n = \delta_{x_{n,0}}, n \geq 1 \). Then \( \|f_n\|_1 = |\{x_{n,0}\}| \). Since \( \sum_{i=1}^{n-1} d_{n,i} < d_{n,j} < d_{n,j+1}/(k - 1) \) for any \( j = 1, \ldots, n - 1 \), then we can find \( r = r(j) \) such that \( B(x_{n,j-1}, r) = B(x_{n,j}, kr) = \{x_{n,0}, x_{n,1}, \ldots, x_{n,j}\} \) and hence \( M_k f_n(x_{n,j}) \geq |\{x_{n,0}\}|/2^{|\{x_{n,j}\}|} \) for that \( j \). This implies

\[
\lim_{n \to \infty} \sup_{n \to \infty} \frac{\|M_k f_n\|_1}{\|f_n\|_1} \geq \lim_{n \to \infty} \frac{\sum_{j=1}^{n-1} M_k f_n(x_{n,j}) |\{x_{n,j}\}|}{|\{x_{n,0}\}|} \geq \lim_{n \to \infty} \frac{n - 1}{2} = \infty.
\]

Now, it remains to show that \( M_k^c \) is of strong type \((1, 1)\). Let \( f \in L^1(X), f \geq 0 \). Observe that \( d_{n,j} > d_{n,j+1} \) and hence for any ball \( B \) centered at \( x_{n,j} \), \( 1 \leq j \leq n - 1 \), if \( x_{n,j} \in B \), then \( x_{n,j+1} \in kB \). Therefore we have the estimate

\[
M_k^c f(x_{n,j}) \leq f(x_{n,j}) + \frac{\sum_{i=1}^j f(x_{n,i}) |\{x_{n,i}\}|}{|\{x_{n,j+1}\}|} + \max\{f(x_{n,j+1}), \ldots, f(x_{n,n})\} + \frac{\|f\|_1}{|X|},
\]
which implies
\[
\sum_{n=1}^{\infty} \sum_{j=0}^{n} M^*_k f(x_{n,j}) |\{x_{n,j}\}| \leq \sum_{n=1}^{\infty} \sum_{j=0}^{n} f(x_{n,j}) |\{x_{n,j}\}| \left( 2 + \sum_{i=0}^{n-1} \frac{|\{x_{n,i}\}|}{|\{x_{n,i+1}\}|} \right)
\]
\[
\leq \sum_{n=1}^{\infty} \sum_{j=0}^{n} f(x_{n,j}) |\{x_{n,j}\}| \left( 2 + 1 + 1 \right) = 4 \|f\|_1.
\]

2.3. Proof of Theorem 1. At the beginning note that if \( P_{k,s}^c = P_{k,s} = P_{k,w}^c = P_{k,w} = [1, \infty], \) then we can find a first generation space \( X \) for which \( P_s^c(X) = P_s(X) = P_w^c(X) = P_w(X) = [1, \infty], \) and hence we also have \( P_{k,s}^c(X) = P_{k,s}(X) = P_{k,w}^c(X) = P_{k,w}(X) = [1, \infty] \) for every \( k \geq 1. \) Therefore, from now on, assume that \( P_{k,s} \) (and possibly the other sets) is a proper subset of \([1, \infty].\) We shall consider the cases: \( k \in [1, 2), k \in [2, 3) \) and \( k \geq 3. \)

First, suppose that \( k \in [1, 2). \) Then we assume that the sets \( P_{k,s}^c, P_{k,s}, P_{k,w}^c \) and \( P_{k,w} \) satisfy (i) and (ii). We can find a (first or second generation, or mixed) space \( X \) for which \( P_s^c(X) = P_{k,s}^c, P_s(X) = P_{k,s}, P_w^c(X) = P_{k,w}^c \) and \( P_w(X) = P_{k,w}, \) and using the observation from Section 2.1 we can see that the same equalities with \( k \) instead of 1 hold.

Next, suppose that \( k \in [2, 3). \) Then we assume that the sets \( P_{k,s}^c, P_{k,s}, P_{k,w}^c \) and \( P_{k,w} \) satisfy (i), (ii), and (iii). We can find a second generation space \( Y \) for which \( P_s^c(Y) = P_{k,s}^c, P_s(Y) = P_{k,s}, P_w^c(Y) = P_{k,w}^c \) and \( P_w(Y) = P_{k,w}, \) and therefore we obtain the adequate equalities with \( P_s^c(Y), P_s(Y), P_w^c(Y) \) and \( P_w(Y) \) replacing by \( P_{k,s}^c(Y'), P_{k,s}(Y'), P_{k,w}^c(Y') \) and \( P_{k,w}(Y'), \) respectively, where \( Y' \) is the modification of \( Y \) considered in Lemma 1. If \( P_{k,s}^c = [1, \infty], \) then the expected space may be chosen to be just \( Y'. \) In the other case (that is, if \( P_{k,s}^c = (1, \infty] \)) we use Proposition 1 with \( k_0 = k \) to combine \( Y' \) with the appropriate segment-type space considered in Lemma 2. After that, we obtain the new space, say \( Z, \) such that \( P_{k,s}^c(Z) = P_{k,s}^c, P_{k,s}(Z) = P_{k,s}, P_{k,w}^c(Z) = P_{k,w}^c \) and \( P_{k,w}(Z) = P_{k,w}. \)

Finally, suppose that \( k \geq 3 \) and the sets \( P_{k,s}^c, P_{k,s}, P_{k,w}^c \) and \( P_{k,w} \) satisfy (i), (ii), (iii) and (iv). If \( P_{k,s}^c = P_{k,s} = (1, \infty], \) then the expected space may be chosen to be the suitable space considered in Lemma 2. In the other case, if \( P_{k,s}^c = [1, \infty] \) and \( P_{k,s} = (1, \infty], \) then the expected space may be chosen to be the suitable space considered in Lemma 3. Thus, the proof of Theorem 1 is complete.

3. Results for varying \( k \)

For a fixed metric measure space \( X \) and parameters \( p \in [1, \infty] \) and \( k \geq 1 \) we denote by \( c(k, p) = c_X(k, p) \) the best constant in the weak type \((p, p)\) inequality for the associated maximal operator \( M_k \) (if \( M_k \) is not of weak type \((p, p)\), then we write \( c(k, p) = \infty \)). Similarly, we define \( c^c(k, p) \) with \( M^*_k \) replacing \( M_k \). In this section we try to study the behavior of these functions, in particular with regard to when they are finite or not. With this in mind, let us define auxiliary functions \( h^c(k) = \inf\{p: c^c(k, p) < \infty\} \) and \( h(k) = \inf\{p: c(k, p) < \infty\}. \) Since \( M^*_2 \) and \( M_3 \) are of weak type \((1, 1)\) we can assume that the domains of \( h^c \) and \( h \) are \([1, 2] \) and \([1, 3]\), respectively. We have the following properties
(a) \( h^c: [1, 2] \to [1, \infty] \) and \( h: [1, 3] \to [1, \infty] \),
(b) \( h^c \) and \( h \) are non-increasing,
(c) \( h(k) \geq h^c(k) \) for \( k \in [1, 2] \),
(d) \( h^c(2) = h(3) = 1 \),
(e) for a fixed \( k \in [1, 2] \) the set \( P^c_k \) coincides with \{\infty\}, if \( h^c(k) = \infty \), and takes the form \( (h^c(k), \infty) \) or \( [h^c(k), \infty) \) in the opposite case,
(f) for a fixed \( k \in [1, 3] \) the set \( P_k \) coincides with \{\infty\}, if \( h(k) = \infty \), and takes the form \( (h(k), \infty) \) or \([h(k), \infty]\) in the opposite case.

Our principal motivation is to take arbitrary functions \( h^c \) and \( h \) satisfying (a) – (d) and ask whether it is possible to find a metric measure space \( \mathcal{Z} \) such that (e) and (f) hold for \( P^c_k = P^c_k(\mathcal{Z}) \) and \( P_k = P_k(\mathcal{Z}) \), respectively. It turns out that the answer is always positive. However, observe that conditions (a) – (f) do not usually include full information about the finiteness of \( c^e(k, p) \) and \( c(k, p) \). Namely, if we know only the values of \( h^c \) and \( h \), then it is rather impossible to determine whether \( c^e(k, h^c(k)) \) and \( c(k, h(k)) \) are finite or not. Moreover, it seems that, with respect to that, we often have a lot of possible cases and even the characterization of them is a difficult problem which will not be resolved here. Nevertheless, the obtained results may be helpful to find a general principle related to this issue. The main goal in this section is to prove the following.

**Theorem 2.** Let \( h^c \) and \( h \) be such that conditions (a), (b), (c) and (d) hold. Then there exists a metric measure space \( \mathcal{Z} \) such that the associated modified maximal operators \( M^e_k \), \( k \in [1, 2] \), are of weak type \((p, p)\) if and only if \( p > h^c(k) \) or \( p = \infty \), while the operators \( M_k \), \( k \in [1, 3] \), are of weak type \((p, p)\) if and only if \( p > h(k) \) or \( p = \infty \).

In Section 3.1 and Section 3.2 we consider auxiliary structures called basic spaces. The proof of Theorem 2 is located in Section 3.3. Finally, in Section 3.4 we give examples showing that the situation is quite different if we want to find a space \( \mathcal{Z} \) such that the associated modified maximal operators \( M^e_k \) and \( M_k \) are of weak type \((p, p)\) if and only if \( p \geq h^c(k) \) and \( p \geq h(k) \), respectively. Among other things, there is no counterpart of Theorem 2 with these inequalities replacing \( p > h^c(k) \) and \( p > h(k) \).

### 3.1. Basic spaces

Fix \( \tau \in \mathbb{N} \), \( 1 < d \leq 2 \) and \( m > 1 \). We introduce the basic space \( \mathcal{G} = \mathcal{G}_{\tau, d, m} = (X, \rho, \mu) \) as follows. Let \( X = \{x_0, x_1, \ldots, x_\tau\} \). Define \( \rho = \rho_d \) by letting \( \rho(x, y) = 1 \) if \( x_0 \in \{x, y\} \) and \( \rho(x, y) = d \) otherwise, where \( x \) and \( y \) are two different elements of \( X \). Finally, take \( \mu = \mu_m \) satisfying \(|\{x_0\}| = 1 \) and \(|\{x_i\}| = m \) for \( i = 1, \ldots, \tau \). Figure 2 shows a model of the space \( \mathcal{G} \).
Next, if $k$ is sublinear, which implies $c_\mathcal{G}(k,\infty) \leq 1$ for any $k \geq 1$. From now on assume that $1 \leq k < d$ and $p \in [1, \infty)$. Write $f$ as a sum of the functions $f_1 = f \cdot \chi_{(0)}$ and $f_2 = f - f_1$. Note that $M_k$ is sublinear, which implies $M_k(f) \leq M_k(f_1) + M_k(f_2)$. We have $M_k(f_1)(x_0) = f_1(x_0)$ and $M_k(f_1)(x_i) \leq f_1(x_0)/m$ for $i = 1, \ldots, \tau$. Then $\|M_k(f_1)\|_p^p \leq (1 + \tau m^{1-p})\|f_1\|_p^p$. In turn, $M_k(f_2)(x) \leq f_2(x) + \|f_2\|_1/|X|$, and hence $\|M_k(f_2)\|_p^p \leq 2^{p-1}\|f_2\|_p^p$. Therefore $\|M_k(f)\|_p^p \leq 2^{p-1}(2^{p-1} + 1 + \tau m^{1-p})f_1\|_p^p$ and we obtain

$$c_\mathcal{G}(k,p) \leq (2^{p-1}(2^{p-1} + 1 + \tau m^{1-p}))^{1/p} \leq \max\{1, \tau^{1/p}m^{1/p-1}\}.$$
Finally, if \( f = \delta_{\{x_0\}} \), then \( \|f\|_p = 1 \) and \( M^k(f)(x_i) = 1/(1+m) \geq (2m)^{-1} \) for \( i = 1, \ldots, \tau \). Therefore

\[
c^k_S(k, p) \geq \frac{1}{3m} \left( \frac{1}{\{x: M^k(f)(x) > 1/(3m)\}} \right)^{1/p} \geq \tau^{1/p} m^{1/p - 1}.
\]

\[ \square \]

Next, we introduce the basic space \( T = T_{\tau, d, m} = (Y, \rho, \mu) \) for fixed \( \tau \in \mathbb{N}, 1 < d \leq 3 \) and \( m > 1 \). Let \( Y = \{y_0, y_1, \ldots, y_\tau, y'_1, \ldots, y'_\tau\} \). We use some auxiliary symbols for certain subsets of \( Y \): \( Y^o = \{y_0^o, \ldots, y_\tau^o\} \), \( Y' = \{y_1^o, \ldots, y_\tau^o\} \) and \( Y_i = \{y_i^o, y'_i\} \) for \( i = 1, \ldots, \tau \). Define \( \rho = \rho_d \) by the formula

\[
\rho(x, y) = \begin{cases} 
1 & \text{if } y_0 \in \{x, y\} \subset Y \setminus Y' \text{ or } \{x, y\} = Y_i, \ i \in \{1, \ldots, \tau\}, \\
(d+1)/2 & \text{if } \{x, y\} \subset Y^o \text{ or } \{x, y\} \subset Y \setminus Y^o, \\
d & \text{otherwise},
\end{cases}
\]

where \( x \) and \( y \) are two different elements of \( Y \), and \( \mu = \mu_m \) by letting \( |\{y_0\}| = 1 \), \( |\{y_i^o\}| = 1/\tau \) and \( |\{y'_i\}| = m \) for \( i = 1, \ldots, \tau \). Figure 3 shows a model of the space \( T \). Adding an imaginary point at the top makes \( \rho \) easily readable as a minor modification of the geodesic distance on the graph.

---

![Figure 3. The model of the space \( T \).](image)
Next, because and hence

\[
\begin{align*}
\{y'_i\} & \text{ for } 0 < r \leq 1, \\
Y_i & \text{ for } 1 < r \leq (d+1)/2, \\
\{y_0, y_i^o\} \cup Y' & \text{ for } (d+1)/2 < r \leq d, \\
Y & \text{ for } d < r.
\end{align*}
\]

Lemma 5. Let $\mathcal{X}$ be the metric measure space defined as above. Then $c_\mathcal{X}^\circ(k,p) \simeq 1$ for $k \geq 1$ and $p \in [1,\infty]$, while

\[
c_\mathcal{X}(k,p) \simeq \begin{cases} 
\max\{1, \tau^{1/p}m^{1/p-1}\} & \text{if } 1 \leq k < d \text{ and } p \in [1,\infty), \\
1 & \text{if } k \geq d \text{ or } p = \infty.
\end{cases}
\]

Proof. First of all, it is easy to see that $c_\mathcal{X}^\circ(k,p) \geq 1$ and $c_\mathcal{X}(k,p) \geq 1$ for any $k$ and $p$. Moreover, both $c_\mathcal{X}^\circ(k,p)$ and $c_\mathcal{X}(k,p)$ are non-increasing as functions of $k$. Therefore, to prove that $c_\mathcal{X}(k,p) \simeq 1$, it suffices to show $c_\mathcal{X}(1,p) \lesssim 1$. Let $f \geq 0$ be a function on $Y$. Observe that $\max\{M^c(f)(y): y \in Y\} = \max\{f(y): y \in Y\}$ which implies $c_\mathcal{X}(1,\infty) = 1$. Now assume that $p \in [1,\infty)$. We have

\[
M^c(f)(y_0) \leq \max\{f(y_0), A_{Y\setminus Y'}(f), A_Y(f)\}.
\]

Next, because $|\{y_0, y_i^o\} \cup Y'| \geq |Y'| \geq |Y|/3$, $i \in \{1, \ldots, \tau\}$, then $A_{\{y_0, y_i^o\} \cup Y'}(f) \leq 3A_Y(f)$ and hence

\[
M^c(f)(y_i^o) \leq \max\{f(y_i^o), A_Y(f), 3A_Y(f)\}.
\]

Finally, observe that

\[
A_{\{y_0\} \cup Y}(f) \leq \max\{f(y_0), A_Y(f)\} \leq \max\{M^c(f)(y_0), M^c(f)(y_i^o)\},
\]

and

\[
A_{\{y_0, y_i^o\} \cup Y^o}(f) \leq \max\{A_{Y\setminus Y'}(f), f(y_i^o)\} \leq \max\{M^c(f)(y_0), M^c(f)(y_i^o)\},
\]

which implies

\[
M^c(f)(y_i^o) \leq \max\{f(y_i^o), M^c(f)(y_0), M^c(f)(y_i^o), A_Y(f)\}.
\]

Since $|\{y_i^o\}| \leq |\{y_i^o\}|$ and $\sum_{i=1}^{\tau} |\{y_i^o\}| = |\{y_0\}|$, we can estimate $\|M^c(f)\|_p^\circ$ by

\[
2 \left( \sum_{y \in Y} f(y)^p |\{y\}| + \sum_{i=1}^{\tau} A_Y(f)^p |\{y_i^o\}| + \sum_{i=1}^{\tau} A_Y(f)^p |\{y_i^o\}| \right).
\]

Applying Hölder’s inequality we get $\|M^c(f)\|_p^\circ \leq 2^{p-1} (3^p + 3) \|f\|_p^p$ and thus $c_\mathcal{X}(1,p) \leq 24$.

From now on we discuss only the non-centered case. It is easy to verify that $c_\mathcal{X}(k,p) \simeq 1$ if $k \geq d$ or $p = \infty$, by using exactly the same argument as in the proof of Lemma 4. In the next step we prove that $c_\mathcal{X}(k,p) \lesssim \max\{1, \tau^{1/p}m^{1/p-1}\}$ for $1 \leq k < d$ and $p \in [1,\infty)$. It suffices to show $c_\mathcal{X}(1,p) \lesssim \max\{1, \tau^{1/p}m^{1/p-1}\}$. Take $f \geq 0$ and observe that we have

\[
M(f)(y_0) \leq \max\{f(y_0), A_{Y\setminus Y'}(f), M(f)(y_i^o), \ldots, M(f)(y_i^o)\},
\]
since \( \{y_0\} \) and \( Y \setminus Y' \) are the only balls containing \( y_0 \) and disjoint with \( Y' \). Furthermore,
\[
M(f)(y_0) \leq \max\{f(y_0), M(f)(y_0), M(f)(y_1'), \ldots, M(f)(y_i')\},
\]
for any \( i \in \{1, \ldots, \tau\} \). Notice that if \( y'_i \in B \subset Y \), then either \( B \subset \{y_0, y'_i\} \cup Y^\circ \) or \( |B| \geq |Y'|/3 \). Since \( |\{y'_i\}| \geq |\{y_0, y'_i\} \cup Y^\circ|/3 \), we get
\[
M(f)(y'_i) \leq 3 \max\{A_{\{y_0, y'_i\} \cup Y^\circ}(f), A_Y(f)\}.
\]
Therefore we can estimate \( \|M(f)\|_p^p \) by
\[
3 \left( \sum_{y \in Y \setminus Y'} f(y) |\{y\}| + A_Y \setminus Y^\circ(f) |\{y_0\}| + 3^p A_Y(f)^p |Y'| + 3^p \sum_{i=1}^\tau A_{\{y_0, y'_i\} \cup Y^\circ}(f)^p |\{y'_i\}| \right).
\]
Since
\[
\sum_{i=1}^\tau A_{\{y_0, y'_i\} \cup Y^\circ}(f)^p |\{y'_i\}| \leq 2^p \sum_{i=1}^\tau \left( f(y'_i)^p |\{y'_i\}| + \|f \cdot \chi_{Y \setminus Y'}\|_{1}^p \right) |\{y'_i\}|^{1-p}
\]
\[
\leq 2^p \sum_{i=1}^\tau f(y'_i)^p |\{y'_i\}| + 2^p \tau m^{-p} \|f \cdot \chi_{Y \setminus Y'}\|_{1}^p,
\]
we can apply Hölder’s inequality to get
\[
\|M(f)\|_p^p \leq 3 \cdot 5^{p-1} \left( 1 + 1 + 3^p + 6^p + 3^p 2^{2p-1} \tau m^{-p} \right) \|f\|_p^p,
\]
and, consequently, to obtain \( c_2(1, p) \leq \max\{1, \tau^{1/p} m^{1/p-1}\} \).

Finally, take \( f = \delta_{\{y_0\}} \). If \( 1 \leq k < d \) and \( p \in [1, \infty) \), then we have \( \|f\|_p = 1 \) and \( M_k^p(f)(y'_i) = 1/(1 + 1/\tau + m) \geq (3m)^{-1} \) for \( i = 1, \ldots, \tau \). Therefore
\[
c_k^p(k, p) \geq \left( \frac{|\{x: M_k^p(f)(x) > 1/(4m)\}|}{4m} \right)^{1/p} \geq \tau^{1/p} m^{1/p-1}.
\]

3.2. Auxiliary combinations of basic spaces. Several times in Sections 3.2 and 3.3 we construct a metric measure space \( \mathfrak{X} \) by using Proposition 1 for some \( k_0 \) and \( \mathfrak{X}_n, n \in \Lambda \).

It is worth noting here that, according to our notation, for \( k \leq k_0 \) and \( p \in [1, \infty) \) we have
\[
c_{\mathfrak{X}}(k, p) \geq \sup\{c_{\mathfrak{X}_n}(k, p) : n \in \Lambda\}, \quad \left( c_{\mathfrak{X}}(k, p) \right)^p \leq \left( \sup\{c_{\mathfrak{X}_n}(k, p) : n \in \Lambda\} \right)^p + 1,
\]
which can be easily verified by following the proof of Proposition 1. Moreover, by taking \( f = 1 \), one can easily see that \( c_{\mathfrak{X}_n}(k, p) \geq 1 \) for each \( n \in \Lambda \). Combining these facts gives
\[
c_{\mathfrak{X}}(k, p) \simeq \sup\{c_{\mathfrak{X}_n}(k, p) : n \in \Lambda\}, \quad k \leq k_0, \quad p \in [1, \infty).
\]

An analogous statement for the centered operator also holds.

**Lemma 6.** Fix \( 1 \leq k < 2, p \in [1, \infty), 0 < \epsilon \leq 1/4, 0 < \delta < 2 - k \) and \( N \in \mathbb{N} \). For \( n > N \) let \( \mathfrak{X}_n = \mathfrak{S}_{\tau_n, d_n, m_n} \), where \( \tau_n = N^{2p} |n^{p(p-1)/\epsilon}| \), \( d_n = k + \delta/n \) and \( m_n = n^{p/\epsilon} \). Define \( \mathfrak{X} \) by using Proposition 1 for \( k_0 = k + \delta \) and \( \mathfrak{X}_n, n > N \). Then
\[
c_{\mathfrak{X}}(k', p') \simeq c_{\mathfrak{X}}(k', p'),
\]
for \(k' \geq 1\) and \(1 \leq p' \leq \infty\). Moreover

1. \(c_X(k', p') \approx 1\) if \(k' \geq k + \delta\) or \(p' \geq p + 4\epsilon\),
2. \(c_X(k', p') < \infty\) if \(k' > k\),
3. \(c_X(k', p') = \infty\) if \(k' \leq k\) and \(p' < p\),
4. \(c_X(k', p') \lesssim N^2\) if \(k' \geq 1\) and \(p' \geq p\),
5. \(c_X(k', p') \gtrsim N^{1/2}\) if \(k' \leq k\) and \(p' \in [p, p + \epsilon]\).

Here the symbol \(\lfloor \cdot \rfloor\) refers to the floor function. Figure 4 describes the behavior of the function \(c_X(k', p')\) (and thus also of \(c_X^n(k', p')\)).

\[
\begin{array}{c|c|c|c|c}
\hline
k' & 1 & k & k + \delta \\
\hline
p' & 1 & \approx 1 & \lesssim N^2 & \approx 1 \\
\hline
p + 4\epsilon & \lesssim N^2 & = \infty & < \infty \\
\hline
p + \epsilon & \lesssim N^2 \\
\hline
p & \lesssim N^2 \\
\hline
1 & \lesssim N^2 \\
\hline
\end{array}
\]

\textbf{Figure 4.} The behavior of the function \(c_X(k', p')\).

**Proof.** Observe that \(c_X(k', p') \approx c_X^n(k', p')\) for \(k' \leq k_0\) and \(1 \leq p' \leq \infty\), since

\[
c_X(k', p') \approx c_X^n(k', p'), \quad n > N,
\]

for that \(k'\) and \(p'\), and the same is true if we take the supremum over \(n\). Moreover, \(k_0 \geq d_n\) for each \(n > N\), which implies \(c_X(k_0, p') \approx c_X^n(k_0, p') \approx 1\). Combining this with the fact that \(c_X(k', p')\) and \(c_X^n(k', p')\) are estimated by \(1\) from below and non-increasing as functions of \(k'\) we conclude that \(c_X(k', p') \approx c_X^n(k', p')\) holds for the full range of the parameters \(k'\) and \(p'\). Now, to prove (1) it suffices to show that \(c_X(1, p') \approx 1\) for \(p + 4\epsilon \leq p' < \infty\). For that \(p'\) and \(n > N\) we have the following inequality

\[
c_X^n(1, p') \lesssim 1 + N^{2p/p'} \cdot n^{p(p-1)/(p')} \cdot n^{p(p'-1)/(p')}
\lesssim 1 + N^{2p/p'} \cdot n^{p(p-p')/(p')} \lesssim 1 + N^2 n^{-2} \lesssim 1,
\]

since \(1 \leq p/p' \leq 2\) and \(p - p' \leq -4\epsilon\). This implies

\[
c_X(1, p') \lesssim \sup\{c_X^n(1, p') : n > N\} \lesssim 1.
\]
Condition (2), in turn, is a simple consequence of the fact that $d_n > k'$ only for finitely many $n$ if $k' > k$. Next, take $k' \geq k$ and $p' < p$ (we can do this only if $p \neq 1$). Then
\[
c_\mathcal{X}(k', p') \gtrsim \limsup_{n \to \infty} c_\mathcal{X}_n(k', p') \gtrsim \lim_{n \to \infty} N^{2/p'} \cdot n^{p(p-1)/(p')} \cdot n^{p(1-p')/(p')}
\]
\[\gtrsim \lim_{n \to \infty} N^{2/p'} \cdot n^{p(p-p')/(p')} = \infty,
\]
and (3) holds. To prove (4) assume that $p' \geq p$. For each $n > N$ we have
\[
c_\mathcal{X}_n(k', p') \lesssim 1 + N^{2/p'} \cdot n^{p(p-1)/(p')} \cdot n^{p(1-p')/(p')}
\]
\[\lesssim 1 + N^{2/p'} \cdot n^{p(p-p')/(p')} \leq 1 + N^2 \cdot 1 \lesssim N^2,
\]
and therefore
\[
c_\mathcal{X}(k', p') \lesssim \sup\{c_\mathcal{X}_n(k', p') : n > N\} \lesssim N^2.
\]
Finally, take $k' \geq k$ and $p' \in [p, p + \epsilon]$. Since $3/4 \leq p/p' \leq 1$ and $-\epsilon \leq p - p' \leq 0$, we have
\[
c_\mathcal{X}(k', p') \gtrsim c_\mathcal{X}_2(k', p') \gtrsim N^{2/p'} \cdot (2N)^{p(p-1)/(p')} \cdot (2N)^{p(1-p')/(p')}
\]
\[\gtrsim N^{2/p'} \cdot (2N)^{p(p-p')/(p')} \gtrsim N^{3/2} \cdot N^{-1} = N^{1/2},
\]
which justifies (5) and completes the proof. \qed

Lemma 7. Fix $1 < k \leq 2$ (respectively, $1 \leq k < 2$) and let $\mathcal{X}_n = \mathcal{S}_{\tau_n, d_n, m_n}$ with $\tau_n = n$, $d_n = k$ (respectively, $d_n = k + \frac{2-1}{n}$) and $m_n = 2$. Define $\mathcal{X}$ by using Proposition 1 for $k_0 = 2$ and $\mathcal{X}_n$, $n \in \mathbb{N}$. Then $c_\mathcal{X}(k', p) = \infty$ if and only if $k' < k$ (respectively, $k' \leq k$) and $p \neq \infty$, and the same is true for $c_\mathcal{X}^c(k', p)$ replacing $c_\mathcal{X}(k', p)$.

Proof. We prove only the first case (the second one can be obtained very similarly). Assume that $p \neq \infty$ since the case $p = \infty$ is trivial. If $k' < k$, then for any $n \in \mathbb{N}$ we have $k' < d_n$ and hence $c_\mathcal{X}_n(k', p) \simeq n^{1/p}$. Therefore
\[
c_\mathcal{X}(k', p) \geq c_\mathcal{X}_n(k', p) \gtrsim \limsup_{n \to \infty} c_\mathcal{X}_n(k', p) \simeq \lim_{n \to \infty} n^{1/p} = \infty.
\]
In turn, if $k' \geq k = d_n$, then $c_\mathcal{X}_n(k, p) \simeq 1$ gives
\[
c_\mathcal{X}^c(k', p) \leq c_\mathcal{X}(k', p) \leq c_\mathcal{X}(k, p) \lesssim 1 < \infty.
\]
We notice (without furnishing the detailed proof) that one can obtain the following counterparts of Lemmas 6 and 7 by using the adequate spaces $\mathcal{S}_{\tau_n, d_n, m_n}$ instead of $\mathcal{S}_{\tau_n, d_n, m_n}$.

Lemma 6'. Fix $1 \leq k < 3$, $p \in [1, \infty)$, $0 < \epsilon \leq 1/4$, $0 < \delta < 3 - k$ and $N \in \mathbb{N}$. For $n > N$ let $\mathcal{Y}_n = \mathcal{S}_{\tau_n, d_n, m_n}$, where $\tau_n = N^{2p}[n^{p(p-1)/\epsilon}]$, $d_n = k + \delta/n$ and $m_n = n^{p/\epsilon}$. Define $\mathcal{Y}_n$ by using Proposition 1 for $k_0 = k + \delta$ and $\mathcal{Y}_n$, $n > N$. Then
\begin{itemize}
\item $c_\mathcal{Y}(k', p') \simeq 1$ for $k' \geq 1$ and $1 \leq p \leq \infty$,
\item conditions (1) – (5) from Lemma 6 hold with $c_\mathcal{Y}(k', p')$ replacing $c_\mathcal{X}(k', p')$.
\end{itemize}
Lemma 7'. Fix $1 < k \leq 3$ (respectively, $1 \leq k < 3$) and let $\mathcal{Y}_n = \mathcal{X}_{\tau_n,m_n}$ with $\tau_n = n$, $d_n = k$ (respectively, $d_n = k + \frac{2k}{n}$) and $m_n = 2$. Define $\mathcal{Y}$ by using Proposition 5 for $k_0 = 3$ and $\mathcal{Y}_n$, $n \in \mathbb{N}$. Then $c_{\mathcal{Y}}(k', p) = \infty$ if and only if $k' < k$ (respectively, $k' \leq k$) and $p \neq \infty$, and the same is true for $c_{\mathcal{Y}}^{\prime}(k', p)$ replacing $c_{\mathcal{Y}}(k', p)$.

As the last thing in this section let us point out here that each of the spaces constructed by using Lemmas 6, 7, 6' or 7' is non-doubling and hence the same will be true for the spaces constructed in the proof of Theorem 2.

3.3. Proof of Theorem 2. In the first step we construct a metric measure space $\mathcal{X}$ for which the associated modified maximal operators $M_k$ and $M_k$, $k \in [1, 2]$, are of weak type $(p, p)$ if and only if $p > h^c(k)$ or $p = \infty$, while $M_2$ is of weak type $(1, 1)$. The last property can be easily checked, since the basic spaces $\mathcal{S}$ can be easily checked, since the basic spaces $\mathcal{S}$ will be used to build $\mathcal{X}$. Consider the case $h^c(k) < \infty$ for each $k \in [1, 2]$. Let us introduce a countable set $\Sigma = \Sigma_1 \cup \Sigma_2 = \{k_1, k_2, \ldots\}$, where $\Sigma_1$ is the set of all $k \in [1, 2]$ for which $\lim_{k' \to k^+} h^c(k') < h^c(k)$ (the case $\Sigma_1 = \emptyset$ is possible) and $\Sigma_2$ is a dense subset of $(1, 2)$ that has no common points with $\Sigma_1$. By induction we will construct a family of metric measure spaces $\mathcal{X}_{n,m}$, $n, m \in \mathbb{N}$, and then we will obtain $\mathcal{X}$ by using Proposition 1.

Take $k_1 \in \Sigma$ and let $0 < \delta_1 < 2 - k_1$ be such that

$$h^c(k') \geq \lim_{k \to k_1^+} h^c(k) - 1, \quad k' \leq k_1 + \delta_1.$$ 

For each $m \in \mathbb{N}$ denote by $\mathcal{X}_{1,m}$ the space constructed by using Lemma 6 with $k = k_1$, $p = h^c(k_1)$, $\epsilon = 1/(4m)$, $\delta = \delta_1 / m$ and $N = m$. Now, let $n \geq 2$ and suppose that for each $j \in \{1, \ldots, n - 1\}$ and $m \in \mathbb{N}$ the space $\mathcal{X}_{j,m}$ has been already constructed. We choose $0 < \delta_n < 2 - k_n$ such that the following conditions are satisfied

- $h^c(k') \geq \lim_{k \to k_n^+} h^c(k) - 1/n$ for $k' \leq k_n + \delta_n$,
- if $k_j > k_n$ for some $j \in \{1, \ldots, n - 1\}$, then $k_n + \delta_n < k_j$.

For each $m \in \mathbb{N}$ we construct $\mathcal{X}_{n,m}$ as in Lemma 6 with $k = k_n$, $p = h^c(k_n)$, $\epsilon = 1/(4m)$, $\delta = \delta_n / m$ and $N = m$. Finally, denote by $\mathcal{X}$ the space constructed by using Proposition 1 with $k_0 = 2$ for $\mathcal{X}_{n,m}$, $n, m \in \mathbb{N}$. It suffices to show that for each $k \in [1, 2]$ we have $c_{\mathcal{X}}(k, h^c(k)) = \infty$, while $c_{\mathcal{X}}(k, p) < \infty$ if $p > h^c(k)$.

Fix $k \in [1, 2]$. If $\lim_{k' \to k^+} h^c(k') < h^c(k)$, then $k = k_n \in \Sigma$ for some $n \in \mathbb{N}$. Therefore $c_{\mathcal{X}}^{\prime}(k, h^c(k)) \gtrsim m^{1/2}$ which implies

$$c_{\mathcal{X}}(k, h^c(k)) \gtrsim \sup\{c_{\mathcal{X}}^{\prime}(k, h^c(k)) : m \in \mathbb{N}\} \gtrsim \lim_{m \to \infty} m^{1/2} = \infty.$$ 

In turn, if $\lim_{k' \to k^+} h^c(k') = h^c(k)$, then for any $j = 1, 2, \ldots$ we can choose a point $k_{n_j} \in \Sigma$ such that $k_{n_j} > k$ and $h^c(k_{n_j}) > h^c(k) - 1/(4j)$. Hence $c_{\mathcal{X}}^{\prime}(k, h^c(k)) \gtrsim c_{\mathcal{X}_{n_j,j}}^{\prime}(k, h^c(k)) \gtrsim j^{1/2}$ and letting $j \to \infty$ we obtain $c_{\mathcal{X}}(k, h^c(k)) = \infty$. 

Next, fix $k \in [1, 2]$ and let $h^c(k) < p < h^c(k) + 1$. It is obvious that $c_{X,n,m}(k, p) < \infty$ for any fixed $n$ and $m$. We will prove that

$$\sup \{c_{X,n,m}(k, p) : n, m \in \mathbb{N} \} < \infty.$$ 

Let $n_0$ be such that

$$h^c(k) + \frac{1}{n_0 + 1} \leq p < h^c(k) + \frac{1}{n_0}.$$ 

Take $n \in \mathbb{N}$ such that $k \notin [k_n, k_n + \delta_n)$. With this assumption we obtain $c_{X,n,m}(k, p) \simeq 1$ for $m \geq n_0 + 1$. In turn, if $m < n_0 + 1$, then $c_{X,n,m}(k, p) \lesssim m^2 \leq (n_0 + 1)^2$. Next, let $n \in \mathbb{N}$ be such that $k \in [k_n, k_n + \delta_n).$ There exists $m_0 = m_0(n)$ such that $k \notin [k_n, k_n + \delta_{n,m_0})$ or $h^c(k_n) + 1/m_0 < p$. This implies $c_{x,n,m}(k, p) \simeq 1$ for any $m \geq m_0$. Hence, we deduce that $\sup \{c_{x,n,m}(k, p) : n, m \in \mathbb{N} \} < \infty$, if there is a finite number of $n$ such that $k \in [k_n, k_n + \delta_n)$. Otherwise, choose $l \geq 2(n_0 + 1)$ such that $k \in [k_l, k_l + \delta_l)$. If $k \in [k_n, k_n + \delta_n)$ for some $n > l$, then

$$h^c(k) \geq \lim_{k' \to k_l^+} h^c(k') - \frac{1}{l} \geq h^c(k_n) - \frac{1}{2(n_0 + 1)},$$

since $k_n \in (k_l, k_l + \delta_l)$, which implies

$$p \geq h^c(k) + \frac{1}{n_0 + 1} \geq h^c(k_n) + \frac{1}{2(n_0 + 1)}.$$ 

Hence, for that $n$, if $m \geq 2(n_0 + 1)$, then $c_{x,n,m}(k, p) \simeq 1$. Since $c_{x,n,m}(k, p) \lesssim 4(n_0 + 1)^2$ for $m < 2(n_0 + 1)$, we conclude that $\sup \{c_{x,n,m}(k, p) : n, m \in \mathbb{N} \} < \infty$.

Suppose now that $h^c$ takes the value $\infty$ and denote $a = \sup \{k : h^c(k) = \infty \}$. If $a = 2$, then we use the appropriate version of Lemma 7 with $k = 2$ to choose $X$. Assume that $a < 2$. If $\lim_{k \to a^+} h^c(k) = \infty$, then $h^c$ is continuous at $a$ and we just construct $X$ in the same way as we did in the case $h^c < \infty$, but now using $[a, 2)$ and $(a, 2)$ instead of $[1, 2)$ and $(1, 2)$, respectively. It is not hard to verify that $X$ has the expected properties. Otherwise, we introduce an auxiliary function $h'$ defined by the formula

$$h'(k) = \begin{cases} 
  h_0 & \text{if } 1 \leq k \leq a, \\
  h^c(k) & \text{if } a < k \leq 2,
\end{cases}$$

where $h_0 = h^c(a)$ if $h^c(a) < \infty$ or $h_0 = \lim_{k \to a^+} h^c(k)$ in the opposite case. Let $X'$ be the space constructed as before with $h'$ instead of $h^c$. We use Proposition 1 with $k_0 = 2$ one more time and obtain $X$ combining $X'$ with the space from Lemma 7 with $k = a$ (we use the appropriate version of Lemma 7 depending on whether $h^c(a) < \infty$ or $h^c(a) = \infty$).

In the second step we construct a metric measure space $\mathcal{Q}$ for which the associated modified maximal operators $M_k$, $k \in [1, 3]$, are of weak type $(p, p)$ if and only if $p > h(k)$ or $p = \infty$, while the operators $M_k^c$, $k \in [1, 2]$, are of weak type $(p, p)$ for any $p \geq 1$. The method is similar to that which was used to construct $X$. The key point is to use Lemmas 6' and 7' instead of Lemmas 6 and 7, respectively, and to use Proposition 1 with $k_0 = 3$. We skip the technical details here.
Finally, we build the metric measure space \( Z \) by using Proposition 1 with \( k_0 = 3 \) for \( X \) and \( Y \). It is not hard to see that we have

\[
(c_X^2(k, p) < \infty) \iff (\max\{c_X^2(k, p), c_Y^2(k, p)\} < \infty) \iff (p \in (h^c(k), \infty)), \quad k \in [1, 2),
\]

and

\[
(c_3(k, p) < \infty) \iff (\max\{c_X(k, p), c_Y(k, p)\} < \infty) \iff (p \in (h(k), \infty)), \quad k \in [1, 3),
\]

(here we use the convention \((\infty, \infty) = \{\infty\}\) and hence \( Z \) may be chosen as the metric measure space satisfying all the expected conditions. Thus, the proof of Theorem 2 is complete.

3.4. Additional examples. In the last section, for simplicity, we deal only with the centered operators. We will try to give a general idea of how the situation changes when we want \( P_k^c, k \in [1, 2] \), to be of the form \([h^c(k), \infty]\), where \( h^c \) is a fixed function.

Example 1. Let \( h^c : [1, 2] \to [1, \infty] \) be a continuous non-increasing function with \( h^c(2) = 1 \). Then there exists a metric measure space \( Z \) such that the associated modified maximal operators \( M_k^c \), \( k \in [1, 2] \), are of weak type \((p, p)\) if and only if \( p \geq h^c(k) \).

Proof. If \( h^c(1) = 1 \), then the result is trivial since \( Z \) may be chosen to be \( \{a\} \), the set of one point, equipped with the unique metric and counting measure. From now on assume that \( h^c(1) > 1 \). Let us introduce an auxiliary set

\[
\Omega = \{(k, p) \in ([1, 2] \cap \mathbb{Q}) \times ([1, \infty) \cap \mathbb{Q}) : p < h^c(k)\} = \{(k_n, p_n) : n \in \mathbb{N}\}.
\]

For each \( n \in \mathbb{N} \) we choose \( 0 < \delta_n < 2 - k_n \) such that \( p_n < h^c(k_n + \delta_n) \). Denote by \( X_n \) the space constructed by using Lemma 6 with \( k = k_n, p = p_n, \epsilon = 1/4, \delta = \delta_n \) and \( N = 1 \). Then it is easy to show that \( Z \) may be chosen to be the space constructed by using Proposition 1 with \( k_0 = 2 \) for \( X_n, n \in \mathbb{N} \).

The second example is more general in the sense that we take into account all metric measure spaces, not just those that satisfy the assumptions made at the beginning of the article. In the proof we will apply the estimates of the operator norm obtained by interpolation (see [1], Theorem VIII.9.1, p. 392, for example). Moreover, we will use the basic fact that for any metric measure space \( X \) we have

\[
\lim_{k \to k_0^+} c_X^c(k, p_0) = c_X^c(k_0, p_0), \quad k_0 \geq 1, \quad p_0 \geq 1.
\]

Example 2. Let \( \mathbb{Q} \cap (1, 2) = \{q_1, q_2, \ldots\} \) and define

\[
h^c(k) = 2 - \sum_{i : q_i < k} \frac{1}{2^i}, \quad k \in [1, 2].
\]

Then there is no metric measure space such that for each \( k \in [1, 2] \) the associated maximal operator \( M_k^c \) is of weak type \((p, p)\) if and only if \( p \geq h^c(k) \).
Moreover, note that $q_i < \epsilon < \epsilon_i$. Suppose by contradiction that $X$ is such a space. First we show that for any $1 \leq a < b \leq 2$ and $N \in \mathbb{N}$ we can find $a \leq a' < b' \leq b$ such that

$$c_X^c(k, h^c(k)) \geq N, \quad k \in [a', b'].$$ 

Indeed, take $q_i \in (a, b)$ and observe that

$$\lim_{k \to q_i^+} c_X^c(k, h^c(q_i) - \frac{1}{2^{i+1}}) = \infty. \quad (3.1)$$

Next, let $0 < \epsilon < 2 - q_i$. From the definition we have $h^c(q_i) - \frac{1}{2^{i+1}} - h^c(q_i + \epsilon) \geq \frac{1}{2^{i+1}}$. Moreover, note that $q_i \notin (1, q_i)$ implies $1 \leq h^c(q_i) - \frac{1}{2^{i+1}} \leq 2$. Thus, if $c_X^c(q_i + \epsilon, h^c(q_i + \epsilon)) \leq N$, then by interpolation we obtain

$$c_X^c(q_i + \epsilon, h^c(q_i) - \frac{1}{2^{i+1}}) \leq 2 \left( \frac{h^c(q_i) - \frac{1}{2^{i+1}}}{h^c(q_i) - h^c(q_i + \epsilon)} \right)^{h^c(q_i) - 1/2^{i+1} N^{1 - \frac{h^c(q_i + \epsilon)}{h^c(q_i) - 1/2^{i+1}}} \leq 2^{i+3} N. \right.$$ 

Of course, in view of (3.1), such an estimate cannot occur for sufficiently small values of $\epsilon$. Therefore, we can choose an interval $[a', b'] \subset (q_i, b] \subset [a, b]$ with the expected property. The rest of the proof consists of constructing inductively the sequence of closed intervals $[1, 2] \supset [a_1, b_1] \supset [a_2, b_2] \supset \ldots$, such that for each $n \in \mathbb{N}$ and $k \in [a_n, b_n]$ we have $c^c_X(k, h^c(k)) \geq n$. Clearly, $\bigcap_{n=1}^{\infty} [a_n, b_n] \neq \emptyset$ and $c^c_X(k, h^c(k)) = \infty$ for any $k \in \bigcap_{n=1}^{\infty} [a_n, b_n]$, which contradicts the assumption that $M^c_X$ is of weak type $(h^c(k), h^c(k))$. \hfill $\square$
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