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ABSTRACT
The click behavior is the most widely-used user positive feedback in recommendation. However, simply considering each click equally in training may suffer from clickbaits and title-content mismatching, and thus fail to precisely capture users’ real satisfaction on items. Dwell time could be viewed as a high-quality quantitative indicator of user preferences on each click, while existing recommendation models do not fully explore the modeling of dwell time. In this work, we focus on reweighting clicks with dwell time in recommendation. Precisely, we first define a new behavior named valid read, which helps to select high-quality click instances for different users and items via dwell time. Next, we propose a normalized dwell time function to reweight click signals in training for recommendation. The Click reweighting model achieves significant improvements on both offline and online evaluations in real-world systems.

CCS CONCEPTS
• Information systems → Recommender systems.
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1 INTRODUCTION
Real-world personalized recommendation attempts to provide appropriate items based on user preferences. User feedback on items is natural and essential information to discover user interests. Click, which is a high-quality and widely-existing implicit feedback, is the dominating user behavior used in recommendation. Click-through rate (CTR) prediction is also the central objective [4, 19, 26].

Despite the ubiquitous usage of clicks, simply relying on clicks as the only supervised training signals may not accurately and comprehensively capture users’ real satisfaction, since the implicit click feedback often struggles with clickbaits or title-content mismatching in practice [17]. Moreover, most existing recommendation models intuitively regard all clicks equally as training labels [4, 8, 14], failing to dig out the different intensities of user preferences in each click. To address these issues, an intuitive idea is to enhance the binary clicks with more quantified weights. Dwell time (DT), which indicates the duration of a user on a clicked item (after clicking and before exiting), is easy-to-collect in real-world systems and perfectly suitable to quantify clicks and discover users’ preferences [7, 24]. More dwell time indicates that users are more willing to pay time costs on items, reflecting higher user interests beyond clicks. Dwell time is also a widely-used online metric to measure users’ real satisfaction in practical systems [21, 23].

Figure 1: Dwell time as the natural weights of clicks.

There are a few works that jointly consider clicks and dwell time as objectives or features in practical recommendation [2, 18, 22, 27]. However, most of them simply use the original/log dwell time as another training label besides clicks, ignoring further explorations on quantifying relations between dwell time and user satisfaction. Two questions need to be answered in dwell time modeling:

1) What a good recommender system should be? We believe that a good recommender system should help users to get useful information more efficiently (rather than pursuing more clicks or dwell time). The central goal is to provide more valid readings for users. Dwell time is intuitively used to define valid reading, while different users and items have different sensitivities on dwell time. For example, some users tend to spend less time reading (i.e., light users). An item’s dwell time is also related to its type and total
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length (e.g., short news V.S. long videos). The valid readings of different users and items should be fairly considered in training.

(2) How to accurately quantify user satisfaction with dwell time? Longer dwell time does imply higher satisfaction, while the same dwell time improvement does not always indicate the same user satisfaction improvement. For example, the positive impact of a dwell time improvement from 1s to 15s is much larger than that from 601s to 615s. Intuitively, we hope users to have fewer invalid clicks with too-short dwell time, while we should also avoid over-emphasizing clicks with too-long dwell time, since the information gain will get lower and the seesaw effect may harm the learning of long-tail light users and short items. How to design a dwell time function to properly reweight clicks remains to be explored.

In this work, we aim to reweight clicks with dwell time to build a good recommender system, where users should have more high-quality and efficient readings. Precisely, we propose a simple, effective, and model-agnostic Click reweighting framework to improve the training objectives. First, we define a new behavior named valid read as a dwell time enhanced high-quality click behavior. The valid read selects three types of good clicks as the training signals, considering different demands of (a) the common-sense dwell time threshold learned from the global DT distribution, (b) light users, and (c) short items. Second, we design a novel normalized dwell time function to quantify the posterior user satisfaction from dwell time on each valid read. We discover two characteristics a good normalized DT function should have to guide users to have more valid reads without much negative impact caused by behaviors having too-long dwell time. Finally, we conduct a multi-task learning (MTL) framework containing a valid read prediction tower and a reweighted valid read prediction tower. As a first small step of click reweighting with dwell time, we intentionally select a rather straightforward industry-style model to enable facile expansions.

In experiments, we evaluate the Click reweighting framework on a real-world recommender system of WeChat Top Stories. Our model achieves significant improvements in both offline and online evaluations. The contributions of this work are as follows:

- We highlight the significance of valid read, rethink the quantification of user satisfaction with dwell time modeling, and propose our Click reweighting framework. To the best of our knowledge, we are the first to adopt the valid read behavior with dwell time based click reweighting in real-world recommender systems.
- We define the valid read to collect high-quality clicks considering the demands of different users and items. We also design a simple yet effective normalized dwell time function to model the intrinsic relationships between dwell time and user satisfaction.
- We evaluate our Click reweighting framework on both offline and online evaluations in a real-world recommender system, achieving significant improvements on various metrics. Currently, the proposed Click reweighting has been deployed on WeChat Top Stories for more than 4 months, affecting millions of users.

2 MODEL DESIGNS AND ANALYSES

2.1 Discussions on Dwell Time Modeling

Researchers have devoted themselves to exploring the core problem of recommendation: what kind of recommendation do users really need. Recent efforts have shown the advantages of dwell time in reflecting users’ real satisfaction compared to CTR [2, 25, 27]. However, directly optimizing raw dwell time will inevitably guide the model to over-emphasize items with long total durations, making heavy users and long items dominate the model training [16, 22].

We believe that the central demand of users using recommender systems is to get information. Hence, we return to the essence of the relationships among dwell time, information gain, and user preference, and conclude the following assumptions: (A1) the positive signals given by the same dwell time are relatively equivalent for different items and users, since they often imply the same valuable time cost that is fair to everyone. (A2) Users need a minimum dwell time to begin to get information from items. Too-short dwell time implies very few (or no) benefits. (A3) The information gain will gradually decrease with the increase of the dwell time when the current dwell time is long enough. Based on these, we define the valid read with a normalized dwell time function in our click reweighting as a better supervised signal for more informative recommendations.

2.2 Valid Read Selection

Valid reads are high-quality click behaviors that could better reflect users’ real preferences, which are naturally selected via dwell time in this work. For a deeper understanding of dwell time, we draw the trends of click numbers with different log dwell time. From Fig. 2 (left) we find that: (1) in general, we could roughly assume that the log dwell time has an approximate Gaussian distribution, i.e., \( \ln T = \mu + \sigma e \), where \( T \) is a random dwell time and \( e \sim N(0, 1) \). (2) We regard \( [\mu - \sigma, \mu + \sigma] \) as the mainstream dwell time range. Nearly 19\% click behaviors have shorter than 15s dwell time, and nearly 15\% click behaviors have longer than 200s dwell time. According to the above assumptions A2 and A3, click behaviors with either too-short or too-long dwell time should be degraded in click reweighting.

![Figure 2: The trend of log dwell time in our system (left) and the trend of our proposed normalized dwell time (right).](image)

It is straightforward to roughly set a shared dwell time threshold to collect valid reads. However, simply relying on the threshold to define valid reads will inevitably ignore the significant behavioral information of light users and short items. Hence, we define three types of user-item clicks as our valid read behaviors:

- **T1:** the dwell time is longer than \( x_1 \) seconds.
- **T2:** the user has clicked less than 7 items in the recent week.
- **T3:** the dwell time is longer than 10\% of this item’s historical dwell time records (i.e., longer than quantile P10).

(1) The first type builds the fundamental rule of valid read according to a common-sense threshold \( x_1 \). We regard \( x_1 = \exp(\mu - \sigma) \) of \( \ln T \) as the shared dwell time threshold of valid read, which is adaptive to
different recommender systems. In our system, \( \exp(\mu - \sigma) \) is nearly 15%, 19% click behaviors are filtered by T1. For simplicity, we directly adopt a shared DT threshold for all users and items in respect of the absolute value of time costs, while it is also convenient to set customized dwell time thresholds for different user or item groups. 

(2) The second type puts a patch on light users, considering all light users’ click behaviors as supervised signals in training, for their behaviors are rare. We want to avoid critical information loss of long-tail light users that prefer scanning rather than deep reading. 

(3) The third type considers the relative dwell time on a specific item, retrieving clicks that have a relatively qualified dwell time (top 90%) among all historical clicks on the same item. By this, our valid read shows respect to items with naturally short lengths and less dwell time (e.g., news or short videos). To avoid noises, we further wipe out all clicks having less than 5s dwell time to ensure the minimum availability of valid reads. In our practical system, the T1, T2, T3 types account for 89.9%, 2.9%, 7.2% of the overall valid reads. Only valid reads are used as supervised signals in training.

2.3 Normalized Dwell Time Function

The valid read selection works as a pre-filter. However, we still face the challenge of precisely defining the goodness of different dwell time values in click reweighting. It is intuitive that the same dwell time improvement has a larger contribution to the quality of a click when the current dwell time is shorter (e.g., [1s→15s] is larger than [60s→615s]). Too long dwell time may bring in fatigue that harms user experience [20]. Hence, lots of works adopt MSE with log dwell time as training losses for dwell time prediction [2, 16, 27].

Different from conventional models, we define the valid reads as our high-quality supervised labels and hope to improve the numbers and proportion of valid reads in online systems. Therefore, our dwell time function should possess the following two characteristics C1 and C2 respect to the above assumptions A2 and A3 in Sec. 2.1:

- C1: the designed dwell time function curve should be steep with large gradients in the early stage (especially near the valid read threshold \( \exp(\mu - \sigma) \)), guiding models to efficiently distinguish valid reads from invalid clicks.
- C2: the dwell time function curve should be flat when the dwell time is too long, avoiding too many rewards over long-duration items that harms light users and short items.

Following these rules, we design our normalized dwell time \( T_N \) based on the original dwell time \( T \) with a sigmoid function as:

\[
T_N = \frac{A}{1 + \exp\left(-\frac{T_{\text{off set}}}{\tau}\right)} - B. 
\]

Fig. 2 (right) shows the trends of \( T_N \). \( T_N \) is monotonically increasing with designed rates compared to log dwell time, where \( T_{\text{of set}} \) and \( \tau \) are essential parameters to satisfy C1 and C2. \( T_{\text{of set}} \) determines the dwell time point with the largest gradient. For C1, we set \( T_{\text{of set}} = \exp(\mu - \sigma) \) to make the normalized dwell time have the largest gradient on the borderline of valid/invalid reads, which cooperates well with the valid read based supervised training. \( \tau \) defines the sharpness of the dwell time curve. For C2, we define an upper threshold \( x_h \) as \( \exp(\mu + \sigma) \), assuming that the dwell time \( T \) larger than \( x_h \) has no contribution on \( T_N \) (i.e., the \( T_N \) improvement of \( x_h \rightarrow T \) is smaller than the minimum precision, e.g., \( 1e - 5 \) in our system). \( \tau \) is set to fit the above assumption of \( x_h \). \( A \) and \( B \) are hyper-parameters that scale \( T_N \) to \([0, T_{\text{max}}]\), where \( T_{\text{max}} \) is the maximum dwell time value of our current online dwell time models.

We remain the normalized dwell time range unchanged to reduce possible mismatching issues cooperating with other modules in online. Finally, based on the above discussions, we set \( T_{\text{of set}} = 15, \tau = 20, A = 2.319, B = 0.744 \) to satisfy C1 and C2. We have also conducted a grid search on these parameters, and find that the current setting does achieve the best online performance.

2.4 Click Reweighting

The valid read and normalized dwell time settings are designed to filter noises and quantify the qualities of clicks for better user preference learning. In Click reweighting, we adopt a multi-task learning (MTL) framework for both valid read prediction and weighted valid read prediction tasks. Specifically, we conduct a shared grid search to share raw user/item features across two tasks.

For the valid read tower, without losing generality, we adopt a 3-layer MLP, which takes raw user/item features \( f_u, f_d \) as inputs, and outputs the predicted click probability \( P_{ud} \) of user \( u \) on item \( d \). Next, the valid read loss \( L_v \) is defined as:

\[
L_v = \sum_{(u, d) \in S_p} \log P_{ud} + \sum_{(u, d) \in S_n} \log(1 - P_{ud}). \tag{2}
\]

\( S_p \) and \( S_n \) indicate the positive (i.e., valid read) set and negative (i.e., invalid click and unclick) set, respectively. Similarly, for the weighted valid read tower, we directly use the normalized dwell time \( T_N^{ud} \) as the weight of each \( (u, d) \). Another 3-layer MLP is adopted to output the predicted click probability \( P'_{ud} \). The weighted valid read tower is then trained under the loss \( L_w \) as follows:

\[
L_w = \sum_{(u, d) \in S_n} T_N^{ud} \log(1 - P'_{ud}) - \sum_{(u, d) \in S_p} T_N^{ud} \log P'_{ud}. \tag{3}
\]

\( L_v \) and \( L_w \) are linearly combined as the final loss \( L = L_v + L_w \). In online deployment, the sum of two towers’ predicted scores is used for online ranking in our system. Jointly considering the original and DT weighted valid read prediction tasks via MTL is beneficial for the overall online performance. Moreover, we have explored enhanced neural networks and MTL methods such as MMoe [10] and PLE [15], while the online improvement is not significant. It may be because the dwell time is highly correlated with clicks. For simplicity, we directly use MLP with shared bottom in our model.

3 EXPERIMENTS

3.1 Dataset and Settings

We conduct both offline and online evaluations on an article recommender system of WeChat Top Stories. The offline dataset contains nearly 29.7M users, 5.3M items, and 751M instances (including 104M clicks and 89.6M valid reads). All instances are chronologically split into the train set and the test set (571M/180M instances). All data are pre-processed via data masking to protect user privacy.

3.2 Offline Evaluation and Ablation Study

We build four models with different objectives for offline evaluation and ablation study: (a) Single CTR, which only uses CTR as the training objective. (b) CTR+logDT, which is an MTL model
with both CTR and log dwell time as objectives following classical CTR+DT optimization [2, 16]. (c) VR+logDT, an MTL model with valid read (VR) and logDT objectives. (d) VR+NDT (i.e., the final Click reweighting model), which further replaces logDT with our normalized dwell time (NDT). We evaluate them on the valid read prediction task with AUC and Relalmpr as metrics following [4, 13]. All baselines share the same neural network for single/MTL towers, with the same raw features and settings for fair comparisons.

| Model    | single CTR | CTR+logDT | VR+logDT | VR+NDT |
|----------|------------|-----------|----------|--------|
| AUC      | 0.7810     | 0.7849    | 0.7932   | 0.7968 |
| Relalmpr | 0.00%      | 1.39%     | 4.34%    | 5.62%  |

Table 1: Offline evaluation on valid read prediction.

Table 1 shows the results, from which we find that: (1) the final Click reweighting model achieves the best performance on valid read prediction. The improvements are significant ($p < 0.01$ with paired t-test) and the deviations of all models are less than ±0.0003. It indicates that our Click reweighting can recommend more high-quality items users love to click and read. (2) Comparing models with/without VR and NDT, we find that both valid read filtering and normalized DT reweighting are essential for improving users’ valid reads. (3) Single CTR merely focuses on CTR, and thus performs worse than MTL models with dwell time modeling. (4) We have also evaluated these models on the original CTR prediction, where single CTR achieves the best offline AUC for it is naturally designed for this task. However, the Click reweighting model surprisingly achieves the best CTR in the online A/B test (which we care more about). The click reweighting gives top priority to recommending high-quality items which users may have informative reads on, rather than items users are likely to click guided by CTR-oriented training, bringing in long-term benefits via better user experience.

3.3 Online Evaluation

To verify the online power of Click reweighting, we further conduct an online A/B test on WeChat Top Stories. We focus on four online metrics: (a) CTR, (b) average click number per capita (ACN), (c) dwell time (DT), and (d) average impression number per capita (AIN). We conduct the A/B test for 7 days on nearly 5 million users.

| Model       | CTR    | ACN    | DT      | AIN    |
|-------------|--------|--------|---------|--------|
| +valid read | +1.910%| +2.478%| -1.698% | +0.558%|
| +valid read+NDT | +2.577%| +4.139%| -3.554%| +1.545%|

Table 2: Online A/B tests on WeChat Top Stories.

From Table 2 we find that: (1) Both CTR and ACN have significant improvements ($p < 0.05$) armed with valid read. It is impressive that using high-quality valid reads as training objectives can even improve the online click-related metrics. The improvements are further strengthened by adding normalized dwell time, which confirms the effectiveness of NDT on user experience. (2) The original dwell time modeling over-emphasizes long dwell time behaviors. Our Click reweighting aims to improve valid reads for all users, thus inevitably sacrificing the performance of dwell time. (3) The improvements in ACN and AIN further imply that users are more willing to use our system, which is the core driving force of growth.

3.4 Online Dwell Time Migration

In Fig. 3, we discover an interesting dwell time migration trend of users with different activeness. The x-axis indicates the quantile of dwell time (P10 is the shortest 10% dwell time), the y-axis indicates the activeness level (level7 is the most active users), and the z-axis indicates the dwell time changes from baseline to Click reweighting. We find that: (1) both light and heavy users have more dwell time on their short dwell time behaviors (especially for less active users). It implies that users tend to have more valid reads. (2) The dwell time of too-long readings inevitably decreases, since too-long items are not over-emphasized due to the normalized dwell time. In contrast, our model pays more attention to the behaviors of light users on short items. (3) The DT migration matches our purpose to provide more informative and efficient recommendations. We hope users get a better reading experience rather than be stuck in our system.

4 RELATED WORKS

There are some efforts attempt to discover clickbait and purify clicks [1, 3, 6, 11, 12]. In real-world scenarios, the dwell time of clicked items is natural and powerful user feedback that can quantify clicks [5, 7, 9, 20, 24]. The content features are often carefully encoded for dwell time prediction [16, 18]. Recently, some works adopt MTL or multi-optimization objectives to jointly consider CTR and dwell time predictions [2, 22, 27]. However, they do not fully address the over-emphasizing issue of too-long items. Zheng et al. [25] designs a watch time gain to measure the relative dwell time on an item, while it loses the essential information of the specific dwell time value in different items. In this work, we propose a novel behavior valid read with a normalized DT to better fit our purpose of enabling more efficient and informative readings.

5 CONCLUSION AND FUTURE WORK

In this work, we propose a simple yet effective way to reweight clicks via valid read based filtering with normalized dwell time based reweighting. The click reweighting framework has been deployed on a real-world recommender system in WeChat. In the future, we will explore more sophisticated valid read modeling, and theoretically and experimentally investigate the pros and cons of our purposes of click reweighting via long-term online metrics.
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