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Abstract: We discuss some properties of integrals associated with the free particle wave packet, $\psi(x, t)$, which are solutions to the time-dependent Schrödinger equation for a free particle. Some noteworthy discussion is made in relation to integrals which have appeared in the literature. We also obtain formulas for half-integer arguments of the Riemann zeta function.
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1 Introduction and transformation properties

In quantum mechanics, the Schrödinger equation is a well-known refinement of Newton’s second law which can be paraphrased from the simple equation $F = ma$ (see [8]). That is,

$$i\hbar \frac{\partial \psi(x, t)}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi(x, t)}{\partial x^2},$$  \hspace{1cm} (1.1)

where $\hbar$ is Planck’s constant, and $\psi(x, t)$ is the wave function with position $x$ and time $t$. Here we note that $x, t \in \mathbb{R}$. The solution to (1.1) for the free particle wave packet, weighted by a momentum amplitude $\phi(z)$, $z \in \mathbb{R}$, is given by the integral

$$\psi(x, t) = \int_{-\infty}^{+\infty} \phi(z)e^{iZX - \frac{\hbar^2 z^2}{2m}} dz.$$  \hspace{1cm} (1.2)

Convergence of this integral is typically not an issue provided $\Im(t) < 0$, where $\Im(t)$ is the imaginary part of $t$. In general, (1.2) is typically difficult to evaluate for most $\phi(z)$ and is done numerically, but a few classical examples include the Gaussian wave packet and “bouncing” wave packet [8].

The purpose of this paper is to present some further properties and evaluations of (1.2), and note some connections with other areas of special functions. In particular, our study focuses on certain transformation methods and asymptotic expansions of (1.2). We also add on some observations of Glasser [4]. We shall use the notation $p(x) \sim q(x)$ to imply the validity of the limit $\lim_{x \to \infty} \frac{p(x)}{q(x)} = 1$. We also keep the standard notation for Hermite polynomials $H_n(x)$ (see [1]).

We will produce more general evaluations than the following two integrals [5, p.806]:

$$\int_{0}^{\infty} e^{-ax^2} H_{2n}(\sqrt{a}z) \cos(\sqrt{2}\beta z) \, dz = \frac{(-1)^n 2^n a^{n+\frac{1}{2}} \sqrt{\pi} \beta^{2n+1} e^{-\frac{\beta^2}{2a}}}{a^{n+1}},$$  \hspace{1cm} (1.3)

$$\int_{0}^{\infty} e^{-ax^2} H_{2n+1}(\sqrt{a}z) \sin(\sqrt{2}\beta z) \, dz = \frac{(-1)^n 2^{n+\frac{1}{2}} a^{n+\frac{1}{2}} \sqrt{\pi} \beta^{2n+2} e^{-\frac{\beta^2}{2a}}}{a^{n+1}}.$$  \hspace{1cm} (1.4)
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Lemma 1.1. Define the function $g_n(a, b, x)$ by

$$g_n(a, b, x) := \left(\frac{ib}{2x}\right)^{2n} \frac{1}{4} \sqrt{\frac{\pi}{x}} e^{-\frac{b^2 x}{4}} e^{\frac{a}{2x}} \sum_{k=0}^{2n} \binom{2n}{k} \left(-\frac{\sqrt{x}}{b}\right)^k H_k\left(\frac{a}{\sqrt{4x}}\right)$$

for $a > 0$, $b > 0$, and $\Re(x) > 0$. Then we have that

$$\int_0^\infty e^{-xz^2} z^{2n} \cos(az) \cos(bz) \, dz = g_n(a, b, x) + g_n(a, -b, x),$$

$$\int_0^\infty e^{-xz^2} z^{2n} \sin(az) \sin(bz) \, dz = g_n(a, b, x) - g_n(a, -b, x).$$

Proof. From I. S. Gradshteyn and I. M. Ryzhik [5], we have for $\Re(x) > 0$,

$$\int_0^\infty e^{-xz^2} \sin(az) \sin(bz) \, dz = \frac{1}{4} \sqrt{\frac{\pi}{x}} \left(e^{-\frac{(a+b)^2}{4x}} - e^{-\frac{(a-b)^2}{4x}}\right),$$

$$\int_0^\infty e^{-xz^2} \cos(az) \cos(bz) \, dz = \frac{1}{4} \sqrt{\frac{\pi}{x}} \left(e^{-\frac{(a+b)^2}{4x}} + e^{-\frac{(a-b)^2}{4x}}\right).$$

If we differentiate (1.8) $2n$ times relative to $a$, we find that the Leibniz rule gives us

$$(-1)^n \int_0^\infty e^{-xz^2} z^{2n} \cos(az) \cos(bz) \, dz$$

$$= \frac{1}{4} \sqrt{\frac{\pi}{x}} \left(\frac{\partial^{2n} e^{-\frac{(a-b)^2}{4x}}}{\partial a^{2n}} + \frac{\partial^{2n} e^{-\frac{(a+b)^2}{4x}}}{\partial a^{2n}}\right)$$

$$= \frac{1}{4} \sqrt{\frac{\pi}{x}} e^{-\frac{b^2 x}{4}} e^{\frac{a}{2x}} \left[\sum_{k=0}^{2n} \binom{2n}{k} \left(-\frac{1}{\sqrt{4x}}\right)^k H_k\left(\frac{a}{\sqrt{4x}}\right) \frac{\partial^{2n-k} e^{-\frac{(a-b)^2}{4x}}}{\partial a^{2n-k}} + \binom{2n}{k} \left(-\frac{1}{\sqrt{4x}}\right)^k H_k\left(\frac{a}{\sqrt{4x}}\right) \frac{\partial^{2n-k} e^{-\frac{(a+b)^2}{4x}}}{\partial a^{2n-k}}\right]$$

$$= \left(\frac{b}{2x}\right)^{2n} \frac{1}{4} \sqrt{\frac{\pi}{x}} \left[\sum_{k=0}^{2n} \binom{2n}{k} \left(-\frac{1}{\sqrt{4x}}\right)^k H_k\left(\frac{a}{\sqrt{4x}}\right) b^{-k} + \sum_{k=0}^{2n} \binom{2n}{k} \left(-\frac{1}{\sqrt{4x}}\right)^k H_k\left(\frac{a}{\sqrt{4x}}\right) b^{k}\right]$$

The remainder of the proof follows after applying the definition of $g_n(a, b, x)$.

Now we note that if $\psi(x, t)$ is a solution of (1.1), then so are its derivatives, since one can define a momentum amplitude as a polynomial multiplied by a different amplitude. That is $\psi_n(x, t) = \frac{2^n}{\pi x^n} \psi(x, t)$, for each $n \in \mathbb{N}$ is a solution. Since $\psi_n(x, t)$ is a natural refinement to the integral (1.2), we wish to consider transformation properties of this integral for general $n \in \mathbb{N}$.

Proposition 1.2. Let $\hat{\phi}_c(z)$ and $\hat{\phi}_s(z)$ be the Fourier cosine and sine transforms of $\phi(z)$, respectively. We have, for an even momentum amplitude $\phi(z)$,

$$\hat{\phi}_{2n}(x, t) = \int_0^\infty e^{-\frac{ith}{2m} z^2} z^{2n} \cos(xz) \phi(z) \, dz = \int_0^\infty e^{-\frac{ith}{2m} z^2} z^{2n} \cos\left(z, x, \frac{ith}{2m}\right) + g_n\left(z, -x, \frac{ith}{2m}\right) \, dz,$$

and for an odd momentum amplitude $\phi(z)$,

$$\hat{\phi}_{2n}(x, t) = \int_0^\infty e^{-\frac{ith}{2m} z^2} z^{2n} \sin(xz) \phi(z) \, dz = \int_0^\infty e^{-\frac{ith}{2m} z^2} z^{2n} \sin\left(z, x, \frac{ith}{2m}\right) - g_n\left(z, -x, \frac{ith}{2m}\right) \, dz,$$

and moreover, the integrals may be further transformed using the symmetry property $g_n(a, b, x) = g_n(b, a, x)$. 

Proof. We do the even case and leave the odd case to the reader. So assume \( \phi(z) \) is even. Then, by the definition of \( \psi_{2n}(x, t) \),
\[
\psi_{2n}(x, t) = 2 \frac{d^{2n}}{dx^{2n}} \int_{0}^{\infty} \phi(z) \cos(zx) e^{-\frac{az^2}{m}} dz = 2(-1)^n \int_{0}^{\infty} \phi(z) z^{2n} \cos(zx) e^{-\frac{az^2}{m}} dz.
\]

Now applying Parseval’s theorem for Fourier cosine transforms, and Lemma 1.1 we obtain the even case. □

A remarkable fact is the connection with Ramanujan’s work [2, p. 309, equation (14.3.1)] and [7], upon setting \( n = 0 \) in Proposition 1.2, which we note in the following.

Corollary 1.2.1. If \( \phi(z) \) and \( \Phi(z) \) are self-reciprocal Fourier transforms (say either even or odd), then the wave function has the transformation property
\[
\psi(x, t) = \sqrt{\frac{2m}{\hbar t}} e^{\frac{a_1 x^2}{m}} \psi\left( \frac{x^2 m}{\hbar}, \frac{2m}{i \hbar} \right).
\]

Ramanujan’s result is actually from choosing \( \Phi(z) = \frac{1}{\cosh(\pi z)} \), which is known to be its own Fourier cosine transform. Glasser has given a detailed account of the non-Gaussian amplitude \( \frac{1}{\cosh(\alpha z - z_0)} \) and the associated wave function, including its behavior [4].

Lemma 1.3 ([6, p. 75]). Consider the integral \( I(x) := \int_{a}^{b} e^{ixf(z)} dz \), Assume that \( a, b, \) and \( f(t) \) are independent of \( x > 0 \). Suppose that \( f(t) \) and all its derivatives are continuous in \( [a, b] \). Then, by integration by parts, we have that
\[
I(x) = \sum_{k=0}^{n-1} \left( \frac{i}{x} \right)^{k+1} \left( e^{i\alpha x f^{(0)}(a)} - e^{i\alpha x f^{(0)}(b)} \right) + r_n(x),
\]
where
\[
r_n(x) = \left( \frac{i}{x} \right)^{n} \int_{a}^{b} e^{i\alpha x f^{(n)}(z)} dz.
\]

This lemma, while simple and archaic, has interesting applications to integral evaluations in limiting cases. It is also known that \( r_n(x) = o(x^{-n}) \) by the Riemann–Lebesgue lemma.

Theorem 1.4. Let \( \Phi(z) \) and all its derivatives be continuous functions on \( \mathbb{R} \), and \( \Phi(z) \to 0 \) when \( z \to \pm \infty \). For natural numbers \( n \in \mathbb{N} \), we have that
\[
\int_{-\infty}^{\infty} e^{i\alpha \Phi(z)} dz = \int_{-\infty}^{\infty} e^{i\alpha \Phi(z)} \sum_{k=0}^{n} \frac{n!}{k!} \left( \frac{i\hbar t}{2m} \right)^k H_k \left( \frac{i\hbar t}{2m} \right) \Phi^{(n-k)}(z) dz.
\]

Proof. Select \( \Phi(z) \) to be as in the theorem, and then apply Lemma 1.3 with \( f(z) = e^{\frac{a_2 z^2}{m}} \Phi(z) \). Using the Leibniz rule and letting \( a \to -\infty, b \to +\infty \), we complete the proof. □

This theorem tells us that a wave function with amplitude which satisfies the hypothesis of theorem admits an expansion of the form \( \psi(x, t) = \sum_{k \leq n} \Phi_k(x, t) \), where each wave function \( \Phi_k(x, t) \) is weighted by an amplitude involving \( H_k(z) \Phi^{(n-k)}(z) \).

2 Asymptotic properties

This section is devoted to some asymptotic observations on (1.2). A simple observation may be made in the following. Suppose \( \Phi(z) \) is even. Then
\[
\psi(x, t) = 2 \int_{0}^{\infty} \Phi(z) \cos(zx) e^{-\frac{az^2}{m}} dz = \sum_{n \geq 0} \frac{(i\hbar t)^n}{n!} \frac{\partial^n}{\partial x^n} \Phi_c(x),
\]
\[\tag{2.1}\]
where \( \Phi_c(x) \) is the ”central” part of \( \Phi(z) \).
where
\[ \tilde{\phi}_c(x) = \int_0^\infty \phi(z) \cos(xz) \, dz. \]

The term \( \frac{\partial^n}{dx^n} (\tilde{\phi}_c(x)) \) may easily be evaluated in most instances. However, in some cases interchanging the order of this term with the power series gives us asymptotic equivalence rather than equality.

**Theorem 2.1.** Let \( \beta \in \mathbb{R} \) and \( \beta > 0 \). As \( t \to \infty \), we have that
\[
\int_0^\infty \frac{\cos(xz)}{\cosh(\beta z)} e^{-\frac{iz^2}{2\beta}} \, dz \sim \frac{\pi}{2\beta} \sum_{r \geq 0} (-1)^r e^{-(2n+1)x} e^{\frac{iz^{2n+1}}{2\beta}}. 
\]

**Proof.** Suppose \( \phi(z) = \frac{1}{\cosh(\beta z)} \). Then, since for \( \Re(\beta) > 0 \) (see [5]),
\[
\int_0^\infty \frac{\cos(wt)}{\cosh(\beta t)} \, dt = \frac{\pi}{2\beta} \cosh \frac{\pi w}{2\beta},
\]
the right side of (2.1) becomes
\[
\sum_{n \geq 0} \frac{(i \beta n)^n}{n!} \frac{\partial^n}{\partial a^n} (\tilde{\phi}_c(a)) = \sum_{n \geq 0} \frac{\pi^{2n+1} (i \beta n)^n}{(2\beta)^{2n+1} n!} \sum_{r \geq 0} (-1)^r (2r + 1) \sum_{n \geq 0} (-1)^n e^{-(2n+1)x} e^{\frac{iz^{2n+1}}{2\beta}}.
\]

The last part of this computation is only justified if we further restrict \( \beta \) to be purely real. \( \square \)

We remark that this formula may also be obtained from dividing both sides of an equation found in [7] and [4, equation (10)] by the series on the right side of (2.2), and then letting \( t \to \infty \). However, we believe our simple proof gives a more direct approach without first finding explicit formulas. It is also possible to include Glaisher’s work [3] which is intimately related to Ramanujan’s work on integrals. Recall the integral [3, p. 336, equation (21)]
\[
\frac{1}{2} \int_0^\infty \frac{\cosh \left( \frac{\sqrt{2}}{2} \right) \cos \left( \frac{\sqrt{2}}{2} \right)}{\cos \left( \frac{\sqrt{2}}{2} \right) + \cos \left( \frac{\sqrt{2}}{2} \right)} \cos(xz) \, dz = \sum_{n \geq 0} (-1)^n (2n+1) e^{-(2n+1)^2 x}.
\]

Then, if we mimic the proof of Theorem 2.1 with
\[
\phi(z) = \frac{\cosh \left( \frac{\sqrt{2}}{2} \right) \cos \left( \frac{\sqrt{2}}{2} \right)}{\cos \left( \frac{\sqrt{2}}{2} \right) + \cos \left( \frac{\sqrt{2}}{2} \right)},
\]
we obtain the following theorem.

**Theorem 2.2.** As \( t \to \infty \), we have that
\[
\int_0^\infty \frac{\cosh \left( \frac{\sqrt{2}}{2} \right) \cos \left( \frac{\sqrt{2}}{2} \right)}{\cos \left( \frac{\sqrt{2}}{2} \right) + \cos \left( \frac{\sqrt{2}}{2} \right)} e^{-\frac{iz^2}{2\beta}} \, dz \sim \sum_{n \geq 0} (-1)^n (2n+1) e^{-(2n+1)^2 x} e^{\frac{i(2n+1)^2 \beta}{2\beta}}.
\]

## 3 An application in number theory of an associated integral

For this section we recall the Riemann zeta function \( \zeta(s) \) for \( \Re(s) > 1 \) is given by the series \( \sum_{n=1}^\infty \frac{1}{n^s} \) (see [1]).

Glaisher [3] states the integral (page 342, but we corrected this formula because we believe the sum should be over \( n \geq 1 \), not \( n \geq 0 \), in his proof to get \( e^{(x^2 + 1)^{-1}} \):
\[
\sum_{n \geq 1} (-1)^{n+1} e^{-\frac{x^2}{n}} = \frac{2}{\sqrt{\pi}} \int_0^\infty \frac{\cos(2bx) \, dx}{1 + e^{ax}}. \tag{3.1}
\]

As it turns out, we may extend our study of (1.3) and Hermite polynomials to obtain a formula for half-integer arguments of the Riemann zeta function.
Theorem 3.1. Let $h_{k,m}(b)$ be given in (3.4), and let $l_{k,m}(b)$ be given by

$$2^{-2m} \sqrt{\pi} \sum_{n \geq 1} \frac{1}{\sqrt{n}} \frac{e^{-\frac{b^2}{n}} H_m(\sqrt{\frac{b}{n}})}{n^2} = \sum_{n \geq 1} l_{n,m}(b).$$

We have

$$\sum_{n \geq 1} \frac{n^{2m}}{e^{n^2} + 1} = \Gamma\left(m + \frac{1}{2}\right)(1 - 2^{-1-m}) \zeta\left(m + \frac{1}{2}\right) + 2 \sum_{n \geq 1} \sum_{k \geq 1} h_{k,m}(\pi n) \tag{3.2}$$

and

$$\sum_{n \geq 1} \frac{n^{2m}}{e^{n^2} - 1} = \Gamma\left(m + \frac{1}{2}\right) \zeta\left(m + \frac{1}{2}\right) + 2 \sum_{n \geq 1} \sum_{k \geq 1} l_{k,m}(\pi n). \tag{3.3}$$

Proof. We give the proof of (3.2) using Glaisher’s integral (3.1) and leave (3.3) to the reader. Taking $2m$-th derivative of (3.1) with respect to $b$ of this formula gives ($m \geq 0$)

$$\sum_{n \geq 1} (-1)^{n-1} \frac{1}{\sqrt{n}} (-1)^m e^{-\frac{b^2}{n}} H_m(\sqrt{\frac{b}{n}}) = (-1)^m 2^m \frac{2}{\sqrt{\pi}} \int_0^\infty \frac{x^{2m} \cos(2bx)}{1 + e^{x^2}} \, dx.$$

This is because of the formula

$$\frac{d^m}{dx^m} (e^{-ax^2}) = a^n (-1)^m e^{-ax^2} H_m(\sqrt{a}x).$$

Now we put

$$2^{-2m} \sqrt{\pi} \sum_{n \geq 1} (-1)^{n-1} \frac{1}{\sqrt{n}} \frac{e^{-\frac{b^2}{n}} H_m(\sqrt{\frac{b}{n}})}{n^2} = \sum_{n \geq 1} h_{n,m}(b). \tag{3.4}$$

Applying the Poisson summation formula [1] for Fourier cosine transforms to the function

$$f(x) = \frac{x^{2m}}{e^{x^2} + 1},$$

we get

$$\sum_{n \geq 1} \frac{n^{2m}}{1 + e^{n^2}} = \int_0^\infty \frac{x^{2m}}{1 + e^x} \, dx + 2 \sum_{n \geq 1} \sum_{k \geq 1} h_{k,m}(\pi n)$$

$$= \sum_{n \geq 1} \sum_{k \geq 1} h_{k,m}(\pi n) + \int_0^\infty \frac{x^{m-1}}{1 + e^x} \, dx + 2 \sum_{n \geq 1} \sum_{k \geq 1} h_{k,m}(\pi n)$$

$$= \sum_{n \geq 1} \sum_{k \geq 1} h_{k,m}(\pi n) + \int_0^\infty \frac{x^{m-1}}{1 + e^x} \, dx + 2 \sum_{n \geq 1} \sum_{k \geq 1} h_{k,m}(\pi n)$$

$$= \Gamma\left(m + \frac{1}{2}\right)(1 - 2^{-1-m}) \zeta\left(m + \frac{1}{2}\right) + 2 \sum_{n \geq 1} \sum_{k \geq 1} h_{k,m}(\pi n). \quad \square$$

4 Concluding remarks

We first remark that the summation formula in our Theorem 3.1 may easily be generalized, and the proof may easily be modified to give formulas for a variety of Dirichlet series [1]. One drawback however is that the series on the right-hand sides in Theorem 3.1 should converge slowly. We have also restricted ourselves to integrals related to (1.3) in this section, and it would be easy to include (1.4) as well.

If we set $b = 0$ (1.5), the integral reduces to (call it $F(a)$)

$$F(a) = \frac{(-1)^n}{2^{2n+1}} \sqrt{\pi} (x)^{-(n+\frac{1}{2})} e^{-\frac{x^2}{4}} H_{2n}\left(-\frac{a}{\sqrt{4x}}\right).$$
The integral (1.5) may now be viewed as $\frac{1}{2}[F(a + b) + F(a - b)]$. By comparing this with the right side of (1.5), we have the interesting identity

$$H_{2n}(\frac{a + b}{\sqrt{4x}}) + e^{ab}H_{2n}(\frac{a - b}{\sqrt{4x}}) = \left(\frac{b^2}{x}\right)^n \sum_{k=0}^{2n} \frac{(2n)}{k} H_k(\frac{a}{\sqrt{4x}})(\frac{\sqrt{x}}{b})^k [(-1)^k e^{ab} + 1]. \quad (4.1)$$

A particularly interesting open problem is the following:

**Open Problem.** Find a real-world physical interpretation of the functional relationship in Corollary 1.2.1 in relation to the assumption that the momentum possesses the self-reciprocal property.
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