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ABSTRACT This paper derives approximate outage probability (OP) expressions for uplink cell-free massive multiple-input-multiple-output (CF-mMIMO) systems with and without pilot contamination. The system’s access points (APs) are considered to have imperfect channel state information (CSI). The signal-to-interference-plus-noise ratio (SINR) of the CF-mMIMO system is approximated via a Log-normal distribution using a two-step moment matching method. OP and ergodic rate expressions are derived with the help of the approximated Log-normal distribution. For the no-pilot contamination scenario, an exact expression is first derived using conditional expectations in terms of a multi-fold integral. Then, a novel dimension reduction method is used to approximate it by the sum of single-variable integrations. Both the approximations derived for the CF-mMIMO systems are also useful for single-cell collocated massive MIMO (mMIMO) systems and lead to closed-form expression. The derived expressions closely match the simulated numerical values for OP and ergodic rate.
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I. INTRODUCTION

CELL-FREE massive multiple-input multiple-output (CF-mMIMO) system is envisioned as a key enabler for sixth-generation (6G) communication systems. [1], [2], [3], [4]. CF-mMIMO system contains many access points (APs) that are connected to a central processing unit (CPU) and jointly serve all the user equipment (UE) by coherent joint transmission and reception [5], [6]. The name cell-free comes from the fact that there are no boundaries, and each AP serves all the UEs. This differs from a conventional small-cell system where each AP serves only a particular set of UEs. Early works in [7], [8] compare the CF-mMIMO system with a conventional small-cell system and show a multifold improvement in 95%-likely throughput can be expected from CF-mMIMO.

A. PRIOR ART

The spectral efficiency (SE) has been studied extensively for both uplink and downlink CF-mMIMO systems for various receiver schemes and fading channels. The authors in [9] analyze the SE of the uplink CF-mMIMO system under Rayleigh fading, with minimum mean squared error (MMSE) and large-scale fading deciding (LSFD) receivers. Upper and lower bounds on the SE of the uplink CF-mMIMO system with zero-forcing receiver with perfect and imperfect channel state information (CSI) have been derived in [10]. In [11], an achievable rate expression is derived, and then the minimum uplink achievable rate is maximized under per-user power constraint for the CF-mMIMO system. In the downlink scenario, the CF-mMIMO system with APs having multiple antennas was considered in [12], [13]. Here, the system’s...
total energy efficiency was maximized through the power allocation algorithm and AP selection scheme. The uplink and downlink SE of a CF-mMIMO system over Rician fading where the phase shift of the line-of-sight (LoS) component is modeled as a uniform random variable (RV), were analyzed in [14].

Furthermore, several prior works in literature have comprehensively analyzed the SE for different hardware constraints. For example, the downlink SE of the CF-mMIMO system with a low-resolution analog-to-digital converter (ADC) at APs and UEs is investigated in [15]. They considered multiple antennas at APs and a single antenna at UEs. It was found that by increasing the number of antennas at the APs, the performance loss due to low-resolution ADC at the APs can be mitigated. In [16], authors consider the CF-mMIMO system with multiple antennas at APs and UEs. The low-resolution ADC’s presence was considered only at the APs, and the uplink SE of the considered system was derived. The authors in [17] considered a CF-mMIMO system with transceiver hardware impairment and derived the achievable SE for both uplink and downlink. A CF-mMIMO system with a limited capacity link between APs and CPU, i.e., only the quantized signal is assumed to be available at CPU, is considered in [18].

The robustness of a CF-mMIMO system in the presence of an active eavesdropper was studied in [19]. The authors in [20] derived the coverage probability of the CF-mMIMO system using the tools from stochastic geometry under the assumption that the AP locations follow the Poisson point process. Recently, the author in [21] studied the downlink of a reconfigurable intelligent surface-assisted CF-mMIMO system where both APs and UEs are assumed to be equipped with low-quality hardware. Some fundamental aspects of the CF-mMIMO system, like channel hardening and favorable propagation, are investigated in [22] using stochastic geometry. It was shown that channel hardening is not expected in general, but for the three-slope pathloss model [7] and multiple antennas at APs, it can be achieved. Similarly, favorable propagation is experienced better under smaller pathloss and higher antenna density. A reliable rate for each user was studied for an asymptotic regime in [23]. Finally, there has been a detailed SE analysis of variants of the CF-mMIMO system, known as the user-centric CF-mMIMO system (UC CF-mMIMO) in [24], [25], [26], [27]. In a UC CF-mMIMO system, each AP serves only a predefined number of UEs rather than all. Recently, in [28], authors proposed the hybrid relay-reflecting intelligent surface-assisted CF-mMIMO system where the SE for the uplink and downlink of the proposed system was analyzed. Most of the papers mentioned above derived and analyzed SE using the popular use-and-then-forget (UaTF) bound. Also, one can utilize the use-and-then-forget bound only for deriving a lower bound on the SE rather than for other vital metrics, such as outage probability (OP) that depend on the tail characteristics of the signal-to-interference-plus-noise ratio (SINR).

B. CHARACTERIZATION OF OUTAGE PROBABILITY (OP)
For deriving any expressions for OP, characterization of the probability density function (PDF) or the cumulative distribution function (CDF) of the SINR at the APs is imperative. However, in a CF-mMIMO system with maximal ratio combining (MRC), for Rayleigh fading, the numerator and denominator of the SINR are sums of correlated Gamma random variables (RVs). Determining the PDF/CDF of the ratio of correlated Gamma RVs is mathematically intractable [34]. Recently, the authors in [35] made an attempt to characterize the OP of a CF-mMIMO system with a summation of all signal copies received on various antennas of APs, which results in independent numerator and denominator of the SINR. Hence, in [35], authors approximated the numerator and denominator via Gamma RV and further used the fact that the ratio of two independent Gamma RV follows Beta distribution. Therefore, to the best of our knowledge, there has been no prior literature analyzing the OP of a CF-mMIMO system with MRC at APs.

The conventional single-cell collocated massive MIMO (mMIMO) systems consider a base station (BS) with a large number of antennas and all the users are served in the same time-frequency resource block. mMIMO systems enhance the signal-to-noise ratio and provide spatial domain separation among users using directional beamforming [36]. Still, large data rate variation between cell-center and cell-edge users is an issue that can not be solved by just increasing the number of antennas at BS. CF-mMIMO is proposed as a feasible solution to solve the large data rate variation problem [37]. For such mMIMO systems, there have been very few papers studying OP, all of which consider various approximations. For example, in [29], the authors consider the OP of a downlink mMIMO system with matched-filter precoding. The numerator term of SINR is treated as a deterministic quantity replaced by its mean, and the interference term is treated as an RV. The PDF of SINR can, therefore, be obtained by a simple transformation of the interference term’s PDF. A similar method is used in [30], where the BS is equipped with ADCs of different resolution levels. Here, it is shown that the squared coefficient of variation (SCV) of all the terms except one of the interference terms approaches zero as the number of antennas approaches infinity. Therefore, one can determine the approximate PDF of the SINR by determining the PDF of that interference term. However, it may not always be possible to show that the SCV of all but one of the terms of the SINR becomes zero. Even if two non-zero terms exist, the PDF becomes intractable to characterize, and such is the case in CF-mMIMO. In [31], the SINR is approximated to a Gamma RV by moment matching. The OP is then obtained in terms of the CDF of the Gamma RV. However, the efficacy of moment-matching depends on the distribution to which the
metric is matched. Also, in many cases, it is algebraically complex to determine the expressions for the moments.1 In a few other works, such as [32], [33], the exact expressions for OP are derived under perfect CSI and independent and identically distributed (i.i.d.) channel.

C. CONTRIBUTIONS

For CF-mMIMO, the effective channel vector for a user, i.e., the vector of channel coefficients between the user and all serving APs in the system can not have identically distributed property as the APs are located at different locations. In other words, the large-scale fading coefficients between different users and APs are different. Also, the assumption of perfect CSI knowledge at the APs is not practical [7]. Also, it is essential to consider the effect of pilot contamination during the channel estimation phase on the resultant OP. However, an exact expression for OP can be written using conditional expectation, which results in a multi-fold integral of order $M$, where $M$ denotes the number of APs. It is generally challenging to evaluate such multi-fold integrals even numerically when $M$ is large, which is the typical case for the CF-mMIMO systems. Therefore, this paper uses two approaches to obtain novel OP expressions for the CF-mMIMO system. For the case of no-pilot contamination, to evaluate the multi-fold integrals, we propose to exploit a uni-variate dimension reduction method to reduce the $M$th order integration into $M$ single-order integration approximations [38]. Secondly, for the case of pilot contamination, we provide a two-step moment matching method to approximate the SINR by a Log-normal RV using a two-step moment matching method. A simple approximation for the OP is obtained using the Log-normal CDF.

- **Uni-variate dimension reduction method**: For the case of no-pilot contamination, we derive an exact expression for the OP in terms of a multi-fold integral. A novel approximation is then derived by approximating the multi-fold integral using the uni-variate dimension reduction method [38].

- **Special cases**: Using the SINR, as mentioned earlier, characterization, we propose an alternative to UaTF for evaluating SE. Furthermore, we obtain approximate OP expressions in terms of simple elementary functions for a single-cell collocated mMIMO system.

**Organization**: The rest of the paper is structured as follows. In Section II, the considered system model of the CF-mMIMO system is discussed in detail. Section III presents the analytical expression of OP and ergodic rate obtained via two-step moment matching and uni-variate dimension-reduction approach. The simulation results and discussion are given in Section IV, and finally, the conclusions are drawn in Section V.

**Notation**: In this paper, $CN(a,b)$ denotes the complex Gaussian distribution with mean $a$ and variance $b$. $LN(\mu, \sigma^2)$ represent the Log-normal distribution with parameters $\mu$ and $\sigma$. The mean and variance of RV $X$ are denoted by $\mathbb{E}[X]$ and $\mathbb{V}[X]$. $\text{Cov}(X,Y)$ represents the covariance between RVs $X$ and $Y$. $\text{diag}(a_1, \ldots, a_M)$ denotes a $M \times M$ diagonal matrix with entries $a_1, \ldots, a_M$, and $I_N$ represents the identity matrix of size $N$. Also, $(a)_n$ denotes the Pochhammer symbol, $U(\cdot)$ is the unit step function, and $\Re(z)$ is the real part of $z$.

### II. SYSTEM MODEL

We consider a cell-free massive MIMO system with $M$ APs and $K$ users where $M \gg K$, i.e., the number of APs is much more than that of users. Each AP is equipped with $N$ antennas, and the users are equipped with a single antenna. The channel between the $m$th AP and the $k$th user is modeled as a Rayleigh fading channel. Let $\mathbf{g}_{mk} \in \mathbb{C}^{N \times 1}$, represent the channel vector between the $m$th AP and the $k$th user and we have,

$$\mathbf{g}_{mk} \sim CN(\mathbf{0}, \beta_{mk}I_N),$$

(1)
where $\beta_{mk}$ represents the large scale fading coefficients between the $m$th AP and the $k$th user. Note that this model is similar to the one assumed in [13]. We assume that the knowledge of $\beta_{mk}$ is available at both the AP and the user. Let $\tau_c$ be the length of the coherence interval (in samples). Typically, in a cell-free massive MIMO system, the coherence interval is partitioned into three phases, namely the uplink training phase, uplink data transmission phase, and downlink data transmission phase [7]. In this work, we do not focus on downlink data transmission. Let $\tau_p$ be the length of the uplink training duration (in samples). Therefore, $(\tau_c - \tau_p)$ is the duration of the uplink data transmission phase. The process of uplink training and uplink data transmission is described in the following subsections.

### A. UPLINK TRAINING

Before the transmission of uplink data by users, APs will acquire the CSI through a training phase. This acquired CSI is then used to process the received data symbols during the uplink data transmission phase. During this phase, all the users simultaneously transmit their pilot sequence to the APs. Let $\mathbf{g}_{mk} \in \mathbb{C}^{N \times 1}$ be the pilot sequence transmitted by the $k$th user, $\forall k = 1, \ldots, K$ where $|\phi_k|^2 = 1$. The signal received at $m$th AP during the training phase is

$$Y_{p,m} = \sqrt{\tau_p \rho_p} \sum_{k=1}^{K} g_{mk} \phi_k^H + W_{p,m},$$

(2)

where $\rho_p$ is the normalized transmit SNR of each pilot symbol, and $W_{p,m} \in \mathbb{C}^{N \times \tau_p}$ is the noise matrix whose entries are i.i.d. zero-mean complex Gaussian with variance 1. Now, to estimate the channel coefficient using the observation $Y_{p,m}$, we first project the received signal on $\phi_k$ and then use the MMSE estimator. Let $\hat{y}_{p,m,k} \triangleq \langle Y_{p,m}, \phi_k \rangle$, i.e.,

$$\begin{align*}
\hat{y}_{p,m,k} &= \sqrt{\tau_p \rho_p} g_{mk} + \sqrt{\tau_p \rho_p} \sum_{i \neq k} g_{mi} \phi_i^H \phi_k + \tilde{w}_{p,m,k},
\end{align*}$$

(3)

where $\tilde{w}_{p,m,k} = \mathbf{W}_{p,m} \phi_k$ is a vector with i.i.d. $\mathcal{CN}(0,1)$ entries. The MMSE estimator is hence given by,

$$\hat{g}_{mk} = \frac{1}{\tau_p \rho_p \beta_{mk}} \left( \sum_{i=1}^{K} \beta_{mi} \phi_i^H \phi_k \right)^{-1} \hat{y}_{p,m,k},$$

(4)

where $\beta_{mk}$ is a vector with i.i.d. $\mathcal{CN}(0,1)$ entries. The term $\tau_p \rho_p \sum_{i=1}^{K} \beta_{mi} \phi_i^H \phi_k$ corresponds to pilot contamination due to the non-orthogonality of the pilot sequence of different users. Also, $\hat{g}_{mk} \sim \mathcal{CN}(0, \gamma_{mk} \mathbf{I}_N)$, where $\gamma_{mk} = \frac{\sqrt{\tau_p \rho_p \beta_{mk}}}{\tau_p \rho_p \beta_{mk} + 1}$. In the case of orthogonal pilots, i.e., no pilot contamination, we have $\gamma_{mk} = \frac{\sqrt{\tau_p \rho_p \beta_{mk}}}{\tau_p \rho_p \beta_{mk} + 1}$, and therefore, $\gamma_{mk} = \frac{\tau_p \rho_p \beta_{mk}}{\tau_p \rho_p \beta_{mk} + 1}$.

### B. UPLINK DATA TRANSMISSION

In the uplink data transmission phase, each user transmits its data symbol to all the APs. Let $p_k$ be the information symbol of the $k$th user, such that $\mathbb{E}[|p_k|^2] = 1$. Hence, the received signal at the $m$th AP is

$$Y_{u,m} = \sqrt{\rho_u} \sum_{k=1}^{K} g_{mk} p_k + w_{u,m},$$

(5)

where $\rho_u$ is normalized uplink SNR and $w_{u,m}$ is the additive Gaussian noise with $w_{u,m} \sim \mathcal{CN}(0, \mathbf{I}_N)$. Since all the APs employ MRC, they multiply their copies of the received signal with the estimated channel coefficients $\hat{g}_{mk}$. The APs then send their received signal to the CPU. Therefore, the received signal at the CPU is $r_{u,k} = \sum_{m=1}^{M} \hat{g}_{mk} Y_{u,m}$ which can be written as

$$r_{u,k} = \sqrt{\rho_u} \sum_{m=1}^{M} \hat{g}_{mk} \bar{g}_{mk} p_k + \sqrt{\rho_u} \sum_{m=1}^{M} \hat{g}_{mk} \varepsilon_{mk} p_k$$

$$+ \sqrt{\rho_u} \sum_{i \neq k} \sum_{m=1}^{M} \hat{g}_{mk} g_{mi} p_i + \sum_{m=1}^{M} \hat{g}_{mk} w_{u,m},$$

(6)

where $\varepsilon_{mk}$ is the channel estimation error, i.e., $g_{mk} - \hat{g}_{mk}$. $\varepsilon_{mk}$ is a $\mathcal{CN}(0, (\beta_{mk} - \gamma_{mk}) \mathbf{I}_N)$ random vector. The symbol $p_k$ transmitted by the $k$th user is detected using $r_{u,k}$. Let $\mathbf{g} = [\hat{g}_{k1}, \ldots, \hat{g}_{kK}]^T$ denote the channel estimate vector for $kth$ user $\forall k = 1, \ldots, K$. Note that, $\mathbf{g} \sim \mathcal{CN}(0, \mathbf{C}_{k|k} \mathbf{I}_N)$ is $MN \times 1$ complex Gaussian vector, where

$$\mathbf{C}_{k|k} = \text{diag}(\gamma_{1k} \mathbf{I}_N, \ldots, \gamma_{MK} \mathbf{I}_N)$$

(7)

is the covariance matrix of $\mathbf{g}$. Using (6), the effective SINR of the $k$th user is as follows:

$$\lambda_{u,k} = X_{u,k} = \frac{\rho_u \| \hat{g}^T_k \|^2}{\rho_u \sum_{i \neq k} \| \hat{g}_i \|^2 + \| \hat{g}_k \|^2 (\rho_u \sum_{i=1}^{K} A_i + \mathbf{I}_M) \hat{g}_k},$$

(8)

2. It is assumed that the APs are connected to the CPU through a flawless backhaul network. This is a common assumption in many cell-free mMIMO works like [5], [6], [7], [8].
where $\mathbf{A}_t = \text{diag}((\beta_{11} - \gamma_{11})\mathbf{I}_N, \ldots, (\beta_{NN} - \gamma_{NN})\mathbf{I}_N)$ is a $MN \times MN$ diagonal matrix, $X_{u,k} = \rho_u \left(||\mathbf{g}^H_k||^2\right)$ is the desired signal power over estimated channel, and $Y_{u,k} = \rho_u \sum_{i=1}^{K} |\mathbf{g}^H_k \mathbf{a}_{i,m^i}|^2 + \mathbf{g}^H_k \mathbf{A}_t \mathbf{g}_k$ is the interference plus noise power. Note that this SINR expression is similar to the SINR expression given in [39, eq. (12)].

Using the effective SINR in (8), one can calculate various performance metrics such as achievable rate, outage probability, etc. In the following section, we derive novel OP approximations utilizing the two-stage Log-normal moment matching and uni-variate dimension reduction method.

### III. OUTAGE PROBABILITY ANALYSIS

The exact expression for OP involves characterizing the CDF of the SINR at the APs. Note that the numerator and denominator of the SINR involve correlated Gamma RV, and determining the CDF of their ratio is mathematically intractable [34]. Exact expressions are tractable only for perfect CSI conditions and i.i.d. channels as in the case of mMIMO channels [32], [33]. However, to assume that all the channels from the UEs to APs are i.i.d. or that perfect CSI is known at APs is impractical. In literature, it is common to approximate end-to-end SINR via Gamma or Log-normal RV using the technique of moment matching. This method has been successfully employed for various scenarios like intelligent reflecting surface (IRS) assisted communication system [40], mMIMO system [31].

The challenging part in such approximation is to derive the moments of SINR $\lambda_{u,k}$, which becomes more difficult due to the correlation between numerator $X_{u,k}$ and denominator $Y_{u,k}$. To circumvent this issue, a bi-variate Taylor’s series-based approximation is presented in Theorem 1 and 2, which is valid for both scenarios i.e., the system with and without pilot contamination.

**Theorem 1:** For a threshold $T$, the OP of $k$th user is approximated as

$$P_{out}^k(T) = \mathbb{P}(\lambda_{u,k} < T) \approx \frac{1}{2} \text{erfc}\left(\frac{-\ln T - \mu_{\lambda_{u,k}}}{\sigma_{\lambda_{u,k}} \sqrt{2}}\right),$$

where parameter $\mu_{\lambda_{u,k}}, \sigma_{\lambda_{u,k}}$ of Log-normal distribution are calculated using (12) and (13), and (39) by considering the fact that $v^i_{mi} \neq 0$ if $i \neq j$ and $v^i_{mi} = y_{mi}$.

Next, we used the Log-normal approximation of $\lambda_{u,k}$ to derive the approximate ergodic rate of $k$th user. We also derive simple closed-form lower and upper bounds on the derived ergodic rate. The results are presented in the following theorem.

**Theorem 2:** Given $\lambda_{u,k} \sim \text{LN}(\mu_{\lambda_{u,k}}, \sigma_{\lambda_{u,k}}^2)$ and ergodic rate of $k$-th user, is

$$R_{u,k} = \mathbb{E}[\log_2(1 + \lambda_{u,k})] \approx \frac{1}{2} \int_0^\infty \text{erfc}\left(\frac{\ln(2^t - 1) - \mu_{\lambda_{u,k}}}{\sigma_{\lambda_{u,k}} \sqrt{2}}\right) dt. \quad (14)$$

$$\log_2(e^{\mu_{\lambda_{u,k}} + 1}) < R_{u,k} < \log_2(e^{\mu_{\lambda_{u,k}} + 1}) + \frac{e^{-\mu_{\lambda_{u,k}}}}{\ln 2(1 + e^{-2\mu_{\lambda_{u,k}}})} \left(\frac{\sigma_{\lambda_{u,k}}^2}{e^{\mu_{\lambda_{u,k}}}} - 1\right). \quad (15)$$

**Proof:** Please refer to Appendix C for the proof.

**Corollary 1:** In the case of no pilot contamination, the OP of $k$th user is approximated using (9), where (10) and (11) are evaluated using the moments of $Y_{u,k}$ given in (12) and (13), shown at the bottom of the next page.

$$\mathbb{E}[Y_{u,k}] = N \rho_u \sum_{i=1}^{K} \sum_{m=1}^{M} \gamma_{nk} \gamma_{mi} + N \sum_{m=1}^{M} \gamma_{nk}$$

$$+ N \rho_u \sum_{m=1}^{M} \sum_{i=1}^{K} (\beta_{mi} - \gamma_{mi}) \gamma_{nk}. \quad (12)$$

**Proof:** Equation (12) and (13) are obtained from (38) and (39) by considering the fact that $v^i_{mi} = 0$ if $i \neq j$ and $v^i_{mi} = y_{mi}$.

Along with this, for the case of no pilot contamination, we first derive the conditional OP, assuming that $\mathbf{g}_k$ is a constant. We then integrate the conditional OP over $\mathbf{g}_k$, which gives an exact expression of OP in terms of a multi-fold integral of the order $MN$ that is difficult to be solved in closed form or evaluated in Mathematica/MATLAB for usual values of $M$ and $N$. Therefore, we explore the use of a dimension-reduction method known as a uni-variate approximation that approximates $MN$th order integration with $MN$ single order integrals. The result associated with the uni-variate approximation is given in the Lemma 1 and Theorem 3.

**Lemma 1:** In the absence of pilot contamination, the OP of $k$th user for threshold $T$ is given by (16), shown at the bottom of the next page.

**Proof:** Please refer to Appendix D for the proof.

To evaluate (16), we need to solve a $MN$th order integration. For typical values of $M$ and $N$ used in cell-free massive MIMO systems, say $M = 32$ and $N = 1$, it is more challenging to solve, and hence, we use the following approximation,

$$\mu_{\lambda_{u,k}} = \mu_{X_{u,k}} - \mu_{Y_{u,k}}, \quad (10)$$

$$\sigma_{\lambda_{u,k}} = \sqrt{\sigma_{X_{u,k}}^2 + \sigma_{Y_{u,k}}^2 - 2 \log \left(\frac{\mathbb{E}[X_{u,k}Y_{u,k}]}{\mathbb{E}[X_{u,k}] \mathbb{E}[Y_{u,k}]}\right)}. \quad (11)$$

Here, erfc(·) is the complementary error function [41] and $\mu_{X_{u,k}}, \sigma_{X_{u,k}}, \sigma_{Y_{u,k}}$ is evaluated using (29) and (30).
intractable to solve a 32th order integration even in popular software such as MATLAB, Mathematica, etc. Thus, it is important to approximate (16) for evaluation and analysis. To circumvent the intractability, we propose to utilize the univariate approximation from [38]. Using this method, one can tightly approximate an MNth order integration by a sum of MN single-order integration. The approximation and detailed proof are presented in the following theorem.

Theorem 3: For the case of no pilot contamination, the OP of kth user for threshold T is approximated by (18) shown at the bottom of the next page.

Proof: The derivation details are given in Appendix E.

A. SINGLE-CELL COLLLOCATED MMIMO

Single-cell collocated mMIMO can be considered as the special case of the CF-mMIMO system; when all the M APs are collocated, also termed as BS, and K pilot sequences are pairwise orthogonal, then we have $\beta_{mk} = \beta_{m'k} \triangleq \beta_k, \gamma_{mk} = \gamma_{m'k} \triangleq \gamma_k$ and no pilot contamination. The Corollary 1 and Theorem 3 are applicable to calculate the OP for this special case. However, the integral involved in (18) is simple enough to be solved in closed form. For a fair comparison, we consider MN antenna single-cell collocated mMIMO system so that the total number of antenna remains the same in both CF-mMIMO and collocated mMIMO system. The following corollaries present the OP and rate approximations for the single-cell collocated mMIMO system.

Corollary 3 (Corollary to Theorem 1): For the single cell collocated mMIMO scenario, the OP of kth user is approximated using (9), where (10) and (11) are evaluated using the following simplified expression for the moments.

$$\mathbb{E}[X_{a,k}] = \rho_u(MN)\gamma_k^2.$$  \hspace{1cm} (19)

$$\mathbb{E}[X_{u,k}^2] = \rho_u^2(MN)\gamma_k^4.$$  \hspace{1cm} (20)

$$\mathbb{E}[Y_{a,k}] = MN\gamma_k \left[ \rho_u \left( \sum_{i \neq k} \gamma_i \right) + 1 + \rho_u \sum_{i=1}^K (\beta_i - \gamma_i) \right].$$  \hspace{1cm} (21)

$$\mathbb{E}\left[ y^2_{u,k} \right] = \rho_u^2 \left( \sum_{i \neq k}^K \sum_{m=1}^M \gamma_{mk}^2 y_{mi}^2 + \sum_{i \neq k}^K \left( \sum_{m=1}^M \gamma_{mk} \gamma_{mi} \right)^2 + \sum_{m=1}^M \gamma_{mk}^2 \sum_{i \neq k}^K \gamma_{mi} \right)^2$$

$$+ \rho_u^2 \left( \sum_{m=1}^M \sum_{i=1}^K (\beta_{mi} - \gamma_{mi})^2 \gamma_{mk}^2 + N^2 \left( \sum_{m=1}^M \gamma_{mk} \sum_{i=1}^K \gamma_{mi} \right) \right)$$

$$+ 2 \rho_u \sum_{i \neq k}^K \left( \sum_{m=1}^M \gamma_{mk}^2 \gamma_{mi} + N^2 \left( \sum_{i=1}^K \gamma_{mi} \sum_{m=1}^M \gamma_{mk} \right) \right),$$  \hspace{1cm} (13)

$$P^{\text{out}}_{\text{sub}}(T) = 1 - \int \cdots \int \left( \sum_{i=1}^K \frac{\theta_i^{K-2}}{\prod_{j=1}^{K-1} (\theta_i - \theta_j)} \right) U(\delta_{T}^x) \prod_{m=1}^M \prod_{n=1}^N e^{-x_{mn}} \, dx,$$  \hspace{1cm} (16)

where $x = [x_{11}, \ldots, x_{1N}, x_{21}, \ldots, x_{MN}], \theta_i = \sum_{m=1}^M \left( \sum_{n=1}^N x_{mn} \right) \gamma_{mk} \gamma_{mi}$, and

$$\delta_T^x = \frac{\left( \rho_u \left( \sum_{m=1}^M \sum_{n=1}^N x_{mn} \right) \gamma_{mk}^2 - T \sum_{m=1}^M \left( \rho_u \sum_{i=1}^K (\beta_{mi} - \gamma_{mi}) + 1 \right) \left( \sum_{n=1}^N x_{mn} \right) \gamma_{mk} \right)}{T \rho_u}.$$  \hspace{1cm} (17)
Corollary 4 (Corollary to Theorem 2): For the single cell collocated mMIMO scenario, the ergodic rate and the respective lower and upper bounds of the $k$-th user are computed using the (14) and (15) with the parameters of Log-normal are calculated using (19) - (23).

Corollary 5 (Corollary to Theorem 3): For the single-cell collocated mMIMO scenario, the OP of the $k$-th user is approximated as

$$E[Y_{u,k}^2] = (MN)\gamma_k^2 + \rho_u^2 \left[ \sum_{i=1}^{K} (\gamma_i^2 + 2\rho_u \sum_{i \neq k} \gamma_i) \right] + 1$$

$$\rho_u^2 \sum_{i=1}^{K} (\beta_i - \gamma_i)^2 + 2\rho_u \left[ \sum_{i \neq k} \gamma_i \right]$$

$$+ 2\rho_u \sum_{i=1}^{K} (\beta_i - \gamma_i) \left( \sum_{i \neq k} \gamma_i \right) + \rho_u \sum_{i=1}^{K} (\beta_i - \gamma_i) \right] .$$

(22)

(23)

$$\sum_{i=1}^{MN} D_i^T \left[ 1 - \frac{e^{-D_i^T}}{D_i^T + 1} \right]$$

$$+ (MN - 1) \sum_{i=1}^{MN} D_i^T \left[ 1 - e^{-\left(D_i^T + D_{k}^T\right)} \right]$$

(24)

$$p_{out}^k(T) \approx 1 - MN \sum_{i=1}^{K} D_i^T \left[ 1 - \frac{e^{-D_i^T}}{D_i^T + 1} \right]$$

$$+ (MN - 1) \sum_{i=1}^{MN} D_i^T \left[ 1 - e^{-\left(D_i^T + D_{k}^T\right)} \right]$$

(25)

$$\beta_{mk} = \beta_{m'k} \triangleq \beta_k; \gamma_{mk} = \gamma_{m'k} \triangleq \gamma_k.$$ We have simplified the (18). The details are provided in Appendix F.

Note that the expressions in Corollary 5 are in closed form and do not require any numerical integration. The obtained expressions for the single-cell collocated mMIMO system with imperfect CSI are novel to the best of our knowledge.
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TABLE 3. Simulation parameters.

| Parameter       | value     |
|-----------------|-----------|
| Carrier frequency | 1.9 GHz   |
| Bandwidth        | 20 MHz    |
| Noise figure     | 9 dB      |
| AP antenna height | 15 m     |
| User antenna height | 1.65 m  |
| $\sigma_{sh}$   | 8 dB      |
| $\bar{p}_p, \bar{p}_u$ | 100 mW    |

We first compare our OP approximation in Theorem 1 and 3 with the existing moment-matching approximation approaches in Fig. 1. Two different moment-matching approaches are compared with our approximation. In the first, the SINR is approximated by a Gamma RV following [31], whereas, in the second, the numerators and denominators of the SINR are separately approximated by Gamma RVs. Then the ratio of two Gamma RV is Beta-prime RV [42]. Note that the Gamma approximation and beta-prime approximation fail to capture the tail behavior of OP in both scenarios, i.e., with and without pilot contamination. This is because the single Gamma approximation relies on the approximate first and the second moment of SINR’s moments for the CF-mMIMO system. Next, the Gamma-by-Gamma or the Beta-prime approximation fails due to the correlation between the numerator and denominator of SINR owing to the use of MRC. Other treatises such as [30] approximate the OP by proving that SCV of all but one component of the SINR is zero and obtaining OP by transforming the CDF of the remaining term. For our case, through extensive simulations, we determined that the SCV of more than one component of SINR is non-zero, and hence the method cannot be applied. These results justify the necessity of the new approximations proposed in this work. In the subsequent subsections, we investigate the OP performance of CF-mMIMO (with and without pilot contamination) for various values of $M$ and $K$.

A. RESULTS WITH PILOT CONTAMINATION

In this sub-section, the expression in Theorem 1 and 2 are validated through numerical simulation. Fig. 2(a) and 2(b) show the trend of OP for varying $K$ and $M$, respectively. The number of antennas per AP, i.e., $N$ is chosen to be 4. It is evident that the proposed two-step Log-normal approximation is closely matching with the simulated OP. It is clear from Fig. 2(a) that the OP increases as the number of users increases due to the corresponding increase in pilot contamination and interference. Similarly, the OP decreases with the increase in the number of APs in the system, as shown in Fig. 2(b) for fixed $K = 30$ and $N = 4$.

Fig. 3(a) and 3(b) shows the simulated values for ergodic sumrate and the approximate sumrate obtained using Theorem 2 for CF-mMIMO with pilot contamination. It can be observed that the popular use-and-then-forget (UaTF) lower bound (LB) severely underestimates the ergodic sumrate as compared to the simulated one. Theorem 2 proposed an ergodic rate expression in terms of an integral and also provided simple and closed-form lower and upper bounds for the proposed integral. The approximate rate values and bounds better match the simulated one compared to UaTF LB.

Next, we have generated OP plots for different pilot length values, i.e., $\tau_p$. In Fig. 4(a), we have plotted the OP with $M = 80, K = 20$, and $N = 4$ for different values

1) We realized 100 random deployment of APs and UEs. The large-scale fading coefficients, with the shadowing effect, are calculated for each realization.
2) For each realization, 10,000 Monte Carlo iterations are performed to calculate the SINR for each UE. Using this SINR, we calculated the OP and ergodic rate of the UEs.
3) System’s OP and the system’s ergodic rate are the averages of the OP and ergodic rate in each realization.
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of $\tau_p$. Notably, the figure illustrates that OP is higher for smaller $\tau_p$ values. This outcome can be attributed to the reduced number of available orthonormal pilots in scenarios with lower $\tau_p$, resulting in more users sharing the same set of pilots. Consequently, pilot contamination becomes more prevalent, impacting the overall system performance. Furthermore, our analysis reveals that there is no discernible advantage in setting $\tau_p > K$, as an $\tau_p = K$ configuration suffices to eliminate pilot contamination entirely. Fig. 4(b) complements the results from Fig. 4(a) by presenting OP outcomes at a specific threshold value, i.e., $T = 0$ dB. This figure demonstrates that as $\tau_p$ increases, OP experiences a consistent decrease. Particularly noteworthy is that, with $K = 20$, both $\tau_p = 20$ and $\tau_p = 25$ yield identical OP results.

B. RESULTS WITHOUT PILOT CONTAMINATION

In this sub-section, we compare the performance of CF-mMIMO and the single-cell collocated mMIMO systems without pilot contamination. Fig. 5(a) and 5(b) shows that the approximation presented in Theorem 3, Corollary 1 and Corollary 3, 5 for CF-mMIMO and mMIMO, respectively are closely matching with simulation results. Here, we also observed that not only does the CF-mMIMO performs better than mMIMO, but the improvement it shows with varying parameter is also more significant than the mMIMO. For example, when $M$ increases to 80 from 40 at a target SINR of $-5$ dB and $N = 4$, OP decreases by 69.45% for the CF-mMIMO system, whereas it decreases by only 16.61% for the mMIMO system when antennas are increased from 160 to 320. Hence, it is better to increase the density of APs as compared to increasing the antenna at a single collocated BS. Likewise, in CF-mMIMO, a reduction in the number of users results in a more

---

**FIGURE 2.** Impact of $M$ and $K$ on the OP of CF-mMIMO system with pilot contamination.

**FIGURE 3.** Impact of $M$ and $K$ on the ergodic rate of CF-mMIMO system with pilot contamination.
pronounced decrease in outage probability compared to a similar reduction in a traditional mMIMO system. This phenomenon can be explained by the fact that, as the number of users decreases, the spatial distribution of APs across the geographical area becomes more influential. With fewer users, a smaller portion of them falls outside the coverage range of an AP, which, in turn, leads to a more pronounced reduction in the likelihood of users experiencing outages when compared to the scenario in a traditional mMIMO system.

Next, Fig. 6(a) and 6(b) present the ergodic sumrate of CF-mMIMO and mMIMO system without pilot contamination. Again, it is observed that the ergodic sumrate calculated using Corollary 2 provides a better estimate for sumrate as compared to the UaTF bound, which heavily underestimates the performance of CF-mMIMO as well as mMIMO system. Also, the bounds provided for the integral in (14) tightly bound it and are easy to compute as expressions are available in closed form.

C. CORRELATED RICIAN FADING SCENARIO
For the case of correlated Rician fading the channel between $m$th AP and $k$th is modeled as

$$
g_{mk} \sim \mathcal{CN}(\bar{g}_{mk}, R_{mk}),$$

where $\bar{g}_{mk} \in \mathbb{C}$ is the LOS component and, $R_{mk} \in \mathbb{C}^{N \times N}$ is the spatial correlation matrix between $m$th AP and $k$th user. Following from [14], [39], [43], the LMMSE estimate of channel vector is

$$\hat{g}_{mk} \sim \mathcal{CN}(\bar{g}_{mk}, R_{mk} C_{mk}^{-1} R_{mk}),$$

where $C_{mk} = \tau_p \rho_p \sum_{i=1}^{K} R_{mi} |\phi_k^H \phi_i|^2 + I_N$ and the channel estimation error, i.e., $\epsilon_{mk} = g_{mk} - \hat{g}_{mk} \sim \mathcal{CN}(0, A_{mk}).$ The effective SINR of the $k$-th user is as follows:

$$\lambda_{u,k} = \frac{X_{u,k}}{Y_{u,k}} = \frac{\rho_u \|\hat{g}_{k}^H\|^2}{\rho_u \sum_{i \neq k} |\hat{g}_{i}^H \hat{g}_{k}|^2 + \hat{g}_{k}^H \left(\rho_u \sum_{i=1}^{K} A_i + I_{MN}\right) \hat{g}_{k}},$$

where $\hat{g}_{mk} \in \mathbb{C}$ is the LOS component and, $R_{mk} \in \mathbb{C}^{N \times N}$ is the spatial correlation matrix between $m$th AP and $k$th user. Following from [14], [39], [43], the LMMSE estimate of channel vector is

$$\hat{g}_{mk} \sim \mathcal{CN}(\bar{g}_{mk}, R_{mk} C_{mk}^{-1} R_{mk}),$$

where $C_{mk} = \tau_p \rho_p \sum_{i=1}^{K} R_{mi} |\phi_k^H \phi_i|^2 + I_N$ and the channel estimation error, i.e., $\epsilon_{mk} = g_{mk} - \hat{g}_{mk} \sim \mathcal{CN}(0, A_{mk}).$ The effective SINR of the $k$-th user is as follows:

$$\lambda_{u,k} = \frac{X_{u,k}}{Y_{u,k}} = \frac{\rho_u \|\hat{g}_{k}^H\|^2}{\rho_u \sum_{i \neq k} |\hat{g}_{i}^H \hat{g}_{k}|^2 + \hat{g}_{k}^H \left(\rho_u \sum_{i=1}^{K} A_i + I_{MN}\right) \hat{g}_{k}},$$
where $\hat{g}_k = [\hat{g}_{1k} \ldots \hat{g}_{Mk}]^T$ and $\Lambda_i = \text{diag}(\Lambda_{1i}, \ldots, \Lambda_{Mi})$. Note that the SINR expression is functionally the same as for the independent Rayleigh fading case. Hence, the two-step moment matching method can also be extended for the case of correlated Rician fading. The major difference is that the calculation of moments of the numerator and denominator will be more involved algebraically.

V. CONCLUSION
In this paper, we derived approximate OP and ergodic rate expressions for a CF-mMIMO system with and without pilot contamination under the Rayleigh faded channels. We used the two-step moment matching to derive the approximate expressions and provided simple expressions for the OP and ergodic rate. In the case of no pilot contamination, an exact expression is derived in terms of a multi-fold integral. A simple and accurate approximation using the uni-variate dimension reduction method is proposed to circumvent the evaluation of higher-order integration. Specific to the single-cell collocated mMIMO system, approximate OP expressions are obtained in closed form, which involves only elementary functions. The validity of the approximations, derived for both CF-mMIMO and mMIMO, was verified by Monte-Carlo simulations. Investigating the effect of correlated fading with a line-of-sight component will be an interesting future direction.

APPENDIX A
PROOF FOR THEOREM 1
Using technique of moment matching, we first approximate the $X_{u,k}$ and $Y_{u,k}$ by Log-normal distribution, i.e., $X_{u,k} \sim \text{LN}(\mu_{X_{u,k}}, \sigma_{X_{u,k}}^2)$ and $Y_{u,k} \sim \text{LN}(\mu_{Y_{u,k}}, \sigma_{Y_{u,k}}^2)$ with parameter given as

$$
\mu_{X_{u,k}} = \log \left( \frac{\mathbb{E}[X_{u,k}]}{\sqrt{\mathbb{E}[X_{u,k}^2]}} \right), \quad \sigma_{X_{u,k}} = \sqrt{\log \left( \frac{\mathbb{E}[X_{u,k}^2]}{\mathbb{E}[X_{u,k}]^2} \right)}.
$$

(29)

and

$$
\mu_{Y_{u,k}} = \log \left( \frac{\mathbb{E}[Y_{u,k}]}{\sqrt{\mathbb{E}[Y_{u,k}^2]}} \right), \quad \sigma_{Y_{u,k}} = \sqrt{\log \left( \frac{\mathbb{E}[Y_{u,k}^2]}{\mathbb{E}[Y_{u,k}]^2} \right)}.
$$

(30)

The parameters in (29) and (30) can be evaluated using (36), (37), (38) and (39). Consider

$$
\log(\lambda_{u,k}) = \log(X_{u,k}) - \log(Y_{u,k}).
$$

(31)

Under Log-normal assumption, $\log(X_{u,k})$ and $\log(Y_{u,k})$ follow normal distribution, i.e., $\log(X_{u,k}) \sim \mathcal{N}(\mu_{X_{u,k}}, \sigma_{X_{u,k}}^2)$ and $\log(Y_{u,k}) \sim \mathcal{N}(\mu_{Y_{u,k}}, \sigma_{Y_{u,k}}^2)$, hence, $\log(\lambda_{u,k})$ follows normal distribution with

$$
\mu_{\lambda_{u,k}} = \mathbb{E}[\log(X_{u,k})] - \mathbb{E}[\log(Y_{u,k})], \quad \sigma_{\lambda_{u,k}} = \mu_{X_{u,k}} - \mu_{Y_{u,k}}.
$$

(32)

and

$$
\sigma_{\lambda_{u,k}}^2 = \mathbb{V}[\log(X_{u,k})] + \mathbb{V}[\log(Y_{u,k})] - 2\text{Cov}(\log(X_{u,k}), \log(Y_{u,k})),
$$

(33)

where $\text{Cov}(\log(X_{u,k}), \log(Y_{u,k}))$ is [44],

$$
\text{Cov}(\log(X_{u,k}), \log(Y_{u,k})) = \log \left( \frac{\mathbb{Cov}(X_{u,k}, Y_{u,k})}{\mathbb{E}[X_{u,k}]\mathbb{E}[Y_{u,k}]} + 1 \right).
$$

(34)

So,

$$
\sigma_{\lambda_{u,k}}^2 = \sigma_{X_{u,k}}^2 + \sigma_{Y_{u,k}}^2 - 2\log \left( \frac{\mathbb{E}[X_{u,k}Y_{u,k}]}{\mathbb{E}[X_{u,k}]\mathbb{E}[Y_{u,k}]} \right),
$$

(35)

where the $\mathbb{E}[X_{u,k}Y_{u,k}]$ is calculated using (45). This completes the proof.


**APPENDIX B  
MOMENTS CALCULATION**

In this section, we have derived the first and second moment of the RV $X_{u,k}$ and $Y_{u,k}$ and the correlation between $X_{u,k}$ and $Y_{u,k}$, i.e., $E[X_{u,k}Y_{u,k}]$. From (8), we have

$$E[X_{u,k}] = \rho_u E\left[ \left( \sum_{m=1}^{M} \| \| \gamma_{mk}^{2} \right)^{2} \right]$$

$$= \rho_u E\left[ \sum_{m=1}^{M} \| \| \gamma_{mk}^{2} \right]$$

$$= \rho_u N \left( \sum_{m=1}^{M} \gamma_{mk}^{2} + \left( \sum_{m=1}^{M} \gamma_{mk}^{2} \right)^{2} \right).$$

Similarly, after squaring the $X_{u,k}$ and taking term-by-term expectations, we have

$$E\left[ X_{u,k}^{2} \right] = (E[X_{u,k}])^{2} + \rho_u^{2} \left( 6N \sum_{m=1}^{M} \gamma_{mk}^{4} \right)$$

$$+ 8N^{2} \left( \sum_{m=1}^{M} \gamma_{mk}^{3} \right) \left( \sum_{n=1}^{M} \gamma_{nk} \right) + 2N^{2} \left( \sum_{m=1}^{M} \gamma_{mk}^{2} \right)^{2}$$

$$+ 4N^{3} \left( \sum_{m=1}^{M} \gamma_{mk}^{2} \right) \left( \sum_{n=1}^{M} \gamma_{nk} \right)^{2}.$$  (37)

Let $Y_{u,k} = \rho_u \sum_{i \neq k}^{K} B_{i,k}^{*} + A_{k} + \rho_u C_{k}$, where $B_{i,k} = \left( \sum_{j=1}^{n_{i}^{0}} \| \| \gamma_{mk}^{2} \right)$, $A_{k} = \sum_{m=1}^{M} \| \| \gamma_{mk}^{2}$, and $C_{k} = \sum_{m=1}^{M} \sum_{j=1}^{n_{i}^{0}} \gamma_{mk} \gamma_{mj}$. So, we have

$$E[Y_{u,k}] = \rho_u \sum_{i \neq k}^{K} E[B_{i,k}^{*}] + E[A_{k}] + \rho_u E[C_{k}].$$  (38)

Using the result of $E[B_{i,k}^{*}]$, we have

$$E\left[ Y_{u,k}^{2} \right] = N \sum_{m=1}^{M} \sum_{j=1}^{n_{i}^{0}} (\beta_{mj} - \gamma_{mj}) \gamma_{mk} \gamma_{mj} + 2N \| \| \gamma_{mk} \| \| \gamma_{mk} \gamma_{mj} ^{2}$$

$$+ 2N^{2} \| \| \gamma_{mk} \| \| \gamma_{mk} \gamma_{mj} \left( \gamma_{mk} \gamma_{mj} \right)^{2}$$

$$+ 2N^{3} \| \| \gamma_{mk} \| \| \gamma_{mk} \gamma_{mj} \left( \gamma_{mk} \gamma_{mj} \right)^{2}.$$  (40)
The correlation of \( X_{n,k} \) and \( Y_{n,k} \) is given as

\[
\mathbb{E}[X_{n,k}Y_{n,k}] = \rho^2_u \sum_{i \neq k}^{K} \mathbb{E}\left[A^2_i B^2_i\right] + \rho_u \mathbb{E}[A^2_k] + \rho_u^2 \mathbb{E}[A^2_k C_k],
\]

where \( \mathbb{E}[A^2_i B^2_i] \) is given by (46) at the bottom of the page, and

\[
\mathbb{E}\left[A^2_k\right] = 2N \sum_{m=1}^{M} \gamma_{mk}^3 + N^3 \left( \sum_{m=1}^{M} \gamma_{mk} \right)^3 + 3N^2 \left( \sum_{m=1}^{M} \gamma_{mk}^2 \right) \left( \sum_{m=1}^{M} \gamma_{mk} \right),
\]

\[
\mathbb{E}[A^2_k C_k] = \mathbb{E}[A^2_k C_1] + 2N \sum_{m=1}^{M} \sum_{i=1}^{K} (\beta_{mi} - \gamma_{mi}) \gamma_{mk}^3 + 2N^2 \left( \sum_{m=1}^{M} \sum_{i=1}^{K} (\beta_{mi} - \gamma_{mi}) \gamma_{mk}^2 \right) \left( \sum_{n=1}^{M} \gamma_{nk} \right).\]

This completes the calculation of required moments.

**APPENDIX C**

**PROOF FOR THEOREM 2**

The ergodic rate of \( k \)th user is given by

\[
R_{u,k} = \mathbb{E}\left[\log_2(1 + \lambda_{u,k})\right].
\]

Since, \( \log_2(1 + \lambda_{u,k}) \) is positive RV, so we have \( \lambda_{u,k} \sim \text{LN}(\mu_{\lambda_{u,k}}, \sigma_{\lambda_{u,k}}^2) \), the \( R_{u,k} \) is nothing but

\[
R_{u,k} = \frac{1}{2} \int_{-\infty}^{\infty} \text{erfc}\left(\frac{2l - 1 - \mu_{\lambda_{u,k}}}{\sigma_{\lambda_{u,k}} \sqrt{2}}\right) dt.
\]

Using the transformation of variable \( 2l - 1 = x \), we have

\[
R_{u,k} = \frac{1}{2} \ln 2 \int_{-\infty}^{\infty} \text{erfc}\left(\frac{x - \mu_{\lambda_{u,k}}}{\sigma_{\lambda_{u,k}} \sqrt{2}}\right) \frac{1}{1 + e^{-x}} dx.
\]

Again, apply \( \frac{x - \mu_{\lambda_{u,k}}}{\sigma_{\lambda_{u,k}} \sqrt{2}} = y \), we have

\[
R_{u,k} = \frac{\sigma_{\lambda_{u,k}}}{\sqrt{2} \ln 2} \int_{-\infty}^{\infty} \text{erfc}(y) \left( \frac{1}{1 + e^{-y}} \right) dy.
\]

The integral \( I_{1,1} \) is easy to calculate in closed form as follows

\[
I_{1,1} = \int_{0}^{\infty} \frac{2}{1 + e^{-\mu_{\lambda_{u,k}} + \sqrt{2} \sigma_{\lambda_{u,k}} y}} dy.
\]

Let \( 1 + e^{-\mu_{\lambda_{u,k}} + \sqrt{2} \sigma_{\lambda_{u,k}} y} = u \) then \( dy = \frac{du}{\sqrt{2} \sigma_{\lambda_{u,k}} (u-1)} \). So we have

\[
I_{1,1} = \frac{\sqrt{2}}{\sigma_{\lambda_{u,k}}} \ln(e^{\mu_{\lambda_{u,k}}} + 1).
\]

Now, it is interesting to note that

\[
I_{2} - I_{1,2} < \frac{e^{-\mu_{\lambda_{u,k}}}}{1 + e^{2\mu_{\lambda_{u,k}}}} \int_{0}^{\infty} \left[ \text{erfc}(y)(e^{\sqrt{2} \sigma_{\lambda_{u,k}} y} - e^{-\sqrt{2} \sigma_{\lambda_{u,k}} y})\right] dy,
\]

\[
= \frac{\sqrt{2} e^{-\mu_{\lambda_{u,k}}}}{(1 + e^{2\mu_{\lambda_{u,k}}}) \sigma_{\lambda_{u,k}}} \left( e^{\sigma_{\lambda_{u,k}}^2} - 1 \right).
\]

It can be easily shown that \( I_{2} - I_{1,2} > 0 \), so we get a simple upper and lower bound on ergodic rate as follows

\[
\mathbb{E}[A^2_k B^2_k] = \mathbb{E}[A^2_k] \mathbb{E}[B^2_k] + 4N \sum_{m=1}^{M} |\nu_{mk}|^2 \gamma_{mk}^2 + 2N \sum_{m=1}^{M} \gamma_{mk}^2 \gamma_{mn}^2 + 2N^2 \sum_{m=1}^{M} \sum_{n=1}^{M} \gamma_{mk} |\nu_{mk}|^2 \gamma_{mn} + 2N^2 \sum_{m=1}^{M} \sum_{n=1}^{M} \gamma_{mk} \gamma_{mn}^2 \gamma_{ni} + 2N^2 \sum_{m=1}^{M} \gamma_{mk} v_{mk} \nu_{mk} \gamma_{nk} + 4N^2 |\nu_{mk}|^4 \sum_{n=1}^{M} \sum_{m=1}^{M} \gamma_{mk} \gamma_{mn} \gamma_{nk}^2 \gamma_{ni}.
\]

(46)
This completes the proof.

**APPENDIX D**

**PROOF FOR LEMMA 1**

The OP of the $k$th user is given by

$$P_{\text{out}}^k(T) = \mathbb{P}(\lambda_{u,k} < T) = \mathbb{P}(X_{u,k} < TY_{u,k}).$$

(59)

Substituting from (8), we have

$$P_{\text{out}}^k(T) = \mathbb{P}\left(\rho_u \|\hat{g}_k\|^4 < T \rho_u \sum_{i=1}^{K} |\mathbf{b}^H \mathbf{g}_i|^2 \right)$$

$$+ T \mathbf{g}_k^H \left(\rho_u \sum_{i=1}^{K} \mathbf{A}_i + \mathbf{I}_{MN}\right) \mathbf{g}_k).$$

(60)

To simplify the above expression, we first calculate the conditional probability $P_{\text{out}}^k$ for a fixed $\mathbf{g}_k$. Therefore, for $\mathbf{g}_k = \mathbf{b} = [\mathbf{b}_1, \ldots, \mathbf{b}_M]^T$, the OP is

$$P_{\text{out}}^k(T)(\mathbf{g}_k = \mathbf{b}) = \mathbb{P}\left(\rho_u \|\mathbf{b}\|^4 < T \rho_u \sum_{i=1}^{K} |\mathbf{b}^H \mathbf{g}_i|^2 \right)$$

$$+ T \mathbf{b}^H \left(\rho_u \sum_{i=1}^{K} \mathbf{A}_i + \mathbf{I}_{MN}\right) \mathbf{b}).$$

(61)

Rearranging the constants to one side of equality, we have

$$P_{\text{out}}^k(T) = \mathbb{P}\left(\sum_{i=1}^{K} |\mathbf{b}^H \mathbf{g}_i|^2 > d_k^T \right),$$

(62)

where $d_k^T$ is given by (63) at the bottom of the page.

To further simplify, the CCDF of $\sum_{i=1}^{K} |\mathbf{b}^H \mathbf{g}_i|^2$ is required.

Hence, note that for the case of no pilot contamination $Z_i = \mathbf{b}^H \mathbf{g}_i$, is a complex Gaussian RV with mean $[45, \text{eq. (15.25)}]$

$$\mathbb{E}[Z_i | \mathbf{g}_k = \mathbf{b}] = \mathbf{b}^H \mathbb{E}[\mathbf{g}_i | \mathbf{g}_k = \mathbf{b}] = 0,$$

(64)

and variance

$$\mathbb{V}(Z_i | \mathbf{g}_k = \mathbf{b}) = \mathbf{b}^H \text{Cov}(\mathbf{g}_i | \mathbf{g}_k = \mathbf{b}) \mathbf{b}$$

$$= \sum_{m=1}^{M} \|\| \mathbf{b}_m \|^2 \gamma_{mi} := \alpha_i.$$

(65)

Eq. (64) and (65) follow from the fact that $\mathbf{g}_k$ and $\mathbf{g}_i$ are independent $\forall i \neq k$. Further, $|Z_i|^2$ is an exponential RV with parameter $\alpha_i$. Hence, $W = \sum_{i=1}^{K} |\mathbf{b}^H \mathbf{g}_i|^2$ is a sum of exponential RVs with CCDF

$$P_{\text{out}}^k(T)(\mathbf{g}_k = \mathbf{b}) = 1 - \mathbb{E}\left(\sum_{i=1}^{K} \mathbf{a}_{i}^{K-2} \left[1 - e^{-\frac{d_k^T}{\alpha_i}}\right] \right) U(d_k^T).$$

(66)

Now that we have obtained the conditional OP, to obtain the final OP, we integrate over the multivariate Gaussian PDF of $\mathbf{g}_k$. Hence, we get (67) at the bottom of the page. After a Cartesian to polar transformation, i.e., $\mathbf{b}_{mn} = r_{mn} e^{i \phi_{mn}}$, and then using the transformation $r_{mn} \Rightarrow \gamma_{mn} = \mathbf{b}_{mn}$, we get the result in (16) and this completes the proof.

**APPENDIX E**

**PROOF FOR THEOREM 3**

Let $\mathbf{X} = [x_{11}, \ldots, x_{MN}]$ is a random vector with i.i.d. exponential RVs of scale parameter 1. Then, (16) can be described as

$$P_{\text{out}}^k(T) = 1 - \mathbb{E}\left[\sum_{i=1}^{K} \mathbf{a}_{i}^{K-2} \left[1 - e^{-\frac{d_k^T}{\alpha_i}}\right] \right] U(d_k^T).$$

(67)

where the PDF of $\mathbf{g}_k$ is $f_{\mathbf{g}_k}(\mathbf{b}) = \prod_{m=1}^{M} \frac{e^{-\|\mathbf{b}_m\|^2}}{\gamma_{mn}^{\mathbf{b}_m}}.$
Using [38, eq. (20)], (68) is approximated as

\[ P_{\text{out}}^k(T) \approx 1 - \sum_{m=1}^{M} \sum_{n=1}^{N} \mathbb{E}[g(\mu_{11}, \ldots, x_{mn}, \ldots, \mu_{MN})] \]

\[ + (MN - 1)g(\mu_{11}, \ldots, \mu_{MN}), \]

(69)

where \( \mu_{mn} = \mathbb{E}[x_{mn}] = 1, \forall \ m = 1, \ldots, M \) and \( n = 1, \ldots, N \). Using the values of \( \mu_{mn} \), The \( g(\mu_{11}, \ldots, x_{mn}, \ldots, \mu_{MN}) \) is given by (70) at the bottom of the page, where \( C_{1,m} = \gamma_{nk}y_{mi}, C_{2,m} = N \sum_{m' 
eq m} C_{i,m'} - (N - 1)\gamma_{nk}y_{ni}, C_{3,m} = C_{i,m}, C_{4,m} = C_{i,m} - C_{4,m}, C_{5,m} = \frac{1}{T}T_{C_{k}^i}, C_{6,m} = (N - 1)\gamma_{nk} + N(\sum_{m' 
eq m} \gamma_{nk}), C_{7,m} = (\rho_u \sum_{i=1}^{K} (\beta_i - \gamma_i)) + 1)\gamma_{nk}, C_{8,m} = N \sum_{m' 
eq m} (\rho_u \sum_{i=1}^{K} (\beta_{ni'} - \gamma_{ni}) + 1)\gamma_{nk} + (N - 1)C_{7,m}, C_{9,m} = \frac{1}{T}T_{C_{k}^i}, C_{10,m} = C_{i,m} - \frac{1}{\rho_u}C_{7,m}, C_{10,m} = C_{i,m} - \frac{1}{\rho_u}C_{7,m}, \text{and } g(\mu_{11}, \ldots, \mu_{MN}) \) is given by (71) at the bottom of the page. Finally, the approximation in (18) is obtained after substituting values from (70), (71) into (69), and this completes the proof.

**APPENDIX F**

**PROOF FOR COROLLARY 5**

Note that, for the case of mMIMO, \( \gamma_{nk} = \gamma_k \forall m \) and \( \beta_{nk} = \beta_k \forall m \). Hence, the (18) simplifies to

\[ P_{\text{out}}^k(T) \approx 1 - MN \sum_{i=1}^{K} \int_{0}^{\infty} \left[ D_1^i \left[ 1 - e^{-(D_2^i + D_3^i)} \right] \right. \]

\[ \left. + (MN - 1) \sum_{i=1}^{K} D_1^i \left[ 1 - e^{-(D_2^i + D_3^i)} \right] U(D_4 + D_5 + D_6), \right] \]

(72)

where,

\[ D_1^i = \frac{\gamma_{k}^{K-2}}{\prod_{j=1, j \neq i}^{K} (\gamma_{j} - \gamma_{i})}, D_2^i = \frac{\gamma_{k}}{T \gamma_i}, \]

(73)

\[ D_3^i = (\frac{\rho_u}{\rho_u}) \frac{(MN - 1)\gamma_k - \frac{1}{\rho_u} \sum_{i=1}^{K} (\beta_i - \gamma_i) + 1)}{\rho_u \gamma_i}, \]

(74)

and

\[ D_4 = \frac{1}{T} \gamma_k^2, \]

\[ D_5 = \frac{2}{T} (MN - 1) \gamma_k^2 - \frac{1}{\rho_u} \gamma_k \left( \rho_u \sum_{i=1}^{K} (\beta_i - \gamma_i) + 1 \right), \]

(75)

\[ D_6 = (MN - 1) \gamma_k \left( \frac{(MN - 1)\gamma_k - \frac{1}{\rho_u} \sum_{i=1}^{K} (\beta_i - \gamma_i) + 1)}{\rho_u} \right). \]

(76)

The presence of the unit-step function in Eq. (72) results in different domains of integration depending on the nature of the roots of a quadratic equation \( D_4x_m^2 + D_5x_m + D_6 = 0 \). One can easily verify that \( D_5^2 - 4D_4D_6 = \frac{\gamma_k^2}{\rho_u^2} (\rho_u \sum_{i=1}^{K} (\beta_i - \gamma_i) + 1)^2 > 0 \).

**A. WHEN BOTH THE ROOTS ARE NON-POSITIVE**

In such a scenario, the region of integration will be the entire \( \mathbb{R}^+ \). This is true for \( D_6 \geq 0 \), i.e., \( T \leq \frac{(MN - 1)\gamma_k}{\rho_u \sum_{i=1}^{K} (\beta_i - \gamma_i) + 1} \). Therefore \( I \) reduces to

\[ I = D_1^i \int_{0}^{\infty} \left[ (1 - e^{-(D_2^i + D_3^i)}) \right] e^{-x} dx \]

\[ = D_1^i \left[ 1 - \frac{e^{-D_2^i}}{D_2^i} \right]. \]

(77)

\[ g(\mu_{11}, \ldots, x_{mn}, \ldots, \mu_{MN}) = \sum_{i=1, i \neq k}^{K} \left( \frac{x_{mn} C_{i,1,m} + C_{i,2,m}^{K-2}}{\prod_{j=1, j \neq i}^{K} x_{mn} C_{4,m}^{i,j} + C_{4,m}^{i,j} + C_{4,m}} \right) \]

\[ \times U\left( x_{mn} C_{5,m} + x_{mn} C_{9,m} + C_{10,m} \right) \forall 1 \leq m \leq M \text{ and } n = 1, \ldots, N \]

(70)

\[ g(\mu_{11}, \ldots, \mu_{MN}) = \left( \sum_{i=1, i \neq k}^{K} \frac{C_{i}^{K-2}}{\prod_{j=1, j \neq i}^{K} (C_i - C_j)} \left[ 1 - e^{-\frac{C_i^{K-2}}{C_k}} \right] U(C_k) \right), \]

(71)

where \( C_i = N \sum_{m=1}^{M} \gamma_{mk} \gamma_{mi} \) and \( C_k = \frac{\gamma_k^2}{T} (\sum_{m=1}^{M} \gamma_{mk})^2 - \frac{N}{\rho_u} \sum_{m=1}^{M} \gamma_{mk} (\rho_u \sum_{i=1}^{K} (\beta_{mi} - \gamma_{mi}) + 1) \).
B. ONE ROOT IS NEGATIVE, AND THE OTHER IS POSITIVE

In this case, the quadratic $D_4 x^2 + D_5 x + D_6 < 0$ for $0 \leq x \leq \kappa$, where

$$\kappa = \frac{-D_5 + \sqrt{D_5^2 - 4D_4D_6}}{2D_4}$$

(78)

is the positive root of the quadratic. This is true when $D_6 < 0$, i.e., $T > \frac{\mu_0 (MN-1) \nu}{(\rho_0 \sum_{i=1}^N (\beta_i - \gamma_i) + 1)}$. Therefore $I$ reduces to

$$I = D_4 \int_{\kappa}^{\infty} \left[ 1 - e^{-(D_4 x + D_5)} \right] e^{-x} dx = D_4 \int_{\kappa}^{\infty} e^{-D_4 x} e^{-x} (D_2^2 + 1)$$

(79)

Substitution of (77) and (79) in (72) gives the result in (24) and (25). This completes the proof.
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