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Abstract

One field of fluid dynamics concerns the search for variational principles. So far, the Hamiltonian view and Riemannian geometry has been applied to find geodesics for hydrodynamic systems. Compared to Riemannian geometry sub-Riemannian geometry can be applied to search for geodesics of constrained systems such as vortex flows, where the vortex motion is restricted by rotations that are expressed by vortex-related conservation laws. The Nambu formulation of incompressible, inviscid fluid dynamics provides a nilpotent Lie algebra for two- and three-dimensional fluids, called Vortex-Heisenberg algebra, which makes it natural to apply sub-Riemannian geometry. In our first approach, we consider discretized models. The resulting vortex geodesics for two-dimensional incompressible, inviscid discrete point vortices is a known special point vortex constellation, the equilibrium. We also outline a concept for the derivation of 3D vortex geodesics.

1 Introduction

In the following, we will apply sub-Riemannian geometry to search for geodesics. But what are geodesics in terms of vortex dynamics? In a first approach, we consider the discrete, idealized point vortex model for two-dimensional incompressible, inviscid vortex motion, where vortices are compactified to points. These point vortices are characterized by their circulation, which describes the strength and the direction of rotation. The circulation is a conserved quantity on two-dimensional material surfaces, see e.g. [Aref 2007] or [Newton 2001]. We consider vortex geodesics as shortest paths of single point vortices. We also outline a concept, how sub-Riemannian geometry can be applied to find shortest paths in three spatial dimensions.

Most algebraic formulations and derivations of variational principles for hydrodynamical systems are based on the Hamiltonian structure, where the Poisson bracket is considered [Arnold 1969a, Arnold 1969b, Salmon 1982, Marsden and Weinstein 1983, Salmon 1988, Shepherd 1990, Arnold and Khesin 1992, or Holm et al. 1998]. The here discussed derivation of point vortex geodesics is based on the Nambu representation of the equations of in-
Compressible, inviscid fluid dynamics. It is derived from the Helmholtz vorticity equation. In contrast to the well-known Poisson-bracket, the Nambu bracket has three arguments, where a vortex conservation law (2D: enstrophy, 3D: helicity) has equal status as the energy. The Nambu bracket generates a nilpotent Lie algebra for incompressible, inviscid fluids (see Névir and Blender [1993], Névir [1998]). In Müller and Névir [2021], this algebra is discussed in detail and a matrix representation of the Lie algebra is introduced. Moreover, the authors use the property of being nilpotent to derive corresponding Vortex-Heisenberg groups for two- and three-dimensional incompressible, inviscid fluids. In the following, we also use the nilpotent structure that allows for the application of sub-Riemannian geometry. This work has been published in the framework of a PhD thesis in Müller [2018].

In general, in order to find geodesics, one first has to find appropriate metrics to measure distances. Mathematically, there are many different metric spaces, each defined by a set with a metric. Let us start start with the well-known Euclidean geometry in three dimensions. The Euclidean distance between two points is given by a straight line segment, which is the shortest path between two points and therefore the geodesic.

This concept can be generalized to find shortest paths on arbitrary smooth manifolds, as we have sketched in fig. [1]. Let us consider a smooth curved surface $M$, for example the sphere $M = S^2$ embedded in a three dimensional space, and denote with $A$ a starting point on this curved surface $M$. We look for the shortest path from $A$ to another point $B$ on $M$. In this case, Euclidean geometry is not an appropriate choice to measure the distance between $A$ and $B$, because it would be the secant line; the shortest path from $A$ to $B$ on the manifold is curved, too, and can not be a segment of a straight line. We would like to move on the surface, as for
example on the sphere, and we assume that we are not allowed to cross the sphere. As a first guess, we would use Riemannian geometry, where the so-called Riemannian metric is defined with respect to the manifold such that the Riemannian metric can be used to measures lengths of paths on any smooth manifold. On a sphere it turns out that the shortest path between two points lies on a great circle, see fig. 1 and the geodesics is given by a formula of the arccosine.

Sometimes, constraints restrict the motion such that the manifold is not smooth anymore. In this case, we have to measure distances using tangent spaces. At each point on a Riemannian manifold the tangent space is endowed with the Euclidean structure. This structure smoothly depends on the point where the tangent space is attached. Let us assume, we have a walk on a Riemannian manifold $M$ and we stop at a point $p$ in $M$. Then, the tangent vectors in this point give us the directions where to move. We can move in all directions on the tangent plane. And we can measure lengths of vectors and angles between vectors that are attached at the same point. These measurements are done using the Euclidean rules.

Let us now assume that we stand on a sub-Riemannian manifold. We are not allowed to move in all directions. There are constraints, for example a physical law, that restrict our motion. A sub-Riemannian space is a smooth manifold with a fixed admissible subspace in any tangent space where the admissible subspaces are equipped with Euclidean structures (Barilari et al., 2016; Agrachev et al., 2016). The distance between two points in a sub-Riemannian space is the infimum of the length of admissible paths connecting the points. As we will discuss more in detail later, sub-Riemannian geodesics are measured by moving along curves that are tangent to so-called horizontal subspaces. For example, we would use sub-Riemannian geometry if we aim for finding the shortest orbits of satellites in space, or if we park a car. In the last example our constraint is given by the fact that we can not drive a car sidewards. Thus, to describe the position of a car we consider its location ($\mathbb{R}^2$) and an angle ($S^1$), i.e. a point on the manifold $\mathbb{R}^2 \times S^1$. Its shortest path can be determined by the infimum of a sub-Riemannian path, we call this shortest path sub-Riemannian geodesics. For further readings see, e.g., Montgomery (2006), Calin and Chang (2009) or Barilari et al. (2016).

From mathematical perspective, nilpotent groups allow for the application of sub-Riemannian geometry. Therefore, the classical Heisenberg group is an example for the derivation of sub-Riemannian geodesics. Physically, the group representation for electric charged particles in static inhomogeneous magnetic fields is given by a Heisenberg group (Monroy-Pérez and Anzaldo-Meneses, 1999; Montgomery, 2006). Classical mass points move on straight lines, therefore, we can find their shortest paths without applying sub-Riemannian geometry. But charged particles behave similar to vortices.

Here, we will consider the Vortex-Heisenberg groups for incompressible two- and three dimensional fluid dynamics $\text{VH}(2)$ and $\text{VH}(3)$, see Müller and Névir (2021). These vortex groups hold the classical Heisenberg group structure. Physically, vortex motion is constrained by conservation laws: the conservation of the linear momentum, the angular momentum and the energy can all be expressed via the vorticity. There are also scale-dependent conservation laws for incompressible, inviscid fluids such as the enstrophy and circulation in two dimensions and the helicity and the flux of vorticity in three dimensions. Therefore, the motion of
vortices is constrained by vortical rotations. We think that the constraints on the vortex motions are mathematically reflected in the nilpotent structure of the Vortex-Heisenberg group. This nilpotent structure provides a natural sub-Riemannian applicability.

But, so far, sub-Riemannian geometry has not been considered for the study of vortex dynamics. Instead, the Riemannian view has been used for the investigation of extremal principles for hydrodynamic systems, see e.g. Arnold and Khesin (1992) or Holm et al. (1998), where mostly the energy is considered to derive extremal principles for fluid dynamical systems. But, to the best of our knowledge, there are no investigations of the derivation of vortex geodesics regarding additional vortex-related quantities. The use of the Nambu representation to form a Lie algebra for vortex dynamics that is directly based on the vorticity equation can be seen as an advantage. Moreover, the conservation of mass is implicitly included in the Nambu formulation, whereas, concerning the Euler equations of motion and the corresponding Hamiltonian view, the incompressibility condition, i.e. the conservation of mass, is expressed by an additional equation. In other words: using the vortex equation, we are already on the appropriate hierarchical level to build a Lie algebra that can be used for the derivation of shortest paths of vortices.

A classical example of sub-Riemannian geometry is Dido’s problem (see, e.g. Montgomery, 2006). It goes back to the time of the beginning of Rome. Queen Dido had to flee, arriving at Africa she was allowed to get as much land as she could enclose with a leather string of fixed
lengths. She got a piece of land at the coast. Approximating the coast line by a straight line, she had to tackle the question: What is the shape of the curve that encloses a maximal area? This problem is called Dido’s problem, illustrated in fig. 3 and the solution – a half circle – can be derived by the use of sub-Riemannian geometry.

To find shortest paths on a land surface with the constrained enclosure of a maximal area seems like a two-dimensional problem. Consider the coordinates $x, y$ and the differential 1-form (see def. 3)

$$\omega = \frac{1}{2}(xdy - ydx),$$  

(1)

which satisfies $d\omega = dy \wedge dx$. Denote with $A$ the area enclosed by a planar curve $c$ (the leather string of fixed lengths) and a straight line segment (the coast line), where the straight line segment and the curve intersect at the origin. The area $A$ is given by:

$$A(c) = \int_c \omega$$  

(2)

the curve $c$ is a function $c = (x(t), y(t))$ with length

$$l(c) = \int_c ds,$$

(3)

where $ds = \sqrt{dx^2 + dy^2} = \|\dot{c}\|dt$.

To solve Dido’s problem we construct a three-dimensional geometry and add a third direction $z$ such that we can find three-dimensional curves of the form $(x(t), y(t), z(t))$. Therefore, we consider the 1-form

$$\dot{z} = \frac{1}{2}(-y(t)\dot{x}(t) + x(t)\dot{y}(t)).$$

(4)

such that the single planar curve $c(t) = (x(t), y(t))$ is linked to a family of three-dimensional
curves that we denote with $\gamma(t) = (x(t), y(t), z(t))$. We define the length of this path $\gamma$ to be equal to the Euclidean length $l$ of the two-dimensional curve $\gamma(t)$. Such three-dimensional paths $\gamma$ are called horizontal path. We will give a precise mathematical definition later in this work. Then, each planar curve $(x(t), y(t))$ has a lift to $(x(t), y(t), z(t))$ in $\mathbb{R}^3$, where $z(t)$ is given by the integral:

$$z(t) = z(t) - z(0) = \frac{1}{2} \int_0^t (x(t)dy(t) - y(t)dx(t)).$$  \hspace{1cm} (5)

Or in other words, $c(t)$ is the projection of $\gamma(t)$ to the plane. We apply Stoke’s theorem, assume the following initial conditions $z(0) = 0$, $x(0) = y(0) = 0$ such that $c$ joins the origin and it also joins $(x_1, y_1)$. Then, for the endpoints of the 3D curve $\gamma$ we obtain $(x_1, y_1, A(c))$. Thus, this example yields the solution of Dido’s problem: Finding a shortest curve between two points, where the curve together with the straight line between the points enclose a certain – in this case a maximal – area (see, e.g. Montgomery, 2006). The algebra is hidden in the part, where we considered the three-dimensional curves as horizontal paths. These paths $\gamma$ are on tangent spaces, and Lie algebras can be regarded as tangent spaces at the group identity. Our motivation of the first example was to illustrate the applicability of sub-Riemannian geometry to a simple problem.

The vortex geodesics for two-and three-dimensional vortex flows will be derived after the generalized algorithm of Monroy-Pérez and Anzaldo-Meneses (2006). The steps for the derivations regarding sub-Riemannian geometry are summarized in fig. 2. In section 2 we will begin with a short summary of the Nambu formulation of two- and three dimensional incompressible, inviscid fluid flows resulting in the Vortex-Heisenberg algebras vh(2) and vh(3). Followed by an introduction to the basic differential geometric definitions in section 3. The basics are needed for the general algorithm to find sub-Riemannian geodesics for a 2-step nilpotent Lie algebra that we will introduce in section 4. Thereby, we will consider a tangent boundle that is spanned by vector fields. These vector fields are associated with Hamiltonian functions that generate the Lie algebra $\mathfrak{h}$ in section 5. We will regard the Vortex-Heisenberg Lie algebra vh(2) and apply the algorithm to the discretized conservation laws, i.e. the point vortex model. For each Lie algebra we will obtain a pair $(\mathbf{h}, \mathbf{H})$ that is composed of a vector $\mathbf{h}$ and a matrix $\mathbf{H}$. For vh(2) we will obtain a vector $\mathbf{h} \in \mathbb{R}^2$ and $\mathbf{H} \in \text{Mat}(2 \times 2)$. In section 6 we outline the results for the discretized conservation laws of vh(3). In this case, we obtain a vector $\mathbf{h} \in \mathbb{R}^3$ and $\mathbf{H} \in \text{Mat}(3 \times 3)$. Determining the corresponding hauptspace leads to the phase space of the geodesics. Finally, in section 7 the results are summarized.

2 The Vortex-Heisenberg algebras vh(2) and vh(3)

In order to apply sub-Riemannian geometry to incompressible vortex dynamics, we recall the definitions of the Vortex-Heisenberg algebra in two-and three spatial dimensions. Both algebras

\footnote{We remark that the Hamiltonian here is not related to the energy. Within this work, we are looking for geodesics and therefore, we apply optimal control theory where the notion Hamiltonian is commonly used for the function which solution provides extremal trajectories, especially under constraints. The Russian mathematician Lev Pontryagin introduced this terminology in 1965.}
result from the Nambu representation of the incompressible vorticity equation (Névir and Blender 1993). A summary of the Nambu-brackets generating the Vortex-Heisenberg algebra is also given in Müller and Névir (2021).

2.1 The Heisenberg-Vortex Lie algebra vh(2)

In a first step, the conserved quantities for two-dimensional incompressible, inviscid fluids are formulated as functionals of the vorticity with respect to the infinitesimal area element \( df \) and the material surface \( F \):

\[
\mathcal{H}[\zeta] = -\frac{1}{2} \int_F df \psi \zeta \quad \text{(kinetic energy)} \tag{6}
\]

\[
\mathcal{P}_x[\zeta] = + \int_F df y \zeta \quad \text{(linear momentum component in } x\text{-direction)} \tag{7}
\]

\[
\mathcal{P}_y[\zeta] = - \int_F df x \zeta \quad \text{(linear momentum component in } y\text{-direction)} \tag{8}
\]

\[
\mathcal{L}_z[\zeta] = -\frac{1}{2} \int_F df r^2 \zeta \quad \text{(components of the angular momentum)} \tag{9}
\]

\[
\mathcal{Z}[\zeta] = \int_F df \zeta \quad \text{(circulation)} \tag{10}
\]

\[
\mathcal{E}[\zeta] = \frac{1}{2} \int_F df \zeta^2 \quad \text{(enstrophy)} \tag{11}
\]

Then, the Nambu bracket for two-dimensional incompressible fluids is calculated with respect to the enstrophy \( \mathcal{E} \). The enstrophy is a positive definite constitutive vortex conservation quantity and can be regarded as an integral measure of the vortical degree of a 2D flow. Considering two arbitrary functions \( F \) and \( G \) the Nambu bracket is defined as:

\[
\{ F, \mathcal{E}, G \} = -\int_V df \frac{\delta F}{\delta \zeta} J \left( \frac{\delta \mathcal{E}}{\delta \zeta}, \frac{\delta G}{\delta \zeta} \right),
\]

where \( J(., .) \) defines the classical Jacobi-determinant (Névir and Blender 1993).

While the temporal evolution can be expressed via the enstrophy and the kinetic energy in the Nambu bracket, calculating the Nambu bracket with respect to the enstrophy identifies spatial changes of the structure. Following Névir (1998), the brackets of the above conserved quantities results in:

\[
\begin{align*}
\{ \mathcal{P}_x, \mathcal{E}, \mathcal{P}_y \} &= \mathcal{Z}, \\
\{ \mathcal{L}_z, \mathcal{E}, \mathcal{P}_x \} &= + \mathcal{P}_y, \\
\{ \mathcal{P}_x, \mathcal{E}, \mathcal{H} \} &= 0 \\
\{ \mathcal{P}_x, \mathcal{E}, \mathcal{Z} \} &= 0, \\
\{ \mathcal{L}_z, \mathcal{E}, \mathcal{P}_y \} &= - \mathcal{P}_x, \\
\{ \mathcal{P}_y, \mathcal{E}, \mathcal{H} \} &= 0 \\
\{ \mathcal{P}_y, \mathcal{E}, \mathcal{Z} \} &= 0, \\
\{ \mathcal{L}_z, \mathcal{E}, \mathcal{Z} \} &= 0, \\
\{ \mathcal{L}_z, \mathcal{E}, \mathcal{H} \} &= 0.
\end{align*}
\] (13)

The block on the right hand side will be considered for the application of sub-Riemannian
geometry. In general, a \((n, n(n + 1)/2)\)-sub-Riemannian geometry can be applied to a \((n(n + 1)/2)\)-dimensional Lie algebra with a rank \(n\) distribution. A distribution \(\Delta\) of rank \(n\) is a subspace of the tangent space of a manifold, where there exist \(n\) linearly independent vector fields that form a basis for the distribution \(\Delta\). For \(\text{vh}(2)\), we have seen that the corresponding Nambu brackets of the components of the momentum and the circulation result in the circulation.

Thus, the rank of the Lie algebra is three (the two momentum components and the circulation) with rank of distribution \(2\), which is the number of elements (number of components of the momentum). We will consider the discretized conservation laws and show, how the from the Vortex-Heisenberg algebra resulting two-dimensional sub-Riemannian vortex geodesics can be related to a special point vortex constellation – a relative equilibrium.

### 2.2 The Heisenberg-Vortex Lie algebra \(\text{vh}(3)\)

Analogously to the the previous subsection, we first recall the volume integrals that constrain the fluid dynamical system. We denote \(A\) as the vector potential \(v = -\nabla \times A\), which is a solution of \(\nabla \cdot v = 0\). The latter equation is a central condition for the Nambu representation that contains the conservation of mass in the algebraic framework. The kinetic energy, the linear momentum \(P = (P_x, P_y, P_z)\) and the angular momentum \(L = (L_x, L_y, L_z)\) are classical conservation laws of dynamical systems. These conserved quantities are formulated as functionals of the vorticity vector \(\xi\) with respect to the infinitesimal volume element \(d\tau\) and volume \(V\):

\[
H[\xi] = -\frac{1}{2} \int_V d\tau \ A \cdot \xi \quad \text{(kinetic energy)} \tag{14}
\]
\[
\mathcal{P}[\xi] = \frac{1}{2} \int_V d\tau \ (r \times \xi) \quad \text{(linear momentum)} \tag{15}
\]
\[
\mathcal{L}[\xi] = -\frac{1}{2} \int_V d\tau \ r^2 \xi \quad \text{(angular momentum)} \tag{16}
\]
\[
\mathcal{Z}[\xi] = \int_V d\tau \ \xi \quad \text{(total flux of vorticity)} \tag{17}
\]
\[
h[\xi] = \frac{1}{2} \int_V d\tau \ v \cdot \xi \quad \text{(helicity)} \tag{18}
\]

(See also [Majda and Bertozzi 2002](#) p. 25). In three spatial dimensions, the trilinear Nambu bracket can be defined as:

\[
\frac{\partial F}{\partial t} = \{F, h, H\} := \int_V d\tau \left( \nabla \times \frac{\delta F}{\delta \xi} \right) \cdot \left( \nabla \times \frac{\delta h}{\delta \xi} \right) \cdot \left( \nabla \times \frac{\delta H}{\delta \xi} \right), \tag{19}
\]

respectively,

\[
\{F, h, G\} = -\int_V d\tau \left[ \left( \nabla \times \frac{\delta F}{\delta \xi} \right) \times \left( \nabla \times \frac{\delta h}{\delta \xi} \right) \cdot \left( \nabla \times \frac{\delta G}{\delta \xi} \right) \right] \tag{20}
\]
The Nambu bracket is antisymmetric in all arguments. This property follows from the triple and cross products. The Nambu bracket is also multilinear. And keeping the helicity $h$ in the middle argument fixed, the Nambu bracket can be reduced to a Poisson bracket that satisfies the Jacobi identity, see Névir and Blender (1993) and Névir (1998).

Determining the Nambu brackets of the conserved quantities for incompressible flows leads to the following bracket relations:

\[
\{P_\alpha, h, P_\beta\} = \varepsilon_{\alpha\beta\gamma} Z_\gamma,
\{L_\alpha, h, L_\beta\} = \varepsilon_{\alpha\beta\gamma} L_\gamma
\]

\[
\{P_\alpha, h, Z_\beta\} = 0,
\{L_\alpha, h, P_\beta\} = \varepsilon_{\alpha\beta\gamma} P_\gamma
\]

\[
\{Z_\alpha, h, Z_\beta\} = 0
\]

\[
{P_\alpha, h, \mathcal{H}} = 0,
\{L_\alpha, h, Z_\beta\} = 0
\]

\[
\{Z_\alpha, h, \mathcal{H}\} = 0
\]

\[
\{L_\alpha, h, \mathcal{H}\} = 0
\]

(21)

with the Levi-Civita symbol $\varepsilon_{\alpha\beta\gamma}$ and $\alpha, \beta, \gamma \in \{1, 2, 3\}$ (see Névir 1998).

Within this work, we will concentrate on the upper block on the left hand side. We note that the bracket of the components of the momentum do not commute, which is contrary to mass point dynamics. The dimension of the Vortex-Heisenberg Lie algebra is 6 (6 elements: the components of the linear momentum and three components of the total flux of vorticity) with rank 3 distribution. The Heisenberg-Vortex Lie algebra. Analogously to the application of vh(2) we will consider the discretized conservation laws. Therefore, vh(3) yields an example of a (3,6)-sub-Riemannian geometry. But this application should be seen as an outlook, which will be more examined in future studies. In two dimensions, we can compare the (2,3)-sub-Riemannian geodesics with a discrete point vortex model. Such an idealized discrete model does not exist for three dimensions.

### 3 Basics of differential geometry

We shortly summarize the basics of differential geometry. For more detailed proofs and explanations see e.g. Kühnel (1999), Berger and Gostiaux (2012) or Do Carmo et al. (2017).

**Definition 1. Tangent space**

The tangent space, denoted by $TM$, is the space that contains all velocity vectors of all possible curves lying on the manifold $M$. With $T_xM$ we denote the tangent space of $M$ in a point $x \in M$.

**Definition 2. Linear form and dual space**

Let $V$ be a vector space over a field $K$. Then, a linear functional or linear form (which is also called one-form or covector) is a map from $V$ to $K$ that is linear and satisfies the following
conditions:

\[ \varphi(v + w) = \varphi(v) + \varphi(w) \quad \text{for all } v, w \in V \]
\[ \varphi(aw) = a\varphi(v) \quad \text{for all } v \in V, a \in K. \]  

(22)

All linear functionals from \( V \) to \( K \) form a vector space \( \text{Hom}(V, K) \) over the field \( K \). This space

\[ V^* := \text{Hom}(V, K) = \{ \phi : V \rightarrow K \mid \phi \text{ linear} \} \]  

(23)

is called the dual space of \( V \).

We notice that dealing with Lie algebras means dealing with linear spaces. Therefore, to find vortex geodesics based on the Vortex-Heisenberg algebra, we need to introduce the following definitions.

**Definition 3. Pfaffsche Form**

A Pfaffsche Form \( \omega \) on \( M \) (also called 1-Form or differential form) assigns a linear form \( \omega_p : T_x M \rightarrow \mathbb{R} \) to each point \( x \in M \).

Such linear forms are called cotangent vectors which are elements of the so-called dual space (or cotangent space) \( T^*_x M \) with respect to the tangent space \( T_p M \). Therefore, a Pfaffsche Form \( \omega \) is a map

\[ \omega : M \rightarrow \bigcup_{x \in M} T^*_x M, \quad x \mapsto \omega_x \in T^*_x M. \]  

(24)

**Example 1.** A 1-form \( \phi \) on \( \mathbb{R}^3 \) is a function on the set of all tangent vectors to \( \mathbb{R}^3 \) such that \( \phi_p \) is is linear using the notation \( \phi_p := \phi(p) \). This means, for \( \alpha, \beta \in \mathbb{R} \) and tangent vectors \( v, w \in \mathbb{R}^3 \) it is:

\[ \phi_p(\alpha v + bw) = \alpha \phi_p(v) + \beta \phi_p(w) \]  

(25)

We follow for example O’Neill (2006) and emphasize that for every tangent vector \( v, \phi_p \) maps to a real number. Moreover, for each point \( x \in \mathbb{R}^3 \), the resulting function \( \phi_x : T_x \mathbb{R}^3 \rightarrow \mathbb{R} \) is linear. That means that at each point \( x \), \( \phi_x \) is an element of the dual space of \( T_x \mathbb{R}^3 \).

**Definition 4. Parallel vector field**

A vector field \( V(t) \) along a regular parametrized curve \( \gamma \) of constant length is called parallel if the derivative \( V'(t) \) is normal to the tangent plane \( T_x M \) at each point \( x = \gamma(t) \) of the curve.

If for all \( t \) the parallel field \( V'(t) \) is normal to the tangent plane, the length of the vectors \( V(t) \) is constant, which follows immediately from:

\[ \frac{d}{dt}|V|^2 = \frac{d}{dt}(V \cdot V) = 2V' \cdot V = 0. \]  

(26)

**Definition 5. Geodesics**

A unit speed curve \( \gamma \) on a surface \( M \) is a geodesic if and only if its tangent vectors \( \gamma'(t) \) form a parallel field.

**Example 2.** Let us consider the great circle on a 2-sphere. If we move along the geodesic, i.e. along the great circle parametrized as regular curve, we recognize that the angle of the tangent
vector is constant. Therefore, the tangent vectors of the great circle form a parallel field. Thus, the great circle is a geodesic curve on the 2-sphere.

The concept of the covariant derivative can be used to determine directional derivatives of vector fields, i.e. the infinitesimal transport of a vector field in a given direction.

**Definition 6. Covariant derivative and parallel transport**

Let $V$ be a smooth vector field along a curve $c : I \to M$ on a manifold. Then the covariant derivative of $V$ along $c$ at the point $p = c(t)$ is given by

$$
\frac{DcV}{dt}(p) = \frac{DcV}{dt}(c(t)) = \lim_{s \to t} \frac{P_c(t),c(s) V_{c(s)} - V_{c(t)}}{s - t} \in T_p M
$$

with parallel transport $P_{c(t),c(s)}$ of the tangent vector $V_{c(s)}$ to the tangent vector at the point $c(t)$.

We can picture the covariant derivative $\frac{DcV}{dt}(c(t))$ as the projection of $\frac{dV}{dt}$ into the tangent plane to the surface. Physically, the covariant derivative $\frac{DcV}{dt}(c(t))$ of a particle trajectory $c(t)$ along the surface with velocity field represents the acceleration component of the particle along the surface.

Let now $TM$ denote the tangent bundle, $T_x M$ the tangent space at the point $x$ and $TTM$ ($T_x TM$) the tangent space of the tangent space (at the point $x$). Consider the maps $\theta$ and $d\theta$:

$$
\theta : TM \to T \quad \text{and} \quad d\theta : TTM \to TM
$$

Using the notation $d\theta(x) := d_x \theta$ the kernel and the image of $d\theta$ of $d_x \theta$ are given by:

$$
\begin{align*}
\ker(d_x \theta) &= \{ N \in T_x TM \mid d\theta(N) = 1_{T_{\theta(x)} M} \in T_{\theta(x)} M \} \\
\im(d_x \theta) &= \{ d_x \theta(N) \mid N \in T_x M \}
\end{align*}
$$

We remark that $\ker(d_x \theta) \subseteq TTM$ and $\im(d_x \theta) \subseteq TM$ such that there exists an isomorphisms $\varphi : TTM \to TM$ such that $TTM \cong TM$, $T_x TM \cong T_{\theta(x)} M$ respectively, as illustrated in the following diagram:

$$
\begin{array}{ccc}
TTM & \xrightarrow{d_x \theta} & TM \\
\downarrow \varphi & & \downarrow \varphi^{-1} \\
TM & \xrightarrow{\varphi^{-1}} & TTM
\end{array}
$$

Now, we can identify:

$$
\varphi(\ker(d_x \theta)) \cong \ker(d_x \theta) \quad \text{and} \quad \varphi^{-1}(\im(d_x \theta)) \cong \im(d_x \theta)
$$

and set

$$
V_x := \ker(d_x \theta) \quad \text{and} \quad H_x = V_x^\perp.
$$
Then, we can write:

\[ T_x TM = H_x \oplus V_x \]  \hspace{1cm} (32)

Further, denote \( c_t^0 \in T_{\gamma(t)}M \) the vector that we obtain by shifting the tangent vector \( x \) parallel along \( \gamma|_{[0,t]} \), where \( \gamma \) is a geodesic. Then we get an isomorphism

\[ h_{\gamma,x}^{-1} : TM \rightarrow T_x TM, \quad v \mapsto \left. \frac{\partial}{\partial t} \right|_{t=0} (c_t^0). \]  \hspace{1cm} (33)

And the image of the isomorphism \( h_{\gamma,x}^{-1} \) can be identified with \( H_x \), i.e.

\[ \text{Im}(h_{\gamma,x}^{-1}) \cong H_x \]  \hspace{1cm} (34)

leading to the following definition of \( H_x \):

\[ H_x := \{ \dot{c}(0) \mid c : I \rightarrow TM \text{ parallel along a geodesic } \gamma, \]
\[ \gamma : I \rightarrow M \text{ with } \gamma(0) = \theta(x) \text{ und } X(0) = x \}. \]  \hspace{1cm} (35)

which corroborates the above representation of \( T_x TM \) as direct sum of \( H_x \) and \( V_x \).

## 4 Sub-Riemannian geometry of a step-2 nilpotent Lie algebra

We will use this algebraic analysis to derive vortex geodesics. In general, sub-Riemannian geometry can be used to study constrained physical systems. Regarding hydrodynamical systems, the conservation of the vortex quantities restrict the motion on the tangent space. Furthermore, vh(2) and vh(3) are nilpotent algebras. Both lead to a natural sub-Riemannian structure for vortex dynamics. In this section we will summarize, how sub-Riemannian geodesics can be determined for general step-2 nilpotent algebras. In sections 5 and 7 we will apply this proceeding to the two- and three-dimensional Vortex-Heiseberg algebras vh(2) and vh(3).

Denote \( g \) a arbitrary step-2 nilpotent Lie-Algebra with respect to the step-2 nilpotent Lie group \( G \) and denote \( \{X_i, X_{jk} \mid i = 1, \ldots, n, \ 1 \leq j < k \leq n \} \) the basis of the \( n(n + 1)/2 \)-dimensional Lie Algebra \( g \) with multiplication table:

\[ [X_i, X_j] = X_{ij}, \ [X_i, X_{jk}] = 0, \ [X_{ij}, X_{kl}] = 0. \]  \hspace{1cm} (36)

In order to derive the \( (n, n(n + 1)/2) \)-sub-Riemannian geodesics with respect to the Lie algebra, we consider \( g \) as a family of left-invariant vector fields on the Lie group \( G \). Then \( \Delta = \text{span}(X_1, \ldots, X_n) \) is a left invariant bracket generating distribution on the Lie group \( G \) and of rank \( n \). Further, we assume that the vectors \( X_i(g), \ i = 1, \ldots, n \) are orthogonal such that we can define an inner product on the plane \( \Delta(g) = \text{span}(X_1(g), \ldots, X_n(g)) \) that varies smoothly with respect to \( g \).

**Definition 7.** sub-Riemannian distance, sub-Riemannian length

Let \( g : [0, T] \rightarrow G \) be a horizontal curve, then \( \dot{g} \in \Delta(g) \) almost everywhere. Let \( x, x_T \in G \).
Then the sub-Riemannian distance is defined as

\[ d(x, x_T) = \inf \{ l(g) \mid g : [0, T] \to G \text{ is horizontal}, g(0) = x, g(T) = x_T \} \quad (37) \]

with the sub-Riemann length \( l \) of the curve \( g \):

\[ l(g) = \int_0^T \| \dot{g}(t) \| \, dt. \quad (38) \]

with respect to the inner product defined by \( X_i \) as explained before the definition.

We are looking for the sub-Riemannian geodesics on the group \( G \), i.e. for the minimization of the functional in the class of horizontal curves. We recall that a Lie group is a group with a manifold structure and a Lie algebra corresponds to the tangent space at the identity group element.

The following paragraph is summarized after [Percacci 2017]. Let us call the Lie group \( G \) and let the multiplication \( * : G \times G \to G \) and the inverse \( I : G \to G \) are smooth maps. We consider the diffeomorphisms \( L_g : G \to G \) defined by \( L_g(g') = gg' \) satisfying the composition property of the Lie group. Then, a vector field \( v \in \mathfrak{X}(G) \) is called left-invariant if \( TL_g(v) = v \) for all \( g \in G \). We note that (i) the Lie bracket of two left-invariant vector fields is a left-invariant vector field, and (ii) right-invariant vector fields can be defined analogously. As we have discussed before with respect to the Lie bracket, the left-invariant vector fields form a Lie algebra \( \mathfrak{L}(G) \) of the Lie group \( G \). Denote the identity element of the group with \( e \) and with \( \bar{v} \in T_eG \) the vector tangent to the group \( G \) at the identity such that can define a unique left-invariant vector field \( v \) that coincides with \( \bar{v} \) in the identity:

\[ v = TL_g(\bar{v}) \quad (39) \]

Therefore, there is a one-to-one correspondence between elements of \( T_eG \) and left-invariant vector fields such that the dimension of the Lie algebra \( \mathfrak{L}(G) \) is equal to \( \dim(G) \). We recall that a Lie bracket of two vector fields \( X \) and \( Y \) is left-translation invariant if \( TL_g(v) = v \) for all \( g \in G \).

We denote with \( g \mapsto L_g \) the left-action on the group \( G \) that defines tangent and cotangent bundle trivializations. Then we can write:

\[ G \times \mathfrak{g} \simeq TG, \quad G \times \mathfrak{g}^* \simeq T^*G, \quad (40) \]

with respect to the mappings

\[ (g, X) \mapsto d_eL_g X, \quad (g, x) \mapsto d_eL_{g^{-1}}(g)^* x. \quad (41) \]

We remind that the space of left-invariant vector fields can be identified with the tangent space of the group identity such that we can relate this notation to the Lie bracket. Using the isomorphism \( \varphi : TTM \to TM \) explained in section 3, i.e. \( TTM \cong TM \), we obtain the double
bundle
\[ TT^*G \simeq (G \times g^*) \times (g \times g^*). \]  

Now, we can represent any tangent vector as pair \(((g, p), (X, Y^*))\) and the symplectic form \(\omega_{(g,x)}\) is given by:
\[ \omega_{(g,x)}((X_1, Y_1^*), (X_2, Y_2^*)) = Y_1^*(X_2) - Y_2^*(X_1) - x[X_1, X_2]. \]  

See Monroy-Pérez and Anzaldo-Meneses (2006) for further details.

Let now \( H : T^*G \to \mathbb{R} \) be a Hamiltonian function. As we have noticed earlier in this context the Hamiltonian does not represent the energy. It is a vector field which solution provides the geodesics. The flow of the Hamiltonian vector field \( H \) is given by:
\[ \frac{dg}{dt} = (dL_g)(dH), \]
\[ \frac{dx}{dt} = -(\text{ad}^*dH)(x), \]  

Let now \( H_i \) be the Hamiltonian function with respect to the vector field \( X_i \) and denote \( H_{ij} \) the Hamilton function corresponding to \( X_{ij} \), that means \( H_{ij} = \mathcal{H}_{X_{ij}} \). The Lie Poisson bracket is given by
\[ [H_i, H_j] = H_{ij}, \]  

where \( H_{ij} \) are central elements of the Lie algebra \( T^*g \) generated by the bracket relation (45). These Hamiltonians depend only on the second variable \( x \), because of the left invariance of the vector fields.

Further, denote \( \{X^*_i, X^*_j\} \) the dual basis of the basis \( \{X_i, X_j\} \). Applying (44) the dual variable \( x \) can be identified with the vector
\[ x \simeq \sum_{i=1}^n x(X_i)X^*_i + \sum_{i<j} x(X_{ij})X^*_{ij} = \sum_{i=1}^n H_iX^*_i + \sum_{i<j} H_{ij}X^*_{ij}. \]  

Moreover, because of the commutator (45), \( x \) can be identified with the pair
\[ x \simeq (h, H) \in \mathbb{R}^n \times \mathfrak{so}(n) \]  

with
\[ h = \begin{pmatrix} H_1 \\ H_2 \\ \vdots \\ H_n \end{pmatrix} \quad \text{and} \quad H = \begin{pmatrix} H_{11} & H_{12} & \cdots & H_{1n} \\ H_{21} & H_{22} & \cdots & H_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ H_{n1} & \cdots & \cdots & H_{nn} \end{pmatrix}. \]  

Using the above identification and (44) the geodesics are completely described by the second equation of the following system (Monroy-Pérez and Anzaldo-Meneses 2006):
\[ \frac{dg}{dt} = H_1X_1(g) + \cdots + H_nX_n(g) \]
\[
\frac{dx}{dt} = (\dot{h}, \dot{H}) = (Hh, 0).
\]  

(49)

Because \(x\) can be identified with the pair \((h, H)\), we can take the exponential ansatz to solve (49). Taking the initial condition \(h_0 = h(0)\) the integral curves are given by

\[
t \mapsto (h(t), H(t)) = \exp(tHh_0, H(0)).
\]

(50)

The calculation of the exponential function leads to the geodesic equation. To solve the exponential function we apply Lagrange’s and Sylvester’s formula that represents an analytic function \(f(A)\) of a diagonalizable \(n \times n\)-matrix \(A\) in terms of the eigenvalues \(\lambda_i\) and eigenvectors of \(A\):

\[
f(A) = \sum_{i=1}^{n} f(\lambda_i) A_i
\]

(51)

The solution depends on the dimension. We need to distinguish between even and odd dimensions:

1. **Even** \(n\): \(H \in \text{Mat}(n \times n)\), non-singular, skew-symmetric with \(n/2\) different eigenvalues.

2. **Odd** \(n\): \(H\) has one zero-valued eigenvalue and the other eigenvalues are all different. The nonzero eigenvalues appear in \(\pm\)-pairs and are imaginary.

For the eigenvalue zero, the projector is real and symmetric. We denote it \(\pi_0\). For all other eigenvalues \(\mu\), the spectral projectors \(\pi_\mu\) are hermitian matrices. Denote \(\sigma\) the set of eigenvalues. Now, we apply Lagrange-Sylvester-formula and obtain

\[
\exp(tH) = \sum_{\mu \in \sigma} e^{t\mu} \pi_\mu,
\]

(52)

which is the spectral formula for \(\exp(tH)\) in terms of the spectral projectors. We notice that spectral projectors are orthogonal projections.

### 4.0.1 Determining the \((n, n(n+1)/2)\)-sub-Riemannian geodesics

Now, we are prepared to calculate the sub-Riemannian geodesics for the general case of an \(n\)-dimensional Lie algebra following the work of [Monroy-Pérez and Anzaldo-Meneses, 2006]. The notations \((n, n(n+1)/2)\)-sub-Riemannian geometry is composed of a \((n(n+1)/2)\)-dimensional Lie algebra with a rank \(n\) distribution. A distribution \(\Delta\) of rank \(n\) is a subspace of the tangent space of a manifold, where there exist \(n\) linearly independent vector fields that form a basis for the distribution \(\Delta\). Thus, this general case could be adapted to the \(n\)-dimensional Vortex-Heisenberg group VH(n). The rank of the Lie algebra \(vh(2)\) is three (two components of the linear momentum and the circulation) with rank of distribution \(n = 2\) leading to a \((2,3)\)-sub-Riemannian structure for two-dimensional incompressible, inviscid flows. The Lie algebra \(vh(3)\) of three dimensional vortex flows has six dimensions (6 elements: three components of the linear momentum and three components of the total flux of vorticity) with a rank
Thus, (3,6)-sub-Riemannian geometry can be applied. For both dimensions, we consider the discretized conservation laws. In order to apply their algorithm to two- and three-dimensional atmospheric vortex motions, we will first summarize the algorithm of Monroy-Pérez and Anzaldo-Meneses (2006) to find geodesics for \( n \)-dimensional algebras.

In the end of the last section, we suggested to apply the Lagrange-Sylvester formula (52) to obtain a solution of the following differential equation for geodesics \( \dot{x}_g \) (see (49):

\[
\frac{dx_g}{dt} = (\tilde{n}, \tilde{H}).
\]

To apply the Lagrange-Sylvester formula, we first calculate the eigenspaces of the corresponding systems. We will use the following notations for the eigenvectors, eigenvalues and projectors:

\[
\{v_1, v_{-1}, \ldots, v_{[n/2]}, v_{-[n/2]}\} \subset \mathbb{C} \quad \text{(Eigenvectors)}
\]

\[
\{i\lambda_1, -i\lambda_1, \ldots, i\lambda_{[n/2]}, -i\lambda_{-[n/2]}\} \quad \text{(Eigenvalues)}
\]

\[
\{\pi_1, \pi_{-1}, \ldots, \pi_{[n/2]}, \pi_{-[n/2]}\} \quad \text{(Projectors)}
\]

with \( v_{-k} = v_k \) and \( \lambda_i \in \mathbb{R} \). Monroy-Pérez and Anzaldo-Meneses (2006) show that all \( v_i \) are orthogonal, i.e. \( v_i \cdot v_j = \delta_{ij} \).

We note that for odd \( n \) we obtain an additional (real) eigenvector \( v_0 \), an additional eigenwert \( \lambda_0 = 0 \) and its projector \( \pi_0 \) \( (v_0 \in \text{Ker}(H)) \). The orthogonality implies: \( \text{Re}(v_i) \cdot \text{Re}(v_j) = \delta_{ij} \text{Im}(v) \cdot \text{Im}(v_j) \) and \( \text{Re}(v_j) \cdot \text{Im}(v_j) = 0 \). Therefore,

\[
\{\text{Re}(v_1), \text{Im}(v_1), \ldots, \text{Re}(v_{[n/2]}), \text{Im}(v_{-[n/2]})\}
\]

is an orthogonal basis of \( \mathbb{R}^n \) for even \( n \). And

\[
\{\text{Re}(v_1), \text{Im}(v_1), \ldots, \text{Re}(v_{[n/2]}), \text{Im}(v_{[n/2]}), v_0\}
\]

yields an orthogonal basis of \( \mathbb{R}^n \) for odd \( n \). Because \( h_0 \) is a real constant vector it is:

\[
\text{span}(\text{Re}((h_0 \cdot v_k)v_k), \text{Im}((h_0 \cdot v_k)v_k)) = \text{span}(\text{Re}(v_k), \text{Im}(v_k)).
\]

for \( k = 1, 2, \ldots, [n/2] \). We obtain a basis \( \{\alpha_k, \beta_k\} \) with

\[
\alpha_k = 2 \text{Im}((h_0 \cdot v_k)v_k), \quad \beta_k = 2 \text{Re}((h_0 \cdot v_k)v_k), \quad \gamma_0 = (h_0 \cdot v_0)v_0.
\]

for \( k = 1, 2, \ldots, [n/2] \).

We search for the solution for the pair \((x_g, z_g)\) \( \in \mathbb{R}^n \times \mathfrak{so}(n) \), i.e. the geodesic arc. Let this geodesic arc be defined in a certain interval with the following initial condition

\[
(x_g(0), z_g(0)) = (0, 0).
\]

Assuming that \((x_g, z_g)\) is a projection of a normal extremal and all eigenvalues of \( H \) are non-
zero, we can apply (52) leading to the following geodesic equations:

$$
\begin{align*}
\sum_{\mu \in (\sigma)} \frac{1}{\mu} (e^{\mu t} - 1) \pi_{\mu} v_0
\end{align*}
$$

for \( n \) even

$$
\begin{align*}
\sum_{\mu \in (\sigma \cup \{0\})} \frac{1}{\mu} (e^{\mu t} - 1) \pi_{\mu} v_0 + t \pi_0 v_0
\end{align*}
$$

for \( n \) odd

(60)

Now, we can formulate the geodesic arc \((x_g, z_g)\) with respect to the above basis \([58]\) given by \(\{\alpha_k, \beta_k\}\) for \( n \) even, and by \(\{\alpha_k, \beta_k, \gamma_0\}\) for \( n \) odd. We obtain the trajectories:

$$
\begin{align*}
x_g = & \sum_{i=1}^{[n/2]} \frac{1}{\lambda_i} (\cos(\lambda_i t) - 1) \alpha_i + \frac{1}{\lambda_i} \sin(\lambda_i t) \beta_i \\
z_g = & \sum_{i=1}^{[n/2]} A_{ij} \alpha_i \wedge \alpha_j + B_{ij} \alpha_i \wedge \beta_j + C_{ij} \beta \wedge \beta_j \\
& \text{(for } n \text{ even)}
\end{align*}
$$

with

$$
\begin{align*}
A_{ij} &= \frac{1 - \cos(\lambda_i - \lambda_j) t}{2\lambda_i \lambda_j (\lambda_i - \lambda_j)} + \frac{\cos(\lambda_i + \lambda_j) t - 1}{2\lambda_i \lambda_j (\lambda_i + \lambda_j)} - \frac{\cos(\lambda_j t)}{\lambda_i \lambda_j}, \quad i \neq j, \\
B_{ij} &= \frac{(\lambda_j - \lambda_i) \sin(\lambda_i + \lambda_j) t + (\lambda_i + \lambda_j) \sin(\lambda_i - \lambda_j) t}{2\lambda_i \lambda_j (\lambda_i + \lambda_j)} - \frac{\sin(\lambda_j t)}{\lambda_i \lambda_j}, \quad i \neq j, \\
C_{ij} &= \frac{1 - \cos(\lambda_i - \lambda_j) t}{2\lambda_i (\lambda_i - \lambda_j)} - \frac{\cos(\lambda_i + \lambda_j) t - 1}{2\lambda_i (\lambda_i + \lambda_j)}.
\end{align*}
$$

(62)

For \( n \) odd the same equations \([61]\) hold but with the additional \( t \gamma_0 \) and with the additional two terms:

$$
\begin{align*}
\sum_{i=1}^{[n/2]} \left( \frac{-t}{\lambda_i} (\cos(\lambda_i t) + 1) + \frac{1}{\lambda_i^2} 2 \sin(\lambda_i t) \alpha_i \wedge \gamma_0 \right)
\end{align*}
$$

$$
\begin{align*}
+ \sum_{i=1}^{[n/2]} \left( \frac{1}{\lambda_i} (2 - \cos(\lambda_i t)) - \lambda_i t \sin(\lambda_i t) \right) \beta_i \wedge \gamma_0
\end{align*}
$$

(64)

We cite \[\text{Monroy-Pérez and Anzaldo-Meneses (2006)}\] and summarize that in even dimensions the projections of the components of \( x_g \) to the planes \( \{\text{Re}(v_k), \text{Im}(v_k)\} \), for \( k = 1, 2, \ldots, [n/2] \), are circles passing through the origin with radii \( 1/\lambda_k \), and centered at \( \text{span}(\alpha_k) \). Furthermore, in odd dimensions, since \( x_g \) varies linearly in the direction of the vector \( \gamma_0 \), the projections of the component \( x_g \) to the three-dimensional subspaces \( \text{span}(\alpha_k, \beta_k, \gamma_0) \) (identical to \( \text{span}(\text{Re}(v_k), \text{Im}(v_k)) \)) are helices. In this case we can write explicitly the parameter

\[ t = (\mathbf{h}_0 \cdot (\pi_0 \mathbf{x}_g))/\|\pi_0 \mathbf{h}_0\|^2 \]
5 (2,3)-sub-Riemannian geometry

In the last section we have summarized the algorithm the general \((n, n(n+1)/2))\)-sub-Riemannian geodesics for a \(n(n + 1)/2\)-dimensional Lie group with a rank \(n\) distribution. This algorithm could be applied to the \(n\)-dimensional Vortex-Heisenberg group, which might be explored in future studies. Here, we regard the special case of (2,3)-sub-Riemannian geometry, which was introduced by [Brockett (1982)], to find geodesics for the two-dimensional vortex flows. A classical example is given by charged mass points, (see, e.g., [Monroy-Pérez and Anzaldo-Meneses, 1999]). Its algebraic structure is isomorphic to the two-dimensional Vortex-Heisenberg algebra.

Here, we will first outline the derivation of the general (2,3)-sub-Riemannian geodesic after [Monroy-Pérez and Anzaldo-Meneses, 2006] in order to apply this algorithm to find geodesics for the idealized point vortex model. Physically, the point vortex motion is restricted by the conservation laws, and all of them can be expressed with respect to the circulation. Mathematically, the conservation laws imply a nilpotent Lie algebra such that sub-Riemannian geometry is a suitable choice to find vortex geodesics.

Consider the following nonzero bracket of the three-dimensional, second-step nilpotent Lie Algebra:

\[
[X_1, X_2] = X_{12}. \tag{65}
\]

We use the same notations as in the last section for arbitrary \(n \in \mathbb{N}\) and denote with \(H_i\) the Hamiltonian functions corresponding to the vector field \(X_i, i = 1, 2\), respectively \(H_{ij}\) to \(X_{ij}, i, j = 1, 2\). Then, we obtain the pair \((h, H) \in \mathbb{R}^2 \times so(2)\) (see (47)). Now, we consider the following initial values

\[
h_0 = (H_1, H_2)^T. \tag{66}
\]

and solve the equation

\[
\frac{dx_i}{dt} = (\dot{h}, \dot{H}) \tag{67}
\]

to derive the vortex geodesics \(x_g\).

In order to solve (67), we apply Lagrange-Sylvester formula (51) leading to two eigenvalues

\[
\{-i\lambda_1, i\lambda_1\} \tag{68}
\]

with \(H^2 + \lambda_1^2E = 0\), where \(E\) denotes the \(2 \times 2\) identity matrix. The spectral projector is given by

\[
\pi_1 = \frac{1}{2i\lambda_1} (H + i\lambda_1 E). \tag{69}
\]

And, using (58), the basis of the projection plane reads as

\[
\beta_1 = (H_1, H_2)^T, \alpha_1 = (-H_2, H_1)^T. \tag{70}
\]
Finally, the geodesic equation is given by:

\[ x_g = \frac{1}{\lambda_1} (\cos(\lambda_1 t) - 1) \alpha_1 + \frac{1}{\lambda_1} \sin(\lambda_1 t) \beta_1 \]  

(71)

and

\[ z_g = \left( \frac{t}{\lambda_1} - \frac{\sin(\lambda_1 t)}{\lambda_1^2} \right) \alpha_1 \wedge \beta_1, \]

(72)

where \( \wedge \) denotes the wedge-product.

6 Deriving geodesics for point vortex systems

We consider the discretized, idealized point vortex model, which hold the analogous bracket relations as vh(2). The first formulations of the equations of point vortices in the plane can be ascribed to Helmholtz (1858). Twenty years later, Kirchhoff (1876) introduced the general Hamiltonian structure of \( N \) point vortices, shortly followed by Gröbli (1877), who analysed in detail the motion of three point vortices, see also e.g. Synge (1949), Novikov (1975), Aref (1979), Obukhov et al. (1984) Makhaldiani (1998), Newton (2001), Aref (2007), Blackmore et al. (2007), or Chapman (1978) who derived the point vortex equations via a variational principle.

Denote \( \mathbf{x}_i = (x_i, y_i)^T, \quad i = 1, \ldots, N \) the local coordinates of the \( i \)-th point vortex of a \( N \)-point vortex system in the plane. Each vortex is characterized by its circulation \( \Gamma_i, \quad i = 1, 2, \ldots, N \), which characterizes the strength and the direction of rotation. Further, denote \( r_{ij} = ((x_i - x_j)^2 + (y_i - y_j)^2)^{1/2} \) the relative distance of the \( i \)-th and \( j \)-th point vortex \( (i, j = 1, \ldots, N) \). Then, the equations of motion derived by Helmholtz (1858) are given by:

\[
\begin{align*}
\frac{dx_j}{dt} &= -\frac{1}{2\pi} \sum_{i,j=1}^{N} \frac{\Gamma_i (y_j - y_i)}{r_{ij}^2}, \\
\frac{dy_j}{dt} &= +\frac{1}{2\pi} \sum_{i,j=1}^{N} \frac{\Gamma_i (x_j - x_i)}{r_{ij}^2}.
\end{align*}
\]  

(73)

We remark that Kirchhoff (1876) established the Hamiltonian representation of these equations of motion as non-linear coupled system of \( 2N \) ordinary differential equations. The Nambu representation of point vortex dynamics is discussed in Müller and Névir (2014). The zonal and meridional momenta and the total circulation for a \( N \)-point vortex system are conserved quantities given by:

\[
P_x = \sum_{i=1}^{N} \Gamma_i y_i, \quad P_y = -\sum_{i=1}^{N} \Gamma_i x_i \quad \text{and} \quad \Gamma = \sum_{i=1}^{N} \Gamma_i.
\]

(74)

The composition of \( P_x, P_y \) and \( \Gamma \) leads to a further important conserved quantity called the center of circulation \( \mathbf{C} \):

\[
\mathbf{C} = \frac{\sum_{i=1}^{N} \Gamma_i x_i}{\sum_{i=1}^{N} \Gamma_i}.
\]

(75)
Regarding a three point vortex system there are three kinds of motions: (i) periodic motion around the center of circulation, (ii) collapse/expanding of the three vortices, still rotating around the center of circulation, and (iii) equilibrium, where the vortices form an equilateral triangle.

Névir (1998) shows that the bracket relations of discrete, two-dimensional point vortex systems are equivalent to the Nambu bracket relations of continuous, two dimensional, incompressible, inviscid flows with respect to the enstrophy:

\[ [P_x, P_y] = \Gamma, \quad \text{and} \quad [P_x, \Gamma] = [P_y, \Gamma] = 0. \quad (76) \]

We consider the single trajectories of the \( i \)-th point vortex of an \( N \)-point vortex system and show examples of two and three point vortex systems. First, we scale the momentum of the \( i \)-th point vortex \( P^{(i)} \) by the area \( F \):

\[
P^{(i)}_x = \frac{\Gamma}{F} y, \quad P^{(i)}_y = -\frac{\Gamma}{F} x \quad (77)
\]

such that the unit of \( P_x \) and \( P_y \) is \( \text{m/s} \), a velocity. We recall that \( \Gamma \) denotes the circulation.

W.o.l.g. we assume that \( \left( \frac{\Gamma}{F} \right)^2 = 1 \). The \( (2 \times 2) \)-matrix \( H \) and the vector \( h \in \mathbb{R}^2 \) form the pair \( (h, H) \) which is given by:

\[
H = \begin{pmatrix}
\{P^{(i)}_x, P^{(i)}_y\} & \{P^{(i)}_x, P^{(i)}_y\} \\
\{P^{(i)}_y, P^{(i)}_x\} & \{P^{(i)}_y, P^{(i)}_x\}
\end{pmatrix} = \begin{pmatrix} 0 & \Gamma \\ -\frac{\Gamma}{F} & 0 \end{pmatrix}, \quad h = \begin{pmatrix} H_1 \\ H_2 \end{pmatrix} = \begin{pmatrix} P^{(i)}_x \\ P^{(i)}_y \end{pmatrix} \quad (78)
\]

with respect to the Nambu-bracket \( \{\cdot, \cdot\} \).

We recall that the geodesics are the solution of the following differential equation that was derived in [49]

\[
\frac{dx_g}{dt} = (h, H) = (Hh, 0). \quad (79)
\]

Here, the components of \( h \) are the linear momenta of the single vortices that form together a \( N \)-point vortex system. In contrast to classical mechanical systems, where the momentum is given by the velocity, here, the linear momenta depend on the local coordinates – one hierarchical level lower than the mass point momenta. The components of \( h \) are given by the linear momenta, and thus, \( h \) depends on the local coordinates \( h = h(x, y) \). Therefore, for the general case, where we do not consider the origin, we can assume \( \dot{h} \neq 0 \). On the other hand, \( H \) is formed by the circulations that are constant, therefore, it is \( \dot{H} = 0 \).

In order to solve (79), we apply Lagrange-Sylvester-formula, i.e. the spectral formula in terms of spectral projectors. To derive the eigenvalues, eigenvectors and projectors, we first calculate the characteristic polynomial of the rotational matrix \( H \):

\[
\det(H - \kappa E) = \det \left( \begin{pmatrix} -\kappa & \Gamma \\ -\frac{\Gamma}{F} & -\kappa \end{pmatrix} \right) = \kappa^2 + \left( \frac{\Gamma}{F} \right)^2 = \left( \kappa + i \frac{\Gamma}{F} \right) \left( \kappa - i \frac{\Gamma}{F} \right) = 0. \quad (80)
\]
Thus, the solutions $\kappa_1$ and $\kappa_2$ of last equation are the eigenvalues:

$$\kappa_1 = i \frac{\Gamma}{F}, \quad \kappa_2 = -i \frac{\Gamma}{F} \quad \Rightarrow \quad \lambda = \frac{\Gamma}{F}$$  \hspace{1cm} (81)

We will use the following notation:

$$\{\kappa_1, \kappa_2\} = \{i\lambda, -i\lambda\} = \left\{i \frac{\Gamma}{F}, -i \frac{\Gamma}{F}\right\} = \{i \Gamma F, -i \Gamma F\}$$  \hspace{1cm} (82)

The algebraic multiplicity $m_k$ of both eigenvalues is one. Further, consider the hauptspace

$$\text{Haupt}(\kappa_k, \mathbf{H}) = \text{Kern}(\mathbf{H} - \kappa_k \mathbf{E})^{m_k}$$  \hspace{1cm} (83)

of the eigenvalue $\kappa_k$. Denote $\mathbf{B}$ the block matrix of eigenvectors. Thus, $\mathbf{B}$ is invertible and given by

$$\mathbf{B} := \begin{pmatrix} \mathbf{v}_1 & \cdots & \mathbf{v}_k \end{pmatrix}_{n \times n}.$$  \hspace{1cm} (84)

In our example it is $n = 2$ and the algebraic multiplicity of both eigenvalues is one, i.e., $m_1 = m_2 = 1$, we summarize:

$$\kappa_1 = +i \frac{\Gamma}{F}, \kappa_2 = -i \frac{\Gamma}{F}, \quad \Rightarrow \quad \lambda = \frac{\Gamma}{F}, \quad v_1 = \begin{pmatrix} i \\ 1 \end{pmatrix}, \quad v_2 = \begin{pmatrix} -i \\ 1 \end{pmatrix}.$$  \hspace{1cm} (85)

where $v_1$ and $v_2$ are the eigenvectors. The geometric multiplicity here must be equal to the algebraic multiplicity, because the algebraic multiplicity is one and the geometric multiplicity is smaller than (or equal to) the algebraic multiplicity and larger than (or equal to) one. Therefore, the hauptspace is equals to the eigenspace and thus the basis of the hauptspace can be represented by the above introduced matrix $\mathbf{B}$ given by

$$\mathbf{B} = (v_1|v_2) = \begin{pmatrix} i & -i \\ 1 & 1 \end{pmatrix} \quad \text{and} \quad \mathbf{B}^{-1} = \frac{1}{2i} \begin{pmatrix} 1 & i \\ -1 & i \end{pmatrix} =: \begin{pmatrix} C_1 \\ C_2 \end{pmatrix}.$$  \hspace{1cm} (86)

Now, we can determine the spectral projectors:

$$\pi_1 = v_1 C_1 = \frac{1}{2i} \begin{pmatrix} i \\ 1 \end{pmatrix} \begin{pmatrix} 1 & i \end{pmatrix} = \frac{1}{2i} \begin{pmatrix} i & -1 \\ 1 & i \end{pmatrix}$$

$$\pi_2 = v_2 C_2 = \frac{1}{2i} \begin{pmatrix} -i \\ 1 \end{pmatrix} \begin{pmatrix} -1 & i \end{pmatrix} = \frac{1}{2i} \begin{pmatrix} i & 1 \\ -1 & i \end{pmatrix}$$  \hspace{1cm} (87)

and show that:

$$\mathbf{H}^2 + \kappa^2 \mathbf{E} = \mathbf{H}^2 + \left(\frac{\Gamma}{F}\right)^2 \mathbf{E} = \begin{pmatrix} 0 & \frac{\Gamma}{F} \\ -\frac{\Gamma}{F} & 0 \end{pmatrix}^2 + \begin{pmatrix} \frac{\Gamma}{F} & 0 \\ 0 & \frac{\Gamma}{F} \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (88)
Then, with (58) the basis vectors are given by

\[ \alpha^{(i)} = \left( -H_2 \quad H_1 \right), \quad \beta^{(i)} = \left( -P_y^{(i)} \quad P_x^{(i)} \right). \] (89)

Inserting \( \alpha, \beta \) and \( \lambda \) into the following geodesic equation (see (61)):

\[ x_g^{(i)} = \frac{1}{\lambda} (\cos(\lambda t) - 1) \alpha^{(i)} + \frac{1}{\lambda} \sin(\lambda t) \beta^{(i)} \] (90)

leads to the sub-Riemannian geodesics for the \( i \)-th point vortex of an \( N \)-point vortex system:

\[ x_g^{(i)} = \frac{F}{\Gamma} \left( \cos \left( \frac{\Gamma}{F} t \right) - 1 \right) \left( -P_y^{(i)} \quad P_x^{(i)} \right) + \frac{F}{\Gamma} \sin \left( \frac{\Gamma}{F} t \right) \left( P_y^{(i)} \quad P_x^{(i)} \right) \] (91)

with respect to the phase space with total circulation \( \Gamma \), linear momenta \( P_x^{(i)} \) and \( P_y^{(i)} \) and a vortex-surface-parameter \( F \). Here we considered \( N \)-point vortex systems. We hypothesize that sub-Riemannian geodesics in \( N \)-point vortex systems can be regarded as relative equilibria solutions of the point vortex equations of motions. We focus on \( N = 2 \) and \( N = 3 \) vortex systems, because point vortex systems formed by one, two or three point vortices are integrable. Vortex constellations of more than three point vortices will be investigated in future studies.

### 6.1 Comparing the sub-Riemannian-geodesics to point vortex trajectories for \( N = 2 \) and \( N = 3 \)

In order to compare the (2,3)-sub-Riemannian geodesics (91) to point vortex dynamics we reformulate last expression (91) for the geodesic \( x_g^{(i)} \):

\[ x_g^{(i)} = \frac{F}{\Gamma} \left( \cos \left( \frac{\Gamma}{F} t \right) - 1 \right) \left( -P_y^{(i)} \quad P_x^{(i)} \right) + \frac{F}{\Gamma} \sin \left( \frac{\Gamma}{F} t \right) \left( P_y^{(i)} \quad P_x^{(i)} \right) \]

\[ = \frac{F}{\Gamma} \left( \cos \left( \frac{\Gamma}{F} t \right) - 1 \right) \left( \frac{\Gamma}{F} x - \frac{\Gamma}{F} y \right) + \frac{F}{\Gamma} \sin \left( \frac{\Gamma}{F} t \right) \left( \frac{\Gamma}{F} y + \frac{\Gamma}{F} x \right) \]

\[ = \frac{F}{\Gamma} \left( \cos \left( \frac{\Gamma}{F} t \right) x + \sin \left( \frac{\Gamma}{F} t \right) y \right) \]

\[ = \frac{\Gamma F}{\Gamma F} \left( x + \sin \left( \frac{\Gamma}{F} t \right) y \right) \]

\[ = \left( \cos \left( \frac{\Gamma}{F} t \right) \sin \left( \frac{\Gamma}{F} t \right) \right) x - \left( \sin \left( \frac{\Gamma}{F} t \right) \cos \left( \frac{\Gamma}{F} t \right) \right) y \].
Now, we set

$$R\left(\frac{\Gamma}{F}t\right) := \begin{pmatrix} \cos(\frac{\Gamma}{F}t) & \sin(\frac{\Gamma}{F}t) \\ -\sin(\frac{\Gamma}{F}t) & \cos(\frac{\Gamma}{F}t) \end{pmatrix}. \quad (93)$$

Thus, we can express the geodesic equation:

$$x_{\gamma}^{(i)} = R\left(\frac{\Gamma}{F}t\right) x - x \quad (94)$$

Therefore, vortex geodesics in the phase space spanned by $\alpha$ and $\beta$ are rotations around the initial coordinates that are reflected. The geodesics pass the origin as shown by the solid lines in fig. 4.

Let us now compare this result with a point vortex system. One point vortex systems always remains in calm, because they are located in its center of circulation. Thus, we first consider the simplest non-trivial dynamical system of two point vortices. Unless their total circulation is equal to zero, two vortices rotate uniformly around the center of circulation $\frac{75}{75}$. See e.g. fig. 4 where the center of circulation is in the origin and the red and blue point vortex trajectories are shown by the dashed lines. The dots show the initial coordinates of the two point vortices and the arrows indicate the direction of the rotation. Here, the total circulation (the sum of the circulations of the single vortices) is three. For systems with total circulation equal zero the center of circulation would approach infinity and the whole point vortex system would translate. To illustrate the point vortex trajectories the point vortex equations $\frac{73}{73}$ were
calculated using MATLAB’s ode45 solver that is based on an explicit Runge-Kutta formula. The colored solid lines in fig. 5 indicate the corresponding sub-Riemannian geodesics with respect to the basis $\alpha$ and $\beta$. Their projection would lead to a representation in the space of local coordinates. Regarding (93) and (94), the center of the sub-Riemannian geodesics are always given by the coordinate that results from the point reflection of the initial coordinate of the point vortices. This is due to the initial conditions given by the starting point $(0, 0)$, because the Vortex-Heisenberg group identity is in $(0, 0)$ and the Vortex-Heisenberg Lie algebra is the tangent space at the group identity. The centers of the sub-Riemannian geodesics are indicated by the crosses in fig. 4 and fig. 5. The rotational centers of the sub-Riemannian geodesics lie on the point vortex trajectory. Thus, the point vortex trajectory and the sub-Riemannian geodesics have the same radius!

As second example we consider a three point vortex system. It is called relative equilibrium if the three vortices forms an equilateral triangle. One example of a three point vortex equilibrium is shown in fig. 6 where the initial locations of the vortices are marked by the colored dots. In this example, the total circulation is unequal to zero, $\Gamma_1 + \Gamma_2 + \Gamma_1 = 3 \neq 0$. Three point vortex equilibria rotate uniformly around the center of circulation (75). If the total circulation is zero, the center of circulation would approach infinity and the whole point vortex system would translate. In fig. 6 the center of circulation lies at the origin and the point vortex motion in the $x$-$y$-plane is indicated by the black circle. Here, the equations of motion (73) were solved to illustrate the point vortex equilibrium motion using MATLAB’s ode45 solver that is based on an explicit Runge-Kutta $(4,5)$ formula. The colored solid lines
Figure 6: The colored trajectories show the sub-Riemannian geodesics of three vortices based on the Vortex-Heisenberg Lie algebra. The black line illustrates the motion of the three-point vortex system forming an relative equilibrium. The black point vortex trajectory was determined by solving the point vortex equations directly. Even though the trajectories are determined with different approaches, we see that the sub-Riemann geodesics and the point vortex trajectories are congruent.

in fig. 6 show the sub-Riemannian geodesics (91) with respect to the basis $\alpha$ and $\beta$, where each sub-Riemannian vortex trajectory is regarded separately with the common total circulation $\Gamma$. All trajectories pass the Vortex-Heisenberg group identity element $(0,0)$ which were chosen as initial condition for the general sub-Riemannian geodesics (see (59)), because the Lie algebra is the tangent space at the identity element. Therefore, compared to the point vortex trajectory, each sub-Riemannian trajectory is shifted to pass the origin. The black line shows the point vortex motion of the equilibrium. As we found for the two-vortex systems, the sub-Riemannian geodesics are rotations, where the center is given by the point reflection of the initial coordinates, see fig. 6 where the centers are marked by the colored crosses. They lie on the point vortex trajectory. We can conclude that also for the three-vortex equilibrium the single point vortex trajectories and the sub-Riemannian geodesics have the same radius!

We have shown examples of two- and three-point vortex systems, where the sub-Riemannian geodesics and the point vortex trajectories are congruent. In both examples, the center of circulation of the point vortex systems lies at the origin. If one choses different center of circulation, the trajectories become scaled, and a scaling factor need to be respected. If the total sum of circulation is equal to zero, the point vortex system equilibrium would translate. This also coincides with sub-Riemannian geodesics, because in this case, we obtain an abnormal extremal which, independent of the applied physical realization, leads to a straight line as geodesics (see, e.g. [Monroy-Pérez and Anzaldo-Meneses, 2006]). A vortex is characterized by its vortical rotation. All physical conserved quantities contain the circulation. Therefore, it is natural that – in contrast to mass point dynamics – point vortices usually do not move on straight lines.
Why are point vortex geodesics congruent with point vortex equilibria trajectories? Let us regard one point vortex of a two- or three-point vortex system, assuming that the vortex system does not form an equilibrium. We also assume that the vortex does not expand or collapse. In this case, the vortex interacts with other point vortices and rotates several times around the center of circulation until it arrives its starting point again. Sometimes, a strong interaction between the vortices leads to additional rotations around another point vortex. Now, we measure and compare the lengths of the paths of the vortex that rotates several times around the center of circulation and interacts with other vortices of the point vortex system. We find that a point vortex that is part of an equilibrium takes the shortest path back to its starting point. Therefore, it is reasonable that the sub-Riemannian vortex geodesics derived by the algebraic approach coincides with the point vortex equilibria.

7 How can 3D vortex geodesics be derived?

In this section we will outline the concept to apply (3,6)-sub-Riemannian geometry to the Vortex-Heisenberg algebra vh(3). The question arises what are geodesics in three-dimensional flows physically? The idealized two-dimensional point vortex systems can be seen as the intersection of a plane with (straight) vortex lines. Therefore, regarding three-dimensional vortex flows, we suggest to relate vortex geodesics to the motion of vortex lines. A vortex line is a material line that is composed of many Lagrangian particles with infinitesimal rotation.

The Vortex Heisenberg Lie algebra vh(3) is endowed with a rank \( n = 3 \) distribution. Therefore, we can apply (3,6)-sub-Riemannian geometry to vh(3) aiming for the derivation of 3D vortex geodesics. The fist investigations of (3,6)-sub-Riemannian geometry can be ascribed to Myaschenko (2002). Here, we will proceed analogously to the previously discussed (2,3)-vortex geodesics in section 5 after Monroy-Pérez and Anzaldo-Meneses (2006).

We have discussed that sub-Riemannian geometry is used to find geodesics for systems, where the motion is restricted. Regarding vortex dynamics, the motion is restricted by physical conservation laws such as the conservation of the flux of vorticity. Moreover, the conservation of the linear momenta, energy and helicity play a crucial role restrict the motion of the vortices. We note that we do not take the conservation of energy into account, but the vortex-related conserved quantities to determine the geodesics.

The geodesics are given by the following differential equation (see (49))

\[
\frac{d\mathbf{x}}{dt} = (\mathbf{h}, \mathbf{H}) = (\mathbf{Hh}, 0).
\] (95)

Thus, we first have to determine the pair \((\mathbf{h}, \mathbf{H})\) (see (47)). The tensor \( \mathbf{H} \) is given by the Nambu bracket of the linear momenta \( \mathbf{P} = (P_x, P_y, P_z) \):

\[
\mathbf{H} = \begin{pmatrix}
\{P_x, hV, P_z\} & \{P_x, hV, P_y\} & \{P_x, hV, P_x\} \\
\{P_y, hV, P_x\} & \{P_y, hV, P_y\} & \{P_y, hV, P_z\} \\
\{P_z, hV, P_x\} & \{P_z, hV, P_y\} & \{P_z, hV, P_z\}
\end{pmatrix},
\] (96)
where the Nambu bracket of the linear momenta with respect to the helicity results in the total flux of vorticity.

The Vortex-Heisenberg algebra is derived for continuous vortex dynamics, but we aim for discrete 3D vortex geodesics. Therefore, we discretize the global fields of the momentum \( P = (P_x, P_y, P_z) \) that is given by the integral over the velocity \( v \) and the total flux of vorticity \( Z = (Z_x, Z_y, Z_z) \) that is defined by the integral over the vorticity vector \( \xi \). Approximating the integrals by \( n \) summands

\[
Z = \int_V d\tau \, \xi \approx \sum_{i=m}^n \Delta V_m \, \xi_m
\]

and

\[
P = \frac{1}{2} \int_V d\tau \, (r \times \xi) \approx \sum_{i=m}^n \Delta V_m \, (r \times \xi)_m
\]

we divide the flow field into \( n \) pieces, each with unit volume \( \Delta V_i \): Then, the discretized pair \((h, H)\) is given by the anti-symmetric rotational tensor and the vector of the relative momenta

\[
H = \begin{pmatrix}
0 & Z_z & -Z_y \\
-Z_z & 0 & Z_x \\
Z_y & -Z_x & 0
\end{pmatrix}, \quad h = \begin{pmatrix}
P_x \\
P_y \\
P_z
\end{pmatrix}.
\]

In two-dimensions, we considered the momenta of each point vortex separately, and the common total circulation of the whole point vortex system. Here, we regard each vortex line separately and use the index \((i)\) to mark the \( i \)-th vortex line. To solve (95) for this system we apply Lagrange-Sylvester formula that is the spectral formula for \( \exp(iH) \) \[52\]. Thus, we first need to calculate the eigenspaces and projectors. Therefore, we apply the eigenwert equation and obtain for the \( i \)-th vortex line:

\[
\det(H^{(i)} - \kappa E) = \det
\begin{pmatrix}
-\kappa & Z_z^{(i)} & -Z_y^{(i)} \\
-Z_z^{(i)} & -\kappa & Z_x^{(i)} \\
Z_y^{(i)} & -Z_x^{(i)} & -\kappa
\end{pmatrix}
= -\kappa^3 + Z_z^{(i)}Z_x^{(i)}Z_y^{(i)} - Z_z^{(i)}(-Z_x^{(i)})(-Z_y^{(i)}) - Z_x^{(i)}(-\kappa)(-Z_y^{(i)}) - Z_y^{(i)}(-\kappa)(-Z_x^{(i)})
\]

(100)

Thus,

\[
\det(H^{(i)} - \kappa E) = 0 \iff \kappa = 0 \quad \text{or} \quad \kappa = i|Z^{(i)}|.
\]

(101)

We summarize the set of eigenvalues

\[
\{\kappa_1, \kappa_2, \kappa_3\} = \{i\lambda, -i\lambda, 0\} = \{i|Z^{(i)}|, -i|Z^{(i)}|, 0\}, \quad \Rightarrow \lambda = |Z^{(i)}|,
\]

(102)

where \(H^{(i)}\) and \(\lambda\) satisfy the condition \(H^{(i)}(H^{(i)} + \lambda^2 E) = 0\) as proposed in Monroy-Pérez.
and Anzaldo-Meneses (2006). We now determine the projectors \( \mathbf{\pi}^{(i)}_0 \) and \( \mathbf{\pi}^{(i)}_1 \):

\[
\mathbf{\pi}^{(i)}_0 = \frac{1}{\lambda^2} (\mathbf{H}^{(i)} \mathbf{H}^{(i)} + \lambda^2 \mathbf{E}) = \frac{1}{|\mathbf{Z}^{(i)}|^2}.
\]

\[
\begin{pmatrix}
-Z_z^{(i)^2} - Z_y^{(i)^2} - |\mathbf{Z}^{(i)}|^2 \\
Z_x^{(i)} Z_y^{(i)} & -Z_z^{(i)^2} - |\mathbf{Z}^{(i)}|^2 \\
Z_z^{(i)} Z_x^{(i)} & Z_y^{(i)} Z_z^{(i)} & -Z_y^{(i)^2} - |\mathbf{Z}^{(i)}|^2
\end{pmatrix}
\]

(103)

and

\[
\mathbf{\pi}^{(i)}_1 = \frac{1}{2\lambda^3} \mathbf{H}^{(i)} (\mathbf{H}^{(i)} + i \lambda \mathbf{E}) = \frac{1}{2|\mathbf{Z}^{(i)}|^2}.
\]

\[
\begin{pmatrix}
-Z_z^{(i)^2} - Z_y^{(i)^2} - i|\mathbf{Z}^{(i)}| \\
Z_x^{(i)} Z_y^{(i)} & -Z_z^{(i)^2} - i|\mathbf{Z}^{(i)}| \\
Z_z^{(i)} Z_x^{(i)} & Z_y^{(i)} Z_z^{(i)} & -Z_y^{(i)^2} - i|\mathbf{Z}^{(i)}|
\end{pmatrix}
\]

(104)

The eigenvector for the zero eigenvalue reads as

\[
\mathbf{v}^{(i)}_0 = \frac{1}{|\lambda|} \cdot \begin{pmatrix} H_{23}^{(i)} \\ -H_{13}^{(i)} \\ H_{12}^{(i)} \end{pmatrix} = \frac{1}{|\mathbf{Z}^{(i)}|^2} \cdot \begin{pmatrix} Z_x^{(i)} \\ Z_y^{(i)} \\ Z_z^{(i)} \end{pmatrix}.
\]

(105)

Thus, the basis vector \( \gamma_0^{(i)} \) for the \( i \)-th vortex line is given by:

\[
\gamma_0^{(i)} = \frac{1}{\lambda^2} (H_1^{(i)} H_{23}^{(i)} - H_2^{(i)} H_{13}^{(i)} + H_3^{(i)} H_{12}^{(i)}) \mathbf{v}^{(i)}_0
\]

\[
= \frac{1}{|\mathbf{Z}^{(i)}|^2} (P_x^{(i)} Z_x^{(i)} + P_y^{(i)} Z_y^{(i)} + P_z^{(i)} Z_z^{(i)}) \begin{pmatrix} Z_x^{(i)} \\ Z_y^{(i)} \\ Z_z^{(i)} \end{pmatrix}
\]

(106)

\[
= \frac{1}{|\mathbf{Z}^{(i)}|^2} (\mathbf{P}^{(i)} \cdot \mathbf{Z}^{(i)}) \mathbf{Z}^{(i)}
\]

and the basis vectors \( \beta^{(i)} \) and \( \alpha^{(i)} \) read as:

\[
\beta^{(i)} = \frac{1}{2} (\mathbf{P}^{(i)} - \gamma_0) = \frac{1}{2} \left( \mathbf{P}^{(i)} - \frac{1}{|\mathbf{Z}^{(i)}|^2} (\mathbf{P}^{(i)} \cdot \mathbf{Z}^{(i)}) \mathbf{Z}^{(i)} \right)
\]

(107)
Figure 7: Three examples of 3D vortex geodesics derived by (3,6)-Sub-Riemannian geodesics are shown. Because of the initial condition, all three vortex lines intersect in the origin.

and

\[
\alpha^{(i)} = -\frac{1}{\lambda} H^{(i)} \beta^{(i)} \\
= \frac{1}{-|\mathbf{Z}^{(i)}|} \begin{pmatrix}
0 & Z_x^{(i)} & -Z_y^{(i)} \\
-Z_x^{(i)} & 0 & Z_z^{(i)} \\
Z_y^{(i)} & -Z_z^{(i)} & 0
\end{pmatrix} \cdot \frac{1}{2} \left( \mathbf{p}^{(i)} - \frac{1}{i |\mathbf{Z}^{(i)}|^2} (\mathbf{p}^{(i)} \cdot \mathbf{Z}^{(i)}) \mathbf{Z}^{(i)} \right) \\
= \frac{1}{2 |\mathbf{Z}^{(i)}|} \mathbf{p}^{(i)} \times \mathbf{Z}^{(i)} + \frac{1}{2 |\mathbf{Z}^{(i)}|^3} (\mathbf{p}^{(i)} \cdot \mathbf{Z}^{(i)}) (\mathbf{Z}^{(i)} \times \mathbf{Z}^{(i)}) \\
= \frac{1}{2 |\mathbf{Z}^{(i)}|} \mathbf{p}^{(i)} \times \mathbf{Z}^{(i)}
\] 

(108)

Now, we have derived a basis \(\{\alpha^{(i)}, \beta^{(i)}, \gamma_0^{(i)}\}\) for each discrete vortex line. And we can formulate the geodesics equation \([61]\) with respect to the basis leading to an equation for geodesics for three-dimensional incompressible, inviscid flows.

Then, the 3D geodesics are given by:

\[
x^{(i)}_g = \frac{1}{2 |\mathbf{Z}^{(i)}|^2} \left\{ \cos(|\mathbf{Z}^{(i)}|t - 1) \right\} (\mathbf{p} \times \mathbf{Z}^{(i)}) \\
+ \frac{1}{2 |\mathbf{Z}^{(i)}|^3} \sin(|\mathbf{Z}^{(i)}|t) \left( \mathbf{p}^{(i)} - \frac{1}{|\mathbf{Z}^{(i)}|^2} (\mathbf{p}^{(i)} \cdot \mathbf{Z}^{(i)}) \mathbf{Z}^{(i)} \right) \\
+ t \frac{1}{|\mathbf{Z}^{(i)}|^2} (\mathbf{p}^{(i)} \cdot \mathbf{Z}^{(i)}) \mathbf{Z}^{(i)}
\] 

(109)

One example is shown in fig. 7. Here we chose the following local coordinates and vorticity
vectors $\mathbf{x}_1 = (1, 0, 1)$, $\xi_1 = (2, 1, 5)$, $\mathbf{x}_2 = (1, -1, 0)$, $\xi_2 = (1, 3, 1)$ and $\mathbf{x}_3 = (0, 4, 0)$, $\xi_3 = (2, 1, 5)$. We see that all lines are helices that start from the origin, which is due to the initial condition. The helical structure is discussed by Monroy-Pérez and Anzaldo-Meneses (2006) for general nilpotent algebras.

In the last section we explored two-dimensional flows, where vortex geodesics can be interpreted as motion of Lagrangian particles. Here, we derived geodesics for three-dimensional vortex flows, where we could think of frozen vortex lines as three-dimensional discrete vortices indicated by the colored lines in fig. 7. Analogously to the 2D-vortex geodesics, we might interpret these helical curves as discrete, 3D equilibrium solutions of vortex flows. From meteorological perspective, examples of vortex lines are the centerlines of tropical cyclones.

We conclude that 3D vortex geodesics for incompressible, inviscid flows can be derived from the nilpotent algebra for vortex dynamics. They are geometrically given by helices. In three dimensions it is hard to compare this helical motion with previous studies, since we could not find an idealized, analogous concept for three dimensions, as we did in two dimensions, where we could compare the geodesics with point vortex equilibria. But, we recall that the Vortex-Heisenberg algebra is based on the conservation laws of the helicity, the total flux of vorticity and the 3D linear momentum. All of them contain the vorticity as non-rigid rotational vortex-quantity. Therefore, the helical paths of the vortices seem to be natural, but we will investigate 3D vortex geodesics more in detail in future studies. Here, we only outline a concept to derive 3D vortex geodesics starting from the Vortex-Heisenberg algebra.

8 Summary

The physical conservation laws that restrict the motion of fluid flows as well as the mathematical, nilpotent structure of the Vortex-Heisenberg algebras vh(2) and vh(3) motivated us to apply sub-Riemannian geometry to find point vortex geodesics. We have also introduced a concept to derive of vortex geodesics for three-dimensional flows. The question arose, what are vortex geodesics in three dimensions? The answer could be: frozen vortex lines.

However, by applying sub-Riemannian geometry to the Vortex-Heisenberg algebras that are based on the Nambu formulation for incompressible fluids we explore vortex dynamics from a reference system, where we sit on the vortex and move with the vortex. In two spatial dimensions, we can imagine to move with a point vortex, whereas in three dimensions we consider vortex tubes, or vortex lines that are vortex tubes with infinitesimal radii.

So far, the Riemannian view has been used for the investigation of extremal principles for hydrodynamic systems, where mostly the energy is considered to derive variational principles for fluid dynamics. This is due to the system of equations, where the extremal principles are derived from. For incompressible hydrodynamical systems, most authors consider the Euler equations which describe the time evolution of the velocity. Then, it is an obvious choice to explore further problems in terms of the Hamiltonian structure determined by the kinetic energy. Some authors also regard the enstrophy, but the helicity rarely is taken into account. Our study is based on the Helmholtz equation that is obtained by the rotation of the Euler
equations and describes the evolution of the vorticity. The Nambu bracket is directly based on
the Helmholtz vorticity equation, which leads to Lie algebras that are based on vortex-related
conservation laws. These conservation laws determine and at the same time restrict the vortex
motions. Thus, we applied sub-Riemannnian geometry to vortex dynamics. To the best of our
knowledge, there have been no investigations of the derivation of vortex geodesics in terms of
sub-Riemannnian geometry before.

We applied the algorithm of Monroy-Pérez and Anzaldo-Meneses (2006) to the two- and
three-dimensional Vortex-Heisenberg algebras vh(2) and vh(3). For 2D as well as for 3D the
phase space is constructed such that the sub-Riemannian trajectories pass the origin. But in 2D,
a simple translation of the trajectories shows the congruence of the derived vortex geodesics
and a planar point vortex motion, where the point vortices form an equilibrium. Why are
point vortex equilibria and sub-Riemannian geodesics congruent? To answer this question,
we consider initial local coordinates of one point vortex which is part of a two- or three point
vortex system. This vortex starts moving and wants to arrive its initial position as soon as
possible again. Its motion is restricted by fluid dynamical conservation laws that contain the
rotational aspect, i.e. the circulation. There are three kinds of idealized point vortex motion:
(i) Collapse and expanding motion. In this case, the vortices do not arrive at their initial points
again. (i) Arbitrary periodic motion: Here, the vortices rotate around the center of circulation
several times until they reach their initial position again. But if the three vortices form (iii)
an equilibrium with non-vanishing total circulation, they only rotate once around the center
of circulation until they reach the initial coordinates again. Therefore, we think that a vortex
takes the shortest path if and only if it is part of a equilibrium constellation. This explains
why the trajectories of a point vortex equilibrium and sub-Riemannnian vortex geodesics are
congruent.

If the total sum of circulation is equal to zero, the point vortex system equilibrium tran-
slates. This vortex motion also coincides with the sub-Riemannian view, because in this case,
we obtain an abnormal extremal which mathematically leads to a straight line as geodesic. It
would be interesting to investigate sub-Riemannnian geometry for N-point vortex constella-
tions, where $N \geq 4$. We hypothesize that such geodesics would also be congruent to relative
equilibria.

In three dimensions, we find that the vortex geodesics are geometrically given by helices.
Regarding the conserved quantities for three dimensional vortex flows, the helicity, the total
flux of vorticity and the linear momentum, the helical paths seem to be natural, because all
conservation laws contain the vorticity as rotational part. The geodesics could be thought of
as frozen vortex lines as three-dimensional discrete vortex structures. Analogously to the 2D-
vortex geodesics, we might interpret these helical curves as discrete, 3D equilibrium solutions
of vortex flows. We will examine three-dimensional vortex geodesics more in detail in future
studies.

With this approach for the derivation of vortex dynamics we have shown that the algebraic
view on vortex dynamics provides the possibilities for alternative descriptions and views on
vortex dynamics.
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