Improved Analytic Solution of Black Hole Superradiance
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The approximate solution of the Klein-Gordon equation for a real scalar field of mass $\mu$ in the geometry of a Kerr black hole obtained by Detweiler [1] is widely used in the analysis of the stability of black holes as well as the search of axion-like particles. In this work, we confirm a missing factor 1/2 in this solution, which was first identified in Ref. [2]. The corrected result has strange features that put questions on the power-counting strategy. We solve this problem by adding the next-to-leading order (NLO) contribution. Compared to the numerical results, the NLO solution reduces the percentage error of the LO solution by a factor of 2 for all important values of $r_g\mu$. Especially the percentage error is $\lesssim 10\%$ in the region of $r_g\mu \gtrsim 0.35$. The NLO solution also has a compact form and could be used straightforwardly.

I. INTRODUCTION

If a light scalar boson exists with a proper value of mass, it could form gravitational bound states around spinning black holes (BHs). The bound states can continuously extract energy and angular momentum from the host BHs until the nonlinear effect is important or the angular momentum of the BH is below some critical value. This phenomenon is often referred to as superradiance, which has been applied in many research frontiers, including the stability of spinning BHs [3–10] and the search of axion-like-particles (ALPs) [11, 12]. ALP is one of the most popular candidates of dark matter in our universe, with the mass ranging from $10^{-16}$ to $10^{-22}$ eV to a few eV. Especially, the formation of the ALP clouds from superradiance only depends on the ALP mass, not on its couplings to the Standard Model particles, making the study of superradiance a model-independent way to search for light dark matters. Many observational strategies of superradiance have been proposed, such as the BH shadow [13, 14], the birefringent effect of the lights traversing through the boson clouds [15, 16], and the gravitation wave signals generated by the spinning boson clouds around the host BHs [22, 30]. It is also believed that the superradiant boson clouds could modify the gravitational waveform of two-BH-merger events [11, 53]. For more interesting work with superradiance, we refer the readers to the recent review [74].

All of these studies rely on the calculation of the boson bound states. Due to the superradiance, the eigenfrequency is a complex number [55]. The direct numerical calculation requires a 2-dimensional shooting algorithm. Very high numerical precision has to be kept, because the imaginary part of the eigenfrequency is at least 7 orders of magnitude smaller than the real part. Until now, no success has been achieved in this direction. With the indirect method proposed firstly by Leaver [56], the eigenfrequencies of the lowest several partial waves are successfully calculated with an approximation in which the principal number $n$ is fixed to zero [57, 58]. This numerical calculation still needs very high precision, which is nontrivial to be reproduced. Besides the numerical solution, approximate analytic expressions also exist. If the multiplication of masses of the host BH and the ALP is much less than 1, a beautiful analytic approximation has been proposed by Detweiler [1]. It has a compact form and has been widely used in literatures. Another approximation based on the WKB approximation is also available [59]. However, these three solutions do not agree with each other, with differences of more than 100% in the regions where the approximations are expected to be valid. This raises the question about which solution is correct, or none of them is. Without solving this puzzle, most of the efforts on superradiance stop at qualitative descriptions or order-of-magnitude estimates.

In this work, we solve the puzzle by carefully investigating the leading-order (LO) approximation made by Detweiler [1]. We find a missing factor 1/2 in the treatment of infinities, which was also discussed at the end of Ref. [2]. Here we confirm their finding. The corrected result has a better agreement with the numerical solution, but they still do not converge in the region where the approximate solution is expected to be excellent. By careful study of the power-counting, we find a next-to-leading order (NLO) term which is enhanced by $(r_g^2-a^2)^{-1/2}$, thus has an important effect. After systematically adding the NLO contribution, the improved approximation agrees much better with the numerical results. More impor-
tantly, the improved solution converges to the numerical result in the region where the approximation is expected to work well, qualifying our strategy of power-counting. The improved solution has a compact form and can be applied straightforwardly in future studies of superradiance.

In the rest of this article, we first review the previous calculation in Sec. II and point out a possible reason for the additional factor 1/2. It also sets the stage for the NLO correction. Then in Sec. III the power-counting is argued and the NLO contribution is added. Comparisons with the numerical calculation are also provided. Finally, a summary is given in Sec. IV. We choose $\hbar = c = 1$ throughout this article.

II. REVIEW OF LO CALCULATION

A real spin-0 boson with mass $\mu$ can be described by a real scalar field $\phi(x)$. The action for $\phi$ and the space-time metric tensor $g_{\mu\nu}(x)$ in general relativity is

$$S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} g^{\mu\nu} \nabla_\mu \phi \nabla_\nu \phi - V(\phi) + \frac{R}{16\pi G} \right],$$

(1)

where $g^{\mu\nu}$ is the inverse of the metric tensor, $g$ is its determinant, $V(\phi)$ is the potential energy density of the scalar field, $R$ is the space-time curvature scalar, and $G$ is Newton’s gravitational constant. We use a metric with signature $(+1, -1, -1, -1)$. Varying the action with respect to the scalar field gives the Klein-Gordon equation in curved spacetime,

$$g^{\mu\nu} \nabla_\mu \nabla_\nu \phi + \frac{\delta V}{\delta \phi} = 0.$$

(2)

Varying $S$ with respect to the metric gives the Einstein equation, in which the stress tensor is from the real scalar field $\phi$.

The coupled Einstein equation and the Klein-Gordon equations are very difficult to solve, even numerically. Perturbative methods have been employed to simplify the calculation. For all physically interesting axion models, the self-interaction is always suppressed by the axion decay constant $f_a$, which is around $10^{11}$ GeV for the QCD axion and can be even higher for axion-like-particle models. Thus the self-interaction of axions can be considered as a perturbation. Moreover, since the superradiance is relatively slow and the nonlinear effects are expected to terminate the process before the cloud accumulates too many bosons, the modification of the axion cloud to the Kerr space-time metric is also small. By taking both the axion self-interaction and the effect of the axion cloud on the Kerr metric as perturbations, the problem is reduced to a Klein-Gordon equation for a free real scalar field on the static Kerr background.

In this work, we use the Boyer-Lindquist coordinates [60]. The solution of a Kerr BH with spin $J$ and mass $M$ has the line element in the form,

$$ds^2 = \left( 1 - \frac{2r_g}{r} \right) dt^2 + \frac{4a r_g}{r} \sin^2 \theta dt d\phi - \frac{\Delta}{\Sigma} dr^2 - \Sigma d\theta^2 - \left( r^2 + a^2 \right) \sin^2 \theta + \frac{2 r_g}{\Sigma} a^2 \sin^2 \theta \right) d\varphi^2,$$

(3)

where $a = J/M$, $r_g = G M$, $\Delta = r^2 - 2 r_g r + a^2$, and $\Sigma = r^2 + a^2 \cos^2 \theta$. The equation $\Delta = 0$ gives two event horizons at $r_{\pm} = r_g \pm b$ with $b = (r_g^2 - a^2)^{1/2}$.

For real scalars with no self-interaction, the potential $V(\phi)$ has only the mass term $V(\phi) = \mu^2 \phi^2/2$. Insert $g_{\mu\nu}$ from Eq. (3) into the Klein-Gordon equation in Eq. (2), we can obtain the equation of motion for a real scalar on the Kerr metric. Surprisingly, the variables of the field can be separated in the form of [61].

$$\phi(t, \vec{r}) = \sum_{l,m} \int d\omega \left[ e^{i (m \varphi - \omega t)} R_{lm}(r) S_{lm}(\theta) + c.c. \right].$$

(4)

The equations for the radial and angular wave functions are

$$\frac{\Delta}{dr} \left( \Delta \frac{dR_{lm}}{dr} \right) + \left[ \omega^2 (r^2 + a^2)^2 - 4 a r_g r m \omega \right.$$

$$+ a^2 m^2 - (\mu^2 r^2 + a^2 \omega^2 + \Lambda_{lm}) \right] R_{lm} = 0,$$

(5a)

$$\frac{1}{\sin \theta} \frac{d}{d\theta} \left( \sin \theta \frac{dS_{lm}}{d\theta} \right) + \left[ -a^2 \kappa^2 \cos^2 \theta \right.$$

$$\left. - \frac{m^2}{\sin^2 \theta} + \Lambda_{lm} \right] S_{lm} = 0,$$

(5b)

where $\kappa = \sqrt{\mu^2 - \omega^2}$ and $\Lambda_{lm}$ is the eigenvalue of the angular equation.

The solution to Eq. (5b) is the spheroidal harmonics, with $\Lambda_{lm}$ being the eigenvalue [62]. The challenge lies in solving the radial eigen-equation in Eq. (5a), with the wavefunction approaching zero at infinity. The eigenfrequency $\omega$ is a complex number and the numerical method requires a 2-dimensional shooting algorithm. In addition, the imaginary part of $\omega$ is orders of magnitude smaller than its real part, requiring very high precision in the numerical calculation. Lacking accurate results restricts the development in topics related to superradiance, with many efforts stopping at qualitative descriptions or order-of-magnitude estimates.

In the limit of small $r_g \mu$, Detweiler proposed a beautiful method calculating the complex eigenfrequency $\omega$ [11]. Below is a review of this method. We introduce a power-counting parameter $\alpha \sim r_g \mu$ for the expansion. The scaling of other parameters are $\text{Re} \omega \sim \mu$ and $a \sim r_+ \sim r_- \sim r_g$. At the $r \gg r_g$ limit, the radial equation is,

$$\frac{d^2}{dr^2} (r R) + \left[ - \kappa^2 + \frac{2 \kappa \lambda}{r} - \frac{l'(l'+1)}{r^2} \right] (r R) = 0,$$

(6)
where \( l' = l + \epsilon \) and,
\[
\lambda = r_g(2\omega^2 - \mu^2)/\kappa.
\]  
(7)

Here \( \epsilon \sim \mathcal{O}(\alpha^2) \) plays the role of a regulator. Its value is unimportant for LO calculation. Nonetheless, it cannot be trivially dropped. In Ref. [1], \( \epsilon \) was set to zero and \( l' = l \) from the beginning, which leads to a factor of \( 1/2 \) missing in the final result, as will be clear soon. The bound state wave function decays exponentially at infinity. Up to an arbitrary normalization, the solution can be written in terms of the confluent hypergeometric function,
\[
R(r) = e^{-\kappa r}(2\kappa r)^l U(l' + 1 - \lambda, 2l' + 2, 2\kappa r).
\]  
(8)

In the small \( r \) region, the radial function can be written in terms of \( z = (r - r_+)/2b \),
\[
z(z + 1) \frac{d}{dz} \left[ z(z + 1) \frac{dR}{dz} \right] + V(z)R = 0,
\]  
(9)

where \( V(z) \) is a polynomial of \( z \), solved to the LO of \( \delta \lambda \). In Ref. [1], the regulator \( \epsilon \) was taken to be zero from the very beginning. The resulted ill-defined piece \( \Gamma(-2l - 1)/\Gamma(-l) \) then has to be treated with great caution. We conjecture this ratio was mistakenly replaced by \(-1)^{l+1}l!/(2l + 1)! \) in Ref. [1]. If considering the regulator correctly by \( l' = l + \epsilon \) and taking \( \epsilon \to 0 \) at the end, one obtains an additional factor of \( 1/2 \). The corrected result is,
\[
\delta \lambda^{(0)} = -i\epsilon (4b)^{2l+1} \left( n + 2l + 1 \right)! \frac{[2l + 2]!}{n! \left[ (2l)!(2l + 1)! \right]^{1/2}} \prod_{j=1}^{l}(j^2 + 4\pi^2),
\]  
(15)

which scales as \( \mathcal{O}(\alpha^{4l+3}) \) and the superscript \( (0) \) indicates that it is the LO contribution of the imaginary part of \( \omega \). This correct \( \delta \lambda^{(0)} \) was also obtained at the end of Ref. [2]. Here we confirm their result. One could also get this result without using the regulator. The subtle point is using the correct identities which are valid for \( \Gamma \) functions with negative integer arguments. In comparison, the calculation with the regulator \( \epsilon \) is straightforward. More details are explained in the appendix. Defining \( \omega = \omega_0 + \omega_1 \delta \lambda^{(0)} \), using the definition of \( \lambda \) in Eq. (7) and \( \delta \lambda \) in Eq. (14), one could obtain \( \omega_0 \) and \( \omega_1 \) with \( \epsilon \to 0 \),
\[
\omega_0 = \mu \left( 1 - \frac{2r_g^2\mu^2}{\bar{n}^2 + 4r_g^2\mu^2 + \sqrt{\bar{n}^2 + 8r_g^2\mu^2}} \right)^{1/2},
\]  
(16a)

\[
\omega_1 = \frac{\mu^2 - \omega_0^2}{\bar{n} \omega_0} \left[ 1 + \frac{4r_g^2}{\bar{n}^2}(2\omega_0^2 - \mu^2) \right]^{-1},
\]  
(16b)

where \( \bar{n} = n + l + 1 \). Eqs. (15) and (16) give the LO approximation of \( \omega \).

To judge how good the corrected solution compared to the numerical result, we follow the continued fraction

\[
V(z) = p^2 + \left[ 4b^{-1}r_g r_+ (r_+ - r_0 \omega_c) - (\Lambda_{lm} + r_+^2 \mu^2 + a^2 \omega^2) \right] z + (a^2 \omega^2 - \Lambda_{lm} + 2\mu^2 a^2 - 3\mu^2 r_+^2 + 6r_+^2 \omega^2) z^2
\]  

with \( p = r_g r_+ (\omega - \omega_c)/b \) and \( \omega_c = am/2r_g r_+ \), both of which scale as \( \alpha \). At LO of \( \alpha \), the \( V(z) \) is \( p^2 - l'(l' + 1)z(z + 1) \) and the solution is proportional to Gauss hypergeometric function. Changing the variable from \( z \) back to \( r \), the solution is,
\[
R(r) = \left( \frac{r - r_+}{r - r_-} \right)^{-i\epsilon} _2F_1 \left( -l', l' + 1 + 1; 2i\epsilon; -\frac{r - r_+}{2b} \right),
\]  
(11)

up to an arbitrary normalization.

The solution in Eq. (8) is valid when \( r \gg r_g \). The solution in Eq. (11) requires \( r \ll r_g \alpha^{-2} \) from the ignorance of terms proportional to \( z^3 \) and \( z^4 \). The two solutions have an overlap region when \( \alpha \ll 1 \). In Ref. [1], the author took the small \( r \) limit of Eq. (8), which is,
\[
\frac{(2\kappa)^l \Gamma(-2l - 1)}{\Gamma(-l - \lambda)} r^{l'} + \frac{(2\kappa)^{-l'} \Gamma(-2l' - 1)}{\Gamma(-l' + 1 - \lambda)} r^{-l'-1},
\]  
(12)

and the large \( r \) limit of Eq. (11), which is,
\[
\frac{(2b)^{-l'} \Gamma(2l' + 1)}{\Gamma(l' + 1) \Gamma(l' + 1 - 2i\epsilon)} r^{l'} + \frac{(2b)^{l'} \Gamma(-2l' - 1)}{\Gamma(-l' - 2i\epsilon) \Gamma(-l')} r^{-l'-1}.
\]  
(13)

In the overlapped region, the ratio of the coefficients of the \( r^{l'} \) and \( r^{-l'-1} \) must be the same for the two solutions. The obtained equation can be solved numerically for \( \omega \). It can also be solved perturbatively with the observation that the coefficient of \( r^{-l'-1} \) in expression (12) must be severely suppressed for the wavefunction to be convergent at small \( r \). It means \( l' + 1 - \lambda = 0 \) in the neighbourhood of zero or some negative integer,
\[
l' + 1 - \lambda = -n - \delta \lambda, \text{ with } n \geq 0.
\]  
(14)

Combining this equation with Eq. (7) gives \( r_g \kappa \sim \mathcal{O}(\alpha^2) \). The equation of the ratio of the coefficients can then be
method, which is firstly proposed by Leaver \cite{56} and developed in Refs. \cite{57,58}. The radial function is firstly expanded as an infinite power series,

\[ R(r) = (r - r_+)^{-ip}(r - r_-)^{ip+\lambda-1} e^{-\kappa r} \sum_{n=0}^{+\infty} a_n \left( \frac{r - r_+}{r - r_-} \right)^n. \]  

(17)

Inserting it into Eq. (15), one could obtain a 3-term recursive relation. This relation can be rewritten into a continued fraction, which relate the ratio of two successive coefficients \(a_{n+1}/a_n\) to \(a_1/a_0\). Requiring the wave function \(R(r)\) decays at large \(r\), one could get another expression for \(a_{n+1}/a_n\) at \(n\) approaching infinity. Combining these two expressions for the ratio, an “eigen-equation” of \(\omega\) written in terms of continued fraction is thus obtained. Solving this equation numerically requires high precision because the imaginary part of the eigenvalue \(\omega\) is at least seven decades smaller than its real part. With a self-written code, we could obtain the numerical solution for different values of \(n\), \(l\), and \(m\) with numerical errors less than \(10^{-7}\). The \(n = 0\) results agree with the numbers in Ref. \cite{58} with high precision.

In Fig. 1 we show the percentage errors of \(\text{Im}(\omega)\) comparing to the numerical results, with \(n = 0\), \(l = m = 1\). We compare our results in Eq. (15) and the previous results from Ref. \cite{1}. Previous analytic solutions have percentage errors of around 150\% at small \(r_g\mu\), while the corrected solutions reduce the errors to about 40\%. This improvement, however, is still not satisfactory. For very small \(r_g\mu\), where the analytic approximation is supposed to work well, the error is at first a constant as much as 30\%, then cross the horizontal axis from above. Another strange feature is that the errors at small \(r_g\mu\) increase with \(a\).

We go back to Eq. (10) and its LO approximation to understand these behaviours. To obtain the LO approximation from Eq. (10), we implicitly assume \(\alpha \ll (b/r_g)^{1/2}\) from ignoring the first term in the coefficient of \(z\). For a fast-rotating BH, the value of \(b\) is very small and this approximation is satisfied only for very small values of \(\alpha\). It explains why the analytic and numerical results do not agree even with \(r_g\mu\) as small as 0.1, as well as larger error for larger \(a\).

III. NEXT-TO-LEADING ORDER CORRECTION

To avoid the restriction of this assumption, it is crucial to include the first term in the coefficient of \(z\) in Eq. (10). The NLO correction of \(\alpha\) is also added without sacrificing the compactness of the result. We first solve the regulator \(\epsilon\) explicitly. From Eq. (15) and the expanded form of \(\Lambda_{lm}\), one could obtain,

\[ \epsilon = -\frac{8}{2l+1}(r_g\mu)^2 + \mathcal{O}(\alpha^4). \]  

(18)

We also write the coefficient of \(z\) in Eq. (10) as \(-l'(l' + 1) + q\), where \(q\) is defined as,

\[ q = 4r_g \omega p - 2(4r_g - r_+) r_g\mu^2 + \mathcal{O}(\alpha^4). \]  

(19)

Even with the presence of \(q\), the equation can still be solved with a compact solution. Up to an arbitrary normalization, the corresponding radial function is then,

\[ R(r) = \frac{(r - r_-)\sqrt{q - p^2}}{(r - r_+)^{ip}} \frac{\Gamma(l' + 1)\Gamma(l' - 1)}{\Gamma(l' + 1 - ip + \sqrt{q - p^2})\Gamma(l' + 1 - ip + \sqrt{q - p^2})} - \frac{r - r_+}{2b}. \]  

(20)

In the \(r \to +\infty\) limit, this function behaves as

\[ \frac{(2b)^{-l'-ip+\sqrt{q-p^2}}\Gamma(2l' + 1)\Gamma(1 - 2ip)}{\Gamma(l' + 1 - ip + \sqrt{q - p^2})\Gamma(l' + 1 - ip + \sqrt{q - p^2})} r^{l'}. \]  

(21)

Following similar matching steps, one could obtain the \(\delta \lambda\) at NLO after some algebra,

\[ \delta \lambda^{(1)} = \left( \frac{q}{2 \epsilon} - \frac{\delta}{2} - ip \right) \frac{(4b)^{2l'+1} \Gamma(n + 2l' + 2) \Gamma_{pq}}{n! \left[ \Gamma(2l' + 1)\Gamma(2l' + 2) \right]^2}, \]  

(22)

where the superscript (1) indicates that it is the NLO result. The \(\Gamma_{pq}\) is defined as,

FIG. 1: Comparison of the numerical result and the analytic approximation for \(n = 0\), \(l = m = 1\). The solid curves and the dashed curves are from Eq. (15) and Ref. \cite{1}, respectively. The round dot on each curve labels the position of largest \(\text{Im}(\omega_{\text{num}})\) for each \(a\). The numerical values are calculated with the method in Ref. \cite{58}.
\[ \Gamma_{pq} = \frac{\left| \Gamma(l' + 1 + ip + \sqrt{q-p^2}) \Gamma(l' + 1 + ip - \sqrt{q-p^2}) \right|^2 \Gamma(1+2\epsilon) \Gamma(1-2\epsilon)}{\Gamma(1-ip-\sqrt{q-p^2}-\epsilon) \Gamma(1+ip+\sqrt{q-p^2}+\epsilon) \Gamma(1-ip+\sqrt{q-p^2}-\epsilon) \Gamma(1+ip-\sqrt{q-p^2}+\epsilon)} \]  

(23)

FIG. 3: Comparison of the numerical result and the improved analytic approximation in Eq. (25) for \( n = 0 \) with \( l = m = 2 \) (upper panel) and \( l = m = 3 \) (lower panel). The round dot on each curve labels the position of largest \( \text{Im}(\omega_{\text{num}}) \) for each \( a \).

This is our major result. Finally, \( \omega \) is calculated with the definition of \( \lambda \) and Eq. (14),

\[ r_g \left( \omega^2 - \mu^2 \right) \sqrt{\mu^2 - \omega^2} = \bar{n} + (\delta \lambda^{(1)} + \epsilon). \]

(24)

One could define \( \omega = \omega_0 + \omega_1 \delta \lambda^{(1)} \) and solve for \( \omega_0 \) and \( \omega_1 \) perturbatively. It turns out to be nontrivial. At NLO, we could equally define,

\[ \omega = \omega_0 + \omega_1 (\epsilon + \delta \lambda^{(1)}) + \mathcal{O}(\epsilon^2), \]

(25)

then the obtained \( \omega_0 \) and \( \omega_1 \) are the same as in Eqs. (16).

In Fig. 2, we show the comparison of this analytic result with the numerical solution for \( l = m = 1 \). For each curve, the error at the point with the largest \( \text{Im}(\omega_{\text{num}}) \) (labelled with a dot in the figure) is less than 15\% except for very large \( a \). The divergences at the right end of the curves are due to the fast dropping of \( \text{Im}(\omega_{\text{num}}) \) from the maxima to zero (see Fig. 7 of Ref. [58]). Since the regions on the right of the maxima are unimportant for all known physical applications, we safely conclude that the improved analytic approximation for \( l = m = 1 \) is valid with an error less than 30\% for all values of \( r_g \mu \) and \( a \). The similar comparisons for \( l = m = 2 \) and \( l = m = 3 \) are shown in Fig. 3. The errors are less than 30\% for \( a \lesssim 0.9 \). Accurate calculations with larger values of \( a \) have to rely on the complicated numerical algorithms, such as the one explained in Ref. [58].

All curves in Figs. 2 and 3 gradually deviate from zero when \( r_g \mu \) increases. This behavior is expected since the analytic approximation is a truncated Taylor expansion of the exact solution at \( \alpha = 0 \). In getting the small-\( r \) solution in Eq. (20), keeping \( q \) in the calculation removes the restriction from the implicit assumption at LO, such that the small quantity \( b \) does not mix with the power counting of \( \alpha \) anymore. Note \( \Gamma_{pq} \) in \( \delta \lambda^{(1)} \) scales as \( 1 + i q p \), hence the contribution of \( q/2\epsilon \) to the imaginary part of \( \delta \lambda^{(1)} \) is \( \sim i q p \), which is NLO in \( \alpha \) compared to \( i p \). Therefore the improved analytic approximation is more accurate than the LO result.

Further improvement to higher orders is straightforward, although not very necessary for the current precision requirement. The expression of \( \delta \lambda^{(1)} \) in Eq. (22) is valid independent of the truncation of \( p, q \) and \( \epsilon \). For higher orders of \( \text{Im} \omega \), one only needs to keep higher orders of \( \alpha \) in these quantities, as well as keep more terms in Eq. (25).
IV. SUMMARY

The solution of the Klein-Gordon equation for a real scalar field of mass $\mu$ in the geometry of a Kerr BH is important in the analysis of the stability of the BH as well as the searching for ALPs. Since the numerical calculation is nontrivial to obtain, the analytic approximation obtained by Detweiler in Ref. [1] is widely used. The original solution missed an overall $1/2$ which was firstly identified in Ref. [2]. In this work, we confirm this extra factor. By comparing the corrected solution with the numerical result obtained with the continued fraction method (see Fig. 1). We find the corrected solution agrees better with the numerical result. But it is not satisfying in two aspects. Firstly, at very small $r_g\mu$ where the analytic approximation is supposed to work well, the percentage error is at first a constant as much as 30%, then cross the horizontal axis from above. Secondly, the percentage error at small $r_g\mu$ increases for larger numbers of $n$ and $l$ with $m = 1$ with different values of $a$ (see Fig. 2). Most importantly, the error decreases to zero at small $\alpha$, validating the power-counting strategy used in the analysis. The percentage error increases for larger numbers of $n$, $l$ and $m$, which is about 10% in the region of $\alpha \lesssim 0.35$ (see Figs. 2 and 3).

Appendix A: Calculation of $\Gamma(-2l-1)/\Gamma(-l)$

In this appendix, we explain in detail the correct way of calculating this ratio with and without the regulator.

The calculation with the regulator is straightforward since both $\Gamma$ functions are well defined. One could safely use $\Gamma(1 + z) = z\Gamma(z)$ repeatedly and get,

$$\lim_{\epsilon \to 0} \frac{\Gamma(-2l - 1 - 2\epsilon)}{\Gamma(-l - \epsilon)} = \lim_{\epsilon \to 0} \frac{(l - \epsilon) \ldots (-\epsilon)\Gamma(1 - 2\epsilon)}{2(2l + 1)!}$$

(A1)

This result could also be obtained without the regulator. The following steps are provided by an anonymous referee and we list them here to show the readers a different way of doing the calculation. The key formula is

$$\Gamma\left(-\frac{n}{2}\right) = \frac{(-1)^{\frac{n+1}{2}}2^n\sqrt{\pi}}{n!}\left(\frac{n-1}{2}\right)!,$$

(A2)

which is valid when $n$ is a positive odd integer. We will also use $\Gamma(z)\Gamma(z+1/2) = 2^{1-2z}\sqrt{\pi}\Gamma(2z)$. Then

$$\frac{\Gamma(-2l-1)}{\Gamma(-l)} = \frac{1}{\Gamma(-2l-1)}\Gamma(-l) = \frac{2^{-2l-1}}{(2l-1)!}\sqrt{\pi}\Gamma\left(-\frac{2l+1}{2}\right)$$

$$\frac{\Gamma(-2l-1)}{\Gamma(-l)} = \frac{2^{-2l-1}}{(2l-1)!}\sqrt{\pi}\frac{(l-1)!}{2(2l+1)!}$$

(A3)
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