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Abstract—A deep-sea construction vessel (DCV) is used to install underwater parts of an offshore oil drilling platform at the designated locations on the seafloor. By using extended Hamilton’s principle, a nonlinear partial differential equation (PDE) system governing the lateral-longitudinal coupled vibration dynamics of the DCV consisting of a time-varying-length cable with an attached item is derived, and it is linearized at the steady state generating a linear PDE model, which is extended to a more general system including two coupled wave PDEs connected with two interacting ordinary differential equations (ODEs) at the uncontrolled boundaries. Through a preliminary transformation, an equivalent reformulated plant is generated as a $4 \times 4$ coupled heterodirectional hyperbolic PDE-ODE system characterized by spatially varying coefficients on a time-varying domain. To stabilize such a system, an observer-based output-feedback control design is proposed, where the measurements are only placed at the actuated boundary of the PDE, namely, at the platform at the sea surface. The exponential stability of the closed-loop system, boundedness and exponential convergence of the control inputs, are proved via Lyapunov analysis. The obtained theoretical result is tested on a nonlinear model with ocean disturbances, even though the design is developed in the absence of such real-world effects.

Index Terms—Backstepping, boundary control, distributed parameter system, vibration control, wave partial differential equation (PDE).

I. INTRODUCTION

A. Deep-Sea Construction Vessels (DCVs)

In deep-sea oil exploration, a DCV is an important device used to install equipment such as a subsea manifold, a subsea pump station, and flowlines at the designated locations around the drill center on the seafloor [24], [25]. A dominant component in the DCV is a long cable with time-varying length, whose top part is attached to a ship-mounted crane and the bottom is attached to the equipment (referred to as payloads hereafter). Excessive vibration of the cable due to its compliant and lightweight properties is a major problem affecting the payload positioning precision of the DCV. Besides this, the excessive vibration also may cause premature fatigue fracture of the cable especially at the connection point [17], which would raise the cost of part replacement or maintenance of the DCV. Therefore, vibration suppression for the cable in the DCV is well motivated for improving the performance of the DCV.

B. Vibration Control of String/Cable

Vibration control of a string/cable has received much attention in the past several decades. An active vibration control strategy was designed for a vibrational string in [36], where the actuator and sensor are required to be placed at the interior point of the cable. He et al. [17], [18] suppressed the undesired vibrations of a moving vibrational string by applying control inputs at both boundaries. In [37], robust adaptive vibration control was proposed for a disturbed vibrating string whose one boundary is fixed and the opposite one is connected with a payload regulated by the control input. However, the required actuator layouts of the aforementioned control systems are unsuitable for the DCV where the actuator is only available at the ship-mounted crane, i.e., the top end of the cable.

C. Boundary Control of Wave Partial Differential Equation-Ordinary Differential Equation (PDE-ODE) Systems

The mathematical model of a vibrational string/cable is a wave PDE, and the attached payload is modeled as an ODE at the PDE uncontrolled boundary. Boundary control of a wave PDE-ODE system where the control input and the unstable ODE are anticolllocated is a more challenging task than the classical collocated “boundary damper” feedback control. The stabilization of such a wave PDE-ODE system on a fixed domain was presented in [19] and [26]. For a wave PDE-nonlinear ODE system, the boundary control problem is also studied in [7] and [9]. Wang et al. [32], [33] presented the boundary control of a wave PDE-ODE coupled system on a time-varying domain, which physically describes the axial vibration of a mining cable elevator. Adaptive boundary control of a wave PDE-ODE coupled system with unknown parameters was also considered in [31]. The aforementioned works only concern a single wave PDE describing vibrations in one direction. Challenges appear in the suppression of 2-D string vibrations, because there are in-domain couplings between two wave PDEs.

D. Boundary Control of Coupled Heterodirectional Transport PDEs

A feasible approach to solving the boundary control problem of in-domain coupled wave PDEs is by introducing
Riemann transformations to convert the plant to coupled transport PDEs, for which the boundary control problem has been a research focus for the past ten years, with many authors contributing to this topic. Basic boundary stabilization of $2 \times 2$ coupled linear transport PDEs, i.e., two heterodirectional coupled transport PDEs, by backstepping was proposed in [8] and [27]. It was further extended to boundary control of a $n + 1$ system in [21]. For a more general coupled linear transport PDE system where the number of PDEs in either direction is arbitrary, the boundary stabilization problem was first addressed in [16] by backstepping, which leads to a systematic framework for the backstepping-based control of this type of system. Moreover, adaptive control with unknown system parameters or disturbance rejection for external periodic disturbances in coupled heterodirectional transport PDEs has appeared in [3], [4] and [1], [2], [10], [11], respectively. Considering the attached massive payload at the bottom of the cable, boundary control of coupled linear transport PDEs connected with an ODE at the uncontrolled boundary can also be found in [12], [22], and [35]. The aforementioned works on coupled transport PDEs focus on the constant spatial domain rather than a time-varying domain introduced by the time-varying length of the cable.

E. Contribution

1) To the best of our knowledge, our result is the first for boundary control of a two-dimensional coupled vibrating cable of time-varying length, where only one control input is applied at one boundary without requirements of energy dissipation or another controller on another boundary.

2) A similar physical problem was considered in [5] which presented state-feedback control design while neglecting the couplings between two directions of vibration and assuming the cable length as constant. An observer-based output-feedback is proposed here, considering the coupled vibrations of a time-varying-length cable.

3) Di Meglio et al. [22] first proposed a full-state feedback law needing measurements of the distributed states for a general coupled linear heterodirectional hyperbolic PDE-ODE system on a fixed domain. We develop a design for such systems on a time-varying domain, and using only measurements at the actuated boundary.

4) As compared to our previous results about longitudinal vibration suppression control of cables in PDE-modeled mining cable elevators [32]–[34], this article achieves suppression of longitudinal-lateral coupled vibrations in cables, where the in-domain couplings between wave PDEs, i.e., the couplings between two direction vibrations, make the control design more challenging.

For complete clarity, the comparisons with our previous results and other related results from the theoretical and application aspects are summarized in Tables I and II, respectively.

F. Organization

This article is organized as follows. In Section II, a nonlinear distributed parameter model governing the longitudinal-lateral vibration dynamics of the DCV is derived by Hamilton’s principle, which is then linearized around the steady state and extended to a general plant, based on which the control design would be conducted in the following sections. In Section III, the state-feedback control design is presented and the exponential stability result of the state-feedback closed-loop system is proved. In Section IV, we design a state observer and prove the exponential convergence to zero of observer errors. In Section V, we propose an observer-based output-feedback controller and establish the main result in the output-feedback closed-loop system. In Section VI, the obtained theoretical result is tested on a nonlinear model with ocean disturbances, even though the design is developed in the absence of such real-world effects. In Section VII, the conclusion and future work are provided.

G. Notation

Throughout this article, the partial derivatives and total derivatives are denoted as $f_x(x,t) = \frac{\partial f}{\partial x}(x,t)$, $f_t(x,t) = \frac{\partial f}{\partial t}(x,t)$, $f'(x) = \frac{df(x)}{dx}$, $f'(t) = \frac{df(t)}{dt}$.

II. PROBLEM FORMULATION

A. Modeling

DCVs are often used for installation of underwater parts for an offshore drilling platform, such as a subsea manifold, a subsea pump station, and a subsea distribution unit along with associated foundations, flowlines, and umbilicals [24], [25].

A DCV is depicted in Fig. 1, where a crane mounted on a ship regulates a cable to install the equipment (attached payload) at the target position on the seabed. The attached payload is subject to a constant drag force caused by a constant water stream velocity. We only consider the water-stream-caused drag force at the payload because the diameter of the cable is much smaller than that of the payload. For suppression of cable oscillation/vibration, two-directional control forces implemented by two actuators (hydraulic cylinder and hydraulic motor) and measurements by accelerometers are applied/placed at the ship-mounted crane. Note that cable motion is provided by an additional winch winded by cable on the ship, which can be considered as a predefined time-varying function $l(t)$ of cable length in the cable vibration dynamics regulated by the cranes. We neglect the dynamics of the ship, i.e., regarding it as fixed, because it can be kept at the desired position by the ship dynamic positioning system. Crane dynamics are also neglected, and the control input
is considered to act on the top end of the cable directly. Incorporating the crane dynamics into the actuation path of the cable would generate an ODE-coupled hyperbolic PDE-ODE system. The control problem of such a sandwiched system was addressed in [28] which, however, only dealt with 1-D vibrations of DCV with a constant-length cable.

To describe the vibrations of the cable, the classical moving frame approach [6] is used. In Fig. 1, the $xoy$ Frame, which is a moving coordinate associated with cable motion, i.e., the time-varying cable length $l(t)$, moves along line $l_0$, where $x$ ranges from $x = 0$ at the cable bottom to $x = l(t)$ at the top end. The other coordinate frame $xoy$ is earth fixed. Buoyancy on the cable can be easily included by adjusting the cable linear density $m_c$ as $\rho = m_c - \rho_w A_s$, and changing the payload mass $M_L$ as $M = M_L - \rho_w V_p$, when calculating the gravity of the payload. The physical parameters of the DCV are shown in Table III, and the given values are used in the simulation. Denote the longitudinal and (in-plane) lateral dynamic deflections in the distributed position $x$ in the cable as $h(x, t)$ and $w(x, t)$, respectively. Applying extended Hamilton’s principle [23], nonlinear governing equations of 2-D vibration dynamics of the DCV are obtained as

$$
-m_c(\ddot{h}_t(t, x) - \dot{l}(t)) + EA_w h_{xx}(x, t) + \rho_o g x h(x, t) + M_L l(t) \dot{h}(0, t) - \dot{l}(0) + \dot{h}(0, t) - \dot{l}(0) + \frac{1}{2} EA_a w_x(0, t)^2 = 0
$$

$$
M_L \dot{w}_t(0, t) + \rho_o w_t(0, t) + 1\frac{1}{2} EA_a w_x(0, t)^3 + EA_a h_x(0, t) w_x(0, t) + T(0)w_x(0, t) + F_0 = 0
$$

$$
-\left(\begin{array}{c}
EA_a \left( h_x(l(t), t) + 1\frac{1}{2} w_x(l(t), t)^2 \right) + T(l(t))
\end{array}\right) w_x(l(t), t) = 0
$$

$$
-\dot{l}(t) \rho w_t(l(t), t) + \ddot{U}_t(t) = 0
$$

$$
-\left(\begin{array}{c}
EA_a \left( h_x(l(t), t) + 1\frac{1}{2} w_x(l(t), t)^2 \right) - T(l(t))
\end{array}\right) = 0
$$

where $F_0 = (\rho_o/2)C_d V_p^2$ is the water-stream-caused drag force at the attached payload [5]. Please see [29, Section II] for the detailed modeling process of (1)–(6). The obtained model is a strongly nonlinear system, so an approximated linear model that is suitable for control design should be built. In Section II-B, the nonlinear PDE model (1)–(6) is linearized around a steady state [5].

### Table II

| Types of hyperbolic PDEs | Spatially-varying coefficients | Time-varying domain | Measurements |
|--------------------------|---------------------------------|---------------------|--------------|
| [22] 4 coupled transport PDEs | √ | × | Full distributed states |
| [12] 4 coupled transport PDEs | √ | × | States at the uncontrolled boundary |
| [28] 2 × 2 coupled transport PDEs | × | × | Output states of ODE at the uncontrolled boundary |
| [34] 2 × 2 coupled transport PDEs | × | √ | States at two boundaries |
| This paper 4 × 4 coupled transport PDEs | √ | √ | States at the actuated boundary |

### Table III

**Physical Parameters of the DCV**

| Parameters (units) | values |
|--------------------|--------|
| Final cable length $L$ (m) | 1210 |
| Initial cable length $l(0)$ (m) | 250 |
| Maximum descending velocity $\dot{h}$ (m/s) | 10 |
| Operation time $t_f$ (s) | 120 |
| Cable cross-sectional area $A_s$ (m²) | 0.47 × 10⁻³ |
| Cable effective Youngs Modulus $E$ (N/m²) | 7.03 × 10²⁰ |
| Cable linear density $m_c$ (kg/m) | 8.95 |
| Payload mass $M_L$ (kg) | 8000 |
| Payload volume $V_p$ (m³) | 5 |
| Gravitational acceleration $g$ (m/s²) | 9.8 |
| Drag coefficient $C_d$ | 1 |
| Stream velocity $V_s$ (m/s) | 2 |
| Seawater density $\rho_w$ (kg/m³) | 1024 |
| Longitudinal damping coefficient in cable $c_l$ | 0.5 |
| Lateral damping coefficient in cable $c_l$ | 0.3 |
| Longitudinal damping coefficient at attached payload $c_a$ | 0.5 |
| Lateral damping coefficient at attached payload $c_a$ | 0.3 |

![Fig. 1. Diagram of a deep-sea construction vessel.](image-url)
B. Linearization

The steady states of the distributed strain and pivot angle $\varepsilon(x, t), \phi(x, t)$ can be analytically calculated and expressed as

$$\tilde{\theta}(x) = \frac{1}{EA} \sqrt{(\rho gx + Mg)^2 + F_0^2}$$

$$\tilde{\phi}(x) = \tilde{\theta}(x) - \theta = \arctan\left(\frac{F_0}{\rho gx + Mg}\right) - \theta$$

where $\theta = \arctan(F_0/(\rho gL + Mg))^{1/2}$. In nonlinear terms of (1)–(6), by replacing $h_t(x, t)$, which approximately describes the distributed strain in the cable, by $\tilde{\theta}(x)$ and replacing $-\omega_t(x, t)$, which is approximately equal to the pivot angle $\phi(x, t)$ in Fig. 1, by $\tilde{\phi}(x)$, a linear model is obtained as

$$-m_c u_t(x, t) + EA_a u_{xx}(x, t) + EA_a w_x(x, t) \tilde{\phi}(x) + c_w u_t(x, t) = 0$$

$$-m_c u_t(x, t) + \left(\frac{3}{2} EA_a \tilde{\phi}(x)^2 + T(x)\right) u_{xx}(x, t, t) + (EA_a \tilde{\phi}(x) + \rho g) u_x(x, t) + c_w w_t(x, t) - EA_a \tilde{\phi}(x) u_x(x, t) = 0$$

$$M L u_{tt}(0, t) + c_w w_t(0, t) + \frac{1}{2} EA_a \tilde{\phi}(0)^2 w_x(0, t) + EA_a \tilde{\phi}(0) u_x(0, t) = 0$$

$$w_x(l(t), t) = \frac{1}{EA_a} U_1(l(t))$$

$$u_s(l(t), t) = \frac{1}{EA_a} U_1(l(t))$$

with defining $u(x, t) = h(x, t) - l(t)$ and

$$U_1(t) = \tilde{U}_1(t) + \frac{EA_a}{2} \tilde{\phi}(l(t))^2 - T(l(t) - \tilde{l}(t)) \rho u_t(l(t), t)$$

$$U_2(t) = \tilde{U}_2(t) - \tilde{l}(t) \rho u_t(l(t), t)$$

where $T(x)$ is static tension given by

$$T(x) = \rho gx + Mg.$$  (17)

From a practical point of view, available measurements are acceleration signals $u_t(l(t), t), w_t(l(t), t)$ obtained by accelerometers placed at the crane, because measuring vibrational acceleration rather than velocity/displacement is a more convenient way in a vibrational mechanical system. The velocity signals $u_t(l(t), t), w_t(l(t), t)$ can then be obtained by the integration of the measured acceleration signals under known initial conditions.

Therefore, the vibration control design of the DCV corresponds to the boundary control of the abovementioned coupled wave PDEs (9)–(14), characterized by spatially varying coefficients related to the steady states, the time-varying domain introduced by the time-varying length of the cable and second-order boundary conditions describing the dynamics of the attached payload. Note that using the known signals $u_t(l(t), t), w_t(l(t), t)$, the designed control laws $U_1(t), U_2(t)$ can be converted to the physical control forces $\tilde{U}_1(t), \tilde{U}_2(t)$ at the crane via (8) and (17).

C. General Plant

In this article, we represent (9)–(14) in a more general form which includes more couplings between two wave PDEs, in both the domain and the dynamic boundary, and we consider the boundary control problem for this general model. The obtained theoretical result is then applied back to the specific application problem of the DCV, i.e., (9)–(14) in the simulation.

The concerned plant is

$$w_t(x, t) = d_1(x) w_t(x, t) + d_2(x) u_{xx}(x, t) + d_3(x) u_t(x, t) + d_4(x) u_x(x, t)$$

$$u_t(x, t) = d_5(x) u_{xx}(x, t) + d_6(x) u_t(x, t) + d_7(x) u_x(x, t)$$

$$w_t(0, t) = d_{11} w_t(0, t) + d_{12} w_0(0, t) + d_{13} u_t(0, t) + d_{14} u_x(0, t)$$

$$u_t(0, t) = d_{15} u_t(0, t) + d_{16} u_x(0, t) + d_{17} w_t(0, t) + d_{18} w_0(0, t)$$

$$w_x(l(t), t) = d_{19} (l(t)) U_1(t)$$

$$w_s(l(t), t) = d_{20} (l(t)) U_2(t)$$

$\forall(x, t) \in [0, l(t)] \times [0, \infty)$, and assumed measurements are $u_t(l(t), t), w_t(l(t), t)$ according to the available measurements in the DCV mentioned in Section II-B. Wave PDEs $w$ and $u$ are coupled with each other both in the domain and at the dynamic boundary. System coefficients $d_{12}, d_{11}, d_{13}, d_{16}, d_{17}, d_{15}, d_{18}, d_{14}$ are arbitrary constants, and $d_{19}(l(t)), d_{20}(l(t))$ are nonzero. The known time-varying domain $l(t)$ and the spatially varying coefficients $d_1(x), d_2(x), d_3(x), d_4(x), d_5(x), d_6(x), d_7(x), d_8(x), d_9(x), d_{10}(x)$ are under the following assumptions.

**Assumption 1:** $l(t)$ is bounded by $0 < l(t) \leq L, \forall t \geq 0$.

**Assumption 2:** $l(t)$ is bounded by $[M, M]$, where $M$ satisfies $M < \min_{0 \leq x \leq L} \{\sqrt{d_1(x)}, \sqrt{d_6(x)}\}$, and $M$ is arbitrary in $(-\infty, M)$.

**Assumption 3:** The spatially varying coefficients $d_1(x), d_2(x), d_3(x), d_4(x), d_5(x), d_6(x), d_7(x), d_8(x), d_9(x), d_{10}(x)$ are bounded, $\forall x \in [0, L]$.

**Assumption 4:** $d_1(x), d_6(x) \in C^1$ are positive and $d_1(x) \neq d_6(x), \forall x \in [0, L]$.

**Remark 1:** Assumptions 1–4 about the time-varying spatial domain and the spatially varying coefficients of (18)–(23) are fully satisfied in the application of the DCV, which can be easily checked by the specific expressions of $d_1, \ldots, d_{20}$ (168)–(174) and parameter values in Table III of the DCV in the simulation.

**Remark 2:** The general plant (18)–(23) whose diagram is shown in Fig. 2 covers the vibration dynamics of the DCV (9)–(14) considered in this article, namely, (9)–(14) being a particular case of (18)–(23) by setting the coefficients $d_1, \ldots, d_{20}$ as the expressions (168)–(174) in simulation.
Moreover, (18)–(23) can also cover the coupled vibration dynamics of mining cable elevators or oil drilling systems.

Our objective is to exponentially stabilize (18)–(23) through designing control inputs $U_1(t)$, $U_2(t)$ in (22) and (23) only using boundary values $u_i(t(t), t)$, $v_i(l(t), t)$, i.e., a collocated type output-feedback control system. Note that well-posedness of (18)–(23) can be seen clearly based on an equivalent reformulated plant shown in Section II-D.

### D. Reformulated Plant

A preliminary transformation, which allows one to convert the original plant (18)–(23) to a reformulated plant based on which the control design will be conducted, will be utilized in the following.

We introduce a set of Riemann transformations

\[
\begin{align*}
  z(t) &= w_i(t, t) + \sqrt{d_1(x)} w_x(t, t) \\
  v(t) &= w_i(t, t) - \sqrt{d_1(x)} w_x(t, t) \\
  k(t) &= u_i(t, t) + \sqrt{d_0(x)} u_x(t, t) \\
  y(t) &= u_i(t, t) - \sqrt{d_0(x)} u_x(t, t)
\end{align*}
\]

and define new variables as

\[
\begin{align*}
  X(t) &= [w(0, t), w_i(0, t)], \quad Y(t) = [u(0, t), u_i(0, t)]
\end{align*}
\]

to reformulate (18)–(23) as

\[
\begin{align*}
  y_i(t, t) + \sqrt{d_0(x)} y_x(t, t) &= \left(\frac{d_7(x)}{2\sqrt{d_1(x)}} + \frac{d_9(x)}{2}\right) z(t, t) \\
  &+ \left(s_1(x) + \frac{d_10(x)}{2}\right) k(t, t) \\
  &+ \left(d_9(x) - \frac{d_7(x)}{2\sqrt{d_1(x)}}\right) v(t, t) \\
  &+ \left(d_10(x) - s_1(x)\right) y(t, t) \\
  k_i(t, t) - \sqrt{d_0(x)} k_x(t, t) &= \left(\frac{d_7(x)}{2\sqrt{d_1(x)}} + \frac{d_9(x)}{2}\right) z(t, t) \\
  &+ \left(s_1(x) + \frac{d_10(x)}{2}\right) k(t, t) \\
  &+ \left(d_9(x) - \frac{d_7(x)}{2\sqrt{d_1(x)}}\right) v(t, t) \\
  &+ \left(d_10(x) - s_1(x)\right) y(t, t)
\end{align*}
\]

\[
\begin{align*}
  \dot{X}(t) &= \left(A_1 - \frac{B_1 d_12 C_2}{\sqrt{d_1(0)}}\right) X(t) + \frac{B_1 d_12}{\sqrt{d_1(0)}} z(t, t) \\
  &+ \left(d_{13} B_1 C_2 - \frac{B_1 d_14 C_2}{\sqrt{d_0(0)}}\right) Y(t) + \frac{B_1 d_14}{\sqrt{d_0(0)}} \tilde{Y}(t, t)
\end{align*}
\]

\[
\begin{align*}
  \dot{Y}(t) &= \left(A_2 - \frac{B_1 d_16 C_2}{\sqrt{d_0(0)}}\right) Y(t) + \frac{B_1 d_18}{\sqrt{d_1(0)}} \tilde{Z}(t, t) \\
  &+ \left(d_{17} B_1 C_2 - \frac{B_1 d_18 C_2}{\sqrt{d_1(0)}}\right) X(t) + \frac{B_1 d_16}{\sqrt{d_0(0)}} \tilde{Z}(t, t)
\end{align*}
\]

\[
\begin{align*}
  k(l(t), t) &= 2\sqrt{d_0(l(t))} d_{19}(l(t)) U_1(t) + \gamma(l(t), t) \\
  \tilde{Z}(l(t), t) &= 2\sqrt{d_1(l(t))} d_{20}(l(t)) U_2(t) + \nu(l(t), t)
\end{align*}
\]

where $s_1(x) = (d_9(x) - (1/2) d_10(x))/(2\sqrt{d_0(x)})$, $s_2(x) = (d_7(x) - (1/2) d_8(x))/(2\sqrt{d_1(x)})$, and

\[
\begin{align*}
  A_1 &= \begin{bmatrix} 0 & 1 \\ 0 & d_{11} \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 1 \\ 0 & d_{15} \end{bmatrix} \\
  B_1 &= \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad C_2 = \begin{bmatrix} 0 & 1 \end{bmatrix}.
\end{align*}
\]

The diagram of the system (29)–(37) is depicted in Fig. 3. Equations (29)–(37) represent an unstable 4 × 4 coupled linear heterodirectional hyperbolic PDE-ODE system, where $y(t, t) = v(t, t)$, $x(t, t)$ propagate in opposite direction, and the four transport PDEs are coupled with each other in the time-varying spatial domain $[0, l(t)]$ and coupled
with two ODEs \( X(t), Y(t) \) which are coupled with each other as well as the uncontrolled boundary \( x = 0 \). Compared with our previous result in [34], the two pairs of \( 2 \times 2 \) coupled linear heterodirectional hyperbolic PDE-ODE systems are extended to one \( 4 \times 4 \) system because additional in-domain couplings between original wave PDEs are considered. Moreover, the assumption that some ODE states at the uncontrolled boundary are measurable [34] is removed in this article.

In order to rewrite (29)–(37) in a compact form, i.e., in a matrix representation, we define new variables as

\[
p(x, t) = [y(x, t), v(t, x)]^T \quad (40)
\]

\[
r(x, t) = [k(x, t), z(t, x)]^T \quad (41)
\]

\[
W(t) = [X(t), Y(t)]^T. \quad (42)
\]

Equations (29)–(37) can then be rewritten as

\[
p_r(x, t) + Q(x)p_r(x, t) = T_a(x)r(x, t) + T_b(x)p(x, t) \quad (43)
\]

\[
r_r(x, t) - Q(x)r_r(x, t) = T_a(x)r(x, t) + T_b(x)p(x, t) \quad (44)
\]

\[
p(0, t) = C_0 W(t) - r(0, t) \quad (45)
\]

\[
\dot{W}(t) = (\tilde{A} - \tilde{B} C_3) W(t) + 2\tilde{B} r(0, t) \quad (46)
\]

\[
r(l(t), t) = R(l(t)) U(t) + P(l(t)) \quad (47)
\]

where

\[
U(t) = [U_1(t), U_2(t)]^T, \quad R(l(t)) = \begin{bmatrix} d_1(t) & d_2(t) \\ d_3(t) & d_4(t) \end{bmatrix}, \quad Q(x) = \begin{bmatrix} Q_1(x) \\ Q_2(x) \end{bmatrix} = \begin{bmatrix} \text{diag}(d_1(t))^{1/2}d_0(t) \\ \text{diag}(d_1(t))^{1/2}d_0(t) \end{bmatrix}, \quad a, b, \tilde{A}, \tilde{C}_3, \tilde{B} \text{ and } T_a(x) = [T_{aij}(x)]_{1 \leq i,j \leq 2}, \quad T_b(x) = [T_{bij}(x)]_{1 \leq i,j \leq 2}
\]

are shown as follows:

\[
\tilde{A} = \begin{bmatrix} A_1 \\ d_1 B_1 C_2 \\ d_3 B_2 C_2 \\ d_2 B_3 C_2 \\ A_2 \end{bmatrix} \quad (48)
\]

\[
\tilde{B} = \frac{1}{2} \begin{bmatrix} B_1 d_{14} & B_1 d_{12} \\ B_1 d_{16} & B_1 d_{18} \\ B_1 d_{10} & B_1 d_{18} \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \quad (49)
\]

\[
T_a(x) = \begin{bmatrix} s_1(x) + \frac{d_{10}(x)}{2d_6(x)} & \frac{d_7(x)}{2} + \frac{d_9(x)}{2} \\ \frac{d_3(x)}{2} & \frac{d_5(x)}{2} \end{bmatrix} \quad (50)
\]

\[
T_b(x) = \begin{bmatrix} \frac{d_{10}(x)}{2} - s_1(x) & \frac{d_9(x)}{2} - \frac{d_7(x)}{2} \\ \frac{d_3(x)}{2} & \frac{d_5(x)}{2} \end{bmatrix} \quad (51)
\]

Assumption 5: \( (\tilde{A} - \tilde{B} C_3, \tilde{B}) \) is controllable and \( (\tilde{A} - \tilde{B} C_3, C_3) \) is observable.

Assumption 5 is required for the stabilization of the ODE subsystem (46) in the state-feedback and observer design, and is also satisfied in the DCV model by checking the system parameters in the simulation.

Remark 3: The reformulated plant (43)–(47) obtained from (18)–(23) via the preliminary transformation in Section II-D is well-posed, because it is analogous to the well-posed plant in [22] with setting \( m = n = 2 \), which indicates that the original plant (18)–(23) is also well-posed because of the invertible preliminary transformation.

As compared to [22] where state-feedback control design requiring distributed states on a constant PDE domain was presented, we develop an observer-based output-feedback controller upon (43)–(47) on a time-varying PDE domain, and only collocated boundary states are assumed measurable. Then, the control input and the stability result will be formulated back in the original plant (18)–(23).

III. STATE-FEEDBACK CONTROL DESIGN

A. Backstepping Design

We seek an invertible transformation that converts the system (43)–(47) \( (p(x, t), r(x, t), W(t)) \) into a so-called target system whose exponential stability is obvious.

We postulate the backstepping transformation in the form

\[
a(x, t) = p(x, t) - \int_0^x K(x, y) p(y, t) dy - \int_0^x J(x, y) r(y, t) dy - \gamma(x) W(t) \quad (52)
\]

\[
\beta(x, t) = r(x, t) - \int_0^x F(x, y) p(y, t) dy - \int_0^x N(x, y) r(y, t) dy - \tilde{\gamma}(x) W(t) \quad (53)
\]

where

\[
K(x, y) = \{K_{ij}(x, y)\}_{1 \leq i,j \leq 2}, \quad J(x, y) = \{J_{ij}(x, y)\}_{1 \leq i,j \leq 2}
\]

\[
F(x, y) = \{F_{ij}(x, y)\}_{1 \leq i,j \leq 2}, \quad N(x, y) = \{N_{ij}(x, y)\}_{1 \leq i,j \leq 2}
\]

on the triangular domain \( D = \{0 \leq y \leq x \leq l(t)\} \), and

\[
\gamma(x) = \{\gamma_{ij}(x)\}_{1 \leq i \leq 2, 1 \leq j \leq 4}, \quad \tilde{\gamma}(x) = \{\tilde{\gamma}_{ij}(x)\}_{1 \leq i \leq 2, 1 \leq j \leq 4}
\]

are to be determined. The target system \( (a(x, t), \beta(x, t), W(t)) \) is designed as

\[
\dot{W}(t) = \tilde{A} W(t) + 2\tilde{B} \beta(0, t) \quad (54)
\]

\[
a_r(x, t) = -Q(x)a_r(x, t) + \tilde{T}_b(x) a(x, t) + g_1(x) \beta(0, t) \quad (55)
\]

\[
\beta_r(x, t) = \tilde{Q}(x) \beta_r(x, t) + \tilde{T}_a(x) \beta(x, t) + g_2(x) \beta(0, t) \quad (56)
\]

\[
a(0, t) = -\beta(0, t) \quad (57)
\]

\[
\beta(l(t), t) = 0 \quad (58)
\]
where $\hat{A} = \bar{A} - \bar{B}C + 2\bar{B}k$ is a Hurwitz matrix by choosing $\kappa = \{k_{ij}\}_{1 \leq i \leq 2, 1 \leq j \leq 4}$ recalling Assumption 5. Note that $\hat{T}_a(x), \hat{T}_b(x)$ are diagonal matrices consisting of the diagonal elements of (50) and (51), denoted as $\hat{T}_a(x) = \text{diag}(\hat{T}_{ai}(x))$ and $\hat{T}_b(x) = \text{diag}(\hat{T}_{bi}(x))$ for $i = 1, 2$. Thus, all coupling terms in the PDE domain (43) and (44) are removed. $g(x), g_1(x)$ are in the form of

$$g(x) = \begin{pmatrix} 0 \\ g_a(x) \\ 0 \\ g_b(x) \\ 0 \end{pmatrix}, \quad g_1(x) = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \quad (59)$$

where $g_a(x) = \left(\frac{d_0(x)}{\sqrt{2}}F_1(x, 0) - \lambda_{22}(x)d_{14}(d_0(x))^{1/2} - \lambda_{24}(x)d_{16}(d_0(x))^{1/2} + \frac{\rho(x)}{\sqrt{2}d_0(x)}N_2(x, 0)\right)$ and $g_b(x) = \left(\frac{d_0(x)}{\sqrt{2}} \left(\frac{1}{2}L_2 \left(0, 0\right) - \gamma_{22}(x)d_{14}(d_0(x))^{1/2} - \gamma_{24}(x)d_{16}(d_0(x))^{1/2} + \frac{\rho(x)}{\sqrt{2}d_0(x)}K_1(x, 0)\right)\right)$. Equations (54)–(58) are exponentially stable, as we will see in the stability analysis via Lyapunov function in Theorem 1.

By matching the systems (43)–(47) and (54)–(58) through (52) and (53), a lengthy but straightforward calculation leads to the conditions on the kernels in (52) and (53) as follows. $F(x, y), N(x, y), \lambda(x)$ and $\gamma(x)$ should satisfy the matrix equations

$$Q(x)F(x, x) + F(x, x)Q(x) = -\hat{T}_a(x) \quad (60)$$

$$Q(x)N(x, x) - N(x, x)Q(x) = \hat{T}_b(x) - \hat{T}_a(x) \quad (61)$$

$$N(x, 0)Q(0) = -F(x, 0)Q(0) + 2\lambda(x)B + g(x) \quad (62)$$

$$Q(x)N_1(x, y) + N_1(x, y)Q(y) + N(x, y)Q'(y) = -N(x, y)T_b(y) + \hat{T}_b(x)N(x, y) - F(x, y)T_a(y) = 0 \quad (63)$$

$$Q(x)F_1(x, y) - F_1(x, y)Q(y) = -F(x, y)Q(y) \quad (64)$$

$$Q(x)\lambda'(x) - \lambda(x)(\hat{A} - \bar{B}C) + \hat{T}_b(x)\lambda(x) - F(x, 0)Q(0)C_1 + g(x)\lambda(0) = 0 \quad (65)$$

$$\lambda(0) = \kappa \quad (66)$$

and $K(x, y), J(x, y)$, and $\gamma(x)$ should satisfy

$$Q(x)J(x, x) - J(x, x)Q(x) = -\hat{T}_a(x) \quad (67)$$

$$K(x, x)Q(x) - Q(x)K(x, x) = \hat{T}_b(x) - \hat{T}_a(x) \quad (68)$$

$$K(x, 0)Q(0) = -J(x, 0)Q(0) + 2\gamma(x)\bar{B} + g_1(x) \quad (69)$$

$$Q(x)J_x(x, y) + J_y(x, y)Q(y) + J(x, y)Q'(y) - J(x, y)T_a(y) + \hat{T}_b(x)J(x, y) - K(x, y)T_a(y) = 0 \quad (70)$$

$$Q(x)K_x(x, y) - K_y(x, y)Q(y) - K(x, y)Q'(y) - K(x, y)T_b(y) + \hat{T}_b(x)K(x, y) - J(x, y)T_b(y) = 0 \quad (71)$$

$$Q(x)\gamma'(x) + \gamma(x)(\hat{A} - \bar{B}C) + \hat{T}_b(x)\gamma(x) \quad (72)$$

$$\gamma(0) = C_3 - \lambda(0) \quad (73)$$

Note that the existence of a unique solution $F, N \in L^\infty(D), \lambda \in L^\infty((0, l(t)))$, $K, J \in L^\infty(D), \gamma \in L^\infty((0, l(t)))$ is ensured, once the well-posedness of (60)–(73) on the domain $D_0 = \{0 \leq y \leq x \leq L\}, x \in (0, L]$ is achieved, because the boundary conditions in (60)–(73) are along the lines $y = x$ and $y = 0$ and there are no conditions at the boundary $x = l(t)$. In order to ensure the existence of a unique solution of the abovementioned kernel equations, additional artificial boundary conditions of subelements in $N, K$ are imposed as

$$N_{21}(L, y) = 0 \quad (74)$$

$$K_{21}(L, y) = 0 \quad (75)$$

The following lemma shows well-posedness of the kernel equations.

**Lemma 1:** After adding two additional artificial boundary conditions for the subelements $N_{21}, K_{21}$ of kernels $N$ and $K$ as (74) and (75), the matrix equations (60)–(66) have a unique solution $F, N \in L^\infty(D), \lambda \in L^\infty((0, l(t)))$ and (67)–(73) have a unique solution $K, J \in L^\infty(D), \gamma \in L^\infty((0, l(t)))$.

**Proof:** The proof is shown in the Appendix of [29].

With similar derivations, one can show that the inverse transformations are defined as

$$p(x, t) = \alpha(x, t) - \int_0^t \hat{K}(x, y)\alpha(y, t)dy$$

$$- \int_0^t \hat{J}(x, y)\beta(y, t)dy - \hat{n}(x)\hat{w}(t) \quad (76)$$

$$r(x, t) = \beta(x, t) - \int_0^t \hat{F}(x, y)\alpha(y, t)dy$$

$$- \int_0^t \hat{N}(x, y)\beta(y, t)dy - \hat{\lambda}(x)\hat{w}(t) \quad (77)$$

where kernels $\hat{K}(x, y), \hat{J}(x, y), \hat{n}(x, y), \hat{F}(x, y), \hat{N}(x, y), \hat{\lambda}(x)$ can be proved well-posed similar to Lemma 1.

Once the equation for the kernels are solved, the control input is obtained as

$$U(t) = -R(l(t))^{-1}\left[\int_{0}^{l(t)} F(l(t), y)p(y, t)dy - \int_{0}^{l(t)} N(l(t), y)r(y, t)\hat{\lambda}(l(t))\hat{w}(t)\right] \quad (78)$$

by matching boundary conditions (47) and (58) via (53). Applying (24)–(28) and (40)–(42), (78) can be expanded and rewritten as the original states as

$$U_1(t) = \frac{1}{d_{20}(l(t))d_{21}(l(t))} \left[ u_1(l(t), t) - \int_{0}^{l(t)} \left[ F_{11}(l(t), y)(u_1(y, t) - \sqrt{d_6(y)u_4(y, t)}) + F_{12}(l(t), y)(u_4(y, t) - \sqrt{d_1(y)u_2(y, t)}) \right] dy \right.$$

$$- \int_{0}^{l(t)} \left[ N_{11}(l(t), y)(u_1(y, t) + \sqrt{d_6(y)u_4(y, t)}) + N_{12}(l(t), y)(u_4(y, t) + \sqrt{d_1(y)u_2(y, t)}) \right] dy$$

$$\left. - \lambda_{11}(l(t))w_0(t) - \lambda_{12}(l(t))w_1(t) - \lambda_{13}(l(t))u_0(t) - \lambda_{14}(l(t))u_1(t) \right] \quad (79)$$

$$U_2(t) = \frac{1}{d_{20}(l(t))d_{21}(l(t))} \left[ w_0(l(t), t) - \int_{0}^{l(t)} \left[ F_{21}(l(t), y)(u_4(y, t) - \sqrt{d_6(y)u_4(y, t)}) \right. \right.$$
where inserting (22) and (23) to replace \( u_1(l(t), t) \), \( w_1(l(t), t) \) is used. With the abovementioned control laws \( U_1(t) \), \( U_2(t) \), we obtain stability results of the state-feedback closed-loop system, summarized in the following two theorems.

### B. Stability Analysis in the State-Feedback Closed-Loop System

1) Stability Result of Closed-Loop System: The exponential stability result of the state-feedback closed-loop system is shown in the following theorem, which physically means the vibration energy of the cable, including kinetic energy and potential energy in two directions, bounded by \( \xi(\|w_0(\cdot, t)\|^2 + \|w_2(\cdot, t)\|^2 + \|u_1(\cdot, t)\|^2 + \|u_2(\cdot, t)\|^2) \) with \( \xi > 0 \), is exponentially convergent to zero, where the decay rate of the vibration energy is adjustable by the control parameters.

**Theorem 1:** If initial values \((w(x, 0), u_1(x, 0)) \in H^2(0, L) \times H^1(0, L), (u(x, 0), u_1(x, 0)) \in H^2(0, L) \times H^1(0, L)\), the closed-loop system consisting of the plant (18)–(23) and the state-feedback control law (79) and (80) is exponentially stable in the sense that there exist positive constants \( \gamma_1, \sigma_1 \) such that

\[
\Phi(t) \leq \gamma_1 \Phi(0) e^{-\sigma_1 t}
\]

where \( \Phi(t) = (\|w_0(\cdot, t)\|^2 + \|w_2(\cdot, t)\|^2 + \|u_1(\cdot, t)\|^2 + \|u_2(\cdot, t)\|^2 + \|u_0(\cdot, t)\|^2 + \|u_1(\cdot, t)\|^2 + \|u_2(\cdot, t)\|^2)^{1/2}. \)

\( \Phi(\cdot) \) is a compact notation for \( \int_0^t u(x, t) \) and \( \| \cdot \| \) denotes the Euclidean norm. The convergence rate \( \sigma_1 \) is adjustable by the control parameters.

**Proof:** We start from studying the stability of the target system (54)–(58). The equivalent stability property between the target system (54)–(58) and the original system (18)–(23) is ensured via the definitions (24)–(27) and (40)–(42) and the backstepping transformations (52) and (53) and (76) and (77).

Consider the following Lyapunov function for the target system (54)–(58):

\[
V_1 = W^T(t) P_1 W(t) + \frac{1}{2} \int_0^t e^{\beta(t)} \beta(x, t) x \int_0^t R_a Q(x) \beta(x, t) dx + \frac{1}{2} \int_0^t e^{-\delta \beta} \beta(x, t) x \int_0^t R_b Q(x) \beta(x, t) dx
\]

where there exists a positive definite matrix \( P_1 = P_1^T \) being the solution to the Lyapunov equation \( P_1 \dot{A} + \bar{A} P_1 = P_1 Q \), for some \( Q_1 = Q_1^T > 0 \). \( R_a, R_b \) are diagonal matrices as \( R_a = \text{diag}(r_{a1}, r_{a2}) \), \( R_b = \text{diag}(r_{b1}, r_{b2}) \). The positive parameters \( r_{a1}, r_{a2}, r_{b1}, r_{b2}, \delta, \beta \) are to be chosen later.

According to (82), we have

\[
\mu_1 \Omega(t) \leq V_1(t) \leq \mu_2 \Omega(t)
\]

with defining \( \Omega(t) = |W(t)|^2 + \|\beta(x, t)\|^2 + \|a(x, t)\|^2 \) for some positive \( \mu_1, \mu_2 \).

Time derivative of \( V_1(t) \) along (54)–(58) is obtained as

\[
\dot{V}_1 = W^T(t) P_1 W(t) + W^T(t) P_1 W(t) + \frac{1}{2} \int_0^t e^{\beta(t)} \beta(x, t) x \int_0^t R_a Q(x) \beta(x, t) dx + \frac{1}{2} \int_0^t e^{-\delta \beta} \beta(x, t) x \int_0^t R_b Q(x) \beta(x, t) dx
\]

Applying Young’s inequality and considering the boundedness of the elements \( 1/(4d_{1}(x))^{1/2}, 1/(4d_{2}(x))^{1/2}, g_a(x), g_b(x) \) in the matrices \( Q(x)^{-1}, g(x), g_1(x) \), there exists \( \xi > 0 \) such that the following inequalities hold:

\[
\int_0^t e^{\beta(t)} \beta(x, t) x \int_0^t R_a Q(x) \beta(x, t) dx \leq \xi \int_0^t e^{\beta(t)} \beta(x, t) x \int_0^t R_a Q(x) \beta(x, t) dx
\]

\[
\int_0^t e^{-\delta(t)} \beta(x, t) x \int_0^t R_b Q(x) \beta(x, t) dx \leq \xi \int_0^t e^{-\delta(t)} \beta(x, t) x \int_0^t R_b Q(x) \beta(x, t) dx
\]

Inserting (85) and (86) and applying Young’s inequality into (84), we obtain

\[
\dot{V}_1(t) \leq -\frac{1}{2} \min(Q_2)(W(t))^2 - \beta(0, t)^T
\]
we thus arrive at
\[ Q \times \left( \frac{R_a}{2} - \frac{R_b}{2} + \frac{8|P_1 B_1|}{\lambda_{\min}(Q_2)} I_2 - e^{\beta_2 \xi} A_a - \xi A_b \right) \beta(0, t) \\
- \int_0^{t(t)} e^{\beta_2 \xi} \alpha(x, t)^T dx \\
= R_a \left( \frac{d_2}{2} - \xi \right) I_2 - Q(x)^{-1} T_a(x) \right) \beta(x, t) dx \\
- \int_0^{t(t)} e^{\beta_2 \xi} \alpha(x, t)^T dx \\
= R_b \left( \frac{d_1}{2} - \xi \right) I_2 - Q(x)^{-1} T_b(x) \right) \alpha(x, t) dx \\
- \frac{1}{2} e^{\beta_2 \xi} \alpha(l(t), t)^T R_b (I_2 - Q(l(t))^{-1} I(t)) \alpha(l(t), t) \tag{87} \]

where \( I_2 \) is a \( 2 \times 2 \) identity matrix. The parameters \( r_{a1}, r_{a2}, r_{b1}, r_{b2}, d_1, d_2 \) are chosen to satisfy
\[
\begin{align*}
 r_{a1} &> r_{b1} + \frac{16|P_1 B_1|^2}{\lambda_{\min}(Q_2)} + 2r_{a2} e^{\beta_2 \xi} + 2r_{b2} \xi \\
 r_{a2} &> r_{b2} + \frac{16|P_1 B_1|^2}{\lambda_{\min}(Q_2)}
\end{align*}
\]

with sufficiently large \( d_1, d_2 \). Note that positive constants \( r_{b1}, r_{b2} \) can be arbitrary. We know that the elements in the diagonal matrix \( Q(l(t))^{-1} I(t) \) are less than 1 by recalling Assumption 2, and the boundedness of all elements in the diagonal matrix \( Q(x)^{-1} T_a(x) T_b(x) \) by recalling Assumption 3, we thus arrive at
\[ \dot{V}_1(t) \leq -\eta_1 V_1(t) \tag{88} \]

for some positive \( \eta_1 \). It follows that:
\[ V_1(t) \leq V_1(0) e^{-\eta_1 t} \tag{89} \]

and then \( \Omega(t) \leq (\mu_2/\mu_1) \Omega(0) e^{-\eta_1 t} \) by recalling (83).

Now, we have obtained exponential stability in \( \Omega(t) \). Establishing the relationship between the \( \Omega(t) \) and the appropriate norm of the \( u(x, t), w(x, t) \)-system is the key to establishing exponential stability in original variables. Defining
\[ \Xi(t) = \| u_x(t), t \|^2 + \| u_t(t), t \|^2 + \| u(0, t), t \|^2 + \| u_t(0, t) \|^2 + \| w_x(t), t \|^2 + \| w_t(t), t \|^2 + \| w(0, t), t \|^2 + \| w_t(0, t) \|^2 \tag{90} \]

and recalling (24)–(27), (28)–(42), and (76) and (77), by applying Cauchy–Schwarz inequality, the following inequality holds:
\[ \dot{\theta}_{1a} \Xi(t) \leq \Omega(t) \leq \dot{\theta}_{1b} \Xi(t) \tag{91} \]

for some positive \( \dot{\theta}_{1a} \) and \( \dot{\theta}_{1b} \). Therefore, we have
\[ \Xi(t) \leq \frac{\mu_2 \dot{\theta}_{1b}}{\mu_1 \dot{\theta}_{1a}} \Xi(0) e^{-\eta_1 t} \tag{92} \]

Thus, (81) is achieved with \( \Theta_1 = (\mu_2 \dot{\theta}_{1b}/\mu_1 \dot{\theta}_{1a})^{1/2} \) and \( \sigma_1 = \eta_1 / 2 \), where the convergence rate \( \sigma_1 \) can be adjusted by the control parameter \( \kappa \) through affecting \( \lambda_{\min}(Q_1) \). Then, the proof of Theorem 1 is completed.

2) Exponential Convergence of Control Input: Before proving the exponential convergence of the control input, we propose a lemma first which shows the exponential stability result of the closed-loop system in the sense of \( H^2 \) norm.

**Lemma 2:** For any initial data \((w(x_0), w_t(x_0), \phi(x, 0), u(x, 0), u_t(x, 0)) \in H^2(0, L) \times H^1(0, L), \ u(x, 0), u_t(x, 0) \in H^2(0, L) \times H^1(0, L), \) the exponential stability estimate of the closed-loop system \((u(x, t), w(x, t)) \) is obtained in the sense that there exist positive constants \( \gamma_1, \sigma_1 \) such that
\[ \left( \| u_x(t, t) \|^2 + \| u_t(t, t) \|^2 + \| w_x(t, t) \|^2 + \| w_t(t, t) \|^2 \right)^{1/2} \leq \gamma_1 \left( \| u_x(0, 0) \|^2 + \| u_t(0, 0) \|^2 + \| w_x(0, 0) \|^2 + \| w_t(0, 0) \|^2 \right) e^{-\sigma_1 t} \]

**Proof:** Taking the spatial derivative and the time derivative of (55), (56), (93), (96), and (97), respectively,
\[ \dot{W}(t) = \dot{A} \dot{W}(t) + 2 \tilde{R} Q(0) \beta(t, 0) + 2 \tilde{B} \dot{T}_b(0) \beta(0, t) \tag{93} \]
\[ \alpha_{xi}(x, t) = - Q(x) a_{xi}(x, t) + \langle \tilde{T}_b(x) - Q'(x) \rangle a_{xi}(x, t) + \tilde{T}_a(x) a_{xi}(x, t) \tag{94} \]
\[ \beta_{si}(x, t) = Q(x) \beta_{sx}(x, t) + \langle \tilde{T}_a(x) + Q'(x) \rangle \beta_{sx}(x, t) + \tilde{T}_a(x) \beta_{sx}(x, t) \tag{95} \]
\[ - Q(0) a_{si}(0, t) = - Q(0) \beta_{sx}(0, t) - \tilde{T}_a(0) \beta(0, t) \tag{96} \]
\[ \beta_{sx}(l(t), t) = 0 \tag{97} \]

where (56) and (58) are used. Note that (97) results from \((l(t) + Q(l(t))) \beta_{sx}(l(t), t) = 0 \) where the elements in the diagonal matrix \( l(t) + Q(l(t)) \) are identically nonzero by recalling Assumption 2. Define new variables \( \sigma(x, t) = a_{xi}(x, t), \zeta(x, t) = \beta_{xi}(x, t) \), \( Z(t) = W(t) \). Consider a Lyapunov function
\[ \Xi(t) = R_1 \dot{V}_1(t) + Z(t) Z(t) R_2 \Xi(t) \]
\[ + \frac{1}{2} \int_0^{t(t)} e^{\beta_2 \xi} \sigma(x, t)^T \tilde{R}_a Q(x)^{-1} \zeta(x, t) dx \]
\[ + \frac{1}{2} \int_0^{t(t)} e^{\beta_2 \xi} \sigma(x, t)^T \tilde{R}_a Q(x)^{-1} \sigma(x, t) dx \tag{98} \]

where \( \tilde{R}_a, \tilde{R}_b \) are diagonal matrices as \( \tilde{R}_a = \text{diag}[\tilde{R}_{a1}, \tilde{R}_{a2}], \tilde{R}_b = \text{diag}[\tilde{R}_{b1}, \tilde{R}_{b2}], \tilde{R}_{a1}, \tilde{R}_{a2}, \tilde{R}_{b1}, \tilde{R}_{b2}, d_1, d_2 \) and \( R_1 \) are positive parameters.

Taking the derivative of (98) along (93)–(97), recalling (87), determining \( \tilde{R}_{a1}, \tilde{R}_{a2}, \tilde{R}_{b1}, \tilde{R}_{b2}, d_1, d_2 \) through a similar process as (84)–(89), and choosing large enough positive constant \( R_1 \), we arrive at \( \dot{V}_2(t) \leq -\eta_2 V_2(t) \) for some positive \( \eta_2 \).

Recalling backstepping transformations (76) and (77), we have \( \| p_x(t, t) \|^2 + \| p_t(t, t) \|^2 \leq \gamma_1 \left( \| p_x(0, 0) \|^2 + \| p_t(0, 0) \|^2 + \| p_t(0, 0) \|^2 + \| p_t(0, 0) \|^2 \right) e^{-\sigma_1 t} \) for some positive \( \gamma_1, \sigma_1 \) such that
\[ \Xi(t) \leq \Theta_2(t) \leq \Theta_1 \Xi(t) \tag{99} \]

Applying (24)–(27), (40) and (41), the proof of Lemma 2 is completed.
Theorem 2: In the closed-loop system, the state-feedback controller \( U_1(t), U_2(t) \) (79) and (80) are bounded and exponentially convergent to zero in the sense that there exist positive constants \( \sigma_2 \) and \( Y_2 \) such that
\[
|U_1(t)|^2 + |U_2(t)|^2 \leq Y_2 \left( \|u_x(\cdot,0)\|^2 + \|\omega_x(\cdot,0)\|^2 + \|u_x(\cdot,0)\|^2 + \|\omega_x(\cdot,0)\|^2 + \|u_x(\cdot,0)\|^2 + \|\omega_x(\cdot,0)\|^2 + \|u(0,0)^2 + \|\omega(0,0)\|^2 + |u(0,0)|^2 \right) e^{-\sigma_2 t}.
\] (99)

Proof: Considering (78) and the exponential stability result in Theorem 1, we know once \( p(l(t), t) = [u_x(l(t), t) - (d_0(l(t)))^{1/2} u_x(\hat{u}_x(l(t), t), \omega_x(l(t), t) - (d_1(l(t)))^{1/2} \omega_x(l(t), t)]^T \) is made sure to be exponentially convergent zero in the sense of \( |p(l(t), t)|^2 \), the exponential convergence of the control input is obtained. Applying Cauchy–Schwarz inequality and recalling (21) and (22), we obtain
\[
|p(l(t), t)| \leq 2|p_0(t)| + 2\sqrt{L} \|p_x(\cdot, t)\| \\
\leq 4|p_0(0)| + 4C_1W(t) + 2\sqrt{L} \|p_x(\cdot, t)\| \\
\leq 8|r(l(t), t)| + 8\sqrt{L} \|p_x(\cdot, t)\| \\
+ 4C_1W(t) + 2\sqrt{L} \|p_x(\cdot, t)\|.
\] (100)

Recalling (58), (77), and the exponential convergence of \( \|u_x(\cdot, t)\|^2, \|\beta(\cdot, t)\|^2, \|W(t)\|^2 \) proved in Theorem 1, we have \( |r(l(t), t)| \) is exponentially convergent to zero. Recalling Lemma 2, we thus have that \( |p(l(t), t)| \) is exponentially convergent to zero. The proof of Theorem 2 is completed.

IV. OBSERVER DESIGN

A. Observer Structure

Consider the sensors are only placed at the actuated boundary, an observer should be designed to estimate the in-domain and uncontrolled boundary states required in the state-feedback control laws (79) and (80). The available measurements are \( u_x(l(t), t), w_x(l(t), t), \text{i.e., } p(l(t), t) \) being known through a convertor as
\[
p(l(t), t) = \left[ u_x(l(t), t) - \sqrt{d_0(l(t))} d_1(0(l(t))) U_1(t), \text{ \, \, \, \, \, \, \, \, } \right.
\]
\[
\left. w_x(l(t), t) - \sqrt{d_1(l(t))} d_2(0(l(t))) U_2(t) \right] \] (101)

recalling (22), (23), (24), (27), and (40). Using the known signal \( p(l(t), t) \), the observer for the coupled wave PDE plant (18)–(23) is constructed as
\[
\hat{\omega}_x(t, x) = \frac{1}{2} (\hat{z}(x, t) + \hat{\omega}(x, t))
\] (102)
\[
\hat{\omega}_x(t, x) = \frac{1}{2\sqrt{d_1(x)}} (\hat{z}(x, t) - \hat{\omega}(x, t))
\] (103)
\[
\hat{u}_x(t, x) = \frac{1}{2} (\hat{k}(x, t) + \hat{y}(x, t))
\] (104)
\[
\hat{u}_x(t, x) = \frac{1}{2\sqrt{d_0(x)}} (\hat{k}(x, t) - \hat{y}(x, t))
\] (105)
\[
\hat{p}_x(x, t) = \frac{1}{2} (\hat{q}(x, t) + \hat{p}(x, t))
\]
\[
= T_a(x) \hat{p}(x, t) + T_b(x) \hat{p}_s(x, t)
\]
\[
+ \Gamma_1(x, t) (p(l(t), t) - \hat{p}(l(t), t)) \] (106)
\[
\hat{r}_x(t, x) - \frac{q(x, t)}{\Gamma_1(x, t)}
\]
\[
= T_a(x) \hat{p}(x, t) + T_b(x) \hat{p}_s(x, t)
\]
\[
+ \Gamma_2(x, t) (p(l(t), t) - \hat{p}(l(t), t)) \] (107)
\[
\hat{p}(0, t) = C_2 \hat{w}(t) - \hat{r}(t, 0)
\] (108)
\[
\hat{W}(t) = \hat{A} - \hat{B} \hat{C}_3 \hat{w}(t) + 2 \hat{B} \hat{p}(0, t)
\]
\[
+ \Gamma_3(t) (p(l(t), t) - \hat{p}(l(t), t)) \] (109)
\[
\hat{r}(l(t), t) = R(l(t)) \hat{U}(t) + p(l(t), t)
\] (110)

where \( \hat{p} = [\hat{y}(x, t), \hat{\omega}(x, t)]^T, \hat{r} = [\hat{k}(x, t), \hat{z}(x, t)]^T, \hat{W}(t) = [\hat{X}(t), \hat{Y}(t)]^T = [\hat{w}(0, t), \hat{w}(0, t), \hat{u}(0, t), \hat{u}(0, t)]^T. \)

Note that the observer consists of two parts: 1) (106)–(110) in the sense of a copy of plant (43)–(47) plus output injections is built to estimate \( p(x, t), r(x, t) \) and 2) once \( p(x, t), r(x, t) \) are estimated successfully by (106)–(110), the estimations of the original plant are straightforward obtained as (102)–(105) considering Riemann transformations (24)–(27).

Next, the observer gains \( \Gamma_1(x, t), \Gamma_2(x, t), \text{ and } \Gamma_3(t) \) will be determined to achieve the exponential stability of the observer error system which can be seen in the next subsection. A difference from the traditional ones should be noted that \( \Gamma_1, \Gamma_2 \) not only depend on the spatial variable \( x \) but also depend on \( t \) because of the time-varying domain.

B. Observer Error System

The observation problem is essentially to ensure the observer errors (differences between the estimated and real states) are reduced to zero, by defining adequate observer gains. Denote the observer errors as
\[
\hat{w}_x(t, x) = w_x(x, t) - \hat{w}_x(x, t)
\] (111)
\[
\hat{w}_x(t, x) = w_x(x, t) - \hat{w}_x(x, t)
\] (112)
\[
\hat{u}_x(t, x) = u_x(x, t) - \hat{u}_x(x, t)
\] (113)
\[
\hat{u}_x(t, x) = u_x(x, t) - \hat{u}_x(x, t)
\] (114)
\[
\hat{W}(x, t) = W(x, t) - \hat{W}(t) = [X(t), Y(t)] - [\hat{X}(t), \hat{Y}(t)]
\]
\[
= [w(0, t), w(0, t), u(0, t), u(0, t)]^T
\]
\[
\hat{r}(x, t) = r(x, t) - \hat{r}(x, t) = [\hat{z}(x, t), \hat{\omega}(x, t)]
\] (115)
\[
\hat{r}(x, t) = r(x, t) - \hat{r}(x, t) = [\hat{k}(x, t), \hat{z}(x, t)].
\] (116)
\[
\hat{r}(l(t), t) = R(l(t)) \hat{U}(t) + p(l(t), t)
\] (110)

Recalling (43)–(47), (24)–(27), and (102)–(110), the resulting observer error dynamics are given by
\[
\hat{\omega}_x(t, x) = \frac{1}{2} (\hat{z}(x, t) + \hat{\omega}(x, t))
\] (118)
\[
\hat{w}_x(t, x) = \frac{1}{2\sqrt{d_1(x)}} (\hat{z}(x, t) - \hat{\omega}(x, t))
\] (119)
\[
\hat{u}_x(t, x) = \frac{1}{2} (\hat{k}(x, t) + \hat{y}(x, t))
\] (120)
\[
\hat{u}_x(t, x) = \frac{1}{2\sqrt{d_0(x)}} (\hat{k}(x, t) - \hat{y}(x, t))
\] (121)
\[
\ddot{p}(x, t) + Q(x)\dot{p}(x, t) = T_a(x)\dot{r}(x, t) + T_b(x)\ddot{p}(x, t) + \bar{G}(x, t)\ddot{l}(t, t)
\]

\[
\ddot{r}(x, t) - Q(x)\dot{r}(x, t) = T_a(x)\dot{p}(x, t) + T_b(x)\dot{p}(x, t) + \bar{G}(x, t)\ddot{l}(t, t)
\]

where the subsystem (122)–(126) describing the dynamics of the observer error of the system (43)–(47) determines the observer error of the plant (18)–(23) via (118)–(121). Therefore, the exponential stability of (122)–(126) is the core to make sure the proposed observer can be exponentially convergent to the actual states of the original plant (18)–(23).

\section*{C. Observer Backstepping Design}

To find the observer gains \(\Gamma_1(x, t), \Gamma_2(x, t), \Gamma_3(x, t)\) that guarantee that (122)–(126) is exponentially stable, we use a transformation to map (122)–(126) to a target observer error system whose exponential stability result is straightforward to obtain.

The transformation is introduced as

\[
\tilde{p}(x, t) = \tilde{a}(x, t) - \int_0^t \tilde{\phi}(x, y)\tilde{a}(y, t)dy
\]

\[
\tilde{r}(x, t) = \tilde{\beta}(x, t) - \int_0^t \tilde{\psi}(x, y)\tilde{a}(y, t)dy
\]

\[
\tilde{w}(t) = \tilde{S}(t) + \int_0^t \tilde{K}(y)\tilde{a}(y, t)dy
\]

where kernels \(\tilde{\phi}(x, y) = \{\tilde{\phi}_{ij}(x, y)\}_{1 \leq i, j \leq 2}, \tilde{\psi}(x, y) = \{\tilde{\psi}_{ij}(x, y)\}_{1 \leq i, j \leq 2}\) on a triangular domain \(D_1 = \{0 \leq x \leq y \leq l(t)\}\) and \(\tilde{K}(y) = \{\tilde{K}_{ij}(y)\}_{1 \leq i, j \leq 2}\) are to be determined. The target observer error system is set up as

\[
\ddot{a}(x, t) + Q(x)\dot{a}(x, t) = T_a(x)\dot{\tilde{r}}(x, t) + T_b(x)\ddot{a}(x, t)
\]

\[
\dot{\tilde{\beta}}(x, t) = \int_0^t \tilde{M}(x, y)\dot{\tilde{\beta}}(y, t)dy
\]

\[
\dot{\tilde{\psi}}(x, t) = \int_0^t \tilde{N}(x, y)\dot{\tilde{\psi}}(y, t)dy
\]

where \(\tilde{\phi}, \tilde{\psi}, \tilde{\beta}\) are solutions of the following systems.

Proof: After swapping the positions of arguments as B.9 and B.10 in [2], i.e., changing the domain \(D_1\) to \(D, (138)–(144)\) have the analogous form with kernels \(F(x, y), N(x, y), \tilde{\lambda}(x)\) (60)–(66). Similar to the proof of [29, Lemma 1], Lemma 3 is obtained.
\[ \hat{\beta}(x, t) = \check{r}(x, t) - \int_{t}^{(t)} \psi(x, y) \check{p}(y, t) \, dy \]  
(149)
\[ \check{S}(t) = \check{W}(t) + \int_{0}^{(t)} \check{K}(y) \check{r}(y, t) \, dy \]  
(150)
where \( \check{p}(x, y) \in \mathbb{R}^{2 \times 2}, \psi(x, y) \in \mathbb{R}^{2 \times 2}, \) and \( \check{K}(y) \in \mathbb{R}^{3 \times 2} \) are kernels on \( \mathcal{D}_1 \) and \( 0 \leq y \leq l(t), \) respectively.

**D. Stability Analysis of Observer Error System**

Before showing the performance of the proposed observer on tracking the actual states in the original plant (18)–(23) in the next theorem, the stability result of the observer error subsystem (122)–(126) which dominates the observer errors of the original plant (18)–(23) is given in the following lemma.

**Lemma 4:** Consider the observer error subsystem (122)–(126), there exist positive constants \( \Gamma_3, \sigma_3 \) such that

\[ \Phi_e(t) \leq \Gamma_3 \Phi_e(0) e^{-\sigma_3 t} \]  
(151)
where \( \Phi_e(t) = (\| \check{p}(., t) \|^2 + \| \check{\beta}(., t) \|^2 + \| \check{W}(t) \|^2)^{1/2} \).

**Proof:** Expanding (130)–(134) as \( \check{a} = [\check{a}_1, \check{a}_2]^T, \check{\beta} = [\check{\beta}_1, \check{\beta}_2]^T, \) we obtain

\[ \check{a}_i(t, x) + Q_i(x) \check{a}_i(x, t) = \sum_{j=1}^{2} T_{aij}(x) \check{\beta}_j(x, t) + \tilde{T}_h(x) \check{a}_i(x, t) + \int_{x}^{(t)} \sum_{j=1}^{2} \tilde{M}_{ij}(x, y) \check{\beta}_j(y, t) \, dy \]  
(152)
\[ \check{\beta}_i(t, x) - Q_i(x) \check{\beta}_i(x, t) = \int_{x}^{(t)} \sum_{j=1}^{2} \tilde{N}_{ij}(x, y) \check{\beta}_j(y, t) \, dy + \sum_{j=1}^{2} T_{bij}(x) \check{\beta}_j(x, t) \]  
(153)
\[ \check{a}_i(0, t) = C_3 \check{S}(t) - \check{\beta}_i(0, t) + (i - 1) \times \int_{0}^{(t)} h_{21}(y) \check{a}_1(y, t) \, dy, \]  
(154)
\[ \check{\beta}_i(l(t), t) = 0 \]  
(155)
for \( i = 1, 2, \) and \( \check{S}(t) \) is governed by

\[ \dot{\check{S}}(t) = A \check{S}(t) + E \check{p}(B(0, t), \check{b}(2, t))^T + \int_{0}^{(t)} G(y) \check{p}(y, t) \, dy. \]  
(156)

In (152)–(156), \( \check{\beta}_i(., t) \) and \( \check{\beta}_i(., t) \) are independent and \( \check{\beta}_i(., t) \equiv 0 \) after a finite time because of (155). Thus, \( \check{S}(t) \) is exponentially convergent to zero because \( A \) is Hurwitz. \( \check{a}_i(., t) \) are exponentially convergent to zero because of the exponential convergence of \( \check{a}_i(0, t) \) considering (154) for \( i = 1. \) \( \check{a}_2(., t) \) flow into \( \check{a}_2(0, t) \) through the boundary (154), where exponential convergence of \( \check{a}_2(0, t) \) also can be obtained for \( i = 2 \) because all signals at the right-hand side of the equal sign are exponentially convergent to zero. It follows that \( \check{a}_2(., t) \) are exponentially convergent to zero as well.

The exponential stability result would be seen more clearly by using the following Lyapunov function as:

\[ V_e(t) = \frac{\check{F}_1}{2} \int_{0}^{(t)} e^{-\check{\beta}_2} (\check{b}_1(x, t))^T Q_1(x)^{-1} \check{a}_1(x, t) \, dx + \frac{\check{F}_1}{2} \int_{0}^{(t)} e^{-\check{\beta}_2} (\check{b}_1(x, t))^T Q_1(x)^{-1} \check{a}_1(x, t) \, dx + \frac{\check{F}_2}{2} \int_{0}^{(t)} e^{-\check{\beta}_2} (\check{b}_2(x, t))^T Q_2(x)^{-1} \check{b}_2(x, t) \, dx + \check{S}(t) P_2 \check{S}(t) \]  
(157)
where a positive definite matrix \( P_2 = P_2^T \) is the solution to the Lyapunov equation \( P_2 A + A^T P_2 = -2 \check{Q}_2, \) for some \( \check{Q}_2 = \check{Q}_2^T \geq 0, \) and \( \check{r}_a, \check{r}_b, \check{r}_2, \check{r}_2, \check{\delta}_2, \check{\delta}_2 \) are positive constants.

The following inequality holds \( \mu_1 \check{Q}_2(t) \leq V_e(t) \leq \mu_2 \check{Q}_2(t) \) for some positive \( \mu_1, \mu_2, \) where \( \check{Q}_2(t) = \| \check{a}_2 \|^2 + \| \check{\beta}_2 \|^2 + | \check{S}(t) |^2. \) Note that \( \| \check{a}_2 \|^2 = \int_{0}^{(t)} \check{a}_2(x, t) dx + \int_{0}^{(t)} \check{a}_2(x, t) \, dx. \)

Taking the derivative of (157) along (152)–(156), choosing \( \check{r}_a, \check{r}_b, \check{r}_2, \check{r}_2, \check{\delta}_2, \check{\delta}_2 \) as a similar process in (84)–(89), we can obtain \( V_e(t) \leq -\eta e V_e(t) \) for some positive \( \eta \) which is associated with the choice of \( L_0. \) It follows that the exponential stability result in the sense of \( \| \check{a}(., t) \|^2 + \| \check{\beta}(., t) \|^2 + | \check{S}(t) |^2 \leq \xi e^{\eta_1 t} \) for some positive \( \xi \) and \( \eta \). Recalling the direct and inverse backstepping transformations (127)–(129), (148)–(150), and applying Cauchy-Schwarz inequality, the proof of Lemma 4 is completed.

Applying the exponential stability result of the observer error subsystem (122)–(126) in Lemma 4 and recalling the relationships (118)–(121), we obtain the following theorem about the performance of the observer on tracking the actual states in the original plant (18)–(23).

**Theorem 3:** Considering the observer error system (118)–(126) with the observer gains \( \Gamma_1(x, t) \) (145), \( \Gamma_2(x, t) \) (146), and \( \Gamma_3(x, t) \) (147), for any initial data \( (\check{u}(0), \check{v}(0), \check{w}(0), \check{u}(0)) \in H^2(0, L) \times H^1(0, L), (\check{u}(0), \check{v}(0), \check{w}(0)) \in H^2(0, L) \times H^1(0, L), \) there exist positive constants \( \gamma_4, \sigma_4 \) such that

\[ \Phi_e(t) \leq \gamma_4 \Phi_e(0) e^{-\sigma_4 t} \]  
(158)
where \( \Phi_e(t) = (\| \check{u}_1(., t) \|^2 + \| \check{u}_2(., t) \|^2 + \| \check{v}_1(., t) \|^2 + \| \check{v}_2(., t) \|^2 + \| \check{w}_1(., t) \|^2 + \| \check{w}_2(., t) \|^2 + \| \check{u}(., t) \|^2 + \| \check{v}(., t) \|^2 + \| \check{w}(., t) \|^2)^{1/2}. \n\)

It means the observer states in (102)–(110) can be exponentially convergent to the actual values in (18)–(23) according to (111)–(114).

**Proof:** Recalling Lemma 4 and (115)–(117), the following inequality holds \( \Phi_e(t) \leq \gamma_4 \Phi_e(0) e^{-\sigma_4 t} \) for some positive constants \( \gamma_4, \sigma_4, \) where \( \Phi_e(t) = (\| \check{u}_1(., t) \|^2 + \| \check{u}_2(., t) \|^2 + \| \check{v}_1(., t) \|^2 + \| \check{v}_2(., t) \|^2 + \| \check{w}_1(., t) \|^2 + \| \check{w}_2(., t) \|^2)^{1/2}. \n\)

According to (118)–(121), whose inverse transformation, where \( \check{u}(., t), \check{u}(., t), \check{v}(., t), \check{v}(., t), \check{w}(., t) \) are represented by \( \hat{z}(., t), \hat{u}(., t), \hat{k}(., t), \hat{y}(., t), \) is straightforward
to obtain, the proof of Theorem 3 is then completed recalling (115).

V. OUTPUT-FEEDBACK CONTROLLER AND STABILITY ANALYSIS

The output-feedback controller results from combining the state-feedback controller in Section III and the observer in Section IV. After inserting observer states into the state-feedback controller (79) and (80) to replace the unmeasurable states, the controller $U_1(t)$, $U_2(t)$ in (22) and (23) are taken as the output-feedback form as $U_{o1}(t)$, $U_{o2}(t)$

$$U_{o1}(t) = -\frac{1}{d_{o1}(l(t))\sqrt{d_{o1}(l(t))}} \times \left[ u_1(l(t), t) - \int_0^{l(t)} \left[ F_{11}(l(t), y)(\hat{u}_1(y, t)
- \sqrt{d_{o1}(y)}\hat{u}_1(y, t) + F_{21}(l(t), y)(\hat{u}_1(y, t) - \sqrt{d_{o1}(y)}\hat{u}_1(y, t)) \right] dy
- \int_0^{l(t)} \left[ N_{11}(l(t), y)(\hat{u}_1(y, t) + \sqrt{d_{o1}(y)}\hat{u}_1(y, t)) + N_{21}(l(t), y)(\hat{u}_1(y, t) + \sqrt{d_{o1}(y)}\hat{u}_1(y, t)) \right] dy
- \lambda_{11}(l(t))\hat{w}(0, t) - \lambda_{12}(l(t))\hat{w}_1(0, t)
- \lambda_{13}(l(t))\hat{w}_1(0, t) - \lambda_{14}(l(t))\hat{w}_1(0, t) \right] \right]$$

$$U_{o2}(t) = -\frac{1}{d_{o2}(l(t))\sqrt{d_{o2}(l(t))}} \times \left[ u_2(l(t), t) - \int_0^{l(t)} \left[ F_{21}(l(t), y)(\hat{u}_2(y, t)
- \sqrt{d_{o2}(y)}\hat{u}_2(y, t) + F_{22}(l(t), y)(\hat{u}_2(y, t) - \sqrt{d_{o2}(y)}\hat{u}_2(y, t)) \right] dy
- \int_0^{l(t)} \left[ N_{21}(l(t), y)(\hat{u}_2(y, t) + \sqrt{d_{o2}(y)}\hat{u}_2(y, t)) + N_{22}(l(t), y)(\hat{u}_2(y, t) + \sqrt{d_{o2}(y)}\hat{u}_2(y, t)) \right] dy
- \lambda_{21}(l(t))\hat{w}(0, t) - \lambda_{22}(l(t))\hat{w}_2(0, t)
- \lambda_{23}(l(t))\hat{w}_2(0, t) - \lambda_{24}(l(t))\hat{w}_2(0, t) \right] \right]$$

The diagram of the output-feedback closed-loop system is shown in Fig. 4. It should be noted that $U_{o1}(t)$, $U_{o2}(t)$ are implemented based on the boundary measurements $u_1(l(t), t)$, $u_2(l(t), t)$ mentioned in Section II. To be exact, $u_1(l(t), t)$, $u_2(l(t), t)$ directly act as the first terms of (159) and (160), and also are used to obtain the solutions of the observer (102)–(110) which are required in the remaining terms in (159) and (160) through a convertor (101). Note that in the practical application of the DCV, $l(t)$, i.e., the time-varying length of the cable, can be obtained by the product of the radius and angular displacement of the winch on which the cable winds round.

The following theorem shows the exponential stability result of the output-feedback closed-loop system.

**Theorem 4:** Considering the closed-loop system consisting of the plant (18)–(23), the observer (102)–(110) and the output-feedback controller (159) and (160), for initial values $(w(x, 0), w_t(x, 0)) \in H^2(0, L) \times H^1(0, L)$,

$$(u(x, 0), u_t(x, 0)) \in H^2(0, L) \times H^1(0, L),$$

we obtain the following.

1) There exist positive constants $\gamma_5$ and $\sigma_5$ such that

$$\|\tilde{w}(t)\|^2 + \|\tilde{w}_r(t)\|^2 \leq \gamma_5\|\tilde{w}(0)\|^2 + \sigma_5\|\tilde{w}_r(0)\|^2$$

2) The output-feedback controllers (159) and (160) are bounded and exponentially convergent to zero.

**Proof:** The output-feedback controller (159) and (160) can be written as

$$[U_{o1}(t), U_{o2}(t)]^T = [u_{sf1}(t), u_{sf2}(t)]^T + \delta(t)$$

considering (111)–(115), where $u_{sf1}(t), u_{sf2}(t)$ are the state-feedback form presented as (79) and (80), and $\delta(t) \in R^{2 \times 1}$ is

$$\delta(t) = 2R(l(t))^{-1} \left[ \int_0^{l(t)} \left[ F(l(t), y)(\hat{u}_r(y, t) - \sqrt{d_{o1}(y)}\hat{u}_r(y, t) + F(l(t), y)(\hat{u}_r(y, t) - \sqrt{d_{o2}(y)}\hat{u}_r(y, t)) \right] dy
+ \int_0^{l(t)} \left[ N(l(t), y)(\hat{u}_r(y, t) + \sqrt{d_{o1}(y)}\hat{u}_r(y, t)) + N(l(t), y)(\hat{u}_r(y, t) + \sqrt{d_{o2}(y)}\hat{u}_r(y, t)) \right] dy
+ \lambda(l(t))(\hat{w}(0, t), \hat{w}_r(0, t), \tilde{w}(0, t), \tilde{w}_r(0, t))^T \right].$$

Applying the output-feedback controller (162) into the plant (18)–(23), i.e., $U_1(t) = U_{o1}(t)$, $U_2(t) = U_{o2}(t)$, recalling Theorems 1 and 3, together with (111)–(115), we achieve (161), i.e., property 1) in Theorem 4. Moreover, applying Theorem 2 which shows the state-feedback controllers $[U_{sf1}(t), U_{sf2}(t)]^T$ are exponentially convergent to zero and Theorem 3 which guarantees the exponential convergence to zero of $\tilde{w}(0)$, we obtain $\tilde{w}(t)$ and $\tilde{w}_r(t)$ boundedness and exponential convergence of the output feedback control input are obtained according to (162), i.e., the property 2) of Theorem 4. Therefore, the proof of Theorem 4 is completed.
Fig. 5. Descending trajectory and velocity, i.e., the time-varying cable length \( l(t) \) and the changing rate \( \dot{l}(t) \).

VI. SIMULATION TEST ON VIBRATION SUPPRESSION OF DCV

The simulation is conducted based on the linear model (9)–(14) and actual nonlinear model (1)–(6) with unmodeled disturbances, respectively, where the first one is to verify the abovementioned theoretical results and the second one is to illustrate the effectiveness in the application of vibration control of DCV. Note that the time-varying domain plant, with predetermined time-varying functions \( l(t) \) and \( \dot{l}(t) \) shown in Fig. 5, is converted to the one on the fixed domain \( t = 0, 1 \) with time-varying coefficients related to \( l(t), \dot{l}(t), \ddot{l}(t) \) via introducing

\[
t = \frac{x}{l(t)}
\]

(164)
i.e., representing \( u(x, t) \) by \( u(t, t) \) as

\[
u_\text{s}(x, t) = \frac{1}{l(t)}u_\text{s}(t, t), \quad u_\text{t}(x, t) = \frac{1}{l(t)^2}u_\text{t}(t, t)
\]

(165)

\[
u_\text{tt}(x, t) = u_\text{tt}(t, t) - \frac{1}{l(t)}u_\text{tt}(t, t)
\]

(166)

\[
u_\text{ttt}(x, t) = u_\text{ttt}(t, t) - \frac{2}{l(t)}u_\text{ttt}(t, t) - \frac{\dot{l}(t)^2}{l(t)^2}u_\text{ttt}(t, t)
\]

(167)

and then the simulation is conducted based on the finite difference method with time step and space step as 0.001 and 0.05 respectively. The observer (102)–(110) is solved in the same way, and the following equations are used to obtain \( \hat{u}, \hat{w} \) from \( \hat{k}, \hat{y}, \hat{x}, \hat{b} \):

\[
\hat{u}(t, t) = \int_0^t \frac{1}{2\sqrt{d(t)}}(\hat{k}(\hat{r}, t) - \hat{y}(\hat{r}, t))d\hat{r} + \hat{C}_1\hat{W}(t)
\]

\[
\hat{w}(t, t) = \int_0^t \frac{1}{2\sqrt{d(t)}}(\hat{x}(\hat{r}, t) - \hat{v}(\hat{r}, t))d\hat{r} + \hat{C}_2\hat{W}(t)
\]

according to (102)–(105) and (115), where \( \hat{C}_1 = [0, 0, 1, 0] \) and \( \hat{C}_2 = [1, 0, 0, 0] \).

The initial conditions are defined according to the steady state, as \( u_\text{s}(0, 0) = \hat{e}(\cdot), u_\text{t}(0, 0) = 0 \) and \( w_\text{t}(0, 0) = -\hat{\phi}(\cdot), w_\text{tt}(0, 0) = 0 \). With defining \( u(0, 0) = 0 \) and \( w(0, 0) = 0 \), the initial conditions of (9)–(14) can thus be defined completely in the numerical calculation adopting the finite difference method. All initial conditions \( \hat{k}(\cdot, 0), \hat{y}(\cdot, 0), \hat{x}(\cdot, 0), \hat{v}(\cdot, 0), \hat{W}(0) \) of the observer (102)–(110) are set as zero.

A. Linear Model

1) System Coefficients: Matching (18)–(23) with (9)–(14), we have the specific expressions of the coefficients in (18)–(23) as

\[
d_1(x) = \frac{3}{2}E_A\phi(x)^2 + T(x)
\]

(168)

\[
d_2(x) = \frac{E_A\varepsilon(x) + \rho g}{m_c}, \quad d_3 = \frac{-E_A\ddot{\phi}(x)}{m_c}
\]

(169)

\[
d_4 = -c_o, \quad d_5 = 0, \quad d_6 = \frac{E_A}{m_c}
\]

\[
d_7(x) = \frac{-E_A\ddot{\phi}(x)}{m_c}
\]

(170)

\[
d_8 = d_9 = 0, \quad d_{10} = -\frac{c_o}{m_c}, \quad d_{11} = \frac{-c_m}{M_L}
\]

\[
d_{12} = \frac{-E_A\ddot{\phi}(0)^2}{2M_L}
\]

(171)

\[
d_{13} = 0, \quad d_{14} = \frac{-E_A\ddot{\phi}(0)}{M_L}, \quad d_{15} = \frac{-c_h}{M_L}
\]

\[
d_{16} = \frac{-E_A}{M_L}
\]

\[
d_{17} = 0, \quad d_{18} = \frac{E_A\ddot{\phi}(0)}{2M_L}, \quad d_{19} = \frac{1}{E_A}\frac{1}{E_A\ddot{\phi}(0) + \frac{E_A}{2}\ddot{\phi}(\hat{t}(t))^2 + T(\hat{t}(t))}
\]

(174)

where \( T(x), \varepsilon(x), \) and \( \ddot{\phi}(x) \) are given in (7), (8), and (17), respectively, and the values of the physical parameters are shown in Table III. \( x \) in (168)–(174) can be represented by \( t \) via (164).

2) Controller Parameters: Apply the proposed controllers (159) and (160) into (9)–(14), where the approximate solution of the kernel equations (60)–(66) is also solved by the finite difference method on a fixed triangular domain \( D_0 = \{0 \leq y \leq x \leq L\} \), and then extract \( \hat{F}(l(t), y), N(l(t), y) \) which would be used in the controller. The control parameters \( \kappa \) are chosen as

\[
\kappa_{11} \quad \kappa_{12} \quad \kappa_{13} \quad \kappa_{14} \\
\kappa_{21} \quad \kappa_{22} \quad \kappa_{23} \quad \kappa_{24} \quad = \begin{bmatrix} 0.8 & 1.2 & 4.5 & 6 \ 2.5 & 3 & 1.5 & 2 \end{bmatrix} \times 10^3
\]

(175)

which determines the kernel \( \lambda(x) \) used in the controllers. The same process is used to obtain \( \ddot{\phi}(x, l(t)), \ddot{\psi}(x, l(t)) \) used in the observer gains (145) and (146), and all elements in \( L_0 \) are defined as 1.

3) Simulation Results: It can be seen from Fig. 6 that the large lateral vibrations whose oscillation range is up to 10 m, persist in the whole operation time 120 s in the case of without control. Even though the longitudinal vibrations in Fig. 7 are decaying because of the material damping coefficient \( c_o \) of cable in Table III, the longitudinal vibration at the top of the cable \( t = 1 \) in Fig. 6) is excessive and reduced slowly because this point bears the whole mass of the cable and payload resulting in large elastic deflections. Applying the proposed output-feedback two-directional vibration control forces at the ship-mounted crane, it is shown in Fig. 8 that the longitudinal vibrations are suppressed very fast, and the lateral vibrations
also decay with a satisfied decay rate according to Fig. 9. The output-feedback control forces at the ship-mounted crane are shown in Fig. 10, where the states of the proposed observer are used. The performance of the observer on tracking the actual states can be seen in Figs. 11 and 12, which show the observer errors of both lateral and longitudinal vibrations are convergent to zero.

B. Actual Nonlinear Model With Ocean Current Disturbances

In the simulation, the nonlinear model (1)–(6) is generated via replacing $\bar{\varepsilon}(\cdot, \cdot), \bar{\phi}(\cdot)$ by $u_4(\cdot, t)$ and $-w_1(\cdot, t)$ in the linear model (9)–(14), respectively. Note that the time step and space step are changed to 0.0005 and 0.1, respectively, in the finite difference method to ensure the existence of the numerical solution.

In practice, ocean current disturbances would act as external lateral oscillating drag forces $f(i, t)$ on the cable. In the simulation, $f(i, t)$ which is added in [29, Eqs. (12) and (14)] converted to a fixed domain as mentioned earlier are defined as follows. Consider the time-varying ocean surface current velocity $P(t)$ modeled by a first-order Gauss–Markov process [14]:

$$\dot{P}(t) + \mu P(t) = G(t),$$

where $G(t)$ is Gaussian white noise and $P_{\text{min}} \leq P(t) \leq P_{\text{max}}$ with constants $P_{\text{min}}, P_{\text{max}}$ and $\mu$ being chosen as $1.6 \text{ ms}^{-1}, 2.4 \text{ ms}^{-1}$ and 0 [15]. $f(i, t)$ can then be given as [15]

$$f(i, t) = (0.9i + 0.1) \frac{1}{2} \rho_s C_d P(t)^2 R_D A_D \cos \left( \frac{S_j P(t)}{R_D} t + \zeta \right)$$

where $0.9i + 0.1$ means the full disturbance load is applied at the top of the cable, i.e., the ocean surface, and linearly declines to its 0.1 at the bottom of the cable, i.e., the payload. $C_d = 1$ denotes the drag coefficient and $\zeta = \pi$ is the phase angle. $A_D = 400$ denotes the amplitude of the oscillating drag force, $S_j = 0.2$ being the Strouhal number [13]. The ocean disturbances $f$ used in the simulation are shown in Fig. 13.

The control parameters $K_{11}, K_{12}, K_{13}, K_{14}$ and $K_{21}, K_{22}, K_{23}, K_{24}$ are increased to twice and ten times of those in (175), respectively, considering the robust to the unmodeled disturbances.
The observer parameters are kept the same with those in Section VI-A. By applying the proposed output-feedback controller into the actual nonlinear model with the ocean current disturbances, it is shown in Figs. 14 and 15 that the longitudinal vibrations and lateral vibrations are reduced as time goes on. From Fig. 16, we know that the observer errors are convergent to a small range around zero. Simulation results in Section VI-B illustrate the effectiveness of the proposed control design applied into vibration suppression of DCV, where the output-feedback control inputs in this actual model are shown in Fig. 17.

VII. CONCLUSION AND FUTURE WORK

This work is motivated by a practical application of longitudinal-lateral vibration suppression for a deep-sea construction vessel which is used to install oil drilling equipment at the designated locations on the seafloor. The vibration dynamics of the DCV are derived using extended Hamilton’s principle resulting in a nonlinear wave PDE model, which is then linearized around the steady state to generate a linear model used in control design. The obtained specific model of the DCV is represented as a more general coupled wave PDE-ODE system characterized by spatially varying coefficients and on a time-varying domain, based on which the controller and observer designs are conducted via the backstepping method. The exponential stability results of the observer error system and the output-feedback closed-loop system, boundedness and exponential convergence of the control inputs, are proved by Lyapunov analysis. The simulation test is conducted based on the both approximated linear model and actual nonlinear model to support the obtained theoretical results and verify that the proposed ship-mounted crane control forces can effectively suppress the undesired longitudinal-lateral vibrations in DCV.

The control design is on the basis of a completely known model, but some uncertainties, such as unknown model parameters, may appear in practice. In future work, the model uncertainties will be considered and some adaptive control technologies should be incorporated into the control design.
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