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Abstract

We report on the $W$ and $Z/\gamma^*$ differential and total cross sections as well as the $W^+/W^-$ and $(W^+ + W^-)/(Z/\gamma^*)$ cross-section ratios measured by the STAR experiment at RHIC in $p+p$ collisions at $\sqrt{s} = 500$ GeV and 510 GeV. The cross sections and their ratios are sensitive to quark and antiquark parton distribution functions. In particular, at leading order, the $W$ cross-section ratio is sensitive to the $\bar{d}/\bar{u}$ ratio. These measurements were taken at high $Q^2 \sim M_W^2, M_Z^2$ and can serve as input into global analyses to provide constraints on the sea quark distributions. The results presented here combine three STAR data sets from 2011, 2012, and 2013, accumulating an integrated luminosity of 350 pb$^{-1}$. We also assess the expected impact that our $W^+/W^-$ cross-section ratios will have on various quark distributions, and find sensitivity to the $\bar{u} - \bar{d}$ and $d/\bar{u}$ distributions.

PACS numbers: 13.38.Be, 13.38.Dg, 14.20.Dh, 24.85.+p
I. INTRODUCTION

Since the discovery of the $W$ and $Z$ bosons by the UA1 \[25, 26, 31, 32\] and UA2 \[27, 28, 33, 37\] experiments in proton-antiproton collisions at the CERN $\sqrt{s_{NN}}$ facility, a significant amount of work has been done measuring the properties of the bosons using a variety of collision systems. These probes range from additional proton-antiproton collision measurements by CDF \[6, 7, 13, 14\] and D0 \[8–12\] at the Fermilab Tevatron, to measurements based on electron-positron collisions by the ALEPH, DELPHI, L3, and OPAL experiments performed at LEP \[59, 60, 65\]. More recent measurements from ATLAS \[1–3, 5\] and CMS \[44–46, 52\] at the LHC, and PHENIX \[21, 23\] and STAR \[18\] at the Relativistic Heavy Ion Collider (RHIC) use proton-proton collisions to investigate the properties of the $W$ and $Z$ bosons. Additionally, both the PHENIX and STAR experiments have used polarized proton collisions to study the $W$ and $Z$ boson spin asymmetries \[17, 19, 20, 22–24\]. The current study of inclusive $W$ and $Z$ boson production benefits from these previous experiments. Modern measurements not only serve as an excellent benchmark for Standard Model testing, but also as a means by which to constrain Parton Distribution Functions (PDFs) of the proton.

One particular parton distribution of interest is the $\bar{d}/\bar{u}$ ratio near the valence region ($x \approx 0.3$). While the PDFs that characterize the valence quarks in the proton are well determined from deep inelastic scattering experiments, the antiquarks are less known. Over the years, Drell-Yan experiments \[34, 56, 57, 64\] have probed the $\bar{d}/\bar{u}$ distribution in the proton. The NuSea experiment found evidence of a larger-than-expected $\bar{d}/\bar{u}$ flavor asymmetry, especially as $x$, the fraction of the proton momentum carried by the struck parton, exceeds $x \approx 0.2$ \[64\]. While the SeaQuest experiment (still under analysis at the time of this writing \[56, 57\]) will push the measurement to larger $x$ and improve on statistics compared to the previous NuSea measurement, the STAR experiment at RHIC is able to provide new and complementary information about the $\bar{d}/\bar{u}$ distribution, from a different reaction channel, $W$ production, at a large momentum scale, $Q^2 = M_W^2$.

RHIC can collide protons up to $\sqrt{s} = 510$ GeV. $W^\pm$ bosons at RHIC are produced through $u + \bar{d}$ ($d + \bar{u}$) fusion, which allows observables to have sensitivity to the sea quark distributions. The $W^+/W^−$ cross section ratio is sensitive to the $\bar{d}/\bar{u}$ distribution, as can be seen from its leading order contribution \[39\]

$$\frac{\sigma_{W^+}}{\sigma_{W^-}} \approx \frac{u(x_1)\bar{d}(x_2) + u(x_2)\bar{d}(x_1)}{\bar{d}(x_1)\bar{u}(x_2) + d(x_2)\bar{u}(x_1)}, \tag{1}$$

where $x_1$ and $x_2$ are the fractions of the proton momenta carried by the scattering partons.
Additionally, ATLAS has recently used their measured \((W^+ + W^-)/Z\) cross-section ratio to investigate the strange quark content of the proton [1], where an enhancement of the proton strange quark contribution is seen. Furthermore, measurements of differential \(W\) and \(Z\) cross sections have been used to provide further constraints for PDF extractions [1, 4]. These quantities measured at STAR serve as complementary measurements to their LHC counterparts. They probe a higher \(x\) region due to the lower center of mass energy of the proton collisions.

We report on the measurements of the differential and total \(W\) and \(Z\) cross sections, as well as the \((W^+ + W^-)/(Z/\gamma^*)\) cross-section ratios made by the STAR experiment at RHIC during the 2011, 2012, and 2013 \(p + p\) running periods at \(\sqrt{s} = 500\) GeV (2011 data set) and 510 GeV (2012 and 2013 data sets), accumulating a total integrated luminosity of 350 pb\(^{-1}\). A summary of these data sets, including their center of mass energies and integrated luminosities, is listed in Table I. These measurements are derived from studies of the \(W^{+(-)} \rightarrow e^{+(-)} + \nu(\bar{\nu})\) and \(Z/\gamma^* \rightarrow e^+e^-\) decay channels for outgoing leptons. This expands on previous STAR results based on the RHIC 2009 \(p + p\) data set [18], not only by adding more statistics, but also in several other areas. First, in addition to the total \(W\) and \(Z\) cross sections, we have measured the differential cross sections \(d\sigma_{W^\pm}/d\eta_{e^\pm}\) and \(d\sigma_{Z/\gamma^*}/dy_Z\) as functions of \(e^\pm\) pseudorapidity, \(\eta_{e^\pm}\), and \(Z\) boson rapidity, \(y_Z\), respectively. Second, a measurement of the lepton pseudorapidity dependence of the \(W^+/W^-\) cross-section ratio between \(-1.0 \leq \eta \leq 1.5\) was made. Finally, the \((W^+ + W^-)/(Z/\gamma^*)\) cross-section ratio was measured. These measurements make use of the same apparatus and techniques described in previous STAR \(W\) and \(Z\) publications [17, 20, 24].

Our results are organized into eight additional sections. Section II provides a brief overview of the STAR subsystems used in this analysis, while Sec. III describes the data and simulation samples that were used. The details regarding the extraction of the \(W\) and \(Z/\gamma^*\) signals from the data and the procedures used to estimate the background contributions are discussed in Secs. IV and V. In Sec. VI we report on the electron and positron detection efficiencies. The differential and total cross section results are presented in Sec. VII while the \(W^+/W^-\) and \((W^+ + W^-)/Z\) cross-section ratios are shown in Sec. VIII. Finally, Sec. IX presents a summary of the measurements. Throughout the remainder of the paper we will be using “\(Z/\gamma^*\)” and “\(Z\)” interchangeably.
II. EXPERIMENTAL SETUP

The Solenoidal Tracker At RHIC (STAR) detector [16] and its subsystems have been thoroughly described in similar STAR analyses [17–20, 24]. The presented analysis utilizes several subsystems of the STAR detector. Charged particle tracking, including momentum reconstruction and charge sign determination, is provided by the Time Projection Chamber (TPC) [30] in combination with a 0.5 T magnetic field. The TPC lies between 50 and 200 cm from the beam axis and covers pseudorapidities $|\eta| < 1.3$ and the full azimuthal angle, $0 < \phi < 2\pi$.

Surrounding the TPC is the Barrel Electromagnetic Calorimeter (BEMC) [38], which is a lead-scintillator sampling calorimeter. The BEMC is segmented into 4800 optically isolated towers covering the full azimuthal angle for pseudorapidities $|\eta| < 1$, referred to in this paper as the mid-pseudorapidity region.

A second lead-scintillator based calorimeter is located at one end of the STAR TPC, the Endcap Electromagnetic Calorimeter (EEMC) [29]. The EEMC consists of 720 towers extending the particle energy deposition measurements to a pseudorapidity of $1.1 < \eta < 2.0$, referred to as the intermediate pseudorapidity region, while maintaining full azimuthal coverage. Included within the EEMC is the EEMC Shower Maximum Detector (ESMD) [29], which is used to discriminate amongst isolated electron or positron (signal) events and wider showers typically seen from jet-like events (background). This discrimination is determined by measuring the transverse profile of the electromagnetic shower. The ESMD consists of scintillator strips organized into orthogonal $u$ and $v$ planes.

Finally, the Zero Degree Calorimeter (ZDC) [16] is used to determine and monitor the luminosity.

III. DATA AND SIMULATION

We present results based on measurements made in the mid- ($|\eta_c| < 1.0$) and intermediate pseudorapidity ($1.0 < \eta_c < 1.5$) regions. The mid-pseudorapidity region measurements combined data that were recorded during the 2011, 2012, and 2013 STAR $p + p$ running periods (Table 1). Due to insufficient statistics collected in the intermediate pseudorapidity range during the 2011 running period, measurements made in this region only combined the data taken during the 2012 and 2013 running periods.
TABLE I. Summary of data sets used in this analysis.

| Data Sample | $\sqrt{s}$ (GeV) | $\mathcal{L}$ (pb$^{-1}$) |
|-------------|------------------|---------------------------|
| 2011        | 500              | $25 \pm 2$                |
| 2012        | 510              | $75 \pm 7$                |
| 2013        | 510              | $250 \pm 22$              |

Before combining the mid-pseudorapidity 2011 data set (taken at $\sqrt{s} = 500$ GeV) with the mid-pseudorapidity 2012 and 2013 data sets (taken at $\sqrt{s} = 510$ GeV), we studied how the $W$ and $Z$ fiducial cross sections changed between the two center of mass energies. The study was performed using the FEWZ [53] theory code with the CT14 PDF set [48], and calculated a 4.7%, 5.4%, and 6% larger $W^+$, $W^-$, and $Z$ cross section, respectively, for the higher center of mass energy. To account for these differences, we scaled our measured 2011 $W$ and $Z$ fiducial cross sections by the ratio of the cross sections at $\sqrt{s} = 510$ GeV to the cross sections at $\sqrt{s} = 500$ GeV, computed from the FEWZ-CT14 study, for each of our lepton pseudorapidity and $Z$ rapidity data bins. These corrections ($\approx 5 - 6\%$) have a small effect overall since the 2011 data set only makes up roughly 7% of the combined data set.

The integrated luminosity for each data set is needed to normalize the measured cross sections and was determined using the standard RHIC Van Der Meer Scan technique [18, 47, 54]. Based on this technique we have estimated an overall uncertainty of 9% for the integrated luminosity.

$W^+(-)$ and $Z/\gamma^*$ bosons were detected via the leptonic decay channels $W^+(-) \rightarrow e^+(-) + \nu(\bar{\nu})$ and $Z/\gamma^* \rightarrow e^+e^-$. Events that pass a calorimeter trigger, which required a transverse energy, $E_T$, covering a region of $\approx 0.1 \times 0.1$ in $\Delta\phi \times \Delta\eta$, to be greater than 12 (10) GeV in the BEMC (EEMC), constitute our initial $W/Z$ decay candidate sample. This sample of events is later refined by applying additional selection criteria, as discussed in Sec. IV.

In order to determine detector efficiencies and estimate background contributions from electroweak processes, Monte Carlo (MC) samples for $Z/\gamma^* \rightarrow e^+e^-$, $W \rightarrow e\nu$, and $W \rightarrow \tau\nu$ were generated. All samples were produced using PYTHIA 6.4.28 [62] and the “Perugia 0” tune [63]. The event distributions were then passed through a GEANT 3 [41] model of the STAR detector, after which they were embedded into STAR zero-bias data to account for pile-up tracks in the TPC volume. The pile-up tracks can be caused by another collision from the same bunch crossing as the triggered event, or a collision that occurred in an
earlier or later bunch crossing. The zero-bias events were obtained during bunch crossings that were recorded with no cuts applied. Finally, the MC samples were weighted with the integrated luminosity of the respective STAR data set. The same reconstruction and analysis algorithms were used on both the MC and data samples.

IV. $W$ AND $Z/\gamma^*$ RECONSTRUCTION

$W$ and $Z/\gamma^*$ candidate events were identified and reconstructed using well-established selection cuts used in past STAR measurements [17, 20, 24]. Candidate events that triggered the electromagnetic calorimeters are required to have their collision vertex along the beam axis within 100 cm of the center of STAR. The vertex was reconstructed using tracks measured in the TPC. The reconstructed vertices had a distribution along the beam axis that was roughly Gaussian with an RMS width of about 40 cm.

In addition to the conditions discussed above, a candidate electron or positron track at mid-pseudorapidity (intermediate pseudorapidity) with an associated reconstructed vertex was also required to have transverse momentum, $p_T$, larger than 10 (7) GeV. To help ensure that the track and its charge sign are well reconstructed, and to remove pile-up tracks which may have accidentally been associated with a vertex, we implemented several TPC related requirements. First, we required that the reconstructed track has at least 15 (5) TPC hit points. Secondly, the number of hit points used in the track fitting needed to be more than 51% of the possible hit points. Finally, in the mid-pseudorapidity range we required that the first TPC hit point has a radius (with respect to the beam axis) less than 90 cm, while the last TPC hit point had a radius greater than 160 cm. A modified cut was applied to tracks in the intermediate pseudorapidity region, where the first TPC hit point was required to have a radius smaller than 120 cm.

The transverse energy of the $e^\pm$ decay candidates, $E_T^e$, was determined from the largest transverse energy $2 \times 2$ calorimeter cluster that contains the triggered tower. We required that this energy be greater than 16 (20) GeV for the BEMC (EEMC) and that the candidate’s track projected to within 7 (10) cm of the cluster center.
IV.1. Electron and Positron Isolation Cuts

Electrons and positrons originating from $W$ and $Z$ decays should be relatively isolated from other particles in $\eta - \phi$ space, resulting in isolated transverse energy deposition in the BEMC and EEMC calorimeters. Jet-like events can be reduced by employing several isolation cuts. The first cut requires the ratio of the $e^\pm$ candidate’s $E_T^{e^\pm}$ and the total $E_T$ from a $4 \times 4$ BEMC (EEMC) cluster surrounding the $e^\pm$ candidate $2 \times 2$ tower cluster to be greater than 96% (97%). For the second cut, the ratio of the $e^\pm$ candidate’s $E_T^{e^\pm}$ to the transverse energy, $E_T^{\Delta R<0.7}$, within a cone of radius $\Delta R = \sqrt{\eta^2 + \phi^2} < 0.7$ around the candidate track was required to be greater than 82% (88%). The transverse energy $E_T^{\Delta R<0.7}$ was determined by summing the BEMC and EEMC $E_T$ and the TPC track $p_T$ within the cone. The $e^\pm$ candidate track was excluded from the sum of TPC track $p_T$ to avoid double-counting in $E_T^{\Delta R<0.7}$. The final isolation cut only applies to the EEMC and in particular the ESMD. The ESMD can be used to discriminate between isolated $e^\pm$, which could come from $W$ and $Z$ decays, and QCD/jet-like events by measuring the transverse profile of the electromagnetic shower in the two ESMD layers. The transverse profile of the electromagnetic shower resulting from isolated $e^\pm$ will be narrower than the profiles produced from QCD and jet-like backgrounds. TPC tracks were extrapolated to the ESMD, where the central strip in each direction was defined as the nearest strip pointed to by the track. A ratio, $R_{ESMD}$, was formed with a numerator equal to the total energy deposited in the ESMD strips that were within 1.5 cm of the central strips, and a denominator equal to the total energy deposited in the strips that were within 10 cm of the central strips. For this analysis, we required this ratio to be larger than 70%.

IV.2. $W^\pm$ Candidate Event Selection

Differences in the event topologies between leptonic $W$ decays and QCD or $Z$ decays can be used to select $W \rightarrow e\nu$ candidate events. A $\vec{p}_T^{\text{bal}}$ vector can be constructed which is the vector sum of the decay $e^\pm$ transverse momentum, $\vec{p}_T^{e^\pm}$, plus the sum of $\vec{p}_T$ vectors for jets reconstructed outside of a cone radius $\Delta R = 0.7$. Using towers with $E_T > 0.2$ GeV and tracks with $p_T > 0.2$ GeV, the jets were reconstructed using the anti-$k_T$ algorithm in which the resolution parameter was set to 0.6. Reconstructed jets were required to have $p_T > 3.5$ GeV. $W$ candidates will possess a large missing transverse momentum, due to the
undetected neutrino, which leads to a large imbalance when computing $\vec{p}^{\text{bal}}_T$. In contrast, $Z \to e^+e^-$ and QCD backgrounds, such as dijets, do not produce such a large $\vec{p}^{\text{bal}}_T$. Therefore, using the $\vec{p}^{\text{bal}}_T$ vector we define a scalar signed-$p_T$ balance quantity as $(\vec{p}_e^T \cdot \vec{p}^{\text{bal}}_T)/|\vec{p}_e^T|$ and require it to be larger than 16 (20) GeV for $e^\pm$ candidates detected in the BEMC (EEMC). In addition to the signed-$p_T$ balance cut, the total transverse energy opposite the candidate electron or positron in the BEMC ($|\Delta \phi - \pi| < 0.7$) was required not to exceed 11 GeV. This further helped to remove QCD dijet background events where a sizable fraction of the energy of one of the jets was not observed due to detector effects. Due to the effectiveness of the $R_{ESMD}$ cut, the cut on the transverse energy opposite of the candidate electron or positron was not needed in the EEMC. The charge-sign associated with the lepton candidates is determined based on the curvature of their tracks measured in the TPC and STAR’s magnetic field. The yield for a particular charge-sign in the BEMC is determined by fitting the $Q_e \cdot E^e_T/p_T$ distribution between $\pm 3.0$, where $Q_e$ is the charge-sign of the $e^\pm$ candidate determined from the curvature of its reconstructed track. Figure 1 shows the $E^e_T$ distributions for the $e^\pm$ decay candidates from the studied $W^\pm$ bosons decay channels, measured in the BEMC. The Jacobian peak in these distributions can clearly be seen between 30 GeV and 40 GeV. The electron and positron yields in the EEMC are also determined by fitting the $Q_e \cdot E^e_T/p_T$ distribution. Figure 2 shows the signed-$p_T$ balance distribution for $e^+(\text{left panel})$ and $e^-(\text{right panel})$ $W^\pm$ decay candidates in the EEMC. Final $W$ candidates in the BEMC and EEMC are required to fall within the range $25 \text{ GeV} < E^\pm_T < 50 \text{ GeV}$. The details of the fits used to extract the $e^\pm$ yields and background estimates for these distributions will be discussed in Sec. V.

IV.3. Z Candidate Event Selection

$Z \to e^+e^-$ candidate events can be selected by finding isolated $e^+e^-$ pairs. The isolated $e^\pm$ candidates were found using the isolation criteria discussed in Sec. IV.1 with a slight modification to some of the isolation requirement values. For the $e^\pm$ candidates the ratio $E^e_T$ to the energy in the surrounding $4 \times 4$ cluster was required to be 95% and $E^e_T/E^{\Delta R>0.7}_T$ was required to be greater than 88%. In addition to the isolation cuts, $Z$ decay $e^\pm$ candidates were also required to have a $p_T > 15 \text{ GeV}$, $|\eta_e| < 1.0$, and a charge-weighted $E^e_T/p_T$ satisfying $|Q_e \cdot E^e_T/p_T| \leq 3.0$. Finally, by reconstructing the invariant mass of the $e^+e^-$ pairs, a fiducial cut was placed around the $Z$ mass covering the range $70 \text{ GeV} \leq m_{e^+e^-} \leq 110 \text{ GeV}$. The
FIG. 1. Signal and background $E_T^e$ distributions for positron (a) and electron (b) candidates in the BEMC. The background contributions are shown as stacked histograms, where the solid blue and brown diagonal histograms correspond to the electroweak residual backgrounds from $Z \rightarrow ee$ and $W \rightarrow \tau \nu$ decay channels, respectively. The vertical cyan and diagonal green histograms correspond the residual QCD contributions estimated from the data driven and second EEMC methods, respectively. The red dashed histogram shows the $W \rightarrow e\nu$ signal along with all estimated background contributions and is compared to the data, the black markers. The vertical error bar on the data represents the statistical uncertainty and the horizontal bar shows the bin width.

The reconstructed invariant mass distribution is shown in Fig. 3 (a), where the $Z/\gamma^* \rightarrow e^+e^-$ MC distribution is also shown for comparison. One can clearly see the $Z$ signal peak around the mass of the $Z$ near 91 GeV. Figure 3 (b) shows the number of $Z$ candidates plotted against the reconstructed $Z$-boson rapidity. Good agreement is found between the data and MC distributions.
V. SIGNAL AND BACKGROUND ESTIMATES

V.1. W Signal and Background Estimation

The $e^\pm$ yields were determined by fitting the charge-weighted $E_{T}/p_{T}$ distribution. The fits were done for each of the eight pseudorapidity bins, separately for each of the three data sets. Following the fit procedures used in Ref. [17], the distributions were fitted using two double-Gaussian template shapes, determined from MC. To adequately describe the data, one Gaussian function was used to determine the $E_{T}^{e}/p_{T}$ distribution from the $W \rightarrow e\nu$
FIG. 3. Panel (a) shows the distribution of the reconstructed invariant mass from $Z$ decay candidates compared to $Z/\gamma^* \rightarrow e^+e^-$ MC distribution. Panel (b) shows the number of $Z$ candidate events plotted against the reconstructed rapidity and compared to the MC distribution. The red dashed histogram shows the $Z \rightarrow e^+e^-$ MC signal and is compared to the data, the black markers. The vertical error bar on the data represents the statistical uncertainty and the horizontal bar shows the bin width. The asymmetry in the MC between negative and positive $y_Z$ in (b) can be attributed to the rapidity asymmetry in the efficiencies, seen in Fig. 6 (d), since these events have not yet been corrected for detector and cut efficiencies.

The former resulted in a narrower distribution than the latter. The amplitudes were fitted to the data, using the log-likelihood method, along with the width and peak position of the narrower Gaussian in each of the templates. The remaining parameters were fixed based on the MC fit. Figure 4 shows the fit result for the $0.0 \leq \eta_e \leq 0.25$ pseudorapidity bin from the 2013 data set. The red dashed line represents the fit to the positron distribution, while the blue solid line shows the fit to the electron distribution. This fit result is representative of the fits performed in the other pseudorapidity bins and other data sets. The positron and electron yields
were determined by integrating the respective double-Gaussian function derived from the four-Gaussian function total fit.

Two main sources which lead to misidentified $W$ candidates in $W \to e \nu$ decays are from electroweak and partonic processes [17][20][24]. A combination of MC samples and data was used to estimate these backgrounds. The background estimation procedure we used follows the same procedure detailed in Ref. [17]. We then applied the estimated background fractions to the yields found from the fits discussed above.

Two sources of electroweak backgrounds in $W$ decay are from $W \to \tau \nu$ and $Z \to e^+e^-$, where one of the $Z$ decay particles goes undetected due to either detector inefficiencies or acceptance effects. The contribution of these processes to the $W \to e \nu$ yield was estimated using MC samples described in Sec. [III].

The residual QCD dijet background is mainly due to one of the jets pointing to a re-
gion outside of the STAR acceptance. For the mid-pseudorapidity region (BEMC) this background had two contributions \[17\,19\]. The first contribution, referred to as the “second EEMC” background, uses the instrumented EEMC in the pseudorapidity region \(1.1 < \eta < 2\) to estimate the background associated with \(e^\pm\) candidates that have an opposite-side jet fragment outside the detector region \(-2 < \eta < -1.1\). The second contribution, referred to as the “data-driven QCD” background, estimates the QCD background where one of the dijet fragments escapes through the uninstrumented regions at \(|\eta| > 2\). This procedure looks at events that pass all \(W\) selection criteria, but fail the signed-\(p_T\) balance requirement. The background distribution was determined by normalizing the \(E_T\) distribution to the \(W\) candidate \(E_T^e\) distribution between 16 GeV and 20 GeV after all other background contributions and the \(W\) MC signal were removed. Both of these procedures are detailed in Ref. \[18\].

Figure 1 shows the measured \(W^+\) and \(W^-\) yields as a function of \(E_T^e\) over the integrated BEMC pseudorapidity range (\(|\eta_e| < 1\)) along with the various estimated background contributions and the MC signal distribution for the combined 2011, 2012, and 2013 data sets. The systematic uncertainty associated with the data-driven QCD method was estimated by varying the signed-\(p_T\) balance cut value and the \(E_T\) window used to normalize the QCD background. The signed-\(p_T\) balance cut was varied between 5 GeV and 25 GeV, while the \(E_T\) normalization window was varied between 16 GeV and 23.5 GeV. Events which fail the signed-\(p_T\) balance cut, which are dominated by dijet events, are used to estimate the QCD background where dijets escape detection at \(|\eta| > 2\). However, dijet events selected using this method, contain jets that were detected in the region \(-1 < \eta < 2\). To account for the difference in the dijet cross sections, a PYTHIA study looking at hard partonic processes was carried out comparing the dijet cross section distributions in the regions \(|\eta| < 1\) and \(|\eta| > 2\). The relative difference between the two, with respect to the mid-pseudorapidity distribution, \(\sim 43\%\), was taken as an additional systematic uncertainty to the QCD background yield found using the data-driven QCD method. The average background contributions were found to be several percent of the total \(W\) yields, and the background to signal ratio for each process is listed in Table I.

The EEMC measurements have a greater likelihood of having the charge-sign misidentified compared to the BEMC. Intermediate pseudorapidity tracks miss the outer radius of the TPC and thus tracking resolution is degraded resulting in broader charge-weighted \(E_T^e/p_T\) distributions and larger charge contamination compared to distributions measured at mid-pseudorapidity. It was found that the data could be well described using a two-Gaussian
function where each Gaussian function described the particular charge’s $E_T^e/p_T$ distribution. As a result, the charge separated yield was determined by fitting the EEMC $E_T^e/p_T$ distribution with a two-Gaussian function using the log-likelihood method and integrating over the resulting single Gaussian functions for each $e^\pm$ yield. The results of this fit are shown in Fig. 5. The electron and positron contributions resulting from the two-Gaussian total fit are shown as the blue solid and red dashed lines, respectively. A systematic uncertainty of about 3% was estimated by varying the two-Gaussian fitting limits by ±0.3. The estimation of background contributions in the EEMC followed a procedure similar to the one used for the BEMC. The determined background fractions were then applied to the yields determined from the $E_T^e/p_T$ fit. The dominant background sources again resulted from electroweak ($W \rightarrow \tau\nu$ and $Z \rightarrow e^+e^-$) and the hard partonic processes. The residual electroweak decay contamination was determined from MC samples, while the QCD background was estimated using only the data-driven QCD method. The residual QCD backgrounds were estimated using the ESMD, where the isolation parameter $R_{ESMD}$ was required to be less than 0.6 for QCD background candidates. This sample was then normalized to the measured $W$ candidate signed-$p_T$ balance distribution between $-8$ GeV and 14 GeV, where the QCD background dominates. Figure 2 shows the measured $W^+$ and $W^-$ yields as a function of signed-$p_T$ balance, along with the estimated backgrounds and MC signal distribution for the combined 2012 and 2013 data sets. The data-driven QCD systematic uncertainty was determined by varying the $R_{ESMD}$ cut value between 0.4 and 0.55. Furthermore, the signed-$p_T$ balance window, which was used to normalize the QCD background, was varied between $-4.0$ GeV and 22.0 GeV to assess the data-driven QCD’s sensitivity to the normalization window. Table III summarizes the various background estimates in the EEMC.

TABLE II. Combined 2011, 2012, and 2013 background to signal ratio for $W^+$ and $W^-$ between 25 GeV < $E_T^e$ < 50 GeV and $|\eta_e| < 1$.

| Background  | $W \rightarrow \tau\nu$ (%) | $Z \rightarrow e^+e^-$ (%) | Data-driven QCD (%) | Second EEMC QCD (%) |
|-------------|----------------------------|----------------------------|---------------------|---------------------|
| B/S ($W^+$) | 2.1 ± 0.1 (stat.)          | 1.1 ± 0.1 (stat.)          | 2.1 ± 0.1 (stat.)   | 4.2 ± 0.2 (stat.)   |
| B/S ($W^-$) | 2.1 ± 0.2 (stat.)          | 3.8 ± 0.4 (stat.)          | 4.6 ± 0.3 (stat.)   | 10.9 ± 0.6 (stat.)  |
STAR p+p $\sqrt{s} = 510$ GeV

$1.0 < \eta_e < 1.5$

FIG. 5. Double Gaussian fit to measured EEMC $Q_e \cdot E_T^e/p_T$ distribution using the log-likelihood method. The colored lines show individual $e^+$ (red dashed) and $e^-$ (solid blue) Gaussian distributions resulting from the double-Gaussian fit.

TABLE III. Combined 2012 and 2013 background to signal ratio for $W^+$ and $W^-$ for 25 GeV $< E_T^e < 50$ GeV, $R_{ESMD} > 0.7$, and signed-$p_T$ balance $> 20$ GeV in $1.0 < \eta_e < 1.5$. Not shown in the table is the 3% uncertainty associated with the fit to the charge-weighted $W$ yields.

| Background | $W \rightarrow \tau \nu$ (%) | $Z \rightarrow e^+e^-$ (%) | Data-driven QCD (%) |
|------------|----------------|----------------|-------------------|
| B/S ($W^+$) | $3.9 \pm 0.5$ (stat.) | $2.3 \pm 0.4$ (stat.) | $11.3 \pm 2.6$ (stat.) $\pm 2.0$ (sys.) |
| B/S ($W^-$) | $2.1 \pm 0.3$ (stat.) | $3.7 \pm 0.5$ (stat.) | $7.7 \pm 1.8$ (stat.) $\pm 1.5$ (sys.) |

V.2. $Z$ Signal and Background Estimation

Due to the requirement of having a pair of oppositely charged, high-$E_T$, and isolated $e^+$ and $e^-$, the background in $Z \rightarrow e^+e^-$ is expected to be small. The background was estimated by comparing the number of lepton pairs with the same-charge sign, which passed
all Z candidate selection criteria, to those which had opposite-charge sign. This background was found to be just under 4% in our combined data sets. Background corrections were applied to each rapidity bin for each of the three data sets by subtracting the number of same-charge sign events which passed the Z candidate criteria from the number of opposite-charge sign Z candidates.

VI. EFFICIENCIES

The measured fiducial cross sections can be written as

$$\sigma_{W}^{fid} = \frac{N_{W}^{obs} - N_{W}^{bkgd}}{L \cdot \epsilon_{W}},$$

(2)

where $N_{W}^{obs}$ is the number of observed W candidates within the defined kinematic acceptance that meet the selection criteria specified in Sec. IV. $N_{W}^{bkgd}$ is the total number of background events within the defined kinematic acceptance, as described in Sec V. $L$ is the total integrated luminosity, and $\epsilon_{W}$ is the efficiency that needs to be applied to correct for detector and cut effects. Equation (2) also describes the Z fiducial cross section, $\sigma_{Z}^{fid}$, with the replacement of W related quantities with the Z related quantities.

The W and Z efficiencies were computed in the same manner as in Ref. [18]. The efficiencies were defined as the ratios between the number of W(Z) boson decay candidates satisfying selection criteria to all those W(Z) bosons falling within the STAR fiducial acceptance.

The W candidate efficiencies for each of the three data sets are plotted in Fig. 6 (a) for positron and (b) electron candidates as a function of pseudorapidity. Comparing the W efficiencies between the three data sets, one can clearly see a larger efficiency for the 2011 data set. This is due primarily to a lower instantaneous luminosity relative to the 2012 and 2013 data sets. The higher instantaneous luminosity leads to larger pile-up in the TPC, resulting in less efficient track reconstruction. The 2013 data set used a new track reconstruction algorithm which resulted in a more efficient track reconstruction. This counteracted much of the efficiency loss that would come with increasing the instantaneous luminosity, allowing for efficiencies that are comparable to those found in the 2012 data set.

The positron and electron efficiencies amongst each data set are comparable as can be seen in Fig. 6 (c), which plots the ratio $\epsilon_{W-}/\epsilon_{W+}$ as a function of pseudorapidity. The relatively small offset from one shows that the efficiency corrections will have a small effect to the
$\sigma_{W^+}^{f_{id}} / \sigma_{W^-}^{f_{id}}$ measurement. Figure 6 (d) shows the $Z$ efficiencies computed for the three data sets as a function of rapidity. The $Z$ efficiencies are overall lower than the $W$ efficiencies, since for $Z$ candidates we required two reconstructed tracks.

There were two sources of systematic uncertainties associated with the efficiencies, the estimation of which was based on a previous STAR analysis [18]. The first is associated with TPC track reconstruction efficiency for $W$ or $Z$ candidates. Based on past analyses, the uncertainty of 5% and 10% was used for the $W$ and $Z$ tracking efficiency, respectively. The second systematic uncertainty is related to how well the BEMC and EEMC energy scales are known. This systematic uncertainty was propagated to the efficiencies by varying the BEMC and EEMC energy scale by its gain uncertainty of 5%. However, when evaluating the cross-section ratios (Sec. VIII) many of these systematic uncertainties either partially or completely cancel.

![Graphs](image-url)

FIG. 6. Individual data set efficiencies for: positron (a) and electron (b) $W^\pm$ decay candidates plotted as a function of pseudorapidity. Panel (c) shows the $e^-/e^+$ efficiency ratio vs. pseudorapidity. Panel (d) shows the efficiency for $Z$ decay candidates vs. rapidity.
VII. \textit{W AND Z CROSS SECTIONS}

VII.1. \textit{W and Z Differential Cross Sections}

Using the selected \textit{W} and \textit{Z} candidates discussed in Sec. IV, correcting them for background contamination following Sec. V, and finally applying the efficiency corrections computed in Sec. VI, Eq. 2 can be used to compute the differential cross sections $d\sigma_{W^\pm}^{\text{fid}}/d\eta_{e^\pm}$ and $d\sigma_{Z}^{\text{fid}}/dy_Z$. The measured differential cross sections $d\sigma_{W^+}^{\text{fid}}/d\eta_{e^+}$ and $d\sigma_{W^-}^{\text{fid}}/d\eta_{e^-}$ were obtained in nine pseudorapidity bins, that cover the range $-1.0 < \eta_{e} < 1.5$. Figure 7 shows the results for the combined data sets, where the statistical uncertainty is given by the error bars and the total systematic uncertainties are represented by the boxes surrounding the respective data points. These boxes do not represent a horizontal uncertainty. The bottom panel of Fig. 7 modifies the range of the vertical scale to see better the trend of the $W^-$ differential cross section. Using FEWZ [53] in combination with LHAPDF [42], the differential cross sections were evaluated using several PDF sets: CT14MC2nlo [51], CJ15 [15], MMHT2014 [50], NNPDF 3.1 [36], and JAM19 [58]. The CT14MC2nlo PDF set contains 1000 replicas and the uncertainty used in the PDF band represents the RMS value in the quantity evaluated from the 1000 replicas. The JAM19 PDF set typically yields smaller values for $W^-$ compared to our measurements. This will result in larger $W^+/W^-$ cross-section ratios compared to our measured values. Table IV lists the $W^\pm$ differential cross sections and their associated uncertainties that are shown in Fig. 7. Figure 8 shows the combined 2011, 2012, and 2013 measured $Z$ differential cross section, $d\sigma_{Z}^{\text{fid}}/dy_Z$, as a function of the rapidity. The $Z$ differential cross section was binned in five equally spaced $Z$ rapidity bins. The statistical uncertainties are represented by the error bars, while the total systematic uncertainties are displayed as boxes around the data points. These boxes represent only a vertical uncertainty. The experimental results are compared to theory calculations done using FEWZ [53] for several different PDF sets (CT14MC2nlo [51], CJ15 [15], MMHT14 [50], NNPDF3.1 [36], and JAM19 [58]). The cross section values, shown in Fig. 8, are provided in Table V.
FIG. 7. The measured $d\sigma_{W^+}^{fid}/d\eta_e$ (closed circle markers) and $d\sigma_{W^-}^{fid}/d\eta_e$ (closed triangle markers) for the combined data sets (2011-2013) are plotted as a function of $\eta_e$. The bottom panel shows $d\sigma_{W^-}^{fid}/d\eta_e$ when zooming in on the vertical axis. FEWZ [53] was used to compare various NLO PDF sets (CT14MC2nlo [51], CJ15 [15], MMHT14 [50], NNPDF3.1 [36], and JAM19 [58]) to the measured differential cross sections.

VII.2. $W$ and $Z$ Total Cross Sections

The total fiducial cross sections can be obtained by integrating the differential cross sections. Table VI lists the values for the measured fiducial cross sections: $\sigma_{W^+}^{fid}$, $\sigma_{W^-}^{fid}$, and $\sigma_Z^{fid}$. From these, the total cross sections $\sigma_{W^\pm}^{tot} \cdot B (W \rightarrow e\nu)$ and $\sigma_{Z/\gamma^*}^{tot} \cdot B (Z/\gamma^* \rightarrow e^+e^-)$ can be calculated according to the relations

$$\sigma_{W^\pm}^{tot} \cdot B (W \rightarrow e\nu) = \frac{\sigma_{W^\pm}^{fid}}{A_{W^\pm}},$$

$$\sigma_{Z}^{tot} \cdot B (Z \rightarrow e^+e^-) = \frac{\sigma_{Z}^{fid}}{A_{Z}},$$

where $A$ is a kinematic correction factor for the respective boson. The kinematic correction factor, which is needed to account for the incomplete STAR kinematic acceptance, was determined for the $W^+$, $W^-$, and $Z$ bosons by using FEWZ in combination with LHAPDF.
TABLE IV. Combined (2011, 2012, and 2013) results for differential cross sections, $d\sigma_{W^\pm}^{fid}/d\eta_e$, binned in $e^\pm$ pseudorapidity bins, requiring that $-1 < \eta_e < 1.5$ and $25 \text{ GeV} < E_T^e < 50 \text{ GeV}$. The columns labeled “Stat.” and “Eff.” represent the statistical uncertainty and the systematic uncertainty estimated from the efficiencies, respectively. The later is dominated by the 5% uncertainty in the tracking efficiency, which is common to all the measurements. The column “Sys.” includes all remaining systematic uncertainties, with the exception of the luminosity. The 9% uncertainty associated with the luminosity measurement is not included in the table.

| $\eta_e$ Range | $<\eta_{e^+}>$ | $d\sigma_{W^+}^{fid}/d\eta_{e^+}$ (pb) | Stat. (pb) | Sys. (pb) | Eff. (pb) |
|----------------|----------------|---------------------------------------|-----------|-----------|---------|
| $-1.00, -0.80$ | -0.88          | 16.5                                  | 0.9       | 0.3       | 0.8     |
| $-0.80, -0.50$ | -0.64          | 29.0                                  | 0.8       | 0.4       | 1.5     |
| $-0.50, -0.25$ | -0.37          | 35.5                                  | 1.0       | 0.6       | 1.8     |
| $-0.25, 0.00$  | -0.12          | 40.3                                  | 1.0       | 0.3       | 2.1     |
| 0.00, 0.25     | 0.13           | 41.4                                  | 1.0       | 0.4       | 2.1     |
| 0.25, 0.50     | 0.37           | 37.8                                  | 1.0       | 0.4       | 1.9     |
| 0.50, 0.80     | 0.64           | 26.1                                  | 0.7       | 0.4       | 1.3     |
| 0.80, 1.00     | 0.89           | 17.1                                  | 0.9       | 0.2       | 0.9     |
| 1.00, 1.50     | 1.20           | 4.5                                   | 0.5       | 0.2       | 0.4     |

| $\eta_e$ Range | $<\eta_{e^-}>$ | $d\sigma_{W^-}^{fid}/d\eta_{e^-}$ (pb) | Stat. (pb) | Sys. (pb) | Eff. (pb) |
|----------------|----------------|---------------------------------------|-----------|-----------|---------|
| $-1.00, -0.80$ | -0.89          | 8.6                                   | 0.6       | 0.1       | 0.4     |
| $-0.80, -0.50$ | -0.65          | 7.6                                   | 0.5       | 0.2       | 0.4     |
| $-0.50, -0.25$ | -0.38          | 7.6                                   | 0.5       | 0.2       | 0.4     |
| $-0.25, 0.00$  | -0.12          | 6.4                                   | 0.5       | 0.3       | 0.3     |
| 0.00, 0.25     | 0.12           | 6.1                                   | 0.5       | 0.3       | 0.3     |
| 0.25, 0.50     | 0.38           | 6.7                                   | 0.5       | 0.4       | 0.3     |
| 0.50, 0.80     | 0.65           | 8.0                                   | 0.4       | 0.2       | 0.4     |
| 0.80, 1.00     | 0.88           | 8.4                                   | 0.6       | 0.1       | 0.4     |
| 1.00, 1.50     | 1.25           | 5.0                                   | 0.5       | 0.2       | 0.4     |

and an assortment of PDF sets. FEWZ was used with the CT14MC2nlo [51] PDF, to compute fiducial $W^\pm$ and $Z$ cross sections, $(\sigma_{W^\pm,Z}^{fid})_{FEWZ}$, in a kinematic region that mimics the STAR detector. Cross sections were also computed using the full leptonic kinematic
FIG. 8. The measured $d\sigma^{\text{fid}}_{Z}/dy_Z$ for the combined data sets (2011-2013) is plotted against the $Z$ rapidity, and compared to theory calculations done using FEWZ [53] for several different NLO PDF sets (CT14MC2nlo [51], CJ15 [15], MMHT14 [50], NNPDF3.1 [36], and JAM19 [58]).

The kinematic correction factor was then defined as

$$B \cdot A_b = \left(\frac{\sigma^{\text{fid}}_{b}}{\text{FEWZ}}\right) / \left(\frac{\sigma^{\text{tot}}_{b}}{\text{FEWZ}}\right),$$

where $b$ represents the respective boson, $W^{\pm}$ or $Z$, and $B$ is the corresponding the branching ratio, $W \rightarrow e\nu$ or $Z \rightarrow e^+e^-$. The kinematic correction factors calculated using the CT14MC2nlo PDF set are listed in Table VII along with their evaluated uncertainties.

We considered two contributions to the kinematic correction factor uncertainty. The first contribution, $\delta A_{PDF}$, was on the CT14MC2nlo PDF set itself. To estimate this $A_{W^{\pm}}$ and $A_{Z}$ were computed for each replica. A Gaussian fit was made to each boson’s kinematic correction factor distribution and the Gaussian width was taken as the uncertainty. The second contribution, $\delta A_{\alpha_s}$, assessed the effect of changing the $\alpha_s$ used in the PDF sets. This was estimated by computing the kinematic correction factor using the NNPDF3.1 PDF set with three different $\alpha_s$ values (0.116, 0.118, and 0.120). The average difference from $\alpha_s = 0.118$ was used as an uncertainty. Table VII summarizes the two uncertainty contributions.
TABLE V. Combined (2011, 2012, and 2013) results for the differential cross section, $d\sigma_Z^{fid}/dy_Z$, binned in rapidity bins, requiring that $|\eta_e| < 1$, $|y_Z| < 1$, $p_T^e > 15$ GeV, and $70$ GeV $< M_Z < 110$ GeV. The columns labeled “Stat.” and “Eff.” represent the statistical uncertainty and the systematic uncertainty estimated from the efficiencies, respectively. The later is dominated by the 10% uncertainty in the tracking efficiency, which is common to all the measurements. The 9% uncertainty associated with the luminosity measurement is not included in the table.

| $< y_Z >$ | $d\sigma_Z^{fid}/dy_Z$ (pb) | Stat. (pb) | Eff. (pb) |
|-----------|----------------------------|------------|-----------|
| −0.74     | 0.5                        | 0.1        | 0.05      |
| −0.41     | 1.4                        | 0.2        | 0.14      |
| 0.02      | 2.7                        | 0.3        | 0.27      |
| 0.37      | 2.3                        | 0.2        | 0.23      |
| 0.71      | 0.6                        | 0.1        | 0.06      |

TABLE VI. Total fiducial cross section results for combined 2011, 2012, and 2013 data sets and their corresponding uncertainties. The columns labeled “Stat.” and “Eff.” represent the statistical uncertainty and the systematic uncertainty estimated from the efficiencies, respectively. The column “Sys.” includes all remaining systematic uncertainties, with the exception of the luminosity. The 9% uncertainty associated with the luminosity measurement is not included in the table.

| $\sigma^{fid}_W$ | Value(pb) | Stat.(pb) | Sys.(pb) | Eff.(pb) |
|------------------|-----------|-----------|----------|----------|
| $\sigma^{fid}_{W^+}$ | 64.3      | 0.7       | 0.9      | 3.4      |
| $\sigma^{fid}_{W^-}$ | 17.3      | 0.4       | 0.5      | 0.9      |
| $\sigma^{fid}_Z$   | 3.0       | 0.2       | 0.0      | 0.3      |

and the final uncertainty associated with $A_{W^\pm,Z}$, which was propagated to the total cross section as a systematic uncertainty.

The total $W^\pm$ and $Z$ cross sections were computed from the measured fiducial cross sections following Eqs. 3 and 4 and are shown in Fig. 9. The top panel displays the $W^+$ and $W^-$ total cross sections, while the bottom panel shows the $Z$ total cross section. Included for comparison are curves produced with FEWZ using the CT14MC2nlo [51] PDF set, as well as PHENIX [21, 23] and previous STAR [18] results at $\sqrt{s} = 500$ and 510 GeV, and LHC data [1].
TABLE VII. Kinematic correction factors needed to compute the total cross sections and their uncertainties.

| Contrib. | \(\delta A_{W+}\) (%) | \(\delta A_{W-}\) (%) | \(\delta A_{Z}\) (%) |
|----------|--------------------------|--------------------------|--------------------------|
| \(\delta A_{PDF}\) | 0.9 | 1.5 | 1.6 |
| \(\delta A_{\alpha_s}\) | 0.8 | 0.3 | 0.6 |
| Total Uncertainty | 1.2 | 1.5 | 1.7 |

\[ \begin{align*}
\sigma_{W+}^{tot} \cdot B(W^+ \rightarrow e^+\nu) & = 143.0 \text{ pb} \\
\sigma_{W-}^{tot} \cdot B(W^- \rightarrow e^-\bar{\nu}) & = 41.2 \text{ pb} \\
\sigma_{Z}^{tot} \cdot B(Z \rightarrow e^+e^-) & = 8.7 \text{ pb}
\end{align*} \]

There is good agreement between this \(W^\pm\) cross section measurement and those from previous STAR [18] and PHENIX [21, 23] analyses, which makes it difficult to distinguish them in the figure. As a result we have included in the figure a panel highlighting this region. Table VIII lists the values of the combined 2011, 2012, and 2013 total cross sections and their associated uncertainties. Figure 10 compares the new STAR total cross section results to CT14MC2nlo by plotting the ratio of STAR cross sections to the CT14MC2nlo cross sections for each boson. The error bars in the figure represent the total STAR measurement uncertainties and the CT14MC2nlo PDF uncertainties added in quadrature. The CT14MC2nlo PDF uncertainties used for \(W^+, W^-, \) and \(Z\) cross sections were 5.9%, 7.4%, and 7.0%, respectively.

TABLE VIII. STAR total cross sections calculated from the combined 2011, 2012, and 2013 data sets. The columns labeled “Stat.” and “Eff.” represent the statistical uncertainty and the systematic uncertainty estimated from the efficiencies, respectively. The column “Sys.” includes all remaining systematic uncertainties, with the exception of the luminosity. The 9% uncertainty associated with the luminosity measurement is not included in the table.

| Cross Section (pb) | Stat. (pb) | Sys. (pb) | Eff. (pb) |
|---------------------|------------|-----------|-----------|
| \(\sigma_{W+}^{tot}\) \cdot B(W^+ \rightarrow e^+\nu) | 143.0 | 1.5 | 2.5 | 7.5 |
| \(\sigma_{W-}^{tot}\) \cdot B(W^- \rightarrow e^-\bar{\nu}) | 41.2 | 1.0 | 1.4 | 2.3 |
| \(\sigma_{Z}^{tot}\) \cdot B(Z \rightarrow e^+e^-) | 8.7 | 0.5 | 0.1 | 0.9 |
FIG. 9. The measured total $W^\pm$ and $Z$ cross sections for the combined STAR data sets (2011-2013). For clarity the PHENIX measurements are plotted at -5 GeV from $\sqrt{s} = 510$ GeV ($W \to \mu$) and 500 GeV ($W \to e$), respectively. The inset plot in the upper panel highlights the STAR and PHENIX results ($\sqrt{s} \sim 500$ GeV). For the $Z$ cross section, the STAR data uses a mass window of 70 GeV $< m_{e^+e^-} < 110$ GeV, CT14MC2nlo and CMS use 60 GeV $< m_{e^+e^-} < 120$ GeV, and ATLAS uses 66 GeV $< m_{e^+e^-} < 116$ GeV. The dashed lines in the figure show the respective $W^\pm$ and $Z$ cross section curves computed using FEWZ and the CT14MC2nlo [51] PDF.

VIII. CROSS-SECTION RATIOS

Equation 2 can also be used to compute the cross-section ratios $\frac{\sigma_{W^+}^{fid}}{\sigma_{W^-}^{fid}}$ and $\frac{\sigma_{W}^{fid}}{\sigma_{Z}^{fid}}$. A benefit to measuring the cross-section ratios rather than the absolute cross sections is that several systematic uncertainties are reduced or canceled. For example, the luminosity uncertainty in the cross-section ratios is canceled, while the tracking efficiency uncertainty is reduced in the $W/Z$ (5%) measurement and canceled in the $W^+/W^-$ measurement.
FIG. 10. Ratio of the STAR calculated total cross sections to the total cross sections found using the CT14MC2nlo PDF set [48] versus the decay boson’s charge. These comparisons place a mass window of $70 \text{ GeV} < m_{e^+e^-} < 110 \text{ GeV}$ on the $Z$ cross section. The error bars shown here are the total uncertainties including contributions from the efficiency, luminosity, and PDF uncertainties.

VIII.1. W Cross-Section Ratio

The $W^+/W^-$ ratio is presented in eight pseudorapidity bins in the mid-pseudorapidity region ($|\eta_e| < 1$), and in one intermediate pseudorapidity bin that covered $1.0 < \eta_e < 1.5$. This binning followed the same pseudorapidity binning used for the differential cross sections discussed in Sec. VII.1. The $W^+/W^-$ cross-section ratio was computed separately for each of the three data sets in the mid-pseudorapidity region, while the $W^+/W^-$ cross-section ratio in the intermediate pseudorapidity region covered by the EEMC was computed from the combined 2012 and 2013 data sets.

Figure 11 shows a comparison of the $W^+/W^-$ cross-section ratios for each data set measured in the mid-pseudorapidity region as a function of pseudorapidity, where the error bars represent statistical uncertainties only. From the figure one can see consistency amongst
the data sets and improvement in the statistical precision with each year. These values are plotted with an offset in $\eta_\text{e}$ for clarity.

Systematic uncertainties for the backgrounds were computed, as described in Sec. V, for the pseudorapidity dependent $W^+$ and $W^-$ distributions. These uncertainties were then propagated to the $W^+/W^-$ cross-section ratios, which lead to about $\sim 2.5\%$ (4\%) average uncertainty on the $W^+/W^-$ cross-section ratio measured in the mid- (intermediate) pseudorapidity regions. The efficiency uncertainties due to the energy scale, discussed in Sec. VI were then propagated to the $W^+/W^-$ ratios measured in the mid- (intermediate) pseudorapidity region, which contributed 1.5\% (9\%) to the total systematic uncertainty. An additional uncertainty that was studied is related to the difference in the $\eta_\text{e}^+$ and $\eta_\text{e}^-$ distributions in the intermediate pseudorapidity measurement. For measurements in the mid-pseudorapidity region these differences were negligible. However, in the intermediate pseudorapidity range the means of the two $\eta_\text{e}$ distributions differ by about 0.05. FEWZ was used to investigate how the $W^+/W^-$ cross-section ratio changes over this range using the CT14MC2nlo [51], MMHT14 [50], and NNPDF3.1 [36] NLO PDF sets. Based on this study, an uncertainty of 9\% was estimated and applied to the intermediate $W^+/W^-$ cross-section ratio. Figure 12 shows the $W^+/W^-$ cross-section ratios for the combined data sets plotted against the pseudorapidity. These measurements are also compared to NLO predictions using two theory frameworks (FEWZ [53] and CHE [49]), and various PDF inputs (CT14MC2nlo [51], MMHT14 [50], BS15 [40], CJ15 [15], JAM19 [58], and NNPDF 3.1 [36]). The hatched uncertainty band represents the uncertainty associated with using the CT14MC2nlo PDF set within the FEWZ framework. The PDF sets are found to be consistent within the precision of the measured data. The results shown in Fig. 12 are listed in Table IX.

VIII.2. $W$ Cross-section Ratio PDF Impact

Ultimately, the results we presented are intended to be included in future global analyses to constrain PDF quark distributions. However, in the meantime we can assess the impact of these measurements through a PDF reweighting procedure. The $W^+/W^-$ cross-section ratio results discussed in Sec. VIII.1 were used to reweight the CT14MC2nlo [51] PDF set using
FIG. 11. Ratio of fiducial cross sections for production of $W^+$ and $W^-$ bosons plotted against the decay charged lepton pseudorapidity, $\eta_e$, for each of the three data sets: 2011 (black circle), 2012 (blue square), and 2013 (red triangle). For clarity, positions of the data points for the 2011, 2012, and 2013 data sets within each bin are offset by -0.03, 0.0, and 0.03. The error bars correspond to the statistical uncertainty associated with the cross-section ratio.

the procedure discussed in Ref. [35, 48]. FEWZ was used to evaluate the $W^\pm$ fiducial cross sections needed as input to evaluate the $W^+/W^-$ cross-section ratio for each of the 1000 CT14MC2nlo replicas. The result of this reweighting with the new STAR data is shown in Fig. 13 as a function of pseudorapidity. The red band is the reweighted distribution and the CT14MC2nlo uncertainties are given by the blue hatched band. The impact of the STAR data on various PDF central distributions is assessed by investigating the difference between the reweighted PDF distribution ($PDF_{rw}$) and the nominal CT14MC2nlo PDF distribution ($PDF_{nw}$), normalized to the nominal PDF uncertainty ($\delta_{PDF,nw}$). Figure 14 shows the quantity $(PDF_{rw} - PDF_{nw}) / \delta_{PDF,nw}$ (the blue solid line), plotted as a function of $x$ at the scale $Q = 100$ GeV, for several PDF distributions ($\bar{u} - \bar{d}$, $\bar{d}/\bar{u}$, $\bar{d}$, and $\bar{u}$). The hatched bands in Fig. 14 represent the ratio between the reweighted and nominal PDF uncertainties, $\pm(\delta PDF_{rw}/\delta PDF_{nw})$, which are enclosed by blue dashed lines and can be
FIG. 12. The combined (2011, 2012, and 2013) results for the ratio of the fiducial cross sections for the production of $W^+$ and $W^-$ bosons plotted against the decay charged lepton pseudorapidity, $\eta_e$. The error bars represent the statistical uncertainty, whereas the rectangular boxes represent the systematic uncertainty for the respective data point. These measurements are compared to various theory predictions displayed in the legend.

TABLE IX. The combined (2011, 2012, and 2013) results for the ratio of the fiducial cross sections for production of $W^+$ and $W^-$ bosons in bins of the decay charged lepton pseudorapidity.

| $< \eta_e >$ | $\sigma_{W^+}^{fid}/\sigma_{W^-}^{fid}$ | Stat. | Sys. |
|-------------|----------------|------|------|
| −0.88       | 1.9            | 0.2  | 0.1  |
| −0.64       | 3.8            | 0.3  | 0.1  |
| −0.37       | 4.6            | 0.3  | 0.1  |
| −0.12       | 5.9            | 0.4  | 0.2  |
| 0.13        | 6.7            | 0.5  | 0.3  |
| 0.37        | 5.4            | 0.4  | 0.3  |
| 0.64        | 3.3            | 0.2  | 0.1  |
| 0.88        | 2.0            | 0.2  | 0.1  |
| 1.23        | 0.9            | 0.1  | 0.1  |

used to assess the change in the PDF uncertainty. The black lines represent $\pm \delta PDF_{nw}$
uncertainties from the solid blue line. The difference between the solid black and dashed blue lines shows the change in uncertainty. On the other hand deviations of the solid blue line from zero represent changes in the central value of the nominal PDF set. From Fig. 14 a clear but modest reduction in the uncertainty is seen in all of the distributions. Furthermore, all distributions show some modification to the nominal PDF’s central values, which are generally within the one-sigma level. The change in the $\bar{d}/\bar{u}$ ratio is negative over the $x$ range of $0.05 - 0.2$, which indicates the reweighted PDF prefers to have a smaller central value of $\bar{d}/\bar{u}$ compared to the nominal PDF set. While at $x > 0.2$, the change is slightly positive indicating that the reweighted PDF prefers a larger $\bar{d}/\bar{u}$ than the nominal PDF.

VIII.3. $(W^+ + W^-)/Z$ Cross-Section Ratio

The $\sigma_{W}^{fid}/\sigma_{Z}^{fid}$ cross-section ratio was formed using Eq. 2 and adding the $W^+$ and $W^-$ fiducial cross sections in the central pseudorapidity region ($|\eta_e| < 1$). The systematic uncertainties for the $W$ cross sections were evaluated as discussed in Sec. VIII.1, with the exception of the track reconstruction uncertainty, and were propagated to the $(W^+ + W^-)/Z$ cross-section ratio measurement. The systematic uncertainty associated with the track reconstruction efficiency was estimated at 5% due to partial cancellation.

The measured $\sigma_{W}^{fid}/\sigma_{Z}^{fid}$ cross-section ratio for the combined 2011, 2012 and 2013 data sets was found to be $25.2 \pm 1.6_{(\text{stat.})} \pm 1.3_{(\text{syst.})}$, and is shown in Fig. 15. The $(W^+ + W^-)/Z$ cross-section ratio is compared to NLO evaluations using the FEWZ framework and several input PDF sets. This measurement is consistent with the FEWZ predictions for all PDF sets investigated and will allow us to further constrain the sea quark PDFs. The uncertainty associated with the $W/Z$ cross-section ratio calculated from CT14MC2nlo replicas was estimated to be 2.5% (blue hatched band), based on the distribution’s RMS. Also included is the $(W^+ + W^-)/Z$ cross-section ratio computed from the $W$ and $Z$ fiducial cross sections from the 2009 STAR $p+p$ data set. The error bars represent the statistical uncertainties, while the boxes represent the total systematic uncertainties.
FIG. 13. The combined results for the ratio of the fiducial cross sections for the production of $W^+$ and $W^-$ bosons compared to the predictions from the original and reweighted CT14MC2nlo PDF [51] predictions. The error bars on the STAR data represent the quadrature sum of the statistical and systematic uncertainties. The blue hatched band represents the CT14MC2nlo PDF uncertainty, while the red band shows the reweighted CT14MC2nlo PDF uncertainty after fitting the STAR data.

IX. SUMMARY

STAR has measured the $W$ and $Z$ total and differential cross sections, along with the $W^+/W^-$ and $(W^++W^-)/Z$ cross-section ratios in $p+p$ collisions at center of mass energies of 500 GeV and 510 GeV at RHIC, using the total luminosity of 350 pb$^{-1}$. These measurements not only provide additional high $Q^2$ data to be used in future global analyses to help constrain PDFs, but also serve as complementary measurements to other experiments. In particular, our total and differential $W$ and $Z$ cross sections along with the $(W^++W^-)/Z$
FIG. 14. The impact of STAR $W^+/W^-$ data on $\bar{u} - \bar{d}$, $\bar{d}/\bar{u}$, $\bar{d}$, and $\bar{u}$ PDF distributions at $Q = 100$ GeV. The solid blue line shows the difference between the reweighted and nominal CT14MC2nlo PDF central value, normalized by the nominal PDF uncertainty. The hatched bands represent the ratio of the reweighted and nominal PDF uncertainties. The black lines represent the nominal PDF uncertainties.

cross-section ratio, will complement LHC’s $W$ and $Z$ production program by providing data at lower $\sqrt{s}$ and sensitivity at larger $x$. Our $W^+/W^-$ cross-section ratio measurement, which is particularly sensitive to the $\bar{d}/\bar{u}$ sea quark distribution [55] (Eq. 1), provides an alternative method to study the $\bar{d}/\bar{u}$ distribution which is complementary to the measurements performed by the NuSea and SeaQuest experiments.

Using our pseudorapidity dependent $W^+/W^-$ cross-section ratio results in a PDF reweighting study, we find sensitivity to the sea quark distributions. Our study shows modest improvement in the uncertainties of several distributions, in particular the $\bar{d}/\bar{u}$ and $\bar{u} - \bar{d}$ distributions, as well as a change in the central values.

Overall we find good agreement between our measurements and the current PDF distributions. Inclusion of these data into future global fits will help to constrain the PDFs.
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