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Abstract
This research provides the first comprehensive analysis of the performance of pre-trained language models for Sinhala text classification. We test on a set of different Sinhala text classification tasks and our analysis shows that out of the pre-trained multilingual models that include Sinhala (XLM-R, LaBSE, and LASER), XLM-R is the best model by far for Sinhala text classification. We also pre-train two RoBERTa-based monolingual Sinhala models, which are far superior to the existing pre-trained language models for Sinhala. We show that when fine-tuned, these pre-trained language models set a very strong baseline for Sinhala text classification and are robust in situations where labeled data is insufficient for fine-tuning. We further provide a set of recommendations for using pre-trained models for Sinhala text classification. We also introduce new annotated datasets useful for future research in Sinhala text classification and publicly release our pre-trained models.
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1. Introduction

Large-scale monolingual pre-trained language models (MonoLMs) such as BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), and their multilingual descendants mBERT (Devlin et al., 2019) and XLM-R (Conneau et al., 2019) (respectively), have shown promising results for high-resource as well as low-resource languages, particularly for text classification (Wu and Dredze, 2019; Agular et al., 2020). Following this early success, many empirical studies have been carried out to determine the performance of these models on different settings. However, most of these studies focused on a limited number of languages. Moreover, experimental results show that the performance of the pre-trained Multilingual Language Models (MultiLMs) depends on many factors - such as the amount of language data used during the pre-training, the relatedness of a language to the other languages in the pre-trained model, language characteristics, the typography of the language, and the amount of fine-tuning data used (Wu and Dredze, 2020; Dodapaneni et al., 2021). Thus, the results reported in these studies cannot be generalized across languages. For MonoLMs, a major deciding factor is the amount of monolingual data used in the model pre-training stage (Rust et al., 2020).

As noted by Soria et al. (2018), ‘a Natural Language Processing (NLP) system can be measured only in terms of its usefulness for the end-users’. In other words, the usefulness of pre-trained language models on a language depends on their ability to provide acceptable results for the NLP tasks of the considered language, but not by their performance on some other set of languages. Thus, it is imperative that we carry out extensive evaluation of the pre-trained models for the specific languages of interest. Sinhala is an Indo-Aryan language primarily used by a population of about 20 million, in the small island nation of Sri Lanka. According to Joshi et al. (2020)’s language categorization, Sinhala has been given class 1, meaning an extremely low-resource language. This is not surprising - not only the available language resources, but also the amount of research is scarce for Sinhala (de Silva, 2019). However, Sinhala has been fortunate to get included in pre-trained MultiLMs such as XLM-R, LASER (Artetxe and Schwenk, 2019), LaBSE (Feng et al., 2020), mT5 (Xue et al., 2020) and mBART (Liu et al., 2020). There also exist monolingual Sinhala pre-trained models. However, they have been pre-trained on relatively small Sinhala corpora. No results of using these monolingual or MultiLMs for Sinhala text classification have been reported so far. Thus, the effectiveness of these models for Sinhala text classification is not known yet.

In this research, we build two RoBERTa based pre-trained language models. Compared to the existing Sinhala pre-trained models, our models are trained with a much larger corpus. Our objective is to identify the best pre-trained model for different Sinhala text classification tasks. Thus, the built Sinhala RoBERTa models are compared against the MultiLMs that include Sinhala; LASER, XLM-R, and LaBSE.

We use 4 different classification tasks, namely, sentiment analysis with a 4-class sentiment dataset (Seneviratne et al., 2020), news category classification with a 5-class dataset (de Silva, 2015b), a 9-class news source classification and a 4-class writing style classification.
3. Related Work

3.1. Text Classification with Pre-trained Models

Following the success of pre-trained models for English, similar models have been built for some other languages. Some examples are, FlauBERT (French) (Le et al., 2019), FinBERT (Finnish) (Virtanen et al., 2019), AraBERT (Arabic) (Antoun et al., 2020), PhoBERT (Vietnamese) (Nguyen and Nguyen, 2020) and AfriBERT (Afrikan) (Ralethue, 2020). Each model has been able to set a new state-of-the-art for a variety of NLP tasks for the corresponding language. Some have compared the MonoLMs they built with the MultiLMs (Nguyen and Nguyen, 2020; Le et al., 2019; Virtanen et al., 2019; Acs et al., 2021). However, it cannot be concluded that the MonoLMs are better than MultiLMs, and vice-versa, across different tasks and languages. Wu and Dredze (2020) attributed this discrepancy solely to the amount of data used to pre-train the models. However, Rust et al. (2020)’s findings suggest that the pre-trained tokenizer also plays an important role in downstream task performance, as well as the selected tasks.

In addition to the above research that compared monolingual and MultiLMs, there is a plethora of research that analysed various aspects of pre-trained MultiLMs across various NLP tasks and languages. Aguilar et al. (2020) and Lauscher et al. (2020) showed that the performance of the multilingual pre-trained models is not consistent across the NLP tasks. According to Aguilar et al. (2020), these models are better at syntactic analysis as opposed to semantic analysis. Groenwold et al. (2020) and Lauscher et al. (2020) showed that the performance of a pre-trained model on a given language is heavily influenced by the language family. In other words, more related languages are included in the model is beneficial for a language. As a result, pre-trained models have been shown to perform better for Indo-European languages (Hu et al., 2020). Some others experimented on different conditions such as zero...
shot performance on languages that are included in the pre-trained model (Hu et al., 2020; Wu and Dredze, 2019; Ebrahimi et al., 2021; Litschko et al., 2021), and performance on languages not included in the pre-trained models (Ebrahimi and Kann, 2021). Although pre-trained Multilinguals such as mBERT and XLM-R are a very attractive option for low-resource language computing, they have bounded capacity with respect to the number of languages that can be included in the model. This is commonly known as the “curse of multilinguality” (Conneau et al., 2019). Moreover, low resource languages are mostly underrepresented in Multilinguals (i.e. the pre-trained models include comparatively low amounts of training data from these languages), which makes these models to under-perform comparatively low amounts of training data from these languages. IndicBERT, a very good example for this. When the average result for a particular task across the indic languages is considered. IndicBERT outperforms both mBERT and XLM-R by a substantial margin in tasks such as question answering and cross-lingual sentence retrieval.

3.2. Sinhala Text Classification

Being a fusional language and having rich linguistic features, the Sinhala language inherits a certain complexity of language understanding added to its scarcity of resources. Research in Sinhala text classification has been mainly limited to traditional approaches. Experiments with Machine Learning methods such as Support Vector Machines (SVM) were carried out by (Galage, 2010). Furthermore, approaches such as rule-based systems (Lakmali and Haddela, 2017), a stop word extraction method for text classification using TF-IDF (Gunasekara and Haddela, 2018), Feed-forward Neural network based system (Medagoda, 2017) and a Word2Vec based approach have also been followed. Chathuranga et al. (2019) proposed a method for Sinhala text classification based on a lexicon. Ranathunga and Liyanage (2021) are the first to experiment with Deep Learning techniques such as LSTM networks as well as Convolutional Neural Networks (CNN) based models for Sinhala sentiment classification. Demotte et al. (2020) also proposed a LSTM-based system for Sinhala text classification based on S-LSTMs (Zhang et al., 2018). More recently, Seneviratne et al. (2020) empirically analysed RNN, Bi-LSTM and Capsule Networks for Sinhala news text sentiment classification. SinBERTo and Sinhala-RoBERTa are two separately pre-trained RoBERTa based MonoLMs for Sinhala, which have been released recently. They do not have related work published, nor have been used in text classification, to the best of our knowledge. Although encoder-based pre-trained models have not been used for Sinhala, mBERT has shown exceptionally good results for Machine Translation that involves Sinhala (Thillainathan et al., 2021).

4. SinBERT Model

4.1. Pre-training and Fine-tuning Setup

RoBERTa has shown improved results over other competitive models for the GLUE benchmark (Wang et al., 2018), specifically for classification tasks. Hence, we build our Sinhala MonoLMs based on RoBERTa. We use Huggingface’s Transformers libraries in PyTorch (Paszke et al., 2019) to pre-train our RoBERTa models.11 We use AdamW (Loshchilov and Hutter, 2017) as the optimizer with a learning rate of 1e-4, a batch size of 16 and a maximum of 2 training epochs to pre-train the models. We introduce two variants of our model; SinBERT-small containing 6 hidden layers and SinBERT-large containing 12 hidden layers. Parameters of the two models are shown in Table 2. Fine-tuning hyper-parameters are given in Table 3. We used the standard fine-tuning process, where the [CLS] token output from the pre-trained model’s encoder was fed to a feed-forward neural network based classifier. For Sinhala monolingual models, we use Huggingface’s default classifier for RoBERTa models which consists of a linear layer, a dropout layer preceded by the pooled output from the model encoder layer. A linear layer preceded by a dropout layer was used as the classifier head for LASER and LaBSE. For XLM-R large, we use a batch size of 8 due to hardware constraints.

We report the macro-averaged F1-score over 5 different randomly-initialized runs for each experiment using 4:1 train/test splits of the datasets. For LaBSE and LASER we use only 3 randomly-initialized runs as their performance is well below to that of XLM-R and the monolingual models. All the pre-training and fine-tuning were conducted on a single Nvidia Quadro RTX 6000 (24GB) GPU.

4.2. Sinhala Corpus used for SinBERT pre-training

SinBERT models are pre-trained using “sin-cc-15M” corpus.12 At present, it is the largest Sinhala monolingual corpus available to the best of our knowledge. The dataset comprises of 15.7 million sentences extracted from 3 sources: CC-100, OSCAR and raw text data from Sinhala news web sites. CC-100 dataset contains 3.7GB of data for Sinhala and OSCAR contains 802MB of Sinhala text including duplicated text. The raw news data extracted from Sinhala news sites is 413MB in size. The final sin-cc-15M dataset has been cleaned of other language words/characters and invalid

---

9https://indicnlp.ai4bharat.org/indic-bert/  
10http://bit.ly/2QK19Np  
11https://huggingface.co/  
12We publicly release the pre-training and fine-tuning codes on https://github.com/indicnlp/Sinhala-text-classification  
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characters. Cleaned dataset statistics are shown in Table 1.

|                      | SinBERT-small | SinBERT-large |
|----------------------|---------------|---------------|
| Number of layers     | 6             | 12            |
| Attention heads      | 6             | 12            |
| Max. Position embeddings | 3514         | 3514          |
| Vocabulary size      | 50000         | 50000         |
| Number of Parameters | 66.5M         | 125.9M        |

Table 2: Parameters of two SinBERT models

5. Experiments

5.1. Model Selection

We compare the trained RoBERTa models with three MultiLMs: XLM-R-based, large, LaBSE, and LASER. For other Sinhala MonoLMs, we take two RoBERTa-based models publicly available in Huggingface; SinBERTo and SinhalaBERTo. Both have a vocabulary size of 52,000 and a similar model architecture (6 hidden layers, 12 attention heads, max. position embedding size of 514). However, SinBerto has been trained on a small news corpus while SinhalaBERTo has been trained on a much larger deduplicated Sinhala OSCAR dataset. There are two other Sinhala MonoLMs available in Huggingface (sinhala-Roberta-Oscar and sinhala-roberta-mc4), however, their vocabulary sizes are smaller.

5.2. Fine-tuning Tasks

We use four sentence/document level classification tasks. For the first two tasks given below, annotated data was already available. For the other two tasks, we prepared the annotated data from the raw corpora.

5.2.1. Sentiment Analysis

We use the sentiment dataset published by Seneviratne et al. (2020) for the sentiment classification task. This dataset consists of user comments published in response to online news articles. Each user comment is labeled using four classes (positive, negative, neutral, conflict). This can be considered as a document classification task. This is an extension to the dataset introduced by Ranathunga and Liyanage (2021), and carries a Cohen’s Kappa value of 0.65. Seneviratne et al. (2020) reported a baseline for this task using RNNs and capsule networks.

5.2.2. News Category Classification

The news category dataset contains sentences extracted from 5 different categories of news (Business, Political, Entertainment, Science and Technology, Sports) with 1019 maximum number of sentences and 438 minimum sentences for a class (de Silva, 2015b). Thus this is a sentence classification task. The publicly available version of the news category dataset has not been processed. Hence, we pre-process the dataset and remove sentences that contain English only words and sentences having a length less than 3 words (e.g.- Names of places, celebrities) (de Silva, 2015b) reported an accuracy score result as a baseline for this task using an approach based on SAFA algorithm (de Silva, 2015a).

5.2.3. Writing Style Classification

We extracted text from Upeksha et al. (2015)'s large Sinhala corpus which contains text spanning across a set of genres. For writing style classification, we select text belonging to 4 categories (News, Academic, Blog, Creative). This is a document classification task. We process the extracted text by deduplicating, removing English only text and very long text (length larger than 3500 characters). Since the dataset contains long text, we use truncation to fit them into the models. No evaluation has been presented for this dataset.

5.2.4. News Source Classification

This is an annotated dataset newly compiled by us. The news source dataset comprises news headlines in Sinhala, scraped from 9 different Sinhala news web sites (Sri Lanka Army, Dinamina, Gossiplanka, Hiru, ITN, Lankapuwa, NewsLk, Newsfirst, World Socialist Web Site-Sinhala) on the Internet. We reduce the amount of data in the original web-scraped news-source dataset (Sachintha et al., 2021) in order to handle the class imbalance. We also remove one news source (Sinhala Wikipedia) from the originally scraped dataset as it mostly contains invalid characters, numbers and single word sentences. This
is a sentence classification task (since we classify the news headings).

| Parameter                  | SinBERT  | XLM-R    | Other |
|----------------------------|----------|----------|-------|
| Starting learning rate     | 1e-5     | 5e-6     | 5e-5, 1e-5 |
| Batch size                 | 16       | 16, 8    | 16    |
| No. of epochs              | 10       | 5        | 5     |
| Optimizer                  | AdamW    | AdamW    | AdamW |

Table 3: Hyperparameters for model fine-tuning

| Dataset        | No. of data points | No. of classes | Average text length |
|----------------|--------------------|----------------|--------------------|
| Sentiment      | 15059              | 4              | 21.66              |
| News sources   | 24093              | 9              | 8.42               |
| News categories| 3327               | 5              | 23.49              |
| Writing style  | 12514              | 4              | 181.97             |

Table 4: Statistics of the Fine-tuning datasets used

| Dataset        | Maximum data points | Minimum data points |
|----------------|---------------------|---------------------|
| Sentiment      | 7665                | 1911                |
| News sources   | 3109                | 1541                |
| News categories| 1019                | 438                 |
| Writing style  | 4463                | 2111                |

Table 5: Statistics of the Fine-tuning datasets used-max/min data points in a class

5.3. Evaluation

Table 6 reports the results for each of our tasks performed using the selected models. We also report the current baseline results for each of the tasks, whenever available. Note that the baseline results for sentiment analysis has been reported with weighted-F1. For a meaningful comparison, we report the same results in the metric used in the baseline paper as well. Since the largest selected model (XLM-R-large) demands high levels of GPU resources to run on, we limit XLM-R-large to the experiments reported in Table 6.

Results of LaBSE and LASER are consistently lower than both our MonolM models, as well as the XLM-R models across all the tasks. In fact, LaBSE has a very poor performance across all the tasks. Thus, we can safely advise against using these models for Sinhala text classification. XLM-R-large outperforms the base version in all the tasks, which is not surprising. However, this margin is small in tasks such as sentiment analysis and news category classification.

The SinBERT models outperform the existing Sinhala pre-trained models, thus establishing our models as the best monolingual pre-trained models for Sinhala text classification. Interestingly, our large model has only a very small gain against the small model. We believe this is due to the small size of the Sinhala corpus used to pre-train the models, the dataset is not sufficient to properly train the large model. Considering the low performance gains and the time and memory complexity of fine-tuning the SinBERT-large model, we advise the use of the small model in future Sinhala text classification tasks.

It can be seen that the XLM-R-large model outperforms both of our SinBERT models. Thus, if the hardware requirements (see Section 4.1) can be satisfied, the best model choice for Sinhala text classification is the XLM-R-large model. However, in a constrained hardware setting, either the XLM-R-base model or the SinBERT-small model can be used. Specifically, XLM-R-base model outperforms the SinBERT-small for all the tasks except the news source categorisation task. We believe this is because the raw news source dataset was included in the SinBERT model training. This is also an important finding. Even if the annotated data amount is small, if the corresponding raw corpus can be included while model pre-training, a result increase can be expected. In the XLM-R models, Sinhala data attributes to only ~0.15% of the total pre-trained corpora. Moreover, Sinhala has its own script and characteristics. Compared to this low representation and the uniqueness of the language, XLM-R performance on Sinhala is impressive. Sinhala is an Indo-Aryan language and the model contains a relatively higher proportion of data from related languages such as Hindi, and even higher proportion of distantly related Indo-European languages. This might have contributed to the high performance gains for Sinhala.

Figures 1 - 4 depict the macro-F1 score for XLM-R-base and SinBERT models with varying dataset sizes. We vary the dataset sizes as 100, 500, 1000, 10000 and total dataset size (for the news type categorization experiment, the experiment with dataset size of 10000 is skipped since its total dataset size is below 10000). All the graphs show that for smaller dataset sizes, XLM-R-base model lags behind SinBERT models but catches up quickly as the dataset size increases. Thus, if the annotated dataset is extremely small, using the SinBERT-small model would be more fruitful. Even the XLM-R-base model and the SinBERT-small model outperform the current baselines for sentiment analysis. Finally, text classification with the XLM-R-large results establish a new (strong) baseline for each of the considered tasks.

Out of the four contrasting classification tasks and datasets that were used, sentiment analysis and news source classification task yield the lowest F1-scores, thus they can be considered as the most difficult tasks. News source prediction is a difficult task for humans.
as well unless the news headlines carry distinguished styles of writing or keywords in them. In our dataset, Army news website headlines are comparatively shorter in length and contains a small set of frequently used words, which makes it easier to be identified by the model. The sentiment analysis dataset contains one under-represented class label conflict, which makes it more challenging for the model to differentiate between the sentiment classes. In the news categories and writing style datasets, the sentences/documents in both datasets contain distinct sets of words or keywords, which makes it easier for the model to predict the classes.

6. Conclusion

Although Sinhala has been included in several multilingual pre-trained language models and there exist several monolingual Sinhala pre-trained models, no empirical analysis has been conducted on their performance with respect to NLP tasks. This paper took the first step in this direction, by providing a comprehensive analysis of these models for Sinhala text classification. We also built two Sinhala pre-trained models, which have been publicly released along with the fine-tuned models. Based on the results, we provided a set of recommendations for future research that plans to use the pre-trained models for Sinhala text classification. We also showed that the XLM-R-large model sets a very strong baseline for Sinhala text classification. As an additional
| Model        | Sentiment | News sources | News categories | Writing style |
|--------------|-----------|--------------|----------------|---------------|
| Baseline     | 59.42     | -            | -              | -             |
| LaBSE        | 70.63     | 11.85        | 24.09          | -             |
| LASER        | 54.07     | 28.84        | 48.54          | 87.06         |
| XLM-Rbase    | 58.08     | 58.29        | 85.12          | 96.89         |
| XLM-Rlarge   | 60.45 (68.1\text{w.} F_1) | 61.84 | 89.54 | 98.41 |
| SinBERTsmall | 53.85     | 60.42        | 84.75          | 95.00         |
| SinBERTlarge | 54.08     | 60.51        | 85.19          | 95.49         |

Table 6: macro-F1 scores for the selected models on 4 classification tasks.

contribution, we release annotated datasets for Sinhala news source classification and other modified datasets (news category classification, writing style classification) that we use in our experiments. Additionally, we publicly release pre-training and fine-tuning codes. In the future, we plan to improve SinBERT with additional pre-training data and to test on more downstream tasks.
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