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A simple model for atom optical elements for Bose condensate of trapped, dilute alkali atoms is proposed and numerical simulations are presented to illustrate its characteristics. We demonstrate ways of focusing and splitting the condensate by modifying experimentally adjustable parameters. We show that there are at least two ways of implementing atom optical elements: one may modulate the interatomic scattering length in space, or alternatively, use a sinusoidal, externally applied potential.

I. INTRODUCTION

Since the first experimental realisation of Bose-Einstein Condensation (BEC) with dilute, trapped alkali gases in 1995 [1–3], rapid progress has been made in studying their physical properties. One of the exciting prospects for BEC from the outset has been the possibility of realising the matter equivalent of optical laser, i.e. the atom laser [4,5]. The recent demonstration by the MIT group of an output coupler for condensates [6] along with the interference of two independent condensates [7] has brought the realisation of the atom laser one step closer. In fact, one could argue that we already have a rudimentary atom laser and that we should be looking for effective ways to control the output beam of such sources. By control we mean focusing and beam splitting of flowing condensates, in analogy to conventional optics using light. In the last few years, there has been tremendous progress made in the field of atom optics, both linear and non-linear, in which the motion of atoms is controlled via light forces [8–13]. Direct application of these techniques using light forces will not always be possible due to a variety of factors. These include the possible heating of the condensate by the laser field which may destroy the condensation. Ideally one wants to apply light fields to transfer momentum to the atoms in a controlled manner while keeping the atom assembly condensed. This is, of course, a particularly severe task for ultracold BEC’s.

In this paper we apply the well-known idea of optically generated potentials used in atom optics in the context of Gross-Pitevskii Equation (GPE) to model how the atom optical elements produce focusing and splitting of a condensate. We should emphasise that we shall be demonstrating the effect of such arrangements rather than providing detailed descriptions of how such a configuration would be constructed in practice. We shall, however, discuss some of what we see as the main limitations of such schemes. In section II we shall specify our theoretical model and in section III the results of our simulation are presented. Finally, these results are discussed in view of available experimental parameters, in section IV.

II. MODEL

A. The NLSE or Gross-Pitaevskii Equation

The mean-field theory for an assembly of condensed atoms in an external field may be obtained in two ways: in the first, we start with the non-linear atom optics point of view of many-body wave function and then find an appropriate limit for Bose condensation; in the second, we use a field theory approach of Ginzburg and Landau [14] which is the standard approach in much of the literature on Bose condensates. The mean field theory obtained from these two approaches is identical, and we shall briefly outline only the second route below. For a detailed discussion of formalism of nonlinear atom optics, readers are referred to papers by Lenz et al. [10] and Zhang et al. [11–13].

The Hamiltonian for a system of interacting atoms in a trap is given by:

\[
\hat{H} = \int \tilde{\Psi}^\dagger (\mathbf{r}, t) \hat{H}_0 \tilde{\Psi}(\mathbf{r}, t) d^3r + \frac{1}{2} \int \int \tilde{\Psi}^\dagger (\mathbf{r}', t) \tilde{\Psi}^\dagger (\mathbf{r}, t) \tilde{V}(\mathbf{r}, \mathbf{r}') \tilde{\Psi}(\mathbf{r}', t) \tilde{\Psi}(\mathbf{r}, t),
\]

where \(\hat{H}_0\) is the single particle Hamiltonian.
\[ H_0 = -\frac{\hbar^2}{2m} \nabla_r^2 + V_{\text{trap}}(r), \] (2)

and the field operator \( \hat{\Psi} \) obeys the standard boson commutation relation

\[ [\hat{\Psi}(r), \hat{\Psi}^\dagger(r')] = \delta(r - r'). \] (3)

We shall assume, given the fact that we are dealing with a dilute gas, that the interatomic potential can be approximated by that of contact interaction:

\[ \hat{V}(r, r') = V \delta(r - r'), \] (4)

Additionally, we shall suppose that,

\[ V = V_{\text{intrinsic}} + V_{\text{induced}}. \] (5)

That is to say, the strength of the overall interatomic interaction may be viewed as the sum of that due to intrinsic interactions and the modification due to an external influence such as that of the laser, magnetic field or rf-induced interaction. Such externally induced modification may occur, for example, when pairs of atoms, driven by the external field, have the ground state mixed with an electronically excited quasimolecular state. This quasimolecular state can have much stronger interaction, modifying the scattering amplitude in the process. Description of the interaction strength is facilitated by introducing the scattering length \( a \), which is proportional to \( V \). The nonlinear Schrödinger equation for the condensate wave function, \( \psi \), is then given by:

\[ i\hbar \frac{\partial \psi}{\partial t} = \left[ -\frac{\hbar^2}{2m} \nabla_r^2 + V_{\text{trap}}(r) + C_n |\psi|^2 \right] \psi, \] (6)

where

\[ C_n = \frac{4\pi N \hbar^2}{m} (a_{\text{intrinsic}} + a_{\text{induced}}) \] (7)

\[ = \frac{4\pi N \hbar^2 a}{m}, \] (8)

with \( N \) being the number of particles in the sample, and \( m \) the mass of a single particle. \( a_{\text{intrinsic}} \) denotes the scattering length in the absence of an external field and is an experimentally measurable quantity; \( a_{\text{induced}} \) is that induced by an external electromagnetic field for which there are various theoretical predictions. It is predicted, for example, that the overall scattering length, \( a \), may be varied by the application of a magnetic field for \( F = 3, m_F = -3 \) hyperfine state in Cs [15]. A blue detuned “optical shielding” type laser of variable intensity [16,17] is also believed to be a good way to control over the effective scattering length. Experimental measurement of an \( a_{\text{induced}} \), however, has not been performed to date. We note here that, in theory, the non-linear coefficient, \( C_n \), may be made position dependent, since the induced scattering length, \( a_{\text{induced}} \), may be varied in space with an application of a laser field with a suitable variation in intensity.

The nonlinear Schrödinger equation or the Gross-Pitaevskii Equation, Eq. (6), describes the dynamics of a single atom moving in the presence of mean field induced by other atoms in the system, in addition to the effects of the confining trap potential. The GPE has been found, over the last couple of years, to provide very good description of condensate behaviour over a range of temperatures from near \( T = 0 \) K to a sizeable fraction of \( T/T_c \) where \( T_c \) is the critical temperature of phase transition [18–21].

### B. Modified GPE

We intend to investigate two types of possible experimental arrangement. As the first possibility, we consider a typical atom optical configuration as shown schematically in Fig 1: Firstly the condensate is prepared in a trap and released so that it freely falls under gravity. Such a situation is described by turning the trap off i.e. setting \( V_{\text{trap}} = 0 \). The cloud of atoms will undergo ballistic expansion. The condensate is then passed through an interaction region in which it is subject to an interaction potential, before it again falls freely in space onto a detector or a surface.

We look at two types of interaction with this set up: spatial modulation of the scattering length in the interaction region, so that the corresponding evolution is given by:
\[ i\hbar \frac{\partial \psi}{\partial t} = \left[ -\frac{\hbar^2}{2m} \nabla^2 + C(\cos k \cdot r + D)|\psi|^2 \right] \psi, \] 
\[ i\hbar \frac{\partial \psi}{\partial t} = \left[ -\frac{\hbar^2}{2m} \nabla^2 + A \cos k \cdot r + C_n \right] |\psi|^2 \],

(9)

(10)

and use of sinusoidal potential in the interaction region as described by:

where \( C \) and \( A \) are the amplitudes and \( k \) the wave number which can be adjusted. We present the results for the case when \( D = 0 \), and also the case when the sinusoidal variation is limited to positive scattering lengths, by a suitable adjustment of \( D \).

Using either method, the atomic motion may be modified in a controllable manner. The two methods are, however, qualitatively different since the first involving \( C_n \) is of an intrinsic nature, which arises from interaction of atoms in a many body system while the second involves imposing an external potential. We shall see that unlike conventional atom optics, we now have two avenues to impose potential gradient, which may or may not be applied simultaneously and opens up the possibility of manipulating the relative amplitudes and phases of these two potentials. In this way, it seems possible to generate an effective overall potential gradient, which may even vary over time, to tailor our atom optical component.

As the second possible experimental arrangement, we look at the effect of spatially varying the interatomic scattering length in the presence of the confining trap. The condensate is not dropped, and therefore we can study the case in which one has both types of potentials present simultaneously. This is modelled by an equation with a minor modification to the standard GPE:

\[ i\hbar \frac{\partial \psi}{\partial t} = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{trap}}(r) + f(r)|\psi|^2 \right] \psi. \]

(11)

We consider the case of \( f(r) = G r^2 \) as well as \( f(r) = C(\cos k \cdot r + D) \), where \( G, C, D \) are constants, in order to test general features of such an arrangement.

The condensate formed recently at MIT using the cloverleaf trap configuration was reported to have an aspect ratio of 20 [22]. This means that a 1 dimensional GPE may be expected to provide an adequate qualitative description of the evolution of a cross section of such condensate. The spatial modulation of \( C_n \) discussed above would, in this case, be along the long axis. To be more precise, one may allow some Gaussian spreading of \( C_n \) in the radial direction of the cigar-shaped condensate, i.e.

\[ C_n(r)_{\text{radial}} \propto e^{-\kappa r^2_{\text{radial}}}, \]

(12)

We assume the coupling between the \( C_n(r)_{\text{axial}} \) and \( C_n(r)_{\text{radial}} \) to be weak. The 1D GPE with modified linear and non-linear potentials was integrated using a 4th order Runge-Kutta integration routine over various configuration times in order to find the optimal condition for focusing and splitting. In the following we assume that all our atoms originally have positive scattering lengths.

III. RESULTS

A. Results for the atom optical configuration

In order to simulate the experiment of type shown in Fig. 1, we need to specify how long we let the condensate to free fall, interact with the chosen field and then fall freely again onto a detector or a substrate. It was found from simulations that, once the initial free evolution time is chosen, the final spatial distribution of the condensate that we see at the detector depends, as would be expected, quite sensitively on the duration of interaction and the subsequent free fall. In our simulations, we chose a reasonable initial free fall time and then selected the interaction and the subsequent free fall times so as to give optimum probability distribution in terms of sharpness and regularity of the peaks on the final detector.

1. Spatial modulation \( C_n \) in the interaction region

In conventional atom optics, parabolic optical potentials are used to provide a focussing effect. We have, therefore, tried a parabolic modulation of \( C_n \) in the interaction region. It was found that, in order to see any noticeable focusing
effect by such an arrangement, we need a very steep position dependence, such that around the tail region of the condensate, $C_n$ of the order of around 20 times the original value is needed. A theoretical treatment by Fedichev et al.\textsuperscript{[23]} indicates that although it might be possible to change the scattering length by comparable amounts, the accompanying inelastic scattering rate also undergoes a correspondingly large increase. Since this is not experimentally favourable, we do not pursue the parabolic variation any further and instead concentrate on the sinusoidal modulation of $C_n$ in the interaction region.

We have let our condensate to ballistically expand for $t = 1\pi/\omega$ to model the initial free fall part of Fig. 1. The axial trap frequency of the MIT cloverleaf trap was reported to be $\omega = 2\pi \times 18$ Hz which translates $t$ to time of order 27 ms. Figure 2 shows in solid line the probability distribution immediately after the interaction region, interacting for duration $t = 0.3\pi/\omega$ with modulation amplitude $C = C_n$, $D = 0$ and wave number $k = 2$ in harmonic oscillator units. The dashed line indicates the ballistically expanded condensate just before the interaction. This interaction time, which corresponds to approximately 8 ms in the MIT trap parameters, gave the best result in terms of sharpness, height and regularity of the peaks. The shape of the spatial modulation is shown as the dotted line. We see that the number of peaks and valleys match the number of spikes in the condensate as to be expected from conventional potential gradient idea. Indeed, it was found that in an identical simulation with $k = 1$ i.e. half the wave number, we get 4 prominent spikes in the final distribution instead of 8 as seen here. It is then reasonable to expect that the sharpness of these peaks, as indicated by the ratio of their height to widths would increase if the amplitude of the potential was increased; the results agree with this prediction. The maximum peak height of 0.094 for Fig. 2 was increased to 0.162 as a result of doubling the amplitude of modulation while keeping the general shape.

After the interaction region, the condensate was let to evolve freely. Figure 3 shows the final probability distribution after the distribution shown in Fig. 2 was freely evolved for duration $t = 0.3\pi/\omega$. The time of free evolution was again chosen so as to give the best distribution. The peaks are now broader and have been displaced so that now there is a peak at the origin, as a result of rather complex dynamical motion of various parts of the condensate as it expands. The dotted lines represent the shape of the effective potential that was originally in place in the interaction region. It was found that a regular probability distribution is again restored after $t = 0.8\pi/\omega$, with shorter and broader peaks.

The case of a sinusoidal variation of the scattering length which remains positive was also investigated. This was simply accomplished by translating the potential vertically so that the minimum value of $C_n$ is now 0 instead of $-C_n$ as in the previous case. The final result is shown in Fig. 4. The solid line is the case when $C_n$ varies from 0 to $C_n$. The dot-dashed line indicate the case when $C_n$ varies from 0 to $2C_n$. We see that there is no qualitative difference from the previous case in which negative scattering length was allowed; the amplitude of modulation seems to be the determining factor rather than the sign.

The effect of longer initial free evolution time than $1\pi/\omega$ was to give shorter peaks, but with the same general shape and width. This can be explained from the fact that after a longer free fall, the condensate has spread out more and its peak height is consequently shorter when it interacts with fields in the interaction region.

2. Using a sinusoidal potential in the interaction region

In a direct analogue to the case of spatial modulation of $C_n$, we try and simulate the same experiment of Fig. 1, but here we employ a sinusoidal potential in the interaction region while leaving $C_n$ spatially invariant i.e. Eq. (10). The initial free fall time was again chosen to be $1\pi/\omega$.

The probability distribution immediately after the interaction region of Fig. 1 for a sinusoidal potential is shown as solid line in Fig. 5. In this case, Eq. (10) was integrated with $A = 1$ and $k = 2$ over interaction time $t = 0.2\pi/\omega$. As before, the shape of the sinusoidal potential is shown in dotted line, and the dashed line indicates the ballistically expanded condensate just before the interaction. When the amplitude of modulation was doubled, the maximum peak height of 0.073 shown in Fig. 5 was found to increase to 0.102 while keeping the same general shape. Again, when an initial free evolution time longer than $1\pi/\omega$ was considered, shorter peaks were produced, giving smaller peak height-to-width ratio, as discussed previously.

The final probability distribution after a subsequent free evolution of duration $t = 0.3\pi/\omega$ is shown as solid line in Fig. 6. It was again found that a regular probability distribution is restored after $t = 0.9\pi/\omega$, with shorter and broader peaks. When one uses $A = 2$ in the sinusoidal potential, the corresponding probability distribution is as given by the dot-dash line in Fig. 6. For this case, free evolution time after the interaction of $0.4\pi/\omega$ was used. We see here that the effect of modifying the confining trap potential is qualitatively the same as that of modulating $C_n$ and that their effect in both cases may be understood by simply using the potential gradient idea, as in conventional atom optics.

We note also that parabolic potential over the interaction region is another possible configuration for focusing. It was found, however, that although focusing effect does arise in the sense of counteracting the ballistic expansion, its
effectiveness was rather small and broadening took place on a very short time scale after leaving the interaction region. This is possibly because by this stage, repulsive interactions dominate in a dynamically expanding condensate, such that the original trap potential is not sufficient to counteract the expansion. Again a very steep parabolic potential was needed to observe an efficient focusing effect.

**B. Spatial modulation of \(C_n\) in the presence of a trap**

In this subsection, we look at the possibility of imposing both the spatial modulation of \(C_n\) and a confining trap. We look at the evolution such as that described by Eq. (1), which, in addition to the atom optical configuration discussed in the previous subsection, is another possible experimental arrangement. Since, in this case, the confining trap prevents ballistic expansion, a parabolic variation in \(C_n\) with more realistic values of the scattering length could be studied.

Figure 7 displays the probability distribution of the original trapped condensate in solid line while the dot-dash line displays the distribution with a parabolic variation on the non linear coefficient in Eq. (11). This is the result after time \(t = 0.5\pi/\omega\) where \(\omega\) is the trap frequency. In this simulation we assumed that \(C_n\) varies as \(C_n x^2/400\) in harmonic oscillator units so that we have \(C_n(x) = 0\) at the origin and \(C_n\) at \(x = \pm 20\). We see here a focusing effect within the trap.

The height, and consequently the width, of the peak was found to vary over time in an oscillatory fashion. Figure 8 shows the evolution of the maximum height of the peak over time in the presence of this parabolic potential. The behaviour can be qualitatively understood from the fact that the condensate on the “wings” of the gaussian-like initial distribution ‘feels’ a push towards the center, resulting in the build up of the peak height; the peak height then starts to decrease after a maximum as the condensate pass through each other and results in broadening of the base of the distribution. A slowly-varying beating type envelope appears on the oscillatory curve when a different parabolic distribution is used; for instance when the \(C_n\) varies as \(C_n x^2/100\) rather than \(C_n x^2/400\). This slowly-varying beat pattern is caused by effective phase difference between the potentials acting on the condensate. In this example, the potentials act as two distinct “springs” which are out of phase with one another in time; this effect becomes more pronounced when the tightness of the parabolic potential due to \(C_n\) is changed.

The resulting probability distribution when a sinusoidal rather than a parabolic variation of scattering length is imposed is shown in Fig. 9. We see that an action similar to beam splitting occurs with two prominent peaks. The time of interaction shown is \(t = 0.4\pi/\omega\). Again there is a time dependent behaviour as to be expected.

The somewhat unexpected shape of Fig. 9 can be explained by superposing the two independent potentials; Fig. 10 shows the shape of the overall potential when the parabolic trapping potential and the sinusoidal one modulating the non-linear constant is superposed. (This is a plot of \(x vs. x^2/4 + C_n\cos x\).) It is clear from the shape that the most likely probability distribution is that of two peaks, as any further peaks would require additional energy. Again, the time-dependent variation of the probability distribution can be explained by the fact that, as the condensate changes its shape over time, both the trapping potential and the sinusoidal potential from the non-linearity exert time-varying forces. It is noted that in Fig. 9, we used \(k = 1\) modulation, and the separation between the two peaks was reduced for higher \(k\), as to be expected. When the trap was turned off, it showed a lot more peaks than the expected number of around 4 (c.f. Figs. 4-6). This is readily seen to be the effect of the trapping potential; there is an extra force from the sides toward the center, resulting in high number of peaks in the main region \(x = -10 \ldots 10\). What is clear from simulations of this subsection is that we can manipulate the shape of an initially stationary condensate within a trap by modulating the non-linearity constant.

**IV. DISCUSSION**

In this section we attempt to estimate possible experimental values. First of all, we note that the interaction times used in simulations of the order of 10 ms are very much within the limits of present technology, since a typical atom lithography set up has the total time taken from a thermal source to substrate of the order 0.67 ms. It is also noted that typical time of flight of the condensate used in recent experiments before imaging is around 40 ms, so the total time taken from source to detector in our numerical simulations matches those of real experiment very closely. The total distance the condensate falls in our example from source to detector is, then, around 1 cm. The width of each peak in simulations is around 2 harmonic oscillator units which, for sodium atoms and the cloverleaf trap, corresponds to approximately 7 μm. Possible ways to reduce this width even further would be by using the modulating field of higher value of amplitude to \(k\) ratio in the interaction region and also by using a trap of higher frequency than \(2\pi \times 18\) Hz. The effect of increasing \(k\) alone would mean the peaks become more closely spaced.
The area under each peak was such that the number of atoms in each peak would be around 10% of total number of atoms. A very important point is whether there is any limit to the number of atoms in each peak due to interactions between the particles. This aspect was investigated by looking at the probability distributions for the case where we employ sinusoidal potential, i.e. Eq. (10), but with various values of interatomic interaction strength characterised by \( C_n \). It was indeed found that the “fringe visibility” defined as

\[
V = \frac{P_{\text{max}} - P_{\text{min}}}{P_{\text{max}} + P_{\text{min}}},
\]

where \( P_{\text{max}} \) and \( P_{\text{min}} \) represent the maximum and the minimum of the “fringe pattern” decreases quite dramatically when we use a larger value of \( C_n \). As an approximate indication, simulation with \( C_n = 150 \), as compared to \( C_n = 20 \) used in Figs 5 and 6 gives \( V = 0.24 \) as compared to original \( V = 0.72 \). The times used were \( 0.5\pi/\omega, 0.2\pi/\omega, \) and \( 0.3\pi/\omega \). The initial free evolution time was chosen to be \( t = 0.5\pi/\omega \) rather than \( 1\pi/\omega \) because in this case of large \( C_n \), the cloud spreads out too much by the time \( t = 1\pi/\omega \). Noting that \( C_n \) is also proportional to \( N \), the total number of the condensate particles, this brings us to the question of whether production of an intense beam of atoms in an atom laser is a requirement when atom optical elements of this kind is used. This aspect seems to be an important limiting factor in the design and implementation of any atom optical experiment using Bose condensates. One may, in principle, use a higher value of \( A \) for high values of \( C_n \) to improve the visibility. This implies that to be effective, various parameters have to be adjusted carefully to optimise the set up for each instance.

Modulation of scattering length and use of sinusoidally varying potential raise the issue of experimental feasibility, as these will certainly involve interaction of an electromagnetic field with ultracold atoms. The primary effect of light on cold trapped atoms is to cause loss processes by giving atoms enough energy to escape the trap, through such processes as photon recoil and photoassociation. The rate at which an atom heats up as a result of photon recoil is given by

\[
\Gamma = \gamma \left( \frac{\Omega}{\delta} \right)^2
\]

where \( \gamma \) is the natural atomic linewidth, \( \Omega \) the Rabi frequency and \( \delta \) the detuning. It is assumed here that \(|\delta| \gg \Omega \) and \( |\delta| \gg \gamma \). A recent theoretical study by Fedichev et al. shows that it is, in fact, possible to alter the scattering length by as much as 350% for \(^7\text{Li} \) and minimize recoil or photoassociation losses with a selection of frequency detuning and Rabi frequency \([23]\). In order to have small recoil losses along with a significant change of \( a \) it is necessary that the detuning, \( \delta \) be large and negative, and chosen to be not too far from a vibrational resonance with one of the bound \( p \) states of the electronically excited quasimolecule. All our simulations depend on the assumption that the possible heating of the condensate is either negligible, or has typical time scale which is long compared to the interaction times considered here. We also note that generation of optical potentials by Raman transition has recently been proposed as a way to reduce the spontaneous emission rate \([23]\). The atom optical elements discussed in this paper may be achieved via magnetic as well as optical fields, and it is conceivable that certain arrangement such as, say, an optical shielding laser combined with a magnetic field-induced potential gradient might provide a solution. More study, however, would be required on exactly how one can implement these atom optical elements.

In summary, it was found from numerical simulations involving various configurations that focusing and splitting effects can be achieved within the context of the non-linear Schrödinger equation with modified potentials. It is pointed out that our simulations just show a possible theoretical model, without inclusion of such effects as the spontaneous emission of atoms as might be the case when the external potential involves an optical dipole force. Various possible improvements may be made in order to accommodate such effects into theory. For example the effect of inelastic collisions may be incorporated by letting \( C_n \) be complex. However, at present, there is no clear indication of how big such effects will be in practice. Further studies along the lines of atom optics could involve the study of coherence property of the condensate which have been modified in this way. Other possibilities include finding a way to use the two potentials simultaneously to tailor an atom optical element of an arbitrary specification, and eventually finding a way to prepare vortex states in the condensate through such modification. This will then be of relevance to the study of superfluidity in trapped alkali Bose gas, and in this sense, the atom optical elements would be more than just equivalents of conventional optical elements.
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FIG. 1. Schematic diagram of possible experimental configuration. The condensate prepared in a trap is released so that it passes through an interaction region in which it is subject to a modified potential. It then falls freely in space onto the surface of a substrate or a detector.

FIG. 2. Probability distribution immediately after the interaction region of Fig. 1 for the case of modulating the scattering length, with amplitude $C = C_n$, $D = 0$ and wave number $k = 2$ in harmonic oscillator units (solid line). This is the result after interacting for the duration $t = 0.3\pi/\omega$ in the interaction region. The dotted line indicates the shape of the potential. The dashed line is the shape of the condensate just before the interaction.
FIG. 3. Final probability distribution after the free evolution of the distribution shown in Fig. 2 for duration $t = 0.3\pi/\omega$. The dotted line represents the shape of the potential that was in place in the interaction region.

FIG. 4. Probability distribution when the scattering length remains positive. This was simply accomplished by translating the potential vertically ($D = 1$). Solid line represents the case of varying the potential between 0 and $C_n$ while the dot-dash curve corresponds to the potential which varies between 0 and $2C_n$. 
FIG. 5. Probability distribution immediately after the interaction region for a sinusoidal potential. \( A = 1 \) and \( k = 2 \) with an interaction time \( t = 0.2\pi/\omega \) (solid line). The dotted line indicates the shape of the potential, and the dashed curve shows the condensate just before the interaction.

FIG. 6. Final probability distribution after the free evolution of the distribution shown in Fig. 5 \( (A = 1, k = 2) \) for duration \( t = 0.3\pi/\omega \) (solid line). The dot-dash line represents the corresponding distribution one gets with \( A = 2, k = 2, \) and a free evolution time of \( t = 0.4\pi/\omega \).
FIG. 7. Solid line: Probability distribution of the trapped condensate. Dot-dash line: Probability distribution when a parabolic variation on the non linear coefficient is imposed. This is the result at time $t = 0.5\pi/\omega$, where $\omega$ is the trap frequency.

FIG. 8. Variation of the maximum peak height over time in the presence of parabolic $C_n$. 

FIG. 9. Probability distribution with a sinusoidal variation of the non-linear coefficient in the presence of the trap. This is a plot after time \( t = 0.4\pi/\omega \).

FIG. 10. A qualitative shape of the potential obtained by superposing the two independent potentials on the linear and non-linear terms. This represents an effective potential to generate the probability distribution shown in Fig. 9.