AUTOMORPHISMS OF QUANTUM POLYNOMIALS

ASHISH GUPTA

Abstract. An important step in the determination of the automorphism group of the quantum torus of rank \( n \) (or twisted group algebra of \( \mathbb{Z}^n \)) is the determination of its so-called non-scalar automorphisms. We present a new algorithmic approach towards this problem based on the bivector representation \( \bigwedge^2 : \text{GL}(n, \mathbb{Z}) \to \text{GL}(\binom{n}{2}, \mathbb{Z}) \) of \( \text{GL}(n, \mathbb{Z}) \) and thus compute the non-scalar automorphism group \( \text{Aut}(\mathbb{Z}^n, \lambda) \) in several new cases. As an application of our ideas we show that the quantum polynomial algebra (multiparameter quantum affine space of rank \( n \)) has only scalar (or toric) automorphisms provided that the torsion-free rank of the subgroup generated by the defining multiparameters is no less than \( \left( \frac{n-1}{2} \right) + 1 \) thus improving an earlier result. We also investigate the question: when is a multiparameter quantum affine space free of so-called linear automorphisms other than those arising from the action of the \( n \)-torus (\( \mathbb{F}^n \))?
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1. Introduction

Quantum polynomials are non-commutative versions of polynomial and Laurent polynomial algebras. The difference with the ordinary polynomials lies in the fact that the commutativity of the variables is replaced by quasi-commutativity, that is, \( X_i X_j = q_{ij} X_j X_i \) for non-zero scalars \( q_{ij} \). This relation is the Weyl form of the canonical commutation relation of quantum mechanics. For the Laurent case (where each variable \( X_j \) has an inverse) there other terms in use, for example, quantum torus, twisted group algebra, McConnell–Pettit algebra etc.

Quantum polynomials play a key role in the theory of quantum groups [Ar] and also in non-commutative geometry [Mi]. Their Laurent versions arise in Lie theory as coordinate structures of extended affine Lie algebras [Ne] and also in the representation theory of nilpotent groups [Br]. The question of automorphisms of polynomial algebras is a still open one (the Jacobian conjecture) and it is therefore of interest to investigate the automorphisms of quantum polynomial algebras. It is generally believed that these algebras have relatively fewer automorphisms, that is, they are rigid. However, the complete understanding of their automorphism groups is yet to be had and the results in this paper are expected to be a step in this direction.

We briefly recall the definitions. A quantum affine space \( \mathcal{O}_q(\mathbb{F}^n) \) over a field \( \mathbb{F} \) is defined as

\[
\mathcal{O}_q(\mathbb{F}^n) := \mathbb{F}(X_1, X_2, \cdots, X_n)/(X_i X_j - q_{ij} X_j X_i)
\]

where \( q \) stands for the matrix of multiparameters \( q_{ij} \), that is, \( q = (q_{ij}) \) and

\[
q_{ij} \in \mathbb{F}^* := \mathbb{F} \setminus \{0\}.
\]

The matrix \( q \) is assumed to be multiplicatively anti-symmetric, that is, \( q_{ii} = 1 \) and \( q_{ij} = q_{ij}^{-1} \). A given quantum affine space \( \mathcal{O}_q(\mathbb{F}^n) \) can be embedded in a quantum torus \( \mathcal{O}_q((\mathbb{F}^*)^n) \) by means of localization. The latter type of algebra is generated by the indeterminates \( X_1, \cdots, X_n \) together with their inverses subject to the quantum commutation relations as in (1). The following notion plays an important role in the theory of quantum polynomials.
**Definition 1.1.** For the quantum polynomial algebras $O_q(\mathbb{F}^n)$ and $O_q((\mathbb{F}^*)^n)$ the $\lambda$-group (denoted $\Lambda$) is the subgroup of $\mathbb{F}^*$ generated by the multiparameters $q_{ij}$.

For the quantum tori the monomials $X^m := X_1^{m_1} \cdots X_n^{m_n}$ are units and the group-theoretic commutator $[X^m, X^{m'}]$ defined as

$$[X^m, X^{m'}] := X^m X^{m'} (X^m)^{-1} (X^{m'})^{-1}$$

yields an alternating $\mathbb{Z}$-bilinear function

$$\lambda : \Gamma \times \Gamma \to \mathbb{F}^*, \quad \lambda(m, m') = [X^m, X^{m'}], \quad \forall m, m' \in \Gamma := \mathbb{Z}^n.$$

whose image is contained in the group $\Lambda$ (e.g., [OP] Section 1). Let

$$\Lambda := (p_1) \times (p_2) \times \cdots \times (p_l), \quad l \in \mathbb{N}.$$

It was observed in [OP, Lemma 3.3(ii)] (see Section 2) that in the study of the automorphisms of a quantum torus the crucial case is where the group $\Lambda$ is torsion-free. We may thus assume that each direct summand $(p_i)$ $(1 \leq i \leq l)$ in (3) is an infinite cycle. For $m, m' \in \Gamma = \mathbb{Z}^n$ we thus have

$$\lambda(m, m') = p_1^{e_1(m, m')} p_2^{e_2(m, m')} \cdots p_l^{e_l(m, m')}$$

where each exponent map $e_i : \Gamma \times \Gamma \to \mathbb{Z}$ yields an alternating bilinear form on $\Gamma$.

It is known (e.g., [MP]) that the units of a quantum torus algebra are trivial, that is, are of the form $\alpha X^m$, where $\alpha \in \mathbb{F}^*$. Let us denote by $\mathcal{S}$ the group $\text{Aut}_\mathcal{S}(O_q((\mathbb{F}^*)^n))$ of all $\mathbb{F}$-automorphisms and by $\mathcal{U}$ the group of trivial units of the algebra $O_q((\mathbb{F}^*)^n)$. It is easily seen (e.g., [OP]) that the action of the group $\mathcal{S}$ on the quantum torus $O_q((\mathbb{F}^*)^n)$ induces an action of this same group on the group $\mathcal{U}$ of trivial units fixing $\mathbb{F}^*$ elementwise. There is thus an action of the group $\mathcal{S}$ on the quotient group $\mathcal{U}/\mathbb{F}^* \cong \Gamma$ yielding a homomorphism

$$\mathcal{S} \to \text{Aut} \Gamma \cong \text{GL}(n, \mathbb{Z})$$

whose kernel is the group $\mathcal{F}$ of all scalar automorphisms defined by $\psi(X^m) = \phi(m)(X^m)$ for $\phi \in \text{Hom}(\Gamma, \mathbb{F}^*)$ [OP]. Thus $\mathcal{F} \cong (\mathbb{F}^*)^n$. Furthermore by [OP] Lemma 3.3(iii)] the image of the map in (5) coincides with the group $\text{Aut}(\mathbb{Z}^n, \lambda) \leq \text{GL}(n, \mathbb{Z})$ of all non-scalar automorphisms $\sigma$ of $\Gamma$ satisfying

$$\lambda(\sigma m, \sigma m') = \lambda(m, m') \quad \forall m, m' \in \mathbb{Z}^n.$$  

We thus have the following exact sequence for the group $\mathcal{S}$ as noted in [NC]

$$1 \to \mathcal{F} \to \mathcal{S} \to \text{Aut}(\mathbb{Z}^n, \lambda) \to 1.$$

In terms of alternating bilinear forms $e_i$ defined above the following characterization of the non-scalar automorphism group $\text{Aut}(\mathbb{Z}^n, \lambda)$ (as noted in [OP]) is immediate.

**Theorem 1.1** (Theorem 3.4 of [OP]). Let $\text{Sp}(\mathbb{Z}, e_i)$ be the symplectic group associated with the form $e_i$. Then

$$\text{Aut}(\mathbb{Z}^n, \lambda) = \bigcap_{i=1}^l \text{Sp}(\mathbb{Z}, e_i).$$

Thus a non-scalar automorphism must preserve each of the forms $e_i$ and so must stabilize the radicals of each of these forms. This fact has been fruitfully used in [OP] towards determining the non-scalar automorphism group $\text{Aut}(\mathbb{Z}^n, \lambda)$ in certain cases. However, notwithstanding the nicety of the preceding theorem from a computational viewpoint [S] seems to entail some difficulties limiting the cases where it can be directly applied.

In the following we present a new approach towards the computation of this group. Before stating it we fix some notation.

**Notation 1.** In view of (3) let

$$\lambda(e_i, e_j) = p_1^{m_{(i,j)}} \cdots p_l^{m_{(i,j)}}, \quad \forall 1 \leq i < j \leq n,$$

where $e_i, e_j$ are standard basis vectors of the free $\mathbb{Z}$-module $\Gamma$. On the $(\binom{n}{2})$ pairs $(ij), \ (i < j)$ we assume the lexicographic order. Let $M \in \text{Mat}_{(\binom{n}{2})\times l}(\mathbb{Z})$ be the matrix whose $((ij), s)$ entry is the exponent $m_{(i,j)}^{(s)}$ of $p_i$ in $M$ $(\forall s \in \{1, \cdots, l\})$. 


With this notation we have the following.

**Theorem A.** For a quantum torus $\mathcal{O}_q((F^*)^n)$ suppose that the group $\Lambda$ generated by the multi-
parameters $q_{ij}$ is torsion-free. Set $N = \binom{n}{2}$ and let $M$ be as defined in Notation 1\(\text{above}\). Then

$$\text{Aut}(\mathbb{Z}^n, \lambda) = \left(\text{Stab}_{\text{GL}(n, \mathbb{Z})}(M)\right)^t$$

where $t$ denotes transposition and $\text{Stab}_{\text{GL}(n, \mathbb{Z})}(M)$ the stabilizer of $M$ in $\text{GL}(n, \mathbb{Z})$ with respect to the bivector representation $\mathcal{A}^2 : \text{GL}(n, \mathbb{Z}) \to \text{GL}(N, \mathbb{Z}), \quad A \to \mathcal{A}^2(A)$

of $\text{GL}(n, \mathbb{Z})$ and the action of $\text{GL}(N, \mathbb{Z})$ on the space $\text{Mat}_{N,1}(\mathbb{Z})$ by left multiplication. In other words

$$\text{Aut}(\mathbb{Z}^n, \lambda) = \{A^t | A \in \text{GL}(n, \mathbb{Z}) \text{ and } (\mathcal{A}^2A)M = M\}.$$  

**Remark 1.1.** Although the matrix $M$ depends on the choice of a $\mathbb{Z}$-basis in the group $\Lambda$ the group $\text{Stab}_{\text{GL}(n, \mathbb{Z})}(M)$ (and consequently $\text{Stab}_{\text{GL}(n, \mathbb{Z})}(N)$) is independent of such a choice. Indeed for a change of basis matrix $P \in \text{GL}(I, \mathbb{Z})$ we have $M' = MP$ and then $XM' = M'$ if and only if $XM = M$ for $X \in \text{GL}(N, \mathbb{Z})$.

Theorem A allows us to determine the non-scalar automorphism group $\text{Aut}(\mathbb{Z}^n, \lambda)$ thus:

**Step 1:** We first determine the group $\mathcal{A} := \text{Stab}_{\text{GL}(n, \mathbb{Z})}(M)$ (where $N = \binom{n}{2}$). This is easily done if $M$ is brought to the Smith normal form.

**Step 2:** Next we find the subgroup $\mathcal{A}_1 := \mathcal{A} \cap \mathcal{A}^2(\text{GL}(n, \mathbb{Z}))$. This can be done by noting as in [Nem] that the projective transformations of the projective space $\text{P}(\Lambda^2 \mathbb{Q}^n)$ (here $\mathbb{Q}$ stands for the algebraic closure of $\mathbb{Q}$) arising from the matrices in $\mathcal{A}^2(\text{GL}(n, \mathbb{Z}))$ preserve the projective grassmannian variety $\text{Gr}(2, n)$. More algebraically, the group $\mathcal{A}^2(\text{GL}(n, \mathbb{Z}))$ is identified in [VP] with the connected component of the subgroup of $\text{GL}(N, \mathbb{Z})$ preserving the ideal $\text{Plui}$ generated by all the Plücker polynomials defining the variety $\text{Gr}(2, n)$.

**Step 3:** Once $\mathcal{A}_1$ has thus been determined we must calculate $N = (\mathcal{A}^2)^{-1}(\mathcal{A}_1)$. This amounts to calculating the exterior root of a matrix in $\mathcal{A}_1$ which is determined uniquely up to minus sign [LoLu] and for which a polynomial-time algorithm (implemented in GAP) exists [Gru99].

**Remark 1.2.** The algorithm mentioned in Step 3 can also determine (in polynomial time) if a matrix $A \in \text{GL}(N, \mathbb{Z})$ has an exterior root and consequently Step 2 may not be necessary. However it may still be helpful in the determination of the non-scalar automorphism group.

Until now the nonscalar automorphism group has been calculated ([OP], [Ne]) in the case $n \geq 3$ or in the case when the multiparameters are (multiplicatively) independent. Examples of the above approach applied to the calculation of the non-scalar automorphism group of quantum tori for $n = 4$ are given in Section 2. One such example is as follows.

**Example.** For $n = 4$ suppose that the group $\Lambda$ is freely generated by the commutators $q_{14}$, $q_{23}$, $q_{24}$ and $q_{34}$, while

$$q_{12} = q_{13} = 1.$$  

Then

$$\text{Aut}(\mathbb{Z}^4, \lambda) = \left\{f_{b, \epsilon} := \begin{pmatrix} \epsilon & 0 & 0 & -b \\ 0 & \epsilon & 0 & 0 \\ 0 & 0 & \epsilon & 0 \\ 0 & 0 & 0 & \epsilon \end{pmatrix}, \quad b \in \mathbb{Z}, \epsilon \in \{\pm 1\}\right\}.$$  

The following proposition is also established in Section 2

**Proposition 3.3.** Let $n \geq 5$. For a quantum torus $\mathcal{O}_q((F^*)^n)$ such that

$$q_{12} = q_{13} = \cdots = q_{1(n-2)} = 1$$

and the remaining multiparameters independent in $F^*$ we have

$$\text{Aut}(\mathbb{Z}^n, \lambda) \cong \mathbb{Z}_2.$$  

We hope that the non-scalar automorphism group can similarly be determined in many new and interesting situations using the approach described above. Using Theorem A we can also easily recover the group $\text{Aut}(\mathbb{Z}^n, \lambda)$ in the limited number of known cases ([KPS94], [OP], [Ne]) dealing with small values of $n$ and the case where the group $\Lambda$ has the maximal possible rank.
We next consider the automorphism groups of quantum affine spaces. Until now in the study of automorphisms of quantum affine spaces the following important cases have been dealt with: (i) the uniparameter case, that is, \( q_{ij} = q \) and the group \( \langle q \rangle \) is infinite cyclic \([AC]\) and (ii) the case in which the multiparameters are in general position \([AR]\), that is, the group \( \Lambda \) has maximum possible (torsion-free) rank. The main conclusions here are that under these assumptions the automorphism group shrinks to the image of the action of the torus \((\mathbb{F}^*)^n\). We show the same conclusion remains true in somewhat more general situations:

**Theorem B.** A quantum affine space \( O_q(\mathbb{F}^n) \) such that the subgroup \( \Lambda \) has rank no smaller than \( (n-1) + 1 \) satisfies

\[
\text{Aut}(O_q(\mathbb{F}^n)) = (\mathbb{F}^*)^n.
\]

An automorphism of the algebra \( O_q \) is called linear if it stabilizes the subspace spanned by \( X_1, \cdots, X_n \). The following proposition gives a criterion for a multiparameter quantum affine space to be free of linear automorphisms other than those arising from the action of the torus \((\mathbb{F}^*)^n\).

**Proposition 4.1.** Suppose that \( \text{char}(\mathbb{F}) \neq 2 \) and \( n \geq 3 \). Let \( q = (q_{ij}) \) be a multiplicatively antisymmetric matrix whose entries satisfy

\[
(i) \quad q_{ij} \neq q_{kl} \quad \forall i < j, \quad \forall k < l,
\]

\[
(ii) \quad q_{ij}q_{kl} \neq 1 \quad \forall i < j, \quad \forall k < l, \quad (i,j) \neq (k,l).
\]

The group of linear automorphisms of the quantum affine space \( O_q(\mathbb{F}^n) \) coincides with the torus \((\mathbb{F}^*)^n\).

**Notation 2.** We will use the short forms \( O_q \) for the quantum affine space and \( O_q \) for quantum torus obtained from it by localizing at the multiplicative subset generated by the indeterminates \( X_i \) (\( 1 \leq i \leq n \)) and refer to it as the “corresponding quantum torus”. Automorphisms of the algebras we consider will always be \( \mathbb{F} \)-automorphisms.

2. Automorphisms of quantum tori

As noted above in \([7]\) the essential question here is the determination of the group \( \text{Aut}(\mathbb{Z}^n, \lambda) \leq \text{GL}(n, \mathbb{Z}) \) of non-scalar automorphisms. The following fact shown in \([OP]\) is the basis for our assumption that the group \( \Lambda \) is torsion-free.

**Lemma 2.1** (Lemma 3.3(ii)). Let \( p \) denote the size of the torsion subgroup of \( \Lambda \). The subalgebra \( \hat{O}_q \) of \( O_q \) generated by the powers \( X_i^{\pm p} \) of the indeterminates \( X_i \) is a characteristic sub-algebra of the same rank. Moreover \( O_q \) is free left \( \hat{O}_q \)-module of finite rank and the corresponding \( \lambda \)-group \( N \) associated with \( \hat{O}_q \) is torsion free.

In view of Lemma 2.1 we will assume throughout this section that the group \( \Lambda \) is torsion-free. We recall that for a given matrix \( A \in \text{GL}(n, \mathbb{Z}) \) the exterior square \( \wedge^2 A \) of \( A \) is the \( \left( \begin{array}{c} 2 \\ n \end{array} \right) \times \left( \begin{array}{c} 2 \\ n \end{array} \right) \)-matrix whose rows and columns are indexed by the pairs \( (ij) \) (\( 1 \leq i < j \leq n \)) ordered lexicographically and whose \((ij), (kl)) entry is the \( 2 \times 2 \)-minor corresponding to rows \( i, j \) and columns \( k, l \).

By the well-known Cauchy-Binet formula the map \( A \mapsto \wedge^2 A \) is multiplicative and satisfies \( \det(\wedge^2 A) = (\det A)^{n-1} \). We also have \( \wedge^2 A^t = (\wedge^2 A)^t \) where \( t \) denotes transposition. With \( M \) as defined in Notation 1 we have the following.

**Theorem A.** For a quantum torus \( O_q((\mathbb{F}^*)^n) \) suppose that the group \( \Lambda \) generated by the multiparameters \( q_{ij} \) is torsion-free. Set \( N = \left( \begin{array}{c} 2 \\ n \end{array} \right) \) and let \( M \) be as defined in Notation 1 above. Then

\[
\text{Aut}(\mathbb{Z}^n, \lambda) = (\text{Stab}_{\text{GL}(n, \mathbb{Z})}(M))^t
\]

where \( t \) denotes transposition and \( \text{Stab}_{\text{GL}(n, \mathbb{Z})}(M) \) the stabilizer of \( M \) in \( \text{GL}(n, \mathbb{Z}) \) with respect to the bivector representation

\[
\wedge^2 : \text{GL}(n, \mathbb{Z}) \to \text{GL}(N, \mathbb{Z}), \quad A \to \wedge^2(A)
\]

of \( \text{GL}(n, \mathbb{Z}) \), that is,

\[
\text{Stab}_{\text{GL}(n, \mathbb{Z})}(M) = \{ A \in \text{GL}(n, \mathbb{Z}) \mid (\wedge^2 A)M = M \}. 
\]
Proof. Writing the group $\Lambda \subseteq \mathbb{F}^*$ additively, in view of Notation 1 we have
\begin{equation}
\lambda(e_i, e_j) = m_{1(i)}p_1 + \cdots + m_{(i)}p_l, \quad \forall 1 \leq i < j \leq n,
\end{equation}
where $m_{k(i)} \in \mathbb{Z}$. Thus $M = (a_{ij})$ where $a_{ij} = m_{k(i)}$. Now let
\begin{equation}
\mathcal{M} = (m_{ij}) \in \text{GL}(n, \mathbb{Z})
\end{equation}
be such that $\mathcal{M}^t \in \text{Aut}(\mathbb{Z}, \lambda)$. Setting
\begin{equation}
e_i' = \mathcal{M}^t e_j = m_{j1}e_1 + \cdots + m_{jn}e_n
\end{equation}
we note that since $\lambda$ is an alternating function therefore $\lambda(e_i', e_j')$ may be expressed (e.g., MP Section 1.2) in terms of $\lambda(e_i, e_j)$ where $i < j$ as follows:
\begin{equation}
\lambda(e_i', e_j') = m_{ij, 12}\lambda(e_1, e_2) + m_{ij, 13}\lambda(e_1, e_3) + \cdots + m_{ij, (n-1)}\lambda(e_{n-1}, e_n).
\end{equation}
We also note that the coefficients appearing in the RHS of the above expression constitute row $(ij)$ of the matrix $\wedge^2(\mathcal{M})$. Since $\mathcal{M}^t$ is $\lambda$-preserving by (10) we have
\begin{equation}
\lambda(e_i', e_j') = \lambda(e_i, e_j) \quad \forall 1 \leq i < j \leq n.
\end{equation}
Expanding and comparing the coefficients of $p_s(s = 1, \ldots, l)$ in both sides of the last equation we get noting
\begin{equation}
m_{ij, 12}m_{s(12)} + m_{ij, 13}m_{s(13)} + \cdots + m_{ij, (n-1)}m_{s((n-1)n)} = m_{s(ij)} \quad \forall s = 1, \ldots, l.
\end{equation}
Letting $(ij)$ take values in the set
\begin{equation}
\{(12), (13), \cdots, (n-1)n\}
\end{equation}
in equation (12) and setting
\begin{equation}
M^{(s)} = (m_{s(12)}, m_{s(13)}, \cdots, m_{s((n-1)n)})^t
\end{equation}
we thus get
\begin{equation}
\wedge^2(\mathcal{M})M^{(s)} = M^{(s)} \quad \forall s = 1, \cdots, l.
\end{equation}
As $M^{(s)}$ is column $s$ of $M$ (as defined in Notation 1) it follows that:
\begin{equation}
\wedge^2(\mathcal{M})M = M.
\end{equation}
Clearly the above reasoning is reversible. This establishes the assertion of the theorem. \hfill \Box

Remark 2.1. In the situation of Theorem A since the $N$ elements $\lambda(e_i, e_j)$ ($1 \leq i < j \leq n$) generate the group $\Lambda$ therefore the columns of $M$ must span a free $\mathbb{Z}$-submodule of $\mathbb{Z}^N$ of rank $l$. Thus $M$ must fix a free submodule of $\mathbb{Z}^N$ of rank $l$.

The remainder of this section is devoted to the determination of the automorphism group of the quantum torus defined by multiparameters satisfying a given set of conditions. Our line of approach as suggested by Theorem A for determining the matrices $A \in \text{GL}(n, \mathbb{Z})$ whose transpose lies in the group $\text{Aut}(\mathbb{Z}, \lambda)$ can be summarized as follows.

(14) Relations matrix $M$ $\rightarrow$ Submodule Fixed by $\wedge^2A$ $\rightarrow$ $\wedge^2A$ $\rightarrow$ $A$

Example 1. For $n = 2$, the group $\Lambda$ is infinite cyclic with the generator $q = q_{12}$ and $M$ is the $1 \times 1$ matrix 1. Clearly, the stabilizer of $M$ is $\{1\}$ and thus $\text{Aut}(\mathbb{Z}, \lambda) = \text{SL}(2, \mathbb{Z})$.

Example 2 ([OP]). For $n = 3$ the group $\text{Aut}(\mathbb{Z}^3, \lambda)$ was discussed in [OP]. The most non-trivial situation is obtained when $\Lambda \cong \mathbb{Z}^2$. As shown in the proof of [OP] Proposition 3.7] using a change of variables we may suppose in this case that $q_{12} = 1$ and the set $\{q_{13}, q_{23}\}$ is independent where $q_{ij} = [X_i, X_j]$ and moreover
\begin{equation}
\text{Aut}(\mathbb{Z}, \lambda) = \left\{ \begin{pmatrix}
e & 0 & a \\
0 & \epsilon & b \\
0 & 0 & \epsilon
\end{pmatrix} : a, b \in \mathbb{Z}, \epsilon \in \{\pm 1\} \right\}.
\end{equation}

Note that in this case
\begin{equation}
M := \begin{pmatrix}0 & 0 \\
1 & 0 \\
0 & 1
\end{pmatrix} \quad \text{and therefore for } A \in \text{Aut}(\mathbb{Z}^3, \lambda), \quad \wedge^2A^t = \begin{pmatrix}1 & 0 & 0 \\
* & 1 & 0 \\
* & 0 & 1
\end{pmatrix}.
\end{equation}
We also note that
\[
\wedge^2 \begin{pmatrix} e & 0 & a \\ 0 & e & b \\ 0 & 0 & \epsilon \end{pmatrix}^t = \begin{pmatrix} 1 & 0 & 0 \\ be & 1 & 0 \\ -ae & 0 & 1 \end{pmatrix}
\]
as would be expected from Theorem A.

As just seen in Example 2 for \( n = 3 \) and \( \Lambda \cong \mathbb{Z}^2 \) a change of variables leads to a simple set of relations for the commutators \([X_i, X_j]\). In turn this means a simple form for the relations matrix \( M \) in Theorem A thus facilitating the computation of the non-scalar automorphism group in this case.

The situation is more complex for \( n = 4 \). For example, if \( n = 4 \) and \( \Lambda \cong \mathbb{Z}^5 \) one may expect that a suitable change of variables will allow us to assume, for example, that \( q_{12} = 1 \). However this is not true by the example of [MP, Section 3.11] and is still not true when \( \Lambda \cong \mathbb{Z}^4 \) (GQ).

**Proposition 2.2.** For \( n = 4 \) suppose that the group \( \Lambda \) is freely generated by the commutators \([X_1, X_4], [X_2, X_3], [X_2, X_4] \) and \([X_3, X_4]\), while
\[
[X_1, X_2] = [X_1, X_3] = 1.
\]
Then
\[
\text{Aut}(\mathbb{Z}^4, \lambda) = \left\{ f_{b,\epsilon} := \begin{pmatrix} e & 0 & -b \\ 0 & e & 0 \\ 0 & 0 & \epsilon \end{pmatrix}, \ b \in \mathbb{Z}, \epsilon \in \{\pm 1\} \right\}.
\]

**Proof.** In this case for \( A^i \in \text{Aut}(\mathbb{Z}^4, \lambda) \) using Theorem A we see that the columns \( C^{(i)} \), \( i = 1, \cdots, 6 \) of \( \wedge^2 A \) satisfy \( C^{(i)} = I^{(i)} \), \( \forall i = 3, \cdots, 6 \) where \( I^{(i)} \) stands for the \( i \)-th column of the identity matrix \( I_6 \). Thus only the first two columns need to be determined. To this end we note that by [Nem] the image of \( \wedge^2 A \) under the projection \( \rho : \text{GL}(6, \bar{\mathbb{Q}}) \to \text{PGL}(6, \bar{\mathbb{Q}}) \) preserves the projective grassmanian variety \( \text{Gr}(2, 4) \) embedded in the projective space \( P(\wedge^2 \mathbb{Q}^4) \) where \( \bar{\mathbb{Q}} \) stands for the algebraic closure of \( \mathbb{Q} \).

By a well-known fact [L2] Section 14.7 we know that the group of the projective quadric \( \text{Gr}(2, 4) \) is the image of the isometry group \( \text{O}(\beta) \) in the projective group \( \text{PGL}(6, \bar{\mathbb{Q}}) \) where \( \beta \) is the polarization of the Plücker quadric form
\[
g(\xi_{12}, \xi_{13}, \xi_{14}, \xi_{23}, \xi_{24}, \xi_{34}) = \xi_{12}\xi_{34} - \xi_{13}\xi_{24} + \xi_{14}\xi_{23}.
\]

It is easily checked that the matrix of the function \( \beta \) with respect to the basis \( e_i \wedge e_j \) \((i < j)\) is the matrix
\[
P := \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]
Thus \( (\wedge^2 A)C \in \text{O}(\beta) \) for some scalar matrix \( C \in \text{GL}(6, \bar{\mathbb{Q}}) \). Therefore \( \wedge^2 A \) must satisfy
\[
C^2(\wedge^2 A)^t P \wedge^2 A = P
\]
As
\[
\det \wedge^2 A = (\det A)^3 = \pm 1
\]
it is clear from the preceding equation that \( \det C = \pm 1 \). Writing \( C = \text{diag}(\lambda, \cdots, \lambda) \) this means that either \( \lambda \) is root of the polynomial \( \Phi_+ := Y^6 - 1 \) or \( \Phi_- := Y^6 + 1 = 0 \). Since the matrices \( \wedge^2 A \) and \( P \) have integer entries it is clear from [L2] that \( \lambda = \pm 1 \) and thus \( C = \pm I \). This means that \( \wedge^2 A \in \text{O}(\beta) \). Direct calculation using [L2] reveals that \( \wedge^2 A \) has the form
\[
\wedge^2 A = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
b & 0 & 0 & 1 & 0 \\
0 & b & 0 & 0 & 1
\end{pmatrix}, \ b \in \mathbb{Z}.
\]
As is readily checked the last equation means noting [LoLu, Corollary 2] that

\[ A = \epsilon \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ -b & 0 & 0 & 1 \end{pmatrix}, \quad \epsilon = \pm 1. \]

and thus

\[ \text{Aut}(\mathbb{Z}^4, \lambda) = \left\{ f_{b,\epsilon} := \begin{pmatrix} \epsilon & 0 & 0 & b \\ 0 & \epsilon & 0 & 0 \\ 0 & 0 & \epsilon & 0 \\ 0 & 0 & 0 & \epsilon \end{pmatrix}, \quad b \in \mathbb{Z}, \epsilon \in \{\pm 1\} \right\}. \]

\[ \square \]

**Example 3.** Following a similar approach as in Proposition 2.2 we can show that for \( n = 4 \) assuming that the group \( \Lambda \) is freely generated by the commutators \([X_2, X_3], [X_2, X_4]\) and \([X_3, X_4]\), while

\[ [X_1, X_2] = [X_1, X_3] = [X_1, X_4] = 1 \]

the non-scalar automorphism group is given in this case by

\[ \text{Aut}(\mathbb{Z}^n, \lambda) = \left\{ \phi_{a,b,\epsilon} := \begin{pmatrix} \epsilon & a & b & 0 \\ 0 & \epsilon & 0 & 0 \\ 0 & 0 & \epsilon & 0 \\ 0 & 0 & 0 & \epsilon \end{pmatrix}, \quad a, b \in \mathbb{Z}, \epsilon \in \{\pm 1\} \right\}. \]

**Remark 2.2.** In a more general situation where \( M \) does not have a simple form as seen in the above examples it is easily checked that

\[ \text{Stab}_{\text{GL}(N, \mathbb{Z})}(M) = U^{-1}\text{Stab}_{\text{GL}(N, \mathbb{Z})}(UMV)U \]

where \( UMV \) is the Smith normal form \( \text{SNF}(M) \) of \( M \).

**Proposition 2.3.** For \( n = 4 \) suppose that the parameters \( q_{ij} (i, j) \neq (1, 2) \) are independent for \( i < j \) and

\[ q_{12} = \prod_{i < j, (i, j) \neq (1,2)} q_{ij}. \]

Then \( \text{Aut}(\mathbb{Z}^4, \lambda) = \{\pm I_4\} \).

**Proof.** Clearly, in this case the relations matrix \( M \) has the form

\[ M = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \]

Using the smith form calculator [Ma] we find

\[ \text{SNF}(M) = UMV = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, \quad U = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ -1 & 1 & 1 & 1 & 1 \end{pmatrix}, \quad V = I_5. \]

Clearly,

\[ \text{Stab}_{\text{GL}(N, \mathbb{Z})}(UMV) = \begin{pmatrix} 1 & 0 & 0 & 0 & x \\ 0 & 1 & 0 & 0 & y \\ 0 & 0 & 1 & 0 & z \\ 0 & 0 & 0 & 1 & u \\ 0 & 0 & 0 & 0 & v \end{pmatrix}, \quad x, y, z, u, v \in \mathbb{Z}. \]
Using Remark 2.2 and calculating with the help of SageMath we find that

\[
\text{Stab}_{\text{GL}(N,\mathbb{Z})}(M) = \begin{pmatrix}
1 - S & S & S & S & S & S \\
-x & x + 1 & x & x & x & x \\
-y & y & y + 1 & y & y & y \\
-z & z & z & z + 1 & z & z \\
-u & u & u & u & u + 1 & u \\
-v & v & v & v & v & v + 1
\end{pmatrix}, \quad S = u + v + x + y + z.
\]

For a matrix \( B \in \mathcal{N}(\text{GL}(n,\mathbb{Z})) \cap \text{Stab}_{\text{GL}(N,\mathbb{Z})}(M) \) by the same reasoning as in Proposition 2.2 we obtain \( B^T PB = P \). Comparing the first rows in both sides we obtain

\[
\begin{align*}
T - 2v &= 0 \\
u + v - T &= 0 \\
v - z - T &= 0 \\
v - y - T &= 0 \\
v + x - T &= 0 \\
u + x + y + z + T &= 0
\end{align*}
\]

where \( T = 2uv + 2v^2 - 2ux + 2ex + 2vy + 2uz + 2yz \). It is easily seen that this system has a unique solution \( x = y = z = u = v = 0 \). This completes our proof.

It was shown in [OP] that if the \( \binom{n}{2} \) multiparameters \( q_{ij}(1 \leq i < j \leq n) \) are independent in \( F^* \) then \( \text{Aut}(\mathbb{Z}^n,\lambda) \cong \mathbb{Z}_2 \). With the help of Theorem A we show in the next proposition that the same conclusion remains valid under a somewhat weaker hypothesis.

**Proposition 2.4.** For a quantum torus \( \mathcal{O}_q((F^*)^n) \) with the \( n - 3 \) multiparameters

\[
q_{12}, q_{13}, \cdots, q_{1(n-2)}
\]

set to one and the remaining multiparameters

\[
q_{(n-1)}, q_{23}, \cdots, q_{(n-1)n}
\]

independent in \( F^* \)

\[
\text{Aut}(\mathbb{Z}^n,\lambda) \cong \mathbb{Z}_2
\]

and consequently by [2] we have

\[
1 \to \text{Hom}(\mathbb{Z}^n, F^*) \to \text{Aut}(\mathcal{O}_q((F^*)^n)) \to \mathbb{Z}_2 \to 1.
\]

**Proof.** From the theorem hypothesis it is evident that in this case the relations matrix \( M \) of Theorem A is obtained from the identity matrix \( I_{(n-2)} \) by deleting the first \( n - 3 \) columns. Consequently, any matrix \( B \in \text{Stab}(M) \) must coincide with \( I_{(n-2)} \) in all but the first \( n - 3 \) columns, that is, \( B \) must have the form

\[
B = \begin{pmatrix}
\ast & & & & & & \\
& \ast & & & & & \\
& & \ast & & & & \\
& & & \ast & & & \\
& & & & \ast & & \\
& & & & & \ast & \\
& & & & & & 1
\end{pmatrix}
\]

Suppose that \( B = (b_{ij,kl}) \) is induced from a matrix \( A := (a_{uv}) \in \text{GL}(n,\mathbb{Z}) \), that is, \( B = \wedge^2(A) \). The \( (n - 1) \times (n - 1) \)-submatrix \( A^+ \) of \( A \) formed by the rows \( 2, \cdots, n \) and columns \( 2, \cdots, n \) satisfies \( \wedge^2(A^+) = I_{(n-1)} \). As is well known

\[
\det(\wedge^2(A^+)) = \det(A^+)^{n-2}
\]

and hence \( A^+ \) is also nonsingular. Applying [LoLu, Corollary 2] we obtain

\[
A^+ = \epsilon I_{n-1}, \quad \epsilon \in \{-1, +1\}.
\]

In view of (16) we clearly have

\[
b_{12,j} = 0 \quad \forall j = 3, \cdots, n.
\]
Computing the $2 \times 2$ minors of $A$ corresponding to the $(12, 2j)$ entries of $B$ with the help of (17) it is immediately seen that the $1j$ entry $a_{1j}$ of $A$ equals to zero. Similarly, $b_{13,23} = 0$ implies $a_{12} = 0$. By the same token using the evident fact that

$$b_{yn,1n} = 0 \quad \forall j = 2, \ldots, n - 1$$

we obtain $a_{j1} = 0$. Again $b_{(n-1)n,(n-1)} = 0$ implies $a_{n1} = 0$.

It now follows that $A$ is diagonal and moreover $A \in \text{GL}(n, \mathbb{Z})$ implies

$$a_{11} = \epsilon', \quad \epsilon' \in \{-1, +1\}$$

But $\epsilon = \epsilon'$ as otherwise

$$b_{(1n),(1n)} = \epsilon' = -1$$

which contradicts the form of $B$ as noted in (16). Thus $A = \epsilon I_n$ and the proof is complete. \hfill \square

3. Automorphisms of Quantum Affine Spaces - Preliminary Facts

Automorphisms of the quantum affine spaces $O_q$ were considered in [AC, Ar, OP]. In our theorems to follow we shall be utilizing the definitions, facts and results in these articles which we briefly recall here and also add a few easy propositions.

**Definition 3.1** (Section 1.4 of [AC]). An automorphism $\sigma$ of $O_q$ is called linear if it has the form

$$\sigma(X_i) = \sum_{j=1}^{n} a_{ij} X_j \quad \forall i \in \{1, \ldots, n\}, \quad (a_{ij}) \in \text{GL}(n, \mathbb{F}).$$

In other words, an automorphism is linear if and only if it preserves the degree one component of the algebra $O_q$ with respect to the $\mathbb{N}_0$-grading by total degree. The subgroup of linear automorphisms is denoted as $\text{Aut}_L(O_q)$. For a matrix $(a_{ij}) \in \text{GL}(n, \mathbb{F})$ to define an automorphism as in (19) the following necessary and sufficient conditions must hold (AC):

$$a_{ik}a_{jl}(1 - q_{ij}q_{kl}) = a_{il}a_{jk}(q_{ij} - q_{kl}) \quad \forall i < j, \quad \forall k \leq l.$$  

The last equation may be re-written as

$$a_{ik}a_{jl}(q_{kl} - q_{ij}) = a_{il}a_{jk}(q_{kl}q_{ij} - 1) \quad \forall i < j, \quad \forall k \leq l.$$  

Setting $k = l$ in the last equation we obtain

$$a_{ik}a_{ik}(1 - q_{ij}) = a_{ik}a_{jk}(q_{ij} - 1) \quad \forall i < j, \quad \forall k \in \{1, \ldots, n\}.$$  

**Observation.** Clearly, the last equation means that if char$(\mathbb{F}) \neq 2$ and none of the multiparameters $q_{ij}(i < j)$ equals to unity then at least one of the coefficients $a_{ik}$ and $a_{jk}$ vanishes. It is immediate that in this case the nonsingular matrix $(a_{ij})$ has exactly one nonzero entry in each row and each column.

The next proposition is an easy consequence of the preceding observation.

**Proposition 3.1.** Suppose that char$(\mathbb{F}) \neq 2$ and the entries of $q$ satisfy

$$q_{ij} \neq 1 \quad \forall 1 \leq i < j \leq n.$$  

Then

$$\text{Aut}_L(O_q) \cong \mathbb{F}^* \times P$$  

for a subgroup $P$ of $S_n$.

Besides the rather simple condition in (◊) there are other situations where (23) holds. Indeed as shown in [OP] this is the case if the following condition is satisfied:

$$\exists \text{ minimal } P \text{ of } S_n.$$  

The localization $\widehat{O}_q$ of $O_q$ has center $F$.

In view of the foregoing we make the following definition.

**Definition 3.2.** Given a quantum affine space $O_q$ a permutation $\pi \in S_n$ is said to be admissible if $\pi \in \text{Aut}(O_q)$. 
By the remark following Proposition 3.2 a permutation \( \pi \) is admissible if and only if the any of the following equivalent pair of conditions holds for the corresponding permutation matrix \( p \).

\[
(24) \quad pq^tq = q \quad \iff \quad pq = qp.
\]

The next lemma and proposition record some consequences of a permutation \( \pi \) being admissible.

**Lemma 3.2.** For a given quantum affine space \( \mathcal{O}_q \) if a permutation \( \pi \) is admissible then

(i) for each \( r \)-cycle \((j_1 j_2 \cdots j_r)\), where \( r \geq 2 \) in the decomposition of \( \pi \)
\[
q_{j_1 j_2} = q_{j_2 j_3} = \cdots = q_{j_{r-2} j_{r-1}} = q_{j_{r-1} j_r}, \quad \text{and}
\]
(ii) for each fixed point \( k \) of \( \pi \) and each \( r \)-cycle \((j_1 j_2 \cdots j_r)\) in the decomposition of \( \pi \)
\[
q_{j_k} = q_{j_{k+1}} = \cdots = q_{j_r}.
\]

**Proof.** (i) This follows easily by applying \( \pi \) to
\[
X_{j_t}X_{j_{t+1}} = q_{j_{t+1}}X_{j_{t+1}}X_{j_t}
\]
where \( \dot{+} \) denotes addition modulo \( r \). As a result we obtain
\[
X_{j_{t+1}}X_{j_{t+2}} = q_{j_{t+1}}X_{j_{t+2}}X_{j_{t+1}}
\]
for all \( t \geq 1 \) running modulo \( r \). Part (ii) is similar to (i). \( \square \)

**Proposition 3.3.** Suppose that the group \( \text{Aut}(\mathcal{O}_q) \) contains a non-trivial permutation \( \pi \). Then there exists a relation

\[
(25) \quad q_{ij}q_{kl} = 1, \quad (i,j,k,l) \in \{1, \cdots, n\}^2
\]
such that \( i < j \) and \( k < l \).

**Proof.** If \((j_1 j_2 \cdots j_r)\) is a cycle in the decomposition of \( \pi \) then by Lemma 3.2 we have

\[
(26) \quad q_{j_{t+1}} = q_{j_{t+2}} = q_{j_{t+3}} = \cdots = q_{j_{r-2} j_{r-1}} = q_{j_{r-1} j_r}.
\]

Evidently the sequence of differences \( j_{t+1} - j_t \) in (26) where \( t \) varies modulo \( r \) in the set \( \{1, \cdots, r\} \) has both positive as well as negative terms. We can thus find \( u, v \) \( (u \neq v) \) and such that \( j_{u+1} - j_u \) and \( j_{v+1} - j_v \) have opposite signs. Without loss of generality we may assume that \( j_{u+1} - j_u < 0 \). In view of (26) we now obtain:
\[
q_{j_{u+1} j_u} = 1.
\]

\( \square \)

Combining the above facts immediately yields a criterion for ensuring that all linear automorphisms of a quantum affine space result from the action of the torus.

**Corollary 3.4.** Suppose that \( \text{char} (\mathbb{F}) \neq 2 \) and the multiparameters satisfy:

\[
(\clubsuit) \quad q_{ij}q_{kl} \neq 1 \quad \text{for all } i < j \text{ and } k < l.
\]

Then
\[
\text{Aut}_L(\mathcal{O}_q) = (\mathbb{F}^*)^n.
\]

**Proof.** The condition \( \clubsuit \) means that \( q_{ij} \neq \pm 1 \) whenever \( i < j \). Thus Proposition 3.1 applies and we conclude by Proposition 3.3. \( \square \)

In the next section we will show that the same conclusion remains valid under a different hypothesis which allows 1 to be included as an (off-diagonal) entry of \( q \).
4. Automorphisms of Quantum Affine Spaces—Main Results

Proposition 4.1. Suppose that \( \text{char}(F) \neq 2 \) and \( n \geq 3 \). Let \( q = (q_{ij}) \) be a multiplicatively antisymmetric matrix whose entries satisfy

\[
\begin{align*}
(i) & \quad q_{ij} \neq q_{kl} \quad \forall i < j, \quad \forall k < l, \\
(ii) & \quad q_{ij}q_{kl} \neq 1 \quad \forall i < j, \quad \forall k < l, \quad (i, j) \neq (k, l).
\end{align*}
\]

The group of linear automorphisms of the quantum affine space \( \mathcal{O}_q(F^n) \) coincides with the torus \((\mathbb{F}^\ast)^n\).

Proof. Note that the hypothesis means that there is at most one entry \( q_{ij} \), with \( i' < j' \) that is equal to 1. Similarly, there is at most one entry \( q_{ij''} \), with \( i'' < j'' \) that is equal to \(-1\). Suppose that

\[ A = (\alpha_{ij}) \in \text{GL}(n, \mathbb{F}) \]

induces a linear automorphism of the given quantum affine space. It suffices to show that \( A \) is a diagonal matrix. Using (22) it is easily seen that in any column of \( A \) at most two entries can be nonzero and in the case there are two nonzero entries, these must be in the \( i' \)-th and \( j' \)-th rows.

We claim that there can be at most two columns in \( A \) that have two nonzero entries. Indeed suppose that \( 2 + s \) columns have two nonzero entries necessarily in the \( i' \)-th and \( j' \)-th rows. As just noted the remaining \( n - 2 - s \) columns each has exactly one nonzero entry. Clearly, if \( s > 0 \) these \( n - 2 - s \) nonzero entries in \( A \) cannot fulfill the requirement of a non-zero entry in each of the \( n - 2 \) rows other than the \( i' \)-th and \( j' \)-th rows. This shows that \( s = 0 \).

Next we note that at least one of the entries \( \alpha_{i'i'} \) and \( \alpha_{j'j'} \) is non-zero. To see this we pick \( m < p \) in the range \( 1, \ldots, n \). By (21) we have noting that \( q_{ij'} = 1 \)

\[ (27) \quad \alpha_{i'm} \alpha_{j'p}(q_{mp} - 1) = \alpha_{i'm}(q_{mp} - 1). \]

If \((m, p) \neq (i', j')\) then as noted above \( q_{mp} \neq 1 \) and (22) reveals that the minor of \( A \) corresponding to the \( 2 \times 2 \) submatrix formed by the \( i' \)-th and \( j' \)-th rows and the \( m \)-th and \( p \)-th columns is equal to zero. If \( \alpha_{i'i'} = \alpha_{j'j'} = 0 \) then the minor corresponding to the \( 2 \times 2 \) submatrix \( K \) defined by the \( i' \)-th and \( j' \)-th rows and the \( i' \)-th and \( j' \)-th columns is also equal to zero. This would mean that a row of the exterior square \( \wedge^2 A \) of \( A \) is the zero row contradicting the assumption \( A \) is zero. By the same token at least one of the entries \( \alpha_{i'i'} \) and \( \alpha_{j'j'} \) in column \( j \) is nonzero. Moreover, the non-zero entries in the two columns, namely, \( i' \) and \( j' \) cannot be in only one of the rows \( i' \) or \( j' \) as in this case the determinant of \( K \) will be zero.

We now claim that if a column of \( A \) has two non-zero entries then it must be the \( i' \)-th or the \( j' \)-th column. Indeed let \( h \) be a column of \( A \) having two non-zero entries. As noted above these non-zero entries of \( h \) must be rows \( i' \) and \( j' \). Thus the three columns \( i' \), \( j' \) and \( h \) have non-zero entries only in rows \( i' \) and \( j' \). Consequently there can be at most \( n - 3 \) non-zero entries in columns other than \( i' \), \( j' \) and \( h \) that are contained in the \( n - 2 \) rows other than \( i' \) and \( j' \). But this means there is a row with no non-zero entry contradicting the assumption that \( A \) is non-singular.

We now consider a column of \( A \), say the \( k \)-th, that has only one non-zero entry, say in the \( u \)-th row. This is possible in view of the foregoing noting that \( n \geq 3 \) buy the theorem hypothesis.

Let \( \alpha_{uk} \) be the unique nonzero entry in the \( k \)-th column. In view of the foregoing observations it is easily seen that \( \alpha_{uk} \) is also the unique nonzero entry in the \( u \)-th row. We note as \( n \geq 3 \) (by the hypothesis) it is always possible to choose an \( l \) \((1 \leq l \neq k \leq n)\) such that either

\[ (i) \quad k < l \quad \text{and} \quad (k, l) \neq (i'', j''); \quad \text{or}, \]

\[ (ii) \quad l < k \quad \text{and} \quad (l, k) \neq (i'', j''). \]

(note that we do not assume that the column \( l \) has only one non-zero entry.

Step 1: In case (i) we suppose that the \( l \)-th column has a nonzero entry, namely, \( \alpha_{vl} \) in the \( v \)-th row. We claim that \( v > u \). Indeed if \( v < u \) then (21) yields

\[ (29) \quad \alpha_{vk} \alpha_{ul}(q_{kl} - q_{lu}) = \alpha_{vk} \alpha_{ul}(q_{kt}q_{lu} - 1). \]

By the preceding paragraph the LHS of (29) vanishes (as \( \alpha_{vk} \) is the only non-zero entry in column \( k \)) and (noting theorem hypothesis) the RHS is nonzero, unless

\[ (k, l) = (v, u) = (i'', j''). \]

But by the choice of the pair \((k, l)\) (29) cannot hold. Our assertion, namely, \( u < v \) now follows.

We now apply (21) to \( u < v \) and \( k < l \) and thus obtain

\[ \alpha_{uk} \alpha_{vl}(q_{kl} - q_{lu}) = \alpha_{uk} \alpha_{vl}(q_{kt}q_{lu} - 1). \]
Clearly in the last equation the RHS is equal to zero, but the LHS can vanish only if \( q_{kl} = q_{uv} \) and by the theorem hypothesis this is possible only if \( k = u \) and \( l = v \). The \( k \)-th and \( l \)-th columns of \( A \) must therefore coincide with the corresponding columns of a suitable diagonal matrix \( D \).

**Step 2:** We now suppose that case (ii) holds in (23). As before let \( \alpha_{vl} \neq 0 \) for some \( v \). We claim that in this case \( v < u \). For assuming the contrary and applying (21) leads to a contradiction quite similarly to that resulting from (29) above. Arguing as in case (i) and applying (21) to \( v < u \) and \( l < k \) we obtain

\[
\alpha_{vl}\alpha_{vk}(q_{lk} - q_{vu}) = \alpha_{vl}\alpha_{vk}(q_{lk}q_{vu} - 1)
\]

and the last equation means that \( l = v \) and \( k = u \).

**Conclusion of proof:** Suppose that \( k \neq i'', j'' \). Then Steps 1 and 2 above immediately yield the fact that the matrix \( A \) is a diagonal. Otherwise if \( k = i'' \) (resp. \( k = j'' \)) by the above reasoning we obtain that the \( s \)-th column of \( A \) has the form \( \alpha_s e_s \) (where \( e_s \) stands for the \( s \)-th column of the identity matrix and \( \alpha_s \in \mathbb{F}^* \)) except possibly when \( s = j'' \) (resp. \( s = i'' \)). But we may now redefine \( k \) to be any natural number in \( \{1, \ldots, n\} \setminus \{i'', j''\} \) and apply one of the Steps 1 and 2 depending on whether \( k < j'' \) or \( k > j'' \) (resp. \( k < i'' \) or \( k > i'' \)).

As before, let \( \{e_1, \ldots, e_n\} \) denote the standard basis in \( \Gamma := \mathbb{Z}^n \). Then \( \{e_i \wedge e_j \mid 1 \leq i < j \leq n\} \) is a basis in \( \wedge^2 \Gamma \). As usual, for a permutation \( \pi \in S_n \) let \( P \in \text{GL}(n, \mathbb{Z}) \) denote the corresponding permutation matrix. Clearly \( S_n \) acts on the \( \mathbb{Z} \)-module \( \wedge^2 \Gamma \) via

\[
\pi(e_i \wedge e_j) = \wedge^2 P(e_i \wedge e_j) = e_{\pi(i)} \wedge e_{\pi(j)} \quad \forall \pi \in S_n.
\]

In this action the image of \( \pi \) in \( \text{End}_\mathbb{Z}(\wedge^2 \Gamma) \) will be denoted as \( \wedge^2 \pi \). By restriction we get an action of \( S_n \) on the subset

\[
\tilde{B} = \{e_i \wedge e_j \mid i < j, \text{ and } \epsilon \in \{-1, 1\}\}.
\]

We note the following lemma that will be used in the proof of Theorem B.

**Lemma 4.2.** Let \( \pi \in S_n \) \((n \geq 3)\) and \( \text{Fix}(\wedge^2 \pi) \) stand for the sub-module of \( \wedge^2 \Gamma \) left fixed by the permutation \( \pi \) under the action (31). Then

\[
\text{rk}(\text{Fix}(\wedge^2 \pi)) \leq \binom{n-1}{2}
\]

with equality holding whenever \( \pi \) a transposition.

**Proof.** It is seen without difficulty that the submodule \( \text{Fix}(\wedge^2 \pi) \) is generated by the sums of elements in the orbits of the cyclic subgroup \( C_{\pi} \) generated by \( \pi \) acting on the set \( B \) as defined in the discussion preceding the theorem. Needless to say such “orbit sums” need not be linearly independent (over \( \mathbb{Z} \)) or even be non-zero. For example the \( C_{(ij)} \)-orbit \( \{e_i \wedge e_j, -e_i \wedge e_j\} \) has zero sum. Let \( \mathcal{N}_\pi \) the number of \( C_{(ij)} \)-orbits in this action on the set \( \tilde{B} \). By an application of the well-known formula of Burnside it can be shown (35) that the number \( \mathcal{N}_\pi \) is maximal when \( \pi \) is a transposition \((ij)\) and in this case

\[
\mathcal{N}_{(ij)} = (n-2)(n-3) + (2n-3).
\]

It is also clear that the orbit \( C_{(ij)}(e_i \wedge e_j) \) has a nonzero sum whenever \((i,j) \neq (i',j')\) and that this sum is the negative of the sum of the orbit \( C_{(ij)}(-e_i \wedge e_j) \). We thus obtain

\[
\text{rk}(\text{Fix}(\wedge^2 (ij))) = \frac{\mathcal{N}_{(ij)} - 1}{2} = \binom{n-1}{2}
\]

Z-independent orbit-sums that constitute a \( \mathbb{Z} \)-basis for \( \text{Fix}(\wedge^2 \pi) \). In general the group \( C_{\pi} \) will have some orbits whose sum is zero. Clearly these orbits are precisely the orbits \( C_{\pi}(e_i \wedge e_j) \) such that \( C_{\pi}(e_i \wedge e_j) \ni \pm e_i \wedge e_j \) and the orbits \( C_{\pi} \) with non-zero sum are precisely those for which

\[
C_{\pi}(e_i \wedge e_j) \cap C_{\pi}(-e_i \wedge e_j) = \emptyset.
\]

It is immediate from this that the number of independent orbit-sums for the permutation \( \pi \) are bounded above by \( \frac{n^2}{2} \).

Evidently for any non-identity permutation \( \pi \in S_n \) the number of fixed points \( \text{Fix}(\pi) \) is bounded above by \( n - 2 \) and this bound in attained only by a transposition \((ij)\). Using this fact and the
Burnside formula an upper bound for $N_\pi$ was obtained in [Si] as follows

$$N_\pi = \frac{1}{|C_\pi|} \left( n(n-1) + \sum_{\phi \in C_\pi, \phi \neq 1} 2 \left( \text{Fix}(\phi) \right) \right) \leq \frac{n(n-1)}{|C_\pi|} + \left( \frac{|C_\pi| - 1}{2} \right) \left( n - 2 \right)$$

This yields

$$N_{(ij)} - N(\pi) \geq (4n - 6) \left( \frac{1}{2} - \frac{1}{|C_\pi|} \right)$$

and thus for $n \geq 2$

$$\text{rk}(\text{Fix}(\Lambda^2(ij))) - \text{rk}(\text{Fix}(\Lambda^2 \pi)) = \frac{N_{(ij)} - 1}{2} - \frac{|N_\pi|}{2} \geq -\frac{1}{2}$$

As $\frac{|N_\pi| - 1}{2}, \frac{|N_\pi|}{2} \in \mathbb{Z}$ it clearly follows that

$$\text{rk}(\text{Fix}(\Lambda^2(ij))) \geq \text{rk}(\text{Fix}(\Lambda^2 \pi)).$$

\[\square\]

**Theorem B.** A quantum affine space $\mathcal{O}_q(\mathbb{P}^n)$ such that the subgroup $\Lambda$ has rank no smaller than $\binom{n-1}{2} + 1$ satisfies

$$\text{Aut}(\mathcal{O}_q(\mathbb{P}^n)) = (\mathbb{P}^*)^n.$$  

**Proof.** As usual we write $\mathcal{O}_q = \mathcal{O}_q(\mathbb{P}^n)$. The assumption concerning the rank of the group $\Lambda$ means that the corresponding quantum torus $\widehat{\mathcal{O}}_q$ (arising from localization) of the given quantum affine space $\mathcal{O}_q(\mathbb{P}^n)$ has center $\mathcal{Z}$ no bigger than the ground field $\mathcal{F}$. Indeed viewing the latter algebra as a crossed product $\mathcal{F} \ast \Gamma$ ($\Gamma = \mathbb{Z}^n$) as in [OP] it is easily seen that for any subgroup $\Gamma'$ of $\Gamma$ of finite index the corresponding $\lambda$-group $\lambda'$ of the sub-quantum torus $\mathcal{F} \ast \Gamma'$ has the same rank as that of the group $\Lambda$.

It is well known (e.g., [OP]) that the center of a quantum torus is a generated by monomials. Given a central monomial $z := X^m$ in the algebra $\widehat{\mathcal{O}}_q$ we can clearly extend the set $\{z\}$ to a set of $n$ monomials which together with their inverses generate a subalgebra of the form $\mathcal{F} \ast \Gamma'$ as described in the previous paragraph. But the central monomial $z$ evidently reduces $\text{rk}(\Lambda')$ by a $-1$ implying $\text{rk}(\Lambda) \leq \binom{n-1}{2}$ and thus contradicting the theorem hypothesis. We also note that by the theorem of Section 1.3 of [MP] the algebra $\mathcal{O}_q$ is simple.

Let $\pi$ be a permutation of the generators $X_1, \cdots X_n$ of the generators of the algebra $\widehat{\mathcal{O}}_q$. To show the assertion in the theorem it suffices in view of [OP] Proposition 3.2 to show that if $\pi \in \text{Aut}(\mathcal{O}_q)$ then $\pi = \text{id}$. To this end we note that by [OP] Proposition 1.5 the permutation $\pi$ extends to an automorphism of the quantum torus $\widehat{\mathcal{O}}_q$. Moreover this extension induces on $\Gamma$ the automorphism which is given by the permutation matrix $P$ corresponding to $\pi$. By Remark 2.1

$$\text{Fix } \Lambda^2 \pi \geq \binom{n-1}{2} + 1$$

contradicting Lemma 4.2 \[\square\]

**4.1. Examples.**

**Example 4.** In the situation of Example 2 of Section 4 we consider the quantum affine space defined by the same matrix $\mathbf{q}$ of multiparameters. In this case the $\lambda$-group has rank 2 and so Theorem B applies. In particular this quantum space is a simple ring and whose automorphisms (permutations of generators) lift to automorphisms of the corresponding quantum torus $\widehat{\mathcal{O}}_q$. As seen in the same example referred to above these automorphisms induce on $\Gamma$ automorphisms having the form

$$\begin{pmatrix} \epsilon & 0 & a \\ 0 & \epsilon & b \\ 0 & 0 & \epsilon \end{pmatrix}$$

But the only permutation matrix which has this form is the identity. In other words the assertion of Theorem B holds true in this case.
Example 5. Consider the multiplicatively antisymmetric matrices \( q \in M_5(\mathbb{F}) \) defined by the 5 \( \times \) 5 grid of Figure 1 where the boxes with the same pattern indicate that the corresponding entries of \( q \) are equal. Furthermore, the (equal) entries in the boxes with northeast hatching are inverses of the (equal) entries in the boxes with northwest hatching. Similarly for the boxes with vertical and horizontal hatching. The unhatched boxes correspond to 1 \( \in \mathbb{F} \).

Thus the matrices arising in this way are multiplicatively antisymmetric as well as circulant. Evidently, the rank of the \( \lambda \)-group in this case is at most 2.

Using (24) it is easily seen that the 5-cycle \((12345)\) is an automorphism of \( \mathcal{O}_q \) which clearly lifts to an automorphism of the corresponding quantum torus \( \hat{\mathcal{O}}_q \) (and thus induces an automorphism of \( \mathbb{Z}_5 \)). As \( \text{rk}(\text{Fix}(\wedge^2(12345))) = 2 \) this is agreement with Remark 2.1.
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