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Abstract

We discuss a method of detecting localised fracturing that potentially requires only one channel. The method is based on the notion that the fracture propagation involves generation of acoustic events from its contour. It is proposed that the number of events (microcracks) generated at each step of fracture propagation could be proportional to the fracture size to a certain power called the localisation exponent. This dependence of the number of generated events on the fracture size (the event coherence) leads to a shift to higher frequency (the “blue shift”) in the combined spectrum of the events as compared to the spectrum of randomly generated events. This concept was applied to the results of a laboratory test in which hydraulic fracture was driven by injecting glycerine into a 200x200x120mm block of polycrystalline gabbro. We show that there is indeed a blue shift in the spectrum of the arrival times at any one sensor that seems to correspond with the growth of a localized hydraulic fracture. The localisation exponent is able to distinguish between the cases of the fracture contour length roughly proportional to, and more slowly than proportional to, the nominal fracture radius.

1. Introduction

Hydraulic fracturing is a technique often used in subsurface geotechnical engineering for production stimulation in petroleum and geothermal reservoirs, for caving stimulation in the mining industry, and for stress measurements in the Earth’s crust. Since the size and orientation of the hydraulic fracture and the number of fractures induced by a given injection depend on potentially complicated conditions of rock mass structure and the stress state, they are often
difficult to predict. This necessitates the development of methods for detecting the geometry and location of the hydraulic fracture(s) and/or monitoring the process of its propagation. A number of methods were proposed for this purpose (see review [1]). They include treating pressure response (e.g. [2, 3]), tracing the fracture fluid (e.g. [3]), microseismic mapping (e.g. [1, 4-8]), crosswell seismic detection (e.g. [9, 10]), vertical seismic profiling (e.g. [11, 12]), borehole overcoring [1], borehole cameras (e.g. [13]), surface tilts (e.g. [8, 14, 15]).

The methods based on microseismic monitoring are attractive because they are capable of providing real-time information about the growth of the region that is impacted by stress and pore pressure changes that lead to the release of seismic energy during injection. Currently these methods are based on locating the microseismic events. Accurate locations of the sources require simultaneous, recording the events using multiple sensors together with accurate measurements of the wave propagation velocities in multiple directions in the rock mass.

In contrast, Pasternak and Dyskin [16] proposed a method of detecting the localised fracturing which potentially requires only one channel. The method is based on the notion that the propagation of a localised fracture process (e.g., the process zone of the hydraulic fracture) involves generation of microcracks from the contour of a propagating localised zone or a fracture. The microcrack generation is almost instantaneous as compared to the time of crack propagation since the interaction between the main fracture or localisation zone and the microcracks occurs with the speed of the stress waves. As a result the number of events (microcracks) generated at each step of fracture propagation should be proportional to the length of the contour and hence proportional to the radius of the propagating fracture. This dependence of the number of generated events on the fracture radius (the event coherence) leads to the blue shift (i.e. shift to higher frequencies) in the combined spectrum of the events as compared to the spectrum of randomly generated events. The blue shift can even be detected in the ‘spectrum of arrival times’ that is the Fourier transform of the time delays between the arriving signals.

Obviously single sensor data will never lead to event locations. Instead, the goal of the Blue Shift approach is to enable using a relatively inexpensive single sensor array in order to detect localization and, ultimately, to be able to infer something about the dimensionality of the leading edge of the fracture. We hope to distinguish among, for example: 1) height constrained (i.e. PKN) type growth where the length of the propagating leading edge is essentially fixed at the height of the reservoir, 2) quasi-radial growth where the length of the leading edge grows proportionally to the nominal radius, and 3) diffuse or network-type growth where the combined length of the fractures’ leading edges grows more rapidly than proportionality to the nominal radius of the fractured zone.

In this paper we report the results of a first-stage laboratory test conducted in order to provide guidance to the ongoing development of the Blue Shift approach. The following section, Section 2 describes the essentials of this approach. Section 3 describes the experiments and the measurements and Section 4 shows the application of the blue shift indicator to analyse the recorded acoustic emission.
2. Blue shift indicator

Consider a hydraulic fracture, which propagates emitting acoustic pulses from its process zone that is small compared to the fracture size \( R(t) \), Figure 1. We do not specify the particular shape of the fracture as long as it propagates in plane in all directions and its diameter and perimeter are proportional to the size, \( R \). It is natural to assume that the hydraulic fracture is produced in quasi-static regime, that is the time intervals between successive steps of fracture propagation are considerably larger than the time needed for the stress waves to traverse the process zone along the contour of the fracture and effect the interaction between the acoustic events. Similarly, it is natural to assume that the time step of fracture propagation is much larger than the time needed for the acoustic signal to reach the acoustic sensor such that one can regard the signal emitted at one step of fracture propagation as being received almost simultaneously.

![Figure 1. Hydraulic fracture and acoustic events at its contour produced almost simultaneously during a step in fracture propagation.](image)

Suppose we have recorded a set of arrival times \( \Theta=\{t_1, t_2, \ldots, t_M\} \), where \( M \) is the number of generated acoustic pulses. Then, according to [16], we can regard \( t_k \) as a time shift with respect to zero and relate the Fourier transform \( \exp(-i\omega t_k) \) to it. We compute the ‘spectrum’ of arrival times by adding their Fourier transforms and calculate the energy the spectrum possess in the frequency range \((0, \Omega)\), where \( \Omega \) is a certain frequency. The blue shift indicator is a measure of the difference between the energy associated with arrival times synchronised due to the localisation and purely random arrival times:

\[
\Sigma_n(M, \Theta, \Omega) = \frac{|S(M, \Theta, \Omega) - S_r(M, \Omega)|}{S_r(M)}
\]  

(1)

where the ‘energies’ of the truncated spectrum (up to frequency \( \Omega \)) of arrival times \( \Theta \) and the random arrival times \( \{t_k^{(r)}\} \) are
We assume that the fracture propagation proceeds stepwise. It was shown in [16] that it is sufficient to assume that all steps take the same time ΔT. At each time step the nominal fracture radius increases by ΔR. We initially assume that the number of pulses emitted is proportional to the crack perimeter, that is at k-th step the number of pulses emitted is equal to pk, where p is a factor accounting for the particular fracture shape and the relative distance between the locations of the acoustic events in each step. (Section 5 will check this assumption.) Let the time of the beginning of the propagation step k be kΔT. Then we can assign the theoretical value of the blue shift indicator by applying (1)-(3) to the recorded sequence of arrival times that consists of pkα arrival times randomly distributed within the interval (kΔT, (k+1)ΔT). Here in the ideal case, the localisation exponent α=1 since the circumference of the fracture is proportional to the step number. We however would like to allow for a possibility of either varying steps of fracture expansion or a fractal nature of the set of defects generated by crack growth and therefore will allow for different values of α.

We note that the number of ‘recorded’ and random arrival times are proportional to p. Therefore, in the formula for the blue shift indicator (Eq. 1), p will cancel out. Hereafter, without loss of generality, we assume p=1.

3. Laboratory tests

In order to provide initial verification and to guide ongoing development of the analysis, a laboratory test was conducted in which a hydraulic fracture was driven by injecting glycerine into a 200x200x150mm block of polycrystalline gabbro. Acoustic emissions were detected and located based on their arrival times to 32 transducers that were attached to the 6 faces of the block. After testing, the specimen was serial sectioned so that fracture patterns could be observed and measured, see the example in Figure 2.

In total, 463 events were located with <2 mm uncertainty. Events that were not able to be located within the block to this level of accuracy were discarded, as the source of such events is not certain. Figure 3 shows these events as they occurred in time while Figure 4 shows the pressure record along with the cumulative events. In total, 70 events occurred before the hydraulic fracture was observed to have intersected the edge of the specimen (“breakthrough”) and fluid was seen to be slowly leaking from the side of the specimen through the crack. An additional 160 events were recorded before shut-in and the remaining, post shut-in events are essentially
aftershocks that we believe to be similar to those observed in experiments on rock failure in compression [17] and in other hydraulic fracturing laboratory experiments [18].

4. Blue shift indicator for the experimental data

The 70 events recorded prior to fracture breakthrough at the specimen edge are not a sufficient number for blue shift calculations. So instead we conducted the analysis for the first 200 and for all 463 events. That means that the first group contains a larger proportion of events produced from a contour of fracture during the time it was growing in quasi-planar manner with a leading edge that is a circumscribing line, that is, when localisation exponent $\alpha=1$. The second group contains a smaller proportion of propagation-related events. If the contour length is constant then $\alpha=0$, therefore in the case of all events one can expect $0<\alpha<1$ and we certainly would expect the second group to have a smaller exponent than the first.

Figure 5 shows the blue shift indicator for the first 100 and first 200 and for all 463 events, respectively, compared with theoretical values for different localisation exponents where the particular values of the exponent were chosen to ensure the best fit. It is seen that the experimental blue shift curves have the characteristic peaks indicating, according to [16], the presence of localisation. For the group of first 100 events (Figure 5a) the best fit curve corresponds to the localisation exponent $\alpha=0.97$, which is close to the expected $\alpha=1$. For the group of 200 events (Figure 5b) the best fit exponent is $\alpha=0.37$. Interestingly using all 463 events (Figure 5c) does not change the best fit exponent. The localisation exponent for 200 and 463 events is within the expected boundaries $0<\alpha<1$ and, as anticipated, it is less than the exponent obtained from the first group. According to the Blue Shift approach, this smaller exponent is indicative that a smaller proportion of the events are associated with localized crack growth at the fracture’s leading edge. This is indeed seen in the difference between 200 (Figure 5b) and 463 (Figure 5c) events when the adding the events unrelated to the localised process of the fracture growth does not affect the exponent but decreases the accuracy of the fit.
Figure 3. Acoustic emissions detected with <2mm location uncertainty. Colour corresponds to time measured from the time of the peak pressure. Open circles indicate events that occurred at a previous time range. Breakthrough refers to the time at which the hydraulic fracture was observed to have intersected the specimen boundary.
Figure 4. Evolution of injection pressure and cumulative number of events. Here the blue circles correspond to each event and the vertical dashed line indicates the time of shut-in.

Figure 5. Blue shift indicators for the first 100 events (a), first 200 events (b) and all 463 events (c) recorded in the experiment compared with the best fit theoretical curves where the only fitting parameter is the localisation exponent.
5. Conclusions

Our results show an intriguing mix of promise and indication of challenges to be overcome. The results are promising in that the spectrum of the arrival times indeed undergoes a blue shift, the nature of which is notionally able to discern between the main localized, omni-directional propagation stage and the period during which the propagation was arrested except, perhaps, for some slow growth that was directionally limited but during which most of the events were being generated from apparently spatially random locations around the vicinity of the fracture surface. What’s more, the blue shift can be characterized by a parameter, the localisation exponent, which can theoretically be tied to the dimensionality of the leading edge of the hydraulic fracture.

However, we also discovered a preponderance of events that emit from the vicinity of the already-fractured surface rather than being localized at the leading edge. The impact of these non-localized events remains a topic for ongoing investigation. Hence, our ongoing work is aimed at providing a clear understanding of how experimentally derived values of the localisation exponent can be used to predict the fracture pattern associated with a given sequence of events.
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