Analyzing the Effects of Tactical Dependence for Business Process Reengineering and Optimization
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Abstract: Implementing business and manufacturing process reengineering is challenging and poses major issues. The dependence issues between process functions during the implementation phase are the main reason for the high failure rate of process reengineering. The incompetence in identifying the dependence makes existing business process reengineering approaches static for modern business and manufacturing process structures. This paper has implemented a new process reengineering approach called the Khan–Hassan–Butt (KHB) methodology that incorporates the process interdependence algorithm to identify the dependence issues. The KHB method is a hybrid process reengineering approach to identify dependence issues before implementing changes; thus significantly reducing the failure rate of implementing business process reengineering. The KHB method has been implemented in a Bangladesh fabric manufacturing facility. The mapping and verification of the process have been completed using the WITNESS Horizon 22.5 simulation package. The case study has investigated the fabric production process and identified the dependence issues between each function and suggested changes to optimize the process. The outcome has shown significant improvement in production output and process efficiency.
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1. Introduction

Business process reengineering (BPR) is a strategic tool for managing, analyzing, and designing workflows as well as business processes within an organization [1]. BPR has established itself as a comprehensive management tool for the development of business processes [2]. In recent years, much work has been done to study factors that influence the implementation and performance of the BPR [3]. The Hammer and Champy’s BPR methodology (Business system diamond), Davenport’s and Short’s Methodology, process analysis and design methods (PADM) framework, and Jacobson’s methodology (objective-oriented methodology of BPR) explain the core process and objective of BPR [4–20]. Hammer and Champy describe the reengineering objective as “achieving dramatic improvements by redesigning the fundamental business process” [21]. PR identifies the process as the main subject to be reengineered to reduce costs and inventory assumptions [22]. On the other hand, Davenport and Short described BPR as a consistent performance of the task to accomplish the business goal [23]. They derived reengineering processes in terms of organizational goals through optimizing processes and subprocesses to increase productivity. The PADM framework defines the analytical process and design methods of BPR [4]. PADM framework identifies the goal of the reengineering process and technical boundaries as the most critical task to be accomplished. It provides a framework to reduce complexity, nonvalue adding steps, and improve control of variances between business
functions [4–6]. Jacobson’s objective-oriented method identifies the object orientation of a company in terms of products, processes, and services [4,22]. Jacobson defines BPR in two steps, reverse or backward engineering, to develop the existing process and forward engineering to design a process of new product or service [4,22,23]. Apart from these four methods, other proposed methodologies do not address the change in the core process of BPR. Most of them consider factors that influence BPR in terms of the management perspective that can instigate risks [7–20]. In terms of organizational culture, process reengineering represents tools and technique for management by bringing significant changes in the operations procedures [1].

With the development of PR protocols, the need to identify their failure factors also became important. These failure factors represent the rigidity of processes against changes for successful implementation of management strategies to achieve improvements. The failure factors are considered to be the main reason for the high failure rate of BPR methods. The failure factors vary based on the types of organizations and tasks needed to implement changes. The inability to identify the failure factors is a major strategic limitation of the existing BPR methods. Most of the current BPR methods do not have a contingency plan to solve the problems that occur because of the dependencies between tasks leading to the establishment of a different set of failure factors [7–20,24]. Although the failure factors are dependent on the task, there are some common factors such as cultural, structural, strategic, and people, which can be investigated regardless of the task [25–30]. The rigidity to change management and cooperation are the main cultural failure factors of BPR as these create obstacles on the way of BPR implementation. PR requires the coordination of people, processes, and technology to set a clear vision and values [29]. In most organizations, the main reason for failure to harmonize the integration of crucial success factors is management rigidity for bringing changes. Furthermore, the lack of communication initiates cross-functional dependence and rationale that are reciprocal to each other [4]. Magutu, Nyamwange, and Kaptoge [30] derived unsuccessful cooperation of manufacturing and human resources, notably large working groups and the practice of collaboration, as success or failure factors of BPR.

The tactical dependencies of BPR arise during the implementation phase and could either increase the efficiency or create obstacles [4,5]. Different methodologies of BPR reveal that some degrees of dependency exist in every step and substep of a reengineering process [1,30–38]. The dependence issues can drive the BPR effort towards success or failure [39]. In the manufacturing process, the dependence issues can be termed as process interdependence (PI). They are cross-functional and have a significant impact on organizational performance and productivity [4,5,30]. Based on the structure of the organization and manufacturing process, the tactical dependencies issues can be formed in three different types, i.e., pooled interdependencies, sequential interdependencies, and reciprocal interdependencies [5,11]. The first type exists in the process functions and is initiated separately.

Furthermore, they may not be dependent on each other in terms of execution. These types of processes have blind dependence on the performance of every unit. The second type of interdependencies defines dependencies issues, while the performance of one section impacts the performance of the overall process. Manufacturing and production processes are sectors where sequential interdependencies exist. In the third type, dependence issues arise when the output of a department becomes the input of the subsequent department. In a business organization and process, reciprocal interdependence defines dependence aspects. Reciprocal and sequential interdependencies sound almost similar; there are differences in terms of performance and impact on the overall process [5].

Although the existing BPR methodologies are capable of developing a solution, they are limited as they only consider required changes for an organization and do not include evaluation of the current process [4,40]. For example, the PADM framework does not incorporate process evaluation but uses the strategic business context to design the reengineered model. In the existing BPR models, the improvement of the procedure is the main focus, and the key performance indicators are improved incrementally [30–38]. However, the identification and integration of dependence issues can result in a better outcome. The main four methods of BPR do not have an identification process of the dependence
issues between department and section; thus making the implementation of BPR more vulnerable to the interdependent problems that arise because of the reciprocal and sequential interdependencies in a process. Most of the BPR methodologies do not consider continuous process improvement (CPI) [5]. Apart from the PADM framework, all other methods become static during the implementation phase because of a lack of a contingency plan for CPI. One of the most significant limitations of the existing BPR methods is that they are not well-structured and do not follow a step-by-step procedure [30–38]. Most of the current BPR methods explain BPR in terms of the organization, not in terms of types of organization and processes [30–38]. The sparse structure is one of the most vulnerable characteristics of the existing BPR methods. Different research and BPR methods show the reengineering process of an organization, both service and production [7–20,41–43]. However, they do not have a competitive structure to reengineer the manufacturing/production process. Taken together, these factors make the existing BPR methods vulnerable to failure. Most of the BPR methods use IT as a primary tool for improvement without any proper strategy of using the right technology in the right place [40,44,45]. Without proper evaluation and a contingency plan of continuous improvement, it will be hard to achieve consistent results [23]. Automation and software development tools do not take into consideration the dependence issues to visualize the business and process model [44]; this adds another layer of challenges that stems from the inability to accurately identify interdependent factors, dependencies, issues. Dependence issues can exist between the processes from the beginning of the BPR initiation. They may also arise when a change is made in one section of a process. None of the existing BPR methods is well-structured to identify dependence issues, and these are considered to be the reason for a 70–80% failure rate of the existing BPR methodologies [40,44].

Research has revealed that 67% of the business leaders use existing BPR methods as tools for BPR projects in an organization [40,44] even though they experience a failure rate of 70–80%. The existing BPR methods are not competent enough to decrease this failure rate as they do not have a core process and strategic plan to identify and face the critical dependencies issues during the development plan [4,5]. Thus, problems occur due to intricate structures, dependencies between the departments, and lack of resources. All the discussed BPR methods have two significant limitations. First, none of them has a step-by-step procedure and implementation process for an entire organization. Second, the methods do not have a contingency plan or process that can consider and identify the dependence issues of BPR [45]. These issues can be solved by establishing a process that is structured and can take into consideration the interdependency issues of different sections within the manufacturing process. In our previous research, we proposed and discussed a combinational approach of structured data-driven process reengineering method and an interdependence algorithm known as the Khan–Hassan–Butt (KHB) method. The method utilizes simulation tools and can be applied to business processes as well as manufacturing processes [4,5].

One of the major problems with real-life optimization is the prevalence of uncertain data. There could be many reasons for data uncertainty including measurement errors, lack of knowledge, and implementation errors in a real process set-up [46]. There are approaches to deal with data uncertainty e.g., stochastic and robust optimization. In stochastic optimization (SO), the most important assumption is that the probability distribution is required to be known and estimated. On the contrary, robust optimization (RO) does not ascertain the probability distribution as known functions [47,48]. The computational tractability made the RO a very popular method for uncertain data sets and problem types. RO is used in different fields such as management, engineering, healthcare, and finance [46]. In addition to RO and SO, simulation-based optimization techniques are also quite popular for process optimization [49]. Among the simulation-based optimization methods, the statistical ranking and selection (R/S) method is commonly used for known problems and alternatives. In this method, simulation is used to measure the system’s performance [49]. A heuristic method is used to speed up accuracy and to solve problems. The main goal of heuristic methods is to find solutions faster than traditional methods. In a heuristic method, a local optimal is used and it is considered as a close approximation for the final solution instead of the optimal value [50]. Apart
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d from these methods, there are stochastic approximation and derivative-free optimization methods as well. These methods are applied in the optimization process where the derivatives are not available or uncertain [51]. One of the main limitations of these simulation-based models is their inability to install a dynamic behavior for a model to represent the existing process [52]. Another problem is the complexity that arises due to uncontrollable parameters between the real-world and the simulation models. The statistically estimated parameters make it more complex to determine the objective function [53]. The KHB method uses simulation as an IT tool for mapping and analyzing the process. It includes a verification step to verify the simulation model with real-world data. It uses a process interdependent algorithm (PIA) that identifies areas of interdependency (Section 2). The data set collated from a manufacturing process is extremely large and requires processing to extract actionable information. To remedy this issue, the KHB method utilizes a data filtration process (DFP) to filter the large data set into a small number of convenient parameters. One of the main features of the KHB method is that it identifies the interdependence factors from the process itself and filters them into actionable information using the DFP (Section 2). Much work has been done for optimizing process (manufacturing) using a simulation-based optimization technique in different sectors such as operations, management, engineering, and manufacturing [54]. For example, Dengiz and Akbay optimized the production line of PCB manufacturing facilities by 12% through an investigation into the effect of batch size push-pull [55]. They used simulation and regression metamodeling analysis to optimize the batch size problem. On the other hand, Syberfeldt and Lidberg used the cuckoo search to optimize real simulation-based manufacturing [56,57]. They identified different optimization problems and used a metaheuristic algorithm to optimize machine utilization by 15% [56]. These examples show the applicability of simulation-based optimization techniques for manufacturing.

The interdependencies between functions can be modeled based on their types. In our previous research, we identified and optimized the reciprocal interdependence between the functions of a production process using a data-driven process and PIA [5]. We used the KHB method to optimize the production process of ACME valve manufacturing. The production process was previously optimized and validated by other researchers. They made use of an expert mechanism that can identify bottlenecks and recommended resources accordingly for optimized processing [58]. A comparison between the expert mechanism and the implemented KHB method showed an increase of 20% in output using the same amount of resources [5]. This shows the superiority of the KHB method over traditional bottleneck and optimization approaches. In this research, we have used the KHB method in a sequentially interdependent production line to identify the impact of dependence issues. The PIA used in the KHB method identifies the dependence data of the process based on specific boundary conditions that can have a positive or negative impact on the process. The data filtration process (DFP) filters the dependence data into actionable information based on the positive and negative impact on the process; thus, the changes to optimize the process becomes more accurate and efficient. The main contribution of the work is the effective implementation of the KHB method to identify sequential interdependency within the process for its optimization and failure rate reduction in an established Bangladesh garment manufacturing facility as a case study.

2. Methodology

This research aims to implement the KHB method in a Bangladesh garment manufacturing facility. The methodology will explain how the interdependencies are overlooked in a conventional optimization approach and make the process optimization vulnerable to failures in the long run. It will provide a step-by-step procedure for identifying dependence issues, and how the new hybrid process reengineering approach (KHB method) can integrate the dependence issues to reduce failure percentage.

KHB Methodology

The KHB methodology is the integration of data-driven process reengineering (DDPR) and process interdependence algorithm (PIA) [4,5]. The KHB method incorporates process reengineering
data analytics as an approach of hybrid process reengineering for both business and manufacturing processes. The KHB method can integrate dependence issues of process reengineering and is capable of providing better output as well as decreasing the failure percentage. The structure of the KHB is shown in Figure 1 [5].

![Figure 1. Proposed Khan–Hassan–Butt (KHB) methodology.](image)

The KHB methodology shown in Figure 1 comprises five main steps. The first step of process identification represents the operation management of the process. It is intended for two purposes. Firstly, to provide a generic model for process mapping and verification. Secondly, to provide hypotheses and equations for process verification and reengineering. Process mapping starts with gathering quantifiable and quality data that is the backbone of the process to represent a formal structure of the existing process flow. The process is mapped from the collected data of the business process or manufacturing shop floor. This section identifies a process based on the layers and steps, workstation or department capacity, lead time or delivery time, idle time, or the set-up time of the process.

In the verification process, the collected data is compared with previous data for accuracy. However, in this research, we have used simulation packages as IT tools and experimentation platforms before implementation and showed the verification process by comparing the simulation data and actual process data. Process verification is the identification process to find out if there is an error in the process mapping as wrong data and structures will provide wrong information of the process, which may propagate failure to the reengineering initiatives.

Once the process verification is done, the reengineering phase starts with the identification of dependence issues between workstations or departments that can be termed as process interdependencies of the process. The methods are designed for identifying reciprocal and sequential interdependence which are common in business and manufacturing processes. The KHB method uses structured data analysis through the process interdependence algorithm (PIA) to determine the dependence issues. The reengineering section identifies the dependence issues and uses them as decision-making tools for optimizing the performance. In the process of identifying the PI, the structured data are filtered based on some boundary conditions. The boundary condition used in this work is as follows.

1. **Interdependent if changes affect any of the similar factors between two sections** (idle%, busy%, block%, number of operations/transaction), and increase the number of operations.
2. **Interdependent if changes affect any of the similar factors between the sections** (idle%, busy%, block%, number of operations/transaction), and decrease the number of operations.
3. **Not interdependent if changes affect any of the similar factors between the sections** (idle%, busy%, block%, number of operations/transaction), and the number of operations is unchanged.
4. Not interdependent if the changes do not affect any of the similar factors (idle%, busy%, block%, number of operations/transaction), and the number of operations is unchanged.

The defined boundary conditions help in filtering the data using PIA. The data used in this research are structured data. The PI identifies the data set and information that has a significant impact on the process. However, this impact can be either positive or negative. The boundary condition is the decision-making criterion that separates the negative and the positive impact; thus filters the data that contains the information of changes required to optimize the operation of the process. This filtered data set can be implemented directly for increasing process efficiency and is termed as smart-structured data (SSD). The filtration process from the PI data set is described in Figure 2.

![Figure 2. Data filtration process of the KHB methods.](image)

Figure 2 represents the data filtration process, along with the identification of interdependent and not interdependent factors. The PIA uses the structured data from and the four boundary conditions: a, b, c, and d. The boundary condition separates the interdependent (conditions “a” and “b”) and not interdependent (conditions “c” and “d”) factors. The interdependent factors are again filtered based on conditions “a” and “b” to measure the positive and negative impact. The positive data sets are the factors that can be implemented directly to increase the process efficiency.

Once the interdependence data is filtered to SSD, the next step is the pilot run of the process to validate the accuracy and efficient use of resources. The pilot run process is the bridge between the reengineered model and implementation. In this section, the output of the small scale implementation or simulation Ns is compared with the existing model output Nr. And the validated output and factors are suggested for final implementation. Once the changes are implemented, the evaluation process compares the output of the reengineered and existing model. The process analysis is the analysis of the reengineered model for further development to decide by the management. In this section, management decides whether they stop the reengineered process and standardized the implementation or go for a further cycle for continuous improvement process (CIP) based on available factors such as resources.
All these steps of the KHB method have been used to conduct a case study in a garment manufacturing facility in Bangladesh with the aim to identify interdependencies and reduce the failure rate of the BPR method that can optimize the process flow and increase productivity.

3. Case Study

The KHB method is implemented and validated using a garment manufacturing facility in Bangladesh as a case study. The fabric manufacturing company is a 100% export-oriented facility and exports all categories of ready-made garments (RMG) for men, women, and children sportswear over 29 countries. It has two separate sections for fabrics and ready-made garments. The current production capacity of ready-made garments (RMG) is 130,000 pcs/d. It has national and international recognition from OEKO-Tex, organic cotton standard (OCS), ISO 9001-2008, SEDEX, and BSCI.

The data was collected directly from the shop floor, and the process was mapped based on process identification and structured data. The production line data were structured and used for process identification and mapping without any modifications. The process flow of the studied tubular fabric production process is described in Section 3.1. The implementation of the KHB method for the production line reengineering and optimization is described in detail in the subsequent sections based on the KHB methodology.

3.1. Process Identification

This case study identified the finishing process of fabric manufacturing for the experiment and case study model. The whole process is sequentially interdependent as one section must accomplish something before the next section can do its task. The finishing section has different units from squeezing wet fabrics to shipment of finished goods. There are two types of fabrics produced in the finishing section, i.e., tubular fabrics and open fabrics. The tubular fabrics are tubular in shape and produced based on the required diameter for different garments wear. The tubular fabrics are cut open to open fabrics for customization of garments wear that requires stitches. The tubular fabrics are cut open in the squeezing section for the open production line.

The finishing section has two separate production lines for tubular and open fabrics. The tubular and open fabric production lines are entirely independent and are not cross-functional. For validation and implementation, the tubular section has been analyzed in this case study. The finishing process is identified based on the operations and has five different parts as follows.

- Dewatering section (P);
- Quality inspection wet (Q);
- Drying section (R);
- Quality inspection drying (S);
- Compacting section (T).

The process identification based on the data and working procedure is shown in Figure 3.

The dewatering section initiates the first function of the finishing section by receiving wet fabrics and trolleys from a stock buffer. It has two machines with a similar cycle time of 60 min/250 kg fabrics. The quality inspection takes a sample from the squeezed fabrics and examines them for any unwanted marks or discoloration and diameter. The cycle time is relatively low as it takes only one sample from similar types of fabrics coming from the same machine. The cycle time for both sections was decreased and increased by up to 20% to track the changes in idle%, busy%, number of operations. The drying section pulls fabrics from the tub stock buffer. There are three machines for drying sections where hot air at 70–80 °C is blown to dry the fabrics. It has a straightening and unloading section integrated with the machine. The dry fabrics are quality inspected for color and diameter by taking the sample from trolleys. After quality inspection, the fabrics are pushed to the tub dry buffer from where they are pulled by the compacting machines. There are three compacting machines which compact the fabrics
and send them for packaging. The packaging is not part of the finishing section as compacted fabrics go for final quality check and weight and then packed in the offline quality inspection area.

Figure 3. Process identification for tubular fabric production line.

3.2. Process Mapping, Data Collection, and Analysis

The finishing section produces an average of 9200 kg/1380 min. The production line runs for 24 h with one hour of break time. The tubular trolley can hold a maximum of 300 kg of wet fabrics. In the tubular section, the process starts with receiving fabrics from the stock buffer. The dewatering machines squeeze the wet fabrics. There are two dewatering machines with similar cycle time. They maintain a speed of 4–5 m/min depending on the diameter and thickness of the fabrics. The squeezed fabrics go to the stock area for quality inspection. After the quality inspection, the drying section dries the fabrics with three drying machines. The drying machine blows air at a temperature of 70–80 °C. The process has a rolling speed of 10 M/60 s. The dry fabrics go for second quality inspection for color, diameter, and % of shrinkage. The process has a 2–3% of wastage. The drying process is an integrated process where it is required to straighten the fabrics that take an average of 2 min and another 2 min to offload from the machines. The straightening and unloading processes are fixed and integrated with the drying process. The compacting machine has a straightening and unloading section combined with the system similar to the drying machine. It compacts the dried fabrics. During the compacting, the tubular fabrics are checked for quality online and sent directly to packaging for shipment.

The process mapping and the data were collected from the shop floor for three weeks of production. The analysis and comparison of the past six months’ data with the collected data ensured the accuracy and efficiency of the data. The WITNESS Horizon 22.5 simulation package was used to map the process. Figure 4 represents the process mapping of the tubular fabric finishing process. The capacity of the production line is measured using a continuous flow of raw materials.

The maintenance, set-up, and break down time were calculated from the shop floor data and compared with the previous data to ensure accuracy. Some of the maintenance takes place once every two weeks. To get accurate data for the breakdown, set-up, and maintenance, the calculated data were compared with the past six months’ data, and an average was taken for the simulation. The tubular production line produces an average of 9200 kg/d, according to the recent six-month data. The witness model output of the tubular production line is shown in Figure 5. Figure 5 shows the daily production as no shipped and working in progress (W.I.P) information for the trolley and tubular fabrics. It also shows the average W.I.P and time for a day (1380 min) of operation. The simulation model has a production of 9250 kg/1380 min or a day of operation. The difference between the average and the calculated data was within 5% of set-up and breakdown time. Figure 6 shows the machine statistics for different time parameters of the production line.
3.3. Process Verification

The simulation model is designed based on the machine set-up and operations data collected from the shop floor. The process can be verified by analyzing the flow of parts and output. The average data was used for setting up breakdown and maintenance time. The simulation model provided the production of 9250 kg/d, which is close to the average of 9200 kg. The production line starts with the dewatering and finishes with the compacting section. For verification of the process, the output of

Figure 4. Map of the tubular fabric process in the WITNESS Horizon simulation platform.

Figure 5. Mapped process output in the WITNESS simulation platform.

Figure 6. Machine statistics for set-up, blocked, and breakdown time.

3.3. Process Verification

The simulation model is designed based on the machine set-up and operations data collected from the shop floor. The process can be verified by analyzing the flow of parts and output. The average data was used for setting up breakdown and maintenance time. The simulation model provided the production of 9250 kg/d, which is close to the average of 9200 kg. The production line starts with the dewatering and finishes with the compacting section. For verification of the process, the output of...
the compacting section is calculated for the actual production line and simulation model. Figure 7 represents the idle percentage, blocked percentage, busy percentage, no of operations for all the machines, and set-up for the finishing process.

![Table 1](image)

**Table 1.** Machine statistics for the finishing section.

**Figure 7.** Machine statistics for the finishing section.

In Figure 7,

- Comp_lafa1 busy time, Ccb1 = 42.39%
- Comp_lafa2 busy time, Ccb2 = 74.09%
- Comp_tubetex busy time, Ccb3 = 42.39%
- \( R_c \) = Process run time = 1380 min
- Comp_lafa1 Cycle time, Ccc1 = 45 min
- Comp_lafa2 Cycle time, Ccc2 = 90 min
- Comp_tubetex Cycle time, Ccc3 = 45 min

Then, the number of operations of comp_lafa1

\[
Ncp_1 = \frac{CTb_1 \times R_c}{CTc_1}
\]

or,

\[
Ncp_1 = \frac{0.4239 \times 1380}{45} = 3250 \text{ kg}
\]

(1)

Number of operations of comp_lafa2

\[
Ncp_2 = \frac{CTb_2 \times R_c}{CTc_2}
\]

or,

\[
Ncp_2 = \frac{0.74 \times 1380}{90} = 11 = 2750 \text{ kg}
\]

(2)

Then, the number of operations of comp_tubetex

\[
Ncp_3 = \frac{CTb_3 \times R_c}{CTc_3}
\]

or,

\[
Ncp_3 = \frac{0.4239 \times 1380}{45} = 3250 \text{ kg}
\]

(3)

Total production from the compacting section from the simulation model = \( Ncp_1 + Ncp_2 + Ncp_3 = 9250 \text{ kg} \)

In the actual model, the total production average for the compacting section was as follows.
Comp_lafa1 = 3200 kg;
Comp_lafa2 = 2800 kg;
Com_tubtex = 3100 kg.

The average production of the actual production line is 9200 kg. The difference is 0.54%. Thus, the simulation model can be verified as representing the exact model.

3.4. Reengineering Phase

In our previous research, we have shown the operational efficiency of the KHB method over traditional bottleneck optimization methods [5]. The main objective of this research is to identify the importance of PI for both optimization and operational efficiency. In this case study, the bottleneck is identified but not used for optimization; instead, dependence issues are identified using PIA. Furthermore, interdependencies are identified between all the workstations as the production process has sequential interdependencies. The bottleneck is determined to show the differences with the KHB method and explain dependence issues that are not covered by the traditional bottleneck approaches of optimization. The detailed analysis is done following the optimization method (KHB) described in Section 2.

3.4.1. Process Interdependencies

The process has been identified and mapped in Sections 3.1–3.3. For determining the interdependencies, the cycle time for each of the workstations is analyzed. The tubular fabric production has sequential interdependencies. The output of one workstation is used as the input for the consequent workstation as there is no subassembly in the process; thus, changes in one workstation have an impact on the entire process. The objective of finding interdependencies is to identify their impact and make changes accordingly. In the reengineering process, this interdependence is the dependence issue and causes failure to the BPR project as it cannot be identified with existing methods. The KHB method shows that these interdependencies that cause failure can be used to optimize the process better compared to the bottleneck approach if determined appropriately; thus, the KHB method identifies the dependence issues using PIA that streamlines the process and reduces the failure percentage. PIA filters out the data that affect the process in terms of cycle time, number of operations, busy %, idle%, block% of the machine, and use them for making changes to optimize the process. Cycle time of each workstation was decreased and increased by up to 20% to identify the impact and interdependencies of the subsequent workstation. The process interdependencies of the tubular production line are described in the next section.

3.4.2. Interdependence Factors between Workstations and Data Filtration

For identification of interdependencies between the workstations, cycle time has been used to track the impact of change on the entire process. In the simulation model, the cycle time is increased and decreased by 20%. The effect has been identified between all the workstations as interdependencies and stored as interdependent data sets. The optimization process followed the interdependencies as changing parameters. The boundary condition used for interdependence identification and optimization is provided in Section 2, and interdependence identification data are presented in Tables 1–3. Tables 1 and 2 represent the interdependence relationship between P, Q, R, S, T. In Tables 1 and 2 the interdependence relationship is presented by $X \cap Y$, where $(X, Y) = \text{function of a process}$. The intersection indicates the common impact factors between two functions. $X \cap Y$ represents the set of interdependence between $X$ and $Y$. 
### Table 1. Interdependence between the dewatering, quality inspection, and Drying sections.

| Change Cycle Time | Workstations | Busy% | Number of Operations | Idle% | TO | Interdependent (Condition a, b) | Not Interdependent (Condition c, d) | Filtered Data (SSD)/Required Change |
|-------------------|--------------|-------|----------------------|-------|----|---------------------------------|-------------------------------------|-------------------------------------|
| Decrease          | Dewatering (P) | Decrease | Increase | Unchanged | Increase |                                    |                                     | N                                    |
|                   | Quality inspection (Q) | Increase | Increase | Decrease |                                      |                                     |                                      |
| Increase          | Dewatering (P) | Unchanged | Decrease | Unchanged | Decrease |                                    |                                     |                                      |
|                   | Quality inspection (Q) | Decrease | Decrease | Increase |                                      |                                     |                                      |
| Decrease          | Dewatering (P) | Unchanged | Unchanged | Unchanged | No |                                     |                                     |                                      |
| Quality inspection (Q) | Decrease | Unchanged | Unchanged | Increase |                                      |                                     | Q ∩ P = {} |
| Increase          | Quality inspection (Q) | Unchanged | Unchanged | Unchanged | No |                                     |                                     |                                      |
| Decrease          | Quality inspection (Q) | Unchanged | Unchanged | Unchanged | No |                                     |                                     |                                      |
| Increase          | Quality inspection (Q) | Unchanged | Unchanged | Unchanged | Unchanged |                                    |                                     |                                      |
| Interdependence Between dewatering (P) and Drier (R) | Decrease | Dewatering (P) | Decrease | Increase | Unchanged | Increase |                                    |                                     | N                                    |
|                   | Drier (R) | Increase | Increase | Decrease |                                      |                                     |                                      |
| Increase          | Dewatering (P) | Unchanged | Decrease | Unchanged | Decrease |                                    |                                     |                                      |
| Drier (R) | Decrease | Decrease | Increase |                                      |                                     |                                      |
| Decrease          | Dewatering (P) | Unchanged | Unchanged | Unchanged |                                    |                                     |                                      |
| Drier (R) | Unchanged | Increase | Increased |                                      |                                     |                                      |
| Increase          | Drier (R) | Increase | Increase | Decreased |                                      |                                     |                                      |

Interdependence: (Condition a, b): 
- \( P \cap Q = \{ N \} \)
- \( P' \cap Q' = \{ n \} \)

Not Interdependence: (Condition c, d): 
- \( Q \cap P = \{ \} \)
- \( Q' \cap P' = \{ \} \)

Filtered Data (SSD)/Required Change:
- \( N \)
- \( n \)
- \( \{} \)
- \( \{} \)
- \( \{} \)
- \( \{} \)
Table 2. Interdependence between the dewatering, quality inspection dry, and compacting sections.

| Change Cycle Time | Workstations | Busy% | Number of Operations | Idle% | Interdependent (Condition a, b) | Not Interdependent (Condition c, d) | Filtered Data (SSD)/Required Change |
|-------------------|--------------|-------|----------------------|-------|-------------------------------|--------------------------------------|-----------------------------------|
| **Interdependence between dewatering (P) and quality inspection dry (S)** | | | | | | | |
| Decrease | Dewatering (P) | Decrease | Increase | Unchanged | | | |
| | Quality inspection Dry (S) | Increase | Unchanged | Decrease | | | $P \cap S = \{\}$ |
| Increase | Dewatering (P) | Unchanged | Decrease | Unchanged | | | $P' \cap S' = \{\}$ |
| | Drier (R) | Increase | Unchanged | Decrease | | | |
| Decrease | Dewatering (P) | Unchanged | Unchanged | Unchanged | | | $S \cap P = \{\}$ |
| Increase | Quality inspection Dry (S) | Increase | Unchanged | Decreased | | | $S' \cap P' = \{\}$ |
| | Dewatering (P) | Unchanged | Unchanged | Unchanged | | | |
| **Interdependence between dewatering (P) and compacting (T)** | | | | | | | |
| Decrease | Dewatering (P) | Decrease | Increase | Unchanged | | | $P \cap T = \{N\}$ |
| | Compactor (T) | Increase | Increase | Decrease | | | N |
| Increase | Dewatering (P) | Unchanged | Decrease | Unchanged | | | $P' \cap T' = \{n\}$ |
| | Compactor (T) | Decrease | Decrease | Increase | | | |
| Decrease | Dewatering (P) | Unchanged | Unchanged | Unchanged | | | $T \cap P = \{\}$ |
| | Compactor (T) | Decreased | Increased | Increased | | | |
| Increase | Dewatering (P) | Unchanged | Unchanged | Unchanged | | | $T' \cap P' = \{\}$ |
| | Compactor (T) | Increased | Decreased | Decreased | | | |
The tubular production line has five different workstations from the dewatering to compacting sections. The PI is identified for each of these workstations. Between the dewatering (P) and quality inspection (Q) section, the interdependence is recognized as the number of operations (Table 2). For decreasing the cycle time, the number of operations increases for both dewatering and quality inspection. The changes in the cycle time of the dewatering section have a significant impact on the number of operations of the drying section, as shown in Table 1. The number of operations needs to be increased for increasing the overall performance.

For decreasing the cycle time, the number of operations increases for both dewatering and quality inspection (Q) section, the interdependence is recognized as the number of operations (Table 2). At current capacity, changes in S will not impact the output of “P” and “S”. Table 2 identifies that the number of operations is significant impact on the number of operations needs to be increased for increasing the overall performance.

A similar trend is found between the dewatering and drying sections. Table 2 shows that the dewatering (P), and quality inspection dry (S) are not interdependent. It implies that at current capacity, changes will not impact the output of “P” and “S”. The changes in the cycle time of the dewatering section have a significant impact on the number of operations of the drying section, as shown in Table 1. The number of operations needs to be increased for increasing the overall performance.

For decreasing the cycle time, the number of operations increases for both dewatering and quality inspection (Q) section, the interdependence is recognized as the number of operations (Table 2). At current capacity, changes in S will not impact the output of “P” and “S”. Table 2 identifies that the number of operations is significant impact on the number of operations needs to be increased for increasing the overall performance.

A similar trend is found between the dewatering and compacting sections. Table 2 shows that the dewatering (P), and quality inspection dry (S) are not interdependent. It implies that at current capacity, changes will not impact the output of “P” and “S”. Table 2 identifies that the number of operations is significant impact on the number of operations needs to be increased for increasing the overall performance.

3.4.3. Interdependence and Bottleneck Movement of the Process

The bottleneck of the process is identified to show the differences with the movement of interdependencies. The initial bottleneck of the process is the dewatering section which moves along with modification of the process. Table 3 shows the progress of the bottleneck of the entire process for a change in cycle time and resources; however, the interdependencies show the differences for a similar amount of change and support. From Table 3, it can be seen that the bottleneck of the process moves from the dewatering to compacting sections, compacting to dewatering and dewatering to compacting consequently. The traditional bottleneck approach does not consider the impact on the entire process for a change in a particular section. If we consider the interdependency from Table 3, P is interdependent with Q and S. Similarly Q is interrelated with S, R, and T. It shows that there are areas that are overlooked in the bottleneck approach. These overlooked issues are the dependence

The tubular production line has five different workstations from the dewatering to compacting sections. The PI is identified for each of these workstations. Between the dewatering (P) and quality inspection (Q) section, the interdependence is recognized as the number of operations (Table 2). For decreasing the cycle time, the number of operations increases for both dewatering and quality inspection. The changes in the cycle time of the dewatering section have a significant impact on the number of operations of the drying section, as shown in Table 1. The number of operations needs to be increased for increasing the overall performance.
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The tubular production line has five different workstations from the dewatering to compacting sections. The PI is identified for each of these workstations. Between the dewatering (P) and quality inspection (Q) section, the interdependence is recognized as the number of operations (Table 2). For decreasing the cycle time, the number of operations increases for both dewatering and quality inspection. The changes in the cycle time of the dewatering section have a significant impact on the number of operations of the drying section, as shown in Table 1. The number of operations needs to be increased for increasing the overall performance.
issues of the production process, which increase the failure percentage of the BPR project if not solved during the implementation phase.

Table 3 shows the interdependence between all the sections of the tubular fabrics finishing. It indicates that the bottleneck of the process cannot go through all the parameters that need to be considered to identify all the problems of the production process. The P is interdependent with Q, R, and S with the number of operations and idle% of machines; thus, any changes in P will affect Q, R, and S. While decreasing the cycle time of the drying section according to the interdependence will not affect the production. Preferably the process can produce similar output for a reduced capacity of the drying section until it matches the number of operations completed by the dewatering section. Similarly, for the other section, any modifications will affect the process, according to Table 3.

3.4.4. Optimization and Validation

The optimization for the tubular production line has been done considering the interdependencies. The reengineering process followed the dirty slate approach; thus, only implemented the changes possible within the available resources and considered the optimization of production within the current capacity without adding any additional machines. The process could not go beyond the capacity for validation of the process required to suggest the changes that can be implemented. The reengineering and adjustments made are based on the existing process capacity, so the production cannot go beyond 12,000 kg/d. The optimization model is shown in Figure 8. The modifications are made only in terms of cycle time, increased buffer capacity, and trolley management. No change in machine set-up was made. Figure 9 shows the output of the optimization model based on interdependence factors. The optimized output is 11,250 kg for 1380 min of operations. The data in Figure 9 indicates a 21.6% increase in the number of operations compared to the existing model output data in Table 4. The optimization model also has less production average (Avg) time (18.57) for tubular fabrics.
The optimization can be done by identifying the PI between two side-by-side workstations or between parameters in Table 4. The process that has reciprocal interdependence should follow all the workstations. The latter analyzes the process more precisely; thus, the accuracy will be higher, and the failure percentage will shrink.

The trends showed a decrease in the production time. The modified set-up, cycle time, and set-up time provided an average production of 10,880 kg/day for seven days of operation, which is an 18% increase from the average output before implementing the reengineering process. The average production is 3.4% lower than the simulated output.

3.5. Implementation

The suggested changes based on Tables 1–3 are implemented through the modification of parameters in Table 4. Table 4 represents all the modifications made based on the interdependence described in Table 3. The modified value provided an output of 11,250 kg. For the validity of the interdependence, the changes were suggested according to Tables 3 and 4. The dewatering section’s cycle time was decreased by increasing the rolling speed by 5–10% based on the thickness of the fabrics. The changes are implemented mainly in the operations such as the arrangement of similar types and color of fabrics in machines which increased the busy% by decreasing cleaning time.

The trolley number was increased and fixed for loading and unloading to modify the blockage time. The modified set-up, cycle time, and set-up time provided an average production of 10,880 kg/d for seven days of operation, which is an 18% increase from the average output before implementing the reengineering process. The average production is 3.4% lower than the simulated output. The optimization can be done by identifying the PI between two side-by-side workstations or between all the workstations. The latter analyzes the process more precisely; thus, the accuracy will be higher, and the failure percentage will shrink. The process that has reciprocal interdependence should follow the former approach as reciprocal interdependence exists in two side-by-side processes.

### Table 4. Modification list of the tubular production line.

| Components/Sections | Existing Model | KHB Methods Suggested Factors and Output | Implementation and Output Achieved |
|---------------------|----------------|----------------------------------------|-----------------------------------|
| **Trolley**         |                |                                        |                                   |
| Dewatering Section  | 45             | 65                                     | 65                                |
| Drying Section      | 45             | 65                                     | 65                                |
| Compacting Section  | 35             | 60                                     | 60                                |
| **Cycle time (minute)** |              |                                        |                                   |
| Dewatering Section  |                |                                        |                                   |
| Drying Section      |                |                                        |                                   |
| Compacting Section  |                |                                        |                                   |
| **Compensated Set-up time** |         |                                        |                                   |
| Dewatering Section  |                |                                        |                                   |
| Drying Section      |                |                                        |                                   |
| Compacting Section  |                |                                        |                                   |
| Total output        | 9200 kg (avg)  | 11,250 kg                              | 10,880 Kg                         |

**Figure 9.** Tubular production line optimization data.
are measured between all the workstations or functions. The interdependence functions have identified significant differences if changes were to be implemented based on the bottleneck approach. The KHB method has identified significant limitations of both existing BPR and bottleneck based optimization approaches. The reengineering and optimization of the tubular fabric production process were limited by the availability of resources, especially machine cost. The reengineering done in this process can be termed as backward engineering. The forward engineering which analyzes the prospect of designing a new process such as a new machine set-up, adding a subassembly line, and a new machine can bring more agility in the process and production capability. The implementation of changes based on interdependencies provided an output of 18% higher than the average production of the process. There is a difference of 3.4% between the optimized simulated process and optimized actual production output. The factors behind this difference are identified as the differences in set-up, idle, and breakdown percentage between the simulation and actual model. More precise and real-time data acquisition can make the analysis more accurate by identifying the factors affecting them.

4. Discussion and Analysis

BPR emphasizes the transition between business processes and functions in terms of existing process improvement and new process design [59]. Reengineering can be characterized in two ways i.e., reverse engineering (reengineering the existing process) and forward engineering (designing a new process) [60]. The former reconstructs and improves the existing process based on the process data and identification whereas the latter produces a new model to replace the existing one. It is critical to weigh the pros/cons of both approaches to ensure that they align with the strategic goals of the organization. BPR concepts have evolved over the years and different researchers have contributed to their development [61]. Another set of protocols similar to the reverse and forward engineering is called dirty and clean slate reengineering [62,63]. The dirty slate identifies the existing process, critically analyzes, and examines it to produce an improved output. However, some BPR methodologists argue against this approach and use BPR to bring radical changes rather than gradual improvements [64,65]. The clean slate approach is more in-line with the thinking of the BPR proponents as it brings about radical changes by fundamentally rethinking the business process in question [62]. However, it is an extremely expensive endeavor for an organization. To remedy this issue, some researchers support the use of a hybrid model that can consider radical and incremental changes for optimization [65,66]. The hybrid approach takes people as well as technology into account and enables the process to perform better. One of the disadvantages of this approach is that technology increases the expenditure as the enabler of BPR [65]. Keeping this in mind, the optimization done in this work through the KHB method is based on reverse engineering or dirty slate reengineering as resources were a limiting factor. This approach is beneficial for organizations seeking to optimize their processes through incremental improvements without having to deploy significant resources.

The optimized production line using the KHB method (employing dirty slate reengineering) has provided an increase of 18% in the output. The KHB method identified the dependence factors of the process using the PIA and filtered them using the DFP to identify the areas and actionable information capable of enhancing the performance of the process. In this research, we have identified all the possible dependence factors between all the functions and filtered out the SSD using the DFP. By identifying the PI, all the functional and cross-functional dependence factors of the process have been highlighted. These cross-functional dependence factors create problems as they are not identified through traditional BPR methods and thus increase the cost of the initiatives. KHB method not only identified these issues but also identified their impact on the process. Furthermore, it helped in suggesting the factors that only have a positive impact on the process for optimization. These provide the KHB method with an advantage over existing BPR methodologies that do not consider process interdependence. The bottleneck of the production line moved from the dewatering section (P) to the compacting section (T), compacting (T) to dewatering (P), and dewatering (P) to compacting, (T) consequently (Table 3). Traditional BPR and bottleneck approaches do not consider the impact on the other sections for a
change in a particular section. If we consider the interdependency movement from Table 3, P is interdependent with Q and S. Similarly, Q is interdependent with S, R, and T. The interdependencies between other sections showed in Table 3 indicates that the bottleneck of the process cannot go through all the dependence parameters that need to be considered to identify all the problems within the production process. Table 3 indicates that P is interdependent with Q, R, and S with the number of operations and idle% of machines, thus any changes in P will affect Q, R, and S. Similarly, for the other sections, any changes will affect the interdependent section accordingly as shown in Table 3. It shows the movement of the bottleneck of the entire process for fixed cycle time and resources; however, the interdependencies show the differences for a similar amount of resources. It shows that there are areas that are overlooked if we follow the bottleneck approach. These overlooked issues are the dependence issues of the production process, which creates a problem if not solved in the long run.

In the current case study, there is a 3.4% difference between the simulated output and the implementation results. The discrepancies are based on the set-up and breakdown times of the machines. As the utilization of the machines increased in terms of processing operations, there was a difference in set-up time and breakdown maintenance; thus the machines’ busy time was slightly lower and idle time was slightly higher than the suggested output. One more reason was the human error during the breakdown maintenance. We considered a +/-5% error and inventory was arranged considering these possible discrepancies [67,68]. It is evident that the difference is lower than the considered error which shows the effectiveness of the employed methodology.

5. Conclusions

In this research, the KHB method was followed to increase the average production output of the tubular fabric production line in an established Bangladesh fabric manufacturing company. The limiting factor was the availability of resources; therefore, the changes and improvements were made by modifying the process parameters. The company’s average production was 9250 kg/d, and upon implementation of the KHB method, the average production went to 11,250 kg/d. This number was achieved through a verified simulation model that showed an increase of 21.62%. However, the practical implementation resulted in an average output of 10,880 kg/d, which is an increase of 18% compared to the average production before optimization showing a difference of 3.4% which is widely acceptable for production processes. This clearly indicates the positive impact of the proposed changes. The KHB method is capable of identifying the most effective changes based on the interdependence and the filtered SSD to increase productivity and to meet customer demands.

The modern manufacturing and production processes require agility to deliver a heavily customized product especially in the RMG sectors where the production mainly follows the just-in-time (JIT) production process [69]. The reengineering methods of bringing changes based on order can provide sufficient suggestions needed to achieve the desired results. However, the PI is often overlooked in such cases which is a challenging prospect when it comes to optimization. PI reduces the risk of making the wrong decision by identifying factors that either increase or decrease the efficiency of the process. This consequently leads to a reduction in failure percentage of reengineering processes and optimization initiatives. One of the major advantages of the KHB method is its structured approach using PI and DFP to identify and implement changes for optimization. This makes it a more attractive option for reengineering initiatives compared to traditional bottleneck and optimization approaches.
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