PERIOD OF THE IKEDA TYPE LIFT FOR $E_{7,3}$

HIDENORI KATSURADA, HENRY H. KIM AND TAKUYA YAMAUCHI

Abstract. In [18], the second and the third named authors constructed the Ikeda type lift for the exceptional group $E_{7,3}$ from an elliptic modular cusp form. In this paper, we prove an explicit formula for the period or the Petersson norm of the Ikeda type lift in terms of the product of the special values of the symmetric square $L$-function of the elliptic modular form. There are similar works done by the first author with his collaborator, but new technical inputs are required and developed to overcome some difficulties coming from the hugeness of $E_{7,3}$.

1. Introduction

It is an interesting and important problem to show the algebraicity of ratios of the period (or the Petersson norm) of an elliptic modular form and that of its lift. For example, let $f$ be a Hecke eigen cusp form of weight $2k$ with respect to $SL_2(\mathbb{Z})$, and let $I_f$ be the Saito-Kurokawa lift of $f$, which is a Hecke eigen cusp form on $Sp_4$ (rank 2) of weight $k + 1$ (even). Then Furusawa [5] showed that $\frac{\langle I_f, I_f \rangle}{\langle f, f \rangle} \in K_f$, where $K_f$ is the Hecke field of $f$, i.e., the number field obtained from $\mathbb{Q}$ by adjoining all Fourier coefficients of $f$. Ikeda [8] constructed the Hecke cusp form $I_f$ on $Sp_{4n}$ (rank $2n$) of weight $k + n$ (even), called the Duke-Imamoglu-Ikeda lift of $f$. When $n = 1$, it is a Saito-Kurokawa lift. In this case, Choie and Kohnen [4] showed that $\frac{\langle I_f, I_f \rangle}{\langle f, f \rangle^n} \in K_f$. The first named author and Kawamura [16] gave its refinement: More precisely, let $h$ be the Hecke eigenform of weight $k + \frac{1}{2}$ for $\Gamma_0(4)$, corresponding to $f$ under the Shimura correspondence. Let $\pi_f$ be the cuspidal representation of $GL_2$ attached to $f$, and $L(s, Sym^2 \pi_f)$ be the symmetric
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square $L$-function. Then they proved a more refined equality

$$\frac{\langle I_f, I_f \rangle}{\langle h, h \rangle} = 2^{-2(n-3)k-2n+1} \Lambda(k+n, f) \tilde{\xi}(2n) \prod_{i=1}^{n-1} \tilde{\Lambda}(2i+1, \text{Sym}^2 \pi_f) \tilde{\xi}(2i),$$

where $\tilde{\Lambda}(s, \text{Sym}^2 \pi_f) = 4(2\pi)^{-s} \Gamma(s) \Gamma(s+k-1) L(s, \text{Sym}^2 \pi_f)$, $\Lambda(s, f) = 2(2\pi)^{-s} \Gamma(s) L(s, f)$, and $\tilde{\xi}(s) = 2(2\pi)^{-s} \Gamma(s) \zeta(s)$. The period relation of Choie and Kohnen is an easy consequence of this equality. We note that there are some other results concerning the periods of the Hermitian Ikeda lifts (cf. [14], [15]).

Let $G$ be a connected reductive group of type $E_{7,3}$ (cf. [1], [18, Section 3]). Let $k \geq 10$ be a positive integer. For a primitive form $f \in S_{2k-8}(SL_2(\mathbb{Z}))$, the second and the third named authors [18] constructed a Hecke eigen cusp form $F_f$ of weight $2k$ for $G(\mathbb{Z})$, which is an analogue of the Ikeda lift of an elliptic modular cusp form to a Siegel cusp form, and we call it the Ikeda type lift for $E_{7,3}$. (See Section 5 for the details.)

In this paper, we express the period or the Petersson norm $\langle F_f, F_f \rangle$ of $F_f$ in terms of the product of the special values of the symmetric square $L$-function of $\pi_f$:

**Theorem 1.1.** We have

$$\langle F_f, F_f \rangle = \gamma_k \pi^{-6k-3} \prod_{i=1}^{3} L(4i-3, \text{Sym}^2 \pi_f),$$

where

$$\gamma_k = \frac{(2k-1)!(2k-5)!(2k-9)!}{2^{12k-7} \cdot 3^3 \cdot 5 \cdot 7^2 \cdot 13} \in \mathbb{Q}.$$

By [24, p. 115], if $1 \leq r \leq 2k-9$ is odd, $L(r, \text{Sym}^2 \pi_f) / \langle f, f \rangle \pi^{2r+2k-9} \in K_f$ since $f$ has weight $2k-8$. Hence we have

**Corollary 1.2.** $\frac{\langle F_f, F_f \rangle}{\langle f, f \rangle^3} \in K_f$.

The method of the proof of the main result is similar to those in [10], [14] and [15]. However, we have to overcome some difficulty in treating exceptional groups which we will explain below.

This paper is organized as follows. In Section 2, we fix notations on Cayley numbers $\mathbb{C}_Q$ and exceptional Jordan algebras $\mathfrak{J}_Q$ and review their properties. Moreover we define the group scheme $\mathcal{M}'$ over $\mathbb{Z}$ of type $E_{6,2}$ and for $T \in \mathfrak{J}(\mathbb{Z})_{>0}$, we define the group scheme $\mathcal{U}_T$ of type $F_4$. In Section 3, we give the mass formula for $\mathcal{U}_T$. The mass $\text{Mass}(T)$ is defined as

$$\text{Mass}(T) = \sum_{T'} \frac{1}{\# \mathcal{U}_{T'}(\mathbb{Z})}.$$
where \( T' \) runs over all \( M'(\mathbb{Z}) \)-equivalence classes of elements of \( \mathfrak{A}(\mathbb{Z}) \) belonging to the genus of \( T \). The mass formula, roughly speaking, expresses \( \text{Mass}(T) \) as an infinite product of the inverse of the local densities \( \{ \beta_p(T) \}_p \). Here \( \beta_p(T) \) is usually defined as a limit of the number of solutions of a certain Diophantine equation over \( \mathbb{Z}_p/p^n\mathbb{Z}_p \). (See the remark after Lemma 6.8.) However it is not so easy to give its explicit formula unlike the case of quadratic forms or Hermitian forms. To overcome this difficulty, we define \( \beta_p(T) \) in another way. (See Definition 3.6.) This enables us to compute \( \beta_p(T) \) in Section 6. Accordingly, we formulate the mass formula following Sato [21]. (See Theorem 3.8.)

In Section 4, we investigate analytic properties of the Rankin-Selberg series \( R(s, F, F) \) of a cusp form \( F \) of weight \( k \) for \( G(\mathbb{Z}) \): In particular it has a simple pole at \( s = k \) (rightmost end pole) and we can express the residue at \( s = k \) in terms of the period of \( F \). In Section 5, we review the Ikeda type lift \( F_f \) for \( E_{7,3} \) of a primitive form \( f \) for \( SL_2(\mathbb{Z}) \). By construction, the Fourier coefficients of \( F_f \) are expressed in terms of a product of the local Siegel series. Therefore, using the mass formula in Section 3, we express the Rankin-Selberg series \( R(s, F_f, F_f) \) as an Euler product (Theorem 5.3):

\[
R(s, F_f, F_f) = c \prod_p H_p(\alpha_p, p^{-s+2k}),
\]

where \( \alpha_p \) is the \( p \)-th Satake parameter for \( f \), and \( H_p(X,t) \) is a certain power series involving the Siegel series and the local density, and \( c \) is a non-zero constant in Theorem 3.8. In Section 6, we give an explicit formula of the local density, and show that \( c = \frac{5^5 \cdot 7^7 \cdot 11^{11}}{(2\pi)^{28}} \) (Proposition 6.7). It is remarkable that \( R(s, F_f, F_f) \) has an Euler product even though \( R(s, F, F) \) does not have an Euler product for a general cusp form \( F \). In Section 7, we rewrite the formula of the Siegel series due to Karel [12], and combined with the result in Section 6, we give an explicit formula of \( H_p(X,t) \). Here we use Mathematica since the expression is very complicated. Finally, combined with the residue formula of the Rankin-Selberg series in Section 4, we prove our main result in Section 8.
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**Notation.** In addition to the standard symbols \( \mathbb{Z}, \mathbb{Q}, \mathbb{R} \) and \( \mathbb{C} \), for a prime number \( p \), let \( \mathbb{Q}_p \) and \( \mathbb{Z}_p \) be the field of \( p \)-adic numbers and the ring of \( p \)-adic integers. Let \( \mathbb{A} \) be the ring of adeles.

Let \( \sim \) be an equivalence relation on a set \( S \). We denote by \( S/\sim \) the set of equivalence classes of \( S \) under \( \sim \). We use the same symbol \( S/\sim \) to denote a complete set of representatives. Let \( G \) be a group acting on a set \( S \). For two elements \( a_1 \) and \( a_2 \), we write \( a_2 \sim_G a_1 \) if \( a_2 = g \cdot a_1 \) with \( g \in G \). The relation \( \sim_G \) is an equivalence relation on \( S \) and we write \( S/G \) instead of \( S/\sim_G \).
For square matrices $A_1, \dots, A_r$, we write $A_1 \perp \cdots \perp A_r = \begin{pmatrix} A_1 & O & O \\ O & \ddots & O \\ O & O & A_r \end{pmatrix}$. We sometimes write $\text{diag}(A_1, \cdots, A_r)$ instead of $A_1 \perp \cdots \perp A_r$.

2. Exceptional Jordan algebras and the exceptional domain

The Cayley numbers $\mathcal{C}_\mathbb{Q}$ over $\mathbb{Q}$ is an eight-dimensional vector space over $\mathbb{Q}$ with basis $\{e_0 = 1, e_1, e_2, e_3, e_4, e_5, e_6, e_8\}$ satisfying the following rules for multiplication:

1. $xe_0 = e_0x = x$ for all $x \in \mathcal{C}_\mathbb{Q}$;
2. $e_i^2 = -e_0$ for $i = 1, \ldots, 7$;
3. $e_i(e_{i+1}e_{i+3}) = (e_{i+1}e_i)e_{i+2} = -e_0$ for any $i \mod 7$.

For each $x = \sum_{i=0}^7 x_i e_i$ with $x_i \in \mathcal{C}_\mathbb{Q}$, the mapping $x \mapsto \bar{x} := x_0e_0 - \sum_{i=1}^7 x_i e_i$ defines an anti-involution of $\mathcal{C}_\mathbb{Q}$. The trace and the norm on $\mathcal{C}_\mathbb{Q}$ are defined by

$$\text{Tr}(x) = x + \bar{x} \text{ and } N(x) = x\bar{x}.$$ 

Let $\mathfrak{o} \subset \mathcal{C}_\mathbb{Q}$ be the space of integral Cayley numbers. It is a $\mathbb{Z}$-submodule of $\mathcal{C}_\mathbb{Q}$ given by the following basis:

$$\alpha_0 = e_0, \quad \alpha_1 = e_1, \quad \alpha_2 = e_2, \quad \alpha_3 = -e_4$$

$$\alpha_4 = \frac{1}{2}(e_1 + e_2 + e_3 - e_4), \quad \alpha_5 = \frac{1}{2}(-e_0 - e_1 - e_4 + e_5)$$

$$\alpha_6 = \frac{1}{2}(-e_0 + e_1 - e_2 + e_6), \quad \alpha_7 = \frac{1}{2}(-e_0 + e_2 + e_4 + e_7).$$

For a commutative algebra $R$, we put $\mathcal{C}(R) = \mathfrak{o} \otimes_\mathbb{Z} R$. We note that $\mathcal{C}(\mathbb{Q}) = \mathcal{C}_\mathbb{Q}$. Let $\mathfrak{J}_\mathbb{Q}$ be the exceptional Jordan algebra consisting of matrices

$$X = (x_{ij})_{1 \leq i,j \leq 3} = \begin{pmatrix} a & x & y \\ \bar{x} & b & z \\ \bar{y} & \bar{z} & c \end{pmatrix}$$

with $a, b, c \in \mathbb{Q}$ and $x, y, z \in \mathcal{C}_\mathbb{Q}$. For $X_1, X_2 \in \mathfrak{J}_\mathbb{Q}$ we define $X_1 \circ X_2$ by

$$X_1 \circ X_2 = \frac{1}{2}(X_1X_2 + X_2X_1),$$
where \(X_1X_2\) and \(X_2X_1\) are the usual matrix multiplications. We define an inner product on \(\mathfrak{J}_Q \times \mathfrak{J}_Q\) by \((X_1, X_2) := \text{Tr}(X_1 \circ X_2)\). Moreover, for \(X_1 = \begin{pmatrix} a_1 & x_1 & y_1 \\ \bar{x}_1 & b_1 & z_1 \\ \bar{y}_1 & \bar{z}_1 & c_1 \end{pmatrix}\) and \(X_2 = \begin{pmatrix} a_2 & x_2 & y_2 \\ \bar{x}_2 & b_2 & z_2 \\ \bar{y}_2 & \bar{z}_2 & c_2 \end{pmatrix}\), define \(X_1 \times X_2\) by

\[
X_1 \times X_2 = \begin{pmatrix}
\frac{b_1c_2 + c_1b_2 - (\bar{z}_1z_2 + z_2\bar{z}_1)}{2} & A & B \\
\bar{A} & \frac{a_1c_2 + c_1a_2 - (\bar{y}_1y_2 + y_2\bar{y}_1)}{2} & C \\
\bar{B} & \bar{C} & \frac{a_1b_2 + b_1a_2 - (\bar{x}_1x_2 + x_2\bar{x}_1)}{2}
\end{pmatrix},
\]

where \(A = \frac{-c_1x_2 - c_2x_1 + y_1\bar{z}_2 + y_2\bar{z}_1}{2}\), \(B = \frac{-b_1y_2 - b_2y_1 + x_1\bar{z}_2 + x_2\bar{z}_1}{2}\) and 
\(C = \frac{-a_1\bar{z}_2 - a_2\bar{z}_1 + \bar{x}_1y_2 + \bar{x}_2y_1}{2}\). Then \(X_1 \circ X_2\) and \(X_1 \times X_2\) belong to \(\mathfrak{J}_Q\), and \((X_1, X_2) \in \mathfrak{J}_Q\).

We define the determinant \(\text{det} X\) and the trace \(\text{Tr}(X)\) by

\[
\text{det} X = abc – aN(z) – bN(y) – cN(x) + \text{Tr}((xz)\bar{y}), \quad \text{Tr}(x) = a + b + c.
\]

Then \(\text{det} X\) and \(\text{Tr}(x)\) belongs to \(\mathfrak{J}_Q\). We define a lattice \(\mathfrak{J}\) of \(\mathfrak{J}_Q\) by

\[
\mathfrak{J} = \{X = (x_{ij}) \in \mathfrak{J}_Q \mid x_{ii} \in \mathbb{Z} \text{ and } x_{ij} \in \mathfrak{J} \text{ for } i \neq j\},
\]

and for a commutative algebra \(R\), let \(\mathfrak{J}(R) = \mathfrak{J} \otimes_{\mathfrak{J}_Q} R\). Then an element \(X\) of \(\mathfrak{J}(R)\) is expressed as

\[
X = \begin{pmatrix} a & x & y \\ \bar{x} & b & z \\ \bar{y} & \bar{z} & c \end{pmatrix}
\]

with \(a, b, c \in R\), and \(x, y, z \in \mathfrak{C}(R)\). We note that \(\mathfrak{J}(\mathbb{Q}) = \mathfrak{J}_Q\) and \(\mathfrak{J}(\mathbb{Z}) = \mathfrak{J}\). If \(R\) is not a field, \(X_1 \circ X_2\) and \(X_1 \times X_2\) do not necessarily belong to \(\mathfrak{J}(R)\) for \(X_1, X_2 \in \mathfrak{J}(R)\), but \(X_1 \times X_1 \in \mathfrak{J}(R)\), and \((X_1, X_2) \in R\). We define

\[
\mathfrak{J}(R)^{\text{ns}} = \{X \in \mathfrak{J}(R) \mid \text{det}(X) \neq 0\},
\]

and

\[
R_3^+(R) = \{X^2 \mid X \in \mathfrak{J}(R)^{\text{ns}}\}.
\]

It is known that if \(R\) is the field \(\mathbb{R}\) of real numbers, \(R_3^+(\mathbb{R})\) is an open convex cone in \(\mathfrak{J}(\mathbb{R})\). We denote by \(\overline{R_3^+(\mathbb{R})}\) the closure of \(R_3^+(\mathbb{R})\) in \(\mathfrak{J}(\mathbb{R})\) \(\simeq \mathbb{R}^{27}\). For a subring \(A\) of \(\mathbb{R}\) set

\[
\mathfrak{J}(A)_{\geq 0} = \mathfrak{J}(A) \cap R_3^+(\mathbb{R}) \text{ and } \mathfrak{J}(A)_{> 0} = \mathfrak{J}(A) \cap \overline{R_3^+(\mathbb{R})}.
\]
We define the exceptional domain as follows:

\[ \mathcal{Z} := \{ Z = X + Y \sqrt{-1} \in \mathbb{C} | \ X, Y \in \mathbb{R}, \ Y \in \mathbb{R}_ \mathbb{R} \} \]

which is a complex analytic subspace of \( \mathbb{C}^{27} \).

3. Mass formula for the exceptional group of type \( F_4 \)

For a commutative algebra \( R \), we denote by \( GL(\mathcal{J}(R)) \) the group of \( R \)-linear transformations of \( \mathcal{J}(R) \). We sometimes denote by \( g \cdot X \) the action of \( g \in GL(\mathcal{J}(R)) \) on \( X \in \mathcal{J}(R) \). Define the group schemes \( M \) and \( M' \) over \( \mathbb{Z} \) by

\[
M(R) = \{ g \in GL(\mathcal{J}(R)) \mid \det(g \cdot X) = \nu(g) \det X \text{ with } \nu(g) \in R^\times \}
\]

and

\[
M'(R) = \{ g \in M(R) \mid \nu(g) = 1 \}.
\]

We note that our definition is the same as in [6] and also in [18]. This remark is important to compute the constant in Proposition 6.7. Any subgroup of \( M(R) \) acts on \( \mathcal{J}(R) \) in a usual manner.

We note that there is an automorphism \( g \mapsto g^* \) of \( M(R) \) of order 2 with the identity

\[
(g \cdot X, g^* \cdot Y) = (g^* \cdot X, g \cdot Y) = (X, Y) \text{ for } X, Y \in \mathcal{J}(R).
\]

We have \( g \cdot (X \times Y) = (g^* \cdot X) \times (g^* \cdot Y) \). For any \( \epsilon \in R^\times \) there is an element \( g \in M(R) \) such that \( \nu(g) = \epsilon \). As an example, the \( R \)-linear transformation

\[
\gamma(\epsilon) : \mathcal{J}(R) \ni \begin{pmatrix} a & x & y \\ \bar{x} & b & z \\ \bar{y} & \bar{z} & c \end{pmatrix} \rightarrow \begin{pmatrix} e\alpha & e\beta & y \\ e\bar{x} & e\bar{y} & z \\ e^{-1}c & e^{-1}d \end{pmatrix} \in \mathcal{J}(R)
\]

satisfies the required condition. Let \( e_{ij} \) be the \( 3 \times 3 \) matrix whose \( (a, b) \)-component is 1 for \( (a, b) = (i, j) \) and 0 otherwise. For \( x \in \mathcal{C}(R) \), let \( m_{x e_{ij}} \) be the \( R \)-linear transformation of \( \mathcal{J}(R) \) defined by

\[
m_{x e_{ij}} \cdot X = (1_3 + x e_{ji})X(1_3 + x e_{ij}) \quad \text{(usual matrix multiplication)}.
\]

Then \( m_{x e_{ij}} \) is an element of \( M(R) \) such that \( \nu(m_{x e_{ij}}) = 1 \). Put \( M = M \otimes \mathbb{Z} \mathbb{Q} \) and \( M' = M' \otimes \mathbb{Z} \mathbb{Q} \). Then \( M \) is an algebraic group over \( \mathbb{Q} \) of type \( GE_{6,2} \) and \( M' \) is the derived group of \( M \), which is a simple group of type \( E_{6,2} \). Therefore we call \( M \) and \( M' \) the group schemes of type \( GE_{6,2} \) and \( E_{6,2} \), respectively.
Recall the algebraic group $G$ of type $E_{7,3}$ over $\mathbb{Q}$ as in [1]: Let $X, X'$ be two $\mathbb{Q}$-vector spaces, each isomorphic to $J_\mathbb{Q}$, and $\Xi, \Xi'$ be copies of $\mathbb{Q}$. Let $W = X \oplus \Xi \oplus X' \oplus \Xi'$, and for $w = (X, \xi, X', \xi') \in W$, define a quartic form $Q$ on $W$ by

$$Q(w) = (X \times X, X' \times X') - \xi \det(X) - \xi' \det(X') - \frac{1}{4}((X, X') - \xi \xi')^2,$$ 

and a skew-symmetric bilinear form $\{ , \}$ by

$$\{w_1, w_2\} = (X_1, X'_2) - (X_2, X'_1) + \xi_1 \xi'_2 - \xi_2 \xi'_1.$$ 

Then

$$G(\mathbb{Q}) = \{g \in GL(W_\mathbb{Q}) | Qg = Q, g\{, \} = \{, \}\}.$$ 

The center of $G(\mathbb{R})$ is $\{ \pm \text{id} \}$ and the quotient of $G(\mathbb{R})$ by its center is the group of holomorphic automorphisms of $\mathbb{R}$. The real rank of $G$ is 3, and it is split over $\mathbb{Q}_p$ for any prime $p$, and $P = MN$ is the Siegel parabolic subgroup of $G$.

For $T \in J(\mathbb{R})$, we define a group scheme $U_T$ over $\mathbb{R}$ by

$$U_T(S) = \{g \in M(S) | g \cdot T = T\}$$

for any commutative $\mathbb{R}$-algebra $S$. By definition, $U_T(S) \subset M'(S)$. In particular, for $T \in J(\mathbb{Z})_{>0}$, put $U_T = U_T \otimes \mathbb{Z} \mathbb{Q}$. It is easy to see that $U_T$ is a connected regular algebraic group over $\mathbb{Q}$ by (geometric) fiberwise argument. Further, $U_T$ is an exceptional group of type $F_4$ [19, p.108]. Therefore we call $U_T$ the group scheme of type $F_4$. In this section, we will prove the mass formula for $U_T$ (Theorem 3.8).

We introduce the symbol $\infty$ so that $a < \infty$ for any $a \in \mathbb{Z}$ and $p^\infty = 0$. Then any $T \in J(\mathbb{Q}_p)$ is $M(\mathbb{Z}_p)$-equivalent to $e_1p^{a_1} \perp e_2p^{a_2} \perp e_3p^{a_3}$ with $a_1, a_2, a_3 \in \mathbb{Z} \cup \{ \infty \}$, $a_1 \leq a_2 \leq a_3$, and $e_i \in \mathbb{Z}_p^\times$. We put $e_i(T) = a_i$. We note that $e_i(T)$ ($i = 1, 2, 3$) is uniquely determined by the $M(\mathbb{Z}_p)$-equivalence class of $T$, and that $a_i \geq 0$ if $T \in J(\mathbb{Z}_p)$. Similarly, any $T \in J(\mathbb{Z}_p/p^n\mathbb{Z}_p)$ is $M(\mathbb{Z}_p/p^n\mathbb{Z}_p)$-equivalent to $e_1p^{a_1} \perp e_2p^{a_2} \perp e_3p^{a_3}$ with $a_1, a_2, a_3 \in \{0, 1, \ldots, n-1, \infty \}$, $a_1 \leq a_2 \leq a_3$, and $e_i \in (\mathbb{Z}_p/p^n\mathbb{Z}_p)^\times$. We again put $e_i(T) = a_i$. Again $e_i(T)$ ($i = 1, 2, 3$) is uniquely determined by the $M(\mathbb{Z}_p/p^n\mathbb{Z}_p)$-equivalence class of $T$. For $r = (r_1, r_2, r_3) \in (\mathbb{R}^\times)^3$, we define an element $\theta(r)$ of $GL(J(\mathbb{R}))$ by

$$\theta(r) : J(\mathbb{R}) \ni \begin{pmatrix} a & x & y \\ \bar{x} & b & z \\ \bar{y} & \bar{z} & c \end{pmatrix} \mapsto \begin{pmatrix} r_1^2a & r_1r_2x & r_1r_3y \\ r_1r_2\bar{x} & r_2^2b & r_2r_3z \\ r_1r_3\bar{y} & r_2r_3\bar{z} & r_3^2c \end{pmatrix} \in J(\mathbb{R}).$$
Then $\theta(r)$ is an element of $M(\mathbb{R})$ with $\nu(\theta(r)) = (r_1 r_2 r_3)^2$. We denote by $M^+(\mathbb{R})$ the subgroup of $M(\mathbb{R})$ generated by $M'(\mathbb{R})$ and $\theta((\mathbb{R}^\times)^3)$.

**Lemma 3.1.**

1. Let $K = \mathbb{R}$ or $\mathbb{Q}$, and $T \in \mathfrak{F}(K)_{> 0}$.
   
   1.1 Then $T \sim_{M(K)} 13$. In particular, for $T \in R^+_3(\mathbb{R})$ we have $T \sim_{M^+(\mathbb{R})} 13$.
   
   1.2 Suppose that $\det T = d$. Then $T \sim_{M'(K)} 1 \perp 1 \perp d$.

2. Let $T \in \mathfrak{F}(\mathbb{Q}_p)^{ns}$.

   2.1 Then we have
   
   $$T \sim_{M(\mathbb{Q}_p)} 13, \quad T \sim_{M(\mathbb{Z}_p)} p^{\varepsilon_1(T)} \perp p^{\varepsilon_2(T)} \perp p^{\varepsilon_3(T)}.$$

   2.2 Suppose that $\det T = d$. Then,
   
   $$T \sim_{M'(\mathbb{Q}_p)} 1 \perp 1 \perp d, \quad T \sim_{M'(\mathbb{Z}_p)} p^{\varepsilon_1(T)} \perp p^{\varepsilon_2(T)} \perp c p^{\varepsilon_3(T)}$$
   
   with $c = d p^{-\varepsilon_1(T)-\varepsilon_2(T)-\varepsilon_3(T)}$. Here $c$ is uniquely determined by $T$.

3. Let $T \in \mathfrak{F}(\mathbb{Z}_p/p^n\mathbb{Z}_p)$. Then

   $$T \sim_{M(\mathbb{Z}_p/p^n\mathbb{Z}_p)} p^{\varepsilon_1(T)} \perp p^{\varepsilon_2(T)} \perp p^{\varepsilon_3(T)}.$$

**Proof.** The assertion (1) and the first part of (2.1) follow from [19, Proposition 1]. To prove the second part of (2), let $T \in \mathfrak{F}(\mathbb{Q}_p)$ with $\det T = p^{\varepsilon_1(T)+\varepsilon_2(T)+\varepsilon_3(T)}$ and $\epsilon \in \mathbb{Z}_p^\times$. Then there is an element $g_1 \in M(\mathbb{Z}_p)$ with $\nu(g_1) = \epsilon$, and hence $\det(g_1 \cdot T) = 1$. The (1,1)-component of $g_1 \cdot T$ is expressed as $p^{a_1} \epsilon_1$ with $\epsilon_1 \in \mathbb{Z}_p^\times, a_1 = e_1(T)$. Then there is an element $\xi \in C(\mathbb{Z}_p)$ such that $a_1 + N(\xi) = 1$. Then, $m_{\xi e_{21}} \cdot T$ is of the form $p^{e_{11}(T)} \begin{pmatrix} 1 & x & y \\ \bar{x} & * & * \\ \bar{y} & * & * \end{pmatrix}$ with $x, y \in C(\mathbb{Z}_p)$.

Then $(m_{-x e_{12}} m_{-y e_{13}}) \cdot (m_{\xi e_{21}} \cdot T)$ is of the form $\begin{pmatrix} p^{e_{11}(T)} & 0 & 0 \\ 0 & p^{e_{22}(T)} b & p^{e_2(T)} z \\ 0 & p^{e_2(T) z} & p^{e_2(T)} c \end{pmatrix}$ with $b, c \in \mathbb{Z}_p, z \in C(\mathbb{Z}_p)$. Repeating this process, there is an element $g' \in M(\mathbb{Z}_p)$ such that $\nu(g') = 1$ and $g' \cdot (g_1 \cdot T) = \begin{pmatrix} p^{e_{11}(T)} & 0 & 0 \\ 0 & p^{e_{22}(T)} c & 0 \\ 0 & 0 & c' \end{pmatrix}$ with $c' \in \mathbb{Q}_p$. Since $\det(g_1 \cdot T) = p^{e_1(T)+e_2(T)+e_3(T)}$, we have $c' = p^{e_3(T)}$. This proves the second part of the assertion (2.1). The assertions (2.2) and (3) can be proved similarly. \qed
Corollary 3.2. Let $T_1$ and $T_2$ be elements of $\mathfrak{H}(\mathbb{Z})^{ns}$, and let $n$ be an integer such that $n \geq e_3(T_1) + 1$. Suppose that $T_2 \equiv g \cdot T_1 \mod p^n\mathfrak{H}(\mathbb{Z}_p)$ with some $g \in \mathcal{M}(\mathbb{Z}_p)$. Then, we have $T_2 \sim_{\mathcal{M}(\mathbb{Z}_p)} T_1$. In particular, if $T_2 \equiv T_1 \mod p^n\mathfrak{H}(\mathbb{Z}_p)$, then $T_2 \sim_{\mathcal{M}(\mathbb{Z}_p)} T_1$.

Let $T$ be an element of $\mathfrak{H}(\mathbb{Z})_{>0}$. For $T' \sim_{\mathcal{M}'(\mathbb{Z})} T$, we say that $T'$ belongs to the same $\mathbf{M}_A$-genus as $T$ and write $T' \approx T$ if $T' \sim_{\mathcal{M}'(\mathbb{Z}_p)} T$ for any prime number $p$. For $T \in \mathfrak{H}(\mathbb{Z})_{>0}$, let

$$\mathfrak{I}(T) = \{ T' \in \mathfrak{H}(\mathbb{Z})_{>0} \mid T' \approx T \}.$$ 

Put

$$\text{Mass}(T) = \sum_{T' \in \mathfrak{I}(T)/\mathcal{M}'(\mathbb{Z})} \frac{1}{\epsilon(T')} ,$$

where $\epsilon(T') = \# U_{T'}(\mathbb{Z})$. For an algebraic variety $V$ over $\mathbb{Q}$ of dimension $n$, let $\Omega_V$ the $\mathbb{Q}$-vector space of rational differential forms of degree 1. We also define the top form $\wedge^\text{top} \Omega_V$ on $V$ as $\wedge^n \Omega_V$.

Let $H$ be an algebraic group over $\mathbb{Q}$ acting on $V$ on the left. Then we denote by $(\wedge^\text{top} \Omega_V)^H$ the $\mathbb{Q}$-vector space of $H$-invariant rational differential forms of degree $n$. In particular, if $V = H$, we write $(\wedge^\text{top} \Omega_H)^H$ as $(\wedge^\text{top} \Omega_{H})^{\text{inv}}$. Let $\mathcal{P}$ be the set of all prime numbers. For the symbol $\infty$ we make the convention that $\mathbb{Z}_\infty = \mathbb{Q}_\infty = \mathbb{R}$. From now on, we normalize the measure $|dt|_p$ on $\mathbb{Q}_p$ for $p \in \mathcal{P}$ so that

$$\int_{\mathbb{Z}_p} |dt|_p = 1 .$$

We also take the usual Euclidean measure $dt$ on $\mathbb{R}$ as $|dt|_\infty$.

For an element $\omega \in \wedge^\text{top} \Omega_V$ and $p \in \mathcal{P} \cup \{ \infty \}$, we denote by $|\omega|_p$ the measure $V \otimes_{\mathbb{Q}} \mathbb{Q}_p$ induced from $\omega$. For an element $\omega \in (\wedge^\text{top} \Omega_V)^H$ define the Tamagawa measure $|\omega|_A$ on $V_A$ as

$$|\omega|_A = |\omega|_\infty \prod_{p<\infty} \lambda_p |\omega|_p ,$$

where $\{ \lambda_p \}_{p \in \mathcal{P}}$ is a set of convergence factors. We note that $|\omega|_A$ does not depend on the choice of $\omega$ but depends on $\{ \lambda_p \}_{p \in \mathcal{P}}$. Let $H$ be an algebraic group, and $\omega$ the Tamagawa measure on $H$. We then define the Tamagawa number $\tau(H)$ as

$$\tau(H) = \int_{H_A/H(\mathbb{Q})} |\omega|_A .$$

Now in order to give the mass formula for the exceptional group of type $F_4$, for an element $T \in \mathfrak{H}(\mathbb{Z})_{>0}$, we take an element $\omega_T$ of $(\wedge^\text{top} \Omega_{U_T})^{\text{inv}}$ suitably. Let $H$ be a group (resp. a group
scheme) acting on a set (resp. a scheme) $S$. Then, for $s \in S$, we denote by $O_H(s)$ the orbit (resp. the orbit scheme) of $s$ under $H$, that is

$$O_H(s) = \{ g \cdot s \mid g \in H \}.$$  

We take $\omega_T$ on $U_T$ in the following way: We take non-zero elements $dg \in (\wedge^{\text{top}} \Omega_M)^{\text{inv}}$ and $\eta_T = \eta_T(x) \in (\wedge^{\text{top}} \Omega_{M/U_T})^M$, and define an element $\omega_T \in (\wedge^{\text{top}} \Omega_{U_T})^\text{inv}$ as

$$\omega_T = dg/\eta_T.$$  

To be more precise, we observe the natural quotient $\pi : M \rightarrow M/U_T$ which is smooth by fiberwise argument. Note that the quotient $M/U_T$ does exist by [22, Théorème 10.1.2] and it is also regular by fiberwise argument again. Applying [2, Proposition 5 in Chapter 2, p.36], we have the following exact sequence of locally free sheaves on $M$:

$$0 \rightarrow \pi^* \Omega_{M/U_T} \rightarrow \Omega_M \rightarrow \Omega_{M/(M/U_T)} \rightarrow 0,$$  

where $\Omega_{M/U_T}$ and $\Omega_M$ denote the sheaves of differentials on $M/U_T$ and $M$, respectively, and $\Omega_{M/(M/U_T)}$ denote the sheaf of differentials on $M$ over $M/U_T$. Then it follows from fiberwise argument that $\Omega_{M/(M/U_T)} = i_* \Omega_{U_T}$ where $i : U_T \hookrightarrow M$ is the natural inclusion. The above exact sequence yields, on top forms,

$$\wedge^{\text{top}} \Omega_M = \wedge^{\text{top}} \pi^* \Omega_{M/U_T} \otimes_{\Omega_M} \wedge^{\text{top}} i_* \Omega_{U_T}.$$  

Since $\wedge^{\text{top}} \Omega_M$, $\wedge^{\text{top}} \pi^* \Omega_{M/U_T}$, and $\wedge^{\text{top}} i_* \Omega_{U_T}$ are all invertible, we have the desired form on $U_T$ as above.

Now consider the following exact sequence

$$1 \rightarrow M' \rightarrow M \rightarrow GL_1 \rightarrow 1.$$  

Let $\frac{dt}{T}$ be the canonical invariant differential form on $GL_1$. Then we can define the differential form $dg'$ on $M'$ by $\frac{dt}{T} = dg/dg'$. We can also define the differential form $dg'_T$ on $M'/U_T$ in a similar way. We note that we also have

$$\omega_T = dg'/\eta'_T.$$  

Let $M_p = M \otimes_{\mathbb{Z}} \mathbb{Z}_p$ and $M'_p = M' \otimes_{\mathbb{Z}} \mathbb{Z}_p$. 

Lemma 3.3. Let $n$ be a positive integer. Then,

$$\#M(\mathbb{Z}_p/p^n\mathbb{Z}_p) = p^{79(n-1)}#M(\mathbb{Z}_p/p\mathbb{Z}_p),$$

and

$$\#M'(\mathbb{Z}_p/p^n\mathbb{Z}_p) = p^{78(n-1)}#M(\mathbb{Z}_p/p\mathbb{Z}_p).$$

Moreover we have

$$\#M(\mathbb{Z}_p/p\mathbb{Z}_p) = p^{36}(p^{12} - 1)(p^9 - 1)(p^8 - 1)(p^6 - 1)(p^5 - 1)(p^2 - 1)(p - 1),$$

and

$$\#M'(\mathbb{Z}_p/p\mathbb{Z}_p) = p^{36}(p^{12} - 1)(p^9 - 1)(p^8 - 1)(p^6 - 1)(p^5 - 1)(p^2 - 1).$$

Proof. The schemes $M_p$ and $M'_p$ are smooth over $\mathbb{Z}_p$ and their dimensions are 79 and 78, respectively. Thus the first assertion can be proved by a standard method. Since $M$ and $M'$ are algebraic groups over $\mathbb{Q}$ of types $GE_6$ and $E_{6,2}$, respectively, we have

$$\#M(\mathbb{Z}_p/p\mathbb{Z}_p) = (p - 1)\#M'(\mathbb{Z}_p/p\mathbb{Z}_p)$$

and

$$\#M'(\mathbb{Z}_p/p\mathbb{Z}_p) = \gcd(3, p - 1)\#E_6(p),$$

where $E_6(p)$ is a finite Chevalley group of type $E_6$ over $\mathbb{F}_p$. Thus the assertion follows from [3, Theorem 9.4.10].

From now on, for each prime number $p$, put $\delta_p = (1 - p^{-2})(1 - p^{-5})(1 - p^{-6})(1 - p^{-8})(1 - p^{-9})(1 - p^{-12}).$

Lemma 3.4. Let $dg$ and $dg'$ be as above. Then for any prime number $p$, we have

$$\int_{M(\mathbb{Z}_p)} |dg|_p = (1 - p^{-1})\int_{M'(\mathbb{Z}_p)} |dg'|_p.$$ 

Moreover, there exists a finite set $S$ of prime numbers (depending on $dg$) such that for any prime number $p \not\in S$, we have

$$\int_{M'(\mathbb{Z}_p)} |dg'|_p = \delta_p.$$ 

Proof. The first assertion follows from the definition of $dg$ and $dg'$. The second assertion follows from Lemma [33] and [23, Theorem 2.2.5].
Lemma 3.5. Let
\[ v(M'(\mathbb{Z})) = \int_{M'(\mathbb{R})/M'(\mathbb{Z})} |dg'|_\infty, \]
and \( d_0 = \prod_{p < \infty} \frac{\delta_p}{\int_{M'(\mathbb{Z}_p)} |dg'_p|} \). Then we have
\[ v(M'(\mathbb{Z})) = d_0 \zeta(2) \zeta(5) \zeta(6) \zeta(8) \zeta(9) \zeta(12). \]

Proof. Since \( M' \) is simply connected and \( M'(\mathbb{R}) \) is not compact, the strong approximation holds (cf. [20]), and so we have
\[ M'_\mathbb{A} = M'(\mathbb{R}) \prod_{p < \infty} M'(\mathbb{Z}_p)M'(\mathbb{Q}). \]
Moreover, by [19] we have \( \tau(M') = 1 \). Hence by Lemma 3.4, we have
\[ \tau(M') = \int_{M'_\mathbb{A}/M'(\mathbb{Q})} |dg'_{\mathbb{A}}| = \prod_{p < \infty} \int_{M'(\mathbb{Z}_p)} |dg'_p| \int_{M'(\mathbb{R})/M'(\mathbb{Z})} |dg'|_\infty \]
\[ = \prod_{p < \infty} (1 - p^{-2})(1 - p^{-5})(1 - p^{-6})(1 - p^{-8})(1 - p^{-9})(1 - p^{-12}) \times d_0^{-1} v(M'(\mathbb{Z})) = 1. \]
This proves the assertion. \( \square \)

We define a scheme \( J \) over \( \mathbb{Z} \) and its subscheme \( J^{\text{ns}} \) by
\[ J(R) = 3(R) \text{ and } J^{\text{ns}}(R) = 3(R)^{\text{ns}} \]
for a commutative algebra \( R \) and put \( J = J \otimes_{\mathbb{Z}} \mathbb{Q} \) and \( J^{\text{ns}} = J^{\text{ns}} \otimes_{\mathbb{Z}} \mathbb{Q} \), respectively. We use the same symbol \( \omega \) to denote the restriction of \( \omega \in \wedge^{\text{top}} \Omega_J \) to \( J^{\text{ns}} \). We regard \( J \) as the 27-dimensional affine space with coordinates \( x_1, \ldots, x_{27} \), and we define a differential form \( d\sigma(x) \) and an \( M \)-invariant differential form \( \eta = \eta(x) \) on \( J \) as \( d\sigma(x) = \wedge_{i=1}^{27} dx_i \), and \( \eta(x) = (\det x)^{-9} d\sigma(x) \), respectively. We note that
\[ \int_{J(\mathbb{Z}_p)} |d\sigma(x)|_p = 1. \]
Now take a non-zero element \( T \) of \( J(\mathbb{Z})_{>0} \), and let \( J_T \) denote the orbit of \( T \) under \( M \). We denote by \( \eta(g \cdot T) \) (\( g \in M \)) the restriction of \( \eta \) to \( J_T \). Let
\[ f_T : M \in g \longrightarrow g \cdot T \in J^{\text{ns}} \]
be a morphism of varieties. Then, \( f_T \) induces an \( M \)-equivariant isomorphism from \( M/U_T \) to \( J_T \) (cf. [22] Théorème 10.1.2] for the existence of the quotient \( M/U_T \) as a variety over \( \mathbb{Q} \) and for \( f_T \) to be revealed as an isomorphism). With this isomorphism, we identify \( M/U_T \) with \( J_T \) and we
take $\eta(g \cdot T)$ as an element $\eta_T$ of $(\wedge^{top} \Omega_{M/U_T}^M)$. Then we can choose the differential form $dg$ on $M$ so that

$$\int_{M(Q_v)} f(g)|dg|_v = \int_{\mathcal{O}_M(T)} |\eta(g \cdot T)|_v \int_{U_T} f(gh)|\omega_T(h)|_v,$$

for any (finite or infinite) place of $\mathbb{Q}$ and $f \in L^1(M(Q_v), |dg|_v)$ (cf. [21, page 145, line 17]). Here we note that $M$ is unimodular. We also denote by $J'_T$ by the orbit of $T$ under $M'$. Let

$$f'_T : M' \in g \rightarrow g \cdot T \in J'^{\text{ns}}$$

be a morphism of varieties. Then, $f'_T$ induces an $M'$-equivariant isomorphism from $M'/U_T$ to $J'_T$. Let $dg'$ be the differential form of $M'$ constructed from $dg$ as before. Then, in the same way as above, we can choose a non-zero element $\omega'$ of $(\wedge^{top} \Omega_{M'/U_T}^{M'})$ so that

$$\int_{M'(Q_v)} f(g')|dg'|_v = \int_{\mathcal{O}_{M'}(T)} |\omega'(g' \cdot T)|_v \int_{U_T} f(gh)|\omega_T(h)|_v,$$

for any (finite or infinite) place of $\mathbb{Q}$ and $f \in L^1(M'(Q_v), |dg'|_v)$.

For $T \in M(\mathbb{Z}_p)^{\text{ns}}$, we note that $\int_{\mathcal{O}_{M(\mathbb{Z}_p)}(T)} |d\sigma(x)|_p \neq 0$.

**Definition 3.6.** For $T \in M(\mathbb{Z}_p)^{\text{ns}}$ we define the local density $\beta_p(T)$ of $T$ by

$$\beta_p(T) = \frac{(1 - p^{-1})\delta_p}{\int_{\mathcal{O}_{M(\mathbb{Z}_p)}(T)} |d\sigma(x)|_p}.$$

We also define $\alpha_p(T)$ by

$$\alpha_p(T) = \int_{\mathcal{O}_{M'/(\mathbb{Z}_p)}(T)} |\omega'(g' \cdot T)|_p.$$

By definition, $\alpha_p(T)$ is uniquely determined by the $M'(\mathbb{Z}_p)$-equivalence class of $T$, and $\beta_p(T)$ is uniquely determined by the $M(\mathbb{Z}_p)$-equivalence class of $T$. This is an analogue of the local density of a quadratic form as will be explained in Section 6. We also note that $\#\mathcal{O}_{M(\mathbb{Z}_p/p^m\mathbb{Z}_p)}(T) \neq 0$ for $T \in J(\mathbb{Z}_p/p^n\mathbb{Z}_p)^{\text{ns}}$. For $T \in J(\mathbb{R})_{>0}$, we define $\beta_\infty(T)$ by

$$\beta_\infty(T) = \int_{U_T(\mathbb{R})} |\omega_T|_\infty.$$

**Theorem 3.7.** (1) Let $p$ be a prime number and let $T \in J(\mathbb{Z}_p)^{\text{ns}}$. Then we have

$$\alpha_p(T) = \frac{|\det T|^p \delta_p}{\beta_p(T)},$$
and for a positive integer \( n \) such that \( n \geq e_3(T) + 1 \),
\[
\beta_p(T) = \delta_p(1 - p^{-1}) \frac{p^{27n}}{\#(\mathcal{O}_M/Z_p^\alpha)^{(T)})},
\]
where \( T = T \mod p^n \mathcal{Z}_p \). In particular, \( \alpha_p(T) \) is uniquely determined by the \( M(Z_p) \)-equivalence class of \( T \).

(2) Let \( T \in \mathcal{J}(\mathbb{R}) \). Then \( \beta_{\infty}(T) = c_0^{-1} \), where \( c_0 \neq 0 \) is independent of \( T \).

**Proof.** (1) By applying the formula (3.3) to the case when \( f \) is the characteristic function of \( \mathbb{Z}_p \), we have
\[
\int_{\mathcal{O}_M(T)} |d\theta'_{p}| = \int_{\mathcal{O}_M(T)} |\omega'(g' \cdot T)|_{p} \int_{\mathcal{U}_T} |\omega_T|_{p}.
\]
Similarly we have
\[
\int_{\mathcal{O}_M(T)} |d\eta|_{p} = \int_{\mathcal{O}_M(T)} |\eta(\theta \cdot T)|_{p} \int_{\mathcal{U}_T} |\omega_T|_{p}.
\]
By Lemma 3.4, we have
\[
\int_{\mathcal{O}_M(T)} |\eta(\theta \cdot T)|_{p} = (1 - p^{-1}) \int_{\mathcal{O}_M(T)} |\omega'(g' \cdot T)|_{p}.
\]
We note that \( |\det x|_{p} = |\det T|_{p} \) for any \( x \in \mathcal{O}_M(T) \), and hence we have
\[
\int_{\mathcal{O}_M(T)} |\eta(\theta \cdot T)|_{p} = \int_{\mathcal{O}_M(T)} |\det x|_{p}^{-9} |d\sigma(x)|_{p} = |\det T|_{p}^{-9} \int_{\mathcal{O}_M(T)} |d\sigma(x)|_{p}.
\]
This proves the first assertion.

Now for a positive integer \( n \), we have
\[
\int_{\mathcal{O}_M(T)} |d\sigma(x)|_{p} = \sum_{a \in \mathbb{Z}_p/p^n \mathbb{Z}_p} \int_{(a + p^n \mathcal{Z}_p) \cap \mathcal{O}_M(T)} |d\sigma(x)|_{p}.
\]
By Corollary 3.2, we have \((a + p^n \mathcal{Z}_p) \cap \mathcal{O}_M(T) = a + p^n \mathcal{Z}_p \) or \( \emptyset \), and \( \int_{a + p^n \mathcal{Z}_p} |d\sigma(x)|_{p} = p^{-27n} \). Hence we have
\[
\int_{\mathcal{O}_M(T)} |d\sigma(x)|_{p} = p^{-27n} \sum_{a \in \mathbb{Z}_p/p^n \mathbb{Z}_p} 1 = p^{-27n} \#(\mathcal{O}_M/Z_p^\alpha)^{(T)})).
\]
(2) We take \( \phi_T(g) = \exp(-\text{tr}(g \cdot T))\chi_{\mathcal{M}^+(\mathbb{R}})(g) \) \( (g \in \mathcal{M}^+(\mathbb{R}) \), where \( \chi_{\mathcal{M}^+(\mathbb{R}}(g) \) is the characteristic function of \( \mathcal{M}^+(\mathbb{R}) \). Then, by (3.2), we have
\[
\int_{\mathcal{M}(\mathbb{R})} \phi_T(g) |dg|_{\infty} = \int_{\mathcal{M}(\mathbb{R}) \cdot T} |\eta(\theta \cdot T)|_{\infty} \int_{\mathcal{U}_T(\mathbb{R})} \phi_T(gu) |\omega_T|_{\infty}.
\]
Since we have $\phi_T(gu) = \phi_T(g)$ for any $g \in M(\mathbb{R})$ and $u \in U_T(\mathbb{R})$, $\phi_T(g)$ is uniquely determined by the orbit $g \cdot T$, and we write it as $\tilde{\phi}(g \cdot T)$. Then we have

$$\int_{M(\mathbb{R})} \phi_T(g)dg_{\infty} = \int_{M(\mathbb{R}) \cdot T} |\tilde{\phi}(g \cdot T)|\eta(g \cdot T)|_{\infty} \int_{U_T(\mathbb{R})} |\omega_T|_{\infty}.$$ 

That is, we have

$$\beta_{\infty}(T) = \frac{\int_{M(\mathbb{R})} \phi_T(g)dg_{\infty}}{\int_{M(\mathbb{R}) \cdot T} \phi(g \cdot T)|\eta(g \cdot T)|_{\infty}}.$$ 

There is an element $g_0 \in M^+(\mathbb{R})$ such that $T = g_0 \cdot 1_3$. Then, $\phi_T(g) = \phi_{1_3}(g)$. Since $dg_{\infty}$ is also right invariant, we have

$$\int_{M(\mathbb{R})} \phi_T(g)dg_{\infty} = \int_{M(\mathbb{R})} \phi_{1_3}(g)dg_{\infty}.$$ 

Moreover, we have the measure preserving mapping

$$M(\mathbb{R}) \cdot T \ni g \cdot T \longrightarrow g_0^{-1}g g_0 \cdot 1_3 \in M(\mathbb{R}) \cdot 1_3,$$

and $|\eta(g \cdot 1_3)|_{\infty}$ is right $M(\mathbb{R})$-invariant. Hence we have

$$\int_{M(\mathbb{R}) \cdot T} \tilde{\phi}(g \cdot T)|\eta(g \cdot T)|_{\infty} = \int_{M(\mathbb{R}) \cdot (g_0^{-1}1_3)} \tilde{\phi}(g g_0 \cdot 1_3)|\eta(g \cdot (g_0 \cdot 1_3)|_{\infty}$$

$$= \int_{(g_0^{-1}1_3) \cdot M(\mathbb{R}) g_0} \tilde{\phi}(g_0^{-1}g g_0 \cdot 1_3)|\eta((g_0^{-1}g g_0) \cdot 1_3)|_{\infty}$$

$$= \int_{M(\mathbb{R}) \cdot 1_3} \tilde{\phi}(g \cdot 1_3)|\eta(g \cdot 1_3)|_{\infty}.$$ 

Hence, putting $c_0 = \beta_{\infty}(1_3)^{-1}$, we have

$$\beta_{\infty}(T) = \frac{\int_{M(\mathbb{R})} \phi_{1_3}(g)dg_{\infty}}{\int_{M(\mathbb{R}) \cdot 1_3} \phi(g \cdot 1_3)|\eta(g \cdot 1_3)|_{\infty}} = c_0^{-1}.$$ 

\[\square\]

**Theorem 3.8.** (Mass-formula) Let $T$ be an element of $\mathfrak{F}(\mathbb{Z})_{>0}$. Put $c = c_0\delta_0$, where $\delta_0$ is as in Lemma 3.7. Then we have

$$\text{Mass}(T) = c\frac{(\det T)^9}{\prod_{p<\infty} \beta_p(T)}.$$ 

**Proof.** Let $T_1, \ldots, T_h$ be a complete set of $\mathcal{M}(\mathbb{Z})$-classes in the genus of $T$. Since $U_T$ is an exceptional group of type $F_4$, which is connected and semi-simple, by [21, Corollary 2.2], we have

$$\tau(U_T) \prod_{p<\infty} \alpha_p(T) = \frac{1}{v(M'(\mathbb{Z}))} \sum_{i=1}^h \int_{U_{T_i}(\mathbb{R}) \cdot U_{T_i}(\mathbb{Z})} |\omega_{T_i}|_{\infty} = \frac{1}{v(M'(\mathbb{Z}))} \sum_{i=1}^h \frac{\beta_{\infty}(T_i)}{\#U_{T_i}(\mathbb{Z})}.$$
By [19], we have $\tau(U_T) = 1$. Thus the assertion follows from Lemma 3.5 and Theorem 3.7. □

We will determine the constant $c$ in Proposition 6.7. For $p \leq \infty$, let $\iota_p : \mathcal{J}(\mathbb{Q}) \rightarrow \mathcal{J}(\mathbb{Q}_p)$ be the natural embedding, and let $\varphi : \mathcal{J}(\mathbb{Q}) \rightarrow \prod_{p \leq \infty} \mathcal{J}(\mathbb{Q}_p)$ be the diagonal embedding.

**Proposition 3.9.**

(1) Let $(T_p)$ be an element of $\prod_{p \leq \infty} \mathcal{J}(\mathbb{Q}_p)$. Suppose that there is a positive integer $d$ such that $\det T_p = d$ for any $p$. Then there is an element $T \in \mathcal{J}(\mathbb{Q})_{>0}$ such that $\iota_p (T) = g_p \cdot T_p$ with some $g_p \in \mathcal{M}(\mathbb{Q}_p)$ for any $p$.

(2) Let $T \in \mathcal{J}(\mathbb{Z})_{ns}$. Then there is an element $\widetilde{T} \in \mathcal{J}(\mathbb{Z})_{>0}$ such that $\widetilde{T} \sim_{\mathcal{M}(\mathbb{Z}_p)} T$ and $\mathrm{ord}_q (\det \widetilde{T}) = 0$ for $q \neq p$.

**Proof.** (1) By Lemma 3.1 (1), we have $T_p \sim_{\mathcal{M}(\mathbb{Q}_p)} 1 \perp 1 \perp d$.

This proves the assertion.

(2) Put $\widetilde{T} = p^{e_1(T)} \perp p^{e_2(T)} \perp p^{e_3(T)}$. Then, by Lemma 3.1 (2), $\widetilde{T}$ satisfies the required condition. □

Let

$$\mathcal{J} = \prod_p (\mathcal{J}(\mathbb{Z}_p) / \mathcal{M}(\mathbb{Z}_p)).$$

Then $\varphi$ induces a mapping from $\mathcal{J}(\mathbb{Z})_{>0} / \prod_p \mathcal{M}(\mathbb{Z}_p)$ to $\mathcal{J}$, which will be denoted also by $\varphi$. For $d \in \mathbb{Z}_p \setminus \{0\}$, put

$$\mathcal{J}(d, \mathbb{Z}_p) = \{ T \in \mathcal{J}(\mathbb{Z}_p) \mid \det T = d \}.$$

Moreover, for a positive integer $d$, put

$$\mathcal{J}(d, \mathbb{Z}) = \{ T \in \mathcal{J}(\mathbb{Z}) \mid \det T = d \},$$

and

$$\mathcal{J}(d) = \prod_p (\mathcal{J}(d, \mathbb{Z}_p) / \mathcal{M}(\mathbb{Z}_p)).$$

**Proposition 3.10.** The mapping $\varphi$ induces a bijection from $\mathcal{J}(d, \mathbb{Z})_{>0} / \prod_p \mathcal{M}(\mathbb{Z}_p)$ to $\mathcal{J}(d)$.

**Proof.** It is clear that $\varphi$ is injective. Let $(x_p) \in \mathcal{J}(d)$. Then, by Proposition 3.9, there is an element $y \in \mathcal{J}(\mathbb{Q})_{>0}$ such that $x_p = g_p \cdot y$ with some $g_p \in \mathcal{M}(\mathbb{Q}_p)$ for any prime number $p$. For
$p$ not dividing $d$, we may assume that $g_p \in \mathcal{M}'(\mathbb{Z}_p)$. Hence $(g_p)$ defines an element of the finite part $\mathcal{M}_{A_f}'$ of $\mathcal{M}_A'$. By the strong approximation theorem,

$$\mathcal{M}_A' = \mathcal{M}'(\mathbb{R}) \prod_{p<\infty} \mathcal{M}'(\mathbb{Z}_p)\mathcal{M}'(\mathbb{Q}).$$

Hence there exist elements $\gamma \in \mathcal{M}'(\mathbb{Q}), \gamma_{\infty} \in \mathcal{M}'(\mathbb{R})$ and $(\gamma_p) \in \prod_{p<\infty} \mathcal{M}'(\mathbb{Z}_p)$ such that $(g_p) = \gamma_{\infty}(\gamma_p)\gamma$. Put $x = \gamma \cdot y$. Then $x$ belongs to $\mathcal{J}(d, \mathbb{Z})$ and $\varphi(x) = (x_p)$. This proves the surjectivity of $\varphi$.

□

4. Analytic properties of Rankin-Selberg series

For a complex number $x$, we put $e(x) = \exp(2\pi \sqrt{-1}x)$. As in Section 2, $\mathcal{M}(\mathbb{R})$ acts on $\mathcal{J}(\mathbb{R})$ in a usual manner, and $d^*Y = \det(Y)^{-9}dY$ is the $\mathcal{M}(\mathbb{R})$-invariant measure in $R_3^+(\mathbb{R})$ with this action. However, $g \cdot Y \not\in R_3^+(\mathbb{R})$ for $Y \in R_3^+(\mathbb{R})$ in general. Therefore, we define a new action $\ast'$ of $\mathcal{M}(\mathbb{R})$ on $\mathcal{J}(\mathbb{R})$ as

$$\mathcal{M}(\mathbb{R}) \times \mathcal{J}(\mathbb{R}) \ni (g, Y) \mapsto g \ast' Y = \nu(g)g \cdot Y \in \mathcal{J}(\mathbb{R}).$$

This action induces an action of $\mathcal{M}(\mathbb{R})$ on $R_3^+(\mathbb{R})$. For a subgroup $H$ of $\mathcal{M}(\mathbb{R})$ and a subset $S$ of $R_3^+(\mathbb{R})$, we denote by $S//H$ the $H$-equivalence classes of $S$ under the action $\ast'$. We also define an action of $\mathcal{M}(\mathbb{R})$ on $\mathcal{F}$ as

$$\mathcal{F} \ni Z = X + \sqrt{-1}Y \mapsto g \ast Z = g \cdot X + \sqrt{-1}g \cdot Y.$$  

Recall $d^*Z = \det(Y)^{-18}dXdY$ is the $\mathcal{G}(\mathbb{R})$-invariant measure in $\mathcal{F}$, and $d^*Y = \det(Y)^{-9}dY$ is the $\mathcal{M}(\mathbb{R})$-invariant measure in $R_3^+(\mathbb{R})$ with the action $\ast'$. Let $\mathcal{F}$ be a fundamental domain for the action of $\Gamma = \mathcal{G}(\mathbb{Z})$ on $\mathcal{F}$. Let $\mathcal{R}$ be a fundamental domain for the action of $\mathcal{M}(\mathbb{Z})$ on $R_3^+(\mathbb{R})$. Let $\Gamma_{\infty} = \Gamma \cap \mathcal{P}(\mathbb{Q})$. Then

$$\mathcal{F}_{\infty} = \{Z = X + \sqrt{-1}Y \in \mathcal{F} | X \mod 1, Y \in \mathcal{R}\},$$

is a fundamental domain for the action of $\Gamma_{\infty}$ on $\mathcal{F}$.

Let $F$ be a cusp form of weight $k$ on the exceptional domain $\mathcal{F}$ with respect to $\Gamma$, namely, $F$ is a holomorphic function on $\mathcal{F}$, and for $\gamma \in \Gamma$ and $Z \in \mathcal{F}$,

$$F(\gamma Z) = j(\gamma, Z)^k F(Z),$$
where $j(\gamma, Z)$ is the canonical factor of automorphy, which satisfies the usual property: $\det(Im(\gamma Z)) = \det(Im(Z))|j(\gamma, Z)|^{-2}$. Also we have the Fourier expansion

$$F(Z) = \sum_{T \in J(Z) > 0} a_F(T)e((T, Z)).$$

Recall the Petersson inner product: For $F, G$ modular forms of weight $k$, one of them being a cusp form, let

$$\langle F, G \rangle = \int \overline{F}(Z)G(Z) \det(Y)^k d^* Z.$$ 

For two cusp forms $F, G$ of weight $k$, define

$$R(s, F, G) = \sum_{T \in J(Z) > 0/M(Z)} \frac{a_F(T)a_G(T)}{\epsilon(T)\det(T)^s},$$

where $\epsilon(T) = \#U_T(Z)$ is as in (3.1). We note that

$$R(s, F, G) = \sum_{T \in J(Z) > 0/M'(Z)} \frac{a_F(T)a_G(T)}{\epsilon(T)\det(T)^s}.$$

Recall the Eisenstein series from [17].

$$E(Z, s) = \det(Y)^s \sum_{\gamma \in \Gamma_{\infty}\backslash\Gamma} |j(\gamma, Z)|^{-2s}.$$

**Theorem 4.1.** [17] Let $\Psi(s) = \xi(2s)\xi(2s-4)\xi(2s-8)(2s-2)(2s-4)E(Z, s)$, where $\xi(s) = \pi^{-\frac{s}{2}}\Gamma\left(\frac{s}{2}\right)\zeta(s)$. Then $\Psi(s)$ can be continued to a meromorphic function in $s \in \mathbb{C}$ with a simple pole at $s = 0, \frac{1}{2}, \frac{5}{2}, 4, 5, \frac{13}{2}, \frac{17}{2}, 9$, and satisfies the functional equation $\Psi(9-s) = \Psi(s)$. Only the residues at $s = 0, 9$ are constants. The residue of $E(Z, s)$ at $s = 9$ is

$$\frac{\xi(5)\xi(9)}{28\xi(10)\xi(14)\xi(18)}.$$

We prove

**Theorem 4.2.** Suppose $F, G$ are cusp forms of weight $k$. Then for $\Re(s) \gg 0$, $R(s, F, G)$ converges absolutely, and in this region we have the integral representation

$$\gamma(s)R(s, F, G) = \int \overline{F}(Z)G(Z)E(Z, s + 9 - k) \det(Y)^k d^* Z,$$

where $\gamma(s) = 2^{-6s}\pi^{12-3s}\prod_{n=0}^{2}\Gamma(s-4n)$. The analytic continuation and functional equation of $E(Z, s)$ give rise to those of $R(s, F, G)$: Let

$$\Lambda(s, F, G) = \gamma(s)R(s, F, G)\xi(2s+18-2k)\xi(2s+14-2k)\xi(2s+10-2k)(2s+16-2k)(2s+14-2k).$$
Then
\[ \Lambda(2k - 9 - s, F, G) = \Lambda(s, F, G). \]

Furthermore, \( R(s, F, F) \) has a simple pole at \( s = k \) with the residue
\[ (F, F) \frac{2^{6k-2} \pi^{3k-12} \prod_{i=1}^{3} \Gamma(k - 4i + 4)^{-1} \xi(5)\xi(9)}{\xi(10)\xi(14)\xi(18)}. \]

**Proof.** By Hecke bound, \( a_F(T) \ll \det(T)^{\frac{k}{2}} \). Hence for \( \sigma = Re(s) \),
\[ R(s, F, G) \ll \sum_{T \in \mathfrak{H}(\mathbb{Z})_{>0}/\mathcal{M}(\mathbb{Z})} \det(T)^{-\sigma + k}. \]
It converges absolutely for \( \sigma \gg 0 \). Consider
\[ (4.1) \quad \Phi(s) = \int_{\bar{\mathfrak{H}}} F(Z)\overline{G(Z)} \det(Y)^{s+9} d^*Z. \]
Then
\[ \Phi(s) = \int_{\mathbb{R}} \det(Y)^{s} \left( \int_{X \mod 1} F(Z)\overline{G(Z)} dX \right) d^*Y. \]
The inner integral is
\[ \int_{X \mod 1} \left( \sum_{T, T' \in \mathfrak{H}(\mathbb{Z})_{>0}} a_F(T)a_G(T) e^{2\pi\sqrt{-1}(T - T', X)} e^{-2\pi(T + T', Y)} \right) dY. \]
\[ = \sum_{T \in \mathfrak{H}(\mathbb{Z})_{>0}} a_F(T)a_G(T) e^{-4\pi(T, Y)}. \]
Therefore,
\[ \Phi(s) = \sum_{T \in \mathfrak{H}(\mathbb{Z})_{>0}} a_F(T)a_G(T) \int_{\mathbb{R}} \det(Y)^{s} e^{-4\pi(T, Y)} d^*Y \]
\[ = \sum_{T \in \mathfrak{H}(\mathbb{Z})_{>0}/\mathcal{M}(\mathbb{Z})} \epsilon(T)^{-1} a_F(T)a_G(T) \sum_{m \in \mathcal{M}(\mathbb{Z})} \int_{\mathbb{R}} \det(Y)^{s} e^{-4\pi(T, Y)} d^*Y \]
\[ = \sum_{T \in \mathfrak{H}(\mathbb{Z})_{>0}/\mathcal{M}(\mathbb{Z})} \epsilon(T)^{-1} a_F(T)a_G(T) \sum_{m \in \mathcal{M}(\mathbb{Z})} \int_{\mathbb{R}} \det(Y)^{s} e^{-4\pi(T, Y)} d^*Y \]
\[ = \sum_{T \in \mathfrak{H}(\mathbb{Z})_{>0}/\mathcal{M}(\mathbb{Z})} \epsilon(T)^{-1} a_F(T)a_G(T) \int_{R_3^+(\mathbb{R})} \det(Y)^{s} e^{-4\pi(T, Y)} d^*Y. \]
We use the fact [1, page 538] that
\[ \int_{R_3^+(\mathbb{R})} \det(Y)^{s} e^{-2\pi(A, Y)} d^*Y = \det(A)^{-s} \pi^{12} (2\pi)^{-3s} \prod_{n=0}^{2} \Gamma(s - 4n). \]
Hence
\[
\Phi(s) = \gamma(s) \sum_{T \in \mathfrak{d}(\mathbb{Z})_{>0}/\mathfrak{M}(\mathbb{Z})} \frac{a_F(T)a_G(T)}{\epsilon(T) \det(T)^s},
\]
where \(\gamma(s) = 2^{-6s} \pi^{12-3s} \prod_{n=0}^{2} \Gamma(s-4n).\) Now the integrand in (4.1) transforms under the action of \(\gamma \in \Gamma\) as
\[
F(\gamma Z) \overline{G(\gamma Z)} \det(Im(\gamma Z))^{s+9} = F(Z) \overline{G(Z)} \det(Y)^{s+9} |j(\gamma, Z)|^{-2s-18+2k}.
\]
Therefore,
\[
\Phi(s) = \sum_{\gamma \in \Gamma_{\infty}\setminus \Gamma} \int_{\mathfrak{d}_{\infty}} F(Z) \overline{G(Z)} \det(Y)^{s+9} d^* Z
\]
\[
= \sum_{\gamma \in \Gamma_{\infty}\setminus \Gamma} \int_{\mathfrak{d}_{\infty}} F(\gamma Z) \overline{G(\gamma Z)} \det(Im(\gamma Z))^{s+9} d^* Z
\]
\[
= \int_{\mathfrak{d}_{\infty}} F(Z) \overline{G(Z)} \det(Y)^{s+9} \left( \sum_{\gamma \in \Gamma_{\infty}\setminus \Gamma} |j(\gamma, Z)|^{-2s-18+2k} \right) d^* Z.
\]
Hence,
\[
\Phi(s) = \int_{\mathfrak{d}} F(Z) \overline{G(Z)} E(Z, s + 9 - k) \det(Y)^k d^* Z.
\]
By comparing (4.2) and (4.3), we obtain our identity. \(\square\)

**Remark 4.3.** One can define \(R(s, F, G)\) for cusp forms of weight \(k_1, k_2\) \((k_2 \geq k_1)\), resp. by considering the Eisenstein series
\[
E(Z, s, k_2 - k_1) = \sum_{\gamma \in \Gamma_{\infty}\setminus \Gamma} j(\gamma, Z)^{(k_2-k_1)} |j(\gamma, Z)|^{-2s}.
\]

5. **Rankin-Selberg series for the Ikeda type lift for \(E_{7,3}\)**

We review the Ikeda type lift of a primitive form in [18] and consider its Rankin-Selberg series. Let \(k \geq 10\) be a positive integer, and for a primitive form \(f \in S_{2k-8}(SL_2(\mathbb{Z}))\), let
\[
f(\tau) = \sum_{m=1}^{\infty} a_f(m) \exp(2\pi \sqrt{-1m\tau}).
\]
For a prime number \(p\), let \(\alpha_p\) be a complex number such that \(a_f(p) = p^{(2k-9)/2}(\alpha_p + \alpha_p^{-1})\). By Deligne’s theorem, we have \(|\alpha_p| = 1\). We define the automorphic \(L\)-function \(L(s, \pi_f)\) of the
cuspidal representation $\pi_f$ attached to $f$ as

$$L(s, \pi_f) = \prod_p \{(1 - p^{-s} \alpha_p)(1 - p^{-s} \alpha_p^{-1})\}^{-1}.$$ 

We also define the symmetric square and the symmetric cube $L$-functions $L(s, \text{Sym}^2 \pi_f)$ and $L(s, \text{Sym}^3 \pi_f)$ as

$$L(s, \text{Sym}^2 \pi_f) = \prod_p \{(1 - p^{-s} \alpha_p^2)(1 - p^{-s} \alpha_p^{-2})(1 - p^{-s})\}^{-1}$$

and

$$L(s, \text{Sym}^3 \pi_f) = \prod_p \{(1 - p^{-s} \alpha_p^3)(1 - p^{-s} \alpha_p)(1 - p^{-s} \alpha_p^{-1})(1 - p^{-s} \alpha_p^{-3})\}^{-1}.$$ 

To construct the lift in question, let us consider the local Siegel series. Let $p$ be a prime number. For $T \in J(\mathbb{Z}_p)$, let $T \sim M(\mathbb{Z}_p/\mathbb{Z}_p)$ with $a_1, a_2, a_3 \in \mathbb{Z} \cup \{\infty\}$, $a_1 \leq a_2 \leq a_3$, and $\epsilon_i \in \mathbb{Z}_p$. Define $\kappa_p(T)$ by $\kappa_p(T) = \prod_{1 \leq i \leq 3} p^{a_i}$. Here we make the convention that $\kappa_p(T) = 1$ if $T = O$. We note that $\kappa_p(T)$ is uniquely determined by $T \mod J(\mathbb{Z}_p)$. For $T \in J(\mathbb{Z}_p)_{ns}$, let $S_p(T)$ be the local Siegel series defined by

$$S_p(s, T) = \sum_{T' \in J(\mathbb{Z}_p)/J(\mathbb{Z}_p)} \mathbf{e}((T, T')) \kappa_p(T')^{-s}. $$

Then, there is a polynomial $f^p_T(X)$ in $X$ such that

$$S_p(s, T) = (1 - p^{-s})(1 - p^{4-s})(1 - p^{8-s})f^p_T(p^{9-s}). $$

Put

$$\hat{f}^p_T(X) = X^{\text{ord}_p(\det T)} f^p_T(X^{-2}). $$

Then it satisfies the functional equation

$$(5.1) \quad \hat{f}^p_T(X^{-1}) = \hat{f}^p_T(X). $$

For $T \in J(\mathbb{Z})_{>0}$, put $a_{F_f}(T) = \det(T)^{\frac{2k-9}{2}} \prod_{\det(T)} \hat{f}^p_T(\alpha_p)$, and define the Fourier series $F_f(Z)$ on $\mathcal{S}$ by

$$F_f(Z) = \sum_{T \in J(\mathbb{Z})_{>0}} a_{F_f}(T) \mathbf{e}((T, Z)) \quad (Z \in \mathcal{S}). $$
Then, the second and the third named authors showed that $F_f$ is a cuspidal Hecke eigenform of weight $2k$ for $G(\mathbb{Z})$ whose degree 56 standard $L$-function is

$$L(s, \text{Sym}^3\pi_f) \prod_{i=-4}^{4} L(s+i, \pi_f) \prod_{i=-8}^{8} L(s+i, \pi_f).$$

We consider the Rankin-Selberg series of $F_f$. Recall

$$R(s, F_f, F_f) = \sum_{T \in \mathfrak{A}(\mathbb{Z})} \left| a_{F_f}(T) \right|^2 \frac{\varepsilon(T)}{\varepsilon(T) \det(T)^s}.$$ Even though $R(s, F, G)$ does not have an Euler product for general $F, G$, we show that $R(s, F_f, F_f)$ has an Euler product, which enables us to reduce its computation to each $p$-adic place.

For $d \in \mathbb{Z}_p \setminus \{0\}$, put

$$\lambda_p(d, X) = \sum_{T \in \mathfrak{A}(d, \mathbb{Z}_p) / \mathfrak{M}(\mathbb{Z}_p)} \frac{\tilde{f}_T^p(X)^2}{\beta_p(T)},$$
and for a positive integer $d$, put

$$C(d; f) = \prod_{p < \infty} \lambda_p(d, \alpha_p).$$

**Theorem 5.1.** We have

$$R(s, F_f, F_f) = c \sum_{d=1}^{\infty} C(d, f) d^{-s+2k},$$
where $c$ is a non-zero constant in Theorem 3.8.

**Proof.** Let $\mathfrak{G} = \mathfrak{A}(\mathbb{Z}) \setminus \approx$ be the set of all genera of $\mathfrak{A}(\mathbb{Z})$. We note that the Fourier coefficient $a_{F_f}(T)$ is uniquely determined by $\mathfrak{G}(T)$. Hence, by Theorem 3.8, we have

$$R(s, F_f, F_f) = \sum_{T \in \mathfrak{G}} \frac{(\det T')^{-s} |a_{F_f}(T')|^2}{\varepsilon(T') \det(T) \varepsilon(T)} = \sum_{T \in \mathfrak{G}} \frac{\text{Mass}(T) (\det T)^{-s} |a_{F_f}(T)|^2}{\varepsilon(T)}.$$

$$= c \sum_{T \in \mathfrak{G}} (\det T)^{2k-s} \prod_{p} \frac{\tilde{f}_T^p(\alpha_p) \tilde{f}_T^p(\bar{\alpha}_p)}{\beta_p(T)}$$

$$= c \sum_{d=1}^{\infty} d^{-s+2k} \sum_{T \in \mathfrak{A}(d, \mathbb{Z}) / \prod \mathfrak{M}(\mathbb{Z}_p)} \prod_{p} \frac{\tilde{f}_T^p(\alpha_p) \tilde{f}_T^p(\bar{\alpha}_p)}{\beta_p(T)}.$$ Since $\bar{\alpha}_p = \alpha_p^{-1}$, the functional equation of $\tilde{f}_T^p(X)$ (5.1) implies $\tilde{f}_T^p(\alpha_p) = \tilde{f}_T^p(\bar{\alpha}_p)$. Thus the assertion follows from Proposition 5.10. □
For \( d \in \mathbb{Z}_p^\times \), define a formal power series \( H_p(d; X, t) \) by
\[
H_p(d; X, t) = \sum_{m=0}^{\infty} \lambda_p(p^m d, X) t^m.
\]

**Lemma 5.2.** \( \lambda_p(d; X) \) is determined by \( \text{ord}_p(d) \).

**Proof.** The assertion follows from Lemma 3.1 (2). \( \square \)

By Lemma 5.2, \( H_p(d; X, t) \) does not depend on the choice of \( d \in \mathbb{Z}_p^\times \), and we write it as \( H_p(X, t) \). Hence

**Theorem 5.3.** We have
\[
R(s, F_f, F_f) = c \prod_p H_p(\alpha_p, p^{-s+2k}).
\]

**6. Explicit formula for \( \beta_p(T) \)**

We give an explicit formula for the local density. We define the local zeta function \( \zeta_{M_p}(s) \) and \( Z_{3,p}(s) \) by
\[
\zeta_{M_p}(s) = \sum_{T \in \mathfrak{H}(\mathbb{Z}_p) / M(\mathbb{Z}_p)} \frac{1}{\beta_p(T) p^{s \text{ord}_p(\det T)}}
\]
and
\[
Z_{3,p}(s) = \int_{\mathfrak{H}(\mathbb{Z}_p)} |\det x|^s |d\sigma(x)|_p.
\]

**Proposition 6.1.** We have
\[
\zeta_{M_p}(s) = \frac{1}{(1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12})(1 - p^{-s-1})(1 - p^{-s-5})(1 - p^{-s-9})}.
\]

**Proof.** Let \( \mathfrak{H}(i; \mathbb{Z}_p) = \{ T \in \mathfrak{H}(\mathbb{Z}_p) \mid \text{ord}_p(\det T) = i \} \). Then we have
\[
Z_{3,p}(s) = \sum_{i=0}^{\infty} p^{-is} \int_{\mathfrak{H}(i; \mathbb{Z}_p)} |d\sigma(x)|_p.
\]
By Theorem 3.7 we have
\[
\int_{\mathfrak{H}(i; \mathbb{Z}_p)} |d\sigma(x)|_p = \sum_{T \in \mathfrak{H}(i; \mathbb{Z}_p) / M(\mathbb{Z}_p)(T)} \int_{\mathfrak{H}(i; \mathbb{Z}_p)(T)} |d\sigma(x)|_p = (1 - p^{-1}) \delta_p \sum_{T \in \mathfrak{H}(i; \mathbb{Z}_p) / M(\mathbb{Z}_p)} \frac{1}{\beta_p(T)}.
\]
Hence we have
\[
\zeta_{M_p}(s) = (1 - p^{-1})^{-1} \delta_p^{-1} Z_{3,p}(s).
\]
By [7, Lemma 5], we have
\[ Z_{3,p}(s) = \frac{(1 - p^{-1})(1 - p^{-5})(1 - p^{-9})}{(1 - p^{-s-1})(1 - p^{-s-5})(1 - p^{-s-9})}. \]
This proves the proposition. \(\square\)

**Corollary 6.2.** Let \( T \in J(\mathbb{Z}_p) \) and suppose that \( \det T \neq 0 \).

1. Suppose that \( \text{ord}_p(\det T) = 0 \). Then
   \[ \beta_p(T) = (1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12}). \]

2. Suppose that \( \text{ord}_p(\det T) = 1 \). Then
   \[ \beta_p(T) = p(1 - p^{-2})(1 - p^{-4})(1 - p^{-6})(1 - p^{-8}). \]

**Proof.** We have
\[ (6.1) \quad \zeta_{M_p}(s) = \sum_{i=0}^{\infty} \sum_{T \in J(i; \mathbb{Z}_p)/M(\mathbb{Z}_p)} \frac{1}{\beta_p(T)} p^{-is}. \]
By Lemma 3.1, if \( \text{ord}_p(\det T) = 0 \), then \( T \sim_{M(\mathbb{Z}_p)} 1_3 \). Hence by (6.1) and Proposition 6.1, we have
\[ \beta_p(1_3) = (1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12}). \]
Next, if \( \text{ord}_p(\det T) = 1 \), then \( T \sim_{M(\mathbb{Z}_p)} 1_2 \perp p \). Hence again by (6.1) and Proposition 6.1, we have
\[ \frac{1}{\beta_p(1_2 \perp p)} = \frac{p^{-1} + p^{-5} + p^{-9}}{(1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12})}. \]
This proves that
\[ \beta_p(1_2 \perp p) = \frac{p(1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12})}{1 + p^{-4} + p^{-8}} = \frac{p(1 - p^{-2})(1 - p^{-4})(1 - p^{-6})(1 - p^{-8})}{1 + p^{-4} + p^{-8}}. \]
\(\square\)

**Proposition 6.3.** Let \( T \in J(\mathbb{Z}_p) \) and suppose that \( \det T \neq 0 \).

1. \( \beta_p(pT) = p^{27} \beta_p(T) \).
2. \( \beta_p(T \times T) = p^9 \text{ord}_p(\det T) \beta_p(T) \).
Proof. Let \( \widetilde{T} \) be an element of \( \mathcal{J}(\mathbb{Z}_{>0}) \) satisfying the condition in Proposition 3.9 (2). Then, by Theorem 3.8 we have
\[
\text{Mass}(\widetilde{T}) = \frac{c(\det \widetilde{T})^9}{\prod_{q<\infty} \beta_q(\widetilde{T})}, \quad \text{Mass}(p\widetilde{T}) = \frac{c(\det(p\widetilde{T}))^9}{\prod_{q<\infty} \beta_q(p\widetilde{T})}, \quad \text{Mass}(\widetilde{T} \times \widetilde{T}) = \frac{c(\det(\widetilde{T} \times \widetilde{T}))^9}{\prod_{q<\infty} \beta_q(\widetilde{T} \times \widetilde{T})},
\]
By definition, \( \beta_q(p\widetilde{T}) = \beta_q(\widetilde{T}) \) for any \( q \neq p \). Now we show for any \( T \in \mathcal{J}(\mathbb{Z}_{>0}) \) and \( m \in \mathbb{Z}_{>0} \), Mass\((mT) = \text{Mass}(T)\): Consider the definition of Mass\((T)\) in (3.1). Note that there is a bijection between \( \mathcal{J}(T) \) and \( \mathcal{J}(mT) \). Then clearly, \( \mathcal{U}_{mT}(\mathbb{Z}) = \mathcal{U}_T(\mathbb{Z}) \). So \( \epsilon(mT) = \epsilon(T) \). This proves the result. Hence Mass\((p\widetilde{T}) = \text{Mass}(\widetilde{T})\). Therefore we have
\[
\beta_p(p\widetilde{T}) = \beta_p(\widetilde{T}) = p^{27} \beta_p(\widetilde{t}) = p^{27} \beta_p(T).
\]
This proves (1). The automorphism \( g \rightarrow g^* \) of \( M'(\mathbb{Z}) \) induces an isomorphism from \( \mathcal{U}_{\widetilde{T}} \) to \( \mathcal{U}_{\widetilde{T} \times \widetilde{T}} \). Hence we also have Mass\((\widetilde{T} \times \widetilde{T}) = \text{Mass}(\widetilde{T})\) and \( \beta_q(\widetilde{T} \times \widetilde{T}) = \beta_q(\widetilde{T}) \) for \( q \neq p \). Therefore
\[
\beta_p(T \times T) = \beta_p(\widetilde{T} \times \widetilde{T}) = p^{9 \ord_p(\det(\widetilde{T} \times \widetilde{T})) - 9 \ord_p(\det \widetilde{T})} \beta_p(\widetilde{T}) = p^{9 \ord_p(\det(T \times T)) - 9 \ord_p(\det T)} \beta_p(T).
\]
Thus the assertion (2) is proved since \( \det(T \times T) = (\det T)^2 \).

\[\square\]

Proposition 6.4. Let \( T \in \mathcal{J}(\mathbb{Z}_p)^{n_3} \) such that \( e_1(T) = 0 \) and \( e_2(T) < e_3(T) \), and let \( T' \in \mathcal{J}(\mathbb{Z}_p) \) such that \( e_1(T') = e_i(T) \) for \( i = 1, 2 \) and \( e_3(T') = e_3(T) + 1 \). Then,
\[
\beta_p(T') = p\beta_p(T).
\]

Proof. For positive integers \( n_2 \) and \( n \) such that \( n_2 < n \), let
\[
\mathcal{A}_{n_2,n} = \{ X \in \mathcal{J}(\mathbb{Z}_p/p^n\mathbb{Z}_p) \mid e_1(X) = 0, \ e_1(X \times X) = n_2, \ \det X \equiv 0 \ \mod p^{n_2+n} \},
\]
and
\[
\mathcal{B}_{n_2,n} = \{ X \in \mathcal{J}(\mathbb{Z}_p/p^n\mathbb{Z}_p) \mid e_1(X) = 0, \ e_1(X \times X) = n_2, \ \det X \equiv 0 \ \mod p^{n_2+n-1} \}.
\]
We note that for \( X \in \mathcal{J}(\mathbb{Z}_p) \)
\[
\det(X + p^nX_1) \equiv \det(X + p^n(X \times X, X_1)) \ \mod p^{n+n_2},
\]
and that \( (X \times X, X_1) \equiv 0 \mod p^{n_2} \) if \( e_1(X \times X) \geq n_2 \). Therefore, \( \mathcal{A}_{n_2,n} \) and \( \mathcal{B}_{n_2,n} \) are well defined. Put \( e_i = e_i(T) \). Then we have
\[
\# \mathcal{B}_{e_2,e_3+1} = \# \mathcal{B}_{e_2,e_3+1} - \# \mathcal{A}_{e_2,e_3+1},
\]
and

\[ \#O_M(\mathbb{Z}_p/p^{e_3+2}\mathbb{Z}_p)(\bar{T}') = \#B_{e_2,e_3+2} - \#A_{e_2,e_3+2}, \]

where \( \bar{T} = T \mod p^{e_3+1} \) and \( \bar{T}' = T \mod p^{e_3+2} \). Clearly we have

\[ \#B_{n_2,n+1} = p^{27}A_{n_2,n}. \]

We now prove that

\[ (6.2) \quad \#A_{n_2,n+1} = p^{26}A_{n_2,n}. \]

Let \( X \mod p^n \in A_{n_2,n} \) and put \( Y = X + p^nX_1 \mod p^{n+1} \) with \( X_1 \in \mathfrak{A}(\mathbb{Z}_p) \). Then we have

\[ \det(X + p^nX_1) \equiv \det X + p^n(X \times X_1) \mod p^{n_2+n+1}. \]

We have \( X \times X = p^{n_2}\tilde{X} \) with \( \tilde{X} \in \mathfrak{A}(\mathbb{Z}_p) \) such that \( e_1(\tilde{X}) = 0 \). Then we have

\[ (6.3) \quad Y \in A_{n_2,n+1} \text{ if and only if } p^{-n_2-n_1} \det X + (\tilde{X} \times X, X_1) \equiv 0 \mod p. \]

The number of \( X_1 \mod p \) satisfying (6.3) is \( p^{26} \). Hence we have proved (6.2). Therefore,

\[ \#O_M(\mathbb{Z}_p/p^{e_3+2}\mathbb{Z}_p)(\bar{T}') = p^{26} \#O_M(\mathbb{Z}_p/p^{e_3+1}\mathbb{Z}_p)(\bar{T}). \]

Thus the assertion follows from Theorem 3.7. \( \square \)

**Theorem 6.5.** Let \( T = p^{a_1} \perp p^{a_2} \perp p^{a_3} \) with \( a_1 \leq a_2 \leq a_3 \).

1. Let \( a_1 = a_2 = a_3 \). Then

\[ \beta_p(T) = p^{27a_1}(1-p^{-2})(1-p^{-6})(1-p^{-8})(1-p^{-12}). \]

2. Let \( a_1 = a_2 < a_3 \). Then

\[ \beta_p(T) = p^{26a_1+a_3}(1-p^{-2})(1-p^{-4})(1-p^{-6})(1-p^{-8}). \]

3. Let \( a_1 < a_2 = a_3 \). Then

\[ \beta_p(T) = p^{17a_1+10a_3}(1-p^{-2})(1-p^{-4})(1-p^{-6})(1-p^{-8}). \]

4. Let \( a_1 < a_2 < a_3 \). Then

\[ \beta_p(T) = p^{17a_1+9a_2+a_3}(1-p^{-2})(1-p^{-4})^2(1-p^{-6}). \]
Proof. Put
\[ c_1 = (1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12}), \]
\[ c_2 = (1 - p^{-2})(1 - p^{-4})(1 - p^{-6})(1 - p^{-8}), \]
\[ c_3 = (1 - p^{-2})(1 - p^{-4})^2(1 - p^{-6}). \]

The assertion (1) follows from Corollary 6.2 and Proposition 6.3 (1). Let \( a_1 < a_3 \). Then, by Proposition 6.3 (3), Proposition 6.4, and Corollary 6.2, we have
\[ \beta_p(p^{a_1}a_2 \parallel p^{a_3}) = p^{27a_1}\beta_p(1 \parallel p^{a_3-a_1}) = p^{27a_1}p^{a_3-a_1-1}\beta_p(1 \parallel p) = p^{26a_1+a_3}c_2, \]
which proves (2).

Let \( a_1 < a_2 \). We note that \( p^{a_2-a_1}1_2 \parallel 1 = T \times T \) with \( T = 1_2 \parallel p^{a_2-a_1} \), and \( p^{a_2-a_1}1_2 \parallel 1 \) is \( M(\mathbb{Z}_p) \)-equivalent to \( 1 \parallel p^{a_2-a_1}1_2 \). Hence, by Proposition 6.3 and (2), we have
\[ \beta_p(p^{a_1} \parallel p^{a_2}1_2) = p^{27a_1}\beta_p(1 \parallel p^{a_2-a_1}1_2) = p^{27a_1}p^{9(a_2-a_1)}\beta_p(1 \parallel p^{a_2-a_1}) = p^{17a_1+10a_2}c_2, \]
which proves (3).

Let \( a_1 < a_2 < a_3 \). Then, by Proposition 6.3 (1) and Proposition 6.4, we have
\[ \beta_p(p^{a_1} \parallel p^{a_2} \parallel p^{a_3}) = p^{27a_1}\beta_p(1 \parallel p^{a_2-a_1} \parallel p^{a_3-a_1}) = p^{27a_1}p^{a_3-a_2-1}\beta_p(1 \parallel p^{a_2-a_1} \parallel p^{a_2-a_1+1}). \]
We note that
\[ \text{diag}(1, p^{a_2-a_1}, p^{a_2-a_1+1}) \times \text{diag}(1, p^{a_2-a_1}, p^{a_2-a_1+1}) = p^{a_2-a_1} \text{diag}(p^{a_2-a_1+1}, p, 1). \]
Here \( \text{diag}(p^{a_2-a_1+1}, p, 1) \sim_{M(\mathbb{Z}_p)} 1 \parallel p \parallel p^{a_2-a_1+1} \). Hence, by Propositions 6.3 and 6.4, we have
\[ \beta_p(1 \parallel p^{a_2-a_1} \parallel p^{a_2-a_1+1}) = p^{-9(2a_2-2a_1+1)}\beta_p(p^{a_2-a_1} \text{diag}(1, p, p^{a_2-a_1+1})) \]
\[ = p^{-9(2a_2-2a_1+1)}p^{27(a_2-a_1)}\beta_p(1 \parallel p \parallel p^{a_2-a_1+1}) = p^{10a_2-10a_1-10}\beta_p(1 \parallel p \parallel p^2). \]
Since any \( T \in \mathcal{J}(\mathbb{Z}_p) \) with \( \text{ord}_p(\det(T)) = 3 \) is \( M(\mathbb{Z}_p) \)-equivalent to \( p1_3, 1_2 \parallel p^2 \) or \( 1 \parallel p \parallel p^2 \), by Proposition 6.1, we have
\[ \frac{1}{\beta_p(p1_3)} + \frac{1}{\beta_p(1_2 \parallel p^2)} + \frac{1}{\beta_p(1 \parallel p \parallel p^2)} = c_1^{-1}(p^{-27} + p^{-3}(1 + p^{-4} + p^{-8}) + p^{-11}(1 + p^{-4})(1 + p^{-4} + p^{-8})), \]
and hence by (1) and (2), we have
\[ \beta_p(1 \parallel p \parallel p^2) = p^{11}c_3. \]
This proves (4).

Lemma 6.6. Let $T$ be an element of $J(Z_p)^{ns}$. Then

$$\int_{U(T(Z_p))} |\omega_T|_p = |\det T|_p^0 \beta_p(T) \delta_p.$$  

In particular, for any prime number $p \not\in S$, where $S$ is a finite set of prime numbers in Lemma 3.4, we have

$$\int_{U(T(Z_p))} |\omega_T|_p = |\det T|_p^0 \beta_p(T).$$

Proof. As in the proof of Theorem 3.7, we have

$$\int_{M(Z_p)} |dg|_p = \int_{M(Z_p) \cdot T} |\eta(g \cdot T)|_p \int_{U(T(Z_p))} |\omega_T|_p$$

and

$$\int_{M(Z_p) \cdot T} |\eta(g \cdot T)|_p = \int_{0, M(Z_p) \cdot T} |\det T|_p^0 |d\sigma(x)|_p.$$  

Thus the assertion follows from Lemma 3.4 and Definition 3.6.

For our later purpose, we show the following:

Proposition 6.7. Let $c$ be the constant in Theorem 3.8. Then

$$c = \frac{5! \cdot 7! \cdot 11!}{(2\pi)^{28}}.$$  

Hence

$$cc\zeta(2)\zeta(6)\zeta(8)\zeta(12) = \frac{691}{215 \cdot 36 \cdot 5^2 \cdot 7^2 \cdot 13} \in \mathbb{Q}.$$  

Proof. By [6] page 273, $U_{13}$ is an integral model of $U_{13}$. Let $\omega$ be a differential form which generates the rank one module of differential of the top degree on $U_{13}$ over $\mathbb{Z}$ (cf. [6] page 268). Then, by [6] pages 268-269 and [6] Table 5.2, we have

$$\int_{U_{13}(Z_p)} |\omega|_p = (1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12}),$$

for any prime number $p$, and

$$\int_{U_{13}(\mathbb{R})} |\omega|_\infty = \frac{(2\pi)^{28}}{5! \cdot 7! \cdot 11!}.$$  

On the other hand, by Corollary 6.2 and Lemma 6.6 we have

$$\int_{U_{13}(Z_p)} |\omega|_p \int_{M(Z_p)} |dg'|_p \delta_p = \int_{U_{13}(Z_p)} |\omega_{13}|_p,$$
for any prime number $p$. Hence $\omega_{13} = \pm \omega$ and therefore we have

$$\int_{U_{13}(\mathbb{R})} |\omega|_\infty = \int_{U_{13}(\mathbb{R})} |\omega_{13}|_\infty d_0^{-1} = c_0^{-1} d_0^{-1} = c^{-1}. $$

This proves the assertion for $c$. The remaining assertion follows from $\zeta(2) = \frac{\pi^2}{6}$, $\zeta(6) = \frac{\pi^6}{3^4 \cdot 5 \cdot 7}$, $\zeta(8) = \frac{\pi^8}{2^4 \cdot 3^2 \cdot 5^2 \cdot 7 \cdot 11}$, $\zeta(12) = \frac{691\pi^{12}}{3^6 \cdot 5^3 \cdot 7^2 \cdot 11 \cdot 13}$. □

We remark that $\beta_p(T)$ is an analogue of the local density of a quadratic form. To explain this, first we have the following lemma.

**Lemma 6.8.** Let $n$ be a positive integer. For $T \in \mathcal{J}(\mathbb{Z}_p/p^n\mathbb{Z}_p)$, let $M(\mathbb{Z}_p/p^n\mathbb{Z}_p) \cdot T$ be the orbit of $T$ under $M(\mathbb{Z}_p/p^n\mathbb{Z}_p)$. Then

$$\#(\mathcal{O}_{M(\mathbb{Z}_p/p^n\mathbb{Z}_p)}(T)) = \#M(\mathbb{Z}_p/p^n\mathbb{Z}_p)/\#\mathcal{U}(\mathbb{Z}_p/p^n\mathbb{Z}_p).$$

**Proof.** The mapping

$$M(\mathbb{Z}_p/p^n\mathbb{Z}_p) \ni g \mapsto g \cdot T \in M(\mathbb{Z}_p/p^n\mathbb{Z}_p) \cdot T$$

is surjective and for $g_1, g_2 \in M(\mathbb{Z}_p/p^n\mathbb{Z}_p)$, we have

$$g_1 T = g_2 T \text{ if and only if } g_1^{-1} g_2 \in \mathcal{U}_T(\mathbb{Z}_p/p^n\mathbb{Z}_p).$$

Thus the assertion holds. □

By Lemma 6.3, Theorem 3.7, and Lemma 6.8, for $T \in \mathcal{J}(\mathbb{Z}_p)^{ns}$, we have

$$\beta_p(T) = \lim_{n \to \infty} p^{-52n} \#\mathcal{U}_T(\mathbb{Z}_p/p^n\mathbb{Z}_p).$$

This is just an analogue of the local density in the theory of quadratic forms. (See, for example, [16].)

7. **Explicit formula for $H_p(X, t)$**

We first rewrite the formula of the Siegel series due to Karel [12].
Theorem 7.1. Let \( T = p^{m_1} \perp p^{m_2} \perp p^{m_1+m_2} \) with \( 0 \leq m_1, 0 \leq m_2 \leq m_3 \). Then

\[
f_T^p(X) = \frac{1}{(1 - X)(1 - p^X)(1 - p^8X)} + \frac{X^{m_2+m_3+3m_1}}{(1 - X)(1 - p^4X)(1 - p^8X)} \]

Proof. Let \( T_0 = 1 \perp p^{m_2} \perp p^{m_3} \). Then, by [12] page 553, line 8 below, we have

\[
f_T^p(X) = f_{T_0}^p(X)(C_0(X^{-1})X^{3m_1} + C_1(X^{-1})p^{8m_1}X^{m_1} + C_1(X)p^{8m_1}X^{m_1} + C_0(X)),
\]

where

\[
C_0(X) = \frac{1}{(1 - X)(1 - p^X)(1 - p^8X)f_{T_0}^p(X)},
\]

\[
C_1(X) = \frac{-1+(1+ p^{4})X}{(1-p^8X)f_{T_0}^p(X)} - \frac{f_{T_0}^p(X)}{(1-p^4X)f_{T_0}^p(X)}.
\]

Hence we have

\[
f_T^p(X) = \frac{1}{(1 - X)(1 - p^X)(1 - p^8X)} + \frac{X^{3m_1+m_2+m_3}}{(1 - X)(1 - p^4X)(1 - p^8X)}
\]

\[
- \frac{p^{8m_1}X^{m_1}(1 + (1 + p^4)X)}{(1 - X)(1 - p^4X)(1 - p^8X)} + \frac{p^{8m_1}X^{m_1}f_{T_0}^p(X)}{(1 - X)(1 - p^4X)}
\]

\[
- \frac{p^{8m_1}X^{2m_1+m_2+m_3}(1 + (1 + p^4)X^{-1})}{(1 - X)(1 - p^4X)(1 - p^8X^{-1})} + \frac{p^{8m_1}X^{2m_1}f_{T_0}^p(X)}{(1 - X)(1 - p^4X)}
\]

\[
- \frac{p^{8m_1}X^{m_1+2}f_{p^{-1}T_0}^p(X)}{(1 - X)(1 - p^4X)} + \frac{p^{8m_1}X^{m_1+2}f_{p^{-1}T_0}^p(X)}{(1 - X)(1 - p^4X^{-1})}.
\]

By [12] page 553, line 10 below, we have

\[
f_{T_0}^p(X) = \sum_{k=0}^{m_2} \frac{(p^X)^k (1 - X)^{m_2+m_3+1-2k}}{1 - X}
\]

\[
= \frac{1 - (p^X)^{m_2+1}}{(1 - X)(1 - p^4X)} - \frac{X^{m_2+m_3+1}(1 - (p^X)^{m_2+1})}{(1 - X)(1 - p^4X^{-1})}.
\]

We also have

\[
f_{p^{-1}T_0}^p(X) = \frac{1 - (p^X)^{m_2}}{(1 - X)(1 - p^4X)} - \frac{X^{m_2+m_3-1}(1 - (p^X)^{m_2})}{(1 - X)(1 - p^4X^{-1})}.
\]
This agrees with the convention that $f^p_{p^{-1}T_0}(X) = 0$ if $m_2 = 0$. Hence we have

$$f^p_{T_0}(X) = \frac{1}{(1 - X)(1 - p^4X)(1 - p^8X)} + \frac{X^{3m_1+m_2+m_3}}{(1 - X^{-1})(1 - p^4X^{-1})(1 - p^8X^{-1})}$$

$$- \frac{p^{8m_1}X^{m_1}}{(1 - X)(1 - p^4X)(1 - p^8X)} - \frac{p^{8m_1}X^{m_1}}{(1 - X)(1 - p^4X)(1 - p^8X)} - \frac{X^{m_2+m_3+1}(1 - (p^4X^{-1})^{m_2+1})}{(1 - X)(1 - p^4X^{-1})}$$

$$+ \frac{p^{8m_1}X^{m_1+1}}{(1 - X)(1 - p^4X)(1 - X)(1 - p^4X^{-1})} + \frac{p^{8m_1}X^{m_1}}{(1 - X)(1 - p^4X)(1 - X)(1 - p^4X^{-1})}$$

$$= \frac{p^{8m_1}X^{m_1+1}}{(1 - X)(1 - p^4X)(1 - X)(1 - p^4X^{-1})} + \frac{p^{8m_1}X^{m_1}}{(1 - X)(1 - p^4X)(1 - X)(1 - p^4X^{-1})}$$

By simple computation, we have

$$- \frac{p^{8m_1}X^{m_1}}{(1 - X)(1 - p^4X)(1 - X)(1 - p^4X)} + \frac{p^{8m_1}X^{m_1}}{(1 - X)(1 - p^4X)(1 - X)(1 - p^4X)}$$

$$= \frac{p^{8m_1}X^{m_1}}{(1 - X)(1 - p^4X)(1 - X)(1 - p^4X)}$$

and

$$- \frac{p^{8m_1}X^{m_1}}{(1 - X)(1 - p^4X)(1 - X)(1 - p^4X)} + \frac{p^{8m_1}X^{m_1+2}(p^4X^{m_2})}{(1 - X)^2(1 - p^4X)(1 - p^4X)} = \frac{p^{8m_1+4m_2+4}X^{m_1+m_2+1}}{(1 - X)^2(1 - p^4X)},$$

$$- \frac{p^{8m_1}X^{m_1+2}(p^4X^{m_2})}{(1 - X)^2(1 - p^4X)(1 - p^4X)} + \frac{p^{8m_1}X^{m_1+2}(p^4X^{m_2})}{(1 - X)^2(1 - p^4X)(1 - p^4X)}$$

$$= - \frac{p^{8m_1}X^{m_1+2}(p^4X^{m_2})}{(1 - X)^2(1 - p^4X)(1 - p^4X)}$$

$$= - \frac{p^{8m_1}X^{m_1+2}(p^4X^{m_2})}{(1 - X)^2(1 - p^4X)(1 - p^4X)} = \frac{p^{8m_1+4m_2+4}X^{m_1+m_2+1}}{(1 - X)^2(1 - p^4X)}.$$
Lemma 7.3. This proves the theorem.

Since \( \overline{f}_T^p(X) = X^{-\operatorname{ord}(\det T)} f_T^p(X^2) \), we have

Corollary 7.2. Let \( T = p^{m_1} \perp p^{m_1+m_2} \perp p^{m_1+m_3} \) with \( 0 \leq m_1, 0 \leq m_2 \leq m_3 \). Then

\[
\overline{f}_T^p(X) = \frac{X^{-m_2-m_3-3m_1}}{(1-X^2)(1-p^4X^2)(1-p^8X^2)} + \frac{X^{m_2+m_3+3m_1}}{(1-X^{-2})(1-p^4X^{-2})(1-p^8X^{-2})}
\]

\[
- \frac{p^{8m_1+8}X^{-m_2-m_3-2m_2}}{(1-X^2)(1-p^4X^2)(1-p^8X^2)} - \frac{p^{8m_1+8}X^{m_2+m_3+m_2}}{(1-X^{-2})(1-p^4X^{-2})(1-p^8X^{-2})}
\]

\[
- \frac{p^{8m_1+4m_2}X^{-m_2-m_3-2m_1}}{(1-X^2)^2(1-p^4X^2)} - \frac{p^{8m_1+4m_2}X^{m_2+m_3+m_2}}{(1-X^{-2})^2(1-p^4X^{-2})}
\]

\[
= \frac{p^{8m_1+4m_2}X^{m_2+m_3}}{(1-X^2)^2(1-p^4X^2)} - \frac{p^{8m_1+4m_2}X^{-m_2-m_3}}{(1-X^{-2})^2(1-p^4X^{-2})}
\]

Lemma 7.3. For a variable \( A, B, C \), define a formal power series \( P(A,B,C,t) \) in \( t \) as

\[
P(A,B,C,t) = \sum_{m_1 \geq 0, 0 \leq m_2 \leq m_3} \frac{t^{3m_1+m_2+m_3} A^{m_1} B^{m_2} C^{m_3}}{\beta_p(p^{m_1} \perp p^{m_1+m_2} \perp p^{m_1+m_3})}.
\]

Then

\[
P(A,B,C,t) = (1-p^{-2})(1-p^{-6})^{-1}(1-p^{-8})^{-1}(1-p^{-12})^{-1}
\]

\[
\times \frac{1 + (p^{-5} + p^{-9})t + (p^{-14} + p^{-18})t^2 BC + p^{-23}t^3 BC^2}{(1-p^{-2}At^3)(1-p^{-10}BCt^2)(1-p^{-1}Ct)}.
\]

Proof. We have

\[
P(A,B,C,t) = \sum_{m_1=0}^{\infty} \frac{t^{3m_1} A^{m_1}}{\beta_p(p^{m_1} \perp p^{m_1} \perp p^{m_1})} + \sum_{m_1=0}^{\infty} \sum_{m_3=1}^{\infty} \frac{t^{3m_1+m_3} A^{m_1} C^{m_3}}{\beta_p(p^{m_1} \perp p^{m_1} \perp p^{m_1+m_3})}
\]

\[
+ \sum_{m_1=0}^{\infty} \sum_{m_2=0}^{\infty} \frac{t^{3m_1+2m_2} A^{m_1} B^{m_2+1}}{\beta_p(p^{m_1} \perp p^{m_1+m_2} \perp p^{m_1+m_2+1})}
\]

\[
+ \sum_{m_1=0}^{\infty} \sum_{m_2=0}^{\infty} \sum_{m_3=0}^{\infty} \frac{t^{3m_1+2m_2+m_3+3} A^{m_1} B^{m_1+m_2+1} C^{m_1+m_2+m_3+2}}{\beta_p(p^{m_1} \perp p^{m_1+m_2+1} \perp p^{m_1+m_2+m_3+2})}.
\]
Put $d = (1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12})$, and $\tilde{P}(A, B, C, t) = dP(A, B, C, t)$. Then by Theorem 6.5 we have

$$\tilde{P}(A, B, C, t) = \sum_{m_1=0}^{\infty} m_1 A^{m_1} p^{-27m_1}$$

$$+ (1 + p^{-4} + p^{-8}) \sum_{m_1=0}^{\infty} \sum_{m_2=0}^{\infty} \sum_{m_3=0}^{\infty} m_1 + m_2 + m_3 + 1 A^{m_1} C^{m_2+1} p^{-27m_1 - m_2 - m_3 - 1} p^{-27m_1 - 10m_2 - 10}$$

$$+ (1 + p^{-4}) (1 + p^{-4} + p^{-8}) \sum_{m_1=0}^{\infty} \sum_{m_2=0}^{\infty} \sum_{m_3=0}^{\infty} m_1 + m_2 + m_3 + 3 A^{m_1} B^{m_2+1} C^{m_3+1} p^{-27m_1 - 10m_2 - m_3 - 11}$$

$$= \frac{1}{1 - t^3 Ap^{-27}} + \frac{(1 + p^{-4} + p^{-8}) C p^{-1} t}{(1 - t^3 Ap^{-27})(1 - t C p^{-1})}$$

$$+ \frac{(1 + p^{-4} + p^{-8}) t^2 B C p^{-10}}{(1 - t^3 Ap^{-27})(1 - t^2 p^{-10} BC)} + \frac{(1 + p^{-4}) (1 + p^{-4} + p^{-8}) t^3 B C^2 p^{-11}}{(1 - t^3 Ap^{-27})(1 - t^2 p^{-10} BC)(1 - t C p^{-1})}.$$

Thus the assertion can be proved by simple computation. \[ \square \]

**Theorem 7.4.** We have

$$H_p(X, t) = \{(1 - p^{-2})(1 - p^{-6})(1 - p^{-8})(1 - p^{-12})\}^{-1}$$

$$\times \frac{(1 - p^{-14} t^2)(1 + p^{-5} t)(1 + p^{-9} t)}{1 - p^{-1} t}$$

$$\times \frac{1}{\prod_{i=1}^{3} (1 - p^{-4i+3} t)(1 - p^{-4i+3} X^{-2} t)(1 - p^{-4i+3} X^2 t)}.$$

**Proof.** For $i = 1, 2, 3, 4$ put

$$A_1(X) = \{(1 - X^2)(1 - p^4 X^2)(1 - p^8 X^2)\}^{-1}$$

$$A_2(X) = -p^8 X^2 \{(1 - X^2)(1 - p^4 X^2)(1 - p^8 X^2)\}^{-1}$$

$$A_3(X) = -p^4 X^2 \{(1 - X^2)^2(1 - p^4 X^2)\}^{-1}$$

$$A_4(X) = -X^2 \{(1 - X^2)^2(1 - p^{-4} X^2)\}^{-1}.$$
and for $i = 5, 6, 7, 8$ put $A_i(X) = A_{i-4}(X^{-1})$. For $i = 1, 2, 3, 4$ we also define $X_i = X_i(X), Y_i = Y_i(X), Z_i = Z_i(X)$ as

\[
X_1 = X^{-3}, X_2 = X_3 = X_4 = p^8 X^{-1}
\]

\[
Y_1 = Y_2 = X^{-1}, Y_3 = p^4 X, Y_4 = p^4 X^{-1}
\]

\[
Z_1 = Z_2 = Z_3 = X^{-1}, Z_4 = X,
\]

and for $i = 5, 6, 7, 8$ put $X_i(X) = X_{i-4}(X^{-1}), Y_i(X) = Y_{i-4}(X^{-1}), Z_i(X) = Z_{i-4}(X^{-1})$. Then, by Corollary 7.2 we have

\[
H_p(X, t) = \sum_{1 \leq i, j \leq 8} A_i(X)A_j(X)P(X_i(X)X_j(X), Y_i(X)Y_j(X), Z_i(X)Z_j(X), t).
\]

Thus the assertion can be proved by Lemma 7.3 with the aid of Mathematica. \(\square\)

8. **Explicit formula for the Rankin-Selberg series**

Let $F_f$ be the Ikeda type lift of $f$ for $E_{7,3}$ in Section 5. By Theorems 7.4 and 5.3 we obtain

**Theorem 8.1.**

\[
R(s, F_f, F_f) = c \zeta(2)\zeta(6)\zeta(8)\zeta(12) \prod_{i=1}^{3} \zeta(2s - 4k + 4i + 6)^{-1}
\]

\[
\times \prod_{i=1}^{3} \zeta(s - 2k + 4i - 3)L(s - 2k + 4i - 3, \text{Sym}^2\pi_f).
\]

By the residue formula in Theorem 4.2 we have the following period relation

\[
\langle F_f, F_f \rangle = \gamma_k \pi^{-6k-3} \prod_{i=1}^{3} L(4i - 3, \text{Sym}^2\pi_f),
\]

with $\gamma_k = c \zeta(2)\zeta(6)\zeta(8)\zeta(12)2^{-12k+22} \cdot 3^3 \cdot 5 \cdot (2k - 1)!(2k - 5)!(2k - 9)!$. By Proposition 6.7 we have

\[
\gamma_k = \frac{(2k - 1)!(2k - 5)!(2k - 9)!691}{2^{12k-7} \cdot 3^3 \cdot 5 \cdot 7^2 \cdot 13} \in \mathbb{Q}.
\]

This proves Theorem 1.1.
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