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Abstract

One expression of executive control involves proactive preparation for future events, and this contrasts with stimulus driven reactive control exerted in response to events. Here we describe findings from a response inhibition task, delivered using a smartphone-based platform, that allowed us to index proactive and reactive inhibitory self-control in a large community sample (n = 12,496). Change in stop-signal reaction time (SSRT) when participants are provided with advance information about an upcoming trial, compared to when they are not, provides a measure of proactive control while SSRT in the absence of advance information provides a measure of reactive control. Both forms of control rely on overlapping frontostriatal pathways known to deteriorate in healthy aging, an age-related decline that occurs at an accelerated rate in men compared to women. Here we ask whether these patterns of age-related decline are reflected in similar changes in proactive and reactive inhibitory control across the lifespan. As predicted, we observed a decline in reactive control with natural aging, with a greater rate of decline in men compared to women (~10 ms versus ~8 ms per decade of adult life). Surprisingly, the benefit of preparation, i.e. proactive control, did not change over the lifespan and women showed superior proactive control at all ages compared to men. Our results suggest that reactive and proactive inhibitory control partially rely on distinct neural substrates that are differentially sensitive to age-related change.

Introduction

We frequently need to exert rapid reactive control over our actions, such as stopping the car when an animal unexpectedly jumps on to the road. It is also the case that we can avail of informative cues to implement proactive control [1–3], such as when keeping one’s foot close to the brake after passing a warning sign for animals on the road. It has been suggested that proactive control is more ecologically relevant than reactive control for understanding both everyday behavior and impulse control disorders [3,4]. However, the dominant paradigm in the
inhibition literature—the stop-signal task—only measures reactive control [5,6]. This task has provided a detailed understanding of how corticostriatal loops and the hyperdirect pathway subserve reactive control [7,8] and how age-related decline in these pathways is associated with impaired reactive control [9]. In contrast, proactive control over actions has only more recently become the subject of studies, in humans as well as rodents [10]. Its neural instantiation may be similar to reactive control, engaging the right inferior frontal gyrus, supplementary motor area and striatum [11–14]. However, other regions seem uniquely involved in proactive control, such as the dorsolateral prefrontal cortex [15]. Here we asked—given the similarity of their neural substrates—whether reactive and proactive control decline at a similar rate across the lifespan. Age-related volume reductions are particularly pronounced in frontal regions and occur at a more rapid rate in men than women [16–19]. We therefore hypothesized that both reactive and proactive inhibitory control would decline with age and this decline would be more pronounced in men than women.

To acquire a large and comprehensive sample we collected data using The Great Brain Experiment, a smartphone app with experiments presented as games [20]. Users of the app also gave their educational attainment and, in a subset of players, a measure of depressive symptoms. Although depression is not thought to be related to reactive inhibitory control [21–23], these previous studies have relatively small numbers of participants and additionally did not test whether depressive symptoms related to proactive control. Prior to testing any of the above hypothesis, we established the reliability of response inhibition measures acquired through smartphones by verifying that assumptions of the race model underlying the calculation of stop-signal reaction time (SSRT) hold for data collected remotely [6,24,25].

Methods

Participants

All participants were recruited through The Great Brain Experiment (www.thegreatbrainexperiment.com [20]), a smartphone application (app) that is freely available for download. Between March 11th 2012 and April 3rd 2014 a total of 29,740 participants of at least 18 years old submitted 71,981 datasets ('blocks') for the game “Am I Impulsive?” Participants provided informed consent upon starting the app for the first time through a button on the screen. Participants were asked for their age (<18, 18–24, 25–29, 30–39, 40–49, 50–51, 60–69, 70+ years old), gender (male or female), location, education (GCSE, approximately equivalent to US GED or high school through age 16; A-level, approximately equivalent to US high school diploma; university degree; post-graduate qualification), life satisfaction (0–10 in steps of 1). Players were only known to us through an anonymous number. Participants that indicated to be under 18 years old were excluded from the experiment, though they could still play the games. Participants could play the app anywhere they chose to, meaning the experimental environment was left uncontrolled. Ethical approval for this experiment and the consent procedure was obtained from the UCL Research Ethics Committee (4354/001).

Task

The design of the task draws from various existing tasks [12,15,26–28]. Specifically, the task here is a simple response task with two responses and no decision component, where we manipulate the amount of information available to the participant as to which of the two responses might require inhibition. Participants tapped the left and right side of their smartphone or tablet screen to smash two falling fruits (Fig 1A). A single trial consisted of the fruits hanging at the top of the screen for 1–3 s (uniformly distributed), followed by the fruits falling down the vertical axis of the screen. When these passed over two circles indicating the response
window, spanning 500 to 800 ms following onset of the fall, subjects were required to tap both sides of the screen (Fig 1B). Out of 32 trials in a single play of the game, a random draw of 12 trials (37.5%) were ‘selective stop trials’ on which one of the fruits turned brown (as if it were rotten), indicating the corresponding side of the screen should not be tapped. On 16 out of 32 trials (‘Prepared’ condition) a glowing circle around one of the fruits indicated to the participant that this fruit alone might turn brown (which it would do in 6 out of 16 trials, i.e. 37.5%). On the other 16 trials (‘Unprepared’ condition) neither fruit glowed meaning either fruit might turn bad. The stop trials were always ‘selective’, i.e. both fruits never turned bad in the same trial. Prepared trials thus contained extra information concerning the action that might require stopping, allowing the participant to prepare and exert proactive control (Fig 1C). The number of milliseconds between the start of the response window and the fruit turning brown is the stop signal delay (SSD). We used separate staircases for the SSD in Prepared and Unprepared stop trials. The staircases started at -200 ms, moved by 50 ms up or down following correct or incorrect stops, respectively, and were reset at each play of 32 trials.

In summary, there were 4 types of trials: Unprepared go, Unprepared stop, Prepared go, and Prepared stop. Reactive control was calculated as the SSRT in the Unprepared condition, whereas proactive control was calculated as the difference in SSRT between Unprepared and Prepared trials (i.e. the improvement in SSRT with information [12]). All trials types were fully

---

**Fig 1. Task design.** (A) The game required participants to smash fruits as they passed over the gray circles. (B) On 37.5% of trials one of the fruits turned brown in mid-flight, prompting the participant to quickly withhold their response only on that side. On Unprepared trials either fruit could turn bad (the example in B shows the fruit on the right turning bad). On Prepared trials one of the fruits glowed, indicating that only that fruit could turn bad. (C) This information could be used to employ proactive control, and we quantified proactive control as the improvement in performance in Prepared over Unprepared trials.

doi:10.1371/journal.pone.0140383.g001
counterbalanced over events on the left and right side of the screen. We do not report our analyses split out over left and right responses or stop signals, because we have no specific hypotheses regarding left-right differences. The order of trials was randomized for each play. Every play was preceded by a short instruction screen.

**Participant exclusion**

Only completed blocks that were immediately sent to our servers over an active internet connection were stored. We first discarded data from participants with no correct Go or Stop trials, no failed or successful stop trials in either Prepared or Unprepared trials, or an SSRT that was smaller than or equal to 0 (see below for SSRT estimation). This left 22,098 out of a total of 29,740 participants (74%). Unless noted otherwise, we performed all analyses on subjects that submitted 2 blocks or more to allow for reliable estimation of the SSRT (12,496 out of 22,098 participants played 2+ blocks, 57% [25]). Data collected over multiple blocks by a single subject were concatenated.

**Beck Depression Inventory (BDI)**

A link to an online version of the BDI-2 [29,30] was sent to all participants. In addition to a standard set of 21 questions we asked 5 questions about depression history, number of depressive episodes, duration of depression over lifespan, history of anti-depressant medications, and occurrence of depression in immediate family. In case of duplicate submissions only the first submitted questionnaire was analyzed. In our sample of participants (>1 play) the response rate was 4% (509 participants).

**Estimation of SSRT**

The SSRT quantifies the number of milliseconds it takes on average to inhibit an ongoing response after a stop signal appears on the screen. For example, an SSRT of 200 ms would indicate that if a stop-signal were presented 150 ms before a response is going to be made, the subject would not be able to stop and would make an error of commission (referred to here as a ‘stopFail’ trial); if the stop-signal were presented 250 ms before the response, the stop process would finish before the response is executed, thus leading to a successful stop trial (‘stopSuccess’ trial). The SSRT can be calculated for the Unprepared and Prepared condition separately. In this study, SSRT-Unprepared is our measure of reactive control, and the percentage improvement between Unprepared and Prepared, i.e. 100\(^{\text{\%}}\) (SSRT-Prepared−SSRT-Unprepared)/SSRT-Unprepared, is our measure of proactive control.

We computed the SSRT for the Prepared and Unprepared condition separately using the integration method [24,31]. We ordered all leading Go reaction times (RTs)—defined as the time of the first recorded response in the trial in ms from the start of the fall—in descending order and selected the RT corresponding to a participant’s probability of successfully stopping over all stop trials was selected. For example, if the participant successfully stopped their response in 5 out of 12 stop trials, their \(p(\text{stop})\) would be 42%. We would then select the RT 42% down the ordered list of RTs (e.g. 640 ms). From this value we subtracted the mean time at which the fruit turned bad relative to onset of the start of the fall (e.g. 350 ms) to obtain the SSRT (in this example, 640−350 = 290 ms). We excluded 18 subjects whose proactive control was larger than 100% or smaller than -100% as outliers.
Estimation of selectivity

Some studies have shown that inhibition of one response also slows down inhibition of concurrent responses (e.g. [27]). We estimated the selectivity of inhibition by calculating $RT_{\text{stopSuccess}} - RT_{\text{Go}}$, where $RT_{\text{stopSuccess}}$ is the response time of the action that was not stopped on successful Stop trials. However, our reliability analysis (see Results) showed that this measure cannot be estimated accurately from our data, so in the remainder of the paper we focus on SSRT rather than selectivity.

Statistical analysis

We regressed the various dependent variables against models that always included nuisance variables including the number of submitted blocks, proportion of correct Go trials (both location and timing of press), and operating system (iOS or Android) in R [32,33]. As regressors of interest we used, across multiple models, scalar variables of age and BDI (both mean-centered; each participant’s age set to the center of their age bin), and factors gender and education. For analyses that included education we excluded participants 18–24 years old as a large proportion might not yet have finished their education. We used the R-package ‘doBy’ for post-hoc contrasts [34]. For reliability analysis and plotting we used MatLab R2012a (The MathWorks, Inc.). We assessed reliability as the intraclass correlation coefficient $1 - 1$ (ICC) as implemented in a custom MatLab script (http://uk.mathworks.com/matlabcentral/fileexchange/22099-intraclass-correlation-coefficient—icc-). The ICC takes into account the degree of absolute agreement between values, such that for normalized data the ICC is equivalent to the correlation, whereas for non-normalized data (as used here) the ICC drops as absolute values deviate from one another. To calculate split-half reliability we compared even to odd blocks (as in [35]). Note that we report effect sizes and 95% confidence intervals in ms rather than p-values, as the large sample size makes p-values less informative [36]. We also focus on the strength of effects rather than statistical significance. Nevertheless, a significant effect at a false positive rate of 0.05 can be concluded if the 95% confidence interval does not cross 0.

Results

Basic descriptors of behavior

Table 1 presents basic measures of behavior split out across age groups for comparison with other studies. For the benefit of the reader we further unpack leading Go RT (the fastest response on a trial) as a function of condition, age and gender in S1A Fig; and the variance in leading vs non-leading Go RT (‘non-leading’ refers to the second response in a trial) in S1B and S1C Fig. Note that the average SSRT is in the range of 340 to 400 ms, higher than the average values reported in the literature. We will come back to this point in the Discussion.

Reliability of SSRT and selectivity estimates

SSRT and selectivity have been used as markers of inhibitory control (e.g. [12,28]). Their reliability depends on the amount of available data for each subject. For example, 52% of subjects submitted only a single play, which is about 2 minutes’ worth of data. Indeed, for subjects who played more than once, the intraclass correlation (ICC) between the first and second play is below 0.4 for both SSRT and selectivity, which is classified as ‘poor’ (see Fig 2 [37]). Including twice the number of trials leads to a ‘good’ reliability for SSRT-Unprepared and SSRT-Prepared, whereas the reliability of the selectivity measures remains poor (Fig 2). Given these
### Table 1. Results on various measures of the task across age groups.

'Leading' refers to the RT of the fastest response on each trial, and non-leading refers to the second response on the trial. For definitions of other terms see the Methods. All values are presented as mean with 95% CI over participants unless noted otherwise.

| Age (n included) | mean # blocks submitted | RT relative to start of response window (ms) | prob. successful stop | prob. correct go | Selectivity (ms) | SSRT (ms) |
|------------------|--------------------------|---------------------------------------------|-----------------------|------------------|------------------|-----------|
|                  |                          | Unprepared   Leading | Non-leading | Prepared   Leading | Non-leading | Unprepared | Prepared | Unprepared | Prepared | Unprepared | Prepared |
| 18–24 (2939)     |                          | 3.4           154 (1.4) 190 (1.8) | 155 (1.5) 214 (2.0) | 0.64 (0.005) 0.67 (0.005) | 0.87 (0.005) 0.81 (0.006) | 58 (2.3) 34 (2.2) | 365 (2.1) 340 (2.3) |
| 25–29 (2367)     |                          | 3.7           153 (1.5) 192 (2.1) | 155 (1.6) 217 (2.2) | 0.65 (0.006) 0.68 (0.005) | 0.86 (0.006) 0.80 (0.007) | 61 (2.2) 35 (2.4) | 365 (2.2) 335 (2.4) |
| 30–39 (3554)     |                          | 3.9           151 (1.2) 193 (1.8) | 154 (1.4) 218 (1.9) | 0.63 (0.005) 0.67 (0.004) | 0.85 (0.005) 0.78 (0.007) | 61 (2.0) 35 (2.0) | 373 (1.8) 342 (2.2) |
| 40–49 (2041)     |                          | 4.5           153 (1.6) 198 (2.4) | 156 (1.7) 221 (2.6) | 0.62 (0.006) 0.68 (0.006) | 0.84 (0.008) 0.75 (0.010) | 65 (2.6) 33 (2.8) | 384 (2.3) 349 (3.0) |
| 50–59 (1010)     |                          | 5.8           156 (2.4) 211 (4.3) | 157 (2.7) 232 (4.6) | 0.61 (0.010) 0.68 (0.009) | 0.80 (0.014) 0.68 (0.016) | 66 (3.8) 43 (3.9) | 399 (3.7) 353 (4.5) |
| 60+ (585)        |                          | 6.4           151 (3.4) 212 (5.8) | 151 (3.9) 229 (6.8) | 0.59 (0.014) 0.66 (0.014) | 0.73 (0.018) 0.62 (0.022) | 60 (6.6) 43 (6.6) | 411 (5.5) 365 (6.9) |

doi:10.1371/journal.pone.0140383.t001
Fig 2. Reliability of SSRT and selectivity depends on the number of available blocks per subject. The SSRT represents the duration of the inhibitory process, i.e. the speed of inhibition. Selectivity represents the slowing that occurs on the concurrent response when an action is inhibited. Here we use the intraclass correlation (ICC) to quantify the reliability of these measures as a function of the number of trials that are used in the estimation and the trial type. If SSRT and selectivity are estimated from the first game only and compared to the second game (# of blocks = 1 in the figure), reliability is ‘poor’ for all measures (following criteria from [37]). Reliability increases as more blocks are used for estimation. However, reliable estimation of selectivity requires approximately 4 times as much data as reliable estimation of SSRT as shown by the rightward shift of the selectivity curves compared to SSRT curves. Error bars represent 95% CI on the ICC, n = number of subjects for whom sufficient blocks were available, e.g. 26,012 participants had at least 2 submitted blocks so that the reliability of the first game to the second game could be calculated.

doi:10.1371/journal.pone.0140383.g002
results we excluded those subjects who only submitted a single block, and focused our analyses primarily on SSRT in this paper.

Applicability of the independent horse race model

The independent horse race model estimates the speed of inhibition (SSRT) based on both the stop performance and the Go RT distribution. Despite good reliabilities, the relatively small number of trials included in the calculation of some of the SSRTs might make this model unsuitable [24,38]. To ascertain the applicability of the horse race model to our data we checked a range of assumptions of the model (Fig 3; see S2A and S2B Fig for the distribution of the data that goes into the calculation of the SSRT). Firstly, we observed that in trials where the subject failed to stop, the RT tended to be more than 20 ms faster than the average Go RT, in line with the prediction that failed stop trials represent the fast part of the Go RT distribution (Fig 3A and 3B; Prepared: mean RT\textsubscript{Go} — RT\textsubscript{stopFail} = 22.8 ± 0.6 ms; Unprepared: mean RT\textsubscript{Go} — RT\textsubscript{stopFail} = 25.3 ± 0.6 ms). Secondly, the later the stop-signal was presented, i.e. the larger the SSD, the lower the probability of stopping (Fig 3C) and the higher the reaction time on failed stop trials (Fig 3D). Together these results suggest the independent horse race model is applicable to data from both the Unprepared and Prepared conditions in subjects with 2 or more submitted blocks.

Comparison of SSRT to lab data

The SSRT presented here is high compared to values more commonly found in the literature, which are between 200 and 250 ms including in our own research (e.g. [12]). However, lab-based experiments are commonly administered over extended periods of time with ample training, instruction and feedback.

For a fairer comparison to the current results, we estimated the SSRT from the Prepared and Unprepared condition in Smittenaar et al. [12], estimated from the first 100 practice trials. These practice trials were preceded only by 30 trials without any preparation and instruction about the preparation cues similar to that in the app. The mean SSRT was 310 ms in the Unprepared and 330 ms in the Prepared condition, compared to 340 ms and 365 ms, respectively, in 18–24 year olds in the data from the app (note that the Unprepared SSRT being faster than Prepared SSRT can be explained in light of a speed-selectivity trade-off; see [12]). Note these values from the lab practice sessions are approximately 100 ms slower than the SSRTs estimated from the full lab experiment, suggesting an effect of exposure to the task on SSRT. However, we found no evidence for an improvement in SSRT in app players that played multiple blocks (data not shown). This suggests that some of the difference in lab- versus app-based SSRTs might be due to the opportunity for supervised practice in lab experiments. Further implications will be highlighted in the Discussion.

Preparation improves speed of inhibition

As expected, preparation (proactive control) improved the SSRT (S2C Fig; Unprepared—Prepared, 31.9 ± 1.1 ms improvement). Preparation also improved the selectivity (S2D Fig; Unprepared—Prepared, 26.1 ± 1.3 ms). To examine how our between-subject factors affected inhibitory control we examined SSRT-Unprepared as a measure of reactive control, and the improvement from Unprepared to Prepared as a measure of proactive control.

Demographics of proactive and reactive control

In a regression of SSRT-Unprepared on age, gender, age-by-gender and three nuisance variables (see Methods), we observed 18–24 year old women are 9.97 ± 1.99 ms slower than men.
However, we also observed a strong age-by-gender interaction on this measure of reactive control (Fig 4A, red lines). That is, whereas men on average deteriorate by 10.1 ± 1.22 ms per decade, women do so only at 8.2 ± 1.05 ms per decade (1.9 ± 1.57 ms per decade slower than men). Reactive inhibitory control thus declines more slowly in women than men.

In a regression with the same six predictors but on proactive control (the difference between Unprepared and Prepared SSRT), 18–24 year old women showed larger improvement with
preparation than men (Fig 4B; 1.95 ± 0.57 percentage point (p.p.) difference). This effect of gender on proactive control, if anything, became stronger with increasing age (the gender difference increased by 0.46 ± 0.45 p.p. per decade). Although Fig 4B suggests proactive control increases with age, there was no evidence for a main effect of age (-0.01 ± 0.03 p.p.) due to the inclusion of various other regressors (Table 2). The two regressors attenuating the main effect of age were the age^gender interaction described above as well as the number of correct Go
trials. The former was added as we had a priori hypotheses regarding the existence of such an interaction; the latter was included as a proxy for general skill in and comprehension of the task goals (as opposed to specific inhibitory skill).

Together, these results suggest that reactive, but not proactive, control deteriorates with age, but more so in men than women (Fig 4A). Furthermore, women experience greater benefits from proactive control across all ages (Fig 4B).

For education we also examined SSRT-Unprepared and the difference between SSRT-Unprepared and SSRT-Prepared to distinguish reactive versus proactive control (Fig 4C). The predictors were education, age, gender, age*gender and three nuisance variables, with 18–24 year olds excluded. Progressively higher levels of education were associated with better SSRT-Unprepared (compared to GCSE, in ms: A-level, -4.8 ± 4.1; degree, -7.1 ± 3.7; postgrad, -8.4 ± 4.0). Similarly, proactive control increased with education (compared to GCSE, in percentage points: a-level, -1.6 ± 1.2; degree, -2.6 ± 1.1; postgrad, -3.3 ± 1.2). Together, this shows that a higher level of education is associated with better reactive as well as proactive control.

Lastly we explored possible relationships between depression indices and SSRT (Fig 4D). In a regression identical to the age-by-gender regression in Fig 4A, but with BDI scores added as a predictor, we observed no relationship between the BDI score and SSRT-Unprepared (change in SSRT with every point on BDI scale, 0.05 ± 0.39 ms) or proactive control (0.04 ± 0.14 p.p.).

**Discussion**

Here we present a dataset acquired through smartphones in which we examined inhibitory control in a large group of male and female participants with a wide range of age, education and depressive symptoms. We found that these data conform to assumptions of the widely used independent horse race model, which was used to estimate the SSRT in the Prepared and Unprepared conditions. These measures can be reliably estimated from only ~4 minutes of data (64 trials). We found that reactive control, operationalized as SSRT in the Unprepared condition, deteriorates with age, and this occurs faster in men than women. Proactive control, operationalized as the change in SSRT in the Prepared compared to the Unprepared condition, was not related to a main effect of age. Moreover, proactive control was stronger in women compared to men at all ages. Additionally, we found higher levels of education are associated with better reactive as well as proactive inhibitory control, whereas depression shows no relationship with either measure of inhibitory self-control.
Our results extend previous research on inhibition in multiple ways. We replicate the finding that reactive control deteriorates with age \cite{9,35,39}. Unlike these previous studies we observed an age-by-gender interaction. This contributes to an ongoing debate on differential cognitive decline in men and women depending on task type, with some reports finding faster decline in men (on a cognitive battery \cite{40}), and others finding no differential decline (in spatial ability \cite{41,42}), and yet others finding women decline faster (on simple and choice RT \cite{43}). This cognitive heterogeneity is surprising given the more rapid age-related neural decline consistently found in men compared to women \cite{16–19,44}, including in prefrontal regions critical for inhibitory control \cite{11,12}. Future work, for example on white-matter connectivity rather than brain volume \cite{9}, might shed more light on the neural underpinnings of age- and gender-related decline and maintenance of cognitive function. It is particularly important to understand how proactive control performance is maintained in the face of neural decline, and how this aligns with theories of proactive control in aging \cite{2,45}.

In contrast to this gender-by-age effect on reactive control, proactive control was greater (i.e. SSRT improved more with preparation) in women compared to men at all ages. That is, whereas advance information benefits the speed of inhibition across age groups and genders, this benefit was greater in women than men at all ages. This suggests that preparatory benefits are not simply a function of baseline performance whereby worse performers show larger improvements. Although another study found that preparation paradoxically slows SSRT \cite{28} or has no effect on SSRT \cite{26}, all these results can be explained as a trade-off between speed and selectivity of inhibition \cite{12}. That is, depending on instruction and disposition of the participant, the preparatory cue might be used to improve the speed or selectivity of inhibition, with both trading off against one another.

Education is often controlled for (e.g. \cite{46}) or measured but not reported on (e.g. \cite{39,47}) in the response inhibition literature. To the best of our knowledge there have been no previous reports showing education is associated with better reactive and proactive inhibitory control. However, these effects might not be specific, and indeed education was also associated with e.g. differences in performance on Go trials (data not shown). The specific relationship between education, IQ and inhibitory control therefore remains unclear.

We observed strong relationships between demographics and SSRT estimated from these data. Nonetheless, the average SSRT is high compared to previous work studying similar types of inhibition \cite{11,12,28}. An unusual aspect of the task is the fact that a Go response can be anticipated from the falling fruit, compared to having an unpredictable onset in the standard stop-signal task. This feature was inspired by previous work, in which SSRTs were either in the standard 200 to 250 ms range \cite{27,48} or considerably higher (\cite{15}, approximately 330 ms; \cite{49}). The latter authors note that more complexity and working memory load can increase SSRT \cite{50,51} and that less intense stop-signals also lengthen SSRTs \cite{52,53}. We also speculate that some of the higher SSRTs might arise from the lack of supervised practice provided to the participant in the app. Indeed, when we re-analyzed data from the initial practice phase in Smittenaar et al. \cite{12} these SSRTs were approximately 100 ms slower than those estimated from the full experiment. Additional factors that might contribute to slower SSRTs in smartphone compared to lab data include the uncontrolled environment which might be more distracting, the small screen size, the heterogeneous participant group compared to university undergraduates, the way the stop signal is presented, the intermittent participation compared to continuous play in the lab, and the minimal instruction.

As such, there are many benefits as well as limitations to the use of smartphones in cognitive science \cite{54}. As in lab-based \cite{55} and online \cite{56} cognitive research here we assume the same sampling bias and additionally the cross-sectional approach could have affected the results (e.g. \cite{57}), much as it does in all cross-sectional aging research. Broad sampling of the wider
population is a first step to understanding how our models of cognition apply beyond the common context of Western university students. For example, another game from The Great Brain Experiment showed that a computational model of subjective well-being developed in the lab could be used to predict well-being in the broader population [58]. Smartphones, given their ubiquity not only in the West but worldwide [59], provide a cost-efficient and societally engaging way of achieving this goal.

The dataset presented here is publicly available for further research. Our approach shows the power of harnessing large-scale public participation in psychology and academic research [60]. By transforming laboratory tasks into engaging games [61], researchers can now engage the public in research at vast scales.

Supporting Information

S1 Fig. Description of Go reaction times. The leading Go reaction time is defined as the average time after the start of the response window (which itself starts 500 ms after the fruit starts falling) that the first button is pressed. The second response in the trial is called the non-leading Go RT. (A) This graph illustrates how leading Go RT changes with gender, age and preparation. Participants successfully responded around the center of the response window, which is at 150 ms on this scale. (B-C) By definition, non-leading Go RTs are slower than leading Go RTs. Each point in the plot is a participant, and the red dot indicates the mean of the population. In the Prepared condition the non-leading response was $64.0 \pm 1.1$ ms slower than the leading response; the equivalent value for Unprepared is $42.5 \pm 0.9$ ms.

S2 Fig. Calculation of SSRT and distribution of SSRT and selectivity. (A-B) These figures illustrate the distribution of 12,496 participants in the space of leading Go RT, SSD and $p(stop\text{-}Success)$ for the Unprepared condition. These three variables together determine the SSRT through the quantile method. That is, a fast SSRT arises from a high average SSD, fast Go RTs and high $p(stop\text{-}Success)$. (C) Selectivity is defined as the speed of the remaining response after a successful stop minus the average leading Go RT, such that larger values indicate worse selectivity of the inhibitory process. Selectivity is better in the Prepared compared to Unprepared condition. The black-white dot indicates the mean of the population. (D) The SSRT, reflecting the speed of inhibition, is faster in the Prepared compared to Unprepared condition.

Acknowledgments

We thank all players of the Great Brain Experiment for their contribution. The authors further acknowledge the comments and suggestions at various stages in the project from Doug Garrett, Laurence Hunt, Marc Guitart-Masip, Zeb Kurth-Nelson, Ulman Lindenberger, and the Dolan lab. We also acknowledge the work of Neil Millstone from White Bat Games in developing the app, Ric Davis, Chris Freemantle and Rachael Maddock for support developing the data collection server, and Dan Jackson (UCL), Chloe Sheppard and Craig Brierley (Wellcome Trust) for logistical support.

Author Contributions

Conceived and designed the experiments: PS RBR PZ RAA HB RJD. Performed the experiments: PS RBR PZ RAA HB. Analyzed the data: PS RBR GL. Wrote the paper: PS RBR PZ RAA GL RJD.
References

1. Gollwitzer PM. Implementation intentions: strong effects of simple plans. American psychologist. 1999; 54(7):483.
2. Braver TS. The variable nature of cognitive control: a dual mechanisms framework. Trends Cogn Sci. 2012; 16(2):106–13. Epub 2012/01/17. doi: 10.1016/j.tics.2011.12.010 PMID: 22245618; PubMed Central PMCID: PMC3289517.
3. Aron AR. From reactive to proactive and selective control: developing a richer model for stopping inappropriate responses. Biol Psychiatry. 2011; 69(12):e55–68. Epub 2010/10/12. doi: 10.1016/j.biopsych.2010.07.024 PMID: 20932513; PubMed Central PMCID: PMC3399712.
4. Schall JD, Godlove DC. Current advances and pressing problems in studies of stopping. Curr Opin Neurobiol. 2012; 22(8):1012–21. Epub 2012/07/04. doi: 10.1016/j.conb.2012.06.002 PMID: 22749788; PubMed Central PMCID: PMC3496825.
5. Verbruggen F, Logan GD. Response inhibition in the stop-signal paradigm. Trends Cogn Sci. 2008; 12(11):418–24. Epub 2008/09/19. doi: 10.1016/j.tics.2008.07.005 PMID: 18799345; PubMed Central PMCID: PMC2709177.
6. Logan GD, Cowan WB, Davis KA. On the ability to inhibit simple and choice reaction time responses: a model and a method. Journal of experimental psychology Human perception and performance. 1984; 10(2):276–91. Epub 1984/04/01. PMID: 6232345.
7. Aron AR, Poldrack RA. Cortical and subcortical contributions to Stop signal response inhibition: role of the subthalamic nucleus. J Neurosci. 2006; 26(9):2424–33. Epub 2006/03/03. doi: 10.1523/JNEUROSCI.4692-05.2006 PMID: 16510720.
8. Schmidt R, Leventhal DK, Mallet N, Chen F, Berke JD. Canceling actions involves a race between basal ganglia pathways. Nature Neuroscience. 2013; 16(8):1118–24. doi: 10.1038/nn.3456 PMID: 23852117.
9. Coxon JP, Van Impe A, Wenderoth N, Swinnen SP. Aging and inhibitory control of action: cortico-subthalamic connection strength predicts stopping performance. J Neurosci. 2012; 32(24):8401–12. Epub 2012/06/16. doi: 10.1523/JNEUROSCI.2167-13.2013 PMID: 22969920.
10. Mayse JD, Nelson GM, Park P, Gallagher M, Lin S-C. Proactive and reactive inhibitory control in rats. Frontiers in neuroscience. 2014; 8. doi: 10.3389/fnins.2014.00408
11. Maijd DA, Cai W, Corey-Bloom J, Aron AR. Proactive Selective Response Suppression Is Implemented via the Basal Ganglia. The Journal of Neuroscience. 2013; 33(33):13259–69. doi: 10.1523/JNEUROSCI.5651-12.2013 PMID: 23946385
12. Smittenaar P, Guitart-Masip M, Lutti A, Dolan RJ. Preparing for selective inhibition within frontostriatal loops. J Neurosci. 2013; 33(46):18087–97. Epub 2013/11/15. doi: 10.1523/JNEUROSCI.2167-13.2013 PMID: 24227719; PubMed Central PMCID: PMC3828452.
13. Jahafri S, Waldorp L, van den Wildenberg WP, Scholte HS, Ridderinkhof KR, Forstmann BU. Effective connectivity reveals important roles for both the hyperdirect (fronto-subthalamic) and the indirect (fronto-striatal-pallidal) fronto-basal ganglia pathways during response inhibition. J Neurosci. 2011; 31(18):6891–9. Epub 2011/05/06. doi: 10.1523/JNEUROSCI.5253-10.2011 PMID: 21543619.
14. Lavallee CF, Meemken MT, Herrmann CS, Huster RJ. When holding your horses meets the deer in the headlights: time-frequency characteristics of global and selective stopping under conditions of proactive and reactive control. Frontiers in human neuroscience. 2014; 8.
15. Zandbelt BB, Bloemendaal M, Neggers SF, Kahn RS, Vink M. Expectations and violations: Delineating the neural network of proactive inhibitory control. Hum Brain Mapp. 2012. Epub ahead of print. Epub 2012/02/24. doi: 10.1002/hbm.22047 PMID: 22359406.
16. Murphy DG, DeCarli C, McIntosh AR, Daly E, Mentis MJ, Pietrini P, et al. Sex differences in human brain morphometry and metabolism: an in vivo quantitative magnetic resonance imaging and positron emission tomography study on the effect of aging. Archives of general psychiatry. 1996; 53(7):585–94. PMID: 8660125
17. Coffey CE, Lucke JF, Saxton JA, Ratcliff G, Unistas LJ, Billig B, et al. Sex differences in brain aging: a quantitative magnetic resonance imaging study. Archives of neurology. 1998; 55(2):169–79. PMID: 9482358
18. Cowell PE, Turetsky BI, Gur RC, Grossman RI, Shtasel D, Gur R. Sex differences in aging of the human frontal and temporal lobes. The Journal of Neuroscience. 1994; 14(8):4748–55. PMID: 8046448
19. Gur RC, Mozley PO, Resnick SM, Gottlieb GL, Kohn M, Zimmerman R, et al. Gender differences in age effect on brain atrophy measured by magnetic resonance imaging. Proceedings of the National Academy of Sciences. 1991; 88(7):2845–9.
20. Brown HR, Zeidman P, Smittenaar P, Adams RA, McNab F, Rutledge RB, et al. Crowdsourcing for cognitive science—the utility of smartphones. PLoS One. 2014; 9(7):e100662. Epub 2014/07/16. doi:10.1371/journal.pone.0100662 PMID: 25025865; PubMed Central PMCID: PMC4099129.

21. Lipszyc J, Schachar R. Inhibitory control and psychopathology: a meta-analysis of studies using the stop signal task. Journal of the International Neuropsychological Society. 2010; 16(06):1064–76.

22. Sjoerds Z, Van Den Brink W, Beekman A, Penninx B, Veltman D. Response inhibition in alcohol-dependent patients and patients with depression/anxiety: a functional magnetic resonance imaging study. Psychological medicine. 2014; 44(08):1713–25.

23. Lau MA, Christensen BK, Hawley LL, Gemar MS, Segal ZV. Inhibitory deficits for negative information in persons with major depressive disorder. Psychological medicine. 2007; 37(09):1249–59.

24. Verbruggen F, Logan GD. Models of response inhibition in the stop-signal and stop-change paradigms. Neurosci Biobehav Rev. 2009; 33(5):647–61. Epub 2008/09/30. doi:10.1016/j.neubiorev.2008.08.014 PMID: 18823313; PubMed Central PMCID: PMC2696813.

25. Congdon E, Mumford JA, Cohen JR, Galvan A, Canli T, Poldrack RA. Measurement and reliability of response inhibition. Frontiers in psychology. 2012; 3:37. Epub 2012/03/01. doi:10.3389/fpsyg.2012.00037 PMID: 22363308; PubMed Central PMCID: PMC3283117.

26. Jahfari S, Verbruggen F, Frank MJ, Waldorp LJ, Colzato L, Ridderinkhof KR, et al. How preparation changes the need for top-down control of the basal ganglia when inhibiting premature actions. J Neurosci. 2012; 32(32):10870–8. Epub 2012/08/10. doi:10.1523/JNEUROSCI.0902-12.2012 PMID: 22875921.

27. Coxon JP, Stinear CM, Byblow WD. Selective inhibition of movement. J Neurophysiol. 2007; 97(3):2480–9. Epub 2007/01/26. doi:10.1152/jn.01284.2006 PMID: 17251361.

28. Aron AR, Verbruggen F. Stop the presses: dissociating a selective from a global mechanism for stopping. Psychol Sci. 2008; 19(11):1146–53. Epub 2008/12/17. doi:10.1111/j.1467-9280.2008.02216.x PMID: 19076487.

29. Beck AT, Ward CH, Mendelson ML, Mock JE, Erbaugh JK. An inventory for measuring depression. Archives of general psychiatry. 1961; 4(6):561–71.

30. Beck AT, Steer RA, Ball R, Ranieri WF. Comparison of Beck Depression Inventories-IA and-II in psychiatric outpatients. Journal of personality assessment. 1996; 67(3):588–97. PMID:8991972

31. Verbruggen F, Chambers CD, Logan GD. Fictitious Inhibitory Differences How Skewness and Slowing Distort the Estimation of Stopping Latencies. Psychological Science. 2013; 24(3):352–62. doi:10.1177/0956797612457390 PMID: 23399493

32. R Core Team. R: a language and environment for statistical computing. Vienna, Austria: R Foundation for Statistical Computing; 2012. Open access available at: http://cran.r-project.org.

33. R Development Core Team. R: A language and environment for statistical computing. Vienna, Austria: R Foundation for Statistical Computing. 2008:1–1731.

34. Hejsgaard S. The doBy package. The Newsletter of the R Project Volume 6/2, May 2006. 2012; 1(1):47.

35. Williams BR, Ponesse JS, Schachar RJ, Logan GD, Tannock R. Development of inhibitory control across the life span. Dev Psychol. 1999; 35(1):205–13. Epub 1999/01/29. PMID: 9923475.

36. Kline RB. Beyond significance testing: Statistics reform in the behavioral sciences: American Psychological Association; 2013.

37. Cicchetti DV. Methodological commentary the precision of reliability and validity estimates revisited: distinguishing between clinical and statistical significance of sample size requirements. Journal of Clinical and Experimental Neuropsychology. 2001; 23(5):695–700. PMID: 11778646

38. Logan GD. On the ability to inhibit thought and action: A users' guide to the stop signal paradigm. In: Dagenbach D, Carr TH, editors. Inhibitory processes in attention, memory, and language. xiv. San Diego, CA, US: Academic Press; 1994. p. 461.

39. Bedard A-C, Nichols S, Barbosa JA, Schachar R, Logan GD, Tannock R. The development of selective inhibitory control across the life span. Developmental neuropsychology. 2002; 21(1):93–111. PMID: 12058837

40. Maylor EA, Reimers S, Choi J, Collaer ML, Peters M, Silverman I. Gender and sexual orientation differences in cognition across adulthood: Age is kinder to women than to men regardless of sexual orientation. Archives of sexual behavior. 2007; 36(2):235–49. PMID: 17351741

41. Driscoll I, Hamilton DA, Yeo RA, Brooks WM, Sutherland RJ. Virtual navigation in humans: the impact of age, sex, and hormones on place learning. Hormones and Behavior. 2005; 47(3):326–35, http://dx.doi.org/10.1016/j.yhbeh.2004.11.013, PMID: 15708762
42. Willis SL, Schaeie KW. Gender differences in spatial ability in old age: Longitudinal and intervention findings. Sex Roles. 1988; 18(3–4):189–203.

43. Der G, Deary IJ. Age and sex differences in reaction time in adulthood: results from the United Kingdom Health and Lifestyle Survey. Psychology and aging. 2006; 21(1):62. PMID: 16594792

44. Good CD, Johnsrude IS, Ashburner J, Henson RN, Fristen K, Frackowiak RS, editors. A voxel-based morphometric study of ageing in 465 normal adult human brains. Biomedical Imaging, 2002 5th IEEE EMBS International Summer School on; 2002: IEEE.

45. Lindenberger U, Mayr U. Cognitive aging: is there a dark side to environmental support? Trends Cogn Sci. 2014; 18(1):7–15. Epub 2013/11/12. doi:10.1016/j.tics.2013.10.006 PMID: 24210962; PubMed Central PMCID: PMC3969029.

46. Monterosso JR, Aron AR, Cordova X, Xu J, London ED. Deficits in response inhibition associated with chronic methamphetamine abuse. Drug and alcohol dependence. 2005; 79(2):273–7. Epub 2005/06/22. doi:10.1016/j.drugalcdep.2005.02.002 PMID: 15967595.

47. Rucklidge JJ, Tannock R. Neuropsychological profiles of adolescents with ADHD: Effects of reading difficulties and gender. Journal of child psychology and psychiatry. 2002; 43(8):988–1003. PMID: 12455921

48. Coxon JP, Stinear CM, Byblow WD. Stop and go: the neural basis of selective movement prevention. J Cogn Neurosci. 2009; 21(6):1193–203. Epub 2008/08/16. doi: 10.1162/jocn.2009.21081 PMID: 18702592.

49. Zandbelt BB, Vink M. On the role of the striatum in response inhibition. PLoS One. 2010; 5(11):e13848. Epub 2010/11/17. doi:10.1371/journal.pone.0013848 PMID: 21079814; PubMed Central PMCID: PMC2973972.

50. van Gaal S, Ridderinkhof KR, van den Wildenberg WP, Lamme VA. Dissociating consciousness from inhibitory control: evidence for unconsciously triggered response inhibition in the stop-signal task. Journal of Experimental Psychology: Human Perception and Performance. 2009; 35(4):1129. doi:10.1037/a0013551 PMID: 19653754

51. Chacon L, Bilec S, Cabeza R, Kremen W. Distributional change in the aging brain: a meta-analysis of diffusion tensor imaging. Neuroimage. 2010; 49(1):1–12. Epub 2009/10/28. doi:10.1016/j.neuroimage.2009.10.004 PMID: 19851142; PubMed Central PMCID: PMC2774098.

52. Brookes SA, Gooch N, Levesque SM, Seth AK. A computational model of the effects of age on reaction time. Frontiers in Computational Neuroscience. 2014; 8:200. doi: 10.3389/fncom.2014.00200 PMID: 25112647; PubMed Central PMCID: PMC4085193.

53. Henrich J, Heine SJ, Norenzayan A. The weirdest people in the world? Behavioral and brain sciences. 2010; 33(2–3):61–83. doi:10.1017/S0140525X0999152X PMID: 2050733

54. Chandler J, Mueller P, Paolacci G. Nonnaïveté among Amazon Mechanical Turk workers: Consequences and solutions for behavioral researchers. Behavior research methods. 2014; 46(1):112–30. doi:10.3758/s13428-013-0365-7 PMID: 23835650

55. Saltmarsh J, Campbell J, Beatty D, Piek J, Kappelle T, van der Helm F, et al. Stop-signal reaction time differences between children with ADHD and typically developing children. Journal of Child Psychology and Psychiatry. 2014; 55(9):1158–68. doi:10.1111/jcpp.12190 PMID: 24457294; PubMed Central PMCID: PMC4048164.

56. Rutledge RB, Skandali N, Dayan P, Dolan RJ. A computational and neural model of momentary well-being. Proceedings of the National Academy of Sciences. 2014; 111(33):12252–7.

57. Biechino J, Greene MJ, Zlateski A, Lee K, Richardson M, Turaga SC, et al. Space-time wiring specificity supports direction selectivity in the retina. Nature. 2014; 509(7500):331–6. Epub 2014/05/09. doi: 10.1038/nature13240 PMID: 24805243; PubMed Central PMCID: PMC4074887.