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Abstract

The Dyck language, which consists of well-balanced sequences of parentheses, is one of the most fundamental context-free languages. The Dyck edit distance quantifies the number of edits (character insertions, deletions, and substitutions) required to make a given length-$n$ parenthesis sequence well-balanced. RNA Folding involves a similar problem, where a closing parenthesis can match an opening parenthesis of the same type irrespective of their ordering. For example, in RNA Folding, both (·) and (·) are valid matches, whereas the Dyck language only allows (·) as a match. Both of these problems have been studied extensively in the literature. Using fast matrix multiplication, it is possible to compute their exact solutions in time $O(n^{2.824})$ (Bringmann, Grandoni, Saha, V.-Williams, FOCS'16), and a $(1 + \epsilon)$-multiplicative approximation is known with a running time of $\Omega(n^{2.372})$.

The impracticality of fast matrix multiplication often makes combinatorial algorithms much more desirable. Unfortunately, it is known that the problems of (exactly) computing Dyck edit distance and folding distance are at least as hard as Boolean matrix multiplication. Thereby, they are unlikely to admit truly subcubic-time combinatorial algorithms. In terms of fast approximation algorithms that are combinatorial in nature, the state of the art for Dyck edit distance is a $O(\log n)$-factor approximation algorithm that runs in near-linear time (Saha, FOCS’14), whereas for RNA Folding only an $\epsilon n$-additive approximation in $O(n^{2.5})$ time (Saha, FOCS’17) is known.

In this paper, we make substantial improvements to the state of the art for Dyck edit distance (with any number of parenthesis types). We design a constant-factor approximation algorithm that runs in $\tilde{O}(n^{1.971})$ time (the first constant-factor approximation in subquadratic time). Moreover, we develop a $(1 + \epsilon)$-factor approximation algorithm running in $\tilde{O}({n^{2\epsilon}})$ time, which improves upon the earlier additive approximation. Finally, we design a $(3 + \epsilon)$-approximation that takes $\tilde{O}({n^{d\epsilon}})$ time, where $d \geq 1$ is an upper bound on the sought distance.

As for RNA folding, for any $s \geq 1$, we design a multiplicative $s$-approximation algorithm that runs in $O(n + \left(\frac{n}{s}\right)^3)$ time. To the best of our knowledge, this is the first nontrivial approximation algorithm for RNA Folding that can go below the $n^2$ barrier. All our algorithms are combinatorial in nature.
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1 Introduction

The Dyck language is a well-known context free language consisting of well-balanced sequences of parentheses. Ranging from programming syntaxes, to arithmetic and algebraic expressions, environments in LaTeX, and tags in HTML/XML documents – we observe instances of Dyck language everywhere. For a comprehensive discussion on Dyck language and context free grammars see [Har78, Koz12]. Given a sequence $x$ of $n$ parentheses (which may be unbalanced), the Dyck edit distance problem asks for the minimum number of edits (character insertions, deletions, and substitutions) needed to make $x$ well-balanced. Interestingly, string edit distance, which is one of the fundamental string similarity measures, can be interpreted as a special case of Dyck edit distance$^1$.

A simple dynamic programming can compute Dyck edit distance in $O(n^3)$ time. After nearly four decades, this cubic running time was improved in 2016 by Bringmann, Grandoni, Saha, and V. Williams [BGSW19], who gave the first sub-cubic exact algorithm for a more general problem of language edit distance [AP72]. The algorithm uses not-so-practical fast Boolean matrix multiplication, arguably so because computing Dyck edit distance is at least as hard as Boolean matrix multiplication [ABV15], and hence combinatorial subcubic algorithms are unlikely to exist.

A problem closely related to Dyck edit distance is RNA Folding [NJ80]. Both in RNA Folding and Dyck edit distance, parentheses must match in an uncrossing way. However, in a RNA-folding instance, a close parenthesis of same type can match an open parenthesis irrespective of the order of occurrences. For example, under the RNA Folding distance, both $((),)$ are valid matches, whereas the Dyck language only allows $(())$ as a match. In terms of exact computation, they exhibit the same time complexity [BGSW19, ABV15]$^2$.

Can we design fast approximation algorithms for Dyck edit distance and RNA Folding? The first progress on this question for Dyck edit distance was made by Saha [Sah14], who proposed a polylogarithmic-factor approximation algorithm that runs in near linear time. It is possible to provide an $\epsilon n$ additive approximation for any $\epsilon > 0$ in $\tilde{O}(\frac{n^2}{\epsilon})$ time [Sah17]. Therefore, unless the distance is $O(n)$, and we allow quadratic time, the above algorithm does not provide a constant factor approximation to Dyck edit distance. This latter result on additive approximation applies to RNA Folding as well. Backurs and Onak [BO16] showed an exact algorithm for Dyck edit distance that runs in $O(n + d^{16})$ time which was recently improved by Fried, Golan, Kociumaka, Kopelowitz, Porat and Starikovskaya [FGK+22] to run in $O(n + d^5)$ time (and $\tilde{O}(n + d^{4.783})$ using fast matrix multiplication). Therefore, as the state of the art stands, (i) there did not exist any nontrivial multiplicative approximation for RNA Folding in subquadratic time, and (ii) there did not exist any subquadratic-time constant factor approximation for Dyck edit distance that works for the entire distance regime.

Let us contrast this state of affairs with the progress on string edit distance approximation. As mentioned earlier, string edit distance is a special case of Dyck edit distance. Early work [LMS98, BJKK04, BES06, AO09] on approximating string edit distance resulted in the first near-linear time polylogarithmic-factor approximation in 2010 by Andoni, Krauthgamer, and Onak [AKO10]. It took another eight years to obtain the first constant-factor approximation of edit distance in subquadratic time [CDG+20] (see [BEG+21] for a quantum analog). Finally, Andoni and Nosatzki improved the running time to near-linear while maintaining a constant factor approximation [AN20]. Using the best result in string edit distance approximation [AN20], it is possible to improve the approximation

---

$^1$Given two strings $s$ and $t$, form a sequence of parentheses by concatenating $s$, interpreted as a sequence of opening parentheses, and the reverse complement of $t$, obtained by reversing $t$ and replacing each symbol with the corresponding closing parenthesis, not present in the original alphabet.

$^2$In these problems, we are aiming to minimize the number of non-matched parentheses as opposed to maximizing the matched parentheses.
factor of [Sah14] to $O(\log n)$. However, designing a constant factor approximation for Dyck edit distance in subquadratic time remains wide open. RNA Folding even though conceptually very similar to Dyck edit distance, the algorithm of [Sah14] does not apply to it.

Saha’s work on Dyck approximation [Sah14] developed a random walk technique which has later been used for edit distance embedding and document exchange [CGK16, BZ16]. Using this random walk, it is possible to decompose a parenthesis sequence into many instances of string edit distance problem. However, this decomposition loses a logarithmic factor in the approximation, raising the question whether there exists an efficiently computable decomposition with a significant less loss.

Contributions. We provide several efficient algorithms approximating Dyck edit distance, and RNA Folding.

Faster Approximation Algorithms for Dyck Edit Distance

- **Constant approximation in Subquadratic time.** The main contribution of this paper is the first constant factor approximation algorithm for Dyck edit distance that runs in truly subquadratic time. The running time of our algorithm is $\tilde{O}(n^{1.971})$. We remark that to keep the algorithm and the analysis simple we do not optimize the exponent in the running time. We employ and significantly extend the tools that have been previously developed in connection to string edit distance and related measures such as the windowing strategy, window-to-window computation, sparse and dense window decomposition etc. [CDG+20, BEG+21, GRS20]. These methods are tied to problems involving two or more strings (unlike the Dyck edit distance, which is a single sequence problem). Given the universality of Dyck edit distance, the techniques developed in this paper may lead to further advancements for more generic problems like the language edit distance etc. [Sah15, Sah17, BGSW19].

Our main algorithm handles the cases of large and small Dyck edit distance separately.

- **Small Dyck edit distance.** When the Dyck edit distance $d$ is small, we give a $(3 + \epsilon)$-approximation algorithm that runs in $\tilde{O}(\frac{nd^2}{\epsilon})$ time. We can contrast this result to the previously known time bound of $O(n + d^{16})$ by Backurs and Onak [BO16] which improves to $O(n + d^6)$ if substitutions are not allowed. In a parallel work [FGK+22], these running times were improved to $O(n + d^6)$ (combinatorially) and $\tilde{O}(n + d^{4.783})$ (using randomization). Nevertheless, even in a hypothetical best-case scenario that a combinatorial $O(n + d^3)$-time algorithm exists, an $\tilde{O}(nd)$-time algorithm is still faster for all $d \gg \sqrt{n}$.

- **A Quadratic PTAS.** We give a $(1 + \epsilon)$ approximation algorithm for Dyck edit distance that runs in $\tilde{O}(\frac{n^2}{\epsilon^2})$ time. This improves upon the previous result of [Sah17] that gets such a result only when $d = \Theta(n)$. Prior work that achieves multiplicative $(1 + \epsilon)$ approximation uses fast Boolean matrix multiplication and has super-quadratic running time [Sah15].

RNA Folding For RNA Folding, we are aiming to minimize the number of non-matched characters. We often refer to this as the folding distance. For any $s > 1$, we give an $s$ multiplicative approximation of RNA Folding distance in time $O(n + (\frac{n}{s})^4)$. This is the first result to our knowledge that goes below the quadratic running time. It is to be noted here that the machinery developed in Section 5, and a new triangle property for Dyck distance (Lemma 2.3 in Section 2) equally apply to the RNA folding problem as well. This implies a constant-factor approximation of RNA folding in $\tilde{O}(n^{1.97})$ time when the distance is large, say higher than $n^{0.99}$.
Discussion and Open Problems. The resemblance between Dyck and string edit distance has already been studied in the literature. As mentioned earlier, the decomposition obtained by the random walk technique ensures only an $O(\log n)$ approximation [Sah14]. In this work, instead of reducing the Dyck edit distance to string edit distance, we try to find a direct decomposition of the sequence $x$ into different substrings, where for each substring there is a peer such that they are matched by some optimal alignment (with some error leading to a constant-factor approximation). However unlike the string counterpart, Dyck edit distance does not have the structural property that if an optimal alignment matches the characters of a substring $s_1$ with the characters of a substring $s_2$, then the lengths of $s_1$ and $s_2$ are roughly the same (see Fig 2). Thus, in our decomposition, the substrings can have varied lengths. In fact, it turns out that if the Dyck edit distance is truly sublinear (i.e., $n^{1-\epsilon}$), then we need to consider roughly $n^\epsilon$ different length substrings to ensure a constant-factor approximation. We remark that this is one of the barriers in further pushing down the running time from subquadratic to near linear. We also note that if an analog of our $O(nd)$-time algorithm can be provided for RNA Folding, then we would also get a constant-factor subquadratic algorithm for RNA folding for all distance regimes.

The Dyck recognition problem has been studied extensively in different models including the streaming [MMN10, KLS11, CCKM10] and property testing framework [AKNS01, PRR03, FMS18]. However, no sublinear-time approximation algorithms exist either for Dyck edit distance or RNA Folding. Our algorithm for RNA Folding in this paper (which also applies to Dyck edit distance) runs in $O(n + (\frac{n}{2})^3)$ time, and requires a linear time pre-processing step that eliminates pairs of matching adjacent characters, which leaves strongly structured instances. This preprocessing step is currently the main bottleneck in going in the sublinear-time setting.

1.1 Technical Overview

As input, we are given a string $x$ of length $n$ over alphabet $\Sigma$ that consists of two disjoint sets $T$ and $T^c$ of opening and closing parentheses respectively. The Dyck edit distance of $x$ is the minimum number of parentheses insertions, deletions, and substitutions required to make $x$ well-parenthesized.

Figure 1: Example of Dyck and folding edit distance.

As input, we are given a string $x$ of length $n$ over alphabet $\Sigma$ that consists of two disjoint sets $T$ and $T^c$ of opening and closing parentheses respectively. The Dyck edit distance of $x$ is the minimum number of parentheses insertions, deletions, and substitutions required to make $x$ well-parenthesized.

Quadratic-time PTAS. The standard $O(n^3)$-time algorithm for the Dyck edit distance is a dynamic-programming procedure that computes the distance of each substring of the input string. The bottleneck of this approach is that, to compute the distance of each substring $x(i .. j)$, starting at index $i + 1$ and ending at index $j$, one needs to iterate over all possible decompositions of the substring into a prefix $x(i .. k)$ and a suffix $x(k .. j)$ where the intermediate index $k \in (i .. j)$ (this corresponds to the fact that the concatenation of two well-parenthesized expression is a
well-parenthesized expression).\footnote{For $i,j \in \mathbb{Z}$, we denote $[i..j] = \{k \in \mathbb{Z} : i \leq k \leq j\}$, $[i..j] = \{k \in \mathbb{Z} : i \leq k < j\}$, $(i..j) = \{k \in \mathbb{Z} : i < k \leq j\}$, and $(i..j) = \{k \in \mathbb{Z} : i < k < j\}$.} We call index $i$ a pivot corresponding to a decomposition. The $O\left(\frac{n^2}{\varepsilon}\right)$-time $en$ additive approximation of [Sah17] reduces the number of considered pivots to $O\left(\frac{n}{\varepsilon}\right)$; thus $O\left(\frac{n^2}{\varepsilon d}\right)$ ($d = \text{dyck}(x)$) different pivots would be necessary for a $(1 + \varepsilon)$ multiplicative approximation (which is same as $ed$ additive approximation). On the other hand, a simple $O(n^2d)$-time algorithm recently developed in [FGK+22] is based on a combinatorial observation that $O(d)$ pivots are sufficient after the $O(n)$-time preprocessing from [BO16, Sah14]. We start with a brief overview of this algorithm. For any index $i \in [0..n]$, we define the height of $i$ to be $h(i) = |\{j \in [1..i] : x[j] \in T\}| - |\{j \in [1..i] : x[j] \notin T\}|$ i.e., the difference between the number of opening and closing parentheses in substring $x[1..i]$. An index $v$ is called a valley if $h(v - 1) > h(v) < h(v + 1)$, i.e., $x[v]$ is a closing parenthesis whereas $x[v + 1]$ is an opening parenthesis. [BO16] showed $x$ can be preprocessed in linear time to generate another string $x'$ such that $\text{dyck}(x) = \text{dyck}(x')$ and $x'$ has at most $2d$ valleys. [FGK+22] further claimed that, without loss of generality, it is enough to consider pivots that are at distance 0 or 1 from a valley (we henceforth denote the set of such pivots by $K$) plus $O(1)$ pivots next to the boundary of the considered range $(i..j)$; note observation yields a $O(n^2d)$-time algorithm.

In Section 3, we provide an algorithm that further restricts the set of pivots $K$ considered for each range $(i..j)$ and provides a $(1 + \varepsilon)$ approximation of $\text{dyck}(x)$ in $O(\varepsilon^{-1}n^2)$ time (Theorem 3.2). This is inspired by how [Sah17] considered only $O(\varepsilon^{-1})$ pivots out of each range $(i..j)$. The original argument relies on two observations: that using pivot $k'$ instead of $k$ incurs at most $O(|k - k'|)$ extra edit operations, and that, for an $en$ additive approximation, we can afford $O\left(\varepsilon^{\min(j-k,k-i)}n\log n\right)$ extra operations when using pivot $k \in (i..j)$. In our multiplicative approximation, we refine the second observation by replacing $\min(j-k,k-i)$ with $\min(|K \cap (j..k)|, |K \cap (i..k)|)$. On the other hand, the first observation is not useful because the set $K \cap (i..j)$ is already relatively sparse. Thus, instead of restricting each range $(i..j)$ to use few pivots $k$, we restrict each pivot $k$ to be used within few ranges $(i..j)$. This is feasible with respect to the approximation ratio because the costs for $x(i..j)$ and $x(i'..j')$ may only differ by $O(|i - i'| + |j - j'|)$, and because the universe of ranges remains dense in the $O(n^2d)$-time algorithm (unlike the universe of pivots).

**Constant-factor approximation in $\tilde{O}(nd)$ time.** Overcoming the $O(n^2)$ barrier with a DP approach poses significant challenges: there are $\Theta(n^2)$ substrings to consider and, for $d \geq \sqrt{n}$, this quantity does not decrease (in the worst case) even if we run the preprocessing of [BO16, Sah14] and exclude substrings with costs exceeding $d$. Thus, we artificially restrict the DP to substrings whose all prefixes have at least as many opening parentheses as closing ones and whose all suffixes have at least as many closing parentheses as opening ones. Surprisingly, as shown in Section 4, this yields a 3-approximation of the original cost. Furthermore, if we additionally require that the number of opening parentheses and the number of closing parentheses across the entire substring are within $2d$ from each other (otherwise, the Dyck edit distance trivially exceeds the threshold), we end up with $O(nd)$ substrings. Reusing the pivot sparsification of Section 3, they can be processed in $\tilde{O}(\varepsilon^{-1}nd)$ total time at the cost of increasing the approximation ratio from 3 to $3 + \varepsilon$.

![Figure 2: An example showing two very different length substrings can be matched with cost 0.](image)
**Constant approximation in $\tilde{O}(n^{1.971})$ time.** In Section 5, we provide an algorithm Dyck-Est that provides a constant approximation in time $\tilde{O}(n^{1.971})$. At a high level, the framework used in our algorithm is similar to the three-step framework used in [CDG+20] that provides constant approximation of string edit distance in subquadratic time. Thus, we start by providing a brief recap of [CDG+20], and point out the major bottlenecks for applying this framework directly to our problem. Given two strings $x, y$ of length $n$, the algorithm of [CDG+20] starts by constructing a set of windows $W_x$ for $x$ and a set of windows $W_y$ for $y$ where each window is a length-$d$ subinterval of $[1..n]$, representing a substring of $x$ (or of $y$). The motivation behind this construction is the following: provided the edit distance between any pair of windows from $W_x$ and $W_y$, one can compute a constant approximation of $ED(x, y)$ (edit distance of $x, y$) using a dynamic program algorithm in time $O(n^2 d^2)$. The challenge here is that if for all pair of windows from $W_x$ and $W_y$, the edit distance is computed using a trivial dynamic program algorithm then the total running time becomes quadratic. [CDG+20] managed to show that in some favorable situation, one can use random sampling to select a subset of window pairs from $W_x \times W_y$ such that evaluating the edit distance of the window pairs in the subset is enough to construct a solution close to an optimal alignment of $x, y$. In the other extreme they showed instead of computing edit distance for each window pairs explicitly, one can use triangle inequality to get a constant approximation of the optimal cost. The use of triangle inequality was first proposed by [BEG+21] except they replaced the random sampling by a quantum counterpart; thus providing a quantum algorithm computing constant approximation of edit distance in subquadratic time. Several other works have subsequently used this framework to solve related problems [GRS20, BSS20, RSSS19].

Using random walk [Sah14] provides an algorithm that partitions string $x$ into a set of disjoint subsequences where each subsequence starts with a single sequence of open parentheses and ends with a single sequence of closing parentheses, such that the sum of the edit distance of these subsequences provides an $O(\log n)$ approximation of $\text{dyck}(x)$. This reduction establishes a strong structural resemblance between string and Dyck edit distance though the dynamic program algorithms for these problems portrait a significant difference in the time complexity. Apart from this similar to string edit distance, Dyck edit distance also satisfies triangular inequality: precisely one can show for any three strings $x, y, z$, $\text{dyck}(xz) \leq \text{dyck}(xy) + \text{dyck}(yz)$, here $\overline{z}$ is the reverse complement of $z$ (obtained by reversing $z$ and flipping the direction of each parenthesis). We remark that unlike string edit distance, establishing triangular inequality for Dyck edit distance is not straightforward and require several technical arguments. Motivated by these similarities we try to adapt the three-step framework algorithm to approximate Dyck edit distance. However, it turns out that the very first step *window decomposition* fails for our purpose. Thus, to design a subquadratic-time $O(1)$ approximation algorithm for Dyck edit distance we

1. Propose a new window decomposition strategy and provide an analysis that shows that any optimal alignment of $x$ can be represented by matching the window pairs generated by our strategy.

2. Establish triangular inequality for Dyck edit distance.

Next we discuss the limitations of the windowing strategy of [CDG+20] and explain how to overcome them.

[CDG+20] starts by dividing each input strings into fixed sized substrings and then after finding the distance between different pair of substrings (such that the optimal alignment is covered) a dynamic program algorithm is used to combine them. In our case the first difference is that the input to the Dyck edit distance problem is just a single string. Regardless, following the strategy of dimension reduction, one idea could be to partition the input string $x$ into windows
$w_1, \ldots, w_\ell \subseteq [1..n]$ of length $d$ (where $d = n^\Theta(1)$) with the hope that provided the Dyck edit distance for each substring $x[w_i] \circ x[w_j]$ (here $x[w_i]$ denotes the substring of $x$ restricted to the indices in $w_i$ and $x[w_i] \circ x[w_j]$ represents concatenation of substrings $x[w_i]$ and $x[w_j]$), one can use the cubic time dynamic program algorithm to compute an estimation of $\text{dyck}(x)$ (Dyck edit distance of $x$) in time $\tilde{O}(n^3)$. However, it turns out that unlike the string edit distance this straightforward decomposition does not work directly for the following reasons.

- In case of string edit distance if an optimal alignment (with cost $d$) matches $x[i]$ with $y[j]$ then $x[i + 1]$ can be matched only with a character in $x[i + 1], \ldots, x[i + d + 1]$. Thus, if we consider a window $w_1$ in $x$ and a window $w_2$ in $y$ such that $\text{ED}(x[w_1], x[w_2])$ is small then we can say $|w_1| \approx |w_2|$. This structural property completely breaks down for Dyck edit distance. For example in Fig 2 for the two windows $w_1, w_2$ though their sizes are very different, $\text{dyck}(x[w_1] \circ x[w_2]) = 0$. This shows partitioning $x$ into a single length windows does not suffice.

- To overcome the above-mentioned issue let us assume that we allow variable length windows. However, it is possible that an optimal alignment matches a window $w_1$ of length $d$ with a window $w_2$ of length $\gg d$ and thus if we allow windows to have length $\gg d$ (it can be as large as $\Omega(n)$) then evaluating an estimation of the cost of these large window pairs may not be efficient. One way out could be to further divide both $w_1$ and $w_2$ into smaller windows $w_1^1, w_1^2, \ldots, w_1^k$ and $w_2^1, w_2^2, \ldots, w_2^k$ respectively and separately compute cost of each substring $x[w_1^i] \circ x[w_2^j]$. Here as $|w_1^i|$ and $|w_2^j|$ are not too large, their distance can be computed efficiently but notice as $|w_1^i|$ can be very small (as small as $n^\Theta(1)$); in this case the total number of subproblems (total number of window pairs that we evaluate can grow) can explode and thus the dynamic program algorithm combining these subproblems may become inefficient.

Thus, for Dyck edit distance one of the most challenging task is to divide the input string $x$ into a set of variable sized windows such that the window sizes are neither too small (this ensures that the total number of subproblems (window pairs) we evaluate is not too large; thus the DP combining them is efficient) nor too large (so that evaluating the distance of a pair of windows is efficient as well) and any optimal alignment of $x$ can be represented by matching these window pairs. Formally we need to construct a set of windows $\mathcal{J}$ where each window has length at most $d$ (we set this $d$ to be a polynomial in $n$), $|\mathcal{J}| \approx \frac{n}{d^2}$ and there exists a subset $\mathcal{S} = \{(w_1, w_1^1), \ldots, (w_\ell, w_\ell^1)\} \subseteq \mathcal{J} \times \mathcal{J}$ such that $\mathcal{S}$ is a consistent window decomposition of $[1..n]$ (i.e., no window pairs cross each other) and there exists an optimal alignment $M$ that matches $w_i$ with $w_i^1$ (modulo some error ensuring constant approximation). Constructing such a set $\mathcal{J}$ and showing it actually satisfies the above-mentioned property is one of the novelty of our algorithm and significantly differs from the window decomposition of $[CDG^{+}20]$. Next we discuss the construction and analyze some important properties of $\mathcal{J}$.

**Window Decomposition.** We construct the set of windows into two stages.

**Stage 1.** In stage 1 given a window size parameter $s_1$ and a distance threshold parameter $\theta$ (here, instead of directly estimating $\text{dyck}(x)$, we distinguish between $\text{dyck}(x) \leq \theta n$ and $\text{dyck}(x) > c\theta n$ for constant $c$), we construct a set of windows $\mathcal{J}$ where for each window $w \in \mathcal{J}$, $w \subseteq [1..n]$, $|w| \leq 5s_1$, the last index of $w$ (denoted $e(w)$) and the length of $w$ are multiples of $\theta s_1$. Notice though the window decomposition strategy is comparatively simple, it is nontrivial to show that any optimal alignment $M$ can be represented by matching window pairs from set $\mathcal{J} \times \mathcal{J}$. We remark that this analysis is particularly challenging and requires new combinatorial insights. Formally we show the following.
Lemma 1.1. For every string of length \( n \) such that \( \theta s_1 \) is a multiple of \( n \), the interval \([1..n]\) can be decomposed into a consistent set of window pairs \( S \subseteq J \times J \) such that \( \sum_{(w,w') \in S} \text{dyck}(x[w] \circ x[w']) \leq \text{dyck}(x) + O(\theta n) \).

Next we provide a proof sketch of the Lemma 1.1. Note, as for every window in \( w \in J \), the length and the last index is a multiple of \( \theta s_1 \) (here \( |w| \leq 5s_1 \)) in order to upper bound \( \sum_{(w,w') \in S} \text{dyck}(x[w] \circ x[w']) \) we need the size of set \( S \) to be \( O(n/s_1) \). This suggests that for most of the window pairs, the sum of their lengths should be roughly \( s_1 \) (though unlike edit distance, here the windows can have varied lengths). We now briefly argue that such a set \( S \) indeed exists by providing a construction of it. Precisely we show for every optimal alignment we can construct a corresponding set \( S \) satisfying the above-mentioned properties. We start by fixing an optimal alignment \( M \) (Note we do not have any prior information of \( M \). We consider one for the analysis purpose.). Given \( M \), we construct \( S \) recursively where at each step we process an interval \([i_1..i_2] \subseteq [n] \) as follows.

1. If there exists a pair of windows \((w_1, w_2)\) around the left and the right boundary of \([i_1..i_2]\) (i.e., \( w_1 \) starts at \( i_1 \) and \( w_2 \) ends at \( i_2 \)) such that \( M \) matches \( w_1 \) with \( w_2 \) and \( |w_1| + |w_2| \) is between \( s_1 \) and \( 4s_1 \) we add pair \((w_1, w_2)\) to \( S \) and recurse on the rest of the interval \([i_1..i_2] \setminus (w_1 \cup w_2)\).

2. Another favorable scenario is where there exists a pivot \( p \) (here \( p \in [i_1..i_2] \)) is a pivot satisfying \( \text{dyck}(x[i_1..i_2]) = \text{dyck}(x[i_1..p]) + \text{dyck}(x(p, i_2)) \) and \( p \) can be easily identified from \( M \) roughly at distance \( s_1 \) either from the left or the right boundary of the interval \([i_1..i_2] \). In this case we can define a window pair \((w_1, w_2)\) covering the region from the boundary to the pivot and recurse on the rest.

3. In the last scenario let \((w_1, w_2)\) be the pair of windows around the left and the right boundary of \([i_1..i_2]\) such that \( M \) matches \( w_1 \) with \( w_2 \) (notice here \( |w_1| + |w_2| \) can be small) and let \( p \) the leftmost pivot (note here the pivot is far i.e., at distance \( > s_1 \) from both left and right boundary), add \((w_1, w_2)\) to \( S \) and separately recurse on the intervals left and right of \( p \) (excluding \( w_1 \cup w_2 \)).

Here we can make two important observations. First, all the window pairs generated in this process are disjoint, and they provide a decomposition of \([1..n] \). Secondly we can ensure at least for the first two cases the sum of the length of the window pairs is around \( s_1 \). However, this is not true for the third case, and it becomes difficult to bound \( |S| \), as we may always land on the third case and produce window pairs of small lengths and thus \( |S| \) increases. Fortunately we can show that this is unlikely and the third case cannot occur too often. This is because in this case the pivot \( p \) is far (at distance roughly \( > s_1 \)) from both the left and right boundary and therefore the current interval is always divided into two large intervals (where each interval has size at least roughly \( s_1 \)) and thus the recursion depth should be small. Following this, we can show that total number of windows in \( S \) is \( O(n/s_1) \). This is important as in the next step we cap each window in \( S \) by shifting both the starting and the end index to the right nearest multiple of \( \theta s_1 \) to ensure \( S \subseteq J \times J \). Notice as this adds \( \theta s_1 \) extra cost per pair compared to the optimal one, using the bound on size of \( S \), we can ensure constant approximation. To summarize, we show for each window pair in \( J \times J \) if we can compute an estimation of its cost then this trivially provides a cost estimation for all window pairs in \( S \). Thus, as \( S \) partitions \( x \), using a dynamic program algorithm on window pairs from \( J \times J \), we can optimize the total cost.

Stage 2. To compute the cost of each window pair in \( J \times J \) we further partition each large window into smaller windows and estimate the cost of these smaller windows. Thus, in stage 2 given a second window size parameter \( s_2 \), we further divide interval \([1..n]\) into variable sized shorter windows \( \mathcal{K} \),
where the length of a window is a multiple of \( \theta s_2 \). Following a similar argument as above we can show for each window pair \((w, w') \in \mathcal{J} \times \mathcal{J}\) the set \( w \cup w' \) can be decomposed into a consistent set of window pairs \( \mathcal{S}_{(w, w')} \subseteq \mathcal{K} \times \mathcal{K} \) such that \( \sum_{(q, q') \in \mathcal{S}_{(w, w')}} \text{dyck}(x[q] \circ x[q']) \) provides a constant approximation of \( \text{dyck}(x[w] \circ x[w']) \) (Lemma 5.8 is formulated analogously to Lemma 1.1).

**CertifyingWindowPairs.** Next in step two and three we design algorithm CertifyingWindowPairs() that finds a cost estimation for each window pair \((w, w') \in \mathcal{J} \times \mathcal{J}\). This algorithm has two components: CertifyingSmall() and CertifyingLarge(). CertifyingWindowPairs() shares a similar flavor with the Covering algorithm of [CDG+20]. Here also to get a sub-quadratic time bound, instead of evaluating the cost of each window pair explicitly, we need to use triangle inequality. In Lemma 2.3, we show that Dyck edit distance satisfies the triangle inequality; but unlike for the regular edit distance, this property of Dyck edit distance is non-trivial, and we prove it using a subtle inductive argument. We provide the details of algorithms CertifyingSmall() and CertifyingLarge() in Section 5.2.

**Folding Distance.** The key difference between the folding distance (originating from the RNA folding problem) compared to the Dyck edit distance is that the alphabet is no longer partitioned into the set \( T \) of opening parentheses and the set \( \mathcal{T} \) of closing parentheses. In other words, every character \( c \) can be matched with its complement \( \overline{c} \) regardless of their order in the text. In particular, this means that the notions of heights and valleys are not meaningful anymore. Nevertheless, for any fixed alignment, one can distinguish the unmatched, opening (matched with a character to the right), and closing (matched with a character to the left) characters. Moreover, with a reduction similar to that of [BO16], we can make sure that there is an unmatched character between any two characters matched with each other. Although this reduction does not seem helpful in sparsifying the set of pivots to be considered, it does bring a strong structural property: for every cost-\( d \) alignment, the matched characters form \( O(d) \) disjoint windows such the alignment matches (pairs) entire windows without any errors. The strategy behind our \( O(s) \)-factor approximation is to sacrifice \( O(s) \) boundary characters out of each window pair and, in exchange, make sure that the ‘closing windows’ (the right ones out of every pair matched windows) have both endpoints at positions divisible by \( s \). We then use Internal Pattern Matching queries of [KRRW15, Koc18] to efficiently search for ‘opening windows’ that could match our closing windows. Doing so, we cannot guarantee that the opening windows have their endpoints divisible by \( s \), but we can sparsify the set of candidates so that they start at least \( s \) positions apart. This results in \( O((\frac{n}{s})^3) \) window pairs to be considered and leads to the overall running time of \( O(n + (\frac{n}{s})^3) \) [Theorem 6.2].

## 2 Preliminaries

The alphabet \( \Sigma \) consists of two disjoint sets \( T \) and \( \mathcal{T} \) of opening and closing parentheses, respectively, with a bijection \( \tau : T \to \mathcal{T} \) mapping each opening parenthesis to the corresponding closing parenthesis. We extend this mapping to an involution \( \tau : T \cup \mathcal{T} \to T \cup \mathcal{T} \) and, in general, to an involution \( \tau : \Sigma^* \to \Sigma^* \) mapping each string \( x[1]x[2] \cdots x[n] \) to its complement \( \overline{x[n]} \cdots \overline{x[2]} \overline{x[1]} \). Given two strings \( x, y \), we denote their concatenation by \( xy \) or \( x \circ y \).

The Dyck language \( \text{Dyck}(\Sigma) \subseteq \Sigma^* \) consists of all well-parenthesized expression over \( \Sigma \); formally, it can be defined using a context-free grammar whose only non-terminal \( S \) admits productions \( S \to SS, S \to \emptyset \) (empty string), and \( S \to aS\overline{\tau} \) for all \( a \in T \).

**Definition 2.1.** The Dyck edit distance \( \text{dyck}(x) \) of a string \( x \in \Sigma^* \) is the minimum number of character insertions, deletions, and substitutions required to transform \( x \) to a string in \( \text{Dyck}(\Sigma) \).
We say that \( M \subseteq \{(i, j) \subseteq \mathbb{Z}^2 : i < j \} \) is a non-crossing matching if any two distinct pairs \( (i, j), (i', j') \in M \) satisfy \( i < j < i' < j' \) or \( i < i' < j < j' \). Such a matching can also be interpreted as a function \( M : \mathbb{Z} \to \mathbb{Z} \cup \{ \bot \} \) with \( M(i) = j \) if \( (i, j) \in M \) or \( (j, i) \in M \) for some \( j \in \mathbb{Z} \), and \( M(i) = \bot \) otherwise.

For a string \( x \in \Sigma^n \), the cost of a non-crossing matching \( M \subseteq [n]^2 \) on \( x \) (henceforth \( M \) is called an alignment of \( x \)) is defined as

\[
\text{cost}_M(x) = n - 2|M| + \sum_{(i, j) \in M} \text{dyck}(x[i]x[j]).
\]

The following folklore fact, proved below for completeness, relates the Dyck edit distance with the optimum alignment cost.

**Fact 2.2.** For every string \( x \in \Sigma^* \), the Dyck edit distance \( \text{dyck}(x) \) is the minimum cost \( \text{cost}_M(x) \) of an alignment \( M \) of \( x \).

**Proof.** We first show that \( \text{dyck}(x) \leq \text{cost}_M(x) \) by induction on \(|x|\). The claim is trivial if \(|x| = 0\). If \( M(1) = \bot \), then we construct \( M' = \{(i - 1, j - 1) : (i, j) \in M \} \) and \( x' = x[2..|x|] \). By the inductive assumption, \( \text{dyck}(x) \leq \text{dyck}(x') + 1 \leq \text{cost}_{M'}(x') = \text{cost}_M(x) \). If \( M(1) = x \), then \( M' = \{(i - 1, j - 1) : (i, j) \in M \setminus \{(1, |x|)\} \) and \( x' = x[2..|x|] \). By the inductive assumption, \( \text{dyck}(x) \leq \text{dyck}(x') + \text{dyck}(x[1]|x[|x|]) \leq \text{cost}_{M'}(x') + \text{dyck}(x[1]|x[|x|]) = \text{cost}_M(x) \). Otherwise, we have \( (1, p) \in M \) for some \( p \in [2..|x|] \). In this case, we construct \( M' = \{(i, j) \in M : j \leq p \} \) and \( x' = x[1..p] \), as well as \( M'' = \{(i - p, j - p) : (i, j) \in M \text{ and } i > p \} \) and \( x'' = x[p + 1..|x|] \). By the inductive assumption, \( \text{dyck}(x) \leq \text{dyck}(x') + \text{dyck}(x'') \leq \text{cost}_{M'}(x') + \text{cost}_{M''}(x'') = \text{cost}_M(x) \); here, the last equality follows from the fact that \(|M| = |M'| + |M''|\): any \( (i, j) \in M \) with \( i \leq p \) and \( j > p \) would violate the non-crossing property of \( M \).

For the inverse inequality, we proceed by induction on \( 2\text{dyck}(x) + |x| \); again, the claim is trivial for \(|x| = 0\). If \( x \in \text{Dyck}(\Sigma) \) and \( x = ax'a \) for \( a \in \Sigma \) and \( x' \in \text{Dyck}(\Sigma) \), then the inductive assumption yields an alignment \( M' \) with \( \text{cost}_{M'}(x') = 0 \). In this case, we set \( M = \{(i + 1, j) : (i, j) \in M' \} \cup \{(1, |x|)\} \), so that \( \text{cost}_M(x) = \text{cost}_{M'}(x') = 0 \). If \( x = x'x'' \) for non-empty \( x', x'' \in \text{Dyck}(\Sigma) \), then the inductive assumption yields alignments \( M', M'' \) with \( \text{cost}_{M'}(x') = \text{cost}_{M''}(x'') = 0 \). In this case, we set \( M = M' \cup \{(i + |x'|, j + |x'|) : (i, j) \in M''\} \), so that \( \text{cost}_M(x) = \text{cost}_{M'}(x') + \text{cost}_{M''}(x'') = 0 \). We henceforth assume that \( \text{dyck}(x) > 0 \) and consider the first operation in the sequence of operations transforming \( x \) to a string in \( \text{Dyck}(\Sigma) \). The inductive hypothesis on the resulting string \( x' \) yields an alignment \( M' \) with \( \text{cost}_{M'}(x') = \text{dyck}(x') = \text{dyck}(x) - 1 \). If \( x' \) is obtained from \( x \) by a substitution of \( x[p] \), then \( M' = M \) noting that \( \text{cost}_M(x) \leq \text{cost}_{M'}(x') + 1 = \text{dyck}(x') + 1 = \text{dyck}(x) \); the position \( p \) is involved in at most one pair \( (i, j) \in M' \) and this pair satisfies \( \text{dyck}(x[i]x[j]) \leq \text{dyck}(x'[i]x'[j]) + 1 \). If \( x' \) is obtained from \( x \) by deleting \( x[p] \), then \( M = \{(i, j) \in M' : j < p\} \cup \{(i, j + 1) : (i, j) \in M' \text{ and } i < p \leq j\} \cup \{(i + 1, j + 1) : (i, j) \in M' \text{ and } p \leq i\} \), noting that \( \text{cost}_M(x) = \text{cost}_{M'}(x') + 1 = \text{dyck}(x') + 1 = \text{dyck}(x) \). Finally, if \( x' \) is obtained from \( x \) by inserting \( x'[p] \), then \( M = \{(i, j) \in M' : j < p\} \cup \{(i, j) \text{ and } i < p < j\} \cup \{(i - 1, j - 1) : (i, j) \in M' \text{ and } p < i\} \), noting that \( \text{cost}_M(x) \leq \text{cost}_{M'}(x') + 1 = \text{dyck}(x') + 1 = \text{dyck}(x) \); if \( M' \) pairs \( p \) with some position, then the corresponding position of \( x \) contributes to \(|x| - 2|M|\).

Next, we show that a function mapping \( x, y \in \Sigma^* \) to \( \text{dyck}(x \overline{y}) \) satisfies the triangle inequality.

**Lemma 2.3.** All strings \( x, y, z \in \Sigma^* \) satisfy \( \text{dyck}(x \overline{z}) \leq \text{dyck}(x \overline{y} \overline{z}) \leq \text{dyck}(x \overline{y}) + \text{dyck}(y \overline{z}) \).

**Proof.** The second inequality follows from the fact that the Dyck language is closed under concatenations. As for the first inequality, we observe that it suffices to consider \(|y| = 1\): the case of \(|y| = 0\)
Figure 3: A plot of the height function $h$ for $x = (1) ([)] (1)$). The blue dotted lines represent an alignment $M = \{(1, 11), (2, 9), (4, 7), (5, 6)\}$ of cost 4. The valleys $\{3, 7\}$ are marked as black circles. The set $K = \{2, 3, 4, 6, 7, 8\}$ of Fact 2.6 also includes points marked as white circles.

is trivial, and the case of $|y| > 1$ can be derived from that of $|y| = 1$ by processing $y$ letter by letter. Now, we proceed by induction on $2\text{dyck}(x\overline{y}\overline{y}z) + |x| + |z|$. If any optimum alignment of $x\overline{y}\overline{y}z$ modifies a character in $x$ or $z$, we apply the inductive assumption for an instance $(x', y, z')$ obtained from this modification: $\text{dyck}(x\overline{y}z) \leq \text{dyck}(x'\overline{y}z) + 1 \leq \text{dyck}(x'\overline{y}y'z') + 1 = \text{dyck}(x\overline{y}y'z)$. If any optimum alignment of $x\overline{y}y'z$ matches any two adjacent characters of $x$, any two adjacent characters of $z$, or the first character of $x$ with the last character of $z$, we apply the inductive assumption for an instance $(x', y, z')$ obtained by removing these two characters: $\text{dyck}(x\overline{y}) \leq \text{dyck}(x'\overline{y}) \leq \text{dyck}(x'\overline{y}y'z') = \text{dyck}(x\overline{y}y'z)$. In the remaining case, all characters of $x$ and $z$ must be matched to $\overline{y}$ or $y$, so $|x\overline{y}z| \leq 2$. If $|x\overline{y}z| \leq \text{dyck}(x\overline{y}y'z)$, then trivially $\text{dyck}(x\overline{y}z) \leq |x\overline{y}z| \leq \text{dyck}(x\overline{y}y'z)$, so we may assume $\text{dyck}(x\overline{y}y'z) < |x\overline{y}z|$. The case of $\text{dyck}(x\overline{y}y'z) = 0$ and $|x\overline{y}z| = 1$ is impossible because only strings of even length belong to the Dyck language. Thus, we may assume that $|x\overline{y}z| = 2$ and $\text{dyck}(x\overline{y}y'z) \leq 1$. If $|x\overline{y}z| = 2$, then the optimum matching of $x\overline{y}y'z$ must be $\{(1, 4), (2, 3)\}$, and the sequence transforming $\text{dyck}(x\overline{y}y'z)$ to a word in Dyck($\Sigma$) must include substituting $\overline{y}$ or $y$ (whichever is an opening parenthesis). In particular, $x[1]$ must be an opening parenthesis, so $\text{dyck}(x\overline{y}z) = \text{dyck}(x) \leq 1 = \text{dyck}(x\overline{y}y'z)$. If $|x\overline{y}z| = 2$, then the optimum matching of $x\overline{y}y'z$ must be $\{(1, 4), (2, 3)\}$, and the sequence transforming $\text{dyck}(x\overline{y}y'z)$ to a word in Dyck($\Sigma$) must include substituting $\overline{y}$ or $y$ (whichever is a closing parenthesis). In particular, $z[1]$ must be an opening parenthesis, so $\text{dyck}(x\overline{y}z) = \text{dyck}(z) \leq 1 = \text{dyck}(x\overline{y}y'z)$. Finally, if $|x| = |z| = 1$, then the optimum matching of $x\overline{y}y'z$ must be $\{(1, 2), (3, 4)\}$. If $\text{dyck}(x\overline{y}y'z) = 0$, then we must have $x = y = z \in T$, so $\text{dyck}(x\overline{y}z) = 0 \leq \text{dyck}(x\overline{y}y'z)$. Otherwise, $x \in T$ or $z \in T$, so $\text{dyck}(x\overline{y}z) \leq 1 = \text{dyck}(x\overline{y}y'z)$. \hfill $\square$

In the remainder of this section, we recall several results from [BO16, FGK+22] that we then use in our $O_\epsilon(n^2)$-time PTAS (Section 3) and $O_\epsilon(nd)$-time $(3 + \epsilon)$-approximation (Section 4).

Definition 2.4 (Heights). For a fixed string $x \in \Sigma^n$, the height function $h : [0..n] \to [-n..n]$ is defined so that $h(i) = |\{j \in [1..i] : x[j] \in T\}| - |\{j \in [1..i] : x[j] \in \overline{T}\}|$ for $i \in [0..n]$.

Fact 2.5 ([BO16]). There is a linear-time algorithm that, given a string $x \in \Sigma^n$, produces a string $x' \in \Sigma^{\leq n}$ such that $\text{dyck}(x) = \text{dyck}(x')$ and $x'$ has at most $2\text{dyck}(x)$ valleys, i.e., positions $v \in [1..n]$ such that $h(v - 1) > h(v) < h(v + 1)$.

For a fixed string $x \in \Sigma^n$, let us define a function $D$ such that $D(i, j) = \text{dyck}(x[i..j])$ for $i, j \in [0..n]$ with $i \leq j$. Note that $D(i, i) = 0$ for $i \in [0..n]$, $D(i, i + 1) = 1$ for $i \in [0..n]$, and $D(i, j)$ satisfies the following recursion for $i, j \in [0..n]$ with $j - i \geq 2$:

$$D(i, j) = \min\left\{ \begin{array}{ll} D(i, k) + D(k, j) & \text{for } k \in (i..j), \\ D(i + 1, j - 1) + \text{dyck}(x[i + 1..j]) & \end{array} \right. \quad (1)$$
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This yields the classic $O(n^3)$-time algorithm computing $D(0,n) = \text{dyck}(x)$. The following result, combined with Fact 2.5, improves this time complexity to $O(n + n^2 \text{dyck}(x))$.

**Fact 2.6 ([FGK+22, Lemma 2.1]).** For a string $x \in \Sigma^n$, let $K \subseteq [0..n]$ consist of all positions at distance 0 or 1 from valleys. For all $i,j \in [0..n]$ with $j - i \geq 2$, we have

$$D(i,j) = \min \begin{cases} D(i,k) + D(k,j) & \text{for } k \in (i..j) \cap (K \cup \{i+1,i+2,j-1,j-2\}), \\ D(i+1,j-1) + \text{dyck}(x[i+1]x[j]). \end{cases}$$

(2)

**Observation 2.7 ([FGK+22, Fact 3.1]).** For all strings $x \in \Sigma^n$ and integers $0 \leq i \leq k \leq j \leq n$, we have $h(k) \geq \max(h(i),h(j)) - 2D(i,j)$. In particular, $|h(i) - h(j)| \leq 2D(i,j)$.

## 3 Quadratic-Time PTAS

In this section, we develop an $\tilde{O}(e^{-1}n^2)$-time algorithm that approximates $\text{dyck}(x)$ within a $(1 + \epsilon)$ factor. The starting point of our solution is the dynamic program derived from Fact 2.6. Instead of computing the exact value $D(i,j) = \text{dyck}(x[i..j])$, that depends on $D(i,k) + D(k,j)$ for all pivots $k \in (i..j) \cap (K \cup \{i+1,i+2,j-1,j-2\})$, we compute an approximation $AD(i,j) \approx \text{dyck}(x[i..j])$ in Algorithm 1 that depends only on $D(i,k) + D(k,j)$ for pivots $k \in (i..j) \cap (K \cup \{i+1,i+2,j-1,j-2\})$, where $K_{i,j}$ consists of $\tau_{i,j}$ leftmost and rightmost elements of $K \cap (i..j)$. Here, $\tau_{i,j}$ is proportional to the largest power of two dividing both $i$ and $j$. Formally, we set $\tau_{i,j} := \tau \cdot 2^{\min(\nu(i),\nu(j))}$, where $\tau$ is a parameter to be set later and $\nu : \mathbb{Z} \rightarrow \mathbb{Z}_{\geq0} \cup \{\infty\}$ is a function that maps an integer $r \in \mathbb{Z}$ to $\nu(r) := \max\{k \in \mathbb{Z} : 2^k \text{ divides } r\}$, with the convention that $\nu(0) = \infty$.

In the following lemma, we inductively bound the quality of $AD(i,j)$ as an additive approximation of $D(i,j)$. In particular, we show that $D(i,j) \leq AD(i,j) \leq D(i,j) + \frac{8}{\tau}|K| \log |K|$. **Lemma 3.1.** If $\tau \geq 2$, then, for each $i,j \in [0..n]$ with $i \leq j$, we have $D(i,j) \leq AD(i,j) \leq D(i,j) + \frac{8}{\tau}c_{i,j} \log c_{i,j}$, where $c_{i,j} := |K \cap (i..j)|$, and we assume $0 \log 0 = 0$.

**Proof.** We proceed by induction on $j - i$. For $j - i \leq 1$, we have $AD(i,j) = D(i,j)$. For $j - i \geq 2$, the lower bound $D(i,j) \leq AD(i,j)$ follows directly from Fact 2.6. Unless $D(i,j) = D(i,k) + D(k,j)$ for some $k \in (i..j) \cap K$, the upper bound also follows by Fact 2.6. Let $r = \min(c_{i,k},c_{k,j})$ and let $i',j'$ be the smallest and the largest multiples of $2^{|\log((r+1)/\tau)|}$ within $[i..j]$. We claim that $k \in K_{i',j'}$.

Note that $\tau(i' - i) < \tau 2^{|\log((r+1)/\tau)|} < 2(r + 1)$, so $\tau(i' - i) \leq 2r$; symmetrically, $\tau(j - j') \leq 2r$. Due to $\tau \geq 2$, we thus have $i' - i \leq r \leq c_{i,k} < k - i$ and $j - j' \leq r \leq c_{j,k} < j - k$, so $k \in (i'..j')$.

**Algorithm 1:** Recursive implementation of $AD(i,j)$

```plaintext
1 AD(i,j)
2   if j = i then return 0;
3   if j = i + 1 then return 1;
4   c := AD(i+1,j-1) + dyck(x[i+1]x[j]);
5   $\tau_{i,j} := \tau \cdot 2^{\min(\nu(i),\nu(j))}$;
6   $K_{i,j}$ := the set of $\tau_{i,j}$ smallest and $\tau_{i,j}$ largest elements of $K \cap (i..j)$;
7   foreach k $\in K_{i,j} \cup \{(i+1,i+2,j-2,j-1) \setminus \{i,j\}\}$ do
8     c := min(c, AD(i,k) + AD(k,j));
9   return c;
```
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Moreover, \( \tau_{i',j'} \geq \tau \cdot 2^{[\log((r+1)/\tau)]} \geq r + 1 \geq \min(c_{i',k}, c_{k,j'}) + 1 \), so \( k \in K_{i',j'} \) holds as claimed. Thus,

\[
\begin{align*}
\AD(i, j) &\leq (i' - i) + \AD(i', j') + (j - j') \\
&\leq 2\tau + \AD(i', k) + \AD(k, j') + 2\tau \\
&\leq D(i', k) + \frac{\tau}{7} c_{i',k} \log c_{i',k} + D(k, j') + \frac{\tau}{7} c_{k,j'} \log c_{k,j'} + 4\tau \\
&\leq D(i, j) + \frac{\tau}{7} (c_{i,k} \log c_{i,k} + c_{k,j} \log c_{k,j} + r) \\
&= D(i, j) + \frac{\tau}{7} (\max(c_{i,k}, c_{k,j}) \log \max(c_{i,k}, c_{k,j}) + \min(c_{i,k}, c_{k,j}) \log (2 \min(c_{i,k}, c_{k,j}))) \\
&\leq D(i, j) + \frac{\tau}{7} (\max(c_{i,k}, c_{k,j}) \log c_{i,j} + \min(c_{i,k}, c_{k,j}) \log c_{i,j}) \\
&\leq D(i, j) + \frac{\tau}{7} c_{i,j} \log c_{i,j}.
\end{align*}
\]

Our final solution simply uses Algorithm 1 with an appropriate choice of the parameter \( \tau \) and the input string preprocessed using Fact 2.5 so that \( |K| = O(\dyck(x)) \).

**Theorem 3.2.** There is an algorithm Dyck-Approx that, given a string \( x \in \Sigma^n \) and a parameter \( \epsilon \in (0, 1) \), in \( \tilde{O}(\epsilon^{-1}n^2) \) time computes a value \( v \) such that \( \dyck(x) \leq v \leq (1 + \epsilon)\dyck(x) \).

*Proof.* In the preprocessing, we use Fact 2.5 in order to guarantee that there are at most \( 2\dyck(x) \) valleys and thus \( |K| \leq 6\dyck(x) \). Next, we call \( \AD(0, n) \) with \( \tau = [48\epsilon^{-1} \log |K|] \) and an array of size \( (n + 1) \times (n + 1) \) memorizing the outputs of recursive calls. The resulting value satisfies \( \dyck(x) \leq \AD(0, n) \leq \dyck(x) + \frac{\tau}{7} |K| \log |K| \leq (1 + \epsilon)\dyck(x) \) by Lemma 3.1. The running time is proportional to

\[
\begin{align*}
\tau_{i,j} \leq n^2 + \sum_{i=0}^{n} \sum_{j=i+2}^{n} \tau 2^{\nu(j)} \leq n^2 + n\tau \sum_{j=2}^{n} 2^{\nu(j)} &\leq n^2 + n\tau \sum_{\nu=0}^{[\log n]} \left\lfloor \frac{n}{2^{\nu}} \right\rfloor 2^\nu \\
&= O(n^2 \tau \log n) = \tilde{O}(\epsilon^{-1}n^2).
\end{align*}
\]

## 4 Constant-Factor Approximation for Small Distances

In this section, we speed up the algorithm of Section 3 at the cost of increasing the approximation ratio from \( 1 + \epsilon \) to \( 3 + \epsilon \). The key idea behind our solution is to re-use the DP of Fact 2.6 and Algorithm 1 with an extra constraint that the transition from \((i, j)\) to \((i+1, j-1)\) (which corresponds to adding \((i+1, j)\) to the alignment \(M\), i.e., matching \(x[i+1]\) with \(x[j]\)) is forbidden if there is a deep valley within \((i, j)\). This condition is expressed in terms of the following function:

**Definition 4.1.** For a fixed string \( x \in \Sigma^n \) and \( i, j \in [0 \ldots n] \) with \( i \leq j \), let \( h(i, j) = \min_{k=i}^{j} h(k) \).

Namely, we require that \( h(i+1, j-1) > h(i, j) \) holds for all \((i+1, j) \in M \). For example, in the alignment \(M\) of Fig. 3, \((2, 9) \in M\) violates this condition due to \( h(1, 9) = 1 = h(2, 8) \), whereas the remaining pairs satisfy this condition. Formally, we transform the recursion of Fact 2.6 into the following one, specified through a function \( \GD : [0 \ldots n]^2 \to [0 \ldots n] \) such that \( \GD(i, i) = 0 \) for \( i \in [0 \ldots n] \), \( \GD(i, i+1) = 1 \) for \( i \in [0 \ldots n] \), and, for all \( i, j \in [0 \ldots n] \) with \( j - i \geq 2 \):

\[
\GD(i, j) = \min \left\{ \begin{array}{ll}
\GD(i, k) + \GD(k, j) & \text{for } k \in (i \ldots j) \cap (K \cup \{i+1, i+2, j-2, j-1\}) , \\
\GD(i+1, j-1) + \dyck(x[i+1]x[j]) & \text{if } h(i+1, j-1) > h(i, j) .
\end{array} \right.
\]

Somewhat surprisingly, this significant limitation on the allowed alignments \(M\) incurs no more that a factor-3 loss in optimum alignment cost. Specifically, if we take an arbitrary alignment \(M\) of
we consider several cases. We proceed by induction on Lemma 4.2. Let

in this case, it suffices to consider one specific pivot while computing for

which forbids the transition from as a “budget” for future deletions of matched pairs. Nevertheless, the proof of the following lemma operates directly on D and GD.

**Lemma 4.2.** Let \( x \in \Sigma^n \). For all \( i, j \in [0..n] \) with \( i \leq j \), we have \( D(i, j) \leq GD(i, j) \leq 3D(i, j) - h(i) - h(j) + 2h(i, j) \).

**Proof.** We proceed by induction on \( j - i \). The lower bound holds trivially. As for the upper bound, we consider several cases:

- \( j = i \). In this case, \( GD(i, j) = 0 = 3 \cdot 0 - h(i) - h(i) = D(i, j) - h(i) - h(j) + 2h(i, j) \).
- \( j = i + 1 \). In this case, \( GD(i, j) = 1 < 2 = 3 \cdot 1 - h(i) - h(i + 1) + 2 \min(h(i), h(i + 1)) = D(i, j) - h(i) - h(j) + 2h(i, j) \).
- \( D(i, j) = D(i, k) + D(k, j) \) for some \( k \in (i..j) \cap (K \cup \{i + 1, i + 2, j - 2, j - 1\}) \). In this case, we have

\[
GD(i, j) \leq GD(i, k) + GD(k, j) \\
\leq 3D(i, k) - h(i) - h(k) + 2h(i, k) + 3D(k, j) - h(k) - h(j) + 2h(k, j) \\
= 3D(i, j) - h(i) - h(j) - 2h(k) + 3 \min(h(i, k), h(k, j)) + 2 \max(h(i, k), h(k, j)) \\
\leq 3D(i, j) - h(i) - h(j) - 2h(k) + 2h(i, j) + 2h(k) \\
= 3D(i, j) - h(i) - h(j) + 2h(i, j).
\]

- \( D(i, j) = D(i + 1, j - 1) + dyck(x[i + 1]x[j]) \) and \( h(i + 1, j - 1) = h(i, j) + 1 \). In this case, we have

\[
GD(i, j) \leq GD(i + 1, j - 1) + dyck(x[i + 1]x[j]) \\
\leq 3D(i + 1, j - 1) - h(i + 1) - h(j - 1) - 2h(i + 1, j - 1) + dyck(x[i + 1]x[j]) \\
= 3D(i, j) - h(i + 1) - h(j - 1) + 2h(i, j) - 2dyck(x[i + 1]x[j]) + 2 \\
\leq 3D(i, j) - h(i) - h(j) + 2h(i, j)
\]

because \( 2dyck(x[i + 1]x[j]) \geq 2 + h(i) - h(i + 1) + h(j) - h(j - 1) \).

- \( D(i, j) = D(i + 1, j - 1) + dyck(x[i + 1]x[j]) \) and \( h(i + 1, j - 1) = h(i, j) \). In this case, we have

\[
GD(i, j) \leq GD(i, i + 1) + GD(i + 1, j - 1) + GD(j - 1, j) \\
\leq 3D(i + 1, j - 1) - h(i + 1) - h(j - 1) + 2h(i + 1, j - 1) + 2h(i, j) \\
= 3D(i, j) - h(i + 1) - h(j + 1) + 2h(i, j) - 3dyck(x[i + 1]x[j]) + 2 \\
\leq 3D(i, j) - h(i) - h(j) + 2h(i, j)
\]

because \( 3dyck(x[i + 1]x[j]) \geq 2dyck(x[i + 1]x[j]) \geq 2 + h(i) - h(i + 1) + h(j) - h(j - 1) \).

Next, we derive a property of GD that allows for a speedup compared to D. Recall that GD forbids the transition from \((i, j)\) to \((i + 1, j - 1)\) if \(h(i + 1, j - 1) = h(i, j)\). We further show that, in this case, it suffices to consider one specific pivot while computing GD\((i, j)\) (specifically, the pivot of minimum height, with ties resolved arbitrarily; see Fact 4.3). Later on (in the proof of Theorem 4.6), we argue that, after the preprocessing of Fact 2.5, there are only \(O(nd)\) pairs \((i, j)\) for which \(h(i + 1, j - 1) > h(i, j)\) yet \(D(i, j) \leq d\).
Fact 4.3. Let \( x \in \Sigma^n \) and let \( i, j \in [0..n] \) with \( j - i \geq 2 \) and \( h(i + 1, j - 1) = h(i, j) \). Then, every \( k^* \in (i..j) \) with \( h(k^*) = h(i, j) \) satisfies \( GD(i, j) = GD(i, k^*) + GD(k^*, j) \).

Proof. We proceed by induction on \( j - i \). Fix \( k \in (i..j) \cap (K \cup \{i + 1, i + 2, j - 2, j - 1\}) \) such that \( GD(i, j) = GD(i, k) + GD(k, j) \). If \( k = k^* \), then the claim is trivial. Thus, by symmetry, we assume without loss of generality that \( k^* \in (i..k) \). In particular, this means that \( k - i \geq 2 \) and \( h(i + 1, k - 1) = h(k^*) = h(i, k) \). Consequently, by the inductive assumption, \( GD(i, j) = GD(i, k) + GD(k, j) = GD(i, k^*) + GD(k^*, k) + GD(k, j) \geq GD(i, k^*) + GD(k^*, j) \geq GD(i, j) \), i.e., \( GD(i, j) = GD(i, k^*) + GD(k^*, j) \) holds as claimed. Here, the first inequality holds because \( k \in (k^*..j) \cap (K \cup \{k^* + 1, k^* + 2, j - 2, j - 1\}) \), whereas the second one is due to \( k^* \in K \) (because \( k^* \) is a valley). \( \square \)

Our approximation algorithm (implemented as Algorithm 2) computes \( \text{AGD} \) that approximates \( \text{GD} \) in the same way \( \text{AD} \) approximates \( \text{D} \) in Algorithm 1. The only difference is that we use Observation 2.7 and Fact 4.3 (and the definition of \( \text{GD} \)) to prune some states and transitions. For each of the remaining states, if \( h(i, j) < h(i + 1, j - 1) \), then Algorithm 2 relies on Fact 4.3 and considers the smallest index \( k \in (i..j) \) with \( h(k) = h(i, j) \) as the sole potential pivot, i.e., it returns \( \text{AGD}(i, k) + \text{AGD}(k, j) \). If \( h(i, j) = h(i + 1, j - 1) \), then Algorithm 2 mimics Algorithm 1.

Algorithm 2: Recursive implementation of \( \text{AGD}(i, j) \)

1  \( \text{AGD}(i, j) \)
2  \begin{itemize}
3  \item if \( j = i \) then return 0;
4  \item if \( j = i + 1 \) then return 1;
5  \item if \( h(i, j) < \max(h(i, h(j)) - 2d \) then return \( \infty \);
6  \item if \( h(i, j) = h(i + 1, j - 1) \) then
7    \begin{itemize}
8    \item Select the smallest \( k \in (i..j) \) such that \( h(k) = h(i, j) \);
9    \item return \( \text{AGD}(i, k) + \text{AGD}(k, j) \);
10   \end{itemize}
11  \end{itemize}
12  \begin{itemize}
13  \item \( c := \text{AGD}(i + 1, j - 1) + \text{dyck}(x[i + 1]x[j]) \);
14  \item \( \tau_{i,j} := \tau \cdot 2^{\min(\nu(i), \nu(j))} \);
15  \item \( K_{i,j} := \text{the set of } \tau_{i,j} \text{ smallest } \tau_{i,j} \text{ largest elements of } K \cap (i..j) \);
16  \item \( \text{foreach } k \in K_{i,j} \cup \{i + 1, i + 2, j - 2, j - 1\} \setminus \{i, j\} \) do
17    \begin{itemize}
18    \item \( c := \min(c, \text{AGD}(i, k) + \text{AGD}(k, j)) \);
19   \end{itemize}
20  \end{itemize}
21  return \( c \);

The analysis of the approximation ratio of Algorithm 2 mimics that of Algorithm 1.

Lemma 4.4. If \( \tau \geq 2 \), then, for each \( i, j \in [0..n] \) with \( i \leq j \), we have \( \text{GD}(i, j) \leq \text{AGD}(i, j) \) and, if \( \text{GD}(i, j) \leq d \), we further have \( \text{AGD}(i, j) \leq \text{GD}(i, j) + \frac{\tau}{\tau} c_{i,j} \log c_{i,j} \), where \( c_{i,j} := |K \cap (i..j)| \), and we assume \( 0 \log 0 = 0 \).

Proof. As for the upper bound, we proceed by induction on \( j - i \). For \( j - i = 1 \), we have \( \text{AGD}(i, j) = \text{GD}(i, j) \). For \( j - i \geq 2 \), the lower bound \( \text{GD}(i, j) \leq \text{AGD}(i, j) \) follows directly from the definitions of \( \text{AGD} \) and \( \text{GD} \). If \( h(i, j) < \max(h(i, h(j)) - 2d \), the upper bound follows from Observation 2.7 and Lemma 4.2. If \( h(i, j) = h(i + 1, j - 1) \), the upper bound follows form Fact 4.3. Otherwise, the upper bound follows directly from the definitions of \( \text{AGD} \) and \( \text{GD} \) unless \( \text{GD}(i, j) = \text{GD}(i, k) + \text{GD}(k, j) \) for some \( k \in (i..j) \cap K \). Let \( r = \min(c_{i,k}, c_{k,j}) \) and let \( i', j' \) be the smallest and the largest multiple of \( 2^{|\log((r+1)/\tau)|} \) within \([i..j]\). (We have \( k' \in (i'..j') \) due to \( r + 1 \geq 2^{|\log((r+1)/\tau)|} \geq 2^{|\log((r+1)/\tau)|} \).) Note that \( \tau(i' - i) < \tau_{j'}^{\log((r+1)/\tau)} < 2(r + 1) \), so \( \tau(i' - i) \leq 2r \); symmetrically, \( \tau(j - j') \leq 2r \). Moreover, \( k \in K_{i',j'} \). Thus,
$$\text{AGD}(i, j) \leq (i' - i) + \text{AGD}(i', j') + (j - j')$$

\[
\leq \frac{2r}{\tau} + \text{AGD}(i', k) + \text{AGD}(k, j') + \frac{2r}{\tau}
\leq \text{GD}(i', k) + \frac{2r}{\tau} c_{i', k} \log c_{i', k} + \text{GD}(k, j') + \frac{8r}{\tau} c_{k,j'} \log c_{k,j'} + \frac{4r}{\tau}
\leq (i' - i) + \text{GD}(i, k) + \frac{2r}{\tau} c_{i,k} \log c_{i,k} + \text{GD}(k, j) + (j - j') + \frac{8r}{\tau} c_{k,j} \log c_{k,j} + \frac{4r}{\tau}
\leq \text{GD}(i, j) + \frac{8r}{\tau} (c_{i,k} \log c_{i,k} + c_{k,j} \log c_{k,j} + r)
= \text{GD}(i, j) + \frac{8r}{\tau} (\max(c_{i,k}, c_{k,j}) \log \max(c_{i,k}, c_{k,j}) + \min(c_{i,k}, c_{k,j}) \log (2 \min(c_{i,k}, c_{k,j})))
\leq \text{GD}(i, j) + \frac{8r}{\tau} (\max(c_{i,k}, c_{k,j}) \log c_{i,j} + \min(c_{i,k}, c_{k,j}) \log c_{i,j})
\leq \text{GD}(i, j) + \frac{8r}{\tau} c_{i,j} \log c_{i,j}.
\]

On the other hand, the complexity analysis is more complex than in Section 3: it involves a charging argument bounding the number of states processed using the insight of Fact 4.3.

**Proposition 4.5.** There is an algorithm that, given a string \(x \in \Sigma^n\), a threshold \(d \in [1..n]\), and a parameter \(\epsilon \in (0, 1)\), in \(\tilde{O}(\epsilon^{-1}nd)\) time reports \(\text{GD}(0, n) > d\) or outputs a value \(v\) such that \(\text{GD}(0, n) \leq v \leq (1 + \epsilon)\text{GD}(0, n)\).

**Proof.** In the preprocessing, we use Fact 2.5 in order to guarantee that there are at most \(2\text{dyck}(x)\) valleys and thus \(|K| \leq 6\text{dyck}(x)|. Then, we construct a data structure that, given \(i, j \in [0..n]\), reports the smallest \(k \in [i..j]\) such that \(h(k) = h(i, j)\) [FH06]. Finally, we run \(\text{AGD}(0, n)\) with \(\tau = [48\epsilon^{-1} \log |K|]\) and memoization of the results of recursive calls. By Lemma 4.4, the returned value satisfies \(\text{GD}(0, n) \leq \text{AGD}(0, n) \leq \text{GD}(0, n) + \frac{8r}{\tau} |K| \log |K| \leq (1 + \epsilon)\text{GD}(0, n)\).

The running time analysis is more complex than in the proof of Theorem 3.2. We say that a call \(\text{AGD}(i, j)\) is **hard** if it reaches Line 8, **easy** if it terminates at Line 4 or Line 7, and **trivial** otherwise. Observe that the total cost of trivial calls is \(\tilde{O}(n)\). Moreover, the cost of each easy call is \(\tilde{O}(1)\) plus the cost of the two calls made in Line 7, but the call \(\text{AGD}(i, k)\) is never easy (it can be hard or trivial). This is because the choice of \(k\) as the smallest index in \((i..j)\) with \(h(k) = h(i, j)\) guarantees that either \(k = i + 1\) or \(i + 1, k - 1 > h(k) = h(i, k) \geq \max(h(i), h(j)) - 2d \geq h(i) - 2d = \max(h(i), h(k)) - 2d\). Consequently, the cost of each easy call can be charged to its parent or sibling (which is hard or trivial), and it suffices to bound the total running time of hard calls. By symmetry, we only bound the cost of calls \(\text{AGD}(i, j)\) with \(h(i) \geq h(j)\). We then observe that if \(h(i) > h(j) = h(j')\) and \(i > j > j'\), then \(\text{AGD}(i, j')\) is easy. Consequently, there are at most \(4d + 1\) hard calls per \(i\). The cost of each hard call \(\text{AGD}(i, j)\) is \(\tilde{O}(\tau_{i,j}) = \tilde{O}(\tau 2^\nu(i))\), for a total of \(\tilde{O}(d\tau \sum_{i=0}^{n} 2^{\nu(i)}) = \tilde{O}(\epsilon^{-1}nd)\).

**Theorem 4.6.** There is an algorithm that, given a string \(x \in \Sigma^n\), a threshold \(d \in [1..n]\), and a parameter \(\epsilon \in (0, 1)\), in \(\tilde{O}(\epsilon^{-1}nd)\) time reports \(\text{dyck}(x) > d\) or outputs a value \(v\) such that \(\text{dyck}(x) \leq v \leq (3 + \epsilon)\text{dyck}(x)\).

**Proof.** We apply Proposition 4.5 with adjusted \(d\) (three times larger) and \(\epsilon\) (three times smaller). The correctness follows from Lemma 4.2.

## 5 Constant Approximation in Sub-quadratic Time

In this section we provide an algorithm that given a string \(x\) over some alphabet \(\Sigma\), computes constant approximation of \(\text{dyck}(x)\) in sub quadratic time. Formally we show the following.
Theorem 5.1. Given a string $x$ of length $n$ over an alphabet $\Sigma$, there exists a randomized algorithm Dyck-Est that provides an upper bound on $\text{dyck}(x)$ that is at most a fixed constant multiple of $\text{dyck}(x)$, in time $\tilde{O}(n^{1.971})$ with probability at least $1 - 1/n^9$.

Instead of directly proving the above theorem we prove the following gap version.

Theorem 5.2. Given a string $x$ of length $n$ over an alphabet $\Sigma$, for every $\theta \in [n^{-1/34}, 1]$, there exists a randomized algorithm Gap-Dyck-Est$_\theta$ that on input $x$ provides an estimation $\tilde{t}$ in time $\tilde{O}(n^{1.971})$, where $\tilde{t} \geq \text{dyck}(x)$ and if $\text{dyck}(x) \leq \theta n$ then $\tilde{t} \leq k\theta n$ (here $k$ is a fixed constant) with probability at least $1 - 1/n^9$.

Proof of Theorem 5.1 from Theorem 5.2. Run the algorithm from Theorem 4.6 with parameter $\epsilon = 1$ on $x$ for $\tilde{O}(n^{1.971})$ time. If it terminates then it outputs an approximation of Dyck edit distance of $x$. Otherwise, if it fails then we know $\text{dyck}(x) \geq n^{33/34}$. Now run Gap-Dyck-Est$_\theta$ for $\theta \in \{n^{-1/34}, 2n^{-1/34}, \ldots, 1\}$ and output the minimum of all estimations obtained. Let $j$ be the smallest index such that $\theta_j n \geq \text{dyck}(x)$. Then the output is at most $k\theta_j n \leq 2k\text{dyck}(x)$. As there are $\log n$ different values of $\theta$, the total running time of Dyck-Est is $\tilde{O}(n^{1.971})$. 

The rest of the section is devoted to prove Theorem 5.2.

5.1 Window Decomposition

We define a window $w \subseteq [n]$ of size $d$ to be an interval in $[n]$ having length $d$. Let $s(w)$ denote the starting index of $w$ in $s$ and $e(w)$ denote the last index of $w$ in $s$. Given a window $w = \{i_1, \ldots, i_\ell\}$, $x[w]$ denotes the substring of $x$ that starts at index $i_1$ and ends at index $i_\ell$.

A window pair is a pair of windows $(w, w')$, and a weighed window pair is a triple $(w, w', c)$ such that $(w, w')$ is a window pair and $c \in \mathbb{R}_{\geq 0}$ is a weight. Given a window pair $(w, w')$, the cost of $(w, w')$ is $\text{dyck}(x[w] \circ x[w'])$. For a weighted window pair $(w, w', c)$ we call it certified if $c \geq \text{dyck}(x[w] \circ x[w'])$.

Definition 5.3. A set $\{(w_1, w'_1), \ldots, (w_\ell, w'_\ell)\}$ of window pairs is a consistent decomposition of $S = \bigcup_{i=1}^\ell (w_i \cup w'_i)$ if the $2\ell$ windows are disjoint and $\{(s(w_i), s(w'_i)) : i \in [1..\ell]\}$ forms a non-crossing matching. We also lift this definition to sets of weighted window pairs.

Large windows. Given a string $x$ of length $n$ and a large window size parameter $s_1 \in [1..n]$, we start our algorithm by introducing variable sized windows $\mathcal{J}$:

$$\mathcal{J} = \{w \subseteq [1..n] : 0 \leq |w| \leq 5s_1 \text{ and } \theta s_1 \leq s(w) - 1 \text{ and } \theta s_1 \leq e(w)\}.$$

The following claim directly follows from the construction.

Claim 5.4. $|\mathcal{J}| = O\left(\frac{n}{\theta s_1}\right)$

Next we show set $\mathcal{J}$ satisfies the following property.

Lemma 1.1. For every string of length $n$ such that $\theta s_1$ is a multiple of $n$, the interval $[1..n]$ can be decomposed into a consistent set of window pairs $\mathcal{S} \subseteq \mathcal{J} \times \mathcal{J}$ such that $\sum_{(w, w') \in \mathcal{S}} \text{dyck}(x[w] \circ x[w']) \leq \text{dyck}(x) + O(\theta n)$. 
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Large alignment window decomposition. Given any alignment $M$ and a parameter $s_1 > 0$, we now describe a process generating a set $S_M$ where each element in the set is a pair of windows that are matched by $M$ and together these windows cover the whole input string $x$. Moreover, each window has length at most $4s_1$.

We construct $S_M$ by using a recursive process $P_M$. At any recursion step given an interval $[i_1 .. i_2] \subseteq [n]$ we do one of the followings.

1. If $i_2 - i_1 \leq 4s_1$, define a window pair $t = ([i_1 .. \lceil \frac{i_1 + i_2}{2} \rceil], \lceil \frac{i_1 + i_2}{2} \rceil + 1 .. i_2))$. Add this pair to $S_M$.

   Otherwise, let $k_1 = \max_{j \in [i_1 .. i_1 + s_1]} j$. If there does not exist such an index set $k_1 = 0$.

2. Let first consider the case where $k_1 = 0$. If there exists a pivot $p \in [i_1 + s_1 .. i_1 + 2s_1]$ (If many consider the leftmost one) define a window pair $t = ([i_1 .. \lceil \frac{i_1 + p}{2} \rceil], \lceil \frac{i_1 + p}{2} \rceil + 1 .. i_2))$. Add this pair to $S_M$ and recurse on interval $[p + 1 .. i_2]$.

3. Otherwise, if there exists a pivot $p \in [i_2 - 2s_1 .. i_2 - s_1]$ (If many consider the rightmost one) define a window pair $t = ([p + 1 .. \lceil \frac{p + i_2}{2} \rceil], \lceil \frac{p + i_2}{2} \rceil + 1 .. i_2))$. Add this pair to $S_M$ and recurse on interval $[i_1 .. p]$.

4. Otherwise, consider the left most pivot $p \geq i_1 + 2s_1$. Recurse separately on $[i_1 .. p]$ and $[p + 1 .. i_2]$. Notice there must exist one such pivot as we assume $\exists p \in [i_1 + s_1 .. i_1 + 2s_1]$ and $k_1 = 0$.

   Thus, from now on wards we assume $k_1 \neq 0$.

5. If there exists a pivot $p \in [i_1 + s_1 .. i_1 + 2s_1]$ for the subproblem defined on $[k_1 .. M(k_1)]$ (if many, consider the left most one), define a window pair $t = ([i_1 .. p], [M(k_1) .. i_2])$. Add this pair to $S_M$ and recurse on interval $[p + 1 .. M(k_1) - 1]$.

6. Otherwise, if there exists a pivot $p \in [i_2 - 2s_1 .. i_2 - s_1]$ for the subproblem defined on $[k_1 .. M(k_1)]$ (if many, consider the right most one), define a window pair $t = ([i_1 .. k_1], [p + 1 .. i_2])$. Add this pair to $S_M$ and recurse on interval $[k_1 + 1 .. p]$.

7. Otherwise, if either $k_1 \geq i_1 + w$ or $M(k_1) \leq i_2 - s_1$ (or both), define a window pair $t = ([i_1 .. k_1], [M(k_1) .. i_2])$. Add this pair to $S_M$ and recurse on $[k_1 + 1 .. M(k_1) - 1]$.

8. Otherwise, consider the leftmost pivot $p \geq i_1 + 2s_1$. Define a window pair $t = ([i_1 .. k_1], [M(k_1) .. i_2])$. Add this pair to $S_M$ and recurse separately on $[k_1 .. p]$ and $[p + 1 .. M(k_1)]$.

   Notice such a pivot always exists as $\exists j \in [k_1 + 1 .. i_1 + s_1]$ such that $M(j) < i_2 - 2s_1$ and $i_2 - i_1 > 4s_1$.

Lemma 5.5. Let $x$ be a string of length $n$. Given an alignment $M$ of $x$ and a parameter $s_1 \in [1 .. n]$ let $S_M$ be the set generated by process $P_M$. We can make the following claims:

1. each window pair $(w_i, w'_i) \in S_M$ satisfies $|w_i|, |w'_i| \leq 4s_1$,
2. $S_M$ is a consistent decomposition of $[1 .. n]$,
3. $\text{cost}_M(x) \geq \sum_{(w_i, w'_i) \in S_M} \text{cost}_M(x[w_i] \circ x[w'_i])$,
4. $|S_M| = O(\frac{n}{s_1})$,
Proof. By construction, we can ensure that every window generated has length at most 4s_1.

Again by construction, we can claim that every index in \([n]\) is contained in some window pair. Moreover, once a window pair \((w_i, w'_i)\) is created they are removed from all the intervals that are considered in the future recursions. Thus, any two window pairs in \(S_M\) are disjoint and \(S_M\) is a decomposition of \([1 \ldots n]\). Now consider any two distinct pair of windows \((w_i, w'_i)\) and \((w_j, w'_j)\).

Consider the recursion tree \(T\) that is induced by process \(P_M\). Each node of this tree is represented by an interval \([i_1 \ldots i_2]\) processed by \(P_M\). Moreover, if \([i_1 \ldots i_2]\) was created while processing interval \([i^1 \ldots i^2]\), then we make it’s associated node the parent of \([i_1 \ldots i_2]\). Notice every window pair can be associated with a node in \(T\). Let \(n_i, n_j\) be the associated node of \((w_i, w'_i)\) and \((w_j, w'_j)\). If \(n_i\) is an ancestor of \(n_j\) then the consistency can be argued using condition 3. Otherwise, if \(n_j\) is an ancestor of \(n_i\) then the consistency can be argued using condition 4. Otherwise, let \(n_a\) be the lowest common ancestor of \(n_i, n_j\) and \([i_1 \ldots i_2]\) be the associated interval. Then if \(n_i\) appears left to \(n_j\) then both \(w_i, w'_i\) are in the interval \([i_1 \ldots p]\) for case 4 (or in \([k_1 \ldots p]\) for case 8) and \(w_j, w'_j\) are in the interval \([p+1 \ldots i_2]\) for case 4 (or in \([p+1 \ldots M(k_1)]\) for case 8). Thus, the consistency can be argued using condition 1. Similarly, if \(n_j\) appears left to \(n_i\) consistency can be argued using condition 2.

To prove the third point we claim, for any index \(j \in [n]\) if \(M(j) \neq \perp\) and \(j \in w_i\), then \(M(j) \in w_i \cup w'_i\), where \((w_i, w'_i) \in S_M\). Thus, we show \(cost_M(x) \geq \sum_{(w_i, w'_i) \in S_M} cost_M(x[w_i \cup x[w'_i]])\).

Now we prove the claim. In the recursion process let the window pair \((w_i, w'_i)\) is created while considering the interval \([i_1 \ldots i_2]\). For contradiction let \(M(j) \neq \perp, j \in w_i\) but \(M(j) \notin w_i \cup w'_i\). This trivially can’t happen if \(i_2 - i_1 \leq 4s_1\) as in that case \(M(j) \in [i_1 \ldots i_2] = w_i \cup w'_i\). Next consider the case where \(k_1 = 0\). Here as \(p\) is a valid pivot both \(j, M(j) \in [i_1 \ldots p]\) or \(w_i, w'_i\) (or \(j, M(j) \in [p+1 \ldots i_2] = w_i \cup w'_i\)).

Next consider the case where \(w_i = [i_1 \ldots p]\) and \(w'_i = [M(k_1) \ldots i_2]\). Here if \(j \leq k_1\) then \(M(j) \in [i_1 \ldots k_1] \cup [M(k_1) \ldots i_2]\). Hence, we get a contradiction. Otherwise, \(j\) is contained in the subproblem defined on \([k_1 \ldots M(k_1)]\). But as for this, \(p\) is a valid pivot \(M(j) \in [k_1 \ldots p] \subseteq w_i\). Thus, we get a contradiction. The case where \(w_i = [i_1 \ldots k_1]\) and \(w'_i = [p+1 \ldots i_2]\) or \(w_i = [i_1 \ldots k_1]\) and \(w'_i = [M(k_1) \ldots i_2]\) can be argued in a similar way.

To put an upper bound on the size of \(S_M\), consider the recursion tree \(T\) that is induced by process \(P_M\). Each node of this tree is represented by an interval \([i_1 \ldots i_2]\) processed by \(P_M\). Moreover, if \([i_1 \ldots i_2]\) was created while processing interval \([i^1 \ldots i^2]\), then we make it’s associated node the parent of \([i_1 \ldots i_2]\). Notice \(|S_M| \leq |T|\). Thus, we now try to bound the size of this recursion tree.

For this we first claim that each leaf node in \(T\) is associated with a pair of windows \((w_i, w'_i)\) such that \(|w_i| + |w'_i| \geq s_1\). Let \([i_1 \ldots i_2]\) be the associated interval. Trivially \(i_2 - i_1 \leq 4s_1\). We further show \(i_2 - i_1 \geq s_1\), thus proving our claim. As otherwise assume \(i_2 - i_1 < s_1\). Let \([i^1 \ldots i^2]\) be the interval associated with the parent node. By construction \(i^2 - i^1 > 4s_1\). While processing this interval let us first consider the case where \(k_1 = 0\). If there exists a pivot \(p \in [i^1 + 1 \ldots i^2 + 2s_1]\) then by construction \(i_2 - i_1 \geq i^2 - i^1 - 2s_1 > s_1\), and thus we get a contradiction.

In the other case as the pivot \(p\) is at a distance \(> 2s_1\) from both \(i^1, i^2\), we have \(i_2 - i_1 > 2s_1\). Next consider the case where \(k_1 \neq 0\). In this case if there exists a pivot \(p \in [i^1 + 1 \ldots i^2 + 2s_1]\) then a window pair covering an interval of length at most \(3s_1\) is generated and we recurse on the rest of the interval. Thus, \(i_2 - i_1 > s_1\). Otherwise, no such pivot exists total length of the window pair is \(\leq 2s_1\). Thus, again \(i_2 - i_1 > 2s_1\). In the last case as \(k_1 < i_1 + s_1\) and \(p \geq i_1 + 2s_1\), \(p - k_1 \geq w\). Similarly, we can show \(M(k_1) - (p + 1) \geq w\) and hence \(i_2 - i_1 \geq s_1\). Following the claim, the maximum number of leaf nodes in \(T\) is at most \(\frac{2}{w}\).

Next we claim that the interval corresponding to every internal node satisfies one of the following: (i) either the node has degree 2 (ii) or while processing the corresponding interval, \(P_M\) generates
Thus, total number of indices we add one window pair $x$ be the corresponding windows in Lemma 5.6. For each window pair $\theta s$, $\tilde{\theta} s$ follows from the following fact that we claimed above. For any two windows $\theta s$, $\tilde{\theta} s$ such that $\theta s \tilde{\theta} s$, $\tilde{\theta} s \tilde{\theta} s$, $\tilde{\theta} s \tilde{\theta} s$, $\tilde{\theta} s \tilde{\theta} s$. Thus, given a string $\tilde{\theta} s$, $\tilde{\theta} s$ be the set generated by capped large alignment window decomposition. We can make the following claims:

1. each window pair $(\tilde{w}_i, \tilde{w}'_i) \in \tilde{S}_M$ satisfies $|\tilde{w}_i|, |\tilde{w}'_i| \leq 5s_1$, 
2. $\tilde{S}_M$ is a consistent decomposition of $[1..n]$, 
3. $\sum_{(\tilde{w}_i, \tilde{w}'_i) \in \tilde{S}_M} \text{dyck}(x[\tilde{w}_i] \circ x[\tilde{w}'_i]) \leq \text{cost}(x) + O(\theta n)$, 
4. $|\tilde{S}_M| = O(\frac{n}{s_1})$.

Proof. For each window pair $(\tilde{w}_i, \tilde{w}'_i) \in \tilde{S}_M$ there exists a corresponding window pair $(w_i, w'_i) \in S_M$ such that $|w_i|, |w'_i| \leq 4s_1$. Now we define $\tilde{w}_i$ to be the window generated from $w_i$ where $s(\tilde{w}_i) = \lceil \frac{s(w_i)}{\theta s_1} \rceil \cdot \theta s_1 + 1$ and $e(\tilde{w}_i) = \lceil \frac{e(w_i)}{\theta s_1} \rceil \cdot \theta s_1$. Thus, $|\tilde{w}_i| \leq |w_i| + \theta s_1 \leq 5s_1$. Similarly, we can claim for $|\tilde{w}'_i|$.

First we claim for any pair of windows $(\tilde{w}_i, \tilde{w}'_i)$ and $(\tilde{w}_j, \tilde{w}'_j)$, $(\tilde{w}_i \tilde{w}_j, \tilde{w}'_i \tilde{w}'_j) = \emptyset$. We first show $\tilde{w}_i \tilde{w}_j = \emptyset$. The other three options can be argued in a similar way. Let $w_i, w_j$ be the corresponding window in $S_M$. Without loss of generality, assume $e(w_i) < s(w_j)$. We claim $e(w_i) < s(w_j)$. Otherwise, assume $e(w_i) > s(w_j)$. Note they can not be equal as $\theta s_1 | e(w_i)$ and $\theta s_1 | s(w_j) - 1$. Thus, $e(w_i) - s(w_j) \geq \theta s_1 - 1$. Now by rounding $e(w_i) - s(w_j) \leq \theta s_1 - 1$. Thus, $e(w_i) - s(w_j) \leq \theta s_1 - 1$ and we get a contradiction.

For arguing consistency consider any two pair of windows $(w_i, w'_i)$ and $(w_j, w'_j)$. Now notice if any of the four windows are an empty set then the consistency follows trivially. Otherwise, it follows from the following fact that we claimed above. For any two windows $\tilde{w}_i, \tilde{w}_j$ in $\tilde{S}_M$ if $w_i, w_j$ be the corresponding windows in $S_M$ then $e(w_i) < s(w_j)$, implies $e(\tilde{w}_i) < s(\tilde{w}_j)$ and vice versa.

Let $(\tilde{w}_i, \tilde{w}'_i)$ be the window pairs generated from $(w_i, w'_i) \in S_M$. Notice $(w_i \cup w'_i) \setminus (\tilde{w}_i \cup \tilde{w}'_i) \leq 2\theta s_1$. Thus, total number of indices $i \in w_i \cup w'_i$ such that either $i$ or $M(i) \in (w_i \cup w'_i) \setminus (\tilde{w}_i \cup \tilde{w}'_i)$ are at most $4\theta s_1$. Thus, $\text{dyck}(x[\tilde{w}_i] \circ x[\tilde{w}'_i]) \leq \text{cost}(x) + O(\theta n)$. Moreover, as by Lemma 5.5 $\text{cost}(x) \geq \sum_{(w_i, w'_i) \in S_M} \text{cost}(x) + O(\theta n)$; thus we get $\sum_{(\tilde{w}_i, \tilde{w}'_i) \in \tilde{S}_M} \text{dyck}(x[\tilde{w}_i] \circ x[\tilde{w}'_i]) \leq \text{cost}(x) + O(\theta n)$. The claim directly follows as $|\tilde{S}_M| \leq |S_M|$.

Thus, given a string $x$ of length $n$, for any optimal alignment $M$, there exists a set $\tilde{S}_M \subseteq J \times J$ such that $\tilde{S}_M$ is a consistent decomposition of $[1..n]$ and $\sum_{(\tilde{w}_i, \tilde{w}'_i) \in \tilde{S}_M} \text{dyck}(x[\tilde{w}_i] \circ x[\tilde{w}'_i]) \leq \text{cost}(x) + O(\theta n)$. As $M$ is optimal, this proves Lemma 1.1.
Next our objective is to find an estimation of $\text{dyck}(x[\tilde{w}_i] \circ x[\tilde{w}'_i])$. For this we further divide the large windows into smaller windows as follows.

**Small windows.** Given a string $x$ of length $n$ and a small window size parameter $s_2 \in [1..n]$, where $s_2 | s_1$, we further introduce variable size windows $\mathcal{K}$:

$$\mathcal{K} = \{ w \subseteq [1..n] : |w| \leq 5s_2 \text{ and } \theta s_2 | s(w) - 1 \text{ and } e(w) \}.$$  

For each window $w \in \mathcal{J}$ let $\mathcal{K}_w \subseteq \mathcal{K}$ be the set consisting of all the windows in $\mathcal{K}$ that are part of interval $w$. The following claim directly follows from the construction.

**Claim 5.7.** $|\mathcal{K}| = O(\frac{n}{\theta s_2})$

Next we show set $\mathcal{K}$ satisfies the following property.

**Lemma 5.8.** Consider a string $x$ of length $n$, and parameters $s_1, s_2, \theta$ such that $\theta s_2 | \theta s_1$ and $\theta s_1 | n$. For every window pair $(w, w') \in \mathcal{J} \times \mathcal{J}$, the set $w \cup w'$ can be decomposed into a consistent set of window pairs $\mathcal{S} \subseteq \mathcal{K} \times \mathcal{K}$ such that $\sum_{(q, q') \in \mathcal{S}} \text{dyck}(x[q] \circ x[q']) \leq \text{dyck}(x[w] \circ x[w']) + O(\theta |w \cup w'|)$.

**Small alignment window decomposition.** Given a string $x$, with small window size parameter $s_2$, for each pair $(w, w') \in \mathcal{J} \times \mathcal{J}$, and each alignment $\hat{M}$ of $x[w] \circ x[w']$, we use process $P^{(w,w')}_\hat{M}$ that is similar to the process used in large alignment window decomposition to further divide interval $[w \cup w']$ with respect to alignment $\hat{M}$ and parameter $s_2$ for generating a set $\hat{S}_{\hat{M}}^{(w,w')}$ containing pairs of windows. Similar to Lemma 5.5 we can argue the following.

**Lemma 5.9.** Let $x$ be a string of length $n$. For every window pair $(w, w') \in \mathcal{J} \times \mathcal{J}$, given an alignment $\hat{M}$ of $x[w] \circ x[w']$ and parameters $s_1, s_2 \in [1..n]$, let $\hat{S}_{\hat{M}}^{(w,w')}$ be the set generated by process $P^{(w,w')}_\hat{M}$. Thus, we can make the following claims.

1. Each window pair $(q_i, q'_i) \in \hat{S}_{\hat{M}}^{(w,w')}$ satisfies $|q_i|, |q'_i| \leq 4s_2$,

2. $\hat{S}_{\hat{M}}^{(w,w')}$ is a consistent decomposition of $w \cup w'$,

3. $\text{cost}_{\hat{M}}(x[w] \circ x[w']) \geq \sum_{(q_i, q'_i) \in \hat{S}_{\hat{M}}^{(w,w')}} \text{cost}_{\hat{M}}(x[q_i] \circ x[q'_i])$,

4. $|\hat{S}_{\hat{M}}^{(w,w')}| = O(\frac{|w| + |w'|}{s_2}).$

**Capped small alignment window decomposition.** For each $(w, w') \in \mathcal{J} \times \mathcal{J}$, after creating set $\hat{S}_{\hat{M}}^{(w,w')}$, we cap all the windows using set $\mathcal{K}$ to construct set $\hat{S}_{\hat{M}}^{(w,w')}$ . Formally for each window pair $(p_i, p'_i) \in \hat{S}_{\hat{M}}^{(w,w')}$ we add one window $(\hat{p}_i, \hat{p}'_i)$ to $\hat{S}_{\hat{M}}^{(w,w')}$ where the starting index and the size of each window is a multiple of $\theta s_2$. Formally $s(\hat{p}_i) = \lceil \frac{s(w)}{\theta s_2} \rceil \cdot \theta s_2 + 1$ and $e(\hat{p}_i) = \lceil \frac{e(w)}{\theta s_2} \rceil \cdot \theta s_2$. Similarly, we can define for $\hat{p}'_i$. Notice by construction $\hat{S}_{\hat{M}}^{(w,w')} \subseteq \mathcal{K} \times \mathcal{K}$. Similar to Lemma 5.6 we can argue the following.

**Lemma 5.10.** Let $x$ be a string of length $n$. For every window pair $(w, w') \in \mathcal{J} \times \mathcal{J}$, given an alignment $\hat{M}$ of $x[w] \circ x[w']$ and parameters $s_1, s_2 \in [1..n]$, let $\hat{S}_{\hat{M}}^{(w,w')}$ be the set generated by capped small alignment window decomposition. We can make the following claims:

1. Each window pair $(\hat{q}_i, \hat{q}'_i) \in \hat{S}_{\hat{M}}^{(w,w')}$ satisfies $|\hat{q}_i|, |\hat{q}'_i| \leq 5s_2$, 


2. $\tilde{S}^{(w,w')}_M$ is a consistent decomposition of $w \cup w'$,
3. $\sum_{(\tilde{q}_i, \tilde{q}'_i) \in \tilde{S}^{(w,w')}_M} \text{dyck}(x[\tilde{q}_i] \circ x[\tilde{q}'_i]) \leq \text{cost}_M(x[w] \circ x[w']) + O(\theta |w \cup w'|)$,
4. $|\tilde{S}^{(w,w')}_M| = O(\frac{|w|+|w'|}{s_2})$.

Thus, given a string $x$ of length $n$, for every window pair $(w, w') \in J \times J$ and for every optimal alignment $M$ of $x[w] \circ x[w']$ there exists a set $\tilde{S}^{(w,w')}_M \subseteq K \times K$ such that $\tilde{S}^{(w,w')}_M$ is a consistent decomposition of $w \cup w'$ and $\sum_{(\tilde{q}_i, \tilde{q}'_i) \in \tilde{S}^{(w,w')}_M} \text{dyck}(x[\tilde{q}_i] \circ x[\tilde{q}'_i]) \leq \text{cost}_M(x[w] \circ x[w']) + O(\theta |w \cup w'|)$.

As $M$ is optimal, this proves Lemma 5.8.

In the next section we design an algorithm that for each window pair $(w, w') \in J \times J$, either directly computes an estimation of $\text{dyck}(x[w] \circ x[w'])$ or computes estimation of $\text{dyck}(x[q] \circ x[q'])$ for each $(q, q') \in \tilde{S}^{(w,w')}_M$, and then we combine these estimations using a dynamic program algorithm to estimate $\text{dyck}(x)$.

5.2 Estimating Cost of Window Pairs

In this section we describe Algorithm CertifyingWindowPairs(), that computes sets of $W_L \subseteq J \times J$ and $W_S \subseteq K \times K$ such that for every certified pair the algorithm provides a constant approximation of its cost. Moreover, we show $W_L \cup W_S$ contains a subset that forms a consistent decomposition of interval $[1..n]$ and sum of the cost of all the window pairs in the subset approximates $\text{dyck}(x)$.

The input to the algorithm is string $x$, set of large and small windows $J$ and $K$ and parameters $\theta \in [0,1]$, $s_1$, $s_2$, $\delta \in [1..n]$ and $\alpha > 0$ where $\alpha$ is a constant (we set these parameters in Section 5.6). The algorithm progress in phases $i = 0, 1, 2, 4, \ldots, 10s_2$, where at the $i$th phase it uses a cost threshold $c_i = i$. In each phase the algorithm calls three procedures; first DeclareSparse(), followed by CertifyingSmall() and lastly CertifyingLarge() with parameter $c_i$.

Algorithm DeclareSparse() given a density parameter $\delta$ as input, for each window $w \in K$ checks if there exists at least $\delta$ other windows $w' \in K$ such that $\text{dyck}(x[w] \circ x[w'])$ is at most $c_i$. If not then $w$ is declared $(c_i, \delta)$-sparse and added to set $S$. This is done using random sampling. Moreover, instead of directly computing the cost, we use Dyck-Approx() that provides $\alpha$ approximation of $\text{dyck}(x[w] \circ x[w'])$.

Algorithm CertifyingSmall() starts by selecting a dense pivot window $w \in K \setminus S$, and then it computes two set $A_1$, $A_2$, where $A_1$ contains all windows $w_1 \in K$ such that the approximated cost of $x[w_1] \circ x[w]$ is at most $2\alpha c$ and set $A_2$ contains all windows $w_2 \in K$ such that the approximated cost of $x[w] \circ x[w_2]$ is at most $3\alpha^2 c$. Next for each pair of windows $(w_1, w_2) \in A_1 \times A_2$ a weighted window pair $(w_1, w_2, 5\alpha^2 c)$ is added to set $W_S$. Apart from this for each close window pairs $(w, w') \in K \times K$, i.e. $s(w') - s(w) \leq 5s_1$, CertifyingSmall() computes an approximation cost of $x[w] \circ x[w']$ using algorithm Dyck-Approx() and adds the corresponding weighted window pair to $W_S$.

The last algorithm CertifyingLarge() takes the set of sparse window $S$ as input and then for every large window $w \in J$, it samples a set of sparse windows $w_1$ from $K \setminus W \cap S$. Next for each sampled sparse window $w_1$ it identifies all windows $w_2 \in K$ such that the approximated cost of $x[w_1] \circ x[w_2]$ is at most $\alpha c$. For each such $w_2$ it then identifies all the large windows $\tilde{w} \in J$ that contains $w_2$ and computes an approximation of cost of $x[w] \circ x[\tilde{w}]$ using algorithm Dyck-Approx() and adds the corresponding weighted window pair to $W_L$.

At the end Algorithm CertifyingWindowPairs() outputs all the weighted window pairs in set $W_L$ and $W_S$. The algorithm uses two more global parameters $k_1$ and $k_2$ that we set to be large constants.
(c, δ)-dense and sparse. Given a window \( w \in \mathcal{K} \) and integer parameters \( c, \delta > 0 \), we call window \( w \) to be \((c, \delta)\)-dense if there exists at least \( \delta \) windows \( w' \in \mathcal{K} \) such that \( \text{dyck}(x[w] \circ x[w']) \leq c \). Otherwise, we call \( w \) \((c, \delta)\)-sparse.

**Algorithm 3:** CertifyingWindowPairs \((x, J, \mathcal{K}, \theta, \alpha, \delta, s_1, s_2)\)

**Input:** String \( x \) of length \( n \); set of windows \( J, \mathcal{K} \); parameters \( \theta \in [0, 1], \delta, s_1, s_2 \in [n] \)

**Output:** A set \( \mathcal{W}_L \) of certified window pairs in \( J \times J \) and a set \( \mathcal{W}_S \) of certified window pairs in \( \mathcal{K} \times \mathcal{K} \)

1. foreach \( i \in \{0, 1, 2, 4, \ldots, 10s_2\} \) do
   2. \( c_i \leftarrow i \);
   3. \( S \leftarrow \text{DeclareSparse}(x, \mathcal{K}, c_i, \theta, \alpha, \delta, s_1) \);
   4. \( \mathcal{W}_S \leftarrow \text{CertifiedSmall}(x, \mathcal{K}, S, c_i, \alpha, \delta, s_1) \);
   5. \( \mathcal{W}_L \leftarrow \text{CertifiedLarge}(x, J, \mathcal{K}, S, c_i, \theta, \alpha, \delta, s_1, s_2) \);
6. return \( \mathcal{W}_L, \mathcal{W}_S \);

**Algorithm 4:** DeclareSparse \((x, \mathcal{K}, c, \alpha, \delta, s_2)\)

**Input:** String \( x \) of length \( n \); set of windows \( \mathcal{K} \); parameters \( \theta \in [0, 1], c, \delta, s_1 \in [n] \)

**Output:** Set \( S \) of sparse windows in \( \mathcal{K} \)

1. \( S \leftarrow \emptyset \);
2. foreach \( w \in \mathcal{K} \) do
   3. Sample \( \frac{k_1|\mathcal{K}| \log n}{\delta} \) windows \( w' \in \mathcal{K} \) uniformly at random and compute \( \text{Dyck-Approx}(x[w] \circ x[w']) \);
   4. if for at most \( \frac{k_2}{2} \log n \) samples \( w' \), \( \text{Dyck-Approx}(x[w] \circ x[w']) \leq \alpha c \) then
      5. Add \( w \) to \( S \);
6. return \( S \);

### 5.3 Correctness

**Theorem 5.11.** Let \( n \) be a sufficiently large power of 2 and \( \theta \in [\frac{1}{n}, 1] \) be a power of 2 and \( \epsilon > 0 \) a constant. Let \( x \) be a string of length \( n \). Let \( s_1, s_2 \in [\frac{1}{n}, n] \), \( \delta \in [n] \) be a power of 2 where \( s_2s_1 \) and \( s_1 | n \) and \( \frac{s_2}{s_1} \leq \theta \). Let \( \mathcal{W}_L \) and \( \mathcal{W}_S \) be the set of weighted window pairs generated by algorithm CertifyingWindowPairs. We claim every weighted window pair in \( \mathcal{W}_L \) and \( \mathcal{W}_S \) is correctly certified. With high probability, there exists a consistent decomposition of \([1, \ldots, n]\) into weighted window pairs \( \{(w_1, w'_1, c_1), \ldots, (w_t, w'_t, c_t)\} \subseteq \mathcal{W}_S \cup \mathcal{W}_L \) such that \( \sum_{j=1}^{t} c_j \leq 10\alpha^2 \text{dyck}(x) + O(\theta n) \).

We start with few definitions required to prove Theorem 5.11. Consider a window pair \((w, w') \in J \times J\). Fix an optimal alignment \( \tilde{M} \) of \( x[w] \circ x[w'] \). Let \( \tilde{S}^{(w,w')}_{\tilde{M}} \) be the set generated by applying the process of capped small alignment window decomposition on the interval \([w \cup w']\) with respect to alignment \( \tilde{M} \). Notice \( \tilde{S}^{(w,w')}_{\tilde{M}} \subseteq \mathcal{K} \times \mathcal{K} \) and by construction for any window pair \((q, q') \in \tilde{S}^{(w,w')}_{\tilde{M}}, |q| + |q'| \leq 10s_2 \). Thus, \( \text{dyck}(x[q] \circ x[q']) \leq 10s_2 \).

Set \( \mathcal{B}^{(w,w')}_{c} \). For each \( c \in \{0, 1, 2, 4, \ldots, 10s_2\} \), we define set \( \mathcal{B}^{(w,w')}_{c} \) containing all the window pairs \((q, q') \in \tilde{S}^{(w,w')}_{\tilde{M}} \) such that \( \frac{c}{2} < \text{dyck}(x[q] \circ x[q']) \leq c \).
Algorithm 5: CertifyingSmall \((x, \mathcal{K}, S, c, \alpha, \delta, s_2)\)

**Input:** String \(x\) of length \(n\); set of windows \(\mathcal{K}, S\); parameters \(c, \delta, s_2 \in [n]\)

**Output:** A set \(W_S\) of certified window pairs in \(\mathcal{K} \times \mathcal{K}\)

\[
\begin{align*}
W_S & \leftarrow \emptyset; \\
L & \leftarrow \mathcal{K} \setminus S; \\
\text{while } L \text{ is nonempty do} & \\
\phantom{\text{while } L \text{ is nonempty do}} & \\
\phantom{\text{while } L \text{ is nonempty do}} & \quad \text{Pick } w \in L; \\
\phantom{\text{while } L \text{ is nonempty do}} & \quad A_1 \leftarrow \{w_1 \in \mathcal{K}; \text{Dyck-Approx}(x[w_1] \circ x[w]) \leq 2\alpha c\}; \\
\phantom{\text{while } L \text{ is nonempty do}} & \quad A_2 \leftarrow \{w_2 \in \mathcal{K}; \text{Dyck-Approx}(x[w] \circ x[w_2]) \leq 3\alpha^2 c\}; \\
\phantom{\text{while } L \text{ is nonempty do}} & \quad \text{Add } (w_1, w_2, 5\alpha^2 c) \text{ to } W_S, \forall (w_1, w_2) \in A_1 \times A_2; \\
\phantom{\text{while } L \text{ is nonempty do}} & \quad L \leftarrow L \setminus A_1; \\
\text{foreach } (w, w') \in \mathcal{K} \times \mathcal{K} \text{ such that } s(w') - s(w) \leq 5s_1 \text{ do} & \\
\phantom{\text{foreach } (w, w') \in \mathcal{K} \times \mathcal{K} \text{ such that } s(w') - s(w) \leq 5s_1 \text{ do}} & \quad c \leftarrow \text{Dyck-Approx}(x[w] \circ x[w']) ; \\
\phantom{\text{foreach } (w, w') \in \mathcal{K} \times \mathcal{K} \text{ such that } s(w') - s(w) \leq 5s_1 \text{ do}} & \quad \text{Add } (w, w', c) \text{ to } W_S; \\
\text{return } W_S; \\
\end{align*}
\]

Algorithm 6: CertifyingLarge \((x, \mathcal{J}, \mathcal{K}, S, S, c, \theta, \alpha, \delta, s_1, s_2)\)

**Input:** String \(x\) of length \(n\); set of windows \(\mathcal{J}, \mathcal{K}, S\); parameters \(\epsilon, \theta \in [0, 1], c, \delta, s_1, s_2 \in [n]\)

**Output:** A set \(W_L\) of certified window pairs in \(\mathcal{J} \times \mathcal{J}\)

\[
\begin{align*}
\text{foreach } w \in \mathcal{J} \text{ do} & \\
\phantom{\text{foreach } w \in \mathcal{J} \text{ do}} & \quad \text{Sample } \frac{k_2 \log^2 n}{\theta^4} \text{ windows } w_1 \in \mathcal{K}_w \cap S \text{ uniformly at random}; \\
\phantom{\text{foreach } w \in \mathcal{J} \text{ do}} & \quad \text{foreach sampled } w_1 \text{ and } w_2 \in \mathcal{K} \text{ do} \\
\phantom{\text{foreach sampled } w_1 \text{ and } w_2 \in \mathcal{K} \text{ do}} & \quad \text{if } \text{Dyck-Approx}(x[w_1] \circ x[w_2]) \leq \alpha c \text{ then} \\
\phantom{\text{foreach sampled } w_1 \text{ and } w_2 \in \mathcal{K} \text{ do}} & \quad \text{foreach } \tilde{w} \in \mathcal{J} \text{ such that } w_2 \in \tilde{w} \text{ do} \\
\phantom{\text{foreach sampled } w_1 \text{ and } w_2 \in \mathcal{K} \text{ do}} & \quad \quad c' \leftarrow \text{Dyck-Approx}(x[w] \circ x[\tilde{w}]); \\
\phantom{\text{foreach sampled } w_1 \text{ and } w_2 \in \mathcal{K} \text{ do}} & \quad \quad \text{Add } (w, \tilde{w}, c') \text{ to } W_L; \\
\text{return } W_L;
\end{align*}
\]
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Set $B_{c,d}^{(w,w')}$, and $B_{c,s}^{(w,w')}$. We further partition set $B_c^{(w,w')}$ containing all the window pairs $(q,q') \in B_c^{(w,w')}$ such that $q$ is $(c, \delta)$-dense. Otherwise, we add $(q,q')$ to $B_c^{(w,w')}$. 

Set $B_{c,s,w}^{(w,w')}$, $B_{c,s}^{(w,w')}$, and $B_{c,s}^{(w,w')}$, Finally, we partition set $B_{c,s}^{(w,w')}$ into three groups. Define set $B_{c,s,w}^{(w,w')}$ containing all the window pairs $(q,q') \in B_{c,s}^{(w,w')}$ such that both $q,q' \subseteq w$. Define set $B_{c,s}^{(w,w')}$ containing all the window pairs $(q,q') \in B_{c,s}^{(w,w')}$ such that both $q,q' \subseteq w'$. Lastly define set $B_{c,s}^{(w,w')}$ containing all the window pairs $(q,q') \in B_{c,s}^{(w,w')}$ such that $q \subseteq w$ and $q' \subseteq w'$.

Favorable. The algorithm uses random sampling twice. First in the DeclareSparse algorithm to identify whether a window $w \in K$ is dense or sparse and secondly in the algorithm CertifyingLarge where for each $w \in \mathcal{J}$, we sample sparse windows from $\mathcal{K}_w \cap S$. We now define when do we admit these samplings to be favorable.

Definition 5.12. During a run of CertifyingWindowPairs for each $i = 0, 1, 2, 4, \ldots, 10s_2$, of the FOR loop we call the samplings to be favorable if they satisfy the following.

- In algorithm DeclareSparse for each $w \in K$ if $w$ is $(c_i, \delta/4)$-sparse then $w \in S$ and otherwise if $w$ is $(c_i, \delta)$-dense then $w \notin S$.

- In the algorithm CertifyingLarge for every window pair $(w,w') \in \mathcal{J} \times \mathcal{J}$, $|B_{c,s}^{(w,w')}| \geq \frac{\theta|w|}{s_2 \log n}$ then the algorithm samples a window $q \in \mathcal{K}_w \cap S$, such that there exist $q' \in \mathcal{K}_w$ and $(q,q') \in B_{c,s}^{(w,w')}$. 

Lemma 5.13. For large $n$, in any run of CertifyingWindowPairs the samplings are favorable with probability at least $1 - \frac{1}{n^2}$. 

Proof. In the DeclareSparse algorithm consider a $w \in K$ and some $c_i$. If $w$ is $(c_i, \delta)$-dense then there exists at least $\delta$ other windows $w' \in K$, such that $\text{dyck}(x[w] \circ x[w']) \leq c_i$. Let $D_R$ be this set of windows. As we sample $\frac{k_1|K| \log n}{\delta}$ samples from right of $w$, for large constant $k_1$, using Chernoff bound probability that less than $\frac{k_1 \log n}{2}$ windows are sampled from $D_R$ is at most $1/n^{15}$. On the other hand if $w$ is $(c_i, \delta/4)$-sparse then size of $D_R$ is at most $\delta/4$. Thus, probability that at least $\frac{k_1 \log n}{2}$ windows are sampled from $D_R$ is at most $1/n^{15}$. As there are $\log n$ choices for $i$ and $\tilde{O}(\frac{n^{15}}{\delta^{10}})$ choices for $w \in K$ the first criteria is not satisfied with probability at most $1/n^{10}$.

In the CertifyingLarge algorithm consider a window pair $(w,w') \in \mathcal{J} \times \mathcal{J}$ and some $c_i$. Notice $\mathcal{K}_w = O\left(\frac{|w|}{\log s_2}\right)$. Moreover, as $|B_{c_i,s}^{(w,w')}| \geq \frac{\theta|w|}{s_2 \log n}$, if we sample $\frac{k_2 \log^2 n}{\delta}$ windows from $\mathcal{K}_w$, then for large constant $k_2$, using Chernoff bound probability that less than $\frac{k_2 \log^2 n}{2}$ windows $q$ are sampled such that if $q'$ is the matching window of $q$ (w.r.t. $\tilde{M}$), then $(q,q') \notin B_{c_i,s}^{(w,w')}$ is at most $1/n^{15}$. As there are $\log n$ choices for $i$ and $\tilde{O}(\frac{n^{15}}{\delta^{10}})$ choices for $(w,w') \in \mathcal{J} \times \mathcal{J}$ the second criteria is not satisfied with probability at most $1/n^{10}$. Thus, probability that the samplings are not favorable is at most $1/n^{10}$.

For every window pair $(w,w') \in \mathcal{J} \times \mathcal{J}$, each optimal alignment $\tilde{M}$ of $x[w] \circ x[w']$ and each cost parameter $c \in \{0, 1, 2, 4, \ldots, 10s_2\}$ we can make the following claim.

Claim 5.14. For each $c \in \{0, 1, 2, 4, \ldots, 10s_2\}$, for each pair of windows $(q,q') \in B_c \setminus B_{c,s}^{(w,w')}$, there exists a weighted window pair $(q,q',c') \in \mathcal{W}_S$ such that $c' \leq 10\alpha^2 \text{dyck}(x[q] \circ x[q']) + O(1)$. 
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Proof. Notice $B_c \setminus \bar{B}^c_{s,s',w'} = B_{c,d}^c \cup B_{e,s,w'}^c \cup B_{c,s,w'}^c$. Let us first consider the case where $(q,q') \in B^c_{s,s',w'}$. As in this case both $s(q), s(q') \in w$, $s(q') - s(q) \leq 5s_1$. Thus, in Algorithm 5, Step 11, we call Dyck-Approx() on string $x[q] \circ x[q']$ which computes a approximation of $\text{dyck}(x[q] \circ x[q'])$. Thus, Algorithm 5 adds a weighted window pair $(q,q',c')$ where $c' \leq \text{dyck}(x[q] \circ x[q'])$, and thus we prove our claim. Following a similar argument we can prove the case when $(q,q') \notin B^c_{s,s',w'}$.

Next consider the case where $(q,q') \in B^c_{s,s',w'}$. For this we show that there exists a weighted window pair $(q,q',c') \in W_S$ such that $c' \leq 5\alpha c$. Now as by definition $c/2 < \text{dyck}(x[q] \circ x[q']) \leq c$, the claim follows. By definition here $q$ is $(c,\delta)$-dense. Then assuming favorable sampling $w \notin S$. Thus, in Algorithm 5 either at Step 4 we select a pivot and in this case $q \in A_1$ and $q' \in A_2$. Thus, Algorithm 5 adds a weighted window pair $(q,q',c') \in W_S$ where $c' = 5\alpha c$, and thus we prove our claim. Otherwise, if $q$ is not selected as a pivot then there exists a pivot $\bar{q}$, such that Dyck-Approx$(x[q] \circ x[\bar{q}]) \leq 2\alpha c$ and thus $q \in A_1$. But this implies $\text{dist}(x[q] \circ x[\bar{q}]) \leq 2\alpha c$. Now as $\text{dist}(x[q] \circ x[q']) \leq c$, by triangle inequality we have $\text{dist}(x[q] \circ x[q']) \leq 2\alpha c + c \leq 3\alpha c$. Thus, Dyck-Approx$(x[q] \circ x[q']) \leq 3\alpha^2 c$ and $q' \in A_2$. Hence, again Algorithm 5 adds a weighted window pair $(q,q',c') \in W_S$ where $c' = 5\alpha^2 c$, and thus we prove our claim.

Proposition 5.15. Let $n$ be a sufficiently large power of 2 and $\theta \in [\frac{1}{2}, 1]$ be a power of 2 and $\epsilon > 0$ a constant. Let $x$ be a string of length $n$. Let $s_1, s_2 \in [\frac{1}{\theta}, n]$, $\delta \in [n]$ be a power of 2 where $s_2|s_1$ and $s_1|n$ and $\frac{s_2}{s_1} \leq \theta$. Let $W_L$ and $W_S$ be the set of weighted window pairs generated by algorithm CertifyingWindowPairs. We claim every weighted window pair in $W_L$ and $W_S$ is correctly certified. With high probability, for every window pair $(w, w') \in J \times J$, at least one of the following is satisfied:

- there exists a weighted window pair $(w, w', c') \in W_L$, such that $c' \leq \alpha \text{dyck}(x[w] \circ x[w'])$, or

- there exists a consistent decomposition of $w \cup w'$ into weighted window pairs $T^{(w, w')} = \{(w_1, w_1', c_1), \ldots, (w_k, w_k', c_k)\} \subseteq W_S$ such that $\sum_{j=1}^k c_j \leq 10\alpha^2 \text{dyck}(x[w] \circ x[w']) + O(\theta s_1)$.

Proof. First we claim that each weighted window pair in $W_L$ and $W_S$ is correctly certified. For each weighted window pair in $W_L$ the cost is estimated by algorithm Dyck-Approx and thus is at least the actual cost of the corresponding window pairs. Next for each weighted window pair $(q,q',c') \in W_S$ there exists $\bar{q}$ such that $\text{dyck}(x[q] \circ x[\bar{q}]) \leq c_1$ and $\text{dyck}(x[q] \circ x[q']) \leq c_2$ where $c_1 + c_2 = c$. Thus, by triangle inequality $\text{dyck}(x[q] \circ x[q']) \leq c$. Consider a pair of windows $(w, w') \in J \times J$. Fix an optimal alignment $\tilde{M}$ of $x[w] \circ x[w']$. Let $\tilde{S}^{(w, w')}_{\tilde{M}}$ be the set generated by applying the process of capped small alignment window decomposition on the interval $[w \cup w']$ with respect to alignment $\tilde{M}$. We divide our analysis into two cases. First consider the case where $\exists c$ such that $|B^{s,s',w'}_{c,s,w'}| \geq \frac{\theta |w|}{s_2 \log n}$. In this case assuming favorable sampling Algorithm 6 samples a window $q \in K_w \cap S$, such that $\exists q' \in K'_w$ where $(q, q') \in B^{s,s',w'}_{c,s,w'}$. But this implies $\text{dyck}(x[q] \circ x[q']) \leq c$ and thus algorithm Dyck-Approx certifies that $\text{dyck}(x[q] \circ x[q']) \leq \alpha c$. Hence, Algorithm 6 calls Dyck-Approx on $x[w] \circ x[w']$ which provides an estimation $c'$ where $c' \leq 5\alpha^2 c = 50\alpha^2 s_2$. As $|B^{s,s',w'}_{c,s,w'}| < \frac{\theta |w|}{s_2 \log n}$ and there are $O(\log n)$ different values of $c$, total estimated cost of all windows in $B^{s,s',w'}_{c,s,w'}$ is at most $\frac{\theta |w|}{s_2 \log n} \cdot \log n \cdot 50\alpha^2 s_2 = O(\theta s_1)$ (as $|w| \leq 5s_1$).
Formally we claim
\[ \sum_c \sum_{(q,q') \in B_{c,s}(w,w')} c' = O(\theta s_1) \]

On the other hand, following Claim 5.14, for each \( c \) we can ensure that, for each window pair \( (q, q') \in B_c \setminus \bigcup (w,w') \), there exists a weighted window pair \( (q, q', c') \in W_S \) such that \( c' \leq 10\alpha^2 \text{dyck}(x[q] \circ x[q']) + O(1) \). By definition for any two \( c_i, c_j \in \{0, 1, 2, \ldots, 10s_2\} \), if \( c_i \neq c_j \) then \( B_{c_i} \cap B_{c_j} = \emptyset \) and for each \( c_i, B_{c_i} \subseteq S^{(w,w')}_{M} \). Thus,

\[ \sum_c \sum_{(q,q') \in B_{c,s}(w,w')} (10\alpha^2 \text{dyck}(x[q] \circ x[q']) + O(1)) \]

Moreover, as \( S^{(w,w')}_{M} = \bigcup_{c \in \{0, 1, 2, \ldots, 10s_2\}} B_{c,s}(w,w') \), together with above two equations we can claim that for each pair of windows in \( (q, q') \in S^{(w,w')}_{M} \), there is a tuple \( (q, q', c') \in W_S \) such that the sum of the cost of all the tuples is at most \( 10\alpha^2 \text{dyck}(x[w] \circ x[w']) + O(\theta s_1) \).

Thus, we set \( T^{(w,w')} = \{(q, q', c'); (q, q') \in S^{(w,w')}_{M}, (q, q', c') \in W_S\} \). Notice by definition of \( S^{(w,w')}_{M} \), the window pairs in \( T \) induces a consistent decomposition of \( w \cup w' \). This completes the proof of Proposition 5.15.

**Proof of Theorem 5.11.** Fix an optimal alignment \( M \) of \( x \). Let \( S_M \) be the set generated by applying the process of capped large alignment window decomposition on the interval \([1..n]\). Notice by construction the window pairs of \( S_M \) provides a consistent decomposition of \([1..n]\). For each window pair \( (w, w') \in S_M \) by Proposition 5.15 either there exists a certified tuple \((w, w', c) \in W_L \) such that \( c \leq \alpha \text{dyck}(x[w] \circ x[w']) \) or here exists a consistent decomposition of \( w \cup w' \) into weighted window pairs \( T^{(w,w')} = \{(w_1, w'_1, c_1), \ldots, (w_t, w'_t, c_t)\} \subseteq W_S \) such that \( \sum_{j=1}^{t} c_j \leq 10\alpha^2 \text{dyck}(x[w] \circ x[w']) + O(\theta s_1) \). Combining this with Lemma 5.6 that says \( \sum_{(w,w') \in S_M} \text{dyck}(x[w] \circ x[w']) \leq \text{cost}_M(x) + O(\theta n) \) we prove Theorem 5.11. Note as \( M \) is an optimal alignment of \( x \), \( \text{dyck}(x) = \text{cost}_M(x) \). \( \square \)

### 5.4 Running Time Analysis

Let \( t(|w_1| + |w_2|) \) be the running time of the Dyck-Approx\((x[w_1] \circ x[w_2])\) that computes \( \alpha \) approximation of Dyck edit distance of a string of length \(|w_1| + |w_2|\). Here \( \alpha \geq 1 \) is a constant.

**Theorem 5.16.** Let \( n \) be a sufficiently large power of \( 2 \) and \( \theta \in \left[ \frac{1}{n}, 1 \right] \) be a power of \( 2 \) and \( \epsilon > 0 \) a constant. Let \( x \) be a string of length \( n \). Let \( s_1, s_2 \in \left[ \frac{1}{n} \ldots n \right] \), \( \delta \in [n] \) be a power of \( 2 \) where \( s_2|s_1|s_1|n \) and \( \frac{s_2}{s_1} \leq \theta \).
1. The size of set \( (W_L \cup W_S) \) output by CertifyingWindowPairs algorithm is \( \tilde{O}(\frac{n^2}{\theta^2 s_2^3}) \).

2. Any run that satisfies favorable sampling, CertifyingWindowPairs runs in time

\[
\tilde{O}\left( (|W_L| + |W_S|) + \frac{n^2}{\theta^2 s_2^3} \cdot t(10s_2) + \frac{n s_1}{\theta^2 s_2^3} \cdot t(10s_2) + \frac{n^2}{\theta^2 s_1 s_2} \cdot t(10s_2) + \frac{n}{\theta^2 s_1} \cdot t(10s_1) \right)
\]

**Proof.** To bound \( |W_S| \) notice by Claim 5.7 \(|K| = \tilde{O}(\frac{n}{\theta^2 s_2})\). As \( W_S \subseteq K \times K \), we get \( |W_S| = \tilde{O}(\frac{n^2}{\theta^2 s_2^3}) \). Similarly, by Claim 5.4 \( |J| = \tilde{O}(\frac{n}{\theta^2 s_1}) \). As \( W_L \subseteq J \times J \), \(|W_L| = \tilde{O}(\frac{n^2}{\theta^2 s_1^3}) \). As \( s_1 > s_2 \) we get the required bound.

Next we analyze the running time. The **CertifyingWindowPairs** algorithm outputs a certified window pair in \( O(1) \) time, thus the total time required is \( O(|W_L| + |W_S|) \). Next the algorithm calls three subroutines, **DeclareSparse**, **CertifyingLarge** and **CertifyingSmall** with \( O(\log 10s_2) = O(\log n) \) different values of \( c_i \). We next compute the running taken of each subroutine for a single call.

We start by computing the running time of **DeclareSparse** that a set of sparse windows \( S \). To compute \( S \), for each window \( w \in K \) we sample \( \tilde{O}(\frac{|K|}{d}) \) (here \( k_1 > 0 \) is a constant) windows \( w' \) from \( K \) and for each pair \((w, w')\) we run the Dyck-Approx algorithm on string \( x[w] \circ x[w'] \) that takes time \( t(|w| + |w'|) \leq t(10s_2) \) as \( |w|, |w'| \leq 5s_2 \). For each \( w \in K \) we call Dyck-Approx \( \tilde{O}(\frac{|K|}{d}) \) times, thus the total time required to process each window is \( \tilde{O}(\frac{|K|}{d} \cdot t(10s_2)) \). Hence, all the windows in \( K \) can be processed in time \( \tilde{O}(\frac{|K|^2}{d} \cdot t(10s_2)) \). As \(|K| = \tilde{O}(\frac{n}{\theta^2 s_2}) \) and \(|S| \leq |K|\), **DeclareSparse** runs in time \( \tilde{O}(\frac{n^2}{\theta^2 s_2^2} \cdot t(10s_2)) \).

Next we analyze **CertifyingSmall**. Let us first compute the time required to process one pivot window \( w \in L = K \setminus S \). For this to compute set \( A_1 \) consider each window \( w_1 \in K \) and call Dyck-Approx algorithm with input \( x[w_1] \circ x[w] \) that runs in time \( t(|w_1| + |w|) \leq t(10s_2) \). Thus, total time required to construct set \( A_1 \) for one pivot is \(|K| \cdot t(10s_2)\). Similarly, we can construct set \( A_2 \) in time \(|K| \cdot t(10s_2)\). Thus, total time required to process one pivot window of \( L \) is \( \tilde{O}(|K| \cdot t(10s_2)) \). Next we bound the number of windows that are selected as pivot before we process all the windows in \( L \). Notice after processing a pivot window \( w \) we remove set \( A_1 \) from \( L \). Thus, if \( w, w' \) be two different pivots selected then Dyck-Approx\( (x[w'] \circ x[w]) > 2ac \). But this implies \( \text{dyck}(x[w'] \circ x[w]) > 2c \). Thus, the set \( B_R(w) = \{ \tilde{w} \in K : \text{dyck}(x[w] \circ x[\tilde{w}]) \leq c \} \) are disjoint for \( w \) and \( \tilde{w} \). By favorable sampling \( |B_R(w)| \geq \frac{\delta}{4} \). Thus, total number of iterations required to process all windows is \( \tilde{O}(\frac{|K|}{\delta}) \).

Hence, we can process all windows in \( L \) in time \( \tilde{O}(\frac{|K|^2}{\delta} \cdot t(10s_2)) = \tilde{O}(\frac{n^2}{\theta^2 s_2^2} \cdot t(10s_2)) \). Next for each \( w \in K \), the algorithm considers all windows \( w' \in K \) such that \( s(w') - s(w) \leq 5s_1 \) and calls Dyck-Approx on \( x((w) \circ [w']) \). Each such call takes time \( t(10s_2) \). As for each \( w \) there are \( \tilde{O}(\frac{\alpha c}{\theta^2 s_2}) \) different choices for \( w' \), total time required is \( \tilde{O}(\frac{n^2}{\theta^2 s_2^2} \cdot t(10s_2)) \).

Lastly we analyze the running time of **CertifyingLarge**. To process a single window \( w \in J \) we start by sampling \( \frac{k_2 \log^2 n}{\theta^2} \) windows \( w_1 \) from \( K \cup S \) (where \( k_2 > 0 \) is a constant). For each such sampled window \( w_1 \) we identify all windows \( w_2 \in K \) such that Dyck-Approx\( (x[w_1] \circ x[w_2]) \leq \alpha c \). Each such checking can be done in time \( t(|w_1| + |w_2|) = t(10s_2) \) as \( |w_1|, |w_2| \leq 5s_2 \). Hence, total time required to identify all windows \( w_2 \) at a small distance from \( w_1 \) is \(|K| \cdot t(10s_2)\). Moreover, assuming favorable sampling as \( w_1 \in K \cup S \), there exists at most \( \delta \) such \( w_2 \) at small distance. Hence, for all sampled \( \frac{k_2 \log^2 n}{\theta^2} \) windows \( w_1 \) we can identify all close windows \( w_2 \) in time \( \tilde{O}(\frac{|K|}{\theta^2} \cdot t(10s_2)) \). Next for a sampled window \( w_1 \) and a window \( w_2 \) close to it, we consider each \( \tilde{w} \in J \) such that \( w_2 \subseteq \tilde{w} \). Notice there are at most \( \tilde{O}(\frac{1}{\theta^2}) \) such \( \tilde{w} \). For each \( \tilde{w} \), we again call the Dyck-Approx algorithm with input \( x[w] \circ x[\tilde{w}] \) that takes time \( t(|w| + |\tilde{w}|) = t(10s_1) \) as \( |w|, |\tilde{w}| \leq 5s_1 \). Hence, we can check for all \( \tilde{w} \) in time \( \tilde{O}(\frac{1}{\theta^2} \cdot t(10s_1)) \). Thus, for a fixed sampled \( w_1 \) we can process all
δ close windows \( w_2 \) in time \( \tilde{O}(\frac{\delta^2}{\theta^6} \cdot t(10s_1)) \). Total time required to compute the extension of all \( \frac{k_1 \log^2 n}{\theta^6} \) sampled windows \( \tilde{O}(\frac{\delta^2}{\theta^6} \cdot t(10s_1)) \). Thus, we can process all \( \frac{k_2 \log n}{\theta^6} \) sampled windows \( w_1 \in K \cap S \) in time \( \tilde{O}(\frac{\delta^2}{\theta^6} \cdot t(10s_1) + \frac{k_1}{\theta^6} \cdot t(10s_2)) \). Thus, the total running time to process a single window \( w \in J \) is \( \tilde{O}(\frac{\delta^2}{\theta^6} \cdot t(10s_1) + \frac{k_1}{\theta^6} \cdot t(10s_2)) \). Hence, total running time of \( \text{CertifyingLarge} \) is \( \tilde{O}(|J| \cdot \frac{\delta^2}{\theta^6} \cdot t(10s_1) + \frac{k_1}{\theta^6} \cdot t(10s_2)) = \tilde{O}(\frac{n^2}{\theta^6 s_1} \cdot t(10s_1) + \frac{n^2}{\theta^6 s_2} \cdot t(10s_2)). \)

5.5 Dynamic Program

**Proposition 5.17.** Given an integer \( n \geq 1 \) and a set \( W \) of weighted window pairs, one can minimize the total weight \( \sum_{j=1}^{n} c_j \) over all consistent decompositions of \([1 \ldots n]\) into weighted window pairs \( \{(w_1, w'_1, c_1), \ldots, (w_t, w'_t, c_t)\} \subseteq W \) in \( \tilde{O}(|C|^3 + |W|) \) time, where \( C = \bigcup_{(w,w',c) \in W} \{s(w) - 1, e(w), s(w') - 1, s(w')\} \).

**Algorithm 7:** The DP computing the minimum-weight consistent decomposition of \([1 \ldots n]\).

1. \( C := \bigcup_{(w,w',c) \in W} \{s(w) - 1, e(w), s(w') - 1, s(w')\}; \)
2. for \( i \in C \) (in the decreasing order) do
   3. \( D[i,i] := 0; \)
   4. for \( j := (i \ldots n) \cap C \) (in the increasing order) do
      5. \( D[i,j] := \infty; \)
      6. foreach \( (w,w',c) \in W \) such that \( s(w) - 1 = i \) and \( e(w') = j \) do
         7. \( D[i,j] := (D[i,j], c + D[e(w), s(w') - 1]); \)
   8. for \( k \in (i \ldots j) \cap C \) do
      9. \( D[i,j] := \min(D[i,j], D[i,k] + D[k,j]); \)
10. return \( D[0,n]; \)

**Proof.** The algorithm computes a DP table \( D[\cdot,\cdot] \) such that \( D[i,j] \) is the minimum weight of a consistent decomposition of \( (i \ldots j) \). Consider the optimum solution \( T \subseteq W \) and a tuple \( (w,w',c) \in T \) such that \( s(w) = i + 1 \) (in case of many options, choose one maximizing \( e(w') \)). If \( e(w') = j \), then \( T \) is considered in the \textbf{for} loop. Otherwise, by Definition 5.3, all the tuples have both windows inside \( (i \ldots e(w')] \) or inside \( (e(w') \ldots j) \). Thus, \( T \) is considered in the innermost \textbf{for} loop with \( k = e(w') \).

As far as the implementation is concerned, we spend \( \tilde{O}(|W|) \) time computing \( C \) and mapping each endpoint to its rank in \( C \). The remaining running time is \( O(|C|^3 + |W|) \).

The instance arising from Theorems 5.11 and 5.16 satisfies \( |W| = \tilde{O}(\frac{n^2}{\theta^6 s_2}) \), and \( |C| = O(\frac{n^2}{\theta^6 s_2}) \) (recall that each window in \( J \) and \( K \) ends at a multiple of \( \theta s_2 \) and has its length divisible by \( \theta s_1 \)). Consequently, the running time of Algorithm 7 on this instance is \( \tilde{O}(\frac{n^2}{\theta^6 s_2} + \frac{n^2}{\theta^6 s_2}). \)

5.6 Proof of Theorem 5.2

Given a string \( x \) of length \( n \) over alphabet \( \Sigma \) and a parameter \( \theta \in [n^{-1/34}, 1] \) we first create sets of large and small windows \( J, K \) as described in Section 5.1. Next we run algorithm \text{CertifyingWindowPairs}(Algorithm 3) with input string \( x \), set of windows \( J, K \), parameters \( \theta \in [n^{-1/34}, 1] \), \( \delta, s_1, s_2, \alpha \) that generates a set \( W = W_L \cup W_S \) of weighted window pairs such that there exists a...
Theorem 6.2. There exists an algorithm that, given a string \( x \in \Sigma^n \) and a parameter \( \tau \in \mathbb{Z}_+ \), in \( O(n + n^3/\tau^3) \) time computes a value \( v \) such that \( \text{fold}(x) \leq v \leq \tau \text{fold}(x) \).

Before describing the algorithm approximating \( \text{fold}(x) \) we state a few definitions and tools required to design the algorithm. For a string \( x \in \Sigma^n \), we say that a non-crossing matching \( M \subseteq [n]^2 \) is a folding alignment of \( x \) if \( x[j] = \overline{x[i]} \) holds for every \( (i, j) \in M \). In this case, we also define its cost to be \( \text{fold}(x, M) := n - 2|M| \).

Fact 6.3. For every string \( x \in \Sigma^n \), the folding distance \( \text{fold}(x) \) is equal to the minimum cost \( \text{fold}(x, M) \) among all folding alignments \( M \) of \( x \).

Proof. We first show that, by induction on \( n \), that \( \text{fold}(x) \leq \text{fold}(x, M) \) holds for every folding alignment \( M \) of \( x \). The claim is trivial if \( n = 0 \). If \( M(1) = \perp \), then we construct a folding alignment \( M' = \{(i - 1, j - 1) : (i, j) \in M\} \) of \( x' = x[2..n] \). By the inductive assumption, \( \text{fold}(x) \leq \text{fold}(x') + 1 \leq \text{fold}(x', M') = (n - 1) - 2(|M| - 1) + 1 = n - 2|M| = \text{fold}(x, M) \). If \( M(1) = n \), then we construct a folding alignment \( M'' = \{(i - 1, j - 1) : (i, j) \in M \setminus \{(1, n)\}\} \) of \( x' = x[1..n] \). The inductive assumption, \( \text{fold}(x) \leq \text{fold}(x') \leq \text{fold}(x', M') = (n - 2) - 2(|M| - 1) = n - 2|M| = \text{fold}(x, M) \). Otherwise, we have \((1, p) \in M\) for some \( p \in [2..n] \). In this case, we construct a folding alignment \( M'' = \{(i - p, j - p) : (i, j) \in M \text{ and } i > p\} \) of \( x'' = x(p..n) \). By the inductive assumption, \( \text{fold}(x) \leq \text{fold}(x') + \text{fold}(x'') \leq \text{fold}(x', M') + \text{fold}(x'', M'') = p - 2|M'| + (n - p) - 2|M''| = n - 2|M| \); here, the last equality follows from the fact that any \((i, j) \in M\) with \( i \leq p \) and \( j > p \) would violate the non-crossing property of \( M \).

As for the inverse inequality, we proceed by induction on \( 2\text{fold}(x) + n \); again, the claim is trivial for \( n = 0 \). If \( x \in \text{FOLD}(\Sigma) \) and \( x = ax'a \) for \( a \in \Sigma \) and \( x' \in \text{FOLD}(\Sigma) \), then the inductive assumption yields a cost-0 folding alignment \( M' \) of \( x' \). In this case, we construct \( M = \{(i + 1, j) : (i, j) \in M'\} \cup \{(1, |x|)\} \) so that it is a cost-0 folding alignment of \( x \). If \( x = x'x'' \) for non-empty \( x', x'' \in \text{FOLD}(\Sigma) \), then the inductive assumption yield cost-0 folding alignments \( M', M'' \) of \( x' \) and \( x'' \), respectively. In this case, we set \( M = M' \cup \{(i + |x'|, j + |x'|) : (i, j) \in M''\} \) so that it
is a cost-0 folding alignment of \( x \). We henceforth assume that \( \text{fold}(x) > 0 \) and that deleting \( x[p] \)
is the first operation in the optimal sequence of character deletions transforming \( x \) to a string in

\[ \text{Dyck}(\Sigma) \].

The inductive hypothesis on the resulting string \( x' \) yields a folding alignment \( M' \) of \( x 
\) with \( \text{fold}(x', M') = \text{fold}(x') = \text{fold}(x) - 1 \). We set \( M = \{(i, j) \in M': j < p\} \cup \{(j, i+1) : (i, j) \in M' \text{ and } p \leq i\} \) so that \( M \) is a folding alignment of \( x 
\) with \( \text{fold}(x, M) = n - 2|M| = |x'| + 1 - 2|M'| = \text{fold}(x', M') + 1 = \text{fold}(x) \).

Next we show folding edit distance satisfies triangular inequality.

**Lemma 6.4.** All strings \( x, y, z \in \Sigma^* \) satisfy \( \text{fold}(x\overline{z}) = \text{fold}(x\overline{y}z) \leq \text{fold}(x\overline{y}) + \text{fold}(y\overline{z}) \).

**Proof.** The inequality follows from the fact that the folding language is closed under concatenations.

As for the equality, we observe that it suffices to consider \( \text{fold}(x) \) with \( \text{fold}(x') \) using the last character of \( x \), \( x' \) with the last character of \( y \).

Next, we generalize the notion of a folding alignment.

**Definition 6.5.** Let \( x \in \Sigma^n \) and let \( S \) be consistent window decomposition of \( P \subseteq [1..n] \). We say that \( S \) is a window alignment of \( x \) if \( x[w] = \overline{x[w]} \) holds for every \( w, w' \in S \). Moreover, for \( \rho \in \mathbb{Z}_{\geq 0} \), we denote \( \text{fold}_\rho(x, S) = n - |P| + \rho|S| \). We also define \( \text{fold}_\rho(x) \) as the minimum value \( \text{fold}_\rho(x, S) \) among all window alignments \( S \) of \( x \).

Observe that every window alignment can be interpreted as a folding alignment (by partitioning each window into individual characters) and every folding alignment can be interpreted as a window alignment (by considering length-1 windows). This yields the following observation:

**Observation 6.6.** Every string \( x \in \Sigma^n \) satisfies \( \text{fold}_\rho(x) = \text{fold}(x) \).

The following lemma provides a recursive formula for \( \text{fold}_\rho(x) \):

**Lemma 6.7.** Let \( x \in \Sigma^n \) and \( \rho \in \mathbb{Z}_{\geq 0} \). If \( n \leq 1 \), then \( \text{fold}_\rho(x) = n \). Otherwise,

\[
\text{fold}_\rho(x) = \min \begin{cases} 
\text{fold}_\rho(x[1..p]) + \text{fold}_\rho(x(p..n)) & \text{for } p \in [1..n), \\
\rho + \text{fold}_\rho(x(\ell..n - \ell)) & \text{for } \ell \in [1..\left\lfloor n/2 \right\rfloor] \text{ such that } x[1..\ell] = x(n - \ell..n]. 
\end{cases}
\]
Proof. We proceed by induction on $n$. If $n \leq 1$, then the only window alignment of $x$ is the empty alignment. Hence, $\text{fold}_p(x) = \text{fold}_p(x, \emptyset) = n$.

As for the lower bound on $\text{fold}_p(x)$, we consider an optimal window alignment $S$ of $x$. If $S$ does not contain any window pair involving $x[n]$, then $S$ is also a window alignment of $x[1..n]$. In particular, $\text{fold}_p(x) = \text{fold}_p(x, S) = \text{fold}_p(x[1..n], S) + 1 \geq \text{fold}_p(x[1..n-1]) + \text{fold}_p(x(n-1..n))$. Otherwise, let $(p..p + \ell, (n - \ell..n))$ be the window pair involving $x[n]$. If $p = 0$, we define a window alignment $S'$ of $x(\ell..n - \ell)$ so that all the remaining window pairs in $S$ are shifted by $\ell$ positions to the left. We then have $\text{fold}_p(x) = \text{fold}_p(x, S) = \rho + \text{fold}_p(x(\ell..n - \ell), S') \geq \rho + \text{fold}_p(x(\ell..n - \ell))$. Moreover, $x[1..\ell] = x(n - \ell..n)$ follows from the definition of a window alignment. In the remaining case of $p > 0$, we define window alignments $S', S''$ of $x[1..p]$ and $x(p..n)$, respectively, so that all the window pairs in $S$ are either preserved in $S'$ or shifted by $p$ positions to the left and inserted to $S''$. We then have $\text{fold}_p(x) = \text{fold}_p(x, S) = \text{fold}_p(x[1..p], S') + \text{fold}_p(x(p..n), S'') \geq \text{fold}_p(x[1..p]) + \text{fold}_p(x(p..n))$.

As for the upper bound on $\text{fold}_p(x)$, let us first consider $\text{fold}_p(x[1..p]) + \text{fold}_p(x(n - \ell..n))$ for some $p \in [1..n]$. Consider optimal window alignments $S'$ of $x[1..p]$ and $S''$ of $x(p..n)$, respectively. Taking all the window pairs in $S'$ and shifting all the window pairs in $S''$ by $p$ positions to the right, we obtain a window alignment $S$ of $x$ that satisfies $\text{fold}_p(x) \leq \text{fold}_p(x, S) = \text{fold}_p(x[1..p], S') + \text{fold}_p(x(p..n), S'') = \text{fold}_p(x[1..p]) + \text{fold}_p(x(p..n))$. Next, consider $\ell \in [1..\lfloor \frac{n}{2} \rfloor]$ such that $x[1..\ell] = x(n - \ell..n)$. Consider an optimal window alignment $S'$ of $x(i + \ell..j - \ell)$. Taking all the window pairs in $S'$ shifted by $\ell$ positions to the right, plus a window pair $(1..\ell, (n - \ell..n))$, we obtain a window alignment $S$ of $x$ that satisfies $\text{fold}_p(x) \leq \text{fold}_p(x, S) = \rho + \text{fold}_p(x(\ell..n - \ell), S') = \rho + \text{fold}_p(x(\ell..n - \ell))$.

We say that a string $x$ is irreducible if $x[i + 1] \neq \overline{x[i]}$ holds for all $i \in [1..|x|]$. Due to the equality in Lemma 6.4, the task of computing or approximating $\text{fold}(x)$ easily reduces to the special case when $x$ is irreducible (subsequent characters $x[i + 1] = \overline{x[i]}$ can be removed without affecting the folding edit distance).

Lemma 6.8. For every $x \in \Sigma^n$ and $\rho \in \mathbb{Z}_{\geq 0}$, we have $\text{fold}_p(x) \geq \text{fold}(x)$. Moreover, if $x$ is non-empty and irreducible, then $\text{fold}_p(x) \leq (1 + 2\rho)\text{fold}(x) - \rho$.

Proof. As for the first inequality, consider the optimal window alignment $S$ of $x$. We construct $M = \bigcup_{(w, w') \in S} \{(s(w)+i, e(w')-i) : i \in [0..|w|]\}$. It is easy to see that $M$ is a non-crossing matching and that $\text{fold}(x, M) = \text{fold}_p(x, S) - \rho |S|$. Hence, $\text{fold}(x) \leq \text{fold}(x, M) \leq \text{fold}_p(x, S) = \text{fold}_p(x)$.

As for the second inequality, we proceed by induction on $|x|$. However, we prove a stronger inequality $\text{fold}_p(x) \leq (1 + 2\rho)\text{fold}(x) - 2\rho$ when $x$ admits an optimal folding alignment that does not contain $1, n$. In the base case of $n = 1$, we have $\text{fold}_p(x) = 1 = (1 + 2\rho) - 2\rho = (1 + 2\rho)\text{fold}(x) - 2\rho$.

If $\text{fold}_p(x) = \text{fold}(x[1..p]) + \text{fold}(x(p..n))$ for some $p \in (1..n)$, then we consider $x' = x[1..p]$ and $x'' = x(p..n)$. By Lemma 6.7 and the inductive assumption, $\text{fold}_p(x) \leq \text{fold}_p(x') + \text{fold}_p(x'') \leq (1 + 2\rho)\text{fold}(x') - \rho + (1 + 2\rho)\text{fold}(x'') - \rho = (1 + 2\rho)\text{fold}(x) - 2\rho$. Otherwise, let $M$ be an optimal folding alignment of $x$ and let $\ell$ be the largest integer such that $M \supseteq \{(p, n - p) : p \in [1..\ell]\}$. The latter condition implies $x(n - \ell..n) = \overline{x[1..\ell]}$, whereas irreducibility of $x$ guarantees $\ell \leq \lfloor \frac{n}{2} \rfloor$. In this case, Lemma 6.7 yields $\text{fold}_p(x) \leq 1 + \text{fold}_p(x(\ell..n - \ell)) \leq \rho + (1 + 2\rho)\text{fold}(x(\ell..n - \ell)) - 2\rho = (1 + 2\rho)\text{fold}(x) - \rho$.

The algorithm for approximating folding edit distance takes a string $x$ and a parameter $s \in \mathbb{Z}_+$ as input and outputs a matrix $D$ where $D[[\frac{x}{3}], [\frac{x}{2}]]$ provides an estimation of the distance of $x(i..j)$. To compute an entry $D[a, b]$, the algorithm searches for substrings $x((b - d)s..bs)$, where $d \in [1..\lfloor \frac{x - s - 2}{2} \rfloor]$, (the substring starts and ends at indices divisible by $s$) whose inverses occur in $x(as..(a + d + 2)s]$; if such a match exists, the algorithm sets $D[a, b] := \min(D[a, b], 12s +$
Algorithm 8: Approximate folding distance.

1. \( m := \lfloor n/s \rfloor \);
2. for \( a = m \) down to 1 do
3. \( D[a, a] := 0; \)
4. if \( a < m \) then \( D[a, a + 1] := s; \)
5. for \( b := a + 2 \) to \( m \) do
6. \( D[a, b] = \infty; \)
7. for \( d := 1 \) to \( \lfloor \frac{b-a-2}{2} \rfloor \) do
8. if \( x[(b-d)s..bs] \) is a substring of \( x(as..(a+d+2)s] \) then
9. \( D[a, b] := \min(D[a, b], 12s + D[a + d + 2, b - d]); \)
10. for \( c = a + 1 \) to \( b - 1 \) do
11. \( D[a, b] := \min(D[a, b], D[a, c] + D[c, b]); \)
12. return \( D[0, m] + n \mod s \)

Next the algorithm considers all possible pivots \( c \in (a..b) \) and sets \( D[a, b] := \min(D[a, b], D[a, c] + D[c, b]) \).

Lemma 6.9. Consider running Algorithm 8 on a string \( x \in \Sigma^n \) with parameter \( s \in \mathbb{Z}_+ \). For every fragment \( x(i..j) \) of \( x \), we have \( \frac{1}{3}D[\lfloor \frac{i}{2} \rfloor, \lfloor \frac{j}{2} \rfloor] \leq \text{fold}_{8s}(x(i..j)) + i \mod s - j \mod s \leq D[\lfloor \frac{i}{2} \rfloor, \lfloor \frac{j}{2} \rfloor] \).

In particular, the returned value is between \( \text{fold}_{8s}(x) \) and \( 3\text{fold}_{8s}(x) \).

Proof. We proceed by induction on \( j - i \). In the base case of \( j - i \in \{0, 1\} \), we have \( D[\lfloor \frac{i}{2} \rfloor, \lfloor \frac{j}{2} \rfloor] = [\frac{j}{2}] - [\frac{i}{2}] = j - i \mod s - \frac{1}{2} \mod s = (j - i) + i \mod s - j \mod s = \text{fold}_{8s}(x(i..j)) + i \mod s - j \mod s \).

As for the inductive step, let us denote \( a = \lfloor \frac{i}{2} \rfloor \) and \( b = \lfloor \frac{j}{2} \rfloor \). We start with the upper bound on \( \text{fold}_{8s}(x(i..j)) \). If \( D[a, b] = D[a, c] + D[c, b] \) holds for some \( c \in (a..b) \), then Lemma 6.7 and the inductive assumption yield

\[
\text{fold}_{8s}(i, j) \leq \text{fold}_{8s}(i, cs) + \text{fold}_{8s}(cs, j) \leq D[a, c] - i \mod s + D[c, b] + j \mod s
= D[a, b] + j \mod s - i \mod s.
\]

Next, suppose that \( D[a, b] = 12s + D[a + d + 2, b - d] \) holds for some \( d \in [1..\lfloor \frac{b-a-2}{2} \rfloor] \) such that \( x[(b-d)s..bs] \) is a substring of \( x(as..(a+d+2)s] \). The latter condition implies that \( x(i'..i' + ds] = x((b-d)s..bs] \) holds for some \( i' \in [as..(a+2)s] \). Then, Lemma 6.7 and the inductive assumption yield

\[
\text{fold}_{8s}(x(i..j)) \leq \text{fold}_{8s}(x(i'..bs)) + |i' - i| + (j - bs)
\leq \text{fold}_{8s}(x(i' + ds..(b-d)s)) + 8s + |i' - i| + j \mod s
\leq \text{fold}_{8s}(x((a + d + 2)s..(b-d)s)) + ((a + 2)s - i' + 8s + |i' - i| + j \mod s
\leq D[a + d + 2, b - d] + 8s + \max((a + 2)s - i, (a + 2)s + i - 2i') + j \mod s
= D[a, b] - 4s + \max(2s - i \mod s, 2s + i \mod s) + j \mod s
= D[a, b] - 2s + i \mod s + j \mod s
< D[a, b] - i \mod s + j \mod s.
\]

It remains to prove the lower bound on \( \text{fold}_{8s}(x(i..j)) \). If \( \text{fold}_{8s}(x(i..j)) = \text{fold}_{8s}(x(i..k)) + \)
Lemma 6.8 and 6.9 guarantee that the resulting value $x$ is irreducible string such that $x$ follows from Lemma 6.7 and Observation 6.6. Thus, we henceforth assume that $O [KRRW15, Koc18]$ on the text to verify whether a fragment of Fact 6.10.

Consequently, the inductive assumption yields $\tau$ is a prefix of $d$ and $\ell$. Otherwise, Lemma 6.7 implies that $\tau d \leq 2$ and observe that $d \geq \frac{\ell - 2 s}{\ell - 2} \geq 1$ and $d \leq \frac{\ell - 2 s}{\ell - 2}$. Moreover, $(a + d + 2)s \leq i + \ell \leq j - \ell < (b + 1)s - \ell \leq (b - d)s$, so $d \leq \frac{b - a - 2}{b - 2}$, and $(a + d + 2)s - i = (d + 2)s - i \mod s > (d + 1)s > ds + j \mod s = j - (b - d)s$, so $x((b - d)s \ldots j)$ is a prefix of $x(i \ldots (a + d + 2)s]$ and thus $x((b - d)s \ldots bs]$ is a substring of $x(as \ldots (a + d + 2)s]$. Consequently, the inductive assumption yields

$$D[a, b] \leq 12 s + D[a + d + 2, b - d]$$

$$\leq 3(\text{fold}_{x}((a + d + 2)s \ldots b - d)] + 4s)$$

$$\leq 3(\text{fold}_{x}(i \ldots j) + (i + \ell) - (a + d + 2)s + (b - d)s - (j - \ell) + 4s)$$

$$= 3(\text{fold}_{x}(i \ldots j) + (i - as) - (j - bs) + 2(\ell - 3s - ds))$$

$$\leq 3(\text{fold}_{x}(i \ldots j) + i \mod s - j \mod s).$$

Fact 6.10. Algorithm 8 can be implemented in $O(n + \frac{n^3}{s^2})$ time.

Proof. Not accounting for Line 8, Algorithm 8 already works in $O(\frac{n^3}{s^2})$. As for Line 8, the task is to verify whether a fragment of $x$ of length $ds$ has an occurrence within a fragment of $x$ of length $(d + 2)s$. This is precisely the problem solved by the Internal Pattern Matching queries of [KRRW15, Koc18] on the text $x\bar{x}$. After linear-time preprocessing of the text, IPM queries can be answered in time proportional to the ratio of the lengths of the two fragments involved, which is $\frac{(d + 2)s}{ds} \leq 3$ in our setting. Hence, the total running time is $O(n + \frac{n^3}{s^2})$, as claimed.

Theorem 6.2. There exists an algorithm that, given a string $x \in \Sigma^n$ and a parameter $\tau \in \mathbb{Z}_+$, in $O(n + \frac{n^3}{s^2})$ time computes a value $v$ such that $\text{fold}(x) \leq v \leq \tau \text{fold}(x)$.

Proof. If $\tau \leq 51$, we use the classic algorithm computing $\text{fold}(x)$ exactly in $O(n^3)$ time (it also follows from Lemma 6.7 and Observation 6.6). Thus, we henceforth assume that $\tau \geq 51$.

In the preprocessing step, we reduce $x$ by exhaustively removing adjacent characters $x[i \ldots i + 1]$ such that $x[i + 1] = x[i]$. This operation preserves $\text{fold}(x)$ due to the equality in Lemma 6.4. Moreover, it can be implemented in $O(n)$ time via a left-to-right scan of $x$ that maintains an auxiliary string $y$ representing the reduced version of the already processed prefix $x[1 \ldots p]$. While scanning the subsequent character $x[p + 1]$, we check whether $x[p + 1]$ matches the last character of $y$. Depending on the result, we either remove the last character of $y$ or append $x[p + 1]$ to $y$.

After this $O(n)$-time preprocessing, we are left with the task of approximating $\text{fold}(x)$ for an irreducible string $x$. If $x$ is empty, we return $\text{fold}(x) = 0$. Otherwise, we run Algorithm 8 with $s = \lfloor \frac{\tau - 3}{4s} \rfloor \in \mathbb{Z}_+$ and return its result. By Fact 6.10, this call costs $O(n + \frac{n^3}{4s^2}) = O(n + \frac{n^3}{s^2})$ time. Moreover, Lemmas 6.8 and 6.9 guarantee that the resulting value $v$ satisfies

$$\text{fold}(x) \leq \text{fold}_{s}(x) \leq v \leq 3(\text{fold}_{s}(x) - 8s) < (3 + 48s)\text{fold}(x) \leq \tau \text{fold}(x).$$
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