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Abstract

Considerable effort has been devoted in the past decade to the design of schemes for the parallel, or distributed, implementation of particle filters. The approaches vary from the totally heuristic to the mathematically well-principled. However, the former are largely based on (often loose) approximations that prevent the claim of any rigorous guarantees of convergence, whereas the latter involve considerable overhead to ensure the proper interaction of particles, which impairs the efficiency of the intended parallelization. In this paper we investigate the use of possibly the simplest scheme for the parallelization of the standard particle filter, that consists in splitting the computational budget into $M$ fully independent particle filters with $N$ particles each, and then obtaining the desired estimators by averaging over the $M$ independent outcomes of the filters. This approach minimizes the parallelization overhead yet displays highly desirable theoretical properties. In particular, we prove that the mean square estimation error (of integrals with respect to the filter measure) vanishes asymptotically with the same rate, proportional to $1/MN$, as the standard (centralized) particle filter with the same total number of particles. Parallelization, therefore, has the obvious advantage of dividing the running times while preserving the (asymptotic) performance. We also propose a time-error index to quantify this improvement and to compare schemes with different degrees of parallelization. As a side result, we show that the expected value of the random probability measure output by each independent filter converges in total variation distance to the true posterior with rate of order $1/N$ (note that the average measure over the $M$ filters is just a sample-mean estimate of this expected measure). Finally, we provide an illustrative numerical example for the tracking of a Lorenz 65 chaotic system with dynamical noise and partial (noisy) observations. Our computer simulations show how, in a practical application, the proposed parallelization scheme can attain the same approximation accuracy as the corresponding centralized particle filter with only a small fraction of the running time.
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1 Introduction

Over the past decade there has been a continued interest in the design of schemes for the implementation of particle filtering algorithms using parallel or distributed hardware of various types, including general purpose devices such as multi-core CPUs or graphical processing units (GPUs), and application-tailored devices such as field programmable gate arrays (FPGAs).

A particle filter is a recursive algorithm for the approximation of a sequence of posterior probability measures arising from stochastic dynamical systems in state-space form (see, e.g., [10, 3, 11, 16] and references therein for a general view of the field). A typical particle filter includes three steps that are repeated sequentially:

- Monte Carlo sampling in the space of the state variables,
- computation of weights for the generated samples and, finally,
- resampling according to the weights.

While at first sight the algorithm may look like a straightforward to parallelize (sampling and weighting can be carried out concurrently without any constraint), the resampling step involves the interaction of the whole set of Monte Carlo samples. Several authors have proposed schemes for ‘splitting’ the resampling step into simpler tasks that can be carried out concurrently. The approaches are diverse and range from the heuristic [12, 18, 15] to the mathematically well-principled [23, 22] (see also [2] together with [19]). However, the former are largely based on (often loose) approximations that prevent the claim of any rigorous guarantees of convergence, whereas the latter involve non-negligible overhead to ensure the proper interaction of particles. The ‘island’ particle method of [22], for example, performs resampling at two levels (involving individual particles and sets of particles, respectively) and only one of the two admits direct parallelization. The distributed resampling scheme of [2, 19] is similar, as it resamples small subsets of particles in parallel, but the second level of resampling is substituted by an exchange of particles among different subsets which are typically assigned to different processing elements. The idea of exchanging particles is generalized in the α sequential Monte Carlo (α-SMC) methodology [23], where the resampling step is parameterized by designing a sequence of maps of interactions among particles. The higher-level resampling step of [22], the particle exchange of [2] or the parameterized interaction of [23] imply a computational overhead, i.e., there are extra computations that have to be performed in exchange for parallelizing the original resampling task.

In this paper we investigate the use of possibly the simplest scheme for the parallelization of the standard particle filter, that consists in splitting the computational budget into $M$ fully independent particle filters with $N$ particles each, and then obtaining the desired estimators by averaging over the $M$ independent outcomes of the filters. This approach minimizes the parallelization overhead, since there is no interaction at all among the filters, yet displays desirable theoretical properties. In particular, we use
a variance–bias argument to prove that the mean square approximation error for integrals of bounded functions with respect to the filter measure vanish asymptotically with the same rate (proportional to $1/MN$) as in the standard (centralized) particle filter with the same total number of particles $K = MN$. Independent parallelization, therefore, has the obvious advantage of reducing the running time by a factor of $M$ (depending on the kind of hardware being used) while preserving the (asymptotic) performance. To illuminate this idea and quantify the improvement, we introduce a time-error index that brings together the time complexity (asymptotic order of the running time) and the estimation accuracy (asymptotic error rates) into a single quantitative figure of merit that can be used to compare schemes with different degrees of parallelization. As a side result, we also show that the expected value of the random probability measure output by each independent filter converges in total variation distance to the true posterior with rate of order $1/N$ (and we note that the average measure over the $M$ filters is just a sample-mean estimate of this expected measure). We also present an illustrative example for the tracking of a stochastic Lorenz 65 chaotic system with partial (and noisy) observations, using a pool of multi-core CPUs for the implementation of the parallel filters. The numerical results, involving both estimation errors and running times, provide numerical evidence that support the theoretical findings.

The analysis of the particle filters in this paper is based on very mild assumptions on the stochastic dynamic model and classic induction arguments. We do not address uniform convergence over time or impose further assumptions on the models because our aim is to illuminate the relationship between the standard (centralized) particle filter and its parallelized versions in the simplest possible framework. A more sophisticated analysis can obviously be carried out by imposing additional assumptions on the dynamic models, yet the underlying argument for the comparison of parallel schemes would be identical. Furthermore, while we have focused here on particle filters for discrete-time state-space models, the analysis can be similarly done for continuous-time systems and, indeed, the basic results needed for that case (the analysis of the approximation) can be found in [14].

The rest of the paper is organized as follows. In Section 2, we present basic background material and notations to be used through the rest of the paper. The analytical results are introduced in Section 3, including the analysis of the bias, the mean square error and the total variation distance, as well as the proposed time-error index. Numerical results for the tracking of a stochastic Lorenz 65 system are displayed in Section 4, and finally, Section 5 is devoted to a discussion and some concluding remarks.

2 Background

2.1 Notation and preliminaries

We first introduce some common notations to be used through the paper, broadly classified by topics. Below, $\mathbb{R}$ denotes the real line, while for an integer $d \geq 1$, $\mathbb{R}^d = \mathbb{R} \times \ldots \times \mathbb{R}$.
• Functions.
  - The supremum norm of a real function $f : \mathbb{R}^d \to \mathbb{R}$ is denoted as $\|f\|_\infty = \sup_{x \in \mathbb{R}^d} |f(x)|$.
  - $B(\mathbb{R}^d)$ is the set of bounded real functions over $\mathbb{R}^d$, i.e., $f \in B(\mathbb{R}^d)$ if, and only if, $\|f\|_\infty < \infty$.

• Measures and integrals. Let $S \subseteq \mathbb{R}^d$ be a subset of $\mathbb{R}^d$.
  - $B(S)$ is the $\sigma$-algebra of Borel subsets of $S$.
  - $\mathcal{P}(S)$ is the set of probability measures over the measurable space $(B(S), S)$.
  - $(f, \mu) \triangleq \int f(x)\mu(dx)$ is the integral of a real function $f : S \to \mathbb{R}$ w.r.t. a measure $\mu \in \mathcal{P}(S)$.
  - Given a probability measure $\mu \in \mathcal{P}(S)$, a Borel set $A \in B(S)$ and the indicator function

\[
I_A(x) = \begin{cases} 
1, & \text{if } x \in A \\
0, & \text{otherwise}
\end{cases} ,
\]

$\mu(A) = (I_A, \mu) = \int I_A(x)\mu(dx)$ is the probability of $A$.

• Sequences, vectors and random variables (r.v.).
  - We use a subscript notation for sequences, namely $x_{t_1:t_2} \triangleq \{x_{t_1}, \ldots, x_{t_2}\}$.
  - For an element $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ of an Euclidean space, its norm is denoted as $\|x\| = \sqrt{x_1^2 + \ldots + x_d^2}$.
  - The $L_p$ norm of a real r.v. $Z$, with $p \geq 1$, is written as $\|Z\|_p \triangleq E[|Z|^p]^{1/p}$, where $E[\cdot]$ denotes expectation w.r.t. the distribution of $Z$.

2.2 State-space Markov models in discrete time

Consider two random sequences, $\{X_t\}_{t \geq 0}$ and $\{Y_t\}_{t \geq 1}$, taking values in $\mathcal{X} \subseteq \mathbb{R}^{d_x}$ and $\mathbb{R}^{d_y}$, respectively. Let $P_1$ be the joint probability measure for the collection of random variables $(X_0, X_s, Y_n)_{1 \leq s \leq t}$.

We refer to the sequence $\{X_t\}_{t \geq 0}$ as the state (or signal) process and we assume that it is an inhomogeneous Markov chain governed by an initial probability measure $\tau_0 \in \mathcal{P}(\mathcal{X})$ and a sequence of Markov kernels $\tau_t : \mathcal{B}(\mathcal{X}) \times \mathcal{X} \to [0, 1]$. To be specific, we define

\[
\tau_0(A) \triangleq P_0 \{X_0 \in A\} ,
\]

\[
\tau_t(A|x_{t-1}) \triangleq P_t \{X_t \in A|X_{t-1} = x_{t-1}\} , \quad t \geq 1 ,
\]

where $A \in \mathcal{B}(\mathcal{X})$ is a Borel set. The sequence $\{Y_t\}_{t \geq 1}$ is termed the observation process. Each r.v. $Y_t$ is assumed to be conditionally independent of other observations given $X_t$, namely

\[
P_t \{Y_t \in A|X_{0:t} = x_{0:t}, \{Y_k = y_k\}_{k \neq t}\} = P_t \{Y_t \in A|X_t = x_t\}
\]

for any $A \in \mathcal{B}(\mathbb{R}^{d_y})$. Additionally, we assume that every probability measure $\gamma_t \in \mathcal{P}(\mathbb{R}^{d_y})$ in the family

\[
\gamma_t(A|x_t) \triangleq P_t \{Y_t \in A|X_t = x_t\} , \quad A \in \mathcal{B}(\mathbb{R}^{d_y}) , \quad t \geq 1 ,
\]

\[4]
has a nonnegative density w.r.t. the Lebesgue measure, denoted $g_t(y|x_t) > 0$, hence we can write
\[
\gamma_t(A|x_t) = \int I_A(y)g_t(y|x_t)dy.
\]
(4)

We often use $g_t$ as a function of $x_t$ (hence, as a likelihood) and we emphasize this by writing $g_t^g(x) \triangleq g_t(y|x)$. The prior $\tau_0$, the kernels $\{\tau_t\}_{t \geq 1}$, and the functions $\{g_t\}_{t \geq 1}$, describe a stochastic Markov state-space model in discrete time.

The stochastic filtering problem consists in the computation of the posterior probability measure of the state $X_t$ given the sequence of observations up to time $t$. Specifically, for a given observation record $\{y_t\}_{t \geq 1}$, we seek the measures
\[
\pi_t(A) \triangleq \mathbb{P}_t\{X_t \in A|Y_{1:t} = y_{1:t}\}, \quad t = 0, 1, 2, ...
\]
where $A \in \mathcal{B}(\mathcal{X})$. For many practical problems, the interest actually lies in the computation of integrals of the form $(f, \pi_t)$ for some integrable function $f : \mathcal{X} \to \mathbb{R}$. Note that, for $t = 0$, we recover the prior signal measure, i.e., $\pi_0 = \tau_0$.

An associated problem is the computation of the one-step-ahead predictive measure
\[
\xi_t(A) \triangleq \mathbb{P}_t\{X_t \in A|Y_{1:t-1} = y_{1:t-1}\}, \quad t = 1, 2, ...
\]
This measure can be explicitly written in terms of the kernel $\tau_t$ and the filter $\pi_{t-1}$. Indeed, for any integrable function $f : \mathcal{X} \to \mathbb{R}$, we readily obtain (see, e.g., [1, Chapter 10])
\[
(f, \xi_t) = \int \int f(x)\tau_t(dx|x')\pi_{t-1}(dx') = ((f, \tau_t), \pi_{t-1}),
\]
and we write $\xi_t = \tau_t\pi_t$ as shorthand.

The filter at time $t$, $\pi_t$, can be obtained from the predictive measure, $\xi_t$, and the likelihood, $g_t^y$, by way of the so-called projective product [1] $\pi_t = g_t^y \ast \xi_t$, defined as
\[
(f, g_t^y \ast \xi_t) \triangleq \frac{(f \cdot g_t^y, \xi_t)}{(g_t^y, \xi_t)}
\]
for any integrable function $f : \mathbb{R}^d x \to \mathbb{R}$, which, combined with (5), yields the recursive formula
\[
\pi_t = g_t^y \ast \tau_t\pi_{t-1}.
\]
(6)

It is also possible to think of the sequence of measures $\{\rho_t\}_{t \geq 0}$, where
\[
\rho_0 = \pi_0, \quad \rho_t = g_t^y \ast \tau_t\rho_{t-1}
\]
and, for any integrable $f : \mathcal{X} \to \mathbb{R}$ and $\alpha \in \mathcal{P}(\mathcal{X})$, we define
\[
(f, g_t^y \cdot \alpha) \triangleq (f \cdot g_t^y, \alpha).
\]
(8)

Note that $\rho_t$ is not a probability measure, but an unnormalized version of $\pi_t$, namely
\[
(f, \pi_t) = \frac{(f, \rho_t)}{(1, \rho)}
\]
where $1(x) = 1$ is the constant unit function.
2.3 Standard particle filter

Assume that a sequence of observations \( Y_{1:T} = y_{1:T} \), for some \( T < \infty \), is given. Then, the sequences of measures \( \{\pi_t\}_{t \geq 1} \), \( \{\xi_t\}_{t \geq 1} \) and \( \{\rho_t\}_{t \geq 0} \) can be numerically approximated using particle filtering. Particle filters are numerical methods based on the recursive relationships (6) and (8). The simplest algorithm, often called ‘standard particle filter’ or ‘bootstrap filter’ \([13]\) (see also \([9]\)), can be described as follows.

**Algorithm 1** Bootstrap filter.

1. **Initialization.** At time \( t = 0 \), draw \( N \) i.i.d. samples, \( x_0^{(i)} \), \( i = 1, \ldots, N \), from the distribution \( \tau_0 \).

2. **Recursive step.** Let \( \{x_{t-1}^{(i)}\}_{1 \leq i \leq N} \) be the particles (samples) generated at time \( t-1 \). At time \( t \), proceed with the two steps below.

   (a) For \( i = 1, \ldots, N \), draw a sample \( \bar{x}_t^{(i)} \) from the probability distribution \( \tau_t(\cdot|x_{t-1}^{(i)}) \) and compute the normalized weight
   \[
   w_t^{(i)} = \frac{g_t^{(i)}(\bar{x}_t^{(i)})}{\sum_{k=1}^N g_t^{(k)}(x_t^{(k)})}, \tag{9}
   \]

   (b) For \( i = 1, \ldots, N \), let \( x_t^{(i)} = \bar{x}_t^{(k)} \) with probability \( w_t^{(k)} \), \( k \in \{1, \ldots, N\} \).

Step 2.(b) is referred to as resampling or selection. In the form stated here, it reduces to the so-called multinomial resampling algorithm \([11, 8]\) but the convergence of the filter can be easily proved for various other schemes (see, e.g., the treatment of the resampling step in \([5]\)).

Using the sets \( \{\bar{x}_t^{(i)}\}_{1 \leq i \leq N} \) and \( \{x_t^{(i)}\}_{1 \leq i \leq N} \), we construct random approximations of \( \xi_t \), \( \rho_t \) and \( \pi_t \), namely
\[
\xi_N^t = \frac{1}{N} \sum_{i=1}^N \delta_{\bar{x}_t^{(i)}}, \quad \pi_N^t = \frac{1}{N} \sum_{i=1}^N \delta_{x_t^{(i)}}, \quad \text{and} \quad \rho_N^t = G_N^t \pi_N^t \tag{10}
\]
where \( \delta_x \) is the delta unit-measure located at \( x \in \mathbb{R}^d \) and
\[
G_N^t = \frac{1}{N^d} \prod_{k=1}^t \left( \sum_{j=1}^N g_k^{(j)}(\bar{x}_k^{(j)}) \right). \tag{11}
\]

For any integrable function \( f \) on the state space, it is straightforward to approximate the integrals \( (f, \xi_t) \), \( (f, \pi_t) \) and \( (f, \rho_t) \) as
\[
(f, \xi_t) \approx (f, \xi_N^t) = \frac{1}{N} \sum_{i=1}^N f(\bar{x}_t^{(i)}),
\]
\[
(f, \pi_t) \approx (f, \pi_N^t) = \frac{1}{N} \sum_{i=1}^N f(x_t^{(i)}), \quad \text{and}
\]
\[
(f, \rho_t) \approx (f, \rho_N^t) = G_N^t (f, \pi_N^t),
\]
respectively.
The convergence of particle filters has been analyzed in a number of different ways. Here we use simple results for the convergence of the $L_p$ norms ($p \geq 1$) of the approximation errors. For the approximation of integrals w.r.t. $\xi_t$ and $\pi_t$ we have the following standard result.

**Lemma 1** Assume that the sequence of observations $Y_{1:T} = y_{1:T}$ is fixed (with $T < \infty$), $g_t^{y_t} \in B(X)$ and $g_t^{y_t} > 0$ (in particular, $(g_t^{y_t}, \xi_t) > 0$) for every $t = 1, 2, ..., T$. Then for any $f \in B(X)$, any $p \geq 1$ and every $t = 1, \ldots, T$,

$$
\| (f, \xi_t^N) - (f, \xi_t) \|_p \leq \bar{c}_t \| f \|_\infty \sqrt{N} \quad \text{and} \quad \| (f, \pi_t^N) - (f, \pi_t) \|_p \leq c_t \| f \|_\infty \sqrt{N},
$$

(12)

where $\bar{c}_t$ and $c_t$ are finite constants independent of $N$, $\| f \|_\infty = \sup_{x \in X} |f(x)| < \infty$ and the expectations are taken over the distributions of the measure-valued random variables $\xi_t^N$ and $\pi_t^N$, respectively.

**Proof:** This result is a special case of, e.g., Lemma 1 in [20]. $\square$

**Remark 1** The constants $\bar{c}_t$ and $c_t$ can be easily shown to increase with $t$. It is possible to find error rates independent of $t$ by imposing additional assumptions on the state-space model (related to the stability of the optimal filter) [7].

3 Ensembles of independent particle filters

3.1 Overview

Assume we run $M$ independent bootstrap filters, with $N$ particles each, for the same sequence of observations $\{y_t\}_{0 \leq t \leq T}$. Each filter yields a random approximation $\pi_{t,M,N}^i$, $i = 1, \ldots, M$, from which we compute the average $\pi_{t,M,N}^i = \frac{1}{M} \sum_{i=1}^{M} \pi_{t,M,N}^i$ and adopt the mean square error (MSE) for bounded real test functions, $E \left[ \left( (f, \pi_{t,M,N}) - (f, \pi_t) \right)^2 \right]$, $f \in B(X)$, as a performance metric. Since the underlying state-space model is the same for all filters and they are run in a completely independent manner, the measured-valued random variables $\pi_{t,M,N}^i$, $i = 1, \ldots, M$, are i.i.d. and it is straightforward to show (via Lemma 1) that

$$
E \left[ \left( (f, \pi_{t,M,N}) - (f, \pi_t) \right)^2 \right] \leq \frac{\bar{c}_t^2 \| f \|_\infty^2}{MN},
$$

(13)

for some constant $t$ independent of $N$ and $M$. However, the inequality (13) falls short of characterizing the performance of the parallelization scheme because it does not display the effect of the choice of $N$. In the extreme case of $N = 1$, for example, $\pi_{t,M,N}^i$ reduces to the outcome of a sequential importance sampling algorithm, with no resampling, which is known to degenerate quickly in practice. Instead of (13), we seek a bound for the approximation error that provides some indication on the trade-off between the number of independent filters, $M$, and the number of particles per filter, $N$.

In this section we derive bounds for the approximation error $\left( (f, \pi_{t,M,N}) - (f, \pi_t) \right)^2$ based on the classical decomposition of the MSE in variance and bias terms. First, we obtain preliminary results
that are needed for the analysis of the average measure $\pi_{t}^{M \times N}$. In particular, we prove that the random unnormalized measure $\rho_{t}^{N}$ produced by the bootstrap filter (Algorithm 1) is unbiased and attains $L_{p}$ error rates proportional to $\frac{1}{\sqrt{N}}$, i.e., the same as $\xi_{t}^{N}$ and $\pi_{t}^{N}$. We use these results to derive an upper bound for the bias of $\pi_{t}^{N}$ which is proportional to $\frac{1}{\sqrt{N}}$. The latter, in turn, enables us to deduce an upper bound for the MSE of the ensemble approximation $\pi_{t}^{M \times N}$ consisting of two additive terms that depend explicitly on $M$ and $N$. If the total number of particles $K = NM$ is fixed, our results show that

- the (asymptotic) MSE rate and
- the running time of the filtering algorithm

are jointly minimize if we run $M = \sqrt{K}$ independent particle filters in parallel, with $N = \sqrt{K}$ particles each. In other words, if the performance metric is running time and the asymptotic MSE rate, the interaction among the $M$ filters (as advocated in the literature [2, 18, 23, 22]) does not bring any gain and should be avoided (to prevent the associated overhead).

All the results to be introduced in the rest of Section 3 hold true under the (mild) assumptions of Lemma 1, which we summarize below for convenience of presentation.

**Assumption 1** The sequence of observations $Y_{1:T} = y_{1:T}$ is arbitrary but fixed, with $T < \infty$.

**Assumption 2** The likelihood functions are bounded and positive, i.e.,

$$g_{t}^{y_{t}} \in B(\mathcal{X}) \quad \text{and} \quad g_{t}^{y_{t}} > 0 \quad \text{for every} \quad t = 1, 2, ..., T.$$ 

**Remark 2** Note that Assumptions 1 and 2 imply that

- $(g_{t}^{y_{t}}, \alpha) > 0$, for any $\alpha \in \mathcal{P}(\mathcal{X})$, and
- $\prod_{k=1}^{T} g_{k}^{y_{k}} \leq \prod_{k=1}^{T} \|g_{k}^{y_{k}}\|_{\infty} < \infty,$

for every $t = 1, 2, ..., T$.

**Remark 3** We seek simple convergence results for a fixed time horizon $T < \infty$, similar to Lemma 1. Therefore, no further assumptions related to the stability of the optimal filter for the state-space model [7] are needed. If such assumptions are imposed then stronger (time uniform) asymptotic convergence rates can be found, both for the independent approximate filters $\pi_{t}^{i,N}$ and their average $\pi_{t}^{M \times N}$.

### 3.2 Bias and error rates

We first show that the approximation of the unnormalized filter measure $\rho_{t}$ in Eq. (10) is unbiased.

**Lemma 2** If Assumptions 1 and 2 hold, then

$$E \left[ (f, \rho_{t}^{N}) \right] = (f, \rho_{t})$$

for any $f \in B(\mathcal{X})$ and every $t = 1, 2, ..., T$. 

Proof: We proceed by induction in the time index \( t \). For \( t = 0 \), \( \rho_0 = \pi_0 = \pi_0 \) and, since \( x_0^{(i)} \), \( i = 1, \ldots, N \), are drawn from \( \pi_0 \), the equality \( E[(f, \rho_{N}^{t})] = (f, \rho_{0}) \) is straightforward.

Let us assume that
\[
E \left[ (f, \rho_{t-1}^{N}) \right] = (f, \rho_{t-1})
\]
for some \( t > 0 \) and any \( f \in B(\mathcal{X}) \). If we use \( \bar{\mathcal{F}}_t \) to denote the \( \sigma \)-algebra generated by the set of random variables \( \{x_{0,t-1}^{(i)}, x_{1,t}^{(i)} : 1 \leq i \leq N\} \) then we readily find that
\[
E \left[ (f, \rho_{t}^{N}) \bigg| \bar{\mathcal{F}}_t \right] = E \left[ G^N_t(f, \pi_{t}^{N}) \bigg| \bar{\mathcal{F}}_t \right] = G^N_t(f, \bar{\pi}_{t}^{N}),
\]
since \( G^N_t \) is measurable w.r.t. \( \bar{\mathcal{F}}_t \) and \( E[(f, \pi_{t}^{N})] = (f, \bar{\pi}_{t}^{N}) \). Moreover, if we recall that
\[
(f, \bar{\pi}_{t}^{N}) = \sum_{i=1}^{N} \bar{w}_t^{(i)} f(x_{t}^{(i)}) = \sum_{i=1}^{N} \bar{g}_t^{(i)}(x_{t}^{(i)}) f(x_{t}^{(i)}) = \frac{(f, \bar{\pi}_{t}^{N})}{(g_t^{(i)}, \xi_t^{(i)})}
\]
then it is apparent from the definition of \( G^N_t \) in (14) that
\[
G^N_t(f, \bar{\pi}_{t}^{N}) = G^N_{t-1}(f, \bar{g}_t^{(i)}, \xi_t^{(i)}).
\]
Taking together (15) and (16) we have
\[
E \left[ (f, \rho_{t}^{N}) \bigg| \bar{\mathcal{F}}_t \right] = G^N_{t-1}(f, \bar{g}_t^{(i)}, \xi_t^{(i)}).
\]

Let \( \mathcal{F}_{t-1} \) be the \( \sigma \)-algebra generated by the set of variables \( \{x_{0,t-1}^{(i)}, x_{0,0}^{(i)} : 1 \leq i \leq N\} \). Since \( \mathcal{F}_{t-1} \subseteq \mathcal{F}_t \), Eq. (17) yields
\[
E \left[ (f, \rho_{t}^{N}) \bigg| \mathcal{F}_{t-1} \right] = E \left[ G^N_{t-1}(f, \bar{g}_t^{(i)}, \xi_t^{(i)}) \bigg| \mathcal{F}_{t-1} \right] = G^N_{t-1} E \left[ (f, \bar{g}_t^{(i)}, \xi_t^{(i)}) \bigg| \mathcal{F}_{t-1} \right],
\]

since \( G^N_{t-1} \) is measurable w.r.t. \( \mathcal{F}_{t-1} \). Moreover, for any \( h \in B(\mathcal{X}) \), it is straightforward to show that
\[
E[(h, \bar{\pi}_{t}^{N})] = (h, \tau_t \pi_{t-1}^{N}) = ((h, \tau_t), \pi_{t-1}^{N}),
\]
hence, as \( f g_t^{(i)} \in B(\mathcal{X}) \), we readily obtain
\[
E \left[ (f, \bar{\pi}_{t}^{N}) \bigg| \mathcal{F}_{t-1} \right] = ((f, \bar{g}_t^{(i)}, \tau_t), \pi_{t-1}^{N}).
\]
Substituting (15) into (18) we arrive at
\[
E \left[ (f, \rho_{t}^{N}) \bigg| \mathcal{F}_{t-1} \right] = G^N_{t-1} \left( (f, \bar{g}_t^{(i)}), \pi_{t-1}^{N} \right)
\]
\[
= \left( (f, \bar{g}_t^{(i)}), \rho_{t-1}^{N} \right),
\]
where (20) follows from the definition of the estimate of \( \rho_{t-1} \), namely \( \rho_{t-1}^{N} = G^N_{t-1} \pi_{t-1}^{N} \). If we take unconditional expectations on both sides of Eq. (20), we obtain
\[
E \left[ (f, \rho_{t}^{N}) \right] = E \left[ (f, \bar{g}_t^{(i)}), \rho_{t-1}^{N} \right]
\]
\[
= ((f, \bar{g}_t^{(i)}), \rho_{t-1})
\]
\[
= (f, \bar{g}_t^{(i)} \cdot \tau_t \rho_{t-1})
\]
\[
= (f, \rho_{t}),
\]
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where equality \((21)\) follows from the induction hypothesis \((14)\), \((22)\) is obtained by simply re-ordering \((21)\) and Eq. \((23)\) follows from the recursive definition of \(\rho_t\) in \((7)\).

\[\Box\]

Combining Lemma \((2)\) with the standard result of Lemma \((1)\) enables us to obtain an explicit convergence rate for the \(L_p\) norms of the approximation errors \((f, \rho_t^N) - (f, \rho_t)\).

**Lemma 3** If Assumptions \((7)\) and \((3)\) hold, then, for any \(f \in B(\mathcal{X})\), any \(p \geq 1\) and every \(t = 1, 2, ..., T\), we have the inequality

\[
\|(f, \rho_t^N) - (f, \rho_t)\|_p \leq \frac{\tilde{c}_t \|f\|_{\infty}}{\sqrt{N}},
\]

where \(\tilde{c}_t < \infty\) is a constant independent of \(N\).

**Proof:** For \(t = 0\), \(\rho_0^N = \pi_0^N\), hence the result follows from Lemma \((1)\). At any time \(t > 0\), since \(\rho_t^N = G_t^N \pi_t^N\), we readily have

\[
E \left[ \left\| (f, \rho_t^N) - (f, \rho_t) \right\|^p \right] = E \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} G_t^N f(x_t^{(i)}) - (f, \rho_t) \right\|^p \right]
= E \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} Z_t^{(i)} \right\|^p \right],
\]

where \(Z_t^{(i)} = G_t^N f(x_t^{(i)}) - (f, \rho_t)\), \(i = 1, ..., N\). It is apparent that the random variables \(Z_t^{(i)}\), \(i = 1, ..., N\), are conditionally independent given the \(\sigma\)-algebra \(\mathcal{F}_t\), generated by the set \(\{x_{0:t-1}^{(i)}, x_{0:t}^{(j)} : 1 \leq j \leq N\}\). It can also be proved that every \(Z_t^{(i)}\) is centered and bounded, as explicitly shown in the sequel.

To see that \(Z_t^{(i)}\) has zero mean, let us note first that

\[
E \left[ G_t^N f(x_t^{(i)}) | \mathcal{F}_t \right] = G_t^N (f, \pi_t^N),
\]

since \(G_t^N\) is measurable w.r.t. \(\mathcal{F}_t\). Moreover, by the same argument as in the proof of Lemma \((2)\) one can show that \(G_t^N (f, \pi_t^N) = G_{t-1}^N (f g_t^{\pi_t^N}, \xi_{t-1}^N)\) and, therefore,

\[
E \left[ G_t^N f(x_t^{(i)}) | \mathcal{F}_{t-1} \right] = E \left[ G_{t-1}^N (f g_t^{\pi_t^N}, \xi_{t-1}^N) | \mathcal{F}_{t-1} \right] = G_{t-1}^N ((f g_t^{\pi_t}, \tau_t), \pi_{t-1}^N),
\]

where we have used the fact that, for any \(h \in B(\mathcal{X})\), \(E((h, \xi_{t-1}^N) | \mathcal{F}_{t-1}) = (\langle h, \tau_t \rangle, \pi_{t-1}^N)\). However, since \(\rho_{t-1}^N = G_{t-1}^N \pi_{t-1}^N\), Eq. \((20)\) amounts to

\[
E \left[ G_t^N f(x_t^{(i)}) | \mathcal{F}_{t-1} \right] = ((f g_t^{\pi_t}, \tau_t), \rho_{t-1}^N)
\]

and taking (unconditional) expectations on both sides of the equation above yields

\[
E \left[ G_t^N f(x_t^{(i)}) \right] = E \left[ ((f g_t^{\pi_t}, \tau_t), \rho_{t-1}^N) \right]
= ((f g_t^{\pi_t}, \tau_t), \rho_{t-1})
= (f, \rho_t),
\]

\[\Box\]
where (27) follows from Lemma 2 (i.e., \( \rho_{t-1}^N \) is unbiased) and (28) is a straightforward consequence of the definition of \( \rho_t \) in (7). Equation (28) states that 
\[ E[Z_t^{(i)}] = E[G_t^N f(x_t^{(i)}) - (f, \rho_t)] = 0. \]

To see that (every) \( Z_t^{(i)} \) is bounded, note that, for any finite \( t \),
\[ G_t^N \leq \prod_{k=1}^{t} \| g_k^{y_{tk}} \|_\infty < \infty, \]
whereas
\[
(f, \rho_t) = ((f g_t^{y_{tk}}, \tau_t), \rho_{t-1})
= (((f g_t^{y_{tk}}, \tau_t) g_{t-1}^{y_{t-1}}, \tau_{t-1}) g_{t-2}^{y_{t-2}}, ..., \tau_1), \pi_0)
\leq \| f \|_\infty \prod_{k=1}^{t} \| g_k^{y_{tk}} \|_\infty < \infty. \] (30)

Taking (29) and (30) together we arrive at
\[ |Z_t^{(i)}| \leq 2 \| f \|_\infty \prod_{k=1}^{t} \| g_k^{y_{tk}} \|_\infty \] (31)
which is finite for any finite \( t \) (indeed, for every \( t \leq T \)).

Since the variables \( Z_t^{(i)}, i = 1, ..., N, \) in (26) are bounded, with zero mean and conditionally independent given \( \bar{\mathcal{F}}_t \), it is not difficult to show (see, e.g., [6, Lemma A.1]) that
\[ E \left[ |(f, \pi_t^N) - (f, \rho_t)|^p \right] \leq 2 \hat{c}_t^p \| f \|_\infty^p \prod_{k=1}^{t} \| g_k^{y_{tk}} \|_\infty^p, \] (32)
where the constant \( \hat{c}_t \) is finite and independent of \( N \). From (32) we easily obtain the inequality \( \| f \|_\infty \prod_{k=1}^{t} \| g_k^{y_{tk}} \|_\infty < \infty \) for any \( t \leq T < \infty \).

Finally, Lemmas 2 and 3 together enable us to compute explicit rates for the bias in the approximation of \( (f, \pi_t) \). To be specific, we can prove the following theorem.

**Theorem 1** If \( 0 < (1, \rho_t) < \infty \) for \( t = 1, 2, ..., T \) and Assumptions 1 and 2 hold, then, for any \( f \in B(X) \) and every \( 0 \leq t \leq T \), we obtain
\[ |E[(f, \pi_t^N) - (f, \pi_t)]| \leq \frac{\hat{c}_t \| f \|_\infty}{N}, \]
where \( \hat{c}_t < \infty \) is a constant independent of \( N \).

**Proof:** Let us first note that \( (f, \pi_t) = (f, \rho_t)/(1, \rho_t) \) and
\[
(f, \pi_t^N) = \frac{(f, \rho_t^N)}{G_t^N} \] (33)
\[ = \frac{(f, \rho_t^N)}{G_t^N} \frac{1}{(1, \pi_t^N)} \] (34)
\[ = \frac{(f, \rho_t^N)}{(1, \rho_t^N)}, \] (35)
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where (33) follows from the construction of \( \rho_t^N \), (34) holds because \( (1, \pi_t^N) = 1 \) and (35) is, again, a consequence of the construction of \( \rho_t^N \). Therefore, the difference \( (f, \pi_t^N) - (f, \pi_t) \) can be written as

\[
(f, \pi_t^N) - (f, \pi_t) = \frac{(f, \rho_t^N)}{(1, \rho_t^N)} - \frac{(f, \rho_t)}{(1, \rho_t)}
\]

and, since \((f, \rho_t) = E[(f, \rho_t^N)]\) (from Lemma 2), the bias can be expressed as

\[
E[(f, \pi_t^N) - (f, \pi_t)] = E \left[ \frac{(f, \rho_t^N)}{(1, \rho_t^N)} - \frac{(f, \rho_t)}{(1, \rho_t)} \right].
\]  (36)

Some elementary manipulations on (36) yield the equality

\[
E[(f, \pi_t^N) - (f, \pi_t)] = E \left[ (f, \pi_t^N) \frac{(1, \rho_t)}{(1, \rho_t^N)} - \frac{(f, \rho_t)}{(1, \rho_t)} \right].
\]  (37)

If we realize that \( E[(1, \rho_t) - (1, \rho_t^N)] = 0 \) (again, a consequence of Lemma 2) and move the factor \((1, \rho_t)^{-1}\) out of the expectation, then we easily rewrite Eq. (37) as

\[
E[(f, \pi_t^N) - (f, \pi_t)] = \frac{1}{(1, \rho_t)} E \left[ (f, \pi_t^N) \left( (1, \rho_t) - (1, \rho_t^N) \right) \right] - \frac{(f, \pi_t)}{(1, \rho_t)} E \left[ (1, \rho_t) - (1, \rho_t^N) \right]
\]

\[
= \frac{1}{(1, \rho_t)} E \left[ ((f, \pi_t^N) - (f, \pi_t)) \left( (1, \rho_t) - (1, \rho_t^N) \right) \right]
\]

\[
\leq \frac{1}{(1, \rho_t)} \left( E \left[ (f, \pi_t^N)^2 \right] E \left[ (f, \pi_t)^2 \right] \right)^{1/2}
\]

\[
\leq \frac{1}{(1, \rho_t)} \left( \frac{c_t \|f\|_{\infty}^2}{N} \times \frac{\hat{c}_t}{N} \right)
\]

\[
= \frac{c_t \hat{c}_t \|f\|_{\infty}^2}{N} < \infty
\]  (38)\]

where we have applied the Cauchy-Schwartz inequality to obtain (38), (39) follows from Lemmas 1 and 2 and the constant

\[
\hat{c}_t = \frac{c_t \hat{c}_t \|f\|_{\infty}^2}{(1, \rho_t)} < \infty
\]

is independent of \( N \).

\( \square \)

For any \( f \in B(\mathcal{X}) \), let \( \mathcal{E}_t^N(f) \) denote the approximation difference, i.e.,

\[
\mathcal{E}_t^N(f) \triangleq (f, \pi_t^N) - (f, \pi_t).
\]

This is a random variable whose second order moment yields the MSE of \((f, \pi_t^N)\). It is straightforward to obtain a bound for the MSE from Lemma 1 and, by subsequently using Theorem 1, one also readily finds a similar bound for the variance of \( \mathcal{E}_t^N(f) \), denoted \( \text{Var}[\mathcal{E}_t^N(f)] \). These results are explicitly stated by the corollary below.

**Corollary 1** If \( 0 < (1, \rho_t) < \infty \) for \( t = 1, 2, ..., T \) and Assumptions 1 and 2 hold, then, for any \( f \in B(\mathcal{X}) \) and any \( 0 \leq t \leq T \), we obtain

\[
E \left[ \left( \mathcal{E}_t^N(f) \right)^2 \right] \leq \frac{c_t^2 \|f\|_{\infty}^2}{N} \quad \text{and}
\]

\[
\text{Var}[\mathcal{E}_t^N(f)] \leq \frac{(c_t^2 \|f\|_{\infty}^2)}{N},
\]  (40)\]

(41)
where \( c_t \) and \( c^t \) are finite constants independent of \( N \).

**Proof:** The inequality (40) for the MSE is a straightforward consequence of Lemma 1. Moreover, we can write the MSE in terms of the variance and the bias as

\[
E \left[ (\mathcal{E}^N_t(f))^2 \right] = \text{Var} [\mathcal{E}^N_t(f)] + E^2 [\mathcal{E}^N_t] \leq \frac{c^2_t \|f\|_\infty^2}{N}.
\]

(42)

Since Theorem 1 yields \( |E[\mathcal{E}^N_t]| \leq \hat{c}_t \|f\|_\infty \), then the inequality (42) implies that there exists a constant \( c^t \) such that (41) holds. \( \Box \)

### 3.3 Error rate for the ensemble approximation

Let us run \( M \) independent particle filters with the same (fixed) sequence of observations \( Y_{1:T} = y_{1:T}, T < \infty, \) and \( N \) particles each. The approximate measures output by the \( m \)-th filter are denoted \( \xi^m_{t,N}, \pi^m_{t,N} \) and \( \rho^m_{t,N} \), respectively, with \( m = 1, 2, \ldots, M \). Obviously, all the theoretical properties established in Section 3.2, as well as the basic Lemma 1, hold for each one of the \( M \) independent filters.

**Definition 1** The ensemble approximation of \( \pi_t \) with \( M \) independent filters is the discrete random measure \( \pi^{M \times N}_t \) constructed as the average

\[
\pi^{M \times N}_t = \frac{1}{M} \sum_{m=1}^{M} \pi^m_{t,N}.
\]

Obviously, similar ensemble approximations can be given for \( \xi_t \) and \( \rho_t \). Moreover, the statistical independence of the particle filters yields the following corollary as a straightforward consequence of Theorem 1 and Corollary 1.

**Corollary 2** If \( 0 < (1, \rho_t) < \infty \) for \( t = 1, 2, \ldots, T \) and Assumptions 1 and 2 hold, then, for any \( f \in B(\mathcal{X}) \) and any \( 0 \leq t \leq T \), the inequality

\[
E \left[ ((f, \pi^{M \times N}_t) - (f, \pi_t))^2 \right] \leq \frac{(c^t)^2 \|f\|_\infty^2}{MN} + \frac{\hat{c}^2_t \|f\|_\infty^2}{N^2}
\]

holds for some constants \( c^t \) and \( \hat{c}_t \) independent of \( N \) and \( M \).

**Proof:** Let us denote

\[
\mathcal{E}^{M \times N}_t(f) = (f, \pi^{M \times N}_t) - (f, \pi_t) \quad \text{and} \quad \mathcal{E}^{m,N}_t(f) = (f, \pi^{m,N}_t) - (f, \pi_t)
\]

for \( m = 1, 2, \ldots, M \). Since \( \pi^{M \times N}_t \) is a linear combination of i.i.d. random measures, it is apparent that

\[
E \left[ \mathcal{E}^{M \times N}_t(f) \right] = E \left[ \mathcal{E}^{m,N}_t(f) \right] \leq \frac{\hat{c}_t \|f\|_\infty}{N}, \quad \text{for any } m \leq M,
\]

(44)

where the inequality follows from Theorem 1. Moreover, because of the independence, we readily obtain

\[
\text{Var} \left[ \mathcal{E}^{M \times N}_t(f) \right] = \frac{1}{M} \text{Var} \left[ \mathcal{E}^{m,N}_t(f) \right] \leq \frac{(c^t)^2 \|f\|_\infty^2}{MN},
\]

(45)
where the inequality follows from Corollary 1. Since \( E[(\mathcal{E}_t^{M \times N})^2] = \text{Var}[\mathcal{E}_t^{M \times N}] + E^2[\mathcal{E}_t^{M \times N}] \), combining (43) and (44) yields (43) and concludes the proof. \( \square \)

The inequality in Corollary 2 admits several interpretations. Assume that some “computational budget” is given, i.e., that we have the resources to generate and update over time a fixed number \( K \) of particles. If we run Algorithm 1 with \( K \) particles, then, according to Lemma 1, the MSE \( E[(\mathcal{E}_t^K)^2] \) vanishes asymptotically with rate \( O(1/K) \). The same result is obtained via Corollary 2: a centralized particle filter with \( K \) particles is the degenerate case of the ensemble approximation in Definition 1 with \( M = 1 \) and \( N = K \), hence Corollary 2 also states that the MSE decreases with rate \( O(1/K) \). However, Corollary 2 also yields the same MSE rate when a proper ensemble is constructed, with some \( M > 1 \) and \( N = K/M \). Indeed, we can state the following Remark.

Remark 4 If the total number of particles \( K \) is fixed, then the ensemble approximation \( \pi_{M \times N}^{M \times N} \) with \( K = MN \) and the standard (bootstrap filter) approximation with \( K \) particles, \( \pi_K^K \), yield the same MSE rate \( O(1/K) \). Since the ensemble approximation is obtained by averaging over \( M \) independent particle filters, the interactions among particles are strictly constrained to be local (within the \( M \) subsets of size \( N \) assigned to the independent particle filters). This implies that if the \( M \) particle filters are run in parallel, there is no parallelization overhead in terms of interaction among the parallel processing units.

Remark 5 According to the inequality (43), the error rate is \( O\left(\frac{1}{MN}\right) \) as long as \( N \geq M \). Otherwise, the term \( \frac{\hat{c}^2\|f\|_2^2}{N^2} \) becomes dominant and the resulting asymptotic error bound turns out higher.

3.4 Comparison of parallelization schemes via time–error indices

Obviously, the expected advantage of parallel computation is the drastic reduction of the time needed to run the particle filter. Let the running time for a particle filter with \( K \) particles be of order \( T(K) \), where \( T : N \to (0, \infty) \) is some strictly increasing function of \( K \). The quantity \( T(K) \) includes the time needed to generate new particles, weight them and perform resampling. The latter step is the bottleneck for parallelization, as it requires the interaction of all \( K \) particles. Also, a “straightforward” implementation of the resampling step leads to an execution time \( O(K \log(K)) \), although efficient algorithms exist that achieve to a linear time complexity, \( T(K) = K \). We can combine the MSE rate and the time complexity to propose a a time–error performance metric.

Definition 2 We define the time–error index of a particle filtering algorithm with running time of order \( T \) and asymptotic MSE rate \( R \) as \( C \triangleq T \times R \).

For the standard (centralized) particle filter with \( K \) particles, the time complexity is denoted \( T(K) \) and the MSE rate is of order \( K^{-1} \), hence the time–error index becomes

\[ C_{spf}(K) = \frac{T(K)}{K} \]
If the implementation is good enough to attain a linear time complexity, $T(K) = K$, then the time–error index turns out to be constant, namely $C_{spf} = 1$.

For the computation of the ensemble approximation $\pi_t^{M\times N}$ we can run $M$ independent particle filters in parallel, with $N = K/M$ particles each and no interaction among them, and hence the execution time becomes of order $T(N)$, with $T(N) = N$ if an appropriate implementation is ensured. Since the error rate for the ensemble approximation is of order $O\left(\frac{1}{MN} + \frac{1}{N^2}\right)$, the time–error index of the ensemble approximation is

$$C_{ipf}(M, N) = T(N) \left(\frac{1}{MN} + \frac{1}{N^2}\right).$$

As before, if the implementation is good enough to yield $T(N) = N$, then the time–error index becomes

$$C_{ipf} = \frac{1}{M} + \frac{1}{N}$$

and hence it vanishes with $M, N \to \infty$. In particular, since we have to choose $N \geq M$ to ensure a rate of order $\frac{1}{MN}$, we can choose $N = N(M) \geq M$ and then $\lim_{M \to \infty} C_{ipf} = 0$. In any case, whenever $N > 1$ it is apparent that $C_{ipf} < C_{spf}$.

### 3.5 Expectation of the approximate filter

Besides the computational view of Sections 3.3 and 3.4, Theorem 1 can also be exploited to assess the ensemble approximation $\pi_t^{M\times N}$ in terms of the total variation distance defined as follows.

**Definition 3** Let $\alpha, \beta \in \mathcal{P}(\mathcal{X})$ be two probability measures. The total variation distance (TVD) between $\alpha$ and $\beta$ is usually defined as

$$d_{TV}(\alpha, \beta) \triangleq \sup_{A \in \mathcal{B}(\mathcal{X})} |(I_A, \alpha) - (I_A, \beta)|,$$

where $I_A$ is the indicator function

$$I_A(x) = \begin{cases} 1, & \text{if } x \in A, \\ 0, & \text{otherwise.} \end{cases}$$

The ensemble $\pi_t^{M\times N} = \frac{1}{M} \sum_{m=1}^M \pi_t^{m,N}$ can be interpreted as an empirical approximation of the expectation of the measured-valued random variable $\pi_t^N$. Indeed, if we introduce

$$\hat{\pi}_t^N \triangleq E[\pi_t^N]$$

then it is apparent that, for any $f \in \mathcal{B}(\mathcal{X})$,

$$E \left[ (f, \pi_t^N) - (f, \pi_t^N) \right] = (f, \hat{\pi}_t^N) - (f, \pi_t),$$

and $(f, \pi_t^{M\times N}) = \frac{1}{M} \sum_{m=1}^M (f, \pi_t^{m,N})$ is the sample-mean approximation of $(f, \hat{\pi}_t^N)$. Theorem 1 can be restated immediately as follows.
Corollary 3 If \( 0 < (1, \rho_t) < \infty \) for \( t = 1, 2, ..., T \) and Assumptions \( \boxed{1} \) and \( \boxed{5} \) hold, then, for every \( 0 \leq t \leq T \), we obtain that
\[
\text{dTV} \left( \hat{\pi}_t^N, \pi_t \right) \leq \frac{\hat{c}_t}{N},
\]
where \( \hat{c}_t < \infty \) is a constant independent of \( N \).

Proof: From the definition of total variation distance,
\[
\text{dTV} \left( \hat{\pi}_t^N, \pi_t \right) = \sup_{A \in B(X)} \left| (I_A, \hat{\pi}_t^N) - (I_A, \pi_t) \right| \leq \sup_{f \in B(X), \|f\|_{\infty} \leq 1} \left| (f, \hat{\pi}_t^N) - (f, \pi_t) \right|,
\]
since \( I_A \in B(X) \) and \( \|I_A\|_{\infty} = 1 \) for every Borel set \( A \). However, \( (f, \hat{\pi}_t^N) - (f, \pi_t) = E \left[ (f, \pi_t^N) - (f, \pi_t) \right] \), hence a straightforward application of Theorem \( \boxed{1} \) completes the proof. \( \square \)

4 Numerical example

4.1 The 3-dimensional Lorenz system

Let us show some simple computer simulation results in order to illustrate the numerical performance of the proposed independent parallelization scheme. For this purpose, we consider the problem of tracking the proposed independent parallelization scheme. For this purpose, we consider the problem of tracking the state of a 3-dimensional Lorenz system \( \boxed{17} \) with additive dynamical noise and partial observations \( \boxed{4} \). To be specific, consider a 3-dimensional stochastic process \( \{X(s)\}_{s \in (0, \infty)} \) taking values on \( \mathbb{R}^3 \), whose dynamics is described by the system of stochastic differential equations
\[
\begin{align*}
\text{d}X_1 &= -s(X_1 - Y_1) \, dW_1, \\
\text{d}X_2 &= rX_1 - X_2 - X_1X_3 \, dW_2, \\
\text{d}X_3 &= X_1X_2 - bX_3 \, dW_3,
\end{align*}
\]
where \( \{W_i(s)\}_{s \in (0, \infty)}, i = 1, 2, 3 \), are independent 1-dimensional Wiener processes and
\[
(s, r, b) = \left( 10, 28, \frac{8}{3} \right)
\]
are static model parameters (which yield chaotic dynamics). A discrete-time version of the latter system using Euler’s method with integration step \( \Delta = 10^{-3} \) is straightforward to obtain and yields the model
\[
\begin{align*}
X_{1,n} &= X_{1,n-1} - \Delta s(X_{1,n-1} - X_{2,n-1}) + \sqrt{\Delta} U_{1,n}, \\
X_{2,n} &= X_{2,n-1} + \Delta (rX_{1,n-1} - X_{2,n-1} - X_{1,n-1}X_{3,n-1}) + \sqrt{\Delta} U_{2,n}, \\
X_{3,n} &= X_{3,n-1} + \Delta (X_{1,n-1}X_{2,n-1} - bX_{3,n-1}) + \sqrt{\Delta} U_{3,n},
\end{align*}
\]
(47)–(49)

where \( \{U_{i,n}\}_{n=0,1,...}, i = 1, 2, 3 \), are independent sequences of i.i.d. normal random variables with 0 mean and variance 1. System \( \boxed{17} \)–\( \boxed{19} \) is partially observed every 100 discrete-time steps. Specifically, we collect a sequence of scalar observations \( \{Y_t\}_{t=1,2,...} \), of the form
\[
Y_t = X_{1,100t} + V_t,
\]
(50)

where
\[
V_t = X_{2,100t} + \sqrt{\Delta} U_{2,100t},
\]
(51)
where \( \{ V_t\}_{t=1,2,...} \) is a sequence of i.i.d. normal random variables with zero mean and variance \( \sigma^2 = \frac{1}{2} \).

Let \( X_n = (X_{1,n}, X_{2,n}, X_{3,n}) \in \mathbb{R}^3 \) be the state vector. The dynamic model given by Eqs. (47)–(49) yields the family of kernels \( \tau_{n,\theta}(dx|x_{n-1}) \) and the observation model of Eq. (50) yields the likelihood function

\[
g_{t,\theta}^{y_t}(x_{100t}) \propto \exp\left\{ -\frac{1}{\sigma^2}(y_t - x_{1,100t}) \right\},
\]

both in a straightforward manner. The goal is to track the sequence of joint posterior probability measures \( \pi_t, t = 1,2,... \), for \( \{ \hat{X}_t \}_{t=1,...} \), where \( \hat{X}_t = \hat{x}_t \) conditional on \( \hat{X}_{t-1} = \hat{x}_{t-1} \) by successively simulating

\[
\tilde{x}_n \sim \tau_{n,\theta}(dx|\tilde{x}_{n-1}), \quad n = 100(t-1) + 1,...,100t,
\]

where \( \tilde{x}_{100(t-1)} = \hat{x}_{t-1} \) and \( \hat{x}_t = \tilde{x}_{100t} \). The prior measure for the state variables is normal, namely

\[
X_0 \sim \mathcal{N}(x_*, v_0^2 I_3),
\]

where \( x_* = (-10.2410; -1.3984; -23.6752) \) is the mean and \( v_0^2 I_3 \) is the covariance matrix, with \( v_0^2 = 10 \) and \( I_3 \) the 3-dimensional identity matrix.

### 4.2 Simulation setup

In this section we aim at illustrating the gain in relative performance, taking into account both estimation error and running time, that can be attained using the proposed scheme for parallelization using independent filters. With this purpose, we have applied

- the standard bootstrap filter (Algorithm 1), termed BF in the sequel,
- the island particle method of [22], and
- the ensemble of independent bootstrap filters that we have investigated in Section 3

to the tracking of the sequence of probability measures \( \pi_t \) generated by the 3-dimensional Lorenz model described in Section 4.1. We have generated a sequence of 200 artificial observations, \( \{ y_t; t = 1,...,200 \} \), spread over an interval of 20 seconds (in continuous time), corresponding to \( 2 \times 10^4 \) discrete time steps in the Euler scheme (hence, one observation every 100 steps). The same observation sequence has been used for all the simulations.

The ensemble of independent particle filters consists of \( M \) filters with \( N \) particles each, abiding by the notation in Section 3 with resampling for every \( t = 1,2,... \), i.e., every time an observation is collected and processed to obtain importance weights. Since the time scale of the Euler approximation of Eqs. (47)–(49) is \( n = 100t \), a resampling step is taken every 100 steps of the underlying discrete-time system. Similarly, the island particle algorithm consists of \( M \) subsets of particles (islands, in the terminology of [22]) with \( N \) particles per subset. Within each island, the \( N \) particles are resampled for every \( t = 1,2,...,\)
while the islands are resampled for $t = 5k$, $k = 1, 2, \ldots$. The intra-island resampling can be carried out in parallel for the $M$ islands, while the island resampling does not admit parallelization. The standard bootstrap filter runs with $K$ particles, where $K = MN$ (unless explicitly stated) for a fair comparison, and resampling for $t = 1, 2, \ldots$.

We have coded the three algorithms in matlab (version 7.11.0.584 [R2010b]) and run the experiments using a pool of multi-processor machines, each one having 8 cores at 3.16 GHz and 32 GB of RAM memory. The standard (centralized) BF is run with $K = NM$ particles in a single core. For the ensemble of independent filters, each BF with $N$ particles is run separately and independently in one core, hence taking $M$ cores overall. In the case of the island particle method we have run the algorithm in a purely sequential manner, i.e., we have not truly parallelized the intra-resampling steps. Instead, to calculate comparable running times, for each $t$ we have recorded the time taken by each one of the $M$ intra-resampling steps and then computed their average. These averages are used for the calculation of running times instead of the actual times.

To assess the approximation errors, we have computed empirical MSEs for the approximation of the posterior mean, $E[\hat{X}_t|Y_{1:t}] = (1, \pi_t)$, for the three algorithms at the last update step, $t = 200$. Note, however, that the integral $(1, \pi_t)$ cannot be computed in closed form for this system. Therefore, we have used the “expensive” estimate

$$(1, \pi_t) \approx (1, \pi_t^J), \quad \text{with } J = 10^5 \text{ particles},$$

computed via the standard BF, as a proxy of the true value.

### 4.3 Numerical results

Figure 1 (left) displays the empirical MSE, averaged over 100 independent simulation runs, attained by the parallel schemes when the number of filters (respectively, islands) is fixed, $M = 20$, and the number of particles per filter (island) ranges from $N = 100$ to $N = 1000$. The outcome of the centralized BF with $K = MN$ particles, hence ranging from $K = 20 \times 100$ to $K = 20 \times 1000$, is also shown for comparison.

We observe that proposed ensemble of independent bootstrap filters achieves a poor performance when the number of particles per filter, $N$, is relatively low ($N = 100$), while for moderate values ($N \geq 400$) it nearly matches the MSE of the centralized BF. The island particle method is more accurate than the independent ensemble for $N = 100, 200$, as it takes advantage of the interaction among the islands, but displays a slightly worse MSE than the centralized BF and the independent ensemble for $N \geq 400$.

The empirical variance of the MSE for the same set of 100 simulation trials is displayed in Figure 1 (right). The results show, again, that the island BF algorithm makes an efficient use of the island resampling step when $N$ is low, so that the $M$ islands remain balanced and the overall filter works properly, but falls short of the independent ensemble scheme for larger values of $N$. 
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Figure 1: Empirical mean (left) and variance (right) of the MSE for the centralized BF, the independent ensemble of BFs and the island particle method with $M = 20$ constant and $N = 100, 200, 400, 800, 1000$. All curves have been obtained from a set of 100 independent simulation trials.

Figure 2 shows the running time for the independent ensemble and the island particle method when the number of particles per filter (island) $N = 500$ is held constant and the number of filters (islands) ranges from $M = 2$ to $M = 200$. The running time for a centralized filter with $K = 500M$ particles is also shown for comparison. It is seen that the average (over 10 simulations) running time for the independent ensemble scheme is constant, as it only depends on $N$, while the running time for the centralized algorithm grows quickly with $M$. It is remarkable that the island particle method, in the configuration chosen for these simulations (one island-level resampling every 5 observations processed) does not bring any gain in running time: the gain achieved by parallelizing the intra-island resampling is compensated for by the overhead of the island-level resampling steps.

Finally, we look into the relationship between the MSE and the running time for the three algorithms. With the number of filters (islands) $M = 20$ fixed, we have run 100 independent simulation trials for each value $N = 100, 200, 400, 800$ and $1000$, and computed the empirical MSE and the average running time for the two parallel schemes and each combination of $M$ and $N$. Correspondingly, we have also run the centralized BF with $K = MN$ particles, hence for $K = 2 \times 10^3, 4 \times 10^3, 8 \times 10^3, 16 \times 10^3$ and $20 \times 10^3$.

Figure 3 (left) displays the resulting empirical MSE versus the running time for the three methods. If we qualify an algorithm as more efficient than another one when it is capable of attaining a lower MSE in the same amount of time, then this set of simulations shows that the independent ensemble scheme is more efficient than both the centralized BF and the island particle method. Indeed, a close look at Figure 3 (left) reveals that the ensemble of $M = 20$ independent BFs with $N = 1000$ particles per filter achieves an empirical MSE of $\approx 6 \times 10^{-4}$ with a running time of $\approx 2.9$ seconds, while the centralized BF attains the same performance with $K = 20 \times 800$ particles and a running time of $\approx 27.2$ seconds (as shown by the
Figure 2: Running time versus the number of filters (islands) for the independent ensemble and island particle schemes, when the number of particles per filter (island) is kept constant, \( N = 500 \). The running times of the centralized BF correspond to a total number of particles of the form \( K = 500M \), with \( M = 2, \ldots, 200 \).

dashed horizontal line in the plot). The island particle method falls short of this MSE value even with \( M = 20 \) and \( N = 1000 \). Figure 3 (right) shows the empirical variance of the MSE, versus the running time, for the same set of computer simulations.

5 Discussion

We have addressed the problem of parallelizing the standard particle filtering algorithm by splitting the total number of particles \( K \) into \( M \) subsets, running one independent particle filter per subset, and then building an average filter measure using the ensemble of i.i.d. random approximations produced by the filters. This approach avoids all dependences among the filters, an idea which goes against recent approaches to the problem \cite{2, 23, 19, 22} and, to some extent, against the intuition that a certain interaction is needed to make the \( M \) filters, with \( N \) particle each, work together with the same performance as a centralized filter with \( K = MN \) particles.

The rationale to advocate the averaging of independent particle filters instead of the (algorithmically more sophisticated) schemes based on controlled interactions, such as \cite{2, 23, 22}, relies on both theoretical and practical arguments. Theoretically, the simple analysis in this paper shows that the parallelization based on independent filters has the same asymptotic performance as a centralized particle filter. We have obtained this result by looking at the mean square approximation error for integrals of bounded

\footnote{While we have restricted the research to the standard (bootstrap) filter for simplicity of presentation, the analysis, and the whole argument about parallelization by means of independent filters, extends in an almost straightforward manner to more sophisticated algorithms that may use tailored importance functions for the generation of particles.}
Figure 3: Empirical mean (left) and variance (right) of the MSE versus the running time for the centralized BF, the independent ensemble of BFs and the island particle method. The two parallel schemes are run with $M = 20$ constant and $N = 100, 200, 400, 600, 800$ and 1000. The centralized BF is run with $K = 20N$ particles, where $N$ takes values in the same way as for the parallel algorithms. The dashed horizontal lines indicate where the mean (left) and variance (right) of the MSE match for the independent ensemble and the centralized BF. The running times for the two algorithms at that MSE level are shown as labels on the horizontal axis.

functions w.r.t. the filter measure, decomposed in variance and bias terms. The bounds we have obtained depend explicitly on $M$ (the number of filters) and $N$ (the number of particles per filter), and show that there is no asymptotic performance loss for schemes with $N \geq M$. This result is actually aligned with recent contributions in the field of machine learning regarding the statistical properties of averages of independent estimators (including classifiers and regressors) [21]. We have also utilized the asymptotic convergence rates to propose a time–error index that enables a quantitative comparison of centralized and parallel particle filtering scheme in terms of asymptotic accuracy and running time. These analytical results can be extended to account for stronger forms of convergence (under additional assumptions on the model) and adapted to continuous-time state-space systems (see [14] for the analysis of the bias and the MSE in this context).

From a practical perspective, we have shown that the averaging of independent filters should be preferred when $N$, the number of particles per independent filter, is sufficiently large. Indeed, our computer simulations suggest that if we seek a scheme with a large number of parallel filters ($M$) and a relatively small number of particles per filter ($N$) then parallelization schemes that exploit a certain degree of interaction between filters should be preferred—at the expense of a computational overhead to implement such interaction. On the other hand, if $N$ is large enough to make the parallel filters work (even roughly), then our simulations show that interaction is not needed anymore and independence can be fully exploited both in terms of accuracy and running time.
The interest in designing particle filtering schemes that can have fast implementations using parallel hardware obeys the surge of several problems in science (meteorology, oceanography, climate science, biochemistry or systems medicine) and engineering (sensor networks, multi target tracking) where the fundamental task is the tracking of a complex (e.g., high dimensional and/or chaotic) dynamical system. In this paper, we have complemented the theoretical analysis with computer simulation results for a Lorenz 65 chaotic system with dynamical noise (modeled as a 3-dimensional Wiener process) and partial observations. The numerical outcomes of the simulations show that the proposed scheme, consisting of an ensemble of independent particle filters, is more efficient than the corresponding centralized algorithm (meaning that it can attain a given estimation error with a lesser running time) in a high-performance computing system consisting of a pool of multi-core CPUs. For a further comparison, we have also included in the computer simulation study a recently proposed parallelization scheme [22] that relies on two levels of resampling. Our results show that the overhead associated to this scheme can make it inefficient (possibly depending on the choice of parameters for the algorithm) compared even to the centralized standard particle filter. We interpret this fact as an indication that the independent ensemble scheme can be, because of its simplicity and sound asymptotic behavior, the preferred choice for many practical applications even when compared with more sophisticated parallelization techniques.
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