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Abstract

Spatio-temporal problems exist in many areas of knowledge and disciplines ranging from biology to engineering and physics. However, solution strategies based on classical statistical techniques often fall short due to the large number of parameters that are to be estimated and the huge amount of data that need to be handled. In this paper we apply known techniques in a novel way to provide a framework for spatio-temporal modeling which is both computationally efficient and has a low dimensional parameter space. We present a micro-to-macro approach whereby the local dynamics are first modeled and subsequently combined to capture the global system behavior. The proposed methodology relies on coupled stochastic differential equations and is applied to produce spatio-temporal forecasts for a solar power plant for very short horizons, which essentially implies tracking clouds moving across the field of solar power inverters. We outperform simple and complex benchmarks while providing forecasts for 70 spatial dimensions and 24 lead times (i.e., for a total number of random variables equal to 1680). The resulting model can provide all sorts of forecast products, ranging from point forecasts and co-variances to predictive densities, multi-horizon forecasts, and space-time trajectories.
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1. Introduction

Recent years have seen a massive increase in the collection of data. The challenges related to the treatment of large datasets have, in turn, been the subject of intense research. Among these challenges are the development of predictive methods for spatio-temporal systems. In this article we are concerned with modeling the spatio-temporal behavior in order to better predict the aggregate system dynamics. The need for high dimensional predictions arises in many fields. In meteorology and hydrology such methods allow for precipitation nowcasting to predict flooding and to predict extreme wind speeds ([36], [30], [38], [20]). Applications in the field of biology have ranged from the spread of diseases to models for genomics ([35], [29], [37], [27], [6]). In social sciences spatio-temporal models can be used to predict the behavior and response of individuals and groups ([16]). An abundance of further examples and references for spatio-temporal analyses can be found in [8].

In general, there are two main modeling approaches to spatio-temporal problems: those driven by the underlying physics of the system (deterministic) and those driven by data (stochastic). Examples of physically driven systems are models for producing numerical weather predictions ([33]), describing the dynamics of a boiler ([3]) and modeling mud flow down a slope ([11]). These types of models have their roots in a set of physical laws or local behavior such as the conservation of momentum or mass and energy balances. Examples of data-driven models include modeling space-time scenarios of wind power generation ([32]), mapping of disease rates ([37]) and modeling of sea surface temperature ([17]). These approaches share the emphasis on the aggregate system behavior as opposed to its local dynamics and tackle the modeling task by placing the focus on probability distributions, correlations and inter-dependences.

This article adds to the literature on spatio-temporal modeling by providing a data-driven approach to capture the local dynamics of a larger system. Specifically, we initially propose a model for the local dynamics using coupled stochastic differential equations. This model is, in turn, generalized to govern all local behavior, thus yielding a global model. Furthermore, this global model can be interpreted as a discretization of a more general model in space and time given by a system of partial stochastic differential equations.
1.1. A Motivating Example

The practical application that motivates our methodology is that of forecasting the power generated by a solar power plant. Our claim is that, by understanding and capturing the specific spatio-temporal dynamics of the solar field, we will be able to improve our power predictions. The power output of a solar plant exhibits dynamics on several different time scales: from cycles spanning a year governed by the sun height and climate, to dynamics in the range of weeks and days governed by weather fronts, to hourly dynamics governed by local weather phenomena and different sun height during the day, to the very short horizon of minutes and seconds as a result of the movement of individual clouds. In this example we are motivated by nowcasting (forecasting in the range from seconds to minutes) the power output of a solar plant by tracking the movement of individual clouds across the solar field.

Our data pertain to the Copper Mountain Solar 1 Facility with a rated capacity of 58 MW, and part of the Copper Mountain Solar Facility with at total rated capacity of 150 MW. Our measurements stem from 96 photovoltaic inverters, each with measurements taken every second. We limit the study to the rectangular grid of 5 by 14 inverters shown in red in Figure 1. This specific cutout data is also used in the paper by 18.

Good forecasts for power production are extremely important for secure, reliable, and efficient operation of the electrical grid 25, 23. Forecasting the power output dynamics on very short horizons has proven essential for an efficient integration of solar power. On partly cloudy days the power output of a solar plant can drop from nominal capacity to between 20-25% of nominal capacity within just a minute as a cloud passes overhead. With a nominal capacity of 150 MW, a drop of 75% results in a power output decrease of 112.5 MW, which may severely challenge grid stability. Very short-term forecasts may help mitigate the detrimental effects of this power drop by either installing storage devices or by providing an early warning for grid operators. Spatio-temporal forecasts of solar irradiance have been an output of physical models such as numerical weather prediction models for decades (33). However, besides being deterministic in nature, numerical weather prediction models do not provide enough resolution in space or time to track clouds. Spatio-temporal models for solar power production have just recently received attention: 39 formulate an auto-
Figure 1: An aerial photo of the Copper Mountain Solar Facility. The small red rectangle indicates the size of a single inverter, which is 125m by 125m. The large red rectangle indicates the 5 by 14 inverters for which we provide forecasts of the power production.

regressive time-series model for capturing the correlation in the solar power output across a small area. In [40] space-time kriging and a vector auto-regressive model are employed to describe the spatio-temporal solar power production. [18] outperform a persistence model for short horizons by means of a cloud speed persistence model that propagates the solar power production across the spatial grid in the direction of the cloud speed.

Using stochastic differential equations to model physical systems with a large random component is not new. However, the coupling and modeling methodology presented here is a novel combination and it constitutes a step forward for spatio-temporal modeling in terms of computational efficiency, a low-dimension parameter space, predictions for multiple horizons and characterization of the spatio-temporal interdependence. Furthermore, for the specific case of solar power forecasting, the proposed modeling approach allows for a particularly elegant interpretation of the global system dynamics. The rest of the paper is structured as follows: Section [2] introduces the proposed stochastic differential equation framework. Section [3] describes the approach for using this framework to develop spatio-
temporal models in general and for the specific application to solar power forecasting. In Section 4 we obtain a generalized interpretation of the proposed model. Section 5 details the parameter estimation procedure. We then evaluate the performance of the obtained spatio-temporal model on a real-world example in Section 6. Lastly, Section 7 concludes the paper.

2. Stochastic Differential Equations

Stochastic differential equations (SDEs) are an extension of ordinary differential equations (ODEs) obtained by including one or more stochastic terms. The solution to a SDE is a stochastic process describing the evolution of a random variable over time. SDEs have been used to describe a variety of phenomena governed by a large random component and are especially prominent in finance ([4], [19]) and physics ([34], [1]). We give here a very short introduction to SDEs and refer the interested reader to [24] for a complete and thorough treatment of the subject.

Suppose that we have a continuous time process $U_t \in \mathcal{U} \subset \mathbb{R}^n$. From ordinary differential equations the evolution in time of the state variable, $U_t$, is defined by the deterministic system equation:

$$\frac{dU_t}{dt} = f(U_t, t),$$

where $t \in \mathbb{R}$ and $f(\cdot) \in \mathbb{R}^n$. For complex systems the dynamics may be too intricate to be captured fully by $f(\cdot)$ or there may be random perturbations of inputs that are not specified by the model. This suggests the introduction of a random component in the state evolution to capture such perturbations or model deficiencies. By introducing a random component in the dynamics of the state process, as carried out in [24], we obtain the following state process:

$$\frac{dU_t}{dt} = f(U_t, t) + g(U_t, t)W_t,$$

where $W_t \in \mathbb{R}^m$ is an $m$-dimensional standard Wiener process and $g(\cdot) \in \mathbb{R}^{n \times m}$ is a matrix function. Multiply by $dt$ on both sides of (2) to obtain the standard SDE formulation:

$$dU_t = f(U_t, t)dt + g(U_t, t)dW_t.$$
This standard formulation for SDEs is not well defined, as the derivative of $W_t, \frac{dW_t}{dt}$, does not exist. Instead, equation (3) should be interpreted as an informal way of writing the integral equation:

$$U_t = U_0 + \int_0^t f(U_t, t) dt + \int_0^t g(U_t, t) dW_s.$$  \hspace{1cm} (4)

In equation (4) the behavior of the stochastic process $U_t$ is expressed as the sum of an initial stochastic variable, a Lebesgue integral and an Itô integral, respectively.

In general, it is only feasible to observe a continuous time process in discrete time. To this end, we observe the process $U_t$ at discrete times through an observation equation. Let $Y_k \in \mathcal{Y} \subset \mathbb{R}^l$ denote the observation at the discrete time $t_k$. We define the observation equation as:

$$Y_k = h(U_{t_k}, t_k, e_k),$$  \hspace{1cm} (5)

where the introduction of $t_k$ allows for some external input, $e_k \in \mathbb{R}^l$ is the observation error and the function $h(\cdot) \in \mathbb{R}^l$ links the process state to the observation.

The solution to a deterministic ordinary differential equation is a point for each future time $t$. In the SDE setting the solution is a stochastic process with a probability density for any state and for any future time $t$. For an Itô process defined as in (4) with drift $f(U_t, t)$ and $g(U_t, t) = \sqrt{2D(U_t, t)}$, the probability density function $p(u, t)$ in state $u$ at time $t$ of the random variable $U_t$ is given as the solution to the partial differential equation known as the Fokker-Planck equation ([4]):

$$\frac{\partial}{\partial t} p(u, t) = -\frac{\partial}{\partial u} [f(u, t)p(u, t)] + \frac{\partial^2}{\partial u^2} [D(u, t)p(u, t)].$$  \hspace{1cm} (6)

Thus, given a specific SDE formulation, the predictive density for any future time can be obtained by solving a partial differential equation. While analytic solutions only exist for particularly simple SDE formulations, a host of numerical solutions are available ([14], [31]). While not solving the Fokker-Planck equation directly, another technique, the Monte Carlo approach, solves this problem implicitly by approximating the predictive density through simulation ([28]).
3. A Spatio-Temporal Model by Coupled SDEs

Consider a stochastic process in space \( x \) and time \( t \), and denote this process by \( U(x, t) \). Suppose that there are \( I \times J \) locations at \( x_{i,j} \) where we want to model the process. First, let \( U(x, t) \) at location \( x_{i,j} \) be denoted by \( U(x_{i,j}, t) = U_{i,j,t} \). Now suppose that we want to use a stochastic differential equation to represent the dynamics of each \( U_{i,j,t} \). This gives us a model of the following form:

\[
dU_{i,j,t} = f(U_{i,j,t}, t)\,dt + g(U_{i,j,t}, t)\,dW_{i,j,t}
\]  

\[
Y_{l,k} = h(U_{t_k, t_k}) + \epsilon_{l,k},
\]

where we let \( U_t \) be the vector containing all \( U_{i,j,t} \) for a specific \( t \).

Next, we enforce that two locational processes have a direct interaction only if they are adjacent to each other. This stems from a physical interpretation of the system, whereby we allow only locations that are in direct contact to interact with each other. To this end, define \( U_{i,j,t} \) as the set of \( U_{i,j,t} \)’s that are in the nearest neighborhood of \( U_{i,j,t} \), thus \( U_{i,j,t} = \{U_{i,j,t}, U_{i-1,j,t}, U_{i+1,j,t}, U_{i,j-1,t}, U_{i,j+1,t}\} \). Furthermore, assume that for each \( U_{i,j,t} \) we allow \( g(\cdot) \) to depend only on \( U_{i,j,t} \) and \( t \). This also follows from a physical interpretation of the system dynamics, whereby random perturbations at location \( x_{i,j} \) can only affect adjacent locations by first affecting \( U_{i,j,t} \). This leads to the following model formulation:

\[
dU_{i,j,t} = f(U_{i,j,t}, t)\,dt + g(U_{i,j,t}, t)\,dW_{i,j,t}
\]  

\[
Y_{l,k} = h(U_{t_k, t_k}) + \epsilon_{l,k}.
\]

Since the model is formulated in continuous time, by appealing to the physical nature of the system, one should expect there to be no interaction between locations that are not adjacent to each other. The model formulation is illustrated in Figure 2. Here we have depicted the different locations by dots and interactions with lines connecting two dots. Specifically we have highlighted in red all interactions that concern location \( U_{i,j,t} \). This specific formulation is defined for 2-dimensions but can be easily generalized to higher dimensions.

3.1. Application to Solar Power Forecasting

Based on the model formulation outlined in this section, we propose a model for predicting the power output of a photovoltaic solar power facility. The model exploits the power
output of the up-wind solar inverters to predict the future power output of the down-wind solar inverters.

The data available pertains to the Sempra US Gas & Power Copper Mountain Solar Facility outside Boulder City, Nevada, USA. The power output of the solar power inverters is normalized both with respect to the sun height and with respect to the solar panel tilt and we henceforth refer to the normalized power as power. We let the change in power output of inverter $U_{i,j,t}$ at location $x_{i,j}$ at time $t$ be modeled by the stochastic variable $U_{i,j,t}$. We order the inverters such that inverter $U_{i+1,j,t}$ is the one directly to the east of inverter $U_{i,j,t}$. Also, we name the inverters such that $U_{i,j+1,t}$ is the inverter directly north of $U_{i,j,t}$ (see Figure 2).

We have cloud speed measurements at our disposal, provided by the approach given in [5]. The cloud speed is denoted by $v_t$. For modeling purposes, the cloud speed is decomposed into its four directional components, namely, North, East, South, and West, denoted by $n_t$, $e_t$, $s_t$, and $w_t$, respectively. We employ four directional components instead of two, as we impose the condition that the directional component must be non-negative.
Thus, a wind from South-East has positive South and East components, but zero North and West components. This way we end up with the model:

\[
dU_{i,j,t} = \theta |v_t| \left( n_t(U_{i,j+1,t} - U_{i,j,t}) 1_{j+1 \leq J} + c_t(U_{i+1,j,t} - U_{i,j,t}) 1_{i+1 \leq I} - \mu U_{i,j,t} \right) + \sigma dW_{i,j,t}
\]

\[
dQ_{i,j,t} = U_{i,j,t} dt
\]

\[
Y_{i,j,k} = Q_{i,j,t} + \epsilon_{i,j,k}
\]

Here \( Y_{i,j,k} \) is the observed power produced from location \( x_{i,j} \) at time \( t_k \). \( Q_{i,j,t} \) can thus be interpreted as the actual produced power at this location. This implies that \( U_{i,j,t} \) is the change in power production at location \( x_{i,j} \) at time \( t \). Notice that the spatial dynamics are modeled by equation (12) and that equations (12)–(13) correspond to the observation equation (10). Thus, to express the SDE model (12)–(13) in the form of (7)–(8), it suffices to write the \( h(\cdot) \) function as

\[ h_{i,j}(t_k) = \int_{t_{k-1}}^{t_k} U_{i,j,s} ds + \epsilon_{i,j,k}. \]

Further we have that \( \epsilon_{i,j,k} \sim \mathcal{N}(0, \sigma_\epsilon^2) \). The parameters in the model are thus \( \theta, \mu, \sigma \) and \( \sigma_\epsilon \), where \( \theta |v_t| \) governs the speed at which the value in adjacent cells tend towards each other. Parameter \( \mu \) governs how rapidly the change in power output of inverter \( \{i, j\} \), \( U_{i,j,t} \), tends to zero, if \( U_{i,j,t} \) is an upwind cell. \( \sigma \) is the system noise and \( \sigma_\epsilon \) characterizes the observation noise. Symbol \( 1_{\{\cdot\}} \) represents an indicator or heavyside function, that is equal to 1 if the stated condition is met, and 0 otherwise. The indicator functions are used to handle the boundaries of the solar field, such that the model only relates locations that are actually present in the model. This also applies to the dampening term, where we dampen cells on the leading edge towards the wind. Further, note that, in this particular case, \( Y_{l,k} = Y_{i,j,k} \), where we let \( l \) go through all the feasible combinations of \( \{i, j\} \) to conform with the notation in equation (8) (that is, model (12)–(13) assumes that we have power measurements for all locations or inverters).
4. Continuous Space Interpretation

Given the model formulation (12)–(13) one might ask what would happen if the grid size approached zero. Notice that, since we have a fixed distance \(\Delta x\) between all adjacent grid points, we can normalize the model parameters by doing \(\theta = \tilde{\theta}/\Delta x\), \(\sigma = \tilde{\sigma}/\Delta x\) and \(\mu = \tilde{\mu}/\Delta x\), with \(\Delta x = c\), where \(c\) is some constant. Consequently, the SDE model (12)–(13) can be recast as:

\[
\begin{align*}
    dU_{i,j,t} &= \tilde{\theta} |v_t| \left( n_t \left( \frac{U_{i+1,j,t} - U_{i,j,t}}{\Delta x} \right) 1_{\{j+1 \leq J\}} + e_t \left( \frac{U_{i+1,j,t} - U_{i,j,t}}{\Delta x} \right) 1_{\{i+1 \leq I\}} 
    + s_t \left( \frac{U_{i,j-1,t} - U_{i,j,t}}{\Delta x} \right) 1_{\{j-1 \geq 1\}} + w_t \left( \frac{U_{i-1,j,t} - U_{i,j,t}}{\Delta x} \right) 1_{\{i-1 \geq 1\}} \right) dt \\
    + \tilde{\sigma} \Delta x dW_{i,j,t} \\
    dQ_{i,j,t} &= U_{i,j,t} dt \\
    Y_{i,j,k} &= Q_{i,j,t} + \epsilon_{i,j,k}, \\
\end{align*}
\]

Now notice that for the easterly direction

\[
\lim_{\Delta x \to 0} \frac{U_{i+1,j,t} - U_{i,j,t}}{\Delta x} = \left( \frac{\partial U(x,t)}{\partial x} \right)_{x_{i,j}}.
\]

Similarly, we can compute this quantity for the other directions.

Next, consider the integral:

\[
\int_t^{t+\Delta t} \Delta x dW_{i,j,t} \sim \mathcal{N}(0, \Delta x^2 \Delta t) \quad \forall \quad \Delta x, \Delta t \geq 0.
\]

This is exactly equal to the definition of a Brownian motion in 2D space and time.

Hence it becomes evident that, when we look at the set of coupled stochastic differential equations given by (12) away from the boundaries, this set can be interpreted as a finite difference discretization of the following stochastic partial differential equation (SPDE):

\[
dU(x,t) = \tilde{v} \theta \nabla U(x,t) dt + \sigma dW(x,t),
\]

where \(W(x,t)\) is a Brownian motion in space and time, \(\tilde{v}\) is the cloud speed vector, and \(\nabla\) is the partial derivative operator. Other SPDE models have originated following an analogous micro-to-macro approach ([2], [10]).
Some intuition about the SPDE (20) can be gained by looking at its deterministic part, namely:

\[ dU(x, t) = \dot{v}\theta \nabla U(x, t) dt, \]  

which is a uni-direction wave equation, where the direction is determined by the cloud speed vector.

5. Fitting Procedure

The estimation of parameters is carried out using the statistical software R ([26]) and in particular the package CTSM-R (Continuous Time Stochastic Modeling for R) ([15]). The method is based on the Kalman filter for obtaining the likelihood. We provide a brief overview of the approach implemented and refer the reader to [15] for more details on the approach.

The discretized SPDE (14)-(17) is linear in the states \( U_{i,j} \) and thus can be formulated as a linear SDE with linear observations

\[ dU_{i,j,t} = A(\theta, t)U_{t} dt + \Sigma(\theta) dW_{i,j,t} \]  

(22)

\[ Y_{k} = C(\theta)U_{tk} + \epsilon_{k}, \]  

(23)

where \( A(\theta, t) \) is a time varying transition matrix, \( \Sigma(\theta) \) is the diffusion matrix, \( C(\theta) \) determines how the states are observed and \( \epsilon_{k} \sim \mathcal{N}(0, \sigma^2) \). The aim is to estimate the parameter vector \( \theta \) in the model defined by the linear equations (22) - (23). The likelihood depends only on the one-step ahead prediction probability densities of the observations. A linear model driven by Gaussian diffusion results in a Gaussian process which is fully described by the mean and variance of the observations. We define them as

\[ \hat{Y}_{k|k-1} = \mathbb{E}[Y_{k}|Y_{k-1}, \theta] \]  

(24)

\[ R_{k|k-1} = \mathbb{V}[Y_{k}|Y_{k-1}, \theta], \]  

(25)

where \( \mathbb{E}[:\] and \( \mathbb{V}[:\) denote the expectation and variance, respectively, and \( Y_{k-1} = \{Y_{0}, \ldots, Y_{k-1}\} \). We can now define the innovation error as the difference between the observed and expected outcome:

\[ \epsilon_{k} = Y_{k} - \hat{Y}_{k|k-1}, \]  

(26)
which will be used to compute the likelihood. We require in equations (7) - (7) that 
\( g(U_t, t) = g(t) \) and \( h(U_{i_k}, t_k, e_k) = h(U_{i_k}, t_k) + e_k \), where \( e_k \sim \mathcal{N}(0, \sigma^2) \). However these requirements can be alleviated to a large extent through transformations of the state equations ([12], [21]) or transformations of the observations ([7]). For a system satisfying these conditions, the likelihood is given by

\[
L(\theta; Y_N) = \left( \prod_{k=1}^{N} \exp \left( -\frac{1}{2} c_k^\top R_{k|k-1}^{-1} c_k \right) \right) \frac{1}{\sqrt{\det(R_{k|k-1})}} \left( \frac{1}{\sqrt{2\pi}} \right)^l 
\]

Here \( l \) is the dimension of the sample space, thus the dimension of \( Y_k \), \( N \) is the number of observations, \((\cdot)^\top\) denotes the vector transpose and \( p(Y_0|\theta) \) is the likelihood of seeing observation \( Y_0 \).

We are tracking changes in the observed power output, but by far the majority of the data is without cloud activity. To reduce the computational load, we extract \( M = 12 \) segments, each of 3 hours each with power measurements every 5 seconds to reduce the burden of the estimation process. The \( M \) sets are from separate days spread out such that we have a sample day from each month of the year. Thus, the data sets can be assumed independent. The likelihood of \( M \) independent sets of observations is

\[
L(\theta; Y) = \prod_{i=1}^{M} \left( \prod_{k=1}^{N_i} \exp \left( -\frac{1}{2} c_i^\top R_{i|k-1}^{-1} c_i \right) \right) \frac{1}{\sqrt{\det(R_{i|k-1})}} \left( \frac{1}{\sqrt{2\pi}} \right)^l 
\]

where \( Y = [Y_{N_1}, Y_{N_2}, \ldots, Y_{N_M}] \) is the combined set of observations and \( N_i \) is the number of observations in each data set. We consider the logarithm of the likelihood function conditional on \( Y_0 = [Y_0^1, Y_0^2, \ldots, Y_0^M] \), both for computational considerations and in order to deal with the fact that there are no observations prior to \( Y_0 \). This results in:

\[
\log(L(\theta; Y_N|Y_0)) = -\frac{1}{2} \sum_{i=1}^{M} \sum_{k=1}^{N_i} \left( \log(\det(R_{i|k-1})) + c_i^\top R_{i|k-1}^{-1} c_i \right) - \log(2\pi l) \frac{\sum_{i=1}^{M} N_i}{2}.
\]

The parameter vector \( \theta \) enters the log-likelihood function through \( c_i \) and \( R_{i|k-1} \).

An estimate of the parameters in the model can now be obtained by maximizing (29), i.e.,

\[
\hat{\theta} = \arg\max_{\theta \in \Theta} \left( \log(L(\theta; Y_N|Y_0)) \right).
\]
where Θ is the feasible parameter space. A thorough introduction to parameter estimation and filtering is found in [13]. We note that the likelihood function is optimized for the one-step-ahead residuals. To estimate SDE models using a multi-horizon approach, we refer the interested reader to [22].

5.1. Speeding up the estimation process

We use a large amount of data during the estimation procedure which naturally slows down the computation. Since the likelihood of the 12 independent sets of observations is simply the product of the likelihood of each of the sets, we can evaluate these likelihoods in parallel. Furthermore, the optimization problem (30) is solved using a quasi Newton algorithm, where the gradient of the log likelihood (29) is determined by a finite difference scheme. This means evaluating (29) at several independent points in the parameter space Θ. Thus, the computation of the gradient can also be parallelized.

A server with 2x12 cores AMD Opteron 6168 CPUs was used for estimation and prediction. We use OpenMP and nested parallelism to maximize the use of the server. The log likelihood (29) is always computed in parallel using 12 threads. When computing the gradient, two evaluations of the log likelihood were allowed simultaneously, and in so doing all the available 24 cores were used. We achieved a total speedup of 15.6x.

6. Nowcasting at Copper Mountain First Solar

In this section we look at the specific problem of nowcasting the power output of the Copper Mountain Solar facility. We fit the model on a training data set consisting of data from 12 days, one from each month of the year, where we select 3 hours around noon. We select only days where there are actually observed clouds as we propose to model the cloud dynamics. Similarly, we select a test data-set not overlapping with the training data set. We first run the estimation procedure described in Section 5 on the model described in Section 3.1. As this is computationally intensive, we estimate the parameters on a cutout of 5 by 7 inverters to allow for a timely estimation procedure. The parameters found here are then used to define the full model spanning 5 by 14 inverters. The parameter estimates obtained are shown in Table 1.
Table 1: Parameter estimates for the proposed model

| $\hat{\theta}$ | $\hat{\mu}$ | $\hat{\sigma}$ | $\hat{\sigma}_e$ |
|-----------------|--------------|-----------------|-----------------|
| 0.0631          | 0.703        | 0.00865         | $10^{-10}$      |

Figure 3 displays the actual power output of the inverters along with the predicted power for different horizons. It can be observed that we manage to track cloud movement through the system as regions with lower power output. However, for longer horizons the predicted power may vary to a large degree from the observed power. This can be explained by several facts: first, that the clouds that caused the drop in power were not observed by the upwind inverters at the time when the forecast was issued. Second, there might be some smaller errors in the estimation of the cloud speed vector. These errors compound to produce larger errors for larger lead times. Third, looking at the observations in the left panels, it seems that the actual structure of the cloud actually changes over time. This may, in part, be due to the spatial resolution of the observations and, in part, due to real changes of the cloud structure.

In Figure 4 the normalized total power output of the solar field is shown together with predictions issued for different lead times. We see that for 5- and 20-second horizons the model seems to be successful at predicting the output power. For longer horizons we can observe a “lagging” behavior. This is caused by the fact that the clouds causing the power drop (or increase) had not yet begun to enter into the system (leave the system) and therefore, to be detected. As a result, their future effects are not anticipated by the forecasts. Furthermore, the predictions become less smooth as we predict for longer lead times. This is caused by the predictions for total power being based on fewer actual observations, since the influence of many inverters is propagated out of the system. There is also an error propagation, where small errors accumulate over time.

Second, we compare the model proposed in this paper with state-of-the-art models for spatio-temporal solar power forecasting. We compare the different models on several horizons to better understand the specific characteristics of each. The benchmarks include a cloud speed persistence model (as defined in [18]), which propagates the power production along the cloud speed vector. Another benchmark is the ramp speed persistence model (also
Figure 3: The observed power generation (left) and the predicted power generation (right) from 0 to 60 seconds in 10 second increments. The x-axis corresponds to the East-West axis and the y-axis corresponds to the North-South axis.
Figure 4: The observed normalized total power in black, along with the (from top to bottom) 5, 20, 60 and 120 sec ahead forecasts from the model in blue and the persistence forecast in red. The x-axis is time in hours, minutes and seconds, the y-axis is normalized power.

in \cite{18}, where the change in power is assumed to stay constant for the near-term future. A third benchmark is an auto-regressive model defined as:

\[ Y_k = \psi_0 + \sum_{i=1}^{p} \psi_i Y_{k-i} + \epsilon_k, \quad \text{where} \quad \epsilon_k \sim \mathcal{N}(0, \sigma^2), \]

(31)

\( \psi_i \) are the auto-regressive parameters of the model and \( p \) defines the number of lags included.

In Table 2 the proposed model is compared with the benchmarks in terms of skill scores against the persistence benchmark for the root mean squared error (RMSE) and the mean absolute error (MAE) of total power production. The persistence is the lagged value of the observations, here the lag is given as the forecast horizon. This skill score is computed as:

\[ SS = 1 - \frac{S_{\text{forecast}}}{S_{\text{ref}}}, \]

(32)

where SS is the skill score for the forecast score, \( S_{\text{forecast}} \), against the reference score, \( S_{\text{ref}} \), obtained from the reference model (In this application the reference model is the persistence).
For benchmarks that produce predictive densities, we compare in terms of continuous ranked probability score (CRPS) (as defined in [9]) to evaluate the probabilistic properties of the predictions.

| Score | Cloud Speed Persistence | Ramp Speed Persistence | Auto- Regressive | Model |
|-------|-------------------------|------------------------|------------------|-------|
| RMSE _5_ | 0.334 | 0.612 | 0.464 | **0.636** |
| RMSE _20_ | 0.289 | 0.284 | 0.319 | **0.523** |
| RMSE _60_ | 0.168 | -0.203 | 0.113 | **0.254** |
| RMSE _120_ | 0.062 | -0.434 | 0.039 | **0.097** |
| MAE _5_ | 0.258 | 0.597 | 0.431 | **0.612** |
| MAE _20_ | 0.213 | 0.301 | 0.280 | **0.497** |
| MAE _60_ | 0.136 | -0.145 | 0.045 | **0.246** |
| MAE _120_ | 0.048 | -0.396 | -0.064 | **0.096** |
| CRPS _5_ | – | – | 0.00262 | **0.00131** |
| CRPS _20_ | – | – | 0.00982 | **0.00666** |
| CRPS _60_ | – | – | 0.02886 | **0.02455** |
| CRPS _120_ | – | – | 0.04883 | **0.04675** |

Table 2: The MAE skill score, RMSE skill score and CRPS for benchmarks as well as for the proposed model for horizons of 5, 20, 60 and 120 seconds.

In Table 2 we see that the coupled SDE model (12)-(13) outperforms all benchmarks on all horizons in terms of all the proposed scores.

The scores in Table 2 are computed on the basis of total output power. However, as the proposed model also captures the dynamics of each individual inverter, we might well evaluate the predictive performance of the individual inverters. This is done with respect to the RMSE skill score for 20 seconds ahead in Figure 5. As this is a skill-score, higher score values are better. As seen in Figure 5 the inverters that perform the poorest are located on the southern and western limits of the solar plant. Investigating this phenomenon we find that prevailing winds are south-westerly. We would expect the up-wind inverters to perform worse compared to down wind inverters due to the influx of clouds. Thus the
findings from our model are in accordance with what would be expected.

Figure 6 is analogous to Figure 5 but in terms of the CRPS. As opposed to Figure 5, lower CRPS values are better. Again we see the better performance in the interior of the solar power plant.

The proposed spatio-temporal model outperforms persistence as well as all the proposed state-of-the-art benchmarks. A spatial understanding of the dynamics not only allows for spatio-temporal predictions, but also allows us to better predict the aggregate power production. Furthermore, we note that the performance of the benchmarks that are used
here is similar to the performance of the benchmarks found in [18]. It is crucial to stress the importance of the inputs into the model being the cloud speed vector obtained through the approach in [5]. This cloud speed vector has crucial importance for the correct propagation of the irradiance field. As mentioned in [5], estimating the correct cloud speed vector is not a simple task. This is, in part, due to the granularity of the spatial observations and, in part, due to the deformation of the clouds. Even small errors in the cloud speed vector lead to serious errors when the forecast horizon is increased. In [5] it is also clearly stated that there is a large degree of uncertainty related to this clouds speed vector.

7. Concluding Remarks

Spatio-temporal problems arise in many fields ranging from physics to ecology. The processes that drive these systems can be quite complicated. However, there are often scientific theories that explain the local behavior of the system, e.g., mass and energy balances or the migration of animals. Although, generally, traditional statistical methods are not well-suited to model such processes, the modeling framework that we propose in this paper, based on coupled stochastic differential equations, proves to perform satisfactorily. Coupled stochastic differential equations have the capacity to capture dynamics where the structure of the governing stochastic partial differential equation is not well known and they can be used to identify a possible candidate, as we showed here. Furthermore, this approach bridges the gap between spatio-temporal models that are driven by physics and those which are driven by data. A key feature is that the model framework reduces the parameter dimension of the spatio-temporal problem and thereby facilitates parameter estimation and efficient computation. In this paper the methodology for building spatio-temporal models is applied to forecasting solar power generation at a solar power facility.

The spatio-temporal forecast model proposed in this paper outperforms state-of-the-art benchmarks on all horizons while also being able to provide scenarios, covariances and predictive densities. Understanding the spatial dynamics not only allows for spatio-temporal predictions but also allows us to produce higher quality predictions for aggregate power production. The model generates predictions swiftly and as such, could be run online. Thus, we produce a methodology for predicting large ramp events 30-60 seconds
ahead in time (depending on cloud speed and direction) providing forecast users with an early warning to scramble alternative power generation.

The application to solar power forecasting that we introduce in this paper assumes the same local dynamics for every location. This is not, however, a requirement. Distinct inputs could be present for each specific location, distinguishing the dynamics at different grid points. Also, if this framework were to be applied to forecast power generation from distributed solar power in large urban areas, the grid would change and there may be distinct features in space to consider. A clear conclusion from the results shown in Figure 6 is that the model could be extended to have irradiance sensors away from the solar power facility in order to increase forecast performance and to extend the forecast horizon.

The spatio-temporal model considered in this paper is of a particularly simple structure, with regular grid spacing in all spatial dimensions. Nonetheless, this is not a prerequisite for applying a similar model to a non-regular grid and as such, more research efforts can be dedicated at adapting this approach to irregular grids. Future work could also include using the sparse structure of the coupled stochastic differential equations to further reduce computational time. This sparsity is caused by the very nature of the approach, where only locations that are adjacent to each other interact.
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