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Abstract

A fundamental challenge in networked systems is detection and removal of suspected malicious nodes. In reality, detection is always imperfect, and the decision about which potentially malicious nodes to remove must trade off false positives (erroneously removing benign nodes) and false negatives (mistakenly failing to remove malicious nodes). However, in network settings this conventional tradeoff must also account for node connectivity. In particular, malicious nodes may exert malicious influence, so that mistakenly leaving some of these in the network may cause damage to spread. On the other hand, removing benign nodes causes direct harm to these, and indirect harm to their benign neighbors who would wish to communicate with them. We formalize the problem of removing potentially malicious nodes from a network under uncertainty through an objective that takes connectivity into account. We show that optimally solving the resulting problem is NP-hard. We propose a theoretically guaranteed approximation algorithm for solving it based on Semidefinite Programming relaxation and randomized rounding. We then further scale our technique to deal with large-scale networks by reformulating the problem as a linear programming. A combination of both theoretical and empirical analysis, the latter using both synthetic and real data, provide strong evidence that our algorithmic approaches are highly effective.

1 Introduction

One of the major problems in networked settings is to identify and remove potentially malicious nodes. For example, malicious nodes in social networks may correspond to accounts created by malicious parties which spread social spam, hate speech, fake news, and the like, with considerable deliterious effects [2, 9]. Major social network platforms consequently devote considerable efforts to identifying and removing fake or malicious accounts [34, 35]. Nevertheless, evidence suggests that the problem remains pervasive [4, 29]. Similarly, in cyber-physical systems (e.g., smart grid infrastructure), computing nodes compromised by malware can cause catastrophic losses, and mitigation through detection and removal of such malicious nodes is a major problem [28, 46].

A common thread in these scenarios is the tradeoff faced in deciding which nodes to remove: removing a benign node (false positive) causes damage to this node, which may be inconvenience or loss of productivity, and potentially also results in indirect losses to its neighbors; on the other hand, failing to remove a malicious node (false negative) can have deleterious effects as malicious influence spreads to its neighbors. The key observation is that the loss associated with a decision whether to remove a node depends both on the node’s likelihood of being malicious and its local network structure. Therefore the central challenge faced in deciding which potentially malicious nodes to remove is to account for the combination of uncertainty about whether particular nodes are malicious, and the indirect (network) effects of the decision. This combination makes the decision about which nodes to remove fundamentally a challenging combinatorial optimization problem.

We consider the problem of choosing which subset of nodes to remove from a network given an associated probability distribution over joint realizations of all nodes as either malicious or benign (that is, we allow the probability that node $i$ is malicious to depend on whether its neighbors are malicious, as in collective classification and relational learning [26, 38]). We then model the
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problem as minimizing the expected loss with respect to this distribution, where the loss function is composed of three parts: the direct loss ($L_1$) stemming from removed benign nodes, the indirect loss associated with cutting links between removed and remaining benign nodes ($L_2$), and the loss associated with malicious nodes that remain, quantified in terms of links these have to benign nodes ($L_3$).

To illustrate, consider Figure 1. In this example, we have decided to remove Jack and Emma, the two benign nodes to the right of the vertical dotted line. On the other hand, we chose not to remove the malicious node in red. Suppose that we pay a penalty of $\alpha_1$ for each benign node we remove, a penalty of $\alpha_2$ for each link we cut between two benign nodes, and $\alpha_3$ for each link between remaining malicious and benign nodes. Since we removed 2 benign nodes ($L_1 = 2$), cut 2 links between benign nodes (one between Jack and Nancy, and another between Emma and Rachel; $L_2 = 2$), and the malicious node is still connected to 5 benign nodes (Tom, Duke, Ryna, Rachel, and Nancy; $L_3 = 5$), our total loss is $2\alpha_1 + 2\alpha_2 + 5\alpha_3$. If we instead only removed the malicious node, our total loss would have been 0, while removing the malicious node instead of Emma (but together with Jack) would result in the loss of $\alpha_1 + 2\alpha_2$.

Our first contribution is an efficient algorithmic approach for choosing a subset of nodes to remove by approximately minimizing the expected loss function described above, where the expectation is taken with respect to an exogenously specified node maliciousness distribution for a given network; the distribution can be estimated by any suitable machine learning model, e.g., logistic regression, Markov network, or graph neural network. However, we show that minimizing the loss is NP-hard, even with highly restrictive settings. Our solution strategy is resorting to convex relaxation, i.e., we relax the original combinatorial optimization problem to a convex Semidefinite programming (SDP) in continuous domain, which can be solved in polynomial time. We solve the convex relaxation for a globally optimal solution; then we convert it to an approximate solution in the discrete domain by utilizing a principled randomized rounding procedure. Finally, we show a theoretical guarantee on the quality of the approximate solution. For simplicity, we call the approximation algorithm the SDP-based algorithm.

The scalability of the SDP-based algorithm is limited by its computational costs. To improve the scalability, we reformulate the original optimization problem as a linear programming (LP) with standard linearization and relaxation techniques; the resulting LP can easily handle instances with thousands of nodes. Due to the improvement on scalability, we are able to experiment on an extensive array of instances parameterized by combinations of the trade-off parameters, i.e., $\alpha_1$, $\alpha_2$, and $\alpha_3$. One surprising observation is that the LP formulations of most instances admit integral solutions (hence optimal) despite the NP-hardness; in other words, most instances are “easy”, in the sense that they are solvable in polynomial time; in contrast, we call those instances without integral solutions “hard. Based on the observation, we design an LP-based heuristic algorithm to solve the problem; the idea is to slightly perturb the trade-off parameters of a “hard” instance such that the perturbed instance can be optimally solved by the LP.

Related Work There are several lines of research that are related to the problem of choosing
which subset of nodes to remove from a network. The first relevant literature involves the problem of network node classification or collective classification \cite{18, 26, 36, 38}. The fundamental task in this line of research is to assign labels to nodes in a network. In this approach, one makes use of the attributes associated with the nodes as well as the connections among them to learn a joint distribution \( \hat{P} \) over the assignment of labels to nodes. Viewing this problem from the perspective of identifying malicious nodes, a typical next step would be to make the most likely assignment of labels to nodes, which involves the use of inference algorithms (e.g., the sum-product algorithm for computing a maximum a posterior estimate), itself a non-trivial problem \cite{43}. Collective classification methods would be an input into our approach, in the form of the learned probability distribution \( \hat{P} \); however, as our experiments demonstrate, our approach is significantly better than the naive baseline which removes nodes that are most likely to be malicious, as it is crucial to account for the network structure not merely at inference time, but also at decision time.

Another related line of research considers a problem of graph scan statistics and hypothesis testing \cite{5, 33, 37}. These study the following problem: given a graph \( G \) where each node is associated with a random variable with an exogenously specified probability distribution, find a subset of nodes that maximizes a scan statistic defined over subsets of nodes (for example, this statistic may generalize log-likelihood ratio). Arias-Castro et al. \cite{5} proposed a scan statistic for special graph models. Priebe et al. \cite{33} proposed a scan statistic defined over clusters with special geometric structures. These methods do not easily generalize to arbitrary graph models or arbitrary scan statistics. Sharpnack et al. \cite{37} employed the generalized log-likelihood ratio as the scan statistic. By assuming that the set of malicious nodes has sparse connections with others, the hypothesis test can be converted to solving a graph cut problem, which is further relaxed into a convex optimization by leveraging the Lovász extension of a graph cut. This method is not scalable to large graphs and it does not account for potentially inaccurate estimates of the node maliciousness distribution.

Our problem is loosely related to the burgeoning field of adversarial machine learning \cite{41}, although we do not explicitly consider issues of adversarial response in our setting, as well as the broader problem of security games on networks \cite{3}. There are several approaches that explicitly consider adversarial response in a networked environment. Yu et al. \cite{48} consider how to mitigate the spread of malicious information on social networks by modeling the problem as a Stackelberg game between the defender, who aims to mitigate the spread of malicious information, and an attacker who tries to initiate malicious spread. Hajaj et al. \cite{16} conducted behavioral experiments to investigate the impact of adversarial behavior in a networked coordination task. Vorobeychik and Letchford \cite{42} formulated the problem of securing a set of interdependent assets as a Stackelberg security game, where interdependence can be abstracted as a graph \( G \). Finally, a number of approaches study the specific problem of subverting social network analysis techniques such as link prediction \cite{44, 49} and node classification \cite{10, 50}.

The remaining of the paper is organized as follows:

1. In Section 2, we introduce MINT, a novel model and formulation of optimal removal of malicious nodes on networks under uncertainty by reducing from the Maximum Independent Set problem; the reduction implies that there is no constant-factor approximation algorithm exists. We show that optimally solving MINT is NP-hard.

2. In Section 3, we first describe the SDP-based approximation algorithm and the associated theoretical guarantee on the quality of approximation. We then describe the LP-based heuristic algorithm and empirically verify its efficacy on large-scale networks.

3. In Section 4, we provide experimental results to show that both algorithms outperform the alternatives on an large array of instances.

2 Model

Consider a network \( G = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} (|\mathcal{V}| = n) \) is the set of nodes and \( \mathcal{E} \) the set of edges. Each node \( i \in \mathcal{V} \) represents a user and each edge \( (i, j) \) represents some connection (e.g., friendship) between user \( i \) and user \( j \). We assume that \( G \) is undirected and has no self-loop. The adjacency
matrix $A$ of the graph is symmetric, with zeros on the diagonal. The entries of $A$ are binary if the graph is unweighted (i.e., $A_{i,j} \in \{0,1\}$), or some non-negative real numbers if the graph is weighted (i.e., $A_{i,j} \in \mathbb{R}_+$). Subsequent presentation focuses on unweighted graphs; generalization to weighted graphs is straightforward.

We explain the problem by first considering complete information about the identity of malicious and benign nodes, and subsequently describe our actual model in which this information is unknown. Specifically, let $\pi \in \{0,1\}^n$ be a configuration of the network, with $\pi_i = 1$ indicating that a node $i$ is malicious, with $\pi_i = 0$ when $i$ is benign. For notational convenience, we also define the complement $\bar{\pi}_i = 1 - \pi_i$, i.e., $\pi_i = 1$ if and only if $i$ is benign. Consequently, $\pi$ and $\bar{\pi}$ assigns malicious or benign labels to each node. Let the set of malicious and benign nodes be $\mathcal{V}^+$ and $\mathcal{V}^-$, respectively. Our goal is to remove a subset $\mathcal{S}$ of nodes such that the impact of the remaining malicious nodes on the network is minimized, while limiting disruptions caused to the benign subnetwork.

To formalize this intuition, we define a loss function associated with the set $\mathcal{S}$. This loss function has three components, each corresponding to a key consideration in the problem. The first part of the loss function is defined below:

$$L_1 = |\mathcal{V}^- \cap \mathcal{S}|, \quad (2.1)$$

which is the cardinality of wrongly removed nodes, encoding the direct loss associated with removing benign nodes; this simply penalizes every false positive, as one would naturally expect. The loss $L_1$ ignores the broken relationships among benign nodes that result from the decision, which is captured by the second component $L_2$ as follows:

$$L_2 = \left| \{(i,j) \in \mathcal{E} \mid i \in (\mathcal{V}^- \cap (\mathcal{V} \setminus \mathcal{S})), j \in (\mathcal{V}^- \cap \mathcal{S})\} \right|. \quad (2.2)$$

The loss $L_2$ imposes a penalty for cutting connections between benign nodes that are removed (i.e., $\mathcal{V}^- \cap \mathcal{S}$) and benign nodes that remain (i.e., $\mathcal{V}^- \cap (\mathcal{V} \setminus \mathcal{S})$). In other words, $L_2$ captures the indirect consequence of removing benign nodes on the structure of the benign subnetwork. This aspect is critical to capture in network settings, as relationships and connectivity are what networks are about. The third component $L_3$ measures the consequence of failing to remove malicious nodes in terms of connections from these to benign nodes:

$$L_3 = \left| \{(i,j) \in \mathcal{E} \mid i \in (\mathcal{V}^+ \cap (\mathcal{V} \setminus \mathcal{S})), j \in (\mathcal{V}^- \cap (\mathcal{V} \setminus \mathcal{S}))\} \right|. \quad (2.3)$$

The sets $\mathcal{V}^+ \cap (\mathcal{V} \setminus \mathcal{S})$ and $\mathcal{V}^- \cap (\mathcal{V} \setminus \mathcal{S})$ represent the malicious and the benign nodes that remain in the network, respectively. Intuitively, we can think of $L_3$ as encoding remaining deleterious effect that the malicious nodes still exert on the benign nodes, e.g., spammers keep sending annoying emails to normal users.

The total loss combines these three components as a weighted sum, i.e., $L = \alpha_1 L_1 + \alpha_2 L_2 + \alpha_3 L_3$, with $\alpha_1 + \alpha_2 + \alpha_3 = 1$ and each $\alpha_i$ being nonnegative. Other than this constraint, we allow $\alpha_i$s to be arbitrary relative weights of the different components, specified depending on the domain. For example, if we are concerned about false positives (i.e., wrongly removing benign nodes), but not very much about network structure, we would set $\alpha_1 \gg \alpha_2$. Alternatively, we would set $\alpha_3$ to be very large (compared with $\alpha_1$ and $\alpha_2$) to indicate that the loss of false negatives dominates the others.

We now rewrite the loss function in a way that will prove more mathematically convenient. Define a vector $\mathbf{x} \in \{0,1\}^n$, where $x_i = 1$ if and only if node $i$ is removed ($i \in \mathcal{S}$), and $x_i = 0$ if node $i$ remains in the network ($i \in \mathcal{V} \setminus \mathcal{S}$). Recall that the goal of the model is to identify a subset of nodes $\mathcal{S}$ to remove so as to minimize the impact of the remaining malicious nodes on the network, while limiting disruptions caused to the benign subnetwork. This goal is naturally captured by the loss function below:

$$L(\mathbf{x}) = \alpha_1 \sum_{i=1}^{n} x_i \bar{\pi}_i + \alpha_2 \sum_{i,j} A_{i,j} x_i \bar{x}_j \bar{\pi}_i \bar{\pi}_j + \alpha_3 \sum_{i,j} A_{i,j} \bar{x}_i \bar{x}_j \pi_i \pi_j. \quad (2.4)$$
With complete information, it is immediate that the loss is minimized if \( S \) contains all, and only, the malicious nodes. In reality, the identity of malicious and benign nodes is unknown to us, and instead we have a probability distribution over these. This probability distribution may be obtained by learning probability that a node is malicious given its features from past data, e.g., with a Markov network [38] or a graph neural network [18]. To formalize, let \( \pi \sim \hat{\mathbb{P}} \), where \( \hat{\mathbb{P}} \) captures the joint probability distribution over node configurations (malicious or benign). For our purposes, we make no assumptions on the nature of this distribution; a special case would be when maliciousness probabilities for nodes are independent (conditional on a node’s observed features), but our model also captures natural settings in which configurations of network neighbors are correlated (e.g., when malicious nodes tend to have many benign neighbors). The loss function described in (2.4) becomes the following expected loss:

\[
\mathbb{E}_{\pi \sim \hat{\mathbb{P}}}[L(x)] = \alpha_1 \sum_{i=1}^{n} x_i \mathbb{E}[\pi_i] + \alpha_2 \sum_{i,j} A_{i,j} x_i \mathbb{E}[\pi_i \pi_j] + \alpha_3 \sum_{i,j} A_{i,j} x_i \mathbb{E}[\pi_i] \mathbb{E}[\pi_j].
\]  

(2.5)

To have a compact formulation we re-write the expected loss in matrix notations. We first define auxiliary matrices \( B, P \) and \( M \) as follows:

\[
B = \text{diag}(\mathbb{E}[\pi])
\]
\[
P = A \odot \mathbb{E}[\pi \pi^\top]
\]
\[
M = A \odot \mathbb{E}[\pi^\top \pi],
\]  

(2.6)

where \( \odot \) is the element-wise multiplication. Let \( \hat{\bf\mu} \in \mathbb{R}^n \) and \( \hat{\Sigma} \in \mathbb{R}^{n \times n} \) be the mean and covariance of \( \hat{\mathbb{P}} \). With some algebraic transformations, the matrices \( P \) and \( M \) are functions of the mean and covariance, i.e.,

\[
P = A \odot \left( J - 1 \hat{\bf\mu}^\top \hat{\bf\mu} + \hat{\Sigma} + \hat{\bf\mu} \hat{\bf\mu}^\top \right)
\]
\[
M = A \odot \left( \hat{\bf\mu} \hat{\bf\mu}^\top - \hat{\Sigma} - \hat{\bf\mu} \hat{\bf\mu}^\top \right),
\]  

(2.7)

where \( J \in \mathbb{R}^{n \times n} \) is the all-ones vector (resp. matrix). The expected loss \( \mathbb{E}_{\pi \sim \hat{\mathbb{P}}}[L(x)] \) is re-written with the matrix notations as follows:

\[
x^\top (\alpha_3 M - \alpha_2 P) x + x^\top (\alpha_1 B 1 + \alpha_2 P 1 - \alpha_3 M 1 - \alpha_3 M^\top 1) + \alpha_3 1^\top M 1.
\]  

(2.8)

Our model, which we term \( \text{MINT} \), is now captured by the following optimization problem with constants omitted:

\[
\begin{align*}
\min_{x} & \quad x^\top Q x + x^\top b \\
\text{s.t.} & \quad x \in \{0,1\}^n,
\end{align*}
\]  

(\text{MINT})

where \( Q = \left((\alpha_3 M - \alpha_2 P) + (\alpha_3 M - \alpha_2 P)^\top \right)/2 \) is a real symmetric matrix and \( b = \alpha_1 B 1 + \alpha_2 P 1 - \alpha_3 M 1 - \alpha_3 M^\top 1 \).

\( \text{MINT} \) is a Quadratic Programming (QP). Optimally solving a QP is usually difficult, even when \( Q \) has a single negative eigenvalue [32]; in fact, it has been shown that even finding a local optimum is NP-hard [1]. However, there are a few cases where optimally solving a QP is tractable. For example, when \( Q \) is positive semidefinite and \( x \) is in continuous space, the resulting QP is a convex Semidefinite programming (SDP) and can be solved in polynomial time. Another example does not require the positive semidefiniteness of \( Q \); instead, the decision variable needs to be continuous and there is a single constraint quadratic in \( x \); in this case strong duality holds if the Slater’s condition is satisfied and we can solve the dual of the original QP (see Appendix B at [8]). An extensive line of research is devoted to study QP and SDP. In particular, approximation algorithms based on SDP have attracted many research interests ([12, 15, 24, 31] and the references therein).

Notice that \( \text{MINT} \) is motivated from a binary classification perspective, i.e., each node is identified either benign or malicious. This perspective is natural in many applications, e.g., anomaly
detection. However, MINT is not limited to binary settings, rather, it can be extended to multi-class scenarios (i.e., \(x_i \in \{0, 1, \ldots, k-1\}\)) for \(k\)-class problems by leveraging the ideas described in [19].

## 2.1 Computational Hardness

We now show that optimally solving MINT is NP-hard, even for highly restrictive settings. The reduction is from the Maximum Independent Set (MIS) problem.

**Theorem 1.** Minimizing MINT is NP-hard even when

1. the probability that a node is malicious restricts to \(1/2\), i.e., \(E_{\pi \sim \hat{P}}[\pi_i] = 1/2\) for all \(i\), and
2. the random variables \(\pi_i\) and \(\pi_j\) are independent for any \(i \neq j\).

**Proof.** Given a graph \(G = (V, E)\), the MIS problem is to find an independent set in \(G\) of maximum cardinality. We consider the special case of MINT with the restrictions listed in Theorem 1; in addition, we ignore the loss of cutting edges among benign nodes (i.e., \(\alpha_2 = 0\)), and let the loss of wrongly keeping malicious nodes in the benign subnetwork dominate the others (i.e., \(\alpha_3 \gg \alpha_1\)).

The loss function of the special case is as follows:

\[
L' = \frac{\alpha_1}{2} \sum_{i=1}^{n} x_i + \frac{\alpha_3}{4} \sum_{i,j} A_{i,j} \bar{x}_i \bar{x}_j. \tag{2.9}
\]

Let \(K\) be the maximum independent set of \(G\), and \(S\) the set of removed nodes. We first show that keeping only \(K\) is the optimal solution, i.e., removing the set \(S = V \setminus K\) is optimal. Notice that removing any node from \(K\) is sub-optimal, as an extra \(\frac{\alpha_2}{2}\) loss is incurred to \(L'_1\). Next, we show that it is sub-optimal to put any node in \(S\) back to \(K\). Suppose we put a set of nodes \(K \subseteq S\) back to \(K\); this must introduce additional edges to \(K\), otherwise it is not the maximum independent set. As \(\alpha_3 \gg \alpha_1\), introducing any edge to \(K\) is sub-optimal. Since we cannot add or remove any node from \(K\), we should keep the nodes in \(K\) and remove the set \(S = V \setminus K\).

For the other direction, suppose \(S = V \setminus K\) minimizes \(L'\). We show that \(K\) is the maximum independent set of \(G\). First, suppose \(K\) is not an independent set, which means that there is at least a pair of nodes connected by an edge. As \(\alpha_3 \gg \alpha_1\), removing the nodes decreases \(L'\), which contradicts that \(S\) minimizes \(L'\). Thus, \(K\) must be an independent set. Next, we show that \(K\) is maximum. Suppose there exists another set independent set \(K'\) and \(|K'| > |K|\). Then keeping the nodes in \(K\) would further decrease \(L'\) by decreasing \(L'_1\), which contradicts the fact that \(S\) minimizes the \(L'\). We conclude that \(K\) is the maximum independent set.

It is known that no constant-factor approximation algorithm exists for solving the MIS problem unless P=NP (Section 4.4 at [39]). As a result, we have that no constant-factor approximation algorithm exists for solving MINT.

**Corollary 2.** No constant-factor approximation algorithm exists for solving MINT unless P=NP.

## 3 Algorithm

### 3.1 SDP-based Approximation Algorithm

In this section we present an approximation algorithm to solve MINT. The general idea of the algorithm is to relax the binary quadratic programming (BQP) to a convex SDP. Then we solve the SDP for a global optimum, which can be done in polynomial time by using, e.g., the interior point method [8]. The global optimum is in continuous space; we convert it to a binary solution of MINT by utilizing a classic randomized rounding procedure [15]. In what follows, we first describe the convex relaxation and subsequently present the randomized rounding procedure.
3.1.1 Convex Relaxation

We first convert the feasible region to \((-1,1)^n\) by substituting the original decision variable \(x\) with \((x + 1)/2\). The resulting objective function is

\[
\left(\frac{x + 1}{2}\right)^\top Q \left(\frac{x + 1}{2}\right) + \left(\frac{x + 1}{2}\right)^\top b.
\]  

(3.1)

Omitting constant terms, the optimization problem of MINT becomes

\[
\min_x \quad \frac{1}{4} x^\top Q x + \frac{1}{2} x^\top (Q1 + b)
\]

s.t.

\[
x \in \{-1,1\}^n.
\]

(3.2)

In subsequent discussion, we assume that \(x^\top (Q1 + b) \neq 0\); this is to exclude the pathological case where both \(x\) and the complement \(-x\) achieve the same loss. The problem in (3.2) is a non-homogeneous quadratic programming due to the linear term involving \(x\) (i.e., \(\frac{1}{2}x^\top (Q1 + b)\)). For convenience of later analysis, we reformulate (3.2) to a homogeneous quadratic programming without the linear term. The idea is to augment the original formulation with an extra dimension.

First, define a real symmetric matrix \(\hat{Q} \in S^{n+1}\)

\[
\hat{Q} = \begin{bmatrix}
(1/4)Q & (1/4) (Q1 + b) \\
(1/4) (Q1 + b)^\top & 0
\end{bmatrix}.
\]

(3.3)

Then, let \(\hat{x} \in \{-1,1\}^{n+1}\) be the augmented decision variable, i.e., \(\hat{x} = [x^\top, t]^\top\) with \(t \in \{-1,1\}\).

With the introduction of \(\hat{Q}\) and \(\hat{x}\), the homogeneous formulation is as follows

\[
\min_{\hat{x}} \quad \hat{x}^\top \hat{Q} \hat{x}
\]

s.t.

\[
\hat{x} \in \{-1,1\}^{n+1}.
\]

(3.4)

**Remark** It is well-known that the decision version of (3.4) is NP-complete [13]; in fact, this is still true even if we assume that \(\hat{Q}\) is positive semidefinite, since we can add a large constant of identity to the objective function without changing the optimal solution; in other words, the problem does not become easier even if the objective function is convex; see the discussion in Section 2.2 of [7].

Next, we convert the homogeneous formulation to an SDP, a convex programming solvable in polynomial time. The key step is to introduce an auxiliary matrix \(\hat{X} = \hat{x} \hat{x}^\top\) and utilize the following relations (see Section 2.2 at [7]):

\[
\hat{x}^\top \hat{Q} \hat{x} = \text{Tr} \left( \hat{x}^\top \hat{Q} \hat{x} \right) = \text{Tr} \left( \hat{Q} \hat{x} \hat{x}^\top \right) = \text{Tr} \left( \hat{Q} \hat{X} \right),
\]

(3.5)

where Tr (\(\cdot\)) is the trace operator; the second equality is because the trace operator is invariant under cyclic permutatations. With (3.5), the optimization problem in (3.4) is reformulated as follows:

\[
\min_{\hat{X}, \hat{x}} \quad \text{Tr} \left( \hat{Q} \hat{X} \right)
\]

s.t.

\[
\hat{X} = \hat{x} \hat{x}^\top
\]

\[
\hat{x} \in \{-1,1\}^{n+1}.
\]

(3.6)

Notice that the diagonal entries of \(\hat{X}\) are all ones. In addition, by the definition of \(\hat{X}\), it follows that \(z^\top \hat{x} \hat{x}^\top z = (\hat{x}^\top z)^3 (\hat{x}^\top z) \geq 0\) for any \(z \in \mathbb{R}^{n+1}\). Thus, the matrix \(\hat{X}\) is positive semidefinite. A classic approach to relax the above optimization to an SDP is by replacing the equality constraint with the following [25]:

\[
\hat{X} \succeq 0 \quad \text{and} \quad \hat{X}_{ii} = 1, i = 1, \ldots, n + 1,
\]

(3.7)
where $\hat{X} \succeq 0$ means that $\hat{X}$ is positive semidefinite. It is direct to verify that any feasible solution of (3.6) satisfies the above constraints. Finally, the convex relaxation of (3.4) is as follows:

$$
\min_{\hat{X} \in S^{n+1}} \quad \text{Tr}(\hat{Q}\hat{X})
$$

$$
s.t. \quad \hat{X}_{ii} = 1, i = 1, \ldots, n + 1
$$

$$
\hat{X} \succeq 0.
$$

We solve (3.8) for an optimal solution $\hat{X}^*$, which can be done in polynomial time by using the interior point method [8]. The solution $\hat{X}^*$ is a real symmetric matrix in continuous space; however, what we ultimately need is a discrete solution in $\{-1, 1\}^n$. Next, we describe a randomized rounding procedure to generate such a discrete solution from $\hat{X}^*$.

### 3.1.2 Randomized Rounding

The convex relaxation described in the previous section leads to a lower bound on the optimal value of MINT, however, it offers no guidance about constructing a feasible solution of MINT with small loss. In this section, we describe a randomized procedure to fill this gap; the procedure is based on the famous Goemans-Williamson rounding [15].

Let $\hat{X}^*$ be the optimal solution of the SDP (i.e., (3.8)). Due to the positive semi-definiteness, the matrix $\hat{X}^*$ admits a Cholesky Decomposition. Specifically, the decomposition has the form $\hat{X}^* = V^T V$, where $V \in \mathbb{R}^{r \times (n+1)}$ and $r$ is the rank of $\hat{X}^*$. Let the $i$-th column of $V$ be $v_i$. The $(i,j)$-th element of $\hat{X}^*$ is $v_i^T v_j$. The constraints in (3.8) enforce that $\hat{X}^*_{ii} = 1$ for all $i$. Consequently, we have $\hat{X}^*_{ii} = v_i^T v_i = \|v_i\|_2^2 = 1$, i.e., $v_i$ are on the surface of the unit sphere centered at the origin. We now utilize the vectors $v_1, \ldots, v_{n+1}$ to generate a feasible solution of (3.4). Let $z \in \mathbb{R}^r$ be a vector sampled uniformly at random from the unit sphere. The feasible solution is obtained with the following rules:

$$
x_i = \begin{cases} 
\text{sign} \left( \mathbb{E}_z[z^T v_i] \right), & \text{if } t = +1 \\
-\text{sign} \left( \mathbb{E}_z[z^T v_i] \right), & \text{if } t = -1,
\end{cases}
$$

where $t = \text{sign} \left( \mathbb{E}_z[z^T v_{n+1}] \right)$; it is only used to determine the signs of $x_i$. The randomness of the expectations comes from the sampling of $z$. We summarize the randomized rounding procedure in Algorithm 1. After obtaining $x \in \{-1, 1\}^n$, the nodes with $x_i = 1$ are removed from the network while the nodes with $x_i = -1$ remain.

In summary, the approximation algorithm to solve MINT consists of 1) solving the SDP in (3.8) and 2) converting the solution of the SDP to a feasible solution $x \in \{-1, 1\}^n$ by a randomized rounding procedure; the approximation algorithm is described in Algorithm 2.

### 3.1.3 Performance Guarantee

In this section we show a performance guarantee for the approximation algorithm. Recall that the algorithm consists of two steps. The first step is to solve the SDP; the second step is to convert the optimal solution of the SDP to a feasible solution $x \in \{-1, 1\}^n$. The derivation of the guarantee is inspired by the fact that the $x$ enjoys nice approximation guarantees if the matrix $\hat{Q}$ admits some special structures. One particular structure is called diagonally dominant matrix, which is defined below:

**Definition 3.1.** A real symmetric matrix $P \in \mathbb{S}^n$ is called diagonally dominant if $P_{ii} \geq \sum_{j \neq i} |P_{ij}|$ for all $i = 1, \ldots, n$.

We briefly introduce the usefulness of diagonally dominant matrices when bounding the approximation quality of $x$.

---

2The Cholesky Decomposition is usually for positive definite matrices. For a positive semidefinite matrix $X^*$, we first apply the LDL Decomposition, which results in $X^* = LDL^T$. The matrix $D$ is a diagonal matrix with nonnegative diagonal entries. The Cholesky decomposition of $X^*$ is then $V^T V$ with $V = D^{1/2} L^{1/2}$.

3This can be achieved by normalizing a standard multivariate Gaussian random variable, i.e., sample $z \sim \mathcal{N}(0, 1)$ and then normalize $z/\|z\|_2$.

4See Chapter 2 of [7] for detailed discussion.
Algorithm 1 Randomized Rounding

1: **Input**: The optimal solution $\hat{X}^* \in \mathbb{S}^{n+1}$ of the SDP (i.e., (3.8))
2: Cholesky Decomposition to obtain $\hat{X}^* = V^\top V$, where the columns of $V$ are denoted by $v_1, \ldots, v_{n+1}$
3: Sample $z \sim \mathcal{N}(0, 1)$ and then normalize, i.e., $z/\|z\|_2$
4: Compute $t = \text{sign} \left( \mathbb{E}_z [z^\top v_{n+1}] \right)$
5: Generate a feasible solution $x \in \{-1, 1\}^n$ of (3.4) as follows:
   $$x_i = \begin{cases} 
   \text{sign} \left( \mathbb{E}_z [z^\top v_i] \right), & \text{if } t = +1 \\
   -\text{sign} \left( \mathbb{E}_z [z^\top v_i] \right), & \text{if } t = -1. 
   \end{cases}$$
6: **Return**: $x = \{x_1, \ldots, x_n\}$

Algorithm 2 SDP-based Approximation Algorithm to Solve MINT

1: **Input**: $Q, b$
2: Construct $\hat{Q}$ as follows:
   $$\hat{Q} = \begin{bmatrix}
   (1/4)Q & (1/4) (Q1 + b) \\
   (1/4) (1^\top Q + b^\top) & 0 
   \end{bmatrix}.$$ 
3: Solve the SDP (i.e., (3.8)) for the optimal solution $\hat{X}^*$
4: Apply the randomized rounding Algorithm 1 to get $x = \{x_1, \ldots, x_n\}$
5: $S = \{i \mid x_i = 1, i = 1, \ldots, n\}$ is the set of nodes to remove

is direct to transfer the results back to a minimization problem with a sign change of the objective function.

Consider the optimization problems listed in Table 1, where the matrix $P$ is a symmetric matrix. The left cell is a typical Binary Quadratic Programming (BQP), which includes as special cases our problem MINT, as well as other classic combinatorial optimization problems, e.g., MAX-CUT problem. The middle cell is the corresponding SDP of the BQP. The optimal objective value of the SDP is an upper bound on that of the BQP, i.e., $v^*_{SDP} \geq v^*$. Given the optimal solution of the SDP, let $x$ be a feasible solution generated from the Goemans-Williamson rounding; its objective value is denoted with $v(x) = x^\top Px$. It is direct that $v^* \geq v(x)$ since an arbitrary solution in $\{-1, 1\}^n$ is a lower bound on $v^*$. However, we would like $v(x)$ to be close to $v^*$ in some sense.

The right cell of Table 1 shows two cases where $v(x)$ is close to $v^*$ in expectation. When the matrix $P$ is diagonally dominant (d.d.), Goemans and Williamson [15] showed that the ratio of $\mathbb{E}[v(x)]$ over $v^*$ is at least 0.878. A similar ratio ($\approx 0.636$) holds when $P$ is positive semidefinite (p.s.) [30].

| BQP            | The SDP Relaxation | Approx. Guarantees |
|----------------|--------------------|--------------------|
| $\max_{x} x^\top Px$ | $\max_{\hat{X} \in \mathbb{S}^n} \text{Tr} (P\hat{X})$ | d.d.: $0.878v^*_{SDP} \leq \mathbb{E}[v(x)]$ |
| s.t. $x \in \{-1, 1\}^n,$ | $\hat{X} \succeq 0$ | p.s.: $0.636v^*_{SDP} \leq \mathbb{E}[v(x)]$ |
|                | $\hat{X}_{ii} = 1, i = 1, \ldots, n.$ |                |

Table 1: **Left**: a typical binary quadratic programming; **Middle**: the corresponding SDP relaxation; **Right**: the approximation guarantees when $P$ is diagonally dominant (d.d.) or positive semidefinite (p.s.).
The approximation guarantee when $P$ is a symmetric diagonally dominant matrix is formally stated in Theorem 3.1.

**Lemma 3.1** ([7], Section 2.2.2). Consider the following binary quadratic programming:

$$\max_{x} \quad x^\top Px$$

$$\text{s.t.} \quad x \in \{-1, 1\}^n,$$

where $P$ is a symmetric diagonally dominant matrix. The SDP relaxation of problem (P) is as follows:

$$\max_{X \in \mathcal{S}^n} \quad \text{Tr}(PX)$$

$$\text{s.t.} \quad X \succeq 0$$

$$\hat{X}_{ii} = 1, i = 1, \ldots, n.$$

Let the objective values of (P) and (SDP) at optimality be $v^*$ and $v^*_\text{SDP}$, respectively. In addition, let $x \in \{-1, 1\}^n$ be the feasible solution of $(P)$ generated from the Goemans-Williamson rounding. The following relation holds with $\alpha \approx 0.878$:

$$0 \leq \alpha \cdot v^*_\text{SDP} \leq \mathbb{E}[x^\top Px] \leq v^* \leq v^*_\text{SDP}. \tag{3.10}$$

The nonnegativity of $v^*$ (and hence $v^*_\text{SDP}$) follows from the fact that a real symmetric diagonally dominant matrix with nonnegative diagonal entries is positive semidefinite [17]. Based on Lemma 3.1, we give an approximation guarantee to Algorithm 2. The key idea is to convert (3.4) to a BQP involving a diagonally dominant matrix. It is worth noting that the guarantee is not a constant-factor bound due to the hardness result in Corollary 2.

**Theorem 3.** Let $V^*$ and $V^*_\text{SDP}$ be the optimal objective values of (3.4) and its SDP, respectively. Let $\hat{x} \in \{-1, 1\}^{n+1}$ be the solution generated from Algorithm 1. The following relations hold:

$$V^*_\text{SDP} \leq V^* \leq \mathbb{E}[\hat{x}^\top \hat{Q}\hat{x}] \leq \alpha \cdot V^*_\text{SDP} + (1 - \alpha) \cdot c, \tag{3.11}$$

where $\alpha \approx 0.878$ and $c = \sum_{i=1}^{n+1} \sum_{j \neq i} |\hat{Q}_{ij}|$.

**Proof.** To be consistent with the notations used in Lemma 3.1, we convert the minimization problem of (3.4) to the following maximization problem:

$$\max_{\hat{x}} \quad -\hat{x}^\top \hat{Q}\hat{x}$$

$$\text{s.t.} \quad \hat{x} \in \{-1, 1\}^{n+1}. \tag{3.12}$$

Note that matrix $\hat{Q}$ is usually not a diagonally dominant matrix; the diagonal entries are all zeros, however, some off-diagonal entries may be nonzero. Thus, we cannot directly apply Lemma 3.1. To resolve this issue, we add an instance-dependent constant $c = \sum_{i=1}^{n+1} \left(\sum_{j \neq i} |\hat{Q}_{ij}|\right)$ to the objective function, such that it becomes a quadratic function involving a symmetric diagonally dominant matrix. Specifically, let $\bar{D}$ be a diagonal matrix with $\bar{D}_{ii} = \sum_{j \neq i} |\hat{Q}_{ij}|$. Since $\hat{x}_i^2 = 1$, we express the constant $c$ as a quadratic term involving $\hat{x}$, i.e., $c = \hat{x}^\top \bar{D}\hat{x}$. Thus, the objective function with the constant $c$ becomes:

$$-\hat{x}^\top \hat{Q}\hat{x} + \hat{x}^\top \bar{D}\hat{x} = \hat{x}^\top (\bar{D} - \hat{Q})\hat{x}. \tag{3.13}$$

The addition of $c$ does not change the optimal solutions; however, it affects the quality of the approximation algorithm, which depends on specifics of the input instance as encoded by $\hat{Q}$. Define $\hat{P} = \bar{D} - \hat{Q}$ as follows:

$$\hat{P} = \begin{bmatrix}
\sum_{j \neq 1} |\hat{Q}_{1j}| & -\hat{Q}_{1,2} & \cdots & -\hat{Q}_{1,n+1} \\
-\hat{Q}_{2,1} & \sum_{j \neq 2} |\hat{Q}_{2j}| & \cdots & -\hat{Q}_{2,n+1} \\
\vdots & \vdots & \ddots & \vdots \\
-\hat{Q}_{n+1,1} & -\hat{Q}_{n+1,2} & \cdots & \sum_{j \neq n+1} |\hat{Q}_{n+1,j}|
\end{bmatrix}. \tag{3.14}$$
It is direct to verify that $\hat{P}$ is a symmetric diagonally dominant matrix. Consider the following optimization problem $\text{MINT}^+$, with the “+” indicating that the problem is a maximization problem:

$$\max_{\hat{x}} \quad \hat{x}^T \hat{P} \hat{x}$$
$$\text{s.t.} \quad \hat{x} \in \{-1, 1\}^{n+1}.$$  

(MINT$^+$)

As mentioned before, the problem $\text{MINT}^+$ has the same optimal solutions as Eq. (3.12). The SDP relaxation of $\text{MINT}^+$ is readily obtained. Let $v^*_+$ and $v^*_{\text{SDP}+}$ be the optimal objective values of $\text{MINT}^+$ and the SDP, respectively. Also, let $\hat{x}$ be the feasible solution of (MINT$^+$) generated from Algorithm 1. A direct application of Lemma 3.1 leads to the following with $\alpha \approx 0.878$.

$$\alpha \cdot v^*_{\text{SDP}+} \leq \mathbb{E}[\hat{x}^T \hat{P} \hat{x}] \leq v^*_+ \leq v^*_{\text{SDP}+} \leq \alpha \cdot v^*_{\text{SDP}+} + (1 - \alpha) \cdot c.$$  

(3.15)

Let the optimal objective values of (3.4) and its SDP (i.e., Eq. (3.8)) be $V^*$ and $V^*_{\text{SDP}}$, respectively. Observe that $v^*_+ = c - V^*$, $v^*_{\text{SDP}+} = c - V^*_{\text{SDP}}$ and $\mathbb{E}[\hat{x}^T \hat{P} \hat{x}] = c - \mathbb{E}[\hat{x}^T \hat{Q} \hat{x}]$; substituting these back to Eq. (3.15) leads to

$$V^*_{\text{SDP}} \leq V^* \leq \mathbb{E}[\hat{x}^T \hat{Q} \hat{x}] \leq \alpha \cdot V^*_{\text{SDP}} + (1 - \alpha) \cdot c.$$  

(3.16)

Notice that the constant $c$ in Theorem 3 is not universal. Instead, it is instance-dependant as it is a function of $\hat{Q}$. Thus, it is natural to expect that some instances admit small values of $c$ while others do not; this affects the tightness of the upper bound on $\mathbb{E}[\hat{x}^T \hat{Q} \hat{x}]$.

### 3.2 LP-based Approximation Algorithm

Although the SDP-based approximation algorithm enjoys nice theoretical guarantees, it is challenging to handle large-scale networks due to computational costs. In particular, Algorithm 2 involves solving an SDP, which is computationally expensive; the general method to solve an SDP is the primal-dual interior point method, which under mild conditions converges to a predefined accuracy in $O(n^{1/2})$ Newton iterations; each iteration involves roughly $O(n^3)$ operations (see Section 5.7 of [40]).

In this section, we describe another algorithm that is scalable to large-scale networks. Specifically, we relax $\text{MINT}$ to a linear programming (LP) by standard linearization and relaxation techniques. One surprising observation is that for most instances of $\text{MINT}$ the resulting LP admits integral solutions; this indicates that most instances of $\text{MINT}$ are easy in the sense that they are solvable in polynomial time. We leverage this observation and propose an LP-based algorithm to solve $\text{MINT}$.

#### 3.2.1 Linearization and Relaxation of MINT

The high-level idea is to transfer the expected loss $\mathbb{E}[L(x)]$ (i.e., Eq. (2.5)) from a binary quadratic function to a linear function involving binary variables. Then we relax the binary variables to continuous domain (i.e., $[0, 1]^n$). A detailed introduction of the linearization and relaxation is in [14].

First, we linearize each quadratic term in the expected loss by introducing a new variable $z_{i,j} = x_i x_j$. Specifically, we add three constraints to guarantee that $z_{i,j} = 1$ if and only if both $x_i$ and $x_j$ are equal to 1, i.e.,

$$z_{i,j} \leq x_i$$
$$z_{i,j} \leq x_j$$
$$z_{i,j} \geq x_i + x_j - 1.$$  

(3.17)

The relaxation step is simply replacing the original feasible region with the continuous region $[0, 1]^n$. The resulting LP is as follows.
\[
\begin{align*}
\min_{x \in [0,1]^n, z \in [0,1]} & \sum_{i,j} \Gamma_{ij} (x_i - z_{i,j}) + \sum_{j=1}^{n} \phi_j x_j \\
\text{s.t.} & \quad 0 \leq x_i \leq 1, \text{ for all } i \\
& \quad 0 \leq z_{i,j} \leq 1, \text{ for all } (i,j) \in E \\
& \quad z_{i,j} \leq x_i, \text{ for all } (i,j) \in E \\
& \quad z_{i,j} \leq x_j, \text{ for all } (i,j) \in E \\
& \quad z_{i,j} \geq x_i + x_j - 1, \text{ for all } (i,j) \in E.
\end{align*}
\]

\text{(MINT-LP)}

Recall that \( E \) is the edge set of \( G \). The coefficient \( \Gamma_{ij} \) is the \((i,j)\)-th entry of the matrix \( \Gamma = \alpha_2 P - \alpha_3 M \), and \( \phi_j \) is the \( j \)-th element of the vector \( \phi = \alpha_1 B_1 - \alpha_3 M^\top 1 \), where \( P, M \) and \( B \) are defined in (2.6). A quadratic term \( x_i x_j \) is in the expected loss if and only if there is an edge between \( i \) and \( j \); thus, the dimension of \( z \) is \( m \)—the number of edges in \( G \). The total number of variables is \( n + m \), and the total number of constraints is \( 2n + 2m + 3m \). Therefore, the size of MINT-LP is linear with respect to the size of \( G \).

### 3.2.2 Integral Solutions of MINT-LP

An interesting observation is that many instances of MINT-LP admit integral solutions, i.e., the optimal solutions consist of precisely 1 or 0. Intuitively, this means that the hardness result of MINT may be too pessimistic and the worst-case instances can be rare in practice. To verify the intuition, we identify an instance of MINT-LP with \( \alpha \) and \( \hat{P} \), i.e., MINT-LP\((\alpha, \hat{P})\); the vector \( \alpha \) includes the trade-off parameters, i.e., \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \); the distribution \( \hat{P} \) is the estimated joint distribution over the maliciousness of nodes. We assume a fixed \( \hat{P} \) and characterize the "hard" and "easy" instances in the space of \( \alpha \), which gives us an informal picture of where the "hard" instances reside.

Let \( \Delta_2 = \{ \alpha \geq 0 \mid \alpha_1 + \alpha_2 + \alpha_3 = 1 \} \) be the standard probability simplex. We generate different instances of MINT-LP by sampling the trade-off parameters \( \alpha \) from \( \Delta_2 \). Figure 2 visualizes the generated instances, with each subplot corresponds to a particular underlying network structures; each dot represents an instance with a specific trade-off vector, e.g., the top vertices represent the instances with \( (\alpha_1 = 0, \alpha_2 = 1, \alpha_3 = 0) \). The subplots (from left to right) correspond to a synthetic Barabási-Albert network [6], a synthetic Watts-Strogatz network [45], and a subgraph of the real-world Facebook network [27]; each network is associated with a distinct joint distribution \( \hat{P} \) simulated from data.

![Figure 2: Instances MINT-LP(\(\alpha, \hat{P}\)) generated by sampling \(\alpha\) from \(\Delta_2\). Each subplot corresponds to a particular underlying network with a specific \(\hat{P}\). From left to right, Barabási-Albert, Watts-Strogatz, and a subgraph of the Facebook network. Blue dots (resp. red dots) are the instances admitting integral (resp. fractional) solutions.](image)

One surprising observation from Figure 2 is that most instances (i.e., the blue dots) admit integral solutions; in other words, they are solvable in polynomial time despite the NP-hardness. On the other hand, the red dots represent the instances with fractional solutions; for simplicity we call these instances fractional instances. It is clear that fractional instances constitute a small
part of the space of instances. In particular, for the Barabási-Albert network there is no fractional instance at all, in other words, all instances can be solved in polynomial time. This supports the intuition: most instances of MINT encountered in practice are “easy”, in the sense that they are solvable in polynomial time by resorting to the corresponding LP formulation.

3.2.3 Perturbation-based Algorithm

With the observation from Figure 2, we describe a scalable algorithm based on MINT-LP. Given an input graph $G$ and the joint distribution $\hat{P}$ of maliciousness over nodes, we use MINT-LP($\alpha$) to represent an input instance parameterized by the trade-off parameters. The first step is to solve the corresponding LP, which results in an optimal solution $(x^*, z^*)$. If $x^*$ is integral, it is also an optimal solution of MINT. If $x^*$ contains fractional entries, we slightly perturb $\alpha$ with a vector $\delta \in \mathbb{R}^3$, i.e., $\alpha' = \alpha + \delta$; we control the magnitude of $\delta$ with some $\ell_p$ norm and a parameter $\epsilon$ (i.e., $\|\delta\|_p \leq \epsilon$) such that the perturbed trade-off vector is close to the original one. Intuitively, the small perturbation may “nudge” the fractional instance (MINT-LP($\alpha$)) to a nearby one (MINT-LP($\alpha'$)) that admits integral solutions. For the instances where the perturbation does not find an easy-to-solve alternative, we obtain an integral solution by randomly rounding the fractional $x^*$, e.g., run a Bernoulli trial for the $i$-th node with success probability $x^*_i$. The algorithm is described in Algorithm 3.

Algorithm 3 Scalable MINT

1: Input: $\alpha, \Gamma, \phi, G, \epsilon, \tau \triangleright$ we perturb the original instance at most $\tau$ times
2: Solve MINT-LP for $(x^*, z^*)$
3: if $x^*$ is integral then
4: Return $x^*$
5: else
6: $i = 0$
7: while $i < \tau$ do
8: Generate $\delta$ such that $\|\delta\|_p \leq \epsilon$ and $\alpha' = \alpha + \delta \geq 0$
9: $(\hat{x}^*, \hat{z}^*) \leftarrow$ solve MINT-LP($\alpha'$)
10: if $\hat{x}^*$ is integral then
11: Return $\hat{x}^*$
12: else
13: $i = i + 1$
14: end if
15: end while
16: Generate a set $\mathcal{R}$ of integral solutions by randomly rounding $\hat{x}^*$
17: $x^* \leftarrow \arg \max_{x \in \mathcal{R}} \mathbb{E}[L(x)] \triangleright \mathbb{E}[L(x)]$ is defined in Eq. (2.5)
18: Return $x^*$
19: end if

4 Experimental Results

4.1 Results for the SDP-based Algorithm

In this section we present experiments to show the effectiveness of MINT. In particular, we compared the performance of the SDP-based approximation algorithm (i.e., Algorithm 2) with two baselines. We focused on synthetic network structures, but derived distribution over maliciousness of nodes (i.e., $\hat{P}$) using real data. Specifically, we considered two types of network structures: Barabasi-Albert (BA) [6] and Watts-Strogatz networks (Small-World) [45]. BA is characterized by its power-law degree distribution, where the probability that a randomly selected node has $k$ neighbors is proportional to $k^{-r}$. For the BA network we experimented with three variants, BA-1, BA-2, and BA-3, which differ in the value of the exponent $r$ of their power-law degree distributions. For Small-World networks we also experimented with three variants, SW-1, SW-2, and SW-3, that
have different local clustering coefficients. For both networks we generated 20 instances each with $n = 128$ nodes.

In our experiments, we consider a simplified case where the maliciousness probabilities for nodes are independent. In addition, we assume that a single estimator (e.g., logistic regression) was trained to estimate the probability that a node is malicious based on features from past data. Note that these assumptions are reasonable for the purpose of validating the effectiveness of our model, since the focus of our model is not how to estimate maliciousness probabilities. For more complex cases, for example, when maliciousness probabilities for nodes are correlated, more advanced techniques (e.g., graph neural networks or Markov networks), can be applied to estimate the maliciousness probabilities, but our general approach would not change.

In all of our experiments, we derived $\hat{P}$ from data as follows. We start with a dataset $D$ which includes malicious and benign instances (the meaning of these designations is domain specific), and split it into three subsets: $D_{\text{train}}$, $D_1$, and $D_{\text{test}}$, with the ratio of $0.3 : 0.6 : 0.1$. Our first step is to learn a probabilistic predictor $\hat{f}(x)$ of maliciousness from $D_{\text{train}}$. Next, we randomly assign malicious and benign feature vectors from $D_{\text{test}}$ to the nodes on the network, assigning 10% of nodes with malicious and 90% with benign feature vectors. For node $i$, we use its assigned feature vector $x_i \in D_{\text{test}}$ to obtain the estimated probability of this node being malicious, i.e., $\hat{f}(x_i)$. The distribution $\hat{P}$ is thus $\{\hat{f}(x_i) | i \in V, x_i \in D_{\text{test}}\}$, which is used to construct the input to the algorithms. However, to ensure that our evaluation is fair and reasonably represents realistic limitations of the knowledge of the true maliciousness distribution, we train another probabilistic predictor, $f(x)$, now using the data $D_{\text{train}} \cup D_1$. Applying this new predictor to the nodes and their assigned feature vectors, we now obtain a distribution $P = \{f(x_i) | i \in V, x_i \in D_{\text{test}}\}$ which we use to evaluate performance.

We conducted two sets of experiments. In the first set of experiments we used synthetic networks and used data from the Spam [23] dataset to simulate the $\hat{P}$ and $P$, as described above. The Spam dataset $D$ consists of spam and non-spam instances along with their corresponding labels. In the second set of experiments we simulated $\hat{P}$ and $P$ from the Hate Speech data [11] collected from Twitter. The Hate Speech dataset is a crowdsourced dataset that contains three types of tweets: 1) hate speech tweets that express hatred against a targeted group of people; 2) offensive language tweets that appear to be rude, but do not explicitly promote hatred; and 3) normal tweets that neither promote hatred nor are offensive. We categorized this dataset into two classes in terms of whether a tweet represents Hate Speech, with the offensive language tweets categorized as non-Hate Speech. After categorization, the total number of tweets is 24783, of which 1430 are Hate Speech. We applied the same feature extraction techniques as Davidson et al. [11] to process the data.

**Baselines** We compared Algorithm 2 with LESS, a state-of-the-art approach for graph hypothesis testing, as well as a simple baseline which removes a node $i$ if its maliciousness probability $\hat{f}(x_i) > \theta^*$, where $\theta^*$ is a specified threshold. The algorithm LESS was proposed by Sharpnack et al. [37], and considers a related hypothesis testing problem. The null hypothesis is that each node in the graph is associated with a random variable sampled from the standard Gaussian $N(0,1)$, while the alternative hypothesis is that there is a fraction of nodes where the random variables associated with them are sampled from $N(\mu, 1)$ with $\mu$ other that 0 (in our interpretation, these are the malicious nodes). The algorithm LESS employs the generalized log-likelihood over a subset of nodes as a test statistic, and the hypothesis test is to find the subset that has the strongest evidence against the null hypothesis. We remove the subset of nodes found by LESS. The simple baseline has a trade-off parameter $\alpha$ between false-positive rate (FPR) and false-negative rate (FNR) (in our experiments $\alpha = 0.5$). We select an optimal threshold $\theta^*$ that minimizes $\alphaFPR + (1 - \alpha)FNR$ on training data.

**Results** The decision of which subset $S \subseteq V$ to remove was obtained by running Algorithm 2 and the baseline approaches. When evaluating the decision, we used the expected loss (i.e., $\text{Eq. (2.5)}$) and instantiated the underlying distribution as $P$. The loss incurred from decision $S$ is $E_{\hat{P}}[x_S]$, where $x_S \in \{0,1\}^n$ is the characteristic vector of $S$. The averaged losses for experiments where $\hat{P}$ and $P$ were simulated from Spam (resp. Hate Speech) data are shown in Table 2 (resp. Table 3). The top table contains the results on BA networks and the bottom table contains the results on Small-World networks. Each row corresponds to a combination of trade-off parameters
(α₁, α₂, α₃); for example, “1-2-7” corresponds to (α₁ = 0.1, α₂ = 0.2, α₃ = 0.7) and “equal” to (α₁ = 1/3, α₂ = 1/3, α₃ = 1/3). We experimented with four combinations of these: (0.1, 0.2, 0.7), (0.2, 0.7, 0.1), (0.7, 0.2, 0.1), and (1/3, 1/3, 1/3). Each number was obtained by averaging over 20 randomly generated network structures.

We now present experimental results to demonstrate the scalability of MINT-LP on real-world networks. We experimented with three real-world networks: 1) a network extracted from Face-

| BA-1 | BA-2 | BA-3 |
|------|------|------|
|      |      |      |

| SW-1 | SW-2 | SW-3 |
|------|------|------|
|      |      |      |

Table 2: Experiments where \( \hat{P} \) and \( P \) were simulated from Spam data.

Table 3: Experiments where \( \hat{P} \) and \( P \) were simulated from Hate Speech data.

The results in Tables 2 and 3 show that the SDP-based (denoted with MINT) and LP-based (denoted with MINT-LP) algorithms achieve the best performance except for a few settings. In particular, when the penalty of cutting connections between benign nodes is upweighted (i.e., “2-7-1”), MINT consistently outperforms other baseline approaches by a large margin; this shows the importance of considering connectivity when deciding which subset to remove. In the case of “1-2-7”, most instances are simple in the sense that they are solvable in polynomial time; as a result, MINT-LP achieves the best performance in these cases; however, MINT is not much worse than MINT-LP, indicating that the theoretical guarantee in Theorem 3 are meaningful. It is worth noting that most instances of “2-7-1” are hard in the sense that MINT-LP does not directly output integral solutions, instead the perturbation based algorithm was applied. Although the rounding step of the perturbation based algorithm (see step 16 in Algorithm 3) is a heuristic without theoretical guarantee, the losses are not much larger than that of MINT in practice. Finally, the running time of MINT and MINT-LP is showed in Table 4. The experiments were run on a machine with 3.8GHz CPU. All results were averaged over the three variants of each network. For BA networks, MINT-LP is on average 42 times (resp. 5 times) faster than MINT on Spam (resp. Hate Speech) data; similar speed-up is also observed on Small-World networks.

4.2 Results for the LP-based Algorithm

We now present experimental results to demonstrate the scalability of MINT-LP on real-world networks. We experimented with three real-world networks: 1) a network extracted from Face-
Table 4: The average running time of MINT and MINT-LP.

|          | BA      | Small-World |
|----------|---------|-------------|
|          | MINT    | MINT-LP     |
|          | MINT    | MINT-LP     |
| Spam     | 15.82s  | 0.37s       |
|          | 14.86s  | 0.37s       |
| Hate Speech | 19.00s  | 3.69s       |
|          | 18.71s  | 3.66s       |

book data with 4039 nodes and 88234 edges [20]; 2) the largest connected component from an email network including 986 nodes and 16064 edges [21]; 3) the largest connected component from Wikipedia data consisting of 7066 nodes and 100736 edges [22]. For the email network, the distributions $\hat{P}$ and $P$ were simulated from Spam data, while for the other networks the distributions were simulated from Hate Speech data. The experimental setup is the same as described in the previous section.

To have a complete view of how MINT-LP performs, for each network, we extensively solved 3000 instances of MINT-LP($\alpha, \hat{P}$) with $\alpha$ sampled uniformly at random from the standard probability simplex. For each instance, we compared with the simple baseline that decides whether or not to remove a node with a threshold $\epsilon$, as described in the previous section. Notice that neither the SDP-based algorithm nor LESS can scale to the real-world networks, due to the enormous memory consumption and high computational costs. The experimental results are showed in Figure 3. Each point in the figure represents the difference of the losses between the simple baseline and MINT-LP (i.e., $E_F[L_{\text{baseline}}] - E_F[L_{\text{MINT-LP}}]$), normalized across all 3000 instances. It is worth noting that there are only 6 (out of 3000 $\times$ 3) instances on the Facebook network where the simple baseline performs better than MINT-LP. The average running time (over the sampled instances) is: Email: 10.19s, Facebook: 122.43s, Wikipedia: 147.91s.

Figure 3: From left to right: Facebook, Email, and Wikipedia networks. Each point represents $E_F[L_{\text{baseline}}] - E_F[L_{\text{MINT-LP}}]$ normalized across all 3000 instances.

5 Discussion

We considered the problem of removing a subset of nodes from a network such that a customized loss function is minimized. In particular, we designed a model named MINT that considers both the likelihood that a node is malicious, as well as the network structure. Our key insight is for the loss function to capture both the direct loss associated with false positives and the indirect loss associated with cutting connections between benign nodes, and failing to cut connections from malicious nodes to their benign network neighbors. We first showed that optimally solving MINT is NP-hard, even under very restrictive settings, e.g., the nodes’ probabilities of being malicious are independent. Due to the hardness results, we proposed an approximation algorithm based on Semidefinite programming (SDP) and randomized rounding. We also provided theoretical bound to guarantee the quality of approximation. Experimental results showed that the approximation algorithm outperforms alternative approaches in terms of loss.
Although the SDP-based approximation algorithm enjoys both nice approximation guarantees and good empirical performance, it may be limited by the scalability to large-scale networks. The approximation algorithm consists of two steps: 1) solving an SDP for an optimal solution in continuous space and 2) converting the optimal solution back to discrete space with a randomized rounding algorithm. The bottleneck is solving the SDP, which costs $O(n^{3.5})$. To improve the scalability, we reformulated MINT as a linear programming (LP), i.e., MINT-LP; empirically, the LP is much cheaper to solve than solving the SDP. Intuitively, instead of solving the SDP in step 1, we solved the MINT-LP. One interesting observation is that the LP formulations of many instances admitted integral solutions despite the NP-hardness; indeed, worst-case instances may be rare in practice: as a result, MINT-LP directly outputs optimal solutions of MINT. For those really hard instances (i.e., the LP formulations do not admit integral solutions), we proposed a simple heuristic algorithm to convert the fractional solutions back to discrete domain.

Currently, we assume that the maliciousness probability distribution $\hat{P}$ is given as an input to MINT; the distribution can be estimated by a suitable ML model, e.g., graph neural networks. However, the training of the ML model usually focuses on minimizing prediction accuracy, which is at most a proxy of the actual loss that we care about. One future direction is to unify the training of the ML model and the optimization of MINT in an end-to-end fashion, such that the training is directly supervised by the decision quality.
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