Joint 3D Human Shape Recovery and Pose Estimation from a Single Image with Bilayer Graph
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Abstract

The ability to estimate the 3D human shape and pose from images can be useful in many contexts. Recent approaches have explored using graph convolutional networks and achieved promising results. The fact that the 3D shape is represented by a mesh, an undirected graph, makes graph convolutional networks a natural fit for this problem. However, graph convolutional networks have limited representation power. Information from nodes in the graph is passed to connected neighbors, and propagation of information requires successive graph convolutions. To overcome this limitation, we propose a dual-scale graph approach. We use a coarse graph, derived from a dense graph, to estimate the human’s 3D pose, and the dense graph to estimate the 3D shape. Information in coarse graphs can be propagated over longer distances compared to dense graphs. In addition, information about pose can guide to recover local shape detail and vice versa. We recognize that the connection between coarse and dense is itself a graph, and introduce graph fusion blocks to exchange information between graphs with different scales. We train our model end-to-end and show that we can achieve state-of-the-art results for several evaluation datasets. The code is available at the following link, https://github.com/yuxwind/BiGraphBody.

1. Introduction

Recovering 3D human shapes and poses from 2D images is a fundamental task for numerous real-world applications, such as animation and dressing 3D people [4, 17]. Some recent approaches restrict themselves to only estimate 3D poses [45, 50, 52], while other approaches need multiple images to achieve reliable shape recovery [19, 25]. Here we consider joint 3D human shape recovery and pose estimation from a single image.

As an undirected graph, a 3D mesh can represent a human shape, making graph-based techniques a natural fit to this task. For example, graph CMR [25] deforms a template human mesh in a neutral pose to a desired shape through a graph convolutional network. Graph convolutional layers then propagate the node features over the mesh. However, this mesh-graph only approach suffers from the issue node feature propagation will be extremely slow when the mesh has dense vertices, such as 1723 nodes used for human in general. We illustrate this limitation of mesh based graph in Fig. 1. The recent work [29] use transformer to reduce

Figure 1: By associating the mesh graph to the input image with a skeleton graph, the bilayer graph structure will shorten the paths between remote mesh nodes (1723 nodes here), when we connect a joint with the mesh nodes it controls. With the body parts are correlated, such as the ankle and the wrist, this bilayer graph implicitly learn the interaction between joints and mesh vertices and further shorten the path among the remote body mesh vertices.
the distance between any two nodes to 1 via self-attention mechanisms. However, self-attention over a down-sampled 423 mesh nodes is still not efficient; positional encoding may maintain the base coordinates information in the sequential ordering of the mesh nodes, still ignores the structured correlations between body parts.

To resolve the above issues, we propose a bilayer graph structure, where one layer is a mesh graph for human shapes, and the other layer is a newly added skeleton graph for body joints. As shown in Fig. 1, the newly added skeleton graph can associate the 2D body joints estimated from an image with their coordinates in 3D space. This body-joint-based correspondence allows us to attach detailed local image features to each body joint in the skeleton graph. In previous mesh-only graph approaches, as shown in Fig. 1a, the ankle and wrist nodes in the mesh graph can only connect to each other via multiple iterations of aggregation-and-combine operations in GCN. Image feature propagation will be extremely slow when the mesh template has 1723 nodes. This bilayer graph structure (see Fig. 1b) use sparse skeleton graph to guide the mesh nodes to exchange information in a more efficient way. It further shortens the paths between remote mesh nodes when connecting them via joints. We thus leverage the spatial non-locality of the mesh graph.

An added benefit of this two-layer graph structure is multi-tasking: achieving shape recovery and pose estimation at the same time. Two layers naturally model a human body from mesh and skeleton scales, handling shape recovery and pose estimation, respectively. The cross or fusion layer is a trainable bipartite graph that connects body joints and mesh nodes. Instead of imposing any fixed connections, such a bipartite graph can adaptively adjust the relationships between the mesh nodes and body joints. It enables the feature fusion between two scales of a human body, mutually enhancing two tasks. This is related to linear blend skinning [22], however, where skinning provides an analytical transformation, our cross layer learns a data-adaptive transformation between body joints and mesh nodes in the high-dimensional feature space.

In summary, our main contributions are:

- We are the first to propose a neural network based on a two-layer graph structure that jointly achieves 3D human shape and pose recovery. The skeleton graph module propagates pose (coarser-scale) information, the mesh graph module propagates detailed shape (finer-scale) information, and the fusion graph module allows us to exchange information across the two modules.
- We propose an adaptive graph fusion block to learn the trainable correspondence between body joints and mesh nodes, promoting information exchange across two scales.
- We validate our method on several datasets (H36M, UP-3D, LSP), and show that exchanging local and global image information from different scales provides a significant improvement and speedup over single graph methods.

2. Related Work

Human Shape Recovery Over the years there have been many approaches to recover 3D human shapes from images. Several methods propose to recover clothed humans from either single or multi-view images [1, 10, 17, 35, 38, 40, 41, 49, 53]. These approaches rely on well segmented humans in the images, and do not emphasize accurate 3D shape and pose. Our goal instead is to capture the 3D shape and pose accurately without relying on any prior segmentation. Other methods rely on the video input to recover 3D human shapes [21, 36, 43, 51]. While Our goal is to recover accurate 3D shape and pose from a single image only. To handle the alignment issue between neutral and deformed poses, [5] proposes an optimization procedure to iteratively refine the estimate. The authors in [8, 33] introduce a sequential and iterative approach from 2D poses. In this work, we propose a trainable two-layer graph structure to resolve the alignment issue which does not require iterations.

Graph CNNs for 3D Reconstruction Recently, graph convolutional neural networks (GCNs) have been used to recover 3D objects from images. In this method, objects are represented as meshes [46, 47]. Meshes are the de facto representation of 3D objects in computer graphics, and a mesh can be considered an undirected (3D) graph. The initial mesh before refinement may be a mesh obtained from a volumetric estimation [11]. The authors in [9] state the limitations of GCN for 3D pose estimation. To overcome this limitation, they propose learnable weights for the structure of the graph. To address the limited representation capability of GCN, we propose a two-layer-graph neural networks with adaptive edge weights to share information between two graph layers. Our work is an extension to the regression based approach called Graph CMR [25]. The input to Graph CMR is a human mesh in neutral pose along with global image features. Graph CMR then relies solely on graph convolutions to propagate information between nodes, and finally provide a 3D estimate. The mesh is refined by estimating SMPL parameters. We propose a two-layer graph to more efficiently propagate information. Multi-scale graphs have been explored in some other applications. The authors in [12] use multiple graph scales and exchange information via connectivity between different scales for the purpose of human parsing. The authors in [28] use multi-scale graphs for the purpose of joint human action recognition and motion prediction. The information between scales is fused according to feature replication and concatenation between the different graphs. In comparison, our fusion approach relies on a learnable graph adjacency matrix, which exchanges information between two body scales.

1 2D body joints can be well estimated from an image, e.g., [7, 42].
3. Problem Formulation

As shown in Fig. 1, to resolve the issues of lacking detailed local information and inefficient long-range interactions, we use a bilayer graph structure to jointly estimate a 3D human pose and recover a complete 3D mesh based on a single input RGB image (without knowing camera parameters). Mathematically, let \( I \in \mathbb{R}^{H \times W \times 3} \) be an RGB image with the height \( H \) and the width \( W \). Both 3D human pose and 3D mesh structure can be represented as a graph with a set of node coordinates and an adjacency matrix indicating their connecting relations. For the 3D pose, we denote the skeleton pose coordinates as \( V_s \in \mathbb{R}^{N_s \times 3} \), where \( N_s \) is the total number of body joints, thus the corresponding skeleton adjacency matrix is \( A_s \in \mathbb{R}^{N_s \times N_s} \). For the 3D mesh structure, we denote the mesh node coordinates as \( V_m \in \mathbb{R}^{N_m \times 3} \), where \( N_m \) is the number of mesh nodes. Then the adjacency matrix for the mesh structure is \( A_m \in \mathbb{R}^{N_m \times N_m} \). We aim to propose a model \( F(\cdot) \):

\[
\hat{V}_s, \hat{V}_m = F(I, A_m, A_s),
\]

to estimate human pose \( \hat{V}_s \) and the recovered human mesh \( \hat{V}_m \), which precisely approximate the targets \( V_s, V_m \), respectively.

This joint task naturally requires to model a human body at two scales: a sparse graph at the skeleton scale and a dense graph at the mesh scale. To explicitly model the vertex correlations at two scales, we introduce a fusion graph to learn how the joints control the deformation of the body mesh vertices, and vice versa. Thus we propose a two-layer graph structure that consists of a skeleton graph \( G_s(V_s, A_s) \), a mesh graph \( G_m(V_m, A_m) \) and a fusion graph \( G_f(V_s \cup V_m, A_f) \), where \( A_f \in \mathbb{R}^{(N_m + N_s) \times (N_m + N_s)} \) is the adjacency matrix for the fusion graph. Note that \( A_s, A_m \) are fixed and given based on the human body prior; see the predefined graph topology in Fig. 1; while \( A_f \) is data-adaptive during training.

The graph-based formulation makes Graph CNN (GCN) a natural fit for this task. We propose a Bilayer-Graph GCN to address this task effectively and efficiently. As a core of the proposed system, it brings two benefits: First, it naturally models a human body from both mesh and skeleton aspects, promoting local and non-local topology learning, which will speedup the convergence of training and improve the joint pose and shape recovery. Second, a fusion graph enables information exchange between two scales of a human body, mutually enhancing feature extraction at two scales and further improving the performances in two tasks.

4. Two-scale Graph Neural Network

To model the two-scale skeleton and mesh graph, and a fusion graph connecting them, we propose a bilayer graph neural network. Fig. 2 shows an overview of the this architecture. In this section, we introduce the detailed implementation of each building block in our proposed method.

4.1. Architecture Overview

As shown in Fig. 2, given a single input image, an image encoder will be firstly used to extract the features from it, and a 2D-pose detector will processes the image into a skeleton graph. Then on the top part, skeleton graph module attaches local joint features, and propagate the features in skeleton graph layer. While at the bottom part, mesh graph module attach the global image features and models the mesh graph layer. Between them, fusion graph module connects between all the skeleton joints and mesh nodes, and exchange dual-scale information in a structured way. Finally, the learned joint and mesh node representation will be used to regress the 3D pose and mesh coordinates.
4.2. Image Encoder

The functionality of an image encoder module is to extract informative visual features from an RGB image, which would be the input for the subsequent modules. Given an input RGB image \( I \), we use a multi-layer CNN to obtain a collection of intermediate image features from the output of each layer \( l \), \( \{X_{im}^{(l)}\}_{l=1}^{L} = F_{im}(I) \), where \( F_{im}(\cdot) \) is a CNN whose architecture follows ResNet50 [14].

4.3. Bilayer Graph Module

We propose to employ Graph CNN to jointly regress the 3D coordinates of the mesh and skeleton vertices. It consists of three sub-graphs: the mesh graph module, the skeleton graph and the fusion graph module.

For each sub-graph, we employ the same basic graph convolutions to formulate them [23], which is defined as:

\[
X^{\ell+1} = AX^{\ell}W \in \mathbb{R}^{N \times d_{\ell+1}}
\]

where \( \ell \) indicates the \( \ell \)-th convolutional layer, \( A \in \mathbb{R}^{N \times N} \) is a graph adjacency matrix for the (sub)graph, \( W \in \mathbb{R}^{d_{\ell} \times d_{\ell+1}} \) is a convolution weight matrix, \( X^{\ell} \in \mathbb{R}^{N \times d_{\ell}} \) is the input feature vector. As shown in Eq. (2), given a set of vertices initialized with input features \( (X^{0}) \) and their adjacency matrices \( (A) \), the graph convolution layer allows feature propagating and updating over the (sub)graph so that each vertex can aggregate information from its neighbors. In the following, we will introduce the functions of the three sub-graphs separately, and comparatively study the input and adjacency matrix of them.

4.3.1 Mesh Graph Module

The functionality of a mesh graph module is to regress the posed 3D mesh conditioned on the input image features. It is identical to graph layers of GraphCMR [25]. We start from the template mesh in neutral (T-) pose introduced by SMPL and deform them to the shaped and posed mesh with the graph convolutions.

**Inputs** We employ the template coordinates as the position embedding of the mesh vertices, and attach it with the 2048-D global feature vector of ResNet-50 [14] to feed in the mesh graph module.

Let \( x_{im}^{T} \) be the global image feature after the average pooling layer and \( v_{m,i} \) is the 3D coordinate of a \( i \)-th template mesh vertex. For each mesh vertex, we have an initialized feature defined as:

\[
X^{0}_{m,i} = F_{m}^{0}(v_{m,i}^{T} \oplus x_{im}^{T}) \in \mathbb{R}^{d_0}
\]

Where \( \oplus \) denotes feature vector concatenation and \( F_{m}^{0} \) denotes the linear layer to reduce the dimension (the typical reduced dimension is 512) of the concatenated features whose weights shared among all mesh vertices.

**Mesh adjacency matrix** \( A_{m} \) is initialized as a binary matrix to indicate the connectivity among the vertices as shown in Fig. 1 and further row-normalized.

4.3.2 Skeleton Graph Module

The functionality of a skeleton graph module is to lift the 2D pose estimated from an input RGB image to a 3D pose. As shown in Fig. 1b, the sparse skeleton graph can promote the non-local topology features of the dense mesh graph and enhance the correlations between different body parts. Furthermore, we extracted the local features around the joints for precise pose.

**Inputs** Instead of using global image features for all the joint nodes, we use joint-aware local features for joint nodes. Given the image, we use HRNet [42] off-the-shelf to estimate the 2D positions of body joints in this image. For each body joint, we crop a patch centered at the estimated 2D positions with the size of the average estimated bone length from the joints per image, using RoI Align [13] from the \( k \)-th image feature map \( (K \text{ layers in total}) x_{im}^{k} \) of ResNet-50 [14]. This feature patch reflects the local visual information around the corresponding body joint. We concatenate the image feature patches with the positional embedding as the initial skeleton features as:

\[
X_{s,i}^{0} = F_{s}^{0}(\hat{s}_{i} \oplus \text{RoI}(v_{s,i}, x_{im}^{1}, ..., x_{im}^{K})) \in \mathbb{R}^{d_0}
\]

where \( \hat{s}_{i} \) body joint estimated by HRNet as \( \hat{s}_{i} \in \mathbb{R}^{2} \), \( \text{RoI}(\cdot) \) returns image feature patches from \( x_{im}^{k} \) using RoI Align [13] with the patch centered at \( \hat{s}_{i} \). Similarly, \( F_{s}^{0} \) is a linear layer and share the weights among the skeleton vertices. We also experimented with the skeleton template coordinates as the positional embedding but we did not observe quantitative improvement in the results and thus keep the 2D embedding for all experiments.

**Skeleton adjacency matrix** We use fixed adjacency matrix for \( A_{s} \). The element is initialized as the reciprocal of the Euclidean distance between two template joint vertices.

4.3.3 Fusion Graph Module

The functionality of a fusion graph is to correlate the sparse skeleton graph and the dense mesh graph and enable information exchange between them and mutually enhance both tasks of 3D shape recovery and pose estimation. As shown in Fig. 1b, the fusion graph connection can shorten the path of two remote mesh vertices dramatically and will speedup the non-local information propagation of the mesh graph.

**Inputs** The fusion graph consists of the vertex from both the Mesh Graph and Skeleton Graph and applies the same
As the parametric representation of the human body can be very useful for down-stream tasks (e.g., body manipulation), we follow [25] to train a MLP module to regress pose (θ) and shape (β) parameters for a SMPL model [32] from the predicted mesh \( \hat{V}_m \).

4.4. Training

**Losses** To train the Bilayer GCN, we apply loss functions on the output of the Bilayer GCN and SMPL regressor and minimize the errors between the predictions and ground truths. Firstly, we use the a per-vertex \( L_1 \) loss between the ground truth \( V_m \) and predicted mesh vertices \( \hat{V}_m \) from Mesh-GCN, denoted as \( L_m \), and between the GT and predicted joint vertices \( \hat{V}_s \) from Skeleton-GCN, denoted as \( L_s \).

We follow [20, 25] to multiply the predicted mesh \( \hat{V}_m \) by a predefined matrix to get 3D joints, denoted as \( \hat{V}_{m,3d} \). \( L_1 \) loss is also applied to it and its GT \( V_s \), denoted as \( L_{m,3d} \).

As we trained on mixed datasets consisting of both 3D and 2D data, we have additional supervision on the 2D joint features of the Mesh-GCN with two graph linear layers. Apply this camera parameters to \( V_{r,3d} \) and \( V_s \), we get two sets of 2D pose and use a \( L_1 \) loss on them and the 2D GT pose, denoted as \( J_{m,2d} \) and \( J_{s,2d} \) respectively.

Finally, we apply MSE loss on the predicted SMPL shape (\( \hat{\theta} \)) and pose (\( \hat{\beta} \)) parameters, denoted as \( L_{\theta} \) and \( L_{\beta} \) respectively. And we have the final loss as below:

\[
L = L_m + L_{m,3d} + L_{s,3d} + L_s + L_{s,2d} + L_{\theta} + \lambda L_{\beta}, \quad (6)
\]

**Focal loss for regression** We observe that in the above losses on 3D vertices, the error caused by each body part varies a lot. For example, the joints on legs and arms usually have much larger error than the other parts. The intuition is that the variation for body limbs is much larger compared to torso and head. We generalize the focal loss [30], which
addresses class imbalance by down-weighting the loss for well-classified samples, to this regression tasks to addresses the imbalanced vertex error. We modify it based on the $L_1$ loss of the target, i.e.,

$$\mathcal{L}_{fl} = -(\alpha \mathcal{L})^\gamma \log(1 - \max(\tau, \alpha \mathcal{L})),$$

where $\mathcal{L}$ is the $L_1$ loss, $\alpha$ is a factor to scale $\mathcal{L}$ to $(0, 1)$, $\tau < 1$ is a threshold that truncates $\alpha \mathcal{L}$ with a maximum value to avoid unreasonably large loss when $\alpha \mathcal{L}$ approaches 1, $(\alpha \mathcal{L})^\gamma$ is a factor to reduce the relative loss for well-regressed vertices with $\gamma > 0$.

5. Empirical Evaluations

We have evaluated our proposed method and present the results in this section. The datasets have different 2D annotations. We have selected the 12 joint annotations in common for the skeleton graph to define its graph structure.

5.1. Datasets and Evaluation metrics

**Human 3.6M** This indoor 3D dataset [15, 16] comprises eleven subjects performing 17 common scenarios, e.g. sitting down, talking on the phone. The training data contains ground truth 2D joints, 3D joints, and SMPL (pose and shape) parameters. The entire dataset contains 3.6M images. For training we only have access to subjects 1, 5, 6, and 7, and 8 (about 1.55M images). Subjects 9 and 11 are held out for evaluation (about 0.5M images).

**UP-3D** Unite the People 3D [27] consists of images with annotations by humans doing sports and other miscellaneous activities. Besides ground truth 2D keypoints, SMPL fits have been performed on the 2D keypoints to produce ground truth SMPL parameters. About 7K images are used for training, and 639 held out for evaluation.

**LSP** Leeds Sports Pose [18] contains 2K images with 2D joint annotations of people playing sports. We use 1000 images for training, and 1000 for evaluation.

**COCO** Common Object in Context [31] also contains images of people annotated 2D keypoints. About 28K images are used for training. We do not evaluate for this dataset.

**MPII** MPII Human Pose dataset contains images with annotated body joints of people performing 410 different activities [2]. We use about 15K training images from this dataset, and do not evaluate on this dataset.

**Evaluation metrics** For H36M we report the mean Euclidean distance (mm) between the predicted and ground truth 3D joints after root joint alignment (MPJPE), and rigid alignment error (PA-MPJPE) as in [54]. For UP-3D we report MPVE, which is a mean per-vertex error between the predicted and ground truth shape, and for LSP we report accuracy (Acc.) and F1 score on foreground-background (FB seg) and part segmentation (Parts seg). We report non-parametric (np) and SMPL parametric (p) predictions for H36M P1, P2 and UP-3D datasets.

### Table 1: Comparison with the state-of-the-art on Human3.6M (Protocal 1 and 2) for estimated 3D poses (see suppl. mat. for per-activities results).

| Methods | PA-MPJPE | MA-MPJPE | PA-MPJPE | MA-MPJPE |
|---------|----------|----------|----------|----------|
| SMPLify [5] | - | - | - | - |
| Lassner [27] | - | - | - | - |
| HMR [19] | 88.5 | 58.1 | - | - |
| NBF [34] | - | - | - | - |
| Pavlakos [37] | - | - | - | - |
| Kanazawa [21] | - | - | - | - |
| Arnab [3] | - | - | - | - |
| GraphCMR [25] | 75.0 | 51.2 | 72.7 | 49.3 |
| SPIN [24] | - | - | - | - |
| IL2-MeshNet [33] | - | - | 55.7 | 41.1 |
| METRO [29] | - | - | 54.0 | 36.7 |
| Ours | 61.2 | 35.4 | 58.5 | 34.0 |

### Table 2: Comparison with the state-of-the-art on LSP for 2D projection from the predicted non-parametric mesh.

| Methods | FB seg | Parts seg |
|---------|--------|-----------|
| SMPLify oracle [6] | - | - |
| SMPLify [6] | 92.17 | 88.82 |
| SMPLify on [37] | 91.89 | 87.71 |
| Bodynet [44] | 92.17 | 88.24 |
| HMR [19] | 91.67 | 87.12 |
| SPIN [24] | 91.83 | 89.41 |
| GraphCMR [25] | 91.46 | 88.49 |
| Ours | 93.12 | 90.96 |

### Table 3: Comparison with the mesh-only graph method [25] on UP-3D for estimated 3D mes (MPVE is in mm).

| Methods | MPVE (np) | MPVE (p) |
|---------|-----------|----------|
| GraphCMR [25] | 104.5 | 122.9 |
| Ours | 59.0 | 61.1 |

5.2. Experiment Details

We use a pre-trained ResNet-50 to extract perceptual features. Our model is trained end-to-end with a batch size of 64 and learning rate of $2.5 \times 10^{-4}$. Mini-batches during training are assembled by selecting images from the five training datasets. The composition is 30%, 20%, 10%, 20% and 20% for Human3.6M, UP-3D, LSP, COCO and MPII respectively. The Adam optimizer is used to determine the weight updates. We train our model for fifty epochs, but we observed fewer epochs could suffice (see Section 5.3). During training, we apply the focal loss $L_{fl}$ (with $\alpha = 1$, $\gamma = 1$) to the estimated 3D pose from Mesh-GCN ($\hat{V}_s$) and the coefficient before this loss term is 5.0. We mixed the ground truth and the estimated 2D joint location to get feature patches during training with a mixture ratio which gradually decreases to zero at the last epoch during training and only use the estimated 2D joints during inference.

5.3. Main Results and Analysis

We compare our method to state-of-the-art methods on H36M, UP-3D and LSP datasets, which evaluates 3D poses, 3D mesh, and 2D projections of the mesh respectively.
The results are shown in Tables 1, 3 and 2 for those three datasets. Our method either outperforms or achieves comparable performance as the prior methods on those datasets.

First of all, we aim to investigate how the bi-layer graph performs for body recovery. To this end, we first focus on the Human3.6M dataset and UP-3D dataset. The rich human activities in their images is a natural target to study the correlation between body parts, which requires long-range interactions. We evaluate the regressed mesh by our bi-layer graph through 3D pose accuracy, in comparison to the mesh-only graph method [26] and the self-attention in transformer [29] as shown in Table 1. In both cases, we outperform them in reconstruction error (PA-MPJPE), indicating that our proposed bi-layer graph uses the non-local interactions efficiently for body recovery. We also evaluate the regressed mesh and the mesh calculated from the regressed SMPL on the UP-3D dataset in Table 3, which demonstrates that our method can promote the fine-grained interactions between mesh vertices for improved body shape. We also evaluate 3D shape through silhouette projection on the LSP dataset in Table 2. Our proposed bi-layered graph again outperforms prior methods.

Our model aim to jointly model local vertex-vertex (defined by mesh neighbourhood), non-local vertex-joint, and joint-joint interactions. We get insight of vertex-joint intersections by the learned fusion adjacency matrix \( A_f \) in Fig. 4. Firstly, strong interactions between a joint and its nearby mesh vertices are encouraged, thus the joint will guide the mesh recovery. We achieve this by setting the initial values of \( A_f, s \) (see Eq. (5)) as the reciprocal of the Euclidean vertex-join distance in T-pose mesh. This intersections cover a range larger than the fine-grained vertex-vertex interactions predefined by mesh neighborhood. Secondly, long-range joint-vertex interactions are learnt between a joint and remote vertices near another joint, when the body part correlation happens. Please see the example of the right ankle and right wrist in the left sub-figure of Fig. 4. Our intersections differ from the transformer-based METRO [29] in two ways: the local vertex-vertex intersections avoid huge computation of the brute-force self-attention; and joint-vertex intersections learnt from the Fusion Graph efficiently model the most important topology knowledge between body mesh and joints. Together with the localized image features, our model achieves comparable performance to METRO [29] of the strong representation ability for the fully connected intersections. We believe that attention and knowledge-aware bi-layer graph network can be integrated to learn the interactions.

Finally, we evaluate the efficiency of the bi-layer graph structure through the convergence speed of the training compared to the mesh-only method [25] (see Fig. 5). Our model (in blue) achieves a lower, more stable loss much earlier compared to the baseline [25] (in orange), which indicates that the speedup of information propagation along this bi-layer graph can potentially reduce the training time.

Qualitative Results Fig. 6 and 7 show four successful examples and two failure cases due to challenging poses and occlusions (see suppl. mat. for more examples).
5.4. Ablation Studies

Benefit of bi-layer graph vs. localized features

As shown in Table 4, instead of single-mesh only graph (A), bi-layer graph only (B) or localized image features only (C), it is the combination (D) of Fusion Graph and localized features that jointly contribute most to the performance gain. This combination is the core difference from the transformer-based METRO [29] and other hierarchical structures, such as CoMA [39] (see suppl. mat. for more discussion).

Benefit of Fusion Graph

Since we design a bi-layer graph structure connected with fusion graph for mesh recovery, one interesting question is that whether the fusion graph is useful. In Table 5, we study the fusion graph by limiting its usage in the bi-layer graph network: replacing with a simple fusion by pooling (avgpool-as-fusion and maxpool-as-fusion) and restricting it applied to only the first or the last graph layer (fusion-at-first and fusion-at-last respectively). The simple fusion strategy will lose the individual interaction between a joint vertex and a mesh vertex as each joint (mesh) vertex apply an identical feature from pooling the mesh (joint) vertices feature. We compare those strategies to our fusion graph and observe the performance increase significantly with allowing more fusion connections in the network and our fusion graph works on best with the full connections in all graph layers.

Weight sharing

We exploit the property of GCN to share weights between skeleton-GCN and Mesh-GCN for compact model size. In Table 5, it is interesting to observe only marginal performance loss, indicating the strong representation ability of GCN on the body and skeleton topology.

Focal loss

To demonstrate the benefit of the focal loss for regression, we trained the model with $L_1$ loss on $\hat{V}_s$ instead of the proposed focal loss and keep the other losses the same. In Table 5, we see that $L_1$ loss works a bit inferior to the focal loss. We will explore the use of focal loss in future work for improving the overall performance.

6. Conclusion

We have proposed a dual-scale graph-based method for 3D human shape and pose recovery from a single image. A skeleton graph estimates 3D pose, and a mesh graph estimates 3D shape. A fusion graph promotes the exchange of local and global information between the two graphs. And Fusion Graph employs an adaptive adjacency matrix to learn which nodes between the two scales influence one another most. Our results show that we can outperform state-of-the-art methods. Some poses, and partial occlusions remain challenging. For future work, We would like to extend our work to take both single and multi-view images as input, which may help improve performance. In addition, 3D reconstruction of objects from images in general, not only humans, is an interesting research direction.
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Additional Studies and Results

Per-Activity Evaluation for Human 3.6M

The Human 3.6M dataset [15, 16] contains people performing 15 activities, such as sitting down and walking. In the main paper, we reported our best model (shown in Table 2 of the main paper), which applies No Weight Sharing. Table 6 and 7 shows the evaluation of non-parametric and SMPL parametric predictions on Human 3.6M for each activity separately. The activities represent Providing Directions, Having a Discussion, Eating, Greeting, Making a Phone Call, Taking a Photo, Posing, Making a Purchase, Sitting, Sitting Down, Smoking, Waiting, Walking a Dog, Walking Together, and Walking respectively. It is clear from the table that the performance for certain activities (highlighted in red), e.g., Walking, compares favorably to others, e.g., Sitting Down, as those poses are much more challenging and consequently have higher errors.

| Act.          | MPJPE$_1$ | PA-MPJPE$_1$ | MPJPE$_2$ | PA-MPJPE$_2$ |
|---------------|-----------|--------------|-----------|--------------|
| Directions    | 62.65     | 34.72        | 56.83     | 32.11        |
| Discussion    | 62.00     | 37.43        | 58.27     | 36.44        |
| Eating        | 63.35     | 38.59        | 59.95     | 37.32        |
| Greeting      | 64.49     | 38.63        | 59.96     | 37.50        |
| Phoning       | 65.71     | 40.39        | 63.45     | 37.92        |
| Photo         | 74.37     | 45.42        | 69.97     | 44.86        |
| Posing        | 64.08     | 37.97        | 59.08     | 34.96        |
| Purchases     | 65.84     | 37.47        | 62.52     | 37.46        |
| Sitting       | 74.62     | 47.14        | 70.46     | 46.33        |
| SittingDown   | 79.76     | 53.81        | 79.31     | 51.85        |
| Smoking       | 62.57     | 40.04        | 59.10     | 38.79        |
| Waiting       | 64.18     | 37.97        | 59.42     | 35.74        |
| WalkDog       | 63.57     | 39.57        | 63.71     | 40.44        |
| WalkTogether  | 59.60     | 34.73        | 58.83     | 34.15        |
| Walking       | 55.09     | 32.87        | 54.02     | 32.65        |
| Overall       | 65.35     | 39.91        | 62.16     | 38.56        |

Table 6: Evaluation of non-parametric predictions on Human 3.6M per activity. Certain activities (in red) result in better performance, compared to others. Numbers are MPJPE and PA-MPJPE in mm.

Non-Parametric vs Parametric

Result comparison As shown in Table 6 and 7, the non-parametric shape is the regression result of all mesh vertices from the Bi-layer Graph and is generally able to learn the pose better than the SMPL parametric predictions on Human 3.6M dataset. Please note the evaluation on SMPL parametric predictions is still comparable to the state-of-the-arts as shown in Table 1 in the main paper. As introduced in the main paper, the Bi-layer Graph and SMPL regressor forms a pipeline, and the input of the later module depends on the output of the former module. The good performance of the later module further illustrates that our proposed Bi-layer Graph has addressed the dense regression of body mesh vertices well. Comparing the third and last rows of Figure 6 and Figure ??, we can observe that some key-points of the SMPL prediction, e.g. ankles, are slightly off the ground truth while the non-parametric poses are more accurate.

More discussion about other networks

METRO Both the transformer-based METRO [29] and our model aim to jointly model vertex-vertex, vertex-joint, and joint-joint interactions. But they differ in the ways of representing each vertex and joint and learning those interactions. METRO uses self-attention to brute-force learn all interactions. Although powerful, the self-attention has a well-known issue of the quadratic time and memory complexity. METRO has to down-sample the mesh to 431 vertices and train on very large mixed datasets for a long time (200 epochs) to learn all the interactions. Rather than the brute-force self-attention, we inject prior knowledge of the mesh topology into the Mesh Graph (1723 vertices), whose adjacency matrix is naturally sparse. In this way, our model trains on a smaller amount of data for 50 epochs and converges faster: the accuracy increases rapidly in the first 12 epochs and becomes stable after 32 epochs as shown in Figure 5 in the main paper. Together with the localized image features, our model achieves comparable performance to self-attention based METRO. We believe that attention and knowledge-aware bi-layer graph network can be integrated to learn the interactions.

CoMA Compared to the hierarchy GCN capturing face shape and expression at multiple scales in CoMA [39], our bi-layer graph is simple and efficient to represent non-local body mesh with the additional skeleton-scale graph. Firstly, we use the prior knowledge that the body mesh highly depends on the joint notion. Secondly, extra intermediate-scale body mesh representations by down-sampling (as in CoMA) doesn’t help based on our trials. Additionally, our
bi-layer graph uses both vertex and joint inputs, rather than just vertices as CoMA does. Our Fusion Graph further learns dynamic vertex-joint correlations, while the transform matrices of down-sampling and up-sampling layers in CoMA are predefined and fixed.

Figure 8: One example of bad pose in different 3D views. The two rows show parametric and non-parametric results respectively.

**Qualitative comparison** On the other side, we note that the shape of the parametric (SMPL) prediction is smooth but the shape of the non-parametric prediction may exhibit non-smooth artifacts. To demonstrate it, we shows examples of the rendered mesh for non-parametric prediction in Figure 9, and the ones for SMPL predictions in Figure 10 for the evaluation images from the Human 3.6M, UP-3D and LSP datasets. To avoid some of the noise artifacts, we can apply some surface constraints, like vertex normal loss, to smooth the predicted surface for non-parametric methods in the future.

**Qualitative results on occlusion**

The body is always self-occluded in a single image. It is especially challenging to predict the occluded limbs because of their rich poses from a variety of activities. This requires the methods to deduce the missing limbs from the other visible parts. Our model explicitly embed the whole joints and mesh in the bi-layer structure, enabling to learn the occluded part in a data-driven way. This bi-layer structure further learn the interactions between the body joints and mesh vertices by the fusion graph and thus guide the dense mesh with the sparse joints, which is less challenging to learn from the data. In Figure 9 and 10, We render the predicted meshes from different views and demonstrate that our methods can always learn the occlusion well from the data. We also show a failure case of local hands pose in Figure 8. Although the shape and pose seem correct from the camera view of the image, when viewed from different angles, we can see that the hands are separated rather than joined.
Figure 9: Qualitative non-parametric results. From left to right: input image, pose and shape, two different view perspectives.

Figure 10: Qualitative SMPL parametric results. From left to right: input image, pose and shape, two different view perspectives.