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The vanguard of many-body theory is nowadays dealing with the full frequency dynamics of \( n \)-point Green’s functions for \( n > 2 \). Numerically, these objects easily become a memory bottleneck, even when working with discrete imaginary-time Matsubara frequencies. Here, we use the intermediate representation (IR) to compactify the two-point Green’s function and three-point Fermion-Bose vertex directly on the real frequency axis, on the basis of numerical renormalization group (NRG) data. We empirically observe an upper bound of the relative error when comparing the IR reconstructed signal with the original NRG data, and demonstrate that a IR compactification is possible.

I. INTRODUCTION

Many-body \( n \)-point Green’s functions are at the very core of quantum field theory [1, 2]. Its two-point variant describes the propagation of a single particle, which may be strongly renormalized or even indicate a Mott metal-insulator transition due to strong interactions [3, 4]. The three-point Green’s function describes the coupling of three bosons or that of fermions to bosonic degrees of freedom. An example is the coupling of electrons to spin fluctuations, which, among others, is of relevance for the physics of high-temperature superconductivity [5–8]. The four-point fermionic Green’s function, in turn, is connected to physical response functions. An example is the optical conductivity which may show various vertex corrections, such as excitons [9, 10], weak-localization corrections [11] and \( \pi \)-tongs [12].

Such \( n \)-point Green’s functions or the associated vertex functions also form the backbone of dynamical mean-field theory (DMFT) [13–16] and diagrammatic extensions thereof [17–19]. Specifically, DMFT is closely connected to the two-point (one-particle) Green’s function or the associated vertex, the self-energy, which are determined self-consistently within the DMFT cycle [14]. Diagrammatic extensions are either based on the four-point vertex [17, 18], where the three-point vertex enters additionally for solving the Bethe-Salpeter equation efficiently [20, 21], or on the three-point vertex directly [22, 23]. Also tiling a major part of the non-local correlations with three-point vertices and including the residual four-point vertex in the parquet equations is possible [24, 25].

These three-point (and even more so the four-point) correlators easily become huge objects in the full parquet version of the diagrammatic extensions of DMFT [26, 27], where they depend on two(three) frequencies and momenta. Momentum is discretized within the Brillouin zone, and frequencies are discretized at Matsubara frequencies. Despite using a truncated-unity expansion for the momenta [28] and the high-frequency asymptotics for the frequencies [27, 29], memory access quickly becomes the computational bottleneck.

A breakthrough to overcome this obstacle was recently achieved using the intermediate representation (IR) [30, 31] which is based on the rapid decay of singular values of the integration kernel for the spectral representation in terms of Matsubara frequencies. At the same time, pioneering work using the numerical renormalization group (NRG) [32, 33] allowed, for the first time, the calculation of the full real-frequency dynamics of the four-point correlator for a single impurity Anderson model (SIAM). This four-point Green’s function or the associated vertex constitute the starting point for the aforementioned diagrammatic extensions of DMFT.

In this paper, we compactify NRG data for the two- and three-point Green’s function in the IR basis. Starting point is the representation of the \( n \)-point time-ordered correlation functions as a sum of integrals convolving kernel functions and spectral densities. We further demonstrate that the IR basis cannot only be employed on the Matsubara axis but also on the real frequency axis.

The outline of the paper is as follows: In Section II the general representation of the \( n \)-point Green’s function in terms of spectral densities and Kernel functions is recapitulated, before turning to the specific spectral representation of the two- and three-point correlator which are at the focus of the present paper. Section III provides some information on the SIAM model and NRG method. In Section IV, the NRG calculation of the two-point Green’s function and three-point Fermi-Bose vertex is validated against the exact result in the atomic limit and numerical quantum Monte Carlo (QMC) data for a finite hybridization, including an analysis of the error. Section V briefly recapitulates the IR. In Section VI we present our key results, the IR representation of the NRG two- and three-point correlator on the real axis. Section VII further demonstrates the compactification, using real-frequency data as a starting point. Finally, Section VIII provides a summary.

II. SPECTRAL DENSITY REPRESENTATION OF TWO- AND THREE-POINT FERMIONIC CORRELATORS

Let us presume the reader is familiar with the Matsubara and imaginary time formalism of quantum field theory [1] and define the \( n \)-point fermionic imaginary-time Green’s function

\[
G(\tau_1, \ldots, \tau_n) = (-1)^{n-1} \langle T \tau_1 A_1(\tau_1) \cdots A_n(\tau_n) \rangle,
\]

where the Wick operator \( T \tau \) orders the fermionic operators \( A_i(\tau_i) = e^{i H \tau_i} A_i e^{-i H \tau_i} \) with \( 0 \leq \tau_i < \beta = 1/T \) in descending chronology (with an additional minus sign for an odd permutation). For time-translational invariant systems, we can set
\[ G(\tau_1, \ldots, \tau_{n-1}) = (-1)^{n-1} T_T \left( \prod_{i=1}^{n-1} A_i(\tau_i) \right) A_n. \] (2)

We follow hereby the notation of Ref. [32] using a calligraphic symbol in order to refer to the full \( n \)-point object, while a roman symbol for a correlator with \( n - 1 \) independent arguments. The time-ordered product can be formally expanded into a sum over permutations \( S_{n-1} = \{\sigma_1, \sigma_2, \ldots, \sigma_{n-1}\} \) of the time indices:

\[
T_T \left( \prod_{i=1}^{n-1} A_i(\tau_i) \right) = \sum_{\sigma} \text{sgn}(\sigma) \left( \prod_{i=1}^{n-2} \theta(\tau_{\sigma(i)} - \tau_{\sigma(i+1)}) \right) \left( \prod_{i=1}^{n-2} A_{\sigma(i)}(\tau_{\sigma(i)}) \right),
\] (3)

where by \( \sigma_{j(i)} \) we denote the place of the \( i \)-th index in the \( j \)-th permutation. Note that all addends except for the chronologically ordered one are zero because of the Heaviside functions. This expression can be further rearranged into kernel and spectral functions as follows (for a detailed derivation via the Lehmann representation see Appendix A)

\[
G(\tau_1, \ldots, \tau_{n-1}) = \sum_{\sigma} \text{sgn}(\sigma) \int d^{n-1} \epsilon 
\times K_\sigma(\tau_1, \ldots, \tau_{n-1}; \epsilon_1, \ldots, \epsilon_{n-1}) \rho_\epsilon(\epsilon_1, \ldots, \epsilon_{n-1}),
\] (4)

since each permutation comes with a kernel function:

\[
K_\sigma(\tau_1, \ldots, \tau_{n-1}; \epsilon_1, \ldots, \epsilon_{n-1}) = (-1)^{n-1} \left( \prod_{i=1}^{n-2} \theta(\tau_{\sigma(i)} - \tau_{\sigma(i+1)}) \right) e^{-\epsilon_T \tau_{\sigma(n-i-1)}},
\] (5)

convoluted with an associated spectral density:

\[
\rho_\epsilon(\epsilon_1, \ldots, \epsilon_{n-1}) = \int dt \left( \prod_{i=1}^{n-1} A_{\sigma(i)}(t_i) \right) e^{i\epsilon t_i} A_n.
\] (6)

Here \( \epsilon_i \) stands for excitation energies between two eigenstates (cf. Appendix A), and the \( d^{n-1} \epsilon \) and \( dt^{n-1} \) integrations merely warrant \( t_i = \tau_{\sigma(i)} \) reproducing the original Eqs. (2), (3). This arrangement is very similar to Eq. (3a) ff. in Ref. [32] except that we decompose here the time-translational invariant correlator and introduce an energy integral \( d^{n-1} \epsilon \) to imply the connection to the spectral functions consisting of weights and excitations (similar to Eq. (28) in Ref. [32]). Such a separation of the full Green’s function into the product of kernels and spectral densities has been pointed out already in Ref. [34].

The Green’s function Eq. (1) and kernel Eq. (5), which consists of exponentially damped Heaviside step functions, are represented in Matsubara frequency notation using a Fourier transformation

\[
G(\nu_1, \ldots, \nu_{n-1}) = \int_0^\beta d^\beta \tau e^{i \sum_{i=1}^{n-1} \nu_i \tau_i} G(\tau_1, \ldots, \tau_n).
\] (7)

The Matsubara Green’s function in Eq. (7) depends on \( n - 1 \) frequencies, since the time-translational invariance in imaginary-time equals a energy conservation in the Matsubara representation. Within this paper we label fermionic Matsubara frequencies with \( \nu = \frac{\pi}{\beta}(2k + 1) \), respectively bosonic frequencies with \( \omega = \frac{\pi}{\beta}2k \), where \( k \in \mathbb{Z} \) and \( \beta = 1/T \).

For a deeper discussion on the analytic properties of the multipoint correlators we refer to Ref. [35, 36].

### A. Fermionic spectral function of the two-point correlation function

The spectral representation of the two-point Green’s function is common textbook knowledge [1, 2]. Let us nonetheless recapitulate it here for comparison and better understanding of the more complicated spectral representation of the \( n \)-point correlator derived below. According to Eq. (2), the two-point fermionic correlator describes the following thermal averaged dynamical amplitude

\[
G(\tau = \tau_1 - \tau_2) = -\langle T_T A_1(\tau) B(0) \rangle,
\] (8)

where we substituted \( A_1 = A \) and \( A_2 = B \) in Eq. (2). Following the former scheme and notation, the two-point correlator along the Matsubara frequency axis reads [2]

\[
G(\nu) = \int d\epsilon K_1(\nu, \epsilon) \rho_1(\epsilon),
\] (9)

with the following kernel function and spectral density:

\[
K_1(\nu, \epsilon) = \int_0^\beta d\tau e^{i\nu \tau} K_1(\tau, \epsilon) = e^{-i\nu \epsilon} + 1, \quad \rho_1(\epsilon) = \int dt e^{i\epsilon t} \langle A(t) B(0) \rangle.
\] (10)

For \( n = 2 \), the imaginary part of the associated retarded correlation function yields the kernel spectral density:

\[
\text{Im}[G(\nu \rightarrow \nu + 0^+)] = \text{Im}[G_R(\nu)] = -\pi [e^{\nu} + 1] \rho_1(\nu),
\] (12)

which describes the linear response of a system to an external perturbation induced by operator \( B \):

\[
G_R(\nu) = \int dt e^{i\nu t} G_R(t)
\] (13)

Eq. (9) shows that the imaginary- and real-time representation of the fermionic two-point correlator is connected by the bare fermionic Kernel \( K^F(\nu, \omega) \). This yields a Fredholm integral equation (9), which is rather difficult to solve and is a famous example for an inverse problem [37].
B. Spectral density representation of three-point correlator

In this section we investigate the spectral representation for the three-point Fermi-Bose vertex with two fermionic $A,B$ and one bosonic $C$ operator:

$$G(\tau_1, \tau_2) = \langle T_\tau A(\tau_1) B(\tau_2) C(0) \rangle \tag{14}$$

This quantity forms the basis of several diagrammatic extensions of DMFT [22–25], and will be—besides the two-point correlator—at the focus of our NRG analysis below. There are two permutations, $\sigma_1 = (12)$ and $\sigma_2 = (21)$, for the time-ordering and thus according to the last section we can represent the imaginary-time Fermion-Boson vertex using two kernels and thermal spectral densities:

$$G(iv_1, iv_2) = \sum_{j=1}^2 \int d^2 \epsilon \ K_j(iv_1, iv_2; \epsilon_1, \epsilon_2) \rho_j(\epsilon_1, \epsilon_2), \tag{15}$$

where the kernel functions are again the Matsubara Fourier transformed counterparts to the exponentially damped Heaviside step functions as in Eq. (5) for $n = 3$ which stem from the time-ordering and time-evolution. Performing the according integrals for the above kernel functions leads to

$$K_1(iv_1, iv_2; \epsilon_1, \epsilon_2) = g^{\alpha\alpha}(\epsilon_1, \epsilon_2) \delta_{\nu_1, \nu_2} g^{\nu_1, \nu_2} K^F(iv_1, \epsilon_1)$$

$$+ g_1^{FF}(\epsilon_1, \epsilon_2) K^F(iv_1, \epsilon_1) K^F(iv_2, \epsilon_2)$$

$$+ g_1^{FB}(\epsilon_1, \epsilon_2) K^B(iv_1 + iv_2, \epsilon_1 + \epsilon_2)$$

$$\times [1 - \delta_{\nu_1, \nu_2}] K^F(iv_1, \epsilon_1)/(\epsilon_1 + \epsilon_2), \tag{16}$$

and

$$K_2(iv_1, iv_2; \epsilon_1, \epsilon_2) = g^{\alpha\alpha}(\epsilon_1, \epsilon_2) \delta_{\nu_1, \nu_2} g^{\nu_1, \nu_2} K^F(iv_1, \epsilon_1)$$

$$+ g_2^{FF}(\epsilon_1, \epsilon_2) K^F(iv_1, \epsilon_1) K^F(iv_2, \epsilon_2)$$

$$+ g_2^{FB}(\epsilon_1, \epsilon_2) K^B(iv_1 + iv_2, \epsilon_1 + \epsilon_2)$$

$$\times [1 - \delta_{\nu_1, \nu_2}] K^F(iv_2, \epsilon_2)/(\epsilon_1 + \epsilon_2), \tag{17}$$

where

$$g^{\alpha\alpha}(\epsilon_1, \epsilon_2) = -\beta \delta_{\epsilon_1 + \epsilon_2, \alpha}, \tag{18}$$

$$g_1^{FF}(\epsilon_1, \epsilon_2) = e^{-\beta\epsilon_1}[1 + e^{-\beta\epsilon_2}], \tag{19}$$

$$g_2^{BB}(\epsilon_1, \epsilon_2) = -g_1^{FF}(\epsilon_2, \epsilon_1), \tag{20}$$

$$g_1^{FB}(\epsilon_1, \epsilon_2) = [1 - e^{-\beta(\epsilon_1 + \epsilon_2)}][1 - \delta_{\epsilon_1 + \epsilon_2, 0}], \tag{21}$$

$$g_2^{FB}(\epsilon_1, \epsilon_2) = -g_1^{FB}(\epsilon_2, \epsilon_1). \tag{22}$$

The kernel function $K_i$ can be represented as a linear combination of products of the bare fermionic [cf. Eq. (10)] and bosonic kernels labeled with $F$ and $B$:

$$K^F(iv_\nu, \epsilon) = \frac{1}{iv_\nu - \epsilon}, \tag{23}$$

$$K^B(i\omega_n, \epsilon) = \frac{\epsilon}{i\omega_n} e^{\epsilon\omega_n}. \tag{24}$$

Each kernel function $K_i$ is convolved with an associated spectral density

$$\rho_1(\epsilon_1, \epsilon_2) = \int d^2 t \ e^{i\epsilon t_1} e^{i\epsilon t_2} \langle A(t_1) B(t_2) C(0) \rangle \tag{25}$$

$$\rho_2(\epsilon_1, \epsilon_2) = \int d^2 t \ e^{i\epsilon t_1} e^{i\epsilon t_2} \langle B(t_2) A(t_1) C(0) \rangle \tag{26}$$

in order to yield the Green’s function. Finally, we emphasize that the three-point Green’s function separates into a singular ($G_{bg}$) and normal ($G_{no}$) part, where the former scales with the inverse temperature:

$$G(iv_1, iv_2) = \delta_{\nu_1, \nu_2, 0} G_{bg}(iv_1, iv_2) + G_{no}(iv_1, iv_2) \tag{27}$$

where

$$G_{bg}(iv_1, iv_2) = - \int d^2 \epsilon \ \delta_{\epsilon_1 + \epsilon_2, 0} K^F(iv_1, \epsilon_1) [\rho_1(\epsilon_1, \epsilon_2) + \rho_2(\epsilon_2, \epsilon_1)],$$

$$G_{no}(iv_1, iv_2) = \int d^2 \epsilon \ K^F(iv_1, \epsilon_1) K^F(iv_2, \epsilon_2) \sum_{i=1,2} g_i^{FF}(\epsilon_1, \epsilon_2) \rho_i(\epsilon_1, \epsilon_2)$$

$$+ \int d^2 \epsilon \ [1 - \delta_{\nu_1, \nu_2, 0}] K^B(iv_1 + iv_2, \epsilon_1 + \epsilon_2)$$

$$\times \left[ K^F(iv_1, \epsilon_1) g_1^{FB}(\epsilon_1, \epsilon_2) \rho_1(\epsilon_1, \epsilon_2)/(\epsilon_1 + \epsilon_2) \right.$$\n
$$+ K^F(iv_2, \epsilon_2) g_2^{FB}(\epsilon_1, \epsilon_2) \rho_2(\epsilon_2, \epsilon_1)/(\epsilon_1 + \epsilon_2) \bigg].$$

Let us note that we could have also defined thermal densities following the lines of Ref. [31], given by $g^{\alpha\alpha}(\epsilon_1, \epsilon_2) \rho_1(\epsilon_1, \epsilon_2) \rho_2(\epsilon_1, \epsilon_2)$, where $\alpha \in \{sg, FF, FB\}$ and $i \in \{1, 2\}$. Within this notation the number of spectral densities increases as compared to Eq. (15), while they are convolved with the bare fermionic and bosonic kernel functions from Eq. (9).

III. MODEL AND METHOD

We compute the spectral densities for the single-orbital impurity Anderson model (SIAM)

$$H_{SIAM} = \sum_\sigma e_\sigma d_\sigma d_\sigma^\dagger + U d_\sigma d_\sigma^\dagger + h.c. + \sum_{k,\sigma} V_k c_{k,\sigma}^\dagger c_{k,\sigma}, \tag{28}$$

where the localized impurity electrons are represented by the second quantization operators $\{d_\sigma, d_\sigma^\dagger\}$ with spin $\sigma$ and interact with an effective Coulomb interaction $U$. The impurity electrons hybridize via $V_k$ to bath degrees of freedom $\{c_{k,\sigma}, c_{k,\sigma}^\dagger\}$. The non-interacting bath has a dispersion $\epsilon_k$ such that the hybridization function is given by

$$\Delta(\omega) = \sum_k |V_k|^2 \delta(\omega - \epsilon_k). \tag{29}$$

We solve the impurity model with a NRG routine [38, 39]. Let us here only briefly summarize the procedure and refer for more details to [40, 41]. As a first step the conduction band is
divided up into logarithmic intervals \( I_n^+ = [\epsilon_n^+, \epsilon_{n+1}^+] \) for \( \omega > 0 \), respectively \( I_n^- = [\epsilon_n^-, \epsilon_{n+1}^-] \) for \( \omega < 0 \), using logarithmic discretization points \( \epsilon_n^\pm = \pm D \Lambda_{\text{NRG}}^n \), with \( n \in \mathbb{N}_0 \) and \( \Lambda_{\text{NRG}} > 1 \) within the bandwidth \( D \).

The conduction electron operators are then Fourier transformed within each logarithmic interval. It can be shown that thereby just the leading order term couples for a constant hybridization strength within each logarithmic interval to the impurity degrees of freedom. This approximation improves for decreasing \( \Lambda_{\text{NRG}} \) and recovers the continuum in the limit \( \Lambda_{\text{NRG}} \to 1 \). Thus, the discretized hybridization function is represented by weights such that the total norm is conserved. Next, the thus discretized Hamiltonian is mapped by a unitary transformation onto a semi-infinite chain:

\[
\begin{align*}
H_{\text{WC}} &= \sum_{\sigma} \epsilon_d d_{\sigma}^\dagger d_{\sigma}^{} + U n_1 n_1 + V \sum_{n \neq 0} f_n^\dagger f_n^{} + h.c. \quad (30) \\
&+ \sum_{n=0}^{\infty} t_n [f_n^\dagger f_{n+1} + h.c.] + \sum_{n=0}^{\infty} g_n f_n^\dagger f_n^{}. 
\end{align*}
\]

This Hamiltonian describes fermions \( \{f_n^\dagger, f_n^{}\} \) that hop with amplitudes \( t_n \) along the semi-infinite Wilson chain with a site-index \( n \) and each with an on-site energy \( g_n \), where the latter vanish for a symmetric hybridization function. The impurity just couples to the first site of the Wilson chain described by the following operator

\[
f_{0,\sigma} = \frac{1}{V} \sum_k V_k c_{k,\sigma}. \tag{31}
\]

For more details we refer to Ref. [41]. In case the hopping amplitudes decay exponentially along the Wilson chain, the eigenstate space can be iteratively truncated, keeping only the \( N_{\text{keep}} \) lowest eigenstates and adding one additional bath site at a time. This tridiagonalization procedure is in general not necessary, but saves computational cost [42].

The explicit computation of the spectral densities in Eq. (11) and (25)-(26) are performed along the full-density matrix (FDM) formalism introduced in Ref. [43]. The FDM formalism provides a self-contained representation of the spectral densities with a high accuracy regarding the conservation of the spectral norm. However, it neglects processes connecting different shells within the Wilson chain. Further details on the implementation are discussed in the subsequent sections.

IV. VALIDATION ON THE MATSUBARA AXIS

A. Atomic limit

In order to analyze the performance of our NRG implementation, we start with the Hubbard atom, which corresponds to an isolated orbital with an effective Coulomb interaction \( U \):

\[
H_{\text{ATOM}} = \sum_{\sigma} \epsilon_d d_{\sigma}^\dagger d_{\sigma}^{} + U d_{\uparrow}^\dagger d_{\uparrow}^{} d_{\downarrow}^\dagger d_{\downarrow}^{}. \tag{32}
\]

The numerical calculations are performed for an interaction strength \( U = 1.0 \) and inverse temperature \( \beta = 20 \) with a local chemical potential \( \epsilon_d = -U/2 \) at half-filling.

Figure 1. Two-point Green’s function in the atomic limit at an inverse temperature \( \beta = 20 \), interaction strength \( U = 1.0 \), and half-filling. a) \( G(iv) \) as calculated by NRG with \( N_{\text{keep}} = 512 \) and \( \Lambda_{\text{NRG}} = 2.0 \). b) Error vs. the exact \( G_d(iv) \) [Eq. (35)].

1. Two-point spectral density

The imaginary-time spin-resolved Green’s function reads

\[
G_d(\tau) = -\langle T_{\tau,\tau} d^\dagger_{\tau} d_{\tau} \rangle. \tag{33}
\]

In the atomic limit, the Anderson impurity can be solved analytically. Evaluating the spectral function yields

\[
\rho_\sigma(\omega) = \frac{1 + \exp[\beta \epsilon_d]}{Z} \delta(\omega - \epsilon_d) + \frac{\exp[\beta \epsilon_d] + \exp[-\beta(2 \epsilon_d + U)]}{Z} \delta(\omega - \epsilon_d - U) \tag{34}
\]

with the partition sum \( Z = \text{Tr}[e^{-\beta H}] \).

At half-filling and finite interaction strength the spectrum consists of two excitation peaks away from the Fermi level for the transitions from single to double and unoccupied impurity site, respectively. We convolve the kernels with the spectral functions to obtain the imaginary-time Green’s function:

\[
G_d(iv) = \int \frac{d\omega}{2\pi} K^F(iv, \omega) \rho_\sigma(\omega) \tag{35}
\]

\[
= \frac{1 + \exp[-\beta \epsilon_d]}{Z} K^F(iv, \epsilon_d) + \frac{\exp[-\beta \epsilon_d] + \exp[-\beta(2 \epsilon_d + U)]}{Z} K^F(iv, \epsilon_d + U). \nonumber
\]
We plot in Fig. 1 a) the real and imaginary parts of the Green’s function determined by NRG. Due to particle-hole symmetry the real part vanishes. As shown the imaginary part decreases for small Matsubara frequencies indicating that the original spectrum is insulating. In Fig. 1 b), we verify that analytic and numerical results are in excellent agreement.

2. Three-point spectral densities

Next we consider the local Fermi-Bose vertex

\[
G_\alpha(\tau_1, \tau_2) = \langle T_{\tau_1} d_\alpha^\dagger(\tau_1) d_\alpha^\dagger(\tau_2) n(0) \rangle.
\] (36)

From Eq. (25) and (26) using a Lehmann representation we determine

\[
\rho_{\alpha,1}(\epsilon_1, \epsilon_2) = \frac{\exp[-\beta \epsilon_d]}{\mathcal{Z}} \delta(\epsilon_1 - \epsilon_d - U) \delta(\epsilon_2 + \epsilon_d + U),
\] (37)

\[
\rho_{\alpha,2}(\epsilon_1, \epsilon_2) = \frac{\exp[-\beta \epsilon_d]}{\mathcal{Z}} \delta(\epsilon_1 + \epsilon_d + U) \delta(\epsilon_2 - \epsilon_d - U) \quad \text{and} \quad 
\frac{\exp[-\beta (2\epsilon_d + U)]}{\mathcal{Z}} \delta(\epsilon_1 + \epsilon_d) \delta(\epsilon_2 - \epsilon_d).
\] (38)

Both spectral functions are centrosymmetric, i.e., \( \rho_{\alpha,1}(\epsilon_1, \epsilon_2) = \rho_{\alpha,2}(-\epsilon_2, -\epsilon_1) \). As for the two-point correlator, we can separate the Fermi-Bose vertex into its normal and singular parts, i.e.,

\[ G_\alpha = G_{\alpha,n} + G_{\alpha,s}, \]

where

\[
G_{\alpha,n}(\nu_1, \nu_2) = \frac{1}{\mathcal{Z}} \left( 1 + \exp[-\beta \epsilon_d] \right) \frac{1}{\nu_1 - \epsilon_d - \nu_2 + \epsilon_d} + \frac{1}{\nu_1 - \epsilon_d + \nu_2 + \epsilon_d},
\] (39)

\[
G_{\alpha,s}(\nu_1, \nu_2) = \frac{1}{\mathcal{Z}} \exp[-\beta \epsilon_d] \frac{1}{\nu_1 - \epsilon_d - U} + 2 \exp[-\beta (2\epsilon_d + U)] \frac{1}{\nu_1 - \epsilon_d - U} \frac{1}{\nu_2 + \epsilon_d + U} + \frac{1}{\nu_1 - \epsilon_d + \nu_2 + \epsilon_d + U}.
\] (40)

Part a) and b) in Fig. 2 show real and imaginary part of the three-point Green’s function against the fermionic Matsubara frequencies. For \( \beta = 20 \) and \( U = 1 \), the real part is dominated by the normal Green’s function, whereas the imaginary part mostly depends on the singular contribution to the Green’s function. At half-filling normal and singular Green’s function satisfy

\[
G_{\alpha,n}(\nu_1, \nu_2) = G_{\alpha,n}(\nu_2, \nu_1),
\] (41)

\[
G_{\alpha,s}(\nu_1, \nu_2) = -G_{\alpha,s}(\nu_2, \nu_1).
\] (42)

Comparison with the exact results, s. Fig. 2 c) and d), shows good agreement.

B. Comparison with Quantum-Monte Carlo

After comparing our method to an exact solution for a simple model, we now turn to the full SIAM as defined in Eq. (28). While no general analytic solution exists for the SIAM, quantum Monte Carlo (QMC) can, in principle, compute the result to arbitrary precision. In practice, however, the computational cost of the QMC algorithm scales unfavorably with decreasing temperature, which is not the case for the NRG procedure.

Here we benchmark our NRG result to QMC data as generated by the w2dynamics [44, 45] code, which uses continuous-time quantum Monte Carlo in the hybridization
expansion [46] (CT-HYB). We measured all quantities using the worm-sampling method [47, 48] and used order $10^8$ and $10^9$ measurements for the two-point and three-point correlator, respectively.

For the AIM we choose a box shaped hybridization function [Eq. (29)] $\Delta(\omega) = \Delta \delta(D - |\omega|)$, where the band-width $D = 1$ sets our unit of energy. We consider an interaction of $U = 1 D$ and the half-filled case, which corresponds to $\epsilon_d = -U/2$. The two-point and three-point correlators, as defined in Eq. (9) and Eq. (15), are then measured at intermediate temperature $T = 1/20 D$.

Fig. 3 and Fig. 4 display the absolute error between the QMC and NRG results for the two-point and three-point correlator, respectively. The background noise originates from the statistical error in the QMC data, while the structural deviation stems from NRG, which can mostly be observed in the low-frequency domain and along the anti-diagonal direction for the three-point function.

While QMC results can be improved by increasing the number of measurements, the NRG solution depends on the choice of $N_{\text{keep}}$ and $\Lambda_{\text{NRG}}$. Table I displays the total absolute error between QMC and NRG as a function of $N_{\text{keep}}$, which confirms the expected improvement of the NRG approximation.

V. INTERMEDIATE REPRESENTATION

While it is difficult to find an effective discretization for the real frequency axis, due to the fact that the spectral function can be arbitrarily “peaky”, transitioning to the imaginary axis has a smoothening effect. This smoothing can be used to construct a rapidly converging representation.

Figure 3. Absolute difference of the two-point correlator $G(iv)$ between the NRG (with $N_{\text{keep}} = 512$ and $\Lambda_{\text{NRG}} = 2.0$) and QMC solution for the SIAM at $U = 1.0, \beta = 20$, constant hybridization $\Delta = 0.1$ at half-filling. Real part (red) and imaginary part (blue). Statistical noise stems from QMC, while systematic deviations are from the NRG routine.

Figure 4. Absolute difference of the three-point correlator $G(iv_1, iv_2)$ between the NRG (with $N_{\text{keep}} = 512$ and $\Lambda_{\text{NRG}} = 2.0$) and QMC solution for the SIAM at $U = 1.0, \beta = 20$, constant hybridization $\Delta = 0.1$ at half-filling. a) Real part and b) imaginary part. Statistical noise stems from QMC, while systematic deviations are from the NRG routine.

We start by condensing Eqs. (8) and (13) to:

$$G(\tau) = \frac{1}{\pi} \int d\epsilon \frac{e^{-\tau\epsilon}}{e^{-\beta\epsilon} + 1} \text{Im} G^R(\epsilon)$$

$$= -\int d\epsilon \frac{e^{-\tau\epsilon}}{e^{-\beta\epsilon} + 1} \rho_1(\epsilon),$$

where in the denominator we choose “-” for bosons and “+” for fermions. Frequently the kernel is represented by the dimensionless variables $x = \epsilon/\epsilon_{\text{max}} \in [-1, 1]$ and $y = \tau/\beta - \frac{1}{2} \epsilon \in [-1, 1]$, with a characteristic parameter $\Lambda_{IR} = \beta \epsilon_{\text{max}}$. The integral kernel in Eq. (43) admits a singular value expansion [49]:

$$\frac{e^{-\tau\epsilon}}{e^{-\beta\epsilon} + 1} = \sum_{l=0}^{\infty} U_l^+(\tau) S_l^+ V_l^+(\epsilon),$$

$$\frac{e^{-\tau\epsilon}}{e^{-\beta\epsilon} + 1} = \sum_{l=0}^{\infty} U_l^-(\tau) S_l^- V_l^-(\epsilon),$$
Table I. Total absolute error between the NRG and QMC result for the two-point (2pt) and three-point (3pt) correlator for the SIAM at $U = 1, \beta = 20$, half-filling, various $N_{\text{keep}}$ of the NRG routine. For the error summation a box of $±29$ frequencies for each argument was chosen, which corresponds to the frequency-windows displayed in Fig. 3 and 4.

| $||l||_2$  | $\epsilon_{N_{\text{keep}}}$ |
|----------------|------------------|
| $[10^{-2}]$    | $2pt$            | $3pt$             |
| 256            | 6.82             | 7.35              |
| 512            | 3.01             | 3.20              |
| 1024           | 1.38             | 1.61              |


where $S_0 > S_1 > \ldots > 0, |U^j_{0}|$ are the left singular functions, which form an orthonormal set on the imaginary-time axis; and $|V^j_{0}|$ are the right singular functions in Eq. (44), which form an orthonormal set on real frequencies. (For bosons, overlap on the real axis is understood with respect to the measure $d\mu = \epsilon \, d\epsilon$.)

The singular functions $U^j_{0}$ and $V^j_{0}$ in Eq. (44) are the so-called intermediate representation (IR) basis functions, which can be used as representation for the imaginary-time Green’s function $[30]:$

$$ G(\tau) = \sum_{j=1}^{L-1} U^j_{0}(\tau) \, G_{j} + E_{L}(\tau), \quad (45) $$

where $G_j = S_{0} \, \rho_{0j} = S_{1} \int V_{j}(\epsilon) \rho(\epsilon) d\epsilon$ is a basis coefficient and $E_{L}$ is an error term associated with truncating the series after $L$ singular values. As shown in $[50]$, $S_{1}$ drops exponentially with $L$ and grows only logarithmically with bandwidth in units of temperature $[50]$. One also observes that the right singular functions $V_{j}$ are bounded, which implies the truncated representation $(45)$ converges as $\log E_{L}^{-1} = O(L/ \log(\beta \varepsilon_{\text{max}}))$ $[50]$.

In order to efficiently extract the imaginary-frequency basis coefficients $G_{j}$ from $G(\tau)$, we exploit the fact that the singular functions form a Chebyshev system $[51]$, similar in structure to orthogonal polynomials. Hence, we choose a set of sampling points $\{\tau_{1}, \ldots, \tau_{L}\}$ as the roots of the highest-order basis function $U_{L}(\tau)$ and turn Eq. (45) into an ordinary least squares fit $[52]$:  

$$ G_{j} = \arg \min_{G_{j}} \sum_{i=1}^{L} \left| G(\tau_{i}) - \sum_{j=0}^{L-1} U^j_{0}(\tau_{i}) G_{j} \right|^{2}. \quad (46) $$

One empirically observes that the design matrix in Eq. (46) is well-conditioned $[52]$, implying that the fitting error is consistent with the overall truncation error $E_{L}$.

VI. REAL-AXIS IR REPRESENTATION OF SPECTRAL DENSITIES

A. Two-point correlator

As already mentioned, the IR basis is compact on the imaginary-time axis, since there the expansion coefficients $G_{j}$ rigorously decay by virtue of the singular values $S_{j}$. Analytic expressions for the real axis are not known and the signal can be arbitrarily more complicated. The aim of this paper is to numerically analyze the prospects to use the IR coefficients also on the real axis. The expansion coefficients of the spectral function projected onto the real-frequency singular basis functions read

$$ \rho_{ij} = \int d\epsilon \, V_{i}(\epsilon) \, \rho_{j}(\epsilon), \quad (47) $$

with $l = 0, \ldots, L - 1$ in order to provide a compact basis on the real axis for a given precision target

$$ \epsilon_{\text{error}} = S_{L}/S_{0} \quad (48) $$

of the maximal ($L$’s) IR singular value (on the imaginary axis). Usually taking $L < L_{\text{max}}$ IR basis functions is sufficient thanks to their rapid decay on the imaginary axis. This means that real-frequency data which is directly available from the imaginary axis, such as the density or the spectral weight in an interval $\epsilon \in [-1/\beta, 1/\beta]$, is retained, whereas other spectral features are averaged over.

On the real axis, the truncation of $\rho_{ij}$ after $L$ IR coefficients acts as a "smearing” filter when back-transformed to real frequencies:

$$ \rho_{ij}(\epsilon) := \int d\epsilon' \left[ \sum_{l=0}^{L-1} V_{i}(\epsilon) V_{j}(\epsilon') \right] \rho_{j}(\epsilon'). \quad (49) $$

In order to get an intuition as to which features are smeared, we note that the right singular functions $|V_{i}(\epsilon)|$ also form a Chebyshev system $[53]$. Thus, there exists an associated Gauss quadrature rule on the real axis $[54]$. According to this, an integration over real frequency functions representable by a finite expansion in the basis set $|V_{i}(\epsilon)|$ equals a sum over the product of weights and the integrand evaluated at specific nodes. For ordinary polynomial basis functions, e.g. Legendre polynomials, the nodes are given by the roots of the highest polynomial needed to represent the function of interest and furthermore recursion relations for the weights exist. However, for a general Chebyshev system such as $|V_{i}(\epsilon)|$ the nodes and weights are a priori not known $[54]$. The density of the nodes of the highest computed IR basis function $V_{\text{max}}$ around $\epsilon \approx 0$ is an indication of the resolution at that frequency. This means that smaller features in regions of more dense roots on the real axis have a more significant impact on the corresponding result on the imaginary axis. The zeros $\epsilon_{i}^{\pm}$ of $V_{L}$ around $\epsilon = 0$ are approximately distributed as follows (cf. Fig. 5):

$$ \epsilon_{i}^{\pm} = \alpha(C \exp(-a|i - L/2|)), \quad (50) $$
where $\alpha \rightarrow 0.15(1)$ for $\Lambda_{IR} \rightarrow \infty$. The prefactor $C$ actually scales approximately with $1/\Lambda_{IR}$ such that the density of roots close to the Fermi energy increase with smaller temperature and larger $\varepsilon_{\text{max}}$. In conclusion, a truncated expansion in $\rho_{j,l}$ is expected to preserve features close to the Fermi edge and smear out features far away from it, on par with observations in numerical analytical continuation [55].

The IR basis has already been shown to be extremely useful as compression tool on the imaginary axis [50]. In this paper we instead show how it can be applied to real-frequency objects. In the first step, we compute a discrete spectral function using our NRG routine. The peaky NRG spectrum is then broadened with a slightly modified version of the kernel proposed in Ref. [43]. The difference being an abrupt interpolation from Gaussian to log-Gaussian in our analysis:

$$K_\alpha(\epsilon, \epsilon') = \begin{cases} K^G(\epsilon, \epsilon') & |\epsilon'| < \varepsilon_0, \\ K^{GR}(\epsilon, \epsilon') & |\epsilon'| \geq \varepsilon_0, \end{cases}$$

with

$$K^G(\epsilon, \epsilon') = \frac{1}{\sqrt{\pi \varepsilon_0^2}} \exp\left(-\frac{(\epsilon - \epsilon')^2}{\varepsilon_0^2}\right),$$

$$K^{GR}(\epsilon, \epsilon') = \frac{\theta(\epsilon')}{|\epsilon| \sqrt{\pi \alpha^2}} \exp\left[-\frac{1}{\alpha} \log \frac{\epsilon}{\epsilon'} - \left(\frac{\alpha}{4}\right)^2\right].$$

Here, the “smearing parameter” $\varepsilon_0$ depends on microscopic details of the NRG flow and, according to Ref. [43], is taken by a factor 2 smaller than the smallest energy scale in the system including also the Kondo temperature. The parameter $\alpha$ defines the broadening. Usually, in plain NRG calculations this parameter is set to $\alpha \sim 1/\sqrt{\Lambda_{NRG}}$, although it can be further reduced by using so-called z-shifts [42, 43]. In the following we analyze its impact on the compression. The broadened spectral function is then mapped onto the IR basis:

$$\rho_{j,l,\alpha} = \int d\epsilon \int d\omega \sum_{\omega_i} V_l(\epsilon) K_\alpha(\epsilon, \omega) \rho_{j}(\omega),$$

where on the right hand side of this equation we consider the discrete spectral density $\rho_{j}(\omega)$ of (weighted) delta peaks at the excitation energies.

As shown Fig. 6 b), the real-frequency IR coefficients tend to decrease stronger for a greater broadening parameter $\alpha$. To measure this on the frequency axis, we introduce the following norm and corresponding error:

$$\text{Err}_{rel}(L, \alpha)[\rho_j(\omega)] = \frac{\max_{\epsilon}[|\rho_{j,L,\alpha}(\epsilon) - \rho_{j,\alpha}(\epsilon)|]}{\max_{\epsilon}|\rho_{j,\alpha}(\epsilon)|},$$

where $\rho_{j,L,\alpha}(\epsilon) = \sum_{l=0}^{h} L - 1 \rho_{j,l,\alpha} V_l(\epsilon)$ is again the back-transform from the IR basis to real frequencies (for the two-point case $j = 1$). Later we also apply this measure to analyze the relative error of three-point functions. As expected the relative error shrinks with an increasing broadening parameter $\alpha$, see Fig. 6 a). Furthermore, the two lower panels show how the reconstructed signal improves with an increasing number of real-frequency IR basis coefficients. Already with a rather small broadening $\alpha \approx 0.6$, a finite number of IR basis coefficients $L \approx 30$ suffice to store most of the information of the original signal (cf. Fig. 6). Below an upper boundary $\alpha < 0.7$, we empirically observe, using a least-square fit, that

$$\text{Err}_{rel}(L, \alpha)[\rho_1(\epsilon)] \sim c_1(\alpha) L^{c_2(\alpha)},$$

where $c_1(\alpha)$ is approximately a quadratic and $c_2(\alpha)$ a linear functions of $\alpha$. The fit has a root mean squared deviation of $\approx 0.14$ and the maximum standard error on the fitting parameters is reasonable for the data set shown in Fig. 6.

For fitting the IR coefficients directly to real frequency data, as obtained e.g. from NRG, we rewrite the integral in Eq. (47) as a minimization problem, where we replace the integral by a sum over a finite number of frequency points $\epsilon_i$:

$$\rho_{j,l,\alpha} = \arg \min_{\rho_{j,l}} \sum_{i=1}^{N} \left| V_l^{\rho} \rho_{j,l}(\epsilon_i) - \sum_{l=0}^{L-1} V_l^{\rho} \rho_{j,\alpha}(\epsilon_i) \right|^2,$$

where $V^{\rho}$ is the Moore–Penrose pseudoinverse of the matrix formed component-wise as $V_{ij}^{\rho} = V_{ij}(\epsilon)$. For computing the pseudoinverse, we analyze the condition number of the matrix $V$, which is minimized in case the set of frequencies $\epsilon_i$ includes a subset with roots of the highest singular value function $V_{L,\alpha}(\epsilon)$. The number of roots $\epsilon_i^*\in \alpha$ is of the order of the highest polynomial $L_{\text{max}}$, and, for a fixed temperature and bandwidth, the highest polynomial in the IR basis that needs to be computed is given by $L_{\text{max}} \sim \log \Lambda_{IR} \log \epsilon_{\text{error}}^{-1} [57]$, where $\epsilon_{\text{error}}$ [Eq. (48)] describes the upper bound for the truncation error for the singular value decomposition. Thus, the spectral function can be reconstructed up to an error $\text{Err}_{rel}(L, \alpha)$ on a dense frequency grid starting from its values at the roots of the highest polynomial $V_L(\epsilon)$:

$$\rho_{j,l,\alpha}(\epsilon_i^*) = \int d\omega \ K_\alpha(\epsilon_i^*, \omega) \rho_{j}(\omega).$$
with the discrete NRG spectral density $\rho_\eta(\omega)$. The price for this reconstruction is a detour via the IR basis representation. We further consider an oversampling factor $\eta$ according to which additional linearly separated points between each pair of adjacent roots, i.e. the total number of grid points used, yields approximately $N_e \approx L \eta$ frequencies. We mark this by adding a label to the broadened spectral density $\rho_\eta^b(\epsilon)$, respectively the real-frequency IR basis coefficients $\rho_{\eta,\alpha}^b$. In case of $\eta = 1$, the set of frequency points equals the roots $V_{\epsilon_\alpha}(\epsilon_\alpha') = 0$.

In Fig. 7 a), we compare the real-frequency IR basis coefficients thus computed from the solution of Eq. (57) for various oversampling factors to the integration of Eq. (54) on a very dense grid. It shows that with an increasing oversampling factor, the coefficients are closer to the result from the integral. On the real axis already $\eta = 5$ is sufficient to reproduce the original signal (s. Fig. 7 b)).

Of course, this approach entails a trade-off. The more peaky the spectral function is, i.e. the lower a broadening parameter $\alpha$ is used, the harder it can be compressed and thus more IR basis coefficients are needed. Consequently the number of roots at which the spectral function in Eq. (58) needs to be known increases. Second, we mention that for $\alpha > 1.0$ (outside the range of Fig. 6) the results stagnate, i.e., the coefficients $\rho_{\eta,\alpha}^b$ are not further decreasing with increasing $\alpha > 0 \forall \eta$.

**B. Three-point spectral function**

We now turn to the three-point spectral function. As defined in Eq. (15), we restrict our analysis to the contribution that
comes with two fermionic kernels:

\[
\rho^{FF}(\epsilon_1, \epsilon_2) = \sum_{j=\{1,2\}} g^{FF}_j(\epsilon_1, \epsilon_2) \rho_{j}(\epsilon_1, \epsilon_2). \tag{59}
\]

Again we consider the broadened spectral density and investigate its compressibility in the IR basis against broadening:

\[
\rho^{FF}_\alpha(\epsilon_1, \epsilon_2) = \int d^2 \omega \, K_\alpha(\epsilon_1, \omega_1) \rho^{FF}(\omega_1, \omega_2) K_\alpha(\omega_2, \epsilon_2) \tag{60}
\]

with the discrete spectrum \(\rho^{FF}(\omega_1, \omega_2)\). We emphasize that this broadening kernel is not physically motivated, i.e. we did not investigate if such a kernel leads, among other things, to the correct asymptotics. This is left for future work. Here, we are interested instead in the connection between broadening and compression in the IR basis of such a three-point real-frequency correlator. Fig. 8 b) shows that the real-frequency IR basis coefficients

\[
\rho^{FF}_{L=72,\alpha}(\epsilon_1, \epsilon_2) = \sum_{i,j=0}^{71} \rho^{FF}_{(i,j),\alpha} V_i(\epsilon_1) V_j(\epsilon_2), \tag{62}
\]

definition (59)) of the three-point spectral densities for the SIAM at \(\beta = 20, U = 1.0, \Delta = 0.1\), half-filling, \(N_{\text{dep}} = 512\) and \(\Lambda_{\text{NRG}} = 2.0\). a) The discrete data is then broadened for a series of \(\alpha\) and mapped onto the IR basis. The reconstructed signal, where we considered a finite number of IR basis coefficients \(L\), is compared to the original spectral density by investigating the relative error. As discussed in the main text, the error reduces with greater broadening parameter \(\alpha\). b) Real-frequency coefficients, which have the tendency to be smaller for larger \(\alpha\).

Figure 9. a) Original three-point spectrum \(\rho^{FF}_\alpha(\epsilon_1, \epsilon_2)\) after broadening the discrete NRG data with \(\alpha = 0.6\) [cf. Eq. (60)]. b) and c) Reconstructed spectral density considering \(L = 72\) and \(L = 16\) IR basis coefficients, respectively, as given by Eq. (62). Close to the center \((\epsilon_1, \epsilon_2) = (0, 0)\), we observe a smearing of finer details in the IR reconstructed spectral function.

Figure 8. Relative error of the spectral density \(\rho^{FF}_{L=72,\alpha}(\epsilon_1, \epsilon_2)\) of the three-point spectral densities for the SIAM at \(\beta = 20, U = 1.0, \Delta = 0.1\), half-filling, \(N_{\text{dep}} = 512\) and \(\Lambda_{\text{NRG}} = 2.0\). a) The discrete data is then broadened for a series of \(\alpha\) and mapped onto the IR basis. The reconstructed signal, where we considered a finite number of IR basis coefficients \(L\), is compared to the original spectral density by investigating the relative error. As discussed in the main text, the error reduces with greater broadening parameter \(\alpha\).
this smearing becomes larger. According to this, the error between the original and reconstructed spectral densities reduces with increasing $L$. Altogether reproducing the three point vertex on the real axis with a reduced IR basis set appears to be more difficult than for the two-point function in Fig. 6. This might be because the three-point vertex is either in general more complex compared to the two-point case, or because its asymptotics or its steep drop off at small frequencies is more difficult to cover in the IR basis.

Following the approach for the two-point spectral function in Eq. (57), we evaluate the spectral density just on the roots of the highest IR basis polynomial and consider an additional oversampling factor $\eta$ in order to add in-between additional frequency points.

That is, we minimize for the three-point correlator

$$\rho_{j(i_1,j_2),\sigma} = \arg \min_{\rho_{j(i_1,j_2),\sigma}} \sum_{i_1,j_2=1}^{N} \left| \rho_{j,0}(\epsilon_{i_1},\epsilon_{i_2}) - \sum_{l_1,l_2=0}^{L-1} V_{i_1 j_1} \rho_{j,0}(l_1,j_2,\sigma) V_{l_2}^{*} \right|^2$$

$$= \sum_{i_1,j_2=1}^{N} V_{i_1 j_1} \rho_{j,0}(\epsilon_{i_1},\epsilon_{i_2}) V_{l_2}^{*}$$

using the definitions from Eq. (57). The results are presented in Fig. 10 a) shows the broadened spectral density, where we have marked the frequency points $\{\epsilon_{i_1}^\eta, \epsilon_{i_2}^\eta\}$ with $0 \leq i_1, i_2 \leq 71$ given by the roots of the highest order IR basis polynomial for $\Lambda_R = 10^3$. In Fig. 10 b) we see that the absolute error of the real-frequency IR basis coefficients compared to the original value is reduced with $\eta$.

In summary, the IR basis on the real axis offers a possibility to compress the spectral density on the real axis. The rate of compression strongly depends on the smoothness of the data. For methods based on a diagonalization routine such as NRG, this is directly linked to the broadening kernel usually applied during the postprocessing routines. So far this is only an empirical observation, which needs to be further investigated.

VII. COMPACTIFICATION OF IMAGINARY-TIME CORRELATION FUNCTIONS

Finally, we analyze the two- and three-point imaginary-time correlation function using the IR basis representation. In the past the IR basis has been successfully used to compress data from diagrammatic or Monte Carlo approaches [58–70]. Compression of objects directly from the real-frequency axis has been unexplored previously in the literature. In this Section we cover how this compression reflects on the imaginary-time IR basis coefficients and the Matsubara-frequency two-point Green’s function and three-point Fermion-Bose vertex.

A. Two-point correlator

The computation of the real-frequency IR basis coefficients on the real axis for various oversampling factors has already been discussed in the former sections and is shown in Fig. (7) for the two-point correlator.

We now multiply the coefficients $\rho_{j,0}^\eta$ elementwise with the singular values $S_l$ (cf. Eq. (45)) and display the result in Fig. 11 a) again in comparison with the result from Eq. (54). As expected the imaginary-frequency IR basis coefficients decay exponentially with increasing $L$ in Fig. 11 a), and hardly deviate from their exact counterpart. Thus, the correlation function on the Matsubara axis is readily reconstructed by considering just a few imaginary-frequency IR basis coefficients. In Fig. 11 b) we show further that since the coefficients $G_{ij,\eta=0}^\alpha$ for $\eta = 1$ compared to $\eta = 5$ differ on the order of $10^{-4}$ in Fig. 11 a), so do the two signals on the Matsubara frequency axis in Fig. 11 b).

B. Three-point correlator

Similarly, in Fig. 12 a) the imaginary-frequency coefficients of the three-point correlation function

$$G_{ij,\eta=0}^{FF,\eta=10} = S_{l_1 l_2} \rho_{j,0}^{FF,\eta=10}$$

fall off very rapidly with their maximum at $l_1 = l_2 = 0$. Fig. 12 b) shows the comparison of the reconstructed signal, when
we consider just $L = 20$ coefficients for both $l_1$ and $l_2$ in comparison with the full correlation function. Specifically, we visualize the error $\text{Im}[E_L(|i\nu_1, i\nu_2|)]$ (equivalently defined as in Eq. (45), but for the three-point case and in Matsubara notation). The error is given by the magnitude of the coefficient $G_{l_1=20,l_2=20,\alpha=0.6}^{FF,n=10}$, after which the IR basis is cut. Due to the structure of the correlation function, the error is largest for small Matsubara frequencies.

Figs. 11 and 12 empirically demonstrate that the concept of the IR basis is useful to systematically save storage space and computing time. Already the evaluation of the two-point real-frequency spectral function just on the roots of the largest real-frequency IR basis polynomial, i.e. for $\eta = 1$, is sufficient to represent the signal with high precision.

VIII. CONCLUSION

We have demonstrated the prospects of using the IR basis for real-frequency NRG data. On the imaginary axis, the singular-value decomposition of the imaginary-time kernel functions analytically guarantees an exponential convergence with the number of IR basis functions. For real times or frequencies such a rigorous theorem does not exist. We have, however, demonstrated empirically that a compactification to $L^2$ data points with $L = 20\ldots30$ IR basis functions is possible for the real-frequency two-point correlator. Requirement for a fast convergence is broadening the NRG delta-peaks. However only a broadening factor $\alpha$ commonly employed in NRG anyhow before $\epsilon$-shifts were introduced [42, 43] is needed.

In case of the three-point vertex it became obvious that the number of considered IR basis coefficients determines how well details of the spectral density are resolved. We have shown that for $L = 72$ the very peaky structure at small frequencies is smeared out. The form of the spectral density is still reproduced. Overall the tendency of the error reduction with increasing IR basis coefficients $L$ holds.

Extrapolating the error, we expect to reconstruct the three-point vertex rather well for $L \approx 150$. The alternative is storing the $n$-point correlators directly at the iteratively calculated $N$ NRG eigenfunctions [33], requiring $N^{n-1}$ data. Usually in NRG, $N = 1000\ldots10000$ is taken.[71] Using the IR basis results in a compactification by a factor of $(N/L)^{n-1}$, i.e., by the order of $10^{3(5)}$ for three(four)-point correlators.
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Appendix A: Kernel spectral density representation

We start from the definition of the imaginary-time Green’s function in Eq. (1) and here explicitly derive the kernel and spectral density representation of Eqs. (4)-(6):

\[ G(\tau_1, \ldots, \tau_{n-1}) = (-1)^{n+1} \langle T \left( \prod_{i=1}^{n-1} A_i(\tau_i) \right) A_n \rangle = \sum_{\sigma \in S_{n-1}} \text{sgn}(\sigma)(-1)^{n+1} (\prod_{i=1}^{n-2} \theta(\tau_{\sigma(i)} - \tau_{\sigma(i+1)})) (\prod_{i=1}^{n-1} A_{\sigma(i)}(\tau_{\sigma(i)})) A_n \tag{A1} \]

\[ = \sum_{\sigma \in S_{n-1}} \text{sgn}(\sigma)(-1)^{n+1} (\prod_{i=1}^{n-2} \theta(\tau_{\sigma(i)} - \tau_{\sigma(i+1)})) \left( \sum_{m} \frac{e^{\beta E_m}}{Z} \left( \prod_{i=1}^{n-1} \langle m_i | A_{\sigma(i)}(\tau_{\sigma(i)}) | m_{i+1} \rangle \right) \langle m_n | A_n | m_1 \rangle \right) \]

\[ = \sum_{\sigma \in S_{n-1}} \text{sgn}(\sigma)(-1)^{n+1} (\prod_{i=1}^{n-2} \theta(\tau_{\sigma(i)} - \tau_{\sigma(i+1)})) \left( \int \sum_{m} \frac{e^{\beta E_m}}{Z} \left( \prod_{i=1}^{n-1} \langle m_i | A_{\sigma(i)}(\tau_{\sigma(i)}) | m_{i+1} \rangle \delta(\epsilon_i - (E_m - E_{m_{i+1}})) \right) \langle m_n | A_n | m_1 \rangle \right) \]

\[ = \sum_{\sigma \in S_{n-1}} \text{sgn}(\sigma) \int_{\epsilon_i} K_{\sigma}(\tau_1, \ldots, \tau_{n-1}; \epsilon_1, \ldots, \epsilon_{n-1}) \rho_{\sigma}(\epsilon_1, \ldots, \epsilon_{n-1}), \]

where \(|m_i\), \(E_m| label eigenstates and corresponding eigenenergies of the Hamiltonian, which we introduced in the second line of Eq. A1. We further introduced in the last two steps the generalized kernel and spectral density given by:

\[ K_{\sigma}(\tau_1, \ldots, \tau_{n-1}; \epsilon_1, \ldots, \epsilon_{n-1}) = (-1)^{n+1} \left( \prod_{i=1}^{n-2} \theta(\tau_{\sigma(i)} - \tau_{\sigma(i+1)}) e^{-\epsilon_{\sigma(i+1)} T_{\sigma(i+1)}} \right) e^{-\epsilon_{\sigma(1)} T_{\sigma(1)}}, \tag{A2} \]

\[ \rho_{\sigma}(\epsilon_1, \ldots, \epsilon_{n-1}) = \sum_{m} \frac{e^{\beta E_m}}{Z} \left( \prod_{i=1}^{n-1} \langle m_i | A_{\sigma(i)} | m_{i+1} \rangle \delta(\epsilon_i - (E_m - E_{m_{i+1}})) \right) \langle m_n | A_n | m_1 \rangle = \int_{\epsilon_i} \left( \prod_{i=1}^{n-1} A_{\sigma(i)}(\tau_i) e^{i \epsilon_i T_i} \right) A_n. \tag{A3} \]
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