Abstract—Imaging 3D nano-structures at very high resolution is crucial in a variety of scientific fields. However, due to fundamental limitations of light propagation we can only measure the object indirectly via 2D intensity measurements of the 3D specimen through highly nonlinear projection mappings where a variety of information (including phase) is lost. Reconstruction therefore involves inverting highly non-linear and seemingly non-invertible mappings. In this paper, we introduce a novel technique where the 3D object is directly reconstructed from an accurate non-linear propagation model. Furthermore, we characterize the ambiguities of this model and leverage a priori knowledge to mitigate their effect and also significantly reduce the required number of measurements and hence the acquisition time. We demonstrate the performance of our algorithm via numerical experiments aimed at nano-scale reconstruction of 3D integrated circuits. Moreover, we provide rigorous theoretical guarantees for convergence to stationarity.
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I. INTRODUCTION

Imaging nano-structures at fine resolution has become increasingly important in diverse fields of science and engineering. For instance, quality control/examination of modern multi-layered integrated circuits requires detailed imaging of intricate 3D structures with 10nm features. Similarly, real-time non-destructive imaging of biological specimens, such as protein complexes, on the molecular scale could provide invaluable insight into many biological processes that are little understood. Imaging at finer resolution necessitates high-energy beams with shorter wavelengths. Building optical components such as mirrors and lenses on this scale is very difficult and often phaseless coherent diffraction methods are required. This necessity has triggered a major revival in phaseless imaging techniques and experiments [1]–[16] as well as algorithms for phase retrieval. See [17] for a comprehensive overview of algorithmic approaches and [18]–[20] for theoretical work. A few recent papers (e.g. [21], [22] and references therein) leverage prior knowledge on the signal such as sparsity in order to further decrease the necessary number of measurements.

Despite all of this recent progress on phaseless reconstruction methods, there has been significantly less focus on 3D imaging at nano-scale. We briefly discuss a few recent efforts. [23] uses a multi-slice approach to image thick specimens in 3D, where the wave front is propagated through the object layer by layer. Authors in [24] use this multi-slice forward model combined with Fourier-ptychography to successfully reconstruct thick biological samples. [25] uses filtered back-projection for the reconstruction of flat specimens. [8] uses a two step approach where they first reconstruct 2D projections of the object from phaseless measurements, then obtain the 3D structure via tomography from the 2D reconstructions. A more recent line of work investigates a joint technique that alternates between a ptychography step on exit waves and a tomographic reconstruction step on the object based on the updated projections [26]–[29]. Most of these techniques typically use a first-order approximation of the projections in the tomography step due to the challenges introduced by the non-linearity. Even though the linear regime provides a good estimation for small biological samples, it becomes increasingly inaccurate for extended specimens and for materials used in electronics. An additional challenge of 3D imaging at very fine resolution is the extremely sensitive calibration process that highly increases data acquisition time.

In this work, we introduce a 3D reconstruction technique where the object is reconstructed directly in lieu of separating reconstruction into ptychography and tomography steps or alternating between those two as in prior work. Furthermore, we use a highly non-linear wave propagation model without linear approximation. We expect this model to be more accurate than the linear approximation, especially for larger specimens where the path length of the beam passing through the object is longer. Our work builds upon Accelerated Wirtinger Flow (AWF) [17], an accelerated optimization technique used for 2D phase retrieval. We extend this framework to 3D reconstruction by directly incorporating tomography in the algorithm and by adding weighted total variation (TV) regularization, which we term 3D Accelerated Wirtinger Flow (3D-AWF). We show that the merit of TV regularization is threefold: (1) it offers a computationally inexpensive method to alleviate the effect of ambiguities introduced by the non-linear model by leveraging prior knowledge, (2) it significantly accelerates data acquisition by reducing the number of measurements needed for a given level of reconstruction accuracy and (3) effectively incorporates the structure of integrated circuits by promoting a piecewise constant reconstruction. We demonstrate through numerical simulations on realistic chip data that our non-linear model results in significantly more accurate reconstructions compared to its linear approximation. Moreover, we provide mathematically rigorous guarantees for convergence of our algorithm.
II. PHASELESS IMAGING IN 3D

We are interested in reconstructing the complex valued 3D refractive index of the object, where we model the object as shifts of a voxel basis function over a cubic lattice. Let \( \mathbf{x} \in \mathbb{C}^N \) represent the complex refractive index of the discretized 3D object obtained from vectorizing \( \mathbf{X} \in \mathbb{C}^{N_1 \times N_2 \times N_3} \) for which \( \mathbf{X}_{n_1, n_2, n_3} \) is the complex refractive index at voxel \((n_1, n_2, n_3)\) on a cubic lattice. Here, \( N_1, N_2 \) and \( N_3 \) denote the number of voxels along each dimension and obey \( N_1 N_2 N_3 = N \). Here, the object is of the form \( \mathbf{x} = \mathbf{d} + i\mathbf{b} \) with \( \mathbf{d}, \mathbf{b} \in \mathbb{R}^N \) with \( \mathbf{d} \) denoting the phase shift and \( \mathbf{b} \) the attenuation associated with wave propagation through the object, and \( i \) the imaginary unit. Our forward model consists of two stages. The first stage consists of applying a non-linear projection to the 3D object resulting in a 2D complex exit wave. Then, the exit wave is passed through a linear mapping and its magnitude is measured in the far field.

A. From 3D object to 2D exit waves

Let \( T_\ell \in \mathbb{R}^{P \times N} \) represent the part of the conventional Radon transform projection operator corresponding to the \( \ell \)th projection angle. Based on the projection approximation of wave propagation \([8]\) (Fig. 1), for a wavelength \( \lambda \), the mapping from \( \mathbf{x} \) to the discretized exit wave in orientation \( \ell \) can be represented as

\[
\mathbf{g}_\ell := \mathbf{g}_\ell(\mathbf{x}) = e^{\pi i \frac{\lambda}{\ell} (\mathbf{d} + i\mathbf{b})},
\]

(II.1)

where exponentiation should be interpreted element-wise.

B. From 2D exit waves to phaseless measurements

In 3D psychography, a sample is illuminated with several different illumination functions (or "probes") from \( L \) different orientations and the corresponding diffraction patterns for each probe are measured by a detector in the far field. In many cases, the different probe functions \( p_k(r') \) are obtained as different spatial shifts of the same basic probe function. Let \( g_\ell(r') \) represent the 2D exit wave as a function of the spatial position in projection plane \( r' = (r'_x, r'_y) \) ((II.1) is the corresponding discretization). Then, the complex field at the detector plane resulting from the \( k \)th probe in orientation \( \ell \) is given by \( \mathbf{g}_k,\ell(r') = \mathcal{F}\{p_k(r')g_\ell(r')\} \), where \( \mathcal{F} \) denotes the Fourier transform. However, we cannot sense the complex far field directly, only its magnitude. Therefore our phaseless measurement corresponding to the \( k \)th probe and \( \ell \)th illumination angle takes the form \( \mathbf{y}_{k,\ell} = |\mathbf{g}_{k,\ell}| \). All measurements obtained in the \( \ell \)th orientation can be written in the more compact form \( \mathbf{y}_\ell = |\mathbf{A}\mathbf{g}_\ell| \), where \( \mathbf{A} \) represents the psychographic propagation model described in \([17]\).

C. Ambiguity challenges

Tomography. Recovering the phase of the ground truth object based on phaseless measurements is only possible up to some ambiguity factors. First, the mapping from the object \( \mathbf{x} \) to the 2D projections \( \{T_\ell \mathbf{x}\}_{\ell=1}^L \) may not be invertible and therefore the 2D projection images may result from infinitely many possible 3D objects. This ambiguity is rather pronounced when we only have measurements from a few orientations. However, with a sufficiently large number of angles, the mapping is typically invertible.

Global phase. Another source of ambiguity arises from the phaseless measurements. Recovering the 2D exit waves is only possible up to a phase factor, since the magnitude measurements are invariant to a global shift in phase.

Phase wrapping. Phase wrapping is another source of ambiguity that appears in the 2D exit waves and originates in the projection model in (II.1). Specifically, let \( \mathbf{x}' = \mathbf{d}' + i\mathbf{b}' \) be the ground truth object we wish to reconstruct, \( \tilde{\mathbf{x}} = \tilde{\mathbf{d}} + i\tilde{\mathbf{b}} \) be the estimate obtained from our reconstruction algorithm, and \( \tilde{\mathbf{d}} := \mathbf{d} - \mathbf{d}' \) the error in the real part of the reconstruction. Then the reconstructed exit wave at orientation \( \ell \) takes the form

\[
\tilde{\mathbf{g}}_\ell = e^{-\frac{\pi i}{\ell} \mathbf{d}^i \mathbf{b}^t} e^{\pi i \frac{\lambda}{\ell} \mathbf{d}^t \mathbf{d}} e^{\pi i \frac{\lambda}{\ell} \mathbf{d}^t \tilde{\mathbf{d}}}. \tag{II.2}
\]

From this identity it is clear that if \( \tilde{\mathbf{d}} \) is such that \( T_\ell \tilde{\mathbf{d}} = \lambda \mathbf{k} \) for any \( \mathbf{k} \in \mathbb{Z}^N \) will be consistent with the measurements and one can not hope to differentiate between the reconstruction and the ground truth exit wave. This effect translates to an ambiguity in the real part of each voxel of the 3D object: \( \tilde{\mathbf{d}} \) and \( \mathbf{d} + \lambda \mathbf{k} \) are indistinguishable for any \( \mathbf{k} \in \mathbb{Z}^N \) in our model.

III. RECONSTRUCTION VIA 3D-AWF

Our goal is to find \( \mathbf{x} \in \mathbb{C}^N \) that best explains our phaseless measurements under the propagation model. Formally, we solve the optimization problem

\[
\hat{\mathbf{x}} = \arg\min_{\mathbf{x} \in \mathbb{C}^N} \mathcal{L}(\mathbf{x}) + \lambda TV TV_{3D}(\mathbf{x}; \mathbf{w}), \tag{III.1}
\]

with \( \mathcal{L}(\mathbf{x}) := \sum_{\ell=1}^L |\mathbf{y}_\ell - |\mathbf{A}\mathbf{g}_\ell|^2 |^2 \). The second term penalizes the weighted total variation of the reconstruction defined as \( TV_{3D}(\mathbf{x}; \mathbf{w}) := \sum_{i,j,k} w_x |x_{i,j+1,k} - x_{i,j,k}| + w_y |x_{i+1,j,k} - x_{i,j,k}| + w_z |x_{i,j,k+1} - x_{i,j,k}| \), where \( w = ... \)
\[ w_x, w_y, w_z \] is a fixed vector of non-negative weights that can be used to leverage prior knowledge on the structure of the object along different spatial dimensions. The optimization problem in (III.1) is nonconvex and in general does not admit a closed form solution. Classical gradient descent requires a differentiable loss landscape and the loss in (III.1) is not complex differentiable. However, this does not pose a significant challenge since the loss function is differentiable except for isolated points, and we can define generalized gradients at non-differentiable points [30]. We use the notion of Wirtinger-derivatives and apply a proximal variant of AWF [17], which we call 3D-AWF with update rule

\[ z_{r+1} = x_r + \beta_r (x_r - x_{r-1}) - \mu_r \nabla \mathcal{L}(x_r + \beta_r (x_r - x_{r-1})) \]

where \( \text{prox} \) denotes the proximal mapping associated with function \( f \). The generalized gradient of \( \mathcal{L}(x) \) takes the form

\[ \nabla \mathcal{L}(x) = -\frac{2\pi i}{\lambda} \sum_{\ell=1}^{L} T_{\ell}^H \text{diag}(\mathbf{g}_\ell) \mathbf{A}_\ell^H (\mathbf{A}_\ell^* - y_\ell \odot \text{sgn}(\mathbf{A}_\ell g_\ell)) \]

where \( \text{sgn}(\cdot) \) denotes the complex signum function and \( \odot \) stands for elementwise multiplication. We choose the step size \( \mu_r = \frac{1}{\Gamma_r} \), where

\[ \Gamma_r = \frac{4\pi^2}{\lambda^2} \left[ \sum_{\ell=1}^{L} \sum_{k=1}^{K} \text{diag}(|p_{k\ell}|^2) \text{diag}(|g_{k\ell}|^2) \right] + \left\| \text{diag} \left( \frac{\partial}{\partial \mathbf{g}_\ell} \mathcal{L}(x) \right)^H \odot \mathbf{g}_\ell \right\|_2 \].

We note that \( \Gamma_r \) can be determined from the known probe and quantities computed whilst calculating the gradient (current exit wave estimate, gradient w.r.t. exit wave) and hence requires no additional effort. This step size is motivated by a theoretical bound on the spectral norm of the loss Hessian that describes the maximum variation of the loss landscape and works well in practice. In the next section, we provide formal convergence guarantees for a slightly more conservative step size.

Due to the ambiguities discussed in Section II, the loss landscape \( \mathcal{L}(x) \) has many undesired global optima. Furthermore, due to the highly nonlinear nature of the forward model the loss is highly nonconvex with many local optima. 3D-AWF biases the optimization process towards the desired reconstruction by exploiting \textit{a priori} knowledge on the structure of the solution via TV proximal mappings. The benefit of TV regularization is threefold: (1) it expedites data acquisition time drastically through decreasing the necessary number of measurements required for accurate reconstruction, (2) it helps resolve the ambiguity introduced by phase wrapping to a high degree and (3) serves as excellent prior for integrated circuits due to their highly structured, piecewise constant nature.

In Section II we showed that there is a voxel-level ambiguity in the real part of the object due to phase wrapping. Applying 3D TV regularization promotes a piecewise constant structure over the 3D reconstruction. Since we know a priori that the ground truth object is piecewise constant, this in turn ensures that the ambiguity in \( d \) is also piecewise constant. Therefore, it opens up a way to mitigate the phase wrapping effect by facilitating the approximation of the ambiguity by a single constant over the object: \( \mathbf{d} = \mathbf{d}^* + \mathbf{d} \) with \( \mathbf{d} \in \mathbb{R} \). Finding the optimal constant \( \mathbf{d} \) necessitates some knowledge on the ground truth object. We assume that some pixels of the ground truth exit waves are known, which translates to knowing some line integrals through the ground truth object. This information is readily available by using the part of the 3D object which is known to be vacuum or a given substrate. Denote \( D_\ell \) the diagonal operator that masks out unknown pixels in the ground truth projection image in orientation \( \ell \), so that \( D_\ell^* D_\ell \mathbf{d}^* \) is known. Then we can obtain \( \mathbf{d} \) by solving

\[ \min_{\mathbf{d}} \sum_{\ell=1}^{L} ||D_\ell^* (\mathbf{d} - \mathbf{d}^*) - D_\ell^* \mathbf{d}^*||_2^2 \]  

for which the solution can be easily calculated in closed form. Let \( \mathbf{x}_F \) be the full reconstruction obtained from running 3D-AWF for \( T \) iterations. Then, our correction technique yields the final reconstruction \( \mathbf{x}_F \) given by

\[ \mathbf{x}_F = \mathbf{x}_T - 1 \mathbf{d} \].

IV. CONVERGENCE THEORY

The loss function in (III.1) is non-differentiable and highly non-convex. Therefore it is completely unclear why 3D-AWF even converges. In the next theorem we ensure convergence to a stationary point for a non-accelerated variant.

\textbf{Theorem 4.1:} Let \( x \in \mathbb{C}^N \) represent the object and assume we have noisy measurements of the form \( y_\ell = |\mathbf{A}_\ell g_\ell| + n_\ell \) corresponding to projection angles \( \ell = 1, \ldots, L \). Here, \( g_\ell \in \mathbb{C}^p \) is defined per (II.1) and \( n_\ell \) is used to denote arbitrary noise on the measurements from the \( \ell \)th angle. We run 3D-AWF updates of the form (III.2) with \( \beta_r = 0 \) with step size

\[ \mu \leq \left[ \frac{4\pi^2}{\lambda^2} \left( 1 + \sqrt{\parallel \mathbf{D} \mathbf{A} \parallel_{\infty} \sum_{\ell=1}^{L} \parallel y_\ell \parallel_{\ell_2} \right) \right]^{-1} \]

where \( \lambda_{\max} = \parallel \sum_{k=1}^{K} \text{diag}(|p_{k\ell}|^2) \parallel_2 \). Furthermore, denote \( \mathcal{L}_{\text{total}}(x) = \mathcal{L}(x) + \lambda_{TV} \mathbf{TV}_{3D}(x; w) \) and let \( x^* \) be a global optimum of \( \mathcal{L}_{\text{total}}(x) \). Then,

\[ \lim_{\tau \to \infty} \parallel \text{prox}_{TV}(x_\tau) - x_\tau \parallel_{\ell_2} = 0 \]

and more specifically

\[ \min_{x(1,2,\ldots,T)} \parallel \text{prox}_{TV}(x_\tau) - x_\tau \parallel_{\ell_2} \leq \mathcal{L}_{\text{total}}(x_0) - \mathcal{L}_{\text{total}}(x^*) \mu(T + 1) \]

This theorem guarantees that if we choose the step size smaller than a constant which can be calculated purely based on our measurements and the known probe function, then 3D-AWF will converge to a stationary point. Moreover, the norm of the difference of iterates diminishes proportional to \( \frac{1}{\mu} \). It is important to note that even though Theorem 4.1 is formulated in terms of TV regularization for this particular application, it can be shown that 3D-AWF converges to stationarity for any convex regularizer. For a detailed proof of Theorem 4.1 with arbitrary convex regularizer see [31].
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V. NUMERICAL EXPERIMENTS

In this section, we investigate the performance of 3D-AWF in the context of pytchographic phaseless imaging of 3D samples. We perform the reconstruction on a complex 3D test image of size 124 × 124 × 220 voxels (N = 3.4 × 10^6) obtained from a highly realistic synthetic IC structure specified in [17].

To generate the measurements we repeat the pytchographic acquisition procedure with parameters described in [17] for L = {5, 10, 25, 50, 100, 250, 400} different illumination angles, where the object is rotated by π/2 increments about its y axis.

Algorithm 1 3D-AWF

Input: λ_{TV}, y \in \{y_\ell\}_{\ell=1,2,\ldots,L}

1: \hat{x}_0 \leftarrow 0 \quad \triangleright \text{Initialization}
2: for \tau = 1 to T do
3: \quad \beta_\tau \leftarrow \frac{\tau + 1}{\tau + 3} \quad \triangleright \text{Temporary var.}
4: \quad q_{\tau+1} \leftarrow x_\tau + \beta_\tau (x_\tau - x_{\tau-1}) \quad \triangleright \text{Grad. from (III.3)}
5: \quad \nabla \mathcal{L}(q_{\tau+1}) \leftarrow \text{gradient}(q_{\tau+1}, y) \quad \triangleright \text{Step size from (III.4)}
6: \quad \mu_{\tau} \leftarrow 1/\tau \quad \triangleright \text{Step size from (III.3)}
7: \quad z_{\tau+1} \leftarrow q_{\tau+1} - \mu_{\tau} \frac{x_0}{TV}(z_{\tau+1}) \quad \triangleright \text{Correction from (III.6)}
8: \quad \hat{x}_F = \text{correction}(x_T) \quad \triangleright \text{Correction from (III.6)}

Output: \hat{x}_F

First, we implement 3D-AWF (Algorithm 1) to minimize the TV-regularized problem defined in (III.1) with iterative proximal update rule in (III.2) with T = 550 iterations. We tune the regularization strength by minimzing reconstruction error with L = 100 illumination angles. For experiments with different number of angles we scale the regularizer linearly with L to maintain the ratio of TV-penalty to the total loss. The tuned value for 3D-AWF at 100 angles is λ_{TV}^{AWF} = 0.1. The chip has a fine, layered structure along the z-axis, therefore we set the regularization weights to \( w = [1, 1, 0.1] \) to enforce a piecewise constant structure mostly in the \( x-y \) plane. We report the relative error on the corrected reconstruction (output of Algorithm 1) as \( RE_{\text{final}} = \|M(\hat{x}_F - x^*)\|_2 / \|Mx^*\|_2 \).

Here, M extracts the center 62 × 62 × 110 voxel region of the object (the region-of-interest), outside of which the object did not receive enough illumination from the probes and therefore we don’t expect to have accurate reconstruction in that region.

We compare our results to a combined, two-step (2-Step) approach in which we first perform 2D phase retrieval then reconstruct the object from projections via tomography. In the first step, we reconstruct the exit waves by minimizing \( \sum_{\ell=1}^L \|y_\ell - |Af_\ell|^2 \|_2 \), yielding estimated exit waves \( \hat{f}_\ell \). In this method the exit wave is approximated based on its Taylor-series expansion as \( \exp(\frac{2\pi i}{\lambda} T x) \approx 1 + \frac{2\pi i}{\lambda} T x \) yielding the loss function for tomography

\[
\sum_{\ell=1}^L \|H\hat{f}_\ell - \frac{2\pi i}{\lambda} HTx\|_2^2 + \lambda_{TV} TV_{3D}(x),
\]

where \( H \) represents the ramp filter used in filtered backprojection aimed at inverting the Radon transform. We will assume that the exit waves have been reconstructed perfectly in the phase retrieval step (that is \( \hat{f}_\ell = f_\ell^* \), \( \ell = 1, 2, \ldots, L \)) and run conjugate gradient descent on the loss function in (V.1) for \( T = 550 \) iterations. We tune and scale the regularizer by the same methodology as for 3D-AWF with \( \lambda_{TV}^{2\text{-Step}} = 10^4 \) for \( L = 100 \) angles. To perform the correction, we assume that the same pixel values are known as in case of 3D-AWF and report the final reconstruction error after correction.

In case of 2-Step, we observe that the relative reconstruction achieves its minimum fairly early (100-150 iterations) and increases afterwards, with consistently worse reconstructions at iteration 550. Therefore we show the best reconstruction across all iterations for this technique. On the other hand, as it is observed on Fig. 2, 3D-AWF reconstruction error is decreasing throughout iterations and therefore we report results for the last iteration. 3D-AWF reconstruction improves with more iterations, which cannot be said for 2-Step. We note that the relative error before correction is consistently high for both algorithms. We attribute this fact to the inherent ambiguity of the reconstruction problem, which emphasizes the need to incorporate some form of prior knowledge. After applying the correction technique described in (III.6), the reconstruction error decreases drastically for both algorithms.
Fig. 4: Magnitude of ground truth of a slice (x−y plane at z = 1) of 3D-AWF and 2-Step reconstructions after correction.

Fig. 3 depicts relative reconstruction error achieved by 3D-AWF and 2-Step for various number of illumination angles. These results show that 3D-AWF achieves significantly better reconstruction accuracy with significantly fewer angles.

Lastly, we plot the magnitude of a slice of the ground truth object and reconstructions after correction in Fig. 4 for various projection angles. Even though the reconstructions significantly improve with more illumination angles, visible reconstruction quality saturates after 100 angles. Reconstruction of the magnitude image using 3D-AWF is highly accurate with sharp edges even with low number of measurements. Edges on the 2-Step magnitude plot are less well-defined and magnitude values are inaccurate. For a more comprehensive set of experimental results see [31].
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