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Distance metrics for genome-scale metabolic models
Andrea Cabbia*1, Peter A.J. Hilbers1 and Natal A.W. van Riel1,2

Abstract

Background: Due to algorithmic advancements and to the availability of experimental datasets, large collections of genome-scale metabolic models (GSMM) can nowadays be generated automatically. Nevertheless, few tools are available to efficiently analyze such large sets of models, for example to study the link between genetic and metabolic heterogeneity. Machine Learning (ML) algorithms use the distance between data points to find patterns in large datasets. A method to determine distance between genome-scale metabolic models was thus necessary to apply ML to large model sets. We address this issue considering three levels of model representation, and defining for each of them a different distance metric: Jaccard metric for metabolic reconstructions, graph kernels for network graph topology and cosine similarity between flux distributions for constraint-based models. We employed two benchmark datasets, each containing hundreds of metabolic models, to compare the different metrics: the first is composed of 100 human genome-scale models developed from proteomics data of four different cancer tissues, while the second contains more than 800 models of bacterial species inhabiting the human gut and was developed from metagenomic data.

Results: Metrics based on the overlap of reactions content (Jaccard) and on network similarity (graph kernels) achieve remarkably similar performances in clustering and classification tasks. Phylogenetic trees built on these two metrics have the same distance from a reference taxonomy, even if the trees themselves are different from each other. Mantel test shows high correlation between distance matrices built with Jaccard and network similarity metrics.

Conclusions: We expand the concept of distance between metabolic models, highlighting new properties of the Jaccard metric such as its correlation with network similarity and function. We show how distance metrics enable the application of machine learning algorithms to genome-scale metabolic models, enabling efficient pattern recognition in large model sets.

Keywords: Genome-scale metabolic models; Machine Learning; Distance metrics

Introduction

Phenotypic variation in responses to the same stimuli, such as pharmaceutical treatments and diet, arises from genetic and epigenetic variation, different microbiome composition and function, and from lifestyle factors such as physical activity [1]. Genome-scale metabolic models represent the metabolic network of an organism or tissue, and simulate the response to particular environmental conditions such as nutrient availability. These models can be parametrized with multiple types of molecular data, such as transcriptomics and proteomic, to produce context-specific models. This feature makes them attractive platforms for the integration of multi-omics datasets, and for the study of phenotypic heterogeneity, for example to study the complex genetics of metabolic diseases and conditions such as development of frailty with age. [2]. Genome-scale metabolic models are knowledge-driven: knowledge of physico-chemical laws is employed to build mechanistic models that are able to explain or approximate experimental data. Automated model generation algorithms [3], [4], [5] have made possible the construction of large libraries of genome-scale metabolic models, such as patient-derived models, [6], and human gut microbial communities [7], [8]. Despite this increase in the number of GSMM developed and published, very few methods are available to describe and study heterogeneity across the large number of different models included in such libraries [9], [10]. Machine Learning (ML) algorithms can automatically
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find patterns in large amounts of data, without any previous knowledge about the system. These methods scale well to large datasets, but it is difficult to introduce any a priori knowledge about biological systems in this kind of algorithms [11]. ML algorithms can be broadly divided in supervised and unsupervised: unsupervised algorithms, often referred to as clustering algorithms, automatically detect underlying patterns and similarities in large amounts of unlabelled data, while supervised methods, also known as classification algorithms, can learn known patterns from a set of annotated training data, and use this information to create a predictive model able to match new unseen data to a known profile. Many classification algorithms, such as K-Nearest Neighbor (kNN), Support Vector Machine (SVM), and clustering methods such as Hierarchical clustering (HC) and K-means, rely on measures of distance to discover similarities between different data points. [12],[13],[14]. We see large potential in the combination of genome-scale metabolic models with ML to address the question of biological heterogeneity. The definition of methods to measure distance between metabolic models is needed as a fundamental step towards the integration of these two computational approaches, enabling the application of machine learning algorithms to find patterns in large sets of metabolic models. The Jaccard similarity metric, which is defined as the size of the intersection divided by the size of the union of two sets, has been used as measure metabolic similarity between GSMMs in several papers [15], [16], [7]. This similarity metric can be applied to metabolic reconstructions to compute a similarity score between the sets of reactions or metabolites of two different models, but it does not take into account higher level features of the models such as the topology of the metabolic network or the constraints of a constraint-based model. For this reason, we hypothesize that metrics based on different properties of the model could identify different patterns. To test such hypothesis, we identified three different representations of a genome-scale metabolic model, respectively as list of reactions, as graph topology and as flux constraints, and defined distance metrics based on each of these features. The distance metrics were then compared in a series of machine learning and phylogenetic analysis applications.

Methods
Benchmark Datasets
To compare and evaluate different genome-scale model distance metrics, we employed two published collections of genome-scale models as benchmark datasets. The first is a library of patient-derived genome scale models, developed from cancer patient proteomics data [6], which is available at the Biomodels database [17]: https://www.ebi.ac.uk/biomodels-main/pdgsmm. For the remainder of the paper, we will identify this dataset with the abbreviation PDGSMM. All the models included in this dataset have been generated from the same reference human metabolic model, HMR2 [18], using the same algorithm, tINIT [5], in order to minimize the technical variability (also known as batch effect) present inside each dataset [19]. To facilitate our analysis, we chose to use only a subset of this large collection of thousands of models. We selected 100 models, representing the metabolism of 4 different cancer tissues: liver, lung, pancreas and skin. Figure 1A and 1C show the content of the models in this dataset, respectively in terms of number of reaction and metabolites, for each of the four tissues. The second dataset is a collection of microbial models inhabiting the human gut, AGORA, [7], which can be accessed at the Virtual Metabolic Human (VMH) database https://www.vmh.life/#microbes/search. The latest version of the collection (1.03) includes 818 bacterial models. Figure 1B and 1D show the content of the models in this dataset.

Alternative representations of a genome-scale metabolic model
GSMMs are data structures that can be represented in alternative ways, depending on the type of application: as repositories of genes, metabolites and biochemical reactions experimentally found or predicted to be present in a certain tissues or organism (metabolic reconstruction); as bipartite graph structure, where reactions and metabolites are two separate sets of nodes, connected by edges, resulting in a specific topology, shown in Additional Figure 4 (network topology graph), and as constraint-based model, describing how the metabolism of a tissue or organism adapts to a specific environment or condition, i.e. subject to constraints on the metabolic fluxes through exchange and internal reactions. Additional Figure 5 shows the structure and attributes of a constraint-based metabolic model (SBML file). Such alternative representations of the same object are often mistakenly conflated with each other, leaving space for misunderstanding and interoperability issues [20]. Making this distinction ex-
licit may improve our definition of metabolic distance, since each of these three different aspects of a GSMM (metabolic reconstruction, network topology graph and constraint-based model) encapsulates different aspects of metabolic heterogeneity. We will therefore define separate distance metrics for each of these features.

Distance and similarity metrics

**Jaccard Metric**
The Jaccard metric has been used extensively to measure distance between genome-scale metabolic models in several studies: [15],[16],[4]. In [7], the authors used metagenomic data to build a collection of 773 genome-scale metabolic reconstructions of bacterial species inhabiting the human gut. The variability of these reconstructions has been quantified computing the Jaccard distance between lists of reactions for each pair of reconstructions:

\[ JD = 1 - \frac{|R_i \cap R_j|}{|R_i \cup R_j|} \]

where \( R_i \) is the list of reactions from reconstruction \( i \) and \( R_j \) is the list of reactions present in reconstruction \( j \). \( JD = 1 \) implies that the two reconstructions share no reactions, while \( JD = 0 \) means that the two reconstructions have identical reaction lists.

**Graph Kernels**
Kernel methods are a class of machine learning algorithms [21], owing their name to the use of kernel functions, i.e. nonlinear functions that map the data into a different dimensional space, such as the Reproducing Kernel Hilbert Space (RKHS). In the RKHS, the distance of samples represents their similarity. As long as we can formulate everything in terms of kernel evaluations, we never explicitly need to compute the exact coordinates in the RKHS, but rather their distance is found by computing their inner products, an operation that is often computationally cheaper than the explicit computation of the new coordinates.

\[ K(X, Y) = \langle X \cdot Y \rangle \]

Kernel methods have been applied to different types of data: biological sequences [22], text [23], images [24], as well as graphs [25]. Graph kernels are kernel functions that compute an inner product on graphs, as a computationally efficient way to measure their similarity, retaining information about their network topology. They were developed as a way to apply machine learning algorithms to structured data, such as knowledge graphs, which are ways to describe relationships between entities (or ‘ontologies’) in a graph structure. This format can be read and processed by algorithms, which can then infer new non-trivial properties of the entities traversing the graph. Genome-scale metabolic models are examples of such structured objects, containing information about certain entities (i.e. metabolites, reactions, genes) and their relationships. A simple example of these functions is the random walk kernel [26], which computes random walks on two graphs simultaneously, and then quantifies their similarity as the number of common walks in the two graphs. This is equivalent to doing random walks on the direct product of the pair of graphs. Random walk kernels are efficient for small, simple graphs, but as the size and complexity of the networks increases, such as with genome-scale metabolic networks, more modern techniques are needed. The Weisfeiler-Lehman Subtree (WLS) kernel, proposed in [27], is a kernel suited for computation of similarity between large, complex graphs. This kernel computes the number of subtrees shared between two graphs, using the Weisfeiler-Lehman [28] algorithm to find an approximate solution to the problem of graph isomorphism, which is np-complete. The concept of this algorithm is to relabel the nodes with the sorted set of node labels of neighbouring nodes. This procedure is repeated for \( n \) iterations, or until the set of labels of two nodes are different. The node labels at this point will contain topological information about the neighborhood of each node. Finally, the kernel value is computed by counting common labels between two graphs. Since this procedure is performed simultaneously on all input graphs, its runtime scales only linearly with the number of edges of the graphs and the number of iterations.

**Cosine Similarity**

Metabolic models are particular instances of metabolic reconstruction, subject to constraints on the value of certain fluxes. These constraints, usually derived from experimental data, restrict the space of possible flux distributions in the network. Flux Balance Analysis (FBA) [29] can be employed to find one of the possible flux distributions that satisfies a given cellular objective, usually biomass or ATP production. To quantify the similarity of metabolic models, we employed FBA to find the optimal flux distribution for each of the models in the test dataset, using the biomass reaction as objective function. Cancer is in fact known to rewire cellular metabolism to maintain elevated rates of cellular growth and division. [30]. Therefore we deemed acceptable the utilization of the biomass reaction as cellular objective also in human models. We computed
the similarity between pairs of models as the cosine of the angle spanned by the two flux vectors resulting from FBA. Since this metric does not take into account the length of the two vectors, but just their angle, this provides a normalized measure of the orientation of the flux vectors. It is defined as the dot product of two numeric vectors, divided by the product of the vector lengths:

$$\cos(x, y) = \frac{x \cdot y}{||x|| \cdot ||y||}$$

Output values close to 1 indicate high similarity (i.e. the vectors point to the same direction).

**Supervised Classification**

The three metrics described in the previous section have been evaluated and compared through a series of machine learning and phylogenetic tests. For the classification test, we used K-Nearest Neighbor (K-NN) and Kernel-Support Vector Machine (Kernel-SVM) algorithms, two robust and well-studied algorithms, which rely on distance metrics. K-NN is one of the simplest classification algorithms: each test sample is classified by a majority vote of its K nearest neighbors, where K is a positive integer, typically small. The way in which distance is computed is fundamental in this algorithm, to correctly identify the neighboring training samples and achieve high accuracy. Linear-SVM models are representations of the training points in a n-dimensional space, mapped in such way that data points belonging to separate classes are divided by a linear decision boundary that is as wide as possible. Kernel-SVM is an extension of this method: the training data points are transformed to an higher-dimensional space (RKHS), allowing the classification of samples even when a linear boundary that separates the classes cannot be found in the original space. Pairwise distance matrices were used as inputs for the clustering algorithms. In both cases the number of clusters was chosen to match the number of classes present in the ground truth label.

**Comparison of phylogenetic trees**

We further evaluated the metrics in a different application setting, creating and comparing three different phylogenetic trees for the microbial models in the AGORA dataset, one for each metric. The trees were first compared to a reference tree, built from NCBI taxonomy database, then compared to each other. We computed a similarity score between each pair of trees using Robinson-Foulds (RF) metric [31]: given two unrooted trees and a set of labels (e.g., taxa) for each node, the Robinson–Foulds metric finds the number of direct and inverse operations to convert one into the other. The number of operations defines their distance.

**Correlation between distance matrices**

Mantel test [32] was used to compute Pearson’s correlation coefficient between two pairwise distance matrices. Statistical significance was assessed via permutation test.

**Results**

Three distance metrics were evaluated in different tasks: We used the SciKit-Learn [33] implementation of K-NN and Kernel-SVM classifiers and of Hierarchical and Spectral clustering. We employed the GraKeL [34] implementation of Graph Kernel algorithms and the ete3 package [35] to build and compare phylogenetic trees. All the computations were performed on a Ubuntu 18.04 machine with Xeon CPU E5-1620 @ 3.50GHz and 16GB RAM.

**Classification**

For the PDGSM dataset, the task was to predict the correct tissue label (skin, lung, liver, pancreas), while for the AGORA dataset, the task was to predict four different labels: Gram staining (e.g. positive or negative), the type of oxygen metabolism (e.g. aerobe, anaerobe), its taxonomy (Phylum) and type of interaction with the host (e.g. commensal, pathogen, probiotic). This information has also been retrieved from the VMH database. Figure 2 shows the average prediction accuracy for each supervised learning algorithm, when tasked to predict the label of the samples in the test set. The results shown are the averages of a 10-fold cross validation.

**Figure 2** Classification results. (A) K-Nearest neighbor classification results. (B) Kernel-SVM classification results.
From the results of the classification test we can immediately notice how Jaccard and Graph Kernel metrics have very similar performances in almost every task. The classification accuracy in case of Cosine similarity between flux vectors is somewhat lower but comparable to the other two metrics in the case of the microbial AGORA dataset, though significantly worse in case of the larger human models included in the PDGSM dataset. This observation suggests that the efficacy of this metric could decrease with the increase in dimensionality of the solution space of the models. A classification accuracy score > 0.9 for the taxonomy label (AGORA-Phylum) across both clustering algorithms indicates a possible correlation between model-based distance and evolutionary distance.

Clustering
In the second test we compared how different clustering algorithms perform, when given different distance matrices built from different metrics as inputs. Since the ground-truth was known, we could measure how accurate the label predicted by the clustering algorithms matched the ground truth label. Additional figures 1-3 show the result of a PCA on the AGORA dataset.

In the hierarchical clustering results (Figure 3A), flux vector similarity performs better than network similarity in many cases, and is able to recover correctly 64% of the labels in the AGORA-Phylum case. Nevertheless, also in the this example, the performance of this metric degrades for the human models dataset. In the spectral clustering results (Figure 3B), the performances are higher for reactions and network similarity metrics, except once again for the AGORA-Phylum case. The highest clustering accuracy is achieved with the Jaccard metric, reaching 61% of correct predictions for the AGORA-Phylum case.

Comparison of phylogenetic trees
We built three different phylogenetic trees for the AGORA dataset, one for each of the metrics. The trees were compared first with a reference, a tree built from the NCBI taxonomy database, and then with each other. The degree of similarity between phylogenetic trees has been expressed with Robinson-Foulds metric (RF) and in % of shared branches. Table 1 summarizes the results of the comparison. The results of the comparison between the three phylogenetic trees with the reference taxonomy tree, presented in Table 1, show how the trees built on reaction similarity (Jaccard) and network similarity (Graph Kernel) have the same distance from the reference (RF = 0.82-0.83). Their direct comparison nevertheless proves their differences: their normalized RF distance is 0.34, corresponding to an overlap of 83% in the branches of the two trees. By comparison, the tree built from flux vectors similarity (Cosine), is further away from the reference (RF = 0.92) and less similar to the other two trees (RF = 0.78-0.79), and shows less overlap with their branches (60%).

Correlation between distance matrices
We performed a Mantel test to check for correlations between pairs of distance matrices built from different distance metrics. The results of the Mantel test are presented in Table 2 (AGORA dataset) and Table 3 (PDGSM dataset). In both cases, distance matrices built from Jaccard and Graph Kernel metrics show very high correlation (> 0.9). This result shows how reaction similarity is correlated with the similarity in the topology of metabolic networks.

**Table 1** Phylogenetic Trees comparison

| Source Tree               | Reference Tree | RF   | %src-ref | %ref-src |
|--------------------------|----------------|------|----------|----------|
| Jaccard                  | NCBI Taxonomy  | 0.62 | 0.56     | 0.82     |
| Graph Kernel             | NCBI Taxonomy  | 0.83 | 0.56     | 0.83     |
| Cosine similarity        | NCBI Taxonomy  | 0.92 | 0.52     | 0.78     |

**Table 2** Distance matrices correlation: AGORA dataset

| Distance Matrix 1        | Distance Matrix 2 | Pearson’s r | p-value |
|--------------------------|-------------------|--------------|---------|
| Jaccard Distance         | Graph Kernel      | 0.985        | 0.001   |
| Jaccard Distance         | Cosine Similarity | 0.931        | 0.001   |
| Graph Kernel             | Cosine Similarity | 0.639        | 0.001   |

**Table 3** Distance matrices correlation: PDGSM dataset

| Distance Matrix 1        | Distance Matrix 2 | Pearson’s r | p-value |
|--------------------------|-------------------|--------------|---------|
| Jaccard Distance         | Graph Kernel      | 0.904        | 0.001   |
| Jaccard Distance         | Cosine Similarity | 0.380        | 0.001   |
| Graph Kernel             | Cosine Similarity | 0.386        | 0.001   |

**Discussion**
We employed distance metrics and ML for pattern recognition in large sets of GSMM, as a strategy for the integration of multiple omics datasets with *a priori* knowledge of the structure of metabolic networks [36]. Multiple ML algorithms, including K-Nearest Neighbor (K-NN), Support Vector Machine (SVM), Hierarchical Clustering (HC) and Spectral Clustering (SC),
rely in fact on some measure of distance between data points, usually quantified with Euclidean metric, to identify patterns between similar samples or to match previously unseen samples to a known profile. The problem was to define how distance between metabolic models should be expressed: we addressed this issue considering three possible representations of a genome-scale metabolic model and defining for each of them a different metric: Jaccard metric for metabolic reconstructions, graph kernels for topology of metabolic network graph and cosine similarity between flux distributions for the constraint-based model. Reaction similarity can be measured easily with Jaccard or Hamming metrics [37], but measuring topology similarity between genome-scale metabolic networks graphs, containing up to thousands of nodes and edges, was an intractable problem until recently [38]. Algorithms such as the Weisfeiler-Lehman Subtree Kernel (WLS) can be applied to efficiently compute a similarity score in large sets of genome-scale metabolic networks. Cosine similarity between pairs of flux vectors, obtained from FBA while maximizing biomass production, is admittedly suboptimal for several reasons: firstly, FBA results are scarcely reproducible, mainly due to the degeneracy of stoichiometric networks (i.e. many flux distributions satisfy the same objective function) and to its sensitivity to the particular software or algorithm used to solve the linear programming (LP) problem. Additionally, FBA imposes the use of an arbitrary optimization objective, meaning that each flux distribution found with FBA is inherently biased, and not representative of the whole solution space. Moreover, a single FBA solution cannot represent the complexity of the entire solution space of a constraint-based model. Few alternative approaches are possible, such as Geometric FBA [39], random sampling of the solution space [40], Expectation Propagation [41] or by comparing sets of Elementary Flux Modes (EFM) [42]. However, their application to large datasets containing hundreds of genome-scale models, which is the focus of this article, so far remains hampered by their excessive computational requirements. Our results revealed that reaction and network similarity, measured respectively as Jaccard distance and Graph Kernel values, have comparable performances across the clustering and classification tests. The comparison between phylogenetic trees of the AGORA dataset revealed that trees built with Jaccard distance and Graph Kernel metric have the same degree of similarity with the reference tree (their normalized RF distance from reference is 0.82-0.83). Nevertheless, the two metrics do not fully overlap, since the normalized RF distance between Jaccard and Graph Kernel trees is 0.34, with 84% of the branches in common. The Mantel test reported a very high correlation coefficient between distance matrices built with these two metrics (0.985 for the AGORA dataset, 0.904 for the PDGSM dataset, p-value = 0.001). This last result suggests that an underlying common structure may exist between the composition of the metabolic network, in terms of lists of reactions and metabolites and its topology, which is responsible for its functionality. Taken together, these results highlight new properties of the Jaccard metric, which, being relatively simple and fast to compute, can also give to the researcher a remarkable amount of information also on the degree of similarity of the functionality of different metabolic networks. Despite its drawbacks, the third metric, cosine similarity between FBA flux vectors performances were remarkably close to the other two metrics, especially in the case of hierarchical clustering tests, where it sometimes outperformed the network similarity metric. An interesting observation is the degradation of its performances in the PDGSM dataset, which contains larger human models. This observation suggests that the performance of this metric may decrease with the increase in the dimensionality of the solution space of the models. Nevertheless, since model’s features such as constraints are more closely related to the actual phenotype, we hypothesize that novel similarity metrics based on these properties could have a higher correlation with phenotypic heterogeneity compared to metrics based only on reaction similarity such as Jaccard distance. Follow-up studies should investigate the extent to which model-inferred heterogeneity is correlated to phenotypic heterogeneity in different contexts and organisms.

Conclusion
The concept of distance between metabolic models was expanded by developing distance metrics for three levels of model representation. We highlighted new properties of the Jaccard metric such as its correlation with network similarity and function, and showed how ML can be applied to large sets of genome-scale metabolic models, enabling efficient pattern recognition in large sets of models.
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Classification results. (A) K-Nearest neighbor classification results. (B) Kernel-SVM classification results.

Figure 3

PDGSMM dataset, grouped by tissue type. (D) Metabolite content of the models in the AGORA dataset, grouped by Phylum.
Clustering results. (A) Hierarchical Clustering results. (B) Spectral Clustering results.
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