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Abstract—The exceptional progress in the field of machine learning (ML) in recent years has attracted a lot of interest in using this technology in aviation. Possible airborne applications of ML include safety-critical functions, which must be developed in compliance with rigorous certification standards of the aviation industry. Current certification standards for the aviation industry were developed prior to the ML renaissance without taking specifics of ML technology into account. There are some fundamental incompatibilities between traditional design assurance approaches and certain aspects of ML-based systems. In this paper, we analyze the current airborne certification standards and show that all objectives of the standards can be achieved for a low-criticality ML-based system if certain assumptions about ML development workflow are applied.

I. INTRODUCTION

The European Union Aviation Safety Agency (EASA) has recently published a roadmap [1] envisioning an increasing use of Artificial Intelligence (AI) and, in particular, machine learning systems in commercial aviation in the near future. Major application areas include autonomous flight, preventive maintenance, and air traffic management.

However, some important aspects of machine learning principles are incompatible with the requirements of aviation industry standards for safety critical systems, such as granular traceability between requirements and design, and appropriate metrics for structural coverage analysis. The international technical committees EUROCAE WG-114 and SAE G-34 were recently established to develop new industry standards to support development and certification of aeronautical systems leveraging machine learning technology. However, the formal consensus-based process for industry standard creation may take many years, as was the case for the foundational airborne standards DO-178C [2] and ARP-4754A [3], whereas there is an increasing need for ML technology for airborne systems today.

This paper provides an analysis of certifiability of low-criticality (ARP-4754A Design Assurance Level D) ML-based systems based on the existing regulatory framework without a need for new regulations.

The rest of the paper is structured as follows: in Section II we provide an overview of ML technology and discuss related work. Section III includes the analysis of DO-178C standards with respect to ML technology. We first define the relevant notions and assumptions about the ML development workflow. Then we review in detail the objectives of the standards focusing on software of low-criticality (DO-178C Level D). Section IV discusses other relevant aerospace standards and their applicability to machine-learning based systems. Finally, Section V summarizes the work and concludes with suggestions for future work.

II. ML OVERVIEW AND RELATED WORK

In recent years, AI has gained tremendously in popularity and application areas. Most traction was obtained by the use of deep neural networks (DNN) for image analysis, object detection and classification, and natural speech processing. Neural networks are a subclass of machine learning algorithms, which themselves are a subclass of AI. Therefore, the notion of AI, ML, and DNN are often used interchangeably. In this paper, we focus on DNNs.

In the area of (deep) neural networks, we usually distinguish between the learning phase, where the (D)NN is presented with training data, and the inference phase, where the trained network receives inputs (e.g., from a camera or other sensors) and provides an estimate of the desired output. Inside the neural network, the information is typically stored as vectors of numbers, called weight parameters, or simply weights. These weights are obtained during the execution of a training algorithm. Here, usually large amounts of training data are used to set the weights in such a way that the DNN provides best-possible estimates on test data.

There exist a large number of different learning regimes (e.g., unsupervised or supervised learning, reinforcement learning) and numerous learning algorithms. Also, the neural network can be trained during system development, and the pre-trained network with frozen weight parameters can be used for inference during operation. In contrast, online learning...
III. DO-178C AND MACHINE LEARNING

DO-178C [2] is a foundational standard for aviation software development. It specifies the objectives to be satisfied by software developers and provides detailed guidelines for processes and activities to be implemented, as well as the description of artifacts (data) to be produced for demonstrating a necessary level of software assurance. DO-178C defines the following key terms which we frequently use in this paper:

- **Objective** – requirements that should be met to demonstrate compliance with DO-178C.
- **Activity** – task that provides a means of meeting the objectives.
- **Process** – a collection of activities performed during the software life cycle to produce a definable output or product.
- **Design Assurance Level (DAL, Software Level)** – the designation that is assigned to a component (e.g., software item) as determined by the system safety assessment process. The software level establishes the rigor necessary to demonstrate compliance with DO-178C.
- **Assurance** – the planned and systematic actions necessary to provide adequate confidence and evidence that a product or process satisfies given requirements.

DO-178C defines **software levels** from A to E, which correspond to the categories of a software failure condition from "Catastrophic" to "No Safety Effect", respectively. The applicable objectives and independence requirements vary depending on the level.

In this section we analyze the satisfiability of the DO-178C objectives for the proposed machine learning development workflow. We focus on the Level D software, for which a limited subset of objectives applies, and show that Level D objectives can be satisfied in spite of major incompatibilities between ML-based and traditional software development approaches.

**A. Proposed ML development workflow**

In this study, we propose the following assumptions about the machine learning development workflow:

1) An ML-based system typically includes both ML-based components and traditional software components (operating system, hardware support drivers, etc. – further referred to as ‘traditional’ components). This analysis is focused on ML components only. For traditional non-ML software components, DO-178C applies without modification.

2) We do not consider adaptive ML systems, which can perform training while the system is in operation and can change or evolve over time. Such ML techniques, for example, based upon reinforcement learning [25] add another layer of substantial complexity.

3) In the analysis below, we consider a deep neural network as a representative example of an ML-based system to demonstrate the key properties of ML-based systems.
4) We propose to implement the ML learning (training) at system level, and provide a trained ML model to the software life cycle for implementation. A typical algorithm for ML model (e.g., a DNN) is composed of simple arithmetic operations and therefore can directly serve as low-level software requirements, from which source code can be implemented. This assumption is inspired by the MB Example 5 provided in DO-331 [26], which represents a common industry practice of a model-based development approach. A neural network, however, may require supplemental low-level requirements in traditional format to enable translation to source code, for example, textual specification of a mathematical library for matrix operation algorithms.

B. Development processes

DO-178C development processes produce software requirements, design, source code, executable object code, and associated trace data. There are multiple known industry practices for the software development workflow, which can be used to satisfy the objectives of DO-178C development processes, such as waterfall, agile, model-based design approach, or a combination thereof [27]. The sequence and relationship of the development activities can vary depending on the selected development workflow, but regardless of the workflow, strong bi-directional traceability must be established and maintained between requirements on all levels, source code, and test data (discussed in DO-178C, Sections 5.5 and 6.5).

Traceability Issue. Traditional software is implemented by a programmer as human-readable source code, which can be traced to certain requirements it implements. In contrast, the functional behavior of an ML model is mainly specified by a bulk of parameters (e.g., NN weights), which are automatically adjusted by a learning algorithm during ML model training. It is assumed to be practically impossible to map and trace values of these auto-tuned parameters to specific functions implemented by the ML model, because an ML model is generally not directly comprehensible by humans. As a result, the DO-178C traceability objectives are not achievable for an ML model. This traceability issue is one aspect of the more general ML explainability challenge [19].

However, since an ML model is positioned as representing low-level software requirements in the proposed workflow, the traceability issue has no effect on Level D software, because objectives for low-level requirements do not apply for Level D software. Table I includes details of analysis for each software development objective applicable to Level D.

C. Verification Processes

The DO-178C verification process includes 43 objectives listed in the Tables A-3 to A-7 of DO-178C. In the proposed development workflow, many objectives can be achieved using tradition methods such as requirements-based testing, reviews, and analysis of traditional artifacts (e.g., textual requirements, source code, requirements-based test cases, and procedures). The most problematic verification objectives with respect to ML technology relate to coverage assessment and verification of ML model artifacts as discussed hereafter.

Coverage issue. DO-178C requires assessment of (1) requirements coverage by tests and (2) coverage of source code structure by tests. The first step is intended to assess how well the created tests exercise the intended behavior specified by software requirements (e.g., to confirm that tests exist for each requirement). This is typically performed by review of tests and associated requirements. The second step is intended to determine elements of the source code structure that are not covered by requirements-based tests, which can indicate unintended functionality in the source code or shortcomings in requirements or tests.

- In the proposed workflow, an ML model represents low-level software requirements and therefore it must be evaluated how well tests cover the requirements expressed by the ML model. However, as discussed above, an ML model generally cannot be traced to requirements or tests because it is not directly comprehensible by humans (explainability challenge). Therefore, it becomes impossible to demonstrate test coverage of requirements expressed by the ML model, and the corresponding DO-178C coverage objective is not achievable.
- The DO-178C metrics for structural coverage include statement, decision, and modified condition/decision coverage (MC/DC). These metrics are efficient for the control flow of traditional algorithms but are not representative for a typical ML model implementation, which has a very simple control flow while the functional behavior is embedded in the data arrays (in the NN domain referred to as weights). As discussed in [28], "a single randomly picked test input was able to achieve 100% code coverage". Consequently, even though the DO-178C structural coverage objectives are achievable, they are generally not representative for the ML source code. Additional activities have to be performed to detect unintended functionality in the source code and achieve a necessary level of confidence in correctness and completeness of requirements-based tests.

ML model verification issue. As long as an ML model represents low-level requirements (per the proposed workflow), the verification objectives of Table A-4 of DO-178C apply. As discussed above, an ML model is generally not directly comprehensible by humans, this impacts most of the applicable verification objectives. For example, verification of accuracy, consistency, and traceability is not feasible for non-comprehensible ML models with traditional human review methods. However, ML model testing with test data sets can be claimed to assist with some verification objectives, similar to the simulation approach for model-based systems addressed in DO-331. This is discussed in detail in Section IV.

Tables II and III include further analysis of the Level D verification objectives listed in Tables A-3 and A-6 of DO-178C.

Tables A-4 (Software Design Verification), A-5 (Code Verification), and A-7 (Verification of Verification Results) of DO-
TABLE I
SOFTWARE DEVELOPMENT OBJECTIVES

| DO-178C / DO-331 Objectives | Software Levels | Analysis |
|------------------------------|-----------------|----------|
|                              | A | B | C | D | E |
| 1 High-level requirements (HLR) are developed. | x | x | x | x | In the proposed ML workflow, a trained NN is provided from system level to software life cycle as Design Model, from which source code can be directly developed. In this case, as discussed in DO-331 MB.6.1.3, “the guidance related to high-level requirements should be applied to the requirements from which the model is developed.” This objective can be achieved by developing system requirements specifying functional, operational, performance, and other applicable characteristics in traditional (e.g., textual) form using the applicable DO-178C guidelines for high-level requirements. |
| 2 Derived high-level requirements are defined and provided to the system processes, including the system safety assessment. | x | x | x | x | In the same manner as for the previous objectives, to achieve this objective, DO-178C guidelines for derived high-level requirements can be applied to system level requirements (from which then ML model is developed) expressed in traditional form. |
| 3 Software architecture is developed. | x | x | x | x | The software architecture defines the software components and their interfaces to enable appropriate grouping of the software functions. Given that a typical ML component (NN) is composed of simple sequential arithmetic operations, we assume that there is no need for an architectural breakdown of the ML function and it can be arranged as a single ML component. However, this objective still applies to traditional software components, which integrate with ML component and can be achieved using the applicable DO-178C guidelines for software architecture. |
| 4 Low-level Requirements are developed. | x | x | This objective does not apply to Level D and is excluded from the analysis. |
| 5 Derived low-level requirements are defined and provided to the system processes, including the system safety assessment. | x | x | This objective does not apply to Level D and is excluded from the analysis. |
| 6 Source Code is developed. | x | x | x | This objective does not apply to Level D and is excluded from the analysis. |
| 7 Executable Object Code and Parameter Data Item (PDI) Files, if any, are produced and loaded in the target computer. | x | x | x | Activities for production and loading of executable object code and PDI files are not different between traditional software and ML components, DO-178C guidelines can be directly applied to achieve this objective. |

178C include only three objectives applicable to Level D:

- "Software partitioning integrity is confirmed". Partitioning techniques are used to ensure isolation between software components of different levels. We focus on Level D software in this study only, and therefore this objective does not apply and is excluded from the analysis.
- "Parameter Data Item File is correct and complete". PDI files are intended to influence the behavior of software without modifying its executable object code. Examples include configuration tables and databases. Even though PDI may seem relevant for capturing ML parameters (e.g., NN weights), this will require one to verify "all behavior of the Executable Object Code resulting from the contents of the PDI File" (DO-178C, 6.6). Such a verification task is practical for simple parameter sets of limited size but is deemed impossible for the large non-comprehensible ML models (another fallout from the explainability challenge). Hence, use of PDI is not envisioned for ML models and this objective is excluded from the analysis.
- "Test coverage of high-level requirements is achieved". We assume that traditional requirements-based testing will be used for high-level requirements testing (see Objectives 1 and 2 in Table III), consequently the conventional analysis methods (DO-178C, 6.6.4.1) can be used to achieve this objective.

The important outcome of the objectives’ analysis is that neither traceability nor ML verification issues prevent the fulfillment of the Level D objectives if the proposed ML workflow is followed.

D. Other Processes

In addition to development and verification processes, DO-178C specifies the supporting processes: planning, configuration management, quality assurance and certification liaisons processes. The objectives of these supporting processes are mainly independent of the technology used for software development and, as discussed hereafter, can be achieved for ML-based system of any assurance level.

1) Planning Process: The DO-178 planning process produces plans and standards that guide the overall software life cycle. Planning process objectives are summarized in Table A-1 of DO-178C and include definitions of the software life cycle, its processes and activities, selection of the life cycle environment, addressing additional considerations, and review and coordination of the developed plans. The planning process is accomplished by development and review of plans and standards, which should include all aspects specified in the process objectives; there is no difference between a traditional and an ML-based software life cycle. ML-specific considerations, which are not addressed in DO-178C (such as traceability and coverage issues discussed above) have to be covered by the applicant in the life cycle plans as additional considerations (4.1.d of DO-178C).
TABLE II
SOFTWARE REQUIREMENTS VERIFICATION OBJECTIVES

| DO-178C / DO-331 Objectives | Software Levels | Analysis |
|-------------------------------|----------------|---------|
| 1 High-level requirements comply with system requirements. | i | i | x | x | This objective is implicitly satisfied in the proposed ML workflow, because requirements, from which the ML model is developed, represent both system-level and high-level software requirements (see Item 1 under the Table MBA.3 of DO-331). |
| 2 High-level requirements are accurate and consistent. | i | i | x | x | High-level requirements are expressed in traditional form (e.g., textual) in the proposed ML workflow and can be verified using standard review and analysis methods. |
| 3 High-level requirements are compatible with target computer. | x | x | | | This objective does not apply to Level D and is excluded from the analysis. |
| 4 High-level requirements are verifiable. | x | x | x | | This objective does not apply to Level D and is excluded from the analysis. |
| 5 High-level requirements conform to standards. | x | x | x | | This objective does not apply to Level D and is excluded from the analysis. |
| 6 High-level requirements are traceable to system requirements. | x | x | x | x | Same as the Objective 1, this objective is implicitly satisfied for the requirements from which ML model is developed. |
| 7 Algorithms are accurate. | i | i | x | | This objective does not apply to Level D and is excluded from the analysis. |

TABLE III
TESTING OBJECTIVES

| DO-178C / DO-331 Objectives | Software Levels | Analysis |
|-------------------------------|----------------|---------|
| 1 Executable object code complies with high-level requirements. | x | x | x | x | In the proposed ML workflow, high-level requirements (from which the ML model is developed) are expressed in a traditional form, therefore the regular normal-range requirements-based testing approach described in DO-178C 6.4.2.1 can be applied to achieve this objective. |
| 2 Executable object code is robust with high-level requirements. | x | x | x | x | Same as for Objective 1, traditional robustness (abnormal range) requirements-based testing approach described in DO-178C 6.4.2.2 can be applied to achieve this objective. |
| 3 Executable object code complies with low-level requirements. | i | i | x | | This objective does not apply to Level D and is excluded from the analysis. |
| 4 Executable object code is robust with low-level requirements. | i | x | x | | This objective does not apply to Level D and is excluded from the analysis. |
| 5 Executable object code is compatible with target computer. | x | x | x | x | This objective can be achieved by execution of hardware/software integration tests in the target environment; there is no difference between ML and traditional components. |

2) Configuration Management Process: The configuration management process is implemented in conjunction with all other life cycle processes to ensure a "defined and controlled configuration throughout the software life cycle" (DO-178C). It includes data identification, baseline establishment, change control, and data archiving activities. DO-178C configuration management objectives are technology-agnostic and can be applied to data of any nature. Therefore, all objectives can be achieved for ML data using traditional methods. Special attention may need to be taken for configuration management of large data sets which are not typical in traditional software development.

3) Quality Assurance and Certification Liaisons Processes: These are administrative processes intended to provide confidence that the software life cycle is implemented in compliance with DO-178C and in coordination with certification authorities. Objectives of these processes are generally abstracted from the technologies used for development and can be achieved for ML-based software in the same manner as for traditional software.

IV. OTHER APPLICABLE STANDARDS

A. DO-331

DO-331 [26] is a supplement to the DO-178C standard, which provides additional guidance when a model-based approach is used for software development and verification. DO-331 provides modifications and additions to DO-178C objectives and processes addressing special aspects of model-based design approach. ML technology has certain similarities with the model-based design described in DO-331:

- the ML model is used to capture the intended functional behavior of a (software) system being developed, i.e., the ML model can express system or software requirements.
- the ML model can be executed using test data sets to demonstrate certain ML model properties (e.g., compliance with requirements, from which an ML model is developed). This is similar to the model simulation concept described in MB.4.4.4 of DO-331.

Based on these similarities, the assumption for positioning an ML model as low-level software requirements is made (DO-
Moreover, ML model testing can be claimed as a means of compliance for most of the verification objectives for low-level requirements (DO-331, Item 1 in MB.A-4). In this case, some additional objectives for data set verification with respect to correctness and completeness are imposed (similarly to additional objectives for simulation cases described in MB.6.8.3.2 of DO-331). However, ML model testing does not resolve the ML-specific traceability and coverage issues.

B. DO-254

An ML-based system can be implemented using different types of electronic hardware such as microprocessor/microcontrollers, programmable logic devices (PLD), graphics processing units (GPU), or application specific integrated circuits (ASICs). Guidance materials for airborne electronic hardware development include DO-254 [29] complemented by the more recent EASA CM–SWCEH-001 [30] and FAA Order 8110.105 [31], which provide more specific guidance for modern hardware technologies such as highly-complex commercial off-the-shelf (COTS) microprocessor/microcontrollers (e.g., with multi-core processing units) or GPUs.

For ML systems implemented as software hosted on COTS microprocessors or microcontrollers, development assurance of the core processing unit executing ML software is covered by the application of DO-178C for software, and no special hardware consideration is required with respect to ML (9.2 of [30]).

For ML systems implemented using PLD or ASIC, DO-254 with additional considerations provided in [30] and [31] apply. The same traceability and coverage issues that we described above for the DO-178C objectives are relevant for the HDL language, which is typically used for PLD/ASIC design. Nevertheless, for Level D hardware, traceability of low-level requirements is not required (DO-254, Table A-1), and HDL coverage objectives do not apply ( [30], 8.4.2.1). So, these issues do not affect the objectives for Level D hardware.

DO-254 does not provide specific objectives for COTS GPUs and [30] guidance is limited to airborne display applications only. This may not be the case for ML applications, which may leverage GPUs in a broader context. However, the existing guidelines for GPUs [30] do not introduce any additional objectives for Level D systems. We consider that assurance of COTS GPUs can be handled in the same manner as COTS microcontrollers and microprocessor (covered by the application of DO-178C for ML software, e.g., CUDA source code). Same arguments can be applied to neuromorphic processors. It must be noted, that multi-core architectures typical for GPUs and neuromorphic processors are a certification challenge on its own [32], which must be taken into account.

C. System level assurance standards

A system is defined in DO-178C as "a collection of hardware and software components organized to accomplish a specific function or set of functions". ARP4754A [3], the primary standard for design assurance at system level, includes objectives for system level requirements and architecture definition and validation, integration and verification of system components, as well as generic configuration management, process assurance, and certification objectives. These objectives are formulated as ‘black-box’ goals, abstracted from the technologies used for design, implementation, and assurance of system components and therefore achievable for ML-based components using standard methods.

V. Conclusions and Future Work

We analyzed current industry standards for development of airborne software, electronic hardware and systems with respect to low-criticality ML system of design assurance Level D. We studied the incompatibilities between the standards and aspects of ML technology, which may hinder the fulfillment of the standards’ objectives: traceability, coverage, and ML model verification issues. To mitigate these issues, we proposed the assumptions for an ML development workflow, limiting the scope to non-adaptive, supervised learning systems with a specific breakdown between system and software/hardware artifacts inspired by the model-based design approach. Finally, we reviewed the applicable objectives of the selected standards in the context of the proposed workflow and have shown that under the proposed assumptions all applicable objectives of DO-178C, DO-331, DO-254, and ARP-4754 can be achieved for Level D ML-based systems using standard activities and methods.

For future work we are planning to extend the analysis to higher assurance levels. We will study new techniques that might be able to address the identified explainability and coverage issues. We also want to investigate how the analysis can be extended toward online learning and adaptive systems.
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