Observation of the Non-linear Meissner Effect
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Abstract

A long-standing theoretical prediction is that in clean, nodal unconventional superconductors the magnetic penetration depth \( \lambda \), at zero temperature, varies linearly with magnetic field. This non-linear Meissner effect is an equally important manifestation of the nodal state as the well studied linear-in-\( T \) dependence of \( \lambda \), but has never been convincingly experimentally observed. Here we present measurements of the nodal superconductors CeCoIn\(_5\) and LaFePO which clearly show this non-linear Meissner effect. We further show how the effect of a small dc magnetic field on \( \lambda(T) \) can be used to distinguish gap nodes from non-nodal deep gap minima. Our measurements of KFe\(_2\)As\(_2\) suggest that this material has such a non-nodal state.

INTRODUCTION

Determination of the symmetry and momentum dependent structure of the superconducting energy gap \( \Delta(k) \) is of fundamental importance as this provides a strong guide to microscopic theories of superconductivity [1]. Measurements of the temperature dependence of the magnetic penetration depth \( \lambda(T) \) have proved extremely useful as \( \lambda(T) \) is directly related to the energy dependence of the quasiparticle density of states \( N(E) \) which in turn is related to \( \Delta(k) \) [2]. For example, a line node in \( \Delta(k) \) on a quasi-two-dimensional Fermi surface causes \( N(E) \) to vary linearly with energy and \( \lambda \) to vary linearly with \( T \). In contrast, if \( \Delta(k) \) is finite for all \( k \) then \( \lambda(T) \) will vary exponentially for \( T \) much less than the minimum gap [3].

It was theoretically proposed [4] that the magnetic field dependence of \( \lambda \) also depends strongly on \( \Delta(k) \) and thus provides an alternative test of the pairing state. In a nodal superconductor in the clean limit, the theory for this non-linear Meissner effect predicts that \( \lambda \) is a linear function of \( H \) at \( T = 0 \), with a field scale \( H_0 \) which is of order the thermodynamic critical field \( H_c \) (i.e., \( \Delta\lambda(H)/\lambda_0 = H/H_0 \)). However, despite considerable experimental effort, this long-standing prediction has not been convincingly observed experimentally. Although the change in \( \lambda \) with field, \( \Delta\lambda(H) \), was found to be approximately linear in the cuprate superconductor YBa\(_2\)Cu\(_3\)O\(_{6+x}\) (Y123) [5, 6], \( \Delta\lambda(H) \) had a very weak temperature and angle dependence. The latter might be explained by the orthorhombicity of Y123 [7] but the lack of temperature dependence of \( \Delta\lambda(H) \) is in serious disagreement with theory and strongly suggests that the observed effects in Y123 were of extrinsic origin [5, 6]. Attempts to observe the effect in Y123 through transverse torque measurements were also unsuccessful [8]. Later it was predicted [9] that the non-linear current relation which leads to the linear \( \lambda(H) \) in nodal superconductors should also give rise to inter-
modulation distortion (IMD) in the microwave response. Although extrinsic defects also give rise to IMD, the theoretically predicted increase in amplitude of the IMD as temperature is decreased was observed in high quality films of Y123 [10] suggesting that the intrinsic response is present and adds to the extrinsic IMD. Despite the IMD results, the lack of experimental evidence for the predicted response of \( \lambda \) with field remains an outstanding problem which could suggest a problem with the standard quasiclassical theory of unconventional superconductivity.

Here we present measurements of \( \lambda(H) \) for two putative nodal superconductors; CeCoIn\(_5\) and LaFePO which show convincingly that the predicted field dependence of \( \lambda \) is present in nodal superconductors and this field dependence decreases with increasing temperature as expected. Our measurements of a third material, KFe\(_2\)As, are markedly different which we argue results from a small but finite non-nodal gap in this superconductor. We show how the combination of the effect of field and temperature on \( \lambda \) can be used to distinguish between the case where there is a small density of impurities in a nodal superconductor from the case where there is a small but finite energy gap.

CeCoIn\(_5\) has been extensively studied using many probes including specific heat, thermal conductivity \( \kappa(T) \) [11, 12] and \( \lambda(T) \) [13–15] with the results consistent with \( d \)-wave superconductivity with line nodes. For LaFePO, \( \lambda(T) \) [16, 17] and \( \kappa(T) \) [18, 19] measurements indicate line nodes but with theory suggesting \( \Delta(k) \) to have \( A_{2g} \) (\( s \)-wave) symmetry [20]. KFe\(_2\)As\(_2\) is more controversial; although \( \lambda(T) \) has a strong, quasi-linear dependence consistent with gap nodes [21], specific heat measurements [22] show evidence for very small gaps which may be difficult to distinguish from true nodes. \( \kappa(T) \) measurements have been argued to show universal behaviour consistent with \( d \)-wave order [23], although this has been disputed [24]. Additionally, angle-resolved photoemission (ARPES) measurements have indicated the presence of eight-fold nodes on one of the Fermi surface sheets [25]. This result should be viewed with some caution since the measurement was carried out at \( T = 1.5 \) K, and given \( T_c = 3.4 \) K, the gap structure will not have fully developed to its zero temperature value. Studies of \( \lambda(T) \) and the effect of electron irradiation on the doped series Ba\(_{1-x}\)K\(_x\)Fe\(_2\)As\(_2\), in combination with theoretical work, suggest that Ba\(_{1-x}\)K\(_x\)Fe\(_2\)As\(_2\) has a highly anisotropic gap which may change sign on some parts of the Fermi surface as \( x \rightarrow 1 \) [26]. Hence it remains an open question whether KFe\(_2\)As\(_2\) has gap nodes or not.
FIG. 1. Temperature dependence of in-plane $\lambda$ relative to its value at the lowest temperature $\Delta \lambda(T)$ for CeCoIn$_5$, LaFePO and KFe$_2$As$_2$. For each material $\Delta \lambda(T)$ is normalized by its value at $T/T_c = 0.3$. The data for CeCoIn$_5$, and LaFePO have been shifted by $\pm 0.15$ along the $\lambda$ axis for clarity. The inset shows the RF susceptibility over the full temperature range to emphasise the superconducting transitions. Here $\chi$ was set to zero just above $T_c$ and normalized to $-1$ at the lowest temperature. The mid-points of the transition are 2.1 K, 3.2 K and 5.9 K for CeCoIn$_5$, KFe$_2$As$_2$ and LaFePO respectively. For KFe$_2$As$_2$ and CeCoIn$_5$ the RF field is parallel to the $ab$ plane, and for LaFePO the RF field is parallel to the $c$ axis.

RESULTS

Temperature dependence of the zero field penetration depth. The temperature dependence of the in-plane $\lambda$ for samples of CeCoIn$_5$, LaFePO and KFe$_2$As$_2$, in zero applied dc field and negligibly small ac probe field, is shown in Fig. 1. All three materials show a predominately linear temperature dependence to $\lambda$ for $T \ll T_c$ but below some lower temperature $T^*$ the temperature dependence flattens off considerably (less so in the case of CeCoIn$_5$). The behaviour of all three
compounds is consistent with deep gap minima, which may or may not be nodal, in the presence of a finite density of impurities.

For CeCoIn$_5$ and KFe$_2$As$_2$ the measurements were performed with $H$ parallel to the $ab$-plane of the material to minimize demagnetizing effects. As the samples are thin and neither material is very strongly anisotropic the measured $\Delta \lambda(T)$ in this geometry is predominately the in-plane response but will also contain a small contribution from the out-of-plane $\lambda(T)$ (see SI). For LaFePO, we used the $H\parallel c$ geometry because of the larger anisotropy of $\lambda(T)$ and the thicker $c$-axis dimension of the sample.

The results for KFe$_2$As$_2$ and LaFePO are similar to those reported previously [16, 21] but here are extended to lower temperature. For CeCoIn$_5$, the response is linear-in-$T$ down to lower $T$ than the other two compounds, suggesting a lower concentration of impurities. Previous measurements of $\lambda(T)$ in CeCoIn$_5$ [13–15] and particularly Ref. [27] have shown $\lambda(T)$ following a power law ($T^n$) with exponent closer to 1.5, which was interpreted in Ref. [27] as evidence of proximity to a quantum critical point. However, the present results suggest that the higher value of $n$ may have been caused by surface impurities which we removed by cleaving (see method). A $T^{1.5}$ power law is difficult to distinguish from the response of an impure $d$-wave superconductor [5].

**Magnetic field dependence of the penetration depth.** In Fig. 2 we show the effect of a small dc field on $\lambda(T)$ for all three materials. Here we have normalised the results in finite field to coincide with the zero field data at the highest temperature in the figure which highlights the systematic changes in $\lambda(T)$ with field, and removes any field dependent background effects (see methods). For both CeCoIn$_5$ and LaFePO, $\lambda(T)$ becomes less temperature dependent with increasing field so that the normalised $\Delta \lambda(T)$ increases with field at the lowest temperature. For KFe$_2$As$_2$, the effect of $H$ is opposite with the temperature dependence of $\lambda(T)$ becoming stronger so that $\Delta \lambda$ decreases with $H$ at the lowest temperature. The materials remain in the Meissner state for all $T$ shown in this figure as $H < H_p(T)$ (the field of first flux penetration which was measured by a Hall probe magnetometer or SQUID magnetometer for each sample, see SI). For LaFePO, measured in the $H\parallel c$ geometry, the surface fields will be non-uniform because of demagnetising effects, however the effect of this on the measured surface averaged $\lambda(H)$ is estimated to be minimal (see SI).

In Fig. 3 we show that for both CeCoIn$_5$ and LaFePO the change in $\lambda$ with $H$ at the base temperature relative to the change at our reference temperature varies linearly with $H$. As $\Delta \lambda(H)$ decreases strongly with temperature (Fig. 2), normalising at this higher reference temperature should have only a small impact on $\Delta \lambda(H)$ at the lowest temperatures. The observed linear-in-$H$
FIG. 2. Effect of magnetic field on the temperature dependence of $\Delta \lambda$. The finite field data have been shifted along the $\lambda$ axis to coincide with the zero field result at $T = 0.3$ K for CeCoIn$_5$ and KFe$_2$As$_2$ and $T = 0.6$ K for LaFePO, in order to emphasise the progressive change in the temperature dependence of $\lambda$ with field as in Fig. 4.
FIG. 3. **Field dependence of $\Delta \lambda$ at the lowest temperatures** - (65 mk, 65 mk and 55 mk for CeCoIn$_5$, LaFePO and KFe$_2$As$_2$ respectively, relative to the change at $T=0.3$ K (0.6 K for LaFePO)). The lines are linear fits to the data.

The behaviour of $\Delta \lambda(H)$ is in excellent agreement with theory for the response of a clean, nodal superconductor - thus confirming the key prediction of Ref. [4]. A direct comparison with the theory can be made by comparing the temperature and field dependent results in Fig. 2 to theoretical calculations in Fig. 4 where the results have been normalised in the same way. The magnitude of $\Delta \lambda(H)$ is in broad agreement with estimates (see SI) using the material parameters, although a more quantitative analysis requires more detailed theoretical modelling including multiband effects.
FIG. 4. Calculated temperature dependence of the normalized superfluid density $\lambda^2(0)/\lambda^2(T, H)$. (a) $d$-wave gap structure (b) Gap structure is strongly anisotropic but with small finite gap. Both cases are in the clean-limit and the finite field results have been shifted vertically so that they coincide with the $H = 0$ results at $T/T_c = 0.2$ for comparison with our experimental results. Unshifted results and details of the calculations are given in the SI. Note: $1 - \lambda^2_0/\lambda^2(T, H) \simeq 2\lambda(T, H)/\lambda_0$ for small $\Delta(T, H)$.

DISCUSSION

A problem with interpreting zero field $\lambda(T)$ to determine $\Delta(k)$ is the effect of impurities. Non-magnetic impurities produce gapless excitations for a range of $k$ around a node and $\lambda(T) \sim T^2$ below a characteristic temperature, $T^*$ which depends on the impurity density [28]. Paramagnetic impurities also cause complications as these can cause upturns or flattening of $\lambda(T)$ at low temperature [29]. In practice, it can be difficult to distinguish the case where there is a small density of impurities in a nodal superconductor from the case where there is a small but finite energy gap and so the results in Fig. 1 on their own do not provide decisive evidence for a nodal or non-nodal gap. This distinction is important, because a node is strong evidence that $\Delta(k)$ changes sign on one or more Fermi surface sheet, which can prove to be strong evidence used to differentiate between different microscopic models of superconductivity.
The field dependence of $\lambda(T)$ provides a route to distinguish between the nodal and non-nodal cases which is less sensitive to impurities than the zero field temperature dependence of $\lambda$ alone. The non-linear Meissner effect arises from the Doppler shift of the quasiparticle energies in a field, $\delta \varepsilon \propto v_s \cdot v_F$, where $v_s$ is the superflow velocity of the screening currents and $v_F$ is the Fermi velocity. Close to a node in $\Delta(k)$ this shifts the quasiparticle states below the Fermi level and hence they become occupied, producing backflow jets which reduce the effective superfluid density. At finite temperature, the field dependence of $\lambda$ is reduced for $H < H^*$, where $H^* \sim H_0T/T_c$, so that at fixed $H$, the temperature dependence of $\lambda$ becomes weaker at low $T$ (see Fig. 4(a)). In the case where the gap is isotropic, at low temperatures and small fields the shift in energy of the quasiparticle states is small compared to the gap for all $k$ and so the effect is essentially absent [30]. However, when the gap is anisotropic but non-nodal, then close to the momentum where $\Delta(k)$ is minimum, this shift will move the minimum closer to zero, making the gap smaller, and hence at sufficiently low temperature and for weak fields $\Delta \lambda(T)$ will have a stronger $T$-dependence compared to zero field (see Fig. 4(b)). This distinct, contrasting change in the temperature dependence of $\lambda$ with field is a key distinguishing factor between the nodal and non-nodal gap structures. Importantly, this difference is robust in the presence of a low density of impurities, both magnetic and non-magnetic (see below).

The markedly different behavior of KFe$_2$As$_2$ compared to the other two materials, shown in Fig. 2, can be understood if $\Delta \lambda(H)$ is dominated by a small but finite energy gap, such as that modelled in Fig. 4(b). In a multiband material like KFe$_2$As$_2$, there may be both nodal and small-finite gapped sheets of Fermi surface [22], and the measured response would be the sum of the superfluid density from all sheets. It is possible, therefore, that there could be a small contribution from a nodal sheet with sufficient impurity scattering to reduce its contribution to $\lambda(H)$. However, our results show that the non-linear response is dominated by one or more sheets with a small but finite gap, which rules out there being nodes on all sheets. Further modelling could consider how impurities, causing inter- and intra-band scattering, would change the gap structure and hence the non-linear response.

An alternative way to analyse the data is to focus directly on the temperature dependence of $\lambda$ rather than its field dependent changes at a fixed temperature relative to that at some higher $T$ reference point (as we have done in Figs 2 and 3). In order to do this we fit a power-law to the normalised superfluid density; $\bar{\rho} \equiv \lambda_0^2/[\lambda_0 + \Delta \lambda(T)]^2 = 1 - AT^n$ at low temperature. We fit $\bar{\rho}$ rather than $\Delta \lambda$ because in the nodal case the former remains closer to the asymptotic low temperature
FIG. 5. **Power law exponent analysis for theory and experimental data.** (a) Evolution of the exponent with field from fits to the theoretical response for different gap structures of the form $\Delta(\phi, T) = \Delta_0(T)(|\cos(2\phi)| + \eta)$ and varying impurity concentration $\Gamma$ (see SI for details of the calculations). (b - d) Experimental response from CeCoIn$_5$, LaFePO and KFe$_2$As$_2$ respectively. The exponent $n$ is extracted from fits to $\lambda^2/[\lambda_0 + \Delta\lambda(T)]^2 = 1 - AT^n$ with upper $T$ limit of 300 mK for CeCoIn$_5$ and KFe$_2$As$_2$, and up to 400 mK for LaFePO. The values assumed for $\lambda_0$ were 190 nm for CeCoIn$_5$ [37], 240 nm for LaFePO [13] and 200 nm for KFe$_2$As$_2$ [38]. For the fits to the theoretical response an upper limit of $T/T_c = 0.1$ was used.
behaviour over a much larger range of temperature [5]. The resulting exponent $n$ is only weakly dependent on the assumed value of $\lambda_0$ [16]. The fits were performed over the temperature range from base temperature up to 300 mK for CeCoIn$_5$ and KFe$_2$As$_2$, and up to 400 mK for LaFePO. Note that this power-law behaviour is only an approximation to the true exponential behaviour at low temperature and zero field for the case of a finite-gap, but is frequently used to fit experimental data [26]. The extracted exponent also depends on the temperature range of the fit even for the nodal case, as a true power-law is theoretically only found in the asymptotic low-$T$ behaviour. For KFe$_2$As$_2$, $n(H=0)$ appears to be higher than what is reported in Ref. [26] ($n \approx 1.45$), however, a direct comparison between the two sets of data shows excellent agreement (see SI). The discrepancy in the value of $n$ simply results from the different $T$ ranges of the fits.

Fig. 5(b-d) shows how the exponent $n$ varies with $H$ for our three compounds. At zero field, CeCoIn$_5$ has $n$ close to 1, consistent with line nodes in the clean limit. As $H$ increases, $n$ increases too and slightly exceeds 2 at the highest field. For LaFePO the behaviour is similar, but with $n$ higher than 1 in zero field, consistent with a small amount of impurities. Once again, KFe$_2$As$_2$ shows contrasting behaviour with $n$ being close to 2 in zero field and $n$ decreasing with increasing $H$. Hence, for CeCoIn$_5$ and LaFePO $\tilde{\rho}$ becomes less temperature dependent at low $T$ in increasing field, whereas for KFe$_2$As$_2$ the opposite is true.

This experimental behaviour can be compared directly with a similar analysis of our calculations of the non-linear response. In Fig. 5(a) we show the evolution of $n$ for a nodal gap structure with and without impurities, together with the response for finite-gap structure (with two different values of finite gap). For the pure $d$-wave case (i), $n$ increases from 1 to 2 as $H$ is increased, with the majority of the increase occurring for $H \ll H_0$ ($n = 1.8$ for $H/H_0 = 0.025$). The addition of impurities (case (ii)) increases $n(H=0)$ and also causes $n$ to more slowly approach its high field limit which is now slightly above 2. Cases (iii) and (iv) simulate two different sizes of finite gap. In both cases, $n$ begins above 2 and then decreases, reaching a minimum before increasing and finally saturating at 2 at high field.

The experimental data for CeCoIn$_5$ is close to the clean nodal-wave response [case (i)] and for LaFePO it is similar to impure nodal response [case (ii)]. For KFe$_2$As$_2$ the decrease in $n$ is again shown to be similar to the finite gap cases (iii) and (iv) although it was not possible to extend the field to high enough values to observe the predicted minimum in $n$ because this is limited by $H_p$ or $H_{c1}$.

Our measurements of $\lambda(H,T)$ in CeCoIn$_5$ and LaFePO provide the first unambiguous obser-
vation of the theoretically predicted [4, 30, 31] field effect on the magnetic penetration depth in nodal superconductors. At the lowest temperatures $\Delta \lambda(H)$ is linear-in-$H$ and its magnitude decreases strongly with increasing temperature as predicted. Although the effect may be too small to be clearly seen in the cuprates, the response in lower $T_c$ unconventional superconductors is much stronger. This is because the maximum size of $\lambda(H)$ is determined by the ratio $H_{c1}/H_0$ and is approximately proportional to $T_c^{-1}$ and hence the response is much larger for low-$T_c$ materials than for optimally doped cuprates. Furthermore, the bulk non-linear response in cuprates can be masked by zero-energy surface Andreev bound states [32–34], which should not be present (at zero energy) in multiband materials with sign changing gap such as iron-based superconductors [35] or CeCoIn$_5$.

We have shown how the field dependence of the magnetic penetration depth can be used to distinguish between nodal and small finite gap structures. Magnetic field causes $\lambda(T)$ in the former case to become less temperature dependent at low temperature ($T \ll T_c$), whereas an increased temperature dependence is found for the latter case. The results confirm that both CeCoIn$_5$ and LaFePO have a sign changing nodal gap structure, whereas for KFe$_2$As$_2$ the response is dominated by a small but finite gap, restricting possible gap symmetries. With further modelling of the non-linear response for multiband and multigap superconductors in the presence of impurities it should be possible to extract more quantitative information on the size of the minimum energy gaps and the limits to any possible contribution from sheets with gap nodes. As measurements of the field dependence of $\lambda$ are relatively simple to perform by adding a dc field to the widely-used tunnel-diode penetration depth apparatus, we expect that it will prove to be a very useful addition to the tool-kit used to investigate gap symmetry in other candidate nodal superconductors.

**METHODS**

**Sample growth and characterisation.** Samples of KFe$_2$As$_2$ were grown by a self flux technique and are similar to those used in a previous heat capacity study [22]. We found that the measured $\lambda(T)$ was very sensitive to the surface quality and exposing them to air even for a short time changed $\lambda(T)$ markedly, producing a fully gapped response [36]. Hence, the samples were cleaved on all six sides in an argon glove box and covered with degassed grease at all times when outside of this. The CeCoIn$_5$ samples were grown in an In flux. Long term exposure to air resulted in visible surface corrosion and so the samples were also cleaved and covered with grease prior to
measurement. The LaFePO samples were grown in a Sn flux and are not air sensitive so were not cleaved.

**Measurements of the magnetic penetration depth.** Our measurements of $\lambda(T, H)$ were performed using a radio frequency (RF) tunnel diode oscillator technique [5]. The sample is attached to a sapphire cold finger and inserted into a small, copper solenoid which forms part of a tank circuit that is resonated at 14 MHz using the tunnel diode circuit. The sapphire cold finger is cooled down to a minimum temperature of 50 mK using a dilution refrigerator. The RF field is estimated to be a few $\mu$T and the Earth’s field is shielded using a mu-metal can.

For the field dependent measurements, a small dc field is applied parallel to the RF field using a superconducting solenoid. The samples are first cooled to base temperature ($\sim 50$ mK) in zero field before applying the dc field in order to minimize any effect of vortices entering the sample and contributing to $\lambda(T)$. The samples were then warmed to 0.3 K (0.6 K for LaFePO) and cooled back to base temperature several times to average the data and remove any thermal drift.

In each case, we set the zero for $\Delta \lambda(T)$ to be the lowest temperature ($T_{\text{min}} \sim 50$ mK) for the zero field measurement, *i.e.* $\Delta \lambda(T_{\text{min}}, H = 0) = 0$. The measurements in finite field are then shifted in $\lambda$ so that they coincide with the zero field measurements at $T = 0.3$ K (or $T = 0.6$ K for LaFePO). This process is necessary because applying a dc field causes shifts in frequency of the resonant circuit which are not due to the sample and are difficult to subtract reliably. By fixing the dc field and sweeping the sample temperature only, the response of the coil is not measured.
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A. Sample Dimension

All three compounds, CeCoIn₅, LaFePO and KFe₂As₂ have a tetragonal structure and the single crystal samples in this study took the form of thin platelets, with the shortest dimension (l_z) corresponding to the c axis and the larger dimensions (l_x and l_y) corresponding to the a-b plane. The dimensions of all samples are listed in Table S1.

| Sample     | l_x (µm) | l_y (µm) | l_z (µm) |
|------------|----------|----------|----------|
| CeCoIn₅    | 200      | 310      | 5        |
| LaFePO     | 270      | 274      | 31       |
| KFe₂As₂    | 715      | 405      | 50       |

TABLE S1. The dimensions of the samples used in this study.

B. Measurement geometry

For thin, platelet samples measurements of the in-plane penetration depth can be conducted in two geometries. With the field directed along the short c-axis the screening currents flow only in the ab-plane, but the demagnetisation effects will be large, with the field strongly enhanced on the ac or bc faces of the crystal. The field enhancement is particularly large close to the corners, and so the field will be quite non-uniform (see below for details of this). This is clearly, not ideal for our measurements where we are concerned with the field dependence of λ. The alternative geometry is where the field is directed along the ab-plane. In this case, the demagnetisation effects are very small, and the field uniform, but the measured λ_m(T), will be a mixture of the in-plane and the c-axis response. To a good approximation, the volume penetration by field in the H∥a geometry will be given by

$$\Delta V = 2(\ell_a \ell_b \lambda_{ab} + \ell_a \ell_c \lambda_c),$$

where l_a, l_b, l_c are the physical dimensions along each axis. If we then calculate an effective λ from ΔV by dividing by the in-plane dimensions we have

$$\lambda_c = \lambda_{ab} + \frac{\ell_c}{\ell_b} \lambda_c.$$

As long as the samples are sufficiently thin (l_c/ℓb ≪ 1) or more precisely (ℓ_c/Δλ_c(T))/(ℓ_b/Δλ_ab(T)) ≪ 1 then λ_c is very close to λ_ab. Demagnetising effects are avoided and the measured Δλ(T) is predominately the in-plane response.

For CeCoIn₅, and KFe₂As₂ the large aspect ratios led us to use the H∥ab geometry for our measurements whereas for LaFePO the thicker samples and larger λ_c/λ_a anisotropy meant the the H∥c geometry was more suitable.

For CeCoIn₅, Howald et al.[1] report an anisotropy in the zero temperature penetration depth $\gamma = \lambda_c/\lambda_a \simeq 1.3$ and over the temperature range $T = 0$ to $T\,/\,T_c = 0.25$, the ratio $\Delta \lambda_c/\Delta \lambda_a \simeq 4.4$. Our sample has an aspect ratio of approximately 50 (Table S1), which means that the c-axis contribution to $\lambda_c$ would be ~ 10%. However, Howald et al. find a much weaker temperature dependence of $\Delta \lambda_c$ compared to our current data, possibly because of sample purity issues. If we use our own data for $\Delta \lambda_{ab}(T)$ in conjunction with $\Delta \lambda_c(T)$ from Howald et al., the c-axis contribution drops to around 2%. In both cases this is a relatively small correction.

In the case of KFe₂As₂, we are not aware of direct measurements of $\lambda_c(T)$, however, the anisotropy in the absolute values at $T = 0$ has been measured to be relatively weak, with $\gamma = 3.6$ [3]. The response for our KFe₂As₂ sample, in the H∥ab orientation, is shown in direct comparison to the in-plane response $\Delta \lambda_{ab}(T)$ from Ref. [2]. The agreement between the two measurements is very good and shows that there is very little c-axis contribution to the response over the temperature range in question.

C. Determination of Field of First Flux Penetration

For KFe₂As₂ and LaFePO, the lower critical field $H_{c1}$, or more precisely the field of first flux penetration $H_p$, was determined in the same samples used for the $\lambda(T, H)$ study.
FIG. S1. Comparison between measurements of \( \Delta \lambda(T) \) for KFe\(_2\)As\(_2\). Our data for KFe\(_2\)As\(_2\), measured in the \( H \parallel ab \) orientation is compared to the in-plane response reported in Ref. [2] (offset by 5 nm along the \( \Delta \lambda \) axis for clarity).

FIG. S2. Temperature dependence of the lower critical field \( H_{c1} \) of KFe\(_2\)As\(_2\). For these measurements the magnetic field is oriented in-plane (\( H \parallel ab \)). The inset shows an example response of a Hall sensor located beneath the edge of the sample. \( H_{c1} \) is the field at which the measured flux density begins to increase.

The samples were suspended above a micro-Hall probe array, cooled to base temperature and then a dc field was applied as described in Ref. [4]. For KFe\(_2\)As\(_2\) \( H \) was parallel to the \( ab \)-plane and for LaFePO \( H \parallel c \) as in the \( \lambda(T, H) \) study. At low field the local field measured by the Hall probe is linear in \( H \) corresponding to the field leaking around the sides of the sample. At \( H_p \) there is a sharp rise in \( B \) as seen in the inset to Fig. S2. This field, which is equal to \( H_{c1} \) in the absence of any surface barriers is plotted in Figs. S2 and S3. \( H_{c1}(T) \) is found to have a linear temperature dependence, mirroring that found for \( 1/\lambda(T)^2 \). For LaFePO the field has been corrected for demagnetising factors using the method of Brandt [4, 5]. As the fields are small, sweeps were made in positive and negative fields to correct for the Earth’s field.

For CeCoIn\(_5\), a different method was used because of the unavailability of apparatus. Instead \( H_{c1} \) was measured using a commercial SQUID magnetometer. The magnetic moment was measured as a function of field and the point where \( m(H) \) departs from linearity identified as \( H_{c1} \) (see insert to Fig. S4). The data only extend down to \( T = 1.7 \) K and so were extrapolated to lower temperature using the standard empirical formula \( H_{c1}(T) = H_{c1}(0)(1 - (T/T_c)^2) \). Although this extrapolation is only appropriate for conventional fully gapped superconductors, a linear extrapolation as suggested by the linear \( T \) dependence of \( 1/\lambda^2(T) \) would give a higher value of \( H_{c1}(0) \),

FIG. S3. Temperature dependence of the lower critical field \( H_{c1} \) of LaFePO. In these measurements the magnetic field is oriented parallel to the \( c \)-axis (\( H \parallel c \)).

FIG. S4. Temperature dependence of the lower critical field \( H_{c1} \) of CeCoIn\(_5\). For these measurements the magnetic field is oriented in-plane (\( H \parallel ab \)) and the values of \( H_{c1} \) are determined from bulk magnetisation using a SQUID magnetometer. The inset shows an example measurement for positive field, where \( H_{c1} \) is taken as the field at which the susceptibility \( \chi \) deviates from \(-1\) (as indicated by the dashed line).
so the extrapolation in Fig. S4 ($H_{c1}(0) = 5.9\pm0.1\text{ mT}$) should be viewed as a lower limit. The results presented are similar to those found in the literature; performing the same analysis on the values of $H_{c1}(T)$ reported by Majumdar et al.[6] yields a result of $H_{c1}(0) = 4.52 \pm 0.02\text{ mT}$.

### D. Paramagnetic impurities and Andreev bound states

Impurities, both magnetic and non-magnetic can affect the measured behaviour of $\lambda(T, H)$ as can surface Andreev bound states. In this section we consider the effect of paramagnetic impurities and Andreev bound-states. Non-magnetic impurities are considered in the next section.

**Paramagnetic impurities** can contribute to the measured penetration depth, giving a contribution which is proportional to the normal state susceptibility $\chi_N(T)$ [7, 8]. A flattening or an upturn at low temperatures in $\lambda(T)$ can then result from $\chi_N(T)$ following a Curie-law behaviour if the concentration of paramagnetic ions is sufficiently large. The effect of finite field on these paramagnetic terms can be estimated from the calculated field dependence of $\chi_N(T)$.

For classical paramagnetism, the induced magnetisation $M$ in a magnetic field $B$ is given by

$$M = Ng_J \mu_B J F_J(x),$$

where $N$ is the number of moments per unit volume, $g_J$ is the Landé $g$-factor, $J$ is the total electronic angular momentum and $F_J(x)$ is the Brillouin function,

$$F_J(x) = \frac{2J + 1}{2J} \coth \left( \frac{2J + 1}{2J} x \right) - \frac{1}{2J} \coth \left( \frac{1}{2J} x \right),$$

in which $x$ is defined as

$$x = \frac{Jg_J \mu_B B}{k_B T}.$$  \hspace{1cm} \text{(S3)}

From this we can calculate the susceptibility

$$\chi = \frac{dM}{dH} = \frac{Ng_J \mu_B J^2}{k_B T} \frac{dF_J(x)}{dB}.$$ \hspace{1cm} \text{(S4)}

The susceptibility of these moments will then contribute to the measured penetration depth $\lambda_m(T)$ according to

$$\lambda_m(T) \simeq \lambda_L(T) \sqrt{1 + \chi(T)},$$ \hspace{1cm} \text{(S5)}

where $\lambda_L(T)$ is the London penetration depth (i.e. no impurities) [7]. For small amounts of impurities, $\chi \ll 1$, the change in the penetration depth with temperature can be expressed as [8]

$$\Delta \lambda(T) = \Delta \lambda_L(T) + \chi(T) \lambda_0/2.$$ \hspace{1cm} \text{(S6)}

As an example, we consider the case of Ce$^{3+}$ ($S = 1/2, J = 5/2$), which is a plausible impurity in CeCoIn$_5$. We assume a pure linear dependence of $\Delta \lambda_L(T)$ and add a small paramagnetic contribution which, in the limit of zero applied field, gives a characteristic flattening of $\Delta \lambda(T)$ at low-$T$ (Fig. S5). Increasing the field to 3 mT (maximum experimental value for CeCoIn$_5$), gives a result almost indistinguishable from the zero field curve. A further increase to $\mu_0 H = 30\text{ mT}$ gives a very small decrease in $\Delta \lambda$ of approximately 0.2 nm at 50 mK. Only with a field 100 times larger than used experimentally (300 mT) is a significant response induced, and in that case the effect is to decrease $\Delta \lambda$, i.e., the change is in the opposite direction to that observed for CeCoIn$_5$. This large difference in field scale between the effect of finite field on paramagnetic impurities compared to that for the non-linear-Meissner effect is the key point which allow us to distinguish between the two effects. Note that for lower spin species (e.g., $J = 1/2$) the effect would be even weaker.

**Andreev bound states (ABS)** can give an additional contribution to the low temperature penetration depth. In the case of the cuprates, where there is a single sign-changing gap due to the $d_{x^2−y^2}$ pairing state, zero energy ABS occur on sample surfaces which are not perpendicular to the principal crystallographic directions; (100), (010), or (001) [9, 10]. These zero energy states are broadened in energy at finite temperature and contribute a zero energy peak to the density of states and hence give rise to an upturn in $\lambda(T)$ at low temperatures if the field is probing ABS surfaces [11–13]. This upturn is suppressed in small fields because the ABS split and shift higher in energy with increasing field [11, 13]. This increase in temperature dependence of $\lambda(T)$ with increasing field is opposed to what we find for CeCoIn$_5$ or LaFePO and hence any ABS contribution must be small compared to the intrinsic bulk nonlinear response. This is consistent with the $H||ab$ measurement geometry used for CeCoIn$_5$. With this geometry the main contribution to $\Delta \lambda(T)$ comes from the (001) faces on which ABS cannot form. ABS contribution were not detected for YBa$_2$Cu$_3$O$_{6+\delta}$ in this geometry for the same reason [13].
For iron-based superconductors with a sign-changing gap, theory suggests that any ABS would occur at finite energy \([14, 15]\) and so would not produce a zero-energy peak in the DOS and hence would not give rise to an \(L/T\) upturn in \(\lambda(T)\) or the associated field dependence. For LaFePO, the measurement geometry \(H||c\) would in-principle allow for ABS contributions as the sample has both (100) and (110) facets [16], however, the observed increase in \(d\lambda/dT\) with increasing field would suggest that any contribution was either small or entirely absent. For \(KFe_2As_2\) the measurement geometry, \(H|\{ab\},\) means predominately (001) surfaces are probed and this together with the above mentioned theoretical work suggests that there are also no ABS contributions.

E. Calculations of field dependence of \(\lambda(T)\)

For our calculations of the field dependence of \(\lambda(T)\) we consider a two-dimensional, circular Fermi surface with isotropic Fermi velocity \(v_F\). The gap structure is taken as either the classic \(d\)-wave form

\[
\Delta(\phi, T) = \Delta_0(T) \cos(2\phi)
\]  

(S7)

or a similar form but with a finite gap

\[
\Delta(\phi, T) = \Delta_0(T)(|\cos(2\phi)| + \eta).
\]  

(S8)

Note that \(\lambda(T, H)\) is only sensitive to the absolute magnitude of \(\Delta(\phi)\), not its sign. The second, finite gap form could represent a mixed order parameter \(d + i\sigma\) but is also representative of other strongly anisotropic forms where \(\Delta\) does not change sign. \(\phi\) is the azimuthal angle. The temperature dependence of the gap is taken to be the weak-coupling \(d\)-wave form in both cases, which is approximated by

\[
\Delta_0(t) = \Delta_0(0) \tanh \left[ \frac{\pi}{\Delta_0(0)} \sqrt{\frac{4}{3} \left( \frac{1}{t} - 1 \right)} \right]
\]  

(S9)

where \(\Delta_0(0) = 2.14\) and \(t = T/T_c\).

To calculate \(\lambda(t, H)\) we used the following expression \([17, 18]\) for the non-linear quasiparticle current \(j_{qp}\) in the \(x\)-direction \((\phi = 0)\) created by the applied field, integrated over the Fermi surface

\[
j_{qp} = A \int_{-\pi}^{\pi} d\phi R \sum_n \frac{(\sigma(\phi) - i\omega_n) \cos(\phi)}{\sqrt{\omega_n + \sigma(\phi, t)^2 + |\Delta(\phi)|^2}}
\]  

(S10)

where \(\omega_n = (2n + 1)\pi t\) are the Matsubara frequencies,

\[
\sigma(\phi) = \alpha H \cos (\phi - \phi_0)
\]  

(S11)

is the quasiparticle energy shift produced by the field \(H\) induced superflow and \(R\) denotes the real part of the sum. The limits of the sum over \(n\) are \(\pm \infty\) but practically we set a maximum frequency \(|\omega_0| = 100\) (in units of \(T_c\)). Convergence was checked by varying \(|\omega_0|\) up to 2 orders of magnitude higher and checking the \(H\) and \(T\) dependent results were insensitive. The direction of the field is set by \(\phi_0\). \(A\) is a constant related to the normal state parameters which determine the absolute value of \(\lambda(0)\), and \(\alpha = \mu_0 v_F \lambda(0)/k_B T_c\) is the constant of proportionality between the field and energy shift (normalised to \(k_B T_c\)).

The temperature and field dependence of the normalised superfluid density is then calculated from

\[
\frac{\lambda^2(0)}{\lambda^2(t, H)} = C\frac{j_{qp}}{H},
\]  

(S12)

where \(C\) is a constant determined by ensuring \(\lambda^2(0)/\lambda^2(t, H) = 1\) as \((t, H) \to 0\). This represents an approximation which is exact in the linear-response limit, and gives the correct slope \(\text{d} \log \lambda^2/\text{d} t = \ln 2/\Delta_0(T_c)\) as \((t, H) \to 0\) for the \(d\)-wave gap (Eq. S7).

To get the exact result for finite \(H\), the non-linear London equations should be solved, combining the result for \(q_{qp}\) with Maxwell’s equations, in the appropriate geometry. However, it was shown in Refs. [17, 18] that in the usual semi-infinite plane geometry this only changes the field scale by a factor 3/2 without otherwise changing the field or temperature dependence of \(\lambda\). Our approach mirrors that of Xu et al. [18] who solved the non-linear London equations analytically for the pure, zero temperature field dependence of \(\lambda\), but for finite temperature/scattering they calculated numerically the current-field relation and scaled this to the pure, \(T = 0\) result to get the non-linear response of \(\lambda\). Our finite \(H\) results for \(\lambda(H)\) are consistent with those of Stojković and Valls [17] who did solve the non-linear London equations at finite \(T\).

The results for the two different gap forms, \(d\)-wave gap (Eq. S7) and \((d + i\sigma)\)-gap (Eq. S8 with \(\eta = 0.2\)) in the pure limit (\(\Gamma = 0\)) are shown in Fig. S6 (a) and (b). The magnetic fields in the calculations are scaled according to

\[
\mu_0 H_0 = \frac{3\Delta_0(0)}{e\lambda(0) v_F}
\]  

(S13)

which takes into account the above factor \(3/2\). In the main text we subtract a constant from each curve at finite \(H\) so that

**FIG. S6.** Calculated temperature dependence of the normalized superfluid density \(\lambda^2(0)/\lambda^2(t, H)\). The fields used in the calculations are indicated (in units of \(H_0\)) and the calculations are in the pure limit (no impurities). (a) \(d\)-wave gap (Eq. S7) (b) \((d + i\sigma)\)-gap (Eq. S8 with \(\eta = 0.2\)).
Results are shown in Fig. S7 for the $d$-wave gap function and two different values of $\Gamma$ to illustrate small and large amounts of impurity scattering in the unitary limit respectively. It can be seen that for a small impurity density, similar to that which would cause a flattening of $\Delta \lambda(T)$ at very low temperature only, the effect on the non-linear response is quite small. The normalised $\Delta \lambda(T)$ still increases with increasing field. Only when the impurity scattering is large, so that $\lambda(T) \sim T^2$ over the whole low temperature range is the non-linear response substantially reduced.

F. Exponent analysis

Whether the shifted $\Delta \lambda(T, H)$ (as in main text Fig. 1) increases or decreases with $H$ at the lowest temperatures for the case of a finite gap ($\eta > 0$) depends on the size of the field with respect to the size of the finite gap and also the temperature at which the data are shifted to coincide. An alternative way to view the results is to fit the data to a power-law as in Fig. 5 of the main text. In the case that the data do not follow a power-law over the full temperature range of the fit, the derived exponent will be a temperature-averaged value.

A second alternative is to calculate the local temperature exponent, from $n = d \ln(\lambda(T) - \lambda(0))/d \ln T$. The result of doing this for the calculation with a very small gap, $\eta = 0.05$, is shown in Fig. S8. For zero field, $n$ at low temperature tends to a high value indicative of an exponential $T$ dependence of $\lambda$ as expected from the model. For $H/H_0 = 0.02$, $n$ has decreased to $\sim 1.5$ at $t = 0.03$, consistent with a much stronger (almost linear) $T$ dependence of $\lambda$. For larger fields, $n$ tends to 2 at the lowest temperatures which is the same as expected for the nodal case with impurities. The derivative $d\lambda/T$ shows consistent behaviour, increasing from zero for zero field (exponential behavior) to a maximum for $H/H_0 \approx 0.02$ and then reduces monotonically for higher fields. For this gapped case, the temperature dependence at the lowest temperature is always enhanced by field at the lowest temperatures with the maximum enhancement occurring for a particular range of small applied field. For the nodal case ($\eta = 0$) (right panels Fig. S8), the low temperature exponent is close to 1 at zero field, and then increases monotonically to 2 at higher fields. Unfortunately, the noise level is too great to perform a similar analysis on the experimental data, so we use the power-law fitting over an extended temperature range method in the main text.

G. Demagnetisation effects

As discussed above, for a platelet sample in the $H||c$ geometry, demagnetisation effects cause the surface fields to be non-uniform. To estimate the effect of this on the measured field dependence of $\lambda$ we have performed finite-element modelling to determine the surface fields. We chose a simplified geometry of a disk with large aspect ratio ($R: c = 10:1$) similar to that of our LaFePO sample (see Table S1 and Fig. S9(a)). We use the COMSOL package to solve the linear London
FIG. S8. Exponent analysis of the calculated superfluid density. Left panels for the small gap case ($\eta = 0.05$) and right panels for the pure-d-wave case ($\eta = 0$). Top panels: $\lambda^2(0)/\lambda^2(t,H)$ for the fields indicated. Bottom panels: the derivative $d\lambda^2(0)/\lambda^2(t,H)$ with respect to $t$. (a) For the small gap case at $H = 0$, $0.1 H_0$, and $H = 0.1 H_0$, where $H_0$ is the external field. (b) For the pure-d-wave case at $H = 0$, $0.1 H_0$, and $H = 0.1 H_0$. 

FIG. S9. Effect of demagnetisation on response. (a) The calculated variation of the tangential surface fields along the sides and top/bottom faces. The inset shows the geometry of the disc sample for the simulation. (b) The calculated change in the effective susceptibility $\chi_e$ as a function of $\lambda$.

equation inside the disc and Ampere’s outside. We solve for the vector potential $A$ subject to the boundary condition that at large distances the $B$ field is uniform and directed along the $z$-direction. 

The variation of the fields along the side and top/bottom faces are shown in Fig. S9(a). Along the sides, at the centre the field is enhanced by $\sim 2$ and this increases as we move towards the top edge. Along the top edge, moving from the edge towards the centre, the field decreases rapidly initially and then goes approximately linearly to zero at the centre of the top face. Integration of the current $j$ distribution inside the sample volume $(V)$ gives the moment, $m$ from which the effective susceptibility $\chi_e$ can be calculated: 

$$m = \frac{1}{2} \int (r \times j) dV = -\mu_0 \lambda^{-2} \int (r \times A) dV,$$

and

$$\chi_e = \frac{m}{V H},$$

where we have used the linear London equation $j = -A/\left(\mu_0 \lambda^2\right)$.

In Fig. S9(b) we show the results of performing this calculation for different values of $\lambda$. Experimentally, it is useful to calculate the ratio of frequency changes in our resonant coil as $\lambda$ varies to the change when the sample is completely removed from coil. In the limit that $R \gg \lambda$ this ratio is a linear function of $\lambda$ and can be expressed as an effective dimension of the sample. $\Delta F/\Delta F_0 = \lambda/R_{3D}$. The calculation for our disc gives $R_{3D} = 0.22 R$ which compares well to the value estimated in Ref. [20] where in the thin limit $R \gg c$, $R_{3D} = 1/(2 + \pi) R = 0.194 R$.

To calculate the non-linear response would require solving the non-linear London equations for our geometry which is outside of the scope of the current work. We can however estimate the effect of the field variation across the sample by calculating the volume penetrated by the field into the sample. If we assume a linear response, the penetration is purely exponential and as $\int_0^R \exp(-x/\lambda) = \lambda$, we can estimate the volume penetration $V_e$ into the sample from the surface fields, by integrating over the top/bottom and side surfaces. For our disc,

$$V_e = \int_0^c 4\pi R H(z) \lambda dz + \int_0^R 4\pi r H(r) \lambda dr. \quad (S16)$$

$V_e$ underestimates the difference $m(\lambda) - m(\lambda = 0)$, compared to $\chi_e$ by approximately a factor 2 for our disc, because it neglects the changes in the fields outside of the sample. However, it is reasonable to assume we can nevertheless use $V_e$ to estimate the non-linear response by setting $\lambda$ in Eq. S16 to $\lambda(H) = \lambda(0)(1 + \alpha H)$, and then calculate the field dependent enhancement of $\lambda$ from $V_e(\lambda(H))/V_e(\lambda(0))$. Setting this ratio equal to $1 + \alpha'$, we find that $\alpha'/\alpha = 1.09$, so that the response for this disk is almost the same as the local response (i.e., the response without demagnetising effects). The reason for this is that the effect of the field enhancement on some parts of the sample is cancelled out by the parts close to the centre of the top/bottom faces where the field is lower.

H. Estimation of size of $\Delta \lambda(B)$ for LaFePO and CeCoIn$_3$

In general, for a single band $d$-wave superconductor, $H_0$ is given by [18]

$$\mu_0 H_0 = \frac{3 \mu_\Delta \Delta_0}{2 e \lambda_0 d_F}, \quad (S17)$$

where now, the angular slope of the gap at the node $\mu_\Delta = \frac{1}{\Delta_0} \frac{d \Delta}{d \phi}_{\text{node}}$ is allowed to vary ($\mu_\Delta = 2$ for the $d$-wave model in Eq. S7).

A fit to the linear section of $\Delta \lambda(B)$ (Fig. 3, main text) to

$$\Delta \lambda = \alpha B \quad (S18)$$

gives $\alpha = 2.1 \text{ nm/mT}$ and $5.1 \text{ nm/mT}$ for LaFePO and CeCoIn$_3$, respectively. Note these are the raw numbers without any correction for demagnetising effects. For CeCoIn$_5$ any
Demagnetising effects are very small because of the $H_{\text{ab}}$ geometry and for LaFePO ($H_{\text{c}}$) the demagnetising effects cancel out as explained in the previous section. As $\alpha = \lambda_0/H_0$ and taking $\lambda_0 = 240\text{ nm}$ for LaFePO [21] and $\lambda_0 = 190\text{ nm}$ for CeCoIn$_5$ [22] this gives $\mu_0H_0 = 114\text{ mT}$ for LaFePO and $\mu_0H_0 = 36\text{ mT}$ for CeCoIn$_5$.

Density function theory calculations of the electronic structure of LaFePO show that there is considerable variation in $v_F$ on the different sheets and within each sheet of Fermi surface. The location of the node(s) is presently unknown. $v_F$ ranges from 60 km/s to 500 km/s with an average value of 280 km/s (calculated from the DFT calculations described in Ref. [23, 24]). de Haas van-Alphen measurements [23, 24] show the effective mass is enhanced by a factor 2 compared to DFT and so $v_F$ is reduced by this factor. Assuming $\mu_\Delta = 2$ and $\Delta_0 = 1.43T_c$ (values for single band $d$-wave), we calculate $\mu_0H_0$ ranging from 37 mT to 308 mT.

Anisotropy in $v_F$ can substantially affect $H_0$ as the non-linear energy shift depends on the value of $v_F$ at the node, but $\lambda_0$ is a weighted average over the whole Fermi surface [18]. In materials, such as CeCoIn$_5$, where there are very strong mass renormalisations, there are additional complications regarding how these renormalisations affect the temperature dependent superconducting properties [26]. Although the above estimated $H_0$ values are in the same range as the experimental ones, further theoretical work on multiband and strongly interacting superconductors is required before quantitative conclusions can be drawn. In particular, the location of the nodes needs to be known.

For CeCoIn$_5$, the orbitally averaged $v_F$ derived from de Haas-van Alphen effect data [25] ranges from 11 km/s to 50 km/s. With $T_c = 2.1\text{ K}$ and again assuming a single band $d$-wave gap, this gives $\mu_0H_0$ in the range 80 to 370 mT.

---
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