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Abstract—Single-channel speech enhancement approaches do not always improve automatic recognition rates in the presence of noise, because they can introduce distortions unhelpful for recognition. Following a trend towards end-to-end training of sequential neural network models, several research groups have addressed this problem with joint training of front-end enhancement module with back-end recognition module. While this approach ensures enhancement outputs are helpful for recognition, the enhancement model can overfit to the training data, weakening the recognition model in the presence of unseen noise. To address this, we used a pre-trained acoustic model to generate a perceptual loss that makes speech enhancement more aware of the phonetic properties of the signal. This approach keeps some benefits of joint training, while alleviating the overfitting problem. Experiments on Voicebank + DEMAND dataset for enhancement show that this approach achieves a new state of the art for some objective enhancement scores. In combination with distortion-independent training, our approach gets a WER of 2.80% on the test set, which is more than 20% relative better than distortion-independent mask training.
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I. INTRODUCTION

ANY applications for recorded speech need to be intelligible to both human listeners and artificial listeners. For example, teleconference systems may need to automatically improve speech quality to assist human users of the system, and produce automatic captions at the same time for record-keeping or for users with hearing difficulties. Real-time translation services are another example, since better automatic recognition will improve translation quality, at the same time as reducing noise in recordings.

Speech enhancement systems have been shown to improve intelligibility for human listeners, especially if they have hearing loss [1]. A reasonable hypothesis would be that speech enhancement systems already improve automatic speech recognition (ASR) systems without the need for special loss functions or other similar techniques. However, research has shown that this is not always the case, since enhancement systems can sometimes introduce distortions that are not helpful for recognition [2]–[4].

A popular approach to improving the cooperation between an enhancement system and an automatic recognition system is to train them jointly, using the recognition objective to ensure enhancement outputs are good for recognition [5]–[9].

This follows a trend in machine learning of training multiple sequential models with the end-goal objective, i.e. end-to-end training [10]–[12]. From this body of work we can tell that using joint training can be an effective strategy for recognition system improvement.

One limitation of joint training in the context of noise-robust ASR is that the enhancement module can overfit the training data, reducing the ability of the recognition module to handle distortions. This problem is known as the “distortion problem” and was first noted by Wang, Tan, and Wang in [3]. In this paper, the authors note that enhancement modules are not likely to distort the data they are trained on. If a recognition model back-end is trained on the same dataset as its enhancement model front-end, it never learns to adapt to distortions produced by the enhancement model. The solution proposed by the authors is to train the recognition model independently from the enhancement model and add additional noises to the noisy inputs during recognizer training. This forces the enhancement model to perform inference while the recognition model is being trained, giving the recognition model a chance to adapt to distortions.

While this approach does mitigate the distortion problem, it also loses some of the benefits of joint training. The enhancement model is not trained with any knowledge of recognition objectives, and myopically focuses on energy differences. This has several limitations. As an example, Turian and Henry have demonstrated that spectral measures of distance do not capture pitch differences, which is important for tasks such as tonal language recognition [13]. Another example of the limitations of spectral measures is that they can miss low-energy phonemes due to over-emphasis on energy differences [14].

We have recently proposed an approach that mitigates the distortion problem, while maintaining some of the advantages of joint training, depicted in Fig. 1. Our approach uses a recognition model pre-trained with phoneme targets and clean input speech to generate a phonetic perceptual loss [1] for improved enhancement training [14]–[16]. This approach preserves modularity, and achieved state-of-the-art recognition scores on the CHiME-2 challenge [17] for systems using the default language model.

In this work, we report an extended in-depth analysis of our results from previous experiments [15], [16] showing that perceptual loss improves recognition of low-energy phonemes

1We originally framed this loss with the name “mimic loss” as it teaches the enhancement module to induce acoustic model behavior similar to its behavior under clean speech; however, with the rise of other perceptual loss work in the field, it seems best to reframe this loss in this newer light.
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over than high-energy phonemes. In addition, we report a follow-up experiment that changed the perceptual model to use only local information. This experiment matched what is now the state-of-the-art recognition score on CHiME-2.

In addition to our analysis, we show the generality of our approach by developing a perceptual loss recipe using the SpeechBrain toolkit [18]. The new experiments serve several purposes. First, we directly compare for the first time two techniques for noise-robust ASR: perceptual training and joint training. Second, we report both speech recognition and speech enhancement results a publicly-available dataset in keeping with SpeechBrain philosophy of repeatable results, filling a void in the robust ASR literature. Third, we make the recipe and pre-trained models available as part of the toolkit so that anyone can use or train models with our perceptual loss.

The results of our experiments with the SpeechBrain framework show that we achieve state-of-the-art enhancement performance on the Voicebank + DEMAND dataset for enhancement [19]. At the same time, passing the enhanced data to an unadapted noisy recognition model achieves similar performance as the jointly trained enhancement and recognition systems. Finally, a recognition model that was adapted to distortions from the enhancement model reached a 2.80% WER on the Voicebank + DEMAND test set, a 20% relative improvement over joint training and a 14% relative improvement over distortion-independent masking.

II. BACKGROUND

Approaches for joint training of recognition module and enhancement module can be quite varied. Joint training was first proposed by Gao, Du, Dai, and Lee in [5] using a spectral mapping model to achieve good results on the Aurora4 task.

This approach can also apply to masking-based enhancement, as proposed by Wang and Wang in [6]. The authors show that joint training with masking, with the addition of features that are noise-robust by design, are able to achieve good recognition rates on the CHiME-2 challenge dataset [17].

A more sophisticated joint training and communication scheme was proposed by Ravanelli, Brakel, Omologo, and Bengio in [7]. The authors noted that communication between front-end model and back-end model could be improved by a multi-stage network that explicitly passes information from stage to stage.

There are in fact several denoising strategies that can be jointly trained with the robust ASR system. Joint training has been done with a masking-based beamforming model [8]. Joint training has also been done with a Weiner filter approach [9].

Related to joint training is the technique of perceptual loss training, which uses a secondary pre-trained model in order to provide feedback to the primary model. This technique was first defined by Johnson, Alahi, and Fei-Fei in [20]. Perceptual loss was shown to correlate well with human judgements by Zhang et al. in [21].

The use of a perceptual loss via a phoneme classifier was first proposed by Oord et al. for the task of speech synthesis [22]. The authors used a WaveNet-like model trained to recognize phonemes from raw audio. In addition, they found the best results using the Euclidean distance between the gram matrices, as in style loss [20].

In addition to speech synthesis, perceptual loss is rapidly gaining popularity for speech enhancement. Parallel to our earliest work on this topic, Germain, Chen, and Koltun introduced perceptual loss for enhancement (which the authors call “deep feature loss”) which is used on the time-domain signal [23]. This approach uses a perceptual model based on acoustic scene classification, whereas our approach uses an acoustic model as the perceptual model.

Another perceptual loss that was proposed after our work is that of Yao and Al-Dahle, who propose a “Dynamic Perceptual Loss” for speech enhancement [24]. This loss compares the activations of a discriminator during GAN training, in addition to the binary output loss used in traditional GAN training.

One more perceptual loss used for speech enhancement was named by the authors “Phone-Fortified Perceptual Loss” [25]. This loss consists of using as a perceptual model the wav2vec 2.0 model [26]. Although the motivation and description of this loss by the authors sounds similar to using a phoneme classification perceptual model, in practice the perceptual model they use, called wav2vec, is trained in an unsupervised manner and has no explicit access to phonetic information.

Another work by Kataria, Villalba, and Dehak tested a variety of perceptual losses [27] using large-scale pre-trained models for different tasks. The full list of tasks includes:
acoustic event classification, acoustic modeling, speaker embedding, speech emotion classification, and self-supervised feature extraction (the authors use PASE+ [28], and wav2vec 2.0 [26]). The enhancement model used by the authors is a strong enhancement architecture based on the Conformer model [29]. Surprisingly, they found no significant improvement from any perceptual loss other than the acoustic event classification model.

Especially relevant to our work is that the authors found no improvement using a large-scale pretrained acoustic model. The particular acoustic model that they chose is DeepSpeech 2 [30], which uses character targets. Our own experiments suggest that phonemic targets are much more effective. In addition, the authors use an RNN layer as part of their perceptual model which we found to be harmful. More details about the settings we found to correlate with good enhancement performance can be found in Section IV.

By contrast to the work evaluating perceptual losses for enhancement, our work evaluates the same model both for enhancement as well as robust ASR. Our experiments show that perceptual loss can recover some of the benefits of joint training without suffering from the distortion problem.

III. CHiME-2 EXPERIMENTS

We repeat our experimental settings for our prior CHiME-2 experiments here in order to provide the background for an in-depth analysis. In addition, we report one follow up experiment that did not make it into the original report [16].

Our experimental procedure followed a three step process:

1) Pretrain an acoustic model using clean speech to serve as a perceptual model.

2) Train an enhancement model using perceptual loss.

3) Use the off-the-shelf Kaldi CHiME-2 recipe to evaluate recognizability.

For our first step, we generated senone alignments using standard Kaldi tools. These alignments match every frame in the spectral features with a class out of a set of 1999 senones. The senones are generated by careful clustering of the set of triphone states to a reasonably-sized set, which means they encode important phonetic information.

Our perceptual models were trained with cross-entropy loss against aligned senone targets. Our features were standard 257-dimensional spectral features with 25ms windows and 10ms hop. These are identical in form to the features generated by the enhancement model, allowing easy passage of the gradient to the enhancement model.

We experimented with three different acoustic models. Our previously reported experiments covered two important types of model: a frame + context 6-layer DNN model [15], as well as an utterance-wise good performing Wide Residual BiLSTM Network (WRBN) model [31].

We ran additional experiments that have not yet been reported using a third acoustic model. Our third model still takes only frame + context input, but provides deeper feedback. This third model is a Wide-ResNet-like model, nearly identical to the one we used for enhancement. The model is shown in Fig. 2.

In the second step of training, we add perceptual loss to a standard L2 loss on the spectral magnitudes. This perceptual loss is generated by passing both clean and denoised spectral features to the pretrained acoustic model, and computing the L2 distance of the respective outputs. We used a scaling parameter \( \alpha \) to keep a similar magnitude for the two losses.

The enhancement models take 5 frames of past and future context, and they output a single denoised frame. The first enhancement model is a 2-layer 2048-node DNN network with leaky ReLU activations. The second enhancement model is quite similar to Wide ResNet [32]. The full network has 4 blocks of three convolutional layers, where the first layer is used for downsampling (stride 2), and the other two layers compute a residual that is added to the result. The first two blocks have 128 filters, and the second two have 256 filters. Two fully-connected layers are inserted before the output layer. The enhancement models were more fully described in the original work [16].

After training the enhancement model, we passed the enhanced features to an off-the-shelf Kaldi [33] recipe for recognition on the CHiME-2 dataset. This recipe trains a HMM-DNN based system for recognition using cross-entropy loss against the senone targets. The model is further fine-tuned using sMBR loss. This same recipe gets 2-3% WER on the WSJ, demonstrating its recognition ability. We did not change any part of the recipe, including the default trigram language model. Our changes were restricted to the input features.

IV. CHiME-2 RESULTS AND ANALYSIS

We first report the results of our follow-up experiments in Table I. The starred results in this table are newly reported
TABLE I
WER FOR OUR SYSTEMS RELATIVE TO STATE-OF-THE-ART ON CHiME-2 BROKEN DOWN ACROSS DIFFERENT SNRs. *RESULT REPORTED HERE FOR THE FIRST TIME.

| Enhancement model | Perceptual model | Recognition model | -6 dB | -3 dB | 0 dB | 3 dB | 6 dB | 9 dB | Avg   |
|-------------------|-----------------|-------------------|-------|-------|------|------|------|------|-------|
| -                 | -               | DNN-HMM           | 29.9  | 21.5  | 17.7 | 15.0 | 10.7 | 9.4  | 17.4  |
| DNN               | -               | DNN-HMM           | 29.4  | 19.2  | 16.1 | 11.8 | 10.3 | 9.3  | 16.0  |
| DNN               | DNN             | DNN-HMM           | 26.2  | 18.7  | 14.1 | 11.1 | 8.9  | 7.7  | 14.4  |
| DNN               | WRBN            | DNN-HMM           | 25.6  | 17.8  | 13.8 | 10.5 | 8.8  | 7.8  | 14.0  |
| DNN*              | Wide ResNet*    | DNN-HMM           | 26.3  | 18.5  | 13.8 | 10.4 | 8.6  | 8.0  | 14.2  |
| Wide ResNet       | -               | DNN-HMM           | 18.7  | 13.9  | 10.7 | 8.1  | 6.9  | 6.2  | 10.8  |
| Wide ResNet       | DNN             | DNN-HMM           | 19.3  | 14.3  | 10.2 | 7.4  | 6.2  | 5.4  | 10.5  |
| Wide ResNet       | WRBN            | DNN-HMM           | 17.0  | 11.8  | 8.8  | 7.1  | 6.0  | 5.2  | 9.3   |
| Wide ResNet*      | Wide ResNet*    | DNN-HMM           | 15.2  | 10.9  | 8.3  | 6.7  | 5.8  | 5.2  | 8.7   |
| GRN (2019) [3]    | -               | WRBN              | 14.8  | 10.0  | 9.0  | 6.8  | 6.3  | 5.5  | 8.7   |

Fig. 3. We compare features for utterance 440c020f7 at -6dB SNR. Correct transcript is “The average rate...” See phoneme predictions in Figs. 4 and 5.
fact that the DNN model did not benefit from the Wide ResNet and explore several variations in Section V-A. We suspect the literature regarding perceptual losses. We go into more detail to Wide ResNet, but is not as effective at perceptual feedback. model achieves almost half of the cross-entropy loss relative provide better feedback than worse recognizers, these results our submission [16].

While our hypothesis was that better recognizers should provide better feedback than worse recognizers, these results demonstrate that this is not always the case. The WRBN model achieves almost half of the cross-entropy loss relative to Wide ResNet, but is not as effective at perceptual feedback. We think this is an important point overlooked so far in literature regarding perceptual losses. We go into more detail and explore several variations in Section V-A. We suspect the fact that the DNN model did not benefit from the Wide ResNet perceptual model is due to having reached the maximum modeling capacity for the DNN.

In this table we also compare against the state-of-the-art for CHiME-2. The best-performing recognition model on the CHiME-2 dataset is the WRBN recognition model trained with distortion-independent training and a Gated Residual Network (GRN) enhancement front end [3]. This work was done in 2019 after our work was completed, though we haven’t reported our results until now. Our model tends to perform better in less noisy situations, perhaps due to introducing fewer distortions that harm recognition performance.

To analyze the results further, we experimented with using different outputs from the DNN perceptual model for generating the perceptual loss. The results in Table II show that in a context-constrained model, using deeper representations tend to generate better results. However, a large benefit is seen even using just a single layer. This could be helpful in resource-constrained environments. We did not find that deeper outputs are always better, as revealed by our Voicebank + DEMAND results discussed in the following sections.

In addition to our follow-up experiments, we performed an in-depth analysis of our perceptual loss to see where it may help the most. First, we examined a specific utterance where the recognition score improved due to the addition experiments, conducted in 2018 shortly after the deadline for our submission [16].

Fig. 4. Posterior comparison of L1 spectral loss and perceptual loss for utterance 440c020f7 “The average rate...” which is recognized correctly with perceptual loss, but the L1 spectral loss system recognizes as ”Disaster trade...”. Some phonemes left out due to space constraints. At around 1.3 seconds, the probability of /S/ has been shifted to /V/ and /F/. See Fig. 5 for likelihood estimation.

Fig. 5. Likelihood comparison for utterance 440c020f7 “The average rate...” which is recognized correctly with perceptual loss, but the L1 spectral loss system recognizes as ”Disaster trade...”. Some phonemes left out due to space constraints. See Fig. 4 for posterior probabilities.

| Perceptual output | value of \( \alpha \) | WER |
|-------------------|-----------------|----|
| Just L1 loss      | -               | 16.0 |
| First layer       | 0.5             | 15.0 |
| Second layer      | 1.0             | 15.1 |
| Third layer       | 1.0             | 14.7 |
| Fourth layer      | 1.0             | 14.9 |
| Fifth layer       | 1.0             | 14.6 |
| Sixth layer       | 2.0             | 14.4 |

TABLE II

EFFECT OF CHANGING THE OUTPUT LAYER OF THE PERCEPTUAL MODEL ON RECOGNITION PERFORMANCE.
of perceptual loss. The utterance label is 440c020f7 and the transcript starts with “The average rate is...”. Without perceptual loss, this utterance’s predicted transcription was “Disaster trade...”.

In Fig. 3 we can see a comparison of features generated by various systems for enhancement. The DNN model is less suitable for enhancement, producing “spectral leakage” or artificial high-frequency noise. This noise is greatly suppressed with perceptual loss. In the Wide ResNet case, no phoneme is generated at 1.3 seconds. With perceptual loss, there is a definite phoneme at 1.3 seconds.

The better reproduction results in a better prediction, as seen in Figs. 4 and 5. Instead of a strong prediction of /S/, the model shifts its confidence to /F/ and /V/. The shift to /F/ is visible in both posteriorgram and likelihoodgram but the emphasis on /V/ is only seen in the likelihoodgram, near 1.25 seconds.

Our hypothesis is that energy-based metrics can sometimes overlook low-energy phonemes such as /V/. By contrast, a phonetic perceptual loss penalizes the enhancement model for failing to reproduce phonemes regardless of their energy level. We expected perceptual loss to improve performance on low-energy phonemes more than high-energy phonemes.

In order to find evidence to support our hypothesis, we extend our analysis from one example to the entire dataset. First, we computed the phone sequences corresponding to the predicted words and compared them against the correct phone sequences. We computed the precision for each phoneme using the predictions of the Wide ResNet model when trained both with and without perceptual loss. We plotted the improvement in precision due to the addition of perceptual loss as one variable.

Second, we computed the average energy of each phoneme across the training set. Specifically, we computed the average of the spectral frames selected using the senone alignments generated for acoustic model training. We plotted this variable against the precision improvement computed in the previous step. The result is in Fig. 6.

Taken as a whole, the figure shows a small but significant correlation between precision improvement and average energy. The Pearson’s correlation coefficient is -0.43 for all phonemes. When limiting the set of phonemes to consonants only the coefficient is -0.49, indicating that the trend is more apparent in lower-energy phonemes. This provides evidence supporting our hypothesis that perceptual loss improves the reproduction of low-energy phonemes more than high-energy phonemes.

V. PERCEPTUAL VS. JOINT TRAINING ON THE VOICEBANK + DEMAND CORPUS

In addition to our CHiME-2 results and analysis, we report a new set of experiments done with the SpeechBrain [18] toolkit. By contrast with Kaldi, this toolkit allows us to combine state-of-the-art enhancement and end-to-end recognition models in a straightforward way. We report for the first time results directly comparing joint training against perceptual loss training.

We evaluate our approach on the publicly-available Voicebank + DEMAND corpus [34], and make our recipe publicly available as a part of the SpeechBrain toolkit [34]. Our recognition results are generated by fine-tuning a good-performing recognition system trained on the LibriSpeech dataset. In the joint training scenario, the weights of the enhancement model are updated during fine-tuning.

In addition to our comparison with joint training, we experiment with ways of training perceptual models in an end-to-end manner. The standard approach for ASR in SpeechBrain is sequence-to-sequence training with an encoder-decoder model and both connectionist temporal classification (CTC) [35] and negative log likelihood (NLL) losses.

After the perceptual model is trained, we use this model to generate feedback during enhancement model training. Both clean and denoised features are passed through the perceptual model, and a loss is generated at the outputs. We combine L1 loss at the outputs with standard L1 loss at the feature level.

Finally, after enhancement model is trained, our proposed approach is to freeze the weights and fine-tune a large ASR model pre-trained on LibriSpeech. We compare against a joint training baseline where the weights of the enhancement model are allowed to update during ASR fine-tuning.

More details on these three steps are provided in the following sub-sections.

A. Perceptual Model Training

Central to our good results for enhancement and robust ASR is the careful training of the perceptual model. As we demonstrated with our CHiME-2 experiments, better recognizers do not always correspond to better perceptual models. We explore a variety of factors to determine the most effective settings for a perceptual model, as judged by objective enhancement
scores. The scores we use are the widely-used PESQ [36], as well as the composite measure COVL [37] that was shown to match human judgements very closely.

Before we relate the experimental settings, we first report the common settings. The spectral features we use are 257-dimensional, generated with 32ms windows and 16ms hop. These features are slightly worse for recognition than 25ms+10ms features that are common for ASR, but are much better for enhancement. We also use the log of the magnitude plus 1 to reduce the effect of very small or very large differences.

All of the perceptual models are trained in a sequence-to-sequence setup, using a 1-layer 256-unit gated recurrent unit (GRU) model as the decoder. The loss is standard NLL loss against the targets. In the first few epochs of training we add an output layer and CTC loss to the encoder model, as described in [38].

However, we find that our sequence-to-sequence models do not always converge, likely due to the small size of the Voicebank dataset (8.8 hours of audio) relative to other ASR datasets (100s or 1000s of hours). This is especially a problem with our non-recurrent encoder model (i.e. Wide ResNet). We address this with the addition of alignment loss [39].

When CTC loss fails to converge, the model tends to always output the blank label. One way to counteract this tendency is to encourage the model to produce non-blank outputs when someone is speaking. The alignment loss term does this with a classification-like loss (negative log likelihood) with the categories of silence or non-silence. For our experiments we fixed the original incorrect formulation which used positive log and swapped the silence and non-silence indicator terms.

Our indicator function separates frames by whether they constitute silence or non-silence. The function is 1 for blank outputs during silence and non-blank outputs during non-silence. To be precise, if $\bar{E}$ is the average energy, and $t$ represents the current frame, and $n$ is the index of a phoneme, our indicator function is:

$$I(t, n) = \begin{cases} 
1 & \text{if } E_t < \bar{E} \text{ and } n = \epsilon \\
1 & \text{if } E_t > \bar{E} \text{ and } n \neq \epsilon \\
0 & \text{if } E_t < \bar{E} \text{ and } n \neq \epsilon \\
0 & \text{if } E_t > \bar{E} \text{ and } n = \epsilon 
\end{cases}$$

Then our loss term is simply the negative log of the relevant portion of the posterior, selected with the indicator function:

$$L_{\text{align}}(t) = -\log \left( \sum_{n=1}^{N} I(t, n)P_n \right)$$

Next, we turn to the experimental factors that we explore for our perceptual model. Primarily we explore three factors:

1) Effect of context (changing model type and output layer)
2) Effect of various training targets (e.g. characters or phonemes)
3) Effect of various input types (e.g. spectrogram or filterbank)

When training an acoustic model to achieve the best recognition performance, some or all of the choices you make for these three factors may be different. We find that recognition scores should not be used guide selection of perceptual models, other than to ensure the model has converged.

The first factor that we experiment with is the context that is provided to the acoustic model. The results of this experiment are shown in Table III. We experiment both with a Wide ResNet-like model, as in our CHiME-2 experiments, and a CRDNN model that has shown good performance for recognition. These encoder models are trained with the same decoder model, a 1-layer GRU with 256 units. In both cases we find that deeper layers are not as effective as shallower layers.

In the case of Wide ResNet, our procedure is slightly different from the CHiME-2 work, as we trained the model in an utterance-wise fashion rather than passing frame + context. This approach is much faster at both training and inference time. Using this approach means that deeper layers have access to progressively more context, and we find that this is not helpful for perceptual loss. In the case of CRDNN, deeper CNN layers do seem to help, but the RNN and DNN outputs are not effective for perceptual loss.

While at first these results seems to contradict what we found with the DNN model for CHiME-2, we conjecture that the addition of more context hurts results. Perhaps embeddings that only see a small context window are more focused in their feedback. Whatever the case, these results confirm the results
we got on CHiME-2 that suggest that generating perceptual loss after recurrent layers is less effective than only after non-recurrent layers.

The second factor that we consider is the targets. We find that training the perceptual model with character or word targets is much less effective than using phonetic targets. Results can be seen in Table [V]. This is a clear indication that important phonetic information is being captured by the perceptual model and conveyed to the enhancement module. One more note is that even with alignment loss the ASR model did not converge as well with word piece targets. Our first result was a WER of around 80%. We reduced the output size using max pooling over 4 frames to reach a WER of 21%. The last factor we explored was the inputs. We report results with commonly used log-mel filterbank features with both 40 and 80 filters in Table [V]. The pretrained model’s performance varies a little with input size (20.3 vs 15.4) but this does not seem to have much of an impact on the quality of the model when used as a perceptual model.

This exploration shows that it is not always the best-performing features using standard ASR metrics that provide the best feedback to an enhancement model.

B. Enhancement Training

The model that we use for enhancement is based on the Wide-ResNet-like model presented in [16]. In that work we motivate using a residual structure for the enhancement model by noting its similarity to the task at hand. Since noisy speech is usually modeled as (and artificially created as) a sum of clean and noise signals, the enhancement task is to reproduce the input speech signal (i.e. residual) without the added noise.

We made several updates to the residual network structure based mainly on new work that has come out since we first used Wide ResNets. The updates we made are as follows:

1) The largest gain came from adding squeeze-and-excitation blocks [40] to the residual computation.
2) Instead of performing spectral mapping to predict features directly, we used the spectral approximation algorithm [41], applying outputs to noisy inputs as a mask and generating an L1 loss against clean targets.
3) We added 2d batch normalization after each activation.
4) We made the model deeper, adding two 512 filter blocks.
5) We gained a small amount from changing the activation function to GELUs [42].
6) Our results showed another small gain (around 0.02 PESQ) from applying our outputs as a mask to the complex spectrogram, while still computing the loss using the log spectral magnitude (with no added RI loss). Enhancement model outputs are real-valued, clamped between 0 and 1, and then applied to the complex valued noisy spectrogram as a mask.

Beyond our updates to the model, we find another small improvement from using L1 loss rather than L2 loss for both spectral and perceptual losses. We maintain the structure of adding a scaling constant $\alpha$ used for balancing the magnitude of the two losses.

C. ASR Fine-tuning

In order to generate state-of-the-art recognition rates on the Voicebank + DEMAND corpus, we fine-tune a large ASR system trained on LibriSpeech. This model targets word pieces and includes a language model and beam search decoding for a final performance of 3.0 on LibriSpeech’s test-clean.

During fine-tuning, we address the “distortion problem” by adding noises from the OpenRIR data set [43] at a random level between 0 and 15 dB. This is a standard data augmentation method in SpeechBrain, a part of the environmental corruption set of augmentations. This method helps both joint training and independent training, but helps independent training more than joint training. This is because the frozen enhancement models produce distortions when they encounter unseen noises, forcing the recognition model to adapt during training.

We fine-tune this model on Voicebank + DEMAND for 30 epochs, decreasing the learning rate every 3 epochs by a factor of 0.7. Crucial to our results, we freeze the enhancement and encoder model for the first three epochs, giving the decoder a chance to adapt to language differences before the encoder model adaptation begins. Without this “slow thaw” approach, we saw more variability in our results and a higher average WER.

VI. VOICEBANK + DEMAND RESULTS

Our first set of results in Table [VI] show side-by-side both objective enhancement scores and recognition scores, comparing joint training against perceptual training. The jointly trained systems perform worse than the systems trained with distortion-independent training, confirming the research in [3]. In addition, the perceptual loss improves both enhancement scores and test-set recognition performance.

We generate an SNR breakdown of the results by combining the development and test sets. The results are shown in Table [VIII] where it can be seen that adding perceptual loss improves recognition rates over the direct masking approach in all but one category. One interesting note is that perceptual loss maintains 25-30% relative improvement over the noisy model at all SNR levels, whereas the improvement from the L1 loss trained model decreases as SNR increases. At the lowest SNR levels, the L1 trained model has only an 8% relative improvement. One possible interpretation is that the perceptual system produces fewer distortions that harm recognition in

---

**TABLE VI**

| System | Enhancement training loss | Joint training | PESQ | COVL | dev WER | test WER |
|--------|---------------------------|----------------|------|------|--------|---------|
| Clean  | -                         | -              | 4.50 | 4.50 | 1.44   | 2.29    |
| Noisy  |                           |                | 1.97 | 2.63 | 4.32   | 3.43    |
| Mask   |                           |                | 2.46 | 3.32 | 3.12   | 3.77    |
| Mask + L1 Spectral | Yes          |                | 2.44 | 3.29 | 3.57   | 3.58    |
| Mask + L1 Perceptual | Yes        |                | 2.99 | 3.69 | 2.88   | 3.25    |
| Mask + L1 Perceptual | No         |                | 3.05 | 3.74 | 2.89   | 2.30    |


### TABLE VII
WER scores for Voicebank + DEMAND dataset, broken down by SNR. Dev and test sets are grouped together for more stable results.

| System          | Enhancement loss | 0-3 dB  | 5-8 dB  | 10-13 dB | 15-18 dB |
|-----------------|------------------|---------|---------|----------|----------|
| Noisy           | -                | 7.53    | 3.31    | 2.07     | 2.64     |
| Mask            | L1 Spectral      | 5.48    | 2.32    | 1.77     | 2.44     |
| Mask            | + L1 Perceptual  | 5.26    | 2.45    | 1.55     | 1.99     |
| Clean           | -                | 2.04    | 1.85    | 1.26     | 2.08     |

### TABLE VIII
Comparison of objective enhancement scores for state-of-the-art systems on Voicebank + DEMAND.

| System        | Domain | PESQ | CSIG | CBAK | COVL |
|---------------|--------|------|------|------|------|
| Noisy         | -      | 1.97 | 3.35 | 2.44 | 2.63 |
| SERGAN [44]   | Time   | 2.62 | -    | -    | -    |
| D. F. Loss [45]| Time   | -    | 3.86 | 3.33 | 3.22 |
| PHASEN [46]   | Complex| 2.99 | 4.21 | 3.55 | 3.62 |
| DEMUCS [47]   | Time   | 3.07 | 4.31 | 3.40 | 3.63 |
| MetricGAN+ [48]| Spec. mag.| 3.15 | 4.14 | 3.16 | 3.64 |
| Ours          | Complex| 3.06 | 4.40 | 3.52 | 3.75 |

Finally, we test the performance of our enhancement system using a recognizer trained on noisy data. The results are presented in Table IX. Since the recognizer is not adapted to enhanced outputs, it is more seriously affected by introduced distortions. Still, with the addition of perceptual loss the recognition rate improves, indicating fewer distortions. More experimentation is needed to determine a cause for the worse performance on the development set relative to training without perceptual loss.

### TABLE IX
Recognition model trained on noisy utterances, evaluated using enhanced utterances.

| ASR training data | Enhancement loss | dev WER | test WER |
|-------------------|------------------|---------|----------|
| Noisy             | -                | 4.32    | 3.43     |
| Noisy             | L1 Spectral      | 3.36    | 3.58     |
| Noisy             | + L1 Perceptual  | 3.69    | 3.34     |

VII. Conclusion

We presented results showing that perceptual loss generated with a recognition model can achieve state-of-the-art performance for both noise-robust ASR and objective enhancement scores at the same time.

First, we reported follow-up experiments on CHiME-2 that matched the current state-of-the-art recognition scores, performing better on higher-SNR samples. These experiments demonstrated that better recognizers do not always make better perceptual models. We also performed an in-depth analysis of the CHiME-2 system to gain a better understanding of perceptual loss. Our analysis shows that perceptual loss helps the most with low-energy phonemes, due to the focus on phonemic structures rather than myopically focusing on energy differences.

Second, we ran a new set of experiments on Voicebank + DEMAND in order to directly compare against joint training. We confirm that distortion-independent training indeed performs better than joint training, and find that perceptual loss can recover some of the benefits of joint training while avoiding the pitfalls. In addition, we experiment with different types of perceptual models and find that phoneme targets, spectral magnitude inputs, and small context windows are important qualities for achieving good enhancement performance.

We released a recipe for perceptual loss training on Voicebank + DEMAND using the SpeechBrain toolkit, as well as an interface for using a pre-trained model using only a few lines of code. This toolkit made our research possible by providing good-performing recipes for ASR and enhancement that were easy to combine for our purposes. We found the toolkit to be an ideal resource for multi-task and multi-model work due to the flexibility and modularity of the components.
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