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Abstract

We present a specialized network simplex algorithm for the budget-constrained minimum cost flow problem, which is an extension of the traditional minimum cost flow problem by a second kind of costs associated with each edge, whose total value in a feasible flow is constrained by a given budget $B$. We present a fully combinatorial description of the algorithm that is based on a novel incorporation of two kinds of integral node potentials and three kinds of reduced costs. We prove optimality criteria and combine two methods that are commonly used to avoid cycling in traditional network simplex algorithms into new techniques that are applicable to our problem. With these techniques and our definition of the reduced costs, we are able to prove a pseudo-polynomial running time of the overall procedure, which can be further improved by incorporating Dantzig’s pivoting rule. Moreover, we present computational results that compare our procedure with Gurobi [17].
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1. Introduction

In this paper, we present a specialized network simplex algorithm for the budget-constrained minimum cost flow problem. This problem embodies a natural extension of the traditional minimum cost flow problem (cf., e.g., [2]) by a second kind of costs, called usage fees, which are linear in the flow on the corresponding edge and bounded by a given budget $B$. This extension allows us to solve many related problems such as the budget-constrained maximum dynamic flow problem (since each dynamic flow can be represented as a traditional minimum cost flow (cf. [16])) or the application of the $\varepsilon$-constraint method to the bicriteria minimum cost flow problem (cf., e.g., [10]).

Since it was published by Dantzig [13] (originally designed for the transportation problem), the network simplex algorithm for the traditional minimum cost flow problem has been improved progressively and is widely believed to be one of the most efficient solution methods for the minimum cost flow problem at present (cf. [2]). Simplex-type methods usually have to cope with the risk to “get stuck” in an infinite loop with no progress – an effect that is referred to as cycling. However, Cunningham [11] introduced the notion of strongly feasible bases that may be used to prevent cycling. While the sequence of operations with no progress may still be exponentially large, several authors such as Cunningham [12] and Ahuja et al. [5] provide measurements to keep the length of such sequences polynomially bounded. At present, the network simplex algorithm with the best time complexity is due to Or-
lin [22] in combination with the dynamic tree data structure due to Tarjan [24] and achieves a running time of $O(nm \log n \min\{\log nC, m \log n\})$.

To the best of our knowledge, the budget-constrained minimum cost flow problem was first mentioned by Ahuja et al. [2], who stated that the definition of a basis structure as it is used in network simplex methods (cf., e.g., [2]) can be extended to the case of the budget-constrained minimum cost flow problem. This observation led to the development of the algorithm presented in this paper. A related problem in which a fixed usage fee is induced by each edge with positive flow was investigated by Duque et al. [15]. The model that we use here was first investigated in detail in Holzhauser et al. [19], where a strongly polynomial-time algorithm based on the interpretation of the problem as a bicriteria minimum cost flow problem was derived. In Holzhauser et al. [18], the authors further presented an efficient weakly polynomial-time combinatorial algorithm that performs worse only by a logarithmic factor than the best algorithm for the traditional minimum cost flow problem as well as fully polynomial-time approximation schemes for the problem.

The related budget-constrained maximum flow problem was first studied by Ahuja and Orlin [4], who present a weakly polynomial-time algorithm for the problem that is based on a capacity scaling variant of the successive shortest path algorithm. Çalışkan [8] later showed that this algorithm may not return a feasible solution in a specific special case and presented a corrected version of the algorithm. The same author also presented a double scaling algorithm, a network simplex algorithm, and a cost scaling algorithm for the budget-constrained maximum flow problem and evaluated their empirical performance (cf. [8, 9]). In particular, he could show that the cost scaling variant outperforms the other two scaling variants (including the capacity scaling algorithm of Ahuja and Orlin [4]) and that the network simplex algorithm clearly outperforms all known algorithms for the problem (including CPLEX applied to the LP formulation). Krumke and Schwarz [20] study the problem of finding a maximum flow in the case that the capacity of each edge can be improved using a given budget.

The specialized network simplex algorithm published by Çalışkan [8] was developed independently of the work in this paper and uses similar ideas to the presented ones. However, there are theoretical gaps left that we close with this paper. In particular, we present a fully combinatorial description of the algorithm and investigate its theoretical running time with respect to the more general minimum cost flow variant of the problem. We prove optimality criteria that are based on two different kinds of integral node potentials and three kinds of reduced costs. Moreover, we provide comprehensive techniques to prevent cycling that combine two common methods used in the case of the network simplex algorithm for the traditional minimum cost flow problem in a novel way. These techniques and the integrality of the node potentials are the key elements needed to prove a (pseudo-polynomial) running time of our procedure, which embodies the first proven running time for a network simplex algorithm both for the budget-constrained maximum flow and minimum cost flow problem. As it will be shown, this running time can be further improved by incorporating Dantzig’s pivoting rule for choosing the edge that enters the basis. Finally, we briefly discuss the empirical performance of our method and provide experimental results that compare it both to the algorithm presented by Çalışkan [8] and to the Gurobi Solver [17].

2. Notation and Definitions

In the budget-constrained minimum cost flow problem (abbreviated as BCMCFP$\mathbb{R}$ in the following), we are given a directed multigraph $G = (V, E)$ with edge capacities $u_e \in \mathbb{N}_{\geq 0}$, costs $c_e \in \mathbb{Z}$ (i.e., we allow integral costs with arbitrary sign), and usage fees $b_e \in \mathbb{N}_{\geq 0}$ per unit of flow on the edges $e \in E$, as well as a budget $B \in \mathbb{N}_{\geq 0}$ and a distinguished source $s \in V$ and sink $t \in V$. The aim is to find a feasible s-t-flow $x$ in $G$ that minimizes $\sum_{e \in E} c_e \cdot x_e$ subject to the budget-constraint $\sum_{e \in E} b_e \cdot x_e \leq B$. In particular, we do not assume supplies and demands to exist,
but stick to an equivalent formulation in which the excess is required to be zero at each node in \( V \setminus \{s, t\} \), similar to the minimum cost circulation problem (cf. [2]). The problem \( \text{BCMCFP}_R \) can be stated as a linear program as follows:

\[
\begin{align}
\text{min} & \quad \sum_{e \in E} c_e \cdot x_e \\
\text{s.t.} & \quad \sum_{e \in \delta^-(v)} x_e - \sum_{e \in \delta^+(v)} x_e = 0 \quad \forall v \in V \setminus \{s, t\}, \\
& \quad \sum_{e \in E} b_e \cdot x_e \leq B, \\
& \quad 0 \leq x_e \leq u_e \quad \forall e \in E.
\end{align}
\]

Here, we denote by \( \delta^+(v) (\delta^-(v)) \) the set of outgoing (incoming) edges of some node \( v \in V \). The following assumption can be easily established by adding artificial edges with large costs and usage fees:

**Assumption 1.** Every edge \( e \in E \) is contained in some directed path from the source \( s \) to the sink \( t \).

Furthermore, note that since the zero-flow is always feasible and has objective value zero in our model, the optimal objective value of each instance of \( \text{BCMCFP}_R \) is always non-positive. The problem is a generalization of the problem variant in which a desired flow value \( F \) is given since we can “enforce” such a flow value by adding an edge with negative costs of large absolute value and capacity \( F \) (cf. [19] for further details).

Consider a traditional minimum cost flow with respect to the costs \( c \) that is computed by some state-of-the-art algorithm, for example the enhanced capacity scaling algorithm by Orlin [21] running in \( O(m \log n \cdot (m + n \log n)) \) time. If the total usage fee of this flow fulfills \( \sum_{e \in E} b_e \cdot x_e \leq B \), we have clearly found an optimal solution to the given instance of the budget-constrained minimum cost flow problem and are done. In the following, we are interested in the converse case that the budget is exceeded for this flow, which we will assume in the following. Note that the usage fee amounts to at least \( B + 1 \) in this case since the computed traditional minimum cost flow is integral without loss of generality (cf., e.g., [2]) and since the usage fees are integral as well:

**Assumption 2.** There is a minimum cost flow \( x \) with respect to the costs \( c \) that fulfills \( \sum_{e \in E} b_e \cdot x_e \geq B + 1 \).

In the following, we give insights into the notion of basis structures in the context of \( \text{BCMCFP}_R \). In contrast to the network simplex algorithm for the traditional minimum cost flow problem (cf. [2]), we need to drop the assumption that the subgraph that is induced by edges that are neither empty nor full is cycle free. Instead, the basis contains a cycle with non-zero usage fees, as it will be shown in detail in the following.

Consider an edge \( \tau \in E \) and a partition of the remaining edges in \( E \setminus \{\tau\} \) into three sets \( L \), \( T \), and \( U \). Let the edges in \( T \) form a spanning-tree of the underlying graph \( G \). Since there is a unique (undirected) path between any two nodes in the subgraph induced by \( T \), each edge \( e \in L \cup U \cup \{\tau\} \) closes a unique (undirected) cycle \( C(e) \) together with the edges in \( T \). In the following, for each \( e \in L \cup U \cup \{\tau\} \), let \( C^+(e) (C^-(e)) \) denote the set of edges that are oriented in the same (opposite) direction as \( e \) in \( C(e) \). The costs and usage fees of this cycle are then given by \( c(C(e)) := \sum_{e \in C^+(e)} c_e - \sum_{e \in C^-(e)} c_e \) and \( b(C(e)) := \sum_{e \in C^+(e)} b_e - \sum_{e \in C^-(e)} b_e \), respectively.\(^1\)

In particular, note that the subgraph induced by the edges in \( T \cup \{\tau\} \) contains a cycle \( C(\tau) \). We call such a tuple \((L, T, U, \tau)\) a basis structure of the budget-constrained minimum cost flow problem if \( b(C(\tau)) \neq 0 \).

For a given basis structure \((L, T, U, \tau)\), let \( x \) denote a flow that fulfills \( x_e = 0 \) for each \( e \in L \), \( x_e = u_e \) for each \( e \in U \), and \( b(x) := \sum_{e \in E} b_e \cdot x_e =\)

\(^1\)Note that the meaning of the variables \( C \), \( U \) and \( B \) is ambiguous. However, in order to comply with the common notations (cf., e.g., [1, 3]), we pinpoint that we use the definitions \( C := \max_{e \in E} |c_e| \), \( U := \max_{e \in E} u_e \), and \( B := \max_{e \in E} b_e \) when making statements about time complexities, but refer to cycles, the set of full edges, and the budget, respectively, in all other cases.
Corollary 1. For each feasible basis structure \((L, T, U, \tau)\) and its corresponding basic feasible flow \(x\), it holds that \(x\) can be decomposed into two flows \(x^I\) and \(x^C\) such that \(x = x^I + x^C\), where \(x^I\) is integral and \(x^C\) is only positive on \(C(\tau)\). □

Note that Corollary 1 holds independently of whether the budget \(B\) is integral or not (this will be important in Section 5).

As it turns out, we are able to restrict our considerations to such feasible basis structures and their corresponding basic feasible flows. This is shown in the following lemma, whose proof we include for the sake of completeness:

Theorem 1 (Ahuja et al. \cite{2}). Each instance of BCMCFP\(_\mathbb{R}\) admits an optimal basic feasible flow \(x^*\).

Proof. Let \(x\) be an optimal solution to the underlying instance of BCMCFP\(_\mathbb{R}\). Furthermore, let \(G'\) denote the subgraph that is induced by the set of free edges \(e\) fulfilling \(0 < x_e < u_e\). Clearly, if \(G'\) does not contain every node \(v \in V\) or does not contain a cycle, we can add further edges and the claim follows. Else, if there are at least two cycles \(C_1\) and \(C_2\) consisting of free edges, we fix arbitrary orientations of the two cycles. If one of these cycles fulfills \(b(C_i) = 0\) for \(i \in \{1, 2\}\), it clearly holds that \(c(C_i) = 0\) as well (since we could otherwise improve the flow \(x\) by sending flow on \(C_i\) in some direction without influencing the budget) and we can increase or decrease the flow on \(C_i\) until at least one edge becomes empty or full. Similarly, if \(b(C_1) \neq 0 \neq b(C_2)\), by sending a sufficiently small positive or negative amount of flow \(\delta\) on \(C_1\) and reducing or increasing the flow on \(C_2\) by \(\delta \cdot \frac{b(C_1)}{c(C_1)}\), respectively, we maintain feasibility (since all of the edges are free edges and the usage fee of the flow remains equal to \(B\)) and optimality (since \(c(C_1) + \delta \cdot \frac{C_1}{c(C_1)} = 0\) as in the previous case). As before, by sending the maximum possible amount \(\delta\) such that no flow bound is violated at any edge, the flow on at least one edge \(e\) of the edges in \(C_1\) or \(C_2\) becomes zero or equal to \(u_e\), so this edge \(e\) can be assigned to \(L\) or \(U\), respectively. In any case, the number of free edges in \(G'\) decreases by at least one. By repeating the above procedure, the claim follows. □

As in the traditional network simplex algorithm, we associate node potentials with each node \(v \in V\) in order to be able to check optimality quickly. However, since we are dealing with two kinds of costs, we maintain two different node potentials \(\pi\) and \(\mu\) that are defined with respect to the edge costs \(c_e\) and the usage fees \(b_e\), respectively. In particular, we define \(\pi_s := 0\) and \(\mu_s := 0\) for the source \(s\) of the network (which we will select as the root node of the spanning tree \(T\) in the following). We choose the node potentials \(\pi\) and \(\mu\) in a way such that the reduced costs \(c_e^\pi := c_e - \pi_v + \pi_w\) and \(b_e^\mu := b_e - \mu_v + \mu_w\) are zero for each edge \(e = (v, w) \in T\). With this restriction, the node potentials at each node \(v \in V\) are uniquely defined and can be computed in \(O(n)\) time (cf. \cite{2} for further details).
Note that, for any edge \( e \notin T \), the costs and usage fees of the cycle \( C(e) \) are given by

\[
c(C(e)) = \sum_{e' \in C^+(e)} c_{e'} - \sum_{e' \in C^-(e)} c_{e'}
\]

\[
= \left( \sum_{e'=(v,w) \in C^+(e)} c_{e'} - \pi_v + \pi_w \right)
- \left( \sum_{e'=(v,w) \in C^-(e)} c_{e'} - \pi_v + \pi_w \right)
= \sum_{e' \in C^+(e)} c_{e'} - \sum_{e' \in C^-(e)} c_{e'}
= c_e^\pi
\]

and

\[
b(C(e)) = \sum_{e' \in C^+(e)} \mu_{e'} - \sum_{e' \in C^-(e)} \mu_{e'} = \mu_e^\pi,
\]

respectively, since \( c_{e'}^\pi = \mu_{e'}^\pi = 0 \) for each \( e' \in T \) and since \( e \in C^+(e) \). Thus, both values \( c(C(e)) \) and \( b(C(e)) \) can be computed in constant time once the node potentials are known.

In order to be able to decide if a basic feasible flow is optimal or to detect an edge that is able to improve the objective function, we assign a third kind of reduced costs \( d_e^{\pi,\mu} \) to each edge \( e \in E \) that is defined as follows:

\[
d_e^{\pi,\mu} := c_e^\pi - c_e^\tau \cdot \frac{b_e^{\mu}}{b_e^{\tau}}.
\]

Intuitively, the reduced costs \( d_e^{\pi,\mu} \) describe the effect that an increase of the flow on \( C(e) \) by one unit and a decrease of the flow on \( C(\overline{e}) \) by \( b_e^{\tau} \) units has on the objective function value. This will be shown in the following section. Note that \( d_e^{\pi,\mu} = 0 \) for each \( e \in T \cup \{\overline{e}\} \) since \( c_e^\pi = 0 \) and \( b_e^{\mu} = 0 \) for each \( e \in T \) and \( d_e^{\pi,\mu} = c_e^\pi - c_e^\tau \cdot \frac{b_e^{\mu}}{b_e^{\tau}} = 0 \).

3. Network Simplex Pivots

Before we describe the network simplex pivot in the case of BCMCFP, it is useful to first recall the basic outline of the corresponding procedure in the case of the traditional network simplex algorithm: For a given basis structure \((L, T, U)\) that consists of a set of empty edges \( L \), a spanning tree \( T \), and a set of full edges \( U \), assume that there is an edge \( e \in L \) with negative reduced costs. Adding this entering edge \( e \) to the spanning tree \( T \) closes a unique cycle \( C(e) \) with negative costs. By sending flow on \( C(e) \) in the direction of \( e \), we can, thus, improve the objective function value until, for some flow value \( \delta \), some leaving edge \( e' \in C(e) \) becomes empty or full. By assigning this edge \( e' \) to \( L \) or \( U \), respectively, we obtain a new basis structure. This operation (adding an edge to \( T \), sending flow on the cycle, removing one edge from the cycle) is called a simplex pivot. One distinguishes between a degenerate simplex pivot if \( \delta = 0 \) and a non-degenerate simplex pivot if \( \delta > 0 \). Note that the objective function value does not increase during a simplex pivot, but only decreases strictly in the case of a non-degenerate simplex pivot.

Now, for a given instance of BCMCFP, let \((L, T, U, \overline{e})\) and \( x \) denote a feasible basis structure and its basic feasible flow, respectively, and let \( \pi \) and \( \mu \) denote the corresponding node potentials. Assume that there is an edge \( e \in L \) with negative reduced costs \( d_e^{\pi,\mu} < 0 \). We show that we do not increase the objective function value if we add the then called entering edge \( e \) to \( T \) (which closes a new cycle \( C(e) \) together with the edges in \( T \)) and by sending suitable amounts of flow on both of the cycles \( C(e) \) and \( C(\overline{e}) \) until the flow value on at least one leaving edge \( e' \in T \cup \{e, \overline{e}\} \) becomes equal to zero or \( u_{e'} \). In this case, we can obtain a new basis structure \((L', T', U', \overline{e})\) and continue the procedure.

For some value \( \delta \geq 0 \), let \( x' \) be the flow defined as

\[
x' := x + \delta \cdot \chi(C(e)) - \delta \cdot \frac{b_e^{\mu}}{b_e^{\tau}} \cdot \chi(C(\overline{e}))
\]

where, for any cycle \( C \) with forward edges \( C^+ \) and backward edges \( C^- \), the flow \( \chi(C) \) is defined as

\[
(\chi(C))_e := \begin{cases} 1, & \text{if } e \in C^+ , \\ -1, & \text{if } e \in C^- , \\ 0, & \text{else}. \\ \end{cases}
\]
The new flow $x'$ fulfills $b(x') = B$, since
\[
b(x') = b(x) + \delta \cdot b(\chi(C(e))) \\
- \delta \cdot \frac{b^\mu_e}{b^\tau_e} \cdot b(\chi(C(\overline{e}))) \\
= b(x) + \delta \cdot b(C(e)) - \delta \cdot \frac{b^\mu_e}{b^\tau_e} \cdot b(C(\overline{e})) \\
= b(x) + \delta \cdot \left( b^\mu_e - \frac{b^\mu_e}{b^\tau_e} \cdot b^\tau_e \right) = b(x) = B.
\]
Moreover, it holds that
\[
c(x') = c(x) + \delta \cdot c(\chi(C(e))) \\
- \delta \cdot \frac{b^\mu_e}{b^\tau_e} \cdot c(\chi(C(\overline{e}))) \\
= c(x) + \delta \cdot c(C(e)) - \delta \cdot \frac{b^\mu_e}{b^\tau_e} \cdot c(C(\overline{e})) \\
= c(x) + \delta \cdot \left( c^\tau_e - \frac{b^\mu_e}{b^\tau_e} \cdot c^\tau_e \right) \\
= c(x) + \sum_{T \ni e} \delta \cdot \frac{b^\mu_e}{b^\tau_e} \cdot c^\tau_e \leq c(x).
\]
By sending a small amount of $\delta \geq 0$ units of flow on $C(e)$ and $-\frac{b^\mu_e}{b^\tau_e} \cdot \delta$ units of flow on $C(\overline{e})$, we do not increase the objective value while maintaining feasibility. In fact, if we can choose a positive value for $\delta$, the objective value strictly decreases. Let $\theta_{e'} := (\chi(C(e)))_{e'} - \frac{b^\mu_e}{b^\tau_e} \cdot (\chi(C(\overline{e})))_{e'}$ denote the effect that an augmentation of one unit of flow on $C(e)$ and $-\frac{b^\mu_e}{b^\tau_e}$ units of flow on $C(\overline{e})$ has on edge $e' \in E$. Moreover, let $\delta$ be defined as $\delta := \min_{e' \in E} \delta_{e'}$ with
\[
\delta_{e'} := \begin{cases} 
-\frac{\overline{u}_{e'}}{\overline{b}_{e'}} & \text{if } \theta_{e'} < 0, \\
\frac{u_{e'} - x_{e'}}{\overline{b}_{e'}} & \text{if } \theta_{e'} > 0, \\
\infty & \text{else}.
\end{cases}
\]
Hence, by sending $\delta$ units of flow on $C(e)$ and $-\frac{b^\mu_e}{b^\tau_e}$ units of flow on $C(\overline{e})$, we maintain feasibility of the flow. Moreover, by the definition of $\delta$, there are several blocking edges $e'$ contained in $C(e)$ or $C(\overline{e})$ (or both) that fulfill $\delta_{e'} = \delta$. We choose one of these blocking edges as the leaving edge $e'$, which consequently fulfills $x_{e'} = 0$ or $x_{e'} = u_{e'}$. We distinguish three cases:

- If $e' = e$, we can simply remove $e$ from $L$ and assign it to $U$. The new basis structure $(L', T', U', \overline{e}) := (L \setminus \{e\}, T, U \cup \{e\}, \overline{e})$ is then feasible again.
- If $e' = \overline{e}$, we obtain a new basis structure by setting $(L', T', U', \overline{e}) := (L \cup \{e'\} \setminus \{e\}, T, U, e)$ or $(L', T', U', \overline{e}) := (L \setminus \{e\}, T, U \cup \{e'\}, e)$, depending on whether $x'_{e'} = 0$ or $x'_{e'} = u_{e'}$, respectively.
- Otherwise, we remove $e$ from $L$ and assign it to $T$. Moreover, we remove $e'$ from $T$ and assign it to $L$ or $U$, depending on whether $x'_{e'} = 0$ or $x'_{e'} = u_{e'}$, respectively, which yields the new basis structure $(L', T', U', \overline{e}) := (L \cup \{e'\} \setminus \{e\}, T \cup \{e\} \setminus \{e'\}, U, \overline{e})$ or $(L', T', U', \overline{e}) := (L \setminus \{e\}, T \cup \{e'\}, U \cup \{e'\}, \overline{e})$, respectively. Furthermore, for the case that $\overline{e}$ is no longer contained in a cycle in $T' \cup \{e\}$, we assign $\overline{e}$ to $T'$, remove $e$ from $T'$, and set $\overline{e} := e$.

In any case, we maintain a spanning tree $T$ and ensure that $\overline{e}$ closes a cycle with the edges in $T$. As in the traditional network simplex algorithm, we refer to such a step as a simplex pivot. This pivot step is called degenerate if $\delta = 0$ and non-degenerate else. In the former case, we refer to those edges with $\delta_{e'} = 0$ as degenerate edges. Note that the objective function strictly decreases only in the case of a non-degenerate simplex pivot.

The case that there is an edge $e \in U$ with $d^\tau_e > 0$ is similar to the above case. By decreasing the flow on $C(e)$ by $\delta$ units and increasing the flow on $C(\overline{e})$ by $\frac{b^\mu_e}{b^\tau_e}$ units, i.e., by setting
\[
x' := x - \delta \cdot \chi(C(e)) + \delta \cdot \frac{b^\mu_e}{b^\tau_e} \chi(C(\overline{e})),
\]
we maintain feasibility and improve the objective function for the case that $\delta > 0$.

In the above discussion, we have assumed that $(L, T, U, \overline{e})$ is a (feasible) basis structure, which includes that $b^\tau_e \neq 0$, i.e., that the usage fee of the cycle $C(\overline{e})$ is non-zero. As it turns out, the usage fee of $C(\overline{e})$ remains non-zero after a simplex pivot as long as it was non-zero before the step, as it is shown in the following lemma:
Lemma 1. Assume that \((L,T,U,\tau)\) is a feasible basis structure of the underlying instance of BCMCFPR and let \(\pi\) and \(\mu\) denote the corresponding node potentials. Then the triple \((L',T',U',\tau')\) that results from a simplex pivot is a feasible basis structure again.

**Proof.** Let \(e\) denote the entering edge in the simplex pivot that leads to the new basis structure \((L',T',U',\tau')\). As it was shown above, the flow that is induced by this new basis structure is feasible, again. Now assume for the sake of contradiction that \(b'_\mathbf{v} = 0\).

First, consider the case that the two cycles \(C(e)\) and \(C(\tau)\) are edge-disjoint. Clearly, since either one of the edges in \(C(e)\) or one of the edges in \(C(\tau)\) becomes the leaving edge, one of the two cycles remains in \(T' \cup \{\tau'\}\). Since \(b(C(\tau)) = b'_\mathbf{v} \neq 0\) by assumption, it must hold that \(b(C(e)) = b'_\mathbf{v} = 0\). However, in this case, the flow on the cycle \(C(\tau)\) does not change according to equations (3) and (4), i.e., the leaving edge must be contained in \(C(e)\) and the cycle \(C(\tau)\) remains in \(T' \cup \{\tau'\}\), which contradicts the assumption that \(b'_\mathbf{v} = 0\).

Now assume that the two cycles \(C(e)\) and \(C(\tau)\) are not edge-disjoint. It is easy to see, that there is exactly one (undirected) simple path \(P_0\) that is contained in both \(C(e)\) and \(C(\tau)\) and that, consequently, contains neither \(e\) nor \(\tau\) (cf. Figure 1). The leaving edge \(e'\) must then be contained in \(P_0\), which can be seen as follows: For the case that \(b'_\mathbf{v} \neq 0\), none of the two cycles \(C(e)\) and \(C(\tau)\) can still be contained in \(T' \cup \{\tau'\}\) (otherwise, it would again hold that \(b'_\mathbf{v} \neq 0\), i.e., the leaving edge must be a common edge of the two cycles, which lies on \(P_0\). Else, if \(b'_\mathbf{v} = 0\), the leaving edge \(e'\) must be contained in \(C(e)\) since the flow does not change on \(C(\tau)\) as shown above. If \(e'\) was not contained in \(C(\tau)\) as well, the cycle \(C(\tau)\) would continue to exist in \(T' \cup \{\tau'\}\), which, again, contradicts the assumption that \(b'_\mathbf{v} = 0\). Hence, we obtain that \(e' \in P_0\). Let \(v\) and \(w\) denote the end nodes of \(P_0\) and let \(P(e)\) and \(P(\tau)\) denote the unique paths that connect \(w\) with \(v\) in \(C(e) \setminus P_0\) and \(C(\tau) \setminus P_0\), respectively. For some fixed orientation of \(P(e)\) and \(P(\tau)\), the new cycle \(C(\tau)\) is the concatenation of \(P(e)\) and the reversal of \(P(\tau)\) (cf. Figure 1). Since \(b'_{\mathbf{v}} = 0\) by assumption, it holds that \(b(P(e)) = b(P(\tau))\), which implies that

\[
\begin{align*}
\hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} \hspace{1cm} b'_e &= b(C(e)) = b(P(e)) + b(P_0) \\
&= b(P(\tau)) + b(P_0) = b(C(\tau)) = b'_\mathbf{v}.
\end{align*}
\]

However, according to equations (3) and (4), this implies that the flow on \(x_e\) remains unchanged, which contradicts the assumption that \(e'\) is the leaving edge. \(\square\)

4. Optimality Conditions

The above discussion shows that, whenever we encounter an edge \(e \in L\) with \(d_e^x \mu < 0\) or an edge \(e \in U\) with \(d_e^x \mu > 0\), we can perform a simplex pivot and improve the objective function value (in the case that the pivot is non-degenerate). Conversely, as it turns out, whenever there are no such edges in a feasible basis structure, the corresponding feasible basic flow is an optimal solution to the underlying instance of BCMCFPR. In order to prove this result, we need the following lemma:

Lemma 2. Let \((\pi, \mu)\) denote the node potentials corresponding to the basis structure \((L,T,U,\tau)\). Any flow \(x\) with \(b(\tau) = B\) is optimal for the underlying instance of BCMCFPR if and only if it is optimal with respect to the objective function \(d^x \mu(x) := \sum_{e \in E} d_e^x \mu \cdot x_e\).

**Proof.** Using equation (2) and the fact that \(\sum_{e \in E} c_e^x \cdot \tau_e = \sum_{e \in E} c_e^x \cdot \tau_e\) and \(\sum_{e \in E} b_e^x \cdot \tau_e = 0\)
\[
\sum_{e \in E} b_e \cdot x_e \quad (\text{cf., e.g., [2]}),
\]
we get that the flow \( \pi \) fulfills the following property:
\[
\sum_{e \in E} d^e_{\pi, \mu} \cdot x_e = \sum_{e \in E} \left( c^e_{\pi} - c^e_{\mu} \cdot \frac{b^e}{b^e_{\pi}} \right) \cdot x_e
\]
\[
= \sum_{e \in E} c^e_{\pi} \cdot x_e - c^e_{\mu} \cdot \sum_{e \in E} b^e \cdot x_e
\]
\[
= \sum_{e \in E} c^e_{\pi} \cdot x_e - c^e_{\mu} \cdot \sum_{e \in E} b_e \cdot x_e
\]
\[
= \sum_{e \in E} c^e_{\pi} \cdot x_e - c^e_{\mu} \cdot B. \tag{5}
\]

Note that the value \(-c^e_{\mu} \cdot B\) only depends on the basis structure and is independent of the
flow \( \pi \). Hence, for any feasible flow \( \pi \) with \( b(\pi) = B \), the objective function values \( d^e_{\pi, \mu} \) and \( c(\pi) \)
only differ by a constant additive value, which shows the claim. \( \square \)

**Theorem 2.** For a feasible basis structure \((L, T, U, \pi)\) and the corresponding node potentials \( \pi \) and \( \mu \), assume that the reduced costs \( d^e_{\pi, \mu} \) fulfill the following conditions:
\[
d^e_{\pi, \mu} \geq 0 \text{ for all } e \in L, \tag{6a}
\]
\[
d^e_{\pi, \mu} = 0 \text{ for all } e \in T \cup \{ \pi \}, \tag{6b}
\]
\[
d^e_{\pi, \mu} \leq 0 \text{ for all } e \in U. \tag{6c}
\]

Then the corresponding basic feasible flow \( x^* \) is optimal.

**PROOF.** Let \( d^e_{\pi, \mu} \) and \( x^* \) be defined as above and let \( \pi \) denote some arbitrary feasible flow. As
shown in Lemma 2, minimizing \( c(\pi) = \sum_{e \in E} c^e \cdot x_e \) is equivalent to minimizing \( d^e_{\pi, \mu}(\pi) = \sum_{e \in E} d^e_{\pi, \mu} \cdot x_e \).
Since we have
\[
d^e_{\pi, \mu}(\pi) = \sum_{e \in E} d^e_{\pi, \mu} \cdot x_e
\]
\[
= \sum_{e \in L} d^e_{\pi, \mu} \cdot x_e + \sum_{e \in T \cup \{ \pi \}} d^e_{\pi, \mu} \cdot x_e
\]
\[
+ \sum_{e \in U} d^e_{\pi, \mu} \cdot x_e
\]
\[
= \sum_{e \in L} d^e_{\pi, \mu} \cdot x_e + \sum_{e \in U} d^e_{\pi, \mu} \cdot x_e
\]
\[
\geq \sum_{e \in U} d^e_{\pi, \mu} \cdot u_e = d^e_{\pi, \mu}(x^*),
\]
this shows that \( x^* \) is optimal. \( \square \)

5. Termination and Running Time

As shown above, we only make progress with respect to the objective function value if the corresponding simplex pivot is non-degenerate. However, like in the case of the traditional simplex method and the traditional network simplex algorithm (cf., e.g., [2, 14]), it may be possible to end in an infinite loop of degenerate pivots if no further steps are undertaken. In the case of the traditional network simplex algorithm, there are two common methods to prevent cycling of the procedure: One can either use a perturbed problem, in which the right-hand side vector of the LP formulation is suitably transformed, or use the concept of strongly feasible basis structures in combination with a special leaving edge rule (cf. [1]). In this section, we show that a combination of both approaches leads to a finite network simplex algorithm with pseudo-polynomial running time for BCMCFP\( _R \).

In the following, we consider what we call the transformed problem of the given instance of BCMCFP\( _R \), in which we replace the (previously integral) budget \( B \) by \( B' := B + \frac{1}{2} \). In doing so, we maintain feasibility of the problem: According to Assumption 2, the minimum cost flow \( x \) that we obtain by some minimum cost flow algorithm fulfills \( b(x) \geq B + 1 \). However, this implies that we can scale down \( x \) to a feasible flow \( x' \) with \( b(x') = B' \), so we can restrict our considerations to the transformed problem. As it turns out, each basic feasible flow of the transformed problem fulfills a useful property that will be essential throughout this section:

**Lemma 3.** For each basis structure \((L, T, U, \pi)\) of the transformed problem and its corresponding basic feasible flow \( x \), it holds that \( x_e \notin \mathbb{N}_{\geq 0} \) for all \( e \in C(\pi) \).

**PROOF.** According to Corollary 1, the flow \( x \) can be decomposed into an integral flow \( x^I \) and a flow \( x^C \) that is positive only on \( C(\pi) \). Since \( b_e \in \mathbb{N}_{\geq 0} \) for each \( e \in E \), it holds that \( \sum_{e \in E} b_e \cdot x^I_e \in \mathbb{N}_{\geq 0} \), so \( b(x) = B' = B + \frac{1}{2} \) implies that \( \sum_{e \in C(\pi)} b_e \cdot x^C_e = k + \frac{1}{2} \) for some integer \( k \). Since \( x^C \) is positive only on \( C(\pi) \), it holds that \( x^C_e = \lambda \) for
each \( e \in C^+(\overline{\tau}) \) and \( x_e^C = -\lambda \) for each \( e \in C^-(\overline{\tau}) \) with \( \lambda = \frac{k+\frac{1}{2}}{b(C(\overline{\tau}))} \notin \mathbb{N}_{\geq 0} \), which shows the claim. \( \square \)

We now show that we can restrict our considerations solely to the transformed problem since an optimal basic solution that is obtained by an application of the network simplex algorithm to the transformed problem also yields an optimal basic solution of the original problem:

**Lemma 4.** An optimal basic solution of the transformed problem can be turned into an optimal basic solution of the original problem in \( \mathcal{O}(n) \) time.

**Proof.** Let \( (L, T, U, \overline{\tau}) \) denote a basis structure that implies an optimal solution \( x^* \) of the transformed problem. According to Lemma \( 3 \) the flow \( x^*_e \) on each edge \( e \in C(\overline{\tau}) \) fulfills \( x^*_e \notin \mathbb{N}_{\geq 0} \). In particular, this implies that \( x^*_e \in (0, u_e) \) for each \( e \in C(\overline{\tau}) \), so we can increase or reduce the flow on the cycle by a small amount without violating any flow bounds. Since \( x^*_e \in \mathbb{N}_{\geq 0} \) for each \( e \notin C(\overline{\tau}) \) according to Corollary \( 1 \) and since \( b_e \in \mathbb{N}_{\geq 0} \) for each \( e \in E \), it must hold that we can increase or reduce the flow on \( C(\overline{\tau}) \) by \( \delta \) units such that \( \delta \cdot b(C(\overline{\tau})) = -\frac{1}{2} \), i.e., such that we obtain a feasible flow for the original problem. Moreover, note that \( d_e^{x^*} = 0 \) for each \( e \in C(\overline{\tau}) \), i.e., the flow still fulfills the optimality conditions from Lemma \( 2 \).

Since the flow values on the edges in \( L \cup U \) remain unchanged, the resulting flow is the basic solution corresponding to the basis structure \( (L, T, U, \overline{\tau}) \) for the original problem, which shows the claim. \( \square \)

As noted above, one method to prevent cycling of the traditional network simplex algorithm is to use the concept of strongly feasible basis structures, which are feasible basis structures in which every empty tree edge is directed to the root node and every full tree edge heads away from the root node (cf. \( 2 \)). As shown by Ahuja et al. \( 1 \), an equivalent definition is that, in the corresponding basic feasible flow, it is possible to send a positive amount of additional flow from every node \( v \in V \) to the root node via tree edges. For BCMCFP, it turns out that a strongly feasible basis structure remains strongly feasible after a simplex pivot if the leaving edge is chosen appropriately, just as in the case of the traditional network simplex algorithm:

**Lemma 5.** Let \( (L, T, U, \overline{\tau}) \) denote a strongly feasible basis structure of the transformed problem. The leaving edge \( e' \) can be chosen such that the basis structure \( (L', T', U', \overline{\tau}') \) that results from a simplex pivot is again strongly feasible.

**Proof.** Let \( e = (v, w) \) denote the entering edge (we assume that \( e \in L \); the case that \( e \in U \) works analogously) and let \( E' \subseteq T \cup \{ \overline{\tau} \} \) denote the set of blocking edges that determine the value of \( \delta \) in the simplex pivot. Note that the graph that is induced by \( T \cup \{ \overline{\tau}, e \} \) contains up to three simple cycles, one of which must carry a fractional amount of flow after the simplex pivot according to Lemma \( 3 \). Hence, since the cycle that carries a fractional amount of flow cannot contain a blocking edge, there are three cases to distinguish: It either holds that \( E' \subseteq C(e) \setminus C(\overline{\tau}) \) or that \( E' \subseteq C(\overline{\tau}) \setminus C(e) \) or that \( E' \subseteq C(e) \cap C(\overline{\tau}) \) (cf. Figure \( 2 \)). We distinguish these three cases in the following. Note that, as in the proof of Lemma \( 1 \) we get that \( C(e) \cap C(\overline{\tau}) \) corresponds to a single simple path \( P_0 \) consisting of edges in \( T \). First assume that \( E' \subseteq C(e) \setminus C(\overline{\tau}) \). In this case, it holds that \( \overline{\tau}' = \overline{\tau} \) and the cycle \( C(\overline{\tau}) \) continues to exist in \( T' \cup \{ \overline{\tau}' \} \). Hence, the flow on all edges in \( C(\overline{\tau}) \) remains fractional and we are still able to send a positive amount of flow from any node in \( C(\overline{\tau}) \) to the apex of \( C(\overline{\tau}) \). The rest of the proof of this case is analogous to the one for the traditional network simplex algorithm (cf., e.g., \( 2 \) and Figure \( 2 \)). We choose the leaving edge \( e' = (v', w') \) to be the last edge in \( E' \) that occurs when traversing the cycle \( C(e) \) in the direction of \( e \), starting at the apex \( z \) of \( C(e) \). For the sake of notational simplicity, assume that \( e' \in C^+(e) \) (the case that \( e' \in C^-(e) \) works analogously). Clearly, if \( \overline{\tau} \) is any

\( ^3 \)The apex of a cycle \( C(e) \) with \( e = (v, w) \) is the first common node of the two unique paths in \( T \) from \( v \) to the root and from \( w \) to the root.
node on the path from \( w' \) to \( z \) (in the direction of the cycle), we can still send a positive amount of flow from \( \bar{v} \) to \( z \) since there are no blocking edges on this path according to the choice of \( e' \).

On the other hand, for the case that the simplex pivot is non-degenerate, we send a positive amount of flow on the path from \( z \) to \( v' \) (which may be reduced by the flow on the cycle \( C(\bar{v}) \) on the edges in \( C(e) \cap C(\bar{v}) \), but which will not be reduced to zero since \( C(\bar{v}) \) contains no blocking edges). Hence, we can send a positive amount of flow back from every node \( \bar{v} \) on the path from \( v' \) to \( z \) in \( T' \cup \{ \bar{v} \} = T \cup \{ e, \bar{v} \} \setminus \{ e' \} \). For the case that the simplex pivot is degenerate, it must hold that all blocking edges \( E' \) lie on the path from \( z \) to \( v \) since \( (L, T, U, \bar{v}) \) is strongly feasible and we can, thus, send a positive amount of flow to \( z \) on every edge on the path from \( w \) to \( z \). However, in the degenerate case case, we do not change the flow on the edges on the path from \( z \) to \( v' \) and can, thus, still send a positive amount of flow from \( v' \) to \( z \). Note that the flow on every edge in \( E \setminus (C(e) \cup C(\bar{v})) \) does not change, so we can send a positive amount of flow from every node in \( V \) to the root node \( r \) after the simplex pivot (possibly via the edges in \( C(e) \setminus \{ e' \}) \). Hence, we maintain a strongly feasible basis structure in this case.

The second case, in which \( E' \subseteq C(\bar{v}) \setminus C(e) \), works similar to the previous case. Note that we now get that \( \bar{v} = v \) since the cycle \( C(\bar{v}) \) vanishes. We choose the leaving edge to be the last blocking edge that occurs when traversing the cycle \( C(\bar{v}) \) in the direction in that we send the flow in the simplex pivot, starting at the apex of \( C(\bar{v}) \). Note that the simplex pivot must be non-degenerate in this case since the blocking edges lie on \( C(\bar{v}) \) and every edge on \( C(\bar{v}) \) carries a fractional amount of flow before the simplex pivot.

It remains to show that we maintain a strongly feasible basis structure in the case that \( E' \subseteq P_0 = C(e) \cap C(\bar{v}) \) (cf. Figure 4). As in the previous case, the simplex pivot is non-degenerate since all edges in \( C(\bar{v}) \) carry a fractional amount of flow before the simplex pivot. Thus, the algorithm sends a positive amount of flow \( \delta \) along \( C(e) \) and \( \bar{\delta} := \frac{b(C(e))}{b(C(\bar{v}))} \delta = \frac{w'}{\bar{v}} \delta \) units of flow along \( C(\bar{v}) \). Since no edge in \( C(e) \setminus C(\bar{v}) \) and \( C(\bar{v}) \setminus C(e) \) is a blocking edge and we send flow on both cycles, neither of these edges is empty or full after the simplex pivot (this also follows from the fact that the new cycle in \( T' \cup \{ \bar{v} \} = T \cup \{ \bar{v}, e \} \setminus \{ e \} \) consists

---

**Figure 2:** The graph induced by \( T \cup \{ e, \bar{v} \} \) (top) and the three possible cases for the set \( E' \) of blocking edges (bottom). In each of these cases, the set \( E' \) is contained in the solid black segment.

**Figure 3:** A cycle \( C(e) \) that is induced by the entering edge \( e = (v, w) \in L \) with \( d^\pi \mu < 0 \). After sending flow on \( C(e) \), the leaving edge \( e' \) is the last blocking edge when traversing \( C(e) \) in the direction of \( e \) starting from the apex \( z \).
of the edges in \((C(e) \setminus C(\overline{e})) \cup (C(\overline{e}) \setminus C(e))\) and, thus, carries a fractional amount of flow, cf. the gray paths in Figure 4. Moreover, since \(E' \subseteq P_0\) (and \(E' \neq \emptyset\)), we must have \(\delta \neq \overline{\delta}\). Thus, there is a unique direction in which the flow is sent on \(P_0\) (from \(z\) to \(w\) in Figure 4). We choose the leaving edge \(e' = (v', w')\) to be the last blocking edge that occurs on any of the two cycles when traversing the corresponding cycle in the direction of this flow, starting from the apex of the cycle. We can then send flow from \(w'\) to the apexes of both cycles (since there are no further blocking edges on the corresponding subpath of \(P_0\) and since the flow on the new cycle is fractional) and from \(v'\) to the apexes (since we have sent a positive amount of flow to \(v'\) on the corresponding subpath of \(P_0\) and since the flow on the new cycle is fractional). Hence, using the same arguments as in the previous two cases, we get that we can send a positive amount of flow from each node \(v \in V\) to the root node, which concludes the proof.

\[
\begin{align*}
\pi_v' + \frac{c_e'}{b_e'} \cdot \mu_v' \\
= (\pi_v + c_e^\pi) + \frac{c_e}{b_e} \cdot (\mu_v + b_e^\mu)
\end{align*}
\]

\[
= \left(\pi_v + \frac{c_e^\pi}{b_e} \cdot \mu_v\right) + \left(\frac{c_e^\pi}{b_e} + \frac{c_e^\mu}{b_e} \cdot b_e^\mu\right)
\]

\[
= \left(\pi_v + \frac{c_e^\pi}{b_e} \cdot \mu_v\right) + d_e^\mu
\]

\[
< \pi_v + \frac{c_e^\pi}{b_e} \cdot \mu_v
\]

Figure 4: The case that \(E' \subseteq P_0 = C(e) \cap C(\overline{e})\). The leaving edge \(e'\) is chosen to be the last edge on \(P_0\) when traversing any of the two cycles \(C(e)\) and \(C(\overline{e})\) in the direction of the flow change on \(P_0\).

Lemma 5 builds the foundation for the following theorem, which shows that the network simplex algorithm for BCMCFP in does not cycle when using strongly feasible basis structures:

**Theorem 3.** The network simplex algorithm applied to the transformed problem terminates within a finite number of simplex pivots when using strongly feasible basis structures. Moreover, the number of consecutive degenerate simplex pivots is bounded by \(O(n^3CB)\).

**Proof.** Let \((L, T, U, \overline{e})\) denote a basis structure and \(x\) denote its corresponding basic feasible flow. Consider a degenerate simplex pivot that occurs when adding the entering edge \(e = (v, w)\) to \(T \cup \{\overline{e}\}\) and choosing the leaving edge \(e' = (v', w')\) according to the leaving edge rules given in the proof of Lemma 5 which leads to a new basis structure \((L', T', U', \overline{e}')\). Since the flow on \(C(\overline{e})\) is fractional according to Lemma 5, none of the edges on the cycle \(C(\overline{e})\) can be degenerate. Thus, it holds that \(\overline{e}' = \overline{e}\) and that the cycle \(C(\overline{e})\) continues to exist in \(T' \cup \{\overline{e}'\}\). Moreover, as in the proof of Lemma 5, the leaving edge \(e'\) must lie on the path in \(T\) from the apex \(z\) of \(C(e)\) to \(v\) since the basis structure is strongly feasible (cf. Figure 5). As in the traditional network simplex algorithm, after the simplex pivot, the node potentials \(\pi_v\) and \(\mu_v\) are increased (decreased) by \(c_e^\pi\) and \(b_e^\mu\), respectively, for all nodes \(v\) on the path from \(w'\) to \(v\) in \(T\) if \(e \in L\) (\(e \in U\)), while the remaining node potentials remain unchanged (cf., e.g., [2]). Thus, for each \(v\) on this path, the new node potentials \(\pi_v'\) and \(\mu_v'\) fulfill

\[
\pi_v' + \frac{c_e'}{b_e'} \cdot \mu_v'
\]

\[
= (\pi_v + c_e^\pi) + \frac{c_e}{b_e} \cdot (\mu_v + b_e^\mu)
\]

\[
= \left(\pi_v + \frac{c_e^\pi}{b_e} \cdot \mu_v\right) + \left(\frac{c_e^\pi}{b_e} + \frac{c_e^\mu}{b_e} \cdot b_e^\mu\right)
\]

\[
= \left(\pi_v + \frac{c_e^\pi}{b_e} \cdot \mu_v\right) + d_e^\mu
\]

\[
< \pi_v + \frac{c_e^\pi}{b_e} \cdot \mu_v
\]
get that
\[
\pi'_v + \frac{c^e}{b^e} \cdot \mu'_v
= (\pi_v - c^e_v) + \frac{c^e}{b^e} \cdot (\mu_v - b^e_v)
= (\pi_v + \frac{c^e}{b^e} \cdot \mu_v) - \left( c^e + \frac{c^e}{b^e} \cdot b^e_v \right)
= (\pi_v + \frac{c^e}{b^e} \cdot \mu_v) - d^e_{\pi,\mu}
< \pi_v + \frac{c^e}{b^e} \cdot \mu_v.
\]

Hence, the value \( \sum_{v \in V} \pi_v + \frac{c^e}{b^e} \cdot \mu_v \) decreases strictly after each degenerate simplex pivot. However, the values \( \pi_v \) are integers in \( \{-nC, \ldots, nC\} \), while the values \( \mu_v \) lie in \( \{-nB, \ldots, nB\} \) for each \( v \in V \) (cf. \cite{2}). Thus, since there are only \( O(n^2CB) \) combinations of integral values for \( \pi_v \) and \( \mu_v \) for each node \( v \in V \), the algorithm performs a non-degenerate pivot after at most \( O(n^3CB) \) degenerate simplex pivots and the claim follows. \( \Box \)

While the leaving edge rules as described above guarantee finiteness of the procedure, we can reduce the number of non-degenerate simplex pivots by applying Dantzig’s pivoting rule (cf., e.g., \cite{1}), i.e., by choosing the entering edge to be the one with the largest violation of its optimality conditions:

**Lemma 6.** The network simplex algorithm applied to the transformed problem performs \( O(nmUB \log (nmCU)) \) non-degenerate simplex pivots in total when using Dantzig’s pivoting rule.

**Proof.** The proof of the lemma is similar to the one for the traditional network simplex algorithm given in \cite{1}. Let \( x^k \) denote the basic feasible flow that is obtained after the \( k \)-th non-degenerate step of the algorithm and let \( c(x^k) \) denote its objective function value. Moreover, let \( (L, T, U, \pi) \) denote the corresponding basis structure. According to Corollary \cite{1} each flow \( x^k \) can be decomposed into an integral flow \( x^I \) and a fractional flow \( x^C \) on the cycle \( C(\pi) \). In particular, since \( x^k \) satisfies \( b(x^k) = B' = B + \frac{1}{2} \) and \( x^C \) is a flow on the cycle \( C(\pi) \), it holds that \( x^C = \frac{p}{b(C(\pi))} \) for \( p := (B + \frac{1}{2}) - \sum_{e \in E} b_e \cdot x^I_e \), so the flow on every edge in \( x^k \) is an integral multiple of \( \frac{1}{2b(C(\pi))} \). Thus, it holds that \( |x^C_e - x^C_{e+1}| \) is either zero or at least \( \frac{1}{2mBU} \) for each edge \( e \in E \). Moreover, note that the minimum absolute value of the reduced costs of any edge \( e \) that violates its optimality condition can be bounded as follows:

\[
|d^e_{\pi,\mu}| = \left| c^e - \frac{b^\mu_e}{b^\mu_v} \cdot c^e_v \right| = \left| \frac{c^e_v \cdot b^\mu_e - b^\mu_e \cdot c^e_v}{b^\mu_v} \right| \geq \frac{1}{b(C(\pi))} \geq \frac{1}{nB}.
\]

Since the objective function value of any flow is bounded from below by \( -mCU \), we, thus, get that the maximum number of non-degenerate simplex pivots \textit{without} using Dantzig’s pivoting rule is bounded by \( O(mCU \cdot 2nB \cdot nB) = O(n^2mCU^2) \).

Let \( \Delta := \max \{ -\min_{e \in L} d_{\pi,\mu}^e, \max_{e \in U} d_{\pi,\mu}^e \} \) denote the maximum violation of the optimality conditions of any edge in \( L \cup U \) and let \( e \) denote the corresponding edge that is chosen based on Dantzig’s pivoting rule. Since sending one unit of flow over \( C(e) \) reduces the objective function value by \( \Delta \), we get that

\[
c(x^k) - c(x^{k+1}) \geq \frac{\Delta}{2mnB} \quad (7)
\]

Moreover, if \( x^* \) denotes an optimal solution to the problem, we get according to equation \( (5) \) in the proof of Lemma \cite{2} that

\[
c(x^k) - c(x^*) \geq \sum_{e \in E} d_{\pi,\mu}^e \cdot (x^k_e - x^*_e)
= \sum_{e \in L} d_{\pi,\mu}^e \cdot (-x^*_e) + \sum_{e \in U} d_{\pi,\mu}^e \cdot (u_e - x^*_e) \geq \Delta \quad (8)
\]

Combining equations \( (7) \) and \( (9) \), we, thus, get that

\[
c(x^k) - c(x^{k+1}) \geq \frac{c(x^k) - c(x^*)}{2mnUB},
\]
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i.e., after each non-degenerate simplex pivot, the gap to the optimal solution with respect to the objective function value is reduced by a factor of at least $\frac{1}{2nmUB}$. Ahuja et al. \cite{2} show that, if $H$ is the maximum number of improving steps of any algorithm and if this algorithm reduces the gap to the optimal solution by a fraction of at least $\alpha$ in each step, then the maximum number of non-degenerate simplex pivots using Dantzig’s pivoting rule is in $\mathcal{O}(2nmUB \log(n^2mCUB^2)) = \mathcal{O}(nmUB \log(mCUB))$.

In Lemma 5, it was shown that we can obtain a strongly feasible basis structure again when performing a simplex pivot on a strongly feasible basis structure. However, it remains open how to determine an initially strongly feasible basis structure. This will be shown in the following lemma:

**Lemma 7.** An initial strongly feasible basis structure $(L, T, U, \tau)$ for BCMCFP\textsubscript{R} and the corresponding basic feasible solution $x$ can be determined in $\mathcal{O}(m)$ time.

**Proof.** Similar to \cite{8}, we insert an artificial edge $e_0 = (s, t)$ with costs $c_{e_0} := 1$, capacity $u_{e_0} := 1$, and usage fees $b_{e_0} := 2B + 1 = 2B'$. The initial basic feasible solution $x$ is defined by $x_{e_0} := 0.5$ and $x_e := 0$ for each $e \in E$. The spanning tree $T$ consists of $e_0$ as well as a spanning tree of the nodes in $V \setminus \{s\}$ that is a directed in-tree\footnote{An in-tree is a tree in which all edges are directed towards the root node.} with root $t$. Note that such an in-tree exists according to Assumption 1 and can be found, e.g., by a depth-first search in $\mathcal{O}(m)$ time. Moreover, note that we can send a positive amount of flow from every node in $V$ to $s$ by using the unique path in the in-tree in combination with $e_0$. Hence, we obtain a strongly feasible basis structure by setting $\tau := e$ for some $e \in \delta^+(s)$, choosing $T$ as defined above, and setting $U := \emptyset$ and $L := E \setminus (T \cup \{\tau\})$. Note that the new edge neither influences the bounds $C$, $U$, and $B$ (since $c_{e_0} \in \mathcal{O}(C)$, $u_{e_0} \in \mathcal{O}(U)$, and $b_{e_0} \in \mathcal{O}(B)$ in any instance) nor the optimal solution (since $e_0$ will be empty in any optimal solution). \hfill $\square$

We are now ready to prove the main result of the paper:

**Theorem 4.** The network simplex algorithm for BCMCFP\textsubscript{R} can be implemented to run in $\mathcal{O}(n^4m^2CUB^2 \cdot \log(mCUB))$ time.

**Proof.** According to Lemma 7, we can determine an initial basis structure and the corresponding basic feasible solution in $\mathcal{O}(m)$ time. It is easy to see that a single simplex pivot as described above can be implemented to run in $\mathcal{O}(m)$ time, including the overhead to determine the entering edge and the leaving edge according to Dantzig’s pivoting rule and the above leaving edge rules. Moreover, the maximum number of non-degenerate simplex pivots is given by $\mathcal{O}(nmUB \log(mCUB))$ as shown in Lemma 6. In the worst case, each of these non-degenerate simplex pivots is followed by a sequence of $\mathcal{O}(n^3BC)$ degenerate pivots according to Theorem 3, which leads to an overall running time of

$$\mathcal{O} \left( m \cdot n^3BC \cdot nmUB \log(mCUB) \right) = \mathcal{O} \left( n^4m^2CUB^2 \log(mCUB) \right),$$

which shows the claim. \hfill $\square$

### 6. Conclusion and Future Work

In this paper, we developed a specialized network simplex method for the budget-constrained minimum cost flow problem. In particular, we proved optimality criteria for the problem based on a novel incorporation of two kinds of integral node potentials and three kinds of reduced costs and presented a fully combinatorial description of the procedure. Moreover, we combined two common techniques that are used to prevent cycling in the traditional network simplex algorithm.
into a rule for the leaving edge that prevents cycling. Finally, we could show that Dantzig’s pivoting rule can be used in order to reduce the number of non-degenerate pivots significantly, which in combination with a pseudo-polynomial number of successive degenerate pivots leads to a pseudo-polynomial time bound for the overall procedure.

In order to evaluate the empirical performance of the presented algorithm, we implemented it in C++ and compiled it for Windows 7 64bit with Microsoft Visual Studio Community 2015 with all available optimization options. The tests were performed on an Intel Core i5 processor at 2.53 GHz with one core and 4GB of RAM. We implemented the presented algorithm using Dantzig’s pivoting rule and evaluated its performance against Gurobi 6.5.1 64bit [17]. As in [8], the underlying networks were constructed with NETGEN [23]. For densities $d \in \{8, 16, 32\}$ and node sets of size $n \in \{2^i : i \in \{8, \ldots , 15\}\}$, we generated test instances with $n$ nodes and $m := n \cdot d$ edges and computed the mean execution times over ten instances each.

As a validation check, we first adapted the approach of Çalışkan [8] by using an in-tree containing the shortest-paths from each node $v \in V \setminus \{s, t\}$ to the sink $t$ with respect to the usage fees $b_v$ as the starting solution (cf. Lemma 7) and by applying the algorithm to the maximum flow variant of the problem. For this subproblem, we observed similar running times as stated in [8], beating Gurobi by factors of up to 368. These remarkable running times result from the fact that the procedure only performs a very little number of iterations. One possible explanation is that an optimal solution to the budget-constrained maximum flow problem can be obtained by repeatedly augmenting flow on shortest paths with relation to the usage fees $b_v$ in the residual network (cf. [4]), which can be done within a few number of iterations due to the chosen starting solution.

However, when applied to the minimum cost flow variant of the problem, the running times became significantly worse. We compared the presented network simplex algorithm with the dual, primal, and barrier solvers provided with Gurobi. As it is shown in Table I the dual solver was the fastest among all three solvers in most instances. For small instances, our specialized network simplex algorithm could beat all solvers, but performed less competitive in larger instances and was slower than the dual solver by a factor of up to 4.29. Nevertheless, our network simplex algorithm was faster than Gurobi’s barrier solver in all cases and faster than the primal solver for instances with density 8 and 16. Independent of the achieved running times, one major advantage of the presented algorithm is that it only consumed 58MB of memory even in the largest instance while Gurobi’s dual solver needed up to 2.71GB RAM and did not start when compiled at 32bit.

While the number of non-degenerate pivots of the network simplex method was still low, the percentage of degenerate pivots amounted to a fraction of up to 98.9%. Using a more sophisticated starting solution based on a scaled (traditional) minimum cost flow that is turned into a basic feasible flow using the procedure described in the proof of Theorem 1, the relative amount of degenerate pivots could be reduced to 17% but the progress in each non-degenerate iteration became worse. It remains open for future research if the practical performance of the procedure can be improved by using a more sophisticated starting solution similar to the case of the maximum flow variant of the problem. One key issue in this respect seems to develop new rules for the choice of the entering and the leaving edge, which reduce the number of degenerate iterations. Thus, at the time being, the results of this paper can be viewed more as a theoretical contribution, which establishes a pseudo-polynomial running time and closes open issues left, e.g., in [8].
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| Network size | CPU times (seconds) | Gurobi | Primal | Barrier |
|--------------|---------------------|--------|--------|---------|
| n  d  m      | Network simplex     | Dual   |        |         |
| 256 8 2048  | 0.0062              | 0.0252 | 0.0298 | 0.1206  |
| 512 8 4096  | 0.0208              | 0.0610 | 0.0618 | 0.3805  |
| 1024 8 8192 | 0.0741              | 0.1120 | 0.1820 | 1.0589  |
| 2048 8 16384| 0.3602              | 0.4868 | 0.6541 | 5.0358  |
| 4096 8 32768| 1.6589              | 1.3137 | 2.5439 | 42.9839 |
| 8192 8 65536| 6.4174              | 4.6624 | 12.7127| 224.0670|
| 16384 8 131072, 39.0361 | 23.7921 | 71.9850 | 1501.2466 |
| 32768 8 262144, 232.0375 | 133.3492 | 478.4381 | —      |
| 256 16 4096  | 0.0127              | 0.0347 | 0.0414 | 0.2308  |
| 512 16 8192  | 0.0472              | 0.1254 | 0.0928 | 0.6435  |
| 1024 16 16384| 0.2132              | 0.4578 | 0.2869 | 2.6172  |
| 2048 16 32768| 0.7776              | 0.7839 | 0.9485 | 11.3058 |
| 4096 16 65536| 3.8542              | 3.9262 | 3.9801 | 72.5990 |
| 8192 16 131072| 19.2471             | 13.3666| 19.6259| 410.8815|
| 16384 16 262144, 114.8645 | 57.9140 | 114.9896 | —      |
| 32768 16 524288, 553.8394 | 273.8601 | 656.0465 | —      |
| 256 32 8192  | 0.0319              | 0.0602 | 0.0722 | 0.5702  |
| 512 32 16384| 0.1266              | 0.1909 | 0.1875 | 1.1407  |
| 1024 32 32768| 0.5474              | 0.5659 | 0.4983 | 4.1651  |
| 2048 32 65536| 2.5307              | 1.1637 | 1.4056 | 22.3124 |
| 4096 32 131072| 11.9041             | 4.9066 | 5.4382 | 101.0424|
| 8192 32 262144| 64.0416             | 26.5862| 26.6424| 668.8592|
| 16384 32 524288, 358.6511 | 97.3421 | 125.7771 | —      |
| 32768 32 1048576, 1740.6900 | 406.1623 | 761.5276 | —      |

Table 1: Computational results comparing the running time of the presented network simplex algorithm with Gurobi’s dual, primal, and barrier solvers. Instances without running times did not obtain a solution within 1800 seconds.
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