Non-Boiling Heat Transfer in Gas-Liquid Flow in Pipes – a Tutorial

Abstract. In this tutorial the fundamentals of non-boiling heat transfer in two-phase two-component gas-liquid flow in pipes are presented. The techniques used for the determination of the different gas-liquid flow patterns (flow regimes) in vertical, horizontal, and inclined pipes are reviewed. The validity and limitations of the numerous heat transfer correlations that have been published in the literature over the past 50 years are discussed. The extensive results of the recent developments in the non-boiling two-phase heat transfer in air-water flow in horizontal and inclined pipes conducted at Oklahoma State University’s Heat Transfer Laboratory are presented. Practical heat transfer correlations for a variety of gas-liquid flow patterns and pipe inclination angles are recommended.
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Introduction

The expression of ‘two-phase flow’ is used to describe the simultaneous flow of a gas and a liquid, a gas and a solid, two different liquids, or a liquid and a solid. Among these types of two-phase flow, gas-liquid flow has the most complexity due to the deformability and the compressibility of the phases. Two-phase gas-liquid flow occurs extensively throughout industries, such as solar collectors, tubular boilers, reboilers, oil and geothermal wells, gas and oil transport pipelines, process pipelines, sewage treatments, refrigerators, heat exchangers, and condensers.1

The knowledge of heat transfer in two-phase gas-liquid flow is important in these industrial applications for economical design and optimized operation. There are plenty of practical examples in industries which show how the knowledge of heat transfer in two-phase flow is important.

As an example, since slug flow, which is one of the common flow patterns in two-phase gas-liquid flow, is accompanied by oscillations in pipe temperature, the high pipe wall temperature results in ‘dryout’, which causes damages in the chemical process equipments, convectional and nuclear power generating systems, refrigeration plants and other industrial devices (Hestroni et al., 1998a,b; Mosyak and Hestroni, 1999).

Another example is in the field of petroleum industry. The petroleum productions, such as natural gas and crude oil, are often collected and transported through pipelines located under sea or on the ground. During transportation, many pipelines carry a mixture of oil and gas. In the process of transportation, the knowledge of heat transfer is critical to prevent gas hydrate and wax deposition blockages (see Fig. 1), resulting in repair, replacement, abandonment, or extra horsepower requirements (Kaminsky, 1999; Kim, 2000). Some examples of the economical losses caused by the wax deposition blockages cited by Fogler (2004) are: direct cost of removing the blockage from a sub-sea pipeline - $5 million; production downtime loss (in 40 days) - $25 million, and cost of oil platform abandonment (Lasmo, UK) - $100 million.

The objectives of this tutorial are to briefly present the fundamentals of non-boiling heat transfer in two-phase gas-liquid flow in pipes, review the available non-boiling heat transfer data and correlations that exist in the open literature, and present an overview of the research that has been conducted at Oklahoma State University’s Heat Transfer Laboratory over the past several years on non-boiling, two-phase, air-water flow in vertical, horizontal, and inclined pipes for a variety of flow patterns.

Nomenclature

A = cross sectional area, m²
C = constant value of the leading coefficient in Eqs. (62) and (65), dimensionless
c = specific heat at constant pressure, kJ/kg K
D = inside diameter of a circular tube, m
F = modified Froude number in Taitel and Dulker (1976) flow map, Eq. (36), dimensionless
Fr = Froude number, Eq. (28), dimensionless
G = mass flux or mass velocity, kg/m² s
g = acceleration due to gravity, m/s²
h = heat transfer coefficient, W/m² K
hₘ = heat transfer coefficient as if liquid alone were flowing, W/m² K
h₁ = heat transfer coefficient in the liquid layer, W/m² K
h₂ = heat transfer coefficient in the liquid layer, W/m² K
I = current, A
i = index of the finite-difference grid points, in radial direction start from the outside surface of the tube, dimensionless
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Definitions of Variables Used in Two-Phase Flow

In internal gas and liquid mixture flow, the gas and liquid are in simultaneous motion inside the pipe. The resulting two-phase flow is generally more complicated physically than single-phase flow. In addition to the usual inertia, viscous, and pressure forces present in single-phase flow, two-phase flows are also affected by interfacial tension forces, the wetting characteristics of the liquid on the tube wall, and the exchange of momentum between the liquid and gas phases in the flow. Also, since the flow conditions in a pipe vary from the top to the bottom, the exchange of momentum between the liquid and gas phases is complex.

Greek Symbols

\( \alpha \) = void fraction, dimensionless

\( \gamma \) = electrical resistivity, \( \mu \Omega \cdot m \)

\( \Delta \) = designates a difference when used as a prefix

\( \mu \) = dynamic viscosity, Pa\( \cdot \)s

\( \phi \) = two-phase frictional multipliers, dimensionless

\( \psi \) = ratio of two-phase to single-phase heat transfer coefficients, dimensionless

\( \rho \) = density, kg/m\(^3\)

\( \theta \) = inclination angle of a pipe to the horizontal, rad

Superscript

\( ^* \) = local mean

Subscripts

\( a \) = momentum component in pressure gradient

\( B \) = bulk

\( CAL \) = calculated

\( EXP \) = experimental

\( f \) = frictional component in pressure gradient

\( G \) = gas phase

\( G_0 \) = total mixture flow as gas

\( g \) = heat generation

\( H \) = homogenous

\( H0 \) = total mixture flow as liquid

\( IN \) = inlet

\( OUT \) = outlet

\( j \) = index of the finite-difference grid points, in peripheral direction start from the top of the tube and increasing clockwise, dimensionless

\( j \) = index of the finite-difference grid points, in radial direction start from the outside surface of the tube, dimensionless

\( j \) = index of the finite-difference grid points, in peripheral direction start from the top of the tube and increasing clockwise, dimensionless

\( k \) = index of thermocouple station in test section

\( L \) = liquid phase

\( L0 \) = total mixture flow as liquid

\( m \) = mixture

\( n \) = given direction in Eq. (39)

\( Pe \) = Peclet number, Eq. (33), dimensionless

\( Pr \) = Prandtl number, Eq. (32), dimensionless

\( Re \) = Reynolds number, dimensionless

\( Re_{0} \) = liquid in-situ Reynolds number, Eq. (63), dimensionless

\( Re_{m} \) = inture Reynolds number in Ueda and Hanaoka (1967), dimensionless

\( Re_{TF} \) = two-phase flow Reynolds number, dimensionless

\( X \) = Martinelli parameter, dimensionless

\( X_{TT} \) = Martinelli parameter for turbulent-turbulent flow \([= \frac{1}{(1-\gamma)\mu_{L}}(\rho_{G}/\rho_{L})^{0.5}(\mu_{L}/\mu_{G})^{0.1}]\), dimensionless

\( X \) = quality or dryness fraction, Eq. (8), dimensionless

\( x \) = distance from the inlet in Eq. (50), m

\( z \) = axial coordinate, m

\( \Delta x \) = length of element in the finite-difference grid, m

J. of the Braz. Soc. of Mech. Sci. & Eng. Copyright © 2005 by ABCM

January-March 2005, Vol. XXVII, No.1 / 47
along its length, over its cross section, and with time, the gas-liquid flow is an extremely complex three-dimensional transient problem. Thus, most researchers have sought simplified descriptions of the problem which are both capable of analysis and retain important features of the flow. The descriptions, or definitions of variables, presented here is that of one-dimensional flow (the flow conditions in each phase only vary with distance along the tube) and it is perhaps the most important and common method developed for analyzing two-phase pressure drop and heat transfer.

The total mass flow rate through the tube is the sum of the mass flow rates of the two phases

$$m = m_G + m_L$$  \hspace{1cm} (1)$$

The following definitions for mass fluxes (or mass velocities) are commonly used in the two-phase flow literature

$$G_G = \frac{m_G}{A}$$  \hspace{1cm} (2)$$

$$G_L = \frac{m_L}{A}$$  \hspace{1cm} (3)$$

$$G = \frac{m}{A}$$  \hspace{1cm} (4)$$

where the total cross section, $A$, is the sum of the cross-sections occupied by the gas and liquid phases

$$A = A_G + A_L$$  \hspace{1cm} (5)$$

The volume flow rates of gas ($Q_G$) and liquid ($Q_L$) are defined as

$$Q_G = A_G u_G = G_G v_G$$  \hspace{1cm} (6)$$

$$Q_L = A_L u_L = G_L v_L$$  \hspace{1cm} (7)$$

The mass flow ratio (also often referred to as the ratio of the gas flow rate to the total flow rate) is called the ‘quality’ or the ‘dryness fraction’ and is given by

$$x = \frac{m_G}{m} = \frac{G_G}{G}$$  \hspace{1cm} (8)$$

In a similar fashion, the value of $1 - x = m_L/m$ is sometimes referred to as the ‘wetness fraction’.

The void fraction is the ratio of the gas flow cross sectional area to the total cross sectional area

$$\alpha = \frac{A_G}{A}$$  \hspace{1cm} (9)$$

and the liquid fraction or liquid holdup is

$$R_L = 1 - \alpha = \frac{A_L}{A}$$  \hspace{1cm} (10)$$

The superficial-phase velocities are the velocities that the phases would have if they flowed alone in the pipe. The gas superficial velocity is therefore defined as

$$u_{SG} = \frac{x m v_G}{A} = G_G v_G$$  \hspace{1cm} (11)$$

and the liquid superficial velocity is

$$u_{SL} = \frac{(1-x) m v_L}{A} = G_L v_L$$  \hspace{1cm} (12)$$

The ratio of the phase velocities or the velocity ratio as it is normally called is

$$K = \frac{u_G}{u_L}$$  \hspace{1cm} (13)$$

where $K$ is often referred as the ‘slip ratio’. It is usually greater than unity which means that $u_G$ is usually greater than $u_L$.

The mixture density is

$$\rho_m = \alpha \rho_G + (1-\alpha) \rho_L$$  \hspace{1cm} (14)$$

The homogeneous density assumes both phases have the same velocity ($K = 1$) giving

$$\rho_H = \frac{1}{x (1-x) \rho_G + (1-x) \rho_L}$$  \hspace{1cm} (15)$$

The mixture and homogeneous specific volumes are given as

$$v_m = \frac{x v_G + (1-x) v_L}{x + (1-x)}$$  \hspace{1cm} (16)$$

$$v_H = \frac{x v_G + (1-x) v_L}{x (1-x) + 1}$$  \hspace{1cm} (17)$$

The static pressure gradient during two-phase upward inclined flow in a pipe at an angle $\theta$ to the horizontal is the sum of the frictional, accelerational (momentum), and gravitational components of pressure gradient

$$\frac{dp}{dz} = \frac{d \Delta p}{dz} + \frac{d \Delta f}{dz} + \frac{d \Delta g}{dz}$$  \hspace{1cm} (18)$$

The symbol $\Delta p_{12}$ is used to indicate a pressure rise between points 1 and 2 along a flow path, and $z$ is the distance between points 1 and 2. Hence,

$$\Delta p_{12} = \int_1^2 \frac{dp}{dz} \, dz$$  \hspace{1cm} (19)$$

The static pressure drop given by Eq. (18) can be expressed as

$$-\Delta p_{12} = -\Delta p_{f,12} - \Delta p_{g,12}$$  \hspace{1cm} (20)$$

The two-phase frictional pressure gradients are often expressed in terms of a two-phase multiplier (two-phase frictional pressure gradient = single phase frictional pressure gradient x two-phase multiplier). The following two-phase multipliers were defined by Lockhart and Martinelli (1949).
which is given by Eq. (23). This new parameter is referred to as

\[ \phi_{L}^2 = \frac{(dp/dz)_{TP}}{(dp/dz)_{SL}} f \]  

(21)

\[ \phi_{G}^2 = \frac{(dp/dz)_{TP}}{(dp/dz)_{SG}} f \]  

(22)

Lockhart and Martinelli proposed a useful parameter by relating

the frictional pressure drop multipliers \( \phi_{L}^2 \) and \( \phi_{G}^2 \) to the parameter

\( X^2 \) which is given by Eq. (23). This new parameter is referred to as

the Martinelli parameter.

\[ X^2 = \frac{(dp/dz)_{SL}}{(dp/dz)_{SG}} f \]  

(23)

For evaporating or condensing systems, it is often more

convenient to relate the two-phase frictional pressure gradient to the

frictional pressure gradient for a single-phase flow at the same total

mass velocity and with the physical properties of the liquid or gas

phase. Friedel (1979) proposed the following two-phase multipliers

\( \phi_{L0}^2 \) and \( \phi_{G0}^2 \) for this case

\[ \phi_{L0}^2 = \frac{(dp/dz)_{TP}}{(dp/dz)_{L0}} f \]  

(24)

\[ \phi_{G0}^2 = \frac{(dp/dz)_{TP}}{(dp/dz)_{G0}} f \]  

(25)

In the literature, there are several definitions of Reynolds

number in two-phase gas-liquid flow. Among them, the most

commonly used one is the superficial liquid and gas Reynolds

numbers. The superficial liquid Reynolds number is defined by

assuming the liquid component flows alone

\[ Re_{SL} = \frac{(1-x)GD}{\mu_L} \]  

(26)

and the superficial gas Reynolds number is similarly defined by

assuming the gas component flows alone

\[ Re_{SG} = \frac{xGD}{\mu_G} \]  

(27)

In correlating two-phase flow friction factor data, at times

Froude number is used. Froude number is proportional to (inertial

force)/(gravitational force) and is used in momentum transfer in

general and open channel flow and wave and surface behavior

calculations in particular. It is normally defined in the following form

\[ Fr = \frac{u^2}{gL} \]  

(28)

where \( L \) in Eq. (28) is the characteristic length. For pipe flow, \( L \) may

be replaced by \( D \).

Heat transfer coefficient is described in general as

\[ h = \frac{\dot{q}^*}{T_w - T_b} = \frac{k(\partial T/\partial r)_{r=r_0}}{T_w - T_b} \]  

(29)

Often, for the purpose of developing correlations, the ratio of the

two-phase flow heat transfer coefficient, \( h_{TP} \) to the single-phase

liquid flow heat transfer coefficient, \( h_{L} \) is presented as

\[ \psi^2 = \frac{h_{TP}}{h_{L}} \]  

(30)

where \( h_{L} \) is the heat transfer coefficient as if the liquid alone were

flowing in the pipe.

Nusselt number is proportional to (total heat

transfer)/(conductive heat transfer) and is used in heat transfer in

general and forced convection calculations in particular. It is

normally defined in the following form

\[ Nu = \frac{hD}{k} \]  

(31)

Prandtl number is proportional to (momentum

diffusivity)/(thermal diffusivity) and is used in heat transfer in

general and free and forced convection calculations in particular. It is

normally defined in the following form

\[ Pr = \frac{\mu c}{k} \]  

(32)

Peclet number is proportional to (bulk heat transfer)/(conductive

heat transfer) and is used in heat transfer in general and forced

convection calculations in particular. It is equivalent to \( RePr \). It is

normally defined in the following form

\[ Pe = \frac{uD}{k/\rho c} \]  

(33)

Stanton number is proportional to (heat transfer)/(thermal

capacity of fluid) and is used in heat transfer in general and forced

convection calculations in particular. It is equivalent to \( Nu/RePr \). It is

normally defined in the following form

\[ St = \frac{h}{\rho cu} \]  

(34)

In this section, the definitions of the basic variables used in non-
boiling heat transfer in two-phase gas-liquid flow in pipes were
introduced. In the next section, the common gas-liquid flow patterns
(flow regimes) that typically appear in upward vertical, horizontal,
and slightly upward inclined pipes are introduced. We will also
review the flow maps associated with these flow patterns that
commonly appear in the literature.

Flow Patterns and Maps

For two-phase gas-liquid flow, the two phases form several
common flow patterns or flow regimes due to the simultaneous
interaction by surface tension and gravity force. These flow patterns
decide the important characteristics of two-phase gas-liquid flow.
Thus, many studies have been conducted on the determination of
flow patterns and the development of flow maps.

In this section, the basic flow patterns in gas-liquid flow in
vertical, horizontal, and slightly upward inclined pipes are
introduced. The flow maps that commonly appeared in the literature are also presented here.

**Flow Patterns**

Whenever two fluids with different physical properties flow simultaneously in a pipe, there is a wide range of possible flow patterns or flow regimes. By flow pattern, we refer to the distribution of each phase relative to the other phase. Important physical parameters in determining the flow pattern are: (a) **Surface tension** – which keeps pipe walls always wet and which tends to make small liquid drops and small gas bubbles spherical, and (b) **Gravity** – which (in a non-vertical pipe) tends to pull the liquid to the bottom of the pipe. Many investigators have attempted to predict the flow pattern that will exist for various sets of conditions, and many different names have been given to the various patterns. Of even more significance some of the more reliable pressure loss and heat transfer correlations rely on a knowledge of existing flow patterns. In addition, in certain applications, for example two-phase flow lines from offshore platforms to on-shore facilities, increased concern has grown regarding the prediction of not only the flow pattern, but also expected liquid slug sizes.

There is no standardized procedure to determine flow patterns or flow regimes because of their complexities. Therefore, in this study, the definitions of main two-phase flow patterns in vertical upward, horizontal, and slightly upward inclined tubes primarily follow the classifications of Hewitt (1982) and Whalley (1996) which are well known and widely used in the literature.

**Vertical Flow Patterns**

The common flow patterns for vertical upward flow, that is where both phases are flowing upwards, in a circular tube are illustrated in Fig. 2. As the quality, \( x \), is gradually increased from zero, the flow patterns obtained are:

![Flow patterns in vertical upward flow in a tube.](image)

- **Bubbly flow**: the gas (or vapor) bubbles are of approximately uniform size.
- **Slug flow**: the gas flows as large bullet-shaped bubbles (there are some small gas bubbles distributed throughout the liquid). This flow pattern sometimes is called *Plug flow*.
- **Churn flow**: highly unstable flow of an oscillatory nature; the liquid near the tube wall continually pulses up and down.
- **Annular flow**: the liquid travels partly as an annular film on the walls of the tube and partly as small drops distributed in the gas which flows in the center of the tube.
- **Wisy-Annular flow**: as the liquid flow rate is increased in annular flow, the concentration of drops in the gas core increases; ultimately, droplet coalescence in the core leads to large lumps or streaks (wisp) of liquid in the gas core. This flow pattern is characteristic of flows with high mass flux and was proposed by Hewitt (1982).

In addition, the word ‘**Froth**’ is sometimes used to describe a very finely divided and turbulent bubbly flow approaching an emulsion, while on other occasions it is used to describe churn flow (Chisholm, 1973).

**Horizontal and Slightly Upward Inclined Flow Patterns**

Predictions of flow patterns for horizontal flow is a more difficult problem than for vertical flow. For horizontal flow, the phases tend to separate due to differences in density, causing a form of stratified flow to be very common. This makes the heavier (liquid) phase tend to accumulate at the bottom of the pipe. When the flow occurs in a pipe inclined at some angle other than vertical or horizontal, the flow patterns take other forms. In these situations, a form of slug flow is very common. The effect of gravity on the liquid precludes stratification. The common flow patterns for horizontal and slightly upward inclined flows in a round tube are illustrated in Fig. 3. Flow patterns that appear here are more complex than those in vertical flow because the gravitational force acts normal to the direction of the flow rather than parallel to it, as was the case for the vertical flow, and this results in the asymmetry of the flow. As the quality, \( x \), is gradually increased from zero, the flow patterns obtained are:

![Flow patterns in horizontal and slightly upward inclined flow in a tube.](image)

- **Plug flow**: the individual small gas bubbles have coalesced to produce long plugs. In the literature sometimes the flow pattern observed at very low flow quality, prior to the plug flow, is referred to as *Bubbly flow*. In this situation the gas bubbles tend to flow along the top of the tube.
- **Stratified flow**: the gas-liquid interface is smooth. Note that this flow pattern does not usually occur; the interface is almost always wavy as in wavy flow.
- **Wavy flow**: the wave amplitude increases as the gas velocity increases.
- **Slug flow**: the wave amplitude is so large that the wave touches the top of the tube.
- **Dispersed Bubble flow**: many small gas bubbles are distributed uniformly across the entire tube cross section when the gas and liquid velocities are high.
Annular flow: similar to vertical annular flow except that the liquid film is much thicker at the bottom of the tube than at the top.

The term Intermittent flow is also used in the literature to refer to the presence of plug and slug flows together. Many researchers define other flow patterns, and nearly a hundred different names have been used. Many of these are merely alternative names, while others delineate minor differences in the main flow patterns. The number of flow patterns shown in Figs. 2 and 3 probably represent the minimum which can sensibly be defined. Further general details can be found in Hewitt (1982).

Flow Pattern Determination

As suggested earlier it is important in the analysis of the two-phase flow systems to classify the flow into a number of ‘flow patterns’ or ‘flow regimes’. This helps in obtaining a qualitative understanding of the flow and will also lead to better prediction methods for the various two-phase flow parameters. A detailed discussion of flow pattern determination is given by Hewitt (1978).

The most straightforward way of determining the flow pattern is to observe the flow in a transparent tube, or through a transparent window through the tube wall. However, the phenomena often occur at too high a speed for clear observation and high-speed photography or related techniques must be used. Unfortunately, even with high speed photography, it is not always possible to observe the structure of the two-phase flow clearly, due to the complex light refraction paths within the medium. In these cases X-ray photography can be very useful.

The unreliability of photographic methods in certain applications has led some researchers to seek other techniques for flow pattern categorization. The most popular of these is to insert a needle facing directly into the flow and to measure the current from the tip of this needle, through the two-phase flow, to the wall of the tube. The current is displayed on an oscilloscope and the type of response is considered to be representative of the flow pattern. For example, if no contacts are made between the needle and the wall, one may assume a continuous gas core and, thus, annular flow. High frequency interruptions of the current indicate bubble flow, and so on. Although the visual and contact methods agree reasonably well, where the flow pattern is clearly defined, discrepancies arise in the transition regions. The X-ray photography method is, therefore, more reliable in examining these regions.

Four other techniques that have shown some promise in the determination of flow pattern will be briefly introduced here, refer to Hewitt (1978) for additional details: (a) Electro-chemical measurement of wall shear stress - in heated two-phase flow, the wall shear stress measurements can be related to flow pattern; (b) X-ray fluctuations – this method uses the instantaneous measurement of void fraction, using X-ray absorption, as a means of defining the flow pattern; (c) Analysis of pressure fluctuations – measurements of fluctuating pressure have been used to identify flow pattern; and (d) Multi-beam X-ray method – this method has been effective in determining flow patterns in horizontal tubes, in this case the flow is asymmetric and the distribution of void fraction can give important clues about the flow pattern.

Due to multitude of flow patterns and the various interpretations accorded to them by different investigators, the general state of knowledge on flow patterns is unsatisfactory and no uniform procedure exists at present for describing and classifying them.

Flow Pattern Maps

Flow pattern map is an attempt, on a two-dimensional graph, to separate the space into areas corresponding to the various flow patterns. Simple flow pattern maps use the same axes for all flow patterns and transitions. Complex flow pattern maps use different axes for different transition regions. The following are examples of some common flow pattern maps in the literature.

Vertical Flow Pattern Maps

The commonly recommended map for gas-liquid upward vertical flow is the Hewitt and Roberts (1969) map. On this map (Fig. 4), each coordinate is the superficial momentum fluxes for the respective phases. The Hewitt and Roberts (1969) map works reasonably well for air-water and steam-water systems. However, the transitions between the neighbor flow regimes appear as lines, which actually occur over a range of given coordinate terms. Thus, the transitions should be rather interpreted as broad bands than as lines (Whalley, 1996; Kim, 2000).

Horizontal Flow Pattern Maps

Taitel and Dulker (1976) introduced theoretical models for determining transition boundaries of five flow regimes in horizontal and near horizontal two-phase gas-liquid flow. The theory was developed in dimensionless form, and the flow regime boundaries were introduced as a function of four dimensionless parameters. One is the Martinelli parameter, X, and the rest of them are defined as follows:

\[
T = \left( \frac{|dp/dz|}{\rho_g g \cos \theta} \right)^{1/2}
\]  
\[
F = \frac{\rho_g}{\rho_L - \rho_g} \sqrt{\frac{\mu_{SL}}{D \rho g \cos \theta}}
\]  
\[
K = F \left( \frac{D \mu_{SL}}{v_L} \right)^{1/2} = F Re^{1/2}
\]  

The theoretically located transition boundaries between adjacent regimes for horizontal tubes were shown as a generalized two-dimensional map (see Fig. 5).
Weisman et al. (1979) studied the effects of fluid properties (liquid viscosity, liquid density, interfacial tension, and gas density) and pipe diameters [1.27cm to 5.08cm (0.5in to 2in) I.D.] on two-phase flow patterns in horizontal pipes. The flow pattern data resulted in an overall flow pattern map (see Fig. 6) in terms of $u_{SG}$ and $u_{SL}$, and dimensionless correlations were introduced in order to predict the transition boundaries.

Spedding and Nguyen (1980) provided flow regime maps for conditions from vertically downward to vertically upward flow based on air-water flow data. Among 11 flow pattern maps provided, the flow pattern map for horizontal flow shows four main flow patterns (stratified flow, bubble and slug flow, droplet flow and mixed flow) and further 13 flow pattern subdivisions of the main flow patterns (see Fig. 7).

**Slightly Upward Inclined Flow Pattern Maps**

Small tube inclination angles are common in industrial applications, such as pipelines on the sea bed or passing over hilly terrain. There are very few flow pattern data and flow pattern maps available in the literature for tubes with small angles of inclination. There are some data available for steeply inclined tubes. However, most of the available information is for vertical or horizontal tubes. The very limited available information on tubes with small angles of inclination shows that inclination angle in certain cases does influence the flow patterns. For example, the study of Barnea et al. (1980) showed that the boundary of the stratified–intermittent transition changed dramatically with small angles of inclination. In contrast, according to Hewitt (1982), the boundaries of the intermittent–dispersed-bubble and annular–intermittent transitions were not changed much with small angles of inclination. Later on in this paper we will present some of the results of our study for upward inclination angles of 2°, 5°, and 7°. Flow pattern maps for these small inclination angles are not available in the literature.

**Measurement Techniques**

In non-boiling heat transfer in two-phase flow in pipes there are three parameters of significance. These include pressure drop, void fraction, and heat transfer coefficient. In this section the types of methods employed for the measurement of these primary parameters will be briefly discussed, see Hewitt (1982) for further details.

**Measurement of Pressure Drop**

In two-phase flow, measurement of pressure drop presents special difficulties because of possible ambiguities of the content of the lines joining the tapping points to the measuring device. Another problem is that of pressure drop fluctuations, which tend to be quite large in two-phase systems. A further area of difficulty is that of making pressure drop measurements in heated systems, particularly systems that are Joule-heated. Among the most important techniques available for measuring pressure drop are:

1. **Pressure drop measurement using fluid/fluid manometers** – to determine the pressure difference from the manometer difference, the density of the fluid in the tapping lines must be known. In practice, this means that the lines must be filled with either single-phase gas or single-phase liquid. Unfortunately, the content of the lines can become two-phase by a variety of mechanisms such as: changes in pressure drop, condensation or evaporation in the lines, or pressure fluctuations in the tube. Generally improved performance can be obtained by purging the lines continuously with liquid.

2. **Pressure drop measurement using subtraction of signals from two locally mounted pressure transducers** – if a very rapid response is required, then this method is the only feasible technique to use. The most obvious problem with this method is that signals from two separate instruments are being measured and subtracted, and this obviously increases error. Special care has to be taken in calibrating the transducers and in ensuring that the outputs are properly converted to the required pressure drop.

3. **Pressure drop measurement using differential pressure transducers** – the reluctance-type and strain-gauge-type transducers are most often used in theses applications. These types of transducers have a sensitivity of about 0.1% to 0.3% full scale, a response time of about 10 to 200 µs and are very stable. Since differential pressure transducers are operated with tapping lines, all the problems with tapping lines described in the context of manometers also apply in this case.
Measurement of Void Fraction

In two-phase flow, void fraction measurement is important in the calculation of pressure gradients and is relevant to the calculation of the amount of liquid and gas present in a system. There are numerous methods that have been proposed for the measurement of void fractions. For practical purposes, there are four main types of void fraction measurement:

1. **Pipe-average measurements** - the average void fraction is required over a full section of pipe. A convenient and practical method for obtaining pipe-average measurements is the use of quick-closing valves. In this method, valves (which can be quickly and simultaneously operated) are placed at the beginning and end of a section of pipe over which the void fraction is to be determined. At the appropriate moment, the valves are actuated and the liquid phase trapped in the pipe is drained and its volume measured. Since the pipe volume is known or can be estimated, the pipe-average void fraction can be found. The valves can be linked mechanically or they can be operated by hand. For high pressure systems, solenoid valves may be used.

2. **Cross-sectional average measurements** – the average void fraction is sought over a given pipe cross section. This can be achieved by using traversable single-beam radiation absorption methods, multibeam radiation absorption techniques, or neutron-scattering techniques.

3. **Chordal-average void fraction measurements** – the average void fraction is measured across the diameter of a pipe. This type of measurement is usually achieved by means of radiation absorption methods.

4. **Local void fraction measurements** – in this case void fraction is measured at a particular position within the pipe using local optical or electrical void probes. Usually, this void fraction is a time average at a point.

Measurement of Heat Transfer Coefficient

The heat transfer coefficient (defined as the ratio of the heat flux from a surface to the difference between the surface temperature and a suitably defined fluid bulk temperature) is of great importance in two-phase flow systems. For non-boiling heat transfer in gas-liquid flow in pipes, the most accepted and practical method of heat transfer coefficient measurement is the use of direct electrical heating with external thermocouples. In this method, alternating or direct current is fed through low-resistance leads and current clamps to the test section, which, typically, is a stainless steel tube through which the current passes. The power generation in the tube is determined by the product of the measured current that passes through the tube and the voltage drop across the tube. The power may be distributed nominally uniform if the wall thickness is uniform, but nonuniform axial and circumferential flux distributions are possible through the use of variable wall thickness. Usually, the temperature is measured on the outside of the tube wall with a thermocouple; the thermocouple junction is electrically insulated from the tube wall, using an epoxy adhesive with high thermal conductivity and electrical resistivity. The local inside wall temperature and the local peripheral inside wall heat flux is then calculated from measurements of the outside wall temperature, the heat generation within the pipe wall, and the thermophysical properties of the pipe material (electrical resistivity and thermal conductivity). From the local inside wall temperature, the local peripheral inside wall heat flux, and the local bulk temperature, the local peripheral heat transfer coefficient can be calculated. An example of the application of this method is the finite-difference based interactive computer program developed by Ghajar and Zurigat (1991). A brief description of the finite-difference formulation and the equations used in the program, and the program’s capabilities will be presented next.

**Finite Difference Formulation**

The numerical solution of the conduction equation with internal heat generation and variable thermal conductivity and electrical resistivity was based on the following assumptions (Ghajar and Zurigat, 1991):

1. Steady-state conditions exist.
2. Peripheral and radial wall conduction exists.
3. Axial conduction is negligible.
4. The electrical resistivity and thermal conductivity of the tube wall are functions of temperature.

Based on the above assumptions, the expressions for calculation of the local inside wall temperatures, heat flux, and local and average peripheral heat transfer coefficients are presented next.

**Calculation of the Local Inside Wall Temperature and the Local Inside Wall Heat Flux**

The heat balance on a segment of the tube wall at any particular cross-sectional average measurement is usually achieved by means of radiation absorption methods.

**Local Inside Wall Temperature**

The heat balance on a segment of the tube wall at any particular position within the pipe using local optical or electrical void probes. Usually, this void fraction is a time average at a point.
The heat generated in the \((i,j)\) elemental volume is given by:

\[
\dot{q}_g = I^2 R
\]  (44)

Substituting \(R = \gamma l / A\) and \(A = (2\pi r_i / N_{TH}) \Delta r\) into Eq. (44) gives:

\[
\dot{q}_g = I^2 \frac{\gamma z_0}{(2\pi r_i / N_{TH}) \Delta r}
\]  (45)

Substituting Eqs. (40) to (43) and (45) into Eq. (38) and solving for \(T_{in}\) gives:

\[
T_{in} = T_{in} - \frac{\Delta N_{TH} (r_{in} - T_{in})}{2\pi r_i N_{TH}} \left\{ l_i + l_{i+1} \right\}
\]

Equation (46) was used to calculate the temperature of the interior nodes. In this equation, the thermal conductivity and electrical resistivity of each node’s control volume were determined as a function of temperature from the following equations for 316 stainless steel (Ghajar and Zurigat, 1991):

\[
k = 7.27 + 0.0038 T
\]  (47)

\[
\gamma = 27.67 + 0.0213 T
\]  (48)

where \(T\) is in °F, \(k\) is in Btu/hr-ft-°F, and \(\gamma\) is in µΩ-in. Once the local inside wall temperatures were calculated from Eq. (46), the local peripheral inside wall heat flux could be calculated from the heat balance equation [see Eq. (38)].

**Calculation of the Local Peripheral and Local Average Heat Transfer Coefficients**

From the local inside wall temperature, the local peripheral inside wall heat flux and the local bulk fluid temperature, the local peripheral heat transfer coefficient could be calculated as follows:

\[
h = \frac{\dot{q}^*}{(T_{in} - T_B)}
\]  (49)

Note that, in this analysis, it was assumed that the bulk temperature increases linearly in the pipe from the inlet to the outlet according to the following equation:

\[
T_B = T_{in} + \frac{(T_{out} - T_{in})}{L}
\]  (50)

The local average heat transfer coefficient at each station is calculated by the following equation:

\[
\bar{h}_k = \frac{\dot{q}_k}{(\frac{1}{2} T_{in} + (T_B - T_{in})/2)}
\]  (51)

where \(k\) is the index of a thermocouple station.

**Overall Mean Heat Transfer Coefficient**

The local average peripheral values for inside wall temperature, inside wall heat flux, and heat transfer coefficient were then obtained by averaging all the appropriate individual local peripheral values at each axial location. The large variation in the circumferential wall temperature distribution, which is typical for two-phase gas-liquid flow in vertical, horizontal and slightly inclined tubes, leads to different heat transfer coefficients depending on which circumferential wall temperature was selected for calculations. In two-phase flow, in order to overcome the unbalanced circumferential heat transfer coefficient, Eq. (52) is recommended for calculation of the overall mean two-phase heat transfer coefficient, \(h_{TP}\):

\[
h_{TP} = \frac{1}{N_p} \sum_k \bar{h}_k
\]  (52)

where \(N_p\) is the number of all thermocouple stations and \(k\) is the index of a thermocouple station.

**Physical Properties of the Working Fluids**

The computer program developed by Ghajar and Zurigat (1991) also calculates the pertinent fluid flow and heat transfer dimensionless numbers. For this purpose the physical properties of the working fluids are needed. For example, for non-boiling two-phase heat transfer in air-water flow in pipes, the physical property correlations provided in Table 1 are recommended. Physical property expressions for other working fluids can easily be incorporated into the computer program.

| Fluid | Equation for the Physical Property \((T = \text{Temperature in °F except where noted})\) | Range of Validity & Accuracy |
|-------|---------------------------------------------------------------|----------------------------|
| Air   | \(\rho (\text{lb/ft}^3) = \rho/RT\) where \(\rho\) is in lb/ft\(^3\), \(T\) is in °F, and \(R = 53.34 \text{ ft-lb/lb}_m \text{ °R}\) | \(\rho \leq 150\) psi |
|       | \(c_p (\text{Btu/lbm} \text{ °F}) = 7.540 \times 10^6 T + 0.2401\) | \(-10 \leq T \leq 242, 0.2\%\) |
|       | \(\mu (\text{lb/ft} \text{ hr}) = 2.637 \times 10^5 T^2 + 6.819 \times 10^4 T + 0.03936\) | \(-10 \leq T \leq 242, 0.1\%\) |
|       | \(k (\text{Btu/hr} \text{ °F}) = -6.154 \times 10^5 T^2 + 2.591 \times 10^4 T + 0.01313\) | \(-10 \leq T \leq 242, 0.2\%\) |
| Water | \(\rho (\text{lb/ft}^3) = (2.101 \times 10^5 T^2 - 1.303 \times 10^5 T + 0.01602)^{\gamma}\) | \(32 \leq T \leq 212, 0.1\%\) |
|       | \(c_p (\text{Btu/lbm} \text{ °F}) = 1.337 \times 10^4 T^2 - 3.374 \times 10^3 T + 1.018\) | \(32 \leq T \leq 212, 0.3\%\) |
|       | \(\mu (\text{lb/ft} \text{ hr}) = (1.207 \times 10^4 T^2 + 3.863 \times 10^3 T + 0.946)^{\gamma}\) | \(32 \leq T \leq 212, 1.0\%\) |
|       | \(k (\text{Btu/hr} \text{ °F}) = 4.722 \times 10^4 T + 0.3149\) | \(32 \leq T \leq 212, 0.2\%\) |
Data Reduction

The computer program developed by Ghajar and Zurigat’s (1991) can also be used to reduce the experimental data obtained for non-boiling two-phase heat transfer in gas-liquid flow in pipes under uniform wall heat flux boundary conditions. As will be discussed in the next section, at Oklahoma State University’s Heat Transfer Laboratory, we have used this computer program to reduce our air-water non-boiling heat transfer experimental data. The data reduction portion of the program reads a raw data file for a test run and then proceeds to perform all the required calculations. The results of the data reduction are saved in an output file for that particular test run. Figure 9 shows the data reduction results for the case of air-water slug flow in a uniformly heated horizontal pipe. As can be seen from Fig. 9, the output file has four distinct sections to it. The first part of the output provides a detailed summary of the specifics of a test run, the second part gives the details of the pertinent heat transfer and flow information at each thermocouple station, the third part provides additional details at each thermocouple station that is more suited for the development of heat transfer correlations, and finally the forth and the last part of the output gives information about the flow parameters that are typically used in determination of flow patterns through established flow maps.

| RUN NUMBER 4649 | FLOW PATTERN: S | Air-Water Two-phase Heat Transfer |
|-----------------|----------------|----------------------------------|
| Test Date: 01-04-2004 | SI UNIT VERSION |                                  |
| LIQUID VOLUMETRIC FLOW RATE | 1.351 [m^3/hr] |
| GAS VOLUMETRIC FLOW RATE | 3.086 [m^3/hr] |
| LIQUID MASS FLOW RATE | 1351.36 [kg/hr] |
| GAS MASS FLOW RATE | 4.777 [kg/hr] |
| LIQUID V SL | 0.615 [m/s] |
| GAS V SG | 1.406 [m/s] |
| ROOM TEMPERATURE | 14.48 [°C] |
| INLET TEMPERATURE | 13.36 [°C] |
| OUTLET TEMPERATURE | 14.32 [°C] |
| AVG REFERENCE GAS PRESSURE | 26149.74 [Pa] |
| AVG LIQUID RESL | 14670 |
| AVG GAS RESL | 3399 |
| AVG LIQUID PR | 0.712 |
| AVG GAS PR | 3.302 |
| AVG LIQUID DENSITY | 1000.3 [kg/m^3] |
| AVG GAS DENSITY | 1.548 [kg/m^3] |
| AVG LIQUID SPECIFIC HEAT | 4.200 [kJ/kg-°K] |
| AVG GAS SPECIFIC HEAT | 1.007 [kJ/kg-°K] |
| AVG LIQUID VISCOSITY | 116.92e-05 [Pa-sec] |
| AVG GAS VISCOSITY | 17.84e-06 [Pa-sec] |
| AVG LIQUID CONDUCTIVITY | 0.256 [W/m-K] |
| AVG GAS CONDUCTIVITY | 25.24e-03 [W/m-K] |
| CURRENT TO TUBE | 460.51 [A] |
| VOLTAGE DROP IN TUBE | 3.56 [V] |
| AVG HEAT FLOW | 7089.12 [W/m^2] |
| Q = AMP*VOLT | 1639.27 [W] |
| Q = M*C*(T2 -T1) | 1512.20 [W] |
| HEAT BALANCE ERROR | 7.75 [%] |

Table 9. Date reduction program’s output file for a test run.
Experimental data with a limited range of variables and liquid-gas identified heat transfer correlations were based on a small set of validity of these correlations and their ranges of applicability have comprehensive literature search was carried out and a total of 38 phase flow in vertical and horizontal pipes have been published over non-boiling forced convective heat transfer during gas-liquid two-phase flow heat transfer correlations. In assessing the ability of the identified experimental studies. In assessing the ability of the 20 required information for the correlations was not available through two-phase flow heat transfer correlations were not tested, since the other two data sets are for limited flow patterns (slug and annular) within horizontal pipes. The experimental data included five different liquid-gas combinations (water-air, glycerin-air, silicone-air, water-helium, water-Freon 12), and covered a wide range of variables, including liquid and gas flow rates and properties, flow patterns, pipe sizes, and pipe inclination. Five of these experimental data sets are concerned with a wide variety of flow patterns in vertical pipes and the other two data sets are for limited flow patterns (slug and annular) within horizontal pipes. Comparison of Non-Boiling Two-Phase Heat Transfer Correlations with Experimental Data Numerous heat transfer correlations and experimental data for non-boiling forced convective heat transfer during gas-liquid two-phase flow in vertical and horizontal pipes have been published over the past 50 years. In a study published by Kim et al. (1999), a comprehensive literature search was carried out and a total of 38 two-phase flow heat transfer correlations were identified. The validity of these correlations and their ranges of applicability have been documented by the original authors. In most cases, the identified heat transfer correlations were based on a small set of experimental data with a limited range of variables and liquid-gas combinations. In order to assess the validity of those correlations, they were compared against seven extensive sets of two-phase flow non-boiling heat transfer experimental data available from the literature, for vertical and horizontal tubes and different flow patterns and fluids. For consistency, the validity of the identified heat transfer correlations were based on the comparison between the predicted and experimental two-phase heat transfer coefficients meeting the ±30% criterion. A total of 524 data points from the five available experimental studies (see Table 2) were used for these comparisons. The experimental data included five different liquid-gas combinations (water-air, glycerin-air, silicone-air, water-helium, water-Freon 12), and covered a wide range of variables, including liquid and gas flow rates and properties, flow patterns, pipe sizes, and pipe inclination. Five of these experimental data sets are concerned with a wide variety of flow patterns in vertical pipes and the other two data sets are for limited flow patterns (slug and annular) within horizontal pipes. Tables 3 and 4 show 20 of the 38 heat transfer correlations that were identified in the study of Kim et al. (1999). The rest of the two-phase flow heat transfer correlations were not tested, since the required information for the correlations was not available through the identified experimental studies. In assessing the ability of the 20 identified heat transfer correlations, their predictions were compared with the seven sets of experimental data, both with and without considering the restrictions on $R_{SG}$ and $u_{SG}/u_{SL}$ accompanying the correlations.
For the limited experimental data in horizontal pipes (see Table 2), the correlation of Shah (1981) was the only correlation that performed well in predicting the annular flow data of Pletcher (1966). However, the experimental data of King (1952) for slug flow in a horizontal pipe were predicted very well by five of the identified heat transfer correlations. Figure 10 shows how well the correlations of Chu and Jones (1980), King (1952), Kudirka et al. (1965), Martin and Sims (1971), and Ravipudi and Godbold (1978) predicted the data of King (1952).

For the vertical flow experimental data of Vijay (1978), see Table 2, the results indicate that, for bubbly, froth, annular, bubbly-froth, and froth-annular flow patterns, several of the heat transfer correlations did a very good job of predicting his air-water experimental data. However, for slug, slug-annular, and annular-mist flows, only one correlation for each flow pattern provided good predictions. Considering the performance of the correlations for all flow patterns and keeping in mind the values of the overall mean and rms deviations, four heat transfer correlations were recommended for this set of experimental data. These are the correlation of Knott et al. (1959) for bubbly, froth-froth, and froth-annular flow patterns; the correlation of Ravipudi and Godbold (1978) for annular, slug-annular, froth-annular, and annular-mist flow patterns; the correlation of Chu and Jones (1980) for annular, bubbly-froth, slug-annular and froth-annular flow patterns; and the correlation of Aggour (1978) for bubbly and slug flow patterns. As an example, Figure 11 shows how well the recommended correlation of Knott et al. (1959) performed with respect to the air-water experimental data of Vijay (1978). From the comparison results, it was concluded that only a few of the tested heat transfer correlations were capable of accurately predicting the glycerin-air experimental data of Vijay (1978) in a vertical tube. Considering the overall performance of the correlations for all flow patterns, only the correlation of Aggour

**Table 2.** Ranges of the experimental data used in the study of Kim et al. (1999).

| Type          | Range of Experimental Data | Ranges of the Experimental Data Used in the Study of Kim et al. (1999) |
|---------------|-----------------------------|---------------------------------------------------------------------|
| Water-Air     | Vertical                    | 16.71 ≤ m < 164.0 (bpm/hr) ≤ 8996                                 |
|               | Data (139 Points) of Vijay (1978) | 0.058 ≤ m < 0.207 (bpm/hr) ≤ 216.82                               |
|               |                             | 0.007 ≤ Re < 4.034                                            |
|               |                             | 0.061 ≤ f < 1.4 (psi/ft) ≤ 17,048                              |
|               |                             | 5.50 ≤ Pr < 5.98                                             |
|               |                             | 101.5 ≤ h (Btu/ft²°F) ≤ 7042.3                               |
| Glycerin-Air  | Vertical                    | 100.5 ≤ m < 12,425                                            |
|               | Data (57 Points) of Vijay (1978) | 0.085 ≤ m < 0.079 (bpm/hr) ≤ 59,302                            |
|               |                             | 0.15 ≤ Re < 407,905                                          |
|               |                             | 1,317 ≤ f < 20.02                                            |
|               |                             | 6,070.04 ≤ Pr < 6,692.600                                     |
|               |                             | 54.84 ≤ h (Btu/ft²°F) ≤ 159,91                                 |
| Silicone-Air  | Vertical                    | 17.3 ≤ m < 196                                               |
|               | Data (162 Points) of Ravipudi et al. (1987) | 0.07 ≤ m < 0.367 (bpm/hr) ≤ 157.26                            |
|               |                             | 74.26 ≤ Re < 8,113                                           |
|               |                             | 0.037 ≤ f < 9.767                                            |
|               |                             | 61.0 ≤ Pr < 76.5                                             |
|               |                             | 29.9 ≤ h (Btu/ft²°F) ≤ 683.0                                  |
| Water-Helium  | Vertical                    | 267.0 ≤ m < 1,896                                            |
|               | Data (53 Points) of Aggour (1978) | 0.020 ≤ m < 0.367 (bpm/hr) ≤ 33.7                            |
|               |                             | 0.16 ≤ Re < 796.6                                            |
|               |                             | 0.3 ≤ f < 13.2                                              |
|               |                             | 5.78 ≤ Pr < 7.0                                              |
|               |                             | 794.8 ≤ h (Btu/ft²°F) ≤ 6,661                                  |
| Water-Flour 12| Vertical                    | 267.0 ≤ m < 1,896                                            |
|               | Data (44 Points) of Aggour (1978) | 0.84 ≤ m < 0.207 (bpm/hr) ≤ 206.59                            |
|               |                             | 0.16 ≤ Re < 226.5                                           |
|               |                             | 0.04 ≤ f < 4.92                                              |
|               |                             | 5.63 ≤ Pr < 6.9                                              |
|               |                             | 800 ≤ h (Btu/ft²°F) ≤ 4,434                                  |
| Water-Air     | Horizontal                  | 0.009 ≤ m < 0.030 (bpm/sec) ≤ 0.3876                        |
|               | Data (48 Points) of Pletcher (1966) | 0.22 ≤ Re < 0.265 (bpm/hr) ≤ 26.35                           |
|               |                             | 0.41 ≤ f < 0.180                                             |
|               |                             | 0.73 ≤ φ < 68.0                                             |
|               |                             | 7,372 ≤ g (Btu/ft²°F) ≤ 1,1077                               |
|               |                             | 433 ≤ h (Btu/ft²°F) ≤ 3,043.8                                |
| Water-Air     | Horizontal                  | 1,375 ≤ m < 6,640                                            |
|               | Data (21 Points) of King (1952) | 1,570 ≤ Re < 8,420                                          |
|               |                             | 136.8 ≤ Re < 144.8                                          |
|               |                             | 1,027 ≤ f < 22,403                                          |
|               |                             | 3.13 ≤ h < 3.34                                             |

Figure 10. Comparison of selected correlations with King (1952) slug flow air-water experimental data in a horizontal pipe.
(1978) is recommended for this set of experimental data. For the silicone-air experimental data of Rezkallah (1987) in a vertical tube, a few of the correlations predicted the experimental data reasonably well. Again, considering the overall performance of the correlations for all flow patterns and the values of the mean and \( \text{rms} \) deviations, only three of the tested heat transfer correlations were recommended. These are the correlation of Rezkallah and Sims (1987) for bubbly, slug, churn, bubbly-slug, bubbly-froth, slug-churn, and churn-annular flow patterns; the correlation of Kavipudi and Godbold (1978) for churn, annular, bubbly-slug, slug-churn, churn-annular and froth-annular flow patterns; and the correlation of Shah (1981) for bubbly, froth, bubbly-froth, froth-annular, and annular-mist flow patterns. Figure 12 provides a comparison of the predictions of Shah (1981) correlation with the silicone-air experimental data of Rezkallah (1987). For the water-helium experimental data of Aggour (1978) in a vertical tube, several correlations predicted the experimental data fairly well. Considering not only the overall performance of the correlations for all flow patterns but also the values of the mean and \( \text{rms} \) deviations, three of the tested heat transfer correlations were recommended. These were the correlation of Chu and Jones (1980) for bubbly, froth, and bubbly-slug flow patterns; the correlation of Knott et al. (1959) for all of the main flow patterns (bubbly, slug, froth, and annular) and slug-annular transitional flow; and the correlation of Shah (1981) for bubbly, froth, and annular-mist flow patterns. Figures 13 and 14 show the comparison between the predictions of Chu and Jones (1980) and Shah (1981) correlations with the water-helium experimental data of Aggour (1978). With respect to the water-Freon 12 experimental data of Aggour (1978), several of the tested heat transfer correlations were capable of predicting the experimental data with good accuracy. Considering the overall performance of the correlations for all flow patterns and also the mean and \( \text{rms} \) deviations, three of the tested correlations demonstrated good accuracy in predicting all of the main flow patterns (bubbly, slug, froth, and annular) and slug-annular transitional flow. These were the correlation of Aggour (1978), the correlation of Martin and Sims (1971), and the correlation of Rezkallah and Sims (1987). Figure 15 shows the performance of the predictions of Martin and Sims (1971) correlation with the water-Freon 12 experimental data of Aggour (1978) in a vertical pipe.
The results comparing the twenty identified non-boiling heat transfer correlations (see Table 3) and the seven sets of experimental data (see Table 2) are summarized in Table 5 for major flow patterns in vertical and horizontal pipes and Table 6 for transitional flow patterns in vertical pipes. The shaded cells of Tables 5 and 6 indicate the correlations that best satisfied the ±30% two-phase heat transfer coefficient criterion that was set. There were no remarkable differences for the recommendations of the heat transfer correlations based on the results with and without the restrictions on $Re_{SL}$ and $u_{SG}/u_{SL}$, except for the correlations of Chu and Jones (1980) and Ravipudi and Godbold (1978), as applied to the air-water experimental data of Vijay (1978). Based on the results without the authors' restrictions, the correlation of Chu and Jones (1980) was recommended for only annular, bubbly-froth, slug-annular, and froth-annular flow patterns; and the correlation of Ravipudi and Godbold (1978) was recommended for only annular, slug-annular, and froth-annular flow patterns of the vertical tube water-air experimental data. However, considering the $Re_{SL}$ and $u_{SG}/u_{SL}$ restrictions, the correlation of Chu and Jones (1980) was recommended for all vertical tube air-water flow patterns including transitional flow patterns except the annular-mist flow pattern; and the correlation of Ravipudi and Godbold (1978) was recommended for slug, froth, and annular flow patterns and for all of the transitional flow patterns of the vertical water-air experimental data of Vijay (1978). With regard to air-water flow in horizontal pipes, Kim et al. (1999) recommended use of Shah (1981) correlation for annular flow, and use of the Chu and Jones (1980), Kudirka et al. (1965), and Ravipudi and Godbold (1978) correlations for slug flow (see Table 5).

### Table 3. Heat Transfer Correlations Chosen for the Study of Kim et al. (1999).

| Source | Heat Transfer Correlations | Source | Heat Transfer Correlations |
|--------|----------------------------|--------|----------------------------|
| Aggour (1978) | $h_{TP}/h_L = (1 - \alpha)^{-1/3}$ (Laminar) | Knott et al. (1959) | $h_{TP}/h_L = \left(1 + \frac{u_{SG}}{u_{SL}}\right)^{1/3}$ |
| | $Nu_L = 1.615Re_{SL}Pr_{SL}D/L^{1/3}\left(\mu_L/\mu_w\right)^{0.14}$ (L) | | where $h_L$ is from Sieded & Tate (1936) |
| | $h_{TP}/h_L = (1 - \alpha)^{-0.33}$ Turbulent | | |
| | $Nu_L = 0.0055 Re_{SL}Pr_{SL}L^{1/3}\left(\mu_L/\mu_w\right)^{0.33}$ (T) | Kudirka et al. (1965) | $Nu_{TP} = 125\left(\mu_{SG}/\mu_{SL}\right)^{2/3}\left(\mu_{IG}/\mu_{IL}\right)^{0.6} Re_{SL}^{1/2}\left(\mu_L/\mu_w\right)^{0.14}$ |
| | $Nu_{TP} = 0.43Re_{TP}Pr_{TP}^{1/3}\left(\mu_L/\mu_w\right)^{0.14} \left(\mu_L/\mu_w\right)^{0.17}$ | Martin & Sims (1971) | $h_{TP}/h_L = 1 + 0.64\left(\mu_{SG}/\mu_{SL}\right)$ |
| | $Nu_{TP} = 0.0060 \left(\frac{P_L}{P_G}\right) \left(\frac{D_Gx}{\mu_L}\right)^{0.87} \left(\mu_L/\mu_w\right)^{0.4}$ | Oliver & Wright (1964) | $Nu_L = 1.615 \left[\frac{\rho_p \Delta T}{\rho_L \rho_v \mu_p} \frac{h_{TP}}{h_L} \left(\frac{\mu_L}{\mu_w}\right)^{0.14}$ |
| | $Nu_{TP} = 0.43Re_{TP}Pr_{TP}^{1/3}\left(\mu_L/\mu_w\right)^{0.14}$ | Ravipudi & Godbold (1978) | $Nu_{TP} = 0.56\left(\mu_{SG}/\mu_{SL}\right)^{3/4} \left(\mu_{IG}/\mu_{IL}\right)^{2.0} Re_{SL}^{1.2}\left(\mu_L/\mu_w\right)^{0.14}$ |
| Dorresteijn (1970) | $h_{TP}/h_L = (1 - \alpha)^{-1/3}$ (L) | Rezkalalh & Sims (1987) | $h_{TP}/h_L = (1 - \alpha)^{-0.9}$ |
| | $Nu_L = 0.0029 Re_{SL}Pr_{SL}^{1/3}L$ | where $h_L$ is from Sieded & Tate (1936) | |
| | $Nu_{TP} = 0.5 \left(\frac{\mu_L}{\mu_w}\right)^{1/4} Re_{TP}^{7}Pr_{TP}^{1/3} \left(\mu_L/\mu_w\right)^{0.14}$ | Serizawa et al. (1975) | $h_{TP}/h_L = 1 + 462X_{TP}^{1.27}$ |
| | $Nu_{TP} = 0.029Re_{TP}Pr_{TP}^{1/4}$ | where $h_L$ is from Sieded & Tate (1936) | |
| | $Nu_{TP} = 0.5 \left(\frac{\mu_L}{\mu_w}\right)^{1/4} Re_{TP}^{7}Pr_{TP}^{1/3} \left(\mu_L/\mu_w\right)^{0.14}$ | Shah (1981) | $h_{TP}/h_L = \left(1 + \frac{u_{SG}}{u_{SL}}\right)^{1/4}$ |
| | $Nu_{TP} = 0.56\left(\mu_{SG}/\mu_{SL}\right)^{3/4} \left(\mu_{IG}/\mu_{IL}\right)^{2.0} Re_{SL}^{1.2}\left(\mu_L/\mu_w\right)^{0.14}$ | Ueda & Hanaoka (1967) | $Nu_{TP} = 0.075Re_{SL}^{0.6} \left[\mu_{IG}/\mu_{IL}\right]^{0.05} \left(\mu_L/\mu_w\right)^{0.14}$ |
| | $h_{TP}/h_L = \left[1 + \frac{u_{SG}}{u_{SL}}\right]^{1/4}$ | Vijay et al. (1982) | $h_{TP}/h_L = \left[\Delta P_{TP}/\Delta P_{SL}\right]^{0.51}$ |
| | $h_{TP}/h_L = (1 - \alpha)^{-0.33}$ Turbulent | Sieded & Tate (1936) | $Nu_{TP} = 1.615 \left[\frac{\rho_p \Delta T}{\rho_L \rho_v \mu_p} \frac{h_{TP}}{h_L} \left(\frac{\mu_L}{\mu_w}\right)^{0.14}$ |
| | $Nu_{TP} = 0.0029 Re_{SL}Pr_{SL}^{1/3}L$ | | $Nu_L = 0.0155 Re_{SL}Pr_{SL}L^{1/3}\left(\mu_L/\mu_w\right)^{0.14}$ |

Note: $\alpha$ and $R_e$ are taken from the original experimental data for this study. $Re_{SL} < 4000$ implies laminar flow, otherwise turbulent; and for Shah (1981), replace 4000 by 170. With regard to the eqns. given for Shah (1981) above, the laminar two-phase correlation was used along with the appropriate single-phase correlation, since Shah (1981) recommended a graphical turbulent two-phase correlation.
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Table 4. Limitations of the Heat Transfer Correlations Used in the Study of Kim et al. (1999) (See Nomenclature for Abbreviations).

| Source               | Fluids                        | L/D Orient. | \( \dot{m}_L / \dot{m}_G \) | \( \dot{u}_G / \dot{u}_L \) | \( \text{Re}_{SG} \) | \( \text{Re}_{SL} \) | \text{Pr} | Flow Pattern(s) |
|----------------------|-------------------------------|-------------|-----------------------------|--------------------------|----------------|----------------|--------|----------------|
| Aggour (1978)        | A-W, Helium-W, Freon12-W      | 52.1 V      | 7.5x10^{-5}-5.72x10^{-7}    | 0.02-470                 | 13.95-2.95x10^{5} | 5.78-7.04 | B, S, A, B-S, B-F, S-A, A-M |
| Chu & Jones (1980)   | W-A                           | 34 V        | 0.12-4.64                   | 540-2700                 | 16000-112000   |                | B, S, F-A |
| Davis & David (1964) | Gas-Liquid                    | H & V       |                            |                          |                |                | A, M-A |
| Dorrsteijn (1970)    | A-Oil                         | 16 V        | 0.004-4500                  |                          | 300-66000      |                | B, S, A |
| Dusseau (1968)       | A-W                           | 67 V        | 45-350                      | 0-4.29x10^{4}            | 1.4x10^{4}-4.9x10^{4} | F          |
| Elamvath et al.      | A-W                           | 86 V        | 0.3-2.5                     | 6-4.6                    | 300-14300      |                | B, S |
| Groothuis & Hendal (1959) | A-W-Gas-Oil-A | 14.3 V | 244-977                   | 1-250                    | >5000          | 1400-3500      | |
| Houghmark (1965)     | Gas-Liquid                    | H           |                            |                          |                |                | S       |
| Khoze et al. (1976)  | A-W, A-Polymethylsiloxane     | 60-80 V     |                            |                          | 4000-37000     | 3.5-210        | 4.1-90 | A              |
| King (1952)          | A-W                           | 252 H       | 0.327-7.648                 | 1570-8.28x10^{4}         | 22500-11.9x10^{4} | S          |
| Knott et al. (1959)  | Petroleum oil- Nitrogen gas    | 119 V       | 1.57x10^{-1}-1.19           | 0.1-4                    | 6.7-162        | 126-3920       | B      |
| Kudirka et al. (1965)| A-W, A-Ethylene glycol        | 17.6 V      | 1.92x10^{-4}-0.1427         | 0-0.11                   | 0.16-75        | 5.5x10^{4}, 49.5x10^{4}  | 140 @ 37.8°C | B, S, F |
| Martin & Sims (1971) | A-W                           | 17 H        |                            |                          |                |                | B, S, A |
| Oliver & Wright (1964)| A-85% Glycol, A-1.5% SCMC, A-0.5% Polyox | H           |                            |                          | 500-1800       |                | S     |
| Ravipudi & Godbold (1978)| A-W, A-Tolene, A-Benzene, A-Methanol | V           | 1-90                      | 3562-82532               | 8554-89626     | F           |
| Rezkallah & Sims (1987)| A, W, Oil, etc.; 13 Liquid-Gas combinations | 52.1 V     | 0.01-7030                  | 1.8-1.3x10^{3}           | 4.2-7000       | B, S, C, A, F, B-S, S-F, S-C, S-A, C-A, F-A |
| Serizawa et al. (1975) | A-W                          | 35 V        |                            |                          |                |                | B        |
| Shah (1981)          | A-W, Oil, Nitrogen, Glycol, etc.; 10 combinations | H & V  | 0.004-4500          | 7-170                    |                | B, S, F, F-A, M |
| Ueda & Hanaoka (1967)| A-Liquid                      | 67 V        | 9.4x10^{-4}-0.059          | 4.50                     | 4-160          | S, A          |
| Vijay et al. (1982)  | A-W, A-Glycerin, Helium-W, Freon12-W | 52.1 V | 0.005-7670               | 1.8-130000               | 5.5-7000       | B, S, F, A, M, B-F, S-A, F-A, A-M |
Table 5. Recommended correlations by Kim et al. (1999) from the general comparisons with regard to pipe orientation, fluids, and major flow patterns (see Nomenclature for abbreviations).

| Correlations with Restrictions on \( Re_{SL} \) and \( u_{SG}/u_{SL} \) | Vertical Pipe | Horizontal |
|---------------------------------------------------------------|---------------|-------------|
|                                                               | Water-Air     | Glycerin-Air | Silicone-Air | Water-Helium | Water-Freon 12 | Water-Air |
|                                                               | B S F A       | B S F A      | B S C A F    | B S F A      | B S F A        | A A A S   |
| Aggour (1978)                                                 | -V -V         | -V -V        | -V -V        | -V -V        | -V -V          | RV RV     |
| Chu & Jones (1980)                                            | RV RV RV      | R            | RV V         | RV R         | RV RV          | RV RV     |
| Knott et al. (1959)                                           | V V V R       | V V V V      | V V V V      | V V V V      | V V V V        | RV RV     |
| Kudirka et al. (1965)                                         | RV            | RV           | V RV V       | R RV V       | V RV           | RV RV     |
| Ravipudi & Godbold (1978)                                     | RV RV RV      | V RV V       | R RV V       | V RV         | RV RV          | RV RV     |
| Rezkallah & Sims (1987)                                       | RV RV         | RV RV RV     | RV V         | RV RV V      | RV RV          | RV RV     |
| Shah (1981)                                                   | V V RV        | V V V V      | V V V V      | V V V V      | V V V V        | V V V V   |

| Correlations with No Restrictions                             | Water-Air     | Glycerin-Air | Silicone-Air | Water-Helium | Water-Freon 12 | Water-Air |
|---------------------------------------------------------------|---------------|--------------|--------------|---------------|----------------|-------------|
|                                                               | B S F A       | B S F A      | B S C A F    | B S F A      | B S F A        | A A A S   |
| Aggour (1978)                                                 | N N N N N     | N N N N N    | N N N N N    | N N N N N    | N N N N N      | N N N N    |
| Chu & Jones (1980)                                            | N             | N            | N            | N            | N              | N           |
| Knott et al. (1959)                                           | N N N N N     | N N N N N    | N N N N N    | N N N N N    | N N N N N      | N N N N    |
| Kudirka et al. (1965)                                         | N             | N            | N            | N            | N              | N           |
| Martin & Sims (1971)                                          | N             | N            | N            | N            | N              | N           |
| Ravipudi & Godbold (1978)                                     | N N N N N     | N N N N N    | N N N N N    | N N N N N    | N N N N N      | N N N N    |
| Rezkallah & Sims (1987)                                       | N N N N N     | N N N N N    | N N N N N    | N N N N N    | N N N N N      | N N N N    |
| Shah (1981)                                                   | N N N N N     | N N N N N    | N N N N N    | N N N N N    | N N N N N      | N N N N    |

| Correlation Recommendations Based on Comparisons Above         | Water-Air     | Glycerin-Air | Silicone-Air | Water-Helium | Water-Freon 12 | Water-Air |
|---------------------------------------------------------------|---------------|--------------|--------------|---------------|----------------|-------------|
|                                                               | B S F A       | B S F A      | B S C A F    | B S F A      | B S F A        | A A A S   |
| Aggour (1978)                                                 | √ √           | √ √ √ √      | √ √ √ √      | √ √ √ √      | √ √ √ √        | √ √ √ √   |
| Chu & Jones (1980)                                            | √             | √ √ √ √      | √ √ √ √      | √ √ √ √      | √ √ √ √        | √ √ √ √   |
| Knott et al. (1959)                                           | √ √           | √ √ √ √      | √ √ √ √      | √ √ √ √      | √ √ √ √        | √ √ √ √   |
| Kudirka et al. (1965)                                         | √             | √ √ √ √      | √ √ √ √      | √ √ √ √      | √ √ √ √        | √ √ √ √   |
| Martin & Sims (1971)                                          | √             | √ √ √ √      | √ √ √ √      | √ √ √ √      | √ √ √ √        | √ √ √ √   |
| Ravipudi & Godbold (1978)                                     | √ √           | √ √ √ √      | √ √ √ √      | √ √ √ √      | √ √ √ √        | √ √ √ √   |
| Rezkallah & Sims (1987)                                       | √ √           | √ √ √ √      | √ √ √ √      | √ √ √ √      | √ √ √ √        | √ √ √ √   |
| Shah (1981)                                                   | √ √           | √ √ √ √      | √ √ √ √      | √ √ √ √      | √ √ √ √        | √ √ √ √   |

Note: R = Recommended correlation with the range of \( Re_{SL} \). V = Recommended correlation with the range of \( u_{SG}/u_{SL} \). N = Recommended correlation with no restrictions. √ = Recommended correlation with and without restrictions. - = Correlation that did not provide ranges for either \( Re_{SL} \) or \( u_{SG}/u_{SL} \). Correlation of Martin & Sims (1971) did not provide ranges for \( Re_{SL} \) and \( u_{SG}/u_{SL} \).
The above-recommended correlations all have the following important parameters in common: \( Re_{G}, Pr_{G}, \mu_{G}/\mu_{L} \) and either void fraction (\( \alpha \)) or superficial velocity ratio (\( u_{SG}/u_{SL} \)). It appears that void fraction and superficial velocity ratio, although not directly related, may serve the same function in two-phase heat transfer correlations. However, since there is no single correlation capable of predicting the flow for all fluid combinations in vertical pipes, there appears to be at least one parameter [ratio], which is related to fluid combinations, that is missing from these correlations. In addition, since, for the limited horizontal data available, the recommended correlations differ in most cases from those of vertical pipes, there appears to be at least one additional parameter [ratio], related to pipe orientation, that is missing from the correlations. In the next section we report on the results of our efforts in the development of a heat transfer correlation that is robust enough to span all or most of the fluid combinations, flow patterns, flow regimes, and pipe orientations.

### Development of a New Heat Transfer Correlation

In order to improve the prediction of heat transfer rate in turbulent two-phase flow, regardless of fluid combination and flow pattern, a new correlation was developed by Kim et al. (2000). The improved correlation uses a carefully derived heat transfer model which takes into account the appropriate contributions of both the liquid and gas phases using the respective cross-sectional areas occupied by the two phases.

The actual gas velocity, \( u_{G} \), can be calculated from

\[
u_{G} = \frac{\Delta G}{\rho_{G} A_{G}} = \frac{m_{G}}{\rho_{G} A_{G}} = \frac{m_{G}}{\rho_{G} \alpha \pi A} \quad (53)
\]

Similarly, for the liquid, the liquid velocity, \( u_{L} \), is defined as

### Table 6. Recommended correlations by Kim et al. (1999) from the general comparisons with regard to experimental fluids and transition flow patterns (see Nomenclature for abbreviations).

| Correlations with Restrictions on \( Re_{G} \) and \( u_{SG}/u_{SL} \) | Water-Air | Glycerin-Air | Silicone-Air | Water-Helium | Water-Freon 12 |
|---|---|---|---|---|---|
| Aggour (1978) | -V | -V | -V | -V | -V |
| Martin & Sims (1971) | N | N | N | N | N |

| Correlations with No Restrictions Based on Comparisons Above | Water-Air | Glycerin-Air | Silicone-Air | Water-Helium | Water-Freon 12 |
|---|---|---|---|---|---|
| Aggour (1978) | √ | √ | √ | √ | √ |
| Martin & Sims (1971) | √ | √ | √ | √ | √ |

Note: \( R = \) Recommended correlation with the range of \( Re_{G} \), \( V = \) Recommended correlation with the range of \( u_{SG}/u_{SL} \). \( \checkmark = \) Recommended correlation with no restrictions. \( \checkmark = \) Correlation that did not provide ranges for either \( Re_{G} \) or \( u_{SG}/u_{SL} \). Correlation of Martin & Sims (1971) did not provide ranges for \( Re_{G} \) and \( u_{SG}/u_{SL} \).
The total gas-liquid two-phase heat transfer is assumed to be the sum of the individual single-phase transfers of the gas and liquid, weighted by the volume of each phase present

\[ h_{GP} = (1 - \alpha) h_{L} + \alpha h_{G} = (1 - \alpha) h_{L} \left[ 1 + \frac{\alpha}{1 - \alpha} \left( \frac{h_{G}}{h_{L}} \right) \right] \]  

(55)

There are several well-known single-phase heat transfer correlations in the literature. In this study the Sieder and Tate (1936) equation was chosen as the fundamental single-phase heat transfer correlation because of its practical simplicity and proven applicability (see Table 3). Based on this correlation, the single-iteration correlation, the Reynolds number needed in that single-phase correlation, the following relationship is used to evaluate the in-situ Reynolds number (liquid phase) rather than the superficial Reynolds number \((R_{el})\) as commonly used in the correlations of the available literature [see Kim et al. (1999)]:

\[ R_{el} = \left( \frac{\rho_{G} D}{\mu_{G}} \right) = \frac{\alpha m_{L}}{\mu_{L}} \frac{1}{\sqrt{1 - \alpha} \mu_{G} D} \]  

(63)

Any other well-known single-phase turbulent heat transfer correlation could have been used in place of the Sieder and Tate (1936) correlation. The difference resulting from the use of a different single-phase heat transfer correlation will be absorbed during the determination of the values of the leading coefficient and exponents on the different parameters in Eq. (62).

In the next section the proposed heat transfer correlation, Eq. (62), will be tested with four extensive sets of vertical flow two-phase heat transfer data available from the literature (see Table 2) and a new set of horizontal flow two-phase heat transfer data obtained by Kim and Ghajar (2002). The values of the void fraction \((\alpha)\) used in Eq. (62) were either directly taken from the original experimental data sets (if available) or were calculated based on the equation provided by Chisholm (1973), which can be expressed as:

\[ \alpha = 1 + K \left( \frac{(\rho_{L}/\rho_{G})^{1/2}}{\rho_{G}} \right) \]  

(64)

where \(K = (\rho_{L}/\rho_{G})^{1/2} \) and \(\rho_{G} = (1 - \alpha)(\rho_{L} + \alpha \rho_{G})\).

Robust Heat Transfer Correlation for Turbulent Gas-Liquid Flow in Vertical and Horizontal Pipes

Correlation for Vertical Flow

To determine the values of leading coefficient and the exponents in Eq. (62), Kim et al. (2000) used four sets of experimental data available in the open literature (see the first column in Table 7) for vertical pipe flow. The ranges of these four sets of experimental data can be found in Table 2. The experimental data (a total of 255 data points) included four different liquid-gas combinations (water-air, silicone-air, water-helium, water-Freon 12), and covered a wide range of variables, including liquid and gas flow rates, properties, and flow patterns. The selected experimental data were only for turbulent two-phase heat transfer data in which the superficial Reynolds numbers of the liquid \((R_{el})\) were all greater than 4000. Table 7 and Fig. 16 provide the details of the correlation and how well the proposed correlation predicted the experimental data. The proposed general correlation predicted the non-boiling heat transfer coefficients for the 255 experimental data points of vertical flow with an overall mean deviation of about 2.5%, an rms deviation of about 12.8%, and a deviation range of −65% to 40%. About 83% of the data (212 data points) were predicted with less than ±15% deviation, and about 96% of the data (245 data points) were predicted with less than ±30% deviation. The results clearly show that the proposed heat transfer correlation is robust and can be applied to turbulent liquid-gas flow in vertical pipes with different fluid flow patterns and fluid combinations.
Table 7. Summary of the values of the leading coefficient and exponents in the general correlation, eq. (62), the results of prediction, and the parameter range of the correlation for vertical flow (Kim et al., 2000).

| Fluids (Re < 4000) | Value of C and Exponents (m, n, p, q) | mean Dev. [%] | rms Dev. [%] | No. of Data within ±30% | Dev. range [%] | Range of Parameter |
|-------------------|-------------------------------------|---------------|--------------|------------------------|---------------|-------------------|
| All 255 data points | C: 2.54, m: 12.78, n: 245, p: -64.7, q: to 39.6 | | | | | |
| Water-Air 105 data points | C: 3.53, m: 12.98, n: 98, p: -35.0, q: to 39.6 | | | | | |
| Silicone-Air 56 data points | C: 5.25, m: 7.77, n: 56, p: -7.3, q: to 12.13 | | | | | |
| Water-Helium 50 data points | C: -1.66, m: 15.68, n: 48, p: -64.7, q: to 32.2 | | | | | |
| Water-Freon12 44 data points | C: 1.51, m: 13.74, n: 43, p: -24.5, q: to 33.0 | | | | | |

Figure 16. Comparison of the predictions by the general correlation, eq. (62) with the experimental data for vertical flow (255 data points).

Correlation for Horizontal Flow

To continue the validation of the proposed heat transfer correlation, Eq. (62), and apply it to two-phase heat transfer data in horizontal pipes, Kim and Ghajar under took the study reported in Kim and Ghajar (2002). As mentioned before, there is very limited horizontal pipe flow two-phase heat transfer data available from the open literature. In order to achieve the validation process successfully, a reliable two-phase heat transfer experimental setup was built, and experimental horizontal heat transfer two-phase flow data for different flow patterns were obtained. Details of the experimental setup and the data reduction procedure will be presented in the next section. For additional details on the experiments performed and the data collected for this segment of the paper, refer to Kim and Ghajar (2002).

To determine the values of leading coefficient and the exponents in Eq. (62), the horizontal pipe flow experimental data of Kim and Ghajar (2002) were used. Table 8 and Fig. 17 provide the details of the open literature. In order to achieve the validation process successfully, a reliable two-phase heat transfer experimental setup was built, and experimental horizontal heat transfer two-phase flow data for different flow patterns were obtained. Details of the experimental setup and the data reduction procedure will be presented in the next section. For additional details on the experiments performed and the data collected for this segment of the paper, refer to Kim and Ghajar (2002).

Table 8. Summary of the values of the leading coefficient and exponents in the general correlation, eq. (62), the results of prediction, and the parameter range of the correlation for horizontal flow (Kim & Ghajar, 2002).

| Experimental Data (Kim & Ghajar, 2002) | Value of C and Exponents (m, n, p, q) | mean Dev. [%] | rms Dev. [%] | No. of Data within ±30% | Dev. range [%] | Range of Parameter |
|--------------------------------------|-------------------------------------|---------------|--------------|------------------------|---------------|-------------------|
| Slug, Bubbly/Slug, 89 data points | C: 2.86, m: 0.42, n: 0.35, p: 0.66, q: -0.72 | 0.36 | 12.29 | 82 | -25.2 to 31.3 | 2468 to 35503 | 6.9x10^{-4} to 0.012 to 0.10 to 0.015 |
| Wavy-Annular 41 data points | C: 1.58, m: 1.40, n: 0.54, p: -1.93, q: -0.09 | 1.15 | 3.38 | 41 | -12.8 to 19.3 | 2163 to 4985 | 0.05 to 0.13 to 0.10 to 0.015 |
| Wavy 20 data points | C: 27.89, m: 3.10, n: -4.44, p: -9.65, q: 1.56 | 3.60 | 16.49 | 16 | -19.8 to 34.4 | 636 to 1829 | 0.08 to 0.25 to 4.87 to 0.102 to 0.016 |
| All 150 data points | See Above for the Values for Each Flow Pattern | 1.01 | 12.08 | 139 | -25.2 to 34.4 | 636 to 35503 | 6.9x10^{-4} to 0.012 to 0.10 to 0.015 |
Experimental Setup and Data Reduction for Horizontal and Slightly Upward Inclined Pipe Flows

A schematic diagram of the overall experimental setup for heat transfer and pressure drop measurements and flow visualizations in two-phase air-water pipe flow in horizontal and inclined positions is shown in Fig. 18. The test section is a 27.9 mm straight standard stainless steel schedule 10S pipe with a length to diameter ratio of a 100. The setup rests atop an aluminum I-beam that is supported by a pivoting foot and a stationary foot that incorporates a small electric screw jack. The I-beam is approximately 9 m in length and can be inclined to an angle of approximately 8° above horizontal. Inclination angles of the test cradle are measured with a contractor’s angle-measuring tool and with a digital x-y axis accelerometer to determine the angle to within 0.5°.

In order to apply uniform wall heat flux boundary conditions to the test section, copper plates were silver soldered to the inlet and exit of the test section. The uniform wall heat flux boundary condition was maintained by a Lincoln SA-750 welder. The entire length of the test section was wrapped using fiberglass pipe wrap insulation, followed by a thin polymer vapor seal to prevent moisture penetration. In order to develop various two-phase flow patterns (by controlling the flow rates of gas and liquid), a two-phase gas and liquid flow mixer was used. The mixer consisted of a perforated stainless steel tube (6.35 mm I.D.) inserted into the liquid stream by means of a tee and a compression fitting. The end of the copper tube was silver-soldered. Four holes (3 rows of 1.59 mm, 4 rows of 3.18 mm, and 8 rows of 3.97 mm) were positioned at 90° intervals around the perimeter of the tube and this pattern was repeated at fifteen equally spaced axial locations along the length of the stainless steel tube (refer to Fig. 19). The two-phase flow leaving mixer entered the transparent calming section.

The calming section [clear polycarbonate pipe with 25.4 mm I.D. and L/D = 88] served as a flow developing and turbulence reduction device, and flow pattern observation section. One end of the calming section is connected to the test section with an acrylic flange and the other end of the calming section is connected to the gas-liquid mixer. For the horizontal flow measurements, the test section and the observation section (refer to Fig. 18) were carefully leveled to eliminate the effect of inclination on these measurements.

Holes for eleven pressure taps were drilled along the test section (refer to Fig. 20). The diameters of the holes were 1.73 mm, and were equally spaced at 254 mm intervals along the test section. The holes were located at the bottom of the stainless steel tube in order to ensure that only water could get into the pressure measuring system. The pressure taps were standard saddle type self-tapping valves with the tapping core removed. The first pressure tap in the flow direction was used as a reference pressure tap for comparison with the other pressure taps; and the system pressure was measured by an OMEGA PX242-060G pressure transducer which had a 0 to 60 psig operation range. The reference pressure tap was also directly connected to a VALIDYNE DP15 wet-wet differential pressure transducer with CD15 carrier demodulator. The pressure tap desired to measure the differential pressure among the other 10 pressure taps was connected to the differential pressure transducer in isothermal condition. Note that the pressure measurements are not reported in this paper.
T-type thermocouple wires were cemented with Omegabond 101, an epoxy adhesive with high thermal conductivity and electrical resistivity, to the outside wall of the stainless steel test section (refer to Fig. 20). Omega EXPP-T-20-TWSH extension wires were used for relay to the data acquisition system. Thermocouples were placed on the outer surface of the tube wall at uniform intervals of 254 mm from the entrance to the exit of the test section. There were 10 thermocouple stations in the test section. All stations had four thermocouples, and they were labeled looking at the tail of the fluid flow with peripheral location “A” being at the top of the tube. “B” being 90° in the clockwise direction. “C” at the bottom of the tube, and “D” being 90° from the bottom in the clockwise sense (refer to Fig. 20). All the thermocouples were monitored with a National Instruments data acquisition system. The experimental data were averaged over a user chosen length of time (typically 20 samples/channel with a sampling rate of 400 scans/sec) before the heat transfer measurements were actually recorded. The average system stabilization time period was from 30 to 60 min after section. From this point, the water travels through a 25.4 mm Coriolis flow meter it then passes through a 25.4 mm, twelve-turn exchanger, the water passes through a Micro Motion Coriolis flow meter (model CMF125) connected to a digital Field-Mount module. From these three modules, input signals for all 40 chassis that serves as a low noise environment for signal conditioning. Three NI SCXI control modules are housed inside the acquisition system is housed in an AC powered four-slot SCXI 1000.

To ensure a uniform fluid bulk temperature at the inlet and exit of the test section, a mixing well was utilized. An alternating polypropylene baffle type static mixer for both gas and liquid phases was used. This mixer provided an overlapping baffled passage forcing the fluid to encounter flow reversal and swirling regions. The mixing well at the exit of the test section was placed below the clear polycarbonate observation section (after the test section), and the liquid storage tank (refer to Fig. 18). Since the cross-sectional flow passage of the mixing section was substantially smaller than the test section, it had the potential of increasing the system back-pressure. Thus, in order to reduce the potential back-pressure problem, which might affect the flow pattern inside of the test section, the mixing well was placed below and after the test section and the clear observation sections. The outlet bulk temperature was measured immediately after the mixing well.

The fluids used in the test loop are air and water. The water is distilled and stored in a 55-gallon cylindrical polyethylene tank. A Bell & Gosset series 1535 coupled centrifugal pump was used to pump the water through an Aqua-Pure AP12T water filter. An ITT Standard model BCF 4063 one shell and two-tube pass heat exchanger removes the pump heat and the heat added during the test to maintain a constant inlet water temperature. From the heat exchanger, the water passes through a Micro Motion Coriolis flow meter (model CMF125) connected to a digital Field-Mount Transmitter (model RFT9739) that conditions the flow information for the data acquisition system. Once the water passes through the Coriolis flow meter it then passes through a 25.4 mm, twelve-turn gate valve that regulates the amount of flow that entered the test section. From this point, the water travels through a 25.4 mm flexible hose, through a one-way check valve, and into the test section. Air is supplied via an Ingersoll-Rand T30 (model 2545) industrial air compressor mounted outside the laboratory and isolated to reduce vibration onto the laboratory floor. The air passes through a copper coil submerged in a vessel of water to lower the temperature of the air to room temperature. The air is then filtered and condensed removed in a coalescing filter. The air flow is measured by a Micro Motion Coriolis flow meter (model CMF190) connected to a digital Field-Mount Transmitter (model RFT9739) and regulated by a needle valve. Air is delivered to the test section by flexible tubing. The water and air mixture is returned to the reservoir where it is separated and the water recycled.

The heat transfer measurements at uniform wall heat flux boundary condition were carried out by measuring the local outside wall temperatures at 10 stations along the axis of the tube and the inlet and outlet bulk temperatures in addition to other measurements such as the flow rates of gas and liquid, room temperature, voltage drop across the test section, and current carried by the test section. The peripheral heat transfer coefficient (local average) were calculated based on the knowledge of the pipe inside wall surface temperature and inside wall heat flux obtained from a data reduction program developed exclusively for this type of experiments (Ghajar and Zurigat, 1991). The local average peripheral values for inside wall temperature, inside wall heat flux, and heat transfer coefficient were then obtained by averaging all the appropriate individual local peripheral values at each axial location. The large variation in the circumferential wall temperature distribution, which is typical for two-phase gas-liquid flow in horizontal and slightly inclined tubes, leads to different heat transfer coefficients. In addition to the single-phase calibration runs, a series of two-phase, circumferential wall temperature was selected for the calculations. In two-phase heat transfer experiments, in order to overcome the unbalanced circumferential heat transfer coefficients, Eq. (52) was used to calculate an overall mean two-phase heat transfer coefficient (h_{TP}) for each test run.

The data reduction program used a finite-difference formulation to determine the inside wall temperature and the inside wall heat flux from measurements of the outside wall temperature, the heat generation within the pipe wall, and the thermophysical properties of the pipe material (electrical resistivity and thermal conductivity). In these calculations, axial conduction was assumed negligible, but peripheral and radial conduction of heat in the tube wall were included. In addition, the bulk fluid temperature was assumed to increase linearly from the inlet to outlet, see section 5.3 for additional details.

A National Instruments data acquisition system was used to record and store the data measured during these experiments. The acquisition system is housed in an AC powered four-slot SCXI 1000 Chassis that serves as a low noise environment for signal conditioning. Three NI SCXI control modules are housed inside the chassis. There are two SCXI 1102/B/C modules and one SCXI 1125 module. From these three modules, input signals for all 40 thermocouples, the two thermocouple probes, voltmeter, and flow meters are gathered and recorded. The computer interface used to record the data is a LabVIEW Virtual Instrument (VI) program written for this specific application.

In these calculations, axial conduction was assumed negligible, but peripheral and radial conduction of heat in the tube wall were included. In addition, the bulk fluid temperature was assumed to increase linearly from the inlet to outlet, see section 5.3 for additional details.

The uncertainty analyses of the overall experimental procedures using the method of Kline and McClintock (1953) showed that there is a maximum of 11.5% uncertainty for heat transfer coefficient calculations. Experiments under the same conditions were conducted periodically to ensure the repeatability of the results. The maximum difference between the duplicated experimental runs was
within ±10%. More details of experimental setup and data reduction procedures can be found from Durant (2003).

The heat transfer data obtained with the present experimental setup were measured under a uniform wall heat flux boundary condition that ranged from 2606 to 10,787 W/m² and the resulting mean two-phase heat transfer coefficients ($h_{TP}$) ranged from 545 to 4907 W/m²·K. For these experiments, the liquid superficial Reynolds numbers ($Re_{SL}$) ranged from 836 to 26,043 (water mass flow rates from about 1.18 to 42.5 kg/min) and the gas superficial Reynolds numbers ($Re_{SG}$) ranged from 560 to 47,718 (gas mass flow rates from about 0.013 to 1.13 kg/min).

**Flow Patterns**

Due to the multitude of flow patterns and the various interpretations accorded to them by different investigators, no uniform procedure exists at present for describing and classifying them. In our reported studies the flow pattern identification for the experimental data was based on the procedures suggested by Kim and Ghajar (2002) and visual observations deemed appropriate. All observations for the flow pattern judgments were made at two locations, just before the test section (about $L/D = 93$ in the calming section from the mixing well, see Fig. 19) and right after the test section. Leaving the liquid flow rate fixed, flow patterns were observed for various air flow rates. The liquid flow rate was then adjusted and the process was repeated. If the observed flow patterns differed at the two locations of before and after the test section, experimental data was not taken and the flow rates of gas and liquid were readjusted for consistent flow pattern observations. Flow pattern data were obtained with the pipe at horizontal position and at 2°, 5°, and 7° upward inclined positions. These experimental data were plotted and compared using their corresponding values of mass flow rates of air and water and the flow patterns. The digital images of each flow pattern at each inclination angle were also compared with each other in order to identify the inclination effect on the flow pattern.

Figure 22 shows photographs of the representative flow patterns that were observed in our experimental setup with the pipe in the horizontal position and no heating (isothermal runs). Figure 22 shows the flow map for our pipe in the horizontal position. The different flow patterns depicted on this figure illustrate the capability of our experimental setup in producing multitude of flow patterns. The shaded regions represent the boundaries of these flow patterns for the pipe in the horizontal position. Also shown on Fig.

![Flow Patterns](image)

**Figure 21. Photographs of representative flow patterns (horizontal flow and isothermal).**

![Flow Patterns](image)

**Figure 22. Flow map for horizontal flow.**

24 with symbols is the distribution of the heat transfer data that were obtained systematically in our experimental setup with the pipe in the horizontal position. As can be seen from Fig. 24, we did not collect heat transfer data at low air and water flow rate combinations (water flow rates of less than about 5 kg/min and air flow rates of less than about 0.5 kg/min). At these low water and air flow rates and heating there is a strong possibility of either dry-out or local boiling which could damage the test section.

As mentioned in Fig. 24, there are very few flow pattern data and flow pattern maps available in the literature for tubes with small angles of inclination. The influence of small upward inclination angles of 2°, 5°, and 7° on the observed flow patterns is shown in Fig. 25. This figure is a modified version of Fig. 24, which is based on the mass flow rate of each phase. As shown in Fig. 25, the shaded regions representing the transition boundaries of the flow patterns have shifted to the upper left direction for plug-slug and slug-bubbly/slug transition due to the different inclination angles. The annular/bubbly/slug-annular
transition boundaries appear to be insensitive to the slight inclination angles studied in this study. There are no drastic changes in the transition boundaries at the upward inclination angles of 2°, 5°, and 7° compared to the horizontal orientation. However, it should be mentioned that even though the flow pattern is named the same for both horizontal and inclined flows; it does not mean that the flow pattern in the inclined position has identical characteristics of the comparable flow pattern in the horizontal position. For example, it is observed that the slug flow patterns in the inclined positions of 5° and 7° have reverse flow between slugs due to the gravitational force, which can have a significant effect on the heat transfer.

![Figure 23. Change of flow pattern transition lines as pipe inclined upward from horizontal.](image)

Note that we have not taken flow pattern data below the liquid flow rate of about 5 kg/min for the inclined cases. Therefore, at this time we have no information on the influence of inclination angle on the flow pattern in this area. This is the subject of our near future investigations.

**Systematic Investigation on Two-Phase Gas-Liquid Heat Transfer in Horizontal and Slightly Upward Inclined Pipe Flows**

In this section we present an overview of the different trends that we have observed in the heat transfer behavior of the two-phase air-water flow in horizontal and inclined pipes for a variety of flow patterns. The two-phase heat transfer data were obtained by systematically varying the air or water flow rates and the pipe inclination angle.

Figure 26 provides an overview of the pronounced influence of the flow pattern, superficial liquid Reynolds number (water flow rate) and superficial gas Reynolds number (air flow rate) on the two-phase mean heat transfer coefficient in horizontal pipe flows. The results presented in Fig. 26(a) clearly show that two-phase mean heat transfer coefficients are strongly influenced by the liquid superficial Reynolds number ($Re_{SL}$). As shown in Fig. 26(a), the heat transfer coefficient increases proportionally as $Re_{SL}$ increases. In addition, for a fixed $Re_{SL}$, the two-phase mean heat transfer coefficients are also influenced by the gas superficial Reynolds number ($Re_{SG}$) and each flow pattern shows its own distinguished heat transfer trend as shown in Fig. 26(b). Typically, heat transfer increases at low $Re_{SG}$ (the regime of plug flow), and then slightly decreases at the mid range of $Re_{SG}$ (the regime of slug and slug-type transitional flows), and again increases at the high $Re_{SG}$ (the regime of annular flow).

![Figure 24. Variation of two-phase heat transfer coefficients with superficial liquid and gas reynolds numbers in a horizontal flow.](image)

![Figure 25. Inclination effects on overall mean heat transfer coefficients.](image)
To complicate matters even further, we also studied the effect of inclination angle on two-phase heat transfer in pipe flows for different flow patterns. To demonstrate the effect of inclination we have selected three representative runs from the results presented in Fig. 26(b) ($Re_{SL} = 5000$, 12000, and 17000) and varied the inclination angle of the pipe, going from the horizontal position to $2^\circ$, $5^\circ$, and $7^\circ$ upward inclined positions. Figure 26 shows the heat transfer results for these cases. The results clearly show that a slight change in the inclination angle (say $2^\circ$) has a significant positive effect on the two-phase heat transfer and the effect decreases with increasing the inclination angle. The figure also shows that the effect of inclination on the two-phase heat transfer is very complicated and depends on the $Re_{SL}$ and the flow pattern ($Re_{SG}$). At low $Re_{SL}$ values the effect is significant and decreases with increasing $Re_{SL}$. Also for a fixed $Re_{SL}$ as the flow pattern changes (increasing $Re_{SG}$), the enhancement in two-phase heat transfer due to inclination decreases. The figure shows that not only $Re_{SL}$ and $Re_{SG}$ and flow pattern but also inclination affects the two-phase heat transfer. In general, the typical trend of heat transfer shown in Fig. 26(b) was also repeated in the inclined cases. However, the results clearly show that a slight change in the inclination angle has a significant effect on the two-phase heat transfer, especially in the mid range of $Re_{SG}$. Therefore, to fully understand the two-phase heat transfer behavior in inclined pipes, further systematic research is required to fully realize the complicated relationship that exits between $Re_{SL}$, $Re_{SG}$, and flow pattern.

In order to conduct a more detailed comparison, the data matching the flow patterns between horizontal and inclined flows were selected and compared to see how much heat transfer increased in the inclined cases. Note that as the test section was inclined in the upward position, the flow patterns at certain cases were changed; for example, wavy-type transitional flow patterns in horizontal flow were changed to slug-type transitional flow patterns. A total of 68 horizontal flow data points were compared with their corresponding inclined flow data. The detailed results are shown in Table 9. As shown in the table, slug flow shows the biggest effect on two-phase heat transfer due to inclination. At the $5^\circ$ upward inclined position, slug flow had an average increase of 45.3% against horizontal flow. In contrast, annular flow, which is the flow mainly driven by inertia forces of gas phase, shows little effect on heat transfer due to inclination at $2^\circ$ position.

### Table 9. Increases of inclined flow $h_p$ against horizontal flow $h_p$

| Pattern (No. Data) | Horizontal | $2^\circ$ | $5^\circ$ | $7^\circ$ |
|--------------------|------------|-----------|-----------|-----------|
|                    | $Re_{SG}$  | $h_p$ [W/m$^2$ K] | $0^\circ$ to $2^\circ$ | $0^\circ$ to $5^\circ$ | $2^\circ$ to $5^\circ$ | $0^\circ$ to $7^\circ$ | $2^\circ$ to $7^\circ$ | $5^\circ$ to $7^\circ$ |
| Plug (5)           | MIN        | 16979 | 1651 | 2435 | 4.4 | 5.5 | -1.4 | 12.3 | 0.4 | -0.5 |
|                    | MAX        | 25510 | 2355 | 4096 | 15.7 | 26.9 | 9.7 | 27.3 | 11.8 | 8.0 |
|                    | AVG        | -     | -    | -    | 10.6 | 14.7 | 3.6 | 19.4 | 7.9 | 4.2 |
| Slug (25)          | MIN        | 4777  | 2026 | 605  | 13.3 | 12.8 | -5.4 | 14   | -6.6 | -13.1 |
|                    | MAX        | 25321 | 7479 | 4013 | 55.4 | 88.4 | 24.6 | 93.6 | 28.1 | 5.1 |
|                    | AVG        | -     | -    | -    | 30.8 | 45.3 | 10.6 | 37.5 | 4.4  | -5.5 |
| Slug/Bubbly (10)   | MIN        | 6801  | 7346 | 921  | 16.6 | 23.7 | 0.9  | 17   | -2.8 | -11.6 |
|                    | MAX        | 21640 | 12942| 3295 | 38.3 | 72.2 | 25   | 76.8 | 31.8 | 5.4 |
|                    | AVG        | -     | -    | -    | 26.5 | 42.8 | 12.7 | 35.9 | 7    | -5.1 |
| Slug/Bubbly/Annular (10) | MIN | 6810  | 20723| 1369 | 2    | 7.1  | 3.5  | 7    | 2.9  | -1.5 |
|                    | MAX        | 16453 | 24789| 3439 | 23.3 | 44.3 | 17   | 51.1 | 22.5 | 6.0 |
|                    | AVG        | -     | -    | -    | 9.6  | 20.7 | 10.1 | 22.5 | 11.7 | 1.3 |
| Annular (16)       | MIN        | 4793  | 28281| 1374 | -1.6 | 3.2  | 4.2  | 4.4  | 2.3  | -1.8 |
|                    | MAX        | 9678  | 47578| 2461 | 5.7  | 24.2 | 21.9 | 34.1 | 30.7 | 19.3 |
|                    | AVG        | -     | -    | -    | 2    | 12.1 | 9.9  | 21.1 | 18.7 | 7.9 |

Certain flow patterns, such as plug flow, slug/bubbly/annular flow, and annular flow, showed that the heat transfer rate increased as the test setup was inclined from $0^\circ$ up to $7^\circ$. However, the other flow patterns, which are slug flow and slug/bubbly flow, had the maximum increase at the $5^\circ$ inclination position, and then the effect of inclination was decreased at $7^\circ$. Most of all, the effect of inclination on the heat transfer of two-phase gas-liquid flow is significant in the slug and slug/bubbly flow patterns, which had an increase in the heat transfer which was much more than the average increase of 20% compared to the horizontal flow. These observations are well presented in Fig. 27. The comparison results presented in Table 9 and Fig. 27 indicate that the slug and slug/bubbly flows show a much more pronounced enhancement in...
the two-phase heat transfer at all inclination angles in comparison to the other flow patterns shown (plug flow, slug/bubbly/annular flow, annular flow). The difference between the two groups of flow patterns has to do with the degree of mixing between each phase and the inertia force carried by each phase against the buoyancy force.

For a more detailed look at the effect of inclination on heat transfer in two-phase gas-liquid flow, the increase in $h_{tp}$ versus $Re_{SL}$ for each flow pattern is presented in Fig. 27. As shown in the figure, except for the case of annular flow, all other flow patterns indicated that the effect of the inclination at low $Re_{SL}$ was significantly high and then decreased with increasing $Re_{SL}$. In the case of slug flow, the increase in the heat transfer was as much as 94% at $Re_{SL}$ of around 5000 and at the 5° inclined position. However, it dropped to around 13% at $Re_{SL}$ of around 25,000. This drop can be expressed as a drastic change in the effect of inclination on the heat transfer. The other flow patterns, except annular flow, show a similar trend as that of slug flow. These trends show that the increase of the inertia force in the fluid phases suppresses the effect of inclination.

The effect of inclination on heat transfer in non-boiling two-phase gas-liquid flow has been presented in many ways to better understand the mechanisms involved. As presented in this section, heat transfer in non-boiling two-phase gas-liquid flow is influenced by each of $Re_{SL}$, $Re_{SG}$, flow pattern, and inclination angle in a very complicated way. With increasing $Re_{SL}$, heat transfer proportionally increased regardless of the rest of the factors. By varying $Re_{SG}$, the distinguished trends of heat transfer by flow patterns were observed. Furthermore, significant changes were observed in the two-phase heat transfer of air-water flow with a slight upward inclination of the pipe from the horizontal position.

The inclined heat transfer results presented in this section for the different flow patterns shed some light on the effect of inclination angle on the two-phase heat transfer for different flow patterns, and at the time raises a few additional questions. What is the relationship among the inclination angle, the flow pattern, and heat transfer? How much enhancement for a specific flow pattern should one expect due to inclination? What is optimum inclination angle for enhancement? These questions require systematic heat transfer measurements for a variety of flow patterns and inclination angles.

**Heat Transfer Correlations for Horizontal and Inclined Slug and Annular Flows**

In an earlier section of this paper we presented a two-phase heat transfer correlation for horizontal flow in pipes, see Eq. (62) and Table 8. In this section we will continue that effort by modifying our proposed general heat transfer correlation to account for inclination effect on two-phase heat transfer. For this purpose we will use our horizontal and inclined slug and annular flow heat transfer results presented and discussed in conjunction with Figs. 26 to 27. The modified form of our general correlation, Eq. (62) with inclusion of an inclination factor is:
where $h_L$ comes from the Sieder and Tate (1936) heat transfer correlation (see Table 3).

To determine the values of the leading coefficient ($C$) and constants ($m, n, p, q, r$) in Eq. (65), the horizontal and inclined experimental data of Ghajar et al. (2004a,b,c) for slug and annular flows were used. For slug flow, we used a total of 140 data points with 36 points in the horizontal orientation, 37 points at 2° incline, 73 points at 5° incline, and 46 points in the 7° incline position. Table 10 and Fig. 28 provide the details of the correlation and how well the proposed correlation predicted the experimental data. For slug flow, the correlation predicted the experimental data with an overall mean deviation of –1.08%, an $rms$ deviation of 11.2%, and a deviation range of –39.9 to 16.7%. Only 9 of the 140 data points were predicted with more than ±20% deviation. For annular flow, the correlation predicted the experimental data with an overall mean deviation of 0.75%, an $rms$ deviation of 11.4%, and a deviation range of –24.3 to 22.3%. Only 8 of the 155 data points were predicted with more than ±20% deviation. Details of the range of the parameters used in the correlation are presented in Table 10.

Considering the values of the exponents given in Table 10 for slug and annular flows, note the considerable differences in the values of the exponent of the void fraction ratio [$\alpha/(1-\alpha)$], $n$, and the inclination factor [1+$gD\sin\theta/(\mu g)]$, $r$, for both flows. Aside from the exponents ‘$n$’ and ‘$r$’, the rest of the exponents are the same for both flows. For the annular flow, the exponent ‘$n$’ is nearly negligible and the exponent ‘$r$’ has a value much smaller than that of the slug flow. The small value of ‘$r$’ means that in annular flow, the inclination factor contributes less in comparison to the slug flow. Physically this means that in annular flow, the inertia force carried by the gas phase is more dominant than the buoyancy force, thus, the inclination factor has little effect on the annular flow. In reference to the exponent ‘$n$’ for the void fraction ratio, it was shown in section 6.2 that the void fraction $\alpha$ is comparable to the gas-liquid diameter ratio, $D_g/D_L$. Considering the annular flow, due to the presence of a permanent liquid film which covers the inside wall of the pipe, the effective circumferential heat transfer area stays fairly constant. Thus, the contribution of the void fraction ratio is minimal. In the case of the annular flow this means an almost negligible value for the exponent ‘$r$’. These conclusions are based on a limited set of experimental data and flow patterns. We will pursue this line of reasoning with additional data that we plan to collect in our experimental facility.

These results provide additional validation on the robustness of our proposed two-phase heat transfer correlation. In addition, the modification made to the general heat transfer correlation to account for the effect of inclination appears to be correct. We will continue our validation of the proposed modified general heat transfer correlation, Eq. (65), by comparing it with additional two-phase inclined heat transfer data for different flow patterns as the data becomes available from our laboratory.

**Table 10. Curve-fitted constants, results of predictions of the horizontal and inclined slug and annular air-water flow experimental data, and the parameter range for eq. (65).**

| Exp. Data | Value of C and Exponents | $m$, $n$, $p$, $q$, $r$ | mean Dev. [%] | $rms$ Dev. [%] | No. of Data within ±20% | Dev. Range [%] | Range of Parameter |
|-----------|---------------------------|--------------------------|--------------|----------------|------------------------|----------------|------------------|
| Slug 140 data points | 0.86 0.35 -0.8 0.33 -0.67 | 175 | -1.08 | 11.2 | 131 | -39.9 to 16.7 | $Re_{sl}$ ($x / (1-x)$) | $\alpha / (\alpha - 1)$ | $Pr_G / Pr_L$ | $\mu_g / \mu_L$ | $gD \sin \theta / \mu g$ |
| Annular 155 data points | 1.4 0.35 0.045 0.33 -0.67 | 0.26 | 0.75 | 11.4 | 147 | -24.3 to 22.3 | $Re_{sl}$ ($x / (1-x)$) | $\alpha / (\alpha - 1)$ | $Pr_G / Pr_L$ | $\mu_g / \mu_L$ | $gD \sin \theta / \mu g$ |

$\alpha = \mu D_g / R h L$, $\mu$ is the viscosity of the liquid, $\mu_L$, $D_g$ is the gas phase diameter, and $R h L$ is the heat transfer coefficient.

$Re_{sl}$ is the Reynolds number of the slug flow, $\alpha$ is the void fraction, $Pr_G$ and $Pr_L$ are the Prandtl numbers of the gas and liquid phases, respectively, and $\mu_g$ and $\mu_L$ are the dynamic viscosities of the gas and liquid phases, respectively.

$gD \sin \theta$ is the gravitational force acting on the system, and $\mu g$ is the dynamic viscosity of the mixture.

$\theta$ is the inclination angle of the pipe.

Figure 28. Comparison of the predictions of the recommended heat transfer correlation, eq. (65), with the horizontal and inclined slug and annular air-water flow experimental data.
Future Plans

As it was presented in section 6 of this paper, we have made a lot of progress in understanding the heat transfer characteristics of non-boiling, two-phase, air-water flow in vertical, horizontal, and inclined pipes for a variety of flow patterns. However, we still have a long way to go. In order to have a much better understanding of the heat transfer mechanism in each flow pattern and different pipe orientations, we plan to perform systematic heat transfer measurements to capture the effect of several parameters that influence the heat transfer results. We will complement these measurements with extensive flow visualizations.

We also plan to take systematic isothermal pressure drop measurements in the same regions that we will obtain or have obtained heat transfer data. We will then use the pressure drop data through “modified Reynolds Analogy” to back out heat transfer data. By comparing the predicted heat transfer results against our experimental results, we would be able to establish the correct form of “modified Reynolds Analogy”. Once the correct relationship has been established, it will be used to obtain two-phase heat transfer data for the regions that due limitations of our experimental setup we did not collect heat transfer data. The additional task at this stage would be collection of isothermal pressure drop in these regions.

The above-mentioned systematic measurements will allow us to develop a complete database for the development of a “general” two-phase non-boiling heat transfer correlation which accounts for the influence of flow orientation and flow pattern.
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