Leveraging ParsBERT and Pretrained mT5 for Persian Abstractive Text Summarization
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Abstract

Text summarization is one of the most critical Natural Language Processing (NLP) tasks. More and more researches are conducted in this field every day. Pre-trained transformer-based encoder-decoder models have begun to gain popularity for these tasks. This paper proposes two methods to address this task and introduces a novel dataset named pn-summary for Persian abstractive text summarization. The models employed in this paper are mT5 and an encoder-decoder version of the ParsBERT model (i.e., a monolingual BERT model for Persian). These models are fine-tuned on the pn-summary dataset. The current work is the first of its kind and, by achieving promising results, can serve as a baseline for any future work.
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1 Introduction

With the emergence of the digital age, a vast amount of textual information has become digitally available. Different Natural Language Processing (NLP) tasks focus on different aspects of this information. Automatic text summarization is one of these tasks and concerns about compressing texts into shorter formats such that the most important information of the content is preserved [1,2]. This is crucial in many applications since generating summaries by humans, however precise, can become quite a time consuming and cumbersome. Such applications include text retrieval systems used in search engines to display a summarized version of the search results [3].

Text summarization can be viewed from different perspectives including single-document [4] vs. multi document [5] and monolingual vs. multi-lingual [6]. However, an important aspect of this task is the approach, which is either extractive or abstractive. In extractive summarization, a few sentences are selected from the context to represent the whole text. These sentences are selected based on their scores (or ranks). These scores are determined by computing certain features such as the ordinal position of sentences concerning one another, length of the sentence, a ratio of nouns, etc. After sentences are ranked, the top n sentences are selected to represent the whole text [7].

Abstractive summarization techniques create a short version of the original text by generating new sentences with words that are not necessarily found in the original text. Compared to extractive summarization, abstractive techniques are more daunting yet more attractive and flexible. Therefore, more and more attention is given to abstractive techniques in different languages. However, to the best of our knowledge, too few works have been dedicated to text summarization in the Persian language, of which almost all are extractive. This is partly due to the lack of proper Persian text datasets available for this task. This is the primary motivation behind the current work: to create an abstractive text summarization framework for the Persian language and compose a new properly formatted dataset for this task.

There are different approaches towards abstractive text summarization, especially for the English language, of which many are based on Sequence-to-Sequence (Seq2Seq) structures as text summarization can be viewed as a Seq2Seq task. In [9] a Seq2Seq encoder-decoder model, in which a deep recurrent generative decoder is used to improve the summarization quality, is presented. The model presented in [10] is an attentional encoder-decoder Recurrent Neural Network (RNN) used for abstractive text summarization. In [11], a new training method is introduced that combines reinforcement learning with supervised word prediction. An augmented version of a Seq2Seq model is presented in [12]. Similarly, an extended version of encoder-decoder architecture that benefits from an information selection layer for abstractive summarization is pre-
Many of the works mentioned above benefit from pre-trained language models as these models have started to gain tremendous popularity over the past few years. This is because they simplify each NLP task to a lightweight fine-tuning phase by employing transfer learning benefits. Therefore, an approach to pre-train a Seq2Seq structure for text summarization can be quite promising.

BERT [14] and T5 [15] are amongst widely used pre-trained language modeling techniques. BERT uses a Masked Language Model (MLM) and an encoder-decoder stack to perform joint-conditioning on the left and right context. T5, on the other hand, is a unified Seq2Seq framework that employs Text-to-Text format to address NLP text-based problems.

A multilingual variation of the T5 model is called mT5 [16] that covers 101 different languages and is trained on a Common Crawl-based dataset. Due to its multilingual property, the mT5 model is a suitable option for languages other than English. The BERT model also has a multilingual version. However, there are numerous monolingual variations of this model [17,18] that have shown to outperform the multilingual version on various NLP tasks. For the Persian language, the ParsBERT model [19] has shown state-of-the-art on many Persian NLP tasks such as Named Entity Recognition (NER) and Sentiment Analysis. Although pre-trained language models have been quite successful in terms of Natural Language Understanding (NLU) tasks, they have shown less efficiency regarding Seq2Seq tasks. As a result, in the current paper, we seek to address the mentioned shortcomings for the Persian language regarding text summarization by making the following contributions:

- Introducing a novel dataset for the Persian text summarization task. This dataset is publicly available [1] for anyone who wishes to use it for any future work.
- Investigating two different approaches towards abstractive text summarization for Persian texts. One is to use the ParsBERT model in a Seq2Seq structure as presented in [20]. The other one is to use the mT5 model. Both models are fine-tuned on the proposed dataset.

The rest of this paper is structured as follows. Section 2 outlines the ParsBERT Seq2Seq encoder-decoder model as well as mT5. In section 3, an overview of the fine-tuning and text generation configurations for both approaches is provided. The composition of the dataset and its statistical features are introduced in section 4. This section also outlines the metrics used to measure the performance of the models. Section 5 presents the results obtained from fine-tuning the dataset mentioned in earlier models. Finally, section 6 concludes the paper.

2 Models

In this section, an overview of Sequence-to-Sequence ParsBERT and mT5 architecture is provided.

2.1 Sequence-to-Sequence ParsBERT

ParsBERT [19] is a monolingual version of BERT language model [14] for the Persian language that adopts the base configuration of the BERT model (i.e. 12 hidden layers, hidden size of 768 with 12 attention heads). BERT is a transformer-based [21] language model with an encoder-only architecture that is shown in figure 1. This architecture the input sequence \( \{x_1, x_2, ..., x_n\} \) is mapped to a contextualized encoded sequence \( \{x'_1, x'_2, ..., x'_n\} \) by going through a series of bi-directional self-attention blocks with two feed-forward layers in each block. The output sequence can then be mapped to a task-specific output class by adding a classification layer to the last hidden layer.

![Figure 1: The encoder-only architecture of BERT. Other variations of BERT, such as ParsBERT, have the same architecture.](http://github.com/hooshvare/pn-summary)
can be used as a means of text generation. However, it has been shown that encoder-decoder structures can perform better for such a task \[23\]. As a result, we used ParsBERT to warm-start both encoder and decoder from an encoder-only checkpoint as mentioned in \[20\], to achieve a pre-trained encoder-decoder model (BERT2BERT or B2B) which can be fine-tuned for text summarization using the dataset introduced in section 4.

In this architecture, the encoder layer is the same as the ParsBERT transformer layers. The decoder layers are also the same as that of ParsBERT, with a few changes. First, cross-attention layers are added between self-attention and feed-forward layers in order to condition the decoder on the contextualized encoded sequence (e.g., the output of the ParsBERT model). Second, the bi-directional self-attention layers are changed into uni-directional layers to be compatible with the auto-regressive generation. All in all, while warm-starting the decoder, only the cross-attention layer weights are initialized randomly, and all other weights are ParsBERT’s pre-trained weights.

Figure 2 illustrates the building blocks of the proposed BERT2BERT model warm-started with the ParsBERT model along with an example text and its summarized version generated by the proposed model.

In this figure, the input text is first fed to a special token encoder that handles half-space character (U+200C Unicode) and removes unwanted tokens. Half-space character is widely used in the Persian language in various situations (e.g. forming plural nouns). In the example text shown in figure 2 the word “قرارداده” (noun) + [unused0] + “های” (pluralizing token) where the [unused0] token represents the half-space token that connect the noun to the pluralizing token.

2.2 mT5

mT5 stands for Multilingual Text-to-Text Transfer Transformer (Multilingual T5) and is a multilingual version of the T5 model. T5 is an encoder-decoder Transformer architecture that closely reflects the primary building block of the Original Transformer model \[24\] and covers the following objectives:

- **Language Modeling** to predict the next word.
- **De-shuffling** to redefine the original text.
- **Corrupting Spans** to predict masked words.

T5 network architecture inherits and transforms the previous unifying frameworks for down-stream NLP tasks into a text-to-text format \[23\]. In other words, the T5 architecture allows for employing the encoder-decoder procedure to aggregate every possible NLP task into one network. Thus, the same hyper-parameters and loss function are used for every task. This is shown in figure 3.

Figure 3: T5 as a unified framework for down-stream NLP tasks. The diagram shows each down-stream task in a text-to-text format, including translation (red), linguistic acceptability (blue), sentence similarity (yellow), and text summarization (green) \[23\].

mT5 inherits all capabilities of the T5 model. mT5 was trained on an extended version of the C4 dataset that contains more than 10,000 and web page contents in 101 languages (including Persian) over 71 monthly scrapes to date.

mT5, compared to other multilingual models like multilingual BERT \[14\], XLM-R \[25\], and multilingual BERT (no support for Persian) \[26\], reaches state-of-the-art on all the tasks \[15, 16\], especially on the summarization task.

Figure 4 illustrates the mT5 architecture after fine-tuning along with an example text. In this schema, the \texttt{\hfs}_2 token represents...
the half-space character in Persian and "summarize:" serves as a text-to-text flag for Summarization task.

Figure 4: mT5 architecture solution and an example Persian text and its summarized version generated by the model.

3 Configurations

3.1 Fine-Tuning Configuration

To fine-tune both models presented in section 2 on the pn-summery dataset introduced in section 4, we have used the Adam optimizer with 1000 warm-up steps, a batch size of 4 and 5 training epochs. The learning rate for Seq2Seq ParsBERT and mT5 are $5e^{-5}$ and $1e^{-4}$, respectively.

3.2 Text Generation Configuration

The text generation process refers to the decoding strategy for auto-regressive language generation after the fine-tuned model. In essence, the auto-regressive generation is centered around the assumption that the probability distribution of any word sequence can be decomposed into a product of conditional next word distributions as denoted by equation (1) where $W_0$ is the initial context word, and $T$ is the length of the word sequence.

$$P(w_1:T|W_0) = \prod_{t=1}^{T} P(w_t|w_{1:t-1}, W_0)$$

The objective here is to maximize the sequence probability by choosing the optimal tokens (words). One method is greedy search in which the next word selected is simply the word with the highest probability. This method, however, neglects words with high probabilities if they are hidden behind some low probability words.

To address this problem, we use beam search method that keeps $n_{beams}$ number of most likely sequences (i.e., beams) at each time step and eventually chooses the one with the highest overall probability. Beam search generates higher probability sequences as compared to a greedy search.

One drawback is that beam search tends to generate sequences with some words repeated. To overcome this issue, we utilize n-grams penalties [11, 27]. This way, if a next word causes the generation of an already seen n-grams, the probability of that word will be set to 0 manually, thus preventing that n-gram from being repeated. Another parameter used in beam search is early stopping, which can be either active or inactive. If active, text generation is stopped when all beam hypotheses reach the EOS token. The number of beams, the n-grams penalty sizes, the length penalty and early stopping values used for BERT2BERT and mT5 models in the current work are presented in table 1.

Table 1: Beam search configuration for BERT2BERT and mT5 models for auto-regressive text summarization after fine-tuning.

|               | BERT2BERT | mT5 |
|---------------|-----------|-----|
| # Beams       | 3         | 4   |
| Repetitive N-gram Size | [11, 27]  | 2   | 3   |
| Length Penalty | [11, 27]  | 2.0 | 1.0 |
| Early Stoping Status   | ACTIVE    | ACTIVE |

For evaluating the performance of the two architectures introduced in this paper, we composed a new dataset by crawling numerous articles along with their summaries from 6 different news agency websites, hereafter denoted as pn-summery. Both models are fine-tuned on this dataset. Therefore, this is the first time this dataset is being proposed to be used as a benchmark for Persian abstractive summarization. This dataset includes a total of 93,207 documents and covers a range of categories from economy to tourism. The frequency distribution of the article categories and the number of articles from each news agency can be seen from figures 5 and 6, respectively.

It should be noted that the number of tokens in article summaries is varying. This can be viewed in figure 7. As shown from this figure, most of the articles’ summaries have a length of around 30 tokens.

To determine the performance of the models, we use Recall-Oriented Understudy for Gisting Evaluation (ROUGE) metric package [28]. This package is widely used for automatic summarization and machine translation evaluation. The metrics included in this package compare an automated summary against a reference summary for each document. There are five different metrics included in this package. We calculate the F-1 score for three of these metrics to show the overall performance of both models on the proposed dataset:

- **ROUGE-1 (unigram) scoring** which computes the overlap of uni-grams between the generated and the reference summaries.
- **ROUGE-2 (bigram) scoring** which computes the overlap of bigrams between the generated and the reference summaries.
• **ROUGE-L scoring** in which the scores are calculated at sentence-level. In this metric new lines are ignored, and Longest Common Subsequence (LCS) is computed between two text pieces.

5 **Results and Discussion**

This section presents the results obtained from fine-tuned mT5 and ParsBERT-based BERT2BERT structure on the proposed pn-summary dataset. The $F_1$ scores on three different ROUGE metrics discussed in section 4 are reported in table 2. It can be seen that the ParsBERT B2B structure achieves higher scores as compared to the mT5 model. This could be due to the fact that encoder-decoder weights (i.e., ParsBERT weights) in this architecture are concretely tuned on a massive Persian corpus, making it a fitter architecture for Persian-only tasks.

Table 2: Depicts ROUGE-F1 scores on the test set. The objective of models and baselines is abstractive. The two models are fine-tuned on the Persian news summarization dataset (pn-summary).

| ROUGE    | R-1  | R-2  | R-L  |
|----------|------|------|------|
| mT5      | 42.25| 24.36| 35.94|
| BERT2BERT| **44.01** | **25.07** | **37.76** |

Since no other pre-trained abstractive summarization methods have been proposed for Persian language and since this is the first time the pn-summary dataset is being introduced and released, it is impossible to compare the results of the present work with any other baseline. As a result, the outcomes presented in this work can serve as a baseline for any future abstractive methods for the Persian language that seeks to train their model on the proposed pn-summary dataset presented and released with the current work.

To further illustrate these two models’ performance, we have included two examples from the dataset in table 3. The main text, the actual summary, and the summaries generated by the mT5 and BERT2BERT models are shown in this table. Based on this table, the summary given by the BERT2BERT model in both examples is relatively closer to the actual summary in terms of both meaning and lexical choices.

6 **Conclusion**

Limited work has been dedicated to text summarization for the Persian language, of which none are abstractive based on pre-trained models. In this paper, we presented two pre-trained methods and designed to address text summarization in Persian with an abstract approach: one is based on a multilingual T5 model, and the other is a BERT2BERT warm-started from the ParsBERT language model. We have also composed and released a new dataset called pn-summary for text summarization since there is an apparent lack of such datasets for the Persian language. The results of fine-tuning the proposed methods on the mentioned dataset are promising. Due to a lack of works in this area, our work could not be compared to any earlier work.
Table 3: Examples of highly abstractive reference summaries from Persian News Network using mT5 and BERT2BERT (B2B) models. Each example consists of the trim article, the true summary, and the generated summaries by both models.

| Example | # |
|---------|---|

**mT5**

Example 1:

| Persian summary: ریپ سازمان مدیریت و برنامه‌ریزی مازندران گفت: به رغم وجود این شرایط ۳۶ درصد میاندیه استان از درآمدهای مالیاتی محقق شده است. | |
|---------------------------------------------------------------|---|
| Sentence 1: ریپ سازمان مدیریت و برنامه‌ریزی مازندران گفت: به رغم وجود این شرایط ۳۶ درصد میاندیه استان از درآمدهای مالیاتی محقق شده است. | |
| Sentence 2: درآمدهای مالیاتی محقق شده است. | |

**B2B**

Example 1:

| Persian summary: توانا برای سازمان‌های ایرانی محقق شده است. | |
|---------------------------------------------------------------|---|
| Sentence 1: توانا برای سازمان‌های ایرانی محقق شده است. | |
| Sentence 2: محقق شده است. Example 2: محقق شده است. | |
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