Double-heterostructure cavities: from theory to design
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We derive a frequency-domain-based approach for radiation (FAR) from double-heterostructure cavity (DHC) modes. We use this to compute the quality factors and radiation patterns of DHC modes. The semi-analytic nature of our method enables us to provide a general relationship between the radiation pattern of the cavity and its geometry. We use this to provide general designs for ultrahigh quality factor DHCs with radiation patterns that are engineered to emit vertically.
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I. INTRODUCTION

In the 25 years since their conception [1,2], photonic crystals (PCs) have become an indispensable tool in modern photonics experiments. One of the principal uses of PCs is in the creation of ultra-high quality factor (Q) micro-cavities, which allow the trapping of light for long periods of time in very small modal volumes (V) [3,4]. The large ratios of Q/V that can be achieved with PC cavity modes have enabled a range of applications requiring strong light-matter interactions, such as cavity quantum electrodynamics (QED) experiments [5,6], optical switching [7,8], sensing [9,10] and multiple-harmonic generation [11,12].

The current state-of-the-art in PC cavities is the Double-Heterostructure Cavity (DHC) [1]. DHCs are important because of their ultra-high Q factors and also because the cavities can be readily integrated with other photonic components. DHCs are realized by increasing the average refractive index of a Photonic Crystal Waveguide (PCW) slab in a strip-like region (see Fig. 1(a)). This increase often involves a small perturbation, and is achieved by manipulating the geometry of the PCW lattice [3,4,13] or by increasing the refractive index of either the slab [14,15] or the holes [16,17,21]. Within the perturbed region the modes in the PCW are above cutoff and so can propagate, however in the unperturbed PCW the modes are evanescent, thus leading to trapping of the guided mode. Recent experiments have demonstrated DHC Q-factors of \(Q > 10^6\) [22].

The development of planar PC cavities was accompanied by a discussion on the exact mechanisms of loss in these structures, and, by implication, how best to manipulate the Q. All planar PC cavity modes are intrinsically lossy because they radiate in the out-of-plane direction [24]. In 2003 Noda et al. introduced the idea of gentle confinement, in which it was argued that the radiation from the cavity, and hence the loss, could be computed using the overlap of the Fourier components of the cavity mode with the light-cone. To maximize the Q, the cavity can be constructed to have a mode with a Gaussian-like envelope with a width of several periods [3,4,24], in order to minimize the extent of the cavity mode in Fourier space. In the context of planar PC cavities this is analogous to the work of Englund et al. [25], and Vučković et al. [26], who showed that the far-field properties of a cavity mode can be computed using the fields above a PC slab. However, Sauvan et al. questioned the validity of this approach, arguing that the dominant radiative loss occurred due to waveguide impedance mismatch at the cavity boundaries, leading to Fabry-Perot reflections that dominate the loss [27]. The understanding of mode confinement and radiation in planar PC cavities has thus far been hampered by the lack of a comprehensive theory of confined states in these structures.

Here, we present a first-principles theory of DHC modes in 3D planar PC structures, an approach that we designate the Frequency Approach to Radiation (FAR) method. In a recent short publication, we used the FAR to compute the Q factors and radiation patterns of DHC modes [28]. In this paper we provide a detailed description of the FAR and use it to provide simple designs for DHCs with radiation patterns which have been engineered to emit predominantly in the vertical direction.

The FAR consists of two parts: (i) we use a truncated basis of bound PCW modes that lie outside the light cone to construct a non-radiating approximation for the DHC mode. We use a Hamiltonian method for our mode expansion and generalize our previous theory [28] by including non-rotating wave terms. (ii) We apply perturbation theory to this non-radiating approximate DHC mode to compute the Fourier components of the polarization field \(P\) that lie inside the light cone. These are then used to compute the far-field radiation pattern and Q factor [29]. This method is efficient as it splits the task of solving a computationally intensive problem into solving smaller problems that are straightforward to compute. Bound PCW modes can be computed rapidly using well-established numerical methods [30], and once these are known, the perturbation theory takes approximately 15 minutes using our MATLAB code. This method’s
computational efficiency derives from avoiding the need to compute radiative modes directly. The FAR is semi-analytic and provides insight into the nature of the radiative processes of planar cavity structures. A central feature of the FAR is an integral equation that contains analytic and provides insight into the nature of the radiative processes of planar cavity structures. A central feature of the radiation pattern. Through an examination of this term, we provide several designs for realizing ultrahigh $Q$ factor DHCs with modes that radiate predominantly in the vertical direction.

This paper is structured as follows: Section II describes how we expand the cavity modes in a basis of bound PCW modes. The formulation for computing the radiation properties of the DHC is then outlined in Section III with results presented in Section IV and discussed further in Section V. Then in Section VI we use the FAR to design DHCs which radiate predominantly in the vertical. In Section VII we discuss our results and conclude. Appendix A outlines our approach for numerically solving the integral equation which is central to FAR.

II. NON-RADIATIVE APPROXIMATION

In this section we describe how we obtain a non-radiating approximation for cavity modes. We outline how we expand a DHC mode using PCW modes, and then show that this provides a good approximation for the mode profile of the DHC mode.

A. Hamiltonian formulation

We expand the cavity mode in PCW modes using the Hamiltonian formalism of Sipe and co-authors \[31,33\]. This method has proven to be useful in deriving quantum optical versions of linear \[32\] and nonlinear \[31\] coupled mode equations in a systematic way, as well as in devising a quantum optical treatment of dispersion and absorption \[31\]. Here, we are not interested in quantizing the field, but use the formulation as a vehicle for carrying out the field expansion and determining a first approximation for the cavity mode. A further advantage in our application is that it uses the divergence-free $\mathbf{D}$ and $\mathbf{B}$ fields as the primary fields for the basis functions, so that any superposition is also divergenceless.

We start with the macroscopic Maxwell equations

\[
\begin{align*}
\frac{\partial \mathbf{D}}{\partial t} &= \nabla \times \mathbf{H}, \\
\frac{\partial \mathbf{B}}{\partial t} &= -\nabla \times \mathbf{E},
\end{align*}
\]

with constitutive relations for non-magnetic dielectric media

\[
\begin{align*}
\mathbf{D}(r,t) &= \epsilon_0 \mathbf{E}(r,t) + \mathbf{P}(r,t), \\
\mathbf{B}(r,t) &= \mu_0 \mathbf{H}(r,t).
\end{align*}
\]

We first consider the unperturbed structure, i.e. a dispersionless, non-absorbing PCW with an isotropic linear response. Since the DHC geometry involves perturbing the underlying PCW (Fig. 1(a)), the PCW modes form a natural basis to expand the DHC modes. Taking $\mathbf{D}$ to be one of the primary fields, the polarization field is

\[
\mathbf{P}(r,t) = \tilde{\Gamma}(r)\mathbf{D}(r,t),
\]

where $\tilde{\Gamma}(r) = (\tilde{\epsilon}(r) - 1)/\epsilon(r)$ and $\tilde{\epsilon}(r)$ is the permittivity distribution of the PCW. The Hamiltonian representing the energy of the field is

\[
\mathcal{H} = \frac{1}{2\mu_0} \int d^3r \mathbf{B}(r) \cdot \mathbf{B}(r) + \frac{1}{2\epsilon_0} \int d^3r \frac{\mathbf{D}(r) \cdot \mathbf{D}(r)}{\tilde{\epsilon}(r)}.
\]

This is a canonical formulation of electromagnetism and commutators are introduced to produce the appropriate dynamics \[32\]. The equal time commutation relations are

\[
\begin{align*}
[D^i(r), D^j(r')] &= [B^i(r), B^j(r')] = 0, \\
[D^i(r), B^j(r')] &= i\hbar \epsilon^{ijk} \frac{\partial}{\partial r^k} [\delta(r - r')],
\end{align*}
\]

where the superscripts $i,j,k$ indicate cartesian components, $\epsilon^{ijk}$ is the permutation symbol, and repeated superscripts indicate summation. The dynamics of the fields are given by the Heisenberg equations of motion

\[
\begin{align*}
\hbar \frac{\partial \mathbf{D}}{\partial t} &= [\mathbf{D}, \mathcal{H}], \\
\hbar \frac{\partial \mathbf{B}}{\partial t} &= [\mathbf{B}, \mathcal{H}].
\end{align*}
\]

Equations (4)–(6) reproduce the Maxwell curl equations in (1). The divergence equations in (1) act as initial conditions, and if satisfied at some time, the dynamic equations ensure that they are satisfied at all times. Note that in a classical framework the commutators are replaced by Poisson brackets (with appropriate factors of $i\hbar$) and the operators become amplitudes.

We take the PCW to point in the $x$-direction (see Fig. 1(b)), so the permittivity satisfies

\[
\tilde{\epsilon}(r + d\hat{x}) = \tilde{\epsilon}(r),
\]
where $d$ is the period of the PCW. Solutions to Maxwell’s equations are then Bloch modes with band index $m$ and Bloch wavevector $k$. The Bloch modes of the PCW form a complete set and can be used to expand any field

$$D(r, t) = \sum_m \int_{BZ} dk \sqrt{\frac{\hbar \omega_{m,k}}{2}} a_{m,k} D_{m,k}(r)e^{-i\omega_{m,k}t} + c.c.,$$

where the integration is over the Brillouin zone (BZ). This expansion includes all modes: those bound to the PCW, those bound to the slab but not the PCW, as well as the continuum of radiative modes that are not bound to the slab. The Bloch modes take the form

$$D_{m,k}(r) = \sqrt{\frac{d}{2\pi}} d_{m,k}(r)e^{ikx},$$

where $d_{m,k}(r)$ is periodic with period $d$. The magnetic field $B$ can be written using similar expressions to (8) and (9). The normalization condition for the $D$ field is

$$\int d\mathbf{r} \frac{D_{m',k'}(r) \cdot D_{m,k}(r)}{\epsilon_0 \epsilon(r)} = \delta_{mm'} \delta(k - k'),$$

where the integration is over all space. Using the Poisson summation formula, it can be seen that the field is also normalized over the unit cell

$$\int d\mathbf{r} \frac{d_{m',k'}(r) \cdot d_{m,k}(r)}{\epsilon_0 \epsilon(r)} = \delta_{mm'}. \tag{11}$$

The normalization conditions for the $B$ field are the same as in (10) and (11), but with $\epsilon_0 \epsilon(r)$ replaced by $\mu_0$. Using Eqs. (8)–(11) with the commutators in Eq. (5), it can be shown after some manipulation that the operators $a_{m,k}$ and $a_{m,k}^\dagger$ in (8), where $\dagger$ denotes the Hermitian conjugate, satisfy the commutation relations

$$[a_{m,k}, a_{m',k'}] = 0, \quad [a_{m,k}^\dagger, a_{m',k'}^\dagger] = 0, \quad [a_{m,k}, a_{m',k'}^\dagger] = \delta_{mm'} \delta(k - k'). \tag{12}$$

The Hamiltonian can then alternatively be written as

$$\mathcal{H} = \sum_m \int_{BZ} dk \hbar \omega_{m,k} \left( a_{m,k}^\dagger a_{m,k} + \frac{1}{2} \right), \tag{13}$$

which is that of a set of harmonic oscillators.

We include the uRW terms using superpositions of the Bloch modes forming standing waves as basis function, rather than the individual Bloch modes themselves. To avoid double counting we discretize the BZ into an even number of equally spaced points $N$ with an equal number of points on the positive and negative halves. This way, the BZ centre and edge are avoided and the points closest to them are $k = \pm \pi/(Nd)$ and $k = \pm (\pi/d \pm \pi/(Nd))$ respectively. By writing the wave equation for a PCW

$$\nabla \times \left[ \frac{\nabla \times D_{m,k}(r)}{\epsilon(r)} \right] = \left( \frac{\omega_{m,k}}{c} \right)^2 B_{m,k}(r),$$

with

$$D_{m,k}(r) = \frac{i}{\mu_0 \omega_{m,k}} \nabla \times B_{m,k}(r), \tag{14}$$

we note that both the forward propagating Bloch mode $B_{m,k}(r)$ and the complex conjugate of the backward propagating Bloch mode $B^*_{m,-k}(r)$ satisfy Eq. (14) (since $\omega_{m,-k} = \omega_{m,k}$). A complex conjugation of the Bloch mode definition (9) is equivalent to taking a backward propagating mode. This means that, apart from an overall phase factor, the two modes $B_{m,k}(r)$ and $B^*_{m,-k}(r)$ are equivalent. From the second of Eq. (14), it is clear that this is also true for $D_{m,k}(r)$ and we can write

$$D^*_{m,-k}(r) = e^{i\phi_{m,k}} D_{m,k}(r). \tag{15}$$

Re-expressing the terms in Eq. (5) with negative $k$ in terms of complex conjugated Bloch modes with positive $k$ and using $\omega_{-k} = \omega_k$ we obtain

$$D(r) = \sum_m \int_{k>0} dk \sqrt{\frac{\hbar \omega_{m,k}}{2}} (a_{m,k} + a_{m,-k}^\dagger e^{i\phi_{m,k}}) D_{m,k}(r)$$

$$+ \sum_m \int_{k<0} dk \sqrt{\frac{\hbar \omega_{m,k}}{2}} (a_{m,k}^\dagger + a_{m,-k} e^{-i\phi_{m,k}}) D^*_{m,k}(r). \tag{16}$$

The superposition of two equivalent, but counterpropagating waves gives a standing wave which can be made a real function, manifested here by the addition of a function and its complex conjugate. We define the standing wave basis

$$\begin{bmatrix} C_{m,k}(r) \\ S_{m,k}(r) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} 1 & -i \\ i & 1 \end{bmatrix} \begin{bmatrix} D_{m,k}(r) \\ D^*_{m,k}(r) \end{bmatrix}, \tag{17}$$

where these functions are two orthogonal sine and cosine-like functions. In terms of these modes Eq. (16) becomes

$$D(r) = \sum_m \int_{k>0} dk \sqrt{2} Q_{c,m,k} C_{m,k}(r)$$

$$+ \sum_m \int_{k>0} dk \sqrt{2} Q_{s,m,k} S_{m,k}(r), \tag{18}$$

where we define new operators through

$$\begin{bmatrix} Q_{c,m,k} \\ Q_{s,m,k} \\ P_{c,m,k} \\ P_{s,m,k} \end{bmatrix} = \sqrt{\frac{\hbar}{4\omega_{m,k}}} \begin{bmatrix} 1 & 1 & 1 & 1 \\ i & -i & i & -i \\ -i & i & -i & i \\ 1 & -1 & 1 & -1 \end{bmatrix} \begin{bmatrix} a_{m,k} \\ a_{m,-k}^\dagger e^{i\phi_{m,k}} \\ a_{m,k}^\dagger \\ a_{m,-k} e^{i\phi_{m,k}} \end{bmatrix}. \tag{19}$$

As the notation suggests, $Q$ and $P$ act like canonical position and momentum operators respectively. The consequences of using modes from only half of the Brillouin zone ($k > 0$) is having to use two sets of independent operators, i.e. those with $c$ subscripts and those with $s$ subscripts. It can be shown from Eq. (12) that these satisfy the commutation relations

$$[Q_{c,m,k}, Q_{s,m',k'}] = 0, \quad [P_{c,m,k}, P_{s,m',k'}] = 0,$$

$$[Q_{c,m,k}, P_{s,m',k'}] = 0, \quad [Q_{s,m,k}, P_{c,m',k'}] = 0,$$

$$[Q_{c,m,k}, P_{s,m',k'}] = i\hbar \delta_{mm'} \delta_{kk'}, \quad [Q_{s,m,k}, P_{s,m',k'}] = i\hbar \delta_{mm'} \delta_{kk'}. \tag{20}$$
From the new operators, potential and kinetic energy-like terms can be defined such that the Hamiltonian in [13] can be re-written as

\[ H = \frac{1}{2} \sum_{\alpha} \int \frac{d^2 \mathbf{r}}{(2\pi)^2} \sum_{\mathbf{t},\mathbf{q}} \left( \hat{\mathbf{p}}_{\mathbf{t}}^2 + \omega_{\mathbf{q}}^2 \hat{\mathbf{q}}_{\mathbf{t}}^2 \right), \]

where \( \mathbf{p} \in \{ c, s \} \). This is equivalent to [13], but now written in terms of the new operators \( \mathbf{P} \) and \( \mathbf{Q} \). In compact form, the mode expansion [13] becomes

\[ \mathbf{D}(\mathbf{r},t) = \sqrt{2} \sum_{\alpha} \omega_{\alpha} \mathbf{F}_{\alpha}(\mathbf{r}), \]

where the index \( \alpha = (p, m, k) \), i.e. for brevity we use a sum over \( \alpha \) to replace the sum and integral in Eq. [18], and \( \mathbf{F}_{\alpha}(\mathbf{r}) = \mathbf{C}_{m,k}(\mathbf{r}) \) if \( p = c \) and \( \mathbf{F}_{\alpha}(\mathbf{r}) = \mathbf{S}_{m,k}(\mathbf{r}) \) if \( p = s \).

Thus far we have expressed the modes of the unperturbed PCW using a new notation and we have shown that it is consistent with the Hamiltonian in [13]. We now show that this formulation enables us to construct a Hamiltonian for the DHC while keeping the nRW terms. After introducing the cavity into the PCW the Hamiltonian is written \( \mathcal{H}_{\text{cav}} = H + V \), where

\[ V = \frac{1}{2\epsilon_0} \int \frac{d^2 \mathbf{r}}{(2\pi)^2} \left( \frac{\epsilon(\mathbf{r})}{\epsilon(\mathbf{r})} - \frac{1}{\epsilon(\mathbf{r})} \right) \mathbf{D}(\mathbf{r}) \cdot \mathbf{D}(\mathbf{r}), \]

Substituting the mode expansion [22] into Eq. [23], the perturbation term takes the form

\[ V = 2 \sum_{\alpha,\beta} \omega_{\alpha} \omega_{\beta} Q_{\alpha} Q_{\beta} \int \frac{d^2 \mathbf{r}}{(2\pi)^2} \mathbf{D}(\mathbf{r}) \cdot \mathbf{D}(\mathbf{r}), \]

In terms of the canonical position and momentum the Hamiltonian is

\[ \mathcal{H}_{\text{cav}} = \frac{1}{2} \sum_{\alpha} \mathbf{P}_{\alpha}^2 + \frac{1}{2} \sum_{\alpha,\beta} Q_{\alpha} L_{\alpha\beta} Q_{\beta}, \]

where

\[ L_{\alpha\beta} = \omega_{\alpha}^2 \delta_{\alpha\beta} + 4 \omega_{\alpha} \omega_{\beta} \int \frac{d^2 \mathbf{r}}{(2\pi)^2} \mathbf{D}(\mathbf{r}) \cdot \mathbf{D}(\mathbf{r}). \]

The coupling of the basis PCW modes is manifested by the off-diagonal terms in \( L_{\alpha\beta} \). We note that the product \( Q_{\alpha} L_{\alpha\beta} Q_{\beta} \) includes the nRW terms.

Double-heterostructure cavities are formed by slightly perturbing the refractive index of a PCW. Thus DHC modes have frequencies near the edge of the PCW band [4], and the modal fields extend over many period in the direction parallels to the PCW [24], so their Fourier transform is strongly localized around the BZ-edge. This means that the introduction of the cavity only couples PCW Bloch modes with \( k \) values near the BZ-edge. The frequency of DHCs being near the PCW band-edge also means that PCW modes of different bands couple weakly. Thus, to good approximation, we can expand DHC modes using only bound modes from the even PCW band. Such a band is shown in Fig. [2](a) and the field profiles of some modes in this band are shown in Figs. [2](b)-(e). These Bloch modes are the basis functions from which we construct the DHC mode, and their field patterns thus control the shape of the cavity mode. As discussed in Sect. VII the variations of these Bloch are important for the cavity mode’s far-field properties.

We compute the discrete elements of \( L_{\alpha\beta} \) in [26] numerically. If the BZ is discretized such that of the \( N \) points in the BZ, there are \( M/2 \) positive values of the Bloch wavevector \( k > 0 \) below the light line, the sums over \( \alpha \) contain \( M \) terms. \( L_{\alpha\beta} \) in [26] is then a real, symmetric \( M \times M \) matrix. Its eigenvalues and eigenvectors correspond, respectively, to the square of the frequency of the cavity modes and the associated real-valued amplitudes of the \( \mathbf{F}_{\alpha}(\mathbf{r}) \). Diagonalizing \( L \) results in a discrete spectrum of bound cavity modes, as well as a continuum of waveguide states that are not bound to the cavity. We are interested only in the fundamental cavity mode, which corresponds to the lowest eigenvalue.

To diagonalize the eigenvalue equation, we write it as

\[ \sum_{\beta} L_{\alpha\beta} \delta_{\beta} = \beta^2 \]
This expression represents of the DHC mode in terms of the bound PCW mode basis with the nRW wave terms retained. Using this representation the total electromagnetic energy in the fundamental cavity mode can be approximated in terms of $L_{\alpha \beta}$ and its eigenvectors as

$$U \sim \sum_{\alpha} \omega_{\alpha}^2 S_{\alpha}^2 + \sum_{\beta, \alpha} S_{\alpha 1} S_{\beta 1} \left( \frac{L_{\alpha \beta} - \omega_{\alpha}^2 \delta_{\alpha \alpha}}{2} \right).$$  \hspace{1cm} (33)

For the cavities we have examined, we have found that the contribution of the second term in (33) is negligible.

**FIG. 2:** (Color online) (a) TE-like band diagram of the PCW underlying Cavity 2. Broken blue line is the even PCW band used in the mode expansion. Red lines and shading show other modes. (b)-(e) $|y \cdot D_{c}(r)|$ for different bound PCW modes indicated in (a) the crosses. The color scale is linear.

**B. Mode calculations**

In this section, we compare profiles of DHC modes computed using the Hamiltonian approach with those computed using FDTD. Double-heterostructure cavities have been realized in different ways \[4, 5, 16, 17, 19–21, 35\]. Here we investigate the two geometries shown schematically in Fig. 3. In the first (Fig. 3(a)), the photosensitive cavity, the refractive index of the PC slab is uniformly increased, often through a photo-induced refractive index change \[17, 18\]. The second is the fluid infiltrated cavity where the refractive index of the holes is increased, as can be achieved by fluid infiltration \[20, 21, 35\].

For these two cavity geometries we use three different sets of parameters for our calculations:

1. A fluid infiltrated cavity based on a W0.98 PCW with background index $n_b = 3.46$ (consistent with silicon at $\lambda \sim 1500$ nm, where $\lambda$ is the wavelength), air hole radius $a = 0.26d$, where $d$ is the period, and slab thickness $t = 0.49d$. The cavity is introduced by increasing the refractive index of the holes by $\Delta n_i = 0.2, 0.4, 0.6$.

2. A photosensitive cavity based on a W1 PCW with background index $n_b = 2.7$ (the refractive index of some photosensitive chalcogenide glasses \[36\]), air hole radius $a = 0.3d$ and slab thickness $t = 0.7d$. The cavity is written by uniformly increasing the refractive index of the slab by $\Delta n_p = 0.02, 0.04$.

3. A photosensitive cavity based on a W0.9 PCW with background index $n_b = 3.46$, air hole radius $a = 0.3d$ and slab thickness $t = 0.7d$. The cavity is introduced by uniformly increasing the refractive index of the slab by $\Delta n_p = 0.02, 0.04$.

Cavity 1 is similar to the experimental geometry in \[21\] and Cavity 2 is similar to that in \[18\]. Geometries such as Cavity 3 have not been realized but could result from ion bombardment of a semiconductor \[37, 38\].

**FIG. 3:** (Color online) Schematics of the two different cavity types we consider. (a) Photosensitive cavity: yellow shading represents a local change in the refractive index of the PCW slab creating the cavity. (b) Fluid infiltrated cavity: the red shading indicates a change in refractive index of the holes.
compute the $Q$ factor and far-field radiation patterns.

Closer inspection of Fig. 4(b) shows a slight discrepancy between the modal widths from our theory and from FDTD. This is surprising since we expect the theory to be well-suited for modes such with a full-width at half maximum of approximately $10d$ and a highly localized Bloch mode composition (Figure 4(c)). However, in contrast to photosensitive cavities, fluid infiltrated cavities are formed by large refractive index changes ($\Delta n_i = 0.2$ vs $\Delta n_p = 0.02$) in regions where the electric fields of the PCW modes are weak. The weakness stems from the di-electric nature of the PCW modes, so they are localised in the slab rather than the holes, and from the absence of holes in the waveguide region where the field is strongest. We believe that our results for the fluid infiltrated cavity could be improved by including more basis modes in the mode expansion, for example modes which are not bound to the PCW, or higher order PCW modes. However, our results are sufficiently accurate for qualitative insight into the modes and their radiation patterns.

We now have a good approximation for the shape of the cavity mode $D^a(r)$ and its frequency $\omega_1$, but the mode does not radiate. In the next section, these quantities are used as ingredients to formulate a perturbative treatment for computing the polarization field of DHC modes inside the light cone. These polarization fields are then used to compute the $Q$ factor and far-field radiation patterns.

### III. RADIATION FIELD OF DHC MODES

Although $D^a(r)$ provides a good approximation to the field of the cavity mode, it is non-radiating. This implies that the Fourier transform of $D^a(r)$ has no Fourier components within the light cone. On the other hand, we can define a polarization field using $D^a(r)$,

$$P^a(r) = \Gamma(r)D^a(r),$$  \hspace{1cm} (34)

where

$$\Gamma(r) = \frac{\epsilon(r) - 1}{\epsilon(r)},$$ \hspace{1cm} (35)

$$\tilde{\Gamma}(r) = \frac{\epsilon(r) - 1}{\epsilon(r)},$$

with $\Gamma(r) = \tilde{\Gamma}(r) + \hat{\Gamma}(r)$, which defines $\tilde{\Gamma}(r)$. The polarization field $P^a(r)$ consists of a part $\tilde{\Gamma}(r)D^a(r)$ which does not radiate because $D^a(r)$ is entirely outside the light cone and $\tilde{\Gamma}(r)$ has the periodicity of the PCW, and a radiating part $\hat{\Gamma}(r)D^a(r)$. However, $\hat{\Gamma}(r)$ is not periodic and thus when multiplied by $D^a(r)$ does have Fourier components inside the light cone.
A. Green tensor for calculating radiation

Before continuing we briefly review a formalism introduced earlier in the literature for computing radiation fields. All material properties are placed in a polarization term, and the dynamic Maxwell equations with harmonic time dependence read

\[ i\omega \mathbf{B}(r) = \nabla \times \mathbf{E}(r), \]
\[ -\frac{i\omega}{c^2} \mathbf{E}(r) = \nabla \times \mathbf{B}(r) + i\omega\mu_0 \mathbf{P}(r). \]  

(36)

Here the polarization field is a source term and we wish to find \( \mathbf{E}(r) \) and \( \mathbf{B}(r) \) for a given polarization distribution \( \mathbf{P}(r) \). This implies that we require a Green tensor that propagates a field emitted by a polarization source oscillating at frequency \( \omega \). We adopt an earlier formulation that expresses the Green tensor using the variables \((k_x, k_y, z)\). In terms of the cavity mode, this distinguishes between modes that radiate \( k_z^2 + k_y^2 \leq k_0^2 \), and those that are bound to the slab \( k_z^2 + k_y^2 > k_0^2 \), where \( k_0 = \omega/c \).

Taking \( \kappa = (k_x, k_y) \) and \( \mathbf{R} = (x, y) \), the relationship between the \( \mathbf{E}(r) \) and \( \mathbf{P}(r) \) is

\[ \mathbf{E}(r) = \int \frac{d\kappa}{(2\pi)^2} e^{i\kappa \cdot \mathbf{R}} \int dz' G(\kappa, z - z') \cdot \mathbf{P}(\kappa, z'), \]  

(37)

where \( \mathbf{P}(\kappa, z) \) is the Fourier transform of \( \mathbf{P}(r) \) in the \( x \) and \( y \) variables, and

\[ G(\kappa, z - z'; \omega) = \frac{k_0^3}{2\pi\omega} e^{i\kappa \cdot \mathbf{R}} \int dz' \left( e^{iwz'(z - z')} (\hat{s}s + \hat{p}_+ \hat{p}_+) + e^{-iwz'(z - z')} (\hat{s}s + \hat{p}_- \hat{p}_-) \right) - \frac{1}{\epsilon_0} \delta(z - z') \hat{z}\hat{z}. \]  

(38)

Here, \( \theta(z) \) is the Heaviside-step function, \( w = \sqrt{k_0^2 - \kappa^2} \), where \( \kappa = |\kappa| \), and \( \hat{s} \) and \( \hat{p}_\pm \) are the unit vectors for the conventional \( s \) and \( p \) polarised plane waves respectively, where \( + \) and \( - \) refer to upward and downward propagation. The definition of \( w \) includes the condition that \( \sqrt{\kappa^2} \) is defined so that \( \text{Im} \sqrt{\kappa^2} \geq 0 \), and if \( \text{Im} \sqrt{\kappa^2} = 0 \), then we take \( \text{Re} \sqrt{\kappa^2} \geq 0 \). The directions of \( \hat{s} \) and \( \hat{p}_\pm \) depend on \( \kappa \) and are related to cartesian components by

\[ \begin{bmatrix} \hat{p}_\pm \\ \hat{s} \\ \nu_\pm \end{bmatrix} = \begin{bmatrix} \pm k_x/k_0 \kappa & \pm k_y/k_0 \kappa & \pm k_z/k_0 \\ k_x/k_0 \kappa & k_y/k_0 \kappa & k_z/k_0 \\ \pm k_x/k_0 & \pm k_y/k_0 & \pm k_z/k_0 \end{bmatrix} \begin{bmatrix} \hat{x} \\ \hat{y} \\ \hat{z} \end{bmatrix}, \]  

(39)

where \( \nu_\pm \) points in the direction of propagation. These vectors form the orthogonal triads \((\hat{p}_+, \hat{s}, \nu_+)\) and \((\hat{p}_-, \hat{s}, \nu_-)\) for upward and downward propagating plane waves respectively. This is shown schematically for upward propagating modes in Fig. 5. The Green tensor contains the outgoing wave condition as required. The fields for a structure of finite thickness are obtained by convolving the Green tensor with the polarization distribution in the \( z \)-direction for each value of \( \kappa \). The spatial distribution of fields above and below the slab is then obtained by inverse Fourier transform.

\[ \text{E}(r, \theta, \phi) \sim \mathbf{e}_+ (\hat{\kappa}) e^{ik_0 r} \]  

(43)

where \( \hat{\kappa} = k_0 \hat{r} \cdot (\hat{x}\hat{x} + \hat{y}\hat{y}) = k_0 (\sin \theta \cos \phi, \sin \theta \sin \phi) \), where \( (\theta, \phi) \) are the declination and azimuthal angles respectively. Here, \( \hat{r} \) is a unit vector that identifies the direction in which we let \( r \rightarrow \infty \), and therefore \( \hat{\kappa} \) is the projection of \( \hat{r} \) onto the \( xy \) plane multiplied by \( k_0 \). This then shows that each value of \((k_x, k_y)\) inside the light cone corresponds to radiation in a particular direction \((\theta, \phi)\). The time averaged far-field Poynting vector for
an upward travelling wave in spherical coordinates is
\[
\langle S(r, \theta, \phi, t) \rangle = \frac{2}{\mu_0 c r^2} \left[ |e_0^+(\hat{\mathbf{k}})|^2 + |e_0^-(\hat{\mathbf{k}})|^2 \right] \dot{\nu}_+ ,
\]
(44)
where \( \langle \rangle \) indicates a time average. The quality factor \( Q \) is the ratio of energy stored in the cavity mode and the energy lost per cycle and is given by
\[
Q = \frac{\omega}{2 \int d\phi d\theta \sin \theta S(\theta, \phi)} ,
\]
(45)
where \( S(\theta, \phi) = r^2 \langle S(r, \theta, \phi, t) \rangle \hat{\mathbf{r}} \) is the radial component of the time-averaged Poynting vector as a function of the angles \( (\theta, \phi) \) and the integration is over the upper hemisphere. Here, \( U \) is the total energy of the field in the DHC mode, approximated by Eq. (33). Since the geometry is up-down symmetric with respect to the \( z \)-direction, the factor of 2 accounts for radiation emitted in the upper and lower hemisphere.

## B. The radiative polarization field of DHC modes

Computing the far-field properties of DHC modes using the theory presented in Section C requires an expression for the Fourier components of the polarization field that lie inside the light cone. However, it would be wrong to approximate \( \mathbf{P}(r) = \mathbf{P}^0(r) \) and to substitute its Fourier transform into Eqs. (42). This is clear from \( \mathbf{P}^0(r) = \tilde{\mathbf{P}}(r) \mathbf{D}^0(r) + \hat{\mathbf{P}}(r) \mathbf{D}^0(r) \). We consider the terms \( \tilde{\mathbf{P}}(r) \), \( \hat{\mathbf{P}}(r) \) and \( \mathbf{D}^0(r) \) as being zeroth order, while the terms associated with the perturbation creating the cavity \( \tilde{\mathbf{P}}(r) \) and \( \hat{\mathbf{P}}(r) \) are considered first-order small. Henceforth, all parameters denoted by overbars are zeroth order small, while those with a tilde are first order small. Since \( \tilde{\mathbf{P}}(r) \mathbf{D}^0(r) \) does not contribute to radiation, the radiative components of \( \mathbf{P}^0(r) \) are first-order small. Of course \( \mathbf{D}^0(r) \) is just an approximation for the actual field \( \mathbf{D}(r) \) with corrections terms included by writing
\[
\mathbf{D}(r) = \mathbf{D}^0(r) + \mathbf{D}^c(r) ,
\]
(46)
where \( \mathbf{D}^c(r) \) contains first and higher order corrections. The polarization field is then given by
\[
\mathbf{P}(r) = \mathbf{P}^a(r) + \mathbf{P}^c(r)
= \tilde{\mathbf{P}}(r) \mathbf{D}^0(r) + \hat{\mathbf{P}}(r) \mathbf{D}^0(r) + \mathbf{P}^c(r) ,
\]
(47)
where the leading order term \( \tilde{\mathbf{P}}(r) \mathbf{D}^0(r) \) is non-radiating and \( \mathbf{P}^c(r) \) contains first-order and higher order corrections. This means that \( \mathbf{P}^c(r) \) contains terms that are of the same order as \( \hat{\mathbf{P}}(r) \mathbf{D}^c(r) \), and thus an expression for \( \mathbf{P}^c(r) \) is required to compute the radiation fields.

We begin by writing down a simple expression for a polarization field
\[
\mathbf{P}(r) \equiv \mathbf{P}(r) = \epsilon_0(\epsilon(r) - 1) \mathbf{E}(r)
= \epsilon_0(\epsilon(r) - 1) \int dr' G(r - r'; \omega) \cdot \mathbf{P}(r') .
\]
(48)
The Green tensor is the same as that in Eq. (38), but for brevity, we have expressed it using spatial variables. Since the cavity mode radiates and thus has a complex valued frequency, Eq. (48) has no solutions for real valued \( \omega \). However, from solving (27) we have a good approximation for the real part of the resonant frequency \( \omega_1 \), and similarly, \( \mathbf{P}^a(r) \) provides a starting point for approximating the polarization field. Using Eq. (47) we write Eq. (48) as
\[
[\mathbf{P}^a(r) + \mathbf{P}^c(r)] = \epsilon_0(\epsilon(r) - 1) \int dr' G(r - r'; \omega_1 + \tilde{\omega}) \cdot [\mathbf{P}^a(r') + \mathbf{P}^c(r')] ,
\]
(49)
where \( \tilde{\omega} \) is the complex first order correction to the frequency. We now take a Taylor expansion of the Green tensor in \( \omega \) about \( \omega_1 \)
\[
G(r - r'; \omega) = G(r - r'; \omega_1) + \frac{\partial G(r - r'; \omega_1)}{\partial \omega} \tilde{\omega} + \ldots ,
\]
(50)
To proceed, we write the Green tensor at each value of \( k \) as
\[
G(r - r'; \omega_1) = G(r - r'; \omega_1 + \tilde{\omega}_k + \tilde{G}_k(r - r'; \omega_1)) ,
\]
where \( \tilde{\omega}_k \) is close to the resonant frequency \( \omega_1 \), and \( \tilde{G}_k(r - r'; \omega_1) \) is a correction term (which is a function of \( k \)). The frequency of DHC modes is typically close to the PCW band and thus \( \omega_1 - \tilde{\omega}_k / \omega_1 \ll 1 \) for Bloch wave vectors that are below the light line. Therefore \( \tilde{G}_k(r - r'; \omega_1) \) is considered first-order small. The term
\[
\epsilon_0(\epsilon(r) - 1) \int dr' G(r - r'; \omega_1 + \tilde{\omega}) \cdot \tilde{\mathbf{E}}(r') \mathbf{D}^0(r') = \epsilon_0(\epsilon(r) - 1) \int dr' G(r - r'; \omega_1 + \tilde{\omega}) \cdot \tilde{\mathbf{E}}(r') \mathbf{D}^0(r')
\]
\[
= \epsilon_0(\epsilon(r) - 1) \int dr' G(r - r'; \omega_1 + \tilde{\omega}) \cdot \tilde{\mathbf{E}}(r') \mathbf{D}^0(r')
\]
(51)
using Eq. (32) and \( c_\alpha = \sqrt{2} \omega_1 S_{\alpha,1} \). The first term on the RHS is
\[
\epsilon_0(\epsilon(r) - 1) \int dr' G(r - r'; \omega_1 + \tilde{\omega}_k) \cdot \tilde{\mathbf{E}}(r') \mathbf{D}^0(r')
\]
\[
= \epsilon_0(\epsilon(r) - 1) \int dr' G(r - r'; \omega_1 + \tilde{\omega}_k) \cdot \tilde{\mathbf{E}}(r') \mathbf{D}^0(r')
\]
(52)
and thus we have an equation for \( \mathbf{P}^c(r) \)
\[
\mathbf{P}^c(r) = \tilde{\mathbf{P}}(r) \mathbf{E}(r) = \mathbf{P}^a(r) + \frac{\tilde{\mathbf{P}}(r)}{\epsilon(r)} \mathbf{D}^0(r)
\]
\[
+ \epsilon_0(\epsilon(r) - 1) \sum_\alpha c_\alpha \int dr' \tilde{\mathbf{G}}_k(r - r'; \omega_1) \cdot \tilde{\mathbf{E}}(r') \mathbf{F}_{\alpha}(r')
\]
(53)
We only take the terms that are first-order small in the tilde variables \( \tilde{\epsilon}(r) \), \( \tilde{\Gamma}(r) \), \( \tilde{G}_k(r - r'; \omega) \), and the first order polarization correction \( \tilde{P}^r(r) \), giving an integral equation for the polarization field to first order

\[
\tilde{P}^r_1(r) = \frac{\tilde{\Gamma}(r)\tilde{\epsilon}(r)}{\tilde{\epsilon}(r)} D^a(r) + \epsilon_0(\tilde{\epsilon}(r) - 1) \sum a \int d\omega' \tilde{G}_a(r - r'; \tilde{\omega}_1) \cdot \tilde{\Gamma}(r') F_a(r')
\]

\[
+ \epsilon_0(\tilde{\epsilon}(r) - 1) \int d\omega' G(r - r'; \tilde{\omega}_1) \cdot \left[ \tilde{\Gamma}(r') D^a(r') + \tilde{P}^r_1(r') \right]
\]

\[
+ \epsilon_0(\tilde{\epsilon}(r) - 1) \tilde{\omega} \int d\omega' \frac{\partial G(r - r'; \tilde{\omega}_1)}{\partial \tilde{\omega}} \cdot \tilde{\Gamma}(r') D^a(r').
\]

By defining \( P^{r,\text{rad}}_1(r) = \hat{S} P^r_1(r) \), as well as \( P^{r,\text{rad}}(r) = P^{r,\text{rad}}_1(r) + \hat{S} \tilde{\Gamma}(r) D^a(r) \), Eq. \( 56 \) becomes

\[
P^{r,\text{rad}}_1(r) = \hat{S} \left[ \tilde{\Gamma}(r') \tilde{\epsilon}(r) + \tilde{\Gamma}(r) \right] D^a(r)
\]

\[
+ \epsilon_0(\tilde{\epsilon}(r) - 1) \int d\omega' G(r - r'; \tilde{\omega}_1) \cdot P^{r,\text{rad}}_1(r').
\]

This is a Fredholm equation of the second kind whose solution for \( P^{r,\text{rad}}_1(r) \) gives a first order approximation for the radiative components of the DHC mode. The inhomogeneous term evaluates to what degree the perturbation terms \( \tilde{\epsilon}(r) \) and \( \tilde{\Gamma}(r) \) couple Fourier components from the non-radiative approximation of the field \( D^a(r) \) into the light cone. Once Eq. \( 57 \) is solved for \( P^{r,\text{rad}}_1(r) \), the radiation can be obtained by computing the Poynting vector from Eqs. \( 40-45 \). Our approach for obtaining solutions to Eq. \( 57 \) is outlined in Appendix A.

**IV. RADIATION CALCULATION RESULTS**

In this section we present a comparison between \( Q \) factors and far-field radiation patterns obtained using the FAR and those computed using fully numerical FDTD calculations.

We carried out our FDTD calculations using the commercial package Q-Finder (RSoft). The computational parameters were tailored to compute modes with different \( Q \) factors, but in all cases we used symmetry to reduce the computation domain to 1/8 of the DHC. Our computation domain ranged from \((x, y, z) = (0, 0, 0)\) to \((25.5d, 12d\sqrt{3}, 13.5d)\), where \( d \) is the period. The spatial discretization ranged from \((\Delta x, \Delta y, \Delta z) = d/22\) to \((\Delta x, \Delta y, \Delta z) = d/26\), with adjustments to manage the computation time. The temporal discretization was always set to \( c\Delta t = \Delta x/2\). Depending on the parameters, these calculations took between 10-50 hours on a 32 core cluster for each data point in Fig. 7.

In Fig. 7 we compare the \( Q \) factor for the three cavities versus cavity length \( L \) computed using the FAR and FDTD. Once the basis functions for the underlying PCW have been computed, the \( Q \) factor calculations using the FAR typically takes less than 15 minutes per data point.

For all three cavities we obtain good agreement in the trends of the \( Q \) factors versus cavity length between FAR and FDTD. For the theoretically calculated \( Q \) factors in

![FIG. 6: (Color online) Schematic of the \( \hat{S} \) filter in Fourier space. Red shading indicates the Fourier components that are kept, while white indicates Fourier components that are removed. The light cone is shown at the centre.](image)
Figure 7(b), we varied the length of the cavity in a continuous manner, while we have only provided values computed using FDTD at a number of intervening points as it is impractical to compute all points using FDTD. Note the large oscillations in $Q$ as the cavity length is varied. We return to this in Sect. V.

In Figure 7(b), the difference between $Q$ factors computed using FAR and FDTD is at most 30% (\( \sim 2\% \) for their logarithms), while in Figure 7(c) the discrepancy is at most 35% (\( \sim 2.5\% \) for their logarithms). On the other hand the agreement between FAR and FDTD for Cavity 1 (Figure 7(a)) is not as impressive, and the discrepancy is at most a factor of 2 (6% for their logarithms). This is likely to be due to the fact that the field profiles computed using the bound mode basis have a slight discrepancy when compared with FDTD (see Figure 4(b)). Since the $Q$ factors here are very large, a small discrepancy in $\mathbf{D}^a(\mathbf{r})$ may cause a large change in the radiation properties. Nevertheless, the chief aim of our semi-analytic approach is to obtain qualitative information regarding the general trends in $Q$ factor as a function of cavity parameters, and the results shown in Figure 7 indicate that the theory has achieved this goal.

We now examine the far-field radiation patterns (the radial component of the Poynting vector $S_r$) for DHC modes. Figure 8 shows a comparison of far-field radiation patterns for Cavity 1 computed using the FAR (left column) and those using FDTD (right column). There is good agreement between the two sets of far-field patterns; both show that the number of lobes in the radiation pattern increases as the cavity length increases. The cavity with length $L = 4d$ has particularly strong radiation in the vertical direction ($\theta \sim 0$), which has been recently shown to be useful for exciting cavity modes from free space [41]. In Section VI we provide designs for DHCs whose modes are engineered to emit vertically.

Considering now the photosensitive cavity, the far-field radiation patterns of the modes of Cavity 2 are shown in Figure 9. Unlike the fluid infiltrated cavity, here the radiation pattern is predominantly directed towards large declination angles $\theta$. The agreement between theory and FDTD is again good as both predict similar radiation directions and both provide the same trends for the number of lobes in the radiation pattern as the cavity length increases. The $Q$ factors of Cavity 2 are larger than those in Cavity 1, even though the refractive index of Cavity 1 is larger ($n_b = 3.46$) than that of Cavity 2 ($n_b = 2.7$) and the modes of Cavity 1 have envelope functions that vary more slowly than those of Cavity 2 (see Figure 4). This is
because changes in the background index couple the light much more weakly to the light cone than changes in the refractive index of the holes. This is clear from examining the Fourier components in the driving term in Eq. (57). We discuss this in more detail in Section V.

Finally, Figure 10 shows the far-field radiation patterns computed for Cavity 3. Again there is good qualitative agreement between theoretical (left column) and numerical results (right column). The radiation patterns here resemble those computed for Cavity 2 in Figure 9, however there are fewer lobes in the radiation pattern. This is because the frequency of the modes of Cavity 3 are lower than those for Cavity 2, and therefore the light cone occupies a smaller region in Fourier space. Again, this can be observed through an examination of the Fourier components of the driving term in Eq. (57) within the light cone. We discuss this in the following Section.

V. ANALYSIS OF THE DRIVING TERM

Having established the quantitative capabilities of our theory, we now demonstrate the physical insight available due to its analytic nature. In Eq. (57), the parameters associated with the cavity geometry $D^a(r)$, $\tilde{\epsilon}(r)$ and $\tilde{\Gamma}(r)$, reside in the inhomogeneous driving term $\frac{\tilde{\epsilon}(r) \tilde{\Gamma}(r)}{\epsilon(r) + \tilde{\Gamma}(r)} D^a(r) \equiv \tilde{A}(r) D^a(r)$, while the Green tensor ensures a self consistent interaction between dipoles. We now show that the far-field of the DHC modes can be understood from the Fourier components of the $\tilde{A}(r) D^a(r)$ term below the light line.

We first examine the $Q$ factor oscillations Fig. 7(b) associated with sub-period changes in cavity length. Apparently, the magnitude of the radiation is strongly affected by how the cavity perturbation cuts across the PCW modes. To analyze this we normalise the inhomogeneous term $\tilde{A}(r) D^a(r)$ by dividing it by the square root of the total energy in the cavity mode $\sqrt{U}$. The Fourier components of the term $\tilde{A}(r) D^a(r) / \sqrt{U}$ inside the light cone then indicate the strength of the radiating polarization field with respect to the total energy in the cavity mode. Figure 11(a) shows a $z = 0$ slice of the $y$ component of $\tilde{A}(r) D^a(r) / \sqrt{U}$ for a cavity with refractive index change $\Delta n_p = 0.02$ and length $L = 4d$. Figure 11(c) is similar, but for a longer cavity of length $L = 4.8d$. While the results seem similar, the Fourier components that are inside the light cone, shown in Figures 11(b) and (d), differ strongly: the magnitude of the field inside the light cone is considerably larger for the longer cavity, and we therefore expect that this cavity radiates more strongly than the shorter cavity. This is confirmed in Fig. 7(b), which shows that the $Q$ factor of the cavity with length $L = 4d$ is approximately 8 times larger than that with length $L = 4.8d$.

Figures 12(a)-(c) show $z = 0$ slices of the $\hat{y} \cdot D^a(r)$ component of the inhomogeneous term for the three cavity types. The driving term for Cavity 1 shown in Figure 12(a) has a Fourier transform (Figure 12(d)) with a
strong DC component, indicating strong radiation in the 
vertical direction consistent with the computed Poynt-
ing vector (Figure 8(a)). The strong vertical radiation 
means that this cavity design typically has a smaller 
Q factor than the photosensitive design. The driving term 
for Cavity 2 has a Fourier transform that is strongly 
peaked at the edges of the light cone (Fig. 12(e)) and 
therefore the radiation is strongest at large declination 
angles, consistent with Fig. 9. There is also a subtle dif-
cerence between the far-fields for the two different pho-
tosensitive cavities, i.e. for Cavities 2 and 3. The latter 
have a higher background index implying that its modes 
have lower frequencies, and consequently the light cone 
is smaller. This means that fewer features of the driving 
term overlap the light cone, explaining why Cavity 3 has 
far-field radiation patterns with fewer lobes (Figure 10) 
than Cavity 2 (Figure 9).

VI. VERTICAL EMISSION

Recent interest in engineering the radiation pattern of 
PC cavities [8, 41, 42] has focused on cavities which emit 
radiation predominantly in the vertical. These not only 
enable the collection of light exiting the cavity, but al-
low the cavity mode to be excited from free-space. These 
cavities were recently used in cavity QED [8, 43] and har-
monic generation experiments [14]. We show here that 
using the FAR we easily arrive at such designs for DHCs.

As discussed in Sect. V, the fundamental mode of a 
DHC to radiate predominantly in the vertical direction 
if the refractive index is such that \( \tilde{\mathbf{A}}(r) D^0(r) \) has a non-
zero DC Fourier component. While we showed that this 
is so in a fluid-infiltrated cavity with \( L = 4d \), this idea ap-
plies more generally. Vertical radiation can be achieved 
by manipulating the holes in a different way. Figure 13(a) 
shows a schematic of a fluid infiltrated cavity of length 4 
d with its radiation pattern computed using FDTD in Fig. 
13(b). A schematic of a design where the hole radius is 
decreased is shown in Fig. 13(c); the associated radia-
tion pattern in Fig. 13(d), for a structure in which the 
hole radius was decreased from 0.27d to 0.25d in a W0.94 
silicon waveguide with thickness \( t = 0.45d \), confirms the 
predominantly vertical emission. We also computed the 
radiation pattern for a W0.94 PCW with holes radius 
0.27d and thickness \( t = 0.45d \), where the holes shown in 
Fig. 13(e) are shifted to that of a W0.98 PCW and the 
holes drawn with the dashed red lines are shifted a further 
0.02\( \sqrt{3} \)d, i.e. to where the equivalent holes of a 
W1.02 PCW would be. The radiation pattern in Fig. 13(f). All 
three designs have more than 70% of their radiated power 
within a declination angle of 30\( ^\circ \) (white circles in Figs. 
13(b),(d),(f)). The computed Q factors for the param-
ters in Figs 13(d),(f) ranged between \( 2 \times 10^5 \) and \( 4 \times 10^5 \). 
Unlike previous designs based on L3 cavities [41], the Q 
factor of these designs can be controlled independently of 
the radiation pattern. The theoretical Q factor of these 
cavities can be increased by reducing the strength of the 
perturbation that creates the cavity, i.e. by decreasing 
the change in radius or hole shift. These cavity designs 
may have improve the performance of cavity-based ex-
periments in harmonic generation and cavity QED.
FIG. 13: (Color online) Schematics of DHC designs that maximize vertical emission and their corresponding radiation patterns ($S_r$). (a)-(b) Fluid infiltrated cavity. (c)-(d) Cavity created by radius change. (e)-(f) Cavity created by hole shift. The holes drawn with dashed red lines are shifted more than others. The white circles in the radiation pattern corresponds to a declination angle of $30^\circ$. The holes shifts and radius changes in (c) and (e) are not to scale. Colors as in Figure 2.

VII. DISCUSSION AND CONCLUSION

Previously [24, 44], DHC modes have been characterized by an envelope function that modulates a rapidly varying Bloch mode. Here, we show that this picture is insufficient for explaining some of the physics underlying the results presented here, and that a multiple Bloch mode approach is required.

We first compare the modal fields produced using an envelope function formulation with the fields obtained by solving Eq. (27). The key difference between the work here and the envelope function picture is that here we construct the cavity mode by superposing multiple Bloch modes, while in the envelope function approach the D-field of the DHC mode has the form

$$D_{\text{env}}(r) = f(x)D_{\pi/d}(r),$$

(58)

where $f(x)$ is the envelope function and $D_{\pi/d}(r)$ is the displacement field of the band-edge Bloch mode. Figure 14(a) shows the electric field at a $z = 0$ slice calculated for Cavity 2 with $L = 10d$ and $\Delta n_p = 0.02$ using our Hamiltonian formulation, while Figure 14(b) shows this mode computed using the envelope function-based theory. Even though these modes have almost the same characteristic length, as shown in Figure 14(c), there is a clear difference. The mode computed using the Hamiltonian has a chevron-like feature which is absent from the envelope-based calculation. This chevron-like feature arises because of the difference between the Bloch modes in the mode superposition in Eq. (52). The fields of the different PCW Bloch modes are illustrated in Figures 2(b)-(e) for the PCW underlying Cavity 2. The important feature here is that the Bloch modes at different Bloch wavevectors have different functional forms with respect to the $y$ variable. This leads to the chevron-like feature of the field profile when these modes superposed to construct the cavity mode through Eq. (22). This is not accounted for in the single Bloch mode theory since the functional form of the DHC mode in Eq. (58) only contains a single Bloch mode $D_{\pi/d}(r)$ modulated by an envelope function $f(x)$ that is only a function of $x$. The $y$-dependence of the cavity mode therefore only lies the band-edge Bloch mode $D_{\pi/d}(r)$.

In the envelope function theory, changes in the length of the cavity only manifest themselves through the envelope function $f(x)$. Consequently, if $D_{\text{env}}(r)$ is used to compute the Fourier components of $\tilde{A}(r)D_{\text{env}}(r)/\sqrt{U}$ in the light cone, changes in the cavity parameters only affect the $k_x$ distribution and therefore increases in cavity length would lead to a monotonic increase in the $Q$ factor. This is because the characteristic length of $f(x)$ increases as the cavity becomes longer, and hence the
Fourier transform of \( f(x) \) becomes narrower. The envelope function cannot predict the differences in the Fourier components in Figs 11(b) and (d) as these functions differ in both \( k_x \) and \( k_y \). The \( Q \) oscillations are inherently caused by the interference of the different Bloch components of \( D^a(r) \) in the Fourier components of the product \( A(r)D^a(r)/\sqrt{U} \) inside the light cone.

The oscillations in \( Q \), occurring as a result of superposition of multiple Bloch modes, have a natural interpretation in terms of Fabry-Perot resonances in the waveguide cavity: as the length of the cavity increases the waveguide impedance at the cavity boundaries.

In conclusion, we have presented the first-principles FAR for calculating the near-field and far-field properties of double-heterostructure cavity modes. Our theory is successful on two levels: it enables accurate numerical calculations of double-heterostructure cavity modes. Our theory is gained by examining the inhomogeneous driving term in the integral equation (57). This theory has the capability to not only speed up numerical calculations but, since it provides a direct link between a cavity geometry and its far-field properties, to greatly enhance the ability to design cavities with tailored far-field properties. We have shown this by providing designs for ultrahigh \( Q \) cavities whose radiation pattern has been engineered to emit predominantly in the vertical direction.
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Appendix A: Solving the far-field polarization integral equation

Here we present our strategy for solving Eq. (57) for the polarization field \( P^\text{rad}(r) \) using a spatially discrete basis. Since \( D^a(r) \) is constructed by superposing Bloch modes, the grid spacing is chosen such that it resolves most of the Fourier components of the Bloch modes from which it is composed. We found that a discretization of \( (\Delta x, \Delta y, \Delta z) = (d/24, (\sqrt{3}d/2)/16, d/24) \), where \( d \) is the period, was sufficient for this purpose. The Bloch modes of the even PCW band were discretized with \( \Delta k d = 2\pi 0.02 \), which implies a computation domain length of \( 50d \) in the \( x \)-direction, i.e. the \( x \)-coordinate spans \([-25d, 25d]\). In the \( y \)-direction our computation domain ranges between \([-16\sqrt{3}d/2, 16\sqrt{3}d/2]\), while in the \( z \)-direction we only require points within the slab, i.e. between \([-t/2, t/2]\), with \( t \) the slab thickness. Upon discretization, Eq. (57) becomes an inhomogeneous matrix equation

\[
(I - E G)p = a, \quad (A1)
\]

where \( I \) is the identity operator, \( P^\text{rad}(r) \to p, c_0(\bar{e}(r) - 1) \to E, \int dr' G(r - r'; \omega) \to G \) and \( a \) contains all inhomogeneous terms. Therefore when thus represented, operators become matrices, vector fields become vectors, and a convolution with the Green tensor is represented as a matrix multiplication. In practice we compute the convolution in the \( x \) and \( y \) coordinates through multiplications in Fourier space. Computing the convolution directly in the \( z \)-direction is feasible because the slab is thin. This implies that the matrix vector product \( Gp \) computes a discrete version of Eqs. (57) and (38).

To solve Eq. (A1) we need to compute \((I - E G)^{-1}a\). The difficulty of this inversion depends on the nature of the matrix (i.e. its symmetry properties and sparsity, etc.) and its size. Although the matrix is sparse, from our discretization and domain size given above, the vector \( a \) has approximately \( N_a \approx 10^7 \) elements in each of its three components and therefore, to solve the problem, we would be required to invert a sparse matrix of size \( 3N_a \times 3N_a \).

Equation (57) has the form of the well-known discrete dipole scattering problem \([45, 48]\). These systems are typically too large to be solved directly and instead iterative methods are used. When the size of the problem becomes too large either the iteration does not converge, or the number of iterations becomes so large such that computations become impractical, even with the most sophisticated iterative method. No known iterative method can solve a system of equations with dimensions of \( 3 \times 10^7 \) within a reasonable computation time, so the size of the problem must be reduced.

Chamet and Rahmani [49] recently tested different iterative methods for the discrete dipole problem in which a field scattering off a sphere with an electric and magnetic response. They showed that for a sphere that is discretized into \( N \sim 200000 \) points, leading to \( 6N \times 6N \) matrices, the iterative Generalized Product-type Bi-Conjugate Gradient method (GPBiCG) [50, 51] performed best in terms efficiency and robustness. Like most iterative solvers, this method works by minimizing a residual, which defines how well a solution satisfies the matrix equation. For a trial solution \( x_i \) of the matrix equation \( A x = b \), the residual is defined as \( r_i = b - A x_i \). The quality of the solution increases as \( ||r|| \to 0 \). Iterative methods also do not have the storage of matrix \( G \),
as only matrix vector products need to be computed.

\begin{align}
  \hat{F}(\mathbf{I}-\mathbf{E}G)p &= \hat{F}a. 
\end{align}

We expect solutions to Eq. (A2) to be approximate solutions to Eq. (A1). This is because we have observed that multiplying a vector that only has Fourier components inside the light cone by \( \mathbf{E}G \), results in a vector that is still dominated by its Fourier components inside the light cone, i.e. the light cone Fourier components are weakly coupled to Fourier components outside the light cone.

Typical examples of the residual and the \( Q \)-factor versus iteration number when solving Eq. (A2) using GPBiCG are shown in Figure 16. We consider the problem to be solved when the residual is \( < 10^{-5} \) which, in this example, is achieved in 52 iterations. Figure 16 shows that the calculated \( Q \)-factor also converges. We further test our solution by substituting it into Eq. (A1) and checking if it satisfies this equation for the Fourier components inside the light cone—i.e. we wish to see if \( \mathbf{p}_t \) solves Eq. (A1), we compute \( ||\mathbf{p}_t - (\mathbf{E}G\mathbf{p}_t + a)||/||\mathbf{p}_t|| \) and check that it is of the same order as the residual (i.e. \( \sim 10^{-5} \)). We found this to be so for all solutions presented.
