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Abstract
We describe an experiment in rapid development of a statistical machine translation (SMT) system from scratch, using limited resources: under this heading we include not only training data, but also computing power, linguistic knowledge, programming effort, and absolute time.

1 Introduction
A subject of current interest in the machine translation (MT) world, in the United States in particular, is the rapid development of systems for novel language pairs. This trend is marked by a number of assumptions. Often, at least one of the languages in question is taken to be previously unknown to system developers, who must either acquire the necessary knowledge and technology or devise methods that will mitigate the effects of their absence. Similarly, for many of the candidate languages there exists relatively little in the way of suitable training material, thus restricting the scope of purely statistical approaches.

This is quite uncontroversial, and may indeed be viewed as a welcome counter to excessive reliance on exceptionally large and ‘clean’ parallel corpora. However, other limiting factors are less frequently discussed in this context: the process of training and testing sophisticated translation models is extremely expensive, consuming important amounts of cleaning efforts, computing power, programming effort, and time. This paper reports an experiment one of whose aims was to answer the following question: “What progress can a small team of developers expect to achieve in creating a statistical MT system for an unfamiliar language, using only data and technology readily available in-house, or at short notice from external sources?” Options were constrained by the fact that the source language was Chinese, of which the development team had no knowledge, that no in-house Chinese-specific tools existed, and that available computing resources consisted of Pentium-4 class PCs with a maximum of 1Gb RAM.

This work was conducted within the NIST 2003 machine translation evaluation task, specifically the Chinese-to-English task using the large but limited data set.2 Advantages included ready access to sufficient data, an automatic scoring mechanism, and the possibility of comparison with other systems engaged on the same task.

2 The NIST Experience
At the outset, what motivated us to participate in the NIST evaluation was a desire to learn what was really involved in putting together a working statistical MT system. Deadlines appeared reassuringly distant and we had a plan to achieve good performance despite the limitations mentioned in the previous section. We put our hope into a resoring approach built on top of a roughly state-of-the-art translation model such as IBM Model 4. Rescoring has been extensively used in automatic speech recognition (ASR) on n-best lists or word-graphs (Ortmanns et al., 1997; Rose and Riccardi, 1999), and has more recently been proposed for use in SMT (Och and Ney, 2002; Soricut et al., 2002; Ueffing et al., 2002).

The first step was to install the necessary packages, train translation and language models, and begin work on decoders for IBM Model 4. We also designed a rescoring infrastructure that could host any component able to return a score on a source-target sentence pair. Up to this point we were on familiar territory, since the work was based on a clean and well aligned bitext derived in-house from the Canadian Hansard.

By the time the training corpora were made available, a good deal of code had been written, if not fully tested. We were confronted by an obvious corollary of the statistical MT paradigm: a word-based approach to SMT can only be neutral with regard to the languages under consideration to the extent that adequately tokenized training and test corpora exist. Section 3 describes the difficulties we experienced in this area.
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1 http://www.nist.gov/speech/tests/st/. This and other URLs cited here are valid as of late July 2003.
2 Details of the corpora can be found via http://www.nist.gov/speech/tests/mt/resources/.
As time quickly passed we rapidly learned the second lesson of this exercise: building a statistical MT engine, even largely from pre-existing components, is by no means straightforward. Several unexpected problems arose which in retrospect are quite interesting. First, training very large models with publicly available packages is feasible only to the extent that the corresponding memory demands can be met (see section 4.1). Second, dealing with multiple decoders inevitably complicates development. However, thanks to the multiple decoder strategy suggested by Germann et al. (2001) we managed to get a decent IBM-4 decoder. Third, we observed that decoding in itself involves a compromise between quality of results and the length of the delay before results are emitted: tuning for performance is a delicate and time-consuming process.

The immediate aim of the NIST exercise we participated in was to translate 919 Chinese sentences (length varying from 5 to 101 words, with an average of 29) into English. Additionally, the rescoring strategy required the translation of some 20,000 sentences for the purpose of training the rescoring layer. In the event, slower than expected progress here meant that rescoring could not in fact be applied before the NIST submission deadline arrived, and the 919 test sentences were submitted in their raw state.

In the hope that the lessons learned during this experience may benefit other teams tempted to engage in the exercise of building a statistical MT system from scratch, the following sections are an attempt to describe what to expect at each stage in the development of an SMT engine. More precisely, section 3 discusses the non-negotiable but vital task of preprocessing the available corpora. The different decoders we implemented are presented in section 4 and their performance compared in section 5. In the calmer post-NIST environment a second experiment was conducted in order to measure the impact of the training corpus on translation performance. We report the result of this study (referred in the following as the take2 experiment) in section 6. Finally, section 7 summarizes the major lessons learned during this exercise.

3 Corpus Preprocessing

Rather than the simple formality we had hoped for, corpus preparation turned out to demand almost one man-month of effort. This excludes time spent on the several training runs which had to be aborted when preprocessing errors were discovered. The lesson here is that this phase of work requires realism concerning the initial state of the data, a judicious mixture of automatic and semi-automatic approaches, and either close attention to quality control or being prepared to repeat the process until it is correct. Major difficulties are briefly outlined below.

3.1 Collection

Training data for the NIST task, in the form of a range of Chinese-English corpora, was distributed by the Linguistic Data Consortium (LDC). Nevertheless, the collection process was not entirely trivial, since a certain amount of interaction with the LDC was necessary before a definitive list of texts could be obtained.

Individual corpora were supplied in a surprising variety of formats; this had the effect of multiplying the effort expended on conversion. Similarly, since the original Chinese texts were produced in Hong Kong, Taiwan and the PRC, the variations in character set and encoding employed in the different language communities also posed some problems.

3.2 Segmentation and Tokenization

The treatment of the English texts was accomplished with the help of existing in-house facilities. As expected, most of the Chinese texts lacked annotations indicating sentence and word boundaries, and so mechanisms were devised to add these. Sentence boundaries were identified by a table-driven scanner sensitive to sentence-final punctuation.

Word boundaries were inserted by means of a revised version of the manage segment program supplied by the LDC. Its basic idea is to employ a unigram word model within a dynamic programming framework to produce the most probable token segmentation over a given sequence of characters. It was found that performance in terms of both speed and accuracy could be improved significantly by presegmenting the initial character sequence in order to isolate punctuation characters, and applying the probabilistic component only between these positions.

3.3 Sentence Alignment

For the NIST exercise (take1), only pre-aligned texts were used. Some regions acknowledged by the supplier to be potentially unreliable were omitted. No systematic manual checking of alignment quality was performed, and the few instances of obvious errors (largely due to faulty segmentation) which came to our attention were ignored. We call this corpus the take1 corpus.

When time permitted, following the NIST exercise, we conducted a second experiment in which non-aligned corpora were automatically aligned at the sentence level by an in-house aligner. In the hope of improving the quality of the bitext, we provided the aligner with a bilingual dictionary extracted from the translation model trained on the take1 corpus, frequent and likely associations ac-
which perform this task are known as decoders. Coded in order to recover the original input; algorithms (Brown et al., 1993), in which an output signal is decoded, are instances of the noisy channel approach.

As such, it is an instance of the language model. The problem of statistical translation can be viewed as an optimization problem where, given a source string $F = \langle f_1, \ldots, f_i \rangle$, a translation model $P_{\text{lm}}(\cdot)$ and a language model $P_{\text{lm}}(\cdot)$, we try to find a target string $E = \langle e_1, \ldots, e_j \rangle$ that maximizes the joint probability

$$P_{\text{lm}}(E) * P_{\text{lm}}(F \mid E).$$

As such, it is an instance of the noisy channel approach (Brown et al., 1993), in which an output signal is ‘decoded’ in order to recover the original input; algorithms which perform this task are known as decoders.

The probabilities $P_{\text{lm}}(\cdot)$ and $P_{\text{lm}}(\cdot)$ are derived by training on monolingual and bilingual corpora. The language model used in this work was a trigram model trained by an existing in-house package, and the translation models considered were the IBM model 2, also trained using an in-house tool, and IBM model 4, trained using the GIZA++ package (Och and Ney, 2000). One important choice for rescoring is how to represent the sets of translations that are output from the base model. There are at least two possibilities: n-best lists—explicit enumerations of the candidate translations—and word graphs (Ueffing et al., 2002), which are capable of storing much larger sets of translations implicitly. Word graphs are potentially more powerful than n-best lists, but they are also more complex to implement. Furthermore, they constrain the rescoring layer to respect the factorization inherent in the graph. Because of these problems, we chose a simple n-best list representation.

### 4.1 Crucial Details

It is certainly naïve to assume that any package as complex as GIZA++ (which is nevertheless exceptionally well written and documented) can be ready for full-scale use immediately upon installation. In retrospect, we estimate that around 3 weeks were required to master input/output formats, including the time to write wrappers for the model data structures. Establishing the limits of the package (maximum input size, etc.) took at least another week of monitoring, excluding computation time.

We soon found that using GIZA++ to train a translation model on a corpus of more than one million sentence pairs was impractical. Beyond this point, memory is saturated and the system is forced to swap, drastically increasing the time required.

IBM model 4 conditions the distortion probabilities on the class of the centroid source and target words. To acquire these classes, we used the program mkcls. In contrast to the bilingual procedure described by Och (1999), for which no ready-made solution was immediately available, this permits only the creation of monolingual classes. Using this program, source and target vocabulary were processed into 50 classes; this required around ten hours of computation.

In total, the full training of an IBM model 4 on a corpus of around one million sentence pairs requires two to three days of computation on a 1GB memory Pentium 4 desk computer.

### 4.2 Multiple Decoders

Three different decoders, all previously described in the statistical MT literature, were implemented. One advantage of having several decoders at one’s disposal is that certain bugs may be detected by comparing the trans-
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4 http://www-i6.informatik.rwth-aachen.de/Colleagues/och/software/GIZA++.html. GIZA++ also provides IBM model 2, but it was felt that faster progress could be made with the more familiar alternative.

5 http://www-i6.informatik.rwth-aachen.de/Colleagues/och/software/mkcls.html
lations they produce (and this did in fact occur). More central to the rescoring strategy adopted for this work is the fact that differences in translation quality arising from the individual characteristics of the decoders can be exploited, as described in section 5.2.

4.2.1 Greedy Decoder

The first decoder we tried (referred to here as GREEDY) was the greedy decoder described in Germann et al. (2001). This approach starts with an initial guess $E_0$ which it iteratively tries to enhance (i.e., transform to a better scoring string) by applying a series of operators, mainly insertions, deletions or replacements in source words. After each modification is made, the resulting string is scored, and the best result at iteration $i$ becomes the next source $E_{i+1}$. Iteration stops when no improvement is made, i.e. when $E_{i+1} = E_i$. Since we are working with n-best lists, we keep the $N$ best generated hypotheses (including intermediate results).

The algorithm was implemented almost exactly as described, with only a slightly different way of choosing the fertility-0 list (the list of words that can be ‘spontaneously’ inserted into the source). In addition to using fertility 0 probability, word frequency was also used as a criterion to choose the words in the list: these were selected exclusively from the 10% most common words in English.

Although the ISI Rewrite Decoder\(^6\) was available, using it would have implied training a new language model with the CMU-Cambridge Statistical Language Modeling Toolkit (Clarkson and Rosenfeld, 1997), rather than taking advantage of an existing model: since the algorithm is simple, it was re-implemented.

4.2.2 Stack-based Decoder

The second decoder, referred to as FST, used a stack-based approach (Germann et al., 2001) in which a translation is seen as a path in a probabilistic FST, with states being ‘translation contexts’ and transitions being simple alignments with their scores.

The translation context associated with a state contains all information needed to obtain the list of alignments that are possible from that state, that is, the alignments that can be added to the path ending at that state. It consists mainly of the two last target words of the path (needed by the trigram language model), the quantities $c_p$ and $\text{class}(e_p)$ of Germann et al. (2001) (needed for the distortion component of Model 4), and the set of source words already covered.

The initial state is the empty alignment, using none of the source or target words. Then, from any given state there are transitions for every possible single alignment from that state, each transition leading to a new state

\[^6\] http://www.isi.edu/licensed-su/rewrite-decoder.
lates a 20-word sentence within a few seconds; IBM2-SLOW performs almost no filtering and, with luck, translates a 20-word sentence in approximately half an hour on our standard Pentium-4 computer.

### 4.3 Costs of Diversity

While there are advantages in using several decoders (Germann et al., 2001), there are also obvious drawbacks where time is concerned; these are summarized in table 1. There is an element of arbitrariness in these estimates, since other tasks were being carried out concurrently. Nevertheless, we believe it is worth trying to distinguish coding time from tuning time. The former is the time required to produce a decoder that runs on several benchmarks with no obvious bugs either in the code or in the output produced. The latter is the time required to optimize the code and to devise a general filtering strategy that does not exclude too many good hypotheses. In practice, of course, the two are interrelated, optimization of the code sometimes coming at the price of revisions to data structures, and so on.

A working but unfinished decoder can be had in two to three weeks of fairly pleasant work. A final, stable, version tends to take as much time again, giving a total of something over one month. Note that in order to accommodate a different language pair, it would probably be necessary to adjust certain tuning parameters; part of the work in the second phase of decoder development would therefore have to be repeated.

As one might expect, development of the greedy decoder was the most straightforward, and creating a decoder for an IBM Model 2 is slightly faster than doing so for the more complex Model 4. In total, preparation of the decoders required over three man-months of effort.

| decoder | coding | tuning |
|---------|--------|--------|
| GREEDY  | 2      | 1      |
| FST     | 3      | 3      |
| IBM2    | 2      | 3      |
| total   | 7      | 7      |

Table 1: Approximate number of man weeks of development (coding + tuning) of the different decoders used in this study.

### 5 Comparing Decoders

In order to compare the decoders, we ran 4 translation sessions; each of these consisted in translating 100 sentences (of at most 20 words, and naturally not seen at training time) randomly selected from the texts provided for the NIST exercise.

Table 2 shows the results in terms of word error rate (WER) and NIST scores as returned by the mteval program. Two values returned by this package are actually reported: the NIST score of the candidate, and its normalization by the NIST score obtained by the reference itself (NIST%). These three measures are reported for both the best translation (column 2) and the 100 best translations (column 3) in which case the best value of each score over the 100-best translations is the one reported.

#### 5.1 The Bigger the Better?

Several patterns emerge from these figures. First, we see a great difference in performance over the kind of sentences being translated. Reasons for the notably bad results obtained on sinorama and xinhua are addressed in section 5.3.

Decoder performance also varies greatly. The greedy decoder seems to be the weakest; this was to be expected since the search space considered by this method is fairly small and since the operations described by Germann et al. (2001) were designed for a different pair of languages (time did not permit us to investigate operations other than those described by the authors). Interestingly, the fast version of the IBM Model 2 decoder yields better results than the greedy decoder relying on Model 4. On the other hand, if time is not a concern better translations can be obtained with the FST method: extending the search space is obviously worth the effort. This is also confirmed by the fact that the IBM2-SLOW method outperforms its IBM2-FAST counterpart. It is also worth noting that, in this setting, Model 4 provides better results than Model 2.

Finally, significantly better results can be expected if we consider even a fairly small number of alternative translations, in this case one hundred. For example, a potential gain of 17% was observed using IBM2-SLOW on the hansard corpus.

#### 5.2 Benefits of Diversity

We mentioned in section 4.3 that diversity in approaches involves certain costs, but fortunately it also yields benefits. Since each decoder has its own characteristics, something may be gained by combining their outputs. The following experiment demonstrates this: we merged the 25 best translations produced by each decoder for a given sentence, thus producing a 100-best translation comparable in size to those produced individually by each decoder (although several translation might be identical). The WER measured on this merged session is systematically lower for each corpus than the lowest of the WERs measured for each decoder on each corpus. The absolute improvement in WER (over the minimum observed) is 4.7 for hansard (48.30 instead of 53.03), 4.3 for un, 1.8 for
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7 [http://www.nist.gov/speech/tests/mt/resources/scoring.htm](http://www.nist.gov/speech/tests/mt/resources/scoring.htm)
trained on the 'good' corpora than on the others: ignoring entries on the di-
the train/test data mismatch is more significant on these

xinhua
form better than those trained on the 'bad'

The poor performance on the

Another possible explanation for the sinorama and 0-15 for xinhua.
Note that combining the outputs of several translation engines is a natural idea that was used some years ago in the work of Frederking et al. (1994).

5.3 Results Explained
The disappointingly mixed results shown in table 2 raise the question of how the pattern seen there is to be explained. Is the wide divergence between corpora due to some hidden defect in the process by which models were trained or applied, or does it rather reflect an unsuspected variation in some properties of the corpora themselves?

In view of the multiple engine strategy adopted for this work, training of IBM models 2 and 4 being performed by two different packages and decoders being written by two different co-authors, we felt confident in rejecting the hypothesis of major bugs in the process.

In order to investigate other potential reasons for the cross-corpus results, we analysed the corpora further. The poor performance on the sinorama and xinhua corpora may be related to the fact that, as table 3 illustrates, the train/test data mismatch is more significant on these corpora than on the others: ignoring entries on the diagonal, it can be seen from the perplexities that models trained on the ‘good’ un and hansard corpora tend to perform better than those trained on the ‘bad’ sinorama or xinhua. Conversely, all models tend to perform better on the ‘good’ corpora than the ‘bad’.

Another possible explanation for the sinorama and

Table 2: Decoder performance on four types of corpus.

| decoder       | 1-best  | 100-best |
|---------------|---------|----------|
|               | WER     | NIST     | NIST% | WER     | NIST     | NIST%  |
| hansard       |         |          |       |         |          |       |
| GREEDY        | 68.93   | 2.41448  | 42.20 | 61.71   | 3.68806  | 37.00  |
| IBM2-FAST     | 65.87   | 3.22954  | 32.30 | 59.22   | 4.42125  | 44.20  |
| FST           | 62.86   | 4.19043  | 41.90 | 55.24   | 5.10464  | 51.00  |
| IBM2-SLOW     | 63.85   | 3.85769  | 38.80 | 53.03   | 5.28764  | 52.80  |
| sinorama      |         |          |       |         |          |       |
| GREEDY        | 70.35   | 2.76181  | 26.10 | 62.97   | 3.98415  | 37.70  |
| IBM2-FAST     | 69.80   | 3.19254  | 30.20 | 63.04   | 4.38660  | 41.50  |
| FST           | 65.57   | 4.56739  | 43.20 | 57.18   | 5.80536  | 54.90  |
| IBM2-SLOW     | 68.77   | 4.39036  | 41.50 | 58.65   | 5.77882  | 54.60  |
| xinhua        |         |          |       |         |          |       |
| GREEDY        | 86.89   | 0.79860  | 7.80  | 82.16   | 1.37465  | 13.40  |
| IBM2-FAST     | 87.55   | 1.09399  | 10.30 | 82.45   | 1.68875  | 15.80  |
| FST           | 88.97   | 1.72001  | 16.10 | 85.40   | 2.35273  | 22.00  |
| IBM2-SLOW     | 87.56   | 1.46096  | 13.70 | 81.55   | 2.44893  | 23.00  |

Table 3: Language model perplexities obtained by training and testing on various corpora

| corpus     | hansard | sinorama | un   | xinhua |
|------------|---------|----------|------|--------|
| train      |         |          |      |        |
| hansard    | 20.14   | 451.68   | 296.10 | 1005.51 |
| sinorama   | 769.53  | 33.85    | 1058.98 | 1970.16 |
| un         | 500.14  | 860.34   | 25.01 | 1007.62 |
| xinhua     | 1393.69 | 1269.27  | 856.07 | 15.44 |

Table 4: Target vocabulary coverage.

Table 4 gives the average rank in the translation ta-
ble of the reference words (expected translation) and the percentage of reference words that are not covered by the
target vocabulary (out-of-vocabulary or OOV). The *used* section refers to the vocabulary that was actually used for decoding. The *complete* section corresponds to a complete vocabulary, which is much too large to be used in practice. We see that both *sinorama* and *xinhua* had a significant portion of OOV words in the *used* target vocabulary. However, the *complete* results show that even when these words are covered by the complete vocabulary, their rank in the translation table is so low that they most probably would not have been picked anyway. These results seem to indicate that it is much more difficult to build a correct target vocabulary for *xinhua* and *sinorama*.

## 6 Influence of the Training Corpus

After the end of the NIST exercise, we conducted a second experiment in order to analyse the influence of the training corpus. Since practical considerations precluded training a single large model on all the available corpora, we trained several moderately-sized translation models on each of them. Their main characteristics are summarized in table 5, along with their performance on the NIST translation task. We also conducted some experiments involving extracts from the corpora, the details of which are described below.

*take1* is the corpus used for the NIST exercise, containing a preponderance of sentences from the *un* corpus: 934,508, plus 205,368 from the *hansard* corpus, 50,378 from *sinorama*, and 35,234 from *xinhua*.

*MIX* is another experiment where we gathered a total of 166,529 sentence pairs consisting of those of the *fbis*, the *xinhua* and the *sinorama* corpora, plus the first 50,000 pairs of the *hansard* corpus.

*HIGH* is an experiment where we used the same training corpus as the *MIX* experiment, but where the decoder was allowed to explore a larger space.

We used a refined version of the FST decoder, with tunings adjusted so that translating a sentence took 3 minutes on a 1Gb Pentium 4 computer, regardless of its length. Results are shown in table 5; only the NIST score is given, as the evaluation was performed by the automated procedure that NIST maintained after the closing date of the official evaluation in order to allow further development and investigation by participants.

Several interesting observations can be made from table 5. First, it is clear that the choice of the corpus has a clear impact on measured performance: the worst corpus to train on was *hansard* while the best was *fbis*.

Second, a small corpus of within-domain training text is preferable to a larger out-domain one. This can be seen by comparing the size of the *fbis* and *hansard* corpora, the latter producing a much lower score than the former even though it is 6 times bigger. Here of course we assume that the test sentences resembled *fbis* more closely than *hansard*.

A third remark can be made concerning the mixed experiments. Clearly, mixing several training corpora (at least for this task, and for in the proportion used) is fruitful. We measured an absolute increase of the NIST score of 0·6 compared to the best score obtained for an individual type of corpus (*fbis*). This being said, we do not know exactly how much could be gained by training a translation model on a much larger corpus.

Finally, from the several experiments carried out on mixed corpora, it is worth pointing out that the better model probabilities achieved by increasing the number of hypotheses considered are not reflected in higher NIST scores; we observed a decrease of 0·1 from *MIX* to *HIGH*. To the extent that the NIST metric is accurate, this suggests that the models used are somehow inadequate.

## 7 Conclusions

In recent years there has been significant progress in numerous fields of natural language processing (NLP), such as automatic speech recognition, machine translation, information retrieval, etc. This progress is in part due to the introduction of statistical methods and machine learning techniques, combined with greater accessibility of data and low-cost computational power. Moreover, a growing number of out-of-the-box, often open-source, technology kits, such as statistical machine learning libraries, have become available. In this context, limits on time and resources represent smaller obstacles to building reliable and useful NLP applications than they have in the past.

However, as our current work suggests, the process of building these applications is not yet as painless and effortless as we could hope. In our attempt to build a SMT system from scratch for an unfamiliar language, using widely available corpora, toolkit for training translation models, and published decoding algorithms, we encoun-

| corpus   | type       | \(|m|\) | \(|tm|\) | NIST  |
|---------|------------|-------|--------|-------|
| *fbis*  | reports    | 68,848| 36,586 | 5·0288|
| *sinorama* | magazine | 103,250| 53,877 | 4·2273|
| *un*    | reports    | 720,000| 662,360| 4·0975|
| *xinhua* | news      | 65,000 | 39,364 | 3·7751|
| *hansard* | hansards  | 351,514| 335,910| 3·5069|
| *MIX*   | mixed     | 166,529| 166,529| 5·6875|
| *HIGH*  | mixed     | 166,529| 166,529| 5·9383|
| *take1* | mixed     | 818,937| 1,225,488| 4·3437|

Table 5: NIST score of the translation produced as a function of the training corpus. The \(|lm|\) column indicates the number of English sentences from each corpus used for training the language model; \(|tm|\) indicates the number of pair of sentences of each corpus.
tered numerous unexpected difficulties. The main lesson we learned is that essential practical aspects of the process, time consuming although of little inherent scientific interest, often become the bottleneck.

First, training corpora, although available in large quantities, often require a significant amount of work even when they are ostensibly clean: inconsistent and incorrect annotations and corrupt or incomplete data imposed some frustrating delays. Second, generally known decoding techniques and heuristics cannot be simply applied without extensive experimentations with parameters for accuracy/runtime trade-offs.
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