Probing new light gauge bosons with gravitational-wave interferometers using an adapted semi-coherent method
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We adapt a method, originally developed for searches for quasi-monochromatic, quasi-infinite gravitational-wave signals, to directly detect new light gauge bosons with laser interferometers, which could be candidates for dark matter. To search for these particles, we optimally choose the analysis coherence time as a function of boson mass, such that all of the signal power will be confined to one frequency bin. We focus on the dark photon, a gauge boson that could couple to baryon or baryon-lepton number, and explain that its interactions with gravitational-wave interferometers result in a narrow-band, stochastic signal. We provide an end-to-end analysis scheme, estimate its computational cost, and investigate follow-up techniques to confirm or rule out dark matter candidates. Furthermore, we derive a theoretical estimate of the sensitivity, and show that it is consistent with both the empirical sensitivity determined through simulations, and results from a cross-correlation search. Finally, we place Feldman-Cousins upper limits using data from LIGO Livingston’s second observing run, which give a new and strong constraint on the coupling of gauge bosons to the interferometer.

I. INTRODUCTION

The LIGO-Virgo laser interferometers 1 2 have successfully detected canonical gravitational-wave sources 3 4, but may also be able to probe the existence of dark matter 5. Gravitational waves from annihilating scalar or vector boson clouds that form around black holes have garnered a lot of interest over the last few years 6 10, resulting in new methods 11 13 and one search 14 for scalar bosons. Constraints have even been placed on the scalar boson mass, as a function of the mass of the black holes, based on upper limits from a generic all-sky search quasi-monochromatic gravitational waves 15. There has also been a search for dark matter inside our solar system in the form of inspiraling binaries of compact dark objects 16. Additionally, light (planetary-mass) inspiraling systems, which could be composed of primordial black holes, could comprise a fraction of dark matter, and emit detectable gravitational waves 17 21. Separately, a search for sub-solar mass black holes has already been done using data from LIGO-Virgo’s second observing run 22.

In addition to detecting dark matter via gravitational-wave observations, we can use data from LIGO-Virgo to directly search for dark matter. Scalar dark matter particles could induce time-dependent changes in the fundamental constants, such as the electromagnetic coupling or electron mass 23 25, by interacting non-gravitationally with standard-model fields. These couplings may cause freely-suspended pieces of the interferometers, such as the beam splitter or mirrors, to change in size, altering the paths of the light rays that travel down each arm 26. Axions 27 may also cause changes in the phase velocities of circularly polarized photons that compose the lasers in the beam cavities, which would create a phase difference at the detector output 28 29. Many other interesting ideas to detect different kinds of dark matter interactions with gravitational-wave detectors exist as well 30 33; here, we focus on dark photon dark matter particles that could interact with the interferometers.

The dark photon, a gauge boson associated with the U(1) B or U(1) B−L groups, could comprise dark matter, and could arise from the misalignment mechanism 34 36, the tachyonic instability of a scalar field 37 40, or cosmic string network decays 41. The misalignment mechanism would have produced dark photons if the field had been initialized at a non-minimum vacuum value. As the field approached its minimum, it would have oscillated about its vacuum and released energy in the form of particles. A tachyonic instability would have occurred if a negative mass term had existed in the potential of the early universe, which would have meant that changes in this field would have caused particles to be emitted. Here, we consider ultralight dark photons with masses of O(10 −13 −10 −11) eV/c 2. This mass range depends on the frequencies to which ground-based interferometers are sensitive, i.e. roughly [20-2000] Hz.
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Dark photons may generate a quasi-sinusoidal signal in our detector. The position of each mirror in the interferometer differs with respect to the “wind” from a specific direction that results from the motion of the earth around the sun. Dark photons would thus induce a slightly different classical force on each of the mirrors in the interferometer by coupling to the baryons or baryon-leptons in the mirrors, which would lead to a differential strain in the detector.

For the range of frequencies to which ground-based detectors are sensitive, the dark photon’s coherence length greatly exceeds the detectors’ separation \[\lambda\], meaning that cross-correlation techniques \[43\], typically used in searches for gravitational waves from neutron stars and stochastic backgrounds, can be applied \[44\]. Constraints have already been placed on the strength of the coupling of the dark photons to the LIGO mirrors using data from LIGO-Virgo’s first observing run (O1) \[45\], which are consistent with or surpass those of other dark matter experiments, such as the Eötvös torsion balance \[50, 51\] or the MICROSCOPE satellite \[52\].

Despite interesting constraints from O1 data, an end-to-end analysis scheme and search design to detect dark photons does not yet exist, nor does an independent check on the cross-correlation method. Furthermore, the cross-correlation search has some limitations: (1) the detectors need to take high-quality data at the same time, (2) the separation and orientation of detector pairs impact the sensitivity of the search, (3) the computational cost scales approximately with the square of the number of detectors, (4) the signal model does not explicitly enter into the analysis, and (5) follow-up techniques have not yet been developed to confirm or deny the existence of dark matter. We aim to address these five limitations with our proposed independent method.

The layout of this paper is as follows: in section II, we describe the model of the dark photon signal, and the imprint the signal leaves on the detectors. In section III, we outline our proposed method to search for dark photons, in which we carefully choose the Fast Fourier Transform duration as a function of the dark photon mass, select candidates based on a detection statistic, and perform follow-ups of potential signals. In section IV, we calculate the theoretical sensitivity for our method and perform injections to verify that calculation. Finally, we discuss some conclusions and future steps for our work in section V.

II. DARK PHOTON DARK MATTER

We describe here the physics of dark photon dark matter. In section II A, we explain the properties of ultralight dark matter, and justify why we can treat dark matter as a classical field. Section II B details the model for the signal in our detector. Afterwards, we show what kinds of frequency modulations to expect in section II C. The derivations and signal model shown in this section are taken primarily from \[12\] and \[44\].

A. Ultralight dark matter

We consider ultralight dark matter with masses \(m_A < 10^{-11} \text{ eV}/c^2\). For these masses, the number of dark matter particles in a region of space, i.e. the occupation number \(N_o\), is huge. If we consider the dark matter energy density as \(\rho_{DM} = 4.00 \times 10^{14} \text{ eV/m}^3\) \[53\] and a cube of volume \(\lambda^3\), and attribute all of the dark matter energy to the rest energy of the dark photon, we have:

\[
N_o = \frac{\lambda^3 \rho_{DM}}{m_A c^2} = \left(\frac{2\pi \hbar}{m_A v_0}\right)^3 \rho_{DM} m_A c^2, \\
\approx 1.69 \times 10^{54} \left(\frac{10^{-12} \text{ eV}/c^2}{m_A}\right)^4, \tag{1}
\]

where \(\lambda\) is the De Broglie wavelength of the dark photon, \(\hbar\) is Planck’s reduced constant, \(v_0 \approx 7.667 \times 10^{-4} c\) is the virial velocity (the circular velocity of dark matter orbiting at the sun’s distance from the center of the Milky Way) \[54\], and \(m_A\) is the mass of the dark photon \[42\].

Though \(N_o\) is very large, dark photon dark matter can be approximated as a single coherent sinusoidal wave with characteristic frequency \(\omega\) over a coherence length \(L_{coh}\) during a coherence time \(T_{coh}\) \[42\]:

\[
L_{coh} = \frac{2\pi \hbar}{m_A v_0} = 1.6 \times 10^9 \text{ m} \left(\frac{10^{-12} \text{ eV}/c^2}{m_A}\right), \tag{2}
\]

\[
T_{coh} = \frac{4\pi \hbar}{m_A v_0^2} = 1.4 \times 10^4 \text{ s} \left(\frac{10^{-12} \text{ eV}/c^2}{m_A}\right), \tag{3}
\]

where \(T_{coh}\) is derived from the classical kinetic energy of the dark matter particles.

B. The signal

We can describe the contribution of the dark photon to the standard-model action with a four-vector potential \[37\]. Within a coherence time, we can write the dark four-vector potential \(A_\mu(t, \vec{x})\) of a field created by dark photon dark matter as:

\[
A_\mu(t, \vec{x}) = (A_0)_\mu \sin(\omega t - \vec{k} \cdot \vec{x} + \phi) \text{ kg \cdot m/(s \cdot C)}, \tag{4}
\]

where \((A_0)_\mu\) is the four-amplitude of \(A_\mu\), \(\vec{k}\) is the wavevector, \(t\) is time, \(\phi\) is a random phase, and \(\vec{x}\) is the position at which \(A_\mu\) is measured. The index \(\mu\) can refer to the time component or any spatial component.

Typically, we choose the Lorentz gauge \((\partial^\mu A_\mu = 0)\). In this gauge, we note that:

\[
\frac{(A_0)_\mu}{|A_0|} = \frac{v_0}{c} \approx 7.667 \times 10^{-4}, \tag{5}
\]
The amplitude of the dark electric field greatly exceeds that of the dark scalar potential to the electric field. Therefore, we will neglect the time-component of the four-vector potential, and only consider from here a standard (three-) vector potential.

From $\vec{A}$, we can derive the dark electric and magnetic fields [43]:

$$\vec{E} = \partial_0 \vec{A} - \vec{\nabla} A_0 \sim \omega \bar{\vec{A}}_0 \cos(\omega t - \vec{k} \cdot \vec{x} + \phi),$$

(6)

$$\vec{B} = \vec{\nabla} \times \vec{A} = -\vec{k} \times \bar{\vec{A}}_0 \cos(\omega t - \vec{k} \cdot \vec{x} + \phi),$$

(7)

noting that $\vec{\nabla} A_0 \sim -\vec{k}(A_0)_{\vec{0}} \sim \frac{\mu_0}{c^2} \omega |\bar{\vec{A}}_0|$. This term is $O(\frac{\bar{\vec{A}}_0}{c^2})$ times smaller than $\partial_0 \vec{A}$. Our calculation further underscores that we can safely neglect the contribution of the dark scalar potential to the electric field.

Next, we would like to compare the relative amplitudes of $\vec{E}$ and $\vec{B}$:

$$\frac{|\vec{E}|}{|\vec{B}|} \sim \frac{\omega}{|k|} = \frac{c^2}{|v|} \sim 10^3 c.$$  

(8)

The amplitude of the dark electric field greatly exceeds that of the dark magnetic field, and hence we also neglect the contribution of $\vec{B}$ to the dark photon dark matter signal.

From the above discussion, dark photons have an associated dark electric field, and this dark electric field causes a force on a particular test mass with which the dark photons interact. In the interferometers, dark photons couple to the particles in the four mirrors in the Fabry-Perot cavities that comprise the LIGO-Virgo interferometers, and cause an acceleration [44, 49]:

$$\ddot{\vec{a}}_i(t, \vec{x}) = \ddot{\vec{E}}_i(t, \vec{x}) \simeq \epsilon e \frac{q_j}{M_j} \omega |\bar{\vec{A}}_0| \hat{\vec{A}} \cos(\omega t - \vec{k}_i \cdot \vec{x}_i + \phi_i),$$

$$\ddot{\vec{a}} = \frac{\alpha_{\text{DP}}}{\alpha},$$

(9)

where $\alpha_{\text{DP}}$ is the dark photon coupling constant, $\epsilon$ is the strength of the particle/dark photon coupling that is normalized by the electromagnetic coupling constant $\alpha$, and $q_j$ is the number of charges in the $j$th mirror of mass $M_j$. If dark photons couple to the baryon number, $q_j$ is the number of protons and neutrons in each mirror; if they couple to the difference between the baryon and lepton numbers, $q_j$ is the number of neutrons in each mirror. Each mirror is in a different location $\vec{x}$ relative to the dark photon “wind” and thus experiences a different acceleration, causing a differential strain on the LIGO-Virgo detectors. Since the mirrors are identical, we drop the subscript $j$, so $q_j/M_j = \frac{q}{M}$. For a Silica mirror, $q/M = 5.61 \times 10^{26}$ charges/kg for baryon coupling and $q/M = 2.80 \times 10^{26}$ charges/kg for baryon-lepton coupling.

Equation (9) is valid for any number of dark photons that interact with the mirrors in LIGO-Virgo for less than a coherence time. However, if we observe dark photon interactions for a time longer than $T_{\text{coh}}$, the approximation of dark photons as a single sinusoid breaks down. In our case, we can instead treat ultralight dark matter as a classical field: a superposition of many plane waves, whose velocities follow a Maxwell-Boltzmann distribution with a cutoff at the escape velocity for dark matter, $v_{\text{esc}} \approx 1.8 \times 10^{-3}c$ [54], whose phases are uncorrelated, and whose propagation and polarization directions are isotropic (as long as the dark matter has fully virialized). Following [44], we write the vector potential of a single dark photon, $\hat{\vec{A}}_i(t, \vec{x})$, and the sum of $\hat{\vec{A}}_i(t, \vec{x})$, $\hat{\vec{A}}_{\text{tot}}$, as:

$$\hat{\vec{A}}_i(t, \vec{x}) = |\bar{\vec{A}}_0| \hat{\vec{A}}_i \sin(\omega t - \vec{k}_i \cdot \vec{x} + \phi_i),$$

(10)

$$\hat{\vec{A}}_{\text{tot}} = \sum_{i=1}^{N} \hat{\vec{A}}_i(t, \vec{x}),$$

(11)

where $|\bar{\vec{A}}_0|$ is the magnitude of the $i$th dark photon’s dark vector potential (explained further in appendix [A]), the subscript 0 refers only to the fact that $\bar{\vec{A}}_0$ is an amplitude, $\hat{\vec{A}}_i$ is a unit vector pointing in the polarization direction of a dark photon, $N$ is the number of dark photons, $\phi_i$ is a random phase of one dark photon, $\vec{k}_i$ is the wavevector of one dark photon, fixed by the De Broglie equation, and $\omega_i$ is the angular frequency of one dark photon, fixed by a dispersion relation for a massive particle:

$$(\hbar \omega_i)^2 = (\hbar c |\vec{k}_i|)^2 + (m_A c^2)^2,$$

(12)

$$\vec{k}_i = \frac{m_A \vec{v}_i}{\hbar},$$

(13)

$$\omega_i = \frac{m_A c^2}{\hbar} \left(1 + \frac{1}{2} \frac{1}{c^2} |\vec{v}_i|^2 + O\left(\frac{|\vec{v}_i|^4}{c^4}\right)\right).$$

(14)

By integrating equation (9) twice over time, and averaging over random polarization and propagation directions, the strain on the detector caused by a dark photon dark matter signal is [44]:

$$h = C \frac{q \hbar c}{M c^4 \sqrt{\nu_0}} \sqrt{2 \rho_{DM} v_0} - \frac{\epsilon}{f_0},$$

$$\simeq 6.56 \times 10^{-26} \left(\frac{\epsilon}{10^{-22}}\right) \left(\frac{100 \text{ Hz}}{f_0}\right),$$

(15)

where $C = \sqrt{2}/3$ is a geometrical factor obtained by averaging over all possible dark photon propagation and polarization directions (the calculation for $C$ is shown in the appendix of [44]).

C. Frequency modulations by dark photon signals

To effectively run a semi-coherent search for quasi-monochromatic signals, we require that the power due...
to a signal is confined to one frequency bin during each Fast Fourier Transform time $T_{\text{FFT}}$. Dark photons have two sources of frequency variations: (1) the Maxwell-Boltzmann-distributed velocities of individual dark photons, and (2) the earth’s revolution around the sun and rotation relative to the direction that dark photons come from.

1. Dark photon velocities

Based on equation [14], we can determine the characteristic frequency variation due to the different velocities of individual dark photons. As observed in a frame at rest with respect to the dark photons, the minimal frequency $f_0$ is given by [42, 44]:

$$f_0 = \frac{m_A c^2}{2 \pi \hbar}, \quad (16)$$

with a positive deviation from $f_0$ of:

$$\Delta f_v = \frac{1}{2} \left( \frac{v_0}{c} \right)^2 f_0 \approx 2.94 \times 10^{-7} f_0. \quad (17)$$

This frequency deviation occurs because we assume that the velocities of the dark photons follow a Maxwell-Boltzmann distribution—see appendix A for more details.

2. Earth/dark photon Doppler effect

The earth rotates and moves around the sun relative to whichever direction the dark photons are coming from. The sum of the earth’s orbital and rotational velocities, $\vec{v}_E = \vec{v}_{\text{orb}} + \vec{v}_{\text{rot}} = \omega_{\text{orb}} R_{\text{orb}} + \omega_{\text{rot}} R_E \approx 10^{-4} c$, induces a change in kinetic energy of the incoming dark photons with respect to the detector. Here, we calculate the maximum possible frequency shift by considering the magnitudes of the earth’s and dark photons’ velocities:

$$KE_{DP} = \frac{1}{2} m_A v_0^2, \quad (18)$$
$$KE_{DP+E} = \frac{1}{2} m_A (v_0 + v_E)^2, \quad (19)$$
$$\Delta K E = KE_{DP+E} - KE_{DP} \approx m_A v_0 v_E, \quad (20)$$

where $KE_{DP}$ is the intrinsic kinetic energy of dark photons, $KE_{DP+E}$ is the maximum kinetic energy of dark photons with respect to the Earth, and $\Delta K E$ is the maximum change in the dark photons’ intrinsic kinetic energy due to the earth’s motion. We have neglected the $O(v_E^2)$ term because it is a factor of $v_E / (2v_0) \sim 0.07$ smaller than $m_A v_0 v_E$. The change in kinetic energy of the dark photons, given by equation [20], produces a change in frequency, as observed in a frame at rest with respect to the dark photons, of:

$$\Delta f_e = \frac{1}{2\pi} \frac{v_0 v_E}{c^2} f_0 \approx 10^{-8} f_0. \quad (21)$$

$\Delta f_e$ is about an order of magnitude smaller than the frequency shift induced by many dark photons travelling at Maxwell-Boltzmann distributed speeds.

Figure 1 shows the times series $h(t)$ and the resulting modulus of the Fast Fourier Transform of a simulated dark photon dark matter signal with $m_A = 3.063 \times 10^{-12} \text{eV}/\text{c}^2$, $\epsilon = 3 \times 10^{-21}$, and duration $\sim 10^5 \text{s}$. We can see a lot of structure, i.e. deviations from a pure sinusoid, because we simulate the signal for a duration longer than a coherence time. In the frequency domain, the power of the signal is split across many frequency bins. We will aim to control this power spreading in our analysis by choosing an appropriate $T_{\text{FFT}}$.

III. SEARCH METHOD

We describe our method, originally developed to look for the gravitational-wave emission from depleting boson clouds around black holes [11], to search for dark photon dark matter. An overview of the search is shown in figure 2. The inputs to the search are Band Sampled Data files, which contain complex-valued time series sampled at 0.1 s in 10-Hz bands, the so-called “reduced analytic signal” [55, 56], explained further in section III A. We take Fast Fourier Transforms of this data, whose durations are calculated specifically for each dark photon mass such that the signal power is confined to one frequency bin within each $T_{\text{FFT}}$. From these power spectra, we construct a time/frequency “peakmap”, in which we select local maxima above a certain threshold. We use different Fast Fourier Transform durations, explained further in section III B to make peakmaps in different portions of the frequency space. We project these peakmaps onto the frequency axis and select candidates, as detailed in section III C. We repeat this process for each detector, and then look for candidates that have similar frequencies within a given coincidence window. We follow-up candidates present in both detectors to confirm or reject them with certain techniques, as described in section III E. Finally, in section III F we calculate the computational cost of performing a real search.

A. Time/frequency peakmaps

To construct time/frequency peakmaps, we begin with Band Sampled Data files [55], which represent the data as a reduced-analytic signal, a complex-valued time series with only positive frequency components whose initial frequency has been shifted to 0 Hz. This data structure allows us to sample at the maximum frequency of
FIG. 1. The left-hand plot shows a part of the strain time series \( h(t) \) of a dark photon dark matter signal, without noise. The right-hand plot shows the resulting modulus of a Fast Fourier Transform (FFT) of the time series, of duration \( \sim 10^5 \) s. Based on this Fourier Transform time, the frequency resolution is \( \delta f = 10^{-5} \) Hz. The structure in the frequency domain results from the superposition of 1000 dark photons traveling with distinct Maxwell-Boltzmann-distributed velocities, which cause small frequency deviations away from the minimal frequency \( f_0 = 740.436 \) Hz (\( m_A = 3.063 \times 10^{-12} \text{ eV}/c^2 \)). The coherence time and length of this signal are: \( T_{\text{coh}} = 4595.46 \) s and \( L_{\text{coh}} = 5.281 \times 10^8 \) m; the coupling strength is \( \epsilon = 3 \times 10^{-21} \), and \( |A_0| = 2.587 \times 10^{-3} \text{ kg m/}(\text{s C}) \). We simulate the signal for \( \sim 233 \) days, though we only show the first day of its time evolution. The features of this figure are explained in sections II B and II C.

the band, as opposed to data in the form of real or analytic signals, which require a sampling frequency of twice that of the maximum frequency of the band. To construct Band Sampled Data files, we start with \( h(t) \), take a Fourier Transform, extract a 10-Hz band, keep only the positive frequency components, and inverse Fourier Transform to obtain the reduced analytic signal. We store the data in 10-Hz/1-month bands.

We then take 50%-interlaced Fast Fourier Transforms of different lengths of the data stored in Band Sampled Data files, estimate the average spectrum \([57]\), obtain the equalized spectrum by dividing the square modulus of the Fast Fourier Transforms by the average spectrum, and select local maxima above a certain threshold, \( \theta_{\text{thr}} = 2.5 \), in the equalized spectrum \([57]\). Time/frequency points above this threshold are called “peaks”. We select peaks in this way as a compromise between maintaining sensitivity towards a monochromatic signal, reducing the number of total peaks selected, and improving robustness towards strong noise lines in the data. We show an example peakmap in figure 3(a) for an injected dark photon dark matter signal with the same parameters as the signal in figure 1. The color represents the equalized power spectrum.

B. Creating databases of peakmaps

We would like to take advantage of the fact that the dark photon signal is essentially monochromatic up to variations in frequency given by equations \([17] \) and \([21] \). Moreover, we would like to account for the uncertainties in \( v_0 \) and \( v_{\text{esc}} \) \([54]\), and thus find the maximum \( T_{\text{FFT}} \) we can take such that for a particular \( T_{\text{FFT}} \), the signal will be contained within one frequency bin. Since the frequency resolution is \( \delta f = 1/T_{\text{FFT}} \), we must consider the largest possible frequency modulation, which means that we allow \( v_0 \to v_{\text{esc}} \) in equations \([17] \) and \([21] \).

\[
\Delta f_e + \Delta f_e \leq \delta f = \frac{1}{T_{\text{FFT, max}}},
\]

\[
T_{\text{FFT, max}} \lesssim \frac{2}{f_0} \frac{c^2}{v_{\text{esc}}} \approx 6 \times 10^5 \frac{f_0}{c^2} \text{s}.
\]

In figure 4, we plot \( T_{\text{FFT, max}} \) as a function of frequency, allowing for uncertainty in \( v_{\text{esc}} \) and the relative motion of the earth and dark photons. Our estimate of \( T_{\text{FFT, max}} \) is conservative with respect to that employed in \([19]\), hence it should be possible to take a longer \( T_{\text{FFT}} \), which will be highlighted in section III E.

C. Peakmap projection

We can view the peakmap as a collection of “ones” and “zeros”, where “ones” represent frequencies at which the power in the equalized spectrum has exceeded a given threshold at a particular time. For this part of the analysis, the power in each bin does not matter: only the presence of a peak or not. By making this choice, we
FIG. 2. Scheme of the analysis procedure to search for dark photons. Step 1: the Band Sampled Data files, which contain the time series data in 10-Hz/1-month bands, are constructed and combined over the whole observation time. The Band Sampled Data files are the input to our analysis. Step 2: for each 10 Hz band, we create a time/frequency peakmap by selecting local maxima in the equalized spectrum above a certain threshold \( \theta_{\text{thr}} = 2.5 \) with an optimally chosen \( T_{\text{FFT}} \). Steps 3 and 4: we project the peakmap onto the frequency axis, and select candidates uniformly in the frequency domain. We perform steps 1-4 for each detector separately. Afterwards, in step 5, we look for similar candidates in each detector, i.e. coincidences in the frequency domain. In step 6, we follow-up any candidates present in both detectors.

reduce the impact of noise disturbances: a noise line in a particular Fast Fourier Transform will always be given a value of 1 in the peakmap, regardless of its strength.

Now, we project the peakmap onto the frequency axis, which is shown in figure 3(b). After the projection, we calculate a detection statistic, called the critical ratio \( CR \):

\[
CR = \frac{y - \mu}{\sigma},
\]

where \( y \) is the number of peaks at a particular frequency, and \( \mu \) and \( \sigma \) are the median and standard deviation of the number of peaks across a frequency band, respectively. \( \sigma \) is calculated using equation D1 of [58]. The \( CR \), a random variable, gives us an estimate of significance for each candidate. It should follow a Gaussian distribution, with zero mean and unit variance, if the frequency bands on which we perform the analysis do not contain a signal or narrow noise lines.

D. Candidate selection and coincidences

We repeat this projection for each detector separately, and look for candidates whose frequencies are close enough to each other, i.e. coincidence candidates. For two candidates with frequencies \( f_1 \) and \( f_2 \), we calculate the “distance” \( d \) between them as:

\[
d = \frac{|f_2 - f_1|}{\delta f}.
\]

To determine an optimal threshold on the coincidence distance, we inject many simulated signals at a variety of amplitudes and frequencies into real O2 Livingston data, and perform the analysis steps described in sections IIIA-III C. We then calculate the distances between the frequencies of the candidates and injected signals with equation [25], and create a histogram of these distances, as shown in figure 5. Most candidates fall within one frequency bin of the injection, implying that a threshold of one bin is large enough to detect dark photon signals. By chance, \( O(\text{few\%}) \) of candidates fall within one bin of an injection for the weakest signals.

We further investigate the threshold on coincidence distance as a function of the false dismissal probability, which is shown in figure 6 for a variety of injections. Here, we can see the relationship between coincidence distance threshold and the false dismissal probability for a fixed frequency band (140-141 Hz) at a variety of amplitudes. The false dismissal probability decreases as we increase the threshold, implying the need to use a low coincidence threshold. We therefore conclude that a threshold of one bin allows the detection of simulated signals, and keeps the false alarm probability low, \( O(\text{few\%}) \).

Furthermore, we must consider the number of candidates to select per frequency band in a real search, which is typically motivated by the number of follow-ups that we can afford to do. We should also ensure that the number of coincidences, \( K_{\text{coin}} \), is uniform across the frequency space. In Gaussian noise, [58]:

\[
K_{\text{coin}} \approx \frac{K_1K_2}{K_{\text{tot}}},
\]

where \( K_1 \) and \( K_2 \) are the number of candidates we select per detector, and \( K_{\text{tot}} \) is the number of points in our parameter space. Considering a bandwidth \( B \), the total number of points per \( B \) Hz band is:

\[
K_{\text{tot}} = \frac{B}{\delta f}.
\]

We typically select the same number of candidates in each detector, \( K_1 = K_2 = K \), meaning that:

\[
K \approx \sqrt{K_{\text{coin}}B/\delta f} = K_{\text{coin}}T_{\text{FFT}}B.
\]

We plot the number of candidates we should select per detector in each \( B = 10 \) Hz band in figure 7 as a function of frequency, to ensure a certain number of coincidences. The Fast Fourier Transform times are calculated using equation [23]. We see an order of magnitude change in
FIG. 3. The left-hand plot shows a zoom of the peakmap (time/frequency map), constructed with $T_{\text{FFT}} = 1208$ s, of a strong dark photon dark matter signal injected into real O2 Livingston data with $\epsilon^2 = 9 \times 10^{-42}$ and $f_0 = 740.436$ Hz. The color represents the equalized spectrum. This injection is for illustrative purposes only: we expect a true dark photon dark matter signal to be much weaker than that shown here, based on upper limits in [19]. The right-hand plot shows the result of the projection of the peakmap onto the frequency axis. The strongest candidate’s frequency was in the same bin as the injection. We see a small peak in the counts in an adjacent frequency bin to the signal because we use a longer $T_{\text{FFT}}$ than the maximum one allowed, $T_{\text{FFT}} = 1.5T_{\text{FFT,max}}$, as discussed in section III E 1, and because the frequencies discretized.

FIG. 4. Maximum allowed Fourier Transform length, $T_{\text{FFT,max}}$, given in equation 23, as a function of boson mass and frequency. The red shaded area represents the 90% uncertainty in the measurements of the escape velocity (the maximum velocity of dark photons) made by the RAVE collaboration [54]. Though the velocities of the dark photons are distributed around the virial velocity, we use the escape velocity to set the $T_{\text{FFT,max}}$ because it is the maximum velocity that an individual dark photon could have.

FIG. 5. A histogram of the distances, calculated with equation 25, between the frequencies of injections and those of the recovered candidates using our method. We injected signals in real O2 Livingston data with a variety of coupling strengths, $\epsilon^2 = [10^{-46}, 10^{-38}]$, in the frequency bands 40-41 Hz, 90-91 Hz, etc. until 1990-1991 Hz. Most candidates tend to be within one frequency bin of the injection. On average, $\mathcal{O}(\text{few\%})$ of candidates fall within one frequency bin by chance for the weakest, undetectable signals, which is consistent with the expected false alarm probability.

E. Follow-up

In this subsection, we describe and evaluate two possible follow-up techniques to confirm or reject possible dark photon signals. In the first technique, we obtain

the number of candidates to select across the frequency domain, which occurs because the Fast Fourier Transform time, and therefore the number of frequency bins, is smaller at higher frequencies than at lower ones.
FIG. 6. False dismissal probability as a function of coincidence distance threshold for different coupling strengths (colored lines, square markers), for the frequency band 140-141 Hz, in real O2 Livingston data. Higher coupling strengths imply lower false dismissal probabilities.

FIG. 7. Number of candidates per 10-Hz band to select as a function of frequency, assuming Gaussian noise. Different colored lines correspond to different desired number of coincidences in each band (between one and five here). The candidates are selected uniformly in each 10-Hz band.

Our detection statistic as a function of increasing Fast Fourier Transform times; in the second one, we average power spectra from dark photon signals in order to look for a statistically significant peak at a frequency that has been shifted by $\Delta f_0$, given in equation 17.

1. Critical ratio vs. $T_{\text{FFT}}$ behavior

Until this point, our method has constrained the power of the signal to one frequency bin in each $T_{\text{FFT}}$. But, after we have a potential candidate, we can increase $T_{\text{FFT}}$ to see if we can observe the power spreading that is shown in figure 1(b) which would manifest itself as a characteristic decrease in the critical ratio with increasing $T_{\text{FFT}}$.

We will therefore veto candidates whose critical ratios do not follow this behavior. In figure 8, we can see the difference in critical ratio as a function of $T_{\text{FFT}}$ between a monochromatic signal, e.g. a noise line, and a dark photon signal. To create the dark photon curve, we inject a dark photon signal, make a time/frequency peakmap, perform the projection, select candidates within one bin of the injection's frequency, and calculate the candidates' critical ratios. We note that the critical ratio tends to build upwards towards its maximum at $T_{\text{FFT}} \approx 1.5 T_{\text{FFT,max}}$. We can therefore use the critical ratio as a function of $T_{\text{FFT}}$ to distinguish narrow noise lines from dark photon dark matter signals, and veto candidates whose critical ratios do not behave similarly to the red curve. Note that beyond $T_{\text{FFT}} \gtrsim 10 T_{\text{FFT,max}}$, the recovered candidates are not in the same bin as the simulated signal. For this injection, $f_0 = 740.436$ Hz and $\epsilon^2 = 1 \times 10^{-42}$.

We would like to further study the peak in critical ratio at $T_{\text{FFT}} \approx 1.5 T_{\text{FFT,max}}$ with injections at a variety of amplitudes. Therefore, we determine the critical ratio as a function of $T_{\text{FFT}}$, as in figure 8, and we record the factor $T_{\text{FFT}}/T_{\text{FFT,max}}$ that maximizes the critical ratio. We then histogram these factors in figure 9 which shows that for the majority of signals, the ideal $T_{\text{FFT}}$ in a real search is $\sim 1.5 T_{\text{FFT,max}}$. Employing a $T_{\text{FFT}}$ longer than $T_{\text{FFT,max}}$ is reasonable because we gain more in sensitivity by making the frequency bins narrower than we lose
In equation 23, the maximum $T_{\text{opt}}$ for 233 $T_{02}$ Livingston data. We expect an optimal different amplitudes in seven different one-Hz bands in real time, but on longer timescales than the observation of the dark photon dark matter signal, if we average the power spectrum at $f = 806$ s. Starting from $T_{\text{opt}}$ from $T_{\text{max}}$. We also plot in red the number of Fast Fourier Transforms we average for each $T_{\text{FFT}}$. The aforementioned error, which is less than one frequency bin up to $T_{\text{FFT}} \lesssim 50T_{\text{FFT, max}}$, is much smaller than that derived from taking a single power spectrum, which is at least 2-10 bins off for the same choices of $T_{\text{FFT}}$.

by allowing the signal power to spread into adjacent bins.

2. Combining power spectra

The second technique takes advantage of the statistical properties of dark photons. Statistically, we expect that for many measurements of the dark photon dark matter signal, the power spectrum will be peaked at a frequency $f_{\text{true}} = f_0 \left(1 + \frac{\epsilon^2}{c^2}ight)$. While there is only one realization of the dark photon dark matter signal, if we average power spectra on shorter timescales than the observation time, but on longer timescales than $T_{\text{FFT, max}}$, we should be able to see this peak.

To illustrate the second technique, we simulate a signal with a minimal frequency $f_0 = 740.436$ Hz lasting for 233,793 days, without noise. Based on the relation in equation 23 the maximum $T_{\text{FFT}}$ possible without losing signal power is $T_{\text{FFT, max}} = 806$ s. Starting from $T_{\text{FFT, max}}$, we increase $T_{\text{FFT}}$ by various factors, ranging from 5 to 50, and average the resulting power spectra per $T_{\text{FFT}}$. When we do this average, the “true” peak in the power spectrum at $f_{\text{true}}$ becomes apparent. In figure 10, we show the error in frequency bins between $f_{\text{true}}$ and the frequency corresponding to the maximum in the averaged power spectrum, as a function of $T_{\text{FFT}}/T_{\text{FFT, max}}$. The blue, square curve shows the number of Fast Fourier Transforms averaged. We can see that the error in bins is very small for smaller $T_{\text{FFT}}$, and gets worse as we increase $T_{\text{FFT}}$, corresponding to less Fast Fourier Transforms to average. We can therefore expect to see a peak at $f_{\text{true}}$ within one frequency bin of $f_{\text{true}}$ up to 50$T_{\text{FFT, max}}$ in this example, without noise, which is the best we could possibly do.

We also consider this follow-up technique in the realistic case where noise is present by simulating many signals and determining the factor by which we can increase $T_{\text{FFT}}$ as a function of signal amplitude and frequency in real O2 Livingston data. The left-hand panel of figure 11 shows in color $T_{\text{FFT}}/T_{\text{FFT, max}}$ as a function of the coupling strength/frequency parameter space. Depending on $\epsilon$, $T_{\text{FFT}}/T_{\text{FFT, max}}$ can be between 2-20, on average. Additionally, in the right-hand panel of figure 11, we evaluate the efficiency of this follow-up technique by determining the fraction of injections, for a corresponding $T_{\text{FFT}}$, that can be localized to within one frequency bin of the injection. These plots serve to characterize the limits of the follow-up as a function of the signal parameter space.

In a real search, we can implement this technique in the following way: assuming that we obtain a possible candidate, we can map its critical ratio to a particular amplitude/ coupling strength by performing injections at the frequency of the candidate with different amplitudes to obtain a “calibration” of the critical ratio. Then, we can look at the left-hand panel of figure 11 to determine the maximum $T_{\text{FFT}}$ we can use for the averaging procedure, and with what efficacy we can apply this technique. Afterwards, we can perform averages of amplitude spectral densities, and check whether at each $T_{\text{FFT}}$, the maximum in the power spectrum corresponds to $f_{\text{true}}$. We can also calculate the difference in bins between the frequency
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FIG. 9. Histogram of factors by which we can increase $T_{\text{FFT}}$ compared to $T_{\text{FFT, max}}$, normalized by the bin width. The optimal $T_{\text{FFT}}$ appears to be around 1.5$T_{\text{FFT, max}}$, regardless of the amplitude or frequency of the signal. We obtained this histogram using thirty injections per amplitude at sixteen different amplitudes in seven different one-Hz bands in real O2 Livingston data. We expect an optimal $T_{\text{FFT}}$ higher than $T_{\text{FFT, max}}$ because we gain more in sensitivity due to a longer $T_{\text{FFT}}$ than we lose due to increased power spreading because our frequency bins are finer. In this plot, the couplings range from $\epsilon^2 = [10^{-46}, 10^{-38}]$ for 40-41 Hz, 90-91 Hz, etc. until 1990-1991 Hz.
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FIG. 10. The black curve shows the error in frequency bins between the true frequency $f_{\text{true}}$ and the frequency of the peak in the signal-only (no noise) averaged power spectrum, as a function of the factor by which we have increased $T_{\text{FFT}}$ from $T_{\text{FFT, max}}$. We also plot in red the number of Fast Fourier Transforms we average for each $T_{\text{FFT}}$. The aforementioned error, which is less than one frequency bin up to $T_{\text{FFT}} \lesssim 50T_{\text{FFT, max}}$, is much smaller than that derived from taking a single power spectrum, which is at least 2-10 bins off for the same choices of $T_{\text{FFT}}$. 

where $c^2 = \frac{1}{\epsilon^2}$.
corresponding to the maximum in the averaged power spectrum and $f_{\text{true}}$, which should get larger with longer $T_{\text{FFT}}$, as shown in figure 10. We note that a noise line will not be shifted by $\Delta f$, which could help us to distinguish between dark photons and noise disturbances. Of course, the efficiency in the right-hand panel of figure 11 and the signal amplitude must be high enough to apply this technique, as is the case for all standard follow-up methods.

F. Computational cost

Running the main part of the search, i.e. steps 1-4 in figure 2 does not require much time. We simply load the data from the Band Sampled Data files, and create many different peakmaps with different $T_{\text{FFT}}$ in 10-Hz bands. We have determined that performing this search on one year of data from a single detector, in 10-Hz bands between 10 and 2000 Hz, would take less than a few days when running on hundreds of Xeon CPU E5-2695 v2 cores.

We estimated the computational cost for a single detector, though in practice, we will run our search on at least two detectors. Because we perform a coincidence-based analysis, the total computational cost scales linearly with the number of detectors in our network [58]. In contrast, the cost of cross-correlation searches [49] scales roughly by a factor of $P(P - 1)/2$, where $P$ is the number of detectors in the network. As the gravitational-wave detector network grows to include KAGRA [59], LIGO India [60], Einstein Telescope [61] and Cosmic Explorer [62], our method will have a distinct advantage from a computational point of view.

IV. SENSITIVITY

To calculate the sensitivity of our method, we adapt formulas given by equations 17 and 67 in [11, 58], respectively. Our sensitivity formula assumes that the signal is monochromatic during one Fast Fourier Transform, and includes averages over the polarization and propagation directions of the $N$ dark photons:

$$h_{\text{0, min}} \approx \frac{2.80}{M^{1/2} \theta_{\text{thr}}^{1/2}} \sqrt{\frac{S_n(f)}{T_{\text{FFT,max}}}} \left( \frac{p_0(1 - p_0)}{p_1^2} \right)^{1/4} \sqrt{CR_{\text{thr}} - \sqrt{2}\text{erfc}^{-1}(2\Gamma)},$$

where $M$ is half the number of Fast Fourier Transforms during the observation time $T_{\text{obs}}$ (because the Fast Fourier Transforms are interlaced), $\theta_{\text{thr}} = 2.5$ is the threshold for peak selection to create the peakmap, $S_n$ is the noise power spectral density of the detector, $S_\text{n}(f)$, is a local maximum if the data contain only noise, $p_0$ relates to the probability of selecting a peak (above $\theta_{\text{thr}}$) in the presence of a signal, and $\Gamma$ is the chosen confidence level.

In addition to our theoretical sensitivity calculation, we perform simulations to obtain the true sensitivity in real O2 Livingston data. We inject one hundred signals in each 1-Hz band every 50 Hz ([40-41] Hz, [90-91] Hz, etc. up to [1990-1991] Hz) and select a certain number of candidates per 1-Hz band such that one coincidence would on average occur in Gaussian noise (see equation 28). We simulate 1000 dark photons per injection, which should be enough to emulate a realistic signal, as shown in [44]. We use a varying $T_{\text{FFT}}$ between 450 s and 21836 s that depends on the maximum frequency of each band (higher frequency implies larger frequency change, so a smaller $T_{\text{FFT}}$ is required).

In figure 12(a), the black curve (O2 empirical sensitivity) shows the minimum coupling $\epsilon^2$ as a function of frequency at 95% confidence using injections. The cyan-shaded area represents the spacing in $\epsilon^2$ when choosing the strength of the injections. The red curve (O1 upper limits) shows the upper limits from [49], in which only ~37 days (893 hours) of data were used. Here, we simulated signals for ~233 days, though the amount of usable data was around 135 days [48]. Additionally, the maximum velocity of dark photons signals affects our sensitivity because it dictates our choice of $T_{\text{FFT}}$ (see equation 23). If we had used a smaller maximum velocity, around $1.85\text{M}_\odot$ as in [44], we could have increased $T_{\text{FFT}}$ by a factor of 2, improving the sensitivity estimation of $\epsilon^2$ by $\sim \sqrt{2}$. Considering all of these factors, we find that our method and the cross-correlation one produce consistent results.

Furthermore, assuming that O2 Livingston data did not contain a dark photon signal, we produce Feldman-Cousins [63] upper limits in these frequency bands to compare with the sensitivity estimated through injections. They also serve as a constraint on the dark matter...
coupling constant in O2 Livingston data, and are a median factor of \( \sim 2 \) better than the sensitivity estimation.

This median factor of \( \sim 2 \) improvement in the Feldman-Cousins limits, compared to the empirical sensitivity estimation, arises from different choices of \( CR_{\text{thr}} \). When we obtain the empirical sensitivity estimation, we require that the frequency of the recovered candidate be within one frequency bin of the injection, and that the critical ratio of the candidate exceeds \( CR_{\text{thr}} = 5 \). Instead, when we calculate the Feldman-Cousins limits, we map the measured critical ratios returned during the analysis to inferred critical ratios. This mapping ensures perfect coverage at the chosen confidence level, and that the critical ratio used in equation [28] can only take values greater than 0. In practice, the measured critical ratio is, on average, 0, in Gaussian noise, which maps to an inferred critical ratio of \( \sim 2 \) at the 95\% confidence level. If we look at the square of equation [29], and use \( CR_{\text{thr}} = 2 \) (as representative of the Feldman-Cousins limits), instead of \( CR_{\text{thr}} = 5 \) (as used in the sensitivity estimation), we obtain an improvement factor of \( \sim 1.82 \) in \( \epsilon^2 \), which is consistent with the median factor of \( \sim 2 \) by which the Feldman-Cousins limits and empirical sensitivity estimation differ.

We note that these derived limits may improve if the finite propagation time for light down the interferometers is accounted for [64].

In figure 12(b), we calculate \( h_{0,\text{min}} \) from equation [22] (orange curve, O2 theoretical sensitivity), with an amplitude spectral density curve for O2 Livingston [65]. We use the following parameters: \( CR_{\text{thr}} = 5, \theta_{\text{thr}} = 2.5 \), and \( \Gamma = 0.95 \), and see that the theoretical and empirical sensitivity estimations agree well.

We also plot empirically-derived Receiver Operating Characteristic curves for our method in figure 13, the detection efficiency as a function of false alarm probability. These curves come from 100 injections at a variety of \( \epsilon^2 \) values in the 90-91 Hz band, and serve to characterize the sensitivity of our method in a complementary way to the estimation shown in figure 12.

V. CONCLUSIONS

We have adapted a method to detect dark photons interacting with gravitational-wave detectors. In this method, we carefully select a Fast Fourier Transform duration as a function of dark photon mass, such that the frequency evolution of dark photons would be contained within one frequency bin in each \( T_{\text{FFT}} \). Our work provides a complementary, independent check on the cross-correlation search for dark photons, and advances a movement to use gravitational-wave detectors for purposes other than measuring gravitational waves, without having to modify any of the existing hardware.

We provide an end-to-end analysis framework for performing a search for dark photon dark matter signals, beginning with the optimal creation of time/frequency peakmaps, and ending with follow-up techniques designed to distinguish between dark photons and other quasi-monochromatic signals, and between dark photons and noise disturbances.

We stress that this search is computationally light, taking only a couple of days to run on the computing cluster at the Université catholique de Louvain’s. It is potentially quicker than the cross-correlation search, espe-
FIG. 12. In the left-hand plot, we plot the coupling $\epsilon^2$ as a function of frequency at the 95% confidence level, obtained with 100 injections every 50 Hz, i.e. in the bands [40-41], [90-91 Hz], etc. (black dot-dashed curve, O2 empirical sensitivity). The cyan shading denotes the uncertainty arising from the spacing of $\epsilon^2$ when doing injections. The red curve (O1 upper limits) comes from [49] and represents a 95% upper limit derived from cross-correlated O1 data [48]. We also plot for comparison Feldman-Cousins-derived upper limits [63] in O2 Livingston that assume that our detection statistic follows a Gaussian distribution, and that no dark photon signal existed in this dataset. In the right-hand plot, we show the minimum detectable amplitude, $h_0$, both empirically and theoretically, which agree well. The sensitivity deteriorates at 40 Hz because there are at least five noise lines in the 40-41 Hz band that are within a few mHz of some injections.

FIG. 13. Receiver Operating Characteristic curves for different values of $\epsilon^2$ derived from injections in O2 Livingston data using $T_{\text{FFT}} = 9838$ s in the 90-91 Hz band. The observation time is $\sim 233$ days, though the amount of usable data was only $\sim 135$ days because the detector was not always on [48].

For the first time, we present a theoretical estimate of sensitivity for dark photon dark matter searches, and compare this estimate with that obtained through software injections in real O2 Livingston data. Both approaches agree well, and provide a way to compare our method with the cross-correlation technique.

Future work includes rigorously developing a matched filter to optimally follow-up candidates returned from the search pipeline described here. With the matched filter, we will even be able to independently estimate the value of $v_0$ by constructing templates that allow $v_0$ to vary. Moreover, matched filters will help us to distinguish between the types of dark matter particles that directly interact with the detector, as discussed in section I. We would also like to take advantage of the directional dependence of the dark photon wind with our follow-up techniques.
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### Appendix A: Dark photon dark matter signal simulations

We simulate a dark photon dark matter signal in the same way as in [44]. For each of N dark photons we select a random polarization \( \hat{A}_i \) and propagation direction \( \vec{k}_i \) independently by uniformly selecting the spherical coordinates \( \cos \theta_i = [-1, 1] \) and \( \phi_i = [0, 2\pi] \).

\[
\hat{A}_i, \vec{k}_i = (\sin \theta_i \cos \phi_i, \sin \theta_i \sin \phi_i, \cos \theta_i).
\] (A1)

To calculate \( \vec{k}_i = \frac{m |\vec{v}_i|}{\sqrt{2}} \hat{v}_i \), we select the magnitude of velocities \( |\vec{v}_i| = v \) according to a Maxwell-Boltzmann distribution that cuts off at \( v_{esc} \):

\[
f(v) \sim v^2 e^{-v^2/\sqrt{2} v_{esc}^2} \Theta(v_{esc} - v).
\] (A2)

We need to normalize equation [11] by the density of dark matter in the universe, \( \rho_{DM} \). By integrating equation [11] over a coherence volume \( V_{coh} = L_{coh}^3 \) and a coherence time \( T_{coh} \), we can obtain the magnitude of each dark photon’s \( |\vec{A}_0| \):

\[
|\vec{A}_0| = \frac{\hbar}{m_A c^2} \frac{1}{\sqrt{\epsilon_0}} \sqrt{\frac{\rho_{DM}}{I}},
\] (A3)

where the integral \( I \) is:

\[
I = \frac{1}{V_{coh} T_{coh}} \int_{V_{coh}} \int_{T_{coh}} \left| \sum_{i=1}^{N} \vec{A}_0 \sin(\omega_i t - \vec{k}_i \cdot \vec{x} + \phi_i) \right|^2 dt dV.
\] (A4)

We also can calculate \( |\vec{A}_0| \) directly for any number \( N \) of dark photons:

\[
|\vec{A}_0| \simeq \frac{\hbar}{m_A c^2} \frac{1}{\sqrt{\epsilon_0}} \sqrt{\frac{\rho_{DM}}{N/2}}.
\] (A5)

The numerical integration and direct calculations agree to within 1% for \( N = 1000 \), the desired number of dark photons to simulate. Therefore, to save computation time, we do not perform the numerical integration. Based on equations [A3] and [A5] \( I \approx N/2 \).

Since there are \( N \) dark photons in the simulation, the amplitude of the overall dark vector potential will increase by \( \sqrt{N} \), so:

\[
|\vec{A}_0| = \sqrt{N} |\vec{A}_0| \simeq \frac{\hbar}{m_A c^2} \frac{1}{\sqrt{\epsilon_0}} \sqrt{2 \rho_{DM}}.
\] (A6)

\( |\vec{A}_0| \) is directly proportional to the amplitude of the signal, which can also be expressed through the energy density of dark matter, as shown in equation A4 in [44].

Note that as in [44, 49], we simulate the detector motion as a function of time, given the locations of the detectors relative to the center of the earth [70, 71].
Appendix B: Additional studies on false dismissal and false alarm probabilities

In figure [14] we show similar results to figure [4] to demonstrate how false dismissal probability changes as a function of coincidence distance threshold for two other frequency bands: 690-691 Hz and 1990-1991 Hz. Choosing one bin as a coincidence threshold ensures a low false dismissal probability in these sample frequency bands.
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