Emergence of Fresnel diffraction zones in gravitational lensing by a cosmic string
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The possibility to detect cosmic strings – topological defects of early Universe, by means of wave effects in gravitational lensing is discussed. To find the optimal observation conditions, we define the hyperbolic-shaped Fresnel observation zones associated with the diffraction maxima and analyse the frequency patterns of wave amplification corresponding to different alignments. In particular, we show that diffraction of gravitational waves by the string may lead to significant amplification at cosmological distances. The wave properties we found are quite different from what one would expect, for instance, from light scattered off a thin wire or slit, since a cosmic string, as a topological defect, gives no shadow at all.
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\section{I. INTRODUCTION}

The first direct detection of gravitational waves by the Laser Interferometer Gravitational-Wave Observatory (LIGO) \cite{LIGO} opened up a new way to observe the Universe. Along with gravitational wave detection, it was the first direct observation of binary black holes. With this success, there are many hopes that other previously invisible cosmological objects, which emit or scatter gravitational waves, will be observed in the near future.

In this paper we discuss the possibility to detect cosmic strings – topological defects that may have been formed in the early Universe \cite{Vilenkin:1981kg,Abbott:2016blz} – by means of wave effects in the gravitational lensing taking into account the interference and diffraction. We emphasize the difference of wave diffraction on a topological defect from that on a compact object. For the wave effects to be detectable in a compact-mass gravitational lens, the wavelength $\lambda$ should be comparable or larger than the Schwarzschild radius $R_s$ of the lens \cite{oliveira1997fresnel}. In this case, the Fresnel number, which is the key parameter for the diffraction, is given by $R_s/\lambda$, and the diffraction scales like $O(\lambda/R_s)$. This scaling cannot be applied to a string, a non-compact object with conical topology. It has been shown recently for the plane-wave diffraction by string \cite{Kowalski:2016juc} that the Fresnel number is determined by the ratio $r\Delta^2/\lambda$, where $r$ is the distance from the string to the observer and $\Delta$ is a constant related to the deficit angle of conical space, which is proportional to the linear mass of the string \cite{Babichev:2015zca,Gratton:2016hbw,Aleksis:2016ygs}. For the typical $\Delta \sim 10^{-7}$, low Fresnel numbers can be achieved at cosmological distances from the string, $r \sim 10^{14}\lambda$. As a result, the diffraction effects can be of the same order as the geometrical optics giving an additional amplification at the observation point \cite{Kowalski:2016juc}. This is a direct consequence of the conical topology, for which the metric is locally flat, but globally it forces the parallel geodesics to cross (when they pass on opposite sides of the string) at a large distance. On the other hand, the deflection angle, equal to $\Delta$, is independent of the impact parameter \cite{Babichev:2015zca,Gratton:2016hbw}. Hence, the characteristic fringe width in the interference pattern $\sim \lambda/(2\Delta)$ does not vary with distance. This is another feature distinct from the compact-object lens, for which the interference fringe scales with distance as $\sim \lambda\sqrt{r/R_s}$ \cite{Kowalski:2016juc}.

The objective of this paper is twofold. First, we study the question of how the Fresnel diffraction zones emerge under wave propagation in conical spacetime created by a straight cosmic string \textsuperscript{1}. The diffraction pattern we have obtained is quite different from what one would expect from light scattered off a thin wire or slit \cite{Graham:2011yu,Artzy:2016wby}, since the cosmic string, as a topological defect, gives no shadow. After an appropriately chosen coordinate transformation, we convert the problem of a single-source wave in conical space to a more tractable form with a locally Minkowskian line element and a limitation on the angular range. As a result, we obtain the interference and diffraction pattern analytically as a superposition of wave fields from two image sources illuminating two virtual half-plane screens.

Second, we take into account the curvature of the incident wavefront by considering the wave source at a finite distance from the string. This is a more general case with respect to our previous study \cite{Kowalski:2016juc}. By applying the uniform asymptotic theory of diffraction \cite{Eremeev:2014koa,Eremeev:2015lqa}, we obtain analytical solutions for the wave field in the whole space including the lines of singularities at the boundaries of the double-imaging region. Away from the boundaries, the wave field is interpreted in the framework of Keller’s geometrical theory of diffraction \cite{Keller1962}, which has demonstrated to be quite efficient in studying diffraction on a topological defect \cite{Kowalski:2016juc}. Our results allow to predict with high accuracy the location of the diffraction maxima both in coordinate space and in energy spectrum, along with the nodal and antinodal lines of geometrical-optics interference. We found it convenient to associate the diffrac-

\textsuperscript{1} Actual strings are not straight and may contain loops, we refer to a straight-line segment of an infinitely long or closed string lying at the observer-source line of sight.
tion maxima with what we call the “Fresnel observation zones”, that help to localize the regions where the amplification due to the string is the highest and easier to observe. The boundaries between the zones are determined by hyperbolas in an equivalent Minkowskian space. In the limit of an infinitely distant source (incident plane wave), the hyperbolas convert to parabolas, all with a common focus at the string.

II. WAVE EQUATION IN CONICAL SPACETIME

We start with a spacetime metric for a static cylindrically symmetric cosmic string [6, 8]
\[ ds^2 = -dt^2 + dr^2 + (1 - 4G\mu)^2 d\varphi^2 + dz^2, \]
where \( G \) is the gravitational constant, \( \mu \) is the linear mass density of the string lying along the \( z \)-axis, \((t, r, \varphi, z)\) are cylindrical coordinates, and the system of units in which the speed of light \( c = 1 \) is assumed. With a new angular coordinate \( \theta = (1 - 4G\mu) \varphi \), the metric (1) takes a locally Minkowskian form
\[ ds^2 = -dt^2 + dr^2 + r^2 d\theta^2 + dz^2, \]
having, however, a limitation on the angular range. It is assumed here, that a wedge of angular size \( 8\pi G\mu \) is taken out and the two faces of the wedge are identified [3, 6]. By introducing the deficit angle \( 2\Delta \) with
\[ \Delta = 4\pi G\mu, \]
the angular coordinate \( \theta \) spans the range \( 2\pi - 2\Delta \).

We consider the question of finding a solution of the wave equation in background (1) corresponding to a time harmonic source, situated at a finite distance from the string. For the sake of simplicity, in order to keep the problem two-dimensional, we consider a line source parallel to the string. Our aim is to see how a wave emitted by a line source is diffracted in conical spacetime. The wave equation in background (1) for the scalar field \( U(r, \varphi) \) is (see, e.g., [5, 15, 16])
\[ \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{\beta^2 r^2} \frac{\partial^2}{\partial \varphi^2} + \omega^2 \right) U = 0, \]
equation (4) and corresponds to an outward-propagating solution [11]. It is advantageous to perform the angular transformation \( \theta = \beta \varphi \) and to work in the Minkowskian geometry (2) with a wedge removed rather than in the metric (1), as done in Ref. [5] for an infinitely distant source. To conveniently perform the transformation, we put the origin at the string location \( S \) and join the point \( S \) with the emitting source \( E \) by a radial line [see Fig. 1(a)]. Then we assign the values \( \varphi^- = -\pi \) to the left and \( \varphi^+ = \pi \) to the right of the line \( SE \) that will be the cut line. Assuming that the emitting wave is symmetric (isotropic), we obtain a zero derivative \( \partial_{\varphi} U = 0 \) at the cut. After the angular transformation, the line \( SE \) converts to the wedge \( SE^- \), \( SE^+ \), given by the angles \( \pm(\pi - \Delta) \) [see Fig. 1(b)]. The two faces of the wedge should be identified since they represent the same plane in the spacetime (1). Thus, the propagation of a wave in conical spacetime can be represented as the propagation of two waves in flat geometry with a wedge removed. In our consideration, each emitting source lies on the corresponding face of the wedge. Our next step is to show that the problem posed in this section can be effectively treated in the framework of the canonical problem of diffraction on a perfectly conducting half-plane screen [5].

III. UNIFORM ASYMPTOTIC THEORY OF DIFFRACTION ON A HALF PLANE

Let us consider a half-plane screen defined in polar coordinates \((r, \alpha)\) by: \( \alpha = 0 \) (upper surface) and \( \alpha = 2\pi \) (lower surface). According to our geometry, the source is located on the upper surface of the screen at a distance \( r_0 \) from the edge, i.e., at \((r_0, 0)\) (see Fig. 2).

The emission field is a cylindrical wave that can be defined by [11]
\[ U_i = \sqrt{\frac{\pi}{2}} e^{i\pi/4} H_0^{(1)}(kR) \approx \frac{e^{ikR}}{\sqrt{kR}}, \]
with \( R = \sqrt{r^2 + r_0^2 - 2rr_0 \cos \alpha} \) and the subscript “i”
FIG. 2: Cylindrical wave emitted from a source on the upper surface of a half-plane screen (thick line). The space is split into two regions: illuminated (I), shadow (II).

means “incident” field. The solution for the field in the whole space can be expressed as an integral [11, 18–20]

\[ U = \sqrt{\frac{2}{\pi}} e^{-i\pi/4} e^{ikR} \int_{-w}^{\infty} \frac{e^{i\mu^2}}{\sqrt{\mu^2 + 2kR}} d\mu, \tag{7} \]

where \( w = \sigma \sqrt{k(r + r_0 - R)} \), with \( \sigma \equiv \text{sgn} \left[ \cos \left( \alpha/2 \right) \right] \), a sign function giving +1 in the illuminated region and −1 in the shadow (see Fig. 2). Instead of working with the solution in the integral representation (7), we apply the uniform asymptotic theory [12, 13], which has proved to be quite accurate in finding solutions for the wave field under diffraction. We seek the solution in the form

\[ U = U_i \mathcal{F}(w) + \mathcal{R}, \tag{8} \]

where the first term is the penumbra field with the Fresnel integral defined by

\[ \mathcal{F}(w) = \frac{1}{\sqrt{\pi i}} \int_{-\infty}^{\infty} e^{i\mu^2} d\mu, \tag{9} \]

and \( \mathcal{R} \) offsets the residual arising from substituting the penumbra term in the wave equation. In both Eqs. (7) and (8), the Neumann boundary condition for the field is assumed on the screen. The residual \( \mathcal{R} \) has a form of the ray expansion

\[ \mathcal{R} = e^{ik(r + r_0)} \sum_{n=1}^{\infty} k^{-n} C_n, \tag{10} \]

in which the slowly varying coefficients \( C_n \) can be determined by the method of asymptotic matching [13] which consists in comparing the uniform asymptotics (8) with the nonuniform asymptotics of the rigorous solution and expanding all the terms with respect to inverse powers of \( k \). The nonuniform expansion can be written as

\[ U \approx U_i \mathcal{H}(w) + U_i^0 D \frac{e^{ikr}}{\sqrt{kr}}. \tag{11} \]

Here, the first term is the geometrical-optics contribution of the incident wave. It is multiplied by the Heaviside step function \( \mathcal{H}(w) \) that guarantees that this wave only contributes to the illuminated region. The second term is the leading order term \( \sim O(k^{-1}) \) of the diffracted field. It describes a cylindrical wave emanating from the edge (see, e.g., Ref. [11]). Its amplitude is given by the product of the incident wave evaluated at the edge, \( U_i^0 \equiv e^{ikr_0}/\sqrt{kr_0} \), and the diffraction coefficient [14]

\[ D = \frac{e^{i\pi/4}}{2\sqrt{2\pi}} \frac{1}{\cos(\alpha/2)}. \tag{12} \]

Note that the expansion (11), valid at \( |w| \gg 1 \), is nonuniform due to a singularity at \( w = 0 \), that is, in the neighbourhood of the light-shadow boundary. It should also be remarked that the diffraction coefficient \( D \) is determined by the geometry of the obstacle (a half plane in our case) but is independent of the type of incident wave [14, 21].

To do the asymptotic matching, the Fresnel integral (9) is replaced with its asymptotics at large arguments [10]

\[ \mathcal{F}(w) \approx \mathcal{H}(w) - \frac{e^{i\pi/4}}{2\sqrt{\pi}} \frac{e^{i w^2}}{w} \equiv \mathcal{H}(w) - \tilde{\mathcal{F}}(w). \tag{13} \]

By comparing Eqs. (8) and (11) up to the order \( O(k^{-1}) \), we see that only \( C_1 \) is relevant in the expansion (10) and for the residual \( \mathcal{R} \) we obtain

\[ \mathcal{R} \approx U_i \tilde{\mathcal{F}} + U_i^0 D \frac{e^{ikr}}{\sqrt{kr}}. \tag{14} \]

Written in this form, the solution (15) corresponds to the uniform asymptotic theory introduced in Ref. [12]. It is called uniform since the poles in the diffraction coefficient \( D \) are cancelled out by the poles in the term \( \tilde{\mathcal{F}} \), giving a regular solution in the whole space including the light-shadow boundary. It would be convenient to combine both singular terms in one by defining a new diffraction coefficient

\[ \tilde{D} = \frac{e^{i\pi/4}}{2\sqrt{2\pi}} \left[ \frac{1}{\cos(\alpha/2)} - \sigma \sqrt{\frac{2rr_0}{R(r + r_0 - R)}} \right], \tag{16} \]

and the uniform solution finally becomes

\[ U \approx U_i \mathcal{F}(w) + U_i^0 \tilde{D} \frac{e^{ikr}}{\sqrt{kr}}. \tag{17} \]

Note that Eq. (17) is valid at any distances from the light-shadow boundary, near and away from the edge, i.e. everywhere except for the neighbourhood of the source, since \( kR \gg 1 \) is assumed. Far from the light-shadow boundary, both asymptotics, the nonuniform (11) and uniform one (17), coincide. We also observe that the edge wave has a phase shift of −3\( \pi/4 \) in the illuminated region and +\( \pi/4 \) in the shadow with respect to the incident field. Crossing the shadow line introduces a phase change of \( \pi \), which is manifested in the sign change of the diffraction coefficients \( D \) and \( \tilde{D} \) (See the original work by Fresnel [22, 23] who pointed out that the diffracted waves in the shadow and illuminated regions are in complete phase opposition).
IV. DIFFRACTION OF A CYLINDRICAL WAVE BY A COSMIC STRING

As explained in Sect. II, after an angular transformation, the spacetime (1) can be represented in the flat Minkowskian geometry (2) with a wedge of $2\Delta$ removed [Fig. 1(b)]. Accordingly, the wave source $E$ is doubled into images $E^-$, $E^+$ which are located on the faces of the wedge. Each image source emits a cylindrical wave that will be diffracted by the corresponding half plane. Therefore, the wave diffraction by a string can be thought of as the diffraction by two half planes forming an angle of $2\Delta$ [5].

We now construct the wave field by making use of the results described in the previous section for the case of a single half plane. We use the angular substitution $\sigma = \pi - \Delta + \theta$ for each half plane in order to work with the flat coordinates $(r, \theta)$. The emission field for each source is described by a cylindrical wave given by

$$U_i = \frac{e^{iks^\pm}}{\sqrt{k}s^\pm}, \quad (18)$$

where $s^\pm = \sqrt{r^2 + r_0^2 + 2rr_0 \cos(\Delta \pm \theta)}$. From Eq. (17), the uniform asymptotic solution for the field at the observation point $(r, \theta)$ is found in the form

$$U = U_i^- F(w^-) + U_i^+ F(w^+) + U_i^0 \left( \tilde{D}^- + \tilde{D}^+ \right) \frac{e^{ikr}}{\sqrt{kr}}, \quad (19)$$

with the modified diffraction coefficients $\tilde{D}^\pm$ defined as

$$\tilde{D}^\pm = -\frac{e^{i\pi/4}}{2\sqrt{2\pi}} \left[ \frac{1}{\sin \left( \frac{\pi}{2} (\Delta \pm \theta) \right)} - \sigma^\pm \sqrt{\frac{2rr_0}{s^\pm(r + r_0 - s^\pm)}} \right], \quad (20)$$

and the notations $w^\pm = \sigma^\pm \sqrt{k(r + r_0 - s^\pm)}$ and $\sigma^\pm = \text{sgn}(\Delta \pm \theta)$. According to the values of the sign functions $\sigma^\pm$, the entire space (beyond the wedge) is divided into several regions of interest (see Fig. 3): (i) a double-imaging region, $-\Delta < \theta < \Delta$, illuminated by both sources and (ii) two single-imaging regions illuminated by just one image source (compare with similar geometry of Ref. [5]).

Far from the boundaries, $\theta = \pm \Delta$, one can use the geometrical theory of diffraction [14] which corresponds to the nonuniform expansion (11) for a half-plane solution. In our case of a double source, we obtain

$$U = U_i^- H(w^-) + U_i^+ H(w^+) + U_i^0 \left( D^- + D^+ \right) \frac{e^{ikr}}{\sqrt{kr}}, \quad (21)$$

The first two terms with the Heaviside functions describe the geometrical optics (GO) waves. The step functions guarantee that the GO waves only contribute to the respective illuminated regions (Fig. 3). The third term is the leading order term of the diffracted (D) field. It describes a cylindrical wave emanating from the edge and whose amplitude depends on the diffraction coefficients (which can also be called “directivity functions”) determined by

$$D^\pm = -\frac{e^{ix/4}}{2\sqrt{2\pi}} \frac{1}{\sin \left( \frac{\pi}{4} (\Delta \pm \theta) \right)}, \quad (22)$$

Note that the D wave has a phase shift of $3\pi/4$ whenever the observation point is in the double-imaging region. The terms in Eq. (21) are visualised in Fig. 3, where each contribution corresponds to a characteristic ray: two GO rays going from the sources $E^\pm$ to the observer $O$ directly and two D rays going from the sources but hitting the edge $S$ – the string location – following the shortest path (Fermat’s principle for edge diffraction [14]).

It is easy to check that for $\Delta = 0$, i.e. when there is no lensing due to string, both Eqs. (19) and (21) reduce to the un lensed field

$$U_0 = \frac{e^{iks_0}}{\sqrt{k}s_0}, \quad (23)$$

which is a usual cylindrical wave with $s_0 = \sqrt{r^2 + r_0^2 + 2rr_0 \cos \theta}$. For future analysis, one can define the amplification factor $F = U/U_0$ to characterize the effect of gravitational lensing by the string over the wave field. Finally, it can be verified that one recovers all the expressions derived for the plane wave in Ref. [5] by multiplying the line-source results by $\sqrt{kr_0 e^{-iks_0}}$ and letting $r_0 \to \infty$ [19].

V. FRESNEL OBSERVATION ZONES

The Fresnel-zone concept has been widely used in various branches of wave physics. When the wave field is calculated at a certain observation point, it is advantageous to divide an incoming wavefront into a number of zones, each with an additional path difference of a half-wavelength, so that the wavefront phase changes by $\pi$...

FIG. 3: Geometrical theory of diffraction in conical space. Direct (red) and diffracted (blue) rays determine the leading order contribution at the observation point $O$, when $O$ is either in the double-imaging (a) or single-imaging region (b).
when moving from one zone to the next [10, 11]. The construction of these zones provides a pictorial understanding of the diffraction phenomenon. Indeed, when some of the zones are obstructed by a screen or any other obstacle, the Fresnel zones are used to determine qualitatively when the diffraction effects become important and the geometrical optics limit is not accurate to estimate the resulting field. For example, when radio waves propagate in terrain environment, Fresnel zones are elliptic-shaped regions surrounding the line-of-sight path from source to receiver [24]. To achieve an acceptable transmission not affected by diffraction or multipath attenuation, all disturbing objects must be further than 0.6 times the first Fresnel zone radius from the line-of-sight path [24].

It should be noted that diffraction may appear in the absence of screens or obstacles which might obstruct the direct wave transmission. As Fresnel pointed out in his classical work [22, 23], in order to produce the phenomena of diffraction “all that is required is that a part of the wave should be retarded with respect to its neighbouring parts.” This is precisely what happens in the lensing effect. When a gravitational or electromagnetic wave passes near a massive cosmological object, it deviates giving rise to multiple images and diffraction [4, 25, 26]. A similar effect may appear when the wave propagates near a topological defect like a cosmic string [5, 16, 27].

A. Hyperbolic vs elliptic zones

For the problem of transmission of a signal from the emitter E to the observer O, the Fresnel zones can be constructed about the line of sight EO connecting the points. In this case, the relevant geometry is a set of confocal elliptic-shaped regions with the foci at the points E and O [24]. Indeed, when any obstacle S is not far from the line of sight, an alternative path ES + SO interferes with the direct path EO resulting in constructive or destructive interference. The result depends on the phase difference between the paths [see Fig. 4(a)]. If the points E and O are fixed, while S is moved over the space, the line of constant phase difference is elliptic. The objective of such construction is to determine clearance zones in order to achieve perfect transmission between the source and receiver [24]. However, for our case this zone construction is not convenient since (i) we have two image sources instead of one, and (ii) we are interested in just the opposite — in how to detect the scattering object due to the presence of wave effects in the observed signal, or in other words, where we should place the observer with the aim to detect the obstacle by virtue of diffraction with the highest efficiency. To this purpose we fix the points E and S, while the observer O is moved over the space [Fig. 4(b)]. By this procedure the line of constant phase difference between the two paths will be hyperbolic instead of elliptic (at the moment we assume a Minkowskian geometry).

![Fig. 4: Lines of constant phase difference between the direct path |EO| = R and the diffracted path |ES| + |SO| = r₀ + r. Their shape is: (a) elliptic when the distance R is fixed; (b) hyperbolic when r₀ is fixed.](image)

B. Half plane

This idea can easily be implemented to our equations. First, consider the case of a single half plane with the geometry of Fig. 2. The penumbral term in Eq. (17) is determined by the Fresnel function of argument w, that depends on the path difference \( d = r + r₀ - R \). Hence, one can define the zone structure by the condition that \( d \) should be an integer number of half wavelengths:

\[
    r + r₀ - \sqrt{r^2 + r₀^2 - 2rr₀\cos\alpha} = \frac{\lambda}{2} j, \tag{24}
\]

that means the phase between the paths changes by \( \pi \) when moving from one zone to the next – a similar argument used by Fresnel to define the zone boundaries on the wavefront [22, 23]. From this equation, the shape of the zones in polar coordinates \((r, \alpha)\) will be determined by a familiar expression for conic sections

\[
    r = \frac{r₀}{2e_j} \frac{e_j^2 - 1}{1 + e_j \cos\alpha}, \tag{25}
\]

with eccentricity \( e_j \) given by

\[
    e_j \equiv \left( 1 - \frac{\lambda}{2jr₀} \right)^{-1}. \tag{26}
\]

Eq. (25) describes a set of confocal hyperbolas for \( j = 1, 2, 3, \ldots \), all with the foci at the source E and the edge of the screen S, so that the path difference from each focus to a point on the curve is constant [see Fig. 5(a)]. Each hyperbola, in principle, should have two symmetrical branches corresponding to either \( R > r \) or \( R < r \). Since the latter case is not relevant for our physical conditions, we only consider the branches in the neighbourhood of the focus S with \( R > r \). Moreover, we are only interested in those parts of the branches which are located in the upper (illuminated) region where the direct and diffracted paths interfere. In the lower (shadowed) region no interference effects are expected since there is only the diffracted wave (this part is plotted in a dashed line). The vertices of the hyperbolas are given by the coordinates \( (\frac{1}{2}r_j, 0) \), so that they are equidistantly spaced by \( \frac{1}{2}\lambda \) between \( r = 0 \) and \( r = r₀/2 \) along the screen.
The asymptotes of the hyperbolas determine the limits for the angle \( \alpha \) for each zone: \(-\alpha_j^* < \alpha < \alpha_j^*\) with \(\alpha_j^* = \arccos(-e_j^{-1})\). We also notice that for our geometry, due to the requirement \(1 < e_j < \infty\) for hyperbolas, there is an upper limit for the index \(j\) given by \(j_{\text{max}} = 2r_0/\lambda\). Finally, for an infinitely distant source (incident plane wave), one focus goes to infinity, \(r_0 \rightarrow \infty\), and the path difference is simply \(d = r(1 + \cos \alpha)\), while the hyperbolas become parabolas with the single focus at the edge \(S\) [see Fig. 5(b)]. The shape of the parabolas is determined by [5]

\[
r = \frac{\lambda}{2} \frac{j}{1 + \cos \alpha}. \tag{27}
\]

C. String

Next, we consider the geometry of Fig. 1(b) corresponding to the string, which is flat space with a wedge removed and two sources located on the faces of the wedge. A qualitative analysis of Eq. (21) shows that in the most interesting situation, when the observer is in the double-imaging region, the diffraction pattern will be determined by the interference of four characteristic waves: two GO waves coming from the sources and two D waves emanating from the edge [Fig. 3(a)].

First of all, from geometrical optics we would expect the following picture: two GO waves interfering with each other, constructively or destructively, to produce an interference pattern of bright and dark lines alternating in space. The phase difference between the GO waves is constant along the lines: \(s^- - s^+ = \text{const}\), which are confocal hyperbolas with the foci at the sources \(E^-\) and \(E^+\). If we specify the path difference in units of the half wavelength:

\[
s^- - s^+ = \frac{\lambda}{2} q \tag{28}
\]

with \(q \in \mathbb{Z}\) being an integer, the bright lines (constructive interference) correspond to even \(q = 0, \pm 2, \pm 4, \ldots\), while the dark lines (destructive interference) correspond to odd values \(q = \pm 1, \pm 3, \ldots\). In the following, we will refer to the bright and dark GO lines as “antinodal” and “nodal” lines, respectively.

The diffracted waves introduce new important features into the overall interference pattern. As we pointed out for the case of a half plane, the phase difference between the GO and D waves is constant along the hyperbolas: \(r + r_0 - s^- = \text{const}, r + r_0 - s^+ = \text{const}\), for the sources \(E^-\) and \(E^+\), respectively. The condition for destructive and constructive interference will now be different from that of Eq. (28). D waves acquire an additional phase shift of \(3\pi/4\) by hitting the edge, which is manifested by virtue of the phase in the diffraction coefficients (22).

Therefore, we would expect the maxima and minima of the field intensity when these two conditions are fulfilled simultaneously:

\[
r + r_0 - s^+ = \frac{\lambda}{2} \left( n + \frac{3}{4} \right), \tag{29}
\]

\[
r + r_0 - s^- = \frac{\lambda}{2} \left( m + \frac{3}{4} \right) \tag{30}
\]

with \(m, n\) being non-negative integers: \(0, 1, 2, 3, \ldots\). The solutions are the intersection points of two families of hyperbolas corresponding to each source. If we now subtract Eqs. (29) and (30), we get Eq. (28) with \(q = n - m\), that means these intersection points lie precisely on the nodal and antinodal GO lines. Therefore, we would expect that the additional interference with the D waves may lead to a further amplification of the field on the antinodal lines. The points of considerable interest are the global maxima, which occur when the two GO and the two D waves are all in phase, that corresponds to having all three numbers, \(n, m, \) and \(q\), even. Denoting the intersection points by a pair of numbers \((n, m)\), the highest maximum occurs at the point \((0, 0)\) which is located at the line of sight (central antinodal line). The next-order maxima are \((0, 2)\) and \((2, 0)\) lying symmetrically out of the line of sight at a larger distance from the string and having, therefore, lower magnitude. They are followed by more distant maxima \((0, 4), (2, 2), (4, 0), \) and so on (see Fig. 6). An important special case occurs when \(n\) and \(m\) are odd simultaneously (accordingly \(q\) is even). These are the saddle points of the field intensity which are located at the antinodal GO lines, e.g., \((1, 1), (3, 1), (1, 3), \) etc. On the other hand, on the nodal lines, D waves do not substantially affect the wave field intensity due to the destructive interference between the GO waves.

For further analysis, one can define the observation zones, \(Z_{nm}\), associated with the points \((n, m)\), which are characteristic points of interference between the GO and D waves. Since an increase by 1 in indices corresponds to changes by \(\pi\) in phase, we define the zones as delimited by the hyperbolic lines (29) and (30) with the substitution: \(n \rightarrow n \pm \frac{1}{2}\) and \(m \rightarrow m \pm \frac{1}{2}\). We call \(Z_{nm}\) as “Fresnel observation zones”, since the zone structure is basically determined by Fresnel diffraction. The zone boundaries can be defined explicitly by the hyperbolas (see Eq. (25)).
FIG. 6: Observation zones associated with interference and diffraction of waves by a cosmic string: (a),(b) the source $E$ is at a finite distance $r_0$ from the string $S$; (c),(d) the source is at infinity (incident plane wave). Each case is shown for two coordinate systems: (a),(c) Minkowskian (2) with a wedge removed, and (b),(d) the one corresponding to Eq. (1). For a better view, a rather large value $\Delta = 0.2\pi$ is taken. Dashed lines indicate the limits of the double-imaging region. Red points are the maxima of the field intensity, while red circles correspond to saddle points. Inset in (d): the points are labelled with $(n, m)$ indices.

For comparison:

$$r = \frac{r_0}{2e_j} \frac{e_j^2 - 1}{1 - e_j \cos(\Delta \pm \theta)}$$  \hspace{1cm} (31)$$

with eccentricity

$$e_j = \left[ 1 - \frac{\lambda}{2r_0} \left( j + \frac{3}{4} \right) \right]^{-1}. \hspace{1cm} (32)$$

For each zone $Z_{nm}$ we have to substitute: $j = n - \frac{1}{2}$; $n + \frac{1}{2}$ for the upper sign, $j = m - \frac{1}{2}$; $m + \frac{1}{2}$ for the lower sign in Eq. (31). (Two different signs refer to the image sources $E^{\pm}$). The structure of Fresnel observation zones is depicted in Fig. 6. Here, the hyperbolas (31) are shown in black along with the GO antinodal (in red) and nodal (in blue) lines. Note that the interference between the GO waves takes place only in the double-imaging sector (bounded by dashes). Outside of it, the wave field is determined by interference of one GO and two D waves. Therefore, one would expect in the single-imaging region, the bright (antinodal) and dark (nodal) lines to be given by Eq. (29) to the right, and Eq. (30) to the left of the string location.

For an infinitely distant source, $r_0 \to \infty$, the plane-wave approximation for the incident wave is held. Fig. 6(c),(d) shows the corresponding Fresnel-zone structure. In this case, the antinodal and nodal GO lines of Eq. (28) simply become straight lines parallel to the line.
of sight and given by

\[ 2r \sin \theta \sin \Delta = \frac{\lambda}{2} q \]

(33)

with \( q \) being an integer. One can see that the separation between these lines is constant. This means that the typical fringe separation in the observation plane is \( \lambda/(2 \sin \Delta) \approx \lambda/(2\Delta) \), which is independent of the distance (even in space (1) whenever \( \Delta \ll 1 \)). This is different from what happens in the diffraction by a compact object [9]. For plane waves, the lines of constant phase between the GO and D waves become parabolas [5]:

\[ r[1 - \cos(\Delta \pm \theta)] = \text{const} \]

On the other hand, the phase shift in diffraction coefficients does not change when the source goes to infinity, therefore the conditions to find the maxima and minima will be similar to Eqs. (29) and (30), in which the indices \( n \) and \( m \) will identify the intersections of the parabolas. Since parabolas are the conic sections with eccentricity \( e = 1 \), the parabolic Fresnel zones will be determined simply by

\[ r = \frac{\lambda}{2} \frac{j + 3/4}{1 - \cos(\Delta \pm \theta)} \]

(34)

with \( j \) defined below Eq. (32). These zones are depicted in Fig. 6(c). Finally, in order to obtain the observation zones in space (1), the angular transformation \( \theta = \beta \phi \) should be performed. As shown in Fig. 6(b),(d), this angular stretching distorts somewhat the shape of the curves, particularly as the angle increases. On the string’s line of sight (\( \theta = \varphi = 0 \)), however, the boundaries between the zones, as well as the maxima, coincide for both backgrounds (see Fig. 6).

The construction of Fresnel zones can also be carried out for other geometries. For instance, one can study a three-dimensional case with a point source emitting spherical waves, for which the analytical formulas for diffraction on a half plane are also known [18, 20]. The surfaces of constant phase between the GO and D waves, though with more involved shapes, can also be obtained. To find the global diffraction maxima, what is needed is the value of the phase shift acquired by the D wave when hitting the string following the shortest path. It does not depend on the type of incident wave but on the obstacle [14, 21], having the value of \( 3\pi/4 \) we have found for the conical space (1). We also note that for a far distant source, one can neglect the curvature of the wavefront and use the plane-wave approximation. In this limit, we expect the Fresnel zones to be hyperbolic cylinders having one focus on the string and the position of the other will depend on the tilted angle of incidence. In case of perpendicular incidence, the cylinders will become parabolic.

VI. DISCUSSION OF THE RESULTS

The zone structure we have introduced by simple analysis of four-wave interference is based on the geometrical theory of diffraction prescribed by Eq. (21). In spite of its asymptotic character, this theory is known to fit almost perfectly the exact solution in the diffraction experiments on obstacles as small as two wavelengths, with good predictions down to one wavelength [see, e.g., Ref. [28]]. We believe that one can predict the location of the diffraction maxima due to wave scattering on the cosmic string with very high accuracy by a simple procedure described in Sect. V C. For instance, to find the maximum \((n, m)\) corresponding to the zone \( Z_{nm} \), all we need is to

\[ \Delta = 0.1\pi \]

\( \tau_0 = 50\lambda \)

FIG. 7: Amplification factor vs distance \( r \) when the string is on the line of sight (central antinodal line). Intersection points of the hyperbolas are labelled.

\[ \Delta = 0.1\pi \]

\( \tau_0 = 50\lambda \)

FIG. 8: Amplification factor vs angular coordinate \( \theta \) normalized to \( \Delta \) for fixed distances from the string: (a) \( r \approx 9.015\lambda \) corresponding to the position of (0, 0); (b) \( r \approx 23.966\lambda \) corresponding to the location of (2, 0) and (0, 2). The boundaries of the double-imaging region are indicated by dashes.
calculate the crossing point of the two hyperbolas given by Eq. (31) with \( j = n \) and \( j = m \) for the two sources, respectively. This determines at which distance \( r \) and angle \( \theta \) from the string the point of maximum intensity should appear. To confirm our finding, Figs. 7 and 8 plot the modulus of the amplification factor \( F = U/U_0 \) calculated from the uniform asymptotics (19), which is more accurate than the geometrical theory of diffraction. The case when the string is on the line of sight, that corresponds to the observer on the central antinodal line \( (\theta = 0) \), is depicted in Fig. 7. The intersection points of the hyperbolas, \((n, m)\), are seen to coincide precisely with the maxima and minima of the oscillations. Another case when the distance \( r \) is fixed and the angular coordinate \( \theta \) is varied is shown in Fig. 8. Again, we obtain a good correspondence between the exact values and the points given by the hyperbolas. The maxima and minima here correspond to the antinodal and nodal lines, respectively, originated from interference of two GO waves. They all could also be determined analytically by using Eq. (28).

Let us analyse the line-of-sight case in more detail. Due to the symmetry, the GO paths from the two sources are equal, \( s^* = s^+ = s \). Therefore, the path difference between the GO and D waves is also identical for both sources and equal to \( r + r_0 - s \). From the uniform solution (19) we obtain the amplification factor at \( \theta = 0 \) in the form

\[
F|_{\theta=0} = 2\sqrt{\gamma} e^{-i\psi} F(\sqrt{\psi}) + e^{i\pi/4} \sqrt{\gamma - \sqrt{\gamma + 1}},
\]

which is a function of only two parameters: \( \gamma \equiv (r + r_0)/s \) and \( \psi \equiv k(r + r_0 - s) \). Taking into account that \( 0 \leq \Delta \leq \pi/2 \), it can be seen that \( \gamma \) only ranges from 1 to \( \sqrt{2} \). In the plane-wave limit, \( r_0 \rightarrow \infty \), one gets \( \gamma \rightarrow 1 \) and recovers the result of our previous work [5]: \( F = 2 e^{-i\psi} F(\sqrt{\psi}) \). A simpler formula can be obtained by expanding the Fresnel integral \( F \) in Eq. (35). For the modulus of the amplification we obtain

\[
|F|_{\theta=0} \approx 2\sqrt{\gamma} \left[ 1 - \frac{\sqrt{2}}{\sqrt{\psi(\gamma + 1)}} \cos \left( \psi + \frac{\pi}{4} \right) \right]^{1/2},
\]

which is similar to the case of a plane-wave diffraction [5], but now the function oscillates around the GO value \( |F_{GO}| = 2\sqrt{\gamma} \), that can be higher than 2.

Note that Eqs. (35) and (36) are also valid for large values of the conical parameter \( \Delta \). It would be interesting to analyse the limit \( \Delta \ll 1 \), since the string scenario for galaxy formation requires a small deficit angle \([3]\). In this case, \( \gamma \approx 1 \) and \( \psi \approx \pi \Delta^2 \bar{r}/\lambda \), where \( \bar{r} = r r_0/(r + r_0) \) is a combination of the two characteristic distances. When the source goes to infinity, obviously \( \bar{r} = r \), and the plane-wave limit is recovered (see Eq. (16) in Ref. [5]).

Next, consider the situation when the source, string, and observer occupy fixed positions. In this case the diffraction pattern can still in principle be observed in the energy (frequency) spectrum of the detected signal, since interference and diffraction are wavelength dependent. Several authors pointed out on such a possibility when they studied the interference effects in gravitational lensing by compact objects [see, e.g., Ref. [29, 30]]. What one would expect is the characteristic intensity modulation over the frequency spectrum. However, if the lensing object moves, the path-length differences will change with time, and the intensity oscillations (the maxima and the nodes) will move across the spectrum [29, 30]. Let us analyse in the frequency domain the results we have obtained for the diffraction by the string. We will focus on the case of an infinitely distant source for simplicity. In this case, the wave field is

\[
U = e^{ikr \cos(\Delta + \theta)} F(w^+) + e^{ikr \cos(\Delta - \theta)} F(w^-),
\]

with \( w^\pm = \sqrt{2kr \sin[(\Delta \pm \theta)/2]} \). while in the GO limit, one should substitute in Eq. (37) \( F(w^\pm) \rightarrow \mathcal{H}(\Delta \pm \theta) \) that gives two plane waves. Depending on the angular position \( \theta \) of the observer, different kinds of patterns can be distinguished as shown in Fig. 9, where the modulus of the amplification factor is plotted as a function of frequency. We normalize the frequency for convenience by the value \( \omega^* = \pi c/[r(1 - \cos \Delta)] \) with \( c \) being the speed of the wave. In such a way, the same plots are applicable when the coordinate \( r \) of the observer is varied.

![FIG. 9: Amplification factor and its geometrical-optics limit vs frequency \( \omega \) for three different angular positions \( \theta \) of the observer: (a) line of sight; (b) double-imaging region, off line-of-sight; (c) single-imaging region. Plane-wave incidence on a string with \( \Delta \ll 1 \) is assumed. The normalization frequency is \( \omega^* \approx 2\pi c/(r \Delta^2) \).](image-url)
From the experimental point of view, one can obtain information about the string’s parameters by matching the frequency pattern of the detected signal with one of the plots corresponding to different alignments and finding the characteristic \( \omega^* \). In the limit \( \Delta \ll 1 \), this frequency is simply \( \omega^* \approx 2\pi c/(r\Delta^2) \).

Another distinctive feature is the magnitude of the amplification. The case of considerable interest is when the source, the string and the observer are all aligned \( (\theta = 0) \). Given that the observer is on the central antinodal line and the interference between two GO waves is constructive for any \( \omega \), the amplification factor in this case oscillates around the value \( |F_{\text{GO}}| = 2 \), approaching it at high frequencies [Fig. 9(a)]. The oscillations are due to interference between the GO and D waves, meaning that diffraction can increase the amplification to the values higher than 2. The highest maximum is about 2.34 independently of the parameters [5]. When the string is off the line of sight, but the observer is in the double-imaging region \( (\Delta < \theta < \Delta) \), the oscillations become more prominent, ranging approximately between 0 and 2 [see Fig. 9(b)]. They appear due to more complex four-wave interference involving two GO and two D waves. Notice that the variation in frequency when the observation point is fixed is in some sense equivalent to the change in the distance \( r \) with fixed \( \theta \) and \( \omega \). For the latter, the oscillations correspond to crossing the nodal and antinodal lines when \( r \) increases [see Fig. 6(c)]. Finally, for the single-imaging region \( (|\theta| > \Delta) \) one of the sources is shadowed and \( |F| \) oscillates around \( |F_{\text{GO}}| = 1 \). These oscillations are due to interference of one GO wave and two D waves [Fig. 9(c)].

VII. CONCLUSIONS

We have presented an analytical theory that describes the propagation of scalar waves emitted by a source, which is located at a finite distance from a straight cosmic string, – a linear topological defect of spacetime. We show that the wave effects – interference and diffraction – are of importance and can be used to identify the string from other cosmological gravitational-lens objects. For a two-dimensional geometry, we have defined the Fresnel observation zones \( Z_{nm} \) bounded by conic sections: hyperbolas when a source is at finite distance, and parabolas for an infinitely distant source. Our theory allows to predict the location of the diffraction maxima, which are characteristic points of interference between the geometrical-optics and diffraction waves, corresponding to a specific observation zone. Additionally, one can obtain information about the string by matching the frequency pattern of the detected signal with theoretical plots corresponding to different alignments. Taking the typical value \( \Delta \sim 10^{-7} \) and a distance to the string within our galaxy, \( r \sim 10^{20} \text{m} \), one obtains the typical frequency \( f^* \sim 100 \text{Hz} \), which is in LIGO’s frequency band [31]. For larger distances, \( r \sim 10^{20} \text{m} \), the frequency will be of the order \( f^* \sim 10^{-4} \text{Hz} \), which is within the frequency range of Laser Interferometer Space Antenna (LISA) [32]. In the above discussion, it was assumed a static configuration of the lens system. If the string moves with respect to the observer-source line of sight, one would expect the wave amplification to be modulated in time at the observer’s position with a time scale \( \sim r\Delta/c \). If the string moves with a relativistic velocity \( v \), one obtains the time scale of the order of a week for the string moving at a distance \( r \sim 10^{21} \text{m} \). On the other hand, the diffraction pattern will move across the frequency spectrum [29, 30]. The latter effect will probably be more difficult to observe, since limited information on the whole spectrum could be collected during the sweep time.

We emphasize the difference between the usual diffraction on a physical obstacle (e.g., thin wire or slit) and the diffraction by a topological defect like a cosmic string. For the former, the diffraction oscillation pattern occurs near the shadow lines [10], while for the latter, there is no shadow at all, – the diffraction pattern appears due to the curvature of spacetime caused by the topology. We believe that our results are also applicable for condensed matter systems with similar underlying spacetime geometry. For instance, in nematic liquid crystals the linear topological defects are disclinations with a broader range of values of the conical parameter \( \Delta \) [33]. It would be interesting to extend this method to other geometries or types of topological defects.
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