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Measurements play a crucial role in doing physics: Their results provide the basis on which we adopt or reject physical theories. In this note, we examine the effect of subjecting measurements themselves to our experience. We require that our contact with the world is empirically warranted. Therefore, we study theories that satisfy the following assumption: Interactions are accounted for so that they are empirically traceable, and observations necessarily go with such an interaction with the observed system. Examining, with regard to these assumptions, an abstract representation of measurements with tools from quantum logic leads us to contextual theories. Contextuality becomes a means to render interactions, thus also measurements, empirically tangible. The measurement becomes problematic—also beyond quantum mechanics—if one tries to commensurate the assumption of tangible interactions with the notion of a spectator theory, i.e., with the idea that measurement results are read off without effect. The problem, thus, presents itself as the collision of different epistemological stances with repercussions beyond quantum mechanics.

I. INTRODUCTION

The infamous Wigner’s-friend experiment\[1\] serves to illustrate the measurement problem \[2\]: An experimenter, called Wigner, performs a measurement on the joint system $F \otimes S$ that consists of his friend $F$ who measures a system $S$. If the joint system $F \otimes S$ is isolated, $S$ is prepared in a suitable state, and Wigner and his friend choose specific measurements, then there are different predictions about Wigner’s final measurement: If one requires the friend’s measurement to yield definite results and assumes this to lead to a collapse, then one obtains measurement probabilities different from the ones derived from the unitary evolution of an isolated system $F \otimes S$.

The incommensurability of definite measurement results with the unitary evolution of isolated system is not so much a peculiarity—or defect—of quantum mechanics. Instead, we argue that it appears in theories that (a) account for interactions so that they are empirically significant, (b) require that an observation necessarily goes with such an interaction, (c) are falsifiable, and (d) in which experimental results have a minimal stability. The first two requirements render an observation itself empirically traceable. They are combined in the interaction assumption:

\[\text{(IntA)}\] Interactions are empirically traceable. An observation necessitates such an interaction.

The last requirement \[\text{(d)}\] is a generalization of Popper’s characterization of physics being concerned with reproducible effects\[3\] to the demand that asking the same question twice will yield the same answer:

\[\text{(ISys)}\] There exist conditions under which two equivalent, subsequent measurements performed on the same system yield the same answer. These conditions are independent of the questions asked.

A system satisfying these conditions will be called isolated\[4\].

In Section \[\text{II}\] we introduce the formal means to describe measurements in terms of lattices. In Section \[\text{III}\] we examine how to ensure that the interaction assumption \[\text{(IntA)}\] is satisfied. This leads to a dichotomy between interacting systems, as described in Section \[\text{III}\] and isolated systems, as described in Section \[\text{IV}\]. In Section \[\text{V}\] we combine these notions and investigate how to account for an interaction within an isolated systems, i.e., an interaction between two sub-systems of an isolated (joint) system. The measurement problem then arises when one attempts to impose the interaction assumption while upholding the idea of a spectator theory, as discussed in Section \[\text{VI}\].

II. DESCRIBING SYSTEMS

We discuss how to abstractly represent measurements in light of falsifiability and \[\text{(ISys)}\]. We follow the path of quantum logic \[\text{II.1}\]—without actually referring to quantum mechanics—, and rely on notions of ordered sets and lattices as briefly summarized in the Appendix. Along the way, we put the program into a new perspective.

\[\text{1}\] “Indeed the scientifically significant physical effect may be defined as that which can be regularly reproduced by anyone who carries out the appropriate experiment in the way prescribed.” \[\text{\cite{2}}\], §1.8, emphasis in original

\[\text{2}\] The notion, eventually, matches the common understanding of an isolated system. We do not mean to answer the question whether perfectly isolated systems can ever be observed. Indeed, we are rather doubtful that macroscopic perfectly isolated systems will ever occur in experimental setups. Conceptually, the notion of an isolated system is important for quantum mechanics, and for the measurement problem. These considerations place this discussion in a conceptual realm.
We think of a measurement as an inquiry about a binary question, i.e., about a question with two possible answers \( t \) and \( \bar{t} \). The binary questions are represented by elements in a set \( Q \). By the requirement \( [\text{Sys}] \), there exists an equivalence relation on \( Q \), such that under appropriate conditions, two equivalent questions \( \alpha \sim \beta \) with \( \alpha, \beta \in Q \) yield equal answers. Let us denote by \( Q \) the corresponding set of equivalence classes. To ensure falsifiability \( [\text{Sys}] \), we assume that for any equivalence class \( a \in Q \), there exists a unique complementary class \( \neg a \in Q \) such that an inquiry about any question in \( \neg a \) yields \( t \) if and only if an inquiry about any question in \( \neg \neg a \) yields \( \bar{t} \).

We assume that the elements in \( Q \) allow for a partial temporal order: If a measurement corresponding to \( \alpha \) is performed before another one \( \beta \), then \( \alpha < \beta \). The conditional on \( Q \), i.e., \( \alpha \to \beta \), is defined as follows:

If the inquiry about \( \alpha \) yields \( t \), then a subsequent inquiry about \( \beta \) yields \( t \).

The conditional on \( Q \) induces an order relation on the set of equivalence classes, \( a < b \) for \( a, b \in Q \), if verifying the order relation does not break the equivalence: If we inquire about a binary question \( \alpha <_t \beta <_t \alpha' <_t \beta' \), with \( \alpha \to \beta, \, \alpha \sim \alpha', \, \beta \sim \beta' \), then we assume to still obtain equal answers for \( \alpha \) and \( \alpha' \), as well as for \( \beta \) and \( \beta' \). Thus, we demand that the sublattice generated by \( \{ a, \neg a, b, \neg b \} \) is distributive if \( a < b \). If there exist elements 0 and 1 such that \( a \wedge \neg a = 0 \) and \( a \vee \neg a = 1 \) for all \( a \in Q \), then the above sublattice requirement renders the complement defined above order-reversing and leaves us with an orthocomplemented lattice of classes of equivalent questions \( (Q, <) \). To ensure the distributivity of the sublattice defined above, we require the lattice to be orthomodular, i.e., to satisfy the following:

If \( a < b \), then \( a \wedge (\neg a \vee b) = b \).

### III. INTERACTING SYSTEMS

We now turn to the question how to ensure the interaction assumption \( [\text{IntA}] \). An obvious way to trace interactions is to “ask the system whether it interacted.” This assumes the existence of a corresponding equivalence class \( q_{\text{int}} \in Q \). If we inquire consecutively about \( \alpha <_t \sigma \) with \( \sigma \in q_{\text{int}} \), then we expect \( \sigma \) to yield \( t \) independent of the result of the inquiry about \( \alpha \). This should also hold for \( \neg \alpha \). It follows that \( q_{\text{int}} > \alpha \lor \neg \alpha \), and, therefore, \( q_{\text{int}} = 1 \). Thus, the interaction assumption cannot be realized by a single inquiry about questions in a special equivalence class in \( Q \).

Yet, we can establish within \( Q \) whether an interaction occurred by how questions relate to one another. In particular, if we aim to position the characteristic “having interacted” dichotomously to “being isolated” as described in \( [\text{Sys}] \), then the former characteristic is expected to be relational as is the latter. Following this path, we demand that equivalent questions \( \sigma, \sigma' \in q_{\text{int}} \) inquired about before and after an interaction corresponding to an inquiry about a question \( \alpha \in a \) with \( \sigma <_t \alpha <_t \sigma' \) do not necessarily yield the same answer independent of what the result of the inquiry about \( \alpha \) is. For the equivalence classes this entails:

\[
(q_{\text{int}} \land \alpha) \lor (q_{\text{int}} \land \neg a) \neq q_{\text{int}}.
\]

That is, \( q_{\text{int}} \) is incompatible with \( a \). Equivalently, the sublattice generated by \( q_{\text{int}} \) and \( a \) is not distributive (see Appendix). As compatibility in an orthomodular lattice is symmetric, the interaction corresponding to inquiries about questions in \( q_{\text{int}} \) can be traced inversely with inquiries about questions in \( a \).

To ensure that all elements in \( Q \) correspond to traceable interactions, we require that in the orthomodular lattice \( Q \), the sublattice \( Z \) of elements compatible with all other elements in the lattice, called the center, contains merely 1 and 0. The requirement for \( Q \) to form an orthomodular lattice with trivial center is sufficient to satisfy the interaction assumption. Subsequently, we turn to the question whether it is necessary.

### A. Assigning probabilities

The above discussion is inspired by quantum mechanics.\(^6\) The set of orthogonal projectors on a Hilbert space \( \mathcal{P}(H) \) forms an atomic, orthomodular lattice with the order relation

\[
P < Q \iff P(H) \text{ is subspace of } Q(H)\,.
\]

Gleason’s theorem \(^7\) establishes a one-to-one correspondence between probability distributions over \( \mathcal{P}(H) \) and density matrices if \( \dim H \geq 3 \). With projectors forming equivalence classes along a real time parameter,

\[
Q_{\text{qm}} = \mathcal{P}(H) \times \mathbb{R}, \text{ and } Q_{\text{qm}} = \mathcal{P}(H),
\]

\(^3\)The binary questions are also referred to as propositions. We think of these questions as being inquired about, and not “asked to the system.” The term question allows generally for more than two answers, as considered, e.g., in \( [13,14] \).

\(^4\)Subsequently, we denote elements in \( Q \) by Greek letters, elements in \( Q \) by Latin letters, and variables representing answers to elements in \( Q \) by the corresponding capital Latin letters.

\(^5\)If \( a < b \), then

\[
b \wedge \neg a = (a \lor b) \wedge \neg a = (a \wedge \neg a) \lor (b \wedge \neg a) \wedge \neg a \wedge \neg a
\]

by distributivity. With \( a \wedge \neg a = b \wedge \neg b \),

\[
b \wedge \neg a = (b \wedge \neg b) \lor (b \wedge \neg a) = b \wedge (\neg a \lor \neg b)
\]

thus, \( \neg a > \neg b \).

\(^6\)Imagine inquiring about \( \sigma <_t \alpha <_t \alpha' <_t \sigma' \) where \( \sigma, \sigma' \in q_{\text{int}}, \alpha \in a, \alpha' \in \neg a \). Then, \( \sigma \neq \sigma' \). The same is the case for \( \sigma, \sigma' \in \neg q_{\text{int}} \).

\(^7\)See, e.g., \( [14] \).
quantum mechanics carries the lattice structure before assigning probabilities. A priori, the lattice structure of $\mathcal{Q}$ is not evident: A theory does not primarily make statements about the relation $\alpha \rightarrow \beta$.

More generally, theories yield probability distributions for time-ordered sequences of questions, i.e.,

$$P((\alpha_1, A_1), (\alpha_2, A_2), \ldots)$$

with $\alpha_i \in \mathcal{Q}, \alpha_i <_{t} \alpha_{i+1}, A_i \in \{t, f\}$,

where neither $\mathcal{Q}$ has a pre-established conditional, nor $\mathcal{Q}$ a natural lattice structure. Then, the requirement that consecutive equivalent questions

$$\alpha \sim \beta, \alpha <_{t} \beta, \alpha, \beta \in \mathcal{Q}$$

yield equal answers $A, B \in \{t, f\}$ translates to

$$P(A = B) = P(A = 1, B = 1) + P(A = 0, B = 0) = 1.$$

Let us consider the possibility that the probability derives from a unary function

$$\mu : \mathcal{Q} \rightarrow [0, 1]$$

such that $\mu(\alpha)$ is the probability for the answer to $\alpha$ is t. From the above formulation of $\text{[ISys]}$ it follows that

$$P(A = B) = \mu(\alpha)\mu(\beta) + (1 - \mu(\alpha))(1 - \mu(\beta)) = 1$$

which is the case if and only if $\mu(\alpha) = \mu(\beta) = 0$ or $\mu(\alpha) = \mu(\beta) = 1$. Thus, the function $\mu : \mathcal{Q} \rightarrow \{0, 1\}$ takes merely two values, and is constant within an equivalence class $a \in \mathcal{Q}$. Therefore, there is an induced function $\mu' : \mathcal{Q} \rightarrow \{0, 1\}$. An immediate consequence is that if the question $q_{\text{int}}$ from above is an element $\mathcal{Q}$, then inquiring about the question “whether the system interacted” yields either always t or always f, independently of inquiries about any other question. This is a contradiction with $\text{[IntA]}$. A theory satisfying both $\text{[IntA]}$ and $\text{[ISys]}$ cannot allow for an assignment of probabilities to elements in $\mathcal{Q}$ independent of inquiries about other, non-equivalent questions: The theory is contextual [18, 19].

To ensure a minimal detectability of inquiries and their corresponding interactions, we are lead to assume the following, similar to Heisenberg uncertainty: For any $\alpha \in \mathcal{Q}$ there exist equivalent $\beta_1 \sim \beta_2, \beta_1 <_{t} \alpha <_{t} \beta_2$ such that

$$P(B_1 \neq B_2) = \sum_{A,B} P(B, A, \neg B) \geq \varepsilon$$

for some $\varepsilon > 0$.

---

8In this approach, a map, analogous to the Born rule, is an essential part of physical theories. In classical mechanics, for example, such a “Born rule” consists of assigning deterministic probabilities to subsets of phase space. As we discuss below, this is only possible because the subset lattice is a Boolean lattice.
This empirical test is an essential ingredient in a key-distribution protocol like [22]. Inversely, any theory satisfying the assumption (IntA) and (IntSys) allows for a similar protocol.

Note the interdependence of the equivalence relation and the notion of a system being isolated: If a system is isolated, then we can empirically verify the equivalence relation. For a system with an equivalence relation, we can empirically verify whether it is isolated. Conversely, we cannot say whether a system is isolated without a pre-established equivalence relation, and, vice versa, we cannot verify the equivalence relation without the system being isolated.

V. INTERACTIONS WITHIN A JOINT SYSTEM

If we assume the lattice structure as discussed in Section II then we can explicate the above considerations. In [8], Piron shows that an orthomodular lattice has a trivial center if and only if it is irreducible, i.e., the lattice cannot be written as a direct union, defined as follows: The direct product of orthocomplemented lattices $L_i$ with $i \in I$, forms another orthocomplemented lattice $L^P$ with the order relation

$$x > y, x, y \in L^P \iff x_i > y_i \forall i \in I$$

and the orthocomplementation

$$\neg x = (\neg x_1, \ldots, \neg x_i, \ldots).$$

It follows from (IntA) that the lattice $Q_c$ cannot be the direct product of lattices $Q_1$ and $Q_2$.

We imagine $S_2$ to be a friendly experimenter measuring $S_1$, inspired by the Wigner’s-friend experiment [1–3]. Let us, for now, merely consider $S_1$: Before and after our friend inquires about a non-trivial $\alpha \in Q_1$ we inquire about two equivalent $\alpha' \sim \alpha''$ that belong to an equivalence class incompatible to the one represented by $\alpha$. The joint system $S_1 \times S_2$ is however isolated. Thus, the equivalence classes of the joint system are not induced by the subsystems if they interact: Despite, $\alpha' \sim \alpha''$ in $Q_1$, $(\alpha', 1) \not\sim (\alpha'', 1)$ in $Q_c$. The interaction between the subsystems shows in the equivalence classes of the joint system.

Let us characterize the friend’s inquiry about a non-trivial $\alpha \in a \in Q_1$, more specifically, as follows:

If $(\alpha_1, \sigma) \prec (\alpha_2, \beta) \in Q_c$ with $\alpha_1, \alpha \in a \in Q_1$, then $\alpha_1 \leftrightarrow \alpha_2$ and $\alpha_1 \leftrightarrow \beta$, for some $\sigma$.

A measurement effects an implication that reaches across systems. It is a case not accounted for in a product lattice. In particular, the measurement establishes the equivalence between $(\sigma, \alpha_1)$ and $(\beta, \alpha_2)$ in $Q_c$ while $\sigma$ and $\beta$ might not be equivalent in $Q_2$. Let us denote $m \in Q_c$, the equivalence class of $(\sigma, \alpha_1)$ and $(\beta, \alpha_2)$. The characterization also implies: $(a, 1)$ and $(a, 0)$ are equivalence classes in $Q_c$ with $(a, 0) < m < (a, 1)$. In particular, the equivalence class $n \in Q_c$ represented by $(\sigma, \alpha_1')$ is incompatible with $(a, 0)$ and $(a, 1)$ if $\alpha' \in Q_1$ is incompatible with $n \in Q_1$. Therefore, also $n$ and $m$ are incompatible.

To empirically test whether the two subsystems $S_1$ and $S_2$ interact with one another, one empirically tests the equivalence relation on $Q_c$ by inquiring about questions in the same equivalence class and verifying that their answers match. That is, we test whether the joint system is isolated under this equivalence relation (see Section V) and, therefore, whether equivalent questions yield same answers, independent of the choice of the equivalence class. Imagine, we initially inquired about a question in $n$. To verify that $S_c$ is isolated, and, thus, the two subsystems interacted, we inquire about a later element in $n$. By the incompatibility of $n$ and $(a, 1)$, we cannot at the same time empirically test whether the system interacted, and know about the result of the measurement.

We encounter the measurement problem: We cannot meaningfully—i.e., with the suitable empirical support—speak of the measurement as an interaction between two systems, while maintaining the idea of the measurement yielding definite results.

VI. THE EPISTEMOLOGICAL MEASUREMENT PROBLEM

The measurement problem unfolds if we compromise the interaction assumption (IntA) in order to save the measurement and its result from contextual dependencies. Thus, the measurement problem exposes the idea that we can read off measurement results without effects for the measured system—the idea of a spectator theory described by Dewey as follows:

The theory of knowing is modelled after what was supposed to take place in the act of vision. The object refracts light to the eye and is seen; it makes a difference to the eye and to

formalism of quantum mechanics. The unitary describing a measurement is characterized by the following effect: If an observer performs a measurement $\Pi_\psi \in \Psi(\mathcal{H}_S)$ on $S$, the observer is initially attested to be in a “ready-state,” and $S$ is prepared in a state $\phi \in \mathcal{H}_S$, then the observer ends up in a state $\psi \in \mathcal{H}_O$ of “having obtained the correct result.” If an observer performs a measurement $\Pi_\psi \in \Psi(\mathcal{H}_S)$ on $S$, the observer is initially attested to be in a “ready-state,” and $S$ is prepared in a state $\phi^+ \in \mathcal{H}_S$ orthogonal to $\phi$, then the observer ends up in a state $\psi^+ \in \mathcal{H}_O$ orthogonal to $\psi$.

9To illustrate this characterization, we resort to the relative-state

10See Lemma 4 in the Appendix. In quantum mechanics, this corresponds to preparing a superposition state with respect to the friend’s measurement basis.
the person having an optical apparatus, but none to the thing seen. The real object is the object so fixed in its regal aloofness that it is a king to any beholding mind that may gaze upon it. A spectator theory of knowledge is the inevitable outcome. [24 §1, p. 26]

A prominent explication of this epistemological model stands at the beginning of the article by Einstein, Podolski, and Rosen [25:

If, without in any way disturbing a system, we can predict with certainty (i.e., with probability equal to unity) the value of a physical quantity, then there exists an element of physical reality corresponding to this physical quantity. [25]

The quest for certain measurement results leads to an epistemic problem: If knowledge is scientific knowledge and science is natural science, then the anchor of our knowledge is observation and measurement. And if knowledge must be constituted of certainties, then these observations cannot carry contextual dependences. [25]

Before Galileo, the realm of certainties were reserved for the “rational sciences” excluding explicitly empirical or observational sciences. The latter were, in fact, taken to come short of a ‘science.’ Dewey expounds how with Galileo this separation was toppled and physics laid claim on the realm of certain knowledge. Galileo achieved the acceptance of an empirical science into the circle of bearers of universal knowledge by synthesizing experimental findings to mathematical statements that qualified as platonic truths.

The work of Galileo was not a development, but a revolution. It marked a change from a qualitative to the quantitative or metric; from the heterogeneous to the homogeneous; from intrinsic forms to relations; from aesthetic harmonies to mathematical formulae; from contemplative enjoyment to active manipulation and control; from rest to change; from eternal objects to temporal sequence. [§4, p. 92]

Quantum theory, however, brought about a substantial challenge to maintaining a spectator-theory of knowledge. The principle of indeterminacy thus presents itself as the final step in the dislodgement of the old spectator theory of knowledge. It marks the acknowledgment, within scientific procedure itself, of the fact that knowing is one kind of interaction which goes on within the world. [24 §8, p. 195f]

Our findings in Section V strengthen this insight: We expect any theory empirically warranting our contact with the world out there to be in conflict with the idea of a fully accessible truth-out-there. Galileo’s credo that truth be sought in nature must then be weakened to, e.g., a more structuralist or subjectivist version. In either case, quantum mechanics draws legitimacy for the claim to represent this structure from a basis of experimental findings that we agree upon. This entails that different observers can make statements about equivalent measurements performed on the same system. If one holds an antecedent structure of the world accountable for the agreement on measurements and on the reference to systems, then our access to this structure must evade contextuality. Our access to this structure remains empirically unwarranted. We are, again, left with a dualism.
VII. CONCLUSION

The requirement that there are isolated systems for which inquiries about equivalent questions yield equal answers combined with the demand for traceable interactions leads to contextual theories. With measurements corresponding to an interaction between two systems, we face a measurement problem: We cannot meaningfully—i.e., with the suitable empirical support—speak of the measurement as an interaction between two systems while maintaining the idea of the measurement yielding definite results. As such, the measurement problem exposes an incompatibility between epistemological stances beyond quantum mechanics: The idea that knowledge is constituted of absolute certainties entails a spectator theory. A spectator theory, does, however, preclude empirical evidence for interactions during measurements, i.e., for evidence that our knowledge has support from outside of us, support from our contact with the world around us.

The incompatibility turns into a tension within positivism: The idea of an external source of our knowledge conflicts with the adherence to a spectator theory needed to ensure absolute certainty about that knowledge.
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APPENDIX: A BRIEF INTRODUCTION TO LATTICES

Definition 1 (Lattice). A partially ordered set \((L, \prec)\) with unique greatest lower bound \(a \land b\) and unique least upper bound \(a \lor b\) is called a **lattice**.

(a) If the lattice has a minimal element 0 and a maximal element 1, then the lattice is called **bounded**.

(b) An **orthocomplementation** is a map \(a \mapsto \lnot a\) such that
\[
a \land \lnot a = 0, \quad a \lor \lnot a = 1, \quad \text{if } a < b : \lnot a > \lnot b.
\]

(c) In an orthocomplemented lattice \(L\), two elements \(a, b\) are **orthogonal**, denoted \(a \perp b\), if \(a < \lnot b\), or, equivalently, \(b < \lnot a\)—using the order reversing property of the ortho-complementation.

(d) An orthocomplemented lattice \(L\) is **orthomodular** if it satisfies weak modularity, i.e., for all \(a < b:\)
\[
a \lor (\lnot a \land b) = a,
\]
or, equivalently, if \(a > b:\)
\[
a \land (\lnot a \lor b) = a.
\]

(e) A lattice \(L\) is **distributive** if for any \(a, b, c \in L\)
\[
a \land (b \lor c) = (a \lor b) \land (a \lor c).
\]

Definition 2 (Compatibility). Two elements in a lattice, \(a, b \in L\) are called **compatible**, if the lattice generated by \(\{a, \lnot a, b, \lnot b\}\) is distributive.

If for \(a, b \in L\)
\[
a \land (\lnot a \lor b) = b, \quad \lnot b \land (b \lor \lnot a) = \lnot a,
\]
then the elements
\[
0, a, \lnot a, b, \lnot b, a \land \lnot b, \lnot a \lor b, 1
\]
form the distributive sublattice generated by \(\{a, \lnot a, b, \lnot b\}\).

**Theorem 1** (Compatibility I). In an orthomodular lattice \(L\), \(a\) and \(b\) are compatible if and only if
\[
(a \land b) \lor (\lnot a \land b) = b.
\]

The proof consists of combining Theorem (2.15) and (2.17) in [8].

**Proof.** If the sublattice is distributive, then
\[
(a \land b) \lor (a \land \lnot b) = a \quad \text{and} \quad (a \land b) \lor (\lnot a \land b) = b.
\]

It remains to show that (2) is sufficient. First we show that compatibility is symmetric: If \((a \land b) \lor (\lnot a \land b) = b\), then, with \(a \lor (a \land c) = a\) for any \(c,\)
\[
a \land \lnot b = a \land (\lnot a \lor \lnot b) \land (a \lor \lnot b) = a \land \lnot a \land \lnot b = a \land \lnot (a \land b).
\]

As \(a > (a \land b)\), we employ orthomodularity,
\[
a = (a \land b) \lor (a \land \lnot (a \land b)) = (a \land b) \lor (a \land \lnot b),
\]
which proves the symmetry of compatibility. Further, we have to show equalities of the form
\[
(a \land b) \lor \lnot b = a \land \lnot b.
\]

Note, first, that in any lattice \(a \land b < b\) and, therefore,
\[
\underbrace{(a \land b) \lor \lnot b} \quad < \underbrace{a \lor \lnot b} = c_1, = c_2
\]

Applying orthomodularity, i.e., \(c_2 \land (\lnot c_2 \lor c_1) = c_1\), yields
\[
(a \lor \lnot b) \land (\underbrace{(a \land b) \lor (\lnot a \land b) \lor \lnot b} = (a \land b) \lor \lnot b = c
\]
and, thus, we obtain [3].

Note the important role of weak modularity in the proof above.

**Theorem 2** (Compatibility II). In an orthomodular lattice \(L\), \(a\) is compatible with \(b\) if and only if there exists mutually orthogonal elements \(a', b', c \in L\) such that
\[
a = a' \lor c, \quad b = b' \lor c.
\]

**Proof.** If \(a\) and \(b\) are compatible, then
\[
(a \land b) \lor (\lnot a \land b) = b
\]
\[
(a \land b) \lor (a \land \lnot b) = a
\]
and thus we can set
\[
c := a \land b \quad a' := a \land \lnot b \quad b' := b \land \lnot a
\]
which yields the orthogonal elements. If, inversely, \(a\) and \(b\) can be expressed in the above form, then
\[
\lnot a \land b = \lnot a' \land \lnot c \land (b' \lor c)
\]
\[
= b' \land \lnot a' = b'
\]
Lemma 1 (Incompatible elements). If \( a < b \) and \( a \) is not compatible with \( c \) for some \( a, b, c \in L \), then also \( b \) and \( c \) are incompatible.

Proof. We have to show: If \( a < b \) and \( b \) is compatible with \( c \), then also \( a \) is compatible with \( c \). Let us consider

\[
\begin{align*}
a \land c &= a \land \neg c' \land \neg d \\
&= a \land b' \land \neg d \\
&= a \land b' \\
&= a \land b = a \quad a < b
\end{align*}
\]

and thus

\[
(a \land c) \lor (a \land \neg c) = (a \land c) \lor a = a.
\]