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Iconography in art is the discipline that studies the visual content of artworks to determine their motifs and themes and to characterize the way these are represented. It is a subject of active research for a variety of purposes, including the interpretation of meaning, the investigation of the origin and diffusion in time and space of representations, and the study of influences across artists and art works. With the proliferation of digital archives of art images, the possibility arises of applying Computer Vision techniques to the analysis of art images at an unprecedented scale, which may support iconography research and education. In this paper we introduce a novel paintings data set for iconography classification and present the quantitative and qualitative results of applying a Convolutional Neural Network (CNN) classifier to the recognition of the iconography of artworks. The proposed classifier achieves good performances (71.17% Precision, 70.89% Recall, 70.25% F1-Score and 72.73% Average Precision) in the task of identifying saints in Christian religious paintings, a task made difficult by the presence of classes with very similar visual features. Qualitative analysis of the results shows that the CNN focuses on the traditional iconic motifs that characterize the representation of each saint and exploits such hints to attain correct identification. The ultimate goal of our work is to enable the automatic extraction, decomposition, and comparison of iconography elements to support iconographic studies and automatic art work annotation.
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1 INTRODUCTION

Iconography is that branch of the history of art which concerns itself with the subject matter or meaning of works of art, as opposed to their form [68]. Iconography focuses on the subject of an artwork and on the way it is represented. The iconographic analysis of an artwork determines the subject portrayed in the image (e.g., the crucifixion or the visitation of the magi) and characterizes the way in which such a theme is represented, e.g. the number of subjects or objects that constitute the representation, their disposition and mutual relations, and ultimately their possible symbolic meaning. Iconographic studies have a fundamental role in art history, because iconography is a cultural marker, which can be used to support the identification of the production period and to delimit the region of provenance of an artwork, and to understand the intention of the commissioner or of the author. The popularization of digital art images, which are now available in massive numbers in open data sets [64, 80], offers new possibilities to art history and iconography studies. Researchers have now at their
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disposition a wealth of images, usable to investigate the evolution of iconography motifs and themes in time and space, to assess the influences across artworks and authors, and even to conduct cross-media studies, which e.g., may reconnect a specific iconography to its literary source. A revealing signal of the increasing importance of IT-supported iconography studies is the effort of standardizing the identification of the content of images by means of a single agreed-upon iconography taxonomy. The most prominent effort in this direction is the Iconclass system [33], which provides over 28k classification types for ten top-level categories of images and is increasingly used by art historians and collection curators to label art images in a way that facilitates search and comparison. However, both the manual creation and the analysis of labelled art images data sets is a non-trivial and time consuming task. Iconographic classes are numerous, may denote complex content made of multiple interrelated motifs, can present themselves in multiple variants, and can be sub-structured into elements whose identification and characterization may be important too.

Computer Vision (CV) methods may be of great help in supporting the production and the exploitation of iconography-oriented art images data sets: 1) given an image, the set of iconography classes potentially denoting its content could be retrieved and ranked by likelihood, to support the semi-automatic labeling of the data set; 2) the regions of the image where the core elements of the iconography class are present could be detected, supporting the morphological analysis of the iconography and the detection of specific variants or of important sub-elements; 3) a data set of art images could be clustered based on the iconography class of artworks, the specific variant they express, and the presence or position of specific sub-elements. Machine Learning (ML) and CV techniques are the natural candidates to support the iconography analysis of art images. In its “simplest” form, this task can be formulated as a classification problem. Classification of natural images by their content is now considered a solved CV task. Conversely, classifying artwork iconography is much less investigated and still presents non trivial challenges: iconographic classes are numerous and structurally complex, high-quality annotated data sets are not commonly available, and the art images themselves are visually more homogeneous than natural images which makes their discrimination difficult. Training a CV component for the classification of art iconography requires creating a data set annotated at the image level with the iconography class(es) portrayed in the artwork. Such labelling could be semi-automated, e.g., by exploiting keywords and metadata associated with each image, but expert judgement is still fundamental to provide missing labels or correct wrong annotations.

The more interesting problem of characterizing the image regions where the constituents of an iconography class are found requires addressing the much harder problem of multi-instance object detection [61]. The definition of a high quality data set, supporting the training of a component for the detection of the constituents of an iconography class is far from trivial, because it would require an expert to manually annotate at the pixel level a sufficient number of examples for a very high number of classes (28k); if the analysis of specific objects or parts of an iconography (e.g., the number of nails in a crucifixion scene¹, the position and number of angels in a annunciation scene, etc.) should be supported, the effort would be even greater.

In this paper, we address the problem of iconography analysis by tackling the initial task of iconography class identification in images of paintings. As a case study, we consider iconography classes associated with saints in christian religious art. The contributions of the paper can be summarized as follows:

- We introduce a novel data set, called ArtDL, for iconography classification, which consists of 42k annotated images pertaining to 19 classes (10 of which are “long tail” having less than 1000 annotated samples). Each class denotes the presence of a specific character (e.g., Virgin Mary, Saint Sebastian, Saint Anthony of Padua, Saint Mary Magdalene, Saint Francis of Assisi, Saint Jerome, Saint Peter, Saint Paul, Saint Dominic, Saint John the Baptist).

¹Three nails crucifixions started replacing four nails ones in the middle of the XIII century; the number of nails helps researchers delimit the production period of an artwork [50]
We develop a CNN classifier for the task of iconography class recognition. We address the problem of the limited amount of labeled data in the art iconography domain by applying transfer learning [67], to re-use common knowledge extracted from a model pre-trained on ImageNet [38]. In the best experiment, with the 10 most discriminative classes, the classifier achieves 72% average precision and 70% F1 score, with 71% precision at 70% recall.

We analyze the output of the classifiers qualitatively by exploiting visual understanding and interpretability techniques (specifically Class Attention Maps – CAMs [89]) to identify the representative image regions where the classifier focuses its attention. We also illustrate examples of confusion among classes, mostly in cases of strong visual similarity, to better highlight the hardness of the task.

We publish both the data set and the trained CNN model at the address: http://www.artdl.org

The rest of the paper is organized as follows: Section 2 overviews the related work on the IT-supported tasks and methods for artwork image analysis and on the main data sets that enable research in such a field; it also briefly reviews the essential results about model interpretability, a key technique to support the qualitative analysis of our results. Section 3 introduces the ArtDL data set for saint iconography in artworks and the proposed architecture for addressing the saint iconography classification task; Section 4 presents the results of applying the defined architecture to the ArtDL data set from both a quantitative and a qualitative point of view; Section 5 concludes and provides an outlook on the future work.

2 RELATED WORK

2.1 Computer Vision and Deep Learning for Artwork Image Analysis

The increased availability of visual art content in digital format has spawned the research interest in methods for supporting digital humanities studies and cultural heritage asset management. In this section we report the most relevant research results addressing the different tasks of artwork image analysis and describe the main data sets created to support such efforts.

2.1.1 Artwork analysis tasks. The artwork classification by style is one of the first areas of study. The early work [90] explored the automatic categorization of paintings by genre (Impressionism, Cubism, Impressionism, Pop Art and Realism) using a data set of ~350 images from different sources (Google, Artlex, CARLI Digital Collections). The proposed method extracted multiple image features and used them to train different classifiers: Naive Bayes, K-Nearest-Neighbours, Support Vector Machines, Decision Trees and Artificial Neural Networks. The results demonstrated the feasibility of the task, even with such a small data set. The work [44] proposed a method for style recognition based on Adaptive Sparse Analysis that exploits Discrete Cosine Transform to learn a dictionary of distinctive painting characteristics. The experiments spanned authentication, stylometry and classification tasks and showcased promising results. More recent approaches adopt CNNs for feature extraction, replacing the design of hand crafted features. In [54] the authors compare linear classifiers based on hand-crafted features and on features obtained using AlexNet [57] pre-trained with ImageNet [38]; the assessment exploits a data set of around 85,000 images labeled with 25 different art styles. The same approach is used in [84], where the features obtained by a variation of the AlexNet CNN are used to train an SVM, showing that automatically extracted features can outperform classical image descriptors. Other examples of style image classification can be found in [17, 30, 42, 59].

Artists have their own imprint that makes experts recognize their work among others with the same style. The author identification task has been investigated in several studies [55, 64], with motivations that range from the automatic cataloguing of unlabeled works to the identification of forgery. The authors of [77] proposed an automatic method to analyze paintings of several artists and schools and to group them by artistic movement. The generated phylogenies highlight similarities and influential links in agreement with art historians. Johnson
et al. [52] proposed an approach to classify paintings by author, which relies among the other features on the segmentation of brushstrokes (using K-means clustering and edge extraction). A similar approach was employed in [39], where stroke segmentation was used for artist identification and forgery detection. Artists were asked to imitate different artworks (e.g., by Picasso) to generate a test data set. The work [18] proposed a hierarchical multitask classification framework to automatically detect the characteristics of an artwork and produce multiple metadata, such as author, year, genre and medium of paintings.

The artwork content analysis task focuses on automatically recognizing the subject of artworks, by detecting the objects that appear in the image or by localizing their position [24, 36, 47, 78]. Applications include image retrieval and iconography labeling for asset management. In [34] the authors introduce the Paintings Dataset of 200,000+ British paintings annotated with ten classes (e.g., bird, boat, chair). The objective is to predict the object classes that appear in an input image. The adopted approach consists of training a model on the PASCAL VOC [40] data set and then evaluating how well the trained model performs when moved from natural images to art paintings. This technique is known as Transfer Learning (TL) [67] and is frequently applied to art image analysis due to the absence of art-specific models trained on large data sets. Several studies evaluate the transferability of previous knowledge to the art domain. The work of [73] investigates the behavior of CNNs pre-trained on a different domain and fine-tuned with art images. The results show that fine-tuned models outperform models trained from scratch on art images. The same conclusions are obtained in [27] which studies transferability on different classification tasks: genre, artist, style recognition. Another example of fine tuning is [85], where the goal is to detect people in artworks. The authors employ the Fast R-CNN [46] model pre-trained on ImageNet, fine-tune it in the People-Art data set, and assess performances on their own data set and on the Picasso data set, previously used for detecting people in cubist artworks [45].

More specific artwork analysis tasks, such as sentiment detection or visual aesthetic analysis have also been investigated [12, 13, 22, 23, 28, 53, 60]. For example, [28] exploits CNNs to predict subjective aspects of human perception: aesthetic evaluation, evoked sentiment and memorability. The authors also analyze which features of the images contribute the most to a given aspect and explore such findings in the context of art history.

Table 1 surveys the principal results in the field of artwork image analysis. The table lists recent works in order of appearance, specifies the task they address, the reported performance results, and the data set(s) used in the evaluation. We can observe a high variance of results depending on the data set and on the task, e.g. artist identification has an accuracy between 30.2% and 92.9% while style classification has an accuracy that ranges between 39.1% and 84.4%.

2.1.2 Artwork analysis data sets. Machine learning methods are data-driven and thus the progress of research is conditioned by the availability of data sets for training algorithms. In the field of art work image analysis great efforts have been devoted to the creation of data sets and baselines [21, 47, 62, 80–82, 86]. Table 2 surveys the data sets mentioned in the art work image analysis literature. We can observe that the number of images varies between ~4k and ~2M, and the proposed annotations almost always include artist, style, genre, type, medium, and material. Some notable data sets are Iconart, which focuses on Christian art, OmniArt, which includes also IconClass categories, and Painting-91, which contains 10 classes belonging to the Pascal VOC data set. At present, most art data sets offer whole-image labeling, and only a few data sets provide the location of objects within the image, but only in small numbers and for a limited set of rather generic objects. The overview of Table 2 highlights the opportunity of producing more data sets with finer-grain annotations at the object and pixel level.

2.2 Interpretability and attention maps
Deep Learning architectures are black-boxes with extremely good performance but hard to analyze in their internal mechanics. The opaqueness of their behavior makes the diagnosis of errors and the optimization of
| Task              | Year | Data set          | Performance % |
|------------------|------|-------------------|---------------|
| Artist identification | 2014 | Painting-91       | Accuracy 53.1 [56] |
|                  |      |                   |               |
|                  | 2015 | Painting-91       | Accuracy 56.4 [69] |
|                  | 2016 | Painting-91       | Accuracy 64.5 [14] |
|                  | 2016 | Wikiart           | Accuracy 76.1 [84] |
|                  | 2016 | Wikiart           | Accuracy 63.1 [74] |
|                  | 2016 | Painting-91       | Accuracy 63.2 [31] |
|                  | 2016 | Painting-91       | Accuracy 59.0 [71] |
|                  | 2016 | Painting-91       | Accuracy 65.8 [72] |
|                  | 2016 | Painting-91       | Accuracy 57.3 [70] |
|                  | 2016 | Painting-91       | Accuracy 45.0 [16] |
|                  | 2017 | Art500k           | Accuracy 30.2 [62] |
|                  | 2017 | Painting-91       | Accuracy 78.5 [19] |
|                  | 2017 | Wikiart           | Accuracy 81.9 [51] |
|                  | 2018 | Wikiart           | Accuracy 81.9 [27] |
|                  | 2018 | Wikiart           | Accuracy 64.3 [32] |
|                  | 2018 | OmniArt           | Accuracy 71.1 [83] |
|                  | 2018 | Rijkmuseum        | Accuracy 92.9 [73] |
|                  | 2019 | Multitask Painting 100k | Accuracy 56.5 [20] |
|                  | 2020 | Wikiart           | Accuracy 86.7 [88] |
| Content analysis | 2012 | PRINTART          | F1-Score 38.0 ± 3.0 [26] |
|                  | 2016 | Paintings Dataset | AP 68.5 [37] |
|                  | 2018 | Iconart           | mAP 59.2 ± 1.2 [47] |
|                  | 2020 | Iconart           | mAP 69.2 ± 0.3 [48] |
| Style classification | 2013 | Flickr Style      | Mean AP 36.8 [54] |
|                  | 2013 | AVA Style         | Mean AP 58.1 [54] |
|                  | 2013 | Wikiart           | Mean AP 47.3 [54] |
|                  | 2014 | Painting-91       | Accuracy 62.2 [56] |
|                  | 2015 | Painting-91       | Accuracy 69.2 [69] |
|                  | 2016 | Painting-91       | Accuracy 78.4 [14] |
|                  | 2016 | Wikiart           | Accuracy 54.5 [84] |
|                  | 2016 | Wikiart           | Accuracy 46.0 [74] |
|                  | 2016 | Painting-91       | Accuracy 73.6 [31] |
|                  | 2016 | Wikiart           | Accuracy 58.2 [31] |
|                  | 2016 | Pandora           | Accuracy 54.1 [43] |
|                  | 2016 | Painting-91       | Accuracy 67.4 [71] |
|                  | 2016 | Painting-91       | Accuracy 73.2 [72] |
|                  | 2016 | Painting-91       | Accuracy 70.1 [70] |
|                  | 2016 | Painting-91       | Accuracy 64.5 [16] |
|                  | 2017 | Painting-91       | Accuracy 84.4 [19] |
|                  | 2017 | Wikiart           | Accuracy 50.1 [51] |
|                  | 2017 | Art500k           | Accuracy 39.1 [62] |
|                  | 2018 | Wikiart           | Accuracy 78.3 [32] |
|                  | 2018 | Wikiart           | Accuracy 56.4 [27] |
|                  | 2018 | Painting-91       | Accuracy 67.3 [41] |
|                  | 2018 | OmniArt           | Accuracy 51.2 [83] |
|                  | 2019 | Multitask Painting 100k | Accuracy 57.2 [20] |
|                  | 2020 | Wikiart           | Accuracy 58.9 [88] |

Table 1. Classification tasks on artworks and their related performance year by year.
| Name                        | Domain            | #Images | Classes                                                                 | Annotations                                      |
|-----------------------------|-------------------|---------|-------------------------------------------------------------------------|-------------------------------------------------|
| Art500k [62, 63]            | paintings generic | 550k    | artist, genre, art movement, event, historical figure, description       | image-level                                      |
| AVA Style [54]              | paintings generic | 14k     | 14 styles                                                               | image-level                                      |
| Flickr Style [54]           | paintings generic | 80k     | 20 styles                                                               | image-level                                      |
| Iconart [47]                | christian paintings | 6k     | 7 classes: 4 saints, 3 generics                                          | image-level, bounding boxes (only test set)     |
| Multitask Painting 100k [20]| paintings generic | 100k    | 1508 artists, 125 styles, 41 genres                                      | image-level                                      |
| OmniArt [82, 83]            | artworks generic | 2M      | artist, collection, type, school, century, source, region, iconclasses, genre | image-level, bounding boxes                      |
| Painting-91 [56]            | paintings generic | 4k      | 91 artists, 13 styles                                                  | image-level                                      |
| Paintings Dataset [35, 37]  | paintings generic | 8.6k    | 10 VOC12 classes                                                        | image-level                                      |
| Pandora [43]                | paintings generic | 8k      | 12 styles                                                               | image-level                                      |
| PRINTART [26]               | art generic       | 1k      | 75 classes                                                              | image-level, bounding-boxes                     |
| Rijkmuseum [65, 73]         | paintings generic | 112k    | 206 materials, 1k types, 1k artists                                     | image-level                                      |
| Wikiart [54]                | paintings generic | 85k     | 25 styles                                                               | image-level                                      |

Table 2. State-of-the-art data sets for classification on the artworks field with their corresponding number of images, classes and type of annotation.

Inference problematic. Various efforts have been made to design intuitive techniques for the visualization of CNN behavior supporting the interpretation of their performance. A prominent result in this direction is the concept of Class Activation Map (CAM). CAMs, first introduced in [89], aim at highlighting for a specific object class the most discriminative areas of the input image that contribute to the assignment to that class. The idea is to map the class weights at the output of the CNN back to features maps of the last convolutional layer from which they are computed using global average pooling. By up-sampling such a projection to the size of the input image, one can visualize the importance of each image location for the prediction of the class. The original formulation of the CAM has been subsequently extended. The work in [76] introduces Gradient-weighted Class Activation Mapping (Grad-CAM) and exploits the gradients of any target object through the final convolution layer to produce a map of the areas most contributing to the activation. Such an approach can be applied to other tasks beyond classification and does not require changing or re-training of the architecture. The Guided Grad-CAM method further combines low-resolution class-discriminative heat maps from Grad-CAM and fine-grained details extracted with guided back-propagation [79]. [29] proposes Grad-CAM++, a method that differentiates the importance of each pixel in a feature map yielding to an improvement with respect to Grad-CAM in the localization of single and multiple instances. The authors of [66] modify the approach of [29] to obtain Smooth Grad-Cam++. As the name suggests, a smoothing of the gradients is introduced by adding small perturbations to the image of interest and making an
average of all gradient matrices generated from the noisy images. Their method can also create visualizations for specific layers, feature maps or neurons.

In Section 4.2 we exploit the CAMs to investigate how the proposed classifier identifies the designated iconography classes in the images.

3 A DEEP LEARNING METHOD FOR ICONOGRAPHY CLASSIFICATION

In this paper, we present a CNN model for the task of identifying saint iconography in Christian art paintings. The model is trained and tested on the ArtDL data set, which we have created on purpose for the task and made public at the address https://www.artdl.org.

3.1 Data set

The ArtDL data set contains 42,479 images of artworks portraying Christian saints, divided in 10 classes: Saint Dominic (iconclass 11HH(DOMINIC)), Saint Francis of Assisi (iconclass 11H(FRANCIS)), Saint Jerome (iconclass 11H(JEROME)), Saint John the Baptist (iconclass 11H(JOHN THE BAPTIST)), Saint Anthony of Padua (iconclass 11H(ANTONY OF PADUA)), Saint Mary Magdalene (iconclass 11HH(MARY MAGDALENE)), Saint Paul (iconclass 11H(PAUL)), Saint Peter (iconclass 11H(PETER)), Saint Sebastian (iconclass 11H(SEBASTIAN)) and Virgin Mary (iconclass 11F). All images are associated with high-level annotations specifying which iconography classes appear in them (from a minimum of 1 class to a maximum of 7 classes).

3.1.1 Image acquisition. The total number of collected images before any filtering is 47,551, gathered from the data sources listed in Table 3. Images were retrieved by using public APIs, CSV databases or web scraping. The data set comprises both RGB (60%) and BW (40%) images. Most sources contained only RGB images while some sources, e.g., Catalogo Generale dei Beni Culturali [2], published almost only BW images. All images were acquired together with the information about them available in the data source, including artwork title, description, tags and other metadata. Figure 1 illustrates some examples of the collected images.

3.1.2 Image filtering. After automatic image acquisition, three main data quality issues had to be addressed:

Duplicate images. Some sources are themselves a collection of multiple open data sets and thus exact and near-duplicates may occur. The detection and removal of such images were performed in two steps: first by automatically removing all the files with the same MD5 hash and then by calculating the hash similarity of image pairs and submitting to the user those pairs with a similarity above a certain threshold.

| Source                                           | #Images |
|--------------------------------------------------|---------|
| Catalogo Generale dei Beni Culturali[2]          | 21,749  |
| Gallerix[1]                                      | 3,110   |
| Museo Nacional del Prado[4]                      | 1,285   |
| National Gallery of Art[5]                       | 289     |
| Pharos[6]                                        | 1,938   |
| Rijksmuseum[7]                                   | 471     |
| The Metropolitan Museum of Art[3]                | 675     |
| Web Gallery of Art[8]                            | 6,740   |
| Wikarti[9]                                       | 7,646   |
| Wikidata[10]                                     | 3,648   |
| **Total**                                        | **47,551** |

Table 3. Amount of images retrieved from each source
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Fig. 1. Examples of images in the data set and their annotations.

Table 4. Total number of images for each class. None represents the images with no annotated class. The number of images used for training, validation and test is also reported.

| Class       | Anth. P. | Francis A. | Jerome | John B. | Magd. | Paul | Peter | Dom. | Sebas. | Virg. | None |
|-------------|----------|------------|--------|---------|-------|------|-------|------|--------|-------|-------|
| # Train     | 171      | 1203       | 1272   | 1249    | 1936  | 750  | 1459  | 385  | 620    | 15492 | 12620 |
| # Val       | 21       | 151        | 159    | 156     | 242   | 94   | 183   | 48   | 78     | 1937  | 1562  |
| # Test      | 22       | 150        | 159    | 156     | 242   | 94   | 182   | 48   | 77     | 1936  | 1568  |
| # Total     | 214      | 1504       | 1590   | 1561    | 2420  | 938  | 1824  | 481  | 775    | 19365 | 15750 |

Damaged, empty, and non-painting images. Several images portray ruined or incomplete artworks or were wrongly annotated with classes not present in the artwork. To quickly filter as many irrelevant images as possible we exploited a state-of-the-art model for face and pose detection (OpenPose [25]) and removed all the images with at least one annotation but no detected pose. Furthermore, we manually inspected and possibly included by manually annotating the correct classes those images with one detected pose but no annotations.

Fragment images. Several images do not represent an entire artwork but only some part of it, e.g., a single panel of a polyptych or a specific part of a scene. All the images with metadata including keywords such as “detail”, “fragment”, or “portion”, were manually processed. Some of them were kept in the data set because they contained specific iconography hints (e.g., an image containing only the ointment jar of Mary Magdalene).

3.1.3 Annotation creation and revision. The data set was initially labelled with iconography class keywords found in the artwork title, description, tags and other metadata. The automatically assigned labels have been validated by manually inspecting a random sample of ~30% of the items. In 5% of the cases we found that keywords were misleading or too broad (e.g. John or Mary without further specification) and referred to unrelated paintings.

3.1.4 Data set split. The data set is split into training (33,983 images), validation (4,248 images) and test (4,248 images) by keeping the distribution of each class in the 3 splits balanced, e.g. 80% of Virgin Mary in the training, 10% in the validation and 10% in the test set. Table 4 shows the total number of images for each class and the number of images with no annotated class. There is a sensible imbalance among the classes, with Virgin Mary being depicted in 19,365 images while Anthony of Padua in 214 images.

Figure 2 shows the distribution and the co-occurrence of classes in the training set. Co-occurrence gives the percentage of images of class X that contain also an annotation for class Y, e.g. 58.68% of images annotated with...
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3.1 Co-occurrence Matrix

![Co-occurrence Matrix](image)

Fig. 2. Co-occurrence matrix of the 10 classes present in the training split of ArtDL. Each value is the percentage of images of class X that are belonging also to class Y, e.g., 21.03% images labelled with Anthony of Padua are annotated with Virgin Mary too.

Mary Magdalene are annotated also with Virgin Mary. The validation and test set have a similar distribution. Some classes have a high co-occurrence (e.g., Peter and Paul or Mary Magdalene and Virgin Mary).

High co-occurrence values are due to the presence in the data set of polyptychs and of complex scenes depicting multiple characters. Such frequently co-occurring classes may create confusion in the model and be more difficult to distinguish.

3.2 Architecture

The developed classifier exploits a backbone based on ResNet50 [49] trained on the ImageNet data set [38]. Such architecture is made fully convolutional by replacing the last two layers (average pooling and fully connected layers) with a 1x1 convolution layer, which outputs one channel for each class of the data set and acts as a classifier. We decided to use a pre-trained model instead of performing the training from scratch, due to the limited number of training images available, their high complexity and variability (many of them contain difficult scenes with numerous subjects) and the complexity of the network.

During the training phase, images are transformed and augmented. First of all, they are padded to a square, based on their largest dimension, then they are resized to a fixed square size and normalized by the mean and standard deviation of the data set. The padding step is useful to avoid distortions and keep the aspect ratio unmodified after the resizing, while the resizing is useful to train on batches of multiple samples and to fit more images in the GPU memory. The augmentation performed is a horizontal flip with a probability of 50%.
3.3 Fine-tuning

Transfer Learning (TL) is an effective technique that exploits the feature extraction capability of a model trained in a given domain to support a task in a different one. TL works by fine-tuning, i.e., by retraining only selected layers of the original model, normally the deepest ones that work at an abstraction level that is more domain-dependent. TL has been recently shown to improve performance in art-related classification and detection tasks [27, 85]. We apply TL to the original ResNet50 architecture and fine-tune all the layers except the initial 7x7 convolution, the 3x3 max pooling layers, and the first two residual blocks. This allows the model to exploit both low-level features, which are more general purpose (e.g., edges, corners, shapes, etc.), learned from a great amount of natural images, and mid and high-level features learned from artworks during fine-tuning. The fine-tuned layers were trained with a lower learning rate with respect to the 1x1 convolution layer, to gradually adapt the previously learned features to the artwork domain.

3.4 Output

The outputs of the network are:

- A value for each class denoting the confidence of the classification.
- Class-aware cues, represented by the Class Activation Maps (CAMs) [89], which highlight the areas of the image contributing most to its assignment to a class.

4 RESULTS

In this section we present a quantitative and qualitative analysis of the iconography classification performances on the ArtDL data set. Experiments were performed on a subset composed of single-label images of the 10 selected classes. Note that being single-label does not imply that the image contains only one character. A complex scene can be annotated with only one class and is still considered single-label, as can be seen in Figure 6. Exploiting images without annotations and with multiple labels is part of our future work.

The image subset used in the experiments contains 18,637 images: 14,912 for training, 1,861 for validation and 1,864 for testing.

4.1 Quantitative results

The evaluation metrics used for the quantitative analysis are: Precision, Recall, Average Precision (AP) and Confusion Matrix. Due to the high imbalance of the data set, Accuracy is not appropriate to assess the performances of the model.

4.1.1 Fine-tuning. As explained in Section 3.3, the architecture used in this work is a Fully Convolutional ResNet50 network pre-trained on ImageNet. A comparison of alternative configurations has been performed to determine the most effective freezing strategy to apply during fine tuning. Figure 3 shows the performances obtained when freezing the architecture at different layers. The best results are obtained by freezing the first few layers, which learn low-level features, and by fine-tuning all the deeper layers; training only the classifier while freezing all the pre-trained layers yielded the worst results. These findings are consistent with the literature [87]: fine-tuning almost all the layers of the architecture is required due to the different domain and nature of ImageNet (the data set used to pre-train the architecture) and the targeted iconography data set.

4.1.2 Data set resampling. As mentioned in Section 3.1 the ArtDL data set is characterized by a rather high class imbalance. Several techniques can be exploited to address class imbalance during training. We compared the techniques of weighted loss, undersampling of the majority classes, and oversampling of the minority classes. Oversampling of the minority classes to the majority class Virgin Mary, applied before training, proved the best option and yielded a sensible improvement to both quantitative and qualitative results.
Fig. 3. Performances of the model when freezing at a specified layer and fine-tuning the following deeper layers. For each metrics, a single value is obtained by averaging across all the classes.

| Class name         | # Test Images | Precision | Recall | F1-Score | Average Precision |
|--------------------|---------------|-----------|--------|----------|------------------|
| Anthony of Padua   | 14            | 72.73%    | 57.14% | 64.00%   | 64.14%           |
| Francis of Assisi  | 98            | 69.23%    | 82.65% | 75.35%   | 76.06%           |
| Jerome             | 118           | 70.77%    | 77.97% | 74.19%   | 78.88%           |
| John the Baptist   | 99            | 58.09%    | 79.80% | 67.23%   | 75.69%           |
| Mary Magdalene     | 90            | 79.27%    | 72.22% | 75.58%   | 82.23%           |
| Paul               | 52            | 54.55%    | 34.62% | 42.35%   | 38.47%           |
| Peter              | 119           | 72.95%    | 74.79% | 73.86%   | 77.93%           |
| Saint Dominic      | 29            | 50.00%    | 65.52% | 56.72%   | 54.35%           |
| Saint Sebastian    | 56            | 91.11%    | 73.21% | 81.19%   | 82.46%           |
| Virgin Mary        | 1189          | 93.04%    | 91.00% | 92.01%   | 97.03%           |
| **Mean**           |               | 71.17%    | 70.89% | 70.25%   | 72.73%           |

Table 5. Evaluation metrics computed on the test set. For each class we report the number of test images and the values of the metrics used to evaluate the performances of the model. The last row contains the mean value over all the classes.

4.1.3 Classification evaluation. Table 5 shows the evaluation results on the test set for each iconography class. Almost all the classes have more than 68% of precision with some reaching ~ 85% while having ~ 60% of recall. Virgin Mary is the class with the best performances, as expected due to the high number of images belonging to this class. Paul is the one with the worst performances: this result can be attributed to its rather generic iconography: the saint is most often represented as a common bearded man and only in very few images has the sword in his hand, which is the distinctive attribute of the class. Other classes, such as Saint Sebastian, have a number of images similar to Paul but their distinctive iconography attributes are much more frequently displayed.
in the artworks. The obtained results are consistent and even better with respect to those found in the previous research for artwork content analysis (reported also in Table 1). In [47] and [48], which are the works most closely related to ours, the authors respectively report a mean AP of 62.7% and 69.2% for the classification task; [37] reaches a mean AP of 68.5% on the classification of generic objects in artworks. These figures are obtained with different tasks and data sets and therefore do not constitute a head-to-head comparison.

Figure 4 shows the percentage of confusion between classes. Such an analysis allows one to better understand which class Y is predicted instead of the real class X and how frequent is such a wrong prediction, easing the diagnosis of classification errors. For completeness, the table includes also the None label, to address the images with a ground truth class but no predicted classes. The table highlights the quite strong discriminative power of the model which distinguishes well most classes. Some cases deserve attention: Saint Dominic is wrongly predicted ~ 42% of the times as Virgin Mary. This is due to the fact that the respective images are the least present in the data set and the model falls back to the most represented class. Adding more and diverse examples of the class would eliminate the confusion.

### 4.2 Qualitative results

The iconography of Christian saints relies on the presence of specific symbolic attributes [58]. This makes the classification task particularly interesting, because one can use the interpretation tools described in Section 2 to

---

**Table 1:** Confusion between classes.

| True label | Anthony of Padua | Francis of Assisi | Jerome | John Baptist - Adult | Mary Magdalena | Paul | Peter | Saint Dominic | Saint Sebastian | Virgin Mary | None |
|------------|------------------|-------------------|--------|----------------------|----------------|------|-------|---------------|---------------|-------------|------|
| Anthony of Padua | 72.73 | 4.27 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.17 | 2.03 |
| Francis of Assisi | 18.18 | 69.23 | 2.31 | 0.00 | 1.22 | 0.00 | 0.00 | 0.00 | 1.12 | 4.08 |
| Jerome | 0.00 | 1.71 | 70.77 | 7.35 | 0.00 | 9.09 | 4.92 | 0.00 | 2.22 | 0.77 | 8.54 |
| John Baptist - Adult | 0.00 | 1.71 | 0.77 | 58.09 | 4.12 | 0.00 | 0.00 | 2.63 | 2.22 | 0.69 | 6.50 |
| Mary Magdalena | 0.00 | 0.00 | 1.54 | 2.94 | 79.27 | 0.00 | 0.00 | 0.00 | 1.72 | 6.91 |
| Paul | 0.00 | 0.85 | 4.62 | 1.47 | 0.00 | 54.55 | 6.56 | 2.63 | 0.00 | 0.69 | 6.50 |
| Peter | 9.09 | 2.56 | 10.77 | 0.74 | 1.22 | 12.17 | 72.95 | 0.00 | 0.00 | 0.86 | 11.38 |
| Saint Dominic | 0.00 | 2.56 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 50.00 | 0.00 | 0.43 | 3.25 |
| Saint Sebastian | 0.00 | 0.00 | 0.00 | 0.74 | 0.00 | 0.00 | 0.00 | 0.00 | 2.63 | 91.11 | 0.52 | 4.47 |
| Virgin Mary | 0.00 | 17.09 | 9.23 | 28.68 | 17.07 | 24.24 | 15.57 | 42.11 | 4.44 | 93.04 | 45.53 |

**Fig. 4:** Confusion between classes. Rows are the ground truth classes and columns are the predicted classes. Values on the main diagonal are the precision of each class and values on the columns add up to 1.
understand how the model mimics the human behavior in recognizing a saint, either by looking at the distinctive attributes or at the global context in which the character is embedded. For this purpose, we examined the CAMs produced by our architecture for a number of sample images.

Figure 5 contains six test images, depicting different scenes, in which at least an example for each class is visible. For each original test image (left), we also show the CAM (center) of the most prominent class for each example and the original image overlaid with the CAM (right).

![Fig. 5. Examples of Class Activation Maps on different test images and for different classes. (A) St. Mary Magdalene, (B) St. Jerome, (C) St. Sebastian, (D) Virgin Mary, (E) St. John the Baptist, (F) St. Francis of Assisi.](image)

Figure 5.A\(^2\) represents St. Mary Magdalene. It is noticeable that the area that activates the network the most is the ointment jar in the bottom center of the painting, one of the identifying symbols of Mary Magdalene. We can also note a less strong activation induced by the presence of her hairs, which are a well-known characterizing attribute of the saint. In other paintings this symbol yields a very high activation.

Figure 5.B\(^3\) depicts St. Jerome in the desert. From the CAM, we can see that the model learns to recognize the saint by his face and beard. As for St. Magdalene, the model is also able to capture a specific symbol used for identifying St. Jerome, the lion; which has a very high activation. In other paintings, the area with the highest activation is his red flat-top cardinal's hat.

If we look at Figure 5.C\(^4\), we can see St. Sebastian who is recognizable by his body tied to a tree and shot with arrows. The CAM shows that the arrows correspond to the areas that contribute most to the classification and are extracted as the salient features of the recognized subject following the iconography very precisely. We can observe that the naked torso of St. Sebastian is not useful to recognize the class because there are a lot of scenes with other naked men, e.g., “The Crucifixion of Jesus” or “The Baptism of Jesus”.

---

\(^2\)“Maddalena penitente”, Turchi Alessandro detto Orbetto, 1635-1640
\(^3\)“I mercanti che avevano rubato l’asino chiedono perdono al santo”, Maestro dei Gesuati, 1450-1459
\(^4\)“St. Sebastian”, El Greco, 1600
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Figure 5.D\textsuperscript{5} shows the \textit{Virgin Mary} holding the Child Jesus. Here, we can see that the main characteristic that the model uses to classify Mary is her veiled head. But the activation area covering the Child Jesus shows the utility of the context for the recognition; the model has learned that also Child Jesus is important to recognize Mary. In the iconography and in the training images, these two subjects are in most cases very close to each other and sometimes even overlapping.

Figure 5.E\textsuperscript{6} shows an example where the model correctly classifies \textit{St. John the Baptist}. The most activating region is the head of the saint; another area useful for the classification task is the saint's ragged clothing. Saint John the Baptist usually appears in complex scenes with other male characters: by looking at the CAMs in other paintings, e.g., representations of "The baptism of Christ", one can note that the saint is often confused with Jesus Christ or the naked body of other men.

Figure 5.F\textsuperscript{7} shows \textit{Francis of Assisi}. As we can see, the saint is mainly recognized by his face and by the white cord of his clothing, which is a specific iconography symbol for this class. Even if the training classes include \textit{Anthony of Padua}, who is represented very similarly to \textit{Francis of Assisi}, the classifier differentiates the two classes well (Figure 4).

From the presented examples and from many other similar cases, we can observe that the proposed architecture, even if based on a quite simple architecture exploiting a model pre-trained on natural images and fine-tuned with rather noisy artwork images, learns to discriminate well the iconography classes using the same clues that we, as humans, consider important when describing the themes of a painting.

\textbf{4.2.1 False Positive analysis.} Mistaken FP predictions can happen because the model correctly predicts the classes portrayed in the image but the ground truth annotations are wrong or missing. This motivation is especially relevant in our case in which annotations were obtained semi-automatically and are both scarce and noisy.

\footnote{\textsuperscript{5}“Apparizione della Madonna a San Filippo”, Ricci Ubaldo, 1700-1749}
\footnote{\textsuperscript{6}“Saint John the Baptist”, Lippo Memmi, 1330 - 1340}
\footnote{\textsuperscript{7}“San Francesco”, Domenico di Michelino, 1460}
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Figure 6 shows two cases of false false positives, i.e., images for which the model correctly predicts the classes, but the noisy ground truth misses the annotations and thus the predictions are mistakenly counted as a false positive. Figure 6.A8 shows Virgin Mary holding Child Jesus between Jerome and Peter. The model classifies with over 90% probability the presence of Jerome and Virgin Mary even if only Peter is included in the annotations of the image. The reported CAMs show the attention area. These results are consistent with the test images presented in Figure 5: Jerome is recognized by the lion at his feet and Virgin Mary is localized by her face and the contextual presence of the Child.

Figure 6.B9 shows Virgin Mary holding Child Jesus and surrounded by saints. In this case, Virgin Mary is the only annotated class but the model can also correctly recognize Peter and Paul. From the CAMs, we can see that there is no confusion between the three classes.

These results suggest that we could use the output of the model, especially when there is a strong classification score, to iteratively refine the data set labels and thus increase the data set completeness and the model performance. The same approach could be used to support the extension of the data set, by automatically proposing candidate annotations for the new images.

5 CONCLUSIONS AND FUTURE WORK

In this work, we have presented a novel artworks iconography data set (ArtDL) and a simple architecture for the classification of iconographic entities in Christian art paintings. Evaluation results show good performance even in presence of the label noise produced by the semi-automatic procedure employed for data collection.

Future work will concentrate on the following objectives;

- Data set improvement and extension: we plan to use the current classifier to reduce the label noise and to incorporate more iconography classes.
- Architecture improvement: we aim at improving the classifier by applying techniques for learning with scarce labels (e.g., label refinery [15]) and semi-supervised learning methods (e.g., classifier improvement with Generative Adversarial Networks [75]). The resulting model will be also applied to multi-object classification.
- Object detection and instance segmentation support: iconography studies require not only the detection of classes but also of their position and mutual spatial relations. To this end, we are building an object detection and instance segmentation architecture, exploiting the CAMs of the classifier to enable the semi-automatic creation of the bounding boxes and pixel-level annotations required for training object detectors, along the lines of [47] and [11].

Our ultimate goal is to cover the entire IconClass dictionary, which features 28k classes. This long term goal requires effective IT-enabled tools for the annotation process, which can be supported by the automatic classification of single characters and by the inference of more complex classes comprising multiple individuals in specific spatial relations (e.g., by predicting the class “Ann seldbritt” (IconClass 73A221) when Saint Ann appears holding the Virgin Mary and the baby Jesus in her lap). The envisioned iconography classifier and localization detector could support the study of the evolution of iconography across space and time, enabling advanced queries over art images collections that mix visual content and metadata (e.g., “Find all annunciations where the angel appears to the right of Mary” or “Find the earliest three-nails crucifixion in the collection”).
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