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Abstract

A polyhedral convex set optimization problem is given by a set-valued objective mapping from the \( n \)-dimensional to the \( q \)-dimensional Euclidean space whose graph is a convex polyhedron. This problem can be seen as the most elementary subclass of set optimization problems, comparable to linear programming in the framework of optimization with scalar-valued objective function. Polyhedral convex set optimization generalizes both scalar and multi-objective (or vector) linear programming. In contrast to scalar linear programming but likewise to multi-objective linear programming, unbounded problems can indeed have minimizers and provide a rich class of problem instances. In this paper we extend the concept of finite infimizers from multi-objective linear programming to not necessarily bounded polyhedral convex set optimization problems. We show that finite infimizers can be obtained from finite infimizers of a reformulation of the polyhedral convex set optimization problem into a vector linear program. We also discuss two natural extensions of solution concepts based on the complete lattice approach. Surprisingly, the attempt to generalize the solution procedure for bounded polyhedral convex set optimization problems introduced in [A. Löhne and C. Schrage. An algorithm to solve polyhedral convex set optimization problems. Optimization 62(1):131–141, 2013.] to the case of not necessarily bounded problems uncovers some problems, which will be discussed.
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1 Introduction

A set-valued mapping \( F : \mathbb{R}^n \rightrightarrows \mathbb{R}^q \) is called \textit{polyhedral convex} if its graph 
\[
\text{gr} \, F := \{ (x, y) \in \mathbb{R}^n \times \mathbb{R}^q \mid y \in F(x) \}
\]
is a convex polyhedron. We minimize a polyhedral convex objective map \( F \) with respect to the ordering relation on the power set \( 2^{\mathbb{R}^q} \) of \( \mathbb{R}^q \)
\[
V \preceq_C W \iff W \subseteq V + C,
\]
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for sets $V, W \in \mathbb{R}^q$ and $C$ being a polyhedral convex cone that is pointed and has nonempty interior. This problem is called a polyhedral convex set optimization problem and is expressed by

$$\text{minimize } F(x) \text{ with respect to } \preceq_C \text{ subject to } x \in \mathbb{R}^n.$$  

(P)

Explicit linear constraints could be added. The resulting problem, however, is of the same type: Indeed let $H : \mathbb{R}^n \to \mathbb{R}^q$ be a polyhedral convex set-valued mapping to be minimized under the linear constraints $Ax \leq b$, for $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$. Then we can define $F$ by its graph as

$$\text{gr } F := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^q \mid (x, y) \in \text{gr } H, Ax \leq b\}.$$  

Then, $F$ is polyhedral convex and problem (P) is equivalent to the given constrained problem. If $H$ is defined as $\text{gr } H = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^q \mid y = Px\}$ for $P \in \mathbb{R}^{q \times n}$, problem (P) reduces to a vector linear program. For $C = \mathbb{R}^q_+$ we obtain a multiple objective linear program, and for $q = 1$ a linear program.

A solution concept and a solution procedure for a polyhedral convex set optimization problem being bounded in the sense of

$$\exists v \in \mathbb{R}^q : \{v\} \preceq_C \bigcup_{x \in \mathbb{R}^n} F(x).$$  

has been established in [9, 10]. The singleton set $\{v\}$ can be seen as a (special form of) lower bound in the space $2^{\mathbb{R}^q}$ equipped with the pre-ordering (i.e. reflexive and transitive ordering) $\preceq_C$, while the union of the right hand side in (2) is an infimum (greatest lower bound) of $F$ over $x \in \mathbb{R}^q$ in this space.

In the present article, we extend the solution concept and the solution procedure introduced in [9, 10] to (almost) arbitrary polyhedral convex set optimization problems, in particular, to unbounded problems. For the special case of vector linear programming, both a solution concept and a solution procedure for not necessarily bounded problems have been established in [7].

Throughout this article we suppose for problem (P):

**Assumption 1.** The set $\mathcal{P} := \bigcup_{x \in \mathbb{R}^n} F(x) + C$, called upper image of (P), is free of lines.

In [7], for the special case of vector linear programs, the upper image was assumed to have a vertex. This is conform with Assumption 1 because $\mathcal{P}$ is a convex polyhedron, as shown below in Section 3, and a convex polyhedron is free of lines if and only if it has a vertex. Recently, for vector linear programs this assumption was dropped in [16].

The solution concept discussed and extended here is based on the complete lattice approach to set optimization, see e.g. [2] for historical remarks and other approaches. The space

$$\mathcal{P} := \{V \subseteq \mathbb{R}^q \mid V = V + C\}$$  

equipped with the ordering defined in (1), which coincides with $\supseteq$ on $\mathcal{P}$ and hence is a partial ordering on $\mathcal{P}$ (i.e. reflexive, transitive and antisymmetric), provides a complete lattice. This means that for every subset of $\mathcal{P}$ an infimum
in the sense of the (uniquely defined) greatest lower bound exists. The infimum of a subset $V \subseteq \mathcal{P}$ is given by

$$\inf V = \bigcup_{V \in \mathcal{V}} V.$$  

A solution concept for the complete lattice approach in set optimization was introduced in [5] (contributed by A.H. Hamel). It is typical for this approach that, in contrast to scalar optimization, *infimum attainment and minimality* are different conditions. A solution in the sense of the complete lattice approach satisfies both *infimum attainment* and *minimality*. Likewise to solutions for unbounded vector linear programs [7], a solution of an unbounded polyhedral convex set optimization problem is expected to consist of finitely many feasible points and finitely many feasible directions. The latter part is new in comparison to the bounded case in [9, 10]. We discuss two possible extensions of this solution concept with two different minimality notions.

The solution procedure for bounded polyhedral set optimization problems introduced in [9, 10] consists of two phases: In the first phase a vector linear program is solved to obtain infimum attainment, i.e., to compute an infimizer. In the second phase finitely many linear programs (combined with vertex enumeration in the objective space $\mathbb{R}^q$) are solved to ensure minimality, i.e., to ensure that the elements of the infimizer are minimizers.

In this article we introduce the concept of an infimizer for a not necessarily bounded polyhedral convex set optimization problem. We show that such an infimizer can be obtained, likewise to [9, 10], by a reformulation of the problem into a vector linear program. Moreover we discuss two types of minimizers, which lead to two different solution concepts. For both notions we did not succeed with a natural generalization of the second phase of the solution method for the bounded case from [9, 10]. The one solution concept destroys the convexity of the problem while the other one seems to require nonlinear scalar problems for the solution method. Furthermore, we slightly extend some results in [9, 10] for the bounded case as we allow a more general representation of the graph of $F$.

Applications for set optimization can be found in mathematical finance, when we look at markets with frictions, see e.g. [1, 3, 8]. Solution concepts in set optimization are also useful to provide an approach to vector optimization based on infimum attainment, see e.g. [5, 7, 11]. Other applications for set-valued optimization appear in multivariate statistics [4]. We want to remark that the solution concepts of the complete lattice approach are frequently used in theoretical papers while, so far, the focus of the mentioned applications is on infimum attainment only. It remains an interesting task for the future to point out the impact of minimality for applications. In view of the mentioned problems in the unbounded case it could be worth to discuss whether or not minimality should be replaced by another property.

### 2 Preliminaries

A set $P \subseteq \mathbb{R}^q$ is called *polyhedral convex* or a *convex polyhedron* if it can be expressed as

$$P = \{ y \in \mathbb{R}^q \mid By \geq b \},$$  

(3)
for \( B \in \mathbb{R}^{m \times q} \) and \( b \in \mathbb{R}^m \). The representation of \( P \) in (3) is called an \( H \)-representation. The recession cone of \( P \) in (3) is the set

\[
0^+ P := \{ y \in \mathbb{R}^q \mid By \geq 0 \}.
\]

A convex polyhedron \( P \) is bounded if and only if \( 0^+ P = \{ 0 \} \). A bounded polyhedral convex set is called a polytope. A convex polyhedron \( P \) can also be written as the convex hull of finitely many points \( v_1, ..., v_k \in \mathbb{R}^q \) with \( k \in \mathbb{N} \) and the conic hull (the smallest convex cone containing a given set) of finitely many directions \( d_1, ..., d_l \in \mathbb{R}^q \) with \( l \in \mathbb{N}_0 \) in the form

\[
P = \text{conv}\{v_1, ..., v_k\} + \text{cone}\{d_1, ..., d_l\}.
\]

A representation of \( P \) as in (4) is called a \( V \)-representation. Note that we use the convention cone \( \emptyset = \{ 0 \} \) in order to represent polytopes without any direction. We have

\[
0^+ P = \text{cone}\{d_1, ..., d_l\}.
\]

Let \( P \) be a convex polyhedron. A point \( v \) of \( P \) is called a vertex of \( P \) if there do not exist \( v_1, v_2 \in P \) with \( v_1 \neq v_2 \) such that \( v = \lambda v_1 + (1 - \lambda)v_2 \) for some \( \lambda \in (0, 1) \). The set of vertices of \( P \) is denoted by \( \text{vert} P \). An element \( d \in 0^+ P \) is called an extremal direction of \( P \) if \( d \neq 0 \) and for \( u, w \in 0^+ P \) with \( d = u + w \) we have \( u, w \in \text{cone}\{d\} \). \( P \) is called pointed if it has a vertex. \( P \) is pointed if and only if \( P \) contains no line (see e.g. [6], Theorem 4.7). If \( P \) is pointed then there exists a \( V \)-representation of \( P \) in the form (4) with \( v_1, ..., v_k \) being the vertices and \( d_1, ..., d_l \) being the extremal directions of \( P \).

We say the expression

\[
P = \{ y \in \mathbb{R}^q \mid \exists x \in \mathbb{R}^n : Ax + By \geq b \}
\]

is a \( P \)-representation (here \( P \) stands for projection) of a convex polyhedron \( P \). Using the Fourier-Motzkin elimination (see e.g. [6]) for the variables \( x_1, ..., x_n \) in (5) we obtain an \( H \)-representation of \( P \), showing that (5) indeed describes a convex polyhedron. An \( H \)-representation is clearly a special case of a \( P \)-representation. If \( V \) is the matrix with columns \( v_1, ..., v_k \) and \( D \) is the matrix with columns \( d_1, ..., d_l \), then

\[
P = \{ y \in \mathbb{R}^q \mid \exists (\lambda, \mu) \in \mathbb{R}^k \times \mathbb{R}^l : V \lambda + D \mu = y, \ \lambda \geq 0, \ e^T \lambda = 1, \ \mu \geq 0 \},
\]

where \( e^T = (1, \ldots, 1) \), shows that the \( V \)-representation in (4) is also a special case of a \( P \)-representation.

If \( Q \subseteq \mathbb{R}^n \times \mathbb{R}^q \) is a nonempty convex polyhedron and

\[
P := \{ y \in \mathbb{R}^q \mid \exists x \in \mathbb{R}^n : (x, y) \in Q \},
\]

then

\[
0^+ P := \{ y \in \mathbb{R}^q \mid \exists x \in \mathbb{R}^n : (x, y) \in 0^+ Q \}.
\]

This statement can be easily shown by using a \( V \)-representation of \( Q \). Thus, if \( P \) in (5) is nonempty, its recession cone is

\[
0^+ P = \{ y \in \mathbb{R}^q \mid \exists x \in \mathbb{R}^n : Ax + By \geq 0 \}.
\]
For two convex polyhedra $P_1, P_2 \subseteq \mathbb{R}^q$ the Minkowski sum $P_1 + P_2$ is a convex polyhedron (see e.g. [15, Corollary 19.3.2]). The recession cone of the Minkowski sum of two convex polyhedra $P_1$ and $P_2$ can be expressed as

$$0^+(P_1 + P_2) = 0^+P_1 + 0^+P_2,$$  
(7)

which can be seen by using V-representations. The Cartesian product $P_1 \times P_2$ is again a convex polyhedron. This becomes obvious when working with H-representations.

Let $C \subseteq \mathbb{R}^q$ be a pointed polyhedral convex cone with nonempty interior. $C$ can be expressed by some matrix $Z \in \mathbb{R}^{q \times p}$ as

$$C = \{y \in \mathbb{R}^q \mid Z^T y \geq 0\}. \tag{8}$$

By int $C \neq \emptyset$ there exists $y \in C$ with $Z^T y > 0$. The polyhedral convex cone $C$ in (8) is pointed if and only if the matrix $Z$ has rank $q$. $C$ defines a partial ordering $\preceq_C$ on $\mathbb{R}^q$ by

$$v \preceq_C w :\iff w - v \in C. \tag{9}$$

We say $\bar{z} \in P$ is $C$-minimal in a set $P \subseteq \mathbb{R}^q$ if there is no $z \in P$ with $z \neq \bar{z}$ and $z \preceq_C \bar{z}$. By MinC $P$ we denote the set of all $C$-minimal points of $P$. The condition $x \in \text{MinC} P$ is equivalent to $z \in P$ and $z \notin P + C \setminus \{0\}$.

The ordering relation $\preceq_C$ on the power set $2^\mathbb{R}^q$ of $\mathbb{R}^q$ is a pre-order, i.e., it is reflexive and transitive. It is also a pre-order in the subspace $\mathcal{G}$ of all closed convex subsets of $\mathbb{R}^q$. For any subset $D$ of $\mathcal{G}$ an infimum exists and can be expressed as (see e.g. [2], [7])

$$\inf D = \text{cl conv} \bigcup_{D \in D} (D + C). \tag{10}$$

We use here the convention inf $\emptyset = \emptyset$.

Let $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ be a set-valued map. The domain of $F$ is the set $\text{dom} F = \{x \in \mathbb{R}^n \mid F(x) \neq \emptyset\}$. The graph of $F$ is defined as $\text{gr} F = \{(x, y) \in \mathbb{R}^{n \times q} \mid y \in F(x)\}$. We say a set-valued map $F$ is polyhedral convex if the graph of $F$ is a convex polyhedron. For $y \in \mathbb{R}^q$ we denote by $F^{-1}(y) = \{x \in \mathbb{R}^n \mid (x, y) \in \text{gr} F\}$ the inverse of $F$ at $y$. We define $G(x) := (0^+ F)(x)$ as the recession mapping of $F$, which is defined by $\text{gr} G = 0^+ \text{gr} F$.

**Proposition 2.** Let $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^q$ be a polyhedral convex set-valued map. Then the mapping $x \mapsto 0^+[F(x)]$ is constant on $\text{dom} F$. Moreover, for all $x \in \text{dom} F$ and all $u \in \text{dom} G$ we have $0^+[F(x)] = 0^+[G(u)] = G(0)$.

**Proof.** The graph of $F$ has an H-representation

$$\text{gr} F = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^q \mid Ax + By \geq b\}$$

and thus $F(x) = \{y \in \mathbb{R}^q \mid By \geq b - Ax\}$. For $x \in \text{dom} F$ we obtain $0^+[F(x)] = \{y \in \mathbb{R}^q \mid By \geq 0\}$, which is independent of $x$. The recession mapping $G$ is obtained by setting $b = 0$, which yields the remaining statements. \qed
Proposition 3. Let $F : \mathbb{R}^n \Rightarrow \mathbb{R}^q$ be a polyhedral convex set-valued map with $\text{dom} F \neq \emptyset$. Then the set $\bigcup_{x \in \mathbb{R}^n} F(x)$ is a convex polyhedron and

$$0^+ \bigcup_{x \in \mathbb{R}^n} F(x) = \bigcup_{x \in \mathbb{R}^n} G(x).$$

Moreover, we have $0^+ (\text{dom} F) = \text{dom} G$.

Proof. We have

$$\bigcup_{x \in \mathbb{R}^n} F(x) = \{ y \in \mathbb{R}^q : \exists x \in \mathbb{R}^n : (x, y) \in \text{gr} F \}.$$ 

Since $\text{gr} F$ is a convex polyhedron, this is a $P$-representation and thus a convex polyhedron. The second statement follows from (6). We have

$$\text{dom} F = \{ x \in \mathbb{R}^n : \exists y \in \mathbb{R}^q : (x, y) \in \text{gr} F \},$$

which implies the last statement is a similar way. □

Proposition 4. Let $P_i \subseteq \mathbb{R}^q$, $i \in \{1, \ldots, k\}$ be finitely many convex polyhedra such that $0^+ P_i = D$ for all $i \in \{1, \ldots, k\}$. Then

$$\text{conv} \bigcup_{i=1}^k P_i$$

and

$$\text{cone} \bigcup_{i=1}^k P_i + D$$

are convex polyhedra. Moreover, we have

$$0^+ \text{conv} \bigcup_{i=1}^k P_i = D$$

and

$$\text{cl cone} \bigcup_{i=1}^k P_i = \text{cone} \bigcup_{i=1}^k P_i + D.$$ (11)

Proof. There are polytopes $Q_i \subseteq \mathbb{R}^q$ such that $P_i = Q_i + D$ for all $i \in \{1, \ldots, k\}$. The set $Q := \text{conv} \bigcup_{i=1}^k Q_i$ is a polytope. Thus

$$P := \text{conv} \bigcup_{i=1}^k P_i = \text{conv} \bigcup_{i=1}^k (Q_i + D) = Q + D$$

is a convex polyhedron with recession cone $D$. We have

$$\text{cone} \bigcup_{i=1}^k P_i + D = \text{cone} P + D = \text{cone} [Q + D] + D = \text{cone} Q + D,$$

which is a convex polyhedron because the conic hull of the polytope $Q$ is a convex polyhedron.

To show (11), recall that $\text{cl cone} P = \text{cone} P \cup 0^+ P$ holds, which is a consequence of [15, Theorem 8.2]. Thus

$$\text{cl cone} \bigcup_{i=1}^k P_i = \text{cl cone} P = \text{cone} P \cup D = \text{cone} P + D = \text{cone} \bigcup_{i=1}^k P_i + D.$$ □
Note that the condition $0^+P_i = D$ cannot be omitted in the previous result, which can be seen by the example
\[
\text{conv} \left( \mathbb{R}^2_+ + \{(1,1)^T\} \cup \{(0,0)^T\} \right) = \text{int} \mathbb{R}^2_+ \cup \{(0,0)^T\}.
\]
Moreover, cone$\bigcup_{i=1}^k P_i$ is not necessarily a convex polyhedron, not even for $k = 1$. For example,
\[
\text{cone}(\mathbb{R}^2_+ + \{(1,1)^T\}) = \text{int} \mathbb{R}^2_+ \cup \{(0,0)^T\}.
\]

3 Finite infimizers

In this section we extend the concept of a finite infimizer to the case of unbounded polyhedral convex set-valued optimization problems $(P)$. The new concept extends both finite infimizers for bounded polyhedral convex set-valued optimization problems [9, 10] and finite infimizers for not necessarily bounded vector linear programs [7].

**Definition 5.** A tuple $(\bar{X}, \hat{X})$ of finite sets $\bar{X} \subseteq \text{dom} F$, $\bar{X} \neq \emptyset$ and $\hat{X} \subseteq \text{dom} G \setminus \{0\}$ is called a finite infimizer for problem $(P)$ if
\[
\bigcup_{x \in \mathbb{R}^n} F(x) \subseteq \text{conv} \bigcup_{x \in \bar{X}} F(x) + \text{cone} \bigcup_{x \in \hat{X}} G(x) + C \quad (12)
\]

In this definition, (12) can be replaced by
\[
\bigcup_{x \in \mathbb{R}^n} F(x) + C = \text{conv} \bigcup_{x \in \bar{X}} F(x) + \text{cone} \bigcup_{x \in \hat{X}} G(x) + C, \quad (13)
\]
which can be seen by using Proposition 3. This shows that a finite infimizer generates the upper image $\mathcal{P}$ of $(P)$. By Proposition 3, both the image $\mathcal{Q} := \bigcup_{x \in \mathbb{R}^n} F(x)$ and the upper image
\[
\mathcal{P} := \mathcal{Q} + C = \bigcup_{x \in \mathbb{R}^n} (F(x) + C)
\]
of $(P)$ are convex polyhedra. From (7) and Proposition 2 we obtain
\[
0^+ \mathcal{P} = 0^+ \mathcal{Q} + C
\]
and
\[
\forall x \in \text{dom} F : \quad 0^+ [F(x) + C] = 0^+ [F(x)] + C = G(0) + C.
\]

**Remark 6.** The concept of an upper image of $(P)$ corresponds to an infimum with respect to the ordering $\leq_C$ in the space $\mathcal{G}$, compare (10). By Proposition 3, the infimum can be expressed without the closure and the convex hull. The term upper image is often used in the framework of vector optimization, when the property of being an infimum in the space $\mathcal{G}$ is not addressed.

Even though the convex hull of the union of finitely many convex polyhedra is not necessarily closed, the expression $\text{conv} \bigcup_{x \in \hat{X}} F(x)$ in Definition 5 is a convex polyhedron, compare Proposition 4. Note that the term $\text{cone} \bigcup_{x \in \hat{X}} G(x)$
in Definition 5 is not necessarily closed, compare the example after Proposition 4. Nevertheless the term
\[
\text{conv} \bigcup_{x \in \bar{X}} F(x) + \text{cone} \bigcup_{x \in \hat{X}} G(x) \tag{14}
\]
in Definition 5 is always a convex polyhedron. We also show in the next proposition that in Definition 5 the exclusion of zero in the set \( \hat{X} \) is not restricting.

**Proposition 7.** Let \((\bar{X}, \hat{X})\) be a tuple of finite sets \(\bar{X} \subseteq \text{dom} F, \bar{X} \neq \emptyset\) and \(\hat{X} \subseteq \text{dom} G\). Then \((X, X)\) satisfies (12) if and only if \((\bar{X}, X \setminus \{0\})\) satisfies (12). Moreover, the expression in (14) is a convex polyhedron.

**Proof.** We set
\[
P := \text{conv} \bigcup_{x \in \bar{X}} F(x), \quad Q := \text{cone} \bigcup_{x \in \hat{X} \setminus \{0\}} G(x), \quad Q_0 := \text{cone} \bigcup_{x \in \hat{X}} G(x).
\]
Propositions 2 and 4 yield \(P = P + G(0)\). Moreover, we have \(Q + G(0) = Q_0 + G(0)\). Thus \(P + Q = P + G(0) + Q = P + G(0) + Q_0 = P + Q_0\), which yields the first claim. By Propositions 2 and 4, \(P\) and \(G(0) + Q_0\) are convex polyhedra, hence \(P + Q\) is a convex polyhedron. \(\Box\)

Note that in Definition 5 the set \(\hat{X}\) is allowed to be empty. In this case, problem \((P)\) is bounded and we obtain the solution concept introduced in [9, 10] as a particular case. If the graph of \(F\) is of the form
\[
\text{gr} F := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^q \mid y = PX, Ax \leq b\},
\]
then Definition 5 describes a finite infimizer (as introduced in [7]) for the vector linear program
\[
\text{minimize } Px \text{ with respect to } \leq C \text{ subject to } Ax \leq b, \tag{VLP}
\]
where \(P \in \mathbb{R}^{q \times n}, A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m\) and \(C\) is defined as in (8). For \(q = 1\), \(\bar{X}\) can be chosen as a singleton set and \(\hat{X}\) can be chosen to be empty. This is the particular case of a linear program.

As a consequence of Proposition 3, we have
\[
0^+ \mathcal{P} = \bigcup_{x \in \mathbb{R}^n} G(x) + C, \tag{15}
\]
This shows that elements in \(0^+ \mathcal{P}\) not belonging to \(C\) can be expressed by values of the recession mapping \(G\). Such elements occur exactly in the unbounded case. This motivates the usage of the recession mapping in Definition 5, where the concept of a finite infimizer is extended to not necessarily bounded problems.

The next proposition provides a recursive definition of a finite infimizer. In particular, it is shown that \(0^+ \mathcal{P}\) is generated by the direction part \(\hat{X}\) of a finite infimizer.

**Proposition 8.** A tuple \((\bar{X}, \hat{X})\) of finite sets \(\bar{X} \subseteq \text{dom} F, \bar{X} \neq \emptyset\) and \(\hat{X} \subseteq \text{dom} G \setminus \{0\}, \hat{X} \neq \emptyset\) is a finite infimizer for problem \((P)\) if and only if
\[
\mathcal{P} = \text{conv} \bigcup_{x \in \bar{X}} F(x) + 0^+ \mathcal{P} \quad \text{and} \quad 0^+ \mathcal{P} = \text{cl cone} \bigcup_{x \in \hat{X}} G(x) + C. \tag{16}
\]
Proof. We set

\[ Q := \text{conv} \bigcup_{x \in X} F(x) \quad \text{and} \quad R := \text{cone} \bigcup_{x \in X} G(x). \]

Then condition (13), which is shown to be equivalent to (16), can be written as \( P = Q + R + C \). By Proposition 7, (13) is equivalent to \( P = Q + \text{cl} R + C \). Thus (16) implies (13).

Now let \( P = Q + \text{cl} R + C \) be satisfied. Since \( \hat{X} \neq \emptyset \), Propositions 2 and 4 yield \( \text{cl} R = R + G(0) \) and \( 0^+ Q = G(0) \). Since \( \text{cl} R \) and \( C \) are polyhedral convex cones, we obtain \( 0^+(\text{cl} R + C) = \text{cl} R + C \supseteq G(0) = 0^+ Q \). From (7) we obtain \( 0^+ P = 0^+ Q + 0^+(\text{cl} R + C) \). We deduce \( 0^+ P = \text{cl} R + C \) and \( P = Q + 0^+ P \), i.e., (16) holds.

4 Existence and computation of finite infimizers

The goal of this section is to show that a finite infimizer for the unbounded problem (P) always exists if the objective function is polyhedral convex and the upper image (or infimum, compare Remark 6) \( P \) contains no line. We also show that a finite infimizer can be computed by solving a polyhedral projection problem, or alternatively, a vector linear program. Note that these problems are equivalent, see [12].

Let the graph of \( F \) be given by a P-representation

\[ \text{gr} \, F = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^q \mid \exists u \in \mathbb{R}^p : Ax + By + Qu \geq b\}, \quad (17) \]

where \( A \in \mathbb{R}^{m \times n} \), \( B \in \mathbb{R}^{m \times q} \), \( Q \in \mathbb{R}^{m \times p} \) and \( b \in \mathbb{R}^m \). Of course, such a P-representation always exists. Note that in [9, 10] (where in contrast to this article only bounded problems were studied), an H-representation of \( \text{gr} \, F \) was expected to be known. The P-representation (17) is more general. Thus the results in [9, 10] are extended here even for the bounded case.

The graph of the recession mapping \( G = 0^+ F \) of \( F \) can be expressed as

\[ \text{gr} \, G = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^q \mid \exists u \in \mathbb{R}^p : Ax + By + Qu \geq 0\}. \quad (18) \]

By Proposition 3 and by Assumption 1, \( P = \bigcup_{x \in \mathbb{R}^n} F(x) + C \) is a pointed convex polyhedron. Thus there is a V-representation

\[ P = \text{conv}\{v_1, \ldots, v_k\} + \text{cone}\{d_1, \ldots, d_l\}, \quad (19) \]

where \( v_1, \ldots, v_k \) are the vertices and \( d_1, \ldots, d_l \) are the extremal directions of \( P \). Without loss of generality we assume that \( d_1, \ldots, d_t \not\subseteq C \) and \( d_{t+1}, \ldots, d_t \in C \) for \( t \in \{0, \ldots, l\} \). Then we obtain the representation

\[ P = \text{conv}\{v_1, \ldots, v_k\} + \text{cone}\{d_1, \ldots, d_t\} + C, \quad (20) \]

We define the sets

\[ \hat{X} := \{\hat{x}_1, \ldots, \hat{x}_k\} \quad \text{with} \quad \hat{x}_i \in F^{-1}(v_i), \; i \in \{1, \ldots, k\} \quad (21) \]

\[ \hat{X} := \{\hat{x}_1, \ldots, \hat{x}_t\} \quad \text{with} \quad \hat{x}_j \in G^{-1}(d_j), \; j \in \{1, \ldots, t\}. \quad (22) \]

We prove that the sets \( \hat{X}, \hat{X} \setminus \{0\} \) provides a finite infimizer for problem (P).
Proposition 9. There exist sets $\mathcal{X}$ and $\hat{X}$ satisfying (21) and (22).

Proof. (i) Let $v$ be a vertex of $\mathcal{P}$. Then $v = y + c$ for $y \in \bigcup_{x \in \mathbb{R}^n} F(x)$ and $c \in C$. If $c \neq 0$, $v$ is a nontrivial convex combination of $y \in \mathcal{P}$ and $y + 2c \in \mathcal{P}$, which contradicts $v$ being a vertex of $\mathcal{P}$. Thus we have $v \in \bigcup_{x \in \mathbb{R}^n} F(x)$ which implies $F^{-1}(v) \neq \emptyset$.

(ii) Let $d \in 0^+ \mathcal{P} \setminus C$ be an extremal direction of $\mathcal{P}$. By (15) we obtain $d = y + c$ for $y \in \bigcup_{x \in \mathbb{R}^n} G(x) \subseteq 0^+ \mathcal{P}$ and $c \in C \subseteq 0^+ \mathcal{P}$. From the definition of an extremal direction we obtain $c \in \text{cone}(d)$. Since $d \notin C$ we conclude $c = 0$. Thus we have $d \in \bigcup_{x \in \mathbb{R}^n} G(x)$ which implies $G^{-1}(d) \neq \emptyset$.

Theorem 10. Let Assumption 1 be fulfilled for problem (P). Then the tuple $(\hat{X}, X \setminus \{0\})$ as defined in (21) and (22) is a finite infimizer for (P).

Proof. By Assumption 1, $\mathcal{P}$ has a vertex. Thus we have $\hat{X} \neq \emptyset$. By (20), (21) and (22) we obtain that (12) holds for $\hat{X}$ and $X$. The claim now follows from Proposition 7.

If the vertices and extremal directions of $\mathcal{P}$ are known, a finite infimizer for (P) can be obtained by solving finitely many linear programs. For instance, for $v$ running over the vertices of $\mathcal{P}$, the finitely many feasibility problems

$$\min_{x \in \mathbb{R}^n} \tilde{0}^T x \quad \text{s.t.} \quad x \in F^{-1}(v)$$

yield the set $\hat{X}$. Since the condition $x \in F^{-1}(v)$ in (23) can be written equivalently as $Ax + Qu \geq b - Bv$ with an auxiliary variable $u \in \mathbb{R}^p$, (23) is a linear program with variables $x$ and $u$. The elements of $\hat{X}$ can be obtained analogously by using the mapping $G$ instead of $F$.

In [9, 10], a finite infimizer for the bounded polyhedral convex set-valued optimization problem was obtained by solving an associated vector linear program. This approach also works for unbounded problems.

Consider the projection $f : \mathbb{R}^{n \times q} \rightarrow \mathbb{R}^q$ with $f(x, y) = y$. The function $f$ can be understood as a set-valued map whose values are singleton sets, i.e.

$$f : \mathbb{R}^{n \times q} \supseteq \mathbb{R}^q, \quad f(x, y) = \{y\}.$$

As in [9, 10] we define the vectorial relaxation of (P) as

$$\min_{x, y} f(x, y) \quad \text{w.r.t.} \quad \leq_C \quad \text{s.t.} \quad y \in F(x) \quad \text{(VR)}$$

A finite infimizer for the vector linear program (VR) coincides with a finite infimizer in the sense of Definition 5 above of the polyhedral convex set optimization problem (P) if the objective mapping $F$ in (P) is replaced by $\tilde{F} : \mathbb{R}^n \times \mathbb{R}^q \supseteq \mathbb{R}^q$, defined by

$$\text{gr} \tilde{F} := \{(x, y, w) \in \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \mid w = y, \ (x, y) \in \text{gr} F\}.$$

We have $\tilde{F}(x, y) = \{y\}$ if $(x, y) \in \text{gr} F$ and $\tilde{F}(x, y) = \emptyset$ otherwise. Thus

$$\bigcup_{x \in \mathbb{R}^n} F(x) + C = \bigcup_{x \in \mathbb{R}^n, y \in F(x)} \{y\} + C = \bigcup_{x \in \mathbb{R}^n, y \in \mathbb{R}^q} \tilde{F}(x, y) + C. \quad (24)$$
Of course the graph of the recession mapping \( \tilde{G} := 0^+ \bar{F} \) is
\[
\text{gr } \tilde{G} = \{ (x, y, w) \in \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \mid w = y, (x, y) \in \text{gr } G \}.
\]
We have \( \tilde{G}(x, y) = \{ y \} \) if \( (x, y) \in \text{gr } G \) and \( \tilde{G}(x, y) = \emptyset \) otherwise.

**Theorem 11.** Let \((\bar{Z}, \bar{\tilde{Z}})\) with
\[
\bar{Z} = \left\{ \left( \bar{x}_1, \bar{y}_1 \right), \ldots, \left( \bar{x}_k, \bar{y}_k \right) \right\} \subseteq \mathbb{R}^n \times \mathbb{R}^q,
\]
\[
\bar{\tilde{Z}} = \left\{ \left( \tilde{x}_1, \tilde{y}_1 \right), \ldots, \left( \tilde{x}_1, \tilde{y}_1 \right) \right\} \subseteq (\mathbb{R}^n \times \mathbb{R}^q) \setminus \{ 0 \}.
\]
be a finite infimizer for the vectorial relaxation (VR) of \((P)\). Then \((\bar{X}, \bar{\tilde{X}})\) with
\[
\bar{X} := \{ \bar{x}_1, \ldots, \bar{x}_k \} \quad \text{and} \quad \bar{\tilde{X}} := \{ \tilde{x}_1, \ldots, \tilde{x}_l \} \setminus \{ 0 \}
\]
is a finite infimizer for problem \((P)\).

**Proof.** Let \((\bar{Z}, \bar{\tilde{Z}})\) be a finite infimizer for (VR). Thus \( \bar{Z} \neq \emptyset \), \( \bar{Z} \subseteq \text{dom } \bar{F} \) and \( \bar{\tilde{Z}} \subseteq \text{dom } \bar{G} \setminus \{ 0 \} \). For \((\bar{x}_i, \bar{y}_i) \in \bar{Z} \), we have \( \bar{F}(\bar{x}_i, \bar{y}_i) = \{ \bar{y}_i \} \) and for \((\tilde{x}_j, \tilde{y}_j) \in \bar{\tilde{Z}} \), we have \( \bar{G}(\tilde{x}_j, \tilde{y}_j) = \{ \tilde{y}_j \} \). From (13) we conclude
\[
\bigcup_{x \in \mathbb{R}^n, y \in \mathbb{R}^q} \bar{F}(x, y) + C = \text{conv} \{ \bar{y}_1, \ldots, \bar{y}_k \} + \text{cone} \{ \bar{y}_1, \ldots, \bar{y}_k \} + C.
\]
It is easy to verify that \( \bar{X} \neq \emptyset \), \( \bar{X} \subseteq \text{dom } \bar{F} \) and \( \bar{\tilde{X}} \subseteq \text{dom } \bar{G} \setminus \{ 0 \} \). Using (24) and the facts that \( \bar{y}_i \in \bar{F}(\bar{x}_i), i \in \{ 1, \ldots, k \} \) and \( \bar{y}_j \in \bar{G}(\bar{x}_j), j \in \{ 1, \ldots, l \} \) we obtain
\[
\bigcup_{x \in \mathbb{R}^n} \bar{F}(x) = \text{conv} \bigcup_{i=1}^k \bar{F}(\bar{x}_i) + \text{cone} \bigcup_{j=1}^l \bar{G}(\bar{x}_j) + C.
\]
By Proposition 7, \((\bar{X}, \bar{\tilde{X}})\) is a finite infimizer for \((P)\).  

We conclude that a finite infimizer for problem \((P)\) can be obtained by solving the vector linear program (VR) and thus can be realized by a vector linear program solver like bensolve [13, 14]. We close this section by a remark.

**Remark 12.** The objective mapping \( F : \mathbb{R}^n \rightrightarrows \mathbb{R}^q \) can be replaced by
\[
F_C : \mathbb{R}^n \rightrightarrows \mathbb{R}^q, \quad F_C(x) := F(x) + C.
\]
A P-representation of \( \text{gr } F_C \) can be easily obtained from a P-representation of \( \text{gr } F \) as we have
\[
\text{gr } F_C = \text{gr } F + (\{ 0 \} \times C).
\]
By (7), we obtain the recession mapping \( G_C \) of \( F_C \) as
\[
G_C : \mathbb{R}^n \rightrightarrows \mathbb{R}^q, \quad G_C(x) := G(x) + C.
\]
The concepts and results of this exposition can be reformulated by replacing \( F \) and \( \varepsilon_C \) by \( F_C, G_C \) and \( \bar{\varepsilon} \), respectively.
5 Solution concepts

In order to make an infimizer a solution of a polyhedral convex set optimization problem, we need to define minimizers. Since an infimizer is a tuple of a set of points and a set of directions, we introduce likewise two types of minimizers: minimizing points and minimizing directions. We discuss here three variants of solution concepts.

The first variant is in all aspects based on the ordering relation induced by the cone $C$.

**Definition 13.** An element $\bar{x} \in \text{dom } F$ is called a minimizing point for (P) if

$$F(x) \preceq_C F(\bar{x}) \Rightarrow F(x) + C = F(\bar{x}) + C.$$

A nonzero element $\hat{x} \in \text{dom } G$ is called a minimizing direction for (P) if

$$G(x) \preceq_C G(\hat{x}) \Rightarrow G(x) + C = G(\hat{x}) + C.$$

A finite infimizer $(\bar{X}, \hat{X})$ is called a solution to (P) if all elements of $\bar{X}$ are minimizing points and all elements of $\hat{X}$ (if any) are minimizing directions.

Several aspects of our solution concepts can be explained by the following example.

**Example 14.** Let $C = \mathbb{R}_+^2$ and let $F: \mathbb{R} \rightrightarrows \mathbb{R}^2$ be defined by

$$\text{gr } F = \text{cone}\left\{ \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 2 \\ -1 \end{pmatrix} \right\}.$$

Then for $x \in \text{dom } F = \mathbb{R}_+$ we have

$$F(x) = \text{conv}\left\{ \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 2x \\ -x \end{pmatrix} \right\}.$$

Since $\text{gr } F$ is a cone, we have $F = G$.

We easily see that there is no minimal point and hence no solution in the sense of Definition 13 for Example 14. This is remarkable insofar as in vector linear programming existence of a solution already follows from Assumption 1, which is satisfied in Example 14.

Condition (16) motivates another definition of minimizing points by using the ordering $\preceq_{0^+P}$ and minimizing directions by using the ordering $\preceq_C$. For a vector ordering, minimality with respect to the ("bigger") cone $0^+P$ implies minimality with respect to the ("smaller") cone $C \subseteq 0^+P$. This is not necessarily true for the set ordering we use here. This means that in vector linear programming the vector ordering induced by $C$ can be replaced by the vector ordering induced by $0^+P$ without losing the property of minimality with respect to the original cone $C$. Moreover, in vector linear programming, under Assumption 1, a solution based on $0^+P$-minimizing points and $C$-minimizing directions always exists. Thus the following definition can be seen as another possibility to generalize the solution concept of vector linear programming to the set-valued case.
Definition 15. An element \( \bar{x} \in \text{dom } F \) is called a minimizing point for (P) if
\[
F(x) \preceq_{0+P} F(\bar{x}) \quad \Rightarrow \quad F(x) + 0^+P = F(\bar{x}) + 0^+P.
\]
A nonzero element \( \hat{x} \in \text{dom } G \) is called a minimizing direction for (P) if
\[
G(x) \preceq_C G(\hat{x}) \quad \Rightarrow \quad G(x) + C = G(\hat{x}) + C.
\]
A finite infimizer \( (\bar{X}, \hat{X}) \) is called a solution to (P) if all elements of \( \bar{X} \) are minimizing points and all elements of \( \hat{X} \) (if any) are minimizing directions.

With Definition 15, \( \bar{x} = 0 \) is a minimizing point in Example (14) and for \( \bar{X} = \{0\} \) we have
\[
P = \text{conv} \bigcup_{x \in \bar{X}} F(x) + 0^+P. \tag{25}
\]
More generally, under Assumption 1, there always exists a finite set \( \bar{X} \) of minimizing points such that (25) holds. This follows from the existence result in [9] for bounded problems (using \( 0^+P \) as ordering cone). While Definition 15 is adequate with respect to minimizing points, minimizing directions can cause problems. In Example 14, we have \( G(\alpha x) + C \supseteq G(\beta x) + C \) whenever \( \alpha > \beta \). Thus a minimizing direction as defined in Definition 15 does not exist. Consequently, also a solution in the sense of Definition 15 does not necessarily exist.

Let us discuss another variation of the solution concept. The second condition in (16) can be expressed equivalently as
\[
0^+P = \text{cl cone} \bigcup_{x \in \bar{X}} \text{cl cone } G(x) + C.
\]
This motivates the following definition.

Definition 16. An element \( \bar{x} \in \text{dom } F \) is called a minimizing point for (P) if
\[
F(x) \preceq_{0+P} F(\bar{x}) \quad \Rightarrow \quad F(x) + 0^+P = F(\bar{x}) + 0^+P.
\]
A nonzero element \( \hat{x} \in \text{dom } G \) is called a minimizing direction for (P) if
\[
\text{cl cone } G(x) \preceq_C \text{cl cone } G(\hat{x}) \quad \Rightarrow \quad \text{cl cone } G(x) + C = \text{cl cone } G(\hat{x}) + C.
\]
A finite infimizer \( (\bar{X}, \hat{X}) \) is called a solution to (P) if all elements of \( \bar{X} \) are minimizing points and all elements of \( \hat{X} \) (if any) are minimizing directions.

According to Definition 16, \( (\bar{X}, \hat{X}) = (\{0\}, \{1\}) \) is a solution of the problem in Example 14. However we find another example where a solution does not exist (even though Assumption 1 is fulfilled).

Example 17. Let \( C = \mathbb{R}^2_+ \) and let \( F : \mathbb{R}^2 \rightrightarrows \mathbb{R}^2 \) be defined by
\[
\text{gr } F = \text{cone} \left\{ \begin{pmatrix} 1 \\ 0 \\ 2 \\ -1 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ -1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} \right\}.
\]
Since \( \text{gr } F \) is a cone, we have \( F = G \). For \( x \in \mathbb{R}^2 \) of the form \( x = x_\alpha = (\alpha, 1 - \alpha)^T, \alpha \geq 0 \), we have

\[
G(x_\alpha) = \text{conv} \left\{ \left( \frac{\alpha - 1}{2 - 2\alpha}, \frac{3\alpha - 1}{2 - 3\alpha} \right) \right\} + C
\]

For \( 0 \leq \alpha \leq \beta < 1 \) we have

\[
\text{cl cone } G(x_\beta) \preceq C \text{ cl cone } G(x_\alpha)
\]

with

\[
\text{cl cone } G(x_\beta) + C \neq \text{cl cone } G(x_\alpha) + C
\]

for sufficiently large \( \alpha \). Moreover, for all \( 0 \leq \alpha < 1 \) we have

\[
\left(-\frac{1}{2}\right) \in \text{cl cone } G(x_\alpha) + C
\]

but for \( \alpha = 1 \)

\[
\left(-\frac{1}{2}\right) \notin \text{cl cone } G(x_\alpha) + C.
\]

Thus, there is no minimizing direction.

Another problem with Definition 16 is that the mapping \( x \mapsto \text{cl cone } G(x) \) is not necessarily convex. A solution method analogous to the one in [9, 10] is therefore not possible.

### 6 Conclusions

We defined finite infimizers for not necessarily bounded polyhedral convex set optimization problems. Finite infimizers can be computed by a reformulation of the problem into a vector linear program. This part works analogous to the bounded case in [9, 10].

We defined three types of minimizers and thus three types of solutions. All these variants led to problems with the existence of solutions. These problems are new in comparison with vector linear programming. We conclude that a generalization of the concepts and results of [9, 10] to the unbounded case is more involved and requires further investigation. These studies could also touch the fundamental question on adequate requirements for a universal solution concept for set-valued optimization problems in the framework of the complete lattice approach. We believe that such a universal solution concept must involve a satisfactory treatment of the simplest subclasses of set optimization problems, in particular, of the polyhedral convex set optimization problem. One can accept that existence of solutions is more involved and not always possible in a set-valued framework (in contrast to a vector-valued framework). But one could also try to replace minimality by other properties which generalize the vector-valued case and additionally maintain the existence of solutions under analogous assumptions.
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