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Abstract. The purpose of the article is to analyze the problem of ethical regulation of artificial intelligence technologies in a modern complex socio-cultural environment and active digital transformation of society. In the world today, the practice of private ethical initiatives is very common, associated with the joining of efforts of a number of companies to develop the use of artificial intelligence technologies and consolidate the basic principles of working with such technologies. The research used such scientific methods as dialectical, logical, historical, predictive, systems analysis, content analysis, as well as private scientific methods, such as comparative legal and the method of legal modeling. The study results in proposals for introducing ethical regulators into the general mechanism for regulating digital technologies, obtained on the basis of an analysis of the main directions and approaches to ethical regulation, as well as identifying key problems of ethical regulation in the field of artificial intelligence that have to be solved by society and the state. The authors support the position of researchers and governments of a number of states that normative regulation should take precedence over ethical, the tasks of any state should be to provide normative support for the use of artificial intelligence technologies and protect the rights of citizens. The novelty of the work lies in the conclusion that at the level of the Government of the Russian Federation today it is advisable to develop Model Rules for the use of artificial intelligence technologies in government and local authorities, as well as in their subordinate organizations. The rules can enshrine ethical principles and norms based on the provisions of acts of international organizations and recommendations of the professional expert community. The rules can also reflect recommendations for their use by non-state legal entities, individual citizens. It is concluded that such an approach would eliminate the possibility of numerous ethical codes and regulations from both the public and commercial sectors and would not be redundant.
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1 Introduction

One of the key problems in the regulation of artificial intelligence technologies (hereinafter referred to as AI) is the problem of the possibility and limits of ethical regulation of these relations. The possibility of ethical regulation of digital technologies, including AI, is being discussed at various venues in the world and in Russia [1]. Many believe that ethical norms are much more perceived in the technical sphere than legal ones, and are more accessible [2-4].

Indeed, ethical standards are much more quickly adopted, implemented and used in the circulation and use of AI technologies. At the same time, the truth is that a certain organizing principle is lost in the management of relations in the field of AI on the part of the state, which should always be. The way out of this situation can be the initiation of ethical regulation by the state.

In recent years, Canada, China, Denmark, the EU Commission, Finland, France, India, Italy, Japan, Mexico, the Nordic-Baltic region, Singapore, South Korea, Sweden, Taiwan, the United Arab Emirates, and Great Britain have issued national strategies in the field of AI and the promotion of AI technologies. However, each of them focuses on different aspects of AI policy: research, talent development, skills and education, public-private interaction, ethics and coexistence, standards and regulations, and data and digital infrastructure [5].

2 Methods

The research used such scientific methods as dialectical, logical, historical, predictive, systems analysis, content analysis, as well as private scientific methods, such as comparative legal and the method of legal modeling.

The method of systems analysis, as well as prognostic methods, allow us to identify the main directions and patterns in the field of ethical regulation and allow us to determine the prospects for its development. The method of legal modeling, used in the context of the rapid development of the digital economy, outstripping the development of legislation, makes it possible to develop the main mechanisms, methods, approaches to ethical regulation of the use of AI, as well as to identify the main factors and conditions affecting the development of new mechanisms for the regulation of AI-based on a combination of ethical and other regulators. Epistemological, prognostic, and axiological methods made it possible to identify the features, tendencies and conditions for the formation of new scientific directions related to the ethical regulation of AI.

All these methods will make it possible to effectively ensure the implementation of the research goal – to identify the main problems of ethical regulation of the use of AI technologies.

3 Results and discussion

The National Strategy for the Development of AI for the Period up to 2030 states that “to stimulate the development and use of AI technologies, it is necessary to adapt the regulatory framework in terms of human interaction with AI, and develop appropriate ethical standards” [6]. Thus, the President of the Russian Federation has set the task of developing both normative and ethical regulations of the use of AI technologies.

Various governments and nongovernmental organizations, international organizations have today put forward principles, frameworks and guidelines for the ethics and governance
of AI. First, this was due to the formulation of voluntary guidelines for those who develop or implement AI systems. For example, one of the latest newest principles was adopted by the Government of Singapore in the second edition of its AI Governance Model. This framework “provides practical guidance for private sector actors on key ethical and governance issues when deploying AI solutions” [7, p. 4]. It is based on two main principles: AI decision-making processes must be explainable, transparent and fair, and AI decisions must be human-centered [8].

One of the world’s most recent analyzes of the ethical regulation of AI by the Law Reform Committee of the Singapore Law Academy, the principles include law and core interests; consideration of the effects of AI systems; respect for values and culture; management of risks; well-being and safety; accountability; transparency; ethical use of data [7, p. 32].

The analysis of these principles indicates that the world uses standard approaches to the construction of its system. Their differentiation is carried out mainly depending on the scope of use of AI technologies [9, p. 188]. Thus, specific principles are clearly distinguished in the field of health care, education, transport, energy, including nuclear, and in other areas, especially those subject to compulsory licensing and certification.

The problems of ethical regulation in the field of AI give rise to a significant number of questions that have to be solved by society and the state:

- the growth of AI undoubtedly opens up incredible opportunities for states, individuals and society as a whole, but it is fraught with serious ethical risks [10, 11]. For example, Minter Ellison’s 2019 Cyber Risk Outlook report examines some of the cyber risks associated with AI and recommends actions that organizations can take to mitigate that risk;
- problems of unemployment and social stratification as a consequence of robotic automation;
- problems of replacing human AI in the process of his own life (4, 12, 13);
- the problem of AI superpowers.

Societies today also face ethical issues such as collecting data without proper consent, the confidentiality of personal data, inherent selection bias, the risk of profiling and discrimination, and the opaque nature of some AI solutions. It is also important to talk about the reputational concerns of the public fear that corporations are massively exploiting and misusing huge amounts of consumer data to gain insight into consumers and to provide an unfair digital competitive advantage. One of the clear systemic risks of AI is the problem or phenomenon of the “black box” [14]. Almost all branches of law pose the problem of automated solutions and management of the results of the functioning of AI technologies, since it is very often impossible to predict the result of its functioning unambiguously.

AI systems around the world are falling under regulatory scrutiny for ethical violations. For example, in the United States, a number of companies are under special scrutiny for allegedly developing an algorithm that encouraged doctors and nurses to pay more attention to white patients than black patients. Thus, in a special study [15], it was revealed that an algorithm was developed to help health systems target patients who will have the greatest future health care needs, predicting how likely it is that people will use a lot of medical services and accumulate high costs in the future.

Such systems of inequality of people, given by AI algorithms, are the most painful for the healthcare sector, but they are far from limited to it. Thus, credit rating algorithms based on a social scoring system [16] predict income-related outcomes, thus including differences in employment and wages [17]. Policing algorithms predict measurable crime, which also reflects the increased focus on certain groups [18]. Hiring algorithms predict hiring decisions or supervisory ratings that are influenced by racial and gender bias [19]. Even
retail algorithms that set prices for goods at the national level punish poorer households, which are subject to higher prices as a result.

All these facts testify to the constant violations of human rights in a number of countries of the world, which are implemented using AI technologies and cause a number of ethical discussions.

4 Conclusion

Today, most researchers of the problems of regulating digital relations note the need to develop a complex application of various regulators – legal, ethical, self-regulation, technical [4, 20, 21]. At the same time, the position of researchers [14] and the governments of a number of states (for example, Australia) should be supported that regulatory regulation should take precedence over ethical, the tasks of any state should be to ensure the use of AI technologies and protect the rights of citizens.

In this regard, at the level of the Government of the Russian Federation today it is advisable to develop Model Rules for the use of AI technologies in government and local authorities, as well as in their subordinate organizations. The rules can enshrine ethical principles and norms based on the provisions of acts of international organizations and recommendations of the professional expert community. The rules can also reflect recommendations for their use by non-state legal entities, individual entrepreneurs and individuals when using AI technologies. We believe that such an approach would eliminate the possibility of numerous ethical codes and regulations from both the public and commercial sectors and would not be redundant.

The research was carried out within the framework of the state task No. 0136-2021-0042 “Legal regulation of digital economy, artificial intelligence, information security”.
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