Design of the UWB Positioning System Simulator for LOS/NLOS Environments
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Abstract: UWB is a rapidly developing technology characterised by high positioning accuracy, additional data transferability, and communication security. Low costs and energy demand makes it a system that meets the requirements of smart cities (e.g., smart mobility). The analysis of the positioning accuracy of moving objects requires a ground truth. For the UWB system, it should have an accuracy of the order of millimetres. The generated data can be used to minimize the cost and time needed to perform field tests. However, there is no UWB simulators which can consider the variable characteristics of operation along with distance to reflect the operation of real systems. This article presents a 2D UWB simulator for outdoor open-air areas with obstacles and a method of analysing data from the real UWB system under line-of-sight (LOS) and non-line-of-sight conditions. Data are recorded at predefined outdoor reference distances, and by fitting normal distributions to this data and modelling the impact of position changes the real UWB system can be simulated and it makes it possible to create virtual measurements for other locations. Furthermore, the presented method of describing the path using time-dependent equations and obstacles using a set of inequalities allows for reconstructing the real test scenario with moving tags with high accuracy.
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1. Introduction

Internet of things (IoT) devices are ubiquitous and are presented in the industry and in houses where they provide a lot of information (i.e., allowing one to automate processes or take care about the safety or life of people). IoT devices are an indispensable element of smart cities or industry 4.0 (e.g., intelligent parking lots that provide information about available spaces and make it easier to find a previously parked car) [1]. Such devices are also used in sports or rehabilitation [2,3]. GPS and inertial navigation are widely applied to determine the position of an object [4,5]. However, in urbanized areas the GPS signal is often distorted or completely unavailable. Inertial navigation allows for positioning regardless of the infrastructure. However, the position error accumulates over the time [6]. Ultra-wideband (UWB) is a rapidly developing technology that has become a beneficial alternative/supplement to other systems used in the automotive industry due to its low energy demand, low costs, additional data transferability, and communication security [7–11]. The UWB technology enriches a range of network types that can be used in the IoT for smart city applications [12]. The UWB system, apart from the option of data transmission, allows for determining the position with high accuracy, which together with the growing interest in autonomous vehicles will be important in the smart cities or smart industries [13–15]. Positioning systems such as Lidar, radar, ultrasound, interaction sensors,
or cameras provide information about the vehicle’s surroundings [16–20]. Their advantage lies in independence from infrastructure. However, they do not provide information about, for example, an obstacle located directly behind a sharp bend, and they do not inform in advance about a road collision or a traffic jam because they can only inform users about things they can see. To propagate information about dangers, vehicles must communicate with the environment (including other vehicles or infrastructure) [21]. The advantages of the UWB system, such as the aforementioned accurate positioning or the possibility to communicate, make this system widely researched [22–24]. For analysing the accuracy of localization algorithms (trilateration) or raw data processing methods, reference data (ground truth) is used to check their effectiveness and quality. Reference data can be obtained from any system, the accuracy of which should be an order of magnitude larger (lower error) than the accuracy of the analysed system. Another solution is to repeat a given test scenario many times while maintaining the same parameters. Then, the mean values from all approaches should be used as reference data. Due to the fact that the accuracy of the UWB system, with appropriate data analysis, is in the order of a few centimetres, the accuracy of the reference system applied has to be in the order of millimetres. In addition, the sampling frequency of the UWB system can reach 100 Hz, making it difficult to find a reference system. It seems that the best solution is to run a given test scenario multiple times and average the obtained results [25]. However, taking into account the measuring platform (and the whole test stand), which is a car or a remote-controlled model, it is almost impossible for a driver or a RC model operator to repeat the scenario many times while maintaining the same parameters.

Due to the UWB system’s accuracy, it is common to determine the accuracy of the whole system at reference points where the object stops or by passing over this type of point and reading the marker (e.g., RFID, video analysis) [4,26]. In this approach, there is no available information on the accuracy of the position at each point on the path that the object has followed (where UWB position data is available). Additionally, time synchronization (e.g., of video with UWB data) is challenging. Another way is to determine the accuracy by comparing the reference path (the assumed path), and the path plotted based on the UWB system data. On the other hand, the information about the time when a given position was acquired is omitted in this approach.

Taking into account the limitations of the reference system, it was decided that we build a simulator that would reflect the operation of the off-the-shelf (and currently applied) UWB system used for positioning objects in real conditions. The benefits of building the simulator do not only affect the quality of the prepared algorithms and the precise analysis of the results, but also save time that has to be spent on performing the test in a real test stand and allow to continue research in situations where access to the test stand is limited (e.g., due to weather conditions or limitations resulting from events such as the COVID19 pandemic or internal restrictions of a plant).

Positioning systems simulators (e.g., for Lidar, radar, IMU, etc.) are widely used for testing algorithms that analyse data derived from them [27,28]. Simulation data is easier to obtain and does not require time-consuming testing in the field. However, there is a lack of a UWB simulator that would consider the variable characteristic of operation along with distance.

The UWB positioning system provides distances between network nodes, namely tags associated with the positioned object and the anchors (reference points). Obtained distances are used to calculate the position in the trilateration process [29,30]. Furthermore, distances from at least three reference points are needed to determine the position on a plane (2D). Thus, it is necessary to have a simulator that provides the same data as the real system.

Due to the lack of complete information on the transmission parameters and configuration of data exchange between the nodes of the UWB systems, it is difficult to build a simulator starting from a low level (e.g., frame transmission in the network) [31]. For this
reason, a real system has been treated as a black box, and its operation has been modelled based on the information the system generates (i.e., distances).

The presented simulator is designed to simulate the UWB system for outdoor (open-air) areas with obstacles. The outputs of the proposed simulator are the distances between the user-defined network nodes, which can be acquired in both LOS and NLOS conditions. NLOS conditions are possible to obtain by the option of the simulator to add obstacles to the test stand. Among the variety of assumptions, the following have to be taken at first: the object moves according to the planned scenario (in a local coordinate system) and data from all network nodes within the tag range has to be collected. The simulator’s input data is the functions (shape) of the road/path in uniformly accelerated motion in the time domain, which reflects the passage of the object for a given test scenario.

It was observed that each of the applied positioning systems (of different vendors) based on UWB technology (and more precisely on DW1000 modules [32]) are characterised by slightly different parameters such as:

- Error in the determined distance;
- Variation of the measurements;
- Maximum sampling frequency; or
- Maximum ranging distance.

Data from the systems based on DWM1000 modules with an external omnidirectional antenna is used to build the simulator. The data was collected in an open area, with no additional objects close to the test stand. The influence of various materials (such as glass, people, wood) on distance measurement has been evaluated, and it was noticed that the metal plate has the greatest but reasonable influence on the signal. During the construction of the simulator, the worst-case scenario was assumed, which is a metal plate close to one node. The following stages of data analysis from the UWB system, building a virtual measurement environment along with collision detection, are presented in the diagram in Figure 1. The first stage of the analysis, the collection and analysis of data from the real system and its description, is discussed in Section 2. The creation of the virtual test stand, obstacle creation, and distance simulation are discussed in Section 3.

---

**Figure 1.** Main block diagram of the data analysis.
2. Collecting Data for UWB Simulator

Treating the positioning system as a black box, data of the measured distances between two nodes (tag and one anchor) was collected at the distances indicated in Table 1. The measurements were made in a stationary scenario (the nodes between which the measuring was performed were not moving during the ranging process) in two variants: line-of-sight (LOS) conditions and non-line-of-sight (NLOS) conditions (where the obstacle was simulated by covering one of the nodes with a 0.5 × 0.5 m metal plate—assuming the worst-case scenario) as presented in Figure 2. The test stand was located outside in an open area with no additional obstacle nearby. Each scenario includes 10,000 distance readings (rangings). The collected data and the designated statistics allow one to describe the operation of the system.

Table 1. Reference distances.

| Distances [cm] | Measurements [samples/distance] | Overall LOS/NLOS [samples] |
|----------------|---------------------------------|---------------------------|
| 50; 100; 150; 200; 250; 300; 350; 400; 450; 500; 550; 600; 650; 700; 750; 800; 850; 900; 950; 1000; 1100; 1200; 1300; 1400; 1500; 1600; 1700; 1800; 1900; 2000 | 10,000 | 600,000 (2 × 300,000) |

Figure 2. Test stand for static distance measurements (in both LOS and NLOS conditions).

The system operation has been checked for both conditions separately (for LOS and NLOS conditions). The two-stage analysis of the collected data (distances) allows one to check whether the statistical parameters are similar and can be described with common parameters and show how much impact the obstacle has on the measurement of the distance between nodes using the UWB system.

In the first step, the data of the distance between nodes in LOS conditions was analysed. Sample system readings for a reference (fixed) distance of 50 cm between nodes are presented in Figure 3. It should be noted that the resolution of the system applied is 1 cm. The analysed system is characterised by an overestimation of the distance value for all the tested distances. There are many reasons for this phenomenon including the desynchronization of clocks between nodes, different accuracy of the clocks used, or the system configuration (delays). It is important to mention that this does not lay within the scope of the constructed simulator (the simulator is intended to reflect the real system, not to increase the accuracy of ranging).
The collected statistical measures relating only to the distance measurement under LOS conditions are presented in Table 2. The mean values ($d_{\text{mean}}$) are close to the median value ($d_{\text{med}}$), which indicates a relatively symmetrical concentration of the measurements around the mean. The difference is presented in Figure 4. The maximum absolute value of the difference between the mean value and the median value ($|d_{\text{mean}} - d_{\text{med}}|$) is 0.6 cm (for the distance of 20 m).

**Figure 3.** System readings (determined distances) for 50 cm distance between nodes.

**Figure 4.** Difference between values of mean and median for each reference distance.
To simulate the distances obtained from the real system precisely, the parameters of the data (distance) distribution have been determined to reflect the system’s operation. Such parameters allow one to add appropriate distortion to the exact data derived from the reference system (which in the discussed example are the accurate distances between two UWB nodes in the Cartesian coordinate system).

Even though the tests such as Lilliefors’ test and the Kolmogorov–Smirnov test reject the null hypothesis that the data comes from a normal distribution; based on the central limit theorem, the mean value of the random variable is similar to the normal distribution when the population is large enough. Therefore, having a sufficiently large sample, it is possible to approximate the distribution of the tested population to a normal distribution with a given value of mean and standard deviation.

Standard deviation changes over the predefined range (from minimum to maximum distances value) and is in the range of 1.0–2.6 cm, as shown in Figure 5.

With the reference value (which was determined using a laser rangefinder and a tape measure), it is possible to establish the examined UWB system’s accuracy. The essential statistical measurements of errors are summarised in Table 3.

### Table 2. Statistical measures of the distance under LOS conditions.

| Reference [cm] | Mean [cm] | Median [cm] | STD [cm] | Min [cm] | Max [cm] | | | |
|---|---|---|---|---|---|---|---|
| d<sub>ref</sub> | d<sub>mean</sub> | d<sub>med</sub> | d<sub>std</sub> | d<sub>min</sub> | d<sub>max</sub> | | |
| 50 | 52.0 | 52 | 1.8 | 45 | 59 | 0.0 |
| 100 | 108.5 | 109 | 2.4 | 94 | 118 | 0.5 |
| 150 | 157.7 | 158 | 2.4 | 147 | 166 | 0.3 |
| 200 | 209.2 | 209 | 2.3 | 200 | 218 | 0.2 |
| 250 | 264.5 | 265 | 2.1 | 254 | 273 | 0.5 |
| 300 | 305.2 | 305 | 2.1 | 299 | 318 | 0.2 |
| 350 | 362.2 | 362 | 2.5 | 353 | 371 | 0.2 |
| 400 | 407.3 | 407 | 1.9 | 401 | 414 | 0.3 |
| 450 | 459.0 | 459 | 1.5 | 453 | 466 | 0.0 |
| 500 | 513.5 | 513 | 2.2 | 503 | 522 | 0.5 |
| 550 | 565.6 | 566 | 2.5 | 554 | 572 | 0.4 |
| 600 | 614.2 | 614 | 1.9 | 607 | 621 | 0.2 |
| 650 | 660.5 | 661 | 1.4 | 653 | 665 | 0.5 |
| 700 | 707.0 | 707 | 1.4 | 702 | 713 | 0.0 |
| 750 | 763.4 | 763 | 1.8 | 758 | 770 | 0.4 |
| 800 | 816.1 | 816 | 2.0 | 807 | 823 | 0.1 |
| 850 | 865.6 | 866 | 2.1 | 856 | 875 | 0.4 |
| 900 | 916.1 | 916 | 2.6 | 908 | 925 | 0.1 |
| 950 | 967.3 | 967 | 2.2 | 959 | 976 | 0.3 |
| 1000 | 1018.5 | 1019 | 2.4 | 1010 | 1026 | 0.5 |
| 1100 | 1117.3 | 1117 | 2.0 | 1111 | 1124 | 0.3 |
| 1200 | 1210.7 | 1211 | 1.4 | 1205 | 1216 | 0.3 |
| 1300 | 1311.2 | 1311 | 1.0 | 1308 | 1315 | 0.2 |
| 1400 | 1407.6 | 1408 | 1.5 | 1402 | 1415 | 0.4 |
| 1500 | 1519.8 | 1520 | 1.6 | 1513 | 1525 | 0.2 |
| 1600 | 1621.3 | 1621 | 1.6 | 1616 | 1627 | 0.3 |
| 1700 | 1716.4 | 1716 | 1.8 | 1710 | 1724 | 0.4 |
| 1800 | 1820.1 | 1820 | 1.5 | 1814 | 1826 | 0.1 |
| 1900 | 1919.3 | 1919 | 1.5 | 1913 | 1925 | 0.3 |
| 2000 | 2015.6 | 2015 | 1.7 | 2010 | 2021 | 0.6 |
Figure 5. Change in standard deviation with distance.

Table 3. Statistical measures of the accuracy (distance error) under LOS conditions.

| Reference [cm] | $d_{ef}$ | $MBE$ [cm] | $d_{mbe}$ | $RMSE$ [cm] | $d_{rmse}$ | STD [cm] | $d_{std}$ | $\epsilon_{min}$ [cm] | $\epsilon_{max}$ [cm] | $|\epsilon_{min}|$ [cm] | $|\epsilon_{max}|$ [cm] |
|---------------|----------|------------|-----------|-------------|-------------|---------|----------|-----------------|----------------|-----------------|-----------------|
| 50            | 2.0      | 2.7        | 1.8       | -5          | 9           | 0       | 9        |                 |                |                 |                 |
| 100           | 8.5      | 8.9        | 2.4       | -6          | 18          | 0       | 18       |                 |                |                 |                 |
| 150           | 7.7      | 8.1        | 2.4       | -3          | 16          | 0       | 16       |                 |                |                 |                 |
| 200           | 9.2      | 9.5        | 2.3       | 0           | 18          | 0       | 18       |                 |                |                 |                 |
| 250           | 14.5     | 14.7       | 2.1       | 4           | 23          | 4       | 23       |                 |                |                 |                 |
| 300           | 5.2      | 5.6        | 2.1       | -1          | 18          | 0       | 18       |                 |                |                 |                 |
| 350           | 12.2     | 12.4       | 2.5       | 3           | 21          | 3       | 21       |                 |                |                 |                 |
| 400           | 7.3      | 7.5        | 1.9       | 1           | 14          | 1       | 14       |                 |                |                 |                 |
| 450           | 9.0      | 9.1        | 1.5       | 3           | 16          | 3       | 16       |                 |                |                 |                 |
| 500           | 13.5     | 13.6       | 2.2       | 3           | 22          | 3       | 22       |                 |                |                 |                 |
| 550           | 15.6     | 15.8       | 2.5       | 4           | 22          | 4       | 22       |                 |                |                 |                 |
| 600           | 14.2     | 14.4       | 1.9       | 7           | 21          | 7       | 21       |                 |                |                 |                 |
| 650           | 10.5     | 10.6       | 1.4       | 3           | 15          | 3       | 15       |                 |                |                 |                 |
| 700           | 7.0      | 7.2        | 1.4       | 2           | 13          | 2       | 13       |                 |                |                 |                 |
| 750           | 13.4     | 13.5       | 1.8       | 8           | 20          | 8       | 20       |                 |                |                 |                 |
| 800           | 16.1     | 16.2       | 2.0       | 7           | 23          | 7       | 23       |                 |                |                 |                 |
| 850           | 15.6     | 15.8       | 2.1       | 6           | 25          | 6       | 25       |                 |                |                 |                 |
| 900           | 16.1     | 16.3       | 2.6       | 8           | 25          | 8       | 25       |                 |                |                 |                 |
| 950           | 17.3     | 17.4       | 2.2       | 9           | 26          | 9       | 26       |                 |                |                 |                 |
| 1000          | 18.5     | 18.7       | 2.4       | 10          | 26          | 10      | 26       |                 |                |                 |                 |
| 1100          | 17.3     | 17.4       | 2.0       | 11          | 24          | 11      | 24       |                 |                |                 |                 |
| 1200          | 10.7     | 10.8       | 1.4       | 5           | 16          | 5       | 16       |                 |                |                 |                 |
| 1300          | 11.2     | 11.2       | 1.0       | 8           | 15          | 8       | 15       |                 |                |                 |                 |
| 1400          | 7.6      | 7.8        | 1.5       | 2           | 15          | 2       | 15       |                 |                |                 |                 |
| 1500          | 19.8     | 19.8       | 1.6       | 13          | 25          | 13      | 25       |                 |                |                 |                 |
| 1600          | 21.3     | 21.4       | 1.6       | 16          | 27          | 16      | 27       |                 |                |                 |                 |
| 1700          | 16.4     | 16.5       | 1.8       | 10          | 24          | 10      | 24       |                 |                |                 |                 |
| 1800          | 20.1     | 20.2       | 1.5       | 14          | 26          | 14      | 26       |                 |                |                 |                 |
| 1900          | 19.3     | 19.4       | 1.5       | 13          | 25          | 13      | 25       |                 |                |                 |                 |
| 2000          | 15.6     | 15.6       | 1.7       | 10          | 21          | 10      | 21       |                 |                |                 |                 |
The maximum ($\epsilon_{\text{max}}$) and minimum ($\epsilon_{\text{min}}$) distance error (1) vary with distance without a clear correlation with a reference value of distance which is indicated in Figure 6a. The mean error range for this set of data is 14.8 cm, the minimum value is 7 cm (for a reference distance of 13 m), and the maximum value is 24 cm (for a reference distance of 1 m; see Figure 6b):

$$\epsilon_i = d_i - \hat{d}_i,$$

where $d_i$ is the measured distance and $\hat{d}_i$ is the reference distance.

![Figure 6](image.png)

*Figure 6. Distance error: (a) maximum and minimum value of error with distance; (b) range of distance error (MBE) for each reference distance.*

The fundamental accuracy measure in positioning systems (indoor and outdoor) is a root mean square error ($\text{RMSE}$, (2)). For the analysed system, the mean error changes with distance without being clearly monotonous. The average $\text{RMSE}$ value for all reference distances is 13.3 cm, the maximum value is 21.4 cm (for the distance of 16 m), and the minimum value is 2.7 cm (for the distance of 50 cm). The other values are presented in Figure 7.

![Figure 7](image.png)

*Figure 7. Change in $\text{RMSE}$ with distance.*
Due to the dominant overestimation of the distances, the mean bias error (MBE) (3) is close to the RMSE, presented in Figure 8 for all reference distances. However, when the system overestimates and underestimates the distances, the differences between the MBE and the RMSE increase. If the tested system is characterized by underestimation of the distance measurement, the MBE will be negative and will significantly deviate from the RMSE value. Therefore, the MBE value can be used to correct the distance in further data analysis during the position’s determination:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (d_i - \hat{d}_i)^2}
\]

\[
MBE = \frac{1}{N} \sum_{i=1}^{N} (d_i - \hat{d}_i),
\]

where \(N\) is the number of measured distances (in one reference distance), \(d_i\) is the measured distance, and \(\hat{d}_i\) is the reference distance.

Figure 8. RMSE and MBE.

The parameters (mean value and standard deviation) of the normal distribution on the test sample of 10,000 samples were determined for all reference distances. An example of the probability density function and cumulative distribution function of the normal distribution, as well as the empirical functions, are presented in Figure 9a,b, respectively. Thus, it can be said that the normal distribution largely approximates the distribution of the analysed system and allows for the reproduction of the system’s operation.

The determined parameters of the distributions describe the data collected at 50 cm intervals (and for distances above 10 m at 100 cm intervals). Figure 10 shows the parameters of normal distributions fitted with the collected data at reference distances. To simulate the operation of the system at other distances, changes in distribution parameters can be modelled (approximated).
The parameters (mean value and standard deviation) of the normal distribution on the test sample of 10,000 samples were determined for all reference distances. An example of the probability density function and cumulative distribution function of the normal distribution, as well as the empirical functions, are presented in Figure 9a,b, respectively. Thus, it can be said that the normal distribution largely approximates the distribution of the analysed system and allows for the reproduction of the system’s operation.

The determined parameters of the distributions describe the data collected at 50 cm intervals (and for distances above 10 m at 100 cm intervals). Figure 10 shows the parameters of normal distributions fitted with the collected data at reference distances. To simulate the operation of the system at other distances, changes in distribution parameters can be modelled (approximated).

The function which approximates the changes in standard deviation is divided into subranges, and for each subrange a polynomial is fitted. The following functions for approximation have been applied: 2nd and 3rd-degree polynomial, linear regression, power function. The best accuracy was obtained in subranges using the 3rd-degree polynomial. Fitting the functions (polynomials of at the most third degree) on a subrange allows one to model the changes at points where the reference measurement was not performed (between reference distances). For this purpose, local minima have been established along with the measurements range. The minimum number of measurement points (reference distances) between successive local minima is used as a parameter limiting the creation of an excessive number of approximating functions. The minimum number of measurement points is chosen empirically, and it consists of three points. In the next step, the polynomial is fitted at the intervals defined by the two successive local minima. In this way, the standard deviation changes as a function of distance is approximated (see Figure 11). This approach results in a good approximation of the systems’ accuracy between the reference points.
Similar data analysis has to be performed for measurements of distances under non-LOS conditions. The influence of a metal obstacle on distance measurement has been revealed. The mean value of the standard deviation (\(d_{std}\)) for all measurements increased to 18 cm (by 594%). The minimum value increased to 1.15 cm (by 11%), and the maximum value increased to 181 cm (by 217%), the minimum value increased to 1.1 cm (by 11%), and the maximum value increased to 186 cm (by 16%).

| Reference | Mean Value | Standard Deviation |
|-----------|------------|--------------------|
| 50        | 99.8 cm    | 1.1 cm             |
| 100       | 179.4 cm   | 7.9 cm             |
| 200       | 357.8 cm   | 12 cm              |

The determined approximating functions and their domains allow for the reconstruction of the mean value (based on accurate value) in the system operation at various distances in LOS conditions. The function which approximates the changes in standard deviation is divided into subranges, and for each subrange a polynomial is fitted. The best accuracy was obtained in subranges using the 3rd-degree polynomial. A polynomial approximation of the standard deviation is shown in Figure 11.

Figure 11. A polynomial approximation of the standard deviation.

The above procedure has to be repeated for the second parameter of the normal distribution, namely the mean value. The function that approximates the mean in given distances is expected to be a linear function due to the continuous increase in the distance between the tag and the anchor at successive measurement points and, thus, reduced signal-to-noise ratio (SNR). However, it has to be kept in mind that the system error changes with the distance in an irregular manner (as shown in Figure 9). Therefore, to model the nonlinear changes in the system’s operation, a parameter other than the mean value of the distance must be found. The parameter that shows the distance error and can be applied to reproduce the mean value (based on accurate value) is the \(\text{MBE}\). The analysed real system is characterised by overestimation of the distance. Therefore, the \(\text{MBE}\) is always positive.

In the same manner as for the standard deviation, to represent the \(\text{MBE}\) value in points between successive measurement points, the error change should be modelled. For this purpose, local minima were also determined with a minimum distance of three reference distances, and a polynomial of at most third degree was approximated (see Figure 12).

![Figure 12](image-url)  
**Figure 12.** A polynomial approximation of the \(\text{MBE}\).
The determined approximating functions and their domains allow for the reconstruction of the system operation at various distances in LOS conditions.

Similar data analysis has to be performed for measurements of distances under NLOS conditions. The collected statistical measures on the distance readings are summarised in Table 4. The influence of a metal obstacle on distance measurement has been reported. The mean value of the standard deviation ($d_{\text{std}}$) for all measurements increased to 6.1 cm (by 217%), the minimum value increased to 1.15 cm (by 11%), and the maximum value increased to 18 cm (by 594%).

Table 4. Statistical measures of the distance under NLOS conditions.

| Reference [cm] | Mean [cm] | Median [cm] | STD [cm] | Min [cm] | Max [cm] | |d_{\text{mean}} - d_{\text{med}}| |
|----------------|-----------|-------------|----------|----------|----------|----------------|
| 50             | 99.8      | 100         | 1.1      | 96       | 107      | 0.2            |
| 100            | 179.4     | 181         | 7.9      | 120      | 186      | 1.6            |
| 150            | 225.6     | 228         | 5.6      | 190      | 234      | 2.4            |
| 200            | 227.4     | 230         | 17.6     | 196      | 279      | 2.6            |
| 250            | 262.3     | 258         | 10.9     | 251      | 323      | 4.3            |
| 300            | 309.6     | 310         | 1.4      | 305      | 315      | 0.4            |
| 350            | 433.3     | 433         | 3.1      | 375      | 439      | 0.3            |
| 400            | 408.4     | 408         | 1.4      | 403      | 414      | 0.4            |
| 450            | 511.2     | 511         | 10.6     | 476      | 538      | 0.2            |
| 500            | 548.7     | 547         | 10.5     | 518      | 582      | 1.7            |
| 550            | 635.2     | 638         | 8.6      | 591      | 645      | 2.8            |
| 600            | 602.9     | 603         | 1.5      | 597      | 609      | 0.1            |
| 650            | 650.8     | 651         | 1.3      | 646      | 657      | 0.2            |
| 700            | 769.5     | 770         | 8.9      | 720      | 784      | 0.5            |
| 750            | 824.3     | 824         | 1.3      | 808      | 829      | 0.3            |
| 800            | 803.2     | 803         | 1.5      | 798      | 810      | 0.2            |
| 850            | 852.3     | 852         | 4.5      | 845      | 934      | 0.3            |
| 900            | 898.6     | 895         | 8.9      | 890      | 940      | 3.6            |
| 950            | 955.0     | 955         | 2.5      | 950      | 999      | 0.0            |
| 1000           | 1009.9    | 1010        | 1.9      | 1003     | 1026     | 0.1            |
| 1100           | 1163.0    | 1163        | 2.7      | 1136     | 1169     | 0.0            |
| 1200           | 1207.7    | 1208        | 1.6      | 1201     | 1213     | 0.3            |
| 1300           | 1348.2    | 1349        | 9.2      | 1319     | 1372     | 0.8            |
| 1400           | 1403.6    | 1399        | 10.5     | 1390     | 1471     | 4.6            |
| 1500           | 1498.4    | 1498        | 1.2      | 1494     | 1503     | 0.4            |
| 1600           | 1660.9    | 1661        | 9.8      | 1626     | 1677     | 0.1            |
| 1700           | 1757.3    | 1757        | 1.9      | 1751     | 1764     | 0.3            |
| 1800           | 1835.5    | 1836        | 14.2     | 1800     | 1873     | 0.5            |
| 1900           | 1901.3    | 1901        | 1.4      | 1896     | 1907     | 0.3            |
| 2000           | 2014.9    | 2015        | 18.0     | 1993     | 2077     | 0.1            |

The positioning system error for NLOS conditions has also changed. In terms of the RMSE, there is an average increase to 35.1 cm (by 164%), the minimum value has decreased to 1.5 cm (by 43%), and the maximum error value has increased to 85.6 cm (by 300%). Exact values are listed in Table 5.

The metal obstacle (NLOS conditions) affects the real positioning system’s operation. The error of the distances determined by the real system is higher by an average of 164%. The normal distribution parameters (mean value and standard deviation) are calculated analogically to the procedure under LOS conditions to reflect the system’s operation under NLOS conditions. Then the changes in error and deviation as a function of distance are modelled.
Table 5. Statistical measures of accuracy (distance error) under NLOS conditions.

| Reference [cm] | $d_{\text{ref}}$ | $d_{\text{mbe}}$ | $d_{\text{rmse}}$ | $d_{\text{std}}$ | $\epsilon_{\text{min}}$ | $\epsilon_{\text{max}}$ | $|\epsilon_{\text{min}}|$ | $|\epsilon_{\text{max}}|$ |
|----------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| 50             | 49.8             | 49.8             | 1.1              | 46               | 57               | 46               | 57               | 57               |
| 100            | 79.4             | 79.8             | 7.9              | 20               | 86               | 20               | 86               | 86               |
| 150            | 75.6             | 75.8             | 5.6              | 40               | 84               | 40               | 84               | 84               |
| 200            | 27.4             | 32.6             | 17.6             | −4               | 79               | 0                | 79               | 79               |
| 250            | 12.3             | 16.4             | 10.9             | 1                | 73               | 1                | 73               | 73               |
| 300            | 9.6              | 9.8              | 1.4              | 5                | 15               | 5                | 15               | 15               |
| 350            | 83.3             | 83.3             | 3.1              | 25               | 89               | 25               | 89               | 89               |
| 400            | 8.4              | 8.5              | 1.4              | 3                | 14               | 3                | 14               | 14               |
| 450            | 61.2             | 62.1             | 10.6             | 26               | 88               | 26               | 88               | 88               |
| 500            | 48.7             | 49.8             | 10.5             | 18               | 82               | 18               | 82               | 82               |
| 550            | 85.2             | 85.6             | 8.6              | 41               | 95               | 41               | 95               | 95               |
| 600            | 2.9              | 3.3              | 1.5              | −3               | 9                | 0                | 9                | 9                |
| 650            | 0.8              | 1.5              | 1.3              | −4               | 7                | 0                | 7                | 7                |
| 700            | 69.5             | 70.1             | 8.9              | 20               | 84               | 20               | 84               | 84               |
| 750            | 74.3             | 74.3             | 1.3              | 58               | 79               | 58               | 79               | 79               |
| 800            | 3.2              | 3.5              | 1.5              | −2               | 10               | 0                | 10               | 10               |
| 850            | 2.3              | 5.0              | 4.5              | −5               | 84               | 0                | 84               | 84               |
| 900            | −1.4             | 9.0              | 8.9              | −10              | 40               | 0                | 40               | 40               |
| 950            | 5.0              | 5.5              | 2.5              | 0                | 49               | 0                | 49               | 49               |
| 1000           | 9.9              | 10.1             | 1.9              | 3                | 26               | 3                | 26               | 26               |
| 1100           | 63.0             | 63.1             | 2.7              | 36               | 69               | 36               | 69               | 69               |
| 1200           | 7.7              | 7.9              | 1.6              | 1                | 13               | 1                | 13               | 13               |
| 1300           | 48.2             | 49.1             | 9.2              | 19               | 72               | 19               | 72               | 72               |
| 1400           | 3.6              | 11.1             | 10.5             | −10              | 71               | 0                | 71               | 71               |
| 1500           | −1.6             | 2.0              | 1.2              | −6               | 3                | 0                | 6                | 0                |
| 1600           | 60.9             | 61.7             | 9.8              | 26               | 77               | 26               | 77               | 77               |
| 1700           | 57.3             | 57.3             | 1.9              | 51               | 64               | 51               | 64               | 64               |
| 1800           | 35.5             | 38.3             | 14.2             | 0                | 73               | 0                | 73               | 73               |
| 1900           | 1.3              | 1.9              | 1.4              | −4               | 7                | 0                | 7                | 7                |
| 2000           | 14.9             | 23.3             | 18.0             | −7               | 77               | 0                | 77               | 77               |

3. Simulator Description

Data flow in the simulator (presented in Figure 13) is divided into three sections: determination of the reference path (reference object motion), environment detection (LOS/NLOS), and distance generation.

Step one: place (indicate) anchors in the fixed positions on the plane. The default model configuration is created automatically based on the approximated function of $M_{BE}$ and standard deviation. Step two: define the object’s movement with respect to time, taking into account the assumptions described in Section 3.1 and using equations of lines and arc described in Section 3.2. Step three: the reference path points are automatically calculated using the object motion function described in step two. The reference distances to anchors (defined in step one) are automatically calculated. Step four: describe obstacles using linear and nonlinear functions—described in more detail in Section 3.4. Step five: it is automatically checked whether the anchors are within LOS/NLOS conditions for each point on the path. Step six: distortion is added (see Section 3.5) to the distances (calculated in step three) using the appropriate model (some of the distances may be within LOS and others NLOS conditions, depending on the detected conditions in step five).
3.1. System Assumptions

The first part of the simulator environment is the description of the test scenario (i.e., the movement path of a vehicle or an object). The considerations are limited to two-dimensional spaces. The vehicle’s route (car or RC model) is approximated by straight lines and arcs (the vehicles’ turning radius is limited), as shown in Figure 14. Combining straight lines and arcs makes it possible to define various test scenarios (paths of movements) that can be observed in road traffic, especially on junctions. That movement modelling allows for more straightforward adaptation of the virtual scenario in real conditions (e.g., by a driver or an autonomous vehicle). Thus, the vehicle motion is modelled by connecting the curves together, but the variable trajectory of motion is not the only determinant of how many curves the road consists of. The division of the path (and thus the motion) into segments depends on the following parameters:

- Initial position—\((x_0, y_0)\) in m;
- Initial speed—\(v_0\) in m/s;
• Acceleration or tangential acceleration for arc (constant or expressed as a function of
time, which affects the x and y coordinate functions, further considerations include
the constant acceleration)—a in m/s²;
• The movement direction (as the angle with the positive direction of the X-axis in the
local coordinate system)—α in radians;
• Turning radius—r in m;
• The rotation direction in which the object rotates around an axis (clockwise or
anticlockwise).

Figure 14. Parameters of the path in segments (for a line and arc).

3.2. Motion Description
Curves (lines and arcs) describing the path are presented as a function of time, assum-
ing constant acceleration (a = const).

In the case of lines, using the formula for the displacement in uniformly accelerated
motion (4) and the trigonometric functions (5) and (6), it is possible to determine the
coordinates of an object as a function of time (7) and (8):

\[ s = v_0 t + \frac{1}{2} a t^2 \]  
\[ \sin(\alpha) = \frac{y}{s} \]  
\[ \cos(\alpha) = \frac{x}{s} \]  
\[ x(t) = x_0 + \cos(\alpha) \left( v_0 t + \frac{1}{2} a t^2 \right) \]  
\[ y(t) = y_0 + \sin(\alpha) \left( v_0 t + \frac{1}{2} a t^2 \right) \]  

In the case of arcs, using the formula for the displacement in uniformly accelerated
motion (4), the arc length Formula (9), and the parametric equation of the circle (10), and
the coordinates of an object moving along an arc with a given radius as a function of time
can be obtained (11) and (12):

\[ s = r \alpha \]  
\[ \{ x = a_0 + r \cos(\alpha) \]  
\[ y = b_0 + r \sin(\alpha) \]  
\[ x(t) = a_0 + r \cos \left( v_0 t + \frac{1}{2} a t^2 \right) \]  
\[ y(t) = b_0 + r \sin \left( v_0 t + \frac{1}{2} a t^2 \right) \]
\[ y(t) = b_0 + r \sin \left( \frac{v_0 t + \frac{1}{2}a t^2}{r} \right), \]  
(12)

Depending on the point at which the arc connects to the previous segment of the path (starting point for the current part of the path) and the direction of movement, the angle should be modified in Formulas (11) and (12). Examples of modifications with an accuracy of 90° are shown in Figure 15a for clockwise movement and Figure 15b for the counter clockwise movement.

![Figure 15](image)

**Figure 15.** Changing the starting point of an arc (with an accuracy of 90°): (a) Clockwise motion and (b) counter clockwise motion.

For example, for the starting point at an angle of 90° (1st quarter) and clockwise motion (see Figure 16), Equation (11) takes the form (13) and Equation (12) takes the form (14).

\[ x(t) = x_0 + r \cos \left( \frac{\pi}{2} - \frac{v_0 t + \frac{1}{2}a t^2}{r} \right) \]  
(13)

\[ y(t) = y_0 - r \sin \left( \frac{v_0 t + \frac{1}{2}a t^2}{r} \right) \]  
(14)

![Figure 16](image)

**Figure 16.** An example of a clockwise circular motion starting at 90°.

An example of an object path consisting of a straight line and an arc is shown in Figure 17. The number of points defining the path depends on the time chosen for a single transmission between two UWB nodes (between tag and chosen anchor).
3.3. UWB Distance Estimation

Euclidean distances between the tag and the anchors (15) are determined for each point on the reference path, where \((x_{A_k}, y_{A_k})\) are coordinates of the \(k\)-th anchor and \((x_T, y_T)\) are coordinates of the tag. The calculated distances are exact values and can be used as a ground truth for further testing of the developed algorithms.

\[
d_{k,i} = \sqrt{(x_{A_k} - x_T)^2 + (y_{A_k} - y_T)^2}
\]  

(15)

Based on the calculated measures and developed models describing changes in \(M_BE\) and standard deviation \((\sigma)\) of the real UWB positioning system for LOS and NLOS conditions, distortion is added to the exact value (16):

\[
d'_{k,i} = d_{k,i} + M_BE_{d_{k,i}} + R\sigma_{d_{k,i}}
\]  

(16)

where \(d_{k,i}\) is the distance between \(k\)-th anchor and \(i\)-th position on the path, \(M_BE_{d_{k,i}}\) is \(M_BE\) suitable for \(d_{k,i}\), \(\sigma_{d_{k,i}}\) is the standard deviation suitable for \(d_{k,i}\), \(R\) is a standard normal random variable.

All determined reference distances between the tag and the anchor are modified by adding distortion according to (16) in the final phase of the simulator operation. The real UWB positioning system uses TWR (two way ranging) to obtain the distance between a tag and an anchor. If the tag is in motion, the TWR method measures the time (afterwards the time is converted into the distance) three times and presents the average time (thus, the average distance) as a result. The accuracy is good enough for static and low speed objects, where the difference in position between successive measurements is small. If the object is moving with greater speed, the TWR method itself generates lower accuracy since the following distances (measured at the device level) differ significantly. The resulting distance is an average and it refers to distance (ranges) from the past (earlier position on the path). In other words, when an object is moving, the delay (time needed for ranging) on the UWB positioning system indicates past position. The simulator has been applying the same mechanism, assuming simulator level time, e.g., 1 ms per one data exchange between a tag and an anchor (this time can be configured and adjusted to requirements). Hence, to obtain the average distance between a single anchor and a tag, an overall 3 ms are needed. If the system has four anchors, a single data packet (with distances to 4 anchors) is made.
available every 12 ms. On the simulator level, three distances for every 12 ms are generated based on the objects’ speed and path. The shift between distances (per single ranging) is calculated based on the current speed (configured time interval between three distances on the system level is constant, i.e., 1 ms) and defined path.

The distances are prepared in such a way that they can be treated as distances from the real system and may be applied in further processing. The mean and deviation for the measured and simulated distances are presented in Table 6.

| Reference [cm] $d_{ref}$ | Measured Distances [cm] | Simulated Distances [cm] | Difference |
|--------------------------|-------------------------|---------------------------|------------|
|                          | $d_{\text{mean}}$ | $d_{\text{std}}$ | $d_{\text{mean}}$ | $d_{\text{std}}$ | $d_{\text{mean}}$ | $d_{\text{std}}$ |
| LOS                      |                      |                      |                      |                      |
| 1                        | 108.5                | 2.4                   | 108.5                | 2.3                   | 0.0%               | 3.1%               |
| 2                        | 209.2                | 2.3                   | 209.2                | 2.3                   | 0.0%               | 0.6%               |
| 3                        | 305.2                | 2.1                   | 307.0                | 2.1                   | 0.6%               | 0.8%               |
| 5                        | 513.5                | 2.2                   | 513.1                | 2.3                   | 0.1%               | 5.7%               |
| 7                        | 707.0                | 1.4                   | 707.0                | 1.4                   | 0.0%               | 2.3%               |
| 10                       | 1018.5               | 2.4                   | 1017.8               | 2.4                   | 0.1%               | 2.2%               |
| 13                       | 1311.2               | 1.0                   | 1309.8               | 1.0                   | 0.1%               | 1.2%               |
| 16                       | 1621.3               | 1.6                   | 1621.3               | 1.7                   | 0.0%               | 3.6%               |
| 19                       | 1919.3               | 1.5                   | 1919.3               | 1.5                   | 0.0%               | 0.0%               |
| NLOS                     |                      |                      |                      |                      |                     |                    |
| 1                        | 179.4                | 7.9                   | 182.1                | 7.9                   | 1.5%               | 0.8%               |
| 2                        | 227.4                | 17.6                  | 235.6                | 17.4                  | 3.6%               | 0.8%               |
| 3                        | 309.6                | 1.4                   | 309.7                | 1.4                   | 0.0%               | 0.8%               |
| 5                        | 548.7                | 10.5                  | 548.7                | 11.1                  | 0.0%               | 5.8%               |
| 7                        | 769.5                | 8.9                   | 770.5                | 8.9                   | 0.1%               | 0.8%               |
| 10                       | 1009.9               | 1.9                   | 1016.8               | 1.9                   | 0.7%               | 0.8%               |
| 13                       | 1348.2               | 9.2                   | 1348.3               | 9.1                   | 0.0%               | 0.8%               |
| 16                       | 1660.9               | 9.8                   | 1658.5               | 9.7                   | 0.1%               | 0.8%               |
| 19                       | 1901.3               | 1.4                   | 1901.3               | 1.4                   | 0.0%               | 0.8%               |

3.4. Description of Obstacles

Introducing obstacles (not moving objects) in the simulator environment is an additional feature that gives much more possibilities of test scenarios. Other simulators do not offer LOS/NLOS detection with different ranging accuracy for them. The construction of an obstacle is based on its description with linear or nonlinear functions on the 2D plane, depending on the shape. For example, the set of functions describing one obstacle that should describe a bounded set is presented in Figure 18. Thus, the simulated transmission (distance) can be either in LOS or NLOS conditions depending on the current position of an object with respect to an anchor. Hence, each position on the track must be checked, whether the straight line passing through the tag and the chosen anchor cross the obstacle. In other words, it has been checked whether the line has at least one common point with the obstacle.

When an obstacle is described with functions, a system of inequalities is formed. It is possible to solve a system of inequalities and designate a group of possible solutions (a set of values). However, the purpose of this task is to determine whether the currently measured distance is determined under LOS or NLOS conditions. Therefore, the exact group of solutions is not needed, but only information if any solution does exist. This task can be treated as an optimisation problem, limiting the solution to examining whether there is any solution—the point where a line (passing through the tag and the chosen anchor) intersects the obstacle. If the solution is not found, it means that the distance is determined in LOS conditions, whereas if the solution is found, it means that the distance is determined in NLOS conditions.
Iterative algorithms have been applied to find the solution (to check if the connection between a tag and an anchor is under LOS or NLOS conditions). Their operation time depends on the chosen parameters (e.g., the maximum number of iterations, the minimum step value, the minimum change of the function value, etc.). The number of tests performed (detecting LOS/NLOS conditions) depends on the number of points on the path, the number of anchors, and the obstacles. Apart from the selection of the algorithm’s stop parameters, the calculations can also be paralleled by dividing the points on the path into groups to speed up the calculations. For example, for one obstacle, four anchors, and one tag, the simulation lasts about seven hours (on a PC with a six-core processor) for about 10,000 points on the reference path (i.e., making $2 \times 4 \times 1 \times 10,000 = 80,000$ checks). The time of simulation increases linearly with the number of checks performed (e.g., for two obstacles, four anchors, and one tag and for 10,000 points on the path the simulator performs $2 \times 4 \times 1 \times 10,000 = 80,000$ checks and it lasts about 14 h). The time of simulation can be reduced by using grid mapping—it divides the test stand into cells (resulting in fewer checks). It is possible to generate an occupancy grid with adjustable cell size. It may reduce the simulation time significantly.

3.5. Simulation of Distances

It is possible to generate data from the UWB system with the use of the designed and created simulator in laboratory conditions based on: the data of the error values; standard deviations (for both environments); the description of the environment (with or without obstacles); and a path shape (see Figure 19). The red line shows the reference track and the circles represent distances between each anchor and a sample point on the track (tag). The obtained distances allow to determine the object’s position in the further stages of data analysis and to correct them.

An exemplary path consisting of three segments with parameters is presented in Figure 20. The exemplary path contains three segments (two linear segments and an arc). The first linear segment is defined by a timeslot from $t_0 = 0$ s up to $t_1 = 2$ s, start position of $x_0 = -2.5$ m, $y_0 = 9$ m, an acceleration $5$ m/s$^2$, the initial velocity of $0$ m/s and the direction of the movement (as the angle with the positive direction of the X-axis) equals $0$ rad. The second segment (an arc) is defined by the timeslot from $t_1 = 2$ s up to $t_2 = t_1 + 1.2566$ s, the initial position is the last position from the previous segment, the acceleration equals

![Figure 18. Example of the obstacle description and NLOS detection for the selected point on the path.](image-url)
0 m\(^2\)/s\(^2\), the initial velocity equals 10 m/s (it is a continuous value), and the arc radius is 4 m. The third segment is defined by the line within timeslot from \(t_2 = 3.2566\) s up to \(t_3 = t_2 + 0.83\) s, the initial position is the last position from the previous segment (the arc segment), the acceleration equals 5 m\(^2\)/s\(^2\), the initial velocity 10 m/s, and the direction of the movement equals 3.1916 rad. The distances for the trilateration process are available for every data packet (12 times system interval). The distance between the tag to the four nearest anchors and the time shift of an object is included. Simulator output, i.e., a path calculated (by trilateration algorithm) using generated distances, can be seen in Figure 21. The data obtained may be further utilized for various purposes. Still, the most important is to have a reference path and a real UWB system simulator described by the proposed model.

![Reference path](image1)

**Figure 19.** Example of the distance simulation for a single point (i.e., a tag, blue asterisk) on the path.

![Reference path](image2)

**Figure 20.** Example of (a) path with parameters and (b) motion description.
4. Conclusions

The designed and created UWB 2D positioning system simulator can be applied to simulate the movement of objects such as AGVs, vehicles, cars, and RC models and has numerous advantages. It allows for defining a customised path of an object, taking into account initial velocity, acceleration, and type of path (line or arc). A number of the required positioning devices (anchors) that can be placed on the plane are flexible. The simulator has a unique feature in the form of obstacles description. The user defines the number of obstacles, and they can be placed in any place on the plane. It leads to another great advantage of the simulator that is taking into consideration LOS and NLOS conditions.

There are no reliable UWB simulators that can be applied for objects in motion, taking into account the changing accuracy of the system along with the distance and LOS/NLOS conditions. The presented simulator has been designed and its properties have a strong relationship to the real UWB system. Such an approach allows for further data analysis and it does not require repetitive test scenarios in the field. The presented simulator allows to emulate the real positioning system for further evaluation of various algorithms of raw data processing or trilateration. The presented analysis of data from the UWB system shows the error variability along with the distance and the impact of the obstacle on the measured distances. For this reason, the simulator uses set of functions to generate distances and is equipped with the possibility to add obstacles and detection of LOS/NLOS conditions.

The construction of the simulator based on modelled changes in distribution parameters allows for quick adaptation of the simulator to another UWB system (another model or produced by another manufacturer). The simulation time can be a limitation because of the LOS/NLOS detection module (time of simulation increases with a number of reference points and obstacles).

Conducting multiple tests in real conditions (in the field) is time consuming. The simulator makes it easy to describe various test scenarios and generate UWB data according to a defined path. The presented description (of obstacle and motion) allows for a relatively simple transfer of a virtual (simulated) test scenario to a real test stand which simplifies the comparison of results. A particular advantage of the simulator is the accurate ground truth (i.e., exact distances between nodes) which is necessary when preparing algorithms that should increase the accuracy of the determined position and which is extremely difficult to find (accuracy of the millimetres order and high sampling frequency).
Author Contributions: Conceptualisation, K.P. and D.G.; methodology, K.P. and D.G.; software, K.P.; validation, K.P., D.G. and A.B.; formal analysis, K.P., D.G. and A.B.; investigation, K.P.; resources, K.P.; data curation, K.P.; writing—original draft preparation, K.P. and D.G.; writing—review and editing, D.G. and A.B.; visualisation, K.P.; supervision, D.G.; project administration, D.G.; funding acquisition, K.P. and D.G. All authors have read and agreed to the published version of the manuscript.

Funding: This research was partially funded by the Own Scholarship Fund of the Silesian University of Technology in year 2019/2020; the European Social Funds, project no POWR.03.02.00-00-I007/17-00 “CyPhIS—the program of modern PhD studies in the field of Cyber-Physical Systems”; the Norway Grant 2014-2021 contract no.: NOR/POLNOR/CoBotAGV/0027/2019-00 “Automated Guided Vehicles integrated with Collaborative Robots for Smart Industry Perspective”; the Polish Ministry of Science and Higher Education partially by Statutory Research, and partially by Young Researchers funds of Department of Electronics, Electrical Engineering and Microelectronics and the Department of Telecommunications and Teleinformatics, Faculty of Automatic Control, Electronics and Computer Science, Silesian University of Technology.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Solic, P.; Leoni, A.; Colella, R.; Perkovic, T.; Catarinucci, L.; Stornelli, V. IoT-Ready Energy-Autonomous Parking Sensor Device. *IEEE Internet Things J.* 2021, 8, 4830–4840. [CrossRef]
2. Martinelli, A.; Dolfi, M.; Morosi, S.; Mucchi, L.; Paoli, M.; Agili, A. Ultra-Wide Band Positioning in Sport: How the Relative Height Between the Transmitting and the Receiving Antenna Affects the System Performance. *Int. J. Wirel. Inf. Netw.* 2020, 27, 18–29. [CrossRef]
3. Umek, A.; Zhang, Y.; Tomažič, S.; Kos, A. Suitability of Strain Gage Sensors for Integration into Smart Sport Equipment: A Golf Club Example. *Sensors* 2017, 17, 916. [CrossRef]
4. Hellmers, H.; Kasmi, Z.; Norrdine, A.; Eichhorn, A. Accurate 3D Positioning for a Mobile Platform in Non-Line-of-Sight Scenarios Based on IMU/Magnetometer Sensor Fusion. *Sensors* 2018, 18, 126. [CrossRef] [PubMed]
5. Schleicher, D.; Bergasa, L.M.; Ocana, M.; Barea, R.; Lopez, M.E. Real-Time Hierarchical Outdoor SLAM Based on Stereo vision and GPS Fusion. *IEEE Trans. Intell. Transp. Syst.* 2009, 10, 440–452. [CrossRef]
6. Grzechca, D.; Paszek, K. Short-Term Positioning Accuracy Based on Mems Sensors for Smart City Solutions. *Metrol. Meas. Syst.* 2019, 26, 95–107. [CrossRef]
7. Torrent-Moreno, M.; Mittag, J.; Santi, P.; Hartenstein, H. Vehicle-to-Vehicle Communication: Fair Transmit Power Control for Safety-Critical Information. *IEEE Trans. Veh. Technol.* 2009, 58, 3684–3703. [CrossRef]
8. Guo, L.; Chen, X.; Parini, C.G. Miniature Ultra-Wideband Antenna for Wireless Universal Serial Bus Dongle Applications. *IET Microw. Antennas Propag.* 2012, 6, 113. [CrossRef]
9. Alarifi, A.; Al-Salman, A.; Alsaleh, M.; Alnafessah, A.; Al-Hadhrami, S.; Al-Ammar, M.; Al-Khalifa, H. Ultra Wideband Indoor Positioning Technologies: Analysis and Recent Advances. *Sensors* 2016, 16, 707. [CrossRef]
10. Digital Key—The Future of Vehicle Access; Car Connectivity Consortium: Beaverton, OR, USA, 2020. Available online: https://global-carconnectivity.org/wp-content/uploads/2020/04/CCC_Digital_Key_2.0.pdf (accessed on 11 July 2021).
11. Fontana, R.J. Recent System Applications of Short-Pulse Ultra-Wideband (UWB) Technology. *IEEE Trans. Microw. Theory Tech.* 2004, 52, 2087–2104. [CrossRef]
12. Syed, A.S.; Sierra-Sosa, D.; Kumar, A.; Elmaghraby, A. IoT in Smart Cities: A Survey of Technologies, Practices and Challenges. *Smart Cities 2021* 2021, 4, 429–475. [CrossRef]
13. Cupek, R.; Dzwieniak, M.; Fojcik, M.; Kyrkjebo, E.; Lin, J.C.-W.; Mrozek, D.; Øvsthus, K.; Ziebinski, A. Autonomous Guided Vehicles for Smart Industries—The State-of-the-Art and Research Challenges. In *Computational Science ICCS 2020*; Lecture Notes in Computer Science; Krzhizhanovskaya, V., Závodsky, G., Lees, M.H., Dongarra, J.J., Sloom, P.M.A., Brissos, S., Teixeira, J., Eds.; Springer International Publishing: Cham, Switzerland, 2020; Volume 12141, pp. 330–343, ISBN 978-3-030-50425-0.
14. Huang, S.; Guo, Y.; Zha, S.; Wang, F.; Fang, W. A Real-Time Location System Based on RFID and UWB for Digital Manufacturing Workshop. *Procedia CIRP* 2017, 63, 132–137. [CrossRef]
15. Ziebinski, A.; Cupek, R.; Dzwieniak, M.; Wolny, B. Soft Real-Time Systems for Low-Cost Unmanned Ground Vehicle. In *Computational Collective Intelligence; Lecture Notes in Computer Science; Nguyen, N.T., Chbeir, R., Exposito, E., Aniorté, P., Trawiński, B., Eds.; Springer International Publishing: Cham, Switzerland, 2019; Volume 11684, pp. 196–206, ISBN 978-3-030-28373-5.
16. Friebe, M.; Petzold, J. Visualisation Functions in Advanced Camera-Based Surround View Systems. In *Advanced Microsystems for Automotive Applications 2014*; Lecture Notes in Mobility; Fischer-Wolfarth, J., Meyer, G., Eds.; Springer International Publishing: Cham, Switzerland, 2014; pp. 267–276, ISBN 978-3-319-08086-4.

17. Hata, A.Y.; Wolf, D.F. Feature Detection for Vehicle Localization in Urban Environments Using a Multilayer LIDAR. *IEEE Trans. Intell. Transp. Syst.* 2016, 17, 420–429. [CrossRef]

18. Ledvina, J.; Vykydal, L.; Horsky, P. Fast Automatic Tuning of a Synthetic Inductor for Automotive Transformer-Less Ultrasonic Sensor in Park Assist Systems. *IEEE Sens. J.* 2019, 19, 10568–10573. [CrossRef]

19. Liu, T.; Zhang, J.; Zhang, K.; Xu, J.; Wang, D.; Wang, X. Vehicle-Mounted Surround Vision Algorithm Based on Heterogeneous Architecture. *Multimed. Tools Appl.* 2020, 79, 24707–24730. [CrossRef]

20. Patole, S.M.; Torlak, M.; Wang, D.; Ali, M. Automotive Radars: A Review of Signal Processing Techniques. *IEEE Signal Process. Mag.* 2017, 34, 22–35. [CrossRef]

21. Uhlemann, E. Time for Autonomous Vehicles to Connect [Connected Vehicles]. *IEEE Veh. Technol. Mag.* 2018, 13, 10–13. [CrossRef]

22. Jiménez, A.R.; Seco, F. Improving the Accuracy of Decawave’s UWB MDEK1001 Location System by Gaining Access to Multiple Ranges. *Sensors* 2021, 21, 1787. [CrossRef] [PubMed]

23. López Medina, M.A.; Espinilla, M.; Paggeti, C.; Medina Quero, J. Activity Recognition for IoT Devices Using Fuzzy Spatio-Temporal Features as Environmental Sensor Fusion. *Sensors* 2019, 19, 3512. [CrossRef]

24. Monica, S.; Ferrari, G. Improving UWB-Based Localization in IoT Scenarios with Statistical Models of Distance Error. *Sensors* 2018, 18, 1592. [CrossRef] [PubMed]

25. *Information Technology—Real Time Locating Systems—Test and Evaluation of Localization and Tracking Systems*; International Organization for Standardization: Geneva, Switzerland, 2016.

26. Gabela, J.; Retscher, G.; Goel, S.; Perakis, H.; Masiero, A.; Toth, C.; Gikas, V.; Kealy, A.; Koppányi, Z.; Błaszczak-Bak, W.; et al. Experimental Evaluation of a UWB-Based Cooperative Positioning System for Pedestrians in GNSS-Denied Environment. *Sensors* 2019, 19, 5274. [CrossRef]

27. Brunner, T.; Lauffenburger, J.-P.; Changey, S.; Basset, M. Magnetometer-Augmented IMU Simulator: In-Depth Elaboration. *Sensors* 2015, 15, 5293–5310. [CrossRef] [PubMed]

28. Fang, J.; Zhou, D.; Yan, F.; Zhao, T.; Zhang, F.; Ma, Y.; Wang, L.; Yang, R. Augmented LiDAR Simulator for Autonomous Driving. *IEEE Robot. Autom. Lett.* 2020, 5, 1931–1938. [CrossRef]

29. Li, J.; Yue, X.; Chen, J.; Deng, F. A Novel Robust Trilateration Method Applied to Ultra-Wide Bandwidth Location Systems. *Sensors* 2017, 17, 795. [CrossRef] [PubMed]

30. Thomas, F.; Ros, L. Revisiting Trilateration for Robot Localization. *IEEE Trans. Robot.* 2005, 21, 93–101. [CrossRef]

31. Chaillou, S.; Helal, D.; Cattaneo, C. Timed Simulator for UWB Communication Systems. In Proceedings of the 2002 IEEE Conference on Ultra Wideband Systems and Technologies (IEEE Cat. No.02EX580), Baltimore, MD, USA, 21–23 May 2002; pp. 7–11.

32. Decawave DW1000 User Manual; Decawave Ltd., Adelaide Chambers, Peter Street, Dublin D08 T6YA, Ireland, 2017. Available online: https://www.decawave.com/sites/default/files/resources/dw1000_user_manual_2.11.pdf (accessed on 11 July 2021).