Artificial neural networks in slope of road embankment stability applications: a review and future perspectives
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Abstract
The artificial or neural network is one of the branches of the artificial intelligence method. Over the last few decades, artificial neural networks (ANNs) have been widely used to predict embankment stability. This paper will provide a detailed review of the ANN application, which is multilayer feedforward neural networks (MLFNN) in road embankment stability. A proposal for further research needs in this area is also discussed. Due to its acceptable accuracy prediction, the ANN model is widely recognized as a successful embankment stability approach. Based on the findings of this paper, it will be able to pave the way for researchers to use the ANN in predicting the stability of road embankment comprehensively.
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1. Introduction
Ground excavation and land reclamation are essential works in construction activity. In order to ensure the construction structure is safe, the embankment must meet the performance requirements and bear the structure’s load. Typically, embankment stability is significant with the settlement because of the consolidation process during and after construction [1-2]. However, surveys found that embankment stability is influenced by settlement [3–12], slope stability [13–20], geotechnical parameters [21–28], and seismic [29, 30]. Although embankment construction is the oldest technology in construction, the design process's engineering challenges are high, especially in predicting settlement [31].

Inaccurate forecasts will lead to stability problems that can damage construction structures. Today, the settlement is often predicted with uncertainty, using the outcome from monitoring settlement at the initial stages of construction to predict long-term settlement [32]. Most of these methods require a large number of on-site measurements to allow accurate predictions.

Predictions can be conducted using modeling and simulation methods to describe the behavior and produce data and results without practical experiments. The modeling methods are widely used and received in the engineering field. Soil settlement is a crucial parameter in embankment stability. However, existing operational constraints limit the ability to account for it as experiments in the laboratory and on-site are time-consuming and increase project cost. Therefore, it is essential to predict embankment stability using multiple variables. The settlement process is typically highly
complex so that mathematical models are difficult and inappropriate because of the relationship between the input and the output parameters [33]. The computerized intelligence model provides greater flexibility than statistical models when complex datasets such as non-linear or missing datasets are present. In recent years, artificial intelligence (AI) prediction methods such as artificial neural networks (ANNs) in modeling embankment stability have been used with success. The use of ANN in geotechnical engineering began in 1994 to predict the potential for problematic soil liquefaction [34]. It is a computational and electronic model created based on a biological neural network and able to solve many complex engineering systems.

The ANN represents modeling techniques particularly for datasets with non-linear relationships that do not require any knowledge of data sources but many weights to be estimated and large training sets. Previous surveys were performed on the stability of the embankment and the use of ANN engineering indicated that no relevant studies had recorded the use of ANN to predict the stability of the embankment. Therefore, this study's two primary objectives are (i) to summarise previous studies on the stability of road embankment using the model of ANN, (ii) to present reasons for further research on the application of ANN to stability on embankments.

2. Artificial neural networks model

The neural network functions as a brain-like machine to carry out certain tasks. The ANN consists of many processing elements known as neurons or nodes that are interconnected with each other. Neurons interact with each other through weighted connections. The first neural network is trained to process the most matching patterns of inputs and outputs. In addition to predicting output patterns, it can also identify the similarities in new input patterns when presented after training. It also detects similarities in inputs, even when they are not previously known [35]. Therefore, it has excellent interpolation capability even with unclear and complicated input data.

Neural networks can be used for autocorrelation [36], multi-variable regression [37], linear regression [38], trigonometric [39] and various other statistical analysis techniques [40]. Several researchers defined the structure and operation of ANN [41, 42]. As shown in Figure 1, the structure and its operation are formed by three layers consisting of the input layer, hidden layer, and output layer. Data are connected to the network in the input layer, while the output layer holds the network response to the input. The hidden layer allows the network to recognize the more complex characteristics of the input and output. The number of hidden layers depends on the complexity of the pattern recognition problem [43]. Typically, one or two hidden layers are extremely efficient for most problems. The ANN architecture is commonly known as the feed-forward multi-layer perceptron (MLP). It is developed through the creation of a topology network under various combinations of neurons. Once the network is successfully set up, the ANN model will be trained using input and output datasets. The neural network updates the learning algorithms to change their parameters and produces outputs matching the inputs during training. This case is structured to mitigate potential mistakes. The Levenberg-Marquardt (LM), Gauss-Newton (GN), and Gradient descent (GD) are several algorithms. However, LM is often preferred because its convergence is faster than in the GD method, apart from its greater robustness compared to the GN method [44].

![Figure 1 The ANN architecture](image)
The ANN model can create nonlinear relationships between independently-dependent and experimentally-based variables. In order to build an ANN model, the ANN parameters need to be set beforehand. ANN's crucial parameters include the number of hidden layers, the number of neurons on each layer, the network's configuration, the transfer function, the algorithm training, and the training's optimum rate [45]. The number of neurons in the input layer typically corresponds to the number of analysis parameters, such as slope height, cohesion value, soil angle of internal friction, slope angle, and surcharge. The determination of the numbers of neurons in the output layer typically equals the variables number that predicts the embankment's stability. The number of neurons and hidden layers can be changed to achieve accurate results.

Learning rates will influence the growth in the weight vector step size. In general, learning rates are set during training, in which the optimum learning rates are obtained through the trial-and-error method [46], [47]. It is determined in the optimization context and minimizes the function of neural network loss. It can reach a local minimum of body weight. Momentum is used to accelerate the process. In the backpropagation algorithm, momentum can help accelerate convergence and avoid the local minimum problem. Therefore, an effective combination of learning rate and momentum factor will provide an ideal weight vector during training.

The number of researchers from 2005 until now, who reported using the ANN model in embankment research is shown in Figure 2. This clearly shows the increasing acceptance of ANN's use in the study of embankment stability over the last decade. The studies on embankment stability used the multilayer feedforward neural networks (MLFNN) ANN model.

### Figure 2 Applications of ANN models for embankment stability

2.1 **Multilayer feedforward neural networks**

The threshold logic unit (TLU) is the first ANN. It acts like a “black box” model that applies the human brain's basic conception. The prediction [48], control systems [49], classification [50], optimization [51] and decision-making [52] were widely adopted. This is a popular method in different areas. MLP through ANN, as in Figure 3, is the most popular method compared to others. It can have one or more hidden layers. However, MLP networks with one hidden layer have been proven to provide better predictions [53].

Generally, MLP has the ability to learn through training. This exercise requires one training dataset comprising a series of input and output vectors. During training, the MLP is repeatedly presented with training and weighted data in a predetermined network so that desired input-output mappings occur [54]. The way it learns is supervised. The provided input might not be the same as the expected output. The difference between the expected and actual output is defined as an error signal. The magnitude of the error signal can be determined in order to change the network weights [55]. Therefore, using the
magnitudes of the signal during the exercise can reduce MLP errors.

Figure 3 A taxonomy of ANN architectures

2.2 Training process
Network training consists of weight and bias modification between neurons through the use of acceptable methods of training and a collection of corresponding output-input data. Data sets can be divided randomly or automatically into three levels, i.e., training, testing, and validation. Training is a set of data used to adjust neuron weight to build models at the beginning stage. This data is important because it should reflect all the problems that occur. It should include all the data owned by the problem domain and be used in the training phase to update the network weights. Test data is used to check the final performance of the developed model. In addition, it is used during the learning process to examine network responses of untrained data. This dataset must be independent of the training and validation datasets. The ANN architecture can be changed, and more training cycles may be used based on performance results. Validation is a step to stop overfitting. This procedure is to examine its weight for accuracy in model predictions. Therefore, the weights cannot be adjusted. However, the training procedures and parameters can be optimized.

The methods of learning are classified into unsupervised learning, evolution, and monitoring [56]. The output is a parameter that relies on the resulting network for a matched input, which is then compared to the expected output. This training is carried out until the network output matches the expected output. A change in weight and bias may reduce the error between the network output and expected output. Since all errors are within the appropriate tolerance or epochs is achieved, the training process will automatically stop.

2.3 Learning programme
The backpropagation (BP) neural network is the most frequently-used multi-layered feedforward. The use of BP for training algorithms is very easy. It works by taking the negative direction from the sum of squared errors concerning weight variables to balance and coordinate network weights. Assuming input as $x$ vector, weight as $w$ vector, while network output as $o$ and expected output as $o_d$ vector. In Equation (1) the error vector is defined:

$$e = o - o_d$$

(1)

The weight in the BP neural network is as in Equation (2).

$$w_{t+1} = w_t - \eta \frac{1}{2} \frac{\partial e^2}{\partial x}$$

(2)

where $\eta$ is the learning parameter. However, there are some suggestions to speed up the learning process using the momentum parameter $\mu$ [57]. When it is used, the weight in the BP neural network is in Equation (3).

$$w_{t+1} = w_t - \eta \frac{1}{2} \frac{\partial e^2}{\partial x} + \mu(w_t - w_{t-1})$$

(3)

The LM algorithm is also known as the damped least-squares method, which is a variation of the Gauss Newton’s method. When used in neural network training, its performance index is the mean squared error. In Gauss Newton, the weight of the neural network training is determined as in Equation (4).
\[ w_{n+1} = w(n) - (J(n)^T J(n))^{-1} J(n)^T e(n) \]  

where \( J \) is the Jacobi matrix and is defined as in Equation (5).

\[
J = \begin{bmatrix}
\frac{\partial e_1}{\partial w_1} & \cdots & \frac{\partial e_1}{\partial w_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial e_m}{\partial w_1} & \cdots & \frac{\partial e_m}{\partial w_m}
\end{bmatrix}
\]  

(5)

Therefore, the transformation of LM to the Gauss Newton's method is as in Equation (6).

\[ w_{n+1} = w(n) - (J(n)^T J(n) + \mu I)^{-1} J(n)^T e(n) \]  

(6)

The \( \mu \) ensures that the inverse matrix generates results always and that the value of the sum of the squared error is dependent. When the error reduces, then the \( \mu \) parameter is divided by several scalar \( \theta \), and vice versa, if the error increases, the parameter \( \mu \) is multiplied by \( \theta \) scalar. Therefore, the use of values for these parameters should be in line with network learning.

The transfer function is applied to the weighted input of neurons to produce the final output. This function highly affects the performance of neural networks because neural networks cannot learn about non-linear relationships [58]. Three transfer functions are often used for multilayer networks, as shown in Table 1. The sigmoid function curve is S-shaped, as in Figure 4(a). The main reason for the use of a sigmoid function is its value of between 0 and 1. Probability lies only between the range of 0 and 1. Therefore, it is suitable to be used on the model to predict the probability of the output. This function can be distinguished by finding the slope of the sigmoid curve at any two points. It can also lead to stuck on the neural network during training. The use of the hyperbolic tangent function is one of the alternative approaches to addressing the problem. The tanh function range is between -1 and 1. The tanh function graph is also S-shaped, as shown in Figure 4(b). Negative inputs will be mapped strongly negative, while zero input will be mapped approaching zero on the tanh graph. Most real models have non-linear input or output features, but there are several models, when operated in nominal parameters, display a linear behavior. Such behavior is acceptable to the purelin transfer function, as in Figure 4(c).

The transfer function can be divided into two types, linear and non-linear. Linear or identity transfer function, such as in Figure 5(a), has output function which will not be enclosed between ranges. With this unconnected range, it does not help in neural network problems. Therefore, it is rarely used by researchers. The non-linear transfer function, on the other hand, is the most widely used activation function. It helps to produce the graph as in Figure 5(b), apart from its adaptability to different types of data and its ability to distinguish between outputs.

The most important, yet time-consuming step is the data collection process. In neural network learning, data must be obtained in the correct format [59]. The data formatting process is known as normalization. Input data is highly dependent on the transfer function. Normally the data should lie in the [0.1] or [-1,1] interval if the neuron activation function is sigmoid or tanh. If normalization is not used, data input will give additional effect. The use of multiple data in training can result in overfitting. Normalization can speed up training and reduce stuck...
in local optimum. Therefore, normalizing can ensure that data is uniformly distributed between the network input and the output and can eliminate some data vector dimensions’ geometric bias.

**Figure 5** The types of transfer function: (a) linear (b) non-linear

**Table 1** Performance values are obtained by evaluating processes from the algorithm

| Functions               | Transfer function | Derivatives of the transfer function |
|-------------------------|-------------------|--------------------------------------|
| Logistic sigmoid (LS)   | \( y(x) = \frac{1}{1 + \exp(-x)} \) | \( y'(x) = y(x)(1 - y(x)) \) |
| Hyperbolic tangent (HT) | \( y(x) = \frac{2}{1 + \exp(-2x)} - 1 \) | \( y'(x) = 1 - y(x)^2 \) |
| Linear function (LF)    | \( y(x) = x \)                                                | \( y'(x) = 1 \) |

The two commonly used methods for normalization are the min.-max. and the normal distribution methods. The min-max method assigns original values linearly to a new interval, as shown in Figure 6(a). The original minimum value \( x_{\text{min}} \) and maximum value \( x_{\text{max}} \) can be obtained from raw statistical data, while new minimum value \( y_{\text{min}} \) and maximum value \( y_{\text{max}} \) are given by researcher, then the \( x \) value can be calculated from the original \( x \) value as in Equation (7). The original values are mapped by the new mean and the deviation in a normal distribution, as shown in Figure 6(b). The \( y \) value can be calculated from equation as in Equation (8).

\[
y = \frac{(x-x_{\text{min}})(y_{\text{max}}-y_{\text{min}})}{x_{\text{max}}-x_{\text{min}}} + y_{\text{min}} \quad (7)
\]

\[
y = \frac{(x-x_{\text{mean}})y_{\text{std}}}{x_{\text{std}}} + y_{\text{mean}} \quad (8)
\]

Following are the steps of the ANN training process:

i. The data set should be collected from the experiment and the variables that affect the performance of the embankment stability need to be identified.

ii. The input and output variables are specified.

iii. Input and output data are normalized in the range between 0 and 1; between -1 and 1 or 0.1 and 0.9 as in Equation (7) and Equation (8). Normalization of input and output data will increase the network training rate.

iv. Randomly collected data is divided into two datasets, namely training and testing datasets. The training dataset is used to produce the model output while the testing dataset is used to check the trained ANN parameters. About 70-80% of the randomly selected datasets are used as training datasets while the remaining data can be used to test the model.

v. The ANN model is developed and trained to optimize ANN model parameters for high accuracy.

vi. The choice of the best ANN model is based on the results of the optimally trained model and the performance criteria.
2.4 Statistical parameters

Generally, the model’s performance is evaluated by comparing calculated output with actual data. The models of performance are assessed by statistical parameters, i.e. the coefficient of determination (R2), average relative error (ARE), correlation coefficient (R), the root mean square values (RMSE), Chi-square statistic (χ2), mean absolute error (MAE), average error (AE), value account for (VAF), mean absolute relative error (MARE), and mean squared error (MSE) by altering the model parameters. To obtain good results, the model parameters should be optimized using experimental methods or the novel optimization algorithm [60, 61]. A high-performance index in training datasets indicates a successful predictive modeling process while a high-performance index in testing datasets indicates a satisfactory generalization capability of the model.

The coefficient of determination as in Equation (9) is also known as the multiple correlation coefficient and is formed during the classical regression analysis. It is defined as the proportional variance by regression model which is useful as a measure of success to predict dependent variables from independent variables. The R2 value of 1 is the best model. A higher R2 value indicates better and more precise predictive model.

\[
R^2 = 1 - \frac{\sum_{i=1}^{N} (y_{pred,i} - y_{exp,i})^2}{\sum_{i=1}^{N} (y_{pred,i} - y_m)^2}
\]  
(9)

\[
ARE = \frac{100}{N} \sum_{i=1}^{N} \left| \frac{y_{exp,i} - y_{pred,i}}{y_{exp,i}} \right|
\]  
(10)

\[
R = \sqrt{1 - \frac{\sum_{i=1}^{N} (y_{pred,i} - y_{exp,i})^2}{\sum_{i=1}^{N} (y_{pred,i} - y_m)^2}}
\]  
(11)

\[
RMSE = \frac{1}{N} \sqrt{\sum_{i=1}^{N} (y_{pred,i} - y_{exp,i})^2}
\]  
(12)

\[
X^2 = \sum_{i=1}^{N} \left[ \frac{(y_{exp,i} - Y_{exp,i})^2}{y_{exp,i}} \right]
\]  
(13)

In addition, it can also compare the similarities in categories between two or more independent groups. MAE as in (14) is a common measurement of prediction error in time series analysis. It is a more reliable goodness-of-fit for moderate values. Its size can be used to determine the suitability of the resulting output according to the required output. MAE value of 0 indicates the best ANN model. In addition, performance indexes such as ARE, AE, VAF and MARE take percentage values, whereby a value of 100 indicates the best model. MSE as in (18) is a measure of performance quality of the estimator or the predictor that is always non-negative, and the value closer to zero is better. The size of the MSE requires a predicted target or an estimate together with the target or estimator that is a function of the data provided.

3. Modelling of road embankment stability

Road embankment stability includes several geotechnical aspects that often considered in the assessment, namely ground settlement, slope stability, soil characteristics, seismic influence, load influence, pore water pressure influence, and ground deformation [62]. In this section, the prediction of ground settlement, slope stability, geometric
parameters, and earthquake influence using ANN is reviewed and shown in Table 2. In the relevant work, Chik et al. [3] used a wide range of geometric parameters as inputs in the ANN model to predict ground settlement under the embankment. In contrast, Kanayama et al. [4] use three input parameters, namely consolidation period, height, and consolidation stages, to predict the sedimentation of the soil under the embankment. In the study conducted by Chik and Aljanabi [5], soil properties and various geometric features of the embankment were used as input parameters of the ANN model to predict the soft ground settlement beneath embankment stabilized with the stone column. In the same field of study, Bi and Ding [6] used a consolidation period representing input parameters to predict the ground settlement under the Jieyang highway embankment. It is clear from this report that the consolidation periods time, embankment geometric characteristics and soil properties are input parameters that need to be considered in predicting settlement.

Li and Bu [7] developed the ANN model with a 4-5-1 configuration to predict soft ground settlement. By using a learning rate of 0.025, the prediction performance produced is high. Also, On the other hand, Wang et al. [8] found that the backpropagation network has a slow in training speed and problematic the local minimum. Hasanzadehshoili et al. [9] used a three-layer backpropagation network to predict sandy gravel settlement beneath the embankment. In his study, network structures with 4-6-2 and 4-9-2 were selected with the sigmoid function used as a transfer function for all network layers. The performance results, as shown in Table 2, can be concluded this network structure can be well predicted and considered for various geotechnical engineering studies. Kurnaz et al. [10] developed the ANN three-layer backpropagation model with a 4-20-2 network configuration. In his study, the neuron number in the hidden layer was determined by a trial and error method is successful with a range of neurons 8 to 40. The performance of models with optimal network structure found R2 values for training and testing of 0.96 and 0.94, respectively. This clearly shows the tried and tested method applied to determine the optimal network to function properly.

Dinçer [11] developed the ANN network structure with a 4–4–1 configuration to predict the modulus of deformation and subgrade reaction coefficients for the earth-filling structure. Based on the performance index shown in Table 4, the R2 value generated for EV1 is better than other parameters. This clearly shows that the data pattern for EV 1 can be learned well. Data patterns play an important role in the ANN model to produce high accuracy.

### Table 2 A summary of investigations on modeling of embankment stability

| Stability features | Optimal number of neurons | Evaluation indices | References |
|--------------------|---------------------------|--------------------|------------|
| Settlement         | 5-4-1                     | R=0.997            | [3]        |
| Settlement         | 3-10-1                    | CV< 1 and 2 %      | [4]        |
| Settlement         | 4-15-1                    | R* =0.9315         | [5]        |
| Settlement         | 1-2-1                     | ME= 1.5 to 3.6 %.  | [6]        |
| Settlement         | 4-5-1                     | SSE=0.0368         | [7]        |
| Settlement         | 7-3-2                     | No information     | [8]        |
| Settlement         | 4–9–2                     | R²=0.983, RMSE=0.082 | [9]        |
| Settlement         | 4-20-2                    | R² (train)=0.8926, R² (test)=0.8973 | [10]       |
| Settlement         | 4-4-1                     | R²=0.75, RMSE=0.72, MAPE=7.25, VAF= 75.41% | [11]       |
| Settlement         | 7-36-1                    | R= 0.9853, MSE= 20.062 | [12]       |
| Slope              | 5-12-12-1                 | R= 0.996, RMSE=0.035, MAE= 0.14 | [13]       |
| Slope: Circular failure | 6-6-1                    | MSE= 0.01(initial data), MSE= 0.00003 (filtered data) | [14]       |
| Slope: Wedge failure | 8-8-1                    | MSE= 0.00004       |            |
| Slope              | 3-4-1                     | R=0.524, RMSE=0.375, MAE= 0.315 | [15]       |
| Slope              | 5-4-1                     | R² (train)=0.9975, R² (test)=0.9973, R² (val)=0.9949 | [16]       |
| Slope              | 4-5-1                     | R² (train)=0.9904, R² (test)=0.9837, R² (val)=0.9806 | [17]       |
Chok et al. [13] found that the ANN structural network with 5–12–12–1 produces the lowest error, where the RMSE and MAE values are 0.035 and 0.014, respectively. By adapting the tried and error method of determining the total number of neurons and the number of hidden layers, the predictive performance generated to predict the reliability of a heterogeneous cohesive slope is astounding. These findings indicate that the number of layers and neurons has a significant influence on the performance of the ANN model. In another study, Sakellariou and Ferentinou [14] found the three-layer ANN model to be more prestigious for predicting slope stability. With traincgf as a training function on 6-6-1 network structures for circular failure and 8-8-1 for wedge failure, simulation results show that the forecast performance produced is good with measurement data and variance values are also low. This indicates that no one dominant network structure can be used in all road embankment stability prediction applications.

In another study of slope stability predicting, Mamat et al. [15] use geometric features as input parameters. The number of hidden layered neurons is determined by trying and succeeding with a range of 1 to 20. The results of the training performance performed on 70% of 100 data sets found that the optimum number of hidden layered neurons is 4. By using the optimal network structure of 3-4-1, MAE, and RMSE values are very low. This indicates that the optimal network structure gives excellent predictive results. Erzin and Cetin [16], on the other hand, found that a 5-4-1 configuration to predict the critical safety factor of a homogeneous slope produces the best prediction compared to other network structures. In his study...
soil characteristics and slope geometry were used as input parameters. Data sets for training, testing and validation were obtained from the simulation results of the limit equilibrium method. Based on Table 5, the researchers have developed two models, namely ANN-1 and ANN-2, respectively, with the optimum number of hidden layer neurons being five and four. It can be observed that the optimal number of neurons in the hidden layer yields a high predictor. It’s clearly, a large number of neurons can help models to read data patterns well.

In the same study, Erzin and Cetin [17] found that a 4-5-1 configuration was able to predict slope stability caused by earthquake strength with high accuracy. The optimal number of hidden layered neurons is determined by $2I + 1$, where $I$ is the total of the variables in the input layer. Based on the study results shown in Table 6, the network structure using the procedure resulted in higher predictive performance than the validation and testing data sets. It is clear that this procedure is very useful for determining the best network structure and can reduce the uncertainty encountered during soil engineering projects. Therefore, this procedure can provide a new approach to minimize the potential for correlation inconsistencies.

Verma et al. [19] used the ANN model to predict the stability of road embankment slopes. Based on the training performance performed, the ANN model with 4-3-1 configuration achieved the lowest error using the LM algorithm and network function shown in Table 8. The simulation results, MAPE, and $R$ values generated in the training process are 1.04 and 0.973, respectively. This clearly shows that the ANN model can be successfully implemented to predict road slopes' stability accurately.

### Table 5 Performance indices of the ANN models developed [16]

| Model | Data       | $R^2$   | RMSE | MAE  | VAF [%] |
|-------|------------|---------|------|------|---------|
| ANN-1 | Training set | 0.9975  | 0.07 | 0.05 | 99.75   |
|       | Testing set | 0.9973  | 0.07 | 0.05 | 99.73   |
|       | Validation set | 0.9949 | 0.07 | 0.06 | 99.49   |
| ANN-2 | Training set | 0.9915  | 0.09 | 0.12 | 99.15   |
|       | Testing set | 0.9911  | 0.09 | 0.12 | 99.11   |
|       | Validation set | 0.9903 | 0.07 | 0.10 | 99.01   |

### Table 6 Performance indices (R2, RMSE, MAE, and VAF) of the ANN models developed [17]

| Data    | $R^2$   | RMSE | MAE  | VAF [%] |
|---------|---------|------|------|---------|
| Training set | 0.9904  | 0.02 | 0.06 | 99.04   |
| Testing set | 0.9837  | 0.03 | 0.08 | 98.36   |
| Validation set | 0.9806  | 0.03 | 0.09 | 98.06   |

### Table 7 Performance indices of ANN model on the test data [18]

| Methods | $R$   | MAPE  | MAE  | NMSE |
|---------|-------|-------|------|------|
| Ordinary | 0.99598 | 1.681 | 0.04396 | 0.00908 |
| Janbu    | 0.99597 | 1.841 | 0.04595 | 0.00832 |
| Bishop   | 0.99664 | 1.522 | 0.04056 | 0.00727 |
| Spencer  | 0.99596 | 1.750 | 0.04413 | 0.00888 |
Kayadelen et al. [21] developed two ANN models to predict the value of the effective shear resistance angle. The network structures of ANN I and ANN II models are 4-5-1 and 4-4-1, respectively, using the sigmoid function as the transfer function. Based on the forecast performance, ANN II produced a lower MARE value of 5.75 compared to ANN I at 6.79. Besides, ANN II showed better predictive ability by producing a maximum absolute RE value of 13.68. Comparative analysis of the two models' performance showed that ANN II exceeded ANN I significantly, as evidenced by a number of statistical performance criteria used in previous studies.

The ANN model was developed by Park [22] with a 6-8-8-1 configuration to predict soil permeability. Input parameters include natural water content, specific gravity, gravel weight percentage, and sand weight percentage. The tan-sigmoid function is used in the input layer to the first hidden layer, while the log-sigmoid function is used in the first hidden layer to the second hidden layer, and the linear function is applied in the second hidden layer to the output layer. As a result, the performance performed found that the correlation was perfect for training (R = 0.908) and test data (R = 0.862). It clearly shows that the developed ANN model can serve as a simple and reliable predictive tool for predicting soil permeability coefficient without excessive field testing.

Islam et al. [23] used the ANN model to predict the relationship between compacted soil dry density and soil electrical resistance based on experimental data in soil profiles. This developed model uses a 2-20-2 configuration, in which two input neurons include ground electrical resistance and moisture content. Based on the performance analysis performed, the regression relationship between the ANN output value and the target value indicates that the value of $R^2$ is 0.99 for training, while for testing, $R^2$ is 0.93. This clearly shows that this developed ANN model is reliable with superior predictive performance.

Viji et al. [24] have developed the ANN model to predict fly ash's compaction characteristics. The neurons and the number of hidden layers are determined by trying and succeeding by training several network structures. Based on training performance analysis, 120 neurons were used with one hidden layer giving the best results. The logistic sigmoid transfer function is used for all layers with a linear function applied to the output layer. The study results found that the ANN model can produce accurate predictions and is potentially used for engineering applications compared to the classic regression model.

Kanungo et al. [25] have developed an ANN model with a 5–16–2 configuration to predict unsaturated soil shear strength parameters. The LM algorithm is used to train neural networks, while the log-sigmoid type transfer function is used in the input and output layers. In this study, the ANN model's predictive performance was compared with the Regression Tree (CART) model. The results of this study found that ANN performed better than CART. This clearly shows that ANN can make predictions with higher accuracy than other methods. In another study conducted by Khanlari et al. [26], the ANN model was developed using MLP, and radial basis (RBF) functions to predict shear strength parameters. Upon analysis, it was found that the ANN-MLP model performed better than the ANN-RBF model. This indicates that the network with MLP function is the most suitable and has a significant effect on improving the predicting accuracy.

Ghorbani and Hasanzadehshooili [27] have developed several ANN models to predict the compressive strength and bearing ratio of California soft ground stabilized with micro silica-lime sulfate.
After evaluating all network structures, the BP-ANN model with a 5-5-8-1 network configuration is best for predicting as it shows high accuracy results. It also reports that this network configuration produces superior accuracy with R² and RMSE performance indices of 0.9917 and 0.037, respectively. The authors also conclude that BP-ANN is a tool capable of predicting effectively and efficiently, even under varying conditions. Yilmaz and Kaynar [28] have developed two different ANN architectures, namely MLP and RBF, to predict the percentage of soil swelling. The number of neurons in the hidden layer is determined using a trial and error method with a range of 1 to 20 neurons. Based on training performance, the optimal ANN-MLP and ANN-RBF configurations are 3-2-1 and 3-16-1, respectively. As can be seen in Table 9, the ANN-RBF model shows a high-performance forecast compared to ANN-MLP.

Gordan et al. [29] used ANN to predict slope stability with seismic effects. This study found that structural networks with 5-10-1 configurations resulted in the best training performance. This study shows that the R² values for training and testing are 0.921 and 0.915, respectively. Besides, the use of LM algorithms in this model network has a good effect on optimizing network structure in ANN training. In a study conducted by Erzin and Cetin [30], the ANN and MR models were developed to predict homogeneous finite slopes with earthquake strength. A total of five input parameters were used in this study, namely height, slope angle, cohesion, friction angle, bulk unit weight, distance epicenter, and earthquake magnitude. The optimal ANN network structure is obtained with a 5-5-1 configuration, and the momentum factor is 0.001. The log-sigmoid transfer function is used to achieve the best performance in training and testing. Based on Table 10, the ANN model shows that this structure is easily and efficiently trained.

In a study conducted by Gao et al. [20], an ANN model with an imperialist competition algorithm (ICA) was developed to predict the slope stability behaviors that are problematic in slope stability design charts. Using trial and error methods, the optimal network structure for the developed model is 3-6-1. As a result, this model shows very impressive performance with R² and RMSE values are 0.999 and 0.0107, respectively. This proves that the performance of the ANN-ICA model is better and more reliable in predicting slope stability behavior. In another study, Goh et al. [12] developed an ANN model with a configuration of 7-36-1 to predict maximum soil sedimentation. The trial and error methods are used to determine the number of hidden layered neurons. The ANN model's performance was validated using data from element analysis to and with data measured in the field. As a result, the ANN model developed can accurately predict. This indicates an optimal network structure capable of reading data patterns well.

### Table 9 Performance indices of ANN [28]

| Model      | R²   | RMSE | MAPE | VAF [%] |
|------------|------|------|------|---------|
| ANN-MLP    | 0.942| 0.83 | 13.6 | 94.11   |
| ANN-RBF    | 0.946| 0.79 | 12.4 | 94.55   |

### Table 10 Performance indices of ANN models [30]

| Data        | R²   | RMSE | MAE  | VAF [%] |
|-------------|------|------|------|---------|
| Training    | 0.986| 0.13 | 0.10 | 98.67   |
| Testing     | 0.986| 0.13 | 0.10 | 98.60   |
| Validation  | 0.985| 0.13 | 0.11 | 98.50   |

### 4. Conclusions and future perspectives

Many research studies have been published on forecasting road embankment stability using ANN by researchers worldwide. However, the publication of studies on embankment stability due to earthquake impacts using ANN remains limited. This paper reviews the importance of predictive research studies on road embankment stability using ANN. A review of 28 research papers shows that the ANN approach has been successfully applied in modeling and predicting embankment stability with acceptable precision compared to some other models. Although there are some limitations in the ANN model, such as network configuration optimization, extrapolation errors, and overtraining errors, it is still widely used due to its simplicity. Besides, a comprehensive predicting system for road embankment stability, slope stability, settlement, geotechnical parameters, and seismic effects is not yet any researcher developing. This provides an opportunity for...
researchers to use the expert system as an AI to develop a prediction system. ANN's proposed future research on fortress stability is as follows:

i. To consider the ability of predictive models such as RBF, convolutional neural network (CNN), recurrent evolutionary neural network (RNN), deep neural network (DNN), and extreme learning machine (ELM).

ii. Hybrid predictive methods, namely the hybrid radial basis function neural networks (HyRBF), hybrid deep neural network (HyDNN), and hybrid extreme learning machine (HyElm), can be potentially used to produce more accurate results.

iii. Studies on optimization algorithms combined with ANN approaches are limited. Therefore, there is research needs to expand network configuration optimization using evolutionary computation methods such as genetic algorithm (GA), particle swarm optimization (PSO), artificial bee colony (ABC), and gravitational search algorithm (GSA).

iv. Predictive studies on road embankment stability supported by prefabricated vertical drains (PVDs) are too limited and can be considered for future research by using ANN and extended to methods such as support vector machine (SVM), response surface methodology (RSM), and adaptive neuro-fuzzy inference systems (ANFIS).

v. Measured data should be compared in advance with the output from limit equilibrium (LE) or finite element (FE) calculated to assess embankment stability with a low error before performing predictive ANN evaluations.

vi. There is very limited literature on the global factor of safety assessment considerations, maximum base settlement, maximum surface settlement, and maximum deflection on the road embankment stability in design calculations before developing predictive models such as ANN.

Based on the reviews and discussions presented in this paper, it is concluded that the ANN method is a good model and can be used to predict road embankment stability. The results and information presented are beneficial to researchers who are conducting research using ANN in this field.
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