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Abstract

For any positive integer \( m \), the complete graph on \( 2^{2m}(2^m + 2) \) vertices is decomposed into \( 2^{2m} + 1 \) commuting strongly regular graphs, which give rise to a symmetric association scheme of class \( 2^{m+2} - 2 \). Furthermore, the eigenmatrices of the symmetric association schemes are determined explicitly. As an application, the eigenmatrix of the commutative strongly regular decomposition obtained from the strongly regular graphs is derived.

1 Introduction

A strongly regular graph with parameters \((v, k, \lambda, \mu)\) is a regular graph with \( v \) vertices of degree \( k \) such that every two adjacent vertices have exactly \( \lambda \) common neighbors and every two non-adjacent vertices have exactly \( \mu \) common neighbors. A strongly regular decomposition is a decomposition of the edge set of the complete graph with vertex set \( V \) into strongly regular graphs with vertex set \( V \). A strongly regular decomposition is commutative if the adjacency matrices of strongly regular graphs are commutative. The concept of strongly regular decompositions was introduced by van Dam [2] in order to study more general situation of amorphous association schemes.

In this paper, we show that for any positive integer \( m \), there is a commutative strongly regular decomposition of the complete graph of \( 2^{2m}(2^m + 2) \) vertices, into \( 2^m \) strongly regular graphs with parameters \((2^{2m}(2^m + 2), 2^m + 2^m, 2^m, 2^m)\) and \( 2^m + 2 \) cliques of size \( 2^{2m} \). Note that \( 2^m + 2 \) cliques of size \( 2^{2m} \) is a strongly regular graph with parameters \((2^{2m}(2^m + 2), 2^{2m} - 1, 2^{2m} - 2, 0)\). In fact, the constructed strongly regular graphs with parameters \((2^{2m}(2^m + 2), 2^{2m} + 2^m, 2^m, 2^m)\) are symmetric \((2^{2m}(2^m + 2), 2^{2m} + 2^m)\)-designs with symmetric incidence matrices with very large number of symmetries. Our construction method is based on the generalized Hadamard matrices obtained from finite fields of characteristic two and symmetric Latin squares with constant diagonal of even order.

One might wonder if the decomposition yields a symmetric association scheme, but unfortunately this does not hold. We had to further decompose the edge sets of the strongly regular graphs to obtain a symmetric association scheme, and determine the eigenmatrices of the symmetric association scheme explicitly. As a corollary, we obtain the eigenmatrix of the commutative strongly regular decomposition.
2 Preliminaries

Let \( n \) be a positive integer. Let \( V \) be a finite set of size \( v \) and \( R_i \) \((i \in \{0, 1, \ldots, n\})\) be a non-empty subset of \( V \times V \). The adjacency matrix \( A_i \) of the graph with vertex set \( V \) and edge set \( R_i \) is a \( v \times v \) \((0, 1)\)-matrix with rows and columns indexed by the elements of \( V \) such that \((A_i)_{xy} = 1\) if \((x, y) \in R_i\) and \((A_i)_{xy} = 0\) otherwise. The pair \((V, \{R_i\}_{i=0}^n)\) is said to be a commutative decomposition of the complete graph if the following hold:

(i) \( A_0 = I_v \), the identity matrix of order \( v \).
(ii) \( \sum_{i=0}^n A_i = J_v \), the all-ones matrix of order \( v \).
(iii) \( A_i \) is symmetric for \( i \in \{1, \ldots, n\} \).
(iv) For any \( i, j \), \( A_i A_j = A_j A_i \).

We also refer to the set of non-zero \( v \times v \) \((0, 1)\)-matrices satisfying (i)-(iv) as a commutative decomposition. Note that the corresponding graph of each \( A_i \) is regular, because \( A_i \) and \( J_v = \sum_{i=0}^n A_i \) commute. Let \( k_i \) denote the valency of the corresponding graph of \( A_i \). A commutative decomposition \( \{A_0, A_1, \ldots, A_n\} \) is a symmetric association scheme of class \( n \) if there exist non-negative integers \( p_{ij}^k \) such that \( A_i A_j = \sum_{k=0}^n p_{ij}^k I_k \). The non-negative integers \( p_{ij}^k \) are said to be the intersection numbers. A commutative decomposition is a strongly regular decomposition if the corresponding graph of each \( A_i \) is strongly regular.

Note that a \( v \times v \) \((0, 1)\)-matrix \( A \) is the adjacency matrix of a strongly regular graph if and only if \( \{I_v, A, J_v - A - I_v\} \) is a symmetric association scheme of class \( 2 \).

We define the eigenmatrix for commutative decompositions. Since the adjacency matrices are symmetric and commuting, there are maximal common eigenspaces \( V_0, V_1, \ldots, V_t \) of \( A_i \)'s. Let \( E_j \) be the orthogonal projection \( \mathbb{R}^v \) onto \( V_j \) for \( j \in \{0, 1, \ldots, t\} \). Note that the corresponding graph of each \( A_i \) is regular and one of them is connected, so we may assume that \( V_0 \) is spanned by the all-ones vector and thus \( E_0 = (1/v)J_v \). The matrices \( E_0, E_1, \ldots, E_t \) satisfy \( E_i E_j = \delta_{ij} E_i \) for any \( i, j \) where \( \delta_{ij} \) is the Kronecker delta. Then we can express \( A_j \) as a linear combination of \( E_i \):

\[
A_j = \sum_{i=0}^t p_{ij} E_i.
\]

We call a \((t+1) \times (n+1)\) matrix \( P = (p_{ij})_{0 \leq i \leq t, 0 \leq j \leq n} \) the eigenmatrix of the commutative decomposition. The following lemma was proved in [2].

**Lemma 2.1.** Let \((V, \{R_i\}_{i=0}^n)\) be a commutative decomposition with orthogonal projections \( E_j \), \( j \in \{0, 1, \ldots, t\} \). Then \( t \geq n \) with equality if and only if \((V, \{R_i\}_{i=0}^n)\) is a symmetric association scheme.

For the case of symmetric association schemes, we have \( t = n \) so that the eigenmatrix \( P \) becomes a square matrix of order \( n + 1 \). The vector space \( \mathcal{A} \) spanned by the adjacency matrices over \( \mathbb{R} \) is closed under the matrix multiplication and is said to be the Bose-Mesner algebra. Then each \( E_j \) is an element in \( \mathcal{A} \), so it is written as a linear combination of \( A_i \) as follows: for some real numbers \( q_{ij} \),

\[
E_j = \frac{1}{v} \sum_{i=0}^n q_{ij} A_i.
\]

The matrices \( E_0, E_1, \ldots, E_n \) are said to be the primitive idempotents of the symmetric association scheme. The matrix \( P \) is also said to be the first eigenmatrix and the matrix \( Q = (q_{ij})_{i,j=0}^n \) is said to be the second eigenmatrix of the symmetric association scheme. The valencies \( k_j \) \((j \in \{0, 1, \ldots, n\})\) satisfy \( k_j = p_{0j} \), and the multiplicities \( m_j \) \((j \in \{0, 1, \ldots, n\})\) are defined by \( m_j = \text{rank}(E_j) \) and satisfy \( m_j = q_{0j} \). The first and second eigenmatrices are related as the following.
Lemma 2.2. [1] Theorem 3.5(i)] Let \((V, \{R_i\}_{i=0}^n)\) be a symmetric association scheme with first and second eigenmatrices \(P\) and \(Q\). Let \(\Delta_k\) and \(\Delta_m\) be \((n+1) \times (n+1)\) diagonal matrices with diagonal entries \(k_0, k_1, \ldots, k_n\) and \(m_0, m_1, \ldots, m_n\), respectively. Then it holds that \(\Delta_mP = Q^\top \Delta_k\) where \(Q^\top\) is the transpose of \(Q\).

**Proof.** Calculate the trace of \(A_iE_j\) in two ways. \(\square\)

Finally we define the Krein numbers of the symmetric association scheme. Since the Bose-Mesner algebra has a basis \(\{A_0, A_1, \ldots, A_n\}\) consisting of disjoint \((0,1)\)-matrices, \(A\) is closed under the entrywise product denoted \(\circ\). Then for any \(i,j,k \in \{0,1,\ldots,n\}\), there exist real numbers \(q_{i,j}^k\) such that \(E_i \circ E_j = \frac{1}{q} \sum_{k=0}^{n} q_{i,j}^k E_k\). The real numbers \(q_{i,j}^k\) are said to be the Krein numbers, and it is known that the Krein numbers are non-negative real numbers [1] Theorem 3.8].

3 Association schemes of a power of two

From now let \(q = 2^m\) be a power of two. We denote by \(\mathbb{F}_q\) the finite field of \(q\) elements. Let \(H_q\) be the multiplicative table of \(\mathbb{F}_q\), i.e., \(H_q\) is a \(q \times q\) matrix with rows and columns indexed by the elements of \(\mathbb{F}_q\) with \((\alpha, \beta)\)-entry equal to \(\alpha \cdot \beta\). Then the matrix \(H_q\) is a generalized Hadamard matrix with parameters \((q,1)\) over the additive group of \(\mathbb{F}_q\). Letting \(G\) be an additively written finite abelian group of order \(g\), a square matrix \(H = (h_{ij})_{i,j=1}^g\) of order \(g\) with entries from \(G\) is called a generalized Hadamard matrix with the parameters \((g,\lambda)\) over \(G\) if for all distinct \(i, j, k \in \{1,2,\ldots,g\}\), the multiset \(\{h_{ij} - h_{kj} : 1 \leq j \leq g\}\) contains exactly \(\lambda\) times of each element of \(G\).

Let \(\phi\) be a permutation representation of the additive group of \(\mathbb{F}_q\) as defined above. Since \(q = 2^m\), we view the additive group of \(\mathbb{F}_q\) as \(\mathbb{F}_q^m\). Define \(R = J_2 - I_2\), and a group homomorphism \(\phi : \mathbb{F}_q \rightarrow GL_q(\mathbb{R})\) as \(\phi((x_1,x_2)) = \otimes_{i=1}^m R^{x_i}\).

From the generalized Hadamard matrix \(H_q\) and the permutation representation \(\phi\), we construct \(q^2\) auxiliary matrices; for each \(\alpha, \alpha' \in \mathbb{F}_q\), define a \(q^2 \times q^2\) \((0,1)\)-matrix \(C_{\alpha,\alpha'}\) to be

\[
C_{\alpha,\alpha'} = (\phi(\alpha(-\beta + \beta') + \alpha'))_{\beta,\beta' \in \mathbb{F}_q}.
\]

Further, let \(x, y\) be indeterminates, we define \(C_{x,\alpha}, C_{y,\alpha}\) by \(C_{x,\alpha} = O_{q^2}\) and \(C_{y,\alpha} = \phi(\alpha) \otimes I_{q}\) for \(\alpha \in \mathbb{F}_q\), where \(O_{q^2}\) denotes the zero matrix of order \(q^2\).

It is known that a symmetric Latin square of order \(v\) with constant diagonal exists for any positive even integer \(v\), see [1]. Let \(L = (L(a,a'))_{a,a' \in S}\) be a symmetric Latin square of order \(q + 2\) on the symbol set \(S = \mathbb{F}_q \cup \{x,y\}\) with constant diagonal \(x\). Write \(L\) as \(L = \sum_{a \in S} a \cdot P_a\), where \(P_a\) is a symmetric permutation matrix of order \(q + 2\).

From the \((0,1)\)-matrices \(C_{\alpha,\alpha'}\)'s and the Latin square \(L\), we construct symmetric designs as follows. For \(\alpha \in \mathbb{F}_q\), we define a \((q + 2)q^2 \times (q + 2)q^2\) \((0,1)\)-matrix \(N_\alpha\) to be

\[
N_\alpha = (C_{L(a,a'),\alpha})_{a,a' \in S} = \sum_{a \in \mathbb{F}_q \cup \{y\}} P_a \otimes C_{\alpha,\alpha'}.
\]

In order to show that each \(N_\alpha\) is a symmetric design and study more properties, we prepare a lemma on \(C_{\alpha,\alpha'}\) and \(P_a\).

**Lemma 3.1.**

(i) For \(\alpha \in \mathbb{F}_q\), \(\sum_{a \in \mathbb{F}_q \cup \{y\}} C_{\alpha,\alpha} = qI_q \otimes \phi(\alpha) + (I_q + \phi(\alpha) - I_q) \otimes I_q\).

(ii) For \(a \in \mathbb{F}_q \cup \{y\}\) and \(\alpha, \alpha' \in \mathbb{F}_q\), \(C_{\alpha,a}C_{\alpha',a} = qC_{\alpha,\alpha+a'}\).

(iii) For distinct \(a, a' \in \mathbb{F}_q \cup \{y\}\) and \(\alpha, \alpha' \in \mathbb{F}_q\), \(C_{\alpha,a}C_{\beta,a'} = J_{q^2}\).

(iv) For \(\alpha, \alpha', \alpha'' \in \mathbb{F}_q\), \((I_q \otimes \phi(\alpha''))C_{\alpha,\alpha'} = C_{\alpha,\alpha'+\alpha''}\).
Theorem 3.2. 

(i) For any \( a, a' \in \mathbb{F}_q \), \( (I_q \otimes \phi(a))C_{y,a'} = C_{y,a'} \).

(ii) \[
\sum_{a,b \in \mathbb{F}_q \cup \{y\}, a \neq b} P_a P_b = q(J_{q+2} - I_{q+2}).
\]

Proof. (i): For \( a, b, b' \in \mathbb{F}_q \), the \((b, b')\)-entry of \( \sum_{\gamma \in \mathbb{F}_q} C_{\gamma, a} \) is

\[
\sum_{\gamma \in \mathbb{F}_q} \phi(\gamma(-b + b') + \alpha) = \begin{cases} 
\sum_{\gamma \in \mathbb{F}_q} \phi(\alpha) & \text{if } \beta = b' \\
\sum_{\gamma' \in \mathbb{F}_q} \phi(\gamma' + \alpha) & \text{if } \beta \neq b'
\end{cases}
\]

which yields \( \sum_{\gamma \in \mathbb{F}_q} C_{\gamma, a} = qI_q \otimes \phi(a) + (J_q - I_q) \otimes J_q \). Therefore

\[
\sum_{a \in \mathbb{F}_q \cup \{y\}} C_{a, a} = \sum_{\gamma \in \mathbb{F}_q} C_{\gamma, a} + C_{y, a} = qI_q \otimes \phi(a) + (J_q + \phi(a) - I_q) \otimes J_q.
\]

(ii): For \( a = y \), \( C_{y, a} C_{y, a'} = (\phi(a) \otimes J_q)(\phi(a') \otimes J_q) = q\phi(a + a') \otimes J_q = qC_{y, a+a'} \).

For \( a, \beta, b' \in \mathbb{F}_q \), the \((b, b')\)-entry of \( C_{a, a} C_{a, a'} \) is

\[
\sum_{\gamma \in \mathbb{F}_q} \phi(a(-b + \gamma) + \alpha)\phi(a(-\gamma + b') + \alpha') = \sum_{\gamma \in \mathbb{F}_q} \phi(a(-b + b') + \alpha + a')
\]

Thus we have \( C_{a, a} C_{a, a'} = qC_{a, a+a'} \).

(iii): The case of \( a \in \mathbb{F}_q \) and \( a' = y \) follows from the fact that \( C_{a, a} \) is a block matrix whose \( q \times q \) sub-block is a permutation matrix. The case of \( a, a' \in \mathbb{F}_q, a \neq a' \) follows from a similar calculation to (iii) with the fact that \( \{(a - a')\gamma | \gamma \in \mathbb{F}_q\} = \mathbb{F}_q \).

(iv) and (v) are routine, and (vi) follows from the equations below. Recall that \( S = \mathbb{F}_q \cup \{x, y\} \):

\[
\sum_{a, b \in \mathbb{F}_q \cup \{y\}, a \neq b} P_a P_b = \sum_{a \in \mathbb{F}_q \cup \{y\}} \sum_{b \in S \setminus \{x, a\}} P_a P_b = \sum_{a \in \mathbb{F}_q \cup \{y\}} P_a(J_{q+2} - I_{q+2} - P_a) = \sum_{a \in \mathbb{F}_q \cup \{y\}} (J_{q+2} - P_a - I_{q+2}) = (q + 1)(J_{q+2} - I_{q+2}) - \sum_{a \in \mathbb{F}_q \cup \{y\}} P_a = q(J_{q+2} - I_{q+2}).
\]

Now we are ready to prove results for \( N_\alpha \)'s. Note that the result for \( N_0 \) being a symmetric \(((q + 2)q^2, q^2 + q, q)\)-design is well-known, see for example [4, Exercise 5.7].

Theorem 3.2. 

(i) For any \( \alpha \in \mathbb{F}_q \), \( N_\alpha \) is symmetric.

(ii) For any \( \alpha, \beta \in \mathbb{F}_q \),

\[
N_\alpha N_\beta = q^2 I_{(q+2)^2} \otimes (\alpha + \beta) + qI_{q+2} \otimes \phi(\alpha + \beta) \otimes J_q + q(J_{q(q+2)} - I_{q(q+2)}) \otimes J_q.
\]

In particular, \( N_2^2 = q^2 I_{(q+2)^2} + q J_{(q+2)^2} \), that is, \( N_\alpha \) is the incidence matrix of a symmetric \(((q + 2)q^2, q^2 + q, q)\)-design.
Proof. (i): It follows from the properties that the matrices $P_a$ and $C_{a,\alpha}$ are symmetric for $\alpha \in \mathbb{F}_q \cup \{y\}$ and $\alpha \in \mathbb{F}_q$.

(ii): We use Lemma 3.1 to obtain:

$$N_\alpha N_\beta = \sum_{a, b \in \mathbb{F}_q \cup \{y\}} P_a P_b \otimes C_{a, \alpha} C_{b, \beta}$$

$$= \sum_{a \in \mathbb{F}_q \cup \{y\}} P_a^2 \otimes C_{a, \alpha} C_{a, \beta} + \sum_{a, b \in \mathbb{F}_q \cup \{y\}, a \neq b} P_a P_b \otimes C_{a, \alpha} C_{b, \beta}$$

$$= \sum_{a \in \mathbb{F}_q \cup \{y\}} I_{q+2} \otimes qC_{a, \alpha + \beta} + \sum_{a, b \in \mathbb{F}_q \cup \{y\}, a \neq b} P_a P_b \otimes J_{q^2}$$

$$= qI_{q+2} \otimes (qI_q \otimes \phi(\alpha + \beta) + (J_q + \phi(\alpha + \beta) - I_q) \otimes J_q) + q(J_{q+2} - I_{q+2}) \otimes J_{q^2}$$

$$= q^2 I_{(q+2)} \otimes \phi(\alpha + \beta) + qI_{q+2} \otimes \phi(\alpha + \beta) \otimes J_q + q(J_{(q+2)} - I_{(q+2)}) \otimes J_q.$$

The case of $\alpha = \beta$ follows from $\phi(0) = I_q$. □

Now we obtain our main result in this section.

Theorem 3.3. The set of matrices $\{N_\alpha, I_{q+2} \otimes (J_{q^2} - I_{q^2}), I_{(q+2)q^2} \mid \alpha \in \mathbb{F}_q\}$ is a commutative strongly regular decomposition of the complete graph on $(q+2)q^2$ vertices.

Proof. It is easy to see that $\sum_{\alpha \in \mathbb{F}_q} N_\alpha + I_{q+2} \otimes (J_{q^2} - I_{q^2}) = J_{(q+2)q^2} - I_{(q+2)q^2}$. By Theorem 5.2 (i), (ii) for $\alpha = \beta$, the matrices $N_\alpha, \alpha \in \mathbb{F}_q$, are the adjacency matrices of strongly regular graphs with parameters $((q+2)q^2, q^2+q, q, q)$. And $I_{q+2} \otimes (J_{q^2} - I_{q^2})$ is the adjacency matrix of a strongly regular graph with parameters $((q+2)q^2, q^2-1, q, 2, 0)$. Thus they form a strongly regular decomposition. Furthermore $N_\alpha, \alpha \in \mathbb{F}_q$, commute each other by Theorem 5.2 (ii) for $\alpha \neq \beta$. Since each $N_\alpha$ has constant row and column sums in the off-diagonal blocks, each $N_\alpha$ commutes with $I_{q+2} \otimes (J_{q^2} - I_{q^2})$. Therefore the set of matrices is a commutative strongly regular decomposition. □

Unfortunately, as Theorem 5.2 (ii) showed, the matrices $N_\alpha, \alpha \in \mathbb{F}_q, I_{q+2} \otimes (J_{q^2} - I_{q^2}), I_{(q+2)q^2}$ do not form a symmetric association scheme. Now we are going to refine the adjacency matrices in order to obtain a symmetric association scheme.

For $\alpha \in \mathbb{F}_q, i \in \{0, 1, 2, 3\}$, we define $(0,1)$-matrices $A_{\alpha,i}$ as

$$A_{\alpha,0} = I_{(q+2)} \otimes \phi(\alpha),$$

$$A_{\alpha,1} = I_{q+2} \otimes C_{y,\alpha},$$

$$A_{\alpha,2} = P_y \otimes C_{y,\alpha},$$

$$A_{\alpha,3} = N_\alpha - P_y \otimes C_{y,\alpha}.$$  

Note that $A_{0,0} = I_{(q+2)q^2}$ and $\sum_{\alpha \in \mathbb{F}_q} A_{\alpha,0} = A_{0,1}$. Let $\mathbb{F}_q^* = \mathbb{F}_q \setminus \{0\}$.

Theorem 3.4. The set of matrices $\{A_{\alpha,0}, A_{\beta,1}, A_{\alpha,2}, A_{\alpha,3} \mid \alpha \in \mathbb{F}_q, \beta \in \mathbb{F}_q^*\}$ is a symmetric association scheme.

Proof. By the definition of $N_\alpha, A_{\alpha,i}$ are non-zero $(0,1)$-matrices such that $\sum_{\alpha \in \mathbb{F}_q} (A_{\alpha,0} + A_{\alpha,2} + A_{\alpha,3}) + \sum_{\alpha \in \mathbb{F}_q, \beta \in \mathbb{F}_q^*} A_{\alpha,1} = J_{(q+2)q^2}$. Since each $P_y$ and $C_{y,\alpha}$ are symmetric, each $A_{\alpha,i}$ is symmetric. By $\sum_{\alpha \in \mathbb{F}_q} A_{\alpha,0} = A_{0,1}$, it is enough to show that $A := \text{span}_\mathbb{F} \{A_{\alpha,i} \mid \alpha \in \mathbb{F}_q, i \in \{0,1,2,3\}\}$ is closed under the matrix multiplication.

From Lemma 3.1, it follows that $A' := \text{span}_\mathbb{F} \{A_{\alpha,i} \mid \alpha \in \mathbb{F}_q, i \in \{0,1,2\}\}$ is closed under matrix multiplication. Since $A = A' + \text{span}_\mathbb{F} \{N_\alpha \mid \alpha \in \mathbb{F}_q\}$, we then need to
calculate $A_{α, i} N_β, N_β A_{α, i}$ and $N_α N_β$. The case $N_α N_β$ follows from Theorem \ref{thm2} (ii). For the case of $A_{α, i} N_β$, we use Lemma \ref{lem1} to obtain

\begin{align*}
A_{α, 0} N_β &= N_{α + β}, \\
A_{α, 1} N_β &= (J_{q+2} - I_{q+2} - P_y) \otimes J_{q^2} + q P_y \otimes C_{y, α + β}, \\
A_{α, 2} N_β &= (J_{q+2} - I_{q+2} - P_y) \otimes J_{q^2} + q I_{q+2} \otimes C_{y, α + β}.
\end{align*}

Finally $N_β A_{α, i}$ follows from taking transpose of $A_{α, i} N_β$ because all the adjacency matrices are symmetric. \hfill \qed

From the proof of Theorem \ref{thm2}, the intersection numbers can be determined as follows. Precise calculations will be given in Appendix. Remark that the matrix $A_{0, 1}$, which is not an adjacency matrix, is included in the following proposition.

**Proposition 3.5.** Let $α, β ∈ F_2$. The following hold.

(i) For $l \in \{0, 3\}$, $A_{α, 0} A_{β, l} = q A_{α + β, l}$, and for $l ∈ \{1, 2\}$ $A_{α, 0} A_{β, l} = q A_{β, l}$.

(ii) $A_{α, 1} A_{β, 1} = A_{α, 2} A_{β, 2} = q A_{α + β, 1}$ and $A_{α, 1} A_{β, 2} = q A_{α + β, 2}$.

(iii) $A_{α, 1} A_{β, 3} = A_{α, 2} A_{β, 3} = \sum γ ∈ F_q A_{γ, 3}$ and $A_{α, 3} A_{β, 3} = q^2 A_{α + β, 0} + \sum γ ∈ F_q \{q(-A_{γ, 0} + A_{γ, 1} + A_{γ, 2}) + (q - 2) A_{γ, 3}\}$.

### 4 Eigenmatrices of symmetric association schemes and strongly regular decompositions

We view $F_q = Z_2^m$ as the additive group. For $α = (α_1, . . . , α_m), β = (β_1, . . . , β_m) ∈ Z_2^m$, the inner product is defined by $⟨α, β⟩ = α_1 β_1 + · · · + α_m β_m$. Then for $β ∈ Z_2^m$, the irreducible character denoted $χ_β$ is $χ_β(α) = (-1)^{⟨α, β⟩}$ where $α ∈ Z_2^m$. The character table $K$ of the abelian group $Z_2^m$ is a $2^m × 2^m$ matrix with rows and columns indexed by the elements of $Z_2^m$ with $(α, β)$-entry equal to $χ_β(α)$. Note that $χ_β(α) = χ_α(β)$. Then the Schur orthogonality relation shows $KK^T = 2^m I_{2^m}$, namely $K$ is a Hadamard matrix of order $2^m$. Moreover $K$ is transformed by permuting rows and columns to the Sylvester-type Hadamard matrix of order $2^m$. Here the Sylvester-type Hadamard matrix of order $2^m$ is defined as the $m$ tensor product of $\left(\begin{smallmatrix} 1 & 1 \\ 1 & -1 \end{smallmatrix}\right)$.

To describe the primitive idempotents, let $F_{α, i}, α ∈ F_q, i ∈ \{0, 1, 2, 3\}$, be

$$F_{α, i} = \sum γ ∈ F_q χ_γ(α) A_{γ, i}.$$  

**Lemma 4.1.** Let $α, β ∈ F_2$. The following hold.

(i) For $l ∈ \{0, 1, 2, 3\}$, $F_{α, 0} F_{β, l} = q δ_{α, 0} F_{α, l}$.

(ii) $F_{α, 1} F_{β, 1} = F_{α, 2} F_{β, 2} = q^2 δ_{α, β} F_{α, 1}$ and $F_{α, 1} F_{β, 2} = q^2 δ_{α, β} F_{α, 2}$.

(iii) $F_{α, 1} F_{β, 3} = F_{α, 2} F_{β, 3} = q^3 δ_{α, 0} δ_{β, 0} F_{0, 3}$ and $F_{α, 3} F_{β, 3} = q^3 δ_{α, β} F_{α, 0} + q^2 δ_{α, 0} δ_{β, 0} (q(-F_{0, 0} + F_{0, 1} + F_{0, 2}) + (q - 2) F_{0, 3}).$

**Proof.** (i) for $l = 0$ and (ii) for $F_{α, 1} F_{β, 1}$ follow from the fact that for $i ∈ \{0, 1\}$, the group $\{A_{α, i} | α ∈ F_q\}$ under the matrix multiplication is isomorphic to $Z_2^m$ and the Schur orthogonality. We prove only the case of $F_{α, 3} F_{β, 3}$. The other cases can be proved in a
similar manner.

\[ F_{\alpha,3}F_{\beta,3} = \sum_{\gamma, \gamma' \in F_q} \chi_{\alpha}(\gamma)\chi_{\beta}(\gamma')A_{\gamma,3}A_{\gamma',3} \]

\[ = \sum_{\gamma, \gamma' \in F_q} \chi_{\alpha}(\gamma)\chi_{\beta}(\gamma')(q^2A_{\gamma,0} + q \sum_{\gamma'' \in F_q} (-A_{\gamma'',0} + A_{\gamma'',1} + A_{\gamma'',2}) + (q-2)A_{\gamma,\gamma'}) \]

\[ = q^2F_{\alpha,0}F_{\beta,0} + \sum_{\gamma, \gamma' \in F_q} \chi_{\alpha}(\gamma)\chi_{\beta}(\gamma')(q(-F_{0,0} + F_{0,1} + F_{0,2}) + (q-2)F_{0,3}) \]

\[ = q^2\delta_{\alpha,\beta}F_{\alpha,0} + q^2\delta_{\alpha,0}\delta_{\beta,0}(q(-F_{0,0} + F_{0,1} + F_{0,2}) + (q-2)F_{0,3}) \]

Let \( E_i, E_{\alpha,j} \) be

\[ E_0 = \frac{1}{(q + 2)q^2}(F_{0,1} + F_{0,2} + F_{0,3}), \]

\[ E_1 = \frac{1}{(q + 2)q^2}(qF_{0,1} + F_{0,2} - F_{0,3}), \]

\[ E_{\alpha,1} = \frac{1}{2q^2}(F_{\alpha,1} + F_{\alpha,2}), \quad \alpha \in F_q, \]

\[ E_{\alpha,2} = \frac{1}{2q^2}(F_{\alpha,1} - F_{\alpha,2}), \quad \alpha \in F_q, \]

\[ E_{\alpha,3} = \frac{1}{2q^2}(qF_{\alpha,0} + F_{\alpha,3}), \quad \alpha \in F_q, \]

\[ E_{\alpha,4} = \frac{1}{2q^2}(qF_{\alpha,0} - F_{\alpha,3}), \quad \alpha \in F_q. \]

Note that \( E_{0,1} = E_0 + E_1, E_{0,3} = (\frac{q}{2} + 1)E_0 + \sum_{\gamma \in F_q^*} E_{\gamma,1} \) and \( E_{0,4} = (-\frac{q}{2} + 1)E_0 + 2E_1 + \sum_{\gamma \in F_q^*} E_{\gamma,1} \). From Lemma 4.1. the following is readily obtained.

**Theorem 4.2.** The matrices \( E_0, E_1, E_{\beta,1}, E_{\alpha,2}, E_{\beta,3}, E_{\beta,4}, \alpha \in F_q, \beta \in F_q^* \), are the primitive idempotents of the symmetric association scheme.

As a direct consequence of Theorem 1.2 and Lemma 2.2, the eigenmatrices of the symmetric association scheme are determined as follows.

**Theorem 4.3.** The first and second eigenmatrices \( P, Q \) of the symmetric association scheme are given as follows:

\[
\begin{align*}
P & = \begin{pmatrix} A_{\alpha,0} & A_{\beta,1} & A_{\alpha,2} & A_{\alpha,3} \\
1 & q & q & q^2 \\
1 & q & q & -2q \\
1 & q\chi_{\beta}(\beta) & q\chi_{\beta}(\alpha) & 0 \\
1 & q\chi_{\alpha}(\beta) & -q\chi_{\alpha}(\alpha) & 0 \\
\chi_{\beta}(\alpha) & 0 & 0 & q\chi_{\beta}(\alpha) \\
\chi_{\beta}(\alpha) & 0 & 0 & -q\chi_{\beta}(\alpha)
\end{pmatrix}, \\
Q & = \begin{pmatrix} A_{\alpha,0} & A_{\beta,1} & A_{\alpha,2} & A_{\alpha,3} & A_{\alpha,4} \\
1 & \frac{q}{2} & \frac{q}{2} + 1 & \frac{q}{2} + 1 & (\frac{q}{2} + 1)q\chi_{\beta}(\alpha) \\
1 & \frac{q}{2} & (\frac{q}{2} + 1)\chi_{\beta}(\beta) & (\frac{q}{2} + 1)\chi_{\alpha}(\alpha) & 0 \\
1 & \frac{q}{2} & (\frac{q}{2} + 1)\chi_{\beta}(\alpha) & -\frac{q}{2} + 1)\chi_{\alpha}(\alpha) & 0 \\
1 & -1 & 0 & 0 & (\frac{q}{2} + 1)\chi_{\beta}(\alpha) \\
\end{pmatrix},
\end{align*}
\]

where \( \alpha, \alpha' \in F_q, \beta, \beta' \in F_q^* \).
Proof. The formula for the second eigenmatrix $Q$ is derived from Theorem 4.2. Since the valencies of $A_{\alpha,0}, A_{\beta,1}, A_{\alpha,2}, A_{\alpha,3}$ are respectively $1, q, q^2$, the formula for the first eigenmatrix $P$ follows from Lemma 2.2.

As a corollary of the formula for the first eigenmatrix $P$, we obtain several commuting strongly regular graphs. In order to describe the eigenmatrix, we need the notion of the permutation automorphism group of Sylvester-type Hadamard matrices. Define the permutation automorphism group of the Sylvester-type Hadamard matrix $K = (\chi_{\beta}(\alpha))_{\alpha,\beta \in \mathbb{F}_q}$ by

$$PAut(K) = \{(\sigma, \tau) \in S(\mathbb{F}_q) \times S(\mathbb{F}_q) \mid \chi_{\tau(\beta)}(\sigma(\alpha)) = \chi_\beta(\alpha) \text{ for any } \alpha, \beta \in \mathbb{F}_q\},$$

where $S(\mathbb{F}_q)$ denotes the set of all permutations on the set $\mathbb{F}_q$. Note that for $(\sigma, \tau) \in PAut(K)$, $\sigma(0) = \tau(0) = 0$.

**Corollary 4.4.** For any $\sigma \in S(\mathbb{F}_q)$, the set of matrices $\{A_{\alpha,0} + A_{\alpha,1}, A_{\alpha,2} + A_{\alpha,3} \mid \alpha \in \mathbb{F}_q\}$ is a commutative strongly regular decomposition.

If there exists $\tau \in S(\mathbb{F}_q)$ such that $(\sigma, \tau) \in PAut(K)$, then the eigenmatrix is given by

$$P = \begin{pmatrix} A_{0,0} & \sum_{\alpha \in \mathbb{F}_q} (A_{\alpha,0} + A_{\alpha,1}) & A_{\alpha,2} + A_{\alpha,3} \\ E_0 & 1 & q^2 - 1 & q^2 + q \\ E_1 + E_2 & 1 & q^2 - 1 & -q \\ E_{\beta',1} + E_{\tau(\beta')3} & 1 & -1 & q\chi_{\beta'}(\alpha) \\ E_{\beta',2} + E_{\tau(\beta')4} & 1 & -1 & -q\chi_{\beta'}(\alpha) \end{pmatrix}.$$  

If there does not exist $\tau \in S(\mathbb{F}_q)$ such that $(\sigma, \tau) \in PAut(K)$, then the eigenmatrix is given by

$$P = \begin{pmatrix} A_{0,0} & \sum_{\alpha \in \mathbb{F}_q} (A_{\alpha,0} + A_{\alpha,1}) & A_{\alpha,2} + A_{\alpha,3} \\ E_0 & 1 & q^2 - 1 & q^2 + q \\ E_1 + E_2 & 1 & q^2 - 1 & -q \\ E_{\beta',1} & 1 & -1 & q\chi_{\beta'}(\alpha) \\ E_{\beta',2} & 1 & -1 & -q\chi_{\beta'}(\alpha) \\ E_{\beta',3} & 1 & -1 & q\chi_{\beta'}(\sigma(\alpha)) \\ E_{\beta',4} & 1 & -1 & -q\chi_{\beta'}(\sigma(\alpha)) \end{pmatrix}.$$  

In both cases above, $\alpha, \alpha' \in \mathbb{F}_q$ and $\beta, \beta' \in \mathbb{F}_q^*$.  
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A Intersection numbers

We calculate the intersection numbers of the symmetric association schemes. Let $\alpha, \beta \in \mathbb{F}_q$.

Proposition 3.5 (i):

\[
A_{\alpha,0}A_{\beta,0} = I_{q(q+2)} \otimes \phi(\alpha + \beta) = A_{\alpha+\beta,0}.
\]

\[
A_{\alpha,0}A_{1,1} = I_{q^2+2} \otimes ((I_q \otimes \phi(\alpha))C_{y,\beta}) = I_{q^2+2} \otimes C_{y,\beta} = A_{1,1}.
\]

\[
A_{\alpha,0}A_{\beta,2} = P_y \otimes ((I_q \otimes \phi(\alpha))C_{y,\beta}) = P_y \otimes C_{\alpha,\beta} = A_{\beta,2}.
\]

\[
A_{\alpha,0}A_{\beta,3} = (I_{q+2} \otimes (I_q \otimes \phi(\alpha)))(N_{\beta} - P_y \otimes C_{y,\beta})
= ((C_{L(a,a')}, \alpha+\beta))a,a' \in S - P_y \otimes C_{y,\alpha+\beta}
= N_{\alpha+\beta} - P_y \otimes C_{y,\alpha+\beta}
= A_{\alpha+\beta,3}.
\]

Proposition 3.5 (ii):

\[
A_{\alpha,2}A_{\beta,2} = (I_{q+2} \otimes C_{y,\alpha})(I_{q+2} \otimes C_{y,\beta}) = qI_{q^2+2} \otimes C_{y,\alpha+\beta} = qA_{\alpha+\beta,1}.
\]

\[
A_{\alpha,1}A_{\beta,2} = qI_{q^2+2} \otimes C_{y,\alpha+\beta} = qA_{\alpha+\beta,2}.
\]

\[
A_{\alpha,2}A_{\beta,3} = (P_y \otimes C_{y,\alpha})(P_y \otimes C_{y,\beta}) = qI_{q^2+2} \otimes C_{y,\alpha+\beta} = qA_{\alpha+\beta,1}.
\]

Proposition 3.5 (iii):

\[
A_{\alpha,1}A_{\beta,3} = (I_{q+2} \otimes C_{y,\alpha})(N_{\beta} - P_y \otimes C_{y,\beta})
= (I_{q+2} \otimes C_{y,\alpha})N_{\beta} - P_y \otimes (C_{y,\alpha}C_{y,\beta})
= ((J_{q+2} - I_{q+2} - P_y) \otimes J_{q^2} + qI_{q^2+2} \otimes C_{y,\alpha+\beta}) - qP_y \otimes C_{y,\alpha+\beta}
= (J_{q+2} - I_{q+2} - P_y) \otimes J_{q^2}
= \sum_{\gamma \in \mathbb{F}_q} A_{\gamma,3}.
\]

\[
A_{\alpha,2}A_{\beta,3} = (P_y \otimes C_{y,\alpha})(N_{\beta} - P_y \otimes C_{y,\beta})
= (P_y \otimes C_{y,\alpha})N_{\beta} - (P_y \otimes C_{y,\alpha}) \otimes (P_y \otimes C_{y,\beta})
= (J_{q+2} - I_{q+2} - P_y) \otimes J_{q^2} + qI_{q^2+2} \otimes C_{y,\alpha+\beta}) - qI_{q^2+2} \otimes C_{y,\alpha+\beta}
= (J_{q+2} - I_{q+2} - P_y) \otimes J_{q^2}
= \sum_{\gamma \in \mathbb{F}_q} A_{\gamma,3}.
\]

We use the following formula for the permutation matrices.

\[
\sum_{\alpha,\beta \in \mathbb{F}_q, \alpha \neq \beta} P_{\alpha}P_{\beta} = \sum_{\alpha \in \mathbb{F}_q} P_{\alpha}(\sum_{\beta \in \mathbb{F}_q, \beta \neq \alpha} P_{\beta})
= \sum_{\alpha \in \mathbb{F}_q} P_{\alpha}(J_{q^2+2} - I_{q^2+2} - P_{\alpha} - P_y)
= \sum_{\alpha \in \mathbb{F}_q} (J_{q^2+2} - P_{\alpha} - I_{q^2+2} - P_y)P_{\alpha}
= q(J_{q^2+2} - I_{q^2+2}) - (\sum_{\alpha \in \mathbb{F}_q} P_{\alpha})(I_{q^2+2} + P_y)
= q(J_{q^2+2} - I_{q^2+2}) - (J_{q^2+2} - I_{q^2+2} - P_y)(I_{q^2+2} + P_y)
= (q - 2)(J_{q^2+2} - I_{q^2+2}) + 2P_y.
\]
This yields

$$A_{\alpha,3}A_{\beta,3} = \left(\sum_{\gamma \in \mathbb{F}_q} P_\gamma \otimes C_{\gamma,\alpha}\right) \left(\sum_{\gamma' \in \mathbb{F}_q} P_{\gamma'} \otimes C_{\gamma',\beta}\right)$$

$$= \sum_{\gamma,\gamma' \in \mathbb{F}_q} P_\gamma P_{\gamma'} \otimes C_{\gamma,\alpha} C_{\gamma',\beta}$$

$$= q \sum_{\gamma \in \mathbb{F}_q} I_{q+2} \otimes C_{\gamma,\alpha+\beta} + \sum_{\gamma,\gamma' \in \mathbb{F}_q, \gamma \neq \gamma'} P_\gamma P_{\gamma'} \otimes J_{q^2}$$

$$= qI_{q+2} \otimes (qI_q \otimes \phi(\alpha + \beta) + (J_q - I_q) \otimes J_q) + ((q - 2)(J_{q+2} - I_{q+2}) + 2P_q) \otimes J_{q^2}$$

$$= q^2 I_{q+2} \otimes (q(\alpha + \beta) + qI_{q+2} \otimes (J_q - I_q) \otimes J_q + ((q - 2)(J_{q+2} - I_{q+2}) \otimes J_{q^2} + 2P_q \otimes J_{q^2}$$

$$= q^2 A_{\alpha+\beta,0} + \sum_{\gamma \in \mathbb{F}_q} (q(-A_{\gamma,0} + A_{\gamma,1} + A_{\gamma,2}) + (q - 2)A_{\gamma,3})$$

### B  Krein numbers

We calculate the entrywise product of the primitive idempotents. From the equations below, we may find the Krein numbers for the symmetric association scheme by making use of $E_{0,1} = E_0 + E_1$, $E_{0,3} = (\frac{q}{2} + 1)E_0 + \sum_{\gamma \in \mathbb{F}_q} E_{\gamma,1}$, $E_{0,4} = (-\frac{q}{2} + 1)E_0 + 2E_1 + \sum_{\gamma \in \mathbb{F}_q} E_{\gamma,1}$.

For $\alpha, \alpha' \in \mathbb{F}_q, \beta, \beta' \in \mathbb{F}_q^*$, the following are readily obtained by Theorem 4.3:

$$E_1 \circ E_1 = \frac{1}{(q + 2)q^2} \left(\frac{q}{2} E_0 + \frac{q - 2}{2} E_1\right)$$

$$E_1 \circ E_{\beta,1} = \frac{1}{(q + 2)q^2} \left(\frac{q}{2} E_{\beta,1}\right)$$

$$E_1 \circ E_{\alpha,2} = \frac{1}{(q + 2)q^2} \left(\frac{q}{2} E_{\alpha,2}\right)$$

$$E_1 \circ E_{\beta,3} = \frac{1}{(q + 2)q^2} \left(\frac{q + 2}{4} E_{\beta,3} + \frac{q - 2}{4} E_{\beta,4}\right)$$

$$E_1 \circ E_{\beta,4} = \frac{1}{(q + 2)q^2} \left(\frac{q - 2}{4} E_{\beta,3} + \frac{q + 2}{4} E_{\beta,4}\right)$$

$$E_{\beta,1} \circ E_{\beta',1} = \frac{1}{(q + 2)q^2} \left(\frac{q + 2}{2} E_{\beta + \beta',1}\right)$$

$$E_{\beta,1} \circ E_{\alpha,2} = \frac{1}{(q + 2)q^2} \left(\frac{q + 2}{2} E_{\alpha + \beta,2}\right)$$

$$E_{\alpha,2} \circ E_{\beta',2} = \frac{1}{(q + 2)q^2} \left(\frac{q + 2}{2} E_{\alpha + \alpha',1}\right)$$

$$E_{\beta,3} \circ E_{\beta',3} = E_{\beta,4} \circ E_{\beta',4} = \frac{1}{(q + 2)q^2} \left(\frac{q + 1}{2} \left(E_{\beta + \beta',3} + \frac{q - 1}{2} E_{\beta + \beta',4}\right)\right)$$

$$E_{\beta,3} \circ E_{\beta',4} = \frac{1}{(q + 2)q^2} \left(\frac{q - 1}{2} \left(E_{\beta + \beta',3} + \frac{q + 1}{2} E_{\beta + \beta',4}\right)\right)$$

$$E_{\beta,4} \circ E_{\beta',3} = \frac{1}{(q + 2)q^2} \left(\frac{q + 2}{4} E_{\beta',3} + \frac{q + 2}{4} E_{\beta',4}\right)$$

$$E_{\beta,4} \circ E_{\beta',4} = \frac{1}{(q + 2)q^2} \left(\frac{q + 2}{4} E_{\beta,3} + \frac{q + 2}{4} E_{\beta,4}\right)$$

$$E_{\alpha,2} \circ E_{\beta,3} = E_{\alpha,2} \circ E_{\beta,4} = \frac{1}{(q + 2)q^2} \left(\frac{q + 2}{4} E_{\beta,3} + \frac{q + 2}{4} E_{\beta,4}\right)$$