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Abstract

This paper is concerned with the concepts of regional controllability for the Riemann-Liouville time fractional diffusion systems of order $\alpha \in (0, 1)$. The characterizations of strategic actuators to achieve regional controllability are investigated when the control inputs emerge in the differential equations as distributed inputs. In the end, an approach to guarantee the regional controllability of the problems under consideration in the considered subregion with minimum energy control is described and successfully tested through two applications.
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1 Introduction

Recently sub-diffusion processes have attracted increasing interest since the introduction of continuous time random walks (CTRWs) in [Montroll & Weiss, 1965] and a large number of contributions have been given to them ([Mainardi et al., 2007, Metzler & Klafter, 2000], [Ge et al., 2016b, Fujishiro & Yamamoto, 2014]). Since CTRW is a random walk subordinated to a simple renewal process, by [Hilfer & Anton, 1995], it can be regarded as a generalized physical diffusion process (including the sub-diffusion process and the super-diffusion process) and there exists a closed connection between the time fractional diffusion system and the sub-diffusion process. Moreover, it is confirmed in [Metzler & Klafter, 2000] and [Mandelbrot, 1983] that the time fractional diffusion systems can be used to well characterize those sub-diffusion processes, which offer better performance not achievable before using conventional diffusion systems and surely raise many potential research opportunities at the same time.

In the case of diffusion system, it is well known that in general, not all the states can be reached in the whole domain of interest. So here, we first introduce some notations on the regional controllability of time fractional diffusion systems when the system under consideration is only exactly (or approximately) controllability on a subset of the whole space, which can be regarded as an extensions of the research work in ([El Jai et al., 1995], [Sakawa, 1974]). Besides, focusing on regional controllability would allow for a reduction in the number of physical actuators, offer the potential to reduce computational requirements in some cases, and also possible to discuss those systems which are not controllable on the whole domain, etc.

Furthermore, in [Chen & Feng, 2016, Ge et al., 2016a] and [El Jai & Pritchard, 1988], the authors have shown that the measurements and actions in practical systems can be better described by using the notion of actuators and sensors (including the location, number and spatial distribution of actuators and sensors [El Jai, 1991]). Then the contribution of this present work is on the
regional controllability of the sub-diffusion processes described by Riemann-Liouville time fractional diffusion systems of order \( \alpha \in (0, 1) \) by using the notion of actuators and sensors. As cited in [Hilfer, 2000], their applications are rich in many real life. For example, the flow through porous media ([Uchaikin & Sibatov, 2012]), or the swarm of robots moving through dense forest ([Spears & Spears, 2012]). We hope that the results here could provide some insights into the qualitative analysis of the design and configuration of fractional controller.

The rest of the paper is organized as follows. The mathematical concept of regional controllability problem is presented in the next section. Section 3 is focused on the characterizations of strategic actuators in the case of regional controllability. In Section 4, our main results on the regional controllability analysis of time fractional diffusion systems are presented and the determination of the optimal control which achieves the regional controllability is obtained. Two applications are worked out in the last section.

2 Statement of the problem

Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^n \) with smooth boundary \( \partial \Omega \) and we consider the following abstract Riemann-Liouville time fractional differential system:

\[
\begin{cases}
0 D_t^\alpha z(t) = Az(t) + Bu(t), & t \in [0, b], 0 < \alpha < 1, \\
\lim_{t \to 0^+} 0 D_t^\alpha z(t) = z_0,
\end{cases}
\]

where \( A \) generates a strongly continuous semigroup \( \{\Phi(t)\}_{t \geq 0} \) on the Hilbert space \( Z := L^2(\Omega) \), \( -A \) is a uniformly elliptic operator ([Renardy & Rogers, 2006], [Weinberger, 1962]), \( z \in L^2(0, b; Z) \) and the initial vector \( z_0 \in Z \). Here \( 0 D_t^\alpha \) and \( I_t^\alpha \) denote the Riemann-Liouville fractional order derivative and integral, respectively, given by [Kilbas et al., 2006]

\[
0 D_t^\alpha z(t) = \frac{d}{dt} I_t^{1-\alpha} z(t), \ 0 < \alpha < 1
\]

and

\[
I_t^\alpha z(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} z(s) ds, \ \alpha > 0.
\]

In addition, \( B \) is a control operator depends on the number and the structure of actuators. The control \( u \in U \) where \( U \) is a Hilbert space. In particular, if the system is excited by \( p \) actuators, one has \( u \in L^2(0, b; \mathbb{R}^p) \) and \( B : \mathbb{R}^p \to Z \).

We first recall some necessary lemmas to be used afterwards.

**Lemma 1** For any given \( f \in L^2(0, b; Z) \), \( 0 < \alpha < 1 \), a function \( v \in L^2(0, b; Z) \) is said to be a mild solution of the following system

\[
\begin{cases}
0 D_t^\alpha v(t) = \Lambda v(t) + f(t), & t \in [0, b], \\
\lim_{t \to 0^+} 0 D_t^\alpha v(t) = v_0 \in Z,
\end{cases}
\]

if it satisfies

\[
v(t) = t^{\alpha-1} K_\alpha(t) v_0 + \int_0^t (t-s)^{\alpha-1} K_\alpha(t-s) f(s) ds, \tag{5}
\]

where

\[
K_\alpha(t) = \alpha \int_0^\infty \theta \phi_\alpha(\theta) \Phi(t^\alpha \theta) d\theta. \tag{6}
\]

Here \( \{\Phi(t)\}_{t \geq 0} \) is the strongly continuous semigroup generated by operator \( A \), \( \phi_\alpha(\theta) = \frac{1}{\pi} \theta^{\alpha-1} \psi_\alpha(\theta^{-\alpha}) \) and \( \psi_\alpha \) is a probability density function defined by \( (\theta > 0) \)

\[
\psi_\alpha(\theta) = \frac{1}{\pi} \sum_{n=1}^{\infty} (-1)^{n-1} \theta^{-\alpha n-1} \frac{\Gamma(n\alpha + 1)}{n!} \sin(n\pi\alpha) \tag{7}
\]

such that ([Mainardi et al., 2007])

\[
\int_0^\infty \psi_\alpha(\theta) d\theta = 1 \quad \text{and} \quad \int_0^\infty \theta^\nu \phi_\alpha(\theta) d\theta = \frac{\Gamma(1 + \nu)}{\Gamma(1 + \alpha \nu)} \nu \geq 0.
\]

**Proof.** It follows from the Laplace transforms

\[
\widehat{\psi}_\alpha(\lambda) = \int_0^\infty e^{-\lambda s} \psi(s) ds \quad \text{and} \quad \widehat{f}(\lambda) = \int_0^\infty e^{-\lambda s} f(s) ds \tag{8}
\]

that the system (1) is equivalent to ([Lin & Lu, 2013])

\[
\lambda^\alpha \widehat{\psi}(\lambda) - v_0 - \widehat{A}(\lambda) = \widehat{f}(\lambda). \tag{9}
\]

Then

\[
\widehat{\psi}_\alpha(\lambda) = (\lambda^\alpha I - \widehat{A})^{-1}(\widehat{v}_0 + \widehat{f}(\lambda)) = \int_0^\infty e^{-\lambda s} \Phi(s) \widehat{v}_0 + \widehat{f}(\lambda)) ds. \tag{10}
\]

Consider the stable probability density function (7). By the arguments in [Mainardi et al., 2007], we see that \( \psi_\alpha(\theta)(\theta > 0) \) satisfies the following property

\[
\widehat{\psi}_\alpha(\lambda) = \int_0^\infty e^{-\lambda \theta} \psi_\alpha(\theta) d\theta = e^{-\lambda^\alpha}, \ \alpha \in (0, 1). \tag{11}
\]
Let $s = \tau^\alpha$. We obtain that

$$
\tilde{v}(\lambda) = \alpha \int_0^\infty e^{-\lambda^\alpha \tau} \Phi(\tau^\alpha) \tau^{\alpha-1} [v_0 + \tilde{f}(\lambda)] d\tau
$$

$$
= \alpha \int_0^\infty \int_0^\infty e^{-\lambda^\alpha \theta} \psi_\alpha(\theta) \Phi(\tau^\alpha) \tau^{\alpha-1} [v_0 + \tilde{f}(\lambda)] d\theta d\tau
$$

$$
= \sigma_1(v_0) + \sigma_2(f),
$$

where $\sigma_1(v_0) = \alpha \int_0^\infty \int_0^\infty e^{-\lambda^\alpha \theta} \psi_\alpha(\theta) \Phi(\tau^\alpha) \tau^{\alpha-1} d\theta d\tau v_0$ and $\sigma_2(f) = \alpha \int_0^\infty \int_0^\infty e^{-\lambda^\alpha \theta} \psi_\alpha(\theta) \Phi(\tau^\alpha) \tau^{\alpha-1} \tilde{f}(\lambda) d\theta d\tau$.

Suppose that $t = \tau \tilde{\theta}$. Then we have

$$
\sigma_1(v_0) = \alpha \int_0^\infty \int_0^\infty e^{-\lambda^\alpha \theta} \psi_\alpha(\theta) \Phi(\tau^\alpha) \tau^{\alpha-1} d\theta d\tau v_0
$$

$$
= \int_0^\infty e^{-\lambda^\alpha \theta} \alpha \int_0^\infty \psi_\alpha(\theta) \Phi(\tau^\alpha) \tau^{\alpha-1} d\theta d\tau v_0
$$

$$
= \int_0^\infty e^{-\lambda^\alpha \theta} \frac{1}{\alpha} \theta^{-1 - \frac{1}{\alpha}} \psi_\alpha(\theta^{-\frac{1}{\alpha}}) \Phi(\tau^\alpha) \tau^{\alpha-1} d\theta d\tau v_0
$$

and

$$
\sigma_2(f) = \alpha \int_0^\infty \int_0^\infty e^{-\lambda^\alpha \theta} \psi_\alpha(\theta) \Phi(\tau^\alpha) \tau^{\alpha-1} e^{-\lambda^\alpha s} f(s) d\theta d\tau
$$

$$
= \alpha \int_0^\infty \int_0^\infty e^{-\lambda^\alpha (t+s)} \psi_\alpha(\theta) \Phi(\tau^\alpha) \tau^{\alpha-1} f(s) d\theta d\tau
$$

$$
= \int_0^\infty e^{-\lambda^\alpha \theta} \int_0^\infty \psi_\alpha(\theta) \Phi \left( \frac{t+s}{\theta^\alpha} \right) \left( \frac{t+s}{\theta^\alpha} \right)^{-\alpha-1} f(s) d\theta ds dt
$$

$$
= \int_0^\infty e^{-\lambda^\alpha \theta} \frac{1}{\theta^\alpha} \theta^{-1 - \frac{1}{\alpha}} \psi_\alpha(\theta^{-\frac{1}{\alpha}}) \Phi(\tau^\alpha) \tau^{\alpha-1} f(s) d\theta ds dt.
$$

Let $\phi_\alpha(\theta) = \frac{1}{\theta^\alpha} \theta^{-1 - \frac{1}{\alpha}} \psi_\alpha(\theta^{-\frac{1}{\alpha}})$ and $K_\alpha(t) = \alpha \int_0^\infty \phi_\alpha(\theta) \Phi(t^\alpha \theta) d\theta$. Then we get

$$v(t) = t^{\alpha-1} K_\alpha(t) v_0 + \int_0^t (t-s)^{\alpha-1} K_\alpha(t-s) f(s) ds
$$

and the proof is complete.

**Lemma 2** [Dacorogna, 2007] Let $\Omega \subseteq \mathbb{R}^n$ be an open set and $C_0^\infty(\Omega)$ be the class of infinitely differentiable functions on $\Omega$ with compact support in $\Omega$ and $u \in L^2_{loc}(\Omega)$ be such that

$$
\int_{\Omega} u(x) \psi(x) dx = 0, \quad \forall \psi \in C_0^\infty(\Omega).
$$

Then $u = 0$ almost everywhere in $\Omega$.

**Lemma 3** [Klimek, 2009] Let the reflection operator $Q$ on interval $[0, b]$ be as follows:

$$Qf(t) := f(b-t).
$$

Then the following equations hold:

$$Q_0 I_0^\alpha f(t) = I_0 I_0^\alpha Qf(t), \quad Q_0 D_0^\alpha f(t) = I_0 D_0^\alpha Qf(t)
$$

and

$$a I_0^\alpha Qf(t) = Q_0 I_0^\alpha f(t), \quad a D_0^\alpha Qf(t) = Q_0 D_0^\alpha f(t).
$$

Let $\omega \subseteq \Omega$ be a given region of positive Lebesgue measure and $z_0 \in L^2(\omega)$ (the target function) be a given element. By Lemma 1, the unique mild solution $z(\cdot, u)$ of (1) can be given by

$$z(t, u) = t^{\alpha-1} K_\alpha(t) z_0 + \int_0^t (t-s)^{\alpha-1} K_\alpha(t-s) Bu(s) ds.
$$

Taking into account that (1) is a linear system, by the Proposition 3.1 in [Ge et al., 2016a], it suffices to suppose that $z_0 = 0$ in the following discussion. Let $H : L^2(0, b; \mathbb{R}^p) \to Z$ be

$$Hu = \int_0^b \frac{K_\alpha(b-s)}{(b-s)^{1-\alpha}} Bu(s) ds, \quad \forall u \in L^2(0, b; \mathbb{R}^p).
$$

In order to state the main results, the following two assumptions are supposed to hold all over the article:

(A1) $B$ is a densely defined operator and $B^*$ exists.

(A2) $(BK_\alpha(t))^*$ exists and $(BK_\alpha(t))^* = K_\alpha^*(t)B^*$.

In particular, when $B \in \mathcal{L}(\mathbb{R}^p, Z)$ is a bounded linear operator from $\mathbb{R}^p$ to $Z$, it is easy to see that (A1) and (A2) hold. Suppose that $\{\Phi^*(t)\}_{t \geq 0}$, generated by the adjoint operator of $A$, is also a strongly continuous semigroup in the space $Z$. For any $v \in L^2(\Omega)$, by $\langle Hu, v \rangle = \langle u, H^* v \rangle$, we have

$$H^* v = B^*(b-s)^{\alpha-1} K_\alpha^*(b-s) v,
$$

where $\langle \cdot, \cdot \rangle$ is the duality pairing of the space $Z$, $B^*$ is the adjoint operator of $B$ and $K_\alpha^*(t) = \alpha \int_0^\infty \theta \phi_\alpha(\theta) \Phi^*(t^\alpha \theta) d\theta$. Consider now the restriction map

$$p_\omega : L^2(\Omega) \to L^2(\omega),
$$

defined by $p_\omega z = z|_\omega$, is the projection operator on $\omega$. Then the adjoint operator of $p_\omega$ can be given by

$$p_\omega^* z(x) := \begin{cases} z(x), & x \in \omega, \\ 0, & x \in \Omega \setminus \omega. \end{cases}
$$

and we are ready to state the following definition.

**Definition 4** (i) The system (1) is said to be regionally exactly controllable on $\omega$ if for any $z_0 \in L^2(\omega)$ at time $b$,
there exists a control $u \in L^2(0, b; \mathbb{R}^p)$ such that
\[ p_\omega z(b, u) = z_b. \] (20)

(ii) The system (1) is said to be regionally approximately controllable on $\omega$ at time $b$ if for any $z_b \in L^2(\omega)$, given $\varepsilon > 0$, there exists a control $u \in L^2(0, b; \mathbb{R}^p)$ such that
\[ \|p_\omega z(b, u) - z_b\| \leq \varepsilon. \] (21)

**Proposition 5** Let $(H)$ be defined as (16). Then following properties are equivalent:

(1) The system (1) is regionally exactly controllable on $\omega$ at time $b$;
(2) $\text{im}p_\omega H = L^2(\omega)$;
(3) $\ker p_\omega + \text{im} H = Z$;
(4) For $z \in L^2(\omega)$, there exists a $\gamma > 0$ such that
\[ \|z\|_{L^2(\omega)} \leq \gamma \|H^* p_\omega^* z\|_{L^2(0, b; \mathbb{R}^p)}. \] (22)

**Proof.** Obviously, (1) $\iff$ (2).

(2) $\implies$ (3) : For any $z \in L^2(\omega)$, let $\check{z}$ be the extension of $z$ to $L^2(\Omega)$. Since $\text{im}p_\omega H = L^2(\omega)$, there exists $u \in L^2(0, b; \mathbb{R}^p)$, $z_1 \in \ker p_\omega$ such that $\check{z} = z_1 + H u$.

(3) $\implies$ (2) : For any $\check{z} \in Z$, from (3), $\check{z} = z_1 + z_2$, where $z_1 \in \ker p_\omega$ and $z_2 \in \text{im} H$. Then there exists a $u \in L^2(0, b; \mathbb{R}^p)$ such that $H u = z_2$. Hence, it follows from the definition of $p_\omega$ that $\text{im}p_\omega H = L^2(\omega)$.

(1) $\iff$ (4) : Here, we note that the equivalence between (1) and (4) can be deduced based on the following general result in [Pritchard & Wirth, 1978]:

Let $E, F, G$ be reflexive Hilbert spaces and $f \in \mathcal{L}(E, G)$, $g \in \mathcal{L}(F, G)$. Then the following two properties are equivalent:

(1) $\text{im} f \subseteq \text{img}$;
(2) $\exists \gamma > 0$ such that $\|f^* z^*\|_{F^*} \leq \gamma \|g^* z^*\|_{F^*}$, $\forall z^* \in G$.

By choosing $E = G = L^2(\omega)$, $F = L^2(0, b; \mathbb{R}^p)$, $f = \text{Id}_{L^2(\omega)}$, and $g = p_\omega H$, we then obtain the results and completes the proof.

**Proposition 6** There is an equivalence among the following properties:

(1) The system (1) is regionally approximately controllable on $\omega$ at time $b$;
(2) $\text{im}p_\omega H = L^2(\omega)$;
(3) $\ker p_\omega + \text{im} H = Z$;
(4) The operator $p_\omega H^* p_\omega^*$ is positive definite.

**Proof.** Similar to the argument in Proposition 5, we obtain that (1) $\iff$ (2) $\iff$ (3). Finally, we show that (2) $\iff$ (4). In fact, it is well known that
\[ \text{im}p_\omega H = L^2(\omega) \]
$\iff (p_\omega H u, z) = 0, \forall u \in L^2(0, b; \mathbb{R}^p)$ implies $z = 0$.

Let $u = H^* p_\omega^* z$. Then we see that
\[ \text{im}p_\omega H = L^2(\omega) \]
$\iff (p_\omega H H^* p_\omega^* z, z) = 0$ implies $z = 0$, $z \in L^2(\omega)$, i.e., the operator $p_\omega H H^* p_\omega^*$ is positive definite and the proof is complete.

**Remark 7** (1) The definition 4 can be applied to the case where $\omega = \Omega$. Note that there exists a system, which is not controllable on the whole domain but regionally controllable (see Example 5.1 below).

(2) A system which is exactly (respectively approximately) controllable on $\omega$ is exactly (respectively approximately) controllable on $\omega_1$ for every $\omega_1 \subseteq \omega$.

### 3 Regional strategic actuators

In this section, we will explore the characteristic of actuators when the system (1) is regionally approximately controllable.

As pointed out in [El Jai & Pritchard, 1988], an actuator is a couple $(D, g)$ where $D \subseteq \Omega$ is the support of the actuator and $g$ is its spatial distribution. To state our main results, it is supposed that the system under consideration is excited by $p$ actuators $(D_i, g_i)_{1 \leq i \leq p}$ and let
\[ B u = \sum_{i=1}^p p_i D_i g_i(x) u_i(t), \]
where $p \in \mathbb{N}$, $g_i(x) \in L^2(\Omega)$, $u = (u_1, u_2, \cdots, u_p)$ and $u_i(t) \in L^2(0, b)$. Then the system (1) can be rewritten as follows:
\[ \begin{cases} 0 D_t^p z(t, x) = Az(t, x) + \sum_{i=1}^p p_i D_i g_i(x) u_i(t) & \text{in } \Omega \times [0, b], \\ \lim_{t \to 0^+} z(t, x) = z_0(x) & \text{in } \Omega. \end{cases} \] (23)

Moreover, suppose that $-A$ is a uniformly elliptic operator. By [Courant & Hilbert, 1966], we get that there exists a sequence $(\lambda_j, \xi_j) : k = 1, 2, \cdots, r_j, j = 1, 2, \cdots$ such that

(1) For each $j = 1, 2, \cdots, \lambda_j$ is the eigenvalue of the operator $-A$ with multiplicities $r_j$ and
\[ 0 < \lambda_1 < \lambda_2 < \cdots < \lambda_j < \cdots, \lim_{j \to \infty} \lambda_j = \infty. \]
For each \( j = 1, 2, \ldots, \xi_k \) \((k = 1, 2, \ldots, r_j)\) is the orthonormal eigenfunction corresponding to \( \lambda_j \), i.e.,
\[
(\xi_{km}, \xi_{kn}) = \begin{cases} 
1, & k_m = k_n, \\
0, & k_m \neq k_n,
\end{cases}
\]
where \( 1 \leq k_m, k_n \leq r_j, m, n \in \mathbb{N} \) and \((\cdot, \cdot)\) is the inner product of space \( L^2(\Omega) \).

Then we see that the strongly continuous semigroup \( \{\Phi(t)\}_{t \geq 0} \) on \( Z \) generated by \( A \) is
\[
\Phi(t)z(x) = \sum_{j=1}^{\infty} \sum_{r_j} \exp(-\lambda_j t)(z, \xi_{jk})\xi_{jk}(x), \quad x \in \Omega \quad (24)
\]
and the sequence \( \{\xi_{jk}, k = 1, 2, \ldots, r_j, j = 1, 2, \ldots\} \) is an orthonormal basis in \( L^2(\Omega) \), then for any \( z(x) \in L^2(\Omega) \), it can be expressed as
\[
z(x) = \sum_{j=1}^{\infty} \sum_{r_j} \sum_{n=1}^{r_j} \Phi(t)z(x) = \sum_{j=1}^{\infty} \sum_{r_j} \sum_{n=1}^{r_j} \exp(-\lambda_j t)(z, \xi_{jk})\xi_{jk}(x).
\]

**Definition 8** An actuators (or a suite of actuators) is said to be \( \omega \)-strategic if the system under consideration is regionally approximately controllable on \( \omega \).

Before showing our main result in this part, from Eq.(6) and Eq.(24), for any \( z \in L^2(\Omega) \), we have
\[
K_\alpha(t)z(x) = \sum_{j=1}^{N} \sum_{r_j} \sum_{n=1}^{r_j} \Phi(t)z(x) = \sum_{j=1}^{N} \sum_{r_j} \sum_{n=1}^{r_j} \exp(-\lambda_j t)(z, \xi_{jk})\xi_{jk}(x).
\]
Moreover, If \( \alpha, \beta \in \mathbb{C} \) such that \( \text{Re} \alpha > 0, \text{Re} \beta > 1 \), then (see Section 2.3.4 in [Mathai \& Haubold, 2008], or Section 5.1.1 in [Gorenflo et al., 2014])
\[
\alpha E_{\alpha,\beta}^2 = E_{\alpha,\beta-1} - (1 + \alpha - \beta)E_{\alpha,\beta}.
\]

It follows that
\[
K_\alpha(t)z(x) = \sum_{j=1}^{\infty} \sum_{r_j} \sum_{n=1}^{r_j} \exp(-\lambda_j t)(z, \xi_{jk})\xi_{jk}(x)
\]
and
\[
\int _0^t (t-\tau)^{\alpha - 1} E_{\alpha,\beta} \sum_{j=1}^{\infty} \sum_{r_j} \sum_{n=1}^{r_j} \exp(-\lambda_j t)(z,\xi_{jk})\xi_{jk}(x) d\tau = \sum_{j=1}^{\infty} \sum_{r_j} \sum_{n=1}^{r_j} \exp(-\lambda_j t)(z,\xi_{jk})\xi_{jk}(x).
\]

Moreover, since \( p \geq r \) and \( \text{rank} G_j = r_j, j = 1, 2, \ldots. \) (29)

**Proof.** For any given \( b > 0 \) and all \( u \in L^2(0, b; \mathbb{R}^p) \), suppose that \( z \in L^2(\omega) \) satisfies
\[
\langle p_{g_k} u \rangle = \sum_{j=1}^{\infty} \sum_{k=1}^{r_j} \sum_{n=1}^{r_j} \int_0^t \frac{E_{\alpha,\beta}(\alpha(n + 1))}{\Gamma(\alpha(n + 1))} (z, \xi_{jk})\xi_{jk}(x) d\tau = 0.
\]
where \( \xi_{jk} = (\xi_{jk}, \xi_{jk}) \in L^2(\omega) \), \( j = 1, 2, \ldots, k = 1, 2, \ldots, r_j \). Moreover, since \( u = (u_1, u_2, \ldots, u_p) \) in (30) is arbitrary,
Lemma 2 leads us to
\[ \sum_{j=1}^{\infty} \sum_{k=1}^{r_j} t^{\alpha-1} E_{\alpha,\alpha}(-\lambda_j t^\alpha) g^j_k z_{jk} = 0. \] (31)

Then we see that the suite of actuators \((D_i, g_i)_{1 \leq i \leq p}\) is \(\omega\)-strategic if and only if for any \(z_* \in L^2(\omega)\), one has
\[ \sum_{j=1}^{\infty} t^{\alpha-1} E_{\alpha,\alpha}(-\lambda_j t^\alpha) G_j z_j = 0, \quad i = 1, 2, \ldots, p, t \in [0, b] \]
\[ \Rightarrow z_* = 0, \quad \text{where} \quad 0 = (0, 0, \ldots, 0) \in \mathbb{R}^p, \quad z_j = (z_{j1}, z_{j2}, \ldots, z_{jr_j})^T \text{is a vector in } \mathbb{R}^{r_j} \text{ and } j = 1, 2, \ldots. \]

Finally, since \(t^{\alpha-1} E_{\alpha,\alpha}(-\lambda_j t^\alpha) > 0\) for all \(t \geq 0, j = 1, 2, \ldots\), we then show our proof by using the Reductio and absurdum.

a) If the actuators \((D_i, g_i)_{1 \leq i \leq p}\) are not \(\omega\)-strategic, i.e., the system (1) is not regionally approximately controllable on \(\omega\). There exists a \(z_{j+k} \neq 0\) satisfying
\[ G_j z_j = 0. \] (32)

Then if \(p \geq r = \max\{r_j\}\), we see that
\[ \text{rank } G_j < r_j. \] (33)

b) On the contrary, if \(p \geq r = \max\{r_j\}\) and \(\text{rank } G_j < r_j\) for some \(j = 1, 2, \ldots\), there exists a nonzero element \(\tilde{z} \in L^2(\omega)\) with \(\tilde{z}_j = (\tilde{z}_{j1}, \tilde{z}_{j2}, \ldots, \tilde{z}_{jr_j})^T \in \mathbb{R}^{r_j}\) such that
\[ G_j \tilde{z}_j = 0. \] (34)

Then there exists a nonzero element \(\tilde{z} \in L^2(\omega)\) satisfying
\[ \sum_{j=1}^{\infty} t^{\alpha-1} E_{\alpha,\alpha}(-\lambda_j t^\alpha) G_j \tilde{z}_j = 0, \quad t \geq 0. \] (35)

This implies that \(\overline{\text{im} p, H} \neq L^2(\omega)\) and the suite of actuators \((D_i, g_i)_{1 \leq i \leq p}\) is not \(\omega\)-strategic. The proof is complete.

**Remark 10**

1) The system (1) with \(\alpha = 1\),
\[ A = - \left( \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial x_2^2} + \cdots + \frac{\partial^2}{\partial x_n^2} \right) + q \]
and \(q(x)\) being Hölder continuous on the compact domain of \(\mathbb{R}^n\) is discussed in [Sakawa, 1974], which can be considered as a particular case of our results.

2) If the multiplicity of the eigenvalues \(\lambda_j\) of the operator \(-A\) is infinite for some \(j = 1, 2, \cdots\) and if the system (1) is regionally approximately controllable, then the number of the control functions should not be finite.

4 An approach for regional target control

The purpose of this section is to present an approach on how to achieve the regional approximate controllability on \(\omega\) with the minimum control energy to steer the system (1) from the initial vector \(z_0\) to a target function \(z_b\) in the region \(\omega\). The method used here is the Hilbert uniqueness methods (HUMs) [Lions, 1971].

Let \(U_b\) be the closed convex set defined by
\[ U_b = \{ u \in L^2(0, b; \mathbb{R}^p) : p_\omega(z(b, u) = z_b) \}. \] (36)

Consider the following minimization problem
\[ \inf_u J(u) = \inf_u \left\{ \int_0^b \|u(t)\|_{\mathbb{R}^p}^2 \, dt : u \in U_b \right\}. \] (37)

Next, we show a direct approach to the solution of the regional controllability problem with minimum control energy by utilizing the HUMs.

Let \(G\) and \(E\) be the sets given by
\[ G = \{ g \in L^2(\Omega) : g = 0 \text{ in } \Omega \setminus \omega \} \] (38)
and
\[ E = \{ e \in L^2(\Omega) : e = 0 \text{ in } \omega \}. \] (39)

Then for \((g, e) \in G \times E\), we have
\[ (g, e) = \int_\Omega g \, dx = \int_\Omega g \, dx + \int_\Omega g \, dx = 0. \] (40)

Moreover, for any \(g \in G\), consider the system
\[ \left\{ \begin{array}{l} Q_i D_b^{\alpha} \varphi(t) = A^* Q \varphi(t), \quad t \in [0, b], \\ \lim_{t \to 0^+} Q_i D_b^{\alpha-1} \varphi(t) = p^*_\omega g \end{array} \right\} \] (41)
and the semi-norm on \(G\)
\[ g \in G \rightarrow \|g\|^2_G = \int_0^b \|B^* \varphi(t)\|^2 \, dt, \] (42)
where the reflective operator \(Q\) is defined in (13).

**Lemma 11** (42) defines a norm on \(G\) if the system (1) is regionally approximately controllable on \(\omega\).
Proof. For any \( g \in G \), by Lemma 3, we see that system (41) can be rewritten as
\[
\begin{aligned}
\begin{cases}
0D_t^\alpha Q_\varphi(t) = A^*Q_\varphi(t), & t \in [0,b], \\
\lim_{t \to 0^+} 0D_t^{\alpha-1}Q_\varphi(t) = p^*_\omega g
\end{cases}
\end{aligned}
\]  
and its unique mild solution is
\[
\varphi(t) = (b-t)^{\alpha-1}K_\alpha^*(b-t)p^*_\omega g.
\]  
Moreover, if the system (1) is regionally approximately controllable on \( \omega \), we have
\[
\ker H^*p^*_\omega = \{0\},
\]  
i.e.,
\[
B^*(b-s)^{\alpha-1}K_\alpha^*(b-s)p^*_\omega g = 0 \Rightarrow g = 0.
\]  
Hence, for any \( g \in G \), it follows from
\[
\|g\|^2_G = \int_0^b \|B^*K_\alpha^*(b-s)p^*_\omega g\|^2\,ds = 0
\]
that \( \|\cdot\|_G \) is a norm of space \( G \) and the proof is complete.

In addition, consider the following system
\[
\begin{aligned}
\begin{cases}
0D_t^\alpha \psi(t) = A\psi(t) + BB^*\varphi(t), & t \in [0,b], \\
\lim_{t \to 0^+} 0D_t^{\alpha-1}\psi(t) = 0
\end{cases}
\end{aligned}
\]  
which is controlled by the solution of the system (41). Let \( \Lambda : G \to E^+ \) be
\[
\Lambda g = p_\omega \psi(b).
\]  
Suppose that \( \tilde{\psi}(t) \) satisfies
\[
\begin{aligned}
\begin{cases}
0D_t^\alpha \tilde{\psi}(t) = A\tilde{\psi}(t), \\
\lim_{t \to 0^+} \tilde{\psi}(t) = z_0.
\end{cases}
\end{aligned}
\]  
For all \( z_0 \in L^2(\omega) \), we see that \( z_0 = p_\omega \left[ \psi(b) + \tilde{\psi}(b) \right] \) and the regional controllability problem is equivalent to solving the equation
\[
\Lambda g := z_b - p_\omega \tilde{\psi}(b),
\]  
and the regional controllability problem is equivalent to

Theorem 12 If the system (1) is regionally approximately controllable on \( \omega \), then for any \( z_0 \in L^2(\omega) \), (50) has a unique solution \( g \in G \) and the control
\[
u^*(t) = B^*\varphi(t)
\]  
steers the system (1) to \( z_b \) at time \( b \) in \( \omega \). Moreover, \( u^* \) solves the minimum problem (37).

Proof. By Lemma 11, we see that if the system (1) is regionally approximately controllable on \( \omega \), then \( \| \cdot \|_G \) is a norm of space \( G \). Let the completion of \( G \) with respect to the norm \( \| \cdot \|_G \) again by \( G \). Then we will show that (50) has a unique solution in \( G \).

For any \( g \in G \), it follows from the definition of operator \( \Lambda \) in (48) that
\[
\langle g, \Lambda g \rangle = \langle g, p_\omega \psi(b) \rangle
= \left\langle g, p_\omega \int_0^b (b-s)^{\alpha-1}K_\alpha(b-s)Bu^*(s)\,ds \right\rangle
= \int_0^b \left\langle \langle g, p_\omega (b-s)^{\alpha-1}K_\alpha(b-s)Bu^*(s) \rangle \right\rangle \,ds
= \int_0^b \|B^*\varphi(t)\|^2\,ds = \|g\|^2_G.
\]  
Hence, \( \Lambda : G \to E^+ \) is one to one. It follows from Theorem 2.1 in [Lions, 1971] that (50) admits a unique solution in \( G \).

Further, let \( u = u^* \) in problem (1), one has \( p_\omega z(b, u^*) = z_b \). Then for any \( u_1 \in L^2([0,b,\mathbb{R}^p]) \) with \( p_\omega z(b, u_1) = z_b \), we obtain that \( p_\omega [z(b, u^*) - z(b, u_1)] = 0 \). Moreover, for any \( g \in G \), we have \( \langle g, p_\omega [z(b, u^*) - z(b, u_1)] \rangle = 0 \) and
\[
0 = \left\langle p_\omega g, \int_0^b (b-s)^{\alpha-1}K_\alpha(b-s)Bu^*(s) - u_1(s)\,ds \right\rangle
= \int_0^b \langle B^* (b-s)^{\alpha-1}K_\alpha(b-s)p^*_\omega g, u^*(s) - u_1(s) \rangle \,ds
= \int_0^b \langle B^* \varphi(t), u^*(s) - u_1(s) \rangle \,ds.
\]  
By the Theorem 1.3 in [Lions, 1971], it then follows from
\[
J'(u^*) \cdot (u^* - u_1) = 2\int_0^b \langle u^*(s), u^*(s) - u_1(s) \rangle \,ds
= 2\int_0^b \langle B^* \varphi(t), u^*(s) - u_1(s) \rangle \,ds
= 0,
\]  
that \( u^* \) solves the minimum energy problem (37) and the proof is complete.
5 Examples

This section aims to present two examples to show the effectiveness of our obtained results.

Example 5.1.

Let us consider the following one dimensional time fractional order differential equations of order \( \alpha \in (0,1) \) with a zone actuator to show (1) of Remark 7.

\[
\begin{align*}
\left\{
\begin{array}{l}
0D_t^\alpha z(x,t) &= \frac{\partial^2}{\partial x^2} z(x,t) + p_{[a_1,a_2]} u(t) \text{in } [0,1] \times [0,b], \\
\lim_{t \to 0^+} z(x,t) &= z_0(x) \text{ in } [0,1], \\
(\omega a + b - t)z(t) &= z(1,t) = 0 \text{ in } [0,b],
\end{array}
\right.
\end{align*}
\]

where \( Bu = p_{[a_1,a_2]} u \) and \( 0 \leq a_1 \leq a_2 \leq 1 \). Moreover, we see that \(-A = -\frac{\partial^2}{\partial x^2}\) with \( \lambda_i = i^2 \pi^2, \xi_i(x) = \sqrt{2} \sin(i \pi x), \Phi(t)z = \sum_{i=1}^{\infty} \exp(\lambda_i t)(z, \xi_i)_{L^2(0,1)} \xi_i \) and

\[
K_0(t)z(x) = \sum_{i=1}^{\infty} E_{\alpha,\alpha}(-\lambda_i t^{\alpha})(z, \xi_i)_{L^2(0,1)} \xi_i(x).
\]

Since \( A = -\frac{\partial^2}{\partial x^2} \) is a self-adjoint operator, we have

\[
\begin{align*}
(H^*z)(t) &= \left[B^*(b - t)^{-\alpha - 1}K_0^* (b - t) \right] z(t) \\
&= B^*(b - t)^{-\alpha - 1} \sum_{i=1}^{\infty} E_{\alpha,\alpha}(-\lambda_i (b - t)^{-\alpha})(z, \xi_i)_{L^2(0,1)} \xi_i(x) \\
&= (b - t)^{-\alpha - 1} \sum_{i=1}^{\infty} E_{\alpha,\alpha}(-\lambda_i (b - t)^{-\alpha})(z, \xi_i) \int_{a_1}^{a_2} \xi_i(x) dx.
\end{align*}
\]

By \( \int_{a_1}^{a_2} \xi_i(x) dx = \frac{\sqrt{2}}{i \pi} \sin \frac{i \pi (a_1 + a_2)}{2} \sin \frac{i \pi (a_2 - a_1)}{2} \), we get that \( \text{Ker}(H^*) = \{0\} \) \( (\text{Im}(H) \neq L^2(\omega)) \) when \( a_2 - a_1 \in Q \). Then the system (53) is not controllable on \([0,1]\).

Next, we show that there exists a sub-region \( \omega \subseteq \Omega \) such that the system (53) is possible regional controllability in \( \omega \) at time \( b \).

Without loss of generality, let \( a_1 = 0, a_2 = 1/2, z_\omega = \xi_k, (k = 4j, j = 1, 2, 3, \ldots) \). Based on the argument above, \( z_\omega \) is not reachable on \( \Omega = [0,1] \). However, since

\[
E_{\alpha,\alpha}(t) > 0 \quad (t \geq 0) \quad \text{and} \quad \int_{0}^{1/2} \xi_k(x) dx = \frac{\sqrt{2}}{i \pi} (1 - \cos(i \pi/2)),
\]

we see that

\[
\begin{align*}
(\omega a + b - t)z(t) &= z(1,t) = 0 \text{ in } [0,b],
\end{align*}
\]

Then \( z_\omega \) is possible regional controllability in \( \omega = [1/4, 3/4] \) at time \( b \).

Example 5.2.

Consider the following time fractional differential equations with a pointwise actuator

\[
\begin{align*}
\left\{
\begin{array}{l}
0D_t^\alpha z(x,t) &= \frac{\partial^2}{\partial x^2} z(x,t) + \delta(x - \sigma) \text{in } [0,1] \times [0,b], \\
\lim_{t \to 0^+} z(x,t) &= z_0(x) \text{ in } [0,1], \\
(\omega a + b - t)z(t) &= z(1,t) = 0 \text{ in } [0,b],
\end{array}
\right.
\end{align*}
\]

which is excited by a pointwise control located at \( \sigma \in [0,1] \). Here \( A = \frac{\partial^2}{\partial x^2} \) generates a strongly continuous semigroup. In addition, for any \( g \in G \), by Lemma 11, we see that

\[
g \to \|g\|^2_G \geq \int_{0}^{b} \| \varphi(s) \|^2 ds
\]

defines a norm on \( G \), where \( \varphi \) is the unique mild solution of the following problem

\[
\begin{align*}
Q_1D_t^\alpha \varphi(t) &= A^*Q_\varphi(t), \quad t \in [0,b], \\
\lim_{t \to 0^+} Q_1D_t^\alpha \varphi(t) &= p_{\omega}^* g.
\end{align*}
\]

Now if we consider the following system

\[
\begin{align*}
0D_t^\alpha \psi(t) &= A\psi(t) + \delta(x - \sigma)\varphi(\sigma, t), \quad t \in [0,b], \\
\lim_{t \to 0^+} 0D_t^\alpha \psi(t) &= 0.
\end{align*}
\]

Let \( \omega \subseteq [0,1] \) be a subinterval and let \( \Lambda : G \to H^\perp \) be

\[
\Lambda_\omega = p_{\omega}^* \psi(b).
\]

Then the regional controllability of the example (54) is equivalent to solving the equation

\[
\Lambda_\omega := z_b - p_{\omega}^* \psi(b), \quad \forall z_b \in L^2(\omega)
\]
where $\tilde{\psi}(t)$ is the solution of the following system
\[
\begin{align*}
\begin{cases}
0D_0^\alpha \tilde{\psi}(t) = A\tilde{\psi}(t), & t \in [0, b], \\
\lim_{t \to 0^+} \tilde{\psi}(t) = z_0.
\end{cases}
\end{align*}
\] (59)

Thus, by Theorem 12, we can conclude that if the example (54) is regionally approximately controllable on some subregion of $[0, 1]$, for any $z_b \in L^2(\omega)$, (58) admits a unique solution $g \in G$. Moreover, the control
\[
u^*(t) = \varphi(\sigma, t)
= \sum_{i=1}^{\infty} (b-t)^{\alpha-1} E_{\alpha,\alpha}(-\lambda_i(b-t)^{\alpha})(p^*_\omega g, \xi_i)\xi_i(\sigma)
\]
steers (54) to $z_b$ at time $b$ and $u^*$ solves the minimum control energy problem (37).

6 CONCLUSIONS

The purpose of this paper is to investigate the regional controllability of the Riemann-Liouville time fractional diffusion equations of order $\alpha \in (0, 1)$. The characterizations of strategic actuators when the control inputs appear in the differential equations as distributed inputs and an approach on the regional controllability with minimum energy of the problems (1) are solved. Since $E_1(t) = e^t, t \geq 0$, together with (27), we get that our results can be regarded as the extension of the results in [El Jai et al., 1995] and [Sakawa, 1974].

Moreover, the results presented here can also be extended to complex fractional order distributed parameter dynamic systems. For instance, the problem of constrained regional control of fractional order diffusion systems with more complicated regional sensing and actuation configurations are of great interest. For more information on the potential topics related to fractional distributed parameter systems, we refer the readers to [El Jai et al., 1995] and the references therein.
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