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Abstract. We consider generalized gradients in the general context of $G$-structures. They are natural first order differential operators acting on sections of vector bundles associated to irreducible $G$-representations. We study their geometric properties and show in particular their conformal invariance.
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1. Introduction

The purpose of this note is to introduce generalized gradients associated to $G$-structures and to study their geometric properties. Our main result is their conformal invariance (see Propositions 3.6 and 3.7).

The classical notion of generalized gradients, also called Stein-Weiss operators, was first introduced by Stein and Weiss, [23], on an oriented Riemannian manifold, as a generalization of the Cauchy-Riemann equations. They are first order differential operators acting on sections of vector bundles associated to irreducible representations of the special orthogonal group (or of the spin group, if the manifold is spin), which are given by the following universal construction: one projects onto an irreducible subbundle the covariant derivative induced on the associated vector bundle by the Levi-Civita connection (or, more generally, by any metric connection).

Some of the most important first order differential operators which naturally appear in geometry are, up to normalization, particular cases of generalized gradients. For example, on a Riemannian manifold, the exterior differential acting on differential forms, its formal adjoint, the codifferential, and the conformal Killing operator on 1-forms are generalized gradients. On a spin manifold, classical examples of generalized gradients are the Dirac operator, the twistor (or Penrose) operator and the Rarita-Schwinger operator.

An essential property of generalized gradients is their invariance at conformal changes of the metric. This property was noticed for the first time in 1974 by Hitchin, [10], in the case of the Dirac and the twistor operator in spin geometry and it turned out to have important consequences in physics. Two years later, Fegan, [7], showed that, up to the composition with a bundle map, the only conformally invariant first order differential operators between vector bundles associated to the bundle of oriented frames are the generalized gradients. Further results in this direction were obtained by Homma, [11], [12], [14], for the conformal invariance of generalized gradients associated to $U(n)$, $Sp(n)$ and $Sp(1) \cdot Sp(n)$-structures. For these
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subgroups, Homma’s proof of conformal invariance is given by explicit computations based on the relationship between the enveloping algebra of the Lie algebra of $G$ and the algebraic structure of the principal symbols of generalized gradients.

We propose in this note a unitary proof of the conformal invariance for the known cases and, more generally, for all $G$-generalized gradients, where the $G$-structure is any of the interesting geometric structures that are mostly encountered in literature, i.e. $G$ is one of the groups: $\text{SO}(n)$, $\text{U}(\frac{n}{2})$, $\text{SU}(\frac{n}{2})$, $\text{Sp}(\frac{n}{2})$, $\text{Sp}(1) \cdot \text{Sp}(\frac{n}{2})$, $G_2$ or $\text{Spin}(7)$. The main tools of our proof are the Weyl structures and the so-called conformal weight operator. We mention that such an approach was suggested by Gauduchon, [29], for the case of $\text{SO}(n)$-generalized gradients. We also give some consequences and applications of the conformal invariance of $G$-generalized gradients.
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2. Generalized Gradients of $G$-Structures

We first briefly recall the general construction of generalized gradients given by Stein and Weiss, [23], on an oriented Riemannian (spin) manifold, i.e. for the structure group $\text{SO}(n)$ (or $\text{Spin}(n)$), and then we show how this construction can be carried over to $G$-structures.

2.1. $\text{SO}(n)$ and $\text{Spin}(n)$-Generalized Gradients. Let us first state the general context, fix the notations and briefly recall the representation theoretical background needed to define the generalized gradients. The description of the representations of $\mathfrak{so}(n)$, the Lie algebra of $\text{SO}(n)$, differs slightly according to the parity of $n$. We write $n = 2m$ if $n$ is even and $n = 2m + 1$ if $n$ is odd, where $m$ is the rank of $\mathfrak{so}(n)$. Let $\{e_1, \ldots, e_n\}$ be a fixed oriented orthonormal basis of $\mathbb{R}^n$, so that $\{e_i \wedge e_j\}_{i < j}$ is a basis of the Lie algebra $\mathfrak{so}(n) \cong \Lambda^2 \mathbb{R}^n$. We also fix a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{so}(n)$ by the basis $\{e_1 \wedge e_2, \ldots, e_{2m-1} \wedge e_{2m}\}$ and denote the dual basis of $\mathfrak{h}^*$ by $\{e_1, \ldots, e_m\}$. The Killing form is normalized such that this basis is orthonormal. Roots and weights are given by their coordinates with respect to the orthonormal basis $\{e_i\}_{i=1}^m$. Finite-dimensional complex irreducible $\mathfrak{so}(n)$-representations are parametrized by dominant weights, i.e. those weights whose coordinates are either all integers or all half-integers, $\lambda = (\lambda_1, \ldots, \lambda_m) \in \mathbb{Z}^m \cup (\frac{1}{2} + \mathbb{Z})^m$ and which satisfy the inequality:

$$\begin{align*}
\lambda_1 \geq \lambda_2 \geq \cdots \lambda_{m-1} \geq |\lambda_m|, & \quad \text{if } n = 2m, \text{ or} \\
\lambda_1 \geq \lambda_2 \geq \cdots \lambda_{m-1} \geq \lambda_m \geq 0, & \quad \text{if } n = 2m + 1.
\end{align*}$$

(2.1)

Through this parametrization a dominant weight $\lambda$ is the highest weight of the corresponding representation. With a slight abuse of notation, we use the same symbol for an irreducible representation and its highest weight. The representations of $\mathfrak{so}(n)$ are in one-to-one correspondence with the corresponding simply-connected Lie group, i.e. $\text{Spin}(n)$, the universal covering of $\text{SO}(n)$. The representations which factor through $\text{SO}(n)$ are exactly those with $\lambda \in \mathbb{Z}^m$. For example, the (complex) standard representation, denoted by $\tau$, is given by the weight $(1, 0, \ldots, 0)$; the weight $(1, \ldots, 1, 0, \ldots, 0)$ (with $p$ ones) corresponds to the $p$-form representation $\Lambda^p \mathbb{R}^n$, whereas the dominant weights $\lambda = (1, \ldots, 1, \pm 1)$, for $n = 2m$, correspond to selfdual, respectively antiselfdual $m$-forms; the representation of totally symmetric traceless tensors $S^{p}_{\mathfrak{h}}\mathbb{R}^n$ has highest weight $(p, 0, \ldots, 0)$. 
The following so-called classical selection rule (see [7]) describes the decomposition of the tensor product \( \tau \otimes \lambda \) into irreducible \( \mathfrak{so}(n) \)-representations, where \( \tau \) is the standard representation and \( \lambda \) is any irreducible representation.

**Lemma 2.1.** An irreducible representation of highest weight \( \mu \) occurs in the decomposition of \( \tau \otimes \lambda \) if and only if the following two conditions are fulfilled:

(i) \( \mu = \lambda \pm \varepsilon_j \), for some \( j = 1, \ldots, m \), or \( n = 2m + 1 \), \( \lambda_m > 0 \) and \( \mu = \lambda \),

(ii) \( \mu \) is a dominant weight, i.e. satisfies the inequality (2.1).

We adopt the same terminology as in [22] and call relevant weights of \( \lambda \) (and write \( \varepsilon \in \lambda \)) those weights \( \varepsilon \) of \( \tau \), \( \varepsilon \in \{0, \pm \varepsilon_1, \ldots, \pm \varepsilon_m\} \), with the property that \( \lambda + \varepsilon \) occurs in the decomposition of \( \tau \otimes \lambda \). The decomposition of the tensor product is then expressed as follows:

\[
\tau \otimes \lambda = \bigoplus_{\varepsilon \in \lambda^+} (\lambda + \varepsilon) .
\]  

The essential property of the decomposition (2.2) is that it is multiplicity-free, i.e. the isotypical components are actually irreducible. It thus follows that the projections onto each irreducible summand \( \lambda + \varepsilon \) in the splitting are well-defined; we denote them by \( \Pi_{\varepsilon} \).

Let \( (M, g) \) be a Riemannian manifold, \( \text{SO}_gM \) denotes the principal \( \text{SO}(n) \)-bundle of oriented orthonormal frames and \( \nabla \) any metric connection, considered either as a connection 1-form on \( \text{SO}_gM \) or as a covariant derivative on the tangent bundle \( TM \). If \( M \) has, in addition, a spin structure, then we consider the corresponding principal \( \text{Spin}(n) \)-bundle, denoted by \( \text{Spin}_gM \), and the induced metric connection. We consider vector bundles associated to \( \text{SO}_gM \) (or \( \text{Spin}_gM \)) and irreducible \( \text{SO}(n) \) (or \( \text{Spin}(n) \)-representations of highest weight \( \lambda \) and denote them by \( V_{\lambda}M \). For instance, the tangent bundle is associated to the standard representation \( \tau : \text{SO}(n) \hookrightarrow \text{GL}(\mathbb{R}^n) \) and the bundle of \( p \)-forms is associated to the irreducible representation of highest weight \( \lambda = (1, \ldots, 1, 0, \ldots, 0) \) (with \( p \) ones). We identify the cotangent bundle \( T^*M \) and the tangent bundle \( TM \) using the metric \( g \), since they are associated to equivalent \( \text{SO}(n) \)-representations. The decomposition (2.2) carries over to the associated vector bundles:

\[
T^*M \otimes V_{\lambda}M \cong TM \otimes V_{\lambda}M \cong \bigoplus_{\varepsilon \in \lambda^+} V_{\lambda + \varepsilon}M
\]  

(2.3)

and the corresponding projections are also denoted by \( \Pi_{\varepsilon} \).

A metric connection \( \nabla \) on \( \text{SO}_gM \) (or \( \text{Spin}_gM \)) induces on any associated vector bundle \( V_{\lambda}M \) a covariant derivative, denoted by \( \nabla^\lambda : \Gamma(V_{\lambda}M) \to \Gamma(T^*M \otimes V_{\lambda}M) \). The generalized gradients are then built up by projecting \( \nabla^\lambda \) onto the irreducible subbundles \( V_{\lambda + \varepsilon}M \) given by the splitting (2.3).

**Definition 2.2.** Let \( (M, g) \) be a Riemannian manifold, \( \nabla \) a metric connection and \( V_{\lambda}M \) the vector bundle associated to the irreducible \( \text{SO}(n) \) (or \( \text{Spin}(n) \)-representation of highest weight \( \lambda \). For each relevant weight \( \varepsilon \) of \( \lambda \), i.e. for each irreducible component in the decomposition of \( T^*M \otimes V_{\lambda}M \), there is a generalized gradient \( P^\varepsilon_{\lambda} \) defined by the composition:

\[
\Gamma(V_{\lambda}M) \xrightarrow{\nabla^\lambda} \Gamma(T^*M \otimes V_{\lambda}M) \xrightarrow{\Pi_{\varepsilon}} \Gamma(V_{\lambda + \varepsilon}M).
\]  

(2.4)

The classical case is when \( \nabla \) is the Levi-Civita connection. The examples given in the sequel are of this type. However, generalized gradients may be defined by any metric connection. Those defined by the Levi-Civita connection play an important role since they are conformal invariant (see §[3]).
Example 2.3 (Generalized Gradients on Differential Forms). We consider the bundle of $p$-forms, $\Lambda^p M$, on a Riemannian manifold $(M^n, g)$ and assume for simplicity that $n = 2m + 1$ and $p \leq m - 1$. The highest weight of the representation is $\lambda_p = (1, \ldots, 1, 0, \ldots, 0)$ and, by the selection rule in Lemma 2.1, it follows that there are three relevant weights for $\lambda_p$, namely $-\varepsilon_p$, $\varepsilon_{p+1}$ and $\varepsilon_1$. The tensor product then decomposes as follows:

$$\Lambda^p M \otimes \Lambda^n M \cong \Lambda^{p-1} M \oplus \Lambda^{p+1} M \oplus \Lambda^{p+1} M,$$

where the last irreducible component is the Cartan summand (whose highest weight is equal to the sum of the highest weights of the factors of the tensor product). The generalized gradients in this case are, up to a constant factor, the following: the codifferential, $\delta$, the exterior derivative, $d$, and respectively the so-called twistor operator, $T$.

Example 2.4 (Dirac and Twistor Operator). The spinor representation $\rho_n : \text{Spin}(n) \to \text{Aut}(\Sigma_n)$, with $n$ odd, is irreducible of highest weight $(\frac{1}{2}, \ldots, \frac{1}{2})$ and accordingly, on a spin manifold, the tensor product bundle splits into two irreducible subbundles as follows:

$$\text{TM} \otimes \Sigma M \cong \Sigma M \oplus \ker(c),$$

where $c : \text{TM} \times \Sigma M \to \Sigma M$ denotes the Clifford multiplication of a vector field with a spinor. There are thus two generalized gradients: the Dirac operator $D$, which is locally explicitly given by the formula: $D\varphi = \sum_{i=1}^{n} e_i \cdot \nabla e_i \varphi$, for all $\varphi \in \Gamma(\Sigma M)$ (where $\{e_i\}_{i=1}^{n}$ is a local orthonormal basis and the middle dot is a simplified notation for the Clifford multiplication) and the twistor (Penrose) operator $T$: $T_X \varphi = \nabla X \varphi + \frac{i}{2} X \cdot D\varphi$.

Example 2.5 (Rarita-Schwinger Operator). Let $n \geq 3$ be odd and consider the so-called twistor bundle, which is the target bundle of the twistor operator acting on spinors, denoted by $\Sigma_{3/2} M$. This is the vector bundle associated to the irreducible Spin($n$)-representation of highest weight $(\frac{3}{2}, \frac{1}{2}, \frac{1}{2})$. If $n \geq 5$, it follows from the selection rule in Lemma 2.1 that there are four relevant weights: $0, -\varepsilon_1, +\varepsilon_1, +\varepsilon_2$ and the corresponding four gradient targets are: $\Sigma_{3/2} M$ itself, the spinor bundle $\Sigma M$, the associated vector bundles to the irreducible representations of highest weights $(\frac{5}{2}, \frac{1}{2}, \ldots, \frac{1}{2})$, respectively $(\frac{3}{2}, \frac{3}{2}, \frac{1}{2}, \ldots, \frac{1}{2})$. If $n = 3$ the last of these targets is missing. The generalized gradient corresponding to the relevant weight $\varepsilon = 0$ is denoted by $D_{3/2} := P_{(3/2,1/2,\ldots,1/2)}$. This operator is well-known especially in the physics literature and is called the Rarita-Schwinger operator.

If $n$ is even, $n = 2m$, then the two bundles defined by the Cartan summand in $\text{T}^* M \otimes \Sigma^\pm M$ have highest weights $(\frac{3}{2}, \frac{1}{2}, \ldots, \frac{1}{2})$ and the corresponding Rarita-Schwinger operators are the generalized gradients denoted by: $D_{3/2} = P_{(3/2,1/2,\ldots,1/2)} : \Gamma(\Sigma_{3/2} M) \to \Gamma(\Sigma^\pm_{3/2} M)$.

2.2. Generalized Gradients of G-Structures. Essentially the same construction as above may be used to define generalized gradients associated to a G-structure. On a differentiable manifold $M$ of dimension $n$, $\text{GL}_n M$ denotes the bundle of linear frames over $M$. If $G$ is a Lie subgroup of $\text{GL}(n, \mathbb{R})$, then a $G$-structure on $M$ is a differentiable subbundle of $\text{GL}_n M$ with
structure group \( G \). The existence of a \( G \)-structure on a manifold is a topological condition. As we are mainly interested in Riemannian geometry, we will consider in the sequel \( G \) to be one of the subgroups of \( \text{SO}(n) \) which arise in important geometric situations and are mostly encountered in literature. These groups are exactly the ones in Berger’s list of holonomy groups. Thus, in the sequel, we assume that

\[
G \in \left\{ \text{SO}(n), \text{U}\left(\frac{n}{2}\right), \text{SU}\left(\frac{n}{2}\right), \text{Sp}\left(\frac{n}{4}\right), \text{Sp}(1) \cdot \text{Sp}\left(\frac{n}{4}\right), G_2, \text{Spin}(7) \right\},
\]

where in the last two cases the dimension of the manifold is assumed to be 7, respectively 8. Notice that all the groups in (2.5) are compact. Moreover, their Lie algebras are simple, except for \( \text{u}\left(\frac{n}{2}\right) = \mathbb{i}\mathbb{R} \oplus \mathfrak{su}\left(\frac{n}{2}\right) \), which has a 1-dimensional center and \( \mathfrak{sp}(1) \oplus \mathfrak{su}\left(\frac{n}{4}\right) \), which is semisimple.

Every finite-dimensional representation of a compact Lie group \( G \) is equivalent to a unitary one, so that it can be decomposed as a direct sum of irreducible representations. Thus, without loss of generality, we consider in the sequel complex finite-dimensional irreducible representations of \( G \), which are parametrized by the dominant weights. In Table 1 we wrote down the suitable positivity conditions that define the dominant weights for each group in (2.5). The coordinates of the weights are given with respect to a chosen basis of a fixed Cartan subalgebra of the Lie algebra \( \mathfrak{g} \) of \( G \).

In order to construct geometric first order differential operators of a \( G \)-structure, the natural starting point is, by analogy to the \( \text{SO}(n) \)-case, a connection on the principal \( G \)-bundle. The general setting is now the following: there exists a \( G \)-structure on \( M \), denoted by \( GM \), and \( \nabla \) is a connection on \( GM \); for a finite-dimensional complex irreducible \( G \)-representation of highest weight \( \lambda \), \( V_\lambda M \) denotes the associated vector bundle and \( \nabla^\lambda \) the covariant derivative induced by \( \nabla \) on \( V_\lambda M \). We consider the restriction of the standard representation \( \tau \) to the subgroup \( G \) and further denote it by \( \tau \). The associated vector bundle to \( GM \) and \( \tau \) is just the tangent bundle \( TM \). The real \( G \)-representation \( \tau \) is irreducible, because the groups in (2.5) are known to act transitively on the unit sphere in \( \mathbb{R}^n \). The complexification of \( \tau \) remains an irreducible \( G \)-representation, except for the unitary and special unitary group, when it splits into two irreducible summands.

The main ingredient needed to define the notion of \( G \)-generalized gradient is the following representation theoretical result (see also [22]):

**Theorem 2.6.** Let \( G \) be one of the groups considered above, \( \tau \) the restriction of the standard representation to \( G \) and \( \lambda \) an irreducible \( G \)-representation. The decomposition of the tensor product \( \tau \otimes \lambda = \mathbb{R}^n \otimes_{\mathbb{R}} \lambda \cong \mathbb{C}^n \otimes_{\mathbb{C}} \lambda \) is described as follows:

\[
\tau \otimes \lambda = \bigoplus_{\varepsilon \subset \lambda} (\lambda + \varepsilon),
\]

where by \( \varepsilon \subset \lambda \) we denote the relevant weights of \( \lambda \). Moreover, the relevant weights are described by the following selection rule: a weight \( \varepsilon \) of \( \tau \) is relevant for \( \lambda \) if and only if \( \lambda + \varepsilon \) is a dominant weight, with the exception of the weight \( \varepsilon = 0 \), which occurs only for the groups \( G_2 \) and \( \text{SO}(n) \) with \( n \) odd. For \( \varepsilon = 0 \) a stronger condition must be fulfilled, namely: \( \lambda - \lambda_{\tau} \), respectively \( \lambda - \lambda_{\Sigma_n} \) are dominant weights, where \( \lambda_{\tau} \) and \( \lambda_{\Sigma_n} \) are the highest weight of the standard representation of \( \mathfrak{g}_2 \), respectively of the spinor representation of \( \mathfrak{so}(n) \). The decomposition (2.6) carries over to vector bundles:

\[
T^*M \otimes_{\mathbb{R}} V_\lambda M = (T^*M)^{\mathbb{C}} \otimes_{\mathbb{C}} V_\lambda M = \bigoplus_{\varepsilon \subset \lambda} V_{\lambda + \varepsilon} M.
\]
For the proof of Theorem 2.6 we mention that the decomposition (2.6) is a special case of an important result in representation theory, sometimes called the general Clebsch-Gordan theorem, which provides formulas for the multiplicities of the irreducible components of the tensor product of two irreducible representations of a semisimple Lie algebra. There are different methods to compute these multiplicities, most of them being based on Weyl’s character formula or, equivalently, on Kostant’s formula for the multiplicity of a weight. For instance, the more particular question on which tensor products of simple Lie algebras are multiplicity-free is completely answered. The pairs of fundamental weights \( \omega_1, \omega_2 \) such that the tensor product \( m_1 \omega_1 \otimes m_2 \omega_2 \) is multiplicity-free for all \( m_1, m_2 \geq 0 \) are classified by Littelmann, [17], and, more generally, the multiplicity-free tensor products of simple Lie algebras have been completely classified by Stembridge, [24], and independently, for the exceptional Lie algebras, by King and Wybourne, [16]. From their classification it follows in particular that the decomposition of \( \tau \otimes \lambda \) is multiplicity-free. However, this tensor product is a very special case, because \( \tau \) is the standard representation. In [20] we give a direct proof, also based on Weyl’s character formula, of the fact that the splitting (2.6) is multiplicity-free. Moreover, the argument yields the stated characterization of the relevant weights.

As the tensor product \( T^*M \otimes V_\lambda M \) is multiplicity-free (by Theorem 2.6), it follows that its decomposition is unique and the projections onto the irreducible subbundles are well-defined (otherwise one may just define the projections onto the isotypical components). This allows us to define the \( G \)-generalized gradients as follows:

**Definition 2.7.** Let \((M, g)\) be a Riemannian manifold carrying a \( G \)-structure and \( \lambda \) be an irreducible \( G \)-representation. The \( G \)-generalized gradient \( P_\lambda^\nabla \), corresponding to the relevant weight \( \varepsilon \) of \( \lambda \), acting on sections of \( V_\lambda M \), is defined by the composition:

\[
\Gamma(V_\lambda M) \xrightarrow{\nabla^\lambda} \Gamma(T^*M \otimes V_\lambda M) \xrightarrow{\Pi_\varepsilon} \Gamma(V_{\lambda+\varepsilon} M),
\]

where \( \nabla^\lambda \) is the connection induced on \( V_\lambda M \) by a \( G \)-connection \( \nabla \) and \( \Pi_\varepsilon \) is the projection onto the subbundle \( V_{\lambda+\varepsilon} M \).

The Definition 2.7 may be given more generally, for any group \( G \subseteq GL(n) \) which satisfies the technical condition (2.6), i.e. such that the tensor product of any \( G \)-irreducible representation with the restriction of the standard \( GL(n) \)-representation is multiplicity-free.

Notice that \( N(\lambda) := \sharp \{ \varepsilon | \varepsilon \text{ is a relevant weight of } \lambda \} \leq \dim(\tau) \), so that there are at most \( n \) generalized gradients for each dominant weight \( \lambda \) and this is the generic case.

**Example 2.8** (Holomorphic and Anti-Holomorphic Generalized Gradients). If \( G \) is \( U(\frac{n}{2}) \) or \( SU(\frac{n}{2}) \), then the decomposition of the complexified tangent bundle into the eigenspaces \( i \) and \(-i\) of the corresponding almost complex structure of the manifold: \( T^C M = T^{1,0} M \oplus T^{0,1} M \), yields a splitting of the covariant derivative: \( \nabla^\lambda = (\nabla^\lambda)^{1,0} + (\nabla^\lambda)^{0,1} \). Consequently, the set of \( U(\frac{n}{2}) \) or \( SU(\frac{n}{2}) \)-generalized gradients acting on sections of an irreducible vector bundle \( V_\lambda M \) splits into two subsets, namely the sets of gradients factorizing over the complementary projections:

\[
\Gamma(V_\lambda M) \xrightarrow{\nabla^\lambda} \Gamma(T^C M \otimes V_\lambda M) \xrightarrow{\text{pr}^{1,0}} \Gamma(T^{1,0} M \otimes V_\lambda M) \xrightarrow{\Pi_\varepsilon} \Gamma(V_{\lambda+\varepsilon} M),
\]

\[
\Gamma(V_\lambda M) \xrightarrow{\nabla^\lambda} \Gamma(T^C M \otimes V_\lambda M) \xrightarrow{\text{pr}^{0,1}} \Gamma(T^{0,1} M \otimes V_\lambda M) \xrightarrow{\Pi_\varepsilon} \Gamma(V_{\lambda+\varepsilon} M).
\]
which are called \textit{holomorphic}, respectively \textit{anti-holomorphic} \textit{generalized gradients}. This apparently skewed notation is due to the isomorphisms $T^{1,0} \cong (T^{0,1})^*$ and $T^{0,1} \cong (T^{1,0})^*$. We notice that the weights of $T^{1,0}$ are equal to those of $T^{0,1}$ with opposite sign.

On a Kähler spin manifold of complex dimension $m$, examples of $U(m)$-\textit{generalized gradients} are the projections of the Dirac operator, $D^+$ and $D^-$, and the twistor operator of type $r$, $T_r$, for $r = 0, \ldots, m$, which act on sections of the irreducible subbundles $\Sigma_r M$ of the spinor bundle (see [19] for details).

\textbf{Remark 2.9.} The exceptional case of the zero weight in the selection rule in Theorem 2.6 provides interesting \textit{generalized gradients}, which have the same source and target bundle, so that in particular they have spectra. In this case the corresponding generalized gradient carries sections of $V_0 M$ to sections of a copy of $V_0 M$ which is a subbundle in $T^* M \otimes V_0 M$. Examples of such generalized gradients are the following: the Dirac operator, the \textit{Rarita-Schwinger operator}, $*d$ acting on $\frac{n+1}{2}$-forms in odd dimension $n \geq 3$. Explicit computations of the spectra of these operators have been done on certain manifolds, for instance by Branson, [4], on spheres. In general, there exist only estimates of the eigenvalues of these operators.

3. THE CONFORMAL INVARiance of $G$-GENERALIZED GRADIENTS

In this section we prove that the \textit{generalized gradients} associated to a $G$-structure are conformally invariant. We show that the connection which ensures the conformal invariance of $G$-generalized gradients is the \textit{minimal connection} of the $G$-structure. The classical conformal invariance (for the groups $\text{SO}(n)$ and $\text{Spin}(n)$) established by Fegan, [7], follows then as a special case, since the \textit{minimal connection} of an $\text{SO}(n)$-structure coincides with the Levi-Civita connection.

As mentioned above, the conformal invariance was shown by Homma, [11], [12], [13], for the \textit{generalized gradients} associated to $U(n)$, $\text{Sp}(n)$ and $\text{Sp}(1) \cdot \text{Sp}(n)$-structures. For these subgroups Homma’s proof of the conformal invariance is given by explicit computations, based on the relation between the enveloping algebra of the Lie algebra of $G$ and the algebraic structure of the principal symbols of \textit{generalized gradients}. Our approach uses the framework of conformal geometry and has the advantage that, on the one hand, it leads us to a more general result and, on the other hand, gives a uniform and direct proof of all known cases, avoiding the specific computations for each subgroup.

3.1. \textbf{Main Result.} Let $(M, c)$ be an oriented $n$-dimensional manifold with a conformal structure, \textit{i.e.} an equivalence class of Riemannian metrics, where two metrics are equivalent if there exists a function $u : M \to \mathbb{R}$ such that $\tilde{g} = e^{2u}g$. In the language of $G$-structures this is equivalent to a reduction of the structure group of the tangent bundle to the conformal group $\text{CO}(n) = \{A \in \text{GL}(n, \mathbb{R}) | A^t A = a I_n, a > 0\} \cong \mathbb{R}^*_+ \times \text{SO}(n) = \{a A | a \in \mathbb{R}^*_+, A \in \text{SO}(n)\}$.

Each irreducible representation of $\text{CO}(n)$, $\hat{\lambda} : \text{CO}(n) \to \text{Aut}(V)$, is identified with a couple $(\lambda, w)$, where $\lambda$ is the restriction of $\hat{\lambda}$ to $\text{SO}(n)$, which is still an irreducible representation, and $w$, the weight of $\hat{\lambda}$, is determined by the restriction of $\hat{\lambda}$ to $\mathbb{R}^*_+$, which is of the form:

$$\hat{\lambda}(a) = a^w \cdot I, \quad a \in \mathbb{R}^*_+,$$

(3.1)

where $I$ is the identity of $V$ and the weight $w$ is a real or complex number, depending on whether $V$ is a real or complex representation. Let $V_{\hat{\lambda}} M$ denote the vector bundle on $M$
associated to $\tilde{\lambda}$ and to the principal $\text{CO}(n)$-fiber bundle of oriented $c$-orthonormal frames on $(M, c)$, denoted by $\text{CO}_nM$, and call it of (conformal) weight $w$. Notice that any vector bundle on $M$ determined by $\text{GL}_nM$ and a linear representation of $\text{GL}(n, \mathbb{R})$ has a natural weight, which is the weight of the restriction of this representation to $\text{CO}(n)$. For example, the natural conformal weight of $\text{T}^*M$ is $1$ and of $\text{T}^*M$ is $-1$.

Let us first recall the definition of a Weyl structure.

**Definition 3.1.** A Weyl structure on $(M, c)$ is a linear connection $D$ on $\text{T}M$, which is conformal, i.e. induced by a $\text{CO}(n)$-equivariant connection on $\text{CO}_nM$ and symmetric, i.e. has no torsion.

A Weyl structure $D$ is called closed if it is locally the Levi-Civita connection of a local metric in the conformal class $c$ and it is called exact if it is globally the Levi-Civita connection of a metric in $c$. The Weyl structures on the conformal manifold $(M, c)$ form an affine space modeled on the space of real 1-forms on $M$. More precisely, two Weyl structures are related by:

$$D_2 = D_1 + \tilde{\theta},$$

where $\theta$ is a real 1-form on $M$ and $\tilde{\theta}$ is the 1-form with values in the adjoint bundle (the one associated to the adjoint representation of $\text{CO}(n)$ on its Lie algebra $\text{co}(n)$), identified with $\theta$ by: $\tilde{\theta}(X) = \theta(X) \cdot I + \theta \wedge X$, where $\theta \wedge X$ is the skew-symmetric endomorphism defined as: $(\theta \wedge X)(Y) = \theta(Y)X - g(X, Y)\theta^e$, for any metric $g$ in the conformal class and $\theta^e$ the dual of $\theta$ with respect to the metric $g$.

Each conformal connection on $\text{T}M$, in particular any Weyl structure $D$, induces for each linear representation $\lambda : \text{CO}(n) \rightarrow \text{Aut}(V)$ a covariant derivative $D^\lambda$ on the associated vector bundle $V^n\text{M}$. If $D_1$ and $D_2$ are related by (3.2), then the induced covariant derivatives $D^\lambda_1$ and $D^\lambda_2$ satisfy:

$$D^\lambda_2 = D^\lambda_1 + d\lambda(\tilde{\theta}) = D^\lambda_1 + \sum_{i=1}^n e_i^* \otimes d\lambda(\theta \wedge e_i) + w \theta \otimes I,$$

where $\{e_i\}_{i=1}^n$ is an orthonormal (conformal) frame at the point considered, $\{e_i^*\}_{i=1}^n$ is the (algebraic) dual frame and $\tilde{\lambda}$ is identified as above with $(\lambda, w)$.

By $\tau$ we denote, as above, the standard representation of $\text{SO}(n)$ on $\mathbb{R}^n$, identified with its dual $(\mathbb{R}^n)^*$, and also the representation of weight $-1$ of $\text{CO}(n)$ on $(\mathbb{R}^n)^*$. The associated vector bundles to $\tau$ and $\text{CO}_nM$, respectively $\text{SO}_gM$, are canonically identified to $\text{T}^*M$.

Suppose now that the Riemannian manifold $(M, g)$ admits a reduction of the orthonormal frame bundle $\text{SO}_gM$ to a subbundle $G\text{M}$ with structure group $G$, where $G \subseteq \text{SO}(n)$ is a closed subgroup of the special orthogonal group $\text{SO}(n)$. First we need to establish which special connection plays for a $G$-structure the role of the Levi-Civita connection and yields the conformal invariance of generalized gradients. This is the so-called minimal connection of a $G$-structure. We now recall its definition.

Let $\mathfrak{g} \subseteq \text{so}(n)$ be the Lie algebra of $G$ and decompose the Lie algebra $\text{so}(n)$ of all skew-symmetric matrices as the direct sum of $\mathfrak{g}$ and its orthogonal complement: $\text{so}(n) = \mathfrak{g} \oplus \mathfrak{g}^\perp$. The projections onto $\mathfrak{g}$ and $\mathfrak{g}^\perp$ are denoted by $\text{pr}_\mathfrak{g}$, respectively $\text{pr}_{\mathfrak{g}^\perp}$. The Levi-Civita connection seen as a connection form is a 1-form $\omega^{\text{LC}}$ on $\text{SO}_gM$ with values in the Lie algebra
In the sequel we consider the generalized gradients of a $G$-structure defined by its minimal connection. They are denoted as follows:

$$P^G_\lambda = \Pi_\lambda \circ \nabla^G_\lambda : \Gamma(V_\lambda M) \rightarrow \Gamma(V_{\lambda+\varepsilon}M),$$  \hspace{1cm} (3.5)

where $\nabla^G_\lambda$ is the connection induced by the minimal connection $\nabla^G$ on $V_\lambda M$.

If $g$ and $\bar{g}$ are two conformally related metrics, there is a corresponding conformal change of the $G$-structure, denoted, with a slight abuse of notation, by $GM$, which is the image of $GM$ under the following principal bundle isomorphism between $SO_gM$ and $SO_{\bar{g}}M$:

$$\Phi_{g,\bar{g}} : SO_gM \rightarrow SO_{\bar{g}}M, \quad \{e_1, \ldots, e_n\} \mapsto \{e^{-u}e_1, \ldots, e^{-u}e_n\}. \hspace{1cm} (3.6)$$

Then the following commutative diagram holds, where all the arrows are the natural inclusions:

$\begin{array}{ccc}
GM & \longrightarrow & (\mathbb{R}_+^* \times G)M \\
\downarrow & & \downarrow \\
SO_gM & \longrightarrow & CO_nM
\end{array}$

The right and left squares of the diagram are still commutative, when considering the minimal connections. More precisely, for instance for the left square, this means that the extension $D^g$ of the minimal connection $\nabla^G$ to $(\mathbb{R}_+^* \times G)M$ coincides with the projection onto $\mathbb{R} \oplus g \subseteq \mathfrak{co}(n)$ of the Weyl connection $D^g$ on $CO_nM$ given by the extension of the Levi-Civita connection $\nabla^g$ to $CO_nM$.

Any irreducible representation of $\mathbb{R}_+^* \times G$ is parametrized by $\hat{\lambda} = (\lambda, w)$, where $\lambda$ is the highest weight of its restriction to $G$ and $w$ is its weight, determined by the restriction to $\mathbb{R}_+^*$, as in (3.1). The tensor product $\tau \otimes \hat{\lambda}$, where $\tau$ is the restriction of the standard representation to $\mathbb{R}_+^* \times G$, has then weight $w - 1$ and it has as $\mathbb{R}_+^* \times G$ and $G$-representation the same decomposition into irreducible components of multiplicity 1, as described by Theorem 2.6.

We now consider the same construction of generalized gradients as in Definition 2.7 starting with a Weyl structure on $CO_nM$. Let $\lambda$ be an irreducible $G$-representation. Then, for any weight $w$, there is an irreducible representation $\tilde{\lambda} = (\lambda, w)$ of $\mathbb{R}_+^* \times G$ and the natural first order differential operators acting on sections of the associated bundle $V_{\tilde{\lambda}}M$ are defined by:

$$P^D_\varepsilon \tilde{\lambda} = \Pi_\varepsilon \circ D^{G,\tilde{\lambda}}, \hspace{1cm} (3.7)$$

for the connection $D^G$ given by the projection onto $(\mathbb{R}_+^* \times G)M$ of a Weyl connection $D$ on $CO_nM$. We then have the following definition:
Definition 3.2. The operator $P^G,\lambda_\varepsilon\in\varepsilon$ is called conformal invariant relative to the weight $w$ if the operators defined by (3.7) do not depend on the Weyl structure whose projection onto the principal subbundle $(\mathbb{R}_+^* \times G)M$ defines the generalized gradients $P^D,\tilde{\lambda}_\varepsilon$.

It turns out that these weights, with respect to which the generalized gradients are conformally invariant, are exactly the eigenvalues of the so-called conformal weight operator. Let us first recall its definition (see [7] and [22]):

Definition 3.3. The conformal weight operator of a $G$-representation $\lambda$, $\lambda : G \to \text{Aut}(V)$, is the endomorphism defined as follows:

$$B^\lambda_\theta : (\mathbb{R}^n)^* \otimes V \to (\mathbb{R}^n)^* \otimes V, \quad B^\lambda_\theta(\alpha \otimes v) = \sum_{i=1}^n e_i^* \otimes d\lambda(\text{pr}_\theta(e_i \wedge \alpha))v,$$

where $\{e_i\}_{i=1}^n$ is an orthonormal basis of $\mathbb{R}^n$ and $\{e_i^*\}_{i=1}^n$ the dual basis. The operator $B^\lambda_\theta$ is $(\tau \otimes \lambda)$-equivariant for any weight $w$, $\tilde{\lambda} = (\lambda, w)$. We also denote by $B^\lambda_\theta$ the induced endomorphism on the associated vector bundle $T^*M \otimes V_{\tilde{\lambda}}M$.

Since the algebraic endomorphism $B^\lambda_\theta$ is $(\mathbb{R}^*_+ \times G)$-equivariant and the decomposition (2.6) is multiplicity-free, it follows from Schur’s Lemma that $B^\lambda_\theta$ acts on each irreducible component of the decomposition (2.6) by multiplication with a scalar.

We show in the sequel that the conformal weight operator $B^\lambda_\theta$ may be expressed in terms of the Casimir operators and then explicitly compute its eigenvalues. Let us recall that the Casimir operator of a $G$-representation $\lambda$ is defined by:

$$C^\lambda = -\sum_\alpha d\lambda(X_\alpha) \circ d\lambda(X_\alpha), \quad (3.9)$$

where $\{X_\alpha\}_\alpha$ is an orthonormal basis of $\mathfrak{g}$, so that $C^\lambda$ is defined only up to a constant. In formula (3.10) the Casimir operators are normalized with respect to the invariant scalar product induced on $\mathfrak{g} \subseteq \mathfrak{so}(n) \cong \Lambda^2\mathbb{R}^n$, $\langle X, Y \rangle = -\frac{1}{n}\text{tr}(XY)$. Usually it is convenient to compute the Casimir operators with respect to a chosen scalar product and then to renormalize them. If the representation $\lambda$ is irreducible, it follows from Schur’s Lemma that $C^\lambda$ acts as a scalar $c(\lambda)$, called the Casimir number; it is a real strictly positive number, except for the trivial representation, when it is zero. The Casimir numbers may be computed by Freudenthal’s formula: $c(\lambda) = \langle \lambda, \lambda + 2\delta \rangle$, where $\delta$ is the Weyl vector of $\mathfrak{g}$, i.e. is equal to half the sum of the positive roots, and are then renormalized as follows:

$$c^{\Lambda^2}(\lambda) = \frac{2\dim(\mathfrak{g})}{n} \frac{c(\lambda)}{c(\tau)}.$$

Lemma 3.4 (Fegan’s Lemma, [7]). The conformal weight operator $B^\lambda_\theta$ is equal to

$$B^\lambda_\theta = \frac{1}{2}(C^{\tau \circ \lambda} - I|_{\mathbb{R}^*_+} \otimes C^\lambda - C^\tau \otimes I|_V). \quad (3.10)$$

It is then straightforward the following:
Corollary 3.5. The conformal weight operator $B^\lambda_\theta$ acts on each $G$-irreducible summand $\lambda + \varepsilon$ in the decomposition $\tau \otimes \lambda = \bigoplus_{\varepsilon \subset \lambda} (\lambda + \varepsilon)$ by multiplication with the scalar $w_\varepsilon(\lambda)$ given by:

$$w_\varepsilon(\lambda) = \frac{1}{2}(c^{A^2}(\lambda + \varepsilon) - c^{A^2}(\lambda) - c^{A^2}(\tau)) = \frac{\dim(g) |\varepsilon|^2 + 2\langle \lambda + \delta, \varepsilon \rangle - \langle \tau + 2\delta, \tau \rangle}{\langle \tau + 2\delta, \tau \rangle}. \quad (3.11)$$

In particular, it follows that the eigenspaces of the conformal weight operator $B^\lambda_\theta$ are compatible with the irreducible decomposition of the tensor product $\tau \otimes \lambda$.

We may now show the conformal invariance of $G$-generalized gradients:

Proposition 3.6. The operator $P_{\varepsilon}^{G,\lambda}$ is conformally invariant relative to the weight $w_\varepsilon(\lambda)$ and this is the only weight with respect to which this operator is conformally invariant.

Proof: Let $D_1$ and $D_2$ be any two Weyl connections. Then there is a real 1-form $\theta$ on $M$ such that (3.2) holds. As above $D_i^G$ denotes the projection of $D_i$ onto the principal $G$-subbundle. The connections induced by $D_1^G$ and $D_2^G$ on the associated vector bundle $V_\lambda M$ are then related as follows:

$$D_2^{G,\lambda} = D_1^{G,\lambda} + d\lambda(pr_\theta(\hat{\theta})) = D_1^{G,\lambda} + \sum_{i=1}^{n} e^*_i \otimes d\lambda(pr_\theta(\theta \wedge e_i)) + w \theta \otimes I, \quad (3.12)$$

where $\{e_i\}_{i=1,\ldots,n}$ is a conformal frame and $\{e^*_i\}$ the dual frame. Thus, with respect to the conformal weight operator, we obtain:

$$(D_2^{G,\lambda} - D_1^{G,\lambda})(\xi) = w \theta \otimes \xi - B^\lambda_\theta(\theta \otimes \xi), \quad \text{for all } \xi \in \Gamma(V_\lambda M). \quad (3.13)$$

Projecting now equation (3.13) onto the summand $\lambda + \varepsilon$ of the decomposition of the tensor product $\tau \otimes \lambda$, we get:

$$(P_{\varepsilon}^{G,\lambda} - P_{\varepsilon}^{G,\lambda})(\xi) = (w - w_\varepsilon)\Pi_\varepsilon(\theta \otimes \xi), \quad \text{for all } \xi \in \Gamma(V_\lambda M). \quad (3.14)$$

Hence, the generalized gradient $P_{\varepsilon}^{G,\lambda}$ is conformally invariant relative to the weight $w$ if and only if $w = w_\varepsilon(\lambda)$.

The next result expresses the conformal invariance directly in terms of the minimal connections of two conformally related $G$-structures:

Proposition 3.7. The following statements are equivalent:

1. $P_{\varepsilon}^{G,\lambda}$ is conformally invariant relative to the weight $w_\varepsilon$.
2. If $GM$ and $G\tilde{M}$ are conformally related $G$-structures, for $\tilde{g} = e^{2u}g$ and $G\tilde{M} \hookrightarrow SO_2M$, then the corresponding generalized gradients are related by:

$$P_{\varepsilon}^{G,\lambda} \circ \phi_{w_\varepsilon}^{G,\tilde{G}} = \phi_{w_{\varepsilon-1}}^{G,\tilde{G}} \circ P_{\varepsilon}^{G,\lambda}, \quad (3.15)$$

where for any weight $w$, $\phi_{w}^{G,\tilde{G}}$ is the isomorphism between the associated vector bundles $V_\lambda^G M := GM \times_G V$ and $V_\lambda^{\tilde{G}} M := G\tilde{M} \times_G V$, defined by:

$$\phi_{w}^{G,\tilde{G}} : V_\lambda^G M \rightarrow V_\lambda^{\tilde{G}} M, \quad [(e_1, \ldots, e_n), v] \mapsto [(e^{-u}e_1, \ldots, e^{-u}e_n), e^w u v].$$
Proof: We consider the following diagram:

\[
\begin{array}{ccc}
\Gamma(V^G_{\lambda}M) & \xrightarrow{\phi^G_{w\epsilon}} & \Gamma(V_{(\lambda, w\epsilon)}^G M) & \xrightarrow{\phi^G_{w\epsilon}} & \Gamma(V^G_{\lambda+\epsilon}M) \\
\nabla^{G,\lambda} & \downarrow & D^{G,(\lambda, w\epsilon)} & \downarrow & \nabla^{G,\lambda} \\
\Gamma(T^*M \otimes V^G_{\lambda}M) & \xrightarrow{\Pi_{\epsilon}} & \Gamma(T^*M \otimes V^{G}_{\lambda}M) & \xrightarrow{\Pi_{\epsilon}} & \Gamma(V^G_{\lambda+\epsilon}M) \\
\end{array}
\]

where \( D^G \) is the minimal connection of the \( G \)-structure extended to the \( (\mathbb{R}^*_+ \times G) \)-principal bundle (which may also be seen as the projection onto \( \mathfrak{g} \) of the Weyl connection given by the extension of the Levi-Civita connection of the metric \( g \)) and \( D^G,(\lambda, w\epsilon) \) is the induced connection on the vector bundle \( V^G_{\lambda}M \) associated to the irreducible representation \( \tilde{\lambda} = (\lambda, w\epsilon) \).

The isomorphisms in the diagram are defined by:

\[
\phi^G_w : V_{(\lambda, w)}M \to V^G_{\lambda}M, \quad \phi^G_w([f_1, \ldots, f_n], v) = [(e_1, \ldots, e_n), a^w v],
\]

where \( f_i = ae_i, i = 1, \ldots, n \) and \( \{e_i\}_{1\leq i\leq n} \) is an orthonormal basis with respect to the metric \( g \). With this notation we have: \( \phi^G_{w,G} = \phi^G_w \circ (\phi^G_w)^{-1} \). The left and right “squares” of the diagram separately commute by the definition of the induced connection on an associated vector bundle.

Suppose now that (1) holds. Then the whole diagram commutes, since then for the weight \( w\epsilon \) the compositions “in the middle” give the same operator (as \( P_{\epsilon}^{D,\tilde{\lambda}} = \Pi_{\epsilon} \circ D^{G,\tilde{\lambda}} \) does not depend on the Weyl structure \( D \)). The composition on its “boundary” gives (2).

For the implication (2) \( \Rightarrow \) (1) we first notice that if (3.15) holds for a weight \( w \) and for any two conformally related \( G \)-structures, then the above diagram is commutative. Thus, the operator \( P_{\epsilon}^{D,\lambda} \) is the same for all Weyl structures given by the minimal connections of conformally related \( G \)-structures. Then, (3.14) implies that \( (w - w\epsilon)\Pi_{\epsilon}(\theta \otimes \xi) = 0 \), for any exact 1-form \( \theta \) on \( M \) and any section \( \xi \in \Gamma(V^G_{\lambda}M) \). At some fixed point on \( M \), it follows that \( (w - w\epsilon)\Pi_{\epsilon}(\alpha \otimes v) = 0 \), for all \( \alpha \otimes v \in (\mathbb{R}^n)^* \otimes V \), which shows that \( w = w\epsilon \). Substituting in (3.14), it follows that \( P_{\epsilon}^{D,\lambda} \) is conformally invariant relative to the weight \( w\epsilon \).

In conclusion, the explicit formula (3.11) allows us to compute the eigenvalues of the conformal weight operator \( B^\lambda_g \) of a \( G \)-structure for any irreducible representation \( \lambda \), and thus, by Propositions 3.6 and 3.7, to determine the conformal weights of the \( G \)-generalized gradients. For completeness we give in Table 3 the explicit values of the conformal weights of \( G \)-generalized gradients for all subgroups \( G \) in (2.5).

Example 3.8 (Holomorphic and Anti-Holomorphic Generalized Gradients, continued). The eigenvalues of the conformal weight operator for \( G = U(\frac{n}{2}) \), computed by formula (3.11), are: \( w_{i,-} = -\lambda_i + i - n, w_{i,+} = \lambda_i - i + 1 \), for \( i = 1, \ldots, n \). By Proposition 3.6 these are the conformal weights of the corresponding \( U(\frac{n}{2}) \)-generalized gradients, the holomorphic and anti-holomorphic gradients. In [12] they are called Kählerian gradients, since if the metric is Kähler, the \( U(\frac{n}{2}) \)-structure is integrable and its minimal connection coincides with the Levi-Civita connection.
3.2. The Classical Conformal Invariance. We notice that the conformal invariance in the classical case of generalized gradients defined by the Levi-Civita connection on a Riemannian (spin) manifold, which was obtained by Fegan, [7], can be now recovered as a special case of Propositions 3.6 and 3.7, considering \( G = \text{SO}(n) \) (respectively \( G = \text{Spin}(n) \)).

Let \((M, g)\) be a Riemannian metric and \( G = \text{SO}(n) \). The minimal connection of the \( \text{SO}(n) \)-structure is equal to the Levi-Civita connection and the corresponding generalized gradients, defined by (2.4), are the following (here we specify the metric structure is equal to the Levi-Civita connection and the corresponding generalized gradients, parametrized by the Weyl structures, acting on sections of the associated vector bundle \( V_\lambda M \) (with \( \lambda = (\lambda, w) \)):

\[
P^\varepsilon_\lambda = \Pi_\varepsilon \circ \nabla^g_\lambda,
\]

where \( \nabla^g_\lambda \) is the connection induced on \( V_\lambda M \) by the Levi-Civita connection \( \nabla^g \) of \((M, g)\). We denote by \( c \) the conformal class of the metric \( g \) and consider the conformal manifold \((M, c)\). For any conformal weight \( \varepsilon \), each relevant weight \( \varepsilon \) of \( \lambda \) determines a family of generalized gradients, parametrized by the Weyl structures, acting on sections of the associated vector bundle \( V_\lambda M \) (with \( \lambda = (\lambda, w) \)):

\[
P^D_\varepsilon \lambda = \Pi_\varepsilon \circ D^\lambda,
\]

where \( D^\lambda \) is the connection induced on \( V_\lambda M \) by a Weyl connection \( D \) of \((M, c)\), and \( \Pi_\varepsilon \) the projection of \( T^*M \otimes V_\lambda M \) onto its subbundle \( V_\varepsilon \lambda M \).

The generalized gradient \( P^\varepsilon_\lambda \) is thus conformally invariant relative to the weight \( \varepsilon \) if the operators \( P^D_\varepsilon \lambda \) defined by (3.17) do not depend on the Weyl structure \( D \).

The conformal weight operator defined by (3.8) simplifies for a representation \( \lambda \) of \( \text{SO}(n) \), \( \lambda : \text{SO}(n) \to \text{Aut}(V) \), as follows:

\[
B^\lambda : (\mathbb{R}^n)^* \otimes V \to (\mathbb{R}^n)^* \otimes V,
B^\lambda(\alpha \otimes v) = \sum_{i=1}^n e_i^* \otimes d\lambda(e_i \wedge \alpha)v,
\]

The Casimir operator defined by (3.9) also simplifies for an \( \text{SO}(n) \)-representation \( \lambda \) as follows:

\[
C^\lambda = -\sum_{i<j} d\lambda(e_i \wedge e_j) \circ d\lambda(e_i \wedge e_j)
\]

and the Casimir numbers are computed by Freudenthal’s formula: \( c(\lambda) = \langle \lambda, \lambda + 2\delta \rangle \), where the components of \( \delta \), the Weyl vector of \( \text{so}(n) \), are \( \delta_i = \frac{n-2i}{2} \), for \( i = 1, \ldots, m \). Fegan’s Lemma then yields the following values of the conformal weights:

\[
w_0(\lambda) = \frac{1-n}{2}, \quad w_{i,+}(\lambda) := w_{\varepsilon_i}(\lambda) = 1+\lambda_i - i, \quad w_{i,-}(\lambda) := w_{-\varepsilon_i}(\lambda) = 1-n-(\lambda_i - i).
\]

\[
\text{Remark 3.9.} \text{ Formulas (3.20)} \text{ together with the conditions on the weights to be relevant show that the conformal weights are ordered as follows:}
\]

\[
w_{1,+}(\lambda) > \cdots > w_{m,+}(\lambda) > w_0(\lambda) \geq w_{m,-}(\lambda) > \cdots > w_{1,-}(\lambda),
\]

if \( n \) is odd, \( n = 2m + 1 \), and \( w_0(\lambda) = w_{m,-}(\lambda) \) if and only if \( \lambda_m = 0 \). However, from the selection rule given by Lemma 2.1 it follows that this equality case cannot occur for relevant weights, since if \( \lambda_m = 0 \), then neither \( w_0 \) nor \( w_{m,-} \) is a relevant weight. For \( n \) even, \( n = 2m \), the conformal weights are ordered as follows:

\[
w_{1,+}(\lambda) > \cdots > w_{m-1,+}(\lambda) > \{w_{m,+}(\lambda), w_{m,-}(\lambda)\} > w_{m-1,-}(\lambda) > \cdots > w_{1,-}(\lambda),
\]
where \( w_{m,+}(\lambda) - w_{m,-}(\lambda) = 2\lambda_m \), so that \( w_{m,+}(\lambda) \neq w_{m,-}(\lambda) \) unless \( \lambda_m = 0 \). Hence, the conformal weights are almost always distinct. It follows that, except for the cases of irreducible representations \( \lambda \) with \( \lambda_m = 0 \), the decomposition (2.2) corresponds exactly to the eigenspaces of the conformal weight operator \( B^\lambda \), which may be expanded as: \( B^\lambda = \sum_{\varepsilon \in \Lambda} w_\varepsilon(\lambda)\Pi_\varepsilon \).

Propositions 3.6 and 3.7 yield then for \( G = SO(n) \) the following classical result (Fegan, [7]):

**Proposition 3.10.** Any generalized gradient \( P^g_{\varepsilon}^g\lambda \) is conformally invariant relative to the weight \( w_\varepsilon \) and this is the only weight with respect to which \( P^g_{\varepsilon}^g\lambda \) is conformally invariant. With respect to two conformally related metrics \( g \) and \( \bar{G} \), \( \bar{g} = e^{2u}g \), the conformal invariance relating the corresponding generalized gradients is expressed in the following form:

\[
P^\varepsilon_{\bar{g}}^g\lambda \circ \phi^g_{w_\varepsilon} = \phi^\varepsilon_{w_\varepsilon-1} \circ P^\varepsilon_{\bar{g}}^g\lambda,
\]

where, for any weight \( w \), \( \phi^g_w \) is the isomorphism between the induced vector bundles defined by: \( \phi^g_w : V^g_\lambda M \rightarrow V^g_{\bar{g}} M \), \( [(e_1, \ldots, e_n), v] \mapsto [(e_1 - u e_1, \ldots, e_n - u e_n), e^u w v] \).

The relation (3.21) expressing the conformal invariance of the generalized gradients may be rewritten in the following form, which is usually encountered in literature:

\[
P^\varepsilon_{\bar{g}}^g\lambda = e^{(w_\varepsilon - 1)u} \phi^g_w \circ P^g_{\varepsilon}^g\lambda \circ e^{-w_\varepsilon u}(\phi^g_w)^{-1},
\]

using the following identification of the associated vector bundles that does not use any weight, but has the advantage of being an isometry: \( \phi^{\varepsilon, \bar{g}} : V^g_\lambda M \rightarrow V^g_{\bar{g}} M \), \( [s, v] \mapsto [\Phi^{\varepsilon, \bar{g}}(s), v] \), where \( \Phi^{\varepsilon, \bar{g}} \) is the isomorphism (3.6).

**Remark 3.11.** If \( V \) is not just a representation of \( SO(n) \), but is the restriction of a representation of the general linear group \( GL(n, \mathbb{R}) \), then, as noticed above, \( V \) has a natural weight given by the restriction of the representation to \( CO(n) \subset GL(n, \mathbb{R}) \). In this case, one may canonically identify the associated bundles to this representation and to the principal bundles \( SO_g M \), \( SO_{\bar{g}} M \) and \( CO_{\bar{g}} M \). When both representations of highest weight \( \lambda \) and \( \lambda + \varepsilon \) come from representations of \( GL(n, \mathbb{R}) \), the corresponding generalized gradients associated to the conformally related metrics \( g \) and \( \bar{g} \) are related as follows (after having identified the associated vector bundles to the ones associated to \( CO_{\bar{g}} M \)):

\[
P^\varepsilon_{\bar{g}}^g\lambda = e^{(w_\varepsilon - \omega_{\lambda + \varepsilon} - 1)u} P^\varepsilon_{\bar{g}}^g\lambda e^{-(w_\varepsilon - \omega_\lambda)u},
\]

where \( w_\varepsilon \) is the conformal weight and \( \omega_\lambda, \omega_{\lambda + \varepsilon} \) are the natural weights of \( \lambda \) and \( \lambda + \varepsilon \).

**Example 3.12** (Generalized Gradients on Differential Forms, continued). The conformal weights of the generalized gradients corresponding to the three relevant weights of the irreducible representation \( \lambda_p \) are given by (3.20) as follows: \( w_{p,-}(\lambda_p) = -n + p \), \( w_{p+1,+}(\lambda_p) = -p \) and \( w_{1,+}(\lambda_p) = 1 \). The relation (3.23) implies that the conformal invariance of these generalized gradients, acting on the vector bundles associated to \( CO_{\bar{g}} M \), may be expressed as follows:

\[
d^\bar{g} = d^g, \quad \delta^\bar{g} = e^{(-n+2p-2)u} \delta^g e^{(n-2p)u}.
\]

The first equality just expresses the obvious fact that the exterior derivative \( d \) is independent of the metric. The conformal invariance of the twistor operator is given by substituting \( w_\varepsilon = w_{1,+}(\lambda_p) = 1 \) into (3.22): \( T^\bar{g} = \phi^{\varepsilon, \bar{g}} \circ T^g \circ e^{u(\phi^{\varepsilon, \bar{g}})^{-1}} \).
If \((M, g)\) is a spin manifold, the class of associated bundles is enriched by the irreducible Spin\((n)\)-representations parametrized by the dominant weights \(\lambda \in (\frac{1}{2} + \mathbb{Z})^m\) and the corresponding generalized gradients are also conformally invariant. The situation is very similar to the one for the group SO\((n)\), since their Lie algebras are canonically identified. In the sequel we write down explicitly this property of conformal invariance on spin manifolds and illustrate it for the most interesting operators: the Dirac operator, the twistor (or Penrose) operator and the Rarita-Schwinger operator.

The approach is analogous to the one for the special orthogonal group, using in this case the Weyl structures on a conformal spin manifold. We recall that the conformal spin group is the group \(\text{CSpin}(n) = \text{Spin}(n) \times \mathbb{R}^*_+\), which is the universal cover of the conformal group \(\text{CO}(n)\). Its Lie algebra is \(\mathfrak{spin}_n \cong \mathfrak{so}_n \oplus \mathbb{R} \cong \mathfrak{co}(n)\). A spin structure on a conformal manifold \((M, c)\) is given by a principal \(\text{CSpin}(n)\)-bundle \(\text{CSpin}_nM\) together with a projection \(\theta\), such that the following diagram commutes for every \(\bar{u} \in \text{CSpin}_nM\):

\[
\begin{array}{ccc}
\text{CSpin}(n) & \xrightarrow{\bar{a} \mapsto \bar{a} \lambda} & \text{CSpin}_nM \\
\phi & \downarrow & \downarrow \theta \\
\text{CO}(n) & \xrightarrow{A \mapsto \theta(\bar{a}) A} & \text{CO}_nM
\end{array}
\]

where \(\phi\) is the canonical projection of \(\text{CSpin}(n)\) onto \(\text{CO}(n)\).

If \(M\) has a spin structure, then any Weyl structure \(D\) on \(\text{CO}_nM\) induces a connection on \(\text{CSpin}_nM\), and therefore a covariant derivative on each associated vector bundle to a representation of \(\text{CSpin}(n)\). The description of the representations of \(\text{CSpin}(n)\) is analogous to the one for \(\text{CO}(n)\): each irreducible representation \(\bar{\lambda}\) of \(\text{CSpin}(n)\) is given by a couple \((\lambda, w)\), where \(\lambda\) is the restriction of \(\bar{\lambda}\) to \(\text{Spin}(n)\), which is still an irreducible representation, and \(w\), the weight of \(\bar{\lambda}\), is determined by the restriction of \(\bar{\lambda}\) to \(\mathbb{R}^*_+\): \(\bar{\lambda}(a) = a^w \cdot I\). Definition 3.2 of conformal invariance relative to a weight may be thus carried over to generalized gradients of \(\text{Spin}(n)\). Since the formula (3.18) defining the conformal weight operator \(B^\lambda\) only involves the representation of the Lie algebra \(\mathfrak{spin}(n) \cong \mathfrak{so}(n)\), it is the same for the group \(\text{Spin}(n)\). Consequently, its eigenvalues, the conformal weights, are also given by (3.20).

Let \((M^n, \bar{g})\) be a Riemannian spin manifold and consider the conformal change of the metric given by \(\bar{g} = e^{2\bar{u}} g\). Then there is a spin structure induced on \((M^n, \bar{g})\), which is defined up to isomorphism by the following commutative diagram:

\[
\begin{array}{ccc}
\text{Spin}_\overline{g}M & \xrightarrow{\Phi_{\overline{g}}^{-1}} & \text{Spin}_gM \\
\theta_{\overline{g}} & \downarrow & \downarrow \theta_g \\
\text{SO}_\overline{g}M & \xrightarrow{\Phi_{\overline{g}}^{-1}} & \text{SO}_gM
\end{array}
\]

Proposition 3.10 also holds for \(\text{Spin}(n)\)-generalized gradients, with the only difference that for any weight \(w\), the isomorphism \(\phi_{\overline{g}}^{-1}\) is replaced by the following isomorphism between vector bundles associated to \(\text{Spin}(n)\)-representations: \(\phi_{\overline{g}}^{-1} : \mathcal{V}_\lambda^\overline{g} M \rightarrow \mathcal{V}_\lambda^g M, \ [s, v] \mapsto [\Phi_{\overline{g}}^{-1}(s), e^{wv}v]\).

**Example 3.13** (Dirac and Twistor Operator, continued). The two \(\text{Spin}(n)\)-generalized gradients, the Dirac operator and the twistor operator, acting on the spinor bundle \(\Sigma_nM\), with \(n\) odd, are conformally invariant relative to the weight \(w_0(\rho_n) = \frac{\rho_n}{2}\), respectively \(w_{1,+}(\rho_n) = \frac{1}{2}\).
which are computed by (3.20). If \( g \) and \( \bar{g} \) are two conformally related metrics, \( \bar{g} = e^{2u}g \), by (3.22) we have:
\[
D^g \circ \frac{\partial^{\bar{g}}}{\partial \bar{\xi}_1} = \frac{\partial^{\bar{g}}}{\partial \bar{\xi}_1} \circ D^g, \quad T^\bar{g} \circ \frac{\partial^{\bar{g}}}{\partial \bar{\xi}_1} = \frac{\partial^{\bar{g}}}{\partial \bar{\xi}_1} \circ T^\bar{g}.
\]
In the case when \( n \) is even, \( n = 2m \), the corresponding generalized gradients, the Dirac and the twistor operator, acting on positive and negative spinors: \( D : \Gamma(\Sigma^\pm M) \to \Gamma(\Sigma^\pm M) \) and \( T : \Gamma(\Sigma^\pm M) \to \Gamma(\ker(c)) \) are conformally invariant relative to the conformal weights \( w_{m,-}(\rho^+_n) = w_{m,+}(\rho^-_n) = \frac{m-n}{2m} \), respectively \( w_{1,+}(\rho^+_n) = w_{1,-}(\rho^-_n) = \frac{1}{2} \) (computed by (3.20)).

**Remark 3.14.** In a simplified notation we consider:
\[
\bar{\nabla} : \Sigma M = \text{Spin}_g M \times \rho_n \Sigma_n \to \Sigma \bar{M} = \text{Spin}_{\bar{g}} M \times \rho_{\bar{n}} \Sigma_{\bar{n}}, \quad [s, \varphi] \mapsto [\Phi^{\bar{g}}(s), \varphi],
\]
which is an isometry with respect to the Hermitian product on the spinor bundles. We may then rewrite the conformal invariance of \( D \) and \( T \) in the following more familiar expression (where \( \bar{D} \) and \( \bar{T} \) denote the operators associated to the metric \( \bar{g} \)):
\[
\bar{D}(e^{-\frac{m-n}{2m}u}\nabla \varphi) = e^{-\frac{m-n}{2m}u}D\bar{\varphi}, \quad \bar{T}(e^{\frac{m-n}{2m}u}\nabla \varphi) = e^{-\frac{m-n}{2m}u}\bar{T}\bar{\varphi}.
\]
We mention that the conformal invariance of \( T \) is usually written in the following form:
\[
\bar{T}_X(e^{\frac{m-n}{2m}u}\varphi) = e^{\frac{m-n}{2m}u}\bar{T}_X\varphi, \quad \text{where} \ T_X : \Gamma(\Sigma M) \to \Gamma(\Sigma M), \ \text{so that on the right side is the same weight } \frac{m-n}{2m}.
\]
The conformal invariance of these operators was first established by Hitchin, [10]. The original proof is given by an explicit computation, using the following relation between the connections induced on the spinor bundles by the Levi-Civita connections of two metrics \( g \) and \( \bar{g} = e^{2u}g \) in the same conformal class: \( \nabla_X\varphi = \nabla_X\bar{\varphi} - \frac{1}{2}X \cdot d\varphi - \frac{1}{2}X(u)\bar{\varphi} \), for every \( \varphi \in \Gamma(\Sigma M) \) and \( X \in \Gamma(TM) \), where \( \bar{X} \) is given by \( \bar{X} = e^{-u}X \).

**Example 3.15** (Rarita-Schwinger Operator, continued). It follows from (3.20) that the Rarita-Schwinger operator is conformally invariant relative to the same conformal weight as the Dirac operator. Namely, for \( n \) odd we get: \( u_0((\frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2}, \frac{1}{2})) = \frac{1-n}{2} \), and for \( n \) even, \( n = 2m: w_{m,-}((\frac{3}{2}, \frac{1}{2}, \ldots, \frac{1}{2}, \frac{1}{2})) = w_{m,+}((\frac{3}{2}, \frac{1}{2}, \ldots, \frac{1}{2}, \frac{1}{2})) = \frac{1-n}{2} \). Thus, the Rarita-Schwinger operator fulfills the following relation at conformal changes of the metric (with the notations in Remark 3.14), while here the sections \( \varphi \) and \( \bar{\varphi} \) are in the twistor bundles associated to the principal bundle \( \text{Spin}_g M \), respectively \( \text{Spin}_{\bar{g}} M \):
\[
\bar{D}_{3/2}(e^{-\frac{n+1}{2}u}\nabla \varphi) = e^{-\frac{n+1}{2}u}D_{3/2}\bar{\varphi}.
\]

**3.3. Consequences.** The conformal invariance of \( G \)-generalized gradients has the following straightforward, but important consequences:

**Corollary 3.16.** Let \( (M, g) \) be a Riemannian manifold admitting a \( G \)-structure, for a subgroup \( G \subseteq \text{SO}(n) \). Then the dimension of the kernel of any \( G \)-generalized gradient \( P^G_{\varepsilon, \lambda} \), \( \dim(\ker(P^G_{\varepsilon, \lambda})) \), is the same for all metrics conformally related to \( g \).

There are many interesting geometric objects that may be defined as sections in the kernel of \( G \)-generalized gradients. For instance, considering the bundle of \( p \)-forms and the generalized gradients in Example 2.3, we obtain as sections in their kernel the following forms: closed forms (for \( d \), co-closed forms (for \( \delta \)) and conformal Killing forms (for \( T \)). A study of the latter, in particular examples of conformal Killing forms on nearly Kähler and weak \( G_2 \)-manifolds, was given by Semmelmann, [21]. If we consider the spinor bundle, as in Example 2.4, we have as sections in the kernel of the Dirac operator the so-called *harmonic spinors* and in the kernel
of the twistor operator the so-called twistor spinors. On a Kähler manifold such examples are provided by the so-called Kählerian twistor spinors, which are defined as sections in the kernel of the $U(n)$-generalized gradient called Kählerian twistor operator (see [19]).

An important application of Corollary 3.16 is the construction of non-trivial solutions in the kernel of $G$-generalized gradients starting from trivial ones, given for instance by parallel sections, which are well understood in terms of the holonomy representation. More precisely, any section of an associated irreducible vector bundle, which is parallel with respect to the minimal connection of the $G$-structure, induces a non-parallel section in the kernel of the $G$-generalized gradient of the conformally related $G$-structure. In the classical case, when considering the Levi-Civita connection, from parallel sections for a metric $g$ we obtain sections in the kernel of generalized gradients defined by a conformally related metric to $g$.

More generally, one may relate sections in the kernel of a generalized gradient to objects satisfying a more restrictive equation. Such an example is provided by the conformal relation between twistor and Killing spinors (see [8]), which together with the classification of manifolds admitting Killing spinors established by Bär, [1], yields a description of the manifolds carrying twistor spinors.

It turns out that the formal adjoints of generalized gradients are again generalized gradients and the following holds:

**Corollary 3.17.** If $P_{G,\lambda}^\varepsilon$ is a $G$-generalized gradient with conformal weight $w_\varepsilon(\lambda)$, then its formal adjoint $P_{G,\lambda+\varepsilon}^{-\varepsilon}$ is conformally invariant with respect to the conformal weight $w_{-\varepsilon}(\lambda+\varepsilon)$.

**Remark 3.18.** We notice that in general it is not straightforward to construct higher order conformally invariant differential operators composing first order ones. The composition of two generalized gradients is not usually conformally invariant, unless the corresponding conformal weights are related by $w_{\varepsilon_2}(\lambda+\varepsilon_1) = w_{\varepsilon_1}(\lambda) - 1$, in which case the composition $P_{G,\lambda+\varepsilon_1}^{\varepsilon_2} \circ P_{G,\lambda}^{\varepsilon_1}$ is a second order conformally invariant differential operator. An interesting particular case is the one when a generalized gradient is composed with its formal adjoint. For instance, the above condition is not fulfilled for the Laplace operator $\Delta$ acting on $p$-forms: it follows that $d\delta$ acting on $p$-forms is conformally invariant if and only if $p = \frac{n}{2} + 1$ and similarly $\delta d$ is conformally invariant if and only if $p = \frac{n}{2} - 1$, showing that $\Delta = d\delta + \delta d$ is not conformally invariant. Instead, the Laplace operator might be modified by the scalar curvature in order to make it conformally invariant. More precisely, the following formula $Y_g = 4 \frac{n-2}{n-1} \Delta_g + \text{scal}_g$ defines the so-called conformal Laplacian or Yamabe operator on an $n$-dimensional Riemannian manifold $(M, g)$, for $n \geq 3$, which plays a crucial role in the solution of the Yamabe problem of finding a metric of constant scalar curvature in a given conformal class on $M$.

We finally mention that the importance of $G$-generalized gradients also comes from the fact that they naturally give rise, by composition with their formal adjoints, to second order differential operators acting on sections of associated vector bundles. Particularly important are the extreme cases of linear combinations of such second order operators: if the linear combination provides a zero-order operator, then it is a curvature term and one obtains a so-called Weitzenböck formula (systematic approaches to the study of these formulas are provided by Homma, [13], and by Semmelmann and Weingart, [22]); if the linear combination is a second order differential operator, then it is interesting to determine when it is elliptic (a complete classification of these elliptic operators for the structure groups SO($n$) and Spin($n$) has been given by Branson, [3]).
## Table 1. Conformal weights of $G$-generalized gradients

| dim($M$) | Group | Geometry | Highest weight | Conformal Weights |
|----------|-------|----------|----------------|------------------|
| $2m$     | Spin$(2m)$ SO$(2m)$ | (spin) oriented Riemannian | $\lambda = (\lambda_1, \ldots, \lambda_m) \in \mathbb{Z}^m \cup (\frac{1}{2} + \mathbb{Z})^m$ $\lambda_1 \geq \cdots \geq \lambda_m \geq |\lambda_m|$ | $w_{i,-} = 1 - 2m - \lambda_i + i, i = 1, m$ $w_{i,+} = 1 + \lambda_i - i, i = 1, m$ |
| $2m + 1$| Spin$(2m + 1)$ SO$(2m + 1)$ | (spin) oriented Riemannian | $\lambda = (\lambda_1, \ldots, \lambda_m) \in \mathbb{Z}^m \cup (\frac{1}{2} + \mathbb{Z})^m$ $\lambda_1 \geq \cdots \geq \lambda_m \geq 0$ | $w_0 = -m$ $w_{i,-} = -2m - \lambda_i + i, i = 1, m$ $w_{i,+} = 1 + \lambda_i - i, i = 1, m$ |
| $2m$     | SU$(m)$ U$(m)$ | (special) almost Hermitian | $\lambda = (\lambda_1, \ldots, \lambda_m) \in \mathbb{Z}^m$ $\lambda_1 \geq \cdots \geq \lambda_m$ | $w_{i,-} = -\lambda_i + i - m, i = 1, m$ $w_{i,+} = \lambda_i - i + 1, i = 1, m$ |
| $4m$     | Sp$(m)$ | almost hyper-Hermitian | $\lambda = (\lambda_1, \ldots, \lambda_m) \in \mathbb{Z}^m$ $\lambda_1 \geq \cdots \geq \lambda_m \geq 0$ | $w_{i,-} = -\lambda_i + i - 2m - 1, i = 1, m$ $w_{i,+} = \lambda_i - i + 1, i = 1, m$ |
| $4m$     | Sp$(1)$-Sp$(m)$ | almost quaternion-Hermitian | $\beta \in \mathbb{Z}$, $\lambda = (\lambda_1, \ldots, \lambda_m) \in \mathbb{Z}^m$ $\beta \geq 0, \lambda_1 \geq \cdots \geq \lambda_m \geq 0$ | $w_{\pm,i,-} = 1/2(-\lambda_i \pm \beta/m + i - 2m - 1 - 1/m \pm 1/m), i = 1, m$ $w_{\pm,i,+} = 1/2(\lambda_i \pm \beta/m - i + 1 - 1/m \pm 1/m), i = 1, m$ |
| 7        | $G_2$ | $G_2$-structure | $\lambda = (\lambda_1, \lambda_2) \in \mathbb{Z}^2$ $\lambda_1 \geq \lambda_2 \geq 0$ | $w_{1,\pm} = -(5/3 \mp 5/3) \pm 1/3(2\lambda_1 + \lambda_2)$ $w_{2,\pm} = -(5/3 \mp 4/3) \pm 1/3(\lambda_1 + 2\lambda_2)$ $w_{3,\pm} = -(5/3 \mp 1/3) \pm 1/3(\lambda_1 - \lambda_2)$ |
| 8        | Spin$(7)$ | Spin$(7)$-structure | $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{Z}^3$ $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq 0$ | $w_{1,\pm} = -(9/4 \mp 9/4) \pm 1/2(\lambda_1 + \lambda_2 + \lambda_3)$ $w_{2,\pm} = -(9/4 \mp 7/4) \pm 1/2(\lambda_1 + \lambda_2 - \lambda_3)$ $w_{3,\pm} = -(9/4 \mp 3/4) \pm 1/2(\lambda_1 - \lambda_2 + \lambda_3)$ $w_{4,\pm} = -(9/4 \pm 1/4) \pm 1/2(\lambda_1 - \lambda_2 - \lambda_3)$ |
A NOTE ON THE CONFORMAL INVARIANCE OF G-GENERALIZED GRADIENTS
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