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Abstract

Executing computer vision models on streaming visual data, or streaming perception is an emerging problem, with applications in self-driving, embodied agents, and augmented/virtual reality. The development of such systems is largely governed by the accuracy and latency of the processing pipeline. While past work has proposed numerous approximate execution frameworks, their decision functions solely focus on optimizing latency, accuracy, or energy, etc. This results in sub-optimum decisions, affecting the overall system performance. We argue that the streaming perception systems should holistically maximize the overall system performance (i.e., considering both accuracy and latency simultaneously). To this end, we describe a new approach based on deep reinforcement learning to learn these tradeoffs at runtime for streaming perception. This tradeoff optimization is formulated as a novel deep contextual bandit problem and we design a new reward function that holistically integrates latency and accuracy into a single metric. We show that our agent can learn a competitive policy across multiple decision dimensions, which outperforms state-of-the-art policies on public datasets.

1 Introduction

Increasing number of scenarios have started relying on executing computer vision tasks, viz., classification or detection or segmentation on streaming visual data (or streaming perception) [4, 40, 20]. For practical applications, such as self-driving vehicles or augmented and virtual reality (AR/VR), it is critical for the processing pipeline to be both fast and accurate, thus maximizing overall streaming performance, both accuracy and latency.

Past works has explored numerous latency sensitive approaches [17, 16, 35] and approximate execution frameworks [13, 30, 40] that either adheres to strict latency requirements, or resource constraints, or an accuracy target, resulting in sub-optimum decisions. These approaches have three critical drawbacks for streaming perception tasks: 

(D1) The cost associated to figure out the different tradeoffs will explode combinatorially as the number of choices increase. For example, in streaming detection if the decision function has to choose the appropriate input resolution \{360, 480, 560, 640, 720\}, number of proposals \{100, 300, 500, 1000\}, tracker resolution \{360, 480, 560, 640, 720\} and stride \{3, 5, 10, 15, 30\}, then the design space will have over 500 combinations, which is non-trivial to select (See Section 3).

(D2) The decision function do not consider content characteristics of the streaming data at run time. Content-aware approaches [39, 4, 38] adapt the configurations or switch between models based on the content characteristics, e.g., complex frames are passed to expensive deeper/wider models. However, classifying a frame as “simple” or “complex” is challenging and identifying the right metrics to extract the characteristics is non-trivial (See Section 4.1).

(D3) The decision function is not linked to overall accuracy and latency performance of the system. Current execution pipelines do not jointly optimize accuracy and latency for online real-time tasks. Streaming perception is significantly more challenging than offline perception [20], necessitating design of new reward functions that accommodates both accuracy and latency (See Section 4.2).
In this paper, we propose a new approach based on deep reinforcement learning (RL) to learn various system tradeoffs at runtime for streaming perception. Our approach consists of three major components: First, we derive various informative metrics from images, which can be utilized to guide runtime tradeoff decisions; Second, our RL agent uses these metrics to decide among various tradeoff options, say, the input resolution or the model to use, such that it jointly optimizes both the accuracy and latency using a new reward function; and Third, the execution policy learned by our RL agent is both dynamic, i.e., changes configuration on the fly and the agent is trained online, i.e., considers accuracy and latency trade-offs in the online real-time setting (See Figure 1). We formulate this as a novel deep contextual bandit problem and our rationale for using contextual bandits stems from the fact that they are simple to train, effective and can easily fit within the latency budget of streaming perception tasks. Through extensive analysis we show that our approach learns an optimal “sweet spot” in the accuracy versus latency trade-off that uniquely maximizes streaming performance.

We empirically show that the policy selected by our RL approach has superior overall performance than state-of-the-art approaches. Further, our RL approach is complementary to the current line of work in computer vision literature, where it can support better backbone CNN’s, faster end-to-end models to further improve performance.

Contributions. Our main contributions are: (1) We introduce a novel approach for learning various system tradeoffs to jointly optimize accuracy and latency. (2) We design a new reward function that holistically integrates latency and accuracy into a single metric for streaming perception. (3) We present a principled way to train our RL agent in an online real-time setting, which can be applied to other streaming tasks. (4) We conduct extensive analysis to show that selecting runtime tradeoffs is non-trivial and the policy selected by our approach significantly improves streaming performance.

2 Related Work

Latency Sensitive Perception. Two major lines of work have emerged in improving the execution latency. The first approach try to reduce the runtime of the backbone CNN’s [16, 41], coupled with techniques like quantization [14, 18] and pruning [14, 21]. The other approach focuses on designing end-to-end architectures and algorithms that are inherently faster [31, 25, 23, 35, 43]. Further, accuracy and latency trade-off curves have been previously studied for different algorithms and configurations [17]. However, evaluating accuracy and latency in tandem is difficult. Li et al. [20] propose a new evaluation metric, sAP [2], to evaluate accuracy and latency together by evaluating the result while enforcing a real-time constraint on them. Mao et al. [26] also propose a detection delay metric, however, their evaluation setup is offline and not generalizable.

Approximate Execution Frameworks. Many approximate execution frameworks have been designed to execute perception pipelines. They describe runtime decisions such as changing input resolution [11, 38], switching between models [13, 38], changing model configurations (like number of object proposals) [40], selecting the right subset of frames to execute expensive models vs cheap trackers [10, 4], offloading expensive model calls to a cloud resource [10, 30]. However, the decision function is not linked to overall accuracy and latency performance, and neither is influenced by the content characteristics in the frame. Instead, they either minimize energy [4], contention from other running processes [40], or optimize solely the available latency budget [13]. This results in choosing sub-optimal decisions at the expense of the trade-off being optimized, affecting overall performance.

Reinforcement Learning for Streaming Applications. Intelligent planning systems that are reactive [12] and flexible [15] in bounded settings have been extensively studied, along with classical approaches to plan resource utilization and scheduling [6]. One of the key challenges for existing approximate/flexible execution frameworks, has been the difficulty in designing reward functions that optimize both accuracy and latency together. RL models are known to be notoriously difficult to train without appropriately designed reward functions and reward shaping is often employed [28]. Even then concerns of “reward hacking” [3, 27] remain, which results in models learning undesirable behaviours and safety concerns.
Table 1: Faster R-CNN: Tradeoff between scale and proposals (50 random sequences of ImageNet-VID and Argoverse-HD)

| Scale | ImageNet-VID | 600 | Scale | Argoverse-HD | Proposals | 600 |
|-------|--------------|-----|-------|-------------|-----------|-----|
|       | Proposals    | 100 |       | Proposals   | 100       | 720 |
| 540.0 | 56.8 ms      | 100 | 480.0 | 45.6 ms     | 100       | 640 |
| 560.0 | 59.5 ms      | 300 | 420.0 | 45.3 ms     | 300       | 480 |
| 590.0 | 51.3 ms      | 500 | 400.0 | 42.8 ms     | 500       | 360 |
| 600.0 | 54.9 ms      |     | 360.0 | 40.1 ms     |           | 240 |
|       | 57.8 ms      |     | 320.0 | 34.0 ms     |           |     |

Table 2: Tradeoff between models and scale for 50 random seq. of ImageNet-VID

| Scale | YoloV3 | FCOS |
|-------|--------|------|
| 480.0 | 41.7 ms| 49.3 ms|
| 384.0 | 28.2 ms| 36.2 ms|
| 320.0 | 22.9 ms| 34.0 ms|

3 Background

Runtime tradeoffs have many aspects of considerations—the task domain, tradeoff characteristics and the hardware the perception system runs on. Here, we’ll briefly discuss these aspects.

Table 1 shows the tradeoff between different scales (input resolution) and number of proposals for Faster R-CNN model on ImageNet-VID [33] and Argoverse-HD [8] datasets. The sweet spot between accuracy and latency for ImageNet-VID appears to be at 100 proposals, however, for scale it is not clearly evident as scale=360 results in 37% improvement in latency, but with 1.6 point reduction in AP when compared to scale=480. Further, the same tradeoffs for the Argoverse-HD dataset, have a sweet spot at 300 proposals and scale=640. This is likely due to the difference in the domain, as ImageNet-VID has fewer number of objects in average compared to Argoverse-HD. Thus, identifying the optimal configurations at runtime is non-trivial. Figure 2 shows that there exist numerous tradeoff selections between (detector scale, tracker scale, tracking stride), which can satisfy an average latency budget of 33 ms (represented by the blue vertical line). One could pick any configuration in this cluster (marked by the red circle), and a sub-optimal choice can easily result in atleast 3 point AP reduction when compared with the best configuration. Furthermore, the choice of the model itself is another tradeoff, as different models exhibit different kinds of errors [7] which can be a factor of choice in different application domains (See Table 2). For example, at scale 320 YoloV3 is 1.5X faster, but with 10.8 AP reduction when compared with FCOS.

To further aggravate this problem, the underlying hardware can also impact the optimal configuration. For instance, in our experiments on Argoverse-HD using a P40 GPU, the best scale turns out to be 600 instead of 900 as reported in [20], which was benchmarked with a 1080Ti GPU. Appendix A presents extensive results for various runtime tradeoffs across datasets, models and configurations.

The design space for these tradeoffs explodes combinatorially and is difficult to understand the impact of one tradeoff versus another and non-trivial to select the optimum configuration. This motivates the need for an agent that adaptively learns these tradeoffs at runtime with minimal compute overhead.

4 Approach

In this section, we first present the metrics derived from our streaming frames, their utility, and the overheads this computation introduces. Then, we describe our reward function that is used to train the RL agent, and how it balances both accuracy and latency considerations. Finally, we describe the details of our RL agent along with the training and testing procedures.

4.1 Extracting Frame-level Metrics

Our goal is to derive various metrics from streaming data, which can be utilized to guide runtime tradeoff decisions. Thus, the key criterion while designing these metrics are—(1) The metrics should be informative in nature and should reflect the content characteristics of the image. (2) The latency overhead of obtaining these metrics should be low, otherwise the cost of obtaining them would counter any benefits of making runtime tradeoffs.

Key Idea. We posit the development of “tiny” regressors and classifiers which are trained to predict informative metrics in a supervised fashion. The metrics themselves capture some aspect of the runtime tradeoff, say changing the input resolution, or switching from one model to another. These regressors/classifiers are composed of a few layers operating on the output features of the backbone.
CNN’s used by the models. This reduces the overheads of running these models drastically and easily fits in our latency budget. In this paper, we instantiate our problem statement to focus on runtime tradeoffs in video object detection and present metrics to that end.

1. Switchability. The complexity of the DNN models can vary depending on how deep or wide these models are, resulting in different accuracy-latency tradeoffs. The switchability metric aims to capture the differences between the different models that we can switch between during execution. To obtain this metric, we execute all the supported models F on image I to obtain detections \( \{x_{f_1}, x_{f_2}, \ldots, x_{f_k}\} \), where \( x_{f_i} \) is the output obtained from model \( f_i \). We then compute the standard deviation of the mean IOU across all the detectors in F on I and assign the switchability category to either, low, medium, or high. For example, a low switchability category indicates that switching is not particularly useful, where both expensive/inexpensive models have similar performance on this image. Whereas, a high switchability category indicates switching the model will result in better accuracy, as some of the models in F have superior performance than others. Finally, we train a classifier in a supervised manner, which takes the output features of the backbone CNN as input (i.e., features from the last convolutional layer) and predicts the switchability category class.

2. Adaptive Scale. We use the scale metric from [11], which attempts to predict the optimum scale (input resolution) an image should be executed at, such that both accuracy and latency are improved. First, we determine which scale is better for a given image by comparing foreground box predictions at different scales (e.g., in our case \( s=(720,600,480,360,240) \)). The scale at which the common foreground objects have the minimum loss is considered the optimal scale [11]. Now that we have scale labels for each image, we train a regressor in a supervised manner to predict the “optimal” scale.

3. Scene aggregates. Apart from the above, we also compute few frame-level aggregates as described next: (i) Confidence Aggregates: We compute the mean and the standard deviation of confidence value associated with the predictions. The intuition here is that if the average confidence of the prediction is low for a scene, then it might necessitate the execution of a more “expensive” configuration. (ii) Category Aggregates: We compute number of instances for each category in the predictions, i.e., we provide a \( C \times 1 \) vector with counts of objects of each category. This would help capture the kind of objects present in a given scene, say a rare object category might require additional computational resources to be localized better. (iii) Object Size Aggregates: We also compute the areas of each detection and bucket them as small, medium and large detections (same as COCO thresholds [24]), and return the aggregate vector. This is useful as small objects are considered more difficult to detect than larger ones. (iv) Crop Extents: We divide the image into patches, and mark patches that don’t overlap with any predicted detection, and compute the convex hull of these patches. These crop extents indicate which regions can be cropped out, improving latency with minimal loss of accuracy. Please see Appendix B for more details on these metrics.

4.2 Designing the Reward Function for Adaptive Streaming Perception

Existing execution frameworks either try to reduce FLOPS of backbone networks or runtime of the models, mostly in an offline setup on archived data. However, for streaming perception, such approaches fail to capture the fact that when the algorithm/model finishes processing, the surrounding world has already changed. In this work, we design an online reward function, which optimizes both accuracy and latency requirements. Intuitively, our function compares the model output with a ground truth stream of the actual world state in an online fashion to generate the rewards.

The data stream is modeled as a set of sensor observations, ground truth world states and timestamps, denoted by \( \{(x_i, y_i, t_i)\}_{i=1}^n \). Let \( f \) be the streaming algorithm, and our agent is following the policy \( \pi \) to configure the algorithm. Till time \( t \), the algorithm \( f \) is provided with observations and timestamps, viz., \( \{(x_i, t_i)| t_i < t \} \). The algorithm \( f \) generates an output prediction at any time, say \( \{(\hat{y}_j, s_j)\}_{j=1}^n \), where \( s_j \) is the timestamp when a particular prediction \( \hat{y}_j \) is produced and \( \hat{y}_j = f(x_j) \) with \( j \) indexing over the \( N \) outputs generated by \( f \) over the entire stream. Note, this output stream is not synchronized with the input stream and is not operating necessarily on every observed input. Further, the real time constraint is enforced by comparing the most recent output \( (\varphi(t)) \) at time \( t_i \) to the ground truth \( y_i, \varphi(t) = \underset{j}{\arg\max} s_j < t \). This is equivalent to applying a zero-order hold for the algorithm’s outputs to produce continuous predictions of world states. This is akin to the general setting described in [20], and is applicable for generic streaming scenarios.

Now, let’s consider that, our agent takes an action \( a_1 \) at \( t_{a_1} \) to change configuration of algorithm \( f \) and the next action \( a_2 \) is taken at \( t_{a_2} \), now we define the reward function that our agent receives for
we show that one can select any fixed policy configuration (where $R$ would make training the agent difficult and sample-inefficient. Our general construction of the reward taking action $a$ decision space considered is discrete and not continuous. 

Our general construction of the reward function $R$ can be modeled as a decision policy under a Markov Decision Process (MDP). We can compute the expected future cumulative mismatch for a policy under stochastic runtimes $r$. However, our decision space of configurations is discrete, and thus, the runtime of every configuration of the algorithm can be assumed to be constant. Furthermore, we do not change the algorithm configuration often due to temporal consistency (typically, every 80-120 frames). Thus, a fragment of the sequence where a particular configuration is used can be considered as a scenario where shrinking tail policy using that configuration’s runtime will still hold. Thus, we modify the shrinking tail policy to incorporate this assumption (See Appendix C). However, a limitation of this approach is that it works only when the decision space considered is discrete and not continuous.

Figure 3: (a) and (b) shows the distribution of $R$ obtained by policy $\pi$ and $\pi_{fixed}$, resp., for sequences $A$ and $B$. In (c), $R_{fixed,adv}$ removes the intrinsic reward bias of the two sequences. 

Intuitively, the reward for action $a_1$ is the accuracy obtained for a stream sequence segment until a new action $a_2$ is taken, while the zero-order hold ensures that only the results satisfying the latency constraints are accounted for. Thus, our reward function $R$ ensures that the reward received by the agent considers both real time constraints and the accuracy of the algorithm $f$. It should be noted that $R$ is a generalization of $L_{streaming}$ [20] (instantiated as sAP metric [2]), where $R(0, T) = L_{streaming}$. However, sAP is not a good reward function, as $R(0, T)$ would indicate the cumulative benefit of all the runtime decisions taken in a sequence, such a sparse reward design would make training the agent difficult and sample-inefficient. Our general construction of the reward function $R$ does not assume any properties of the algorithm $f$ or any properties of $L(y, \hat{y})$ and it could be applied to various streaming perception tasks such as object detection or segmentation.

Different sequences and scenes may exhibit different levels of accuracy depending on inherent scene characteristics. In some cases, for intrinsically difficult sequences the agent might select the best configuration and yet receive lower reward, and in some other sequences selecting a sub-optimal configuration may receive a higher reward. For example, a video sequence with one large object that can be easily detected would have much higher average rewards than another sequence with many overlapping and far-away objects. This inconsistency in reward distributions can lead to undesirable behaviour [3] in the agent. To normalize for this factor, we consider a fixed policy $\pi_{fixed}$, i.e., a fixed configuration of algorithm $f$, and devise an alternative reward ($R_{fixed,adv}$) as follows,

$$R_{fixed,adv}(t_1, t_2) = \lambda(R(a_1, t_2) - R_{\pi_{fixed}}(t_1, t_2))$$

where $R_{\pi_{fixed}}$ is the reward obtained by executing algorithm $f$ following the fixed policy and $\lambda$ is an appropriate scale factor. Practically, algorithm $f$ employing fixed policy $\pi_{fixed}$ is first executed on our training set once, the outputs and the timestamps are stored and then we load them for each sequence while training our agent to generate the reward, i.e., $R_{fixed,adv}$. As we can see from Figure 3(c), the new reward function normalizes the differences between two sequences. Subtracting the reward obtained from a fixed policy eliminates the intrinsic reward bias of the original reward function in a sequence, and provides us the advantage of our policy over the fixed policy. In Section 5, we show that one can select any fixed policy configuration ($\pi_{fixed}$) of algorithm $f$ and the policy learned is resilient to variations of the selection.

4.3 Scheduling with Runtime Trade-Offs

Temporal aliasing, i.e., the mismatch between the output and the input streams, reduces performance and selecting which frames to process or ignore is very critical to achieve good streaming performance. It is shown that idle-free scheduling (i.e., processing the next available frame immediately when the resource is “free”) is outperformed by a shrinking tail scheduling [20], where we wait for the next frame if there is a reduction in mismatch. However, this relies on the assumption that the run time $r$ of the algorithm $f$ is constant. This is reasonable as runtime distributions are peaky and unimodal [20].

In our scenario the algorithm’s configuration changes at runtime, and hence previous assumption does not hold true. Recent work [20] propose that the frame selection (or scheduling) problem can instead be modeled as a decision policy under a Markov Decision Process (MDP). We can compute the expected future cumulative mismatch for a policy under stochastic runtimes $r$. However, our decision space of configurations is discrete, and thus, the runtime of every configuration of the algorithm can be assumed to be constant. Furthermore, we do not change the algorithm configuration often due to temporal consistency (typically, every 80-120 frames). Thus, a fragment of the sequence where a particular configuration is used can be considered as a scenario where shrinking tail policy using that configuration’s runtime will still hold. Thus, we modify the shrinking tail policy to incorporate this assumption (See Appendix C). However, a limitation of this approach is that it works only when the decision space considered is discrete and not continuous.
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Algorithm 1: Obtaining Observations From Streaming Perception System

Initialize policy π
Set change system configuration probability p
τ = 0
for e = 0, 1, . . . , E - 1 do
Reset simulator,
for every sequence do
Initialize empty stream replay buffer S;
i = 1;
while streaming do
   // System executes on streaming data
   ... value = Draw from Bernoulli(p);
   if value = true then
      Observe x, from the stream;
      z = Metrics(x,);
      a = π(z);
      Change system config. using a;
      t = time.now();
      Store (z, a, t) in stream replay buffer S;
   τ = τ + 1;
i = i + 1;
π = train_agent(π, S);

Algorithm 2: Training the RL agent

Function train_agent(π, S, Stream Replay Buffer);
Unpack K length sequence
\{(z^n, a^n, r^n), . . . , (z^N, a^N, r^N)\} from stream replay buffer S;
for n = 1, . . . , K do
   r_n = R(z^n, a^n) ;
   Store (z^n, a^n, r_n) in agent’s replay buffer B;
π = update(π);

Update Policy

Function update(π, Policy);
Sample N tuples
\{(z^n, a^n, r^n), . . . , (z^N, a^N, r^N)\} uniformly from buffer B;
for n = 1, . . . , N do
   // Set the targets
   y^n = r^n
   // Calculate the loss for the batch
   L = \frac{1}{N} \sum_{n=1}^{N} \sum_{d=1}^{D} (y^n - Q(\pi, S))^2
Use optimizer to optimize θ to minimize L;

4.4 Exploring and Exploiting Trade-Offs Using Deep RL
Till now, we described the metrics obtained from a frame, the reward function used to train our agent, and the scheduling considerations to choose which frames to process. We shall now describe how to train and test our Deep RL agent to make configuration decisions in a streaming scenario.

We formulate our problem as a novel deep contextual bandit problem, where a sequence of independent trials are conducted and in every trial the agent chooses an action from the set of possible actions along with the side-information provided, formally known as context. After every trial the agent receives a reward value as feedback for the chosen action and updates its policy accordingly.

Consider the decision set \( D = \{D_1, D_2, . . . , D_n\} \) (Say, dimensionality is \( M = |D| \)) where each decision dimension \( D_i = \{d_1, d_2, . . . , d_k\} \) corresponds to a configuration parameter of the algorithm \( f \) discretized as \( d_k \). Thus, an action \( a \) is an \( M \)-dimensional vector corresponding to each decision dimension being a discrete sub-action with a fixed number of choices. For example, if we consider 2 decision dimensions, \( D = \{D_{scale}, D_{model}\} \), the potential configurations for each dimension would be \( D_{scale} = \{720, 600, 480, 360, 240\} \), \( D_{model} = \{yolo, fcos, frcnn\} \).

Thus, for our \( M \)-dimensional action space and \( m_\delta \) discrete sub-actions for each dimension \( \delta \), using the conventional discrete-action algorithms, a total of \( \prod_{\delta=1}^{M} m_\delta \) possible actions need to be considered. Efficiently exploring such large action spaces is difficult, rendering the application of discrete-action reinforcement learning algorithms intractable. Thus, our agent independently considers the decision for each sub-action, while operating on a shared representation for action-value predictions, similar to action branching architectures [36], thus, significantly reducing the number of action-values to be predicted from \( \prod_{\delta=1}^{M} m_\delta \) to \( \sum_{\delta=1}^{M} m_\delta \).

We consider the metrics obtained from a frame as \( z \), where \( z = Metrics(x) \) and \( x \) is the frame, and \( Metrics \) is the function that generates these metrics. \( z \) is considered as the side-information or context provided to the agent. Since our context space is continuous, we employ a deep neural network (specifically, a multi-layer perceptron) for predicting the action values \( Q_\theta(z, a) \) for each sub-action \( a \) along with given context \( z \) and \( \theta \) is the set of learnable parameters. To learn these parameters, we employ a loss function that takes into account all the decision points. The loss \( \mathcal{L} \) is calculated by sampling batch of [context, action and reward] tuples, i.e., \((z, a, r)\) from the agent’s replay buffer \( B, \mathcal{L} = E(z, a, r) \sim B \left[ \frac{1}{|B|} \sum_{a, i, a} (r - Q_\theta(z, a))^2 \right] \). To perform the exploration-exploitation search during training, we employ instances of two popular approaches (1) Upper Confidence Bound (UCB) and (2) Epsilon Greedy [34].

1. UCB. This approach is inspired by UCB based exploration utilizing deep neural networks for action value estimation (like NeuralUCB [42]). Action is chosen using the following equation,
\[ a_\tau = \arg\max_{d \in D_i} \left[ Q_\theta(z_\tau, d) + c \sqrt{\frac{\ln T_\tau}{N_\tau(d)}} \right] \quad \forall D_i \in D \]
where \( Q_\theta(z_\tau, d) \) is the predicted action value
While testing our learned policies, we greedily act upon the actions which provide the maximum FCOS [37] with ResNet-50 backbone and (iii) while employing multiscale training on scales between [720, 320], we set (i) vector (i.e., 22 for Argoverse and 44 for ImageNet-VID) and output size being the sum of each values. Unless stated otherwise, all our experiments are performed on Microsoft Azure’s ND-series machines [1], having Intel Xeon E5-2690 v4 and Tesla P40’s, specifically, ND24s with 4 P40 GPUs.

We extract context (informative metrics) from a frame using “tiny” regressors for Context Generation.

For training our RL model, we employ a CNN architecture similar to the one proposed in [11], except that we employ weight sharing to operate on outputs corresponding to the levels in deep features obtained from FPN. See Appendix D for performance of these models.

We perform our experiments on the Argoverse-HD dataset [8, 20], which contains diverse urban outdoor driving scenes from two US cities and ImageNet-VID dataset [33], which is a diverse dataset with 30 object categories.

Performance Measure. We evaluate using sAP [20] measure (using their codebase [2]), i.e., AP in the online real-time setting, as it simultaneously evaluates both latency and average precision of the detections. This is referred as AP in prior work [20] and for simplicity we follow that convention.

Implementation Details. We use the mmdetection [9] library to train and finetune our models, viz., (i) Faster R-CNN [32] with Feature Pyramid Networks [22] (FPN) and ResNet-50 backbone, (ii) FCOS [37] with ResNet-50 backbone and (iii) YOLOv3 [31] with DarkNet-53 backbone. Further, while employing multiscale training on scales between [720, 320], we follow the 1x schedule of mmdetection and default parameters for all of them to maintain consistency. We finetune our models from a base model trained on COCO [24] for the above datasets using the following protocol — for ImageNet-VID, we use a mix of images from ImageNet-DET and VID in 2:1 ratio as described in [11, 19] and for Argoverse-HD we consider every 5th frame from the provided training sequences as our training set. Our agent is trained on the training set of these datasets by considering all the video sequences from this set itself. All our evaluation is performed on the validation sets of ImageNet-VID and Argoverse-HD, as ground truth annotations for test set are not available. Our evaluation set has no overlapping sequences from training set, and during evaluation, our agent does not perform any exploration, and greedily considers the action with the maximum predicted action values. Unless stated otherwise, all our experiments are performed on Microsoft Azure’s ND-series machines [1], having Intel Xeon E5-2690 v4 and Tesla P40’s, specifically, ND24s with 4 P40 GPUs for training models and ND6 with 1 P40 GPU for evaluation.

Context Generation. We extract context (informative metrics) from a frame using “tiny” regressors and classifiers (see Section 4.1). To train these, we follow a CNN architecture similar to the one proposed in [11], except that we employ weight sharing to operate on outputs corresponding to the levels in deep features obtained from FPN. See Appendix D for performance of these models.

RL training. For training our RL model, we employ a 4 layer MLP architecture implemented in Pytorch [29], with the hidden layer size of 256, input size being equal to the size of our context vector (i.e., 22 for Argoverse and 44 for ImageNet-VID) and output size being the sum of each action dimension, i.e., \( \sum |D_i| \). Depending on the exploration/exploitation strategy employed, the hyperparameter for UCB algorithm \( c \) is set at 1.5, while for epsilon-greedy algorithm, we set initial \( \epsilon \)
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   Streamer + Proposals Tuned (s=600, n_prop=300) (Static Expert Policy) 20.7 36.0 20.9 3.7 18.4 48.6

4. Streamer + AdaScale [11] (Dynamic-Offline Policy) 13.4 23.1 13.8 0.2 8.6 37.4
   Streamer + AdaScale [11] (Dynamic-Offline Policy) 13.7 23.3 13.8 0.2 8.6 37.4
   Streamer + Proposals Tuned (s=600) (Static Policy) 20.5 35.6 20.8 3.7 18.0 47.2
   Streamer + Proposals Tuned (s=600) (Static Policy) 20.5 35.6 20.8 3.7 18.0 47.2

5. Dynamic-Online Policy (Ours) (s=1, np=300) 21.0 36.8 21.2 4.2 18.8 47.0
   Dynamic-Online Policy (Ours) (s=1, np=400) 21.1 36.8 21.2 4.2 18.8 47.0
   Dynamic-Online Policy (Ours) (s=1, np=400, R=R2) 21.2 36.8 21.2 4.2 18.8 47.0

5.1 Comparison with State-of-the-Art (SOTA)

We compare our approach with a variety of state of the art polices, viz., two static (offline policies) and one dynamic (offline policy). 1. Static Policy: We use state-of-the-art meta-detector Streamer [20] as our static policy. Here the policy uses a fixed detector and input scale, and then schedules the
detector along with forecasting to compensate for the latency. 2. Static Expert Policy: This policy similar to static, except the configurations are modified from Streamer to the best possible ones based
on an expert user’s input. 3. Dynamic-Offline Policy: This policy dynamically changes the input using AdaScale [11] (trained offline in a supervised manner) and without any scheduling (i.e. running
the detector as soon as GPU is free). 4. Dynamic-Online policy (Ours): As described, the learned execution policy by our RL agent is both dynamic in nature, i.e., changes configuration on the fly and the agent is trained online, i.e., considers accuracy and latency trade-offs in the real-time setting.

5.2 Results

In this section, we discuss our results on the Argoverse-HD dataset and refer to Appendix E for the results on ImageNet VID dataset. Table 3 shows the quantitative comparison results of our approach in comparison with SOTA (for detection and proposal configurations with Faster R-CNN). We can see
that our approach obtains the best average AP scores when compared with all the other approaches.

1. Static Policy vs. Ours. We firstly compare with the meta-detector Streamer [20], which combines detector and forecasting for a detector at a given scale and we show the results with the best
configurations they have provided. We can see that our dynamic-online policy with reward $R_1$ and
$R_2$ (rows 8,9) outperforms static policies with different scales (rows 1,2) by 3.1AP. This shows
that our policy is able to switch based on the image content, utilizing a lower latency configuration wherever possible to improve accuracy. Note that our policy performs significantly better across
nearly all AP thresholds and subsets, viz., $AP_{50}$, $AP_{75}$ denote AP with IoU (Intersection over Union)
thresholds at 0.5 and 0.75 respectively, and $AP_L$, $AP_M$ and $AP_S$ denote AP for large, medium and
small objects respectively.

2. Static Expert Policy vs. Ours. As described earlier, it is difficult to select the best possible
configuration even for an expert user as the design space explodes combinatorially, and it’s computationally expensive to brute force through all the possible combinations. However, we do tune
Streamer’s configuration by handpicking and selecting the proposals as 300 and 500, as they are known to be sweet-spots based on extensive empirical experiments (See Table 1). In contrast, our
policy can adpatively pick the best configurations at runtime to optimize both latency and accuracy
and outperforms this static expert policy. Figure 4 shows the configurations picked by our policy on the test data from Argoverse-HD, which optimizes both accuracy and latency.

3. Dynamic-Offline vs. Ours. AdaScale [11] adaptively selects the input scale based on the image
content. Our approach significantly improves the overall performance by 7.9AP when compared with dynamic offline policy of AdaScale (rows 5,6). This is mainly because, the dynamic-offline
policies are trained offline with a focus on achieving minimum resolution (and thus minimizing single
frame latency), and thus not optimizing both accuracy and latency together.

as 1, decay rate as 0.999 and minimum-$\epsilon$ as 0.15 and train for 10 epochs. We train our models using
both reward functions defined in Equations 1 and 2, which we’ll refer to as $R_1$ and $R_2$, respectively.

Tradeoffs considered. In our experiments, we consider five decision dimensions: (1) Scale ($s$): we consider the two action spaces $s_1 = \{720, 640, 560, 480, 360\}$ and $s_2 = \{750, 675, 600, 525, 450\}$; (2) Number of proposals ($np$) - $np = \{100, 300, 500, 1000\}$; (3) Tracker scale ($ts$): $ts = \{720, 640, 560, 480, 360\}$; (4) Tracker stride ($k$): $k = \{3, 5, 10, 15, 30\}$ and (5) Model choice ($m$): $m = (\text{yolov3, fcos, frcnn})$.

| Approach | $AP$ | $AP_{50}$ | $AP_{75}$ | $AP_S$ | $AP_M$ | $AP_L$ |
|----------|------|----------|----------|--------|--------|--------|
| Streamer (s=900) [20] (Static Policy) | 18.2 | 35.3 | 16.8 | 4.7 | 14.4 | 34.6 |
| Streamer (s=600) [20] (Static Policy) | 20.4 | 35.6 | 20.8 | 3.6 | 18.0 | 47.2 |
| Streamer + Proposals Tuned (s=600, n_prop=300) (Static Expert Policy) | 20.8 | 36.0 | 20.9 | 3.7 | 18.4 | 48.2 |
| Streamer + AdaScale [11] (Dynamic-Offline Policy) | 13.4 | 23.1 | 13.8 | 0.2 | 8.6 | 37.4 |
| Streamer + AdaScale [11] + Modified Scheduling (Dynamic-Offline Policy) | 13.8 | 23.4 | 14.3 | 0.2 | 9.0 | 39.9 |
| Dynamic-Online Policy (Ours) (s=1, np=300, R=R1) | 21.0 | 36.8 | 21.2 | 4.2 | 18.8 | 47.0 |
| Dynamic-Online Policy (Ours) (s=1, np=400, R=R2) | 21.1 | 36.8 | 21.2 | 4.2 | 18.8 | 47.0 |
while simultaneously optimizing both accuracy and latency in online streaming perception systems. Appendix F presents extensive results for Argoverse-HD dataset. To sum up, our learned agent is able to outperform a variety of execution policies as it learns good actions and makes decisions. Even with the choice of a demonstrably bad fixed policy, our agent is resilient to the choice of the initial fixed policy $\pi_{fixed}$ used in our reward function $R_2$. Our agent is able to learn a competitive policy even with the choice of a demonstrably bad fixed policy, $(360, 1000)$, which has a very low input resolution and the maximum number of proposals. Similarly, from Table 5 our agent is resilient to the choice of action space as changing scale space from $s_1$ to $s_2$ yielded competitive overall performance. This means that as long as the action spaces are defined reasonably well, our agent will learn a near-optimal execution policy.

Impact of adding a tracker. Table 6 shows the impact of adding a tracker (i.e., Tracktor [5]) to static policy and ours. The introduction of tracker (supports configuration of tracker scale and stride, i.e. number of times it’s executed versus the detector) increases the design space to 500 configurations and is not feasible to select the best static policy. Our agent is able to learn a competitive policy that outperforms the known static policy by 1.6 AP. It should be noted that even if we execute every combination for just 1 epoch on training set and evaluate to decide on the best configuration, that would take us 500 epochs to execute, whereas our approach learned this policy in just 5 epochs.

Impact of model switching. Similarly, from Table 7, we can see that the RL agent is able to learn the near-optimal configuration (model, scale, proposals), and switch to the better performing model on the fly and is able to improve upon the individual models by figuring out a reasonable configuration. Appendix F presents extensive results for Argoverse-HD dataset.

5.3 Takeaways and discussion
To sum up, our learned agent is able to outperform a variety of execution policies as it learns good execution policies for a variety of tradeoffs, while simultaneously accounting for both accuracy and latency. Moreover, our reward functions are robust and resilient in nature, and can handle changes in the defined action space and arbitrary fixed policies to learn good execution policies.

Extending our approach to heterogeneous perception systems with many models and algorithms running in conjunction would be extremely useful, wherein the combinatorial explosion of configurations would be intractable for manual optimization. Furthermore, our approach can be extended to jointly optimize/consider other parameters (like energy efficiency etc.) and the generality of our approach suggests that a wide variety of streaming perception applications can be benefited from this. However, due to safety considerations of certain downstream applications, it’s not advisable to use this framework in scenarios where strong performance guarantees are required. Finally, our approach is data driven, and the performance may be affected by the biases in the data.

6 Conclusion
In this work, we present a deep reinforcement learning based approach to optimize run-time tradeoff of streaming perception systems in a dynamic and online fashion. Our approach is conceptually simple, elegant and picks the right decision points, despite combinatorial explosion in design choices, while simultaneously optimizing both accuracy and latency in online streaming perception systems.
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Appendix

A Additional Details: Runtime Tradeoffs

In this section, we present additional results wrt runtime tradeoffs as discussed in Section 3. Figure 5 shows that there exist numerous tradeoff selections between (detector scale, tracker scale, tracking stride), which can satisfy an average latency budget of 33 ms (represented by the blue vertical line). Here we use FCOS [37] detector and Tracktor [5] tracker on Argoverse-HD dataset.

Model decisions are motivated by the analysis that different models exhibit different error characteristics, along with the variations in their accuracy-latency tradeoffs. We use TIDE [7], a toolbox that helps distinguishes between six error types in object detection (Cls: classification error; Loc: localization error; Both: both cls and loc error; Dupe: duplicate predictions error; Bkg: background error; Miss: missed detections error) to help us in our analysis. For every error type, the error difference is independently calculated (i.e. computes the $\Delta$-mAP, or change in mAP, if an error type was “fixed” by an oracle), and thus provides us relative breakdowns that can be compared. Figure 6 and Figure 7 show the error analysis for two popular datasets, COCO [24] and ImageNet-VID [33]. The error breakdowns vary drastically between two datasets. As we note, YOLOv3 has a higher miss rate than the two other two models on both the datasets. Whereas, Faster R-CNN has a higher background error ratio compared to the other two models, which is concurrent to earlier observations [31].

Figure 5: Tradeoffs points (tracker scale (Tracktor [5]), detector scale (FCOS [37]), stride) on Argoverse-HD dataset.

Figure 6: Breakdown of Detection Errors on the COCO dataset using TIDE [7]

Figure 6: Breakdown of Detection Errors on the COCO dataset using TIDE [7]
B Additional Details: Frame-level Metrics

We now present additional results for extracting frame-level metrics described in Section 4.1.

Switchability. Figures 8, 9, and 10 shows object detection results using three detectors, viz., frcnn, fcos and yolo for a frame in ImageNet-VID dataset. Based on our analysis, the sample frame in Figure 8 and 9 has low standard deviation score indicating switching between models will not improve performance. This can be clearly seen in the figure, where all three detectors have similar detections for these frames.

However, sample frame in Figure 10 has high standard deviation score indicating switching the model will result in better accuracy. We can see that the detections by the cheaper model (yolo) has much sparser detections as compared to expensive detectors such as fcos and faster rcnn.

Adaptive Scale. Figure 11 shows the detections obtained using Faster rcnn model on a sample frame at different input resolution/scale. We can clearly see that as the scale reduces the number of detections also reduce and on lower resolution mostly the foreground objects are detected. Figure 12 shows similar behavior for fcos detector with different scales. However, we can also see the differences in the model performance between fcos and faster rcnn for each scale. For example, fcos at lower
resolution, i.e., 240 could not even detect the foreground objects. Thus showing the tradeoffs that exist between models and input scale.

**Scene Aggregates.** We now present additional details on how scene aggregates help to provide additional context. Specifically, for crop extents we divide the image into patches, and mark patches that don’t overlap with any predicted detection, and compute the convex hull of these patches as shown in Figure 13. The blue marked patches indicates the overlap with the objects and black boundary indicates the patches outside this can be cropped as it does not have any overlap with the object.

Table 8 shows the performance of crop extents on Argoverse-HD dataset. We can see that with crop extent there is significant reduction in latency with minimal loss in accuracy. This holds true for different tracker scales as shown in the table.

**C Additional Details: Modified Shrinking Tail Scheduling**

In section 4.3, we presented the challenges in using the current shrinking tail scheduling algorithm for our streaming perception task. Further, to overcome these challenges we present a modified shrinking tail algorithm as described in Algorithm 3.
Figure 13: Crop Extent: As a tracker can’t add new objects, it doesn’t need to extract features from whole frame. A “reasonable” crop should help decrease latency without a drop in accuracy.

Table 8: Effect of crop extent on Argoverse-HD

| (Det Scale, Tracker Scale) | W/O Crop Extent | Crop Extent | Improvement |
|----------------------------|-----------------|-------------|-------------|
| (720, 600)                 | 42.94ms, 20.4 AP| 33.60ms, 20.3 AP | 21.7%, -0.5% |
| (720, 480)                 | 31.01ms, 17.7 AP| 28.00ms, 17.5 AP | 12.5%, -1.1% |

D Additional details: Performance of context generators

Switchability. As we saw from the tradeoff graphs presented earlier, models exhibit different accuracy/latency tradeoffs and also exhibit different error variations on different datasets. We therefore try to model a switchability metric which gives us a sense of the incentive to switch from one model to another.

Let $D$ denote the set of object detectors, and $n$ be the total number of object detectors under consideration. For a given image $I$, we compute mean intersection over union (mIoU) score from obtained detections from all detectors in $D$. We compute the standard deviation (SD) of mIoU across all the detectors in $D$ on $I$. Let the standard deviation metric of IoU follow a distribution $\psi$ with mean $\mu$ and standard deviation $\sigma$. We bucket the SD value for an image into three categories: (i) Low: $SD \in [0, \mu - \alpha \ast \sigma]$ (ii) Medium: $SD \in (\mu - \alpha \ast \sigma, \mu + \alpha \ast \sigma]$ (iii) High: $SD > \mu + \alpha \ast \sigma$. We set $\alpha$ as 0.5.

We then train a classifier utilizing the backbone features from the associated object detector. The architecture of the model is analogous to the one defined in [11], except that we utilize soft-max outputs, and a Cross Entropy Loss to train this model. We present the results of the classification in Table 9 and Table 10 for Argoverse-HD and ImageNet-VID datasets, respectively. We directly use the probability vector emitted as an input feature to our agent.

Overhead. Table 11 shows that the overhead of our metrics computation for a single frame (presented numbers are averaged over 1000 distinct frames) at different scales is around 25-35%. The majority of the overhead contribution is from the adaptive scale regressor and switchability classifier. However, it should be noted that metrics are computed only when the agent is executed (i.e., once every 30 detection calls), hence, the amortized overhead per frame is merely around 1% during runtime.

Adaptive Scale. We utilize the (1&3) kernel combination [11], i.e., 1 * 1 and 3 * 3 filters applied on input features in parallel with global pooling. Moreover, our network shares weights operating on every feature level (FPN outputs features for each pyramid level) if necessary. Our training scales for ImageNet-VID dataset and Argoverse dataset $S_{train_1} = \{600, 480, 360, 240\}$ and $S_{train_2} = \{720, 640, 480, 360, 240\}$ respectively. We train the regressor using the protocol specified in [11], except that we use an Adam optimizer with $lr = 0.0001$. We maintain the same min and max scale ranges during evaluation.

E Additional Results: ImageNet-VID dataset

We consider the Static Policy of $s = 600$ as it’s the baseline configuration proposed by AdaScale [11] for comparison. We employ Streamer [20] to compensate for the streaming constraints using
Algorithm 3: Modified Shrinking-tail scheduling

1: Given finishing time $s$ and algorithm runtimes for different configurations $r$ in the unit of frames (assuming $r[i] > 1 \ \forall \ i$) and current algorithm configuration $c$, this policy returns whether the algorithm should wait for the next frame
2: Define tail function $\tau(t) = t - \lfloor t \rfloor$
3: return $[\tau(s + r[c]) < \tau(s)]$ (Iverson bracket)

|                | Precision | Recall | F1-Score |
|----------------|-----------|--------|----------|
| Low            | 0.81      | 0.87   | 0.84     |
| Medium         | 0.54      | 0.56   | 0.55     |
| High           | 0.71      | 0.45   | 0.55     |
| Accuracy       |           |        | 0.73     |

forecasting and shrinking tail scheduling (same as Argoverse-HD), for a fair comparison (Row 1, Static policy). We also compare by augmenting Streamer with AdaScale [11] (Row 2, dynamic-offline) wherein the image scale is dynamically changed using the scale metric they have proposed, and to compensate for the real-time scheduling issues that would arise by changing scale dynamically, we employ the Modified Shrinking Tail Scheduling policy.

For execution policies involving our RL agent, we employ scale action space as $s_3 = \{600, 480, 420, 360, 300, 240\}$ (this is similar to the scales the scale regressor [11] is trained at, except for the addition of 420 and 300) and keep the proposal action space same as $n_{p_1} = \{100, 300, 500, 1000\}$ and $m = \{\text{yolov3, frcnn, fcos}\}$. As we observe in Table 12, similar trends emerge as with Argoverse-HD dataset. We can see that AdaScale doesn’t outperform the baseline in an online real-time setup, due to its tendency to minimize single frame latency (Row 2 vs Row 1). Our approach is able to pick competitive policies that outperform both static and dynamic-offline policy with an increase of 3 AP. It should also be noted that the stated online accuracy ($AP_{50} = 62.0$) is very close to the accuracy measured in offline mode ($AP_{50}$ (offline) = 63.8). Furthermore, Figure 14 shows the scale and proposals our RL agent picks during evaluation.

Figure 14: Configurations picked by our agent in evaluation on ImageNet-VID. $y-axis$ represents proposals and $x-axis$ represents scales.

Table 13 shows that our agent is able to learn a near-optimal policy to determine when to switch between models on the fly maximize both accuracy and latency. Our policy performs comparably with respect to the other policies that uses a fixed model. Figure 15 shows the configurations picked by our agent for different models and scales.

F Additional Results: Argoverse-HD dataset

Figure 16 shows the configurations selected by our agent during training on Argoverse-HD dataset for scale and proposals. We can see that in Figure 16(a) for the first approx. 1000 timesteps the agent explores all the possible proposals equally and then starts selecting the one which maximizes both latency and accuracy. We can see that proposals $\{300, 500\}$ are the configurations that are selected most. Similarly, Figure 16(b) shows the exploration for different input scale. We can see that on
Table 10: Switchability Classification Perf.: ImageNet-VID

|          | Precision | Recall | F1-Score |
|----------|-----------|--------|----------|
| Low      | 0.72      | 0.80   | 0.76     |
| Medium   | 0.50      | 0.42   | 0.46     |
| High     | 0.62      | 0.60   | 0.61     |
| Accuracy |           |        | 0.64     |

Table 11: Overhead of Context Generation

| Scale | Default | AdaScale | AdaScale + Scene Agg. | Scale + Scene Agg. + Switch. |
|-------|---------|----------|-----------------------|-------------------------------|
| 900   | 104.1 ms| 19ms     | 19.6ms                | 39.2ms                        |
| 600   | 55.7ms  | 9.5ms    | 9.7ms                 | 18.5ms                        |
| 300   | 1.3ms   | 32.2ms   | 3.5ms                 | 7.3ms                         |

Table 12: Our dynamic online policy outperforms all the SOTA approaches on ImageNet-VID dataset.

| Approach                                                                 | AP  | AP₅₀ | AP₂₀ | AP₅ | AP₃₀ | AP₅₀ |
|--------------------------------------------------------------------------|-----|------|------|-----|------|------|
| 1. Streamer (s = 600) [20] (Static Policy)                              | 34.4| 59.8 | 35.4 | 2.0 | 12.0 | 39.8 |
| 2. Streamer + AdaScale [11] + Modified Scheduling (Dynamic-Offline Policy) | 32.2| 55.5 | 33.6 | 1.4 | 10.1 | 37.8 |
| 3. Dynamic-Online Policy (Ours) (s = s₃, np = np₃, R = R₁)              | **37.5** | **62.0** | **40.0** | 1.4 | 11.2 | **44.0** |
| 4. Dynamic-Online Policy (Ours) (s = s₃, np = np₃, R = R₂, τₐₚₓ = (480, 300)) | 37.2 | 62.0 | 39.5 | 1.9 | 11.2 | 43.8 |

Table 13: Performance with Model switching on ImageNet-VID

| Approach                                                                 | AP  |
|--------------------------------------------------------------------------|-----|
| Streamer (m=fcos, s=600)                                                | 29.0|
| Streamer (m=frnn, s=600)                                                | 34.4|
| Ours (m=mₐ, sₐ₃, R=R₂)                                                  | 33.6|

dataset, the agent identifies scale \{640, 560\} to be the optimal ones that maximize latency and accuracy.

Figure 17 shows the configurations selected by our agent when we consider model, proposals and scale tradeoffs. Figure 17(a) shows that the agent has learnt the policy to select Faster-RCNN more frequently than FCOS and Yolo based on the runtime tradeoffs. However, in Figure 17(b) we can see that agent selects all proposals almost equally across timesteps. These plots show that our agent efficiently explores the action space and selects the best configurations to maximize both accuracy and latency.
Figure 15: Configurations picked by our agent in evaluation on ImageNet-VID while switching. $y-axis$ represents model and $x-axis$ represents scales.

Figure 16: Configuration selected by our agent during training on Agroverse-HD dataset. $y-axis$ represents the number of times a configuration is selected. (a) Selection of different number of proposals (b) Selection of different input scale.

Figure 17: Configuration selected by our agent during training on Agroverse-HD dataset. $y-axis$ represents the number of times a configuration is selected. (a) Selection of different models (b) Selection of different proposals (c) Selection of different input scale.