ON 2-REPRESENTATION INFINITE ALGEBRAS ARISING FROM DIMER MODELS
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Abstract. The Jacobian algebra arising from a consistent dimer model is a bimodule 3-Calabi-Yau algebra, and its center is a 3-dimensional Gorenstein toric singularity. A perfect matching of a dimer model gives the degree making the Jacobian algebra $Z$-graded. It is known that if the degree zero part of such an algebra is finite dimensional, then it is a 2-representation infinite algebra which is a generalization of a representation infinite hereditary algebra. Internal perfect matchings, which correspond to toric exceptional divisors on a crepant resolution of a 3-dimensional Gorenstein toric singularity, characterize the property that the degree zero part of the Jacobian algebra is finite dimensional. Combining this characterization with the theorems due to Amiot-Iyama-Reiten, we show that the stable category of graded maximal Cohen-Macaulay modules admits a tilting object for any 3-dimensional Gorenstein toric isolated singularity. We then show that all internal perfect matchings corresponding to the same toric exceptional divisor are transformed into each other using the mutations of perfect matchings, and this induces derived equivalences of 2-representation infinite algebras.

1. Introduction

A dimer model (or brane tiling) is a finite bipartite graph on the real two-torus $T$, which induces the polygonal cell decomposition of $T$. It was introduced in the field of statistical mechanics, and from 2000s string theorists have been used it in the context of quiver gauge theories (see e.g., [26, 30, 31]). Since then, the relationships between dimer models and many branches of mathematics have been discovered. In this paper, we observe the combinatorial structure on dimer models. Combining with some known results, it gives rise to several assertions concerning representation theory of algebras.

1.1. Background: 2-representation infinite algebras. The notion of $n$-representation infinite algebras was introduced in [34] (see Subsection 3.1 for the precise definition). This algebra is a certain analogue of a representation infinite hereditary algebra, and is a distinguished class from the viewpoint of higher dimensional Auslander-Reiten theory. This class contains several important examples. For example the Beilinson algebra, which arises as the endomorphism ring of the tilting bundle $\bigoplus_{s=0}^{n} O(s)$ on $\mathbb{P}^n$, is an $n$-representation infinite algebra (see [34] Example 2.15). Also, it is known that this algebra can be obtained as the degree zero part of a bimodule $(n+1)$-Calabi-Yau algebra of Gorenstein parameter 1 (see Theorem 3.2). Some interesting examples of such a construction are given by dimer models as shown in [2 Section 6].

Let $\Gamma$ be a dimer model on the real two-torus $T$. When we consider the real two-torus $T$, we fix the fundamental domain and identify $T$ with $\mathbb{R}^2/\mathbb{Z}^2$. Since $\Gamma$ is a bipartite graph, the set $\Gamma_0$ of nodes in $\Gamma$ is divided into two parts $\Gamma_0^+, \Gamma_0^-$, and the set $\Gamma_1$ of edges in $\Gamma$ consists of the ones connecting nodes in $\Gamma_0^+$ and those in $\Gamma_0^-$. In order to make the situation clear, we color nodes in $\Gamma_0^+$ white, and color nodes in $\Gamma_0^-$ black. A connected component of $T \setminus \Gamma_1$ is called a face of $\Gamma$, and we denote by $\Gamma_2$ the set of faces. Then, as the dual of a dimer model $\Gamma$, we define the finite connected quiver $Q_\Gamma$, which is a linear combination of some cycles in $Q$. Using this quiver with potential $(Q, W_Q)$, we can define the Jacobian algebra $\mathcal{P}(Q, W_Q)$, which is the path algebra with relations associated to $(Q, W_Q)$ (see Subsection 2.1). Under the consistency condition (see Definition 2.2), we see that $\mathcal{P}(Q, W_Q)$ is a bimodule 3-Calabi-Yau algebra (see [15] Theorem 7.1]).
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The notion of perfect matching plays a crucial role in our context.

**Definition 1.1.** A perfect matching (or dimer configuration) of a dimer model $\Gamma$ is a subset $D$ of $\Gamma_1$ such that for any node $n \in \Gamma_0$ there is a unique edge in $D$ containing $n$ as the end point. For a perfect matching $D$ of $\Gamma$, we denote by $D$ the subset of $Q_1$ obtained as the dual of $D$. We also say that $D$ is a perfect matching of $Q$.

For a perfect matching $D$ of $Q$, we define the degree $d_D$ on each arrow $a \in Q_1$ as

$$d_D(a) = \begin{cases} 1 & \text{if } a \in D, \\ 0 & \text{otherwise}. \end{cases} \quad (1.1)$$

This $d_D$ induces the $\mathbb{Z}$-grading on $\mathcal{P}(Q,W_Q)$, and this makes $\mathcal{P}(Q,W_Q)$ bimodule 3-Calabi-Yau with Gorenstein parameter 1 if $\Gamma$ is consistent (see Subsection 3.2). We define the truncated Jacobian algebra, denoted by $\mathcal{P}(Q,W_Q)_D$, as the degree zero part of the $\mathbb{Z}$-graded Jacobian algebra $\mathcal{P}(Q,W_Q)$ with respect to $d_D$. The following is the motivating theorem in this paper.

**Theorem 1.2** (cf. [2, Corollary 3.6], [51, Theorem 4.12]). Let $\mathcal{P}(Q,W_Q)$ be the Jacobian algebra associated with a consistent dimer model, and $D$ be a perfect matching of $Q$. Then, if the truncated Jacobian algebra $\mathcal{P}(Q,W_Q)_D$ is finite dimensional, then it is a 2-representation infinite algebra.

A perfect matching $D$ making the truncated Jacobian algebra $\mathcal{A}_D := \mathcal{P}(Q,W_Q)_D$ finite dimensional can be found using toric geometry. Precisely, using perfect matchings of a consistent dimer model, we define the perfect matching polygon $\Delta$ (see Subsection 2.2) and the 3-dimensional Gorenstein toric ring can be found using toric geometry. Precisely, using perfect matchings of a consistent dimer model, we define the perfect matching polygon $\Delta$ (see Subsection 2.2) and the 3-dimensional Gorenstein toric ring $R$, which will be called toric singularity, associated with the cone over $\Delta$. Also, we can assign a lattice point of $\Delta$ to each perfect matching. If $\Delta$ contains an interior lattice point (in other words, if the exceptional locus of a crepant resolution of Spec $R$ has dimension two), then a perfect matching $D$ corresponding to that point, which is called an internal perfect matching, gives us the desired property as follows.

**Proposition 1.3** (see Proposition 5.5). Let $Q$ be the quiver associated with a consistent dimer model $\Gamma$. Then, we see that $D$ is an internal perfect matching of $Q$ if and only if $\mathcal{A}_D$ is a finite dimensional algebra, in which case $\mathcal{A}_D$ is a 2-representation infinite algebra.

Although this is the immediate consequence of toric geometry associated to dimer models, we give a brief explanation in Subsection 3.2 for the sake of completeness.

### 1.2. Background: Triangle equivalences obtained via dimer models.

It is known that the center of the Jacobian algebra associated with a consistent dimer model is a 3-dimensional Gorenstein toric singularity, and such a toric singularity can be obtained in this way (see Theorem 2.4). When we study maximal Cohen-Macaulay (MCM) modules over such a toric singularity, a finite dimensional truncated Jacobian algebra is important as we will see below.

Let $R$ be a $d$-dimensional Cohen-Macaulay commutative ring. We recall that an $R$-module $M$ is an MCM module if $\text{depth}_{R_p} M_p = \dim R_p$ for any $p \in \text{Spec } R$ or $M = 0$. Let $\text{CM}(R)$ be the category of MCM $R$-modules and $\text{CM}(R)$ be the stable category of MCM $R$-modules. It is known that if $R$ is a $d$-dimensional local Gorenstein isolated singularity, then $\text{CM}(R)$ is a $(d-1)$-Calabi-Yau triangulated category [5]. Here, we say that a $\mathbb{k}$-linear Hom-finite triangulated category $\mathcal{T}$ is $n$-Calabi-Yau ($n$-CY) if there is a natural isomorphism

$$\text{Hom}_\mathcal{T}(X,Y) \cong D \text{Hom}_\mathcal{T}(Y, X[n])$$

for any $X,Y \in \mathcal{T}$ and $D(-) = \text{Hom}_\mathcal{T}(-, \mathbb{k})$. We note that there exists a triangulated equivalence between $\text{CM}(R)$ and the singularity category $\mathcal{D}_{\text{sg}}(R)$ of $R$ by [18]. We then introduce a non-commutative crepant resolution in the sense of Van den Bergh [62].
Definition 1.4. Let $R$ be a Gorenstein normal domain, and $M$ be a non-zero reflexive $R$-module. Let $\Lambda := \text{End}_R(M)$. We say that $\Lambda$ is a non-commutative crepant resolution (NCCR) of $R$ if $\text{gl.dim}\Lambda < \infty$ and $\Lambda$ is an MCM $R$-module.

Let $M$ be an MCM $R$-module that contains no free direct summands. If $\text{End}_R(R \oplus M)$ is an NCCR of $R$, then $M$ is a $(d - 1)$-cluster tilting object in $\text{CM}(R)$ [12, Theorem 5.2.1]. We here recall that an object $M$ in a triangulated category $\mathcal{T}$ is called a n-cluster tilting (n-CT) object if it satisfies

$$\text{add} M = \{ X \in \mathcal{T} \mid \text{Hom}_\mathcal{T}(X,M[i]) = 0 \text{ for all } i = 1, \ldots, n - 1 \}$$

$$= \{ X \in \mathcal{T} \mid \text{Hom}_\mathcal{T}(M,\lambda[i]) = 0 \text{ for all } i = 1, \ldots, n - 1 \}.$$

On the other hand, there is an important n-CY category admitting an n-CT object which is called a generalized n-cluster category. This category was introduced in [14] (see also [19]) for a finite dimensional hereditary algebra as the categorification of cluster algebras due to Fomin and Zelevinsky [25], and it was generalized in [11, 29]. In light of these facts, it is natural to ask a relationship between these CY categories admitting cluster tilting objects. Indeed, for some cases we can obtain a triangulated equivalence between the $(d - 1)$-CY category $\text{CM}(R)$ and a generalized $(d - 1)$-cluster category. An interesting family of such equivalences is also given by dimer models as we will see in Theorem 1.5 below. That is, using the grading $d_0$ induced from a perfect matching, we have the following equivalences. Here, $Q_D$ denotes the subquiver of $Q$ whose set of vertices is the same as $Q$ and set of arrows is $Q \setminus \mathcal{D}$, especially $Q_D$ is also a finite connected quiver.

Theorem 1.5 (see [2, Theorem 6.3]). Let $\Gamma$ be a consistent dimer model, and $(Q,W_Q)$ be the associated quiver with potential. Let $\mathcal{P}(Q,W_Q)$ be the Jacobian algebra, and we denote by $R$ the center of $\mathcal{P}(Q,W_Q)$. If there exists a perfect matching $D$ of $Q$ and a vertex $i$ of $Q$ satisfying the following properties:

(P1) the truncated Jacobian algebra $\mathcal{A}_D := \mathcal{P}(Q,W_Q)_D$ is finite dimensional,

(P2) $i$ is a source of the quiver $Q_D$,

(P3) $\mathcal{P}(Q,W_Q)/\langle e_i \rangle$ is finite dimensional, where $e_i$ is the primitive idempotent corresponding to $i$, then $R$ is a 3-dimensional Gorenstein toric isolated singularity, and for the algebra $\mathcal{A}_{D,e_i} := \mathcal{A}_D/\langle e_i \rangle$ we have the following triangle equivalences.

$$\mathcal{D}^b(\mathcal{A}_{D,e_i}) \xrightarrow{\sim} \mathcal{C}_2(\mathcal{A}_{D,e_i}) \xrightarrow{\sim} \text{CM}(R)$$

Here, $\mathcal{C}_2(\mathcal{A}_{D,e_i})$ is the generalized 2-cluster category, which is defined as the triangulated hull of the orbit category $\mathcal{D}^b(\mathcal{A}_{D,e_i})/SO[-2]$ where $S$ is the Serre functor of $\mathcal{D}^b(\mathcal{A}_{D,e_i})$, see [11, 2].

By Proposition 1.3, if $D$ is an internal perfect matching, then $\mathcal{A}_D$ satisfies the condition (P1) in Theorem 1.5. Moreover, if $R$ is an isolated singularity, we can find a vertex $i \in Q_D$ satisfying the conditions (P2), (P3). Thus, it follows from [2, Theorem 4.1 and 6.3] that we have the following statements.

Corollary 1.6 (see Corollary 4.3). Let $R$ be a non-regular 3-dimensional Gorenstein toric isolated singularity that is not the $A_1$-singularity (i.e., $R \not\cong k[x,y,z]/(xy-zw)$). Then, there exists an internal perfect matching $D$ and the primitive idempotent $e_i$ satisfying (P1)–(P3) in Theorem 1.5. Thus, we have equivalences (1.2).

Corollary 1.7 (see Corollary 4.6). Let $R$ be a 3-dimensional Gorenstein toric isolated singularity. Let $\Gamma$ be a consistent dimer model associated with $R$. Then, there exists a $\mathbb{Z}$-grading on $R$ induced from a perfect matching of $\Gamma$ via [11] such that the stable category $\text{CM}^R$ of $\mathbb{Z}$-graded MCM $R$-modules admits a tilting object.

Here, an object $X$ in a triangulated category $\mathcal{T}$ is said to be tilting if $\text{Hom}_\mathcal{T}(X,X[i]) = 0$ for all integers $i \neq 0$ and the smallest thick subcategory containing $X$ is $\mathcal{T}$.

Concerning Corollary 1.6, we note that even if $R$ is the $A_1$-singularity, we have a similar equivalence, see Example 4.5.

1.3. Main results. As we saw in Subsection 1.1 and 1.2 an internal perfect matching plays an important role. In general, there are some internal perfect matchings corresponding to the same interior lattice point of the perfect matching polygon $\Delta$, thus it is also important to understand relationships among such internal perfect matchings. To do this, we consider the notion of the mutation of perfect matchings (see Subsection 1.3), which is the operation making a given perfect matching a different one corresponding to the same lattice point. Using the mutation, we can obtain the following theorem.
Theorem 1.8 (see Theorem 6.1). Let $\Gamma$ be a consistent dimer model. Then, we see that any pair of
internal perfect matchings of $\Gamma$ are transformed into each other by repeating mutations of perfect matchings
if and only if they correspond to the same interior lattice point of the perfect matching polygon.

Even if $D_i, D_j$ are internal perfect matchings of $Q$ corresponding to the same interior lattice point,
2-representation infinite algebras $A_{D_i}$ and $A_{D_j}$ are not isomorphic in general. However, the mutation
of perfect matchings induces a certain tilting module by 39, thus as an application of Theorem 1.8
we have derived equivalences between 2-representation infinite algebras as in Theorem 1.9. We remark that
this assertion also follows from 39 Theorem 7.2 and Remark 7.3, which uses a tilting object in the derived
category of coherent sheaves on a 2-dimensional toric Deligne-Mumford stack. Whereas we will give
another proof using Theorem 1.8 because it is interesting from the viewpoint of representation theory of
algebras.

Theorem 1.9 (see Theorem 6.1). Let $\Gamma$ be a consistent dimer model and $Q$ be the associated quiver. Let
$D_i, D_j$ be internal perfect matchings of $Q$ corresponding to the same interior lattice point of the perfect
matching polygon $\Delta$. Then, we have an equivalence $D^b(\text{mod} A_{D_i}) \cong D^b(\text{mod} A_{D_j})$.

On the other hand, it is known that for any lattice polygon $\Delta$ there exists a consistent dimer model
giving $\Delta$ as the perfect matching polygon 28 29, but such a dimer model is not unique. A way to
understand a relationship among consistent dimer models having the same perfect matching polygon is
to consider the mutation of dimer models, which is obtained as the dual of the mutation of the quiver with
potential associated with a dimer model, because this operation does not change the associated perfect
matching polygon (see Subsection 6.2). Using the mutation of dimer models and tilting theory, we also
have derived equivalences of 2-representation algebras as follows. We remark that this also follows from
39 Theorem 7.2 in the stronger sense (see Remark 6.16).

Theorem 1.10 (see Theorem 6.15). Let $\Gamma, \Gamma'$ be consistent dimer models that can be obtained from each
other using the mutations of dimer models (see Definition 6.9 6.10), and we assume that the perfect
matching polygon $\Delta$ of $\Gamma$ (and hence $\Gamma'$) contains an interior lattice point. Let $(Q, W_Q), (Q', W_{Q'})$
be the quivers with potential associated with $\Gamma, \Gamma'$ respectively. If $D$ and $D'$ are respectively internal perfect
matchings of $\Gamma, \Gamma'$ corresponding to the same interior lattice point of $\Delta$, then we have an equivalence
$$D^b(\text{mod} \hat{\mathcal{P}}(Q, W_Q)_\mathbb{D}) \cong D^b(\text{mod} \hat{\mathcal{P}}(Q', W_{Q'})_\mathbb{D})$$
where $\hat{\mathcal{P}}(Q, W_Q)$ is the complete Jacobian algebra.

The structure of this paper is as follows. In Section 2 we prepare some notation and facts regarding
dimer models. In Section 3 we introduce $n$-representation infinite algebras (we are especially interested
in the case of $n = 2$) and discuss which perfect matching makes the degree zero part of the graded
Jacobian algebra 2-representation infinite. As a conclusion, we show that an internal perfect matching
gives the desired answer (see Proposition 3.5). In Section 4 we consider the stable categories of (graded)
MCM modules for 3-dimensional Gorenstein toric isolated singularities, and show equivalences 4.12 using
the results in the previous section (see Corollary 4.3). Moreover, we show the existence of tilting object
for this stable category (see Corollary 4.4). In Section 5 we focus on internal perfect matchings and
their mutations. In particular, we show that all internal perfect matchings corresponding to the same
interior lattice point are successive mutations of one another (see Theorem 5.6). In Section 6 we turn our
attention to the bounded derived categories of finitely generated modules over 2-representation infinite
algebras, and show their equivalences (see Theorem 6.1 and 6.15) using APR tilting modules and the
mutations of (graded) quivers with potentials.

1.4. Notation and Conventions. Throughout this paper, $\mathbb{k}$ is an algebraically closed field of character-
istic zero. In this paper, all modules are left modules.

Let $A$ be a $\mathbb{k}$-algebra. We denote by $\text{Mod} A$ the category of $A$-modules, by $\text{mod} A$ the category of finitely
generated $A$-modules. We also denote by $\text{add}_A M$ the full subcategory consisting of direct summands of
finite direct sums of some copies of $M \in \text{mod} A$. We denote by $A^{\text{op}}$ the opposite algebra of $A$, and let
$A^e = A \otimes_{\mathbb{k}} A^{\text{op}}$ be the enveloping algebra of $A$. In particular, we can consider a left $A^e$-module as
an $(A, A)$-bimodule. We denote by $\text{per} A$ the thick subcategory generated by $A$. Let $B$ be a $\mathbb{Z}$-graded
$k$-algebra. We denote by $\text{Mod}^B A$ the category of $B$-graded $A$-modules, by $\text{mod}^B A$ the category of finitely
generated $B$-modules.

When we consider a composition of morphism, $fg$ means we first apply $f$ then $g$. With this convention,
$\text{Hom}_A(M, X)$ is an $\text{End}_A(M)$-module and $\text{Hom}_A(X, M)$ is an $\text{End}_A(M)^{\text{op}}$-module. Similarly, when we
consider a quiver, a path $ab$ means $a$ is followed by $b$. 
For an abelian category $C$, we denote by $K(C)$ the homotopy category and by $D(C)$ the derived category. We denote by $K^b(C)$ the bounded homotopy category and by $D^b(C)$ the bounded derived category. For $X,Y \in C$, let $\mathcal{P}(X,Y)$ (resp. $\mathcal{T}(X,Y)$) be the subset of $\text{Hom}_C(X,Y)$ consisting of morphisms factoring through a projective (resp. injective) object in $C$. We denote the stable (resp. costable) category of $C$ by $\mathcal{C}$ (resp. $\mathcal{T}$), that is, it has the same objects as $C$, and the morphism spaces are defined as $\text{Hom}_C(X,Y)/\mathcal{P}(X,Y)$ (resp. $\text{Hom}_C(X,Y)/\mathcal{T}(X,Y)$).

2. Preliminaries on dimer models

We here introduce some notions related to dimer models. This section is mostly for a review and fixing notation. Some important ideas and concepts appearing in this section are derived from theoretical physics (see e.g., [26, 30, 31]), and have been developed in the various references cited throughout this section.

2.1. Jacobian algebras associated with dimer models. Let $Q = (Q_0,Q_1)$ be the quiver obtained as the dual of a dimer model, where $Q_0$ is the set of vertices and $Q_1$ is the set of arrows. Let $\text{hd}, \text{tl} : Q_1 \to Q_0$ be maps sending an arrow $a \in Q_1$ to the head of $a$ and the tail of $a$ respectively. A nontrivial path is a finite sequence of arrows $a = a_1 \cdots a_r$ with $\text{hd}(a_1) = \text{tl}(a_{r+1})$ for $\ell = 1, \ldots, r - 1$. We say that a path $a$ is a cycle if $\text{hd}(a) = \text{tl}(a)$. We define the length of path $a$ as $a_1 \cdots a_r$ as $r \geq 1$, and denote by $Q_r$ the set of paths of length $r$. We consider each vertex $i \in Q_0$. Then, $\text{hd}$, $\text{tl}$, we define $\text{tl}(a) = \text{tl}(a_1), \text{hd}(a) = \text{hd}(a_r)$ for a path $a = a_1 \cdots a_r$.

Then, we consider the path algebra $kQ$, which is the $k$-algebra whose $k$-basis consists of paths in $Q$. The multiplication of $kQ$ is defined as $a \cdot b = ab$ (resp. $a \cdot b = 0$) if $\text{hd}(a) = \text{tl}(b)$ (resp. $\text{hd}(a) \neq \text{tl}(b)$) for paths $a, b$, and we extend this multiplication linearly. We then denote by $[kQ,kQ]$ the $k$-vector space generated by all commutators in $kQ$ and set the vector space $kQ_{\text{cyc}} := kQ/[kQ,kQ]$. The space $kQ_{\text{cyc}}$ has a basis consisting of cycles in $Q$. By the definition of the quiver associated with a dimer model, for each node $n \in {\Gamma}_0$ on a dimer model, we have the cycle $\omega_n \in kQ_{\text{cyc}}$ that is obtained as the product of all arrows around the node $n$. We call such a cycle small cycle. In particular, small cycles dual to white (resp. black) nodes are oriented clockwise (resp. anti-clockwise). A potential of $Q$ is a linear combination $W \in kQ_{\text{cyc}}$ of cycles in $Q$ having the length at least 2, and call a pair $(Q, W)$ a quiver with potential ($=QP$). For the quiver $Q$ associated with a dimer model, we define the potential $W_Q$ as

$$W_Q := \sum_{n \in {\Gamma}_0} \omega_n - \sum_{n \in {\Gamma}_0} \omega_n.$$

For each small cycle $\omega_n$, we choose an arrow $a \in \omega_n$ and consider $\text{hd}(a)$ as the starting point of $\omega_n$. Then, we may write $e_{\text{hd}(a)} \omega_n, e_{\text{hd}(a)} := a_1 \cdots a_r a$ using some path $a_1 \cdots a_r$. We define the partial derivative of $\omega_n$ with respect to $a$ by $\partial_a \omega_n := a_1 \cdots a_r$. We note that $\partial_a \omega_n = 0$ for an arrow $a$ that is not contained in $\omega_n$. Extending this derivative linearly, we also define $\partial_a W_Q$ for any $a \in Q_1$. Then, we consider the two-sided ideal $\mathcal{J}_Q = \langle \partial_a W_Q \mid a \in Q_1 \rangle \subset kQ$. We define the Jacobian algebra of a dimer model as $\mathcal{P}(Q,W_Q) := kQ/\mathcal{J}_Q$. By construction, $\partial_a W_Q$ gives the relation in $Q$ for each arrow $a \in Q_1$. Here, a relation in $Q$ is a $k$-linear combination of paths of length at least 2 having the same head and tail. Namely, for each arrow $a \in Q_1$, there are precisely two oppositely oriented small cycles containing the arrow $a$ as a boundary. Let $p_a^\pm$ be the paths from $\text{hd}(a)$ around the boundary of such small cycles to $\text{tl}(a)$ (see Figure 2). Then, $\partial_a W_Q$ is described as $\partial_a W_Q = p_a^+ - p_a^-$, and this is a relation in $Q$. Thus, for the set of relations $\mathfrak{R} = \{ p_a^+ - p_a^- \mid a \in Q_1 \}$ in $Q$, we have $\mathcal{J}_Q = \langle \mathfrak{R} \rangle$.

**Figure 2.** An example of $p_a^+$ and $p_a^-$

**Remark 2.1.** We say that a node on a dimer model is $n$-valent if the number of edges incident to that node is $n$. If a dimer model contains a 2-valent node, then we may remove it using the join move which will be defined below, because this operation does not change the Jacobian algebra up to isomorphism. Thus,
in the rest of this paper, we assume that dimer models do not contain 2-valent nodes unless otherwise mentioned, and hence the length of a small cycle is at least three.

Here, we define the join move and the split move. The **join move** is an operation removing a 2-valent node and joining two distinct nodes connected to it as shown in Figure 3. On the other hand, the **split move** is an operation inserting a 2-valent node. In general, there are several ways to insert a 2-valent node. Figure 3 is an example of the split move.

![Join move and split move](image)

**Figure 3.** Join move and split move

In what follows, we will impose the extra condition called **consistency condition** on a dimer model. Under this condition, a dimer model gives a crepant resolution and an NCCR of a 3-dimensional Gorenstein toric singularity (see Subsection 2.4). In the literature, there are several consistency conditions (see e.g., [9, 15, 23, 28, 31, 36, 48, 54]). The relationships between those conditions were studied in [36, 9], and almost all conditions are equivalent under mild assumptions. We thus note one of them.

**Definition 2.2** (cf.[31]). Let $Q$ be the quiver associated with a dimer model $\Gamma$. We say that a dimer model $\Gamma$ is **consistent** if it admits a positive grading $R : Q_1 \to \mathbb{R}_{>0}$ satisfying the following conditions:

1. $\sum_{a \in \omega_n} R(a) = 2$ for any $n \in \Gamma_0$,
2. $\sum_{hd(a) = i} (1 - R(a)) + \sum_{tl(a) = i} (1 - R(a)) = 2$ for any $i \in Q_0$,

in which case $R$ is called a **consistent** $R$-charge.

2.2. Perfect matchings of dimer models. In this subsection, we focus on perfect matchings (see Definition 1.1). In general, every dimer model does not necessarily have a perfect matching. If a dimer model is consistent, then it has a perfect matching and every edge is contained in some perfect matchings (see e.g., [36 Proposition 8.1]).

For each edge contained in a perfect matching on $\Gamma$, we give the orientation from a white node to a black node. We fix a perfect matching $D_0$, which will be called the **reference perfect matching**. For any perfect matching $D$, the difference of two perfect matchings $D - D_0$ forms a 1-cycle, and hence we consider it as an element in the homology group $H_1(T) \cong \mathbb{Z}^2$. When we consider $D - D_0$ as the element of $H_1(T)$, we denote it by $[D - D_0]$. We then define the lattice polygon

$$\Delta_{\Gamma} := \text{conv}\{[D - D_0] \in \mathbb{Z}^2 \mid D \text{ is a perfect matching of } \Gamma\}$$

as the convex hull of lattice points associated to perfect matchings. We call $\Delta_{\Gamma}$ the **perfect matching (PM) polygon** (or **characteristic polygon**) of $\Gamma$, and sometimes we simply denote this by $\Delta$. Although this lattice polygon depends on the reference perfect matching, it is determined up to translations.

**Definition 2.3.** Fix a perfect matching $D_0$. We say that a perfect matching $D$ is

- a **corner** (or external) perfect matching if $[D - D_0]$ lies on a vertex of $\Delta$,
- a **boundary** (or external) perfect matching if $[D - D_0]$ lies on the boundary of $\Delta$,
- an **internal perfect matching** if $[D - D_0]$ lies on an interior lattice point of $\Delta$.

Since $[D_i - D_j] = [D_i - D_k] - [D_j - D_k]$ for any perfect matchings $D_i, D_j, D_k$, we see that corner, boundary, and internal perfect matchings do not depend on a choice of the reference one. If a dimer model is consistent, then there exists a unique corner perfect matching corresponding to each vertex of $\Delta$ (see e.g., [15 Corollary 4.27], [36 Proposition 9.2]). Thus, we can give a cyclic order to corner perfect matchings along the corresponding vertices of $\Delta$ in the anti-clockwise direction. In addition, we say that two corner perfect matchings are **adjacent** if they are adjacent with respect to the given cyclic order. For example, Figure 4 is the list of perfect matchings of the dimer model given in Figure 1.
We fix $D_5$ as the reference perfect matching. We see that $D_1,\ldots,D_4$ correspond to $(1,0), (0,1), (-1,0), (0,-1)$ respectively (see Figure 5). We also see that $D_5,\ldots,D_8$ correspond to $(0,0)$, and hence the PM polygon is given as shown in the rightmost of Figure 5. Therefore, $D_1,\ldots,D_4$ are corner perfect matchings and $D_5,\ldots,D_8$ are internal ones.

Next, we define the cone $\sigma$ whose section on the hyperplane $z=1$ is $\Delta$. That is, let $v_1,\ldots,v_n \in \mathbb{Z}^2$ be vertices of $\Delta$. We add the third coordinate $z=1$ to each vector $v_i$ and define the cone $\sigma$ as

$$\sigma := \mathbb{R}_{\geq 0}(v_1,1) + \cdots + \mathbb{R}_{\geq 0}(v_n,1) \subset \mathbb{R}^3.$$  

Then, we consider the dual cone

$$\sigma^\vee := \{x \in \mathbb{R}^3 \mid \langle x, (v_i,1) \rangle \geq 0 \text{ for any } i = 1,\ldots,n\},$$

where $\langle -, - \rangle$ is the natural inner product. This $\sigma^\vee \cap \mathbb{Z}^3$ is a positive affine normal semigroup, and hence we can define the toric ring (toric singularity) $R$ as

$$R := \mathbb{k}[\sigma^\vee \cap \mathbb{Z}^3] = \mathbb{k}[t_1^{a_1}t_2^{a_2}t_3^{a_3} \mid (a_1,a_2,a_3) \in \sigma^\vee \cap \mathbb{Z}^3].$$

By construction, $R$ is Gorenstein in dimension three. Also, this toric singularity $R$ is isomorphic to the center $\mathbb{Z}(\mathcal{P}(Q,W_Q))$ of the Jacobian algebra of $\Gamma$ (see [15, Chapter 5]). Let $\tau$ be a strongly convex rational polyhedral cone in $\mathbb{R}^3$ which defines a 3-dimensional Gorenstein toric singularity. Then, it is known that, after appropriate unimodular transformations, we have the lattice polygon as the intersection of $\tau$ and the hyperplane at height one. Thus, we can assign a certain lattice polygon $\Delta$ to each 3-dimensional Gorenstein toric singularity. We call this $\Delta$ the toric diagram of $R$. By Theorem 2.4 below, we see that any 3-dimensional Gorenstein toric singularity $R$ can be obtained from a consistent dimer model $\Gamma$ using the above construction, in which case $R$ is said to be the toric singularity associated with $\Gamma$. However, such a dimer model is not unique in general.

**Theorem 2.4** (see e.g., [28, 37]). For any 3-dimensional Gorenstein toric singularity $R$, there exists a consistent dimer model whose PM polygon coincides with the toric diagram of $R$.

### 2.3. Zigzag paths of dimer models

To investigate a dimer model and its perfect matchings, the notion of zigzag path is also important. We say that a path on a dimer model is a zigzag path if it makes a maximum turn to the right on a white node and a maximum turn to the left on a black node. For example, Figure 6 shows the zigzag paths of the dimer model given in Figure 1.
Considering the universal cover \( \mathbb{R}^2 \to \mathbb{T} \), we define the universal cover of a dimer model \( \Gamma \), which will be denoted by \( \tilde{\Gamma} \). Also, we can lift a zigzag path to \( \tilde{\Gamma} \). Note that a zigzag path on the universal cover \( \tilde{\Gamma} \) is either periodic or infinite in both directions.

For a zigzag path \( z \), we say that an edge of \( z \) is a zig (resp. zag) of \( z \) if \( z \) passes through that edge in the direction from black to white (resp. white to black). Considering a zigzag path \( z \) on \( \Gamma \) as a 1-cycle on \( \mathbb{T} \), we have the homology class \([z] \in H_1(\mathbb{T}) \cong \mathbb{Z}^2\). We call this element \([z]\) the slope of \( z \). We easily see that even if we apply the join moves and split moves to nodes contained in a zigzag path, the slope is preserved. Using zigzag paths, we also define another consistency condition as in \([36]\) Definition 3.5], and it is equivalent to Definition 2.2 (see \([9] \) [36]). In particular, we see that if \( \Gamma \) is a consistent dimer model, then the slope \([z]\) of any zigzag path \( z \) is not trivial, and any zigzag path does not have a self-intersection on the universal cover, in which case the slope is a primitive element. Considering the non-trivial slope \([z] = (a, b) \in \mathbb{Z}^2\) as the element of the unit circle, (i.e., \((a/b) \in \mathbb{S}^1\)), we can give the cyclic order to such slopes in the anti-clockwise direction. We say that two zigzag paths are adjacent if their slopes are adjacent with respect to this cyclic order. The following property of zigzag paths is important in the rest of this paper.

**Proposition 2.5** (see \([28]\) Theorem 3.3, Corollary 3.8], \([36]\) Proposition 9.2 (Step1), Corollary 9.3). Let \( \Gamma \) be a consistent dimer model. Then, there exists a one-to-one correspondence between the set of slopes of zigzag paths on \( \Gamma \) and the set of primitive side segments of the PM polygon of \( \Gamma \).

On the other hand, zigzag paths having the same slope arise as the difference of two corner perfect matchings that are adjacent. More precisely, if \( z_1, \ldots, z_n \) are all zigzag paths having the same slope, then there are corner perfect matchings \( D_1, D_2 \) such that they are adjacent and \( D_1 - D_2 \) consists of \( z_1, \ldots, z_n \), in which case all zags (resp. all zigs) of \( z_1, \ldots, z_n \) are contained in \( D_1 \) (resp. \( D_2 \)).

### 2.4. Crepant resolutions and NCCRs arising from dimer models.

In this subsection, we will see that the quiver associated with a consistent dimer model gives a crepant resolution and an NCCR for a 3-dimensional Gorenstein toric singularity.

Let \( Q \) be the quiver associated with a consistent dimer model. In particular, \( Q \) is finite and connected. Also, this equips relations \( p_a^+ = p_a^- \) for any \( a \in Q_1 \) introduced in Subsection 2.1, and we denote these relations by \( J_Q \). In the following, we denote this quiver with \( (Q, J_Q) \). A representation of quiver \((Q, J_Q)\) consists of a \( k \)-vector space \( V_i \) for each \( i \in Q_0 \) and a \( k \)-linear map \( \varphi_a : V_{\bar{u}(a)} \to V_{\bar{d}(a)} \) for each \( a \in Q_1 \) that satisfies the relation corresponding to \( J_Q \), that is, \( \varphi_{p_a^+} = \varphi_{p_a^-} \) for any \( a \in Q_1 \). Here, for a path \( p = a_1 \cdots a_n \), the map \( \varphi_p \) denotes the composite \( \varphi_{a_n} \circ \cdots \circ \varphi_{a_1} \) of \( k \)-linear maps. A representation \( V = ((V_i)_{i \in Q_0}, (\varphi_a)_{a \in Q_1}) \) of \((Q, J_Q)\) is called finite dimensional if \( \dim_k V_i \) is finite for all \( i \in Q_0 \). For a finite dimensional representation \( V \), we define the dimension vector of \( V \) as \( \mathbf{d} = (\dim_k V_i)_{i \in Q_0} \). We say that a representation \( V \) is nilpotent if there is \( n \in \mathbb{Z}_{>0} \) such that any path with length greater than \( n \) acts on \( V \) by zero. Let \( V, V' \) be representations of \((Q, J_Q)\). A morphism between \( V \) and \( V' \) is a family of \( k \)-linear maps \( \{ f_i : V_i \to V'_i \}_{i \in Q_0} \) such that \( \varphi_a f_{\bar{d}(a)} = f_{\bar{u}(a)} \varphi_a \) for any arrow \( a \) : \( i \to j \). We say that representations \( V \) and \( V' \) are isomorphic if \( f_i \) is an isomorphism of vector space for all \( i \in Q_0 \), in which case we denote \( V \cong V' \).

In the rest, we consider a representation \( V = ((V_i)_{i \in Q_0}, (\varphi_a)_{a \in Q_1}) \) with \( \mathbf{d} = (1, \ldots, 1) \). Taking a basis of each 1-dimensional vector space \( V_i \), we identify \( V_i \cong \mathbf{k} \). The representation space consists of \( k \)-valued points of

\[
\forall(J_Q) = \text{Spec}(k[x_a \mid a \in Q_1]/J_Q)
\]

where \( J_Q := (\prod_{a \in p_i^+} x_a - \prod_{a \in p_i^-} x_a \mid a \in Q_1) \). The changes of basis give isomorphism classes of \( V \), thus we can consider the isomorphism classes of representations as the orbits by the action of \((k^\times)^{Q_0} \cong \prod_{i \in Q_0} \text{GL}(V_i)\). Here, an element \( g = (g_i)_{i \in Q_0} \) acts on \( \varphi = (\varphi_a)_{a \in Q_1} \) as \( (g \cdot \varphi)_a = g_{\bar{d}(a)}^{-1} \varphi_a g_{\bar{u}(a)} \).

![Figure 6. Zigzag paths of the dimer model given in Figure 1](image-url)
Since an element in the diagonal subgroup $k^\times$, which takes the form $(\alpha, \ldots, \alpha) \in (k^\times)^Q_0$ acts trivially, $G := (k^\times)^Q_0/k^\times$ acts faithfully on $V(J_Q)$. We then define a weight $\theta = (\theta_i)_{i \in Q_0} \in Z^{Q_0}$. This $\theta$ induces the character
\[
\bar{\chi}_\theta : (k^\times)^Q_0 \to k^\times \quad (g_i)_{i \in Q_0} \mapsto \prod_{i \in Q_0} g_i^{\theta_i},
\]
and the character $\bar{\chi}_\theta$ descends to the character $\chi_\theta : G \to k^\times$ under the condition $\sum_{i \in Q_0} \theta_i = 0$. In what follows, we consider the weight space $\Theta := \{\theta \in Z^{Q_0} | \sum_{i \in Q_0} \theta_i = 0\}$. Let $\Theta_\mathbb{R} := \Theta \otimes Z \mathbb{R}$. We call an element $\theta \in \Theta_\mathbb{R}$ a stability parameter. For a subrepresentation $W$ of $V$, we define $\theta(W) := \sum_{i \in Q_0} \theta_i (\dim_k W_i)$, and hence $\theta(V) = 0$ in particular. Using a stability parameter $\theta \in \Theta_\mathbb{R}$, we introduce the notion of stability conditions as follows.

**Definition 2.6** (see [49]). For $\theta \in \Theta_\mathbb{R}$, we say that a representation $V$ is $\theta$-semistable if $\theta(W) \geq 0$ for any subrepresentation $W$ of $V$, and $V$ is $\theta$-stable if $\theta(W) > 0$ for any non-zero proper subrepresentation $W$ of $V$. In addition, we say that $\theta$ is generic if every $\theta$-semistable representation is $\theta$-stable.

For a character $\chi$, we say that $f \in S := \{x_\alpha | \alpha \in Q_1\}/J_Q$ is a $\chi$-semi-invariant if $f(g \cdot x) = \chi(g) f(x)$ for any $g \in G$. Let $S_{\chi_\theta}$ be the vector space of all $\chi_\theta$-semi-invariants. Then, we define the GIT quotient with respect to $\chi_\theta$ as
\[
M_\theta(Q) := \text{Proj} \left( \bigoplus_{j \geq 0} S_{\chi_\theta}^j \right).
\]

For the trivial character which is given by $\theta = (0, \ldots, 0)$, we see that any representation is $\theta$-semistable and $M_\theta(Q)$ is the categorical quotient $\text{Spec} S^G$. We remark that $S^G$ is isomorphic to the 3-dimensional Gorenstein toric singularity constructed in Subsection 2.2 (see e.g., [55 Proposition 6.3]). By [49, Proposition 5.3], for a generic parameter $\theta$, $M_\theta(Q)$ is a fine moduli space parametrizing $\theta$-stable representations of $(Q, Q_0)$. Moreover, this moduli space gives a crepant resolution.

**Theorem 2.7** (see [55 Theorem 6.3 and 6.4]). Let $\Gamma$ be a consistent dimer model, and $Q$ be the associated quiver. Let $R$ be the 3-dimensional Gorenstein toric singularity associated with $\Gamma$. Then, $M_\theta(Q) \to \text{Spec} R$ is a crepant resolution for a generic parameter $\theta$.

**Remark 2.8.** We note that for a generic parameter $\theta$, $M_\theta(Q)$ is a smooth toric variety, thus this can be realized by using a smooth toric fan. More precisely, there is a certain smooth subdivision $\Sigma$ of the resolution $M_\theta(Q)$ (see e.g., [20, Chapter 11]). On the other hand, there is a certain way to correspond $\theta$-stable representations to cones in $\Sigma$ (see Section 2.5).

Since $M_\theta(Q)$ is a fine moduli space for a generic parameter $\theta$, there is the universal vector bundle $E$, which is called tautological bundle. This $E$ is a tilting bundle on $M_\theta(Q)$ and satisfies $P(Q, W_Q) \cong \text{End}(E)$ (see [30, Theorem 1.4]), and hence we have an equivalence $D^b(\text{coh} M_\theta(Q)) \cong D^b(\text{mod} P(Q, W_Q))$, see [13, 58]. Furthermore, this equivalence also implies that $P(Q, W_Q)$ is an NCCR for a 3-dimensional Gorenstein toric singularity $R$ (see [40, Corollary 4.15]). This was also proved in [15] using another method. Since any 3-dimensional Gorenstein toric singularity can be constructed from a consistent dimer model (see Subsection 2.2), it admits an NCCR arising from a consistent dimer model.

2.5. **Perfect matchings corresponding to torus orbits.** Let $R$ be a 3-dimensional Gorenstein toric singularity associated with a consistent dimer model $\Gamma$, in which case the toric diagram of $R$ coincides with the PM polygon $\Delta$ of $\Gamma$ (see Theorem 2.4). As we saw in Section 2.4 we can construct a crepant resolution $M_\theta(Q)$ of Spec $R$, and $M_\theta(Q)$ parametrizes $\theta$-stable representations. We denote the $\theta$-stable representation corresponding to a point $y \in M_\theta(Q)$ by $V_y$.

On the other hand, considering the intersection of the fan $\Sigma$ of $M_\theta(Q)$ (see Remark 2.8) and the hyperplane at height one, we have the triangulation of $\Delta$. That is, we identify
- one-dimensional cones (= rays) in $\Sigma$ with lattice points in the triangulation of $\Delta$,
- two-dimensional cones in $\Sigma$ with line segments in the triangulation of $\Delta$,
- three-dimensional cones in $\Sigma$ with triangles in the triangulation of $\Delta$.

We denote the set of $r$-dimensional cones in $\Sigma$ by $\Sigma(r)$ where $r = 1, 2, 3$. By the Orbit-Cone correspondence (see e.g., [20 Chapter 3]), an $r$-dimensional cone $\sigma \in \Sigma(r)$ corresponds to a $3 - r$ dimensional torus orbit in $R_\Sigma \cong M_\theta(Q)$, which we will denote by $O_\sigma$. Thus, we can assign $\theta$-stable representations to cones in the fan $\Sigma$ of $M_\theta(Q)$ (and hence to torus orbits). In particular, we will see in Proposition 2.9 that each ray (and hence each lattice point in $\Delta$) corresponds to a $\theta$-stable representation arising from a perfect matching. In order to describe this correspondence, we define the support of a representation...
V = (\{(V_i)_{\varphi_a} \in D_{Q_1} \mid a \in Q_1, \varphi_a \neq 0\})$, denoted by $\text{Supp} V$, as the set \{a \in Q_1 \mid \varphi_a \neq 0\} of arrows whose corresponding linear maps are not zero. We also define the cosupport of a representation $V$ as the complement of $\text{Supp} V$.

A perfect matching $D$ of $Q$ is called $\theta$-stable if the set of arrows in $D$ is the cosupport of a $\theta$-stable representation. By the construction of the PM polygon $\Delta$ (see Subsection 2.2), each perfect matching of $\Gamma$ corresponds to a lattice point in $\Delta$. Then, we can obtain the following relationships between perfect matchings and $\theta$-stable representations.

**Proposition 2.9** (see [55, Section 6]). Let the notation be the same as above.

1. For a generic parameter $\theta$, we consider a two dimensional torus orbit $Z$ (i.e., $Z = O_\sigma$ with $\sigma \in \Sigma(1)$) of $M_\theta(Q)$. For any $y \in Z$, the cosupport of the $\theta$-stable representation $V_y$ is a perfect matching of $Q$, and this perfect matching does not depend on a choice of $y \in Z$.

2. Let $V_0$ be a representation of $Q$ whose cosupport is a perfect matching $D$ of $Q$. Then, there exists a generic parameter $\theta$ such that $V_0$ is $\theta$-stable.

**Remark 2.10** (see [55, the last part of Section 4]). Let $\theta$ be a generic parameter. There is a certain way to find the triangulation of $\Delta$ whose associated toric variety $X_{\Sigma}$ is isomorphic to $M_\theta(Q)$. To do this, we first assign a $\theta$-stable perfect matching to each lattice point of $\Delta$. Then, for any pair of $\theta$-stable perfect matchings $(D, D')$ of $Q$, we check whether $D \cup D'$ is the cosupport of a $\theta$-stable representation or not. If it is so, we connect lattice points corresponding to $D$ and $D'$, thus we have the line segment. Repeating these arguments, we have the triangulation of $\Delta$, and it gives the fan $\Sigma$ whose associated toric variety $X_\Sigma$ is isomorphic to $M_\theta(Q)$.

3. Perfect matchings giving 2-representation infinite algebras

3.1. $n$-representation infinite algebras. Let $n \geq 1$ be a positive integer. In this paper, the notion of $n$-representation infinite algebras plays an important role (especially the case of $n = 2$). This is a certain generalization of representation infinite hereditary algebras. In order to define this algebra, we first introduce the Nakayama functor. Let $\Lambda$ be a finite dimensional $k$-algebra of $\text{gl.dim} \Lambda \leq n$. We define functors:

$$\nu := D \text{RHom}_\Lambda(-, \Lambda) : \mathcal{D}^b(\text{mod} \Lambda) \to \mathcal{D}^b(\text{mod} \Lambda),$$

$$\nu^{-} := \text{RHom}_\Lambda(D-, \Lambda) : \mathcal{D}^b(\text{mod} \Lambda) \to \mathcal{D}^b(\text{mod} \Lambda).$$

The functor $\nu$ is called the Nakayama functor, and it is known that $\nu$ is the Serre functor of $\mathcal{D}^b(\text{mod} \Lambda)$ (see [13]). We then define the autoequivalences

$$\nu_n := \nu \circ [-n] : \mathcal{D}^b(\text{mod} \Lambda) \to \mathcal{D}^b(\text{mod} \Lambda),$$

$$\nu_n^{-} := \nu^{-} \circ [n] : \mathcal{D}^b(\text{mod} \Lambda) \to \mathcal{D}^b(\text{mod} \Lambda).$$

**Definition 3.1** (see [34, Definition 2.7 and Proposition 2.9]). Let $n \geq 1$ be a positive integer, and $\Lambda$ be a finite dimensional algebra with $\text{gl.dim} \Lambda \leq n$. We say that $\Lambda$ is $n$-representation infinite if $\nu_n^{-i}(\Lambda) \in \text{mod} \Lambda$ for all $i \geq 0$ (this means $\nu_n^{-i}(\Lambda)$ is quasi-isomorphic to a complex concentrated in the degree zero part), in which case its global dimension is precisely $n$, because $\text{Ext}^i_{\Lambda}(\Delta, \Lambda) = \nu_n^{-i}(\Lambda) \neq 0$.

If $n = 1$, then 1-representation infinite algebras coincide with representation infinite hereditary algebras. In the context of non-commutative algebraic geometry, $n$-representation infinite algebras are called quasi $n$-Fano algebras and investigated in [50, 51]. In particular, the following results also hold in such a context using different methods.

One of the methods to obtain a $n$-representation infinite algebra is to consider a bimodule $(n + 1)$-Calabi-Yau algebra of Gorenstein parameter 1 whose degree zero part is finite dimensional as we will see below. Here, we say that a graded algebra $B = \bigoplus_{i \geq 0} B_i$ with $\text{dim}_k B_i < \infty$ for any $i \geq 0$ is bimodule $n$-Calabi-Yau of Gorenstein parameter 1 if $B \in \text{per} B^e$ and $\text{RHom}_{B^e}(B, B^e)[n](-1) \cong B \in \mathcal{D}(\text{Mod}^* B^e)$.

**Theorem 3.2** (see [2, Corollary 3.6], [51, Theorem 4.12]). Let $B = \bigoplus_{i \geq 0} B_i$ be a positively $\mathbb{Z}$-graded algebra that is bimodule $(n + 1)$-Calabi-Yau of Gorenstein parameter 1. If $\text{dim}_k B_0$ is finite, then $B_0$ is an $n$-representation infinite algebra.
On the other hand, a bimodule \((n+1)-\text{Calabi-Yau}\) algebra of Gorenstein parameter 1 can be obtained as the \((n+1)-\text{preprojective algebra}\) of an \(n\)-representation infinite algebra (see e.g., [33] Theorem 4.36, [47] Theorem 4.8).

3.2. 2-representation infinite algebras arising from dimer models. In this subsection, we construct 2-representation infinite algebras using consistent dimer models and their perfect matchings. In this construction, the degree \(d_0\) associated with a perfect matching \(D\) defined in (1.1) plays a crucial role.

**Proposition 3.3** (see [2] Proposition 6.1]). Let \((Q,W_Q)\) be the QP associated with a consistent dimer model, and \(P(Q,W_Q)\) be the Jacobian algebra. Then, for any perfect matching \(D\) of \(Q\), the graded Jacobian algebra \(P(Q,W_Q)\) with respect to \(d_0\) is a bimodule \(3\)-Calabi-Yau algebra of Gorenstein parameter 1.

Next, we consider the truncated Jacobian algebra \(A_D := P(Q,W_Q)_{d_0}\), which is the degree zero part of the graded Jacobian algebra \(P(Q,W_Q)\) with respect to \(d_0\). In particular, we can describe this algebra as

\[A_D = P(Q,W_Q)/\langle D \rangle = kQ_D/\langle \partial_a W_Q \mid a \in D \rangle.\]

Here, we recall that \(Q_D\) is the subquiver of \(Q\) whose set of vertices is the same as \(Q\) and set of arrows is \(Q_1 \setminus D\), especially \(Q_D\) is finite and connected. By Theorem 3.2 and Proposition 3.3, \(A_D\) will be a 2-representation infinite algebra if it is finite dimensional. However, the degree \(d_0\) does not necessarily make \(A_D\) finite dimensional. Let \(R\) be a 3-dimensional Gorenstein toric singularity associated with a consistent dimer model \(\Gamma\), and \(Q\) be the quiver associated with \(\Gamma\). By Theorem 2.7 we have a crepant resolution \(\pi_0 : M_\theta(Q) \rightarrow \text{Spec } R\) for a generic parameter \(\theta\). Since \(M_\theta(Q)\) is a fine moduli space parametrizing \(\theta\)-stable representations, we have a \(\theta\)-stable representation \(V_\theta\) parametrized by a point \(y \in M_\theta(Q)\). Then, we have the following lemma, which is well-known for experts.

**Lemma 3.4.** Let \(V_\theta = ((V_i)_{i \in Q_0}, (\varphi_a)_{a \in Q_1})\) be the \(\theta\)-stable representation parametrized by \(y \in M_\theta(Q)\). For the unique torus invariant point \(x_0 \in \text{Spec } R\), we see that \(y \in M_\theta(Q)\) lies in \(\pi_0^{-1}(x_0)\) if and only if \(V_\theta\) is a nilpotent representation.

**Proof.** Since \(R \cong e_i P(Q,W_Q) e_i\) for any \(i \in Q_0\) (see e.g., [15] Chapter 5), we see that \(\pi_0(y) = x_0\) if and only if for any nontrivial element in \(e_i P(Q,W_Q) e_i\), the corresponding cycle \(\omega\) satisfies \(\varphi_\omega = 0\). Also, since \(Q\) is a finite connected quiver, a path of length at least \(|Q_0|\) contains a cycle. Therefore, if \(\pi_0(y) = x_0\) then \(V_\theta\) is nilpotent. On the other hand, if \(\pi_0(y) \neq x_0\), then there exists a nontrivial cycle \(c\) such that \(\varphi_c \neq 0\). Thus, the action of \(e^n\) is not zero for any \(n \geq 1\), and hence \(V_\theta\) is not nilpotent.

Then, we can obtain the following characterization, which was also discussed in [11] Lemma 1.44, and this plays an important role in this paper.

**Proposition 3.5.** Let \(Q\) be the quiver associated with a consistent dimer model \(\Gamma\). Then, for a perfect matching \(D\) of \(Q\), the following conditions are equivalent.

1. \(D\) is an internal perfect matching.
2. \(Q_D\) is an acyclic quiver.
3. \(A_D\) is a finite dimensional algebra.

When this is the case, \(A_D\) is a 2-representation infinite algebra.

**Proof.** Fix a generic parameter \(\theta\) such that \(D\) is \(\theta\)-stable (see Proposition 2.9(2)). Then, there is a point \(y \in M_\theta(Q)\) such that the cosupport of \(\theta\)-stable representation \(V_\theta\) coincides with \(D\) by Proposition 2.9(1), in which case \(y\) lies in a toric divisor. Therefore, \(D\) is internal if and only if \(y\) lies in an exceptional one. This is equivalent to the condition that \(V_\theta\) is nilpotent by Lemma 3.4. Since the dimension vector of \(V_\theta\) is \((1, \ldots, 1)\), each non-zero map is given by an element in \(k^\times\). Since \(Q_D\) is a finite connected quiver, \(Q_D\) is acyclic if and only if \(V_\theta\) is nilpotent, and hence we have (1) \(\Leftrightarrow\) (2). (2) \(\Rightarrow\) (3) is trivial. On the other hand, we assume that \(Q_D\) contains a cycle. Then \(A_D\) is not finite dimensional, since the relations on \(Q\) only make two paths equal, and hence they do not make a path to be zero. Thus we have (3) \(\Rightarrow\) (2). By Theorem 3.2 and Proposition 3.3, \(A_D\) is a 2-representation infinite algebra if \(D\) is internal.

An \(n\)-representation infinite algebra is called \(n\)-representation tame if its \((n+1)\)-preprojective algebra \(\Lambda\) is a Noetherian \(A\)-algebra, that is, \(\Lambda\) is a finitely generated module over a commutative ring \(A\) (see [33] Definition 6.10). In our situation, the 3-preprojective algebra of a 2-representation infinite algebra \(A_D = P(Q,W_Q)_{d_0}\) associated with an internal perfect matching \(D\) is the Jacobian algebra \(P(Q,W_Q)\) (see e.g., [33] Theorem 4.36). Since \(P(Q,W_Q)\) is an NCCR of a 3-dimensional Gorenstein toric singularity \(R = Z(P(Q,W_Q))\), there exists a reflexive \(R\)-module \(M\) such that \(P(Q,W_Q) \cong \text{End}_R(M)\), and hence this is finitely generated as an \(R\)-module. As a conclusion, \(A_D\) is 2-representation tame.
4. Stable categories of (graded) MCM modules and tilting objects

One of the purposes in this section is to show equivalences as in Theorem 1.5 for a 3-dimensional Gorenstein isolated singularity $R$ that is not the $A_1$-singularity (see Corollary 4.3). Here, we recall sufficient conditions for giving such equivalences:

(P1) the truncated Jacobian algebra $\mathcal{A}_D$ is finite dimensional,
(P2) $i$ is a source of the quiver $Q_D$,
(P3) the algebra $\mathcal{P}(Q,W_Q)/(e_i)$ is finite dimensional.

By Proposition 2.5, if $D$ is an internal perfect matching, then $\mathcal{A}_D$ satisfies the condition (P1). Thus, in what follows, we discuss other conditions.

**Lemma 4.1.** Let $(Q,W_Q)$ be the QP associated with a consistent dimer model $\Gamma$. Then, the following conditions are equivalent.

1. The 3-dimensional Gorenstein toric singularity $R = Z(\mathcal{P}(Q,W_Q))$ is isolated.
2. $\mathcal{P}(Q,W_Q)/(e_i)$ is finite dimensional for any vertex $i \in Q_0$.
3. $\mathcal{P}(Q,W_Q)/(e_i)$ is finite dimensional for some vertex $i \in Q_0$.
4. Any edge of the PM polygon $\Delta$ does not have an interior lattice point.

**Proof.** First, (1) $\Rightarrow$ (2) follows from [15] Lemma 6.19(3) and Remark 6.15, and (2) $\Rightarrow$ (3) is trivial.

Let $E$ be an edge of $\Delta$. To show (3) $\Rightarrow$ (4), we assume that the number of lattice line segments of $E$ is $r \geq 2$. By Proposition 2.5, there exist zigzag paths $z_1, \ldots, z_r$ corresponding to lattice line segments of $E$, and they satisfy $[z_1] = \cdots = [z_r]$. Since $r \geq 2$, we consider two of them and denote by $z, z'$. Then, these $z$ and $z'$ do not share a common node (see the conditions of a properly ordered dimer model defined in Section 3.1), which is equivalent to Definition 2.2. We then consider the paths $p_z, p_{z'}$ on $Q$ going along the left side of $z, z'$ respectively, and these are cycles on $T$ in particular. Also, we see that $p_z$ and $p_{z'}$ do not factor through a common vertex of $Q$. Thus, even if we divide $\mathcal{P}(Q,W_Q)$ by the ideal $(e_i)$, the underlying quiver contains at least one of these cycles $p_z, p_{z'}$, and hence $\mathcal{P}(Q,W_Q)/(e_i)$ is not finite dimensional for any $i \in Q_0$.

Next, we show (4) $\Rightarrow$ (1). As we mentioned, the toric singularity $R$ is constructed from the strongly convex rational polyhedral cone $\sigma$ in $\mathbb{R}^3$ defined by putting the PM polygon $\Delta$ on the hyperplane at height one. Since $R$ is normal, it is regular in codimension one. Thus, we consider the toric ring $R_\tau = k[\tau^\vee \cap \mathbb{Z}^3]$ associated to a facet $\tau$ of $\sigma$. If we assume the condition (4), then $\tau$ is a smooth cone and hence $R_\tau$ is regular. Therefore, we have the assertion.

**Lemma 4.2.** Let $R$ be a non-regular 3-dimensional Gorenstein toric isolated singularity. If $R$ is not the $A_1$-singularity (i.e., $R \not\cong k[x,y,z]/(xy-zw)$), then the toric diagram of $R$ contains an interior lattice point.

**Proof.** Let $\Delta$ be the toric diagram of $R$. Since $R$ is an isolated singularity, $\Delta$ satisfies the condition given in Lemma 1.4. Then, we see that $\Delta$ does not contain an interior lattice point if and only if $\Delta$ is unimodular equivalent to $\begin{array}{l} 1 \ 0 \\ 0 \ 1 \end{array}$ or $\begin{array}{l} 0 \ 1 \\ 1 \ 0 \end{array}$ (see e.g., [27] Theorem 1). The former case gives a regular toric ring, and we easily see that the later one gives the $A_1$-singularity $k[x,y,z,w]/(xy-zw)$.

As a conclusion, we see that a non-regular 3-dimensional Gorenstein toric isolated singularity not having an interior lattice point is isomorphic to the $A_1$-singularity.

**Corollary 4.3.** Let $R$ be a non-regular 3-dimensional Gorenstein toric isolated singularity that is not the $A_1$-singularity. Let $\Gamma$ be a consistent dimer model associated with $R$, and $(Q,W_Q)$ be the QP obtained as the dual of $\Gamma$. Let $D$ be an internal perfect matching of $Q$, and let $\mathcal{A}_D = \mathcal{P}(Q,W_Q)_D$. Then, there exists a triangle equivalences:

$$
\begin{array}{rcl}
\mathcal{D}^b(\text{mod} \mathcal{A}_{D,e_i}) & \xrightarrow{\sim} & \mathcal{C}^b_\mathbb{Z}(\mathcal{M}^\mathbb{Z}(R)) \\
\mathcal{C}^b_\mathbb{Z}(\mathcal{A}_{D,e_i}) & \xrightarrow{\sim} & \mathcal{C}^b(\mathcal{M}(R))
\end{array}
$$

where $\mathcal{A}_{D,e_i} := \mathcal{A}_D/(e_i)$ and $i \in Q_0$ is a source of $Q_D$.

**Proof.** By Theorem 1.5, we only check that there actually exists a perfect matching $D$ and a vertex $i \in Q_0$ satisfying the conditions (P1)–(P3).

Let $\Delta$ be the toric diagram of $R$, which contains an interior lattice point (see Lemma 4.2). Then, for each interior lattice point $p \in \Delta$, there exists an internal perfect matching corresponding to $p$. Indeed, taking a generic parameter $\theta$, we have a crepant resolution $\mathcal{M}_\theta(Q)$ of $\text{Spec } R$ (see Theorem 2.7). For the
two dimensional torus orbit \( Z_\theta \) in \( M_\theta(Q) \) that corresponds to the lattice point \( p \) (see Subsection 2.5). We have a \( \theta \)-stable representation contained in \( Z_\theta \), and the cosupport of this representation is our desired perfect matching of \( Q \) (see Proposition 2.9). We denote this perfect matching by \( D \). Then, by Proposition 3.5, we have the acyclic quiver \( Q_0 \) and the finite dimensional algebra \( A_0 \). For the idempotent \( e_i \), corresponding to a source \( i \) of \( Q_0 \), we see that \( \mathcal{P}(Q,W_Q)/(e_i) \) is finite dimensional by Lemma 4.1.

**Remark 4.4.** By Corollary 4.3, for any internal perfect matching \( D \), the generalized cluster category \( \mathcal{C}_2(A_{D,e_i}) \) is triangle equivalent to \( \text{CM}(R) \). Thus, for internal perfect matchings \( D,D' \), the generalized cluster categories \( \mathcal{C}_2(A_{D,e_i}) \) and \( \mathcal{C}_2(A_{D',e_j}) \) are triangle equivalent where \( i \in Q_0 \) (resp. \( j \in Q_0 \)) is a source of \( Q_0 \) (resp. \( Q_0' \)). In other words, they are cluster equivalent in the sense of [3]. However, as shown in \([2, 5, 4] \), \( \mathcal{D}^b(\text{mod}A_{D,e_i}) \) and \( \mathcal{D}^b(\text{mod}A_{D',e_j}) \) are not derived equivalent in general.

Even if \( R \) is the \( A_1 \)-singularity, we have similar equivalences as follows.

**Example 4.5.** Let \( R = \mathbb{k}[x,y,z,w]/(xy - zw) \). A consistent dimer model associated with \( R \) and the associated quiver \( Q \) (with potential) takes the following form.

Indeed, the center of the Jacobian algebra, which is generated by cycles \( x := ab, y := cd, z := cb, w := ad \), is isomorphic to the \( A_1 \)-singularity \( R = \mathbb{k}[x,y,z,w]/(xy - zw) \cong \mathbb{k}[ab,cd,cb,ad] \). We then consider the degree \( d_0 \) induced by the perfect matching \( D = \{ d \} \) of \( Q \). Then, this gives the degree \( \deg x = \deg z = 0, \deg y = \deg w = 1 \) which makes \( R \) a \( \mathbb{Z} \)-graded ring. We note that \( D \) is a corner perfect matching, and hence the degree zero part of the Jacobian algebra is not finite dimensional (see Proposition 5.5).

Let \( m \) be the irrelevant homogeneous ideal of \( R \). It is well-known that the completion \( \hat{R} \) at \( m \) has only finitely many indecomposable objects in \( \text{CM}(\hat{R}) \) up to isomorphism (see e.g., [63, Chapter 9 and 12]). Therefore, \( R \) has only finitely many indecomposable objects in \( \text{CM}^z(R) \) up to isomorphism and the degree shift \([1] = \Omega^{-1} \), and the indecomposable objects are \( R, M := (x,z), N := (x,w) \) and their degree shifts. Thus, we see that the Auslander-Reiten quiver of \( \text{CM}^z(R) \) can be described as the repetition of the quiver shown in Figure 7 where the dotted arrow stands for the Auslander-Reiten translation \( \tau \).
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*Figure 7. The Auslander-Reiten quiver of \( \text{CM}^z(R) \) for the \( A_1 \)-singularity*

In particular, any arrow factors through a projective object. Thus, the stable category \( \text{CM}^z(R) \), which is a triangulated category whose shift functor is the cosyzygy functor \( \Omega^{-1} \), can be described by deleting all solid arrows from Figure 7. We note that \( \tau \) coincides with the cosyzygy functor \( \Omega \) in our situation. Therefore, we can see that \( M \) is a tilting object in \( \text{CM}^z(R) \), and hence it induces an equivalence \( \text{CM}^z(R) \cong \mathcal{D}^b(\text{mod} \text{End}_R(M)) \cong \mathcal{D}^b(\text{mod} \mathbb{k}) \).

On the other hand, forgetting the grading on \( \text{CM}^z(R) \) we have the stable category \( \text{CM}(R) \) which can be considered as the orbit category \( \text{CM}^z(R)/(1) \). Here, the degree shift \([1] = \Omega^{-2} \), which is the shift functor \([2] \) in \( \text{CM}^z(R) \cong \mathcal{D}^b(\text{mod} \mathbb{k}) \). Thus, we have an equivalence \( \text{CM}(R) \cong \mathcal{C}_2(\mathbb{k}) \) (see also [60, Example 5.2.2.]).

Using these observations, we have the following corollary.

**Corollary 4.6.** Let \( R \) be a 3-dimensional Gorenstein toric isolated singularity. Let \( \Gamma \) be a consistent dimer model associated with \( R \). Then, there exists a \( \mathbb{Z} \)-grading on \( R \) induced from a perfect matching of \( \Gamma \) via \([1,1] \) such that the stable category \( \text{CM}^zR \) of \( \mathbb{Z} \)-graded MCM \( R \)-modules admits a tilting object.
5. Mutations of perfect matchings

In Section 3 and 4, we saw that an internal perfect matching gives a 2-representation infinite algebra (see Proposition 3.5) and several triangle equivalences (see Corollary 4.3). In general, there are some internal perfect matchings corresponding to the same interior lattice point. Thus, in this section we investigate the relationship among such internal perfect matchings.

First, we note that a perfect matching of \(Q\) can be considered as a cut in the sense of \([33, 44]\). In particular, by Proposition 3.5 we see that any internal perfect matching is algebraic (see \([33, \text{Definition 3.2}])

To understand the relationship among cuts, the mutation of cuts, which was also introduced in \([33, 44]\), is important. In the following, we introduce this notion in terms of perfect matchings, and call it the mutation of perfect matchings.

We say that a vertex \(k \in Q_0\) is a strict source (resp. strict sink) of \((Q, D)\) if all arrows ending (resp. starting) at \(k\) belong to \(D\) and all arrows starting (resp. ending) at \(k\) do not belong to \(D\). Namely, a strict source (resp. strict sink) is a source (resp. sink) of the quiver \(Q_D\).

**Definition 5.1.** Let \(Q\) be the quiver associated with a dimer model, and \(D\) be a perfect matching of \(Q\).

1. We assume that \(k \in Q_0\) is a strict source of \((Q, D)\). We define a subset \(\lambda^+_k(D)\) of \(Q_1\) by removing all arrows in \(Q\) ending at \(k\) from \(D\) and adding all arrows in \(Q\) starting at \(k\) to \(D\).

2. Dually, we assume that \(k \in Q_0\) is a strict sink of \((Q, D)\), and define a subset \(\lambda^-_k(D)\) of \(Q_1\) by removing all arrows in \(Q\) starting at \(k\) from \(D\) and adding all arrows in \(Q\) ending at \(k\) to \(D\).

The following properties follow from the definition.

**Lemma 5.2.** Let \(D\) be a perfect matching of \(Q\). For a strict source (resp. strict sink) \(k \in Q_0\) of \((Q, D)\), we have the following:

(a) \(\lambda^+_k(D)\) (resp. \(\lambda^-_k(D)\)) is a perfect matching of \(Q\).

(b) \(k\) is a strict sink of \((Q, \lambda^+_k(D))\) (resp. a strict source of \((Q, \lambda^-_k(D))\)).

(c) We have \(\lambda^+_k(\lambda^-_k(D)) = D\) (resp. \(\lambda^-_k(\lambda^+_k(D)) = D\)).

Since \(\lambda^+_k(D)\) are again perfect matchings, we call these the mutations of a perfect matching \(D\) of \(Q\) at \(k \in Q_0\). We also denote by \(\lambda^+_k(D)\) (resp. \(\lambda^-_k(D)\)) the perfect matching of a dimer model \(\Gamma\) obtained as the dual of \(\lambda^+_k(D)\) (resp. \(\lambda^-_k(D)\)), and call this the mutation of a perfect matching \(D\) of \(\Gamma\) at \(k \in \Gamma_2\). We say that two perfect matchings are mutation equivalent if they are connected by repeating the mutations of perfect matchings. We here note the behavior of the associated quiver under these mutations.

**Observation 5.3.** Let \(Q = (Q_0, Q_1)\) be the quiver associated with a dimer model, and \(\mathfrak{R} = \{\partial_a W_Q | a \in Q_1\}\) be the set of relations in \(Q\) (see Subsection 2.1). Recall that for a perfect matching \(D_1\), the quiver \(Q_{D_1}\) is defined as \((Q_{D_1})_0 = Q_0\) and \((Q_{D_1})_1 = Q_1 \setminus \{a \in Q_1 | a \in D_1\}\). Considering the set \(\mathfrak{R}_{D_1} = \{\partial_a W_Q | a \in D_1\}\) in \(Q_{D_1}\), we have \(A_{D_1} = kQ_{D_1}/(\mathfrak{R}_{D_1})\).

Now, assume that for a perfect matching \(D_1\), there is a strict source \(k\) of \((Q, D_1)\). Let \(\lambda^+_k(D_1) = D_1\). Then, by definition we see that the quiver \(Q_{D_2}\) is given by \((Q_{D_2})_0 = Q_0\) and

\[(Q_{D_2})_1 = \{a \in (Q_{D_1})_1 | \text{tl}(a) \neq k\} \cup \{r^* : \text{hd}(r) \rightarrow k | r \in \mathfrak{R}_{D_1}, \text{tl}(r) = k\},\]

where \(r^*\) is the new arrow associated to \(r \in \mathfrak{R}_{D_1}\) with \(\text{tl}(r) = k\), and especially we have \(\{r^* : \text{hd}(r) \rightarrow k | r \in \mathfrak{R}_{D_1}, \text{tl}(r) = k\} = \{a \in \mathfrak{R}_{D_1} | \text{hd}(a) = k\}\). Then, the set

\[\{r \in \mathfrak{R}_{D_1} | \text{tl}(r) \neq k\} \cup \{\partial_a W_Q : \text{hd}(a) \rightarrow k | a \in (Q_{D_1})_1, \text{tl}(a) = k\}\]

of relations in \(Q_{D_2}\) coincides with \(\mathfrak{R}_{D_1} = \{\partial_a W_Q | a \in D_1\}\) and \(A_{D_2} = kQ_{D_2}/(\mathfrak{R}_{D_2})\).

We have a similar observation for the case \(\lambda^-_k(D_1)\) with a strict sink \(k\) of \((Q, D_1)\).

Let \(Q\) be the quiver associated with a consistent dimer model. If \(D\) is an internal perfect matching of \(Q\), then \(Q_D\) is acyclic (see Proposition 3.5), thus there exists a strict source and sink of \((Q, D)\). Thus, we can apply these operations \(\lambda^+_k\) to all internal perfect matchings. In particular, we have the following.

**Lemma 5.4.** Let \(\Gamma\) be a consistent dimer model, and \(Q\) be the associated quiver. For an internal perfect matching \(D\) of \(\Gamma\), we assume that \(k\) is a strict sink of \((Q, D)\) (resp. strict source of \((Q, D)\)). Then, \(\lambda^+_k(D)\) (resp. \(\lambda^-_k(D)\)) is also an internal perfect matching corresponding to the same interior lattice point of the PM polygon \(\Delta\) of \(\Gamma\).
Proof. We set $D' := \lambda^+_k(D)$. Then, by definition we see that $D - D'$ is a homologically trivial cycle on $\Gamma$, and hence $[D - D'] = (0, 0)$. Fixing the reference perfect matching $D_0$ of $\Gamma$, we have $(0, 0) = [D - D'] = [D - D_0] - [D' - D_0]$. Therefore, they determine the same lattice point of the PM polygon, and hence $D'$ is internal. The case of $\lambda^-_k(D)$ is similar. \(\square\)

Remark 5.5. For a perfect matching $D$ of $Q$, there is a generic parameter $\theta$ such that $D$ is a $\theta$-stable perfect matching (see Proposition 2.9(2)). However, the mutated ones $\lambda^+_k(D)$ are not $\theta$-stable. Indeed, let $\theta = (\theta_i)_{i \in Q_0} \in \Theta_k$. We assume that an internal perfect matching $D$ is $\theta$-stable and $k$ is a strict source of $(Q, D)$. Thus, a representation $V = (V_i)_{i \in Q_0}$ such that $V_k = 0$ and $V_i \cong k$ ($i \neq k$) is a subrepresentation of $V_D$. Then we have $\theta(V) = \sum_{i \neq k} \theta_i = -\theta_k > 0$. On the other hand, since $k$ is a strict sink of $(Q, \lambda^+_k(D))$, the simple representation $S_k$ corresponding to $k$ is a subrepresentation of $V_{\lambda^+_k(D)}$. Since $\theta(S_k) = \theta_k < 0$, we see that $\lambda^+_k(D)$ is not $\theta$-stable. We also see that $\lambda^-_k(D)$ is not $\theta$-stable by the argument dual to the above one. However, for each of $\lambda^+_k(D), \lambda^-_k(D)$, there respectively exists a generic parameter making them stable (see Proposition 2.9(2)).

In Figure 3 the perfect matchings $D_5, D_6, D_7, D_8$ are internal, and they correspond to the same interior lattice point. By considering the mutations at appropriate faces, we see that these are mutation equivalent. This property holds for a more general situation as follows.

Theorem 5.6. Let $\Gamma$ be a consistent dimer model and $Q$ be the associated quiver. Let $D, D'$ be internal perfect matchings of $\Gamma$. Then, $D$ and $D'$ are mutation equivalent if and only if $D$ and $D'$ correspond to the same interior lattice point of the PM polygon of $\Gamma$.

Proof. Let $D, D'$ be perfect matchings of $Q$ corresponding to $D, D'$ respectively. The “only if” part follows from Lemma 5.4. Thus, we show the other direction.

(Step1) If $D$ and $D'$ correspond to the same lattice point, then we have $[D - D'] = (0, 0)$. Then, $D - D'$ consists of cycles that can be divided into the following two types:

- cycles $C_1, \ldots, C_s$ that are homologically trivial, that is, $[C_i] = (0, 0)$ for any $i = 1, \ldots, s$;
- cycles $E_1, \ldots, E_t, E_{t+1}, \ldots, E_{2t}$ that are not homologically trivial, and $[E_j] = -[E_{t+j}] = v$ for any $j = 1, \ldots, t$, where $v$ is a certain primitive vector.

Indeed, the former case is trivial, and the later case can be verified as follows. Let us consider the cycles $E_1, \ldots, E_u$ in $D - D'$ that are not homologically trivial. Since they are obtained as the difference of two perfect matchings, they do not have self-intersections, and any pair of these cycles do not have an intersection. Thus, the slopes of any pair of these cycles are linearly dependent. Let $v := [E_1]$. Since the slopes of these cycles are primitive, we see that each slope is either $v$ or $-v$. Since $[D - D'] = (0, 0)$, the number of cycles whose slope is $v$ coincides with that of cycles whose slope is $-v$. Thus, we have $u = 2t$ for some integer $t > 0$, and by renumbering subscripts (if necessary) we have the assertion.

(Step2) In this step, we fix the notation. Let $C$ be a region on the two-torus $\mathbb{T}$ that takes the form either

(a) the region determined as the inside of some homologically trivial cycle $C_1$ (assume that $C_1$ is contained in $C$ as the boundary), and there is no homologically trivial cycle in $C$ except $C_1$), or

(b) the region $C_{tm}$ determined as follows.

We consider the cycles $E_1, \ldots, E_t, E_{t+1}, \ldots, E_{2t}$. Since $[E_j] = -[E_{t+j}] = v$, there are cycles $E_t$ and $E_{t+m}$ with $v = [E_t] = -[E_{t+m}]$ such that there is no cycle whose homology class is either $v$ or $-v$ in the region determined as the intersection of the right of $E_t$ and the right of $E_{t+m}$, and we denote this region by $C_{tm}$. Furthermore, we assume that there is no homologically trivial cycle in $C_{tm}$, indeed our problem will be reduced to such a situation in (Step3) below.

Let $C^o$ be the strict interior of $C$, and $\partial C$ be the boundary of $C$. In particular, $\partial C$ is either $C_1$ or $E_t \cup E_{t+m}$ in our situation. By the assumption, we see that edges appearing on $\partial C$ are alternately contained in both $D$ and $D'$, and edges appearing in $C^o$ are contained in both $D$ and $D'$ or contained in neither $D$ nor $D'$. Let $Q_D \cap C^o$ be the subquiver of $Q_D$ in which vertices are the ones corresponding to the faces of $\Gamma$ contained in $C^o$, and arrows are the ones of $Q_D$ appearing in $C^o$ (especially, we do not contain the arrows crossing over $\partial C$). We note that $Q_D \cap C^o = Q_D \cap C^o$ holds. Since $D$ is internal, $Q_D$ is acyclic (see Proposition 3.5) and so is the subquiver $Q_D \cap C^o$. Also, let $Q_D \cap \partial C$ be the subquiver of $Q_D$ consisting of the arrows of $Q_D$ crossing over $\partial C$.

(Step3) Let us consider the case $\partial C = C_1$. We then show that we can take $D$ so that a source of $Q_D \cap C^o$ is also a source of $Q_D$. Indeed, since the edges appearing on $\partial C$ are alternately contained in $D$ and $D'$, we see that all the arrows in $Q_D \cap \partial C$ point in the same direction (from the inside of $C$ to the outside, or the opposite direction) and all the arrows in $Q_D \cap \partial C$ point in the direction opposite to those in $Q_D \cap \partial C$. 

We choose $D$ so that the arrows in $Q_D \cap \partial C$ point from the inside of $C$ to the outside, in which case the edges in $D \cap \partial C$ are the dual of arrows pointing from the outside of $C$ to the inside. By this choice of $D$, we see that a source of $Q_D \cap C^\circ$ is also a source of $Q_D$.

For the case $\partial C = E_t \cup E_{t+m}$, we also see that any source of $Q_D \cap C^\circ$ is a source of $Q_D$. In this case, all the edges in $D \cap \partial C$ (resp. $D' \cap \partial C$) are directed from white to black (resp. from black to white). Since $[E_t] = -[E_{t+m}]$ and $C^\circ$ is determined as the intersection of the right hand side of $E_t$ and that of $E_{t+m}$, we see that the edges in $D \cap \partial C$ are the dual of arrows pointing from the outside of $C$ to the inside. Thus, we have the assertion.

(Step 4) We consider the perfect matching $D$ chosen in (Step 3). Let $V$ be the set of vertices of the quiver $Q_D \cap C^\circ$. Since $Q_D \cap C^\circ$ is acyclic, we can define a total order $<_D$ on $V$ such that $t(a) <_D \text{hd}(a)$ for any arrow $a$ of $Q_D \cap C^\circ$. We will call such an order a total order compatible with $D$. For simplicity, we let $V = \{k_1, \ldots, k_n\}$ and suppose that $k_1 <_D \cdots <_D k_n$. Since the vertex $k_1$ is the minimal element of $V$ with respect to the order $<_D$, it is a source of $Q_D \cap C^\circ$. By (Step 3), $k_1$ is also a source of $Q_D$, and hence we can apply the mutation $\lambda_{k_1}^+$ to $D$. Let $D_1 := \lambda_{k_1}^+(D)$. Note that the quiver $Q_{D_1} \cap C^\circ$ is acyclic and the set of vertices of this quiver coincides with $V$. We define a total order $<_D$ on $V$ such that $k_2 <_D \cdots <_D k_n <_D k_1 <_D k_2$. Since applying the mutation $\lambda_{k_1}^+$ makes $k_1$ a sink of $Q_{D_1} \cap C^\circ$ (see Lemma 5.2) and preserves the arrows of $Q_D \cap C^\circ$ not incident to $k_1$, we see that $<_D$ is a total order compatible with $D_1$. By the same argument as above, we see that the vertex $k_2$, which is the maximal element of $V$ with respect to the order $<_D$, is a source of $Q_{D_1}$. Thus, we can define $D_2 := \lambda_{k_2}^+(D_1) = \lambda_{k_2}^+ \lambda_{k_1}^+(D)$ and a total order $<_D$ on $V$ compatible with $D_2$ such that $k_3 <_D \cdots <_D k_n <_D k_2 <_D k_3 <_D k_2$.

Repeating the same argument, we have the perfect matching $D_r := \lambda_{k_r}^+ \cdots \lambda_{k_2}^+ \lambda_{k_1}^+(D)$ and a total order $<_D$ on $V$ compatible with $D_r$ for $r \geq 3$. Then, we finally have the perfect matching $D_n := \lambda_{k_n}^+ \cdots \lambda_{k_2}^+ \lambda_{k_1}^+(D)$ and stop these procedures here. We note that we apply mutations of perfect matchings to $D$ exactly once at each vertex in $V$ through the sequence of mutations producing $D_n$.

Let $a$ be an arrow of $Q_D \cap C^\circ$, and hence we have $a \not\in D$ and $a \not\in D'$. Let $D := \{D_1, \ldots, D_n\}$. We suppose that $D_p \in D$ is the perfect matching obtained after applying the mutation at $t(a)$, which means $t(a)$ is a source of $Q_{D_{p-1}} \cap C^\circ$. Since $t(a)$ is a sink of $Q_{D_p} \cap C^\circ$, we have $a \not\in D_p$. We then suppose that $D_r \in D$ is the perfect matching obtained after applying the mutation at $t(a)$, especially $p < q$ by construction. Since $\text{hd}(a)$ is a sink of $Q_{D_r} \cap C^\circ$, we have $a \not\in D_r$. After this, we do not apply the mutation at $t(a)$, $\text{hd}(a)$, thus we have $a \not\in D_n$. Then we let $b$ be an arrow of $Q_D \cap \partial C$. If $b \not\in D$ (equivalently $b \in D'$), then $b$ is a vertex of $Q_D \cap C^\circ$, but $\text{hd}(a)$ is not a vertex of $Q_D \cap C^\circ$. We suppose that $D_p \in D$ is the perfect matching obtained after applying the mutation at $t(b)$, $b$. Since $t(b)$ is a sink of $Q_{D_p} \cap C^\circ$, we have $b \in D_p$. After this, we do not apply the mutation at $t(b)$, thus we have $b \not\in D_n$. By a similar argument, if $b \in D$ (equivalently $b \not\in D'$), then we have $b \not\in D_n$. Thus, we see that $D_n$ coincides with $D'$ in the region $C$, thus $C$ vanishes in $D_n - D'$.

(Step 5) We consider the cycles $C_1, \ldots, C_s$, $E_1, \ldots, E_t, E_{t+1}, \ldots, E_{2t}$ discussed in (Step 1). Applying the arguments in (Step 4) to $C_1, \ldots, C_s$, we have an internal perfect matching mutation equivalent to $D$ and the difference from $D'$ consists of the cycles $E_1, \ldots, E_{2t}$. Thus, we may assume that $D - D'$ consists of cycles $E_1, \ldots, E_{2t}$, and we can consider the region $C_{tm}$ as in (b) of (Step 2). By applying the arguments in (Step 4) to $C_{tm}$, we erase $E_t$ and $E_{t+m}$ in the difference of two perfect matchings. Thus, repeating this argument, we eventually have the perfect matching that coincide with $D'$, which means $D$ and $D'$ are mutation equivalent.

Remark 5.7. In many contexts of mathematics and physics, finding all perfect matchings of a dimer model is the fundamental problem. For a consistent dimer model, boundary perfect matchings can be determined by using zigzag paths (see e.g., [13] Subsection 4.6,4.7, [28] Subsection 3.4), especially corner ones are determined uniquely. On the other hand, by Theorem 5.6 if we find an internal perfect matching $D$, then we can obtain all internal perfect matchings corresponding to the same interior lattice point as $D$ using the mutations. Thus, the mutations give an effective way to list all perfect matchings.

Example 5.8. We consider the following consistent dimer model and the associated quiver $Q$. Here, the rightmost figure is the PM polygon $Q$, and the triangulation given in this figure induces a crepant resolution of the associated toric singularity. In particular, using the method in Remark 2.10 we see that this crepant resolution is isomorphic to $M_B(Q)$ with the generic parameter $\theta = (-7, 1, \ldots, 1)$.
The following figures are $\theta$-stable perfect matchings. In particular, $D_1, \ldots, D_5$ are corner perfect matchings, $D_6$ is a boundary one, and $D_7, D_8$ are internal ones. These correspond to lattice points in $\Delta$ as shown in the above figure.

Then, we consider the mutations of the perfect matching $D_7$. Since $0 \in Q_0$ is a strict source of $(Q, D_7)$, and $5 \in Q_0$ is a strict sink of $(Q, D_7)$, we can apply the mutations $\lambda_0^+$ and $\lambda_5^-$ to $D_7$. Repeating these arguments, we have the exchange graph of mutations as shown in Figure 8. In this figure, each edge is indexed by the mutable vertex. We note that the mutated perfect matchings correspond to the same interior lattice point in $\Delta$ by Theorem 5.6. However, the mutated ones are not $\theta$-stable (see Remark 5.5). For example, the bottom perfect matching in Figure 8 is not $\theta$-stable, but $\theta'$-stable where $\theta' = (1, 1, 1, -7, 1, 1, 1)$. Similarly, by applying the mutations to $D_8$, we can obtain perfect matchings mutation equivalent to $D_8$ which correspond to the same interior lattice point as $D_8$.

We further remark that as we mentioned $D_7$ and $D_8$ are $\theta$-stable perfect matchings, and $5 \in Q_0$ (resp. $6 \in Q_0$) is a strict sink of $(Q, D_7)$ (resp. $(Q, D_8)$). These vertices are essential vertices in the sense of [22], and these are related to “Reid’s recipe” (see e.g., [12, 21, 59]).
6. Derived equivalences of 2-representation infinite algebras

6.1. Derived equivalences obtained via mutations of perfect matchings. We then turn our attention to the bounded derived category $D^b(\text{mod}A_D)$ arising from an internal perfect matching $D$. If the PM polygon $\Delta$ of a consistent dimer model contains an interior lattice point, then we can define the toric weak Fano Deligne-Mumford stack $X_\Sigma$ associated to the stacky fan $\Sigma$ arising from $\Delta$ (see e.g., [39]). Moreover, thanks to [39, Theorem 7.2], we see that the 2-representation infinite algebra $A_D$ is isomorphic to the endomorphism ring of a tilting object in $D^b(\text{coh}X_\Sigma)$, where $D$ is an internal perfect matching corresponding to the interior lattice point of $\Delta$ fixed as the origin. Thus, such a tilting object induces an equivalence $D^b(\text{coh}X_\Sigma) \cong D^b(\text{mod}A_D)$, and we have the following theorem which is pointed out in [39, Remark 7.3].

**Theorem 6.1.** Let $\Gamma$ be a consistent dimer model, and $\Delta$ be the PM polygon of $\Gamma$. Let $D_i, D_j$ be internal perfect matchings of $\Gamma$ corresponding to the same interior lattice point of $\Delta$. Then, we have an equivalence $D^b(\text{mod}A_{D_i}) \cong D^b(\text{mod}A_{D_j})$.

For example, since all perfect matchings appearing in Figure 8 correspond to the same interior lattice point, the associated 2-representation infinite algebras are derived equivalent.

In the rest of this section, we give another proof of this theorem using Theorem 5.6 and 2-APR tilting modules. We first fix a positive integer $n$. In order to control equivalences of derived categories, tilting theory is so important. Thus, we first recall the definition of a tilting module.

**Definition 6.2.** For an algebra $A$, we say that a $A$-module $T$ is tilting if it satisfies the conditions:

- (T1) proj.dim$_A T \leq n$,
- (T2) Ext$^i_A(T, T) = 0$ for any $i > 0$,
- (T3) there is an exact sequence $0 \to A \to T_0 \to \cdots \to T_n \to 0$ such that $T_i \in \text{add}_A T$.

A tilting $A$-module $T$ induces a derived equivalence $D^b(\text{mod}A) \cong D^b(\text{mod} \text{End}_A(T))$ (see e.g., [32, 58]). In this paper, we mainly consider a special tilting module called higher APR tilting module, which is named after the work due to Auslander-Platzeck-Reiten [6]. In order to define this tilting module, we prepare
some terminologies from higher dimensional Auslander-Reiten theory developed in [11]. Let \( \Lambda \) be a finite dimensional algebra. We denote by \( \text{Tr} : \mod \Lambda \to \mod \Lambda^{\op} \) the Auslander-Bridger transpose (see e.g., [11] [8]), and denote by \( \Omega : \mod \Lambda \to \mod \Lambda \) (resp. \( \Omega^{-} : \mod \Lambda \to \mod \Lambda \)) the syzygy (resp. co-syzygy) functor. We consider functors:

\[
\tau_n := D \text{Tr} \Omega^{n-1} : \mod \Lambda \xrightarrow{\Omega^{n-1}} \mod \Lambda \xrightarrow{\text{Tr}} \mod \Lambda^{\op} \xrightarrow{D} \overline{\mod \Lambda}
\]

\[
\tau_n^{-} := \text{Tr} D \Omega^{-(n-1)} : \mod \Lambda \xrightarrow{\Omega^{-(n-1)}} \mod \Lambda \xrightarrow{D} \overline{\mod \Lambda^{\op}} \xrightarrow{\text{Tr}} \mod \Lambda.
\]

These \( \tau_n \) and \( \tau_n^{-} \) are called the \( n \)-Auslander-Reiten translations. We remark that these are the usual Auslander-Reiten translations (see e.g., [11] [8]) when \( n = 1 \).

In the following, we assume that \( \text{gl.dim}\, \Lambda \leq n \). Let \( P \) be a simple projective \( \Lambda \)-module satisfying \( \text{Ext}^i_{\Lambda}(DA, P) = 0 \) for any \( 0 \leq i \leq n - 1 \). We decompose \( \Lambda = P \oplus U \). We then have the following exact sequence (see [11] Proof of Theorem 3.2]):

\[
0 \to P \xrightarrow{f_0} U_1 \xrightarrow{f_1} \cdots \xrightarrow{f_{n-1}} U_n \xrightarrow{f_n} \tau_n^{-} P \to 0,
\]

where \( U_i \in \text{add} \, \Lambda U \). Using this sequence, we define an \( m \)-APR tilting module as follows.

**Definition 6.3** (see [53] [11]). With the notation as above, let \( K_m := \text{Im} \, f_m \) for \( m = 0, \ldots, n \). (We remark that \( K_0 = P \) and \( K_n = \tau_n^{-} P \).) We call \( U \oplus K_m \) the \( m \)-APR tilting module associated with \( P \).

**Remark 6.4.** (1) By the arguments in [11] Proof of Theorem 3.2], we see that \( U \oplus K_m \) is actually a tilting \( \Lambda \)-module of projective dimension \( m \).

(2) If \( n = 1 \), then the 1-APR tilting module \( U \oplus K_1 \) is simply the APR tilting module studied in [53].

(3) In this paper, we are interested in \( n \)-representation infinite algebras, especially the case \( n = 2 \). For an \( n \)-representation infinite algebra \( \Lambda \) and a simple projective \( \Lambda \)-module \( P \), we always have the condition \( \text{Ext}^i_{\Lambda}(DA, P) = 0 \) for any \( 0 \leq i \leq n - 1 \). Thus, we can define the \( m \)-APR tilting module for any simple projective module. Furthermore, \( m \)-APR tilting preserves \( n \)-representation infiniteness [53] Theorem 3.1].

We are now ready to proof Theorem 6.1.

**Proof of Theorem 6.1.** Since \( D_i \) and \( D_j \) correspond to the same interior lattice point, they are mutation equivalent (see Theorem 5.6). Since \( D_i \) is an internal perfect matching, \( Q_{D_i} \) is acyclic, thus there is a strict source of \((Q, D_i)\). We denote this strict source by \( k \in Q_{D_i} \). Then, we may assume that \( \lambda_{\circ}^{k}(D_i) = D_j \). Then, we decompose \( \mathcal{A}_{D_i} = P_k \oplus U \) where \( P_k \) is a simple projective \( \mathcal{A}_{D_i} \)-module corresponding to \( k \). Since \( \mathcal{A}_{D_i} \) is a 2-representation infinite algebra, we have the 2-APR tilting \( \mathcal{A}_{D_i} \)-module \( T_k := (\tau_2 P_k) \oplus U \) associated with \( P_k \) (see Remark 6.3). Furthermore, by [11] Theorem 3.11 (see also Observation 5.3), we have \( \text{End}_{\mathcal{A}_{D_i}}(T_k) \cong \mathcal{A}_{D_j} \). Since \( T_k \) is a tilting module, this induces \( \mathcal{D}^{b}(\text{mod} \mathcal{A}_{D_i}) \cong \mathcal{D}^{b}(\text{mod} \mathcal{A}_{D_j}) \).

On the other hand, even if 2-representation infinite algebras \( \mathcal{A}_{D_i} \) and \( \mathcal{A}_{D_j} \) associated with internal perfect matchings \( D_i, D_j \) are derived equivalent, they do not necessarily correspond to the same interior lattice point as shown in the following example.

**Example 6.5.** We consider the quotient singularity \( R \) associated with the finite abelian group \( G = \frac{1}{7}(1, 2, 4) \subset \text{SL}(3, \mathbb{C}) \), which is generated by \( \text{diag}(\omega, \omega^2, \omega^4) \) with \( \omega^7 = 1 \). In this case, a consistent dimer model associated with \( R \) is unique and hexagonal (see [61] [43]). In particular, it takes the form as shown in the leftmost figure below, where the red line stands for the fundamental domain. We remark that the associated quiver (the center of the following figure) coincides with the McKay quiver of \( G \). The rightmost figure is the PM polygon \( \Delta \), and this has three interior lattice points (these correspond to elements in \( G \) with “age 1”, see [44]). Furthermore, the triangulation given in the rightmost figure induces the crepant resolution of \( \text{Spec} \, R \) which is isomorphic to \( \mathcal{M}_{\theta}(Q) \) with the generic parameter \( \theta = (-6, 1, \ldots, 1) \), and this also coincides with the \( G \)-Hilbert scheme.
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m is not lying on \(2\). Lemma 6.8.

In order to make the mutated QP the dual of a dimer model, loops. However, we easily see that the mutation of the QP associated with a dimer model at some vertex Subsection 1.2), and this mutation is defined for each vertex \(k\). Proposition 3.3 and 3.7], and hence we will consider the right equivalence classes of QPs.

We remark that if QPs \((Q,W), (Q', W')\) are right equivalent, then we have \(\hat{\mathcal{P}}(Q,W) \cong \hat{\mathcal{P}}(Q', W')\) [24, Proposition 3.3 and 3.7], and hence we will consider the right equivalence classes of QPs.

**Definition 6.6.** We say that two potentials \(W_1, W_2\) of a quiver \(Q\) are cyclically equivalent if \(W_1 - W_2\) lies in the closure of the span of all elements with the form \(a_1 \cdots a_r - a_2 \cdots a_r a_1\), where \(a_1 \cdots a_r\) is a cyclic path.

Let \((Q,W), (Q', W')\) be QPs. We say that \((Q,W)\) and \((Q', W')\) are right equivalent if \(Q_0 = Q'_0\) and there exists an isomorphism \(\varphi: \hat{kQ} \rightarrow \hat{kQ'}\) such that \(\varphi|_{Q_0} = id\), and \(\varphi(W)\) and \(W'\) are cyclically equivalent.

We remark that if QPs \((Q,W), (Q', W')\) are right equivalent, then we have \(\hat{\mathcal{P}}(Q,W) \cong \hat{\mathcal{P}}(Q', W')\) [24, Proposition 3.3 and 3.7], and hence we will consider the right equivalence classes of QPs.

**Definition 6.7.** We say that a QP \((Q,W)\) is trivial if \(W\) consists of cycles of length two and \(\hat{\mathcal{P}}(Q,W)\) is isomorphic to \(\hat{kQ}_0\). Also, we say that a QP \((Q,W)\) is reduced if \(W\) is a linear combination of cycles of length three or more.

By the splitting theorem [24] Theorem 4.6], any QP \((Q,W)\) is decomposed as a direct sum of a trivial QP \((Q_{\text{triv}}, W_{\text{triv}})\) and a reduced QP \((Q_{\text{red}}, W_{\text{red}})\):

\[
(Q,W) \cong (Q_{\text{triv}}, W_{\text{triv}}) \oplus (Q_{\text{red}}, W_{\text{red}}),
\]

up to right equivalence where \(Q_0 = (Q_{\text{triv}})_0 = (Q_{\text{red}})_0\), \(Q_1 = (Q_{\text{triv}})_1 \sqcup (Q_{\text{red}})_1\), and \(W = W_{\text{triv}} + W_{\text{red}}\).

Using these notions, we can define the mutation of a QP \((Q,W)\) as in [24] Section 5] (see also [24, Subsection 1.2]), and this mutation is defined for each vertex \(k \in Q_0\) not lying on a 2-cycle and has no loops. However, we easily see that the mutation of the QP associated with a dimer model at some vertex is not the dual of a dimer model in general. In order to make the mutated QP the dual of a dimer model, we have to impose some restrictions as follows (see e.g., [36] Lemma 4.6]).

**Lemma 6.8.** Let \(\Gamma\) be a dimer model, and \((Q,W_Q)\) be the QP associated with \(\Gamma\). We assume that \(k \in Q_0\) is not lying on 2-cycles, and has no loops. Then, the mutation of \((Q,W_Q)\) at \(k \in Q_0\) is the dual of a dimer model if and only if the vertex \(k \in Q_0\) has exactly two incoming arrows (equivalently, exactly two outgoing arrows).

We denote by \(Q'_0\) the set of vertices in \(Q\) satisfying the equivalent conditions in Lemma 6.8. Since a vertex \(k \in Q'_0\) has two incoming arrows and two outgoing arrows, we can divide them into two pairs
\{a_1, b_1\}, \{a_2, b_2\} where \(a_1, a_2\) (resp. \(b_1, b_2\)) are incoming (resp. outgoing) arrows incident to \(k\). We remark that there are two possibilities of a choice of such pairs, that is, they belong to clockwise small cycles or anti-clockwise small cycles. In the rest, we assume that \{a_1, b_1\}, \{a_2, b_2\} belong to anti-clockwise small cycles.

Then, we define the mutation of the QPs associated with dimer models as follows, which is a special case of the mutation of QPs introduced in [23]. (For more details, see e.g., [10, Subsection 7.2], [26 Section 4].)

**Definition 6.9.** Let \((Q, W_Q)\) be the QP associated with a dimer model \(\Gamma\). Let \(k \in Q_0^L\), and suppose that \(a_1, a_2\) (resp. \(b_1, b_2\)) are incoming (resp. outgoing) arrows as above. Since a potential does not depend on the starting point of each cycle, we may assume that no cycles in \(W_Q\) start at \(k\). We first apply the following procedures:

(A) \(Q'\) is the quiver obtained from \(Q\) as follows.
   (A-1) We add new arrows \([a_1b_1] : \text{tl}(a_1) \to \text{bd}(b_1)\) for any \(i, j = 1, 2\).
   (A-2) Replace the arrow \(a_i : \text{tl}(a_i) \to k\) by the new arrow \(a_i^* : k \to \text{tl}(a_i)\) for \(i = 1, 2\).
   (A-3) Replace the arrow \(b_j : k \to \text{bd}(b_j)\) by the new arrow \(b_j^* : \text{bd}(b_j) \to k\) for \(j = 1, 2\).

(B) \(W_Q' = W_Q + \Omega\) where \([W_Q]\) and \(\Omega\) are obtained by the following rule.
   (B-1) \([W_Q]\) is obtained by substituting \([a_1b_1]\) for each part \(a_i b_j\) in \(W_Q\) for any \(i, j = 1, 2\).
   (B-2) \(\Omega = a_1^*[a_1b_1]b_1^* - a_1^*[a_1b_2]b_2^* + a_2^*[a_2b_2]b_2^* - a_2^*[a_2b_1]b_1^*\).

Then, we define the **mutation** \(\mu_k(Q, W_Q)\) of the QP \((Q, W_Q)\) at \(k \in Q_0^L\) as a reduced part of \((Q', W_Q')\), that is, \(\mu_k(Q, W_Q) := (Q_0^L, W_{Q_0}^L)\). We sometimes denote the quiver part of \(\mu_k(Q, W_Q)\) by \(\mu_k(Q)\), in which case the potential is denoted by \(W_{\mu_k(Q)}\), that is, \(\mu_k(Q, W_Q) = (\mu_k(Q), W_{\mu_k(Q)})\). We also denote the dimer model obtained as the dual of \(\mu_k(Q, W_Q)\) by \(\mu_k(\Gamma)\).

We note that \(\mu_k(\mu_k(Q, W_Q))\) is right equivalent to \((Q, W_Q)\) (see [23 Theorem 5.7]). We say that two dimer models are **mutation equivalent** if the associated QPs are transformed into each other by repeating the mutations.

On the other hand, this mutation can be stated in terms of dimer models. To define the mutation of dimer models, we use the operation called **spider move** (see e.g., [27 [11]), which is the operation shown in Figure 9. Note that this operation is an involution.

**Definition 6.10.** Let \(\Gamma\) be a dimer model. We pick a quadrangle face \(k \in \Gamma_2\). Then, the **mutation of a dimer model at** \(k\), denoted by \(\mu_k(\Gamma)\), is the operation consisting of the following procedures:

(1) We consider two black nodes appearing on the boundary of \(k\). If there exist black nodes that are not 3-valent, we apply the split moves to those nodes and make them 3-valent.
(2) Then, we apply the spider move to \(k\) (see Figure 9).
(3) If the resulting dimer model contains 2-valent nodes, we remove them by applying the join moves.

We easily check that the mutated dimer model \(\mu_k(\Gamma)\) coincides with the one obtained as the dual of the mutated QP \(\mu_k(Q, W_Q)\) in Definition 6.9. Furthermore, this mutation preserves the consistency condition and the associated PM polygon.
Theorem 6.11 (see e.g., [10 Subsection 7.2], [56 Corollary 4.14]). Let \((Q, W_Q)\) be the QP associated with a consistent dimer model \(\Gamma\). Then, for \(k \in Q_0^L\) the dimer model \(\mu_k(\Gamma)\) is also consistent. Furthermore, the PM polygon of \(\mu_k(\Gamma)\) coincides with that of \(\Gamma\).

6.3. Mutations of graded QPs associated with dimer models. In the previous subsection, we saw that using the mutation we have another consistent dimer model giving the same PM polygon. Thus, we can consider internal perfect matchings of the original dimer model and those of the mutated one corresponding to the same interior lattice point. In the following, we will consider 2-representation infinite algebras arising from such internal perfect matchings. We remark that the main theorem of this subsection (Theorem 6.15) is also obtained via [39 Theorem 7.2] (see Remark 6.16 for more details), but we give a representation theoretic proof because it has its own interests.

We recall that the degree \(d_Q\) defined by a perfect matching \(D\) makes the Jacobian algebra a \(Z\)-graded algebra. Thus, we call \((Q, W_Q, d_Q)\) a graded QP associated with \(D\). Then, we also define the mutation of a graded QP, which is a special version of [3 Section 6], [52 Definition 3.2].

Definition 6.12. Let \((Q, W_Q, d_Q)\) be a graded QP associated with a consistent dimer model and a perfect matching \(D\) of \(Q\). Let \(k \in Q_0^L\). Then, we define the two kinds of degrees \(d'_L\) and \(d'_R\) as follows.

(The degree \(d'_L\))
- \(d'_L(a) = d_Q(a)\) for each arrow \(a \in Q \cap Q'\),
- \(d'_L(a_i^*) = -d_Q(a_i) + 1\) where \(a_i\) is an incoming arrow incident to \(k\) (\(i = 1, 2\)),
- \(d'_L(b_j) = d_Q(b_j)\) where \(b_j\) is an outgoing arrow incident to \(k\) (\(j = 1, 2\)),
- \(d'_L([a_i, b_j]) = d_Q(a_i) + d_Q(b_j)\) for the arrow \([a_i, b_j] : tl(a_i) \to hd(b_j)\) where \(i, j = 1, 2\).

(The degree \(d'_R\))
- \(d'_R(a) = d_Q(a)\) for each arrow \(a \in Q \cap Q'\),
- \(d'_R(a_i) = -d_Q(a_i)\) where \(a_i\) is an incoming arrow incident to \(k\) (\(i = 1, 2\)),
- \(d'_R(b_j) = d_Q(b_j) + 1\) where \(b_j\) is an outgoing arrow incident to \(k\) (\(j = 1, 2\)),
- \(d'_R([a_i, b_j]) = d_Q(a_i) + d_Q(b_j)\) for the arrow \([a_i, b_j] : tl(a_i) \to hd(b_j)\) where \(i, j = 1, 2\).

We define the new graded QP \((Q', W_{Q'}, d')\) as \((Q', W_{Q'}) = \mu_k(Q, W_Q)\) and the new degree \(d'\) is determined as follows:
- If at least one of \(a_1, a_2\) is contained in \(D\), then we set \(d' = d'_L\).
- If at least one of \(b_1, b_2\) is contained in \(D\), then we set \(d' = d'_R\).
- If none of \(a_1, a_2, b_1, b_2\) are contained in \(D\), we can choose either \(d'_L, d'_R\) as \(d'\).

When \(d' = d'_L\) (resp. \(d' = d'_R\)), we call \((Q', W_{Q'}, d')\) the left mutation (resp. right mutation) of a graded QP \((Q, W_Q, d_Q)\) at \(k \in Q_0^L\), in which case the QP \((Q', W_{Q'}, d')\) is denoted by \(\mu_k^L(Q, W_Q, d_Q)\) (resp. \(\mu_k^R(Q, W_Q, d_Q)\)). Furthermore, in any case, we easily see that the degree \(d'\) can be given by some perfect matching \(D'\) of \(\mu_k(Q)\), that is, \(d' = d_Q\). Thus, when \(d' = d'_L\) (resp. \(d' = d'_R\)), we denote such a perfect matching \(D'\) by \(\mu_k^L(D)\) (resp. \(\mu_k^R(D)\)). Namely, \(\mu_k^L(Q, W_Q, d_Q) = (\mu_k(Q), W_{\mu_k(Q)}, d_{\mu_k^L(D)})\) and \(\mu_k^R(Q, W_Q, d_Q) = (\mu_k(Q), W_{\mu_k(Q)}, d_{\mu_k^R(D)})\).

Moreover, we easily have the following lemma by definition.

Lemma 6.13. Let the notation be the same as Definition 6.9 and 6.12. Let \(D, E\) be perfect matchings of \(Q\). We assume that \(a_1, a_2 \in D\) and \(b_1, b_2 \in E\), that is, \(k \in Q_0^L\) is a strict source of \((Q, D)\) and is a strict sink of \((Q, E)\). Then, \(\mu_k^L(D) = \mu_k^R(E)\) holds, in which case we simply denote it by \(\mu_k(\) \(D) = \mu_k(E)\).

In the rest, we assume that the PM polygon of a consistent dimer model \(\Gamma\) contains an interior lattice point. Thus, \(\Gamma\) admits an internal perfect matching \(D\) and there exists a strict source and sink of \((Q, D)\) by Proposition 3.5. We suppose that \(k \in Q_0^L\) is a strict source of \((Q, D)\). Then, \(k\) is a strict sink of \((Q, \lambda_k^+(D))\). Thus, we have the following diagram by Lemma 6.13.

\[
\begin{array}{ccc}
(Q, W_Q, d_Q) & \xrightarrow{\lambda_k^-} & (\mu_k(Q, W_Q), d_{\mu_k(D)}) \\
\lambda_k^+ & \longleftarrow & (Q, W_Q, d_{\lambda_k^+(D)})
\end{array}
\]

Lemma 6.14. Let the notation be the same as above, especially \(D\) is an internal perfect matching of \(Q\) and \(k \in Q_0^L\) is a strict source of \((Q, D)\). Let \(D\) (resp. \(\mu_k(D)\)) be the perfect matching of \(\Gamma\) (resp. \(\mu_k(\Gamma)\))
corresponding to \( D \) (resp. \( \mu_k(D) \)). Then, the lattice point of the PM polygon \( \Delta_{\mu_k(\Gamma)} \) corresponding to \( \mu_k(D) \) is the same as the one of the PM polygon \( \Delta_{\Gamma} \) corresponding to \( D \).

**Proof.** We consider the face on \( \Gamma \) corresponding to \( k \in Q_0^* \), and use the same notation \( k \in \Gamma_2 \) for this face. We denote the white (resp. black) nodes appearing in the boundary of \( k \) by \( W_1, W_2 \) (resp. \( B_1, B_2 \)). We make black nodes \( B_1, B_2 \) 3-valent using split moves as shown in Figure 10. (We remark that even if they are 3-valent from the beginning, we apply the split move because it does not affect our purpose and it makes our argument simpler). We apply the spider move to \( k \) and have Figure 11, where grayed edges are the ones contained in \( D, \mu_k(D) \) respectively.

Here, we recall that \( \Delta_\Gamma = \Delta_{\mu_k(\Gamma)} \) by Theorem 6.11. We take perfect matchings \( \tilde{D} \) of \( \Gamma \) and \( \tilde{D}' \) of \( \mu_k(\Gamma) \), and assume that \( \tilde{D} \) and \( \tilde{D}' \) correspond to the same point of \( \Delta_\Gamma = \Delta_{\mu_k(\Gamma)} \). To prove our assertion, it is enough to show that \( [\tilde{D} - D] = [\tilde{D}' - \mu_k(D)] \in H_1(\Gamma) \). In particular, we will consider the following corner perfect matchings \( D_1, D_2 \) as \( \tilde{D}, \tilde{D}' \) respectively.

We consider the zigzag path \( z \) shown in Figure 12 (left), which passes through the boundary of \( k \). By Proposition 2.5, there exists a unique corner perfect matching containing all zig (or all zag) of \( z \). The corner perfect matching containing all zig (resp. all zag) of \( z \) takes the form as shown in Figure 12 around the face \( k \). By Proposition 2.5, these corner perfect matchings are adjacent, and we denote these by \( D_1, D_2 \) respectively. After applying the spider move, we have the dimer model \( \mu_k(\Gamma) \) and the zigzag path \( z' \) with the slope \( [z'] = [z] \) as shown in Figure 13 (left). By Proposition 2.5, there exist adjacent corner perfect matchings \( D_1', D_2' \) of \( \mu_k(\Gamma) \) such that they correspond to the same vertex of \( \Delta_\Gamma = \Delta_{\mu_k(\Gamma)} \) as \( D_1, D_2 \) respectively, and the difference of \( D_1' \) and \( D_2' \) forms \( z' \) (see Figure 13). (We note that \( D_1' = \mu_k^L(D_1) \) and \( D_2' = \mu_k^R(D_2) \)).

**Figure 10.**

**Figure 11.** The spider move and the induced perfect matching

**Figure 12.** The zigzag path \( z \) around \( k \) (left), and the corner perfect matchings \( D_1 \) (center) and \( D_2 \) (right) giving \( z \)

**Figure 13.** The zigzag path \( z' \) with \([z] = [z']\) (left), and the corner perfect matchings \( D_1' \) (center) and \( D_2' \) (right) giving \( z' \)
We then obtain Figure 14 which shows the differences $D_1 - D$ and $D'_1 - \mu_k(D)$. The 1-cycle appearing in $D_1 - D$ connects $W_4$ to $W_2$ with this order, and so does the 1-cycle appearing in $D'_1 - \mu_k(D)$. Since the mutation is a local operation around $k$, the remaining parts of $\Delta$ and $\mu_k(\Gamma)$ are preserved, thus we have $[D_1 - D] = [D'_1 - \mu_k(D)] \in H_1(T)$.

\[ \begin{array}{c}
\text{Figure 14. The differences of perfect matchings } D_1 - D \text{ (left) and } D'_1 - \mu_k(D) \text{ (right)}
\end{array} \]

We are now ready to show the following theorem.

**Theorem 6.15.** Let $\Gamma, \Gamma'$ be consistent dimer models associated with the same 3-dimensional Gorenstein toric singularity $R$. Let $(Q, W_Q), (Q', W_{Q'})$ be QPs associated with $\Gamma, \Gamma'$ respectively, and we suppose that $(Q, W_Q)$ and $(Q', W_{Q'})$ are transformed into each other by repeating the mutations of QPs in the sense of Definition 6.9. We assume that the toric diagram $\Delta$ of $R$, which coincides with both of the PM polygon of $\Gamma$ and $\Gamma'$, contains an interior lattice point. Let $D$ (resp. $D'$) be an internal perfect matching of $Q$ (resp. $Q'$), and assume that $D$ and $D'$ correspond to the same interior lattice point of $\Delta$. Then, we have an equivalence

$$D^h(\text{mod } \hat{\mathcal{P}}(Q, W_Q)_D) \cong D^h(\text{mod } \hat{\mathcal{P}}(Q', W_{Q'})_{D'}).$$

**Proof.** We may assume that $(Q', W_{Q'}) = \mu_k(Q, W_Q)$ for some $k \in Q_0^\circ$. Let $\theta = (\theta_i)_{i \in Q_0}$ be a stability parameter satisfying $\theta_k < 0$ and $\theta_i > 0$ for all $i \neq k$. Then, we can check that $\theta$ is generic. Also, we see that if a representation $V$ is $\theta$-stable, then every vertex $i \in Q_0$ is reachable from $k$ passing through a zero path. By Proposition 2.9, we can assign the $\theta$-stable perfect matching to each lattice point in $\Delta$. By Theorem 6.9 and 6.14, we may assume that the internal perfect matching $D$ is $\theta$-stable. Then, $k$ must be a strict source of $(Q, D)$ by a choice of $\theta$. Collectively, we have $\mu_k^i(Q, W_Q, d_D) = (Q', W_{Q'}, d_{\mu_k(D)})$. Then, by [27, Theorem 3.1], we have a 1-APR tilting module $T_k$ over $A_D = \hat{\mathcal{P}}(Q, W_Q)_D$ such that $\text{End}_{A_0}(T_k) \cong \hat{\mathcal{P}}(Q', W_{Q'})_{d_{\mu_k(D)}}$. Thus, we have an equivalence

$$D^h(\text{mod } A_D) \cong D^h(\text{mod } \hat{\mathcal{P}}(Q', W_{Q'})_{d_{\mu_k(D)}}). \quad (6.1)$$

By Lemma 6.14, the interior lattice point corresponding to $\mu_k(D)$ is the same as $D$, and hence it is the same as $D'$. Thus, we have the assertion by combining Theorem 6.1 and 6.14.

**Remark 6.16.** In our proof of Theorem 6.15, we need the assumption that $(Q, W_Q)$ and $(Q', W_{Q'})$ are transformed into each other by the mutations, because the problem whether all consistent dimer models associated with the same lattice polygon are transformed into each other by the mutations is still open in general (see [11], pp396–397). We note that partial answers were given in several papers, see e.g., [10] [27] [56]. For example, if the toric diagram $\Delta$ is a reflexive polygon (i.e., the origin is the unique interior lattice point of $\Delta$), then we have the affirmative answer. On the other hand, if we consider the toric Deligne-Mumford stack $\mathcal{A}_{\Sigma}$, which was explained in the first part of this section, we can drop this assumption by using [39, Theorem 7.2]. Thus, Theorem 6.15 is compatible with the conjecture.

We finish this paper with the following example.

**Example 6.17.** We consider the quiver with potential $(Q, W_Q)$ associated with the dimer model $\Gamma$ given in Example 5.8 (the left of Figure 15), and the red arrows form the perfect matching $D_7$ of $Q$ dual to the internal perfect matching $D_7$ of $\Gamma$, especially $0$ is a strict source of $(Q, D_7)$. We apply the left mutation $\mu_0^i$ to $(Q, W_Q, d_{D_7})$, and have the right of Figure 15. Here, the red arrows form the internal perfect matching $\mu_0(D_7)$ of $\mu_0(Q)$, and $D_7$ and $\mu_0(D_7)$ correspond the same interior lattice point by Lemma 6.14.
By Theorem 5.6 and 6.15, for any internal perfect matching $D$ (resp. $D'$) of $Q$ (resp. $\mu_0(Q)$) that is mutation equivalent to $D_0$ (resp. $\mu_0(D_0)$), $\mathcal{P}(Q,W_Q)_D$ and $\mathcal{P}(\mu_0(Q),W_Q)_{D'}$ are derived equivalent.
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