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Manufacturing industry has always occupied this very important proportion in the national economy. However, with the economic problems in the past two years, some enterprises began to have a deficit crisis. In order to fundamentally alleviate and solve the financial problems of enterprises, this paper studies the financial model prediction of enterprises based on principal component analysis and support vector machine. The multiple financial analysis trajectories are constructed by using PCA-SVM model, and the results are compared with those of logistic model, BP neural network model, and single support vector machine. Experiments show that the prediction level of PCA-SVM model is the best, and the accuracy of the second model is not as good as this model. The error rates of the second type are 14.81%, 14.54%, and 7.67%, respectively, which are higher than those of PCA-SVM model. After comparing the models in this paper, it is found that the components of the model should be extracted first, and then the data operation should be carried out. Such calculation trajectory has a high level of accuracy. The research of this paper provides reference value for solving the financial problems of manufacturing enterprises.

1. Introduction

As one of the core pillar industries in China, manufacturing industry plays an indispensable role in enhancing national strength, upgrading and development of new technologies, and improving people’s living standards [1]. In the current competitive market environment, due to poor management, insufficient experience, and technology, more and more manufacturing listed companies began to break out of financial crisis. For example, the capital chain is broken for a long time, the debt cannot be paid off, and the debt crisis is serious. [2]. Local protectionism and trade conservatism also make manufacturing listed companies difficult to develop in the international environment [3]. In order to minimize the possibility of financial crisis of listed manufacturing companies, it is particularly important to carry out financial crisis early warning through data mining and prediction, and the types of data prediction models built on this basis are also increasing [4].

The experiment adopts a method based on PCA and combined with SVM to construct PCA-SVM model and predict the data. PCA will use matrix transformation to process the values to obtain new eigenvalues and corresponding eigenvectors, then analyze the correlation between the data, leaving only the data with small correlation, and finally analyze the data and obtain the principal components. After obtaining the principal component, SVM will train and learn the sample data based on the principal component and then use it to test the sample data.

The innovation of this paper is that the PCA-SVM model is used to construct multiple financial analysis trajectories, and the results are compared with those of logistic model, BP neural network model, and single support vector machine. In order to fundamentally alleviate and solve the financial
problems of enterprises, this paper no longer uses a single data prediction method, but uses PCA to extract and analyze the principal components. PCA and SVM are organically combined, and SVM is used for operation according to the results of principal component extraction and analysis. Compared with other methods, especially a single SVM model, we can more intuitively see the accuracy of PCA-SVM and get more objective experimental conclusions from the analysis of absolute and relative values.

The structure and content of this article are described and analyzed as follows: the first part mainly expounds the experimental research background and significance of the article in detail, describes the research methods and innovations in more detail, and introduces the structure of the article. The second part mainly describes the selection of principal components, data indicators, and sample data training and testing of PCA-SVM model in detail. The third part mainly explores the experimental results based on the predicted data and actual data, and analyzes the experimental results. The fourth part is the experimental conclusion and puts forward the shortcomings of the research and the prospect of future research.

2. Related Work

The analysis and discussion of finance have always been a hot topic, especially the data prediction related to the financial crisis. Sun et al. [5] artificially combine dynamic financial distress prediction with time weight, using a time-weighted SVM method, using dual expert voting integration, and using error-based expert voting and time-based expert voting and external combination. The experimental results of sample test show that this method is more accurate for dynamic financial distress prediction when time changes [5]. Simian et al. [6] scholars use the hybrid method of multi-core support vector regression, compare and analyze it with the single core support vector regression method, and use gene expression programming and extreme learning machine to fit and predict the sample data. The results show that the multi-core support vector regression method has higher accuracy and efficiency [6]. Zhao et al. [7] used the least squares support vector machine and compared the grid search and genetic algorithm on the basis of PCA, self-excitation threshold autoregression, and other methods, so as to optimize the ant colony of the least squares. The experimental results show that the improved least squares support vector machine is significantly better than all kinds of traditional data prediction, and the accuracy is significantly improved [7]. Kalaiselvi et al. [8] scholars believe that it can accurately predict the stock price and index. An additional weighted value update is added to adjust the balance point between the reverse learning algorithm and BP neural network. The experimental results show that the accuracy and operation efficiency of the improved method have been improved [8]. Munoz Izquierdo et al. combined accounting and audit data and developed the logit prediction model to predict based on the proposed combination of various data indicators. [9].

Taking several bankrupt companies and an equal number of companies with good operating conditions as samples, including other parts, the research makes a horizontal prediction analysis of the research model through different operating characteristics. The research curve tested a different sensitivity and area, and tested its functional ability. The results showed that the prediction and diagnosis accuracy of the new model was high [10]. Gunawardana [11] developed a new neural network to analyze the panel regression considering the five-year cross-sectional data of the selected company sample, which can determine the significant relationship between the leverage ratio, P/E ratio, and the prediction of the company’s financial distress. The results show that the prediction accuracy of the model is high [11]. Tunio’s et al. [12] studied different kinds of classifiers and used them to fit and classify the sample data. The final results show that the adaptive improved classifier can effectively classify the data and reduce the risk of financial crisis [12]. In order to predict the price of financial market, Henrique et al. [13] used a variety of machine learning models and bibliographic survey technology to analyze the consistency of sample data of different indicators, and finally came to the conclusion that SVM has better effect (Henrique bm et al. 2019) [13]. Thi Vu et al. [14] believe that the prediction of the future financial situation of stock exchange trading companies adopts the combination of SVM and autoregressive method, and takes factor analysis and F-score analysis as the benchmark. The accuracy of the final prediction results is high [14]. The original financial policy and capital allocation behavior of enterprises are based on economic prosperity, financial health, inflation, and excess liquidity. The financial crisis has reversed the financial management environment, and enterprises must adjust the original financial policy and capital allocation structure. The financial policy should be changed from active to passive defense, and the capital allocation structure should also be adjusted according to the new financial policy, Reference [15].

It can be seen from the above research that PCA and SVM have been widely used in financial crisis data prediction, but the research on the combination of PCA and SVM is less. The research combines the methods of PCA and SVM to form the PCA-SVM model and compares it with the other three prediction models. It is expected that the model studied can make an accurate early warning for the financial crisis.

3. Model Building

3.1. Basic Construction Methods of PCA and SVM Models.

As a statistical analysis method used for many years, the basic principle of PCA is that when there are too many variables, it will mine and find the correlation between variables and the subject, delete redundant related variables, and create new variables as few as possible according to the overlap between variables, so as to make the correlation between these variables as low as possible or no correlation, and minimize the number of variables without affecting the accuracy of the main research results and reducing the loss of information [16].
The new variable obtained by PCA is called principal component. When the observed value is $m$ and the attribute value is $p$, the number of principal components is $n = \min(m-1, p)$. If there are $n$ row data and $a$ characteristic dimensions in the research object, $x_{ij}$ is the $i$ dimension attribute in the $j$ row data, and there is matrix $X$ at this time. Matrix $X$ is a $n \times a$ matrix, and its covariance matrix is shown as

$$C = \frac{1}{n}X^{t+1}. \tag{1}$$

In (1), $t$ is the number of time series. The covariance matrix $C$ is a symmetric matrix of $a \times a$, and its diagonal is the variance of each eigenvalue. Covariance matrix $C$ is also a real symmetric matrix, which has some properties of real symmetric matrix, and these properties can be used to obtain several nonzero eigenvectors to form a new matrix. From matrix $E$, a new matrix $\Lambda$ can be obtained, as follows:

$$\Lambda = E^{t+1}C. \tag{2}$$

In order to reduce the redundant data, the data in the characteristic matrix $X$ are converted to another characteristic space to obtain a new matrix $Y$. The eigenvector $e_i$ corresponding to each eigenvalue needs to satisfy equation (3). In equation (3), $i = 1, 2, ..., p$ and $e_{ij}$ are $j$ vectors of $e_i$

$$\sum_{j=1}^{p} e_{ij} = 1. \tag{3}$$

Since each characteristic of matrix $Y$ is expected to be linear independent, its covariance matrix $D$ is also a diagonal matrix, its diagonal is variance, that is, the blank is covariance. When the covariance is 0, it means that the two vectors are orthogonal. The eigenvectors of the matrix $C$ form a new matrix $Z$, and the covariance matrix $D$ is shown as

$$D = Z^{t+1}C = \frac{1}{n}Z^{t+1}. \tag{4}$$

Each value on the diagonal of matrix $D$ is the eigenvalue of covariance matrix $C$ [17]. The eigenvalues and eigenvectors in the matrix $D$ are sorted from small to large and from left to right, respectively, and then the first $k$ are taken for compression conversion to obtain the dimension reduced data matrix $Y$. In matrix $X$, there is no correlation between the principal components of the linear combination of its attributes, and the principal components have the maximum variance in the linear combination of various attributes. The proportion of total variance from the first to $n$ the second principal component decreases in turn. In general, several principal components with a cumulative proportion of more than 85% can be considered as less information loss, which can be adopted [18]. The flowchart of the whole process is shown in Figure 1.

Use the hinge loss function to calculate the empirical risk. The advantage of SVM can balance the search for complex models and learning ability even without sufficient large sample data [19]. The classification of SVM usually uses sigmoid function, as shown in (5), which is the mapping of sigmoid function.

$$h_\theta(x) = \frac{1}{1 + e^{-\theta x}}. \tag{5}$$

The three key points of SVM are classification interval, duality, and kernel. These three key points determine the practicability of SVM, the principle of minimizing structural risk and the separation of dimension space. In Reference [20], two different samples can be distinguished by a linear function. At this time, assuming that the initial training set can be linearly divided by the hyperplane, the interval between two different categories of samples should be the largest when the optimal hyperplane is established. The classification principle is shown in Figure 2.

When the samples are classified, if these data are nonlinear, they will be selected to solve it. At the same time, the dual method is used to reduce the complexity of spatial dimension upgrading and make it simpler. In the process of dimensionality reduction, we will reduce the number of features, which requires us to delete the data. However, less data will lead to less information available to the model, and the performance of the model may be affected. Find a way to help us measure the amount of information that features carry. In the process of dimensionality reduction, we can not only reduce the number of features, but also retain most of the effective information. Merge those features with duplicate information, delete those features with invalid information, and so on. Gradually create a new feature matrix that can represent most of the information of the original feature matrix with fewer features. The dual characteristic makes it possible to obtain the corresponding classification function only by the operation of sample inner product and operate it. The principle of obtaining the optimal hyperplane is shown in Figure 3.

Based on the idea of kernel method, the operation of SVM can map the data difficult to be separated by plane into high-dimensional space through the method of feature transformation to obtain the classification plane, Reference [21]. The dot product operations $\lambda(x_i)$ and $\lambda(x_j)$ replace the operation with the low-dimensional space, and obtain equation (6) and the corresponding decision function equation (7) through dual transformation.

$$\max W(\beta) = \sum_{i=1}^{n} \beta_i - \frac{1}{2} \sum_{i,j=1}^{n} \beta_i \beta_j y_i y_j K(x_i, x_j), \tag{6}$$

$$f(x) = \text{sign} \left\{ \sum_{i=1}^{n} \beta_i y_i K(x_i, x) + g \right\}. \tag{7}$$

In equations (4) and (5), $i = 1, 2, \ldots, n$. The meaning of $\beta$ in formula (6) and formula (7) is shown as follows:

$$\sum_{i=1}^{n} \beta_i y_i = 0, 0 \leq \beta \leq C. \tag{8}$$

In order to obtain the maximum classification interval, the decision function and $\beta$ are transformed into a new objective function $\Psi$, as shown in
In order to integrate the respective advantages of PCA and SVM, the experiment will build a PCA-SVM combined prediction model. There are two combination modes. The first is to linearly combine the principal components obtained from the original data through principal component analysis and the results predicted by SVM, calculate the output, and take it as the final result. The whole process is shown as

$$y = b_1y_1 + b_2y_2.$$  \hfill (10)

Equation (7) is the corresponding combination coefficient. The second method is to input the original data into the SVM model through principal component analysis and get the final result through SVM training and prediction. The expression of this method is shown as

$$y = SVM[PCA(X)].$$  \hfill (11)

Principal component analysis can eliminate the correlation between the evaluation indicators because principal component analysis has formed independent principal components after transforming the original index. The higher the correlation degree between the indicators with practice, the better the effect of principal component analysis. It can reduce the workload of index selection for other evaluation methods. Because it is difficult to eliminate the related impact between the evaluation indicators, it takes a lot of energy to select indicators. Principal component analysis can eliminate this correlation, so it is relatively easy to select indicators. When constructing PCA-SVM financial early warning model in the experiment, we mainly consider the advantages of principal component analysis in dimensionality reduction, while method 1 is not as good as method 2 in giving full play to its advantages, and method 1 needs to consider the weight, which will artificially bring subjective errors, so we use more objective method 2. Therefore, the construction of PCA-SVM model is to extract the principal components to obtain meaningful data, and then use the Gaussian radial basis kernel function to input the principal components into the vector set. The subsequent calculations are based on the principal components.

3.2. Data Processing and Comparative Prediction of PCA-SVM Financial Crisis Early Warning Model. The selection of samples includes two parts. The first part is to select the sample indicators to predict, and the second part is to select the sample data of the financial status of listed manufacturing. The selection of early warning indicators needs to fully include the company’s financial stability. Therefore, when evaluating and selecting early warning indicators, we must consider the reflection function, comparison function, evaluation function, and prediction function. In addition, the principles of comprehensiveness, systematicness, and operability need to be followed [22]. A total of 19 indicators were selected in the experiment. Because not all of the 19 financial indicators preliminarily
selected are of great value, and the distribution of the research sample data is unknown, K-S test is used to determine the significance of these 19 indicators. Among the 19 K-S test results, the p value of only 4 indexes is greater than 0.05, which obviously does not obey the normal distribution. For this non-normal distribution, the experiment uses Mann–Whitney U’s nonparametric test and spss25 to complete this process [23]. Among the test results obtained, 11 of the 19 primary indexes have a p greater than 0.05, with significant difference, while the remaining 8 data do not. Therefore, the 11 data indicators retained in the experiment are current ratio, quick ratio, asset liability ratio, long-term debt equity ratio, total asset turnover rate, total asset return rate, operating profit rate, cost utilization rate, and capital preservation and appreciation rate, so as to ensure the comprehensiveness and objectivity of the index system.

For the sample data of the financial situation of listed manufacturing companies, the object of the experiment is listed manufacturing companies in China. The companies studied belong to Shanghai and Shenzhen A shares. The negative samples are ST and * ST Companies in listed manufacturing companies. The positive sample is non-ST and non- * ST Companies with the corresponding asset scale. The PCA-SVM is trained through the training sample group, and the prediction ability of PCA-SVM model is tested through the test sample group [24].

This study selects manufacturing companies that have been in ST or * ST status in the past three years and companies that have not been in ST or * ST status as samples from the A share main board markets in Shanghai and Shenzhen. In order to train and predict the model, the experiment needs to divide the company sample into two parts, with a ratio of 4:1, 80% of the samples as the training samples and the rest as the test samples. In order to make the limited sample data play a more effective role, the experiment randomly divided five samples into five data sets for training and testing. In this way, five support vector machine models can be obtained and tested, respectively, so as to improve the efficiency. All data need to be processed before use. The experiment adopts the commonly used Z-score method for preprocessing, as shown in (12). In (12), \( z_{ij} \) is the sample value after standardized treatment, and \( x_{ij} \) represents the \( j \) index value in the \( i \) company.

\[
z_{ij} = \frac{x_{ij} - \bar{x}_i}{\sqrt{\text{var}(x_i)}}
\]

After obtaining the principal component, the maximum and minimum specification method needs to be used for the original data, as follows:

\[
g' = \frac{g - \min a}{\max a - \min a}
\]

Kmo test and Bartlett sphere test must be carried out first. The significance level in the test results is 0, which means that there is a linear correlation between these data, which is suitable for principal component analysis. Since the sum of variance percentage and cumulative is greater than 85%, it indicates these indicators and can be used. On this basis, SPSS is used to analyze the principal components to obtain the corresponding principal component score coefficient matrix, and the obtained results and actual results are used to analyze the accuracy of prediction [25].

The first mock exam is to compare the prediction effect of PCA-SVM on the financial crisis. Three models are selected for comparison, namely, logistic model, BP neural network model, and SVM model. BP neural network model also has strong learning ability, and a single SVM can be used to compare with PCA-SVM. For logistic model, when the significance \( P \) is greater than 0.05, it is suitable to use this model for fitting. The probability construction of the model is shown in (14). In (14), \( b \) is the score model, \( f \) is all extracted independent variables, and \( P \) is the probability. When \( P \) is greater than 0.5, it is considered as a crisis enterprise and gives an early warning. The grouping method of logistic model is the same.

\[
\ln \frac{P}{1-P} = b_1 f_1 + b_2 f_2 + ... + b_n f_n.
\]

When building the BP neural network model, this paper needs to further include the structure and content required by the research. The number of nodes is shown in formula (15). \( a \) is the adjustment constant, and \( s \) is selected in the experiment. Therefore, the number of nodes is 11, and the model is a simple structure. Grouping and the selection of training set and test set also follow the grouping method of PCA-SVM model.

\[
h = \sqrt{n + u + a}.
\]

When using a single SVM model, we only need to repeat the research steps without principal component extraction, then write the SVM program, train through the training samples, and then get the prediction results through the test samples. The grouping method is the same.

### 4. Result Analysis

#### 4.1. PCA-SVM Principal Component Extraction Results and Significance Analysis.

After SPSS analysis, the score coefficients corresponding to the principal components are obtained and classified in turn. The score coefficient corresponding to the principal component \( F1 \) is shown in Figure 4. At this time, it is found that the score coefficients of the five indicators of return on assets, net profit rate of total assets, net income rate, expense profit rate, and operating profit rate are significantly greater than those of other indicators. Therefore, it can be concluded that the principal component \( F1 \) is mainly determined by the return on assets, net profit rate of total assets, net income rate, expense profit rate, and operating profit rate. It can be judged that \( F1 \) represents the profitability of the company.

The score coefficient corresponding to the principal component \( F2 \) is shown in Figure 5. The asset liability ratio, long-term debt equity ratio, and capital preservation and appreciation rate in the score coefficient are significantly greater than those of other data. Therefore, it can be concluded that the main data composition of \( F2 \) is asset liability
ratio, long-term debt equity ratio, and capital preservation and appreciation rate, indicating that \( F_2 \) represents the company’s debt repayment ability and capital preservation ability.

The score coefficient corresponding to the principal component \( F_3 \) is shown in Figure 6. The current ratio and quick ratio are significantly greater than the score coefficients of other indicators, indicating that the main constituent indicators of \( F_3 \) are current ratio and quick ratio, which means that \( F_3 \) measures the short-term debt repayment ability of the formula.

The score coefficient corresponding to the principal component \( F_4 \) is shown in Figure 7. The score coefficients are significantly higher than other data. It can be seen that \( F_4 \) is the main component to measure the liquidity of the company’s assets and the profitability of its own capital.

### 4.2 Analysis of Prediction Results of PCA-SVM and Comparative Model

The finally recorded data indicators are the average accuracy, average class I error rate, and average class II error rate of 5 groups of prediction results of each method. The class I error refers to the fact that there
There is no financial crisis but is predicted to be an outbreak of financial crisis. Obviously, the error rate of the second type of error is more important than that of the first type. The average accuracy of each method is shown in Figure 8.

The average type I error rate and type II error rate of each method are shown in Figure 9. The average class I error rate and the average class II error rate of PCA-SVM are significantly lower than those of the other three methods; especially, the class II error rate is only 3.64%, so the prediction result of PCA-SVM is reliable.

The calculation accuracy results of different methods are shown in the figure. The comparison results of the first type of errors have different accuracy indication results compared with the comparison results of the second type of errors. It can be seen from Figure 10 that the calculation accuracy of each of the four methods is very high. Because the fault tolerance rate of the results of the first and second types is very low, these contents can be used as the background content of the early warning model.
5. Conclusion

The model proposed in this paper has higher accuracy in different crisis estimates, which is significantly higher than logistic model, BP neural network model, and single SVM model. PCA-SVM is not only better than traditional methods, but also better than a single SVM model. The results show that the combination of support vector machine and principal component analysis can play an auxiliary role and can be applied to manufacturing industry. This paper no longer uses a single data prediction method, but uses principal component analysis to extract and analyze the principal components. The principal component analysis and support vector machine are organically combined. According to the results of principal component extraction and analysis, support vector machine is used for operation. Compared with other methods, especially a single SVM model, we can more intuitively see the accuracy of PCA-SVM and get more objective experimental conclusions through the analysis of absolute and relative values.

Although the research has made some achievements, the number of research samples is relatively small, lacking universality and representativeness. In the follow-up study, more and more representative sample data need to be selected, which also needs to be improved in further research in the future.
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