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Abstract

Novel advanced policy gradient (APG) methods, such as Trust Region policy optimization and Proximal policy optimization (PPO), have become the dominant reinforcement learning algorithms because of their ease of implementation and good practical performance. A conventional setup for notoriously difficult queueing network control problems is a Markov decision problem (MDP) that has three features: infinite state space, unbounded costs, and long-run average cost objective. We extend the theoretical framework of these APG methods for such MDP problems. The resulting PPO algorithm is tested on a parallel-server system and large-size multiclass queueing networks. The algorithm consistently generates control policies that outperform state-of-art heuristics in literature in a variety of load conditions from light to heavy traffic. These policies are demonstrated to be near-optimal when the optimal policy can be computed.

A key to the successes of our PPO algorithm is the use of three variance reduction techniques in estimating the relative value function via sampling. First, we use a discounted relative value function as an approximation of the relative value function. Second, we propose regenerative simulation to estimate the discounted relative value function. Finally, we incorporate the approximating martingale-process method into the regenerative estimator.
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1 Introduction

For more than 30 years, one of the most difficult problems in applied probability and operations research is to find a scalable algorithm for approximately solving the optimal control of stochastic processing networks, particularly when they are heavily loaded. These optimal control problems have many important applications including healthcare [25] and communications networks [79, 53], data centers [58, 55], and manufacturing systems [68, 48]. Stochastic processing networks are a broad class of models that were advanced in [32] and [33] and recently recapitulated and extended in [24].

In this paper, we demonstrate that a class of deep reinforcement learning algorithms known as proximal policy optimization (PPO), generalized from [73, 75] to our setting, can generate control policies that consistently beat the performance of all state-of-arts control policies known in the literature. The superior performances of our control policies appear to be robust as stochastic processing networks and their load conditions vary, with little or no problem-specific configurations of the algorithms.

Multiclass queueing networks (MQNs) are a special class of stochastic processing networks. They were introduced in [29] and have been studied intensively for more than 30 years for performance analysis and controls; see, for example, [34, 49, 12, 18, 87, 13, 14, 20, 38, 82]. Our paper focuses primarily on MQNs with long-run average cost objectives for two reasons. First, these stochastic control problems are notoriously difficult due to the size of the state space, particularly in heavy traffic. Second, a large body of research has motivated the development of various algorithms and control policies that are based on either heavy traffic asymptotic analysis or heuristics. See, for example, fluid policies [19], BIGSTEP policies [30], affine shift policies [59], discrete-review policies [54, 6], tracking policies [8], and “robust fluid” policies [14] in the former group and [52, 50] in the latter group. We demonstrate
that our algorithms outperform the state-of-art algorithms in [14]. In this paper, we will also consider an $N$-model that belongs to the family of parallel-server systems, another special class of stochastic processing networks. Unlike an MQN in which routing probabilities of jobs are fixed, a parallel-server system allows dynamic routing of jobs in order to achieve load-balancing among service stations. We demonstrate that our algorithms achieves near optimal performance in this setting, again with little special configuration of them.

For the queueing networks with Poisson arrival and exponential service time distribution, the control problems can be modeled within the framework of Markov decision processes (MDPs) [70] via uniformization. A typical algorithm for solving an MDP is via policy iteration or value iteration. However, in our setting, the corresponding MDP suffers from the usual curse of dimensionality: there are a large number of job classes, and the buffer capacity for each class is assumed to be infinite. Even with a truncation of the buffer capacity either as a mathematical convenience or a practical control technique, the resulting state space is huge when the network is large and heavily loaded.

A reinforcement learning (RL) problem often refers to a (model-free) MDP problem in which the underlying model governing the dynamics is not known, but sequences of data (actions, states, and rewards), known as episodes in this paper, can be observed under a given policy. It has been demonstrated that RL algorithms for solving RL problems can successfully overcome the curse of dimensionality in both the model-free and model-based MDP problems. Two factors are the keys to the success in a model-based MDP. First, Monte Carlo sampling method is used to approximately evaluate expectations. The sampling method also naturally supports the exploration needed in RL algorithms. Second, a parametric, low-dimensional representation of a value function and/or a policy can be used. In recent years, RL algorithms that use neural networks as an architecture for value function and policy parametrizations have shown state-of-art results [11, 62, 77, 66].

In recent years the Proximal Policy Optimization (PPO) algorithm [75] has become a default algorithm [72] for control optimization in new challenging environments including robotics [3], multiplayer video games [83, 66], neural network architecture engineering [89], molecular design [78]. In this paper we extend the PPO algorithm to MDP problems with unbounded cost functions and long-run average cost objectives. The original PPO algorithm [75] was proposed for problems with bounded cost function and infinite-horizon discounted objective. It was based on the trust region policy optimization (TRPO) algorithm developed in [73]. We use two separate feedforward neural networks, one for parametrization of the control policy and the other for value function approximation, a setup common to actor-critic algorithms [62]. We propose an approximating martingale-process (AMP) method for variance reduction to estimate policy value functions and show that the AMP estimation speeds up convergence of the PPO algorithm in the model-based setting. We provide a set of instructions for implementing the PPO algorithm specifically for MQNs. The instructions include the choice of initial stable randomized policy, methods for improving policy value function estimation, architecture of the value and policy neural networks, and the choice of hyperparameters. The proposed instructions can be potentially adapted to other advanced policy optimization RL algorithms, e.g. TRPO. Given the success of the PPO in various domains and its ease of use we focus on the PPO algorithm in this paper to illustrate efficiency of the deep RL framework for queueing control optimization.

The actor-critic methods can be considered as a combination of value-based and policy based methods. In a value-based approximate dynamic programming (ADP) algorithm, we may assume a low-dimensional approximation of the optimal value function (e.g. the optimal value function is a linear combination of known features [26, 71, 2]). Value-based ADP algorithm has dominated in the stochastic control of queueing networks literature; see, for example, [20, 63, 21, 82]. These algorithms however have not achieved robust empirical success for a wide class of control problems. It is now known that the optimal value function might have a complex structure which is hard to decompose on features, especially if decisions have effect over a long horizon [51].

In a policy-based ADP algorithm, we aim to learn the optimal policy directly. Policy gradient algorithms are used to optimize the objective value within a parameterized family of policies via gradient descent; see, for example, [56, 67, 69]. Although they are particularly effective for problems with high-dimensional action space, it might be difficult to reliably estimate the gradient of the value under the current policy. A direct sample-based estimation typically suffers from high variance in gradient estimation [69, Section 3], [56, Section 5], [9, Section 1.1.2]. Thus, actor-critic methods have been proposed [47] to estimate the value function and use it as a baseline and bootstrap for gradient direction approximation. The actor-critic method with Boltzmann parametrization of policies and linear approximation of the value functions has been applied for parallel-server system control in [16]. The standard policy
gradient methods typically perform one gradient update per data sample which yields poor data efficiency, and robustness, and an attempt to use a finite batch of samples to estimate the gradient and perform multiple steps of optimization “empirically ... leads to destructively large policy updates” [75]. In [75], the authors also note that the deep Q-learning algorithm [62] “fails on many simple problems”.

In [73, 75], the authors propose “advanced policy gradient” methods to overcome the aforementioned problems by designing novel objective functions that constrain the magnitude of policy updates to avoid performance collapse caused by large changes in the policy. In [73] the authors prove that minimizing a certain surrogate objective function guarantees decreasing the expected discounted cost. Unfortunately, their theoretically justified step-sizes of policy updates cannot be computed from available information for the RL algorithm. Trust Region Policy Optimization (TRPO) [73] has been proposed as a practical method to search for step-sizes of policy updates, and Proximal Policy Optimization (PPO) method [75] has been proposed to compute these step-sizes based on a clipped, “proximal” objective function.

We summarize the major contributions of our study:

1. In Section 3 we theoretically justify that the advanced policy gradient algorithms can be applied for long-run average cost MDP problems with countable state spaces and unbounded cost-to-go functions. We show that starting from a stable policy it is possible to improve long-run average performance with sufficiently small changes to the initial policy.
2. In Section 4.2 we discuss a new way to estimate relative value and advantage functions if transition probabilities are known. We adopt the approximating martingale-process method [36] which, to the best of our knowledge, has not been used in simulation-based approximate policy improvement setting.
3. In Section 4.3 we introduce a biased estimator of the relative value function through discounting the future costs. We interpret the discounting as the modification to the transition dynamics that shortens the regenerative cycles. We propose a regenerative estimator of the discounted relative value function.

The discounting combined with the AMP method and regenerative simulation significantly reduces the variance of the relative value function estimation at the cost of a tolerable bias. The use of the proposed variance reduction techniques speeds up the learning process of the PPO algorithm that we demonstrate by computational experiments in Section 5.1.
4. In Section 5 we conduct extensive computational experiments for multiclass queueing networks and parallel servers systems. We propose to choose architectures of neural networks automatically as the size of a queueing network varies. We demonstrate the effectiveness of these choices as well as other hyperparameter choices such as the learning rate used in gradient decent. We demonstrate that the performance of control policies resulting from the proposed PPO algorithm outperforms other heuristics.

2 Control of multiclass queueing networks

In this section we formulate the control problems for multiclass processing networks. We first give a formulation for the criss-cross network, which serves as an example, and then give a formulation for a general multiclass queueing network.

The set of real numbers is denoted by $\mathbb{R}$. The set of nonnegative integers is denoted by $\mathbb{Z}_+$. For a vector $a$ and a matrix $A$, $a^T$ and $A^T$ denote their transposes.

2.1 The criss-cross network

The criss-cross network has been studied in [35], [7], and [57] among others. The network depicted in Figure 1, which is taken from Figure 1.2 in [24], consists of two stations that process three classes of jobs. Each job class has its own dedicated buffer where jobs wait to be processed. All buffers are assumed to have an infinite capacity.
We assume that the jobs of class 1 and class 3 arrive to the system following Poisson processes with rates $\lambda_1$ and $\lambda_3$, respectively. Server 1 processes both classes one job at a time. After being processed class 1 jobs become class 2 jobs and wait in buffer 2 for server 2 to process. Class 2 and class 3 jobs leave the system after their processings are completed. We assume that the processing times for class $j$ jobs are i.i.d., having exponential distribution with mean $m_j$, $j = 1, 2, 3$. We denote $\mu_j := 1/m_j$ as the service rate of class $j$ jobs. We assume that the following load conditions are satisfied:

$$\lambda_1 m_1 + \lambda_3 m_3 < 1 \quad \text{and} \quad \lambda_1 m_2 < 1. \quad (2.1)$$

Again, we assume each server processes one job at a time. Therefore, processor sharing among multiple jobs is not allowed for each server. Jobs within a buffer are processed in the first-in-first-out order. A service policy dictates the order in which jobs from different classes are processed. (See below for a precise definition of a stationary Markov policy.) We assume a decision time occurs when a new job arrives or a service is completed. For concreteness, we adopt a preemptive service policy — suppose the service policy dictates that server 1 processes a class 3 job next while it is in the middle of processing a class 1 job, the server preempts the unfinished class 1 job to start the processing of the leading class 3 job from buffer 3. Due to the memoryless property of an exponential distribution, it does not matter whether the preempted job keeps its remaining processing time or is assigned a new service time sampled from the original exponential distribution.

Under any service policy, at each decision time, the system manager needs to simultaneously choose action $a_1$ from set $\{0, 1, 3\}$ for server 1 and action $a_2$ from the set $\{0, 2\}$ for server 2; for server 1 to choose action $j$, $j = 1, 3$, means that server 1 processes a class $j$ job next (if buffer $j$ is non-empty), and to choose action 0 means that server 1 idles. Similarly, for server 2 to choose action 2 means that server 2 processes a class 2 job, and to choose action 0 means server 2 idles. Each server is allowed to choose action 0 even if there are waiting jobs at the associated buffers. Therefore, our service policies are not necessarily non-idling. We define the action set as $A = \{(a_1, a_2) \in \{0, 1, 3\} \times \{0, 2\}\}$.

The service policy studied in this paper is randomized. By randomized, we mean each server takes a random action sampled from a certain distribution on the action set. For a set $A$, we use $P(A)$ to denote the set of probability distributions on $A$. Therefore, for a pair $(p_1, p_2) \in P(\{0, 1, 3\} \times P(\{0, 2\}))$, server 1 takes a random action sampled from distribution $p_1$ and server 2 takes a random action sampled from distribution $p_2$. For notational convenience, we note that a pair has a one-to-one correspondence to a vector $u$ in the following set

$$U = \{u = (u_1, u_2, u_3) \in \mathbb{R}^3_+: u_1 + u_3 \leq 1 \text{ and } u_2 \leq 1\},$$

where $p_1 = (1 - u_1 - u_3, u_1, u_3) \in P(\{0, 1, 3\})$ is a probability distribution on the action set $\{0, 1, 3\}$ and $p_2 = (1 - u_2, u_2) \in P(\{0, 2\})$ is a probability distribution on the action set $\{0, 2\}$. Throughout this subsection, we use $u \in U$ to denote pair $(p_1, p_2)$.

To define a randomized stationary Markovian service policy, let $x_j(t)$ be the number of class $j$ jobs (including possibly one job in service) in the system at time $t$, $j = 1, 2, 3$. Then $x(t) = (x_1(t), x_2(t), x_3(t))$ is the vector of jobcounts at time $t$. Clearly, $x(t) \in \mathbb{Z}_+^3$. By convention, we assume the sample path of $\{x(t), t \geq 0\}$ is right continuous, which implies that when $t$ is a decision time (triggered by an external arrival or a service completion), $x(t)$ has taken into account the arriving job or completed job at time $t$.

By a randomized stationary Markovian service policy we denote a map

$$\pi: \mathbb{Z}_+^3 \rightarrow U.$$
Given this map $\pi$, at each decision time $t$, the system manager observes jobcounts $x = x(t)$, computes $\pi(x) \in \mathcal{U}$ and the corresponding pair $(p_1(x), p_2(x)) \in \mathcal{P}(\{0, 1, 3\}) \times \mathcal{P}(\{0, 2\})$. Then server 1 chooses a random action sampled from $p_1(x)$ and server 2 chooses a random action sampled from $p_2(x)$. When each distribution is concentrated on a single action, the corresponding policy is a deterministic stationary Markovian service policy. Hereafter, we use the term stationary Markovian service policies to mean randomized policies, which include deterministic service policies as special cases.

Under a stationary Markovian policy $\pi$, $\{x(t), t \geq 0\}$ is a continuous time Markov chain (CTMC). Hereafter, we call jobcount vector $x(t)$ the state at time $t$, and we denote the state space as $\mathcal{X} = \mathbb{Z}_+^5$. The objective of our optimal control problem is to find a stationary Markovian policy that minimizes the long-run average number of jobs in the network:

$$\inf_{\pi} \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_x \int_0^T \left( x_1(t) + x_2(t) + x_3(t) \right) dt. \tag{2.2}$$

Because the interarrival and service times are exponentially distributed, the optimal control problem (2.2) fits the framework of semi-Markov decision process (SMDP). See, for example, [70, Chapter 11]. Indeed, one can easily verify that at each state $x$, taking action $a$, the distribution of the time interval until next decision time is exponential with rate $\beta(x,a)$ to be specified below. We use $P(y|x,a)$ to denote the transition probabilities of the embedded Markov decision process, where $y \in \mathcal{X}$ is a state at the next decision time. For any state $x \in \mathcal{X}$ and any action $a \in \mathcal{A}$, the following transition probabilities always hold

$$P((x_1 + 1, x_2, x_3)|x,a) = \frac{\lambda_1}{\beta(x,a)}, \quad P((x_1, x_2, x_3 + 1)|x,a) = \frac{\lambda_3}{\beta(x,a)}. \tag{2.3}$$

In the following, we specify $\beta(x,a)$ for each $(x,a) \in \mathcal{X} \times \mathcal{A}$ and additional transition probabilities. For action $a = (1, 2)$ and state $x = (x_1, x_2, x_3)$ with $x_1 \geq 1$ and $x_2 \geq 1$, $\beta(x,a) = \lambda_1 + \lambda_3 + \mu_1 + \mu_2$,

$$P((x_1 - 1, x_2 + 1, x_3)|x,a) = \frac{\mu_1}{\beta(x,a)}, \quad P((x_1, x_2 - 1, x_3)|x,a) = \frac{\mu_2}{\beta(x,a)};$$

for action $a = (3, 2)$ and state $x = (x_1, x_2, x_3)$ with $x_3 \geq 1$ and $x_2 \geq 1$, $\beta(x,a) = \lambda_1 + \lambda_3 + \mu_3 + \mu_2$,

$$P((x_1, x_2, x_3 - 1)|x,a) = \frac{\mu_3}{\beta(x,a)}, \quad P((x_1, x_2 - 1, x_3)|x,a) = \frac{\mu_2}{\beta(x,a)};$$

for action $a = (0, 2)$ and state $x = (x_1, x_2, x_3)$ with $x_2 \geq 1$, $\beta(x,a) = \lambda_1 + \lambda_3 + \mu_2$,

$$P((x_1, x_2 - 1, x_3)|x,a) = \frac{\mu_2}{\beta(x,a)};$$

for action $a = (1, 0)$ and state $x = (x_1, x_2, x_3)$ with $x_1 \geq 1$, $\beta(x,a) = \lambda_1 + \lambda_3 + \mu_1$,

$$P((x_1 - 1, x_2 + 1, x_3)|x,a) = \frac{\mu_1}{\beta(x,a)};$$

for action $a = (3, 0)$ and state $x = (x_1, x_2, x_3)$ with $x_3 \geq 1$, $\beta(x,a) = \lambda_1 + \lambda_3 + \mu_3$,

$$P((x_1, x_2, x_3 - 1)|x,a) = \frac{\mu_3}{\beta(x,a)};$$

for action $a = (0, 0)$ and state $x = (x_1, x_2, x_3)$, $\beta(x,a) = \lambda_1 + \lambda_3$. Also, $x_2 = 0$ implies that $a_2 = 0$, $x_1 = 0$ implies that $a_1 \neq 1$, and $x_3 = 0$ implies that $a_1 \neq 3$.

Because the time between state transitions are exponentially distributed, we adopt the method of uniformization for solving the SMDP; see, for example, [76] and [70, Chapter 11]. We denote

$$B = \lambda_1 + \lambda_3 + \mu_1 + \mu_2 + \mu_3. \tag{2.4}$$

For the new control problem under uniformization, the decision times are determined by the arrival times of a Poisson process with (uniform) rate $B$ that is independent of the underlying state. Given current state $x \in \mathcal{X}$ and action $a \in \mathcal{A}$, new transition probabilities into $y \in \mathcal{X}$ are given by

$$P(y|x,a) = \begin{cases} P(y|x,a)\beta(x,a)/B & \text{if } x \neq y, \\ 1 - \beta(x,a)/B & \text{otherwise}. \end{cases} \tag{2.5}$$
The transition probabilities \( \hat{P} \) in (2.5) will define a (discrete time) MDP. The objective is given by

\[
\inf_{\pi} \lim_{N \to \infty} \frac{1}{N} \mathbb{E}_\pi \left[ \sum_{k=0}^{N-1} \left( x_1^{(k)} + x_2^{(k)} + x_3^{(k)} \right) \right],
\]

where \( \pi \) belongs to the family of stationary Markov policies, and \( x^{(k)} = (x_1^{(k)}, x_2^{(k)}, x_3^{(k)}) \) is the state (vector of jobcounts) at the time of the \( k \)th decision (in the uniformized framework). Under a stationary Markov policy \( \pi \), \( \{x^{(k)} : k = 0, 1, 2, \ldots \} \) is a discrete time Markov chain (DTMC).

The existence of a stationary Markovian policy \( \pi^* \) that minimizes (2.6) follows from [59, Theorem 4.3] if the load conditions (2.1) are satisfied. Under a mild condition on \( \pi^* \), which can be shown to be satisfied following the argument in [59, Theorem 4.3], the policy \( \pi^* \) is an optimal Markovian stationary policy for (2.2) [15, Theorem 2.1]. Moreover, under policy \( \pi^* \), the objective in (2.2) is equal to that in (2.6); see [15, Theorem 3.6].

### 2.2 General formulation of a multiclass queueing network control problem

We consider a multiclass queueing network that has \( L \) stations and \( J \) job classes. For notational convenience we denote \( \mathcal{L} = \{1, \ldots, L\} \) as the set of stations, \( \mathcal{J} = \{1, \ldots, J\} \) as the set of job classes. Each station has a single server that processes jobs from the job classes that belong to the station. Each job class belongs to one station. We use \( \ell = s(j) \in \mathcal{L} \) to denote the station that class \( j \) belongs to. We assume the function \( s : \mathcal{J} \to \mathcal{L} \) satisfies \( s(\mathcal{J}) = \mathcal{L} \). Jobs arrive externally and are processed sequentially at various stations, moving from one class to the next after each processing step until they exit the network. Upon arrival if a class \( j \) job finds the associated server busy, the job waits in the corresponding buffer \( j \). We assume that every buffer has an infinite capacity. For each station \( \ell \in \mathcal{L} \), we define

\[
\mathcal{B}(\ell) := \{ j \in \mathcal{J} : s(j) = \ell \}
\]

as the set of job classes to be processed by server \( \ell \).

Class \( j \in \mathcal{J} \) jobs arrive externally to buffer \( j \) following a Poisson process with rate \( \lambda_j \); when \( \lambda_j = 0 \), there are no external arrivals into buffer \( j \). Class \( j \) jobs are processed by server \( s(j) \) following the service policy as specified below. We assume the service times for class \( j \) jobs are i.i.d. having exponential distribution with mean \( 1/\mu_j \). Class \( j \) job, after being processed by server \( s(j) \), becomes class \( k \in \mathcal{J} \) job with probability \( r_{jk} \) and leaves the network with probability \( 1 - \sum_{k=1}^{K} r_{jk} \). We define \( J \times J \) matrix \( R := (r_{jk})_{j,k=1,\ldots,J} \) as the routing matrix. We assume that the network is open, meaning that \( I - R \) is invertible. We let vector \( q = (q_1, q_2, \ldots, q_J)^T \) satisfy the system of linear equations

\[
q = \lambda + R^T q.
\]

Equation (2.8) is known as the traffic equation, and it has a unique solution under the open network assumption. For each class \( j \in \mathcal{J} \), \( q_j \) is interpreted to be the total arrival rate into buffer \( j \), considering both the external arrivals and internal arrivals from service completions at stations. We define the load \( \rho_\ell \) of station \( \ell \in \mathcal{L} \) as

\[
\rho_\ell := \sum_{j \in \mathcal{B}(\ell)} \frac{q_j}{\mu_j}
\]

We assume that

\[
\rho_\ell < 1 \quad \text{for each station } \ell \in \mathcal{L}.
\]

We let \( x(t) = (x_1(t), \ldots, x_J(t)) \) be the vector of jobcounts at time \( t \). A decision time occurs when a new job arrives at the system or a service is completed. Under any service policy, at each decision time, the system manager needs to simultaneously choose an action for each server \( \ell \in \mathcal{L} \). For each server \( \ell \in \mathcal{L} \) the system manager selects an action from set \( \mathcal{B}(\ell) \cup \{0\} \): action \( j \in \mathcal{B}(\ell) \) means that the system manager gives priority to job class \( j \) at station \( \ell \); action 0 means server \( \ell \) idles until the next decision time.
We define set
\[ \mathcal{U} = \left\{ u = (u_1, u_2, \ldots, u_J) \in \mathbb{R}_+^J : \sum_{j \in B(\ell)} u_j \leq 1 \text{ for each } \ell \in L \right\}. \tag{2.10} \]

For each station \( \ell \in L \) vector \( u \in \mathcal{U} \) defines a probability distribution \( u_\ell \) on the action set \( B(\ell) \cup \{0\} \): probability of action \( j \) is equal to \( u_j \) for \( j \in B(\ell) \), and probability of action 0 is equal to \( 1 - \sum_{j \in B(\ell)} u_j \).

We define a randomized stationary Markovian service policy as a map from a set of jobcount vectors into set \( \mathcal{U} \) defined in (2.10):
\[ \pi : \mathbb{Z}_+^J \rightarrow \mathcal{U}. \]

Given this map \( \pi \), at each decision time \( t \), the system manager observes jobcounts \( x(t) \), chooses \( \pi(x) \in \mathcal{U} \), and based on \( \pi(x) \) computes probability distribution \( u_\ell \) for each \( \ell \in L \). Then the system manager independently samples one action from \( u_\ell \) for each server \( \ell \in L \).

The objective is to find a stationary Markovian policy \( \pi \) that minimizes the long-run average number of jobs in the network:
\[ \inf_{\pi} \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_{\pi} \int_0^T \left( \sum_{j=1}^J x_j(t) \right) dt. \tag{2.11} \]

Under a stationary Markovian policy \( \pi \), we adopt the method of uniformization to obtain a uniformized discrete time Markov chain (DTMC) \( \{x^{(k)} : k = 0, 1, \ldots\} \). We abuse the notation and denote a system state as \( x^{(k)} = (x_1^{(k)}, x_2^{(k)}, \ldots, x_J^{(k)}) \) after \( k \) transitions of the DTMC.

In this paper, we develop algorithms to approximately solve the following (discrete-time) MDP problem:
\[ \inf_{\pi} \lim_{N \to \infty} \frac{1}{N} \mathbb{E}_{\pi} \left[ \sum_{k=0}^{N-1} \sum_{j=1}^J x_j^{(k)} \right]. \tag{2.12} \]

**Remark 1.** It has been proved in [59] that the MDP (2.12) has an optimal policy that satisfies the conditions in [15, Theorem 3.6] if the “fluid limit model” under some policy is \( L_2 \)-stable. Under the load condition (2.9), conditions in [59] can be verified as follows. First, we adopt the randomized version of the head-of-line static processor sharing (HLSPS) as defined in [24, Section 4.6]. We apply this randomized policy to the discrete-time MDP to obtain the resulting DTMC. The fluid limit path of this DTMC can be shown to satisfy the fluid model defined in [24, Definition 8.17] following a procedure that is similar to, but much simpler than, the proof of [24, Theorem 12.24]. Finally, [24, Theorem 8.18] shows the fluid model is stable, which is stronger than the \( L_2 \)-stability needed.

## 3 Reinforcement learning approach for queueing network control

Originally, policy gradient algorithms have been developed to find optimal policies which optimize the finite horizon total cost or infinite horizon discounted total cost objectives. For stochastic processing networks and their applications, it is often useful to optimize the long-run average cost. In this section we develop a version of the Proximal Policy Optimization algorithm. See Section 5, which demonstrates the effectiveness of our proposed PPO for finding the near optimal control policies for stochastic processing networks.

### 3.1 Positive recurrence and \( \mathcal{V} \)-uniform ergodicity

As discussed in Section 2, operating under a fixed randomized stationary control policy, the dynamics of a stochastic processing network is a DTMC. We restrict policies so that the resulting DTMCs are irreducible and aperiodic. Such a DTMC does not always have a stationary distribution. When the
DTMC does not have a stationary distribution, the performance of the control policy is necessarily poor, leading to an infinite long-run average cost. It is well known that an irreducible DTMC has a unique stationary distribution if and only if it is positive recurrent. Hereafter, when the DTMC is positive recurrent, we call the corresponding control policy *stable*. Otherwise, we call it *unstable*.

A sufficient condition for an irreducible DTMC to be positive recurrent is the Foster-Lyapunov drift condition. The drift condition (3.1) in the following lemma is stronger than the classical Foster-Lyapunov drift condition. For a proof of the lemma, see Theorem 11.3.4 and Theorem 14.3.7 in [61].

**Lemma 1.** Consider an irreducible Markov chain on a countable state space $\mathcal{X}$ with a transition matrix $P$ on $\mathcal{X} \times \mathcal{X}$. Assume there exists a vector $V : \mathcal{X} \to [1, \infty)$ such that the following drift condition holds for some constants $b \in (0, 1)$ and $d \geq 0$, and a finite subset $C \subset \mathcal{X}$:

$$
\sum_{y \in \mathcal{X}} P(y|x)V(y) \leq bV(x) + d\mathbb{1}(x), \quad \text{for each } x \in \mathcal{X},
$$

(3.1)

where $\mathbb{1}(x) = 1$ if $x \in C$ and $\mathbb{1}(x) = 0$ otherwise. Here, $P(y|x) = P(x, y)$ is the transition probability from state $x \in \mathcal{X}$ to state $y \in \mathcal{X}$. Then (a) the Markov chain with the transition matrix $P$ is positive recurrent with a unique stationary distribution $\mu$; and (b) $\mu^T V < \infty$, where for any function $f : \mathcal{X} \to \mathbb{R}$ we define $\mu^T f$ as

$$
\mu^T f := \sum_{x \in \mathcal{X}} \mu(x)f(x).
$$

Vector $V$ in the drift condition (3.1) is called a *Lyapunov function* for the Markov chain. For any matrix $M$ on $\mathcal{X} \times \mathcal{X}$, its $V$-norm is defined to be

$$
\|M\|_V = \sup_{x \in \mathcal{X}} \frac{1}{V(x)} \sum_{y \in \mathcal{X}} |M(x, y)]V(y).
$$

An irreducible, aperiodic Markov chain with transition matrix $P$ is called $V$-uniformly ergodic if

$$
\|P^n - \Pi\|_V \to 0 \text{ as } n \to \infty,
$$

where every row of $\Pi$ is equal to the stationary distribution $\mu$, i.e. $\Pi(x, y) := \mu(y)$, for any $x, y \in \mathcal{X}$. The drift condition (3.1) is sufficient and necessary for an irreducible, aperiodic Markov chain to be $V$-uniformly ergodic [61, Theorem 16.0.1]. For an irreducible, aperiodic Markov chain that satisfies (3.1), for any $g : \mathcal{X} \to \mathbb{R}$ with $|g(x)| \leq V(x)$ for $x \in \mathcal{X}$, there exist constants $R < \infty$ and $r < 1$ such that

$$
\left|\sum_{y \in \mathcal{X}} P^n(y|x)g(y) - \mu^T g\right| \leq RV(x)r^n
$$

(3.2)

for any $x \in \mathcal{X}$ and $n \geq 0$; see [61, Theorem 15.4.1].

### 3.2 Poisson equation

For an irreducible DTMC on state space $\mathcal{X}$ (possibly infinite) with transition matrix $P$, we assume that there exists a Lyapunov function $V$ satisfying (3.1). For any cost function $g : \mathcal{X} \to \mathbb{R}$ satisfying $|g(x)| \leq V(x)$ for each $x \in \mathcal{X}$, it follows from Lemma 1 that $\mu^T |g| < \infty$. Lemma 2 below asserts that the following equation has a solution $h : \mathcal{X} \to \mathbb{R}$:

$$
g(x) - \mu^T g + \sum_{y \in \mathcal{X}} P(y|x)h(y) - h(x) = 0 \quad \text{for each } x \in \mathcal{X}.
$$

(3.3)

Equation (3.3) is called a *Poisson equation* of the Markov chain with transition matrix $P$ and cost function $g$. Function $h : \mathcal{X} \to \mathbb{R}$ that satisfies (3.3) is called a *solution* to the Poisson equation. The solution is unique up to a constant shift, namely, if $h_1$ and $h_2$ are two solutions to Poisson equation (3.3) with $\mu^T (|h_1| + |h_2|) < \infty$, then there exists a constant $b \in \mathbb{R}$ such that $h_1(x) = h_2(x) + b$ for each $x \in \mathcal{X}$, see [61, Proposition 17.4.1].

A solution $h$ to the Poisson equation is called a *fundamental solution* if $\mu^T h = 0$. The proof of the following lemma is provided in [60, Proposition A.3.11].
Lemma 2. Consider a $\mathcal{V}$-uniformly ergodic Markov chain with transition matrix $P$ and the stationary distribution $\mu$. For any cost function $g : \mathcal{X} \rightarrow \mathbb{R}$ satisfying $|g| \leq \mathcal{V}$, Poisson equation (3.3) admits a fundamental solution

$$h^{(f)}(x) := E \left[ \sum_{k=0}^{\infty} \left( g(x^{(k)}) - \mu^T g \right) \mid x^{(0)} = x \right] \text{ for each } x \in \mathcal{X}, \tag{3.4}$$

where $x^{(k)}$ is the state of the Markov chain after $k$ timesteps.

We define fundamental matrix $Z$ of the Markov chain with transition kernel $P$ as

$$Z := \sum_{k=0}^{\infty} (P - \Pi)^k. \tag{3.5}$$

It follows from [61, Theorem 16.1.2] that the series (3.5) converges in $\mathcal{V}$-norm and, moreover, $\|Z\|_\mathcal{V} < \infty$. Then, it is easy to see that fundamental matrix $Z$ is an inverse matrix of $(I - P + \Pi)$, i.e. $Z(I - P + \Pi) = (I - P + \Pi)Z = I$. See Appendix Section A for the proof of the following Lemma 3.

Lemma 3. Fundamental matrix $Z$ maps any cost function $|g| \leq \mathcal{V}$ into a corresponding fundamental solution $h^{(f)}$ defined by (3.4):

$$h^{(f)} = Z \left( g - (\mu^T g)e \right), \tag{3.6}$$

where $e = (1, 1, \ldots, 1, \ldots)^T$ is a unit vector.

Remark 2. Consider matrices $A, B, C$ on $\mathcal{X} \times \mathcal{X}$. The associativity property,

$$ABC = (AB)C = A(BC),$$

does not always hold for matrices defined on a countable state space; see a counterexample in [45, Section 1.1]. However, if $\|A\|_\mathcal{V} < \infty, \|B\|_\mathcal{V} < \infty, \|C\|_\mathcal{V} < \infty$ then matrices $A, B, C$ associate, see [42, Lemma 2.1]. Hence, there is no ambiguity in the definition of the fundamental matrix (3.5):

$$(P - \Pi)^k = (P - \Pi)(P - \Pi)^{k-1} = (P - \Pi)^{k-1}(P - \Pi), \text{ for } k \geq 1$$

where $\|P - \Pi\|_\mathcal{V} < \infty$ holds due to the drift condition (3.1).

3.3 Improvement guarantee for average cost objective

We consider an MDP problem with a countable state space $\mathcal{X}$, finite action space $\mathcal{A}$, one-step cost function $g(x)$, and transition function $P(\cdot|x, a)$. For each state-action pair $(x, a)$, we assume that the chain can transit to a finite number of distinguished states, i.e. set $\{y \in \mathcal{X} : P(y|x, a) > 0\}$ is finite for each $(x, a) \in \mathcal{X} \times \mathcal{A}$.

We consider $\Theta \subset \mathbb{R}^d$ for some integer $d > 0$ and $\Theta$ is open. With every $\theta \in \Theta$, we associate a randomized Markovian policy $\pi_\theta$, which at any state $x \in \mathcal{X}$ chooses action $a \in \mathcal{A}$ with probability $\pi_\theta(a|x)$. Under policy $\pi_\theta$, the corresponding DTMC has transition matrix $P_\theta$ given by

$$P_\theta(x, y) = \sum_{a \in \mathcal{A}} \pi_\theta(a|x)P(y|x, a) \text{ for } x, y \in \mathcal{X}.$$ 

For each $\theta \in \Theta$ we assume that the resulting Markov chain with transition probabilities $P_\theta$ is irreducible and aperiodic.

We also assume there exists $\eta \in \Theta$ such that the drift condition (3.1) is satisfied for the transition matrix $P_\eta$ with a Lyapunov function $\mathcal{V} : \mathcal{X} \rightarrow [1, \infty)$. By Lemma 2 the corresponding fundamental matrix $Z_\eta$ is well-defined. The following lemma says that if $P_\eta$ is positive recurrent and $P_\theta$ is “close” to $P_\eta$, then $P_\theta$ is also positive recurrent. See Appendix Section A for the proof.

Lemma 4. Fix an $\eta \in \Theta$. We assume that drift condition (3.1) holds for $P_\eta$. Let some $\theta \in \Theta$ satisfies,

$$\|(P_\theta - P_\eta)Z_\eta\|_\mathcal{V} < 1,$$

then the Markov chain with transition matrix $P_\theta$ has a unique stationary distribution $\mu_\theta$.
Assume the assumption of Lemma 4 holds. For any cost function $|g| \leq V$, we denote the corresponding fundamental solution to the Poisson equation as $h$ and the long-run average cost

$$
\mu_T g := \sum_{x \in X} \mu(x)g(x).
$$

(3.7)

The following theorem provides a bound on the difference of long-run average performance of policies $\pi_\theta$ and $\pi_\eta$. See Appendix Section A for the proof.

**Theorem 1.** Suppose that the Markov chain with transition matrix $P_\eta$ is an irreducible chain such that the drift condition (3.1) holds for some function $V \geq 1$ and the cost function satisfies $|g| < V$.

For any $\theta \in \Theta$ such that

$$
D_{\theta,\eta} := \|(P_\theta - P_\eta)Z_\eta\|_V < 1
$$

(3.8)

the difference of long-run average costs of policies $\pi_\theta$ and $\pi_\eta$ is bounded by:

$$
\mu_T g - \mu_T^\eta g \leq N_1(\theta, \eta) + N_2(\theta, \eta),
$$

(3.9)

where $N_1(\theta, \eta), N_2(\theta, \eta)$ are finite and equal to

$$
N_1(\theta, \eta) := \mu_T^\eta (g - (\mu_T^\eta g)e + P_\theta h_\eta - h_\eta),
$$

(3.10)

$$
N_2(\theta, \eta) := \frac{D_{\theta,\eta}^2}{1 - D_{\theta,\eta}} \|g - (\mu_T^\eta g)e\|_{\infty, V},
$$

(3.11)

where, for a vector $\nu$ on $X$, $V$-norm is defined as

$$
\|\nu\|_{\infty, V} := \sup_{x \in X} \frac{\|\nu(x)\|_V}{\|\nu\|_V}.
$$

(3.12)

It follows from Theorem 1 that the negativity of the right side of inequality (3.9) guarantees that policy $\pi_\theta$ yields an improved performance compared with the initial policy $\pi_\eta$. Since

$$
\min_{\theta \in \Theta: D_{\theta,\eta} < 1} [N_1(\theta, \eta) + N_2(\theta, \eta)] \leq N_1(\eta, \eta) + N_2(\eta, \eta) = 0,
$$

we want to find $\theta = \theta^*$:

$$
\theta^* = \arg\min_{\theta \in \Theta: D_{\theta,\eta} < 1} [N_1(\theta, \eta) + N_2(\theta, \eta)]
$$

(3.13)

to achieve the maximum improvement in the upper bound (3.9). In the setting of finite horizon and infinite discounted RL problems, [44, 73] propose to fix the maximum change between policies $\pi_\theta$ and $\pi_\eta$ by bounding the $N_2(\theta, \eta)$ term and to minimize $N_1(\theta, \eta)$. Below, we discuss the motivation for developing the PPO algorithm proposed in Section 3.4, leading to a practical algorithm to approximately solve optimization (3.13).

First, we observe that

$$
|N_1(\theta, \eta)| = |\mu_T^\eta (g - (\mu_T^\eta g)e + P_\theta h_\eta - h_\eta)|
$$

$$
\leq (\mu_T^\eta V)\|g - (\mu_T^\eta g)e + P_\theta h_\eta - h_\eta\|_{\infty, V}
$$

$$
= (\mu_T^\eta V)\|(P_\theta - P_\eta)h_\eta\|_{\infty, V}
$$

$$
= (\mu_T^\eta V)\|(P_\theta - P_\eta)Z_\eta (g - (\mu_T^\eta g)e)\|_{\infty, V}
$$

$$
\leq (\mu_T^\eta V)\|g - (\mu_T^\eta g)e\|_{\infty, V}D_{\theta,\eta}.
$$

Therefore, when $\theta$ is close to $\eta$, we expect that $D_{\theta,\eta}$ in (3.8) is small and $N_1(\theta, \eta) = O(D_{\theta,\eta})$.

From (3.11), $N_2(\theta, \eta)$ is nonnegative and $N_2(\theta, \eta) = O(D_{\theta,\eta}^2)$. Therefore, when $N_1(\theta, \eta) < 0$ and $D_{\theta,\eta}$ is small enough, $\pi_\theta$ is a strict improvement over $\pi_\eta$. Lemma 5 shows that the distance $D_{\theta,\eta}$ can be controlled by the probability ratio

$$
r_{\theta,\eta}(a|x) := \frac{\pi_\theta(a|x)}{\pi_\eta(a|x)}
$$

(3.14)

between the two policies.
Lemma 5. Suppose that the Markov chain with transition matrix $P_\eta$ is an irreducible chain such that the drift condition (3.1) holds for some function $V \geq 1$ and the cost function satisfies $|g| < V$. Then for any $\theta \in \Theta$

$$D_{\theta, \eta} \leq \|Z_\eta\|_V \sup_{x \in \mathcal{X}} \sum_{a \in \mathcal{A}} |r_{\theta, \eta}(a|x) - 1| G_\eta(x, a),$$

where $G_\eta(x, a) := \frac{1}{V(x)} \sum_{y \in \mathcal{X}} \pi_\eta(a|x)P(y|x, a)V(y)$.

Lemma 5 implies that $D_{\theta, \eta}$ is small when the ration $r_{\theta, \eta}(a|x)$ in (3.14) is close to 1 for each state-action pair $(x, a)$. Note that $r_{\theta, \eta}(a|x) = 1$ and $D_{\theta, \eta} = 0$ when $\theta = \eta$. See Appendix Section A for the proof.

3.4 Proximal Policy Optimization

We rewrite the first term of the right-hand side of (3.9) as:

$$N_1(\theta, \eta) = \mu^T\eta(g - (\mu^T\eta)g + P_\eta h_\eta - h_\eta)$$

$$= \mathbb{E}_{\tilde{x} \sim \mu_\eta \atop a \sim \pi_\eta(\cdot|x) \atop y \sim P(\cdot|x, a)} [g(x) - (\mu^T\eta)g + h_\eta(y) - h_\eta(x)]$$

$$= \mathbb{E}_{\tilde{x} \sim \mu_\eta \atop a \sim \pi_\eta(\cdot|x)} A_\eta(x, a)$$

$$= \mathbb{E}_{\tilde{x} \sim \mu_\eta \atop a \sim \pi_\eta(\cdot|x)} \left[ \frac{\pi_\theta(a|x)}{\pi_\eta(a|x)} A_\eta(x, a) \right] = \mathbb{E}_{\tilde{x} \sim \mu_\eta \atop a \sim \pi_\eta(\cdot|x)} \left[ r_{\theta, \eta}(a|x)A_\eta(x, a) \right], \quad (3.15)$$

where we define an advantage function $A_\eta : \mathcal{X} \times \mathcal{A} \to \mathbb{R}$ of policy $\pi_\eta$, $\eta \in \Theta$ as:

$$A_\eta(x, a) := \mathbb{E}_{y \sim P(\cdot|x, a)} [g(x) - \mu^T g + h_\eta(y) - h_\eta(x)]. \quad (3.16)$$

Equation (3.15) implies that if we want to minimize $N_1(\theta, \eta)$, then the ratio $r_{\theta, \eta}(a|x)$ should be minimized (w.r.t. $\theta$) when $A_\eta(x, a) > 0$, and maximized when $A_\eta(x, a) < 0$ for each $x \in \mathcal{X}$. The end of Section 3.3 suggests that we should strive to (a) minimize $N_1(\theta, \eta)$, \hspace{1cm} (3.17)

and (b) keep the ratio $r_{\theta, \eta}(a|x)$ in (3.14) close to 1. In [75] the authors propose to minimize (w.r.t. $\theta \in \Theta$) the following clipped surrogate objective

$$L(\theta, \eta) := \mathbb{E}_{\tilde{x} \sim \mu_\eta \atop a \sim \pi_\eta(\cdot|x)} \max_{\theta, \eta} [r_{\theta, \eta}(a|x)A_\eta(x, a), \; \text{clip}(r_{\theta, \eta}(a|x), 1 - \epsilon, 1 + \epsilon)A_\eta(x, a)], \quad (3.18)$$

where $\epsilon \in (0, 1)$ is a hyperparameter, and clipping function is defined as

$$\text{clip}(c, 1 - \epsilon, 1 + \epsilon) := \begin{cases} 
\max(1 - \epsilon, c), & \text{if } c \leq 1, \\
\min(1 + \epsilon, c), & \text{otherwise}. 
\end{cases}$$

In [75] the authors coined the term, proximal policy optimization (PPO), for their algorithm, and demonstrated its ease of implementation and its ability to find good control policies.

The objective term $\text{clip}(r_{\theta, \eta}(a|x), 1 - \epsilon, 1 + \epsilon)A_\eta(x, a)$ in (3.18) prevents changes to the policy that move $r_{\theta, \eta}(a|x)$ far from 1. Then the objective function (3.18) is a upper bound (i.e. a pessimistic bound) on the unclipped objective (3.17). Thus, an improvement on the objective (3.18) translates to an improvement on $N_1(\theta, \eta)$ only when $\theta \in \Theta$ satisfies $r_{\theta, \eta} \in (1 - \epsilon, 1 + \epsilon)$. The alternative heuristics proposed in [73, 86, 75, 88] to solve optimization problem (3.13): each defines a loss function that controls $N_2(\theta, \eta)$ and minimizes the $N_1(\theta, \eta)$ term. Following [75], we use loss function (3.18) because of its implementation simplicity.

To compute objective function in (3.18) we first evaluate the expectation and precompute advantage functions in (3.18). We assume that an approximation $\hat{A} : \mathcal{X} \times \mathcal{A} \to \mathbb{R}$ of the advantage function (3.16)
is available and focus on estimating the objective from simulations. See Section 4 below for estimating \( \hat{A}_\eta \).

Given an episode with length \( N \) generated under policy \( \pi_\eta \) we compute the advantage function estimates \( \hat{A}_\eta(x(k,a), a(k,a)) \) at the observed state-action pairs:

\[
D^{0:N-1} := \{ (x(0), a(0), \hat{A}_\eta(x(0), a(0))), (x(1), a(1), \hat{A}_\eta(x(1), a(1))), \ldots, (x(N-1), a(N-1), \hat{A}_\eta(x(N-1), a(N-1))) \},
\]

and estimate the loss function (3.18) as a sample average over the state-action pairs from the episode:

\[
\hat{L}(\theta, \eta, D^{0:N-1}) = \frac{1}{N-1} \sum_{k=0}^{N-1} \max \left[ \frac{\pi_\theta(a(k)|x(k))}{\pi_\eta(a(k)|x(k))} \hat{A}_\eta(x(k), a(k)), \text{clip} \left( \frac{\pi_\theta(a(k)|x(k))}{\pi_\eta(a(k)|x(k))}, 1 - \epsilon, 1 + \epsilon \right) \hat{A}_\eta(x(k), a(k)) \right].
\] (3.19)

In theory, one long episode under policy \( \pi_\eta \) starting from any initial state \( x(0) \) is sufficient because the following SLLN for Markov chains holds: with probability 1,

\[
\lim_{N \to \infty} \frac{1}{N} \hat{L}(\theta, \eta, D^{0:N-1}) = L(\theta, \eta).
\]

## 4 Advantage function estimation

The computation of objective function (3.18) relies on the availability of an estimate of advantage function \( A_\eta(x, a) \) in (3.16). We assume our MDP model is known. So the expectation on (3.16) can be computed exactly, and we can perform the computation in a timely manner. In this section, we explain how to estimate \( h_\eta \), a solution to the Poisson equation (3.3) with \( P = P_\eta \) and \( \mu = \mu_\eta \).

To compute expectation \( A(x(k), a(k)) \) in (3.16) for a given state-action pair \( (x(k), a(k)) \), we need to evaluate \( h_\eta(y) \) for each \( y \) that is reachable from \( x(k) \). This requires one to estimate \( h_\eta(y) \) for some states \( y \) that have not been visited in the simulation. Our strategy is to use Monte Carlo method to estimate \( h_\eta(y) \) at a selected subset of \( y \)'s, and then use an approximator \( f_\psi(y) \) to replace \( h_\eta(y) \) for an arbitrary \( y \in \mathcal{X} \). The latter is standard in deep learning. Therefore, we focus on finding a good estimator \( \hat{h}(y) \) for \( h_\eta(y) \).

### 4.1 Regenerative estimation

Lemma 2 provides a representation of the fundamental solution (3.4) for \( h_\eta \). Unfortunately, the known unbiased Monte Carlo estimators of the fundamental solution rely on obtaining samples from the stationary distribution of the Markov chain [22, Section 5.1].

We define the following solution to the Poisson equation (3.3).

**Lemma 6.** Consider the \( \mathcal{V} \)-uniformly ergodic Markov chain with transition matrix \( P \) and the stationary distribution \( \mu \). Let \( x^* \in \mathcal{X} \) be an arbitrary state of the positive recurrent Markov chain. For any cost function \( g: \mathcal{X} \to \mathbb{R} \) such that \( |g| \leq \mathcal{V} \), the Poisson’s equation (3.3) admits a solution

\[
h^{(x^*)}(x) := \mathbb{E} \left[ \sum_{k=0}^{\sigma(x^*)-1} (g(x(k)) - \mu^T g) \mid x(0) = x \right] \quad \text{for each } x \in \mathcal{X},
\] (4.1)

where \( \sigma(x^*) = \min \{ k > 0 \mid x(k) = x^* \} \) is the first future time when state \( x^* \) is visited. Furthermore, the solution has a finite \( \mathcal{V} \)-norm: \( \|h^{(x^*)}\|_{\mathcal{V}} < \infty \).

See [60, Proposition A.3.1] for the proof. Here, we refer to state \( x^* \) as a regeneration state, and to the times \( \sigma(x^*) \) when the regeneration state is visited as regeneration times.

The value of advantage function (3.16) does not depend on a particular choice of a solution of the Poisson equation (3.3) since if \( h_1 \) and \( h_2 \) are two solutions such that \( \mu^T (|h_1| + |h_2|) \) is finite, then there exists a constant \( b \in \mathbb{R} \) such that \( h_1(x) = h_2(x) + b \) for each \( x \in \mathcal{X} \). [61, Proposition 17.4.1]. Therefore, we use representation (4.1) for \( h_\eta \) in computing (3.16).

We assume that an episode consisting of \( N \) regenerative cycles

\[
\{ x(0), x(1), \ldots, x(\sigma_1), \ldots, x(\sigma_{N-1}) \}
\]
We estimate the loss function (3.18) as a sample average over these episodes, where \( x^{(0)} = x^* \).

We compute an estimate of the long-run average cost based on \( N \) regenerative cycles as

\[
\hat{\mu}_\eta^g := \frac{1}{\sigma(N)} \sum_{k=0}^{\sigma(N)-1} g(x^{(k)}),
\]

where \( \sigma(n) \) is the \( n \)-th time when regeneration state \( x^* \) is visited. Next, we consider an arbitrary state \( x^{(k)} \) from the generated episode. We define a one-replication estimate of the solution to the Poisson equation (4.1) for a state \( x^{(k)} \) visited at time \( k \) as:

\[
\hat{h}_k := \sum_{t=k}^{\sigma_k-1} \left( g(x^{(t)}) - \hat{\mu}_\eta^g \right),
\]

where \( \sigma_k = \min \{ t > k \mid x^{(t)} = x^* \} \) is the first time when the regeneration state \( x^* \) is visited after time \( k \). We note that the one-replication estimate (4.3) is computed for every timestep. The estimator (4.3) was proposed in \([22, \text{Section 5.3}]\). We use function \( f_\psi : \mathcal{X} \rightarrow \mathbb{R} \) from a family of function approximators \( \{ f_\psi, \psi \in \Psi \} \) to represent function \( h_\eta \) and choose function \( f_\psi \) from \( \{ f_\psi, \psi \in \Psi \} \) to minimize the mean square distance to the one-replication estimates \( \{ \hat{h}_k \}_{k=0}^{\sigma(N)-1} \):

\[
\psi^* = \arg \min_{\psi \in \Psi} \sum_{k=0}^{\sigma(N)-1} \left( f_\psi(x^{(k)}) - \hat{h}_k \right)^2.
\]

With available function approximation \( f_{\psi^*} \) for \( h_\eta \), we estimate the advantage function (3.16) as:

\[
\hat{A}_\eta(x^{(k)}, a^{(k)}) := g(x^{(k)}) - \hat{\mu}_\eta^g + \sum_{y \in \mathcal{X}} \left( y \mid x^{(k)}, a^{(k)} \right) f_{\psi^*}(y) - f_{\psi^*}(x^{(k)}).
\]

We assume that \( Q \) episodes, \( Q \geq 1 \), can be simulated in parallel, and each of \( q = 1, ..., Q \) (parallel) actors collect an episode

\[
\left\{ x^{(0,q)}, a^{(0,q)}, x^{(1,q)}, a^{(1,q)}, \ldots, x^{(k,q)}, a^{(k,q)}, \ldots, x^{(\sigma^q(N)-1,q)}, a^{(\sigma^q(N)-1,q)} \right\}
\]

with \( N \) regenerative cycles, where \( \sigma^q(N) \) is the \( N \)-th regeneration time in the simulation of \( q \)-th actor and \( x^{(0,q)} = x^* \) for each \( q = 1, ..., Q \). Given the episodes (4.6) generated under policy \( \pi_\eta \), we compute the advantage function estimates \( \hat{A}_\eta(x^{(k,q)}, a^{(k,q)}) \) by (4.5):

\[
D^{(0:\sigma^q(N)-1)}_{q=1} = \left\{ \left( x^{(0,q)}, a^{(0,q)}, \hat{A}_\eta(x^{(0,q)}, a^{(0,q)}) \right), \ldots, \left( x^{(\sigma^q(N)-1,q)}, a^{(\sigma^q(N)-1,q)}, \hat{A}_\eta(x^{(\sigma^q(N)-1,q)}, a^{(\sigma^q(N)-1,q)}) \right) \right\}_{q=1}^{Q}.
\]

We estimate the loss function (3.18) as a sample average over these \( \sum_{q=1}^{Q} \sigma^q(N) \) data-points:

\[
\hat{L} \left( \theta, \theta_i, D^{(1:Q), (0:\sigma^q(N)-1)} \right) = \sum_{q=1}^{Q} \sum_{k=0}^{\sigma^q(N)-1} \max \left[ \frac{\pi_\theta(a^{(k,q)} \mid x^{(k,q)})}{\pi_\theta_i(a^{(k,q)} \mid x^{(k,q)})}, \hat{A}_\theta(x^{(k,q)}, a^{(k,q)}), \text{clip} \left( \frac{\pi_\theta(a^{(k,q)} \mid x^{(k,q)})}{\pi_\theta_i(a^{(k,q)} \mid x^{(k,q)})}, 1 - \epsilon, 1 + \epsilon \right), \hat{A}_\theta(x^{(k,q)}, a^{(k,q)}) \right],
\]

\[
\text{clip} \left( \frac{\pi_\theta(a^{(k,q)} \mid x^{(k,q)})}{\pi_\theta_i(a^{(k,q)} \mid x^{(k,q)})}, 1 - \epsilon, 1 + \epsilon \right), \hat{A}_\theta(x^{(k,q)}, a^{(k,q)})
\]

\[
\text{clip} \left( \frac{\pi_\theta(a^{(k,q)} \mid x^{(k,q)})}{\pi_\theta_i(a^{(k,q)} \mid x^{(k,q)})}, 1 - \epsilon, 1 + \epsilon \right), \hat{A}_\theta(x^{(k,q)}, a^{(k,q)})
\]
Optimization of the loss function yields a new policy for the next iteration.

Algorithm 1: Base proximal policy optimization algorithm for long-run average cost problems

**Result:** policy \( \pi_\theta 

1. Initialize policy \( \pi_{\theta_0} \);

2. for policy iteration \( i = 0, 1, ..., I - 1 \) do

   for actor \( q = 1, 2, ..., Q \) do

   Run policy \( \pi_{\theta} \) until it reaches \( N \)th regeneration time on \( \sigma^q(N) \) step: collect an episode 

   \[ \{ x^{(0,q)}, a^{(0,q)}, x^{(1,q)}, a^{(1,q)}, \ldots, x^{(\sigma^q(N)-1,q)}, a^{(\sigma^q(N)-1,q)}, a^{(\sigma^q(N),q)} \} \] 

   end

3. Compute the average cost estimate \( \hat{\mu}_{\theta}^{\gamma}(g) \) by (4.2) (utilizing \( Q \) episodes);

4. Compute \( \hat{h}_{k,q} \), the estimate of \( h_{\theta_i}(x^{(k,q)}) \), by (4.3) for each \( q = 1, ..., Q, \ k = 0, ..., \sigma^q(N) - 1 \);

5. Update \( \psi_i := \psi \), where \( \psi \in \Psi \) minimizes \( \sum_{q=1}^{Q} \sum_{k=0}^{\sigma^q(N)-1} (f_\psi(x^{(k,q)}) - \hat{h}_{k,q})^2 \) following (4.4);

6. Estimate the advantage functions \( \hat{A}_{\theta_i}(x^{(k,q)}, a^{(k,q)}) \) using (4.5) for each \( q = 1, ..., Q, \ k = 0, ..., \sigma^q(N) - 1 \):

   \[ D_{(1:Q),0:0}(\sigma^q(N)+1) := \left\{ \left( x^{(0,q)}, a^{(0,q)}, \hat{A}_{0,q} \right), \ldots, \left( x^{(\sigma^q(N)+1,q)}, a^{(\sigma^q(N)+1,q)}, \hat{A}_{\sigma^q(N)+1,q} \right) \right\}_{q=1}^{Q} \]

7. Minimize the surrogate objective function w.r.t. \( \theta \in \Theta \):

   \[ \hat{L}(\theta, \theta_i, D_{(1:Q),0:0}(\sigma^q(N)+1)) = \sum_{q=1}^{Q} \sum_{k=0}^{\sigma^q(N)-1} \max_{\hat{A}_{\theta_i}(x^{(k,q)}, a^{(k,q)})} \left[ \frac{\pi_{\theta}(a^{(k,q)}|x^{(k,q)})}{\pi_{\theta_i}(a^{(k,q)}|x^{(k,q)})} \hat{A}_{\theta_i}(x^{(k,q)}, a^{(k,q)}) \right] \]

8. Update \( \theta_{i+1} := \theta \).

In practice a naive (standard) Monte Carlo estimator (4.3) fails to improve in PPO policy iteration Algorithm 1 because of the large variance (i.e. the estimator is unreliable). Therefore, we progressively develop a sequence of estimators in the next subsections. We end this section with two remarks.

**Remark 3.** For any state \( x \in X \) the one-replication estimate (4.3) is computed each time the state is visited (the every-visit Monte-Carlo method). It is also possible to implement a first-visit Monte Carlo method which implies that a one-replication estimate is computed when state \( x \) is visited for the first time within a cycle and that the next visits to state \( x \) within the same cycle are ignored. See [80, Section 5.1] for more details of every-visit and first-visit Monte-Carlo methods.

**Remark 4.** In regression problem (4.4), each data point \( (x^{(k)}, \hat{h}_k) \) is used in the quadratic loss function, despite that many of the \( x^{(k)} \)'s represent the same state. It is possible to restrict that only distinct \( x^{(k)} \)'s are used in the loss function, with corresponding \( \hat{h}_k \)'s properly averaged. It turns out that this new optimization problem yields the same optimal solution as the one in (4.4). The equivalence of the optimization problems follows from the fact that for an arbitrary sequence of real numbers \( a_1, ..., a_n \in \mathbb{R} \):

\[
\arg \min_{x \in \mathbb{R}} \left[ \sum_{i=1}^{n} (x - a_i)^2 \right] = \arg \min_{x \in \mathbb{R}} \left[ \left( x - \frac{1}{n} \sum_{i=1}^{n} a_i \right)^2 \right],
\]

where \( B \) is an arbitrary subset of \( \mathbb{R} \).

### 4.2 Approximating martingale-process method

Estimator (4.3) of the solution to the Poisson equation suffers from the high variance when the regenerative cycles are long (i.e. the estimator is a sum of many random terms \( g(x^{(k)}) - \mu_g(x^{(k)}) \)). In this section we explain how to decrease the variance by reducing the magnitude of summands in (4.3) if an approximation \( \zeta \) of the solution to Poisson’s equation \( h_\eta \) is available.
We assume an episode \( \{x^{(0)}, a^{(1)}, x^{(1)}, a^{(2)}, \cdots, x^{(K-1)}, a^{(K-1)}, x^{(\sigma(N))}\} \) has been generated under policy \( \pi_{\eta} \). From the definition of a solution to the Poisson equation (3.3):

\[
g(x^{(k)}) - \mu_{T} g = h_{\eta}(x^{(k)}) - \sum_{y \in \mathcal{X}} P_{\eta}(y|x^{(k)}) h_{\eta}(y) \quad \text{for each state } x^{(k)} \text{ in the simulated episode.}
\]

If the approximation \( \zeta \) is sufficiently close to \( h_{\eta} \), then the correlation between

\[
g(x^{(k)}) - \mu_{T}^{\eta} g \quad \text{and} \quad \zeta(x^{(k)}) - \sum_{y \in \mathcal{X}} P_{\eta}(y|x^{(k)}) \zeta(y)
\]

is positive and we can use the control variate to reduce the variance. This idea gives rise to the approximating martingale-process (AMP) method proposed in [36]; also see [4].

Following [36, Proposition 7], for some approximation \( \zeta \) such that \( \mu_{T}^{\eta} \zeta < \infty \) and \( \zeta(x^{*}) = 0 \), we consider the martingale process starting from an arbitrary state \( x^{(k)} \) until the first regeneration time:

\[
M_{\sigma_{k}}(x^{(k)}) = \zeta(x^{(k)}) + \sum_{t=k}^{\sigma_{k}-1} \left[ \sum_{y \in \mathcal{X}} P_{\eta}(y|x^{(t)}) \zeta(y) - \zeta(x^{(t)}) \right], \quad (4.8)
\]

where \( \sigma_{k} = \min \{ t > k \mid x^{(t)} = x^{*} \} \) is the first time when the regeneration state \( x^{*} \) is visited after time \( k \). The martingale process (4.8) has zero expectation \( \mathbb{E} M_{n} = 0 \) for all \( n \geq 0 \); therefore we use it as a control variate to define a new estimator. Adding \( M_{\sigma_{k}} \) to estimator (4.3) we get the AMP estimator of the solution to the Poisson equation:

\[
\hat{h}_{\eta}^{AMP}(x^{(k)}) := \zeta(x^{(k)}) + \sum_{t=k}^{\sigma_{k}-1} \left( g(x^{(t)}) - \mu_{T}^{\eta} g + \sum_{y \in \mathcal{X}} P_{\eta}(y|x^{(t)}) \zeta(y) - \zeta(x^{(t)}) \right). \quad (4.9)
\]

We assume that the estimation of the average cost is accurate (i.e. \( \mu_{T}^{\eta} g = \mu_{T} g \)). In this case estimator (4.9) has zero variance if the approximation is exact \( \zeta = h_{\eta} \).

Now we want to replace the standard regenerative estimator (4.3) used in line 8 of Algorithm 1 with AMP estimator (4.9). As the approximation \( \zeta \) needed in (4.9), we use \( f_{\psi_{n-1}} \) that approximates a solution to the Poisson equation corresponding to previous policy \( \pi_{\eta_{n-1}} \). In line 8 of Algorithm 1 we replace \( \hat{h}(x^{(k)}) \) with the estimates \( \hat{h}_{\eta}^{AMP}(f_{\psi_{n-1}}(x^{(k)})) \) that are computed by (4.9).

### 4.3 Variance reduction through discounting

Unless an approximation \( \zeta \) is exact, each term in the summation in (4.9) is random with nonzero variance. When the expected length of a regeneration cycle is large, the cumulative variance of estimator (4.9) can be devastating.

In this subsection, we describe a commonly used solution: introduce a forgetting factor \( \gamma \in (0, 1) \) to discount the future relative costs, [41, 9, 56, 43, 81, 74].

We let

\[
r(x^{*}) := (1 - \gamma) \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^{t} g(x^{(t)}) \mid x^{(0)} = x^{*} \right] \quad (4.10)
\]

be a **present discounted value** at state \( x^{*} \); the term "present discounted value" was proposed in [84, Section 11.2]. We define the **regenerative discounted relative value function** as:

\[
V^{(\gamma)}(x) := \mathbb{E} \left[ \sum_{t=0}^{\sigma(x^{*})-1} \gamma^{t} \left( g(x^{(t)}) - r(x^{*}) \right) \mid x^{(0)} = x \right] \quad \text{for each } x \in \mathcal{X}, \quad (4.11)
\]

where \( x^{(k)} \) is the state of the Markov chain with transition matrix \( P \) at time \( k \), \( x^{*} \) is the prespecified regeneration state, and \( \gamma \in (0, 1] \) is a discount factor. We note that \( V^{(\gamma)}(x^{*}) = 0 \) by definition. It
Algorithm 2: Proximal policy optimization with AMP method

Result: policy \( \pi_{\theta_i} \)

1. Initialize policy \( \pi_{\theta_0} \) and value function \( f_{\psi_{-1}} \equiv 0 \) approximators;
2. for policy iteration \( i = 0, 1, ..., I - 1 \) do
3.   for actor \( q = 1, 2, ..., Q \) do
4.     Run policy \( \pi_{\theta_i} \) until it reaches \( N \)th regeneration time on \( \sigma^q(N) \) step: collect an episode \( \{ x^{(0,q)}, a^{(0,q)}, x^{(1,q)}, a^{(1,q)}, ..., x^{(\sigma^q(N)-1,q)}, a^{(\sigma^q(N)-1,q)}, x^{(\sigma^q(N),q)} \} \);
5.   end
6. Compute the average cost estimate \( \hat{\mu}^T q g \) by (4.2);
7. Compute \( \hat{h}^{AMP}_{k,q}(f_{\psi_{-1}}) \), the estimate of \( h_{\theta_i}(x^{(k,q)}) \), by (4.9) for each \( q = 1, ..., Q \), \( k = 0, ..., \sigma^q(N) - 1 \);
8. Update \( \psi_i := \psi \) where \( \psi \in \Psi \) minimizes \( \sum_{q=1}^{Q} \sigma^q(N)-1 \sum_{k=0}^{\sigma^q(N)-1} \left( f_{\psi}(x^{(k,q)}) - \hat{h}^{AMP}_{k,q}(f_{\psi_{-1}}) \right)^2 \) following (4.4);
9. Estimate the advantage functions \( \hat{A}_{\theta_i}(x^{(k,q)}, a^{(k,q)}) \) using (4.5) for each \( q = 1, ..., Q \), \( k = 0, ..., \sigma^q(N) - 1 \):
10. Minimize the surrogate objective function w.r.t. \( \theta \in \Theta \):
11. Update \( \theta_{i+1} := \theta \).

follows from [70, Corollary 8.2.5.] that under the drift condition, \( r(x^*) \rightarrow \mu^T g \) as \( \gamma \uparrow 1 \). Furthermore, by Lemma 7, for each \( x \in X \),

\[
V^{(\gamma)}(x) \rightarrow h^{(x^*)}(x) \text{ as } \gamma \uparrow 1,
\]

where \( h^{(x^*)} \) is a solution to the Poisson equation given in (4.1).

The proof of Lemma 7 can be found in Appendix Section B.

Lemma 7. We consider irreducible, aperiodic Markov chain with transition matrix \( P \) that satisfies drift condition (3.1). We let (4.11) be a regenerative discounted relative value function for discount factor \( \gamma \) and one-step cost function \( g \), such that \( |g(x)| < V(x) \) for each \( x \in X \). We let \( h^{(x^*)} \) be a solution of the Poisson equation (3.3) defined by (4.1).

Then for some constants \( R < \infty \) and \( r \in (0,1) \) we have

\[
\left| V^{(\gamma)}(x) - h^{(x^*)}(x) \right| \leq \frac{rR(1 - \gamma)}{(1 - r)(1 - \gamma r)}(V(x) + V(x^*))
\]

for each \( x \in X \).
We let
\[
\hat{V}^{(\gamma)}(x) := \sum_{k=0}^{\sigma(x^*)-1} \gamma^k \left( g(x^{(k)}) - r(x^*) \right)
\] (4.12)
where \(x^{(0)} = x\) and \(x^{(k)}\) is the \(k\)th step of the Markov chain with transition matrix \(P\), be an one-replication estimate of (4.11). By Lemma 8 the variance of this estimator \(\text{Var} \left[ \hat{V}^{(\gamma)}(x) \right]\) converges to zero with rate \(\gamma^2\) as \(\gamma \downarrow 0\) for each \(x \in \mathcal{X}\). See Appendix Section B for the proof.

**Lemma 8.** We consider irreducible, aperiodic Markov chain with transition matrix \(P\) that satisfies drift condition (3.1) and assume that one-step cost function \(g : \mathcal{X} \rightarrow \mathbb{R}\) satisfies \(g^2(x) \leq V(x)\) for each \(x \in \mathcal{X}\). We let (4.11) be a regenerative discounted relative value function for discount factor \(\gamma\), and assume that regeneration state \(x^*\) is such that set
\[
\left\{ x \in \mathcal{X} : bV(x) \leq V(x^*) \right\}
\]
is a finite set, where function \(V\) and constant \(b\) are from (3.1). We consider an arbitrary \(x \in \mathcal{X}\) and let (4.12) be an one-replication estimate of (4.11).

If \(\gamma < 1\), then there exist constants \(R < \infty\), \(B < \infty\), and \(r \in (0, 1)\) independent of \(\gamma\) such that the variance of estimate (4.12) is bounded as
\[
\text{Var} \left[ \hat{V}^{(\gamma)}(x) \right] \leq \gamma^2 \left( RV(x) \frac{1}{1 - \gamma^r} + (\mu^T V) B \frac{1}{1 - \gamma^2} \right), \quad \text{for each } x \in \mathcal{X},
\]
where \(\mu\) is a stationary distribution of transition matrix \(P\).

For a fixed \(\gamma \in (0, 1)\) and state \(x \in \mathcal{X}\) any unbiased estimator of \(V^{(\gamma)}(x)\) is a biased estimator of \(h(x^*)(x)\). It turns out that the discount counterparts of the estimators (4.3) and (4.9) for \(V^{(\gamma)}(x)\) have smaller variances than the two estimators for \(h(x^*)(x)\). This variance reduction can be explained intuitively as follows. Introducing the discount factor \(\gamma\) can be interpreted as a modification of the original transition dynamics; under the modified dynamics, any action produces a transition into a regeneration state with probability at least \(1 - \gamma\), thus shortening the length of regenerative cycles. See Appendix Section B for details.

We define a discounted advantage function for policy \(\pi_\eta\) as:
\[
A_\eta^{(\gamma)}(x, a) := \mathbb{E}_{y \sim P(\cdot|x, a)} \left[ g(x) - \mu_\eta^T g + V_\eta^{(\gamma)}(y) - V_\eta^{(\gamma)}(x) \right].
\] (4.13)

For two policies \(\pi_\theta\) and \(\pi_\eta\), \(\theta, \eta \in \Theta\), we define an approximation of \(N_1(\theta, \eta)\) (3.15) as:
\[
N_1^{(\gamma)}(\theta, \eta) := \mathbb{E}_{x \sim \mu_\eta} \left[ r_{\theta, \eta}(a|x) A_\eta^{(\gamma)}(x, a) \right].
\] (4.14)

We use the function approximation \(f_\phi\) of \(V_\eta^{(\gamma)}\) to estimate the advantage function (4.13) as (4.5).

We now present the discounted version of the AMP estimator (4.9). We let \(\zeta\) be an approximation of the discounted value function \(V_\eta^{(\gamma)}\) such that \(\mu_\eta^T \zeta < \infty\) and \(\zeta(x^*) = 0\). We define the sequence \((M_\eta^{(n)} : n \geq 0)\):
\[
M_\eta^{(n)}(x) := \sum_{t=k}^{n-1} \gamma^{t-k+1} \left[ \zeta(x^{(t+1)}) - \sum_{y \in \mathcal{X}} P_\eta \left( y|x^{(t)} \right) \zeta(y) \right],
\] (4.15)
where \(x = x^{(k)}\) and \(x^{(t)}\) is a state of the Markov chain after \(t\) steps.

We define a one-replication of the AMP estimator for the discounted value function:
\[
\hat{V}^{\text{AMP}}(\zeta, (\gamma^*))(x^{(k)}) := \sum_{t=k}^{\sigma_k-1} \gamma^{t-k} \left( g(x^{(t)}) - r_\eta(x^*) \right) - M_\eta^{(\sigma_k)}(x^{(k)})
\] (4.16)
\[
= \zeta(x^{(k)}) + \sum_{t=k}^{\sigma_k-1} \gamma^{t-k} \left( g(x^{(t)}) - r_\eta(x^*) + \gamma \sum_{y \in \mathcal{X}} P_\eta \left( y|x^{(t)} \right) \zeta(y) - \zeta(x^{(t)}) \right) - \gamma^{\sigma_k-k} \zeta(x^*)
\]
\[
= \zeta(x^{(k)}) + \sum_{t=k}^{\sigma_k-1} \gamma^{t-k} \left( g(x^{(t)}) - r_\eta(x^*) + \gamma \sum_{y \in \mathcal{X}} P_\eta \left( y|x^{(t)} \right) \zeta(y) - \zeta(x^{(t)}) \right),
\]
where \( \hat{r}_\eta(x^*) \) is an estimation of \( r(x^*) \), and \( \sigma_k = \min \{ t > k \mid x^{(t)} = x^* \} \) is the first time the regeneration state \( x^* \) is visited after time \( k \).

The AMP estimator (4.20) does not introduce any bias subtracting \( M_\eta \) from \( \hat{V}_\eta(x^*) \) since \( \mathbb{E} M_\eta^{(n)} = 0 \) for any \( n > 0 \) by [36]. Function \( V_\eta^{(\gamma)} \) is a solution of the following equation (see Lemma 10):

\[
g(x) - r_\eta(x^*) + \gamma \sum_{y \in X} P_\eta(y|x) h(y) - h(x) = 0 \quad \text{for each } x \in X.
\]

Therefore, similar to (4.9), estimator (4.20) has zero variance if approximation is exact \( \hat{r}_\eta(x^*) = r_\eta(x^*) \) and \( \zeta = V_\eta \), see Poisson equation (4.17).

Further variance reduction is possible via \( T \)-step truncation [80, Section 6]. We consider an estimate of the value function (4.11) at a state \( x \in X \) as the sum of the discounted costs before time \( T \), where \( T < \sigma(x^*) \), and the discounted costs after time \( T \):

\[
\hat{V}^{(\gamma)}(x) = \sum_{t=0}^{T-1} \gamma^t \left( g(x^{(t)}) - r_\eta(x^*) \right) + \gamma^T \sum_{t=0}^{\sigma(x^*)-1} \gamma^t \left( g(x^{(T+t)}) - r_\eta(x^*) \right),
\]

(4.18)

where \( x^{(0)} = x \), \( x^{(t)} \) is a state of the Markov chain after \( t \) steps and \( \sum_{t=0}^{\sigma(x^*)-1} \gamma^t g(x^{(T+t)}) \) is a standard one-replication estimation of the value function at state \( x^{(T)} \). Instead of estimating the value at state \( x^{(T)} \) by a random roll-out (second term in (4.18)), we can use the value of deterministic approximation function \( \zeta \) at state \( x^{(T)} \). The \( T \)-step truncation reduces the variance of the standard estimator but introduces bias unless the approximation is exact \( \hat{\zeta}(x^{(T)}) = V^{(\gamma)}(x^{(T)}) \).

A \( T \)-truncated version of the AMP estimator is

\[
\hat{V}^{AMP}_{k}(\zeta, \gamma, T) := \sum_{t=k}^{T \land \sigma_k} \gamma^{t-k} \left( g(x^{(t)}) - r_\eta(x^*) \right) + \gamma^{T \land \sigma_k-k} \zeta(x^{(T \land \sigma_k)}) - M_\eta^{(T \land \sigma_k)}(x^{(k)})
\]

(4.19)

\[
\hat{V}^{AMP}_{k}(\zeta, \gamma, \lambda) := \mathbb{E}_{T \sim \text{Geom}(1-\lambda)} \hat{V}^{AMP}_{k}(\zeta, \gamma, T)
\]

(4.20)

\[
\hat{V}^{AMP}_{k}(\zeta, \lambda, N+L) := \zeta(x^{(k)}) + \sum_{t=k}^{(N+L) \land \sigma_k} (\gamma \lambda)^{t-k} \left( g(x^{(t)}) - r_\eta(x^*) \right) + \sigma_k \sum_{y \in X} P_\eta \left( y|x^{(t)} \right) \zeta(y) - \zeta(x^{(t)}),
\]

(4.21)
where \( k = 0, \ldots, N - 1 \), and integer \( L \) is large enough. We note that if an episode has a finite length \( N + L \), regeneration \( \sigma_k \) may have not been observed in the generated episode (i.e. \( \sigma_k > N + L \)). In this case, we summarize (4.21) up to the end of the episode.

We provide the PPO algorithm where each of \( q = 1, \ldots, Q \) parallel actors simulates an episode with length \( N + L : \{ x(0,q), a(0,q), x(1,q), a(1,q), \ldots, x(N+L-1,q), a(N+L-1,q) \} \). Since we need the approximation \( \zeta \) in (4.21), we use \( f_{\psi_{q-1}} \) that approximates a regenerative discounted value function corresponding to previous policy \( \pi_{\theta_{q-1}} \). See Algorithm 3.

**Algorithm 3: Proximal policy optimization with discounting**

**Result:** policy \( \pi_{\theta_i} \)

1. Initialize policy \( \pi_{\theta_0} \) and value function \( f_{\psi_{-1}} \equiv 0 \) approximators;
2. for policy iteration \( i = 0, 1, \ldots, I - 1 \) do
   3. for actor \( q = 1, 2, \ldots, Q \) do
      4. Run policy \( \pi_{\theta_q} \) for \( N + L \) timesteps: collect an episode \( \{ x(0,q), a(0,q), x(1,q), a(1,q), \ldots, x(N+L-1,q), a(N+L-1,q) \} \); end
    6. Estimate the average cost \( \hat{\mu}_{q,j}^\theta \) by (4.2), the present discounted value \( \tilde{r}_{q,j}^\theta(x^*) \) by (4.22) below;
    7. Compute \( \tilde{V}_{k,q} \) estimates by (4.21) for each \( q = 1, \ldots, Q, k = 0, \ldots, N - 1 \);
    8. Update \( \psi_i := \psi \), where \( \psi \in \Psi \) minimizes \( \sum_{q=1}^Q \sum_{k=0}^{N-1} \left( \hat{f}_{\psi}(x(k,q)) - \hat{V}_{q,k}^{\text{AMP}}(f_{\psi_{q-1}}(\gamma, \lambda)) \right)^2 \) following (4.4) ;
    9. Estimate the advantage functions \( \hat{A}_{q,i}(x(k,q), a(k,q)) \) using (4.5) for each \( q = 1 \ldots, Q, k = 0, \ldots, N - 1 \):
    10. Define
        \[
        D^{(0:N-1)}_{q=1} = \left\{ \left( x(0,q), a(0,q), \hat{A}_{q,i}(x(0,q), a(0,q)) \right), \ldots, \left( x(N-1,q), a(N-1,q), \hat{A}_{q,i}(x(N-1,q), a(N-1,q)) \right) \right\}^Q \]
    11. Minimize the surrogate objective function w.r.t. \( \theta \in \Theta \):
        \[
        \hat{L}(\gamma) \left( \theta, \theta_i, D^{(0:N-1)}_{q=1} \right) = \sum_{q=1}^Q \sum_{k=0}^{N-1} \max \left[ \frac{\pi_{\theta} \left( a(k,q) \mid x(k,q) \right)}{\pi_{\theta_i} \left( a(k,q) \mid x(k,q) \right)} \hat{A}_{q,i}^{(\gamma)} \left( x(k,q), a(k,q) \right) \right] \left( 1 - \epsilon, 1 + \epsilon \right) \hat{A}_{q,i}^{(\gamma)} \left( x(k,q), a(k,q) \right) \] ;
    12. Update \( \theta_{i+1} := \theta \).

In Algorithm 3, we assume that state \( x^* \) has been visited \( N_q \) times in the \( q \)th generated episode, when \( q = 1, \ldots, Q \) parallel actors are available. Therefore, we estimate the present discounted value \( r(x^*) \) as:

\[
\tilde{r}(x^*) = (1 - \gamma) \frac{1}{\sum_{q=1}^Q N_q} \sum_{q=1}^Q \sum_{n=1}^{N_q} \sum_{k=\sigma_q(n)+L}^{\sigma_q(n)+L} \gamma^{k-\sigma_q(n)} g(x(k,q)) , \tag{4.22}
\]

where \( \sigma_q(n) \) is the \( n \)th time when state \( x^* \) is visited in the \( q \)th episode, and integer \( L \) is a large enough.

If many parallel actors are available, we recommend starting the episodes from state \( x^* \) to ensure that state \( x^* \) appears in the generated episodes a sufficient number of times.

**Remark 5.** Use the following discounted value function as an approximation of the solution \( h_\gamma \) of the Poisson equation:

\[
J^{(\gamma)}(x) := \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^k \left( g(x(k)) - \mu^T g \right) \mid x^{(0)} = x \right] \text{ for each } x \in \mathcal{X} . \tag{4.23}
\]

We note that the discounted value function (4.23) and the regenerative discounted value function (4.11) are solutions of the same Poisson equation (Lemma B.2). Therefore, the bias of advantage function estimator (4.13) does not change when \( h_\gamma \) in (3.16) is replaced either by \( J^{(\gamma)} \) or by \( V^{(\gamma)} \). The variance
of the regenerative discounted value function estimator (4.21) can be potentially smaller than the variance of the analogous \( J_{AMP}^{(\zeta, \gamma, \lambda, N, L)} \) estimator:

\[
J_{AMP}^{(\zeta, \gamma, \lambda, N, L)} := \zeta(x^{(k)}) + \sum_{t=k}^{N+L-1} (\gamma \lambda)^{t-k} \left( g(x^{(t)}) - \mu^{(t)}_\pi \right) + \gamma \sum_{y \in \mathcal{X}} P_\eta(y|x^{(t)}) \zeta(y) - \zeta(x^{(t)}) \right). \tag{4.24}
\]

Since the upper bound of summation in (4.21) is \( \min(\sigma_k, N + L) - 1 \), it includes fewer summands than the summation in (4.24) if the regeneration frequently occurs. See Appendix Section D, which describes a numerical experiment for the criss-cross network implying that the choice of \( J_{AMP}^{(\zeta, \gamma, \lambda, N, L)} \) and \( V_{AMP}^{(\zeta, \gamma, \lambda, N, L)} \) estimators can affect the PPO algorithm convergence rate to the optimal policy.

The connection between our proposed AMP estimator and the GAE estimator [74] suggests another motivation for introducing the GAE estimator. An accurate estimation of the value function \( V_\eta^{(\gamma)} \) by the standard estimator may require a large number of state-action pairs samples from the current policy \( \pi_\eta \) [80, Section 13], [74, 40]. In this paper we apply the AMP method to propose the discounted AMP estimator in (4.21) that has a smaller variance than the estimators (4.18). The AMP method, however, requires knowledge of transition probabilities \( P(y|x, a) \) to be able to exactly compute the expected values for each \((x, a, y) \in \mathcal{X} \times \mathcal{A} \times \mathcal{X}\):

\[
E_{a \sim \pi_\eta, y \sim P(\cdot|x, a)} [\zeta(y)] = \sum_{x \in \mathcal{X}} \sum_{a \in \mathcal{A}} P(y|x, a) \pi_\eta(a|x) \zeta(y).
\]

One can relax the requirement by replacing each expected value \( E_{a \sim \pi_\eta, y \sim P(\cdot|x, a)} [\zeta(y)] \) by its one-replication estimate \( \zeta(x^{(t+1)}) \), where \((x^{(t)}, x^{(t+1)}) \) are two sequential states from an episode

\[
(x^{(0)}, \ldots, x^{(t)}, x^{(t+1)}, \ldots)
\]

generated under policy \( \pi_\eta \).

In Section 4.3 we propose the AMP estimator of the regenerative discounted value function (4.20):

\[
\hat{V}_{AMP}^{(\zeta, \gamma, \lambda)} := \zeta(x^{(k)}) + \sum_{t=k}^{\sigma_k-1} (\gamma \lambda)^{t-k} \left( g(x^{(t)}) - r(x^*) + \gamma \sum_{y \in \mathcal{X}} P_\eta(y|x^{(t)}) \zeta(y) - \zeta(x^{(t)}) \right). \tag{4.25}
\]

Replacing expectations \( \sum_{y \in \mathcal{X}} P_\eta(y|x^{(t)}) \zeta(y) \) by the onereplication estimates \( \zeta(x^{(t+1)}) \) we obtain the following estimator for the value function:

\[
\hat{V}_{\gamma}^{GAE} := \zeta(x^{(k)}) + \sum_{t=k}^{\sigma_k-1} (\gamma \lambda)^{t-k} \left( g(x^{(k+t)}) - r(x^*) + \gamma \zeta(x^{(t+1)}) - \zeta(x^{(t)}) \right), \tag{4.26}
\]

which is a part of the general advantage estimation (GAE) method [74]. We note that the advantage function is estimated as \( \hat{A}_{\gamma}^{GAE} := \hat{V}_{\gamma}^{GAE} - \zeta(x^{(k)}) \) in [74].

If \( \lambda = 1 \), the estimator (4.20) is transformed into the standard estimator and does not depend on \( \zeta \):

\[
\hat{V}_{\gamma}^{(\zeta, \gamma)} := \zeta(x^{(k)}) + \sum_{t=k}^{\sigma_k-1} \gamma^{t-k} \left( g(x^{(t)}) - r(x^*) + \gamma \zeta(x^{(t+1)}) - \zeta(x^{(t)}) \right)
= \sum_{t=k}^{\sigma_k-1} \gamma^{t-k} \left( g(x^{(t)}) - r(x^*) \right).
\]

The martingale-based control variate has no effect on the GAE estimator when \( \lambda = 1 \), but it can produce significant variance reductions in the AMP estimator. See Section 5.1 for numerical experiments.
5 Experimental results for multiclass queueing networks

In this section we evaluate the performance of the proposed proximal policy optimization Algorithms 1, 2, and 3 for the multiclass queueing networks control optimization task discussed in Section 2.

We use two separate fully connected feed-forward neural networks to represent policies $\pi_{\theta}, \theta \in \Theta$ and value functions $f_{\psi}, \psi \in \Psi$ with the architecture details given in Appendix Section E. We refer to the neural network used to represent a policy as the policy NN and to the neural network used to approximate a value function as the value function NN. We run the algorithm for $I = 200$ policy iterations for each experiment. The algorithm uses $Q = 50$ actors to simulate data in parallel for each iteration. See Appendix Section F for the details.

5.1 Criss-cross network

We first study the PPO algorithm and compare its base version Algorithm 1 and its modification Algorithm 2 that incorporates the AMP method. We check the robustness of the algorithms for the criss-cross system with various load (traffic) intensity regimes, including I.L. (imbalanced light), B.L. (balanced light), I.M. (imbalanced medium), B.M. (balanced medium), I.H. (imbalanced heavy), and B.H. (balanced heavy) regimes. Table 1 lists the corresponding arrival and service rates. The criss-cross network in any of these traffic regimes is stable under any work-conserving policy [23]. Since we want an initial policy to be stable, we forbid each server in the network to idle unless all its associated buffers are empty.

Table 2 summarizes the control policies proposed in the literature. Column 1 reports the load regimes, column 2 reports the optimal performance obtained by dynamic programming (DP), column 3 reports the performance of a target-pursuing policy (TP) [67], column 4 reports the performance of a threshold policy [35], columns 5 and 6 report the performance of fluid (FP) and robust fluid (RFP) policies respectively [14], and column 7 reports the performance and the half width of the 95% confidence intervals (CIs) of the PPO policy $\pi_{\theta_{i}}$ resulting from the last iteration of Algorithm 2.

We initialize the policy NN parameters $\theta_{0}$ using standard Xavier initialization [27]. The resulting policy $\pi_{\theta_{0}}$ is close to the policy that chooses actions uniformly at random. We take the empty system state $x^{*} = (0, 0, 0)$ as a regeneration state and simulate $N = 5,000$ independent regenerative cycles per actor in each iteration of the algorithm. Although the number of generated cycles is fixed for all traffic regimes, the length of the regenerative cycles varies and highly depends on the load.

To show the learning curves in Figure 2, we save policy parameters $\{\theta_{i}\}_{i=0,10,...,200}$ every 10th iteration over the course of learning. After the algorithm terminates we independently simulate policies $\{\pi_{\theta_{i}}: i = 0, 10,...,200\}$ (in parallel) starting from the regeneration state $x = (0,...,0)$ until a fixed number of regenerative events occurs. For light, medium, and heavy traffic regimes, we run the simulations for $5 \times 10^{7}$, $5 \times 10^{6}$, and $10^{6}$ regenerative cycles respectively. We compute the 95%—confidence intervals using the strongly consistent estimator of asymptotic variance. See [5, Section VI.2d].
Figure 2: Comparison of learning curves from Algorithm 1 and Algorithm 2 on the criss-cross network with different traffic regimes. The solid purple and blue lines show the performance of the PPO policies obtained at the end of every 10th iterations of Algorithm 1 and Algorithm 2, respectively; the dashed red lines show the performance of the robust fluid policy (RFP), and the dashed green lines show the performance of the optimal policy.

Table 1: Load parameters for the criss-cross network of Figure 1

| Load regime | \( \lambda_1 \) | \( \lambda_3 \) | \( \mu_1 \) | \( \mu_2 \) | \( \mu_3 \) | \( \rho_1 \) | \( \rho_2 \) |
|-------------|----------------|----------------|-----------|-----------|-----------|-----------|-----------|
| I.L.        | 0.3            | 0.3            | 2         | 1.5       | 2         | 0.3       | 0.2       |
| B.L.        | 0.3            | 0.3            | 2         | 1         | 2         | 0.3       | 0.3       |
| I.M.        | 0.6            | 0.6            | 2         | 1.5       | 2         | 0.6       | 0.4       |
| B.M.        | 0.6            | 0.6            | 2         | 1         | 2         | 0.6       | 0.6       |
| I.H.        | 0.9            | 0.9            | 2         | 1.5       | 2         | 0.9       | 0.9       |
| B.H.        | 0.9            | 0.9            | 2         | 1         | 2         | 0.9       | 0.9       |

Table 2: Average number of jobs per unit time in the criss-cross network under different policies. Column 1 reports the variances in the load regimes.

| Load regime | DP (optimal) | TP | threshold | FP | RFP | PPO (Algorithm 2) with CIs |
|-------------|--------------|----|-----------|----|-----|----------------------------|
| I.L.        | 0.671        | 0.678 | 0.679    | 0.678 | 0.677 | 0.671 ± 0.001 |
| B.L.        | 0.843        | 0.856 | 0.857    | 0.857 | 0.855 | 0.844 ± 0.004 |
| I.M.        | 2.084        | 2.117 | 2.129    | 2.162 | 2.133 | 2.084 ± 0.011 |
| B.M.        | 2.829        | 2.895 | 2.895    | 2.965 | 2.920 | 2.833 ± 0.010 |
| I.H.        | 9.970        | 10.13 | 10.15    | 10.398 | 10.096 | 10.014 ± 0.055 |
| B.H.        | 15.228       | 15.5  | 15.5     | 18.430 | 15.585 | 16.513 ± 0.140 |

We observe that Algorithm 2 is not robust enough and converges to a suboptimal policy when the criss-cross network operates in a balanced heavy load regime. We run Algorithm 3 that uses discount factor \( \gamma = 0.998 \), TD parameter \( \lambda = 0.99 \), and the AMP method for the value function estimation at step 7. For each iteration we use \( Q = 50 \) parallel processes to generate trajectories, each with length \( N = 50,000 \). We observe that Algorithm 3 uses approximately 10 times fewer samples per iteration than Algorithm 2. Algorithm 3 outputs policy \( \pi_{200} \) whose long-run average performance is 15.353 ± 0.138.
jobs, which is lower than the RFP performance in [14]. We repeat the experiment with Algorithm 3 with
the discounting, but we disable the AMP method in the value function estimation at step 7. Figure 3
shows that both variance reduction techniques (i.e. discounting, AMP method) have been necessary
in Algorithm 3 to achieve near-optimal performance.

Recall that in the uniformization procedure, the transition matrix \( \tilde{P} \) in (2.5) allows “fictitious”
transitions when \( \tilde{P}(x|x) > 0 \) for some state \( x \in X \). The PPO algorithm approximately solves the
discrete-time MDP (2.12), which allows a decision at every state transition, including fictitious ones.
The algorithm produces randomized stationary Markovian policies. In evaluating the performance of any
such policies, we actually simulate a DTMC \( \{x^{(k)} : k = 0, 1, 2, \ldots \} \) operating under the policy, estimating
the corresponding long-run average cost as in (2.12). There are two versions of DTMCs depending on
how often the randomized policy is sampled to determine the next action. In version 1, the policy is
re-sampled only when a real state transition occurs. Thus, whenever a fictitious state transition occurs,
no new action is determined and server priorities do not change in this version. In version 2, the policy is
re-sampled at every transition. Unfortunately, there is no guarantee that these two versions of DTMCs
yield the same long-run average cost. See [15, Example 2.2] for a counterexample.

When the randomized stationary Markovian policy is optimal for the discrete-time MDP (2.12),
under an additional mild condition, the two DTMC versions yield the same long-run average cost [15,
Theorem 3.6]. Whenever simulation is used to estimate the performance of a randomized policy in
this paper, we use version 1 of the DTMC. The reason for this choice is that the long-run average
for this version of DTMC is the same as the continuous-time long-run average cost in (2.11), and the
latter performance has been used as benchmarks in literature. Although the final randomized stationary
Markovian policy from our PPO algorithm is not expected to be optimal, our numerical experiments
demonstrate that the performance results of the DTMC versions 1 and 2 are statistically identical. Table
3 reports the performance of the DTMC versions 1 and 2 in the criss-cross network. In Table column 2,
the performance of Version 1 is identical to Table 2 column 7.

| Load regime | Version 1 performance with CIs          | Version 2 performance with CIs          |
|-------------|----------------------------------------|----------------------------------------|
| I.L.        | 0.671 ± 0.001                          | 0.671 ± 0.001                          |
| B.L.        | 0.844 ± 0.004                          | 0.844 ± 0.004                          |
| I.M.        | 2.084 ± 0.011                          | 2.085 ± 0.011                          |
| B.M.        | 2.833 ± 0.010                          | 2.832 ± 0.010                          |
| I.H.        | 10.014 ± 0.055                         | 9.998 ± 0.054                          |
| B.H.        | 16.513 ± 0.140                         | 16.480 ± 0.137                         |

Table 3: Average number of jobs per unit time in the discrete-time MDP model of the criss-cross network under
PPO policies.
5.2 Extended six-class queueing network

In this subsection, we consider the family of extended six-class networks from [14] and apply Algorithm 3 to find good control policies.

Figure 4 shows the structures of the extended six-class networks. We run experiments for 6 different extended six-class queueing networks with the following traffic parameters: $\lambda_1 = \lambda_3 = 9/140$, the service times are exponentially distributed with service rates determined by the modulus after dividing the class index by 6 (i.e. classes associated with server 1 are served with rates $\mu_1 = 1/8$, $\mu_2 = 1/2$, $\mu_3 = 1/4$ and classes associated with server 2 are processed with service rates $\mu_4 = 1/6$, $\mu_5 = 1/7$, $\mu_6 = 1$). The service rates for the odd servers $S_1, ..., S_{\lfloor L/2 \rfloor + 1}$ are the same as the service rates for server 1, while the service rates for the even servers $S_2, ..., S_{\lfloor L/2 \rfloor}$ are the same as the service rates for server 2. The load is the same for each station and is equal to $\rho = 0.9$.

![Figure 4: The extended six-class queueing network.](image)

| No. of classes 3L | LBFS | FCFS | FP     | RFP    | PPO (Algorithm 3) with CIs |
|-------------------|------|------|--------|--------|---------------------------|
| 6                 | 15.749 | 40.173 | 15.422 | 15.286 | 14.130 ± 0.208           |
| 9                 | 25.257 | 71.518 | 26.140 | 24.917 | 23.269 ± 0.251           |
| 12                | 34.660 | 114.860 | 38.085 | 36.857 | 32.171 ± 0.556           |
| 15                | 45.110 | 157.556 | 45.962 | 43.628 | 39.300 ± 0.612           |
| 18                | 55.724 | 203.418 | 56.857 | 52.980 | 51.472 ± 0.973           |
| 21                | 65.980 | 251.657 | 64.713 | 59.051 | 55.124 ± 1.807           |

Table 4: Numerical results for the extended six-class queueing network in Figure 4.

We vary the size of the network between 6 and 21 classes to test the robustness of the PPO policies. In all experiments we generate $Q = 50$ episodes with $N = 50,000$ timesteps. Table 7 in Appendix Section F reports the running time of the algorithm depending on the size of the queueing network. We set the discount factor and TD parameter to $\gamma = 0.998$ and $\lambda = 0.99$, respectively. Table 4 shows the performance of the PPO policy and compares it with other heuristic methods for the extended six-class queueing networks. In the table FP and RFP refer to fluid and robust fluid policies [14]. Table 4 reports the performance of the best RFP corresponding to the best choice of policy parameters for each class. LBFS refers to the last-buffer first-serve policy, where the priority at a server is given to jobs with highest index. FCFS refers to the first-come first-serve policy, where the priority at a server is given to jobs with the longest waiting time for service.

For each extended six-class network we consider a corresponding discrete-time MDP. We fix a stable, randomized policy for the discrete-time MDP, since the use of Xavier initialization could yield an unstable NN policy for extended six-class networks. We refer to this stable, randomized policy as an expert policy. We simulate a long episode of the MDP operating under the expert policy. At each timestep we save the state at the time and the corresponding probability distribution over the actions. We use this simulated
data set to train the initial NN policy $\pi_{\theta_0}$. In our numerical experiments, we use the proportionally randomized (PR) policy as the expert policy. If the network operates under the PR policy, when an arrival or service completion event occurs at station $k$, a nonempty buffer $j$ receives a priority over other classes at the station with probability

$$
\frac{x_j}{\sum_{i \in \mathcal{B}(k)} x_i},
$$

where $\mathcal{B}(k)$ is a set of buffers associated with server $k$ and $x = (x_1, \ldots, x_J)$ is the vector of jobcounts at the time of the event after accounting for job arrivals and departures. The priority stays fixed until the next arrival or service completion event occurs. The PR policy is maximally stable for open MQNs, meaning that if the system is unstable under the PR policy, no other policy can stabilize it. See Appendix Section C for the details. An initial NN policy for PPO algorithm plays an important role in its learning process. PPO algorithm may suffer from an exploration issue when the initial NN policy is sufficiently far from the optimal one [85].

In each plot in Figure 5, we save policy NN parameters $\{\theta_i\}_{i=0, 10, \ldots, 200}$ every 10th policy iteration. For each saved policy NN, we conduct a separate long simulation of the queueing network operating under the policy for accurate performance evaluation by providing a 95% confidence interval of the long-run average cost. For any of the six queueing networks, when the load is high, the regeneration is rare. Thus, we adopt the batch means method to estimate the confidence interval [37, Section 6]. For each policy from the set $\{\pi_{\theta_i} : i = 0, 10, \ldots, 200\}$, we simulate an episode starting from an empty state $x = (0, \ldots, 0)$ until $5 \times 10^6$ arrival events occur. Then we estimate average performance of the policy based on this episode. To compute the confidence interval from the episode, we split the episode into 50 sub-episodes (batches), see also [65]. Pretending that the obtained 50 mean estimates are i.i.d., we compute the 95%—confidence intervals as shown in Figure 5.

Figure 5: Performance of Algorithm 3 on six queueing networks. The solid blue lines show the performance of the PPO policies obtained at the end of every 10th iterations of Algorithm 3; the dashed red lines show the performance of the robust fluid policy (RFP).

In Section 4.3 we discussed the relationship between the GAE (4.26) and AMP (4.21) estimators. Figure 6 illustrates the benefits of using the AMP method in Algorithm 3 on the 6-classes network. The learning curve for the GAE estimator is obtained by replacing the value function estimation in line 6 of Algorithm 3 with the GAE estimator (4.26).
5.3 Parallel servers network

In this section we demonstrate that PPO Algorithm 3 is also effective for a stochastic processing network that is outside the model class of multiclass queueing networks. Figure 7 shows a processing network system with two independent Poisson input arrival flows, two servers, exponential service times, and linear holding costs. Known as the N-model network, it first appeared in [31].

Jobs of class \(i\) arrive according to a Poisson process at an average rate of \(\lambda_i\) such that \(\lambda_1 = 1.3\rho\) and \(\lambda_2 = 0.4\rho\) per unit time, where \(\rho = 0.95\) is a parameter that specifies the traffic intensity. Each job requires a single service before it departs, and class 1 can be processed by either server 1 or server 2, whereas class 2 can be processed only by server 2. The jobs are processed by three different activities:

- activity 1 = processing of class 1 jobs by server 1,
- activity 2 = processing of class 1 jobs by server 2,
- activity 3 = processing of class 2 jobs by server 2.

We assume that the service at both servers is preemptive and work-conserving; specifically we assume that activity 2 occurs only if there is at least one class 1 job in the system.

The service times for activity \(i\) are exponentially distributed with mean \(m_i\), where \(m_1 = m_3 = 1\) and \(m_2 = 2\). The holding costs are continuously incurred at a rate of \(h_j\) for each class \(j\) job that remains within the system, with the specific numerical values \(h_1 = 3\) and \(h_2 = 1\). We note that all model parameter values correspond to those in [31].
We define \( x = (x_1, x_2) \in \mathcal{X} \) as a system state, where \( x_j \) is number of class \( j \) jobs in the system. We use uniformization to convert the continuous-time control problem to a discrete-time control problem. Under control \( a = 1 \) (class 1 has preemption high priority for server 2) the transition probabilities are given by

\[
\begin{align*}
P((x_1 + 1, x_2)|(x_1, x_2)) &= \frac{\lambda_1}{\lambda_1 + \lambda_2 + \mu_1 + \mu_2 + \mu_3}, \\
P((x_1, x_2 + 1)|(x_1, x_2)) &= \frac{\lambda_2}{\lambda_1 + \lambda_2 + \mu_1 + \mu_2 + \mu_3}, \\
P((x_1 - 1, x_2)|(x_1, x_2), a = 1) &= \frac{\mu_1 \mathbb{I}_{\{x_1 > 0\}} + \mu_2 \mathbb{I}_{\{x_1 > 1\}}}{\lambda_1 + \lambda_2 + \mu_1 + \mu_2 + \mu_3}, \\
P((x_1, x_2 - 1)|(x_1, x_2), a = 1) &= \frac{\mu_3 \mathbb{I}_{\{x_2 > 0\}}}{\lambda_1 + \lambda_2 + \mu_1 + \mu_2 + \mu_3}, \\
P((x_1, x_2)|(x_1, x_2), a = 1) &= 1 - P((x_1 + 1, x_2)|(x_1, x_2)) - P((x_1 - 1, x_2)|(x_1, x_2)) - P((x_1, x_2 + 1)|(x_1, x_2)) - P((x_1, x_2 - 1)|(x_1, x_2), 1),
\end{align*}
\]

where \( \mu_i = 1/m_i, i = 1, 2, 3. \)

Under control \( a = 2 \) (class 2 has high priority), the only changes of transition probabilities are

\[
\begin{align*}
P((x_1 - 1, x_2)|(x_1, x_2), a = 2) &= \frac{\mu_1 \mathbb{I}_{\{x_1 > 0\}} + \mu_2 \mathbb{I}_{\{x_1 > 1, x_2 = 0\}}}{\lambda_1 + \lambda_2 + \mu_1 + \mu_2 + \mu_3}, \\
P((x_1, x_2 - 1)|(x_1, x_2), a = 2) &= \frac{\mu_3 \mathbb{I}_{\{x_2 > 0\}}}{\lambda_1 + \lambda_2 + \mu_1 + \mu_2 + \mu_3}.
\end{align*}
\]

We define the cost-to-go function as \( g(x) := h_1 x_1 + h_2 x_2 = 3x_1 + x_2 \). The objective is to find policy \( \pi_\theta, \theta \in \Theta \) that minimizes the long-run average holding costs

\[
\lim_{N \to \infty} \frac{1}{N} \mathbb{E} \left[ \sum_{k=0}^{N-1} g(x^{(k)}) \right],
\]

where \( x^{(k)} \) is the system state after \( k \) timesteps.

We use Algorithm 3 to find a near-optimal policy. Along with a learning curve from Algorithm 3, Figure 8 shows the performance the best threshold policy with \( T = 11 \) and the optimal policy. The threshold policy was proposed in [10]. Server 2 operating under the threshold policy gives priority to class 1 jobs, if the number of class 1 jobs in the system is larger than a fixed threshold \( T \).

![Figure 8: Learning curves from Algorithm 3 for the N-model network. The blue solid line shows the performance of PPO policies obtained from Algorithm 3; the dashed red line shows the performance of the threshold policy with \( T = 11 \); the dashed greed line shows the performance of the optimal policy.](image)

In Figure 9 we show the control of randomized PPO policies obtained after 1, 50, 100, 150, and 200 algorithm iterations. For each policy we depict the probability distribution over two possible actions for states \( x \in \mathcal{X} \) such that \( 0 \leq x_j \leq 50, j = 1, 2 \), and compare the PPO, optimal, and threshold policies.
Figure 9: Evolution of the PPO policies over the learning process and comparing them with threshold and optimal policies. The probability that server 2 gives priority to class 1 jobs is shown by a color gradient for system states that have less than 50 jobs in each buffer: server 2 gives priority to class 1 jobs (yellow), server 2 gives priority to class 2 jobs (blue), and the dashed red lines represent the threshold policy with $T = 11$.

6 Conclusion

This paper proposed a method for optimizing the long-run average performance in queueing network control problems. It provided a theoretical justification for extending the PPO algorithm in [75] for Markov decision problems with infinite state space, unbounded costs, and the long-run average cost objective. Our idea of applying Lyapunov function approach has a potential to be adapted for other advanced policy gradient methods. We believe that theoretical analysis and performance comparison of policy gradient [56, 69], trust-region [73], proximal [75], soft actor-critic [28], deep Q-learning [62, 39], and other policy optimization algorithms can be of great benefit for the research community and deserve a separate study.

The success of the PPO algorithm implementation largely depends on the accuracy of Monte Carlo estimates of the relative value function in each policy iteration. Numerical experiments using sets of fixed hyperparameters showed that introducing an appropriate discount factor has the largest effect on the variance reduction of a value function estimator, even though the discount factor introduces biases, and that introducing a control variate by using the approximating martingale-process (AMP) further reduces the variance. Moreover, when system loads vary between light and moderate, regeneration estimators also reduce variances. The experiments also implied that AMP estimation, rather than GAE estimation, is preferable when the transition probabilities are known. Most of hyperparameters, including the discount factor and length of episodes, were chosen by experimental tuning rather than a theoretically justified scheme. It is desirable to investigate how to select the discount factor, length of episodes, and other hyperparameters based on queueing network load, size, topology.

Our numerical experiments demonstrated that Algorithm 2 applied for the criss-cross network control optimization can obtain policies with long-run average performance within 1% from the optimal. For large-size networks PPO Algorithm 3 produced effective control policies that either outperform or perform as well as the current alternatives. For an extended six-class queueing network, PPO policies outperform the robust fluid policies on average by 10%. The algorithm can be applied for a processing network control problem if the processing network admits a uniformization representation under any feasible control policy. A wide class of such processing networks described in [24]. As an example, we provide the numerical experiment for the N-model network. Although this paper considered only
queueing networks with preemptive service, the proposed algorithm can also be applied for queueing networks with non-preemptive service policies. Two modifications to the MDP formulation in Section 2 are required if a queueing network operates under non-preemptive service policies. First, a service status of each server should be included into the system state representation along with the jobcount vector. Second, at each decision time a set of feasible actions should be restricted based on each server status.

Several research questions should be pursued in future studies. First, future research could examine the necessity of \( \mathcal{V} \)-uniform ergodicity assumption in Theorem 1, and whether this assumption can be replaced by \( \mathcal{V} \)-ergodicity. Second, one of the key components of our PPO algorithm for MQNs is the proposed PR expert policy. Further research is needed to design an algorithm that does not require the knowledge of a stable expert policy. Third, our numerical experiments show that the variance reduction techniques are important for a good performance of the algorithm. Future investigations are desirable to develop more sample efficient simulation methods, potentially, incorporating problem structure knowledge.

Complexity of the queueing control optimization problems highly depends not only on the network topology, but on the traffic intensity. As the network traffic intensity increases the long-term effects of the actions become less predictable that presents a challenge for any reinforcement learning algorithm. We believe that multiclass queueing networks should serve as useful benchmarks for testing reinforcement learning methods.
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**Appendix**

**A Proofs of the theorems in Section 3**

**Proof of Lemma 3.** We define vector \( h := Z \left(g - (\mu^T g) e\right)\). Matrix \( Z \) has a finite \( \mathcal{V} \)-norm, therefore the inverse matrix of \( Z \) is unique and equal to \( I - P + \Pi \). Then by definition vector \( h \) satisfies

\[
(I - P + \Pi) h = g - (\mu^T g) e. 
\]

(A.1)

Multiplying both sides of (A.1) by \( \mu \) we get \( \mu^T h = 0 \) (and \( \Pi h = 0 \)). Hence, vector \( h \) is a solution of the Poisson equation (3.3) such that \( \mu^T h = 0 \). It follows from Lemma 2 that \( h = h(\Pi) \).

**Proof of Lemma 4.** We denote

\[
U_{\theta, \eta} := (P_\theta - P_\eta) Z_\eta
\]

and define matrix \( H_{\theta, \eta} \) as

\[
H_{\theta, \eta} := \sum_{k=0}^{\infty} U_{\theta, \eta}^k.
\]

(A.3)

The convergence in the \( \mathcal{V} \)-weighted norm in definition (A.3) follows from assumption \( \|U_{\theta, \eta}\|_{\mathcal{V}} < 1 \).

The goal of this proof is to show that the Markov chain has a unique stationary distribution \( \mu_\theta \) such that

\[
\mu_\theta^T = \mu_\eta^T H_{\theta, \eta}.
\]

(A.4)

We let \( \nu^T := \mu_\eta^T H_{\theta, \eta} \). We use \( e = (1, 1, \ldots, 1, \ldots)^T \) to denote the unit vector. First, we verify that \( \nu^T e = \sum_{x\in\mathcal{X}} \nu(x) = 1 \). We note that \( Z_\eta e = e \). Then

\[
\nu^T e = \mu_\eta^T H_{\theta, \eta} e = \mu_\eta^T \sum_{k=0}^{\infty} ((P_\theta - P_\eta) Z_\eta)^k e = \mu_\eta^T I e = 1.
\]
Second, we verify that \( \nu^T P_\theta = \nu^T \). We prove it by first assuming that
\[
P_\theta - P_\eta + U_{\theta, \eta} P_\eta = U_{\theta, \eta}
\] (A.5)
holds. Indeed,
\[
\nu^T P_\theta = \mu^T \sum_{k=0}^{\infty} U_{\theta, \eta}^k P_\theta \\
= \mu^T \sum_{k=0}^{\infty} U_{\theta, \eta}^k P_\theta - \mu^T \sum_{k=0}^{\infty} U_{\theta, \eta}^k P_\eta + \mu^T \sum_{k=0}^{\infty} U_{\theta, \eta}^k P_\eta \\
= \mu^T + \mu^T \sum_{k=0}^{\infty} U_{\theta, \eta}^k (P_\theta - P_\eta + U_{\theta, \eta} P_\eta) \\
= \mu^T + \mu^T \sum_{k=0}^{\infty} U_{\theta, \eta}^{k+1} \\
= \nu^T.
\]
It remains to prove (A.5). Indeed,
\[
P_\theta - P_\eta + U_{\theta, \eta} P_\eta = P_\theta - P_\eta + (P_\theta - P_\eta) Z_\eta P_\eta \\
= (P_\theta - P_\eta) (I + Z_\eta P_\eta) \\
= (P_\theta - P_\eta) (I - \Pi_\eta + Z_\eta P_\eta) \\
= (P_\theta - P_\eta) (I - Z_\eta \Pi_\eta + Z_\eta P_\eta) \\
= (P_\theta - P_\eta) Z_\eta \\
= U_{\theta, \eta},
\]
where the second equality follows from
\[
\left( (P_\theta - P_\eta) Z_\eta \right) P_\eta = (P_\theta - P_\eta) \left( Z_\eta P_\eta \right),
\]
which holds by [45, Corollary 1.9], the third equality holds due to \((P_\theta - P_\eta) \Pi_\eta = 0\), the fourth equality holds because \(Z_\eta \Pi_\eta = \Pi_\eta\), and the fifth equality follows from \(I = Z_\eta (I + \Pi_\eta - P_\eta) = Z_\eta + Z_\eta \Pi_\eta - Z_\eta P_\eta\).

The uniqueness of the stationary distribution follows from the fact that the Markov chain with transition matrix \(P_\theta\) is assumed to be irreducible.

\[\square\]

The following Lemma 9 will be used in the proofs of Theorem 1 and Lemma 5 below. We believe the claim of Lemma 9 should be a well-known mathematical fact, but we have not found its proof in any textbook. For completeness, we present it here.

**Lemma 9.** Let \(\mathcal{M}_{X \times X}\) be a set of all matrices on the countable space \(X \times X\). The operator norm \(\| \cdot \|_\mathcal{V}\) on \(\mathcal{M}_{X \times X}\) is equivalent to the operator norm induced from vector norm \(\| \cdot \|_1, \mathcal{V}\) and to the operator norm induced from vector norm \(\| \cdot \|_\infty, \mathcal{V}\) in the following sense:
\[
\|T\|_\mathcal{V} = \sup_{\nu: \|\nu\|_1, \mathcal{V} = 1} \|\nu T\|_1, \mathcal{V} = \sup_{h: \|h\|_\infty, \mathcal{V} = 1} \|Th\|_\infty, \mathcal{V} \quad \text{for any } T \in \mathcal{M}_{X \times X},
\]
where \(\|\nu\|_1, \mathcal{V} = \sum_{x \in X} |\nu(x)| \mathcal{V}(x), \|\nu\|_\infty, \mathcal{V} = \sup_{x \in X} \frac{|\nu(x)|}{\mathcal{V}(x)}, \|T\|_\mathcal{V} = \sup_{x \in X} \frac{1}{\mathcal{V}(x)} \sum_{y \in X} |T(x,y)| \mathcal{V}(y)\).

Furthermore, for any vectors \(v_1, v_2\) on \(X\) and matrices \(T_1, T_2 \in \mathcal{M}_{X \times X}\) the following inequalities hold:
\[
\|v_1^T T v_2\|_\mathcal{V} \leq \|v_1\|_1, \mathcal{V} \|T\|_\mathcal{V} \|v_2\|_\infty, \mathcal{V}\]
(A.6)
\[ \|T_1T_2\|_\mathcal{V} \leq \|T_1\|_\mathcal{V}\|T_2\|_\mathcal{V}. \quad (A.7) \]

**Proof.** First, we show that \( \sup_{h: \|h\|_{1, \mathcal{V}} = 1} \|Th\|_{1, \mathcal{V}} = \|T\|_\mathcal{V}. \) On the one hand,

\[
\sup_{\nu: \|\nu\|_{1, \mathcal{V}} = 1} \|\nu T\|_{1, \mathcal{V}} = \sup_{\nu: \|\nu\|_{1, \mathcal{V}} = 1} \frac{1}{\|\nu\|_{1, \mathcal{V}}} \|\nu T\|_{1, \mathcal{V}} \\
\geq \sup_{\nu \in \{\nu_x\}} \|\nu\|_{1, \mathcal{V}} \|\nu T\|_{1, \mathcal{V}} \\
= \sup_{x \in \nu} \|\nu(x)\| \sum_{y \in X} \mathcal{V}(y)|T(x, y)| = \|T\|_\mathcal{V},
\]

where in the second step we choose a set \( \{\nu_x\} \) of unit vectors \( \nu_x = (0, \ldots, 0, 1, 0, \ldots) \), where the \( x \) coordinate is 1 and the other coordinates are 0s.

On the other hand,

\[
\|T\|_\mathcal{V} = \sup_{x \in X} \sum_{y \in X} \frac{1}{\mathcal{V}(x)} |T(x, y)| \mathcal{V}(y) \sup_{\nu: \|\nu\|_{1, \mathcal{V}} = 1} \sum_{x \in X} |\nu(x)| \mathcal{V}(x) \\
\geq \sup_{\nu: \|\nu\|_{1, \mathcal{V}} = 1} \sum_{y \in X} \sum_{x \in X} \frac{1}{\mathcal{V}(x)} |T(x, y)| \mathcal{V}(y) |\nu(x)| \mathcal{V}(x) \\
= \sup_{\nu: \|\nu\|_{1, \mathcal{V}} = 1} \sum_{y \in X} \sum_{x \in X} |T(x, y)\nu(x)| \mathcal{V}(y) \\
= \sup_{\nu: \|\nu\|_{1, \mathcal{V}} = 1} \|\nu T\|_{1, \mathcal{V}}.
\]

Similarly, we can show the equivalency of \( \sup_{h: \|h\|_{\infty, \mathcal{V}} = 1} \|Th\|_{\infty, \mathcal{V}} \) and \( \|T\|_\mathcal{V} \) norms.

Inequalities (A.6) and (A.7) follow from the properties of a linear operator norm. \(\square\)

**Proof of Theorem 1.** We denote \( U_{\theta, \eta} := (P_\theta - P_\eta)Z_\eta \). Under assumption \( \|U_{\theta, \eta}\|_\mathcal{V} = D_{\theta, \eta} < 1 \), operator \( H_{\theta, \eta} := \sum_{k=0}^{\infty} t_{\theta, \eta}^k \) is well-defined and

\[ \|H_{\theta, \eta}\|_\mathcal{V} \leq \frac{1}{1 - D_{\theta, \eta}}. \quad (A.8) \]

We represent the stationary distribution of the Markov chain with transition matrix \( P_\theta \) as \( \mu_\theta^T = \mu_\theta^T H_{\theta, \eta} \), see (A.4). We get

\[ \|\mu_\theta\|_{1, \mathcal{V}} = \mu_\theta^T \mathcal{V} = \mu_\eta H_{\theta, \eta} \mathcal{V} \leq \|H_{\theta, \eta}\|_\mathcal{V}(\mu_\eta^T \mathcal{V}) < \infty, \quad (A.9) \]

since \( H_{\theta, \eta} \mathcal{V} \leq \|H_{\theta, \eta}\|_\mathcal{V} \mathcal{V} \) by definition of the \( \mathcal{V} \)-norm.

The long-run average costs difference is equal to

\[
\mu_\theta^T g - \mu_\eta^T g = \mu_\theta^T g + \mu_\theta^T ((P_\theta - I)h_\eta) - \mu_\eta^T g \\
= \mu_\theta^T (g + P_\theta h_\eta - h_\eta) - \mu_\eta^T g \\
= \mu_\eta^T (g - (\mu_\eta^T g)e + P_\theta h_\eta - h_\eta) + (\mu_\theta^T - \mu_\eta^T) (g + P_\theta h_\eta - h_\eta) \\
= \mu_\eta^T (g - (\mu_\eta^T g)e + P_\theta h_\eta - h_\eta) + (\mu_\theta^T - \mu_\eta^T) (g - (\mu_\eta^T g)e + P_\theta h_\eta - h_\eta).
\]
Now we are ready to bound the last term:

\[
(\mu^T - \mu_n^T)(g - (\mu^T g)e + P_\theta h_\eta - h_\eta) \leq \|\mu_\theta - \mu_n\|_{1,\mathcal{V}} \|g - (\mu^T g)e + P_\theta h_\eta - h_\eta\|_{\infty,\mathcal{V}}
\]

\[
= \|\mu_\theta - \mu_n\|_{1,\mathcal{V}} \|P_\theta - P_n\|_{h_\eta,\infty,\mathcal{V}}
\]

\[
\leq \|\mu_\theta - \mu_n\|_{1,\mathcal{V}} \|(P_\theta - P_n)Z_\eta(g - (\mu^T g)e)\|_{\infty,\mathcal{V}}
\]

\[
= D_{\theta,\eta} \|\mu_\theta - \mu_n\|_{1,\mathcal{V}} \|g - (\mu^T g)e\|_{\infty,\mathcal{V}}
\]

\[
= D_{\theta,\eta} \|\mu^T U_\theta - \mu^T e\|_{1,\mathcal{V}} \|g - (\mu^T g)e\|_{\infty,\mathcal{V}}
\]

\[
\leq D_{\theta,\eta} \|\mu_\theta\|_{1,\mathcal{V}} \|\mu^T U_\theta - \mu^T e\|_{1,\mathcal{V}} \|g - (\mu^T g)e\|_{\infty,\mathcal{V}}
\]

\[
\leq D_{\theta,\eta}^2 \|\mu^T e\|_{1,\mathcal{V}} \|g - (\mu^T g)e\|_{\infty,\mathcal{V}}(\mu^T V)
\]

\[
\leq \frac{D_{\theta,\eta}^2}{1 - D_{\theta,\eta}^2} \|g - (\mu^T g)e\|_{\infty,\mathcal{V}}(\mu^T V),
\]

where the first, second and third inequalities follow from Lemma 9, the second equality follows from Lemma 3, the last equality holds due to \(\mu^T - \mu_n^T = \mu^T U_\theta - \mu^T e\) from (A.4), the fourth inequality follows from (3.8), the fifth inequality follows from (A.9), and the last inequality holds due to (A.8).

\[\square\]

**Proof of Lemma 5.**

\[
\|P_\theta - P_n\|_\mathcal{V} \leq \|P_\theta - P_n\|_\mathcal{V} \|Z_\eta\|_\mathcal{V}
\]

\[
= \|Z_\eta\|_\mathcal{V} \sup_{x \in \mathcal{X}} \frac{1}{V(x)} \sum_{y \in \mathcal{X}} |P_\theta - P_n|_{x,y} V(y)
\]

\[
= \|Z_\eta\|_\mathcal{V} \sup_{x \in \mathcal{X}} \frac{1}{V(x)} \sum_{y \in \mathcal{X}} \sum_{a \in \mathcal{A}} P(y|x,a)\pi_\theta(a|x) - \sum_{a \in \mathcal{A}} P(y|x,a)\pi_n(a|x)|V(y)
\]

\[
\leq \|Z_\eta\|_\mathcal{V} \sup_{x \in \mathcal{X}} \frac{1}{V(x)} \sum_{y \in \mathcal{X}} \sum_{a \in \mathcal{A}} P(y|x,a)\pi_\theta(a|x) - \pi_n(a|x)|V(y)
\]

\[
= \|Z_\eta\|_\mathcal{V} \sup_{x \in \mathcal{X}} \sum_{a \in \mathcal{A}} |\pi_\theta(a|x) - \pi_n(a|x)| \sum_{y \in \mathcal{X}} P(y|x,a)V(y)
\]

\[
= \|Z_\eta\|_\mathcal{V} \sup_{x \in \mathcal{X}} \sum_{a \in \mathcal{A}} \frac{|\pi_\theta(a|x) - \pi_n(a|x)|}{\pi_n(a|x)}\|G(x,a)\|
\]

\[\square\]

**B Proofs of the theorems in Section 4**

We consider the Poisson equation for a Markov chain with the transition kernel \(P\), stationary distribution \(\mu\), and cost function \(g : \mathcal{X} \to \mathbb{R}\):

\[
g(x) - \mu^T g + \sum_{y \in \mathcal{X}} P(y|x)h(y) - h(x) = 0, \text{ for each } x \in \mathcal{X},
\]

which admits a solution

\[
h^{(x^*)}(x) := \mathbb{E} \left[ \sum_{k=0}^{\sigma(x^*)-1} \left( g(x^{(k)}) - \mu^T g \right) | x^{(0)} = x \right] \text{ for each } x \in \mathcal{X},
\]

where \(\sigma(x^*) = \min \{ k > 0 | x^{(k)} = x^* \}\) is the first time when state \(x^*\) is visited.

Since regenerative cycles can be long in large-size systems, we propose to change the original dynamics and increase the probability of transition to the regenerative state \(x^*\) from each state \(x \in \mathcal{X}\).
We let \( P(y|x) \) be an original transition probability from state \( x \) to state \( y \), for each \( x, y \in \mathcal{X} \). We consider a new Markov reward process with cost function \( g \) and admits solution \( \hat{x} \) by (B.1), stationary distribution \( \pi \).

Lemma 10. We can estimate solution (B.3) by using fewer replications of the regenerative simulation.

Proof. We substitute the definition of \( \hat{x} \) and rewrite equation (B.4) as

\[
J'(x) := E \left[ \sum_{k=0}^{\infty} \gamma^k \left( g(x^{(k)}) - \hat{\mu}^T g \right) | x^{(0)} = x \right] \text{ for each } x \in \mathcal{X},
\]

and

\[
V'(x) := E \left[ \sum_{k=0}^{\sigma(x^*)-1} \gamma^k \left( g(x^{(k)}) - r(x^*) \right) | x^{(0)} = x \right] \text{ for each } x \in \mathcal{X},
\]

where \( x^{(k)} \) is the state of the Markov chain with transition matrix \( \bar{P}(\gamma) \) after \( k \) timesteps, and \( \sigma(x^*) = \min \{ k > 0 | x^{(k)} = x^* \} \). According to the new dynamics the regeneration occurs more frequently and we can estimate solution (B.3) by using fewer replications of the regenerative simulation.

Lemma 10. Consider the Poisson equation for the Markov chain with the transition kernel \( \bar{P}(\gamma) \) defined by (B.1), stationary distribution \( \tilde{\mu} \), and cost function \( g : \mathcal{X} \to \mathbb{R} \):

\[
g(x) - \tilde{\mu}^T g + \sum_{y \in \mathcal{X}} \bar{P}(\gamma)(y|x) \tilde{h}(y) - \tilde{h}(x) = 0, \text{ for each } x \in \mathcal{X}. \quad (B.4)
\]

Equation (B.4) admits solutions:

\[
J(\gamma)(x) := E \left[ \sum_{k=0}^{\infty} \gamma^k \left( g(x^{(k)}) - \mu^T g \right) | x^{(0)} = x \right] \text{ for each } x \in \mathcal{X},
\]

and

\[
V(\gamma)(x) := E \left[ \sum_{k=0}^{\sigma(x^*)-1} \gamma^k \left( g(x^{(k)}) - r(x^*) \right) | x^{(0)} = x \right] \text{ for each } x \in \mathcal{X},
\]

where \( x^{(k)} \) is the state of the Markov chain with transition matrix \( P \) after \( k \) timesteps.

Proof. We substitute the definition of \( \bar{P}(\gamma) \) (B.1) and rewrite equation (B.4) as

\[
g(x) - (\tilde{\mu}^T g - (1 - \gamma) \tilde{h}(x^*)) + \gamma \sum_{y \in \mathcal{X}} P(y|x) \tilde{h}(y) - \tilde{h}(x) = 0, \text{ for each } x \in \mathcal{X}. \quad (B.5)
\]

Equation (B.5) admits infinitely many solutions, but we specify a unique solution fixing \( \tilde{h}(x^*) \). Next, we consider two options.

First, we let \( \tilde{h}(x^*) = \frac{1}{1 - \gamma} (\mu^T g - \tilde{\mu}^T g) \). Then the Poisson equation (B.5) becomes

\[
g(x) - \mu^T g + \gamma \sum_{y \in \mathcal{X}} P(y|x) \tilde{h}(y) - \tilde{h}(x) = 0, \text{ for each } x \in \mathcal{X},
\]

and admits solution

\[
J(\gamma)(x) := E \left[ \sum_{k=0}^{\infty} \gamma^k \left( g(x^{(k)}) - \mu^T g \right) | x^{(0)} = x \right] \text{ for each } x \in \mathcal{X}.
\]
Second, we let \( \tilde{h}(x^*) = 0 \) in equation (B.5). We note that \( \tilde{\mu}^T g = r(x^*) \), where \( r(x^*) = (1 - \gamma)E \left[ \sum_{k=0}^{\infty} \gamma^k g(x^{(k)}) \mid x^{(0)} = x^* \right] \) is a present discounted value at \( x^* \).

We get the Poisson equation (4.17)

\[
g(x) - r(x^*) + \gamma \sum_{y \in \mathcal{X}} P(y|x) \tilde{h}(y) - \tilde{h}(x) = 0, \text{ for each } x \in \mathcal{X},
\]

which admits solution (4.11)

\[
V^{(\gamma)}(x) := \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^k \left( g(x^{(k)}) - r(x^*) \right) \mid x^{(0)} = x \right] \quad \text{for each } x \in \mathcal{X}.
\]

Indeed,

\[
V^{(\gamma)}(x) = \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^k \left( g(x^{(k)}) - r(x^*) \right) \mid x^{(0)} = x \right] = \mathbb{E} \left[ \sum_{k=0}^{\sigma(x^*)-1} \gamma^k \left( g(x^{(k)}) - r(x^*) \right) \mid x^{(0)} = x \right] + \mathbb{E} \left[ \gamma^{\sigma(x^*)} \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^k \left( g(x^{(k)}) - r(x^*) \right) \mid x^{(0)} = x^* \right] \right] = \mathbb{E} \left[ \sum_{k=0}^{\sigma(x^*)-1} \gamma^k \left( g(x^{(k)}) - r(x^*) \right) \mid x^{(0)} = x \right].
\]

\[\square\]

**Proof of Lemma 7.** By Lemma 10 function \( V^{(\gamma)} \) is a solution of Poisson equation (B.2). We consider the discounted value function \( J^{(\gamma)} = \mathbb{E} \left[ \sum_{k=0}^{\infty} \gamma^k \left( g(x^{(k)}) - \mu^T g \right) \mid x^{(0)} = x \right] \) that is another solution.

Then, for an arbitrary \( x \in \mathcal{X} \),

\[
\left| V^{(\gamma)}(x) - h^{(x^*)}(x) \right| \leq \left| J^{(\gamma)}(x) - h^{(f)}(x) \right| + \left| V^{(\gamma)}(x) - h^{(x^*)}(x) - \left( J^{(\gamma)}(x) - h^{(f)}(x) \right) \right|, \tag{B.6}
\]

where \( h^{(f)} \) is the fundamental solution of the Poisson equation (3.3).

First, we bound \( |J^{(\gamma)}(x) - h^{(f)}(x)|\):

\[
|J^{(\gamma)}(x) - h^{(f)}(x)| \leq \sum_{t=0}^{\infty} |\gamma^t - 1| \sum_{y \in \mathcal{X}} P^t(y|x)(g(y) - \mu^T g) \\
\leq RV(x) \sum_{t=0}^{\infty} (1 - \gamma)^t r^t \\
= RV(x) r \frac{1 - \gamma}{(1 - r)(1 - \gamma r)},
\]

where the second inequality follows from (3.2).

Since \( V^{(\gamma)} \) and \( J^{(\gamma)} \) are both solutions of the Poisson equation (B.2), therefore,

\[
J^{(\gamma)}(x) - V^{(\gamma)}(x) = J^{(\gamma)}(x^*) - V^{(\gamma)}(x^*) = \frac{1}{1 - \gamma} (\mu^T g - r(x^*)) \text{ for each } x \in \mathcal{X}.
\]

Similarly, \( h^{(f)}(x) - h^{(x^*)}(x) = h^{(f)}(x^*) \) for each \( x \in \mathcal{X} \).
Second, we bound the last term in inequality (B.6):

\[
\left| V^{(\gamma)}(x) - h^{(x^*)}(x) - \left( J^{(\gamma)}(x) - h^{(J)}(x) \right) \right|
= h^{(J)}(x^*) - \frac{1}{1 - \gamma} (r(x^*) - \mu^T g)
\]

\[
= \sum_{t=0}^{\infty} \sum_{y \in \mathcal{X}} P^t(y|x^*)(g(y) - \mu^T g) - \sum_{t=0}^{\infty} \sum_{y \in \mathcal{X}} \gamma^t P^t(y|x^*)(g(y) - \mu^T g)
\]

\[
= \sum_{t=0}^{\infty} \sum_{y \in \mathcal{X}} (1 - \gamma^t) P^t(y|x^*)(g(y) - \mu^T g)
\]

\[
\leq \sum_{t=0}^{\infty} \left| 1 - \gamma^t \right| \sum_{y \in \mathcal{X}} P^t(y|x^*)(g(y) - \mu^T g)
\]

\[
\leq R \mathcal{V}(x^*) r \frac{1 - \gamma}{(1 - r)(1 - \gamma r)},
\]

where the last inequality holds due to (3.2). 

\[\square\]

**Proof of Lemma 8.** We denote \( \overline{g}(x^{(k)}) := (g(x^{(k)}) - r(x^*)) \). Following [61, Section 17.4.3], we can show that

\[
\text{Var}[\hat{V}(\gamma)(x)] = E \left[ \left( \sum_{k=0}^{(\sigma(x^*))-1} \gamma^k \overline{g}(x^{(k)}) \right)^2 \right| x^{(0)} = x] - \left( V^{(\gamma)}(x) \right)^2
\]

\[
= E \left[ - \sum_{k=0}^{(\sigma(x^*))-1} \gamma^{2k} \overline{g}^2(x^{(k)}) + 2 \sum_{k=0}^{(\sigma(x^*))-1} \sum_{j=k}^{(\sigma(x^*))-1} \gamma^{k+j} \overline{g}(x^{(k)}) \overline{g}(x^{(j)}) \right| x^{(0)} = x] - \left( V^{(\gamma)}(x) \right)^2
\]

\[
= E \left[ \sum_{k=0}^{(\sigma(x^*))-1} \gamma^{2k} \overline{g}(x^{(k)}) E \left[ \sum_{j=k}^{(\sigma(x^*))-1} \gamma^{j-k} \overline{g}(x^{(j)}) \right| \mathcal{F}_k \right] - \gamma^{2k} \overline{g}^2(x^{(k)}) \right| x^{(0)} = x] - \left( V^{(\gamma)}(x) \right)^2
\]

\[
= E \left[ \sum_{k=0}^{(\sigma(x^*))-1} 2 \gamma^{2k} \overline{g}(x^{(k)}) \overline{V}^{(\gamma)}(x^{(k)}) - \gamma^{2k} \overline{g}^2(x^{(k)}) \right| x^{(0)} = x] - \left( V^{(\gamma)}(x) \right)^2,
\]

where \( \mathcal{F}_k \) is a \( \sigma \)-algebra generated by \( x_0, x_1, \ldots, x_k \).

Hereafter, we denote \( \sum_{y \in \mathcal{Y}} P(y|x) V^{(\gamma)}(y) \) and \( \sum_{y \in \mathcal{Y}} P(y|x) (V^{(\gamma)}(y))^2 \) as \( \mathcal{V}(\gamma)(x) \) and \( (V^{(\gamma)}(x))^2 \), respectively, to improve readability. We use the Poisson equation (4.17) and replace \( \overline{g}(x^{(k)}) \) by \( V^{(\gamma)}(x^{(k)}) - \gamma \mathcal{V}(\gamma)(x^{(k)}) \).

\[
E \left[ \sum_{k=0}^{(\sigma(x^*))-1} 2 \gamma^{2k} \overline{g}(x^{(k)}) V^{(\gamma)}(x^{(k)}) - \gamma^{2k} \overline{g}^2(x^{(k)}) \right| x^{(0)} = x] - \left( V^{(\gamma)}(x) \right)^2
\]

\[
= E \left[ \sum_{k=0}^{(\sigma(x^*))-1} \gamma^{2k} \left( 2 \left( V^{(\gamma)}(x^{(k)}) - \gamma \mathcal{V}(\gamma)(x^{(k)}) \right) V^{(\gamma)}(x^{(k)}) - \left( V^{(\gamma)}(x^{(k)}) - \gamma \mathcal{V}(\gamma)(x^{(k)}) \right)^2 \right) \right| x^{(0)} = x] - \left( V^{(\gamma)}(x) \right)^2
\]

\[
= E \left[ \sum_{k=0}^{(\sigma(x^*))-1} \gamma^{2k} \left( (V^{(\gamma)}(x^{(k)}))^2 - (\gamma \mathcal{V}(\gamma)(x^{(k)}))^2 \right) \right| x^{(0)} = x] - \left( V^{(\gamma)}(x) \right)^2.
\]
Next, we subtract the expectation of a martingale

$$
E \left[ -\left( V^{(\gamma)}(x) \right)^2 + \gamma^2 \sigma(x^*) \left( V^{(\gamma)}(x(\sigma(x^*))) \right)^2 + \sum_{k=0}^{\sigma(x^*)-1} \gamma^{2k} \left( \left( V^{(\gamma)}(x(k)) \right)^2 - \gamma^2 P \left( V^{(\gamma)} \left( x(k) \right) \right)^2 \right) \mid x^{(0)} = x \right]
$$

that is equal to zero by [37, Proposition 1]. Since $V^{(\gamma)}(x(\sigma(x^*))) = 0$, we get

$$
\text{Var}[\dot{V}^{(\gamma)}(x)] = E \left[ \sum_{k=0}^{\sigma(x^*)-1} \gamma^{2k} \left( \gamma^2 P \left( V^{(\gamma)} \left( x(k) \right) \right)^2 \right) \mid x^{(0)} = x \right] = \gamma^2 E \left[ \sum_{k=0}^{\sigma(x^*)-1} \gamma^{2k} \left( \text{Var} \left[ V^{(\gamma)}(x(k+1)) \mid x^{(k)} \right] \right) \mid x^{(0)} = x \right],
$$

where $\text{Var} \left[ V^{(\gamma)}(x(k+1)) \mid x^{(k)} \right] = \sum_{y \in \mathcal{X}} P(y|x^{(k)}) \left( V^{(\gamma)}(y) \right)^2 - \left( \sum_{y \in \mathcal{X}} P(y|x^{(k)}) V^{(\gamma)}(y) \right)^2$.

Next, we want to show that there exists constant $B_1 > 0$ such that for any $\gamma \in [0, 1]$,

$$
\left( V^{(\gamma)}(x) \right)^2 \leq B_1 \mathcal{V}(x) \quad \text{for each } x \in \mathcal{X}.
$$

First, we recall that function $V^{(\gamma)}$ is a solution of Poisson equation (B.2) for the system with modified dynamics (B.1) and cost function $g$. Given that transition matrix $P$ satisfies the drift condition (3.1), for the modified dynamics we have the following drift inequality

$$
\sum_{y \in \mathcal{X}} \tilde{P}^{(\gamma)}(y|x) \mathcal{V}(y) \leq b \mathcal{V}(x) + (\mathcal{V}(x^*) + d) \mathbb{1}_{C \cup \{x : \mathcal{V}(x) \leq \mathcal{V}(x^*)\}}(x) \quad \text{for each } x \in \mathcal{X},
$$

for any $\gamma \in [0, 1]$. Indeed,

$$
\sum_{y \in \mathcal{X}} \tilde{P}^{(\gamma)}(y|x) \mathcal{V}(y) = \gamma \sum_{y \in \mathcal{X}} P(y|x) \mathcal{V}(y) + (1 - \gamma) \mathcal{V}(x^*) \leq \gamma b \mathcal{V}(x) + (1 - \gamma) \mathcal{V}(x^*) + d \mathbb{1}_C \leq b \mathcal{V}(x) + (\mathcal{V}(x^*) + d) \mathbb{1}_{C \cup \{x : \mathcal{V}(x) \leq \mathcal{V}(x^*)\}}(x),
$$

where the first inequality follows from the drift condition (3.1), and the second inequality follows from the fact that $\gamma b \mathcal{V}(x) + (1 - \gamma) \mathcal{V}(x^*) \leq b \mathcal{V}(x)$ if $b \mathcal{V}(x) \geq \mathcal{V}(x^*)$, and $\gamma b \mathcal{V}(x) + (1 - \gamma) \mathcal{V}(x^*) \leq \mathcal{V}(x^*)$ otherwise.

Second, we use Jensen’s inequality and get that function $\sqrt{\mathcal{V}}$ is also a Lyapunov function for the modified system:

$$
\sum_{y \in \mathcal{X}} \tilde{P}^{(\gamma)}(y|x) \sqrt{\mathcal{V}(y)} \leq \sqrt{b \mathcal{V}(x) + \mathcal{V}(x^*) + d} \mathbb{1}_{C \cup \{x : \mathcal{V}(x) \leq \mathcal{V}(x^*)\}}(x) \quad \text{for each } x \in \mathcal{X}.
$$

This drift inequality and the assumption that $|g(x)| \leq \sqrt{\mathcal{V}(x)}$ for each $x \in \mathcal{X}$ allow us to apply [61, Theorem 17.7.1], see also [61, equation (17.39)], and conclude that, for some $c_0 > 0$ independent of $\gamma$, Poisson equation (B.2) admits the fundamental solution $J^{(\gamma)} : \mathcal{X} \to \mathbb{R}$ such that

$$
|J^{(\gamma)}(x)| \leq c_0 (\sqrt{\mathcal{V}(x)} + 1), \quad \text{for each } x \in \mathcal{X}.
$$

Function $V^{(\gamma)}$ is another solution of Poisson equation (B.2), such that $J^{(\gamma)}(x) = V^{(\gamma)}(x) + J^{(\gamma)}(x^*)$, for each $x \in \mathcal{X}$, because $V^{(\gamma)}(x^*) = 0$. Since $\mathcal{V} \geq 1$, there exists constant $B_1 > 0$ such that

$$
|V^{(\gamma)}(x)| \leq |J^{(\gamma)}(x)| + |J^{(\gamma)}(x^*)| \leq c_0 (\sqrt{\mathcal{V}(x)} + 1) + c_0 (\sqrt{\mathcal{V}(x^*)} + 1) \leq \sqrt{B_1 \mathcal{V}(x)}, \quad \text{for each } x \in \mathcal{X}.
$$

We have proved that, for some constant $B_1 > 0$,

$$
\left( V^{(\gamma)}(x) \right)^2 \leq B_1 \mathcal{V}(x) \quad \text{for each } x \in \mathcal{X},
$$
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for any $\gamma \in [0, 1]$. We let $G^{(\gamma)}(x) := \text{Var}[V^{(\gamma)}(x^{(1)}) \mid x^{(0)} = x]$. Then there exists a positive constant $B$ such that

$$G^{(\gamma)}(x) \leq \sum_{y \in \mathcal{X}} P(y|x) \left(V^{(\gamma)}(y)\right)^2 \leq B_1 P\mathcal{V}(x) \leq B\mathcal{V}(x),$$

where the last inequality follows from the drift condition (3.1). By [61, Theorem 15.0.1] we have that there exist constants $R > 0$ and $r \in (0, 1)$ such that

$$\left|P^k G^{(\gamma)}(x) - \beta^{(\gamma)}\right| \leq R\mathcal{V}(x)r^k,$$

where $\beta^{(\gamma)} := \sum_{x \in \mathcal{X}} \mu(x)G^{(\gamma)}(x)$ is a discounted asymptotic variance.

Then

$$\text{Var}[\hat{V}^{(\gamma)}(x)] = \gamma^2 E \left[\sum_{k=0}^{\sigma(x')-1} \gamma^{2k} \left(\text{Var}[V^{(\gamma)}(x^{(k+1)}) \mid x^{(k)}]\right) \mid x^{(0)} = x\right]$$

$$\leq \gamma^2 \sum_{k=0}^{\infty} \gamma^{2k} E[G^{(\gamma)}(x_k) \mid x_0 = x]$$

$$\leq \gamma^2 \sum_{k=0}^{\infty} \gamma^{2k} \left(R\mathcal{V}(x)r^k + \beta^{(\gamma)}\right)$$

$$= \gamma^2 \left(R\mathcal{V}(x)\frac{1}{1-\gamma^2r} + \beta^{(\gamma)}\frac{1}{1-\gamma^2}\right)$$

$$\leq \gamma^2 \left(R\mathcal{V}(x)\frac{1}{1-\gamma^2r} + (\mu^T\mathcal{V})B\frac{1}{1-\gamma^2}\right),$$

where the second inequality follows from (B.8) and the last inequality follows from (B.7).

\[\square\]

### C Maximal stability of the proportionally randomized policy

We assert that a discrete-time MDP obtained by uniformization of the multiclass queueing network SMDP model is stable under the proportionally randomized (PR) policy if the load conditions (2.9) are satisfied. We illustrate the proof for the criss-cross queueing network. We let $x \in \mathbb{Z}_+^3$ be a state for the discrete-time MDP. The proportionally randomized policy $\pi$ is given by

$$\pi(x) = \begin{cases} \left(\frac{x_1}{x_1+x_3}, 1, \frac{x_3}{x_1+x_3}\right) & \text{if } x_2 \geq 1 \text{ and } x_1 + x_3 \geq 1, \\ \left(\frac{x_1}{x_1+x_3}, 0, \frac{x_3}{x_1+x_3}\right) & \text{if } x_2 = 0 \text{ and } x_1 + x_3 \geq 1, \\ (0, 1, 0) & \text{if } x_2 \geq 1 \text{ and } x_1 + x_3 = 0, \\ (0, 0, 0) & \text{if } x_2 = 0 \text{ and } x_1 + x_3 = 0. \end{cases}$$

Recall the transition probabilities $\tilde{P}$ defined by (2.5). The discrete-time MDP operating under policy $\pi$ is a DTMC. Now we can specify its transition matrix. For $x \in \mathbb{Z}_+^3$ with $x_1 \geq 1$, $x_3 \geq 1$, and $x_2 \geq 1$,

$$P(y|x) = \pi_1(x)\tilde{P}(y|x, (1, 2)) + \pi_3(x)\tilde{P}(y|x, (3, 2)) \quad \text{for each } y \in \mathbb{Z}_+^3.$$ 

For $x \in \mathbb{Z}_+^3$ on the boundary with $x_1 \geq 1$, $x_3 \geq 1$, and $x_2 = 0$,

$$P(y|x) = \pi_1(x)\tilde{P}(y|x, (1, 0)) + \pi_3(x)\tilde{P}(y|x, (3, 0)) \quad \text{for each } y \in \mathbb{Z}_+^3.$$ 

For $x \in \mathbb{Z}_+^3$ on the boundary with $x_1 = 0$, $x_3 \geq 1$, and $x_2 \geq 1$,

$$P(y|x) = \tilde{P}(y|x, (3, 2)) \quad \text{for each } y \in \mathbb{Z}_+^3.$$ 

37
Similarly, we write the transition probabilities for other boundary cases. One can verify that

\[
P((x_1 + 1, x_2, x_3)|x) = \frac{\lambda_1}{B}, \quad P((x_1, x_2, x_3 + 1)|x) = \frac{\lambda_3}{B},
\]

(C.1)

\[
P((x_1 - 1, x_2 + 1, x_3)|x) = \frac{\mu_1}{B} \frac{x_1}{x_1 + x_3} \quad \text{if } x_2 \geq 1,
\]

(C.2)

\[
P((x_1, x_2, x_3 - 1)|x) = \frac{\mu_3}{B} \frac{x_3}{x_1 + x_3} \quad \text{if } x_3 \geq 1,
\]

(C.3)

\[
P((x_1, x_2 - 1, x_3)|x) = \frac{\mu_2}{B} \quad \text{if } x_2 \geq 1,
\]

(C.4)

\[
P(x|x) = 1 - \sum_{y \neq x} P(y|x),
\]

(C.5)

where \( B = \lambda_1 + \lambda_3 + \mu_1 + \mu_2 + \mu_3 \). This transition matrix \( P \) is irreducible. Now we consider the continuous-time criss-cross network operating under the head-of-line proportional-processor-sharing (HLPPS) policy defined in [17]. Under the HLPPS policy, the jobcount process \( \{Z(t), t \geq 0\} \) is a CTMC. Under the load condition (2.1), [17] proves that the CTMC is positive recurrent. One can verify that the transition probabilities in (C.1)-(C.5) are identical to the ones for a uniformized DTMC of this CTMC. Therefore, the DTMC corresponding to the transition probabilities (C.1)-(C.5) is positive recurrent, and proves the stability of the discrete-time MDP operating under the proportionally randomized policy.

D Additional experimental results

In Remark 5 we discussed two possible biased estimators of the solution to the Poisson equation. In this section we compare the performance of the PPO algorithm with these two estimators. We consider two versions of line 7 in Algorithm 3: Version 1 uses the regenerative discounted value function (VF) estimator (4.21), and Version 2 uses the discounted value function estimator (4.24). We apply two versions of the PPO algorithm for the criss-cross network operating under the balanced medium (B.M.) load regime. The queueing network parameter setting is identical to the one detailed in Section 5.1, except that the quadratic cost function \( g(x) = x_1^2 + x_2^2 + x_3^2 \) replaces the linear cost function that is used to minimize the long-run average cost, where \( x_i \) is a number of jobs in buffer \( i, i = 1, 2, 3 \).

We use Xavier initialization to initialize the policy NN parameters \( \theta_0 \). We take the empty system state \( x^* = (0, 0, 0) \) as a regeneration state. Each episode in each iteration starts at the regenerative state and runs for 6,000 timesteps. We compute the one-replication estimates of a value function (either regenerative discounted VF or discounted VF) for the first \( N = 5,000 \) steps at each episode. In this experiment we simulated \( Q = 20 \) episodes in parallel. The values of the remaining hyperparameters (not mentioned yet) are the same as in Table 6.

In Figure 10 we compare the learning curves of PPO algorithm 3 empirically to demonstrate the benefits of using the regenerative discounted VF estimator over the discounted VF estimator when the system regeneration occurs frequently.

![Figure 10: Learning curves from Algorithm 3 for the criss-cross network with the B.M. load and quadratic cost function. The solid purple and blue lines show the performance of the PPO policies obtained from Algorithm 3 in which the solutions to the Poisson equations are estimated by the discounted VF estimator and by the regenerative discounted VF estimator, respectively.](image-url)
Neural network structure

In the experiments we parameterized the RL policy with a neural network. Here, we use $\theta$ to denote the vector of weights and biases of the neural network. For a fixed parameter $\theta$, the neural network outputs deterministically distribution $\pi_\theta(\cdot|x)$ over the action space for each state $x \in X$. Therefore, the resulting policy $\pi_\theta$ is a randomized policy as explained in Section 2.

To represent the policy we use a fully connected feed-forward neural network with one input layer, three hidden layers with tanh activation functions, and one output layer. The input layer has $J$ units, one for each job class, the first hidden layer has $10 \times J$ units, the third hidden layer has $10 \times L$, where $L$ is number of stations in the queueing system. The number of units in the second hidden layer is a geometric mean of units in the first and third hidden layers (i.e. $10 \times \sqrt{LJ}$).

We use $z_j^{(k)}$ to denote the variable in the $j$th unit of hidden layer $k$, $k = 1, 2, 3$. Thus, our feed-forward neural network has the following representations:

$$z_j^{(1)} = h\left(\sum_{i=1}^{J} A_{ji}^{(1)} x_i + b_j^{(1)}\right), \quad j = 1, \ldots, 10J,$$

$$z_j^{(2)} = h\left(\sum_{i=1}^{10J} A_{ji}^{(2)} z_i^{(1)} + b_j^{(2)}\right), \quad j = 1, \ldots, 10\sqrt{LJ},$$

$$z_j^{(3)} = h\left(\sum_{i=1}^{10\sqrt{LJ}} A_{ji}^{(3)} z_i^{(2)} + b_j^{(3)}\right), \quad j = 1, \ldots, 10\sqrt{L},$$

where $h : \mathbb{R} \to \mathbb{R}$ is the activation function given by $h(y) = \tanh(y)$ for each $y \in \mathbb{R}$.

We denote $p = (p_j)$ as the output vector, which is given by

$$p_j = \sum_{i=1}^{10\sqrt{L}} A_{ji}^{(4)} z_i^{(3)} + b_j^{(4)}, \quad j \in J,$$

and normalize output vector $p$ via a softmax function into $L$ probability distributions as:

$$\pi_\theta(j|x) = \frac{\exp(p_j)}{\sum_{i \in L(\ell)} \exp(p_i)} \text{ for each } j \in B(\ell), \ell \in L,$$  \hspace{1cm} (E.1)

where the sets $J$, $L$, and $B(\ell)$ are defined in Section 2.

The neural network parameter $\theta$ is the vector of weights $A$’s and biases $b$’s

$$\theta = \left( A^{(1)}, b^{(1)}, A^{(2)}, b^{(2)}, A^{(3)}, b^{(3)}, A^{(4)}, b^{(4)} \right),$$

which has dimension

$$K = (J \times 10J + 10J) + (10J \times 10\sqrt{LJ} + 10\sqrt{LJ}) + (10\sqrt{LJ} \times 10L + 10L) + (10L \times J + J).$$

For example, when $J = 21$ and $L = 7$, this dimension is approximately equal to 30203.

To represent the value function we use a neural network whose architecture is almost identical to the policy neural network except that the third hidden layer has 10 units. The number of units in the second hidden layer is $10 \times \sqrt{J}$. The output layer contains one unit with a linear activation function, which means that

$$V(x) = \sum_{i=1}^{10} A_i^{(4)} z_i^{(3)} + b^{(4)}.$$
F Implementation details and experiment parameters

We use Tensorflow v1.13.1 [1] to build a training routine of the neural networks and Ray package v0.6.6 [64] to maintain parallel simulation of the actors. We run all experiments on a 2.7 GHz 96-core processor with 1510 GB of RAM.

We optimize the value and policy functions to minimize the corresponding loss functions (4.4), (4.7) by the Adaptive Moment Estimation (Adam) method [46]. The Adam method is an algorithm for mini-batch gradient-based optimization. We assume that \( N \) datapoints have been generated \( D^{(1:N)} = \left\{ (x^{(j)}, a^{(j)}, \hat{A}_j) \right\}_{j=1}^N \) to update the policy NN or \( D^{(1:N)} = \left\{ (x^{(j)}, \hat{V}_j) \right\}_{j=1}^N \) to update the value NN. The Adam algorithm runs for \( E \) epochs. The number of epochs is the number of complete passes through the entire dataset. In the beginning of a new epoch \( \epsilon \), the entire dataset is randomly reshuffled and divided into batches with size \( m \). Then each batch (indexed by \( n \)) is passed to the learning algorithm and the parameters of the neural networks \( \theta = (\theta_1, ..., \theta^i, ..., \theta^K) \) are updated at the end of every such step according to

\[
\theta^{i}_{n+1} = \theta^{i}_n - \epsilon \frac{1}{\sqrt{H^g_n + \varrho}} \hat{G}^i_n,
\]

where \( \epsilon \) is a learning rate, \( \hat{G}_n \) and \( \hat{H}_n \) are moving average estimates of the first and second moments of the gradient, respectively, and \( \varrho << 1 \) is a constant.

We use the batches to compute the gradient of a loss function \( L(\theta, D) \), such as for (4.7):

\[
g_n = \frac{1}{m} \nabla_{\theta} L \left( \theta, D^{(nm:mn+m)} \right), \tag{F.1}
\]

where \( D^{(nm:mn+m)} \) denotes the data segment in the \( n \)th batch of size \( m \) at epoch \( e \).

The moving averages \( G_n \) and \( H_n \) are initialized as vectors of zeros at the first epoch. Then the Adam method updates the moving average estimates and includes bias corrections to account for their initialization at the origin:

\[
\begin{align*}
G_n &= \beta_1 G_{n-1} + (1 - \beta_1) g_{n-1}, \\
\hat{G}_n &= \frac{G_n}{1 - \beta_1^n},
\end{align*}
\]

where \( \beta_1 > 0 \), with \( \beta_1^n \) denoting \( \beta_1 \) to the power \( n \).

Similarly, we compute the second moments by

\[
\begin{align*}
H_n &= \beta_2 H_{n-1} + (1 - \beta_2) g^2_{n-1}, \\
\hat{H}_n &= \frac{H_n}{1 - \beta_2^n},
\end{align*}
\]

where \( g^2_{n-1} \) means the elementwise square, \( \beta_2 > 0 \) with \( \beta_2^n \) denoting \( \beta_2 \) to the power \( n \).

Each subsequent epoch continues the count over \( n \) and keeps updating the moving average estimates \( G_n, H_n \) starting from their final values of the latest epoch.

Table 5 and Table 6 list the PPO hyperparameters we choose for the experiments in Section 5. Table 7 reports the estimates of the running time of Algorithm 3.

| Parameter | Value |
|-----------|-------|
| Clipping parameter (\( \epsilon \)) | \( 0.2 \times \max[\alpha, 0.01] \) |
| No. of regenerative cycles per actor (\( N \)) | 5,000 |
| No. of actors (\( Q \)) | 50 |
| Adam parameters for policy NN | \( \beta_1 = 0.9, \beta_2 = 0.999, \varrho = 10^{-8}, \varsigma = 5 \times 10^{-4} \times \max[\alpha, 0.05] \) |
| Adam parameters for policy NN | \( \beta_1 = 0.9, \beta_2 = 0.999, \varrho = 10^{-8}, \varsigma = 2.5 \times 10^{-4} \) |
| No. of epochs (\( E \)) | 3 |
| Minibatch size in Adam method (\( m \)) | 2048 |

Table 5: PPO hyperparameters used in Algorithms 1 and 2 for the experiments in Section 5.1. Parameter \( \alpha \) decreases linearly from 1 to 0 over the course of learning: \( \alpha = (I - i)/I \) on the \( i \)th policy iteration, \( i = 0, 1, ..., I - 1 \).
| Parameter                                      | Value                                                                 |
|------------------------------------------------|----------------------------------------------------------------------|
| Clipping parameter (\(\epsilon\))            | 0.2 \times \max[\alpha, 0.01]                                       |
| Horizon (\(N\))                               | 50,000                                                               |
| No. of actors (\(Q\))                         | 50                                                                   |
| Adam parameters for policy NN                  | \(\beta_1 = 0.9, \beta_2 = 0.999, q = 10^{-8}, \varsigma = 5 \times 10^{-4} \times \max[\alpha, 0.01]\) |
| Discount factor (\(\beta\))                  | 0.99                                                                |
| GAE parameter (\(\lambda\))                  | 0.99                                                                |
| No. of epochs (\(E\))                         | 3                                                                   |
| Minibatch size in Adam method (\(m\))         | 2048                                                                |

Table 6: PPO hyperparameters used in Algorithm 3 for the experiments in Sections 5.2 and 5.3. Parameter \(\alpha\) decreases linearly from 1 to 0 over the course of learning: \(\alpha = (I - i)/I\) on the \(i\)th policy iteration, \(i = 0, 1, ..., I - 1\).

| Num. of classes 3L | Time (minutes) |
|--------------------|----------------|
| 6                  | 0.50           |
| 9                  | 0.73           |
| 12                 | 1.01           |
| 15                 | 2.12           |
| 18                 | 4.31           |
| 21                 | 7.61           |

Table 7: Running time of one policy iteration of Algorithm 3 for the extended six-class network in Figure 4.

In the Algorithm 3 we use finite length episodes to estimate the expectation of the loss function in line 10. For each episode we need to specify an initial state. We propose sampling the initial states from the set of states generated during previous policy iterations. We consider the \(i\)th policy iteration of the algorithm. We need to choose initial states to simulate policy \(\pi_i\). Since policy \(\pi_{i-1}\) has been simulated in the \((i - 1)\)th iteration of the algorithm, we can sample \(Q\) states uniformly at random from the episodes generated under policy \(\pi_{i-1}\) and save them in memory. Then we use them as initial states for \(Q\) episodes under \(\pi_i\) policy. For policy \(\pi_0\) all \(Q\) episodes start from state \(x = (0, ..., 0)\).
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