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Abstract

In this paper, we develop and analyze a novel numerical scheme for the steady incompressible Navier-Stokes equations by the weak Galerkin methods. The divergence-preserving velocity reconstruction operator is employed in the discretization of momentum equation. By employing the velocity construction operator, our algorithm can achieve pressure-robust, which means, the velocity error is independent of the pressure and the irrotational body force. Error analysis is established to show the optimal rate of convergence. Numerical experiments are presented to validate the theoretical conclusions.
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1. Introduction

In this paper, we consider the following incompressible Navier-Stokes (NS) equation which seeks velocity \( u \) and pressure \( p \) satisfying

\[
-\nu \Delta u + (\nabla \times u) \times u + \nabla p = f, \quad \text{in } \Omega \tag{1}
\]
\[
\nabla \cdot u = 0, \quad \text{in } \Omega \tag{2}
\]
\[
u(\nabla u, \nabla v) + (\nabla uu, v) - (\nabla \cdot v, p) = (f, v), \tag{4}
\]
\[
(\nabla \cdot u, q) = 0. \tag{5}
\]

where \( \Omega \) is a polygonal or polyhedral domain in \( \mathbb{R}^d \) \((d = 2, 3)\) and \( \nu > 0 \) is the viscosity of the fluid. Here, \( \nabla, \nabla \times, \) and \( \times \) denote, respectively, the divergence operator, curl operator, and the cross product of two vectors.

Due to the importance of the NS equations, the development of efficient and high order NS solver has drawn great attentions. In the finite element (FE) community, in order to carry out a meaningful simulation, the stable velocity and pressure pairs are required to satisfy the inf-sup condition\cite{2,8}. Many FE pairs have been proposed in previous work and we refer the readers to \cite{5,17,18} for details.

Here \([H^1_0(\Omega)]^d = \{u \in [H^1(\Omega)]^d : u|_{\partial \Omega} = 0\}\) and \(L^2_0(\Omega) = \{p \in L^2(\Omega) : \int_{\Omega} p = 0\}\) with \([H^1(\Omega)]^d\) being the space of square integrable vector-valued functions whose first derivatives are also square integrable and \(L^2(\Omega)\) being the space of square integrable functions. Here for any vector \( y = (y_j)_{1 \leq j \leq d}, \nabla vy = \sum_{j=1}^d y_j \partial_j v. \)

Due to the importance of the NS equations, the development of efficient and high order NS solver has drawn great attentions. In the finite element (FE) community, in order to carry out a meaningful simulation, the stable velocity and pressure pairs are required to satisfy the inf-sup condition\cite{2,8}. Many FE pairs have been proposed in previous work and we refer the readers to \cite{5,17,18} for details.
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recent development of discontinuous Galerkin method [37, 13, 24, 31, 15] provides new approach for employing discontinuous functions in solving the incompressible problems numerically, which seems to be more suitable for the convection dominant NS equations. Recently, the hybrid high-order method [40, 6], virtual element[16], hybridizable discontinuous Galerkin method[44, 42], and weak Galerkin finite element [49, 29] have been proposed to solve NS equations.

Besides the stable FE pairs, there is another computational issue demanding extra research efforts. According to the Helmholtz decomposition, arbitrary $L^2$ vector fields can be decomposed into a divergence-free component and an irrotational part. Define the Helmholtz projector $P$ as the divergence-free part in the vector field, and then the irrotational component of the vector field will give $P(\nabla \phi) = 0$. However, this property usually does not hold on the discrete level. A lack of this orthogonality may indeed result in poor approximations of the velocity field, whose error estimate has an adverse dependence on the pressure. Restoring the discrete $L^2$-orthogonality between irrotational and discretely divergence-free vector fields is the key for designing mass conserved numerical scheme. The goal of this paper is to develop an optimally convergent discretization method for problem (1)-(3), which is robust with respect to large irrotational body forces. In the designed scheme, we expect that the velocity error estimate is independent of the pressure, which is also called pressure robust.

In order to achieve the pressure robust property, the divergence-free mixed finite element on the unstructured tetrahedral grids was presented by Zhang[47], and later developed into various divergence free schemes [19, 20, 30, 41, 48, 50]. Grad-div stabilization was proposed to overcome the poor mass conservation in the Stokes simulation [36]. Besides, the divergence free hybridizable discontinuous Galerkin[44, 42, 30, 10, 9, 14, 12] and virtually divergence free numerical scheme[11, 4, 3] have been proposed accordingly. As the remark in [1] that the pressure-robust discretizations need not to be divergence-free. Such robustness can be achieved by employing the velocity reconstruction operator, which is first proposed by Linke in [25, 22]. The author proposed to project the velocity into the $H(div)$ space and use this reconstruction only in the body force assembling for Stokes equations for fixing the classical finite element schemes. Late on, the reconstruction operator has been used in [1, 7, 26, 27, 28, 39, 43] to solve Stokes equations. The pressure robust scheme for NS equation has been proposed in the convective and rotational formulation for the time-dependent NS equations solved by Taylor-Hood, MINI, and Crouzeix-Raviart finite element. Then, velocity reconstruction operator have been utilize [43] in the hybrid high-order method for providing an irrotational force robust scheme. The robustness is achieved by using high order gradient reconstruction in the rotation formulation, where $B^{2k+2}(T)^{d\times d}$ is needed to produce a non-dissipative simulation.

Our approach, also inspired by the velocity reconstruction operator, to address this problem is to utilize the divergence preserving velocity construction operator in the stable weak Galerkin finite element formulation. Weak Galerkin finite element method was proposed by Wang and Ye in [46]. By using discontinuous functions and introducing weak gradient, weak divergence and other weak derivatives, weak Galerkin finite element methods have been applied to solve different equations including Stokes equations, Biharmonic equations, Maxwell’s equations, Navier-Stokes equations [35, 34, 33, 21] and etc. The flexibility in meshing and high order convergence in approximation make the methods attractable in many applications. In this manuscript, we shall investigate a novel pressure-robust weak Galerkin numerical scheme, which modifies the classical weak Galerkin schemes with the minimal effort to achieve the pressure independence. Due to the feature of pressure-independent, this scheme is capable of delivering better simulation than other classical methods when the problem with small viscosity values or large irrotational body force. Unlike the prior work for Stokes equation, besides modifying the right hand side body force term, we also need to modify the trilinear form in the discretization in order to achieve the robustness in convergence analysis.

This rest of the paper is organized as follows. In Section 2, we introduce some preliminaries and notations for finite element spaces, and then develop the weak Galerkin Algorithm. The wellposedness
is established in Section 3 and the error estimates are analyzed in Section 4. Section 5 contributes to provide several numerical tests for validating the proposed numerical scheme. Finally, conclusions and future work are discussed in Section 6.

2. Finite Element Scheme

2.1. Finite Element Space

We adopt standard definitions for the Sobolev spaces $W^{s,r}$ and their associated inner products $(\cdot, \cdot)_D$, norms $\|\cdot\|_{W^{s,r}(D)}$, and seminorms $|\cdot|_{W^{s,r}(D)}$ for $s \geq 0$, integer $r$. When $s = 0$, we denote $L^r(D) := W^{0,r}(D)$; when $r = 2$, we denote $H^s(D) := W^{s,2}(D)$. If $r = 2$, we shall denote $\| \cdot \|_{s,D}$ and $| \cdot |_{s,D}$ as norm and seminorm. Furthermore, if $s = 0$, we shall drop the subscript $s$. If moreover, $D = \Omega$ (domain), we shall drop the subscript $D$. Let $\mathcal{T}_h$ be a partition of the domain $\Omega$ consisting of triangles/rectangles in two dimensions or tetrahedrons/cubes in three dimensions. Denote by $\mathcal{E}_h$ the set of all edges or flat faces in $\mathcal{T}_h$ and let $\mathcal{E}_h^0 = \mathcal{E}_h \setminus \partial \Omega$ be the set of all interior edges or flat faces. For every element $T \in \mathcal{T}_h$, we denote by $h_T$ its diameter and define the mesh size $h = \max_{T \in \mathcal{T}_h} h_T$ for $\mathcal{T}_h$. In addition, throughout this paper, we use $C$ to denote generic constant that is independent of mesh size $h$ and the functions in the estimates. We also employ the notation $a \lesssim b$ for $a \leq Cb$.

On the mesh $\mathcal{T}_h$, we define WG finite element space $V^0_h$ for the velocity as follows,

$$V^0_h = \{ v = \{ v_0, v_b \} \in V_h, v_b = 0 \text{ on } \partial \Omega \},$$

where

$$V_h = \{ v = \{ v_0, v_b \} : v_0|_T \in [P_k(T)]^d, v_b|_e \in [P_k(e)]^d, e \subset \partial T, \forall T \in \mathcal{T}_h \}.$$

Here $P_k$ denotes the space of polynomials of degree no more than $k$ with $k \geq 0$. We would like to emphasize that there is only single value $v_b$ defined on each edge $e \in \mathcal{E}_h$. For the pressure, we define the following finite element space,

$$W_h = \{ q \in L^2_0(\Omega), q|_T \in P_k(T), \forall T \in \mathcal{T}_h \}.$$

2.2. Definition of Weak Derivatives

We define the weak derivatives that are used to derive the WG scheme. For $v \in V_h$ and $T \in \mathcal{T}_h$, we define weak gradient $\nabla_w v \in [RT_k(T)]^{d \times d}$ as the unique polynomial satisfying the following equation

$$(\nabla_w v, \tau) = - (v_0, \nabla \cdot \tau) + (v_b, \tau \cdot n)_{\partial T}, \forall \tau \in [RT_k(T)]^{d \times d},$$

and define weak divergence $\nabla_w \cdot v \in P_k(T)$ as the unique polynomial satisfying

$$(\nabla_w \cdot v, q)_T = -(v_0, \nabla q)_T + (v_b, q n)_{\partial T}, \forall q \in P_k(T),$$

where $(\cdot, \cdot)_T = (\cdot, \cdot)_{L^2(T)}$ and $(\cdot, \cdot)_{\partial T} = \int_{\partial T} ds$. Here, the notation $[RT_k(T)]^{d \times d}$ denotes a tensor with each column as a function belongs vector space $[RT_k(T)]^d$.

Next, we define the following broken inner product,

$$\langle v, w \rangle_{\mathcal{T}_h} = \sum_{T \in \mathcal{T}_h} \langle v, w \rangle_T = \sum_{T \in \mathcal{T}_h} \int_T v w dx,$$

and

$$\langle v, w \rangle_{\partial \mathcal{T}_h} = \sum_{T \in \mathcal{T}_h} \langle v, w \rangle_{\partial T} = \sum_{T \in \mathcal{T}_h} \int_{\partial T} v w ds.$$
We furnish finite element space $V_h$ with the discrete $H^1$-like semi-norm such that, for all $v \in V_h$

$$
\|v\| := \left( \sum_{T \in \mathcal{T}_h} \| \nabla w v \|_{T}^2 \right)^{1/2}.
$$

Moreover, we shall define the equivalence semi-norm

$$
\|v\|_1 := \left( \sum_{T \in \mathcal{T}_h} \left( \| \nabla v_0 \|_{T}^2 + h_{T}^{-1} \| v_0 - v_b \|_{\partial T}^2 \right) \right)^{1/2}.
$$

The equivalence between (8) and (9) is shown in following Lemma.

**Lemma 2.1.** ([34] Lemma 3.2) For any $v_h = \{v_0, v_b\} \in V_h^0$, we have the equivalence between the following two norms:

$$
\|v\| \lesssim \|v\| \lesssim \|v\|_1.
$$

2.3. Divergence-preserving Velocity Reconstruction

We denote the following two spaces:

$$
\begin{align*}
\mathbf{H}(\text{div}; \Omega) & = \{ w \in L^2(\Omega) : \nabla \cdot w \in L^2(\Omega) \}, \\
\mathbf{H}_0(\text{div}; \Omega) & = \{ w \in \mathbf{H}(\text{div}; \Omega) : v \cdot n_{|\partial \Omega} = 0 \},
\end{align*}
$$

where $n$ denotes the outward unit normal of $\partial \Omega$. We define the operator $R_T : V_h \to [\mathbb{R}^d]$ such that, for all $v = \{v_0, v_b\} \in V_h$,

$$
\int_T R_T v \cdot w dT = \int_T v_0 \cdot w dT, \quad \forall w \in [P^k-1(T)]^d,
$$

(11)

$$
R_T v \cdot n_e = v_b \cdot n_e, \quad \forall e \subset \partial T.
$$

(12)

where it is understood that (11) is not needed in the case of $k = 0$. Classically, the above relation (11)-(12) identify $R_T$ uniquely. The next lemma demonstrates the properties of the re-construction operator $R_T$.

**Lemma 2.2.** ([32] Lemma 3.2) The operator $R_T$ is divergence-preserving, i.e., for all $v \in V_h$, the following holds:

$$
\nabla \cdot (R_T v) = \nabla w \cdot v,
$$

(13)

and $R_T v\lvert_e \cdot n$ only depends on $v_b \lvert_e \cdot n$. Besides, for all $v \in V_h$, the following bound holds:

$$
\|R_T v - v_0\|_T \lesssim \sum_{e \in \partial T} h_{e}^{1/2} \| (v_0 - v_b) \cdot n \|_e.
$$

(14)

2.4. Finite element scheme

Now, we are ready to introduce the following bilinear forms and trilinear form as follows for $v, w, z \in V_h$ and $q \in W_h$

$$
\begin{align*}
a(v, w) &= \nu(\nabla w v, \nabla w w)_{T_h}, \\
b(v, q) &= (\nabla w v, q)_{T_h}, \\
c(v, w, z) &= (\nabla w v R_T w, R_T z)_{T_h} - (\nabla w v R_T z, R_T w)_{T_h}.
\end{align*}
$$

Then, the WG discretization of problem (1)-(3) is summarized blow.
Algorithm 2.1. Find $\mathbf{u}_h \in V^0_h$ and $p_h \in W_h$ such that
\begin{align}
a(\mathbf{u}_h, \mathbf{v}) + c(\mathbf{u}_h, \mathbf{u}_h, \mathbf{v}) - b(\mathbf{v}, p_h) &= (f, R_T \mathbf{v})_{\mathcal{T}_h}, \forall \mathbf{v} \in V^0_h, \\
b(\mathbf{u}_h, q) &= 0, \forall q \in W_h.
\end{align}

In comparison, we shall also cite the following algorithm.

Algorithm 2.2. (Classical WG scheme) Find $\mathbf{u}_h \in V^0_h$ and $p_h \in W_h$ such that
\begin{align}
a(\mathbf{u}_h, \mathbf{v}) + c(\mathbf{u}_h, \mathbf{u}_h, \mathbf{v}) - b(\mathbf{v}, p_h) &= (f, \mathbf{v}_0)_{\mathcal{T}_h}, \forall \mathbf{v} \in V^0_h, \\
b(\mathbf{u}_h, q) &= 0, \forall q \in W_h.
\end{align}

where $c(\mathbf{w}, \mathbf{v}, z) = (\nabla_w \mathbf{w} \mathbf{v}_0, z_0)_{\mathcal{T}_h} - (\nabla_w \mathbf{w} z_0, \mathbf{v}_0)_{\mathcal{T}_h}$.

Remark 2.3. The classical WG algorithm[21] employs the trilinear term
\[c(\mathbf{w}, \mathbf{v}, z) = \frac{1}{2} (\mathbf{v}_0 \nabla_w \mathbf{w}, z_0)_{\mathcal{T}_h} - \frac{1}{2} (\mathbf{v}_0 \nabla_w z, \mathbf{w}_0)_{\mathcal{T}_h},\]
which is different as the one defined in Algorithm 2.2. Here, in order to compare our proposed new algorithm with the classical WG scheme, we shall modify the scheme in [21] to Algorithm 2.2. For the sake of simplicity, we shall only present the results for Algorithm 2.1 and comment that all the results for existence and uniqueness can be extended to Algorithm 2.2 naturally without much difficulties. The convergence results for Algorithm 2.2 can be derived follow the similar techniques in [21].

Remark 2.4. It is noted that, Algorithm 2.1 and Algorithm 2.2 share the same bilinear form $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$, but differ at the trilinear term and the body force assembling. Later we shall investigate the advantages of modifying the convective term and body force as Algorithm 2.1.

3. Existence and uniqueness of the WG solution

In this section, we discuss the well-posedness of the WG scheme (15)-(16). The main theoretical tool we use is the Leray-Schauder fixed point theorem. First, we shall introduce several operators:

- Let $\pi_T^f/\pi_T^e$ be the local $L^2$-projection onto $P_k(T)/[P_k(T)]^d$. Denote $\pi_h$ as the $L^2$-projection with $\pi_h|_T := \pi_T^f$.
- Let $Q_0$ be the $L^2$-projection onto $[P_k(T)]^d$ and $Q_h$ be the $L^2$-projection onto $[P_k(T)]^d$, respectively. Define the $L^2$-projection $Q_h$ of $\mathbf{u}$ to the WG finite element space $V_h$ by $Q_h \mathbf{u} = \{Q_0 \mathbf{u}, Q_h \mathbf{u}\}$.
- Denote by $R_h$ a local Raviart-Thomas-Necelec interpolator. By construction, we have
  \[R_h R_T Q_h \mathbf{u} = R_h \mathbf{u}.
\]
- Denote by $\mathcal{R}_h$ a projection such that $\mathcal{R}_h \mathbf{q} \in \mathbf{H}(\text{div}, \Omega)^d$ and on each $T \in \mathcal{T}_h$, one has $\mathcal{R}_h \mathbf{q} \in [\mathbb{R} \mathbb{T}_k(T)]^{d \times d}$ and the following equation is satisfied:
  \[\langle \nabla \cdot \mathbf{q}, \mathbf{v} \rangle_T = \langle \nabla \cdot \mathcal{R}_h \mathbf{q}, \mathbf{v} \rangle_T, \forall \mathbf{v} \in [P_k(T)]^2.
\]
- Denote $\Pi_T$ as the local $L^2$-projection to $[\mathbb{R} \mathbb{T}_k(T)]^{d \times d}$.

The following three lemmas have been proved in [35, 45].
Lemma 3.1. For any \( v, w \in V_h \), we have
\[
|a(v, w)| \leq \nu \|v\| \|w\|, \\
a(v, v) = \nu \|v\|^2.
\]

Lemma 3.2. The projection operators \( Q_h \), \( \Pi_T \), and \( \pi_h \) satisfy the following commutative properties:
\[
\nabla_w (Q_h v) = \Pi_T (\nabla v), \quad \forall v \in H^1(\Omega)^d, \\
\nabla_w \cdot (Q_h v) = \pi_h (\nabla \cdot v), \quad \forall v \in H(\text{div}; \Omega).
\]

Lemma 3.3. There exists a positive constant \( \beta \) independent of \( h \) such that
\[
\sup_{v \in V^0_h} \frac{b(v, \rho)}{\|v\|} \geq \beta \|\rho\|, \quad \forall \rho \in W_h.
\]

Lemma 3.4. It holds for all \( r \in [1, 6] \) and all \( v \in V^0_h \),
\[
\|v_0\|_{L^r(\Omega)^d} \lesssim \|v\|. \tag{21} \\
\|R_T(v)\|_{L^r(\Omega)^d} \lesssim \|v\|. \tag{22}
\]
where the hidden constant is independent of both \( h \) and \( v \).

PROOF. By the discrete Sobolev embeddings in \( V^0_h \), it holds ([38], Proposition 5.4)
\[
\|v_0\|_{L^r(\Omega)^d} \leq \|\nabla v_0\| \lesssim \|v\|_1,
\]
where the hidden constant is independent of both \( h \) and \( v \), but possibly depends on \( \Omega, k, r, \) and the mesh regularity parameter. Then (21) follows (10) and the above inequality.

By the estimate ([43], Proposition 3) and the equivalence (10),
\[
\|R_T(v)\|_{L^r(\Omega)^d} \lesssim \|v\|_1 \lesssim \|v\|,
\]
and thus completes the proof.

Next, we are ready to prove the properties for the trilinear term \( c(\cdot, \cdot, \cdot) \).

Lemma 3.5. For \( v = \{v_0, v_h\} \), \( w = \{w_0, w_h\} \), and \( z = \{z_0, z_h\} \) in \( V_h \), we have
\[
c(v, w, w) = 0, \tag{23} \\
|c(v, w, z)| \leq N_h \|v\| \|w\| \|z\|, \tag{24}
\]
where \( N_h \) is a constant independent of \( h \).

PROOF. (A). Proof of (23). From the definition of \( c(\cdot, \cdot, \cdot) \), one has
\[
c(v, w, w) = (\nabla_w v R_T w, R_T w)_{T_h} - (\nabla_w v R_T w, R_T w)_{T_h},
\]
which implies (23).
(B). Proof of (24). It follows from Hölder inequality with exponent (2, 4, 4), Schwartz inequality,
\[
\left| \sum_{T \in T_h} \int_T \nabla w \cdot R_T w \cdot R_T z \right|
\leq \sum_{T \in T_h} \| \nabla w \|_{L^2(T)^3} \| R_T w \|_{L^4(T)^3} \| R_T z \|_{L^4(T)^3}
\leq \left( \sum_{T \in T_h} \| \nabla w \|_{L^2(T)^3}^2 \right)^{1/2} \left( \sum_{T \in T_h} \| R_T w \|_{L^4(T)^3}^2 \right)^{1/2} \left( \sum_{T \in T_h} \| R_T z \|_{L^4(T)^3}^2 \right)^{1/2}
\leq \| v \| \| R_T w \|_{L^4(\Omega)^3} \| R_T z \|_{L^4(\Omega)^3}
\lesssim \| v \| \| w \| \| z \|,
\]
where, we used the embeddings (22) with \( r = 4 \). Similarly, switch \( w \) and \( z \) in the above estimate, we complete the conclusion in (24).

With all these preparations, now we are ready to apply the Leray-Schauder fixed point theorem to the WG Algorithm 2.1 and shows the existence and uniqueness of the solution. To this end, we introduce a discrete divergent free subspace \( D_h \) of \( V_h \) as follows:
\[
D_h = \{ v \in V_h^0 : \nabla w \cdot v = 0 \}.
\]
Then the WG formulation can be reformulated as seeking \( u_h \in D_h \) such that
\[
a(u_h, \nu) + c(u_h, u_h, \nu) = (f, R_T \nu)_{T_h}, \forall \nu \in D_h.
\]
(25)
Let \( F : D_h \to D_h \) be a nonlinear map so that for each \( w \in D_h \), \( \tilde{u}_h := F(w) \in D_h \) is given as the solution of the following linear problem:
\[
a(\tilde{u}_h, \nu) + c(w, \tilde{u}_h, \nu) = (f, R_T \nu)_{T_h}, \forall \nu \in D_h.
\]
(26)
The map \( F \) is clearly continuous and, therefore, compact in the finite dimensional space \( D_h \). If \( \lambda > 0 \) and \( w \) satisfies \( F(w) = \lambda w \), then from above, we have
\[
\lambda a(w, \nu) + \lambda c(w, w, \nu) = (f, R_T \nu)_{T_h}, \forall \nu \in D_h.
\]
By choosing \( \nu = w \) in above equation, we obtain that
\[
\lambda a(w, w) + \lambda c(w, w, w) = (f, R_T w)_{T_h}, \forall w \in D_h.
\]
(27)
It now follows from definition of \( \| . \| \)-norm and (23),
\[
\lambda \nu \| w \|^2 = |(f, R_T w)_{T_h}|.
\]
(28)
By introducing a mesh-dependent norm
\[
\| f \|_{*h} = \sum_{\nu \in D_h} \frac{(f, R_T \nu)_{T_h}}{\| \nu \|},
\]
and therefore,
\[
\lambda \leq \frac{\| f \|_{*h}}{\nu \| w \|}.
\]
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Thus, $\lambda < 1$ holds true for any $w$ being on the boundary of the ball in $D_h$ centered at the origin with radius $\rho > \| f \|_{*h}$. Consequently, the Leray-Schauder fixed point theorem implies that the nonlinear map $F$ defined by (26) has a fixed point $u_h$ such that,

$$F(u_h) = u_h,$$

in any ball centered at the origin with radius $\rho > \| f \|_{*h}$. The fixed point $u_h$ also is a solution of the finite element scheme (15)-(16), which in turn provides a solution of the original WG Algorithm 2.1. There can be summarized in the following theorem.

**Theorem 3.6.** The finite element discretization scheme (15)-(16) has at least one solution $u_h \in D_h$. Moreover, all the solutions of (25) satisfy the following estimates:

$$\| u_h \| \leq \| f \|_{*h}. \quad (29)$$

**Proof.** Not that $u_h \in D_h$ is a solution of (25) if and only if it is a fixed-point of the nonlinear map $F$ has at least one fixed point in the ball of $D_h$ centered at the origin with radius $\rho > \| f \|_{*h}$, then the finite element scheme (25) must have a solution and all the solutions must satisfy the estimate (29).

Next, we show the uniqueness of the solution (25). Let $u_h$ and $\bar{u}_h \in D_h$ be two solutions of the finite element scheme (25). Since both of them satisfy the nonlinear equation (25), let $\phi_h = u_h - \bar{u}_h$, for all $v \in D_h$, we have,

$$a(\phi_h, v) + c(u_h, u_h, v) - c(\bar{u}_h, \bar{u}_h, v) = 0.$$

Observe that,

$$c(u_h, u_h, v) - c(\bar{u}_h, \bar{u}_h, v) = c(\phi_h, u_h, v) + c(\bar{u}_h, \phi_h, v).$$

Thus, for any $v \in D_h$, we have

$$a(\phi_h, v) + c(\bar{u}_h, \phi_h, v) = -c(\phi_h, \bar{u}_h, v).$$

Letting $v = \phi_h$, from (24), the fact that $c(\bar{u}_h, \phi_h, \phi_h) = 0$, and (24), we obtain,

$$\nu \| \phi_h \|^2 = |c(\phi_h, \bar{u}_h, \phi_h)| \leq \mathcal{N}_h \| u_h \| \| \phi_h \|^2.$$

Note that $\bar{u}_h$ is a solution of (25), therefore, substituting back into the right-hand side of (29) yields,

$$\nu \| \phi_h \|^2 \leq \frac{\mathcal{N}_h \| f \|_{*h}}{\nu^2} \| \phi_h \|^2,$$

which implies the uniqueness of the solutions under certain conditions. We summarize the result in the following theorem.

**Theorem 3.7.** Let $\mathcal{N}_h$ be defined in (29). If $\frac{\mathcal{N}_h \| f \|_{*h}}{\nu^2} < 1$ holds, then the WG finite element scheme (25) has at most one solution in the discrete divergence-free subspace $D_h$. 
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4. Main Results

In this section, we discuss the convergence results of the WG scheme. We first derive the error

equations and then analyze the error estimates. Let \( u_h = \{ u_h, u_b \} \in V_h \) and \( p_h \in W_h \) be the solutions to

the WG scheme (15)-(16). Let \( u \) and \( p \) be the exact solutions of (1)-(3). Recall that \( Q_h u = \{ Q_0 u, Q_1 u \} \).

Similarly, the pressure \( p \) is projected onto \( W_h \) by \( \pi_h p \) with \( \pi_h p|_T = \pi_T^k p \). Then the errors \( e_h \) and \( \epsilon_h \) for velocity and pressure are defined as follows,

\[
e_h = \{ e_0, e_b \} = Q_h u - u_h = \{ Q_0 u - u_0, Q_1 u - u_b \}, \quad \epsilon_h = \pi_h p - p_h.
\]

4.1. Error Equation

First we cite the following integration by parts formula and the estimates for projection operators,

which will be used in the error estimate.

**Lemma 4.1.** Let \( D \) denote a simply connected open polyhedral subset of \( \Omega \). For all \( v, w, z \in [H^1(D)]^d \), it holds ([43], Proposition 1)

\[
\int_D (\nabla \times w) \times v \cdot zdx = \int_D \nabla wv \cdot zdx - \int_D \nabla wz \cdot v.
\]

**Lemma 4.2.** For \( v \in W^{s,r}(T) \) and all \( m \in \{0, \cdots, s\} \),

\[
|v - Q_0 v|_{W^{m,r}(T)} \lesssim h_T^{s-m}|v|_{W^{s,r}(T)}.
\]

If \( s \geq 1 \) and \( m \leq s-1 \), it holds,

\[
h_T^{1/r}|v - Q_0 v|_{W^{m,r}(\partial T)} \lesssim h_T^{s-m}|v|_{W^{s,r}(T)}.
\]

In the following estimate, we shall use the case with \( r = 2 \) and \( r = 4 \).

**Lemma 4.3.** For \( v \in H^{k+1}(\Omega) \), \( v \in [H^{k+2}(\Omega)]^d \), we have ([46], Lemma 7.3),

\[
||v - \pi_h v|| \leq C h^{k+1}||v||_{k+1},
\]

\[
||v - R_h v||_{L^q(T)^d} \leq C h^{k+1}||v||_{k+2},
\]

\[
\|\mathbb{R}_h(\nabla v) - \nabla w(Q_h v)\| \leq C h^{k+1}||v||_{k+2},
\]

\[
\|\nabla v - \nabla w Q_h v\| \leq C h^{k+1}||v||_{k+2}.
\]

Then due to the norm equivalence we have the following lemma.

**Lemma 4.4.** For all \( v \in H^1(\Omega)^d \), we have

\[
\|Q_h v\| \leq C_1 ||v||_1
\]

with real number \( C_1 > 0 \) independent of both \( h \) and \( v \).

**Lemma 4.5.** Let \( e_h \) and \( \epsilon_h \) be defined in (31). Then we have

\[
a(e_h, v) + c(e_h, Q_h u, v) + c(u_h, e_h, v) - b(\epsilon_h, v) = \ell_u(v) + \phi_u(v), \forall v \in V_h^0,
\]

\[
b(e_h, q) = 0, \forall q \in W_h,
\]

where

\[
\ell_u(v) = \nu (\mathbb{R}_h(\nabla u) - \Pi_T(\nabla u), \nabla w)_{\mathbb{T}_h} - (\nu \Delta u - \nu \pi_T^{k-1}(\Delta u), v_0 - R_T v)_{\mathbb{T}_h},
\]

\[
\phi_u(v) = c(Q_h u, Q_h u, v) - (\nabla \times u \times u, R_T v)_{\mathbb{T}_h}.
\]
Lemma 3.2, we drive

**Proof.** By integration by parts, the property in (20), adding and subtracting \((\nu R_h(\nabla u), \nabla_w v)\), and Lemma 3.2, we drive

\[
(\nu \Delta u, v_0)_{\mathcal{T}_h} = (\nu \nabla \cdot \nabla u, v_0)_{\mathcal{T}_h} - (\nu R_h(\nabla u), \nabla_w v)_{\mathcal{T}_h}
\]

Multiply both sides of the equation (1) by \(R_T v\), by adding and subtracting \((\nu \Delta u, v_0)\), the above equation, the fact \((v_0 - R_T v, q)_{\mathcal{T}} = 0\) for any \(q \in [P_{k-1}(T)]^d\), integration by parts, (13), and the fact \((p, R_T v \cdot n)_{\partial \mathcal{T}_h} = 0\), it follows,

\[
(f, R_T v)_{\mathcal{T}_h} = -((\nu \Delta u, R_T v)_{\mathcal{T}_h} + (\nabla \times u \times u, R_T v)_{\mathcal{T}_h} + (\nabla p, R_T v)_{\mathcal{T}_h}
\]

Thus, by adding \(c(Q_h u, Q_h u, v)\) to both sides and moving all the other terms to the right hand side, one obtain

\[
\nu(\nabla_w Q_h u, \nabla_w v) + c(Q_h u, Q_h u, v) - (\pi_h p, \nabla_w \cdot v)_{\mathcal{T}_h} = (f, R_T v)_{\mathcal{T}_h} + \ell_u(v) + \phi_u(v).
\]

Furthermore, since

\[
c(Q_h u, Q_h u, v) - c(u_h, u_h, v) = c(Q_h u - u_h, Q_h u, v) + c(u_h, Q_h u, v) - c(u_h, u_h, v)
\]

and then subtracting (15) from (42) implies,

\[
a(e_h, v) + c(e_h, Q_h u, v) + c(u_h, e_h, v) - b(e_h, \nabla_w \cdot v) = \ell_u(v) + \phi_u(v).
\]

By multiplying (2) by \(q \in W_h\) and Lemma 3.2,

\[
0 = (\nabla \cdot u, q)_{\mathcal{T}_h} = (\pi_h(\nabla \cdot u), q)_{\mathcal{T}_h} = (\nabla_w Q_h u_h, q)_{\mathcal{T}_h},
\]

and subtracting (16) from above equation completes the proof.

**Lemma 4.6.** Assume \(w \in [H^{k+2}(\Omega)]^d\), we have the following estimates true for \(v \in V_h\),

\[
|\ell_w(v)| \leq C\nu h^{k+1}\|w\|_{k+2}\|v\|. \quad (42)
\]

**Proof.** By Cauchy-Schwarz inequality, trace inequality, definition of \(\| \cdot \|\), and (37), we have

\[
\nu(R_h(\nabla w) - \nabla_w Q_h w, \nabla_w v) \leq \nu\|R_h(\nabla w) - \nabla_w Q_h w\|\|\nabla_w v\| \leq C\nu h^{k+1}\|w\|_{k+2}\|v\|.
\]
Moreover, by Cauchy-Schwartz inequality, property of $\pi^{-1}_T$, (14), and definition of $\| \cdot \|_1$, it implies,
\[
(\nu \Delta w - \nu \pi^{-1}_T \Delta w, v_0 - R_T v)_{T_h} \leq \| \nu \Delta w - \nu \pi^{-1}_T \Delta w \| v_0 - R_T v \|^{1/2} \\
\leq \nu h^k \| w \|_{k+2} \left( \sum_{T \in T_h} h \| v_0 - v_b \|^{2/\partial T} \right)^{1/2} \\
\leq \nu h^{k+1} \| w \|_{k+2} \| v \|_1 \\
\leq \nu h^{k+1} \| w \|_{k+2} \| v \|. 
\]

Combining the above two estimates, we completes the proof.

**Lemma 4.7.** Let $w \in [H^{k+2}(\Omega)]^d$ and $v \in V^0_h$, then we have
\[
|\phi_w(v)| \leq C h^{k+1} \| w \|_{k+2} \| v \|_2. 
\]

**Proof.** For any $v \in V^0_h$, integration by parts (32) gives
\[
(\nabla \times w \times w, R_T v)_{T_h} = \sum_{T \in T_h} \int_T (\nabla \times w) \times w \cdot R_T v dx \\
= \sum_{T \in T_h} \int_T (\nabla w w \cdot R_T v - \nabla w R_T v \cdot w) dx.
\]

Thus, by the above equation and the definition of $c(\cdot, \cdot, \cdot)$ one has,
\[
(\nabla \times w \times w, R_T v)_{T_h} - c(Q_h w, Q_h w, v) \\
= \sum_{T \in T_h} \int_T (\nabla w Q_h w R_T Q_h w \cdot R_T v - \nabla w Q_h w R_T v \cdot R_T Q_h w) dx \\
- \sum_{T \in T_h} \int_T (\nabla w Q_h w R_T Q_h w \cdot R_T v - \nabla w Q_h w R_T v \cdot R_T Q_h w) dx \\
= \sum_{T \in T_h} \int_T (\nabla w - \nabla w Q_h w) \cdot R_T v dx + \sum_{T \in T_h} \int_T (\nabla w Q_h w - \nabla w) R_T v \cdot w dx \\
+ \sum_{T \in T_h} \int_T \nabla w Q_h w (w - R_T Q_h w) \cdot R_T v dx + \sum_{T \in T_h} \int_T \nabla w Q_h w R_T v \cdot (R_T Q_h w - w) dx.
\]

Next, we shall estimate the terms $I_1, \ldots, I_4$.

(A) Estimate of $I_1$. First, we add and subtract $\pi^0_T w$ in the second factor, and then derive
\[
I_1 = \sum_{T \in T_h} \int_T (\nabla w - \nabla w Q_h w) (w - \pi^0_T w) \cdot R_T v dx + \sum_{T \in T_h} \int_T (\nabla w - \nabla w Q_h w) \pi^0_T w \cdot R_T v dx \\
:= I_{1,1} + I_{1,2}.
\]

By Hölder inequalities with exponents $(2, 4, 4)$, Cauchy Schwartz inequality, (37), the embedding $H^1(T) \hookrightarrow
\[ L^4(T), \text{ and } (22), \text{ we have} \]

\[
|I_{1,1}| \leq \sum_{T \in \mathcal{T}_h} \| \nabla w - \nabla w Q_h w \|_{L^2(T)^{d \times d}} \| w - \pi^0_T w \|_{L^4(T)^d} \| R_T v \|_{L^4(T)^d}
\]

\[
\leq \sum_{T \in \mathcal{T}_h} \| \nabla w - \nabla w Q_h w \|_{L^2(T)^{d \times d}} \sum_{T \in \mathcal{T}_h} \| \nabla (w - \pi^0_T w) \|_{L^2(T)^d} \sum_{T \in \mathcal{T}_h} \| R_T v \|_{L^4(T)^d}
\]

\[
\leq h^{k+1} \| w \|_{k+2} \| v \|_2,
\]

where, in the last step, we have used the discrete Sobolev embedding (22) with \( r = 4 \). By integration by parts, the definition of \( \nabla w \), the identity \( \nabla (w \times z) = (\nabla \cdot z) w + \nabla w z \), the fact \( (w - Q_0 w, Q) = 0 \) for any \( q \in [P_k(T)]^d \), the fact \( (w - Q_0 w, q)_{\partial T} = 0 \) for any \( q \in [P_k(\partial T)]^d \), Hölder inequality with exponent \((4,2,4)\), one obtains,

\[
I_{1,2} = \sum_{T \in \mathcal{T}_h} \int_T (\nabla w - \nabla w Q_h w) \pi^0_T w \cdot R_T v \, dx
\]

\[
= - \sum_{T \in \mathcal{T}_h} \int_T (w - Q_0 w) \cdot R_T v \, dx
\]

\[
\leq \sum_{T \in \mathcal{T}_h} \int_{\partial T} (u - Q_0 u) \cdot R_T v \, ds \]

\[
\leq \sum_{T \in \mathcal{T}_h} \int_{\partial T} (u - Q_0 u) \cdot R_T v \, ds
\]

\[
\leq \sum_{T \in \mathcal{T}_h} \| w - Q_0 w \|_{L^4(\partial T)^3} \| R_T v \|_{L^2(\partial T)^3} \| \pi^0_T w \|_{L^4(\partial T)^3}
\]

\[
\leq C h^{k+1} \| w \|_{k+2} \| v \|_2.
\]

where we have used the inequalities (44)-(46) below.

By adding and subtracting \( Q_0 w \), property of \( Q_0 \), trace inequality (34), and the embedding \( W^{k+1,4}(T) \hookrightarrow H^{k+2}(T) \), we have,

\[
\| w - Q_0 w \|_{L^4(\partial T)^3} \leq \| w - Q_0 w \|_{L^4(\partial T)^3} + \| Q_0 (Q_0 w - w) \|_{L^4(\partial T)^3}
\]

\[
\leq \| w - Q_0 w \|_{L^4(\partial T)^3}
\]

\[
\leq h^{k+1-1/4} \| w \|_{W^{k+4,4}(T)} \lesssim h^{k+1-1/4} \| w \|_{k+2}.
\]

By the property of projection \( \pi^0_T \), trace inequality, adding and subtracting \( v_0 \), inverse inequality, (22), (14), (9), and (10), it implies

\[
\| R_T v - \pi^0_T R_T v \|_{L^2(\partial T)^3} \leq h^{1/2} \| \nabla R_T v \|_{T}
\]

\[
\leq h^{1/2} \| \nabla R_T v - v_0 \|_{T} + \| v_0 \|_{T}
\]

\[
\leq C h^{1/2} h^{-1} \| R_T v - v_0 \|_{T} + \| v_0 \|_{T}
\]

\[
\leq C h^{1/2} h^{-1} \| v_0 - v_0 \|_{\partial T} + \| v_0 \|_{T}
\]

\[
\leq C h^{1/2} \| v \|.
\]
By $L^4$-boundedness of $\pi_T^0$, trace inequality (34), and the embedding $W^{1,4}(T) \hookrightarrow H^2(T)$, we have
\begin{equation}
\|\pi_T^0 w\|_{L^4(\partial T)^3} \leq \|w\|_{L^4(\partial T)^3} \leq h_T^{-1/4}\|w\|_{W^{1,4}(T)} \leq h_T^{-1/4}\|w\|_{2,T}.
\end{equation}

(B). Estimate of $I_2$. We add $\pi_T^0 w$ to the third factor, and then
\begin{equation}
I_2 = \sum_{T \in T_h} \int_T (\nabla w Q_h w - \nabla w) R_T v \cdot (w - \pi_T^0 w) dx + \sum_{T \in T_h} \int_T (\nabla w Q_h w - \nabla w) R_T v \cdot \pi_T^0 w dx
\end{equation}
\begin{equation}
= I_{2,1} + I_{2,2}
\end{equation}
By Hölder inequalities with exponents $(2,4)$, bound (22), embedding $L^4(T) \hookrightarrow H^1(T)$, we have,
\begin{align}
|I_{2,1}| & = \sum_{T \in T_h} \|\nabla w Q_h w - \nabla w\|_{L^2(T)} \|\pi_T^0 w\|_{L^4(T)} \|w - \pi_T^0 w\|_{L^4(T)} \\
& \leq Ch^{k+1} \|w\|_{k+2} \|v\|_{2} \|w\|_{2}
\end{align}
Then, we can rewrite
\begin{equation}
I_{2,2} = \sum_{T \in T_h} \int_T (\nabla w Q_h w - \nabla w) R_T v \cdot \pi_T^0 w dx = \sum_{T \in T_h} \int_T (\nabla w Q_h w - \nabla w) : \pi_T^0 w \bigotimes R_T v dx.
\end{equation}
By integration by parts, the fact $\pi_T^0 w \bigotimes R_T v \in [RT^k(T)]^{d \times d}$, the definition of $\nabla w$, (12), and the property of projection operator $Q_0$ and $Q_b$, we get
\begin{align}
I_{2,2} & = - \sum_{T \in T_h} \int_T (Q_0 w - w) \cdot \nabla (\pi_T^0 v \bigotimes R_T v) dx + \sum_{T \in T_h} \int_{\partial T} (Q_0 w - w) \cdot (\pi_T^0 w \bigotimes R_T v) \cdot n ds \\
& = - \sum_{T \in T_h} \int_T (Q_0 w - w) \cdot (\pi_T^0 w \nabla \cdot R_T v) dx + \sum_{T \in T_h} \int_{\partial T} (Q_0 w - w) \cdot (\pi_T^0 w (R_T v \cdot n)) ds \\
& = - \sum_{T \in T_h} \int_T (Q_0 w - w) \cdot (\pi_T^0 w \nabla \cdot R_T v) dx + \sum_{T \in T_h} \int_{\partial T} (Q_0 w - w) \cdot (\pi_T^0 w (v_b \cdot n)) ds \\
& = 0.
\end{align}
(C). Estimate of $I_3$. By the fact $R_T Q_h w = R_h w$, Hölder inequality with exponent $(2,4)$, (36), the embedding $W^{k+1,4}(T) \hookrightarrow H^{k+2}(T)$, and (22), it follows,
\begin{align}
I_3 & = \sum_{T \in T_h} \int_T \nabla w Q_h w (w - R_T Q_h w) \cdot R_T v dx \\
& = \sum_{T \in T_h} \int_T \nabla w Q_h w (w - R_h w) \cdot R_T v dx \\
& \leq \sum_{T \in T_h} \|\nabla w Q_h w\|_{L^2(T)^{d \times d}} \|w - R_h w\|_{L^4(T)^{d}} \|R_T v\|_{L^4(T)^{d}} \\
& \leq Ch^{k+1} \|Q_h w\|_{k+2} \|v\|_2 \\
& \leq Ch^{k+1} \|w\|_{k+2} \|v\|_2.
\end{align}
(D). Estimate of $I_4$. By the fact $R_T Q_h w = R_h w$, Hölder inequality with exponent $(2,4)$, (22), (36), and the embedding $W^{k+1,4}(T) \hookrightarrow H^{k+2}(T)$, it follows,
\[ I_4 = \sum_{T \in T_h} \int_T \nabla_w Q_h w R_T v \cdot (R_T Q_h w - w) \, dx \]
\[ = \sum_{T \in T_h} \int_T \nabla_w Q_h w R_T v \cdot (R_h w - w) \, dx \]
\[ \leq \sum_{T \in T_h} \| \nabla_w Q_h w \|_{L^2(T)} \cdot \| R_T v \|_{L^4(T)} \cdot \| R_h w - w \|_{L^4(T)} \]
\[ \leq C h^{k+1} \| Q_h w \| \| v \| \| w \|_{k+2} \]
\[ \leq C h^{k+1} \| w \|_2 \| v \| \| w \|_{k+2}. \]

Lastly, by combining all above we complete the proof.

4.2. Error Estimates

First, by Helmholtz decomposition, we can denote \( f = g + \nabla \psi \), where \( g \) is the curl of a function in \( H(\text{curl}; \Omega) \) whose tangent trace vanishes on \( \partial \Omega \) and \( \psi \in H^1(\Omega) \). As shown in [43], by taking \( v = u \), \( q = p - \psi \) in (4) and (5), one has
\[ \nu \| \nabla u \|^2 = (g, u) \leq \| g \| \| u \| \leq C \| g \| \| \nabla u \|, \]
where we have used Poincare theorem in the last step. Thus, the exact solution is only bounded by solenoidal part of \( f \):
\[ \| \nabla u \| \lesssim \nu^{-1} \| g \|. \quad (48) \]

Now, combining all the estimates above, we have the following overall error estimates of the WG scheme (15)-(16).

**Theorem 4.8.** We assume the following holds, for the solenoidal component of the body force \( f \),
\[ \| g \| \leq C_3 \nu^2, \quad (49) \]
where the constant \( C_3 \) will be specified later. Let \( (u, p) \) are the solutions to (4)-(5), \( u \in [H^1_0(\Omega) \cap H^{k+2}(\Omega)]^d \), \( k \geq 0 \), and \( (u_h, p_h) \in V_h \times W_h \) be the solutions of (15)-(16), respectively. Then the following error estimate holds
\[ \| e_h \| \leq C h^{k+1} (1 + \nu^{-1} \| u \|_2) \| u \|_{k+2} \quad (50) \]
\[ \| e_h \| \leq C h^{k+1} (\nu + \| u \|_2) \| u \|_{k+2} \quad (51) \]

**Proof.** (A). Estimate on the velocity error \( e_h \). Let \( q = e_h \) and \( v = e_h \) in the error equation (40), and one gets
\[ a(e_h, e_h) + c(e_h, Q_h u, v) = \ell_u(e_h) + \phi_u(e_h). \]
By (24), Lemma 4.4, bound (48), and thus \( \| Q_h u \| \leq C r \| \nabla u \| \leq C \nu^{-1} \| g \| \), where the constant \( C \) contains the interpolation and Poincare constants. It follows, \[ \text{Left} := a(e_h, e_h) + c(e_h, Q_h u, e_h) = \nu \| e_h \|^2 + c(e_h, Q_h u, e_h) \geq (\nu - \mathcal{N}_h \| Q_h u \|) \| e_h \|^2 \geq (\nu - \nu^{-1} \mathcal{N}_h C \| g \|) \| e_h \|^2 \geq C_2 \nu \| e_h \|^2, \]
here we have used \( \|g\| \leq C_3 \nu^2 \), where \( C_3 = \frac{(1 - C_2)}{N_h C} \). Combining (42)-(43), we obtain,

\[
\text{Right} := \ell_u(e_h) + \phi_u(e_h) \leq C \nu h^{k+1} \|u\|_{k+2} \|e_h\| + C h^{k+1} \|u\|_{k+2} \|e_h\|,
\]

and thus all above imply

\[
\|e_h\| \leq C h^{k+1} (1 + \nu^{-1} \|u\|_2) \|u\|_{k+2}.
\]

(B). Estimate on the pressure error \( \epsilon_h \). By inf-sup condition Lemma 3.3, error equation (40), Lemma 3.1, (42)-(43), \( \|g\| \lesssim \nu^2 \), and \( \|Q_h u\| \leq C \|\nabla u\| \leq C \nu^{-1} \|g\| \lesssim \nu \), we conclude,

\[
\|\epsilon_h\| \leq \sup_{v \in V_h^0} \frac{|b(v, \epsilon_h)|}{\|v\|} = \sup_{v \in V_h^0} \frac{|-\nu a(e_h, v) - c(e_h, Q_h u, v) + \ell_u(v) + \phi_u(v)|}{\|v\|} \\
\leq \nu \|e_h\| + \|e_h\| \|Q_h u\| + \nu h^{k+2} \|u\|_{k+2} + C h^{k+1} \|u\|_{k+2} \|u\|_2 \\
\leq C h^{k+1} (\nu + \|u\|_2) \|u\|_{k+2}.
\]

**Remark 4.9.** In comparison, by Algorithm 2.2, one can derive the error estimate using the similar argument. Here we omit the proof but only introduce the following error estimates. Let \( (u^n, p^n) \in H^2(\Omega) \cap H_0^1(\Omega)^d \times (L^2(\Omega) \cap H^{k+1}(\Omega)) \), \( k \geq 0 \), and \( (\hat{u}_h, \hat{p}_h) \in V_h \times W_h \) be the solution of (1)-(3) and weak Galerkin Algorithm 2.2, respectively. If we have \( \|f\| \lesssim \frac{\nu^2}{N_h C} \), the following error estimates hold:

\[
\|Q_h u - \hat{u}_h\| \leq C h^{k+1} \left( (1 + \nu^{-1} \|u\|_2) \|u\|_{k+2} + \nu^{-1} \|p\|_{k+1} \right), \tag{52}
\]

\[
\|\pi_h p - \hat{p}_h\| \leq C h^{k+1} \left( (\nu + \|u\|_2) \|u\|_{k+2} + \|p\|_{k+1} \right). \tag{53}
\]

**Remark 4.10.** The error estimates in Theorem 4.8 and Remark 4.9 indicate that:

- Error estimate in Theorem 4.8 is established under a data smallness condition which only involves the solenoidal part of the body force; the errors are independent of the pressure.
- Error estimate in Remark 4.9 is established under a data smallness condition which depends on the full body force; the errors are depending on the velocity and pressure.
- Due to the independence of irrotational body force and pressure, Algorithm 2.1 shows the robustness with respect to irrotational body force and pressure.

5. **Numerical Experiment**

In this section, we present several two dimensional numerical experiments to demonstrate the effectiveness of the proposed scheme. Test 5.1-Test 5.6 will be performed on the uniform triangular mesh, with mesh size \( h \). In all the numerical experiments, we use Newton’s method to linearize the nonlinear discrete problem:

\[
\nu a(u_h^{n+1}, v^{n+1}) + c(u_h^{n+1}, u_h^{n+1}, v) + c(u_h^{n+1}, u_h^{n+1}, v) + b(v, p_h^{n+1}) = (f, R_T(v)) + c(u_h^n, u_h^n, v). \tag{54}
\]

In the Newton solver, we shall take \( (u_h^0, p_h^0) \) as the solution for the corresponding Stokes solver and then proceed the iteration (54) until stopping criterion \(|(u_h^{n+1}, p_h^{n+1})^\top - (u_h^n, p_h^n)^\top| < 1E-10\) or \#Iteration > 1E3 is satisfied.
5.1. Convergence Test

In this test, we choose smooth exact solutions and report the convergence results. Let $\Omega = (0, 1)^2$ and the exact solutions are chosen as follows

$$u = \begin{pmatrix} 10x^2y(x-1)^2(2y-1)(y-1) \\ -10xy^2(2x-1)(x-1)(y-1)^2 \end{pmatrix}, \quad p = 10(2x-1)(2y-1).$$

We perform the WG simulation by Algorithm 2.1 and Algorithm 2.2 for various viscosity values and WG element, including $\nu = 1, 1E-2, 1E-4$ and $k = 0, 1, 2$ and the numerical results are presented in Table 1-3. We observe:

- For viscosity value $\nu = 1, 1E-2, 1E-4$, both algorithms produce an approximation with convergence rate $O(h^{k+1}), O(h^{k+2}), O(h^{k+1})$ for the velocity errors measured in $\| \cdot \|_2$-norm, $\| \cdot \|_\infty$-norm, and pressure error measured in $L^2$-norm, as long as the nonlinear solver converges.

- For viscosity value $\nu = 1$ and low order polynomial $k = 0, 1$, WG Algorithm 2.1 produce better numerical results with 8X improvement in velocity and 6X improvement in pressure than that of Algorithm 2.2. But when $k = 2$, Algorithm 2.2 produce slightly better velocity error and the same order pressure approximation comparing to that from Algorithm 2.1. The velocity produced by Algorithm 2.2 has 2X improvement. This is because that by employing WG element $k = 2$, the pressure (quadratic function in this case) is fully resolved by WG Algorithm 2.2 and will not affect the velocity approximation. But the inconsistent error by Algorithm 2.1 is dominate.

- For viscosity value $\nu = 1E-2$, the velocity approximation in Algorithm 2.2 is deteriorated for $k = 0, 1$. One can observe that velocity error is increased by 100 times comparing to that of $\nu = 1$. The pressure error remains the same. In contrary, by Algorithm 2.1, the velocity error remains the same but the pressure error is reduced by 100 times comparing to that from $\nu = 1$. However, for $k = 2$, as the pressure is fully resolved, Algorithm 2.2 produce the similar simulation as that from Algorithm 2.1.

- For viscosity value $\nu = 1E-4$, Algorithm 2.2 with low polynomial order $k = 0$ and 1 does not converge within the maximum iteration number. Contrarily, Algorithm 2.2 is still robust to produce better numerical results, which has the same order in velocity error and $1/\nu$ smaller pressure error. Moreover, one can observe that, the pressure approximation converges at the super-convergence rate $O(h^{k+2})$. When the pressure variable is fully resolved by WG element $k = 2$, both of Algorithm 2.1 and Algorithm 2.2 can provide good numerical solution, while the error through Algorithm 2.2 is slightly smaller.

All the observations agree with our theoretical conclusions in Theorem 4.8 and Remark 4.9, and thus show the robustness of Algorithm 2.1.

5.2. No Flow Test

In this test, we shall compare the approximation for zero velocity by WG Algorithm 2.1 and WG Algorithm 2.2. Let $\Omega = (0, 1)^2$ and the velocity field is given by

$$u = (0, 0)^\top.$$

The pressure is defined as

$$p = -\frac{Ra}{2} y^2 + Ra y - \frac{Ra}{3},$$

where $Ra = 1000$. 
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Table 1: Example 5.1: Error Profiles and Convergence Results for $k = 0$.  

| $1/h$ | $\|\mathbf{e}_h\|$ | Rate | $\|\mathbf{e}_0\|$ | Rate | $\|\epsilon_h\|$ | Rate | $\|\mathbf{e}_h\|$ | Rate | $\|\mathbf{e}_0\|$ | Rate | $\|\epsilon_h\|$ | Rate |
|-------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|
| $k = 0, \nu = 1$ | | | | | | | | | | | | |
| 16    | 3.26E-1         |      | 8.72E-3         |      | 6.31E-1         |      | 5.73E-2         |      | 1.10E-3         |      | 1.17E-2         |      |
| 32    | 1.68E-1 0.95    | 1.90 | 3.00E-1 1.07    |      | 2.89E-2 0.99    | 1.95 | 5.32E-3 1.14    |      |
| 64    | 8.50E-2 0.98    | 1.97 | 1.44E-1 1.06    |      | 1.45E-2 1.00    | 1.99 | 2.57E-3 1.05    |      |
| 128   | 4.27E-2 0.99    | 1.99 | 6.98E-2 1.04    |      | 7.23E-3 1.00    | 1.99 | 1.28E-3 1.01    |      |

| $k = 0, \nu = 1E - 2$ | | | | | | | | | | | | |
| 16    | 29.4            | 1.42 | 5.73E-2         |      | 1.11E-3         |      | 1.73E-4         |      |
| 32    | 16.7 0.82       | 1.56 | 3.20E-01 2.15   |      | 2.85E-4 1.95    | 1.47 | 6.24E-5 1.47    |      |
| 64    | 8.46 0.98       | 2.06 | 1.43E-01 1.16   |      | 7.20E-5 1.99    | 2.70E-5 1.21 |
| 128   | 4.25 0.99       | 2.02 | 6.97E-02 1.04   |      | 1.29E-5 2.00    | 1.06 |

| $k = 0, \nu = 1E - 4$ | | | | | | | | | | | | |
| 16    | -                | -    | -                | -    | -                | -    | -                | -    |
| 32    | -                | -    | -                | -    | -                | -    | -                | -    |
| 64    | -                | -    | -                | -    | -                | -    | -                | -    |
| 128   | -                | -    | -                | -    | -                | -    | -                | -    |

Table 2: Example 5.1: Error Profiles and Convergence Results for $k = 1$.  

| $1/h$ | $\|\mathbf{e}_h\|$ | Rate | $\|\mathbf{e}_0\|$ | Rate | $\|\epsilon_h\|$ | Rate | $\|\mathbf{e}_h\|$ | Rate | $\|\mathbf{e}_0\|$ | Rate | $\|\epsilon_h\|$ | Rate |
|-------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|-----------------|------|
| $k = 1, \nu = 1$ | | | | | | | | | | | | |
| 16    | 1.05E-2         |      | 9.21E-5         |      | 2.04E-2         |      | 2.37E-3         |      | 1.98E-5         |      | 9.27E-4         |      |
| 32    | 2.66E-3 1.99    | 2.98 | 5.09E-3 2.00    |      | 6.00E-4 1.98    | 2.98 | 2.52E-4 2.05    |      |
| 64    | 6.68E-4 1.99    | 2.99 | 1.27E-3 2.00    |      | 1.51E-4 1.99    | 2.99 | 5.44E-5 2.04    |      |
| 128   | 1.67E-4 2.00    | 2.99 | 3.18E-4 2.00    |      | 3.78E-5 2.00    | 2.99 | 1.34E-5 2.02    |      |

| $k = 1, \nu = 1E - 2$ | | | | | | | | | | | | |
| 16    | 1.04            |      | 9.17E-3         |      | 2.04E-2         |      | 2.37E-3         |      | 1.98E-5         |      | 9.32E-6         |      |
| 32    | 2.63E-1 1.99    | 2.98 | 5.09E-3 2.00    |      | 6.00E-4 1.98    | 2.98 | 2.52E-4 2.06    |      |
| 64    | 6.59E-2 1.99    | 2.99 | 1.27E-3 2.00    |      | 1.51E-4 1.99    | 2.99 | 5.44E-7 2.04    |      |
| 128   | 1.65E-2 2.00    | 2.99 | 3.18E-4 2.00    |      | 3.78E-5 2.00    | 2.99 | 1.34E-7 2.02    |      |

| $k = 1, \nu = 1E - 4$ | | | | | | | | | | | | |
| 16    | -                | -    | -                | -    | -                | -    | -                | -    |
| 32    | -                | -    | -                | -    | -                | -    | -                | -    |
| 64    | -                | -    | -                | -    | -                | -    | -                | -    |
| 128   | -                | -    | -                | -    | -                | -    | -                | -    |
As the theoretical conclusions in Theorem 4.8, we expect numerical approximation gives 0 for velocity. However, as the dependence of pressure for the error estimate in (52), we cannot expect Algorithm 2.2 produces very well simulation for polynomial degree less than 2. We perform the WG simulation on the mesh with size $h = 1/40$ and $k = 0$ and the numerical solutions are presented in Fig. 1. The pattern of numerical solutions validate the theoretical conclusions.

![Figure 1: Example 5.2: Plots of WG approximation on mesh $h = 1/40$ with $k = 0$ for: (a)$u_1$ by Algorithm 2.2; (a)$u_2$ by Algorithm 2.2; (c)$p$ by Algorithm 2.2; (d)$u_1$ by Algorithm 2.1; (e)$u_2$ by Algorithm 2.1; (e)$p$ by Algorithm 2.1;](image-url)
5.3. L-shape Benchmark

In this test, let the domain \( \Omega = (-1, 1)^2 \setminus [0, 1] \times [-1, 0] \) and the exact solutions are chosen as follows:

\[
\mathbf{u} = \begin{pmatrix} \sin(\pi x) \sin(\pi y) \\ \cos(\pi x) \cos(\pi y) \end{pmatrix}, \quad p = r^{2/3} \sin\left(\frac{2\theta}{3}\right),
\]

where \( r, \theta \) are in the polar coordinates. As we know, the velocity is smooth and the regularity of pressure is approximately \( H^{1.67} \). We shall show the advantages of Algorithm 2.1 to Algorithm 2.2 by performing simulations with varying degrees in weak Galerkin finite elements. Let \( \nu = 1 \), we shall perform Algorithm 2.1 and Algorithm 2.2 to compare their corresponding numerical performance. The coarsest mesh is shown in Fig. 2 and then the next level of mesh is derived by uniform refining the previous level of the mesh.

Figure 2: Example 5.3: Illustration of initial mesh.

Figure 3: Example 5.3: Plots of convergence results for \( \| \mathbf{e}_h \| \): (a) WG Algorithm 2.2; (b) WG Algorithm 2.1.
The error profiles and convergence results are plotted in Fig. 3-Fig. 5. As one can see from the left columns in these figures that the convergence rate of Algorithm 2.2 for $\|e_h\|$ is limited by $O(h^2)$, $\|e_h\|$ is limited by $O(h^3)$, and $\|\epsilon_h\|$ is limited by $O(h^2)$ even for high polynomial degrees. This is because, the regularity of pressure will affect the simulation properties in Algorithm 2.2. However, for all the simulations carried out by Algorithm 2.1, we can achieve the optimal rate in convergence, which is $O(h^{k+1})$, $O(h^{k+2})$, and $O(h^{k+1})$ for the errors measured in $\|e_h\|$, $\|e_h\|$, and $\|\epsilon_h\|$, respectively. This observation again validate the robustness of the proposed numerical scheme.

Figure 4: Example 5.3: Plots of convergence results for $\|e_h\|$: (a) WG Algorithm 2.2; (b) WG Algorithm 2.1.

Figure 5: Example 5.3: Plots of convergence results for $\|\epsilon_h\|$: (a) WG Algorithm 2.2; (b) WG Algorithm 2.1.
5.4. Kovasznay Flow Benchmark

Let Ω = (−0.5, 1.5) × (0, 2) and the exact solution is chosen as the Kovasznay flow solution [23].

\[
\begin{align*}
\mathbf{u}_1(x, y) &= 1 - \exp(\lambda x) \cos(2\pi y), \\
\mathbf{u}_2(x, y) &= \frac{\lambda}{2\pi} \exp(\lambda x) \sin(2\pi y) \\
p(x, y) &= -\frac{1}{2} \exp(2\lambda x) + \frac{\lambda}{2} (\exp(4\lambda) - 1)
\end{align*}
\]

with \( \lambda = \frac{\text{Re}}{2} - \sqrt{\frac{\text{Re}^2}{4} + 4\pi^2} \) and \( \text{Re} = \frac{1}{(2\nu)} \).

We shall perform Algorithm 2.1 for various viscosity values, including \( \nu = 1, 1\times10^{-1}, 1\times10^{-2}, \) and \( 1\times10^{-3} \). The corresponding numerical solutions in velocity are plotted in Fig. 6-Fig. 7. All the results match with the exact solutions very well.

![Streamline plots of \( \mathbf{u}_h \) corresponding to: (a) \( \nu = 1 \); (b) \( \nu = 1\times10^{-1} \).](image-url)
5.5. Robustness of Irrotational body forces

In this test, we shall demonstrate the robustness of the proposed method for large irrotational body forces. Let $\Omega = (0, 1)^2$ and exact solutions are given by

$$\mathbf{u} = \begin{pmatrix} -y \\ x \end{pmatrix}, \quad p = \lambda x^3 + \frac{x^2 + y^2}{2} - \frac{1}{4}. $$

It is easy to check that the force is purely irrotational, as computed below,

$$\mathbf{f} = \begin{pmatrix} 3\lambda x^2 \\ 0 \end{pmatrix}. $$

In the experiment, we take $\lambda = 10$ and $\lambda = 1E+6$ and consider polynomial degrees $k = 0, 1, 2$ to carry out Algorithm 2.1 and Algorithm 2.2.

The streamline plots are shown in Fig. 8-9. As one can observe that by increasing the value in $\lambda$ will change the numerical velocity noticeably for Algorithm 2.2. Actually, as $\lambda = 1E6$, the simulation by Algorithm 2.2 will produce a wrong solution on $h = 1/40$ and $k = 0$. The numerical performance for Algorithm 2.2 is illustrated in Fig. 9, from which we can notice the robustness with respect to the irrotational body forces. By comparing the two sub-figures in Fig. 9, one can not find the difference in the streamline plot of velocity $\mathbf{u}_h$.

Next, the error profiles and convergence results are reported in Table 4 and Table 5. One can notice the significant error increasing from $\lambda = 10$ to $\lambda = 1E6$ in Table 4. However, we can notice that, by employing Algorithm 2.1, the error for velocity is almost 0. It shows that even by the constant WG element, Algorithm 2.1 can produce nearly exact velocity and pressure simulation.
Figure 8: Example 5.5: Streamline Plots of WG Algorithm 2.2 on mesh $h = 1/40$ and $k = 0$ with (a) $\lambda = 10$; (b) $\lambda = 1E+6$.

Figure 9: Example 5.5: Streamline Plots of WG Algorithm 2.1 on mesh $h = 1/40$ and $k = 0$ with (a) $\lambda = 10$; (b) $\lambda = 1E+6$. 
Table 4: Example 5.4: Error Profiles and Convergence Results for WG Algorithm 2.2.

| $1/h$ | $\|e_h\|$ Rate | $\|e_0\|$ Rate | $\|e_h\|$ Rate | $\|e_h\|$ Rate | $\|e_0\|$ Rate | $\|e_h\|$ Rate |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|
| $\lambda = 10$ | |
| $k = 0$ | |
| 16 | 2.82E-1 | 6.89E-3 | 2.09E-1 | |
| 32 | 1.43E-1 | 0.98 | 1.78E-3 | 1.95 | 1.41E-1 | 0.57 | 1.24E+4 | 1.32E+2 | 1.77E+5 |
| 64 | 7.17E-2 | 0.99 | 4.50E-4 | 1.98 | 8.40E-2 | 0.74 | 6.94E+3 | 0.84 | 4.11E+1 | 1.69 | 2.17E+4 | 3.03 |
| 128 | 3.59E-2 | 1.00 | 1.13E-4 | 1.99 | 4.66E-2 | 0.85 | 3.49E+3 | 0.99 | 1.07E+1 | 1.94 | 5.30E+3 | 2.03 |
| $k = 1$ | |
| 16 | 5.37E-3 | 4.78E-5 | 9.14E-3 | |
| 32 | 1.36E-3 | 1.99 | 6.06E-6 | 2.98 | 2.30E-3 | 1.99 | 1.31E+2 | 1.99 | 5.85E-1 | 2.99 | 2.21E+2 | 1.92 |
| 64 | 3.40E-4 | 1.99 | 7.64E-7 | 2.99 | 5.76E-4 | 2.00 | 3.30E+1 | 1.99 | 7.37E-2 | 2.99 | 5.57E+1 | 1.99 |
| 128 | 8.52E-5 | 2.00 | 9.58E-8 | 2.99 | 1.44E-4 | 2.00 | 8.27 | 2.00 | 9.25E-3 | 2.99 | 1.39E+1 | 2.00 |
| $k = 2$ | |
| 16 | 4.49E-5 | 2.40E-7 | 4.25E-5 | |
| 32 | 5.65E-6 | 2.99 | 1.51E-8 | 3.99 | 5.32E-6 | 3.00 | 5.65E-1 | 2.99 | 1.51E-3 | 3.99 | 5.32E-1 | 3.00 |
| 64 | 7.08E-7 | 3.00 | 9.48E-10 | 3.99 | 6.65E-7 | 3.00 | 7.08E-2 | 3.00 | 9.48E-5 | 3.99 | 6.65E-2 | 3.00 |
| 128 | 8.86E-8 | 3.00 | 5.94E-11 | 4.00 | 8.39E-8 | 2.99 | 8.85E-3 | 3.00 | 5.93E-6 | 4.00 | 8.31E-3 | 3.00 |

Table 5: Example 5.4: Error Profiles and Convergence Results for WG Algorithm 2.1.

| $1/h$ | $\|e_h\|$ Rate | $\|e_0\|$ Rate | $\|e_h\|$ Rate | $\|e_h\|$ Rate | $\|e_0\|$ Rate | $\|e_h\|$ Rate |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|
| $\lambda = 10$ | |
| $k = 0$ | |
| 16 | 1.91e-13 | - | 4.37E-15 | - | 1.72E-13 | - | 1.91e-11 | - | 7.71E-13 | - | 1.43E-09 | - |
| 32 | 3.81e-13 | - | 1.35E-14 | - | 5.37E-13 | - | 1.61e-11 | - | 4.73E-13 | - | 8.75E-10 | - |
| 64 | 8.75e-13 | - | 5.55E-14 | - | 2.18E-12 | - | 1.71e-11 | - | 4.89E-13 | - | 6.11E-10 | - |
| 128 | 2.31e-12 | - | 2.27E-13 | - | 8.73E-12 | - | 2.01e-11 | - | 6.49E-13 | - | 1.63E-09 | - |
| $k = 1$ | |
| 16 | 3.04E-13 | - | 4.51E-15 | - | 5.50E-13 | - | 2.62E-11 | - | 1.14E-12 | - | 1.51E-09 | - |
| 32 | 6.11E-13 | - | 2.10E-14 | - | 2.93E-12 | - | 2.96E-11 | - | 1.95E-12 | - | 2.20E-09 | - |
| 64 | 1.36E-12 | - | 8.43E-14 | - | 5.47E-12 | - | 3.06E-11 | - | 2.12E-12 | - | 2.90E-09 | - |
| 128 | 3.67E-12 | - | 3.68E-13 | - | 4.52E-11 | - | 5.54E-11 | - | 6.02E-12 | - | 6.02E-09 | - |
| $k = 2$ | |
| 16 | 6.24E-13 | - | 1.49E-14 | - | 6.92E-12 | - | 9.66E-11 | - | 2.06E-12 | - | 4.41E-09 | - |
| 32 | 1.32E-12 | - | 7.01E-14 | - | 8.37E-12 | - | 9.59E-11 | - | 1.39E-12 | - | 1.30E-08 | - |
| 64 | 3.36E-12 | - | 2.82E-13 | - | 1.43E-11 | - | 9.68E-11 | - | 1.04E-12 | - | 1.80E-09 | - |
| 128 | 1.01E-11 | - | 1.15E-12 | - | 3.72E-10 | - | 9.77E-11 | - | 1.45E-12 | - | 2.30E-09 | - |
5.6. Two-dimensional Lid-driven Cavity Flow

![Figure 10: Example 5.6: (a). Plot of body force $f_2$; (b) Difference of the first component of velocity for $f_1$ and $f_2$; (c) Difference of the second component of velocity for $f_1$ and $f_2$.](image)

In this example, we shall again validate the independence of the irrotational body force. Let $\Omega = (0, 1)^2$ and $\nu = 1$. A lid-driven cavity flow is considered in this test. The Dirichlet boundary condition is given as

$$u|_{\partial \Omega} = \begin{cases} (1, 0)^T, & \text{if } y = 1, \\ (0, 0)^T, & \text{else.} \end{cases}$$

In this test, we let $f_1 = 0$ and $f_2 = \lambda \nabla \frac{1}{3}(x^3 + y^3)$ (as shown in Fig. 10a) to perform the WG Algorithm 2.1. It is easy to check that $\nabla \times f_2 = 0$.

By employing Algorithm 2.1 on the mesh with $h = 1/100$ and $k = 0$, the difference between numerical solutions in velocity are plotted in Fig. 10b and Fig. 10c for $f = f_1$ and $f = f_2$. As one can observe from the plot, the difference is nearly zero, and thus validate our theoretical conclusions regarding the robustness with respect to irrotational body force. Then the streamlines corresponding to $f_1$ and $f_2$ are plotted in Fig. 11, which again validate the invariance of irrotational body force.
5.7. Incompressible Flow with Obstacle

In this test, we shall illustrate the numerical performance of Algorithm 2.1 for the incompressible flow with obstacle. The computational domain is plotted in Fig. 12 (a). We assume the inflow boundary condition \( \mathbf{u} = (1, 0)^T \) on the left edge and outlet boundary condition on the left. The other boundary is assumed to be wall boundary condition.

Let \( \nu = 1 \), and we perform Algorithm 2.1 with \( k = 0 \). The numerical solution is plotted in Fig. 12 (b). As the streamline plot for velocity, one can clearly detect the vortexes in the simulation.

Figure 11: Example 5.6: Plots of streamline on mesh \( h = 0.01 \) with WG element \( k = 0 \) for (a) \( f_1 \); (b) \( f_2 \).

Figure 12: Example 5.7: (a). computational domain; (b). plot of streamline and pressure.
6. Conclusion

In this paper, we developed a pressure-robust weak Galerkin finite element methods for Navier-Stokes equations. By employing the velocity reconstruction operator in the body force assembling and the convective term, our algorithm can achieve the independence of pressure in the error estimate. Numerical tests in two dimensions have been carried out to validate the robustness of pressure and the irrotational body force, and thus confirm the advantages of the proposed approach. Three-dimensional numerical investigation will be carried out in the future. Besides, the extension to the non-stationary Navier-Stokes equations and numerical scheme with upwind stabilization will be also investigated in the future.
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