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ABSTRACT

One of the proposed mechanisms for energy loss in the ocean is through dissipation of internal waves, in particular above rough topography where internal lee waves are generated. Rates of dissipation and diapycnal mixing are often estimated using linear theory and a constant value for mixing efficiency. However, previous oceanographic measurements found that non-linear dynamics may be important close to topography. In order to investigate the role of non-linear interactions, we conduct idealized 3D numerical simulations of steady flow over 1D topography and vary the topographic height, which correlates to the degree of flow non-linearity. We analyze spatial distribution of energy transfer rates between internal waves and the non-geostrophic portion of time-mean flow, and of dissipation and diapycnal mixing rates. In our simulations with taller, more non-linear topographies, energy transfer rates are similar to previously unexplained oceanographic observations near topography: internal waves gain energy from time-mean flow through horizontal straining and lose energy through vertical shearing. In the tall topography simulations, buoyancy fluxes also play a significant role, consistent with observations but contrary to linear wave theory, suggesting that quasigeostrophy-based approximations and linear theory may not hold in some regions above rough topography. Both dissipation and mixing rates increase with topographic height, but their vertical distributions differ between topographic regimes. As such, vertical profile of mixing efficiency is different for linear and non-linear topographic regimes, which may need to be incorporated into parameterizations of small-scale processes in models and estimates of ocean energy loss.
1. Introduction

Energy input into the ocean from wind work, differential surface buoyancy forcing, and tides is eventually lost through small-scale turbulent processes (Munk and Wunsch 1998; Wunsch and Ferrari 2004; Hughes et al. 2009; Zemskova et al. 2015). One of the important pathways to dissipation is the breaking of internal waves generated as a result of interactions between a steady geostrophic (e.g., Scott et al. 2011; Nikurashin and Ferrari 2010a; Waterman et al. 2013), eddy (e.g., Liang and Thurnherr 2012; Whalen et al. 2018; Yang et al. 2018), or tidal flow (e.g. Legg and Klymak 2008; Musgrave et al. 2017) with bottom topography. Dissipation and mixing rates have a high degree of spatial and temporal variability (De Lavergne et al. 2016; Mashayek et al. 2017b), and in-situ measurements have been taken primarily in the known hot spots, such as the Southern Ocean and in particular the Drake Passage (Sheen et al. 2013; Waterman et al. 2014; Brearley et al. 2013), over the Hawaiian Ridge (Klymak et al. 2008; Sun and Pinkel 2012), or in the South China Sea (Alford et al. 2015; Hu et al. 2020). These regions are generation sites for topographic lee waves, whose breaking enhances both kinetic energy dissipation and irreversible mixing rates (Legg 2021).

Spatial resolution of global and regional ocean models is often insufficient to capture small topographic features, and internal motions generated via flow-topography interactions have to be parameterized. For lee waves, many such parameterizations rely on linear theory of a steady, homogeneous flow with velocity $U$ and buoyancy frequency $N$ passing over a sinusoidal topographic obstacle with wavenumber $k$ and height $h_0$ (Bell 1975). Given the dispersion relation of internal waves, lee waves freely propagate away from the topography if

$$\chi = \frac{Uk}{N} \epsilon \left( \frac{|f|}{N} - 1 \right),$$

(1)
where $f$ is the local Coriolis parameter. Linear theory then estimates the amount of energy converted from the steady background flow into the lee wave field, given an approximate bottom topography spectrum and near-bottom velocity and stratification values (Nikurashin and Ferrari 2010b).

Linear theory prediction for energy flux into the lee waves has been commonly used to estimate dissipation and mixing rates above rough topography (e.g., Nikurashin and Vallis 2011; Nikurashin and Ferrari 2013; Waterhouse et al. 2014; De Lavergne et al. 2016). This parameterization assumes that a certain fraction of the energy is dissipated locally and that dissipation has a particular vertical profile, though the details of these assumptions may vary across studies (for a thorough review, see Legg 2021). Furthermore, dissipation rates are related to diapycnal diffusivity through flux coefficient, defined as

$$\Gamma = \frac{\eta}{1 - \eta},$$

where the mixing efficiency $\eta$ is the ratio of energy lost to irreversible mixing to the total mechanical energy loss, i.e., the sum of dissipation and irreversible mixing (Peltier and Caulfield 2003).

In studies of lee waves and bottom topography-driven flows, the canonical value of $\Gamma = 0.2$ has been commonly used (Mashayek et al. 2017b). Yet, numerous other studies have shown that the value for $\Gamma$ varies depending on physical processes and geostrophic environments (see details in the review by Caulfield 2021). Global models, and especially climate models, rely on an accurate parameterization of diapycnal diffusivity to compute the strength of the meridional overturning circulation, which plays an important role in the uptake and distribution of heat and nutrients in the ocean. However, because of the limitations of previous numerical and observational studies, there is a paucity of estimates for $\Gamma$ specifically for bottom-driven flows. In this study, one of our goals is to provide such estimates through a series of idealized numerical simulations and illustrate that mixing efficiency, and subsequently, $\Gamma$ can be indeed spatially variable.
Linear theory also relies on the wave steepness parameter, or inverse Froude number, defined as

\[ J = \frac{Nh_0}{N} \]  

being small. For a supercritical value \( J > 1 \), linear theory no longer holds, and non-linear processes become important (Klymak et al. 2010; Winters and Armi 2012). While linear and non-linear topographic regimes form a continuous spectrum, for brevity, we will refer to topographies with \( J < 1 \) as linear and with \( J > 1 \) as non-linear. Recently, numerical simulations by Zemskova and Grisouard (2021) showed that non-linear resonant interactions between lee waves and near-inertial waves, which are both generated in the case of bottom-driven flows over lee-wave radiative topography, are particularly strong for non-linear topographies and enhance dissipation rates both near and away from the topography.

The importance of non-linear topography has also been seen in the observations by Cusack et al. (2020). They found energy transfer rates between the time-mean flow and the internal waves near the bottom in the Southern Ocean that were inconsistent with the linear internal wave theory predictions, but were unable to identify specific mechanisms. Estimates of these energy transfer rates have been used to parameterize turbulent viscosity coefficients (Ruddick and Joyce 1979; Brown and Owens 1981; Polzin 2009) and estimate the energy loss of wind work in the ocean interior (Ferrari and Wunsch 2009). However, in the Eulerian framework, lee waves have zero frequency, they may appear in the time-mean component, and their interactions with other internal waves may be captured in the energy transfer rates computed from the observations. Our second goal in this study is to illuminate how deviations from quasigeostrophy (QG) and linearity in the bottom-driven flows affect these energy exchange rates. Indeed, we will show that over non-linear topographies, the observations of Cusack et al. (2020) can be qualitatively reproduced, in part because of the interaction between lee waves and near-inertial waves.
With these two goals in mind, namely, diagnosing spatial patterns of mixing efficiency and exploring deviations from common approximations, we focus on the lee-wave radiative topography, but vary the topographic height in our idealized numerical simulations in order to compare the linear and non-linear regimes. This paper builds on the findings of Zemskova and Grisouard (2021), and we briefly describe the set-up of our simulations in §2. We then summarize our energetics framework in §3 by separating the kinetic energy (KE) and available potential energy (APE) reservoirs based on the temporal frequency spectra in §3a and defining the relevant energy transfer and dissipation rates in §3b–c, which we compare with the QG theory assumptions in §3d. In §4, we compare KE and APE exchange rates between the time-mean flow to internal waves across the topographic heights and find that the energy exchange rates between lee waves and internal waves over non-linear topography, but not linear topography, are consistent with the ocean observations. Furthermore, in §5, we explore the effects of topographic height on KE and APE dissipation rates and mixing efficiency, and find that the vertical distribution of mixing efficiency varies significantly between the linear and non-linear regimes. Finally, in §6, we relate our findings back to the ocean, emphasizing that non-linear topographies may be important and need to be considered in parameterizations of turbulent viscosity and diffusivity coefficients used in ocean models.

2. Model set-up

The details and the justification of the set-up for the numerical simulations are described in Zemskova and Grisouard (2021). Here, we summarize the main features of the idealized rectangular domain shown in Fig. 1.
We solve the nonhydrostatic rotating Navier-Stokes equations in the Boussinesq approximation, namely

\[
\frac{\partial \hat{\mathbf{u}}}{\partial t} + \hat{\mathbf{u}} \cdot \nabla \hat{\mathbf{u}} + \hat{f} \mathbf{k} \times \hat{\mathbf{u}} = - \frac{\nabla \hat{\rho}}{\hat{\rho}_0} + \hat{\mathbf{b}} + \hat{\nu} \nabla^2 \hat{\mathbf{u}} + \hat{f} \hat{\mathbf{U}} \hat{\mathbf{j}},
\]

(4)

\[
\frac{\partial \hat{b}}{\partial t} + \hat{\mathbf{u}} \cdot \nabla \hat{b} = \hat{\kappa} \nabla^2 \hat{b} \quad \text{and} \quad \nabla \cdot \hat{\mathbf{u}} = 0,
\]

using Nek5000, a spectral-element code (Fischer et al. 2008). Here, \( \hat{\mathbf{u}} = (\hat{u}, \hat{v}, \hat{w}) \) is velocity in Cartesian across-ridge, along-ridge and upward vertical directions \((i, j, k)\), respectively. These directions are associated with coordinates \((\hat{x}, \hat{y}, \hat{z})\), respectively, \( \hat{b} = -\hat{g}(\hat{\rho} - \hat{\rho}_0)/\hat{\rho}_0 \) is buoyancy, with \( \hat{\rho} \) the density and \( \hat{\rho}_0 \) a constant reference density, \( \hat{\rho} \) is pressure, \( \hat{\mathbf{U}} \) is a constant, cross-ridge geostrophic velocity we prescribe, \( \hat{\nu} \) is kinematic viscosity, and \( \hat{\kappa} \) is diffusivity \((\cdot\) represent dimensional quantities). The body force \( \hat{f} \hat{\mathbf{U}} \) applied to the \( y \)-momentum equation represents a barotropic pressure gradient that geostrophically balances a mean flow at all depths (Nikurashin and Ferrari 2010b; Klymak 2018). All physical variables are non-dimensionalized using ocean depth \( \hat{H} \) for length scales, \( 1/\hat{f} \) for time scales, and buoyancy \( \hat{H} \hat{\nu}^2 \) for buoyancy. The DNS formulation of the Navier-Stokes equations resolves fluid motions from the domain scales to the smallest spatio-temporal dissipative scales without employing subgrid turbulence parametrization or filtering. As such, we are able to compute all terms of the KE and APE budgets, including dissipation and irreversible mixing, directly.

The domain is doubly-periodic in the \( x \) and \( y \) directions with a no-slip bottom boundary, with a bottom height defined by

\[
h(x) = h_0 \sin^2(kx/2),
\]

(5)

where \( h_0 \) is the maximum topographic height. The domain size is \( L_x = L_y = 2\pi/k \) and \( H = 2L_x \).

The top surface is a rigid lid with no-buoyancy-flux and no-slip boundary conditions. We restrict our analysis to above the bottom boundary layer to exclude effects of the no-slip boundary and below
\[ HAB = 0.5 \] (\( HAB \) is height above the bottom), to exclude any downward-propagating reflections from the top boundary. We set Prandtl number \( \text{Pr} = \nu / \kappa = 1 \), where \( \nu \) is kinematic viscosity, \( \kappa \) is buoyancy diffusivity.

In this study, we focus on the effects of hydraulic control and increased non-linearity for lee-wave radiating topography, for which linear theory (e.g. Bell 1975; Müller 1976; Ruddick and Joyce 1979) is often applied to estimate the energy budget terms. For all experiments, we fix \( f / N = 0.1 \) so that the radiative (lee wave) regime corresponds to \( \chi = U k / N \in [0.1, 1] \), and choose \( \chi = 0.16 \).

We conduct four numerical experiments with the inverse Froude number \( J = Nh_0 / U = (0.6, 1, 2) \) by varying the topographic height \( h_0 \). This range of \( J \) is chosen to capture the transition from linear to non-linear regime, in contrast to the highly non-linear regimes (\( J = O(10 – 100) \)), investigated in other previous studies of stratified flows over topography (e.g. Klymak et al. 2010; Jagannathan et al. 2020). We initialize the simulations with \( U \) and \( B(z) = N^2 z \). We run the simulations with \( J = (2, 5) \) until \( t = 50 \), corresponding to approximately \( 8t_I \), with \( t_I = 2\pi / f \) the inertial period. We run the simulation with \( J = 0.6 \) until \( t = 12t_I \) to allow for at least six breaking events, which occur every \( t_I \), as shown in the Hovmöller diagram of the KE dissipation in Figure 2. This periodic breaking plays an important role in dissipation rates in the interior, as described in Zemskova and Grisouard (2021). For the following analysis in this paper, we consider a temporal average over the last four inertial periods.

### 3. Energetics framework

**a. Energy reservoirs**

We separate the velocity, \( (u + U, v, w) \), and buoyancy, \( b \), fields into four components: geostrophic flow, ageostrophic time-mean component (\( \zeta \)), internal wave (\( \zeta' \)), and high-frequency (\( \zeta_{HF} \)) compo-
\[
\mathbf{u}(x, y, z, t) = U\mathbf{i} + \mathbf{u}(x, y, z) + \mathbf{u}'(x, y, z, t) + \mathbf{u}_{HF}(x, y, z, t) \quad \text{and} \\
b(x, y, z, t) = B(z) + \overline{b}(x, y, z) + b'(x, y, z, t) + b_{HF}(x, y, z, t).
\]

What we refer to as ageostrophic time-mean (hereafter shortened into time-mean) fields \((\mathbf{u}, \overline{b})\) here include all zero-frequency flows and most notably the lee waves, which have zero-frequency in the topographic reference frame, but exclude the geostrophic flow.

We find a noticeable time-scale separation between the near-zero frequency \((\omega \approx 0)\) motions and motions at frequencies greater than \(f\) as shown by KE and APE (defined below) spectra in Fig. 4, which allows us to consider the zero-frequency and internal wave reservoirs separately.

While internal waves by definition have frequencies in the \([f, N]\) band, because the inertial peak is somewhat broad, in order to account for energy shift in our idealized set-up, we define near-inertial motions to have frequencies between 0.75\(f\) and 1.25\(f\) included (the values are constrained by the temporal resolution of our output). The super-inertial internal waves are then defined as motions with frequencies between 1.5\(f\) and \(N\) included. Although the issue of Doppler shifting may necessitate Lagrangian filtering of the energy equations (cf. e.g., Shakespeare and Hogg 2017), our analysis is conducted in the Eulerian framework in order to compare our results with the analysis of observational measurements (e.g., Polzin 2010; Sun and Pinkel 2012; Cusack et al. 2020), which are also reported in the Eulerian reference frame. In the Eulerian framework, stationary or quasi-stationary lee waves have zero-frequency, and thus may be included in the time-mean component. We specifically separate the time-mean component, which includes the lee waves in our simulations, from the geostrophic flow to test the assumptions of the QG limit.

In this study, we focus on the time-mean (i.e., zero-frequency minus geostrophic flow) and internal wave (i.e., \(\omega \in [0.75f, N]\) frequency band) motions. Although internal waves also include lee waves, throughout the text we will refer to motions with frequencies \(\omega \in [0.75f, N]\) as simply
internal waves for brevity, as lee waves are a part of the time-mean flow. The total energy in each component is the sum of kinetic (KE) and available potential energy (APE) reservoirs. We define kinetic energy $E_K^m$, divided by $\rho_0$, for the time-mean and internal wave components, respectively, $E_K^{im}$ and $E_K^{iw}$, as

$$E_K^m = \frac{1}{2} \left( \bar{u}^2 + \bar{v}^2 + \bar{w}^2 \right)$$

and

$$E_K^{iw} = \frac{1}{2} \left( u' \bar{u}' + v' \bar{v}' + w' \bar{w}' \right).$$

The APE, $E_A$, is the difference between the total gravitational potential energy and the background potential energy, $E_B = -bz^*$, which is the minimum potential energy of the system if all water parcels were resorted adiabatically according to their densities (Winters et al. 1995). We find the reference background buoyancy of a water parcel, $b^*(z)$, by resorting fluid parcels in a monotonically-increasing order of density with depth. The corresponding height of each parcel in the background state is $z^*(b)$, which varies both spatially and temporally, as it and $E_B$ both depend on the resorting of the instantaneous $b(x, y, z, t)$ field. Following previous works (Scotti and White 2014; Zemskova et al. 2015, 2020), we define the total APE locally as the sum of the time-mean and turbulent components, such that

$$E_A = \int_{b^*(z,t)}^{b(x,t)} [z - z^*(s,t)] ds$$

$$= E_A^m + E_A^t = \int_{b^*(z)}^{b(x)} [z - z^*(s)] ds + E_A^t.$$  

Here, $b^*$ is the buoyancy of the resorted buoyancy field at a given height such that $z^*(b^*) = z$. All potential energy from the geostrophic flow is in the background potential energy reservoir because $B = N^2z$, with $N^2$ a positive constant. Because $z^*$ is non-linear such that $[z^*(b_1) + z^*(b_2)]/2 \neq z^*((b_1 + b_2)/2)$, we do not separate the turbulent component $E_A^t = E_A - E_A^m$ into the internal waves and higher frequency waves. However, rather than the total energy in the reservoirs, we are
interested in the energy exchange rates between the reservoirs as well as the dissipation rates, which
can be computed for the $[f, N]$ frequency band separately as described in the next subsections.

**b. Complex demodulation**

Complex demodulation (CD) filtering has been previously applied to the internal wave fields
to isolate motions at a given frequency (Mercier et al. 2008; Grisouard and Thomas 2015). The
specifics of our techniques are described in detail in Zemskova and Grisouard (2021), which we
briefly summarize below.

Here, we focus on the near-inertial waves in particular because they have been demonstrated to
play an important role in the dynamics of bottom-driven flows (e.g. Nikurashin and Ferrari 2010a;
Zemskova and Grisouard 2021). From the internal wave field, we can isolate motions at any given
frequency $nf$ by computing

$$
\tilde{q}_{nf} = \frac{1}{T} \int_{t_0}^{t_0+T} q(x, z) e^{-inf t} dt,
$$

(9)

where \( q = (u, v, w, b) \). In this study, we specifically consider inertial motions, i.e., \( \tilde{q}_f \). Initial time
\( t_0 \) is large enough for the dynamics to have become reasonably stationary, and which we take as
\( t_0 = 4t_I \) for \( J = 1, 2 \) and as \( t_0 = 8t_I \) for \( J = 0.6 \), and choose \( T = 4t_I \), multiple of \( 2\pi/f \).

We also compute the non-linear terms that force motions at $\omega = f$, namely:

$$
\Lambda_f = \frac{1}{T} \int_{t_0}^{t_0+T} -(uu_x + wu_z) e^{-ift} dt.
$$

(10)

\( \Lambda_f \) represents the sum of the triadic non-linear interactions between the inertial signal ($\omega = f$) and
all other frequency pairs ($\omega_1, \omega_2$) such that $\omega_1 + \omega_2 = f$. If \( \Lambda_f > 0 (< 0) \), then nonlinear interactions
transfer energy to (away from) the inertial motions.
c. Energy budget terms

Here, we specifically emulate the energy term calculations presented in Cusack et al. (2020). We focus on the energy sinks (KE dissipation and irreversible mixing) and exchange between the time-mean field and internal waves, and the analysis of the full KE and APE budgets are beyond the scope of this study. The energy budget terms considered in this paper are summarized in a diagram in Figure 3. The internal wave components can be computed by integrating the cospectrum (real part of the cross spectrum), $C(\omega)$, for example, over $[f, N]$ frequencies as in Cusack et al. (2020). Namely, for any two internal wave quantities $\alpha'$ and $\beta'$, the temporally-averaged cross correlation terms are computed as

$$\overline{\alpha' \beta'} = \int_{f}^{N} C_{\alpha\beta}(\omega)d\omega. \quad (11)$$

We carry out the frequency analysis (i.e., computing spectra and cospectra) at each $(x, y, z)$ over the last $4t_f$ of each simulation prior to any horizontal averaging in order to capture all waves. Analogous to Eqn. (11), we compute the energy budget terms at near-inertial frequencies by integrating over $\omega \in [0.75f, 1.25f]$ and denote these energy budget terms with subscript or superscript $f$. We also compute the energy budget terms for super-inertial internal waves by integrating over $\omega \in [1.5f, N]$ and denote these energy budget terms with subscript or superscript $SIW$ (for super-inertial waves). To be precise, we define energy transfers to-and-from near-inertial waves and to-and-from super-inertial waves, respectively, as

$$\overline{\alpha' \beta'}_{f} = \int_{0.75f}^{1.25f} C_{\alpha\beta}(\omega)d\omega, \quad \text{and} \quad \overline{\alpha' \beta'}_{SIW} = \int_{1.5f}^{N} C_{\alpha\beta}(\omega)d\omega. \quad (12)$$

Following a mean-eddy decomposition, where an “eddy” field is taken to be deviation from the time-averaged flow, of KE and APE energy budget equations (e.g., Scotti and White 2014; Shakespeare and Hogg 2017), and applying Eqn. (11) to the internal wave terms, we define time-
averaged KE dissipation rates for the time-mean component and internal waves, respectively, as

\[
D(E_K^m) = \nu |\nabla \bar{u}|^2 \quad \text{and} \quad D(E_K^{iw}) = \nu |\nabla \bar{u}'|^2 = \nu \int_{\omega_1}^{\omega_2} C_{|\nabla u|^2}(\omega) d\omega.
\]

(13)

Time-averaged irreversible mixing rates, which are the APE dissipation rates due to diabatic fluxes (Winters and D’Asaro 1996) for the time-mean component and internal waves are defined as

\[
D(E_A^m) = \kappa |\nabla \bar{b}|^2 \frac{dz^*}{db} \bigg|_{b=\bar{b}}
\]

\[
D(E_A^{iw}) = \kappa |\nabla \bar{b}'|^2 \frac{dz^*}{db} = \kappa \int_{\omega_1}^{\omega_2} C_{|\nabla b|^2} \frac{dz^*}{db}(\omega) d\omega,
\]

(14)

where we recall that in our simulations, \( \kappa = \nu \). In Eqns. (13) and (14), we bound the integrals with \( \omega_1 = 0.75 \), \( \omega_2 = 1.25 \) for near-inertial waves, and \( \omega_1 = 1.5 \), \( \omega_2 = N \) for super-inertial waves, as discussed above.

The energy exchange between the time-mean and internal wave reservoirs comprises of conversion rates of KE, \( F(E_K) \), and of APE, \( F(E_A) \), defined as

\[
F(E_K) = -u_i' u_j' \frac{\partial \bar{u}_j}{\partial x_i}
\]

\[
= - \left( \frac{u' u'}{\partial x} + v' v' \frac{\partial \bar{v}}{\partial y} + u' v' \left( \frac{\partial \bar{u}}{\partial y} + \frac{\partial \bar{v}}{\partial x} \right) \right) - \left( \frac{u' w'}{\partial z} + v' w' \frac{\partial \bar{v}}{\partial z} \right) \left( \frac{\partial \bar{u}}{\partial z} + \frac{\partial \bar{v}}{\partial x} \right)
\]

\[
F_h(E_K) = - \left( \frac{u' w'}{\partial x} + v' w' \frac{\partial \bar{w}}{\partial y} + w' w' \frac{\partial \bar{w}}{\partial z} \right),
\]

\[
F_v(E_K)
\]

and

\[
F(E_A) = -u_i' b' \frac{\partial \bar{b}}{\partial x_i} \bigg|_{b=\bar{b}}
\]

\[
= - \left( \frac{u' b'}{\partial x} + v' b' \frac{\partial \bar{b}}{\partial y} \right) \frac{dz^*}{db} \bigg|_{b=\bar{b}} - w' b' \frac{\partial \bar{b}}{\partial z} \bigg|_{b=\bar{b}}.
\]

(16)

As convention, \( F(E_K), F(E_A) > 0 \) (\( < 0 \)) indicate energy gain (loss) by the internal wave field. The term \( F_h(E_K) \) represents KE conversion rate through horizontal mean shear and strain, whereas
$F_v(E_K)$ represents KE conversion rate through vertical mean shear. The last three terms in Eqn. (15) are presented separately, such that our analysis can be directly compared with previous works (e.g. Cusack et al. 2020) that employ the QG approximation, which assumes that gradients of vertical velocity $w$ are small. The terms $F_h(E_A)$ and $F_v(E_A)$ represent APE conversion rates through, respectively, horizontal and vertical buoyancy fluxes associated with mean horizontal and vertical buoyancy gradients.

**d. Comparison with the QG simplification**

In this study, we will compute and discuss all of the energy conversion and dissipation rates defined in §3c. However, in this subsection, we will focus specifically on the vertical KE transfer term (i.e., $F_v(E_K)$) and horizontal APE transfer term (i.e., $F_h(E_A)$), which are often combined into the Eliassen–Palm (EP) flux (Eliassen 1960) to highlight the assumptions made by QG theory. The internal wave equation derived by Müller (1976) in the Eulerian framework assumes the time-mean field to be in thermal wind balance, such that the EP flux is defined as

$$F_v(E_K) + F_h(E_A) = -\left(\frac{u'w'}{N^2} - \frac{f}{N^2}v'b'\right)\frac{\partial \bar{u}}{\partial z} - \left(\frac{v'w'}{N^2} + \frac{f}{N^2}u'b'\right)\frac{\partial \bar{v}}{\partial z},$$

(17)

also assuming per the QG limit that local buoyancy perturbations from the reference density profile are small, i.e., $dz^*/db|_{b=\bar{b}} \approx N^{-2}$.

Based on the Wentzel–Kramers–Brillouin-Jeffreys (WKBJ) approximation (Müller 1976) and observations (Ruddick and Joyce 1979), Eqn. (17) can be reduced to an “effective” transfer rate

$$F_v(E_K) + F_h(E_A) \approx F_{\text{eff}} = -\left(1 - \frac{f^2}{\omega^2}\right)\left(\frac{u'w'}{\partial z} + \frac{v'w'}{\partial z}\frac{\partial \bar{v}}{\partial z}\right).$$

(18)

This approximation has two important implications: (1) as $\omega \to f$, $F_v(E_K) \approx -F_h(E_A)$, such that there is no energy transfer from vertical shear at the inertial frequency, and (2) at $\omega \gg f$, $F_h(E_A) \approx 0$, such that buoyancy fluxes do not contribute to internal wave energy at higher frequencies.
However, measurements over Kaena Ridge by Pinkel et al. (2012) have shown contributions from buoyancy fluxes to the total EP flux that are comparable in magnitude to the Reynolds stress terms (i.e., $\overline{u'w'}$, $\overline{v'w'}$). More recently, Cusack et al. (2020) found divergence between the effective transfer rate estimate (i.e., Eqn. (18)) and total EP flux (i.e., Eqn. (17)) using mooring data near the bottom in the Southern Ocean.

In the following section, we analyze the spatial patterns of $F_h(E_K)$, $F_v(E_K)$, and $F_h(E_A)$ in our simulations. We assess whether QG theory holds for these energy transfer rates and investigate whether the dynamics of bottom topography-driven flows can explain the above observations. We also consider the role of non-linearity and hydraulic control by comparing across topographic heights.

4. Conversion between mean and internal wave fields

a. KE transfer to internal waves

We first investigate the KE exchange between zero-frequency flow and internal waves, which are separated into the near-inertial and super-inertial frequencies as defined in §3. Specifically, we are interested in (1) identifying the regions where the near-inertial waves gain and lose energy, and (2) comparing the near-inertial waves with internal waves at other frequencies. We focus on the near-inertial waves in particular because we previously found in Zemskova and Grisouard (2021) strong non-linear wave-wave interactions between near-inertial waves and lee waves, and that these interactions play an important role in KE dissipation.

We find that the near-inertial waves primarily gain energy through $F_h(E_K)$ predominantly via the normal strain term, $-\overline{u'u'}\partial_x \overline{u}$ downstream of the topography and lose energy through the vertical shear term $-\overline{u'w'}\partial_z \overline{u}$, as shown in Figure 5. Because of the nature of one-dimensional topography
and periodic domain, $\partial_y$ gradients for averaged fields are comparatively small. The shear strain term $-\overline{u'v'}\partial_x \tilde{v}$ (not shown) has the opposite sign of the normal strain term, but is smaller by approximately a factor of five. The sign of these energy transfers is overall consistent with the observational findings of Cusack et al. (2020). Notably, they recorded short events (order of a few days, similar in duration to $4t_f$ in our study) of vertical energy transfer from internal waves to the time-mean flow (i.e., $F_v(E_K) < 0$) and correspondingly, horizontal energy transfers from the time-mean flow to the internal waves (i.e., $F_h(E_K) < 0$). These patterns can be explained by looking at the CD-filtered velocities, computed using Eqn. (9) at $\omega = 0$ (i.e., $\tilde{u}/U$ in left panel of Fig. 6) and at $\omega = f$ (i.e., $\tilde{u}_f/U$ and $\tilde{w}_f/U$ in left and right panels of Fig. 7, respectively). As previously noted in Zemskova and Grisouard (2021), $\tilde{u}$ approximately corresponds to lee waves and $\tilde{u}_f$ to freely-propagating near-inertial waves, identified from their slopes and wavelengths.

The asymmetry between KE gain by near-inertial waves downstream of topography and their KE loss upstream of topography through horizontal shearing is related to how the flow has to accelerate and slow down as it goes over the bump. While the flow immediately above the topography accelerates as it goes over the obstacle, further above it there is a layer of slower-moving fluid (coined “stagnant” by Winters and Armi (2012)). This layer grows downstream of the topography as the flow dissipates and slows down, such that $\partial_x \tilde{u} < 0$. Because $\overline{u'u'}$ is positive definite $-\overline{u'u'}\partial_x \tilde{u} > 0$ and the near-inertial waves are generated because of the horizontal gradient of the zero-frequency flow velocity. Conversely, the near-inertial waves lose KE upstream, where the flow accelerates to go over the obstacle, because $\partial_x \tilde{u} > 0$.

Similar considerations explain how near-inertial waves lose KE to the mean flow slightly aloft of the downstream generation site described above. There, the zero-frequency flow decelerates away from the topography, such that $\partial_z \tilde{u} < 0$ going upward into the stagnant layer from the accelerated near-topography layer. We recall that a freely propagating inertial wave in our mean current $U$ can
travel along two characteristic slopes \((\alpha_1, \alpha_2)\), namely,

\[
\alpha_1 = 0 \quad \text{and} \quad \alpha_2 = \sqrt{\frac{U k_2 (U k_2 + 2 f)}{N^2}},
\]

where \((k_1, k_2)\) are the two horizontal wavenumbers corresponding to roots of the hydrostatic dispersion relation, and \(k_2\) is equal to the topographic wavenumber \(k\) (see Appendix B in Zemskova and Grisouard (2021)). As such, a freely propagating inertial wave with travelling along the steep characteristic (i.e., \(\alpha_2\)) will have a non-zero vertical velocity, unlike an inertial wave travelling along a flat (i.e., \(\alpha_1\)) characteristic. Keeping this fact in mind, as for any internal waves with this orientation, we can expect the real parts of \(\tilde{u}_f\) and \(\tilde{w}_f\) for the near-inertial waves propagating on the steep characteristic to be in phase, and the dominant term in vertical KE transfer \((F_v(E_K)_f,\) i.e., energy transfer from zero-frequency to near-inertial frequency motions) is \(-\overline{u'w'}\partial_z \tilde{u} < 0\) (not shown), that is, the near-inertial waves lose energy to the zero-frequency flow.

Our results suggest that as non-linearity increases, the hydraulically-controlled leeward side of the topography may host a net transfer of KE from near-inertial waves back to the time-mean flow.

Indeed, while both \(|F_h(E_K)_f|\) and \(|F_v(E_K)_f|\) increase with increasing \(J\), the increase of the vertical transfer term is more substantial. In particular, averaging at a given HAB (cf. right panels of Fig. 5), \(|F_h(E_K)_f| \gg |F_v(E_K)_f|\) for the linear topographic regime simulation \((J = 0.6)\). The root cause is that taller topography (and subsequently larger \(J\)) creates greater asymmetry between upstream and downstream flows (cf. Fig. 10 in Zemskova and Grisouard (2021)), increasing \(|\partial_z \tilde{u}|\). Subsequently, on one hand, at higher \(J\), horizontal KE transfer to near-inertial waves (i.e., \(F_h(E_K)_f\)) is not only larger but also takes place closer to the topography downstream, where hydraulic control of the flow becomes more important for greater topographic heights. On the other hand, greater flow acceleration over taller topographies results in a strong increase in the vertical shear, i.e., \(|\partial_z \tilde{u}|\), downstream close to the topography, which reflects that the difference between the accelerated
layer and the overlying stagnant layer grows with increasing $J$. In our simulations, the outcome in an overall larger increase for $|F_v(E_K)_{f}|$ compared to that of $|F_h(E_K)_{f}|$. These results suggest that as non-linearity increases, stronger interactions with the zero-frequency flow due to increased hydraulic control near topography may produce stronger near-inertial motions. However, the rate at which near-inertial motions lose energy back to the zero-frequency flow in other places near topography may be even greater. The energy transferred back to the zero-frequency flow can then aid lee wave propagation, akin to the feedback mechanism between lee waves and inertial waves described in Nikurashin and Ferrari (2010a).

KE exchange rates between time-mean flow and super-inertial internal waves are smaller than those between time-mean flow and near-inertial waves (compare Figs. 8 and 5). At $\omega \gg f$, velocity magnitudes and, subsequently, KE spectral density are smaller (cf. Fig. 4). The vertical energy transfer term $F_v(E_K)_{SIW}$ is effectively zero. The horizontal energy transfer term, $F_h(E_K)_{SIW}$ is also small, consistent with the findings by Cusack et al. (2020) of most of $F_h(E_K)$ near bottom at the near-inertial frequencies. For super-inertial motions, the KE transfer is to the internal waves, both from the normal strain and the shear strain terms. The switch in sign in the horizontal shear strain term $(-\bar{u}'v'\partial_z \bar{v})$ and the vertical shear term $(-\bar{u}'w'\partial_z \bar{u})$ between the near-inertial and super-inertial internal waves can be explained by the change from the predominantly counterclockwise rotation at $\omega \approx f$ and clockwise rotation at $\omega > 2f$ (cf. rotary spectra in Fig. 6(b) in Zemskova and Grisouard (2021)). However, overall KE transfers to or from the higher-frequency internal waves are considerably less significant compared with the near-inertial waves.

Interestingly, Cusack et al. (2020) also found vertical KE transfer rates exceeding the horizontal KE transfer rates near the bottom in the Southern Ocean, similar to the results from our simulations with non-linear topographies (i.e., $J \geq 1$). It has been previously considered that flows with large $J$ (either because of large $h_0$ or small $U$) might not play an important role in the internal wave
energetics due to blocking (e.g., Nikurashin and Ferrari 2010a; Mayer and Fringer 2020), and that such flows would preferentially split to go around a topographic obstacle rather than over it (Nikurashin et al. 2014). However, our energetic analysis for simulations in which the flow is forced to go over tall ridges qualitatively agrees with the near-bottom oceanographic observations. It suggests that there may be situations when the flow is forced to go over a tall topographic obstacle rather than around it, in which case the non-linear dynamics become important and the linear internal wave theory no longer holds. The importance of non-linear dynamics will become even more apparent in the analysis of the buoyancy fluxes in the next subsection.

b. APE transfer to internal waves

In this section, we investigate whether the linear theory assumptions regarding buoyancy fluxes hold for bottom-driven flows, namely that (1) they balance the vertical shear term at \( \omega = f \) and (2) they are small at \( \omega \gg f \).

To explain why near-inertial waves can have a direct impact on APE budgets, we recall that freely propagating inertial waves travelling along the steep characteristic (cf. Eqn. (19)) can induce isopycnal displacements in our set-up. The characteristics of the real part of \( \tilde{\alpha}_f \) align with \( \alpha_2 \) (cf. dashed lines in the middle column of Fig. 7), which is not purely horizontal, whereas the characteristics of the real part of \( \tilde{u}_f \) are essential horizontal. It suggests that while KE may be preferentially transferred to near-inertial waves with flat characteristics (i.e., \( \alpha = 0 \)), APE is preferentially transferred to the ones propagating along slanted characteristics (i.e., \( \alpha \neq 0 \)) and near-inertial waves may indeed have a footprint on the APE budget.

We find that the QG approximation for the EP flux does not hold, especially for our simulations with taller topography. The left column of Figure 9 shows the APE transfer rates from zero-frequency motions to near-inertial waves due to horizontal buoyancy fluxes (i.e., \( F_h(E_A)_f \)). The
middle column shows \( F_v(E_K)_f + F_h(E_A)_f \), which according to the expression for the “effective” energy transfer rate shown in Eqn. (18), should be zero. However, we find that \( F_v(E_K)_f \) and \( F_h(E_A)_f \) generally do not cancel each other out. This is true even when we integrate the energy transfer rates along \( HAB \) planes (cf. right panels of Fig. 9).

In particular, APE is transferred to the near-inertial waves through buoyancy fluxes both upstream and downstream of the region where the near-inertial waves lose KE through vertical shear. Downstream of the topographic obstacle, \( \partial_x \tilde{b} < 0 \) (right panels in Fig. 6) as denser water is entrained from below, especially in the larger \( J \)-regime, in which vigorous overturning occurs (cf. Ri in Fig. 10 of Zemskova and Grisouard (2021)). As shown in Figure 7, in this region, the real parts of \( \tilde{b}_f \) and \( \tilde{w}_f \) are out of phase, such that \( \tilde{w}' \tilde{b}'_f < 0 \), which is consistent with the conversion of KE to APE in the lee of a topographic obstacle previously shown in simulations by Jagannathan et al. (2020). As a result, APE transfers to the near-inertial waves as a result of the horizontal buoyancy fluxes are positive downstream of the topography, i.e., \( -u' \tilde{b}'_f \partial_x \tilde{b} > 0 \). Conversely, upstream, \( \partial_x \tilde{b} > 0 \) and \( \tilde{b}_f > 0 \), and the near-inertial waves also gain APE in this region.

Similar to Cusack et al. (2020), we find a mismatch between the “effective” energy transfer rate \( F_v^{\text{eff}} \) (Eqn. (18)) and the total \( F_v(E_K) + F_h(E_A) \), approximated as the EP flux defined in Eqn. (17). Notably, APE transfer into the near-inertial wave field occurs further above the bottom than KE transfers (cf. right panels of Fig. 9 and 5). Consistent with the near-bottom observations by Cusack et al. (2020), we also find transfers to the internal waves at low frequencies (\( \omega \approx f \)) as \( F_h(E_A)_f > 0 \) even though \( F_v(E_K)_f < 0 \). These findings further highlight the importance of buoyancy fluxes and non-linear dynamics and shed light on the limitations of the QG approximation.

At super-inertial frequencies (\( 1.5f \leq \omega \leq N \)), APE transfer due to buoyancy fluxes is indeed smaller than the KE transfer due to vertical shear for small topographies (cf. Fig. 10(a-d)). However, in the more non-linear regime (i.e., \( J = 2 \)) in particular, contributions from \( F_h(E_A) \) and \( F_v(E_K) \) are
approximately equal, and the APE transfer augments the vertical KE transfer from internal waves to the zero-frequency flow. In particular, up to $HAB = 0.2$, the approximation of the EP flux by $F_v^{eff}$ is no longer valid, highlighting the importance of non-linear interactions near the topography, as discussed in Cusack et al. (2020). Our results from simulations with non-linear topographies ($J > 1$) are consistent with their observations, in particularly negative $F_h(E_A) + F_v(E_K)$ at super-inertial frequencies in contrast with positive transfer rates at near-inertial frequencies.

In this section, we described a qualitative agreement between our non-linear simulations and the near-bottom ocean observations with respect to the KE and APE transfer rates. In the next section, we will investigate the effect of such non-linear dynamics on KE and APE dissipation rates, and subsequently, mixing efficiency.

5. Mixing efficiency

Average mixing efficiency over a given volume $V$ is defined as the ratio of irreversible mixing to the total energy sink (Peltier and Caulfield 2003), namely,

$$\eta_V = \frac{\int_V D(E_A)dV}{\int_V D(E_A)dV + \int_V D(E_K)dV}.$$  \hspace{1cm} (20)

Specifically, in order to investigate the role of topography-driven dynamics, we compute $\eta_V$ over four volumes bounded in terms of heights above the bottom: $HAB < 0.1$, $HAB \in [0.1,0.2)$, $HAB \in [0.2,0.3)$, and $HAB \in [0.3,0.4)$. We can also define mixing efficiency locally to analyze its spatial distribution, such that:

$$\eta = \frac{D(E_A)}{D(E_A) + D(E_K)}.$$ \hspace{1cm} (21)

It is important to note that $\frac{1}{V} \int_V \eta dV \neq \eta_V$. In broad strokes, the distribution of mixing efficiency reflects the competition between KE and APE dissipation rates, which we describe in detail below.
For all simulations, enhanced KE dissipation is sustained by energy exchanges with near-inertial motions that result from resonant wave-wave interactions as discussed in Zemskova and Grisouard (2021). In Figure 2, we qualitatively show that $D(E_K)$ remains large wherever the non-linear forcing $|\Lambda_f|$ is also arbitrarily not small. For all simulations, $\Lambda_f > 0$ near the topography where the near-inertial motions are generated, and those regions are also characterized by elevated $D(E_K)$. Looking further away from the topography, for $J = 1$, for example, there is another peak with $\Lambda_f > 0$ around $HAB = 0.2$, and high $D(E_K)$ rates are also sustained up to this height. However, for $HAB > 0.2$, $\Lambda_f \to 0$ and $D(E_K)$ is also small. Similarly, for $J = 0.6$, $D(E_K)$ is small above $HAB \approx 0.12$, where $|\Lambda_f| \approx 0$. In contrast, for $J = 2$, both $D(E_K)$ and $|\Lambda_f|$ remain large far above the topography. While we are unable to determine the precise cutoff value for $|\Lambda_f|$, our results suggest that the vertical extent of a region where KE dissipation rates are elevated is correlated with the region where non-linear wave-wave interactions with near-inertial motions are significant.

The distribution of mixing efficiency $\eta_V$ above the bottom in Figure 11(a) shows distinct patterns for small, linear topographies ($J = 0.6$), for which mixing efficiency increases with $HAB$, and tall, more non-linear topographies ($J = 2$), for which mixing efficiency decreases with $HAB$. Local mixing efficiency $\eta$ distributions in Figure 12(a,c) show a predominantly lee wave-like spatial pattern for small topography ($J = 0.6$), as expected from linear theory, whereas wave-like structures are less apparent and a signal of hydraulics downstream of the topography is prominent in the more non-linear $J = 2$ case. These patterns reflect the effect of topographic height on the competition between the KE and APE dissipation rates. For small topographies, the local Richardson number remains above zero, there are no overturns near the topography (cf. Fig. 10(d) in Zemskova and Grisouard (2021)), and mixing rate is low (Fig. 12(a)). However, resonant non-linear wave-wave interactions likely enhance kinetic energy dissipation as shown in Figure 2(a) and volume-averaged mixing efficiency $\eta_V$ is small near the topography ($HAB < 0.2$). It reflects that the region of
strong $D(E_K)$ is confined to $HAB \approx 0.15$ (cf. Figs. 2(a) and 11(b)) limited by the vertical extent of significant non-linear wave-wave interactions. On the other hand, buoyancy gradients are not eroded by overturns, so mixing rate (i.e., $D(E_A)$ in Fig. 11(b)) starts small near the topography but decreases less sharply with $HAB$ than $D(E_K)$ and, as a result, $\eta_V$ increases with $HAB$.

In contrast, the region close to topography for tall topographic regimes (e.g., $J = 2$) is characterized by a high degree of instability and overturning, in part due to loss of balance and hydraulic control (Zemskova and Grisouard 2021). Strong overturns can be characterized by large negative $\overline{w' b'}$ term, which signifies internal wave energy transfer from KE to APE, as denser waters are brought upwards and lighter waters are brought downwards. Near the bottom ($HAB < 0.2$, Fig. 11(c)), this term is negative for all simulations, and increases in magnitude with $J$. While $D(E_K)$ is also high in this region, mixing rate is comparatively more pronounced, owing to large buoyancy gradients. These elevated mixing rates are evident in both the volume-averaged $\eta_V$ for $HAB \in [0.1, 0.2]$ (cf. Fig. 11(a)), and local $\eta$, in particular downstream of topography where hydraulics are important (cf. Fig. 12(c)). ¹ Over this vertical extent, internal waves continue to gain APE from the KE reservoir in simulation with $J = 2$, whereas the magnitude of $\overline{w' b'}$ drops close to zero for simulations with smaller topographies (Fig. 11(c)). The relative importance of the exchange between internal wave KE and APE also appears in the KE and APE spectra in Fig. 4: KE decreases and APE increases with $HAB$ for $J = 2$ (and to lesser extent $J = 0.1$), whereas for $J = 0.6$, changes in KE and APE spectra with $HAB$ are less prominent.

It is noteworthy that super-inertial internal waves are responsible for a large portion of APE dissipation, especially compared with the near-inertial waves (cf. Fig. 13(a-b)). We can estimate

---

¹It is important to note that mixing rates and mixing efficiency directly above the topography are very small for this simulation with $J = 2$. It happens both because of topographic blocking of the flow and because we do not restore the stratification in these simulations, such that there is a bottom layer with reduced buoyancy frequency, similar to other previous studies of flows over periodic hills (e.g. Klymak 2018; Mayer and Fringer 2020).
the rate of APE transfer from near-inertial to super-inertial internal waves as

\[ F(E_A^f, E_A^{SIW}) = - \left( \frac{\partial \tilde{b}_f}{\partial x} + \frac{\partial \tilde{b}_f}{\partial z} \right) \frac{dz^*}{db} \bigg|_{b=b_f}, \]  

which is analogous to the APE transfer term from zero-frequency flow to internal waves in Eqn. (16), ignoring \( \partial_y \) term, which is comparatively small on average because of the domain periodicity and 1D nature of the topography. For \( J = 2 \), in particular, this term is large and positive over \( HAB \in [0.1, 0.3] \) (cf. Fig. 11(d)), such that super-inertial internal waves gain APE. This result points to the importance of a forward energy cascade to sustain high irreversible mixing rates and subsequently high mixing efficiency in this region.

However, strong mixing events near the topography erode both horizontal and vertical buoyancy gradients. For instance, the wave-like patterns of both \( \tilde{b} \) and \( \tilde{b}_f \) appear broken up at \( J = 2 \) (cf. Fig. 6(f) and Fig. 7(h)) compared with the more coherent structures in the simulations with smaller topographies (cf. Fig. 6(b,d) and Fig. 7(b,e)). As such, for \( J = 2 \), mixing rates, which are functions of buoyancy gradients, sharply decrease with height above \( HAB = 0.2 \) by two orders of magnitude (Fig. 11(b)). Yet, higher kinetic energy dissipation rates are sustained away from the topography (Fig. 2(c)) owing to the near-inertial motions that result from resonant wave-wave interactions. As a result, mixing efficiency decreases away from the bottom in the simulations with non-linear topography (\( J = 2 \)).

Mixing efficiency for the transitional topographic regime \( J = 1 \) at intermediate depths \( HAB \in [0.1, 0.3] \) unsurprisingly lies in between the small and large topographic regimes (cf. Fig. 11(a)). However, \( \eta_V \) is higher both near the topography (\( HAB < 0.1 \)) and remarkably far away from the topography (\( HAB \in [0.3, 0.4] \)) for \( J = 1 \) compared with \( J = 0.6 \) and \( J = 2 \) simulations. In the \( J = 1 \) simulation near the topography, there is some overturning and turbulent mixing, and energy transfer from KE to APE for the internal waves (Fig. 11(c)). However, because overturning is
not as vigorous as in the higher topography simulation \((J = 2)\), buoyancy gradients are not eroded as much, and there is APE transfer to super-inertial internal waves both from zero-frequency motions (Fig. 10(c)) and from near-inertial motions (Fig. 11(d)). As such, close to topography, irreversible mixing rates for the \(J = 1\) and \(J = 2\) simulations are similar (Fig. 13(a-b)), whereas KE dissipation rates for \(J = 1\) simulation are \(1 - 2\) orders of magnitude smaller than the \(J = 2\) simulation (Fig. 13(c-d)).

In our simulations, we observe that KE is dissipated more by the zero-frequency flow (e.g., lee waves) than internal waves (Fig. 13(c)), whereas APE dissipation rates from the zero-frequency flow and internal waves is approximately equal, especially for \(J = 1, 2\) (Fig. 13(a)). KE dissipation rates are driven by the non-linear wave-wave interactions, primarily between the near-inertial waves and zero-frequency flow, which are small above \(HAB = 0.2\) for the \(J = 1\) simulation (Fig. 2(b)). However, APE dissipation rates, in particular of super-inertial internal waves, remain high even at \(HAB > 0.3\) (Fig. 13(b)), as buoyancy gradients and buoyancy fluxes remain large enough that APE is transferred to higher frequencies (Fig. 11(d)). Because of such balance (low KE dissipation and high APE dissipation rates), \(\eta_V\) over \(HAB \in [0.3, 0.4]\) is larger in the simulation with \(J = 1\) compared with other simulations. Interestingly, for \(J = 0.6\) and \(J = 1\), the region of increased mixing efficiency \(\eta_V\) lies above the region of increased energy transfer to super-inertial internal waves (cf. Fig. 11(a,d)). It is possible that because of larger group velocities at higher frequencies (all else being equal, per the internal wave dispersion relation), super-inertial internal waves can propagate vertically faster and displace isopycnals farther away from their generation site. This or some other mechanism for non-local transport and dissipation of APE could be further explored in a follow-up study.

Our results highlight that although both KE and APE dissipation rates increase with topographic height, their spatial distributions are significantly different, such that the effects of topography on
mixing efficiency are non-trivial. In previous sections, we showed that energetics of the flow over more non-linear, tall topographies (i.e., \( J = 2 \)) could explain the energy transfer rates observed near the bottom in the Southern Ocean by Cusack et al. (2020). As such, the differences in patterns of mixing efficiency between non-linear and linear cases may be important for future studies of ocean mixing.

6. Discussion and summary

In this study, we examine the effects of topographic height on the energetics of stratified flow over lee wave radiative topography through idealized numerical simulations. Specifically, we focus on 1) the energy transfer between the non-geostrophic component of the time-mean flow and internal waves with frequencies between \( \sim f \) and \( N \), and 2) KE and APE dissipation rates. We find a number of differences between a linear regime (short topography) and a more non-linear regime (tall topography), and, interestingly, a qualitative agreement between the tall topography \((J = 2)\) simulation and observational measurements by Cusack et al. (2020) in the Southern Ocean. Our findings suggest that non-linear dynamics may play an important role near the ocean bottom, especially over tall, lee-wave radiative topography.

a. Energy transfer rates

For our simulation with non-linear taller topography \((J = 2)\), we find the following main similarities with the observed near-bottom energy transfer rates reported in Cusack et al. (2020):

1. net KE transfer from the internal waves to the time-mean flow due to the vertical shear is in magnitude approximately equal to or exceeding, but has opposite sign to the horizontal KE transfer, which facilitates energy transfer to the internal waves through horizontal shear and strain;
2. near-inertial waves are responsible for most of the horizontal KE transfer rates with minimal contributions from super-inertial internal waves;

3. buoyancy fluxes of super-inertial ($\omega > 1.5f$) internal waves play an important role in energy transfers from the internal waves.

In contrast, the simulation with shorter linear topography ($J = 0.6$) has vertical KE transfer rates that are negligible compared with the horizontal KE transfer rates. It also has negligible contribution to the energy transfer rates from the buoyancy flux terms. Vertical KE transfer rates, in particular, increase with topographic height due to larger vertical shear of the time-mean flow (e.g., $\partial_z \bar{u}$) near the topography because the flow has to accelerate and decelerate more while going over the obstacle.

The derivation of EP flux (Eliassen 1960), which combines KE transfer due to vertical shears and APE transfer from horizontal buoyancy fluxes (cf. Eq. (17)), and the further “effective” transfer rate approximation by Ruddick and Joyce (1979) (cf. Eq. (18)) both rely on the geostrophic balance of the mean flow and linear internal wave dynamics. Cusack et al. (2020) attributed discrepancy between the observations and such approximations to the non-linear dynamics, namely large $J$ in the study area. Thus, it is perhaps not surprising that we find an agreement between our simulation with tall non-linear topography and their observations. However, notably, in the Eulerian framework, near-bottom time-mean flow can also include non-geostrophic components, for instance, steady lee waves. Previous studies (e.g., Nikurashin and Ferrari 2010a; Zemskova and Grisouard 2021) found the interaction between lee waves and near-inertial waves to be important for bottom-driven flows.

In the energetic analysis of our simulations, we indeed find that the wave-wave interactions between the non-geostrophic time-mean flow (primarily lee waves) and internal waves (with frequencies between $f$ and $N$) produce energy transfer rates that qualitatively agree with the observations.
Our findings have two main implications. First, the “effective” transfer rate approximation has been often applied to parameterize the effective vertical viscosity by combining the contribution of vertical stresses and buoyancy fluxes, and then used to estimate dissipation rates (e.g., Ferrari and Wunsch 2009; Polzin 2010). This approximation implies that near-inertial motions do not contribute to the vertical energy transfer, and that KE exchange plays a more important role than APE exchange. Applying this approximation to observational measurements, vertical viscosity have been computed to be at least 3 orders of magnitude smaller than horizontal viscosity (e.g., Watson 1985; Polzin 2010). As such, vertical KE transfer has previously been considered negligible and excluded from ocean energy budget analyses (e.g., Storch et al. 2012; Jing et al. 2018). Our analysis suggests that in regions of non-linear and non-geostrophic flows, for instance near tall bottom topography where strong near-inertial motions are generated, such approximation may no longer hold. In these regions, contribution from near-inertial motions and buoyancy fluxes to vertical viscosity parameterizations may need to be included, especially for observational studies conducted in the Eulerian framework, where stationary lee waves are part of the zero-frequency (time-mean) flow.

Second, it has been previously suggested that flow over two-dimensional topography may preferentially go around a tall topographic obstacle rather than over it, such that the energy flux into the internal waves is reduced for sufficiently non-linear topographies (e.g., $J > 0.7$ in Nikurashin et al. (2014)). However, in this study, we find a qualitative agreement in energy transfer rates between the ocean observations and our simulation with non-linear topography ($J = 2$), but not our simulation with linear topography ($J = 0.6$). Because of the anisotropic nature of the abyssal hills, it may be the case that the flow is forced to go over some topographic obstacles with $J > 1$. As pointed out by Mayer and Fringer (2020), due to this anisotropic nature, in some regions the topography may be better approximated as a series of ridges rather than seamounts. Notably, strong contributions
to energy transfer rates from horizontal buoyancy fluxes have been previously reported in flows over ridges (e.g., Pinkel et al. 2012). As such, it is possible that simplification to one-dimensional topography is valid for idealized process studies of flow over bottom topography, and that hydraulic control and other non-linear processes that become important for taller topographies indeed contribute to ocean energetics.

Because our background geostrophic flow is uniform, our analysis differs from previous studies (Shakespeare and McC. Hogg 2018; Kunze and Lien 2019) that considered energy loss or gain of the internal waves to the mean geostrophic shear. The presence of such shear would further complicate the energy exchanges between various energy reservoirs, and deserves a separate study (Cynthia Wu, personal communication). Nonetheless, the results from this study can provide an insight into the energy transfers between lee waves and other internal waves, in particular near-inertial waves, which are all generated as a result of flow-topography interactions.

b. KE and APE dissipation

In our simulations, the rates of both KE dissipation and APE dissipation (i.e., irreversible mixing) increase with height of the topographic obstacle, but their spatial distributions differ. As the topographic height increases, mixing is enhanced locally, close to the topography, especially in the region of wave breaking and convective overturns. This is consistent with the assumption of locally generated mixing used to estimate global mixing efficiency and overturning rates in Mashayek et al. (2017b). KE dissipation, on the other hand, can be sustained further above the topography as $J$ increases through increased non-linear wave-wave interactions. The vertical extent of these non-linear resonant interactions, especially those involving steady lee waves and upward propagating near-inertial waves, increases with topographic height, as instabilities arising in the hydraulically controlled region near topography help generate stronger near-inertial waves. As a
result, mixing efficiency, which reflects the competing effects of KE and APE dissipation rates, increases away from bottom for flows over shorter topographies, but it is maximized close to the bottom for flows over taller topographies.

Our results add new evidence to the volume of previous literature showing the variability of mixing efficiency in different environments (e.g., Moum 1996; Scotti and White 2011; Salehipour and Peltier 2015; Chalamalla and Sarkar 2015; Mashyek et al. 2017a; Sohail et al. 2019). Interestingly, sufficiently away from the shorter topography ($J = 0.6$; $HAB > 0.2$, which is approximately 800 m), volume-averaged mixing efficiency $\eta_V$ is around $1/6$, which corresponds to the canonical value for the flux coefficient $\Gamma = 0.2$ (cf. Eqn. (2)). As such, for flows over linear topography, away from the bottom-driven local effects, previous estimates of turbulent diffusion coefficient $\kappa_{turb}$ may be valid. However, for taller topographies, the flux coefficient may be much smaller (e.g., at $HAB = 0.3$, for $J = 2$, $\eta_V \sim 0.05$ and $\Gamma = 0.053$) or larger (e.g., at $HAB = 0.3$, for $J = 1$, $\eta_V \sim 0.3$ and $\Gamma = 0.43$). If flows over non-linear topographies indeed have important contributions to ocean energetics, as suggested in our study, $\Gamma = 0.2$ may underestimate or overestimate $\kappa_{turb}$ depending on the height of a topographic obstacle and, subsequently, miscalculate the rate of abyssal overturning in global models.

Because of the highly idealized set-up of this process study, we are unable to account for all processes that undoubtedly affect dissipation and mixing rates close to and away from bottom topography in the ocean. For instance, the set-up does not allow for the flow to go around the topography (Nikurashin et al. 2014) or include the effects of far-field propagation and remote dissipation of bottom-radiated waves (Zheng and Nikurashin 2019). Because the topography in our simulations has a fixed width, we also have not captured variability over the full $J - \chi$ spectrum, which was shown to be important by Mayer and Fringer (2020). Furthermore, the rate of turbulent mixing may be underestimated, especially in the more non-linear topographic regimes,
due to the loss of stratification near topography. In regions of the ocean where stratified fluid is continuously supplied, mixing efficiency may be indeed larger. As such, the specific values of $\eta_V$ (and subsequently, $\Gamma$) computed in this study may not be directly applicable to the ocean without further numerical studies accounting for some, if not all, of these processes. Nonetheless, our results can provide insights into the differences between the energetics of bottom-driven flows over short and tall abyssal hills that may need to be considered for parameterizations of turbulent viscosity and diffusivity coefficients.
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Fig. 1. Domain set-up for all simulations with sinusoidal topographic bump (upper part of the domain cropped). Overlaid is a snapshot of the flow for experiment \((X,J) = (0.16,2)\) at \(t = 6.75t_I\) to highlight a breaking event downstream of the topography. Color: normalized perturbation velocity \(u/U\); black contours: isopycnals. Topography is homogeneous in \(y\) and the domain is periodic in \(x\) and \(y\).

Fig. 2. (Left) Hovmöller diagram of the normalized total kinetic energy dissipation \((\log_{10}(E_K/U^2))\) horizontally-averaged and plotted in terms of height above the bottom (HAB) and (right) horizontally-averaged non-linear forcing for the near-inertial frequency motions, \(\Lambda_f\) defined in Eqn. (10) computed over the last 4\(t_I\). (a) \(J = 0.6\), (b) \(J = 1\), and (c) \(J = 2\).

Fig. 3. Energy budget diagram illustrating KE and APE exchanges between the time-mean flow and internal waves, and dissipation rates of the time mean flow and internal waves. KE and APE are defined in Eqsns. (7) and (8), respectively. KE and APE exchange rates are defined in Eqsns. (15) and (16), respectively. The dissipation rates of KE and APE are defined in Eqsns. (13) and (14), respectively. When a term on an arrow is positive (negative), energy goes along (opposite to) the direction of said arrow.

Fig. 4. (a,c) Normalized kinetic energy \((E_K)\) spectra, and (b,d) available potential energy \((E_A)\) spectra, excluding the background geostrophic flow, averaged at \(HAB = 0.1, 0.2, 0.3\). (Top) simulation with linear topography \(J = 0.6\), and (bottom) simulation with non-linear topography \(J = 2\). Spectra are computed over the last 4\(t_I\) of each simulation.

Fig. 5. (left) KE transfer rate from zero-frequency to near-inertial waves due to horizontal shear and strain, i.e., \(F_h(E_K)\) from Eqn. (15), (middle) KE transfer rate due to vertical shear, i.e., \(F_v(E_K)\) from Eqn. (15), (right) horizontal average of \(F_h(E_K)\) and \(F_v(E_K)\) as a function of HAB. (a,b) \(J = 0.6\), (c,d) \(J = 1\), (e,f) \(J = 2\). All values computed over the last 4\(t_I\).

Fig. 6. Normalized time-mean \((\omega = 0)\) horizontal velocity \(\bar{u}/U\) and buoyancy \(\bar{b}/N^2\): (a,b) \(J = 0.6\), (c,d) \(J = 1\), (e,f) \(J = 2\). All values computed over the last 4\(t_I\) and averaged in \(y\)-direction.

Fig. 7. Real parts of normalized horizontal velocity \(\bar{u}_f/U\), buoyancy \(\bar{b}_f/N^2\), and vertical velocity \(\bar{w}_f/U\), CD-filtered at \(\omega = f\) as defined in Eqn. (9): (a,b,c) \(J = 0.6\), (d,e,f) \(J = 1\), (g,h,i) \(J = 2\). All values computed over the last 4\(t_I\) and averaged in \(y\)-direction. Black dashed lines in the buoyancy plots (middle column) indicate the freely propagating inertial wave slope \(a_2\) defined in Eqn. (19).

Fig. 8. Same as Fig. 5, only for KE transfer rates from zero-frequency to super-inertial internal waves.

Fig. 9. (Left) APE transfer rates from zero-frequency to near-inertial waves due horizontal buoyancy fluxes, i.e., \(F_h(E_A)\) from Eqn. (16), (middle) sum of APE transfer rate \(F_h(E_A)\) and KE transfer rate from vertical shear, i.e., \(F_v(E_K)\) from Eqn. (15), (right) horizontal average of \(F_v(E_K), F_h(E_A)\), and \(F_h(E_A) + F_v(E_K)\) as a function of HAB. The “effective” transfer rate \(F_h(E_A) + F_v(E_K) \approx F_v^{ef}\) (from Eqn. (18)) should be zero at \(\omega = f\). (a,b) \(J = 0.6\), (c,d) \(J = 1\), (e,f) \(J = 2\). All values computed over the last 4\(t_I\).

Fig. 10. Same as Fig. 9, only for APE and KE transfer rates from zero-frequency to super-inertial internal waves.

Fig. 11. Volume-averaged (a) mixing efficiency, \(\eta_V\) defined in Eqn. (20), (b) APE and KE dissipation rates \((D(E_A)\) marked with squares and \(D(E_K)\) marked with stars, respectively), (c) internal
energy transfer from APE to KE reservoir, $\overline{w'b'}$, and (d) APE transfer from near-inertial super-inertial internal waves, i.e., $F(E_A^f, E_{SIW}^f)$ as defined in Eqn. (22). All values are computed over four spatial intervals above the bottom: $HAB < 0.1$, $HAB \in [0.1, 0.2)$, $HAB \in [0.2, 0.3)$, and $HAB \in [0.3, 0.4)$. All values computed over the last 4$t_I$. Three different topographic regimes are presented: $J = 0.6$ in blue, $J = 1$ in red, and $J = 2$ in black.

Fig. 12. Local mixing efficiency, $\eta$ defined in Eqn. (21), averaged in $y$: (a) $J = 0.6$, (b) $J = 1$, and (c) $J = 2$. All values computed over the last 4$t_I$.

Fig. 13. (a,b) Horizontally averaged APE dissipation rate $D(E_A)$, (c,d) KE dissipation rate $D(E_K)$: (left) dissipation rates of $\omega = 0$ motions (solid lines) and internal waves (IW, dashed); (right) breakdown of internal wave dissipation rates into near-inertial (NIW, dash-dot) and super-inertial (SIW, dotted) internal waves. All values computed over the last 4$t_I$. Three different topographic regimes are presented: $J = 0.6$ in blue, $J = 1$ in red, and $J = 2$ in black.
Fig. 1. Domain set-up for all simulations with sinusoidal topographic bump (upper part of the domain cropped). Overlayed is a snapshot of the flow for experiment \((\chi, J) = (0.16, 2)\) at \(t = 6.75t_f\) to highlight a breaking event downstream of the topography. Color: normalized perturbation velocity \(u/U\); black contours: isopycnals. Topography is homogeneous in \(y\) and the domain is periodic in \(x\) and \(y\).
Fig. 2. (Left) Hovmöller diagram of the normalized total kinetic energy dissipation ($\log_{10}(E_K / U^2)$) horizontally averaged and plotted in terms of height above the bottom (HAB) and (right) horizontally-averaged non-linear forcing for the near-inertial frequency motions, $\Lambda_f$ defined in Eqn. (10) computed over the last 4$T_f$. (a) $J = 0.6$, (b) $J = 1$, and (c) $J = 2$. 
Fig. 3. Energy budget diagram illustrating KE and APE exchanges between the time-mean flow and internal waves, and dissipation rates of the time mean flow and internal waves. KE and APE are defined in Eqns. (7) and (8), respectively. KE and APE exchange rates are defined in Eqns. (15) and (16), respectively. The dissipation rates of KE and APE are defined in Eqns. (13) and (14), respectively. When a term on an arrow is positive (negative), energy goes along (opposite to) the direction of said arrow.
Fig. 4. (a,c) Normalized kinetic energy ($E_K$) spectra, and (b,d) available potential energy ($E_A$) spectra, excluding the background geostrophic flow, averaged at $HAB = 0.1, 0.2, 0.3$. (Top) simulation with linear topography $J = 0.6$, and (bottom) simulation with non-linear topography $J = 2$. Spectra are computed over the last $4t_f$ of each simulation.
Fig. 5. (left) KE transfer rate from zero-frequency to near-inertial waves due to horizontal shear and strain, i.e., $F_h(E_K)$ from Eqn. (15), (middle) KE transfer rate due to vertical shear, i.e., $F_v(E_K)$ from Eqn. (15), (right) horizontal average of $F_h(E_K)$ and $F_v(E_K)$ as a function of HAB. (a,b) $J = 0.6$, (c,d) $J = 1$, (e,f) $J = 2$. All values computed over the last $4t_I$. 
FIG. 6. Normalized time-mean ($\omega = 0$) horizontal velocity $\bar{u}/U$ and buoyancy $\bar{b}/N^2$: (a,b) $J = 0.6$, (c,d) $J = 1$, (e,f) $J = 2$. All values computed over the last $4t_f$ and averaged in $y$–direction.
Fig. 7. Real parts of normalized horizontal velocity $\tilde{u}_f / U$, buoyancy $\tilde{b}_f / N^2$, and vertical velocity $\tilde{w}_f / U$, CD-filtered at $\omega = f$ as defined in Eqn. (9): (a,b,c) $J = 0.6$, (d,e,f) $J = 1$, (g,h,i) $J = 2$. All values computed over the last 4$t_f$ and averaged in $y$–direction. Black dashed lines in the buoyancy plots (middle column) indicate the freely propagating inertial wave slope $\alpha_2$ defined in Eqn. (19).
Fig. 8. Same as Fig. 5, only for KE transfer rates from zero-frequency to super-inertial internal waves.
Fig. 9. (Left) APE transfer rates from zero-frequency to near-inertial waves due horizontal buoyancy fluxes, i.e., $F_h(E_A)$ from Eqn. (16), (middle) sum of APE transfer rate $F_h(E_A)$ and KE transfer rate from vertical shear, i.e., $F_v(E_K)$ from Eqn. (15), (right) horizontal average of $F_v(E_K)$, $F_h(E_A)$, and $F_h(E_A) + F_v(E_K)$ as a function of HAB. The “effective” transfer rate $F_h(E_A) + F_v(E_K) \approx F_v^{\text{eff}}$ (from Eqn. (18)) should be zero at $\omega = f$. (a,b) $J = 0.6$, (c,d) $J = 1$, (e,f) $J = 2$. All values computed over the last $4t_I$. 
Fig. 10. Same as Fig. 9, only for APE and KE transfer rates from zero-frequency to super-inertial internal waves.
Fig. 11. Volume-averaged (a) mixing efficiency, $\eta_{V}$ defined in Eqn. (20), (b) APE and KE dissipation rates ($D(E_A)$ marked with squares and $D(E_K)$ marked with stars, respectively), (c) internal energy transfer from APE to KE reservoir, $w'\overline{b}'$, and (d) APE transfer from near-inertial super-inertial internal waves, i.e., $F(E_A^f, E_A^{SIW})$ as defined in Eqn. (22). All values are computed over four spatial intervals above the bottom: $HAB < 0.1$, $HAB \in [0.1,0.2)$, $HAB \in [0.2,0.3)$, and $HAB \in [0.3,0.4)$. All values computed over the last $4t_I$. Three different topographic regimes are presented: $J = 0.6$ in blue, $J = 1$ in red, and $J = 2$ in black.
Fig. 12. Local mixing efficiency, $\eta$ defined in Eqn. (21), averaged in $y$: (a) $J = 0.6$, (b) $J = 1$, and (c) $J = 2$.

All values computed over the last $4t_f$. 
Fig. 13. (a,b) Horizontally averaged APE dissipation rate $D(E_A)$, (c,d) KE dissipation rate $D(E_K)$: (left) dissipation rates of $\omega = 0$ motions (solid lines) and internal waves (IW, dashed); (right) breakdown of internal wave dissipation rates into near-inertial (NIW, dash-dot) and super-inertial (SIW, dotted) internal waves. All values computed over the last $4T_I$. Three different topographic regimes are presented: $J = 0.6$ in blue, $J = 1$ in red, and $J = 2$ in black.