The Effect of Warm-Glow on User Perceived Usability and Intention to Adopt Technology: Extending UTAUT2
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Abstract: In this work we investigate the effect that warm-glow has on user’s perception of the usability of a technology as well as their intention to adopt within the context of the second version of the Unified Theory of Acceptance and Use of Technology (UTAUT2). The UTAUT2 model was extended for this purpose, incorporating two existing constructs designed to capture the two aspects of warm-low (extrinsic and intrinsic), forming the UTAUT2 + WG model. An experimental approach was then taken to evaluate this proposed model, where participants were exposed to a vignette describing a hypothetical technology which was designed to evoke a feeling of warm-glow. The collected data was analyzed using the partial least squares approach in order to evaluate our extended model. The results revealed that warm-glow does indeed influence user behavior and plays a prominent role. Warm-glow was found to influence user perception of the usability of a technology, where effectiveness is reflected through the factor of performance expectancy (PE), efficiency through the factor of effort expectancy (EE), and satisfaction through hedonic motivation (HM). Furthermore, warm-glow was found to influence user behavioral intention to adopt technology. The paper concludes by discussing the implications of these findings.
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1. Introduction

Identifying the factors which influence user intention to adopt a technology and their respective magnitudes offers organizations valuable information to advise their practices. Technology acceptance modeling is a mature approach that enables the acquisition of such valuable insight; the most contemporary model and accompanying instrument being the second evolution of the Unified Theory of Acceptance and Use of Technology (UTAUT2) [1]. The model has been adapted for a spectrum of varying aspects (e.g., consumer vs. workplace), cultures (e.g., east vs. west), and technologies (e.g., mobile banking, biometric authentication). There are several studies that offer a more extensive list of the ways in which the model has been developed (e.g., [2]). However, one area that has yet to be extensively explored within the context of the UTAU2 model is technology which evokes in perspective users warm-glow.

Warm-glow being the positive feeling that is realized when one does something good for their fellow human, irrespective of motivation which may be selfish or altruistic in origin. The first being classified as extrinsic warm-glow (EWG) and the second as intrinsic warm-glow (IWG), respectively. Albeit, the phenomenon of warm-glow has been studied as it pertains to the adoption of technology through the use of the Theory of Reasoned Action, its progression, the Theory of Planned Behavior (e.g., [3]), and then the Technology Acceptance Model (e.g., [4]). Importantly, the first two, Theory of Reasoned Action and Theory of Planned Behavior, are generic models for understanding user adoption behavior (i.e., not specifically designed for use with technology). The third, the Technology Acceptance Model, being an adaptation of the Theory of Planned Behavior specifically for technology which led to a series of evolutions (TAM0, TAM1, TAM2, and TAM3).
Subsequently an attempt to consolidate these into one optimal model resulted in the cre-
ation of the Unified Theory of Acceptance and Use of Technology (UTAUT) which later
was revised to UTAUT2. Given that the UTAU2 model is the most contemporary of the
standard technology acceptance model investigating the warm-glow phenomenon within
that context is of interest to the information systems community.

Through this work we demonstrate how the UTAUT2 model can be extended to
take into account the phenomenon of warm-glow. Accordingly, we incorporate two fac-
tors PEWG and PIWG to capture the two dimensions of warm-glow, extrinsic, and intrin-
sic, respectively. We then rely on an experimental approach to evaluate the model and
identify the effect that warm-glow plays on the behavioral intention of users to adopt a
technology. The findings reveal that the proposed UTAUT2 + WG is superior with respect
to fit than the original UTAUT model. Moreover, we demonstrate how the model can be
used with technology that evokes warm-glow for use by those working with such tech-
nology (i.e., that evokes a feeling of warm-glow). It should be noted that what evokes
warm-glow in one user may not evoke warm-glow in another. The findings reveal that
(when looking the total effect) warm-glow plays a prominent role in user decisions, with
the perception of EWG having the second greatest effect. Intrinsic warm-glow is described
as “some people social approval may be a reason for charity donations whereas for others
it is an intrinsic warm glow feeling” [5]. Both appear in the following passage “intrinsic
warm glows are personal feelings of being a good person, like the ones expressed in the
dictator game. Extrinsic warm glows, on the other hand, function as social signals. Hu-
mans are social creatures and indicating to others that we are good plays an important
role in group stability.6 In this case, an extrinsic warm glow occurs from the act of donat-
ing: donors can signal their virtue to others, ranging from mentioning the donation to
wearing “I Donated” stickers, t-shirts, and social media posts about their deed” [6].

2. Materials and Methods

Given that the practice of technology acceptance modeling relies on a confirmatory
approach, our first step was to establish the proposed model, which we refer to as UTAUT
+ WG, and the corresponding hypotheses for evaluation.

2.1. Development of the Hypotheses and Model

2.1.1. The Effect of Warm-Glow on Behavioral Intention to Adopt

There is ample literature reporting on the positive effect that warm-glow has on user
behavioral intention to adopt a technology. We therefore propose the following hypothe-
ses:

H1: Perceived extrinsic warm-glow (PEWG) positively influences behavioral intention (BI).
H2: Perceived intrinsic warm-glow (PIWG) positively influences behavioral intention (BI).

2.1.2. The Effect of Warm-Glow on Perceived Usability

Previous research has looked at the effect of warm-glow on two of the criteria of per-
ceived usability with respect to warm-glow, perceived effectiveness and perceived effi-
ciency, finding that warm-glow positively influences perceived effectiveness [4]. Accord-
ingly, we propose the following hypotheses:

H3: Perceived extrinsic warm-glow (PEWG) positively influences effort expectancy (EE).
H4: Perceived intrinsic warm-glow (PIWG) positively influences effort expectancy (EE).
H5: Perceived extrinsic warm-glow (PEWG) positively influences performance expectancy (PE).
H6: Perceived intrinsic warm-glow (PIWG) positively influences performance expectancy (PE).
2.1.4. Confirming the Uniqueness of the PEWG and PIWG Factors

It is also sensible to consider whether the warm-glow factors that we are integrating into our model duplicate the purpose served by those constructs that already exist in the UTAUT2 model. In particular, we should examine whether SI is analogous to PEWG and HM is analogous to PIWG. Accordingly, we propose the following hypotheses:

\[ H7: \] Perceived extrinsic warm-glow (PEWG) is a substitute to social influence (SI) with respect to behavioral intention (BI).

\[ H8: \] Perceived intrinsic warm-glow (PIWG) is a substitute to hedonic motivation (HM) with respect to behavioral intention (BI).

2.3. Data Collection

A web-based experimental approach using the Qualtrics platform was taken to evaluate the proposed model. To that end a total of 279 participants successfully completed the experiment. According to the work of Chin and Newsted [23], the size of our sample is adequate, as it is higher than 150, which they describe as large. Each participant was asked to consent to taking part in the experiment. Subsequently, they were presented with a vignette (from Saravanos et al. [10]) describing a hypothetical technology product designed to evoke a feeling of warm-glow. Thereafter, each participant was asked to complete a survey which in addition to demographic questions asked participants to rate the technology. These questions were adapted from Venkatesh et al.’s [1] UTAUT2 instrument and incorporated the warm-glow questions proposed by Saravanos et al. [10] to measure the two dimensions of warm-glow. Outside of the demographic questions, the remaining questions utilized a 7-point Likert scale ranging from strongly disagree to strongly agree.

2.3. Data Analysis

To analyze the data which was collected we relied on Structural Equation Modeling (SEM). The approach is regarded as extending the traditional linear modeling techniques [24]. It is recognized for its ability to work with complex models and is “used to explain multiple statistical relationships simultaneously through visualization and model validation” [24]. There are two flavors of this approach, the first is Covariance Based (CB) and the other is Partial Least Squares (PLS). Hair et al. [25] offer guidance as to when each should be used, specifically, they note that when a study “is exploratory or an extension of an existing structural theory” one should use “PLS-SEM”. As we are attempting to extend an existing theory (i.e., UTAUT2 with warm-glow), we selected PLS-SEM for our analysis using version 3.3.2 of SmartPLS (developed by SmartPLS GmbH, Germany) [26]. The approach relies on two elements, a measurement model which “specifies the relations between a construct and its observed indicators”, and a structural model which “specifies the relationships between the constructs” [27].

3. Analysis and Results

3.1. Assessing the Reflective Measurement Model

In the first instance we assess our reflective measurement model (also known as the outer model [27]) to confirm the reliability and validity of our construct measures to ensure their suitability for inclusion into our structural model [28]. This saw us evaluate the reliability of our indicators (see Table 2), in other words examine “how much of each indicator’s variance is explained by its construct” [28]. Given that all the indicator loadings were above the 0.708 recommended cutoff prescribed by Hair et al. [29] we were able to establish that item reliability was acceptable. Subsequently we used Jöreskog’s [30] composite reliability statistic, rho, in conjunction with Chronbach’s alpha, as the conservative and liberal perspectives respectively per Hair et al. [31], to investigate international consistency reliability. The values of both statistics for all constructs (see Table 2) were within the range recommended by Hair et al. [31] (i.e., between 0.70 and 0.90), where “higher
values indicate higher levels of reliability” [28]. We then went on to investigate the convergent validity and discriminant validity of our constructs. With respect to convergent validity, we relied on average variance extracted (AVE) indicator which in all cases (see Table 2) was equal to or above the 0.50 threshold (see Hair et al. [29]). With respect to discriminant validity, we relied on: the Fornell–Larcker criterion [32]; cross-loadings (see Chin [33]); and the heterotrait-monotrait ratio of correlations (HTMT) as proposed by Henseler et al. [34]. In all cases the values demonstrated convergent validity. As our reflective measurement model met all the aforementioned requirements it was appropriate for additional analysis (i.e., evaluating the structural model).

Table 2. Summary of Internal Consistency Reliability and Convergent Validity Testing.

| Factor | Item | Loading | t-Statistic | AVE |
|--------|------|---------|-------------|-----|
| EE     | EE1  | 0.915   | 51.247 *    |     |
|        | EE2  | 0.891   | 34.222 *    |     |
|        | EE3  | 0.906   | 51.720 *    |     |
|        | EE4  | 0.840   | 14.808 *    |     |
|        | FC1  | 0.897   | 30.877 *    |     |
| FC     | FC2  | 0.875   | 28.740 *    | 0.794|
|        | FC3  | 0.901   | 45.124 *    |     |
| HM     | HM3  | 0.951   | 81.007 *    | 0.911|
|        | HT1  | 0.756   | 14.012 *    |     |
| HT     | HT2  | 0.820   | 20.771 *    | 0.640|
|        | HT3  | 0.822   | 21.636 *    |     |
| PE     | PE1  | 0.869   | 50.233 *    |     |
|        | PE2  | 0.907   | 61.404 *    | 0.798|
|        | PE3  | 0.904   | 59.013 *    |     |
| PEWG   | PEWG1| 0.930   | 109.861 *   |     |
|        | PEWG2| 0.921   | 81.981 *    | 0.855|
|        | PEWG3| 0.923   | 81.216 *    |     |
| PIWG   | PIWG1| 0.926   | 75.375 *    |     |
|        | PIWG2| 0.902   | 41.643 *    | 0.847|
|        | PIWG3| 0.933   | 70.535 *    |     |
| PV     | PV1  | 0.825   | 6.805 *     | 0.823|
|        | PV2  | 0.982   | 37.661 *    |     |
| SI     | SI1  | 0.973   | 182.263 *   | 0.947|
|        | SI2  | 0.973   | 157.781 *   |     |

* p < 0.01.

Table 3. Summary of Reliability Testing.

| Factor  | Number of Items | Cronbach’s Alpha | CR  |
|---------|-----------------|------------------|-----|
| EE      | 4               | 0.911            | 0.937|
| FC      | 3               | 0.871            | 0.921|
| HM      | 2               | 0.903            | 0.954|
| HT      | 3               | 0.719            | 0.842|
| PE      | 3               | 0.874            | 0.922|
| PEWG    | 3               | 0.915            | 0.947|
| PIWG    | 3               | 0.910            | 0.943|
| PV      | 2               | 0.827            | 0.902|
| SI      | 2               | 0.910            | 0.943|

3.2. Assessing the Structural Model
The evaluation of the structural model (also known as the inner model within our context [27]) “focuses on evaluating the significance and relevance of path coefficients, followed by the model’s explanatory and predictive power” [35]. Initially one needs to assess the level of collinearity, this is traditionally done through the use of the variance inflation factor (VIF), where “VIF values above 5 are indicative of collinearity among the predictor constructs” [36] with values of 3 or greater signaling “possible collinearity issues” [31]. We used 5 as the cutoff for this work and there were several manifest variables that were therefore redundant and accordingly removed: PE4, SI3, FC4, HMI, PV3, HT4, BI2, BI3.

With respect to explanatory power of our model to BI we find an $R^2$ of 0.67 (i.e., explains 67% of the variance) which indicates according to the benchmark established by Chin [37] as substantial (reflected by a value of 0.67 or higher). Chin’s guidelines are reaffirmed in the work of Henseler et al. [38] who writes “0.67, 0.33, and 0.19 in PLS path models as substantial, moderate, and weak”. However it is important to recognize that “acceptable $R^2$ values are based on the context and in some disciplines an $R^2$ value as low as 0.10 is considered satisfactory” [39]. For example, Hair et al. [40] write that “in marketing research studies, $R^2$ values of 0.75, 0.50, or 0.25 for endogenous latent variables in the structural model can, as a rule of thumb, be described as substantial, moderate, or weak, respectively”. The factors, in order of decreasing strength, which had a statistically significant direct effect in determining user behavioral intention to adopt were: PE ($\beta = 0.310; p < 0.01$), PIWG ($\beta = 0.258; p < 0.01$), HM ($\beta = 0.225; p < 0.05$), and gender ($\beta = 0.096; p < 0.05$). With respect to total effect, we find the factors, in order of decreasing strength, which were statistically significant to be: PIWG ($\beta = 0.394; p < 0.01$), PE ($\beta = 0.310; p < 0.01$), PEWG ($\beta = 0.303; p < 0.01$), HM ($\beta = 0.225; p < 0.05$), and gender ($\beta = 0.096; p < 0.05$). Therefore, H1 (PEWG $\rightarrow$ BI) and H2 (PIWG $\rightarrow$ BI) were confirmed.

With respect to explanatory power of our model to EE we find an $R^2$ of 0.202 (i.e., explains 20.2% of the variance) which indicates according to the benchmark established by Chin [37] as substantial and according to the benchmark of xx as moderate. The factors, in order of decreasing strength, which had a statistically significant direct effect in determining user behavioral intention to adopt were: PIWG ($\beta = 0.425; p < 0.01$). With respect to total effect, there was no difference to report. Accordingly, H4 (PIWG $\rightarrow$ EE) was confirmed but H3 (PEWG $\rightarrow$ EE) was not verified.

With respect to explanatory power of our model to HM we find an $R^2$ of 0.455 (i.e., explains 45.5% of the variance) which indicates according to the benchmark established by Chin [37] as substantial and according to the benchmark of xx as moderate. The factors, in order of decreasing strength, which had a statistically significant direct effect in determining user behavioral intention to adopt were: PEWG ($\beta = 0.499; p < 0.01$) and PIWG ($\beta = 0.248; p < 0.01$). With respect to total effect, there was no difference to report. Thus, H5 (PEWG $\rightarrow$ HM) and H6 (PIWG $\rightarrow$ HM) were confirmed.

With respect to explanatory power of our model to PE we find an $R^2$ of 0.477 (i.e., explains 47.7% of the variance) which indicates according to the benchmark established by Chin [37] as substantial and according to the benchmark of xx as moderate. The factors, in order of decreasing strength, which had a statistically significant direct effect in determining user behavioral intention to adopt were: PEWG ($\beta = 0.496; p < 0.01$), PIWG ($\beta = 0.248; p < 0.01$). With respect to total effect, there was no difference to report. Hence, H7 (PEWG $\rightarrow$ PE) and H8 (PIWG $\rightarrow$ PE) were confirmed.

| Path           | B (direct) | t-Statistic (direct) | B (total) | t-Statistic (total) |
|----------------|-----------|---------------------|-----------|---------------------|
| AGE $\rightarrow$ BI | 0.025     | 0.584               | 0.025     | 0.584               |
| AGE x EE $\rightarrow$ BI | 0.029     | 0.431               | 0.029     | 0.431               |
| AGE x FC $\rightarrow$ BI | 0.031     | 0.433               | 0.031     | 0.433               |
| AGE x HM $\rightarrow$ BI | 0.045     | 0.611               | 0.045     | 0.611               |
| AGE x HT $\rightarrow$ BI | 0.006     | 0.104               | 0.006     | 0.104               |
Table 5. Hypothesis testing results.

| Hypothesis | Relationship   | Decision   |
|------------|---------------|------------|
| H1         | PEWG → BI     | Supported  |
| H2         | PIWG → BI     | Supported  |
| H3         | PEWG → EE     | Not Supported |
| H4         | PIWG → EE     | Supported  |
| H5         | PEWG → HM     | Supported  |
| H6         | PIWG → HM     | Supported  |
| H7         | PEWG → PE     | Supported  |
| H8         | PIWG → PE     | Supported  |
We also explored the possibility that there were factors in the original model that were duplicative (i.e., substitutes) to the introduced warm-glow factors (i.e., PEWG and PIWG). To achieve this we applied the technique prescribed by Hagedoorn and Wang [41], through the use of moderators. The results indicated that there was no statistically significant moderating role between the PEWG and SI factors concerning the dependent variable BI. Thus, H9 was not supported. Likewise, no statistically significant roles was found between the factors of PIWG and HM, with respect to the dependent variable BI. Accordingly, H10 was not supported. In other words, we can conclude that the PEWG and PIWG factors are unique within our proposed UTAUT2 + WG model.

Table 6. $R^2$ and $R^2$ Adjusted Values by Factor.

| Factor | $R^2$ | $R^2$ Adjusted |
|--------|-------|----------------|
| BI     | 0.666 | 0.613          |
| EE     | 0.202 | 0.197          |
| HM     | 0.455 | 0.451          |
| PE     | 0.477 | 0.473          |

4. Discussion and Conclusions

With respect to direct effects, our findings indicated that the UTAUT2 + WG was superior in terms of fit when compared to the traditional UTAUT2 model for a technology that evokes in users a feeling of warm-glow. The behavioral intention of users to adopt the technology revealed that the perception of intrinsic warm-glow (i.e., PIWG) played the second greatest role in user decisions ($\beta = 0.258$), preceded by the perceived effectiveness of the technology (i.e., PE) which had the primary role ($\beta = 0.258$). It was followed by HM ($\beta = 0.225$), and gender ($\beta = 0.096$). When looking at the total effect we find that PEWG becomes statistically significant ($\beta = 0.303$), and plays the third greatest effect. We see PIWG ($\beta = 0.394$) playing the greatest role followed by PE ($\beta = 0.310$). These were followed by HM ($\beta = 0.225$) and Gender ($\beta = 0.096$). These findings in part mirror the work of Saravanos et al. [4] who reported that the perceived usefulness of technology played the greatest role in determining user adoption of a technology, followed by perceived intrinsic warm-glow, social influence and then extrinsic warm-glow.

The effect of warm-glow on the perceived usability of technology has been touched upon in the past. We would present as an example the work of Saravanos et al. [4] who found that the perception of extrinsic warm-glow influenced the perceived usability of the technology. In our work we accepted the definition that usability is evaluated through the criteria of effectiveness, efficiency, and satisfaction. We then looked to the corresponding factors within the model, perceived effectiveness, perceived efficiency, and hedonic motivation, respectively. The findings revealed that PE was influenced by both PEWG ($\beta = 0.496$) and PIWG ($\beta = 0.272$). Regarding EE, PEWG did not have a statistically significant effect, but PIWG ($\beta = 0.425$) did. Finally, HM was influenced by both PEWG ($\beta = 0.499$) and PIWG ($\beta = 0.248$).

Author Contributions: Conceptualization, A.S.; data curation, A.S.; writing—original draft preparation, A.S., D.Z., and S.Z.; writing—review and editing, A.S., D.Z., and S.Z.; supervision, A.S.; project administration, A.S.; funding acquisition, A.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded in part by a New York University School of Professional Studies Dean’s Research Grant.
References

1. Davis, F. A Technology Acceptance Model for Empirically Testing New End-User Information Systems: Theory and Results. Ph.D. Thesis, Massachusetts Institute of Technology, Cambridge, MA, USA, 1985.

2. Venkatesh, V.; Bala, H. Technology Acceptance Model 3 and a Research Agenda on Interventions. Decis. Sci. 2008, 39, 273–315. https://doi.org/10.1111/j.1540-5915.2008.0192.x.

3. Al-Harby, F.; Qahwaji, R.; Kamala, M. The Effects of Gender Differences in the Acceptance of Biometrics Authentication Systems within Online Transaction. In Proceedings of the International Conference on CyberWorlds, Bradford, UK, 7 September 2009; pp. 203–210. https://doi.org/10.1109/cw.2009.40.

4. Fishbein, M.; Ajzen, I. Belief, Attitude, Intention, and Behavior: An Introduction to Theory and Research; Addison-Wesley: Reading, MA, USA, 1975.

5. Ajzen, I. From Intentions to Actions: A Theory of Planned Behavior. In Action Control: From Cognition to Behavior; Kuhl, J., Beckmann, J., Eds.; Springer: Berlin/Heidelberg, Germany, 1985; pp. 11–39, ISBN 978-3-642-69746-3.

6. Ajzen, I.; Fishbein, M. Understanding Attitudes and Predicting Social Behavior; Pearson: Englewood Cliffs, NJ, USA, 1980; ISBN 978-0-13-936435-8.

7. Shachak, A.; Kuziemsky, C.; Petersen, C. Beyond TAM and UTAUT: Future directions for HIT implementation research. J. Biomed. Informatics 2019, 100, 103315. https://doi.org/10.1016/j.jbi.2019.103315.

8. Gansser, O.A.; Reich, C.S. A new acceptance model for artificial intelligence with extensions to UTAUT2: An empirical study in three segments of application. Technol. Soc. 2021, 65, 101535. https://doi.org/10.1016/j.techsoc.2021.101535.

9. Holden, R.J.; Karsh, B.-T. The Technology Acceptance Model: Its past and its future in health care. J. Biomed. Informatics 2010, 43, 159–172. https://doi.org/10.1016/j.jbi.2009.07.002.

10. Ammenwerth, E. Technology Acceptance Models in Health Informatics: TAM and UTAUT. Stud. Health Technol. Inform. 2019, 263, 64–71. https://doi.org/10.3233/SHTI190111.

11. Turner, M.; Kitchenham, B.; Breretton, P.; Charters, S.; Budgen, D. Does the technology acceptance model predict actual use? A systematic literature review. Inf. Softw. Technol. 2010, 52, 463–479. https://doi.org/10.1016/j.infsof.2009.11.005.

12. Davis, F.D. Perceived Usefulness, Perceived Ease of Use, and User Acceptance of Information Technology. MIS Q. 1989, 13, 319–340. https://doi.org/10.2307/249008.

13. Venkatesh, V.; Davis, F.D. A Theoretical Extension of the Technology Acceptance Model: Four Longitudinal Field Studies. Manag. Sci. 2000, 46, 186–204. https://doi.org/10.1287/mnsc.46.2.186.11926.

14. Rondán-Cataluña, F.J.; Arenas-Gaitán, J.; Ramírez-Correa, P.E. A comparison of the different versions of popular technology acceptance models. Kybernetes 2015, 44, 788–805. https://doi.org/10.1108/k-09-2014-0184.

15. Youssafzai, S.Y.; Foxall, G.R.; Pallister, J.G. Technology acceptance: A meta-analysis of the TAM: Part 1. J. Model. Manag. 2007, 2, 251–280. https://doi.org/10.1108/17465660710834453.

16. Youssafzai, S.Y.; Foxall, G.R.; Pallister, J.G. Technology acceptance: A meta-analysis of the TAM: Part 2. J. Model. Manag. 2007, 2, 281–304. https://doi.org/10.1108/17465660710834462.

17. Andreoni, J. Giving with Impure Altruism: Applications to Charity and Ricardian Equivalence. J. Polit. Econ. 1999, 97, 1447–1458. https://doi.org/10.1086/301662.

18. Shakeri, A.; Kugathasan, H. Defining Donation. Hektoen Int. J. Med. Humit. 2020, 12. Available online: https://hekint.org/2020/01/30/defining-donation/ (accessed on 5 September 2022).

19. Van de Ven, J. The Economics of the Gift; University of Amsterdam; Tinbergen Institute: Amsterdam, The Netherlands, 2000.

20. Saito, K. Impure altruism and impure selfishness. J. Econ. Theory 2015, 158, 336–370. https://doi.org/10.1016/j.jet.2015.05.003.

21. Saravanan, A.; Zheng, D.; Zervoudakis, S. Measuring Consumer Perceived Warm-Glow for Technology Adoption Modeling. Available online: https://arxiv.org/pdf/2203.09023.pdf (accessed on 19 March 2022).

22. Kuijpers, M.H. Perceptive Categories and the Standard of the Time. In An Archaeology of Skill; Routledge: London, UK, 2017; pp. 64–81, ISBN 1-315-19602-6.

23. Warshaw, P.R.; Davis, F.D. Disentangling behavioral intention and behavioral expectation. J. Exp. Soc. Psychol. 1985, 21, 213–228. https://doi.org/10.1016/0022-1031(85)90017-4.

24. Griskevicius, V.; Tybur, J.M.; Van den Bergh, B. Going green to be seen: Status, reputation, and conspicuous conservation. J. Personal. Soc. Psychol. 2010, 98, 392–404. https://doi.org/10.1037/a0017346.

25. Van den Bergh, B.; Griskevicius, V.; Tybur, J. Consumer Choices: Going Green to Be Seen. RSM Discov. Manag. Knowl. 2010, 4, 10–11.
55. Hair, J.F.; Risher, J.J.; Sarstedt, M.; Ringle, C.M. When to use and how to report the results of PLS-SEM. *Eur. Bus. Rev.* 2019, 31, 2–24. https://doi.org/10.1108/ebir-11-2018-0203.

56. Kock, N.; Lynn, G.S. Stevens Institute of Technology Lateral Collinearity and Misleading Results in Variance-Based SEM: An Illustration and Recommendations. *J. Assoc. Inf. Syst.* 2012, 13, 546–580. https://doi.org/10.17705/1jais.00302.

57. Hagedoorn, J.; Wang, N. Is there complementarity or substitutability between internal and external R&D strategies? *Res. Policy* 2012, 41, 1072–1083. https://doi.org/10.1016/j.respol.2012.02.012.

58. Henseler, J.; Ringle, C.M.; Sinkovics, R.R. *The Use of Partial Least Squares Path Modeling in International Marketing*; Sinkovics, R.R., Gharui, P.N., Eds.; Emerald Group Publishing Limited: Bingley, UK, 2009; p. 319, ISBN 978-1-84855-468-9.

59. Hu, L.T.; Bentler, P.M. Cutoff criteria for fit indexes in covariance structure analysis: Conventional criteria versus new alternatives. *Struct. Equ. Model. Multidiscip. J.* 1999, 6, 1–55. https://doi.org/10.1080/10705519909540118.

60. Henseler, J.; Ringle, C.M.; Sarstedt, M. A new criterion for assessing discriminant validity in variance-based structural equation modeling, *J. Acad. Mark. Sci.* 2015, 43, 115–135. https://doi.org/10.1007/s11747-014-0403-8.

61. Henseler, J.; Hubona, G.; Ray, P.A. Using PLS path modeling in new technology research: Updated guidelines. *Ind. Manag. Data Syst.* 2016, 116, 2–20. https://doi.org/10.1108/imds-09-2015-0382.

62. Akaike, H. A new look at the statistical model identification. *IEEE Trans. Autom. Control* 1974, 19, 716–723. https://doi.org/10.1109/tac.1974.1100705.

63. Venkatesh, V.; Morris, M.G.; Davis, G.B.; Davis, F.D. User Acceptance of Information Technology: Toward a Unified View. *MIS Q.* 2003, 27, 425–478. https://doi.org/10.2307/30036540.

64. King, W.R.; He, J. A meta-analysis of the technology acceptance model. *Inf. Manag.* 2006, 43, 740–755. https://doi.org/10.1016/j.im.2006.05.003.

65. Venkatesh, V.; Thong, J.Y.L.; Xu, X. Consumer Acceptance and Use of Information Technology: Extending the Unified Theory of Acceptance and Use of Technology. *MIS Q.* 2012, 36, 157–178. https://doi.org/10.2307/41410412.

66. Al-Gahtani, S.S.; Hubona, G.S.; Wang, J. Information technology (IT) in Saudi Arabia: Culture and the acceptance and use of IT. *Inf. Manag.* 2007, 44, 681–691. https://doi.org/10.1016/j.im.2007.09.002.

67. Bandyopadhyay, K.; Fraccastoro, K.A. The Effect of Culture on User Acceptance of Information Technology. *Commun. Assoc. Inf. Syst.* 2017, 19, 23. https://doi.org/10.17705/1cais.01923.

68. Faqih, K.M.S.; Jaradat, M.-I.R.M. Assessing the moderating effect of gender differences and individualism-collectivism at individual-level on the adoption of mobile commerce technology: TAM3 perspective. *J. Retail. Consum. Serv.* 2015, 22, 37–52. https://doi.org/10.1016/j.jretconser.2014.09.006.

69. Im, I; Hong, S.; Kang, M.S. An international comparison of technology adoption: Testing the UTAUT model. *Inf. Manag.* 2011, 48, 1–8. https://doi.org/10.1016/j.im.2010.09.001.

70. Srite, M.; Karahanna, E. The Role of Espoused National Cultural Values in Technology Acceptance. *MIS Q.* 2006, 30, 679–704. https://doi.org/10.2307/25148745.

71. Yuen, Y.Y.; Yeow, P.; Lim, N. Internet banking acceptance in the United States and Malaysia: A cross-cultural examination. *Mark. Intell. Plan.* 2015, 33, 292–308. https://doi.org/10.1108/mip-08-2013-0126.

72. Iweala, S.; Spiller, A.; Meyerding, S. Buy good, feel good? The influence of the warm glow of giving on the evaluation of food items with ethical claims in the U.K. and Germany. *J. Clean. Prod.* 2019, 215, 315–328. https://doi.org/10.1016/j.jclepro.2018.12.266.