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Abstract—In this paper, we present algorithms for designing networks that are robust to node failures with minimal or limited number of links. We present algorithms for both the static network setting and the dynamic network setting; setting where new nodes can arrive in the future. For the static setting, we present algorithms for constructing the optimal network in terms of the number of links used for a given node size and the number of nodes that can fail. We then consider the dynamic setting where it is disruptive to remove any of the older links. For this setting, we present online algorithms for two cases: (i) when the number of nodes that can fail remains constant and (ii) when only the proportion of the nodes that can fail remains constant. We show that the proposed algorithm for the first case saves nearly $3/4$ of the total possible links at any point of time. We then present algorithms for various levels of the fraction of the nodes that can fail and characterize their link usage. We show that when $1/2$ the number of nodes can fail at any point of time, the proposed algorithm saves nearly $1/2$ of the total possible links at any point of time. We show that when the number of nodes that can fail is limited to the fraction $1/2m$ ($m \in \mathbb{N}$), the proposed algorithm saves as much as $(1 - 1/2m)$ of the total possible links at any point of time. We also show that when the number of nodes that can fail at any point of time is $1/2$ of the number of nodes plus $n$, $n \in \mathbb{N}$, the number of links saved by the proposed algorithm reduces only linearly in $n$. We conjecture that the saving ratio achieved by the algorithms we present is optimal for the dynamic setting.
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I. INTRODUCTION.

Connectivity is a central objective in network applications. A road network uses roads to connect geographical locations along which people travel from one location to the other; a telecommunication network uses links and nodes to connect users. Thus, it is important that in a network, there should be at least one path connecting every location to every other location. Further, it is important that this connectivity property be robust to network disruptions. Real networks will typically have multiple objectives. For example, in a road network, the time of travel, the cost of the network, etc. are also very important. It is therefore likely that in practice, network design will require some optimization objective with connectivity as one of the primary constraints. Thus, the network solution in real networks would be a subset of the solutions that satisfy (robust) connectivity constraint. In this work, we study the problem of network optimization for this basic constraint: connectivity. Our goal is to design algorithms for this problem in the dynamic network setting.

A dynamic network is a network that changes with time. Examples of such networks can be readily found in nature, society, and modern technological systems: molecular interactions, social networks, transportation networks, mobile wireless networks, power grids and robot collectives. These networks exhibit different types of dynamics, for example, changing nature of the nodes and links or changing number of nodes. Recent years have witnessed growing interest in theoretical frameworks for dynamic networks. To a great extent this is motivated by the changing landscape of the Internet, the rise of Internet of Things (IoT), and their accompanying technical challenges. For example, the number of mobile-only users has already exceeded the number of desktop-only users and more than 75% of all digital consumers are now using both desktop and mobile platforms to access the Internet. The Internet of Things and smart cities are fast becoming a reality [1]. All of these systems and their networks are inherently dynamic.

Dynamic networks add a new dimension to network design and analysis – time. It is widely recognized that dynamic networks exhibit different structural and algorithmic properties [2]. In this work we consider the design of dynamic networks constantly changing by the addition of new nodes. The central question we address is how to update the network minimally such that the network continues to be robust. We study this problem under one central premise motivated by many physical networks: the network cannot be modified by disrupting the older portion of the network. To the best of our knowledge, this is the first paper to study this problem from a theory perspective. Throughout this paper, we use network to refer to the underlying graph structure.

Static networks (or graphs) and their theoretical properties have been extensively studied in the literature [3]–[5]. These works typically study the relation of properties such as node connectivity, $\kappa$ (the smallest number of nodes whose removal results in a disconnected network), the link connectivity, $\lambda$ (the smallest number of links whose removal results in a disconnected network), the minimum degree, $d_{\text{min}}$, and the number of node distinct paths and link distinct paths. In [3], it is shown that $\kappa \leq \lambda \leq d_{\text{min}}$ for a general network.

The optimality condition for connectivity for a regular network is defined as $\kappa = \lambda = d$. In [4], [5], it is shown that $\lambda = d$ for node-similar regular graphs and $\kappa = \lambda = d$ for symmetric regular graphs. Dekker et al. [6] showed that the $q$–dimensional hypertorus satisfies $\kappa = \lambda = d = 2q$. Thus, the hypertorus can be used to design optimal networks.
The challenge is that the application of this procedure for the generation of the optimal network for a given node size and $\kappa$ is not feasible for all node sizes and $\kappa$.

Alternatively, group theoretic concepts can also be used to generate optimal networks \cite{6}, \cite{7}, \cite{8} for a general $\kappa$. Here the optimal graphs are generated by constructing the minimal Cayley graph for a set. This procedure can be non-trivial and complex because it requires the identification of a set of a suitable size and a minimal generator set for that set whose size matches $\kappa$. The noteworthy point here is the relation between optimal networks and groups and their minimal generators. Two-level network structures based on an optimal base-network and a hub-network can also be used to construct optimal networks which are not necessarily node-similar and thus provide more general generation procedure for optimal networks. This design is guaranteed to be optimal provided that there exists an automorphism between the nodes in the base-network that are connected to different nodes in the hub-network (see \cite{5}).

The dynamic setting that we consider is non-trivial because (i) the optimal networks for a lesser node size need not be a sub-network of the optimal network for a larger node size and (ii) $\kappa$ can be dynamic. The procedures given above for generating the optimal network for a given node size and $\kappa$ are (i) either not feasible or complex and (ii) not in a suitable form to extend to the dynamic setting.

A. Our Contributions

In this work we develop algorithms for designing networks that are optimal or limited in the number of links used while they are robust to node failures. First, we present the static network setting. We develop algorithms for constructing the optimal network in terms of the number of links used for a given node size and robustness, $N_f = (\kappa - 1)$, the number of nodes that can fail without disconnecting the network. Then, we present the dynamic network setting. We develop algorithms for two cases: (i) when the number of nodes that can fail remains constant and (ii) when only the proportion of the nodes that can fail remains constant (changing $N_f$). We present algorithms that are robust to node failures at any point of time and characterize their link bounds for each of the cases. For the second case, we present algorithms for different levels of the fraction of the nodes that can fail.

We show that the proposed algorithm for the first case saves nearly 3/4 of the total possible links at any point of time. When the fraction of the nodes that can fail at any point of time is 1/2, we show that the proposed algorithm saves nearly 1/2 of the total possible links at any point of time. In particular, when the fraction of the nodes that can fail is 1/(2m) (m $\in$ N), we show that the proposed algorithm saves nearly as much as (1 − 1/2m) of the total possible links at any point of time. We also show that when the number of nodes that can fail at any point of time is 1/2 of the number of nodes plus n, n $\in$ N, the number of links saved by the algorithm we propose reduces only linearly in n. Our key contribution is presenting online algorithms for various levels of robustness for the dynamic setting.

B. Related Work

Many other graph theoretic properties have also been studied in the literature. Bollobas et al. \cite{8} showed that in the limit as the number of nodes goes to infinity a random graph (or network) is optimal. The diameter, defined as the longest of all the shortest paths is also an important graph-theoretic property. Bollobas et al. \cite{8} present general characterization of the diameter for regular and node-similar networks. Dekker et al. \cite{6} also characterize the relation between average distance between nodes and the diameter for node-similar graphs. Link load, which quantifies a notion of traffic through a link, is another important graph-theoretic property. In \cite{6}, characterization for the link load for regular and node-similar networks is presented.

Many papers have also proposed models for generating networks that mimic properties of real-world networks. Watts and Strogatz \cite{9} proposed a simple model to generate what are called ‘small world’ networks that are characterized by high clustering and small average distance. Barabasi et al. \cite{10}–\cite{12} introduced the scale-free networks. The distinctive feature of these networks is that they exhibit the power law degree distribution observed in many real world networks like the world wide web etc. But these networks are vulnerable to attacks. Dekker et al. \cite{6} showed that the two-level network structure can be used to combine an optimal network and a scale-free network to generate networks that retain the benefits of scale-free networks and that are robust simultaneously. The Klemm and Eguiluz (KE) model proposed in \cite{13} can be used to generate networks that satisfy the power law degree distribution and the properties of small world networks.

Several authors propose various metrics for measuring the robustness of networks. In \cite{14}–\cite{17}, authors study robustness from the point of view of decrease of efficiency due to attacks. Criado et al. \cite{18} propose an alternate metric called vulnerability for measuring the robustness of networks. Dekker et al. \cite{19} propose a metric called symmetric ratio. Manzano et al. \cite{20} propose a measure called endurance as a flexible metric for evaluating network robustness under various failure scenarios. Piraveenan et al. \cite{21} propose a metric to measure robustness to targeted sustained attacks by measuring the changing size of the largest component as the network disintegrates. Schieber et al. \cite{22} give an information theoretic perspective on network robustness. Bigdeli et al. \cite{23} present extensive simulations to analyze the networks from the point of view connectivity, network criticality, average node degree and node betweeness. Liu et al. \cite{24} present a comparative study of various robustness metrics.

Many authors also study the robustness of networks in various applications and provide application specific metrics and procedures. Bilal et al. \cite{25} propose robustness metric for Data-Center Networks (DCN). Manzano et al. \cite{26} present robustness analysis of standard DCNs such as 1) ThreeTier, 2) FatTree and 3) DCell. Tizghadam et al. \cite{27} propose robust network control strategies based on network criticality for communication networks. Tizghadam et al. \cite{28} propose traffic routing in transportation networks based on the network criticality metric. Rueda et al. \cite{29} empirically compare the
robustness of 15 telecommunication networks. Chen et al. [30] investigate the robustness of power-grid and communication networks to cascading failures. Wang et al. [31] empirically study the robustness of metro networks. In [32], the authors empirically study the robustness of airline networks. Pallis et al. [34] study the properties of real-world vehicular communication networks. Angskun [35] propose a scalable and fault-tolerant network topology for high performance computing. Yazicioglu et al. [36] present a decentralized scheme for converting any multi-agent interaction graph by adding new links locally to improve the robustness of the interaction graph. Pederson et al. [37] propose extensions of the 4-layer grid structure for large scale multi-processor network systems. Rose et al. [43] present a robust work problem reduces to this problem. We define the optimal decision by the matrix \( U_k \), where \( (i,j) \)th element is given by \( u_{i,j}^k \). We state the dynamic network robustness problem as follows: for \( N_{k+1} = N_k + m_k \), \( m_k \in \mathbb{N} \), \( m_k > 0 \), and under Assumption 2 make the sequence of decisions \( \{U_k, k = 1, 2, \ldots\} \) such that

1) \( G_i \subseteq G_j \forall i,j \) and \( i < j \)
2) Robustness \( \text{RG}_{N_{f,k}} \) holds \( \forall k \)
3) the number of links is minimal at any point of time
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The problem poses the following question: how to continuously update a growing network without disrupting the older portion such that the robustness constraint is satisfied at all times and the number links used is minimal? The robustness condition requires that the network is robust to failure of \( N_{f,k} \) nodes at the instant \( k \), and thus can vary with time.

### III. Static Network Setting

We first discuss the static network setting. The static network problem can be stated as follows: what is the minimal \( L \) under Assumption 2 such that the robustness constraint \( \text{RG}_{N_j} \) holds? We note that without Assumption 2 the dynamic network problem reduces to this problem. We define the optimal network as the network constructed with the minimal \( L \) and that satisfies robustness. First we make a simple observation on the minimal connectivity that is required for every node in a network so that the network is robust.

**Lemma 1:** For any \( N_j \), each node of a network of size \( N \) should have at least \( N_j + 1 \) links for the network to remain connected even after any of the \( N_j \) nodes fails.

**Proof:** We prove by contradiction. Suppose there is a node \( a \) which has only \( N_j \) links. Then the number of nodes connected to node \( a \) is \( N_j \). It is clear that on removal of all the nodes connected to node \( a \) the resulting network is not connected because then the node \( a \) will become isolated. Hence, there exist a set of \( N_j \) nodes which on removal makes the network disconnected. This proves the claim that each node should have at least \( N_j + 1 \) links.

This lemma will be used to prove the optimality of the algorithms we provide herein. In the next theorem we present the algorithm for constructing the optimal network for a general \( N \) (even) and robustness \( N_j < N - 1 \). The algorithm we present starts by connecting the nodes in a cycle, which we denote by \( G_2 \) going forward (an example of cycle for \( N = 8 \) is shown in Fig. 1), and then proceeds by connecting the neighbors that are within certain number of hops from each other in \( G_2 \).

**Theorem 1:** For a network of \( N \) nodes such that \( N \) is even and any \( N_j \) s.t. \( N_j + 1 = N_j < N \), the following algorithm: (i) construct a cycle \( G_2 \) with the \( N \) nodes (ii) When \( N_j \) is even connect every node to the nodes that are within \( N_j/2 \) links in...
\(G_2\) and (iii) When \(N_f\) is odd connect every node to the nodes that are within \((N_f - 1)/2\) links in \(G_2\) and connect every pair of nodes that are \(N/2\) links apart in \(G_2\) (diametrically opposite nodes); constructs the optimal network for robustness \(N_f\).

Please see Appendix \[A\] for the proof. In Fig. \[1\] we illustrate the network constructed according to Theorem \[1\] for \(N = 8\), and \(N_f = 3, 4\).

### A. Alternate Optimal Constructions

In the theorems to follow we give alternate constructions for the optimal network when the robustness is specified by the factor \(f(\geq 1)\) as \(N_f = N/(2f)\), where \(N/(2f) \in \mathbb{N}\). We will use the same factor \(f\) to specify the fraction of the nodes that can fail in the dynamic setting. We present the construction for \(f = 1\) and \(f > 1\) as different results for better illustration of the ideas. The algorithms we present later in the dynamic setting draws its ideas from the construction presented in the theorems to follow. We first consider the \(f = 1\) case. First, we characterize the minimum required connectivity for a network to be robust to failure of half of the nodes.

**Lemma 2:** For any network \(G\) of \(N(N = 2m, m \in \mathbb{N}, m \geq 3)\) nodes and \(L < L_{opt}^N(N) = \frac{N^2}{4} + \frac{N}{2}\) links \(\exists\) a set of \(fN\) nodes which on removal results in a network that is not connected. Also \(\exists\) a \(G\) s.t. \(L = L_{opt}^N(N)\) and \(RG_N\) holds.

Please see Appendix \[B\] for the proof. The proof establishes its conclusions by giving a construction that (i) has two fully connected halves, and (ii) where each node in each half is connected to two other nodes in the other half such that no set of \(n < N/2\) nodes in one half are connected to the same set of \(n < N/2\) nodes in the other half. In the next theorem we formally establish that these general rules generate the optimal network for robustness specified by \(f = 1\).

**Theorem 2:** For \(N(N = 2m, m \in \mathbb{N}, m \geq 3)\), the following algorithm (A1): (i) construct two fully connected halves, (ii) connect each node in each half to two other nodes in the other half such that no set of \(n < N/2\) nodes in one half are connected to the same set of \(n < N/2\) nodes in the other half, constructs the optimal network for \(f = 1\).

Please see Appendix \[C\] for the proof. Figures \[2\] shows the optimal network constructed according to Theorem \[2\] for \(N = 6\) and \(N = 8\) nodes. In these two examples the nodes are numbered such that the corresponding adjacency matrix equals the construction \(\mathbf{L}_{N_{opt}}^N\) given in the proof of Lemma \[2\].

In the next theorem we present the algorithm that constructs the optimal network for robustness \(f > 1\). First, we present an algorithm to construct a network that satisfies \(N_f\)-robustness for any \(N_f < N - 1\) when \(N\) is odd. Similar to the algorithm prescribed in Theorem \[1\] this algorithm starts with the construction of a cycle \(G_2\) and then proceeds by connecting the nodes to its neighbors but with a minor difference.

**Lemma 3:** For a network of \(N\) nodes such that \(N\) is odd and any \(N_f\) s.t. \(N_f + 1 = N_f < N\), the following algorithm: (i) construct a cycle \(G_2\) with the \(N\) nodes (ii) When \(N_f\) is even connect every node to the nodes that are within \(N_f/2\) links in \(G_2\) and (iii) When \(N_f\) is odd connect every node to the nodes that are within \((N_f - 1)/2\) links in \(G_2\) and connect every node to one of the node that is \((N - 1)/2\) links away in \(G_2\) such that only one node is connected to \(N_f + 1\) nodes; constructs the network that satisfies \(N_f\)-robustness.

The proof starts by giving a construction that satisfies the step (iii) of the lemma. The argument to prove the robustness of this network is similar to the argument presented in Theorem \[1\]. Please see Appendix \[D\] for the detailed proof. In Fig. \[3\] we illustrate the network constructed according to Lemma \[3\] for \(N = 7\), and \(N_f = 3, 4\).

Next, we present the algorithm that constructs the optimal network for a general \(f > 1\). The construction we present is similar to the previous theorem and proceeds by splitting the nodes into two distinct halves. It then uses the construction presented in Theorem \[1\] and Lemma \[3\] to connect the nodes within the two halves.

**Theorem 3:** For any \(N(N = 2m, m \in \mathbb{N}, m \geq 3)\) nodes, (i) split the nodes into two sets (halves) of \(N/2\) nodes, (ii) connect each node in one half to a node in the other half such that every node in one half is connected to a different node in the other half, (iii) if \(N_f(2)\) is odd then connect the nodes in each half as in Lemma \[3\] by setting \(N_f = N/(2f)\) such that the nodes connected to \(N_f + 1\) nodes in each half are connected to each other, (iv) else connect the nodes in each half as in Theorem \[2\] by setting \(N_f = N/(2f)\), (v) remove the link connecting the nodes connected to \(N_f + 1\) nodes within their respective halves; constructs the optimal network for robustness \(N_f\).

From Theorem \[1\] and Lemma \[3\] it follows that each of the two halves of the construction in Theorem \[3\] satisfy \((N_f - 1)\)-robustness. The proof shows that even after removing any of the \(N_f\) nodes there is always a pair of nodes with one from each of the two halves that is connected. It then follows that when less than \(N_f\) nodes are removed from one half and the remaining from the other half the network will always remain connected. The construction is also such that when \(N_f\) nodes are removed from one half each node in this half is connected to a node in the other half. Thus the network will always remain connected after failure of any of the \(N_f\) nodes. Please see Appendix \[E\] for the detailed proof.

In the next theorem we extend the idea in Theorem \[3\] to present an alternate construction for the optimal network for robustness \(N/(2m)\), \(m \in \mathbb{N}\), when \(N\) is \(2m\) divisible. The construction we present for this specific case is useful in specific dynamic settings we present later.

**Theorem 4:** For \(m \in \mathbb{N}, m > 1\), suppose \(N\) is \(2m\) divisible, then the following algorithm: (i) split the nodes into \(2m\) sets of \(N/(2m)\) nodes, (ii) fully connect each set, (iii) form \(2m\) cycles with a unique node from each set in each cycle; constructs the optimal network for robustness \(N/(2m)\).

Please see Appendix \[F\] for the proof. Figure \[4\] illustrates the optimal network constructed according to \(A1\) for \(N = 10, 12\) and \(N_f = 2, 3, 4\) respectively. We note that there are distinctly two sets of \(N/2\) nodes in each network. We also observe that each node in each network is connected to exactly \(N_f + 1\) links. In the next corollary we present the number of links required to construct the optimal network for a general \(f \geq 1\).

**Corollary 1:** For any \(f \geq 1\) s.t. \(N_f = N/(2f) \in \mathbb{N}\), the number of links in the optimal network is \(L_{opt}^N = N^2/4 + \ldots\)
Fig. 1: Top left: $\tilde{G}_2$ for $N = 8$. Top middle: network for $N = 8$ and $N_f = 3$. Top right: network with $N = 8$ and $N_f = 4$. Bottom left: network with $N = 7$ and $N_f = 3$. Bottom right: network with $N = 7$ and $N_f = 4$.

Fig. 2: Optimal network for $f = 1$. Left: $N = 6$. Right: $N = 8$.

Fig. 3: Top left: optimal 10 node network for $N_f = 4$. Top right: optimal 10 node network for $N_f = 3$. Middle left: optimal 10 node network for $N_f = 2$. Middle right: optimal 12 node network for $N_f = 4$. Bottom left: optimal 12 node network for $N_f = 3$. Bottom right: optimal 12 node network for $N_f = 2$.

$N_f = \frac{N/2 - Nm/2}{m} = \frac{N/2 - N_f}{2}, \; m \in \mathbb{N}$, where $m = N/2 - N_f$

The proof trivially follows from the observation that the link count is equal to the number of ones in the corresponding adjacency matrix divided by two.

Remark 1: The algorithms presented in Theorem [1], Lemma [2], and Theorem [4] have complexity characterized by $O(N^2)$ and the algorithm in Theorem [2] has complexity characterized by $O(N^2/m^2 + N)$.

IV. Dynamic Network Setting

In this section we present the algorithms for different scenarios of node failures for the dynamic setting. We first present the case where the number of nodes that can fail is constant and then present the case where the fraction of nodes that can fail is constant. We present online algorithms with link bounds for each of the cases. Throughout, the robustness requirement, $N_f$, is taken to be equal to the number of nodes that can fail at any point of time. Hence, the robustness requirement is changing with time. The objective of the algorithms is to make connectivity decisions $U_k$ without disrupting the older part of the network such that the network remains robust and the number of links is minimal.

A. When the number of nodes that can fail is constant

The difficulty here is that the procedures developed for the static case cannot be applied here. The optimal network for a general $N'$ is not a sub-network of the optimal network for $N > N'$ for the same robustness, $N_f$. Hence, some of the older links will need to be removed to form the optimal network for $N > N'$ from the optimal network for $N'$, violating Assumption [2]. We provide couple of examples to illustrate this. Consider the optimal network for $N = 10$ and $N = 12$ and robustness $N_f = 2$ (Fig. 3). Constructing the optimal network for $N = 12$ (bottom right of Fig. 3) from the optimal network for $N = 10$ (middle left of Fig. 3), will require removing two links and adding four new links. Similarly constructing the optimal network for $N = 8$ from $N = 6$ (shown in Fig. 2) will require removing one of the links connecting the node in one half to the node in the other half.
Given this, we propose to locally construct the links around the new nodes according to the optimal network oblivious to how it modifies the connectivity of the older nodes. We provide some examples first. Consider $N_f = 2$ and $N$ changing from 10 to 12. Let the network when $N = 10$ be the optimal network shown in Fig. 5. The proposed approach connects the two new nodes according to how they would be connected in the optimal network. This is shown in Fig. 4 for $N_f = 2$ and $N_f = 3$. The new nodes and the new links are shown in ‘red’. Note that this myopic approach does not guarantee that the resulting network is optimal. The links that are redundant from the point of view of the optimal network are shown in ‘blue’ in Fig. 4.

In the next two theorems we present the dynamic versions of the Theorem 1 and Lemma 3. We present these theorems for the dynamic setting $N_{k+1} = N_k + 1$ and for any $N_f < N_k + 2 \; \forall \; k$. The two theorems present the construction of a sequence of networks such that each network in the sequence is robust and is a sub-network of the next in the sequence. In Fig. 6 we present a couple of sequence of networks for robustness $N_f = 2$ and $N_f = 3$ respectively. In each sequence the nodes arriving at different points of time are identified by different colors. The new links corresponding to the arriving nodes are highlighted by the same color as the nodes. In each sequence the links for the arriving nodes are added according to the construction proposed in Theorem 1 and Lemma 3 ignoring how the connectivity of the older nodes are modified.

We observe that the number of links of a network at any instant of time in each sequence exceeds that of the construction provided in Theorem 1 and Lemma 3. In the example on the left in Fig. 6 the second network has two additional links, the third network has three additional links, and the fourth network has four additional links. The extra links are a result of constructing the sequence such that each network is a sub-network of the next in the sequence. This constraint is necessary to satisfy Assumption 2.

The algorithms we present in the next two theorems maintain an imaginary cycle $G_2$ throughout that is continuously updated by adding the newly arrived nodes. We denote the $G_2$ at time $k$ by $G_2^k$. An example for the transition that $G_2$ undergoes is shown in Fig. 5. Here the new nodes are highlighted in ‘red’. We emphasize that this is only an imaginary construction that is carried out for the purpose of defining the algorithm. In the next theorem, we present the algorithm for the dynamic setting when $N_f$ is fixed and odd.

**Theorem 5:** Suppose $N_k = N_k - 1 + 1$ and $N_f = N_f - 1$ is odd, consider the following procedure at time step $k$: (i) update $G_2^{k-1}$ to $G_2^k$ by inserting the new node in between any of the nodes in $G_2^{k-1}$, and (ii) connect the new node to all the neighbors within $N_f/2$ links in $G_2^k$. Then the resulting sequence of networks are such that $G_i \subseteq G_j \forall \; i \leq j$, $G_k$ satisfies $RG_{N_f} \forall \; k$ and $L_k \leq N_k(N_f + 1)$.

Please see Appendix G for the proof. Essentially, the idea here is to connect the new node exactly how it would be connected in the static case, i.e., according to Theorem 1 or Lemma 3 as the case maybe, ignoring how it would modify the connectivity of the older nodes. We prove the result by showing that by this approach every node is connected to its neighbors in $G_2^k$ that are within $N_f/2$ links. Hence the construction provided in Theorem 1 or Lemma 3 as the case maybe, is a sub-network at any instant $k$. Consequently, the network at $k$ is $N_f$-robust or will remain connected on removing any of the $N_f$ nodes. In the next theorem, we present the algorithm for the dynamic setting when $N_f$ is fixed and even.

**Theorem 6:** Suppose $N_k = N_k - 1 + 1$ and $N_f = N_f - 1$ is even, consider the following procedure at time step $k$: (i) update $G_2^{k-1}$ to $G_2^k$, (ii) connect the new node to all the neighbors within $N_f/2$ links in $G_2^k$, (iii) if $N_k$ is even connect the new node to the diametrically opposite $(N_k/2$ links away) node in $G_2^k$, else connect the new node to the node that is $(N_k-1)/2$ links away in $G_2^k$, and (iv) when $N_k$ is even connect the nodes that are $N_k/2$ links apart in $G_2^k$ if they are not already connected. Then the resulting sequence of networks are such that $G_i \subseteq G_j \forall \; i \leq j$, $G_k$ satisfies $RG_{N_f} \forall \; k$ and $L_k \leq N_k(N_f + 1) + N_k^2/8$.

The idea of the update algorithm is similar to the idea in
the previous theorem, that is to connect the new node as it would be connected in the static case, ignoring the changes it would effect on the other nodes. The proof style is similar to the proof of the previous theorem. Please see Appendix [1] for the detailed proof. We note that the general case where \( N_{k+1} = N_k + m_k, m_k \in \mathbb{N} \) can be analysed by assuming an imaginary time sequence indexed by \( k \) where \( N_{k+1} = N_k + 1 \) and applying the algorithm in Theorems [3] and [4] to this sequence. The network sequence for the original time sequence is then the sub-sequence given by \{ \( G_k \) at instances when \( N_k = N_k \). We note that as \( N_k \to \infty \), the maximum links saved is nearly 75% (w.r.t. the maximum \( N_k(N_k-1)/2 \).

Remark 2: The algorithms presented in Theorems [5] and [6] have complexity characterized by \( O(N_f) \).

B. When the number of nodes that can fail changes

The idea for this setting can be motivated by the algorithm proposed in the previous section. Assume for the time being that \( N_f \) is odd. In the previous section, the idea was to locally connect the new node to its neighbors that are within \((N_f + 1)/2\) links in the \( G_j \) that is part of. While this will satisfy the connectivity requirement for the new node, the older nodes may still not be connected to all of its neighbors that are \((N_f + 1)/2\) links in the \( G_2 \) that is part of. This is because \( N_f \) could have increased with the addition of new links. In that case, it is easy to see that the connectivity requirement for the older nodes can also be satisfied by adding the required links to the older nodes.

First, we present a lemma, the equivalent of Theorems [5] and [6] that presents the approach to construct the dynamic network for the scenario where \( N_f \) can change arbitrarily with time. We denote the \( N_f \) at time \( k \) by \( N_{f,k} \), which by definition is arbitrary. Hence, this is a harder setting when compared to the setting where only a fraction of the nodes fail.

Lemma 4: Suppose \( N_k = N_{k-1} + 1 \). Consider the following procedure at time step \( k \): (i) update \( G_{k-1} \) to \( G_k \), (ii) connect the new node according to Theorem [5] when \( N_{f,k} \) is odd, or Theorem [6] when \( N_{f,k} \) is even, (iii) when \( N_{f,k} \) is odd connect the older nodes to those neighbors that are within \((N_{f,k} + 1)/2\) links in \( G_2 \) and have not been already connected to, and (iv) when \( N_{f,k} \) is even connect the nodes that are \( N_{f,k}/2 \) links away in \( G_2 \) when \( N_{f,k} \) is even and \((N_k - 1)/2\) links away in \( G_2 \) when \( N_{f,k} \) is odd, if they are not already connected. Then the resulting sequence of networks are such that \( G_i \subseteq G_j \) \( \forall i \leq j \), and \( G_k \) satisfies \( RG_{N_{f,k}} \) \( \forall k \).

We do not provide the proof for this lemma, since the proof is a trivial application of the proofs for Theorems [5] and [6]. But unlike these theorems we cannot provide guarantee for a link bound that is any better than the number of links of the fully connected network. This is because \( N_{f,k} \) is arbitrary and could equal almost the whole of the network at certain times. In the following, we consider the specific setting where only a fraction of the nodes can fail. We present algorithms for various levels of the fraction that can fail and characterize the bounds on the link usage.

In the next theorem we consider the dynamic setting with a less severe robustness requirement: \( N_k = N_{k-1} + 2, N_{f,k} = \lfloor N_k/(2f_k) \rfloor \). \( f_k > 1 \). The factor \( 1/(2f_k) \) specifies the robustness or the fraction of the nodes that can fail at any point of time without disconnecting the network. The inclusion of \( 1/2 \) limits the robustness to utmost a \( 1/2 \) of the number of nodes at any point of time. For this setting we can leverage the ideas developed in Theorem [3] to present algorithms with much stricter bounds. The algorithm we are about to present maintains two imaginary \( G_2 \)s instead of one and updates them by adding the arriving nodes to the two \( G_2 \)s.

Theorem 7: Suppose \( N_k = N_{k-1} + 2, and N_{f,k} = \lfloor N_k/(2f_k) \rfloor \). \( f_k > 1 \). Consider the following algorithm to update the network \( G_{k-1} \) at \( k \): (i) update the \( G_2 \) \( k-1 \)s to the \( G_2 \)s by adding one of the new nodes to each \( G_2 \)s. (ii) connect the two new nodes, and (iii) update the connections of the nodes in the two \( G_2 \)s according to Lemma [4]. Then the resulting network sequence is such that \( G_i \subseteq G_j \) \( \forall i \leq j \), \( G_k \) at any instant \( k \) satisfies \( RG_{N_{f,k}} \) and \( L_k \leq N_k^2/4 \).

Proof: The proof for robustness is combination of the proofs in Theorems [5] and [6] and Theorem [3]. The link count is less than \( N_k^2/4 \) because the nodes in a \( G_2 \) can almost be fully connected and there are exactly \( N_k/2 \) links connecting the nodes in one \( G_2 \) to the other.

Once again, we note that the general case where \( N_{k+1} = N_k + 2m, m \in \mathbb{N} \) can be analysed by assuming an imaginary time sequence indexed by \( k \) where \( N_{k+1} = N_k + 2 \) and applying the algorithm in Theorem [7] to this sequence.

When the number of links that can fail is further limited we can present algorithms with much improved link bound. Consider the dynamic setting: \( N_{k+1} = N_k + 2m, m \in \mathbb{N}, m \geq 1 \) and \( N_{f,k} = \lfloor N_k/(2m f_k) \rfloor \), \( f_k \geq 1 \). Clearly, the robustness requirement is limited to \( 1/(2m) \) fraction of the total nodes at any point of time. We leverage the construction presented in Theorem [4] for this setting. The algorithm we present for this setting, in contrast to the previous algorithm, maintains \( 2m \) cycles (\( G_2 \)s) instead of two and proceeds by updating each of the cycle as in Lemma [4]. We present the algorithm in the theorem below.

Theorem 8: Suppose \( N_k = N_{k-1} + 2m, m \in \mathbb{N}, m \geq 1 \) and \( N_{f,k} = \lfloor N_k/(2m f_k) \rfloor \), \( f_k \geq 1 \). Consider the following algorithm to update the network \( G_{k-1} \) at \( k \): (i) update each of the \( 2m \) \( G_2 \) \( k-1 \)s to the \( G_2 \)s at \( k \) by adding one of the \( 2m \) nodes to each of the \( G_2 \) \( k-1 \)s, (ii) connect the new nodes as a cycle, and (iii) update the connections of the nodes in each of the \( 2m \) \( G_2 \)s according to Lemma [4]. Then the resulting network sequence is such that \( G_i \subseteq G_j \) \( \forall i \leq j \), \( G_k \) at any instant \( k \) satisfies \( RG_{N_{f,k}} \) and \( L_k \leq N_k^2/(4m) \).

The proof is the combination of the proof of Lemma [4] and Theorem [4]. We note that the algorithm presented for this setting satisfies a link bound that decreases inversely with \( m \). We find that as \( N_k \to \infty \), the number of links that the algorithm saves is nearly \((1 - 1/(2m))\) fraction of the maximum number of possible links. Next, we consider the setting \( f_k = 1 \).

1) when \( f_k = 1 \): In the next theorem we present the algorithm for robustness \( N_{f,k} = N_k/2 \) and characterize the bound on its link usage. The algorithm we present maintains two imaginary \( G_2 \)s throughout as in Theorem [7].
Theorem 9: Suppose $N_k = N_{k-1} + 2$, and $N_{f,k} = N_k/2$. Consider the following algorithm to update the network $G_{k-1}$ at $k$: (i) update each of the $G_2^{k-1}$s to the $G_2^k$s at $k$, (ii) connect the new nodes to all the other nodes in their respective $G_2^k$s, (iii) connect the two new nodes and (iv) connect each of the new nodes to the first node in the other $G_2^k$. Then the resulting network sequence is such that $G_i \subseteq G_j \forall i \leq j$, $G_k$ satisfies $RG_{N,k}$, and $LG_{N,k} \forall k$.

Proof: At any instant, the nodes in a $G_2^k$ are fully connected. Moreover, by (iii) and (iv) of the algorithm, no set of $n < N_k/2$ in one $G_2^k$ are connected to the same set of $n < N_k/2$ nodes in the other half. Hence, the conditions of Theorem 2 are satisfied. Therefore, $RG_{N,k}$ is satisfied at all times. Since the set of nodes in each of the $G_2^k$s are fully connected, there are $N_k/4(N_k/2 - 1)$ links among the nodes in each of the $G_2^k$s. In addition, by steps (iii) and (iv), there is one link connecting every node in one $G_2^k$ to the node in the other $G_2^k$ that arrived at the same time, and there is one additional link per node except the first two nodes. Hence, there are in total $N_k/2(N_k/2 - 1) + N_k/2 + N_k - 2 = N_k^2/4 + N_k - 2$ links for all $k$. This completes the proof.

We find that as $N_k \rightarrow \infty$ the number of links that the algorithm saves is nearly 50%.

2) when $f_k < 1$: Here we present the algorithm for the case where the number of nodes that can fail can exceed the fraction 1/2 by a number $n$, where $n \geq 0$, $n \in \mathbb{Z}_{\geq 0}$. The robustness requirement at an instant $k$ is then given by $N_{f,k} = N_k/2 + n$. In the next theorem we present an extension of the algorithm in Theorem 9 for this case.

Theorem 10: Suppose $N_k = N_{k-1} + 2$, and $N_{f,k} = N_k/2 + n$, $n \geq 0$, $n \in \mathbb{Z}_{\geq 0}$. Consider the following algorithm to update the network $G_{k-1}$ at $k$: (i) update each of the $G_2^{k-1}$s to the $G_2^k$s at $k$, (ii) connect the new nodes to all the other nodes in their respective $G_2^k$s, (iii) connect the two new nodes and (iv) connect each of the new nodes to the first $n + 1$ nodes in the other $G_2^k$s. Then the resulting network sequence is such that $G_i \subseteq G_j \forall i \leq j$, $G_k$ satisfies $RG_{N,k}$, and $L_k \leq N_k^2/4 + 2N_k(n + 3)/4 - 2(n + 1)(n + 2)$.

As claimed, this theorem establishes that the number of links saved by the proposed algorithm reduces at most only linearly in $n$. See please Appendix I for the proof.

Remark 3: The algorithms in Theorems 7, 8, 9 and 10 are characterized by complexity $O(N_k)$.

Remark 4: When nearly $1/(2m)$ fraction of the nodes can fail, by the construction given in Theorem 7 and 8 for $m = 1$, in Theorem 8 for $m > 1$, and Theorem 10 for $m < 1$, it follows that almost all the nodes will be connected to at most $N_k/(2m) + 1$ nodes when $N_k$ is large. This by Lemma 1 is almost equal to the minimum number of links required for each node when $N_k$ is large. This is the basis of our conjecture that the saving ratio achieved by our algorithms is optimal for the online setting.

V. Conclusion

In this work we developed algorithms for designing networks that are robust to node failures and minimal in the number of links used. We considered both the static setting and the dynamic setting where the older part of the network cannot be reformed. For the static setting, we presented algorithms for constructing the optimal network in terms of the number of links used for a given node size and robustness level, the number of nodes that can fail without disconnecting the network. For the dynamic setting, we presented online algorithms for two cases (i) when the number of nodes that can fail remains constant and (ii) when only the proportion of the nodes that can fail remains constant. We showed that for the case where 1/2 the number of nodes can fail at any point of time, the proposed algorithm saves nearly 1/2 of the total possible links at any point of time. In particular, we showed that when the number of nodes that can fail is limited to the fraction $1/(2m)$, the proposed algorithm saves nearly as much as $(1 - 1/2m)$ of the total possible links at any point of time.

We also showed that when the number of nodes that can fail at any point of time is 1/2 of the number of nodes plus $n$, $n \in \mathbb{N}$, the number of links saved reduces only linearly in $n$. We conjecture that the achieved saving ratios are nearly optimal for the dynamic setting.
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We start by showing that we can construct the network according to the steps in the theorem. Case, $N_f = 2$: Index the nodes arbitrarily. Connect the first node to second, second to third, to fourth and so on and connect the $N$th node back to the first node. In such a construction each node is connected to two other nodes. Call this network $G_2$. This proves this case. Case, $N_f = k$ is even: We prove once again by giving a construction. Connect every node as in case $N_f = 2$ to form $G_2$. Connect every node to its neighbor that are 2, 3,...$k/2$ links apart (there are two neighbors of the same distance) in $G_2$. Call this network $G_k$. Case, $N_f = k$ is odd: Start with the network for $k - 1$ (which is even) constructed as per the previous case. Call this network $G_{2(k-1)}$. Connect the first node to the node that is $N/2$ links apart in $G_2$. Then the second node with the node that is $N/2$ links apart as per $G_2$ if it has not already been connected and so on. Since $N$ is even there is a unique pair of nodes that are $N/2$ links apart for every node in $G_2$. This covers all the cases and proves that we can construct the network according to the steps in the theorem.

To prove robustness, first we consider the case where $N_f = N - 2$. In this case $N_f = N - 1$ and so by construction every node will be connected to every other node. This network is fully connected and so will satisfy robustness $N_f = N - 2$. Next, we consider the case $N_f < N - 3$. Can a set of $k$ ($k < N/2$) nodes be isolated suppose $N_f < N_f$ nodes are removed from the network constructed as per the theorem? We consider the extreme case where most of all the links from the $k$ nodes are connected to the $k$ nodes themselves and the $N_1$ nodes that were removed. We consider the two cases when $N_f$ is even and odd separately. $N_f$ is even: For the construction in the Theorem this happens when the $k$ nodes and the $N_1$ nodes are the nodes that are side by side as per $G_2$ (see above for the definition of $G_2$). In this case there cannot be more than $\lfloor N_f/2 \rfloor \leq \lfloor N_f/2 \rfloor$ of the $N_1$ nodes on the extremes of both the sides (as per $G_2$) of the set of $k$ and $N_1$ nodes. Then the extreme node of the $k$ nodes towards the side (as per $G_2$) that has less than $\lfloor N_f/2 \rfloor$ of the $N_1$ nodes will have atmost $\lfloor N_f/2 \rfloor$ of the $N_1$ nodes as its neighbors on the same side (as per $G_2$). This is less than $N_f/2$ of the neighbors it is connected to on one side (as per $G_2$) by atleast one. So this extreme node will be connected to atleast one node of the other $N_1/2 - k - N_1$ nodes. $N_f$ is odd: Given that $k > 2$, $N_1 < N_f < N - 4$, i.e., $N_f < N - 3$. Similar to earlier, there cannot be more than $N_f/2$ of the $N_1$ nodes on the extremes of both the sides of the $k$ and $N_1$ nodes. Note that, by construction each node is connected to its neighbors that are within $N_f/2$ links on its either side as per $G_2$. Hence, when there can be atmost $N_f/2 - 1$ of the $N_1$ nodes on the extreme of one of the sides (as per $G_2$) of the $k$ and $N_1$ nodes, by the same argument as in the ‘$N_f$ is even’ case, it follows that the extreme node of the $k$ nodes towards this side will be connected to atleast one node of the other $N - k - N_1$ nodes. The only remaining scenario to consider here is when $N_1 = N_f$ and there are exactly $N_f/2$ nodes on the extreme of one side of the $k$ and $N_1$ nodes (as per $G_2$). In this case there can be $N_f/2$ of the $N_1$ nodes on the extreme of the other (second) side (as per $G_2$). The number of nodes on either side of one of the nodes (denote by $n_1$) of the $k$ nodes (there are atleast 3 of them) between the two nodes (of the $k$ nodes) that are towards the extreme of both the sides (as per $G_2$ of the $k$ and $N_1$ nodes) will be
\[ \leq k - 2 + N_f / 2 = k + \sup \{ N_1 \} / 2 - 2 \leq N / 2 - 2 < N / 2 - 1. \]
This then implies that the node that is \( N / 2 \) links apart from the \( n \) node will be part of the remaining \( N - k - N_1 \) nodes of its half. The construction is such that the nodes that are \( N / 2 \) links apart as per \( G_2 \) are connected. So, in this case, there is always a node of the \( k \) nodes that will remain connected to one of the other \( N - k - N_1 \) of nodes.

The case considered above by definition is the worst possible scenario and so it follows that no set of \( k \leq \lfloor (N - N_1) / 2 \rfloor \) nodes can be isolated when \( N_1 \leq N_f \) nodes are removed. This in turn implies that no set of \( k < N - N_1 \) can be isolated. This implies the network will remain connected after removing any of \( N_1 \leq N_f \) nodes. In addition, by construction each node is connected to just \( N_f = N_f + 1 \) nodes, which by Lemma 1 is the minimal that is required. Hence the network is optimal.

**APPENDIX B**

**PROOF OF LEMMA 2**

For \( N = 8 \) it is necessary that every column of \( L \) has no more than 3 zeros. If not there is guaranteed to be a 4 node sub network that is not connected. This implies that it is necessary that \( L \geq L_{opt}(8) \). For a network with \( N \) nodes it is necessary that every column of the corresponding matrix \( L \) has at most \( N / 2 - 1 \) zeros. If not there is guaranteed to be a \( N / 2 \) node sub network that is not connected. Hence it is necessary that \( L \geq L_{opt}(N) \). This proves the first part in general.

For the second part we start by giving a construction of \( G \) for different values of \( m \) that has \( L_{opt}(N) \) links and show that this satisfies the robustness property. The construction of \( G \) for \( N = 8, 10, 12, \ldots \) is shown below. Let the network in this sequence for a general \( N \) be \( G_{N}^{opt} \) and the corresponding adjacency matrix be \( L_{N}^{opt} \).

\[
L_{8}^{opt} = \begin{bmatrix}
0 & 1 & 1 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
\end{bmatrix},
\]

\[
L_{10}^{opt} = \begin{bmatrix}
0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\
\end{bmatrix},
\]

The construction given above satisfies the following: (i) there are two fully connected halves, (ii) each node in each half is connected to two other nodes in the other half such that no set of \( n < N / 2 \) nodes in one half are connected to the same set of \( n < N / 2 \) nodes in the other half. Given this the steps in the proof of Theorem 2 can be followed to prove the second part.

**APPENDIX C**

**PROOF OF THEOREM 2**

First, we observe that the number of links by this construction is equal to \( L_{opt}(N) \). So the algorithm constructs a network with the optimal number of links. Third, the construction \( L_{N}^{opt} \) in Lemma 2 is an example a network that satisfies the algorithm. Hence, such a network exists. Next, we show that the robustness property is satisfied by the algorithm. First, no single node can be isolated by removing any of the \( N / 2 \) nodes because by this construction each node has \( N / 2 + 1 \) links. Can a set of two nodes from a half be isolated by removing any of the \( N / 2 \) of the nodes? First we consider the case where these two new nodes are from the same half. Then it has to be that \( N / 2 - 2 \) of the nodes of the half they belong to are removed and only two from the other half are removed. By construction these two nodes are connected. And, since by construction no two nodes from the same half are connected to the same two nodes in the other half there is one other node in the other half that these two nodes will remain connected to. This completes this part.

Similarly can a set \( n < N / 2 \) nodes from a half be isolated by removing a \( N / 2 \) node sub-network. Then it has to be that \( N / 2 - n \) are removed from the same half these nodes belong to and that \( n \) nodes are removed from the other half. By construction these \( n \) nodes will remain connected. And, since by construction no set of \( n \) nodes are connected to the same set of \( n \) nodes in the other half there is one other node in the other half that the \( n \) nodes in point will remain connected to. Thus no set of \( n \) nodes can be isolated. The remaining case is removing \( N / 2 \) nodes from the same half. In this case one half is completely removed and the remaining nodes are from the other half which by construction is fully connected. This completes the proof.

**APPENDIX D**

**PROOF OF LEMMA 3**

We start by giving a construction to show that we can construct a network according to the steps given in the lemma.
The steps for the case $N_f = 2$ and $N_f = k$ when $k$ is even are
the same as in the proof for Theorem 1. Case, $N_f = k$ is odd:
Start with the network $G_{k-1}$ (see Theorem 1) for definition of
$G_{k-1}$. In this case, for every node there are two nodes that are
$(N - 1)/2$ links apart as per $G_2$. Connect the first node to
the node that is $(N - 1)/2$ links apart towards one side as per $G_2$,
the second node to the node that is $(N - 1)/2$ links apart towards
the same side as per $G_2$ and so on. This results in
a network where only the node labelled by 1 is connected to
$N_f + 1$ nodes, and the others are connected to $N_f$ nodes.
Since the indexing of the nodes is arbitrary we could have
arranged the nodes in any sequence. This proves that we can
construct the network according the steps in the lemma.

Next, we prove robustness. First we consider the case
where $N_f = N - 2$. In this case $N_f = N - 1$ and so by
construction every node will be connected to every other node.
This network is fully connected and so will satisfy robustness
$N_f = N - 2$. Next, we consider the case $N_f \leq N - 3$. Can a
set of $k \leq \lceil (N - N_1)/2 \rceil$ ($k > 2$) nodes be isolated suppose
$N_1 \leq N_f$ nodes are removed from the network constructed as
per the theorem? We consider the extreme case where most
of all the links from the $k$ nodes are connected to the $k$ nodes
themselves and the $N_1$ nodes that were removed and then show
separately that $N_f$-robustness holds when $N_f$ is even and odd.
For the construction in the Theorem this happens when the $k$ nodes
and the $N_1$ nodes are the nodes that are side by side as per $G_2$.

The remaining steps to prove are same as the proof for
Theorem 1. Hence we do not repeat the steps here. The only
scenario that is different is when $N_f$ is odd, $N_1 = N_f$ and
there are exactly $N_f/2$ nodes on the extreme of one side of
the $k$ and $N_1$ nodes (as per $G_2$). In this case the number of
nodes on either side (as per $G_2$) of one of the nodes (denote
by n1) of the $k$ nodes (there are at least 3 of them) between
the two nodes (of the $k$ nodes) that are towards the extreme
of both the sides (as per $G_2$ of the $k$ and $N_1$ nodes) will be
$\leq k - 2 + N_f/2 = k + \sup \{N_1/2 \leq 2 - \lfloor N/2 \rfloor - 1$. This then implies that both the nodes that are
$(N - 1)/2$ links apart from the n1 node will be part of the
remaining $N - k - N_1$ nodes of its half. The construction by
$A_f$ for this case is such that every node is connected to at least
one node that is $(N - 1)/2$ links apart as per $G_2$. Combining
all the observations we can conclude that there is always a
node of the $k$ nodes that will remain connected to one of the
other $N/2 - k - N_1$ nodes of nodes. Then following the same
steps as in the proof of Theorem 1 it follows that $N_f$-robustness
is satisfied.

APPENDIX E

PROOF OF THEOREM 3

First, when $N_f$ nodes are removed completely from one
half, then the whole network remains connected because
the other half by construction is connected and each of the
remaining nodes in the first half are connected to one node
in the other half. By construction and Theorem 1 and Lemma 3
the two halves are by themselves robust to failure of $N_f - 1$
nodes in their respective halves. Hence, when $N_1 < N_f$ are
removed from one half and $N_f - N_1$ are removed from the
other half, each of the halves remain connected. Moreover, the
construction is such that there is a node from one half that is
connected to a node in the other half after removing any of the
$N_1$ nodes. Hence, the whole network remains connected. All
of the above observations together imply that the network will
remain connected after removing any of the $N_f$ nodes. This
implies that the network constructed by $A_f$ satisfies robustness
for a given $f$. Moreover, each node is connected to $N_f + 1$
nodes by construction, which by Lemma 1 is the minimal
number of connections that is required for robustness to hold
for a given $f$. Hence, the construction by $A_f$ for a given $f$ is
optimal.

APPENDIX F

PROOF OF THEOREM 4

We prove this case by case. Let's consider the case where
$N/(2m) - k(0 < k < N/(2m))$ nodes are removed from
one set. The remaining $k$ nodes in this set are connected by
construction. Now by construction to isolate this set of $k$ nodes
it is necessary that the two nodes they are connected to in their
respective cycles are removed. By construction these nodes are
unique. Hence $2k$ more nodes would have to be removed to
isolate the $k$ nodes in point. Thus the total number of nodes
needed to be removed to isolate the $k$ nodes in point exceeds
$N/(2m)$ by $k > 0$. Thus no set of $k < N/(2m)$ nodes from
a set can be isolated after removing any of the other $N/2m$
nodes.

The only remaining case to consider is when $N/(2m)$
nodes are removed from one of the $2m$ sets. In this case
the remaining nodes are connected because (i) each of the
remaining $2m - 1$ sets are fully connected by construction,
and (ii) each node in each of the remaining set is connected
to at least one other node from one of the other sets in their
respective cycles.

APPENDIX G

PROOF OF THEOREM 5

We prove robustness by induction. Let's assume that nodes
are connected to their neighbors $\tilde{N}_f/2$ links away in $G_{k-1}$
at $k - 1$. At time instant $k$ the new node is added between
two nodes of $G_{k-1}^2$ to form $G_k^2$. This shifts some of the
neighbors that were within $\tilde{N}_f/2$ links in $G_{k-1}^2$ for some
of the nodes by one location. By construction of $G_2^2$, these
nodes should be within $\tilde{N}_f/2$ links from the new node in $G_2^2$.
Then given that the new node is connected to the nodes that are
within $\tilde{N}_f/2$ links in $G_2^2$, each of those nodes should be
connected to their neighbors that are within $\tilde{N}_f/2$ links in $G_2^2$.
The connectivity is trivially valid at time $k = 1$ because there
is no history before $k = 1$ and Theorem 1 or Lemma 3 can
be directly applied, whichever is applicable, to construct the
network at $k = 1$. Then by induction it follows that the nodes
are connected to their neighbors $\tilde{N}_f/2$ links away in $G_2^2$
for all $k$s. The resulting sequence of networks $\{G_k\}$ is such that
the network in Theorem 1 for $N = N_k$ when $N_k$ is even, and
in Lemma 3 for \( N = N_k \) when \( N_k \) is odd is a sub-network of \( G_k \). By Theorem 1 and Lemma 3 it then follows that \( G_k \) satisfies \( N_f \)-robustness for all \( k \).

The networks by construction satisfy \( G_i \subseteq G_j \) for all \( i \leq j \). On arrival each new node is connected to \( N_f \) other nodes within the same \( G_2^k \). Hence, at every step \( N_f \) links are formed for each of the new nodes to connect it to the other nodes in the respective \( G_2^k \)'s. This corresponds to a total of \( N_k N_f \) links by time step \( k \). Further, when \( N_k \) is even, links up to the limit of \( N_k/2 \) links are added (step (iv) of Theorem 6). Hence,

\[
L_k \leq N_k(N_f + 1) + \sum_{l=1}^{N_k/2} l
\]

\[
\leq N_k(N_f + 1) + \frac{N_k}{4} \left( \frac{N_k}{2} - 1 \right)
\]

\[
\leq N_k(N_f + 1) + \frac{N_k^2}{8}.
\]

When \( N_k \) is odd, the summation is required only from 1 to \((N_k - 1)/2\). Hence,

\[
L_k \leq N_k(N_f + 1) + \sum_{l=1}^{(N_k-1)/4} l
\]

\[
\leq N_k(N_f + 1) + \frac{(N_k - 1)}{4} \left( \frac{(N_k - 1)}{2} - 1 \right)
\]

\[
\leq N_k(N_f + 1) + \frac{(N_k - 1)^2}{8}.
\]

**APPENDIX H**

**PROOF OF THEOREM 6**

We prove robustness by induction. Let’s assume that nodes are connected to their neighbors \( N_f/2 \) links away in \( G_2^{k-1} \) at \( k - 1 \). At time instant \( k \) the new node is added between two nodes of \( G_2^{k-1} \) to form \( G_2^k \). This shifts some of the neighbors that were within \( N_f/2 \) links in \( G_2^{k-1} \) for some of the nodes by one location. By construction of \( G_2^k \), these nodes should be within \( N_f/2 \) links from the new node in \( G_2^k \). Then given that the new node is connected to the nodes that are within \( N_f/2 \) links in \( G_2^k \), each of those nodes should be connected in the network \( G_k \) to its neighbors that are within \( N_f/2 \) links in \( G_2^k \). Thus all the nodes in \( G_k \) are connected to their neighbors that are within \( N_f/2 \) links in \( G_2^k \).

Let \( N_{k-1} \) be even. Note that by construction each node in \( G_k \) is connected to the node that is diametrically opposite \((N_k-1)/2 \) links away in \( G_2^{k-1} \). Then at \( k \), updating \( G_2^{k-1} \) to \( G_2^k \) as in the statement makes the diametrically opposite nodes (which are \( N_{k-1}/2 \) links apart) in \( G_2^{k-1} \) \((N_k-1)/2 \) links apart in \( G_2^k \). These pair of nodes are connected by assumption. In addition by construction the new node will be connected to one of the nodes that is \((N_k-1)/2 \) links apart in \( G_2^k \). The connections that were established to exist above are exactly the connections of the network constructed in Lemma 3. By Lemma 3 it then follows that \( G_k \) satisfies \( N_f \)-robustness for all \( k \) when \( N_{k-1} \) is even.

Let \( N_{k-1} \) be odd. Then \( N_k \) is even. In this case, by construction the nodes that are \( N_k/2 \) links apart are connected. The links that were established to exist for the network \( G_k \) in the first paragraph and here is a sub-network of the construction given in Theorem 4 which was shown to be robust to removing any set of \( N_f - 1 \) nodes in Theorem 3 (please see the steps in the proof there). By Theorem 4 it then follows that \( G_k \) satisfies \( N_f \)-robustness for all \( k \) when \( N_{k-1} \) is odd.

Thus by induction, the \( N_f \)-robustness holds for all time steps because at time \( k = 1 \) we can construct the network according to Theorem 1 or 3 whichever is applicable.

The networks by construction satisfy \( G_i \subseteq G_j \) for all \( i \leq j \). On arrival each new node is connected to \( N_f \) other nodes within the same \( G_2^k \). Hence, at every step \( N_f \) links are formed for each of the new nodes to connect it to the other nodes in the respective \( G_2^k \)'s. This corresponds to a total of \( N_k N_f \) links by time step \( k \). Further, when \( N_k \) is even, links up to the limit of \( N_k/2 \) links are added (step (iv) of Theorem 6). Hence,

\[
L_k \leq N_k(N_f + 1) + \sum_{l=1}^{N_k/2} l
\]

\[
\leq N_k(N_f + 1) + \frac{N_k}{4} \left( \frac{N_k}{2} - 1 \right)
\]

\[
\leq N_k(N_f + 1) + \frac{N_k^2}{8}.
\]

When \( N_k \) is odd, the summation is required only from 1 to \((N_k - 1)/2\). Hence,

\[
L_k \leq N_k(N_f + 1) + \sum_{l=1}^{(N_k-1)/4} l
\]

\[
\leq N_k(N_f + 1) + \frac{(N_k - 1)}{4} \left( \frac{(N_k - 1)}{2} - 1 \right)
\]

\[
\leq N_k(N_f + 1) + \frac{(N_k - 1)^2}{8}.
\]

**APPENDIX I**

**PROOF OF THEOREM 10**

When exactly \( n \) nodes are removed from one half and \( N_k/2 \) nodes from the other half, the only remaining nodes are the nodes from the first half. By construction each half is fully connected to start with and so the remaining nodes should be connected. Consider the case when less than \( N_k/2 \) nodes are removed from one half and more than \( n \) from the other half. Clearly the remaining nodes in each half are connected because each half is fully connected to start with. Now, for every remaining node from the first half to not to be connected to any remaining node in the second half, the first \((n + 1)\) nodes and the unique nodes they were connected to in the second half should have been removed. In that case, the number of nodes removed from the second half should be \( n + 1 + n \) number of remaining nodes in the first half, which is strictly greater than \( N_k/2 + n \). Both cases together imply that, when \( N_k/2 + n \) fail, the remaining network remains connected. The number of links is just the number of links in each of the halves plus the links crossing over from one half to the other. The number of links connecting nodes within each half count up to \( N_k/4(N_k/2 - 1) \) and since there are two halves this adds up to \( N_k/2(N_k/2 - 1) \). By construction the first \( n + 1 \) nodes in each half are connected to every node in the other half. The remaining nodes in each half are connected to the first \( n + 1 \) nodes in the other half and one more node in the other half. Hence, the total number of links,

\[
L_k = N_k/2(N_k/2 - 1) + 2(N_k/2 - (n + 1))(n + 2)
\]

\[
+ (n + 1)N_k
\]

\[
= N_k/2(N_k/2 - 1) + 2N_k(n + 3/2) - 2(n + 1)(n + 2)
\]

\[
= N_k^2/4 + 2N_k(n + 3/4) - 2(n + 1)(n + 2).
\]
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