An Estimation Method of Measuring Image Quality for Compressed Images of Human Face
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Abstract - Nowadays digital image compression and decompression techniques are very much important. So our aim is to calculate the quality of face and other regions of the compressed image with respect to the original image. Image segmentation is typically used to locate objects and boundaries (lines, curves etc.) in images. After segmentation the image is changed into something which is more meaningful to analyze. Using Universal Image Quality Index (Q), Structural Similarity Index (SSIM) and Gradient-based Structural Similarity Index (G-SSIM) it can be shown that face region is less compressed than any other region of the image.
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I. INTRODUCTION

The task of recognizing a person’s face from an frontal image is very easy to human eyes though it is difficult for a machine to perform the same task. In fact it’s a very wide study to perfectly detect a human face (skin) which is very much difficult for a machine. Now there are several types of color spaces like RGB, YCrCb, HSV etc. Now in this paper we use YCrCb color space for two reasons-First, The chrominance information for modeling human skin color can be achieved this color space. Second, for all kind of images, coding is used in YCrCb color format.

Now we know that Cr and Cb are the blue and red difference of chroma component. It is proved by experiments that the range of color skin of a human being is always between 133-173 and 77-127 respectively. Now the darkness and fairness of human skin is always dependent on ‘Y’ which is the luma component of the color image. Actually ‘Y’ is the brightness of an image.

Now after recognizing the face of images especially for video calling purpose or live transmission of Index(Q), Structural Similarity Index (SSIM) and Gradient-based Structural Similarity Index(G-SSIM) news reading images, compression is very much required to get the fast transmission. When an original image file is compressed in other web images format like FLV, 3GP, MP4, MPEG and DIVX, the compression techniques compress the images of the video files. Our objective is to show that in all the images compression techniques the face region is less compressed according to the other regions of the image. Visually human eyes can’t detect compression ratio of the face and the other regions of the image. So to prove this mathematically we have used Universal Image Quality Index (Q), Structural Similarity Index (SSIM) and Gradient-based Structural Similarity Index (G-SSIM).

II. RELATED WORK

A number of studies have demonstrated the factors of quality of images after compression. Sheet et al. have worked on Universal Image Quality Index (Q), Structural Similarity Index (SSIM) and Gradient-based Structural Similarity Index (G-SSIM) [1]. Bhattacharya et al. have worked on images segmentation related with this context [2]. Chatterjee et al. worked on segmentation of gray image using projection [3]. The basic idea of Universal Image Quality Index (Q), Structural Similarity Index (SSIM) and Gradient-based Structural Similarity Index (G-SSIM) is inspired from the structural model [1]. Sheet et al. [1] have shown that all the applications are applied on face and skin region of image to make analysis more prominent. The universal image quality index is used as image quality distortion measure. It is mathematically defined by modeling the image distortion relative to the reference image as a combination of three factors: loss of correlation, luminance distortion and contrast distortion [1]. The structural similarity index is a method for measuring the similarity between two images. The SSIM index is a full reference metric which is based on an original uncompressed image as reference. SSIM is designed to improve traditional metrics such as signal-to-noise ratio and mean square error (MSE) which has proved to be inconsistent with human eye perception [1]. SSIM often fails to measure badly blurred images. Based on this observation, a improved method GSSIM can be applied to reference image. Experimental results show that GSSIM is more consistent on HVS image than SSIM and PSNR especially for blurred images. Chai et al. worked on face segmentation with skin color map [4]. The idea behind this method is to find out a fast, reliable and effective algorithm which exploits the spatial distribution characteristics of human skin color. A universal skin-color map was derived and used on the chrominance component of the input image to detect pixels with skin-color appearance. Experimental results demonstrated that individual color features can be defined by the presence of Cr values from 136 to 156 and Cb values from 110 to 123 [4].

III. PROCEDURAL DETAILS

Image compression is all about compressing the data of image so that it can be transmitted more easily. In a particular image there are several areas where color information is the same. On the
other hand human eye can not distinguish a very wide range of
different colors.So one can use a computer program to compress
an image by removing the redundant informations from it.The
universal image quality index(Q) models the distortion in an
image using three factors: loss of correlation,luminance distortion
and contrast distortion.Since image is often spatially varying, it is
appropriate to measure statistical features locally and then
combine them. This method applies a sliding window method
throughout the amge for assessing total image quality.
If two images f and g are considered as a matrices with M column
and N rows containing pixel values f[i][j], g[i][j], respectively (0
≥ i ≥ M, 0 ≥ j ≥ N), the universal image quality index Q may
be calculated as a product of three components:

\[ Q = \frac{\sigma_x^2}{\sigma_y^2} \cdot \frac{2\bar{f}\bar{g}}{\bar{f}^2 + \bar{g}^2} \cdot \frac{2\sigma_f \sigma_g}{\sigma_f^2 + \sigma_g^2} \]

where

\[ \bar{f} = \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} f[i][j] \]
\[ \bar{g} = \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} g[i][j] \]

The first component is the correlation coefficient, which
measures the degree of linear correlation between images f and g.
It varies in the range [-1, 1]. The best value 1 is obtained
when f and g are linearly related, which means
that g[i][j] = a[i][j] ⋅ b for all possible values of i and j. The second
component, with a value range of [0,1], measures how close
the mean luminance is between images. Since \( \sigma_x \) and \( \sigma_y \) are considered as estimates of the contrast of f and g, the third component
measures how similar the contrasts of the images are. The value
range for this component is also [0,1].The range of values for the
index Q is [-1, 1]. The best value 1 is achieved if and only if the
images are identical. The structural similarity (SSIM) index is a
method for measuring the similarity between two images. In other
words, the measuring of image quality based on an initial
uncompressed or distortion-free image as reference. SSIM is
designed to improve on traditional methods like peak signal-to-
noise ratio (PSNR) which have proven to be inconsistent
with human eye perception.

The difference with respect to other techniques mentioned
previously such as PSNR is that these approaches estimate perceived
errors; on the other hand, SSIM considers image degradation
as perceived change in structural information. Structural
information is the idea that the pixels have strong inter-
dependencies especially when they are spatially close.

The SSIM metric is calculated on various windows of an
image. The measure between two windows \( x \) and \( y \) of common
size \( N \times N \) is:

\[ SSIM(x,y) = \frac{(2\mu_x \mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1}(\sigma_x^2 + \sigma_y^2 + c_2) \]

Where

\[ \mu_x \] the average of \( x \);
\[ \mu_y \] the average of \( y \);
\[ \sigma_x^2 \] the variance of \( x \);
\[ \sigma_y^2 \] the variance of \( y \);
\[ \sigma_{xy} \] the covaraince of \( x \) and \( y \);
\[ c_1 = (k_1 L)^2, c_2 = (k_2 L)^2 \] two variables to stabilize the division
with weak denominator;
\[ L \] the dynamic range of the pixel-values (typically this is
the highest pixel value – the lowest pixel value – 1);
\[ k_1 = 0.01 \] and \( k_2 = 0.03 \) by default

In order to lower the complexity, we substitute a gradient value in
Fast SSIM. While images of real-world scenes vary greatly in
their absolute luma and chroma distributions, the gradient
magnitudes of natural images generally obey heavy tailed
distribution laws. Indeed, some no-reference image
quality assessment algorithms use the gradient image to assess
blur severity. Similarly, the performance of the Gradient-based
SSIM index suggests that applying SSIM on the gradient
magnitude may yield higher performance. The gradient is
certainly responsive to image variation. This approximation is
based upon a simple expansion of the gradient. The contrast \( c(x, y) \)
and structure \( s(x, y) \) terms of the Fast SSIM index algorithm
are then defined [5]:

\[ c(x, y) = \frac{(2\mu_{gx}\mu_{gy} + C_2)}{(\mu_{gx}^2 + \mu_{gy}^2 + C_2)} \]
\[ s(x, y) = \frac{(\mu_{gx}\mu_{gy} + C_3)}{(\mu_{gx}^2 + \mu_{gy}^2 + C_3)} \]

Where \( C_3 = C_2 / 2 \) and
\[ \mu_{gx} = \frac{1}{N} \sum_{i=1}^{N} |\nabla x_i| \]
\[ \mu_{gxgy} = \frac{1}{N} \sum_{i=1}^{N} |\nabla x_i| |\nabla y_i| \]

IV. EXPERIMENTAL RESULTS

We have implemented the method using Matlab7.1 on multiple
images and we have received quite satisfactory results. However
a few outputs are shown here. The images taken were in TIFF
format. All experiments were conducted on a Intel Core2Duo 2.2 GHz platform. Table 1 makes it clear that the face region SSIM, GSSIM and Q produce higher values than body regions. So it can be concluded that face region is less compressed than any other region of the image. A graphical comparison of the same are shown in fig(ii). In Figure (i) (a) the original reference image is shown. In Figure(i) (b) compressed image(10% ) quality, In Figure(i) (c) compressed image(20% ) quality, In Figure(i) (d) compressed image(30% ) quality, In Figure(i) (e) compressed image(40% ) quality, In Figure(i) (f) compressed image(50% ) quality, In Figure(i) (g) compressed image(60% ) quality, In Figure(i) (h) compressed image(70% ) quality, In Figure(i) (i) compressed image(80% ) quality, In Figure(i) (j) compressed image(90% ) quality, In Figure(i) (k) compressed image(100% ) quality is shown. In Figure (i) (m) and (n) the face region and body regions are shown respectively.
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| Face Quality | Body Quality | Face SSIM | Body SSIM | Face GSSIM | Body GSSIM |
|--------------|--------------|-----------|-----------|------------|------------|
| 0.73595      | 0.61926      | 0.820458  | 0.769971  | 0.9992260  | 0.9995683  |
| 0.82931      | 0.62468      | 0.8999291 | 0.814301  | 0.9997667  | 0.9998818  |
| 0.87084      | 0.65442      | 0.9263398 | 0.848026  | 0.9998843  | 0.9999434  |
| 0.88667      | 0.63214      | 0.9387279 | 0.855831  | 0.9999215  | 0.9999609  |
| 0.90336      | 0.60664      | 0.9477287 | 0.866110  | 0.9999414  | 0.9999758  |
| 0.91262      | 0.59291      | 0.9541849 | 0.872621  | 0.9999624  | 0.9999812  |
| 0.93015      | 0.56472      | 0.9635638 | 0.882816  | 0.9999764  | 0.9999868  |
| 0.94316      | 0.52996      | 0.9710899 | 0.895690  | 0.9999970  | 0.9999930  |
| 0.96663      | 0.58506      | 0.9834379 | 0.915193  | 0.9999958  | 0.9999975  |
| 0.99904      | 0.97769      | 0.9996362 | 0.994543  | 0.9999997  | 0.9999998  |
v. CONCLUSION AND FUTURE SCOPE

From the above experiments on JPEG image compression we can reach the decision that for any lossy and lossless image compression the face region is compressed at a very low rate whereas the other regions of the image are compressed at a very high rate. As the face of the person is very sensitive at the time of communication, thus the image quality of the face region have to be reserved properly. At the time of image compression the data bits are lost which is the cause of degradation of the image quality.

From the above we can also conclude that at the time of compressing an image we should always convert RGB or HSV image into YCrCb format. This format is much more effective than the other format for compression purpose. There are two different purposes of using YCrCb format. First an effective use of chrominance information for modeling human skin color can be achieved in this color space. Second, this format is typically used in image compression, and therefore the use of the same, instead of another format for segmentation will avoid the extra computation required in conversion.

In this paper the comparative study has been done on JPEG image which has a tremendous scope of future application if handled properly with a supporting video. Due to lack of proper images and video the video compression could not be applied properly on video compression techniques. For different percentage of compression on JPEG image, it has been proved that the face region is compressed very less according to the other regions of the image. So at the time of video translation it will require less bandwidth and less storage space. The proper application of this will be helpful for video chatting, video calling and the sector of film editing also.
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