CHANNELS OF ENERGY FOR THE LINEAR RADIAL WAVE EQUATION
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ABSTRACT. Exterior channel of energy estimates for the radial wave equation were first considered in three dimensions in [6], and for the 5-dimensional case in [12]. In this paper we find the general form of the channel of energy estimate in all odd dimensions for the radial free wave equation. This will be used in the companion paper [11] to establish the soliton resolution for equivariant wave maps in \( \mathbb{R}^3 \) exterior to the ball \( B(0,1) \) and in all equivariance classes.

1. Introduction

In this paper we consider solutions to the wave equation

\[
\Box u = 0, \quad u(0) = f, \quad u_t(0) = g
\]

where \((f,g) \in (H^1 \times L^2)(\mathbb{R}^d)\) are radial. Denote by \(u(t) = S(t)(f,g)\) the solution to this wave equation with initial data \((f,g)\) at time 0.

Our goal is to further elucidate the exterior energy estimates for the free radial wave equation which played a crucial role in the nonlinear work of Duyckaerts, Merle, and the first author [6, 7, 8, 9, 10]. To be specific, for \(d \geq 3\) and odd, at least one of the following two estimates (even in the nonradial setting) holds:

\[
\forall \ t \geq 0, \quad \int_{|x| \geq t} |\nabla_{t,x} S(t)(f,g)(x)|^2 \, dx \geq \frac{1}{2} \int_{\mathbb{R}^d} (|\nabla f(x)|^2 + |g(x)|^2) \, dx
\]

\[
\forall \ t \leq 0, \quad \int_{|x| \geq -t} |\nabla_{t,x} S(t)(f,g)(x)|^2 \, dx \geq \frac{1}{2} \int_{\mathbb{R}^d} (|\nabla f(x)|^2 + |g(x)|^2) \, dx,
\]

where

\[
|\nabla_{t,x} S(t)(f,g)|^2 = |\nabla u(t)|^2 + |\partial_t u(t)|^2
\]

is the linear energy density (see [8, Proposition 2.7]). No result of this type was established there for even dimensions, and the method of proof used in odd dimensions does not apply in even dimensions.

In [5] it is shown that in fact, \(2\) fails in even dimensions. However, one does have a favorable bound in even dimensions for either of the radial data \((f,0)\) or \((0,g)\), depending on the parity of the dimension modulo 4. Without going into any details, we note that this parity entered into the proof through a phase-shift in the asymptotic expansions of the Bessel functions. The latter appears naturally through the radial Fourier transform, which allows one to derive the following formula for the asymptotic exterior energy.

To state it, we introduce the Hankel transform \(H\) and the Hilbert transform \(\mathcal{H}\) on the half-line \((0,\infty)\):

\[
(H\varphi)(\rho) := \int_0^\infty \frac{\varphi(\sigma)}{\rho + \sigma} \, d\sigma, \quad \text{and} \quad (\mathcal{H}\varphi)(\rho) := \int_0^\infty \frac{\varphi(\sigma)}{\rho - \sigma} \, d\sigma
\]
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Then the formula from [5] reads as follows:

$$\lim_{t \to \pm\infty} \frac{C(d)}{|t|} \int_{|x| \leq |t|} |\nabla_{t,x} S(t)(f, g)|^2 dx = \frac{\pi}{2} \int (\rho^2 |\hat{f}(\rho)|^2 + |\hat{g}(\rho)|^2) \rho^{d-1} d\rho$$

\[+ \frac{(-1)^{\frac{d}{2}}}{2} \left( (H(\rho \frac{d+1}{\rho}, \rho \frac{d+1}{\rho}) - (H(\rho \frac{d+1}{\rho}, \rho \frac{d+1}{\rho})) \right) \pm \text{Re}(\rho \frac{d+1}{\rho}) \hat{f}'' H(\rho \frac{d+1}{\rho}, \rho \frac{d+1}{\rho}) \right). \] (3)

We remark that the expression $\int_{|x| \leq |t|} |\nabla_{t,x} S(t)(f, g)|^2 dx$ is monotone decreasing as $t$ increases due to the local energy identity. Hence it is sufficient to bound the limit $t \to \pm\infty$ from below.

We now select the direction of time such that the final term in (3) becomes non-negative. The Hankel transform is the square of the Laplace transform, and therefore a positive operator. This, together with the known norm of the Hankel transform, immediately imply the statement about the failure (as well as about the limited validity) of the desired exterior energy estimate depending on $d \mod 4$. For nonlinear applications of the restricted-data $(f, 0)$ exterior energy estimate in dimension $d = 4$, see [2,3,4].

This paper is concerned with a different type of exterior energy estimate, namely one over channels. To motivate it, we recall the estimate proved in [6,9] in $d = 3$: for $0 < R < R_1$, either for all $t > 0$ or for all $t < 0$ one has

$$\int_{|x| \leq |t|} \left[ (\partial_t^2 (u(t, r)))^2 + (\partial_t (u(t, r)))^2 \right] dr \geq \frac{1}{2} \int_{R \leq r \leq R_1} \left[ (\partial_r (r u(r)))^2 + (r g(r))^2 \right] dr. \] (4)

The terminology of “channels” is derived from this estimate.

By taking $R_1 = +\infty$ and using the fact $(\partial_t (u(t, r)))^2 = (\partial_r u(t, r))^2 r^2 + \partial_r (u(t, r)r)$ we rewrite (4) as

$$\int_{r \geq R} (u_r^2(t, r) + u_t^2(t, r)) r^2 dr - (R + |t|) u^2(t, R + |t|) \geq \frac{1}{2} \int_{r \geq R} (f^2 + g^2) r^2 dr - R f^2(R) \] (5)

From the point-wise $t^{-1}$ decay of free waves in $\mathbb{R}^{1+3}$, we have

$$(R + |t|) u^2(t, R + |t|) = O \left( \frac{R + |t|}{|t|^2} \right) \quad \text{as} \quad |t| \to \infty$$

Hence we get

$$\lim_{|t| \to \infty} \int_{r \geq R} (u_r^2(t, r) + u_t^2(t, r)) r^2 dr \geq \frac{1}{2} \int_{r \geq R} (f^2 + g^2) r^2 dr - R f^2(R) \] (6)

Let us denote by $\pi_{L(R)}$ the orthogonal projection onto the line

$$L(R) := \{(k/r, 0) \mid k \in \mathbb{R}\}$$

in

$$(H^1 \times L^2)(r \geq R; r^2 dr).$$

In other words,

$$\pi_{L(R)}(f, g) = \frac{\int_{R}^{\infty} f(r) \partial_r (\frac{1}{r}) r^2 dr}{\int_{R}^{\infty} (\partial_r (\frac{1}{r}))^2 r^2 dr} \left( \frac{1}{r}, 0 \right) = f(R) \left( \frac{R}{r}, 0 \right)$$

The projection onto the orthogonal complement is

$$\pi_{L(R)}^\perp(f, g) = (f, g) - f(R) \left( \frac{R}{r}, 0 \right) \] (7)

Since $\int_{r \geq R} (u_r^2(t, r) + u_t^2(t, r)) r^2 dr$ is monotonically decreasing as $t$ increases, we can restate (5) in the following form.
Corollary 1 (Corollary of Lemma 4.2 in [6]). For any $R > 0$ and $(f, g) \in \dot{H}^1 \times L^2(\mathbb{R}^3)$ radial, the solution of (1) satisfies

$$\int_{r \geq |t| + R} |V_{t,x} u(t, r)|^2 r^2 dr \geq \frac{1}{2} \int_{r \geq R} |V_{t,x} \pi^+_{P(R)} (f, g)(r)|^2 r^2 dr$$

(8)

for all $t \geq 0$ or all $t \leq 0$.

Now we can state our main result, which extends the above Corollary to all higher odd dimension. As usual, $[x]$ denotes the largest integer $k \in \mathbb{Z}$, $k \leq x$.

Theorem 2. In any odd dimension $d > 0$, every radial energy solution of (1) satisfies for every $R > 0$

$$\max_{t \to \pm \infty} \lim_{t \to \pm \infty} \int_{r \geq |t| + R} |V_{t,x} u(t, r)|^2 r^{d-1} dr \geq \frac{1}{2} \| \pi^+_{P(R)} (f, g) \|^2_{\dot{H}^1 \times L^2(r \geq R; r^{d-1} dr)}$$

(9)

Here

$$P(R) := \text{span}\{(r^{2k_1-d}, 0), (0, r^{2k_2-d}) | k_1 = 1, 2, \cdots \lfloor \frac{d+2}{4} \rfloor; k_2 = 1, 2, \cdots \lfloor \frac{d}{4} \rfloor; r \geq R\}$$

and $\pi^+_{P(R)}$ denotes the orthogonal projection onto the complement of the plane $P(R)$ in $(\dot{H}^1 \times L^2)(r \geq R; r^{d-1} dr)$.

The inequality becomes an equality for data of the form $(0, g)$ and $(f, 0)$. Moreover, the left-hand side of (9) vanishes exactly for data in $P(R)$.

Remark 3. When $d = 1$, $P(R) = \emptyset$. Hence, this is the one-dimensional estimate in the proof of [6, Lemma 4.2]. We already know that for $d = 3$ the estimate reduces to (8). It is worth mentioning that (9) is also proved in [12, Proposition 4.1] for $d = 5$. Since the argument for $d = 1, 3, 5$ does not seem to generalize to higher odd dimension easily, we choose a different path by following the Fourier method approach originally developed in [5] to handle even dimensions.

Remark 4. The conditions that $k_1 \leq \lfloor \frac{d+2}{4} \rfloor < \lfloor \frac{d}{4} \rfloor$ and $k_2 \leq \lfloor \frac{d}{4} \rfloor < \frac{d}{4}$ guarantee that $(r^{2k_1-d}, 0), (0, r^{2k_2-d}) \in \dot{H}^1 \times L^2(r \geq R, r^{d-1} dr)$.

Remark 5. The initial data $(0, r^{2i-d}), 1 \leq i \leq \lfloor \frac{d}{4} \rfloor$ correspond to a solution of the form

$$u(t, r) = a_1 t^{2i-1} r^{2-d} + a_2 t^{2i-3} r^{4-d} + \cdots a_i t r^{2i-d}$$

and initial data $(r^{2i-d}, 0), 1 \leq i \leq \lfloor \frac{d+2}{4} \rfloor$ correspond to the following solution

$$u(t, r) = b_1 t^{2i-2} r^{2-d} + b_2 t^{2i-4} r^{4-d} + \cdots b_i r^{2i-d}$$

with coefficients $a_i = b_i = 1$ from which $a_j, b_j, 1 \leq j < i$ are determined recursively. And it is easy to verify that these solutions make the left hand side of (9) vanish. This is the original motivation for conjecturing the correct formulation of Theorem 2 involving orthogonal projections onto these subspaces.

Remark 6. Using the monotone decreasing feature of the energy $\int_{R \geq |t|} (u_i^2(t, r) + u_j^2(t, r)) r^{d-1} dr$ as before, (9) can be restated as: For every $R > 0$ and for all $t \geq 0$ or all $t \leq 0$,

$$\int_{r \geq |t| + R} |V_{t,x} u(t, r)|^2 r^{d-1} dr \geq \frac{1}{2} \| \pi^+_{P(R)} (f, g) \|^2_{\dot{H}^1 \times L^2(r \geq R; r^{d-1} dr)}$$

(10)

Notice that when $R \to 0+$, this agrees with (2).
2. Asymptotic formula

Before proving Theorem 2, we establish our conventions regarding the Fourier transform on $\mathbb{R}^d$ and we recall a few standard facts about solutions to (1) with radial initial data. The solution $u(t)$ to (1) with data $(f, g)$ is given by

$$u(t) = \cos(t|\nabla|)f + \frac{\sin(t|\nabla|)}{|\nabla|}g.$$  

Let $\mathcal{F}$ be the Fourier transform on $\mathbb{R}^1$, $\mathcal{F}$ be the Fourier transforms in $\mathbb{R}^d$

$$\mathcal{F}(\xi) = \int_{\mathbb{R}^d} e^{-i\xi \cdot x} f(x) \, dx, \quad f(x) = (2\pi)^{-d} \int_{\mathbb{R}^d} e^{i\xi \cdot x} \mathcal{F}(\xi) \, d\xi,$$

and the Parseval identity is

$$\int_{\mathbb{R}^d} f(x) \overline{g(x)} \, dx = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \mathcal{F}(\xi) \overline{\mathcal{F}(\xi)} \, d\xi$$

in particular, we have Plancherel’s identity $\|\mathcal{F}\|_{L^2(\mathbb{R})}^2 = (2\pi)^d \|f\|_{L^2(\mathbb{R}^d)}^2$.

For radial functions, $\mathcal{F}$ is again radial. Recall that

$$\overline{\sigma_{d-1}}(\xi) = (2\pi)^{\frac{d}{2}} |\xi|^{-\nu} J_\nu(|\xi|), \quad \nu := \frac{d}{2} - 2 \geq 0$$

where $J_\nu$ is the Bessel function of the first type of order $\nu$. It is characterized as being the solution of

$$x^2 J''_\nu(x) + x J'_\nu(x) + (x^2 - \nu^2) J_\nu(x) = 0$$

which is regular at $x = 0$ (unique up to a multiplicative constant). The inversion formula takes the form

$$f(r) = (2\pi)^{-\frac{d}{2}} \int_0^\infty \mathcal{F}(\rho) J_\nu(rp)(rp)^{-\nu} \rho^{d-1} \, d\rho$$

For the solution $u(t, r)$ this means that

$$u(t, r) = (2\pi)^{-\frac{d}{2}} \int_0^\infty \left( \cos(tp) \mathcal{F}(\rho) + \frac{\sin(tp)}{\rho} \mathcal{F}(\rho) \right) J_\nu(rp)(rp)^{-\nu} \rho^{d-1} \, d\rho$$

$$\partial_t u(t, r) = (2\pi)^{-\frac{d}{2}} \int_0^\infty \left( -\sin(tp) \mathcal{F}(\rho) + \cos(tp) \mathcal{F}(\rho) \right) J_\nu(rp)(rp)^{-\nu} \rho^{d-1} \, d\rho.$$ 

We shall invoke the standard asymptotics for the Bessel functions, see (14),

$$J_\nu(x) = \sqrt{\frac{2}{\pi x}} \left[ (1 + \omega_2(x)) \cos(x - \tau) + \omega_1(x) \sin(x - \tau) \right],$$

$$J'_\nu(x) = \sqrt{\frac{2}{\pi x}} \left[ \omega_1(x) \cos(x - \tau) - (1 + \omega_2(x)) \sin(x - \tau) \right].$$

with phase-shift $\tau = (d - 1)^2$, and with the bounds (for $n \geq 0, x \geq 1$)

$$|\omega^{(n)}_1(x)| + |\omega^{(n)}_1(x)| \leq C_n x^{-1-n},$$

$$|\omega^{(n)}_2(x)| + |\omega^{(n)}_2(x)| \leq C_n x^{-2-n}.$$  

of symbol type.
Now we start computing the asymptotic form of the exterior energy as in [5], say for $t \geq 0$. (We can take the data to be Schwartz and also assume that $\hat{f}(\rho)$ and $\hat{g}(\rho)$ are supported on $0 < \rho_1 < \rho < \rho' < \infty$). With all Fourier transforms being those in $\mathbb{R}^d$, we claim that

\[
\frac{(2\pi)^d}{\pi} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} \int_{|t| \geq 2 \varepsilon} \left( -\sin(t_1)\rho_1 \hat{f}(\rho_1) + \cos(t_1)\hat{g}(\rho_1) \right) \\
\cdot \left( -\sin(t_2)\rho_2 \hat{f}(\rho_2) + \cos(t_2)\hat{g}(\rho_2) \right) \\
\cdot \cos(r_1 - \tau) \cos(r_2 - \tau) (\rho_1 \rho_2)^\mu \, d\rho_1 d\rho_2 \, e^{-\varepsilon t} \, dr \\
+ \frac{2}{(2\pi)^d} \lim_{\varepsilon \to 0^+} \int_{\varepsilon R} \int_{|t| \geq 2 \varepsilon} \left( \cos(t_1)\rho_1 \hat{f}(\rho_1) + \sin(t_1)\hat{g}(\rho_1) \right) \\
\cdot \left( \cos(t_2)\rho_2 \hat{f}(\rho_2) + \sin(t_2)\hat{g}(\rho_2) \right) \\
\cdot \sin(r_1 - \tau) \sin(r_2 - \tau) (\rho_1 \rho_2)^\mu \, d\rho_1 d\rho_2 \, e^{-\varepsilon t} \, dr + o(1)
\]

where the $o(1)$ is for $t \to \infty$ and $\tau = \frac{d-1}{4} \pi \varepsilon$, $\mu = \frac{d-1}{2}$. Moreover, we used the asymptotic expansions of the Bessel functions, and we absorbed all error terms in the $o(1)$, which will be justified at the end of this section. In order to carry out the $r$-integration, we use (note $2\tau \in \mathbb{Z}\pi$ when $d$ is odd)

\[
cos(r_1 - \tau) \cos(r_2 - \tau) = \frac{1}{2} \left[ \cos(r_1 + r_2) - 2\tau \right] + \cos(r_1 - \tau) \]
\[
= \frac{1}{2} \left[ (-1)^\mu \cos(r_1 + r_2) + \cos(r_1 - \tau) \right]
\]

\[
\sin(r_1 - \tau) \sin(r_2 - \tau) = \frac{1}{2} \left[ -\cos(r_1 + r_2) - 2\tau \right] + \cos(r_1 - \tau) \]
\[
= \frac{1}{2} \left[ (-1)^\mu \cos(r_1 + r_2) + \cos(r_1 - \tau) \right]
\]

as well as the following fact: for any smooth compactly supported functions $\phi, \psi$ on $(0, \infty)$, one has for every $t \in \mathbb{R}$

\[
\lim_{\varepsilon \to 0^+} \int_0^\infty \int_{|t| \geq 2 \varepsilon} \cos(r_1 - \tau) \phi(r_1) \psi(r_2) e^{-\varepsilon t} \, dr \, d\rho_1 d\rho_2 \\
= \pi \int_0^\infty \phi(\rho) \psi(\rho) d\rho - \int_{|t| \geq 2 \varepsilon} \frac{\sin(t_1)\rho_1 \hat{f}(\rho_1) \psi(\rho_2) d\rho_1 d\rho_2}{\rho_1 - \rho_2} \\
\]

\[
\lim_{\varepsilon \to 0^+} \int_0^\infty \int_{|t| \geq 2 \varepsilon} \cos(r_1 + \tau) \phi(r_1) \psi(r_2) e^{-\varepsilon t} \, dr \, d\rho_1 d\rho_2 \\
= - \int_{|t| \geq 2 \varepsilon} \frac{\sin(t_1 + \rho_2) \rho_1 \hat{f}(\rho_1) \psi(\rho_2) d\rho_1 d\rho_2}{\rho_1 + \rho_2}.
\]

To prove (17) we note that

\[
\lim_{\varepsilon \to 0^+} \int_0^\infty \cos(ar) e^{-\varepsilon t} \, dr = \lim_{\varepsilon \to 0^+} \frac{1}{2} \left( -\frac{e^{i(a-\varepsilon)} - e^{i(a+\varepsilon)}}{ia - \varepsilon} + \frac{e^{-i(a+\varepsilon)} - e^{-i(a-\varepsilon)}}{ia + \varepsilon} \right) = \pi \delta_0(a) - \frac{\sin(ta)}{a}
\]

where the limit is to be taken in the distributional sense. For (18) the argument is essentially the same.
In what follows, we slightly abuse notation by writing \( \hat{f}(\rho) := \rho \hat{f}(\rho) \). Carrying out the \( r \)-integration in (16) using (17), (18) and applying trigonometric identities yields:

\[
\frac{1}{\pi} \int_{\rho_1, \rho_2 > 0} \left[ \cos(t(\rho_1 - \rho_2)) (\hat{f}(\rho_1)\hat{g}(\rho_2) - \hat{g}(\rho_1)\hat{f}(\rho_2)) - \sin(t(\rho_1 - \rho_2)) \right] \frac{1}{\rho_1 - \rho_2} d\rho_1 d\rho_2
\]

which further simplifies to

\[
\int_{0}^{\infty} \left( |\hat{f}(\rho)|^2 + |\hat{g}(\rho)|^2 \right) \rho^{d-1} d\rho
\]

We may now pass to the limit \( t \to \infty \) keeping \( R \geq 0 \) fixed. The terms involving \( \sin((2t + R)(\rho_1 - \rho_2)) \) and \( \cos((2t + R)(\rho_1 + \rho_2)) \) in the fourth and fifth lines, respectively, vanish in the limit \( t \to \infty \) as can be seen by integration by parts (we may again assume that the data are Schwartz, with Fourier transforms compactly supported in \((0, \infty)\)). The asymptotic behavior of the terms involving \( \sin((2t + R)(\rho_1 - \rho_2)) \) and \( \cos((2t + R)(\rho_1 - \rho_2)) \) in the second and third lines, respectively, require more care. In fact, using that for any \( a > 0 \)

\[
\mathcal{F}\left[ \frac{\sin(ax)}{x} \right](\xi) = \pi \chi_{(-\infty, 0)}(\xi), \quad \mathcal{F}\left[ \frac{\cos(ax)}{x} \right](\xi) = \pi i [-\chi_{(-\infty, -a)} + \chi_{(a, \infty)}]
\]

one has

\[
\lim_{t \to \infty} \int_{\rho_1, \rho_2 > 0} \frac{\sin((2t + R)(\rho_1 - \rho_2))}{\rho_1 - \rho_2} (\hat{f}(\rho_1)\hat{g}(\rho_2) - \hat{g}(\rho_1)\hat{f}(\rho_2)) (\rho_1 \rho_2)^\mu d\rho_1 d\rho_2 = \pi \int (|\hat{f}(\rho)|^2 + |\hat{g}(\rho)|^2) \rho^{d-1} d\rho
\]

as well as

\[
\lim_{t \to \infty} \int_{\rho_1, \rho_2 > 0} \frac{\cos((2t + R)(\rho_1 - \rho_2))}{\rho_1 - \rho_2} (\hat{f}(\rho_1)\hat{g}(\rho_2) - \hat{g}(\rho_1)\hat{f}(\rho_2)) (\rho_1 \rho_2)^\mu d\rho_1 d\rho_2 = 0
\]
In conclusion, we obtain the following asymptotic expression for the left-hand side of the exterior energy (16) as \( t \to \pm \infty \):

\[
\frac{1}{2} \int_0^{\infty} (|\dot{f}(\rho)|^2 + |\dot{g}(\rho)|^2) \rho^{d-1} \, d\rho \\
- \frac{1}{2\pi} \int_{\rho_1, \rho_2 > 0} \frac{\sin(R(\rho_1 - \rho_2))}{\rho_1 - \rho_2} (\dot{f}(\rho_1)\dot{f}(\rho_2) + \dot{g}(\rho_1)\dot{g}(\rho_2))(\rho_1 \rho_2)^\mu \, d\rho_1 d\rho_2 \\
+ \frac{(-1)^\mu}{2\pi} \int_{\rho_1, \rho_2 > 0} \frac{\sin(R(\rho_1 + \rho_2))}{\rho_1 + \rho_2} (\dot{f}(\rho_1)\dot{f}(\rho_2) - \dot{g}(\rho_1)\dot{g}(\rho_2))(\rho_1 \rho_2)^\mu \, d\rho_1 d\rho_2
\]

(20)

The direction of time is chosen so as to make the last line \( \geq 0 \).

Let us denote the following asymptotic exterior energy (recall \( \mu = \frac{d-1}{2} \))

\[
AS_d(g) := \frac{1}{2} \int_0^{\infty} |\dot{g}(\rho)|^2 \rho^{d-1} \, d\rho \\
- \frac{1}{2\pi} \int_{\rho_1, \rho_2 > 0} \frac{\sin(R(\rho_1 - \rho_2))}{\rho_1 - \rho_2} \dot{g}(\rho_1)\dot{g}(\rho_2)(\rho_1 \rho_2)^\mu \, d\rho_1 d\rho_2 \tag{21}
\]

\[
AS_d(f) := \frac{1}{2} \int_0^{\infty} |\dot{f}(\rho)|^2 \rho^{d+1} \, d\rho \\
- \frac{1}{2\pi} \int_{\rho_1, \rho_2 > 0} \frac{\sin(R(\rho_1 - \rho_2))}{\rho_1 - \rho_2} \dot{f}(\rho_1)\dot{f}(\rho_2)(\rho_1 \rho_2)^{\mu+1} \, d\rho_1 d\rho_2 \tag{22}
\]

Hence we obtain

\[
\max_{\pm} \lim_{t \to \pm \infty} (2\pi)^d \left( ||\partial_t u(t)||_{L^2([r_0, R, r_d-1] \, dr)}^2 + ||\partial_t u(t)||_{L^2([r_2,\infty] \, dr)}^2 \right) \geq AS_d(f) + AS_d(g) \tag{23}
\]

From the explanation right after (20), we also notice that (23) takes equal sign when we have only \((0, g)\) or \((f, 0)\) data, and it holds for both time directions.

Now we would like to obtain a lower bound for the asymptotic exterior energy \( AS_d(g) \) (21) and \( AS_d(f) \) (22).

If \( R = 0 \) there is nothing to be done. Now let \( R > 0 \). The radial Fourier transform satisfies, with \( \nu = \frac{d-2}{2} \),

\[
\rho^\nu \dot{g}(\rho) = (2\pi)^\frac{d}{2} \int_0^{\infty} g(r) j_\nu(rp) r^{\nu-1} r^{d-1} \, dr \\
= 2(2\pi)^{\frac{d}{2}+1} \int_0^{\infty} g(r) j_\nu(rp) r^{\nu+\frac{d}{2}} \, dr 
\]

(24)
where we used $j_n(z) = \left(\frac{\pi}{2z}\right)^{\frac{1}{2}} J_n(z)$, $n := (d - 3)/2$. The so-called spherical Bessel functions $j_n(z)$ are of the form

$$
\begin{align*}
    j_0(z) &= \frac{\sin z}{z} \\
    j_1(z) &= \frac{\sin z}{z^2} - \frac{\cos z}{z} \\
    j_2(z) &= \left(\frac{3}{z^3} - \frac{1}{z}\right) \sin z - \frac{3}{z^2} \cos z
\end{align*}
$$

(25)

and for general $n \geq 0$:

$$
    j_n(z) = (-z)^n \left(\frac{1}{z} \frac{d}{dz}\right)^n \frac{\sin z}{z}
$$

(26)

It is worth noticing that these functions alternate between being odd and even depending on $n$ being odd or even, respectively.

Now we will plug (24) into (21), (22) to prove the following lemma (based on the condition (16) being fulfilled, which we will verify afterwards).

**Lemma 7.** Take $\kappa(x)$ to be a normalized bump function on $\mathbb{R}$, i.e., $\kappa(x)$ is smooth, even, nonnegative function such that $\kappa(|x|)$ is decreasing, $\text{supp } \kappa \subset [-1, 1]$ and $\int_{\mathbb{R}} \kappa(x) \, dx = 1$. Denote $\kappa_\epsilon(x) = \frac{1}{\epsilon} \kappa\left(\frac{x}{\epsilon}\right)$.

Assume (16) to hold true, then in any odd dimension $d$, every radial energy solution of (1) satisfies the following inequality for every $R > 0$

$$
    \max \lim_{\epsilon \to +\infty} (2\pi)^d \left(\|\partial_t u(t)\|_{L^2(r \geq |x| + R, r^{d-1} \, dr)}^2 + \|\partial_r u(t)\|_{L^2(r \geq |x| + R, r^{d-1} \, dr)}^2\right) \geq AS_d(f) + AS_d(g)
$$

(27)

with

$$
\begin{align*}
    AS_d(g) = & 2^{d-1} \pi d \int |g(r)|^2 r^{d-1} \, dr - 2^{d-1} \pi d \lim_{\epsilon \to 0} \int_{r_1, r_2 > 0} K_{R, d}(r_1, r_2) g(r_1) g(r_2) \frac{d}{dr_1} \frac{d}{dr_2} dr_1 dr_2 \\
    K_{R, d}(r_1, r_2) = & \frac{1}{2r_1 r_2} \int_{-R}^{R} (\kappa_\epsilon \ast \mathcal{F} \varphi_n)(\frac{\xi}{r_1}) (\kappa_\epsilon \ast \mathcal{F} \varphi_n)(\frac{\xi}{r_2}) \, d\xi \\
\end{align*}
$$

(28)

$$
\begin{align*}
    AS_d(f) = & 2^{d-1} \pi d \int_0^\infty |f'(r)|^2 r^{d-1} \, dr - 2^{d-1} \pi d \lim_{\epsilon \to 0} \int_{r_1, r_2 > 0} \bar{K}_{R, d}(r_1, r_2) f(r_1) f(r_2) \frac{d}{dr_1} \frac{d}{dr_2} dr_1 dr_2 \\
    \bar{K}_{R, d}(r_1, r_2) = & \frac{1}{2r_1 r_2} \int_{-R}^{R} (\kappa_\epsilon \ast \mathcal{F} \psi_n)(\frac{\xi}{r_1}) (\kappa_\epsilon \ast \mathcal{F} \psi_n)(\frac{\xi}{r_2}) \, d\xi \\
\end{align*}
$$

(29)

here $n = \frac{d-3}{2}$, $\varphi_n(z) = z j_n(z)$, $\psi_n(z) = z^2 \varphi_n(z)$ with $j_n(z)$ being the spherical Bessel functions defined in (26). Moreover, (27) takes equal sign when we have $(f, 0)$ or $(0, g)$ data and it is true for both time directions.

**Proof.** We only need to prove that (21), (22) imply (28), (29) for data $(f, g)$ which are compactly supported and smooth.

To prove (28), we first remark that in Lemma 10, we will show that $\mathcal{F} \varphi_n$ is a compactly supported finite measure. In particular, $\varphi_n$ and all its derivatives are bounded, $|\partial_n \varphi_n| \leq C_{n,a}, \forall z$.

Let us denote

$$
I(z) = \int_{\mathbb{R}} \kappa(x) e^{ixz} \, dx = 2\pi (\mathcal{F}^{-1} \kappa)(z)
$$

(30)

so $I(z) \in S(\mathbb{R})$ and $I(0) = 1$ ($S$ here means the class of Schwartz functions).

Now take $g \in C_0^\infty(\mathbb{R}^+)$, for any $\varepsilon > 0$ by dominated convergence we have

$$
\rho^\mu \tilde{g}(\rho) = 2(2\pi)^{\frac{d-1}{2}} \lim_{\epsilon \to 0} \int_0^\infty \varphi_n(\rho \epsilon) h(\rho) I(\epsilon \rho) \, d\rho
$$

(31)
with \( h(r) = g(r) \frac{d^{N-1}}{dr^{N-1}} \in C_0^\infty(\mathbb{R}^+) \).

Now denote
\[
G_{\varepsilon,n}(\rho) = \int_0^\infty \varphi_n(\rho r) h(\varepsilon r) dr
\]

We claim
\[
|G_{\varepsilon,n}(\rho)| \leq C_N (1 + |\rho|)^{-N} \tag{32}
\]
where \( C_N \) is independent of \( \varepsilon \) and this holds for all integers \( N > 0 \).

To prove (32), we only need to show it for \( \rho \) large enough. Let us denote \( \psi(z) = \sin(z) \), then \( \varphi_n(z) = z j_n(z) = (-1)^n z^{n+1} \left( \frac{1}{z^2 + \varepsilon^2} \right)^n \psi(z) \), and
\[
\varphi_n(\rho r) = (-1)^n \frac{\rho^{n+1}}{r^{n-1}} \left( \frac{1}{r} \frac{d}{dr} \right)^n \psi(\rho r)
\]

Applying integration by parts in \( G_{\varepsilon,n} \) we obtain
\[
G_{\varepsilon,n}(\rho) = \frac{1}{\rho^{n-1}} \int_0^\infty \psi(\rho r) \left( \frac{1}{r} \frac{d}{dr} \right)^n (r^{n+1} h(\varepsilon r) \varphi(\rho r)) dr \tag{33}
\]

Notice that \((-1)^N \frac{d^N}{dz^N} \sin z = \sin z\), whence \( \sin(\rho r) = \frac{(-1)^N}{\rho^{2N}} \frac{d^N}{dz^N} \sin(\rho r) \) and thus furthermore,
\[
\psi(\rho r) = \frac{\sin(\rho r)}{\rho r} = \frac{(-1)^N}{\rho r^{2N+1}} \frac{d^N}{dz^N} \sin(\rho r)
\]

Plugging this into (33) and integrating by parts \( 2N \) times yields
\[
G_{\varepsilon,n}(\rho) = \frac{(-1)^N}{\rho^{2N+n}} \int_0^\infty \sin(\rho r) \frac{d^{2N}}{dr^{2N}} \left( \frac{1}{r} \frac{d}{dr} \right)^n (r^{n+1} h(\varepsilon r) \varphi(\rho r)) dr \tag{34}
\]

From
\[
\frac{d^k}{dr^k} I(\varepsilon r) = (\varepsilon r)^k I(\varepsilon r) = \frac{1}{r^k} (\varepsilon r)^k I(\varepsilon r)
\]
and using the fact that \( I(z) \) is Schwartz, we conclude that
\[
\left| \frac{d^k}{dr^k} I(\varepsilon r) \right| \leq r^{-k}
\]

Combining this with the fact that \( h(r) \) is smooth and compactly supported away from origin, we see that the integral in (34) is bounded, hence we proved (32).

Next, we denote \( \varphi_n'(z) = \varphi_n(z) I(\varepsilon z) \) and plug (31) into (21). We may then apply the dominated convergence theorem to take the limit outside the integral, i.e.,
\[
AS_d(g) = \frac{1}{2} \int_0^\infty |\tilde{g}(\rho)|^2 \rho^{d-1} d\rho
- \frac{2}{\pi} (2\pi)^{d-1} \lim_{\varepsilon \to 0} \iint \frac{\sin(R(\rho_1 - \rho_2))}{\rho_1 - \rho_2} \varphi_n'(r_1 \rho_1) \varphi_n'(r_2 \rho_2) h(r_1) h(r_2) d\rho_1 d\rho_2 dr_1 dr_2
- \frac{2}{\pi} (2\pi)^{d-1} \lim_{\varepsilon \to 0} \iint \frac{\sin(R(\rho_1 + \rho_2))}{\rho_1 + \rho_2} \varphi_n'(r_1 \rho_1) \varphi_n'(r_2 \rho_2) h(r_1) h(r_2) d\rho_1 d\rho_2 dr_1 dr_2
\]
and the integrals converge absolutely because of (32).
Now we can use the parity of $\varphi_n^\varepsilon(z)$, which follows from the parity of $j_n(z)$ (notice that $I(z)$ is an even function) to combine the last two integrals

$$\Delta_{d}(s) = \frac{1}{2} \int_0^\infty |\hat{g}(\rho)|^2 \rho^{d-1} d\rho$$

$$- \frac{(2\pi)^{d-1}}{\pi} \lim_{\varepsilon \to 0} \int_{R_{n,2} > 0} \int_{R_{1,2} \geq 0} \int_{R_{1,2} \geq R_{1,2}} \sin(R(\rho_1 - \rho_2)) \rho_1 - \rho_2 \varphi_n^\varepsilon(r_1 \rho_1) \varphi_n^\varepsilon(r_2 \rho_2) h(r_1) \overline{h(r_2)} d\rho_1 d\rho_2 dr_1 dr_2$$

We now define

$$G^\varepsilon(\rho_1, \rho_2) = \int_{R_{n,2} > 0} \varphi_n^\varepsilon(r_1 \rho_1) \varphi_n^\varepsilon(r_2 \rho_2) h(r_1) \overline{h(r_2)} dr_1 dr_2$$

the same argument as the proof for (32) gives that $G^\varepsilon(\rho_1, \rho_2) \in \mathcal{S}(R \times R)$. Take $\psi_0 \in \mathcal{S}(R)$ and $\psi_\delta(z) \to \psi := \frac{\sin}{\delta}$ as $\delta \to 0$ uniformly on compact sets with the uniform bound $\|\psi_\delta\|_\infty \leq C$. Now for $R$ fixed, we consider

$$\int_{R_{n,2} \geq 0} \int_{R_{1,2} \geq R_{1,2}} \sin(R(\rho_1 - \rho_2)) G^\varepsilon(\rho_1, \rho_2) d\rho_1 d\rho_2 = R \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \psi(R(\rho_1 - \rho_2)) G^\varepsilon(\rho_1, \rho_2) d\rho_1 \right) d\rho_2$$

$$= R \int_{-\infty}^{\infty} \lim_{\varepsilon \to 0} \left( \int_{-\infty}^{\infty} \psi_\delta(R(\rho_1 - \rho_2)) G^\varepsilon(\rho_1, \rho_2) d\rho_1 \right) d\rho_2$$

where the first equality holds due to the fact that the integral converges absolutely, and the second equality follows by dominated convergence.

Apply Parseval’s identity to the inner integral to deduce (we can take $\psi_\delta(z)$ to be real when $z$ is real)

$$\int_{-\infty}^{\infty} \psi_\delta(R(\rho_1 - \rho_2)) G^\varepsilon(\rho_1, \rho_2) d\rho_1 = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-ipz} \mathcal{F}_1 G^\varepsilon(\xi, \rho_2) d\xi$$

Here $\mathcal{F}_1$ means that we are passing to the Fourier transform with respect to the first variable.

Since $(\mathcal{F}\psi)(\xi) = \pi (\chi_{-1,1})(\xi)$, and since $\mathcal{F}\psi$ converges to $\mathcal{F}\psi$ weakly as measures (and also weakly in $L^2$) we conclude that

$$\lim_{\delta \to 0} \int_{-\infty}^{\infty} \psi_\delta(R(\rho_1 - \rho_2)) G^\varepsilon(\rho_1, \rho_2) d\rho_1 = \frac{1}{2\pi} \int_{-R}^{R} e^{ipz} \mathcal{F}_1 G^\varepsilon(\xi, \rho_2) d\xi$$

Inserting (39) into (38) we obtain

$$\frac{1}{2} \int_{-\infty}^{\infty} \int_{-R}^{R} e^{ipz} \mathcal{F}_1 G^\varepsilon(\xi, \rho_2) d\xi d\rho_2 = \frac{1}{2} \int_{-R}^{R} \mathcal{F}_2 G^\varepsilon(\xi, -\xi) d\xi$$

Here $\mathcal{F}_2$ means that we are applying the Fourier transform in both variables.

Next using the formula (37) for $G^\varepsilon$, we have

$$\mathcal{F}_2 G^\varepsilon(\xi_1, -\xi_2) = \int_{R_{n,2} \geq 0} \int_{R_{1,2} \geq R_{1,2}} e^{-i(\xi_1 \rho_1 - \xi_2 \rho_2)} \varphi_n^\varepsilon(r_1 \rho_1) \varphi_n^\varepsilon(r_2 \rho_2) h(r_1) \overline{h(r_2)} dr_1 dr_2 d\rho_1 d\rho_2$$

$$= \int_{\rho_1 \geq 0} \int_{\rho_2 \geq 0} e^{-i\xi_1 \rho_1} \varphi_n^\varepsilon(r_1 \rho_1) h(r_1) d\xi_1 d\rho_1 \int_{\rho_2 > 0} \varphi_n^\varepsilon(r_2 \rho_2) h(r_2) d\xi_2 dr_2$$

where we used Fubini’s theorem to interchange the order of integration because it converges absolutely for each $\varepsilon$ fixed. From

$$\int_{-\infty}^{\infty} e^{-i\xi_1 \rho_1} \varphi_n^\varepsilon(r_1 \rho_1) d\xi_1 = \frac{1}{r_1} \mathcal{F} \varphi_n^\varepsilon(\frac{\xi_1}{r_1})$$
and the fact that \( \varphi_n^\epsilon(r_2 \rho_2) \) is real one infers that
\[
\int_{-\infty}^{\infty} e^{i \xi r_2 \rho_2} \varphi_n^\epsilon(r_2 \rho_2) d\xi = \int_{-\infty}^{\infty} e^{-i \xi r_2 \rho_2} \varphi_n^\epsilon(r_2 \rho_2) d\xi = \frac{1}{r_2} \mathcal{F} \varphi_n^\epsilon(\frac{\xi}{r_2})
\]
Combining (38)–(41) we arrive at
\[
\int_{\rho_1, \rho_2 \in \mathbb{R}^2} \sin(R(\rho_1 - \rho_2)) \mathcal{G}(\rho_1, \rho_2)d\rho_1 d\rho_2 = \int_{\rho_1, \rho_2 > 0} \int_{-\mathbb{R}}^{R} \frac{1}{2r_1 r_2} \mathcal{F} \varphi_n^\epsilon(\frac{\xi}{r_1}) \mathcal{F} \varphi_n^\epsilon(\frac{\xi}{r_2}) h(r_1) h(r_2) d\xi dr_1 dr_2
\]
(42)
The formula (30) for \( I(\epsilon z) \) implies that the Fourier transform of \( I(\epsilon z) \) equals \( 2\pi i \frac{1}{\epsilon} \kappa(\xi) \). And from our convention (11), we see that \( \mathcal{F}(fg) = \frac{1}{2\pi} \mathcal{F} f \ast \mathcal{F} g \). So we can write \( \mathcal{F} \varphi_n^\epsilon(\xi) = (\kappa_\epsilon \ast \mathcal{F} \varphi_n)(\xi) \), with \( \kappa_\epsilon(\xi) = \frac{1}{2\pi} \kappa(\xi) \). Recalling that \( h(r) = g(r)r^{\frac{d-1}{2}} \), we see that (36) and (42) imply (28).

The proof for (29) is almost identical. Since we take \( f \in C_0^\infty(\mathbb{R}^+) \) and since \( \psi_n(z) \) together with all its derivative are bounded, we infer from dominated convergence that
\[
\lim_{\epsilon \to 0} \frac{d}{d\epsilon} I(\epsilon z) = 2(2\pi i)^{\frac{d-1}{2}} \int_0^\infty \psi_n(\rho) \rho f(r) r^{\frac{d-1}{2}} I(\epsilon \rho) d\rho = 2(2\pi i)^{\frac{d-1}{2}} \int_0^\infty \psi_n(\rho) \tilde{h}(\rho) I(\epsilon \rho) d\rho
\]
with \( \tilde{h}(r) = f(r)r^{\frac{d-1}{2}} \in C_0^\infty(\mathbb{R}^+) \).

Now repeat the same argument as above with with \( h(r) \) replaced by \( \tilde{h}(r) \), and \( \varphi_n(z) \) replaced by \( \psi_n(z) \). With these replacements one can check that we we obtain a formula analogous to (35) but with plus sign in the last line as opposed to a minus sign (notice the difference between (22) and (21)). Then, using the parity of \( \psi_n(z) \) we again get the following formula with \( \psi_n(\epsilon z) = \psi_n(z)I(\epsilon z) \), which is similar to (36).
\[
A S_d(f) = \frac{1}{2} \int_0^\infty |\hat{f}(\rho)|^2 \rho^{d+1} d\rho
\]
\[
- \frac{(2\pi)^{d-1}}{\pi} \lim_{\epsilon \to 0} \int_{\rho_1, \rho_2 > 0} \int_{\rho_1, \rho_2 \in \mathbb{R}^2} \frac{\sin(R(\rho_1 - \rho_2))}{\rho_1 - \rho_2} \psi_n^\epsilon(r_1 \rho_1) \psi_n^\epsilon(r_2 \rho_2) \tilde{h}(r_1) \tilde{h}(r_2) d\rho_1 d\rho_2 dr_1 dr_2
\]
(43)
So we may continue the remainder of the argument to obtain
\[
\int_{\rho_1, \rho_2 > 0} \int_{\rho_1, \rho_2 \in \mathbb{R}^2} \frac{\sin(R(\rho_1 - \rho_2))}{\rho_1 - \rho_2} \psi_n^\epsilon(r_1 \rho_1) \psi_n^\epsilon(r_2 \rho_2) \tilde{h}(r_1) \tilde{h}(r_2) dr_1 dr_2 d\rho_1 d\rho_2
\]
\[
= \int_{\rho_1, \rho_2 > 0} \int_{-\mathbb{R}}^{R} \frac{1}{2r_1 r_2} \mathcal{F} \psi_n^\epsilon(\frac{\xi}{r_1}) \mathcal{F} \psi_n^\epsilon(\frac{\xi}{r_2}) h(r_1) h(r_2) d\xi dr_1 dr_2
\]
Again we have \( \mathcal{F} \psi_n^\epsilon(\xi) = (\kappa_\epsilon \ast \mathcal{F} \psi_n)(\xi) \). Now we can plug in \( \tilde{h}(r) = \frac{1}{\epsilon} f(r)r^{\frac{d-1}{2}} \) and see that (43) implies (29). \( \square \)

It remains to prove (16). For simplicity, we establish (16) only for the piece arising from the kinetic energy as the contributions coming from the \( \partial_t u(t) \) term are dealt with similarly. First note
that
\[
(2\pi)^d \|\partial_t u(t)\|_{L^2(\mathbb{R}^d)}^2 \approx \lim_{\varepsilon \to 0^+} \int_{R^d} |\partial_t u(t, r)|^2 e^{-\varepsilon t} dr
\]
\[
= (2\pi)^d \lim_{\varepsilon \to 0^+} \int_{R^d} |\partial_t u(t, r)|^2 e^{-\varepsilon t} dr
\]
\[
= \lim_{\varepsilon \to 0^+} \int_0^\infty \int_0^\infty \left( -\sin(t\rho_1)\rho_1 f(\rho_1) + \cos(t\rho_1) g(\rho_1) \right)
\]
\[
\cdot \left( -\sin(t\rho_2)\rho_2 f(\rho_2) + \cos(t\rho_2) g(\rho_2) \right)
\]
\[
\cdot \int \rho_1 \rho_2 (r_1^2 \rho_2)^{-\gamma} (\rho_1 \rho_2)^{\mu-1} d\rho_1 d\rho_2 e^{-\varepsilon t} dr.
\]

Next, if we subtract the contributions of the kinetic energy in (44) from (44) we are left with
\[
\frac{2}{\pi} \lim_{\varepsilon \to 0^+} \int_{R^d} \int_0^\infty \int_0^\infty \left( -\sin(t\rho_1)\rho_1 f(\rho_1) + \cos(t\rho_1) g(\rho_1) \right)
\]
\[
\cdot \left( -\sin(t\rho_2)\rho_2 f(\rho_2) + \cos(t\rho_2) g(\rho_2) \right)
\]
\[
\cdot \int \rho_1 \rho_2 (r_1^2 \rho_2)^{-\gamma} (\rho_1 \rho_2)^{\mu-1} d\rho_1 d\rho_2 e^{-\varepsilon t} dr.
\]

where the \(\omega_j\) are as in (15). All terms here are treated in a similar fashion. As a representative example, consider for all \(\varepsilon > 0\) the error term
\[
E_1(\varepsilon) := \int_0^\infty \int_0^\infty \int_0^\infty \sin(t\rho_1) \sin(t\rho_2) \cos(\rho_1 - \tau) \sin(\rho_2 - \tau) \omega_1(\rho_1) \omega_2(\rho_2) \cdot \bar{f}(\rho_1) \bar{f}(\rho_2) (\rho_1 \rho_2)^{\mu+1} e^{-\varepsilon t} d\rho_1 d\rho_2 dr,
\]
As before, we write
\[
\cos(\rho_1 - \tau) \sin(\rho_2 - \tau) = \frac{1}{2} \left( (-1)^\varepsilon \cos(\rho_1 + \rho_2) + \sin(\rho_1 - \rho_2) \right),
\]
expand the trigonometric functions on the right-hand side into complex exponentials, and perform an integration by parts in the \(\tau\) variable as follows: for any \(\sigma \in \mathbb{R}\) and dropping the subscripts on \(\omega, \rho\) for simplicity, one has
\[
\int_0^\infty e^{-[i\varepsilon \sigma]t} \omega(\rho) dt = \frac{e^{-[i\varepsilon \sigma](t+R)}}{\varepsilon + i\sigma} \omega(t+R) + \int_0^\infty \frac{e^{-[i\varepsilon \sigma]t}}{\varepsilon + i\sigma} \omega'(\rho) \rho dr.
\]
We apply this with \(\sigma = \rho_1 + \rho_2\) and \(\sigma = \rho_1 - \rho_2\) to the fully expanded form of \(E_1(\varepsilon)\) as explained above. In both cases one has the uniform bounds
\[
\sup_{\varepsilon > 0} \left\| \int_0^\infty \frac{\phi(\rho_2)}{(\rho_1 \pm \rho_2) \pm i\varepsilon} d\rho_2 \right\|_{L^2(\rho_1)} \leq C\|\phi\|_2.
\]
In order to use this, we distribute the exponential factors as well as all weights over the functions \(\bar{f}(\rho_1)\) and \(\bar{f}(\rho_2)\), respectively. For the first term on the right-hand side of (45) we then obtain an estimate \(O((t+R)^{-1})\) from the decay of the weight \(\omega\), whereas for the integral in (45) we obtain an \(O(r^{-2})\)-bound via
\[
\sup_{\rho > 0} |\omega'(\rho)| \rho^2 \leq C r^{-2}
\]
which then leads to the final bound of
\[
\int_{t+R}^{\infty} O(t^{-2}) \, dr = O((t + R)^{-1}).
\]
The O-here are uniform in \(\varepsilon > 0\). Note that various \(\rho\)-factors which are introduced by the \(\omega\)-weights are harmless due to our standing assumption that \(0 < \rho_* < \rho < \rho^*\).

All error terms fall under this scheme. In fact, those involving two \(\omega\)-factors yield a \(O((t + R)^{-2})\)-estimate. This concludes the proof.

3. Dimension 3, 5 and 7

In this section we prove Theorem 2 for dimensions \(d = 3, 5, 7\). This will serve to illustrate the method without obscuring the arguments with excessive technical detail.

We first list the Fourier transforms of the Bessel functions \(\varphi_n(z)\), \(n = 0, 1, 2\) which will be needed for dimensions \(d = 3, 5, 7\). These facts can be checked via direct computation from (25).

\[
\mathcal{F} \varphi_0(\xi) = \pi i [\delta_{-1} - \delta_2],
\]

\[
\mathcal{F} \varphi_1(\xi) = \pi [\lambda_{(-1,1)}(\xi) - \delta_{-1} - \delta_2],
\]

\[
\mathcal{F} \varphi_2(\xi) = \pi i [-3\xi \lambda_{(-1,1)}(\xi) - \delta_{-1} + \delta_2].
\]

The following lemma collects various limits which we will use repeatedly in the main argument. These limits all involve regularizations by the mollifier \(\kappa_\varepsilon(x)\) which we introduced in Lemma 7. In the lemma we denote by \(\delta_{ab}\) the Kronecker delta

\[
\delta_{ab} = \begin{cases} 1, & \text{when } a = b \\ 0, & \text{when } a \neq b \end{cases}
\]

In contrast, \(\delta_y\) is the standard Dirac measure centered at \(y \in \mathbb{R}\). In other words, \((f \ast \delta_y)(x) = f(x - y)\).

**Lemma 8.** Let \(i, j \geq 1\), \(r_1, r_2 > 0\). For \(a, b \in [0, 1]\), we have the following limits for any test function \(\phi(r_1, r_2) \in \mathcal{C}_c^\infty(\mathbb{R}^+ \times \mathbb{R}^+):\)

\[
\lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{-\infty}^{\infty} [\kappa_\varepsilon \ast \xi_1 \lambda_{(-1,1)}(\xi) \frac{\xi}{r_1}] [\kappa_\varepsilon \ast \xi_2 \lambda_{(-1,1)}(\xi) \frac{\xi}{r_2}] d\xi \right] \phi(r_1, r_2) \, dr_1 dr_2
\]

\[
= (1 - (-1)^{i+j+1}) \int_{r_1, r_2 > 0} \left[ \frac{1}{\min(r_1, r_2, R)^{i+j+1}} \right] \frac{1}{r_1 r_2} \phi(r_1, r_2) \, dr_1 dr_2
\]

\[
\lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{-\infty}^{\infty} [\kappa_\varepsilon \ast \delta_{(-1)^p}(\xi) \frac{\xi}{r_1}] [\kappa_\varepsilon \ast \delta_{(-1)^p}(\xi) \frac{\xi}{r_2}] d\xi \right] \phi(r_1, r_2) \, dr_1 dr_2
\]

\[
= \delta_{ab} \int_{0}^{\infty} \frac{1}{\xi} \phi(\xi, \xi) \, d\xi
\]

\[
\lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{-\infty}^{\infty} [\kappa_\varepsilon \ast \delta_{(-1)^p}(\xi) \frac{\xi}{r_1}] [\kappa_\varepsilon \ast \delta_{(-1)^p}(\xi) \frac{\xi}{r_2}] d\xi \right] \phi(r_1, r_2) \, dr_1 dr_2
\]

\[
= \delta_{ab} \left[ \frac{\partial_x \partial_y (x^2 y^2 \phi(x, y))}{x^2 y^2} \right]_{x=y=\xi} \, d\xi
\]

\[
\lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{-\infty}^{\infty} [\kappa_\varepsilon \ast \xi_1 \lambda_{(-1,1)}(\xi) \frac{\xi}{r_1}] [\kappa_\varepsilon \ast \delta_{(-1)^p}(\xi) \frac{\xi}{r_2}] d\xi \right] \phi(r_1, r_2) \, dr_1 dr_2
\]

\[
= \int_0^\infty \int_0^{\min(r_1, R)} r_2 \left( \frac{(-1)^p r_1^2}{r_1} \right) \phi(r_1, r_2) \, dr_2 dr_1
\]

\[
= \int_0^\infty \int_0^{\min(r_1, R)} r_2 \left( \frac{(-1)^p r_1^2}{r_1} \right) \phi(r_1, r_2) \, dr_2 dr_1
\]
Proof. We first compute the convolution to obtain
\[
\lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{-R}^{R} \left[ \kappa_{\varepsilon} \ast \xi^i \chi_{(-1, 1)} \left( \frac{\xi}{r_1} \right) \right] \left[ \kappa_{\varepsilon} \ast \delta'_{-\varepsilon} \right] \left( \frac{\xi}{r_2} \right) d\xi \right] \phi(r_1, r_2) dr_1 dr_2
\]
\[
=(-1)^a \int_0^\infty \int_{\min(r, R)}^{\varepsilon} \left( \frac{(-1)^a r_2^i}{r_1} \right) \partial_{r_1} (r_2^2 \phi(r_1, r_2)) dr_1 dr_2
\]
\[
\lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{-R}^{R} \left[ \kappa_{\varepsilon} \ast \delta_{-\varepsilon} \right] \left( \frac{\xi}{r_1} \right) \left[ \kappa_{\varepsilon} \ast \delta'_{-\varepsilon} \right] \left( \frac{\xi}{r_2} \right) d\xi \right] \phi(r_1, r_2) dr_1 dr_2
\]
\[
=(-1)^a \delta_{ab} \int_0^R \left[ \partial_y (xy^2 \phi(x, y)) \right]_{|x=y=1} d\xi
\]

Notice that for \( \varepsilon > 0 \) fixed, if we let \( h \) represent any of the functions above, then \( h \) is a Schwartz as a function of \( \xi \). I.e., for any \( r > 0 \)
\[
\sup_{\xi \in \mathbb{R}} |\xi^\alpha \phi^\beta h(\xi)| \leq C_{\alpha, \beta}(r), \quad \forall \alpha, \beta \in \mathbb{Z}^+
\]
with \( C_{\alpha, \beta}(r) \) being continuous functions in \( r \).

Considering any test function \( \phi(r_1, r_2) \), we may assume that
\[
\text{supp} \phi \subset [r_s, r'_s] \times [r_s, r'_s] \quad 0 < r_s < r'_s < \infty
\]
From Fubini’s theorem, (53) guarantees that we can interchange the order of integration in all our computations below. We shall now prove (47)-(52) for test functions satisfying (54). By taking \( r_s \) and \( r'_s \) to be any value in \( (0, \infty) \), this will imply that (47)-(52) hold true for any test functions.

Proof of (47): By the change of variables \( y_1 = r_1^{-1} \xi - \theta_1 \epsilon, y_2 = r_2^{-1} \xi - \theta_2 \epsilon \) one has
\[
I_\varepsilon = \int_{\mathbb{R}^2} \int_{-R}^{R} \int_{-1}^{1} y_1 y_2 \kappa_{\varepsilon} (r_1^{-1} \xi - y_1) \kappa_{\varepsilon} (r_2^{-1} \xi - y_2) dy_1 dy_2 d\xi \phi(r_1, r_2) dr_1 dr_2
\]
\[
= \int_{\mathbb{R}^2} \chi_{\varepsilon} (\xi, \theta_1, \theta_2, r_1, r_2) (r_1^{-1} \xi - \theta_1 \epsilon) (r_2^{-1} \xi - \theta_2 \epsilon) \left( \kappa(\theta_1) \kappa(\theta_2) \phi(r_1, r_2) \right) d\xi d\theta_1 d\theta_2 dr_1 dr_2
\]
where \( \chi_{\varepsilon} (\xi, \theta_1, \theta_2, r_1, r_2) \) is the characteristic function of the set
\[
\Omega_\varepsilon := \left\{ (\xi, \theta_1, \theta_2, r_1, r_2) \mid \xi \in [-R, R], \quad \frac{(r_1^{-1} \xi - 1)}{\varepsilon} \leq \theta_1 \leq \frac{(r_1^{-1} \xi + 1)}{\varepsilon}, \quad r_1, r_2 \in [r_s, r'_s] \right\}
\]
To proceed, we define the following sets:
\[
\Omega := \{- \min (r_1, r_2, R) < \xi < \min (r_1, r_2, R), \quad \theta_1, \theta_2 \in \mathbb{R} \quad r_1, r_2 \in [r_s, r'_s]\}
\]
\[
\Omega_{\varepsilon}^{(1)} := \Omega \cap \varepsilon
\]
\[
\Omega_{\varepsilon}^{(2)} := \Omega \setminus \varepsilon
\]
with the corresponding characteristic function \( \chi_{\Omega}, \chi_{\varepsilon}^{(1)}, \chi_{\varepsilon}^{(2)} \). We then have
\[
\chi_{\varepsilon} (\xi, \theta_1, \theta_2, r_1, r_2) = \chi_{\varepsilon}^{(1)} (\xi, \theta_1, \theta_2, r_1, r_2) + \chi_{\varepsilon}^{(2)} (\xi, \theta_1, \theta_2, r_1, r_2)
\]
\[
\lim_{\varepsilon \to 0} \chi_{\varepsilon}(\xi, \theta_1, \theta_2, r_1, r_2) = \chi_{\Omega}(\xi, \theta_1, \theta_2, r_1, r_2)
\]
\[
\lim_{\varepsilon \to 0} \chi^{(2)}_{\varepsilon}(\xi, \theta_1, \theta_2, r_1, r_2) = 0 \quad \text{a.e.}
\]

For \(0 < \varepsilon < 1\), the integrand is bounded by
\[
\chi_{[-R, R]}(\xi, \theta_1, \theta_2)\chi_{r_1, r_2 \geq \varepsilon}(r_1, r_2) \leq \frac{1}{r_1} |\xi| \frac{1}{r_2} |\theta_1| |\theta_2| |\phi(r_1, r_2)|
\]
which is integrable on \(\mathbb{R}^3\). Hence by the dominated convergence theorem, we obtain
\[
\lim_{\varepsilon \to 0} I_{\varepsilon} = \int_{r_1, r_2 \geq \varepsilon} \int_{\theta_1, \theta_2 \in \mathbb{R}} \int_{\min(r_1, r_2, R)}^{\xi_{i+j}} \kappa(\theta_1) \kappa(\theta_2) \phi(r_1, r_2) \, d\xi \, d\theta_1 \, d\theta_2 \, dr_1 \, dr_2
\]
\[
= \int_{r_1, r_2 > 0} (1 - (-1)^{i+j+1}) \min(r_1, r_2, R)^{i+j+1} \phi(r_1, r_2) \, dr_1 \, dr_2
\]
which yields (47).

**Proof of (48):** Given any \(\eta > 0\), take \(\varepsilon \leq \varepsilon_0 < \frac{1}{2}\), with \(\varepsilon_0\) to be chosen later. Then
\[
I_{\varepsilon} := \int_{-r}^{r} \int_{R^+ \times R^+} \kappa_\varepsilon(r_1^{-1} \varepsilon - (-1)^a) \kappa_\varepsilon(r_2^{-1} \varepsilon - (-1)^b) \phi(r_1, r_2) \, d\xi \, dr_1 \, dr_2 \quad \text{change} \quad \frac{\xi}{r_i} = \theta_i
\]
\[
= \int_{0}^{r} \int_{R^+ \times R^+} \kappa_\varepsilon(\theta_1 - (-1)^a) \kappa_\varepsilon(\theta_2 - (-1)^b) \phi(\frac{\xi}{\theta_1}, \frac{\xi}{\theta_2}) \frac{\varepsilon^2}{\theta_1^2 \theta_2^2} \, d\theta_1 \, d\theta_2 \, d\xi
\]
\[
+ \int_{-r}^{0} \int_{R^+ \times R^+} \kappa_\varepsilon(\theta_1 - (-1)^a) \kappa_\varepsilon(\theta_2 - (-1)^b) \phi(\frac{\xi}{\theta_1}, \frac{\xi}{\theta_2}) \frac{\varepsilon^2}{\theta_1^2 \theta_2^2} \, d\theta_1 \, d\theta_2 \, d\xi
\]
Since \(\text{supp} \kappa_\varepsilon \subset [-\varepsilon, \varepsilon] \subset [-\varepsilon_0, \varepsilon_0]\), we only need to consider the integration over the region
\[
\Omega^+ := [0, R] \times [1 - \varepsilon_0, 1 + \varepsilon_0] \times [1 - \varepsilon_0, 1 + \varepsilon_0]
\]
\[
\Omega^- := [-R, 0] \times [-1 - \varepsilon_0, -1 + \varepsilon_0] \times [-1 - \varepsilon_0, -1 + \varepsilon_0]
\]
Denote by \(A(\xi, \theta_1, \theta_2) = \phi(\frac{\xi}{\theta_1}, \frac{\xi}{\theta_2}) \frac{\varepsilon^2}{\theta_1^2 \theta_2^2}\), which is smooth on \(\Omega^\pm\). We can then chose \(\varepsilon_0\) small so that
\[
|A(\xi, \theta_1, \theta_2) - A(\xi, (-1)^a, (-1)^b)| \leq \eta \quad \forall (\xi, \theta_1, \theta_2) \in \Omega^+\]
Hence we obtain
\[
I_{\varepsilon} = \iiint_{\Omega^+} \kappa_\varepsilon(\theta_1 - (-1)^a) \kappa_\varepsilon(\theta_2 - (-1)^b) A(\xi, (-1)^a, (-1)^b) \, d\theta_1 \, d\theta_2 \, d\xi
\]
\[
+ \iiint_{\Omega^-} \kappa_\varepsilon(\theta_1 - (-1)^a) \kappa_\varepsilon(\theta_2 - (-1)^b) A(\xi, (-1)^a, (-1)^b) \, d\theta_1 \, d\theta_2 \, d\xi
\]
\[
+ O(\eta)
\]
with \(O(\cdot)\) independent of \(\varepsilon\) for any \(\varepsilon < \varepsilon_0\). When \(a = b = 0\), we have \(A(\xi, 1, 1) = \phi(\xi, \xi) \xi^2\). Since \(\phi\) is compactly supported in \(\mathbb{R}^+ \times \mathbb{R}^+\), we see that the first integral in (56) equals
\[
\int_{0}^{R} \phi(\xi, \xi) \xi^2 \, d\xi
\]
while the second integral in (56) vanishes due to the fact that \(\theta_1 - 1\) lies outside of the support of \(\kappa_\varepsilon\).
If $a = b = 1$, then $A(\xi, 1, 1) = \phi(-\xi, -\xi)\xi^2$. Thus the first integral in (56) vanishes, while the second integral equals
\[\int_{-R}^{0} \phi(-\xi, -\xi)\xi^2 d\xi = \int_{0}^{R} \phi(\xi, \xi)\xi^2 d\xi.\]
When $a = 0, b = 1$ or $a = 1, b = 0$, it is easy to see both integrals in (56) vanish. To summarize, for $a, b \in (0, 1)$, and for all $\eta > 0$, we can find $\epsilon_0 > 0$ such that
\[I_\epsilon = \int_{0}^{R} \phi(\xi, \xi)\xi^2 d\xi + O(\eta), \quad 0 < \epsilon < \epsilon_0\]
which implies (48).

**Proof of (49):** For any $\eta > 0$, take $\epsilon < \epsilon_0 < \frac{1}{2}$ with $\epsilon_0$ to be chosen later. Now for fixed $\epsilon$, the dominated convergence theorem implies that
\[I_\epsilon := \int_{-R}^{R} \int_{\mathbb{R}^+ \times \mathbb{R}^+} \kappa_\epsilon'(r_1^2 - \xi)\phi(r_1, r_2) dr_1 dr_2 d\xi = \lim_{\delta \to 0+} \int_{\delta \leq |\xi| \leq R} \int_{\mathbb{R}^+ \times \mathbb{R}^+} \kappa_\epsilon'(r_1^2 - \xi)\phi(r_1, r_2) dr_1 dr_2 d\xi\]
We denote the integral term here as $I_{\epsilon, \delta}$.

Using the fact $\partial_r \kappa_\epsilon'(r_1^2 - \xi) = -\frac{\xi}{r_1^2} \kappa_\epsilon'(r_1^2 - \xi) - \frac{1}{r_1^2} \kappa_\epsilon'(r_1^2 - \xi)$, we may rewrite $I_{\epsilon, \delta}$ and integrate by parts with respect to $r_1, r_2$:
\[I_{\epsilon, \delta} = \int_{\delta \leq |\xi| \leq R} \int_{\mathbb{R}^+ \times \mathbb{R}^+} \frac{\kappa_\epsilon'(r_1^2 - \xi)\phi(r_1, r_2)}{\epsilon^2} \partial_r \kappa_\epsilon(r_1^2 - \xi) - (\epsilon - b) \phi(r_1, r_2) dr_1 dr_2 d\xi = \int_{\delta \leq |\xi| \leq R} \int_{\mathbb{R}^+ \times \mathbb{R}^+} \frac{1}{\epsilon^2} \kappa_\epsilon(r_1^2 - \xi) - (\epsilon - b) \phi(r_1, r_2) dr_1 dr_2 d\xi\]
We now set $\Psi(r_1, r_2) = \partial_r \kappa_\epsilon(r_1^2 - \xi)\phi(r_1, r_2)$ and change variables $\frac{\epsilon}{r_1} = \theta_1, \frac{\epsilon}{r_2} = \theta_2$ in $I_{\epsilon, \delta}$ to obtain
\[I_{\epsilon, \delta} = \int_{\delta \leq \xi \leq R} \int_{\mathbb{R}^+ \times \mathbb{R}^+} \kappa_\epsilon(\theta_1 - (\epsilon - b)) \kappa_\epsilon(\theta_2 - (\epsilon - b)) \frac{1}{\theta_1^2 \theta_2^2} \Psi\left(\frac{\epsilon}{\theta_1}, \frac{\epsilon}{\theta_2}\right) d\theta_1 d\theta_2 d\xi + \int_{\xi \leq \delta \leq R} \int_{\mathbb{R}^+ \times \mathbb{R}^+} \kappa_\epsilon(\theta_1 - (\epsilon - b)) \kappa_\epsilon(\theta_2 - (\epsilon - b)) \frac{1}{\theta_1^2 \theta_2^2} \Psi\left(\frac{\epsilon}{\theta_1}, \frac{\epsilon}{\theta_2}\right) d\theta_1 d\theta_2 d\xi\]
We denote $A(\xi, \theta_1, \theta_2) = \frac{1}{\theta_1^2 \theta_2^2} \Psi(\frac{\epsilon}{\theta_1}, \frac{\epsilon}{\theta_2})$. We infer from $\text{supp}(\kappa_\epsilon) \subset [-\epsilon_0, \epsilon_0]$ and $\text{supp}(\phi) \subset [r_*, r^*] \times [r_*, r^*]$ that the region of integration for $I_{\epsilon, \delta}$ can be taken as
\[\Omega^+ := [(1 - \epsilon_0)r_*, (1 + \epsilon_0)r^*] \times [1 - \epsilon_0, 1 + \epsilon_0] \times [1 - \epsilon_0, 1 + \epsilon_0]
\[\Omega^- := [(1 - \epsilon_0)r_*, (1 + \epsilon_0)r^*] \times [-1 - \epsilon_0, 1 + \epsilon_0] \times [-1 - \epsilon_0, 1 + \epsilon_0]\]
Since $A(\xi, \theta_1, \theta_2)$ is smooth on $\Omega^\pm$, we can apply the dominated convergence theorem to get
\[I_\epsilon = \lim_{\delta \to 0} I_{\epsilon, \delta} = \int_{\Omega^+} \kappa_\epsilon(\theta_1 - (\epsilon - b)) \kappa_\epsilon(\theta_2 - (\epsilon - b)) A(\xi, \theta_1, \theta_2) d\theta_1 d\theta_2 d\xi + \int_{\Omega^-} \kappa_\epsilon(\theta_1 - (\epsilon - b)) \kappa_\epsilon(\theta_2 - (\epsilon - b)) A(\xi, \theta_1, \theta_2) d\theta_1 d\theta_2 d\xi\]
As before, we can take $\varepsilon_0$ small so that
\[ |A(\xi, \theta_1, \theta_2) - A(\xi, (-1)^a, (-1)^b)| \leq \eta, \quad \forall (\xi, \theta_1, \theta_2) \in \Omega^+ \]
Hence
\[
I_\varepsilon = \int_{\Omega^+} \kappa_\varepsilon(\theta_1 - (-1)^a)\kappa_\varepsilon(\theta_2 - (-1)^b)A(\xi, (-1)^a, (-1)^b)\,d\theta_1d\theta_2d\xi \\
+ \int_{\Omega^+} \kappa_\varepsilon(\theta_1 - (-1)^a)\kappa_\varepsilon(\theta_2 - (-1)^b)A(\xi, (-1)^a, (-1)^b)\,d\theta_1d\theta_2d\xi \\
+ O(\eta)
\]
If $a = b = 0$, then $A(\xi, (-1)^a, (-1)^b) = \partial_x\partial_y(x^2y^2\phi(x,y))|_{\xi = -\xi'}$, so the first integral in (57) equals
\[
\int_0^R \partial_x\partial_y(x^2y^2\phi(x,y))|_{\xi = -\xi'}\,d\xi
\]
and the second integral in (57) vanishes.

When $a = b = 1$, $A(\xi, (-1)^a, (-1)^b) = \partial_x\partial_y(x^2y^2\phi(x,y))|_{\xi = -\xi'}$, so the first integral in (57) is 0 while the second integral equals
\[
\int_{-R}^0 \partial_x\partial_y(x^2y^2\phi(x,y))|_{\xi = -\xi'}\,d\xi = \int_0^R \partial_x\partial_y(x^2y^2\phi(x,y))|_{\xi = -\xi'}\,d\xi.
\]
When $a = 0, b = 1$ or $a = 1, b = 0$ we see that both integrals in (57) vanish. To summarize, for $a, b \in [0, 1]$, for any $\eta > 0$, we find $\varepsilon_0 > 0$ so that
\[
I_\varepsilon = \int_0^R \partial_x\partial_y(x^2y^2\phi(x,y))|_{\xi = -\xi'}\,d\xi + O(\eta) \quad \forall 0 < \varepsilon < \varepsilon_0
\]
which implies (49).

**Proof of (50):** By the change of variables $y_1 = r_1^{-1}\xi - \theta_1\varepsilon$, $r_2 = \frac{\xi}{r_1^2 + \varepsilon \theta_2}$, we obtain
\[
I_\varepsilon = \iiint_{r_1, r_2 > 0} \int_{-R}^R \int_{r_1^{-1}\xi - y}^{1} y' y \kappa_\varepsilon(r_1^{-1}\xi - y)dy\kappa_\varepsilon(r_2^{-1}\xi - (-1)^a)d\xi
\]
and
\[
\phi(r_1, r_2)dr_1dr_2
\]
with $\chi_\varepsilon$ being the characteristic function of the following set $\Omega_\varepsilon$ (we can first take $0 < \varepsilon < \frac{\xi}{2}$)
\[
\Omega_\varepsilon := \left\{ (\xi, r_1, \theta_1, \theta_2) \in \mathbb{R}^4 \middle| \begin{array}{l}
\xi \in [-R, R], \\
-1 \leq \theta_1 \leq 1, \\
-1 \leq \theta_2 \leq 1, \\
r \leq r', \\
-1 \leq r_1 \leq 1, \\
-1 \leq r_2 \leq 1, \\
r \leq \frac{\xi}{(-1)^a + \varepsilon \theta_2} \leq r'
\end{array} \right\}
\]
For $a = 0$, we define the following regions
\[
\Omega := \left\{ (\xi, r_1, \theta_1, \theta_2) \in \mathbb{R}^4 \middle| r_1 < \xi < \min(r', r_1, R), \quad r_1 \in [r, r'], \quad \theta_1, \theta_2 \in [-1, 1] \right\}
\]
\[
\Omega_\varepsilon^{(1)} := \Omega_\varepsilon \cap \Omega \\
\Omega_\varepsilon^{(2)} := \Omega_\varepsilon \setminus \Omega_\varepsilon^{(1)}
\]
with the corresponding characteristic functions $\chi_{\Omega}, \chi_{\varepsilon}^{(1)}, \chi_{\varepsilon}^{(2)}$. Hence $\chi_\varepsilon = \chi_{\varepsilon}^{(1)} + \chi_{\varepsilon}^{(2)}$ and we have
\[
\lim_{\varepsilon \to 0} \chi_{\varepsilon}^{(1)}(\xi, r_1, \theta_1, \theta_2) = \chi_\Omega(\xi, r_1, r_2, \theta_1, \theta_2)
\]

Also notice that when $0 < \varepsilon < \frac{1}{4}$, the integrand in $I_\varepsilon$ is bounded by
\[ C \chi_{[1-R,R]}(\xi)\chi_{[-1,1]}(\theta_1)\chi_{[-1,1]}(\theta_2) \chi_{[r, r']}(\xi) \]
with a constant $C$ which does not depend on $\varepsilon$ (but which may depend on the support of $\phi$). Hence we can apply the dominated convergence theorem to conclude that
\[ \lim_{\varepsilon \to 0} I_\varepsilon = \int_{r}^{r'} \int_{0}^{\min(r_1, r, R)} \xi \frac{\varepsilon}{r_1} \phi(r_1, \xi) \, d\xi \, dr_1 = \int_{0}^{\infty} \int_{0}^{\min(r_1, R)} \xi \frac{\varepsilon}{r_1} \phi(r_1, \xi) \, d\xi \, dr_1. \]

If $a = 1$, then we set
\[ \lim_{\varepsilon \to 0} I_\varepsilon = \int_{r}^{r'} \int_{-\varepsilon}^{\varepsilon} \xi \frac{\varepsilon}{r_1} \phi(r_1, -\xi) \, d\xi \, dr_1 = \int_{0}^{\infty} \int_{0}^{\min(r_1, R)} \xi \frac{\varepsilon}{r_1} \phi(r_1, \xi) \, d\xi \, dr_1 \]
and use it to define $\tilde{\Omega}_\varepsilon^{(1)}$, $\tilde{\Omega}_\varepsilon^{(2)}$. We can now repeat the previous arguments to obtain
\[ \lim_{\varepsilon \to 0} I_\varepsilon = \int_{r}^{r'} \int_{-\varepsilon}^{\varepsilon} -\xi \frac{\varepsilon}{r_1} \phi(r_1, -\xi) \, d\xi \, dr_1 = \int_{0}^{\infty} \int_{0}^{\min(r_1, R)} -\xi \frac{\varepsilon}{r_1} \phi(r_1, \xi) \, d\xi \, dr_1 \]
Hence we have proved (50).

The proofs for (51), (52) are analogous to those of (50), (49), and we omit the details. \(\square\)

**Proof of Theorem 2 for d=3:** Now we have $n = 0$, $\varphi_0(z) = \sin z$, hence
\[ \mathcal{F} \varphi_0(\xi) = \pi i [\delta_{-1}(\xi) - \delta_1(\xi)]. \]

Using (48) with test function $\phi(r_1, r_2) = \frac{1}{2} \delta(r_1) \overline{g(r_2)}$, we see that (28) with $d = 3$ yields
\[ A S_3(g) = 4\pi^3 \int_{0}^{\infty} |g(r)|^2 \, r^2 \, dr \]
\[ - 4\pi \lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \frac{\pi^2}{2r_1 r_2} \left[ \int_{-R}^{R} [\kappa_\varepsilon * (\delta_{-1} - \delta_1)](\frac{\xi}{r_1}) \frac{\varepsilon}{r_1} \phi(r_1, \xi) \, d\xi \right] g(r_1) \overline{g(r_2)} \, r_1 r_2 \, dr_1 \, dr_2 \]
\[ = 4\pi^3 \left[ \int_{0}^{\infty} |g(r)|^2 \, r^2 \, dr - \int_{0}^{R} |g(r)|^2 \, r^2 \, dr \right] \]
\[ = 4\pi^3 \int_{R}^{\infty} |g(r)|^2 \, r^2 \, dr \quad (59) \]
Next, we analyze the contributions from $f$. Since $\psi_0(z) = z \psi_0(z)$, we can compute
\[ \mathcal{F} \psi_0 = i \partial_\varepsilon \mathcal{F} \varphi_0 = \pi i [\delta_{-1}'(\xi) - \delta_1'(\xi)] \]
Using (49) and the expression for $A S_3(f)$ (29) with $d = 3$, we get
\[ A S_3(f) = 4\pi^3 \int_{0}^{\infty} |f'(r)|^2 \, r^2 \, dr \]
\[ - 4\pi \lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \frac{\pi^2}{2r_1 r_2} \left[ \int_{-R}^{R} [\kappa_\varepsilon * (\delta_{-1}' - \delta_1')](\frac{\xi}{r_1}) \frac{\varepsilon}{r_1} \phi(r_1, \xi) \, d\xi \right] f(r_1) \overline{f(r_2)} \, r_1 r_2 \, dr_1 \, dr_2 \]
\[ = 4\pi^3 \int_{0}^{\infty} |f'(r)|^2 \, r^2 \, dr - 4\pi^3 \int_{0}^{R} |rf(r)|^2 \, dr \]
\[ = 4\pi^3 \left( \int_{R}^{\infty} |rf'(r)|^2 \, dr - |f(R)|^2 \, R \right) \quad (60) \]
Combining the \( f \)-contribution (60) with the \( g \)-contribution (59), and also taking (27) into account, we arrive at the known fact

\[
\max_{t \to \pm \infty} \lim_{t \to \pm \infty} \int_{r \geq |t| R} |\nabla_{t,r} u(t, r) r^2|^2 \, dr \geq \frac{1}{2} \left[ \int_{r \geq R} \left( |rf'(r)|^2 + |rg(r)|^2 \right) dr - |f(R)|^2 R \right]
\]

see (6) and also (8).

**Proof of Theorem 2 for \( d = 5 \):** If \( d = 5 \) then \( n = 1 \) and we have

\[
F \phi_1 = \pi[\lambda_{(-1,1)} - (\delta_{-1} + \delta_1)]
\]

(61)

We first consider the case with initial data \((0, g)\). Since we may assume that \( g(r) = 0 \) for \( r \leq R \) by approximation, when we plug (61) into (28), the \( \delta \)-function does not contribute in the computation. Hence using (47) we obtain

\[
\begin{align*}
AS_5(g) &= 2^4 \pi^5 \int_0^\infty |g(r)|^2 r^4 \, dr \\
&\quad - 2^4 \pi^3 \lim_{\epsilon \to 0} \int_{r_1, r_2 > 2 \pi r_1 r_2} \left[ \int_{r_1}^{r_2} \left[ \kappa_\epsilon * \chi_{(-1,1)}(\epsilon/r_2) \right] |g(r)|^2 r^2 dr \right] \, dr_1 dr_2 \\
&= 2^4 \pi^5 \left[ \int_{r_1, r_2 > R} |g(r)|^2 r^4 \, dr - \int_{r_1, r_2 > R} g(r_1)g(r_2) r_1 r_2 \, dr_1 dr_2 \right] \\
&= 2^4 \pi^5 \left\| g - \frac{\langle g, r^{-3} \rangle_{L^2(r \geq R, r^4 dr)}}{\langle r^{-3}, r^{-3} \rangle_{L^2(r \geq R, r^4 dr)}} \right\|_{L^2(r \geq R, r^4 dr)}^2
\end{align*}
\]

(62)

Finally, we consider the case \( d = 5 \) with initial data \((f, 0)\). In that case one has

\[
F \psi_1 = i \partial_t \mathcal{F} \phi_1 = i \pi[-\delta_1 + \delta_{-1} - (\delta_{-1} + \delta'_1)]
\]

From (48), (49), (52) in Lemma 8 and in view of the interchangeability of \( r_1, r_2 \), we conclude that

\[
\begin{align*}
AS_5(f) &= 2^4 \pi^5 \int_0^\infty |f'(r)|^2 r^4 \, dr \\
&\quad - \frac{1}{2} 2^4 \pi^5 \lim_{\epsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{r_1}^{r_2} \left[ \kappa_\epsilon * (\delta_{-1} + \delta_1) \right] |\mathcal{F} \phi_1(r)|^2 \, dr \right] \, dr_1 dr_2 \\
&\quad - \frac{1}{2} 2^4 \pi^5 \lim_{\epsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{r_1}^{r_2} \left[ \kappa_\epsilon * (\delta_1' + \delta_{-1}') \right] |\mathcal{F} \phi_1(r)|^2 \, dr \right] \, dr_1 dr_2 \\
&\quad + 2^4 \pi^5 \Re \lim_{\epsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{r_1}^{r_2} \left[ \kappa_\epsilon * (\delta_{-1} + \delta_1) \right] |\mathcal{F} \phi_1(r)|^2 \, dr \right] \, dr_1 dr_2 \\
&= 2^4 \pi^5 \int_0^\infty |f'(r)|^2 r^4 \, dr - 2^4 \pi^5 \int_0^R |f(r)|^2 r^2 \, dr \\
&\quad - 2^4 \pi^5 \int_0^R |\partial_r(r^2 f(r))|^2 \, dr - 2^5 \pi^5 \Re \int_0^R r f(r) \partial_r(r^2 f(r)) \, dr \\
&= 2^4 \pi^5 \left( \int_0^\infty |\partial_r(r^2 f(r))|^2 \, dr + 2 \int_0^R |f(r)|^2 r^2 \, dr - R^3 |f(R)|^2 \right)
\end{align*}
\]
and invoking (29) and Lemma 8, we conclude that (notice the interchangeability of
has
Carrying out the exact same calculations as before (as for the case
for the general higher-dimensional case. Using that
\[ f \]
\[ \text{Re}(z) \] means the real part of \( z \in \mathbb{C} \). We claim from the expression (63) that
\[ \text{AS}_5(f) = 2^4 \pi^5 \left| f' \right|^2 \left\| f' \right\|_{L^2((r \geq R), dr)}^2 \] (64)
where \( f_0(r) := r^{-3} \). Indeed,
\[ \left( f', f_0' \right)_{L^2((r \geq R), dr)} = 3f(R), \quad \left\| f' \right\|_{L^2((r \geq R), dr)} = 3R^{-3} \]
whence the right-hand side of (64) equals
\[ 2^4 \pi^5 \left\| f' \right\|_{L^2((r \geq R), dr)}^2 - \left( f', f_0' \right)_{L^2((r \geq R), dr)} \left\| f' \right\|_{L^2((r \geq R), dr)} \]
\[ = 2^4 \pi^5 \left\| f' \right\|_{L^2((r \geq R), dr)}^2 \]
\[ = \text{AS}_5(f). \]
Hence combining the \( f \)-contribution (63) with the \( g \)-contribution (62), and invoking (27), we have verified (9) for \( d = 5 \).

**Proof of Theorem 2 for \( d = 7 \):** Finally, we turn to the case \( d = 7 \) with data \( (0, g) \). In that case one has
\[ \varphi_2(z) = \frac{3(sin z - z \cos z)}{z^2} - \sin z \]
with
\[ \mathcal{F} \varphi_2(\xi) = \pi i [-3\xi \chi_{(-1,1)}(\xi) - \delta_{-1} + \delta_1] \]
Carrying out the exact same calculations as before (as for the case \( d = 5 \), we can still assume \( g = 0 \) for \( r \leq R \) to simplify the calculation) yields (28) is
\[ \text{AS}_7(g) = 2^6 \pi^7 \int_0^\infty |g(r)|^2 r^6 \ dr - \frac{9\pi^2}{2r_1r_2} \int_{R} \left[ \left( \chi_{-1,1} \right) \left( \frac{\xi}{r_1} \right) \left[ \chi_{-1,1} \right] \left( \frac{\xi}{r_2} \right) \right] g(r_1)g(r_2)r_1^3 r_2^3 dr_1 dr_2 \]
\[ = 2^6 \pi^7 \left[ \int_0^\infty |g(r)|^2 r^6 \ dr - 3R^3 \int_0^\infty g(r) r \ dr \int_0^\infty \frac{g(r)}{r} \ dr \right] \]
\[ = 2^6 \pi^7 \] (65)
which again can be written as
\[ \text{AS}_7(g) = 2^6 \pi^7 \left\| g - \frac{\langle g, r^{-3} \rangle_{L^2((r \geq R), dr)} r^{-3}}{\langle r^{-5}, r^{-5} \rangle_{L^2((r \geq R), dr)}} \right\|_{L^2((r \geq R), dr)}^2 \] (66)
The computation for data \( (f, 0) \) is more complicated, but it reveals the type of calculations needed for the general higher-dimensional case. Using that
\[ \mathcal{F} \psi_2(\xi) = i\partial_\xi \mathcal{F} \varphi_2 = \pi i [3\chi_{(-1,1)}(\xi) - 3(\delta_{-1} + \delta_1) + (\delta_1' - \delta_1')] \]
and invoking (29) and Lemma 8 we conclude that (notice the interchangeability of \( r_1, r_2 \) in the expression of exterior energy, we will simplify the calculation by combining the symmetric terms)
\[ \frac{1}{2\pi^2} \text{AS}_7(f) \]
\[ = \int_0^\infty |f'(r)|^2 r^6 dr - \lim_{\epsilon \to 0} \int_{r_1, r_2 > 0} \left[ \frac{1}{2\pi r_1^2 r_2^2} \int_{R} \left[ \left( \chi_{-1,1} \right) \left( \frac{\xi}{r_1} \right) \left[ \chi_{-1,1} \right] \left( \frac{\xi}{r_2} \right) \right] f(r_1) \overline{f(r_2)} r_1^3 r_2^3 dr_1 dr_2 \right] \]
we obtain the asymptotics

\[ 12 \text{Re} \int_{0}^{\infty} f(r)^{3} f'(r)^{5} + 30 f^{2} r^{4} = 6([f^{2} r^{5}]'), \]

we obtain the asymptotics

\[
\frac{1}{2n \pi^{n}} \text{AS}_{n}(f) = \int_{R}^{\infty} \frac{|f'(r)|^{2} d\rho}{r} dr - \left( \frac{6}{5} |f(R)|^{2} R^{5} + 6 \text{Re}(f(R)) R^{3} \right) \int_{R}^{\infty} \overline{f(r)} r dr + 9 \int_{R}^{\infty} |f(r)|^{2} r dr + \left[ 6 |f(R)|^{2} R^{5} + 6 \frac{12}{5} |f(R)|^{2} R^{5} + 12 \text{Re}(f(R)) R^{3} \right] \int_{R}^{\infty} f(r) r dr \]

\[ = \int_{R}^{\infty} |f'(r)|^{2} d\rho - 5 |f(R)|^{2} R^{5} - R \left[ 3 \int_{R}^{\infty} f(r) r dr - f(R) R^{2} \right] \left( \int_{R}^{\infty} |f(r)|^{2} r dr \right)^{2} \]

It is easy to check (67) vanishes for \( f_{0} = r^{-5} \) and \( f_{1} = r^{-3} \).
To write it in terms of projection, let us find an orthogonal basis for
\[ \mathcal{W} := \text{span}\{r^{-5}, r^{-3}| r \geq R\} \]
Compute the following inner products in \( H^1(r \geq R; r^6 dr) \)
\[
\begin{align*}
\langle f_0, f_0 \rangle &= \frac{5}{R^5} \\
\langle f_1, f_0 \rangle &= \frac{5}{R^3} \\
\langle f_1, f_1 \rangle &= \frac{9}{R} \\
\langle f, f_0 \rangle &= 5f(R) \\
\langle f, f_1 \rangle &= \int_{R}^{\infty} -3z^2 f'(z) \, dz = 3f(R)R^2 + 6 \int_{R}^{\infty} r f'(r) \, dr
\end{align*}
\]
Now let us apply Gram-Schmidt process to get orthogonal vectors \( f_0, f_1 \)
\[
f_0 = f_0, \quad f_1 = f_1 - \frac{\langle f_1, f_0 \rangle}{\langle f_0, f_0 \rangle} f_0
\]
The orthogonal projection onto the complement of \( W \) in \( H^1(r > R; r^6 dr) \) is
\[
\pi_W^\perp f = f - \frac{\langle f, f_0 \rangle}{\langle f_0, f_0 \rangle} f_0 - \frac{\langle f, f_1 \rangle}{\langle f_1, f_1 \rangle} f_1
\]
with norm
\[
\|\pi_W^\perp f\|^2 = \|f\|^2 - \frac{\langle f, f_0 \rangle^2}{\langle f_0, f_0 \rangle} - \frac{\langle f, f_1 \rangle^2}{\langle f_1, f_1 \rangle}
\]
\[
= \|f\|^2 - \frac{\langle f, f_0 \rangle^2}{\langle f_0, f_0 \rangle} - \frac{(\langle f, f_1 \rangle \langle f_0, f_0 \rangle - \langle f, f_0 \rangle \langle f_1, f_0 \rangle)^2}{(\langle f_1, f_1 \rangle \langle f_0, f_0 \rangle - \langle f_1, f_0 \rangle^2) \langle f_0, f_0 \rangle}
\]
\[
= \int_{R}^{\infty} |f'(r)|^2 r^6 dr - 5|f(R)|^2 R^5 - R \left[ 3 \int_{R}^{\infty} f(r) r dr - f(R)R^2 \right]^2
\]
Comparing (67) with (68), and combining it with the \( g \)-contribution (66), we finally obtain
\[
\max_{t \to \pm \infty} \lim_{t \to \pm \infty} \int_{r \geq |1+R}} \|\nabla x\cdot u(t, r)^2 r^6 dr \geq \frac{1}{2} \|\pi_W^\perp(f, g)\|_{H^1 \times L^2(r \geq R; r^6 dr)}^2
\]
with
\[
P(R) = \text{span}\{r^{-5}, 0, r^{-3}, 0, 0, r^{-5} | r \geq R\}
\]
4. Higher odd dimensions
We now turn to the proof of Theorem 2 in any odd dimension. The arguments are of course analogous to those of the previous section, albeit more involved. From Lemma 7 we need to compute the Fourier transform for \( \varphi_n = zj_n(z) \) and \( \psi_n(z) = z^2 j_n(z) = z\varphi_n(z), n = (d - 3)/2. \) Notice the relation \( \mathcal{F}\varphi_n(\xi) = i\partial_\xi \mathcal{F}\psi_n(\xi), \) so our first goal is to derive the expression for \( \mathcal{F}\varphi_n(\xi). \)

4.1. Fourier Expansion Formula. The spherical Bessel function \( j_n(z) \) satisfies the recurrence relations for \( n \in \mathbb{Z}, \) see [1]
\[
(2n + 1)\frac{j_n(z)}{z} = j_{n-1}(z) + j_{n+1}(z)
\]
\[
j_n(z) = j_{n-1}(z) - \frac{n + 1}{z} j_n(z)
\]
For \( \varphi_n(z) = zj_n(z), \) using the above relations, we obtain
\[
\varphi_{n+1}(z) = \frac{n + 1}{n} \varphi_{n-1}(z) - \frac{2n + 1}{n} \varphi_n(z)
\]
whence
\[ \mathcal{F} \varphi_{n+1}(\xi) = \frac{n+1}{n} \mathcal{F} \varphi_{n-1}(\xi) - \frac{2n+1}{n} \mathcal{F} \varphi_n(\xi) \] (72)

Also recalling (25), we can easily compute \( \mathcal{F} \varphi_0, \mathcal{F} \varphi_1 \) and then using (72), we can calculate the first few terms.

**Lemma 9.**
\[
\begin{align*}
\mathcal{F} \varphi_0(\xi) &= \pi i [\delta_{-1} - \delta_1], \\
\mathcal{F} \varphi_1(\xi) &= \pi [\chi(-1,1)(\xi) - \delta_{-1} - \delta_1], \\
\mathcal{F} \varphi_2(\xi) &= \pi i [-3\xi \chi(-1,1)(\xi) - \delta_{-1} + \delta_1], \\
\mathcal{F} \varphi_3(\xi) &= \pi i [(-\frac{15}{2} \xi^2 + \frac{3}{2}) \chi(-1,1)(\xi) + (\delta_1 + \delta_{-1})], \\
\mathcal{F} \varphi_4(\xi) &= \pi i [(\frac{35}{2} \xi^3 - \frac{15}{2} \xi) \chi(-1,1) + (-\delta_1 + \delta_{-1})].
\end{align*}
\] (73)

Using Lemma 9 and (72) we establish the following fact.

**Lemma 10.** Let \( k \geq 1 \). With \( n = 2k \) even
\[
\mathcal{F} \varphi_n = \mathcal{F} \varphi_{2k} = \pi i (-1)^k \left[ \sum_{j=1}^{k} \prod_{\ell=1}^{k} (4k + 3 - 2j - 2\ell) \frac{\xi^{2k-2j+1} \chi(-1,1)(\xi)}{\prod_{1 \leq \ell \leq k, \ell \neq j}(2\ell - 2j)} \right]
\] (74)

we denote
\[
c_j = \frac{\prod_{\ell=1}^{k} (4k + 3 - 2j - 2\ell)}{\prod_{1 \leq \ell \leq k, \ell \neq j}(2\ell - 2j)}
\]

With \( n = 2k - 1 \) odd
\[
\mathcal{F} \varphi_n = \mathcal{F} \varphi_{2k-1} = \pi (-1)^{k-1} \left[ \sum_{j=1}^{k} \prod_{\ell=1}^{k} (4k + 1 - 2j - 2\ell) \frac{\xi^{2k-2j} \chi(-1,1)(\xi)}{\prod_{1 \leq \ell \leq k, \ell \neq j}(2\ell - 2j)} \right]
\] (75)

we also denote
\[
c_j = \frac{\prod_{\ell=1}^{k} (4k + 1 - 2j - 2\ell)}{\prod_{1 \leq \ell \leq k, \ell \neq j}(2\ell - 2j)}
\]

We take the convention that \( \prod_{1 \leq \ell \leq k, \ell \neq j}(2\ell - 2j) = 1 \) when \( j = k = 1 \).

**Remark 11.** Recalling the relation \( d = 2n + 3 \), we can unify the formulas of \( c_j \) in both cases in terms of dimension \( d \). Indeed, by denoting \( k = \lfloor \frac{d}{2} \rfloor \) we have
\[
c_j = \frac{\prod_{\ell=1}^{k} (d - 2j - 2\ell)}{\prod_{1 \leq \ell \leq k, \ell \neq j}(2\ell - 2j)}, \quad 1 \leq j \leq k
\]

and we can also restate the lemma as for any \( d \geq 3 \) odd,
\[
\mathcal{F} \varphi_{\frac{d+1}{2}} = \pi (-1)^{\frac{d-2}{2}} \left[ \sum_{j=1}^{k} c_j \xi^{\frac{d-2}{2} \chi(-1,1)} + (-\delta_1 + (-1)^{\frac{d-2}{2}} \delta_{-1}) \right]
\]

**Remark 12.** The motivation for obtaining the formulae in this lemma is to first assume an expansion with undetermined coefficients \( c_j \), then to compute the asymptotic formula (28) using this expansion, and finally compare the outcome with the formula (85) to find what the coefficients in Lemma 11 should be for our result to hold.
Proof. We proceed by induction:

**Base Step:** It is trivial to verify the case $k = 1$, so we start with $k = 2$ instead:

\[
\mathcal{F} \varphi_3 = \pi(-1) \left[ \frac{(9 - 2 - 2)(9 - 4 - 2)}{(4 - 2)} \xi^2 + \frac{(9 - 2 - 4)(9 - 4 - 4)}{(2 - 4)} \lambda_{(-1,1)}(\xi) + (-\delta_1 - \delta_{-1}) \right]
\]

\[
= \pi(-1) \left[ \frac{15}{2} \xi^2 - \frac{3}{2} \lambda_{(-1,1)}(\xi) + (-\delta_1 - \delta_{-1}) \right]
\]

\[
\mathcal{F} \varphi_4 = \pi i \left[ \frac{(11 - 2 - 2)(11 - 4 - 4)}{(4 - 2)} \xi^3 + \frac{(11 - 2 - 4)(11 - 4 - 4)}{(2 - 4)} \xi \lambda_{(-1,1)}(\xi) + (-\delta_1 + \delta_{-1}) \right]
\]

\[
= \pi i \left[ \frac{35}{2} \xi^3 - \frac{15}{2} \lambda_{(-1,1)}(\xi) + (-\delta_1 + \delta_{-1}) \right]
\]

These expressions both match the computations we carried out in lemma \[ \text{(9)} \]

**Inductive Step:** Now we assume the formulas \((74), (75)\) to be true for all $m \leq n$ and we wish to establish their validity for $n + 1$. We consider two cases:

**Case 1:** $n = 2k$ even, and we need to prove the formula for $n = 2k + 1$. Now \((72)\) reads

\[
\mathcal{F} \varphi_{2k+1} = \frac{2k + 1}{2k} \mathcal{F} \varphi_{2k} - \frac{4k + 1}{2k} i \xi \mathcal{F} \varphi_2(\xi)
\]

Plugging $\mathcal{F} \varphi_{2k-1}$ and $\mathcal{F} \varphi_{2k}$ into \((76)\), we see that

\[
\mathcal{F} \varphi_{2k+1} = (-1)^{k-1} \frac{2k + 1}{2k} \left[ \sum_{j=1}^{k} \prod_{\ell=1}^{k} \left( \frac{4k + 1 - 2j - 2\ell}{2(\ell - 2)} \right) \xi^{2k-2j} \lambda_{(-1,1)}(\xi) + (-\delta_1 - \delta_{-1}) \right]
\]

\[
+ (-1)^{k} \frac{4k + 1}{2k} \left[ \sum_{j=1}^{k} \prod_{\ell=1}^{k} \left( \frac{4k + 3 - 2j - 2\ell}{2(\ell - 2)} \right) \xi^{2k-2j+2} \lambda_{(-1,1)}(\xi) + \xi(-\delta_1 + \delta_{-1}) \right]
\]

\[
= (-1)^{k-1} \frac{2k + 1}{2k} \left[ \sum_{j=1}^{k+1} \prod_{\ell=1}^{k+1} \left( \frac{4k + 5 - 2j - 2\ell}{2(\ell - 2)} \right) \xi^{2k-2j+2} \lambda_{(-1,1)}(\xi) \right]
\]

\[
+ (-1)^{k} \frac{4k + 1}{2k} \left[ \sum_{j=1}^{k} \prod_{\ell=1}^{k} \left( \frac{4k + 3 - 2j - 2\ell}{2(\ell - 2)} \right) \xi^{2k-2j+2} \lambda_{(-1,1)}(\xi) \right]
\]

**Here** $j' = j + 1$, $\ell' = \ell' + 1$

\[
+ (-1)^{k}(\xi^{2k-2j+2}) \lambda_{(-1,1)}(\xi)
\]

**Here** $j' = j$, $\ell' = \ell' + 1$

Next we obtain the desired terms by multiplying extra terms in both numerator and denominator. Hence we obtain

\[
\mathcal{F} \varphi_{2k+1}
\]

\[
= (-1)^{k-1} \frac{2k + 1}{2k} \left[ \sum_{j'=2}^{k+1} \prod_{\ell'=1}^{k+1} \left( \frac{4k + 5 - 2j' - 2\ell'}{2(\ell' - 2)} \right) \xi^{2k-2j'+2} \lambda_{(-1,1)}(\xi) \right]
\]

\[
+ (-1)^{k} \frac{4k + 1}{2k} \left[ \sum_{j=1}^{k} \prod_{\ell=1}^{k} \left( \frac{4k + 5 - 2j - 2\ell}{2(\ell - 2)} \right) \xi^{2k-2j} \lambda_{(-1,1)}(\xi) \right]
\]

\[
+ (-1)^{k}(\xi^{2k-2j+2}) \lambda_{(-1,1)}(\xi)
\]

\[
= (-1)^{k-1} \left[ \prod_{\ell'=1}^{k+1} \left( \frac{4k + 5 - 2j' - 2\ell'}{2(\ell' - 2)} \right) \xi^{2k-2j'+2} \lambda_{(-1,1)}(\xi) \right]_{j'=k+1}
\]
Notice the following facts

\[
\begin{align*}
\frac{2 - 2j'}{2k - 4k + 3 - 2j'} - \frac{2k + 4k + 1 - 2j'}{2k - 4k + 3 - 2j'} & = -1 \\
\frac{2k + 4k + 1 - 2j'}{2k - 4k + 3 - 2j'} & = 1\
\end{align*}
\]

Hence we finally get the expected formula

\[
\mathcal{F} \varphi_{2k+1} = \pi(-1)^k \left[ \sum_{\ell=1}^{k+1} \frac{\prod_{\ell=1}^{k+1} (4k + 5 - 2j - 2\ell')}{\prod_{\ell=1, \ell \neq j}^{k+1} (2\ell - 2j)} \zeta^{2(k+1)-2j} \chi(-1,1)(\xi) \xi \right]_{j=1}^{2k+1} - \delta_1 - \delta_{-1}
\]

**Case 2:** If \( n = 2k - 1 \) is odd, then we need to prove formula for \( n = 2k \). Now (72) reads

\[
\mathcal{F} \varphi_{2k} = \frac{2k}{2k-1} \mathcal{F} \varphi_{2k-2} + \frac{4k-1}{2k-1} i \xi \mathcal{F} \varphi_{2k-1}(\xi)
\]

By plugging in the formula for \( \mathcal{F} \varphi_{2k-2} \) and \( \mathcal{F} \varphi_{2k-1} \) carefully, we obtain

\[
\mathcal{F} \varphi_{2k} = \pi i (-1)^{k-1} \frac{2k}{2k-1} \left[ \sum_{j=1}^{k} \frac{\prod_{\ell=1}^{k-1} (4k + 5 - 2j - 2\ell)}{\prod_{\ell=1, \ell \neq j}^{k-1} (2\ell - 2j)} \zeta^{2k-1-2j} \chi(-1,1)(\xi) + (-\delta_1 + \delta_{-1}) \right]
\]

\[
+ \pi i (-1)^{k} \frac{4k-1}{2k-1} \left[ \sum_{j=2}^{k} \frac{\prod_{\ell=2}^{k-1} (4k + 3 - 2j - 2\ell')}{\prod_{\ell=2, \ell \neq j}^{k-1} (2\ell' - 2j')} \zeta^{2k-2j} \chi(-1,1)(\xi) \right] \text{ Here } j' = j + 1, \ell' = \ell + 1
\]

\[
+ \pi i (-1)^{k} \frac{4k-1}{2k-1} \left[ \sum_{j=1}^{k} \frac{\prod_{\ell=2}^{k-1} (4k + 3 - 2j' - 2\ell')}{\prod_{\ell=2, \ell \neq j}^{k-1} (2\ell' - 2j')} \zeta^{2k-2j'+1} \chi(-1,1)(\xi) \right] \text{ Here } j' = j, \ell' = \ell + 1
\]

\[
+ \pi i (-1)^{k} \left( -\delta_1 + \delta_{-1} \right)
\]

Again, we artificially introduce the terms we wish to have, by multiplying extra terms in numerator and denominator. Hence we obtain

\[
\mathcal{F} \varphi_{2k} = \pi i (-1)^{k-1} \frac{2k}{2k-1} \left[ \sum_{j=2}^{k} \frac{\prod_{\ell=1}^{k-1} (4k + 3 - 2j' - 2\ell')}{\prod_{\ell=1, \ell \neq j}^{k-1} (2\ell' - 2j')} \frac{2 - 2j'}{4k + 1 - 2j'} \zeta^{2k-2j'+1} \chi(-1,1)(\xi) \right]
\]

\[
+ \pi i (-1)^{k} \frac{4k-1}{2k-1} \left[ \sum_{j=1}^{k} \frac{\prod_{\ell=1}^{k} (4k + 3 - 2j' - 2\ell')}{\prod_{\ell=1, \ell \neq j}^{k} (2\ell' - 2j')} \frac{4k + 3 - 2j' - 2(k + 1)}{4k + 1 - 2j'} \zeta^{2k-2j'+1} \chi(-1,1)(\xi) \right]
\]

\[
+ \pi i (-1)^{k} \left( -\delta_1 + \delta_{-1} \right)
\]
\[ F \varphi_{2k} = \pi i (-1)^k \sum_{j=1}^{k-1} \frac{\prod_{\ell=1, \ell \neq j}^{k}(4k - 1 - 2j - 2\ell')}{\prod_{\ell=1, \ell \neq j}^{k}(2\ell - 2j)} \chi_{(-1,1)}(\xi) \left( \frac{2k - 2 - 2j'}{2k - 1 4k + 1 - 2j'} - \frac{4k - 1 2k + 1 - 2j'}{2k - 1 4k + 1 - 2j'} \right) + \pi i (-1)^k (-\delta_1 + \delta_{-1}) \]

Notice the fact that
\[ \frac{2k - 2 - 2j'}{2k - 1 4k + 1 - 2j'} - \frac{4k - 1 2k + 1 - 2j'}{2k - 1 4k + 1 - 2j'} = -1 \]
\[ \frac{4k - 1 2k + 1 - 2j'}{2k - 1 4k + 1 - 2j'} = 1 \text{ when } j' = 1 \]

Hence we finally obtain the formula
\[ F \psi_n = \pi i (-1)^k \left[ \sum_{j=1}^{k-1} \frac{\prod_{\ell=1, \ell \neq j}^{k}(4k - 1 - 2j - 2\ell)}{\prod_{\ell=1, \ell \neq j}^{k}(2\ell - 2j)} \chi_{(-1,1)}(\xi) + (-\delta_1 + \delta_{-1}) \right] \]
as desired. \(\square\)

As a corollary, we can immediately obtain the Fourier expansion formula for \( F \psi_n(\xi) = i \partial_{\xi} F \varphi_n(\xi) \). We state it for \( n = 2k - 2 \) and \( 2k - 1 \), which is the version we need later.

**Corollary 13.** Let \( k \geq 2 \). With \( n = 2k - 2 \) we have
\[ F \psi_n(\xi) = F \psi_{2k-2}(\xi) = \pi (-1)^k \left[ \sum_{j=1}^{k-1} c_j (2k - 1 - 2j) \xi^{2k-2j} \chi_{(-1,1)}(\xi) + \sum_{j=1}^{k-1} c_j (-\delta_1 - \delta_{-1}) \right] \quad (77) \]
where
\[ c_j = \frac{\prod_{\ell=1, \ell \neq j}^{k-1}(4k - 1 - 2j - 2\ell)}{\prod_{1 \leq \ell \leq k-1, \ell \neq j}^{k-1}(2\ell - 2j)}, \quad 1 \leq j \leq k - 1 \]

For \( n = 2k - 1 \) we have
\[ F \psi_n(\xi) = F \psi_{2k-1}(\xi) = \pi (-1)^{k-1} \left[ \sum_{j=1}^{k} c_j (2k - 2j) \xi^{2k-2j} \chi_{(-1,1)}(\xi) + \sum_{j=1}^{k} c_j (-\delta_1 + \delta_{-1}) \right] \quad (78) \]
and here
\[ c_j = \frac{\prod_{\ell=1}^{k}(4k - 1 - 2j - 2(\ell - 2j))}{\prod_{1 \leq \ell \leq k, \ell \neq j}^{k}(2\ell - 2j)}, \quad 1 \leq j \leq k \]

4.2. **Algebraic expression for the projection.** Before we move on to establish the asymptotics, let us state some facts from linear algebra.

1. Let \( a_1, \ldots, a_k \) be linearly independent vectors in some inner product space \((V, \langle , \rangle)\), which span the subspace \( W \), i.e.,
\[ W = \text{span}\{a_1, \ldots, a_k\} \]
Taking any vector \( u \in V \), the orthogonal projection onto \( W^\perp \) is written as
\[ \text{Proj}_{W^\perp} u = u - (\lambda_1 a_1 + \cdots + \lambda_k a_k) \]

[26]
with the coefficients satisfying
\[
\langle \text{Proj}_{W^\perp}u, a_j \rangle = \langle u, a_j \rangle - \sum_{i} \lambda_i \langle a_i, a_j \rangle = 0
\]
Denote by
\[
U = [\langle u, a_i \rangle]_{1 \times k}, \quad \Lambda = [\lambda_i]_{1 \times k}, \quad A = [(a_i, a_j)]_{k \times k}
\]
so
\[
U = \Lambda A
\]
Using the fact that \( A \) is symmetric, invertible and positive definite, we can compute
\[
||\text{Proj}_{W^\perp}u||^2 = \langle u, u \rangle - \sum_{i,j} \lambda_i \lambda_j \langle a_i, a_j \rangle = \langle u, u \rangle - \Lambda \Lambda^T = \langle u, u \rangle - UIA^{-1}U^T
\]
Let us simplify the notation by setting \( A = [a_{ij}], \quad B = A^{-1} = [b_{ij}], \)
\[
||\text{Proj}_{W^\perp}u||^2 = \langle u, u \rangle - \sum_{i,j} b_{ij} \langle u, a_i \rangle \langle u, a_j \rangle
\]
(79)

(2) Now we introduce the **Cauchy Matrix** [13], which is an \( m \times m \) matrix of the form
\[
A = \begin{bmatrix} \frac{1}{x_i - y_j} \end{bmatrix}, \quad x_i - y_j \neq 0; \quad 1 \leq i, j \leq m
\]
Its determinant can be computed to be
\[
\text{det}(A) = \frac{\prod_{i < j}(x_i - x_j)(y_j - y_i)}{\prod_{i,j=1}^m(x_i - y_j)}
\]
whence we conclude that the Cauchy matrix is invertible. Using Cramer’s rule, we obtain an explicit formula for its inverse
\[
B = [b_{ij}] = A^{-1} \quad b_{ij} = (x_j - y_j) A_j(y_i) B_j(x_j)
\]
(81)
where \( A_i(x) \) and \( B_j(y) \) are the Lagrange polynomials for \((x_i), (y_j)\) respectively, i.e.,
\[
A_i(x) = \frac{\prod_{\ell \neq i}(x - x_\ell)}{\prod_{\ell \neq i}(x_i - x_\ell)} = \prod_{1 \leq \ell \leq m, \ell \neq i} \frac{x - x_\ell}{x_i - x_\ell}
\]
\[
B_j(y) = \prod_{1 \leq \ell \leq m, \ell \neq j} \frac{y - y_\ell}{y_j - y_\ell}
\]
(82)

(3) Now we compute the explicit formula for the projection in Theorem[2]
If we set \( V = L^2(r \geq R, r^{d-1} \, dr) \) with \( a_i = r^{2i-d} \)
\[
W = \text{span}\{r^{2i-d} | i = 1, \cdots k = \lfloor \frac{d}{4} \rfloor; r \geq R\}
\]
(83)
\[
a_{ij}(R) = \langle r^{2i-d}, r^{2j-d} \rangle_V = \int_R^\infty r^{2i-2j-d-1} \, dr = \frac{R^{2i+2j-d}}{d-2i-2j}
\]
and we have a Cauchy matrix when \( R = 1 \)
\[
A(1) = \left[ \frac{1}{d-2i-2j} \right]_{k \times k}
\]
Let \( x_i = d - 2i, y_j = 2j \). Then using (81), (82) we conclude that

\[
    b_{ij}(1) = (d - 2i - 2j) \frac{\prod_{1 \leq t \leq k} (2i + 2\ell - d)}{\prod_{1 \leq t \leq k} (2\ell - 2j) \prod_{1 \leq t \leq k} (2\ell - 2t)}
\]

\[
    = \frac{1}{d - 2i - 2j} \frac{\prod_{1 \leq t \leq k} (2i + 2\ell - d)}{\prod_{1 \leq t \leq k} (2\ell - 2j) \prod_{1 \leq t \leq k} (2\ell - 2t)}
\]  \( \text{(84)} \)

We therefore obtain the inverse \( B(R) = A(R)^{-1} \) with \( b_{ij}(R) = b_{ij}(1)R^{d-2i-2j} \). Moreover, we have established the projection formula

\[
    \|\text{Proj}_{W \perp} g\|_{L_2^2(r \geq R,r^{d-1} dr)}^2
\]

\[
    = \int_R^\infty g^2(r)r^{d-1} dr - \sum_{i,j=1}^k \frac{R^{d-2i-2j}}{d - 2i - 2j} c_j c_j \int_R^\infty g(r)^{2i-1} dr \int_R^\infty g(r)^{2j-1} dr
\]

with

\[
    c_j = \frac{\prod_{1 \leq t \leq k} (d - 2j - 2\ell)}{\prod_{1 \leq t \leq k} (2\ell - 2j)}, \quad 1 \leq j \leq k = \left\lfloor \frac{d}{4} \right\rfloor
\]  \( \text{(86)} \)

notice the formula for \( c_j \) appears in Lemma 10, see Remark 11.

Again letting \( \tilde{V} = \tilde{H}^1(r \geq R,r^{d-1} dr) \), with \( \tilde{a}_i = \tilde{r}^{2i-d} \) one has

\[
    \tilde{W} = \text{span}\{\tilde{r}^{2i-d} | i = 1, \ldots, \tilde{k} = \left\lfloor \frac{d + 2}{4} \right\rfloor; r \geq R\}
\]  \( \text{(87)} \)

The same computation as before now yields

\[
    \tilde{a}_{ij}(R) = (2i - d)(2j - d) \frac{R^{2i+2j-d-2}}{d + 2 - 2i - 2j} = (2i - d)(2j - d)R^{2i+2j-d-2}\alpha_{ij}
\]

We can compute the inverse of the Cauchy matrix \([\alpha_{ij}] = [\frac{1}{d + 2 - 2i - 2j}]_{k \times k} \) which is

\[
    [\frac{1}{d + 2 - 2i - 2j}]^{-1} = [\frac{1}{d + 2 - 2i - 2j} \frac{\prod_{1 \leq t \leq k} (d + 2 - 2\ell - 2i)}{\prod_{1 \leq t \leq k} (d + 2 - 2\ell - 2t)}]_{k \times k}
\]

This yields the inverse for \( \tilde{A}(R) = [\tilde{a}_{ij}(R)]_{k \times k} \), which we denote by \( \tilde{B}(R) = [\tilde{b}_{ij}(R)]_{k \times k} \)

\[
    \tilde{b}_{ij}(R) = \frac{R^{d+2i-2j}}{(d - 2i)(d - 2j)} \frac{1}{d + 2 - 2i - 2j} \frac{\prod_{1 \leq t \leq k} (d + 2 - 2\ell - 2i)}{\prod_{1 \leq t \leq k} (d + 2 - 2\ell - 2t)}
\]

We therefore obtain the projection formula

\[
    \|\text{Proj}_{\tilde{W} \perp} f\|_{L_2^2(r \geq R,r^{d-1} dr)}^2
\]

\[
    = \int_R^\infty |f'(r)|^2 r^{d-1} dr - \sum_{i,j=1}^k \frac{R^{d+2i-2j}}{d + 2 - 2i - 2j} d_j \int_R^\infty f'(r)^{2i-2} dr \int_R^\infty f'(r)^{2j-2} dr
\]

with

\[
    d_j = \frac{\prod_{1 \leq t \leq k} (d + 2 - 2\ell - 2j)}{\prod_{1 \leq t \leq k} (d + 2 - 2\ell - 2t)}, \quad 1 \leq j \leq \tilde{k} = \left\lfloor \frac{d + 2}{4} \right\rfloor
\]  \( \text{(89)} \)
Lemma 15. Given the coefficients \( c_j, 1 \leq j \leq k = \left\lfloor \frac{d}{4} \right\rfloor \) and \( d_j, 1 \leq j \leq k = \left\lfloor \frac{d+2}{4} \right\rfloor \), defined as in (86), (89), we have the following identities

\[
\sum_{j=1}^{k} \frac{c_j}{d - 2m - 2j} = 1, \quad \text{for any } m \in \mathbb{Z}, 1 \leq m \leq k
\]  

(90)

\[
\sum_{j=1}^{k} \frac{c_j}{2j} + 1 = \prod_{\ell=1}^{d - 2\ell}
\]

(91)

Similarly we have

\[
\sum_{j=1}^{k} \frac{d_j}{d + 2 - 2m - 2j} = 1, \quad \text{for any } m \in \mathbb{Z}, 1 \leq m \leq k
\]  

(92)

\[
\sum_{j=1}^{k} \frac{d_j}{2j} + 1 = \prod_{\ell=1}^{d + 2 - 2\ell}
\]

(93)

Proof. Set \( \alpha(z) = \prod_{\ell=1}^{k} (z - x_\ell), \beta(z) = \prod_{\ell=1}^{k} (z - y_\ell) \) with \( x_\ell = 2\ell, y_\ell = d - 2\ell \).

Considering the contour integral with \( \gamma \) being a circle around the origin, for \( 1 \leq m \leq k \) we obtain

\[
\frac{1}{2\pi i} \oint_{\gamma} \frac{\beta(z)}{\alpha(z) (z - y_m)} \frac{1}{z - y_m} dz = \sum_{j=1}^{k} \text{Res}\left( \frac{\beta(z)}{\alpha(z) (z - y_m)}, x_j \right)
\]

When we take the circle \( \gamma \) large enough, the limit on the left goes to 1. On the other hand, since \( \alpha(z) \) is holomorphic with \( x_j \) as zeros of order 1, the residues are exactly

\[
\text{Res}\left( \frac{\beta(z)}{\alpha(z) (z - y_m)}, x_j \right) = \frac{\beta(x_j)}{\alpha'(x_j)} \frac{1}{x_j - y_m} = \frac{c_j}{d - 2m - 2j}
\]

whence we proved (90).

Next consider the function \( \frac{\beta(z)}{\alpha(z) z} \), which has simple poles at \( z = x_\ell, 1 \leq \ell \leq k \) and \( z = 0 \). Hence

\[
\frac{1}{2\pi i} \oint_{\gamma} \frac{\beta(z)}{\alpha(z) z} \frac{1}{z} dz = \sum_{j=1}^{k} \text{Res}\left( \frac{\beta(z)}{\alpha(z) z}, x_j \right) + \text{Res}\left( \frac{\beta(z)}{\alpha(z) z}, 0 \right)
\]

we still take the circle \( \gamma \) large enough, the limit on the left goes to 1. And we can compute the residues

\[
\text{Res}\left( \frac{\beta(z)}{\alpha(z) z}, x_j \right) = \frac{\beta(x_j)}{\alpha'(x_j)} \frac{1}{x_j} = -\frac{c_j}{2j}
\]

and

\[
\text{Res}\left( \frac{\beta(z)}{\alpha(z) z}, 0 \right) = \frac{\beta(0)}{\alpha(0)} = \prod_{\ell=1}^{d - 2\ell}
\]

Remark 14. From now on, the spaces \( W, \bar{W} \) will be fixed as in (83), (87) and the formulas for \( c_j, d_j \) will be fixed as in (86), (89). They will be applied to each particular dimension \( d = 4k \pm 1 \) or \( d = 4k + 3 \).

Now let us collect some useful facts concerning the coefficients \( c_j \).
whence we obtain

\[
1 = - \sum_{j=1}^{k} \frac{c_j}{2j} + \prod_{\ell=1}^{k} \frac{d-2\ell}{2\ell}
\]

The proofs for (92), (93) are almost identical, by letting \( \tilde{\alpha}(z) = \prod_{\ell=1}^{k} (z-x_{\ell}) \), \( \beta(z) = \prod_{\ell=1}^{k} (z-y_{\ell}) \) with \( x_{\ell} = 2\ell, y_{\ell} = d + 2 - 2\ell \), and by repeating the contour integral argument.

4.3. Proof of Theorem 2 for \((0, g)\) data. Here let us verify that plugging the Fourier expansion formula of Lemma 10 into (28) yields a multiple of (85). We again split the proof depending on the dimension.

As before, we assume \( r_1, r_2 > R \) because for \((0, g)\) data, we can assume \( g(r) = 0 \) for \( r \leq R \) by approximation. Hence the terms created by the \( \delta \)-function will make no contribution to our integral.

When \( d = 4k + 3, n = \frac{d-3}{2} = 2k \), using (74) and Lemma 8 we obtain

\[
\frac{1}{2^{d-1}\pi^d} AS_d(g) = \int_{R} g(r)^2 r^{d-1} dr - \lim_{\ell \to 0} \int \frac{1}{2\pi^2 r_1 r_2} \left( \int_{-R}^{R} [\kappa_{\ell} * \mathcal{F} \varphi_{2\ell-1}] (\frac{\xi}{r_1}) \right) \left( \kappa_{\ell} * \mathcal{F} \varphi_{2\ell-1} \right) (\frac{\xi}{r_2}) d\xi \frac{g(r_1)}{g(r_2)} g(r_2) (r_1 r_2)^{\frac{d-1}{2}} dr_1 dr_2
\]

\[
= \int_{R} g(r)^2 r^{d-1} dr - \sum_{i=1}^{k} c_i c_j R^{4k+3-2i-2j} \int_{R} g(r) r^{\frac{d-3}{2} - 2(k-i-1)} dr \int_{R} g(r) r^{\frac{d-3}{2} - 2(k-j-1)} dr
\]

Using the relation \( \frac{d-3}{2} - 2(k-i-1) = 2i-1, \) and comparing with (85), we proved

\[
AS_d(g) = 2^{d-1}\pi^d ||\text{Proj}_{W_d} g||^2_{L^2(R, r^{d-1} dr)}, \quad d = 4k + 3.
\]

Similarly, we can repeat the proof when \( d = 4k + 1, n = \frac{d-1}{2} = 2k - 1 \) using (75)

\[
\frac{1}{2^{d-1}\pi^d} AS_d(g) = \int_{R} g(r)^2 r^{d-1} dr - \lim_{\ell \to 0} \int \frac{1}{2\pi^2 r_1 r_2} \left( \int_{-R}^{R} [\kappa_{\ell} * \mathcal{F} \varphi_{2\ell-1}] (\frac{\xi}{r_1}) \right) \left( \kappa_{\ell} * \mathcal{F} \varphi_{2\ell-1} \right) (\frac{\xi}{r_2}) d\xi \frac{g(r_1)}{g(r_2)} g(r_2) (r_1 r_2)^{\frac{d-1}{2}} dr_1 dr_2
\]

\[
= \int_{R} g(r)^2 r^{d-1} dr - \sum_{i=1}^{k} c_i c_j R^{4k+1-2i-2j} \int_{R} g(r) r^{\frac{d-1}{2} - 2(k-i-1)} dr \int_{R} g(r) r^{\frac{d-1}{2} - 2(k-j-1)} dr
\]
To summarize, the above calculations, together with (27), prove (9) of Theorem 2 for (0, g) data.

4.4. Proof of Theorem 2 for (f, 0) data. Because of the complicated formula in Corollary 13, the computations for (f, 0) data are considerably more involved. This is particularly true for terms involving the δ-function.

4.4.1. Case $d = 4k - 1$, $n = \frac{d - 3}{2} = 2k - 2$. The reason we prefer to work with $d = 4k - 1$ instead of $d = 4k + 3$ is that in the former case the space $\widetilde{W}$ has dimension $\lfloor \frac{d + 2}{2} \rfloor = k$, see (87).

We plug the Fourier expansion formula of Corollary 13 into (29). We shall use the following notation to simplify the formula when we have symmetric summation:

$$\langle S(i, j) \rangle_{\text{sym}} = S(i, j) + S(j, i).$$

We will use below the notation $F(r_1, r_2) := f(r_1)f(r_2)(r_1r_2)^{\frac{d - 3}{2}}$.
\[
\int_0^\infty |f'(r)|^2 r^{\mu-1} dr 
\]

\[
- \sum_{i,j=1}^{k-1} c_i c_j \int_{r_1, r_2 > 0} \frac{(2k - 1 - 2i)(2k - 1 - 2j) \min(r_1, r_2, R)^{4k-2i-2j}}{(4k - 2 - 2j)} f(r_1) f(r_2) (r_1)^{\frac{4k-2i-2j}{2}} dr_1 dr_2 
\]

\[
- \sum_{i,j=1}^{k-1} c_i c_j \int_0^R |f(r)|^2 r^{\mu-3} dr 
\]

\[
- \int_0^R |\partial_r (f(r)^{\frac{\mu-1}{2}})|^2 dr 
\]

\[
- \left\{ - \sum_{i,j=1}^{k-1} (2k - 1 - 2i)c_i c_j \int_0^\infty \int_0^{\min(r_1, R)} r_2 (r_1)^{2k-2i-2} f(r_1) f(r_2) (r_1)^{\frac{4k-2i-2j}{2}} dr_2 dr_1 \right\}_{sym} 
\]

\[
- \left\{ - \sum_{i=1}^{k-1} (2k - 1 - 2i)c_i \int_0^\infty \int_0^{\min(r_1, R)} r_2 (r_1)^{2k-2i-2} f(r_1) r_1^{\frac{4k-2i-2j}{2}} \partial_r f(r_2) r_2^{\frac{4k-2i-2j}{2}} dr_2 dr_1 \right\}_{sym} 
\]

\[
- \left\{ \sum_{i=1}^{k-1} c_i \int_0^R f(r) r^{\frac{\mu-1}{2}} \partial_r (f(r)^{\frac{\mu-1}{2}}) dr \right\}_{sym} 
\]

\[
= \int_0^\infty |f'(r)|^2 r^{\mu-1} dr - (S_1 + S_2 + S_3 + S_4 + S_5 + S_6) 
\]

Where \( S_i \) are the formulas in the corresponding line.

We compute the contributions from each \( S_i \). Notice the symmetric position of \( r_1, r_2 \) and also the fact that we can assume \( f(r) = f(R), r \leq R \) by approximation.

\[
S_1 = \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \int_{0 < r_1, r_2 < R \text{ or } 0 < r_1 < r_2} f(r_1) f(r_2) (r_1)^{2i-1} (r_2)^{2j-1} (r_1)^{4k-2i-2j-3} dr_1 dr_2 
\]

\[
+ \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \int_{0 < r_1 < r_2} f(r_1) f(r_2) (r_2)^{2i-1} (r_1)^{2j-1} R^{4k-2i-2j-3} dr_1 dr_2 
\]

\[
+ \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \int_{0 < r_1 < r_2} f(r_1) f(r_2) (r_1)^{2i-1} (r_2)^{2j-1} R^{4k-2i-2j-3} dr_1 dr_2 
\]

\[
= \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \left[ \frac{|f(R)|^2 R^{4k-3}}{(4k - 2 - 2j)(4k - 3)} + f(R) R^{4k-2j-3} \int_R^\infty f(r)^{2j-1} dr \right]_{sym} 
\]

Now let us use the formula

\[
\int_R^\infty f^{2j-1} dr = -\frac{1}{(2j)} \left[ f(R) R^{2j} + \int_R^\infty f'^{2j} dr \right] 
\]
to rewrite this term

\[ S_1 = \left\{ \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \frac{|f(R)|^2 R^{4k-3}}{(4k - 2i - 2j - 3)} \right\} \text{sym} \]

\[ + \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \frac{R^{4k-3}}{4i j(4k - 2i - 2j - 3)} \text{sym} \]

\[ + \left\{ \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \frac{R^{4k-2j-3}}{4i j(4k - 2i - 2j - 3)} \right\} \text{sym} \]

\[ = \sum_{i,j=1}^{k-1} c_i c_j \int_0^R |f(r)|^2 r^{d-3} dr = \sum_{i,j=1}^{k-1} c_i c_j |f(R)|^2 \frac{R^{4k-3}}{4k - 3} \] (96)

\[ S_2 = \sum_{i,j=1}^{k-1} c_i c_j \int_0^R |f(r)|^2 r^{d-3} dr = \sum_{i,j=1}^{k-1} c_i c_j |f(R)|^2 \frac{R^{4k-3}}{4k - 3} \] (97)

\[ S_3 = \int_0^R |\partial_r(f(r)r^{2k-1})|^2 dr = \frac{R^{4k-3}}{4k - 3} f(R)^2 (2k - 1)^2 \] (98)

\[ S_4 = \left\{ \sum_{i,j=1}^{k-1} c_i c_j (2k - 2i - 1) \right\} \text{sym} \]

\[ = \sum_{i,j=1}^{k-1} c_i c_j (2k - 2i - 1) \int_0^R f(r_1) r^{2i-1}_1 f(r_2) r^{2k-2i-4}_2 dr_2 dr_1 \] (99)

To compute \( S_5 \), we integrate by parts with respect to \( r_2 \)

\[ S_5 = -\left\{ \sum_{i=1}^{k-1} c_i (2k - 2i - 1) \right\} \text{sym} \]

\[ = \sum_{i=1}^{k-1} (2k - 2i - 1) (2k - 2i - 2) c_i \int_0^\infty \int_0^{\min(r_1, R)} f(r_1) r^{2i-1}_1 r^{2k-2i-2}_2 \partial_r \left( f(r_2) r^{2k-1}_2 \right) dr_2 dr_1 \] (sym)

\[ - \sum_{i=1}^{k-1} (2k - 2i - 1) c_i \int_0^\infty f(r_1) r^{2i-1}_1 (f(R) \min(r_1, R) r^{4k-2i-3}_2) dr_1 \] (sym)

\[ = \sum_{i=1}^{k-1} c_i (2k - 2i - 1) (2k - 2i - 2) \left\{ \frac{|f(R)|^2 R^{4k-3}}{(4k - 2i - 3)(4k - 3)} + \frac{f(R) R^{4k-3-2i}}{4k - 3 - 2i} \right\} \text{sym} \]

\[ - \sum_{i=1}^{k-1} c_i (2k - 2i - 1) \left\{ |f(R)|^2 \frac{R^{4k-3}}{4k - 3} + f(R) R^{4k-2i-3} \right\} \text{sym} \]
\[(1 - 2k) \left\{ \sum_{i=1}^{k-1} c_i \frac{2k - 2i - 1}{4k - 2i - 3} \left[ f(R)^2 R^{4k-3} \right] + \frac{f(R) R^{4k-3-2i}}{(4k - 3)} \right\}_{sym} \int_R^\infty f(r) r^{2i-1} dr \] 
\[= (2k - 1) \left\{ \sum_{i=1}^{k-1} c_i \frac{2k - 2i - 1}{2i(4k - 3)} \right\}_{sym} \int_R^\infty f'(r) r^{2i} dr \] 

\[S_6 = \left\{ \sum_{i=1}^{k-1} c_i \int_0^R f(r) r^{2k-2} \partial_i f(r) r^{2k-1} dr \right\}_{sym} = \left\{ \sum_{i=1}^{k-1} \frac{2k - 1}{4k - 3} f(R)^2 R^{4k-3} \right\}_{sym} \] 

Now let us try to collect terms depending on whether they involve integrals, comparing with (88).

**Type I:** First we collect the terms with \( \int_R^\infty f'(r) r^{2i} dr \int_R^\infty f'(r) r^{2j} dr \). Recall from (86), (89) with \( d = 4k - 1 \) and \( \left[ \frac{d}{2} \right] = k \), \( \left[ \frac{d}{2} \right] = k - 1 \)

\[c_j = \frac{\prod_{i=1}^{k-1}(4k - 1 - 2j - 2\ell)}{\prod_{1 \leq \ell \leq k-1, \ell \neq j}(2\ell - 2j)}, \quad 1 \leq j \leq k - 1 \] 
\[d_j = \frac{\prod_{1 \leq \ell \leq k}(4k + 1 - 2\ell - 2j)}{\prod_{1 \leq \ell \leq k, \ell \neq j}(2\ell - 2j)}, \quad 1 \leq j \leq k \] 

hence we have

\[c_j = d_{j+1} \frac{-2j}{2k - 1 - 2j}, \quad 1 \leq j \leq k - 1 \]

Thus we obtain a term involving \( \int_R^\infty f'(r) r^{2i} dr \int_R^\infty f'(r) r^{2j} dr \) which is from \( S_1 \), (96),

\[I = \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \frac{R^{4k-2i-2j-3}}{4i j(4k - 2i - 2j - 3)} \int_R^\infty f'(r) r^{2i} dr \int_R^\infty f'(r) r^{2j} dr \]
\[= \sum_{i,j=1}^{k-1} d_i d_j R^{4k-2i-2j-3} \frac{R^{4k+1-2i'-2j'}}{4k + 1 - 2i' - 2j'} \int_R^\infty f'(r) r^{2i'-2} dr \int_R^\infty f'(r) r^{2j'-2} dr \]

Here we replaced \( i' = i + 1, j' = j + 1 \) in the last line.

Comparing with the expected formula (88), we are missing the terms

\[d_1 d_1 R^{4k-3-3} f(R)^2 - \left\langle f(R) \sum_{i=2}^k \frac{d_1 d_1 R^{4k-2i-1}}{(4k - 2i - 1)} \right\rangle_{sym} \int_R^\infty f'(r) r^{2i-2} dr \] 

**Type II:** Now we collect the terms which just contain \( \int_R^\infty f'(r) r^{2i} dr \) from \( S_1, S_4, S_5, \) (96), (99), (100). Furthermore, since the terms are conjugate symmetric, we also treat \( \int_R^\infty f'(r) r^{2j} dr \) in passing.

\[II = - \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \frac{R^{4k-2i-3}}{2i(4k - 2i - 3)} \int_R^\infty f'(r) r^{2i} dr \]
\[+ \sum_{i,j=1}^{k-1} c_i c_j (2k - 1 - 2i)(2k - 1 - 2j) \frac{R^{4k-2i-2j-3}}{4i j(4k - 2i - 2j - 3)} \int_R^\infty f'(r) r^{2j} dr \]
Comparing with (104) and also recalling that we have a conjugate symmetric term with
\( R_{4k-2i-3} \)
we see they are exactly the integral terms in (104).

Using (92) (notice \( d = 4k - 1, \tilde{\kappa} = \left\lfloor \frac{d}{2} \right\rfloor = k, \text{take } m = k \)), we get
\[
\sum_{j'=2}^{k} \frac{d_{j'}}{2k + 1 - 2j'} = 1
\]
(106)

Hence (106) implies that (105) actually equals \(-\frac{d}{4k - 2i' - 1}\), and we conclude that
\[
II = -\sum_{j'=2}^{k} \frac{d_{1}d_{j'}}{4k - 2i' - 1} f(R)R_{4k-2i'-3} \int_{R}^{\infty} f'(r)r^{2i'-2}dr
\]

Comparing with (104) and also recalling that we have a conjugate symmetric term with \( \int_{R}^{\infty} f'(r)r^{2i}dr \),
we see they are exactly the integral terms in (104).

Type III: Now we collect all the terms that do not involve an integral, and which come from
\( S_1, \ldots, S_6 \).

\[
III = \left( -\sum_{i,j=1}^{k-1} \frac{c_{i}c_{j}(2k - 1 - 2i)(2k - 1 - 2j)}{(4k - 2i - 2j - 3)} \left[ f(R) \right]^{2} \frac{R_{4k-3}}{2j(4k - 3)} \right)_{\text{sym}}
+ \sum_{i,j=1}^{k-1} \frac{c_{i}c_{j}(2k - 1 - 2i)(2k - 1 - 2j)}{4ij(4k - 2i - 2j - 3)} R_{4k-3} f(R)^{2}
\]
4.4.2. \( H_c \) Here we used the identity (106) again, and notice this is exactly the missing constant term in (104).

To summarize, we have proved that for \( d_2 \int_{-\infty}^{\infty} = \epsilon \) defined in (87).

\[ \|f(R)\|^2 = \sum_{i,j=1}^{k-1} c_i c_j f(R)^2 + \frac{R^{4k-3}}{4k-3} f(R)^2 (2k-1)^2 \]

\[ + \sum_{i,j=1}^{k-1} c_i c_j (2k-2i-1) \left( \frac{R^{4k-3}}{2i(4k-3)} \right) \]

\[ + (2k-1) \left( \sum_{i=1}^{k-1} c_i \left| f(R)^2 R^{4k-3} \right| \right)_{\text{sym}} + \left( \sum_{i=1}^{k-1} c_i \frac{2k-1}{4k-3} f(R)^2 R^{4k-3} \right)_{\text{sym}} \]

Let us fully expand the symmetric notation, and also turn \( c_i \) into \( d_{r'} \), we get

\[ III = |f(R)|^2 R^{4k-3} \sum_{r'=2, j'=2}^{k} d_{r'} d_{j'} \left[ \frac{2 - 2i'}{2k + 1 - 2r'} \frac{2 - 2j'}{2k + 1 - 2j'} + \frac{1}{4k + 1 - 2i' - 2j'} \right] \]

\[ + |f(R)|^2 R^{4k-3} \sum_{r'=2, j'=2}^{k} d_{r'} d_{j'} \left[ -1 + \frac{2 - 2j'}{2k + 1 - 2j'} \right] + |f(R)|^2 R^{4k-3} \sum_{r'=2}^{k} d_{r'} \left[ -1 + \frac{2 - 2j'}{2k + 1 - 2j'} \right] \]

\[ + \frac{R^{4k-3}}{4k-3} |f(R)|^2 (2k-1) \]

\[ = |f(R)|^2 R^{4k-3} \left[ \sum_{r'=2, j'=2}^{k} \frac{d_{r'}}{2k + 1 - 2r'} \frac{d_{j'}}{2k + 1 - 2j'} - \sum_{r'=2}^{k} \frac{d_{r'}}{2k + 1 - 2r'} \right] \]

\[ = |f(R)|^2 R^{4k-3} \left[ \sum_{r'=2}^{k} \frac{d_{r'}}{2k + 1 - 2r'} - 1 \right] \sum_{r'=2}^{k} \frac{d_{r'}}{2k + 1 - 2r'} \]

\[ = \frac{d_1 d_1 |f(R)|^2 R^{4k-3}}{4k-3} \]

Here we used the identity (106) again, and notice this is exactly the missing constant term in (104).

To summarize, we have proved that for \( d = 4k - 1 \) one has

\[ A S_d f = 2^{d-1} \pi^d \| \text{Proj}_{\tilde{W}} f \|_{H^1(r \geq R, r^d \partial r)}^2 \]

with \( \tilde{W} \) defined in (87).

4.4.2. Case \( d = 4k + 1, n = \frac{d^2}{2} = 2k - 1 \). The calculation proceeds analogously to the previous case. Plugging the expansion (78) into (29), we obtain (again denoting \( F(r_1, r_2) := f(r_1) f(r_2) (r_1 r_2)^{\frac{d-1}{2}} \))

\[ \frac{1}{2^{d-1} \pi^d A S_d (f)} \]

\[ \int_0^\infty |f'(r)|^2 r^{d-1} \, dr \]

\[ - \lim_{\xi \to 0} \int_{r_1, r_2 > 0} \left[ \frac{1}{2\pi^2 r_1^2 r_2^2} \int_{-R}^R \left( \frac{\xi}{r_1} \right) [-F] (\frac{\xi}{r_2}) d\xi \right] f(r_1) f(r_2) (r_1 r_2)^{\frac{d-1}{2}} \, dr_1 dr_2 \]

\[ = \int_0^\infty |f'(r)|^2 r^{d-1} \, dr \]
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\[-\frac{1}{2} \sum_{i,j=1}^{k} c_i c_j (2k - 2i)(2k - 2j) \times \]
\[
\lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{-R}^{R} [\kappa_{\varepsilon} * \varepsilon^{2k-1-2i} \chi_{(-1,1)}](\frac{\xi}{r_1})[\kappa_{\varepsilon} * \varepsilon^{2k-1-2j} \chi_{(-1,1)}](\frac{\xi}{r_2}) d\xi \right] F(r_1, r_2) \, dr_1 \, dr_2
\]
\[-\frac{1}{2} \sum_{i,j=1}^{k} c_i c_j \lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \left[ \int_{-R}^{R} [\kappa_{\varepsilon} * (-\delta_1 + \delta_{-1})](\frac{\xi}{r_1})[\kappa_{\varepsilon} * (-\delta_1 + \delta_{-1})](\frac{\xi}{r_2}) d\xi \right] F(r_1, r_2) \, dr_1 \, dr_2
\]
\[-\frac{1}{2} \sum_{i=1}^{k} (k-i) c_i c_j \lim_{\varepsilon \to 0} \int_{r_1, r_2 > 0} \int_{-R}^{R} [\kappa_{\varepsilon} * \varepsilon^{2k-1-2i} \chi_{(-1,1)}](\frac{\xi}{r_1})[\kappa_{\varepsilon} * (-\delta_1 + \delta_{-1})](\frac{\xi}{r_2}) d\xi F(r_1, r_2) \, dr_1 \, dr_2 \]_{sym}

which is then equal to

\[
= \int_{0}^{\infty} \left| f'(r) \right|^2 r^{d-1} \, dr
\]
\[-\sum_{i,j=1}^{k} c_i c_j \int_{r_1, r_2 > 0} \frac{(2k - 2i)(2k - 2j)}{(4k - 1 - 2i - 2j)} (\min(r_1, r_2, R))^{4k-1-2i-2j} \left( 1 - \frac{r_2}{r_1} \right)^{2k-2i-1} f(r_1) f(r_2) \, dr_1 \, dr_2 \]
\[-\sum_{i,j=1}^{k} c_i c_j \int_{0}^{R} \left| f(r) \right|^2 r^{d-3} \, dr
\]
\[-\int_{0}^{R} \left| \partial_r (f(r) r^{\frac{d-1}{2}}) \right|^2 \, dr
\]
\[-\left\{ -\sum_{i,j=1}^{k} (2k - 2i) c_i c_j \int_{0}^{\infty} \int_{0}^{\min(r_1, R)} r_2 (\frac{r_2}{r_1})^{2k-2i-1} f(r_1) f(r_2) \, dr_1 \, dr_2 \right\}_{sym}
\]
\[-\left\{ -\sum_{i=1}^{k} (2k - 2i) c_i \int_{0}^{\infty} \int_{0}^{\min(r_1, R)} (\frac{r_2}{r_1})^{2k-2i-1} f(r_1) r_2^{\frac{d-1}{2}} \partial_r (f(r_2) r_2^{\frac{d-1}{2}}) \, dr_1 \right\}_{sym}
\]
\[-\left\{ \sum_{i=1}^{k} c_i \int_{0}^{R} f(r) r^{\frac{d-1}{2}} \partial_r (f(r) r^{\frac{d-1}{2}}) \, dr \right\}_{sym}
\]
\[= \int_{0}^{\infty} \left| f'(r) \right|^2 r^{d-1} \, dr - (\tilde{S}_1 + \tilde{S}_2 + \tilde{S}_3 + \tilde{S}_4 + \tilde{S}_5 + \tilde{S}_6), \]

where \( \tilde{S}_i \) denote the formulas in the corresponding line.
We still assume $f(r) = f(R)$, $r \leq R$ by approximation. Noticing that $d = 4k + 1$ and $\frac{d+1}{2} = 2k$, we compute the contributions of each term.

\[
\tilde{S}_1 = \sum_{i,j=1}^{k} c_i c_j (2k-2i)(2k-2j) \int_{0<r_1<r_2<R} \int_{0<r_1<r_2<r_3<R} f(r_1) f(r_2) r_1^{2i-1} r_2^{2j-1} r_3^{4k-2i-2j-1} dr_1 dr_2
\]

\[
+ \sum_{i,j=1}^{k} c_i c_j (2k-2i)(2k-2j) \int_{0<r_1<r_2<r_3<R} f(r_1) f(r_2) r_1^{2i-1} r_2^{2j-1} r_3^{4k-2i-2j-1} dr_1 dr_2
\]

\[
= \sum_{i,j=1}^{k} c_i c_j (2k-2i)(2k-2j) \left[ \frac{|f(R)|^2 R^{4k-1}}{4k(2k-2j)} \right] \sum_{i,j=1}^{k} c_i c_j (2k-2i)(2k-2j) \frac{R^{4k-2i-2j-1}}{4k-2i-2j-1} R^{4k-2i-2j-1} \int_{R}^{\infty} f(r) r^{2j-1} dr \right]_{sym}
\]

\[
+ \sum_{i,j=1}^{k} c_i c_j (2k-2i)(2k-2j) \int_{0<r_1<r_2<r_3<R} f(r_1) f(r_2) r_1^{2i-1} r_2^{2j-1} R^{4k-2i-2j-1} \int_{R}^{\infty} f(r) r^{2j-1} dr \int_{R}^{\infty} f(r) r^{2j-1} dr
\]

As before, we perform integration by parts

\[
\tilde{S}_1 = \left[ - \sum_{i,j=1}^{k} c_i c_j (2k-2i)(2k-2j) \int_{R}^{\infty} f(r) r^{2j-1} dr \right] \left[ - \sum_{i,j=1}^{k} c_i c_j (2k-2i)(2k-2j) \int_{R}^{\infty} f(r) r^{2j-1} dr \right]
\]

\[
+ \sum_{i,j=1}^{k} c_i c_j (2k-2i)(2k-2j) \int_{R}^{\infty} f(r) r^{2j-1} dr \int_{R}^{\infty} f(r) r^{2j-1} dr
\]

(107)

\[
\tilde{S}_2 = \sum_{i,j=1}^{k} c_i c_j \int_{0}^{R} |f(r)|^2 r^{d-3} dr = \sum_{i,j=1}^{k} c_i c_j |f(R)|^2 \frac{R^{4k-1}}{4k-1}
\]

(108)

\[
\tilde{S}_3 = \int_{0}^{R} \partial_r (f(r)^{2k})^2 dr = 4k^2 \frac{R^{4k-1}}{4k-1} |f(R)|^2
\]

(109)

\[
\tilde{S}_4 = \left[ - \sum_{i,j=1}^{k} c_i c_j (2k-2i) \int_{0}^{\min(r_1,R)} \int_{0}^{\frac{R}{r_1 r_2}} f(r_1) f(r_2) r_1^{2i-1} r_2^{4k-2i-2} d_1 d_2 \right]_{sym}
\]

\[
= \left[ - \sum_{i,j=1}^{k} c_i c_j (2k-2i) \left[ \frac{|f(R)|^2 R^{4k-1}}{4k-2i-1} \right] \frac{R^{4k-2i-1}}{4k-2i-1} \int_{R}^{\infty} f(r) r^{2i-1} dr \right]_{sym}
\]

\[
= \sum_{i,j=1}^{k} c_i c_j (2k-2i) \left[ |f(R)|^2 \frac{R^{4k-1}}{2i(4k-1)} + \frac{R^{4k-2i-1}}{2i(4k-2i-1)} \int_{R}^{\infty} f(r) r^{2i-1} dr \right]_{sym}
\]

(110)
To compute $\tilde{S}_5$, we integrate by parts with respect to $r_2$ which yields

$$ \tilde{S}_5 = \left( \sum_{i=1}^{k} c_i (2k - 2i)(2k - 2i - 1) \int_{0}^{\infty} \int_{0}^{\min(r_1,R)} f(r_1)r_1^{2i-1} f(r_2)r_2^{4k-2i-2} dr_2dr_1 \right)_{sym} $$

$$ - \left( \sum_{i=1}^{k} c_i (2k - 2i) \int_{0}^{\infty} f(r_1)r_1^{2i-1} f(\min(r_1,R)) \min(r_1,R)^{4k-2i-2} dr_1 \right)_{sym} $$

$$ - \left( \sum_{i=1}^{k} c_i (2k - 2i) \int_{0}^{\infty} (f(R))^2 R^{4k-1} \frac{R^{4k-1}}{4k-1} + \frac{f(R)R^{4k-2i-1}}{4k-2i-1} \int_{0}^{\infty} f(r)^{2i-1} dr \right)_{sym} $$

$$ = - 2k \left( \sum_{i=1}^{k} \left[ c_i (2k - 2i)(2k - 2i - 1) \sum_{j=1}^{\infty} \frac{R^{4k+3-2i-2j}}{4k + 3 - 2i - 2j}d_i d_j \right] \int_{R}^{\infty} f'(r)^{2i-2} dr \int_{R}^{\infty} f''(r)^{2j-2} dr \right)_{sym} $$

As in the previous section, we wish to show that the asymptotic expansion corresponds to terms in (88), which in our setting look like

$$ \sum_{i,j=1}^{k} \frac{R^{4k+3-2i-2j}}{4k + 3 - 2i - 2j} \int_{R}^{\infty} f'(r)^{2i-2} dr \int_{R}^{\infty} f''(r)^{2j-2} dr $$

Let us regroup terms from $\tilde{S}_1, \cdots, \tilde{S}_6$.

**Type I:** Terms containing $\int_{R}^{\infty} f'(r)^{2i} dr \int_{R}^{\infty} f''(r)^{2j} dr$, which occur for $\tilde{S}_1$

$$ I = \sum_{i,j=1}^{k} \frac{c_i c_j (2k - 2i)(2k - 2j)}{4k(2k - 2i - 2j - 1)} \int_{R}^{\infty} f'(r)^{2i} dr \int_{R}^{\infty} f''(r)^{2j} dr $$

Rewrite $c_i, d_i, (86), (89)$ with $d = 4k + 1$, we get

$$ c_i = \frac{\prod_{\ell=1}^{k} (4k + 1 - 2i - 2\ell)}{\prod_{\ell=1,\ell\neq i}^{k} (2\ell - 2i)} $$

$$ d_i = \frac{\prod_{\ell=1}^{k} (4k + 3 - 2i - 2\ell)}{\prod_{\ell=1,\ell\neq i}^{k} (2\ell - 2i)} $$

$$ (-1)^i \frac{2k - 2i}{2i} c_i = d_{i+1}, \quad 1 \leq i \leq k - 1 $$
We again set \( i' = i + 1, j' = j + 1 \). Notice that even though the summation over \( i, j \) runs from 1 to \( k \) in (114), the term vanishes when \( i = k \) or \( j = k \). So the summation is actually from 1 to \( k - 1 \). Therefore,

\[
I = \sum_{i', j' = 2}^{k} \frac{R^{2k+1-2i'-2j'}}{(4k - 2i' - 2j')} d_{i'} d_{j'} \int_{R}^{\infty} f'(r) r^{2i' - 2} dr \int_{R}^{\infty} f'(r) r^{2j' - 2} dr
\]

Comparing this with our desired formula (113), it is clear that we are still missing the term

\[
\frac{|f(R)|^2 R^{4k-1}}{4k - 1} d_{i} d_{j} - \left\{ \sum_{i' = 2}^{k} \frac{f(R) R^{4k+1-2i'}}{(4k + 1 - 2i')} \int_{R}^{\infty} f'(r) r^{2i' - 2} dr \right\}
\]

**Type II:** Now let us collect the terms involving only one integral \( \int_{R}^{\infty} f'(r) r^{2i' - 2} dr \) from \( S_1, S_4, S_5 \)

\[
\bar{I} = - \sum_{i, j = 1}^{k} c_i c_j (2k - 2i)(2k - 2j) \frac{R^{4k-2i-1}}{(4k - 2i - 2j - 1)} \int_{R}^{\infty} f'(r) r^{2i} dr
\]

\[
+ \sum_{i, j = 1}^{k} c_i c_j (2k - 2i)(2k - 2j) \frac{R^{4k-2i-1}}{4i(4k - 2i - 2j - 1)} f(R) \int_{R}^{\infty} f'(r) r^{2i} dr
\]

\[
+ \sum_{i, j = 1}^{k} c_i c_j (2k - 2i) \frac{R^{4k-2i-1}}{2i(4k - 2i - 1)} \int_{R}^{\infty} f'(r) r^{2i} dr
\]

\[
+ 2k \sum_{i = 1}^{k} c_i f(R) \frac{2k - 2i}{2i(4k - 1 - 2i)} \int_{R}^{\infty} f'(r) r^{2i} dr
\]

\[
= \sum_{i = 1}^{k} c_i f(R) R^{4k-2i-1} \frac{2k - 2i}{2i} \int_{R}^{\infty} f'(r) r^{2i} dr \times \left\{ \sum_{j = 1}^{k} c_j \left[ \frac{2k - 2j}{(4k - 2i - 2j - 1)(4k - 2i - 1)} + \frac{2k - 2j}{2j(4k - 2i - 2j - 1)} + \frac{1}{4k - 2i - 1} + \frac{2k}{4k - 2i - 1} \right] \right\}
\]

We simplify the last line to look as follows:

\[
\left\{ \sum_{j = 1}^{k} c_j \right\} \left[ \frac{2k}{4k - 2i - 1} + 1 \right] \frac{2k}{4k - 2i - 1}
\]

(119)

Using the identity (91) (notice that \( d = 4k + 1 \), and the formula for \( d_1 \) in this setting (116), we infer that

\[
1 + \sum_{j = 1}^{k} \frac{c_j}{2j} = \prod_{\ell = 1}^{k} d - 2\ell \frac{d - 2\ell}{2\ell} = \frac{1}{2k} \prod_{\ell = 1}^{k} (d + 2 - 2\ell) = \frac{d_1}{2k}
\]

(120)

Hence we conclude that

\[
\bar{I} = \sum_{i = 1}^{k} f(R) R^{4k-2i-1} c_i \frac{2k - 2i}{2i} \int_{R}^{\infty} f'(r) r^{2i} dr \times \frac{d_1}{4k - 2i - 1}
\]

\[
= \sum_{i' = 2}^{k} \frac{d_{i'} d_{j'}}{4k + 1 - 2i'} \int_{R}^{\infty} f'(r) r^{2j' - 2} dr
\]
Taking consideration of the symmetric term, we see that these are the terms involving one integral in (118).

**Type III**: Finally, let us collect all terms not containing any integral.

\[
\overline{\mathcal{III}} = \left\langle - \sum_{i,j=1}^{k} \frac{c_i c_j (2k-2i)(2k-2j)}{(4k-2i-2j-1)(4k-2i-2j-1)} \right| f(R)^2 \frac{R^{4k-1}}{2j(4k-1)} \left| \right|_{\text{sym}} + \sum_{i,j=1}^{k} \frac{c_i c_j (2k-2i)(2k-2j)}{4i j (4k-2i-2j-1)} \right| f(R)^2 R^{4k-1} + \sum_{i,j=1}^{k} c_i c_j \right| f(R)^2 \frac{R^{4k-1}}{4k-1} + 4k^2 \frac{R^{4k-1}}{4k-1} |f(R)|^2 \\
+ \left\langle \sum_{i,j=1}^{k} \frac{c_i c_j (2k-2i)(2k-2j)}{2i (4k-2i-2j-1)} \right| f(R)^2 \frac{R^{4k-1}}{2i(4k-1)} \left| \right|_{\text{sym}} + 2k \left\langle \sum_{i=1}^{k} c_i |f(R)|^2 \frac{R^{4k-1}}{4k-1} \frac{2k-2i}{2i(4k-1)} \right| \right\rangle_{\text{sym}} \\
+ \left\langle \sum_{i=1}^{k} c_i \frac{2k}{4k-1} |f(R)|^2 R^{4k-1} \right| \right\rangle_{\text{sym}}
\]

We fully expand the symmetric term and obtain

\[
\overline{\mathcal{III}} = |f(R)|^2 R^{4k-1} \sum_{i,j=1}^{k} c_i c_j \times
\]

\[
\left\{ -\frac{(2k-2i)(2k-2j)}{(4k-1)(4k-2i-2j-1)} \left( \frac{1}{2} + \frac{1}{2j} \right) + \frac{(2k-2i)(2k-2j)}{4i j (4k-2i-2j-1)} + \frac{1}{4k-1} + \frac{1}{4k-1} \left( \frac{2k-2i}{2i} + \frac{2k-2j}{2j} \right) \right\}
\]

\[
+ |f(R)|^2 R^{4k-1} \sum_{i=1}^{k} c_i \frac{2k}{4k-1} \left[ \frac{2k-2i}{2i} + 1 \right] + |f(R)|^2 R^{4k-1} \sum_{i=1}^{k} c_i \frac{2k}{4k-1} \left[ \frac{2k-2i}{2i} + 1 \right]
\]

\[
+ 4k^2 \frac{R^{4k-1}}{4k-1} |f(R)|^2
\]

\[
= |f(R)|^2 R^{4k-1} \sum_{i,j=1}^{k} c_i c_j \frac{1}{4k-1} \left[ \frac{(2k-2i)(2k-2j)}{4i j} + 1 + \frac{2k-2i}{2i} + \frac{2k-2j}{2j} \right]
\]

\[
+ |f(R)|^2 R^{4k-1} \frac{4k^2}{4k-1} \sum_{i=1}^{k} \frac{c_i}{2i} + \sum_{j=1}^{k} \frac{c_j}{2j} \right| + 4k^2 \frac{R^{4k-1}}{4k-1} |f(R)|^2
\]

\[
= \frac{4k^2}{4k-1} |f(R)|^2 R^{4k-1} \left[ \sum_{i=1}^{k} \frac{c_i}{2i} + \sum_{j=1}^{k} \frac{c_j}{2j} \right] + 4k^2 \frac{R^{4k-1}}{4k-1} |f(R)|^2
\]

\[
= \frac{d_1 d_1}{4k-1} |f(R)|^2 R^{4k-1}
\]

We used the sum identity (120) for the last step. Comparing this expression with (118), this is exactly the first term there, hence we conclude that when \( d = 4k + 1 \)

\[
A S_{d, f} = 2^{d-1} \pi^d \| \text{Proj}_{W^+} f \|_{H^1(W^+, \mathbb{R}, d^d - 1)}^2
\]

Combing all the conclusions in Section 4.3 for \((0, g)\) data and Section 4.4 for \((f, 0)\) data, we have completed our proof of Theorem 2.
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