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Abstract

This paper describes the systems developed by the HCCL team for the NIST 2021 speaker recognition evaluation (NIST SRE21). We first explore various state-of-the-art speaker embedding extractors combined with a novel circle loss to obtain discriminative deep speaker embeddings. Considering that cross-domain speaker recognition is one of the key challenges of SRE21, we introduce several techniques to reduce the cross-domain mismatch. Specifically, Codec and speech enhancement are directly applied to the raw speech to eliminate the codecs and the environment noise mismatch. We denote these methods that work directly on raw audio to eliminate the relatively explicit mismatch collectively as data adaptation methods. Experiments show that data adaption methods achieve 15% improvements over our baseline. Furthermore, some popular back-ends domain adaptation algorithms are deployed on speaker embeddings to alleviate speaker performance degradation caused by the implicit mismatch. Score calibration is a major failure for us in SRE21. The reason is that score calibration with excessive parameters easily leads to overfitting.

Index Terms: the NIST SRE21, RepVGG, circle loss, data adaptation, calibration

1. Introduction

Speaker recognition aims to identify or verify an individual’s identity from samples of his/her voice, which has developed rapidly over the years. The series of Speech Recognition Evaluations (SRE) conducted by the National Institute of Standards and Technology (NIST) usually reflects the most advanced technology in the field of speaker recognition. The 2021 Speaker Recognition Evaluation (SRE21) [1] is the latest of the series of speaker recognition evaluations. Unlike the previous SREs, SRE21 brought serious cross-linguistic and cross-channel problems between enrollment and test, although it still focuses on cross-domain problems.

In this paper, we describe our systems developed for the NIST SRE21. All subsystems use a typical two-stage pipeline consisting of a strong discriminative speaker embedding extractor and a domain-specific PLDA backend [2, 3]. In addition to the typical Extended TDNN [4, 5], ECAPA [6], and SEResNet [7] models, we introduce a powerful network topology, RepVGG and a more discriminative margin-based angular loss function, which is proposed in [8]. To improve the robustness of extractors, we increase the amount and diversity of training data through data augmentation. Cross-domain remains one major challenge for speaker recognition. Some cross-domain situations are obvious, observable or easily changed, e.g., sample rate, duration, noise. While others are latent, difficult to observe or change, e.g., channel, language, recording conditions. For the latter, regularization and adaptation working on embeddings or back-ends to eliminate the mismatch are the best approach [9]. For the former, however, it is perhaps better to eliminate the mismatch by working directly on audio, that is, data adaptation. In this paper, we explore ways to eliminate mismatches directly on audio from two perspectives, one is codec, the other is denoise. The complementarity of data adaptation and back-ends adaptation algorithms is explored afterwards. Finally, score calibration and fusion are described and analyzed. By comparing with other methods, we analyze the reasons for failure.

The rest of this paper is organized as follows: data usage and setting are briefly introduced in Section 2. Section 3 describes deep speaker embedding extractors in detail. Data adaptation methods are introduced in Section 4, followed by back-ends domain adaptation algorithms in Section 5. Next, calibration and fusion are described in Section 6. Finally, section 7 conclude the paper.

2. Data & Settings

2.1. Training data

The training data for SRE21 consist of the NIST SRE CTS Superset [10], SRE16 evaluation set [11] and the VoxCeleb corpus [12, 13]. The NIST speaker recognition evaluation (SRE) conversational telephone speech (CTS) superset is extracted from prior SRE datasets(SRE1996-2012), which contains 6867 speakers. Each segment contains approximately 10 to 60 seconds of speech and most of the speech segments are spoken in English. NIST SRE16 set provides two sets of development data and one unlabeled set. The dev set consists of 20 individuals, ten of whom speak Mandarin and ten of whom speak Ce-buano. Similar to the dev set, the eval set contains 201 individuals, 100 speak Tagalog and 101 speak Cantonese. VoxCeleb 1&2 are large scale speaker recognition datasets collected from YouTube. VoxCeleb 1 includes dev and test parts, with 1211 and 40 speakers separately. While VoxCeleb 2 contains 5994 speakers in dev set and 120 speakers in test set. Most of the utterance lengths of VoxCeleb distributes are in the [4s, 15s] range. Due to its short duration, we concatenate the subsegments belonging to the same original video into a unique segment to balance the duration of each segment during the training stage, denoted as VoxCat.

2.2. Dev and eval set

The SRE21 development and evaluation set consist of conversational telephone speech and audio from video (AIV). Similar to the recent SREs(SRE18,SRE19,SRE20), differences in terms of languages and channels cause a considerable mismatch between
the trained model and test data. However, in SRE21, the mismatch between enroll and test audio in terms of languages and channels is more challenging, especially for target trials. After analyzing the audio of the dev and eval sets, we briefly summarize the main difficulties: i) language mismatch between the training set and test set. ii) channel mismatch between the training set and test set. iii) language mismatch between enrollment and test. iv) channel mismatch between enrollment and test.

2.3. Augmentation data

In order to increase the diversity of the acoustic conditions in the training set, we create four copied versions of the original recordings, which are corrupted by either digitally adding noise (i.e., babble, general noise, music) or convolving with simulated and measured room impulse responses (RIRS). In addition, to mitigate the difference in domains between VoxCat and NIST SRE sets, GSM AMR codec at 6.7 and 4.75 kbps augmentation are added to VoxCat.

2.4. Experiments setting.

Data preprocessing

An energy-based and harmonics-based SAD is used to drop the non-speech frames. For speech parameterization, we extract 81-dimensional Fbank and 80-dimensional MFCC from 25ms frames every 10ms using 80-channel filterbank spanning the frequency range 40-3800 Hz and 20-3700Hz, respectively. In addition, 3-dimension of the pitch features are concatenated. Finally, We applied cepstral mean-normalization (CMN) with a sliding window of up to 3 seconds on these acoustic features.

Training strategy

The mini-batch size is 64. Stochastic gradient descent (SGD) with momentum 0.9 is utilized. The learning rate is set to 0.1, 0.01, 0.001 and is switched when the training loss plateaus. The chunk-size $L$ is randomly sampled from the interval $[L1;L2]$, and the interval is set to $[400,800]$, $[600,1000]$ and $[800,1000/1200]$ in the three training stages.

3. Extractors

3.1. Encoder network

3.1.1. ETDNN

The Extended Time Delay Neural Network architecture (ETDNN) has been introduced in [4, 5] and widely used in the past years. Similar to the TDNN x-vector network, E-ETDN is composed of a sequence of time-delay layers and a pooling layer. Meanwhile, E-ETDN slightly enlarges temporal context and interleaves fully-connected layers between the TDNN layers. This architecture has been found to perform greatly in SRE18 and SRE19 benchmarks. In our systems, the number of channels and embedding size are set to 1024, an attentive statistics pooling layer [14] and two fully-connected layers transfer frame-level features to segment-level features. The nonlinearities are Leaky rectified linear units (leaky ReLUs).

3.1.2. ECAPA

Emphasized Channel Attention, Propagation and Aggregation in TDNN (ECAPA-TDNN), newly proposed in [6], is an enhanced version of the standard TDNN architecture. It integrates a Res2Net module to enhance the central convolutional layer so that it can process multi-scale features by constructing hierarchical residual-like connections within. The 1-dimensional SE-block and multi-layer feature aggregation are integrated to extract complementary information from the shallow feature maps. In our systems, Res2Net module [15] is replaced by Hierarchical-Split (HS) module [16]. Through our theoretical derivation [17] and experimental validation, it is found that little difference exists between stacked Res2Net modules and stacked HS modules, either in terms of expressive capacity or experimental results. While, HS modules performs slightly better on minDCF. We use our implementation of ECAPA-TDNN with the following parameters: the number of HS-ResNet blocks are set to 4 with dilation values 2,3,4,5 for blocks; the number of channels and embedding size are set to 1024.

3.1.3. ResNet-SE

As one of the most classical CNN network, ResNet with squeeze and excitation (SE) block [18] has achieved great performance in speaker recognition. In this system, we adopt ResNet34-SE with ASP layer and the channel configurations of residual block are (32,64,128,256) and (64,128,256,512).

3.1.4. RepVGG

RepVGG are proposed in [8] and achieves great performance in computer vision field. It decouples a training-time multibranch topology with an inference-time plain architecture by using structural re-parameterization, which replaces parallel convolution modules with one convolution kernel. Our prior work in SRE20 challenge and [19] have proven its power in speaker verification and recognition.

Figure 1: Structural re-parameterization of a RepVGG block.

As Fig. 1 shows, in the training stage, a multi-branch topology, named as RepVGG block, is adopt with multi-scale convolutions, $1 \times 1$ and $3 \times 3$ convolutions and identity map. These operations with various receptive field can enrich the feature space and enhance the representational capacity of models. Then, in the inference stage, RepVGG block with multi-branch is equivalently transformed into a single conv to accelerate inference.

Then, we describe how to convert a multi-branch RepVGG block into a single $3 \times 3$ conv layer.

$$M_{out} = \sum_{k=0,1,3} bn(M^{in} \otimes W^{(k)}, \mu^{(k)}, \sigma^{(k)}, \gamma^{(k)}, \beta^{(k)})$$

\[bn(M, \mu, \sigma, \gamma, \beta)_{j,:,:} = (M_{j,:,:} - \mu_{j})/\sigma_{j} + \beta_{j} \]

\[W^{(k)}_{j,:,:} = \sum_{k=0,1,3} \gamma^{(k)}_{j}/\sigma^{(k)}_{j} W^{(k)}_{j,:,:} \]

\[b^{(k)}_{j,:,:} = \sum_{k=0,1,3} -\mu^{(k)}_{j}/\sigma^{(k)}_{j} + \beta^{(k)}_{j} \]

\[Then: M_{out} = M^{in} \otimes W^{'} + b^{'} \]
Table 1: Results of systems in SRE21 sets

| System | Feature | PLDA | +data adaptation | +CORAL+ |
|--------|---------|------|------------------|---------|
|        |         | dev  | eval            | dev     | eval  |
|        |         | EER  | minCp           | EER     | minCp |
| 1      | RepVgg  | 7.43 | 0.517           | 5.71    | **0.349** |
|        | Fbank   | 5.37 | 0.544           | 5.19    | 0.414 |
| 2      | ResNet34-32 | 7.34 | 0.621           | 5.67    | 0.470 |
|        | Fbank   | 5.91 | 0.543           | 5.78    | 0.426 |
| 3      | ETDNN   | 6.68 | 0.465           | 5.94    | 0.381 |
|        | Fbank   | 7.45 | 0.458           | 5.89    | 0.590 |
| 4      | ETDNN   | 7.06 | **0.439**       | 6.77    | 0.415 |
|        | MFCC    | 7.54 | 0.527           | 7.74    | 0.621 |
| 5      | ECAPA   | 8.74 | 0.720           | 6.22    | 0.520 |
|        | Fbank   | 9.69 | 0.739           | 7.06    | 0.590 |
| 6      | ResNet34-64 | 6.75 | 0.566           | 5.89    | 0.430 |
|        | Fbank   | 6.19 | **0.463**       | 7.34    | 0.549 |

Table 2: Results of data adaptation on RepVGG model

| codec   | dev  | PLDA | EER  | minCp |
|---------|------|------|------|-------|
| ini     | 8.48 | 0.506| 7.43 | 0.517 |
| denoise | 8.20 | 0.506| 7.57 | 0.474 |
| codec   | 8.40 | 0.485| 6.17 | 0.419 |
| denoise + codec | 7.31 | 0.463| 5.51 | 0.365 |
| denoise + codec | 7.11 | **0.459**| 5.71 | **0.349** |

3.2. Denoising

After analyzing the AFV segments, we notice that many flac-files contain strong low frequency narrow band noise and background noise, which causes a huge mismatch between ctts-files. We deploy a hybrid denoise model, which contains convolutional-deconvolutional U-net structure [22] and dual-path long short-term memory (DP-RNN [23]) to eliminate the background noise. As suggested in [24], the complex domain method was found to achieve better mean opinion scores. In the hybrid model, the input audio is first transformed into time-frequency spectrum using short-time frequency transform. The spectrum is convolved by 2 sequential convolutional layers into a 3-D (channel, frequency and time) high-level representation. The DP-RNN is built using 2 stacked dual-path blocks, each of which consists of a bidirectional LSTM on frequency dimension, a global layer normalization, a unidirectional LSTM on time dimension and a global layer normalization. After processed by the DP-RNN module, the 3-D feature map is fed into 2 deconvolutional layers to generate complex masks [22]. The enhanced signal can be obtained by inverse STFT operated on the enhanced spectrum.

4.3. Results and analysis

Results of data adaptation on RepVGG model are shown in Table 2, and results of all systems are shown in Table 1. Three
Table 3: Results of systems after different partition calibrations

| System | partition calibration (channel and gender) |  | partition calibration (only channel) |  |
|--------|------------------------------------------|---|-----------------------------------|---|
|        | dev | act | EER | min $C_p$ | act$C_p$ | EER | min $C_p$ | act$C_p$ | EER | min $C_p$ | act$C_p$ |
| 1      | RepVgg | | 3.30 | 0.223 | 0.227 | 3.57 | 0.316 | 3.30 | 0.202 | 0.207 | 3.87 | 0.317 |
| 2      | ResNet34-32 | | 3.62 | 0.237 | 0.241 | 3.87 | 0.307 | 3.48 | 0.229 | 0.236 | 3.57 | 0.294 |
| 3      | ETDNN | | 3.35 | 0.245 | 0.256 | 4.51 | 0.373 | 3.79 | 0.252 | 0.267 | 4.78 | 0.359 |
| 4      | ETDNN(M) | | 3.74 | 0.280 | 0.282 | 5.28 | 0.442 | 4.23 | 0.275 | 0.279 | 5.14 | 0.390 |
| 5      | ECAPA | | 3.81 | 0.269 | 0.276 | 4.00 | 0.341 | 3.50 | 0.243 | 0.249 | 3.80 | 0.288 |
| 6      | ResNet34-64 | | 3.93 | 0.255 | 0.263 | 3.74 | 0.326 | 3.90 | 0.235 | 0.238 | 3.75 | 0.304 |

**Table 3: Results of systems after different partition calibrations**

Here, $\Phi_{out}$ and $\Phi_{in}$ are the covariance matrices of the OOD and InD data, respectively. $M$ is the transformation matrix. $B$ is an orthogonal matrix to diagonalise $\Phi_{b,c}$ and $\Phi_{w,c}$, as equation shows. Finally, $\gamma$ and $\beta$ are the adaptation parameters.

Results of all systems are shown in Table 1. It is found that CORAL+ achieve about 10%-25% improvements in min $C_p$.

### 6. Calibration and Fusion

Because the distribution of scores is different in different parts, we use partition calibration. We calibrate the scores in different test conditions separately by BOSARIS Toolkit [27] after we obtain pseudo-labels of language and gender. Besides, the scores are calibrated with various duration characteristics, which include the duration of segment, the l2 norm of embeddings [28], named as Quality Measurements (QM).

However, these leads to a significant deviation between the performance of dev and eval set, either in min $C_p$ or act$C_p$. The results are not present in Table 3. The major reason is that we do not set constraints and give too many parameters leading to overfitting on the dev set. Thus, we use channel and gender information to calibrate scores after removing QMs and language pseudo-labels. Results are shown in partition calibration (channel and gender) of Table 3. It is obvious that a deviation still exists between min $C_p$ and act$C_p$, which should be equal in theory if calibration is good. After analyzing scores, we find that not enough male trials in dev set are the major reason. After removing gender information from calibration, the deviation between min $C_p$ or act$C_p$ in the eval set reduces significantly. Results are shown in partition calibration (only channel) part of Table 3. Thus, we can draw two conclusions, (i) simpler, more robust, (ii) the number of trials in dev set is important.

### 7. Conclusions

This paper presents systems developed by HCCL team for the NIST SRE21. We explore various strong speaker embedding extractors and circle loss to get discriminative embeddings. Data adaptation methods are proposed to mitigate the cross-domain mismatch. Results show that observable and easily changed things are worth noting. (i) Different data domain adaptation methods are complementary to each other; (ii) Data adaptation achieve little improvements on Cos, about 10% in min $C_p$, while large improvements on PLDA, about 30% in min $C_p$ in total. (iii) Data adaptation works on all models.

### 5. Back-ends domain adaption

The CORAL algorithm is proposed to align the covariance between different domain embeddings via a whitening and re-coloring process. In [9], the author integrate CORAL into PLDA to adapt the between-class and within-class covariance matrices of PLDA model.

$$
\Phi_{out} = \Phi_{w,out} + \Phi_{b,out} \quad \Phi_{in} = \Phi_{w,in} + \Phi_{b,in}
$$

$$
M = \Phi_{w\cdot in}^{-1/2} \Phi_{out}^{-1/2}
$$

Then, to improve the robustness of adaptation, [9] introduce additional adaptation parameter and regularization to the adaptation equation, named as CORAL+. For convenience, the training set is referred to as out-of-domain (OOD) since it differs from the test set, which is the area of interest and hence referred to as in-domain (InD).

$$
B^T \Phi_{w,c} B_w = I \quad B^T \Phi_{b,c} B_b = E, \quad \text{Here : } * \in \{b,w\}
$$

$$
\Phi_{b,c} = \Phi_{out} + \gamma B_b B_b^{T \max \{E_u, I\}} B_b^{-1}
\Phi_{w,c} = \Phi_{w,out} + \beta B_w B_w^{T \max \{E_u, I\}} B_w^{-1}
$$

Figure 2: The speech spectrum before and after denoising. (a) is the initial spectrum, (b) is the spectrum after denoise by model trained with clean data, (c) is the spectrum after denoise by model trained with CTS data.
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