Seizure prediction with long-term iEEG recordings: What can we learn from data nonstationarity?
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Abstract—Repeated epileptic seizures impair around 65 million people worldwide and a successful prediction of seizures could significantly help patients suffering from refractory epilepsy. For two dogs with yearlong intracranial electroencephalography (iEEG) recordings, we studied the influence of time series nonstationarity on the performance of seizure prediction using in-house developed machine learning algorithms. We observed a long-term evolution on the scale of weeks or months in iEEG time series that may be represented as switching between certain meta-states. To better predict impending seizures, retraining of prediction algorithms is therefore necessary and the retraining schedule should be adjusted to the change in meta-states. There is evidence that the nature of seizure-free interictal clips also changes with the transition between meta-states, which has been shown relevant for seizure prediction.

I. Introduction

The permanent uncertainty is one of the biggest burdens for people with epilepsy [1]. Driven by the advances in data analytics with machine learning, a remarkable progress in the prediction of impending seizure events has been made in the last years [2]. The evaluation of new methods, however, is treacherous because it is mostly conducted on short-term recordings (here short-term means data of presurgical diagnostics with a duration up to two weeks) and hence the outcome was over-optimistic [3]–[7].

Table I

|          | seizures | recording span | recorded data |
|----------|----------|----------------|---------------|
| dog A    | 45(40)   | 476 d          | 344 d         |
| dog B    | 84(18)   | 452 d          | 214 d         |

Table II

| split times / d |
|-----------------|
| index           |
| 0               |
| 1               |
| 2               |
| 3               |
| 4               |
| 5               |
| 6               |
| dog A           |
| 24              |
| 50              |
| 275             |
| 333             |
| 362             |
| 404             |
| 434             |
| dog B           |
| 41              |
| 72              |
| 95              |
| 350             |
| 408             |
| 426             |
| 436             |

II. Method

A. Data set

We used iEEG recordings of two dogs (I004_A0002 and I004_A0003) shared by the collaborative initiative ieeg.org. Information on the data set is summarized in Tab. I. For further details, refer to [9], [13]. The data set was recorded by an implanted NeuroVista seizure advisory system. Irrespective the recording gaps its time span is more than one order of magnitude longer than the two-week contemporary standards.

For both dogs seizures were found to occur in clusters, i.e. the time separation between subsequent events in the same cluster is less than 12 hours while the inter-cluster separation is on the scale of weeks or months. To investigate time series non-stationarity, the complete recording was split into time periods with each containing a single seizure cluster. The splitting points are listed in Tab. II. Additionally, the timeline layout of data characteristics including seizures, data gaps, and splits is presented in Fig. 1.

B. Detection of seizure precursors

A fundamental hypothesis of seizure prediction is that seizures come with precursors, i.e. the preictal cortical
dynamics shortly before a seizure onset is different from interictal states far away from any event [14], [15]. The detection of seizure precursors is then performed by classifying iEEG segments into preictal/interictal classes. Here we used the definition that the one-hour interval up to 5 min before an onset is preictal and interictal is one week away from any seizure [2], [9]. Continuous recordings are segmented into 10 min clips for further processing.

For an automated classification of iEEG clips, we apply multilayer perceptrons (MLP) with hand-crafted features as input: 1) Band power spectrum has shown its success in recent Kaggle competitions [2], [9]. 2) Autoregressive models were used to extract sequential information in EEG signals [16]. 3) Mean phase coherence is able to probe the weak nonlinear correlation among channels [17]. All three features are used jointly in this study and are expected to provide complementary information on seizure dynamics.

All preictal and interictal clips until a predetermined split point were used to train a MLP model while the time periods beyond this point were used for testing. Considering the strong imbalance between preictal and interictal classes, we used the precision-recall (PR) area-under-curve value to evaluate precursor detection performance in addition to the usual receiver operating characteristic (ROC) AUC value. Our MLP model has three hidden layers with 16, 8 and 4 neurons, and each is followed by a batch normalization layer, respectively. ReLU is used for all layers except a sigmoid function for the last layer. For a reliable statistical evaluation we trained 100 MLP models with different initial weights and reported the mean AUC values.

The choice of a feature-based method with MLP is based on our recent observation that such a simple method could achieve the similar state-of-the-art performance as more sophisticated deep-learning counterparts [18]–[20]. Moreover, both methods deliver false predictions in coherent way [19], which is in consistence with the finding that the ensembling of top algorithms can not improve the performance further [12]. For our treatment of super-long EEG recordings in this study we use therefore the simple feature-based method with MLP to save the computational resource, and it is expected the similar behavior will be observed for other models including the deep networks in response to the long-term nonstationarity studied here.

C. Setting seizure alarms

With the preictal probability of each data clip provided by the MLP model, a moving-window average with size $t_w$ was applied to suppress jitters. An alarm with duration $t_d$ was raised after an intervention delay $t_i$ if the smoothed preictal probability is beyond a threshold $p_{th}$. Here we fixed $t_i = 300$ s and optimized other parameters $t_d$, $p_{th}$, $t_w$ via a genetic algorithm [21] using the time period right after the train set for the MLP model. The performance of an alarm setting was evaluated by the time in warning (TIW) at 100% sensitivity. Here TIW is the ratio of total time in alarm and the duration of used recording.

III. Results and discussion

A. Performance of precursor detection and grouping of seizure clusters

The performance of preictal/interictal classification for dog A is shown in Fig. 2. To mimic the scenario of a real-time clinical trial we shifted gradually the train/test split point to include more and more data in training. An obvious finding is that test scores of a given time period could change significantly with varying the train set, which implies the nonstationarity of iEEG recordings considered. Moreover, for most cases better scores were obtained for a time period when it came closer to the train set. Therefore, to better predict the impending seizures a retraining with very recent iEEG recordings is necessary.

Another insight from Fig. 2 is the grouping of seizure clusters and the associated time periods. For dog A the eight seizure clusters fall roughly into four groups (0, 1) (2) (3-6) (7). When some seizures of a group were used for training, higher AUC scores were obtained for the time periods containing remaining seizures in the group, i.e.
seizure clusters in a group and the corresponding time
periods are highly similar in nature. For example, when the
algorithm is trained with all data up to split point 3 (train
setup 3), the test scores of periods 4-6 are remarkably
high. In contrast, for groups unseen in training the test
performance is worse, see for instance the group (3-6) for
train setups 0-2. This evidences the difference between
seizure groups. The grouping behavior indicates the ex-
istence of meta-states for long-term cortical dynamics and
the time evolution can be represented as the switching
between these states.

A comparison of ROC and PR scores in Fig. 2 found that
they show a similar trend of variation but the contrast of
performance difference is emphasized more in PR scores.
In the following, we use the PR score only.

B. Change in interictal states and the relevance to seizure
prediction

It is not expected that the nonstationarity of cortical
dynamics is only reflected in the change of seizures or
their precursors although that has always been the focus
in seizure prediction in the past. To detect the possible
change in interictal states and to demonstrate its effect on
seizure prediction we successively changed the train set for
dog A by including more and more interictal samples to
see how the performance of precursor detection varies. As
shown in Fig. 3 (a-c), with shifting the split point from day
85, to day 155, and then to day 175 the predicted preictal
probability changes dramatically. With the noisy variation
profile in (a) clear spike structures emerge when going
from (b) to (c). Here the performance improvement for
time periods 3-6 is merely due to the inclusion of interictal
states recorded between day 85 and day 275.

To exclude the possibility that the performance change
is caused by the increase of the amount of interictal states
in train set only, we designed an alternative train setup
as shown in Fig. 3 (d). Compared to (b) it has the same
preictal states and a similar amount of interictal states
in the train set. The outcome of precursor detection with
the setup has, however, no detectable improvement over
(a). Corresponding to such visual changes the PR AUC
scores of (a-d) are 0.06, 0.10, 0.20 and 0.03, respectively.
The results in (a-d) showed clearly that interictal states
between day 85 and day 275 contain information relevant
for the detection of precursors of seizure clusters 3-6.
It demonstrates the dynamical change in the nature of
interictal states and its importance for seizure prediction.

As a partial support to the discovered change in interictal
states we show in Fig. 3 (e) an example component of
our features after processed by principle component anal-
ysis (PCA) and independent component analysis (ICA)
methods. With PCA we keep only first 10 principal com-
ponents which amounts to 96 % variance of the original
signal. One can see clearly: 1) the difference between time
periods 0-1, 3-6, and 7; 2) the drift in time period 2 and
its approaching to stationary state after the gap beginning
at day 155; and 3) feature values in the time period 2
after day 155 being close to those in time periods 3-6.
This explains on one hand the grouping of seizure clusters
and on the other hand the change in nature of interictal
states and why interictal states between day 85 and day
275 can help to detect precursors of seizure clusters 3-6.
C. Variation of precursor detection performance for dog B

The reported results are not specific to dog A. As shown in Fig. 4 for dog B the performance of precursor detection normally is the highest when the test time period is adjacent to the train set. There are exceptions, that could be explained by the grouping of seizure clusters and the corresponding time periods. For dog B one can identify a group structure (0-2, 5-7) (3,4). Note that two periods belonging to the first group can be separated by months, which implies the recurrent nature of the meta-state dynamics of this subject. With train setups 3 and 4 the inclusion of states from the group (3,4) leads to the lowering of performance scores for time periods 5-7 as compared to train setups 1 and 2. This has an important implication for the retraining of precursor detection algorithms: It is not the amount of train data which helps but rather the nature of the data. To be precise, trained with data (only) from the same group/meta-state as the test set will be the optimal choice.

D. Variation of performance of seizure alarms

To characterize the performance of seizure alarms raised we present the TIW values at 100 % sensitivity for dog A in Fig. 5. Validation scores for the time period used to optimize the parameters of alarm setting are at the left side of the green line. The variation of performance can be explained by the reported grouping of seizure clusters and
IV. Conclusion

Using a machine learning algorithm by applying multilayer perceptrons and hand-crafted features, we have focused on how non-stationarity of iEEG time series affects the prediction performance and what clues can be found for the future design of the algorithm. Thereby we found that:

1) When varying the time period used for training the algorithms, one can observe significant changes in the prediction performance of most test recording periods, which points to the long-term evolution of cortical states on a time scale of weeks to months. Retraining of prediction algorithms is therefore necessary to better predict the impending seizures.

2) Seizures within their associated recording periods are intrinsically organized into groups, members of a group may even be far apart in time. The test performance can benefit significantly from train data from the same group. On the contrary, the inclusion of training data from other, different groups worsens the performance. These are clear indications that it is not the amount of train data improves the performance, but the composition of the train data.

3) The grouping of seizures within their associated recording time periods implies the existence of meta-states of cortical dynamics. Thus, by applying a multi-state model, a coarse-grained representation of the temporal evolution of cortical dynamics can be obtained as the switching between such meta-states.

4) The retraining of prediction algorithms must be scheduled according to the change in cortical meta-states. Furthermore, the composition of a train set should be adjusted as well.

5) There are evidences that the nature of seizure-free interictal data clips changes along with the transition between meta-states. The switch of cortical meta-states and the right time for schedule a retraining may be probed via such changes in the interictal states.
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