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Abstract. The conformal structure of the Schwarzschild–de Sitter spacetime is analysed using the extended conformal Einstein field equations. To this end, initial data for an asymptotic initial value problem for the Schwarzschild–de Sitter spacetime are obtained. This initial data allow to understand the singular behaviour of the conformal structure at the asymptotic points where the horizons of the Schwarzschild–de Sitter spacetime meet the conformal boundary. Using the insights gained from the analysis of the Schwarzschild–de Sitter spacetime in a conformal Gaussian gauge, we consider nonlinear perturbations close to the Schwarzschild–de Sitter spacetime in the asymptotic region. We show that small enough perturbations of asymptotic initial data for the Schwarzschild–de Sitter spacetime give rise to a solution to the Einstein field equations which exists to the future and has an asymptotic structure similar to that of the Schwarzschild–de Sitter spacetime.

1. Introduction

The stability of black hole spacetimes is, arguably, one of the outstanding problems in mathematical general relativity. The challenge in analysing the stability of black hole spacetimes lies in both the mathematical problems as well as in the physical concepts to be grasped. By contrast, the nonlinear stability of Minkowski spacetime—see, e.g. [8,18]—and de Sitter spacetimes—see [16,18]—are well understood.

The results in [16,18] show that the so-called conformal Einstein field equations are a powerful tool for the analysis of the stability and global properties of vacuum asymptotically simple spacetimes—see [11,16,18,26]. They provide a system of field equations for geometric objects defined on a four-dimensional Lorentzian manifold \((\mathcal{M}, g)\), the so-called unphysical spacetime, which is conformally related to a spacetime \((\mathcal{M}, \tilde{g})\), the so-called physical
spacetime, satisfying the Einstein field equations. The conformal framework allows to recast global problems in \((\mathcal{M}, \tilde{g})\) as local problems in \((\mathcal{M}, g)\). The metrics \(g\) and \(\tilde{g}\) are related to each other via a rescaling of the form \(g = \Xi^2 \tilde{g}\) where \(\Xi\) is a so-called conformal factor. Crucially, the conformal Einstein field equations are regular at the points where \(\Xi = 0\)—the so-called conformal boundary. Moreover, a solution thereof implies, wherever \(\Xi \neq 0\), a solution to the Einstein field equations.

At its core, the conformal Einstein field equations constitute a system of differential conditions on the curvature tensors respect to the Levi–Civita connection of \(g\) and the conformal factor \(\Xi\). The original formulation of the equations as given in, say \([11, 13, 15]\), requires the introduction of so-called gauge source functions. An alternative approach to gauge fixing is to adapt the analysis to a congruence of curves. In the context of conformal methods, a natural candidate for a congruence is given by conformal geodesics—see \([24, 28]\). To combine gauges based on the properties of congruences of conformal geodesics with the conformal Einstein field equations, one needs a more general version of the latter—the so-called extended conformal Einstein field equations \([20]\).

The extended conformal field equations have been used to obtain an alternative proof of the semiglobal nonlinear stability of the Minkowski spacetime and of the global nonlinear stability of the de Sitter spacetime—see \([40]\). In view of these results, a natural question is whether conformal methods can be used in the global analysis of spacetimes containing black holes. This article gives a first step in this direction by analysing certain aspects of the conformal structure of the Schwarzschild–de Sitter spacetime.

1.1. The Schwarzschild–de Sitter Spacetime

The Schwarzschild–de Sitter spacetime is a spherically symmetric solution to the vacuum Einstein field equations with cosmological constant. It depends on two parameters: the cosmological constant \(\lambda\) and the mass parameter \(m\). The assumption of spherical symmetry almost completely singles out the Schwarzschild–de Sitter spacetime among the vacuum solutions to the Einstein field equations with de Sitter-like cosmological constant. The other admissible solution is the so-called Nariai spacetime. This observation can be regarded as a generalisation of Birkhoff’s theorem—see \([50]\). For small values of the areal radius \(r\), the solution behaves like the Schwarzschild spacetime and for large values its behaviour resembles that of the de Sitter spacetime. In the Schwarzschild–de Sitter spacetime the relation between the mass and cosmological constant determines the location of the cosmological and black hole horizons.

The presence of a cosmological constant makes the Schwarzschild–de Sitter solution a convenient candidate for a global analysis by means of the extended conformal field equations: the solution is an example of a spacetime which admits a smooth conformal extension towards the future (respectively, the past)—see Figs. 3, 4 and 5 in the main text. This type of spacetimes are called future (respectively, past) asymptotically de Sitter—see Sect. 2.1 for definitions and \([1, 29]\) for a more extensive discussion. As the cosmological
constant takes a de Sitter-like value, the conformal boundary of the spacetime is spacelike and, moreover, there exists a conformal representation in which the induced 3-metric on the conformal boundary $\mathcal{I}$ is homogeneous. Thus, it is possible to integrate the extended conformal field equations along single conformal geodesics.

In this article we analyse the Schwarzschild–de Sitter spacetime as a solution to the extended conformal Einstein field equations and use the insights thus obtained to discuss nonlinear perturbations of the spacetime. A natural starting point for this discussion is the analysis of conformal geodesic equations on the spacetime. The results of this analysis can, in turn, be used to rewrite the spacetime in the conformal gauge associated with these curves. However, despite the fact that the conformal geodesic equations for spherically symmetric spacetimes can be written in quadratures [24], in general, the integrals involved cannot be solved analytically. In view of this difficulty, in this article we analyse the conformal properties of the exact Schwarzschild–de Sitter spacetime by means of an asymptotic initial value problem for the conformal field equations. Accordingly, we compute the initial data implied by the Schwarzschild–de Sitter spacetime on the conformal boundary and then use it to analyse the behaviour of the conformal evolution equations. An important property of these evolution equations is that their essential dynamics is governed by a core system. Consequently, an important aspect of our discussion consists of the analysis of the formation of singularities in the core system. This analysis is irrespective of the relation between $\lambda \neq 0$ and $m$. This allows us to formulate a result which is valid for the subextremal, extremal, and hyperextremal Schwarzschild–de Sitter spacetime characterised by the conditions $0 < 9m^2|\lambda| < 1, 9m^2|\lambda| = 1$ and $9m^2|\lambda| > 1$, respectively.

1.2. The Main Result

The analysis of the conformal properties of the Schwarzschild–de Sitter spacetime allows us to formulate a result concerning the existence of solutions to the asymptotic initial value problem for the Einstein field equations with de Sitter-like cosmological constant which can be regarded as perturbations of the asymptotic region of the Schwarzschild–de Sitter spacetime—see Figs. 1 and 2. Our existence result can be stated as:

**Main Result (asymptotically de Sitter spacetimes close to the asymptotic region of the SdS spacetime).** Given asymptotic initial data which are suitably close to data for the Schwarzschild–de Sitter spacetime there exists a solution to the Einstein field equations which exists towards the future (past) and has an asymptotic structure similar to that of the Schwarzschild–de Sitter spacetime—that is, the solution is future (past) asymptotically de Sitter.

**Remark 1.** A detailed formulation of the main result of this article can be found in Sect. 4.4—see Theorem 1.

Our analysis of the conformal evolution equations governing the dynamics of the background solution provides explicit minimal existence intervals for the solutions. These intervals are certainly not optimal. An interesting question
Development of asymptotic initial data close to that of the Schwarzschild–de Sitter spacetime in the global representation—the initial metric is $\hat{h}$, the standard metric on $S^3$, and the asymptotic points $Q$ and $Q'$ are excluded (denoted by empty circles in the diagram). a–c Illustrate the evolution of initial data close to the Schwarzschild–de Sitter spacetime in the subextremal, extremal and hyperextremal cases respectively. See also Figs. 3, 4 and 5.

As part of the analysis of the background solution we require asymptotic initial data for the Schwarzschild–de Sitter spacetime. The construction of this initial data allows to study in detail the singular behaviour of the conformal structure of the family of background spacetimes at the asymptotic points $Q$ and $Q'$, where the horizons of the spacetime meet the conformal boundary. As a consequence of the singular behaviour of the asymptotic initial data, the discussion of the asymptotic initial value problem has to exclude these points. In view of this, it turns out that a more convenient conformal representation to analyse the conformal evolution equations for both the exact Schwarzschild–de
Sitter spacetime and its perturbations is one in which the conformal boundary is metrically $\mathbb{R} \times S^2$ rather than $S^3 \setminus \{Q, Q'\}$ so that the problematic asymptotic points are sent to infinity—see Fig. 2. In this representation, the methods of the theory of partial differential equations used to analyse the existence of solutions to the conformal evolution equations implicitly impose some decay conditions at infinity on the perturbed initial data.

### 1.3. Related Results

The properties of the Schwarzschild–de Sitter spacetime have been systematically probed by means of an analysis of the solutions of the scalar wave equation using vector field methods—see [48]. This type of analysis requires special care when discussing the behaviour of the solution close to the horizons. In the asymptotic initial value problem considered in this article, the domain of influence of the initial data is contained in the region corresponding to the asymptotic region of the Schwarzschild–de Sitter spacetime.

The properties of the Nariai spacetime—the other solution appearing in the generalisation of Birkhoff’s theorem to spacetimes with a de Sitter-like cosmological constant—have been analysed by means of both analytic and numerical methods in [5,6]. In particular, in the former reference, it is shown that the Nariai solution does not admit a smooth conformal extension—see also [26]. Thus, it cannot be obtained from an asymptotic initial value problem.

Finally, it is pointed out that the singularity of the Schwarzschild–de Sitter spacetime is not a conformal gauge singularity since $\tilde{C}_{abcd}\tilde{C}^{abcd} \to \infty$ as $r \to 0$. Accordingly, theory of the extendibility of conformal gauge singularities as developed in [39] cannot be applied to our analysis. For any of the possible conformal gauges available, one either has a singularity of the Weyl tensor arising at a finite value of the parameter of a conformal geodesic or one has an inextendible conformal geodesic along which the Weyl tensor is always smooth.

### Notations and Conventions

The signature convention for (Lorentzian) spacetime metrics is $(+,-,-,-)$. In these conventions, the cosmological constant $\lambda$ of the de Sitter spacetime takes negative values. Cosmological constants with negative values will be said to be de Sitter-like.

In what follows, the Latin indices $a, b, c, \ldots$ are used as abstract tensor indices while the boldface Latin indices $\mathbf{a}, \mathbf{b}, \mathbf{c}, \ldots$ are used as spacetime frame indices taking the values $0, \ldots, 3$. In this way, given a basis $\{e_a\}$ a generic tensor is denoted by $T_{ab}$ while its components in the given basis are denoted by $T_{\mathbf{a}\mathbf{b}} \equiv T_{\mathbf{a}\mathbf{b}} e_a^a e_b^b$. We reserve the indices $i, j, k, \ldots$ to denote frame spatial indices respect to an adapted frame taking the values $1, 2, 3$. We make systematic use of spinors and follow the conventions and notation of Penrose & Rindler [45]—in particular, $A, B, C, \ldots$ are abstract spinorial indices while $\mathbf{A}, \mathbf{B}, \mathbf{C}, \ldots$ will denote frame spinorial indices with respect to some specified spin dyad $\{\epsilon_A^A\}$. Our conventions for the curvature tensors are fixed by the relation:

$$(\nabla_a \nabla_b - \nabla_b \nabla_a) v^c = R^c_{\quad d a b} v^d.$$
In addition, $D^\pm(A), H(A), J^\pm(A)$ and $I^\pm(A)$ will denote, respectively, the future (past) domain of dependence, the Cauchy horizon, the causal and the chronological futures (pasts) of $A$—see, e.g. [36, 55].

2. The Asymptotic Initial Value Problem in General Relativity

In this section we briefly revisit the notion of asymptotically de Sitter spacetimes—see [1, 29, 36]. After that, we review the properties of the extended conformal Einstein field equations that will be used in our analysis of the Schwarzschild–de Sitter spacetime. This general conformal representation of the Einstein field equations was originally introduced in [20]—see also [25, 52, 53] for further discussion. For completeness, the conformal constraint equations are presented—see [13, 14, 17, 25]. In addition, we provide a discussion on the notion of conformal geodesics and conformal Gaussian systems of coordinates—see [20, 24, 28, 49]. In this section, we also discuss how to use the conformal field equations expressed in terms of a conformal Gaussian system to set up an asymptotic initial value problem for a spacetime with a spacelike conformal boundary. We conclude this section with a discussion of the structural properties of the conformal evolution equations in the framework of the theory of symmetric hyperbolic systems contained in [37].

2.1. Asymptotically de Sitter Spacetimes

A spacetime $(\tilde{M}, \tilde{g})$ satisfying the vacuum Einstein field equations

$$\tilde{R}_{ab} = \lambda \tilde{g}_{ab}, \quad (1)$$

is future asymptotically de Sitter if there exist a spacetime with boundary $(\mathcal{M}, g)$, a smooth conformal factor $\Xi$ and a diffeomorphism $\varphi : \tilde{M} \to \mathcal{U} \subseteq \mathcal{M}$, such that:

- $\Xi > 0$ in $\mathcal{U},$
- $\Xi = 0$ and $d\Xi \neq 0$ on $\mathcal{I}^+ \equiv \partial \mathcal{U},$
- $\mathcal{I}^+$ is spacelike—i.e. $g(d\Xi, d\Xi) > 0$ on $\mathcal{I}^+,$
- $\mathcal{I}^+$ lies to the future of $\tilde{M}$—i.e. $\mathcal{I}^+ \subset I^+(\tilde{M}).$

Observe that this definition does not restrict the topology of $\mathcal{I}^+$. In particular, it does not have to be compact—see [29]. The notion of past asymptotically de Sitter is defined in analogous way. Additionally, $(\tilde{M}, \tilde{g})$ is asymptotically de Sitter if it is future and past asymptotically de Sitter. Notice that a spacetime which is asymptotically de Sitter is not necessarily asymptotically simple—see [36] for a precise definition of asymptotically simple spacetime. In the following, in a slight abuse of notation, the mapping $\varphi : \tilde{M} \to \mathcal{U} \subseteq \mathcal{M}$ will be omitted in the notation and we write

$$g = \Xi^2 \tilde{g}. \quad (2)$$

Furthermore, the term asymptotic region will be used to refer to the set $J^-(\mathcal{I}^+)$ of a future asymptotically de Sitter spacetime or $J^+(\mathcal{I}^-)$ of a past asymptotically de Sitter spacetime.
2.2. The Extended Conformal Einstein Field Equations

In this section, we provide a succinct discussion of the extended conformal Einstein field equations.

2.2.1. Basic Notions. Given any connection $\nabla$ over a spacetime manifold $\tilde{M}$, the torsion and Riemann curvature tensors are defined, respectively, by the expressions

$$(\nabla_a \nabla_b - \nabla_b \nabla_a)\phi = \Sigma^c \nabla_c \phi,$$

$$(\nabla_a \nabla_b - \nabla_b \nabla_a)u^c = R^c_{\ dab}u^d + \Sigma^d \nabla_d u^c,$$

where $\phi$ and $u^d$ are smooth scalar and vector fields respectively, while $\Sigma^c \nabla_c$ and $R^c_{\ dab}$ denote the torsion and Riemann tensors of $\nabla$.

2.2.2. Frames and Connection Coefficients. Let $\{e_a\}$ denote a set of frame fields on $\tilde{M}$ and let $\{\omega^a\}$ be the associated coframe. One has that $\langle \omega^a, e_b \rangle = \delta_a^b$. We define the frame metric as $g_{ab} \equiv g(e_a, e_b)$—in abstract index notation $g_{ab} \equiv e_a^a e_b^b g_{ab}$. From now on, we will restrict our attention to orthonormal frames, so that $g_{ab} = \eta_{ab}$, where consistent with our signature conventions $\eta_{ab} = \text{diag}(1, -1, -1, -1)$. The metric $g$ is then expressed in terms of the coframe $\{\omega^a\}$ as

$$g = \eta_{ab} \omega^a \otimes \omega^b.$$

The connection coefficients $\Gamma^c_{\ ab}$ of the connection $\nabla$ with respect to the frame $\{e_a\}$ are defined via the relation

$$\nabla_a e_b = \Gamma^c_{\ ab} e_c,$$

where $\nabla_a \equiv e_a^\alpha \nabla_\alpha$ denotes the covariant directional derivative in the direction of $e_a$. The torsion of $\nabla$ can be expressed in terms of the frame $\{e_a\}$ and the connection coefficients $\Gamma^c_{\ ab}$ via

$$\Sigma^c \nabla_c e_c = [e_a, e_b] - (\Gamma^c_{\ ab} - \Gamma^c_{\ bc} e_a) e_c.$$

2.2.3. Conformal Rescalings. Following the notation introduced in Sect. 2.1, two spacetimes $(M, g)$ are said to be $(\tilde{M}, \tilde{g})$ conformally related if the metrics $g$ and $\tilde{g}$ satisfy Eq. (2) for some scalar field $\Xi$. In the remainder of this article, the symbols $\nabla$ and $\tilde{\nabla}$ will be reserved for the Levi–Civita connection of the metrics $g$ and $\tilde{g}$. The connection coefficients of $\nabla$ and $\tilde{\nabla}$ are related to each other through the expression

$$\Gamma^c_{\ ab} = \tilde{\Gamma}^c_{\ ab} + S_{ab}^{\ cd} \Upsilon_d,$$

where

$$S_{ab}^{\ cd} \equiv \delta^c_a \delta_b^d + \delta^c_b \delta_a^d - g_{ab} \delta^c_d \quad \text{and} \quad \Upsilon_a \equiv \Xi^{-1} \nabla_a \Xi.$$

In particular, observe that the 1-form $\Upsilon \equiv \Upsilon_a \omega^a$ is exact.
2.2.4. Weyl Connections. A Weyl connection $\hat{\nabla}$ is a torsion-free connection satisfying the relation

$$\hat{\nabla}_a g_{bc} = -2 f_a g_{bc}, \quad (3)$$

where $f_a$ is an arbitrary 1-form—thus, $\hat{\nabla}$ is not necessarily a metric connection. Property (3) is preserved under the conformal rescaling (2) as it can be verified that $\hat{\nabla}_a g_{bc} = -2 \hat{f}_a g_{bc}$ where $\hat{f}_a \equiv f_a + \Upsilon_a$. The connection coefficients of $\hat{\nabla}$ are related to those of $\nabla$ through the relation

$$\hat{\Gamma}_a{}^c{}^b = \Gamma_a{}^c{}^b + S_{ab}{}^cd f_d. \quad (4)$$

A Weyl connection is a Levi–Civita connection of some element of the conformal class $[g]$ if and only if the 1-form $f_a$ is exact. The Schouten tensor $L_{ab}$ of the connection $\nabla$ is defined as

$$L_{ab} \equiv \frac{1}{2} R_{ab} - \frac{1}{12} R g_{ab}.$$ 

The Schouten tensors of the connections $\hat{\nabla}$ and $\nabla$ are related to each other by

$$L_{ab} - \hat{L}_{ab} = \nabla_a f_b - \frac{1}{2} S_{ab}{}^cd f_c f_d \quad (5)$$

Notice that, in general, $\hat{L}_{ab} \neq \hat{\nabla}_{(ab)}$.

2.2.5. The Extended Conformal Einstein Field Equations. From now on, we will consider Weyl connections $\hat{\nabla}$ related to a conformal metric $g$ as in Eq. (3). Let $\hat{R}^a{}_{bcd}$ denote the geometric curvature of $\hat{\nabla}$—that is, the expression of the Riemann tensor of $\hat{\nabla}$ written in terms of derivatives of the connection coefficients $\hat{\Gamma}_a{}^c{}^b$:

$$\hat{R}^a{}_{bcd} \equiv e_a \left( \hat{\Gamma}_b{}^c{}^d - e_b \left( \hat{\Gamma}_a{}^c{}^d \right) + \hat{f}^c{}^d \left( \hat{\Gamma}_b{}^f{}^a - \hat{\Gamma}_a{}^f{}^b \right) + \hat{\Gamma}_b{}^d{}^f \hat{\Gamma}_a{}^c{}^f \right) - \hat{\Gamma}_a{}^f{}^d \hat{\Gamma}_b{}^c{}^f.$$ 

The expression of the irreducible decomposition of Riemann tensor $\hat{R}^a{}_{bcd}$ given by

$$\hat{\rho}^a{}_{bcd} \equiv \Xi d^a{}_{bcd} + 2 S_{b[c}{}^a{}^f \hat{L}_{d]}{}^f$$ 

will be called the algebraic curvature. In the last expression $d^a{}_{bcd}$ represents the so-called rescaled Weyl tensor, defined as

$$d^a{}_{bcd} \equiv \Xi^{-1} C^a{}_{bcd},$$

where $C^a{}_{bcd}$ is the Weyl tensor of the metric $g$. Despite the fact that the definition of the rescaled Weyl tensor may look singular at the conformal boundary, it can be shown that under suitable assumptions the tensor $d^a{}_{bcd}$ it is regular even when $\Xi = 0$. Finally, let us introduce a 1-form $d$ defined by the relation

$$d_a \equiv \Xi f_a + \nabla_a \Xi.$$ 

With the above definitions, one can write the vacuum extended conformal Einstein field equations as

$$\hat{\Sigma}_a{}^c{}^b = 0, \quad \hat{\Xi}^a{}_{bcd} = 0, \quad \hat{\Delta}_{cdb} = 0, \quad \hat{\Lambda}_{bcd} = 0 \quad (7)$$
where
\[
\hat{\Sigma}^{a}{}_{bc} \equiv [e_{a}, e_{b}] - \left( \hat{\Gamma}^{a}{}_{a} e_{b} - \hat{\Gamma}^{b}{}_{a} e_{a} \right) e_{c},
\]
\[
\hat{\Xi}^{a}{}_{bcd} \equiv \hat{P}^{a}{}_{bcd} - \hat{R}^{a}{}_{bcd},
\]
\[
\hat{\Delta}^{a}{}_{bcd} \equiv \hat{\nabla}^{c} \hat{L}^{d}_{bd} - \hat{\nabla}^{d} \hat{L}^{c}_{bd} - d_{a} d^{a}{}_{bcd} = 0,
\]
\[
\hat{\Lambda}^{bcd} \equiv \hat{\nabla}^{a} d^{a}{}_{bcd} - f_{a} d^{a}{}_{bcd}.
\]

The fields \( \hat{\Sigma}^{a}{}_{bc} \), \( \hat{\Xi}^{a}{}_{bcd} \), \( \hat{\Delta} \) and \( \hat{\Lambda}^{bcd} \) will be called \textit{zero-quantities}.

The geometric meaning of the extended conformal field equations is the following: \( \hat{\Sigma}^{a}{}_{bc} = 0 \) describes the fact that the connection \( \hat{\nabla} \) is torsion free. The equation \( \hat{\Xi}^{a}{}_{bcd} = 0 \) expresses the fact that the algebraic and geometric curvature coincide. The equations \( \hat{\Delta}^{a}{}_{bcd} = 0 \) and \( \hat{\Lambda}^{bcd} = 0 \) encode the contracted second Bianchi identity. Observe that there is no differential condition for neither the 1-form \( d \) nor the conformal factor. In Sect. 2.2.6 it will be discussed how to fix these fields by gauge conditions.

In order to relate the conformal equations (7) to the vacuum Einstein field equations (41), one introduces the constraints
\[
\delta_{a} = 0, \quad \gamma_{ab} = 0, \quad \zeta_{ab} = 0
\]
encoded in the \textit{supplementary zero-quantities}
\[
\delta_{a} \equiv d_{a} - \Xi f_{a} - \hat{\nabla} \Xi
\]
\[
\gamma_{ab} \equiv \frac{1}{6} \lambda \Xi^{-2} \eta_{ab} - \hat{\nabla} a (\Xi^{-1} d_{b}) - \Xi^{-2} S_{ab} c d_{c} d_{d},
\]
\[
\zeta_{ab} \equiv \hat{L}_{[ab]} - \hat{\nabla} a f_{b}
\]
The first equation in (9) encodes the definition of the 1-form \( d_{a} \); the second equation in (9) arises from the transformation law between the Schouten tensor \( \hat{L}_{ab} \) of \( \hat{\nabla} \) and the physical Schouten tensor \( \tilde{L}_{ab} = \frac{1}{6} \eta_{ab} \) determined by the Einstein field equations (41); the last equation in (9) relates the antisymmetry of the Schouten tensor \( \hat{L}_{ab} \) to the derivative of the 1-form \( f_{a} \).

The precise relation between the extended conformal Einstein field equations and the Einstein field equations is given by the following lemma:

\textbf{Lemma 1.} Let \((e_{a}^{a}, \hat{\Gamma}^{a}{}_{b}{}^{c}, \hat{L}_{ab}, d^{a}{}_{bcd})\) denote a solution to the vacuum extended conformal Einstein field equations (7) for some choice of gauge fields \((\Xi, d_{a})\) satisfying the constraint equations (9). Assume, further, that
\[
\Xi \neq 0 \quad \text{and} \quad \text{det}(\eta^{ab} e_{a} e_{b}) \neq 0
\]
on an open subset \( U \subset \tilde{\mathcal{M}} \). Then
\[
\hat{g} = \Theta^{-2} \eta_{ab} \omega^{a} \otimes \omega^{b},
\]
where \( \{\omega^{a}\} \) is the coframe dual to \( \{e_{a}\} \), is a solution to the vacuum Einstein field equations (41) on \( U \).

The proof of this lemma can be found in [24,53].
2.2.6. Conformal Geodesics and Conformal Gaussian Systems. A conformal geodesic on a spacetime \((\tilde{\mathcal{M}}, \tilde{g})\) consists of a pair \((x(\tau), \beta(\tau))\) where \(x(\tau)\) is a curve with tangent \(\dot{x}(\tau)\) and \(\beta(\tau)\) is a 1-form defined along \(x(\tau)\) satisfying the conformal geodesic equations

\[
\begin{align*}
\dot{x}^c \tilde{\nabla}_c \dot{x}^a &= -\dot{x}^d \dot{x}^b S_{db}^{af} \beta_f, \\
\dot{x}^c \tilde{\nabla}_c \beta_a &= -\frac{1}{2} \dot{x}^c S_{ca}^{bd} \beta_b \beta_d + \tilde{L}_{ca} \dot{x}^c,
\end{align*}
\]

where \(\tilde{L}_{ca}\) denotes the Schouten tensor of \(\tilde{\nabla}\) and

\[
S_{ab}^{cd} \equiv \delta_a^c \delta_b^d + \delta_a^d \delta_b^c - \tilde{g}_{ab} \tilde{g}^{cd}.
\]

In addition, it is convenient to consider a Weyl propagated frame—that is, a frame field \(\{e_a\}\) satisfying

\[
\dot{x}^c \tilde{\nabla}_c e_a^a = -S_{cd}^{af} e_a^d \dot{x}^c \beta_f.
\]

The definition of conformal geodesics is motivated by the transformation laws of Eqs. (11a)–(11b) under conformal rescalings and transitions to Weyl connections. More precisely, given an arbitrary 1-form \(f\) one can construct a Weyl connection \(\nabla\) as in Eq. (3). Then, defining \(\beta \equiv \beta - f\) the pair \((x(\tau), \beta(\tau))\) will satisfy the equations

\[
\begin{align*}
\dot{x}^c \nabla_c \dot{x}^a &= -\dot{x}^d \dot{x}^b S_{db}^{af} \beta_f, \\
\dot{x}^c \nabla_c \beta_a &= -\frac{1}{2} \dot{x}^c S_{ca}^{bd} \beta_b \beta_d + \hat{L}_{ca} \dot{x}^c,
\end{align*}
\]

where \(\hat{L}_{ca}\) is the Schouten tensor of the connection \(\nabla\) as defined in Eq. (5). If one chooses a Weyl connection \(\hat{\nabla}\) whose defining 1-form \(f\) coincides with the 1-form \(\beta\) of the \(\nabla\)-conformal geodesic Eqs. (11a)–(11b), then the conformal geodesic equations reduce to

\[
\dot{x}^c \hat{\nabla}_c \dot{x}^a = 0, \quad \hat{L}_{ab} \dot{x}^b = 0.
\]

Similarly, the Weyl propagation of the frame becomes

\[
\dot{x}^c \hat{\nabla}_c e_a^a = 0.
\]

The conformal geodesics equations admit more general reparametrisations than the usual affine parametrisation of metric geodesics. This is summarised in the following lemma:

**Lemma 2.** The admissible reparametrisations mapping (non-null) conformal geodesics into (non-null) conformal geodesics are given by fractional transformations of the form

\[
\tau \mapsto \frac{a\tau + b}{c\tau + d}
\]

where \(a, b, c, d \in \mathbb{R}\).

The proof of this lemma can be found in [24]—see also [52, 53]. Conformal geodesics allow to single out a canonical representative of the conformal class \([\tilde{g}]\). This observation is contained in the following key result:
Lemma 3. Let \((\tilde{M}, \tilde{g})\) be a spacetime where \(\tilde{g}\) is a solution to the vacuum Einstein field equations (41). Moreover, let \((x(\tau), \beta(\tau))\) satisfy the conformal geodesic equations (11a)–(11b) and let \(\{e_a\}\) denote a Weyl propagated \(g\)-orthonormal frame along \(x(\tau)\) with
\[
g = \Theta^2 \tilde{g},
\]
such that
\[
g(\dot{x}, \dot{x}) = 1.
\]
Then the conformal factor \(\Theta\) is given, along \(x(\tau)\), by
\[
\Theta(\tau) = \Theta_\ast + \dot{\Theta}_\ast (\tau - \tau_\ast) + \frac{1}{2} \ddot{\Theta}_\ast (\tau - \tau_\ast)^2
\]
where the coefficients \(\Theta_\ast \equiv \Theta(\tau_\ast), \dot{\Theta}_\ast \equiv \dot{\Theta}(\tau_\ast)\) and \(\ddot{\Theta}_\ast \equiv \ddot{\Theta}(\tau_\ast)\) are constant along the conformal geodesic and satisfy the constraints
\[
\dot{\Theta}_\ast = \langle \beta_\ast, \dot{x}_\ast \rangle \Theta_\ast, \quad \Theta_\ast \ddot{\Theta}_\ast = \frac{1}{2} \tilde{g}^a_b (\beta_\ast, \beta_\ast) + \frac{1}{6} \lambda. \tag{15}
\]
Moreover, along each conformal geodesic
\[
\Theta \beta_0 = \dot{\Theta}, \quad \Theta \beta_i = \Theta_\ast \beta_i,\]
where \(\beta_a \equiv \langle \beta, e_a \rangle\).

The proof of this Lemma and a further discussion of the properties of conformal geodesics can be found in [20,53].

For spacetimes with a spacelike conformal boundary, the relation between metric geodesics and conformal geodesics is particularly simple. This observation is the content of the following:

Lemma 4. Any conformal geodesic leaving \(I^+ (I^-)\) orthogonally into the past (future) is up to reparametrisation a timelike future (past) complete geodesic for the physical metric \(\tilde{g}\). The reparametrisation required is determined by
\[
\frac{d\tilde{\tau}}{d\tau} = \frac{1}{\Theta(\tau)} \tag{16}
\]
where \(\tilde{\tau}\) is the \(\tilde{g}\)-proper time and \(\tau\) is the \(g\)-proper time and \(g = \Theta^2 \tilde{g}\).

The proof of this Lemma can be found in [28].

2.2.7. Conformal Gaussian Systems. In what follows it will be assumed that there is a region of the spacetime \((\tilde{M}, \tilde{g})\) which can be covered by non-intersecting conformal geodesics emanating orthogonally from some initial hypersurface \(\tilde{S}\). Using Lemma 3, the conformal factor (14) is a priori known and completely determined from the specification of \(\Theta_\ast, \dot{\Theta}_\ast\) and \(\ddot{\Theta}_\ast\) on \(\tilde{S}\). A conformal Gaussian system is then constructed by adapting the time leg of the \(g\)-orthonormal tetrad \(\{e_a\}\) to the tangent to the conformal geodesic \((x(\tau), \beta(\tau))\)—i.e. one sets \(e_0 = \dot{x}\). The rest of the tetrad is then assumed to be Weyl propagated along the conformal geodesic. If one writes this condition together with the conformal geodesic equations expressed in terms of the Weyl
connection singled out by $\beta$, as in Eqs. (12) and (13), one obtains the gauge conditions

$$\hat{\Gamma}^a_{0b} = 0, \quad \hat{L}_{0a} = 0, \quad f_0 = 0. \quad (17)$$

One can further specialise the gauge by using the parameter $\tau$ along the conformal geodesics as a time coordinate so that

$$e_0 = \partial_\tau. \quad (18)$$

Now, consider a system of coordinates $(\tau, x^\alpha)$ where $(x^\alpha)$ are some local coordinates on $\tilde{S}$. The coordinates $(x^\alpha)$ are extended off the initial hypersurface $\tilde{S}$ by requiring them to remain constant along the conformal geodesic which intersects a point $p \in \tilde{S}$ with coordinates $(x^\alpha)$. This type of coordinates will be called a conformal Gaussian coordinate system. This construction naturally leads to consider a 1 + 3 decomposition of the field equations.

2.2.8. Spinorial Extended Conformal Einstein Field Equations. A spinorial version of the extended conformal Einstein field equations (8a)–(8d) is readily obtained by suitable contraction with the Infeld–van der Waerden symbols $\sigma^A_{AA'}$. Given the components $T_{abc}$ of a tensor $T_{ab}$, the components of its spinorial counterpart are given by

$$T^{AA'BB',CC'}_{ab} \equiv T_{ab} \sigma_{AA'}^a \sigma_{BB'}^b \sigma_{CC'}^c,$$

where,

$$\sigma_{AA'}^0 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_{AA'}^1 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},$$

$$\sigma_{AA'}^2 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_{AA'}^3 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},$$

$$\sigma_{AA'}^4 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_{AA'}^5 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$

In particular, the spinorial counterpart of the frame metric $g_{ab} = \eta_{ab}$ is given by $g^{AA'BB'} = \epsilon_{AB} \epsilon_{A'B'}$ while the frame $\{e_a\}$ and coframe $\{\omega^a\}$ imply a frame $\{e_{AA'}\}$ and a coframe $\{\omega^{AA}\}$ such that

$$g(e_{AA'}, e_{BB'}) = \epsilon_{AB} \epsilon_{A'B'}.$$

If one denotes with the same kernel letter the unknowns of the frame version of the extended conformal Einstein field equations, one is lead to consider the following spinorial zero-quantities:

$$\hat{\Sigma}^{AA'BB'} \equiv \omega_{AA'} \omega_{BB'} - \left( \hat{\Gamma}^{AA'}_{CC'}BB' - \hat{\Gamma}^{CC'}_{BB'}AA' \right) e_{CC'}, \quad (19a)$$

$$\hat{\Sigma}^{CC'}_{DD'AA'BB'} \equiv \hat{\Sigma}^{CC'}_{DD'BB'} + \hat{\Sigma}^{CC'}_{DD'AA'BB'}, \quad (19b)$$

$$\hat{\Delta}^{CC'}_{DD'BB'} \equiv \check{\Sigma}^{CC'}_{DD'BB'} - \check{\Sigma}^{DD'}_{CC'BB'} - \check{\Sigma}^{CC'}_{DD'B'B'} - d_{AA'} d_{BB'}, \quad (19c)$$
\[ \hat{\Lambda}_{BB'CC'DD'} \equiv \hat{\nabla}_{AA'}d^{AA'}BB'CC'DD' - f_{AA'}d^{AA'}BB'CC'DD'. \] (19d)

The spinorial version of the extended conformal Einstein field equations is then succinctly written as

\[ \hat{\Sigma}_{AA'BB'} = 0, \quad \hat{\Xi}_{CC'DD'} = 0, \quad \hat{\Lambda}_{BB'CC'DD'} = 0. \] (20)

In the spinor description, one can exploit the symmetries of the fields and equations to obtain expressions in terms of lower valence spinors. In particular, one has the decompositions

\[ d^{AA'BB'CC'DD'} = -\phi_{ABCD}\epsilon_{A'B'C'D'} - \hat{\phi}_{A'B'C'D'}\epsilon_{ABCD}, \]
\[ \hat{\Gamma}_{AA'BB'}_{CC'} = \hat{\Gamma}_{AA'}BB'C\epsilon_{C'B'} + \hat{\Gamma}_{AA'}B'C\epsilon_{C'B'}, \]

where \( \phi_{ABCD} = \phi_{(ABCD)} \) are the components of the rescaled Weyl spinor and \( \hat{\Gamma}_{AA'}^{B'C} \) are the reduced connection coefficients of \( \hat{\nabla} \). Using the spinorial version of Eq. (4) and contracting appropriately one obtains

\[ \hat{\Gamma}_{CC'AB} = \Gamma_{CC'AB} - \epsilon_{AC}f_{BC'}. \] (21)

Likewise, one has the following reduced curvature spinors

\[ \hat{R}^{C}_{DAA'BB'} \equiv \frac{1}{2} \hat{R}^{CQ'}_{DQ'AA'BB'}, \]
\[ = e_{AA'}\left( \hat{\Gamma}_{BB'}^{C_D} \right) - e_{BB'}\left( \hat{\Gamma}_{AA'}^{C_D} \right) \]
\[ - \hat{\Gamma}_{FB'}^{C_D}\hat{\Gamma}_{AA'}^{F_B} - \hat{\Gamma}_{BF'}^{C_D}\hat{\Gamma}_{AA'}^{F_B} + \hat{\Gamma}_{FA'}^{C_D}\hat{\Gamma}_{BB'}^{F_A} + \hat{\Gamma}_{AF'}^{C_D}\hat{\Gamma}_{BB'}^{F_A} + \hat{\Gamma}_{AA'}^{C_E}\hat{\Gamma}_{BB'}^{E_D} - \hat{\Gamma}_{BB'}^{C_E}\hat{\Gamma}_{AA'}^{E_D}, \]
\[ \hat{\Lambda}_{ABCC'DD'} \equiv \frac{1}{2} \hat{\Lambda}_{AQ'}^{BQ'CC'DD'}, \]
\[ = -\Theta\phi_{ABCD}\epsilon_{C'D'} - L_{C'(AB)}D'\epsilon_{CD} \]
\[ - \frac{1}{2}\epsilon_{AB} \left( \hat{L}_{CC'DD'} - \hat{L}_{DD'CC'} \right), \]
\[ \hat{\Lambda}_{AA'BC} \equiv \frac{1}{2} \hat{\Lambda}_{AA'BQ'}^{CQ'}, \]
\[ = \hat{\nabla}_{\hat{Q}_A}^C\phi_{ABCQ} - f_{AA'}^Q\phi_{ABCQ}. \]

With these definitions, the spinorial extended conformal Einstein field equations can be alternatively written as

\[ \hat{\Sigma}_{AA'BB'} = 0, \quad \hat{\Xi}_{CDD'} = 0, \quad \hat{\Lambda}_{CC'DD'} = 0, \quad \hat{\Lambda}_{BB'CD} = 0. \] (22)

The last set of equations is completely equivalent to the equations in (20).

### 2.2.9. Space Spinor Formalism.

In what follows, let the Hermitian spinor \( \tau^{AA'} \) denote the spinor counterpart of the vector \( \sqrt{2}\epsilon_0^A \). In addition, let \( \{\epsilon_A^A\} \) with \( \epsilon_0^A = \sigma^A, \epsilon_1^A = \lambda^A \) denote a spinor dyad such that

\[ \tau^{AA'} = \epsilon_0^A\epsilon^{0'}_{0'} + \epsilon_1^A\epsilon^{1'}_{1'}. \]
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We have chosen the normalisation $\tau^{AA'}\tau_{AA'} = 2$, in accordance with the conventions of [19]. In what follows let $\tau^{AA'}$ denote the components of $\tau^{AA'}$ respect to $\{e^{A}_{A}\}$. The Hermitian spinor $\tau^{AA'}$ can be used to perform a space spinor split of the frame $\{e_{AA'}\}$ and coframe $\{\omega^{AA'}\}$. Namely, one can write

$$e_{AA'} = \frac{1}{2}\tau^{AA'}e - \tau^{B}_Ae_{AB}, \quad \omega^{AA'} = \frac{1}{2}\tau^{AA'}\omega + \tau^{C}_{A'}\omega^{CA}, \quad (23)$$

where

$$e \equiv \tau^{PP'}e_{PP'}, \quad e_{AB} \equiv \tau_{(A'}^{P'}e_{B)P'},$$

$$\omega \equiv \tau^{PP'}\omega_{PP'}, \quad \omega^{AB} = -\tau^{(A'}_{P'}\omega^{B)P'}.$$  

It follows from the above expressions that the metric $g$ admits the split

$$g = \frac{1}{2}\omega \otimes \omega + h_{ABCD}\omega^{AB} \otimes \omega^{CD}$$

where

$$h_{ABCD} \equiv g\left(e_{AB}, e_{CD}\right) = -\epsilon_{A(C}\epsilon_{D)B}.$$  

Similarly, any general connection $\hat{\nabla}$ can be split as

$$\hat{\nabla}_{AA'} = \frac{1}{2}\tau^{AA'}\mathcal{P} - \tau^{A'}_AQ\hat{D}_{AQ},$$

where

$$\mathcal{P} \equiv \tau^{AA'}\hat{\nabla}_{AA'} \quad \text{and} \quad \hat{D}_{AB} \equiv \tau^{(B}_{A'}\hat{\nabla}_{A)A'},$$

denote, respectively, the derivative along the direction given by $\tau^{AA'}$ and $\hat{D}_{AB}$ is the Sen connection of $\hat{\nabla}$ relative to $\tau^{AA'}$.

The Hermitian spinor $\tau^{AA'}$ induces a notion of Hermitian conjugation: given an arbitrary spinor with components $\mu^{AA'}$ its Hermitian conjugate has components

$$\mu_{CD}^{\dagger} \equiv \tau^{C}_{A'}\tau_{D}^{A}\mu_{AA'}, \quad (24)$$

where the bar denotes complex conjugation. In a similar manner, one can extend the definition to contravariant indices and higher valence spinors by requiring that $(\pi\mu)^{\dagger} = \pi^{\dagger}\mu^{\dagger}$.

### 2.3. Conformal Evolution and Constraint Equations

In this section the evolution equations implied by the extended conformal field equations and the conformal Gaussian gauge are discussed. In addition, a brief overview of the conformal constraint equations is given.

#### 2.3.1. Conformal Gauss Gauge in Spinorial Form and Evolution Equations

The space spinor formalism leads to a systematic split of the extended conformal Einstein field equations (22) into evolution and constraint equations. To this end, one performs a space spinor split for the fields $e_{AA'}, f_{AA'}, L_{AA'}, \hat{L}_{AA'} B C$.

The frame coefficients $e_{AA'^a}$ satisfy formally identical splits to those in (23), where $e_{AA'} = e_{AA'} c_a$ with $c_a \in \{\partial_{\tau}, c_i\}$ representing a fixed frame field—the latter is not necessarily $g$-orthonormal. Observe that, in terms of
tensor frame components, the gauge condition (18) implies that \( e_0^a = \delta_0^a \).

The gauge conditions (17) and (18) are rewritten as
\[
\tau^{AA'} e_{AA'} = \sqrt{2} \partial_\tau, \quad \tau^{AA'} \hat{\Gamma}_{AA'} B_C = 0, \quad \tau^{AA'} \hat{L}_{AA'BB'} = 0.
\] (25)

In addition, we define
\[
\hat{\Gamma}_{ABCD} \equiv \tau^{BA'} \hat{\Gamma}_{AA'CD}, \; \Gamma_{ABCD} \equiv \tau^{BA'} \Gamma_{AA'CD}, \; f_{AB} \equiv \tau^{BA'} f_{AA'},
\] (26a)
\[
L_{ABCD} \equiv \tau^{BA'} \tau^{C'D'} \hat{\Lambda}_{AA'CC'}, \; \Theta_{ABCD} \equiv L_{AB(CD)}, \; \Theta_{AB} \equiv L_{ABQ} Q.
\] (26b)

Recalling Eq. (21) one obtains
\[
\hat{\Gamma}_{ABCD} = \Gamma_{ABCD} - \epsilon CA f_{DA'} \tau^{BA'},
\] where \( \Gamma_{ABCD} \) corresponds, respectively, to the real and imaginary part of the connection coefficients \( \hat{\Gamma}_{ABCD} \). This relation allows us to write the equations in terms of the reduced connection coefficients of \( g \) instead of the reduced connection coefficients of \( \hat{\nabla} \). Only the spinorial counterpart of the Schouten tensor of the connection \( \hat{\nabla} \) will not be written in terms of its Levi–Civita counterpart. Exploiting the notion of Hermitian conjugation given in Eq. (24), one defines
\[
\chi_{ABCD} \equiv -\frac{1}{\sqrt{2}} \left( \Gamma_{ABCD} + \Gamma_{ABCD}^\dagger \right),
\]
\[
\xi_{ABCD} \equiv \frac{1}{\sqrt{2}} \left( \Gamma_{ABCD} - \Gamma_{ABCD}^\dagger \right),
\] where \( \chi_{ABCD} \) and \( \xi_{ABCD} \) correspond, respectively, to the real and imaginary part of the connection coefficients \( \hat{\Gamma}_{ABCD} \). We define the electric and magnetic parts of the rescaled Weyl spinor as
\[
\eta_{ABCD} \equiv \frac{1}{2} \left( \phi_{ABCD} + \phi_{ABCD}^\dagger \right), \quad \mu_{ABCD} \equiv -\frac{1}{2} \left( \phi_{ABCD} - \phi_{ABCD}^\dagger \right).
\]

The gauge conditions (25) can be rewritten in terms of the spinors defined in (26a) as
\[
f_{AB} = f_{(AB)}, \quad \Gamma Q_{AB} = 0, \quad \hat{\Lambda} Q_{AB} = 0.
\] (27)

The last condition implies the decomposition
\[
\hat{L}_{ABCD} = \Theta_{ABCD} + \frac{1}{2} \epsilon_{CD} \Theta_{AB}
\] for the components of the spinorial counterpart of the Schouten tensor of the Weyl connection where \( \Theta_{ABCD} \equiv \hat{L}_{(AB)(CD)} \) and \( \Theta_{AB} \equiv \hat{L}_{ABQ} Q \).

The fields defined in the previous paragraphs allow us to derive from the expressions
\[
\tau^{AA'} \hat{\Sigma}_{AA'} PP'_{BB'} e_{PP',a} = 0, \quad \tau^{CC'} \hat{\Xi}_{BB'CC' DD'} = 0,
\] (28a)
\[
\tau^{AA'} \hat{\Delta}_{AA'BB'CC'} = 0, \quad \tau_{(A'A')|A'|BCD} = 0,
\] (28b)
a set of evolution equations for the fields
\[
\chi_{ABCD}, \; \xi_{ABCD}, \; e_{AB}^0, \; e_{AB}^i, \; f_{AB}, \; \Theta_{ABCD}, \; \Theta_{AB}, \; \phi_{ABCD}.
\]
Explicitly, one has that
\begin{align}
\partial_\tau e_{AB}^0 &= -\chi_{(AB)} P^Q P^0 e_{PQ} - f_{AB}, \\
\partial_\tau e_{AB}^i &= -\chi_{(AB)} P^Q P^i e_{PQ}, \\
\partial_\tau \xi_{ABCD} &= -\chi_{(AB)} P^Q \xi_{PQCD} + \frac{1}{\sqrt{2}} (\epsilon_{AB} \chi(BD)PQ + \epsilon_{BD} \chi(AC)PQ) f_{PQ}, \\
&\quad - \sqrt{2} \chi_{AB} (C^E f_{D})E - \frac{1}{2} (\epsilon_{AC} \Theta_{BD} + \epsilon_{BD} \Theta_{AC}) - i \Theta_{ABCD}, \\
\partial_\tau f_{AB} &= -\chi_{(AB)} P^Q f_{PQ} + \frac{1}{\sqrt{2}} \Theta_{AB}, \\
\partial_\tau \chi_{(AB) CD} &= -\chi_{AB} P^Q \chi_{PQCD} - \Theta_{ABCD} + \Theta \eta_{ABCD}, \\
\partial_\tau \Theta_{ABCD} &= -\chi_{(AB)} P^Q L_{PQ(CD)} - \dot{\Theta} \eta_{ABCD} + id^P (A \mu_B)_{CDP}, \\
\partial_\tau \Theta_{AB} &= -\chi_{(AB)} E^F \Theta_{EF} + \sqrt{2} dP_{Q} \eta_{ABPQ}, \\
\partial_\tau \phi_{ABCD} &= -\sqrt{2} D_{(A} Q \phi_{BCD)Q} = 0.
\end{align}

The following proposition relates the discussion of the conformal evolution equations and the full set of extended conformal field equations given by (7):

**Lemma 5.** (Propagation of the constraints and subsidiary system) Assume that the evolution equations extracted from Eqs. (28a)–(28b) and the conformal Gauss gauge conditions (27) hold. Then, the independent components of the zero-quantities
\[ \hat{\Sigma}_{AA'}BB'CC'', \hat{\Xi}_{ABCC'DD'}, \hat{\Delta}_{AA'BB'CC''}, \delta_{AA'}, \gamma_{AA'BB'}, \zeta_{AA'}, \]
which are not determined by the evolution equations or the gauge conditions, satisfy a symmetric hyperbolic system of equations whose lower order terms are homogeneous in the zero-quantities.

The proof of Lemma 5 can be found in [20,21,53]—see also [41] for a discussion of these equations in the presence of an electromagnetic field.

The most important consequence of Lemma 5 is that if the zero-quantities vanish at some initial hypersurface and the evolution equations (29a)–(29h) are satisfied, then the full extended conformal Einstein field equations encoded in (20) are satisfied in the development of the initial data. This is a consequence of the standard uniqueness result for homogeneous symmetric hyperbolic systems.

**2.3.2. Controlling the Gauge.** The derivation of the conformal evolution equations (29a)–(29h) is based on the assumption of the existence of a non-intersecting congruence of conformal geodesics. To verify this assumption, one has to analyse the deviation vector of the congruence.

Let \( \mathbf{z} \) denote the deviation vector of the congruence. One has then that
\[ [\dot{x}, \mathbf{z}] = 0. \]
Now, let $z^{AA'}$ denote the spinorial counterpart of the components $z^a$ of $z$ respect to a Weyl propagated frame $\{e_a\}$. Following the spirit of the space spinor formalism one defines $z_{AB} \equiv \tau_{B}^{A'} z_{AA'}$. This spinor can be decomposed as

$$z_{AB} = \frac{1}{2} \bar{z} \epsilon_{AB} + z_{(AB)}$$

The evolution equations for the deviation vector can be readily deduced from the commutator (30). Expressing the latter in terms of the fields appearing in the extended conformal field equations, one obtains

$$\partial_\tau z = f_{AB} z^{(AB)}$$

$$\partial_\tau z_{(AB)} = \chi_{CD(AB)} z^{(CD)}$$

The congruence of conformal geodesics is non-intersecting as long as $z_{(AB)} \neq 0$. Once one has solved Eqs. (29a)–(29i) one can substitute $f_{AB}$ and $\chi_{ABCD}$ into Eq. (31) and analyse the evolution of the deviation vector—for further discussion see [40].

### 2.3.3. The Conformal Constraint Equations

The conformal constraint equations encode the set of restrictions induced by the zero-quantities on the various fields on hypersurfaces of the unphysical spacetime $(\mathcal{M}, g)$. In what follows, we will consider a setting where the 1-form $f$ vanishes. Accordingly, the initial data for the extended conformal evolution Eqs. (29a)–(29h) and those for the standard conformal Einstein field equations are the same—see Appendix D. Now, let $\tilde{S}$ denote a three-dimensional submanifold of $\tilde{\mathcal{M}}$. The metric $\tilde{g}$ induces a 3-dimensional metric $\tilde{h} = \tilde{\varphi}^* \tilde{g}$ on $\tilde{S}$, where $\tilde{\varphi} : \tilde{S} \rightarrow \tilde{\mathcal{M}}$ is an embedding. Similarly, one can consider a three-dimensional submanifold $S$ of $\mathcal{M}$ with induced metric $h = \varphi^* g$, such that

$$h = \Omega^2 \tilde{h},$$

where $\Omega$ denotes the restriction of the conformal factor to the initial hypersurface $S$—in Sect. 2.2.6 this restriction is denoted by $\Theta_\star$.

Let $n_a$ and $\tilde{n}_a$ with $n_a = \Theta \tilde{n}_a$ be, respectively, the $g$-unit and $\tilde{g}$-unit normals, so that $\tilde{n}^a n_a = \tilde{n}^a \tilde{n}_a = 1$—in accordance with our signature conventions for a spacelike hypersurface. With these definitions, the second fundamental forms $\chi_{ab} \equiv h_{ac} \nabla^c n_b$ and $\tilde{\chi}_{ab} \equiv \tilde{h}_{ac} \tilde{\nabla}^c \tilde{n}_b$ are related by the formula

$$\chi_{ab} = \Omega (\tilde{\chi}_{ab} + \Sigma \tilde{h}_{ab})$$

where $\Sigma \equiv n^a \nabla_a \Omega$.

The conformal constraint equations are conveniently expressed in terms of a frame $\{e_i\}$ adapted to the hypersurface $S$—that is, the vectors $e_i$ span $T S$ and, thus, are orthogonal to its normal. All the fields appearing in the constraint equations are expressed in terms of this frame. The conformal constraint equations are then given by:

$$D_i D_j \Omega = -\Sigma \chi_{ij} - \Omega L_{ij} + s h_{ij},$$

$$D_i \Sigma = \chi_i^k D_k \Omega - \Omega L_i,$$
\[ D_i s = -L_i \Sigma - \Omega L_i, \] (32c)
\[ D_i L_{jk} - D_j L_{ik} = -\Sigma d_{ij} - d_{ik} L^j \Omega - (\chi_{ik} L_j - \chi_{jk} L_i), \] (32d)
\[ D_i L_j - D_j L_i = d_{ij} L^i \Omega + \chi_{ik} L_{jk} - \chi_{jk} L_{ik}, \] (32e)
\[ D^k d_{kij} = \chi^k d_{ijk} - \chi_j d_{ik}, \] (32f)
\[ D^i d_{ij} = \chi^i d_{ijk}, \] (32g)
\[ D_j \chi_{ki} - D_k \chi_{ji} = \Omega d_{ij} + h_{ij} L_k - h_{ik} L_j, \] (32h)
\[ l_{ij} = \Omega d_{ij} + L_{ij} - \chi k (\chi_{ij} - \frac{1}{4} \chi h_{ij}) + \chi_{ki} \chi_j k - \frac{1}{4} \chi_{kl} \chi^{kl}, \] (32i)
\[ \lambda = 6 \Omega s - 3 \Sigma^2 - 3 D_k \Omega D^k \Omega, \] (32j)

where \( D \) is the Levi–Civita connection on \((\mathcal{S}, h)\), \( l_{ij} \) is the associated Schouten tensor, \( d_{ijk} \equiv d_{i0jk}, d_{ij} \equiv d_{i00j}, L_i \equiv L_{0i} \) and \( s \) is a scalar field on \( \mathcal{S} \)—see Appendix D for the definition of \( s \) in context of the conformal Einstein field equations.

2.3.4. Constraints at the Conformal Boundary. The conformal constraint equations simplify considerably on hypersurfaces for which \( \Omega = 0 \). If this is the case, then Eqs. (32a)–(32i) reduce to

\[ sh_{ij} = \Sigma \chi_{ij}, \] (33a)
\[ D_i \Sigma = 0, \] (33b)
\[ D_i s = -L_i \Sigma, \] (33c)
\[ D_i L_{jk} - D_j L_{ik} = -\Sigma d_{ij} - (\chi_{ik} L_j - \chi_{jk} L_i), \] (33d)
\[ D_i L_j - D_j L_i = \chi_{ik} L_{jk} - \chi_{jk} L_{ik}, \] (33e)
\[ D^k d_{kij} = \chi^k d_{ijk} - \chi_j d_{ik}, \] (33f)
\[ \lambda = -3 \Sigma^2, \] (33g)
\[ D^i d_{ij} = \chi^i d_{ijk}, \] (33h)
\[ D_j \chi_{ki} - D_k \chi_{ji} = h_{ij} L_k - h_{ik} L_j, \] (33i)
\[ l_{ij} = L_{ij} - \chi \left( \chi_{ij} - \frac{1}{4} \chi h_{ij} \right) + \chi_{ki} \chi_j k - \frac{1}{4} \chi_{kl} \chi^{kl}, \] (33j)

A procedure for obtaining a solution for these equations has been given in [17,20]. Direct algebraic manipulations yield

\[ \Sigma = \sqrt{\frac{|\lambda|}{3}}, \quad \Sigma_i = 0, \quad s = \Sigma \kappa, \quad \chi_{ij} = \kappa h_{ij}, \quad L_i = -D_i \kappa, \] (34a)
\[ L_{ij} = l_{ij} + \frac{1}{2} \kappa^2 h_{ij}, \quad d_{ijk} = -\Sigma^{-1} y_{ijk}, \] (34b)

where \( \kappa \) is an smooth scalar function on the initial hypersurface and \( y_{ijk} \) denotes the components of the Cotton tensor of the metric \( h \). The only differential condition that has to be solved to obtain a full solution to the conformal constraint equations is

\[ D^i d_{ij} = 0, \] (35)
where \( d_{ij} \) is a symmetric trace-free tensor encoding the initial data for the electric part of the rescaled Weyl tensor.

### 2.4. The Formulation of an Asymptotic Initial Value Problem

In this section, we show how the conformal Gaussian gauge can be used to formulate an asymptotic initial value problem for the extended conformal Einstein field equations. Thus, in the sequel we consider an initial hypersurface on which the conformal factor vanishes so that it corresponds to the conformal boundary of an hypothetical spacetime. Accordingly, this initial hypersurface will be denoted by \( \mathcal{I} \).

#### 2.4.1. The Conformal Boundary.

Following Lemma 3, we can set, without lost of generality, \( \tau_* = 0 \) on \( \mathcal{I} \). Moreover, it will be assumed that \( f_a \) vanishes initially. Accordingly, we have the initial condition \( \beta_* = \Theta_*^{-1} d \Theta_* \). Recalling that \( d = \Theta \beta \) and \( \tilde{g}^a = \Theta^2 g^a \), and using the constraints in (15) of Lemma 3 it readily follows, for the asymptotically problem (in which \( \Theta_* = 0 \), that

\[
\dot{\Theta}_* = \frac{\sqrt{|\lambda|}}{3}.
\]

Moreover, using again that \( d = \Theta \beta \) and requiring \( \dot{x}_* \) to be orthogonal to \( \mathcal{I} \) (so that \( \dot{x}_* = e_0 \)), we have \( d_{0*} = \dot{\Theta}_* \). It follows that

\[
d_{0*} = \frac{\sqrt{|\lambda|}}{3}.
\]

The coefficient \( \ddot{\Theta}_* \) is fixed by the requirement \( s = \Sigma \kappa \) on \( \mathcal{I} \)—see [4]. From the definition of \( s \) and \( \Sigma_a \equiv \nabla_a \Theta \) it follows that

\[
s_* = \left( \frac{1}{4} \nabla_a \nabla^a \Theta + \frac{1}{24} R \Theta \right)_* = \frac{1}{4} (e_a \Sigma^a)_* + \frac{1}{4} (\Gamma_a^a b \Sigma^b)_* \tag{36}
\]

\[
= \frac{1}{4} \eta^{ab} (e_a e_b \Theta)_* + \frac{1}{4} \dot{\Theta}_* (\Gamma_a a_0)_*.
\]

Taking into account that \( \Theta \) and \( \Sigma_i \) vanish at \( \mathcal{I} \) we have that \( \eta^{ab} (e_a e_b \Theta)_* = \dot{\Theta}_* \). Using the solution to the constraints given in (34a)–(34b) and exploiting the properties of the adapted orthonormal frame we have \( (\Gamma_a a_0)_* = (\Gamma_i i_0)_* = (\chi_i i)_* \equiv \kappa \delta_i^i = 3 \kappa \). Substituting into (36) and using that \( s_* = \dot{\Theta}_* \kappa \) one gets

\[
\ddot{\Theta}_* = \dot{\Theta}_* \kappa.
\]

Summarising, for an asymptotic initial value problem, the conformal factor implied by the conformal Gaussian gauge is given by

\[
\Theta(\tau) = \sqrt{\frac{|\lambda|}{3}} \tau \left( 1 + \frac{1}{2} \kappa \tau \right). \tag{37}
\]

The conformal factor given by Eq. (37) is, in a certain sense, Universal. It does not encode any information about the particular details of the spacetime to be evolved from \( \mathcal{I} \). As such, it can be used to analyse any spacetime with de Sitter-like cosmological constant as long as the spacetime has at least one
component of the conformal boundary. If \( \kappa \neq 0 \), the conformal boundary has two components located at

\[ \tau = 0 \quad \text{and} \quad \tau = -\frac{2}{\kappa}. \]

The first zero corresponds to the initial hypersurface \( \mathcal{I} \). The physical spacetime corresponds to the region where \( \Theta \neq 0 \). Therefore, the roots of \( \Theta \) render two different regions of \((M, g)\) corresponding to two different conformal representation of \((\tilde{M}, \tilde{g})\). One of these representations corresponds to the region covered by the conformal geodesics with \( \tau \in \left[ -\frac{2}{|\kappa|}, 0 \right] \) or \( \tau \in \left[ 0, \frac{2}{|\kappa|} \right] \) and other corresponds to the region covered by the conformal geodesics with \( \tau \in [0, \infty) \) or \( \tau \in (-\infty, 0] \) depending on the sign of \( \kappa \).

**Remark 2.** The discussion of the previous paragraphs is formal: the component of the conformal boundary given by \( \tau = -2/\kappa \) may not be realised in a specific spacetime. This is, in particular, the case of the extremal and hyperextremal Schwarzschild–de Sitter spacetimes in which the singularity precludes reaching the second conformal infinity—see Fig. 4.

### 2.4.2. Exploiting the Conformal Gauge Freedom.

The conformal freedom of the setting allows us to further simplify the solution to the conformal constraint equations at \( \mathcal{I} \). Given a solution to the conformal Einstein field equations associated with a metric \( g \), it follows from the conformal covariance of the equations and fields that the conformally related metric \( g' \equiv \vartheta^2 g \) for some \( \vartheta \) is also a solution. On an initial hypersurface \( S \), the latter implies \( h' = \vartheta^2 h \). From the definition of the field \( s \)—see Appendix D—and the conformal transformation rule for the Ricci scalar one has that

\[ s'_* = \vartheta_*^{-1} s_* + \vartheta_*^{-2} (\nabla_c \vartheta)_* (\nabla^c \Theta)_*. \]

Thus, the condition \( s' = 0 \) can be solved locally for \( \vartheta_* \). Accordingly, one chooses \( \vartheta_* \) so that \( \kappa = 0 \). In this gauge \( \chi'_{ij} \) and \( L'_i \) vanish and \( L'_{ij} = l'_{ij} \) at \( \mathcal{I} \).

In addition, the conformal factor reduces to

\[ \Theta(\tau) = \sqrt{\frac{|\lambda|}{3}} \tau. \]

In this representation \( \Theta \) has only one zero, and the second component of the conformal boundary (if any) is located at an infinite distance with respect to the parameter \( \tau \).

### 2.5. The General Structure of the Conformal Evolution Equations

One of the advantages of the hyperbolic reduction of the extended conformal Einstein field equations by means of conformal Gaussian systems is that it provides \textit{a priori} knowledge of the location of the conformal boundary of the solutions to the conformal field equations. Following the discussion in Sect. 2.2.7, the conformal geodesics fix the gauge through Eqs. (17) and (18). The last condition corresponds to the requirement on the spacetime to possess a congruence of conformal geodesics and a Weyl propagated frame—i.e. Eqs. (12) and
(13) are satisfied. As already mentioned, the system of evolution Eqs. (29a)–(29h) constitutes a symmetric hyperbolic system. This is the key property for analysing the existence and stability of perturbations of suitable spacetimes using the extended conformal Einstein field equations.

To discuss the structure of the conformal evolution system in more detail, let \( e \) denote the components of the frame \( e_{AB} \), \( \Gamma \) the independent components of \( \chi_{ABCD} \) and \( \xi_{ABCD} \), and \( \phi \) the independent components of the rescaled Weyl spinor \( \phi_{ABCD} \). Then the evolution Eqs. (29a)–(29h) can be written as

\[
\partial_\tau \upsilon = K\upsilon + Q(\Gamma)\upsilon + L(x)\phi,
\]

\[
(I + A^0(e))\partial_\tau \phi + A^i\partial_i \phi = B(\Gamma),
\]

(38a)

where \( \upsilon \) represents the independent components of the spinors in the conformal evolution equations except for the rescaled Weyl spinor whose components are represented by \( \phi \). In addition, \( I \) is the \( 5 \times 5 \) identity matrix, \( K \) is a constant matrix, \( Q, A^0, A^i \), and \( B \) are smooth matrix valued functions of its arguments and \( L(x) \) is a matrix valued function depending on the coordinates. To have an even more compact notation, let \( \mathbf{u} \equiv (\upsilon, \phi) \). Consistent with this notation, let \( \mathbf{u}_* \) denote a solution to the evolution Eqs. (38a)–(38b) arising from data \( \mathbf{u}_* \) prescribed on a hypersurface \( S \). The solution \( \mathbf{u}_* \) will be regarded as the reference solution. Consider a general perturbation succinctly written as \( \mathbf{u} = \mathbf{u}_* + \mathbf{\tilde{u}} \). Equivalently, one considers

\[
e = \tilde{e} + \bar{e}, \quad \Gamma = \tilde{\Gamma} + \bar{\Gamma}, \quad \phi = \tilde{\phi} + \bar{\phi}.
\]

(39)

Recalling that \( \mathbf{u}_* \) is a solution to the conformal evolution Eqs. (38a)–(38b) and making use of the split (39) one obtains that

\[
\partial_\tau \mathbf{\tilde{u}} = K\mathbf{\tilde{u}} + Q(\tilde{\Gamma} + \bar{\Gamma})\mathbf{\tilde{u}} + Q(\tilde{\Gamma})\mathbf{\tilde{u}} + L(x)\phi,
\]

\[
(I + A^0(e + \bar{e}))\partial_\tau \phi + (I + A^0(e + \tilde{e}))\partial_\tau \phi + A^i(e + \bar{e})\partial_i \tilde{\phi} +
\]

\[
A^i(e + \tilde{e})\partial_i \bar{\phi} = B(\tilde{\Gamma} + \bar{\Gamma})\tilde{\phi} + B(\tilde{\Gamma})\bar{\phi}.
\]

(40a)

Equations (40a) and (40b) are read as equations for the components of the perturbed fields \( \mathbf{\tilde{u}} \) and \( \mathbf{\tilde{\phi}} \). These equations are in a form where the theory of first order symmetric hyperbolic systems in [37] can be applied to obtain a existence and stability result for small perturbations of the initial data \( \mathbf{\tilde{u}}_* \). This requires however, the introduction of the appropriate norms measuring size of the perturbed initial data \( \mathbf{\tilde{u}}_* \). This general discussion will not be developed further; instead, we particularise this discussion in Sect. 4.3 introducing the appropriate norms required to analyse the Schwarzschild–de Sitter spacetime as an asymptotic initial value problem.

3. The Schwarzschild–de Sitter Spacetime and Its Conformal Structure

In this section, we briefly review general properties of the Schwarzschild–de Sitter spacetime that will be relevant for the main analysis of this article.
3.1. The Schwarzschild–de Sitter Spacetime

The Schwarzschild–de Sitter spacetime is the spherically symmetric solution to the Einstein field equations

$$\tilde{R}_{ab} = \lambda \tilde{g}_{ab},$$

with, in the signature conventions of this article, a negative cosmological constant given in static coordinates \((t, r, \theta, \varphi)\) by

$$\tilde{g}_{SdS} = F(r) dt \otimes dt - F(r)^{-1} dr \otimes dr - r^2 \sigma,$$

where the function \(F(r)\) is given by

$$F(r) \equiv 1 - \frac{2m}{r} + \frac{1}{3} \lambda r^2,$$

and \(\sigma\) is the standard metric on the 2-sphere \(S^2\)

$$\sigma \equiv d\theta \otimes d\theta + \sin^2 \theta d\varphi \otimes d\varphi,$$

with \(t \in (-\infty, \infty), r \in (0, \infty), \theta \in [0, \pi], \varphi \in [0, 2\pi]\). This solution reduces to the de Sitter spacetime when \(m = 0\) and to the Schwarzschild solution when \(\lambda = 0\).

**Remark 3.** In the following, we will only consider the case \(m > 0\) and we will always assume a de Sitter-like value for the cosmological constant \(\lambda\).

The location of the roots of the polynomial \(r - 2m + \frac{1}{3} \lambda r^3\) are determined by the relation between \(m\) and \(\lambda\); whenever \(0 < 9m^2|\lambda| < 1\) this polynomial has two distinct positive roots \(r_b, r_c\) and a negative root \(r_\) located at

$$r_b \equiv \frac{2}{\sqrt{|\lambda|}} \cos \left( \frac{\alpha}{3} + \frac{4\pi}{3} \right),$$

$$r_c \equiv \frac{2}{\sqrt{|\lambda|}} \cos \left( \frac{\alpha}{3} \right),$$

$$r_- \equiv \frac{2}{\sqrt{|\lambda|}} \cos \left( \frac{\alpha}{3} + \frac{2\pi}{3} \right),$$

where \(\cos \alpha = -3m \sqrt{|\lambda|}\). The positive roots \(0 < r_b \leq r_c\) correspond, respectively, to a black hole-like horizon and a cosmological-like horizon. One can classify this 2-parameter family of solutions to the Einstein field equations depending on the relation between the parameters \(m\) and \(\lambda\). The subextremal Schwarzschild–de Sitter spacetime arises when the relation between \(m\) and \(\lambda\) satisfies

$$0 < 9m^2|\lambda| < 1.$$

If condition (44) holds, one can verify that \(F(r) > 0\) for \(r_b < r < r_c\) while \(F(r) < 0\) in the regions \(0 \leq r < r_b\) and \(r > r_c\). Consequently, the solution is static for \(r_b < r < r_c\)–see [7]. The extremal Schwarzschild–de Sitter spacetime is obtained by setting

$$|\lambda| = 1/9m^2.$$

If the extremal condition (45) holds, then the black hole and cosmological horizons degenerate into a single Killing horizon at \(r = 3m\). Moreover, one
has that $F(r) < 0$ for $0 \leq r < \infty$ so that the hypersurfaces of constant coordinate $r$ are spacelike while those of constant $t$ are timelike and there are no static regions. In the extremal case the function $F(r)$ can be factorised as

$$F(r) = -\frac{(r - 3m)^2(r + 6m)}{27m^2r}. \tag{46}$$

In the hyperextremal Schwarzschild–de Sitter spacetime, one considers

$$9m^2|\lambda| > 1. \tag{47}$$

In this case one has again $F(r) < 0$ for $0 \leq r < \infty$ so that similar remarks as those for the extremal case hold. The crucial difference with the extremal case is that in the hyperextremal case there are no horizons. Finally, at $r = 0$ it can be verified that the spacetime has a curvature singularity irrespective of the relation between $m$ and $\lambda$—in particular, the scalar $\tilde{C}_{abcd}\tilde{C}^{abcd}$, with $\tilde{C}^{abcd}$ the Weyl tensor of the metric $\tilde{g}_{SdS}$, blows up.

### 3.2. The $S^3\{Q, Q’\}$-Representation

The basic conformal structure of the subextremal and extremal Schwarzschild–de Sitter spacetimes has already been discussed in [2,7] and [47] respectively. Coordinate and Penrose diagrams have been also provided in [32] for the subextremal, extremal and hyperextremal cases. In this section we present a concise discussion, adapted to our conventions, of the conformal structure of the Schwarzschild–de Sitter spacetime in the subextremal, extremal, and hyperextremal cases. We start our discussion showing that irrespective of the relation of $m$ and $\lambda$ the induced metric at the conformal boundary for the Schwarzschild–de Sitter spacetime can be identified with the standard metric on $S^3$. As discussed in more detail in Sect. 3.3.1, this construction depends on the particular conformal representation being considered. In the subextremal case, one cannot obtain simultaneously an analytic extension regular near both $r_b$ and $r_c$—see [2]. Since we are interested only in the asymptotic region, in this section, we will consider the region $r > r_c$. For the extremal and hyperextremal cases such considerations are not necessary.

In the following, we introduce the null coordinates

$$u \equiv \sqrt{|\lambda|}(t - \tau), \quad v \equiv \sqrt{|\lambda|}(t + \tau),$$

where $\tau$ is a tortoise coordinate given by

$$\tau \equiv \int \frac{1}{F(r)} \, dr. \tag{48}$$

This integral can be computed explicitly—see [2,7]. The particular form of $\tau$ depends on the relation between $\lambda$ and $m$. As discussed in [7,47] the integration constant can always be chosen so that $\tau \rightarrow 0$ as $r \rightarrow \infty$. Defining $\tan U \equiv u, \tan V \equiv v$, with $U, V \in [-\pi/2, \pi/2]$ one gets the line element

$$\tilde{g}_{SdS} = \frac{1}{2} \frac{F(r)}{|\lambda|} \sec^2 U \sec^2 V \left( dU \otimes dV + dV \otimes dU \right) - r^2 \sigma. \tag{49}$$

As discussed in [2,7], one can construct Kruskal-type coordinates covering the black hole horizon by choosing appropriately the integration constant.
in Eq. (48). Analogously, choosing a different integration constant, one can construct Kruskal-type coordinates covering the cosmological horizon. Nevertheless, in the subextremal case, as emphasised in [2], it is not possible to construct Kruskal-type coordinates covering simultaneously both horizons. To construct the Penrose diagram for this spacetime, one considers as building blocks the Penrose diagrams for the regions $0 \leq r \leq r_b, r_b \leq r \leq r_c$ and $r_c \leq r < \infty$ which are then glued together using the corresponding Kruskal-type coordinates to cross each horizon—see [2,32] for a detailed discussion on the construction the Penrose diagram and Kruskal-type coordinates in the Schwarzschild–de Sitter spacetime. Consistent with the above discussion and given that we are only interested in the asymptotic region, we restrict our attention, in the subextremal case, to $r > r_c$. In the extremal case one has, however, that $r_b = r_c = 3m$ and one can verify that

$$\lim_{r \to 3m} \frac{\cos U}{r - 3m} = \lim_{r \to 3m} \frac{\cos V}{r - 3m} = C,$$

where $C \neq 0$ is a constant depending on $m$ and the integration constant chosen in the definition of $r$. Consequently, in the extremal case, the metric (49) is well defined for the whole range of the coordinate $r$: $0 < r < \infty$—see [47]. Introducing the coordinates $(\bar{U}, \bar{V})$ defined via

$$\tan U \equiv \ln \tan \left(\frac{\pi}{4} + \frac{\bar{U}}{2}\right), \quad \tan V \equiv \ln \tan \left(\frac{\pi}{4} + \frac{\bar{V}}{2}\right)$$

one obtains

$$\tilde{g}_{SdS} = \frac{1}{2} F(r) \left|\frac{\lambda}{F(r)}\right| \sec \bar{U} \sec \bar{V} \left(\bar{d} \bar{U} \otimes \bar{d} \bar{V} + \bar{d} \bar{V} \otimes \bar{d} \bar{U}\right) - r^2 \sigma.$$

Recalling that in the subextremal case $F(r) \leq 0$ for $r \geq r_c$ while for the extremal and hyperextremal cases $F(r) \leq 0$ for $0 < r < \infty$, one identifies the conformal factor

$$\Xi^2 = \frac{|\lambda|}{|F(r)|} \cos \bar{U} \cos \bar{V}.$$ 

Therefore, we can identify the conformal metric $g_{SdS} = \Xi^2 \tilde{g}_{SdS}$ with

$$g_{SdS} = -\frac{1}{2} \left(\bar{d} \bar{U} \otimes \bar{d} \bar{V} + \bar{d} \bar{V} \otimes \bar{d} \bar{U}\right) - \frac{|\lambda| r^2}{|F(r)|} \cos \bar{U} \cos \bar{V} \sigma. \quad (50)$$

Introducing the coordinates

$$T \equiv \bar{U} + \bar{V}, \quad \Psi \equiv \bar{V} - \bar{U},$$

one gets

$$g_{SdS} = \frac{1}{4} \left(\bar{d} \Psi \otimes \bar{d} \Psi - \bar{d} T \otimes \bar{d} T\right) - \frac{|\lambda| r^2}{|F(r)|} \cos \frac{1}{2} (T + \Psi) \cos \frac{1}{2} (T - \Psi) \sigma.$$

The analysis in [2] shows that the conformal factor $\Xi$ tends to zero as $r \to \infty$. Hence, to identify the induced metric at $\mathcal{I}$ it is sufficient to analyse such limit.
Noticing that

\[ r = \frac{1}{2\sqrt{|\lambda|}} (v - u) = \frac{1}{2\sqrt{|\lambda|}} \ln \left( \frac{\tan(\pi/4 + \bar{V})}{\tan(\pi/4 + U)} \right) \]

and recalling that

\[ \lim_{r \to \infty} r = 0, \]

one concludes that \( r \to \infty \) implies \( \Psi = 0 \) as long as \( \bar{U} \neq \pm \frac{1}{2}\pi \) and \( \bar{V} \neq \pm \frac{1}{2}\pi \). Using Eq. (43) one can verify that

\[ \lim_{r \to \infty} \frac{|\lambda|r^2}{|F(r)|} = 1. \]

Consequently, the induced metric on \( I \) is given by

\[ h = -\frac{1}{4} dT \otimes dT - \cos^2 \frac{T}{2} \sigma \]

which can be written in a more recognisable form introducing \( \xi \equiv \frac{1}{2}(T + \pi) \) so that

\[ h = -d\xi \otimes d\xi - \sin^2 \xi \sigma. \] (51)

The metric \( h \) is the standard metric on \( S^3 \). Observe that the excluded points in the discussion of this section \( (\bar{U}, \bar{V}) = (\pm \frac{1}{2}\pi, \pm \frac{1}{2}\pi) \) correspond to \( \xi = 0 \) and \( \xi = \pi \)—the North and South pole of \( S^3 \). The Penrose diagram of the subextremal, extremal and hyperextremal Schwarzschild–de Sitter spacetime is given in Fig. 4a. The conformal boundary \( I \) of the (subextremal, extremal and hyperextremal) Schwarzschild–de Sitter spacetime, defined by the condition \( \Xi = 0 \), is spacelike consistent with the fact that the cosmological constant of the spacetime is de Sitter-like—see, e.g. [46,51]. Moreover, the singularity at \( r = 0 \) is of a spacelike nature—see [32,47]. As pointed out in [2,33], the Schwarzschild–de Sitter spacetime can be interpreted as the model of a white hole singularity towards a final de Sitter state. Alternatively, making use of a reflection

\[ u \mapsto -u, \quad v \mapsto -v, \]

one obtains a model of a black hole with a future singularity—see Figs. 3, 4 and 5.

In what follows, we adopt the white hole point of view for the extremal and hyperextremal cases so that \( I \) corresponds to future conformal infinity and we will consider a backward asymptotic initial value problem. Consistent with this point of view, for the subextremal case, we consider asymptotic initial data on \( I^+ \) and study the development of such data towards the curvature singularity located at \( r = 0 \)—see Fig. 1.

### 3.3. The \( \mathbb{R} \times S^2 \)-Representation

In Sect. 3.2 we have shown that there exist a conformal representation in which the induced metric on the conformal boundary corresponds to the standard metric on \( S^3 \). A quick inspection shows that the metric (51) is conformally flat. In this section we put this observation in a wider perspective and show that
Figure 3. Penrose diagram for the subextremal Schwarzschild–de Sitter spacetime. The excluded points \( Q, Q' \) represent asymptotic regions where the cosmological horizon appears to meet \( \mathcal{I} \). As discussed in Sect. 3.1, this region of the spacetime does not belong to \( \mathcal{I} \).

Figure 4. Penrose diagrams for the extremal Schwarzschild–de Sitter spacetime. Case (a) corresponds to a white hole which evolves towards a de Sitter final state while case (b) is a model of a black hole with a future singularity. The continuous black line denotes the conformal boundary; the serrated line denotes the location of the singularity; the dashed line shows the location of the Killing horizons \( \mathcal{H} \) at \( r = 3m \). The excluded points \( Q, Q' \) and \( \mathcal{P} \) represent asymptotic regions of the spacetime that do not belong to \( \mathcal{I} \) or the singularity \( r = 0 \).

The induced metric on \( \mathcal{I} \) of a spherically symmetric spacetime with spacelike \( \mathcal{I} \) is necessarily conformally flat. In addition, a conformal representation in which the induced metric at the conformal boundary corresponds to the standard metric on \( \mathbb{R} \times S^2 \) is discussed. This conformal representation will be of particular importance in the subsequent analysis.
Figure 5. Penrose diagram for the hyperextremal Schwarzschild–de Sitter spacetime. The singularity is of spacelike nature. Dotted lines at 45° and 135° have been included for visualisation. Case (a) corresponds to a white hole which evolves to a final de Sitter state. Case (b) corresponds to a black hole with a future spacelike singularity.

3.3.1. The Conformal Boundary of Spherically Symmetric and Asymptotically de Sitter Spacetimes. Following an argument similar to the one given in [43], we have the following construction for a spherically symmetric spacetime with spacelike conformal boundary: if a spacetime $(\tilde{M}, \tilde{g})$ is spherically symmetric, then the metric $\tilde{g}$ can be written in a warped product form

$$\tilde{g} = \tilde{\gamma} - \tilde{\rho}^2 \sigma,$$

where $\tilde{\gamma}$ is the 2-metric on the quotient manifold $\tilde{Q} \equiv \tilde{M}/SO(3)$, $\sigma$ is the standard metric of $S^2$ and $\tilde{\rho}: \tilde{Q} \to \mathbb{R}$. If $g$ and $\tilde{g}$ are conformally related, $g = \Theta^2 \tilde{g}$, then the spherical symmetry condition for $g$ is translated into the requirement that $g$ can be written in the form

$$g = \gamma - \rho^2 \sigma,$$

where $\gamma \equiv \Theta \tilde{\gamma}$ and $\rho \equiv \Theta \tilde{\rho}$, where $\Theta$ does not depend on the coordinates on $S^2$. Near $\mathcal{I}$ let us introduce local coordinates $(\Theta, \psi)$ on the quotient manifold $Q \equiv M/\text{SO}(3)$ so that $\Theta = 0$ denotes the locus of $\mathcal{I}$. Since the conformal boundary is spacelike, we have that $g(d\Theta, d\Theta) > 0$. Therefore, the metric induced on $\mathcal{I}$ by $g$ has the form

$$h = -A(\psi) d\psi \otimes d\psi - \rho^2(\psi) \sigma,$$

where $A(\psi)$ is a positive function. Redefining the coordinate $\psi$, we can rewrite $h$ as

$$h = -\rho^2(\psi)(d\psi \otimes d\psi + \sigma).$$

It can be readily verified—say, by calculating the Cotton tensor of $h$—that the metric $h$ is conformally flat. In Sect. 3.4, it will be shown that, in view of the conformal freedom of the setting, a convenient choice is to consider a
conformal representation in which the 3-metric on $\mathcal{I}$ is given by
\[ h = -\mathrm{d}\psi \otimes \mathrm{d}\psi - \sigma. \tag{53} \]
This metric is the standard metric of the cylinder $\mathbb{R} \times S^2$ with $\psi \in (-\infty, \infty)$. It can be verified that this conformal representation is related to the one discussed in Sect. 3.2 via $h = \omega^2 \tilde{h}$, where the conformal factor $\omega$ and the relation between the coordinates are given by
\[ \psi(\xi) = \psi_\ast - \ln |\csc \xi + \cot \xi|, \quad \omega(\xi) = \csc(\xi). \tag{54} \]
Equivalently, one has that
\[ \xi(\psi) = \arccos \left( e^{2(\psi_\ast - \psi)} - 1 \right), \quad \omega(\psi) = \frac{e^\psi}{2e^{\psi_\ast} \left( e^{2\psi_\ast} + e^{2\psi} \right)}, \]
where $\psi_\ast$ is a constant of integration. We can directly observe that in this representation $\xi = 0$ and $\xi = \pi$ correspond to $\psi = -\infty$ and $\psi = \infty$, respectively.

### 3.3.2. The Extrinsic Curvature of the Conformal Boundary in the $\mathbb{R} \times S^2$ Representation
A particularly simple conformal representation for the Schwarzschild–de Sitter spacetime can be obtained using the discussion of Sect. 3.3.1. Accordingly, take the metric of the Schwarzschild–de Sitter spacetime as written in Eq. (42) with $F(r)$ as given by the relation (43) and consider the conformal factor $\Xi \equiv 1/r$. Introducing the coordinates $\varrho \equiv 1/r$ and $\zeta \equiv \sqrt{|\lambda|}/3t$, the conformal metric
\[ g \equiv \Xi^2 \tilde{g}_{eSdS} \]
is given by
\[ g = \frac{3}{|\lambda|} \left( \varrho^2 - 2m\varrho^3 - \frac{1}{3}|\lambda| \right) \mathrm{d}\zeta \otimes \mathrm{d}\zeta - \left( \varrho^2 - 2m\varrho^3 - \frac{1}{3}|\lambda| \right)^{-1} \mathrm{d}\varrho \otimes \mathrm{d}\varrho - \sigma. \]
The induced metric on the hypersurface described by the condition $\Xi = 0$ is given by
\[ h = -\mathrm{d}\zeta \otimes \mathrm{d}\zeta - \sigma. \]
It can be verified that $g$ satisfies a conformal gauge for which the conformal boundary has vanishing extrinsic curvature. To see this, consider a $g$-orthonormal coframe $\{\omega^a\}$ with
\[ \omega^0 = \sqrt{\frac{3}{|\lambda|}} \left( \varrho^2 - 2m\varrho^3 - \frac{1}{3}|\lambda| \right)^{1/2} \mathrm{d}\zeta, \quad \omega^3 = \left( \varrho^2 - 2m\varrho^3 - \frac{1}{3}|\lambda| \right)^{-1/2} \mathrm{d}\varrho, \]
and $\{\omega^1, \omega^2\}$ a $\sigma$-orthonormal coframe. Denote by $\{e_a\}$ the corresponding dual frame. Using this frame we can directly compute the Friedrich scalar $s \equiv \frac{1}{4} \nabla^c \nabla_c \Xi + \frac{1}{24} R \Xi$—see Appendix D. The computation of the Ricci scalar yields
\[ R = -12m\varrho. \tag{55} \]
A direct calculation using
\[ \nabla_\mu \nabla^\nu \Xi = \frac{1}{\sqrt{-\det g}} \partial_\mu (\sqrt{-\det g} g^{\mu\nu} \partial_\nu \Xi) \]
shows that $\nabla_a \nabla^a \Xi = 6m \varrho^2 - 2\varrho$. Consequently, the scalar $s$ vanishes at the hypersurface defined by $\Xi = \varrho = 0$. Contrasting this result with the solution to the conformal constraints given in Eqs. (34a)–(34b) we conclude that in this representation the hypersurface described by $\Xi = 0$ has vanishing extrinsic curvature as claimed.

Remark 4. Notice that, in this representation the curvature singularity, located $r = 0$, corresponds to $\varrho = \infty$. Consequently, $\mathcal{I}$ is at an infinite distance from the conformal boundary.

Observe that, the components of the Weyl tensor with respect to the orthonormal frame $\{e_a\}$ as described above are given by

\[
\begin{align*}
C_{1212} &= -2m \varrho, & C_{1313} &= m \varrho, & C_{1010} &= -m \varrho, \\
C_{2323} &= m \varrho, & C_{2020} &= -m \varrho, & C_{3030} &= 2m \varrho.
\end{align*}
\]

This information will be required in the discussion of the initial data for the rescaled Weyl tensor—see Sect. 3.4.2. Using now that $d_{abcd} = \Xi^{-1} C_{abcd}$ with $\Xi = \xi$ and exploiting the fact that the computations have been carried out in an orthonormal frame so that $C^{a}_{abcd} = \eta^{af} C_{fbcd}$, we get

\[
\begin{align*}
d_{1212} &= -2m, & d_{1313} &= m, & d_{1010} &= -m, \\
d_{2323} &= m, & d_{2020} &= -m, & d_{3030} &= 2m.
\end{align*}
\]

Finally, considering $d_{ij} \equiv d_{i0j0}$ we have

\[
\begin{align*}
d_{11} &= -m, & d_{22} &= -m, & d_{33} &= 2m.
\end{align*}
\]

3.4. Identifying Asymptotic Regular Data

As discussed in Sect. 3.1, there is a conformal representation in which the induced metric on the conformal boundary of the Schwarzschild–de Sitter is the standard metric $\mathcal{h}$ on $S^3$. Nevertheless, the asymptotic points $Q$ and $Q'$, as depicted in the Penrose diagram of Fig. 4, are associated with the behaviour of those timelike geodesics which never cross the horizon—see Appendix A. Despite that, from the point of view of the intrinsic geometry of $\mathcal{I}$ these asymptotic regions—corresponding to the North and South poles of $S^3$—are regular, from a spacetime point of view they are not. This issue will be further discussed Sect. 3.4.2 where it will be shown that the initial data for the electric part of rescaled Weyl tensor is singular at $Q$ and $Q'$. Fortunately, as exposed in Sect. 2.4.2 one can exploit the inherent conformal freedom of the setting to select any representative of the conformal class $[\mathcal{h}]$ to construct a solution to the conformal constraint equations. Taking into account the previous remarks it will be convenient to choose the conformal representation discussed in Sect. 3.3, $\mathcal{h} = \omega^2 \mathcal{h}$ with $\omega$ and $\mathcal{h}$ given in Eqs. (53) and (54), in which the points $Q$ and $Q'$ are at infinity respect to the metric $\mathcal{h}$.

3.4.1. A Frame for the Induced Metric at $\mathcal{I}$. Consistent with the discussion of the last section, on $\mathcal{I}$ one considers an adapted frame $\{l, m, \bar{m}\}$ such that the metric (53) can be written in the form

\[
h = -(l \otimes l + \sigma)
\]
where

\[ l = d\psi, \quad \sigma = \frac{1}{2}( m \otimes \bar{m} + \bar{m} \otimes m ). \]

In terms of abstract index notation, we have

\[ h_{ij} = -l_i l_j - 2m_{(i} \bar{m}_{j)}. \tag{57} \]

The frame \( \{ l, m, \bar{m} \} \) satisfies the pairings

\[ l_j l^j = -1, \quad m_j \bar{m}^j = -1, \quad l_j m^j = \bar{m}_j \bar{m}^j = 0. \tag{58} \]

### 3.4.2. Initial Data for the Rescaled Weyl Tensor

The procedure for the construction of a solution to the conformal constraints at the conformal boundary requires, in particular, a solution to the divergence Eq. (35) for the electric part of the rescaled Weyl tensor. The requirement of spherical symmetry of the unphysical spacetime \( (M, g) \) possesses a Killing vector \( X \) then the initial data encoded in the symmetric trace-free tensor \( d_{ij} \) must satisfy the condition

\[ \mathcal{L}_X d_{ij} = 0, \tag{59} \]

where \( \mathcal{L}_X \) denotes the Lie derivative in the direction of \( X \) on the initial hypersurface. The only symmetric trace-free tensor \( d_{ij} \) compatible with the above requirement is given by

\[ d_{ij} = \frac{1}{2} \varsigma (3l_i l_j + h_{ij}). \tag{60} \]

where \( \varsigma = d_{ij} l^i l^j \).

#### TT-tensors on \( \mathbb{R}^3 \)

The general form of symmetric, trace-free and divergence-free tensors (i.e. TT-tensors) in a conformally flat setting are well-known—see e.g. [3,9]. For convenience of the reader, in this short paragraph, we adapt the conventions and discussion given in the latter references to the present setting. The general solutions to the equation

\[ \hat{D}^i \hat{d}_{ij} = 0, \tag{61} \]

where \( \hat{h} \equiv -\delta \) is the flat metric has been given in [9]. One can introduce Cartesian coordinates \( (x^\alpha) \) with the origin of \( \mathbb{R}^3 \) located at a fiduciary position \( O \). Additionally, we introduce polar coordinates defined via \( \rho = \delta_{\alpha\beta} x^\alpha x^\beta \). The flat metric in these coordinates reads

\[ \hat{h} = -d\rho \otimes d\rho - \rho^2 \sigma. \tag{62} \]

Using this notation and taking into account the requirement of spherical symmetry encoded in Eq. (59) the flat space counterpart of the required solution is

\[ \hat{d} = \frac{A_\star}{\rho^3} \left( 3d\rho \otimes d\rho + \hat{h} \right), \]

where \( A_\star \) is a constant. In order to obtain an analogous solution in conformally related three manifolds, one can exploit the conformal properties of Eq. (61) using the following:
Lemma 6. Let $\bar{d}_{ij}$ be a trace-free symmetric solution to $\bar{D}^i \bar{d}_{ij} = 0$ where $\bar{D}$ is the Levi–Civita connection of $\bar{h}$. Let $h = \omega^2 \bar{h}$, then $d_{ij} = \omega^{-1} \bar{d}_{ij}$ is a symmetric trace-free solution to $D^i d_{ij} = 0$ where $D$ is the Levi–Civita connection of $h$.

This lemma can be found in [9]. Here we have adapted the statement to agree with the conventions of this article.

**TT-tensors on $S^3$ and $\mathbb{R} \times S^2$.** One can exploit Lemma 6 to derive spherically symmetric solutions of the divergence Eq. (61) in conformally flat three manifolds. In particular, the metrics $\bar{h}$ and $\bar{h}$ as given in Eqs. (51) and (62) are related via

$$h = \omega^2 \bar{h},$$

where

$$\rho(\xi) = \cot(\xi/2), \quad \omega(\xi) = 2 \sin^2(\xi/2), \quad (63)$$

The coordinate transformation $\rho(\xi)$ corresponds to the stereographic projection in which the origin $O$ of $\mathbb{R}^3$ is mapped to the South pole on $S^3$. Alternatively, one can also derive

$$\rho(\xi) = \tan(\xi/2), \quad \omega(\xi) = 2 \cos^2(\xi/2), \quad (64)$$

corresponding to the stereographic projection in which the origin of $\mathbb{R}^3$ is mapped to the North pole of $S^3$. Using Lemma 6 with equations (63) or (64) one obtains

$$d = \frac{A_*}{2 \sqrt{1 - \omega^2(\xi)}} (3 d\xi \otimes d\xi + \bar{h}). \quad (65)$$

Observe that $d_{ij}$ is singular when $\omega(\xi) = 1$ which corresponds to $\xi = 0$ and $\xi = \pi$ according to Eqs. (63) and (64), respectively. Therefore, in this conformal representation the electric part of the rescaled Weyl tensor is singular at the North and South poles of $S^3$. Proceeding in a analogous way as in the previous paragraphs one can observe that the metrics $h$ and $\bar{h}$ given in Eqs. (53) and (62) are related via

$$h = \omega^2 \bar{h},$$

where

$$\rho(\psi) = e^\psi, \quad \omega(\psi) = e^{-\psi}.$$ 

A straightforward computation using Lemma 6 renders

$$d = A_* (3 d\psi \otimes d\psi + \bar{h}). \quad (66)$$

Moreover, since $D^i d_{ij} = 3 A_* D^i (l_i l_j)$, it follows that verifying that $d_{ij}$ satisfies the condition (59) reduces to the computation of $\omega_i \equiv \mathcal{L}_X l_i$ and showing that the components of $\omega_i$ along any leg of the frame vanishes—that is

$$l^i \omega_i = 0, \quad m^i \omega_i = 0, \quad \bar{m}^i \omega_i = 0.$$

The latter can easily be done using the Killing equation $\mathcal{L}_X h_{ij} = 2 D(i X_j) = 0$ along with Eqs. (57) and (58). Finally, comparing expression (66) with Eq. (56),
we can recognise that $A_\star = m$. Observe that this identification is irrespective of the extrinsic curvature of $\mathcal{F}$.

### 3.5. Asymptotic Initial Data for the Schwarzschild–de Sitter Spacetime

In the last section it was shown that the $\mathbb{R} \times S^2$-conformal representation leads to regular asymptotic data for the rescaled Weyl tensor. In this section we complete the discussion the asymptotic initial data for the Schwarzschild–de Sitter spacetime in this conformal representation. To do so, we make use of the procedure to solve the conformal constraints at the conformal boundary as discussed in Sect. 2.3.4 and the specific properties of the Schwarzschild–de Sitter spacetime.

**3.5.1. Initial Data for the Schouten Tensor.** Computing the Schouten tensor $Sch[h]$ of $h$ we get that

$$Sch[h] = -\frac{1}{2} d\psi \otimes d\psi + \frac{1}{2} \sigma.$$  

Equivalently, in abstract index notation, one writes

$$l_{ij} = -l_i l_j - \frac{1}{2} h_{ij}.$$  

Thus, recalling the solution to the conformal constraints given in Eq. (34b) we get,

$$L_{ij} = -l_i l_j - \frac{1}{2} (1 - \kappa^2) h_{ij}.$$  

**3.5.2. Initial Data for the Connection Coefficients.** In order to compute the connection coefficients associated with the coframe \(\{\omega_i\}\) recall that $\omega^3 = d\psi$ and $\{\omega^1, \omega^2\}$ are $\sigma$-orthonormal. Equivalently, one has that $\{e_i\} = \{\partial_\psi, e_1, e_2\}$ with

\[
e_1 = \frac{1}{\sqrt{2}}(m + \bar{m}), \quad e_2 = \frac{i}{\sqrt{2}}(m - \bar{m}),
\]

where $\sigma = m \otimes \bar{m} + \bar{m} \otimes m$, so that

$$h = -\omega^1 \otimes \omega^1 - \omega^2 \otimes \omega^2 - \omega^3 \otimes \omega^3.$$  

The connection coefficients can be obtained using the first structure Eq. (116a) given in Appendix C.1. Proceeding in this manner, by a straightforward computation, one can show that the only nonzero connection coefficient is $\gamma^2_{21}$. In terms of the Ricci rotation coefficients, the latter corresponds to $2\sqrt{2} \text{Re}(\alpha_\star)$ where $\alpha_\star = -\frac{1}{2} \bar{m}^a \delta m_a$ in the standard NP notation—see [51]. Therefore, the only non-trivial initial data for the connection coefficients is

$$\gamma^2_{21} = \sqrt{2}(\alpha_\star + \bar{\alpha}_\star).$$

**Remark 4.** The frame over the cylinder $\mathbb{R} \times S^2$ introduced in this section is not a global one. Nevertheless, it is possible to construct an atlas covering $\mathbb{R} \times S^2$ such that one each of the charts one has a well defined frame of the required form.
3.5.3. Spinorial Initial Data. In this section, we discuss the spinorial counterpart of the asymptotic initial data computed in the previous sections.

3.5.4. Spin Connection Coefficients. The spinorial counterpart of the asymptotic initial data constructed in the previous sections is readily obtained by suitable contraction with the spatial Infeld–van der Waerden symbols—see Appendix C.3. Following the discussion of Sect. 3.5.2, let $\omega^3 = d\psi$ and let $\{\omega^1, \omega^2\}$ denote an $\sigma$-orthonormal coframe. Using Eq. (123b) of Appendix C.3 we have that the spinorial coframe is given by

$$\omega^{AB} = \sigma^i_{AB} \omega^i = (y^{AB} + z^{AB})\omega^1 + i(y^{AB} - z^{AB})\omega^2 - x^{AB}\omega^3. \quad (67)$$

Alternatively, one has that the spinorial frame is given by

$$e^{AB} = x^{AB} e^x_3 \partial_\psi + \sqrt{2} y^{AB} e^y_+ e^m - \sqrt{2} z^{AB} e^z_- e^m$$

where $e^x_3, e^y_+, e^z_-$ denote the only non-vanishing frame coefficients. Equation (67) allow us to compute the reduced connection coefficients $\gamma^{ABCD}$ using the first Cartan structure Eq. (122a) in Appendix C.3. Alternatively, one can use the results of Sect. 3.5.2 and the spatial Infeld–van der Waerden symbols to compute

$$\gamma^{ABCD}_E F \equiv \gamma^i_{j,k} \sigma^{AB}_{i} \sigma^{CD}_{j} \sigma^{EF}_{k},$$

where

$$\gamma^i_{j,k} = \delta^i_1 \delta^j_1 \delta^k_2 \gamma_{2,1}^1 + \delta^i_2 \delta^j_2 \delta^k_1 \gamma_{2,1}^2,$$

with

$$\gamma_{2,1}^1 = -\sqrt{2}(\alpha_* + \bar{\alpha}_*), \quad \gamma_{2,1}^2 = \sqrt{2}(\alpha_* + \bar{\alpha}_*).$$

Using the identities (123a)–(123b) in Appendix C.3 one obtains

$$\gamma^{ABCD}_E F = 2\sqrt{2}(\alpha_* + \bar{\alpha}_*)(y^{AB} - z^{AB})(y_E z^D - y^C z_E F).$$

Thus, the reduced connection coefficients are given by

$$\gamma^{AB}_D F = \frac{1}{2} \gamma^{ABCD}_C D = (\alpha_* + \bar{\alpha}_*) x^D_F (y^{AB} - z^{AB}). \quad (68)$$

By computing the spinor version of the connection form $\gamma^{DF}_E \equiv \gamma^{AB}_D F \omega^{AB}$ using Eqs. (68) and (67), one can readily verify that the first structure equation is satisfied. Additionally, using the reality conditions,

$$x^{AB\dagger} = -x^{AB}, \quad y^{AB\dagger} = z^{AB}, \quad z^{AB\dagger} = y^{AB}$$

we can verify that $\gamma^{ABCD}$ is an imaginary spinor—as is to be expected from the space spinor formalism. The field $\gamma^{ABCD}$ represents the initial data for the field $\xi^{ABCD}$—the imaginary part of the reduced connection coefficient $\Gamma^{ABCD}$. The real part of $\Gamma^{ABCD}$ corresponds to the Weingarten spinor $\chi^{ABCD}$ which, in accordance with Eq. (34a), is given initially by

$$\chi^{ABCD} = \kappa h^{ABCD}.$$

Rewriting the reduced connection coefficients (68) in terms of the basic valence-4 spinors introduced in Sect. 4.1 we get for $\xi^{ABCD} = \gamma^{ABCD}$ the explicit expression
\[ \xi_{ABCD} = -(\alpha_\ast + \bar{\alpha}_\ast)(\epsilon^1_{ABCD} + \epsilon^3_{ABCD}) + \frac{1}{2\sqrt{2}}(\alpha_\ast + \bar{\alpha}_\ast)\epsilon_{AC}(y_{BD} + z_{BD}) + \frac{1}{2\sqrt{2}}(\alpha_\ast + \bar{\alpha}_\ast)\epsilon_{BD}(y_{AC} + z_{AC}). \]

3.5.5. Spinorial Counterpart of the Schouten Tensor. The spinorial counterpart of the Schouten tensor \( l_{ij} \) can be directly read from the expressions in Sect. 3.5.1. Observe that the elementary spinor \( x^{AB} \) corresponds to the components of \( l_i \) with respect to the coframe (67) since
\[ \omega^{AB} x_{AB} = -x^{AB} x_{AB} \omega^3 = \omega^3 = d\psi = l. \]
Replacing \( h_{ij} \) by its space spinor counterpart \( h_{ABCD} \) we obtain
\[ l_{ij} \mapsto l_{ABCD} = -x^{AB} x_{CD} - \frac{1}{2} h_{ABCD} \]
Equivalently, recalling that the space spinor counterpart of the trace-free part of a tensor \( l_{ij \{ij\}} = l_{ij} - \frac{1}{3} h_{ij} \) corresponds to the totally symmetric spinor \( l_{(ABCD)} \), it follows then from
\[ l_{ij} = l_{(ij)} + \frac{1}{3} l_{ij}, \]
that
\[ l_{ABCD} = l_{(ABCD)} + \frac{1}{3} l h_{ABCD}. \]
Thus, using that for the metric (53) one has \( r = -2 \) and that \( l \equiv h^{ij} l_{ij} = \frac{1}{4} r \), it follows that \( l = -\frac{1}{2} \) and \( l_{(ABCD)} = -x_{(AB} x_{CD)} = -2 \epsilon^2_{ABCD} \). Therefore, we get
\[ l_{ABCD} = -2 \epsilon^2_{ABCD} - \frac{1}{6} h_{ABCD}. \]
Finally, recalling the expressions for the components of the spacetime Schouten tensor given in (34b), we conclude
\[ L_{ABCD} = -2 \epsilon^2_{ABCD} - \frac{1}{6}(1 - 3\kappa^2) h_{ABCD}. \]

3.5.6. Initial Data for the Rescaled Weyl Spinor. Following the approach employed in last section, the spinorial counterpart of (66) is given by
\[ d_{ABCD} = A_\ast (3 l_{AB} l_{CD} + h_{ABCD}). \]
However, the trace-free condition simplifies the last expression since \( d^i_i = 0 \) implies that \( d_{ij} = d_{(ij)} \). Therefore \( d_{ABCD} = d_{(ABCD)} = 3 A_\ast l_{(A} l_{B)} l_{(CD)}. \) As the elementary spinor \( x_{AB} \) can be associated with the components of \( l \) respect to the coframe (67), one gets that
\[ d_{ABCD} = 3 A_\ast x_{(AB} x_{CD)}. \]
This last expression can be equivalently written in terms of the basic valence-4 space spinors of Sect. 4.1 as
\[ \phi_{ABCD} = 6 m e^2_{ABCD}. \]
where, in the absence of a magnetic part, we have identified $\phi_{ABCD}$ initially with $d_{ABCD}$. Observe that have set $A_\star = m$ consistent with the discussion of Sect. 3.4.2.

4. The Solution to the Asymptotic Initial Value Problem for The Schwarzschild–de Sitter Spacetime and Perturbations

As already discussed in the introductory section, recasting explicitly the Schwarzschild–de Sitter spacetime as a solution to the system of conformal evolution Eqs. (29a)–(29i) requires solving, in an explicit manner, the conformal geodesic equations. This, as discussed in Appendix A.2, is not possible in general. Instead, an alternative approach is to study directly the conformal evolution Eqs. (29a)–(29i) making explicit the spherical symmetry of the solution and the asymptotic initial data corresponding to the Schwarzschild–de Sitter spacetime. This approach does not only extract the required information about the reference solution—in the conformal Gaussian gauge—but, in addition, is a model for the general structure of the conformal evolution equations. The relevant analysis is discussed in Sects. 4.1 and 4.2. As a complementary analysis, we study the formation of singularities in the evolution equations. In order to have a more compact discussion leading to the main result, the analysis of the formation of singularities is presented in Appendix B. Finally, in Sect. 4.3, we use the theory of symmetric hyperbolic systems contained in [37] to obtain a existence and stability result for the development of small perturbations to the asymptotic initial data of the Schwarzschild–de Sitter spacetime.

4.1. The Spherically Symmetric Evolution Equations

Hitherto, the discussion of the extended conformal Einstein field equations and the conformal constraint equations has been completely general. Since we are interested in analysing the Schwarzschild–de Sitter spacetime as a solution to the conformal field equations one has to incorporate specific properties of this spacetime. The most important assumption for our analysis is that of the spherical symmetry of the spacetime. Under this assumption, a generalisation of Birkhoff’s theorem for vacuum spacetimes with de Sitter-like cosmological constant shows that the spacetime must be locally isometric to either the Nariai or the Schwarzschild–de Sitter solutions—see [50]. As the Nariai solution is known to not admit a smooth conformal boundary [5, 26], then the formulation of an asymptotic initial value problem readily selects the Schwarzschild–de Sitter spacetime.

To incorporate the assumption of spherical symmetry into the conformal field equations encoded in the spinorial zero-quantities (19a)–(19d) one has to reexpress the requirement of spherical symmetry in terms of the space spinor formalism. In order to ease the presentation we simply introduce a consistent Ansatz for spherical symmetry—a similar approach has been taken in [43]. More precisely, we set

$$\phi_{ABCD} = \phi_2 \epsilon^{ABCD},$$

(70a)
Elementary spinors

The elementary spinors \( x_{AB}, y_{AB}, z_{AB}, \epsilon_{ABCD} \) and \( h_{ABCD} \) used in the above Ansatz are defined in Appendix C.2. For further details on the construction of a general spherically symmetric Ansatz see [21, 54]. Alternatively, one can follow a procedure similar to that of Sect. 3.5.4—by writing a consistent spherically symmetric Ansatz for the orthonormal frame one can identify the non-vanishing components of the required tensors. The transition to the spinorial version of such Ansatz can be obtained by contracting appropriately with the Infeld–van der Waerden symbols taking into account Eqs. (123a)–(123b), (119a)–(119d) and (120a)–(120c).

The ansatz for spherical symmetry encoded in Eqs. (70a)–(70h) combined with the evolution Eqs. (29a)–(29i) leads, after suitable contraction with the elementary spinors introduced in Sect. 4.1, to a set of evolution equations for the fields

\[
\begin{align*}
\phi_2, \ & \Theta_x^T, \ \Theta_2^S, \ \Theta_h^S, \ \xi_1, \ \xi_3, \ \xi_y, \ \xi_z, \ e_0^x, \ e_3^x, \ e_y^+, \ e_z^-, \ f_x.
\end{align*}
\]

This lengthy computation has been carried out using the suite xAct for tensor and spinorial manipulations in Mathematica—see [31]. At the end of the day, one obtains the following evolution equations:

\[
\begin{align*}
\partial_t e_x^0 &= \frac{1}{3} \chi_2 e_x^0 - \frac{1}{3} \chi_3 e_x^0 - f_x, \\
\partial_t e_x^3 &= \frac{1}{3} \chi_2 e_x^3 - \frac{1}{3} \chi_3 e_x^3, \\
\partial_t e_y^+ &= -\frac{1}{6} \chi_2 e_y^+ - \frac{1}{3} \chi_3 e_y^+, \\
\partial_t e_z^- &= -\frac{1}{6} \chi_2 e_z^- - \frac{1}{3} \chi_3 e_z^-, \\
\partial_t f_x &= \frac{1}{3} \chi_2 f_x - \frac{1}{3} \chi_3 f_x + \Theta_x^T, \\
\partial_t \chi_2 &= \frac{1}{6} \chi_2^2 - \frac{3}{3} \chi_2 \chi_h - \Theta_2^S - \Theta \phi_2, \\
\partial_t \chi_h &= -\frac{1}{6} \chi_2^2 - \frac{1}{3} \chi_2 \chi_h - \Theta_h^S, \\
\partial_t \xi_3 &= \frac{1}{12} \chi_2 \xi_3 - \frac{1}{3} \chi_3 \xi_3 - \frac{1}{2} \chi_2 \xi_y.
\end{align*}
\]
\[ \partial_\tau \xi_1 = \frac{1}{12} \chi_2 \xi_1 - \frac{1}{3} \chi h \xi_1 - \frac{1}{2} \chi 2 \xi_z, \quad (71i) \]
\[ \partial_\tau \xi_x = -\frac{1}{2} \chi_2 f_x - \Theta_x^T - \frac{1}{6} \chi_2 \xi_x - \frac{1}{3} \chi h \xi_x, \quad (71j) \]
\[ \partial_\tau \xi_y = \frac{1}{8} \chi_2 \xi_3 + \frac{1}{12} \chi_2 \xi_y - \frac{1}{3} \chi h \xi_y, \quad (71k) \]
\[ \partial_\tau \xi_z = \frac{1}{2} \chi_2 \xi_1 + \frac{1}{12} \chi_2 \xi_z - \frac{1}{3} \chi h \xi_z, \quad (71l) \]
\[ \partial_\tau \Theta_x^T = \frac{1}{3} \chi_2 \Theta_x^T - \frac{1}{3} \chi h \Theta_x^T + \frac{1}{3} d_x \phi_2, \quad (71m) \]
\[ \partial_\tau \Theta_2^S = \frac{1}{6} \chi_2 \Theta_2^S - \frac{1}{3} \chi h \Theta_2^S - \frac{1}{3} \chi_2 \Theta_h^S + \dot{\Theta}_2^\phi, \quad (71n) \]
\[ \partial_\tau \phi_2 = -\frac{1}{2} \chi_2 \phi_2 - \chi h \phi_2. \quad (71p) \]

The results of the analysis of Sects. 3.5.4, 3.5.5 and 3.5.6 provide the asymptotic initial data for the above spherically symmetric evolution equations. The resulting expressions are collected in the following lemma:

**Lemma 7.** There exists a conformal gauge in which asymptotic initial data for the Schwarzschild–de Sitter spacetime can be expressed, in terms of the fields defined by the Ansatz (70a)–(70h), as

\[ \phi_2 = 6m, \quad \Theta_x^T = 0, \quad \Theta_2^S = -2, \quad \Theta_h^S = -\frac{1}{2}(1 - 3\kappa^2), \]
\[ \xi_1 = -(\alpha_\star + \bar{\alpha}_\star), \quad \xi_3 = -(\alpha_\star + \bar{\alpha}_\star), \quad \xi_x = \frac{1}{2\sqrt{2}}(\alpha_\star + \bar{\alpha}_\star), \]
\[ \xi_y = \frac{1}{2\sqrt{2}}(\alpha_\star + \bar{\alpha}_\star), \]
\[ \xi_z = \frac{1}{2\sqrt{2}}(\alpha_\star + \bar{\alpha}_\star), \quad \chi_2 = 0, \quad \chi h = 3\kappa, \quad \chi x = 0, \]
\[ e_x^0 = 0, \quad e_x^3 = 1, \quad e_x^+ = 1, \quad e_x^- = 1, \]
\[ f_x = 0. \]

### 4.2. The Schwarzschild–de Sitter Spacetime in the Conformal Gaussian Gauge

In this section we analyse in some detail the spherically symmetric evolution equations derived in the previous section. In particular, we show that there is a subsystem of equations that decouples from the rest—which we call the core system—and controls the essential dynamics of the system (71a)–(71p).

As the Schwarzschild–de Sitter spacetime possess a curvature singularity at \( r = 0 \), one expects, in general, the conformal evolution equations to develop singularities. Moreover, since the two essential parameters appearing in the initial data given in Lemma 7 are \( m \) and \( \kappa \)—the function \( \alpha_\star \) only encodes the connection on \( S^2 \)—one expects, in general, that the congruence of conformal geodesics reaches the curvature singularity at \( \tau = \tau_\star (m, \kappa) \). Nevertheless, numerical evaluations suggest that for \( \kappa = 0 \) the core system does not develop any singularity—observe that this is consistent with the remark made in the discussion of Sect. 3.3.2. Furthermore, an estimation for the time of existence \( \tau_\odot \) of the solution to the conformal evolution Eqs. (71a)–(71p) with initial data in the case \( \kappa = 0 \) is given. A discussion of the mechanism for the formation
of singularities in the core system \((\kappa \neq 0)\) and the role of the parameter \(\kappa\) is given in Appendix B.

### 4.2.1. The Core System

Inspection of the system (71a)–(71p) reveals that there is a subsystem of equations that decouple from the rest. In the sequel we will refer to these equations as the core system. Defining the fields

\[
\chi \equiv \frac{1}{3} \left( \frac{1}{2} \chi^2 + \chi_h \right), \quad L \equiv -\frac{1}{3} \left( \frac{1}{2} \Theta_2 + \Theta_h \right), \quad \phi \equiv \frac{1}{3} \phi_2, \quad (72)
\]

the system (71p)–(71a) can be shown to imply the equations

\[
\begin{align*}
\dot{\phi} &= -3\chi \phi, \quad (73a) \\
\dot{\chi} &= -\chi^2 + L - \frac{1}{2} \Theta \phi, \quad (73b) \\
\dot{L} &= -\chi L - \frac{1}{2} \dot{\Theta} \phi, \quad (73c)
\end{align*}
\]

where the overdot denotes differentiation with respect to \(\tau\) and

\[
\Theta(\tau) = \sqrt{\frac{\lambda}{3}} \Bigg( \tau \left( 1 + \frac{1}{2} \kappa \tau \right) \Bigg), \quad \dot{\Theta} = \sqrt{\frac{\lambda}{3}} \left( 1 + \kappa \tau \right).
\]

The initial data for this system is given by

\[
\phi(0) = 2m, \quad \chi(0) = \kappa, \quad L(0) = \frac{1}{2} (1 - \kappa^2). \quad (74)
\]

As it will be seen in the remainder of this article, Eqs. (73a)–(73c) with initial data (74) govern the dynamics of the complete system (71a)–(71p). The evolution of the remaining fields can be understood once the core system has been investigated.

### 4.2.2. Analysis of the Core System

This section will be concerned with an analysis of the initial value problem for the core system (73a)–(73c) with initial data given by (74). As it will be seen in the following, the essential feature driving the dynamics of the core system (73a)–(73c) is the fact that the function \(\chi\) satisfies a Riccati equation coupled to two further fields. One also has the following:

**Observation 1.** The core Eq. (73a) can be formally integrated to yield

\[
\phi(\tau) = 2m \exp \left( -3 \int_0^\tau \chi(s) ds \right). \quad (75)
\]

Hence, \(\phi(\tau) > 0\) if \(m \neq 0\).
In the remaining of this section, we analyse the behaviour of the core system in the case where the extrinsic curvature of $\mathcal{I}$ vanishes.

As discussed in Sect. 2.4 in the case $\kappa = 0$ the conformal factor reduces to $\Theta(\tau) = \sqrt{|\lambda|/3\tau}$—thus, one has only one root corresponding to the initial hypersurface $\mathcal{I}$. To simplify the notation recall that $\dot{\Theta}_* = \sqrt{|\lambda|/3}$ so that $\Theta(\tau) = \dot{\Theta}_* \tau$. Accordingly, the core system $(73a)$–$(73c)$ can be rewritten as

$$
\dot{\phi} = -3 \chi \phi, \quad (76a)
$$

$$
\dot{\chi} = -\chi^2 + L - \frac{1}{2} \dot{\Theta}_* \tau \phi, \quad (76b)
$$

$$
\dot{L} = -\chi L - \frac{1}{2} \dot{\Theta}_* \phi. \quad (76c)
$$

Moreover, the initial data reduces to

$$
\chi(0) = 0, \quad L(0) = \frac{1}{2}, \quad \phi(0) = 2m.
$$

**Observation 2.** A direct inspection shows that Eqs. $(76a)$–$(76c)$ imply that

$$
\chi(\tau) = \tau L(\tau).
$$

This relation can be easily verified by direct substitution into Eqs. $(76b)$ and $(76c)$. Observe that $L(\tau) = \chi(\tau)/\tau$ is well defined at $\mathcal{I}$ where $\tau = 0$ and $\chi(0) = 0$ since the initial conditions ensure that

$$
\lim_{\tau \to 0} \frac{\chi(\tau)}{\tau} = \frac{1}{2}.
$$

Taking into account the above observation, the core system reduces to

$$
\dot{L} = -\tau L^2 - \frac{1}{2} \dot{\Theta}_* \phi \quad (77a)
$$

$$
\dot{\phi} = -3 \tau L \phi \quad (77b)
$$

with initial data

$$
L(0) = \frac{1}{2}, \quad \phi(0) = 2m. \quad (78)
$$

**Observation 3.** One can integrate $(77b)$ to

$$
\phi(\tau) = 2m \exp \left( - \int_0^\tau s L(s) ds \right) \quad (79)
$$

and conclude that $\phi(\tau) > 0$ for $\tau > 0$.

To prove the boundedness of the solutions to the core system we begin by proving some basic estimates:

**Lemma 8.** If $\kappa = 0$, then the solution of $(73a)$–$(73c)$ with initial data $(74)$ satisfies the bound

$$
L(\tau) \geq \phi(\tau) \left( \frac{1}{4m} - \frac{1}{2} \dot{\Theta}_* \tau \right) \quad \text{for} \quad \tau \geq 0.
$$
Proof. Using Eqs. (77a) and (77b) we obtain the expression
\begin{equation}
\phi \dot{L} - L \dot{\phi} = 2\tau L^2 \phi - \frac{1}{2} \dot{\Theta} \phi^2 \geq -\frac{1}{2} \dot{\Theta} \phi^2 \quad \text{for} \quad \tau \geq 0.
\end{equation}

Since \( \phi(\tau) > 0 \) we can consider the derivative of \( L/\phi \). Notice that
\[ \phi^2 \frac{d}{d\tau} \left( \frac{L}{\phi} \right) = \phi \dot{L} - L \dot{\phi}. \]

This observation and inequality (80) gives
\[ \frac{d}{d\tau} \left( \frac{L}{\phi} \right) \geq -\frac{1}{2} \dot{\Theta} \quad \text{for} \quad \tau \geq 0. \]

Integrating the last differential inequality from \( \tau = 0 \) to \( \tau > 0 \) taking into account the initial conditions leads to
\[ L(\tau) \geq \phi(\tau) \left( \frac{1}{4m} - \frac{1}{2} \dot{\Theta}_* \tau \right) \quad \text{for} \quad \tau \geq 0. \]

\[ \Box \]

Observe that the last estimate ensures that \( L(\tau) \) is non-negative for \( \tau \in [0,8m/\dot{\Theta}_*] \). It turns out that finding an upper bound for \( L(\tau) \) is relatively simple:

Lemma 9. If \( \kappa = 0 \), then, for the solution of (73a)--(73c) with initial data (74), one has that
\[ L(\tau) \leq \frac{2}{\tau^2 + 4} \quad \text{for} \quad \tau \geq 0. \]

Proof. Assume \( \tau \geq 0 \). Using that \( \phi(\tau) > 0 \) and Eq. (77a) one obtains the differential inequality
\[ \dot{L}(\tau) \leq -\tau L^2(\tau). \]

Using that \( L(\tau) > 0 \) for \( \tau \geq 0 \) one gets
\[ \frac{\dot{L}(\tau)}{L^2(\tau)} \leq -\tau. \]

The last expression can be integrated giving an upper bound for \( L(\tau) \):
\[ L(\tau) \leq \frac{2}{\tau^2 + 4}. \]

\[ \Box \]

A simple bound on a finite interval can be found for the field \( \phi(\tau) \) as follows:

Lemma 10. If \( \kappa = 0 \) then, for the solution of (73a)--(73c) with initial data (74) and for \( 0 \leq \tau \leq 1/(2 \sqrt{\dot{\Theta}_* m}) \), the field \( \phi(\tau) \) is bounded by above.
Proof. Assume \( \tau \geq 0 \). From the estimate of Proposition 8, one has that
\[
L \geq -\frac{1}{2} \dot{\Theta} \ast \tau \phi.
\]
Therefore
\[
-3\tau L \phi \leq \frac{3}{2} \dot{\Theta} \ast \tau^2 \phi^2.
\]
Using Eq. (77b), one obtains the differential inequality
\[
\dot{\phi} \leq \frac{3}{2} \dot{\Theta} \ast \tau^2 \phi^2.
\]
Since \( \phi(\tau) > 0 \) the last expression can be integrated to yield,
\[
\phi(\tau) \leq \frac{2m}{1 - \dot{\Theta} \ast m \tau^3}.
\]
Therefore, for \( 0 < \tau < 1/\sqrt[3]{\dot{\Theta} \ast m} \), the field, \( \phi(\tau) \) is bounded by above. Consequently, one can take \( 0 \leq \tau \leq 1/(2 \sqrt[3]{\dot{\Theta} \ast m}) \). \( \blacksquare \)

The results of Lemmas 8, 9 and 10 can be summarised in the following:

Lemma 11. The solution to the core system (73a)–(73c) with initial data (74), in the case \( \kappa = 0 \), is bounded for \( 0 \leq \tau \leq \tau_\ast \), where
\[
\tau_\ast \equiv \min \left\{ \frac{8m}{\dot{\Theta} \ast}, \frac{1}{2\sqrt[3]{\dot{\Theta} \ast m}} \right\}.
\]

Remark 5. A plot of the numerical evaluation of the solutions to the core system (73a)–(73c) with initial data (74) in the case \( \kappa = 0 \) is shown in Fig. 6.

4.2.3. Behaviour of the Remaining Fields in The conformal Evolution Equations. In this section, we complete the analysis of the conformal evolution equations. In particular, we show that the dynamics of the whole evolution equations is driven by the core system. To this end, we introduce the fields
\[
\bar{\chi} \equiv \frac{1}{3}(\chi_2 - \chi_\ast), \quad \bar{L} \equiv \frac{1}{3}(\Theta^S_2 - \Theta^S_\ast).
\]
The evolution equations for these variables are
\[
\dot{\bar{\chi}} = \bar{\chi}^2 - \bar{L} - \Theta \phi, \quad (82a)
\]
\[
\dot{\bar{L}} = \bar{\chi} \bar{L} + \dot{\Theta} \phi, \quad (82b)
\]
with initial data
\[
\bar{\chi}(0) = -\kappa, \quad \bar{L}(0) = -\frac{1}{2}(1 + \kappa^2).
\]
Notice that despite these equations resemble those of the core system, the field \( \phi \) is not determined by the Eqs. (82a)–(82b)—thus, we call this subsystem the supplementary system. Once the core system has been solved, \( \phi \) can be regarded as a source term for the system (82a)–(82b). If \( \bar{\chi} \) and \( \bar{L} \) are known
then one can write the remaining unknowns in quadratures. More precisely, defining
\[ \xi^+_{y3} = \xi_y + \frac{1}{2}\xi_3, \quad \xi^-_{y3} = \xi_y - \frac{1}{2}\xi_3, \]
\[ \xi^+_{z1} = \xi_z + \frac{1}{2}\xi_1, \quad \xi^-_{z1} = \xi_z - \frac{1}{2}\xi_1, \]
on one finds that the equations for these fields can be formally solved to give
\[ \xi^+_{y3}(\tau) = \xi^+_{y3}(0) \exp \left( - \int_0^\tau \chi(s)ds \right), \quad \xi^-_{y3} = \xi^-_{y3}(0) \exp \left( - \int_0^\tau \bar{\chi}(s)ds \right), \]
\[ \xi^+_{z1}(\tau) = \xi^+_{z1}(0) \exp \left( - \int_0^\tau \chi(s)ds \right), \quad \xi^-_{z1} = \xi^-_{z1}(0) \exp \left( - \int_0^\tau \bar{\chi}(s)ds \right). \]

The role of the subsystem formed by \( \Theta_T^T, f_x \) and \( e^3_x \) is analysed in the following result.

**Lemma 12.** Given asymptotic initial data for the Schwarzschild–de Sitter spacetime, if \( \partial_\psi \kappa = 0 \) on \( \mathcal{I} \) then
\[ f_x(\tau) = e^0_x(\tau) = \Theta_T^T(\tau) = 0. \]

**Proof.** This result follows directly from Eqs. (71b), (71e), (71m) and the initial data given in Lemma 7. To see this, first recall that
\[ d_x = x^{AB} e^{AB}_i e_i(\Theta) = e^0_x \partial_0 \Theta + e^3_x \partial_3 \Theta. \]
Assuming then that \( e_3(\kappa) = 0 \) one has that \( e_3(\Theta) = 0 \) and therefore

\[
d_x = \sqrt{2} e_x^0 \dot{\Theta}.
\]

Observing that Eqs. (71b), (71e), (71m) form an homogeneous system of equations for the fields \( e_x^0, f_x, \Theta_x T \) with vanishing initial data then, using a standard existence and uniqueness argument for ordinary differential equations, it follows that the unique solution to this subsystem is the trivial solution, namely

\[
f_x(\tau) = e_x^0(\tau) = \Theta_x T(\tau) = 0.
\]

\( \square \)

Using the result of Lemma 12 one can formally integrate Eq. (71j) to yield

\[
\xi_x(\tau) = \xi_x(0) \exp \left( - \int_0^\tau \chi(s) ds \right).
\]

The frame coefficients can also be found by quadratures

\[
e_x^0(\tau) = e_x^0(0) \exp \left( \int_0^\tau \bar{\chi}(s) ds \right), \quad e_y^+(\tau) = e_y^+(0) \exp \left( - \int_0^\tau \chi(s) ds \right),
\]

\[
e_z^+(\tau) = e_z^+(0) \exp \left( - \int_0^\tau \chi(s) ds \right).
\]

Since we can write

\[
\chi_2 = 2(\chi + \bar{\chi}), \quad \chi_h = 2\chi - \bar{\chi}, \quad \Theta_2^S = 2(\bar{L} - L), \quad \Theta_h^S = -\bar{L} - 2L,
\]

\[
\xi_y = \frac{1}{2}(\xi^+_y + \xi^-_y), \quad \xi_z = \frac{1}{2}(\xi^+_z + \xi^-_z), \quad \xi_1 = 2(\xi^+_z - \xi^-_z), \quad \xi_3 = 2(\xi^+_y - \xi^-_y).
\]

then, it only remains to study the behaviour of \( \bar{\chi} \) and \( \bar{L} \) to completely characterise the evolution Eqs. (71a)–(71p).

**Remark 6.** In the analysis of the core system of Appendix B, we identify the mechanism for the formation of singularities at finite time in the case \( \kappa \neq 0 \). Since \( \phi \) acts as a source term for the supplementary system (82a)–(82b) one expects the solution to this system to be singular at finite time if the solutions to the core system develop a singularity. Clearly, the behaviour of the core system is independent from the behaviour of the supplementary system. Consequently, the fact that \( \phi \) diverges at finite time or not is irrespective of the behaviour of \( \bar{L} \) and \( \bar{\chi} \).

### 4.2.4. Deviation Equation for the Congruence

As discussed in Sect. 2.3.2, the evolution Eqs. (29a)–(29h) are derived under the assumption of the existence of a non-intersecting congruence of conformal geodesics. In this section, we analyse the solutions to the deviation equations.

As a consequence of Lemma 12, we have \( f_{AB} = 0 \). Following the spirit of the space spinor formalism, the deviation spinor \( z_{AB} \) can be written in terms of elementary valence 2 spinors as

\[
z_{(AB)} = z_x x_{AB} + z_y y_{AB} + z_z z_{AB}.
\]
Substituting expression (70e) into Eq. (31b) and using the identities given in Eq. (120d) one obtains
\[ \partial_\tau z_x = 0, \quad \partial_\tau z_z = 0, \quad \partial_\tau z_y = -\frac{1}{12} \chi z_{2y} - \frac{1}{6} \chi h z_y. \]

One can formally integrate these equations to obtain
\[ z_x(\tau) = z_{x*}, \quad z_z(\tau) = z_{z*}, \quad z_y(\tau) = z_{y*} \exp \left( -\frac{1}{2} \int_0^\tau \chi(s) ds \right). \]

In the last equation, \( z_{x*}, z_{y*} \) and \( z_{z*} \) denote the initial value of \( z_x(\tau), z_y(\tau) \) and \( z_z(\tau) \), respectively. It follows that the deviation vector is nonzero and regular as long as the initial data \( z_{x*}, z_{y*}, z_{z*} \) are non-vanishing and \( \chi(\tau) \) is regular. Accordingly, the congruence of conformal geodesics will be non-intersecting.

4.2.5. Analysis of the Supplementary System. As in the case of the core system, the supplementary system is simpler in the gauge in which \( \kappa = 0 \). In such case, direct inspection shows that Eqs. (82a)–(82b) imply
\[ \bar{\chi} = -\tau \bar{L}. \]

This can be verified by direct substitution into Eqs. (82a) and (82b). Notice that \( \bar{L}(\tau) \) is well defined at \( \mathcal{I} \) where \( \tau = 0 \) and \( \bar{\chi}(0) = 0 \) since the initial conditions ensure that
\[ \lim_{\tau \to 0} \frac{\bar{\chi}(\tau)}{\tau} = \frac{1}{2}. \]

Taking into account this observation, the system (82a)–(82b) reduces to the equation
\[ \dot{\bar{L}} = -\tau \bar{L}^2 + \dot{\Theta}_* \phi, \quad (83) \]
with initial data
\[ \bar{L}(0) = -\frac{1}{2}. \quad (84) \]

Using that \( \phi \) is only determined by the core system, together with the analysis of Sect. 4.2.2 one obtains the following result:

**Lemma 13.** The solution to Eq. (83) with initial data (84) is bounded for \( 0 \leq \tau \leq \tau_\odot \) with
\[ \tau_\odot = \min\{\tau_0, \tau_*\}, \quad \text{where} \quad \tau_0 = \sqrt{\frac{\dot{\Theta}_*^{-1/2}}{\pi^2} + 2 \arctan \left( \frac{1}{2} \dot{\Theta}_*^{-1/2} \right)} \quad (85) \]

**Proof.** To prove that \( \bar{L}(\tau) \) is bounded from above we proceed by contradiction. Assume that \( \bar{L} \to \infty \) for some finite \( \tau \in [0, \tau_*] \), then \( \bar{L} \to \infty \) at \( \tau \). Now, Eq. (83) can be rewritten as
\[ \dot{\bar{L}} + \tau \bar{L}^2 = \dot{\Theta}_* \phi. \]

Therefore, since \( \tau \geq 0 \), the last expression implies that \( \phi \to \infty \) at \( \tau \). However, in Sect. 4.2.2 we showed that \( \phi \) is finite for \( \tau \in [0, \tau_\odot] \). This is a contradiction, and one cannot have \( \bar{L} \to \infty \) at \( \tau \). Consequently, \( L(\tau) \) is bounded from above for \( 0 \leq \tau \leq \tau_\odot \). To show that \( \bar{L}(\tau) \) is bounded
from below, for $0 \leq \tau \leq \tau_0$ with $\tau_0$ as given by relation (85), observe that $\phi(\tau) > -\tau$ for $\tau \geq 0$ since $\phi(\tau) > 0$. Using this observation, Eq. (83) implies the differential inequality

$$\dot{L} \geq -\tau(L^2 + \dot{\Theta}_*) .$$

Since $\dot{\Theta}_* > 0$ one has that $(L^2 + \dot{\Theta}_*) > 0$. Thus, one can rewrite the last inequality as

$$\frac{\dot{L}}{L^2 + \dot{\Theta}_*} \geq -\tau,$$

which can be integrated using the initial data (84) to give

$$L(\tau) \geq -\sqrt{\Theta}_* \tan \left(\frac{1}{2} \sqrt{\dot{\Theta}_* \tau^2 + \arctan \left(\frac{1}{2\sqrt{\dot{\Theta}_*}}\right)}\right) .$$

Since the function tan is bounded if its argument lies in $[0, \pi/4]$ one concludes that $L(\tau)$ is bounded from below for $0 \leq \tau \leq \tau_0$. Finally, taking the minimum of $\tau_*$ and $\tau_0$ one obtains the result. $\square$

**Remark 7.** Numerical evaluations of the solutions to the supplementary system show that it should be possible to improve Lemmas 11 and 13 and conclude that the solutions do not blow up in finite time. These results, however, will not be required to formulate the main result of this article.

### 4.3. Perturbations of the Schwarzschild–de Sitter Spacetime

In the sequel, we consider perturbations of the Schwarzschild–de Sitter spacetime which can be covered by a congruence of conformal geodesics so that Lemma 3 can be applied. In particular, this means that the functional form of the conformal factor is the same for both the background and the perturbed spacetime.

The discussion of Sect. 3.4 brings to the foreground the difficulties in setting up an asymptotic initial value problem for the Schwarzschild–de Sitter spacetime in a representation in which the initial hypersurface contains the asymptotic points $Q$ and $Q'$: on the one hand, the initial data for the rescaled Weyl tensor is singular at both $Q$ and $Q'$; and, on the other hand, the curves in a congruence of timelike conformal geodesics become asymptotically null as they approach $Q$ and $Q'$—see Appendix A.

Consistent with the above remarks, the analysis of the conformal evolution Eqs. (29a)–(29h) has been obtained in a conformal representation in which the metric on $\mathcal{I}$ is the standard one on $\mathbb{R} \times S^2$. In this particular conformal representation the asymptotic points $Q$ and $Q'$ are at infinity respect to the 3-metric of $\mathcal{I}$ and the initial data for the Schwarzschild–de Sitter spacetime is homogeneous. In this section we analyse nonlinear perturbations of the Schwarzschild–de Sitter spacetime by means of suitably posed initial value problems. More precisely, we analyse the development of perturbed initial data close to that of the Schwarzschild–de Sitter spacetime in the above described conformal representation. Then, using the conformal evolution Eqs. (29a)–(29h) and the theory of first order symmetry hyperbolic systems contained in
we obtain a existence and stability result for a reference solution corresponding to the asymptotic region of the Schwarzschild–de Sitter spacetime—see Fig. 1.

4.3.1. Perturbations of Asymptotic Data for The Schwarzschild–de Sitter Spacetime. In what follows, let \( S \) denote a three-dimensional manifold with \( S \approx \mathbb{R} \times S^2 \). By assumption, there exists a diffeomorphism \( \psi : S \to \mathbb{R} \times S^2 \) which can be used to pull-back a coordinate system \( x = (x^a) \) on \( \mathbb{R} \times S^2 \) to obtain a coordinate system on \( S \)—i.e. \( x = \psi^* x = x \circ \psi \). Exploiting the fact that \( \psi \) is a diffeomorphism we can define not only the pull-back \( \psi^* : T^* (\mathbb{R} \times S^2) \to T^* S \) but also the push-forward of its inverse \( (\psi^{-1})_* : T(\mathbb{R} \times S^2) \to TS \). Using this mapping, we can push-forward vector fields \( c_i \) on \( T(\mathbb{R} \times S^2) \) and pull-back their covector fields \( \alpha^i \) on \( T^* S \) via

\[
c_i = (\psi^{-1})_* c_i, \quad \alpha^i = \psi^* \alpha^i.
\]

In a slight abuse of notation, the fields \( c_i \) and \( \alpha^i \) will be simply denoted by \( c_i \) and \( \alpha^i \).

In the following, we will refer to all the fields discussed previously for the exact Schwarzschild–de Sitter spacetime as the \textit{background solution} and distinguish them with a \( \hat{\cdot} \) over the Kernel letter—e.g. \( h \) will denote the standard metric on \( \mathbb{R} \times S^2 \) given in Eq. (53). Similarly, the perturbation to the corresponding field will be identified with a \( \bar{\cdot} \) over the Kernel letter. Notice that although the frame \( \{ c_i \} \) is \( \hat{h} \)-orthonormal, it is not necessarily orthogonal with respect to the intrinsic 3-metric \( h \) on \( S \).

Let \( \{ e_i \} \) denote a \( h \)-orthonormal frame over \( TS \) and let \( \{ \omega^i \} \) be the associate cobasis. Assume that there exist vector fields \( \{ \tilde{e}_i \} \) such that an \( h \)-orthonormal frame \( \{ e_i \} \) is related to an \( \tilde{h} \)-orthonormal frame \( \{ c_i \} \) through the relation

\[
e_i = c_i + \tilde{e}_i.
\]

This last requirement is equivalent to introducing coordinates on \( S \) such that

\[
h = \hat{h} + \bar{h}.
\]

Now, consider a solution

\[
(h_{ij}, \chi_{ij}, L_i, L_{ij}, d_{ijk}, d_{ij})
\]

to the asymptotic conformal constraint Eqs. (33a)–(33i) which is, in some sense to be determined, close to initial data for the Schwarzschild–de Sitter spacetime so that one can write

\[
h_{ij}|s = \hat{h}_{ij}|s + \bar{h}_{ij}|s, \quad \chi_{ij}|s = \hat{\chi}_{ij}|s + \bar{\chi}_{ij}|s, \quad L_i|s = \hat{L}_i|s + \bar{L}_i|s,
\]

\[
L_{ij}|s = \hat{L}_{ij}|s + \bar{L}_{ij}|s, \quad d_{ijk}|s = \hat{d}_{ijk}|s + \bar{d}_{ijk}|s, \quad d_{ij}|s = \hat{d}_{ij}|s + \bar{d}_{ij}|s.
\]

A spinorial version of these data can be obtained using the spatial Infeld–van der Waerden symbols. Accordingly, one writes

\[
\eta_{ABCD}|s = \hat{\eta}_{ABCD}|s + \bar{\eta}_{ABCD}|s, \quad \mu_{ABCD}|s = \hat{\mu}_{ABCD}|s,
\]

(87a)
Observe that any point $K$ with $Q$ all the independent components of
\begin{equation}
L_{ABCD}|s = \tilde{L}_{ABCD}|s + \tilde{L}_{ABCD}|s, \quad \xi_{ABCD}|s = \tilde{\xi}_{ABCD}|s + \tilde{\xi}_{ABCD}|s,
\end{equation}
\begin{equation}
L_{AB}|s = \tilde{L}_{AB}|s, \quad \chi_{ABCD}|s = \tilde{\chi}_{ABCD}|s + \tilde{\chi}_{ABCD}|s,
\end{equation}
\begin{equation}
e_{AB}|s = \tilde{e}_{AB}|s + \tilde{e}_{AB}|s, \quad f_{AB}|s = \tilde{f}_{AB}|s.
\end{equation}
Observe that all the objects appearing in expressions (87a)–(87d) are scalars.

4.3.2. Controlling the Size of the Perturbation. In this subsection, we intro-
duce the necessary notions and definitions to measure the size of the pertur-
bation of the initial data. Let $A \equiv \{(\phi_1, U_1), (\phi_2, U_2)\}$ with $\phi_1 : U_1 \rightarrow \mathbb{R}^3$ and $\phi_2 : U_2 \rightarrow \mathbb{R}^3$ be an Atlas for $\mathbb{R} \times S^2$. Let $V_1 \subset U_1, V_2 \subset U_2$ be closed sets such that $\mathbb{R} \times S^2 \subset V_1 \cup V_2$. In addition, define the functions
\begin{equation}
\eta_1(x) = \begin{cases} 
1 & x \in \phi_1(V_1) \\
0 & x \in \mathbb{R}^3/\phi_1(V_1)
\end{cases}, \quad \eta_2(x) = \begin{cases} 
1 & x \in \phi_2(V_2) \\
0 & x \in \mathbb{R}^3/\phi_2(V_2)
\end{cases}.
\end{equation}

Observe that any point $p \in S$ is described in local coordinates by $x_p = (\phi \circ \psi)(p)$ with $x_p \in \phi(U)$ where $\psi$ is the diffeomorphism defined in Sect. 4.3.1 and $(\phi, U) \in A$. Consequently, any smooth function $Q : S \rightarrow \mathbb{C}^N$ can be regarded in local coordinates as $Q(x) : \phi(U) \rightarrow \mathbb{C}^N$. Let $Q_i(x)$ denote the restriction of $Q(x)$ to one the open sets $\phi_i(U_i)$ for $i = 1, 2$. Then, we define the norm of $Q$ as
\begin{equation}
\| Q \|_{s,m} = \| \eta_1(x)Q_1(x) \|_{\mathbb{R}^3,m} + \| \eta_2(x)Q_2(x) \|_{\mathbb{R}^3,m}
\end{equation}

where
\begin{equation}
\| Q \|_{\mathbb{R}^3,m} = \left( \sum_{l=0}^{m} \sum_{\alpha_1,...,\alpha_l} \int_{\mathbb{R}^3} (\partial_{\alpha_1}...\partial_{\alpha_l}Q)^2 d^3x \right)^{1/2}.
\end{equation}

Now, we use these notions to define Sobolev norms for any quantity $Q_K$ with $K$ being an arbitrary string of frame spinor indices as
\begin{equation}
\| Q_K \|_{s,m} = \sum_{\kappa} \| Q_K \|_{s,m}.
\end{equation}

In the last expression, $m$ is a positive integer and the sum is carried over all the independent components of $Q_K$ which have been denoted by $Q_K$.

4.3.3. Formulation of the Evolution Problems. Consistent with the split
(87a)–(87d) for the initial data, we look for solutions to the conformal evolu-
tion Eqs. (38a)–(38b) of the form
\begin{equation}
\eta_{ABCD} = \tilde{\eta}_{ABCD} + \tilde{\eta}_{ABCD}, \quad \mu_{ABCD} = \tilde{\mu}_{ABCD},
\end{equation}
\begin{equation}
L_{ABCD} = \tilde{L}_{ABCD} + \tilde{L}_{ABCD}, \quad \xi_{ABCD} = \tilde{\xi}_{ABCD} + \tilde{\xi}_{ABCD},
\end{equation}
\begin{equation}
L_{AB} = \tilde{L}_{AB}, \quad \chi_{ABCD} = \tilde{\chi}_{ABCD} + \tilde{\chi}_{ABCD},
\end{equation}
\begin{equation}
e_{AB} = c_{AB} + \tilde{e}_{AB}, \quad f_{AB} = \tilde{f}_{AB}.
\end{equation}
Using the notation introduced in Sect. 2.5, the initial data (87a)–(87d) will be represented as $u^\star$. The perturbed initial data will be assumed to be small in the sense that given some $\varepsilon > 0$ one has
\[
\parallel \mathbf{u}^\star \parallel_{S,m} \equiv \parallel \bar{X}^{ABCD} \parallel_{S,m} + \parallel \bar{\xi}^{ABCD} \parallel_{S,m} + \parallel \bar{L}^{ABCD} \parallel_{S,m} \\
+ \parallel \bar{L}^{AB} \parallel_{S,m} + \parallel \bar{e}^{AB} \parallel_{S,m} + \parallel \bar{f}^{AB} \parallel_{S,m} + \parallel \bar{\phi}^{ABCD} \parallel_{S,m} < \varepsilon.
\]

Remark 8. Notice that, as a consequence of the conformal representation being considered, the above smallness requirement on the perturbed initial data constraints the possible behaviour of the perturbation near the asymptotic points $Q$ and $Q'$. To see this in more detail let $\bar{\phi}$ denote a perturbation of the initial data for some component the rescaled Weyl spinor. For simplicity, assume that in some local coordinates $(\psi, \theta, \varphi)$ for $\mathbb{R} \times S^2$, the perturbed field $\bar{\phi}$ is independent of $(\theta, \varphi)$. In such case, if $\bar{\phi} \in L^2(\mathbb{R})$ one has that
\[
\bar{\phi} = O(\psi^{-\beta}) \quad (90)
\]
with $\beta > 1/2$. Consequently, in the $\mathbb{R} \times S^2$-conformal representation the perturbations must decay at infinity, i.e. as they approach $Q$ and $Q'$. Under the conformal transformation $g = \varpi^2 \hat{g}$, the components of the rescaled Weyl spinor transform as $\bar{\phi}^{ABCD} = \varpi^{-3} \hat{\phi}^{ABCD}$. This last expression is consistent with the frame version of the conformal transformation rule given in Lemma 6. Taking into account the discussion of Sect. 3.3.1 and Eq. (90) one concludes that for the corresponding perturbation in the $S^3$-conformal representation one has
\[
\bar{\phi} = O(\xi^{-3} (\ln |\xi|)^{-\beta})
\]
near the South pole $\xi = 0$. Consequently, initial data on $\mathbb{R} \times S^2$ satisfying $L^2$-decay conditions near infinity correspond, in general, to data which is singular in other conformal representations. In other words, the class of perturbation data that we can consider can be, in principle, singular at both the North and South poles in the $S^3$-conformal representation.

Remark 9. An explicit class of perturbed asymptotic initial data sets can be constructed, keeping the initial metric fixed to be standard one on $\mathbb{R} \times S^2$, using the analysis of [9] as follows: introduce Cartesian coordinates $(x^\alpha)$ in $\mathbb{R}^3$ with origin located at a fiduciary position $Q$ and define a polar coordinate via $\rho \equiv \delta^{\alpha\beta} x^\alpha x^\beta$. The general solution of the equation
\[
\hat{D}^i \hat{d}_{ij} = 0,
\]
where $\hat{D}^i$ is the Levi–Civita connection on $\mathbb{R}^3$, can be parametrised as
\[
\hat{d}_{ab} = \delta_{ab}^{(P)} + \delta_{ab}^{(J)} + \delta_{ab}^{(A)} + \delta_{ab}^{(Q)} + \delta_{ab}^{(A)}.
\]
The terms $\delta_{ab}^{(P)}$, $\delta_{ab}^{(J)}$, $\delta_{ab}^{(A)}$, $\delta_{ab}^{(Q)}$ are divergent at $Q$ and have been explicitly derived in [9]. Given any smooth function $\Lambda(x^\alpha)$ on $\mathbb{R}^3$ the term $\delta_{ab}^{(A)}$ can be obtained using the operators $\bar{\phi}$ and $\bar{\phi}$—see [51] for definitions. This term can have, in general, any behaviour near $Q$—see [9]. However, setting $\Lambda = O(\rho^n)$ with $n \geq 3$ the term $\delta_{ab}^{(A)}$ is regular near $Q$. Using the frame version of the conformal transformation rule of Lemma 6 and either Eq. (63) or (64), one can
verify that the corresponding term in the $S^3$-representation is $d_{ab}^{(\Lambda)} = O(\rho^{n+3})$. Similarly, using the conformal transformation formulae, given in Sect. 3.3.1, relating the $S^3$ and $\mathbb{R} \times S^2$-representations of the initial data, one obtains $d_{ab}^{(\Lambda)} = O(\rho^{n+6})$. We observe that regular behaviour of perturbed initial data in the $\mathbb{R} \times S^2$-representation does not necessarily correspond to regular behaviour in the $S^3$-representation nor in the $\mathbb{R}^3$-representation.

### 4.4. The Main Result

The main analysis of the background solution in Sect. 4.2 was performed in a conformal representation in which the asymptotic initial data is homogeneous and the extrinsic curvature of $\mathcal{I}$ vanishes—i.e. $\kappa = 0$. The general evolution Eqs. (38a)–(38b) consist of transport equations for $\psi$ coupled with a system of partial differential equations for $\phi$. However, as shown in Sect. 4.2, the assumption of spherical symmetry implies that the only independent component of the spinorial field $\phi_{ABCD}$ is $\phi_2$. Consequently, the system (38a)–(38b) reduces, for the background fields $\tilde{u} = (\tilde{v}, \tilde{\phi})$, to a system of ordinary differential equations. The Piccard-Lindelöf theorem can be applied to discuss local existence of the latter system. However, one does not have, a priori, control on the smallness of the existence time. To obtain statements concerning the existence time of the perturbed solution, we recall that the discussion of the evolution equations of Sect. 4.2 shows that the components of solution $\tilde{u}$ are regular for $\tau \in [0, \tau_{\odot}]$ with $\tau_{\odot}$ as given in Eq. (85), so that the guaranteed existence time is not arbitrarily small.

The analysis of the core system in Sect. 4.2 was restricted to the case $\kappa = 0$, in which the conformal boundary has vanishing extrinsic curvature. In this case, we obtained an explicit existence time $\tau_{\odot}$ for the solution to the conformal evolution equations. In contrast, the analysis given in Appendix B shows that in general, for $\kappa \neq 0$, the core system develops a singularity at finite $\tau_\odot$. Since the results given in Sect. 4.2.4 for the conformal deviation equations hold not only for $\kappa = 0$, but for any $\kappa$ as long as $\partial_\psi \kappa = 0$, one has that the congruence of conformal geodesics is non-intersecting in the $\kappa \neq 0$ case as well. This shows that, the singularities in the core system in the case $\kappa \neq 0$ are not gauge singularities. The estimation for the existence time $\tau_{\odot}$ in the $\kappa = 0$ case along with the discussion of the reparametrisation of conformal geodesics given in Appendix B.3 can, in principle, be used to obtain an estimation for the existence time $\tau_\odot$ in the case $\kappa \neq 0$.

In this section, it is shown how one can exploit these observations, together with the theory for symmetric hyperbolic systems, to prove the existence of solutions to the general conformal evolution equations with the same existence time $\tau_\odot$ for small perturbations of asymptotic initial data close to that of the Schwarzschild–de Sitter reference solution. By construction, the development of this perturbed data will be contained in the domain of influence which corresponds, in this case, to the asymptotic region of the spacetime—see Fig. 7.
Figure 7. Schematic depiction of the development of perturbed initial data for the Schwarzschild–de Sitter spacetime and the congruence of conformal geodesics. In (a) the evolution of asymptotic initial data is depicted in the conformal representation in which the asymptotic points $Q$ and $Q'$ are at a finite distance respect to the metric on $\mathcal{J}$. Figure (b) shows a schematic depiction of the evolution of asymptotic initial data in the conformal representation in which Theorem 1 has been formulated. In contrast to the conformal representation leading to figure (a), the initial data is homogeneous and formally identical for the subextremal, extremal or hyperextremal cases. In both diagrams, the dashed line corresponds to the location of an hypothetical Cauchy horizon of the development.

Taking into account the above remarks and using the theory of symmetric hyperbolic systems contained in [37], one can formulate the following existence and Cauchy stability result:

**Theorem 1.** (Existence and Cauchy stability for perturbations of asymptotic initial data for the Schwarzschild–de Sitter spacetime) Let $u_*=\bar{u}_*+\tilde{u}_*$ denote asymptotic initial data for the extended conformal Einstein field equations on a 3-dimensional manifold $\mathcal{S} \approx \mathbb{R} \times S^2$ where $\bar{u}_*$ denotes the asymptotic initial data for the Schwarzschild–de Sitter spacetime (subextremal, extremal and hyperextremal cases) with $\kappa = 0$ in which the asymptotic points $Q$ and $Q'$ are at infinity. Then, for $m \geq 4$ and $\tau_\odot$ as given in Eq. (85), there exists $\varepsilon > 0$ such that:

(i) for $\|\tilde{u}_*\|_{\mathcal{S}, m} < \varepsilon$, there exist a unique solution $\tilde{u}$ to the conformal evolution Eqs. (40a)–(40b) with a minimal existence interval $[0, \tau_\odot]$ and

$$\tilde{u} \in C^{m-2}([0, \tau_\odot] \times \mathcal{S}, \mathbb{C}^N),$$

and the associated congruence of conformal geodesics contains no conjugate points in $[0, \tau_\odot]$;

(ii) given a sequence of perturbed data $\{\tilde{u}_*^{(n)}\}$ such that

$$\|\tilde{u}_*^{(n)}\|_{\mathcal{S}, m} \to 0 \quad \text{as} \quad n \to \infty,$$

then the corresponding solutions $\{\tilde{u}^{(n)}\}$ have a minimum existence interval $[0, \tau_\odot]$ and it holds that

$$\|\tilde{u}^{(n)}\|_{\mathcal{S}, m} \to 0 \quad \text{as} \quad n \to \infty.$$
uniformly in $\tau \in [0, \tau_\odot]$ as $n \to \infty$;

(iii) the solution $\mathbf{u} = \hat{\mathbf{u}} + \check{\mathbf{u}}$ is unique in $[0, \tau_\odot] \times \mathcal{S}$ and implies a $C^{m-2}$ solution $(\tilde{\mathcal{M}}_{\tau_\odot}, \tilde{g})$ to the Einstein vacuum equations with the same de Sitter-like cosmological constant as the background solution where

$$\tilde{\mathcal{M}}_{\tau_\star} \equiv (0, \tau_\odot) \times \mathcal{S}.$$ 

Moreover, the hypersurface $\mathcal{J} \equiv \{0\} \times \mathcal{S}$ represents the conformal boundary of the spacetime.

**Proof.** Points (i) and (ii) are a direct application of the theory contained in [37] where it is used that the background solution $\hat{\mathbf{u}}$ is regular on $\tau \in [0, \tau_\odot]$. The initial data for the Schwarzschild–de Sitter spacetime encoded in $\mathbf{u}^\star$ is in a representation in which the points $Q$ and $Q'$ are at infinity. Observe that the asymptotic initial data, as derived in Sect. 3.5, for the subextremal, extremal and hyperextremal cases are formally the same—in particular, notice that the initial data for the electric part of the rescaled Weyl tensor contains information about the mass $m$ while the conformal factor $\Theta$ carries information about $\lambda$. The arguments in the analysis of Sect. 4.2 are irrespective of the relation between $\lambda$ and $m$. The key observation in the proof is that one can apply the general theory of symmetric hyperbolic systems of [37] for each open set and chart of an atlas for $\mathbb{R} \times S^2$; then, these local solutions can be patched together to obtain the required global solution over $[0, \tau_\odot] \times \mathcal{S}$—it is sufficient to cover $\mathbb{R} \times S^2$ with finitely many patches (two) as discussed in Sect. 4.3.2. Details of a similar construction in the context of characteristic problems can be found in [19]. To prove point (iii) first observe that from Lemma 5 the solution to the conformal evolution system (40a)–(40b) implies a solution $\mathbf{u} = \hat{\mathbf{u}} + \check{\mathbf{u}}$ to the extended conformal Einstein field equations on $[0, \tau_\odot] \times \mathcal{S}$ if $\mathbf{u}^\star = \hat{\mathbf{u}}^\star + \check{\mathbf{u}}^\star$ solves the conformal constraint equations on the initial hypersurface. This solution implies, using Lemma 1, a solution to the Einstein field equations whenever the conformal factor is not vanishing. General results of the theory of asymptotics implies then that the initial hypersurface $\mathcal{S}$ can be interpreted as the conformal boundary of the physical spacetime $(\tilde{\mathcal{M}}_{\tau_\star}, \tilde{g})$—see [51, 53].

**5. Conclusions**

In this article, we have studied the Schwarzschild–de Sitter family of spacetimes as a solution to the extended conformal Einstein field equations expressed in terms of a conformal Gaussian system. Given that, in principle, it is not possible to explicitly express the spacetimes in this gauge, we have adopted the alternative strategy of formulating an asymptotic initial value problem for a spherically symmetric spacetime with a de Sitter-like cosmological constant. The generalisation of Birkhoff’s theorem to vacuum spacetimes with cosmological constant then ensures that the resulting solutions are necessarily a member of the Schwarzschild–de Sitter spacetime.

As part of the formulation of an asymptotic initial value problem for the Schwarzschild–de Sitter spacetime we needed to specify suitable initial data
for the conformal evolution equations. The rather simple form that the conformal constraint equations acquire in the framework considered in this article allows to study in detail the conformal properties of the Schwarzschild–de Sitter spacetime at the conformal boundary and, in particular, at the asymptotic points where the conformal boundary meets the horizons. The key observation from this analysis is that the conformal structure is singular at these points and cannot be regularised in an obvious manner. Accordingly, any satisfactory formulation of the asymptotic initial value problem will exclude these points.

An interesting property of the conformal evolution equations under the assumption of spherical symmetry is that the system reduces to a set of transport equations along the conformal geodesics covering the spacetime. The essential dynamics, and in particular the formation of singularities in the solutions to this system, is governed by a core system of three equations—one of them a Riccati equation. As discussed in Appendix B, this core system provides a mechanism for the formation of singularities in the exact solution. The analysis of the core system allows not only to study the properties on the Schwarzschild–de Sitter spacetime expressed in terms of a conformal Gaussian gauge system, but also to understand the effects that the gauge data has on the properties of the conformal representation arising as a solution to the conformal evolution equations. It is of interest to explore the idea of whether the mechanisms identified in the analysis of the core system could be used to analyse the formation of singularities in more complicated spacetimes—say, in the developments of perturbations of asymptotic initial data for the Schwarzschild–de Sitter spacetime.

The conformal representation of the Schwarzschild–de Sitter spacetime obtained in this article has been used to show that it is possible to construct, say, future asymptotically de Sitter solutions to the Einstein vacuum Einstein with a minimum existence time—as measured by the proper time of the conformal geodesics used to construct the gauge system—which can be understood as perturbations of a member of the Schwarzschild–de Sitter family of spacetimes. As already mentioned in the main text, it is an interesting problem to determine the maximal Cauchy development to these spacetimes. In order to obtain the maximal Cauchy development of suitably small perturbations of asymptotic data for the Schwarzschild–de Sitter one would require the use of more refined methods of the theory of hyperbolic partial differential equations as one is, basically, confronted with global existence problem for the conformal evolution equations. In this respect, we conjecture that the time symmetric conformal representation in which $\kappa = 0$ together with the global stability methods of [38] should allow us to make inroads into this issue. Closely related to the construction of the maximal development of perturbations of asymptotic initial data of the Schwarzschild–de Sitter spacetime is the question whether there is a Cauchy horizon associated with the boundary of this development. If this is the case, one would like to investigate the properties of this horizon. Intuitively, the answer to these issues should depend on the relation between the asymptotic points $Q$ and $Q'$ and the conformal structure of the spacetime. In particular, one would like to know whether the singularities of the
rescaled Weyl tensor at these points generically propagate along the boundary of the perturbed solution—notice, that they do not for the background solution. If one were able to use the $\mathbb{R} \times S^2$-representation of the conformal boundary of perturbations of asymptotic initial data for the Schwarzschild–de Sitter to construct a maximal development and to gain sufficient control on the asymptotic behaviour of the various conformal fields, one could then rescale this solution to obtain a representation with a conformal boundary of the form $S^3 \setminus \{Q, Q'\}$. As discussed in the main text, in this representation some fields are singular at $Q$ and $Q'$. This observation suggests that this construction could shed some light regarding the propagation (or lack thereof) of singularities near the asymptotic points $Q$ and $Q'$.
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Appendix A. The asymptotic points $Q$ and $Q'$ and conformal geodesics in the Schwarzschild–de Sitter spacetime

A.1. Analysis of the asymptotic points $Q$ and $Q'$

In Sect. 3.2 it was shown that there exist a conformal representation of the Schwarzschild–de Sitter spacetime in which the metric at the conformal boundary is $\mathbf{h}$—i.e. the standard metric on $S^3$. In addition, we observed that the North and South pole of $S^3$ correspond to special points in the conformal structure that we have labelled as $Q$ and $Q'$. These asymptotic regions are represented in the Penrose diagram for the subextremal, extremal and hyper-extremal Schwarzschild–de Sitter spacetime as the points where the conformal boundary and the cosmological horizon, Killing horizon and singularity, respectively, seem to meet—see Figs. 3, 4 and 5. As discussed in Sect. 3.2 these points correspond to $(\bar{U}, \bar{V}) = (\pm \frac{\pi}{2}, \pm \frac{\pi}{2})$ for which the tortoise coordinate $r$ is not well defined. In Sect. 3.4 we showed that in the conformal representation in which the initial metric is $\mathbf{h}$ the data for the electric part of the rescaled Weyl tensor $d_{ij}$, as given in Eq. (65), is singular precisely at $Q$ and $Q'$. Observe that written in spinorial terms the initial data for the rescaled Weyl spinor in this
conformal representation is given by

$$\tilde{\phi}_{ABCD} = \frac{6m}{\sqrt{1 - \omega^2(\xi)}} \epsilon^{2ABCD}$$

which is singular at both $Q$ and $Q'$. This situation resembles that of the geometry near spacelike infinity $i^0$ of the Minkowski spacetime and the construction of the cylinder at infinity given in [22] which allows to regularise the data for the rescaled Weyl spinor. However, some experimentation reveals that this type of regularisation procedure (in contrast with the analysis of Schwarzschild spacetime given in [22]) cannot be implemented in the analysis of the Schwarzschild–de Sitter spacetime without spoiling the regular behaviour of the conformal factor. Since the hyperbolic reduction procedure for the extended conformal Einstein field equations is based on the existence of a congruence of conformal geodesics in spacetime, the singular behaviour of the initial data for the rescaled Weyl spinor suggest that the congruence of conformal geodesics does not cover the region of the spacetime corresponding to $Q$ and $Q'$. To clarify this point, in the remaining of this section, we analyse the behaviour of conformal geodesics as they approach the asymptotic points $Q$ and $Q'$.

A.2. Geodesics in Schwarzschild–de Sitter Spacetime

The method for the hyperbolic reduction for the extended conformal Einstein field equations available in the literature requires adapting the gauge to a congruence of conformal geodesics. The behaviour of metric geodesics in the Schwarzschild–de Sitter spacetime has been already studied [34,35] and an analysis of conformal geodesics in Schwarzschild–de Sitter and anti-de Sitter spacetimes is carried out in [30]. In static coordinates $(t, r, \theta, \phi)$ the equation for radial timelike geodesics, $(\theta = \theta_\star, \phi = \phi_\star)$ with $\theta_\star$ and $\phi_\star$ constant, are

$$\frac{dr}{d\tilde{\tau}} = \sqrt{\gamma^2 - F(r)}, \quad \frac{dt}{d\tilde{\tau}} = \frac{\gamma}{F(r)}.$$  \hspace{1cm} (91)

The first equation can be formally integrated as

$$\tilde{\tau} - \tilde{\tau}_\star = \int_{r_\star}^{r} \frac{1}{\sqrt{\gamma^2 - F(s)}} ds$$  \hspace{1cm} (92)

where $\tilde{\tau}$ is the $\tilde{g}_{SdS}$-proper time and $\gamma$ is a constant of motion which can be identified with the specific energy of a particle moving along the geodesic. The equation for $t$ can be solved once Eq. (92) has been integrated. As pointed out in [7,47], by choosing $\gamma = 1$ one can explicitly solve this integral. However, in general, for arbitrary $\gamma$, the integral is complicated and cannot be written in terms of elementary functions. A side observation is that if $r \neq r_b$ and $r \neq r_c$ then the curves of constant $t$ correspond to geodesics with $\gamma = 0$. Finally, its worth noticing that geodesics with constant $r$ are characterised by the condition

$$\gamma^2 - F(r) = 0.$$  \hspace{1cm} (93)

This last type of curves, which will be called critical curves, are analysed in Sect. A.4. In general, the properties of conformal geodesics differ from their
metric counterparts. However, in the case of an Einstein spacetime with space-
like conformal boundary any conformal geodesic leaving $\mathcal{J}$ orthogonally is, 
up to reparametrisation, a metric geodesic—see [28] and Lemma 4.

### A.3. A Special Class of Conformal Geodesics in the Schwarzschild–de Sitter 
Spacetime

As briefly mentioned in Sect. A.2 and pointed out in [7,47], in general, the 
integral (92) cannot be written in terms of elementary functions except for the 
special case when $\gamma = 1$ where it yields

$$r(\bar{\tau}) = C e^{\bar{\tau}} \left(1 - \left(\frac{3m}{2|\lambda|}\right)^{-3} e^{-3\bar{\tau}}\right)^{2/3},$$

(94)

where $C$ is an integration constant. The last expression is valid irrespective of 
the relation between $m$ and $\lambda$. One can also use this expression to integrate 
the second equation in (91) to obtain the geodesic parametrised as $(r(\bar{\tau}), t(\bar{\tau}))$. 
The integration of $t$ will not be required for the purposes of the analysis of 
this section. A complete analysis of conformal geodesics in the Schwarzschild–
de Sitter and anti-de Sitter spacetimes will be given in [30]. By virtue of 
Lemma 4 one can recast the geodesic with $\gamma = 1$ as a conformal geodesic by 
reparametrising it in terms of the unphysical proper time as determined by 
Eqs. (16) and (37). A straightforward computation yields

$$\bar{\tau}(\tau) = \sqrt{\frac{3}{|\lambda|}} \ln \left|\frac{\tau}{2 + \kappa \tau}\right|.$$  

(95)

Equivalently, assuming either $\kappa > 0$ and $\tau \geq 0$ or $\kappa < 0$ and $0 \leq \tau \leq -2/\kappa$ 
one obtains in both cases

$$\tau(\bar{\tau}) = \frac{2 \exp \left(\sqrt{\frac{|\lambda|}{3}} \bar{\tau}\right)}{1 - \kappa \exp \left(\sqrt{\frac{|\lambda|}{3}} \bar{\tau}\right)}.$$  

(96)

From the last expression one can verify that

$$\lim_{\bar{\tau} \to -\infty} \tau(\bar{\tau}) = 0, \quad \lim_{\tau \to \infty} \tau(\bar{\tau}) = -2/\kappa,$$

as expected. In what follows, we will rewrite Eq. (94) in terms of the unphysical 
proper time as

$$r(\tau) = \frac{1}{(m|\lambda|^{2/3})} \left(\frac{m|\lambda|C^3\tau^3 - 6(2 + \kappa \tau)^3}{C\tau(2 + \kappa \tau)}\right)^{2/3}.$$  

(97)

From the last expressions one can verify that one has $r \to \infty$ as $\tau \to 0$ and 
$\tau \to -2/\kappa$. The location of the singularity $r = 0$ is determined by

$$\tau_{\text{\#}} = \frac{2}{(m|\lambda|)^{1/3}C - \kappa}.$$  

Recalling that $C$ is an integration constant which depends on the initial data for 
the congruence, since the only freedom left in the conformal factor is encoded 
in $\kappa$, one realises that $C = C(\kappa)$. So one cannot draw any precise conclusion
Figure 8. Curves of constant $r$ and $t$ in the Schwarzschild–de Sitter spacetime. a Curves with constant $t$ and $r$ (red and blue respectively) are plotted on the Penrose diagram of the Subextremal Schwarzschild–de Sitter spacetime. Curves of constant $t$ accumulate at the bifurcation spheres $\mathcal{B}, \mathcal{B'}$ while the curves of constant $r$ accumulate at the asymptotic points $Q$ and $Q'$. b Curves with constant $t$ and $r$ (red and blue respectively) are plotted on the Penrose diagram of the extremal Schwarzschild–de Sitter spacetime. In contrast with the subextremal case, curves with constant $t$ in starting from some $r_* < 3m$ accumulate at the asymptotic points $Q$ and $Q'$ while those starting from $r_* > 3m$ accumulate at $\mathcal{P}$. The hyperextremal case is qualitatively similar to the extremal one and has been omitted.

about the location of the singularity unless one further identifies explicitly $C(\kappa)$. In particular, considering constant $\kappa$ as we have done for the analysis of the core system and setting $C$ to be proportional to $\kappa$, say $C = \frac{(2\kappa+1)}{(m|\lambda|)^{1/3}}\kappa$ for some proportionality constant $\zeta$, one obtains

$$\tau_\delta = \frac{1}{\zeta\kappa},$$

which is in agreement the with the qualitative behaviour of the core system as shown in Figs. 6, 9 and 10. Notice, however, that the arguments of the core system given in Sect. 4.2.2 and Appendix B do not rely on integrating (92) explicitly as we have done in this section.

A.4. Critical Curves on the Schwarzschild–de Sitter Spacetime

In order to clarify the role of the asymptotic points, in this section we show that there are not timelike conformal geodesics reaching $Q$ and $Q'$ orthogonally. More precisely, we show that a timelike conformal geodesic becomes asymptotically null as it approaches $Q$ and $Q'$. This is in stark tension with the required conditions for constructing a conformal Gaussian system of coordinates in the neighbourhood of $Q$ and $Q'$.

As shown in the Penrose diagram of Fig. 8 in the subextremal case the curves of constant $t = t_*$ accumulate in the bifurcation spheres $\mathcal{B}$ and $\mathcal{B'}$ while the curves of constant $r$ accumulate in the asymptotic points $Q$ and $Q'$. 
By contrast, in the extremal case the curves with constant \( t = t_\star \) approach the asymptotic points \( Q \) and \( Q' \)—see [32] for an extensive discussion on the Penrose diagram for Schwarzschild–de Sitter spacetime. It follows from the geodesic equation (91) that the curves of constant \( r \) correspond to geodesics whenever the condition (93) is satisfied, this equation explicitly reads

\[
|\lambda|r^3 + 3(\gamma^2 - 1)r + 6m = 0. \tag{98}
\]

Observe that for \( \gamma = 1 \) the last condition reduces to \( |\lambda|r^3 + 6m = 0 \) which cannot be solved for positive \( r \).

In this section, we perform an analysis of the behaviour of the critical curves on the Schwarzschild–de Sitter spacetime. Notice that in the hyperextremal case the are no timelike geodesics with constant \( r \) since for \( |\lambda| > 1/9m^2 \) one has strictly \( F(r) < 0 \) so that the condition (93) can never be satisfied.

**A.4.1. Critical Curves in the Extremal Schwarzschild–de Sitter Spacetime.**

We start the analysis in the simpler case in which \( |\lambda| = 1/9m^2 \) so that \( F(r) \) is given as in Eq. (46) and the condition (93) reduces to considering \( r = 3m \) and \( \gamma = 0 \). Observe that the curves with \( \gamma = 0 \) and \( r \neq 3m \) correspond to curves with constant \( t = t_\star \) which, as discussed in previous paragraphs, approach asymptotically the points \( Q \) and \( Q' \). Notice that for \( \gamma = 0 \) the expression (92) can easily be integrated to yield

\[
\tilde{\tau} - \tilde{\tau}_\star = 3m \ln \left( \frac{H(r)}{H(r_\star)} \right) \tag{99}
\]

where

\[
H(r) \equiv \frac{\sqrt{3r} + \sqrt{r + 6m}}{(\sqrt{3r} - \sqrt{r + 6m})(\sqrt{r} + \sqrt{r + 6m})^2}. \nonumber
\]

Observe that Eq. (99), as pointed out in [47], implies that the geodesics with \( \gamma = 0 \) never cross the horizon since \( \tilde{\tau} \to \infty \) as \( r \to 3m \). For simplicity, let \( M_\star \equiv H(r_\star) + \exp(\tilde{\tau}_\star/3m) \) with \( r_\star \neq 3m \) so that \( \tilde{\tau} = 3m \ln |H(r)/M_\star| \).

Reparametrising using Eq. (96) and that \( |\lambda| = 1/9m^2 \) renders

\[
\tau(r) = \frac{2W(r)}{M_\star^p - \kappa W(r)} \nonumber
\]

with \( W(r) = H(r)^{1/\sqrt{3}} \). Using L’Hôpital rule one can verify that \( \tau \to -2/\kappa \) as \( r \to 3m \). To analyse the behaviour of these curves as they approach the points \( Q \) and \( Q' \) let us consider \( r \) such that \( r = 3m + \epsilon \). Then, one has that for small \( \epsilon > 0 \) that

\[
W(r) = \left( \frac{m}{r - 3m} \right)^{1/\sqrt{3}} \left( \frac{C_1}{m} + \frac{C_2}{m^2} (r - 3m) + O((r - 3m)^2) \right) \nonumber
\]

where \( C_1 \) and \( C_2 \) are numerical factors whose explicit form is not relevant for the subsequent discussion. Hence, to leading order \( W(r) = C/\epsilon^p \) where \( C \) is a constant depending on \( m \) only and \( p = 1/\sqrt{3} \). Consequently, to leading order

\[
\frac{d\tau}{d\epsilon} = -\frac{pC\kappa \epsilon^{p-2}}{(M_\star^p \epsilon^p - \kappa C)} - \frac{pC\epsilon}{M_\star^p \epsilon^p - \kappa C}. \nonumber
\]
Therefore, since $p < 2$ one has that $d\tau/d\epsilon$ diverges as $\epsilon \to 0$ so that the curves with $\gamma = 0$ become tangent to the horizon as they approach $Q$ or $Q'$—that is, they would have to become null to reach $Q$ or $Q'$. This is analogous to the behaviour of the critical curve in the Schwarzschild spacetime pointed out in [23], and the subextremal Reissner–Nordström spacetime in [42]—in contrast, in the extremal Reissner–Nordström spacetime one has $d\tau/d\epsilon = 0$ as $\epsilon \to 0$ as discussed in [42].

A.4.2. Critical Curves in the Subextremal Schwarzschild–de Sitter Spacetime.

For the subextremal case one could parametrise the roots of the depressed cubic (98) using Vieta’s formulae and choose some $\gamma \neq 1$ for which there is at least one positive root. However, notice that fixing a value for $\gamma$ is equivalent to prescribe initial data for the congruence:

\[
\tau(\tilde{\tau}) = \tau_*, \quad r(\tilde{\tau}) = r_*, \quad \frac{dr}{d\tilde{\tau}}_{r_*} = \sqrt{\gamma^2 - F(r_*)}, \quad \frac{d\tau}{d\tilde{\tau}}_{r_*} = \frac{\gamma}{F(r_*)}.
\]  

(100)

Restricting our analysis to the static region $r_b < r_* < r_c$ for which $F(r_*) > 0$ and setting

\[
\left.\frac{dr}{d\tilde{\tau}}\right|_{r_*} = 0,
\]

one gets

\[
\gamma = \sqrt{F(r_*)},
\]

and condition (93) is equivalent to

\[
F(r_*) - F(r) = \frac{|\lambda|(r - r_*)}{3r}Q(r),
\]

where $Q(r)$ is the polynomial

\[
Q(r) \equiv r^2 + r_\star r - \frac{6m}{|\lambda|r_*}.
\]

Notice that $Q(r)$ can be factorised as

\[
Q(r) = (r - \alpha_-(r_*))(r - \alpha_+(r_*)),
\]

where

\[
\alpha_\pm(r_*) \equiv \frac{r_*}{2} \left(-1 \pm \sqrt{1 + \frac{24m}{|\lambda|r_*^3}}\right).
\]

In addition, observe that

\[
Q(r_*) > 0 \quad \text{for} \quad r_\odot < r_* < r_c,
\]

\[
Q(r_*) < 0, \quad \text{for} \quad r_b < r_* < r_\odot,
\]

\[
Q(r_*) = 0, \quad \text{for} \quad r_* = r_\odot.
\]
where \( r_\odot \equiv \left( \frac{3m}{|\lambda|} \right)^{1/3} \). In the extremal case, one has \( r_b = r_c = r_\odot = 3m \). The curve \( r = r_\odot \), as in the extremal case, will be called the critical curve. With the above notation, the integral (92) can be then rewritten as

\[
\tilde{\tau} - \tilde{\tau}_* = \int_{r_*}^{r} \sqrt{\frac{s}{(s-r_\odot)(s-\alpha_-)(s-\alpha_+)} } \, ds.
\] (101)

To study the behaviour close to the critical curve, consider \( r_* = (1+\epsilon) r_\odot \). For small \( \epsilon > 0 \) and considering \( s > r_* \), one can expand the right-hand side of Eq. (101) in Taylor series as

\[
\tilde{\tau} - \tilde{\tau}_* = \int_{r_*}^{r} \sqrt{ \frac{s}{s+2r_\odot} } \left( \frac{1}{s-r_\odot} - \frac{3r_\odot^2 s^2}{2(s-r_\odot)^3} \right) \, ds + O(\epsilon^3).
\] (102)

Integrating, we obtain

\[
\tilde{\tau} - \tilde{\tau}_* = -\frac{2}{\sqrt{3}} \arctanh \left( \sqrt{3} \sqrt{\frac{1+\epsilon}{3+\epsilon}} \right) + 2 \ln \left( \sqrt{r_\odot(1+\epsilon)} + \sqrt{r_\odot(3+\epsilon)} \right) - \frac{2}{\sqrt{3}} \arctanh \left( \frac{3r}{r+2r_\odot} \right) 2 \ln \left( \sqrt{r} + \sqrt{r+2r_\odot} \right) + \frac{3}{4} r_\odot \sqrt{1+2r_\odot(1+\epsilon)} - \frac{3}{4} r_\odot^2 \sqrt{1+2r_\odot(2r_\odot-r_\odot)^2} + O(\epsilon^3).
\]

As \( \epsilon \to 0 \) the last expression diverges—as is to be expected. The divergent term can be expanded for small \( \epsilon > 0 \) as

\[
\arctanh \left( \sqrt{3} \sqrt{\frac{1+\epsilon}{3+\epsilon}} \right) = \frac{1}{2} \ln \left( \left| -\frac{6}{\epsilon} + 4 + \frac{\epsilon}{6} + O(\epsilon^2) \right| \right)
\]

and the second term can be expanded as

\[
\ln \left( \sqrt{r_\odot(1+\epsilon)} + \sqrt{r_\odot(3+\epsilon)} \right) = \ln \left( (1+\sqrt{3})\sqrt{r_\odot} \right) + \frac{\epsilon}{2\sqrt{3}} - \frac{\epsilon^2}{6\sqrt{3}} + O(\epsilon^3).
\]

Hence, to leading order one has

\[
\tilde{\tau}(r) = \frac{1}{\sqrt{3}} \ln \epsilon + f(r) + O(\epsilon)
\]

where

\[
f(r) = \tilde{\tau}_* + 2 \ln \left( (1+\sqrt{3})\sqrt{r_\odot} \right) - \frac{2}{\sqrt{3}} \arctanh \left( \frac{3r}{r+2r_\odot} \right) + 2 \ln \left( \sqrt{r} + \sqrt{r+2r_\odot} \right) - \frac{3}{4} r_\odot \sqrt{1+2r_\odot}.
\]

Reparametrising with respect to the unphysical proper time using (96), one gets

\[
\tau(r) = \frac{2 \exp \left( \sqrt{|\lambda|/3} f(r) + O(\epsilon) \right) \, e^\rho}{1 - \kappa \exp \left( \sqrt{|\lambda|/3} f(r) + O(\epsilon) \right) \, e^\rho}
\]
with \( p = 1/\sqrt{3} \). Thus one gets

\[
\frac{d\tau}{d\epsilon} = \frac{2p \exp \left( \sqrt{\frac{1}{3}} f(r) + O(\epsilon) \right) \epsilon^{p-1}}{\left( 1 - \exp \left( \sqrt{\frac{1}{3}} f(r) + O(\epsilon) \right) \kappa \epsilon^p \right)^2}.
\]

Observe that since \( p < 1 \) then one has that \( d\tau/d\epsilon \) diverges as \( \epsilon \to 0 \).

**Appendix B. The Conformal Evolution Equations in the Case \( \kappa \neq 0 \) and Reparametrisations**

In Sect. 4.2.2 we analysed the case \( \kappa = 0 \)—this corresponds to a conformal boundary with vanishing extrinsic curvature. Nevertheless, as discussed in Sect. 2.4, \( \kappa \) is a conformal gauge quantity arising from the conformal covariance of the conformal field equations. Consequently, it is of interest to analyse the behaviour of the core system in the case \( \kappa \neq 0 \). For simplicity, in the remainder of this section, \( \kappa \) will be assumed to be a constant on the initial hypersurface corresponding to \( \tau = 0 \). In first instance, we restrict our attention to \( |\kappa| > 1 \) and then discuss how to exploit the conformal covariance of the equations to extend these results for \( \kappa \in [-1, 0) \cup (0, 1] \).

**B.1. Analysis of the Core System with \( \kappa > 1 \)**

We begin the discussion of this case observing that, for \( \kappa > 1 \), one has that \( \Theta(\tau) \geq 0 \) and \( \dot{\Theta}(\tau) > 0 \) for \( \tau \geq 0 \). Using this simple observation and the core Eqs. (73a)–(73c), we obtain the following:

**Lemma 14.** For a solution to the core system (73a)–(73c) with initial data given by (74) and \( \kappa > 1 \) one has that \( L(\tau) < 0 \) for \( \tau \geq 0 \).

**Proof.** We proceed by contradiction. Assume that there exists \( 0 < \tau_L < \infty \) such that \( L(\tau_L) = 0 \). Without loss of generality we can assume that \( \tau_L \) corresponds to the first zero of \( L(\tau) \). Since for \( \kappa > 1 \), we have \( L(0) < 0 \) then by continuity it follows that \( \dot{L}(\tau_L) \geq 0 \)–\( \dot{L}(\tau_L) \) cannot be negative since this would imply that \( L(\tau) \) crossed the \( \tau \)-axis at some time \( \tau < \tau_L \) but this is not possible since \( \tau_L \) is the first zero of \( L(\tau) \). It follows then from Eq. (73c) that

\[
0 \leq \dot{L}(\tau_L) = -\chi(\tau_L)L(\tau_L) - \frac{1}{2} \dot{\Theta}(\tau_L)\phi(\tau_L).
\]

Since \( L(\tau_L) = 0 \) and \( \dot{\Theta}(\tau_L) > 0 \), the last inequality implies that \( \phi(\tau_L) \leq 0 \) but this is a contradiction since we already know from Observation 1 that \( \phi(\tau) > 0 \) for any \( \tau \).

**Observation 4.** Using that \( \dot{\Theta}(\tau) \geq 0 \) for \( \kappa > 1 \) and \( \tau \geq 0 \) and that \( \phi(\tau) > 0 \) we obtain from Eq. (73c) the differential inequality

\[
\dot{L}(\tau) \leq -\chi(\tau)L(\tau).
\]
Observing Lemma 14 we have that \( L(\tau) < 0 \). Thus, we can formally integrate the last differential inequality and obtain
\[
L(\tau) \leq L(0) \exp \left( -\int_0^\tau \chi(s)ds \right).
\] (103)

We now show that the function \( \chi(\tau) \) which is initially positive must necessarily have a zero.

**Lemma 15.** For a solution to the core system (73a)–(73c) with initial data given by (74) and \( \kappa > 1 \) there exist \( 0 < \tau_\chi < \infty \) such that \( \chi(\tau_\chi) = 0 \).

**Proof.** We proceed again by contradiction. Assume that \( \chi(\tau) \) never vanishes. Since \( \chi(0) = \kappa > 0 \) then \( \chi(\tau) > 0 \) for \( \tau \geq 0 \). From Lemma 14 we know that \( L(\tau) < 0 \). In addition, we know that \( \Theta(\tau)\phi(\tau) \geq 0 \). With these observations Eq. (73b) gives
\[
\dot{\chi}(\tau) < -\chi^2(\tau) \quad \text{for} \quad \tau > 0.
\]
Since we are assuming that \( \chi(\tau) \) never vanishes then
\[
\frac{\dot{\chi}(\tau)}{\chi^2(\tau)} < -1.
\]
Integrating from 0 to \( \tau > 0 \) and using the initial data (74) we get
\[
\chi(\tau) < \frac{1}{\tau + 1/\kappa} \quad \text{for} \quad \tau > 0.
\] (104)
In a similar way, we can consider Eq. (73b) and obtain the differential inequality
\[
\dot{\chi}(\tau) < -\frac{1}{2} \Theta(\tau)\phi(\tau) \quad \text{for} \quad \tau \geq 0.
\]
Using now Eq. (75), we get
\[
\dot{\chi} < -m \Theta(\tau) \exp \left( -3 \int_0^\tau \chi(s)ds \right) \quad \text{for} \quad \tau \geq 0.
\]
Integrating the from 0 to \( \tau > 0 \) we get
\[
\chi(\tau) < \kappa - m \int_0^\tau \Theta(s) \exp \left( -3 \int_0^s \chi(s')ds' \right) ds \quad \text{for} \quad \tau \geq 0.
\] (105)
On the other hand, integrating expression (104), we have
\[
\int_0^\tau \chi(s)ds < \ln (\kappa \tau + 1).
\]
Consequently,
\[
-m \Theta(\tau) \exp \left( -3 \int_0^\tau \chi(s')ds' \right) < -m \sqrt{\frac{1}{3}} \frac{\tau(1 + \frac{1}{2} \kappa \tau)}{(1 + \kappa \tau)^3}.
\]
Integrating we get
\[
-m \int_0^\tau \Theta(s) \exp \left( -3 \int_0^s \chi(s')ds' \right) ds
\]
< − \frac{m}{2\kappa^2} \sqrt{\frac{|\lambda|}{3}} \left( \frac{1}{(\kappa \tau + 1)^2} + \ln(\kappa \tau + 1) - 1 \right).

Substituting the above result into the inequality (105) we obtain

\chi(\tau) < \kappa - \frac{m}{2\kappa^2} \sqrt{\frac{|\lambda|}{3}} \left( \frac{1}{(\kappa \tau + 1)^2} + \ln(\kappa \tau + 1) - 1 \right).

The right-hand side of the last expression becomes negative for some sufficiently large \( \tau \). This is a contradiction as we have assumed that \( \chi(\tau) \) never vanishes and \( \chi(0) > 0 \).

**Observation 5.** Combining Lemma 14 and Observation 1, we conclude that \( L(\tau) < 0 \) and \( \Theta(\tau)\phi(\tau) > 0 \) for \( \tau > 0 \). Using these properties in Eq. (73b) we get

\[ \dot{\chi}(\tau) < 0 \quad \text{for} \quad \tau \geq 0. \]

Thus, \( \chi(\tau) \) is always decreasing. From Lemma 15 we know that there exists a finite \( \tau_x > 0 \) such that \( \chi(\tau_x) = 0 \). Then, by continuity, for any \( \tau > \tau_x \) we have that \( \chi(\tau) < 0 \).

With this last observation, we are in the position of proving the main result of this section:

**Proposition 1.** There exists \( 0 < \tau_i < \infty \) such that the solution of (73a)–(73c) with initial data given by (74) and \( \kappa > 1 \) satisfies

\[ \chi \to -\infty, \quad L \to -\infty, \quad \phi \to \infty \quad \text{as} \quad \tau \to \tau_i. \]

**Proof.** From Lemma 15, we know there exists a finite \( \tau_x \) for which \( \chi(\tau) \) vanishes. By Observation 5, we have that \( \chi(\tau_\phi) < 0 \) for any \( \tau_\phi > \tau_x \). Let \( \chi_\phi \equiv \chi(\tau_\phi) < 0 \). We can assume that \( \chi_\phi \) is finite, otherwise there is nothing to prove. Now, using Lemma 14 and that \( \Theta(\tau)\phi(\tau) > 0 \) we get

\[ \dot{\chi}(\tau) < -\chi^2(\tau) \quad \text{for} \quad \tau \geq 0. \]

Since we know that \( \chi(\tau) < 0 \) for any \( \tau > \tau_\phi \) then

\[ \frac{\chi(\tau)}{\chi^2(\tau)} < -1. \]

Integrating from \( \tau = \tau_\phi \) to \( \tau > \tau_\phi \) we get

\[ \chi(\tau) < \frac{1}{\tau - \tau_\phi + 1/\chi_\phi} \quad \text{for} \quad \tau > \tau_\phi. \]

From inequality (106) we can conclude that \( \chi(\tau) \to -\infty \) for some finite time \( \tau_i < \tau_\phi - 1/\chi_\phi \). Additionally, observe that \( \tau_\phi - 1/\chi_\phi > \tau_\phi > 0 \) since \( \chi_\phi < 0 \).

Now, given that \( \chi \to -\infty \) as \( \tau \to \tau_i \) it follows from Eq. (75) that \( \phi \to \infty \) as \( \tau \to \tau_i \). Similarly, from inequality (103) and that \( L(0) < 0 \) it follows that \( L \to -\infty \) as \( \tau \to \tau_i \).

**Remark 10.** A plot of the numerical evaluation of the solutions to the core system (73a)–(73c) with initial data (74) in the case \( \kappa > 1 \) can be seen in Fig. 9.
**Figure 9.** Numerical solutions of the core system (73a)–(73c) with initial data given by (74) in the case \( \kappa = 2 \) and \(|\lambda| = 3\), \( m = 1/3\sqrt{3} \). The solid line describes the evolution of \( \phi \), the dashed line that of \( \chi \) and the dotted line that of \( L \). One can observe the formation of a singularity at \( \tau \approx 2.6392 \).

### B.2. Analysis of the Core System with \( \kappa < -1 \)

In this section, we use a similar approach to that followed in Sect. B.1 to show that the fields in the core system diverge for some finite time if \( \kappa < -1 \). An interesting feature of this case is that, assuming one knows that there exists a singularity in the development, there exists an *a priori* upper bound for the time of its appearance—namely, the location of second component of the conformal boundary at \( \tau = 2/|\kappa| \). As a by-product of the analysis of this section an improvement of this basic bound is obtained.

An important remark concerning the case \( \kappa < -1 \) is that if \( \tau \in [0, 1/|\kappa|] \) then both \( \Theta(\tau) \) and \( \dot{\Theta}(\tau) \) are non-negative. Based on this observation, our first result is:

**Lemma 16.** If \( \kappa < -1 \) then the solution to the core system (73a)–(73c) with initial data (74) satisfies \( L(\tau) < 0 \) for \( \tau \in [0, 1/|\kappa|] \).

**Proof.** We proceed by contradiction. Assume that there exists \( 0 < \tau_L \leq 1/|\kappa| \) such that \( L(\tau_L) = 0 \). Without loss of generality we can assume that \( \tau_L \) is the first zero of \( L(\tau) \). Since \( L(0) < 0 \) for \( \kappa < -1 \) then by continuity \( \dot{L}(\tau_L) \geq 0 \). Therefore, proceeding as in Lemma 14 one gets from (73c)

\[
0 \leq \dot{L}(\tau_L) = -\chi(\tau_L)L(\tau_L) - \frac{1}{2} \dot{\Theta}(\tau_L)\phi(\tau_L) \quad \text{for} \quad \tau \in [0, 1/|\kappa|].
\]

Since \( L(\tau_L) = 0 \) and \( \dot{\Theta}(\tau_L) > 0 \) the last inequality implies that \( \phi(\tau_L) \leq 0 \). This is a contradiction since \( \phi(\tau) > 0 \)—cfr. Observation 1. \( \square \)

**Lemma 17.** If \( \kappa < -1 \) then the solution to the core system (73a)–(73c) with initial data (74) satisfies \( \chi(\tau) < 0 \) for \( \tau \in [0, 1/|\kappa|] \).
Proof. Again, we proceed by contradiction. Assume that there exists $0 < \tau_\chi \leq 1/|\kappa|$ such that $\chi(\tau_\chi) = 0$. Without loss of generality we can assume that $\tau_\chi$ is the first zero of $\chi(\tau)$. Then, by continuity, we have that $\dot{\chi}(\tau_\chi) \geq 0$. Using Eq. (73b) one has

$$0 \leq \dot{\chi}(\tau_\chi) = -\chi(\tau_\chi)^2 + L(\tau_\chi) - \frac{1}{2} \Theta(\tau_\chi) \phi(\tau_\chi) \quad \text{for} \quad \tau \in [0, 1/|\kappa|].$$

Therefore, since $\chi(\tau_\chi) = 0$ one has $L(\tau_\chi) \geq \frac{1}{2} \Theta(\tau_\chi) \phi(\tau_\chi) > 0$.

This is a contradiction since by Lemma 16 we know that $L(\tau) < 0$ for $\tau \in [0, 1/|\kappa|]$. □

Observation 6. Proceeding as in Observation 4, one readily has that for $\kappa < -1$

$$L(\tau) \leq L(0) \exp \left( -\int_0^\tau \chi(s) ds \right) \quad \text{for} \quad \tau \in (0, 1/|\kappa|].$$

This last observation is used, in turn, to prove the main result of this section:

Proposition 2. If $\kappa < -1$, then for the solution of (73a)--(73c) with initial data (74) there exists $0 < \tau_\sharp < 1/|\kappa|$ such that

$$\chi(\tau) \rightarrow -\infty, \quad L(\tau) \rightarrow -\infty, \quad \text{and} \quad \phi(\tau) \rightarrow \infty \quad \text{as} \quad \tau \rightarrow \tau_\sharp.$$

Proof. Consider Eq. (73b) on the interval $\tau \in [0, 1/|\kappa|]$. Using Lemma 16 we know that $L(\tau) < 0$. This observation and the fact that $\phi(\tau) > 0$ leads to the differential inequality

$$\dot{\chi}(\tau) < -\chi^2(\tau) \quad \text{for} \quad \tau \in [0, 1/|\kappa|].$$

Since by Lemma 17, we know that $\chi(\tau) \neq 0$ for $\tau \in [0, 1/|\kappa|]$ we can rewrite the last expression as

$$\frac{\dot{\chi}(\tau)}{\chi^2(\tau)} < -1 \quad \text{for} \quad \tau \in [0, 1/|\kappa|].$$

Integrating from $\tau = 0$ to $1/|\kappa|$ and using the initial data (74) we get

$$\chi(\tau) < \frac{1}{\tau} - \frac{1}{|\kappa|}. \quad (107)$$

From inequality (107), one concludes that $\chi(\tau) \rightarrow -\infty$ for some $0 < \tau_\sharp \leq 1/|\kappa|$. Finally, using Observation 6 and Observation 1 one concludes that $L(\tau) \rightarrow -\infty$ and $\phi(\tau) \rightarrow \infty$ as $\tau \rightarrow \tau_\sharp$ for some $0 < \tau_\sharp \leq 1/|\kappa|$. □

Notice that this upper bound for the location of the singularity is not trivial and improves the basic bound $\tau \leq 2/|\kappa|$ given by the location of the second component of the conformal boundary.

Remark 11. A plot of the numerical evaluation of the solutions to the core system (73a)--(73c) with initial data (74) in the case $\kappa < -1$ can be seen in Fig. 10.
Figure 10. Numerical solution of the core system (73a)–(73c) with $|\lambda| = 3, m = 1/3\sqrt{3}$ in the case $\kappa = -2$. The solid line corresponds to $\phi$, the dashed line to $\chi$ and the dotted line to $L$. One can observe a singularity at $\tau \approx 0.4203$

B.3. Exploiting the Conformal Gauge

In Lemma 12, we have shown that if $\partial_\psi \kappa = 0$, then the evolution equations imply, in particular, $f_x = 0$. Due to the spherical symmetry Ansatz, the component $f_x$ is the only potentially nonzero component of $f$. Thus, one concludes that $f = 0$. In Sect. B.3.1 we will exploit this feature of the Weyl connection to extract further information about $\kappa$ and $s$. These results are used in Sect. B.3.2 to discuss the conformal gauge freedom of the extended conformal field equations and the role played by reparametrisations of conformal geodesics.

B.3.1. The Relation Between the Weyl and Levi–Civita Connections. As discussed in Sect. 2.2.1, the Weyl connection $\hat{\nabla}$ expressing the extended conformal field equations is related to the Levi–Civita connection $\nabla$ of the unphysical metric $g$ via the 1-form $f$. If $f$ vanishes then $\hat{\nabla} = \nabla$. Exploiting this simple observation, we obtain the following results:

Lemma 18. If $f = 0$, then the conformal gauge conditions (12) and (13) imply that $s = \ddot{\Theta}$. Moreover, $s$ is constant along the conformal geodesics.

Proof. As discussed in Sect. 2.2.1 if $f = 0$ then $\hat{L}_{ab} = L_{ab}$ and $\hat{\Gamma}_a^c b = \Gamma_a^c b$. Using the conformal gauge condition (12) it follows that $L_{0a} = 0$ and $\Gamma_0 a_b = 0$. Now, the standard conformal field Eqs. (124d) and (124e) in Appendix D give

\begin{align}
\nabla_0 \nabla_0 \Theta + \Theta L_{00} - s \eta_{00} &= 0, \\
\nabla_0 s &= -L_{0b} \nabla^b \Theta.
\end{align}

Using $L_{0a} = 0$ and $\Gamma_0 a_b = 0$ in Eq. (108a) one concludes $\ddot{\Theta} = s$. Similarly, from Eq. (108b) one gets $\dot{s} = 0$. Therefore $s$ is constant along the conformal geodesics. 

\[ \square \]
Remark 12. In the asymptotic initial value problem, the initial value of $s$ is given by $s^* = \sqrt{|\lambda|/3\kappa}$—see equation (34a). Thus, if $f = 0$, then $s = \sqrt{|\lambda|/3\kappa}$ along the conformal geodesics.

Finally, one has the following:

Lemma 19. In the asymptotic initial value problem, if $f = 0$, then the conformal gauge conditions (12) and (13) together with the conformal Einstein field equations imply that $e_i(\kappa) = 0$—that is, $\kappa$ is a constant.

Proof. Using $f = 0$ and the gauge conditions (12), we get from the conformal field equation (124g) that

$$6\Theta s - 3\Theta^2 + 3\delta^{ij}e_i \Theta e_j \Theta = \lambda. \tag{109}$$

Using Lemma 18 we have $s = \bar{\Theta}$. Therefore, substituting $\Theta(\tau) = \bar{\Theta}_\tau \tau (1 + \kappa \tau/2)$ into Eq. (109) and recalling $\bar{\Theta}_\tau = \sqrt{|\lambda|/3}$ we obtain

$$\tau^4 \delta^{ij} e_i(\kappa) e_j(\kappa) = 0.$$

Observe that the last equation is trivially satisfied on $\mathcal{J}$ as $\tau = 0$. Off the initial hypersurface, where $\tau \neq 0$, the last equation implies

$$\delta^{ij} e_i(\kappa) e_j(\kappa) = 0.$$

Therefore, we conclude that $e_i(\kappa) = 0$. $\square$

B.3.2. Changing the Conformal Gauge. The analysis of the core system given in Sects. B.1, B.2 and Sect. 4.2.2 covers the cases for which $|\kappa| > 1$ and $\kappa = 0$. As a consequence of the conformal covariance of the extended conformal Einstein field equations, one has the freedom of performing conformal rescalings and of reparametrising the conformal geodesics—thus, effectively changing the representative of the conformal class $[\tilde{g}]$ one is working with. This conformal freedom can be exploited to extend the analysis given in Sects. B.1 and B.2 to the case where $\kappa \in [-1, 0) \cup (0, 1]$.

Following the discussion in the previous paragraph, any two spacetimes $(\mathcal{M}, g)$ and $(\tilde{\mathcal{M}}, \tilde{g})$ with $g = \Theta^2 \tilde{g}$ and $\tilde{g} = \bar{\Theta}^2 \tilde{\bar{g}}$ representing two solutions to the extended conformal Einstein field equations for different choices of parameter $\kappa$ are conformally related. From Lemmas 2 and 3 we have that

$$\Theta(\tau) = \sqrt{|\lambda|/3} \tau \left(1 + \frac{1}{2} \kappa \tau\right), \quad \bar{\Theta}(\bar{\tau}) = \sqrt{|\lambda|/3} \bar{\tau} \left(1 + \frac{1}{2} \bar{\kappa} \bar{\tau}\right), \tag{110}$$

with

$$\bar{\tau} = \frac{a\tau}{c\tau + d}. \tag{111}$$

The free parameter $b$ in the fractional transformation of Lemma 2 has been set to $b = 0$ in order to ensure that $\Theta$ and $\bar{\Theta}$ vanish at $\tau = 0$ and $\bar{\tau} = 0$, respectively. Thus, the conformal boundary $\mathcal{J}$ is equivalently represented by the hypersurfaces with $\tau = 0$ or $\bar{\tau} = 0$. As $g$ and $\tilde{g}$ are conformally related one can write

$$\tilde{g} = \omega^2 g \quad \text{with} \quad \omega \equiv \bar{\Theta} \Theta^{-1}. $$
Using the relations in (110) and (111) we obtain, after a calculation, that

$$\omega(\tau) = \frac{a\left(1 + \frac{a\bar{\kappa}\tau}{2(\tau + d)}\right)}{(\tau + d)\left(1 + \frac{1}{2}\kappa\tau\right)}.$$  (112)

The conformal transformation law for the field $s$ can be seen to be given by

$$\bar{s} = \omega^{-1}s + \omega^{-2}\nabla c\omega\nabla c\Theta + \frac{1}{2}\omega^{-3}\Theta\nabla c\omega\nabla c\omega.$$  

As discussed in Sect. B.3.1, in the analysis of the extremal Schwarzschild–de Sitter spacetime one can assume that $\theta_\psi \kappa = 0$ and $f = 0$. Now, Propositions 18 and 19 imply that $s = \sqrt{|\lambda|/3\kappa}$ and $\bar{s} = \sqrt{|\lambda|/3\bar{\kappa}}$ are constant. Exploiting this observation, the transformation law for $s$ can be read as an equation for $\omega$—namely

$$\Theta\dot{\omega}^2 + 2\omega\dot{\Theta}\dot{\omega} + \omega^2s - \omega^3\bar{s} = 0.$$  (113)

Substituting expression (112) into Eq. (113) one gets the condition

$$2c + a\bar{\kappa} - d\kappa = 0.$$  (114)

One can read Eq. (114) as the transformation law for $\bar{\kappa}$ so that

$$\bar{\kappa} = \frac{d\kappa - 2c}{a}.$$  

In order to have a meaningful transformation law between $\tau$ and $\bar{\tau}$, neither $a$ nor $d$ can vanish. Substituting Eq. (114) into the reparametrisation formula (111) and expression (112) one can observe that $a/d$ actually corresponds to $\omega(0) \equiv \omega_*$. Therefore, one has that

$$\bar{\tau}(\tau) = \frac{2\omega_*\tau}{(\omega_*\bar{\kappa} - \kappa)\tau - 2}, \quad \omega(\tau) = \frac{4\omega_*}{((\omega_*\bar{\kappa} - \kappa)\tau - 2)^2}. \quad (115)$$

From the last expression, one can identify $\dot{\omega}_* \equiv \dot{\omega}(0) = \omega_*(\omega_*\bar{\kappa} - \kappa)$. In addition, notice that $\bar{\tau} \to \infty$ and $\omega \to \infty$ as $\tau \to 2/(\omega_*\bar{\kappa} - \kappa)$. Therefore, the hypersurface defined by $\tau = 2/(\omega_*\bar{\kappa} - \kappa)$ is at an infinite distance from the conformal boundary as measured with respect to the $g$-proper time.

**Remark 13.** An alternative approach to deduce Eqs. (114) and (115) is to write $\bar{\Theta}(\bar{\tau}(\tau)) = \omega(\tau)\Theta(\tau)$ and use Eqs. (110) and (111) to identify $\kappa$ and $\omega$.

**Appendix C. Cartan’s Structure Equations and Space Spinor Formalism**

In this appendix, we give a brief discussion of Cartan’s structure equations and the space spinor formalism.
C.1. Cartan’s Structure Equations in Frame Formalism
Consider a $h$-orthonormal frame $\{e_i\}$ with corresponding coframe $\{\omega^i\}$. By construction, one has $\langle \omega^i, e_j \rangle = \delta^i_j$. The connection coefficients of the Levi–Civita connection $D$ of $h$ respect to this frame are defined as
\[
\langle \omega^j, D_i e_k \rangle \equiv \gamma^j_{ik}.
\]
As a consequence of the metricity of $D$ it follows that
\[
\gamma^j_{ik} = -\gamma^j_{ki}.
\]
The connection form is accordingly defined as
\[
\gamma^j_{ik} \equiv \gamma^i_{jk} \wedge \omega^i.
\]
With these definitions, the first and second Cartan’s structure equations are, respectively, given by
\[
\begin{align*}
\text{(116a)} & \quad d\omega^i = -\gamma^i_{jk} \wedge \omega^j, \\
\text{(116b)} & \quad d\gamma^i_{jk} = -\gamma^i_{kl} \wedge \gamma^k_{jl} + \Omega^i_{jk},
\end{align*}
\]
where $\Omega^i_{jk}$ is the curvature 2-form defined as
\[
\Omega^i_{jk} \equiv R^i_{jkl} \omega^k \wedge \omega^l.
\]

C.2. Basic Spinors
In the space spinor formalism, given a spin basis $\{\epsilon_A^A\}$ where $A=0,1$, any of the spinorial fields appearing in the extended conformal Einstein field equations can be decomposed in terms of basic irreducible spinors. The basic valence-2 symmetric spinors are:
\[
\begin{align*}
x_{AB} & \equiv \sqrt{2} \epsilon^A_0 \epsilon^B_1, \\
y_{AB} & \equiv -\frac{1}{\sqrt{2}} \epsilon^A_1 \epsilon^B_1, \\
z_{AB} & \equiv \frac{1}{\sqrt{2}} \epsilon^A_0 \epsilon^B_0. \quad \text{(117)}
\end{align*}
\]
The basic valence-4 spinors are given by
\[
\begin{align*}
\text{(118a)} & \quad \epsilon AC x BD + \epsilon BD x AC, \\
\text{(118b)} & \quad \epsilon AC y BD + \epsilon BD y AC, \\
\text{(118c)} & \quad \epsilon AC z BD + \epsilon BD z AC, \\
\text{(118d)} & \quad h_{ABCD} \equiv -\epsilon A (c \epsilon D) B, \\
\text{(118e)} & \quad \epsilon^i_{ABCD} = \epsilon(A E B F C G D) H^i. \quad \text{(118b)}
\end{align*}
\]
In the last expression $(ABC_D)^i$ indicates that an $i$ number of indices are set equal to 1 after symmetrisation. Any valence-4 spinor $\zeta_{ABCD}$ with the symmetries $\zeta_{(AB)(CD)}$ can be expanded in terms of these basic spinors. One has the identities
\[
\begin{align*}
\text{(119a)} & \quad x_{(AB x CD)} = 2 \epsilon^2_{ABCD}, \\
\text{(119b)} & \quad y_{(AB y CD)} = \frac{1}{2} \epsilon^4_{ABCD}, \\
\text{(119c)} & \quad z_{(AB z CD)} = \frac{1}{2} \epsilon^0_{ABCD}, \\
\text{(119d)} & \quad y_{AB x CD} = -\epsilon^3_{ABCD} - \frac{1}{2\sqrt{2}} (\epsilon AC y BD + \epsilon BD y AC), \\
\text{(119e)} & \quad z_{AB x CD} = \epsilon^1_{ABCD} + \frac{1}{2\sqrt{2}} (\epsilon AC z BD + \epsilon BD z AC), \\
\text{(119f)} & \quad y_{AB z CD} = -\frac{1}{2} \epsilon^2_{ABCD} + \frac{1}{4\sqrt{2}} (\epsilon AC x BD + \epsilon BD x AC) - \frac{1}{6} h_{ABCD}. \quad \text{(119d)}
\end{align*}
\]
Another set of identities used in the main text is given by

\[ x_{AB}x^{AB} = 1, \quad x_{AB}y^{AB} = 0, \quad x_{AB}z^{AB} = 0, \quad z_{AB}z^{AB} = 0, \quad y_{AB}z^{AB} = -\frac{1}{2}, \]

(120a)

\[ x_A^Q x_{BQ} = \frac{1}{2} \epsilon_{AB}, \quad y_A^Q x_{BQ} = \frac{1}{\sqrt{2}} y_{AB}, \]

(120b)

\[ z_A^Q x_{BQ} = -\frac{1}{\sqrt{2}} z_{AB}, \quad y_A^Q y_{BQ} = 0,
\]

(120c)

\[ \epsilon_{ABCD} x^{CD} = -\frac{1}{3} x_{AB}, \quad \epsilon_{ABCD} y^{CD} = \frac{1}{6} y_{AB}, \quad \epsilon_{ABCD} z^{CD} = \frac{1}{6} z_{AB}. \]

(120d)

These identities and a more exhaustive list has been given in [27].

C.3. Cartan’s Structure Equations in Spinor Form

Let \( \tau^{AA'} \) denote a Hermitian spinor \( \tau^{AA'} \) with normalisation \( \tau^{AA'} \tau_{AA'} = 2 \). Consider an adapted spin dyad \( \{ \epsilon_A^A \} \) such that the matrix representation of \( \tau^{AA'} \) is given by the identity \( 2 \times 2 \) matrix. The spatial Infeld–van der Waerden symbols are related to the usual Infeld–van der Waerden via

\[ \sigma^{AB}_i \equiv \tau(B^B \sigma_A B^B)_i. \]

(121)

Equivalently, one has

\[ \sigma^{AB}_i = -\tau(B^B \sigma_A B^B)_i. \]

The matrix representation of the spatial Infeld–van der Waerden symbols is given by

\[ \sigma_{AB}^1 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_{AB}^2 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_{AB}^3 \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]

Thus, the space spinor counterpart of coframe and connection coefficients can be obtained succinctly by contraction with the spatial Infeld–van der Waerden symbols as \( \omega^{AB} \equiv \omega^i \sigma_i^{AB} \) and \( \gamma_{ABCD}^{EF} = \gamma_{ij} \sigma_i^{AB} \sigma_j^{CD} \sigma_k^{EF} \). With these definitions, the spinorial version of the Cartan structure equations is given by

\[ d\omega^{AB} = -\gamma^{A} B \land \omega^{BE} - \gamma^{B} E \land \omega^{AE}, \]

(122a)

\[ d\gamma^{A} B = -\gamma^{A} E \land \gamma^{E} B + \Omega^{A} B, \]

(122b)

where

\[ \gamma^{A} B = \frac{1}{2} \gamma^{CD} A_{BQ} \omega^{CD} \],
and $\Omega^A_B$ is the spinor version of the curvature 2-form, with

$$\Omega^A_B \equiv \frac{1}{2} r^A_{BCDEF} \omega^{CD} \wedge \omega^{EF}.$$ 

In the last expression, the spinor $r^A_{BCDEF}$ can be decomposed as

$$r^A_{BCDEF} = \left( \frac{1}{2} s_{ABCD} - \frac{1}{12} r_{ABCE} \right) \epsilon_{DF}$$

$$+ \left( \frac{1}{2} s_{ABDF} - \frac{1}{12} r_{ABDF} \right) \epsilon_{CE}$$

where $s_{ABCD}$ and $r$ correspond to the space spinor version of the trace-free part of the Ricci tensor and Ricci scalar of $h$, respectively.

To relate the previous discussion with the basic spinors $x_{AB}, y_{AB}$ and $z_{AB}$, observe that using (117) and (121), one obtains that

$$\sigma^1_{AB} = -z_{AB} + y_{AB}, \quad \sigma^2_{AB} = i(z_{AB} + y_{AB}), \quad \sigma^3_{AB} = x_{AB},$$

$$\sigma^1_{AB} = z_{AB} - y_{AB}, \quad \sigma^2_{AB} = i(-z_{AB} - y_{AB}), \quad \sigma^3_{AB} = -x_{AB}.$$ 

**Appendix D. The Frame Conformal Einstein Field Equations**

The tensorial (frame) version of the standard vacuum conformal Einstein field equations are given by the following system—see, e.g. [10–13]:

$$\Sigma^a_{cb} \epsilon^c_e = 0,$$ 

$$\nabla_e d^e_{abf} = 0,$$ 

$$\nabla_c L_{db} - \nabla_d L_{bc} - \nabla_a \Xi d^a_{bcd} = 0,$$ 

$$\nabla_a \nabla_b \Xi + \Xi L_{ab} - sg_{ab} = 0,$$ 

$$\nabla_a s + L_{ac} \nabla^c \Xi = 0,$$ 

$$R^c_{abcd} - \rho^c_{abcd} = 0,$$ 

$$6\Xi s - 3\nabla_a \Xi \nabla^a \Xi = \lambda,$$

where $\Sigma^a_{cb}$ is the torsion tensor, given in terms of the connection coefficients, as

$$\Sigma^a_{cb} e_c \equiv \epsilon_{a,b} - (\Gamma^a_{c,b} - \Gamma^b_{c,a}) e_c;$$

$L_{ab}$ is the Schouten tensor; $\Xi$ is the conformal factor and $s$ is a concomitant of the conformal factor defined by

$$s \equiv \frac{1}{4} \nabla^a \nabla^a \Xi + \frac{1}{24} R \Xi.$$ 

In addition, $\rho^a_{bcd}$ is the algebraic curvature and $R^c_{dab}$ is the geometric curvature.

$$\rho^a_{bcd} \equiv \Xi d^a_{bcd} + 2(g^a_{[c} L_{d]b} - g^b_{[c} L_{d]a}),$$ 

$$R^c_{dab} \equiv e_a(\Gamma^c_{b,d}) - e_b(\Gamma^c_{a,d}) + \Gamma^c_{f}(\Gamma^f_{b,a} - \Gamma^f_{a,b})$$

$$+ \Gamma^f_{a} \Gamma^c_{d} - \Gamma^f_{a} \Gamma^c_{d} - \Sigma^f_{a} \Gamma^f_{b}.$$
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