ClipGen: A Deep Generative Model for Clipart Vectorization and Synthesis

I-Chao Shen and Bing-Yu Chen, Senior Fellow, IEEE

Abstract—This paper presents a novel deep learning-based approach for automatically vectorizing and synthesizing the clipart of man-made objects. Given a raster clipart image and its corresponding object category (e.g., airplanes), the proposed method sequentially generates new layers, each of which is composed of a new closed path filled with a single color. The final result is obtained by compositing all layers together into a vector clipart image that falls into the target category. The proposed approach is based on an iterative generative model that (i) decides whether to continue synthesizing a new layer and (ii) determines the geometry and appearance of the new layer. We formulated a joint loss function for training our generative model, including the shape similarity, symmetry, and local curve smoothness losses, as well as vector graphics rendering accuracy loss for synthesizing clipart recognizable by humans. We also introduced a collection of man-made object clipart, ClipNet, which is composed of closed-path layers, and two designed preprocessing tasks to clean up and enrich the original raw clipart. To validate the proposed approach, we conducted several experiments and demonstrated its ability to vectorize and synthesize various clipart categories. We envision that our generative model can facilitate efficient and intuitive clipart designs for novice users and graphic designers.
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1 INTRODUCTION

Vector clipart is widely used in graphic design to express concepts or illustrate daily life objects compactly. It has several advantages over raster images, such as (i) better geometric editability benefit from separate geometric paths and (ii) resolution independence, which significantly reduces the burden of redesigning the same concept or shape whenever a new resolution support is required. However, designing vector clipart from scratch or editing existing clipart obtained from online repositories (e.g., Openclipart [1]) is challenging for amateur users who lack the skill of using vector graphics editing software, such as Adobe Illustrator [1] and Inkscape [2]. To address this problem, an automated method to synthesize clipart for amateur users is required. Deep generative image modeling techniques, which enable the automatic generation of high-quality raster images for human faces, animals, and natural objects, are being rapidly developed [3]. However, their synthesized results are raster images that lack the structural editability feature available in vector clipart.

Therefore, this paper focuses on generating vector clipart to support higher-level structural editing operations. Our goal was to train a deep generative model that can simulate the design process of vector clipart. In particular, we focused on designing a generative model to represent and generate clipart conditioned on a target raster image and the desired object category sequentially. The proposed method is based on two essential clipart characteristics. First, the vector clipart is defined to comprise separate layers containing a single closed path and its filled color. Second, the clipart geometries exhibit strong symmetry and simplicity for better editability. On the basis of these two characteristics, we propose an iterative clipart synthesis framework that synthesizes a layer with a predicted single closed path and its filled color in one step. Finally, we composite all the synthesized layers to obtain the final result (please refer to the examples presented in Figs. 18 and 19).

To describe the composed result at the current step, we extract several visual representations, including the types of existing curves, their depth ordering, the location of their control points, and the rendered image. We then use convolutional neural networks (CNNs) to recognize and extract the essential features of these visual representations. The extracted features capture patterns and relationships between curves, which provide a useful context for deciding which curve to synthesize next. On the basis of previous works on 3D shapes [4] and 3D scene synthesis [5], we model an iterative synthesis process using two separate modules. Given the visual representations of the current synthesized result, the first module (i) decides whether to synthesize a new layer and (ii) determines the centroid location probability of the next closed path, given the visual representations of the current synthesized result. The second module is a critical component of our iterative synthesis framework because it decides the geometry and the appearance of the next layer. We use recurrent neural networks (RNNs) to predict the sequence of control points of the connected curves that forms a closed path. In addition, we design several loss functions, including shape loss, symmetry loss, area loss, local smoothness loss, and simplicity losses, to aid the network in synthesizing the desired curves. We also adopt a rendering accuracy loss based on a novel differentiable vector graphics rendering technique [6], which encourages the network to refine the predicted geometry and predict
the appropriate filling color simultaneously.

To facilitate our clipart generative model training, we introduce a clipart dataset called ClipNet, which contains 2000 clipart classified into ten categories of man-made objects. This dataset focuses on vector graphics representation and thus complements the previous image data and 3D shape data datasets. The characteristics of ClipNet are analyzed, and two annotation tasks are designed to extract clean shapes from the raw clipart collected from online repositories. ClipNet can be used in several potential applications, such as clipart recognition and generation models as well as multi-view clipart synthesis.

We applied the proposed method to several applications, such as vectorizing existing raster clipart, synthesizing various categories of novel clipart, and synthesizing clipart that resembles a photograph. These applications can facilitate the clipart design process that involves the use of common categories of man-made objects. We conducted ablation studies to validate our method and compared the results of our method with those of existing methods.

2 RELATED WORK

2.1 Image vectorization and clipart synthesis

The vectorization of raster images is a long-standing research problem. Commercial products [1], [9] enable robust natural image vectorization that can simultaneously address both image segmentation and curve (segment boundary) fitting problems. Many studies have been conducted on image segmentation part [10], [11], [12], [13], [14] and curve fitting part [15]. Favreau et al. [10] focused on vectorizing photographs in cliparts with easily editable geometries and representing the raster image accurately. Kim et al. [14] used a neural network to predict a probability map of pixel-pixel relationships and formulated a global MRF problem to segment an input image into different paths. Liu et al. [16] designed an interactive system to synthesize novel clipart by remixing the clipart existing in a large repository. By contrast, Xie et al. [17] provided interactive approaches that allow users to adjust region boundary properties manually. Unlike the approaches used in the aforementioned studies, the approach proposed in the current study can synthesize man-made object clipart without conditioning on any specific input. Moreover, the proposed approach can synthesize filled images instead of line drawings without filled colors.

Some studies have focused on vectorizing pixel arts [18], [19], [20]. For example, Kopf and Lischinski [19] proposed a dedicated method focused on resolving the topological ambiguities that occur during vectorizing pixel arts. Hoshyari et al. [20] has used human perceptual cues to generate a better boundary vectorization that better matches viewers' expectations.

2.2 Generative model

In computer graphics, the generative models for 3D models and scenes have drawn considerable research attention. Many assembly-based 3D modeling methods provide a probabilistic model to infer potential components for assembling under fully-automatic [4] and semi-automatic [21] settings. Similar probabilistic modeling methods have been used to synthesize novel 3D scenes [22] and suggest pattern colorizations [23].

Deep generative models have gained popularity for synthesizing digital content, including raster images, videos, and audio. The most popular deep generative models include variational autoencoder (VAE) [24], which aims at maximizing the lower bound of the data log-likelihood, and generative adversarial network (GAN) [25], which aims to achieve an equilibrium between the generator and the discriminator. Many variations of the aforementioned models have been used for the unconditional and conditional generation of images, including for image translation [26], [27].

The progresses achieved in the raster image domain has inspired researchers to synthesize 3D models [28], [29], 3D scenes [30], [31], 3D abstractions [32], and 3D motions for man-made objects [33].

Moreover, the deep generative models have facilitated tasks such as 2D sketches [33], 2D design layouts [34], [35], interactive annotations on 2D images [36], pixelization [37], font exploration [38], and face image decomposition [39]. The learned latent representations of these models are useful for creative tasks such as garment design [40] and terrain design [41]. The latent space can be explored through predefined interactions [42] or free-form interactions [43], [44] for synthesizing images that meet the users' requirements.

2.3 Image and shape dataset

Advances have been achieved in the recognition and generative applications of deep neural networks by using the image, video, 3D shape, and audio datasets. In the raster image domain, ImageNet [7] formed the foundation for this wave of neural network revival. Later, many task-specific datasets, such as COCO [45], CelebA [46], and DAVIS [47], were published to support tasks such as image or video segmentation and captioning, object detection, and face synthesis. Moreover, many 3D models and scenes datasets, such as ShapeNet [8], ModelNet [48], PartNet [49], ABC [50], and SUNCG [51], have made the 3D deep learning in recognition and generative applications more feasible. Datasets in the creative domain, such as Creative Flow+ [52], provide diverse multi-style artistic video renderings with labeled per-pixel metadata. OpenSketch [53], QuickDraw [33], TUBerlin [54], and other databases [55] provide sketches created by professional artists with different taxonomies of line types and viewpoints.

Inspired by ShapeNet [8], in this paper, we introduce ClipNet, which is composed of clipart of different categories of man-made objects, such as chairs, airplanes, and cameras. Clipart is created using vector graphics editors, such as Adobe Illustrator [1] or Inkscape [2], and integrates both geometry and appearance into a compact format with simplified editability. These two characteristics distinguish this clipart data from both raster images and 3D models. By using ClipNet, we expect to facilitate additional future research on data-driven vector graphics.
3 ClipNet: Clipart collection of man-made objects

In this work, we introduce ClipNet to facilitate the learning process of our clipart synthesis framework. Inspired by available large datasets, such as ImageNet [7] and ShapeNet [8], we intend to augment WordNet's structure by using clipart data. Our primary goal was to compile a clipart collection in which each clipart contains the shape of the target category without any additional content. Currently, ClipNet contains 2D clipart of ten categories of man-made objects, such as chairs, tables, and airplanes. The reason for focusing on these ten categories of the man-made object is because they are commonly used during the animation, slides, and other 2D content creation processes.

3.1 Data Characteristics

During the data collection process, we have observed two crucial characteristics of clipart shared in online repositories: i.e., auxiliary content and shading geometry.

Auxiliary content A common characteristic of the clipart collected from online repositories is that it often contains additional auxiliary content apart from the shape representing the target category. For example, the airplane clipart presented in Figure 1(a) contains flow lines that indicate motions and clouds. In the following paragraph, this airplane is considered the target shape and the remaining clipart is considered as the auxiliary contents. The auxiliary content was removed because our goal was to enhance the ease of designing the vector shape of the target category, which is the most difficult part of clipart design. As indicated in Figure 1(a), the geometry of most of the auxiliary content was simpler than that of the target shape; thus, this content could be created easily with limited assistance.

Shading geometry Another characteristic of the clipart is that it usually describes both geometry and appearance (e.g., color and shading) in the same file. A 3D model file usually describes the geometry only, and its appearances are mostly defined in separate material or texture files. However, the path elements in clipart sometimes represent the shading, e.g., reflection; (see Figure 1[b]), which does not directly represent the shape. Thus, we categorized the path elements presented in the collected clipart into two categories: the geometry path and the shading path. We labeled a path as a shading path if removing it did not change how people perceived a complete shape of the original category. Then, we labeled the remaining paths as the geometry path. For example, we labeled the two floating path elements in Figure 1(b) as shading paths.

In this work, we focused on generating the geometry paths that can form an object representing the target category under any lighting conditions; thus, we intended to remove the shading paths. In addition, we regarded the shading geometry as the appearance part of the target shape, which can be treated as a separate problem to be addressed in the future.

3.2 Data Preprocessing

To obtain the target clipart without any undesired content, we performed two preprocessing steps. First, we identified all the auxiliary path elements and removed them from the input clipart. Second, we identified the shading paths of the remaining paths of the first step. We recruited five participants and asked them to perform the following two tasks.

Auxiliary content removal Inspired by a previously proposed image segmentation annotation interface [56], we selected to use the polygon-based method, which allows the users to draw polygons in the region of the content-of-interest. We first rendered the clipart into a raster image and recorded the pixels within each closed path. For each clipart, we asked multiple users to draw polygons on the target shape and identified the corresponding path (see Figure 2(a)). Because the polygons annotated by the participants were merely used for identifying relevant closed paths rather than representing the shape directly, the polygons were not required to be accurate. For each clipart, we included the paths identified by all the users as the target shapes.

Shading path removal The most direct approach to remove the shading path from the clipart is to ask users to remove it by using a vector graphics editor, such as Adobe Illustrator or Inkscape. However, most users are not experienced in using such software; thus, we designed a simple annotation process that only required them to answer yes-no questions. We removed the i-th path for each clipart with N different paths and rendered the remaining paths into a raster image as i-th image. In the interface, we presented the complete image and the i-th image side-by-side and asked the users to identify whether the shape in i-th image was still a complete shape of the target category (see the example pair and the question asked in Figure 2(b)). If the user believed that the remaining paths in the i-th image represented the target category, we labeled the i-th path as the shading path. The rationale behind the aforementioned task design was that the removed path was a shading path if it did not affect the user in perceiving the remaining paths as a complete object of the target category. We asked the five participants to answer the question for each path and labeled a path as a shading path if all the users agreed that the remaining paths represented a complete object.

The processed clipart was compiled into the ClipNet dataset, which was used to train different modules that were adopted in the proposed method.
Our vector clipart synthesis model has two inputs: a target category and a target raster image, whose source depends on the application. For example, for vectorizing an existing vector clipart image, we can use a low-resolution raster clipart image as the target raster image. To synthesize novel clipart belonging to a specific category, we trained a generative model for synthesizing a novel raster clipart image as the target image (refer to Figure 18 and 19 for examples). We can synthesize diverse novel clipart by leveraging the diversity of the synthesized novel raster clipart image.

Figure 4 illustrates our synthesis process. Because a vector clipart image of a man-made object is usually composed of several separate parts placed in layers, our model synthesizes the entire clipart iteratively (i.e., synthesizes each layer sequentially). After synthesizing the \((n - 1)\)-th layer, our model renders the constructed clipart \((S^{n-1})\), where \(S^i\) denotes the shapes in layers 0 to \(i\) into rendered clipart image \((I^{n-1})\) and attaches additional information to it to form a visual representation \((V(S^{n-1}))\) (described in Section 5.1). Let us take the visual representation as the input. The first step is to predict whether our model should synthesize a new layer. If the model decides to predict the next layer, the second step of our model is to predict a closed path, including the positions of all the control points (including the start and end points), and the filled RGB colors \((\phi_n)\). After these two steps, our model synthesizes a new layer composed of the latest predicted path and its filled color. We obtain the latest image of this layer \((I^n)\) by applying Eq. 1 and re-iterate the synthesis process by using the latest synthesized clipart.

5.1 Visual representation of the canvas

Unlike a raster image, which is only described by pixel values, vector clipart is also described by different layers, various curves, and the relationships between curves. To obtain a unified representation of the information encoded in the clipart, we converted the aforementioned data into multiple 2D images and stacked all of them into a multichannel image. Then, we used a deep convolutional network as the feature extractor to describe the clipart.

The multichannel image included the following components (see Figure 3(b)): 

**Rendered canvas**: The rendered canvas is the rendered image of the current canvas.

**Curve types**: We rendered different curves according to their types.

**Layer depth**: We rendered each closed path according to its layer depth.

**Point positions**: We highlighted the pixels that contained the control points of the existing curves.

5.2 First step: Decision on whether to continue adding layers?

The first step of our synthesis model is to decide whether to continue adding new layers to the canvas. This function takes the current canvas observations as input and outputs (i) the probability of continually adding a new layer and (ii) the probability map of the center location of the next

\[ I^n = I^{n-1} \cdot (1 - M_i) + \phi_i \cdot M_i, \] (1)
Fig. 4: The pipeline of our synthesis model. For each layer \( n \), we take the synthesized shape until layer \( n - 1 \) and obtain its visual representation, including the rendered image \( I^{n-1} \) and the curve information (through the \( V \) function in the green box). The input of the first module of the proposed synthesis model is a visual representation of the current canvas, chosen category (guitar in this figure), and target shape (optional). The first module decides whether to continue adding a new layer onto the current canvas and predict the probability map of the potential path. If the model decides to add a new layer, we use the same set of input combines the predicted probability map of the new path to predict a sequence of path elements and its filled color. We composite the latest predicted layer with the existing layers and use them as input to the synthesis model iteratively.

Fig. 5: The predicted probability maps of the center position of the closed path in the next layer.

The observations of the current canvas include the components described in the following text. The first component is a feature extracted from the visual representation (\( V \)) of the current canvas state. We fine-tuned a pretrained deep convolutional network (we use ResNet-50) as the feature extractor. The second component is the one-hot encoding of the target category (\( t \)) to be synthesized. The information about this category provides useful context for the canvas; i.e., a similar path represents different meanings under different object categories. The third component is the count of the existing layers (same as the number of closed paths) already synthesized on the canvas. The fourth component is the rendered raster image of the target shape (\( I_T \)). We illustrate the observations in Figure 4.

5.2.1 Training data and process

Training data We used the ClipNet dataset to train our model. We built a dataset with 50% positive and 50% negative examples. We created positive examples (i.e., examples in which the “continue to add path” prediction is made by the model) by using the following three approaches:

1) Selection of one complete clipart and the removal of the last path from the original clipart: We generated a location probability map by using the center location of the last path being removed.
2) Selection of one blank clipart: We generated its corresponding location probability map by using the center location of the first path.
3) Selection of one complete clipart and the removal of a random number of paths: We generated a location probability map by using the center location of the path with the largest depth value (i.e., the deepest path).

In the aforementioned three approaches of generating positive examples, the synthesis order is naturally encoded through the location probability map (because we used the center location of the next path as the ground-truth location probability map). By contrast, the negative examples (i.e., examples in which “do not continue to add paths” is predicted by the model) were developed by directly using a complete clipart image.

In total, we create 4000 examples for training the first module.

We trained the first module by using a fully-convolutional encoder-decoder network (FCN) to predict both parts simultaneously (refer to Figure 18 in the Supplemental Material for the architecture). To train the location probability part, we used pixel-wise cross-entropy loss. To train the “continue synthesis part”, we used two additional linear layers after the decoder output (i.e., the probability map) to obtain a binary prediction. We trained this part of the model as a binary classification problem by using the binary cross-entropy loss. We trained this module by using an Adam optimizer for 200 epochs with a learning rate of 0.001. During inference, this model terminated the entire synthesis process if the predicted probability was less than 0.5. Figure 5 shows several examples from different categories as well as their predicted probabilities.
5.3 Second step: decision on which path to add next?

In the second step, we aimed to generate a new layer that contained one closed path (composed of several connected curves and an RGB color). We aimed to determine a function $F_2$ that takes the observation of the current canvas as input and outputs the sequential curve predictions (including the curve type and control point positions). In this work, we used two types of curves: a line curve and cubic Bézier curve. The final action involved predicting an RGB color $\phi$ that fills the closed path. We used four types of observations in our prediction model. The first two observations were the visual representation ($V$) of the current canvas and the one-hot encoding of the target category $t$. The third observation was the center location probability map $I_p$ output in the first step (refer to in Figure 5 for examples). The last input was the target image $I_T$. The generative model was formulated as a function $F_2$ as follow:

$$[C_1, C_2, ..., C_K, \phi] = F_2(V, t, I_p, I_T^T),$$

where $C_1$ to $C_K$ indicate the predicted curves of the closed path, including the curve type and control point positions.

5.3.1 Network architecture

We implemented a generative function $F_2$ with a Recurrent Neural Network (RNN) decoder. We used this architecture because RNNs have demonstrated high accuracy in tasks related to sequential and time-series data processing. Figure 6 presents the detail of our framework for predicting a new path and color in the new layer. By considering the aforementioned four observations mentioned above, the decoder sequentially predicts the type of each path (i.e., line (“l”), cubic Bézier curve (“c”), or end of the curve (“z”)) and its control point positions (including the start and end points).

**Visual encoder** For each training example, we stacked the visual representation ($V$), the center probability map ($I_p$), and the target image ($I_T$) by using Resnet50 [59] as our visual feature extractor. The output feature vector obtained from Resnet50 was concatenated with the one-hot target category vector and passed to two linear layers (with 128 and 64 neurons, respectively). The output was a 64-d latent vector ($z$), which was passed to the path generator to predict a sequence of curves.

**Path generator** In the path generator, we first took the latent vector $z$ as the input and used a fully-connected layer to predict the path’s starting position. We used Long Short-Term Memory (LSTM) [60] as the recurrent architecture for our sequential generator. At each time step $i$ of the decoder RNN, we feed the previously predicted control points, the latent vector $z$, and one-hot encoding of the target object category $t$ and concatenated them into an input vector $x_i$. The outputs of each step were (i) the type of the curve and (ii) the start point, end point, and control points. Figure 6 presents the details of the recurrent path generator.

5.3.2 Loss Function

We used the predicted path elements to construct a closed path $S_i^t = \{C_1, C_2, ..., C_K\}$ for a new layer $i$. To train our generative models, we defined a loss function composed of geometric and rendering losses as follows:

$$L_{total} = L_{geom} + L_{render},$$

where the geometric loss is expressed as follows:

$$L_{geom} = (L_{chm} + L_{mover}) + \omega_{sym} (L_{sym} + L_{csym}) + \omega_{smooth} L_{smooth}.$$  

**Curve Sampling** To measure the similarity between the predicted path $S_i^t$ and target path $S_i^T$, we computed the shape loss (both $L_{chm}$ and $L_{mover}$), symmetry loss ($L_{sym}$), and smoothness loss ($L_{smooth}$) on a set of points sampled on both paths. As illustrated in Figure 7, we used a uniform sampling strategy on each curve $C_i$; that is, if $p$ is a sample point on a curve $C_i$, its position can be represented as follows:

- **line** $p = ((1 - t)\cdot p_i^0 + t \cdot p_i^1$, where $p_i^0$ and $p_i^1$ are the start and end points of the line $i$, respectively, and $t \in [0, 1]$.
- **cubic Bézier curve** $p = ((1 - t)^3 \cdot p_i^0 + (1 - t)^2 \cdot p_i^1 + (1 - t) \cdot p_i^2 + t \cdot p_i^3$, where $p_i^0$ and $p_i^3$ are the start and end points, respectively; $p_i^1$ and $p_i^2$ are the two control points of path element $i$; and $t \in [0, 1]$.

We sampled $n$ sample points ($n = 200$ in this paper) for the entire path $S_i$ and uniformly distributed them to each path element (i.e., if there are five path elements in $S_i$, we uniformly sample $n/5$ sample points on each of them). Because the sampled points were represented using the predicted control points, they were differentiable throughout the entire learning process.

**Shape Loss** We used the ordered Chamfer loss ($L_{chm}$) and Earth Mover’s distance loss ($L_{mover}$) to measure the similarity between the predicted path $S_i^t$ and the target path $S_i^T$. On the basis of the 2D sample point set $P_C$ on the predicted path and the $P_C^T$ on the target path, we computed the following losses:

- **Ordered Chamfer loss** The traditional Chamfer loss used in [61] assumes the existence of an unordered point set (permutation invariant); however, in this
work, the sampled points on the predicted path exhibited well-defined ordering. To encourage the predicted path to follow the ordering of the target path, we defined our matching loss as follows:

\[
L_{\text{match}}(P_C, P_C^T) = \min_{\Phi:P_C \to P_C^T} \sum_{i=0}^{K-1} \|p_i - p_{(j+i)\%K}\|^2_2
\]

(6)

\[
L_{\text{chm}}(P_C, P_C^T) = L_{\text{match}}(P_C, P_C^T) + L_{\text{match}}(P_C^T, P_C)
\]

(7)

where \( K \) is the number of sample points, and all points on a path are sampled in the same order (clockwise).

- **Earth Mover’s loss** The earth mover’s distance loss can be computed as follows:

\[
L_{\text{mover}}(P_C, P_C^T) = \min_{\Phi:P_C \to P_C^T} \sum_{p \in P_C} \|p - \Phi(p)\|^2_2.
\]

(8)

where \( \Phi : P_C \to P_C^T \) is a bijection.

**Symmetry Loss** If a target path exhibits symmetry, then we want the predicted path to preserve this symmetry property. However, since the topology of the path is not always guaranteed to be symmetric (i.e., the curves in a path do not always have symmetric control points even if the sample points on the curves are symmetric). This information is crucial because we desire the predicted path with editability. To address the requirements for editability and symmetry, we designed two losses for symmetry loss: sample point symmetry loss and control point symmetry loss.

- **Sample point symmetry loss** We sampled a point set \( P_C^T \) on the mirrored predicted path and computed both the Chamfer loss and the earth mover’s distance loss between the mirrored point set and the point set sampled from the target path as follows:

\[
L_{\text{sym}}(P_C, P_C^T) = L_{\text{chm}}(P_C^T, P_C^T) + L_{\text{mover}}(P_C^T, P_C^T)
\]

(9)

- **Control point symmetry loss** By using the predicted control points \( Q \), we first created a mirrored control points \( Q' \) and then compute the Chamfer distance between predicted and mirrored controlled points as follows:

\[
L_{\text{csym}} = L_{\text{chm}}(Q', Q).
\]

(10)

We computed the loss using the following control points:

- **line**: \( Q = \{p_{\text{start}}, p_{\text{end}}\} \)
- **cubic Bézier curve**: \( Q = \{p_{\text{start}}, p_{\text{cont1}}, p_{\text{cont2}}, p_{\text{end}}\} \)

**Smoothness Loss** To preserve the local geometric details, including the sharp corner and smooth part of the target path, we expected the Laplacian coordinate \[62\] of the sample point on the predicted path \( S_i^T \) to be the same as that on the target path \( S_i^T \). We defined the smoothness loss as follows:

\[
L_{\text{smooth}} = \sum_i (\mathcal{L}(p_i) - \mathcal{L}(p_i^T)),
\]

(11)

where \( p_i \in P_C \) and \( p_i^T \in P_T \), and

\[
\mathcal{L}(p_i) = p_i - \frac{1}{2} (p_{i+1} + p_{i-1})
\]

(12)

is the Laplacian coordinate defined on the polyline formed by the sample points on the path.

**Rendering Accuracy Loss** To better predict the color and refine the path geometry, we leveraged a novel differentiable renderer for vector graphics \[6\]. This differentiable rendering loss aims to propagate the changes in the image observation to the vector graphics parameters. The vector graphics differentiable renderer supports different SVG primitives such as paths (with quadratic or cubic segments), lines, and circles, and each path can have a fill color and stroke color. In this work, we only used cubic curves and lines and filled color for closed paths.

To illustrate the concept and the ability of this differentiable vector graphics renderer, let us first assume we have a curve set \( \mathcal{C} \) with their corresponding color properties \( \Psi \). The rendering process can be described using a function \( \varepsilon: I = \varphi(C, \Psi) \). The rendering accuracy loss can be defined as follows:

\[
L_{\text{render}} = \|I - I^T\|^2,
\]

(13)

where \( I^T \) is the target image during training. The determination of the optimal curve parameters \( (C^*, \Psi^*) \) can be formulated as an optimization problem as follows:

\[
(C^*, \Psi^*) = \arg\min_{C, \Psi} L_{\text{render}},
\]

(14)

We aimed to determine an optimal set of new positions \( (C^*) \) and color properties \( (\Psi^*) \) of the initial curve set and color properties so that the rendered image \( I \) matched the target image \( I^T \). For the derivatives derived in \[6\], both curve set positions and color properties are treated as continuous parameters; thus, we can optimize these parameters together by using the gradient-based optimization method, as indicated in Figure \ref{fig:smoothness_loss}. The differentiable vector graphics renderer is not the main contribution of this paper but was proposed by another work \[6\]. The novelty of this work lies in facilitating the clipart synthesis process by using this differentiable renderer.

**5.3.3 Training data and process**

**Training data** To train our path generator, we leveraged two training datasets: a category-specific dataset collected in ClipNet and a random synthesis set, which was formed by augmenting ClipNet with a non-category-specific path set generated by a random closed-path generator. We synthesized a random closed path by first deciding the curve
We used the paths in a random synthetic set to train the generator. The aim of this action was to encourage the generator to learn how to generate single and multiple paths first and then learn about their relationships conditioned on the category. We trained the first stage for 200, 200, and 300 epochs in the first, second, and third (final) stages, respectively. The curriculum training process was conducted to encourage the path generator to familiarize itself with the most straightforward task first (i.e., to generate the non-category-specific curve geometry), to learn how to predict color, and finally to learn the correlation between the generated curve and the categories.

5.4 Shape Regularization

After predicting all the layers, we regularized the synthesized paths by identifying paths with similar but not identical characteristics, such as axis-aligned lines, concentric curves, parallel lines, and closed paths with similar shapes, and forced them to be identical (see Figure 10). Given an identified group of a closed paths, our method progressively enforces the regularities in the following order (similar to [20], [65]):

**Axis-aligned lines** If several line segments in the closed paths are close to the horizontal or vertical axis (i.e., the angle between the lines and the vertical or horizontal axis less than $10^\circ$), we force them to be axis-aligned.

**Arc-like path** If the closed path is very close to a circle, our method can fit the closest circle to replace the predicted closed path. We detected an arc-like path by first sampling points on the path and computed the average distance between these sample points and the closest arc. If the average distance is less than 0.5, we regarded this path as an arc.

**Concentric path** If the shapes of several closed paths are very close to a circle, and their centers are very close to each other, our method can enforce them to center at the same position. We treated two paths as co-centric if the distance between their centers is less than 1/10 of the longest side of one of their bounding boxes.

**Parallel lines** We sample line segments across different closed paths and determine if they can be forced as parallel. We treated lines as parallel if their angle of directions between each other is less than $10^\circ$.

6 RESULTS AND EVALUATIONS

6.1 Data analysis

In this paper, we introduced a new clipart dataset called ClipNet, which currently contains 2000 clipart of man-made
Fig. 10: (a) Synthesized clipart before regularization. Although the predicted paths clearly represent the desired category (i.e., a camera), several parts can be further regularized into superior clipart (i.e., the parts inside the red rectangles). (b) Resultant clipart after applying axis-aligned lines, concentric, parallel lines, and arc-like regularization to improve the synthesized clipart into a more regularized clipart.

Fig. 11: Each clipart in our dataset comprises multiple closed paths, each of which is composed of numerous curves. (a) Distribution of the number of paths, (b) the distribution of the number of curves of each path, and (c) the distribution of the curve types of the entire dataset.

6.2 Implementation details
We implemented our synthesis model in PyTorch [66]. We used a feature extractor (Resnet50 architecture [67]) and a layernorm [68] LSTM as our recurrent decoder. We conducted all the experiments on a desktop computer with an Intel Core i7-7800 CPU (3.5GHz) and a GeForce GTX 1080 Ti GPU (11GB memory).

6.3 Ablation study
We conducted a set of experiments to validate our synthesis model design’s efficacy and the proposed loss functions. For the validation, we used our random path generator to generate different training and testing datasets.

6.3.1 Effect of the Recurrent Decoder
We modeled our curve predictor by using a recurrent decoder. Two reasons existed for adopting this approach. First, we did not know the count and the types of curves that formed the desired path in advance. Second, even if the curve count is known, the recurrent structure can still provide superior results in the sequential synthesis of the curve better because at each time step, the recurrent model feeds the previously predicted result so that the model can predict the next positions conditioned on the existing predictions [69].

To validate the advantage of the recurrent model, we conducted a restricted experiment. We used the random path generator described in Section 5.3.3 to generate paths with four cubic Bézier curves. This step was performed to eliminate the first problem of the CNN architecture and focus on the second problem (i.e., the advantage of the recurrent architecture). We generated 10000 random paths with random colors and rendered them into 64 × 64 raster images. Of the 10000 generated images, 9000 formed the training set and 1000 formed the test set. In both methods, we used the same image encoder (Resnet50) but different decoders. For a fair comparison, we designed a recurrent CNN architecture. In each step, the network predicts the current 2D position using the concatenated feature of the extracted feature and the previous 2D position. Please find the architecture in Figure 19 in the supplemental material).

We used a joint loss function that includes the shape, symmetry, and smoothness losses. Figure [12](a) presents examples of paths reconstructed using the two methods (only the curve geometry was predicted, whereas the color was assigned randomly during path generation.)

Quantitative metrics We evaluated the quality of the two methods by computing the L2 image distance and Chamfer distance. For computing the image distance, we rendered the predicted curve and computed the image difference between the rendered image and the input images. For calculating the Chamfer distance, we sampled 200 points on both the input and predicted curves and then computed the Chamfer distance between these two sets of sample points. Table 1 lists the quality statistics, indicating that the recurrent model performs better in terms of both metrics.

|                      | recurrent model | cnn model |
|----------------------|-----------------|-----------|
| L2 image difference  | 24.622          | 35.331    |
| Chamfer distance     | 1.11            | 12.69     |

TABLE 1: Quantitative results obtained for the test set by using the recurrent decoder and non-recurrent CNN-based predictor. We present the average image difference and Chamfer distance on the test set.

6.3.2 Effects of symmetry loss
In the proposed method, two types of symmetry loss are examined: sample point symmetry loss and control point symmetry loss. To effectively evaluate these symmetry losses effectively, we generated 10000 random paths with symmetry and rendered them into 64 × 64 raster images. Of the 10000 generated images, 9000 formed the training set and 1000 formed the test set. We measured the Chamfer distance between the rendered image and the input images and the average L2 difference between the rendered curve and the true curve.
input path with rendering without rendering

(a)

(b)

(c)

Fig. 12: Example results obtained in the ablation study.

Table 2: Quantitative results for the predicted paths with and without symmetry loss. In this table, we show the average value of the sample point (SP) and the control point (CP) symmetry error for the test set. For both symmetry losses, the paths synthesized by network training with symmetry loss are lower.

|                | w/o symmetry loss | w/ symmetry loss |
|----------------|------------------|-----------------|
| SP symmetry    | 3.46             | 1.21            |
| CP symmetry    | 1.08             | 0.34            |

Fig. 12 b) indicates the paths synthesized by the models with and without the symmetry loss.

Quantitative metrics We used the symmetry axes generated during the random path generation to compute both loss functions: \( L_{\text{sym}} \) and \( L_{\text{csym}} \) (we sampled 200 points on each curve). Table 2 presents the quantitative metric results for the predicted paths with and without symmetry loss. The model trained with symmetry loss outperformed the model trained without symmetry loss in maintaining the symmetry of the predicted paths.

6.3.3 Effects of rendering accuracy loss

The rendering accuracy loss mainly aids in optimizing the correct color of the predicted path. To evaluate the effect of the rendering accuracy loss effectively, we compared our complete synthesis method (with rendering accuracy loss) with an alternative version of it called NoRender, in which we directly predicted the RGB values by using a linear layer with three outputs. Then, we generated 10000 random paths with filled color and rendered them into \( 64 \times 64 \) raster images. Of the 10000 generated images, 9000 formed the training set and 1000 formed the test set. Figure 12 c) indicates that the path synthesized without the rendering accuracy loss could not achieve the correct color, and the curve positions of this path were not as accurate as those of the synthesized path with rendering accuracy loss.

Table 3: Average control point distances between the input path and the predicted paths for three types of shape losses (the combined shape loss achieved the smallest shape distances).

|                | ordered Chamfer | Earth Mover’s | Combined |
|----------------|-----------------|---------------|----------|
| average distances | 1.85            | 3.67          | 1.12     |

Table 4: Average image difference between the input raster clipart and the rasterized vector clipart synthesized by our method (the full curriculum training strategy (TS3) achieved the smallest difference).

6.3.4 Effects of shape loss combination

We used two types of shape losses (i.e., the ordered Chamfer loss and earth Mover’s loss) in our loss function. We followed the same process of evaluating the effect of each loss by generating 10000 random paths without filled colors (9000 images formed the training set and 1000 images formed the test set). We compared three versions of shape loss: ordered Chamfer loss only, earth Mover’s loss only, and combined Chamfer and earth mover’s loss. Table 3 presents the relevant quantitative results. The combined loss function achieved the smallest geometric differences; however, the earth Mover’s loss only provided a marginal improvement.

6.3.5 Effects of curriculum training

Our curriculum training strategy can gradually improve the vectorization quality. We evaluated our curriculum training strategy’s effects numerically by computing the average image difference between the raster input clipart and the rasterized result of the vectorized clipart by using the proposed method (i.e., we wanted the vector clipart to represent the input raster clipart accurately). In particular, we normalized the raster image to \( [0, 1] \) and used the total image difference between the two images divided by the total pixel number. We used 20 clipart images in the test set of ClipNet and rasterized them as the input. We compared the following three training strategies (TSs):

- TS1: Only the final stage was used.
- TS2: Only the second and final stages were used.
- TS3: all three stages were used.

Table 4 presents the quantitative metric results, and Figure 13 illustrates the vectorization results obtained by different training strategies. Our curriculum training scheme achieved the smallest image difference and thus obtained the best vectorization quality.

6.4 Application

Our generative model supports various applications, including raster clipart vectorization, vector clipart synthesis, and photo-to-clipart conversion.

Raster clipart vectorization The most straightforward application of our generative model is to vectorize the artist-drawn clipart stored in the raster format. Our goal was...
Fig. 13: Vectorization results of different training strategies. Given (a) the input raster clipart, the result of TS1 (b) fails to reconstruct some of the shapes and combine two separate paths due to the lack of the layering knowledge introduced in the second stage of training. With the introduction of layering knowledge, the result of TS2 (c) improves and better aids in reconstructing each closed path. (d) The full curriculum training strategy (TS3) achieved the best vectorization result.

similar to that in [20]; however, our method can process an anti-aliased input, and we first provide comparison against this method using anti-aliased input. We compared our results with those obtained with a range of available methods, including two publicly available vectorization methods, namely Adobe Trace [1] and Vector Magic [9]. Moreover, we tested the proposed method against state-of-the-art upscaling [18] and depixelization methods [19]. All the results are presented in Figure 14 and Figure 15. Figure 17 presents a comparison of our method with a perceptual-based method [20] using aliased input. We converted the input vector clipart into an aliased raster image by using Inkscape [2] and performed vectorization on the aliased clipart. Our method generated a regular vector clipart despite the aliasing conversion, whereas the perceptual-based method [20] contained some irregular details due to the rasterized clipart. In Figure 16, we also show the control points of several synthesized results to demonstrate the editability of our method.

**Vector clipart synthesis** For clipart synthesis, we first synthesized various images containing different categories of clipart. Then, we synthesized novel clipart by using our generative model by adopting the aforementioned images as target images. Specifically, we used the training data in ClipNet to train a conditional-GAN [70] with the Wasserstein-GAN [71] (WGAN) training strategy with gradient penalty [72]. After completing the training, we can synthesize new clipart images of different categories. The results obtained for different categories are presented in Figure 18 and Figure 19, where the synthesized raster target shape for each clipart is presented on the left and the vector clipart is presented on the right.

**Photo-to-clipart** Another application of our method is to synthesize the clipart of an input image I. The goal is not to reproduce accurately the input image I pixel-by-pixel but to generate perceived clipart similar to the input image. For this purpose, we modified the loss function of the rendering accuracy loss from the raw image difference to the perceptual loss [73]. In particular, we used perceptual loss on VGG16 features, which is expressed as follows:

\[
L_{\text{perceptual}}(I, \hat{I}) = \sum_{j=1}^{4} \frac{1}{N_j} \| \phi_j(I) - \phi_j(\hat{I}) \|_2^2, \tag{15}
\]

where \( \hat{I} \) is the rendered image of the predicted clipart, and \( \phi_j \) denotes the feature output of the VGG16 [74] layers. We used four layers, including con1_1, con1_2, con3_2, and con4_2. We prepared the training data for this application by improving the realism of clipart in ClipNet using [73]. In short, we prepared a real photograph dataset for each category and used the adversarial training to make the clipart more photo-realistic. In addition, we used the same training process as that followed for other applications. The converted clipart obtained from photos is presented in Figure 20. We can observe that our method can synthesize clipart that captures the structure of the object in the input photograph.

7 Conclusions

This paper proposes an iterative synthesis model for synthesizing vector clipart that can be used for raster clipart vectorization, vector clipart synthesis, and photo-to-clipart conversion. The key technical contribution of this paper is that we formulated the clipart synthesis problem as an iterative two-step process by using two separate modules; namely the “Continue to add a layer?” and “What path to add next?” modules. Then, we used a recurrent decoder to synthesize the curves sequentially by using joint loss functions (shape loss, symmetry loss, smoothness loss, and rendering accuracy loss). In addition, we developed a dataset called ClipNet, which is a collection of clipart of man-made objects, to facilitate the training of the proposed synthesis model. This dataset currently contains clipart on ten categories of man-made objects and would continue to grow as additional clipart is uploaded to its web repositories. We evaluated the behavior and quality of the synthesized clipart on various aspects. We demonstrated that our synthesis model can vectorize and synthesize man-made object clipart that can be recognized by humans. Our synthesis model can synthesize clipart belonging to the ten categories of the ClipNet dataset, which is common for the previous synthesis model [4]. Finally, we will make the aforementioned dataset public in the future, and we believe that it would benefit future research on data-driven vector graphics.

7.1 Limitations

Due to the complexity of the two-modules synthesis model (especially the second module), our synthesis model can not predict a new layer in real-time. Thus, simpler architectures (e.g., those with a simpler recurrent decoder) to facilitate faster inference are worth investigating. In addition, we only used the constant color filling model in our vector rendering model. Although this model is sufficient for modeling considerable clipart, some clipart on the Internet requires more complex color models, such as linear or radial gradient models, or a complicated shading method [76]. We plan to investigate how to support the linear gradient in our recurrent decoder to generate detailed clipart.
Lorem ipsum dolor sit amet, consectetuer adipiscing elit, sed diam nonummy nibh

Fig. 14: Vectorization of airplane, camera, chair, and headphones clipart. Given the input clipart (a), we compared our result (e) with those obtained using (b) Adobe Trace [1], (c) Hoshyari et al. [20], (d) Vector Magic [9], (e) a depixelization method [19], and (f) a popular pixel-art upscaling method [18].

Fig. 15: Vectorization of lamp and guitar clipart. Given the input clipart (a), we compared our result (e) with those obtained using (b) Adobe Trace [1], (c) Hoshyari et al. [20], (d) Vector Magic [9], (e) a depixelization method [19], and (f) a popular pixel-art upscaling method [18].

Fig. 16: We show the control points of several vectorization results to demonstrate the editability of our method. In each shape, the gray points are the control points. The control points generated by our method exhibit symmetry property to enhance editability.

Fig. 17: Given the input aliased clipart, we compared (b) the result of Hoshyari et al. [20] with (c) our result. Additional primitives, stroke styles, and color models, which would considerably benefit our synthesis model.

Moreover, our synthesis model does not consider the different viewpoints of clipart (e.g., the top, side, and front views of an airplane) during training and inference. Numerous types of clipart are created under different viewpoints. Our synthesis model sometimes yields inappropriate clipart results that combine structures from different viewpoints. In the future, we will attempt to enrich our dataset with viewpoint information and design a novel architecture that considers the viewpoint information. Finally, we will extend our dataset with different clipart styles (as explored in [77]) and design a framework to vectorize and synthesize clipart in various styles.
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Fig. 18: Synthesized cliparts for airplanes, guitars, cameras, and lamps. In each example, the left image indicates the synthesized raster clipart (as target shape) and the right image indicates the vector clipart synthesized by our method.

Fig. 19: Synthesized cliparts for chairs, headphones, hats, and tables. In each example, the left image indicates the synthesized raster clipart (as target shape) and the right image indicates the vector clipart synthesized by our method.

Fig. 20: Examples of clipart generated from photographs. For each example, the left image indicates the input raster photograph and the right image indicates the synthesized clipart generated using our approach.
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