HEAT KERNEL AND ESSENTIAL SPECTRUM OF INFINITE GRAPHS

Radoslaw K. Wojciechowski

Abstract. We study the existence and uniqueness of the heat kernel on infinite, locally finite, connected graphs. For general graphs, a uniqueness criterion, shown to be optimal, is given in terms of the maximal valence on spheres about a fixed vertex. A sufficient condition for non-uniqueness is also presented. Furthermore, we give a lower bound on the bottom of the spectrum of the discrete Laplacian and use this bound to give a condition ensuring that the essential spectrum of the Laplacian is empty.

1. Introduction

The first part of this paper investigates the stochastic completeness of the heat kernel on infinite, locally finite, connected graphs. The heat kernel considered here is a real-valued function of a pair of vertices and a continuous time parameter and is the smallest non-negative fundamental solution for the discrete heat equation. The second section of this paper outlines a construction of the heat kernel using an exhaustion argument. Since this construction is well-known in the case of Riemannian manifolds [2] and was written up in full detail in [17,18] we omit some details. The heat kernel will generate a bounded solution of the heat equation given a bounded initial condition. Stochastic completeness of the heat kernel is equivalent to the uniqueness of this solution.

In the third section of this paper we state a definition of stochastic incompleteness and give several equivalent conditions as presented in [12]. We use one of these conditions, specifically, the existence of a bounded, positive, $\lambda$-harmonic function for a negative constant $\lambda$, to establish a criterion ensuring the stochastic completeness of the heat kernel on a general graph in terms of the maximum valence on spheres about a fixed vertex. This result should be compared with a result of Dodziuk and Mathai [4,7] which gives uniqueness of bounded solutions of the heat equation for graphs of bounded valence and a result in [17] which gives uniqueness under an assumption on the curvature of the graph.

We then give a similar condition implying the stochastic incompleteness the heat kernel on a general graph. Specifically, we show that if the minimum number of edges leading away from a fixed vertex on the graph increases uniformly at a sufficient rate on spheres of increasing radii then the graph will be stochastically incomplete. In fact, we show that it is sufficient that this condition holds in a subgraph of the entire graph, provided that the subgraph is connected to its complement at a single vertex.
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We then show that our characterizations of stochastic completeness in terms of the minimum and maximum valence of vertices on spheres about a fixed vertex are optimal by introducing a family of trees we call model. By definition, these trees contain a vertex, here referred to as the root for the model, such that the valence at every other vertex depends only on the distance from the root. These trees are also sometimes called symmetric about the root or radially symmetric with the branching number being the common valence on spheres [10] but we call them model because they are the analogues of rotationally symmetric or model Riemannian manifolds [11, 12]. In the case of model trees the sufficient conditions mentioned above are also necessary. In particular, these trees offer examples of infinite, stochastically incomplete graphs, that is, ones for which bounded solutions of the heat equation are not uniquely determined by initial conditions. We also prove two inequalities comparing the heat kernel on a model tree and the heat kernel on a general graph. These inequalities were inspired by an analogous result of Cheeger and Yau on Riemannian manifolds [1].

In the final part of this paper we study the spectrum of the Laplacian on a general graph. We use a characterization of $\lambda_0(\Delta)$, the bottom of the spectrum of the Laplacian, in terms of Cheeger’s constant established in [3, 6] to give a lower bound for $\lambda_0(\Delta)$ under a curvature assumption on the graph. Using this lower bound and the fact that, when Dirichlet boundary conditions are imposed, the essential spectrum of the Laplacian on the entire graph is the same as the essential spectrum of the graph with a finite subgraph removed [8, 10], we then show that the essential spectrum is empty provided that the graph is branching rapidly and the curvature condition is satisfied. This result should be compared with [13] where, for a graph whose Cheeger constant at infinity is positive, rapid branching is shown to be necessary and sufficient for the essential spectrum to be empty.

1.1. Acknowledgments. This paper is based on the author’s Ph.D. thesis [18] written under the guidance of Józef Dodziuk. It is a pleasure to thank Professor Dodziuk for his constant support and assistance while this work was carried out. I would also like to thank the referee for many useful comments which greatly improved the exposition of the paper and Matthias Keller for stimulating discussions which led to improvement of results.

2. The Heat Kernel

2.1. Preliminaries. We now establish our notation and several basic lemmas which will be used throughout. $G = (V(G), E(G))$ will denote an infinite, locally finite, connected graph without loops or multiple edges where $V = V(G)$ is the set of vertices of $G$ and $E = E(G)$ is the set of edges. We will write $x \in G$ when $x$ is a vertex of $G$. We use the notation $x \sim y$ to indicate that an edge connects vertices $x$ and $y$ while $[x, y]$ will denote an oriented edge with initial vertex $x$ and terminal vertex $y$. At times, to be able to write down certain formulas unambiguously, we assume that our graphs are oriented, that is, that every edge has a chosen, fixed orientation, but none of our results depend on the choice of this orientation.

We use the notation $m(x)$ to indicate the valence at a vertex $x$, that is, $m(x)$ denotes the number of vertices connected by an edge to $x$. For any two vertices $x$ and $y$, $d(x, y)$, the distance between $x$ and $y$, is the number of edges in the shortest path connecting $x$ and $y$. We let $r(x) = d(x, x_0)$ denote the distance between $x$ and a fixed vertex $x_0$. By a function on the graph we mean a mapping $f : V \to \mathbb{R}$. We
will denote the set of all such functions by $C(V)$. $C_0(V)$ will denote the set of all functions on $G$ with finite support. $C_0(V)$ is dense in $\ell^2(V)$, the space of all square summable functions on $G$,

$$\ell^2(V) = \left\{ f : V \rightarrow \mathbb{R} \mid \sum_{x \in V} f(x)^2 < \infty \right\}$$

which is a Hilbert space with inner product

$$\langle f, g \rangle = \sum_{x \in V} f(x)g(x).$$

Similarly, we let $\ell^2(\tilde{E})$ denote the Hilbert space of all square summable functions on $\tilde{E}$, the set of all oriented edges of $G$,

$$\ell^2(\tilde{E}) = \left\{ \varphi : \tilde{E} \rightarrow \mathbb{R} \mid \sum_{[x, y] \in \tilde{E}} \varphi([x, y])^2 < \infty \right\}$$

with a similarly defined inner product.

If $f$ is a function on the vertices of $G$ then $d$, the coboundary operator, maps $f$ to a function on oriented edges:

$$d f([x, y]) = f(y) - f(x).$$

The Laplacian $\Delta$ is defined by the formula

$$(2.1) \quad \Delta f(x) = \sum_{y \sim x} (f(x) - f(y)) = m(x)f(x) - \sum_{y \sim x} f(y)$$

where the summation runs over all neighbors of $x$. It follows immediately from (2.1) that the Laplacian is a bounded operator on $\ell^2(V)$ if and only if the valence of $G$ is bounded, that is, $m(x) \leq M$ for all vertices $x$.

If $D$ is a finite subgraph of $G$ then $\text{int} \ D$ will denote the interior of $D$ which consists of vertices of $D$ all of whose neighbors are in $D$, that is, $\text{int} \ D = \{ x \mid x \in D \text{ and if } y \sim x \text{ then } y \in D \}$. The complementary set of vertices in $D$ is called the boundary of $D$, denoted by $\partial D$, so that, $\partial D = \{ x \mid x \in D \text{ and there exists } y \sim x \text{ such that } y \notin D \}$. An easy calculation gives the following analogue of Green’s Theorem:

**Lemma 2.1.** If $D$ is a finite subgraph of $G$ then for $f, g \in C(V)$

$$\sum_{x \in D} \Delta f(x)g(x) = \sum_{[x, y] \in E(D)} df([x, y])dg([x, y]) + \sum_{x \in \partial D, z \sim x, z \notin E(D)} (f(x) - f(z))g(x).$$

If $g$ vanishes on the boundary of $D$ then we may write this as $\langle \Delta f, g \rangle_{V(D)} = \langle df, dg \rangle_{E(D)}$. Furthermore, if $f$ or $g$ is finitely supported then

$$\langle \Delta f, g \rangle = \langle df, dg \rangle.$$

A function $u : V \times [0, \infty) \rightarrow \mathbb{R}$ is said to be a solution of the heat equation if it is differentiable in the second parameter and satisfies

$$\Delta u(x, t) + \frac{\partial u}{\partial t}(x, t) = 0$$

for all vertices $x$ and all $t \geq 0$. As in the smooth case we have the following maximum principles:
Lemma 2.2. Suppose that $D$ is a finite, connected subgraph of $G$ and that the function $u : D \times [0, T] \to \mathbb{R}$ is differentiable in the second parameter and satisfies $\Delta u + \frac{\partial u}{\partial t} \leq 0$ on $\text{int} \; D \times [0, T]$. Then

$$\max_{D \times [0, T]} u = \max_{D \times \{0\} \cup \partial D \times [0, T]} u.$$ 

If $u$ satisfies $\Delta u + \frac{\partial u}{\partial t} \geq 0$ on $D \times [0, T]$ then

$$\min_{D \times [0, T]} u = \min_{D \times \{0\} \cup \partial D \times [0, T]} u.$$ 

Therefore, if $u$ satisfies the heat equation on $D \times [0, T]$ then it attains both its maximum and its minimum on the parabolic boundary $(D \times \{0\}) \cup (\partial D \times [0, T])$.

Proof. We give a proof when $u$ satisfies $\Delta u + \frac{\partial u}{\partial t} \leq 0$ and note that the second statement of the lemma follows by considering $-u$. Let $w = u - \epsilon t$ for $\epsilon > 0$ so that $\Delta w + \frac{\partial w}{\partial t} \leq -\epsilon < 0$. If $w$ has a maximum at $(\hat{x}, t_0) \in \text{int} \; D \times (0, T]$ then $\frac{\partial w}{\partial t}(\hat{x}, t_0) \geq 0$ and $\Delta w(\hat{x}, t_0) = \sum_{x \sim \hat{x}} (w(\hat{x}, t_0) - w(x, t_0)) \geq 0$ yielding a contradiction. Therefore, $w$ attains its maximum on $(D \times \{0\}) \cup (\partial D \times [0, T])$. It follows that

$$\max_{D \times [0, T]} u = \max_{D \times [0, T]} (w + \epsilon t) \leq \max_{D \times [0, T]} w + \epsilon T = \max_{D \times \{0\} \cup \partial D \times [0, T]} w + \epsilon T \leq \max_{D \times \{0\} \cup \partial D \times [0, T]} u + \epsilon T.$$ 

Since $\epsilon$ was arbitrary this implies that

$$\max_{D \times [0, T]} u = \max_{D \times \{0\} \cup \partial D \times [0, T]} u. \quad \square$$

Lemma 2.3. Suppose that $D$ is a finite, connected subgraph of $G$ and that $u$ satisfies $\Delta u + \frac{\partial u}{\partial t} = 0$ on $\text{int} \; D \times [0, T]$. If there exists $(\hat{x}, t_0) \in \text{int} \; D \times (0, T)$ such that $(\hat{x}, t_0)$ is a maximum (or a minimum) for $u$ on $D \times [0, T]$ then $u(x, t_0) = u(\hat{x}, t_0)$ for all $x \in D$.

Proof. At either a maximum or minimum $\frac{\partial u}{\partial t}(\hat{x}, t_0) = 0$ implying that $\Delta u(\hat{x}, t_0) = \sum_{x \sim \hat{x}} (u(\hat{x}, t_0) - u(x, t_0)) = 0$. In either case, this implies that $u(x, t_0) = u(\hat{x}, t_0)$ for all $x \sim \hat{x}$. Iterating the argument and using the assumption that $D$ is connected gives the statement of the lemma. \qed

2.2. Construction of the Heat Kernel. As mentioned in the introduction, the construction given here follows the one on open manifolds presented in [2] Section 3 as we exhaust the graph by finite, connected subgraphs, recall a definition of the heat kernel with Dirichlet boundary conditions for each subgraph in the exhaustion, and then pass to the limit. To make our objective precise, for $t \geq 0$ and vertices $x$ and $y$, $p_t(x, y)$, the heat kernel, will be the smallest non-negative function smooth in $t$, satisfying the heat equation $\Delta p_t(x, y) + \frac{\partial p_t(x, y)}{\partial t} = 0$ in either $x$ or $y$, and satisfying $p_0(x, y) = \delta_x(y)$ where $\delta_x$ is the delta function at the vertex $x$. The heat kernel will generate a bounded solution of the heat equation on $G$ for any
bounded initial condition. Precisely, for a function \( u_0 \) bounded on the vertices of \( G \), \( u(x, t) = \sum_{y \in V} p_t(x, y)u_0(y) \) is bounded, smooth for \( t \geq 0 \), and satisfies

\[
\begin{align*}
\Delta u(x, t) + \frac{\partial u}{\partial t}(x, t) &= 0 & \text{for } x \in V, \ t \geq 0 \\
\left. u(x, t) \right|_{t=0} &= u_0(x) & \text{for } x \in V.
\end{align*}
\]

To begin the construction fix a vertex \( x_0 \in V \) and let \( B_r = B_r(x_0) \) denote the connected subgraph of \( G \) consisting of those vertices in \( G \) that are at most distance \( r \) from \( x_0 \) and all edges of \( G \) that such vertices span. It follows that \( B_r \subseteq B_{r+1} \) and \( G = \bigcup_{r=0}^{\infty} B_r \). We let \( C(B_r, \partial B_r) = \{ f \in C(B_r) \mid f|_{\partial B_r} = 0 \} \) denote the set of functions on \( B_r \) which vanish on \( \partial B_r \) and let \( \Delta_r \) denote the reduced Laplacian, which acts on this space by

\[
\Delta_r f(x) = \begin{cases} 
\Delta f(x) & \text{for } x \in \text{int } B_r \\
0 & \text{otherwise}.
\end{cases}
\]

By Lemma 2.2 solutions of the heat equation on \( B_r \) with Dirichlet boundary conditions are uniquely determined by initial data. Furthermore, by applying Lemmas 2.1 and 2.3 it follows that \( \Delta_r \) has a finite set of real eigenvalues \( 0 < \lambda_0^r < \lambda_1^r \leq \ldots \leq \lambda_k^{r} \) and a corresponding set of eigenfunctions \( \{ \phi_i^{r} \}_{i=0}^{k} \) which form an orthonormal basis for \( C(B_r, \partial B_r) \). Since \( \Delta_r \) acts on the finite dimensional vector space \( C(B_r, \partial B_r) \) we can consider the operator \( e^{-t\Delta_r} = I - t\Delta_r + \frac{t^2}{2!}\Delta_r^2 - \frac{t^3}{3!}\Delta_r^3 + \ldots \) and let \( p_t^r(x, y) \) denote its kernel.

Definition 2.4. For vertices \( x \) and \( y \) in \( B_r \) and \( t \geq 0 \)

\[
p_t^r(x, y) = e^{-t\Delta_r} \delta_x \delta_y = e^{-t\Delta_r} \delta_x(y).
\]

Proposition 2.5. \( p_t^r(x, y) \) satisfies the following properties:

1) \( p_t^r(x, y) = p_t^r(y, x) \) and \( p_t^r(x, y) = 0 \) if \( x \in \partial B_r \) or \( y \in \partial B_r \).
2) \( \Delta_r p_t^r(x, y) + \frac{\partial}{\partial t} p_t^r(x, y) = 0 \) where \( \Delta_r \) denotes the reduced Laplacian applied in either \( x \) or \( y \).
3) \( p_{t+1}^r(x, y) = \sum_{z \in B_r} p_t^r(x, z)p_t^r(z, y) \).
4) \( p_0^r(x, y) = \delta_x(y) \) for \( x, y \in \text{int } B_r \).
5) \( p_t^r(x, y) = \sum_{i=0}^{k} e^{-\lambda^r_i t} \phi_i^r(x)\phi_i^r(y) \).
6) \( p_t^r(x, y) > 0 \) for \( t > 0, x, y \in \text{int } B_r \).
7) \( \sum_{y \in B_r} p_t^r(x, y) < 1 \) for \( t > 0, x \in B_r \).

Proof. 1), 2), 3), and 4) are clear from definitions and from the fact that \( \Delta_r \) is symmetric. For 5), let \( q_t^r(x, y) = \sum_{i=0}^{k} e^{-\lambda^r_i t} \phi_i^r(x)\phi_i^r(y) \) and observe that, since \( \{ \phi_i^r \}_{i=0}^{k} \) forms an orthonormal basis for \( C(B_r, \partial B_r) \), \( q_t^r(x, y) \) satisfies \( q_0^r(x, y) = \delta_x(y) \). Hence, \( p_t^r(x, y) \) and \( q_t^r(x, y) \) are two functions satisfying the heat equation on the interior of \( B_r \), both vanish on the boundary \( \partial B_r \), and satisfy the same initial condition. Therefore, by Lemma 2.2 \( p_t^r(x, y) = q_t^r(x, y) \). For 6), Lemma 2.2 implies that \( 0 \leq p_t^r(x, y) \leq 1 \) for all vertices \( x \) and \( y \) and \( t \geq 0 \). If there exist \( \hat{x} \) and \( \hat{y} \) in the interior of \( B_r \) and \( t_0 > 0 \) such that \( p_{t_0}^r(\hat{x}, \hat{y}) = 0 \) then, by Lemma 2.3 since \( p_t^r(x, y) \) satisfies the heat equation in both \( x \) and \( y \), it would follow that \( p_{t_0}^r(x, y) = p_{t_0}^r(\hat{x}, \hat{y}) = 0 \) for all \( x \) and \( y \). In particular, \( p_{t_0}^r(x, x) = 0 \) implying, from 5), that \( \phi_t^r(x) = 0 \) for all \( i \) and all \( x \) in the interior of \( B_r \), contradicting the fact that \( \{ \phi_i^{r} \}_{i=0}^{k} \) is, by definition, an orthonormal basis for \( C(B_r, \partial B_r) \).
To prove 7), we first note that, by 4), \( \sum_{y \in B_r} p^t_0(x, y) = 1 \) for \( x \in \text{int } B_r \). Then, applying Lemma 2.1 and letting \( \Delta_y \) denote the Laplacian applied in \( y \), it follows that

\[
\frac{\partial}{\partial t} \sum_{y \in \text{int } B_r} p^t_r(x, y) = \sum_{y \in \text{int } B_r} -\Delta_y p^t_r(x, y)
\]

\[
= \sum_{y \in \text{int } B_r} \left( p^t_r(x, z) - p^t_r(x, y) \right) < 0
\]

proving the claim. 

Extend each \( p^t_r(x, y) \) to be defined for all vertices \( x \) and \( y \) in \( G \) by letting it be 0 for vertices outside of \( B_r \). Since \( B_r \subseteq B_{r+1} \) it follows by applying Lemma 2.2 that \( p^t_r(x, y) \leq p^t_{r+1}(x, y) \) and, combining statements 6) and 7) from Proposition 2.6 that \( 0 \leq p^t_1(x, y) \leq 1 \). Therefore, the sequence of heat kernels \( p^t_r(x, y) \) converges as \( r \to \infty \) and the heat kernel \( p_t(x, y) \) can be defined as the limit.

**Definition 2.6.**

\[
p_t(x, y) = \lim_{r \to \infty} p^t_r(x, y)
\]

for vertices \( x \) and \( y \) in \( V \) and \( t \geq 0 \).

Dini’s Theorem implies that the convergence is uniform in \( t \) on every compact subset of \([0, \infty)\). To show that \( p_t(x, y) \) is differentiable and satisfies the heat equation observe that

\[
\frac{\partial}{\partial t} p^t_r(x, y) = -\Delta_r, \quad p^t_r(x, y) = \sum_{z \sim x} (p^t_r(z, x) - p^t_r(x, y)) \to -\Delta p_t(x, y)
\]

where the convergence is uniform on compact subsets of \([0, \infty)\). Therefore, \( p_t(x, y) \) is differentiable and satisfies the heat equation in both \( x \) and \( y \). In fact, iterating this argument shows that \( p_t(x, y) \) is smooth in \( t \) on compact subsets of \([0, \infty)\). From this argument and the corresponding properties of the heat kernels \( p^t_r(x, y) \) statements 1) through 6) of the following theorem now follow.

**Theorem 2.7.** \( p = p_t(x, y) \) satisfies

1) \( p_t(x, y) = p_t(y, x) \) and \( p_t(x, y) > 0 \) for \( t > 0 \).
2) \( p \) is \( C^\infty \) on \([0, \infty)\).
3) \( \Delta p_t(x, y) + \frac{\partial}{\partial t} p_t(x, y) = 0 \) where \( \Delta \) denotes the Laplacian applied in either \( x \) or \( y \).
4) \( p_{t+1}(x, y) = \sum_{z \in V} p_t(x, z) p_t(z, y) \).
5) \( \sum_{y \in V} p_t(x, y) \leq 1 \) for \( t \geq 0 \), \( x \in V \).
6) \( \lim_{t \to 0} \sum_{y \in V} p_t(x, y) = p_0(x, y) = \delta_x(y) \).
7) \( p \) is independent of the exhaustion used to define it.
8) \( p \) is the smallest non-negative function that satisfies Properties 3) and 6).

**Proof.** For 6), observe that \( p^t_r(x, x) \leq p_t(x, x) \leq 1 \) and \( \sum_{y \in V} p_t(x, y) = p_t(x, x) + \sum_{y \in V, y \neq x} p_t(x, y) \leq 1 \) and let \( t \to 0 \). 7) and 8) follow by applying Lemma 2.2. 

**Remark 2.8.** If \( u_0 \) denotes a bounded function on \( G \) then, by combining the properties above, \( u(x, t) = t\sum_{y \in V} p_t(x, y) u_0(y) \) is a bounded function, differentiable in \( t \), continuous for \( t \geq 0 \), satisfying 2.2.

**Remark 2.9.** Letting \( P_t u_0(x) = \sum_{y \in V} p_t(x, y) u_0(y) \) for \( u_0 \in C_0(V) \), it is also true, as in [2] Proposition 4.5, that \( \tilde{\Delta} u_0(x) = e^{-t\Delta} u_0(x) \) where \( \tilde{\Delta} \) is the unique self-adjoint extension of \( \Delta \) with domain \( C_0(V) \) in \( \ell^2(V) \). The proof of this fact, and of the essential self-adjointness of the Laplacian, can be found in [7, 18].
3. Stochastic Incompleteness

3.1. Stochastic Incompleteness. Let \( 1 \) denote the function which is 1 at every vertex of \( G \). From Property 5) of Theorem 2.7 we know that, for every vertex \( x \) and every \( t \geq 0 \), \( P_t 1(x) = \sum_{y \in V} p_t(x,y) \leq 1 \).

**Definition 3.1.** \( G \) is stochastically incomplete if for some vertex \( x \) and some \( t > 0 \) the heat kernel \( p_t(x,y) \) on \( G \) satisfies \( \sum_{y \in V} p_t(x,y) < 1 \).

In the next theorem we single out several conditions which are equivalent to stochastic incompleteness. In particular, stochastic incompleteness is equivalent to the non-uniqueness of bounded solutions of the heat equation.

**Theorem 3.2.** [12] Theorem 6.2] The following statements are equivalent:

1) For some \( t > 0 \), some \( x \in V \), \( P_t 1(x) < 1 \).

1') For every \( t > 0 \), every \( x \in V \), \( P_t 1(x) < 1 \).

2) For every \( \lambda < 0 \) there exists a positive (equivalently, non-zero) bounded function \( v \) on \( G \) satisfying \( \Delta v = \lambda v \).

2') For every \( \lambda < 0 \) there exists a non-negative, non-zero, bounded function \( v \) on \( G \) satisfying \( \Delta v \leq \lambda v \).

3) There exists a non-zero, bounded function \( u \) satisfying

\[
\begin{cases}
\Delta u(x,t) + \frac{\partial u}{\partial t}(x,t) = 0 & \text{for } x \in V, \ t \geq 0 \\
u(x,0) = 0 & \text{for } x \in V.
\end{cases}
\]

**Proof.** That 1') implies 1) is obvious. To show that 1) implies 1') note that if there exists a \( t_0 \) such that \( P_{t_0} 1 = 1 \) then by the semi-group property, part 4) in Theorem 2.7 it follows that \( P_{t} 1 = 1 \) for all \( t \). Similarly, if for some \( x \), \( P_t 1(x) = 1 \) then the proof of Lemma 2.3 will imply that \( P_t 1(x) = 1 \) for all vertices \( x \).

To show that 1') implies 2), let \( u(x,t) = P_t 1(x) < 1 \) and \( w(x) = \int_0^\infty e^{\lambda t} u(x,t) dt \) for \( \lambda < 0 \). Estimating gives \( 0 < w < -\frac{1}{\lambda} \) while integration by parts yields \( \Delta w = 1 + \lambda w \). Letting \( v = 1 + \lambda w \) it follows that \( v \) satisfies \( 0 < v < 1 \) and \( \Delta v = \lambda v \).

To show that 2') implies 2) we fix a vertex \( x_0 \) and let \( B_r = B_r(x_0) \) as in the construction of the heat kernel so that \( B_r \subseteq B_{r+1} \) and \( G = \cup_{r=0}^\infty B_r \). We first show that, for every \( \lambda < 0 \), there exists a unique function \( v_r \) satisfying

\[
\begin{cases}
\Delta v_r(x) - \lambda v_r(x) = 0 & \text{for } x \in \text{int } B_r \\
v_r \mid \partial B_r = 1.
\end{cases}
\]

This follows since the associated homogeneous system obtained by replacing \( v_r \mid \partial B_r = 1 \) with \( v_r \mid \partial B_r = 0 \) in (3.1) has only trivial solutions. To see this, let \( w \) be a solution of the homogeneous system and suppose that \( w \) is non-zero. We may then assume that there exists \( \hat{x} \in \text{int } B_r \) such that \( w(\hat{x}) > 0 \) and \( \hat{x} \) is a maximum for \( w \) on the interior of \( B_r \). This implies that \( \Delta w(\hat{x}) \geq 0 \) while \( \Delta w(\hat{x}) = \lambda w(\hat{x}) < 0 \). The contradiction establishes the existence and uniqueness of a solution to (3.1).

Let, therefore, \( v_r \) denote the unique solution of (3.1). We claim that \( 0 < v_r < 1 \) on the interior of \( B_r \) and that, if we extend each \( v_r \) to be 1 outside of \( B_r \), then \( v_r \geq v_{r+1} \). To show that \( v_r > 0 \) assume that there exists an \( \hat{x} \) in the interior of \( B_r \) such that \( v_r(\hat{x}) \leq 0 \). We may assume that \( \hat{x} \) is a minimum for \( v_r \) from which it follows that \( \Delta v_r(\hat{x}) \leq 0 \). On the other hand, \( \Delta v_r(\hat{x}) = \lambda v_r(\hat{x}) \geq 0 \) which implies that \( v_r(x) = v_r(\hat{x}) \) for all \( x \) connected to \( \hat{x} \). Iterating this argument gives a contradiction since \( v_r \mid \partial B_r = 1 \). The other claims are proved in a similar manner.

Therefore, \( \{v_r\}_{r=0}^\infty \) is a non-increasing sequence of bounded functions and we let...
\[ \lim_{r \to \infty} v_r = v \] with \( 0 \leq v \leq 1 \) and \( \Delta v = \lambda v \). It remains to show that \( v \) is non-zero.

By arguments given below this will imply that there exists a positive, bounded function satisfying \( \Delta v = \lambda v \). Now, by assumption, there exists a bounded function \( w \) such that \( \Delta w \leq \lambda w \) and \( w \) is non-negative and non-zero. Assuming that \( |w| < 1 \), it can be shown that \( v_r \geq w \) by a maximum principle argument as used above. It follows that \( v \) is non-zero by letting \( r \to \infty \).

To show that \( 2 \) implies \( 3 \) suppose that \( v \) is a non-zero, bounded function satisfying \( \Delta v = \lambda v \) for \( \lambda < 0 \). It follows that, \( e^{-\lambda t}v \) and \( P_tv \) are both bounded solutions of

\[
\begin{cases}
\Delta u(x,t) + \frac{\partial u}{\partial t}(x,t) = 0 & \text{for } (x,t) \in V \times [0,T] \\
u(x,0) = v(x) & \text{for } x \in V
\end{cases}
\]

and, for \( t > 0 \), \( |e^{-\lambda t}v(x)| > |v(x)| \) while \( |P_tv(x)| \leq \sup_{y \in V} |v(y)| \). Therefore, by considering the difference of \( e^{-\lambda t}v \) and \( P_tv \), there exists a non-zero, bounded solution of the heat equation with initial condition equal to 0 for a bounded time interval. By the argument given below this is enough to imply condition 1) which is equivalent to \( 1' \) and given \( 1' \), that is, \( P_11 < 1 \), it follows that \( 1 - P_11 \) will give a non-zero, bounded solution of the heat equation with zero initial condition for all time thereby completing the proof.

To show that \( 3 \) implies \( 1 \) suppose that \( u(x,t) \) satisfies the conditions in 3). We may assume, by rescaling if necessary, that \( |u| < 1 \) and that there exists a vertex \( \hat{x} \) and \( t_0 > 0 \) such that \( u(\hat{x},t_0) > 0 \). It follows that \( w(x,t) = 1 - u(x,t) \) is bounded, positive, and satisfies

\[
\begin{cases}
\Delta w(x,t) + \frac{\partial w}{\partial t}(x,t) = 0 & \text{for } (x,t) \in V \times [0,T] \\
w(x,0) = 1 & \text{for } x \in V
\end{cases}
\]

with \( w(\hat{x},t_0) < 1 \). Since \( P_11 \) is, by construction, the smallest positive solution to (3.2) it follows that \( P_01(\hat{x}) \leq w(\hat{x},t_0) < 1 \).

We now show that \( 2 \) implies \( 2' \). If \( v \) is positive, bounded, and satisfies \( \Delta v = \lambda v \) then the implication is clear. If the function is only non-zero then, tracing through the proof of the implications \( 2) \Rightarrow 3) \Rightarrow 1') \Rightarrow 2 \) given above, yields the existence of a positive, bounded function satisfying the equation \( \Delta v = \lambda v \) making the implication, once more, immediate.

Therefore, we have shown the implications \( 1) \Leftrightarrow 1') \Leftrightarrow 2) \Leftrightarrow 2' \) and \( 2) \Rightarrow 3) \Rightarrow 1 \) which concludes the proof. \( \square \)

**Definition 3.3.** A function \( v \) satisfying \( \Delta v = \lambda v \) for a constant \( \lambda \) is called \( \lambda \)-harmonic. A function satisfying \( \Delta v \leq \lambda v \) is called \( \lambda \)-subharmonic.

Therefore, stochastic incompleteness is equivalent to the existence, for every negative \( \lambda \), of a bounded, positive, \( \lambda \)-harmonic (or \( \lambda \)-subharmonic) function and this criterion will be used to prove several results below.

### 3.2. General Graphs.

For any vertex \( x_0 \) of \( G \) we let \( S_r(x_0) \), the sphere of radius \( r \) about \( x_0 \), denote the set of vertices that are exactly distance \( r \) from \( x_0 \) and let \( M_{x_0}(r) \) denote the maximum valence of the vertices in \( S_r(x_0) \). We now give a criterion for the stochastic completeness of a general graph.
Theorem 3.4. If $G$ is a graph with a vertex $x_0$ such that $M_{x_0}(r) = M(r) = \max_{x \in S_r(x_0)} m(x)$ satisfies
\[ \sum_{r=0}^{\infty} \frac{1}{M(r)} = \infty \]
then $G$ is stochastically complete.

Remark 3.5. This theorem should be compared with [7, Theorem 2.10] which gives stochastic completeness under the assumption that the valence of the graph is bounded, that is, $m(x) \leq M$ for all vertices $x$. The proof in [7] uses a maximum principle argument to establish the uniqueness of bounded solutions of the heat equation with bounded initial data analogous to the case of a complete Riemannian manifold whose Ricci curvature is bounded from below [2, Theorem 2.2]. If we let $r(x) = d(x, x_0)$ then the argument in [7] can be used to show stochastic completeness when $\Delta r(x) \geq -C$ for $C \geq 0$ [17, Theorem 4.13]. Our approach is different in that we study $\lambda$-harmonic functions instead of considering bounded solutions of the heat equation and our result shows that many graphs with $\Delta r \to -\infty$ as $r$ tends to infinity are stochastically complete. For example, in Corollary 3.10 below, we show that a model tree $T_n$ with branching number $n(i)$ is stochastically complete if and only if $\sum_{i=0}^{\infty} \frac{1}{m(i)} = \infty$ and, for such trees, $\Delta r(x) = 1 - n(i)$ for $x \in S_i(x_0)$.

Proof. Let $v$ be a positive, $\lambda$-harmonic function on $G$ for $\lambda < 0$. By Theorem 3.2 it suffices to show that $v$ is not bounded. At $x_0$, $\Delta v(x_0) = \lambda v(x_0)$ yields $\sum_{x \sim x_0} v(x) = (m(x_0) - \lambda)v(x_0)$ implying that there exists $x_1 \sim x_0$ such that
\[ v(x_1) \geq \left( 1 - \frac{\lambda}{m(x_0)} \right) v(x_0). \]

By repeating the argument there exists a vertex $x_2 \in S_2(x_0)$ such that
\[ v(x_2) \geq \left( 1 - \frac{\lambda}{m(x_1)} \right) v(x_1) \geq \left( 1 - \frac{\lambda}{m(x_1)} \right) \left( 1 - \frac{\lambda}{m(x_0)} \right) v(x_0). \]

Iterating the argument and noting that $\sum_{r=0}^{\infty} \frac{1}{M(r)} = \infty$ implies $\sum_{r=0}^{\infty} \frac{1}{m(r)} = \infty$ which, as $\lambda < 0$, is equivalent to $\prod_{r=0}^{\infty} \left( 1 - \frac{\lambda}{m(r)} \right) = \infty$ [13, Theorem 8.6.1] the conclusion follows.

In order to state an analogous criterion for the stochastic incompleteness of a graph we first introduce some more notation. As before, we let $x_0$ be a fixed vertex of $G$ and, for $x \in S_r(x_0)$, let $m_{r+1}(x) = |\{ y \sim x \mid y \in S_{r+1}(x_0) \}|$ denote the number of neighbors of $x$ in $S_{r+1}(x_0)$, the next or previous sphere. Let $m_{r+1}(r)$ denote the minimum of $m_{r+1}(x)$ for $x \in S_r(x_0)$ and $\overline{m}_{r-1}(r)$ the maximum of $m_{r-1}(x)$ for $x \in S_r(x_0)$.

Theorem 3.6. If $G$ is a graph with a vertex $x_0$ such that
\[ \overline{m}_{r+1}(r) = \min_{x \in S_r(x_0)} m_{r+1}(x) \text{ and } \underline{m}_{r-1}(r) = \max_{x \in S_r(x_0)} m_{r-1}(x) \text{ satisfy} \]
\[ \sum_{r=1}^{\infty} \frac{\overline{m}_{r-1}(r)}{\underline{m}_{r+1}(r)} < \infty \]
then $G$ is stochastically incomplete.
Proof. To prove the theorem we define a positive, bounded $\lambda$-subharmonic function depending only on the distance from $x_0$. Let $v(0) = v(x_0) > 0$ be any positive constant. For $x \in S_1(x_0)$ define

\begin{equation}
(3.3) \quad v(x) = v(1) = \left(1 - \frac{\lambda}{m(x_0)}\right) v(0)
\end{equation}

and, for $x \in S_{r+1}(x_0)$ where $r \geq 0$, \hfill (3.4) \quad v(x) = v(r + 1) = \left(1 + \frac{m_{-1}(r) - \lambda}{m_{+1}(r)}\right) v(r) - \left(\frac{m_{-1}(r)}{m_{+1}(r)}\right) v(r - 1)

and \hfill (3.5) \quad v(0) = m(x_0) \left(1 - \frac{\lambda}{m(x_0)}\right) v(0) = \lambda v(0).

From (3.3) it is clear that $v(1) > v(0)$ and, assuming $v(r) > v(r - 1)$, it follows from (3.3) that $v(r + 1) > v(r)$. Therefore, by induction, $v(r + 1) > v(r)$ for all $r \geq 0$ and $v$ is positive provided that $v(0) > 0$. Furthermore, using (3.4) repeatedly it follows that

$$v(r + 1) < \left(1 + \frac{m_{-1}(r) - \lambda}{m_{+1}(r)}\right) v(r) < \prod_{i=0}^{r} \left(1 + \frac{m_{-1}(i) - \lambda}{m_{+1}(i)}\right) v(0)$$

which is finite from the assumption on $G$. Therefore, $v$ is bounded.

It remains to show that $v$ is $\lambda$-subharmonic. For $r = 0$,

$$\Delta v(0) = m(x_0) \left(\frac{v(0) - v(1)}{v(0)}\right) = \lambda v(0).$$

For $x \in S_r(x_0)$ where $r > 0$, from (3.3) and the fact that $v(r) - v(r - 1) > 0$, it follows that

$$\Delta v(x) = m_{+1}(x) \left(v(r) - v(r + 1)\right) + m_{-1}(x) \left(v(r) - v(r - 1)\right)$$

$$= \left(m_{+1}(x) \left(\frac{\lambda}{m_{+1}(r)}\right) v(r) \right)$$

$$+ \left(m_{-1}(x) - m_{-1}(r) \left(\frac{m_{+1}(x)}{m_{+1}(r)}\right) v(r) - v(r - 1)\right)$$

$$\leq \lambda v(r)$$

thereby completing the proof. \hfill \Box

Theorem 3.6 states that a graph will be stochastically incomplete if starting at a fixed vertex $x_0$ the number of edges leading away from $x_0$ is growing sufficiently rapidly in all directions from $x_0$. The next result states that if we attach an arbitrary graph at $x_0$ to such a stochastically incomplete graph then the resulting graph will also be stochastically incomplete. To make a precise statement we introduce some notation. If $H$ is a subgraph of $G$ we let $H^c$ denote the complementary subgraph of $H$ in $G$. Furthermore, we let, for $x_0 \in H$,

$$\overline{m}_+^H(r) = \min_{x \in S_r(x_0)} m_{+1}(x) \text{ and } \underline{m}^-_1(r) = \max_{x \in S_r(x_0)} m_{-1}(x)$$
so that the maximum and minimum are now taken over vertices in \( H \).

**Theorem 3.7.** If \( G = H \cup H^C \) is a graph with a vertex \( x_0 \in H \) such that \( m_{r+1}^H (r) \) satisfy

\[
\sum_{r=1}^{\infty} \frac{m_{r+1}^H (r)}{m_{r+1}^H (0)} < \infty
\]

and \( x_0 \) is the only vertex of \( H \) that has a neighbor in \( H^C \) then \( G \) is stochastically incomplete.

**Proof.** The proof will use the following general statement which states that there always exists a positive, bounded function which is \( \lambda \)-harmonic except at one vertex.

**Lemma 3.8.** Let \( G \) be a graph with \( x_0 \in G \). For every \( \lambda < 0 \) there exists a function \( v \) satisfying \( v(x_0) = 1 \) with \( 0 < v(x) < 1 \) and \( \Delta v(x) = \lambda v(x) \) for \( x \neq x_0 \).

Assuming, for now, Lemma 3.8 we prove Theorem 3.7 by first defining a positive, bounded function \( v \) which is \( \lambda \)-harmonic for all vertices \( x \in H^C \) with \( v(x_0) = w(0) = 1 \). We then make \( v \) \( \lambda \)-harmonic at \( x_0 \) by letting, for all vertices \( x \in S_1(x_0) \subset H \),

\[
v(x) = w(1) = \left( \frac{1}{m_{r+1}^H (0)} \right) \left( m(x_0) - \lambda - \sum_{x \sim x_0 \atop x \in H^C} v(x) \right).
\]

For \( x \in S_{r+1}(x_0) \subset H \) let

\[
v(x) = w(r + 1) = \left( 1 + \frac{m_{r+1}^H (r) - \lambda}{m_{r+1}^H (0)} \right) w(r) - \left( \frac{m_{r+1}^H (r)}{m_{r+1}^H (0)} \right) w(r - 1)
\]

to define \( v \), a positive, bounded, \( \lambda \)-subharmonic function depending on the distance from \( x_0 \), on the rest of \( H \) as in the proof of Theorem 3.6. \[ \square \]

We now prove Lemma 3.8.

**Proof.** Let \( B_r = B_r(x_0) \) and observe that, for \( \lambda < 0 \), there exists a unique solution of the following system of equations:

\[
\begin{cases}
  \Delta v_r (x) - \lambda v_r (x) = 0 & \text{for } x \in \text{int } B_r \setminus \{x_0\} \\
  v_r (x_0) = 1 \\
  v_r (x) = 0 & \text{for } x \in \partial B_r.
\end{cases}
\tag{3.6}
\]

To see this consider the associated homogeneous system obtained by replacing the second equation in (3.6) by \( v_r (x_0) = 0 \). We will show that the homogeneous system has only trivial solutions. Let \( w \) be a solution of the homogeneous system and suppose that \( w \) is non-zero. Then we can assume that \( w(\hat{x}) > 0 \) for some \( \hat{x} \in \text{int } B_r \setminus \{x_0\} \) and that \( w(\hat{x}) \) is a maximum for \( w \). It follows that \( \Delta w(\hat{x}) \geq 0 \) while \( \Delta w(\hat{x}) = \lambda w(\hat{x}) < 0 \). The contradiction establishes the existence and uniqueness of a solution to (3.6).

One shows that \( v_r \), the solution to (3.6), satisfies \( 0 < v_r (x) < 1 \) for \( x \in \text{int } B_r \setminus \{x_0\} \) by maximum principle arguments similar to the one used above. Then, by extending each \( v_r \) by 0 outside of \( B_r \), it follows that \( v_r \leq v_{r+1} \) so that \( v_r \to v \) where \( v \) satisfies \( v(x_0) = 1 \), with \( 0 < v(x) < 1 \) and \( \Delta v(x) = \lambda v(x) \) for all \( x \neq x_0 \). \[ \square \]
Remark 3.9. Lemma 3.8 can be generalized to obtain a function $v$ which is not $\lambda$-harmonic at finitely many vertices. It can also be applied finitely many times to obtain a more general result than the one presented in Theorem 3.7. Specifically, one can attach to $H$ finitely many disjoint graphs at arbitrary vertices of $H$ and the resulting graph will be stochastically incomplete. However, the stronger result that if $G$ contains a stochastically incomplete subgraph then $G$ is stochastically incomplete is not, in general, true. For example, one can start with $T_n$, a stochastically incomplete model tree (see next subsection for the definition) and, by attaching infinitely many stochastically complete trees (models whose branching number is equal to 1, for example) at each vertex of $T_n$, construct a tree which contains $T_n$ and is stochastically complete. See [18] for details. In general, in an unpublished paper, M. Keller showed that any stochastically incomplete graph is a subgraph of a stochastically complete graph constructed in this manner but the number of attached graphs must be infinite.

3.3. Model Trees. We will now show that the characterizations of stochastic completeness and incompleteness in terms of the growth of the valence on spheres given in Theorems 3.4 and 3.6 are optimal by considering a specific family of trees. Suppose that a tree contains a vertex $x_0$, referred to from now on as the root for the tree, such that the valence at any other vertex only depends on the distance from $x_0$. Therefore, for all $x \in S_r(x_0)$, $m(x) = m(r)$. We will let $n(0) = m(x_0)$ and, for $r > 0$, $n(r) = m(r) - 1$ denote the branching number of such a tree by which we mean the number of edges on a sphere of radius $r$ about $x_0$ leading away from $x_0$. We call such trees model and denote them throughout by $T_n$. As a consequence of previous results it follows that:

Corollary 3.10. $T_n$ is stochastically complete if and only if

$$\sum_{r=0}^{\infty} \frac{1}{n(r)} = \infty.$$  

Proof. Since, for a model tree $T_n$, $n(r) = n_{2r+1}(r) = M(r) - 1$ and $m_{-1}(r) = 1$ for all $r > 0$, Corollary 3.10 follows by applying Theorems 3.4 and 3.6. □

3.4. Heat Kernel Comparison. In this subsection we will prove two inequalities comparing the heat kernel on a model tree and the heat kernel on a general graph. For the Riemannian case see [1] Theorem 3.1]. Throughout, we will denote the heat kernel on the model tree by $\rho_t (x, y)$ to distinguish it from $p_t (x, y)$, the heat kernel on a general graph. In order to prove our results we will need the following two lemmas concerning the heat kernel on model trees.

Lemma 3.11. Let $T_n$ be a model tree with root vertex $x_0$ and heat kernel $\rho_t (x, y)$. Then, for all vertices $x \in S_r(x_0)$,

$$\rho_t(x_0, x) = \rho_t(r).$$

Proof. This is clear from the fact that the Dirichlet heat kernels on $B_R(x_0)$ are defined by $\rho^R_t(x_0, x) = (e^{-i\Delta R} \delta_{x_0}, \delta_x) = \delta_{x_0}(x) - t\Delta R(x_0, x) + \frac{t^2}{2} \Delta^2 R(x_0, x) - \ldots$ where

$$\Delta R(x_0, x) = \Delta R \delta_{x_0}(x) = \begin{cases} n(0) & \text{if } x = x_0 \\ -1 & \text{if } x \in S_1(x_0) \\ 0 & \text{otherwise} \end{cases}$$

and $\Delta^{m+n}_R(x_0, x) = \sum_{y \in B_R} \Delta^n R(x_0, y) \Delta^m_R(y, x)$. □
Lemma 3.12. Let $T_n$ be a model tree with root vertex $x_0$ and heat kernel $\rho_t(r) = \rho_t(x_0, x)$ for $x \in S_r(x_0)$. Then, for $r \geq 0$ and $t \geq 0$,
$$\rho_t(r) \geq \rho_t(r + 1).$$

Proof. The statement is clearly true for $t = 0$. Consider $\rho^R_t(r)$ on $B_R(x_0) \times [0, T]$ as above. We claim that $\rho^R_t(r) > \rho^R_t(r + 1)$ for all $r \geq 0$ and $t > 0$. For the case of $r = 0$ observe that the eigenfunction expansion of $\rho^R_t(r)$, statement 5) in Proposition 2.5 implies that $\sum d_i \rho^R_t(0) < 0$ since $\phi^R_t(x_i)_{i=0}^k$ forms an orthonormal basis for $C(B_R, \partial B_R)$ and, as such, $\phi^R_t(x_0)$ cannot be zero for all $i$. Therefore,
$$\Delta \rho^R_t(0) = n(0)(\rho^R_t(0) - \rho^R_t(1)) > 0$$
or $\rho^R_t(0) > \rho^R_t(1)$. Also, $\rho^R_t(R - 1) > \rho^R_t(R)$ since $\rho^R_t(R - 1) > 0$ while $\rho^R_t(R) = 0$ for $t > 0$.

Consider now the function
$$\varphi(t) = \min_{i < j} (\rho^R_t(i) - \rho^R_t(j)).$$
The claim is that $\varphi(t) > 0$ for $t > 0$. Suppose not, that is, suppose that there exists $t_0 > 0$ such that $\varphi(t_0) = 0$. Therefore, there exist $t_0 < j_0$ such that $\rho^R_t(i_0) \leq \rho^R_t(j_0)$. We can then assume that $\rho^R_t(r)$ has a global minimum at $r = i_0$ and a global maximum at $r = j_0$ for $0 < i < j < R$. Then, from $\rho^R_t(0) > \rho^R_t(1)$ and $\rho^R_t(R - 1) > \rho^R_t(R)$ shown above, we may assume that $\rho^R_t(i_0 - 1) > \rho^R_t(i_0)$ and $\rho^R_t(j_0) > \rho^R_t(j_0 + 1)$ implying that
$$\Delta \rho^R_t(i_0) < 0 \text{ and } \Delta \rho^R_t(j_0) > 0.$$

Therefore,
$$\frac{\partial}{\partial t} \rho^R_t(i_0) > 0 \text{ and } \frac{\partial}{\partial t} \rho^R_t(j_0) < 0$$
which implies that $\varphi'(t_0) > 0$. It follows that there exists an $\epsilon > 0$ such that for all $t \in (t_0 - \epsilon, t_0]$, $\varphi(t) < \varphi(t_0) \leq 0$.

Let $I$ denote the maximal interval contained in $[0, t_0]$ which contains $t_0$ and all $t < t_0$ for which $\varphi(t) \leq 0$. It is clear from the continuity of $\varphi$ that $I$ is closed. If $I = [a, t_0]$ for some $a > 0$ then the argument above implies that there exists an $\epsilon > 0$ such that all $t \in (a - \epsilon, a]$ are in $I$ contradicting the maximality of $I$. If $I = [0, t_0]$ then it would follow that $\varphi(0) < 0$ contradicting the fact that $\varphi(0) = 0$. In either case, we obtain a contradiction implying that $\varphi(t) > 0$ for all $t > 0$ and, therefore, that $\rho^R_t(r) > \rho^R_t(r + 1)$. Letting $R \to \infty$ completes the proof of the lemma. 

We are now ready to state and prove the following theorem

Theorem 3.13. Let $T_n$ denote a model tree with root vertex $x_0$ and heat kernel $\rho_t(r) = \rho_t(x_0, x)$ for $x \in S_r(x_0)$. Let $G$ denote a graph with heat kernel $\rho_t(x, y)$.

1) If $G$ contains a vertex $x_0'$ such that, for all $x \in S_r(x_0') \subset G$,
$$m_{+1}(x) \leq n(r) \text{ then } \rho_t(r) \leq \rho_t(x_0', x) \text{ for all } x \in S_r(x_0') \subset G.$$

2) If $G$ contains a vertex $x_0'$ such that, for all $x \in S_r(x_0') \subset G$,
$$n(r) \leq m_{+1}(x) \text{ and } m_{-1}(x) = 1 \text{ then } \rho_t(x_0', x) \leq \rho_t(r) \text{ for all } x \in S_r(x_0') \subset G.
Proof. For both 1) and 2) we think of the heat kernel \( \rho_t(x) = \rho_t(x_0, x) \) on \( T_n \) as being defined for \( x \in G \) by letting \( \rho_t(x) = \rho_t(r) \) if \( x \in S_r(x'_0) \subset G \). We let \( \Delta_G \) and \( \Delta_{T_n} \) denote the Laplacians on \( G \) and \( T_n \), respectively. For 1) it follows from Lemma 3.12 and from the assumption \( m + 1(x) \leq n(r) \) that, for \( x \in S_r(x'_0) \subset G \), the Dirichlet heat kernel \( \rho^R_t(x) \) on \( B_R(x_0) \times [0, T] \) in \( G \times [0, T] \) satisfies

\[
\Delta_G \rho^R_t(x) = m + 1(x)(\rho^R_t(r) - \rho^R_t(r + 1)) + m - 1(x)(\rho^R_t(r) - \rho^R_t(r - 1)) \\
\leq n(r)(\rho^R_t(r) - \rho^R_t(r + 1)) + (\rho^R_t(r) - \rho^R_t(r - 1)) \\
= \Delta_{T_n} \rho^R_t(r) = -\frac{\partial}{\partial t} \rho^R_t(r).
\]

Letting \( u^R(x, t) = p^R_t(x'_0, x) - \rho^R_t(x) \) it follows that \( \Delta_G u^R(x, t) + \frac{\partial}{\partial t} u^R(x, t) \geq 0 \) on \( \text{int } B_R(x_0) \times [0, T] \). Lemma 2.2 implies that

\[
\min_{B_R(x_0) \times [0, T]} u^R(x, t) = \min_{\text{int } B_R(x_0) \times [0, T]} u^R(x, t) = 0.
\]

Therefore, \( p^R_t(x'_0, x) \geq \rho^R_t(r) \) for all \( x \in S_r(x'_0) \subset G \) and \( \rho_t(x_0, x) \geq \rho_t(r) \) by letting \( R \to \infty \). The second statement is proved using the same techniques. \( \square \)

Remark 3.14. The first result in Theorem 3.13 is an exact analogue of Theorem 3.1 in [1]. For the second result, the additional assumption that \( m - 1(x) = 1 \) for all vertices \( x \) implies that \( G \) is obtained by starting with a tree and then allowing any two vertices on a sphere \( T_n(x'_0) \) to be connected by an edge. In particular, for every vertex in such a graph there exists a unique shortest path connecting that vertex to \( x_0 \).

4. Essential Spectrum

4.1. Bottom of the Spectrum. We begin by recalling a characterization of the bottom of the spectrum of the Laplacian in terms of positive \( \lambda \)-harmonic functions. Fix a vertex \( x_0 \in G \) and let, as before, \( B_r = B_r(x_0) \) with \( C(B_r, \partial B_r) \) denoting those functions on \( B_r \) which vanish on the boundary. It can be shown [3, Lemma 1.9] that the smallest eigenvalue of the reduced Laplacian \( \Delta_r \) acting on \( C(B_r, \partial B_r) \) is a simple eigenvalue given by

\[
\lambda_0(\Delta_r) = \min_{f \in C(B_r, \partial B_r) \setminus \{0\}} \frac{\langle df, df \rangle}{\langle f, f \rangle}.
\]

Therefore, \( \lambda_0(\Delta_r) \geq \lambda_0(\Delta_{r+1}) \) and the bottom of the spectrum of the Laplacian is defined as the limit \( \lambda_0(\Delta) = \lim_{r \to \infty} \lambda_0(\Delta_r) \). One could also let \( \lambda_0(\Delta) = \inf_{f \in C(\Omega \setminus \{0\})} \langle \Delta f, f \rangle \). We now state the following theorem which, in the Riemannian setting, is given in [10, Theorem 2.1] (see also [9, Lemma 1]) and, in the case of the combinatorial Laplacian, in [5, Proposition 1.5].

**Theorem 4.1.** For every \( \lambda \leq \lambda_0(\Delta) \) there exists a positive function \( v \) satisfying \( \Delta v = \lambda v \). For every \( \lambda > \lambda_0(\Delta) \) no such functions exist.

Proof. For \( \lambda \leq \lambda_0(\Delta) \leq \lambda_0(\Delta_r) \) note that, as in the proof of the implication 2) \( \Rightarrow 2' \) of Theorem 3.12 there exists a function satisfying \( \Delta v_r = \lambda v_r \) on the interior of \( B_r \) such that \( v_r |_{\partial B_r} = 1 \). It was shown there that \( 0 < v_r < 1 \) on the interior of \( B_r \). Let \( w_r = \frac{v_r}{v_r(x_0)} \) to obtain a positive function which is \( \lambda \)-harmonic on the interior of \( B_r \) and satisfies \( w_r(x_0) = 1 \). By a Harnack inequality argument the sequence
\{w_r(x)\}_{r=0}^\infty \text{ is bounded for every fixed vertex therefore, by the diagonal process, we may find a subsequence which converges for all vertices (see \cite{5} Proposition 1.5) and \cite{18} for details). This gives the proof of the first statement.}

For the second statement, if \( v \) is a positive function satisfying \( \Delta v = \lambda v \) then \( u(x, t) = e^{-\lambda t}v(x) \) and \( w(x, t) = \sum_{y \in B_r} p_t^f(x, y)v(y) \) both satisfy the heat equation on \( \text{int } B_r \times [0, T] \). Applying Lemma \( 2.2 \) to \( u-w \) implies that \( u-w \geq 0 \) on \( B_r \times [0, T] \). Therefore, \( e^{-\lambda t}v(x) \geq \sum_{y \in B_r} p_t^f(x, y)v(y) \), which we write as

\begin{equation}
  v(x) \geq e^{(\lambda - \lambda_0)t}e^{\lambda_0 t} \sum_{y \in B_r} p_t^f(x, y).
\end{equation}

Now, \( p_t^f(x, y) = \sum_{i=0}^{k(r)} e^{-\lambda_i t} \phi_i^f(x) \phi_i^f(y) \) implies that

\[ \lim_{t \to \infty} e^{\lambda_0 t}p_t^f(x, y) = \phi_0^f(x)\phi_0^f(y). \]

By applying Lemma \( 2.3 \), \( \phi_0^f \) can be chosen so that \( \phi_0^f(x) > 0 \) for \( x \) in the interior of \( B_r \). Therefore, if \( \lambda > \lambda_0 = \lambda_0(D) \) then the right hand side of (4.1) would go to \( \infty \) as \( t \to \infty \). Hence, \( \lambda \leq \lambda_0(D) \) for all \( r \) implying \( \lambda \leq \lambda_0(\Delta) \).

4.2. **Lower Bounds.** We now use the approach in \cite{5} to prove a lower bound on the bottom of the spectrum under a curvature assumption on the graph. In order to take advantage of a lower bound on the bottom of the spectrum in terms of Cheeger’s constant proved in \cite{6} we have to introduce an operator related to the Laplacian \( \Delta \). Specifically, we denote by \( \Delta_{bd} \) the **bounded** or **combinatorial** Laplacian which is given by

\[ \Delta_{bd} f(x) = \frac{1}{m(x)} \sum_{y \sim x} (f(x) - f(y)) = \frac{1}{m(x)} \Delta f(x). \]

This operator acts on the Hilbert space

\[ l^2_{bd}(V) = \{ f : V \to \mathbb{R} \mid \sum_{x \in V} m(x)f(x)^2 < \infty \} \]

with inner product \( \langle f, g \rangle_{bd} = \sum_{x \in V} m(x)f(x)g(x) \). \( \Delta_{bd} \) is a self-adjoint, bounded operator with \( \| \Delta_{bd} \| \leq 2 \). Furthermore, using the technique in the proof of Theorem \( 5.4 \) it can be shown that the heat kernel associated to \( \Delta_{bd} \), that is, \( e^{-t\Delta_{bd}} \delta_x(y) \), is stochastically complete for all graphs. In particular, since the various characterizations of stochastic incompleteness given in Theorem \( 5.2 \) hold for \( \Delta_{bd} \) as well as for \( \Delta \), bounded solutions of the heat equation involving \( \Delta_{bd} \) are uniquely determined by initial conditions for any graph \( 18 \).

The bottom of the spectrum of \( \Delta_{bd} \) is, as for \( \Delta \), given by

\[ \lambda_0(\Delta_{bd}) = \inf_{f \in l^2(V)_{bd} \setminus \{0\}} \frac{\langle \Delta_{bd} f, f \rangle_{bd}}{\langle f, f \rangle_{bd}}. \]

For any finite subgraph \( D \) of \( G \) we let \( L(\partial D) = \{|y \sim x \mid x \in D, y \notin D\} \) denote the number of edges with exactly one vertex in \( D \) and \( A(D) = \sum_{x \in D} m(x) \). **Cheeger’s constant** is then be defined as \( \alpha(G) = \inf_{D \subset G \text{ finite}} \frac{L(\partial D)}{A(D)} \). The Theorem in \cite{6} states that

\[ \lambda_0(\Delta_{bd}) \geq \frac{1}{2} \alpha^2(G). \]

In fact, the proof in \cite{6} applies in the following more general context. Let \( A \) denote a finite subgraph of \( G \) and let \( \Delta_{bd,G \setminus A} \) denote the reduced bound Laplacian
which is equal to \( \Delta_{bd} \) on the complement of \( A \) and 0 on \( A \). \( \Delta_{bd,G\setminus A} \) acts on the space of \( l^2_{bd} \) functions which vanish on \( A \). If \( \alpha(G \setminus A) = \inf_{D: D \text{ finite}} \frac{L(\partial D)}{A(D)} \) then the proof in [6] gives

\[
\lambda_0(\Delta_{bd,G \setminus A}) \geq \frac{1}{2} \alpha^2(G \setminus A).
\]

As usual, we fix a vertex \( x_0 \in G \) and let \( r(x) = d(x,x_0) \). We let \( m_{+1}(x) = |\{ y \sim x \mid r(y) = r(x) + 1 \}| \) and \( m_{-1}(x) = |\{ y \sim x \mid r(y) = r(x) - 1 \}| \) denote the number of vertices that are 1 step further and 1 step closer to \( x_0 \) then is \( x \) as before. It follows by an easy calculation that

\[
\frac{m_{+1}(x) - m_{-1}(x)}{m(x)} \geq c > 0 \quad \text{if and only if} \quad \Delta_{bd} r(x) \leq -c < 0.
\]

**Lemma 4.2.** [3 Lemma 1.15] If \( A \) is a finite subgraph of \( G \) and for \( x \in G \setminus A \)

\[
\frac{m_{+1}(x) - m_{-1}(x)}{m(x)} \geq c > 0
\]

then \( \alpha(G \setminus A) \geq c. \)

**Proof.** Lemma 2.1 implies that

\[
\left| \sum_{x \in D} \Delta_{bd} r(x) m(x) \right| = \left| \sum_{x \in D} \Delta r(x) \right| = \left| \sum_{x \in \partial D \setminus y \sim x, y \not\in D} (r(x) - r(y)) \right| \leq L(\partial D).
\]

On the other hand, a calculation and (4.3) imply

\[
\left| \sum_{x \in D} \Delta_{bd} r(x) m(x) \right| = \sum_{x \in D} \left| m_{+1}(x) - m_{-1}(x) \right| \geq c \sum_{x \in D} m(x) = cA(D)
\]

so that \( c \leq \frac{L(\partial D)}{A(D)} \) for all finite subgraphs \( D \). Taking the infimum over all finite subgraphs disjoint from \( A \) implies that \( \alpha(G \setminus A) \geq c. \)

Combining (4.2) and Proposition 4.2 we can now state and prove the following theorem:

**Theorem 4.3.** If \( A \) is a finite subgraph of \( G \) and for \( x \in G \setminus A \)

\[
\frac{m_{+1}(x) - m_{-1}(x)}{m(x)} \geq c > 0
\]

then \( \lambda_0(\Delta_{bd,G \setminus A}) \geq \frac{c^2}{2}. \) If, in addition, \( m(x) \geq m \) for \( x \in G \setminus A \) then

\[
\lambda_0(\Delta_{G \setminus A}) \geq \frac{mc^2}{2}.
\]

**Proof.** The first statement is a direct consequence of Lemma 4.2 and (4.2). To obtain the second statement note that, for any finitely supported function \( f \), \( \langle \Delta_{bd} f, f \rangle_{bd} = \langle \Delta f, f \rangle \) while, if \( m(x) \geq m \), then \( \langle f, f \rangle_{bd} \geq m \langle f, f \rangle \). This estimate and the first statement in the theorem then combine to give

\[
\frac{c^2}{2} \leq \lambda_0(\Delta_{bd}) \leq \frac{\langle \Delta_{bd} f, f \rangle_{bd}}{\langle f, f \rangle_{bd}} \leq \frac{\langle \Delta f, f \rangle}{m \langle f, f \rangle}
\]

which, after taking the infimum over finitely supported functions which vanish on \( A \), implies (4.4). \( \square \)
4.3. Essential Spectrum. We now use Theorem 4.3 to give a condition under which the Laplacian $\Delta$ has empty essential spectrum. In [10, Theorem 1] it was shown that the essential spectrum of the bounded Laplacian $\Delta_{bd}$ shrinks to a point if and only if Cheeger’s constant at infinity is equal to 1. Using this result it is shown in [14, Theorem 2] that, if Cheeger’s constant at infinity is positive, $\Delta$ has empty essential spectrum if and only if the graph is branching rapidly.

We first recall a characterization of the essential spectrum. It can be shown that $\lambda$ is in the essential spectrum of $\Delta$, denoted $\lambda \in \sigma_{ess}(\Delta)$, if and only if there exists a sequence $f_i$ in the domain of $\Delta$ which is orthonormal and satisfies $\Delta f_i - \lambda f_i \to 0$, [15, Theorem VII.12 and remarks following Theorem VIII.6]. Here, the domain of $\Delta$ consists of $f \in \ell^2(V)$ such that $\Delta f \in \ell^2(V)$. We denote by $\Delta_{G \setminus B}$ the reduced Laplacian which is equal to $\Delta$ on the complement of $B_r$ and 0 on $B_r$, as in the previous subsection. Using the characterization of the essential spectrum mentioned above one shows that

**Lemma 4.4.** [8, Proposition 2.1; 10, Lemma 1]

$$\sigma_{ess}(\Delta) = \sigma_{ess}(\Delta_{G \setminus B_r}).$$

Let $m_c(r) = \inf_{x \in G \setminus B_r} m(x)$ denote the infimum of the valence of vertices outside the ball of radius $r$ about $x_0$. Combining Lemma 4.4 and Theorem 4.3 we obtain the following criterion

**Theorem 4.5.** If for all vertices $x$ of $G$

$$\frac{m_{+1}(x) - m_{-1}(x)}{m(x)} \geq c > 0$$

and if $m_c(r) \to \infty$ as $r \to \infty$ then $\sigma_{ess}(\Delta) = \emptyset$.

**Proof.** Applying (4.4) in Theorem 13 to $\lambda_0(\Delta_{G \setminus B_r})$ implies that $\lambda_0(\Delta_{G \setminus B_r}) \to \infty$ as $r \to \infty$ since $m_c(r) \to \infty$. Meanwhile, by Lemma 4.4, the essential spectrum of $\Delta$ remains unchanged after the removal of $B_r$. Since the essential spectrum is a subset of the spectrum the result follows.

**References**

[1] Jeff Cheeger and Shing-Tung Yau, A lower bound for the heat kernel, Comm. Pure Appl. Math. 34 (1981), no. 4, 465–480. MR 615626 (82i:58065)
[2] Józef Dodziuk, Maximum principle for parabolic inequalities and the heat flow on open manifolds, Indiana Univ. Math. J. 32 (1983), no. 5, 703–716. MR 711862 (85e:58140)
[3] ———, Difference equations, isoperimetric inequality and transience of certain random walks, Trans. Amer. Math. Soc. 284 (1984), no. 2, 787–794. MR 743744 (85m:58185)
[4] ———, Elliptic operators on infinite graphs, Analysis, geometry and topology of elliptic operators: papers in honor of Krzysztof P. Wojciechowski, World Sci. Publ., Hackensack, NJ, 2006, pp. 353–368. MR 2246774
[5] Józef Dodziuk and Leon Karp, Spectral and function theory for combinatorial Laplacians, Geometry of random motion (Ithaca, N.Y., 1987), Contemp. Math., vol. 73, Amer. Math. Soc., Providence, RI, 1988, pp. 25–40. MR 954626 (89h:58220)
[6] Józef Dodziuk and Williord S. Kendall, Combinatorial Laplacians and isoperimetric inequality, From local times to global geometry, control and physics (Coventry, 1984/85), Pitman Res. Notes Math. Ser., vol. 150, Longman Sci. Tech., Harlow, 1986, pp. 68–74. MR 894523 (88h:58118)
[7] Józef Dodziuk and Varghese Mathai, Kato’s inequality and asymptotic spectral properties for discrete magnetic Laplacians, The ubiquitous heat kernel, Contemp. Math., vol. 398, Amer. Math. Soc., Providence, RI, 2006, pp. 69–81. MR 2218014 (2007c:81054)
[8] Harold Donnelly and Peter Li, *Pure point spectrum and negative curvature for noncompact manifolds*, Duke Math. J. 46 (1979), no. 3, 497–503. MR 544241 (80j:58075)

[9] Doris Fischer-Colbrie and Richard Schoen, *The structure of complete stable minimal surfaces in 3-manifolds of nonnegative scalar curvature*, Comm. Pure Appl. Math. 33 (1980), no. 2, 199–211. MR 562550 (81i:53044)

[10] Koji Fujiwara, *The Laplacian on rapidly branching trees*, Duke Math. J. 83 (1996), no. 1, 191–202. MR 1388848 (97d:58044)

[11] Robert E. Greene and Hung-Hsi Wu, *Function theory on manifolds which possess a pole*, Lecture Notes in Mathematics, vol. 699, Springer, Berlin, 1979. MR 521983 (81a:53002)

[12] Alexander Grigor’yan, *Analytic and geometric background of recurrence and non-explosion of the Brownian motion on Riemannian manifolds*, Bull. Amer. Math. Soc. (N.S.) 36 (1999), no. 2, 135–249. MR 1650871 (99k:58195)

[13] Einar Hille, *Analytic function theory. Vol. I*, Introduction to Higher Mathematics, Ginn and Company, Boston, 1959. MR 0107692 (21 #6415)

[14] Matthias Keller, *The essential spectrum of the Laplacian on rapidly branching tessellations* (2007), available at arXiv:0712.3816v2[math-ph]

[15] Michael Reed and Barry Simon, *Methods of modern mathematical physics. I. Functional analysis*, Academic Press, New York, 1972. MR 0493419 (58 #12429a)

[16] Dennis Sullivan, *Related aspects of positivity: λ-potential theory on manifolds, lowest eigenstates, Hausdorff geometry, renormalized Markoff processes . . .*, Aspects of mathematics and its applications, North-Holland Math. Library, vol. 34, North-Holland, Amsterdam, 1986, pp. 747–779. MR 849589 (87h:58223)

[17] Andreas Weber, *Analysis of the physical Laplacian and the heat flow on a locally finite graph* (2008), available at arXiv:0801.0812v2[math.SP]

[18] Radoslaw Wojciechowski, *Stochastic completeness of graphs*, Ph.D. Thesis, 2007, arXiv:0712.1570v2[math.SP]

Graduate Center of the City University of New York, 365 Fifth Avenue, New York, NY, 10016.

E-mail address: rwojciechowski@gc.cuny.edu