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Abstract

We establish a mathematically rigorous, general and quantitative framework to describe currents of non- (or weakly) interacting, indistinguishable particles driven far from equilibrium. We derive tight upper and lower bounds for the achievable fermionic and bosonic steady state current, respectively, which can serve as benchmarks for special cases of interacting many-particle dynamics. For fermionic currents, we identify a symmetry-induced enhancement mechanism in parameter regimes where the coupling between system and reservoirs is weak. This mechanism is broadly applicable provided the inter-particle interaction strength is small as compared to typical exchange interactions.

1. Introduction

Currents—the specific physical feature of non-equilibrium steady states of open systems subject to a potential gradient established by reservoirs—are a prominent topic of various branches of condensed matter physics. As the sizes of technological devices driven by currents reach mesoscopic scales, non-trivial quantum effects must be taken into account [1–4]. Yet, our theoretical understanding of currents in quantum systems is far from complete, e.g., many results are available for perfect lattices [5], but more realistic set-ups, with disorder and decoherence, still pose a panoply of open questions [6–12].

The past decade has seen a vivid debate on the relevance of quantum mechanics in biological systems and most notably in photosynthesis [13–19]. Since photosynthetic organisms are immersed in an environment of thermal photons, one may describe the situation via a constant influx of photons triggering an outflow of electrons [20]. The system, a large collection of intricately coupled chlorophyll molecules, is therefore constantly experiencing a flow of excitons which may be interpreted as a current. At present, the debate [21–25] on how such flow in the stationary state can be affected by quantum coherence on transient time scales remains widely open.

Quantum effects do not only emerge naturally in many cases, they can also be engineered. In quantum dots [26–29] and molecular junctions [30–34], currents have been studied for decades. In addition, cold atom [35–38] and trapped ion [39] set-ups provide clean testing grounds to study currents in a manifestly quantum mechanical setting, including quantum many-particle and statistical effects.

The aim of this contribution is to provide a rigorous mathematical treatment of currents in non-equilibrium quantum systems. To achieve this goal, we need a model which is analytically controllable. Therefore, we treat the coupling between the system and the particle reservoirs in a Markovian way, i.e. we ignore memory effects in the dynamics and use therefore a dynamical semi-group. Moreover, we focus on systems in which inter-particle interactions are sufficiently weak, such that the system can be described by effective model of free, i.e., non-interacting particles. For fermions, this implies that the shifts in energy levels associated to inter-particle interactions must be small compare to the energy-level spacings associated with the exchange interaction induced by the exclusion principle. In this scenario, we can derive bounds on the current, which are sufficiently tight to be saturated by properly designed systems. Our results thus also serve as a benchmark for studies of quantum transport in systems where interactions (or other nonlinear effects) cannot be ignored. A violation of
our analytically derived bounds is an unambiguous indicator of non-trivial interaction-induced effects, beyond mere many-particle interferences between indistinguishable particles.

To establish such a versatile theoretical approach which can handle the above diverse scenarios, and, in particular, also accounts for potential quantum statistical effects on transport, section 2 of our present contribution provides a self-contained introduction to the mathematically rigorous framework of many-particle quantum currents. We will herein strongly rely on algebraic quantum statistical mechanics, a formalism which stems from mathematical physics. This algebraic approach to quantum mechanics of many-particle systems is indispensable to study infinitely large systems (as we do in section 5). Within this framework, we introduce a quantum version of the continuity equation, applicable to open system dynamics of the semi-group type [40, 41]. We consider three contributions to the dynamics: a Hamiltonian part for the reversible particle dynamics, and two non-Hamiltonian parts which describe particle injection and extraction, respectively. For such non-equilibrium many-particle systems we derive several fundamental properties: in sections 3 and 6 we derive an upper bound for the particle current in the fermionic setting, and a lower bound for bosonic systems, respectively. In section 4, we show that the fermionic upper bound can be saturated by appropriate design of the Hamiltonian part of the dynamics. The algebraic framework allows us to go beyond the standard Fock space formalism, which we illustrate in section 5, where we derive an upper bound for the current density in a ribbon, i.e., a 2D lattice system with shift-invariance in one direction, and a finite width in the other.

The strength of our contribution is that it makes no assumptions on the underlying single-particle Hamiltonian, and that it is applicable whenever the interaction between particles can be ignored to a good approximation. Hence, our approach does not only provide fundamental insight on the achievable currents in non-equilibrium quantum systems, but also opens novel perspectives for research in the fields mentioned above, where one may exploit the here identified design principle in a specific context.

2. Many-fermion systems

We first provide an introduction to the algebraic formalism which describes many-fermion systems. The results presented in this section are well-known in the mathematical physics literature on quantum statistical mechanics [42–45]. In sections 3–6, we apply this formalism to investigate the physics of currents in open quantum systems.

2.1. Fock space

It is common practice to describe many-fermion systems in terms of Fock space. This space is formally constructed using a single-particle Hilbert space \( \mathcal{H}_n \) also referred to as the mode space, as basic building block which provides all degrees of freedom of a single particle. As postulated by Pauli, identical particles are independent of labelling, a constraint which either leads to bosons or fermions. The wave functions of the latter species change sign under odd permutations of particles which is re

\[ \psi_1 \wedge \psi_2 \wedge \cdots \wedge \psi_n := \frac{1}{\sqrt{n!}} \sum_{\pi \in S_n} \text{sign}(\pi) \psi_{\pi(1)} \otimes \psi_{\pi(2)} \otimes \cdots \otimes \psi_{\pi(n)} \]  

Here \( S_n \) denotes the permutation group of \( n \) objects, \( \pi \) a permutation, and \( \text{sign}(\pi) \) the signature of \( \pi \). Note that these functions are generally not normalised and that they vanish whenever the single-particle wave functions are linearly dependent, as expected from fermions. Functions of the type (2) are often called Slater determinants.

The fermionic Fock space \( \Gamma(\mathcal{H}) \) constructed on \( \mathcal{H} \) is built to accommodate any number of particles and therefore glues together all \( n \)-particle Hilbert spaces:

\[ \Gamma(\mathcal{H}) = \mathbb{C} \oplus \mathcal{H} \oplus \mathcal{H}^2 \oplus \mathcal{H}^3 \oplus \cdots, \]  

where \( \mathbb{C} \) describes the vacuum component where no particles are present in the system. In the fermionic case and for a finite dimensional mode space \( \mathcal{H} \) the direct sum breaks off: fermionic Fock space can never harbour more particles than \( \dim(\mathcal{H}) \). Often it is assumed that Fock space is sufficient to describe general many-particle systems which is slightly inaccurate. Fock space can only accommodate finite numbers of particles. Both in the case where \( \mathcal{H} \) is not finite dimensional, e.g., for infinitely extended systems (see section 5), or for a bosonic system (see section 6), physics is much richer than Fock space. To study this larger realm of many-particle quantum physics, we must switch to a description in terms of observables and select a Hilbert space representation that matches the given physical situation.

...
2.2. Algebra of observables

The main tools at hand in Fock space are the creation and annihilation operators: \( a^\dagger (\varphi) \) and \( a (\varphi) \) respectively, where \( \varphi \in \mathcal{H} \). We work in a formalism of non-local creation and annihilation operators which have a straightforward interpretation: they create and annihilate a single-particle state \( \varphi \). Their action is easily given on Slater determinants:

\[
a^\dagger (\varphi) \psi_1 \wedge \psi_2 \wedge \cdots \wedge \psi_n = \varphi \wedge \psi_1 \wedge \psi_2 \wedge \cdots \wedge \psi_n,
\]

where we have identified the \( n \)-particle vector \( \psi^{(n)} = \psi_1 \wedge \psi_2 \wedge \cdots \wedge \psi_n \in \mathcal{H}^{(n)} \) with \( 0 \oplus 0 \oplus \cdots \oplus \psi^{(n)} \oplus \cdots \) in \( \Gamma (\mathcal{H}) \). The annihilation operator is the adjoint of the creation operator, its action on a Slater determinant is

\[
a (\varphi) \psi_1 \wedge \psi_2 \wedge \cdots \wedge \psi_n = \sum_{j=1}^{n} (-1)^{j+1} \langle \varphi, \psi_j \rangle \psi_1 \wedge \cdots \wedge \psi_{j-1} \wedge \psi_{j+1} \wedge \cdots \wedge \psi_n.
\]

Indeed, as one may expect for fermions, sign bookkeeping is required.

Fermionic creation and annihilation operators obey the canonical anti-commutation relations (CAR)

\[
\{ a (\varphi), a^\dagger (\psi) \} = \langle \varphi, \psi \rangle \mathbf{1} \quad \text{and} \quad \{ a (\varphi), a (\psi) \} = 0 \quad \forall \psi, \varphi \in \mathcal{H}.
\]

These operators generate an algebra that forms the basic mathematical framework for the description of many-fermion systems with a given mode space \( \mathcal{H} \). The key idea of algebraic quantum physics is that the algebra of observables, rather than a Hilbert space, is the central mathematical object to describe large quantum systems.

As a general algebraic framework and to contrast it with the Fock space representation above, we introduce abstract creation and annihilation operators \( c^\dagger (\psi) \) and \( c (\varphi) \) respectively, \( \varphi, \psi \in \mathcal{H} \). It must be emphasised that these objects are no longer linear operators on the Fock space, but merely generate a formal algebra determined by the basic relations

\[
\psi \in \mathcal{H} \mapsto c^\dagger (\psi) \quad \text{is } \mathbb{C} \text{-linear,}
\]

\[
\{ c (\varphi), c^\dagger (\psi) \} = \langle \varphi, \psi \rangle \mathbf{1} \quad \text{and} \quad \{ c (\varphi), c (\psi) \} = 0.
\]

The * is a formal operation which is the abstract version of the Hilbert space adjoint \( \dagger \). One then completes the algebra with respect to the unique \( \mathbb{C} \)-norm to obtain the \( \mathbb{C} \)-algebra \( \mathcal{A}_{\text{CAR}} \) of the CAR on \( \mathcal{H} \). The completion is needed to apply general mathematical results and to describe dynamics in a controlled way. This framework is necessary to describe general many-particle systems with infinite-dimensional single-particle spaces; in these systems, we cannot describe all possible physics for all possible states (see section 2.3) on the level of Fock spaces.

In our present contribution, we strictly require this framework for the study of the quantum ribbon in section 5.

In this formalism, observables are those objects \( O \in \mathcal{A}_{\text{CAR}} \) which are constructed using \( \mathbf{1}, c^\dagger (\psi) \) and \( c (\varphi) \) and which have the additional property that \( O = O^\dagger \). In the context of many-particle systems, it is often useful to focus on polynomials of \( c^\dagger \) and \( c \), in which contributions with specific particle numbers are related to definite orders. In this work, we focus solely on the simple class of single-particle observables corresponding to polynomials of order two.

A single-particle observable is essentially an embedding of an observable on the one-particle space into the many-particle framework. In Fock space, one assigns a copy of the observable to each different particle in an additive way, e.g., the total energy of a system described by a single-particle Hamiltonian is the sum of the single-particle operators for each separate particle. The formal algebraic way to express this second quantisation is via the mapping \( \Gamma : \mathcal{B} (\mathcal{H}) \rightarrow \mathcal{A}_{\text{CAR}} \) from the space of bounded operators on \( \mathcal{H} \) to the algebra of observables, which acts as

\[
\Gamma (O) := \sum_{i,j} \langle \eta_j, O \eta_j \rangle c^\dagger (\eta_j) c (\eta_j),
\]

where we may select any orthonormal basis \( \{ \eta_j \} \) of \( \mathcal{H} \). In order to ensure that \( \Gamma (O) \) belongs to the algebra one has to impose the rather restrictive condition that \( O \) is a trace-class operator. It is not hard to check that different bases \( \{ \eta_j \} \) yield a same second quantised observable.

A specific example of interest in the discussion of particle currents for finite dimensional one-particle spaces \( \mathcal{H} \) is the number operator \( N \) which literally counts the number of particles in the system. This operator is in essence of single-particle type, as it is given by

\[
N := \Gamma (\mathbf{1}) = \sum_j c^\dagger (\eta_j) c (\eta_j).
\]

\(^4\) A \( \mathbb{C} \)-algebra \( \mathcal{A} \) is by definition equipped with a norm which fulfils the properties \( \| x^* \| = \| x \| \) and \( \| x^* x \| = \| x \|_2 \| x \| \) for all \( x \in \mathcal{A} \). Here, this demand is strong enough to fix the norm in a unique way which is why it is referred to as the \( \mathbb{C} \)-norm. For a much more complete and formal introduction to \( \mathbb{C} \)-algebras, see for example [46].
Indeed, particle currents describe the in- and outflow of particles and therefore the behaviour of the observable \( N \) goes hand in hand with the behaviour of such currents.

Not only does the algebraic formalism require a more abstract description of the observables in our theory, it also implies a more general structure for the quantum states which determine the statistics of measurement outcomes for these observables.

### 2.3. States

A quantum state is commonly associated either with a state vector \( \psi \) or with a density matrix \( \rho \). Expected values of observables \( O \) are given by \( \langle O \rangle = \langle \psi, O \psi \rangle \) or \( \langle O \rangle = \text{tr} \rho \, O \). This presupposes a specific Hilbert space representation of the physical system. The more general algebraic formalism starts with expectation functionals that allow for a probabilistic interpretation [47–49]. Thus a state is a linear functional \( \omega : \mathcal{A}^{\text{CAR}} \rightarrow \mathbb{C} \) on the algebra of observables fulfilling the requirements

\[
\omega(I) = 1 \quad \text{and} \quad \omega(x^*x) \geq 0 \quad \forall x \in \mathcal{A}^{\text{CAR}}.
\]  

These properties are respectively known as the normalisation and positivity conditions.

A useful tool to describe states, and their perturbations, on a \( C^* \)-algebra is the Gelfand–Naimark–Segal (GNS) construction [43, 45, 46, 50]. This procedure associates a unique, but state-dependent, Hilbert space representation of the algebra to state \( \omega \). This representation returns the state as an expectation with respect to a state vector. Different states may, however, lead to inequivalent representations, which typically happens in the thermodynamic limit of many particle-systems. As an example one may consider Bardeen–Cooper–Schrieffer theory [51–58], where states with a finite particle density in the thermodynamic limit must be represented in a different Hilbert space than the Fock space which is constructed by exciting the physical vacuum (see section 2.1). The GNS construction is a key result in algebraic quantum physics, which stresses that the properties of the system’s state are essential prerequisites to study physical models.

States on \( \mathcal{A}^{\text{CAR}} \) are usually characterised in terms of correlation functions, i.e., one strives to define all objects of the form

\[
\omega(c^\star(\psi_1) \cdots c^\star(\psi_n) c(\varphi_1) \cdots c(\varphi_l)).
\]  

In the present context, where only single-particle observables are considered, there are simple ways to describe the relevant expectation values. A notable fact is the existence of a linear operator \( Q \in B(\mathcal{H}) \) for each \( \omega \) which serves as a (non-normalised) density matrix and is commonly interpreted as a covariance matrix:

\[
\omega(c^\star(\psi)c(\varphi)) = \langle \varphi, Q \psi \rangle.
\]  

In the class of gauge-invariant quasi-free states, this operator \( Q \) suffices to fully determine the state\(^5\). In general, this is far from true and one can just say that \( Q \) characterises the single-particle statistics.

The fact that we are considering states on the CAR-algebra directly implies that \( 0 \leq Q \leq 1 \). The first inequality is necessary to fulfil positivity of the state, the second is a consequence of the fermionic behaviour and represents Pauli’s exclusion principle. It follows [45] that for a general single-particle observable \( \Gamma(B) \in \mathcal{A}^{\text{CAR}} \) with \( B \) a trace-class operator on \( \mathcal{H} \),

\[
\omega(\Gamma(B)) = \text{tr}(QB).
\]  

This identity might not seem spectacular but it offers an enormous computational simplification. It is, therefore, one of the key ingredients in all the following sections of the present contribution.

If \( \omega \) is a normal\(^6\) gauge-invariant quasi-free state it can be shown that

\[
\omega(N) = \text{tr}Q < \infty,
\]  

hence directly expressing the expected particle number in terms of \( Q \) which is now also a trace-class operator. This condition is also sufficient to guarantee normality.

### 2.4. Dynamics

In the spirit of the algebraic approach, it makes sense to consider the elements of the algebra \( \mathcal{A}^{\text{CAR}} \) as the dynamical objects in the theory, whereas the states remain unchanged at all times. This formally implies that we can consider a mapping \( \mathcal{A}^{\text{CAR}} \rightarrow \mathcal{A}^{\text{CAR}} \) for an evolution from time \( t_0 \) up to \( t_1 \). The first obvious requirements for a well-defined dynamics are

\(^5\) An accessible introduction to fermionic quasi-free states can be found in [39].

\(^6\) For an operator algebra of observables which acts on a Hilbert space, a state is said to be normal if it can be represented by a density operator which is a trace-class operator on the same Hilbert space. However, because we consider abstract \( C^* \)-algebras, it only makes sense to refer to normal states in the context of a specific representation. Throughout our contribution we will always refer to normal states as states which can be represented by a density matrix on the Fock space, in other words, states which are normal with respect to the Fock representation. Note that in this representation the abstract operators \( c \) are represented by the operators \( a \) of (6).
\[ \Lambda_{\mu}(I) = 1 \quad \text{and} \quad \Lambda_{\mu}(x^*x) \geq 0 \quad \forall x \in \mathcal{A}_{\text{CAR}}. \]  

These demands must be fulfilled for any choice of \( t_1 \) and \( t_0 \).

A more debatable [60–62] assumption on the dynamics is complete positivity which formally says that the system can be trivially embedded in a larger system without having to fear for loss of positivity. Such embeddings are also important to include internal degrees of freedom in the description. Complete positivity in other words guarantees that effective descriptions of only a subset of relevant degrees of freedom are possible. The formal mathematical phrasing requires an extension of the algebra by any matrix algebra \( \mathcal{M}_N \) to obtain \( \mathcal{A}_{\text{CAR}} \otimes \mathcal{M}_N \). We may now trivially extend \( \Lambda_{\mu}(\text{id}) \) to \( \Lambda_{\mu}(\text{id}) \otimes \text{id}_{\mathcal{M}_N} \) on \( \mathcal{A}_{\text{CAR}} \otimes \mathcal{M}_N \). When \( \Lambda_{\mu}(\text{id}) \otimes \text{id}_{\mathcal{M}_N} \) is a positive map for any \( N \), the dynamics is said to be completely positive [63–65].

In addition to complete positivity, one may impose another demand which rarely holds exactly for a real physical system but often provides a very good approximation [66–68]: we impose a one-parameter semi-group structure on our dynamical map. The term ‘semi-group’ implies divisibility of the map and hence the existence of a generator. Moreover, the generator is time-independent and thus the map is only governed by \( t = t_1 - t_0 \). In other words, we can write the dynamics in terms of \( \Lambda_t \), and obtain that

\[ \Lambda_{t+s} = \Lambda_t \circ \Lambda_s = \Lambda_t \circ \Lambda_s \quad \forall t, s \geq 0. \]  

In general, we do not assume that the inverse exists, thus withholding the family of maps from being a full-blown group.

This type of dynamics is particularly useful due to powerful mathematical results. The results by Gorini, Kossakowski, Sudarshan [69] and Lindblad [65] are well-known, but only hold for algebras of observables which can be described by bounded operators on a Hilbert space. Nevertheless, Lindblad provided a more general recipe for completely positive, one-parameter semi-group dynamics on a C*-algebra \( \mathcal{A} \): he showed that any equation of motion of the type

\[ \frac{d}{dt} x = \Psi(x) + k x + x k^* \quad \forall x \in \mathcal{A}, \text{ with} \]
\[ k \in \mathcal{A} \text{ and } \Psi : \mathcal{A} \to \mathcal{A} \text{ a completely positive map}, \]  

leads to a dynamical map with such properties. Hence, we may follow this prescription to engineer a dynamical system with the desired phenomenological properties. In other words, we do not microscopically derive a master equation but rather study one which has the correct phenomenology.

In our present work, we follow and explore a model described by Davies [70]. From here onward, we assume that \( \mathcal{H} \) is finite dimensional which is a considerable technical simplification. In section 5, however, we will deal with translation-invariant systems and discuss how to cope with this more general situation. In particular, (18) allows us to write the generator of the dynamical semi-group in a form that nearly resembles the standard Lindblad form [70]:

\[ \frac{d}{dt} x = i[\mathfrak{h}, x] + D^d(x) + D^a(x), \]  

where \( \mathfrak{h} \in \mathcal{H} \). To make sure that \( \Psi \) in (18) is a CP-map, one must impose [70] that \( \theta \) in (19) is the *-automorphism determined by

\[ \theta(x^a(\psi)) = -x^a(\psi), \quad \psi \in \mathcal{H}. \]  

The Lindblad generators \( D^a \) and \( D^d \) describe the injection and extraction of particles into and from the system, respectively. With respect to the system degree of freedom, these terms mediate absorption and dissipation, thus the superscripts \( a \) and \( d \). More specifically, fermions described by single-particle state vectors \( \{ \alpha_j \} \) are injected into the system with positive rates \( \gamma_j^a \), and particles which state vectors \( \{ \delta_i \} \) are lost from the system with positive rates \( \gamma_j^d \). Note that also temperature dependences can be accommodated within the positive rates \( \{ \gamma_j^{a/d} \} \). We consider systems of non-interacting particles, therefore, in accordance to (9), we must set \( \mathfrak{h} = \Gamma(\mathcal{H}) \) with \( \mathcal{H} = \mathcal{H}^\dagger \in \mathcal{B}(\mathcal{H}) \).

We follow the model of [70], and many results of that paper are relevant for the present one. Specifically, we are interested in the dynamics of single-particle observables, given by \( x = \Gamma(B) \) with \( B \in \mathcal{B}(\mathcal{H}) \). Using (9), we insert \( \Gamma(B) \) into (19) followed by a straightforward computation [67, 70, 71] based on the anti-commutation relations (8), and we find that the relevant equation of motion for one-particle observables is given by

\[ \frac{d}{dt} x = \mathfrak{h} x + x \mathfrak{h}^* + \gamma^a_j x^a(\alpha_j) + \gamma^d_j x^d(\delta_j), \quad \gamma^a_j, \gamma^d_j. \]
\[ \frac{d}{dt} \Gamma (B) = i[\Gamma (H), \Gamma (B)] - \{ \Gamma (P), \Gamma (B) \} + 2 \text{tr}(AB)1, \]

with \[ P = A + D, \quad A := \sum_{j=1}^{n_B} \frac{\gamma_j^d}{2} |\alpha_j\rangle \langle \alpha_j|, \quad \text{and} \quad D := \sum_{k=1}^{n_A} \frac{\gamma_k^d}{2} |\beta_k\rangle \langle \beta_k|. \]

That \( P, A, D \in B(\mathcal{H}) \) directly follows from their definitions. Because the semi-group dynamics generated by \( (23) \) is Markovian, all rates must be positive, which in turn implies that \( A \geq 0, D \geq 0, \) and hence \( P \geq 0. \)

Moreover, for convenience in section 3.2, we assume that \( A \) and \( D \) are strictly positive. For the bound on the current that will be derived later on, we can always consider the general case \( A \geq 0 \) and \( D \geq 0 \) using continuity.

### 2.5. Non-equilibrium steady states

Now that the equations of motion are determined, we observe that they can be solved exactly:

\[ \Lambda_t (\Gamma (B)) = \Gamma (e^{-(P-\mu H)t}B e^{-(P+\mu H)t}) + 2 \int_0^t ds \text{tr}(e^{-(P-\mu H)s}B e^{-(P+\mu H)s}A)1. \]

We notice that, through its dependence on the absorption generator \( A \), the second term is specifically related to the population of the system, via the particles that are pumped in. To infer the statistical distribution of measurement results associated with the observable \( \Lambda_t (\Gamma (B)) \), we need to lift \( (24) \) to the level of states, by virtue of \( (14) \):

\[ \omega (\Lambda_t (\Gamma (B))) = \text{tr}(e^{-(P-\mu H)t}B e^{-(P+\mu H)t}Q) + 2 \int_0^t ds \text{tr}(e^{-(P-\mu H)s}B e^{-(P+\mu H)s}A). \]

An alternative perspective can be formulated by considering the object \( \omega \circ \Lambda_t \); because \( \Lambda_t \) describes a dynamical map, it actually follows that, for any \( t > 0 \), \( \omega \circ \Lambda_t \) is a quantum state in its own right. In other words, we can treat the dynamics in the Schrödinger picture, by defining a family of states

\[ \omega_t := \omega \circ \Lambda_t. \]

Intriguingly, equation \( (25) \) even provides us with an explicit expression for the \( Q(t) \) that appears in \( (14) \); by rewriting \( (25) \), we find

\[ \omega_t (\Gamma (B)) = \text{tr}(BQ(t)), \quad \text{with} \]

\[ Q(t) = e^{-(P+\mu H)t}Q e^{-(P-\mu H)t} + 2 \int_0^t ds e^{-(P+\mu H)s}A e^{-(P-\mu H)s}, \]

where \( Q \) is the single-particle covariance matrix for the initial state \( \omega \).

Typically, at asymptotic times, pumped systems relax into a non-equilibrium steady state where finite currents are flowing. This limiting state has completely forgotten the initial conditions of the system. Put differently, generically each system observable converges to a multiple of the identity. The way to describe the asymptotic state, is by explicitly considering the limit \( t \to \infty \) in \( (24) \). To do so, note that since \( P \geq 0 \), generically,

\[ \lim_{t \to \infty} e^{-(P+\mu H)t}Q e^{-(P-\mu H)t} = 0 \]

and therefore we find that

\[ \omega_{\text{NESS}} (\Gamma (B)) = \text{tr}(BQ_{\text{NESS}}), \quad \text{with} \]

\[ Q_{\text{NESS}} := \lim_{t \to \infty} Q(t) = 2 \int_0^\infty ds e^{-(P+\mu H)s}A e^{-(P-\mu H)s}. \]

Here \( Q_{\text{NESS}} \) stands for non-equilibrium steady state. This, e.g., implies that the expected number of particles in the system converges to

\[ n = \omega_{\text{NESS}} (N) = 2 \int_0^\infty ds \text{tr}(e^{-(P+\mu H)s}A e^{-(P-\mu H)s}). \]

It is not hard to show \cite{70} that the \( \text{NESS} \) state is the gauge-invariant quasi-free state determined by \( Q_{\text{NESS}} \).

### 3. Currents

Non-equilibrium systems are typically characterised by the presence of currents, even when they reach a stationary state. In this section, we first discuss general properties of currents, determined by the ‘continuity equation’ \( (33) \). We translate these results to a quantum mechanical setting to arrive at a sound definition of quantum particle currents. Finally, we extensively discuss a fundamental property of fermionic currents, which is
one of our key results: the existence of a universal upper bound—irrespective of the specific potential encountered by the particle flow.

3.1. Particle currents

We start by a formal definition of the particle current in the context of quantum master equations. The general structure in (19) presents us with the change of particles in the system over time. Because the number operator \( N = \Gamma(I) \), we insert \( B = I \) into (23) and obtain

\[
\frac{dN}{dt} = \mathcal{D}^d(N) + \mathcal{D}^a(N),
\]

\[
\equiv -2 \Gamma(D) - 2 \Gamma(A) + 2 \text{tr}(A)I.
\]

Note that the Hamiltonian contribution vanishes in the evaluation of (23) because \( [\Gamma(H), \Gamma(B)] = \Gamma([H, I]) = 0 \). This implies that the Hamiltonian, which is itself an observable of the form (9), conserves the total number of particles.

We now study the particle current as a thermodynamic flux [40, 41] and focus on its behaviour in the NESS (29). We note that, by definition of the steady state, the time derivative of the number operator is zero in the NESS, which yields, after combination of (31), (32) with (14), the balance equation

\[
\omega_{\text{NESS}}(\mathcal{D}^d(N) + \mathcal{D}^a(N)) = -2 \text{tr}(DQ_{\text{NESS}}) + 2 \text{tr}(A(I - Q_{\text{NESS}})) = 0.
\]

We can now define the current of out flowing particles as

\[
J := |\omega_{\text{NESS}}(\mathcal{D}^d(N))| = 2 \text{tr}(DQ_{\text{NESS}}) = 2 \text{tr}(A(I - Q_{\text{NESS}}))
\]

where the absolute value is added because we focus on the magnitude of the current.

3.2. Bounding the current

Although expression (34) suggests that the current is independent of the Hamiltonian \( H \in \mathcal{B}(\mathcal{H}) \), it is implicitly present in \( Q_{\text{NESS}} \). Indeed, we can rewrite the current, using (29), to obtain

\[
J = 4 \int_0^\infty dt \text{tr}(D:e^{-itP-i\mathcal{H}A}e^{iH-P}t).
\]

In principle, this expression allows for a direct computation of the current, although this is generically intricate, e.g., when the operators in (35) do not commute. It is therefore instructive to derive a bound, to gain some general understanding of the parameter dependence of the current.

To do so, we first introduce the super-operator

\[
\mathcal{G}(X) := -i[H, X] + \{P, X\} \quad \text{with} \quad P = A + D.
\]

\( \mathcal{G} \) can be split into a sum of two commuting terms, left multiplication by \( P - iH \), and right multiplication by \( P + iH \), respectively. Therefore, we may write

\[
\mathcal{G} = \mathcal{L}_{P-iH} + \mathcal{R}_{P+iH},
\]

where

\[
\mathcal{L}_Y(X) := YX \quad \text{and} \quad \mathcal{R}_Y(X) := XY.
\]

Generically, \( \mathcal{G} \) is invertible and for positive definite \( P > 0 \) we can use the identity

\[
\mathcal{G}^{-1}(X) = \int_0^\infty ds \exp(-s\mathcal{G}(X))
\]

\[
= \int_0^\infty ds \exp(-s\mathcal{L}_{P-iH}) \circ \exp(-s\mathcal{R}_{P+iH})(X)
\]

\[
= \int_0^\infty ds e^{-i(P-iH)X} e^{-i(P+iH)}.
\]

Next, we compute

\[
\mathcal{G}(X) - \mathcal{G}(X^+)X - X^+\mathcal{G}(X) = -2X^+PX \leq 0,
\]

from which it follows that

\[
\mathcal{G}(X) \leq \mathcal{G}(X^+)X + X^+\mathcal{G}(X).
\]

We now introduce a symmetrised zero temperature Duhamel (or Bogoliubov) inner product [45, 72–74]:

\[
\langle X, Y \rangle := \text{tr}(X^*\mathcal{G}^{-1}(Y) + \mathcal{G}^{-1}(X^+)Y).
\]
Here X and Y are general linear operators. Positivity of the scalar product follows from the invertibility of $G$, from $G(X) = (G(X))^T$, from (41) and from
\[
\text{tr} G(X^TX) = \text{tr} \{P, X^TX\} \geq 0.
\] (43)
For an explicit evaluation of Schwarz’ inequality
\[
\|\langle A, P \rangle\| \leq \langle A, A \rangle^{1/2} \langle P, P \rangle^{1/2} (44)
\]
we observe that
\[
\mathcal{L}_{P\pm iH}(I) + \mathcal{R}_{P\pm iH}(I) = 2P.
\] (45)
from which we infer that
\[
\langle A, P \rangle \approx \text{tr} A,
\]
\[
\langle P, P \rangle \approx \text{tr} P,
\]
\[
\langle A, A \rangle = 2 \int_0^\infty ds \text{tr} (A e^{-s(P-iH)} A e^{-s(P+iH)}).
\] (48)
Inserting these results in (44), we obtain
\[
(\text{tr}(A))^2 \leq (\text{tr}(A) - J/2)\text{tr}(A + D)
\] (49)
and it then follows that
\[
J \leq 2 \frac{\text{tr}(A)\text{tr}(D)}{\text{tr}(A + D)} = J_{\text{max}}
\] (50)
which is the desired bound to the current. It is a universal one, since it does only depend on the reservoir coupling agents $A$ and $D$, but not on the potential landscape which the fermions have to be transmitted through, defined by the system Hamiltonian $H$.

Since $J_{\text{max}}$ lacks a dependence on the single-particle Hamiltonian $H$, it is suggestive to inspect the tightness of the bound (50) for variable relative strength of unitary dynamics and reservoir couplings. For this purpose, we slightly rewrite (35) as
\[
J = 4 \int_0^\infty ds \text{tr} (D e^{-i\lambda H - P} A e^{i\lambda H - P})
\] (51)
where we introduced the parameter $\lambda$, to scale the relative strength of the Hamiltonian part of the dynamics as compared to particle loss and pump. $\lambda \to 0$ completely cancels the coherent part of the dynamics while $\lambda \to \infty$ makes the oscillatory Hamiltonian part much faster than the rates with which the systems couples to the reservoirs.

In the remainder of this section, we seek to numerically confirm the validity of (50) when $\lambda$ in (51) is varied. To approach this problem, we consider many realisations of the system, each time choosing a random $\lambda$, random Hamiltonian $H$, and random channels $A$ and $D$. For every realisation, the NESS current (51) is evaluated and compared to the upper bound (50). The results of this procedure are shown in figure 1, where specific choices for the random matrix ensembles were made: we consider a system of $m$ modes, i.e., $\text{dim}(H) = m$. The Hamiltonian $H$ is sampled from the Gaussian orthogonal ensemble (GOE) [75] which implies that it is a matrix whose entries are sampled from a normal distribution:
\[
H_{ij} \sim \text{Normal} \left(0, \frac{\nu}{\sqrt{m}} \right).
\] (52)
The parameter $\nu$ is related to the spectral radius (i.e., the largest eigenvalue in absolute value) and physically $\nu/\sqrt{m}$ can be thought of as the typical (i.e., root mean squared) coupling strength between different modes. The matrices which describe the couplings between the system and the channels must be constructed so that they are always positive semi-definite. A standard method to generate random matrices fulfilling this constraint is to resort to the Wishart ensemble [76]. The latter ensemble is solely determined by the number of absorption (dissipation) channels, $m_A (m_D)$. For our numerical simulations, we set
\[
A = \frac{1}{m_A + m_D} W_a^T W_a, \quad D = \frac{1}{m_A + m_D} W_d^T W_d,
\] (53)
where $W_a$ and $W_d$ are $m_A \times m$ and $m_D \times m$ matrices respectively. They are generated by choosing random components according to
\[
(W_{a,d})_{ij} \sim \text{Normal}(0, 1).
\] (54)
The additional factor $(m_A + m_D)^{-1}$ in (53) is included to set the average eigenvalue of $P$ (23) equal to 1. With this choice of ensembles, we can genuinely interpret $\lambda$ (51) as the ratio of the frequencies of the coherent oscillations induced by $H$ and the incoherent rates contained in $P$. 

Figure 1 clearly shows that the bound (50) is valid for all realisations regardless of the magnitude $\lambda$. Nevertheless, we do observe that the bound is typically more accurate in the limit of dominantly coherent dynamics, characterised by $l \ll 1$. In this contribution, we will not attempt to understand the specific statistical properties which are obtained from the random matrix theory treatment. We do, however, note that in the limit $l \rightarrow 0$ (or mathematically $\lambda \rightarrow \infty$), the current is susceptible to changes in the Hamiltonian (recall equation (51)) and that, therefore, a natural next step is to attempt to saturate the bound (50) in this regime.

4. Symmetry enhanced current

In this section, we investigate how an appropriate design of the system can generate a current close to $J_{\text{max}}$ (50). Because we are considering a designed system, it is reasonable to focus on the regime $l \ll 1$ where the coherent dynamics has a strong influence on the current. To get a maximal effect of the coherent contributions, we rigorously focus on the regime $l \rightarrow \infty$. This allows us to treat the problem using perturbation theory. In this limit, rapidly oscillating terms appear in (51) and by the Riemann–Lebesgue lemma they can be shown to have a vanishing contribution to $J$.

The Hamiltonian can be represented in its spectral decomposition as

$$H = \sum_k E_k R_k.$$  (55)

Here the $E_k$ are the eigenvalues of $H$ and $R_k$ are the orthogonal projectors on the corresponding eigenspaces of $H$. Using first order perturbation theory (where $1/\lambda$ is small), we compute

$$\lim_{\lambda \rightarrow \infty} J = \lim_{\lambda \rightarrow \infty} 4 \int_0^\infty ds \ tr \{De^{-(p+i)H}s}Ac^{-(p-i)H}s\}$$

$$= \sum_k e^{-ipR_k}Ae^{ipR_k}$$

If we want to saturate the bound on the current we have to design the $R_k$ in an appropriate way.

Structuring Hamiltonians goes hand in hand with introducing symmetries. We therefore assume the existence of a unitary operator $U$, such that

$$[H, U] = 0.$$  (57)

In order for such a symmetry to be useful, it must connect the couplings of the absorption channels $A$ to those of the output channels $D$, leading to the requirement

$$U^\dagger A U = D.$$  (58)

From (51) it directly follows that attempts to saturate the bound by optimising $H$ are futile in the limit where $\lambda = 0$. 

---
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Given these additional structures, we can rewrite (56) as

\[
\lim_{\lambda \to \infty} J = \sum_k \int_0^\infty ds \, \text{tr} \{ e^{-i\lambda \mathcal{P}_k} R_k U^\dagger A \, U R_k e^{-i\lambda \mathcal{P}_k} A \}. \tag{59}
\]

The fact that \( U \) and \( H \) commute, implies that \( U \) is block-diagonal with respect to the spectral decomposition of \( H \)

\[
U = \bigoplus_k U_k. \tag{60}
\]

This further implies

\[
\lim_{\lambda \to \infty} J = \sum_k \int_0^\infty ds \, \text{tr} \{ e^{-i\lambda \mathcal{P}_k} U_k^\dagger R_k A \, R_k U_k e^{-i\lambda \mathcal{P}_k} A \}, \tag{61}
\]

which can in general not be cast in a more transparent form. However, in the case where the Hamiltonian \( H \) is non-degenerate (implying that, apart from (57), there are no unitary symmetries present in the system), we obtain that \( R_k \) are rank-one operators. In this case we can express \( U \) as

\[
U = \sum_k e^{i\theta_k} R_k, \tag{62}
\]

such that \( e^{i\theta_k} \) are the eigenvalues of \( U \). In turn this leads to

\[
\lim_{\lambda \to \infty} J = \sum_k \int_0^\infty ds \, \text{tr} \{ e^{-i\lambda \mathcal{P}_k} U_k^\dagger R_k A \, R_k e^{-i\lambda \mathcal{P}_k} A \}. \tag{63}
\]

By virtue of (56), where \( D \) is replaced by \( A \), and (29), the right-hand side is exactly \( \lim_{\lambda \to \infty} 2\text{tr} A \text{NESS} \). Due to the symmetry (57), this implies that

\[
\text{tr} A \text{NESS} = \text{tr} D \text{NESS} \quad \text{in the regime} \quad \lambda \to \infty. \tag{64}
\]

However, from the balance equation (33), we read that

\[
\text{tr} D \text{NESS} = \text{tr} A - \text{tr} A \text{NESS}, \tag{65}
\]

Both equations (64) and (65) can hold simultaneously only when \( \text{tr} A \text{NESS} = \text{tr} A / 2 \), which implies that

\[
\lim_{\lambda \to \infty} J = \text{tr} A = \text{tr} D. \tag{66}
\]

The second equality in (66) follows from (58). Inserting expression (58) into (50) directly yields

\[
J_{\text{max}} = \text{tr} A \implies \lim_{\lambda \to \infty} J = J_{\text{max}} \tag{67}
\]

which is exactly what we wanted to achieve.

In words, we have shown that, in the absence of degeneracies in \( H \), it suffices to find a unitary operator \( U \) which commutes with the Hamiltonian (i.e., a symmetry) and transforms \( D \) into \( A \), in order to saturate the upper bound for the current in the limit \( \lambda \to \infty \). The most natural picture to associate with such a mathematical formulation, is that of a reflection symmetry. The limiting regime of \( \lambda \) can be seen as a rigorous way of demanding weak coupling, implying that the time scales of the system dynamics are much faster than those set by the rates with which the system couples to its reservoirs.

In realistic set-ups, this limit is never exactly achieved, therefore it is instructive to conduct numerical simulations to assess the deviations from the optimally achievable current, as a function of \( \lambda \). This is done in figure 2: to make the simulation as general as possible, we start by sampling the unitary \( U \) introduced in (57) from the Haar measure \( [73] \). Because the matrix is unitary and random, we can always obtain a spectral decomposition

\[
U = \sum_{k=1}^m e^{i\theta_k} | e_k \rangle \langle e_k |. \tag{68}
\]

We use this decomposition as the starting point for the construction of the Hamiltonian, which we define as

\[
H = \sum_{k=1}^m E_k | e_k \rangle \langle e_k | \quad E_k \sim \text{Uniform}([-m/2, m/2]). \tag{69}
\]

So \( [H, U] = 0 \) follows by construction. The choice of the uniform distribution for the eigenvalues \( E_k \) is arbitrary, it simply serves to ensure that the typical level spacing—and hence the typical frequency of the coherent oscillations—is independent of the system size \( N \). We sample \( A \) from the Wishart ensemble, see (33) and (54), but must take the constraint \( D = U^\dagger A U \) into account. When focusing on the regime of \( \lambda \ll 1 \) in figure 2, we observe a similar trend as for figure 1. However, once we approach \( \lambda \gg 1 \), we observe that, indeed, \( J \approx J_{\text{max}} \) for all realisations.

\[8\] The Haar measure may be interpreted as the uniform distribution over the set of unitary matrices.
The fact that the bound (50) can be saturated in the regime of dominantly coherent dynamics, \( \lambda \gg 1 \), can be understood in a straightforward way: on the one hand, the rates with which the reservoirs couple to the system set time scales for particle exchange, which also governs the bound (50). On the other hand, however, coherent time scales, set by the Hamiltonian, determine how the particles explore the various modes inside the system. Therefore, if these coherent time scales are too slow, particles will linger in the modes where they entered the system where they block the path for additional particles due to Pauli’s exclusion principle. Hence, the limit \( \lambda \gg 1 \), guarantees fast redistribution of particles within the system, and, in addition, the design principle (58) and (57) guarantees a balance between input and output channels, such that particles can be extracted efficiently. In general, however, interference effects, incorporated in the fact that \( A, D, \) and \( H \) do not commute, make this naive picture more complicated. This is precisely why a mathematically rigorous treatment is important and non-trivial.

Furthermore, we stress that this discussion makes statements on the current \( J \) (51) relative to the bound \( J_{\text{max}} \) (50). However, the maximal current \( J_{\text{max}} \) itself depends on the absorption and dissipation channels (as governed by operators \( A \) and \( D \)). Therefore, when we rescale these parameters as \( A \to \gamma A \) and \( D \to \gamma D \), it directly follows, from expression (50), that \( J_{\text{max}} \to \gamma J_{\text{max}} \). The results of figure 2 imply that for any such value of \( \gamma \), the current \( J \) (51) can be optimised, for \( \lambda \gg \gamma \), by appropriately designing the system according to (58) and (57). However, because the value of the bound increases with \( \gamma \), it is conceivable that a large value of \( \gamma \) (and thus large rates of particle exchange between system and reservoirs) can lead to large currents, even for slow coherent time scales, i.e., \( \lambda < \gamma \). This hypothesis is, indeed, confirmed in figure 3. We can define the current \( J_\gamma \) which results from rescaling \( A \to \gamma A \) and \( D \to \gamma D \):

\[
J_\gamma = 4 \int_0^\infty ds \, \text{tr}(\gamma D \, e^{-(\gamma - \gamma_0^\text{P}) s} \gamma A \, e^{i(\gamma H - \gamma_0^\text{P}) s}).
\] (70)

Figure 3 shows how the current (in units which are fixed by the Hamiltonian’s mean-level spacing) scales as a function of the rescaling parameter \( \gamma \). The Hamiltonians are generated following (52) and (69), for fully random and designed Hamiltonians, respectively. For the fully random systems, a single set of input and output channels, represented by \( A \) and \( D \), respectively, is randomly chosen according to (53) and kept fixed. In the simulation of the designed systems we fix only \( A \) and generate \( D \) according to (58).

In figure 3 we see that typically the current increases when we increase the incoherent rates for particle exchange (by varying \( \gamma \)). However, we also observe that the bound is tighter in the regime of dominantly coherent dynamics as given by \( \gamma \ll 1 \). In this regime, the designed systems give rise to optimal transport by saturating the bound, whereas we see fluctuations in the full random systems (see inset in figure 3). It must be noted that the double logarithmic scale of the plot masks these fluctuations.

Up to this point, we studied systems which contain a finite number of particles at all times. The strength of the C*-algebraic treatment and the formulation of the model in terms of a general CAR is the possibility to extend the setting to systems with an infinite number of degrees of freedom. In the following section, we consider systems that require a technical treatment based on current densities. We prove a generalisation of the bound (50) to a class of shift-invariant systems as commonly encountered in theoretical solid-state physics.
5. The quantum ribbon

Above we focused on systems with a finite dimensional mode space, which excludes models with a translational invariance in some spatial directions. The latter situation requires to perform a thermodynamic limit, i.e., we first have to consider a finite subsystem, and subsequently perform a limiting procedure where the size of the system tends to infinity while the particle density remains finite. We now consider such a model situation, with some inspiration from

The specific system under consideration is a ribbon: a 2D system with translation invariance in one direction, and finite width in the orthogonal dimension. We assume that the system is accurately described by a tight-binding model and therefore the single-particle Hilbert space is given by a discrete lattice $\mathbb{Z}^d$, where $d$ quantifies the finite width of the lattice. For $k \in \mathbb{Z}$ we denote by $I[k]$ the sequence in $l^2(\mathbb{Z})$ with 1 at place $k$ and 0 everywhere else. The mode space of our system can then also be seen as $\bigoplus_{k \in \mathbb{Z}} I[k] \otimes \mathbb{C}^d$ with the one-step shift along the ribbon given by $I[k] \otimes \psi \mapsto I[k+1] \otimes \psi$.

5.1. Shift-invariance

Let us first focus on the space $l^2(\mathbb{Z})$. The Fourier transform $F : l^2(\mathbb{Z}) \rightarrow l^2([0, 2\pi])$ can be defined through its action on the indicator functions $I[k] \in l^2(\mathbb{Z})$:

$$ F I[k] = \varphi_k, \quad \text{with} \quad \varphi_k(x) = e^{ikx}. $$

A bounded operator operator $A$ on $l^2(\mathbb{Z})$ is shift-invariant if and only if $A = F^{-1} M_k F$. Here

$$ (M_k \psi)(x) = \xi(x) \psi(x), \quad \psi \in l^2([0, 2\pi]) $$

---

Figure 3. Scatter plot of the stationary current $J_\gamma$ in units of the mean-level spacing of the Hamiltonian. The variable $\gamma$ determines the incoherent time scales. For each data point $\log_{10} \gamma$ is randomly chosen from the interval $[-5, 5]$. Data points are compared to the upper bound $I_{\text{max}}$ (red line, 50). Both fully random and designed systems are shown. In each case, an inset shows the fluctuations of the currents $J_\gamma$ as compared to the bound, by zooming in on the parameter range $\gamma \in [0.001, 0.01]$. Hamiltonians and channels are generated as follows: fully random systems (top): for each realisation, the Hamiltonian $H$ in (70) is chosen from the GOE (52) with typical coupling $\sqrt{v/m}$ between modes, with $v = 1$, and mode number $m = 10$. A single set of channels (23) $A$ and $D$ in (70) are drawn from a Wishart ensemble (53) with $m_A = 5$ and $m_D = 10$, and remain fixed for all realisations. Designed systems (bottom): each realisation of the Hamiltonian $H$ in (70) is generated according to (69) with mode number $m = 10$ and random symmetry operator $U$ from the Haar measure (75). A single absorption operator $A$ (23) in (31) is drawn from a Wishart ensemble (53) with $m_A = 10$, which is kept fixed for all realisations. The dissipation operator $D$ is determined by the condition (58).
and \( \hat{a} \in L^\infty ([0, 2\pi]) \). Therefore a bounded shift-invariant operator on \( L^2 ([0, 2\pi]) \) corresponds to a multiplication operator on \( \mathbb{C} \) by a bounded function on \([0, 2\pi] \). Hermitian operators correspond hereby to real-valued functions and positive semi-definite operators to non-negative functions.

This can straightforwardly be generalised to \( \mathcal{H} = \mathcal{F} (\mathbb{Z}) \otimes \mathbb{C}^d \); we say that a bounded operator \( X \) on \( \mathcal{F} (\mathbb{Z}) \otimes \mathbb{C}^d \) is translation-invariant along the ribbon iff \( X = (\mathcal{F}^{-1} \otimes 1)M \tilde{X} (F \otimes 1) \), where \( \tilde{X} : [0, 2\pi) \rightarrow \mathcal{M}_d \) is a bounded matrix-valued function. If we now denote \( e_{k,i} = \mathbf{1}_{(k)} \otimes e_i \), with \( \{ e_i \} \) the standard basis in \( \mathbb{C}^d \), we may write that

\[
\langle e_{k',i'}, X e_{k,i} \rangle = \frac{1}{2\pi} \int_0^{2\pi} dx \langle e_{k',} \tilde{X} (x) e_i \rangle e^{-i(k'-k)x}. \tag{73}
\]

It also follows that, for two shift-invariant operators \( X \) and \( Y \),

\[
XY = (\mathcal{F}^{-1} \otimes 1)M \tilde{X} \tilde{Y} (F \otimes 1). \tag{74}
\]

It is useful to generalise (73) to the case where \( \tilde{X} : [0, 2\pi) \rightarrow \mathcal{M}_d \) is integrable. In general, such a choice leads to an unbounded \( X \).

To discuss currents, we are confronted with the problem that the global number operator \( N \), which counts the number of fermions on the ribbon, is not an element in the CAR algebra over \( \mathcal{F} (\mathbb{Z}) \otimes \mathbb{C}^d \). In fact, \( \hat{A} \) does not contain any shift-invariant elements except for the multiples of \( \mathbf{1} \). Shift-invariant elements are introduced by their local restrictions on finite subsets \( \Lambda \subset \mathbb{Z} \) of the ribbon. To construct these local restriction, we define the appropriate projectors

\[
P_\Lambda := \sum_{p \in \Lambda} \{ 1_p \} \langle 1_p | \otimes \mathbf{1}. \tag{75}
\]

We can now consider the \( \Lambda \)-restriction \( \Gamma (P_\Lambda X P_\Lambda) \) of \( \Gamma (X) \), which is a bona fide element of the algebra. Translation-invariance manifests itself by \( \Gamma (P_{\Lambda + 1} X P_{\Lambda + 1}) \) being the one-step shift of \( \Gamma (P_\Lambda X P_\Lambda) \). The global number operator corresponds to the choice \( \tilde{X} (x) = 1 \) for \( x \in [0, 2\pi) \) and its restriction to \( \Lambda \) is just the number operator for the mode space \( \mathcal{F} (\Lambda) \otimes \mathbb{C}^d \), i.e., it counts the number of fermions on the compact domain defined by the restriction \( \Lambda \).

Suppose that a shift-invariant \( 0 \leq Q \leq \mathbf{1} \) determines the one-particle expectations (13) and that \( X \) defines a shift-invariant one-particle observable as above. Both \( Q \) and \( X \) are determined by matrix-valued functions \( \tilde{Q} \) and \( \tilde{X} \) on \([0, 2\pi) \) that satisfy the requirements that \( 0 \leq \tilde{Q} \leq 1 \) and \( \tilde{X} \) be real-valued and integrable. We can now consider the expectation of the density of \( \Gamma (X) \) in a specific state \( \omega_Q \) where we rewrite henceforth \( P_k := P_{\{1, \ldots, n\}} \)

\[
\tilde{x}(\omega_Q) = \lim_{n \rightarrow \infty} \frac{1}{n} \omega_Q (\Gamma (P_k X P_k)), \tag{76}
\]

where we introduce the \( \sim \) to refer to densities in the system. Because of translation-invariance, there is no problem in fixing the leftmost site of the interval at 1. A small computation, similar to the type of computations used in proving Szegö’s theorem [78], yields

\[
\tilde{x}(\omega_Q) = \frac{1}{2\pi} \int_0^{2\pi} dx \ tr e^{i\tilde{x} (x)} \tilde{Q} (x). \tag{77}
\]

### 5.2. Currents in the quantum ribbon

The bound (50) on the fermionic current nicely fits with shift-invariance. For shift-invariant \( H, A, \) and \( D \), both sides of the bound scale linearly with the length of the sub-interval on the ribbon that we consider. It then suffices to renormalise the inequality to obtain an analogous bound for densities.

The dynamics is a priori similar to the dynamics generated by (23), although we now specifically focus on the situation where \( H, A, \) and \( D \) are shift-invariant operators. We can simply repeat the arguments from section 2.5 above and obtain that in the long-time limit any state asymptotically converges to a shift-invariant state determined by the matrix-valued function

\[
x \mapsto \tilde{Q} _{\text{NESS}} (x) = 2 \int_0^{\infty} ds \ e^{i(x - it(x))} e^{-i(x - it(x))}. \tag{78}
\]

The particle density \( \rho (\omega) \) for a translation-invariant state determined by \( \tilde{Q} \) (77) is given by

\[
\rho (\omega) = \frac{1}{2\pi} \int_0^{2\pi} dx \ tr e^{i\tilde{x} (x)} (\tilde{Q} (x)). \tag{79}
\]

Note that in our dynamical system we are typically dealing with a particle density \( \rho (\omega) \) that changes over time.

9 The integrability of a matrix-valued function can be understood in a component-wise way.
We start by considering the evolution of the local number operator \( N = P_n \), which is described by (23):

\[
\frac{d}{dt} (N_t) = i \{ [H, P_n] - \{ A + D, P_n \} + 2 \text{tr}(P_AR_t) \} \tag{80}
\]

such that

\[
\frac{d}{dt} \omega(\Gamma(P_n)) = \text{tr}([H, P_n]Q) - \text{tr}(\{ A + D, P_n \} Q) + 2 \text{tr}(P_n AR_n) - \text{tr}(P_n [Q, A + D] P_n) + 2 \text{tr}(P_n AR_n) \tag{81}
\]

Note that, because \( P_n \) is a projector, (14) yields \( \omega(\Gamma(P_n)) = \text{tr}(P_n Q P_n) \), and that (74) implies that commutators and anti-commutators of shift-invariant operators are again shift-invariant. Therefore, we may use (77) and evaluate

\[
\int_0^{2\pi} \omega(\text{NESS}) = 0 \tag{83}
\]

and we therefore define the current density as

\[
\tilde{j} = \frac{1}{\pi d} \int_0^{2\pi} \text{dx} \text{tr}_{\mathcal{C}^\gamma} [\tilde{D}(x) \tilde{Q}(x)] = \frac{1}{\pi d} \int_0^{2\pi} \text{dx} \text{tr}_{\mathcal{C}^\gamma} [\tilde{A}(x)(1 - \tilde{Q}(x))] \tag{84}
\]

For every \( x \in [0, 2\pi] \), we can apply (44) to find

\[
(\text{tr}_{\mathcal{C}^\gamma} \tilde{A}(x))^2 \leq \text{tr}_{\mathcal{C}^\gamma} \tilde{A}(x) - \text{tr}_{\mathcal{C}^\gamma} [\tilde{A}(x)(1 - \tilde{Q}(x))] \text{tr}_{\mathcal{C}^\gamma} \tilde{A}(x) + \tilde{D}(x) \tag{85}
\]

which can be rewritten and integrated to obtain

\[
\tilde{j} \leq \frac{1}{\pi d} \int_0^{2\pi} \text{dx} \frac{\text{tr}_{\mathcal{C}^\gamma} \tilde{A}(x) \text{tr}_{\mathcal{C}^\gamma} \tilde{D}(x)}{\text{tr}_{\mathcal{C}^\gamma} \tilde{A}(x) + \text{tr}_{\mathcal{C}^\gamma} \tilde{D}(x)} \tag{86}
\]

as a universal upper bound for the fermionic current across the quantum ribbon.

### 6. Bosonic systems

Throughout the preceding parts of this contribution, we focused on systems of non-interacting fermions. Our methods are, however, also applicable to systems of non-interacting bosons. In this scenario, we must consider additional technical details related to the algebra of canonical commutation relations (CCR) [45, 50, 79]. One technical issue is that, for infinite dimensional mode spaces \( \mathcal{H} \), the bosonic algebra only allows us to define creation and annihilation operators in a representation dependent way. Another technical issue is that, even for finite dimensional \( \mathcal{H} \), states are not necessarily given by a density matrix on Fock space. Therefore, we here deliberately focus on systems with a finite number of particles, such that we remain in the Fock representation at all times.

The bosonic Fock space is defined (quite analogous to (1) and (3)) as

\[
\Gamma^b(\mathcal{H}) := \mathcal{C} \otimes \mathcal{H} \otimes \mathcal{H}^{(2)} \otimes \mathcal{H}^{(3)} \otimes \cdots \tag{87}
\]

with

\[
\mathcal{H}^{(n)} = \mathcal{H} \otimes \mathcal{H} \otimes \cdots \otimes \mathcal{H}_{\text{sym}}. \tag{88}
\]

The CCR can now we written in terms of non-local creation and annihilation operators \( b^\dagger(\varphi) \) and \( b(\varphi) \) which act on ‘Slater permanents’ in a similar fashion as (4) and (5). These unbounded operators on \( \Gamma^b(\mathcal{H}) \) satisfy CCR:

\[
\psi \in \mathcal{H} \mapsto b^\dagger(\psi) \quad \text{is } \mathcal{C}-\text{linear}, \quad [b(\varphi), b^\dagger(\psi)] = \langle \varphi, \psi \rangle 1 \quad \text{and} \quad [b(\varphi), b(\psi)] = 0. \tag{89}
\]

In analogy to the fermionic case, we describe our dynamics in terms of the phenomenological master equation\(^{10}\)

\[\text{We define this equation for all linear operators on Fock space, a set which we denote Lin}(\Gamma(\mathcal{H})).\]
\[ \frac{d}{dt} X = \mathcal{D}(X) = -i[\Gamma(H), X] + \mathcal{D}^b(X) + \mathcal{D}^d(X), \quad \text{for all } X \in \text{Lin}(\Gamma(\mathcal{H})), \]

with \[ \mathcal{D}^b(X) = \sum_i L_i^b dX_i + \frac{1}{2} \left[ L_i^b X_i^{\dagger b} + X_i^{\dagger b} L_i^b, X \right], \]

and, in analogy to (19)–(21) we choose \( L_i^d = \sqrt{\gamma_i} b(\delta_i) \) and \( L_i^a = \sqrt{\gamma_i^a} b^\dagger(\alpha_i) \). Again, \( \{ \delta_i \in \mathcal{H} \} \) denote the single-particle state vectors in which particles are absorbed into the system, whereas \( \{ \alpha_i \in \mathcal{H} \} \) denote the single-particle state vectors from which particles are dissipated out of the system. Because the creation and annihilation operators are unbounded, it remains to verify that this leads to a valid dynamical map, i.e., that it fulfills the conditions (16) and maps elements of the algebra onto other elements of the algebra. To do so, we evaluate

\[ \mathcal{D}(b^\dagger(\varphi)b(\psi)) = b^\dagger((iH - P)\varphi)b(\psi) + b^\dagger(\varphi)b((iH - P)\psi) + 2\langle \varphi, A\psi \rangle 1, \]

where the bosonic \( P \) is defined as

\[ P := D - A, \]

with \( A \) and \( D \) as in (23). A fundamental difference between the fermionic and bosonic case is that the bosonic \( P \) in (93) is not necessarily a positive semi-definite operator on the single-particle space.

We use (92) to evaluate the dynamics of a general single-particle observable

\[ \Gamma^b(B) = \sum_{i,j} \langle \eta_i, B\eta_j \rangle b^\dagger(\eta_i)b(\eta_j), \]

where \( \{ \eta_i \} \) forms an orthonormal basis of the single-particle Hilbert space \( \mathcal{H} \). Straightforward integration of (91) leads to

\[ \Lambda_t(\Gamma^b(B)) = \Gamma^b(e^{i(H-P)t})B(e^{-(iH-P)t}) + \text{tr} \left( \int_0^t ds 2Ae^{i(H-P)s}Be^{-(iH-P)s} \right) 1. \]

We now observe that the case where \( P \) is not positive semi-definite can lead to severe problems because it typically does not allow for the system to remain contained within the Fock representation at all times. This can be understood by assessing the time evolution of the particle number expectation value. We consider systems which are initially local with respect to the Fock representation, therefore the state is given by a density matrix \( \rho \) which acts on \( \Gamma^b(\mathcal{H}) \) and

\[ \langle N \rangle_\rho = \text{tr} \{ \rho \Gamma^b(1) \} < \infty. \]

However, when \( P \) is not positive semi-definite, for generic \( \rho \) the asymptotic particle number is given by

\[ \lim_{t \to \infty} \text{tr} \{ \rho \Lambda_t(\Gamma^b(1)) \} = \infty. \]

and thus diverges in the long-time limit. Physically this means that the system is unstable and never reaches a steady state. Therefore, we must impose that

\[ D \geq A, \]

and therefore \( P \geq 0 \), to ensure that the system remain confined to Fock space for all times. This implies that systems of non-interacting bosons which absorb particles from an external reservoir require a sufficient (as quantified by (98)) amount of dissipation to ensure the existence of a well-defined NESS.

Having imposed condition (98), we find that the solutions to the bosonic and fermionic equations of motion, (95) and (24), respectively, are very similar, such that the same analysis as above can be repeated. The bosonic continuity equation is the same as the fermionic one when we write it in terms of \( P \) in the NESS we find

\[ 2\text{tr}PQ_{\text{NESS}} = 2\text{tr}A. \]

However, the definition of \( P \) has changed, so that the following balance equation between incoming and outflowing currents holds:

\[ 2\text{tr}(A(1 + Q_{\text{NESS}})) = 2\text{tr}(DQ_{\text{NESS}}). \]

This implies that we can still describe the current flowing through the system as \( J := 2\text{tr}(DQ_{\text{NESS}}) \).

Remarkably, this definition of the current, together with (98), implies that we can next precisely follow the steps (36)–(48) of the proof for the fermionic bound. However, in (49) we did employ the explicit form of the continuity equation, and therefore this step differs from the present bosonic case. We now find that

\[ 11 \text{ What is quite obvious from a physical point of view, think, e.g., of a micro-maser scenario [80] where a single quantised mode of the radiation field is pumped by a sequence of two-level atoms which enter the resonator in the excited state and interact resonantly with the resonator mode. The steady state is then defined by an equilibrium of gain and loss (damping) of the resonator mode. Note, however, that in this paradigmatic realisation the effective pump rate depends nonlinearly on the occupation number of the resonator mode.} \]
which implies

\[ (\text{tr}A)^2 \leq (J/2 - \text{tr}A)\text{tr}P, \]  

which implies

\[ \text{tr}A(\text{tr}A + \text{tr}P) \leq \frac{J}{2}\text{tr}P \]  

and therefore

\[ J \geq \frac{2\text{tr}A\text{tr}D}{\text{tr}(D - A)} = J_{\text{min}} \]  

The inequality (103) is remarkable because its derivation is largely analogous to that for the fermionic case, but it ultimately produces a very different phenomenology: there is no upper bound for bosonic currents in the NESS. However, bosonic currents are always stronger than a given quantity \( J_{\text{min}} \) which is set by the channels. In systems where \( A \) comes close to \( D \), while respecting (98), we see that the rate at which particles stream through the system can become arbitrarily large.

Finally, we numerically scrutinize the lower bound (103). These results shown in figure 4 are obtained through evaluation of the exact expression for \( J \):

\[ J = 4 \int_0^\infty ds \text{tr} \{ e^{-i(\lambda H - P)s}Ae^{i(\lambda H - P)s}D \}, \]  

where \( P \) is given by (93). The parameter \( \lambda \) serves the same purpose as in (51) and figures 1 and 2, and the simulations are performed in a similar fashion as for figure 1: the value \( \lambda \) is chosen randomly in a way such that \( \log_{10}\lambda \) is uniformly distributed, whereas the Hamiltonians are sampled from the GOE (52). The choice of \( A \) and \( D \) is more subtle because of condition (98). To satisfy this constraint, we rather choose \( P \) and \( A \) from the Wishart ensemble (53) to subsequently determine \( D = P + A \).

The results in figure 4 confirm the prediction by the lower bound (103) and show a drastically different behaviour compared to the fermionic case of figure 1. These results can be understood as a manifestation of quantum statistics. However, bosons do not disturb each other statistically when they start piling up (as happens when \( \text{tr}(D - A) \approx 0 \)). Where the fermionic ‘repulsion’ is often more important than the particle interaction, this is not the case for bosons. Hence, the assumption of absence of interactions for bosons is rather more stringent than it is for fermions. Therefore, one should be careful when interpreting these bosonic results when \( \text{tr}(D - A) \) is small and particle densities become high.

7. Conclusions

We described many-fermion and many-boson systems in which particles are incoherently pumped in and dissipated from the system, such that the total dynamics can be considered to be Markovian (memoryless). We prove that, in the absence of interactions between particles, the total particle current across the system exhibits
universal properties in the stationary state: we could derive an upper bound (50) for fermionic currents, and, under some additional conditions which prevent the system from unlimited heating, a lower bound (103) for bosonic currents. Remarkably, both bounds are independent of the specific potential landscape the particles are transmitted through.

Numerically, we showed that, though counterintuitive, the bounds are typically sharp in the regime where the coherent dynamics’ frequencies are high compared to the incoherent rates which determine the time scales of the reservoir coupling. This also led us to design Hamiltonians, as generators of the coherent dynamics, which saturate the bound in the limit where coherent dynamics is dominant. We proved that, in this limit, very general symmetry properties imposed onto the Hamiltonian suffice to achieve our goal. More specifically, we considered a unitary operator that commutes with the Hamiltonian and maps channels which connect the incoming reservoirs to the system onto channels which connect the system to the outgoing reservoirs. With these design principles, we can saturate our upper bound for fermionic currents. We note that the centro-symmetry [81–84], discussed in the context of optimal transport, is a special case of our present design principle. Hence, this work also improves the understanding of how such symmetries enhance quantum transport.

Our results offer a starting point for the investigation of several new questions, ranging from the relation of the here presented results to the Landauer formalism [2, 85] to applications, e.g., in the quantum transport theory of disordered systems [86–88] or in the quantum statistics of non-equilibrium dynamical processes [89, 90]. On a more fundamental level, the natural next steps are to investigate [91] how particle-interactions or other general sources of dephasing [9, 10] impact the here derived universal bounds. In addition, it is a natural question to wonder what happens when the assumption of Markovian dynamics breaks down, e.g., it was recently shown [92], for a non-equilibrium spin-boson model, that the current is optimal for an intermediate coupling between system and reservoirs.
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