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**SUMMARY** An efficient Feature selection strategy is important in the dimension reduction of data. Extensive existing research efforts could be summarized into three classes: Filter method, Wrapper method, and Embedded method. In this work, we propose an integrated two-stage feature extraction method, referred to as FWS, which combines Filter and Wrapper method to efficiently extract important features in an innovative hybrid mode. FWS conducts the first level of selection to filter out non-related features using correlation analysis and the second level selection to find out the near-optimal sub set that capturing valuable discrete features by evaluating the performance of predictive model trained on such sub set. Compared with the technologies such as mRMR and Relief-F, FWS significantly improves the detection performance through an integrated optimization strategy. Results show the performance superiority of the proposed solution over several well-known methods for feature selection.
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1. **Introduction**

With the rapid development of artificial intelligent based applications such as sales prediction, Natural Language Processing (NLP), medical system and other domains [1]–[5], applications such as sales prediction, Natural Language Processing (NLP), medical system and other domains [1]–[5], building a robust predictive model using noisy data in a huge volume is a challenging task and of great importance to various domains. In general, the quality of data and features determines the upper bound of the performance of corresponding model trained on it. Predictive models are designed to approximate such upper bound by tuning its hyper parameters. However, considering the curse of dimension, high dimensional noisy data with unknown unrelated and redundant features could pose unforeseeable impact on the performance of prediction models. Hence, design an efficient strategy to perform dimension reduction [6], [7] is of great importance to build a robust machine learning model. How to select out features (Feature selection) is one of the fundamental problems in machine learning which could be described as designing a methodology to extract most significant sub set of features [8], and in the same time, quickly reduce the massive data by compressing the full feature spaces and improve the performance of corresponding models/algorithms trained on such subset.

Several feature selection methods exemplified by filter mode customize an evaluation metric for the relation of feature vector to response vector. In filter mode based strategy, the key idea is to define a generalizable score function, the corresponding score of each feature vector against response vector is calculated, and make the final decision based on setting a threshold of the score. Another line of research efforts could be categorized as model dependent algorithms, including wrapper method and embedded method, which aiming at choosing a sub set of features that contributes the most to the predictive model. The wrapper method select features by evaluating the performance of predictive model trained on such sub set. Embedded methods, in general, for example LASSO based method, select features while the model is being created. These traditional methods have won a good reputation with a satisfactory performance but are generally causing huge information loss and very computational expensive due to the complexity of data structure and volume of feature size. For example, in the filter mode, influence of features are evaluated separately and the combined effects of features are ignored.

In this paper, we propose an integrated solution, referred to as FWS, to perform the feature selection through combining filter mode and wrapper mode in a novel way. FWS conducts the first level of selection, where the covariance within original feature space and feature space to response vector are evaluated, to filter out non-related features by thresholding the score of correlation evaluation metric, and the second level selection that aiming to find the approximate optimal sub set that capturing valuable features by evaluating the performance of predicting model based on such random selected sub set. Compared with traditional feature selection methods, FWS significantly reduces the computation complexity and improves the detection performance through an integrated optimization strategy. Extensive simulation results illustrate the performance superiority of the proposed integrated solution over several commonly used methods for feature selection in practice.

The rest of this paper is organized as follows. Section 2 conducts a survey of related work. Section 3 proposes the FWS detection method with the integration of sensor deployment and data fusion. Section 4 evaluates the performance of FWS through simulations. Section 5 concludes
our work.

2. Related Work

Feature selection is one of the most important problems in machine learning. In dealing with data set with large number of features that containing meaningless or irrelevant features, it is, often times, advantageous to design a feature selection algorithm to extract a subset of features to improve the performance of the predictive models. Existing feature selection methodologies could be mapped into three classes: Filter method, Wrapper method, Embedded method. Under the category of filter mode, Kiral [9] proposed an euclidean distance based feature extraction method, referred as Relief and further carry out Relief-F [10] to address multi-classification problem. Robnik [11] summarize the effectiveness of hyper parameters to the performance of Relief based models by running extensive experiments. Despite of the high accuracy the relief based models have achieved, such models randomly sample data from original data set as training data which add randomness into model building and hence may result in a sub-optimal model. To address such drawback, Liu [12] integrated sampling algorithm with Relief and achieved comparable accuracy using partial data compared with using entire data set. Qian [13] proposed a consistency metric based theoretical framework, referred as Positive Approximation, which can accelerate the speed of extraction of feature subsets, but the performance of the model is not improved. Peng [14] proposed a minimum redundancy maximization correlation method (mRMR), which selects most relevant and least redundant features by evaluating the correlation between features and response vectors and the degree of redundancy between different features. In the category of Wapper mode, Jarvis [4] employ the genetic algorithm to the decision of feature extraction over the Fourier transformed infrared spectral data, and the predictive model trained with such subset achieved high performance. Huang [15] and Cai [16] used information theory to extract feature subsets and significantly improved the performance of the predictive model. In the category of Embedded mode, Quilan [17] proposed a decision tree based algorithm. Feature selection and predictive model building will accomplish in the same time, since during the node splitting process of building decision tree, the information gain of each feature will be calculated and further used to select features. Guyon [18] designed a SVM based feature selection model, referred to as $SVM – REF$, which utilize the hyper parameters of SVM, such method has been widely used in the field of genetic representation learning. Besides from traditional model that focus on exploiting single methodology, another research line conforming to hybrid design has also been well studied. Li [17] proposed a method to concatenate Filter mode and Wrapper mode to filter out potential relevant features using information gain of each features and then use improved binary particle swarm optimization as a wrapper approach to select subset of features to train predictive model. Our work differs from the aforementioned efforts in that we state the rational behind the integration and propose an innovative methodology to construct a robust framework.

3. Hybrid Feature Selection Framework

We propose a two-stage hybrid solution, referred to as FWS, which integrates filter mode and wrapper mode for the objective of selecting influential features. We first present the overall structure of FWS, then detail the design and rational behind the choice of methods for filter mode and wrapper mode.

3.1 Design of FWS

Filter mode based strategies are widely adopted to feature selection due to the calculation efficiency. However, it limits to measuring only the influence of continuous variables. On the other hand, wrapper mode based methodologies utilize the performance of predictive model at cost of high computational complexity. We proposed a new method that integrate the merits of filter mode and wrapper mode to take into account the affects of continuous features, discrete features, combined features in the same time. Our feature selection framework can be divided into two stages as shown in Fig. 1. In the first stage: We utilize the filter mode to perform first level feature extraction to improve the calculation efficiency. More specifically, we measure both the standard deviation and the Pearson correlation coefficient to evaluate the divergence and relevance of single continuous features and redundancy within features, which in turn improve extraction efficiency and reduce the dimensionality. In the second stage: Based on the selection result of filter stage, we concatenate the wrapper mode to improve the extraction accuracy. In particular, we repeatedly select a sub set of features for predefined number of iterations, and comparing the performance of predictive models including K-nearest neighbour (KNN) and Linear regression that trained on each subset, and output the final decision with highest accuracy.

In this paper, the experimental results are compared with the existing models, and the results show that the algorithm is having a demonstrable effect on feature extraction. Therefore, the proposed algorithm is innovative.

3.2 Designation of First Stage Feature Selection

We propose to utilize standard deviation and Pearson correlation coefficient as our filter methods as shown in Fig. 2. Implementation details are list as follows:

3.2.1 Standard Deviation Measurements

In this step, we filter out less informative features by thresholding the standard deviation of each feature. The standard deviation is calculated as:
ux = \sum_{i=1}^{n} X_i / n, \tag{1}

S^2 = \frac{\sum_{i=1}^{n} (X_i - ux)^2}{n}, \tag{2}

3.2.2 Pearson Correlation Coefficient Measurements

In this step, we first filter out less relevant features by thresholding the Pearson value between features and response vector Pfi. We then eliminate the redundant features by thresholding the Pearson value of each pair of feature Pff. The P value is calculated as:

cov(X, Y) = \frac{\sum_{i=1}^{n} (X_i - ux)(Y_i - uy)}{n - 1}, \tag{3}

P_{X,Y} = \frac{cov(X, Y)}{\theta_X \theta_Y}, \tag{4}
3.2.3 Normalization

In this step, we perform normalization to balance the feature importance.

3.3 Designation of Second Stage Feature Selection

In this stage, we further prune potential unrelated features by deploying wrapper mode. As shown in Fig. 3, we first set the upper bound for size of feature subset as $F_{max}$, where $F_{max} = 30$ if number of overall features $FS$ is greater than 100, otherwise $F_{max}$ equals to $\alpha \times FS$, $1/3 \leq \alpha \leq 1/2$. Instead of performing brute force search, we then set the termination condition of iteration trail as a finite number $T$ and adopt heuristic algorithm to select subset for each iteration, which help us find the near optima result. We finally propose to use KNN and linear regression to server as classifier and regressor in the wrapper mode correspondingly. The merits of such designation are two-fold: i) over fitting avoidance: we limited the number of features selected out from original feature space. ii) computation efficiency: instead of brute force search, we set the termination condition of iteration trail as a finite number $T$ and adopt heuristic algorithm to select subset, which help us find the near optima subset in limited iterations.

3.4 Merged Framework

We then propose an innovative method to merge filter mode and wrapper mode as shown in Fig. 4. The key steps of the proposed FWS framework are provides in Alg. 2.

In step 1, we initialize the standard deviation $SD$ threshold as $V$, constant $v$ to determine the increasing step size of $SD$ and $p$ to control the increasing step size of Pearson value. And initialize Pearson thresholds $P_{ff}$ and $P_{fr}$, a constant $T$ as iteration number to limit the sampling times.

In step 2, we filter out less important features by measuring the value of $SD$.

In step 3, we drop out less related features by calculating the Pearson value of each features and response vector, and comparing it with predefined threshold.

In step 4, we further remove redundant features by calculating the Pearson value for each pair of features and comparing it with predefined threshold.

In step 5, we normalize the data set to avoid imbalance feature weight, and initialize iteration index $t$, optimal subset $H^*$ till current iteration, $S$ to store the score returned by regressor/classifier and $N$ to store the feature size.

In step 6, we perform stop-criteria check, if number of iterations exceeds our predefined value, we stop iterative searching and jump to step 11.

In step 7, we random sample feature subset $H$, and evaluate the score returned by predictive model.
Algorithm 1 FWS

Input: data set with features set \( \{X\} \) and response vector \( Y \)

Output: reduced data set with feature set \( \{X'\} \).

1: Initialize the SD threshold as \( V \), step size \( v \) and \( p \), Pearson thresholds \( P_{ff} \) and \( P_{ft} \), constant \( T \), \( X' = \phi \).
2: For each feature \( k \subseteq X \), compute standard deviation \( SD_k \) if \( SD_k < V \), \( X = X - k \).
3: Calculate the P value \( P_{ft} \) for each pair of features \( (i, Y) \), \( i \subseteq X \), if \( P_{ft} < P_{ft} \), \( X = X - i \).
4: Calculate the P value for each pair of features \( (j, m) \), \( j, m \subseteq X \), if \( P_{fj} < P_{fj} \), calculate \( p_{fj} \) and \( p_{jm} \), if \( p_{fj} > p_{jm} \), \( X = X - j \), else \( X = X - m \).
5: Normalize \( X \) and set \( t = 0 \), \( S = 0 \), \( N = 0 \), \( H' = \phi \).
6: if \( t > T \) go to step 11.
7: Random sample feature sub set \( H \) with size \( N \), compute the performance \( S_H \) of predictive model trained on \( H \).
8: if \( S_H > S \) and \( n < F_{max} \), go to step 10.
9: if \( S_H = S \) and \( n < N \) go to step 10, else: \( t = t + 1 \), go to step 6.
10: Update: \( t = 0 \), \( H' = H \), \( S = S_H \), \( N = n \).
11: if \( H' = \phi \): \( V = V + v \), \( P_{fj} = P_{fj} + p \), \( P_{ft} = P_{ft} - p \), go to step 2.
12: return \( H' \).

In step 8 and 9, we compare the score of current subset \( H \) with \( H' \), if predictor score of \( H \) outperforms \( H' \) and the size of \( H \) is less than threshold \( F_{max} \) or if score of \( H \) and \( H' \) are equal and feature size of \( H \) is smaller than \( H' \), we continue to next step. Otherwise, we increment the timer \( t \) with 1 and go to step 6.

In step 10, we reset the timer and replace \( H' \) with \( H \).

In step 11, if the optima set is empty we adjust the threshold and go to step 2. Otherwise, return the result.

4. Experimental Settings and Results

In this section, we first describe the experimental settings, then we derive a customized evaluation metric and further present prediction results using various machine learning models provided by scikit-learn library.

4.1 Experimental Settings

We set the threshold of standard deviation \( V = 10 \), P value threshold \( P_{fj} \) as 0.1 and \( P_{ff} \) as 0.9, step size \( v = 1 \), \( F_{max} = 7 \), iterations \( T = 100 \), classifier model as KNN and regression model as Linear Regression. We use machine learning models provided by scikit-learn with default setting. We deploy a 5-fold cross validation strategy that divide training dataset into five equal size dataset, and conducted 5 runs, for each run of the experiments, we select one part out as testing and remaining as training. We present the average performance of 5 runs.

4.2 Evaluation Metric

According to the existing research literature, the performance of the feature extraction algorithm is evaluated by the classification accuracy of the feature subset extracted by the feature extraction algorithm in the classification model. In order to systematically compare the performance of feature extraction algorithm, this paper defines \( Ave \), \( AvF \) and \( AEV \) as the evaluation criteria of feature extraction algorithm, and designs a customizable evaluation index as follow:

\[
AEV = \frac{Ave}{AvF},
\]
where $AEV$ represents the extraction efficiency of our framework, $Ave$ is the average prediction performance of our framework on several benchmark datasets and $AveF$ is the average size of features subtracted.

### 4.3 Data Set

To evaluate the robust of our integrated method, we sampled several datasets containing diversity categories of features from UCI [19] as shown in Table 1, a well known benchmark machine learning repository.

### 4.4 Model in Comparison

In the experiment, two classical feature extraction algorithms based on filter model, mRMR and Relief-F, are selected to compare with this algorithm. That is, the core idea of mRMR algorithm is to measure the maximum correlation between feature variables and predicted targets, and to predict the minimum redundancy between different features, while Relief-F is the representative of feature extraction algorithm in multi-classification problem, so this paper chooses to compare with these two algorithms.

#### 4.4.1 mRMR

The core idea of mRMR is to maximize the correlation between features and classification variables while minimizing the correlation between features. Metrics use Mutual information. Definition: given the probability density function of two random variables $X$ and $Y$ are $p(x)$, $p(y)$, and $p(x,y)$, then the mutual information is:

$$I(x; y) = \int \int p(x,y) \log \frac{p(x,y)}{p(x)p(y)} dx dy \quad (6)$$

Finally, the feature subset $S$ with $m$ features was found, which should meet the following two conditions:

1. Maximum relevance:

$$maxD(S, c), D = \frac{1}{|S|} \sum_{x_i \in S} I(x_i; c) \quad (7)$$

2. Minimum redundancy:

$$minR(S), R = \frac{1}{|S|^2} \sum_{x_i, x_j \in S} I(x_i; x_j) \quad (8)$$

#### 4.4.2 Relief-F

Relief-F is a feature weighting algorithm that assigns features different weights according to the relevance of each feature and category. When dealing with multiple types of problems, randomly takes a sample $R$ from the training sample set, then finds out the near Hits of $R$ from the sample set of the same category as $R$, and the near Misses of $R$ from the sample set of different categories of $R$. It updates the weight of each feature as follow:

$$W(A) = W(A) - \sum_{j=1}^{k} \text{diff}(A, R, H_j)/(mk)$$

$$+ \sum_{C_{class(R)}} \frac{p(C)}{1 - p(C_{class(R)})} \sum_{j=1}^{k} \text{diff}(A, R, M_j(C))/(mk) \quad (9)$$

In the above formula, $\text{diff}(A, R_1, R_2)$ represents the difference between sample $R_1$ and sample $R_2$ on feature $A$. $M$ represents the $j$th nearest neighbor sample in class $C$. As shown in the following formula:

$$\text{diff}(A, R_1, R_2) = \begin{cases} \frac{|R_1[A] - R_2[A]|}{\max(A) - \min(A)} & A \text{ is continuous} \\ 0 & A \text{ is discrete } R_1[A] = R_2[A] \\ 1 & A \text{ is discrete } R_1[A] \neq R_2[A] \end{cases} \quad (10)$$

The Relief-F algorithm execution process is as Algorithm 2.

#### Algorithm 2 Relief-F algorithm

**Input and parameters:** The training data set $\{D\}$, the number of sample sampling $\{m\}$, the threshold value of feature weight $\{o\}$, the number of nearest neighbor samples $\{k\}$.

**Output:** The feature weight $\{T\}$ of each feature.

1. Let all the feature weights be 0. $T$ is the empty set.
2. For i=1 to m do
   1) Pick a random sample R from D.
   2) Find $k$ nearest neighbors $H_j(j = 1, 2, \ldots, k)$ of R from the homogeneous sample set of R, and k nearest neighbors $M_j(C)$ from each heterogeneous sample set.
3. For A=1 to N All feature do
   $$W(A) = W(A) - \sum_{j=1}^{k} \text{diff}(A, R, H_j)/(mk)$$

$$+ \sum_{C_{class(R)}} \frac{p(C)}{1 - p(C_{class(R)})} \sum_{j=1}^{k} \text{diff}(A, R, M_j(C))/(mk)$$

#### 4.5 Results

Our performance evaluation includes two parts: i) compare the performance of the predictive models that adopting different feature selection strategies. ii) compare the performance of different features selection methods using custom evaluation metric.
4.5.1 Comparing Predict Accuracy

We first select Naive Bayes, K-Nearest Neighbours, Support Vector Machine (SVM) as our candidate evaluation predictive model and then compare the performance of these models that trained on subset features selected by our framework and other state-of-the-art methods. As we can see from Fig. 5, Fig. 6, Fig. 7, our framework obviously outperforms the traditional mRMR and Relief-F in all of the datasets and machine learning models.

As can be seen from figure 5, when the KNN algorithm classifier is used for performance comparison, the feature subset extracted by our framework has the highest classification accuracy in the corresponding data set.

Figure 6 shows the classification performance comparison using Naive Bayes classifier. It is found that in each different data set, the classification accuracy of the feature subset extracted by our framework in the corresponding data set is significantly higher than that of the other two feature extraction algorithms.

Figure 7 shows the classification performance comparison using SVM classifier. We can find that in Multi-feature zero data set and Multi-feature zero data set, the classification accuracy of the feature subset extracted by the two-stage extraction algorithm is more higher than the other two feature extraction algorithms.

4.5.2 Comparing Using Custom Metric

To further illustrate the superior of our framework, we compared the performance of different feature selection methods on our custom evaluation metric. As shown in Table 2, our framework has the maximum Ave and AEV compared to other methods.

As can be seen from the Table 2, in the process of feature selection, the AEV index of FWS is higher than that of mRMR and Relief-F methods, indicating that FWS can effectively obtain data features.

5. Conclusion

In this work, we summarize the pros and cons of wrapper mode and filter mode based feature selection strategy. And we then propose an integrated solution to merge the merits of these two modes. Experimental results show that our framework achieved significantly higher accuracy in comparison with several other state-of-the-art methods in terms of various performance evaluation criteria. This method can obtain the important features of the data more accurately, reduce the dimension of the data to a large extent, and facilitate the later data analysis. In the future work, feature selection methods other than mRMR and Relief-F methods will be considered to better be used for data dimensionality reduction.
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