ON THE LINK INVARIANTS FROM THE YOKONUMA–HECKE ALGEBRAS
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Abstract. In this paper we study properties of the Markov trace $\text{tr}_d$ and the specialized trace $\text{tr}_{d,D}$ on the Yokonuma–Hecke algebras, such as behaviour under inversion of a word, connected sums and mirror imaging. We then define invariants for framed, classical and singular links through the trace $\text{tr}_{d,D}$ and also invariants for transverse links through the trace $\text{tr}_d$. In order to compare the invariants for classical links with the Homflypt polynomial we develop computer programs and we evaluate them on several Homflypt-equivalent pairs of knots and links. Our computations lead to the result that these invariants are topologically equivalent to the Homflypt polynomial on knots. However, they do not demonstrate the same behaviour on links.

Introduction

In his pioneering work [Jo], V.F.R. Jones constructed the Homflypt polynomial $P(q, z)$, an isotopy invariant of classical knots and links, using the Iwahori–Hecke algebras $H_n(q)$, the Ocneanu trace $\tau$ and the natural surjection of the classical braid groups $B_n$ onto the algebras $H_n(q)$. In [JuLa2] the Yokonuma–Hecke algebras have been used for constructing framed knot and link invariants following the method of Jones.

The Yokonuma–Hecke algebra $Y_{d,n}(q)$ is a quotient of the framed braid group $F_n$ over a modular relation (Eq. 1.2) for the framing generators $t_j$ and a quadratic relation (Eq. 1.4) for the braiding generators $g_i$, which involves certain idempotents $e_i$ (Eq. 1.3). We note that for $d = 1$ the algebra $Y_{1,n}(q)$ coincides with the algebra $H_n(q)$. An appropriate inductive basis for $Y_{d,n}(q)$ and a Markov trace $\text{tr}_d$ constructed on $\bigcup_n Y_{d,n}(q)$ ([Ju], see Theorem 2.1) pointed at the construction of framed link invariants from these algebras. The trace $\text{tr}_d$ depends on parameter $z$ for the Markov property and parameters $x_1, \ldots, x_{d-1}$ for counting the framings. As it turned out, the trace $\text{tr}_d$ would re-scale to also respect negative stabilization only upon imposing the E–condition, which is equivalent to a non-linear system of equations involving the trace parameters $x_1, \ldots, x_{d-1}$ (Eq. 2.6) [JuLa2]. The complete set of solutions of the E–system was given by P. Gérardin (cf. Appendix of [JuLa2]) and he showed that they are parametrized by the non-empty subsets of $\mathbb{Z}/d\mathbb{Z}$. Then, specializing the trace parameters $x_1, \ldots, x_{d-1}$ to a solution of the E–system $(x_1, \ldots, x_{d-1})$ parametrized by the the subset $D$ of $\mathbb{Z}/d\mathbb{Z}$, we obtain the specialized trace $\text{tr}_{d,D}$ [ChLa]. Consequently, J. Juyumaya and S. Lambropoulou defined 2-variable invariants for framed knots and links [JuLa2]. Further, since the classical braid group $B_n$ embeds in the framed braid group $F_n$, classical links can be viewed as framed links with all framings zero. Thus, through the construction above we also obtain invariants for classical links [JuLa3]. Further, via an appropriate homomorphism from the singular
braid monoid to the Yokonuma–Hecke algebras, one can also define invariants for singular knots and links [JuLa4].

In this paper we adapt the constructions in [JuLa2, JuLa3, JuLa4] for defining invariants for framed, classical and singular knots and links respectively, which are denoted by \( \Phi_{d,D}, \Theta_{d,D} \) and \( \Psi_{d,D} \) respectively, using a different quadratic relation for the Yokonuma–Hecke algebra [ChPo]. Moreover, we construct invariants for transverse knots and links, for which no use of the E–condition is needed. Indeed, as we observe, the braid equivalence in the class of transverse knots and links requires only positive stabilization [OrSh, Wr], making the algebras \( Y_{d,n}(q) \) a natural algebraic companion. This leads to the construction of a \((d + 1)\)-variable transverse link invariant, \( M_d(q, z, x_1, \ldots, x_{d-1}) \), via the algebras \( Y_{d,n}(q) \) and the trace \( \text{tr}_d \) (see Theorem 4.14).

We focus now on the class of classical knots and links. The invariants of classical knots and links defined via the Yokonuma–Hecke algebras need to be compared with other known invariants, especially with the Homflypt polynomial \( P(q, z) \). The first result in this direction was obtained in [ChLa] where it was shown that these invariants coincide with the polynomial \( P(q, z) \) only when we are in the group algebra (\( q = \pm 1 \)) or when \( \text{tr}_d(e_i) = 1 \), which is equivalent to the solution of the E–system comprising the \( d \)-th roots of unity. Further, it was shown in [ChLa] that there is no algebra homomorphism between the Yokonuma–Hecke algebra and the Iwahori–Hecke algebras which respects the trace rules, except when \( \text{tr}_q(e_i) = 1 \). Moreover, it is very difficult to make a comparison of the invariants diagrammatically, since the skein relation of the framed link invariants [JuLa2, Proposition 7] has no topological meaning (see Figure 1) for the classical link invariants [JuLa3]. Yet, the classical link invariants may be topologically equivalent with the polynomial \( P \), in the sense that they do not distinguish more or less knot and link pairs. Computations were now required, but their complexity would increase drastically due to the appearance of the \( e_i \)'s in the quadratic relation. Consequently, K. Karvounis and M. Chmutov developed independently computational packages, which were cross-checked. The invariants \( \Theta_{d,D} \) were computed on several pairs of distinct knots sharing the same Homflypt polynomial, for small values of \( d \). These computations indicated that these invariants also do not distinguish those pairs of knots. They also led S. Jablan and K. Karvounis to formulate conjectures about the comparison of the invariants \( \Theta_{d,D} \) and the Homflypt polynomial on knots and also on their behaviour under mirror imaging (see Proposition 4.8). Namely, the following Conjecture, which is now a Theorem proved in the sequel paper [ChJuKaLa] and which comprises our main result in this paper, provides a direct derivation of the polynomial \( P \) from the invariants \( \Theta_{d,D} \) for the case of knots:

**Theorem 1** (Comparison with the Homflypt polynomial). Given a solution \( X_D \) of the E–system, for any braid \( \alpha \in B_n \) such that \( \widehat{\alpha} \) is a knot, we have that:

\[
\Theta_{d,D}(\widehat{\alpha})(q, z) = \Theta_{1,\{0\}}(\widehat{\alpha})(q, dq, dz) = P(\widehat{\alpha})(q, dz)
\]

or equivalently with a change of variables:

\[
\Theta_{d,D}(\widehat{\alpha})(q, \lambda_D) = \Theta_{1,\{0\}}(\widehat{\alpha})(q, \lambda_D).
\]

Surprisingly, Theorem 1 does not hold for links, as we demonstrate in §7.3. In §7 and in the Appendix we present lists of links and of knots respectively, sharing the same Homflypt polynomial. These were obtained via the program LinKnot [JaSa], which we used for formulating our Conjecture.

The paper is organized as follows. In §1 we recall the definition and basic relations in the Yokonuma–Hecke algebras \( \mathcal{Y}_{d,n}(q) \). We use the new quadratic relation [ChPo], which is more economical with respect to computations, and we adjust all equations needed. In §2 we recall the Ocneanu trace \( \tau \) on the algebras \( \mathcal{H}_n(q) \), and also the trace \( \text{tr}_d \) and the specialized trace \( \text{tr}_{d,D} \) on the algebras \( \mathcal{Y}_{d,n}(q) \). The passage from \( \text{tr}_d \) to \( \text{tr}_{d,D} \) is via the E–system, which is also presented. In §3 we prove some important properties of the traces, which are known for the trace \( \tau \). Namely, invariance under inversion of a braid word (satisfied by \( \text{tr}_d \), hence also by \( \text{tr}_{d,D} \) and \( \tau \)), multiplicativity under
the connected sum operation of $\tr_{d,D}$ (hence also of $\tau$ but not of $\tr_d$), behaviour on split links of $\tr_d$ (hence also of $\tr_{1,D}$ and $\tau$), and the mirroring effect of $\tr_{1,D}$ under the mirror imaging of a braid word (hence also of $\tau$ but not of $\tr_d$). We continue with §4 where we present the invariants from the Yokonuma–Hecke algebras for different classes of knots and links: framed, classical, singular and transverse, and where the formulæ are adapted to the new quadratic relation. In §4.4 we give the construction of the transverse link invariant $M_d$. For each invariant we discuss which trace properties it inherits. In §5 we present our computational algorithm. In §6, computations on well-known families of transverse knots led to the observation that the invariants $M_d$ do not give something new. Finally, in §7, we present the computational data which culminate to Theorem 1 and we discuss the behaviour of the invariants $\Theta_{d,D}$ on links.

In a further development, for the case of classical knots and links J. Juyumaya has conjectured that the trace $\tr_{d,D}$ can be evaluated only by rules involving the generators $g_i$ and the elements $e_i$, thus treating the elements $e_i$ as formal elements. This fact is proved in the sequel paper [ChJuKaLa]. Consequently, a computer program has been developed using this result for speeding up the calculations ([Ka], see also http://www.math.ntua.gr/~sofia/yokonuma). In [ChJuKaLa] we also prove Theorem 1 and we provide a concrete formula for relating the invariants $\Theta_{d,D}$ on links with the Homflypt polynomial. Further, we show that the invariants $\Theta_{d,D}$ distinguish six pairs of Homflypt-equivalent links (one of them is the fourth pair in Table 1).

We would like to thank the Referee for some useful comments. Also, the last two authors acknowledge with pleasure discussions with Maria Chlouveraki.

Finally, we would like to mention that the involvement of Slavik Jablan has been crucial in the advancement of the comparison of the invariants $\Theta_{d,D}$ with the Homflypt polynomial. More precisely, the results in [ChJuKaLa] are based on Theorem 1, which would not have been formulated without the contribution of Slavik Jablan.

1. The Yokonuma–Hecke algebra

In this section we recall the definition of the Yokonuma–Hecke algebra as a quotient of the framed braid group.

1.1. The framed braid group and the modular framed braid group. The framed braid group, $\mathcal{F}_n \cong \mathbb{Z}^n \rtimes B_n$, is the group defined by the standard generators $\sigma_1, \ldots, \sigma_{n-1}$ of the classical braid group $B_n$ together with the framing generators $t_1, \ldots, t_n$ ($t_j$ indicates framing 1 on the $j$th strand), subject to the relations:

\begin{align}
(b_1) \quad \sigma_i \sigma_j \sigma_i &= \sigma_j \sigma_i \sigma_j \quad \text{for} \ |i-j| = 1 \\
(b_2) \quad \sigma_i \sigma_j &= \sigma_j \sigma_i \quad \text{for} \ |i-j| > 1 \\
(f_1) \quad t_i t_j &= t_j t_i \quad \text{for all } i, j \\
(f_2) \quad t_j \sigma_i &= \sigma_i t_{s(i)} \quad \text{for all } i, j
\end{align}

(1.1)

where $s_i(j)$ is the effect of the transposition $s_i := (i, i+1)$ on $j$. Relations (b1) and (b2) are the usual braid relations, while relations (f1) and (f2) involve the framing generators. Further, for a natural number $d$ the modular framed braid group, denoted $\mathcal{F}_{d,n}$, can be defined as the group with the presentation of the framed braid group, but including also the modular relations:

\begin{align}
(m) \quad t_j^d &= 1 \quad \text{for all } j
\end{align}

(1.2)

Hence, $\mathcal{F}_{d,n} \cong (\mathbb{Z}/d\mathbb{Z})^n \rtimes B_n$. Geometrically, the elements of $\mathcal{F}_n$ (respectively $\mathcal{F}_{d,n}$) are classical braids on $n$ strands with an integer (respectively an integer modulo $d$), the framing, attached to each strand. Further, due to relations (f1) and (f2), every framed braid $\alpha$ in $\mathcal{F}_{d,n}$ can be written in its split form as $\alpha = t_{k_1}^{k_1} \cdots t_{k_n}^{k_n} \sigma$, where $k_1, \ldots, k_{n-1} \in \mathbb{Z}$ and $\sigma$ involves only the standard generators of $B_n$. The same holds also for the modular framed braid group.
For a fixed $d$ we define the following elements $e_i$ in the group algebra $\mathbb{C}S_{d,n}$:

\[
e_i := \frac{1}{d} \sum_{1 \leq s \leq d} t_s t_{i+1}^{-s} \quad (1 \leq i \leq n-1)
\]

where $-s$ is considered modulo $d$. One can easily check that $e_i$ is an idempotent: $e_i^2 = e_i$ and that $e_i \sigma_i = \sigma_i e_i$ for all $i$.

1.2. The Yokonuma–Hecke algebra. Let $d \in \mathbb{N}$ and let $q \in \mathbb{C}\setminus\{0\}$ fixed. The Yokonuma–Hecke algebra $q$, denoted $\mathcal{Y}_{d,n}(q)$, is defined as the quotient of $\mathbb{C}S_{d,n}$ by factoring through the ideal generated by the expressions: $\sigma_i^2 - 1 - (q - q^{-1}) e_i \sigma_i$ for $1 \leq i \leq n - 1$. We shall denote $g_i$ the element in the algebra $\mathcal{Y}_{d,n}(q)$ corresponding to $\sigma_i$ while we keep the same notation for $t_j$ in the algebra $\mathcal{Y}_{d,n}(q)$. So, in $\mathcal{Y}_{d,n}(q)$ we have the following quadratic relations:

\[
g_i^2 = 1 + (q - q^{-1}) e_i g_i \quad (1 \leq i \leq n - 1).
\]

The elements $g_i \in \mathcal{Y}_{d,n}(q)$ are invertible:

\[
g_i^{-1} = g_i - (q - q^{-1}) e_i \quad (1 \leq i \leq n - 1).
\]

Further the elements $g_i \in \mathcal{Y}_{d,n}(q)$ satisfy the following relations:

**Lemma 1.6.** Let $i \in \{1, \ldots, n-1\}$. Then:

\[
g_i^r = (1 - e_i) g_i + \left(\frac{q^r + q^{-r}}{q + q^{-1}}\right) e_i g_i + \left(\frac{q^{r-1} - q^{-r+1}}{q + q^{-1}}\right) e_i \quad \text{for } r \text{ even},
\]

\[
g_i^r = 1 - e_i + \left(\frac{q^r - q^{-r}}{q + q^{-1}}\right) e_i g_i + \left(\frac{q^{r-1} + q^{-r+1}}{q + q^{-1}}\right) e_i \quad \text{for } r \text{ odd}.
\]

**Proof.** First we prove for $r > 0$ with induction on $r$. For $r = 1$, the statement is clearly true. For $r = 2$:

\[
g_i^2 = 1 - e_i + \left(\frac{q^2 - q^{-2}}{q + q^{-1}}\right) e_i g_i + \left(\frac{q + q^{-1}}{q + q^{-1}}\right) e_i = 1 - e_i + (q - q^{-1}) e_i g_i + e_i = 1 + (q - q^{-1}) e_i g_i.
\]

Suppose the statement is true for any $r \in \mathbb{N}$ up to $2k - 1$. Then for $r = 2k$, we have that:

\[
g_i^{2k-1} g_i = (1 - e_i) g_i^2 + \left(\frac{q^{2k-1} + q^{-2k+1}}{q + q^{-1}}\right) e_i g_i^2 + \left(\frac{q^{2k-2} - q^{-2k+2}}{q + q^{-1}}\right) e_i g_i
\]

\[
= (1 - e_i) + (q - q^{-1})(1 - e_i) e_i g_i^2 + \left(\frac{q^{2k-1} + q^{-2k+1}}{q + q^{-1}}\right) e_i g_i
\]

\[
+ \left(\frac{q^{2k-1} + q^{-2k+1}}{q + q^{-1}}\right) (q - q^{-1}) e_i g_i + \left(\frac{q^{2k-2} - q^{-2k+2}}{q + q^{-1}}\right) e_i g_i
\]

\[
= (1 - e_i) + (q - q^{-1}) (e_i - e_i^2) g_i^2 + \left(\frac{q^{2k-1} + q^{-2k+1}}{q + q^{-1}}\right) e_i g_i
\]

\[
+ \left(\frac{q^{2k-1} + q^{-2k+1})(q - q^{-1}) + q^{2k-2} - q^{-2k+2}}{q + q^{-1}}\right) e_i g_i
\]

\[
= (1 - e_i) + \left(\frac{q^{2k} - q^{-2k}}{q + q^{-1}}\right) e_i g_i + \left(\frac{q^{2k-1} + q^{-2k+1}}{q + q^{-1}}\right) e_i.
\]
Also for \( r = 2k + 1 \), we have that:

\[
\tilde{g}_i^{2k} g_i = (1 - e_i) g_i + \left( \frac{q^{2k} - q^{-2k}}{q + q^{-1}} \right) e_i \tilde{g}_i^2 + \left( \frac{q^{2k-1} + q^{-2k+1}}{q + q^{-1}} \right) e_i g_i,
\]

\[
= (1 - e_i) g_i + \left( \frac{q^{2k} - q^{-2k}}{q + q^{-1}} \right) e_i + \left( \frac{q^{2k-1} + q^{-2k+1}}{q + q^{-1}} \right) (q - q^{-1}) e_i g_i + \left( \frac{q^{2k-1} + q^{-2k+1}}{q + q^{-1}} \right) e_i g_i
\]

\[
= (1 - e_i) g_i + \left( \frac{(q^{2k} - q^{-2k})(q - q^{-1}) + q^{2k-1} + q^{-2k+1}}{q + q^{-1}} \right) e_i g_i + \left( \frac{q^{2k} - q^{-2k}}{q + q^{-1}} \right) e_i
\]

\[
= (1 - e_i) g_i + \left( \frac{q^{2k+1} + q^{-2k-1}}{q + q^{-1}} \right) e_i g_i + \left( \frac{q^{2k} - q^{-2k}}{q + q^{-1}} \right) e_i.
\]

The algebra \( Y_{d,n}(q) \) has linear dimension \( n! \cdot d^n \) and the elements \( t_1^{k_1} t_2^{k_2} \ldots t_n^{k_n} g_w, \) where \( 0 \leq k_1, \ldots, k_n < d \) and the subscript \( w \) runs over all elements of the permutation group \( S_n, \) form a linear basis for \( Y_{d,n}(q). \) This basis gives rise to an inductive linear basis, as follows: Let \( w_{n+1} \) be a basis element in \( Y_{n+1}(q). \) Then either \( w_{n+1} = w_n g_n g_{n-1} \ldots g_1 \) or \( w_{n+1} = t_{n+1} w_n, \) where \( w_n \) is an element of the basis of \( Y_{d,n}(q). \)

The Yokonuma–Hecke algebras were originally introduced by T. Yokonuma [Yo] in the representation theory of finite Chevalley groups and they are natural generalizations of the Iwahori–Hecke algebras \( H_n(q). \) Indeed, for \( d = 1 \) all framings are zero, so the corresponding elements of \( F_n \) are identified with elements in \( B_n; \) also we have \( e_i = 1, \) so the quadratic relation (1.4) becomes the well–known quadratic relation of the algebra \( H_n(q): \)

\[
q_i^2 = 1 + (q - q^{-1}) g_i \quad (1 \leq i \leq n - 1).
\]

Thus, the algebra \( Y_{1,n}(q) \) coincides with the algebra \( H_n(q). \) The Yokonuma–Hecke algebras can be also regarded as unipotent algebras in the sense of [Th]. The representation theory of these algebras has been studied in [Th] and [ChPo]. In [ChPo] a completely combinatorial approach is taken to the subject.

**Note 1.8.** In this paper we will sometimes identify algebra monomials with their corresponding braid words.

**Remark 1.9.** In the papers [JuLa1, JuLa2, JuLa3, JuLa4, JuLa5], the algebra \( Y_{d,n}(q) \) is defined with parameter \( u \) and \( Y_{d,n}(u) \) is generated by the elements \( \tilde{g}_1, \ldots, \tilde{g}_{n-1} \) and \( t_1, \ldots, t_n, \) satisfying the relations (1.1) (where \( \tilde{g}_i \) corresponds to \( \sigma_i \)) and the quadratic relations:

\[
\tilde{g}_i^2 = 1 + (u - 1) e_i + (u - 1) e_i \tilde{g}_i \quad (1 \leq i \leq n - 1).
\]

The new presentation of \( Y_{d,n}(q) \) used in this paper was obtained in [ChPo] by taking \( u := q^2 \) and \( g_i := \tilde{g}_i + (q^{-1} - 1) e_i \tilde{g}_i \) or, equivalently, \( \tilde{g}_i = g_i + (q - 1) e_i g_i. \)

2. **Markov traces on the Yokonuma–Hecke algebras**

In this section we recall the definition of a unique Markov trace defined on the algebras \( Y_{d,n}(q), \) as well as a necessary condition on the trace parameters, needed for obtaining framed link invariants.

**2.1.** **The Juyumaya trace.** By the natural inclusions \( F_n \subset F_{n+1}, \) which induce the inclusions \( Y_{d,n}(q) \subset Y_{d,n+1}(q), \) and using the inductive bases of the algebras \( Y_{d,n}(q) \) we have:

**Theorem 2.1 ([Ju]).** For \( z, x_1, \ldots, x_{d-1} \) indeterminates over \( \mathbb{C} \) there exists a unique linear map

\[
\text{tr}_d : \bigcup_{n \geq 0} Y_{d,n}(q) \to \mathbb{C}[z, x_1, \ldots, x_{d-1}]
\]
satisfying the rules:

\[(1)\] \quad \text{tr}_d(\alpha \beta) = \text{tr}_d(\beta \alpha) \quad \alpha, \beta \in Y_{d,n}(q) \\
\[(2)\] \quad \text{tr}_d(1) = 1 \quad 1 \in Y_{d,n}(q) \\
\[(3)\] \quad \text{tr}_d(\alpha g_n) = z \text{tr}_d(\alpha) \quad \alpha \in Y_{d,n}(q) \quad (\text{Markov property}) \\
\[(4)\] \quad \text{tr}_d(\alpha t_{n+1}^s) = x_s \text{tr}_d(\alpha) \quad \alpha \in Y_{d,n}(q) \quad (1 \leq s \leq d - 1).

Note that for \(d = 1\) the trace restricts to the first three rules and it coincides with the Ocneanu trace on the Iwahori–Hecke algebras.

**Note 2.2.** In this paper we will sometimes write \(\text{tr}_d(\alpha)\) for a framed braid \(\alpha \in \mathcal{F}_n\), by using the natural epimorphism of \(\mathcal{F}_n\) onto \(Y_{d,n}\).

### 2.2. The E–system.

Using the natural epimorphism of the framed braid group \(\mathcal{F}_n\) onto \(Y_{d,n}(q)\), the trace \(\text{tr}_d\) and the Markov framed braid equivalence, comprising conjugation in the groups \(\mathcal{F}_n\) and positive and negative stabilization and destabilization (see for example [KoSm]), in [JuLa2] the authors tried to obtain a topological invariant for framed links after the method of V.F.R. Jones [Jo] (using for the algebra the presentation discussed in Remark 1.9). This meant that \(\text{tr}_d\) would have to be normalized, so that the closed braids \(\hat{\alpha}\) and \(\hat{\alpha}\hat{\sigma}_n\) (\(\alpha \in \mathcal{F}_n\)) be assigned the same value of the invariant, and re-scaled, so that the closed braids \(\hat{\alpha}\hat{\sigma}_n^{-1}\) and \(\hat{\alpha}\hat{\sigma}_n\) (\(\alpha \in \mathcal{F}_n\)) be also assigned the same value of the invariant. However, as it turned out, \(\text{tr}_d(\alpha g_n^{-1})\) does not factor through \(\text{tr}_d(\alpha)\), that is:

\[(2.3)\] \quad \text{tr}_d(\alpha g_n^{-1}) = \text{tr}_d(\alpha g_n) - (q - q^{-1}) \text{tr}_d(\alpha e_n) \neq \text{tr}_d(g_n^{-1})\text{tr}_d(\alpha).

The reason is that, although \(\text{tr}_d(\alpha g_n) = z \text{tr}_d(\alpha)\), yet \(\text{tr}_d(\alpha e_n)\) does not factor through \(\text{tr}_d(\alpha)\), that is:

\[(2.4)\] \quad \text{tr}_d(\alpha e_n) \neq \text{tr}_d(e_n)\text{tr}_d(\alpha),

which is due to the fact that:

\[(2.5)\] \quad \text{tr}_d(\alpha t_n^k) \neq \text{tr}_d(t_n^k)\text{tr}_d(\alpha) \quad k = 1, \ldots, d - 1.

Forcing

\[\text{tr}_d(\alpha e_n) = \text{tr}_d(e_n)\text{tr}_d(\alpha)\]

yields that the trace parameters \(x_1, \ldots, x_{d-1}\) have to satisfy the E–system, the non-linear system of equations in \(\mathbb{C}\):

\[(2.6)\] \quad E^{(m)} = x_mE \quad (1 \leq m \leq d - 1)

where

\[E := E^{(0)} = \frac{1}{d} \sum_{s=0}^{d-1} x_s x_{d-s} = \text{tr}_d(e_i)\quad \text{and} \quad E^{(m)} := \frac{1}{d} \sum_{s=0}^{d-1} x_{m+s} x_{d-s},\]

where the sub-indices on the \(x_j\)'s are regarded modulo \(d\) and \(x_0 := 1\) (see [JuLa2]). As it was shown by P. Gérardin (in the Appendix of [JuLa2]), the solutions of the E–system are parametrized by the non-empty subsets of \(\mathbb{Z}/d\mathbb{Z}\). For example, for every singleton subset \(\{m\}\) of \(\mathbb{Z}/d\mathbb{Z}\), we have a solution of the E–system given by:

\[(2.7)\] \quad x_1 = \exp(2\pi m \sqrt{-1}/d) \quad \text{and} \quad x_k = x_1^k \quad \text{for} \quad k = 2, \ldots, d - 1.
2.3. The specialized trace. Let \( X_D := (x_1, \ldots, x_{d-1}) \) be a solution of the E–system parametrized by the non-empty subset \( D \) of \( \mathbb{Z}/d\mathbb{Z} \). We shall call specialized trace the trace \( \text{tr}_{d,D} \) with the parameters \( x_1, \ldots, x_{d-1} \) specialized to \( x_1, \ldots, x_{d-1} \in \mathbb{C} \), and it shall be denoted \( \text{tr}_{d,D} \) (cf. [ChLa]). More precisely,

\[
\text{tr}_{d,D} : \bigcup_n Y_{d,n}(q) \longrightarrow \mathbb{C}[z]
\]

is a Markov trace on the Yokonuma–Hecke algebra, satisfying the following rules:

\[
\begin{align*}
(1) \quad \text{tr}_{d,D}(\alpha\beta) &= \text{tr}_{d,D}(\beta\alpha) & \alpha, \beta \in Y_{d,n}(q) \\
(2) \quad \text{tr}_{d,D}(1) &= 1 & 1 \in Y_{d,n}(q) \\
(3) \quad \text{tr}_{d,D}(\alpha g_n) &= z \text{tr}_{d,D}(\alpha) & \alpha \in Y_{d,n}(q) & \text{(Markov property)} \\
(4) \quad \text{tr}_{d,D}(\alpha t^s_{n+1}) &= x_s \text{tr}_{d,D}(\alpha) & \alpha \in Y_{d,n}(q) & (1 \leq s \leq d-1).
\end{align*}
\]

The rules (1)–(3) are the same as in Theorem 2.1, while rule (4) is replaced by the rule (4'). As it turns out [JuLa3]:

\[
E_D := \text{tr}_{d,D}(e_i) = \frac{1}{|D|},
\]

where \(|D|\) is the cardinal of the subset \( D \). Note that \( \text{tr}_{1,\{0\}} \) coincides with \( \text{tr}_1 \) which in turn coincides with the Ocneanu trace \( \tau \).

3. Properties of the Markov traces

We shall now give some properties of the traces \( \text{tr}_d \) and \( \text{tr}_{d,D} \), analogous to known properties of the Ocneanu trace \( \tau \), by considering their behaviour under the operations below. Clearly, a property satisfied by \( \text{tr}_d \) is also satisfied by \( \text{tr}_{d,D} \) (and by \( \tau \)), but the converse may not hold.

3.1. Inversion of braid words. Inversion means that a braid word is written from right to left. For \( \alpha = t_{11}^{k_1} \ldots t_{1n}^{k_n} \sigma_{i_1}^{l_1} \ldots \sigma_{i_r}^{l_r} \in \mathcal{F}_n \), where \( k_1, \ldots, k_n, l_1, \ldots, l_r \in \mathbb{Z} \), we denote by \( \overline{\alpha} \) the inverted word, that is, \( \overline{\alpha} = \sigma_{i_r}^{l_r} \ldots \sigma_{i_1}^{l_1} t_{1n}^{k_n} \ldots t_{11}^{k_1} \). On the level of closed braids this operation corresponds to the change of orientation on all components of the resulting link. On the algebra level inversion is defined on any word by linear extension. We will see that the trace \( \text{tr}_d \) is invariant under this operation. Indeed:

**Proposition 3.1.** Let \( \alpha \in Y_{d,n}(q) \). Then \( \text{tr}_d(\alpha) = \text{tr}_d(\overline{\alpha}) \). In particular, \( \text{tr}_d(\alpha) = \text{tr}_d(\overline{\alpha}) \) for all \( \alpha \in \mathcal{F}_n \).

**Proof.** First, note that the linear map sending \( a \) to \( \overline{a} \) defines a \( \mathbb{C} \)-algebra antiautomorphism on \( Y_{d,n}(q) \), since it respects all defining relations of the Yokonuma–Hecke algebra (relations (1.1), (1.2) and (1.4)). Thus, we have

\[
\overline{ab} = \overline{b} \overline{a} \quad \text{for all } a, b \in Y_{d,n}(q).
\]

For the proof of the proposition we proceed by induction on \( n \). For \( n = 1 \) the statement holds trivially. Assume now that the statement is true for all elements in \( Y_{d,n}(q) \). Since \( \text{tr}_d \) is a linear map, it is enough to prove the statement for all elements of the inductive basis \( \mathcal{B}_{n+1}^{\text{ind}} \) of \( Y_{d,n+1}(q) \).

Let \( w_n \in \mathcal{B}_{n+1}^{\text{ind}}, k \in \mathbb{Z}/d\mathbb{Z} \) and \( i \in \{1, \ldots, n\} \).

We have

\[
\text{tr}_d(w_ng_n g_{n-1} \ldots g_i) = z \text{tr}_d(w_{n-1} \ldots g_i) = z \text{tr}_d(\overline{w_n} g_{n-1} \ldots g_i) = z \text{tr}_d(g_i \ldots g_{n-1} \overline{w_n}) = \text{tr}_d(g_i \ldots g_{n-1} \overline{w_n}) = \text{tr}_d(\overline{w_n} g_{n-1} \ldots g_i),
\]

where we have used rules (1) and (3) of the definition of \( \text{tr}_d \) for the first and fourth equalities, the induction hypothesis for the second equality and (3.2) for the third and fifth equalities, and

\[
\text{tr}_d(w_{n+1}^{-1} x_k) = x_k \text{tr}_d(w_n) = x_k \text{tr}_d(\overline{w_n}) = \text{tr}_d(t_{n+1}^k \overline{w_n}) = \text{tr}_d(w_{n+1}^k),
\]
where we have used rules (1) and (4) of the definition of \(\text{tr}_d\) for the first and third equalities, the induction hypothesis for the second equality and (3.2) for the last equality.

\[
\text{Proposition 3.3. Let } L = \hat{\alpha} = \alpha_1 \ldots \alpha_m \text{ be a split link as above. Then:}
\]

\[
\text{tr}_d(\alpha) = \text{tr}_d(\alpha_1) \cdots \text{tr}_d(\alpha_m),
\]

and consequently:

\[
\text{tr}_{d,D}(\alpha) = \text{tr}_{d,D}(\alpha_1) \cdots \text{tr}_{d,D}(\alpha_m).
\]

Proof. The proof is immediate, since when calculating the trace \(\text{tr}_d(\alpha_1 \ldots \alpha_m)\) we exhaust first the word \(\alpha_m\) and so \(\text{tr}_{d,D}(\alpha) = \text{tr}_d(\alpha_1 \ldots \alpha_{m-1}) \text{tr}_d(\alpha_m)\). Iterating this procedure, we obtain the result.

3.3. Connected sums. Let \(\alpha \in F_n\) and \(\beta \in F_m\) for some \(n, m \in \mathbb{N}\). The connected sum of \(\alpha\) and \(\beta\) is the word \(\alpha \# \beta := \alpha[0][\beta]^{n-1}[\beta]^{n-1}\) in the framed braid group \(F_{n+m-1}\), where \(\alpha[0]\) is the natural embedding of \(\alpha\) in \(F_{n+m-1}\), while \(\beta^{n-1}\) is the embedding of \(\beta\) in \(F_{n+m-1}\) induced by the following shifting of the indices: \(\sigma_i \mapsto \sigma_{n+i-1}\) for \(i \in \{1, \ldots, m-1\}\) and \(t_j \mapsto t_{n+j-1}\) for \(j \in \{1, \ldots, m\}\). Upon closing the braids, this operation corresponds to taking the connected sum of the resulting framed links.

It is known that the Ocneanu trace is multiplicative under the connected sum operation, that is, \(\tau(\alpha \# \beta) = \tau(\alpha) \tau(\beta)\) if \(\alpha \in B_n\) and \(\beta \in B_m\). On the other hand, the trace \(\text{tr}_d\) is not multiplicative under the connected sum operation, due to (2.5) and (2.4) (we have \(\alpha \# t_k = \alpha t_k\) and \(\alpha \# e_1 = \alpha e_n\)). Yet, as we will see, the specialized trace \(\text{tr}_{d,D}\) is multiplicative on connected sums, due to the E-condition, but this is only true on the level of classical braids. For framed braids this is true only when \(E_D = 1\), that is, when \(D\) is singleton and hence the corresponding solution \(X_D\) of the E–system is described by (2.7). Indeed, for classical braids we have:

\[
\text{Proposition 3.4. Let } \alpha \in B_n \text{ and } \beta \in B_m. \text{ Then } \text{tr}_{d,D}(\alpha \# \beta) = \text{tr}_{d,D}(\alpha) \text{tr}_{d,D}(\beta).
\]

Proof. By the definition of \(\alpha \# \beta\), \(\alpha[0]\) is a word containing the generators \(\sigma_1, \ldots, \sigma_{n-1}\) and \(\beta^{n-1}\) is a word containing the generators \(\sigma_n, \ldots, \sigma_{n+m-2}\). Therefore, in computing \(\text{tr}_{d,D}(\alpha \# \beta)\) we will first exhaust the word \(\beta^{n-1}\). Further, since the polynomial coefficients of the quadratic relation (1.4) do not depend on the index of the generator \(g_1\) and since \(\text{tr}_{d,D}\) factors through positive and negative stabilization, we have that \(\text{tr}_{d,D}(\beta) = \text{tr}_{d,D}(\beta^{n-1})\). Hence,

\[
\text{tr}_{d,D}(\alpha \# \beta) = \text{tr}_{d,D}(\alpha[0][\beta]^{n-1}) = \text{tr}_{d,D}(\alpha) \text{tr}_{d,D}(\beta^{n-1}) = \text{tr}_{d,D}(\alpha) \text{tr}_{d,D}(\beta).
\]

\[
\text{Remark 3.5. Proposition 3.4 holds independently of the component we choose to connect the two braids. Indeed, connecting } \beta \text{ to a different component of } \alpha \text{ means that we connect } \beta \text{ to a conjugate word of } \alpha. \text{ Let } \bar{\alpha} \text{ be such a word. Then:}
\]

\[
\text{tr}_{d,D}(\alpha \# \bar{\beta}) = \text{tr}_{d,D}(\alpha[0][\beta]^{n-1}) = \text{tr}_{d,D}(\bar{\alpha}[0]) \text{tr}_{d,D}(\beta^{n-1}) = \text{tr}_{d,D}(\bar{\alpha} \# \beta).
\]

For framed braids we have the following:

\[
\text{Proposition 3.6. Let } \alpha \in F_n \text{ and } \beta \in F_m. \text{ Then } \text{tr}_{d,D}(\alpha \# \beta) = \text{tr}_{d,D}(\alpha) \text{tr}_{d,D}(\beta) \text{ if and only if } x_1^d = 1 \text{ and } x_k = x_1^k \text{ for all } k = 1, \ldots, d - 1.
\]
Proof. Let \( \alpha = t_k^k \) and \( \beta = t_l^l \) for \( k, l \in \mathbb{Z}/d\mathbb{Z} \). If \( \text{tr}_{d,D}(\alpha \# \beta) = \text{tr}_{d,D}(\alpha)\text{tr}_{d,D}(\beta) \) for all \( \alpha, \beta \), then \( \text{tr}_{d,D}(t^{k+l}_1) = \text{tr}_{d,D}(t^k_1)\text{tr}_{d,D}(t^l_1) \), and so \( x_{k+l} = x_kx_l \). We deduce that \( x^1_1 = x_d = x_0 = 1 \) and \( x_k = x^k_1 \) for all \( k = 1, \ldots, d - 1 \).

Suppose now that \( x^1_1 = 1 \) and \( x_k = x^k_1 \) for all \( k = 1, \ldots, d - 1 \). In this case, as we have shown in [ChLa, §3.4], the map

\[
\varphi : Y_{d,n}(q) \rightarrow H_n(q)
\]

\[
g_i \mapsto G_i
\]

\[
t^k_j \mapsto x_k \quad (1 \leq k \leq d - 1)
\]

is a \( \mathbb{C} \)-algebra epimorphism, and we have

\[
\tau \circ \varphi = \text{tr}_{d,D}.
\]

Let \( \alpha = t^k_1 \ldots t^n_k \alpha, \) with \( \alpha \in B_n \), and \( \beta = t^l_1 \ldots t^l_m \beta, \) with \( \beta \in B_m \). We have \( \alpha \# \beta = \alpha^{[0]}[\beta^{[n-1]}] \), where \( \alpha^{[0]} = t^k_1 \ldots t^n_k \alpha^{[0]} \), \( \beta^{[n-1]} = t^l_1 \ldots t^l_m \beta^{[n-1]} \) and \( \alpha^{[0]}[\beta^{[n-1]}] = \alpha \# \beta \) in the classical braid group \( B_{n+m-1} \). Then

\[
\text{tr}_{d,D}(\alpha^{[0]}[\beta^{[n-1]}]) = (\tau \circ \varphi)(\alpha^{[0]}[\beta^{[n-1]}])
\]

\[
= \tau(x_k \ldots x_n \alpha \cdot x_{l_1} \ldots x_{l_m} \beta)
\]

\[
= x_k \ldots x_n \alpha \cdot x_{l_1} \ldots x_{l_m} \tau(\alpha) \tau(\beta)
\]

\[
= (\tau \circ \varphi)(\alpha) \tau(\beta),
\]

because \( \tau \) has the multiplicative property on connected sums. \( \square \)

3.4. Mirror images. Let us consider the group automorphism of \( B_n \) given by \( \sigma_i \mapsto \sigma_i^{-1} \). For \( \alpha \in B_n \), we denote by \( \alpha^* \) the image of \( \alpha \) via this automorphism. We call \( \alpha^* \) the mirror image of \( \alpha \). On the level of closed braids this operation corresponds to switching all crossings.

The following result is known as the “mirroring property” in the case of the Ocneanu trace. Again, due to (2.3), the trace \( \text{tr}_d \) does not satisfy this property, but the specialized trace \( \text{tr}_{d,D} \) does.

Before formulating our results, we observe that \( \text{tr}_{d,D}(g_i^{-1}) = z - (q - q^{-1})E_D \) and we introduce a new variable \( \lambda_D \) in place of \( z \). Namely, by re-scaling \( \sigma_i \) to \( \sqrt{\lambda_D}g_i \), so that \( \text{tr}_{d,D}(g_n^{-1}) = \lambda_Dz \), we find

\[
\lambda_D := \frac{z - (q - q^{-1})E_D}{z}.
\]

If we solve (3.7) with respect to the variable \( z \), we obtain

\[
z = \frac{(q - q^{-1})E_D}{1 - \lambda_D}.
\]

Hence, the trace \( \text{tr}_{d,D} \) can be considered as a polynomial in the variables \( (q, z) \) or the variables \( (q, \lambda_D) \) by the above change of variables.

Proposition 3.8. Let \( \alpha \in B_n \). Then

\[
\text{tr}_{d,D}(q, z)(\alpha^*) = \text{tr}_{d,D} \left( q^{-1}, z - (q - q^{-1})E_D \right)(\alpha).
\]

or equivalently,

\[
\text{tr}_{d,D}(q, \lambda_D)(\alpha^*) = \text{tr}_{d,D} \left( q^{-1}, \lambda_D^{-1} \right)(\alpha).
\]

Proof. Set \( \bar{g}_i := g_i^{-1} \), for all \( i = 1, \ldots, n - 1 \), and \( \bar{q} := q^{-1} \). It is easy to check that the algebra \( Y_{d,n}(q) \) is generated by the elements \( \bar{g}_1, \ldots, \bar{g}_{n-1}, t_1, \ldots, t_n \), satisfying relations (1.1) and (1.2), together with the quadratic relations:
\[ \tilde{g}_i^2 = g_i^{-2} = 1 - (q - q^{-1})c_i g_i^{-1} = 1 + (\tilde{q} - \tilde{q}^{-1})c_i \tilde{g}_i. \]

Hence, the quadratic relation does not change under the new presentation.

Using the new presentation, we can now define a specialized trace \( \text{tr}_{d,D}(\tilde{q}, \tilde{z}) \) on \( Y_{d,n}(q) \) with parameter \( \tilde{z} \). We have \( \text{tr}_{d,D}(\tilde{q}, \tilde{z}) = \text{tr}_{d,D}(q, z) \) if and only if \( \tilde{z} = \text{tr}_{d,D}(g_i^{-1}) = z - (q - q^{-1})E_D \).

It is now easily seen that calculating the trace of a word \( \alpha \) under the new presentation (in variables \((\tilde{q}, \tilde{z})\)) corresponds to calculating the trace of the word \( \alpha^* \) with the original presentation (in variables \((q, z)\)), since the two traces will be the same polynomials (in different variables). We deduce that

\[ \text{tr}_{d,D}(q, z)(\alpha^*) = \text{tr}_{d,D}(\tilde{q}, \tilde{z})(\alpha) = \text{tr}_{d,D}(q^{-1}, z - (q - q^{-1})E_D)(\alpha). \]

Applying the transformations \( q \mapsto q^{-1} \) and \( z \mapsto (z - (q - q^{-1})E_D) \) on \( \lambda_D \), we obtain:

\[ \tilde{\lambda}_D = \frac{\tilde{z} - (\tilde{q} - \tilde{q}^{-1})E_D}{\tilde{z}} = \frac{z - (q - q^{-1})E_D - (q^{-1} - q)E_D}{z - (q - q^{-1})E_D} = \frac{z}{z - (q - q^{-1})E_D} = \lambda_D^{-1}, \]

which proves the result for the variables \((q, \lambda_D)\).

\[ \Box \]

4. Link invariants from the Yokonuma–Hecke algebras

Given a solution \( X_D := (x_1, \ldots, x_{d-1}) \) of the \( E \)-system, then from \( \text{tr}_{d,D} \) invariants for various types of knots and links, such as framed, classical and singular, have been constructed in [JuLa2, JuLa3, JuLa4]. We shall now adapt the definition of these invariants in view of the new presentation of \( Y_{d,n}(q) \) used in this paper. Then we shall define an invariant for transverse knots.

4.1. Framed links. Let \( L_f \) denote the set of oriented framed links. We set:

\[ \Lambda_D := \frac{1}{z\sqrt{\lambda_D}} \]

From the above and re-scaling \( \sigma_i \) to \( \sqrt{\lambda_D} g_i \), so that \( \text{tr}_{d,D}(g_i^{-1}) = \lambda_D \), we have the following Theorem, which is analogous to [JuLa2, Theorem 8]:

**Theorem 4.2.** Given a solution \( X_D \) of the \( E \)-system, for any framed braid \( \alpha \in \mathcal{F}_n \) we define for the framed link \( \widehat{\alpha} \in L_f \):

\[ \Phi_{d,D}(\widehat{\alpha}) = \Lambda_D^{n-1}(\sqrt{\lambda_D})^{\epsilon(\alpha)}(\text{tr}_{d,D} \circ \gamma)(\alpha) \]

where \( \gamma : \mathbb{C}\mathcal{F}_n \rightarrow Y_{d,n}(q) \) is the natural algebra homomorphism defined via: \( \sigma_i \mapsto g_i \) and \( t_j^s \mapsto t_j^{s \text{mod } d} \), and \( \epsilon(\alpha) \) is the algebraic sum of the exponents of the \( \sigma_i \)'s in \( \alpha \). Then the map \( \Phi_{d,D}(q, z) \) is a 2-variable isotopy invariant of oriented framed links.

**Proposition 4.3.** The invariant \( \Phi_{d,D} \) satisfies the following skein relation:

\[ \frac{1}{\sqrt{\lambda_D}} \Phi_{d,D}(L_+) - \sqrt{\lambda_D} \Phi_{d,D}(L_-) = \frac{q - q^{-1}}{d} \sum_{s=0}^{d-1} \Phi_{d,D}(L_s), \]

where the links \( L_+ \), \( L_- \) and \( L_s \) are closures of the framed braids illustrated in Figure 1.
Proof. The proof is after Jones’ method [Jo]. Namely, by the Alexander theorem for framed links we may assume that \( L_+ \) is in braided form and that \( L_+ = \hat{\sigma}_i \) for some \( \beta \in F_n \) and for some \( i \). Then:

\[
L_+ = \hat{\sigma}_i, L_s = \hat{\sigma}_i^{t_{i+1}^{-d}} (s = 0, \ldots, d-1).
\]

We now apply relation (1.5). Since \( \epsilon(\hat{\sigma}_i^{t_{i+1}^{-d}}) = \epsilon(\beta) - 1 \), \( \epsilon(\hat{\sigma}_i) = \epsilon(\beta) + 1 \), \( \epsilon(\beta t_{i+1}^{d-t_d^-}) = \epsilon(\beta) \), we obtain:

\[
\Phi_{d,D}(L_+) = \Lambda_d^{n-1} \sqrt{\Lambda_d}^{-1} \text{tr}_{d,D}(\beta g_i^{-1})
\]

\[
= \Lambda_d^{n-1} \sqrt{\Lambda_d}^{-1} \left[ \text{tr}_{d,D}(\beta g_i) - (q - q^{-1})\text{tr}_{d,D}(\beta e_i) \right]
\]

\[
= \Lambda_d^{n-1} \sqrt{\Lambda_d}^{-1} \left[ \frac{1}{\sqrt{\Lambda_d}} \text{tr}_{d,D}(\beta g_i) - \frac{q - q^{-1}}{\sqrt{\Lambda_d}} \text{tr}_{d,D}(\beta e_i) \right]
\]

\[
= \frac{1}{\lambda_d} \Lambda_d^{n-1} \sqrt{\lambda_d}^{-1} \text{tr}_{d,D}(\beta g_i) - \frac{q - q^{-1}}{d \sqrt{\lambda_d}} \sum_{s=0}^{d-1} \text{tr}_{d,D}(\beta t_{i+1}^{d-t_d^-})
\]

\[
= \frac{1}{\lambda_d} \Phi_{d,D}(L_+) - \frac{q - q^{-1}}{d \sqrt{\lambda_d}} \sum_{s=0}^{d-1} \Phi_{d,D}(L_s).
\]

\[\square\]

Remark 4.4. Note that, for every \( d \in \mathbb{N} \), we have \( 2^d - 1 \) distinct solutions of the E-system, so the above construction yields \( 2^d - 1 \) isotopy invariants for framed links.

Remark 4.5. The behaviour of the trace \( \text{tr}_{d,D} \) under inversion, split links and connected sums (when \( x_i^d = 1 \) and \( x_k = x_i^d \) for all \( k = 1, \ldots, d-1 \)) carries through to the invariants \( \Phi_{d,D} \). Especially about split links, we have the following multiplicative property of the invariants \( \Phi_{d,D} \), which was already known for the Homflypt polynomial.

Proposition 4.6. Let \( L = L_1 \sqcup \ldots \sqcup L_m \) be a split link, where \( L_1, \ldots, L_m \) are links. Then:

\[
\Phi_{d,D}(L) = \Lambda_d^{n-1} \Phi_{d,D}(L_1) \ldots \Phi_{d,D}(L_m).
\]

Proof. Since \( L = L_1 \sqcup \ldots \sqcup L_m \), it can be written in braided form as \( \alpha_1 \ldots \alpha_m \), where \( \tilde{\alpha}_i = L_i \), for \( i = 1, \ldots, m \) as in Proposition 3.3. Suppose that each \( \alpha_i \) has \( \ell_i \) strands, so that \( \ell_1 + \ldots + \ell_m = n \). By Proposition 3.3 we have that:

\[
\Phi_{d,D}(L) = \Lambda_d^{n-1} \sqrt{\Lambda_d}^{-1} \text{tr}_{d,D}(\alpha_1 \ldots \alpha_m) = \Lambda_d^{n-1} \sqrt{\Lambda_d}^{-1} \text{tr}_{d,D}(\alpha_1) \ldots \text{tr}_{d,D}(\alpha_m)
\]

\[
= \Lambda_d^{n-1} \Phi_{d,D}(L_1) \ldots \Phi_{d,D}(L_m),
\]

which proves the result. \[\square\]
4.2. Classical links. Let $\mathcal{L}$ denote the set of oriented classical links. The classical braid group $B_n$ injects into the framed braid group $\mathcal{F}_n$, whereby elements in $B_n$ are viewed as framed braids with all framings zero. So, by the classical Markov braid equivalence, comprising conjugation in the groups $B_n$ and positive and negative stabilizations and destabilizations, and by the construction and notations above, we obtain isotopy invariants for oriented classical knots and links, where the $t_j$’s are treated as formal generators. These invariants of classical links, which are analogous to those defined in [JuLa3] where the old presentation for the Yokonuma–Hecke algebra is used, are denoted as $\Theta_{d,D}$ and the restriction of $\gamma : \mathbb{C}\mathcal{F}_n \rightarrow \mathcal{Y}_{d,n}(q)$ on $\mathbb{C}B_n$ is denoted as $\delta$. Namely,

$$\Theta_{d,D}(\hat{\alpha}) := \Lambda^{n-1}_D(\sqrt{\Lambda}_D)^{\epsilon(\alpha)}(\text{tr}_{d,D} \circ \delta)(\alpha).$$

The invariants $\Theta_{d,D}(q, z)$ need to be compared with known invariants of classical links, especially with the Homflypt polynomial. The Homflypt polynomial $P(q, z)$ is a 2-variable isotopy invariant of oriented classical links that was constructed from the Iwahori–Hecke algebras $H_n(q)$ and the Ocneanu trace $\tau$ after re-scaling and normalizing $\tau$ [Jo]. In this paper we define $P$ via the invariants $\Theta_{d,D}$, since for $d = 1$ the algebras $H_n(q)$ and $Y_{1,n}(q)$ coincide and the traces $\tau$, $\text{tr}_1$ and $\text{tr}_{1,\{0\}}$ also coincide. Namely, we define:

$$P(\hat{\alpha}) = \Theta_{1,\{0\}}(\hat{\alpha}) = \left( \frac{1}{z\sqrt{\lambda_H}} \right)^{n-1} (\sqrt{\lambda_H})^{\epsilon(\alpha)}(\text{tr}_{1,\{0\}} \circ \delta)(\alpha)$$

where $\lambda_H := \frac{q^2 - q^{-2}}{q - q^{-1}} = \lambda_{\{0\}}$. Further, recall that the Homflypt polynomial satisfies the following skein relation [Jo]:

$$\frac{1}{\sqrt{\lambda_H}} P(L_+) - \sqrt{\lambda_H} P(L_-) = (q - q^{-1}) P(L_0)$$

where $L_+, L_-, L_0$ is a Conway triple.

Contrary to the case of framed links, the skein relation of the invariants $\Phi_{d,D}(q, z)$ has no topological interpretation in the case of classical links, since it introduces framings. This makes it very difficult to compare the invariants $\Theta_{d,D}(q, z)$ with the Homflypt polynomial using diagrammatic methods. On the algebraic level, there are no algebra homomorphisms connecting the algebras and the traces [ChLa]. Consequently, in [ChLa] it is shown that for generic values of the parameters $q$, $z$ the invariants $\Theta_{d,D}(q, z)$ do not coincide with the Homflypt polynomial. They only coincide in the trivial cases where $q = \pm 1$ or $tr_d(e_i) = 1$. The last case implies that the solution of the $E$–system comprises the $d$-th roots of unity.

Yet, our computational data below indicate that these invariants do not distinguish more or less knot pairs than the Homflypt polynomial. So, the invariants $\Theta_{d,D}(q, z)$ need to be further investigated, as they may be topologically equivalent to the Homflypt polynomial $P(q, z)$.

Remark 4.7. The behaviour of the traces $tr_{d,D}$ under inversion, split links, connected sums and mirror imaging carries through to the invariants $\Theta_{d,D}$. Especially about mirror images, we have the following mirroring property of the invariants $\Theta_{d,D}$, which is already known to be valid for the Homflypt polynomial.

Proposition 4.8. Given a solution $X_D$ of the $E$–system, for any braid $\alpha \in B_n$, we have

$$\Theta_{d,D}(q, z)(\hat{\alpha}^2) = \Theta_{d,D}(q^{-1}, z - (q - q^{-1})E_D)(\hat{\alpha}),$$

or, equivalently, in a way analogous to the Homflypt polynomial,

$$\Theta_{d,D}(q, \lambda_D)(\hat{\alpha}^2) = \Theta_{d,D}(q^{-1}, \lambda_D^{-1})(\hat{\alpha}).$$

Proof. It is easy to check that the quantity $\Lambda_D$ is invariant under the transformation

$$q \mapsto q^{-1} \quad \text{and} \quad \lambda_D \mapsto \lambda_D^{-1}.$$
Now, for any $\alpha \in B_n$, we have $\epsilon(\alpha^*) = -\epsilon(\alpha)$, and so,
\[
\Theta_{d,D}(q, \lambda_D)(\hat{\alpha}^*) = \Lambda_D^{n-1}(\sqrt{\lambda_D})^{-\epsilon(\alpha)} \text{tr}_{d,D}(q, \lambda_D)(\alpha^*) = \Lambda_D^{n-1}(\sqrt{\lambda_D})^{-\epsilon(\alpha)} \text{tr}_{d,D}(q^{-1}, \lambda_D^{-1})(\alpha) = \Theta_{d,D}(q^{-1}, \lambda_D^{-1})(\hat{\alpha}),
\]
where for the last equality we used Proposition 3.8. \qed

4.3. Singular links. Let $L_S$ denote the set of oriented singular links. Oriented singular links are represented by singular braids, which form the singular braid monoids $SB_n$ [Ba, Bi, Sm]. The singular braid monoid $SB_n$ is generated by the classical braiding generators $\sigma_i$ with their inverses, together with the elementary singular braids $\tau_i$, which are not invertible. In [JuLa4] a monoid homomorphism was constructed. Here we give another one adapted to the new quadratic relation, namely:
(4.9)
\[
\eta : SB_n \rightarrow Y_{d,n}(q)
\]
\[
\sigma_i \mapsto g_i \quad \tau_i \mapsto e_i
\]

Using now the singular braid equivalence [Ge], the map $\eta$ and the specialized trace $\text{tr}_{d,D}$ we obtain isotopy invariants for oriented singular links, analogous to the ones constructed in [JuLa4, Theorem 3.6], as follows:

**Theorem 4.10.** For any singular braid $\alpha \in SB_n$, we define
\[
\Psi_{d,D}(\hat{\alpha}) := \Lambda_D^{n-1}(\sqrt{\lambda_D})^{\epsilon(\alpha)} (\text{tr}_{d,D} \circ \eta)(\alpha),
\]
where $\Lambda_D, \lambda_D$ are as defined in (3.7) and (4.1), $\eta$ is as defined in (4.9) and $\epsilon(\alpha)$ is the sum of the exponents of the generators $\sigma_i$ and $\tau_i$ in the word $\alpha$. Then the map
\[
\Psi_{d,D}(q, z) : L_S \rightarrow \mathcal{R}_D, \ L \mapsto \Psi_{d,D}(L)
\]
is a 2-variable isotopy invariant of oriented singular links.

Moreover, in the image $\eta(SB_n)$, we have
(4.11)
\[
g_i - g_i^{-1} = (q - q^{-1})e_i \quad \text{for all } i = 1, \ldots, n - 1,
\]
which gives rise to the following skein relation (compare with [JuLa4]):
\[
\frac{1}{\sqrt{\lambda_D}} \Psi_{d,D}(L_+) - \sqrt{\lambda_D} \Psi_{d,D}(L_-) = \frac{q - q^{-1}}{\sqrt{\lambda_D}} \Psi_{d,D}(L_x)
\]
where $L_+$, $L_-$ and $L_x$ are diagrams of three oriented singular links which are identical except for one crossing, where they are as in Figure 4.3.

![Figure 2. The singular links $L_+$, $L_-$ and $L_x$.](image)

**Remark 4.12.** The behaviour of the traces $\text{tr}_{d,D}$ under inversion, split links, connected sums and mirror imaging carries through to the invariants $\Psi_{d,D}$. 
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Remark 4.13. The invariants defined in [JuLa2, JuLa3, JuLa4] for framed, classical and singular links respectively, were derived from the old presentation of the Yokonuma–Hecke algebras $Y_{d,n}(u)$. These invariants are not necessarily topologically equivalent to the invariants $\Phi_{d,D}$, $\Theta_{d,D}$ and $\Psi_{d,D}$ defined above. See further [ChJuKaLa].

4.4. Transverse links. Another class of links which is naturally related to the Yokonuma–Hecke algebras is the class of transverse links. A transverse knot is represented by a smooth closed spacial curve which is nowhere tangent to planes of a special field of planes in $\mathbb{R}^3$ called standard contact structure (for the precise definition, see [FuTa]). Transverse links are naturally framed and oriented. Transverse equivalence of links consists of isotopy in the class of transverse links. More precisely, a topological type of framed links is called transversely simple if any two transverse links within the type are transverse equivalent to each other. Not every topological type is simple; it may consist of several different transverse types. So, two links that are classically isotopic may be transversely non-equivalent (see examples in the next section). The problem is to find transverse invariants for such links.

In 1983, D. Bennequin [Be] noted that the closed braid presentation of knots is convenient for describing transverse knots with the blackboard framing. For a link $L$ represented as a closed braid $\alpha$ with $n$ strands, one can check that the self-linking number is equal to $sl(L) = \epsilon(\alpha) - n$, where $\epsilon(\alpha)$ is the sum of the exponents of the braiding generators $\sigma_i$ in the word $\alpha \in B_n[Be]$. So, a transverse knot $K$ represented by the closure of a braid $\alpha \in B_n$ defines naturally an element of the framed braid group $\alpha := t_1^{s_l(K)} \alpha \in F_n$. Equivalently, we can write $\alpha' = t_1^{r_1} \cdots t_n^{r_n} \alpha$, where $r_1 + \cdots + r_n = s_l(K)$. This generalizes to transverse links in the obvious manner (adding the exponents that correspond to a specific component gives the self-linking of that component).

Further, S. Orevkov and V. Shevchishin [OrSh] and independently N. Wrinkle [Wr] gave a transverse analogue of the Markov Theorem, comprising conjugation in the braid groups and only positive stabilizations and destabilizations: $\alpha \sim \alpha \sigma_n$, where $\alpha \in B_n$.

Now, rule (3) of the definition of the trace $tr_d$ (Theorem 2.1) tells us that $tr_d$ respects positive stabilizations. Let $L$ be a transverse link represented by the closure $\hat{\alpha}$ of a braid $\alpha \in B_n$, giving rise to the framed braid $\alpha' = t_1^{r_1} \cdots t_n^{r_n} \alpha \in F_n$. We define

$$M_d(\hat{\alpha}) := \frac{1}{z^{n-1}} tr_d(\alpha').$$

Theorem 4.14. Let $L_T$ denote the set of transverse links. The map

$$M_d(q, z, x_1, \ldots, x_{d-1}) : L_T \to \mathbb{C}[z^{\pm 1}], \ L \mapsto M_d(L)$$

is a $(d+1)$-variable isotopy invariant of oriented transverse links.

Proof. By construction, $M_d$ is invariant under conjugation. We will show that $M_d$ is invariant under positive stabilization and destabilization, that is, $M_d(\hat{\alpha}) = M_d(\alpha \sigma_n)$ for any $\alpha \in B_n$, $n \in \mathbb{N}$. We have:

$$M_d(\alpha \sigma_n) = \frac{1}{z^n} tr_d(\alpha \sigma_n) = \frac{1}{z^n} z \ tr_d(\hat{\alpha}) = M_d(\hat{\alpha}).$$

□

Remark 4.15. Due to the absence of the negative stabilization in the definition of $M_d$, the links $\alpha \sigma_n$ and $\alpha \sigma_n^{-1}$ need not take the same value of the invariants. Hence, the re-scaling map $\sigma_i \mapsto \sqrt{\lambda_D} g_i$ is not needed any more and by consequence a quantity analogous to $\lambda_D$ is not introduced. However, if we make such a rescaling and specialize $(x_1, \ldots, x_{d-1})$ to the solution $X_D = (x_1, \ldots, x_{d-1})$ of the $E$-system, then the corresponding invariant of transverse links would coincide with the invariants $\Phi_{d,D}(q, z)$ of oriented framed links from Theorem 4.2.
Remark 4.16. The behaviour of the traces $tr_d$ under inversion and split links carries through to the invariants $M_d$.

5. Enabling computations for the Yokonuma–Hecke algebras

Due to the complicated quadratic relations of the Yokonuma–Hecke algebras, calculations of interesting examples are very difficult without the use of the computer. M. Chmutov created a program in Maple and K. Karvounis created a program in C# for computing the trace $tr_d$ and the invariants $\Phi_{d,D}$ (and consequently also the invariants $\Theta_{d,D}$). The two programs were compared and they are available on:

http://www.math.ntua.gr/~sofia/yokonuma

5.1. Description of the algorithm. The algorithm used in both programs is based on recursive applications of the quadratic relation (1.4) of the Yokonuma–Hecke algebras. Assume that we want to calculate the trace $tr_d$ of an element $\alpha \in \mathcal{F}_n$. First, all negative exponents of the braiding generators are eliminated through the inverse relation (1.5). This produces a $\mathbb{C}$-linear combination of new framed braid words with only positive exponents. Applying successively the quadratic relation on these words leads to a $\mathbb{C}$-linear combination of words not containing any braiding generator with exponent other than 1. Then, by successive applications of the framing relations ($f_1$) and ($f_2$), all these words are reduced to their split form. If more squares of the braiding generators appear in the process, we apply again the quadratic relation. We repeat the above procedure until $\alpha$ is expressed as a $\mathbb{C}$-linear combination of framed braid words (equivalently, algebra monomials in $Y_{d,n}(q)$) which are in their split form and do not contain any braiding generator with exponent other than 1.

Next, by applying the braid relations ($b_1$) and ($b_2$), especially ($b_1$) and its more general form

$$\sigma_j \sigma_j^{-1} \ldots \sigma_{i+1} \sigma_i \sigma_{i+1} \ldots \sigma_j = \sigma_i \sigma_{i+1} \ldots \sigma_j \sigma_j^{-1} \ldots \sigma_{i+1} \sigma_i$$

for $i < j$,

and breaking any squares that appear in the process with the use of the quadratic relation, $\alpha$ is eventually expressed as a $\mathbb{C}$-linear combination of algebra monomials in $Y_{d,n}(q)$ of the form:

$$t_1^{k_1} \ldots t_n^{k_n} g_{i_1} \ldots g_{i_r},$$

where $k_1, \ldots, k_n \in \mathbb{Z}$, $i_p \neq i_{p+1}$ and $g_{\max\{i_1, \ldots, i_r\}}$ appears only once. Set $I := \max\{i_1, \ldots, i_r\}$. For all $j = 1, \ldots, n$, let $\overline{t_j}$ denote $t_j \pmod{d}$. Set $J := \max\{1 \leq j \leq n | \overline{t_j} \neq 0\}$. Note that we have

$$tr_d(t_1^{k_1} \ldots t_n^{k_n} g_{i_1} \ldots g_{i_r}) = tr_d(t_{\overline{t_1}}^{k_1} \ldots t_{\overline{t_J}}^{k_J} g_{i_1} \ldots g_{i_r}).$$

Then one of the following three cases occurs:

- $J > I + 1$. In this case, rule (4) of $tr_d$ can be applied:

  $$tr_d(t_1^{k_1} \ldots t_j^{k_j} g_{i_1} \ldots g_{i_r}) = \overline{g}_{\overline{t_j}} tr_d(t_1^{k_1} \ldots t_{\overline{t_j}}^{k_{\overline{t_j}}} g_{i_1} \ldots g_{i_r}).$$

- $J < I + 1$. In this case, rule (3) of $tr_d$ can be applied:

  $$tr_d(t_1^{k_1} \ldots t_j^{k_j} g_{i_1} \ldots g_{I} \ldots g_{i_r}) = z tr_d(t_1^{k_1} \ldots t_j^{k_j} g_{i_1} \ldots \hat{g}_I \ldots g_{i_r}),$$

  where $\hat{g}_I$ denotes the removal of $g_I$.

- $J = I + 1$. Then $t_J = t_{I+1}$ commutes with every braiding generator except for $g_I$. We have:

  $$tr_d(t_1^{k_1} \ldots t_{I+1}^{k_{I+1}} g_{i_1} \ldots g_{I} \ldots g_{i_r}) = tr_d(t_1^{k_1} \ldots t_I^{k_I} g_{i_1} \ldots g_{I} t_{I+1}^{k_{I+1}} \ldots g_{i_r})$$

  $$= z tr_d(t_1^{k_1} \ldots t_I^{k_I} g_{i_1} \ldots \hat{g}_I t_{I+1}^{k_{I+1}} \ldots g_{i_r}),$$

  where $\hat{g}_I$ denotes the removal of $g_I$. 
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Iterations of the above steps allow us to compute $tr_d(t_1^{k_1} \ldots t_n^{k_n} g_1 \ldots g_r)$ and, eventually, through the linearity of the trace, $tr_d(\alpha)$.

The above algorithm has exponential complexity with respect to $d$ due to the recursive application of the quadratic relation; each application of the quadratic relation produces a linear sum of $d + 1$ new words.

5.2. The case of classical links. If we restrict to the subset of classical links, it has been conjectured by J. Juyumaya that the application of the trace $tr_{d,D}$ on a classical braid word will not result in any appearance of the algebra generators $t_j$, except through the elements $e_i$. Thus, the last rule of the trace $tr_{d,D}$ can be replace by two other rules involving the elements $e_i$. This result has been indeed proved in [ChJuKaLa]. Consequently, a computer program similar to the above has been developed in [Ka] for computing the invariants $\Theta_{d,D}$ treating the $e_i$’s as formal elements; hence in every application of the quadratic relation we obtain only two new words, which reduces greatly the computational complexity (see [Ka] for details). This program is also available on http://www.math.ntua.gr/~sofia/yokonuma.

6. Results on transverse knots

6.1. Computational results. Our original hope was that the isotopy invariants $M_d$, defined in §4.4, would distinguish the transverse knots of the same topological type and with the same Bennequin numbers [Be]. However, our computer experiments show that the invariants $M_d$ do not distinguish the simplest examples (which are so complicated that the direct computation by hand is impossible) from the infinite series introduced by Birman–Menasco [BiMe]:

$$\sigma_1^{2a+1}\sigma_2\sigma_1^{2c}\sigma_2^{-1} \text{ and } \sigma_1^{2a+1}\sigma_2\sigma_1^{2c}\sigma_2^{2b} \text{ with } a, b, c > 1 \text{ and } a+1 \neq b \neq c.$$  

Then, using the inversion property (Proposition 3.1), we managed to give a theoretical confirmation of our observation not only for the simplest examples but also for the two infinite series of transversely non-simple knots, the one above and the one by Khandhawit–Ng [KhNg]:

$$\sigma_3\sigma_2^{-2}\sigma_3\sigma_2^{2a+2}\sigma_2\sigma_3^{-1}\sigma_1^{-1}\sigma_2\sigma_1^{2b+1} \text{ and } \sigma_3\sigma_2^{-2}\sigma_3\sigma_2^{2a+2}\sigma_3\sigma_3^{-1}\sigma_1^{2b+1}\sigma_2\sigma_1^{-1} \text{ for } a, b \geq 0,$$

starting with the knot $10_{132}$ with $a = b = 0$.

We also computed some invariants $M_j$ for the following 13 knots [ChNg], three of which $(m(9_{45}), 10_{128}, 10_{160})$ were only conjectured to be transversely non-simple:

$m(7_2), m(7_6), 9_{44}, m(9_{45}), 9_{48}, 10_{128}, m(10_{132}), 10_{136}, m(10_{146}), m(10_{145}), 10_{160}, m(10_{161}), 12n_{591},$

where $m(K)$ stands for the mirror image of $K$. The three knots of particular interest for being transversely non-equivalent have the following braid presentations [Ng]:

$m(9_{45}) : \sigma_3^{-1}\sigma_2\sigma_3\sigma_2^{-1}\sigma_3\sigma_3\sigma_2^{-1} \text{ and } \sigma_3^2\sigma_1\sigma_3\sigma_2^{-1}\sigma_3\sigma_1\sigma_2\sigma_3^{-1}, \text{ sl } = 1 ;$

$10_{128} : \sigma_1\sigma_2\sigma_1\sigma_2\sigma_1\sigma_3\sigma_2\sigma_3^{-1} \text{ and } \sigma_3^{-1}\sigma_2\sigma_3\sigma_1\sigma_2\sigma_1\sigma_2\sigma_3\sigma_1, \text{ sl } = 6 ;$

$10_{160} : \sigma_2^{-1}\sigma_3\sigma_2^{-1}\sigma_1^{-1}\sigma_3\sigma_3\sigma_2\sigma_3\sigma_2\sigma_1\sigma_2\sigma_3^2 \text{ and } \sigma_3^2\sigma_3\sigma_3\sigma_2\sigma_3\sigma_3\sigma_2\sigma_1^{-1}\sigma_2^{-1}\sigma_3\sigma_1^2, \text{ sl } = 1.$

Our computations were disappointing, and the explanation for this lies in the following.

6.2. Trace invariants and Vassiliev invariants. Any quantum knot invariant can be expressed in terms of Vassiliev invariants in a standard way (see, for example, [Bi] or [CDM]). We show that the trace invariant $M_d$ can be similarly expressed in terms of Vassiliev invariants.

Let $v$ be a transverse knot invariant taking values in an abelian group. We can define its extension to singular knots with finitely many double points recursively, setting $v(L_\times) := v(L_+) - v(L_-)$ for the triple of knots in Figure 4.3. An invariant $v$ is called a Vassiliev invariant of order $\leq n$ if its extension vanishes on all singular knots with more than $n$ double points.
Proposition 6.1. Let us make a substitution $q = e^h$ into the invariant $M_d(q, z, x_1, \ldots, x_{d-1})$ and consider the Taylor expansion in the power series in $h$. For every $n \in \mathbb{N}$, the coefficient of $h^n$ is a Vassiliev invariant of order $\leq n$.

Proof. According to Equation 4.11, the difference of values of $M_d(e^h, z, x_1, \ldots, x_{d-1})$ on two knots $L_+$ and $L_-$ is divisible by $q - q^{-1} = e^h - e^{-h} = 2h + (\text{higher powers of } h)$. Thus, the value of the extension on a knot with a singular point is divisible by $h$. Now, if there is another double point far away from the first one, then the value of the extension will be divisible by another $h$, so it will be divisible by $h^2$. Similarly, each additional double point contributes an extra $h$ in the result. Finally, for a knot with $n + 1$ double points, the value of the invariant will be divisible by $h^{n+1}$. Therefore, all coefficients up to order $n$ will vanish on such a knot. \[\square\]

The above proposition implies that the invariant $M_d(e^h, z, x_1, \ldots, x_{d-1})$ of transverse knots is covered by an (infinite) sequence of Vassiliev invariants. However, the Fuchs–Tabachnikov theorem \[\text{[FuTa, Theorem 5.6]}\] claims that any transverse Vassiliev invariant turns out to be topological Vassiliev invariant of framed knots.

Similarly, with appropriate rescaling as in Remark 4.15 and specializing $(x_1, \ldots, x_{d-1})$ to the solution $X_D = (x_1, \ldots, x_{d-1})$ of the E–system, we can express the invariant $\Psi_{d,D}$ of singular links from Theorem 4.10 as an infinite sequence of Vassiliev invariants. Thus, because of the Fuchs–Tabachnikov theorem, $\Psi_{d,D}$ does not distinguish singular transverse knots of the same topological type and with the same Bennequin numbers.

7. Comparing the invariants $\Theta_{d,D}$ for classical knots and links with the Homflypt polynomial

This section contains a conjecture about the invariants $\Theta_{d,D}$ on knots and computational evidence supporting this conjecture.

7.1. Computations and supporting data. We computed the Yokonuma–Hecke invariants $\Theta_{d,D}$ for various solutions of the E–system for about 200 pairs of non-equivalent alternating knots and non-alternating knots and links having the same Homflypt polynomial.

Among all knots with up to 12 crossings, there are 283 pairs or groups of knots whose members share the same Homflypt polynomial or one member and the mirror image of another. Their list, compiled by using the program LinKnot \[\text{[JaSa]}\], is available in Table 3 in Appendix A.

Among all links with up to 12 crossings there are 130 pairs or groups of links whose members (or one member with the mirror image of the other) have the same Homflypt polynomial. Since there is no universally accepted notation for links with more than 11 crossings, we give in Table 1 bekikw only the list of links with up to 11 crossings. The complete list of links with up to 12 crossings can be compiled by using the program LinKnot \[\text{[JaSa]}\], given in Conway notation, braid notation, or by their DT codes.

| $9_{50}^2$, $L10n42$ | $9_{34}^2$, $L11n186$ | $L11a13$, $L11a323$ |
|----------------------|----------------------|----------------------|
| $L10n79$, $L10n95$   | $L11n320$, $L11n329$ | $L11a149$, $L11a195$ |
| $L11a184$, $L11a207$ | $L11a172$, $L11a377$ | $L11a173$, $L11a382$ |

Table 1. Pairs of links with the same Homflypt polynomial

As we shall state next, the invariants $\Theta_{d,D}$ agree on all knot pairs or groups sharing the same Homflypt polynomial. From our computations it is not possible to draw a definite conclusion about the behaviour of the invariants $\Theta_{d,D}$ on all mentioned link pairs of Table 1.
7.2. The invariants $\Theta_{d,D}$ for classical knots and the Homflypt polynomial. While trying to compare computationally the invariants $\Theta_{d,D}(q,z)$ with the Homflypt polynomial $P(q,z)$, we noticed that the values of the invariants on knots (links with only one component) were connected in the following way:

**Theorem 7.1.** Given a solution $X_D$ of the E-system, for any braid $\alpha \in B_n$ such that $\hat{\alpha}$ is a knot, we have

$$\Theta_{d,D}(q,z)(\hat{\alpha}) = \Theta_{1,\{0\}}(q,z/E_D)(\hat{\alpha}) = P(q,z/E_D)(\hat{\alpha}).$$

We have confirmed Theorem 7.1 on several knots from the table of knots as well as on knots below. Theorem 7.1 is proved in the sequel paper \[2\] below and we noticed that the values of the invariants on links (links with only one component) were connected in the following way:

**Remark 7.2.** The transformation $z \mapsto z/E_D$ corresponds to the transformation $\lambda_H \mapsto \lambda_D$ for the Homflypt polynomial at variables $(q,\lambda_H)$. Hence, we have equivalently that $\Theta_{d,D}(q,\lambda_D) = P(q,\lambda_D)$, where the variable $\lambda_H$ of the Homflypt polynomial has been substituted with the variable $\lambda_D$. Consequently, due to Theorem 7.1 and the above equality, $E_D$ does not appear in the values of the invariants $\Theta_{d,D}$ at variables $(q,\lambda_D)$ when computed on knots.

7.3. The invariants $\Theta_{d,D}$ for classical links. It does not seem, however, that a similar result holds for links. For Theorem 7.1 to hold for links, it must be that $\text{tr}_{d,D}(\alpha) = E_D^{n-1}\tau(\alpha)$, for some braid $\alpha$. Although, for example, for the link $\hat{\sigma}_1^{2k}$ we have:

$$\text{tr}_{d,D}(\sigma_1^{2k}) = 1 - E_D + \frac{q^{2k} - q^{-2k}}{q + q^{-1}} z + \left(\frac{q^{2k-1} + q^{-(2k-1)}}{q + q^{-1}}\right) E_D,$$

$$\tau(\sigma_1^{2k}) = \frac{q^{2k} - q^{-2k}}{q + q^{-1}} \frac{z}{E_D} + \left(\frac{q^{2k-1} + q^{-(2k-1)}}{q + q^{-1}}\right),$$

where we consider the Ocneanu trace $\tau$ at variable $z/E_D$. Hence:

$$\text{tr}_{d,D}(\sigma_1^{2k}) = 1 - E_D + E_D \tau(\sigma_1^{2k}),$$

and by consequence:

$$\Theta_{d,D}(q,z)(\sigma_1^{2k}) \neq P(q,z/E_D)(\sigma_1^{2k}).$$

Further, we also computed the invariants $\Theta_{d,D}$ on families of links from Table 2 below and we arrived at the same conclusion. Namely, there was no visible pattern relating the invariants $\Theta_{d,D}$ with the Homflypt polynomial.

| Braids                  | Knots  | Links       |
|------------------------|--------|-------------|
| $\sigma_1^p$          | $p \equiv 1 \mod 2$ | $p \equiv 0 \mod 2$ |
| $\sigma_1^p \sigma_2^{-1} \sigma_1^{-1} \sigma_2^{-1}$ | $p \equiv 1 \mod 2$ | $p \equiv 0 \mod 2$ |
| $\sigma_1^p \sigma_2^{-1} \sigma_1 \sigma_2^{-1}$ | $p \equiv 1 \mod 2$ | $p \equiv 0 \mod 2$ |
| $(\sigma_1 \sigma_2^{-1})^{3p}$ | – | $\forall p$ |
| $(\sigma_1^2 \sigma_2^{-1})(\sigma_1 \sigma_2^{-1})^{3p-1}$ | – | $\forall p$ |
| $\sigma_1^{2p} \sigma_2 \sigma_1^{-1} \sigma_2$ | – | $\forall p$ |
| $\sigma_1^{2p} \sigma_2^{-1} \sigma_1 \sigma_2$ | – | $\forall p$ |
| $(\sigma_1^3 \sigma_2^{-1})^2 \sigma_1 \sigma_2^{-1}$ | – | (one link) |

**Table 2.** Families of knots and links

In the sequel paper \[2\], we provide a concrete formula for relating the invariants $\Theta_{d,D}$ on links with the Homflypt polynomial. Further, we are able to show that the invariants $\Theta_{d,D}$
distinguish six pairs of Homflypt-equivalent links (one of them is the fourth in Table 1) and we give a diagrammatic proof for one pair.
### Table 3. Groups of knots up to 12 crossings with the same Homflypt polynomial

| $n$   | $K_{12n}$ | $K_{12n+1}$ | $K_{12n+2}$ | $K_{12n+3}$ | $K_{12n+4}$ | $K_{12n+5}$ | $K_{12n+6}$ | $K_{12n+7}$ | $K_{12n+8}$ | $K_{12n+9}$ | $K_{12n+10}$ | $K_{12n+11}$ | $K_{12n+12}$ |
|-------|-----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| 1     | $K_{12n}$ | $K_{12n+1}$ | $K_{12n+2}$ | $K_{12n+3}$ | $K_{12n+4}$ | $K_{12n+5}$ | $K_{12n+6}$ | $K_{12n+7}$ | $K_{12n+8}$ | $K_{12n+9}$ | $K_{12n+10}$ | $K_{12n+11}$ | $K_{12n+12}$ |
| 2     | $K_{12n+1}$ | $K_{12n+2}$ | $K_{12n+3}$ | $K_{12n+4}$ | $K_{12n+5}$ | $K_{12n+6}$ | $K_{12n+7}$ | $K_{12n+8}$ | $K_{12n+9}$ | $K_{12n+10}$ | $K_{12n+11}$ | $K_{12n+12}$ |
| 3     | $K_{12n+2}$ | $K_{12n+3}$ | $K_{12n+4}$ | $K_{12n+5}$ | $K_{12n+6}$ | $K_{12n+7}$ | $K_{12n+8}$ | $K_{12n+9}$ | $K_{12n+10}$ | $K_{12n+11}$ | $K_{12n+12}$ |

*Table 3.* Groups of knots up to 12 crossings with the same Homflypt polynomial.
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