ABSTRACT

Human-robot studies are expensive to conduct and difficult to control, and as such researchers sometimes turn to human-avatar interaction in the hope of faster and cheaper data collection that can be transferred to the robot domain. In terms of our work, we are particularly interested in the challenge of detecting and modelling user confusion in interaction, and as part of this research programme, we conducted situated dialogue studies to investigate users’ reactions in confusing scenarios that we give in both physical and virtual environments. In this paper, we present a combined review of these studies and the results that we observed across these two embodiments. For the physical embodiment, we used a Pepper Robot, while for the virtual modality, we used a 3D avatar. Our study shows that despite attitudinal differences and technical control limitations, there were a number of similarities detected in user behaviour and self-reporting results across embodiment options. This work suggests that, while avatar interaction is no true substitute for robot interaction studies, sufficient care in study design may allow well executed human-avatar studies to supplement more challenging human-robot studies.
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1 INTRODUCTION

Due to the relative ubiquity of computer mediated communication across different application domains e.g. online learning system [9], healthcare assistants [10], virtual reality (VR) games [23], and social VR [4]), the expectations for multimodal interactive systems have grown in diversity and sophistication in the last decade. This is true for virtual online agents, but also extends to expectations for interaction with physical, or more precisely social, robots [9, 28]. A key trend in the development of communicative systems has been an assumption of multi-modality, i.e., that our artificial interlocutors should have access to multiple modalities. However, the research community is well aware that the multimodal communicative skills of even state-of-the-art systems are still very limited.

Whether our interaction partner is a social robot, a 3D avatar, or even just a chat window, our interaction partners are assumed to share similar conversational skills and abilities across these embodiments. This has benefits in terms of acclimatisation of technology across interaction partner types, but can also lead to frustration and disappointment when such alignment is not present in practise. This though is not just true in terms of users expecting systems to behave in uniform ways across device type, but may also be present in the expectations that systems – and their designers – make in terms of the behaviour and reaction of users to systems across different embodiment types.

This potential for mismatched expectations is in some cases exacerbated by the needs of researchers and industrial developers. Collecting real world data in HRI studies for the investigation of particular phenomena is extremely challenging. Experimental hardware systems suffer malfunctions, recruiting participants or users is challenging and often expensive, and even finding appropriate real world spaces to perform tasks can be difficult. These problems were significantly heightened during the COVID-19 pandemic when it became in many ways impossible to perform human-robot interaction studies. For reasons such as these numerous researchers have over the last four decades frequently turned to human-computer interaction studies, and particularly the use of avatars and chat systems, to conduct studies in the hope of bootstrapping studies of HRI. Invariably these efforts have been based on an assumption that such data is as ecologically valid in one embodiment type as in another so long as the same basic interaction modalities are being used, e.g., speech and cameras. While this assumption may have been true at one point, due to the relative novelty of all interactive systems interfaces, the ubiquitous nature of avatars and basic conversational systems in contrast with everyday social robotics, has arguably laid waste to this assumption.

In light of the above argument, in this paper we present a contrastive analysis of the reactions of users across the physical robot and avatar embodiment types in order to investigate if it remains feasible to leverage human-avatar data for human-robot interaction when the focus of these studies is on communication rather than for example physical cooperation. This study has been executed with respect to our core focus of interest which is the modelling and mitigation of user confusion in social robotics tasks. For the avatar virtual embodiment option, we analyse data from a previously presented 3D avatar study. For the physical robot we present for the first time our study using a humanoid Pepper robot to execute a similar multimodal situated conversational study. Our comparison across these two studies aims to answer the following two questions: (1) To what extent can we rely on human-avatar interaction (HAI) studies as a substitute for human-robot interaction (HRI) data.
collection efforts? (2) Does the choice of embodiment type (HAI vs. HRI) have a significant effect on users perceptions and mental state with respect to our central challenge of confusion detection?

2 RELATED WORK
Before presenting details of the studies, we begin with a review of related work with a brief review of some notable studies on HCI and HRI, differences seen between embodiment types, and some work related to our case study on confusion detection.

2.1 Embodied Interaction
While Human-Computer Interaction (HCI) covers a vast number of physical system types as well as different goals of interaction, we are particularly interested in situated interaction where a user communicates with an embodied agent which is typically a physical robot, but can also be embodied virtually in our study. In recent years, avatars have begun to become quite prominent as a mechanism in intelligent virtual environments [26]. Compared to other means of interaction, the avatar is presumed to be a more natural communication mechanism which can evoke strong agent-as-partner style interactions through their use of human-like facial features and expression [16], vivid body language, and even specific personalities. Moreover, the avatar has remarkable benefits over a speech-to-text-only interaction [16].

In the case of developing human-robot interaction, the challenge of combining multiple modalities in addition to the purely spoken channel has been long recognised. A social robot should have the ability to recognise affect, emotion, or engagement by observing the behaviour of the interlocutor, such as tracking the gaze, the head pose, facial expressions, gestures, or biological behaviours (e.g., heartbeat, electroencephalography activity (EEG) and body temperature) [1, 7, 11, 12, 24]. Indeed, increasing the affordance of human-like conversation in HRI has in particular been the subject of increased research over the last two decades [5, 6].

Multiple studies have commented on the relative properties of communication with physical robots versus other types of agents. Generally, it has been observed that people have more interactions with physical robots than with virtual agents or telecommunication agents in a number of different application areas [19, 34]. Meanwhile, McNamara and Kirakowski [25] revealed that customers or users can be affected to varying degrees in their overall user experience, due to perception of different levels of social presence across HCI and HRI. In Herath et al. [15]’s study of social presence, they approached HCI and HRI experiments with the same conversational engine but with keyboard and monitor used for the HCI studies, and a Nao robot used for the HRI studies. In post-questionnaires of participants, in particular, the “UTAUT” (Unified Theory of Acceptance and Use of Technology Questionnaire [14]), it was shown that HRI trended more strongly with the measures of animacy and likeability than with the HCI, while on the measure of usefulness and trust, the HCI experience was rated higher than in the HRI case. The authors believed that the HCI performance is better than the HRI performance in specific tasks or domains, but that the HRI performance was better than the HCI for the exploratory and open-ended conversation domains. Also of note, in a cooperative blockstick HRI / HCI task, participants were found to be more engaged and better enjoyed playing with a physically embodied robot compared to playing with a virtual embodied animated avatar as the physical robot was informative and creditable [17]. On the contrary, Kidd and Breazeal [17] also found that, such as verbal and role-playing tasks, there is no significant difference in user attitudes between users who interact directly with a robot and who play with the robot video-displayed remotely in different room.

2.2 Confusion Detection
For HRI to become more natural, it is essential that systems be tuned to adapt to the user’s mental state during task progression. Confusion is a mental state that is characterised by bidirectional emotion, which means it can be a positive engagement in a conversation prior to a learning event, but it can also be correlated with negative states (such as boredom or disengagement) in an interaction [8, 21]. This more negative view on confusion looks on it as an epistemic emotion [22] which is associated with blockages or impasses in the learning process when trying to learn something new or trying to clarify problems. There have been multiple formal definitions of confusion within the HCI and psychology literature [2, 20, 32], and within the HCI literature there have been multiple studies into confusion detection [13, 18, 36]. However, the majority of study in this area has concerned online learning systems, and little work has focused on general engagement or task-orientated interaction in HRI.

Building on a newly defined framework for confusion study, Li et al. [21] conducted a study specifically to investigate the manifestation and detection of confusion states in the context of HAI. For this HAI confusion detection study, a web application framework was developed; this framework includes a real-time web application and an avatar application based on that presented by Sloan et al. [33]. Data were gathered from 19 participants (8 males, 11 females) from six countries. The study used a three-task design in which users were presented with confusing or non-confusing variants of particular tasks and were assessed using video analysis, speech analysis, and assessment of feedback forms.

3 STUDY AND DATA
Studies discussed in Section 2 show that physical robots may have greater social attribution and enjoyment than artificial virtual avatars [3], but that there is little systematic investigation of differences in performing experiments across different embodiments. Given this and our particular focus on the challenge of confusion detection in interaction, we have built on our earlier study by conducting a follow-up HRI study with similar study goals and methods to investigate the cross embodiment differences observed. Here, we present an overview of the methods used for conducting the HRI study, and in the following section a systematic companion of our study results across the two modalities.

4 STUDY DESIGN
In our earlier HAI study, we made use of a Wizard-of-Oz (WoZ) [29] mechanism to conduct user studies and collect data, which we later subjected to a series of manual, semi-automated, and fully automatic methods to analyze the behaviour of participants [21]. As with the
We designed a set of conversations with three tasks for the two wizard to control the Pepper robot. We integrated our experiment was collected. In the wizard room, the researcher controlled the Pepper robot using a WoZ4U platform [30], which is an open source web platform designed conversation scripts with the animated speech of the Pepper robot (e.g., happy, embarrassed, wave, etc.).

Regarding the dialogue design, two conditions are defined for the corresponding appropriate stimuli. Condition A is related to the robot's body language. The left picture shows the actual laboratory setup of the experiment. We also provided additional lighting for the participants to ensure high-quality video recording.

For the HRI experimental design, we prepared two experiment rooms (see Figure 1): the experiment room and the wizard room. Only the Pepper robot and a participant are in the experiment room. There are two HD webcams setup: Webcam 1 was used to record high quality views of the participant’s facial expression; while Webcam 2 is further back, but again behind the Pepper robot to record participants’ body language. The left picture shows the actual laboratory setup of the experiment. We also provided additional lighting for the participants to ensure high-quality video was collected. In the wizard room, the researcher controlled the robot using a WoZ4U platform [30], which is an open source web application that provides a graphical user interface (GUI) for the wizard to control the Pepper robot. We integrated our experiment scripts and the Pepper robot behaviours on the WoZ4U. For example, participants can scan a feedback QR code on the Pepper tablet; designed conversation scripts with the animated speech of the Pepper robot (e.g., happy, embarrassed, wave, etc.).

5 DATA ACQUISITION AND ANALYSIS

In the HRI study, there were 29 participants (16 males, 12 females, 1 not stated) with different educational and ethnic backgrounds. The total HRI dataset includes audio data that were recorded from the Pepper’s microphone, two facial videos, one from the Pepper robot’s camera, and another one Webcam 1, and another posture video. The current analysis mirrors the approach taken with the earlier HAI study. Specifically, frame data were extracted only from facial video data. The post-study questionnaire included 10 questions using a 5-level Likert scale. Three questions were about the three tasks, including confusion scores for the two conditions. The other three questions were specific positive feedback and the other three questions were toward negative feedback. The last question is about whether the participants would abandon interactions with the robot.

Generally, we found that there were minimal data collection issues in the HRI study compared to our earlier HAI study, since the researcher controls all variables in the HRI setup.

We applied several feature analysis algorithms to facial frame data and survey feedback to investigate the different behaviour of participants between Condition A and Condition B, and subsequently analysed the results of these three conditions for the HAI study; while there is no significant difference between the sum of absolute values of three angles (pitch, yaw, and roll) and two conditions for HAI and HRI experiments, except for the two special surprise and neutral emotions (see Table 1). In the HRI experiment, we can see that the results of emotions detected, in the HAI experiment, the predicted results in Condition A corresponding to the four classes of negative emotions (anger, disgust, fear, and sadness) are stronger than in the case for these classes in Condition B. In contrast, the number of predicted results for the two positive emotions (happiness and surprise) in Condition A is less than in Condition B. In the HRI experiment, we can see that the results of the five main predicted emotions are slightly similar to the HAI experiments, except for the two special surprise and neutral emotions (see Table 1).

Considering gaze estimation, through an independent-samples t-test of results from the HAI and HRI studies, we found that there is a significant difference in the sum of absolute values of pitch and yaw across the two conditions for HAI and HRI experiments, respectively. In the case of head pose, the independent-samples t-test result shows there is a significant relationship between the sum of absolute values of three angles (pitch, yaw, and roll) and two conditions for the HAI study; while there is no significant difference between the sum of absolute values of these three angles and two conditions for the HRI study.

Regarding subjective self-reporting scores on 48 participants, we analysed the self-estimated confusion scores of each participant, and the user attitude towards the embodiment option (avatar vs.
social robot). For both HAI and HRI options, a significant difference was found between confusing and non-confusing tasks only in the case of Task 3 (maths problems). There was no significant correlation in the confusion scores for task 1 (logic problems) and task 2 (word problems) for conditions A and B in the HAI or HRI studies. However, what is more interesting is in the analysis of the user experience questions: this included an examination of whether there is a significant difference between the average scores of negative feedback of the user’s experiences in the two studies; an examination of whether there is a significant relationship between the average scores of positive feedback of the users’ experiences in the two studies; and finally, an examination of whether there is a statistically significant relationship between the score of participants wanting to abandon these conversations and these two studies.

We found that there is a significant difference between the average negative feedback scores in the two studies ($M = 2.77, SD = 0.85$ avatar, $M = 1.91, SD = 0.62$ robot), $t(88) = 5.5547, p - value < 0.05$. Regarding the second question, there is a significant difference between the average positive feedback scores of user experiences and the two modalities ($M = 3.33, SD = 0.92$ avatar, $M = 4.09, SD = 0.54$ robot), $t(88) = -4.72, p - value < 0.05$. Lastly, the result indicated that there is also a significant difference between the scores for which participants want to abandon the conversations with the two studies ($M = 3.21, SD = 1.34$ avatar, $M = 1.34, SD = 0.62$ robot), $t(88) = 8.35, p - value < 0.05$.

### 7 DISCUSSION

Based on these results, we observed that when participants are confused, the changes in their emotions and gaze movements after stimuli from the different conditions of the HAI study are similar to those of the HRI study, but that the changes in the range of head pose angles with different stimuli from the different conditions of the HAI study are different from those of the HRI study. Furthermore, participants prefer to engage in interaction with the robot platform rather than with the avatar in this research study and are more willing to continue to interact with the robot platform than with the avatar in this research study.

While these basic observations can be made, it is very notable that, while we attempted to unify our studies across embodiment types, it is hard in practice to achieve this. At a very technical level, our human-avatar studies were less controlled as users could participate from home—unlike in the case of our human-robot studies. Generally, there was a very low abandonment rate for the HRI study, and we can also ensure the same quality of the dataset that we collected.

Meanwhile, it should be mentioned that during the 3-minute post-task interview, in the HAI experiment, the expectation of interaction from many participants was found to be much higher relative to the actual capabilities of the avatar. However, from the feedback of the participants in the HRI experiments, they felt fresh and curious talking to the robot, so most of them enjoyed and engaged in this HRI experiment. Also, they were surprised that the Pepper robot has high-tech social interaction skills when the Pepper robot vividly interacts with them.

### 8 CONCLUSION

In this paper, we present a brief overview of a human-robot interaction study that we conducted to compliment and validate an earlier human-avatar interaction study that we conducted with equivalent tasks and feedback mechanisms. Although we attempted to ensure that experimental conditions held well across the avatar and robotic setup, in practice this was challenging to ensure. This, combined with post-interview discussions which suggested that users had relatively speaking greater disappointment with the avatar than robot, should suggest that these two platforms for interaction are not compatible when it comes to behaviour and data collection. Nevertheless, we found that there are similarities between the HAI and HRI studies based on the analysis results in the multimodal dataset that we collected: the different behaviour of the participants when they are confused or not confused is somewhat consistent in the HAI and HRI experiments in the eye-gazing estimation, emotion estimation, and self-reported confusion scores with induced confusion states. Therefore, we can see that the HAI and HRI embodiments have their own strengths and weaknesses; and that these two embodiments can potentially replace each other for the case study of confusion detection subject to high levels of control to bridge the gap between interfaces.

### ACKNOWLEDGMENTS

This publication has emanated from research conducted with the financial support of Science Foundation Ireland under Grant number 18/CRT/6183. For the purpose of Open Access, the author has applied a CC BY public copyright licence to any Author Accepted Manuscript version arising from this submission.

### REFERENCES

[1] Henrry Admoni and Brian Scassellati. 2017. Social Eye Gaze in Human-Robot Interaction: A Review. J. Hum.-Robot Interact. 6, 1 (2017), 25–63. https://doi.org/10.5898/JHRI.6.1.Admoni

[2] Anaël Arguel and Rod Lane. 2015. Fostering deep understanding in geography by inducing and managing confusion: An online learning approach. AISCILTE 2015 - Australasian Society for Computers in Learning and Tertiary Education, Conference Proceedings November (2015), 374–378.

[3] Wilma A. Bainbridge, Justin W. Hart, Elizabeth S. Kim, and Brian Scassellati. 2021. The Benefits of Interactions with Physically Present Robots over Video-Displayed Agents. International Journal of Social Robotics 3 (2021), 41–52. https://doi.org/10.1007/s12369-019-00842-7

[4] Steven Baker, Jenny Waycott, Romina Carrasco, Ryan M. Kelly, Anthony John Jones, Jack Lilley, Briony Dow, Frances Butcher, Thuong Hoang, and Frank
Transferring Studies Across Embodiments: A Case Study in Confusion Detection

Conference 1st HHAI, June 2022, Amsterdam, Netherlands

Vetere. 2021. Avatar-Mediated Communication in Social VR: An In-Depth Exploration of Older Adult Interaction in an Emerging Communication Platform. In Proceedings of the 2021 CHI Conference on Human Factors in Computing Systems (Taihoku, Japan) (CHI ’21). Association for Computing Machinery, New York, NY, USA, Article 491, 13 pages. https://doi.org/10.1145/3411764.3445752

[5] Christoph Bartneck, Tony Belpaeme, Friederike Eyssel, Takayuki Kanda, Merel Keijzers, and Selma Sabanovic. 2020. References. Cambridge University Press. 209–246 pages.

[6] C. Breazeal. 2004. Social interactions in HRI: the robot view. IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews) 34, 2 (2004), 181–186. https://doi.org/10.1109/TSMCC.2004.826268

[7] Carlos Busso, Murtaza Bulut, Chi-Chun Lee, Abe Kazemzadeh, Emily Mower, Samuel Kim, Jeannette N Chang, Songlok Lee, and Shrikanth S. Narayanan. 2008. IEMOCAP: interactive emotional dyadic motion capture database. Language Resources and Evaluation 42, 4 (2008), 335–359.

[8] Sidney D’Mello, Blair Lehman, Reinhardarak, and Art Graesser. 2014. Confusions can be beneficial for learning. Learning and Instruction 29 (2014), 153–170. https://doi.org/10.1016/j.learninstruc.2012.05.003

[9] Kevin Doeherty and Gavin Doherty. 2018. Engagement in HCI: Conception, Theory and Measurement. ACM Comput. Surv. 51, 5, Article 99 (2018), 39 pages. https://doi.org/10.1145/3234149

[10] Connor Esterwood and Lionel Robert. 2020. Personality in Healthcare Human Robot Interaction (H-HRI): A Literature Review and Brief Critique. https://doi.org/10.1087/9781099422376.013.026

[11] Christopher Peters Ginevra Castellano, Hatice Gunes and Björn W.Schuller. 2004. Kerstin Fischer, Malte Jung, Lars Christian Jensen, and Maria Vanessa aus der Wiesen. 2019. Emotion Expression in HRI – When and Why. In 2019 14th IEEE International Conference on Human-Robot Interaction (HRI). 29–38. https://doi.org/10.1109/HRI.2019.8670578

[12] Christopher Peters Ginevra Castellano, Hatice Gunes and Björn W.Schuller. 2004. Kerstin Fischer, Malte Jung, Lars Christian Jensen, and Maria Vanessa aus der Wiesen. 2019. Emotion Expression in HRI – When and Why. In 2019 14th IEEE International Conference on Human-Robot Interaction (HRI). 29–38. https://doi.org/10.1109/HRI.2019.8670578

[13] Joseph F Graffunder, Kristy Elizabeth Boyer, and James C Lester. 2011. Predicting Facial Indicators of Confusion with Hidden Markov Models. Technical Report. 97–106 pages.

[14] Marcel Heerink, Alexander Sutherland, Serafina Bensc, Stefan Wetmert, and Thomas Hellstrom. 2021. WoZAT: An Open-Source Wizard-of-Oz Interface for Easy, Efficient and Robust HRI Experiments. Frontiers in Robotics and AI 8 (2021). https://doi.org/10.3389/frobt.2021.680557

[15] Andrey V Savchenko. 2021. Facial expression and attributes recognition based on multi-task learning of lightweight neural networks. CoRR abs/2105.17107 (2021). arXiv:https://arxiv.org/abs/2103.17197

[16] P. Silvia. 2010. Confusion and interest: The role of knowledge emotions in aesthetic experience. Psychology of Aesthetics, Creativity, and the Arts 4 (2010), 75–88.

[17] John Sloan, Daniel Maguire, and Julie Carson-Berndsen. 2020. Emotional Response Language Education for Mobile Devices. In 22nd International Conference on Human-Computer Interaction with Mobile Devices and Services (Oldenburg, Germany) (MobileHCI ’20). Association for Computing Machinery, New York, NY, USA, Article 28, 5 pages. https://doi.org/10.1145/3406324.3417601

[18] Joshua Wainer, David J. Feil-seifer, Dylan A. Shell, and Maja J. Matarić. 2006. The role of physical embodiment in human-robot interaction. In ROMAN 2006 - The 15th IEEE International Symposium on Robot and Human Interactive Communication. 117–122. https://doi.org/10.1109/ROMAN.2006.314840

[19] Xiaozong Zhang, Sonvoork Park, Thabo Beeler, Derek Bradley, Styu Yang, and Otmar Hilliges. 2020. ETH-XGaze: A Large Scale Dataset for Gaze Estimation under Extreme Head Pose and Gaze Variation. In European Conference on Computer Vision (ECCV).

[20] Yun Zhou, Tao Xu, Shaoqi Li, and Ruifeng Shi. 2019. Beyond engagement: an EEG-based methodology for assessing user’s confusion in an educational game. Universal Access in the Information Society 18, 3 (2019), 551–563. https://doi.org/10.1007/s10209-019-00687-7

[21] Nikolaos Mavridis. 2015. A review of verbal and non-verbal human–robot interaction. Robotics and Autonomous Systems 63 (2015), 22–35. https://doi.org/10.1016/j.robot.2014.09.031

[22] Nianh McNamara and Jurick Kirakowski. 2006. Functionality, Usability, and User Experience: Three Areas of Concern. Interactions 13, 6 (nov 2006), 26–28. https://doi.org/10.1145/1167948.1167972

[23] Heide Lukosch, Stephan Lukosch, Simon Hoermann, and Robert W Lindeman. 2019. Conceptualizing Fidelity for HCI in Applied Gaming. In HCI in Games, Xiaowen Fang (Ed.). Springer International Publishing, 165–179.