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ABSTRACT. Linear impulsively controlled systems are suitable to describe a venue of real-life problems, going from disease treatment to aerospace guidance. The main characteristic of such systems is that they remain uncontrolled for certain periods of time. As a consequence, punctual equilibria characterizations outside the origin are no longer useful, and the whole concept of equilibrium and its natural extension, the controlled invariant sets, needs to be redefined. Also, an exact characterization of the admissible states, i.e., states such that their uncontrolled evolution between impulse times remain within a predefined set, is required. An approach to such tasks — based on the Markov-Lükas theorem — is presented, providing a tractable and non-conservative characterization, emerging from polynomial positivity that has application to systems with rational eigenvalues. This is in turn the basis for obtaining a tractable approximation to the maximal admissible invariant sets. In this work, it is also demonstrated that, in order for the problem to have a solution, an invariant set (and moreover, an equilibrium set) must be contained within the target zone. To assess the proposal, the so-obtained impulsive invariant set is explicitly used in the formulation of a set-based model predictive controller, with application to zone tracking. In this context, specific MPC theory needs to be considered, as the target is not necessarily stable in the sense of Lyapunov. A zone MPC formulation is proposed, which is able to i) track an invariant set such that the uncontrolled propagation fulfills the zone constraint at all times and ii) converge asymptotically to the set of periodic orbits completely contained within the target zone.

1. INTRODUCTION

Impulsive systems are a subclass of dynamical systems (indeed, a hybrid dynamical system) in which resetting or impulsive events produce a discontinuity of the first kind in the state trajectories. This kind of systems has been extensively studied in the literature, and results concerning the existence, uniqueness and stability of solutions have been achieved ([8][44][23]).

Particularly, when the impulsive nature of the control actions (inputs) is the one that produces the discontinuity, we have an impulsively controlled system. Many control problems fall in the scope of impulsively controlled systems, as it is the case of drug scheduling in several disease treatments (by taking pills [40][41][37][34][27] or by applying injections [1][20]), or that of aircraft guidance [4][5][32]. The objective in this kind of control problem is to maintain the closed-loop system in a target region (defined by the problem itself) where the operation is safe. According to the meaning of the state variables, these regions does not include the origin as an interior point, since the origin uses to be a state of emptiness or rest, which is not safe. So, there is no formal equilibrium in the target region, and the control objectives are redefined to steer the closed-loop system as close as possible to the target region.

To accomplish the control objective properly —i.e., to ensure that the state will reach and remain inside the target region — it is necessary to formally define both, an extended equilibrium and extended controlled invariant set. Following the ideas in [42] and [38] a two-set definition can be used, in which an equilibrium or controlled invariant set is such, only with respect to a larger set that contains the state free responses between the impulses. Although potentially conservative (since the outer set can be as large as desired) these definitions show to be useful to define equilibrium and controlled invariant sets with respect to target regions, and provides formal tools to set the control problem, mainly when the controller is a model-based one [42][38]. In addition, based on this two-set generalization, formal notions of impulsive closed-loop convergence and stability [36][13] can be applied.

In this work, we discuss the way to formally compute exact admissible sets for impulsively controlled linear systems, with respect to a given target set. In the seminal work [18], the study of admissible sets for linear
continuous-time system is approached, where the initial state of an unforced linear system is called output admissible with respect to a constraint set \( \mathcal{Y} \) if the resulting output function satisfies the pointwise-in-time condition \( y(t) \in \mathcal{Y}, t \geq 0 \). In this work, we will refer to admissible sets for constrained state trajectories during the interval between impulses. For sake of shortness, we will omit to denote with admissible certain sets as equilibrium, feasible and invariant sets, where their admissibility will be evident from context. This notion, already introduced into the analysis of linear impulsive systems in [32] and mentioned in [33], was not exactly characterized yet: only approximating techniques are proposed. In such context, a first contribution of this paper is to solve - by means of a tractable methodology - the particular problem of characterizing the set of states for which the corresponding free trajectories remain in a given target set (this set denoted as admissible set). The free propagation of the states is expressed as univariate polynomial thanks to a relevant change of variable, and then the set of trajectories included in the target set is characterized through the Linear Matrix Inequalities (LMI) conditions on the initial states. These conditions are based on the Markov-Lukasz theorem (see [33]) and they have been inspired by the work [24].

A procedure is then proposed to compute the maximal invariant set with respect to the admissible set. The resulting set - defined as impulsive invariant set - satisfies the constraints at all times, meaning property that the system state remains within the set at the impulsive times (the times at which the impulsive inputs enter the system) and does not leave the target set at any time.

A novel set-based MPC algorithm is proposed, that exploits the tractability and utility of this description, and follows the procedure exposed in [4] [19] [15] extended through the explicit use of the new characterizations of invariant sets. This way, a closed-loop stable controller able to steer the system to the target region, and to maintain it in such a set indefinitely was obtained, with guaranteed feasibility at all times.

The main theoretical contribution of this work is the development of a proof of necessary conditions for the validity of a target zone for a zone tracking control with impulsive control inputs.

The effectiveness of the proposed controller formulation is assessed through simulation.

1.1. Notation. Let \( X \subseteq \mathbb{R}^n \) and \( Y \subseteq \mathbb{R}^m \). A correspondence \( c : X \rightrightarrows Y \) defines for each \( x \in X \) a set \( c(x) \subseteq Y \). A correspondence (also denoted as set-valued function) is a generalization of the concept of function, \( f \), which for each \( x \in X \) defines a unique \( f(x) \in Y \). The euclidean distance between two points \( x, y \in \mathbb{R}^n \) is denoted by \( \|x-y\| := [(x-y)'(x-y)]^{1/2} \). The distance from \( x \in \mathbb{R}^n \) to \( Y \subseteq \mathbb{R}^n \) is given by \( \text{Dist}(x) := \inf_{y \in Y} \|x-y\| \).

The Minkowski sum \( X \oplus Y \) is defined by \( X \oplus Y := \{x + y : x \in X, y \in Y \} \). The open ball with center in \( x \in X \) and radius \( \varepsilon > 0 \) is given by \( B_\varepsilon(x) := \{y \in X : \|x-y\| < \varepsilon \} \). The \( \varepsilon \)-neighborhood of set \( X \) is given by \( B_\varepsilon(X) := \{x \in X + B_\varepsilon(0)\} \). Given \( x \in X \), we say that \( x \) is an interior point of \( X \) if it there exists \( \varepsilon > 0 \) such that the open ball \( B_\varepsilon(x) \subseteq X \). The interior of \( X \) is the set of all interior points and it is denoted by \( \text{int} X \). The infinite sequence of elements, \( \{x_k\}_{k=1}^\infty \), will be simply denoted as \( \{x_k\} \).

2. PRELIMINARIES

First, consider the following impulsively controlled linear system (ICSys)

\[
\begin{align*}
\dot{x}(t) &= Ax(t), \quad t \neq \tau_k, \\
x(\tau_k) &= x(\tau_k^-) + Bu(\tau_k^-), \quad k \in \mathbb{N},
\end{align*}
\]

where \( x \in X \subseteq \mathbb{R}^n \) represents the state, \( A \in \mathbb{R}^{n \times n} \) is the transition matrix, \( u \in U \subseteq \mathbb{R}^m \) is the input, \( \tau_k = kT \) for a time period \( T > 0 \) is the jump or impulse time, and \( \tau_k^- \) denotes the time just before \( \tau_k \) (i.e., \( x(\tau_k^-) = \lim_{\varepsilon \to 0^-} x(\tau_k - \delta) \)). The state set \( X \) is assumed to be a closed polyhedron, the input set \( U \) is assumed to be a compact polyhedron, and both are assumed to contain the origin in their nonempty interior.

For any \( t \in [\tau_k, \tau_{k+1}) \), \( k \in \mathbb{N} \), the solution of \( 2.1 \) is given by \( x(t) = e^{AT}x(\tau_k) \), and \( x(\tau_{k+1}) = x(\tau_k^-) + Bu(\tau_k^-) \).

Given that \( x(\tau_k^-) = e^{AT}x(\tau_k^-) \), then, we can write

\[
\begin{align*}
x(t) &= e^{At}x(\tau_k), \quad t \in [\tau_k, \tau_{k+1}), \\
x(\tau_{k+1}) &= e^{AT}x(\tau_k) + Bu(\tau_k),
\end{align*}
\]

which describe the free response and the jump produced by the input, respectively.

In order to properly characterize the equilibrium and invariant sets in the next sections, the following definitions concerning the uncontrolled or free responses is made.

Definition 1 (Admissible set). Consider the ICSys system \( 2.1 \) and a polytopic non-empty set \( \mathcal{Y} \subseteq X \). The admissible set of \( \mathcal{Y} \) is given by

\[
\mathcal{Y}_A := \{x \in \mathcal{Y} : e^{At}x \in \mathcal{Y}, \ t \in [0, T]\}.
\]

Set \( \mathcal{Y}_A \) is the set of initial states for which the free responses - that are independent of \( u \) - remain in \( \mathcal{Y} \) for at least an interval of length \( T \). As in [42], this set can be described by the intersection of an uncountable set of
constraints as follows:
\begin{equation}
\mathcal{V}_A := \bigcap_{\tau \in [0, T]} e^{-A\tau} \mathcal{V}.
\end{equation}
Note that for each \( \tau \in [0, T] \) the set \( e^{-A\tau} \mathcal{V} \) is polytopic, since \( e^{-A\tau} \) is a linear map, so \( \mathcal{V}_A \) is given by the intersection of (an uncountable number of) polytopes. As a result, set \( \mathcal{V}_A \) is closed and convex and can be characterized and computed by following the ideas presented in [35, 25, 6] concerning spectrahedron representation. The spectrahedron representation of admissible sets is one of the main contributions of this work, that allows us to compute equilibrium and invariant sets for system (2.1), as detailed next in Subsection 3.2.

2.1. Sampling the ICS. By sampling the ICSys (2.1) at times \( \tau_k, k \in \mathbb{N} \), the Discretized ICSys (DICSys) —i.e., a discrete-time system associated to the ICSys— is obtained:
\begin{equation}
x(\tau_{k+1}) = A^d x(\tau_k) + B^d u(\tau_k),
\end{equation}
with \( A^d = e^{A\tau} \) and \( B^d = B \). The idea is to use this simplified system to infer properties of the ICSys. Particularly, easy computations of controlled invariant sets for the ICSys will be obtained based on controlled invariant sets for DICSys. To this end, and for the sake of clarity, the following definitions—concerning classical equilibria and controlled invariant sets for discrete-time systems—are recalled.

**Assumption 1.** The pair \((A^d, B^d)\) is controllable and the state is measured at each sampling time.

**Definition 2** (Controlled equilibrium set (CES)). Consider the DICSys system (2.4). A nonempty convex set \( \mathcal{X}^d_1 \subset \mathbb{X} \) is a controlled equilibrium set if for every \( x_s \in \mathcal{X}^d_1 \) exists \( u_s \in U \) such that \( x_s = A^d x_s + B^d u_s \).

**Definition 3** (Controlled invariant set (CIS) [10]). Consider the DICSys system (2.4). A nonempty convex set \( \mathcal{X}^d_{\text{inv}} \subset \mathbb{X} \) is a controlled invariant set if for every \( x \in \mathcal{X}^d_{\text{inv}} \) exists \( u \in U \) such that \( A^d x + B^d u \in \mathcal{X}^d_{\text{inv}} \). A CIS with nonempty interior is denoted a proper CIS.

Clearly, every CES is a CIS (although exceptionally are a proper CIS, since they use to have an empty interior). However, the fact that any CIS contains a CES is not trivial. In [17] (Theorem 3.3) a proof is given for the continuous-time case, based on the theorem of Kakutani [28] (a generalization of the Brouwer’s fixed-point theorem). The next theorem provides a similar result for linear discrete-time systems with polytopic constraints, directly based on the Brouwer’s fixed-point theorem (Theorem 4 in Appendix 2).

**Theorem 1.** Consider the DICSys (2.4). Then, every compact and convex CIS \( \mathcal{X}^d_{\text{inv}} \subset \mathbb{X} \) contains a CES \( \mathcal{X}^d_1 \) (this set may be a singleton \( \mathcal{X}^d_1 = \{x_s\} \)).

**Proof.** We present here a new proof of Theorem 1 (different from the one given in [17]) that is directly based on the Brouwer fixed point. Consider a compact and convex CIS \( \mathcal{X}^d_{\text{inv}} \), and the autonomous (or closed-loop) system \( x_t = f_s(x), \) where \( f_s(x) := A^d x + B^d \kappa(x), \) for each \( x \in \mathcal{X}^d_{\text{inv}}, \) and \( \kappa(x) \) is defined by
\begin{equation}
\kappa(x) := \arg \min_{u \in U(x)} V(x, u),
\end{equation}
being \( U(x) := \{u \in U : A^d x + B^d u \in \mathcal{X}^d_{\text{inv}}\} \) the set of all \( u \)'s that keep a particular \( x \in \mathcal{X}^d_{\text{inv}} \) in \( \mathcal{X}^d_{\text{inv}}, \) and \( V(x, u) \) a real convex function on \( U, \) for each \( x \in \mathcal{X}^d_{\text{inv}}, \) (for instance, \( V(x, u) := u^2 \)).

In the optimization problem (2.5), \( u \) is the optimization/decision variable, \( x \) the optimization parameter and \( U(x) \) is a correspondence \( (U : \mathcal{X}^d_{\text{inv}} \Rightarrow U) \). By definition of the CIS, the correspondence \( U(x) \) is non-empty for each \( x \in \mathcal{X}^d_{\text{inv}}, \) and \( U(x) \) is convex because \( \mathcal{X}^d_{\text{inv}} \) is convex and DICSys (2.4) is linear. Furthermore, \( U(x) \) is compact because both, \( \mathcal{X}^d_{\text{inv}} \) and \( U \) are compact and the DICSys (2.4) is linear.

To show that \( U(x) \) is continuous on \( \mathcal{X}^d_{\text{inv}}, \) it is necessary to show that it is both upper and lower semicontinuous (according to Definitions 7 and 8 in Appendix 8), which is proved in Lemmas 4 and 6, respectively, in the same Appendix 8.

Summarizing, we have that \( V(x, u) \) is convex (and so, strictly quasi-convex) and continuous on \( U \supset U(x), \) while \( U(x) \) is non-empty, convex, compact for each \( x \in \mathcal{X}^d_{\text{inv}}, \) and continuous on \( \mathcal{X}^d_{\text{inv}}. \) Then, by Theorem 6 in Appendix 8, it follows that \( \kappa(x) \) is a continuous function on \( \mathcal{X}^d_{\text{inv}}, \) which implies that \( f_s(x) \) is also a continuous function. Finally, it is easy to see that \( f_s \) maps the compact and convex CIS \( \mathcal{X}^d_{\text{inv}}, \) into itself and so, by the Brouwer’s fixed point theorem (Theorem 1 in Appendix 7), there is a state \( x_s \in \mathcal{X}^d_{\text{inv}} \) such that \( f_s(x_s) = x_s. \) This means that \( x_s = A^d x_s + B^d \kappa(x_s), \) i.e., for the fixed point \( x_s, \) there exists an \( u_s \in U, \) \( u_s := \kappa(x_s), \) such that \( x_s \) is a controlled equilibrium point for DICSys (2.4), which conclude the proof.

**Remark 1.** Note that the compactness and convexity of \( \mathcal{X}^d_{\text{inv}} \) are crucial in Theorem 1. It is quite easy to find counterexamples otherwise (see [10], chapter 4, exercise 3).
2.2. Controlled equilibrium and invariant sets for ICSys. In the context of ICSys, the equilibrium and its generalizations need to be defined in a quite general form in contrast to typical continuous or discrete-time systems. Indeed, given that there are periods of uncontrolled state evolution, the following definitions are necessary:

**Definition 4** (Impulsively controlled equilibrium set (ICES) \([42]\)). Consider the ICSys system \((2.1)\) and a convex set \(Y \subseteq \mathbb{R}^n\). A nonempty convex set \(Y_s \subseteq Y\) is an impulsively controlled equilibrium set if for every \(x_s \in Y_s\), it follows that: (i) \(\{e^{At_s}x_s : t \in [0, T]\} \subseteq Y\) and (ii) there exists \(u_s \in U\) such that \(e^{At_s}x_s + Bu_s = x_s\). Every single state \(x\) in \(Y_s\) is denoted as impulsively controlled equilibrium state w.r.t. \(Y\).

**Remark 2.** Note that in general, the only formal controlled equilibrium pair \((x_s, u_s)\) of ICSys \((2.1)\) — i.e., those that requires that both the jumps and the free response remains in a fixed state — is the origin, i.e., \((x_s, u_s) = (0, 0)\) \([44]\), since this is the unique no-jump scenario. This fact critically shortens the application scope of impulsive control systems representations, since the origin (meaning rest or emptiness) is not included into the target sets (zones) of interest \([42, 38]\).

**Definition 5** (Impulsive controlled invariant set (ICIS) \([42]\)). Consider the ICSys system \((2.1)\) and a convex set \(Y \subseteq \mathbb{R}^n\). A nonempty convex set \(Y_{inv} \subseteq Y\) is an impulsively controlled invariant set if for every \(x \in Y_{inv}\), exists \(u \in U\) such that (i) \(\{e^{At}x : t \in [0, T]\} \subseteq Y\) and (ii) \(e^{At}x + Bu \in Y_{inv}\). An ICIS with nonempty interior is denoted a proper ICIS.

Note that neither \(Y_s\) nor \(Y_{inv}\) are unique for a given \(Y\). Clearly, for a given \(Y\), an ICES is an ICIS (although usually it is not a proper ICIS, i.e., it has an empty interior). Furthermore, ICES and ICIS for ICSys \((2.1)\) are also CES and CIS for the DICSys \((2.4)\) (i.e., \(e^{AT}(x + Bu) = A^TX + B^Tu\)), and CES and CIS for the DICSys \((2.4)\) are ICES and ICIS for ICSys \((2.1)\) if \(Y = \mathbb{R}^n\). Finally, note also that an ICIS, \(Y_{inv}\), can be seen as a CIS contained in \(Y_A\) (this subtle fact will be used next to characterize and compute ICIS).

A question that naturally arises at this point is if Theorem 1 can be extended to the case of ICISys \((2.1)\).

**Theorem 2.** Consider the ICSys \((2.1)\) and a convex set \(Y \subseteq \mathbb{R}^n\). Then, every compact and convex ICIS, \(Y_{inv}\), contains an ICES, \(Y_s\).

**Proof.** Note first that conditions (ii) in Definitions 4 and 5 mean that the ICES and ICIS w.r.t. \(Y\), for the ICSys \((2.1)\), are also CES and CIS, respectively, for the corresponding DICSys \((2.4)\). Then, \(Y_{inv}\) is also a CIS for the DICSys and contains a CES, by Theorem 1. Denote this CES as \(Y_s^d\). Given that any state \(x_s^d\) in \(Y_s^d\) is also in \(Y_{inv}\), and \(Y_{inv}\) is an ICIS w.r.t. \(Y\), then \(\{e^{AT}x_s^d, t \in [0, T]\}\) \(\subseteq Y\), which means that \(Y_s^d\) is a ICES w.r.t. \(Y\).

2.3. Control Problem. A control problem that frequently arises in applications of ICSys, known as Zone Tracking, can be stated as follows:

**Control Problem.** Given a compact convex set \(T \subseteq \mathbb{R}^n\), denoted as the target set, coming from the application itself, the control objective is to feasibly steer the system state to \(T\), and maintain it there indefinitely.

To feasibly steer the system to somewhere means fulfill the input and state constraints at all time instants, so the control problem is closed related to the admissible set of \(T\) and \(X_T\) and \(X_A\), respectively. Furthermore, to remain indefinitely in a given set, by means of feasible control actions, means invariance.

Therefore, according to this latter concept, the set \(T\) coming directly from the applications needs to be refined as

**Definition 6** (Valid target set). Consider the ICSys system \((2.1)\). A target set \(T \in \mathbb{R}^n\) (coming from the control problem definition) is a valid target set if it contains an impulsively controlled invariant set (ICIS) (i.e., there exists a non-empty \(T_{inv}\)).

The latter definition makes sense for most of the applications. Indeed, if the conditions of Definition 6 are not fulfilled, then the problem is not well formulated, since it is not possible to remain in \(T\) indefinitely. Note that, in some cases, to ensure that a given \(T\) is a valid objective region it is necessary to reduce the time period \(T\) since shorter time periods produce smaller drifts (see \([38]\) for details).

A direct consequence of Definition 6 and Theorem 2 is stated next.

**Corollary 1.** Consider the ICSys \((2.1)\) and a valid target set \(T\) as the one defined in Definition 6. Then, \(T\) contains a nonempty ICES, say \(T_s\).

Figure 1 shows an schematic plot of the control problem for ICSys, while Figure 2 describes all the equilibrium and invariant sets sets involved in it.
Consider the ICSys \( \text{ICSys} (2.1) \), next, a key theorem of the article is introduced:

**Theorem 3.** Consider the ICSys \( \text{ICSys} (2.1) \) and a valid target set \( T \subseteq X \). If a CIS \( T_{\text{inv}} \) of the DICSys \( (2.4) \) is a subset of \( T_A \), then it is also an ICIS of the ICSys \( (2.1) \). We denote this set as \( T_{\text{inv}} \) for clarity.

**Proof.** Given that \( T_{\text{inv}} \subseteq T_A \subseteq T \), then \( \{ e^{AT} x : t \in [0,T] \} \) is in \( T \) for every \( x \in T_{\text{inv}} \). Particularly, \( e^{AT} x \) is in \( T \). Furthermore, since \( T_{\text{inv}} \) is a CIS for the DICSys \( (2.4) \), then it there exists some \( u \in U \) such that \( x^+ := e^{AT} x + Bu \), is in \( T_{\text{inv}} \), which concludes the proof.

**Remark 3.** Note that if a typical impulsive system representation - as the ones present in [44, 39, 33] - is used to describe the ICSys \( (2.1) \), almost all the previous definitions are still valid, but Theorem 3 is no longer true. Indeed, if the free response is considered after the input jump, a CIS in \( T_A \) is not necessarily an ICIS. This is so because in that case it is not possible to characterize a single set \( \{ e^{AT} x_{T_{\text{inv}}} : t \in [0,T] \} \) which is in \( T \), i.e., CIS condition only says that for each \( x \in T_{\text{inv}} \) exists an \( u \in U \) such that \( e^{AT} (x + Bu) \) is in \( T_{\text{inv}} \), but the inputs are in general different for different states. On the other side, with representation \( (2.1) \), the input effect occurs after the free response, and the existence of an \( u \in U \) that take the state back to \( T_{\text{inv}} \) is enough.

**Remark 4.** Note also that if a given set \( Y_{\text{inv}} \) is a CIS but is not contained in \( T_A \), then the set \( Y_{\text{inv}} \cap T_A \) is not necessarily a CIS and, so, the hypothesis of Theorem 3 are no longer fulfilled (and \( Y_{\text{inv}} \) is not an ICIS). In other words, for a set \( Y_{\text{inv}} \) to be an ICIS, it should be computed from the beginning as a subset of \( T_A \), which is a point to be discussed in the next section.

Figure 2 shows an schematic plot of a CIS \( T_{\text{inv}} \subseteq T_A \), which is also an ICIS.
3.1. Admissible Set of $\mathbb{T}$ in Spectrahedron Representation. The idea now is to characterize the admissible set of $\mathbb{T}$, $\mathbb{T}_A$, as the intersection of an uncountable number of polytopic sets (in the form of hyperplane constraints), which is known as spectrahedron representation. Let $\mathbb{T}$ be a polytopic set described by

$$\mathbb{T} = \{ x \in \mathbb{X} : H x \leq v \},$$

with $H \in \mathbb{R}^{\ell \times n}$ and $v \in \mathbb{R}^{\ell \times 1}$, where $\ell$ is a minimal number of hyperplanes that describe $\mathbb{T}$. Next, the set $\mathbb{T}_A$ will be described in terms of linear matrix inequalities (LMI) as in [25]. For the sake of completeness, the analysis is included in this work.

**Assumption 2.** (i) The eigenvalues of matrix $A$ are rational numbers $\lambda_r \in \mathbb{Q}$, with no imaginary part, so that $\lambda_r = \frac{\eta_r}{\rho}$ where $\eta_r \in \mathbb{Z}$, $\rho \in \mathbb{N}$ is the least common denominator of the eigenvalues and $r = 1, \ldots, n$. The eigenvalues are ranked in increasing order, such that $\eta_1$ is the smallest (possibly negative) integer and $\eta_n$ is the largest (possibly positive) integer. (ii) The eigenvalues of $A$ are all distinct.

For $\mathbb{T}$ described as in (3.1), the admissible set is given by

$$\mathbb{T}_A = \{ x \in \mathbb{X} : H \Phi(t)x \leq v, \forall t \in [0, T] \},$$

where $\Phi(t) = e^{At}$ is the transition matrix. Addressing inequality (3.2) row by row, it comes

$$h_i \sum_{j=1}^n \Phi_j(t)x_j \leq v_i, \ i = 1, \ldots, l$$

where $h_i$ is the $i$-th row of $H$, $v_i$ is the $i$-th component of $v$ and $\Phi_j$ the $j$-th column of the transition matrix. Summation of the columns of the transition matrices scaled by the corresponding state component is just the column-wise expression of the matrix-by-vector multiplication. This can be interpreted as the contribution of each state component to the dynamic evolution through the transition $\Phi$. The transition matrix can be expressed in its modal form (see Appendix 9.5) as

$$\Phi(t) = \sum_{r=1}^n \phi^r e^{\lambda_r t},$$

where $\lambda_r$ is the $r$-th eigenvalue of the dynamic matrix $A$, and $\phi^r$ is the $r$-th matrix obtained from the modal decomposition of $\Phi$. This can be used to rewrite (3.3) as

$$\sum_{r=1}^n \beta^r e^{\lambda_r t} \leq v_i, \ t \in [0, T], \ i = 1, \ldots, l,$$

with $\beta^r = h_i \phi^r$, since $h_i$can be moved inside the sum in (3.3).

Proposing the change of variables $w = e^{-\frac{\lambda_r t}{\rho}}$, follows $e^{\lambda_r t} = (e^{-\frac{1}{\rho} t})^{-\eta_r} = w^{-\eta_r}$, the interval on the new variable is $w \in [W, 1]$ with $W = e^{-\frac{T}{\rho}}$ and the inequalities (3.4) can be expressed as

$$\sum_{r=1}^n \gamma^r(x) w^{-\eta_r} - v_i \leq 0, \ w \in [W, 1], \ i = 1, \ldots, l,$$

where $\gamma^r(x) = \beta^r x$ are linear functions of the initial state $x$ and $\eta_r \in \mathbb{Z}$, for $r = 1, \ldots, n$. 

**Figure 3.** Illustrative plot of a CIS $\mathbb{T}_{inv}$ contained in $\mathbb{T}_A$ is also an ICIS, $\mathbb{T}_{inv}$ (green).
At this point, we are interested in expressing the constraint as a polynomial with positive powers of the variable $w$. If $\eta_0$ — which is the largest exponent — is positive, we can multiply the previous expression by $w^{-\eta_0}$ and its reciprocal such that all the resulting terms in the sum correspond to non-negative integer powers of $w$. We denote this degree-shift as $\hat{\eta} := \max\{0, \eta_0\}$, and it comes that

$$
\frac{1}{w^{\hat{\eta}}} \left[ \sum_{i=1}^{n} \gamma_i(x)w^{-\eta_i + \hat{\eta}} - v_i w^{\hat{\eta}} \right] \leq 0, \ w \in [W, 1], \ i = 1, \cdots, l.
$$

Noting that the factor $\frac{1}{w^{\hat{\eta}}}$ is non-negative in the interval $w \in [W, 1]$, the previous condition can be written as a polynomial positivity condition as follows

$$(3.5) \quad P_i(w) = \sum_{d=0}^{\hat{\eta}} \pi_{i,d}(x)w^d \geq 0, \ w \in [W, 1], \ i = 1, \cdots, l,$$

where $\pi_{i,d}(x) = -\gamma_i(x) + \delta_{d,\eta}v_i$, for $d \in \{0, \cdots, \eta_0 + \hat{\eta}\}$, $\delta_{i,j}$ denotes the Kronecker’s delta function (the case of null eigenvalues is considered in a single formulation). The $v_i$ coefficient is then considered for $d = \hat{\eta}$.

The Lukasz-Markov theorem states that a polynomial $P_i(w)$ is non-negative if and only if it can be written as a weighted sum of squares (see Appendix 9.2). Also, from [24, Lemma 2] it can be stated that inequality (3.5) will be satisfied (i.e. the polynomial $P_i$ is non-negative) if its vector of coefficients $\pi_{i,d}(x)$ is the image of two positive semi-definite matrices $Y_{i,1}$ and $Y_{i,2}$ through linear operators $\Lambda^i_{1}$ and $\Lambda^i_{2}$, as follows

$$(3.6) \quad P_i(x) = \Lambda^i_{1}(Y_{i,1}) + \Lambda^i_{2}(Y_{i,2}), \ Y_{i,1}, Y_{i,2} \succeq 0.$$ 

The operators $\Lambda^i_{1}$ and $\Lambda^i_{2}$ are defined in [35]. Then, the set $T_A$ is described by a semi-algebraic set where each element $x$ fulfills the condition (3.6):

$$(3.7) \quad T_A = \{x \in X : P(x) = \Lambda^i_{1}(Y_{1}) + \Lambda^i_{2}(Y_{2}), \ Y_{1}, Y_{2} \succeq 0\}.$$ 

3.2. ICES computation. The ICES can be computed as the intersection of $T_A$ and the CES of the DICSys system (2.4). The resulting ICES can be interpreted as a slice of the spectrahedric set $T_A$ defined by the LMI (3.7) and the CES defined by equality constraints.

3.3. CIS computation - Polytopic Inner Approximation. Tools for invariant set computation for generic convex sets (e.g. spectrahedra) are not widely available. Nevertheless, there are efficient algorithms for computing invariant sets with respect to polytopes. Note that a polytope with all its extreme points contained in a spectrahedron can be considered as an inner approximation. Then, inner polytopic approximation of the semidefinite constraints enable the use of classical algorithms for computation of invariant sets.

Let us denote $\widehat{T}_A$ a polytopic inner approximation of $T_A$. By means of classical algorithms (26, 29), the computation the maximal CIS for the DICSys (2.4) contained in $\widehat{T}_A$ is an invariant set for the DICSys. Also, note that this set is also an inner approximation to the maximal ICIS for the ICSys (2.1) w.r.t. $T$, and the continuous time trajectories lie within $\widehat{T}$ at all times.

The set is typically computed recursively, where the successive controllable sets are obtained by the following recursion

$$S_{k+1} = \{x|A^d x + B^d u \in S_k, u \in U\},$$

and terminating once $S_{k+1} = S_k$.

In order to obtain the invariant set within the target zone $T$, the algorithm is initialized with $S_0 = \widehat{T}_A$. For the computation of the feasible set with respect to $X$, the algorithm is initialized with $S_0 = \widehat{X}_A$, instead. The resulting ICISs (which are also CISs, as previously explained) contained in $X$ and $T$ are denoted by $\widehat{X}_A$ and $\widehat{T}_A$ respectively.

The next section takes advantage of it to design a model predictive controller.

4. ZONE MPC CONTROL

This section is devoted to introduce zone model predictive control (zMPC) formulations that make an explicit use of the ICIS characterized in the previous sections. The control objective — as stated in the Control Problem definition of Subsection 2.3 — is to feasibly steer the impulsively controlled system (2.1) to the target zone $T$ (which does not necessarily contains the origin) and keep it there indefinitely.
Two different controllers are presented next: the first one is an MPC based on the use of artificial equilibrium variables \( [14] \), which ensures asymptotic stability. The second one is a set-based MPC \([3, 30]\), which guarantees, in addition, finite-time convergence.

### 4.1 Zone MPC based on Artificial Variables

The DICSys (2.4) is used for predictions and an invariant set \( \mathbb{T}^0_{\text{inv}} \) contained in \( \mathbb{T}_A \) (preferably the largest) acts as target set. The cost function to be minimized on-line by the MPC is given by

\[
J_N(\mathbf{x}, \mathbf{u}, \mathbf{x}_s, u_s) = \sum_{j=0}^{N-1} \|x(\tau_j) - x_s\|^2_Q + \|u(\tau_j) - u_s\|^2_R + \gamma \text{dist}_{\mathbb{T}_A}(x_s)
\]

where \( x = x(\tau_0) \) represents the current state, \( u = \{u(\tau_0), u(\tau_1), \ldots, u(\tau_{N-1})\} \) is the predicted sequence of inputs, and \( Q \) and \( R \) are positive definite and semi-definite matrices, respectively.

**Remark 5.** The term \( \text{dist}_{\mathbb{T}_A}(x_s) \) is approximated by using an additional optimization variable \( x^* \), which is forced to be in \( \mathbb{T}_A \), and by including the cost term \( \|x - x^*\|_2 \). It is computed as the optimization problem given by \( \text{dist}_{\mathbb{T}_A}(x_s) = \min_{x^* \in \mathbb{T}_A} \|x_s - x^*\|_2 \). The problem in included into the MPC and is solved simultaneously by modifying the cost function, which now reads

\[
J_N(\mathbf{x}, \mathbf{u}, \mathbf{x}_s, u_s, x^*) = \sum_{j=0}^{N-1} \|x(\tau_j) - x_s\|^2_Q + \|u(\tau_j) - u_s\|^2_R + \|x_s - x^*\|^2_Q \gamma
\]

and constraint \( x^* \in \mathbb{T}_A \) is included in the optimization (4.3), introduced next.

The optimization problem to be solved at each time \( \tau_k \) is as follows:

\[
\min_{\mathbf{u}, \mathbf{x}_s, u_s, x^*} J_N(\mathbf{x}, \mathbf{u}, \mathbf{x}_s, u_s, x^*)
\]

\[
\text{s.t.}
\]

\[
x(\tau_0) = \mathbf{x}
\]

\[
x(\tau_{j+1}) = A^d x(\tau_j) + B^d u(\tau_j), \quad j = 0, \ldots, N - 1
\]

\[
x(\tau_{j+1}) \in \mathbb{X}_A, \quad j = 0, \ldots, N - 1
\]

\[
u(\tau_j) \in \mathbb{U}, \quad j = 0, \ldots, N - 1
\]

\[
A^d x_s + B^d u_s = x_s, \quad x_s \in \mathbb{X}_s
\]

\[
x(\tau_N) = x_s
\]

\[
x^* \in \mathbb{T}_A
\]

In the latter optimization problem, \( x \) is the optimization parameter while \( \mathbf{u}, \mathbf{x}_s, u_s, x^* \) are the optimization variables. Constraint (4.3f) forces the pair of additional variables \( (x_s, u_s) \) to be contained in (an inner polytopic approximation of) the lifted admissible invariant set of the sampled system. The terminal constraint (4.3h) forces the last state on the control horizon to reach the equilibrium set, as this will be used to ensure stability. Constraint (4.3h) is included to approximate the distance function in the cost by a quadratic term (Remark 5).

Once the MPC problem is solved at time \( \tau_k \), the optimal solution is given by the optimal input sequence

\[
\mathbf{u}^0(x) = \{u^0(x, \tau_0), u^0(x, \tau_1), \ldots, u^0(x, \tau_{N-1})\},
\]

and the optimal additional variables \( (x^0(x), u^0(x)) \), while the optimal cost is denoted as \( J^0_N(x) := J_N(x, u^0_s, x^0_s, u^0_s) \). The control law, derived from the application of a receding horizon control policy (RHC), is given by \( u(\tau_k) = \kappa_{\text{MPC}}(x(\tau_k)) = u^0(x, \tau_0) \), where \( u^0(x, \tau_0) \) is the first control action in \( \mathbf{u}^0(x) \).

The stabilizing properties of the controller are summarized in the following Property.

**Property 1.** The IES \( \mathbb{T}_s \) is asymptotically stable for the closed-loop system ICS,

\[
\begin{cases}
\dot{x}(t) = Ax(t), \quad t \neq \tau_k, \\
x(\tau_k^+) = x(\tau_k) + B\kappa_{\text{MPC}}(x(\tau_k)), \quad k \in \mathbb{N},
\end{cases}
\]

with \( x(0) = x_0 \), and a domain of attraction given by \( C_N(\mathbb{X}_s) \).

**Sketch of Proof:** The proof follows the steps of the so called MPC for tracking zones regions, [16][39]. The time of the closed-loop is denoted by \( \tau_k \), as in (4.7), while the time for predictions, inside each optimization problem, is denoted by \( \tau_i \). The recursive feasibility of the sequence of optimization problems follows from the fact that, for every \( x \in \)
C_N(\mathcal{X}_s), the terminal constraint forces the system \( x(\tau_{j+1}) = \phi(T)x(\tau_j) + Bu(\tau_j) \) to reach an invariant set (for instance the equilibrium set, \( \mathcal{X},0 \)), at the end of the control horizon. So, if the solution of the optimization problem for \( x \), at time \( \tau_k \), is given by \( u^0(x), x_0^0(x) \) and \( u_0^0(x) \), then a feasible solution for the state \( x^+ \), at time \( \tau_{k+1} \), can be computed as \( \Phi \left( u^0(x^+), u_0^0(x^+) \right) \). This feasible solution produces a feasible sequence of states, given by \( \Phi(\Phi(x^+), u_0(x^+)) \). The attractivity of \( \mathcal{X}_s \) follows from the fact that, \( J_N(x^+) \leq J_N^\delta(x^+) \), which means that \( J_N^\delta(x^+) \) is a strictly decreasing positive function - i.e., \( J_N^\delta(x^+) \leq J_N^\delta(x) \) - that only stops to decrease if \( x = x(\tau_k) \) and \( u(\tau_k) = u_s \). Furthermore, the fact that \( x(\tau_k) \to x_s \) and \( u(\tau_k) \to u_s \), as \( k \to \infty \), implies that \( x(\tau_k) \) tends also to \( \mathcal{T}_Z \) (by the effect of the cost term \( \alpha(x) \), as stated in Lemmas 1, 2 and 3, in [39]). This way, \( x(\tau_k) \) tends to the intersections of \( \mathcal{X}_s \) and \( \mathcal{T}_Z \), which represents the IES \( \mathcal{X}_s \).

**Remark 6.** Note that it is not necessary to express explicitly the intersection to formulate the MPC. In fact, such intersection is implicit in the controller formulation, by means of the additional variables \( (x_s, u_s) \). This way, \( \mathcal{X}_s \) tends to be in \( \mathcal{X}_s \), and the cost term \( \alpha(x) \) steers the states after the discontinuities, \( x^+(\tau_k) \), to \( \mathcal{T}_Z \).

**Remark 7.** In [39], a target set \( \mathcal{T}_s \), already accounting for the properties of \( \mathcal{X}_s \) w.r.t. \( \mathcal{Z} \) (i.e., accounting for \( \Phi(t|x), t \in [0,T] \) \( \in \mathcal{Z} \)), needs to be outer-approximated by a polyhedron, and then explicitly used in the controller formulation. In contrast, the proposed MPC steers the system to the exact set \( \mathcal{X}_s \), without the need of explicitly compute it.

**Remark 8.** Another benefit of the proposed MPC to be emphasized is that it steers the system to an equilibrium region that fulfill continuous-time constraints by only considering a sampled discrete-time system, as it is \( x^+(\tau_{j+1}) = \phi(T)x^+(\tau_j) + Bu(\tau_j) \).

### 4.2. Set-based Zone MPC For Impulsive Systems

This formulation is based on the ones reported in [39][30], which provide better transient performance of the zone tracking scheme, as they track an invariant set within the target zone rather than steady-state setpoints and, furthermore, they may guarantee finite time convergence. The objective is to minimize the distance between the predicted state and inputs trajectory with respect to the lifted set \( \mathcal{Z} \) of the states and their corresponding inputs, such that \( \mathcal{Z} = \{x,u|x \in \mathcal{T}_\text{inv}, u \in \mathcal{U}(x) \} \). The cost function to be minimized on-line by the set-based MPC is given by:

\[
L_N = \sum_{j=1}^{n} \text{dist}_{Z}(\Phi(x(\tau_j), u(\tau_j))],
\]

where the distance function is implemented as

\[
\text{dist}_{Z}(x,u) = \min_{(x^*,u^*) \in Z} \| x - x^* \| + \| u - u^* \|.
\]

The proposed formulation is

\[
\min_{u,x^*,u^*} L_N(x,u,x^*,u^*) \quad \text{s.t.}
\]

\[
\begin{align*}
(4.6a) \quad & x(\tau_0) = x \\
(4.6b) \quad & x(\tau_{j+1}) = A^\delta x(\tau_j) + B^\delta u(\tau_j), \quad j \in 0, \ldots, N - 1 \\
(4.6c) \quad & x(\tau_{j+1}) \in \mathcal{X}_A, \quad j \in 0, \ldots, N - 1 \\
(4.6d) \quad & u(\tau_j) \in \mathcal{U}, \quad j \in 0, \ldots, N - 1 \\
(4.6e) \quad & x^*(\tau_j) \in \mathcal{T}_\text{inv}, \quad j \in 0, \ldots, N - 1 \\
(4.6f) \quad & u^*(\tau_j) \in \mathcal{U}, \quad j \in 0, \ldots, N - 1 \\
(4.6g) \quad & A^\delta x^*(\tau_j) + B^\delta u^*(\tau_j) \in \mathcal{T}_\text{inv}, \quad j \in 0, \ldots, N - 1 \\
(4.6h) \quad & x(\tau_N) = x^*(\tau_N).
\end{align*}
\]

Denoting the resulting receding horizon feedback law by \( \kappa_{\text{MPC}} \), the following property is obtained.

**Property 2.** The IES \( \mathcal{T}_s \), is asymptotically stable for the closed-loop system ICS,

\[
\begin{cases}
\dot{x}(t) = Ax(t), \quad t \neq \tau_k, \\
\dot{x}(\tau_k^+) = x(\tau_k) + B\kappa_{\text{MPC}}(x(\tau_k)), \quad k \in \mathbb{N},
\end{cases}
\]

with \( x(0) = x_0 \), and a domain of attraction given by \( C_N(\mathcal{T}_\text{inv}) \).
Consider the linear system \( 2.1 \) with dynamic and input matrices given by
\[
A = \begin{bmatrix}
-1 & 1.2 \\
0 & 0.2
\end{bmatrix},
B = \begin{bmatrix}
3 \\
-2
\end{bmatrix}.
\]
The state is constrained to a box defined by
\( 0.5 \leq x_1 \leq 4.5 \) and \( 0 \leq x_2 \leq 4 \) and the input is bounded \( u \in [-0.2, 0.2] \). The input impulses occur at intervals of \( T = 1[s] \). The target window is a box with \( 2.5 \leq x_1 \leq 4 \) and \( 1.5 \leq x_2 \leq 3.5 \). The admissible polytopic approximation to the admissible spectrahedron and invariant set with respect to the feasible state and target window are shown in figures 4a and 4b, respectively. The equilibrium set and target window are shown in 4c, and makes evident that the target window is a valid target set. The eigenvalues are \( -1 \) and \( 2 \). The autonomous system is unstable, diverging naturally from the target set. The controller is defined with a horizon \( N = 5[s] \), and the weighting matrices are chosen as \( Q = 1, R = 10, Q_f = 1, Q_O = 10 \). The simulations are conducted using YALMIP [31], MPT3 [26] and Mosek [2].

For illustrative purposes, the resulting optimal trajectories and values for auxiliary ingredients of the proposed controller with the system starting at \((0.55, 0.55)\) are shown in Figure 5a. The state trajectory is shown to evolve on a hybrid trajectory, continuously in the interval \((t_k, t_{k+1})\) and discrete jumps occur at \( t_k \). Also the state reaches an equilibrium point of the discrete-time associated system given by \((x_s, u_s)\) shown in blue, which is a periodic solution in continuous time. The distance function is implemented as indicated in (5) and the resulting value of \( x^* \) is shown in green, which is a state contained in the admissible invariant set contained in the target window.

The resulting trajectories for the system starting at two different initial states \((3.0, 0.15)\) and \((4.45, 1.75)\) are shown in Figure 5b. They correspond to 10 iterations of the optimal controller implementation. Both trajectories converge to the target zone, more particularly to the admissible invariant set within the target. In fact, both reach their respective admissible equilibrium solution, as expected. An important remark is that the the steady-state solution for the discrete time systems -and the corresponding continuous time orbits- are not necessarily coincident, although they fulfill the control problem objectives. It is also worth noting that the initial points are contained in, and the sampled trajectory evolves within the invariant admissible set.

6. CONCLUSIONS

In this work, a exact characterization of admissible states for linear impulsively controlled systems is discussed, with application to systems with different rational real eigenvalues. Using a description of the impulsive system where the impulsive input is applied at the end of each sampling period, the admissible states can be determined using a strategy based on the Lukasz-Markov theorem, exploiting and semidefinite descriptions and sum-of-squares expressions of the system dynamics and constraints. This problem can be tractably solved using SDP and sparse computational techniques. Conditions on the validity of a target zone are discussed, as well as a proof based on the Brouwer fixed-points theorem is provided. This demonstrates the existence of equilibrium points within an invariant set for linear systems, conforming a new approach to the proof using simple techniques. The strategies already available in the literature relied on the more general Kakutani fixed-point theorem for correspondences.

It is shown that the inclusion of an equilibrium set in the target zone implies the validity of the target set and follows that the system is able to be steered in such a way that its state remains inside the target zone. Classic algorithms for the computation of an invariant set within a polytopic set is used, through inner approximation of
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The constrained admissible set, which is defined as spectrahedron, a type of convex set described by semidefinite inequalities. The resulting invariant set is used in a MPC formulation for zone tracking, and simulations are included to illustrate the effectiveness of the proposal.

7. APPENDIX A. FIXED POINT THEOREM AND BERGE’S PRINCIPLE

First, the well known Brouwer fixed-point is established.

**Theorem 4** (Fixed-point theorem, [11]). Given a compact and convex set \( \mathbb{Y} \subset \mathbb{R}^n \) and a continuous function \( f: \mathbb{Y} \to \mathbb{Y} \), then there is a point \( x_0 \in \mathbb{Y} \) such that \( f(x_0) = x_0 \); that is, \( x_0 \) is a fixed point of \( f \).

This theorem states that for any continuous function \( f \) mapping a compact convex set to itself, there is at least one fixed point. For instance, every compact and convex invariant set for the autonomous system \( x^+ = A^t x \), say \( X_{inv} \subset \mathbb{X} \), includes an equilibrium point, \( x_s = A^t x_s \) (as stated in [10], page 113, for both, the continuous and discrete-time cases.).

Next, the Berge’s principle is established:

**Theorem 5** (Berge’s principle [9]). Consider a variable \( y \in \mathbb{Y} \subset \mathbb{R}^n \), a parameter \( p \in \mathcal{P} \subset \mathbb{R}^m \) (with \( \mathbb{Y} \) and \( \mathcal{P} \) compact and convex), and the correspondence \( \Gamma: \mathcal{P} \rightarrow \mathbb{Y} \), defined by

\[
\Gamma(p) := \arg \min_{y \in \Phi(p)} J(y,p), \quad \forall p \in \mathcal{P},
\]

where \( \Phi(p) \subset \mathbb{Y} \), for all \( p \in \mathcal{P} \) (\( \Phi \) is a correspondence assigning a set to each \( p \), i.e., \( \Phi: \mathcal{P} \rightrightarrows \mathbb{Y} \)) and

(i) \( J(y,p) \) is a continuous function on \( \mathbb{Y} \), for all \( p \in \mathcal{P} \),
(ii) \( \Phi(p) \) is a compact-valued correspondence (i.e., compact for each \( p \in \mathcal{P} \)), and
(iii) \( \Phi(p) \) is continuous (i.e., both, upper and lower semicontinuous), on \( \mathcal{P} \).

Then \( \Gamma(p) \) is nonempty-valued, compact-valued and upper semicontinuous in \( p \in \mathcal{P} \).

Note that, if \( \Gamma(p) \) is not only a correspondence, but also a function, the latter Theorem directly states that \( \Gamma(p) \) is a continuous function on \( \mathcal{P} \) (i.e., a function that is upper semicontinuous is continuous). From the mathematical programming theory, conditions under which \( \Gamma(p) \) is a single-valued correspondence (i.e., a function) are the conditions under which, for each \( p \in \mathcal{P} \), there is a unique solution \( \Gamma(p) \), i.e.: 

(i) \( J(y,p) \) is a strictly quasi-convex function on \( \mathbb{Y} \), for all \( p \in \mathcal{P} \), and  
(ii) \( \Phi(p) \) is a nonempty-valued, convex-valued and compact-valued correspondence (i.e., nonempty, convex and compact, respectively, for each \( p \in \mathcal{P} \)).

So, by adding the latter conditions to the ones in Theorem 4, we have the following variant of the Berge’s principle:
Theorem 6 (Variant of Berge’s principle). Consider the correspondence $\Gamma(p)$, as the one defined in (7.1), with
(i) $J(y, p)$ being a strictly quasi-convex, continuous function on $Y$, for all $p \in P$,
(ii) $\Phi(p)$ being a nonempty-valued, convex-valued and compact-valued correspondence on $P$, and
(iii) $\Psi(p)$ being continuous (i.e., both, upper and lower semicontinuous) on $P$.
Then $\Gamma(p)$ is a continuous function on $P$.

8. APPENDIX B. TECHNICAL LEMMAS

First, consider the definitions of upper and lower semicontinuity (7):

Definition 7 (Upper semicontinuity). A correspondence $c : X \Rightarrow Y$ is upper semicontinuous at $x_0$ if (and only if) for every $\epsilon > 0$ it exists $\delta > 0$ such that: $x \in B_\delta(x_0) \Rightarrow c(x) \subseteq B_\epsilon(c(x_0))$.

Definition 8 (Lower semicontinuity). A correspondence $c : X \Rightarrow Y$ is lower semicontinuous at $x_0$ if (and only if) for every $\epsilon > 0$ fulfilling $B_\epsilon(c(x)) \cap c(x_0) \neq \emptyset$ it exists $\delta > 0$ such that for every $x \in B_\delta(x_0)$ it follows that $c(x) \cap B_\epsilon(c(x_0)) \neq \emptyset$.

A useful property relating upper continuity and the graph of a correspondence is stated next.

Lemma 1. Let $c : X \Rightarrow Y$ be a correspondence and let the image set ($c_X := \cup_{x \in X} c(x)$) compact. Then, $c$ is upper semicontinuous on $X$ if and only if its graph ($Gr(c)$) is closed.

Next Lemmas provide useful properties of the correspondence $U(x) := \{ u \in U : \lambda^T x + B^T u \in X_{inv} \}$ defined in (2.2) (i.e., the set of all $u$’s that keep a particular $x \in X_{inv}$ in $X_{inv}$).

Lemma 2. Consider $DICSys$ (2.4) and a convex, compact, proper CIS, $X_{inv} \subset X$. Let $U_{X_{inv}} := \cup_{x \in X_{inv}} U(x)$ be the image set of $U$. Then, $U_{X_{inv}}$ is compact.

Proof. Compactness means closeness and boundness. Let us recall that a set is closed if every convergent sequence in it converges to a point that is also in it.
Let $\{u_k\}$ be a convergent input sequence in $U_{X_{inv}}$, and let $u$ its limits (i.e., $\{u_k\} \rightarrow u$). Since $u_k \in U_{X_{inv}}$, for all $k \in \mathbb{N}$, there exist states $x_k$ such that $u_k \in U(x_k)$. This means that $\{x_k\} \subseteq X_{inv}$ and, given that $X_{inv}$ is compact (by hypothesis), then it exists a subsequence $\{x_{k_i}\}$ which converges to $x$ and $x \in X_{inv}$. The fact that $u_{k_i} \in U(x_{k_i})$, for all $i \in \mathbb{N}$, means that $w_{k_i} := Ax_{k_i} + Bu_{k_i}$ is in $X_{inv}$, for all $i \in \mathbb{N}$. Then, by continuity of the linear system, $\{Ax_{k_i} + Bu_{k_i}\} \rightarrow Ax + Bu$; that is, $\{w_{k_i}\}$ converges to $w := Ax + Bu$. But $\{w_{k_i}\}$ is a convergent sequence in the closed set $X_{inv}$, then its limits $w$ is also in $X_{inv}$. Then, since $x \in X_{inv}$ and $w \in X_{inv}$, we have that $u \in U(x)$, which means that $u \in U_{X_{inv}}$ and so $U_{X_{inv}}$ is closed. Given that $U_{X_{inv}} \subset U$ and $U$ is bounded (compact), then $U_{X_{inv}}$ is bounded. Finally, $U_{X_{inv}}$ is both, closed and bounded, i.e., it is compact.

Lemma 3. Consider $DICSys$ (2.4) and a convex, compact, proper CIS, $X \subset X$. Let $Gr(U) := \{(x, u) : u \in U(x)\}$ be the graph of $U$. Then, $Gr(U)$ is closed and convex.

Proof. Let $\{(x_k, u_k)\}$ be a convergent sequence in $Gr(U)$, and let $(x, u)$ its limit (i.e., $\{(x_k, u_k)\} \rightarrow (x, u)$). This implies that both, $\{x_k\} \rightarrow x$ and $\{u_k\} \rightarrow u$. Furthermore, by the definition of the graph, $u_k \in U(x_k)$ for all $k \in \mathbb{N}$, which implies that $w_k := Ax_k + Bu_k$ is in $X$. As $\{w_k\}$ converges to $w := Ax + Bu$, and every convergent sequence in the closed set $X$ converges to a point in $X$, then $w \in X$. Since $x \in X$ and $w \in X$, then $u \in U(x)$, and $(x, u) \in Gr(U)$.

In order to prove that $Gr(U)$ is convex, take two different points $(x_1, u_1)$ and $(x_2, u_2)$ both in $Gr(U)$. Then both $Ax_1 + Bu_1$ and $Ax_2 + Bu_2$ belongs to $X_{inv}$. Since $X_{inv}$ is convex $\lambda(Ax_1 + Bu_1) + (1 - \lambda)(Ax_2 + Bu_2)$ also belongs to $X_{inv}$, for any $\lambda \in [0, 1]$, which means that $\lambda(Ax_1 + (1 - \lambda)x_2) + (1 - \lambda)(Ax_1 + (1 - \lambda)x_2) \in X_{inv}$.
Again since $X_{inv}$ is convex $\lambda(x_1, u_1) + (1 - \lambda)(x_2, u_2) \in Gr(U)$, for any $\lambda \in [0, 1]$, and so $Gr(U)$ is convex.

Lemma 4 (Upper hemicontinuity of U(x)). Consider $DICSys$ (2.4) and a compact and convex CIS $X_{inv} \subset X$. Then correspondence $U(x) := \{ u \in U : A^T x + B^T u \in X_{inv} \}$ is upper hemicontinuous.

Proof. The proof follows directly from Lemmas 1, 2 and 3.

In order to prove the lower hemicontinuity, let us first introduce some preliminary definition and result.

Definition 9 (Radially convex set). A set $X$ is radially convex at a point $x \in X$ if there exists $\epsilon > 0$ such that for every $z \in X \cap B(x, \epsilon)$, with $z \neq x$, there exists $w \in X \cap \partial B(x, \epsilon)$ and $\lambda \in (0, 1)$ for which $z = \lambda x + (1 - \lambda)w$.

In words, a set $X$ is radially convex at a point $x \in X$ if there exists a ball such that every point of $X$ that is inside the ball, can be represented as a strict convex combination of the center of the ball and some point of $X$ that lies on the boundary of the ball. For example, in Figure 6 we present two examples, one that is radially convex at a point $x$ and one that it is not.
Note that the radially convex set that was chosen in the figure as an example is a polytope. This is not casual, it is in indeed the general case in the context of compact convex sets. We state this result in the following lemma.

**Lemma 5** (Polytope characterization). Let \( \mathcal{X} \) be a compact convex set of \( \mathbb{R}^n \), then the following assertion are equivalent:

- \( \mathcal{X} \) is polytope.
- \( \mathcal{X} \) is radially convex at every \( x \in \mathcal{X} \).

The proof of this result can be found in [33, Lemma 1]. This result is the key stone to prove the lower hemicontinuity of \( \mathcal{U}(x) \) and brings out the necessity of working with polytopes.

**Lemma 6** (Lower hemicontinuity of \( \mathcal{U}(x) \)). Consider DICSys (2.4) and a compact convex polytope CIS \( \mathcal{X}_{\text{inv}} \subset \mathcal{X} \). Then correspondence \( \mathcal{U}(x) := \{ u \in \mathcal{U} : A^d x + B^d u \in \mathcal{X}_{\text{inv}} \} \) is lower hemicontinuous.

This result can also be found in [33, Theorem 2] in a more general context. For the sake of completeness and clarity we decided to include it here.

**Proof.** Let \( x \in \mathcal{X}_{\text{inv}} \) and \( \{ x_k \} \subset \mathcal{X}_{\text{inv}} \) a sequence such that \( \{ x_k \} \to x \), when \( k \to \infty \). Let \( u \in \mathcal{U}(x) \). To show that the correspondence \( \mathcal{U}(x) \) is lower hemicontinuous we need to construct a sequence of controls \( u_k \in \mathcal{U}(x_k) \) such that \( u_k \to u \), when \( k \to \infty \).

Since \( \mathcal{X}_{\text{inv}} \) is a compact convex polytope by Lemma 5 there exists \( \epsilon > 0 \) such that \( B(x, \epsilon) \cap \mathcal{X}_{\text{inv}} \) is radially convex at \( x \). Since \( \{ x_k \} \to x \), there exists \( K > 0 \) such that \( x_k \in B(x, \epsilon) \cap \mathcal{X}_{\text{inv}} \) for every \( k \geq K \). Then for every \( k \geq K \) there exist \( u_k \in \mathcal{X}_{\text{inv}} \cap \partial B(x, \epsilon) \) and \( \lambda_k \in (0, 1) \) for which \( x_k = \lambda_k x + (1 - \lambda_k) w_k \). Since \( \{ u_k \} \) is bounded \( (w_k \in \mathcal{X}_{\text{inv}}) \) and \( x_k \to x \), we have that \( \lambda_k \to 0 \), when \( k \to \infty \).

For every \( k \geq K \), fix a sequence of controls \( v_k \in \mathcal{U}(w_k) \). By Lemma 3 \( \text{Gr}(\mathcal{U}) \) is convex, so \( \lambda_k (x, u) + (1 - \lambda_k)(w_k, v_k) \in \text{Gr}(\mathcal{U}) \), i.e. \( (x, \lambda_k u + (1 - \lambda_k) v_k) \in \text{Gr}(\mathcal{U}) \). Hence \( u_k := \lambda_k u + (1 - \lambda_k) v_k \in \mathcal{U}(x_k) \). Since \( \{ v_k \} \) is bounded \( (v_k \in \mathcal{U}_{\text{inv}}) \) and \( \lambda_k \to 0 \), we have that \( u_k \to u \) when \( k \to \infty \). Therefore \( \mathcal{U} \) is lower hemicontinuous at \( x \).

**9. Appendix C. Positive Polynomials on a Finite Interval**

For sake of self containment, we recall here some concepts introduced in sections 3.3, of [35]. The following sections discuss how the cone of coefficients of univariate polynomials can be represented as linear images of the cone of positive semi-definite matrices. This enables solving the corresponding optimization problems using semidefinite programming schemes. Let \( \mathcal{S} = \{ u^{(1)}(x), \ldots, u^{(m)}(x) \}, x \in \Delta \), be an arbitrary system of linearly independent functions. Define the finite-dimensional functional subspace

\[
\mathcal{F}(\mathcal{S}) = \{ q(x) = \sum_{k=1}^{m} q^{(k)} u^{(k)}(x), q = (q^{(1)}, \ldots, q^{(m)}) \in \mathbb{R} \}.
\]

The convex cone

\[
K = \{ p(x) = \sum_{i=1}^{N} q_i^2(x), q_i(x) \in \mathcal{F}(\mathcal{S}), i = 1, \ldots, N \}
\]

can be described by the squared functional system

\[
\mathcal{S}^2 = \{ u_{ij}(x) = u^{(i)}(x) u^{(j)}(x), i, j = 1, \ldots, m \}.
\]

Define \( v(x) \) the vector of components of a basis of \( \mathcal{S}^2 \). Define the vector coefficients \( \lambda_{ij} \in \mathbb{R}^n \) as:

\[
u^{(i)}(x) \cdot u^{(j)}(x) = \lambda_{ij}^T v(x), \forall x \in \Delta\]
A matrix valued operator can be defined as:

$$(\Lambda(v))^{ij}u^{(i)}(x) \cdot u^{(j)}(x) = \lambda_{ij}^T v(x), \forall x \in \Delta$$

Note that

$$u(x)u(x)^T \equiv \Lambda(v(x)), \ x \in \Delta$$

The adjoint linear operator $\Lambda^\ast(Y), Y \in \mathbb{R}^{m \times m}$ is defined as

$$<Y, \Lambda(v)> = <\Lambda^\ast(Y), v>$$

9.1. LMI representation of a cone.

Theorem 7. (i) The function $p(x) = p^T v(x), p \in \mathbb{R}^n$, belongs to $K$ if and only if there exists a positive semidefinite $(m \times m)$-matrix $Y$ such that $p = \Lambda^\ast(Y)$:

$$(9.1) \quad K = \{p \in \mathbb{R}^n : p = \Lambda^\ast(Y), Y \succeq 0\}.$$ (ii) Any $p \in K$ can be represented as a sum of at most $m$ squares,

$$p(x) = \sum_{i=1}^k q_i^2(x), q_i(x) \in \mathcal{F}(\mathcal{S}), i = 1, \cdots, k \leq m.$$  

9.2. Representation of a non-negative polynomial as LMI. Consider a fixed interval $[a, b] \subset \mathbb{R}$, the vector function $v(w) = (1, w, w^2, \cdots, w^n) \in \mathbb{R}^{n+1}, w \in [a, b]$. Define the following convex cone:

$$K_{a,b} = \{p \in \mathbb{R}^{n+1} : p^T v(w) \geq 0, \forall v \in [a, b]\}.$$  

This cone describes the set of coefficient vectors such that the polynomial $p^T v(w)$ is non-negative for all $w \in [a, b]$. Now, let $n = 2m$ and denote

$$u_1(w) = (1, w, \cdots, w^m) \in \mathbb{R}^{m+1},$$

$$u_2(w) = (1, w, \cdots, w^m) \in \mathbb{R}^{m+1},$$

From Markov-Lukasz theorem, non negative polynomials can be represented as

$$(9.2) \quad p(w) = (q_1^T u_1(w))^2 + (w-a)(b-w)(q_2^T u_2(w))^2$$

with some $q_1 \in \mathbb{R}^{m+1}, q_2 \in \mathbb{R}^m$. This configures a sum of weighted squares.

9.3. Matrix exponential. Given a square $n \times n$ diagonalizable transition matrix $A = VAV^{-1}$ with eigensolutions $Ax_k = \lambda_k x_k, (k = 1, 2, \cdots, n)$. The solution to the system $\dot{x} = Ax$ can be written as

$$x(t) = \sum_{i=1}^n c_i e^{\lambda_i t} v_i$$

where $c = V^{-1}x(0)$.

9.4. Modal Coordinates. Considering a dynamic system with $n$ distinct eigenvalues, its free response can be decomposed in modal form

$$(9.3) \quad x(t) = e^{At} x(0) = e^{VAV^{-1}t} x(0),$$

where the $i$-th column of $V = [v_1 \cdots v_n]$ is the $i$-th eigenvector and $A$ is a diagonal matrix with the eigenvalues as its entries. Noticing that for any matrix $B$ and nonsingular matrix $P$

$$(9.4) \quad e^{VAV^{-1}t} = Ve^{At}V^{-1},$$

or, equivalently,

$$(9.5) \quad e^{At} = V \begin{bmatrix} e^{\lambda t} & 0 & \cdots & 0 \\ 0 & e^{\lambda t} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & e^{\lambda t} \end{bmatrix} V^{-1},$$

Moreover, this can be expressed as

$$(9.6) \quad e^{At} = \sum_{i=1}^n V \delta^n_i V^{-1} e^{\lambda_i t}$$

or in a short form as

$$(9.7) \quad e^{At} = \sum_{i=1}^n \phi_i e^{\lambda_i t}$$

using $\phi_i = V \delta^n_i V^{-1}$ and $\delta^n_i$ is a $n \times n$ matrix filled with zeros except at the $i, i$-th element where it is 1.
9.5. Spectral Representation of the Positive Definite Matrix. Suppose positive semidefinite (symmetric) matrix $A \in \mathbb{R}^{n \times n}$, all eigenvalues $\lambda_i$ are distinct, for linear independent eigenvectors $a_i$, with normalized $a'_i a_j = \delta_{ij}$, Decomposing $A = \sum_{i=1}^{n} a_i a'_i \lambda_i$ and applying the well-known Taylor expansion for $e^A$,

$$e^A = \sum_{i=1}^{n} a_i a'_i e^{\lambda_i t}$$

(9.8)

$$\Phi(t) = e^{At} = \sum_{i=1}^{n} a_i a'_i e^{\lambda_i t}$$

(9.9)

denoting $\alpha^r = a_i a'_i$, the matrix corresponding to the $r$-th eigenvector and $\alpha_{ij}^r$ the $ij$-th singleton, each singleton in the transition matrix can be expressed as

$$\Phi_{ij}(t) = \sum_{r=1}^{n} \alpha_{ij}^r e^{\lambda_r t}$$

(9.10)
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