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Abstract
There has been a massive surge of Natural Language Generation (NLG) models in the recent years, accelerated by deep learning and the availability of large-scale datasets. With such rapid progress, it is vital to assess the extent of scientific progress made and identify the areas/components that need improvement. To accomplish this in an automatic and reliable manner, the NLP community has actively pursued the development of automatic evaluation metrics. Especially in the last few years, there has been an increasing focus on evaluation metrics, with several criticisms of existing metrics and proposals for several new metrics. This tutorial presents the evolution of automatic evaluation metrics to their current state along with the emerging trends in this field by specifically addressing the following questions: (i) What makes NLG evaluation challenging? (ii) Why do we need automatic evaluation metrics? (iii) What are the existing automatic evaluation metrics and how can they be organised in a coherent taxonomy? (iv) What are the criticisms and shortcomings of existing metrics? (v) What are the possible future directions of research?

1 Tutorial Content Description
Natural Language Generation (NLG) encompasses various tasks that require an automatic generation of human-understandable text such as Machine Translation, Abstractive Summarization, Question Answering, Data-to-text Generation, Dialogue Systems, etc. Each of these tasks has several use-cases with numerous models proposed over the years. The successful application of machine learning and deep learning techniques has transformed the mainstream models for NLG from rule-based systems to data-driven, end-to-end trainable systems. The easier availability of datasets and access to powerful computing resources has led to the wide-spread adoption of these techniques and rapid developments in the field. To track the developments and understand the scientific progress made, these NLG systems need to be evaluated carefully. The ideal way to do so would be to employ expert human evaluators. However, this option would be very time-consuming and expensive, and is thus infeasible. Hence the community has settled for automatic evaluation metrics to track scientific progress in this field.

Automatic Evaluation metrics such as BLEU (Papineni et al., 2002), METEOR (Banerjee and Lavie, 2005), ROUGE (Lin, 2004) have been around for several years and are still predominantly used. They have also been readily adopted for newer tasks in NLG such as Question Generation, Image Captioning, etc, due to the lack of any other relevant metrics. However, there has been heavy criticism for such an adoption of metrics across tasks, corroborated by their poor correlations with human judgements (Liu et al., 2016; Nema and Khapra, 2018; Dhingra et al., 2019). Several new metrics are being proposed to address the shortcomings of the existing ones (Sai et al., 2020b). The emerging metrics also explore the idea of using the context provided for the task (such as a document, image, passage, or tabular data, and so on), unlike BLEU, METEOR, ROUGE, etc. This has lead to the development of ‘context-dependent metrics’ alongside the ‘context-free metrics’.

Both the context-free and context-dependent metrics can be categorized based on their underlying technique into trained metrics and untrained (i.e., rule-based/ heuristic-based) metrics. Untrained metrics can be further classified depending on whether they are word-based (Papineni et al., 2002; Banerjee and Lavie, 2005; Lin, 2004; Snover et al., 2006; Druck and Pang, 2012; Dhingra et al., 2019), character-based (Popovic, 2015; Wang et al., 2016), or embedding-based (Rus and Lintean, 2012; Forgues et al., 2014; Kusner et al., 2015; Mathur et al., 2019; Zhang et al., 2019). Similarly, trained metrics are sub-categorized depending on
whether they need input features (such as precision, recall, number of words in a sentence, etc.) (Stanojevic and Sima’an, 2014; Ma et al., 2017; Nema and Khapra, 2018) or whether they extract the features from the input sentences in an end-to-end manner (Lowe et al., 2017; Tao et al., 2018; Cui et al., 2018; Shimamaka et al., 2018; Wieting et al., 2019; Sellam et al., 2020; Sai et al., 2020a). In this tutorial, we provide an overview of these different techniques that have been used to formulate automatic evaluation metrics. We also discuss the studies that analyze/inspect these metrics and report their shortcomings. The major criticisms on the metrics include the uninterpretability of the scores (Zhang et al., 2004; Callison-Burch et al., 2006), bias towards specific models (Dusek et al., 2020) or scores (Sai et al., 2019), and their inability to capture all the nuances in a task (Ananthakrishnan et al., 2006). We conclude by presenting the possible next directions of research in automatic evaluation metrics.

1.1 Relevance to computational linguistics community

There is a necessity to compare the myriad of models being proposed for various NLG tasks and scrutinize the progress carefully. Towards this objective, the topic of evaluation metrics has been highly relevant to the linguistics community, in general, and to researchers working on various tasks in NLG, in particular. The number of research papers that critically examine the existing metrics and/or propose new metrics has been rapidly increasing. For example, at least 40 new metrics have been proposed since 2014 for various NLG tasks. We thus believe that the topic of automatic evaluation metrics is garnering more interest in the recent years. This tutorial aims to bring new and existing researchers up-to-speed on the developments related to this topic.

2 Type of the Tutorial

Cutting-edge: This tutorial will follow the growth of automatic evaluation metrics over the years, starting with the initial metrics that are still popularly used today, and building up to the more recent metrics. Substantial emphasis will be given to the recent trends and emerging directions of research on this topic. To the best of our knowledge such a tutorial on evaluation metrics has not been conducted so far in any of the ACL/EACL/IJCNLP/EMNLP/NAACL venues.

3 Tutorial Structure and Schedule Outline

We plan a 3 hour tutorial based on the following content and associated time estimates.

- **Introduction (20 min)**
  - NLG (A brief history)
  - Have we made progress?
  - Quantifying progress
    * Human/Manual Evaluation
    * Automatic Evaluation
  - Tutorial Roadmap

- **Challenges of Automatic Evaluation of NLG tasks (20 min)**
  - Breakdown of evaluation criteria for different tasks
    * Machine Translation
    * Abstractive Summarization
    * Question Answering
    * Question Generation
    * Data-to-Text Generation
    * Dialogue Generation
    * Image Captioning
  - Summary of the Challenges

- **Taxonomy of Automatic Evaluation Metrics in use (10 min)**
  - Context-free v/s Context-dependent metrics
  - Trained metrics v/s Untrained (/heuristic-based) metrics
  - Task-specific v/s Task-agnostic metrics

- **Context-free metrics (30 min)**
  - Untrained metrics
    * Word or character based metrics
    * Embedding based metrics
  - Trained metrics
    * Feature-based metrics
    * End-to-end trained metrics

- **Context-dependent metrics (30 min)**
  - Untrained metrics
    - Trained metrics
• Shortcomings identified in existing metrics (40 min)
  – Poor correlations
  – Uninterpretability of scores
  – Bias in the metrics
  – Poor adaptability across tasks
  – Inability to capture all nuances in a task

• Conclusions and future research directions (10 min)

4 Prerequisites
We aim to present the tutorial in a self-contained manner, accommodating audience with various backgrounds. However, it would be helpful to have basic knowledge about Natural Language Processing, Machine Learning, and Deep Learning methods (such as Word embeddings, Recurrent Neural Networks, Sequence-to-sequence models, and Transformers).
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