Domain Adaptive Scene Text Localization in Night View Images

Majed Alowaidi, Mohammed Alshehri
Department of Information Technology
College of Computer and Information Sciences
Majmaah University, Majmaah-11952, Saudi Arabia
Email ID: m.alowaidi@mu.edu.sa, ma.alshehri@mu.edu.sa

Abstract—Scene text localisation in a night is a challenging problem and a less explored problem in the area of robust reading. The day and night images have a different distribution. Hence, a domain shift exists from day to night images. This paper introduces a domain adaptation network (DAN) to learn the domain shift from day images to night images. The proposed sub-network DAN can be attached to any existing state-of-the-art text detector to learn the domain shift from day to night. For the training of the DAN, synthetic data generation has been done by utilising the generative adversarial network. The proposed method has been extensively validated on the public as well as on the synthetic datasets. The proposed DAN improves the performance of the underline text localisation model with a margin of 1.4-4.0%, 0.1-1.0%, and 0.1-3.1% on LP Night Dataset, ICDAR2015, and Total-Text benchmarking datasets.
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I. INTRODUCTION

Text localisation [1], [2] is one of the hottest topics among the computer vision and pattern recognition research community. The text localisation task is to generate a bounding box for the text instances in the natural images [3]. Text in the natural images may appear on the signboard, shop front, license plate, t-shirts, etc. The localisation of the text in the natural image is difficult due to the complex background and omnipresence of text instances. Various applications are dependent on efficient text localisation on natural images. Some essential applications of text localisation are automatic image tagging, robot navigation, and text reading for a visually impaired person [4].

Scene text presence on certain surfaces is more probable than other surfaces [5]. For example, the presence of text is more probable on signboards, car license plates, etc. but very rare on a leaf of a tree, on cloud and sea surface. This probable presence of text on certain surfaces helps the existing method learn and emphasises more importance on those surfaces. However, the various range of text scale, aspect ratio, and lighting conditions make this problem challenging [1]. Most of the existing work [6]–[9] mainly targets the challenge such as complex background and textual properties such as scale, orientation, and aspect ratio. But, only a few of the existing work [10]–[13] focuses on the impact of the lighting condition on text detection.

In the past, the research on scene text localisation was considered images with good lighting conditions. Even the most popular scene text localization public datasets such as ICDAR 2015 [14], MLT2019 [15], and COCO-Text [16] have considered the day images. The night view images remain very less explored by the research community. Text localisation in the night is also a significant problem to get solved. The efficient automatic text detection at night is very beneficial to help persons suffering from night blindness [17] and unable to see at night. It has become also helpful in intelligent Driving Assistant System [18] at night time. In this work, we focused on the text localisation method, which efficiently handles the lightning condition for night images.

There are two important challenges for text localisation in night images. The first challenge is the lack of well-labelled night images to train the text localisation method. The deep learning-based text localisation method needs a vast amount of well-labelled training data. But, all the existing big dataset, such as COCO-Text [16] and MLT2019 [15], consists of day images. Hence, the need for night images for the training of the deep neural network for the scene text localisation at night.
The experiments and results are described in Section IV and the proposed method has been discussed in detail in Section III. The work related to this work is discussed in Section II. The text localisation on day images is not performing well in the night images. Figure 2 shows the performance of the state-of-the-art method trained on day images and text on the day and night images. The data distribution of the day images is different from the night images. Hence, a domain adaptation network is needed to learn the domain shift from day to night. Including domain shift network over the existing state-of-the-art methods can help to improve their performance on the night images.

The major contributions of the work are as follows:

1) Proposed a domain-adaption network that helps to improve the performance of the existing state-of-the-art method for text localisation in the night images.

2) Synthetic data generation has been done to generate night view images that help train the deep learning-based scene text localiser.

3) Extensive experimental validation of the proposed method has been done on the public and the synthetic data.

The rest of the paper is organised into four sections. The work related to this work is discussed in Section II. The proposed method has been discussed in detail in Section III. The experiments and results are described in Section IV and Section V respectively.

II. RELATED WORK

Text localisation in the natural images has gained a lot of attention in the last decade by the research community with using machine learning [1], [2]. After the advent of deep learning in the area of text localisation, there is a number of works in which achieved a good performance in natural images for various publicly available text localisation datasets [6], [8], [20]. The text localisation on natural images is broadly classified into two categories based on lightning conditions: day and night images.

A. Text Localization in Day Images

The text localisation for the day images is the main centre of attraction among researchers of computer vision. The various competitions that have been launched under the name of the robust reading competition show the popularity of the text localisation [14], [15], [21]. All these competitions are mainly focused on the day images. The methods that solved these day majority images datasets are based on regression-based approach, segmentation-based approach, or both. The regression can be done in three ways, namely, direct regression [22], indirect regression [7], and combination of direct and indirect regression [8]. The regression-based approaches [7], [20] are based on the state-of-the-art object detectors such as YOLO [23] and Faster-RCNN [24]. These text detectors are based on the region proposals. Based on the anchor boxes, various bounding boxes are generated from the image grid. Various aspect ratio anchor boxes have been taken for each image grid to improve the recall. The other approach is the segmentation-based scene text detection [6], [25], [26] in night images. These methods have segmented the whole image into categories such as text, background, and boundary pixels. These methods are based on the feature pyramid network [27]. The feature pyramid network helps to capture the text of various scales in the images. The third approach is the combination of the regression and segmentation [8], [28], [29]. The bounding box regression has been done for each image grid, and the corresponding box scores have been obtained from the semantic segmentation. All these approaches have not been designed to handle the domain shift issue of night images. In this work, we have proposed a subnetwork, i.e., domain adaptation network, that handles this domain shift and can be included as a sub-network among all the above state-of-the-art approaches to get good performance in day images and get adopted for the night images.

B. Text Localization in Night Images

For the text localisation at night, there are only a few words that appear in the past [12], [13], [30]. In [30], has proposed a localisation method for both day and night images both. The method is based on adaptive thresholding on a grayscale image. In [12], the authors have proposed a method that is based on gradient vector flow and also introduced a method of augmentation to fuse the gradient of red, green, and blue channels for determining the dominant pixels. The gradient vector flow has been applied over the fused information for text extraction in the images. The above-mentioned methods are not based on deep learning. These handcraft feature-based methods are not robust enough to be used in various night scenarios. In [13], the authors have proposed a deep learning-based method for localising the license plate at low lightning images and also extending its work for the night images. They have enhanced the pixels of the image to handle the localisation of the text in license plate at low-light as well as at night images. They combine the popular semantic segmentation method known as UNet [31] and EAST text detector [28]. The UNet has been used for the enhancement of
the image, whereas the text detector is acting as an adversarial network for the enhancement of the input image.

Fig. 3: Some Samples exemplifying the issues of night view images from ICDAR15, TotalText, and LP datasets.

III. PROPOSED METHODOLOGY

A. Overview of the work

The night view images have very low-intensity pixels as the majority, and if some light source is present, then light distribution is also uneven in its surrounding. The proposed domain adaptation network (DAN) as a sub-network combined with the existing scene text localisation models is responsible for adjusting the input image, its mean, and scale (range). This adjustment is spatially local for each pixel, thus behaving differently for low-intensity and light-reflecting regions. The whole text localisation model (DAN+text localisation model) learns the local mean and scale at each pixel by DAN, a separate four-layer convolution neural network (refer section III-B). The overview of the proposed text localisation is depicted in Fig. 5. Here, the proposed domain adaptation network first processes the input image, which yields the mean and scale vector map as the output. These mean and scale vector maps with the original input image are used to obtain the adjusted image by equation 1. This modified image is then processed by a scene text localisation method to generate text proposals.

B. Domain Adaptation Network (DAN)

The domain adaptation network (DAN) is a four-layered convolution neural network. The architecture of the network is depicted in Fig. 6, and the configuration detail of each layer of DAN is tabulated in Table I. All the convolution layers used in DAN are processed with stride 1 and dilation 1. The initial two layers $C^1_I$, $C^2_I$ has no bias term as batch normalisation layers follow them, whereas the $C^3_I$, $C^4_I$ layers has the bias term. All the trainable parameters of DAN initialised with HeNormal [32] initialiser. The proposed Domain Adaptation Network generates the mean vector and scale vector at each pixel location based on the pixel’s neighbourhood. These mean and scale vectors are used to normalise the input image by equation 1. Where $I^n(x, y)$ and $I^0(x, y)$ are the generated normalized image and original image at location $x, y$, and $V_{mean}(x, y)$ and $V_{scale}(x, y)$ are the mean and scale vector at $x, y$ location.

$$I^n(x, y) = V_{scale}(x, y) \times (I^0(x, y) - V_{mean}(x, y))$$  (1)

It seems that the working of DAN is similar to a batch-normalisation layer applied on the input images. But batch-normalisation layer has a single mean and scale vector, whereas the proposed DAN produced a different mean and scale vector at each pixel location of the input image. Thus, DAN’s normalisation is highly dependent on the spatial locality of the underline pixel location. This spatial dependency of the generated normalised image better represents the loss function minimisation in the training phase.

TABLE I: The architecture description of the Domain Adaptation Network.

| Layer   | #Kernel | KernelSize | #Parameter | OutputSize |
|---------|---------|------------|------------|------------|
| Input   | 0       | 0          | 0          | $H \times W \times 3$ |
| $C^1_I$ | 32      | 7 x 7      | 4704       | $H \times W \times 32$ |
| BatchNorm | 32   | -          | 64         | $H \times W \times 32$ |
| $C^2_I$ | 32      | 3 x 3      | 9216       | $H \times W \times 32$ |
| BatchNorm | 32   | -          | 99         | $H \times W \times 3$ |
| $C^3_I$ | 3       | 1 x 1      | 99         | $H \times W \times 3$ |
| $C^4_I$ | 3       | 1 x 1      | 99         | $H \times W \times 3$ |
| Total number of parameter in Domain Adaptation Network: 14246 |

C. Text Localization Model

The proposed domain adaptation network (DAN) can normalise the input data according to the optimisation used in the training phase. An experimental study is done to show the effectiveness of the DAN with some existing scene text detection methods. In this study, we are utilized some current state-of-the-art methods as Differential Binarization (DB) [6], TextFuseNet [9], and TextMountain [25]. The training procedure used to train the whole model (DAN + text localisation model) is the same as the original text localisation model without DAN as a sub-network. Please refer to the corresponding method for the detail of the text localisation model and its hyperparameter settings.

IV. EXPERIMENTAL SETUP

A. Dataset Used

a) Synthetic Data: A large amount of labelled data is required to train a deep neural network by a supervised machine learning approach. But the number of labelled scene text images with night view in existing datasets is very low.
Therefore we are generating these training images synthetically. We used the CycleGAN approach to convert the scene text images of conventional datasets [ICDAR 2015 [14], Total Text [33]] into their corresponding night images.

b) ICDAR2015: ICDAR2015 (IC15) [14] dataset is provided for challenge4 ICDAR2015 Robust Reading Competition. The dataset provides the word level annotation. Besides this, texts that are unclear (not readable) or small are masked as “DONOTCARE”. This dataset provides 1000 images for training and 500 for testing.

c) Total-Text: Total-text dataset [33] provide a range of text orientation and shapes for scene text detection. This dataset consists of multi-oriented and curved shape text with word-level annotation. This dataset provides 1255 images for training and 300 for testing.

d) LP Night Dataset: LP Night Dataset [19] is proposed for the evaluation purpose of license plate detection in low light images. The dataset is created by capturing license plate images at nights having low light and limited light conditions. This dataset is constituted of 200 images with low contrast, poor quality, affected lights, multiple headlights from different vehicles, etc.

### B. Evaluation Criteria

The performance analysis of the proposed method is done with three different measurements. These measurements are Recall, Precision, F-measure. The evaluation of text localisation relies on the precision (P) and recall. Generally, a text localisation method uses some threshold to decide a text proposal is valid or not. The precision and recall vary with this threshold. Here, the recall of the method can be improved by decreasing the threshold while precision diminishes. Therefore, another measure $f$—measure is adopted to counter the trade-off between precision and recall and soften the threshold selection effect. The $f$—measure is obtained by equation 2, where TP is true-positive, FP is false-positive, and FN is false-negative. A predicted text proposal is considered correct if its score is greater than a predefined threshold. We used the same threshold as the base method (Differential Binarization (DB) [6], TextFuseNet [9], and TextMountain [25]).
Fig. 6: The Architecture Description of the proposed Domain Adaptation Network.

\[ P = \frac{TP}{TP + FP} \]

\[ R = \frac{TP}{TP + FN} \]

\[ F = \frac{2 \times P \times R}{P + R} \]  \hspace{1cm} (2)

V. RESULTS AND ANALYSIS

Fig. 4 shows the qualitative results of the proposed domain adaptation network to enhance both day and night images. It indicates that the DAN improved the text localisation proposals of the Differential Binarization (DB) [6] method in both day and night images. Besides this, it also shows that the DAN is effectively normalised the input image to get better performance for the text localisation task.

Table II,III,and IV tabulates the performance results of different methods with and without the proposed domain adaptation network (DAN). The methods are trained and tested with different versions (original images and synthetically generated night images by CycleGAN). Here all the images are resized such that the height of the images becomes 800 pixels.

The Quantitative results over the LP Night Dataset [19] are tabulated in Table II. Real images constitute this dataset with the low-lighting and variable lighting conditions at night. We have trained different methods without and with DAN as a sub-network and tabulated the result. The performance of all the methods is improved with a margin of 1.4-4.0% when they are trained with the DAN.

Table III illustrates the performance measures of different methods with different variations in training and testing data of ICDAR 2015 (IC15) [14] dataset. This table shows that if training and testing data are from different domains (day and night images), then the performance of the underline methods decreases drastically. The loss in the performance is regained if the method is trained with corresponding images, but it still lacks the performance achieved in less complex data. This difference indicates that the methods are not able to adjust to variations in the input data. Therefore when the DAN is added as a sub-network to these methods, their performance improves (margin of 0.1-1.0%) again.

Table IV illustrates the performance measures over the Total-text dataset [33] which provide a range of text orientation and shapes for scene text detection. The variation in training and testing images are the same as the performance analysis of the ICDAR 2015 dataset. Similar to the ICDAR 2015, the methods with DAN yield the best performance with a margin of 0.1-3.1% in all settings.

### Table II: Text Detection performance comparison on the LP Night Dataset [19]. The blue and red color shows the best and second-best performance in the table. Here DAN stands for the domain adaptation network.

| Method          | Performance Training: Original Data Method: without DAN | Performance Training: Original Data Method: with DAN |
|-----------------|--------------------------------------------------------|-----------------------------------------------------|
|                 | Precision | Recall | F-measure | Precision | Recall | F-measure | Precision | Recall | F-measure |
| TextMountain [25] | 88.2      | 75.6   | 81.4      | 88.1      | 78.8   | 83.2      | 88.1      | 78.8   | 83.2      |
| VGG16           | 87.8      | 74.8   | 80.8      | 87.9      | 77.2   | 82.2      |
| ResNet50        | 87.5      | 70.5   | 78.1      | 87.3      | 77.1   | 81.9      |
| ResNet18        | 88.1      | 72.3   | 79.4      | 88.4      | 79.0   | 83.4      |
| ResNet50        | 88.3      | 76.4   | 81.9      | 88.1      | 80.6   | 84.2      |
| ResNet101       | 88.9      | 78.2   | 83.2      | 88.7      | 83.2   | 85.9      |
TABLE III: Text Detection performance comparison on the ICDAR2015 [14] dataset. The blue and red color shows the best and second-best performance in the table. Here DAN stands for the domain adaptation network.

| Method          | Performance Training: Original Data Method: without DAN | Performance Training: Original Data Method: without DAN | Performance Training: Night Data Method: without DAN | Performance Training: Night Data Method: with DAN |
|-----------------|-------------------------------------------------------|-------------------------------------------------------|-----------------------------------------------------|--------------------------------------------------|
|                 | Precision  | Recall  | F-measure | Precision  | Recall  | F-measure | Precision  | Recall  | F-measure | Precision  | Recall  | F-measure |
| VGG16           | 88.9       | 81.7    | 85.1      | 88.8       | 76.7    | 82.3      | 89.1       | 80.3    | 84.5      | 89.2       | 80.8    | 84.8      |
| ResNet50        | 86.4       | 83.1    | 84.7      | 86.6       | 75.1    | 80.4      | 86.8       | 79.7    | 83.1      | 86.8       | 81.3    | 84.0      |
| DB [6]          | ResNet18   | 84.7    | 76.9     | 80.6      | 84.8    | 74.8     | 78.8     | 81.9    | 78.0     | 88.0     | 88.7    | 88.1     |
|                 | ResNet50   | 87.2    | 82.9     | 85.0      | 87.4    | 75.6     | 84.1     | 86.7    | 80.2     | 84.2     | 87.5    | 81.2     |
| TextFuseNet [9] | ResNet50   | 90.1    | 86.8     | 88.4      | 89.2    | 76.9     | 82.6      | 89.3    | 82.4     | 85.7      | 88.7    | 84.0     |
|                 | ResNet101  | 94.6    | 88.6     | 91.5      | 93.8    | 79.7     | 86.2      | 94.2    | 84.9     | 89.3      | 94.4    | 86.5     |

TABLE IV: Text Detection performance comparison on the Total-Text [33] dataset. The blue and red color shows the best and second-best performance in the table. Here DAN stands for the domain adaptation network.

| Method          | Performance Training: Original Data Method: without DAN | Performance Training: Original Data Method: without DAN | Performance Training: Night Data Method: without DAN | Performance Training: Night Data Method: with DAN |
|-----------------|-------------------------------------------------------|-------------------------------------------------------|-----------------------------------------------------|--------------------------------------------------|
|                 | Precision  | Recall  | F-measure | Precision  | Recall  | F-measure | Precision  | Recall  | F-measure | Precision  | Recall  | F-measure |
| VGG16           | 88.6       | 78.8    | 83.4      | 89.2       | 73.4    | 80.5      | 88.7       | 79.4    | 83.8      | 88.6       | 79.8    | 84.0      |
| ResNet50        | 88.1       | 82.4    | 85.2      | 88.7       | 72.7    | 80.0      | 88.3       | 78.6    | 83.2      | 88.6       | 79.4    | 83.7      |
| DB [6]          | ResNet18   | 88.3    | 77.9     | 82.8      | 89.0    | 72.5     | 79.9      | 88.6     | 77.8     | 82.8      | 90.1       | 77.9     | 83.6      |
|                 | ResNet50   | 97.1    | 82.5     | 89.2      | 88.3    | 73.1     | 80.0      | 92.6     | 78.1     | 84.7      | 94.3       | 82.3     | 87.9      |
| TextFuseNet [9] | ResNet50   | 87.5    | 83.2     | 85.3      | 89.4    | 75.8     | 82.0      | 88.4    | 80.4     | 84.2      | 91.2       | 82.7     | 86.7      |
|                 | ResNet101  | 89.0    | 85.3     | 87.1      | 95.2    | 77.5     | 85.4      | 92.0    | 81.7     | 86.5      | 93.2       | 86.5     | 89.7      |

VI. CONCLUSION

In this work, we have proposed a domain adaptive network as a sub-network that adjust (normalise) the input images and improve the performance of the underline text localisation method. We have also created different night view images corresponding to the real dataset ICDAR 2015 (IC15) [14] and Total-Text [33] with CycleGAN. Besides this, the performance analysis of the proposed domain adaptive network is also executed on real (LP Night Dataset [19]) and synthetically generated images (for IC15 and Total-Text dataset). The performance analysis study shows that the text localisation model’s performance improves significantly with the proposed DAN. The text localisation results obtained with DAN in night view images are even better than the corresponding original day images, which indicates the performance enhancement obtained by the DAN over the original text localisation model.
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