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ABSTRACT

In speaker verification, the extraction of voice representations is mainly based on the Residual Neural Network (ResNet) architecture. ResNet is built upon convolution layers which learn filters to capture local spatial patterns along all the input, then generate feature maps that jointly encode the spatial and channel information. Unfortunately, all feature maps in a convolution layer are learnt independently (the convolution layer does not exploit the dependencies between feature maps) and locally. This problem has first been tackled in image processing. A channel attention mechanism, called squeeze-and-excitation (SE), has recently been proposed in convolution layers and applied to speaker verification. This mechanism re-weights the information extracted across features maps. In this paper, we first propose an original qualitative study about the influence and the role of the SE mechanism applied to the speaker verification task at different stages of the ResNet, and then evaluate several SE architectures. We finally propose to improve the SE approach with a new pooling variant based on the concatenation of mean- and standard-deviation-pooling. Results showed that applying SE only on the first stages of the ResNet allows to better capture speaker information for the verification task, and that significant discrimination gains on Voxceleb1-E, Voxceleb1-H and SITW evaluation tasks have been noted using the proposed pooling variant.

Index Terms— x-vector, speaker verification, squeeze and excitation, channel attention

1. INTRODUCTION

Speaker recognition refers to the task of verifying the identity claimed by a speaker from that person’s voice [1]. For example, it has been shown useful for speaker diarization [2], forensics [3] or voice dubbing [4].

In recent years, Deep Neural Networks (DNN) have allowed to propose original voice representations, outperforming the state-of-the-art i-vector framework [5]. One of this DNN approach seeks to extract an embedding representation of a speaker directly from its acoustic excerpts. This high-level speaker representation is called x-vector [6]. In the x-vector framework, the DNN uses a stack of convolution layers followed by a temporal pooling layer that computes the mean and standard deviation of an input sequence.

Convolutional layers allow us to extract hierarchical information from the speech signal in feature maps. Lower layers find trivial information such as low-level speech information, and upper layers capture more complex speech information. Unfortunately, whether high or low layers, extraction of feature maps by convolutional layers is carried out independently and locally (except for the last high-level layer).

In [7], the authors propose to tackle this problem by creating a new architectural unit which allows us to re-weight each feature map in convolutional layers by explicitly modelling inter-dependencies between feature maps. This mechanism performs feature recalibration by using global information in order to select useful information and suppress useless one. This method is called squeeze-and-excitation (SE).

The use of SE in Convolutional Neural Networks (CNN) for speaker verification has recently be introduced in [8, 9, 10]; but its influence in details has never been studied on this speaker task. In this paper, we propose to study and improve the squeeze-and-excitation mechanism. In details, our contributions are as follows:

• studying the influence of SE at different stages in ResNet-34 architecture. We observe that the best system is the one where SE is integrated on the first two stages of ResNet;

• evaluating different configurations of SE in the context of speaker verification, related to the pooling layer, integration strategy... We show that the parameters and architectures of SE that obtain the best performance in image processing are not the same than in speaker verification;

• obtaining a new variant of SE in which the global information generated by the SE by using the concatenation of two poolings: mean and standard-deviation;

Our experiments on the Speaker In The Wild (SITW) and Voxceleb1-E corpus without SE obtain respectively 1.39% and 1.26% of Equal Error Rate (EER), whereas the best system using SE obtains respectively 1.29% and 1.13% EER. A relative gain of 9% is observed in terms of EER.

The paper is organized as follows: Section 2 summarizes the x-vector approach. Section 3 presents the squeeze-and-excitation (SE) approach. In Section 4, we analyze the results.
of SE on speaker verification task and the contribution of our proposals. A qualitative study of the role of squeeze-and-excitation is proposed in Section 3. A conclusion is finally provided in Section 6.

2. X-VECTOR SYSTEM

An x-vector is a high-level speaker feature extracted from a DNN model. The DNN model is trained through a speaker identification task, i.e. by classifying speech segments into one of n speaker identities. In that context, the different layers of the DNN are trained to extract information for discriminating between different speakers. The idea is to use one of the hidden layer as the speaker representation (the x-vector). One of the main advantage is that x-vectors produced by the DNN generalize well to speakers beyond those present in the training set. The benefits of x-vectors in terms of speaker detection accuracy have been demonstrated during the recent evaluation campaigns on NIST SRE [11, 12, 13], VoxCeleb [14], SdSVC [16, 17, 18]...

The x-vector extractor proposed in this paper is a variant based on ResNet [19]. The detailed topology is shown in Table 1.

Table 1. The proposed ResNet34 architecture. Last row, N is the number of speakers. Batch-norm and ReLU layers are not shown. The dimensions are (Frequency×Channels×Time). The input is comprised of 60 filter banks from speech segments. A fixed segment length of 400 is used during training.

| Layer name | Structure | Output |
|------------|-----------|--------|
| Input      | –         | 60 × 400 × 1 |
| Conv2D-1   | 3 × 3, Stride 1 | 60 × 400 × 128 |
| ResNetBlock-1 | 3 × 3, 128 | × 3 , Stride 1 | 60 × 400 × 128 |
| ResNetBlock-2 | 3 × 3, 128 | × 4, Stride 2 | 30 × 200 × 128 |
| ResNetBlock-3 | 3 × 3, 256 | × 6, Stride 2 | 15 × 100 × 256 |
| ResNetBlock-4 | 3 × 3, 256 | × 3, Stride 2 | 8 × 50 × 256 |
| Pooling    | –         | 8 × 256 |
| Flatten    | –         | 2048 |
| Dense1     | –         | 256 |
| Dense2 (Softmax) | – | N |
| Total      | –         | –       |

3. SQUEEZE-AND-EXCITATION

As mentioned in Section 1, the problem of convolution layers is that features maps are extracted independently and locally. In [7], the authors proposed to tackle this problem by creating a new architectural unit called squeeze-and-excitation (SE) block. The SE block allows us to model inter-dependencies of feature maps, so that the network is able to increase its sensitivity to the most informative features.

The structure of the SE block is depicted in Figure 1. First, a pooling layer is used to produce a global information of each channel by aggregating feature maps across their spatial dimension to a single numeric value. Thus, a vector of size n is obtained where n is equal to the number of feature maps. Afterwards, the vector is introduced into a two-layer neural network. A n dimensional output vector is then obtained. These n values can now be used as weights on the original feature maps, scaling each channel based on its importance. The SE process is performed in two steps: 1) produce a global information (squeeze step); and 2) re-weight each feature maps (excitation step).

The global information is achieved using a pooling layer. The pooling layer plays a central role in the SE strategy. While the mean-pooling obtains the best performance in image processing, it is unclear which pooling strategy performs best on speaker verification task. We then propose to evaluate different pooling strategies on speaker verification such as max-pooling, standard-deviation-pooling and the concatenation of mean- and standard-deviation pooling.

Also, in order to limit model complexity, the hidden layers in SE blocks can be used as a reduction block where the input space is reduced to a smaller space and then expanded to the original dimensionality as the input. A discussion on this reduction is done in the experiments as well as the number of hidden layers.

The SE block can be simply integrated in CNN by inserting after the non-linearity following each convolution. In the case of ResNet, the classical integration strategy is to insert SE Block after the final convolutional layer and before the skip connection branch. The idea to integrate the SE Block before the skip connection branch, is to avoid noise in the skip connection branch and facilitate the learning of identity.

![Fig. 1. Structure of the SE Block used in ResNet architecture.](image)
4. EXPERIMENTS AND PROTOCOLS

This section describes the experimental setup in terms of dataset and experimental protocols.

4.1. Training and Evaluation datasets

The x-vector extractors are trained on the VoxCeleb2 dataset [20], only on the development partition, which contains speech excerpts from 5,994 speakers with a 16 Khz sampling rate. The trained x-vectors are assessed on the Speakers in the Wild (SITW) core-core task [21], Voxceleb1-E Cleaned and Voxceleb1-H Cleaned [22] dataset with a 16 KHz sampling rate. Note that the development set of VoxCeleb2 is completely disjoint from the VoxCeleb1 dataset (i.e. no common speakers).

We report results in terms of Equal Error Rate (EER) and the minimum of the normalized detection cost function (minDCF) at \( \text{PTarget} = 10^{-2} \).

4.2. Implementation details

The x-vector extractor used in this paper is a variant based on ResNet-34. The extractor cuts training dataset into 4-second chunks and augmented with noise, as described in [6] and available as a part of the Kaldi-recipe. As input, we use 60-dimensional filter-banks. The x-vectors are 256-dimensional and the loss is the angular additive margin with scale equals to 30 and margin equals to 0.4. The size of the feature maps are 128, 128, 256 and 256 for the 4 ResNet blocks. We use stochastic gradient descent with momentum equals to 0.9, a weight decay equals to \( 2 \times 10^{-4} \) and initial learning rate equals to 0.2. The batch size was set to 128, however, training on 4 GPUs in parallel. The implementation is based on PyTorch and the model training takes about 2 days. In order to remove silence and low energy speech segments, a simple energy-based VAD is used based on the C0 component of the acoustic feature.

Let us note that, for a fair comparison, mini-batch used during neural network training and weights initialisation of neural networks are the same for all the experiments.

4.3. SE blocks at different stages

Table 2 explores the influence by integrating SE blocks at different stages into the ResNet-34 (one stage at a time). The system called Baseline is the system without SE blocks. This system obtained on Voxceleb1-E Cleaned and SITW 1.26% and 1.39% EER respectively. The system that achieves the best performance is the one that integrated SE blocks at Stage 1 and 2 (system called Stage=1,2). This system obtained on Voxceleb1-E Cleaned and SITW 1.14% and 1.99% EER respectively. We observe that integrating SE blocks at all stages, as it is done in image processing, obtained the worst results (1.30% and 2.21% EER respectively on Voxceleb1-E Cleaned and SITW).

| System | VoxCeleb1 -E cleaned | VoxCeleb1 -H cleaned | SITW core-core |
|--------|----------------------|----------------------|----------------|
|        | EER | DCF | EER | DCF | EER | DCF |
| Baseline | 1.26 | 0.131 | 2.12 | 0.200 | 1.39 | 0.127 |
| Stage=1 | 1.20 | 0.129 | 2.04 | 0.191 | 1.34 | 0.115 |
| Stage=1,2 | **1.14** | **0.127** | **1.99** | **0.187** | 1.31 | **0.111** |
| Stage=1,2,3 | 1.22 | 0.133 | 2.05 | 0.195 | **1.26** | 0.116 |
| Stage=1,2,3,4 | 1.30 | 0.134 | 2.21 | 0.217 | 1.39 | 0.130 |

4.4. Reduction factor

The SE Blocks is composed of two fully-connected hidden layers. These hidden layers can be used as a reduction block where the input space is reduced to a smaller space defined by the reduction factor \( r \) and then expanded to the original dimensionality as the input. Table 3 investigates the trade-off between performance and model complexity by varying this reduction factor. We observe that performance is robust for a reduction factor between 2 and 4. In image processing, the reduction factor is classically set to 16. We observe that the system without any reduction factor obtained the best performance, but setting the reduction factor set to 4 achieves a good balance between accuracy and complexity.

| System | VoxCeleb1 -E cleaned | VoxCeleb1 -H cleaned | SITW core-core |
|--------|----------------------|----------------------|----------------|
|        | EER | DCF | EER | DCF | EER | DCF |
| Baseline | **1.14** | 0.127 | 1.99 | 0.187 | 1.31 | 0.111 |
| r=2 | 1.17 | 0.127 | 2.00 | 0.188 | 1.34 | 0.115 |
| r=4 | 1.15 | **0.122** | **1.95** | **0.181** | **1.26** | 0.119 |
| r=8 | 1.22 | 0.136 | 2.09 | 0.193 | 1.56 | 0.118 |

4.5. Integration strategy

Table 4 studies the influence of the location of the SE block when integrating into ResNet-34. In addition to the standard integration, three variants are proposed, similar to the ones proposed in [7] and depicted in Figure 2.
Fig. 2. Schema of different integration strategies of the SE blocks in ResNet architecture.

- **SE-PRE block** in which the SE block is moved before the residual unit.

- **SE-POST block** in which the SE unit is moved after the summation with the identity branch (after ReLU).

- **SE-Identity block** in which the SE unit is placed on the identity connection in parallel to the residual unit.

We observed that the SE-Standard design obtained the best performance in terms of EER or minDCF.

### Table 4. Results obtained by using different integration strategies.

| System       | VoxCeleb1 -E cleaned EER | VoxCeleb1 -H cleaned EER | SITW core-core EER |
|--------------|-------------------------|--------------------------|-------------------|
| SE-Standard  | 1.14 0.127              | 1.99 0.187               | 1.31 0.111        |
| SE-PRE       | 1.22 0.132              | 2.09 0.195               | 1.48 0.117        |
| SE-POST      | 1.20 0.134              | 2.04 0.189               | 1.37 0.121        |
| SE-Identity  | 1.18 0.125              | 2.03 0.193               | 1.37 0.113        |

4.6. Different hidden layers

Traditionally, the SE Blocks is composed of two hidden layers. Table 5 shows results when varying the number of hidden layers. The motivation behind that is to ensure that global information given by the pooling layer is well decorrelated by the different hidden layers. We observe that the SE block containing two hidden layers obtained the best results.

### Table 5. Results obtained by systems using multi-statistical poolings.

| System | VoxCeleb1 -E cleaned EER | VoxCeleb1 -H cleaned EER | SITW core-core EER |
|--------|-------------------------|--------------------------|-------------------|
| h=1    | 1.18 0.129              | 2.04 0.191               | 1.23 0.110        |
| h=2    | 1.14 0.127              | 1.99 0.187               | 1.31 0.111        |
| h=3    | 1.18 0.127              | 2.06 0.194               | 1.31 0.113        |
| h=4    | 1.18 0.130              | 2.01 0.186               | 1.37 0.113        |

4.7. Pooling layer

Table 6 investigates the performance by using different pooling layers in SE blocks. We propose to evaluate the performance of various poolings: 1) mean pooling (system called Mean) and 2) maximum pooling (system called Max). In addition to traditional poolings, we propose to evaluate: 1) standard-deviation pooling (system called Std) and 2) the concatenation of mean- and standard-deviation poolings (system called Mean+Std). We observe that the Mean+Std system obtains the best performance.

### Table 6. Results by using different pooling layers in SE Blocks.

| System | VoxCeleb1 -E cleaned EER | VoxCeleb1 -H cleaned EER | SITW core-core EER |
|--------|-------------------------|--------------------------|-------------------|
| Max    | 1.21 0.131              | 2.06 0.193               | 1.31 0.114        |
| Mean   | 1.14 0.127              | 1.99 0.187               | 1.31 0.111        |
| Std    | 1.18 0.129              | 1.99 0.190               | 1.31 0.113        |
| Mean+Std | 1.13 0.127         | 1.97 0.192               | 1.29 0.113        |

5. ROLE OF SQUEEZE-AND-EXCITATION

In this section, we study the role of squeeze-and-excitation in the context of speaker verification and, in particular, understand why SE is very efficient when is only integrated in Stage 1 and 2 of ResNet-34 architecture. We propose to study activations from the different SE blocks and their distribution at various stages in the network.

First, we study the distribution of excitation across speakers. Seven speakers are randomly picked up in the Voxceleb1 corpus. Then, for the last SE block of each stage, we compute, for each speaker, the mean activations of all segments. Figure 3 depicts this distribution. It can be observed that the activation distribution is substantially the same at Stage 1, whatever the speaker (the lines of different speakers are overlap). However, the distribution is significantly varying from one speaker to another at Stage 4. We presume that the SE blocks used in low layers excite informative features in
In recent years, the introduction of the squeeze-and-excitation (SE) method has allowed to overcome some weaknesses of CNN architectures in the research field of image recognition. The experience confirm the need to properly adapt the architecture and configuration of SE to the task of speaker verification.

6. CONCLUSIONS

In recent years, the introduction of the squeeze-and-excitation (SE) method has allowed to overcome some weaknesses of CNN architectures in the research field of image recognition. Since then, introduced in speaker verification, this method required to be adapted to the specificity of this research field.

In this paper, different architectures and configurations of SE are presented and evaluated in order to build a robust x-vector extractor for speaker verification. The results of our experiments show that SE blocks used in low-layers excite informative features in a class-agnostic manner. Moreover, when used in top layers, the SE blocks become increasingly specialised to class-specific manner.

Experiments performed on the SITW, Voxceleb1-E Cleaned and Voxceleb1-H dataset showed significant gains by using SE blocks at Stage 1 and 2 and by using a pooling layer combining mean- and standard-deviation statistics (leading to a relative gain of 9% in terms of equal error rate). These experiences confirm the need to properly adapt the architecture and configuration of SE to the task of speaker verification.
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