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Abstract—The findings of splenomegaly, abnormal enlargement of the spleen, is a non-invasive clinical biomarker for liver and spleen disease. Automated segmentation methods are essential to efficiently quantify splenomegaly from clinically acquired abdominal magnetic resonance imaging (MRI) scans. However, the task is challenging due to (1) large anatomical and spatial variations of splenomegaly, (2) large inter- and intra-scan intensity variations on multi-modal MRI, and (3) limited numbers of labeled splenomegaly scans. In this paper, we propose the Splenomegaly Segmentation Network (SS-Net) to introduce the deep convolutional neural network (DCNN) approaches in multi-modal MRI splenomegaly segmentation. Large convolutional kernel layers were used to address the spatial and anatomical variations, while the conditional generative adversarial networks (GAN) were employed to leverage the segmentation performance of SS-Net in an end-to-end manner. A clinically acquired cohort (GAN) were employed to leverage the segmentation performance of multi-modal MRI splenomegaly scans was used to train and evaluate the performance of multi-atlas segmentation (MAS), 2D DCNN networks, and a 3D DCNN network. From the experimental results, the DCNN methods achieved superior performance to the state-of-the-art MAS method. The proposed SS-Net method achieved the highest median and mean Dice scores among investigated baseline DCNN methods.

Index Terms—Spleen Segmentation, MRI, Deep Convolutional Neural Network, multi-contrast, splenomegaly

I. INTRODUCTION

Splenomegaly, abnormal enlargement of the spleen, is associated with abnormal red blood cell destruction, which has been used as a clinical biomarker associated with liver disease [1], infection [2] and cancer [3]. Non-invasive medical imaging techniques (e.g., ultrasound [4, 5], computed tomography (CT) [6-9], and magnetic resonance imaging (MRI) [10, 11]) have been used for clinical and scientific investigations on splenomegaly. Manually tracing a spleen on two-dimensional (2D) slices from a three-dimensional (3D) volume has been regarded as the gold standard of imaging-based spleen volume estimation [11]. However, manual tracing is resource and time consuming and not routinely feasible for large cohorts. To alleviate the manual efforts in clinical practice, many previous endeavors have been conducted. One direction is to perform quick one-dimensional (1D) measurements (e.g., splenic length, width, thickness) [7] to estimate 3D volume size using regression model. Another direction has sought to develop fully automated spleen segmentation methods [12] including, but not limited to, intensity-based methods [13], shape/contour-based models [14], graph cuts [15], learning based models [16], and atlas-based approaches [17].

Historically, methods were mostly developed for CT spleen segmentation since CT is the de facto standard abdominal imaging modality [18]. One key benefit of using CT for spleen segmentation is that the intensities are scaled by tissue-specified Hounsfield Unit (HU) [19]. However, it hindered the generalization to intensity-based [20] and feature-based segmentation methods [21] on non-scaled imaging modalities (e.g., MRI). In the past decades, MRI has been widely used in clinical scenarios as a radiation risk free imaging modality and for improved soft tissue contrast [22]. Therefore, MRI based spleen volume estimation is appealing in clinical application. Yet, relatively few previous spleen segmentation methods have been proposed for MRI. A dual-space clustering technique has been proposed by Farraher et al [23]. Wu et al. combined Gabor
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features with snake method for MRI spleen segmentation [24]. Behard et al. developed a segmentation method using neural network and recursive watershed [16]. Pauly et al. proposed to use supervised regression-based segmentation for MRI Dixon sequences [25]. However, very limited previous work has been conducted on MRI splenomegaly segmentation, which not only faces the intensity variations but also deals with large spatial and anatomical variations. Recently, Huo et al. introduced multi-atlas segmentation (MAS) methods in splenomegaly segmentation on MRI [26, 27]. In that method, the L-SIMPLE atlas selection method was designed to overcome the large anatomical and spatial variations of splenomegaly. Meanwhile, the key techniques in MAS (e.g., registration and label fusion) relied on image context rather than absolute image intensities, which made MAS a reasonable solution for multi-modal MRI scenarios. As a result, L-SIMPLE MAS achieved decent overall segmentation accuracy (median Dice similarity coefficient (DSC)>0.9). However, the outliers (e.g., whose DSC<0.8) hinder accurate clinical estimation of splenomegaly.

In recent years, deep convolutional neural network (DCNN) image segmentation methods have been proposed for semantic segmentation including, but not limited to FCN [28], U-Net [29], SegNet [30], DeepLab [31], DeconvNet [32]. These methods have been successfully applied on abdominal medical image segmentation tasks (e.g., pancreas [33, 34], liver [35, 36], multi-organ [37]). However, to the best of our knowledge, few previous DCNN methods have been proposed for MRI spleen segmentation, and no previous DCNN methods have been proposed for splenomegaly segmentation on multi-modal MRI (using both T1-weighted (T1w) and T2-weighted (T2w) scans). To perform multi-modal MRI splenomegaly segmentation, three challenges need to be addressed: (1) large spatial and anatomical variations for splenomegaly (Fig. 1), (2) large inter-modality (T1w vs. T2w) and intra-modality (within T1w or T2w) intensity variations in multi-modal MRI, and (3) limited number of labeled training data as the splenomegaly MRI scans are more difficult to be acquired than normal spleen MRI scans. Therefore, proposed DCNN methods should be able to deal with large spatial and inter/intra-modality variations of multi-modal splenomegaly scans with limited training scans.

In this paper, we propose the splenomegaly segmentation network (SS-Net) to leverage the segmentation performance with following features: (1) large convolutional kernels were used in the skip connection layers for the large spleen, (2) adversarial networks were employed as a discriminator to leverage the segmentation performance for an end-to-end training, and (3) 2D+ multi-view training was used to improve the splenomegaly segmentation. We evaluate the performance of the proposed SS-Net as well as prevalent DCNN segmentation frameworks on clinically acquired multi-modal (both T1w and T2w) splenomegaly cohorts.

The work extends our previous conference paper [38] with the following new efforts: (1) the methodology on network structures, parameters and loss functions are presented in greater details, (2) new 2D and 3D networks and details of multi-view fusion are provided for evaluation, and (3) more comprehensive analyses (e.g., 4-fold cross validation on entire cohort, sensitivity analyses on adversarial loss and hyper-parameters) were presented. For the methodology, our previous conference paper used dummy large 2D kernels (consisting of two 1D kernels) for skip-connection layers (same as [39]), while the real large 2D kernels were used in this work. Meanwhile, more training epochs had been performed in this work (50 epochs) compared with our previous conference version (10 epochs). The source code of the proposed SS-Net is made publicly available (https://github.com/MASILab/SSNet).

II. RELATED WORKS

A. Global Convolutional Network

Medical image segmentation using DCNN can be regarded as a per-voxel classification task, which assigns a class label for each voxel. As a classifier, the property of spatial invariance is
important in network design. However, different from a canonical whole image (or whole volume) classification task, the spatial location of each voxel and spatial relationship between voxels are also essential in precise image segmentation (e.g., a spleen appears in the right side of the abdomen). Therefore, a proper segmentation method should balance two aspects: classification and localization. For localization, the Fully Convolutional Network (FCN) was proposed to perform image segmentation [28] and has been widely validated for different applications. The advantage of FCN is to keep spatial information across the entire network without using global pooling or dense connection.

Many previous efforts have been made of use the DCNN, especially the FCN, on abdominal organ segmentation. Zhou et al. [40] proposed fixed point model to shrink the input region using predicted segmentation masks, which led to better performance for pancreas segmentation. Meanwhile, Zhou et al. [41] introduced extra deep supervision into segmentation network, which achieved superior performance on pancreas cyst segmentation. Cai et al. [42] introduced the recurrent neural contextual learning to the pancreas segmentation by utilizing the spatial consistency among neighboring slices. These important contributions improved segmentation performance for the abdominal organ with large spatial variations (e.g., pancreas).

Recently, Peng et al. [39] revealed that the traditional small convolutional kernels (e.g., 3×3) in FCN limited the per-pixel classification accuracy. To further leverage the classification capability of FCN, the large convolutional kernels (named as global convolutional networks (GCN) [39]) in skip-connector layers were introduced to increase the valid field of view (FOV) [43]. To further improve computational efficiency, GCN used two large 1D convolutional kernels to simulate a single large 2D kernels for the skip-connector layer. The larger valid FOV in GCN provided a solution to overcome the large spatial variations for the segmenting targets. As we are facing the similar challenges for splenomegaly segmentation (large spatial and anatomical variations), we adapted the large kernel idea from GCN. However, different from GCN, full large 2D kernels were used rather than dual 1D kernels since the computational complexity was acceptable. Fig. 2 showed a case that the larger 7×7 kernel provided larger valid field of view compared with regular 3×3 kernel.

B. GAN loss in segmentation

Goodfellow et al. [44] proposed the generative adversarial network (GAN) to discriminate samples from empirical data and deep neural networks. The idea of the GAN was to let DCNN to perform adversarial learning, rather than only relying on the canonical loss function and regularities. Soon after, GAN was successfully applied to many computer vision tasks like image augmentation [45], super-resolution [46], style transfer [47] etc. Recently, Luc et al. [48] introduced the GAN to semantic segmentation by using it as adversarial loss functions, which not only leveraged overall segmentation performance, but also alleviated the spatial incorrectness (e.g., isolated pixels/voxels, inaccurate boundaries). The rationale was to use GAN framework to supervise the training procedure to make the segmentation results more “realistic” in an end-to-end manner, instead of performing iterative post-processing refinements like conditional random field (CRF) [49], level-set [50], active shape model (ASM) [51]. To leverage the segmentation performance and alleviate the spatial inconsistencies (Fig. 3) in splenomegaly segmentation, we integrated the recently proposed conditional PatchGAN [47] to our SS-Net segmentation framework.

C. 2D and 3D Networks

There is no clear method of choosing of 2D or 3D networks for a particular segmentation task since performance depends on application scenarios, available training data, and hardware capability. Most DCNN segmentation networks were designed for 2D natural images, while many medical data in clinical practice are 3D volumes. To perform 3D segmentation, we could either perform slice-wise 2D segmentation using 2D networks or apply 3D networks for 3D segmentation directly.
However, the use of 3D networks is limited by GPU memory size, image resolution, and number of training volumes. Therefore, we compare the proposed method with prevalent 2D (U-Net [29], ResNet-FCN [28, 52], GCN [39]) and 3D networks (3D U-Net [53]). For simplicity, the ResNet-FCN was simplified as “ResNet” in this paper. Recently, Roth et al. [54] proposed the holistically-nested convolutional networks (HNNs), which fused the three orthogonal axial, sagittal, and coronal views to leverage the pancreas segmentation performance. The multi-view strategy achieved better segmentation performance by utilizing the information from three views. Therefore, we follow a similar perspective in the proposed method.

III. METHOD

In this paper, we propose the splenomegaly segmentation network (SS-Net), which is presented in Fig. 4. SS-Net is a 2D network using axial view image slices. Meanwhile, we proposed SS-Net+ method (Fig. 5), which used all axial, coronal, and sagittal view slices in splenomegaly segmentation.

A. Preprocessing

The intensities of every input MRI scan were normalized to 0-1 scale, whose minimal value was 0 and maximal value was 1. The highest 2.5% and lowest 2.5% intensities were excluded from the normalization to reduce the outlier effects. Then the normalized intensity image volume was resampled to 512x512x512 using bilinear interpolation, while the corresponding label volume was resampled to the same resolution using nearest neighbor interpolation. So that, we were able to obtain the same resolution (512x512) 2D slices on axial, coronal, and sagittal views. In SS-Net, we used only axial slices for each scan during training, while in SS-Net+, we used all axial, sagittal, and coronal slices.

B. SS-Net network

The network structure of SS-Net is showed in Fig. 4, which followed FCN framework. SS-Net consisted of four portions: (1) encoder, (2) decoder, (3) skip-connector, and (4) discriminator (Table I).

Encoder: The ResNet-50 structure [52], a ResNet framework with 50 layers, was used as encoder. The first portion (“Conv1”) obtained 64 channels feature images from three input channels. The three input channels are three identical input 2D slices to simulate RGB inputs. Then four rescale blocks [52] (“Block1”, “Block2”, “Block3”, and “Block4”) were employed to obtain hieratical image features. Each rescale block contains 3 to 6 “Bottleneck” structures.

Decoder: The decoder of SS-Net followed the design of canonical FCN [28], in which the bilinearly upsampled (“Upsample”) feature maps from previous layer were added with the feature maps from skip-connector. The refine layers (“Refine”) were implemented in the decoder before and after addition operations to further improve the segmentation.
The upsampling layers and refine layers were showed in Table I.

Skip-connector: The 2D convolutional layers with large convolutional kernels (LCK) and different number of channels were used as skip-connector with kernel size. The kernel size was empirically set to 7×7 in SS-Net according to the performance in [39] as well as the computational efficiency in practice. The number of channels for each LCK (“LCK1”, “LCK2”, “LCK3”, “LCK4”, and “LCK5”) was presented in Table I. In the proposed SS-Net, we proposed to use real 2D large convolutional kernel (e.g., 7×7) in the skip-connector rather than using pseudo-2D large convolution kernel (consisting of two 1D large convolutional kernel, e.g., 7×1 and 1×7) in the previously proposed GCN [39]. Since the number of available MRI splenomegaly scans for training is limited, the real 2D large convolutional kernel is able to provide superior performance compared with the pseudo large kernel in GCN, and the extra computational time and memory consumption was acceptable considering the size of training cohort.

Discriminator: We employed the PatchGAN [47] as an additional discriminator to supervise the training procedure of SS-Net. The network structure of the PatchGAN is a patch-wise classifier. Briefly, the true segmentation $T_s$ was put into the discriminator $D(\cdot)$, whose details were showed in Table I. Then, the input image $I$ was put into the generator $G(\cdot)$ (encoder, decoder, and skip-connector) to get the outputs for each patch $z$. After getting fake labels $a$ and true labels $b$, the Least Squares Generative Adversarial Networks (LSGAN) was employed to calculate the loss function in Eq. 1. Meanwhile, the loss function of generator was calculated in Eq. 2, where $c$ is the value that $G(\cdot)$ for $D(\cdot)$ to incorrectly label data.

$$\text{Loss}_{GAN}(D) = \frac{1}{2} \mathbb{E}_{x \in \text{Patch}(I_s)}[(D(x) - b)^2] + \frac{1}{2} \mathbb{E}_{z \in \text{Patch}(I)}[(D(G(z)) - a)^2]$$

$$\text{Loss}_{GAN}(G) = \frac{1}{2} \mathbb{E}_{z \in \text{Patch}(I)}[(D(G(z)) - c)^2]$$

C. Loss Functions

Dice loss was used as a canonical supervision loss in this study. The traditional Dice loss was calculated slice-wise and averaged in a mini-batch. However, Dice loss might be unstable since the spleen might not appear on some slices. To alleviate the instability, we calculated the Dice loss on whole batch level (e.g., batch size=12), we were able to improve the robustness of the Dice loss as the 2D images in a batch were randomly chosen from the entire training cohort. The formula of Dice loss is presented as $\text{Loss}_{DSC}$

$$\text{Loss}_{DSC} = - \frac{2 \sum_{n=1}^{N} \sum_{b=1}^{M} T_{bn} P_{bn} + \varepsilon}{\sum_{b=1}^{M} \sum_{n=1}^{N} T_{bn}^2 + \sum_{b=1}^{M} \sum_{n=1}^{N} P_{bn}^2 + \varepsilon}$$

\[
\text{Table I} \\
\text{Network Structure of SS-Net}\\
\begin{tabular}{|c|c|}
\hline
\textbf{Encoder:} & \textbf{Decoder:} \\
\hline
Conv1 & Conv2d(IC=3, OC=64, KS=7, stride=2, padding=3) \\
& BatchNorm2d() \\
& ReLU() \\
& MaxPool2d(size=3, stride=2, padding=1, dilation=1) \\
\hline
Block1 & Bottleneck+( IC=64, OC=256) \\
& Bottleneck(IC=256, OC=256) \\
& Bottleneck(IC=256, OC=256) \\
\hline
Block2 & Bottleneck+( IC=256, OC=512) \\
& Bottleneck(IC=512, OC=512) \\
& Bottleneck(IC=512, OC=512) \\
& Bottleneck(IC=512, OC=1024) \\
& Bottleneck(IC=1024, OC=1024) \\
& Bottleneck(IC=1024, OC=1024) \\
& Bottleneck(IC=1024, OC=1024) \\
\hline
Block3 & Bottleneck+( IC=512, OC=1024) \\
& Bottleneck(IC=1024, OC=1024) \\
& Bottleneck(IC=1024, OC=1024) \\
& Bottleneck(IC=1024, OC=1024) \\
& Bottleneck(IC=1024, OC=1024) \\
& Bottleneck(IC=1024, OC=1024) \\
\hline
Block4 & Bottleneck+( IC=1024,2048) \\
& Bottleneck(IC=2048,2048) \\
& Bottleneck(IC=2048,2048) \\
& Bottleneck(IC=2048,2048) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline
Refine & BatchNorm2d() \\
& ReLU() \\
& Conv2d(IC=2, OC=2, KS=7, stride=1, padding=1) \\
& Upsample upsample_bilinear() \\
\hline
Skip-connector: & \\
LCK1 & Conv2d(IC=64, OC=2, KS=7, stride=1, padding=3) \\
LCK2 & Conv2d(IC=128, OC=2, KS=7, stride=1, padding=3) \\
LCK3 & Conv2d(IC=256, OC=2, KS=7, stride=1, padding=3) \\
LCK4 & Conv2d(IC=512, OC=2, KS=7, stride=1, padding=3) \\
LCK5 & Conv2d(IC=1024, OC=2, KS=7, stride=1, padding=3) \\
\hline
Discriminator: & \\
PatchGAN & Conv2d(IC=5, OC=64, KS=4, stride=2, padding=1) \\
& LeakyReLU() \\
& Conv2d(IC=64, OC=128, KS=4, stride=2, padding=1) \\
& BatchNorm2d() + LeakyReLU () \\
& Conv2d(IC=128, OC=256, KS=4, stride=2, padding=1) \\
& BatchNorm2d() + LeakyReLU () \\
& Conv2d(IC=256, OC=512, KS=4, stride=1, padding=1) \\
& BatchNorm2d() + LeakyReLU () \\
& Conv2d(IC=512, OC=1, KS=4, stride=1, padding=1) \\
& Sigmoid() \\
\hline
\end{tabular}

*“IC” is the input channel number, “OC” is the output channel number, “KS” is the kernel size, performance [39]. The upsampling layers and refine layers were showed in Table I.

The 2D convolutional layers with large convolutional kernels (LCK) and different number of channels were used as skip-connector with kernel size. The kernel size was empirically set to 7×7 in SS-Net according to the performance in [39] as well as the computational efficiency in practice. The number of channels for each LCK (“LCK1”, “LCK2”, “LCK3”, “LCK4”, and “LCK5”) was presented in Table I. In the proposed SS-Net, we proposed to use real 2D large convolutional kernel (e.g., 7×7) in the skip-connector rather than using pseudo-2D large convolution kernel (consisting of two 1D large convolutional kernel, e.g., 7×1 and 1×7) in the previously proposed GCN [39]. Since the number of available MRI splenomegaly scans for training is limited, the real 2D large convolutional kernel is able to provide superior performance compared with the pseudo large kernel in GCN, and the extra computational time and memory consumption was acceptable considering the size of training cohort.

Discriminator: We employed the PatchGAN [47] as an additional discriminator to supervise the training procedure of SS-Net. The network structure of the PatchGAN is a patch-wise classifier. Briefly, the true segmentation $T_s$ was put into the discriminator $D(\cdot)$, whose details were showed in Table I. Then, the input image $I$ was put into the generator $G(\cdot)$ (encoder, decoder, and skip-connector) to get the outputs for each patch $z$. After getting fake labels $a$ and true labels $b$, the Least Squares Generative Adversarial Networks (LSGAN) was employed to calculate the loss function in Eq. 1. Meanwhile, the loss function of generator was calculated in Eq. 2, where $c$ is the value that $G(\cdot)$ for $D(\cdot)$ to incorrectly label data.

$$\text{Loss}_{GAN}(D) = \frac{1}{2} \mathbb{E}_{x \in \text{Patch}(I_s)}[(D(x) - b)^2] + \frac{1}{2} \mathbb{E}_{z \in \text{Patch}(I)}[(D(G(z)) - a)^2]$$

$$\text{Loss}_{GAN}(G) = \frac{1}{2} \mathbb{E}_{z \in \text{Patch}(I)}[(D(G(z)) - c)^2]$$

C. Loss Functions

Dice loss was used as a canonical supervision loss in this study. The traditional Dice loss was calculated slice-wise and averaged in a mini-batch. However, Dice loss might be unstable since the spleen might not appear on some slices. To alleviate the instability, we calculated the Dice loss on whole batch level rather than slice level. When calculating the Dice on whole batch level (e.g., batch size=12), we were able to improve the robustness of the Dice loss as the 2D images in a batch were randomly chosen from the entire training cohort. The formula of Dice loss is presented as $\text{Loss}_{DSC}$

$$\text{Loss}_{DSC} = - \frac{2 \sum_{n=1}^{N} \sum_{b=1}^{M} T_{bn} P_{bn} + \varepsilon}{\sum_{b=1}^{M} \sum_{n=1}^{N} T_{bn}^2 + \sum_{b=1}^{M} \sum_{n=1}^{N} P_{bn}^2 + \varepsilon}$$

where $M$ is the number of batches while $N$ is the number of...
voxels in each slice. \( b \) is the batch index while \( i \) is the voxel index. \( T \) and \( P \) represents the manual segmentation (0-1 mask) and the predicted segmentation (0-1 mask). \( \epsilon \) is a small constant to avoid zero in the denominator. \( \epsilon \) was empirically set to \( 1 \times 10^{-7} \).

Moreover, we incorporated the GAN loss in the final loss function. We added the Dice loss with the generator loss to train the generator.

\[
\text{Loss}_{ss} = \text{Loss}_{DSC} + \lambda \cdot \text{Loss}_{GAN}(G) \cdot \text{mod}(b,k)
\]

where \( \lambda \) was a constant coefficient to adjust the ratio of two components in Eq. 4. In this study, \( \lambda \) was empirically set to 0.01 to balance the Dice loss and adversarial loss since the Dice loss was the major loss that we would the generator to learn from as a segmentation network. The \( \text{mod}(b,k) \) is the modulus from dividing the batch index \( b \) by a constant \( k \). The \( \text{mod}(b,k) \) is zero unless the batch index \( b \) is the times of \( k \). The rationale of adding this term is to alleviate the saturation issue in training discriminator, since the saturated discriminator might not provide learnable information for generator. The \( k \) was empirically set to 100 in this study, which means the GAN loss was performed every 100 batches.

When training the SS-Net, \( \text{Loss}_{ss} \) and \( \text{Loss}_g(D) \) were used iteratively using Adam optimization [55]. Since the discriminator typically converges faster than generator, we trained the generator in each iteration, while trained the discriminator in every 100 iterations.

**D. SS-Net+ network**

SS-Net only used axial view images during training since they had less anatomical and spatial variation compared with coronal and sagittal views for splenomegaly. However, other views might still provide complementary information for splenomegaly segmentation. Therefore, we proposed SS-Net+ framework, in which all axial, coronal, and sagittal views were used to train three independent SS-Nets. Then, three 3D volumetric segmentations were obtained from the three networks (**Fig. 5**). Next, we perform the union operation to fuse them to a single segmentation. To further smooth the segmentation, open and close morphological operations (radius=3) were performed to obtain the final segmentation of SS-Net+ (**Fig. 6**). Briefly, the union operations were applied to merge 3D segmentation volumes from sagittal, coronal, and axial views to a single segmentation volume. Then, the open and close morphological operations were applied to refine the final segmentation results by smoothing the segmentation boundaries and filling the holes.

**IV. DATA AND PLATFORM**

60 clinically acquired whole abdominal MRI scans (32 T1w / 28 T2w) from splenomegaly 27 unique patients were used as the experimental data. Among all patients, six subjects have two T1w scans and one T2w scan, four subjects have one T1w scans and two T2w scans, two subjects have one T1w scan and one T2w scan. The remaining are the subjects only have T1w or T2w scans. The spleen size ranged from 369 cubic centimeter (cc) to 5670 cc with mean and standard deviation as 1881 cc and 219 cc. The volume size and modality of each scan was showed in the lower right pane of **Fig. 1**. Acquired scans were de-identified for the following image processing. Among the 60 scans, 45 of them (24 T1w / 21 T2w) were randomly used as training data, while the remaining 15 (8 T1w / 7 T2w) scans were used as withhold empirical validation cohort. Since the T1w and T2w scans are acquired from the same patients for the 12 subjects, we have ensured that the scans from the same patient were all used in training or testing. The dimension of MRI scans varies from 256 \( \times \) 210 \( \times \) 70 to 512 \( \times \) 512 \( \times \) 112 with mean resolution 441 \( \times \) ds414 \( \times \) 76. To focus on the improvements from the networks and training strategies, we did not employ the data augmentation step (e.g., translation, rotation, flip etc.) when sampling the training and testing data.

The experiments in this study were performed using NVIDIA Titan GPU (12 GB memory) and CUDA 8.0. The training and testing were performed on a regular workstation with Intel Xeon ES-2630 V4 2.2 GHz CPU, 32G memory. The code of multi-atlas segmentation was implemented in MATLAB 2016a (www.mathworks.com), while the code of DCNN methods was implemented in Python 2.7 (www.python.org). The anaconda was (https://www.anaconda.com) used to host virtual Python environment and the corresponding library configurations. For DCNN methods, the PyTorch 0.2 version (www.pytorch.org) was used to establish the network structures and perform training.

**V. EXPERIMENTAL DESIGN**

**A. Multi-atlas Segmentation**

L-SIMPLE multi-atlas segmentation (MAS) pipeline [27] was employed as the baseline method to present the state-of-the-art performance for multi-modal MRI splenomegaly segmentation. Briefly, each atlas was registered to the target image using DEnsE Displacement Sampling (DEEDS) [56]. Next, an atlas selection step was performed using the expectation-maximization (EM) based L-SIMPLE method. Then, 10 selected atlases were fused to one segmentation using...
joint label fusion (JLF) [57]. Finally, the segmentation was refined by performing post-processing using graph cuts method [58]. Note that for the MAS method, the leave-one-subject-out strategy was used to be consistent with [27].

B. 3D Model

The widely validated 3D U-Net was used as another baseline method, whose network structure followed [53]. Briefly, each training and testing MRI volume was resampled to $176 \times 176 \times 64$, which was able to be fitted into 12GB GPU memory. The trilinear interpolation was used for resampling the intensity volume, while the nearest neighbor was used for resampling the label volume. Lastly, the output segmentation form 3D U-Net was resampled to the original scan resolution using nearest-neighbor sampling.

C. 2D Models

Compared from 3D model, the 2D model enabled larger resolution for each input image. Therefore, we performed data augmentation by resampling each MRI scan to $512\times512\times512$ resolution. Then, $512$ axial slices were obtained for each scan to train a 2D network.

For 2D models, we used the same training parameters for different methods: learning rate=0.00001, batch size=12, optimizer=Adam, loss function = Dice loss. The batch size of U-Net was set to 4 since that was the maximal number can be fitted into 12GB GPU memory. The learning rate was kept and same and small the Adam optimizer to ensure the stability of training across different splenomegaly segmentation deep networks. The value was also kept the same as the previous work [38] to enable us to compare new results with the previous results.

Since the training and testing were performed in 2D manner, the final 3D segmentations were obtained by stacking the 2D segmentations into 3D space. Then, the $512\times512\times512$ outputs were resampled to the to the original scan resolution using nearest neighbor interpolation.

D. 2D+ Models

The SS-Net+ method was introduced in the “Method” section. Using the same idea, we introduce U-Net+, ResNet+, and GCN+. We called all these methods as 2D+ models. As Fig. 5, The major difference between 2D+ and 2D models was that all three views (axial, coronal, sagittal) were used in the training and testing procedures. Briefly, three independent networks were trained for each method for the three views. Since each MRI scan was resampled to $512\times512\times512$ resolution in the preprocessing, $512$ axial slices, $512$ coronal slices, and $512$ sagittal slices were obtained for each scan to train three networks. Each individual network in the 2D+ model was identical to the 2D model. From 2D+ model, three $512\times512\times512$ segmentation outputs were merged into a single 3D segmentation as SS-Net+. Finally, the $512\times512\times512$ outputs were resampled to the original scan resolution using nearest neighbor interpolation.

E. Measurements

The Dice similarity coefficient (DSC) was used as the major measurement to evaluate the performance of different segmentation methods. The mean surface distance (MSD) and Hausdorff distance (HD) were employed as complementary measurements to reflect the segmentation accuracy on surface manner. The differences between methods were evaluated by Wilcoxon signed rank test [59] and the difference was significant means $p<0.05$ in this paper.

VI. RESULTS

The median testing DSC along with 50 training epochs was presented in Fig. 7. The results showed that the 2D and 2D+ based methods achieved higher DSC than 3D U-Net. The 2D+ based methods had higher DSC than 2D based methods. Within 2D and 2D+ family, the proposed SS-Net and SS-Net+ methods
generally achieved consistent higher median DSC than U-Net, ResNet, GCN, U-Net+, ResNet+, and GCN+ along the epoch number. By fusing the multi-view results from three models (axial, coronal, and sagittal in Fig. 6), the SS-Net+ method achieved superior performance compared with the SS-Net. Since the network structure of SS-Net and SS-Net+ were identical, the improvements on segmentation performance came from the multi-view integration. From Fig. 9, Fig. 10 and Table II, the U-Net+, ResNet+, GCN+, and SS-Net+ achieved more similar performance compared with U-Net, ResNet, GCN, and SS-Net. It demonstrated that the multi-view integration is a robust boosting strategy, which leveraged the performance of different basic methods in a consistent way.

The quantitative performance of using and without using PatchGAN is provided in the Fig. 8. The median DSC segmentation results of using PatchGAN ($\lambda=0.01$) and without using PatchGAN ($\lambda=0$) across 50 training epochs have been presented. For the single-view strategy SS-Net, the splenomegaly segmentation with GAN achieved superior performance when the number of epochs became larger. For the multi-view strategy SS-Net+, the splenomegaly segmentation with GAN had slightly better overall performance. The improvement was smaller for SS-Net+ because that the multi-view fusion stage alleviated the segmentation performance (as shown in Fig. 3) by eliminating the isolated pixels and conducted morphological operations, whose functionality has overlap with GAN.

The qualitative and quantitative results for the last epoch were presented in Fig. 8 and 9. In Fig. 8, segmentations on three subjects (highest, median, and lowest Dice similarity coefficient (DSC) in SS-Net+) were showed in the upper, middle, and lower rows. Different segmentation methods were showed as different columns. The multi-atlas segmentation (MAS) results were presented as baseline. Then, 3D, 2D, and 2D+ models were presented to show the performance of DCNN methods. The right-most column reflected the manual segmentation results.

### TABLE II

|                  | MAS | 3D U-Net | U-Net | ResNet | GCN | SS-Net | U-Net+ | ResNet+ | GCN+ | SS-Net+ |
|------------------|-----|----------|-------|--------|-----|--------|--------|---------|------|---------|
| **DSC**          |     |          |       |        |     |        |        |         |      |         |
| median           | 0.895| 0.904    | 0.879 | 0.926  | 0.923 | 0.933  | 0.937  | 0.938   | 0.938 | 0.942   |
| mean±std         | 0.877±0.06 | 0.86±0.116 | 0.849±0.098 | 0.894±0.088 | 0.901±0.064 | 0.91±0.1 | 0.929±0.03 | 0.936±0.029 | 0.939±0.017 | 0.941±0.026 |
| **MSD**          |     |          |       |        |     |        |        |         |      |         |
| median           | 4.13 | 4.453    | 7.427 | 4.318  | 5.411 | 3.043  | 2.528  | 1.667   | 1.712 | 1.484   |
| mean±std         | 5.13±3.154 | 5.91±5.378 | 8.43±3.51 | 7.11±6.973 | 8.72±8.529 | 4.87±3.547 | 2.82±1.435 | 2.74±1.762 | 2.30±1.319 | 2.29±1.735 |
| **HD**           |     |          |       |        |     |        |        |         |      |         |
| median           | 44.327 | 38.104   | 239.354 | 146.009 | 160.191 | 84.192 | 39.48  | 22.81   | 22.5  | 22.345  |
| mean±std         | 50.2±28.2 | 71.2±66.3 | 246.7±38.0 | 144.3±55.3 | 156.9±52.1 | 103.3±59.5 | 34.4±11.7 | 28.8±14.2 | 28.4±12.6 | 27.2±13.4 |

*DSC is Dice similarity coefficient, MSD is mean surface distance (mm), HD is Hausdorff distance (mm).
methods were posed. In the left panel, the L-SIMPLE multi-atlas segmentation (MAS) and 3D U-Net were presented as baseline methods for multi-atlas and 3D DCNN network. The middle panel showed the DSC of U-Net, ResNet, GCN and SS-Net, while the right panel presented the DSC of U-Net+, ResNet+, GCN+, and SS-Net+. The SS-Net+ was used as reference method (“Ref.”), which was compared with other methods using Wilcoxon signed rank test. The significant differences were marked as (“*”), while the remaining one was marked as (“N.S.”). From the statistical analyses, the SS-Net+ achieved significantly better performance on DSC than other methods except U-Net+.

The volumetric and surface metrics for the last epoch were presented in Table II. The DSC, MSD, and HD were employed as measurements to evaluate different methods. Bold values indicated the best performance among different methods. From the results, the SS-Net+ achieved the best performance among all methods.

For a more complete analyses, the 4-fold cross-validation was also performed by splitting all 60 scans to 4 folds. Note that, the 45 training and 15 testing scans in the previous experiments were employed as fold 1. For each fold, 45 scans were used as training while the remaining 15 were used as validation. Each scan was used as a validation scan for only one time. The hyper-parameters for all folds were kept the same as the experiments in fold 1 with the same training epoch. The performance of U-Net, ResNet, GCN, and SS-Net on cross-validation results (60 validation scans from all folds) were provided in Fig. 11 and Table III. The proposed method achieved superior segmentation performance. The differences between SS-Net (“Ref.”) and other methods are significant from Wilcoxon signed rank test with p<0.05.

VII. DISCUSSION

In this work, the Dice loss was employed as a canonical supervised learning loss rather than using weighted cross-entropy loss since the splenomegaly is not only an un-balanced per-voxel classification problem, but also has large variation for spleen volume size. Therefore, the segmentation performance was sensitive to the choice of weights. However, using Dice loss is able to avoid the subjective parameter choice and deal with large anatomical variation of splenomegaly.

Many components have been used in the proposed framework (e.g., large kernels, PatchGAN, 2D training etc.), The benefits of using large kernel has been presented in ResNet, GCN, and SS-Net in Fig. 10 and Table II. ResNet used regular 3×3 kernels, GCN used dummy 7×7 kernels (1×7 and 7×1 kernels), and the proposed SS-Net used real 7×7 kernels. The results showed that the larger real kernels yield superior segmentation performance. The performance of using or without using PatchGAN was presented in Fig. 10. The PatchGAN helped the single-view SS-Net to achieve better performance for larger epochs. Using PatchGAN for multi-view SS-Net+ did not provide large improvement since the multi-view integration had taken care of some issues for GAN (e.g., isolated pixels and spatial corrections). The different performance between 2D and 3D training was shown in Fig. 10 and Table II. The 2D training strategies yielded better performance compared with 3D training due to the limited number of training scans.

The ideas of using large kernels for skip-connection, GAN loss, and multi-view aggregation have been proposed from recent efforts. In this work, we proposed to use real 2D large kernels in skip connection rather than the previously used pseudo 2D large kernels. We used the batch-wise Dice loss rather than canonical slice-wise Dice loss, while using the unbalanced training loss to alleviate the saturation problem when incorporating the discriminator loss. We employed the multi-view aggregation to further improve the splenomegaly segmentation performance by combining union, open, and close morphological operations. Beyond improving each methodology component, this work integrates different components into a single pipeline to address the splenomegaly segmentation.

The limitation of this work is the small number of available splenomegaly scans. As a result, the 3D network yielded inferior performance compared with 2D networks. However,
when acquiring more splenomegaly MRI scans (e.g., > 500), the performance of 3D networks might be leveraged. In SS-Net+, the three orthogonal views have been used to train three different models and three segmentations were integrated to the final segmentation. The multi-view images can be also used in training a 2.5D network directly, which has been successfully applied on different medical image segmentation applications, especially for the patch-based methods. The next meaning extension for this work would be design 2.5D based network structure in an end-to-end training manner.

In this study, the results of using balanced number of T1w and T2w in both training and testing have been shown in Fig. 7, Fig.9 and Table II. The rationale of such design is due to the low generalizability of DCNN based method, which is also one major limitation for DCNN. Since we would like to apply the trained model to both clinical acquired T1w and T2w testing images, we keep both T1w and T2w used during training. As a result, we are able to segment a testing scan with T1w or T2w modality as we directly trained model using mixed modalities data. In the future, we would be able to achieve better performance by performing inter-modal intensity harmonization or image-to-image synthesis.

Another limitation of this work is the limited number of available training and testing MRI scans. In this study, 60 scans were split to 45 training and 15 testing as an internal validation, which also balanced two modalities (24 T1w / 21 T2w for training, while 8 T1w / 7 T2w for testing). Due to the limited resources on labeled MRI splenomegaly scans, external validations on MRI splenomegaly segmentation were not conducted in this work. For a more complete analyses, 4-fold cross validations were performed. Please note that the multi-fold cross validation with DCNN methods requires rather long training times. For instance, the 4-fold cross validation on four single-view methods for 50 epochs took >30 days computational time on a single GPU. When performing more epochs with larger size of cohort or with more baseline methods, the computational time would be even larger.

As different imaging modalities (e.g., T1w, T2w, fluid-attenuated inversion recovery (FLAIR) etc.) can be used for different clinical purposes, it is appealing to train a single deep neural network that is able to be applied to different modalities. Therefore, multi-modal training and testing have been explored in this study to evaluate the performance of splenomegaly segmentation that can be co-learned from both T1w and T2w scans. In existing experiments, the proposed method was trained by both modalities without particular technical operations such as specifying which imaging modalities were used in a batch. The segmentation performance could possibly be further improved by adding an extra image channel to encode the modality type during training, e.g. integrating ideas from recent work of [60]. Meanwhile, only two modalities (T1w and T2w) were included in the experiment. However, there are more imaging modalities in clinical practice, even with larger inter-modality variations than the used cohort. Therefore, it would be useful to perform further co-learning from T1w MRI, T2w MRI, contrast MRI, non-contrast MRI, FLAIR, and even CT. If successful, a single trained model could be used to address spleen segmentation on a variety of imaging modalities.

VIII. CONCLUSION

In this work, we introduced the deep convolutional networks to the application of MRI splenomegaly segmentation. To address the particular challenges of large anatomical variations of splenomegaly and large intensity variations of multi-modal MRI, the SS-Net were proposed using large convolutional kernels and adversarial learning. To further leverage the segmentation performance, the 2D models were extended to 2D+ models. In empirical validation (Fig. 10 and Table II), 2D, 2D+ and 3D DCNN networks as well as state-of-the-art multi-atlas segmentation method have been evaluated. From empirical validation, the DCNN methods achieved higher median and mean DSC than multi-atlas segmentation with less outliers (e.g., DSC < 0.8). 2D+ strategy using three networks (axial, sagittal, and coronal) achieved higher median DSC performance than using one 2D network (on axial view). The proposed SS-Net achieved superior performance than baseline DCNN methods for both 2D and 2D+ models.
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