3DRIMR: 3D Reconstruction and Imaging via mmWave Radar based on Deep Learning
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Abstract—mmWave radar has been shown as an effective sensing technique in low visibility, smoke, dusty, and dense fog environment. However tapping the potential of radar sensing to reconstruct 3D object shapes remains a great challenge, due to the characteristics of radar data such as sparsity, low resolution, specularity, high noise, and multi-path induced shadow reflections and artifacts. In this paper we propose 3D Reconstruction and Imaging via mmWave Radar (3DRIMR), a deep learning based architecture that reconstructs 3D shape of an object in dense detailed point cloud format, based on sparse raw mmWave radar intensity data. The architecture consists of two back-to-back conditional GAN deep neural networks: the first generator network generates 2D depth images based on raw radar intensity data, and the second generator network outputs 3D point clouds based on the results of the first generator. The architecture exploits both convolutional neural network’s convolutional operation (that extracts local structure neighborhood information) and the efficiency and detailed geometry capture capability of point clouds (other than costly voxelization of 3D space or distance fields). Our experiments have demonstrated 3DRIMR’s effectiveness in reconstructing 3D objects, and its performance improvement over standard techniques.

I. INTRODUCTION

Recent advances in Millimeter Wave (mmWave) radar sensing technology have made it a great tool in autonomous vehicles [1] and search/rescue in high risk areas [2]. For example, in the areas of fire with smoke and toxic gas and hence low visibility, it is impossible to utilize optical sensors such as LiDAR and camera to find a safe route, and any time delay can potentially cost lives in those rescue scenes. To construct maps in those heavy smoke and dense fog environments, mmWave radar has been shown as an effective sensing tool [1], [2].

However it is challenging to use mmWave radar signals for object imaging and reconstruction, as their signals are usually of low resolution, sparse, and highly noisy due to multi-path and specularity. A few recent work [1]–[3] have made some progress in generating 2D images based on mmWave radar. In this paper, we move one step further to tackle a more challenging problem: reconstructing 3D object shapes based on raw sparse and low-resolution mmWave radar signals.

To address the challenge, we propose 3DRIMR, a deep neural network architecture (based on conditional GAN) that takes as input raw mmWave radar sensing signals scanned from multiple different viewpoints of an object, and it outputs the 3D shape of the object in the format of point cloud. The architecture consists of two generator networks in two stages. In Stage 1, generator network \( G_{r2i} \) takes 3D radar intensity data as inputs and generates 2D depth images. In Stage 2, generator network \( G_{p2p} \) takes as input a set of four 2D depth images (results from Stage 1) of the object (from four different viewpoints) and generates a dense smooth 3D point cloud of the object. Generator \( G_{r2i} \) is jointly trained with a discriminator network \( D_{r2i} \), which fuses 3D radar intensity data and 2D depth images (either generated or ground truth images). In addition, generator \( G_{p2p} \) is jointly trained with a discriminator network \( D_{p2p} \).

3DRIMR architecture is designed to combine the advantages of Convolutional Neural Network (CNN)’s convolutional operation and the efficiency of point cloud representation of 3D objects. Convolutional operation can capture detailed local neighborhood structure of a 3D object, and point cloud format of 3D objects is more efficient and of higher resolution than 3D shape representation via voxelization. Specifically, \( G_{r2i} \) applies 3D convolution operation to 3D radar intensity data to generate depth images. Generator \( G_{p2p} \) represents a 3D object in point cloud format (unordered point set hence convolutional operation not applicable), so that it can process data highly efficiently (in terms of computation and memory) and can express fine details of 3D geometry.

In addition, because commodity mmWave radar sensors (e.g., TI’s IWR6843ISK [4]) usually have good resolution along range direction even without time consuming Synthetic Aperture Radar (SAR) operation, a 2D depth image generated by \( G_{r2i} \) can give us high resolution depth information from the viewpoint of a radar sensor. Therefore, we believe that combining multiple such 2D depth images from multiple viewpoints can give us high resolution 3D shape information of an object. Our architecture design takes advantage of this observation by using multiple 2D depth images of an object from multiple viewpoints to form a raw point cloud and uses that as input to generator \( G_{p2p} \).

Our major contributions are as follows:

1) A novel conditional GAN architecture that exploits 3D CNN for local structural information extraction and point cloud based neural network for highly efficient 3D shape generation with detailed geometry.
2) A fast 3D object reconstruction system that implements our architecture and it works on the signals of two radar snapshots of an object by a commodity mmWave radar sensor, instead of a slow full-scale SAR scan.
3) Our system works directly on sparse and noisy raw radar data without any structural assumption or annotation.
In the rest of this paper, we briefly discuss related work and background of this work in Sections II and III. Then we present the design of 3DRIMR in Section IV. Implementation details and experiment results are given in Section V. Finally, the paper concludes in Section VI.

II. RELATED WORK

There have been active research in recent years on applying Frequency Modulated Continuous Wave (FMCW) Millimeter Wave (mmWave) radar sensing in many application scenarios, for example, person/gesture identification [5], [6], car detection/imaging [1] and environment sensing [2], [3] in low visibility environment. To achieve high resolution radar imaging, usually mmWave radar systems need to work at close distance to objects or they rely on SAR process [7]–[10].

Our work is inspired by a few recent researches on mmWave radar imaging, mapping, and 3D object reconstructions [1]–[3], [11], [12]. Both [1], [2] have shown the capability of mmWave radar in sensing/imaging in low visibility environment. Their findings motivate us to adopt mmWave radar in our design. In addition, we intend to add the low-visibility sensing capability on our UAV SLAM system [13] for search and rescue in dangerous environment.

Learning-based approaches have been adopted in recent research on 3D object shape reconstruction [14]–[17]. Most of them use voxels to represent 3D objects, as CNN convolutional operation can be easily applied to such data format. However, voxelization of 3D objects or space cannot achieve high resolution due to cubic growth of memory and computation cost. Our architecture’s generator at Stage 2 uses point cloud to represent 3D objects which can give us detailed geometric information with efficient memory and computation performance. In addition, in Stage 1 of our architecture, we are able to take advantage of convolutional operation to directly work on 3D radar intensity data.

HawkEye [1] generates 2D depth images of an object based on conditional GAN architecture with 3D radar intensity maps obtained by multiple SAR scans along both elevation and azimuth dimensions. Our architecture adopts this design to generate intermediate results used as inputs to a 3D point cloud generator. Different from [1], we use data of only two snapshots along elevation dimension when using commodity TI IWR6843ISK sensor [4]. This is similar to the input data used in [3], but the network of [3] outputs just a higher dimensional radar intensity map along elevation dimension, not 2D depth images.

The research in [11] and [12] uses point cloud to reconstruct 3D object shapes, which motivates us to adopt PointNet structure in our 3D point cloud generator. Different from those existing work, our architecture’s Stage 2 utilizes a conditional GAN architecture to jointly train a generator and a discriminator to achieve high prediction accuracy.

III. BACKGROUND

A. FMCW Millimeter Wave Radar Sensing and Imaging

Frequency Modulated Continuous Wave (FMCW) mmWave radar sensor works by periodically transmitting continuous chirps that each linearly sweeps through a certain frequency band [18]. Transmitted signals reflected back from an object in a 3D space will be received by a receiver. Range Fast Fourier Transform (FFT) is conducted on the received waveforms to detect the distance of the object from the radar sensor. In addition, multiple receivers can be arranged horizontally and vertically to form virtual antenna arrays along both dimensions. Then two additional FFTs can be applied to the data to calculate an object’s relative angles from the sensor horizontally and vertically, referred to as azimuth angle $\phi$ and elevation angle $\theta$. Those three FFTs together can generate a 3D heatmap or intensity map of the space that represents the energy or radar intensity per voxel, which is written as $x(\phi, \theta, \rho)$.

The process of electronically or mechanically steering an antenna array to get high azimuth and elevation angle resolutions is referred to as Synthetic Aperture Radar (SAR) operation. Usually higher resolutions along these two dimensions requires longer SAR operation time given fixed number of transmitters and receivers. However, high range resolution can be achieved even with commodity mmWave radar sensors (e.g., IWR6843ISK [4]) without time consuming SAR process. In our work, we use IWR6843ISK [4] operating at 60 GHz frequency.

Different from LiDAR and camera sensors, the data generated by mmWave radar sensors is usually sparse, of low resolution, and highly noisy. Even though SAR can help improve resolution, it is a very slow process, which may not be practical in many application scenarios that require short application response time. The specularity characteristic makes an object’s surface behave like a mirror, so the reflected signals from a certain portion of the object will not be received by a receiver (hence missing data). In addition, the multi-path effect can cause ghost points which give incorrect information on the object’s shape. For detailed discussions on FMCW mmWave radar sensing, please see [1]–[3].

B. 3D Reconstruction

In this work, we use point cloud, a widely used format in robotics, to represent 3D objects’ geometry (e.g., [2]). This format has been used in recent work on learning-based 3D reconstruction, e.g., [12], [19], [20]. A point cloud representation of an object is a set of unordered points, with each point is a sample point of the object’s surface, written as its 3D Cartesian coordinates. Unlike voxelization of 3D objects, a point cloud can represent an object with high resolution but without high memory cost. However, CNN convolutional operation cannot be applied to an unordered point cloud set.

In addition, even though we can generate the point cloud of an object by directly filtering out mmWave radar 3D heatmaps, such a resulting point cloud usually has very low resolution, being sparse, and with incorrect ghost points due to multi-path effect. Therefore even though it may be acceptable to just use such a point cloud to detect the presence of an object, it is impossible to reconstruct the shape of the object. Our work attempts to solve this problem by using two generator neural networks to refine the point cloud.
networks to produce a smooth dense point cloud based on raw radar data.

Other than point clouds, voxel representations are commonly used in 3D reconstruction to represent 3D objects in learning based approaches, for example, [21]–[24], and 3D CNN convolutional operations can be applied to such data models. However such representations have cubic growth rate in the number of voxel grids, so they are limited to representing low resolution objects. In addition, mesh representations of 3D objects are considered in existing work, e.g., [25], [26], but they are also limited by memory cost and are prone to self-intersecting meshes.

IV. 3DRIMR ARCHITECTURE

A. Overview

3DRIMR is a conditional GAN based architecture that consists of two generator networks \( G_{r2i} \) and \( G_{p2p} \), and two discriminator networks \( D_{r2i} \) and \( D_{p2p} \) that are jointly trained together with their corresponding generator networks, as shown in Figures 1 and 2.

Generator \( G_{r2i} \) takes as input a 3D radar energy intensity map of an object and generates a 2D depth image of the object. Let \( m_r \) denote a 3D radar intensity map of an object captured from viewpoint \( v \). Let \( g_{2d} \) be a ground truth 2D depth image of the same object captured from the same viewpoint. \( G_{r2i} \) generates \( g_{2d} \) that predicts or estimates \( g_{2d} \) given \( m_r \).

Given a set of 3D radar intensity maps \( \{ m_{r,i} \mid i = 1, ..., k \} \) of an object captured from \( k \) different viewpoints \( v_1, ..., v_h \), generator \( G_{r2i} \) predicts their corresponding 2D depth images \( \{ g_{2d,i} \mid i = 1, ..., k \} \). Each predicted image \( g_{2d,i} \) can be projected into 3D space to generate a 3D point cloud.

Our system (that implements 3DRIMR) generates a set of \( k \) coarse point clouds \( \{ P_{r,i} \mid i = 1, ..., k \} \) of the object from \( k \) viewpoints. The system unions the \( k \) coarse point clouds to form an initial estimated coarse point cloud of the object, denoted as \( P_r \), which is a set of 3D points \( \{ p_{j} \mid j = 1, ..., n \} \), and each point \( p_{j} \) is a vector of Cartesian coordinates. We choose \( k = 4 \) in our experiments. Generator \( G_{p2p} \) takes \( P_r \) as input, and predicts a dense, smooth, and accurate point cloud \( P_p \).

Since the prediction of \( G_{r2i} \) may not be completely correct, a coarse \( P_r \) may likely contain many missing or even incorrect points. The capability of our 3DRIMR handling incorrect information differs our work from [11] which only considers the case of missing points in an input point cloud.

By leveraging conditional GAN, the architecture's training process consists of two stages: \( G_{r2i} \) and \( D_{r2i} \) are trained together in Stage 1; similarly, \( G_{p2p} \) and \( D_{p2p} \) are trained together in Stage 2. The network architecture and training process are described in more details in Section IV-B.

The design of \( G_{r2i} \) is similar to HawkEye [1], but \( G_{r2i} \)'s each input radar intensity map only contains two snapshots whereas HawkEye's input radar intensity map has 64 SAR snapshots along elevation (which gives higher elevation resolution but it takes much longer time to generate those 64 snapshots). In addition, 2D depth images are the final outcomes of HawkEye, but in our architecture, they are only intermediate results to be used as input for generating 3D object shapes. The design of \( G_{p2p} \) in Stage 2 follows the idea of [11], but unlike [11], we use a conditional GAN architecture. In addition, our Stage 2’s generator network is designed to operate on sparse and only partially correct point clouds.

B. Stage 1: 3D Radar Intensity Map to 2D Depth Image

1) Input and Output Representation: 3DRIMR first pre-processes a set of 2-snapshot raw mmWave radar data of an object by using three FFTs: range FFT, azimuth FFT, and elevation FFT, to generate a 3D radar intensity map \( m_r \) of the object from a particular viewpoint. Input \( m_r \) is a \( 64 \times 64 \times 256 \) tensor. \( G_{r2i} \)'s output is a high-resolution 2D depth image \( g_{2d} \).

Similar to the hybrid 3D to 2D network architecture of HawkEye [1], our \( G_{r2i} \) is also a 3D-encoder-2D-decoder network. Different from HawkEye [1], each of our input data sample only contains 2 snapshots of SAR radar signals. Therefore our system can run much faster than HawkEye in practice. Recall that fewer snapshots means lower radar resolution, thus our network handles more challenging inputs, but our network can still produce high-quality outputs.

2) Stage 1 training: Given a 3D radar intensity map \( m_r \), 3DRIMR learns a generator \( G_{r2i} \) and a discriminator \( D_{r2i} \) simultaneously. \( D_{r2i} \) takes \( (m_r, g_{2d}) \) or \( (m_r, g_{2d}) \) pairs as inputs and learns to distinguish between \( g_{2d} \) and \( g_{2d} \).

3) Generator \( G_{r2i} \): This generator follows a standard encoder-decoder architecture [27], which maps a sparse 3D radar intensity map to a high-resolution (same level as that of the depth image taken by a stereo camera) 2D depth image. As shown in Figure 1, its encoder consists of six 3D convolution filters, followed by Leaky-ReLU and BatchNorm layers. The 3D feature map is down-sampled and the number of feature channels is reduced after every transpose convolution layer.

Hence, the encoder converts a 3D radar intensity map into a low-dimensional representation. The decoder consists of nine 2D transpose convolution layers, along with ReLU and BatchNorm layers. The 2D feature map is up-sampled and the number of feature channels is reduced after every transpose convolution layer. Passing through the decoder network, low-dimensional vectors are finally converted to a high-resolution 2D depth image.

4) Discriminator \( D_{r2i} \): The discriminator takes in two inputs, 3D radar intensity maps \( m_r \) and 2D depth images (either \( g_{2d} \) or \( g_{2d} \)). As shown in Figure 1, we design two separate networks to encode both of them into two 1D feature vectors. The encoder for 3D radar intensity maps is the same as \( G_{r2i} \)'s encoder architecture. The encoder for 2D depth images is a typical convolutional architecture, which consists of 9 2D convolution layers, followed by Leaky-ReLU and BatchNorm layers. The outputs of these two encoders are two 1D feature vectors, which are concatenated and then are passed into a simple convolution network with two 2D convolution layers and Leaky-ReLU and BatchNorm layers in between, and followed by a sigmoid function to output the final classification result.
3) **Skip Connection**: We also apply skip connection in \(G_{r2i}\) to help avoid the gradients vanishing problems in deep architectures, and to make the best use of the input data since the range or depth information of an input 3D intensity map can be directly extracted and passed to higher layers. We choose 8 max values of a 3D intensity map along range dimension to form a 8-channel 2D feature map. Then, we concatenate this feature map with the feature map produced by the 6-th layer of the decoder, and they together are passed through the remaining decoder layers.

4) **Loss Functions**: Our architecture trains \(D_{r2i}\) to minimize discriminator loss \(\mathcal{L}_{D_{r2i}}\), and train \(G_{r2i}\) to minimize generator loss \(\mathcal{L}_{G_{r2i}}\) simultaneously.

\[ \mathcal{L}_{D_{r2i}} = \text{mean MSE of } D_{r2i}'s \text{ prediction error when the input of includes } (m_r, g_{2d}) \text{ and } (m_r, g_{2d}). \]

\[ \mathcal{L}_{G_{r2i}} = \text{weighted sum of vanilla GAN loss } \mathcal{L}_{GAN}, \mathcal{L}_1 \text{ loss between } G_{r2i}'s \text{ prediction and ground truth, and a } \mathcal{L}_p \text{ perceptual loss calculated by a pre-trained neural network VGG [28] on } G_{r2i}'s \text{ prediction and ground truth.} \]

\[ \mathcal{L}_{G_{r2i}} = \mathcal{L}_{GAN}(G_{r2i}) + \lambda_1 \mathcal{L}_1(G_{r2i}) + \lambda_p \mathcal{L}_p(G_{r2i}) \]  

(1)

Note that \(\lambda_1\) and \(\lambda_p\) are two hand-tuned relative weights, and in our simulations, we find that it performs well when the values of them are 1000 and 20 respectively.

## C. Stage II: Multi-View 2D Depth Images To 3D Point Clouds

As shown in Figure 2, this stage consists of another conditional GAN based neural network \(G_{p2p}\) that generates a point cloud of an object with continuous and smooth contour \(P_r\), based on \(P_r\), a union of \(k\) separate coarse point clouds observed from \(k\) viewpoints of the object \(\{P_{r,i}\}_{i=1,...,k}\), which are the outputs from Stage 1. We choose \(k = 4\) in our experiments. Note that \(P_r\) may contain very noisy or even incorrect points due to the prediction errors in Stage 1.

Both input \(P_r\) and output \(P_{r} = G_{p2p}(P_r)\) are 3D point clouds represented as \(n \times 3\) matrices, and each row is the 3D Cartesian coordinate \((x, y, z)\) of a point. Note that the input and output point clouds do not necessarily have the same number of points. Generator \(G_{p2p}\) is an encoder-decoder network in which an encoder first transforms an input point cloud \(P_r\) into a \(k\)-dimensional feature vector, and then a decoder outputs \(P_r\). The discriminator \(D_{p2p}\) of this stage takes \((P_r, P_{r,\text{true}})\) or \((P_r, P_r)\) pairs and produces a score to distinguish between them.

1) **Generator \(G_{p2p}\)**: The generator also adopts an encoder-decoder structure. The encoder has two stacked PointNet [12] blocks. This point feature encoder design follows similar designs in PointNet [12] and PCN [11], characterized by permutation invariance and tolerance to noises.

The **first block** of \(G_{p2p}\) takes the input \(P_r\), and uses a shared multi-layer perceptron (MLP) to produce a high-
dimensional local feature \( f_i(i = 1, \ldots, n) \) for each point \( p_i \) in \( P_r \), and hence we can obtain a local feature matrix \( F_{P_r} \) with each row being the local feature of the corresponding point. Then, it applies a point-wise maxpooling on \( F_{P_r} \), and extracts a high-dimensional global feature vector \( g_{P_r} \). To produce a complete point cloud for an object, we need both local and global features, hence, the encoder concatenates the global feature \( g_{P_r} \) with each of the point features \( f_i \) and form another matrix \( F'_{P_r} \). The second block also consists of a shared MLP and point-wise maxpooling layer, which takes \( F'_{P_r} \) as input and produces the final global feature \( g_f \).

The decoder consists of 3 fully connected layers with proper non-linear activation layers and normalization layers. It expands \( g_f \) to a \( 3m \) dimensional vector, and then reshapes it to a \( m \times 3 \) matrix. The matrix has \( m \) rows and each row represents the Cartesian coordinate \((x, y, z)\) of a point of the predicted point cloud. The fully-connected decoder design is good at predicting a sparse set of points which represents the global geometry of a shape.

2) Discriminator \( D_{p2p} \): Note that the number of points of input \( P_r \) and output \( \hat{P}_r \) and ground truth \( P_{true} \) can be different, and the points of a point cloud are unordered. Therefore we need to design a discriminator with two-stream inputs. As shown in Figure 2, these two inputs pass through the same architecture as used in \( G_{p2p} \) and are converted into their own final global feature, which are concatenated and fed into 2 fully connected layers to produce a score, which is used to indicate whether the input is real or generated point cloud.

3) Loss Function: For this GAN based network, we train \( D_{p2p} \) to minimize \( L_{D_{p2p}} \), and train \( G_{p2p} \) to minimize \( L_{G_{p2p}} \) simultaneously. \( L_{D_{p2p}} \) is calculated in the same way as described in Stage 1, but \( L_{G_{p2p}} \) is different due to the characteristics of point clouds. \( L_{G_{p2p}} \) is a weighted sum, consisting of \( L_{GAN}(G_{p2p}) \), Chamfer loss \( L_{cf} \) between predicted point clouds and the ground truth, and IoU loss \( L_{iou}(G_{p2p}) \). Chamfer distance \([11]\) is defined as:

\[
d_{cf}(S_1, S_2) = \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} ||x - y||^2 + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} ||y - x||^2
\]

In our case, Chamfer loss is calculated as:

\[
L_{cf}(G_{p2p}) = d_{cf}(\hat{P}_r, P_{true})
\]

We define IoU of two point clouds as the ratio of the number of shared common points over the number of points of the union set of both two point clouds. First, we voxelize the space, and all the points in the same voxel will be treated as the same point. We define the number of voxels occupied by \( \hat{P}_r \) and \( P_{true} \) as \( \hat{V}_r \) and \( V_{true} \) respectively. Then, the IoU can be calculated as:

\[
IoU = \frac{\hat{V}_r \cap V_{true}}{\hat{V}_r \cup V_{true} + \epsilon}
\]

Note that \( \epsilon \) is a very small number such as \( 10^{-6} \) to avoid dividing by zero. Since IoU is within range 0 and 1, we define our IoU loss as:

\[
L_{IoU}(G) = 1 - IoU
\]

\( L_{G_{p2p}} \) is given by Eqn. (6), and \( \lambda_{d_{cf}} \) and \( \lambda_{iou} \) are also need to be hand-tuned. In our experiments, we set the values of them to 100 and 10 respectively.

\[
L_{G_{p2p}} = L_{GAN}(G_{p2p}) + \lambda_{d_{cf}} L_{cf}(G_{p2p}) + \lambda_{iou} L_{iou}(G_{p2p})
\]

V. IMPLEMENTATION AND EXPERIMENTS

We have implemented 3DRIMR architecture and conducted experiments to test it with real and synthesized mmWave data.

A. Datasets

To the best of our knowledge, there is no publicly available dataset of mmWave radar sensing, therefore we have conducted experiments to collect real data, and since real data collection is time consuming, we have also augmented our dataset via synthesizing mmWave data as done in [1].

Real radar data collection. We collected real radar data with Synthetic Aperture Radar (SAR) operation using an IWR6843ISK [4] sensor and a data capture card DCA1000EVM [29]. To generate a full-scale 3D energy intensity data as a baseline, we first conducted SAR radar scans with a \( 24 \times 64 \) virtual antenna array of the sensor, by sliding the sensor horizontally and vertically through a customized slider. Note that the sensor’s each scan has a range or depth of 256 units. We expanded a \( 24 \times 64 \times 256 \) 3D data cube (obtained via a SAR scan) to a full-scale \( 64 \times 64 \times 256 \) 3D data cube, which can be regarded as consisting of 64 snapshots stacked vertically, with each snapshot being a data plane of size \( 64 \times 256 \).

Note that the full-scale data is only used as a base reference in validating our 3DRIMR deep learning system’s effectiveness. When training and testing 3DRIMR, each actual input data sample has only 2 snapshots out of 64 snapshots. Getting 2 snapshot data is a much faster process than getting full-scale 64 snapshot data.

Synthesized radar data. Similar to [1], we used 3D CAD models of cars [30] to generate synthesized radar signals. We first generated 3D point clouds based on those CAD models, and translated and rotated them to simulate different scenarios. Then we selected points in each point cloud as radar signal reflectors. Next we simulated received radar signals in a receiver antenna array based on our radar configuration.

Ground truth 2D depth images and point clouds. For real data, ground truth depth images were obtained via a ZED mini camera [31]. Note that ZED mini camera is widely used in mobile robots and VR sets. For synthesized data, based on the derived point clouds of CAD models, we generated ground truth depth images after perspective projection with appropriate camera settings and viewpoints. Similarly we generated ground truth 3D point clouds.

Generating 3D radar energy intensity data. For both real and synthesized radar data, we performed FFT along all three dimensions (i.e., azimuth \( \phi \) and elevation \( \theta \) and range \( r \)). Note that a radar 3D data cube is measured in degree along azimuth \( \phi \) and elevation \( \theta \) dimension. We converted a data cube into Cartesian coordinate system so that it matched the
coordinate system of the depth camera. This is different from [1] which directly used original data in spherical coordinate system (hence introduced additional errors).

B. Model Training and Testing

We conducted experiments of 3DRIMR on cars (large objects with average size of 445 cm × 175 cm × 158 cm), and a L-shaped box (a small object with size of 95 cm × 73 cm × 59 cm).

1) Cars: In Stage 1 of 3DRIMR, the training dataset consisted of 8 different categories of car models, and for each car model, we collected data of 300 different car orientations from 4 views, so in total 300 × 4 × 8 = 9600 data samples were used in training. We tested the model using another 6400 data samples. In Stage 2 of 3DRIMR, we used the 2D depth images generated in Stage 1 to form a dataset of coarse point clouds, which included 1600 point clouds with 200 point clouds of each car model. We trained Stage 2’s networks for 200 epochs using 1520 point clouds with batch size 4. Then we tested the generator network using the remaining 80 point clouds.

2) L-Box: We collected radar data for a L-shaped box placed in our lab and let a mobile robot carry a tall flag around, which dynamically re-directed radar signals. We also augmented the dataset by generating synthesized data for the same L-Box via CAD models placed in the same settings as used in the real data collection. In Stage 1 of 3DRIMR, we trained the networks based on 320 real data samples and 4800 synthesized data samples with batch size 4 for 200 epochs. We tested the model using 80 real data samples and 6400 synthesized data samples. To train the networks of 3DRIMR’s Stage 2, we used 10 point clouds generated by Stage 1’s output of real data and 1500 point clouds generated by Stage 1’s output of synthesized data. We used the rest 110 data samples (10 from real and 100 from synthesized data) to test the trained networks.

C. Evaluation Results

We compare 3DRIMR’s results in Stage 1 against HawkEye [1] as HawkEye’s goal is to generate 2D depth images only, and we compare 3DRIMR’s final results against a double stacked PointNet architecture of PCN [11], as PCN’s goal is to generate 3D shapes in point cloud format based on sparse and partial point clouds. Note that PCN does not rely on a GAN-based architecture but uses FoldingNet [32]. Example scenes of car and L-Box experiments are shown in Fig. 3 and Fig. 4 respectively. Four colored dots in each figure show four viewpoints of radar sensor or camera.

1) Stage 1 results: We show 3DRIMR’s performance in car experiments in Fig. 5. We see that visually 3DRIMR can accurately predict an object’s shape, size, and orientation, and it can also estimate the distances between an object’s surface points and radar receiver. Although most of our training data is synthesized data, 3DRIMR can still predict depth images well based on the real data. We observe similar performance from the experiments with L-Box.

Note that we only use 2-snapshot 3D intensity data in our experiments whereas HawkEye [1] uses 64 SAR snapshots along elevation, but our system’s Stage 1 results are still comparable with those of HawkEye. To prove that, we evaluate the same metrics as those in [1]. Table I shows the median errors of 3DRIMR’s Stage 1 results compared against those in [1]. Since the size of L-box is different from the size of cars, we scale it to the average size of cars when calculating length, width, and height errors. In the comparison, we calculate the average errors of HawkEye’s three experiment settings (i.e., clean air, fog, and synthesized data). Table I shows that our system outperforms HawkEye in terms of range and orientation prediction. Compared with HawkEye, our car prediction’s length error is 29% larger, and our L-box prediction’s length error is about 50% smaller. The errors in height and % Fictitious Reflections in both our car prediction and HawkEye’s are very similar, but these errors in our L-box prediction are 67% and 89% smaller. The errors in width and % Surface Missed of ours and HawkEye are similar. In sum, 3DRIMR Stage 1’s performance is comparable with that of HawkEye. Recall that Stage 1’s results are just 3DRIMR’s intermediate results. Next we evaluate 3DRIMR’s final prediction results.

2) Stage 2 results: Fig. 6 shows our final output point clouds compared with input point clouds and ground truth point clouds. We can see that due to predict errors in Stage 1, the input point clouds to Stage 2, which are simply the unions of coarse point clouds from 4-view depth images, are discontinuous and have many incorrect points. To the best of our knowledge, the state of art research only studies reconstructing point clouds from sparse and partial point clouds with missing points, but not dealing with systematic incorrect points which might give slanted or even wrong shapes. However, our system can perform reasonably well even based point clouds with incorrect points. As shown in Fig. 6, the point clouds after 3DRIMR’s Stage 2 are continuous and complete, compared with the input point clouds.

We compare Stage 2 against two baseline methods.

- **Double-PointNet Network (DPN)**: This is modified from our Stage 2 structure by removing Dp2p, i.e., this is not a GAN architecture. This one is used to examine the effectiveness of GAN in training.

- **Chamfer-Loss-based Network (CLN)**: This is the network modified from our Stage 2 structure by removing IoU loss from training process. This one is used to examine whether IoU loss can help with the training.
Fig. 5: 3DRIMR Stage 1’s qualitative performance in car experiments. The 1st row shows the 3D radar intensity data from 2 snapshots only. The 2nd row shows the outputs from 3DRIMR’s Stage 1. The 3rd row shows the ground truth depth images.

Fig. 6: 3DRIMR Stage 2’s point clouds in car experiments. The 1st row shows the input point clouds of a car from different viewpoints (i.e., inputs to the generator network in Stage 2). The 2nd row shows the output point clouds. The 3rd row shows the ground truth point clouds. Counting from the left, the 1st column lists point clouds shown in 3D space. The 2nd column lists the front views of point clouds. The 3rd column shows the left views of point clouds. The 4th column shows the top view of point clouds.

Table II shows the average and standard deviation of Chamfer Distances, IoUs, and F-Scores of 3DRIMR and the two baseline methods. We can see that in both cars and L-box experiments, 3DRIMR always performs best among three methods in terms of all the evaluation metrics. These results show that GAN architecture can indeed improve the generator’s performance. In addition, Chamfer-Loss-based Network has the worst performance, which shows that our IoU loss can significantly improve the network’s performance.
VI. CONCLUSIONS AND FUTURE WORK

We have proposed 3DRIMR, a deep learning architecture that reconstructs 3D object shapes in point cloud format based on raw mmWave radar signals. 3DRIMR is a conditional GAN based architecture. This architecture takes advantage of 3D convolutional operation and point cloud’s efficiency of representing 3D shapes. Our experiments have shown its effectiveness in reconstructing 3D objects based on two snapshots of a commodity mmWave sensor. For future work, we will further improve the design of the generator network of 3DRIMR’S Stage 2 to improve the generated 3D shapes. We will also conduct large scale experiments to further improve our design.
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Table I: Quantitative Results of 3DRIMR’s Stage 1, compared with HawkEye [1].

| Method       | Error in Ranging | Error in Length | Error in Width | Error in Height | Error in Orientation | % Fictitious Reflections | % Surface Missed |
|--------------|-----------------|-----------------|----------------|-----------------|----------------------|--------------------------|------------------|
| 3DRIMR-Cars  | 16 cm           | 84 cm           | 37 cm          | 10 cm           | 4.8°                 | 1.9 %                    | 15.4 %           |
| 3DRIMR-Lbox-scaled | 8 cm        | 32 cm           | 34 cm          | 3 cm            | 12.4°                | 0.2 %                    | 16.1 %           |
| HawkEye-avg  | 34 cm           | 65 cm           | 37 cm          | 9 cm            | 28.7°                | 1.8 %                    | 12.8 %           |

| Method       | Chamfer Distance | IoU | F-score |
|--------------|------------------|-----|---------|
|              | avg.             | std. | avg.    | std. |
| 3DRIMR-Cars  | 0.0789           | 0.0411 | 0.0129 | 0.0052 |
| DPN-Cars     | 0.1164           | 0.1358 | 0.0121 | 0.0061 |
| CLN-Cars     | 0.1485           | 0.1843 | 0.0120 | 0.0071 |
| 3DRIMR-Lbox  | 0.0205           | 0.0303 | 0.0065 | 0.0124 |
| DPN-Lbox     | 0.0303           | 0.0265 | 0.0062 | 0.0268 |
| CLN-Lbox     | 0.0367           | 0.0558 | 0.0845 | 0.0281 |

Table II: Quantitative Results of Stage 2, compared with two baseline methods.