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I. INTRODUCTION

Topological materials exhibit robust boundary effects that promise many applications. For example, more energy-efficient microelectronics can be designed by making use of backscattering-free edge modes, i.e., chiral (helical) modes appearing in the quantum (spin) Hall systems, and similarly, the surface states of three-dimensional \( \mathbb{Z}_2 \) topological insulators can serve as a good catalyst [1]. Another promising application is fault-tolerant quantum computing based on Majorana zero-energy states appearing at the ends of certain topological superconductors [2].

All the above mentioned topological phases of matter can be realized as band insulators or superconductors. Their topological classification goes under the name of the tenfold-way (or \( K \)-theoretic) classification. The mathematical rules of the tenfold-way classification state that two given band structures are topologically equivalent if and only if they can be continuously deformed into each other without closing the band gap or violating symmetry constraints. The band structures with different numbers of bands can be topologically equivalent too: the tenfold-way classification allows the addition of “trivial” bands both above and below the band gap.

Initially, the symmetry constraints considered included time-reversal, particle-hole, and sublattice (chiral) symmetries which led to an elegant classification result containing ten entries with a periodic structure [3,4]. Recently, crystalline symmetries have been included to extend the tenfold-way classification which now contains many thousands of entries [5–18]. The extended tenfold-way classification is listed in catalogs [10,17] that helped in discovery of many topological material candidates. A novel robust effect of some of these topological crystalline phases is so-called higher-order boundary states: Chiral (helical) modes can appear not only on the boundary of two-dimensional systems but also on the hinges of three-dimensional systems. Similarly, Majorana zero-energy states can appear as corner states of either two- or three-dimensional systems. These robust boundary effects are guaranteed by the bulk-boundary correspondence [4,8,18] that holds for the tenfold-way topological classification.

While the quest for new topological materials is still an ongoing effort, some more recent theoretical efforts are concerned with the following question: In which way does a modification of the tenfold-way classification rules alter the established classification results? Such “beyond the tenfold way” classification schemes include delicate and fragile (i.e., unstable [19]) topological classifications. For the delicate classification [Fig. 1(b)], the number of both conduction and valence bands is fixed. The most well studied representative of delicate topological insulators is the two-band Hopf insulator [20,21]. Recently, many fragile topological insulators [21,22] were accidentally discovered while comparing the classification results of “topological quantum chemistry” [10] and “symmetry-based indicators” [23]. “Fragile” topological equivalence allows for the addition of trivial conduction bands while the number of valence bands is fixed. In other words, the fragile classification rules are halfway between those of the tenfold way (i.e., stable) and delicate topological classification. Yet another possibility of going beyond the tenfold way is to introduce additional constraints on the band structure. For example, the boundary-obstructed classification [24,25] requires that the so-called Wannier gap [26] to be maintained. We note that so far, the efforts were mainly focused on obtaining such modified classifications. Despite efforts [27,28] to formulate a bulk-boundary correspondence, it is still unclear whether any (possibly subtle) quantized boundary effect can be used to uniquely identify any of the “beyond the tenfold way” phases.

In this work we focus our attention on delicate topological phases. The constraint that the number of bands needs to be fixed hinders direct application to crystalline materials.
For example, the Hopf insulator has exactly one conduction and one valence band, whereas crystals have typically many bands. Although the Hopf insulator can be turned into a stable topological phase through additional symmetry constraints [29], here we take a different route and relax the requirements of the delicate topological classification to allow for a trivial band to be added if separated by the gaps from all the other bands; see Fig. 1(d). The idea of a multigap classification is not a new one. The stable multigap classification was used to classify Floquet insulators [30], whereas the delicate multigap classification, with the exception of the one-dimensional systems described by real Hamiltonians [31–33], has been largely unexplored.

We consider three-dimensional systems with no additional symmetry constraints, and find that a delicate multigap topological classification is the same as the classification of the Hopf insulator. The obtained phases are dubbed \( N \)-band Hopf insulators. Unlike the tenfold-way topological insulators, the boundary of the \( N \)-band Hopf insulator can be fully gapped and there is no unique way of defining the boundary subsystem; see Sec. IV. Remarkably, despite this nonuniqueness, we are able to formulate the bulk-boundary correspondence for the \( N \)-band Hopf insulator: a finite sample of the \( N \)-band Hopf insulator can be seen as the bulk, with the isotropic orbital magnetoelectric polarizability coefficient (of all the bulk bands) [34] taking an integer value, wrapped in a Chern insulator sheet with the total Chern number of all the boundary bands equal to minus the same integer; see Fig. 2. Recently, Alexandradinata, Nelson, and Soluyanov [28] formulated the bulk-boundary correspondence for the \( N = 2 \) Hopf insulator, albeit for a subset of boundary conditions that leave the boundary gapped. In this work we show that such bulk-boundary correspondence is a physical one: The quantized boundary effect can be measured in certain nonequilibrium states. Specifically, a finite sample fully filled with electrons does not exhibit any quantized effect; the quantized response is obtained only by driving the system into a nonequilibrium state where the region close to the boundary (bulk) is fully filled with electrons while the bulk (boundary) is unoccupied.

The results of topological classifications apply equally well to periodically and adiabatically driven crystals. In fact, there is a well known one-to-one correspondence between a two-dimensional quantum Hall system and a one-dimensional Thouless pump [35]. The quantized Hall conductance translates into quantized charge pumped during one period of the adiabatic drive. Analogously, there is a one-to-one correspondence between a three-dimensional \( N \)-band topological insulator and certain two-dimensional adiabatic pumps: The quantized magnetoelectric polarizability coefficient of the three-dimensional bulk translates into the quantized orbital magnetization of the two-dimensional bulk of the pump, while the surface Chern number translates into the edge Thouless pump. We explicitly construct one such two-dimensional \( N \)-band Hopf pump which happens to also represent an anomalous Floquet insulator (AFI) [36]. Unlike Floquet insulators, where the condition of the gap in the quasienergy spectrum is difficult to verify experimentally, the requirements of \( N \)-band Hopf insulators are experimentally accessible.

The remaining of the article is organized as follows. In Sec. II we review the definition and the classification of Hopf insulators. Section III considers \( N \)-band Hopf insulators and derives their classification and topological invariant. The bulk-boundary correspondence for \( N \)-band Hopf insulators is formulated in Sec. IV. In Sec. V, we consider a two-dimensional \( N \)-band Hopf pump and discuss its orbital magnetization. Examples of both a three-dimensional Hopf insulator and a two-dimensional \( N \)-band Hopf pump with \( N = 2 \) and \( N = 3 \) can be found in Sec. VI. We conclude in Sec. VII.

FIG. 1. The band structure of a band insulator, where the existence of a single band gap is guaranteed (a). The same as in panel (a) for the case of two bands (b). The band insulator can have \( N - 1 \) band gaps that divide the bands into \( N \) disjoint sets (c). The same as in panel (c) for the case when each of \( N \) sets contains exactly one band (d).
Consider a three-dimensional, gapped 2-band Bloch Hamiltonian $h_{\vec{k}}$. Assuming that the two bands are “flattened” such that the Bloch eigenvalues become $\pm 1$, we write

$$h_{\vec{k}} = U_{\vec{k}} \sigma_0 U_{\vec{k}}^\dagger,$$  \hspace{1cm} (1)

where $\sigma_3$ is a Pauli matrix and $U_{\vec{k}} \in SU(2)$. At each $\vec{k}$ point in the Brillouin zone (BZ), $h_{\vec{k}}$ can be seen as an element of the quotient group $SU(2)/U(1)$, where $U(1) \subset SU(2)$ describes the gauge transformation that changes the relative phase between the two Bloch eigenvectors. The group $SU(2)/U(1)$ is isomorphic to 2-sphere $S^2$; hence $h_{\vec{k}}$ is seen as a map from the Brillouin zone (BZ) to $S^2$, $h_{\vec{k}} : T^3 \to S^2$. This map is defined by the representation of the Bloch state $|u_{\vec{k}}\rangle$ on the Bloch sphere. It follows that the classification of three-dimensional 2-band Bloch Hamiltonians is given by homotopy classification of the maps $h_{\vec{k}} : T^3 \to S^2$. The complete classification of such maps was first obtained by Pontryagin [37]. There are three weak topological invariants [38] classifying the maps from $T^2 \to S^2$ with $T^2 \subset T^3$: These invariants are Chern numbers in $(k_x, k_y)$, $(k_y, k_z)$, and $(k_z, k_x)$ manifolds. If any of the weak invariants is nonzero, the homotopy classification of $h_{\vec{k}}$ does not have a group structure. In this article we assume that the weak invariants vanish, in which case the $Z$ classification is obtained, given by the Hopf invariant $N_{\text{Hopf}} = 2P_3$, with $P_3$ the Abelian the third Chern-Simons form (Abelian axion coupling).

$$P_3 = \int_{\text{BZ}} \frac{d^3k}{8\pi^2} \vec{A}_n \cdot \vec{\nabla} \times \vec{A}_n,$$  \hspace{1cm} (2)

with $\vec{A}_n = i\langle u_{\vec{k}}|\vec{\nabla}|u_{\vec{k}}\rangle$.

We now proceed with an alternative derivation of the above results. Vanishing of the weak invariants implies the homotopy classification of maps $T^3 \to S^2$ is given by the homotopy group $\pi_3(S^2)$ that classifies maps $S^3 \to S^2$. Instead of calculating $\pi_3(SU(2)/U(1)) = \pi_3(S^2)$, we calculate the relative homotopy group $\pi_3(SU(2), U(1))$ which is homotopic to $\pi_3(SU(2)/U(1))$. The relative homotopy group $\pi_3(SU(2), U(1))$ classifies the maps from the 3-disk $D^3$ to the group $SU(2)$ with the constraint that the disk’s boundary is mapped to the subgroup $U(1)$, $\partial D^3 \to U(1)$. The topological invariants for the group $\pi_3(SU(2), U(1))$ can be obtained from the knowledge of homotopy groups for $SU(2)$ and $U(1)$ with the help of the following exact sequence [5, 7, 39]:

$$\ldots \to \pi_3(U(1)) \xrightarrow{i} \pi_3(SU(2), U(1)) \xrightarrow{i} \pi_3(SU(2), U(1)) \to \pi_3(U(1)) \to 0.$$  \hspace{1cm} (3)

The exactness of the above sequence means that the image of each homomorphism is equal to the kernel of the subsequent homomorphism. The homomorphisms $i_3$ and $i_2$ are induced by the inclusion $U(1) \to SU(2)$; the homomorphism $i_1$ identifies the maps from $S^3 \to SU(2)$ as maps $D^3 \to SU(2)$ where the boundary $\partial D^3$ is mapped to the identity element of the group $SU(2)$. Lastly, the boundary homomorphism $\partial$ restricts the map $D^3 \to SU(2)$ to its boundary map $\partial D^3 \to U(1)$ which is classified by the group $\pi_3(U(1))$. In this particular case the groups $\pi_3(U(1))$ and $\pi_3(U(1))$ are trivial; hence the exactness of the sequence (3) implies

$$\pi_3(SU(2), U(1)) = \pi_3(SU(2)) = \mathbb{Z}.$$  \hspace{1cm} (4)

The topological invariant for the homotopy group $\pi_3(SU(2))$ is the third winding number $W_3[U_{\vec{k}}]$, $U_{\vec{k}} \in SU(2)$

$$W_3[U_{\vec{k}}] = \int_{\text{BZ}} \frac{d^3k}{8\pi^2} \text{Tr}(U_{\vec{k}}^\dagger \partial_{\vec{k}} U_{\vec{k}} U_{\vec{k}}^\dagger \partial_{\vec{k}} U_{\vec{k}} U_{\vec{k}}^\dagger \partial_{\vec{k}} U_{\vec{k}}).$$  \hspace{1cm} (5)

where $[A, B]_-$ denotes the commutator. Finally, the isomorphism between the groups $\pi_3(SU(2), U(1))$ and $\pi_3(SU(2)/U(1))$ implies that there is a relation between the winding number (5) and the Hopf invariant (2). Indeed, the following relation holds,

$$N_{\text{Hopf}} = W_3[U_{\vec{k}}] = P_3 + P_3^\dagger = 2P_3 = N_{\text{Hopf}}.$$  \hspace{1cm} (6)

where $|u_{\vec{k}}\rangle$ and $|\tilde{u}_{\vec{k}}\rangle$ are two Bloch eigenvectors that define $P_3$ via Eq. (2), and $U_{\vec{k}} : T^3 \to SU(2)$ is defined in Eq. (1). The relation (6) was proved in Ref. [40]; we review its derivation in Appendix B.

III. N-BAND HOPF INSULATORS

The gap of a band insulator divides the Hilbert space into two mutually orthogonal subspaces, with the projector $\mathcal{P}_f$ ($\mathcal{Q}_f \equiv \mathcal{1} - \mathcal{P}_f$) defined by occupied (empty) Bloch eigenvectors; see Fig. 1(a). The topological classification of band insulators is obtained by classifying the subspace $\mathcal{P}_f$, or equivalently $\mathcal{Q}_f$. Within the $K$-theory classification, the ranks of these two projectors, $\mathcal{P}_f$ and $\mathcal{Q}_f$, can be varied by an addition of topologically trivial bands. On the other hand, the fragile topological classification [22] allows the ranks of $\mathcal{Q}_f$ to be varied while the rank of the projector $\mathcal{P}_f$ is fixed. If the ranks of both $\mathcal{P}_f$ and $\mathcal{Q}_f$ are required to take some fixed values, as is the case for the $N = 2$ band Hopf insulator in Fig. 1(b), one then talks about delocal topological classification.

In this work we modify the classification rules by requiring that not one but $N - 1$ band gaps are to be maintained; see Fig. 1. Such a band structure defines $N$ projectors $\mathcal{P}_{kn}$, $n = 1, \ldots, N$, which are projectors onto the subspaces spanned by the Bloch eigenvectors with the eigenvalues laying between two neighboring band gaps.

As in the case of a single band-gap classification, for the $(N - 1)$ band-gap classification one can apply various classification rules. The $K$-theoretic version of the classification, see Fig. 1(c), allows the rank of all projectors $\mathcal{P}_{kn}$ to be varied by the addition of trivial bands: Such classification is directly related to a single band-gap classification; see Ref. [30]. On the other hand [41], if the rank of all the projectors $\mathcal{P}_{kn}$ is fixed, we refer to this classification as delicate multigap classification. In contrast to $K$-theoretic classification, the delicate multigap classification is not always related to delicate single-gap classification [32, 42].

Below we show that the delicate $(N - 1)$-gap classification of the three-dimensional Bloch Hamiltonians (with vanishing Chern numbers) is $\mathbb{Z}$ for $N \geq 2$ if rank $\mathcal{P}_{kn} = 1$ for $n = 1, \ldots, N$. Since the nontrivial topological insulators for $N = 2$ are called Hopf insulators [20], we call the nontrivial insulators for $N > 2$, the $N$-band Hopf insulators.

The complete classification of $N$-band Hopf insulators goes along the lines of the $N = 2$ classification of Sec. II.
Given that $N$-band Bloch Hamiltonian $h_k$ is flattened such that its eigenvalues are distinct integers $\{1, N\}$, the diagonalized Hamiltonian is written as

$$h_k = U_k \text{diag}(1, \ldots, N) U_k^\dagger,$$

(7)

where $U_k \in SU(N)$ is continuous on the BZ. At each $k$ point in the BZ, $h_k$ is seen as an element of the group $SU(N)/U(1)^{N-1}$, where the subgroup $U(1)^{N-1} \subset SU(N)$ is generated by $U(1)$ gauge transformations of individual bands. Under the assumption of vanishing weak topological invariants, that are defined for each $P_{\text{top}}$, the BZ can be regarded as 3-sphere $S^3$. In other words, the strong classification of $N$-band Hopf insulators is given by the homotopy group $\pi_3(SU(N)/U(1)^{N-1})$. We proceed with help of the following isomorphism $[43]$, 

$$\pi_3(SU(N)/U(1)^{N-1}) \cong \pi_3(SU(N), U(1)^{N-1})$$

where $\pi_3(X, A)$ for $A \subseteq X$ denotes the relative homotopy group introduced in the previous section. The exact sequence, analogous to the one in Eq. (3), reads 

$$\pi_3(U(1)^{N-1}) \xrightarrow{i_1} \pi_3(SU(N)) \xrightarrow{i} \pi_3(SU(N), U(1)^{N-1}) \xrightarrow{\partial} \pi_2(U(1)^{N-1}) \xrightarrow{i_1} \pi_2(SU(N)),$$

(8)

implying that $\pi_3(SU(N), U(1)^{N-1}) = \pi_3(SU(N))$ because the homotopy groups $\pi_3(U(1)^{N-1})$ and $\pi_2(U(1)^{N-1})$ are trivial. The topological invariant, a member of the group $\pi_3(SU(N)) = \mathbb{Z}$, is the third winding number, which provides the complete classification of $N$-band Hopf insulators. As we show in Appendix C, the classification approach used above can be also applied to the case of real one-dimensional $N$-band systems which were shown to have non-Abelian classification $[32, 42]$. The advantage of our classification approach is that it gives the complete set of topological invariants that were previously not known.

The above considerations give the topological invariant of the $N$-band Hopf insulator

$$N_{\text{Hopf}} = P_3[U_k];$$

(10)

where $N_{\text{Hopf}}$ is the third winding number of the unitary $N \times N$ matrix $U_k \in SU(N)$ in Eq. (7). Although $U_k$ explicitly depends on the choice of $U(1)$ gauge for each Bloch eigenvector, such gauge transformations cannot change the third winding number of $U_k$. [This follows directly from the exact sequence (9), since $\text{img}~i_3$ is trivial.] The following relation holds,

$$N_{\text{Hopf}} = P_3 \in \mathbb{Z},$$

(11)

where $P_3$ is non-Abelian third Chern-Simons form

$$P_3 = \int_{BZ} \frac{d^3k}{8\pi^2} \text{tr} \left( \tilde{A}_k \cdot \tilde{\nabla} \times \tilde{A}_k - \frac{2}{3} \tilde{A}_k \cdot \tilde{A}_k \times \tilde{A}_k \right);$$

(12)

with $(\tilde{A}_k)_{nm} = i[u_{kn}(\nabla_k u_{nm})]$. To prove the relation (11), we note that under a gauge transformation $U_g$, the non-Abelian third Chern-Simons form transforms in the following way $[44]$: 

$$P_3 \rightarrow \tilde{P}_3 = W_3[U_k];$$

(13)

In the basis of orbitals of the unit cell $\{|1\rangle, \ldots, |N\rangle\}$, the non-Abelian third Chern-Simons form vanishes, $\tilde{P}_3 = 0$. If we apply a gauge transformation $U_g$, the new basis corresponds to the Bloch eigenvectors $\{|u_{1k}\rangle, \ldots, |u_{Nk}\rangle\}$. In this new basis, by the gauge transformation law (13), we have that the non-Abelian third Chern-Simons form satisfies $P_3 = W_3[U_k]$, proving the relation (11) using Eq. (10).

The above topological invariant differs from the tenfold-way topological invariants, which vanish when summed over all the bands. Furthermore, for the tenfold-way classification, the non-Abelian third Chern-Simons form (12) has an integer ambiguity which is removed by requiring $N$ band gaps to stay open, or equivalently, requiring $\{u_{nk}\}$ to be continuous over the BZ for all $n$.

The obtained topological invariant (11) has a physical meaning of the isotropic magnetoelectric polarizability coefficient $\alpha$ of all the bulk bands combined $[45, 46]$. The magnetoelectric polarizability coefficient is a tensor quantity, which has two contributions $[46]$: A topological (isotropic) contribution is given by the non-Abelian Chern-Simons form (12) which is equal to $N_{\text{Hopf}}$ by virtue of Eq. (11), and a nontopological contribution which vanishes in the absence of unoccupied bands. Unlike the tenfold-way topological invariants which can be assigned to each band (or group of bands) separately, the above topological invariant can only be assigned to the whole band structure. Indeed, we can express the isotropic magnetoelectric polarizability coefficient $\alpha$ as

$$N_{\text{Hopf}} = \alpha = \sum_{n=1}^{N} \alpha_n,$$

(14)

where $\alpha_n$ is the isotropic component of the magnetoelectric polarizability tensor for the $n$th band. There are two contributions $[46]$ to the magnetoelectric polarizability coefficient $\alpha_n = \alpha_n^{\text{top}} + \alpha_n^{\text{nontop}}$, where the topological piece $\alpha_n^{\text{top}}$ is expressed via the Abelian third Chern-Simons form (2) that involves only the Bloch eigenvector of the $n$th band

$$\alpha_n^{\text{top}} = P_3^n,$$

(15)

while for the nontopological piece $\alpha_n^{\text{nontop}}$, the knowledge of the whole band structure is required $[46]$. We note that generally, a nonquantized value of $\sum_{n=1}^{N} \alpha_n^{\text{top}} (\sum_{n=1}^{N} \alpha_n^{\text{nontop}})$ cannot change upon a deformation of the Hamiltonian that maintains all $N - 1$ gaps.

### IV. BULK-BOUNDARY CORRESPONDENCE

To formulate the bulk-boundary correspondence for the $N$-band Hopf insulator, we consider a slab geometry with arbitrary termination along the $y$ direction described by the $NN_y \times NN_x$ slab Hamiltonian $h_{k_yk_x}$. We assume that all weak topological invariants (Chern numbers) vanish; hence, there exist continuous bulk Bloch eigenfunctions $|\psi_{kn}\rangle, n = 1, \ldots, N$, of the Hamiltonian $h_{k_yk_x}$. In other words, each bulk band can be separately “Wannierized”: The many-body wave function of the fully occupied $n$th band can be obtained by occupying exponentially localized single-electron bulk Wannier functions (WFs) $|w_{kn}\rangle$. The bulk WFs are obtained from continuous Bloch eigenfunctions

$$|w_{kn}\rangle = \frac{1}{\sqrt{N_N N_y N_x}} \sum_{k} e^{ik\cdot R} |\psi_{kn}\rangle.$$

(16)
The bulk hybrid WFs $|w_{k,R,k,n}\rangle$ are continuous in the $(k_x,k_z)$ space. On the other hand, for a nontrivial $N$-band Hopf insulator, there is an obstruction in finding continuous surface WFs $|w_{k,R,k,n}\rangle$.

For a slab terminated in the $y$ direction, we use hybrid bulk WFs

$$ |w_{k,R,k,n}\rangle = \frac{1}{\sqrt{N_z N_N}} \sum_{k_x,k_z} e^{-i(k_x R_x + k_z R_z)} |w_{R_n}\rangle. \quad (17) $$

The goal is to divide the slab into the three subsystems: The two surfaces and the bulk, the latter being defined by the choice of the bulk WFs; see Fig. 3. Using the above WFs we perform a Wannier cut [47] on all the bands [48] to obtain the projector $P_{k,k}^L$ onto the two surfaces by removing the hybrid bulk WFs from the middle of the slab,

$$ P_{k,k}^L(\vec{x}', \vec{x}) = \delta_{\vec{x}' \vec{x}} - \sum_{n=1}^{N_z N_N} w_{k,R,k,n}(\vec{x}')^* w_{k,R,k,n}(\vec{x}), \quad (18) $$

which, for large enough integers $N_z, L$, with $N_z \gg (N_z - 2L)$ and $2L < N_z$, defines the projector onto the upper surface

$$ P_{k,k}^\text{surf}(\vec{x}', \vec{x}) \equiv P_{k,k}^L(\vec{x}', \vec{x}) \theta(y) \theta(y'), \quad (19) $$

where $\vec{x} = (x, y, z)$ indexes the orbitals of the slab supercell, $\theta(y)$ is the Heaviside step function, and we assume that the $y = 0$ plane passes through the middle of the slab. The integer $L$ should be chosen as large as possible while requiring that in the region where the bulk WFs $|w_{k,Lk,n}\rangle$ have support, the Hamiltonian $h_{k,k}$ be bulklike. For the slab’s width much larger than the WFs’ size, the operator $P_{k,k}^\text{surf}$ is a projector. In fact, thanks to exponential localization of the bulk WFs, $(P_{k,k}^\text{surf})^2 - P_{k,k}^\text{surf}$ converges exponentially to 0 as the slab’s width is increased. Hence, the first Chern number of $P_{k,k}^\text{surf}$, denoted by $\text{Ch}^\text{surf}$, reads

$$ \text{Ch}^\text{surf} = i \int_{\text{BZ}} \frac{dk_x dk_z}{2\pi} \text{Tr} \left( P_{k,k}^\text{surf} \partial_{k_x} P_{k,k}^\text{surf} \partial_{k_z} P_{k,k}^\text{surf} \right). \quad (20) $$

The bulk-boundary correspondence states

$$ \text{Ch}^\text{surf} = -N_{\text{Hopf}}. \quad (21) $$

The above correspondence can be proved by noticing that $\text{Ch}^\text{surf}$ cannot be changed by surface decorations since their first Chern number summed over all the bands vanishes. In the previous section we proved that $N_{\text{Hopf}}$ is the unique bulk topological invariant of the $N$-band Hopf insulator; it follows that $\text{Ch}^\text{surf}$ can be expressed in terms of $N_{\text{Hopf}}$. Hence, to prove the relation (21) it is sufficient to show that it holds for the generators of the $N$-band Hopf insulator; see Sec. VI. We note that compared to the tenfold-way classification, where the topological classification group structure is given by the direct sum of two Hamiltonians, the group structure of the classification of the $N$-band Hopf insulator is obtained by concatenation of the BZs of the two band structures. Hence, whereas for tenfold-way topological phases there is a single generator for the classification group $\mathbb{Z}$, for the $N$-band Hopf insulator there is one generator for each $N$. Alternatively, the relation (21) follows from Eq. (11) and the “surface theorem for axion coupling” of Ref. [49]. The correspondence (21), for $N = 2$, is a generalization of the recently discussed bulk-boundary correspondence for the Hopf insulator [28,50].

The above procedure divides a finite sample of the $N$-band Hopf insulator into bulk and surface subsystems. It is important to note that such division is not unique. Choosing different bulk WFs or different assignment of the bulk WFs to their home unit cell yields different bulk and surface subsystems [51]. Despite this nonuniqueness, a finite sample of the $N$-band Hopf insulator can be seen to consist of the bulk, with the isotropic magnetoelectric polarizability coefficient [46] being quantized to $\alpha = N_{\text{Hopf}}$ “wrapped” into a sheet of a Chern insulator with the total Chern number being equal to $-N_{\text{Hopf}}$; see Fig. 2. (To define the Chern number one considers torus geometry of the boundary.) Clearly, such a “wrapping paper” cannot exist as a stand-alone object since the total Chern number of (all the bands) of a two-dimensional system needs to vanish.

Recently [52], the concept of multicellularity for band insulators was discussed. A band insulator is said to be multicellular if it can be Wannierized and if it is not possible to deform the band structure such that all the bulk WFs are localized within a single unit cell. The examples of multicellular band structures include the $N = 2$ Hopf insulator and certain insulators constrained by crystalline symmetries. The bulk-boundary correspondence (21) implies that the $N$-band Hopf insulator is a multicellular phase: If all the bulk WFs are to be localized within a single unit cell, the resulting projector onto the upper surface (19) would be $(k_x,k_z)$-independent and the surface Chern number (20) would vanish.

If a finite $N$-band Hopf insulator, fully filled with electrons, is placed into an external magnetic field, the bulk gets polarized due to the isotropic magnetoelectric effect, $\vec{P} = \alpha \vec{B} = N_{\text{Hopf}} \vec{B}$. This polarization does not result in an excess charge density at the boundary, because the excess charge is compensated by the surface Chern insulator, which is a direct consequence of the Streda formula [53] when applied to the surface subsystem. Hence, we see that the two quantized effects, one in the bulk and the other on the boundary, mutually cancel. It is easy to understand this cancellation by noticing that the many-body wave function of a fully occupied slab is independent of the Hamiltonian. Therefore, the fully occupied slab exhibits no magnetoelectric effect, implying that the bulk and the boundary magnetoelectric effects mutually cancel. In order to measure a quantized effect, one needs to drive the system into a nonequilibrium state where either the boundary
or the bulk subsystem is fully filled with electrons, but not both.

V. ORBITAL MAGNETIZATION

Every three-dimensional Bloch Hamiltonian $h_L$ of a band insulator defines a periodic adiabatic pump of a two-dimensional band structure, and vice versa. The substitution $k_z \rightarrow 2\pi t/T$ gives the Hamiltonian of the two-dimensional adiabatic pump $h_{k,k,t}$, corresponding to the three-dimensional Hamiltonian $h_L$. As we discuss below, this viewpoint sheds light on the link between the $N$-band Hopf insulators, introduced in this work, and the recently studied anomalous Floquet insulator [36]; see Appendix A for a comparison between $N$-band Hopf pumps and Floquet insulators.

We start by applying the bulk-boundary correspondence (21) to the $N$-band Hopf pump $h_{k,k,t}$. Consider a ribbon $h_{k,t}$ consisting of $N_y$ unit cells in the $y$ direction. Similarly to Eq. (19), we divide the ribbon-supercell Hilbert space into the two edge and the bulk subspaces,

$$\Pi_{NN_y \times NN_y} = \mathcal{P}_{k,t} + \mathcal{P}_{bulk} + \mathcal{P}_{edge},$$

where the right-hand side is the sum of three mutually orthogonal projectors. Importantly, the $\mathcal{P}_{k,t}$ projects onto the space spanned by the bulk hybrid WFs $|w_{k,R,R,tn}\rangle$ with $R_y \in [-L,L]$, and the spaces onto which $\mathcal{P}_{edge}$ and $\mathcal{P}_{edge}'$ project do not contain the orbitals from the middle of the ribbon. This way, at each $(k_z,t)$ point the ribbon is divided into the bulk and the two edge subsystems; see Fig. 4. The WFs in the bulk subsystem can be chosen to be periodic,

$$|w_{k,R,T_n}\rangle = |w_{k,R,0m}\rangle,$$

i.e., the bulk WFs return to their initial state after one period. On the other hand, from the bulk-boundary correspondence (21), it follows that the upper edge $\mathcal{P}_{edge}$ has nonzero Chern number equal to $N_{Hopf}$. As a consequence, the edge WF $|w_{k,R,0m}\rangle$ is shifted to $|w_{k,R,K+N_{Hopf},T_m}\rangle$ for some $m \in [1, N]$ [54]. The edge subsystem acts as a Thouless pump even after considering all the bands; such a situation cannot occur for a stand-alone one-dimensional system.

Let us consider a fully occupied ribbon. From the relation (11) and the results of Ref. [55], we have that the bulk subsystem has (geometric) orbital magnetization equal to $eN_{Hopf}/T$. To see this, we consider all contributions to orbital magnetization [55,56]

$$m = m_{pers} + m_{top} + m_{non-top},$$

where the last two terms are the topological and nontopological contribution to the geometric orbital magnetization, and the first term represents the contribution from persistent currents that may exist in the absence of adiabatic drive. Using the relation $m_{top}T = P$, we conclude that the topological contribution to orbital magnetization is quantized and equal to $N_{Hopf}/T$; see Eq. (11). On the other hand, $m_{non-top} = 0$ when all the bands are occupied. Finally, the contribution from persistent currents has to vanish for a fully filled system; such a contribution is given by the change of the total energy $E_{tot}$ of the system induced by external magnetic field $B$ perpendicular to the system, $m_{pers} = -\frac{\partial E_{tot}}{\partial B}$. It follows that $m_{pers}$ vanishes because $E_{tot} = \text{Tr}(H_B) = \text{Tr}(H_{bulk})$, since the external magnetic field only enters in nondiagonal components (in the position basis) of the Hamiltonian. Therefore, we conclude that the orbital magnetization is quantized and given by the Hopf invariant. The orbital magnetization gives rise to an edge current that exactly cancels the current pumped by the edge subsystem. Hence, the bulk and the boundary anomalies mutually cancel similarly to the three-dimensional case discussed at the end of the previous section.

In order to observe the quantized orbital magnetization, we need to prepare the ribbon at time $t = 0$ such that only the regions close to the edges are fully filled with electrons. To achieve such an initial state, we start from the fully filled band structure illustrated in Fig. 5(a), and apply a gate voltage, such that in equilibrium, the states in the middle of the ribbon are emptied, as illustrated in Fig. 5(b). After the gate voltage is switched off, the desired initial nonequilibrium state is obtained, as shown in Fig. 5(c). Such an initial state will generally diffuse under the time evolution and eventually electrons leak into the bulk, in which case, as discussed above, no quantization of the orbital magnetization is expected [57]. Hence, the quantized (geometric) orbital magnetization can be measured in the transient state where the filled regions are separated by an empty bulk. The flat band limit, see Sec. VI, is a special case where the diffusion coefficient is fine-tuned to zero.

The above conclusions parallel the discussion of the so-called anomalous Floquet insulator (AFI) [36]. This is not a coincidence, since in Sec. VI, we show that the $N$-band Hopf
pump can, at the same time, be an AFI, although not every AFI is an N-band Hopf insulator, or vice versa. For comparison, in Appendix A, we review the stable multigap classification of two-dimensional Floquet insulators. One important difference between a Floquet insulator and N-band Hopf pump is that the latter is not stable against translation-symmetry-breaking perturbations. Indeed, as we discuss in Appendix D.2, doubling of the unit cell violates the condition of having a single band between the two neighboring band gaps.

VI. EXAMPLES

Below, we first consider the three-dimensional Moore-Ran-Wen model [20] (N = 2 band insulator), that we use to illustrate the bulk-boundary correspondence of Sec. IV, which generalizes the approach of Ref. [28]. Furthermore, two two-dimensional examples corresponding to periodic adiabatic processes are considered, which clarify the relation between the N-band Hopf insulator and the AFI.

A. Moore-Ran-Wen model of Hopf insulator

Here we present an example of a 2-band three-dimensional Hopf insulator, the Moore-Ran-Wen model. The Bloch Hamiltonian is defined as [20]

\[ h_{k_x k_y} = \vec{v} \cdot \vec{\sigma}, \tag{25} \]

with \( v_i = \xi^i \sigma_i^z \), where \( \vec{z} = (z_1, z_2)^T \), with \( z_1 = \sin(k_x) + i \sin(k_y) \) and \( z_2 = \sin(k_x) + i[\cos(k_y) + \cos(k_x) - \frac{1}{2}] \). The above model (25) has \( N_{\text{hopf}} = 1 \). In the following we apply the procedure described in Sec. IV to obtain the surface Chern number (20) for a three-dimensional lattice with \( N_x \times N_y \times N_z \) unit cells. The two normalized eigenvectors of the Bloch Hamiltonian (25) are

\[
|u_{k_1}| = |\vec{z}|^{-1} (z_1, z_2)^T,
|u_{k_2}| = |\vec{z}|^{-1} (z_2^*, -z_1^*)^T,
\]

(26)

which are continuous functions of \( \vec{k} \). We extend these two Bloch eigenvectors to the whole lattice by defining \( \psi_{k_x} (\vec{x}) = e^{-ik_x \cdot \vec{x}} u_{k_1} (\vec{x}) \).

The WFs \( |w_{(0,0,0)n}(\vec{R})\rangle \), \( n = 1, 2 \), with the home unit cell at \( \vec{R} = (0, 0, 0) \) are given by Eq. (16) and shown in Fig. 6(a).

Arbitrary \( \vec{R} = (x, y, z)^T \), the WFs are obtained from the components \( w_{(0,0,0)n}(\vec{X}) \) of \( |w_{(0,0,0)n}(\vec{X})\rangle \)

\[
w_{\vec{R}} (\vec{x}) = w_{(0,0,0)n}(\vec{x} - \vec{R}).
\]

(27)

We use the above choice of the bulk WFs to define the bulk subsystem. To this end, we perform the Fourier transform in the \( x \) and \( y \) directions to obtain the hybrid bulk WFs \( |w_{k_x k_y}(\vec{n})\rangle \). Considering only the components \( w_{k_x k_y}(\vec{n})(\vec{x}) \) of the hybrid bulk WFs with \( \vec{n} \) in a supercell, we obtain the \( 2N_x \times 2N_y \) projector \( \overrightarrow{P}_{k_x k_y}(\vec{R}) \) \( |w_{k_x k_y}(\vec{n})(\vec{X})\rangle \) \( \langle w_{k_x k_y}(\vec{n})(\vec{X})| \). From Eq. (18) we compute the projector \( \overrightarrow{P}_{k_x k_y}(\vec{R}) \) onto the two surfaces. As shown in Fig. 6(b), after removing the hybrid bulk WFs assigned to the units cells at \( R_z \in [-8, 8] \), the two surfaces do not overlap and \( \overrightarrow{P}_{k_x k_y}(\vec{R}) \) is obtained from the upper-left block of the matrix \( \overrightarrow{P}_{k_x k_y}(\vec{R}) \). The surface Chern number can be obtained from the \( k_z \)-dependent

\[
P_{k_x k_y} = -\frac{i}{2\pi} \ln \det \overrightarrow{P}_{k_x k_y}.
\]

(28)

where \( \delta '(X) \) denotes the product of the nonzero eigenvalues of the matrix \( X \). The surface Chern number \( C_{\text{surf}} \) implies that the surface polarization \( P_{k_x k_y} \) is not continuous as a function of \( k_z \) but jumps by \( C_{\text{surf}} \). The winding of \( P_{k_x k_y} \) is shown in Fig. 6(c), where the surface polarization winds once, implying that \( C_{\text{surf}} = -1 \).

B. Two-dimensional Hopf pumps

Here we present examples of \( N = 2 \) and \( N = 3 \) Hopf pumps. The adiabatic evolution \( h_{k_x k_y} \) is piecewise defined, where each time segment describes an adiabatic transfer of an electron between two selected orbitals of the two-dimensional square lattice.

The models considered in this subsection are most easily specified pictorially. In Fig. 7 we consider the adiabatic process in a system with 2 sites per unit cell. At \( t = 0 \), the orbitals \( |R1\rangle \) (black dots) have negative energy whereas the orbitals \( |R2\rangle \) (empty dots) have positive energy (see Fig. 7).

We consider the following “building-block” adiabatic process,

\[
h_{k_x k_y} = \beta e^{-i\eta_{\pi}/T} \sigma_3 e^{i\eta_{\pi}/T},
\]

(29)

where the Pauli matrices act in the space spanned by the two orbitals. For the initial state \( |R1\rangle \), the adiabatic process is depicted in Fig. 7(a) by the red arrow. The evolution of the excited state \( |R2\rangle \) is shown in Fig. 7(a) with the blue arrow. Lastly, one can stop the above adiabatic process at times \( t < T \), in which case the charge transfer between the sites \( |R1\rangle \) and \( |R2\rangle \) is incomplete. The final state is then a superposition of \( |R1\rangle \) and \( |R2\rangle \), as shown in Fig. 7(b). The pictorial representation of the adiabatic process consists of oriented line segments. The start (end) point of a line segment corresponds
to the initial (final) state. Below we consider the adiabatic processes where the end points of the line segments lie either on the lattice sites or on the line segment connecting the two neighboring lattice sites. In the latter case, the initial (final) state is the superposition of the two orbitals located at these two neighboring sites. In the following, the number of arrows enumerates the time segments; for example, \( \rightarrow \) describes the first segment, \( \rightarrow \rightarrow \) the second, etc. The two examples that follow consider translationally invariant systems; hence the adiabatic process (29) is extended in a translationally symmetric manner to the whole two-dimensional lattice.

1. \( \mathbf{N} = 2 \) band Hopf pump

Here, we consider a periodically driven system with two states per unit cell, labeled by \( |\hat{R}1\rangle, |\hat{R}2\rangle \), where the vector \( \hat{R} \) belongs to the square two-dimensional lattice. The driving protocol is of period \( T \) and is made of 4 steps of equal duration \( \frac{T}{4} \); see Fig. 8. At each of those steps, the Hamiltonian reads

\[
\hat{h}_{k,t} = U_{k,t}^F \hat{U}_{k,t} e^{-2\pi i k |t|/T} B \sigma_y e^{2\pi i k |t|/T} U_{k,t}^F,
\]

with

\[
U_{k,t} = \begin{cases} \sigma_0, & t \in [0, \frac{T}{4}) \\ \text{diag}(1, e^{-ik}) & t \in \left(\frac{T}{4}, \frac{T}{2}\right), \\ \text{diag}(e^{ik}, 1), & t \in \left(\frac{T}{2}, \frac{3T}{4}\right), \\ \text{diag}(1, e^{-ik}), & t \in \left(\frac{3T}{4}, T\right), \\ \end{cases}
\]

where the Pauli matrices \( \sigma_t \) act on the space spanned by the two orbitals in the unit cell. This two-band Hamiltonian can equivalently be written as the Hamiltonian of a spin in a time- and momentum-dependent magnetic field, \( \hat{h}_{k,t} = \hat{B}_{k,t} \cdot \vec{\sigma} \).

Therefore, the unitary transformation in Eq. (1) is given by

\[
U_{k,t} = e^{-2\pi i \hat{h}_{k,t} \sigma_0 / T},
\]

where \( \hat{h}_{k,t} \) is the unit vector along the \( \hat{B}_{k,t} \times \hat{\epsilon}_z \) vector. The straightforward calculation gives

\[
N_{\text{Hopf}} = W_1 \left[ e^{-2\pi i \hat{h}_{k,t} \sigma_0 / T} \right] = 1.
\]

In other words, the adiabatic process (30) is a nontrivial \( \mathbf{N} = 2 \) Hopf pump. Using the Bloch eigenvectors

\[
| u_{k,t,n} \rangle = U_{k,t} | n \rangle,
\]

with \( n = 1, 2 \), we find that the Berry connection \( A_{ij}^n = A_{ij} \) depends only on time and the Chern-Simons 3-form is given by the area enclosed by the electron

\[
P_s^3 = \frac{1}{2} \int_0^T dt \hat{A}_y^0 \times \hat{A}_x^0 = \frac{1}{2}.
\]

Therefore the two Chern-Simons 3-forms sum up to 1, confirming the validity of the relation (6).

We now show that the time-dependent Hamiltonian (30) is at the same time an AFI; see Appendix A. The time-evolution unitary \( U_{k,t}^F \) during each of the four segments is readily obtained as

\[
U_{k,t} = e^{-2\pi i \hat{h}_{k,t} \sigma_0 (t - \frac{T}{4}) / T} e^{-iB \sigma_3 (t - \frac{T}{4}) \sigma_0 (t - \frac{T}{4}) / T}.
\]

In the adiabatic limit, \( BT \gg 1 \), the solution simplifies to

\[
U_{k,t} = e^{-2\pi i \hat{h}_{k,t} \sigma_0 (t - \frac{T}{4}) / T} e^{-iB \sigma_3 (t - \frac{T}{4}) / T} e^{-iB \sigma_3 (t - \frac{T}{4}) / T}.
\]

As expected [58], the unitary \( U_{k,t}^F \) differs from the one in Eq. (32) only by a dynamical phase. Since in the adiabatic limit, \( U_{k,t}^F = e^{-iBT \sigma_0} \), we conclude that the model (30) corresponds to a Floquet insulator, which continues to hold as long as \( BT > 5 \); see Fig. 9. Choosing \( BT \) to be an integer multiple of \( 2\pi \), the relation \( U_{k,t}^F = \sigma_0 \) holds, and we find that

\[
W_3 \left[ U_{k,t}^F \right] = N_{\text{Hopf}} = 1;
\]

i.e., the time-dependent Hamiltonian (30) describes the anomalous Floquet insulator when \( BT > 5 \). See Appendix D for details on the computation of \( W_3 \left[ U_{k,t}^F \right] \). Lastly, we want to verify the bulk-boundary correspondence (21), by computing explicitly the edge Chern number (20). We impose open boundary conditions in the \( y \) direction, and for concreteness take 4 layers in this direction, which defines the ribbon supercell of 8 orbitals \( |n\rangle, n = 1, \ldots, 8 \); see Fig. 10. We note...
that we can consider such a narrow ribbon because in this model the WFs are highly localized. The WFs $|w_{R,R,tn}\rangle$ take the following form in the bulk,

$$
|w_{R,R,1}\rangle = \begin{cases}
\cos(t_0)|\vec{R}1\rangle - \sin(t_0)|\vec{R}2\rangle, \\
- \cos(t_1)|\vec{R}2\rangle - \sin(t_1)|\vec{R} + \vec{a}_1\rangle, \\
- \cos(t_1)|\vec{R} + \vec{a}_1\rangle + \sin(t_1)|\vec{R} + \vec{a}_2\rangle, \\
\cos(t_1)|\vec{R} - \vec{a}_1\rangle + \sin(t_1)|\vec{R} - \vec{a}_2\rangle.
\end{cases}
$$

$$
|w_{R,R,2}\rangle = \begin{cases}
\cos(t_0)|\vec{R}2\rangle + \sin(t_0)|\vec{R}1\rangle, \\
- \cos(t_1)|\vec{R}1\rangle - \sin(t_1)|\vec{R} - \vec{a}_2\rangle, \\
- \cos(t_1)|\vec{R} - \vec{a}_2\rangle - \sin(t_1)|\vec{R} - \vec{a}_1\rangle + \sin(t_1)|\vec{R} + \vec{a}_1\rangle, \\
\cos(t_1)|\vec{R} + \vec{a}_1\rangle + \sin(t_1)|\vec{R} + \vec{a}_2\rangle.
\end{cases}
$$

where we use the notation $t_n = \frac{2\pi}{T} (t - nT)$ and the four expressions for the hybrid bulk WFs $|w_{R,R,tn}\rangle$, which are used to compute the edge projector $P_{k,t}^{\text{edge}}$ given in Eq. (19). We perform a Wannier cut by removing four bulk WFs from the middle of the ribbon, followed by projecting onto the upper half of the ribbon supercell. The only nonzero contributions to the edge Chern number come from the time segments $t \in [\frac{T}{2}, T)$. For $t \in [\frac{T}{2}, \frac{3T}{4})$, $P_{k,t}^{\text{edge}} = \text{diag}(A, A)$, with

$$
A = \begin{pmatrix}
\sin(t_1)^2 & e^{-ik} \cos(t_1) \sin(t_1) \\
e^{ik} \cos(t_1) \sin(t_1) & \cos(t_1)^2
\end{pmatrix},
$$

where the basis $\{|1\rangle, |2\rangle, |3\rangle, |4\rangle\}$ has been used to write $P_{k,t}^{\text{edge}}$. In this case, we obtain that

$$
\text{Tr}(P_{k,t}^{\text{edge}} [\partial_{t} P_{k,t}^{\text{edge}}, \partial_{t} P_{k,t}^{\text{edge}}]) = \frac{2\pi i}{T} \sin(\frac{2\pi t}{T}).
$$

Similarly, for $t \in [\frac{3T}{4}, T)$,

$$
P_{k,t}^{\text{edge}} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \sin(t_1)^2 & e^{-ik} \cos(t_1) \sin(t_1) & 0 \\
0 & -e^{-ik} \cos(t_1) \sin(t_1) & \cos(t_1)^2 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
$$

we obtain that $\text{Tr}(P_{k,t}^{\text{edge}} [\partial_{t} P_{k,t}^{\text{edge}}, \partial_{t} P_{k,t}^{\text{edge}}]) = \frac{2\pi i}{T} \sin(\frac{4\pi t}{T})$. Therefore $C_{\text{edge}} = -1$, confirming the bulk-boundary correspondence (21).

### 2. $N = 3$ band Hopf pump

In this example, we consider an $N = 3$ band model that is obtained from the $N = 2$ band model, introduced in the previous subsection, after adding an additional orbital in the unit cell. Furthermore, we introduce a parameter $\delta$ in the model, such that $\delta = 0$ corresponds to the previously discussed $N = 2$ Hopf insulator with the additional orbital not being involved in the adiabatic process. This way, for $\delta = 0$ we have $P_{1}^{3} = P_{2}^{3} = \frac{1}{2}$, while $P_{3}^{3} = 0$. For $\delta \neq 0$ the model is considered to have the property $P_{1}^{3} \neq P_{2}^{3}$ (and $P_{3}^{3} = 0$), as we discuss below.

We consider a driven model with three sites per unit cell, labeled by $|\vec{R}1\rangle, |\vec{R}2\rangle, |\vec{R}3\rangle$. The driving protocol has the period $T$ and is made of 6 time segments of equal duration $T$, which are illustrated in Fig. 11.

The eigenvalues of the Hamiltonian $h_{k,t}$ are chosen to be time-independent and take the values $1/2, 1, 3$:

$$
h_{k,t} = \sum_{n=1}^{3} n |u_{k,t,tn}\rangle \langle u_{k,t,tn}|,
$$

where the Bloch eigenvectors $|u_{k,t,tn}\rangle$ can be read off from Fig. 11 and are explicitly given in Appendix D. At each of the six time segments, the adiabatic process involves only two orbitals. For example, during the first segment, see Fig. 11, the orbitals involved are $|\vec{R}1\rangle$ and $|\vec{R} + \vec{a}_3\rangle$, where the final state is a $\delta$-dependent superposition of these two states. Explicit calculation gives

$$
P_{1}^{3} = \frac{1}{2} \left[ 1 - \sin^2 \left( \frac{\pi}{2} \delta \right) \right] \leq \frac{1}{2},
$$

$$
P_{2}^{3} = \frac{1}{2} \left[ 1 + \sin^2 \left( \frac{\pi}{2} \delta \right) \right] \geq \frac{1}{2},
$$

$$
P_{3}^{3} = 0.
$$

FIG. 11. Three-level periodic drive made of 6 steps of equal duration. At the first and fourth stages, we consider an incomplete rotation between the orbitals $|\vec{R}1\rangle$ and $|\vec{R} + \vec{a}_3\rangle$, such that the area enclosed by the trajectory of the third orbital is zero. This is controlled by the parameter $\delta \in [0, 1]$.
The contributions $P_{1}^{1}$ and $P_{2}^{1}$ are no longer quantized and equal if $\delta \neq 0$. However, the sum turns out to be quantized and equal to 1, just like in the previous example. The winding number can be computed along the same lines as in the previous section, and is given by $N_{\text{Hopf}} = W[U_{F}] = 1$. Since $N_{\text{Hopf}} = \sum_{n=1}^{N} P_{n}^{\text{top}}$ holds, we conclude that the nontopological orbital magnetization [55] $\sum_{n=1}^{N} m_{n}^{\text{nontop}}$ vanishes for this example.

VII. CONCLUSIONS

In this work we explore “beyond the tenfold way” topological phases that belong to the category of delicate multigap phases. These phases can be band insulators with $(N - 1)$ band gaps, where the number of bands between two successive band gaps is fixed. We obtain a $\mathbb{Z}$ classification for three-dimensional band insulators without any symmetry constraints. Unlike the tenfold-way topological insulators, the $N$-band Hopf insulator does not host topologically protected gapless modes, since both the bulk and the boundary are fully gapped, and there is no unique way to separate a finite system into bulk and boundary subsystems [47,59]. Despite this nonuniqueness, we formulate the bulk-boundary correspondence stating that a finite sample of the $N$-band Hopf insulator consists of the bulk, with the total magnetoelastic polarizability of all the bulk bands quantized to an integer value, wrapped in a sheet of a Chern insulator with the total magnetoelectric polarization of all the bulk bands quantized to an integer number, wrapped in a sheet of a Chern insulator with the total magnetoelectric polarization of all the bulk bands quantized to an integer number. Furthermore, we discuss a particular example of the Hopf Thouless pump (of all the bands combined) at the edges. N-anomalous Floquet insulator is that the latter requires the gap in the quasienergy spectrum which is difficult to guarantee experimentally, whereas having a multigap band structure is a more physical requirement. Furthermore, the stable multigap classification (i.e., Floquet insulators) always results in Abelian groups, while it has been shown [32] that the delicate multigap classification of one-dimensional band insulators with certain magnetic point-group symmetry is non-Abelian. Thus, extending the program outlined in this work to systems of different dimensions and with additional symmetry constraints is highly desirable.
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APPENDIX A: STABLE MULTIGAP CLASSIFICATION OF TWO-DIMENSIONAL FLOQUET INSULATORS

The periodically driven band structure $h_{k_{x},k_{y}}^{F}$ is an example of a Floquet system. The Floquet system is called an insulator if the spectrum (quasienergy spectrum $\epsilon_{k_{x},k_{y}}^{F}$) of the unitary Floquet operator $U_{k_{x},k_{y}}^{F} = T e^{-i h_{k_{x},k_{y}}^{F} dt}$ has at least one gap on the unit circle in the complex plane. Below we review classification of two-dimensional Floquet insulators.

Topological classification of Floquet insulators classifies the unitary evolution operator $U_{k_{x},k_{y}}^{F}$ under the constraint that one or multiple gaps in the quasienergy spectrum are maintained. In other words, two Floquet insulators are said to be topologically equivalent if their unitary evolution operator can be brought to the same form without closing the gap (gaps) in the quasienergy spectrum. Mathematically, such constraint divides the total Hilbert space into mutually orthogonal subspaces with corresponding projectors $\mathcal{P}_{k_{x},k_{y}}^{F}$ spanned by the eigenvectors of the Floquet operator $U_{k_{x},k_{y}}^{F}$ with quasienergies between the two neighboring gaps. One typically considers a $K$-theoretic (i.e., stable) classification where the ranks of the projectors $\mathcal{P}_{k_{x},k_{y}}^{F}$ can be varied by addition of trivial quasibands. For $N$ gaps in the quasienergy spectrum, two-dimensional Floquet insulators have a $\mathbb{Z}^{N}$ classification [30]. The subgroup $\mathbb{Z}^{N-1}_{\text{Chern}} \subset \mathbb{Z}$ is generated by $N - 1$ Chern numbers corresponding to subspaces $\mathcal{P}_{k_{x},k_{y}}^{F}$ for, say, $n = 1, \ldots, N - 1$. The remaining $\mathbb{Z}$ topological invariant is given by the third winding number $W_{3}[U_{k_{x},k_{y}}^{F}]$ of the unitary $U_{k_{x},k_{y}}^{F}$, which is obtained from the unitary evolution $U_{k_{x},k_{y}}^{F}$ by continuously deforming the Floquet operator $U_{k_{x},k_{y}}^{F}$ to identity the matrix while maintaining the gap around some quasienergy $\epsilon$ ($\epsilon$ belongs to one of the $N$ gaps in the quasienergy spectrum).

The Floquet insulators with topological invariants from the subgroup $\mathbb{Z}^{N-1}_{\text{Chern}}$ can all be realized as static systems. The remaining generator which is diagonalized by the third winding
number exists only for time-dependent band structures and is called an anomalous Floquet insulator [36,60].

The anomalous Floquet insulator was found to obey the bulk-boundary correspondence [60]. Consider an anomalous Floquet insulator that satisfies \( U_{k+F}T = 1_{N \times N} \). We apply open boundary conditions in the \( y \) direction and consider slab geometry with \( N_y \) layers, with the time-dependent band structure \( h_{k,F}^N \) and \( N_y \times N_y \) unitary evolution operator \( U_{k,F}^N \). The bulk-boundary correspondence states

\[
N_{\text{AFI}} \equiv W_3 \left[ U_{k,F}^N \right] = \int_0^{2\pi} \frac{dk}{2\pi} \text{Tr} \left[ U_{k,F}^{N,\text{slab}} \sigma_h \left( y(y') \right) \right].
\]

(A1)

In other words, the anomalous Floquet insulator with \( N_{\text{AFI}} \neq 0 \) induces quantized charge pumping of \( N_{\text{AFI}} \) electrons along the boundary in a steady state [60,61].

**APPENDIX B: DERIVATION OF RELATION (6)**

In this Appendix we derive relation (6), following closely the derivation presented in Ref. [40]. We denote the set of orbitals in the unit cell by \( \{1, 2\} \), and the unitary matrix transforming this basis to the Bloch eigenvectors \( \{|u_1\rangle, |u_2\rangle\} \) by \( U_2 \), i.e., \( |u_2\rangle = U_2 (a) |a\rangle \), with \( a = 1, 2 \). The winding number (5) of the unitary matrix \( U_2 \) can be written in the following form,

\[
W_3[U_2] = \int_{BZ} \frac{d^3k}{24\pi^2} \epsilon^{ijk} \sum_{a,b,c,d} U_{ab}^i \partial_k U_{ba} \partial_j U_{ca}^j \partial_k U_{da},
\]

where indices \( i \) and \( j \) run over \( k_x, k_y, k_z \), whereas \( a, b, c, d \) run over the two band indices, and the summation over repeated indices is assumed. The matrix elements of the unitary \( U_2 \) are defined as \( U_{ab}(k) = \langle a | U_2 | b \rangle \):

\[
W_3[U_2] = \int_{BZ} \frac{d^3k}{24\pi^2} \epsilon^{ijk} \sum_{a,b,c,d} (u_{ka}|b)\partial_i (u_{ka}^j|d)\partial_j (u_{ka}^c|d)\partial_k (d|u_{ka}),
\]

(B2)

We note that the derivatives act only on the Bloch eigenstates, which leads to

\[
W_3[U_2] = \int_{BZ} \frac{d^3k}{24\pi^2} \epsilon^{ijk} \sum_{a,c} (u_{ka}|\partial_j (u_{ka}^c|\partial_k u_{ka})).
\]

(B3)

Taking the summation over the two bands, we obtain four terms

\[
W_3[U_2] = \int_{BZ} \frac{d^3k}{24\pi^2} \epsilon^{ijk} [W_1 + W_2 + W_3 + W_4],
\]

(B4)

where

\[
W_1 = u_{k_1}^i \partial_k u_{k_1}^i \partial_k u_{k_1}^i \partial_k u_{k_1}^i,
\]

\[
W_2 = u_{k_1}^i \partial_k u_{k_1}^j \partial_k u_{k_1}^j \partial_k u_{k_1}^i,
\]

\[
W_3 = u_{k_2}^i \partial_k u_{k_2}^i \partial_k u_{k_2}^j \partial_k u_{k_2}^j,
\]

\[
W_4 = u_{k_2}^i \partial_k u_{k_2}^j \partial_k u_{k_2}^j \partial_k u_{k_2}^i.
\]

(B5)

By following the procedure outlined in Ref. [40], the first and fourth terms give an equal contribution, \( W_1 = W_4 \), while the second and third terms give also an equal contribution, \( W_2 = W_3 = 2W_1 \). Therefore we conclude that

\[
W_3[U_2] = 2 \int_{BZ} \frac{d^3k}{8\pi^2} \epsilon^{ijk} u_{k_1}^i \partial_k u_{k_1}^i \partial_j u_{k_1}^j \partial_k u_{k_1}^i \partial_k u_{k_1}^i
\]

(B6)

using the definition of the Berry connection, \( (A_n)_i = i (u_{k_1}^i | \partial_k u_{k_1}^i) \); we note that \( \epsilon^{ijk} (A_n)_i \partial_j (A_n)_k \equiv A_n \times \vec{v} \). We finally recover the expression for the Abelian third Chern-Simons form; hence we conclude that \( W_3[U_2] = P_3^1 + P_3^2 = 2P_3^1 \) holds.

**APPENDIX C: DELICATE MULTIGAP CLASSIFICATION OF ONE-DIMENSIONAL REAL BAND STRUCTURES**

We consider the delicate multigap topological classification of one-dimensional real Hamiltonians using the method of Sec. III of the main text. The resulting classification group is non-Abelian as first discussed by Wu, Soluyanov, and Bzdúšek [32]. Here we show that the classification method used in the main text also gives the expressions for strong topological invariants that were previously not known.

As we show below, the delicate multigap classification of real one-dimensional band structures depends explicitly on the number of bands \( N \) (i.e., gaps). Hence, unlike the case of \( N \)-band Hopf insulators discussed in the main text, the group structure is given by concatenation of two Bloch Hamiltonians \( h_{k}^{(1)} \) and \( h_{k}^{(2)} \) with the same number of bands:

\[
h_{k}^{(2)} \circ h_{k}^{(1)} = \begin{cases}
& h_{k}^{(1)}, \quad \text{for } k \in [0, \pi), \\
& h_{k}^{(2)}, \quad \text{for } k \in [\pi, 2\pi).
\end{cases}
\]

(C1)

In order for the concatenated Hamiltonian to be continuous, we require that \( h_{k}^{(1)} = h_{k}^{(2)} \), which can be always achieved by deformation given that there are no weak topological invariants.

The flattened Bloch Hamiltonian is diagonalized,

\[
h_k = O_k diag(1, \ldots, N) O_k^T,
\]

where \( O_k \in SO(N) \) is assumed continuous for \( k \in [0, 2\pi) \). Note that the periodicity of the Bloch Hamiltonian \( h_{k} = h_{k+2\pi} \) does not require \( O_k = O_{2\pi} \), but rather the weaker requirement \( O_k O_{2\pi} \in (1)^{-1} \subset SO(N) \). In other words, the real Bloch eigenvectors \( |u_{k_n}\rangle \) do not need to be continuous at \( k = 2\pi \) but \( |u_{k_n}\rangle = \pm |u_{2\pi n}\rangle \). We now define the auxiliary orthogonal matrix \( o_k \):

\[
o_k = O_k^T O_k.
\]

(C3)

The strong classification of the real Hamiltonians (C2) is obtained by classifying orthogonal matrices \( o_k \), since the orthogonal matrix \( O(0) \) contains only weak invariants. We have that \( o_0 = 1_{N \times N} \) and \( o_{2\pi} \in (1)^{-1} \); i.e., \( o_k \) is classified by the relative homotopy group \( \pi_1(SO(N), O(1))^{(N-1)} \). The group \( \pi_1(SO(N), O(1))^{(N-1)} \) can be found using the following exact sequence:

\[
\pi_1(O(1)^{N-1}) \xrightarrow{\bar{\partial}} \pi_1(SO(N)) \xrightarrow{\bar{\partial}} \pi_1(SO(N), O(1))^{(N-1)}
\]

\[
\xrightarrow{\bar{\partial}} \pi_0(SO(N)).
\]

(C4)
The groups $\pi_1(O(1)^{N-1})$ and $\pi_0(SO(N))$ are trivial. We first consider the case $N > 2$ (for the $N = 2$ case see Sec. C3), where $\pi_1(SO(N)) = \mathbb{Z}_2$ and $\pi_0(O(1)^{N-1}) = \mathbb{Z}_2^{N-1}$ hold,

$$0 \xrightarrow{\iota} \mathbb{Z}_2 \xrightarrow{i} \pi_1(SO(N), O(1)^{N-1}) \xrightarrow{\delta} \mathbb{Z}_2^{N-1} \xrightarrow{\iota} 0. \quad (C5)$$

The above extension problem does not have a unique solution; i.e., there is more than one group that satisfies the above exact sequence if the homomorphisms $i$ and $\delta$ are not specified. We show in Sec. C2 that $\pi_1(SO(N), O(1)^{N-1})$ is a non-Abelian group.

To each element of the group $\pi_1(SO(N), O(1)^{N-1})$, which is represented by some path $\gamma_\mathbf{k}$ defined by relations (C3) and (C2), we can assign topological invariants from the Abelian groups $\pi_1(SO(N)) = \mathbb{Z}_2$ and $\pi_0(O(1)^{N-1}) = \mathbb{Z}_2^{N-1}$. The $\mathbb{Z}_2$ topological invariants $v_i$ for $i = 1, \ldots, N - 1$ are defined as follows:

$$v_i = \mathrm{sgn}[(\mathbf{o}_{2m}^\gamma)_{i}], \quad (C6)$$

To assign a $\mathbb{Z}_2$ topological invariant $\mathbf{p}$ to an arbitrary path in $\pi_1(SO(N), O(1)^{N-1})$, we need a convention that assigns a loop to the given path, because $\pi_1(SO(N))$ is defined for loops only. Using the vector notation $\mathbf{w}$, where $(\mathbf{w}_m = \mathbf{w}_m)$ for $i = 1, \ldots, N - 1$, we define reference paths $\mathbf{d}_m^{\mathbf{w}}$ for $m = 1, \ldots, N - 1$:

$$\mathbf{d}_m^{\mathbf{w}} = \mathbf{e}_m + \mathbf{e}_{m+1} + \ldots, \quad (C7)$$

where the concatenation is ordered from the smallest to the largest index $m > m' > \ldots$. Hence, a loop of orthogonal matrices $\mathbf{d}_m$ can be uniquely assigned to each $\gamma_\mathbf{k}$, which has the topological invariants $v_i$.

$$\mathbf{d}_m^{\mathbf{w}} = \mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}} \odot \ldots, \quad (C8)$$

where the notation $f_1^{-1} = f_2 - f_1$ has been used. To each $\gamma_\mathbf{k}$ an element $\mathbf{p} \in \{-1, 1\}$ from $\pi_0(SO(N))$ can be assigned, as we review in Sec. C1. Therefore, each element of $\pi_1(SO(N), O(1)^{N-1})$ can be specified by topological invariants $\mathbf{p}$ and $\mathbf{v}$. In Sec. C2 using the concatenation of the matrices $\mathbf{d}_m$ we show that the groups structure of $\pi_1(SO(N), O(1)^{N-1})$ is non-Abelian.

1. The topological invariant of $\pi_1(SO(N))$

To each loop $\gamma_\mathbf{k} \in SO(N)$, $\gamma_\mathbf{k}^\dagger = \gamma_\mathbf{k}^\dagger = 1$, we need to assign (continuously) an element $\mathbf{d}_m$ in $\text{spin}(N)$. After such assignment, the $\mathbb{Z}_2$ topological invariant $\mathbf{p}$ is given by

$$\mathbf{p}_m = \mathbf{p} \mathbb{1}. \quad (C10)$$

To obtain $\mathbf{d}_m$, we need $N$ Dirac matrices $\gamma_m$ for $m = 1, \ldots, N$ (the dimension of the representation is unimportant). The Dirac matrices satisfy the following algebra:

$$\gamma_m^2 = 1,$$

$$\gamma_m \gamma_n = -\gamma_n \gamma_m, \quad \text{for } m \neq n. \quad (C11)$$

Consider a grid with $M$ points in the Brillouin zone, where each segment of the grid has length $\delta k$, $M = 2\pi/\delta k$. The rotation loop $\gamma_k^\mathbf{p}$ can be approximated by a series of rotations around the piecewise fixed axes, i.e.,

$$\mathbf{d}_m^{\mathbf{w}} = \mathbf{L}^{(m)}(m) \mathbf{L}^{(m-1)}(m-1) \ldots \mathbf{L}^{(1)}(1), \quad (C12)$$

for $m = 1, \ldots, M$, where each orthogonal matrix $\gamma_k^{\mathbf{p}}$ represents rotation around the fixed axis

$$\mathbf{d}_m^{\mathbf{w}} = \mathbf{d}^{\mathbf{w}} \sum_n \delta m \theta_{o_n}. \quad (C13)$$

The axes (labeled by the indices $a$ and $b$) and the angles $\theta_{o_n}$ are found by diagonalizing $\mathbf{d}_m^{\mathbf{w}}$. The matrix $\mathbf{d}_m^{\mathbf{w}}$ is found by replacing each $\gamma_k^{\mathbf{p}}$ in the product (C12) by $\hat{\mathbf{d}}_k$.

$$\mathbf{d}_m^{\mathbf{w}} = \mathbf{d}^{\mathbf{w}} \sum_n \delta m \theta_{o_n}. \quad (C14)$$

For practical purposes, one can more easily compute $\mathbf{p}$ as follows [7]: The eigenvalues of $\mathbf{d}_m$ come in pairs $e^{\pm i\theta}$ (otherwise they are real). By plotting the phases $\pm \theta_n$, between $[\pi, \pi]$, we can find $\mathbf{p}$ by counting the number of crossings (on the real axis) modulo two.

2. The group structure of $\pi_1(SO(N), O(1)^{N-1})$

For each $\gamma_\mathbf{k}$ defined by relations (C3) and (C2), we can compute $N$ topological invariants $\mathbf{p}$ and $\mathbf{v}$, as discussed above. We use the convention that $\gamma_m \in [0, 1]$ whereas $\mathbf{p} \in [-1, 1]$. We map an element of $\pi_1(SO(N), O(1)^{N-1})$ to the following string of Dirac matrices:

$$\mathbf{p}(i \gamma_1)^{y_1} (i \gamma_2)^{y_2} \ldots (i \gamma_N)^{y_N}. \quad (C15)$$

Below we prove that the above map is an isomorphism. To this end, we need to show that the concatenation satisfies the algebra (C11). Consider first $\mathbf{d}_m^{\mathbf{w}}$ which is mapped to $i \gamma_m$ [by the construction (C7) it has $p = 1$ and $\mathbf{w} = e_m$]. The element $\mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}}$ is a loop (i.e., it is equal to the identity matrix for $k = 2\pi$); thus $\mathbf{w} = 0$. Additionally, we have $p = 1$ since $\mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}}$ represents rotation by a $2\pi$ angle in the plane spanned by the Bloch eigenvectors $|u_m\rangle$ and $|u_{m-1}\rangle$; see Eq. (C7). We conclude that $\mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}}$ should be mapped to $-\mathbb{1}$ which is in agreement with $(i \gamma_m)^2 = -\mathbb{1}$. Next consider an element $\mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}}$ with $m > n$, which has topological invariants $\mathbf{v}_m = e_m + e_{m'}$ and $\mathbf{p} = 1$ and is mapped to $(i \gamma_m)(i \gamma_{m'})$. On the other hand, an element $\mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}}$ has the same topological invariants $\mathbf{v}_m = e_n + e_m$, and rule (C9) assigns the following loop to it:

$$\mathbf{d}_m^{\mathbf{w}} = \mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}}^{-1} \odot \mathbf{d}_m^{\mathbf{w}}^{-1}. \quad (C16)$$

The mapping (C14) sends $\mathbf{d}_m^{\mathbf{w}}$ to

$$\mathbf{d}_m^{\mathbf{w}} = e^{\pm i\pi} e^{i\pi} e^{-i\pi} e^{-i\pi} = -\mathbb{1}, \quad (C17)$$

which implies $p = -1$; see Eq. (C10). Thus, $\mathbf{d}_m^{\mathbf{w}} \odot \mathbf{d}_m^{\mathbf{w}}$ is mapped to $-(i \gamma_m)(i \gamma_{m'}) = (i \gamma_m)(i \gamma_{m'})$, which proves that the considered map is an isomorphism between $\pi_1(SO(N), O(1)^{N-1})$ and the algebra (C11).
### APPENDIX D: TWO-DIMENSIONAL N-BAND HOPF PUMP

Below we give details of the calculations for an $N = 2$ and an $N = 3$ Hopf pump.

#### 1. The $N = 2$ Hopf pump

We compute the winding number for the 2-band model in the adiabatic limit $BT \gg 1$. In this limit, the evolution operator takes the form $U^E_{k, t} = e^{-2\pi i h_{k, t} \sigma_3 (t-t_0)/T} e^{-i B_0 t, (t-t_0)}$. This operator takes the form

$$U^E_{k, t} = \begin{cases} e^{2\pi i \alpha(t)/T} e^{-i B_0 t, (t-t_0)} \\ -ie^{-2\pi i \sin(k_x \sigma_1 + k_y \sigma_2) T} e^{-i B_0 t, (t-t_0)} \\ e^{-2\pi i \sin(k_x \sigma_1 + k_y \sigma_2) T} e^{-i B_0 t, (t-t_0)} \\ e^{-2\pi i \sin(k_x \sigma_1) T} e^{-i B_0 t, (t-t_0)} \\ e^{-2\pi i \sin(k_y \sigma_2) T} e^{-i B_0 t, (t-t_0)} \\ e^{-2\pi i \sin(k_x \sigma_1 + k_y \sigma_2) T} e^{-i B_0 t, (t-t_0)} \\ e^{-2\pi i \sin(k_y \sigma_2) T} e^{-i B_0 t, (t-t_0)} \\ e^{-2\pi i \sin(k_y \sigma_2) T} e^{-i B_0 t, (t-t_0)} \end{cases}$$

(D1)

where we introduced the notation $\delta k = k_x - k_y$. We notice that only during the third segment of the drive the unitary $U^E_{k, t}$ will give a nontrivial contribution to the winding number, as it does not depend independently on $k_x$ and $k_y$ for the other segments of the drive. One then finds

$$\left(U^E_{k, t}\right)^\dagger \partial_t U^E_{k, t} = i \sigma_3,$$

(D2)

$$\left(U^E_{k, t}\right)^\dagger \partial_t U^E_{k, t} = -i \sin^2 \left(\frac{2\pi t}{T}\right) \sigma_3 - i \sin \left(\frac{4\pi t}{T}\right) \times [\cos(a)\sigma_1 + \sin(a)\sigma_2],$$

(D3)

$$\left(U^E_{k, t}\right)^\dagger \partial_t U^E_{k, t} = -i \frac{BT}{T} \sigma_3 - \frac{2\pi}{T} [\cos(a)\sigma_1 - \sin(a)\sigma_2],$$

(D4)

where we introduced the notation $a = k_x - 2k_y + (-1 + \frac{2}{7}BT)$. We conclude that the trace gives $\frac{2\pi}{T} \sin(\frac{4\pi t}{T})$, and therefore we obtain $W_3[U^E_{k, t}] = 1$, for any value of $BT$ as long as the adiabatic limit holds.

#### 2. Doubling of the unit cell

We now consider a redefinition of the unit cell for the adiabatic $N = 2$ Hopf pump of Sec. VI B 1. We double the unit cell in the $x$ direction; hence, there are 4 orbitals per unit cell, as shown in Fig. 12. The model has 2 bands, both doubly degenerate. Thus the classification discussed in this article cannot apply in this example, as all the bands are not separated by a gap.

We first consider the gauge $|u_{k, t,n}\rangle$, $n = 1, \ldots, 4$, that is obtained by Fourier transform of the following WFs (38) and (39): $|w_{R,R,1}\rangle$, $|w_{R,R,2}\rangle$, $|w_{R+1,R,1}\rangle$, and $|w_{R+1,R,2}\rangle$; see Fig. 12. The direct calculation of the third winding number defined by such gauge choice gives $W_3[U^E_{k, t}] = 1$.

Next, we introduce a change of basis between the two lower degenerate bands:

$$\tilde{u}_{k, t, 1} = \alpha_{k, t} |u_{k, t, 1}\rangle + \beta_{k, t} |u_{k, t, 3}\rangle,$$

$$\tilde{u}_{k, t, 2} = \gamma_{k, t} |u_{k, t, 1}\rangle + \delta_{k, t} |u_{k, t, 3}\rangle,$$

which defines a unitary $2 \times 2$ matrix $V_{k, t} = \begin{pmatrix} \alpha_{k, t} & \beta_{k, t} \\ \gamma_{k, t} & \delta_{k, t} \end{pmatrix}$.

The above gauge defines a new unitary matrix $\tilde{U}_{k, t}$. We make a choice for $V_{k, t}$ such that $W_3[V_{k, t}] = 1$; this can be obtained by taking $V_{k, t}$ to be the unitary of the 2-site unit cell example studied previously. Using this definition for the gauge transformation, we obtain $\tilde{U}_{k, t}$:

$$\tilde{U}_{k, t} = \begin{pmatrix} \cos(t_0)^2 & \sin(t_0) & -\sin(t_0) \cos(t_0) & 0 \\ -\sin(t_0) \cos(t_0) & \cos(t_0) & \sin(t_0)^2 & 0 \\ \cos(t_0) \sin(t_0) & 0 & \cos(t_0)^2 & \sin(t_0) \\ -\sin(t_0)^2 & 0 & -\sin(t_0) \cos(t_0) & \cos(t_0) \end{pmatrix},$$

(D7)
Therefore \( W_3(\tilde{U}_{k,x}) = 0 \), demonstrating that the third winding number is not gauge independent in the presence of the band degeneracies.

Furthermore, imposing open boundary conditions in the \( y \) direction, the edge Chern number can be computed using the Wannier cut procedure described in the main text. We consider for concreteness 8 layers in the \( y \) direction, which defines the ribbon supercell of 32 cells. We compute the bulk hybrid WFs \( |\tilde{u}_{k,x,n}\rangle \) from the Bloch eigenvectors \( |u_{k,x,n}\rangle \). Using these bulk hybrid WFs, we obtain the upper edge projector \( P_{k,x}^{\text{edge}} \) by removing the 16 WFs from the bulk. Explicit computation leads to \( \text{Ch}^{\text{edge}} = 0 \), since the contributions of the third and fourth time segments cancel each other.

Lastly, we can define the \((N = 4)\)-band Hopf pump using the Bloch eigenstates \( |u_{k,x,n}\rangle \)

\[
\hat{h}_{k,x} = \sum_{n=1}^{4} n |\tilde{u}_{k,x,n}\rangle \langle \tilde{u}_{k,x,n}| ,
\]

such that the 4 bands are now nondegenerate. The Abelian part of the third Chern-Simons form can be computed explicitly,

\[
\sum_{n=1}^{4} P_{k,x}^{n} = -\frac{1}{6}.
\]

This Hamiltonian (D11) has \( N_{\text{hopf}} = 0 \), since the third winding number of \( \tilde{U}_{k,x} \) vanishes. For this example \( N_{\text{hopf}} \neq \sum_{n=1}^{4} P_{k,x}^{n} \) holds; thus, the non-topological orbital magnetization \( \sum_{n=1}^{4} m^{\text{nonop}}_{n} = 1/6 \) does not vanish.

3. The \( N = 3 \) Hopf pump

For \( t \in [0, T/6] \), the states evolve as

\[
\begin{align*}
|u_{k,x,11}\rangle & = \cos(t_1) |u_{k,x,11}\rangle + \sin(t_1) e^{iK} |u_{k,x,12}\rangle, \\
|u_{k,x,12}\rangle & = |u_{k,x,12}\rangle, \\
|u_{k,x,13}\rangle & = \cos(t_1) |u_{k,x,13}\rangle + \sin(t_1) e^{-iK} |u_{k,x,14}\rangle,
\end{align*}
\]

where we introduced the notation \( t_n = \frac{2\pi}{T} (t - nT) \) and the parameter \( \delta \in \mathbb{R} \), which creates the asymmetry between the trajectories of \( |0\rangle \) and \( |1\rangle \). For \( t \in (T/2, T] \), the states evolve as

\[
\begin{align*}
|u_{k,x,11}\rangle & = \cos(t_1) |u_{k,x,11}\rangle + \sin(t_1) |u_{k,x,12}\rangle, \\
|u_{k,x,12}\rangle & = \cos(t_1) |u_{k,x,12}\rangle + \sin(t_1) e^{iK} |u_{k,x,13}\rangle, \\
|u_{k,x,13}\rangle & = \cos(t_1) |u_{k,x,13}\rangle + \sin(t_1) e^{-iK} |u_{k,x,14}\rangle,
\end{align*}
\]

For \( t \in (\frac{T}{4}, \frac{3T}{4}] \), the states evolve as

\[
\begin{align*}
|u_{k,x,11}\rangle & = -\cos(t_1) |u_{k,x,11}\rangle - \sin(t_1) e^{iK} |u_{k,x,12}\rangle, \\
|u_{k,x,12}\rangle & = \cos(t_1) |u_{k,x,12}\rangle - \sin(t_1) e^{iK} |u_{k,x,13}\rangle, \\
|u_{k,x,13}\rangle & = |u_{k,x,13}\rangle,
\end{align*}
\]

where the notation \( K = k_x + k_y \) has been introduced. For \( t \in (\frac{2T}{3}, \frac{4T}{3}] \), the states evolve as

\[
\begin{align*}
|u_{k,x,11}\rangle & = -\cos(t_1) |u_{k,x,11}\rangle + \sin(t_1) e^{-iK} |u_{k,x,12}\rangle, \\
|u_{k,x,12}\rangle & = \cos(t_1) |u_{k,x,12}\rangle - \sin(t_1) e^{-iK} |u_{k,x,13}\rangle, \\
|u_{k,x,13}\rangle & = |u_{k,x,13}\rangle,
\end{align*}
\]

For \( t \in (\frac{5T}{6}, T] \), the states evolve as

\[
\begin{align*}
|u_{k,x,11}\rangle & = \cos(t_1) e^{-iK} |u_{k,x,11}\rangle + \sin(t_1) |u_{k,x,12}\rangle, \\
|u_{k,x,12}\rangle & = \cos(t_1) e^{iK} |u_{k,x,12}\rangle - \sin(t_1) |u_{k,x,13}\rangle, \\
|u_{k,x,13}\rangle & = |u_{k,x,13}\rangle,
\end{align*}
\]
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