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Abstract

This article introduces the novel framework of max-algebraic hybrid automata as a hybrid modelling language in the max-plus algebra. We show that the modelling framework unifies and extends the switching max-plus linear systems framework and is analogous to the discrete hybrid automata framework in conventional algebra. In addition, we show that the framework serves as a bridge between automata-theoretic models in max-plus algebra and switching max-plus linear systems. In doing so, we formalise the relationship between max-plus automata and switching max-plus linear systems in a behavioural sense. This also serves as another step towards importing tools for analysis and optimal control from conventional time-driven hybrid systems to discrete-event systems in max-plus algebra.

1 Introduction

Max-algebraic models are particularly suited for modelling discrete-event systems, with synchronisation but no concurrency or choice, when timing constraints on event occurrences are of explicit concern in system dynamics and performance specifications [1, 2, 13]. The modelling class coincides with that of timed-event graphs. Moreover, the modelling formalism provides a continuous-variable dynamic representation of discrete-event systems analogously to time-driven systems. This similarity has served as the key motivation in the development of max-plus linear system theory, analogously to classical linear systems theory [1, 4].

The major limitation of the max-plus linear modelling framework is rooted in its inability to model competition and/or conflict among several event occurrences [13]. The formalism then resorts to the dual min-plus operations to model conflict resolution policies explicitly in the algebraic system description [1, 3].

Automata-theoretic models for discrete-event systems, on the other hand, are particularly suited for modelling conflicts and certain forms of concurrency. To this end, models have been proposed in literature that follow a modular approach by allowing the conflict resolution mechanism be handled by a discrete variable taking values in a finite set [7, 23]. The resulting hybrid phenomenon due to the interaction of the discrete-valued and continuous-valued dynamics is the focus of this article. In this context, there are two layers of behaviour that are studied: logical ordering of the events on the one hand, and the timing of events on the other.

The max-plus automata approach for modelling the aforementioned hybrid phenomenon forms an extension of finite automata where transitions are given weights in the max-plus algebra [7]. The weight encodes the timing information as the price of taking the transition. The output under a given input sequence over an event alphabet is then evaluated, in the max-plus algebra, as the accumulated weight. Such models lend themselves to path-based performance analysis for discrete-event systems [7, 8].

An alternative approach involves the Switching Max-Plus Linear (SMPL) modelling paradigm [23]. Such models extend the max-plus linear modelling framework by allowing changes in the structure of synchronisation and ordering constraints as the system evolves [23]. This offers a compromise between the powerful description of hybrid systems and the decision-making capabilities in max-plus algebra [5, 23]. Moreover, the SMPL formalism offers the flexibility of explicitly modelling different switching mechanisms between the operating modes in a single framework [24].

In current article, we propose a novel max-algebraic hybrid automata framework to model discrete-event systems analogously to the hybrid automata framework of...
and a dual of the max-plus semiring acting on the set denoted as $\mathbb{R}_e^n \setminus \{\varepsilon, \top\}^n$.

The max-plus Boolean semiring defined as $\mathbb{B}_{\text{max}} = (\mathbb{B}, \oplus, \otimes)$, where $\mathbb{B}_e = \{\varepsilon, 1\}$, is isomorphic to the Boolean semiring $\mathbb{B} = (\{\text{false}, \text{true}\}, \lor, \land)$.

Max-min-plus-scaling functions. The Max-Min-Plus-Scaling (MMPS) expression $f$ of the variables $x_1, \ldots, x_n$ is defined by the grammar\(^1\)

$$f := x_i | a f_k \oplus f_l | f_k \odot f_l + f_l | f_k | f_k,$$  \hspace{1cm} \hspace{1cm} (1)

where $f_k$ and $f_l$ are again MMPS expressions.

Any max-min-plus expression $f$ can be placed in the max-min-plus conjunctive form:

$$f = f_1 \odot f_2 \odot \cdots \odot f_m,$$

$$i \neq j \Rightarrow f_i \not\sim f_j,$$

where $f_k$ and $f_l$ are again max-min-plus expressions.

A max-min-plus expression $f$ of variables $x_1, \ldots, x_n$ is defined by the grammar

$$f := x_i | a f_k + f_l | f_k + f_l | f_k + a + \alpha, \alpha, \alpha \in \mathbb{R}, i \in \mathbb{N},$$

where $f_k$ and $f_l$ are again max-min-plus expressions. Any such max-min-plus expression $f$ can be placed in the max-min-plus conjunctive form:

$$f = f_1 \odot f_2 \odot \cdots \odot f_m,$$

$$i \neq j \Rightarrow f_i \not\sim f_j,$$

where $f_k$ and $f_l$ are again max-min-plus expressions. Any such max-min-plus expression $f$ can be placed in the max-min-plus conjunctive form:

$$f = f_1 \odot f_2 \odot \cdots \odot f_m,$$

$$i \neq j \Rightarrow f_i \not\sim f_j,$$

where $f_k$ and $f_l$ are again max-min-plus expressions. Any such max-min-plus expression $f$ can be placed in the max-min-plus conjunctive form:

$$f = f_1 \odot f_2 \odot \cdots \odot f_m,$$

$$i \neq j \Rightarrow f_i \not\sim f_j,$$

where $f_k$ and $f_l$ are again max-min-plus expressions.
for $j \in m$. An empty word is denoted as $\epsilon$. An accepting path for a word $\omega_m \in \Sigma^*$ on the finite automaton $T$ is defined as the sequence of states $(q_0, q_1, \ldots, q_m) \in Q^{m+1}$ if $q_0 \in Q_0$, $q_m \in Q_f$, and $q_i \in \delta(q_{i-1}, l_i)$ for all $i \in m$. The set of words $\omega_m \in \Sigma^*$, $m \in \mathbb{N}$ accepted by some path on the finite automaton is denoted as $[\Sigma]^\mathbb{N}$, i.e. the language of the finite automaton $T$.

3 Max-algebraic models of discrete-event systems

This section aims at recapitulating models in the max-plus algebra that capture synchronisation as well as certain forms of concurrency in discrete-event systems. For simplification of the exposition and for further systematic comparisons, we also present a common description of the underlying signals in discrete-event systems.

3.1 Synchronisation and concurrency

The max-algebraic modelling paradigm characterises the behaviour of a discrete-event system by capturing the sequences of occurrence times of events (or, temporal evolution) over a discrete event counter. This, in particular, is useful when the events are ordered by the phenomena of synchronisation (max operation), competition (min operation), and time delay (plus operation) [1]. The phenomenon of concurrency arising due to variable sequencing (and hence variable synchronisation and ordering structure) of events can lead to a semi-cyclic behaviour [25]. Below we discuss two different modelling approaches, namely SMPL systems and max-plus automata, that extend the max-plus linear framework to incorporate such concurrency. Here, the shared characteristic is the introduction of a discrete variable that completely specifies the ordering structure at a given event counter. This interaction of synchronisation and concurrency is, thus, hybrid in nature.

3.2 Signals in discrete-event systems

We refer to variables with finite or countable valuations as discrete, and variables with valuations in $\mathbb{R}_+$ as continuous. An event-driven system with both continuous and discrete variables evolving over a discrete counter $k$ is characterised by the following signals:

- $x(\cdot)$ and $l(\cdot)$: continuous and discrete states respectively;
- $u(\cdot)$ and $v(\cdot)$: continuous and discrete controlled inputs respectively;
- $y(\cdot)$: continuous output;
- $r(\cdot)$ and $w(\cdot)$: continuous and discrete exogenous inputs respectively. The signal $r(\cdot)$ can represent a reference signal or a max-plus additive uncertainty in the continuous state $x$. The signal $w(\cdot)$ can represent a scheduling signal or uncertainty in mode switching;
- $p(\cdot)$: continuous exogenous signal. It can represent a parametric or max-plus multiplicative perturbation in the continuous dynamics that is either exogenous or state-dependent.

The uncontrolled exogenous inputs, hereafter, are collected into a single signal $\Theta(\cdot)$. This signal is partitioned as $\Theta = [\Theta_x^T, \Theta_u^T]^T$. Here $\Theta_x = [r^T, p^T]^T$ denotes the uncertainty in the continuous-state evolution, and $\Theta_u = w$ denotes the uncertainty in the discrete-state evolution.

3.3 Switching max-plus linear systems

The dynamics of a general model in max-plus algebra in mode $l(k) \in \mathcal{L} = m_\mathcal{L}$ for the continuous state $x(k) \in \mathbb{R}_+$ at event counter $k \in \mathbb{N}$ can be written as follows:

$$
\begin{align*}
x(k) &= f(l(k), x(k-1), u(k), \Theta_x(k)), \\
l(k) &= \phi(l(k-1), x(k-1), u(k), v(k), \Theta_l(k)), \\
y(k) &= h(l(k), x(k), u(k), \Theta_u(k))
\end{align*}
$$

(2)

where the functions $f(\cdot)$ and $h(\cdot)$ represent the evolution of the continuous state and output, respectively, as MMPS functions. The function $\phi(\cdot)$ encodes the switching mechanism.

We refer to an open-loop SMPL system, $\mathcal{S}_0$, when the functions $f$ and $g$ are max-plus linear in states and inputs for a fixed $l$ and control inputs $u$ and $v$ are absent. On the other hand, we refer to a controlled SMPL system, $\mathcal{S}_C$, when a controller is also part of the system description. The control inputs in (2) can then be modelled as outputs of a control algorithm:

$$
\begin{align*}
u(k) &= f_{C}^u(z(k), \Theta(k)) \\
v(k) &= f_{C}^v(z(k), \Theta(k)).
\end{align*}
$$

(3)

Here, the signal $z(\cdot)$ denotes the performance signal composed of the (past) known values of the continuous and discrete states, and continuous inputs. It is noted here that the functions $f_{C}^u(\cdot)$ might not have a closed form. The most popular control algorithms for continuous-valued discrete-event systems in literature are residuation [18] and model predictive control [24].

An important subclass of controlled SMPL systems can be represented using max-min-plus linear functions. This encompasses the class of max-plus linear systems in open-loop and closed-loop with static [23] and certain dynamic feedback controllers (for e.g., via residuation [14]). The max-min-plus linear functions can also be used to model the dynamics of a subclass of timed Petri nets under a first-in first-out policy [19,20].

A controlled SMPL system can be represented as the connection of an MMPS dynamics $f$ in (2) and a controller dynamics $f_C$ in (3) via a switching mechanism $\phi$
in (2). The controlled SMPL system can then be represented as a modification of discrete hybrid automata proposed in [21] as shown in Fig. 1. The major differences between our framework and that of [21] are: i) the control algorithm is explicitly included in the model description, and ii) the mode selector can also model a discrete dynamic process. The mode dynamics, however, is still piecewise affine due to the equivalence of max-min-plus-scaling and piecewise-affine systems under fairly non-restrictive assumptions on boundedness and well-posedness of the dynamics [10,24].

In the sequel, we will adopt a more general representation for the transition notation. We denote by \((l^+, x^+)\) the successors of the current global state \((l, x)\). Similarly, we denote by \((l^-, x^-)\) the known state information that could possibly contain some parts of the current global state \((l, x)\) [22].

![Figure 1. The SMPL system in closed loop SC with a controller, represented as a subclass of the class of discrete hybrid automata.](image)

3.3.1 Switching mechanism

The dynamic evolution of the discrete state \(l\) can be brought about by either i) a discontinuous change in the continuous dynamics \(f(\cdot)\) when the states satisfy certain constraints, or ii) in a non-autonomous response to an exogenous event occurrence via the signal \(w(\cdot)\). We refer to the dynamics as autonomous in the absence of exogenous inputs \(\Theta\).

We refer to the discrete evolution as controlled when the controller (via (3)) is incorporated into the system description in (2). Now we classify the switching mechanisms due to autonomous/non-autonomous and controlled/uncontrolled behaviour [23, 24]. The notions are then sub-classified in increasing order of complexity, where the first case(s) are special cases of the last one:

1. State-dependent switching: The function \(\phi\) does not depend on exogenous inputs. The switching class can be segregated based on the presence or absence of controllers:
   a. Autonomous switching: The controller is either absent or contains only memoryless maps that can be incorporated in the dynamics \(f:\)
      \[
      \left(l^+ x^+ \right)^T = f_\phi(l, x^-).
      \]
   b. Autonomous controlled switching: The control algorithm, in this case, is explicitly part of the system description:
      \[
      \left(l^+ x^+ (u^+) (v^+) \right)^T = f_{\phi,C}(l, x^-, u, v).
      \]

2. Event-driven switching: The function \(\phi\) depends only on discrete inputs (exogenous or controlled) and discrete states. The class can be subdivided as follows:
   a. Externally driven switching: The switching sequence is completely (arbitrarily) specified by a discrete exogenous input. Therefore, the switching happens uncontrollably in response to exogenous events:
      \[
      l = \phi(\Theta_l).
      \]
   b. Constrained switching: The switching sequence is driven by a discrete exogenous input with constraints on allowed sequences:
      \[
      l = \phi(l^-, \Theta_l).
      \]
   c. Constrained controlled switching: A combination of an exogenous discrete input and a discrete control input together describe the switching sequence along with constraints on allowed sequences:
      \[
      l = \phi(l^-, v, \Theta_l).
      \]

3.4 Max-plus automata

The max-plus automata are a quantitative extension of finite automata combining the logical aspects from automata/language theory and timing aspects from max-plus linear system [7]. Here, the concurrency is handled at the logical level of the finite automaton. The variable ordering structure in the sequence of events is brought about by the set of accepted input words. The transition labels are augmented with weights in the max-plus semiring. The continuous-variable output dynamics appears as a max-plus accumulation of these weights over the paths accepted by an input word. We now recall the formal definition to elucidate the functioning of a max-plus automaton.
Then the evolution of the continuous-valued dynamics of the max-plus automaton \( \mathcal{A} \) can be represented as [7]:

\[
\begin{align*}
x(\omega_k) &= x(\omega_{k-1}) \otimes \mu(l_k), & x(\epsilon) &= \alpha^\top \\
g(\omega_k) &= \alpha^\top \otimes \mu(l_1) \otimes \mu(l_2) \otimes \cdots \otimes \mu(l_k) \otimes \beta
\end{align*}
\]  

(6)

The finite-state discrete abstraction of a max-plus automaton is a finite automaton. It can be obtained by restricting the weights on transitions of \( \mathcal{A} \) to the Boolean semiring \( \mathbb{B} \) [7]:

\[
\mathcal{A}_T = (S, \Sigma, \delta, S_0, S_f),
\]

(7)

where the partial transition relation \( \delta : S \times \Sigma \rightarrow 2^S \) is defined such that \( s' \in \delta_A(s, l) \) if \( [\mu(l)]_{s,s'} \notin \varepsilon \). Similarly, we have \( s \in S_0 \) if \( \alpha(s) \notin \varepsilon \) and \( s' \in S_f \) if \( \beta(s') \notin \varepsilon \). The acceptance condition for a word by the automaton \( \mathcal{A}_T \) follows immediately [7]. Moreover, the max-plus automaton and its finite-state discrete abstraction share the same language, i.e. \( \| \mathcal{A}_T \|_L = \| \mathcal{A} \|_L \).

Example 1 A max-plus automaton (from [7]) with states \( S = \{1, 2, 3\} \) over finite alphabet \( \Sigma = \{a, b\} \) is depicted in Fig. 2. The transition weight functions can be represented as matrices of appropriate dimensions:

\[
\begin{align*}
\alpha &= \begin{pmatrix}
\varepsilon & 1 & 3 \\
\varepsilon & 4 & \varepsilon \\
\varepsilon & \varepsilon & \varepsilon
\end{pmatrix}, & \mu(a) &= \begin{pmatrix}
\varepsilon & \varepsilon & \varepsilon \\
2 & \varepsilon & 1 \\
7 & 5 & 1
\end{pmatrix} \\
\beta &= \begin{pmatrix}
2 & \varepsilon & \varepsilon
\end{pmatrix}^\top.
\end{align*}
\]  

(8)

The generated language can be obtained from the event labels of the paths originating from the initial state 1 and terminating at the final state 2 in Fig. 2. Such words \( \omega \in \Sigma^* \) are of the form ab, aab, aabb, and so on.

We can now proceed to the introduction of a unified modelling framework represented by a max-algebraic hybrid dynamical system.

4 Unified modelling framework

We propose a novel modelling framework of max-algebraic hybrid automata for discrete-event systems as hybrid dynamical systems in the max-plus algebra (2). The modelling language allows composition with controllers/supervisors and abstraction to refine design problems for individual components. We also propose a finite-state discrete abstraction of the max-algebraic hybrid automaton that preserves the allowed ordering of events of the discrete-event system.

Later, we show (in Section 5) that the proposed max-algebraic hybrid automata framework also serves as a
link between SMPL systems and max-plus automata. The proposed modelling framework is more descriptive than SMPL systems and max-plus automata in that it allows to capture the different types of interactions between the continuous and discrete evolutions (as presented in Section 3.3.1). Most importantly, the model retains the structure of switching between dynamical systems.

4.1 Max-algebraic hybrid automata

A max-algebraic hybrid automaton is presented as an extension of the open hybrid automata in [15,16] to incorporate max-algebraic dynamics.

Definition 2 A max-algebraic hybrid automaton with both continuous and discrete inputs and distinct operating modes can be represented as a tuple

\[ \mathcal{H} = (Q, X, U, V, Y, \text{Init}, F, H, \text{Inv}, E, G, R, \Lambda) \]  

where:

- \( Q \) is a finite set of discrete states (or, modes);
- \( Q \subseteq \mathbb{R}_+^n \) is the set of continuous states;
- \( U \subseteq \mathbb{R}^m \) is the set of continuous inputs;
- \( V \) is a finite set of discrete inputs;
- \( Y \subseteq \mathbb{R}^p \) is the set of discrete outputs;
- \( \text{Init} \subseteq Q \times X \) is the set of initial states;
- \( F : Q \times X \times U \rightarrow X \) is the continuous-valued dynamics associated to each mode \( q \in Q \);
- \( H : Q \times X \times U \rightarrow Y \) is the continuous-valued output equation;
- \( \text{Inv} : Q \rightarrow 2^{Q \times U \times V} \) assigns to each \( q \in Q \) an invariant domain specifying a set of admissible valuations of the state and input variables.
- \( G : E \rightarrow 2^{Q \times U \times V} \) is the collection of guard sets which assigns to each edge \( \eta = (q,q') \in E \) the admissible valuation of the state and input variables when transition from the mode \( q \) to \( q' \) is possible;
- \( R := E \cup U \times V \rightarrow 2^Q \times X \) is the collection of reset maps which assigns to each edge \( \eta = (q,q') \in E \), \( u \in U \) and \( v \in V \) a destination map specifying the continuous states before and after a discrete transition;
- \( \Lambda : Q \times X \rightarrow 2^Q \times X \) assigns to each \( q \) a set of admissible inputs.

The hybrid state of the max-algebraic hybrid automaton \( \mathcal{H} \) is given as \( (q,x) \in Q \times X \). The hybrid nature stems from the interaction of the discrete-valued state \( q \in Q \) and the continuous-valued state \( x \in X \). Moreover, the valuations of the continuous variables of \( \mathcal{H} \) are defined over the completed max-plus semiring \( \mathbb{R}_+^* \). Therefore, the proposed max-algebraic hybrid automaton forms a novel extension of the hybrid automata framework in [17].

The hybrid state of the max-algebraic hybrid automaton \( \mathcal{H} \) is subject to change starting from \( (q_0,x_0) \in \text{Init} \) as concatenations of i) discrete transitions in the continuous-valued state, to \( (q_0,x) \), according to \( x = F(q_0,x_0,\cdot) \), as long as the invariant condition of the mode \( q_0 \) is satisfied, i.e. \( (x,\cdot,\cdot) \in \text{Inv}(q_0) \), and ii) discrete transitions in the mode, \( (q_0,x) \) to \( (q',x') \), as allowed by the guard set \( (x,\cdot,\cdot) \in G(\eta) \), \( \eta = (q,q') \), while the continuous-valued state changes according to the reset map \( (x,x') \in R(\eta,\cdot,\cdot) \).

The exogenous inputs \( u \in U \) and \( v \in V \) allowed by a given hybrid state \( (q,x) \), or \( (u,v) \in \Lambda(q,x) \), can affect the system evolution through: i) the continuous-valued mode dynamics \( x' = F(q,x,u) \) and \( y = H(q,x,u) \) when \( (x,u,v) \in \text{Inv}(q) \), ii) the guard set \( (x',u,v) \in G(\eta) \) allowing discrete mode transitions along \( \eta = (q,q') \in E \), iii) the mode invariants \( (x',u,v) \notin \text{Inv}(q) \) forcing discrete mode transitions, and iv) the reset maps \( (x',x'') \in R(\eta,u,v) \).

4.2 Finite-state discrete abstraction of max-algebraic hybrid automata

We now propose a finite-state discrete abstraction of a max-algebraic hybrid automaton (9) by embedding it into a finite automaton. The proposed discrete abstraction of \( \mathcal{H} \) is a one-step transition system abstracting away valuations of the continuous variables while preserving the state-transition structure of the underlying discrete-event system.

To this end, we define one-step state transition relations corresponding to the mode dynamics \( F \) and \( H \) based on the underlying directed graph.

Assumption 1 The dynamics \( F : (q,x,u) \rightarrow F(x,q,u) \) and the output function \( H : (q,x,u) \rightarrow H(x,q,u) \) in (9) are max-min-plus functions of the state \( x \in X \) and the input \( u \in U \) for every mode \( q \in Q \). Also, the reset relation is defined such that for a discrete transition allowed by the guard set (i.e. \( (x,u,w) \in G(\eta) \) for \( \eta = (q,q') \)), we have \( x = x' \) if \( (x,x') \in R(\eta,u,w) \). We denote such a map as \( R(\cdot) := R_{id}(\cdot) \).

The subclass of max-algebraic hybrid automata modelled using max-min-plus functions is large enough to characterise a broad range of discrete-event systems (see Section 3.3). The assumption on the reset relation signifies that the exogenous discrete input via \( V \) does not directly impact the continuous-valued state \( x \in X \).

For convenience, it is also assumed that the functions \( F \) and \( H \) are in the max-min-plus conjunctive form (1). The ambiguity resulting from unspecified ordering of the max-plus projections, in (1), is not of consequence to the following analysis. Then, there exist \( L,M \in \mathbb{N} \) such that
the mode dynamics can be expressed as [9]:

\[
    x^+ = F(q, x, u) = \min_{l \in L} \left( A^{(q,l)} \otimes x \oplus B^{(q,l)} \otimes u \right), \\
    y = H(q, x, u) = \min_{m \in M} \left( C^{(q,m)} \otimes x \oplus D^{(q,m)} \otimes u \right).
\]  

(10)

Here, \( A^{(q,l)} \in \mathbb{R}^{n_q \times n_x} \), \( B^{(q,l)} \in \mathbb{R}^{n_q \times n_u} \) and \( C^{(q,m)} \in \mathbb{R}^{n_y \times n_x} \) for all \( q \in Q, l \in L \) and \( m \in M \).

We associate the sets of labels \( X_{\text{var}} = \{x_1, x_2, \ldots, x_n\} \), \( U_{\text{var}} = \{u_1, u_2, \ldots, u_n\} \) and \( Y_{\text{var}} = \{y_1, y_2, \ldots, y_m\} \) with the continuous-valued state, input and output variables, respectively.

**Definition 3** Given that Assumption 1 is satisfied, the one-step state transition graph \( \Gamma_F^{(q)} \subseteq (X_{\text{var}} \times X_{\text{var}}) \cup (U_{\text{var}} \times Y_{\text{var}}) \) of the continuous dynamics \( F(q, \cdot, \cdot), q \in Q \), is defined such that for \((i, j) \in n^2\) and \((p, j) \in n^2 \times n^2:\)

\[
    (x_i, x_j) \in \Gamma_F^{(q)} \Leftrightarrow \exists l \in L \text{ s.t. } [A^{(q,l)}]_{ji} \text{ is finite}, \\
    (u_p, x_j) \in \Gamma_F^{(q)} \Leftrightarrow \exists l \in L \text{ s.t. } [B^{(q,l)}]_{jp} \text{ is finite}.
\]

The one-step state transition graph \( \Gamma_H^{(q)} \subseteq (X_{\text{var}} \times Y_{\text{var}}) \cup (U_{\text{var}} \times Y_{\text{var}}) \) of \( H(q, \cdot, \cdot), q \in Q \), is defined such that for \((i, j) \in n^2 \times n_y\) and \((p, j) \in n_y \times n_y:\)

\[
    (x_i, y_j) \in \Gamma_H^{(q)} \Leftrightarrow \exists m \in M \text{ s.t. } [C^{(q,m)}]_{ji} \text{ is finite} \\
    (u_p, y_j) \in \Gamma_H^{(q)} \Leftrightarrow \exists m \in M \text{ s.t. } [D^{(q,m)}]_{jp} \text{ is finite}.
\]

(11)

The transition graph \( \Gamma_F^{(q)} \) corresponds to the support of the dynamics \( F \) in that the membership of a pair \((x_i, x_j)\) in \( \Gamma_F^{(q)} \) indicates whether the component \( F_j \) is an unbounded function of the coordinate \( x_i \) or not. Similarly, the transition graph \( \Gamma_H^{(q)} \) corresponds to the support of the output function \( H \).

**Proposition 1** Consider a max-algebraic hybrid automaton \( H \) (as in (9)) under Assumption 1. We assume that \( \mathbb{R}_+ = \mathbb{R}_+ \setminus \{0\} = \{x, y\}^n \). Then the max-algebraic hybrid automaton \( H \) generates a finite automaton.

**PROOF.** A finite automaton embedding a max-algebraic hybrid automaton can be generated as a one-step transition system:

\[
    \mathcal{H}_T = (Q, \Sigma, \delta_H, Q_0, Q_f),
\]

(12)

that consists of:

- the finite set of states \( Q = Q \times (X_{\text{var}} \cup U_{\text{var}}); \)
- the input alphabet as a union of mode transition event labels and the one-step transition label denoting state transitions within a mode, \( \Sigma = \mathcal{V} \cup \{1\}; \)
- the set of initial states \( Q_0 \) with \((q, x_j) \in Q_0 \subseteq Q \times (X_{\text{var}} \cup U_{\text{var}}) \) if \( (q, x) \in \text{Init} \) and \( x_j \neq \varepsilon \), and \((q, u_p) \in Q_0 \) if there exists \( x_j \in X_{\text{var}} \) such that \((u_p, x_j) \in \Gamma_F^{(q)} \);
- the set of final states \( Q_f \) with \((q, x_j) \in Q_f \subseteq Q \times (X_{\text{var}} \cup U_{\text{var}}) \) if there exists \( y_j \in Y_{\text{var}} \) such that \((x_i, y_j) \in \Gamma_H^{(q)} \); and \((q, u_p) \in Q_f \) if there exists \( y_j \in Y_{\text{var}} \) such that \((u_p, y_j) \in \Gamma_H^{(q)} \);
- the partial transition function \( \delta_H : Q \times (\mathcal{V} \cup \{1\}) \to 2^Q \) is defined as the combination of:
  i) the transition relation corresponding to the one-step evolution inside a mode as \((q, x_j) \in \delta_H(q, x_i) \) if \((x_i, x_j) \in \Gamma_F^{(q)} \), or \((q, x_j) \in \delta_H(q, u_p) \) if \((u_p, x_j) \in \Gamma_F^{(q)} \);
  ii) the transition relation corresponding to each edge \( e = (q, q') \in E \) as \((q', x_i) \in \delta_H(q, x_i, w) \) if there exists \( w \in \mathcal{V} \).

It is noted that the transitions via inputs from \( V \) do not entail transitions in the state \( x \in X_{\text{var}} \). Therefore, the transitions in the mode \( q \in Q \) via \( V \) and one-step state transitions in \( x \in X_{\text{var}} \) are allowed to occur concurrently. Then, the transition \((q', x_j) \in \delta_H(q, x_i, w) \) for some \((q, q') \in E \) and \( w \in \mathcal{V} \) represents a concatenation of labelled transitions \((q, x_i) \xrightarrow{1} (q, x_j) \) and \((q, x_j) \xrightarrow{w} (q', x_j) \). A similar statement holds for \((q', x_j) \in \delta_H(q, u_p, w) \).

5 Model relationships

In this section we formalise the relationships between the classes of SMPL models and max-plus automata described in Section 3 and the max-algebraic hybrid automata proposed in Section 4.1. To this end, we propose translation procedures among the three modelling classes to further establish partial orders among them.

5.1 Pre-order relationships

We first recall formal notions from literature for comparison of different modelling classes. This subsection is based entirely on [12, 26, 27].
We adopt a behavioural approach towards establishing relationships between different modelling classes, in that the systems are identified as a collection of input-state-output trajectories they allow.

Definition 4 The behavioural semantics of a dynamical system is defined as a triple $\Omega = (T, S, B)$, where $T$ is the time axis, $S$ is the signal space, and $B \subseteq S^T$ is the collection of all possible trajectories allowed by the system. The pair $(T, S)$ is the behavioural type of the dynamical system.

In the context of this article, $T = \mathbb{N}$ represents the event counter axis. The signal space $S$ is factorised as $S = \mathbb{D} \times I \times O$ into the state space $\mathbb{D}$, input space $I$, and output space $O$.

Definition 5 Given a behavioural system model $\Omega = (T, S, B)$ with $S = \mathbb{D} \times I \times O$ factorised into the state, input and output space, respectively. The input-output behaviour of the system model $\Omega$ is the projection of the behaviour $B$ on the set of input-output signals, $\pi_{IO}(B) \subset I^T \times O^T$.

We now proceed to define an input-output behavioural relationship between two dynamical systems.

Definition 6 Consider two dynamical systems $\Omega_i = (T, D_i, I \times O, B_i)$, $i = 1, 2$. The dynamical system $\Omega_1$ is said to be behaviourally included in $\Omega_2$, denoted as $\Omega_1 \subseteq_B \Omega_2$, if $\pi_{IO}(B_1) \subseteq \pi_{IO}(B_2)$.

The notion of behavioural equivalence (denoted as $\Omega_1 \simeq_B \Omega_2$) follows if the said behavioural inclusion is also symmetric.

The input-output behaviour of a finite automaton can be defined as the collection of all accepted words. In that case, the condition of behavioural equivalence of finite automata implies the equality of their generated languages [12].

We now define pre-order relation that also captures the state transitions structures of two dynamical systems. We first define the concept of a state map.

Definition 7 Given a dynamical system $\Omega = (T, D \times I \times O, B)$. A state map is defined as a map $\varphi : I \times O \times T \to D$ such that for every $(x, w, y) \in B$ there exists $\tau \in T$ such that $x = \varphi(w, y, \tau)$.

The following notion provides a sufficient condition for demonstrating that an input-output behavioural relationship exists between two dynamical systems.

Definition 8 Consider two dynamical systems $\Omega_i = (T, D_i \times I \times O, B_i)$, $i = 1, 2$, and their respective state maps $\varphi_1$ and $\varphi_2$. A simulation relation from $\Omega_1$ to $\Omega_2$, $\Psi : T \to 2^{\mathbb{D} \times \mathbb{D}}$, is defined such that for any $\tau \in T$ if $(x_1, x_2) \in \Psi(\tau)$ and $(x_1, w_1, y_1) \in B_1$ where $x_1 = \varphi_1(w_1, y_1, \tau)$ then there exists $(x_2, w_2, y_2) \in B_2$ such that $x_2 = \varphi_2(w_2, y_2, \tau)$, and for all $\tau' \geq \tau$ such that $w_1(\tau') = w_2(\tau')$ we have: i) $\varphi_1(w_1(\tau), y_1(\tau'), \tau') \in \Psi(\tau')$, and ii) $y_1(\tau') = y_2(\tau')$.

The dynamical system $\Omega_1$ is said to be simulated by $\Omega_2$, $\Omega_1 \preceq_S \Omega_2$, if a simulation relation exists from $\Omega_1$ to $\Omega_2$.

The notion of bisimilarity (denoted as $\Omega_1 \simeq_S \Omega_2$) follows if the said simulation relation is also symmetric.

Finally, we recall the following result from the literature.

Lemma 1 ([12]) Consider two dynamical systems $\Omega_i = (T, D_i \times I \times O, B_i)$, $i = 1, 2$, and their respective state maps $\varphi_1$ and $\varphi_2$. Then the following implication holds:

$$\Omega_1 \preceq_S \Omega_2 \Rightarrow \Omega_1 \simeq_B \Omega_2.$$
We now consider a closed-loop SMPL system $S$. The discrete state characteristics are defined for all $q \in \mathbb{N}$, as: $(q, x_0) \in \text{Init}$, $F(q, \cdot, \cdot) = f(q, \cdot, \cdot)$, $H(q, \cdot, \cdot) = h(q, \cdot, \cdot)$, and $\text{Inv}(q) = \{(x_h, (w, r)) | \phi(q, x_h, (w, r)) = q\}$. The edge characteristics are defined for all $(q, q') \in E \subseteq \mathbb{N}_L \times \mathbb{N}_L$ as: $G = \{(x_h, (w, r)) | \phi(q, x_h, (w, r)) = q\}$, and $R(\cdot) := R_{\text{id}}(\cdot)$. There are no constraints on the admissible inputs, i.e. $\Lambda(q, x) = 2^4$ for all $(q, x_h) \in X$.

Note that the two systems share the same state, input and output spaces. An event counter dependent simulation relation can be defined such that for a given $k' \in \mathbb{N}$, if $((l, x), (q, x_h)) \in \Psi(k')$ then we have $l(k') = q(k')$ and $x(k') = x_h(k')$. It is now sufficient to show that the two models produce state trajectories, under the same input sequence $(w(k)), r(k))$ for $k \geq k'$, such that $x(k) = x_h(k)$ and $l(k) = q(k)$.

Let $((l, x), (q, x_h)) \in \Psi(k')$, $l(k') = l_1$, and $k'' = \inf\{k \in \mathbb{N} | \phi(l(x), x(k) - 1) \neq l_1, k > k'\}$. We have now that any continuous-valued state trajectory (4) of the SMPL system inside the mode $l(k) = l_1, k \in \{k', k' + 1, \ldots, k'' - 1\}$, also satisfies the invariance condition of the mode $q(k) = l_1$. Then, for the same input sequence we have $x(k) = x_h(k) = f(l(x), r(k))$ as long as $l(k) = q(k) = l_1$. For a mode change $l(k'') = l_2 \neq l_1$ such that $\phi(l_2, x(k'' - 1)) = l_2$, the invariance condition of mode $q(k) = l_1$ is also violated in the max-algebraic hybrid automaton resulting in a transition in the state from $(l_1, x_h(k''))$ to $(l_2, x_h(k''))$ with $x(k'') = x_h(k'')$. Thus, $((l, x), (q, x_h)) \in \Psi(k)$ for all $k \geq k'$. Moreover, the output function is shared by both the models resulting in $y(k) = y_h(k)$ for all $k \geq k'$.

The simulation relation $\Psi(\cdot)$ is indeed symmetric. Hence, we have $S \simeq_S H$.

**Theorem 5.2** Given a closed-loop SMPL system $S$, there exists a max-algebraic hybrid automaton $H$ that bisimulates it, i.e. $S \simeq_S H$.

**Proof.** We now consider a closed-loop SMPL system $S$ behaviour consisting of states $(l, z) \in D = \mathbb{N}_L \times \mathbb{Z}^{1+n+n+n+n}$, where $z(k) = [l(k) - 1, x(k) - 1, u(k - 1), v(k - 1)]^T$, inputs $(w, r) \in \mathbb{R}^m \times \mathbb{R}^n$, and output $y \in \mathbb{R}^d$ defined on an event counter $k \in \mathbb{N}$. The state maps are defined as compositions of (2) and (3) such that $z(k) = f_{\phi, C}(l(k), z(k - 1), r(k))$, $l(k) = \phi(l(k), z(k) - 1$, $(w, r), r(k))$ and $y(k) = h_{\phi, C}(l(k), z(k), r(k))$. The initial condition is denoted as $z_0 = z(0) \in \mathbb{R}^d$.

A max-algebraic hybrid automaton $H$ is constructed with the states $q \in Q = \mathbb{N}_L$ and $x_h \in X = \mathbb{Z}^{1+n+n+n+n}$, the inputs $(w, r) \in \mathbb{R}^d$ and the output $y \in \mathbb{R}^d$. The discrete state characteristics are defined for all $q \in \mathbb{N}_L$ as: $(q, x_0) \in \text{Init}$, $F(q, \cdot, \cdot) = f(q, \cdot, \cdot)$, $H(q, \cdot, \cdot) = h(q, \cdot, \cdot)$, and $\text{Inv}(q) = \{(x_h, (w, r)) | \phi(q, x_h, (w, r)) = q\}$. The edge characteristics are defined for all $(q, q') \in E \subseteq \mathbb{N}_L \times \mathbb{N}_L$ as: $G = \{(x_h, (w, r)) | \phi(q, x_h, (w, r)) = q\}$, and $R(\cdot) := R_{\text{id}}(\cdot)$. There are no constraints on the admissible inputs, i.e. $\Lambda(q, x) = 2^4$ for all $(q, x_h) \in X$.

Then the rest of the proof follows analogously to that of the open-loop case in Theorem 5.1. Hence, $S \simeq_S H$.

Due to the findings of the preceding theorem, the discrete transition structure of a max-algebraic hybrid automaton can be classified analogously to the switching mechanism of an SMPL system as presented in Section 3.3.1. An open-loop SMPL system with two modes and no continuous-valued inputs is shown in Fig. 3.

### 5.3 Equivalent max-algebraic hybrid automata for max-plus automata

This section establishes the relationships between max-plus automata and max-algebraic hybrid automata.

We first recall that a max-plus automaton (4) provides a finite representation for certain classes of discrete-event systems [7]. A trajectory of a max-plus automaton $A$ involves transitions among discrete states in $S$ such that a (possibly non-unique) accepting path attains the maximum accumulated weight corresponding to the output (5). The auxiliary variable $x(\cdot)$ in (6), however, does not constitute the state space. This is in contrast to the SMPL system description (2) where the transitions in the hybrid state $(l, x)$ govern the dynamics.

We first treat the problem of generating an equivalent max-algebraic hybrid automaton of a given max-plus automaton behaviourally. We show that a subclass of open-loop SMPL systems (2) generates the same input-output behaviour as that of max-plus automata. The required relationship then follows from the notions presented in the preceding section.
Theorem 5.3 Given a max-plus automaton $A$, there exists an open-loop SMPL system $S_{OA}$ that captures its input-output behaviour, i.e. $A \preceq_B S_{OA}$.

PROOF. We first embed the given max-plus automaton $A = (S, \Sigma, \alpha, \mu, \beta)$ into a behavioural model consisting of states $s \in \mathbb{D}_1 = S = \{s_1, s_2, \ldots, s_n\}$, inputs $\omega \in \Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_m\}$, and output $y_{l} \in \mathbb{R}_e$. The input-output behaviour, $\pi_{IO}(B_A)$, then consists of the language of the max-plus automaton, $[[A]]_L \subseteq \Sigma^*$, and the output $\pi((\omega_{k})) = \alpha^T \otimes \mu(\omega_k) \otimes \beta \in \mathbb{R}$ for $\omega_k = \gamma_1 \gamma_2 \cdots \gamma_k \in [[A]]_L$, as in (6).

We recall that the language of the max-plus automaton is a map $[[A]]_L : \mathbb{N} \rightarrow \Sigma^*$ such that the sequence $\omega_k = \gamma_1 \gamma_2 \cdots \gamma_k \in \Sigma^*$ can be represented as a signal $w(j) = \gamma_j$ for all $j \in \mathbb{N}$. The output sequence description can be similarly extended and defined along the event counter $k \in \mathbb{N}$.

Consider an open-loop SMPL system $S_{OA}$ (as in (2)) with the states $(l, x) \in \mathbb{D}_2 = m \times \mathbb{R}_e^a$, input $w \in \Sigma$, and output $y \in \mathbb{R}_e$ defined on an event counter $k \in \mathbb{N}$. The state maps (as in (2)) are defined as $x(l, k) = A(l) \otimes x(l-1, k)$ and output as $y(l, k) = C \otimes x(l, k)$, where $C \in \mathbb{R}_e^{a \times n}$, $x(0) \in \mathbb{R}_e^a$, and $A(l) \in \mathbb{R}_e^{n \times n}$ for all $l \in m$, and

$$\phi(\cdot, x, w) = \left\{ t \in \mathbb{I} \mid A(t) \otimes x \neq \mathcal{E}_{n \times 1}, \sigma_t = \sigma \right\}. \quad (13)$$

For a given initial condition $x(0) \in \mathbb{R}_e^a$, the input-output behaviour of the model $\pi_{IO}(S_{OA})$ consists of input sequences $\{w(k)\}_{k \in \mathbb{N}}$ such that $\phi(\cdot, x, w(k)) \neq \emptyset$ and the corresponding output sequences $\{y(k)\}_{k \in \mathbb{N}}$.

It remains to show that for particular valuations of the matrices $A$ and $C$, the max-plus automaton $A$ and SMPL system $S_{OA}$ generate the same input-output behaviour.

Consider the specifications: i) $A(l) = \mu(l)(\sigma_l)$ for all $l \in m$, ii) $C(l) = \beta(s_l)$, and iii) $x(l, 0) = \alpha(s_l)$ for $l \in n$. Then using (6), given a word $\omega_k = \gamma_1 \gamma_2 \cdots \gamma_k \in [[A]]_L$ such that $w(j) = \gamma_j$ for all $j \in \mathbb{N}$, we have $y_{l}(\omega_k) = y(k)$ for all $k \in \mathbb{N}$.

Let $x_{a}(\cdot) \in \mathbb{R}_e^{a \times n}$ denote the auxiliary continuous variable satisfying (6). Then $x_{a}(\omega_j) = x_{a}(\omega_{j-1}) \otimes \mu(\gamma_j) \neq \mathcal{E}_{n \times 1}$ for all $j \in \mathbb{N}$, when $\omega_k \in [[A]]_L$. We have $x_{a}(\omega_j) = x_0 = A(l) \otimes x(l-1) \neq \mathcal{E}_{n \times 1}$. Hence, $l \in \phi(\cdot, x(l-1), w(j))$ in (13). Therefore, by induction all finite input sequences $\omega_k$ constituting the language of the max-plus automaton also satisfy the condition $\phi(\cdot, w(j)) \neq \emptyset$, $w(j) = \gamma_j$ for all $j \in \mathbb{N}$.

Note that with a slight abuse of notation we use the shorthand $\mu(\omega_k) = \mu(\gamma_1) \otimes \mu(\gamma_2) \cdots \otimes \mu(\gamma_k)$.

In the preceding proof, we only considered finite input sequences from the input alphabet $\Sigma$. However, the procedure is constructive in that it can be extended to infinite input sequences, by concatenations of finite words from the language $[[A]]_L$, to establish behavioural equivalence. The above exposition shows that the subclass of discrete-event systems modelled by SMPL systems is at least as large as the subclass modelled by max-plus automata.

The first relation between max-plus automata and max-algebraic hybrid automata then follows from their respective behavioural relations with SMPL systems.

Corollary 5.4 Given a max-plus automaton $A$, there exists a max-algebraic hybrid automaton $H$ (as in (9)) that captures its input-output behaviour, i.e. $A \preceq_B H$.

PROOF. The proof follows from Lemma 1, Theorem 5.1, and Theorem 5.3.

Example 2 Consider an open-loop SMPL system (2) with three states $n = 3$, two modes $m = 2$, discrete input $w \in \Sigma = \{\sigma_1, \sigma_2\}$ with $\sigma_1 = a$ and $\sigma_2 = b$. The mode dynamics are given for $l \in m_1$:

$$f(l, x, \cdot) = \mu(l)(\sigma_l) \otimes x, \quad x(0) = \alpha$$

$$h(l, x, \cdot) = \beta(l) \otimes x,$$

where $\alpha$, $\mu(\cdot)$ and $\beta$ are given in (8). The underlying one-step state-transition graphs for the mode dynamics, $\Gamma_{f(l)}^{[1]}$ for $l \in m_1$, are depicted in Fig. 4.

The switching function can be obtained from (13) for $m = 2$. Then we have, (i) $(\alpha^T \otimes \mu(\sigma_2))^T = \mathcal{E}_{3 \times 1}$, and (ii) $(\mu(\sigma_1))^2 \neq (\mu(\sigma_1))^3 = \mathcal{E}_{3 \times 1}$. This also means that for discrete inputs with $w(1) = \sigma_2$ and/or $w(k) = w(k+1) = w(k+2) = \sigma_1$ for $k \in \mathbb{N}$, we have $\phi(\cdot, w) = \emptyset$. 
It can now be observed that the described SMPL system is behaviourally equivalent to the max-plus automaton in Example 1 following the arguments in Proposition 5.3. The max-algebraic hybrid automaton bisimilar to the provided SMPL system is depicted in Fig. 3.

So far we have established that SMPL systems and, by corollary, max-algebraic hybrid automata can encode the input-output characteristics of max-plus automata. We now show that the behaviourally equivalent max-algebraic hybrid automaton also inherits the state transition (logical) structure of the max-plus automaton. To this end, we consider the finite-state discrete abstractions of the two systems (as in (11) and (7) respectively) that naturally embed their state transition structure. Then, we establish a relationship between a max-algebraic hybrid automaton and max-plus automaton.

**Theorem 5.5** Given a max-plus automaton $\mathcal{A}$ with its finite-state discrete abstraction denoted as $\mathcal{A}_T$ (as in (7)) there exists a max-algebraic hybrid automaton $\mathcal{H}$ with a finite-state discrete abstraction $\mathcal{H}_{\text{OA}}$ (as in Definition 1) such that $\mathcal{H}_{\text{OA}}$ simulates $\mathcal{A}_T$, i.e. $\mathcal{A}_T \simeq_S \mathcal{H}_{\text{OA}}$.

**Proof.** Consider a max-plus automaton $\mathcal{A} = (S, \Sigma, \alpha, \mu, \beta)$ (as in (4)) with state $s \in \mathbb{D}_1 = S = \{s_1, s_2, \ldots, s_n\}$, input $\omega \in \Sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_m\}$, and output $y_a \in \mathbb{R}_e$. We recall that the finite-state discrete abstraction of the max-plus automaton is a tuple $\mathcal{A}_T = (S, \Sigma, \delta_A, S_0, T)$ with i) a partial transition function $\delta_A : S \times \Sigma \rightarrow 2^S$ such that $s' = \delta_A(s, \sigma)$ if $[\mu(\sigma)]_{s,s'} \neq \varepsilon$, ii) a set of initial states $S_0$ such that $s \in S_0$ if $\alpha(s) \neq \varepsilon$, and iii) a set of final states $T$ such that $s' \in T$ if $\beta(s') \neq \varepsilon$. Moreover, $[\mathcal{A}_T]_L = [\mathcal{A}]_L$.

We now consider the SMPL system $\mathcal{S}_{\text{OA}}$ that behaviourally includes the max-plus algebraic hybrid automaton as proposed in Theorem 5.3. The max-algebraic hybrid automaton $\mathcal{H}_{\text{OA}}$ such that $\mathcal{S}_{\text{OA}} \simeq_S \mathcal{H}_{\text{OA}}$ can be derived using the procedure described in Theorem 5.1. Then $\mathcal{H}_{\text{OA}} \equiv \mathcal{H}$ is composed of i) states $(q, x) \in Q \times X = n \times \mathbb{R}_e^n$, continuous input $U = \emptyset$, discrete input $\omega \in \Sigma$, and $(q, x(0)) \in \text{Init}$ for all $q \in Q$, ii) discrete state characteristics for $x \in \mathbb{R}_e^n$ for all $q \in Q$ as $F(q, x, \cdot) = A(q) \odot x$, $H(q, x, \cdot) = C \odot x$, and $\text{Inv}(q) = \{(x, w) | \phi(x, w) \neq \emptyset\}$ (as in (13)). The edge characteristics are defined for all $(q, q') \in E \subseteq n \times n$, as: $G = \{(x, w) | \phi(q, q', x, w) \neq q'\}$, and $R(\cdot) := \text{Rid}(\cdot)$. There are no constraints on the admissible inputs, i.e. $\Lambda(q, x) = 2^I$ for all $(q, x) \in X$.

Now we derive the finite-state discrete abstraction of the max-algebraic hybrid automaton $\mathcal{H}_{\text{OA}}$ following the procedure described in Section 4.2. Recall that the state variables are defined as $X_{\text{var}} = \{x_1, x_2, \ldots, x_n\}$. The transition graphs $(\Gamma^q_T, \Gamma^h_T)$ for the continuous-variable one-step dynamics (as in Definition 3) reduce to: for all $(i, j) \in 2^I$ and $q \in Q$, we have

$$(x_i, x_j) \in \Gamma^q_T[\{a(q)\}]_{ji} \neq \varepsilon,$$

$$(x_j, x_i) \in \Gamma^h_T[\{c\}]_{ij} \neq \varepsilon.$$  

The finite-state discrete abstraction of the max-algebraic hybrid automaton can then be formulated as:

$$\mathcal{H}_{\text{OA}} = (Q, \Sigma, \delta_H, Q_0, Q_f),$$

where $Q = Q \times X_{\text{var}}$, $(q, x_i) \in Q_0$ if $x_i(0) \neq \varepsilon$ and $(q, x_j) \in Q_f$ if $[c]_{ij} \neq \varepsilon$ for all $q \in Q$; the partial transition function $\delta_H : Q \times \Sigma \rightarrow 2^Q$ is defined such that for $\eta = (q, q') \in E$ and $\sigma \in \Sigma$, we have that $(q', x_j) \in \delta_H((q, x_i), \sigma)$ if $[a(q')]_{ji} \neq \varepsilon$.

It remains to show that there exists a simulation relation from $\mathcal{A}_T$ to $\mathcal{H}_{\text{OA}}$ that satisfies the properties stated in Definition 8. The two systems share the same input alphabet $\Sigma$. Moreover, $|\Sigma| = |Q|$ and $|S| = |X_{\text{var}}|$. Furthermore, $A^{(l)}(l) = \mu^\text{T}(l)$ for $l \in \mathbb{N}$, and $[c]_{ij} = \beta(s_j)$ and $x_j(0) = \alpha(s_j)$ for $j \in \mathbb{N}$ (as specified in Theorem 5.3).

Recall that words on the input alphabet, $\omega_k = \gamma_1 \gamma_2 \ldots \gamma_k \in \Sigma^*$, can be identified as a map $\omega : N \rightarrow \Sigma$. Here, $N$ represents the event counter axis. Also, the partial transition functions, $\delta_A$ and $\delta_H$, can be perceived as state maps (as in Definition 7).

The simulation relation is defined as a map $\Psi : N \rightarrow S \times Q$ that satisfies the following properties for all $k \in N$: i) for every $(s_i, (q, x_i)) \in \Psi(k)$ we have $i = j$, ii) for every $s_i \in \Sigma$ and $(s_i, (q, x_i)) \in \Psi(k)$, we have that for every state $s_j \in \{s_i \in \delta_A(s_i, \sigma) | [\mu(\sigma)]_{s_i,s_j} \neq \varepsilon\}$, there exists $(q', x_j) \in \{(q', x_j) \in \delta_H((q, x_i), \sigma_i) | [a(l)]_{ii} \neq \varepsilon\}$ such that $(s_j, (q', x_j)) \in \Psi(k)$, and iii) for every $s \in S_0$ and $(q, x) \in Q_0$, we have $(s, (q, x)) \in \Psi(0)$. Note that the provided simulation relation is symmetric.

Therefore, for a given word $\omega_k \in \Sigma^*$ there are equivalent trajectories allowed by $\mathcal{A}_T$ and $\mathcal{H}_{\text{OA}}$. Finally, for every state $s \in \{s_j \in S | \beta(s_j) \neq \varepsilon\}$ there exists $(q, x) \in \{(q, x) \in Q_{\text{var}} | [c]_{ij} \neq \varepsilon\}$ such that $(s, (q, x)) \in \Psi(k)$, $k \in \mathbb{N}$.

Hence, we have $\mathcal{A}_T \approx_S \mathcal{H}_{\text{OA}}$. 

For a max-algebraic hybrid automaton (9) with max-plus linear mode dynamics, the finite-state discrete abstraction in (12) captures exactly the language of the underlying discrete-event system. The results of the preceding theorem also imply, using Lemma 1, that the two finite-state discrete abstractions $\mathcal{A}_T$ and $\mathcal{H}_{\text{OA}}$ and generate the same language, $[\mathcal{A}_T]_L = [\mathcal{H}_{\text{OA}}]_L$. 
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The product exits node $q_3$ and then a new cycle is started. This is modelled as a feedback-loop from node $q_3$ to node $q_1$. In addition, we introduce a second mode of operation where the product from node $q_3$ is routed to node $q_2$ for reprocessing. This is distinguished by differently coloured arcs in Fig 5.

The state $x_i(k) \in \mathbb{R}^n$ for $i \in \{1, 2, 3\}$ and $k \in \mathbb{N}$, denotes the time when node $q_i$ finishes an activity for the $k$-th time. The convention is $x_i(k) = +\infty$ if no activity is performed at $q_i$ for the $k$-th time. It is assumed that all buffers contain a product initially. The dynamics of the production line can be expressed algebraically (as in (2)) as follows for mode $\ell(\cdot) = l_1$:

\[
\begin{align*}
x_1(k+1) &= \max(x_1(k) + \tau_1, x_2(k), x_3(k) + \tau_3) \\
x_2(k+1) &= \max(x_1(k) + \tau_1, x_2(k) + \tau_2) \\
x_3(k+1) &= \max(x_1(k) + \tau_1, x_2(k) + \tau_2, x_3(k) + 2\tau_3, \\
&\quad \min(x_1(k) + \tau_1 + \tau_3, x_2(k) + \tau_2 + \tau_3)).
\end{align*}
\]

For the system dynamics in mode $\ell(\cdot) = l_2$, we have:

\[
\begin{align*}
x_1(k+1) &= \max(x_1(k) + \tau_1, x_2(k)) \\
x_2(k+1) &= \max(x_1(k) + \tau_1, x_2(k) + \tau_2, x_3(k) + \tau_3),
\end{align*}
\]

and the evolution of $x_3$ follows the same equation as of mode $l_1$. The initial state and output matrices ($y = C \otimes x$) are chosen as follows:

\[
x(0) = \begin{pmatrix} 0 & 0 & \varepsilon \end{pmatrix}^\top, \quad C = \begin{pmatrix} \varepsilon & \varepsilon & 0 \end{pmatrix}.
\]

The dynamics can be represented in the min-max-plus conjunctive normal form (10), for $L = 2$ and $M = 1$, by replacing the expression of $x_3(\cdot)$ in (14) with:

\[
x_3(k+1) = \min\{\max(x_1(k) + \tau_1 + \tau_3, x_2(k) + \tau_2, \\
x_3(k) + 2\tau_3), \\
\max(x_1(k) + \tau_1, x_2(k) + \tau_2 + \tau_3, \\
x_3(k) + 2\tau_3)\}.
\]

There are no continuous-valued inputs to the system. The discrete input $w(\cdot) \in \mathcal{V} \triangleq \{l_1, l_2\}$ determines the mode as follows (see (2)):

\[
\phi(\cdot, x, w) = \left\{ i \in \{1, 2\} \mid \min_{j \in \mathcal{L}} A^{(i,j)} \otimes x \in \mathbb{R}^n \setminus \{\varepsilon, \top\}^n, \right. \\
\left. w = l_i \right\}.
\]

The discrete-event system of the production network under consideration can therefore be expressed as a max-algebraic hybrid automaton as depicted in Fig. 3 with continuous-valued dynamics of the form (10).

As the system dynamics (14)-(15) satisfy Assumption 1, a finite-state discrete abstraction of the max-algebraic hybrid automaton can be obtained using Proposition 1. The necessity of the restriction of the state space $X$ is reflected in the definition of the switching function $\phi(\cdot)$ in (16). The resulting one-step state transition graphs of the two modes are depicted in Fig. 6. Moreover, the reset relation does not entail transitions in continuous-valued state. Then the language of the max-algebraic hybrid automaton model of the production network is contained in the language of the obtained finite automaton. This completes the illustration.

7 Conclusions

In this article, we have proposed a unifying max-algebraic hybrid automata framework for discrete-event systems in max-plus algebra. In this context, we identify the hybrid phenomena due to the interaction of continuous-valued max-plus dynamics and discrete-valued switching dynamics in switching max-plus linear...
be obtained by duplication of the nodes $q_1$ and $q_2$ for the two modes $l_1$ and $l_2$. The black arcs are common to both the modes. The blue arc (—) belongs to mode $l_2$ and the red arcs (—) belong to mode $l_1$. The input and output arrows symbolise the initial and final states of the finite automaton.

and max-plus automata models. We have formally established the relationship between these two models and their relationships with the proposed max-algebraic hybrid automata framework utilising the notions of behavioural equivalence and bisimilarity. This is achieved in a behavioural framework where the models are seen as a collection of input-state-output trajectories. As a max-algebraic hybrid automaton and a max-plus automaton are defined on different state space, we have also studied their relationship by embedding them into their respective finite-state discrete abstractions.

In the future, we would like to identify the subclass of max-algebraic hybrid automata that can be simulated by a max-plus automaton. We would also like to address the relationships among timed Petri nets, extensions of max-plus automata and max-algebraic hybrid automata.
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