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Abstract

Consider $N$ stations interconnected with links, each of capacity $K$, forming a complete graph. Calls arrive to each link at rate $\lambda$ and depart at rate 1. If a call arrives to a link $xy$, connecting stations $x$ and $y$, which is at capacity, then a third station $z$ is chosen uniformly at random and the call is attempted to be routed via $z$: if both links $xz$ and $zy$ have spare capacity, then the call is held simultaneously on these two; otherwise the call is lost.

We analyse an approximation of this model. We show rigorously that there are three phases according to the traffic intensity $\alpha := \lambda/K$: for $\alpha \in (0, \alpha_c) \cup (1, \infty)$, the system has mixing time logarithmic in the number of links $n := \binom{N}{2}$; for $\alpha \in (\alpha_c, 1)$ the system has mixing time exponential in $n$, the number of links. Here $\alpha_c := \frac{1}{2}(5\sqrt{10} - 13) \approx 0.937$ is an explicit critical threshold with a simple interpretation. We also consider allowing multiple rerouting attempts. This has little effect on the overall behaviour; it does not remove the metastability phase.

Finally, we add trunk reservation: in this, some number $\sigma$ of circuits are reserved; a rerouting attempt is only accepted if at least $\sigma + 1$ circuits are available. We show that if $\sigma$ is chosen sufficiently large, depending only on $\alpha$, not $K$ or $n$, then the metastability phase is removed.
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1 Introduction to Model, Main Results and Outline

1.1 Introduction to Model

We analyse a popular stochastic loss network with dynamic alternative routing.

Suppose that \( N \) nodes are linked to form a complete graph. Between any pair of nodes, call requests arrive at rate \( \lambda \) and there is a link of capacity \( K \). If there is a spare circuit on the link joining the end points of a call, then the call is accepted and carried by that circuit. Otherwise the call chooses at random a two-link path joining its end-points: the call is accepted on that path if both links have a spare circuit; otherwise it is lost.

Calls release links on which they are held at rate 1: those on a single-link route release this one link, while those on a two-link route release both links simultaneously.

This has been the subject of substantial attention over the years; see, eg, \([\text{GHK90, GK90, Kel91, Kel95}]\) and further references at \([\text{Kel}]\). See \([\text{KY14, §3.7}]\) for a more modern and particularly readable overview. Dynamic alternative routing was implemented in BT’s UK telecom network in 1996.

We analyse a slight approximation to this model, which was suggested to us by Kelly \([\text{Kel18}]\).

All units of capacity, across the entire network, are released independently and at rate 1.

Rerouted calls take one unit of capacity on a single link, chosen uniformly, as opposed to choosing a two-link path and taking one unit of capacity on each. The rate at which reroutings happen is doubled, to preserve the overall rate at which capacity is taken.

See §2.2 for justification as to why this model well-approximates the original. We now state precisely our model, which we denote \( \text{DAR}_n(n, K) \) standing for dynamic alternative routing; write \( \lambda := \alpha K \).

There are \( n \) links, labelled \( \{1, \ldots, n\} \), each of capacity \( K \). Given that a call is held on some link, it departs after an exponential-1 time. Calls arrive to each link according to independent Poisson streams, with state-dependent rates: if the state of the system is \( x = (x_1, \ldots, x_n) \), then the arrival rate, which is the same for each (non-full) link, is

\[
\lambda(1 + 2f(1 - f)) \quad \text{where} \quad f := \frac{1}{n} \sum_{j=1}^n 1\{x_j = K\}.
\]

ie \( f \) is the proportion of links which are full in \( x \); calls do not arrive to full links.

It is not immediately clear that this is the correct variable-rate arrival process; see §2.2 for justification. We call \( \lambda \) the arrival rate, \( K \) the capacity, \( \alpha = \lambda/K \) the traffic intensity and \( n \) the number of links. We denote the unique invariant distribution of these dynamics by \( \Pi \).

We can write down the generator of this continuous-time Markov chain explicitly. The state space is \( \Omega := \{0, 1, \ldots, K\}^n \). The interpretation of \( x \in \Omega \) is that link \( i \) has \( x_i \) calls on it, for each \( i \in [n] \). For each \( j \in [n] \), define the maps \( m_{j,\pm} : \Omega \to \Omega \) by adding/subtracting 1 from link \( j \):

\[
(m_{j,+}(x))_i := \begin{cases} (x_j + 1) \lor K & \text{if } i = j, \\ x_i & \text{if } i \neq j; \end{cases}
\]

\[
(m_{j,-}(x))_i := \begin{cases} (x_j - 1) \lor 0 & \text{if } i = j, \\ x_i & \text{if } i \neq j. \end{cases}
\]

The generator \( \mathcal{L} \) of \( \text{DAR}_n(\alpha, K) \) is then defined by the following action on functions \( g : \Omega \to \mathbb{R} \):

\[
\mathcal{L} g(x) := \sum_{j\in[n]} \nu(x) \left( g(m_{j,+}(x)) - g(x) \right) + \sum_{j\in[n]} x_j \left( g(m_{j,-}(x)) - g(x) \right) \quad \text{for} \quad x \in \Omega,
\]

where \( \nu(x) := \alpha K \left( 1 + 2f(x)(1 - f(x)) \right) \) and \( f(x) := \frac{1}{n} \sum_{j\in[n]} 1\{x_j = K\} \).

Each non-full link has a call added at rate \( \nu(x) \) and a call is removed from link \( j \in [n] \) at rate \( x_j \).

We also consider two ways in which the original model can be extended. The first adds retries, with parameter \( \rho \); here the idea is that instead of trying a pair of links and losing the call if either of these is full, the system tries to reroute using a pair of links \( \rho \) times, stopping if a try is successful and losing the call if all \( \rho \) fail. Finally, a trunk reservation, with parameter \( \sigma \), is added: here instead of accepting a rerouting request if both of the links have at least one spare circuit, there must be at least \( \sigma \) + 1 spare circuits. This reduces to the original model if \( \rho = 1 \) and \( \sigma = 0 \). Again, we analyse an approximation to these models, using the same adjustments as described above.
1.2 Statement of Results

It is well-known that the original model exhibits two phase transitions, depending on the ratio \( \alpha := \lambda/K \), in the limit \( n \to \infty \) with \( \alpha \) and \( K \) fixed. This is because an ODE representing the proportion of links which are full has two fixed points when \( \alpha \in (\alpha_c, 1) \), for a specific \( \alpha_c \in (0, 1) \). This causes the system to have metastability. A quantitative version of metastability has never been pursued rigorously, to the best of our knowledge. Only heuristics, non-rigorous approximations and simulations have been employed. References to past work are deferred to §2.1.

We rigorously establish the same phase transition for our model, which is a slight simplification of the original. We derive an appropriate fixed point equation in §3.2, giving \( \alpha_c = \frac{1}{\lambda}(5\sqrt{10} - 13) \).

For a Markov chain \( X = (X^t)_{t \geq 0} \) with invariant distribution \( \Pi \), for \( \varepsilon \in (0, 1) \), define
\[
t_{\text{mix}}(\varepsilon) := \inf\{t \geq 0 \mid \max_x ||\mathbb{P}_x(X^t \in \cdot) - \Pi||_{\text{TV}} \leq \varepsilon\}.
\]
When considering the mixing time of a DAR\(_n(\alpha, K)\) system, we write \( t_{\text{mix}}(\cdot; \alpha, K, n) \).

**Theorem A** (Mixing Time for DAR\(_n(\alpha, K)\) System). Let \( \alpha_c := \frac{1}{\lambda}(5\sqrt{10} - 13) \).

- Fast Mixing. Suppose \( \alpha < \alpha_c \) or \( \alpha > 1 \). There exists a constant \( C \) so that for all \( \varepsilon \in (0, 1) \) and all \( K \) and \( n \) sufficiently large, we have \( t_{\text{mix}}(\varepsilon; \alpha, K, n) \leq C \log n \).

- Slow Mixing. Suppose \( \alpha_c < \alpha < 1 \). There exists a positive constant \( c \) so that for all \( \varepsilon \in (0, \frac{1}{4}) \) and all \( K \) and \( n \) sufficiently large, we have \( t_{\text{mix}}(\varepsilon; \alpha, K, n) \geq e^{cn} \).

**Proof References.** The fast mixing part is proved in Theorems 5.2.1 and 5.3.1, for \( \alpha < \alpha_c \) and \( \alpha > 1 \), respectively. The slow mixing part is proved in Theorem 4.1.

From a network engineering point of view, metastability is a highly undesirable property. As such, one wishes to adapt the model so as to remove this metastability. We consider two extensions alluded to earlier: the first allows retries while the second adds trunk reservation.

- For Theorem B, recall that \( \rho \) is the number of retries, ie \( \rho - 1 \) retries. We define \( \alpha_c(\rho) \) analogously to \( \alpha_c \), but for \( \rho \) retries, so \( \alpha_c = \alpha_c(1) \); see §3.2 and §6. Metastability still exists; in fact \( \rho \mapsto \alpha_c(\rho) : \mathbb{N} \to (0, 1) \) is a decreasing map, so in some sense it gets worse.

- For Theorem C, recall that \( \sigma \) is the number of circuits reserved; we assume that \( \sigma \) is sufficiently large in terms only of \( \alpha \), independent of both \( K \) and \( n \). Metastability is removed by reserving this ‘small’ number of circuits: there is fast mixing for all \( \alpha < 1 \).

These are studied in §6 and §7, respectively, where the following statements are proved. We add an extra parameter \( \rho \) or \( \sigma \) to \( t_{\text{mix}} \) to indicate the number of retries or circuits reserved, respectively.

**Theorem B** (Mixing Time with Retries). For all \( \rho \in \mathbb{N} \), there exists a unique constant \( \alpha_c(\rho) \) with the following properties.

- Fast Mixing. Suppose \( \alpha < \alpha_c(\rho) \) or \( \alpha > 1 \). There exists a constant \( C \) so that, for all \( \varepsilon \in (0, 1) \) and all \( K \) and \( n \) sufficiently large, we have \( t_{\text{mix}}(\varepsilon; \alpha, K, n; \rho) \leq C \log n \).

- Slow Mixing. Suppose \( \alpha_c(\rho) < \alpha < 1 \). There exists a positive constant \( c \) so that, for all \( \varepsilon \in (0, \frac{1}{4}) \) and all \( K \) and \( n \) sufficiently large, we have \( t_{\text{mix}}(\varepsilon; \alpha, K, n; \rho) \geq e^{cn} \).

Further, the map \( \rho \mapsto \alpha_c(\rho) : \mathbb{N} \to \mathbb{R} \) is strictly decreasing and satisfies \( \alpha_c(\rho) \in (0, 1) \) for all \( \rho \in \mathbb{N} \).

The similarity, almost equivalence, between Theorems A and B is not unexpected once one realises the underlying reason behind the metastability. This is described in §1.3.1.

**Theorem C** (Mixing Time with Trunk Reservation). For all \( \alpha \in (0, \infty) \setminus \{1\} \), there exists a \( \sigma_c(\alpha) \) so that if \( \sigma \geq \sigma_c(\alpha) \) then for all \( \varepsilon \in (0, 1) \) and all \( K \) and \( n \) sufficiently large, we have \( t_{\text{mix}}(\varepsilon) \leq 60 \log n \).

Furthermore, with these parameters, when \( \alpha < 1 \), the proportion of links which are full, in equilibrium, may be made as small as desired by taking \( K \) sufficiently large (independently of \( n \)).
An important observation is that the trunk reservation parameter $\sigma_*$ depends only on $\alpha$, not on $K$ or $n$. This means that when the system is scaled up (ie $K$ and $n$ increase), the number of reserved links does not need to increase. It is somewhat remarkable that reserving this small number of links (not growing as $K \to \infty$) removes metastability.

The underlying structure of the proof of Theorem C follows that of Theorem A, but the details are significantly different. The main point is to show how the additional reservation of circuits can be used to extend the fast mixing with slow arrivals regime all the way to the entirety of $\alpha \in (0, 1)$. This requires significant additional analysis.

1.3 Motivation for Critical $\alpha_c$ and Outline of Proof

We next explain the underlying reasons why such a critical $\alpha_c$ appears. The intuition is based on the original model, which has a nice interpretation in terms of rerouting, not our approximation via a variable-rate Poisson arrivals with rate-1 departures. We use this intuition to give a brief outline of the proof. The actual proof uses the approximation for technical reasons only.

1.3.1 Critical Threshold

The maximal service rate, ie rate at which capacity is released, of a given link is $K$. Ignoring for the moment reroutings, it is clear that there should be significantly different behaviour for calls depart independently. This is explained rigorously in pair up calls in progress and match their departures where possible; let the remaining (‘extra’) calls depart independently. This is explained rigorously in §5.1.1.

The acceptance probability can only increase when there is more than one rerouting attempt, which is the case of Theorem B. Exactly the same heuristics thus show that for each $\rho \in \mathbb{N}$ there is some critical $\alpha_c(\rho) \in (0, 1)$ and further that $\rho \mapsto \alpha_c(\rho) : \mathbb{N} \to (0, 1)$ is a decreasing map.

1.3.2 Outline of Proof

We now have a fairly good idea of the qualitative behaviour of the system in each regime. We use this to give an outline of the proof. We use a path coupling argument for the fast mixing regimes. The coupling between two systems that we use is natural: match up the call arrivals and reroutes; pair up calls in progress and match their departures where possible; let the remaining (‘extra’) calls depart independently. This is explained rigorously in §5.1.1.

We require a ‘burn-in’ period before attempting to couple two systems. This period is long enough so that, while not necessarily mixed in total variation, the systems have certain typical properties—namely we want the proportion of full links to be roughly correct. We derive a variant on the variable length path coupling technique introduced by Hayes and Vigoda [HV07]. The variant
allows for the requirement that both systems exhibit some ‘typical behaviour’ throughout the time interval of interest. Roughly, we use the departures of the ‘extra’ calls to couple the two systems when \( \alpha < \alpha_c \), while we additionally use failed rerouting attempts when \( \alpha > 1 \).

We use a hitting time approach for the slow mixing regime, ie \( \alpha_c < \alpha < 1 \). The motivation for the critical threshold above tells us that there is some \( f_* \in (0,1) \) such that \( \nu(x) < K \) if \( f(x) \in [f_* - \varepsilon, f_*] \) and \( \nu(x) > K \) if \( f(x) \in [f_* + \varepsilon, f_* + 1] \), for some small \( \varepsilon > 0 \). Start one system \( X \) from \( x \) with \( f(x) = f_* + \varepsilon \) and another system \( Y \) from \( y \) with \( f(y) = f_* - \varepsilon \).

Rerouting chooses an arbitrary two-link path. It is thus reasonable to believe that the events that certain links are full are approximately independent. See §2.1 for more details on this. Thus \( f(X) \) and \( f(Y) \) concentrate around their expectations. Standard large deviations results then imply that \( f(X^t) \supseteq f_* \supseteq f(Y^t) \) for all \( t \leq T \) for some large time \( T \). This gives to slow mixing.

### 1.3.3 Metastability Here and in Other Models

For \( \alpha_c < \alpha < 1 \), our heuristics imply the following description, paraphrased from [KY14, §3.7].

Fix a time period \([0, T]\), arrival rate \( \lambda \) and capacity \( K \); let the number of links \( n \to \infty \). The system will freeze in one of two modes: either low-blocking, where there are relatively few blocked links (and this number decreases as \( K \) grows), or high-blocking, where a proportion bounded away from 0 (independent of \( K \)) of the links are blocked.

This metastability, or bistability, appears throughout mixing literature. One particularly pertinent example is the Chayes–Machta dynamics in the mean field random cluster model, with percolation parameter \( p = \lambda/n \approx 1/n \). Blanca and Sinclair [BS15] establish the existence of two critical parameters \( \lambda_\pm \): there is fast mixing in both the low- and high-density regimes, corresponding to \( \lambda \in [0, \lambda_-) \) and \( \lambda \in (\lambda_+, 1] \) respectively; the low- and high-density phases are metastable when \( \lambda \in (\lambda_-, \lambda_+) \), giving rise to slow mixing. See [BS15, GLP20] for further details.

Another example of metastability is the Ising spin model, eg on a torus \( \mathbb{Z}^d \), with \( d \) fixed: there is fast mixing at high temperature, but slow mixing at low temperature. This is of a slightly different flavour as metastability is a consequence of symmetry of the underlying spin system.

### 2 Previous Work, Motivation and Comparison

#### 2.1 Previous Work

Metastability has been known for the original model for a long time. The precise model described above is not usually used, but rather an approximation to it: when a call is using two links, instead of releasing the two links simultaneously after an exponential-1 time, each link is given an exponential time, which avoids the faster release of the second link when the first fails. The motivation is that critical parameters \( \alpha \) and \( \lambda \) are identified with the number of blocked links and the arrival rate, respectively; the number of blocked links is fixed and the arrival rate depends on the network size.

This substantially simplifies the technical details. Enumerate the links as \( 1, \ldots, n \), with \( n \to \infty \). Let \( X^t_j \) be the number of calls on link \( j \in \{ 1, \ldots, n \} \) at time \( t \geq 0 \). Then \( X := (X^t_j | j \in \{ 1, \ldots, n \}, t \geq 0) \) is a Markov chain. Moreover whether three links formed a triangle or not was important in determining their behaviour in the original model; the links in the new model are exchangeable, ie can be permuted arbitrarily without affecting the equilibrium behaviour. This exchangeable model is the one that has been most studied. Details below justify why it well-approximates the original.

One approach to determine if a system has metastability is to look at a differential equation approximation for an appropriate statistic of the system. To this end, write \( f_k(t) \) for the proportion of links with precisely \( k \in [K] \) units of capacity in use at time \( t \); so \( f_k(t) \) is the proportion blocked. The following claim is shown in [Ke91, §4.3] or [KY14, §3.7]. For the exchangeable model, \( (f_k(\cdot))_{k \in [K]} \) converges weakly to the solution of a multi-dimensional ODE as \( n \to \infty \). The proportion of links blocked at a fixed point of this ODE is given by a solution \( B \) to the equation

\[
B = E(\alpha(1 + 2B(1 - B)), K) \quad \text{where} \quad E(\beta, K) := ((\beta K)^K/K!) / (\sum_{k=0}^{\infty}(\beta K)^k/k!) \quad (+)
\]

This has a natural interpretation: it is the equilibrium probability that an Erlang link with arrival rate \( \beta K \) and capacity \( K \), by which we mean the Markov chain on \( \{0, \ldots, K\} \) with transitions
\(k \rightarrow k+1\) at rate \(\beta K\) and \(k \rightarrow k-1\) at rate \(k\). For \(\beta \in (0, \infty)\) fixed, independent of \(K\), we have

\[
E(\beta, K) = \left(1 + K/(\beta K) + K(K-1)/(\beta K)^2 + \cdots + K!/(\beta K)^K\right)^{-1}
\]

\[
\rightarrow \max\{1 - 1/\beta, 0\} \quad \text{as} \; K \rightarrow \infty;
\]

moreover, \(E(\beta, K) \geq \max\{1 - 1/\beta, 0\}\) for all \(\beta\) and \(K\). One can derive approximate solutions to the fixed point equation \((*)\) from this. One sees that there exists an \(\alpha_\infty \in (0, 1)\) so that if \(\alpha \in (\alpha_\infty, 1)\) then \((*)\) has two distinct solutions, say \(0 < B_1 < B_2 < 1\). This implies metastability:

- if we start the system from the full state, then the proportion of full links converges to \(B_2\);
- if we start the system from the empty state, then the proportion of full links converges to \(B_1\).

These results were proved first by Gibbens, Hunt and Kelly [GHK90] for the exchangeable model. Crametz and Hunt [CH91] then combined the techniques from [GHK90] with those of Hajek [Haj87] to prove the same result for the original model, ie with the graph structure. Moreover, Crametz and Hunt showed that the limiting ODE is the same for the original model as for the exchangeable model. This is significant justification that the exchangeable model well-approximates the original.

The exchangeable model can be thought of as adding the assumption “rerouted pairs release capacity independently” to the original. Our model adds “rerouted pairs take capacity independently” to the original. Our model adds “rerouted pairs release capacity independently” to the original. This approximate model is the same in the exchangeable model. It only depends on the state of the system via the proportion \(n\in\{0,1\}\) so that if \(\alpha \in (\alpha_\infty, 1)\) then \((*)\) is satisfied by our model. This approximate model was suggested to use by Kelly [Kel18]. His justification for its validity was natural (paraphrased):

*if the first approximation (paired calls depart independently), which is widely studied and used, is legitimate, then the second (paired calls arrive independently) should be too.*
3 Preliminaries

We now explicitly define some notation and terminology, then the critical threshold $\alpha_c$. Next, we explain a stochastic domination procedure, which will be crucial for our analysis. Lastly, we state a result on the mixing time of a single Erlang link and describe a discretisation of the model.

3.1 Notation and Terminology

Here we collect some terminology and notation, some of which will be repetition from earlier.

**Terminology**

* We say a link reroutes if it is full and a call arrives to it, and hence requests a rerouting.
* We call our model a dynamic alternative routing system, with parameters $\alpha$, $K$ and $n$, and denote it by $\text{DAR}_n(\alpha, K)$; we also write $\Pi = \Pi_{\alpha,K,n}$ for its invariant distribution.
* A single Erlang link with parameters $\alpha$ and $K$, denoted $\text{Er}(\alpha, K)$, is a single link of capacity $K$ to which calls arrive at rate $\alpha K$ and each depart at rate 1.
* A product Erlang system with parameters $\alpha$, $K$ and $n$, denoted $\text{Er}(\alpha, K)^n$, is a system of $n$ independent $\text{Er}(\alpha, K)$ links.
* We call $\alpha$ the traffic intensity, $K$ the capacity and $\lambda = \alpha K$ the arrival rate. For $f \in [0, 1]$, we call $\beta(f) := \alpha(1 + 2f(1 - f))$ the effective traffic intensity for blocking level $f$.
* An Erlang link or system is subcritical if its traffic intensity is strictly less than 1 and supercritical otherwise, i.e at least 1. Further, it is very supercritical if its traffic intensity is strictly greater than $\sqrt{2}$.
* We abbreviate uniformly at random by uar.

**Notation**

* Write $\Omega := \{0, \ldots, K\}^n$ for the state space. We use the standard partial order: $e \leq e'$ if and only if $e_i \leq e'_i$ for all $i = 1, \ldots, n$.
* For $e \in \Omega$, write $\varphi(e) := \frac{1}{n!} \{ j \in [n] \mid e_j = K \}$. For $e \in \Omega$, call $e$ a $\varphi(e)$-blocking state.
* The invariant distribution $\pi$ of a single $\text{Er}(\beta, K)$ link is, writing $\nu = \beta K$, given by

$$\pi_\ell := \frac{\nu^\ell}{\ell!} \left( \sum_{k=0}^K \frac{\nu^k}{k!} \right)^{-1}, \quad \ell = 0, 1, \ldots, K,$$

and moreover, in the limit $K \to \infty$ with $\beta$ fixed, we have

$$\pi_K := E(\nu, K) := \frac{\nu^K}{K!} \left( \sum_{k=0}^K \frac{\nu^k}{k!} \right)^{-1} \to \begin{cases} 1 - 1/\beta & \text{if } \beta \geq 1, \\ 0 & \text{if } \beta \leq 1. \end{cases}$$

The invariant distribution of a product $\text{Er}(\beta, K)^n$ system is $\pi^n$, by independence of its links.
* For $\alpha \in (0, \infty)$ and $f \in [0, 1]$ we define

$$r(f) := 2f(1 - f) \quad \text{and} \quad \beta(f) := \alpha(1 + r(f));$$

note that $\beta(0) = \alpha$ and $\beta(f) \leq \beta(1) = \frac{3}{2}\alpha$ for all $f \in [0, 1]$. Also write

$$p(f) := 1 - 1/\beta(f);$$

note that $p(0) = 1 - 1/\alpha$.

For $\beta(f) \geq 1$, the equilibrium probability that $\text{Er}(\beta(f), K)$ is full is $p(f)$ in the limit $K \to \infty$.
* For any process $Z = (Z_t)_{t \geq 0}$ taking values in $\Omega$ indexed by time, write $\varphi^Z_t := \varphi(Z_t)$ for $t \geq 0$. 


3.2 Definition of Critical $\alpha_c$

We now define the critical threshold $\alpha_c$. The diversity of the routing in the DAR$_n(\alpha, K)$ suggests that links should block approximately independently. Some simple algebra shows that

$$p(f) > f \quad \text{if and only if} \quad h(f) := 2f^3 - 4f^2 + f + 1 - 1/\alpha > 0.$$  

We thus define

$$\alpha_c := \sup\{\alpha \in (0, \infty) \mid p(f) < f \forall f \in [0, 1]\}$$

$$= \inf\{\alpha \in (0, \infty) \mid \exists f \in [0, 1] \text{ st } h(f) > 0\}.$$  

Direct calculation, noting that only the constant term in the polynomial $h$ depends on $\alpha$, shows that

$$\alpha_c = \frac{1}{4}(5\sqrt{10} - 13) \approx 0.937129.$$  

3.3 Stochastic Domination

We describe how to stochastically dominate our system in given sets. This will be key to our analysis. We say that one system, $Y$, stochastically dominates another, $X$, from above, and write $X \lesssim Y$, if there exists a coupling of the two systems so that when we start $X^0 = Y^0$ the systems satisfy $X^t \lesssim Y^t$ for all times $t$. Recall that for vectors $x, y \in \Omega = \{0, ..., K\}^n$, we say $x \leq y$ if and only if $x_i \leq y_i$ for all $i = 1, ..., n$; it is a partial ordering on $\Omega$. We say that $Y$ stochastically dominates $X$ from below, and write $X \gtrsim Y$, if the reverse inequality holds.

For $e \in \Omega = \{0, ..., K\}^n$, recall that $\varphi(e) = \frac{1}{n}[\{j \in [n] \mid e_j = K\}]$.

Lemma 3.1. Let $X \sim \text{DAR}_n(\alpha, K)$. Write $\tau_A := \inf\{t \geq 0 \mid X^t \not\in A\}$ for the exit time of a set $A \subseteq \Omega$. There exists a coupling with the following properties.

- Let $f \in [0, 1]$, $A := \{e \mid \varphi(e) \in [f, 1-f]\}$ and $Y \sim \text{Er}(\beta(f), K)^n$. Then $X^s \gtrsim Y^s$ for all $s \leq \tau_A$.
- Let $f \in [0, \frac{1}{2}]$, $A := \{e \mid \varphi(e) \leq f\}$ and $Y \sim \text{Er}(\beta(f), K)^n$. Then $X^s \lesssim Y^s$ for all $s \leq \tau_A$.
- Let $f \in [\frac{1}{2}, 1]$, $A := \{e \mid \varphi(e) \geq f\}$ and $Y \sim \text{Er}(\beta(f), K)^n$. Then $X^s \gtrsim Y^s$ for all $s \leq \tau_A$.

Remark. We use the terminology “$X$ stochastically dominates $Y$ from above (or below)” while in $A$ and write “$X \gtrsim Y$ (or $X \lesssim Y$)” while $X \in A$ to refer to the events of Lemma 3.1. \(\triangle\)

Proof. We describe the coupling explicitly. The three properties then follow immediately. First, we couple departures. This is simple: we pair up calls where possible link-by-link so that they depart together; the ‘extra’ calls are dropped independently.

Next, we couple arrivals. Calls arrive at different links independently in both systems. Thus it suffices to couple arrivals a single link in each, say $X_1$ and $Y_1$. Suppose $X$ is in state $x$; the state of $Y$ is irrelevant. Calls arrive at rate $\beta_x := \beta(\varphi(x))$ to $X_1$ and at rate $\beta$ to $Y_1$. To couple, let a call arrive at rate $\max\{\beta_x, \beta\}$; it is sent to both $X_1$ and $X_2$ for independent approval. Upon arrival, the call is accepted to $X$ with probability $\min\{\beta_x/\beta, 1\}1\{X_1 \neq K\}$ and to $Y$ with probability $\min\{\beta_x/\beta, 1\}1\{Y_1 \neq K\}$. This indicator forces the call to be declined if the link is full.

The map $f \mapsto \beta(f)$ is increasing on $[0, \frac{1}{2}]$, decreasing on $[\frac{1}{2}, 1]$ and satisfies $\beta(f) = \beta(1-f)$; hence the need for $\varphi(e) \in [f, 1-f]$, $f \in [0, \frac{1}{2}]$ and $f \in [\frac{1}{2}, 1]$ in the three cases, respectively. \(\square\)

Corollary 3.2. Let $X \sim \text{DAR}_n(\alpha, K)$. Then $\text{Er}(\alpha, K)^n \lesssim X \lesssim \text{Er}(\frac{1}{2}\alpha, K)^n$.

Proof. This follows immediately from Lemma 3.1 and $\alpha \leq \beta(f) \leq \beta(\frac{1}{2}) = \frac{1}{2}\alpha$ for all $f \in [0, 1]$. \(\square\)

Finally, since the product Erlang systems are independent queues, there is monotonicity. Recall that two distributions $\Theta$ and $\bar{\Theta}$ satisfy $\Theta \lesssim \bar{\Theta}$ if they can be coupled so that two realisations, $\theta$ and $\bar{\theta}$, respectively, satisfy $\theta \leq \bar{\theta}$.

Lemma 3.3. Let $\bar{\beta}, \bar{\beta} \in (0, \infty)$. Let $\Theta$ and $\bar{\Theta}$ be two distributions on $\Omega$. The following hold.

- Suppose that $\beta \leq \bar{\beta}$. Let $E \sim \text{Er}(\beta, K)^n$ and $\bar{E} \sim \text{Er}(\bar{\beta}, K)^n$ with $E^0 \leq \bar{E}^0$. Then $E \lesssim \bar{E}$.  

\(8\)
Suppose that $\Theta \lesssim \tilde{\Theta}$. Let $E, \tilde{E} \sim \text{Er}(\beta, K)^n$ with $E^0 \sim \Theta$ and $\tilde{E}^0 \sim \tilde{\Theta}$. Then $E \lesssim \tilde{E}$.

**Proof.** These claims are immediate consequences of properties of standard Poisson processes.

Observe that if we did not make our final approximation, namely uncoupling the release of two-link calls, then we would not be able to do these dominations so easily. In particular, two calls may arrive at the same time, so we can never dominate from above by an Erlang system in which calls only arriving one at a time. This is the only place the approximation is really needed.

### 3.4 Mixing Time for Erlang Systems

We use, repeatedly, the mixing time for Erlang systems in the fast mixing proofs.

**Lemma 3.4.** For all $\beta \in (0, \infty)$, all $K \geq 4$ and all $n$ sufficiently large, writing $t_{\beta,K;n}^{\text{mix}}(\cdot)$ for the mixing time of an $\text{Er}(\beta, K)^n$ system, we have

$$t_{\beta,K;n}^{\text{mix}}(1/n) \leq 10 \log n.$$  

**Proof.** See Corollary A.3 in Appendix A. Take $\alpha := \beta$ and $\sigma := 0$ in the notation there.

### 3.5 Discretisation and Set of States Visited

We next describe a discretisation of our system. This allows us to control the set of states visited by the system in a given time.

**Definition 3.5.** Define a discrete-time process $Z := (Z_m)_{m \in \mathbb{N}_0}$ by the following step distribution.

- Suppose $B = 1$.
  - Select a slot uniformly at random amongst all $Kn$ and set this slot to be empty.
- Suppose $B = 0$. Write $f$ for the current proportion of full links.
  - Sample $B' \sim \text{Bern}\left(\frac{1}{2}\left(1 + 2f(1 - f)\right)\right)$. If $B' = 1$, then choose a link uniformly at random and add a call to this link if it is not already full. Do nothing if $B' = 0$.

Let $S := (S_m)_{m \in \mathbb{N}}$ be the jump times of a rate-$(2\alpha + 1)K\alpha$ Poisson process with $0 = S_0 < S_1 < S_2 < \cdots$. Define the continuous-time process $X := (X_t)_{t \geq 0}$ by $X^t := Z^m$ for $t \in [S_m, S_{m+1})$.

The following lemma is straightforward to prove.

**Lemma 3.6.** We have $X \sim \text{DAR}_n(\alpha, K)$. Let $T \in [0, \infty)$ and $M \in \mathbb{N}_0$. Then

$$\{X^t \mid t \in [0, T]\} \subseteq \{Z^m \mid m \in [0, M] \cap \mathbb{Z}\} \text{ on the event } \{S_M \geq T\}.$$

### 4 Slow Mixing in Interim Regime: $\alpha_c < \alpha < 1$

This section is devoted to the establishment of slow mixing in the interim regime $\alpha \in (\alpha_c, 1)$. Our aim is to show slow mixing via two analogous results: first, if the system starts from a 'generic' high-blocking state, then it remains in such a state for exponentially long; second, if it starts in a low-blocking state, eg the empty configuration, then it remains in such a state for exponentially long. The first result will hold due to $\alpha > \alpha_c$, and the second due to $\alpha < 1$.

If $\alpha > 1$, then it is clear that the system will ‘fill up’ quickly, and so it would not be the case that the system remains in a low-blocking state for exponentially long. Of course, this does not imply any result on mixing times, but merely says that this particular method will not be helpful.

The precise statement that we prove in this section is the following.
**Theorem 4.1.** For all \( \alpha \in (\alpha_c, 1) \), there exists a constant \( c \) so that, for all \( K \) and \( n \) sufficiently large, for all \( t \leq e^{cn} \), we have
\[
\max_{x \in \mathcal{E}} \| \mathbb{P}_x(X^t \in \cdot) - \Pi \|_{TV} \geq \frac{1}{2} - e^{-cn}.
\]
Thus for all \( K \) sufficiently large, all \( \varepsilon \in (0, \frac{1}{c}) \) and all \( n \) sufficiently large, we have \( t_{\max}(\varepsilon) \geq e^{cn} \).

We now state the first of the two results that we wish to prove. It is the formalisation of “moving from high-blocking to low-blocking takes exponentially long”.

**Proposition 4.2.** For all \( \alpha > \alpha_c \), there exist constants \( c > 0 \) and \( \delta \in (0, 1) \) and an \( x \in \Omega \) so that, for all \( K \) and \( n \) sufficiently large,
\[
\tau := \inf \{ t \geq 0 \mid \frac{1}{n}(j \mid X^t_j = K) \leq \delta \}
\]
satisfies \( \mathbb{P}_x(\tau \leq e^{cn}) \leq e^{-cn} \); in words, at least a proportion \( \delta \) of links are full for time \( e^{cn} \) with probability at least \( 1 - e^{-cn} \).

**Proof.** Recall the following notation: for \( e \in \{0, ..., K\}^n \) and \( f \in [0, 1] \), write
\[
\varphi(e) := \frac{1}{n} \left\{ j \mid e_j = K \right\}, \quad \beta(f) := \alpha(1 + 2f(1 - f)) \quad \text{and} \quad p(f) := 1 - 1/\beta(f);
\]
in words, \( \beta(f) \) is the effective traffic intensity when the blocking proportion is \( f \) and \( p(f) \) is the equilibrium probability that a supercritical \( \text{Er}(\beta(f), K) \) link is full in the limit \( K \to \infty \).

Assume that \( \alpha \leq 1 \). Since \( \alpha > \alpha_c \), by definition there exists \( \delta \in [0, 1] \) so that \( p(\delta) > \delta \). We may assume that \( \delta \in (0, \frac{1}{2}) \) since \( p(f) = p(1 - f) \) for all \( f \). We may further assume that \( \delta \in (\frac{1}{2}, \frac{1}{2}) \) since \( p(0) = 0 < \alpha \) and \( p(\frac{1}{2}) = 1 - (\frac{2}{3}\alpha)^{-1} < \frac{1}{2} \). Choose \( \eta > 0 \) sufficiently small so that \( p(\delta) > \delta + 2\eta \).

By Corollary 3.2, we have \( X \leq U \sim \text{Er}(\frac{1}{2}\alpha, K)^n \). By Lemma 3.1, we have
\[
X \geq L \sim \text{Er}(\beta(\delta), K)^n \quad \text{while} \quad \varphi(X) \in [\delta, 1 - \delta].
\]
Write \( \Pi_L \) and \( \Pi_U \) for the invariant distributions of \( L \) and of \( U \), respectively. Also write
\[
\mathcal{U} := \{ e \in \Omega \mid \varphi(e) \leq \frac{1}{2} \}, \quad \mathcal{L} := \{ e \in \Omega \mid \varphi(e) \geq \delta \} \quad \text{and} \quad \mathcal{G} := \mathcal{U} \cap \mathcal{L}.
\]
Recall that \( \delta < \frac{1}{2} \). Write \( \tau_{\mathcal{U}} \), \( \tau_{\mathcal{L}} \) and \( \tau_{\mathcal{G}} \) for the exit times of \( \mathcal{U} \), of \( \mathcal{L} \) and of \( \mathcal{G} \), respectively, by \( X \). Clearly, \( \tau \geq \tau_{\mathcal{G}} = \tau_{\mathcal{U}} \cap \tau_{\mathcal{L}} \). By Lemma 3.1, we can couple so that
\[
L^t \leq X^t \leq U^t \quad \text{for all} \quad t \in [0, \tau_{\mathcal{G}}].
\]
In particular if \( X \) has exited \( \mathcal{G} \), then either \( L \) has exited \( \mathcal{L} \) or \( U \) has exited \( \mathcal{U} \). Write \( \sigma_\mathcal{U} \) and \( \sigma_\mathcal{L} \) for these two times, respectively. Hence \( \tau_{\mathcal{G}} \geq \tau_{\mathcal{U}} \land \tau_{\mathcal{L}} \). Thus, for any \( x \in \Omega \) and \( t \geq 0 \), we have
\[
\mathbb{P}_x(\tau \leq t) \leq \mathbb{P}_x(\tau_{\mathcal{U}} \leq t) \leq \mathbb{P}_x(\tau_{\mathcal{U}} \land \tau_{\mathcal{L}} \leq t) \leq \mathbb{P}_x(\sigma_{\mathcal{U}} \leq t) + \mathbb{P}_x(\sigma_{\mathcal{L}} \leq t). \tag{4.1}
\]

Write \( \Pi_{\mathcal{U}} \) and \( \Pi_{\mathcal{L}} \) for the invariant distribution of \( L \) and of \( U \), respectively. We have \( \Pi_{\mathcal{L}} \leq \Pi_{\mathcal{U}} \) since \( L \leq U \) by Lemma 3.1. Note that \( \mathcal{U} \) is an ‘up-set’: if \( e \in \mathcal{U} \) and \( e' \leq e \), then \( e' \in \mathcal{U} \) too. By Lemma 3.3, we then have
\[
\Pi_{\mathcal{L}}(\sigma_{\mathcal{U}} \leq t) \leq \Pi_{\mathcal{U}}(\sigma_{\mathcal{U}} \leq t).
\]
Combined with (4.1), we deduce that
\[
\Pi_{\mathcal{L}}(\tau \leq t) \leq \Pi_{\mathcal{L}}(\tau_{\mathcal{U}} \leq t) + \Pi_{\mathcal{L}}(\sigma_{\mathcal{L}} \leq t) \leq \Pi_{\mathcal{U}}(\sigma_{\mathcal{U}} \leq t) + \Pi_{\mathcal{L}}(\sigma_{\mathcal{L}} \leq t). \tag{4.2}
\]
We first analyse \( \sigma_{\mathcal{L}} \), ie how long it takes \( L \) to leave \( \mathcal{L} \), when started from its invariant distribution \( \Pi_{\mathcal{L}} \). The independence of the coordinates and the definition of \( p \) implies that
\[
\mathbb{E}_{\Pi_{\mathcal{L}}}(\varphi(L^0)) \rightarrow p(\delta) \geq \delta + 2\eta \quad \text{as} \quad K \to \infty.
\]
The the product nature of the system thus implies that for sufficiently large \( K \), we have
\[
n\varphi(\mathcal{L}) \geq \text{Bin}(n, \delta + \eta) \quad \text{when} \quad \mathcal{L} \sim \Pi_{\mathcal{L}}.
\]
Concentration of the Binomial, e.g., Hoeffding’s inequality, then gives
\[
\Pi_L(2^n) = \mathbb{P}_{\Pi_L}(\varphi(L^0) < \delta) \leq \mathbb{P}_{\Pi_L}(\text{Bin}(n, \delta + \eta) < \delta n) \leq \exp(-2\eta^2 n). 
\] (4.3)

The above holds with \( L \) replaced by \( L' \) when \( L^0 \sim \Pi_L \) since \( \Pi_L \) is invariant for \( L \). Consider the discrete-time process \( Z \) coupled to \( X' = Z^m \) for \( t \) with \( S_m \leq t < S_{m+1} \). If we run \( X \) for a time \( e^{\alpha n} \), for some constant \( \alpha' > 0 \), then \( Z \) takes at most \( e^{b_0 n} \) steps with probability at least \( 1 - e^{-b_0 n} \), for some constant \( b' > 0 \), by concentration of the Poisson distribution. Applying Lemma 3.6 and (4.3) along with a union bound over the steps of the discrete-time chain \( Z \) shows that there exist constants \( a_1, b_1 > 0 \) so that
\[
\mathbb{P}_{\Pi_L}(\sigma_Z \leq e^{a_1 n}) \leq e^{-b_1 n}. 
\] (4.4)

The analysis of \( \sigma_\Omega \) is similar. We can take \( \eta := \frac{1}{\beta} \) here, for example, since \( \max_{f \in [0, 1]} p(f) = p(\frac{1}{2}) \leq \frac{1}{2} < \frac{1}{4} \). We obtain constants \( a_2, b_2 > 0 \) so that
\[
\mathbb{P}_{\Pi_L}(\sigma_\Omega \leq e^{a_2 n}) \leq e^{-b_2 n}. 
\] (4.5)

Now set \( a := \min\{a_1, a_2\} \) and \( b := \min\{b_1, b_2\} \). Plugging (4.4, 4.5) into (4.2) gives
\[
\mathbb{P}_{\Pi_L}(\tau \leq e^{an}) \leq \mathbb{P}_{\Pi_L}(\sigma_\Omega \land \sigma_Z \leq e^{an}) \leq 2e^{-bn}.
\]

Since \( \mathbb{P}_{\Pi_L} \) is an averaging measure, this implies that there exists some \( x \in \Omega \) so that
\[
\mathbb{P}_x(\tau \leq e^{an}) \leq 2e^{-bn}.
\]

If \( \alpha > 1 \), then simply stochastically lower bound \( X \gtrsim \text{Er}(\alpha, K)^n \), using Corollary 3.2. The above argument, but requiring only \( \sigma_Z \), applies, as here \( p(0) = 1 - 1/\beta(0) = 1 - 1/\alpha > 0 \).

We have just shown that if we start in high-blocking, then it takes exponentially long to get to low-blocking. We now show that the converse is also true. Write \( 0 := (0, ..., 0) \in \{0, ..., K\}^n \) for the state where every link is empty.

**Proposition 4.3.** For all \( \alpha < 1 \) and all \( f \in (0, 1) \), there exists a constant \( c > 0 \) so that, for all \( K \) and \( n \) sufficiently large,
\[
\tau := \{ t \geq 0 \mid \frac{1}{n}|\{j \mid X_j^t = K\}| \geq f \} \text{ satisfies } \mathbb{P}_0(\tau \leq e^{cn}) \leq e^{-cn};
\]
in words, at most a proportion \( f \) are full for time \( e^{cn} \) with probability at least \( 1 - e^{-cn} \).

**Proof.** Recall the following notation: for \( e \in \{0, ..., K\}^n \) and \( f \in [0, 1] \), write
\[
\varphi(e) := \frac{1}{n}|\{j \mid e_j = K\}| \text{ and } \beta(f) := \alpha(1 + 2f(1 - f));
\]
in words, \( \beta(f) \) is the effective traffic intensity, when the blocking proportion is \( f \).

Since \( \alpha < 1 \) there exists an \( \delta \in (0, \frac{1}{4}) \) so that \( \beta(\delta) < 1 \). By monotonicity (in \( f \)) of the condition \( \varphi(X^t) \geq f \) in the definition of \( \tau \), we may assume that \( f < \delta \).

By Lemma 3.1, we have
\[
X \lesssim U \sim \text{Er}(\beta(\delta), K)^n \text{ while } \varphi(X^t) \leq \delta,
\]
and so in particular up until time \( \tau \). Further, by Lemma 3.3, we may assume that \( U^0 \sim \Pi_U \), the invariant distribution of \( U \). Hence it suffices to prove the statement with \( \tau \) replaced by
\[
\sigma_\Omega := \inf\{ t \geq 0 \mid \varphi(U^t) \geq f \}.
\]

For a single \( \text{Er}(\beta(\delta), K) \) link, the probability of being full tends to 0 as \( K \to \infty \), since \( \beta(\delta) < 1 \), and so certainly becomes at most \( \frac{1}{4}\delta \) if \( K \) is sufficiently large. The proof is completed analogously to the previous one, using concentration of the proportion of full links in a product Erlang system. \( \Box \)
From these hitting time results we obtain our mixing lower bound.

**Proof of Theorem 4.1.** Fix $\alpha \in (\alpha_c, 1)$. Choose $\delta, c_1$ and $x$ as guaranteed by Proposition 4.2. Then choose $c_2$ as guaranteed by Proposition 4.3 with $f := \delta$. Set $c = \min\{c_1, c_2\}$.

Let $X, Y \sim \text{DAR}_n(\alpha, K)$ with $X^0 = x$ and $Y^0 = y$. Let

$$
\tau_X := \inf\{t \geq 0 \mid \varphi(X^t) \leq f\} \quad \text{and} \quad \tau_Y := \inf\{t \geq 0 \mid \varphi(Y^t) \geq f\},
$$

recalling that $\varphi(e) := \frac{1}{n!}(|j| e_j = K)$ for $e \in \{0, ..., K\}^n$. Since $\varphi(x) > f$ and $\varphi(0) = 0 < f$, if $X^t = Y^t$ then $\tau_X \land \tau_Y \leq t$. However, Propositions 4.2 and 4.3 tell us, respectively, that

$$
\mathbb{P}_x(\tau_X \leq e^{cn}) \leq e^{-cn} \quad \text{and} \quad \mathbb{P}_0(\tau_Y \leq e^{cn}) \leq e^{-cn}.
$$

We thus deduce that

$$
\|\mathbb{P}_x(X^t) - \mathbb{P}_0(Y^t)\|_{TV} \geq 1 - 2e^{-cn} \quad \text{when} \quad t \leq e^{cn},
$$

using the union bound. The claim now follows by the triangle inequality. \qed

## 5 Fast Mixing in Edge Regimes: $\alpha < \alpha_c$ or $\alpha > 1$

We establish fast mixing for the regimes $\alpha < \alpha_c$ and $\alpha > 1$ in this section. As mentioned before, we use a variable length path coupling argument, introduced by Hayes and Vigoda [HV07]. We use a minor variant of their result, given in Theorem 5.1.3 below.

The high-level ideas for the two regimes will be the same: we use the same coupling, the same variable length path coupling type argument and a burn-in phase with a similar flavour. The stopping times used in the variable length path coupling will be different: when $\alpha < \alpha_c$, there are very few reroutings and we use the ending of calls to couple; when $\alpha > 1$, there will be a significant number of reroutings and we use failed attempts at rerouting to couple. The flavour of the burn-in phase will be very similar in the two regimes: when $\alpha < \alpha_c$, we run until we are in a low-blocking state; when $\alpha > 1$, we run until we are in a high-blocking state.

From a holistic point of view, one should really think of this as “the fast mixing case with two subcases”, rather than “two fast mixing cases”.

### 5.1 Variable Length Coupling Set-Up

Let $X, Y \sim \text{DAR}_n(\alpha, K)$ be two dynamic alternative routing systems. Let $\mathcal{S} \subseteq \Omega$, and write $\mathcal{G}[0, t]$ for the event that $X$ and $Y$ are in $\mathcal{S}$ for the entire interval $[0, t]$, ie

$$
\mathcal{G}[0, t] := \{(X^s, Y^s) \in \mathcal{S}^2 \forall s \in [0, t]\}.
$$

The definition of $\mathcal{S}$ will be different for the two regimes $\alpha < \alpha_c$ and $\alpha > 1$ (albeit of the same flavour). The burn-in phase will run for sufficiently long so that both $X$ and $Y$ are ‘far enough inside’ $\mathcal{S}$ so that they remain in $\mathcal{S}$ for a long time; this is, of course, made precise later.

We first define the coupling, then describe how to bound the coupling time using the variable length path coupling technique, given that $X$ and $Y$ remain in $\mathcal{S}$ throughout.

#### 5.1.1 Coupling

The fact that we have obtained our model as a simplification, or approximation, of a rerouting scheme allows us to consider it in a more instructive (and intuitive) way than simply “a variable rate Poisson arrival system with independent exponential departures”: we can set it up as a *type* of rerouting scheme. Recall that before (in the original model) two calls were added upon a rerouting, whereas we (in our model) only add one at a time. To get the correct rates, we assume that the reroutings happen twice as fast as in the previous model. Since the reroutings are accepted with probability approximately $(1 - f)^2$, where $f$ is the current blocking level, it does not make sense to say they are accepted with probability $2(1 - f)^2$ since this number may be larger than 1. Instead, we double the *entire* arrival rate of the system and still reroute with probability $(1 - f)^2$, but now
choose a single link (rather than a pair) to have a call added; additionally, when a call arrives to a non-full link, it is only accepted with probability $\frac{1}{2}$. Equivalently, we could say that to non-full links there is a Poisson stream of rate $\lambda$ and to full links there is a Poisson stream of rate $2\lambda$.

After that motivation, we can now give an explicit way to realise the system.

**Definition 5.1.1.** For arrivals, give to each link a Poisson stream (of arriving calls) of rate $2\lambda$. Upon a call’s arrival to a link, $k$ say, we have the following procedure.

- If the link $k$ is not full, then toss a Bern($\frac{1}{2}$)-coin:
  - if heads (ie ‘1’), then add a call to link $k$;
  - if tails (ie ‘0’), then do nothing.

- If the link $k$ is full, then choose two links $i$ and $j$ uar (with replacement):
  - if both links $i$ and $j$ are not full, then add a call to link $i$;
  - otherwise, ie if either link $i$ or link $j$ is full, do nothing.

For departures, give to each call in the system an independent exponential-1 timer. Upon a timer’s ringing, remove the corresponding call from the system.

Since the probability that both $i$ and $j$ are not full is precisely $(1 - f)^2$ when the system is in an $f$-blocking state, we see that this is a genuine realisation of the system.

It is this realisation, which is similar to the original dynamic alternative routing system, that we have in mind for the remainder of the paper. We speak of reroutings with this interpretation.

Moreover, this realisation of the system lends itself very naturally to a coupling of two (or even more) systems—it will also extend (relatively) easily when we consider ‘multiple attempts at rerouting’ in §6. Informally, we just use the same fair coin (to accept/reject calls which arrive to non-full links) and selection of $(i, j)$ (for reroutings) in each system. Recall that $\lambda = \alpha K$.

**Definition 5.1.2.** For arrivals, give to each link a Poisson stream (of arriving calls) of rate $2\lambda$. Upon a call’s arrival to a link, $k$ say, we have the following procedure.

- Suppose $k$ is not full in either of $X$ or $Y$. Toss a Bern($\frac{1}{2}$)-coin:
  - if heads, then add a call to link $k$ both in $X$ and in $Y$.

- Suppose $k$ is full in $X$ but not full in $Y$. Toss a Bern($\frac{1}{2}$)-coin:
  - if heads, then add a call to link $k$ in $Y$.
  
  Also, independently, choose two links $i$ and $j$ uar (with replacement):
  - if both links $i$ and $j$ are not full in $X$, then add a call to link $i$ in $X$.

- Suppose $k$ is full in $Y$ but not full in $X$. Do analogously to the previous case.

- Suppose $k$ is full both in $X$ and in $Y$. Choose two links $i$ and $j$ uar (with replacement):
  - if both $i$ and $j$ are not full in $X$ (respectively $Y$), then add a call to $i$ in $X$ (respectively $Y$).

For departures, use the same rate-1 departure clocks in $X$ as in $Y$ where possible, giving the ‘extra’ calls (ie those in $X$ but not in $Y$ or vice versa) independent rate-1 departure clocks.

**Remark.** By inspection, one can see that this is a genuine, Markovian coupling. When using this coupling and $(X^0, Y^0) = (x, y)$, we denote it $P_{x,y}$. Write $P(\cdot) := \max_{(x,y)\in\Omega} P_{x,y}(\cdot)$. Furthermore, it is a coalescent coupling: writing $\tau_c := \inf\{t \geq 0 \mid X^t = Y^t\}$, we have $\{X^t \neq Y^t\} = \{\tau_c > t\}$. \(\triangle\)

### 5.1.2 Variable Length Bound via Stopping Time

The following is an adaptation of the variable length path coupling of Hayes and Vigoda [HV07]. It holds for any coalescent coupling; we always use the one from Definition 5.1.2. (We change the notation slightly, compared with [HV07], so as to not clash with our already-established notation.)
**Theorem 5.1.3** (cf [HV07, Corollary 6]). Let \((X, Y)\) be a coalescent coupling of two realisations of the same Markov chain, with state space \(\Omega\). Let \(\tau\) be a stopping time for the joint chain \((X, Y)\). Let \(\mathcal{G} \subseteq \Omega\) and, for \(t \geq 0\), write

\[
\mathcal{G}[0, t] := \{(X^s, Y^s) \in \mathcal{G}^2 \forall s \in [0, t]\}.
\]

Let \(d\) denote the graph distance on the graph on \(\Omega\) induced by the permissible transitions of the Markov chain. Write \(S := \{(x, y) \in \Omega^2 \mid d(x, y) = 1\}\) for the pairs of neighbours; define

\[
\gamma_0 := \max_{(x, y) \in S} \mathbb{E}_{x,y}(d(X^\tau, Y^\tau)1\{\mathcal{G}[0, \tau]\}).
\]

Write \(W\) for the supremum of \(\max_{x \geq 0} d(X^s, Y^s)1\{s < \tau\}\) over all possible evolutions \((X^s, Y^s)_{s \geq 0}\) which have starting pair \((X^0, Y^0)\) in \(S\). Suppose that \(M > 0\) satisfies

\[
\max_{(x, y) \in S} \mathbb{P}_{x,y}(\tau > M) \leq \frac{1}{2}(1 - \gamma_0)/W.
\]

Then, writing \(\gamma := \frac{1}{2}(1 + \gamma_0)\), for any \(t \geq 0\), we have

\[
\max_{x, y \in \Omega} \mathbb{P}_{x,y}(X^t \neq Y^t, \mathcal{G}[0, t]) \leq \text{diam } \Omega \cdot \gamma^{t/M - 1}.
\]

**Proof.** The coupling is coalescent, so if \(X^t \neq Y^t\) then \(X^s \neq Y^s\) for all \(s \leq t\). Fix an \(M \in \mathbb{R}_+\) and set \(\sigma := \tau \wedge M\), which is deterministically bounded. We split the interval \((0, kM]\) into \((0, M] \cup \cdots \cup ((k-1)M, M]\), and, for \(\ell \in \mathbb{Z}\), consider the probability of coalescence by \(\ell M\): for \((x, y) \in \Omega^2\), let

\[
p_x(x, y) := \mathbb{P}_{x,y}(X^{\ell M} \neq Y^{\ell M}, \mathcal{G}[0, \ell M]);
\]

then write \(p^*_\ell\) for the maximum over adjacent pairs \((x, y)\), ie \(p^*_\ell := \max_{(x, y) \in S} p_x(x, y)\). By the union bound along shortest paths, we have \(p_x(x, y) \leq p^*_\ell d(x, y)\) for all \((x, y) \in \Omega^2\).

For \((x, y) \in S\) and \((u, v) \in \Omega^2\), define

\[
Q(x, y; u, v) := \mathbb{P}_{x,y}(X^\sigma = u, Y^\sigma = v, \mathcal{G}[0, M]).
\]

Fix some \(\ell \in \{1, \ldots, k\}\). We bound \(p^*_\ell\) inductively: for any \((x, y) \in S\), by the strong Markov property (applied at time \(\sigma \leq M\)) and the fact that the coupling is coalescent, we have

\[
p_x(x, y) \leq \sum_{(u, v) \in \Omega^2} p_{x,v}(u, v) Q(x, y; u, v)
\]

\[
\leq \sum_{(u, v) \in \Omega^2} p^*_{x,v} d(u, v) Q(x, y; u, v) = p^*_{x,v} \mathbb{E}_{x,y}(d(X^\tau, Y^\tau)1\{\mathcal{G}[0, M]\});
\]

note that the first relation is an inequality, rather than an equality, because coalescence may occur in the final \(M - \sigma\) time units. Hence, maximising over \((x, y) \in S\), we obtain

\[
p^*_\ell \leq \zeta p^*_{\ell - 1}
\]

where \(\zeta := \max_{(x, y) \in S} \mathbb{E}_{x,y}(d(X^\tau, Y^\tau)1\{\mathcal{G}[0, M]\})\).

Iterating this, we obtain \(p^*_\ell \leq \zeta^\ell\) as \(p^*_0 = 1\). Hence

\[
\mathbb{P}(X^{kM} \neq Y^{kM}, \mathcal{G}[0, kM]) \leq \text{diam } \Omega \cdot p^*_k \leq \text{diam } \Omega \cdot \zeta^k.
\]

Next define the following quantities, which we use to control \(\zeta\), recalling that \(\sigma = \tau \wedge M\):

\[
\gamma_0 := \max_{(x, y) \in S} \mathbb{E}_{x,y}(d(X^\tau, Y^\tau)1\{\mathcal{G}[0, \tau]\}) \quad \text{and} \quad \gamma_1 := \max_{(x, y) \in S} \mathbb{E}_{x,y}(d(X^M, Y^M)1\{\tau > M\});
\]

Then \(\zeta \leq \gamma_0 + \gamma_1\). By definition of \(W\), we have \(\gamma_1 \leq W \cdot \max_{(x, y) \in S} \mathbb{P}_{x,y}(\tau > M)\). By the assumption on \(M\), the probability in the above display is at most \(\frac{1}{2}(1 - \gamma_0)/W\). Thus \(\zeta \leq \gamma_0 + \gamma_1 \leq \frac{1}{2}(1 + \gamma_0) = \gamma\).

Noting that \(\lfloor t/M \rfloor \geq t/M - 1\), the final claim follows. \(\square\)

For our application, our stopping time \(\tau\) for the pair \((X, Y)\) will be defined via a set of stopping rules; in the spirit of path coupling, these rules will require \(X\) and \(Y\) to initially be adjacent.
5.2 Slow Arrivals: $\alpha < \alpha_c$ and Low-Blocking

In this subsection we consider the ‘slow arrivals’ regime, i.e. $\alpha < \alpha_c$. We always use the coupling $(P_{x,y})_{x,y \in \Omega}$ from Definition 5.1.2. We prove the following theorem.

**Theorem 5.2.1.** For all $\alpha < \alpha_c$, there exists a constant $C$ so that, for all $K$ and $n$ sufficiently large, if $X, Y \sim \text{DAR}_n(\alpha, K)$, then, under the coupling $(P_{x,y})_{x,y \in \Omega}$, for all $t \geq C \log n$, we have

$$\max_{(x,y) \in \Omega^2} \mathbb{P}_{x,y}(X^t \neq Y^t) \leq C/n = o(1).$$

Thus for all $K$ sufficiently large, all $\varepsilon \in (0, 1)$ and all $n$ sufficiently large, we have $t_{\text{mix}}(\varepsilon) \leq C \log n$.

Used throughout this subsection repeatedly, will be the notation $\beta(f)$ and $p(f)$:

- $\beta(f) = \alpha(1 + 2f(1 - f))$ is the effective traffic intensity when a proportion $f$ of links are full;
- $p(f) = 1 - 1/\beta(f)$ is the equilibrium probability that an $\text{Er}(\beta(f), K)$ link is full as $K \to \infty$.

We prove this theorem via a sequence of lemmas: in §5.2.1 we describe the burn-in phase; in §5.2.2 we describe and apply the variable length path coupling; finally we conclude in §5.2.3.

5.2.1 Burn-In Phase

Since $p(f) < f$ for all $f$ when $\alpha < \alpha_c$, the system cannot ‘support’ $f$-blocking for any $f$; this concept is elaborated on below. The aim of this part is to prove the following burn-in proposition.

**Proposition 5.2.2.** For all $\alpha < \alpha_c$, there exists a constant $C$ so that, for all $\varepsilon \in (0, 1)$, there exists $\xi_0 \in (0, 1)$ so that, for all $\xi \in (\xi_0, 1)$, setting $t := C \log n$,

$$\mathcal{S} := \{\varepsilon \in \Omega \mid \frac{1}{n}\frac{1}{\xi}|\{j \mid \varepsilon_j > \xi K\}| \leq 2\varepsilon\} \quad \text{and} \quad \mathcal{B} := \{\varepsilon \in \Omega \mid \mathbb{P}_\varepsilon(X^t \in \mathcal{S} \forall s \leq 1 - 1/n) \geq 1 - 1/n\},$$

for all $K$ and $n$ sufficiently large (depending on $\alpha$ and $\varepsilon$), if $X \sim \text{DAR}_n(\alpha, K)$, then

$$\max_{x \in \Omega} \mathbb{P}_x(X^t \notin \mathcal{B}) \leq \frac{1}{n}C/n = o(1).$$

**Intuition.** By definition of $\alpha_c$, when $\alpha < \alpha_c$, for any $f \in (0, 1)$, we have $p(f) < f$. Thus the expected proportion of full links in an $\text{Er}(\beta(f), K)^n$ system in equilibrium is less than $f$ (in the limit $K \to \infty$). Intuitively, this suggests that for any $f$ the system cannot ‘support’ $f$-blocking: if we start a $\text{DAR}_n(\alpha, K)$ system from a state with proportion $f$ blocked then (typically) the proportion will initially decrease. Thus if the proportion blocked initially, call it $f_0$, is non-negligible, then upon running the $\text{DAR}_n(\alpha, K)$ system this proportion will decrease. Contrast this with Proposition 4.2 where $\alpha > \alpha_c$ implied that there existed some $f$ which could be ‘supported’.

Initially stochastically dominate above by an $\text{Er}(\beta(f_0), K)^n$ system. If $\beta(f_0) > 1$, then next we choose $f_1$ with $p(f_0) < f_1 < f_0$ and stochastically dominate above by $\text{Er}(\beta(f_1), K)^n$. Iterating this, we eventually get the blocking level arbitrarily low (provided $K$ is sufficiently large).

We make the intuition above precise using Algorithms 5.2.3 and 5.2.4: the first makes definitions and the second describes the stochastic domination and burn-in procedure.

The following algorithm defines the sets and parameters used for stochastic domination. Write

$$\eta := \frac{1}{f}(\inf \{f - p(f) \mid \beta(f) \geq 1, f \in [0, 1]\} \quad \text{when} \quad \alpha \geq \frac{3}{4}.$$  

As $\max_{f \in [0, 1]} \beta(f) = \beta(\frac{1}{2}) = \frac{3}{4}\alpha$, there exists an $f \in [0, 1]$ with $\beta(\frac{1}{2}) \geq 1$ if and only if $\alpha \geq \frac{2}{3}$. We are studying the regime $\alpha < \alpha_c$, so $p(f) < f$ for all $f \in [0, 1]$ by definition of $\alpha_c$. Hence $\eta > 0$.

**Algorithm 5.2.3** (Definitions). Assume that $\alpha \in (0, \alpha_c)$. Initialise $i := 0$.

- Set $f_0 := \frac{1}{2}$, $\alpha_0 := \beta(f_0)$, $\mathcal{S}_0 := \Omega$ and $\mathcal{B}_0 := \Omega$.

If $\alpha_0 \geq 1$, then increment $i \to i + 1$ and **Proceed** to the next step; otherwise **Stop**.
• Set $f_i := p(f_{i-1}) + 2\eta$, $\alpha_i \equiv \beta(f_i)$,

$$\mathcal{G}_i := \{ e \in \Omega \mid \frac{1}{\xi}(j \mid e_j = K) \leq f_i \} \quad \text{and} \quad \mathcal{B}_i := \{ e \in \Omega \mid \mathbb{P}_e(X^s \in \mathcal{G}_i, \forall s \leq n) \geq 1 - 1/n \}.$$ 

If $\alpha_i \geq 1$, then increment $i \to i + 1$ and Repeat this step; otherwise Stop.

If the algorithm terminates, then write $k$ for the number of steps it takes; otherwise set $k = \infty$.

If $k < \infty$, then, for a parameter $\xi \in (0,1)$ to be chosen later, write

$$\mathcal{G}_{k+1} := \mathcal{G} := \{ e \in \Omega \mid \frac{1}{\xi}(j \mid e_j > \xi K) \leq 2\epsilon \} \quad \text{and} \quad \mathcal{B}_{k+1} := \mathcal{B} := \{ e \in \Omega \mid \mathbb{P}_e(X^s \in \mathcal{G}_{k+1}, \forall s \leq n) \geq 1 - 1/n \}.$$ 

The following algorithm sets up the stochastic domination procedure, assuming $k < \infty$:

- the sets and parameters used are from Algorithm 5.2.3;
- the legitimacy of the stochastic domination is provided by Lemma 3.1.

Observe that $\mathcal{G}_i$, and hence $\mathcal{B}_i$, is, for each $i$, a down-set: if $x \leq e$ and $e$ is in the set, then so is $x$.

**Algorithm 5.2.4.** Assume that $k < \infty$. Set $T := 10 \log n$ and $t_i := iT$ for each $i = 0, \ldots, k + 1$.

Step $i$, for $i \in \{1, \ldots, k + 1\}$, takes the following form.

- Stochastic Domination. While in $\mathcal{G}_{i-1}$ stochastically dominate $X \leq E_{i-1} \sim \text{Er}(\alpha_{i-1}, K)^n$ and run for a time $T$, starting at time $t_{i-1} = (i - 1)T$ and ending at time $t_i = iT$.

- Burn-In. If $E_{i-1}^t \in \mathcal{B}_i$ (and hence $X^t \in \mathcal{B}_i$) and further $E_{i-1}^t \in \mathcal{G}_{i-1}$ (and hence $X^t \in \mathcal{G}_{i-1}$) for all $s \in [t_i, t_{i+1}]$, then continue; otherwise the burn-in phase fails and stop.

**Outline.** We upper bound the probability that $X^t \notin \mathcal{B}$ by the probability that the burn-in phase fails. For $i = 1, \ldots, k$, each set $\mathcal{G}_i$ is defined by restricting the proportion of full links to be at most some value; this value is slightly large than the expected proportion for an $\text{Er}(\alpha_{i-1}, K)^n$ system; namely, the expected proportion is $p(f_{i-1})$ and the set requires a proportion at most $f_i = p(f_{i-1}) + 2\eta$. Finally, for step $k + 1$, the dominating Erlang system is subcritical and so we can bring the proportion as low as we desire—we even impose slightly more. In particular, $E_{i-1}$, and hence $X$, is highly likely to be in $\mathcal{G}_i$ in equilibrium.  

The following two lemmas quantify this outline. Their proofs are deferred to Appendix B.

**Lemma 5.2.5.** For all $\beta \in (0,1)$, all $\epsilon \in (0,1)$ and all $K$ sufficiently large, if $\pi_{\beta,K}$ is the invariant distribution of an $\text{Er}(\beta, K)$ link, then

$$\pi_{\beta,K}\left(\left[\frac{1}{\xi}(1 + \beta)K, K]\right) \leq \epsilon.$$ 

**Lemma 5.2.6.** For all $\alpha < \alpha_c$, all $K$ and $n$ sufficiently large and all $i = 1, \ldots, k + 1$, writing $\Pi_{i-1}$ for the invariant distribution of an $\text{Er}(\alpha_{i-1}, K)^n$ system, we have

$$\Pi_{i-1}(\mathcal{B}_i) \geq 1 - 1/n.$$ 

**Proof of Proposition 5.2.2.** Observe that the statement is monotone in $\epsilon$: making $\epsilon$ larger can only decrease the probability. Hence we may assume that $\epsilon$ is as small as we desire.

We check that the algorithm terminates when $\alpha < 1$. If $\alpha < \frac{4}{7}$, then it does in 0 steps. Suppose $\alpha \geq \frac{4}{7}$. If $\alpha_{i-1} \geq 1$, then $p(f_{i-1}) \geq 0$; also $f_i = p(f_{i-1}) + 2\eta \leq f_{i-1} - \eta$. But $f_i \geq 0$ for all $i$. Hence the algorithm does indeed terminate; further $k$ is a function only of $\alpha$ and satisfies $k \leq \lceil \frac{1}{\eta} \rho^{-1} \rceil$.

Let $\epsilon > 0$, satisfying $2\epsilon \leq f_k \leq \frac{1}{2}$, so $\beta(2\epsilon) \leq \beta(f_k) = \alpha_k < 1$. By definition of Algorithm 5.2.3, we have $\alpha_k < 1$. Hence, by Lemma 5.2.5, for $K$ sufficiently large, writing $\pi_k := (\pi_k(f))_{f=1}^K$ for the invariant distribution of a single $\text{Er}(\alpha_k, K)$ link, we have $\pi_k([\xi K, K]) \leq \epsilon$ where $\xi := \frac{1}{2}(1 + \alpha_k) < 1$. 


We now consider the probability that the burn-in phases succeeds. For \( i = 1, \ldots, k + 1 \), write

\[
1 - q_i := \min_{e \in \Omega} \mathbb{P}_e (E_{t_i}^T \in \mathcal{B}_i) \quad \text{and} \quad 1 - q_i' := \min_{x \in \mathcal{B}_i} \mathbb{P}_x (X^s \in \mathcal{G}, \forall s \leq t_{k+1} - t_i);
\]

note that \( q_{k+1}' = 0 \). Write \( Q := \max_{i=1, \ldots, k+1} q_i \) and \( Q' := \max_{i=1, \ldots, k+1} q_i' \). If the burn-in phase succeeds, then \( X^{t_{k+1}} \in \mathcal{B}_{k+1} \). Thus, by using the Markov property, the stochastic domination and the union bound, taking worst-case scenarios at the start of each step, we obtain

\[
\max_{x \in \Omega} \mathbb{P}_x (X^{t_{k+1}} \notin \mathcal{B}_{k+1}) \leq (k + 1) \max \{Q, Q' \}.
\]

It remains to bound this maximum. In particular, we set \( C := 10(k + 1) \), so then \( t_{k+1} = C \log n \), and show that \( \max \{Q, Q' \} \leq 2/n \); note also that \( \mathcal{B} = \mathcal{B}_{k+1} \). From this, the proposition follows.

By Lemma 3.4, the \( 1/n \) mixing time of an \( \text{Er}(\beta, K)^n \) system is at most \( T = 10 \log n \) for all \( \beta \), all \( K \geq 4 \) and all \( n \) sufficiently large. Write \( \Omega_j \) for the invariant distribution of \( \text{Er}(\alpha_j, K)^n \), ie of \( E_j \), for each \( j = 0, \ldots, k \). By definition of the TV mixing time and Lemma 5.2.6, we obtain

\[
q_i = \max_{e \in \Omega} \mathbb{P}_e (E_{t_i}^T \notin \mathcal{B}_i) \leq 1 - \Omega_{i-1}(\mathcal{B}_i) + 1/n \leq 2/n \quad \text{for all} \quad i = 1, \ldots, k + 1.
\]

For all \( i = 1, \ldots, k + 1 \), by definition of \( \mathcal{B}_i \), we have \( q_i' \leq 1/n \) since \( t_{k+1} - t_i \leq t_{k+1} \propto \log n \ll n \).

It remains to prove Lemmas 5.2.5 and 5.2.6. These proofs are deferred to Appendix B.

### 5.2.2 Variable Length Path Coupling

We now apply the variable length path coupling technique from §5.1. In this regime, we have

\[
\mathcal{G} = \{ e \in \Omega \mid \frac{1}{n} \sum_{j = 0}^{\infty} |\{ j \mid e_j > \xi K \}| \leq 2\varepsilon \},
\]

for some \( \xi \in (0, 1) \) sufficiently close to 1, as in Proposition 5.2.2, with \( \varepsilon > 0 \) to be specified later.

The reader is advised to recall the statement of the variable length path coupling result from Theorem 5.1.3, as well as the notation and parameters defined therein.

In this part we prove that the parameters satisfy the following properties.

**Proposition 5.2.7.** For \( \varepsilon := 10^{-3} \), all \( \xi \in (\xi_0, 1) \) and all \( K \) sufficiently large, in the scenario of Theorem 5.1.3, using the coupling from Definition 5.1.2 and \( \mathcal{G} \) defined above, there exists a stopping time \( \tau \) with \( \gamma \leq \frac{1}{2} \) and \( M := 6 \) a valid choice.

The remainder of this part is dedicated to proving this proposition. See (below) Definition 5.2.8 for the definition of \( \tau \) and Lemmas 5.2.10 and 5.2.11 for the bounds on \( \gamma \) and \( M \), respectively.

For a link with different load on it in \( X \) than \( Y \), say the link is mismatched; for a mismatched link, call the difference in load the mismatch distance. We first give an informal motivation for our stopping time and then the precise definition in Definition 5.2.8. We work on the event \( \mathcal{G} \), which says that a proportion \( 1 - 2\varepsilon \) of the links are ‘well away from full’; call such links good.

If the relative distance \( d(X, Y) = 1 \) and the mismatched link is good, then it is very likely that this additional call will end before the link becomes full: this is because a single link performs a type of mean-reverting random walk and \( K \) is large. For any bounded number of mismatched links with bounded, ie independent of both \( n \) and \( K \), mismatch distance, a similar result holds.

However, we cannot make this assumption on the first mismatched link: we need to choose a worst-case starting point, but from \( \mathcal{G} \). We simply wait for the first mismatched link to match, ie stop being mismatched, and work on the event that any reroutings prior to this were to good links. Given that the proportion of bad, ie not good, links is at most \( 2\varepsilon \), this event is highly likely. Further, in this time there will have been few reroutings. If all this does happen, then we are in a state in which a bounded number of links are mismatched and all such links are good. As above, all these links will match before any of them becomes full with high probability.

We now make this precise and formal. We use the coupling from Definition 5.1.2. We first set out explicitly some terminology. A link attempts to reroute if it is full and a direct call, ie one which has not been rerouted, arrives; this happens at rate \( 2\lambda \) for each full link. Two other links are chosen
uniformly and one of them accepts the call if both are not full, in which case the rerouting lands in that link. A call arrives indirectly to a link if it lands in that link has a result of a rerouting. A link accepts both direct and indirect calls.

We define the stopping time \( \tau \) to be the first time one of various events happens. These are described in terms of stopping rules. An event is triggered when it happens. For example, a stopping rule may be “Stop when the number of calls on link 1 changes”. This event is triggered by a call’s arrival to or departure from link 1, before which the number of calls remains unchanged.

**Definition 5.2.8.** Consider \( X, Y \sim \text{DAR}_0(\alpha, K) \) using the coupling from Definition 5.1.2. Assume that \( d(X^0, Y^0) = 1 \) and \( X^0 \geq Y^0 \). Consider the following stopping procedure.

If at any point there is an arrival that is accepted in \( Y \) but not in \( X \), then **Stop**; while this has not happened, use the following stopping rules.

1. **Stop** if one of the following occurs before the original mismatched link matches:
   - (a) the original mismatched link attempts to reroute 10 times;
   - (b) one of the reroutings lands in a link with at least \( \xi K \) calls on it in \( X \);
   - (c) a created mismatched link becomes full in either system.

2. **Assume that the Stop from (i) is not triggered.** **Stop** when one of the following occurs:
   - (a) one of the created mismatched links becomes full in either system;
   - (b) the systems coalesce.

Write \( \tau \) for the time at which this procedure stops.

We now bound this stopping time \( \tau \) and determine the maximum relative distance \( W \). Write \( \Gamma(k, 1) \) for the \( \Gamma \)-distribution with shape \( k \) and rate 1. Write \( \mathcal{E}(\mu) \) for the exponential distribution with rate \( \mu \). Then \( \Gamma(k, 1) \) is equivalent to the sum of \( k \) independent \( \mathcal{E}(1) \)-s.

**Lemma 5.2.9.** We have \( \tau \lesssim \Gamma(10, 1) \) and \( W = 10 \).

**Proof.** While (i.c) has not been triggered, no reroute can be accepted in \( X \) but not in \( Y \) and the only way a reroute can be accepted in \( Y \) but not \( X \) is if the original mismatched link is chosen. Hence, in this case, the original mismatched link has mismatch distance at most 1. This extra call (if it exists) departs at rate 1. Hence the time taken for (i) to be triggered is at most \( \Gamma(1, 1) \).

Further, the relative distance is at most 10 at any point before (ii) is triggered; if the process continues to (ii), then the relative distance is at most 9 at the time at which (ii) starts.

Assume that the process continues to (ii), rather than stopping in (i). By the same reasoning, replacing (i.c) with (ii.a), the set of full links is the same in \( X \) as in \( Y \), and hence the relative distance cannot increase. Since the relative distances is at most 9 initially, it takes a time at most \( \Gamma(9, 1) \) for the systems to coalesce assuming that (ii.a) has not been triggered.

In conclusion, \( W = 10 \) and \( \tau \lesssim \Gamma(10, 1) \), using the additive property of independent \( \Gamma \)-s.

We now turn to bounding \( \gamma \) and finding a suitable \( M \), whose definitions we recall:

\[
\gamma_0 = \max_{(x,y) \in S} \mathbb{E}_{x,y} \left[ d(X^\tau, Y^\tau) 1\{\mathcal{G}[0, \tau]\} \right] \quad \text{and} \quad \gamma = \frac{1}{2}(1 + \gamma_0);
\]

\( M \) is such that \( \max_{(x,y) \in S} \mathbb{P}_{x,y}(\tau > M) \leq \frac{1}{2}(1 - \gamma_0)/W \) with \( W = 10 \).

Recall that the event \( \mathcal{G}[0, \tau] \) means that \( (X^s, Y^s) \in \mathcal{S}^2 \) for all \( s \leq \tau \); in words, the number of links with at least \( \xi K \) circuits in use is at most \( 2 \varepsilon n \) in both \( X \) and \( Y \) for these times.

We first bound \( \gamma_0 \) and then use this to find a suitable \( M \).

**Lemma 5.2.10.** For \( \varepsilon := 10^{-3} \), all \( \xi \in (\xi_0, 1) \) and all \( K \) sufficiently large, we have \( \gamma \leq \frac{2}{3} \).
Proof. By symmetry, without loss of generality we may assume that the originally mismatched link is link 1 and that the extra call is in \( X \); i.e. \( d(X^0, Y^0) = 1 \) and \( X^0 = Y^0 + 1 \).

Write \( A \) for the complement of the event that \( \tau \) is triggered by an arrival which is accepted to \( Y \) but not to \( X \), i.e. the first Stop in Definition 5.2.8. Then

\[
\gamma_0 \leq \gamma_0' + (W + 1) \mathbb{P}(A^c, \mathcal{G}[0, \tau]) \quad \text{where} \quad \gamma_0' := \max_{(x, y) \in S} \mathbb{E}_{x, y} \left( d(X^\tau, Y^\tau) \mathbf{1}[\mathcal{G}[0, \tau]] \mathbf{1}(A) \right).
\]

Suppose a link reroutes successfully in \( Y \) but not in \( X \). The choice of \( i \) and \( j \) in Definition 5.1.2 must then include the link 1. Write \( F \) for the number of full links in \( Y \) at this time. The probability that the reroute lands in 1, rather than another non-full link of \( Y \), is

\[
\left| \left\{ (i, j) \subseteq [F]^2 \mid i = 1 \right\} \right| / \left| \left\{ (i, j) \subseteq [F]^2 \mid i = 1 \text{ or } j = 1 \right\} \right| = \frac{1}{2} (1 - \frac{1}{F})^{-1} \geq \frac{1}{2}.
\]

This is the conditional probability that a reroute is accepted to the original link in \( Y \) but not in \( X \) given that it is accepted to some link in \( Y \) but not in \( X \). In this case, the relative distance decreases by 1; in the case that the reroute does not land in 1, the relative distance increases by 1.

Hence if the first Stop is triggered, then the expected change in relative distance is non-positive.

Write \( \mathbb{P}((i)) \), \( \mathbb{P}((ii,a)) \) and \( \mathbb{P}((ii,b)) \) for the probabilities of the respective events in Definition 5.2.8, conditional on \( A \) (ie that \( \tau \) is not triggered by the first Stop). By inspection, if (i) is triggered, then the relative distance is at most 11; if (ii,a), then also at most 11; if (ii,b), then 0.

Hence, combined with the non-positivity on \( A^c \), the expected change in relative distance is at most

\[
((10) \cdot \mathbb{P}((i)) + (10) \cdot \mathbb{P}((ii,a)) + (-1) \cdot \mathbb{P}((ii,b))) \cdot \mathbb{P}(A) + (0) \cdot \mathbb{P}(A^c)
\]

Consider first (i). We consider the three subcases.

(i.a) The matching can be caused by the extra call ending, or by a call arriving to the mismatched link and being accepted in \( Y \) but not in \( X \). Hence \( \mathbb{P}((i.a)) \leq 2^{-10} \).

(i.b) There are at most 10 reroutings before (i.a) is triggered, and the probability that a given one of these lands on a link having at least \( \xi K \) calls already on it is at most \( 2 \varepsilon \), by definition of \( \mathcal{G} \), as defined in Proposition 5.2.2. Hence \( \mathbb{P}((i.b)) \leq 20 \varepsilon \) by the union bound.

(i.c) For neither (i.a) nor (i.b) to have been triggered, there must be at most 10 mismatched links and on each link the mismatch distance is at most 10. Write \( q \) for the probability that an Er(\( \beta(2\varepsilon) \), \( K \)) link started from \( \xi K \) hits \( K \) before an independent \( \Gamma(10,1) \) timer rings. Note also that no further mismatches can be made, because of the event \( A \). Hence \( \mathbb{P}((i.c)) \leq 10q \) by monotonicity and the union bound.

(For case (i.a), note that the event \( A \) does not prohibit a call from being added to the original mismatched link in \( Y \) but not in \( X \); it only prohibits such events when the chosen link is not the original mismatched one.) Combining these estimates with the union bound, we thus have

\[
\mathbb{P}((i)) \leq 2^{-10} + 20 \varepsilon + 10q.
\]

Now consider (ii). By the same argument as for (i.c), we have

\[
\mathbb{P}((ii.a) \mid (ii)) \leq 10q, \quad \text{and hence} \quad \mathbb{P}((ii.b) \mid (ii)) \geq 1 - 10q.
\]

Next, by comparing a single Erlang link with a random walk on \( \mathbb{Z} \) which is biased towards its mean and using monotonicity we see that \( q \to 0 \) as \( K \to \infty \).

We must now consider \( \mathbb{P}(A) \). Observe that if the set of full links is the same in \( X \) as in \( Y \), then any call added to \( X \) is also added to \( Y \) and vice versa. By definition of \( \tau \), prior to \( \tau \) there can be at most one link that is full in one system but not in the other; in particular, this is the original mismatched link, and it cannot be full in \( Y \) but not in \( X \) and if it is full in \( X \) then it is one-off-full in \( Y \) (prior to \( \tau \)). While the mismatched link (link 1) is full in \( X \), \( A \) is triggered if (and only if) a call arrives to a matched full link (ie any full link other than link 1) and, in the notation of Definition 5.1.2, \( i \) is a non-full link other than link 1 and \( j = 1 \). Combining all this, we hence find that \( A \) is triggered at rate \( \lambda f(1 - f) \leq 2 \varepsilon \lambda \), where \( f \) is the current blocking level (and hence
$f \leq 2\varepsilon$). Also, while it is full in $X$ and one-off-full in $Y$, link 1 matches at rate $\lambda$, since if a call arrives directly and is accepted to $Y$ then it matches. Hence, assuming $\varepsilon \leq \frac{1}{3}$, we have

$$\mathbb{P}(A^c) \leq \mathbb{P}(E(4\varepsilon \lambda) > E(\lambda)) = 4\varepsilon \lambda / (\lambda + 4\varepsilon \lambda) \leq 5\varepsilon.$$ 

Combining all these, we find that the expected change in relative distance is at most

$$(10(2^{-10} + 20\varepsilon + 10q) + 100q + 10q - 1)(1 - 5\varepsilon) + (11)(5\varepsilon) \leq -\frac{2}{3}$$

for $K$ sufficiently large and $\varepsilon$ sufficiently small, e.g., $\varepsilon := 10^{-3}$. Hence $\gamma_0 \leq 1 - \frac{2}{3} = \frac{1}{3}$ and $\gamma \leq \frac{2}{3}$. □

Given that $\gamma_0 \leq \frac{1}{3}$, we can now determine a permissible $M$.

**Lemma 5.2.11.** For $\varepsilon := 10^{-3}$, all $\xi \in (\xi_0, 1)$ and all $K$ sufficiently large, we may take $M := 6$.

**Proof.** From Lemmas 5.2.9 and 5.2.10, we have $\frac{1}{3}(1 - \gamma_0)/W \geq \frac{1}{30}$ and

$$\mathbb{P}(T > M) \leq \mathbb{P}(\Gamma(10, 1) > M) \leq 10\mathbb{P}(E(1) > M) = 10^e M.$$

It thus suffices to take any $M \geq \log(30 - 10) = \log(300); \text{since } \log(300) < 6$, we may take $M := 6$. □

5.2.3 Proof of Low-Blocking Mixing Theorem

Now that we have defined the stopping time $\tau$, bounded $\gamma \leq \frac{2}{3} \leq e^{-1/3}$ and chosen $M := 6$, we can apply the variable length path coupling bound to prove our main theorem of the section, namely Theorem 5.2.1. To this end, recall that $X, Y \sim \text{DAR}_n(\alpha, K)$ under the coupling of Definition 5.1.2,

$$\mathbb{B} = \{e \in \Omega \mid \mathbb{P}_e(X^s \in \mathcal{G} \forall s \leq n) \geq 1 - 1/n\} \text{ and } \mathcal{G}[0, t] = \{(X^s, Y^s) \in \mathcal{G}^2 \forall s \in [0, t]\}.$$

**Proof of Theorem 5.2.1.** Plugging the expressions for $\gamma$ and $M$ from Lemmas 5.2.10 and 5.2.11, respectively, into the variable length path coupling statement Theorem 5.1.3, for $t \geq 0$, we obtain

$$\mathbb{P}(X^t \neq Y^t, \mathcal{G}[0, t]) \leq Kn(\frac{2}{3})^{1/6 - 1} = \frac{2}{3}Kne^{-t/18}.$$

In particular, if we take $C_1 := 40$ and $t_1 := C_1 \log n$, then we obtain

$$\mathbb{P}(X^t \neq Y^t, \mathcal{G}[0, t]) = \frac{2}{3}Kn^{-1}2^{-9} \leq 1/n \text{ for all } t \geq t_1 = C_1 \log n.$$

Next, Proposition 5.2.2 gives us a constant $C_2$ depending only on $\alpha$ so that

$$\mathbb{P}((X^{t_2}, Y^{t_2}) \notin \mathcal{B}^2) \leq \frac{2}{3}C_2/n \text{ where } t_2 = C_2 \log n.$$

by a union bound over $X$ and $Y$. Finally, by definition of $\mathcal{B}$, we have

$$\max_{(x, y) \in \mathcal{B}} \mathbb{P}_{x, y}([\mathcal{G}[0, t])]^c) \leq 2/n \text{ where } t := t_1 + t_2 = (C_1 + C_2) \log n.$$

Combining all these parts and applying the Markov property at time $t_1$ completes the proof. □

5.3 Fast Arrivals: $\alpha > 1$ and High-Blocking

In this subsection we consider the ‘fast arrivals’ regime, i.e., $\alpha > 1$. We always use the coupling $(P_{x,y})_{x,y \in \Omega}$ from Definition 5.1.2. We prove the following theorem.

**Theorem 5.3.1.** For all $\alpha > 1$, there exists a constant $C$ so that, for all $K$ and $n$ sufficiently large, if $X, Y \sim \text{DAR}_n(\alpha, K)$, then, under the coupling $(P_{x,y})_{x,y \in \Omega}$, for all $t \geq C \log n$, we have

$$\max_{(x, y) \in \Omega^2} \mathbb{P}_{x,y}(X^t \neq Y^t) \leq C/n = o(1).$$

Thus for all $K$ sufficiently large, all $\varepsilon \in (0, 1)$ and all $n$ sufficiently large, we have $t_{\text{mix}}(\varepsilon) \leq C \log n$. 

The high-level idea of the proof will be the same as in the ‘slow arrivals’ regime, but we shall require a different stopping time for the coupling. Other than saying “for all α > 1” rather than “for all α < αc”, the statements in this subsection will be very similar to their counterparts in §5.2; the subsection is even structured in a way that corresponding statements have the same number.

Used throughout this subsection, repeatedly, will be the notation β(f) and p(f):
\[ β(f) = (1 + 2f(1 - f)) \text{ is the effective traffic intensity when a proportion } f \text{ of links are full; } \\
\[ p(f) = 1 - 1/β(f) \text{ is the equilibrium probability that an Er(β(f), K) link is full as } K \to \infty. \]

We prove this theorem via a sequence of lemmas: in §5.3.1 we describe the burn-in phase; in §5.3.2 we describe and apply the variable length path coupling; finally we conclude in §5.3.3.

5.3.1 Burn-In Phase

Set \( \varphi_c := 1 - 1/\sqrt{2} \); one can check directly that if \( \alpha > 1 \) then \( p(\varphi_c) > \varphi_c \). Thus when \( \alpha > 1 \) the system can ‘support’ \( \varphi_c \)-blocking. The aim of this part is to prove the following burn-in proposition.

**Proposition 5.3.2.** For all \( \alpha > 1 \), there exist constants \( C > 0 \) and \( \xi_0 \in (0, 1) \) so that, for all \( \xi \in (0, \xi_0) \), setting \( t := C\log n \),

\[
\mathcal{S} := \{ e \in \Omega \mid \frac{1}{n}\sum_{j} \mathbb{1}(e_j = K) \geq \varphi_c + 2\xi \} \quad \text{and} \quad \mathcal{B} := \{ e \in \Omega \mid \Pr_X(X^s \in \mathcal{S} \forall s \leq n) \geq 1 - 1/n \},
\]

for all \( K \) and \( n \) sufficiently large (depending on \( \alpha \)), if \( X \sim \text{DAR}_n(\alpha, K) \), then

\[ \max_{x \in \Omega} \Pr_x(X^t \notin \mathcal{B}) \leq \frac{1}{4}C/n = o(1). \]

Since \( \alpha > 1 \), for any \( f \in [0, 1] \), we have \( \beta(f) \geq \beta(0) = \alpha > 1 \). Also observe that
\[ p(f) = 1 - 1/\beta(f) > \varphi_c = 1 - 1/\sqrt{2} \text{ if and only if } \beta(f) > \sqrt{2}. \]

We say that an Er(\( \beta, K \)) link is very supercritical if \( \beta > \sqrt{2} \), and similarly for an Er(\( \beta, K \)^n) system.

**Intuition.** By definition of \( \alpha_c \), when \( \alpha > \alpha_c \), there exists an \( f \in (0, 1) \) so that \( p(f) > f \). Thus the expected proportion of full links in an Er(\( \beta(f), K \))^n system in equilibrium is more than \( f \) (in the limit \( K \to \infty \)). Intuitively, this suggests that the system can ‘support’ such \( f \)-blocking; if we start a DARn(\( \alpha, K \)) system from a state with proportion \( f \) blocked then (typically) the proportion initially increase. Thus if the proportion blocked initially, call it \( f_0 \), satisfies \( p(f_0) > f_0 \), then upon running the DARn(\( \alpha, K \)) system this proportion will increase.

Initially we stochastically dominate from below by an Er(\( \beta(f_0), K \))^n system. If \( f_0 < \varphi_c \), then next we choose \( f_1 \) with \( f_0 < f_1 < p(f_0) \) and stochastically dominate below by Er(\( \beta(f_1), K \))^n. Iterating this, we eventually get the blocking level above \( \varphi_c \) (provided \( K \) is sufficiently large).

We make the intuition above precise using Algorithms 5.3.4 and 5.3.5: the first makes definitions and the second describes the stochastic domination and burn-in procedure. We only use these when \( \alpha \leq \sqrt{2} \): when \( \alpha > \sqrt{2} \), we immediately have \( p(0) > \varphi_c \) and simply use \( X \geq \text{Er}(\alpha, K)^n \).

We separate the proof into two cases: \( \alpha > \sqrt{2} \) and \( \alpha \leq \sqrt{2} \). always \( \alpha > 1 \). The former case is significantly easier; there is no need for an iterative burn-in period like there was for \( \alpha < \alpha_c \). Our target is to obtain a blocking level larger than \( \varphi_c \); this is achieved by Er(\( \alpha, K \)^n), which trivially stochastically dominates below DARn(\( \alpha, K \)); recall Corollary 3.2. When \( \alpha \leq \sqrt{2} \), we need an iterative burn-in period to get the blocking up to \( \varphi_c \).

We give the proof for \( \alpha > \sqrt{2} \) immediately. The following lemma quantifies the probability that Er(\( \alpha, K \)^n) is in \( \mathcal{B} \) in equilibrium. Its proof is deferred to Appendix B.

**Lemma 5.3.3.** For all \( \alpha > \sqrt{2} \), there exists \( \xi_0 \in (0, 1) \) so that, for all \( \xi \in (0, \xi_0) \) and all \( K \) and \( n \) sufficiently large, we have
\[ \Pi_0(\mathcal{B}) \geq 1 - 1/n. \]
Proof of Proposition 5.3.2 when $\alpha > \sqrt{2}$. Since $\alpha > \sqrt{2}$ implies that $p(0) > \varphi_c$, there exists an $\xi > 0$ so that $p(0) - 2\xi \geq \varphi_c + 2\xi$. Recall the definitions

$$
\mathcal{G} := \{ e \in \Omega \mid \frac{1}{\alpha} | \{ j \mid e_j = K \} \geq \varphi_c + 2\xi \} \quad \text{and}
\mathcal{B} := \{ e \in \Omega \mid P_e(X^s \in \mathcal{G} \forall s \leq n) \geq 1 - 1/n \}.
$$

By Corollary 3.2, we can stochastically dominate $X \gtrsim E_0 \sim \text{Er}(\alpha, K)^n$. By Lemma 3.4, the $1/n$ mixing time of an Er($\beta, K)^n$ system is at most $t := 10 \log n$ for all $\beta$, all $K \geq 4$ and all $n$ sufficiently large. Write $\Pi_0$ for the invariant distribution of Er($\alpha, K)^n$, ie of $E_0$. By definition of the TV mixing time and Lemma 5.3.3, we obtain

$$
\max_{x \in \Omega} P_x(X^t \notin \mathcal{B}) \leq \max_{e \in \Omega} P_e(E_0^t \notin \mathcal{B}) \leq 1 - \Pi_0(\mathcal{B}) + 1/n \leq 2/n.
$$

Taking $C := 10$, this completes the proof when $\alpha > \sqrt{2}$.

The following algorithm defines the sets and parameters used for stochastic domination. Write

$$
\eta := \frac{1}{\alpha} \inf \{ p(f) - f \mid f \in [0, \varphi_c] \} \quad \text{when} \quad \alpha \leq \sqrt{2}.
$$

Note that $\alpha \leq \sqrt{2}$ implies that $\max_{f \in [0, 1]} \beta(f) \leq \beta(\frac{1}{2}) \leq \frac{3}{2} \sqrt{2}$ for all $f \in [0, 1]$. We are studying the regime $\alpha > 1$, so $p(f) > f$ for all $f \in [0, \varphi_c]$ by direct calculation. Hence $\eta > 0$.

Algorithm 5.3.4 (Definitions). Assume that $\alpha \in (1, \sqrt{2}]$. Set $\alpha_{-1} := \frac{3}{2} \sqrt{2}$. Initialise $i := 0$.

- Set $f_0 := 0$, $\alpha_0 := \beta(f_0) = \alpha$, $\mathcal{G}_0 := \{ e \in \Omega \mid \frac{1}{\alpha_0} | \{ j \mid e_j = K \} \leq \frac{2}{\alpha_0} \}$ and $\mathcal{B}_0 := \{ e \in \Omega \mid P_e(X^s \in \mathcal{G}_0 \forall s \leq n) \geq 1 - 1/n \}$.

(Note that $f_0 = 0$.) Increment $i \rightarrow i + 1$ and Proceed to the next step.

- Set $f_i := \min \{ p(f_{i-1}) - \eta, \frac{1}{\alpha_i} \}$, $\alpha_i := \beta(f_i)$, $\mathcal{G}_i := \{ e \in \Omega \mid \frac{1}{\alpha_i} | \{ j \mid e_j = K \} \geq f_i \}$ and $\mathcal{B}_i := \{ e \in \Omega \mid P_e(X^s \in \mathcal{G}_i \forall s \leq n) \geq 1 - 1/n \}$.

If $f_i \leq \varphi_c = 1 - 1/\sqrt{2}$, then increment $i \rightarrow i + 1$ and Repeat this step; otherwise Stop.

If the algorithm terminates, then write $k$ for the number of steps it takes; otherwise set $k := \infty$. If $k < \infty$, then choose $\xi > 0$ so that $f_k \geq \varphi_c + 4\xi$, ie $f_k - 2\xi \geq \varphi_c + 2\xi$.

The following algorithm sets up the stochastic domination procedure, assuming $k < \infty$:

- the sets and parameters used are from Algorithm 5.3.4;
- the legitimacy of the stochastic domination is provided by Lemma 3.1.

Observe that $\mathcal{G}_i$, and hence $\mathcal{B}_i$, is, for each $i$, an up-set: if $x \geq e$ and $e$ is in the set, then so is $x$.

Algorithm 5.3.5. Assume that $k < \infty$. Set $T := 10 \log n$ and $t_i := (i + 1)T$ for each $i = 0, \ldots, k$.

Step 0 takes the following form. (Note that $\beta(f) \leq \alpha_{-1}$ for all $f$.)

- Stochastic Domination. Stochastically dominate $X \lesssim E_{-1} \sim \text{Er}(\alpha_{-1}, K)^n$ and run for a time $T$, starting at time 0 and ending at time $t_0 = T$.

- Burn-In. If $E_0^{t_0} \in \mathcal{B}_0$ (and hence $X^{t_0} \in \mathcal{B}_0$) and further $E_{i-1}^s \in \mathcal{G}_0$ (and hence $X^s \in \mathcal{G}_0$) for all $s \in [t_0, t_k]$, then continue; otherwise the burn-in phase fails and stop.

Step $i$, for $i \in \{1, \ldots, k \}$, takes the following form.

- Stochastic Domination. While in $\mathcal{G}_{i-1}$ stochastically dominate $X \lesssim E_{i-1} \sim \text{Er}(\alpha_{i-1}, K)^n$ and run for a time $T$, starting at time $t_{i-1} = iT$ and ending at time $t_i = (i + 1)T$. 
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• Burn-In. If $E_{i-1}^t \in \mathcal{B}_i$ (and hence $X^t \in \mathcal{B}_i$) and further $E_{i-1}^t \in \mathcal{S}_{i-1}$ (and hence $X^s \in \mathcal{S}_{i-1}$) for all $s \in [t_1, t_k]$, then continue; otherwise the burn-in phase fails and stop.

Outline. We upper bound the probability that $X^t \notin \mathcal{B}$ by the probability that the burn-in phase fails. Consider working in the restricted space $\mathcal{S}_0$, where the proportion of full links is at most $\frac{2}{3}$. For $i = 1, \ldots, k$, each set $\mathcal{S}_i$ is defined by restricting the proportion of full links to be at least some value; this value is slightly smaller than the expected proportion for an $\text{Er}(\alpha_i, K)^n$ system; namely, the expected proportion is $p(f_{i-1})$ and the set requires a proportion at least $f_i = \min\{p(f_{i-1}) - 2\eta, \frac{1}{3}\}$. In particular, $E_{i-1}$, and hence $X$, is highly likely to be in $\mathcal{S}_i$ in equilibrium.

The following lemma quantifies this outline. Its proof is deferred to Appendix B.

**Lemma 5.3.6.** For all $\alpha \in (1, \sqrt{2})$ and all $n$ sufficiently large, for each $i = 0, 1, \ldots, k$, we have

$$\Pi_{i-1}(\mathcal{B}_i) \geq 1 - 1/n.$$  

**Proof of Proposition 5.3.2 when $\alpha \leq \sqrt{2}$.** Observe that the statement is monotone in $\xi$: making $\xi$ larger can only decrease the probability. Hence we may assume that $\xi$ is as small as we desire.

We check that the algorithm terminates when $\alpha \in (1, \sqrt{2}]$. As $\alpha > 1$, we have $\beta(f) > 1$ and hence $p(f) > 0$ for all $f \in [0, 1]$. If $f_{i-1} < \varphi_c$, then $f_i \geq p(f_{i-1}) - \eta$. But $p(f) - \eta \geq f + \eta$ for all $f \in [0, \varphi_c]$, and hence $f_i \geq f_{i-1} + \eta$. Also, $f_i \leq 1 - \frac{1}{2}$ and $\varphi_c = 1 - 1/\sqrt{2} \leq \frac{1}{\sqrt{2}}$. Hence the algorithm does indeed terminate; further, $k$ is a function only of $\alpha$ and satisfies $k \leq \lceil \frac{1}{\beta} \eta^{-1} \rceil$.

We now consider the probability that the burn-in phases succeeds. For $i = 0, 1, \ldots, k$, write

$$1 - q_i = \min_{e \in \Omega} P_e(E_{i-1}^T \in \mathcal{B}_i) \quad \text{and} \quad 1 - q'_i = \min_{e \in \Omega} P_e(X^s \in \mathcal{S}_i, s \leq t_k - t_i);$$

note that $q'_k = 0$. Write $Q := \max_{i=0, \ldots, k} q_i$ and $Q' := \max_{i=0, \ldots, k} q'_i$. If the burn-in phase succeeds, then $X^{t_k+1} \in \mathcal{B}_{k+1}$. Thus, by using the Markov property, the stochastic domination and the union bound, taking worst-case scenarios at the start of each step, we obtain

$$\max_{e \in \Omega} P_e(X^{t_k+1} \notin \mathcal{B}_{k+1}) \leq (k + 1) \max\{Q, Q'\}.$$

It remains to bound this maximum. In particular, we set $C := 10(k + 1)$, so then $t_k = C \log n$, and show that $\max\{Q, Q'\} \leq 2/n$; note also that $\mathcal{B} \supseteq \mathcal{B}_{k+1}$. From this, the proposition follows.

By Lemma 3.4, the $1/n$ mixing time of an $\text{Er}(\beta, K)^n$ system is at most $T = 10 \log n$ for all $\beta$, all $K \geq 4$ and all $n$ sufficiently large. Write $\Pi_i$ for the invariant distribution of $\text{Er}(\alpha_i, K)^n$, ie of $E_j$, for each $j = 1, 0, \ldots, k$. By definition of the TV mixing time and Lemma 5.3.6, we obtain

$$q_i = \max_{e \in \Omega} P_e(E_{i-1}^T \notin \mathcal{B}_i) \leq 1 - \Pi_{i-1}(\mathcal{B}_i) + 1/n \leq 2/n \quad \text{for all } i = 0, \ldots, k.$$

For all $i = 0, \ldots, k$, by definition of $\mathcal{B}_i$, we have $q_i \leq 1/n$ since $t_k - t_i \leq t_k \propto \log n \ll n$. 

It remains to prove Lemmas 5.3.3 and 5.3.6. These proofs are deferred to Appendix B.

### 5.3.2 Variable Length Path Coupling

We now apply the variable length path coupling technique from §5.1. In this regime, we have

$$\mathcal{S} = \{e \in \Omega \mid \frac{1}{2} | \{| j \mid e_j = K | \} [\varphi_e + 2\xi, \frac{2}{3}] \},$$

for some $\xi \in (0, 1)$ sufficiently close to 0, as in Proposition 5.3.2.

The reader is advised to recall the statement of the variable length path coupling result from Theorem 5.1.3, as well as the notation and parameters defined therein.

In this part we prove that the parameters satisfy the following properties.

**Proposition 5.3.7.** For all $\xi \in (0, \xi_0)$ and all $K$ sufficiently large, in the scenario of Theorem 5.1.3, using the coupling from Definition 5.1.2 and $\mathcal{S}$ defined above, there exists a stopping time $\tau$ with $\gamma \leq 1 - \xi$ and $M := \log(1/\xi)$ a valid choice.
The remainder of this part is dedicated to proving this proposition. See (below) Definition 5.3.8 for the definition of $\tau$ and Lemmas 5.3.10 and 5.3.11 for the bounds on $\gamma$ and $M$, respectively.

For a link with different load on it in $X$ than $Y$, recall that we say the link is *mismatched*; for a mismatched link, call the difference in load the *mismatch distance*. We first give an informal motivation for our stopping time, and then the precise definition (in Definition 5.3.8). We work on the event $\mathcal{S}$, which says that the proportion blocked is always at least $\varphi_c + 2\xi$.

Start with $d(X^0, Y^0) = 1$. Our stopping time is simple: wait for the first reroute attempt in the mismatched link. The relative distance stays the same, decreases by 1 or increases by 1; we show that having a proportion blocked greater than $\varphi_c$ is sufficient for the expected distance to decrease.

We now make this precise and formal. We define $\tau$ via a set of stopping rules.

**Definition 5.3.8.** Consider $X, Y \sim \text{DAR}_\alpha(\alpha, K)$ using the coupling from Definition 5.1.2. Assume that $d(X^0, Y^0) = 1$ and $X^0 \geq Y^0$. Consider the following stopping procedure.

**Stop when one of the following events occurs:**

(i) the ‘extra’ call ends or a call is added to the mismatched link in $Y$ but not $X$ via a rerouting;

(ii) the original mismatched link attempts to reroute (in $X$, but not in $Y$);

(iii) a link successfully reroutes in $Y$ but not in $X$.

We now bound this stopping time $\tau$ and determine the maximum distance $W$. Write $\mathcal{E}(\mu)$ for the exponential distribution with rate $\mu$.

**Lemma 5.3.9.** We have $\tau \lesssim \mathcal{E}(1)$ and $W = 1$.

**Proof.** While (ii) and (iii) have not been triggered, no reroute can be accepted in $X$ but not in $Y$ and the only way a reroute can be accepted in $Y$ but not $X$ is if the original mismatched link is chosen and added to. Hence the original mismatched link has mismatch distances at most 1. This extra call (if it exists) departs at rate 1. Hence, in this case, the time taken for (ii) is at most $\mathcal{E}(1)$.

For the same reasoning, $d(X^s, Y^s) = 1$ for all $s < \tau$. Thus $W = 1$.

We now bound $\gamma$ and finding a suitable $M$, whose definitions we recall:

$$\gamma_0 := \max_{(x,y) \in S} \mathbb{E}_{x,y}(d(X^\tau, Y^\tau)1\{\mathcal{G}[0, \tau]\})$$ and $\gamma := \frac{1}{2}(1 + \gamma_0)$;

$M$ is such that $\max_{(x,y) \in S} \mathbb{P}_{x,y}(\tau > M) \leq \frac{3}{4}(1 - \gamma_0)/W$ with $W = 1$.

Recall that the event $\mathcal{G}[0, \tau]$ means that $(X^s, Y^s) \in \mathcal{S}^2$ for all $s \leq \tau$; in words, the number of full links is at least $\varphi_c + 2\xi$ in both $X$ and $Y$ for these times.

First we bound $\gamma_0$, and then use this to find a suitable $M$.

**Lemma 5.3.10.** For all $\xi \in (0, \xi_0)$ and all $K$ sufficiently large, we have $\gamma \leq 1 - \xi \leq e^{-\xi}$.

**Proof.** By symmetry, without loss of generality we may assume that the originally mismatched link is link 1 and that the extra call is in $X$: i.e $d(X^0, Y^0) = 1$ and $X^0 = Y^0 + 1$.

By inspection, if (i) is triggered, then the systems coalesce, and so the change in relative distance is $-1$ necessarily (and hence $-1$ in expectation).

Suppose a link reroutes successfully in $Y$ but not in $X$. The choice of $i$ and $j$ in Definition 5.1.2 must then include the link 1. Write $F$ for the number of full links in $Y$ at this time. The probability that the reroute lands in 1, rather than another non-full link of $Y$, is

$$\left| \{(i, j) \subseteq [F] \mid i = 1\} \right| / \left| \{(i, j) \subseteq [F] \mid i = 1 \text{ or } j = 1\} \right| = \frac{1}{2}(1 - \frac{1}{2^F})^{-1} \geq \frac{1}{2}.$$

This is the conditional probability that a reroute is accepted to the original link in $Y$ but not in $X$ given that it is accepted to some link in $Y$ but not in $X$. In this case, the relative distance decreases by 1; in the case that the reroute does not land in 1, the relative distance increases by 1. Hence if (iii) is triggered, then the expected change in relative distance is non-positive.

If (ii) is triggered, then we have four cases:
(ii.a) the reroute is successful in X and the call is not added in Y, giving \( d(X^t, Y^t) = 2 \); (ii.b) the reroute is successful in X and the call is added in Y, giving \( d(X^t, Y^t) = 1 \); (ii.c) the reroute is unsuccessful in X and the call is not added in Y, giving \( d(X^t, Y^t) = 1 \); (ii.d) the reroute is unsuccessful in X and the call is added in Y, giving \( d(X^t, Y^t) = 0 \).

Write \( P((ii.a)) \), \( P((ii.b)) \), \( P((ii.c)) \), and \( P((ii.d)) \) for the probabilities of the above events, conditional that \( \tau \) is triggered by (ii). The probability that the call is added to \( Y \) is \( \frac{1}{2} \), independent of what happens in \( X \). Let \( f := \frac{1}{n} \{ j \mid X^j_f = K \} \) denote the proportion blocked in \( X \) at the time \( \tau \). Then

\[
\begin{align*}
 P((ii.a)) &= P((ii.b)) = \frac{1}{2}(1 - f)^2 & & \text{and} & & P((ii.c)) &= P((ii.d)) = \frac{1}{2}(1 - (1 - f)^2).
\end{align*}
\]

If \( X^t \in \mathcal{S} \) then \( f \geq 1 - 1/\sqrt{2} + 2\xi \), by definition. Hence the expected change in relative distance is

\[
\frac{1}{2}(1 - f)^2 - \frac{1}{2}(1 - (1 - f)^2) = (1 - f)^2 - \frac{1}{2} \leq \frac{1}{2} \leq -2\sqrt{2}\xi + 4\xi^2 \leq -\frac{2}{5}\xi,
\]

with the final inequality holding if \( \xi \) is small enough (\( \xi \leq \frac{1}{\sqrt{2}} \) is sufficient).

Combining the three cases, we see that the expected change in relative distance is at most \(-\frac{1}{2}\cdot P((ii)) + (-\frac{2}{5}\xi)\cdot P((iii)) + (0)\cdot P((iii)) \leq -\frac{2}{5}(P((ii)) + P((iii))) = -\frac{2}{5}(1 - P((iii)))\).

We now wish to upper bound \( P((iii)) \). If the original mismatched link is both not full in \( X \) and in \( Y \), then the set of full links is the same in \( X \) as in \( Y \), and so (iii) cannot occur; it cannot be full in \( Y \) but not full in \( X \) (prior to \( \tau \)). While the mismatched link is full in \( X \), (ii) is triggered at rate \( 2\lambda \) while (iii) is at rate \( r(f) = 2\lambda f(1 - f) \leq \frac{1}{2}\lambda \). Hence we see that

\[
P((iii)) \leq P(\mathcal{E}(1/\lambda) < \mathcal{E}(2\lambda)) = \frac{1}{2}/(2 + \frac{1}{2}) = \frac{1}{5}.
\]

Hence the expected change in relative distance is at most \(-\frac{2}{5}\xi \cdot \frac{1}{5} = -2\xi \), ie \( \gamma_0 \leq 1 - 2\xi \).

Given that \( \gamma_0 \leq 1 - 2\xi \), we can now determine a permissible \( M \).

**Lemma 5.3.11.** For all \( \xi \in (0, \xi_0) \) and all \( K \) sufficiently large, we may take \( M := \log(1/\xi) \).

**Proof.** From Lemmas 5.3.9 and 5.3.10, we have \( \frac{1}{2}(1 - \gamma_0)/W \geq \xi \) and

\[
\mathbb{P}(\tau > M) \leq \mathbb{P}(\mathcal{E}(1) > M) = e^{-M}.
\]

It thus suffices to take \( M := \log(1/\xi) \).

**5.3.3 Proof of High-Blocking Mixing Theorem**

Now that we have defined the stopping time \( \tau \), bounded \( \gamma \leq e^{-\xi} \) and chosen \( M := \log(1/\xi) \), we can apply the variable length path coupling bound to prove our main theorem of the section, namely **Theorem 5.3.1**. To this end, recall that \( X, Y \sim \text{DAR}_n(\alpha, K) \) under the coupling of Definition 5.1.2,

\[
\mathfrak{B} = \{ e \in \Omega \mid \mathbb{P}_e(\{ X^s \in \mathcal{S} \forall s \leq \text{n} \} \geq 1 - 1/n \} \quad \text{and} \quad \mathcal{G}[0, t] = \{ (X^s, Y^s) \in \mathcal{S}^2 \forall s \in [0, t] \}.
\]

**Proof of Theorem 5.3.1.** Plugging the expressions for \( \gamma \) and \( M \) from Lemmas 5.3.10 and 5.3.11, respectively into the variable length path coupling statement **Theorem 5.1.3**, for \( t \geq 0 \), we obtain

\[
\mathbb{P}(X^t \neq Y^t, \mathcal{G}[0, t]) \leq Kn e^{-\xi(t/\log(1/\xi) - 1)} \leq 2Kn e^{-t/\log(1/\xi)},
\]

assuming \( \xi \leq \log 2 \). Here \( \xi \in (0, 1) \) is a constant which is sufficiently small, in a manner depending only on \( \alpha \). In particular, if we take \( C_1 := 2\xi^{-1} \log(1/\xi) \) and \( t_1 := C_1 \log n \), then we obtain

\[
\mathbb{P}(X^t \neq Y^t, \mathcal{G}[0, t]) \leq 2Kn e^{-n^2} \leq n^{-1} \quad \text{for all} \quad t \geq t_1 = C_1 \log n.
\]

Next, Proposition 5.3.2 gives us a constant \( C_2 \) depending only on \( \alpha \) so that

\[
\mathbb{P}(X^{t_2}, Y^{t_2} \notin \mathfrak{B}) \leq \frac{1}{2}C_2 \log n \quad \text{where} \quad t_2 := C_2 \log n,
\]

by a union bound over \( X \) and \( Y \). Finally, by definition of \( \mathfrak{B} \), we have

\[
\max_{(x,y) \in \mathfrak{B}} \mathbb{P}_{x,y}(\mathcal{G}[0, t]^c) \leq 2/n \quad \text{where} \quad t := t_1 + t_2 = (C_1 + C_2) \log n.
\]

Combining all these parts and applying the Markov property at time \( t_1 \) completes the proof.
6 Dynamic Alternative Routing with Retries

6.1 Introduction

We now consider a generalisation of the high-level model, as described at the start of the paper. We call it dynamic alternative routing with retries; it is also known as multiple alternatives.

In the original model, if a call arrives asking for the link connecting stations $\alpha$ and $\beta$, if this link is full (ie at capacity), then a third station $\gamma$ is selected uniformly at random amongst the remaining stations: if there is free capacity on both $\alpha\gamma$ and $\gamma\beta$ then the call is held on these two links simultaneously; otherwise the call is simply declined (ie lost). We call that act of picking a third station and attempting to route via it a retry. So the above model has one retry.

We now generalise this model: instead of declining (losing) the call if the first reroute attempt fails, we allow $\rho$ (independent) attempts, where $\rho \in \mathbb{N}$; if all $\rho$ retries fail, then the call is declined (ie lost). (Of course, if, say, the 3rd retry is successful, then we accept the call and stop: we do not do the remaining $\rho - 3$ retries.) Taking $\rho = 1$ reduces to the original model.

We show that the overall behaviour of this system, for general $\rho$, exhibits the same properties as for $\rho = 1$; in particular, we have an interim regime $\alpha \in (\alpha_c, 1)$ with metastability. The reasons for this are the same as in the $\rho = 1$ case: even with the traffic intensity $\alpha < 1$, the effective traffic intensity (taking into account the fact that rerouted calls hold two circuits) may be larger than 1.

We denote this system by $\text{DAR}^\rho_\alpha(\alpha, K)$, for $n$ links, each of capacity $K$, traffic intensity $\alpha$ and $\rho$ rerouting attempts; we also write $\lambda := \alpha K$.

6.1.1 Model Set-Up and Main Theorem

We now describe our model and then motivate the details after (as we did in the introduction). Fix $\rho \in \mathbb{N}$. Suppose the system is in state $x$; write $f = \frac{1}{n} \sum_{j=1}^{n} \mathbf{1}\{x_j = K\}$ for the proportion of links which are full. To the full links, no calls arrive. To the non-full links, calls arrive (independently amongst links) at rate $\beta_\rho(f)K$ where

$$\beta_\rho(f) := \alpha(1 + r_\rho(f))$$

and

$$r_\rho(f) := 2f(1 - (1 - (1 - f)^2)^\rho)/(1 - f).$$

Also write $p_\rho(f)$ for the equilibrium probability that a single Er($\beta_\rho(f), K$) is full when $\beta_\rho(f) \geq 1$:

$$p_\rho(f) := 1 - 1/\beta_\rho(f).$$

Again, it is not immediately clear that this is the correct rate function for the model, in the same way that it was not clear in §1.1; we show in the next part that this is the correct rate. We also define the critical $\alpha$ analogously to before:

$$\alpha_c(\rho) := \inf\{\alpha \in (0, \infty) \mid \exists f \in [0, 1] \text{ st } p_\rho(f) > f\} = \sup\{\alpha \in (0, \infty) \mid p_\rho(f) < f \forall f \in [0, 1]\}.$$

The main theorem of this section is the following mixing time result. (It was stated as Theorem B in the introduction; we recall it here for convenience.) Over the next three subsections we explain how to prove it. We do not give all the details, but rather explain which details differ from the no-retries ($\rho = 1$) case, and explain how to overcome these.

**Theorem 6.1.1.** Let $\alpha \in (0, \infty)$ and let $\rho \in \mathbb{N}$.

- Fast Mixing. Suppose $\alpha < \alpha_c(\rho)$ or $\alpha > 1$. Then there exists a constant $C$ so that, for all $K$ sufficiently large, all $\varepsilon \in (0, 1)$ and all $n$ sufficiently large, we have $t_{\text{mix}}(\varepsilon) \leq C \log n$.

- Slow Mixing. Suppose $\alpha_c(\rho) < \alpha < 1$. Then there exists a constant $c$ so that, for all $K$ sufficiently large, all $\varepsilon \in (0, \frac{1}{2})$ and all $n$ sufficiently large, we have $t_{\text{mix}}(\varepsilon) \geq e^cn$.

Further the map $\rho \mapsto \alpha_c(\rho) : \mathbb{N} \to (0, 1)$ is strictly decreasing.

**Remark.** Algebraic manipulations give $\alpha_c(1) = \frac{1}{9}(5\sqrt{10} - 13) \approx 0.9732$, but for $\rho \geq 2$ we cannot solve symbolically. Numerical calculations gives $\alpha_c(2) \approx 0.8662$, $\alpha_c(3) \approx 0.8191$ and $\alpha_c(4) \approx 0.7858$. 26
What we can see, however, is that \( \rho \mapsto \alpha_c(\rho) : \mathbb{N} \to (0, 1) \) is decreasing; this follows easily from the fact that, for each \( \alpha \) and \( f \), the map \( \rho \mapsto r_\rho(f) : \mathbb{N} \to \mathbb{R} \) is increasing. This says that the interim slow-mixing region grows with \( \rho \). This should not be surprising; it is easier to accept a rerouted call when \( \rho \) is larger; thus we do not need such a large blocking to obtain \( \beta_\rho(f) > 1 \). △

### 6.1.2 Motivation and Preliminary Properties

We now consider approximations to the high-level model, similar to those made before. Consider the approximation for \( \rho = 1 \) which is exchangeable and a Markov process on the number of calls in each link (it does not differentiate between direct and rerouted calls). In this model instead of picking a third station (\( \gamma \)) and attempting to route via this station (ie using \( \alpha \gamma \) and \( \gamma \beta \)), we choose a pair of links uniformly at random: if there is free capacity on both then the call is accepted in one of the links (and the parts on the two links are released independently). For general \( \rho \in \mathbb{N} \), make the same approximation, choosing pairs (up to) \( \rho \) times.

We now determine the rate, in the exchangeable model, at which calls arrive indirectly (ie via rerouting), to a specific route. It only depends on the state of the system via the proportion \( f \) of full links; we denote it \( \lambda \cdot \bar{r}_\rho(f) \). The total arrival rate (ie direct and indirect) to a specific route is then \( \lambda(1 + \bar{r}_\rho(f)) \). We show that \( \bar{r}_\rho(f) \rightarrow r_\rho(f) \) as \( n \to \infty \) (for \( f \) independent of \( n \)). The rates, in the limit \( n \to \infty \), are thus the same in our model as in the exchangeable model.

The rate at which reroutings are attempted is \( \lambda fn \), since there are \( fn \) links that are full. We observe that the probability that a reroute call is accepted (in one of the \( \rho \) tries) is

\[
1 - (1 - ((1-f)n/\binom{n}{2})^\rho) \rightarrow 1 - (1 - (1-f)^2)^\rho.
\]

By symmetry (using the exchangeability), if a call is successfully rerouted (with some number of tries) then the pair chosen is uniform amongst all pairs of non-full links. Given a specific non-full link, the number of such pairs including this specific link is \((1-f)n-1\). Hence we see that

\[
\bar{r}_\rho(f) = fn \cdot (1 - ((1-f)n/\binom{n}{2})^\rho) \cdot ((1-f)n-1)/\binom{1-f}{2}^\rho \rightarrow 2f(1 - (1-f)^2)^\rho/(1-f) = r_\rho(f).
\]

As a sanity check, observe that when \( \rho = 1 \) we do indeed get the same expression as in §2.2.

Using these calculations, our additional approximation (ie going from the exchangeable model to our model) can be justified in the same way as in §2.2.

We now consider some properties of the polynomial \( r_\rho \) that we are going to need. The following claims, namely Claims 6.1.2 to 6.1.4, are proved in Appendix C.

**Claim 6.1.2.** There exists a unique stationary point \( f^\text{SP}_\rho \in [0, 1] \) with \( r'_\rho(f^\text{SP}_\rho) = 0 \).

For example, algebraic manipulations (with a linear polynomial) give \( f^\text{SP}_1 = \frac{1}{2} \), and solving a cubic numerically gives \( f^\text{SP}_2 \approx 0.5600 \). The next claim is used only in §6.5.

**Claim 6.1.3.** We have \( f^\text{SP}_\rho \geq \frac{1}{2} \) for all \( \rho \in \mathbb{N} \).

Similarly to before, the condition \( p_\rho(f) > f \) is equivalent to the \( h_\rho(f) > 0 \) where

\[
h_\rho(f) := f(1 - 2(1 - (1-f)^2)^\rho) + 1 - 1/\alpha.
\]

Recall that there are no solutions to \( h_\rho(f) = 0 \) for \( \alpha < \alpha_c(\rho) \), by definition of \( \alpha_c \).

**Claim 6.1.4.** The following hold:

- for \( \alpha \in (\alpha_c(\rho), 1) \), there are precisely two (distinct) solutions \( f \in (0, 1) \) to \( h_\rho(f) = 0 \);
- for \( \alpha > 1 \), there is a unique solution \( f \in (0, 1) \) to \( h_\rho(f) = 0 \).

Throughout this section terms like \( f^\text{SP}_\rho \), \( \alpha_c(\rho) \) or the zeros of \( h_\rho \) will depend on \( \rho \), but for notational ease we may sometimes drop the \( \rho \) from the notation, unless it is explicitly needed.
6.2 Coupling

In this part we give the coupling that we use for the fast mixing cases. As previously, it will be 'natural'; it is, in essence, the same as in the original ($\rho = 1$) case.

First, we give the analogous version of Definition 5.1.1 for the realisation of a single system.

**Definition 6.2.1.** For arrivals, to each link give a Poisson stream (of arriving calls) of rate $2\lambda$.

Upon a call’s arrival to a link, $k$ say; we have the following procedure.

- If the link $k$ is not full, then toss a $\text{Bern}\left(\frac{1}{2}\right)$-coin:
  - if heads (ie ‘1’), then add a call to link $k$;
  - if tails (ie ‘0’), then do nothing.

- If the link $k$ is full, then set $R = 1$ and run the following algorithm:
  (i) choose two links $i$ and $j$ uar (with replacement);
  (ii) if both links $i$ and $j$ are not full, then add a call to link $i$ and \textbf{Stop};
  (iii) if $R = \rho$, then \textbf{Stop}; otherwise, increment $R \rightarrow R + 1$ and \textbf{Return} to Step (i).

For departures, give each call in the system an independent exponential-1 clock. Upon a clock’s ringing, remove the corresponding call from the system.

Note that when $\rho = 1$ this reduces to the realisation of Definition 5.1.1. We also note that the algorithm described above is equivalent to the following one.

If the link is full, then choose $i_1, \ldots, i_\rho$ and $j_1, \ldots, j_\rho$ uar and run the following algorithm:

```latex
\text{for } R \text{ in } (1, \ldots, \rho) \text{ sequentially}
\text{  if both links } i_R \text{ and } j_R \text{ are not full}
\text{    add a call to link } i_R \text{ and } \textbf{Stop} \text{ the loop}
\text{end end}
```

While the algorithm described in Definition 6.2.1 is perhaps easier to digest, it is the second algorithm that will generalise more easily to two (or more) systems.

We now give the analogous version of Definition 5.1.2 for the coupling of two systems.

**Definition 6.2.2.** For arrivals, give to each link a Poisson stream (of arriving calls) of rate $2\lambda$.

Upon a call’s arrival to a link, $k$ say; we have the following procedure.

- Suppose $k$ is not full in either of $X$ or $Y$. Toss a $\text{Bern}\left(\frac{1}{2}\right)$-coin:
  * if heads, then add a call to link $k$ both in $X$ and in $Y$.

- Suppose $k$ is full in $X$ but not full in $Y$. Toss a $\text{Bern}\left(\frac{1}{2}\right)$-coin:
  * if heads, then add a call to link $k$ in $Y$.

Also, independently, choose $i_1, \ldots, i_\rho$ and $j_1, \ldots, j_\rho$ uar and run the following algorithm:

```latex
\text{for } R \text{ in } 1, \ldots, \rho, \text{ if both links } i_R \text{ and } j_R \text{ are not full in } X,
\text{  add a call to link } i_R \text{ in } X \text{ and } \textbf{Stop} \text{ the loop}
\text{end end}
```

- Suppose $k$ is full in $Y$ but not full in $X$. Do analogously to the previous case.

- Suppose $k$ is full both in $X$ and in $Y$. Choose $i_1, \ldots, i_\rho$ and $j_1, \ldots, j_\rho$ uar and run the following algorithms (once for $X$ and once for $Y$):
  ```latex
  \text{for } R \text{ in } 1, \ldots, \rho, \text{ if both links } i_R \text{ and } j_R \text{ are not full in } X \text{ (respectively in } Y),
  \text{  add a call to link } i_R \text{ in } X \text{ (respectively in } Y) \text{ and } \textbf{Stop} \text{ the loop.}
  \text{end end}
  ```
For departures, use the same rate-1 departure clocks in \(X\) as in \(Y\) where possible, giving the ‘extra’ calls (ie those in \(X\) but not in \(Y\) or vice versa) independent rate-1 departure clocks.

**Remark.** By inspection, one can see that this is a genuine, Markovian coupling. When using this coupling and \((X^0, Y^0) = (x, y)\), we denote it \(\mathbb{P}_{x,y}\). Write \(\mathbb{P} := \max_{(x,y) \in \Omega^2} \mathbb{P}_{x,y}\). Furthermore, it is a coalescent coupling: we have \(\{X^t \neq Y^t\} = \{\tau_c > t\}\), recalling that \(\tau_c = \inf\{t \geq 0 \mid X^t = Y^t\}\). \(\triangle\)

This is a ‘natural’ coupling, and can be applied whatever the state of the pair \((X, Y)\). However, for the fast arrivals case \(\alpha > 1\), we actually require a slightly more refined coupling, which will only work when the set of full links in \(Y\) is a subset of those in \(X\), or vice versa. This is markedly different to the \(\rho = 1\) case—although, in some sense, this definition will be an extension of the \(\rho = 1\) case. That coupling definition is deferred until it is required; it is given in Definition 6.5.2.

### 6.3 Slow Mixing in Interim Regime: \(\alpha_c < \alpha < 1\)

In this subsection we consider the interim regime, \(\alpha \in (\alpha_c(\rho), 1)\); we show slow mixing. The statement is the natural extension of Theorem 4.1; we sketch the argument, giving references to the \(\rho = 1\) case, given in \(\S4\).

**Theorem 6.3.1.** For all \(\rho \in \mathbb{N}\) and all \(\alpha \in (\alpha_c(\rho), 1)\), there exists a constant positive \(c\) so that, for all \(K\) and \(n\) sufficiently large, for all \(t \leq e^{cn}\), we have

\[
\max_{x \in \Omega} \|\mathbb{P}_x(X^t) - \Pi\|_{TV} \geq \frac{1}{2} - e^{-cn}.
\]

Thus for all \(K\) sufficiently large, all \(\varepsilon \in (0, \frac{1}{2})\) and all \(n\) sufficiently large, we have \(t_{mix}(\varepsilon) \geq e^{cn}\).

**Sketch of Proof.** The way we proved the slow-mixing case was to show that it takes exponentially long to move from a stable high-blocking state to a stable low-blocking state, and vice versa; call these ‘going down’ and ‘going up’, respectively. We verify that these statements holds for general \(\rho\). We then deduce Theorem 6.3.1 exactly as Theorem 4.1 was deduced from Propositions 4.2 and 4.3.

The proof that ‘going down’ takes exponentially long required a general result on the rate \(r\). We both upper bounded the system by \(\text{Er}(\beta(f^\text{SP}_\rho), K)^n\) and lower bounded by \(\text{Er}(\beta(\delta), K)^n\), where \(\delta\) is such that \(p_\rho(\delta) > \delta\) and \(\delta < f^\text{SP}_\rho\). We also used that \(f \mapsto r_\rho(f)\) is strictly increasing on \([0, f^\text{SP}_\rho]\) and strictly decreasing on \((f^\text{SP}_\rho, 1]\). We proved this directly for \(\rho = 1\); for general \(\rho\), it follows from Claim 6.1.2. The proof then follow as previously, ie as in Proposition 4.2.

The proof that ‘going up’ takes exponentially long relied only on the fact that \(f \mapsto r_\rho(f)\) is increasing on some interval of \([0, 1]\) which includes 0. While this is implied by Claim 6.1.2, that claim is much stronger: it discusses the global behaviour of \(r_\rho\); here we only need local behaviour near 0. This local claim follows immediately from the fact that \(r_\rho(0) = 0\) and \(r_\rho(f) > 0\) for all \(f \in (0, 1)\) as well as the fact that \(r_\rho\) is a polynomial (so has finitely many turning points). The proof then follows as previously, ie as in Proposition 4.3. \(\square\)

### 6.4 Fast Mixing with Slow Arrivals: \(\alpha < \alpha_c\)

In this subsection we consider the slow arrivals regime, \(\alpha < \alpha_c(\rho)\); we show fast mixing. The statement is the natural extension of Theorem 5.2.1; we sketch the argument, giving references to the \(\rho = 1\) case, given in \(\S5.2\).

**Theorem 6.4.1.** For all \(\rho \in \mathbb{N}\) and all \(\alpha < \alpha_c(\rho)\), there exists a constant \(C\) so that, for all \(K\) and \(n\) sufficiently large, if \(X, Y \sim \text{DAR}_\rho(\alpha, K)\), then under the coupling \((\mathbb{P}_{x,y})_{x,y \in \Omega}\), for all \(t \geq C \log n\), we have

\[
\max_{(x,y) \in \Omega^2} \mathbb{P}_{x,y}(X^t \neq Y^t) \leq C/n = o(1).
\]

Thus for all \(K\) sufficiently large, all \(\varepsilon \in (0, 1)\) and all \(n\) sufficiently large, we have \(t_{mix}(\varepsilon) \leq C \log n\).

The adaptation from \(\rho = 1\) to general \(\rho \in \mathbb{N}\) is straightforward here.
Sketch of Proof. For the burn-in phase, all that we used was that \( p(f) < f \) for all \( f \in [0, 1] \). This result still holds here (by definition of \( \alpha_c \)); hence the burn-in phase proof is identical.

For the variable length coupling, we use the same stopping time. Observe that if the blocking is at \( f \leq 2\varepsilon \) with \( \varepsilon \) sufficiently small, then

\[
 r_\rho(f) \leq 4\varepsilon/(1 - 2\varepsilon) \leq 5\varepsilon.
\]

(This does not require any ‘unique local maximum’ property, or anything like this; it simply uses the fact that \( 1 - (1 - (1 - f)^\rho)^2 \in (0, 1) \) for \( f \in (0, 1) \).) Hence the same proof for the coupling works also, up to changing some constants.

\[ \square \]

### 6.5 Fast Mixing with Fast Arrivals: \( \alpha > 1 \)

In this subsection we consider the fast arrivals regime, \( \alpha > 1 \); we show fast mixing. The statement is the natural extension of Theorem 5.3.1; we sketch the argument, giving references to the \( \rho = 1 \) case, given in §5.3.

**Theorem 6.5.1.** For all \( \rho \in \mathbb{N} \) and all \( \alpha > 1 \), there exists a constant \( C \) so that, for all \( K \) and \( n \) sufficiently large, if \( X, Y \sim \text{DAR}_n^\epsilon(\alpha, K) \), then, under the coupling given by \( (\mathbb{P}_{x,y})_{x,y \in \Omega} \), for all \( t \geq C \log n \), we have

\[
\max_{(x,y) \in \Omega} \mathbb{P}_{x,y}(X^t \neq Y^t) \leq C/n.
\]

Thus for all \( K \) sufficiently large, all \( \epsilon \in (0, 1) \) and all \( n \) sufficiently large, we have \( t_{\text{mix}}(\epsilon) \leq C \log n \).

This regime is rather harder to prove in the general-\( \rho \) case; in particular, it requires more detailed knowledge of the high-degree polynomials in question, but also we need to introduce a new coupling. While some of the argument below will be sketched, similarly to in the previous two proofs, anything new will be explained fully and rigorously.

First, we describe the new coupling needed; see Definition 6.5.2 below. Using the \( \rho \)-retries coupling of Definition 6.2.2, if a rerouting happens in two systems \( X \) and \( Y \) from the same link, then the it can be accepted in both \( X \) and \( Y \), but onto different links. This was not possible using Definition 5.1.2 when \( \rho = 1 \), since there was only one rerouting attempt and the same links were chosen in \( X \) as in \( Y \). So we see that the relative distance can actually increase by 2. This behaviour makes controlling the ‘difference’ between the two systems difficult; it is highly undesirable.

We now give a more refined coupling, fixing this issue. Write \( f_X \) for the proportion blocked in \( X \) and \( f_Y \) for the proportion blocked in \( Y \).

**Definition 6.5.2.** Let \( X, Y \sim \text{DAR}_n^\epsilon(\alpha, K) \), with the pair \( (X, Y) \) in a state with \( d(X, Y) = 1 \).

If the mismatched link is not full in either \( X \) or \( Y \), then use the (original) description given in Definition 6.2.2. Suppose then, without loss of generality, that \( X_1 = K > Y_1 \).

For arrivals, give to each link a Poisson stream (of arriving calls) of rate \( 2\lambda \). Upon a call’s arrival to a link, \( k \) say, we have the following procedure.

- Suppose \( k \) is not full in either \( X \) or \( Y \). Toss a Bern\((\frac{1}{2})\)-coin:
  - if heads, then add a call to link \( k \) both in \( X \) and in \( Y \).

- Suppose \( k \) is full in \( X \) but not full in \( Y \) (ie \( k = 1 \)). Toss a Bern\((\frac{1}{2})\)-coin:
  - if heads, then add a call to link \( k \) in \( Y \).

Also, independently, choose pairs \((i_1, j_1), (i_2, j_2), \ldots, \in [n]^2\) uar (with replacement) until a pair \((i, j)\) has neither \( i \) nor \( j \) full in \( Y \) or until \( \rho \) have been chosen; call the final pair \((i, j)\). Add a call to link \( i \) in \( Y \) if neither \( i \) nor \( j \) are full in \( Y \).

- Suppose \( k \) is full both in \( X \) and in \( Y \). Choose pairs \((i_1, j_1), (i_2, j_2), \ldots, \in [n]^2\) uar (with replacement) until a pair \((i, j)\) has neither \( i \) nor \( j \) full in \( Y \) or until \( \rho \) have been chosen; call the chosen pairs \((i_1, j_1), \ldots, (i_R, j_R)\). If the above selection is terminated by choosing \( \rho \) ‘unsuitable’ pairs, ie pairs with at least one full in \( Y \), then do nothing. Otherwise, perform the following procedure.
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• Add a call to link $i_R$ in $Y$.
• If $1 \notin \{i_R, j_R\}$, add a call to link $i_R$ in $X$.
• Now suppose that $1 \in \{i_R, j_R\}$, and perform the following procedure:
  • with probability $1 - (1 - (1 - f_X)^2)^{\rho - R}$, if $1 \neq i_R$, then add a call to link $i_R$ in $X$, and otherwise (ie if $1 = i_R$), independently choose $i$ uar from the set of non-full links in $X$ and add a call to link $i$ in $X$;
  • with probability $(1 - (1 - f_X)^2)^{\rho - R}$, do nothing (ie do not add a call to $X$).

Couple departures, with the same rate-1 clocks in $X$ and in $Y$, as before.

Recall that in the previous coupling it was possible to add to two different links (one in $X$ and one in $Y$). The above coupling mitigates this issue: now it can be the case that link 1 is mismatched, with $X_1 = K > Y_1$, and a reroute pick link 1 in $Y$ and a different link in $X$; hence the mismatched link can change, but in a way that keeps the relative distance 1. (Note that if a reroute picks a link other than 1 in $Y$, then the same link is picked in $X$.

Our stopping time will be such that if $d(X^0, Y^0) = 1$ then $d(X^t, Y^t) = 1$ for all $s < \tau$, and so we shall be able to use the explicit formulation of the coupling given above.

**Remark.** It is not difficult to check, and we do so below, that this is a genuine, Markovian coupling. When using this coupling and $(X^0, Y^0) = (x, y)$, we denote it $\mathbb{P}_{x,y}$. Write $\mathbb{P} := \max_{(x,y) \in \Omega} \mathbb{P}_{x,y}$. Furthermore, it is a coalescent coupling: we have $\{X^t \neq Y^t\} = \{\tau_x > t\}$.

**Remark.** This is, in some sense, an extension of the single-try coupling given in Definition 5.1.2. There if we had $(i, j)$ with neither $i$ nor $j$ full in $Y$ but one full in $X$, then we did not have another try to pick another choice for $X$. We always had $R = \rho = 1$ in the notation above.

**Validity of Coupling.** The required independence structure of the links in each system is immediate and the departures are as required. Consider arrivals with $(X, Y)$ in a state with $d(X, Y) = 1$. Without loss of generality, assume that $X_1 = k > Y_1$.

For arrivals to a link that is not full in $Y$ (but may or may not be in $X$), the arrival rate is as required. When the link is full both in $X$ and in $Y$, the reroute pair $(i_R, j_R)$ for $Y$ is chosen by the usual procedure; if $1 \notin \{i_R, j_R\}$, then the disparity between $X$ and $Y$ has not played a role and a call is added to $i_R$ in both $X$ and $Y$, as required.

Now suppose that $1 \in \{i_R, j_R\}$: we then need further retries to add a call to $X$. If a call is added to $X$, then which link is chosen must be uniform amongst the non-full links in $X$. As some notation, if we let $F_Y$ be the set of all links in $Y$ and $F_X$ in $X$, then we see that $F_X = F_Y \cup \{1\}$ (where $X_1 = K > Y_1$); so $F_Y = F_X \cup \{1\}$. Note that $i_R$ is chosen uar from $F_Y$. We wish to choose $i$ uar from $F_X$. Conditional on $i_R \in F_X$, ie $1 \neq i_R$, we see that $i_R$ is uniform over $F_X$; on this event we set $i = i_R$. On the complementary event, ie $1 = i_R$, we independently choose $i$ uar from $F_X$. Hence, if a call is added, then which link is chosen is uniform amongst the available links, as required. It is immediate that the probability with which this step is taken is correct.

We now sketch the proof of Theorem 6.1.1. We outline all the ideas, but omit some details.

**Sketch of Proof.** Define $\varphi_\rho$ so that the probability a reroute is accepted is precisely $\frac{1}{2}$:

$$1 - (1 - (1 - \varphi_\rho)^2)^{\rho - R} = \frac{1}{2}, \text{ and so } \varphi_\rho := 1 - \sqrt{1 - 1/2^\rho}.$$  

(Previously we had $\varphi_c = \varphi_1 = 1 - 1/\sqrt{2}$.) Note that $\varphi_\rho$ satisfies

$$h_\rho(\varphi_\rho) = \varphi_\rho \cdot \left(1 - 2 \cdot \frac{1}{2}\right) + 1 - 1/\alpha = 1 - 1/\alpha,$$

and hence $h_\rho(\varphi_\rho) > 0$ if and only if $\alpha > 1$. Note that $\varphi_\rho$ is decreasing in $\rho$; thus $\varphi_\rho \leq \varphi_1 = 1 - 1/\sqrt{2}$ for all $\rho$. By Claim 6.1.3, we have $f^{SP}_\rho \geq \frac{1}{2}$ for all $\rho$. We thus deduce that $\varphi_\rho < f^{SP}_\rho$ for all $\rho \in \mathbb{N}$.

Also note that $p(0) > \varphi_\rho$ if and only if $1 - 1/\alpha > 1 - \sqrt{1 - 2^{1-\rho}}$, which in turn holds if and only if $\alpha > (1 - 2^{-\rho})^{-1/2}$, and note that this lower bound is decreasing in $\rho$ (and decreases down to 1); previously (when $\rho = 1$), we had $\alpha > \sqrt{2}$. We split into two subregimes:
\[ \alpha \leq (1 - 2^{-\rho})^{-1/2} \] and \[ \alpha > (1 - 2^{-\rho})^{-1/2}; \]
this is analogous with the \( \rho = 1 \) case where, for \( \alpha > 1 \), we separated \( \alpha \leq \sqrt{2} \) and \( \alpha > \sqrt{2} \).

As in the \( \rho = 1 \) case, for the regime with \( \alpha > (1 - 2^{-\rho})^{-1/2} \), we stochastically dominate our system from below by an \( \text{Er}(\alpha, K)^n \) system, which has expected proportion of full links greater than \( \varphi \), ie \( p(0) > \varphi \). We use a burn-in of length \( 10 \log n \) to reach a state where the proportion blocked is strictly greater than \( \varphi \).

For \( 1 < \alpha \leq (1 - 2^{-\rho})^{-1/2} \), we again use an algorithmic stochastic domination procedure, analogous to that used for \( \alpha \leq \sqrt{2} \) in §5.3.1. Since \( \alpha > 1 \), by Claim 6.1.4 the polynomial \( h_\rho(\cdot) \) has precisely one zero, and also \( h_\rho(0) > 0 \) and \( h_\rho(\varphi) > 0 \); hence there exists an \( \xi > 0 \) so that \( h_\rho(f) > 0 \), ie \( p_\rho(f) > f \), for all \( f \in [0, \varphi + 2\xi] \). Using the same algorithmic procedure as before, we are able to get the proportion blocked to be strictly greater than \( \varphi \). We need to be slightly careful, though. Recall that, in the \( \rho = 1 \) case, we first dominated above by \( \text{Er}(\beta(f_\text{up}), K)^n \), and said that this meant the proportion blocked was at most \( \frac{2}{3} \). However, we could have been more restrictive and used anything larger than

\[ f_\text{up} := p(f_\text{up}) = 1 - \alpha^{-1}(1 + r_\rho(f_\text{up}))^{-1} \]; when \( \rho = 1 \), \( f_\text{up} = 1 - \frac{2}{\sqrt{2}} \approx 0.5286 \).

The key is that \( r_\rho(f_\text{up}) > r_\rho(f) \) for all \( f \in [0, \varphi_\rho] \), as we justify now: some crude bounds give

\[ r_\rho(\varphi_\rho) \leq 2^{-\rho} \] and \( r_\rho(f_\text{up}) > \frac{1}{3} > 2^{-\rho} \) for \( \rho > 1 \);

the case \( \rho = 1 \) was the original case, and in it we had

\[ 0.4142 \approx \sqrt{2} - 1 = r_\rho(\varphi_\rho) < r_\rho(f_\text{up}) \approx 0.4984. \]

Hence we may apply the stochastic domination procedure to get strictly greater than \( \varphi \) blocking.

As in §5.3.1, the burn-in phase will be of length \( C \log n \) with \( C \) independent of \( K \) and \( n \). After this phase, with high probability the system will be in a state that has blocking proportion strictly greater than \( \varphi \) and will keep this property for a long while (say at least for time \( n \)).

Observe that the acceptance probability \( 1 - (1 - (1 - f)^2)^\rho \) is strictly decreasing in \( f \). Hence if the blocking is at level greater than \( \varphi \), then the acceptance probability is strictly less than \( \frac{3}{4} \). When the reroute is declined, the systems coalesce; when it is accepted, the relative distance increases from 1 to 2. Hence the desire to have the acceptance probability strictly less than \( \frac{1}{2} \) so that the expected relative distance decreases.

As noted above, which link is mismatched can change before the relative distance changes. However, we can still use exactly the same stopping time as previously, as given in Definition 5.3.8, and the same bounds apply; we just need to change the definition to allow for which link is mismatched to change. Hence we make the same deductions, completing the proof as before. \( \square \)

7 Dynamic Alternative Routing with Trunk Reservation

7.1 Introduction

We add trunk reservation. We reserve some amount \( \sigma \) of the capacity of a link for direct arrivals only: if a call tries to be rerouted, then it can only be held on links with current load strictly less than \( K - \sigma \), ie strictly more than \( \sigma \) free circuits. If we set \( \sigma = 0 \), then we recover our previous model. In a similar vein to the previous sections, we consider an approximation to this model via a type of state-dependent Poisson arrival process with independent departures.

One could then allow multiple rerouting attempts, as in the previous section. For clarity of exposition, we consider only one rerouting attempt.

We show that when \( \sigma \) is chosen appropriately, we do not get metastability: that is, we do not have an intermediary slow-mixing regime, for \( \alpha \in (\alpha_c, 1) \), between a high-blocking and low-blocking regime; rather we have fast mixing for all \( \alpha < 1 \). Importantly, we can choose \( \sigma \) to be some fixed number, depending only on \( \alpha \), but not on \( K \) or \( n \). This is very important from a network engineering point of view: the system is scalable in the sense that as \( n \to \infty \) and \( K \to \infty \), the number of circuits to be reserved does not grow.
**Intuition.** We now make a few comments on why we do not have metastability (for $\sigma$ sufficiently large) for the regime $\alpha \in (0, 1)$. To be in a ‘stable’ high-blocking regime (ie one where the proportion of full links remains bounded away from 0 for a long time), trunk reservation requires the system not only to ‘support’ the current number of full links, but not have too many ‘nearly full’ (ie capacity between $K - \sigma$ and $K$) links, as ‘nearly full’ links do not accept reroutings. We show that these will be (approximately) mutually exclusive events: the invariant distribution of a single supercritical Erlang link concentrates very tightly at the capacity, so if we look at $\{K - \sigma, ..., K\}$ then this will contain almost all of the invariant mass when $\sigma$ is sufficiently large; so a large number of ‘nearly full’ links implies a large number of full links and vice versa.

Our analysis of the original low-blocking regime, ie $\alpha < \alpha_c$, relied on the fact that $p(f) < f$ for all $f \in [0, 1]$. This allowed us to repeatedly stochastically dominate from above until we reached a suitably low-blocking set. We use this same idea with trunk reservation when $\alpha < 1$. △

### 7.1.1 Model Set-Up and Main Theorem

Similarly to in previous sections, we first describe explicitly our model and then, after, explain why this is the right model. Fix $\sigma \in \mathbb{N}$, independent of $K$ and $n$. Given $x \in \Omega$, write

$$\mathcal{F} := \{ j \in [n] \mid x_j = K \} \quad \text{and} \quad \mathcal{G} := \{ j \in [n] \mid x_j \geq K - \sigma \};$$

also write $f := |\mathcal{F}|/n$ and $g := |\mathcal{G}|/n$, and note that $\mathcal{F} \subseteq \mathcal{G}$ so $f \leq g$. As before, $f$ is the proportion of full links; the new variable, $g$, is the proportion of ‘almost full or full links’, ie ones that will not accept a rerouting. As before, we write $\lambda := \alpha K$.

Suppose the system is in state $x$. To the links in $\mathcal{F}$, no calls arrive. To the links in $\mathcal{G} \setminus \mathcal{F}$, calls arrive at rate $\lambda$. To the links in $\mathcal{G}^c$, calls arrive at rate $\lambda(1 + 2f(1 - g))$. Calls depart at rate-$1$ independently. We denote this system DAR$^a_\sigma(\alpha, K)$.

This is now a ‘mixture of state-dependent Poisson arrival processes’: one for the links in $\mathcal{G} \setminus \mathcal{F}$ of rate $\lambda$ and one for the links in $\mathcal{G}^c$ of rate $\lambda(1 + 2f(1 - g))$; the links in $\mathcal{F}$ receive no arrivals.

We require $\sigma \geq \sigma_*(\alpha)$, for some constant $\sigma_*$ that depends only on $\alpha$, not on $K$ or $n$.

**Definition 7.1.1.** For $\alpha \in (0, \infty) \setminus \{1\}$, define $\sigma_*(\alpha)$ as follows:

$$\sigma_*(\alpha) := \begin{cases} \quad \frac{1}{1 - \alpha} \left(2 \log \left(\frac{1}{1 - \alpha}\right) + 14\right) & \text{when } \alpha < 1; \\ \log 4 / \log \alpha & \text{when } \alpha > 1. \end{cases}$$

We reserve the notation $\sigma_*$ for this parameter.

When considering $\alpha < 1$, ie slow arrivals, we only really need to apply this for $\sigma \geq \sigma_c$, where $\sigma_c$ is the original critical threshold: for $\alpha < \sigma_c$, we already had fast mixing with the additional property that an insignificant proportion of links were blocked in equilibrium. (For $\alpha > 1$, calls arrive faster than they could possibly be processed, regardless of the state of the system, so it is always the case that a significant proportion of calls are lost.) The idea, from an application point of view, is that a single system should be used always, and be able to handle busy periods without metastability; for this reason, we analyse $\alpha < \sigma_c$ and $\alpha > 1$ as well as $\sigma_c < \alpha < 1$.

The main theorem of this section is the following mixing time result. (It was stated as Theorem C in the introduction; we recall it here for convenience.) There will be two regimes: $\alpha < 1$ and $\alpha > 1$; the proofs will be in a similar vein to the previous fast mixing proofs.

**Theorem 7.1.2.** For all $\alpha \in (0, \infty) \setminus \{1\}$, if $\sigma \geq \sigma_*(\alpha)$ (as given in Definition 7.1.1), then for all $\varepsilon \in (0, 1)$ and all $K$ and $n$ sufficiently large, we have $t_{\text{mix}}(\varepsilon) \leq 60 \log n$.

Furthermore, with these parameters, when $\alpha < 1$, the proportion of links which are full, in equilibrium, may be made as small as desired by taking $K$ sufficiently large (independently of $n$).

**Remark.** No effort has been made to optimise the particular choice of $\sigma_*$. The key is not the particular value, but that it can be chosen independently of $K$ and $n$, depending only on $\alpha$. △

**Proof References.** See Theorems 7.3.1 and 7.4.1 for the cases $\alpha < 1$ and $\alpha > 1$, respectively. △
7.1.2 Motivation, Notation and Interpretation

Consider the exchangeable model with trunk reservation: calls arrive to each link as a Poisson process with rate $\lambda$; if the link is full on arrival, then a rerouting is attempted, two links are chosen uniformly at random and the call is accepted (and held on both links) if and only if both have more than $\sigma$ spare capacity. We determine the rate at which calls are accepted to different links in this model. We show that these rates are asymptotically equivalent to the rates in the model we described in the previous part. First note that if a link is full then no calls are accepted to it and if it is not full but has at most $\sigma$ spare capacity then calls arrive as a Poisson process of rate $\lambda$; this is the same in our model.

Now consider links with fewer than $K - \sigma$ calls on them, ie links in $G^c$. Suppose the system is in state $x$ with proportions $f$ and $g$ defined previously. In the same way as before, attempted reroutings happen at rate $\lambda fn$; these are accepted if both links chosen have current load less than $K - \sigma$, and hence the probability of being accepted is $\left(\frac{(1-g)^n}{2}\right) / \left(\binom{n}{2}\right) \approx (1-g)^2$. By symmetry, if a call is successfully rerouted then the pair chosen is uniform amongst all pairs of links with fewer than $K - \sigma$ calls on them. Given a specific such link, the number of such pairs including this specific link is $(1-g)n-1$. Hence we see that the arrival rate due to reroutings is

$$fn \cdot \left(\frac{(1-g)^n}{2}\right) \cdot \left(\frac{(1-g)n-1}{\binom{n}{2}}\right) \rightarrow 2f(1-g).$$

As before, these calculations (go some way to) justify our approximation.

For $f, g \in [0, 1]$, analogously to without trunk reservation, we set

$$\beta(f, g) := \alpha(1 + 2f(1-g)) \quad \text{and} \quad p(f, g) := 1 - \beta(f, g);$$

also define $q(f, g) := 1 - 1/\beta(f, g)^{g+1},$

which (direct calculation shows) is the $(K \to \infty)$-limit of the equilibrium probability that an Er$(\beta(f, g),K)$ link has at least $K - \sigma$ calls on it. (Recall that $\sigma$ is independent of $K$, so $q$ is the generic limit; it is not an asymptotic statement or approximation.)

Observe that $\beta(f, g), p(f, g)$ and $q(f, g)$ are increasing in $f$ and decreasing in $g$ when the other argument is held fixed. Considering the interpretation of $f$ and $g$, we are only interested in these when $f \leq g$. In particular, subject to $f \leq g$, all three functions are maximised when $f = g = \frac{1}{2}$.

7.2 Preliminaries

7.2.1 Coupling

As previously, we use the ‘natural’ realisation of a single system and extend this to a coupling of two systems. Since there is no slow-mixing regime here, we use this coupling for all the regimes.

We first give the realisation of a single system; cf Definition 5.1.1.

**Definition 7.2.1.** For arrivals, to each link give a Poisson stream (of arriving calls) of rate $2\lambda$. Upon a call’s arrival to a link, $k$ say, we have the following procedure.

- If the link is not full, then toss a Bern($\frac{1}{2}$)-coin:
  - if heads (ie ‘1’), then add a call to link $k$;
  - if tails (ie ‘0’), then do nothing.

- If the link is full, then choose two links $i$ and $j$ uar (with replacement):
  - if both links $i$ and $j$ have fewer than $K - \sigma$ calls on them, then add a call to link $i$;
  - otherwise, ie if either link $i$ or link $j$ has at least $K - \sigma$ calls on it, do nothing.

For departures, give each call in the system an independent exponential-1 clock. Upon a timer’s ringing, remove the corresponding call from the system.

This realisation naturally extends to a couple of two systems, $X$ and $Y$; cf Definition 5.1.2. Recall the definition of $\mathcal{F}$ and $\mathcal{G}$ as the set of full and full or almost full links, respectively. Write $\mathcal{F}_X$ and $\mathcal{G}_X$ to denote the relevant quantities in the $X$-system and $\mathcal{F}_Y$ and $\mathcal{G}_Y$ for the $Y$-system.
**Definition 7.2.2.** For arrivals, give to each link a Poisson stream (of arriving calls) of rate $2\lambda$.

Upon a call’s arrival to a link, $k$ say, we have the following procedure.

- Suppose $k$ is not full in either of $X$ or $Y$. Toss a Bern($\frac{1}{2}$)-coin:
  - if heads, then add a call to link $k$ both in $X$ and in $Y$.
  - Suppose $k$ is full in $X$ but not full in $Y$. Toss a Bern($\frac{1}{2}$)-coin:
    - if heads, then add a call to link $k$ in $X$.
    - Also, independently, choose two links $i$ and $j$ (with replacement):
      - if $i, j \in G_X^c$, then add a call to link $i$ in system $X$.
- Suppose $k$ is full in $Y$ but not in $X$. Do analogously to the previous case.
- Suppose $k$ is full both in $X$ and in $Y$. Choose two links $i$ and $j$ (with replacement):
  - if $i, j \in G_X^c$ (respectively $i, j \in G_Y^c$), then add a call to link $i$ in system $X$ (respectively $Y$).

For departures, use the same rate-1 departure clocks in $X$ as in $Y$ where possible, giving the ‘extra’ calls (i.e., those in $X$ but not in $Y$ or vice versa) independent rate-1 departure clocks.

**Remark.** By inspection, one can see that this is a genuine, Markovian coupling. When using this coupling and $(X^0, Y^0) = (x, y)$, we denote it $\mathbb{P}_{x,y}$. Write $\mathbb{P} := \max_{x,y} \mathbb{P}_{x,y}$. Furthermore, it is a coalescent coupling: we have $\{X^t \neq Y^t\} = \{\tau_e > t\}$, recalling that $\tau_e = \inf\{t \geq 0 \mid X^t = Y^t\}$.

This can be extended from ‘single try to ‘$p$ retries’ similarly to how we did in §6, if desired. \(\triangle\)

### 7.2.2 Erlang Link with Trunk Reservation

We also need properties of the following Markov chain, which we call a ‘trunk-reserved Erlang link’ and denote by $ET(\alpha, \beta, \sigma, K)$; the parameters are explained below. It has capacity $K$ with the following dynamics: calls arrive at rate $\beta K$ when the current load is less than $K - \sigma$, at rate $\alpha K$ when the load is at least $K - \sigma$ but the link is not full and no calls arrive when the link is full; calls depart independently at rate 1. Formally, it is a Markov chain on $\{0, \ldots, K\}$ with non-zero transition rates $(r_{i,j})_{i,j\in[K]}$ given by

$$r_{i,i-1} = i \quad \text{for} \quad i = 1, \ldots, K \quad \text{and} \quad r_{i,i+1} = \begin{cases} \alpha K & \text{for} \quad i = 0, \ldots, K - \sigma - 1, \\ \beta K & \text{for} \quad i = K - \sigma, \ldots, K - 1. \end{cases}$$

We often write $\lambda := \alpha K$. We always consider $\alpha \leq \beta$. We now investigate typical behaviour of the link in different regimes determined by $\alpha$ and $\beta$. Let $F \sim ET(\alpha, \beta, \sigma, K)$.

Consider $\alpha \leq \beta < 1$. We can stochastically dominate $F \leq E \sim Er(\beta, K)$, which is a subcritical Erlang system. Then $\pi_F(A) \leq \pi_E(A)$ for any up-set $A$. In particular, we have

$$\pi_F(\{K - \sigma, \ldots, K\}) \leq \pi_E(\{K - \sigma, \ldots, K\}) \quad \text{which decays exponentially in} \ K. \quad \triangle$$

Consider $1 < \alpha \leq \beta$. We can stochastically dominate $F \geq E \sim Er(\alpha, K)$, which is a supercritical Erlang system. Then $\pi_F(A) \leq \pi_E(A)$ for any down-set $A$. By direct calculation, we have

$$\pi_E(\{K - \sigma, \ldots, K\}) \rightarrow 1 - \alpha^{-(\sigma+1)} \quad \text{as} \quad K \rightarrow \infty,$$

recalling that $\sigma$ depends only on $\alpha$ (not on $K$), and hence if

$$\sigma \geq \log_{\hat{\alpha}}(1/\varepsilon) = \log(1/\varepsilon)/\log \hat{\alpha}$$

for some $\hat{\alpha} < 1$, eg $\hat{\alpha} := \frac{1}{\sigma}(1 + \alpha)$, then $\pi_F(\{K - \sigma, \ldots, K\}) \geq 1 - \varepsilon$ for large enough $K$. (Observe that the complement of a down-set is an up-set.) \(\triangle\)
Consider $\alpha < 1 \leq \beta$. We can stochastically dominate $F \preceq L + (K - \sigma)$ where $L$ is a biased simple random walk on $\{0, \ldots, \sigma\}$ with up-rate $\lambda$ and down-rate $K - \sigma$: note that $\alpha = \lambda/K < 1$ implies $\alpha' := \lambda/(K - \sigma) < 1$ for large enough $K$ (as $\sigma$ is independent of $K$). (This stochastic domination basically says that if $F$ is in $\{0, \ldots, K - \sigma\}$ then we assume it is at the highest point, i.e. $K - \sigma$: since $\beta \geq 1$, we have concentration of an Erlang link with arrival rate $\beta K$ and capacity $K - \sigma$ about its capacity, so this domination is not as wasteful as it may initially appear.) Then the invariant distribution of an Erlang link with arrival rate $\beta K$ and capacity $K - \sigma$ about its capacity, so this domination is not as wasteful as it may initially appear.) Then the invariant distribution of $F$, which we denote $\pi_L$, decays exponentially, i.e. $\pi_L(j) \leq \tilde{\alpha}^j$ for some $\tilde{\alpha} \in (0, 1)$. In fact, it is easy to see that we may set $\tilde{\alpha} = \frac{1}{4}(\alpha + 1) < 1$ providing $K$ is large enough. From this we obtain $\pi_F(K) \leq \pi_L(\sigma) \leq \tilde{\alpha}^\sigma$. We want this to be at most $\varepsilon$, so we require
\[\sigma \geq \log_\tilde{\alpha}(\varepsilon) = \log(1/\varepsilon)/\log(1/\tilde{\alpha}),\]
with $\varepsilon > 0$ to be specified later. Note that this domination is independent of $\beta \geq 1$. \hfill $\triangle$

In Lemma 3.4, we stated that the mixing time of an Erlang system of $n$ links is at most $10 \log n$: this is proved in Corollary A.3. In Appendix A, we actually consider the trunked links, which are a generalisation of the standard links. (Take $\alpha := \beta$ and $\sigma := 0$ to reduce $ET(\alpha, \beta, \sigma, K)$ to $Er(\beta, K)$.) We prove the same mixing result for trunked links as for standard links; see Corollary A.3.

**Lemma 7.2.3.** For all $\alpha, \beta \in (0, \infty)$ with $\alpha \leq \beta$, all $\sigma, K \in \mathbb{N}_0$ with $K \geq \max\{\sigma, 1\}$ and all $n$ sufficiently large, we have
\[t_{mix}^{\alpha, \beta, \sigma, K, n}(1/n) \leq 10 \log n.\]

### 7.3 Fast Mixing with Slow Arrivals: $\alpha < 1$ and Low-Blocking

In this subsection we consider the ‘slow arrivals’ regime, i.e. $\alpha < 1$. We always use the coupling $(P_{x,y})_{x,y \in \Omega}$ from Definition 7.2.2. The aim is to prove the following theorem. Recall that
\[\sigma_*(\alpha) = (-2 \log(1 - \alpha) + 14)/(1 - \alpha) \quad \text{for} \quad \alpha < 1.\]

**Theorem 7.3.1.** For all $\alpha < 1$, all $\sigma \geq \sigma_*(\alpha)$ and all $K$ and $n$ sufficiently large, if $X, Y \sim DAR^n_\sigma(\alpha, K)$, under the coupling $(P_{x,y})_{x,y \in \Omega}$, for all $t \geq 60 \log n$, we have
\[\max_{(x,y) \in \Omega^2} \mathbb{P}_{x,y}(X^t \neq Y^t) \leq 9/n = o(1).\]
Thus for all $K$ sufficiently large, all $\varepsilon \in (0, 1)$ and all $n$ sufficiently large, we have $t_{mix}(\varepsilon) \leq 60 \log n$.

Furthermore, with these parameters, the proportion of links which are full, in equilibrium, may be made as small as desired by taking $K$ sufficiently large (independently of $n$).

The proof of this proposition will be very similar to that of Theorem 5.2.1, except that instead of using a careful sequence of stochastic dominations for the burn-in the trunk reservation will allow us to do only one stochastic domination. Note that the result has a key difference beyond allowing $\alpha$ to get arbitrarily close to 1: previously, the upper bound on the mixing time depended on $\alpha$; now it does not.

We prove the following burn-in proposition.

**Proposition 7.3.2.** For all $\alpha < 1$ and all $\sigma \geq \sigma_*(\alpha)$, setting $t := 20 \log n$,
\[
\mathcal{G} := \{e \in \Omega \mid \frac{1}{2}|j| | e_j > \frac{1}{2}(2\alpha + 1)K| \leq \min\{\frac{1}{2}(1/\alpha - 1), 10^{-3}\}\}
\quad \text{and}
\mathcal{B} := \{e \in \Omega \mid \mathbb{P}_e(X^s \in \mathcal{G} \forall s \leq n) \geq 1 - 1/n\},
\]
for all $K$ and $n$ sufficiently large (depending on $\alpha$ and $\varepsilon$), if $X \sim DAR^n_\sigma(\alpha, K)$, then
\[\max_{x \in \Omega} \mathbb{P}_x(X^t \notin \mathcal{B}^2) \leq 4/n = o(1).\]

**Proof.** Recall that $\beta(f, g) = \alpha(1 + 2f(1 - g))$ is the effective traffic intensity.

In the trunk reservation system $DAR^n_\sigma(\alpha, K)$, we have independence between links while the arrival rate remains unchanged. Thus, analogously to Corollary 3.2, we may stochastically dominate $X \preceq F \sim ET(\alpha, \frac{2}{\lambda}, \sigma, K)^n$, recalling that $\beta(f, g) \leq \beta(\frac{1}{2}, \frac{1}{2}) = \frac{1}{2}\lambda$. 
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• the links which are full (ie have K calls on them) do not have any arrivals;
• the links with number of call on them in \([K - \sigma, K]\) have arrivals at rate \(\lambda = \alpha K\);
• the links with fewer than \(K - \sigma\) calls on them have arrivals at rate at most \(\frac{1}{2} \alpha\).

We have now dominated \(X \lesssim F\); write \(\Pi_F\) for the invariant distribution of \(F\).

By considering the two cases with \(\alpha < 1\) in §7.2.2, ie \(\alpha \leq \beta < 1\) and \(\alpha < 1 \leq \beta\), we see that the invariant measure of \(K\) under \(\mathbb{E}T(\alpha, \frac{1}{2} \alpha, \sigma, K)\) is at most \(\tilde{\alpha}^\sigma\) where \(\tilde{\alpha} = \frac{1}{2}(\alpha + 1) < 1\), for \(K\) sufficiently large. Let \(\epsilon > 0\) and suppose that

\[\sigma \text{ is such that } \tilde{\alpha}^\sigma \leq \epsilon \text{ ie } \sigma \geq \log_{\tilde{\alpha}}(\epsilon) = \log(1/\epsilon)/\log(1/\tilde{\alpha});\]

Let \(\epsilon := \min\{\frac{1}{8}(1/\alpha - 1), 10^{-3}\}\). Define

\[\mathcal{S}_0 := \{\epsilon \in \Omega \mid \frac{1}{2}|j|e_j = K| \leq 2\epsilon\} \text{ and } \mathcal{B}_0 := \{\epsilon \in \Omega \mid P_e(X^e \in \mathcal{S}_0 \forall s \leq n) \geq 1 - 1/n\}.

Then \(\Pi_F(\mathcal{B}_0) \geq 1 - 1/n\), using the concentration of the Binomial (as done before, eg Lemma 5.3.3).

By Lemma 7.2.3, the \(1/n\) mixing time of an \(\mathbb{E}T(\alpha, \beta, \sigma, K)^n\) system is at most \(T := 10 \log n\) for any \(\alpha, \beta, \sigma\) and \(K\) providing \(\alpha \leq \beta\) and \(K\) and \(n\) are sufficiently large. So by running the stochastic domination \(X \lesssim F\) for a time \(T\), we see that \(P(X^T \in \mathcal{B}_0) \geq 1 - 2/n\) as \(\Pi_F(\mathcal{B}_0) \geq 1 - 1/n\).

For all \(x \in \mathcal{S}_0\), we have \(\beta(f, g) \leq \alpha(1 + 4\epsilon)\). By choice of \(\epsilon\), we have \(\alpha(1 + 4\epsilon) \leq \frac{1}{2}(\alpha + 1)\). Then while \(X\) is in \(\mathcal{S}_0\) we can stochastically dominate \(X \lesssim \mathbb{E}r(\tilde{\alpha}, K)^n\), which is a subcritical system since \(\tilde{\alpha} = \frac{1}{2}(\alpha + 1) < 1\). (We could dominate by a product of Erlang links with trunk reservation, but since the link is subcritical we may as well just use the easier formula for the usual Erlang system.)

Given that we have stochastically dominated by a subcritical system, by running for a further \(T\) time units, we can now get the proportion of links with more than \(\frac{1}{2}(2\alpha + 1)K\) calls on them as low as desired, in particular smaller than \(2\epsilon\); cf Proposition 5.2.2.

Recall that \(\epsilon = \min\{\frac{1}{8}(1/\alpha - 1), 10^{-3}\}\) and \(\tilde{\alpha} = \frac{1}{2}(\alpha + 1)\). Finally, it is not difficult to check that \(\log(1/\epsilon)/\log(1/\tilde{\alpha}) \leq (-2 \log(1 - \alpha) + 14)/(1 - \alpha) = \sigma_*(\alpha)\) This completes the proof. \(\square\)

Remark. We could formulate Proposition 7.3.2 in the following way: “for all \(\alpha < 1\), all \(\epsilon \in (0, 1)\) and all \(\sigma \geq f(\alpha, \sigma), \ldots\)” where \(f\) is some explicit function. We have not done this in order to save additional technicalities; instead we simply chose an \(\epsilon \in (0, 1)\) which is suitable for later. \(\triangle\)

The set \(\mathcal{S}\) is now (in essence) the same as that in §5.2, and hence we may then use exactly the same variable length coupling argument as in §5.2.2 to prove the following result.

**Proposition 7.3.3.** For \(\epsilon := \min\{\frac{1}{8}(1/\alpha - 1), 10^{-3}\}\) and all \(K\) sufficiently large, in the scenario of Theorem 5.1.3, using the coupling from Definition 7.2.2 and \(\mathcal{S}\) defined above, there exists a stopping time \(\tau\) with \(\gamma \leq \frac{4}{3}\) and \(M := 6\) a valid choice.

**Proof References.** See the results of §5.2.2; specifically, see Definition 5.2.8 for the definition of the stopping time \(\tau\) and Lemmas 5.2.10 and 5.2.11 for the bounds on \(\gamma\) and \(M\), respectively. \(\triangle\)

The proof of Theorem 5.2.1 given in §5.2.3 applies here to prove Theorem 7.3.1.

**Proof of Theorem 7.3.1.** Noting that \(\gamma^M = (2/3)^6 \leq e^{-1/18}\), which is the same bound as we used for the original slow arrivals regime, by the same argument we find that

\[P(X^t \neq Y^t, \mathcal{G}[0, t]) \leq 1/n \text{ for all } t \geq 40 \log n.\]

Our burn-in phase is of length \(20 \log n\), and so we have

\[P(X^t \neq Y^t) \leq 9/n \text{ for all } t \geq 60 \log n.\]

The final claim follows from the fact that we stochastically upper bounded the original system by a subcritical Erlang system and the same result holds for such a system. \(\square\)
7.4 Fast Mixing with Fast Arrivals: $\alpha > 1$ and High-Blocking

In this subsection we consider the ‘fast arrivals’ regime, i.e. $\alpha > 1$. We always use the coupling $(P_{x,y})_{x,y \in \Omega}$ from Definition 7.2.2. The aim of is to prove the following theorem. Recall that

$$\sigma_{\star}(\alpha) = \log 4 / \log \alpha \quad \text{for} \quad \alpha > 1.$$ 

Theorem 7.4.1. For all $\alpha > 1$, all $\sigma \geq \sigma_{\star}(\alpha)$ and all $K$ and $n$ sufficiently large, if $X$ and $Y$ are DAR$_n^\sigma(\alpha, K)$ systems, then under the coupling $(P_{x,y})_{x,y \in \Omega}$, for all $t \geq 20 \log n$, we have

$$\max_{(x,y) \in \mathcal{P}} \Pr_{x,y}(X^t \neq Y^t) \leq 4/n = o(1).$$

Thus for all $K$ sufficiently large, all $\varepsilon \in (0, 1)$ and all $n$ sufficiently large, we have $t_{\text{mix}}(\varepsilon) \leq 20 \log n$.

Again, the proof of this proposition will be very similar to that of Theorem 5.3.1, except that instead of using a careful sequence of stochastic dominations for the burn-in the trunk reservation will allow us to do one, even more trivial than in the last section, stochastic domination.

We now explain how to do the burn-in phase. Consider two DAR$_n^\sigma(\alpha, K)$ systems, $X$ and $Y$.

Proposition 7.4.2. For all $\alpha > 1$, all $\varepsilon \in (0, 1)$ and all $\sigma \geq \log(1/\varepsilon)/\log \alpha$, setting $t := 10 \log n$,

$$\mathcal{G} := \left\{ \varepsilon \in \Omega \mid g(\varepsilon) \geq 1 - 2\varepsilon \right\} \quad \text{and} \quad \mathcal{B} := \left\{ \varepsilon \in \Omega \mid \Pr_{\varepsilon}(X^t \in \mathcal{G} \forall s \leq n) \geq 1 - 1/n \right\},$$

for all $K$ and $n$ sufficiently large (depending on $\alpha$ and $\varepsilon$), we have

$$\Pr((X^t, Y^t) \notin \mathcal{B}^2) \leq 4/n.$$ 

Proof. We may always ignore the rerouting and lower bound $X \geq E \sim \text{Er}(\alpha, K)^n$; see Corollary 3.2. Writing $\pi_E$ for the invariant distribution of $E$, we have $\pi_E(K) \geq 1 - 1/\alpha$, and $\pi_E(K) \to 1 - 1/\alpha$ as $K \to \infty$. Also, by comparison with a biased simple random walk, we see that the invariant distribution decays exponentially: as $K \to \infty$, we have

$$\pi_E(K - j) \to \alpha^{-j}(1 - 1/\alpha) \quad \text{and} \quad \pi_E(\{K - j, ..., K\}) \to 1 - \alpha^{-(j+1)} \quad \text{for fixed } j.$$ 

In particular, for $\sigma \geq \log(1/\varepsilon)/\log \alpha$, we get

$$\pi_E(\{K - \sigma, ..., K\}) \geq 1 - \varepsilon$$

for $K$ sufficiently large. Hence $\pi_E(\mathcal{B}) \geq 1 - 1/n$ for $n$ sufficiently large, using the concentration of the Binomial and of the Poisson distributions (as done in previous sections).

By Lemma 3.4, the $1/n$ mixing time of an $\text{Er}(\alpha, K)^n$ system is at most $10 \log n$. Hence taking our burn-in time to be $10 \log n$, we see that $X$ is in $\mathcal{B}$ at this time with probability at least $1 - 2/n$. Extending this to two systems, this probability becomes at least $1 - 4/n$. \hfill $\square$

When $X$ is in $\mathcal{G}$, the probability that a reroute is accepted is $(1 - g)^2 \leq 4\varepsilon^2$. If we take $\varepsilon := 1/4$, then this is at most $1/4$, which is strictly less than $1/2$. With this choice of $\varepsilon$, for $\alpha > 1$, we have

$$\log(1/\varepsilon)/\log \alpha = \log 4 / \log \alpha = \sigma_{\star}(\alpha).$$

Given this, we then use exactly the same argument as in §5.3.2 to prove the following result.

Proposition 7.4.3. For $\varepsilon := 1/4$ and all $K$ sufficiently large, in the scenario of Theorem 5.1.3, using the coupling from Definition 7.2.2 and $\mathcal{G}$ defined above, there exists a stopping time $\tau$ with $\gamma \leq 4 < \varepsilon^{-1/5}$ and $M := 3$ a valid choice.

Proof. In proving Lemmas 5.3.10 and 5.3.11, we had a parameter $\xi > 0$ and we showed that we have $\gamma \leq 1 - \xi$ and may take $M := \log(2/\xi)$. We now recall how $\xi$ was defined: it was used in the definition of $\mathcal{G}$, in Proposition 5.3.2. In particular, using our current definition of $\mathcal{G}$, we can define $\xi$ by $\varphi_\varepsilon + \xi = 1 - 2\varepsilon$, where we recall that $\varphi_\varepsilon = 1 - 1/\sqrt{2}$, so $\xi := 1/\sqrt{2} - 2\varepsilon$. Taking $\varepsilon := 1/4$, we get $\xi \geq 1/4$. Hence we have $\gamma \leq 1/4 \leq \varepsilon^{-1/5}$, and $\log(2/\xi) \leq \log(10) \leq 3$ so we may take $M := 3$. \hfill $\square$
The proof of Theorem 5.3.1 given in §5.3.3 applies here with $\xi := \frac{1}{5}$ and $M := 3$ to prove Theorem 7.4.1—except now $\xi$ and $M$ do not depend on $\alpha$, so in fact we apply the proof of Theorem 5.2.1 given in §5.2.3 in an (almost) identical way as we did for the low-blocking case.

**Proof of Theorem 7.4.1.** This proof is word-for-word the same as for the low-blocking regime, i.e., the proof of Theorem 7.3.1 (i.e., slow arrivals with trunk reservation), except that where we considered time $40 \log n$ and $20 \log n$, we replace these with $10 \log n$; so the total time is $20 \log n$. \hfill $\square$
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A Mixing Time of an Erlang Link or System

The primary aim of this section is to determine the mixing time of a product Erlang system, \( \text{Er}(\beta,K)^n \), which we denote \( t_{\text{mix}}^{\beta,K,n}(\cdot) \). To this end, first we find the mixing time of a single Erlang link, \( \text{Er}(\beta,K) \), i.e. \( t_{\text{mix}}^{\beta,K,1}(\cdot) \). We also analyse systems of trunk-reserved Erlang links, i.e. of \( \text{ET}(\alpha,\beta,\sigma,K) \); we denote the corresponding mixing times \( t_{\text{mix}}^{\alpha,\beta,\sigma,K,n}(\cdot) \).

Recall that the trunk-reserved link is a generalisation of the standard link: taking \( \alpha = \beta \) and \( \sigma = 0 \) reduces the ET-link to an Er-link. It thus suffices to consider the trunk-reserved links.

**Lemma A.1.** For all \( \alpha, \beta \in (0, \infty) \) with \( \alpha \leq \beta \), all \( \sigma, K \in \mathbb{N}_0 \) with \( K \geq \max \{ \sigma, 1 \} \) and all \( \varepsilon \in (0,1) \), we have
\[
    t_{\text{mix}}^{\alpha,\beta,\sigma,K,1}(\varepsilon) \leq \log K + \log(1/\varepsilon).
\]
Moreover, since this holds for all \( \varepsilon \) and \( K \), we may let \( \varepsilon \) depend on \( K \).

**Proof.** Consider two links \( X = (X_t)_{t \geq 0} \) and \( Y = (Y_t)_{t \geq 0} \). Use the ‘natural’ coupling: couple the arrivals; pair calls where possible and couple their departures and let the ‘extra’ calls depart independently. This is a codescent coupling in the sense that if \( X_t = Y_t \) then \( X_s = Y_s \) for all \( s \geq t \). Write \( \tau_0 = \inf \{ t \geq 0 \mid X_t = Y_t \} \). Then
\[
    \mathbb{P}_{x,y}(X_t \neq Y_t) = \mathbb{P}_{|x-y|}(\tau_0 > t).
\]
If \( X_t, Y_t < K \), then arrivals leave \( X - Y \) unchanged and the departure of an ‘extra’ call decreases \( |X - Y| \) by 1. If \( X_t = K > Y_t \), then arrivals also decrease \( |X - Y| \) by 1; we upper bound \( \tau_0 \) by ignoring this. Hence we can stochastically dominate \( \tau_0 \) as
\[
    \tau_0 \leq \sum_{i=1}^{|x-y|} \mathcal{E}_i \quad \text{where} \quad \mathcal{E}_i \text{ is an independent exponential-i for each } i.
\]
Determining the quantity on the right-hand side is the coupon-collector problem. The worst-case is clearly when \( |x-y| = K \). Taking \( t = \log K + \log(1/\varepsilon) \) and using the union bound, we obtain
\[
    \mathbb{P}_{x,y}(X_t \neq Y_t) \leq K e^{-t} = K e^{-\log K - \log(1/\varepsilon)} = \varepsilon.
\]
Hence \( t_{\text{mix}}^{\beta,K,1}(\varepsilon) \leq \log K + \log(1/\varepsilon) \), using the coupling representation of TV distance. \( \square \)

As a corollary of this estimate, we can bound the relaxation time, which we denote \( t_{\text{rel}}^{\alpha,\beta,\sigma,K,1} \).

**Corollary A.2.** For all \( \alpha, \beta \in (0, \infty) \) with \( \alpha \leq \beta \), all \( \sigma, K \in \mathbb{N}_0 \) with \( K \geq \max \{ \sigma, 4 \} \) and all \( \varepsilon \in (0,1) \), we have
\[
    t_{\text{rel}}^{\alpha,\beta,\sigma,K,1} \leq 5(\beta + 1)K.
\]

**Proof.** By [LPW17, Theorem 12.5], for discrete-time, reversible chains, for all \( \varepsilon \in (0,1) \), we have
\[
    t_{\text{mix}}(\varepsilon) \geq (t_{\text{rel}} - 1) \log(1/(2\varepsilon)),
\]
where \( t_{\text{mix}}(\cdot) \) is the mixing and \( t_{\text{rel}} \) the relaxation time. To apply this to \( \text{Er}(\beta,K) \), we must first discretise the chain. Define the discrete-time process \( (Z^m)_{m \in \mathbb{N}_0} \) via the following step distribution.

Draw \( B \sim \text{Bern}(\beta/(\beta + 1)) \).

- If \( B = 0 \), then select a slot uniformly amongst all \( K \) and set this slot to be empty.
- If \( B = 1 \), then add a call if the link if there are at least \( \sigma + 1 \) circuits free. Otherwise, draw \( B' \sim \text{Bern}(\alpha/\beta) \) and add a call if \( B' = 1 \) and the link is not full.
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Let \((S_m)_{m \in \mathbb{N}_0}\) be a rate-\((\beta + 1)K\) Poisson process with \(0 := S_0 < S_1 < \cdots\). Define the continuous-time process \(Y := (Y^t)_{t \geq 0}\) by setting \(Y^t := Z^{\pi^t}\) for \(t\) with \(S_m \leq t < S_{m+1}\).

Analogously to Lemma 3.6 we have \(Y \sim ET(\alpha, \beta, \sigma, K)\). Applying the above mixing–relaxation time inequality with \(\varepsilon := 1/K\) we deduce that \(\tau^{\alpha, \beta, \sigma, K}_{\text{mix}} \leq 5(\beta + 1)K\) when \(K \geq 4\). Note that there is a time-change of \((\beta + 1)K\) between the discrete- and continuous-time chains.

We use this to bound the mixing of a product Erlang system, \(ET(\alpha, \beta, \sigma, K)^n\).

**Corollary A.3.** For all \(\alpha, \beta \in (0, \infty)\) with \(\alpha \leq \beta\), all \(\sigma, K \in \mathbb{N}_0\) with \(K \geq \max\{\sigma, 1\}\) and all \(n\) sufficiently large, we have

\[
\tau^{\alpha, \beta, \sigma, K}_{\text{mix}}(1/n) \leq 10\log n.
\]

**Proof.** A simple observation of the proof shows that the mixing result of [LPW17, Theorem 20.7] applies when \(\varepsilon\) depends on \(n\). Applying this and the bound of Corollary A.2, we obtain our claim. (Note that there is a time-change of \((\beta + 1)K\) between the discrete- and continuous-time chains.)

### B Deferred Proofs of Lemmas from Fast Mixing Analysis

In this appendix we give the deferred proofs of Lemmas 5.2.5, 5.2.6, 5.3.3 and 5.3.6.

**Proof of Lemma 5.2.5.** It is well-known that an unbounded queue \(Er(\beta, \infty)\), ie \(M/M/1\) queue with arrival rate \(\beta\), has invariant distribution \(\text{Poi}(\beta)\). The invariant distribution of \(Er(\beta, K)\) is simply this but conditioned to be at most \(K\). Let \(X \sim \text{Poi}(\beta)\) and \(\xi \in (0, 1)\). Then

\[
\pi_{\beta, K}([\xi K, K]) = \mathbb{P}(X \geq \xi K \mid X \leq K) \geq \mathbb{P}(X \geq \xi K)/\mathbb{P}(X \leq K).
\]

The Poisson distribution is known to concentrate. Thus if \(\beta < \xi < 1\) are independent of \(K\), then

\[
\lim_{K \to \infty} \mathbb{P}(X \geq \xi K) = 0 \quad \text{and} \quad \lim_{K \to \infty} \mathbb{P}(X \leq K) = 1
\]

as \(\mathbb{E}(X) = \beta K\). This shows that \(\pi_{\beta, K}([\xi K, K]) \to 0\) as \(K \to \infty\) for any \(\xi \in (\beta, 1)\).

**Remark.** The Poisson distribution concentrates with exponential large deviations. Thus

\[-\log \pi_{\beta, K}([\xi K, K]) \approx K \quad \text{as} \quad K \to \infty.
\]

**Proof of Lemma 5.2.6.** Recall that \(p(f)\) is the equilibrium probability that an \(Er(\beta, K)\) link with \(\beta := \alpha(1 + 2f(1 - f))\) is full, if \(\beta \geq 1\). By definition of \(K\), for all \(j < k\), \(Er(\alpha_j, K)^n\) is a supercritical Erlang system, ie one with \(\alpha_j \geq 1\). Also, recall that \(f_i = p(f_{i-1}) + 2\eta\) for all \(i\) (with \(\eta > 0\)).

Since \(Er(\alpha_j, K)^n\) is a product system, we may write \(\Pi_j = \pi_j^n\), where \(\pi_j\) is the invariant distribution of a single \(Er(\alpha_j, K)\) link. For each \(i\), in the limit as \(K \to \infty\), we have

\[
\pi_{i-1}(K) \to 1 - 1/\alpha_{i-1} = p(f_{i-1}) = f_i - 2\eta.
\]

Hence \(\pi_{i-1}(K) \leq f_i - \eta\) for sufficiently large \(K\). Now let \(Y_{i-1} \sim \Pi_{i-1}\). We then have

\[
\frac{1}{n} \sum_{j = f_{i-1}} \mathbb{P}(Y_{i-1,j} = K) \sim \text{Bin}(n, \pi_{i-1}(K)) \geq \text{Bin}(n, f_i - \eta),
\]

by the independence of the links. Consider \(i \neq k + 1\) first. Hence, by Hoeffding’s inequality,

\[
\Pi_{i-1}(\mathfrak{S}_i) = \mathbb{P}(\frac{1}{n} \sum_{j = f_{i-1}} \mathbb{P}(Y_{i-1,j} = K) > f_i) \leq \mathbb{P}(\text{Bin}(n, f_i - \eta) > f_i n) \leq \exp(-2\eta^2 n).
\]

Using Lemma 3.6, Poisson concentration and the union bound we deduce that

\[
K n^2 \mathbb{P}(\Pi_{i-1} \{E_{i-1}^s \in \mathfrak{S}_i \forall s \leq n\}) \geq K n^2 \mathbb{P}(\Pi_{i-1} \{E_{i-1}^s \in \mathfrak{S}_i \forall s \leq n\}) = \sum_{e \in \mathfrak{E}_i} \Pi_{i-1}(e) \cdot \mathbb{P}(E_{i-1}^s \in \mathfrak{S}_i \forall s \leq n) \geq \Pi_{i-1}(\{(e, s)\} \cdot 1/n,
\]

since, by definition of \(\mathfrak{B}_i\), if \(e \notin \mathfrak{B}_i\) then the probability in the summation is at least \(1/n\). This establishes the claim for a fixed \(i \leq k\).
Consider now \( i = k + 1 \). By construction and Lemma 5.2.5, we have \( \sum_{\ell=\xi K}^K \pi_k(\ell) \leq \varepsilon \). An analogous argument to that used above now applies.

Since \( k \) is a fixed number, depending only on \( \alpha \), not on \( K \) or \( n \), we can choose \( K \) and \( n \) large enough so that the results hold for all \( i = 1, \ldots, k, k + 1 \) simultaneously. \( \square \)

**Proof of Lemma 5.3.3.** We have \( \alpha > \sqrt{\xi} \) and \( p(0) - 2\xi \geq \varphi_c + 2\xi \), and

\[
\mathcal{S} = \{ e \in \Omega \mid \varphi(e) \geq \varphi_c + 2\xi \} \quad \text{and} \quad \mathcal{B} = \{ e \in \Omega \mid \mathbb{P}_e(X^s \in \mathcal{S} \forall s \leq n) \geq 1 - 1/n \}.
\]

Let \( \pi_0 \) be the invariant distribution of a single Er(\( \alpha, K \)) link; so \( \Pi_0 = \pi_0^\alpha \). We then have

\[
\pi_0(K) \geq p(0) \geq \varphi_c + 4\xi.
\]

Now let \( Y_0 \sim \Pi_0 \). We then have

\[
\frac{1}{n} \left| \{ j \mid Y_{0,j} = K \} \right| \sim \text{Bin}(n, \pi_0(K)) \gtrsim \text{Bin}(n, \varphi_c + 4\xi),
\]

by the independence of links. Hence, by Hoeffding’s inequality,

\[
\Pi_0(\mathcal{S}^c) = \mathbb{P}(\frac{1}{n} \left| \{ j \mid Y_{0,j} = K \} \right| > \varphi_c + 2\xi) \leq \mathbb{P}(\text{Bin}(n, \varphi_c + 4\xi) < (\varphi_c + 2\xi)n) \lesssim \exp(-8\xi^2 n).
\]

Using Poisson concentration for the number of updates to the system and the union bound, we now deduce the claim for \( \Pi_0(\mathcal{B}) \) in exactly the same way as we did in Lemma 5.2.6. \( \square \)

**Proof of Lemma 5.3.6.** Consider first \( i \neq 0 \). Recall that, by definition of \( k \), we have \( f_i \leq \varphi_c \) for all \( i < k \), \( \alpha_i \geq \alpha > 1 \) for all \( i \) and \( f_i = \min(p(f_{i-1}) - \eta, \frac{1}{4}) \). For each \( i \neq 0 \), we then have

\[
\pi_{i-1}(K) \geq 1 - 1/\alpha_{i-1} = p(f_{i-1}) \geq f_i + \eta.
\]

Now let \( Y_{i-1} \sim \Pi_{i-1} \). We then have

\[
\frac{1}{n} \left| \{ j \mid Y_{i-1,j} = K \} \right| \sim \text{Bin}(n, \pi_{i-1}(K)) \gtrsim \text{Bin}(n, f_i + \eta),
\]

by independence of links. Hence, by Hoeffding’s inequality,

\[
\Pi_{i-1}(\mathcal{S}^c) = \mathbb{P}(\frac{1}{n} \left| \{ j \mid Y_{i-1,j} = K \} \right| < f_i) \leq \mathbb{P}(\text{Bin}(n, f_i + \eta) < f_in) \lesssim \exp(-2\eta^2 n).
\]

Using Lemma 3.6, Poisson concentration and the union bound we deduce the claim for a fixed \( i \geq 1 \) in exactly the same way as we did in Lemma 5.2.6.

Consider now \( i = 0 \). Recall that \( p(f) \leq 1 - \frac{2}{\alpha}/\sqrt{\alpha} < \frac{3}{2} < \frac{1}{2} \), and hence \( \pi_{-1}(K) < \frac{1}{2} \) for \( K \) sufficiently large. The same argument as used above now applies.

Since \( k \) is a fixed number, depending only on \( \alpha \), not on \( K \) or \( n \), we can choose \( K \) and \( n \) large enough so that the results hold for all \( i = 0, 1, \ldots, k \) simultaneously. \( \square \)

## C High-Degree Polynomial Calculations

In this section we prove results on the high-degree polynomials from the retries section, §6. To make the proofs more natural and easier to read, we change the notation slightly, e.g. writing \( f \) or \( g \) for the functions with inputs \( x \) or \( y \).

**Lemma C.1 (Stationary Points; Claims 6.1.2 and 6.1.3).** For \( \rho \in \mathbb{N} \), define \( f_\rho : \mathbb{R} \rightarrow \mathbb{R} \) by

\[
f_\rho(x) := x(1 - (1 - (1 - x)^2)\rho)/(1 - x) \quad \text{for} \quad x \in \mathbb{R} \setminus \{1\} \quad \text{and} \quad f_\rho(1) := 0.
\]

Then, for each \( \rho \), the following hold: \( f_\rho \) is a polynomial, and hence smooth; there exists a unique \( x_\rho \in [0,1] \) with \( f_\rho'(x_\rho) = 0 \); the extremum \( x_\rho \) is a maximum and lies in \([\frac{1}{2},1]\).
Proof. Abbreviate $f := f_\rho$. First, observe that the numerator in $f$ (which is a polynomial) has a zero at $x = 1$; thus $f$ is a polynomial. Expanding around 1 shows that 1 is a double root, but not a triple root, of the numerator; hence $f(1) = 0$ but $f'(1) \neq 0$. Similarly, $f(0) = 0$ but $f'(0) \neq 0$.

We now establish the existence and uniqueness of the turning point $x_\rho \in [0, 1]$, which must lie in $(0, 1)$ as $f'(0) \neq 0 \neq f'(1)$. It is then convenient to reparametrise by $y := 1 - x$:

$$g(y) := f(1-y) = (1-y)(1 - (1 - y^2)^\rho)/y \quad \text{for} \quad y \in \mathbb{R} \setminus \{0\} \quad \text{and} \quad g(0) = 0.$$

We now differentiate $g$:

$$\hat{g}(y) := g'(y) \cdot y^2 = (1 - y^2)^\rho(1 + y + 2\rho y)/(1 + y) - 1 = (1 - y^2)^\rho(1 + \frac{2\rho y^2}{1+y}) - 1.$$

Note that $\hat{g}(0) = 0$ and $\hat{g}'(1) = \hat{g}(1) = -1 < 0$; by expanding around 0, we see that $g(y) > 0$ for $y > 0$ sufficiently small (and that $\hat{g}'(0) = \rho > 0$). We now show that $\hat{g}$ has a unique turning point in $(0, 1)$, ie there is a unique $y_* \in (0, 1)$ with $\hat{g}'(y_*) = 0$. (Note that $\hat{g}$ is a polynomial.) This implies that $\hat{g}$, and hence $g'$ and $f'$, has a unique zero in $(0, 1)$.

It remains to show the claim for $g$. To do this, we differentiate $\hat{g}$:

$$\hat{g}'(y) = -2\rho y(1 - y^2)^\rho((2\rho - 1)y^2 + 2y - 1)/(1 + y).$$

Hence $\hat{g}'(y) = 0$ with $y \in (0, 1)$ if and only if $y \in \{y_-, y_+\} \cap (0, 1)$ where

$$y_{\pm} := \frac{1}{2\rho - 1}(1 \pm \sqrt{1 + (2\rho - 1)^2}) \quad \text{note that} \quad y_- < 0 < y_+ < 1.$$

Hence $\hat{g}$ has a unique turning point in $(0, 1)$. This completes the proof of existence and uniqueness.

We turn to the last part of the statement: we show that $y_\rho := 1 - x_\rho \leq \frac{1}{\rho}$. For $y \neq 0$, we have

$$\hat{g}(y) = 0 \quad \text{if and only if} \quad g'(y) = 0 \quad \text{if and only if} \quad f'(1-y) = 0.$$

Observe that $\hat{g}(y) = 0$ if and only if

$$(1 - y^2)^\rho(1 + \frac{2\rho y^2}{1+y})^{1/\rho} = 1.$$

If $\rho = 1$, then this is satisfied by $y = \frac{1}{\rho}$. (We already know this from previously, as $f_1(x) = x(1-x)$.)

Numerical calculations show that $y_\rho < \frac{1}{\rho}$ for $\rho \leq 9$. Suppose now that $\rho \geq 9$ and $y \leq \frac{1}{\rho}$. Then

$$(1 - y^2)^\rho(1 + \frac{2\rho y^2}{1+y})^{1/\rho} = 1 \quad \text{implies that} \quad 1 \leq \frac{4}{3}(1 + \rho)^{1/\rho}.$$

It is easy to see that this last inequality is only satisfies for $\rho \in \{1, ..., 7\}$. This is a contradiction. Hence $y_\rho \leq \frac{1}{\rho}$, ie $x_\rho \geq \frac{1}{\rho}$, for all $\rho \in \mathbb{N}$. This completes the proof. \hfill \Box

Lemma C.2 (Distinct Solutions; Claim 6.1.4). For $\rho \in \mathbb{N}$ and $\alpha > 0$, define the polynomial $h_{\rho, \alpha}$ by

$$h_{\rho, \alpha}(x) := x(1 - 2(1 - (1 - x^2)^\rho) + 1 - 1/\alpha \quad \text{for} \quad x \in \mathbb{R}.$$

For each $\rho \in \mathbb{N}$, define

$$\alpha_c(\rho) := \inf\{\alpha > 0 \mid h_{\rho, \alpha}(x) \neq 0 \forall x \in [0, 1]\}.$$

Then, for $\alpha \in (\alpha_c(\rho), 1)$, there are precisely two (distinct) solutions $x \in (0, 1)$ to $h_{\rho, \alpha}(x) = 0$, while, for $\alpha > 1$, there is a unique solution $x \in (0, 1)$ to $h_{\rho, \alpha}(x) = 0$.

Proof. For $\rho \in \mathbb{N}$ and $x \in \mathbb{R}$, define

$$f_\rho(x) := x(1 - 2(1 - (1 - x^2)^\rho)); \quad \text{then} \quad h_{\rho, \alpha}(x) = f_\rho(x) + 1 - 1/\alpha.$$

Abbreviate $f := f_\rho$. We show that $f$ has a unique turning point in $(0, 1)$, which is a maximum. Along with the fact that $f(0) = 0$, ie $h_{\rho, \alpha}(0) = 1 - 1/\alpha$, this verifies the claims in the statement.
To establish the existence and uniqueness of the turning point in $(0,1)$ for the polynomial $f$, we differentiate. First, it is convenient to reparametrise by $y := 1 - x$:

$$g(y) := f(1-y) := (1-y)(1-2(1-y^2)\rho) \quad \text{for} \quad y \in \mathbb{R}.$$ 

Clearly it suffices to prove the claim for $g$ instead of $f$. We differentiate:

$$g'(y) = 2(1-y^2)\rho^2(1 + (1 + 2\rho)y)/(1 + y) - 1.$$ 

(This is very similar, but not exactly the same, as $\tilde{g}$ from the previous proof. We apply the same style of analysis.) Note that $g'(0) = 1 > 0$ and $g'(1) = -1 < 0$. We now show that there is a unique $y_\ast \in (0,1)$ with $g''(y_\ast) = 0$. This implies that $g'$ has a unique zero in $(0,1)$, as required.

It remains to show the claim for $g''$. To do this, we differentiate $g'$:

$$g''(y) = -4\rho(1-y^2)^{\rho^{-1}}((2\rho+1)y^2 + 2y - 1)/(1 + y).$$ 

Hence $g''(y) = 0$ with $y \in (0,1)$ if and only if $y \in \{y_-, y_+\} \cap (0,1)$ where

$$y_\pm := \frac{1}{2\rho+1}(-1 \pm \sqrt{1 + (2\rho+1)^2}); \quad \text{note that} \quad y_- < 0 < y_+ < 1.$$ 

Hence $g'$ has a unique turning point in $(0,1)$. This completes the proof. \qed