A large class of solvable multistate Landau-Zener models and quantum integrability
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I. INTRODUCTION

In quantum mechanics, the concept of integrability is controversial \[3,4\]. In classical physics, integrability means the equality of the number of invariants of motion to the number of degrees of freedom. So, there is no controversy: for a finite classical integrable system one can derive its trajectory of motion analytically given initial conditions. Interestingly, all quantum systems have similar properties: for any $N \times N$ Hamiltonian matrix there are $N$ independent matrices that commute with it. Also, by finding $N$ eigenstates and eigenvalues of a time-independent Hamiltonian one can write the solution of the evolution equation for the state vector at any time given the initial conditions. These facts, however, do not make all quantum mechanical problems easy to understand.

The most accepted definition of quantum integrability means presence of a nontrivial symmetry, i.e. Yang-Baxter relations, leading, e.g., to the validity of Bethe’s ansatz in a class of 1D models. To extend it to a broader class of finite size systems, authors of \[4\] proposed to call a quantum system integrable if its Hamiltonian depends on a continuous spectral parameter $u$ so that there are also nontrivial operators that depend on $u$ polynomially and commute with the Hamiltonian at all values of this parameter. Such models do show characteristics that are usually attributed to solvable models. For example, their spectra have exact crossing points of energy levels at some values of $u$, and statistics of gaps between their energy levels can be Poissonian.

However, so defined integrable finite size quantum Hamiltonians do not generally have explicit solutions for eigenstates. For example, apart from the thermodynamic limit $N \rightarrow \infty$, Bethe ansatz usually leads to eigenstates that depend on parameters that satisfy nonlinear algebraic equations. Numerical studies of such equations can be as complex as direct diagonalization of the matrix Hamiltonian. So, can the notion of quantum integrability be more useful when dealing with finite size quantum problems? The multistate Landau-Zener (MLZ) theory \[5-8\] (see also \[9\] for some recent applications of this theory) has recently introduced a different view on application of quantum integrability. MLZ theory provides a new approach to obtain broad families of parameter dependent models with numerous exact energy level crossings, and with the possibility to obtain completely analytical description of the evolution matrix in terms of commonly known functions. This theory describes explicitly time-dependent dynamics according to the nonstationary Schrödinger equation of the form

$$i \frac{d}{dt} \psi = \hat{H}(t)\psi, \quad H(t) = A + Bt,$$

(1)

where $H(t)$ is the matrix representation of $\hat{H}(t)$; $A$ and $B$ are constant Hermitian $N \times N$ matrices (we set $\hbar = 1$). One can always choose the diabatic basis in which the matrix $B$ is diagonal, and if any pair of its elements is degenerate then the corresponding off-diagonal elements of the matrix $A$ can be set to zero by a time-independent change of the basis, that is

$$B^{ab} = \delta^{ab} \beta_a, \quad A^{ab} = 0 \text{ if } \beta_a = \beta_b,$$

(2)

where we mark elements of $N \times N$ matrices by upper indexes for the reasons that will be clear later. Constant parameters $\beta_a$ are called the slopes of diabatic levels, diagonal elements of the Hamiltonian in the diabatic basis, $B^{aa}t + A^{aa}$, are called diabatic energies, and nonzero off-diagonal elements of the matrix $A$ in the diabatic basis are called the coupling constants. A MLZ model is called solvable if one can find the probability $N \times N$ matrix $P$, with elements $P^{ab} = |S^{ab}|^2$, where $S^{ab}$ is the amplitude of the diabatic state $a$ at $t \rightarrow +\infty$, given that at $t \rightarrow -\infty$ the system was in the diabatic state $b$.

There are two different approaches to identify solvable models of the form (1). The earlier one was based on the discovery of integrability conditions (ICs) \[2,10\] in MLZ theory, which are similar to invariants of motion in classical mechanics. ICs impose certain constraints on MLZ model parameters. If these constraints are satisfied, the transition probability matrix elements can be written explicitly in terms of elementary functions \[2\]. ICs, as they were defined in \[2\], remain unproved mathematically but there have been numerous rigorous tests of their predictions without any counterexample. Numerical evidence for validity of ICs is overwhelming \[2,7,10,11\].

More recently, Ref. \[11\] showed that explicitly time-dependent models, including MLZ systems, can be solved if one can identify a family with several nontrivial Hamiltonians $\hat{H}_j(\tau)$, that depend on parameters $\tau^j$, $j = 0, \ldots, M$, where $M \geq 1$ and $\tau_0 \equiv t$ is real time. These Hamiltonians must satisfy conditions

$$[\hat{H}_i, \hat{H}_j] = 0, \quad i, j = 0, \ldots, M,$$

(3)

$$\frac{\partial \hat{H}_i}{\partial \tau^j} = \frac{\partial \hat{H}_j}{\partial \tau^i},$$

(4)

where we identify $\hat{H}_0(\tau^0)$ with $\hat{H}(t)$ in the original model, which in our case is a MLZ model of the form (1). One can then consider the original equation (1) as a component of the multiple-time Shrödinger equation for the state vector $\Psi(\tau) \equiv \Psi(\tau^0, \ldots, \tau^M)$:

$$i \frac{\partial}{\partial \tau^j} \Psi(\tau) = \hat{H}_j(\tau) \Psi(\tau), \quad j = 0, 1, \ldots, M.$$

(5)
Note that we reserve lower matrix indexes to distinguish among different Hamiltonians and corresponding time variables. Conditions (3)-(4) guarantee that the system (5) has a single-valued solution in the form of an ordered exponential along a path $P$ that starts at a reference time-point $\tau_\text{in}$ and ends at $\tau$:

$$\Psi(\tau) = T \exp \left(-i \int_P \hat{H}_j d\tau^j \right) \Psi(\tau_\text{in}). \tag{6}$$

Here, we introduced a convention to sum over repeated lower and upper multi-time indexes. The original scattering MLZ problem $\text{(1)}$ is recovered if we set initial and final integration points at, respectively, $\tau_\text{in}^a = -\infty$ and $\tau_\text{in}^b = +\infty$, at constant values of other parameters $\tau^j$. Explicit solution of this problem becomes possible because, apart from the initial and final points, the path $P$ in (6) can be chosen arbitrarily without affecting the end state $\text{(1)}$. In particular, one can choose it to be always in the region with $|\tau| \to \infty$, where WKB approximation becomes exact. Ref. $\text{(1)}$ has shown that some of the previously conjectured solutions of MLZ systems can be rigorously derived using this approach.

Many questions about MLZ integrability remain open. There is still no derivation of the previously known ICs from the integrability structure (3)-(4). The latter has been very effective in proving validity of already derived solutions rigorously. However, so far it has not been used to find truly new solvable MLZ models.

Moreover, apart from satisfying ICs, known solvable models have many other unexplained properties. First, ICs require appearance of a number of exact energy level crossings, which are generally hard to find. In $\text{(2)}$, simple perturbative tests for exactness of level crossings in MLZ systems were very successful in search for such models. This is surprising and very fortunate because perturbatively derived relations among parameters should generally be only necessary but not sufficient for appearance of an exact crossing point. Second, the strategy used in $\text{(2)}$ to find new solvable models was to continuously deform parameters of matrices $A$ and $B$ in (1) so that ICs remained satisfied, thus creating a continuous family of solvable models. A curious observation of $\text{(2)}$ was that transition probability matrices in such generated families of solvable models were independent of deformation parameters. Namely, if we create the skew-symmetric matrix $\hat{\gamma}$ with elements

$$\gamma^{ab} = \frac{|A^{ab}|^2}{\beta_a - \beta_b}, \tag{7}$$

then in solvable models that were connected by continuous deformations of parameters $A^{ab}$ and $\beta^a$, the matrix $\hat{\gamma}$ and the transition probability matrices remained the same $\text{(2)}$. In addition, matrices $\hat{\gamma}$ usually have additional unexplained symmetries, e.g., the same values $\gamma^{ab}$ appear multiple times, possibly with different signs, in different places of $\gamma$ $\text{(2, 7, 10)}$. All these observations, if generally true and understood, can be quite handy because they strongly simplify equations that determine parameters of a solvable model.

Our article has two goals. First, we compare the two currently available approaches by deriving a new large family of solvable MLZ models with arbitrary number $N$ of interacting states and some unifying property. Hence, the first part of our article can be considered as a review of the methods based on ICs $\text{(2)}$ and quantum integrability $\text{(1)}$ with a novel solvable MLZ class as an example and application. Based on this comparison, we claim that previously known ICs must follow from Eqs. (3)-(4). We turn then to our second goal of using this quantum integrability to classify solvable MLZ models and explain numerous previous observations about them including existence of ICs themselves. We show that this goal is achievable within classes of equations (5) with specific types of singularities.

The structure of our article is as follows. In section $\text{V}$, we present a new solvable MLZ model, namely, the class of arbitrarily large $N$-state MLZ Hamiltonians with parameter constraints that make these models solvable. In sections $\text{VI}$ and $\text{VII}$, we explore transition probabilities and corresponding phase diagrams in five and six state sectors of our model. We also provide numerical checks for theoretical predictions. In section $\text{VIII}$, we derive our model with previously used ICs $\text{(2)}$. In section $\text{V}$, we show how our model can be generated and solved starting from Eqs. (3)-(4). We also provide the proof of the existence of the exact energy crossing points. In section $\text{VII}$, we briefly discuss common properties found in our model and other solvable MLZ systems. Section $\text{VIII}$ has the goal to provide a unifying approach to a broader class of systems. It develops generalization of our model to a much broader class that we named the Multi-Time Landau-Zener (MTLZ) problem. We show how numerous facts about solvable MLZ systems can be proved rigorously within this large class, and suggest a direction for further classification of such models. We summarize our findings in the conclusion.
II. THE MODEL OF TWO STATES INTERACTING WITH A SET OF LEVELS

We start with describing the new solvable MLZ model. We searched for it starting with the most general Hamiltonian that describes arbitrary interactions of two diabatic levels with \( N - 2 \) other states:

\[
H(t) = \begin{pmatrix}
    bt & 0 & g_{13} & g_{14} & \cdots & g_{1N} \\
    0 & -bt & g_{23} & g_{24} & \cdots & g_{2N} \\
    g_{13} & g_{23} & b_3 t + e_3 & 0 & \cdots & 0 \\
    g_{14} & g_{24} & 0 & b_4 t + e_4 & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
    g_{1N} & g_{2N} & 0 & 0 & \cdots & b_N t + e_N
\end{pmatrix},
\]

(8)

where \( g_{ij} \), \( b_i \), and \( e_i \) are constant parameters.

For simplicity, we used the time translation freedom to set diabatic energy crossing of first two levels at \( t = 0 \) and also used the gauge freedom [6] to make slopes of these levels different only by sign. We will assume that \( b > 0 \). All couplings \( g_{ij} \) between levels \( i \) and \( j \) are assumed to be real. There is no direct coupling between levels 1 and 2, as well as between any two levels with indexes higher than 2. We also assume that there are no parallel levels, namely, \( b_i \neq b_j \forall i \neq j \).

We will claim that the MLZ model (8) is solvable if its parameters satisfy following conditions:

\[
b < |b_i|,
\]

(9)

\[
e_i = \lambda_i e \sqrt{\frac{b_i^2}{b_i^2} - 1}, \quad e \geq 0,
\]

(10)

\[
\sum_{i=3}^{N} g_{1i}^2 b_i - b = 0,
\]

(11)

\[
g_{2i} = \tau_i g_{1i} \sqrt{\frac{b_i + b}{b_i - b}},
\]

(12)

\[
\lambda_i \tau_i \sigma_i = \lambda_j \tau_j \sigma_j,
\]

(13)

where \( i, j = 3, 4, \ldots, N \) and \( \lambda_i, \tau_i \) and \( \sigma_i \) are signs of, respectively, \( e_i, g_{2i}/g_{1i} \), and \( b_i \), i.e.,

\[
\lambda_i = \pm 1, \quad \tau_i = \pm 1, \quad \sigma_i = \text{sgn}(b_i).
\]

(14)

By “solvable” we mean here that the Hamiltonian satisfies ICs in MLZ theory [2] and belongs to a family of operators satisfying conditions [3]-[4]. Let us now explicitly mention some of the properties of constraints (9)-(13) (for their derivations see Section V):

1) Equation (9) says that all slopes \( b_i, i = 3, \ldots, N \), should be larger than \( b \) in absolute magnitude.
2) Constant diagonal elements of the Hamiltonian are fully determined by other parameters up to the rescaling factor \( e \).
3) According to (11), all \( b_i \) cannot have the same sign.
4) According to (12), every \( g_{2i} \) can be expressed in terms of the corresponding \( g_{1i} \) and level slopes. Consider expressions for pairwise transition probabilities:

\[
p_{1i} = e^{-\frac{2\pi \sigma_i^2}{\pi^2}}, \quad q_{1i} = 1 - p_{1i},
\]

\[
p_{2i} = e^{-\frac{2\pi \sigma_i^2}{\pi^2}}, \quad q_{2i} = 1 - p_{2i}, \quad i = 3, \ldots, N.
\]

(15)

Using the constraint between \( g_{1i} \) and \( g_{2i} \), we find

\[
p_{1i} = p_{2i}, \quad q_{1i} = q_{2i}.
\]

(16)

So, although couplings of levels 1 and 2 are different, characteristic sets of pairwise transition probabilities for them are equal.

5) The multiplication of signs \( \lambda_i \tau_i \sigma_i \) for all \( i = 3, 4, \ldots, N \) should be the same: either 1 or \(-1\).

6) In the sector of this model with \( N \) interacting states, there are totally \( 2N - 3 \) independent continuous parameters: \( e, N - 2 \) couplings \( g_{1i} \), and \( N - 2 \) independent level slopes. Also, our model depends on discrete sign parameters \( \lambda_i \) and \( \tau_i \) that, as we will show, describe phases with different behavior of transition probability matrices.

7) Constraints on couplings depend only on combinations

\[
\frac{g_{1i}^2}{b_i - b}, \quad \frac{g_{2i}^2}{b_i + b}.
\]

(17)
FIG. 1. Adiabatic energies as functions of time for models (8) with constraints (9)-(13) and $N = 5, 6, 7, 8, 9, 10$. ICs predict, respectively, 4, 7, 11, 16, 21, and 29 exact energy level crossings that are found in figures (a)-(f). The choices for $\lambda_i$ are: (a) $\lambda_3 = -\lambda_4 = -\lambda_5 = 1$; (b) $-\lambda_3 = \lambda_4 = -\lambda_5 = \lambda_6 = 1$; (c) $\lambda_3 = \lambda_4 = -\lambda_5 = -\lambda_6 = \lambda_7 = 1$; (d) $-\lambda_3 = -\lambda_4 = \lambda_5 = \lambda_6 = -\lambda_7 = \lambda_8 = 1$; (e) $\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 = -\lambda_7 = \lambda_8 = -\lambda_9 = 1$; (f) $\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 = \lambda_7 = \lambda_8 = \lambda_9 = \lambda_{10} = 1$. Other parameters are chosen randomly.

Hence, if we start from one case that satisfies (10)-(13) and change some $b_i$ continuously ($i \geq 3$), then if we adjust $g_{1i}$ and $g_{2i}$ to keep (17) constant, i.e. conserving the matrix (7), we will find that such a deformed model is also solvable and has the same numerical values of transition probabilities.
Spectrum of this MLZ model as function of $t$ shows quickly growing with $N$ number of exact energy crossing points. The number of such points is the same as the number of zero couplings in the Hamiltonian \((8)\), which is \(1 + (N - 2)(N - 3) / 2\). Figure 1 shows examples of numerically calculated spectra in cases with $N = 5, 6, 7, 8, 9, 10$, which correspond to, respectively, 4, 7, 11, 16, 22, 29 exact adiabatic energy level crossing points that appear generally at different values of $t$. These crossings do not seem following from any known discrete symmetry, such as Kramers degeneracy. Moreover, the fact that $N$ can be an arbitrary integer (larger than 3), means that our models cannot be generally represented as a direct product of independent smaller MLZ systems or obtained by populating such systems by noninteracting bosons and fermions, as it was discussed in [12]. In this sense, our model has features of quantum integrable systems that were discussed in [13].

Importantly, MLZ integrability means not only presence of numerous exact energy level crossings but also that we can describe dynamics of a system analytically, i.e., we can derive matrices of transition probabilities in any sector of the model. In the next two sections, we provide examples of derivation of transition probabilities in the model \((8)\). We postpone the proof of validity of integrability conditions in the model \((8)\) for arbitrary $N$ to section [V].

III. TRANSITION PROBABILITIES IN THE 5-STATE SECTOR

Consider the case with $N = 5$ and the Hamiltonian

\[
H = \begin{pmatrix}
bt & 0 & g_{13} & g_{14} & g_{15} \\
0 & -bt & g_{23} & g_{24} & g_{25} \\
g_{13} & g_{23} & b_3 t + e_3 & 0 & 0 \\
g_{14} & g_{24} & 0 & b_4 t + e_4 & 0 \\
g_{15} & g_{25} & 0 & 0 & b_5 t + e_5
\end{pmatrix}.
\]

Due to the constraint on sum of $g_{ni}^2$, at least one of the three slopes $b_i$ should be positive, and at least one should be negative. So, we will set $b_3 > b_4 > 0 > b_5$.

![Diabatic level diagrams for three different phases with $N = 5$](image)

(a) $\lambda_3 = \lambda_4 = \lambda_5 = 1$

(b) $-\lambda_3 = \lambda_4 = \lambda_5 = 1$

(c) $\lambda_3 = \lambda_4 = -\lambda_5 = 1$

FIG. 2. Diabatic level diagrams for three different phases with $N = 5$: (a) Phase 1 with $\lambda_3 = \lambda_4 = \lambda_5 = 1$; (b) Phase 2 with $-\lambda_3 = \lambda_4 = \lambda_5 = 1$; (c) Phase 3 with $\lambda_3 = \lambda_4 = -\lambda_5 = 1$. Other parameters are: $e = 1$, $\rho = 1$, $b = 1$, $b_3 = 4$, $b_4 = 2$, and $b_5 = -3$. (The units for all parameters are defined such that they are dimensionless. We will adopt this convention in all later figures.)

According to [2] [10], if ICs are satisfied then solution of the model is given by the semiclassical ansatz. To construct it, one should first draw the diabatic level diagram that shows time dependence of diabatic energy levels as functions of time, and mark nonzero pairwise couplings at corresponding level intersections. Figure 2 shows topologically different examples of such diagrams for $N = 5$. To obtain the specific transition probability from level $i$ at $t \rightarrow -\infty$ to level $j$ at $t \rightarrow +\infty$, one should then find all semiclassical trajectories that connect these states propagating only forward in time. For example, Fig. 2(a) shows three such trajectories connecting levels with slopes $b_4$ and $b_5$. They are marked by blue, green, and red arrows.

One should then prescribe an amplitude to each trajectory. If the trajectory goes through a crossing of two levels $m$ and $n$ with direct coupling $g_{mn}$, and does not change the level after the crossing then the amplitude gains the factor $\sqrt{p_{nm}}$, where $p_{nm} = e^{-2\pi g_{nm}^2 / |\beta_n - \beta_m|}$. If the level changes, then the trajectory gains the factor $i \text{sgn}(g_{mn}) \sqrt{1 - p_{nm}}$. The total amplitude of this trajectory is the product of all such factors that it gains from all crossing points through which it passes. The final transition probability is the absolute value squared of the sum of amplitudes of all such trajectories connecting states $i$ and $j$. Elementary examples of such calculations can be found in [7] [10].

Let us denote

$$\rho \equiv \lambda_i \tau_j \sigma_i.$$  (19)
TABLE I. Order of time moments of diabatic level crossings at different signs of $\lambda_i$ at $N = 5$, $b_3 > b_4 > b_5$, and $\rho = \lambda_i \sigma_i = 1$

| Cases | $(\lambda_3, \lambda_4, \lambda_5)$ | $(\tau_3, \tau_4, \tau_5)$ | Order of time moments |
|-------|---------------------------------|--------------------------|----------------------|
| 1     | $(1, 1, 1)$                     | $(1, 1, -1)$             | $t_{25} > t_{13} > 0 > t_{24} > t_{23} > t_{14}$ |
| 2     | $(-1, 1, 1)$                    | $(-1, 1, -1)$            | $t_{13} > t_{15} > t_{23} > 0 > t_{24} > t_{14}$ |
| 3     | $(1, -1, 1)$                    | $(1, 1, -1)$             | $t_{14} > t_{25} > t_{12} > t_{24} > 0 > t_{23} > t_{13}$ |
| 4     | $(1, 1, -1)$                    | $(1, 1, 1)$              | $0 > t_{24} > t_{23} > -e/b > t_{13} > t_{14}$, and $0 > t_{13} > -e/b > t_{25}$ |
| 5     | $(-1, -1, 1)$                   | $(-1, -1, -1)$           | $t_{14} > t_{13} > e/b > t_{23} > t_{24} > 0$, and $t_{25} > e/b > t_{15} > 0$ |
| 6     | $(1, -1, -1)$                   | $(1, -1, 1)$             | $t_{14} > t_{24} > 0 > t_{15} > t_{23} > t_{13} > t_{25}$ |
| 7     | $(1, -1, -1)$                   | $(1, -1, 1)$             | $t_{14} > t_{13} > t_{23} > t_{24} > 0 > t_{15} > t_{25}$ |
| 8     | $(-1, -1, -1)$                  | $(-1, -1, 1)$            | $t_{14} > t_{13} > t_{23} > t_{24} > 0 > t_{15} > t_{25}$ |

The time moments of diabatic level crossings with nonzero couplings are $t_{1i} = -e_i/(b_i - b)$ and $t_{2i} = -e_i/(b_i + b)$. Using expression (10) for $e_i$, we find:

$$t_{1i} = -\rho \tau_i \frac{e_i}{b_i} \sqrt{\frac{b_i + b}{b_i - b}}, \quad t_{2i} = -\rho \tau_i \frac{e_i}{b_i} \sqrt{\frac{b_i - b}{b_i + b}}. \quad (20)$$

Note that $\rho$ enters as a common factor in (20), so its choice does not affect transition probabilities because changing this sign only changes order of factors contributing to trajectory amplitudes. So, below we will set $\rho = 1$.

In Table I we show all possible cases of signs of $\lambda_i$’s or equivalently $\tau_i$’s that can potentially lead to different behavior of transition probabilities. For convenience, we also provide the corresponding orders of the time moments of diabatic level crossings that contribute to trajectory amplitudes. The order of some of these time moments cannot be uniquely specified. For example, determining the order of $t_{13}$ and $t_{25}$ in Case 2 depends on the relative value of $\sqrt{(b_3 + b)/(b_3 - b)}$ and $\sqrt{(b_5 - b)/(b_5 + b)}$, which cannot be determined without knowing the relation between $|b_3|$ and $|b_5|$. However, this ambiguity does not influence trajectory amplitudes because all such undetermined cases are between $t_{1i}$ and $t_{2j}$ with $i \neq j$, i.e., such crossing points are not connected directly by any semiclassical trajectory.

![FIG. 3. Transition probabilities in a 5-state model. Solid curves are predictions of Eq. (12) and discrete points are results of numerically calculated transition probabilities for evolutions from $t = -500$ to $t = 500$, with a time step $dt = 0.005$. (a) Transition probabilities from level 1 to all diabatic states as functions of coupling $g$. Parameters are: $\epsilon = 1$, $\rho = 1$, $b = 1$, $b_1 = 4$, $b_2 = 2$, $b_5 = -2.5$, and $\lambda_3 = \lambda_4 = \lambda_5 = 1$; $g_{13} = g \sqrt{b_3/b - 1}$, $g_{14} = g \sqrt{b_4/b - 1}$, $g_{15} = g_2 \sqrt{1 - b_7/b}$; $e_i$, and $g_{22}$ are determined by constraints (10) and (12), respectively. (b) Transition probabilities from level 3 to all diabatic states as functions of $b_3$. Couplings $g_{13}$ and $g_{23}$ are chosen such that $g_{13}/(b_3 - b)$ and $g_{23}/(b_3 + b)$ are constants, $g = 0.18$, and all other parameters are the same as in (a). The agreement between theory and numerics is excellent.

Although there are eight possibilities listed in Table I we found that these cases group into only three different phases that correspond to different transition probability matrices. This is because Cases $n$ and $9 - n$ (1 and 8, 2 and 7, etc.) have opposite choices of signs of $\lambda_i$’s, and their orders of time moments are opposite to each other. Figure 2 shows the diabatic level diagrams...
for the three different phases. They have different patterns or path interference, so it is expected that the corresponding transition probability matrices are also different. To write these matrices explicitly, let us define

\[ p_i = e^{-\frac{2\pi i g_i}{\hbar}}, \quad q_i = 1 - p_i, \quad i = 3, 4, \ldots, N, \]

and note that using the constraint (11) for \( N = 5 \) we have \( p_5 = p_3 p_4 \). We find then:

**Phase 1** corresponds to Cases 1 and 8 in Table 1. Calculations based on the semiclassical ansatz lead to the transition probability matrix:

\[
P_{\text{Case 1}} = \hat{P}_{\text{Case 1}} = \begin{pmatrix}
  p_3^2 p_4^2 & 0 & p_3 p_4 q_3 & p_3^2 p_4 q_4 & q_5 \\
  0 & p_3^2 q_3^2 & q_3 & p_3 q_4 & p_3 q_5 \\
  p_3 p_4 q_3 & q_3 & p_3^2 & p_3 q_4 & 0 \\
  p_3^2 p_4 q_4 & p_3 q_4 & p_3 q_5 q_4 & (p_4 + q_3 q_4)^2 & 0 \\
  q_5 & p_3 p_4 q_5 & 0 & 0 & p_3^2 q_4^2
\end{pmatrix}.
\] (22)

**Phase 2** corresponds to Cases 2, 3, 6 and 7:

\[
P_{\text{Case 2}} = \hat{P}_{\text{Case 7}} = \begin{pmatrix}
  (p_3 p_4 - q_3 q_4)^2 & p_4 q_3^2 & p_3 q_3 & p_4 q_4 & p_3 q_5 \\
  p_4 q_3^2 & p_3^2 & p_3 p_4 q_3 & q_3 & p_3 q_5 q_4 \\
  p_3 q_3 & p_3 p_4 q_3 & p_3^2 & 0 & q_4 q_5 \\
  p_4 q_4 & q_4 & 0 & p_4^2 & 0 \\
  p_3 q_5 & p_3 p_4 q_5 & q_4 q_5 & 0 & p_3^2 q_4^2
\end{pmatrix}.
\] (23)

**Phase 3** corresponds to Cases 4 and 5:

\[
P_{\text{Case 3}} = \hat{P}_{\text{Case 6}} = \begin{pmatrix}
  (p_3 p_4 - q_3 q_4)^2 & p_4 q_4^2 & p_3 q_3 & p_4 q_4 & p_3 q_5 \\
  p_4 q_4^2 & p_3^2 & p_3 p_4 q_3 & q_3 & p_3 q_4 q_5 \\
  p_3 q_3 & q_3 & p_3^2 & 0 & q_4 q_5 \\
  p_4 q_4 & p_3 p_4 q_4 & 0 & p_4^2 & q_4 q_5 \\
  p_3 q_5 & p_3 p_4 q_5 & 0 & q_4 q_5 & p_3^2 q_4^2
\end{pmatrix}.
\] (24)

The difference between (23) and (24) is merely in renaming indexes of some of the levels.

**Phase 4** corresponds to Cases 2, 3, 6 and 7:

\[
P_{\text{Case 4}} = \hat{P}_{\text{Case 5}} = \begin{pmatrix}
  p_3^2 & q_3^2 & p_3 p_4 q_3 & p_3^2 p_4 q_4 & p_3 q_5 \\
  q_3^2 & p_3^2 & p_3 p_4 q_3 & p_3^2 p_4 q_4 & p_3 q_5 \\
  p_3 p_4 q_3 & p_3 p_4 q_3 & p_3^2 & p_3 q_4 q_5 & q_4 q_5 \\
  p_3^2 p_4 q_4 & p_3^2 p_4 q_4 & p_3 q_4 q_5 & (p_4 + q_3 q_4)^2 & p_3 q_5 q_4 \\
  p_3 q_5 q_4 & p_3 q_4 q_5 & q_4 q_5 & p_3 q_5 q_5 & p_3^2 q_4^2
\end{pmatrix}.
\] (25)

Figure 3 shows comparison between analytical predictions of Eq. (22) and results of numerical simulations for Phase 1 with \( \lambda_3 = \lambda_4 = \lambda_5 = 1 \). Agreement with numerics is excellent.

Here we observe a common feature of transition probability matrices (22)–(25): all of them are symmetric, i.e., \( P^a b = P^b a \). This fact has an explanation. The semiclassical ansatz predicts that transition probabilities are independent of parameter \( e \). Formally, the case \( e = 0 \) is not described by ICs but, since level slopes are all different, transition probabilities behave continuously upon variation of all parameters. So, setting \( e = 0 \) does not change predictions (22)–(25). In this case, our model describes situation when all diabatic levels cross in one point. Moreover, diabatic states split in two groups with zero direct couplings within states of the same group. The symmetry of the transition probability matrices in such models has been proved rigorously in [14]. Since it is valid at \( e = 0 \), by continuity it must be valid for \( e \neq 0 \) if the semiclassical ansatz is valid.

**IV. MODELS WITH \( N > 5 \)**

The number of different phases is quickly growing with \( N \). Analogous studies for the sector with \( N = 6 \) predict already five phases with different patterns of path interference, as we show in Fig. 4. We performed a number of numerical tests for a few arbitrarily chosen cases and always found excellent agreement with predictions of the semiclassical ansatz. For example, Fig. 5
shows results of numerical tests for transition probabilities in the phase with \( -\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 = 1 \). In this case, transition probabilities from level 1 and from level 3 to all other states read:

\[
P_{1\rightarrow 1} = (p_3 p_4 - q_3 q_4)^2, \quad P_{1\rightarrow 2} = p_4 q_3^2, \quad P_{1\rightarrow 3} = p_4 q_3, \quad P_{1\rightarrow 4} = p_4 q_4, \quad P_{1\rightarrow 5} = p_3 p_6 q_5, \quad P_{1\rightarrow 6} = p_3 q_6.
\]

\[
P_{3\rightarrow 1} = p_3 q_3, \quad P_{3\rightarrow 2} = p_3 p_4 q_3, \quad P_{3\rightarrow 3} = p_3^2, \quad P_{3\rightarrow 4} = 0, \quad P_{3\rightarrow 5} = p_6 q_3 q_5, \quad P_{3\rightarrow 6} = q_3 q_6.
\]

(26)

In Fig. 5(b), we checked numerically that transition probabilities do not change if we vary \( b_3, g_{13} \) and \( g_{23} \) but keep \( g_{23}^2/(b_3 - b) \) and \( g_{23}^2/(b_3 + b) \) unchanged, i.e., this figure confirms that deformations that preserve ICs with invariant matrix \( 7 \) keep the transition probabilities the same.

\[
(a) \lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 = 1 \quad \quad (b) -\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 = 1 \quad \quad (c) \lambda_3 = -\lambda_4 = \lambda_5 = \lambda_6 = 1 \quad \quad (d) -\lambda_3 = -\lambda_4 = \lambda_5 = \lambda_6 = 1 \quad \quad (e) -\lambda_3 = \lambda_4 = -\lambda_5 = \lambda_6 = 1
\]

FIG. 4. Diabatic level diagrams of 6-state models for different phases: (a) \( \lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 = 1 \); (b) \( -\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 = 1 \); (c) \( \lambda_3 = \lambda_4 = -\lambda_5 = \lambda_6 = 1 \); (d) \( -\lambda_3 = -\lambda_4 = \lambda_5 = \lambda_6 = 1 \); (e) \( -\lambda_3 = \lambda_4 = -\lambda_5 = \lambda_6 = 1 \). Other parameters are: \( e = 1, \rho = 1, b = 1, b_3 = 4, b_4 = 2, b_5 = -2.5, \) and \( b_6 = -5 \).

Similarly, we looked at a few cases with larger \( N \). For example, the 10-state model, whose slopes satisfy \( b_3 > b_4 > b_5 > b_6 > b_7 > b > 0 > -b > b_8 > b_9 > b_{10} \) and \( \lambda_i = 1 \) for all \( i \), has the following probabilities of transitions from level 1 to all other states:

\[
P_{1\rightarrow 1} = p_3 p_4 p_5 p_6 p_7 p_8 p_9 p_{10}, \quad P_{1\rightarrow 2} = 0, \quad P_{1\rightarrow 3} = p_8 p_9 p_{10} q_3, \quad P_{1\rightarrow 4} = p_3 p_8 p_9 p_{10} q_4, \quad P_{1\rightarrow 5} = p_3 p_8 p_9 p_{10} q_5,
\]

\[
P_{1\rightarrow 6} = p_3 p_4 p_5 p_8 p_9 p_{10} q_6, \quad P_{1\rightarrow 7} = p_3 p_4 p_5 p_6 p_8 p_9 p_{10} q_7, \quad P_{1\rightarrow 8} = p_9 p_{10} q_8, \quad P_{1\rightarrow 9} = p_{10} q_9, \quad P_{1\rightarrow 10} = q_{10}.
\]

(27)

Figure 6 provides numerical check of this prediction, again confirming the theory perfectly. So, the semiclassical ansatz applies to our model as to all other MLZ systems that satisfy ICs. We will explain this fact and the emergence of different phases in later section VIII.

V. DERIVATION OF MODEL (8) FROM INTEGRABILITY CONDITIONS

ICs in MLZ theory read (2):

(i) All closed paths in the diabatic level diagram should enclose zero areas. Here, the closed path means that it goes along diabatic levels to produce a closed loop such that switching levels along this path is allowed only at level crossings with nonzero
FIG. 5. Transition probabilities in a 6-state model. Solid curves are predictions of Eq. (26) and discrete points are results of numerical calculations for evolutions from $t = -500$ to $t = 500$, with a time step $dt = 0.005$. (a) Transition probabilities from level 1 to all diabatic states as functions of coupling $g$. Parameters are: $e = 1, p = 1, b = 1, b_3 = 3, b_4 = 4, b_5 = 2, b_6 = -2.5, b_7 = -5; -\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 = 1$; $g_{13} = g\sqrt{b_3/b - 1}, g_{14} = 3g\sqrt{b_4/b - 1}, g_{15} = 2g\sqrt{b_5/b - 1}, g_{16} = \sqrt{6g}\sqrt{b_6/b - 1}; e_1$ and $g_{23}$ are determined by constraints (9)–(13). (b) Transition probabilities from level 3 to all diabatic states as functions of $b_3$. Couplings $g_{13}$ and $g_{23}$ are chosen such that the quantities $g_{23}/(b_3 - b)$ and $g_{23}/(b_3 + b)$ stay constant, $g = 0.22$, and all other parameters are the same as in (a). The agreement between theory and numerics is excellent.

FIG. 6. Transition probabilities from level 1 to some diabatic states in a 10-state model. Solid curves are predictions of Eq. (26) and discrete points are results of numerical calculations for evolutions from $t = -100$ to $t = 100$, with a time step $dt = 0.01$. Parameters are: $e = 1, p = 1, b = 1, b_3 = 7, b_4 = 5, b_5 = 4, b_6 = 2.5, b_7 = 2, b_8 = -1.5, b_9 = -3, b_{10} = -3.8$. All $\lambda_i$’s are 1; $g_{1i} = g\sqrt{b_i/b - 1}$ for $i = 3, 4, 5, 6, 7, 8$ and $g_{1i} = \sqrt{2g}\sqrt{b_i/b - 1}$ for $i = 9, 10$; $e_1$ and $g_{2i}$ are determined by constraints (10) and (12).

couplings. The area inside such a closed path is the sum of areas of enclosed plaquettes in the diabatic level diagram counting clockwise and counterclockwise enclosed areas with opposite signs.

(ii) For pairwise level crossings, if the direct coupling between two crossing diabatic levels is zero, there must be an exact energy level crossing near this point in the spectrum of the Hamiltonian for sufficiently small but finite values of nonzero couplings.

Let us denote the time moment of the crossing between levels $i$ and $j$ as $t_{ij}$. To satisfy condition (i), it suffices to consider the smallest loops that have 4 vertices formed by 4 diabatic levels. Such a loop can be marked as $1 \rightarrow i \rightarrow 2 \rightarrow j \rightarrow 1$, with $i, j = 3, 4, \ldots, N$ and $i \neq j$. This means that the loop starts at the crossing of levels 1 and $i$ at $t_{1i}$, goes along level $i$ to the crossing at $t_{2i}$, switches to level 2 and goes to the crossing at $t_{2j}$, switches to level $j$ and goes to the crossing at $t_{1j}$, and finally returns to level 1 and goes back to the crossing at $t_{1i}$. The area of such a loop can be conveniently calculated using the shoelace
formula \([\text{15}]\), stating that the area of any \(n\)-sided polygon in the \(xOy\) plane can be expressed through coordinates of its \(n\) vertices \((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\) as:

\[
A = \frac{1}{2} \sum_{k=1}^{n} \det \begin{pmatrix} x_k & x_{k+1} \\ y_k & y_{k+1} \end{pmatrix}, \quad x_{n+1} = x_1, \quad y_{n+1} = y_1.
\]  

(28)

This formula can be safely applied to self-intersecting polygons that encounter in our case. Time-energy coordinates of the diabatic level crossings at \(t_{1i}\) and at \(t_{2i}\) can be written as:

\[
t_{1i} : \left(-\frac{e_i}{b_i} - \frac{be_i}{b_i - b}\right), \quad t_{2i} : \left(-\frac{e_i}{b_i} + \frac{be_i}{b_i + b}\right).
\]  

(29)

Thus, from the shoelace formula the area of the loop \(1 \to i \to 2 \to j \to 1\) reads:

\[
A = b \left(\frac{e_i^2}{b^2 - b_i^2} - \frac{e_j^2}{b^2 - b_j^2}\right).
\]  

(30)

Requiring \(A = 0\) gives a constraint between \(e_i\) and \(e_j\):

\[
\left|\frac{e_i}{e_j}\right| = \sqrt{\frac{b_i^2 - b_j^2}{b^2 - b_j^2}}.
\]  

(31)

Since the square root should be non-negative we also find an inequality constraint on slopes:

\[(b^2 - b_i^2)(b^2 - b_j^2) > 0.
\]  

(32)

Equations (31) and (32) work for any choices of \(i\) and \(j\) with \(i, j = 3, 4, \ldots, N\) and \(i \neq j\), so all parameters \(e_i\) can be expressed as:

\[
e_i = \lambda_i e \sqrt{\frac{b_j^2}{b_i^2} - 1}, \quad |b_i| > b, \quad i = 3, 4, \ldots, N,
\]  

(33)

where \(\lambda_i \equiv \text{sgn}(e_i)\) can be either 1 or \(-1\).

Consider now IC (ii). It is generally difficult to prove analytically that some crossing of diabatic levels leads to an exact crossing point of adiabatic energy levels. However, we can write necessary conditions for this to happen. This is achieved by assuming formally that all nonzero couplings are small and then requiring that the lowest order perturbative contribution to the gap between the considered two adiabatic levels is zero.

Let us first look at the crossing between levels 1 and 2 at \(t_{12} = 0\). These two levels would be coupled to each other at the 2nd order of the perturbation series via interaction with any level \(i = 3, 4, \ldots, N\). This condition leads to

\[
\sum_{i=3}^{N} \frac{g_{i1}g_{i2}}{E_i(0) - E_i(0)} = 0,
\]  

(34)

where

\[
E_1(t) = bt, \quad E_2(t) = -bt, \quad E_i(t) = b_i t + e_i, \quad i = 3, 4, \ldots N
\]  

are diabatic energies of the Hamiltonian \([8]\). Since the crossing is at \(t = 0\), we have \(E_i(0) = 0\) and \(E_i(0) = e_i\). Using (33), we find the condition:

\[
\sum_{i=3}^{N} \frac{g_{i1}g_{i2} \lambda_i}{\sqrt{\frac{b_i^2}{b^2} - 1}} = 0.
\]  

(35)

Let us now consider the crossing of levels \(i\) and \(j\) with \(i, j = 3, 4, \ldots, N, i \neq j\), at \(t_{ij} = -(e_i - e_j)/(b_1 - b_j)\). The 2nd order perturbative constraint then reads

\[
\frac{g_{i1}g_{i1}}{E_i(t_{ij}) - E_1(t_{ij})} + \frac{g_{i2}g_{i2}}{E_i(t_{ij}) - E_2(t_{ij})} = 0.
\]  

(36)
where we defined $\sigma_{ij} \equiv \text{sgn}[(b_i - b)(b_j + b)]$. Note that this equation works for all choices of $i$ and $j$ with $i, j = 3, 4, \ldots, N$ and $i \neq j$. The number of such equations is $(N - 3)(N - 2)/2$, but they are not all independent. If we multiply Eq. (37) for some $i, j$ by Eq. (37) for $i, k$, and then divide the result by Eq. (37) for $j, k$, we obtain the relation between $g_{1i}$ and $g_{2i}$:

$$
\frac{g_{2i}^2}{g_{1i}^2} = \frac{b_i + b}{b_i - b}.
$$

(38)

For any real couplings the right hand side has to be non-negative. So, we have $(b_i + b)/(b_i - b) > 0$, or $|b_i| > b$. If this is the case, we have

$$
g_{2i} = \tau_i g_{1i} \sqrt{\frac{b_i + b}{b_i - b}},
$$

(39)

where $\tau_i = \pm 1$ is the relative sign between the couplings $g_{1i}$ and $g_{2i}$. Using Eq. (39) in (37), we find that

$$
\lambda_i \tau_i \sigma = \lambda_j \tau_j \sigma \quad \forall i, j = 3, 4, \ldots, N, \ i \neq j,
$$

(40)

where $\sigma \equiv \text{sgn}(b_i)$. Substituting Eq. (39) into Eq. (35) and using (40), we find

$$
\sum_{i=3}^{N} \frac{g_{2i}^2}{b_i - b} = 0.
$$

(41)

Summarizing all found relations among parameters we obtain the list of constraints (9)-(13). Finally, we note that our proof of ICs does not formally apply to the $N = 4$ case because we derived Eq. (39) assuming that there are at least three different levels with indices $i, j, k > 2$. However, the 4-state case can be formally included because it is still solvable and belongs to the class of the 4-state model that was discussed in [1, 2] in detail. The latter 4-state model is more general (within 4-state systems) because it depends on two rather than $N - 3 = 1$ coupling parameters [2].

VI. PROOF OF QUANTUM INTEGRABILITY

Let us now show that the solvable model in section VI can be generated from a family of quantum integrable operators satisfying (3)-(4). Consider the Hamiltonian of the generalized bowtie model:

$$
H_0(\tau) = \begin{pmatrix}
\tau^1/2 & 0 & \gamma_3 & \gamma_4 & \cdots \\
0 & -\tau^1/2 & \gamma_3 & \gamma_4 & \cdots \\
\gamma_3 & \gamma_3 & \beta_3 \tau^0 & 0 & \cdots \\
\gamma_4 & \gamma_4 & 0 & \beta_4 \tau^0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
$$

(42)

In the conventional bowtie model, $\tau^0$ is identified with real time while $\tau^1$ is a constant. A linear in $\tau^0$ operator that commutes with $H_0$ is known [13]. We searched for operator $H_1$ that satisfies both conditions (3)-(4) in the form of the linear combination of the unit matrix and the commuting with $H_0$ operator. The result is (see also Ref. [16] for a more detailed discussion of commuting operators of $H_0$)

$$
H_1(\tau) = \begin{pmatrix}
\frac{\gamma_1}{\tau^1} + \frac{\gamma_0}{\tau^2} & -\frac{\gamma_1}{\tau^2} & -\frac{\gamma_2}{\tau^3} & -\frac{\gamma_3}{\tau^4} & \cdots \\
-\frac{\gamma_1}{\tau^2} & \frac{\gamma_1}{\tau^2} & -\frac{\gamma_0}{\tau^3} & -\frac{\gamma_2}{\tau^4} & \cdots \\
-\frac{\gamma_1}{\tau^3} & -\frac{\gamma_0}{\tau^3} & \frac{\gamma_1}{\tau^4} & 0 & \cdots \\
-\frac{\gamma_2}{\tau^4} & -\frac{\gamma_1}{\tau^4} & 0 & \frac{\gamma_1}{\tau^5} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
$$

(43)
For this choice of parameters, we have
\[ \tau \propto R \]
where \( \lambda = \rho = 1 \). On \( P_t \), \( t \) changes from \( -R \) to \( +R \); all other parameters are fixed. We deform \( P_t \) into \( P_\infty \) without affecting the scattering matrix. Points \( \tau_{ij}^0 \) that are marked with crosses indicate nonadiabatic pairwise Landau-Zener transitions between levels \( i \) and \( j \).

where
\[ \kappa = \sum_{i=3}^{N} \frac{\gamma_i^2}{\beta_i}. \] (44)

(Note that \( \tau^0 \) and \( \tau^1 \) here have completely different meaning from the previously defined \( \tau_i \) with \( i \geq 3 \), which are just binary sign variables.) In this article we are interested in MLZ systems with only linear time-dependence of Hamiltonians but \( H_1 \) has terms that depend as \( 1/T^3 \) on time. This problem is removed if we impose an additional constraint
\[ \kappa = 0, \] (45)

which coincides with constraint (11).

In addition to (45), let us now choose the new time contour such that
\[ P_t : \tau^0 = at - e, \quad \tau^1 = at + e, \quad a > 0, \] (46)

where \( a \) and \( e \) are some constants. Along this contour, evolution is described by the Hamiltonian
\[ \hat{H}(t) = a[\hat{H}_0(\tau(t)) + \hat{H}_1(\tau(t))]. \] (47)

The Hamiltonian (47) has the same matrix form as (8), where
\[ b = a^2, \quad b_j = a^2 \beta_j + a^2/(4 \beta_j), \quad e_j = e (a/(4 \beta_j) - a \beta_j), \]
\[ g_{1j} = a \gamma_j (1 - 1/(2 \beta_j)), \quad g_{2j} = a \gamma_j (1 + 1/(2 \beta_j)), \quad j = 3, \ldots, N. \] (48)

Using these relations and expressing parameters \( a, \beta_j, \gamma_j \) via new parameters \( b, \beta_j \) and \( g_{1j} \), we find that remaining parameters \( e_j \) and \( g_{2j} \) satisfy conditions, respectively, (10) and (12). The possibility of different sign choices of couplings follows from the fact that equations (48) are generally quadratic in terms of old variables. Thus we found that the Hamiltonian (8) with conditions (9)-(13) describes evolution along the time contour (46) with the Hamiltonian (47).

Having these observations, derivation of transition probabilities in our model can be done completely analogously to the solution of the four-state model in Ref. (11). For example, consider the model (8) with \( N = 5, b_3 > b_4 > 0 > b_5, \lambda_3 = \lambda_4 = -\lambda_5 = 1, \) and \( \rho = 1 \). This is the previously considered Case 4, and its transition probabilities are given in Eq. (25). We are going to derive the same result using the method of (11). First, we transform the physical path \( P_t \) into \( P_\infty \), as shown in Fig. 7. We mark the points of diabatic level crossings with crosses. Along \( P_\infty \), adiabatic approximation does not hold near six points that are all on the horizontal piece with \( \tau_2 = aR + e \) and
\[ \tau_{1j}^0 = -\frac{aR + e}{2 \beta_j}, \quad \tau_{2j}^0 = \frac{aR + e}{2 \beta_j}, \quad j = 3, 4, 5. \] (49)

For this choice of parameters, we have \( \tau_{14}^0 < \tau_{13}^0 < 0 < \tau_{23}^0 < \tau_{24}^0 \), and \( \tau_{25}^0 < 0 < \tau_{15}^0 \). The distances between these points are proportional to \( R \), which means that, in the \( R \to \infty \) limit, regions of pairwise nonadiabatic transitions along \( P_\infty \) are well apart.
The total evolution matrix $S$ for the path $P_\infty$ (and hence $P_1$) factorizes then into an ordered product of pairwise scattering matrices $S^{ab}$, where $a, b$ label diabatic states experiencing nonadiabatic transitions and diagonal matrices $U^{a,b}$ that describe adiabatic evolution between such transition moments $\alpha$ and $\beta$:

$$S = U^{aR-e_\tau^0} S^{24} U^{e_\tau^0} S^{24\dagger} U^{e_\tau^{0,15}} S^{15} U^{e_\tau^{0,15}} S^{13} U^{e_\tau^{0,15}} S^{14} U^{e_\tau^{14,-aR-e}} U^{\text{vert}},$$

where $U^{\text{vert}}$ stands for the evolution matrix of the vertical piece of $P_\infty$, at which $\tau^0 = \text{const}$ and no avoided crossing points encounter. The same arguments as in the four-state example from Ref. [1] lead us to conclusion that adiabatic phases, as well as nontrivial Landau-Zener phases, cancel out from the final transition probabilities. Hence, all information about transition probabilities is contained in the product of truncated matrices:

$$S^{\text{tr}} = S^{24} S^{15} S^{23} S^{13} S^{25} S^{14},$$

where, in terms of $p_j$ and $q_j$ defined in Eq. (21), we have

$$S^{13} = \begin{pmatrix} \sqrt{p_3} & 0 & i s_3 \sqrt{q_3} & 0 \\ 0 & 1 & 0 & 0 \\ i s_3 \sqrt{q_3} & 0 & \sqrt{p_3} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad S^{23} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \sqrt{p_3} & i s_3 \sqrt{q_3} & 0 \\ 0 & i s_3 \sqrt{q_3} & \sqrt{p_3} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

$$S^{14} = \begin{pmatrix} \sqrt{p_4} & 0 & i s_4 \sqrt{q_4} & 0 \\ 0 & 1 & 0 & 0 \\ i s_4 \sqrt{q_4} & 0 & \sqrt{p_4} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad S^{24} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \sqrt{p_4} & 0 & i s_4 \sqrt{q_4} \\ 0 & 0 & 1 & 0 \\ 0 & i s_4 \sqrt{q_4} & 0 & \sqrt{p_4} \end{pmatrix},$$

$$S^{15} = \begin{pmatrix} \sqrt{p_5} & 0 & 0 & i s_5 \sqrt{q_5} \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ i s_5 \sqrt{q_5} & 0 & 0 & \sqrt{p_5} \end{pmatrix}, \quad S^{25} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \sqrt{p_5} & 0 & i s_5 \sqrt{q_5} \\ 0 & 0 & 1 & 0 \\ 0 & i s_5 \sqrt{q_5} & 0 & \sqrt{p_5} \end{pmatrix},$$

and where $s_j = \text{sgn}(g_{1j})$ ($j = 3, 4, 5$). The corresponding transition probabilities are given by

$$P_{t\rightarrow j} = |S^{\text{tr}}_{ji}|^2.$$

This result coincides with predictions of the semiclassical ansatz. So, the fact that our model belongs to the family of operators satisfying conditions (3)-(4) can be used to prove validity of our solution in any sector of the model.

Finally, we are going to show that Eqs. (3)-(4) lead to the proof that our N-state model has $1 + (N-2)(N-3)/2$ exact crossing points. According to (47), the Hamiltonian of our model can be written as the sum of the two bowtie Hamiltonians. Since the Hamiltonians (42) and (43) commute with each other, we can write analogous expression for the eigenvalues of these Hamiltonians:

$$E^\alpha(t) = \alpha [E^\alpha_0(\tau(t)) + E^\alpha_0(\tau(t))], \quad \alpha = 1, \ldots, N.$$

Let us order state indexes according to the order of their state energies (eigenvalues of the Hamiltonian) at $t \rightarrow -\infty$, with the highest index corresponding to the lowest energy. Let us also define the energy level index at arbitrary $t$ by assuming that this index does not change if level’s energy changes continuously with $t$. Note that near an exact level crossing, the index of each level point remains well defined. Until levels cross, their indexes remain ordered according to the order of corresponding state energies. However, if energy levels cross exactly, order of their indexes changes, as shown in Fig. 8(a).

Hamiltonians (42) and (43) at condition (45) belong to the bowtie model type [17]. One can check by inspection that these Hamiltonians have exact crossing points at zero energy and both $\tau^0 = 0$ and $\tau^1 = 0$. For example, the Hamiltonian (42), as any bowtie Hamiltonian, has a well-known exact crossing point of $N-2$ levels at $\tau^0 = 0$ [17]. Another crossing point, of just two levels, appears only when condition (45) is imposed. At this point, asymmetric combination of first two diabatic states decouples
from all other states and becomes an eigenstate with zero energy. Condition \( \text{(45)} \) then tunes the energy of one of the remaining states to zero, which leads to the exact two-level crossing point.

The case of the Hamiltonian \( \text{(43)} \) at \( \kappa = 0 \) is similar, except that the role of points at \( \tau_0 \) and \( \tau_1 \) interchange. So, if we change \( t \) from \( -\infty \) to \( +\infty \), energy levels of both Hamiltonians \( \text{(42)} \) and \( \text{(43)} \) will experience the same change of the index order: for each of the Hamiltonians, there will be a pair of levels that exchange their index orders and, separately, there will be a set of \( N - 2 \) levels whose mutual index order will reverse too.

Since energy levels of the Hamiltonian \( H(t) \) are given by the linear combination \( \text{(56)} \), the order of level indexes for this model will experience the same changes with \( t \). So, exact level crossings must appear. Their number follows from the fact that all exact crossings happen now in pairwise fashion. Hence, each of the \( N - 2 \) levels that exchange their order has to cross all \( N - 3 \) levels of the same set exactly, as we show in Fig. 8(b). There are precisely \( (N - 2)(N - 3)/2 \) such crossing points. One more crossing point follows from the pairwise crossing point enforced by condition \( \kappa = 0 \), leading to the desired number \( 1 + (N - 2)(N - 3)/2 \) of all such crossings. This example shows that existence of crossing points, and hence validity of IC (ii), in the model defined in section II are the consequences of conditions \( \text{(3)-(4)} \).

VII. CREATING NEW SOLVABLE MODELS

In this section, we will not discuss the model \( \text{(8)} \) but rather list three other models that we identified by similar methods. One model is a trivial family that satisfies conditions \( \text{(3)-(4)} \). The other two were obtained by deforming already known solved systems, as in \[2\]. MLZ ICs (i)-(ii) from section \[V\] lead for them to relatively complex nonlinear equations for couplings and level slopes. Nevertheless, we found that in many cases the ansatz that conserves the matrix \( \hat{\gamma} \) in \( \text{(7)} \) does solve these equations. Moreover, necessary conditions on exact adiabatic energy crossings also turned out to be sufficient for such crossings to appear. So, the goal of this section is to demonstrate that many properties of the model \( \text{(8)} \) that we have already discussed are not unique to this model. They are likely general for a broad class of solvable MLZ systems.

A. Composite MLZ models and quantum integrability

Let

\[
\hat{H}_g(\tau) = \begin{pmatrix} \tau & g \\ g & -\tau \end{pmatrix}
\]  

(57)
be the two-state Landau-Zener Hamiltonian with coupling $g$, and let $\hat{1}$ be a unit matrix acting in the same two-state space. Consider now Hamiltonians acting in the space of $M$ independent two level systems:

$$
\hat{H}_k(\tau^0, \ldots, \tau^M) = a_k^0 \hat{H}_{g0} \left( \sum_{i=0}^{M} a_i^0 \tau^i \right) \otimes \hat{1} \otimes \ldots \otimes \hat{1} + \ldots + a_k^M \hat{1} \otimes \hat{H}_{g1} \left( \sum_{i=0}^{M} a_i^1 \tau^i \right) \otimes \hat{1} \otimes \ldots \otimes \hat{1} + \ldots + a_k^M \hat{1} \otimes \ldots \otimes \hat{1} \otimes \hat{H}_{gM} \left( \sum_{i=0}^{M} a_i^M \tau^i \right), \quad k = 0, \ldots, M,
$$

where $a_i^j, i, j = 0, \ldots, M$ are arbitrary constants. Apparently, all terms contributing to operators $\hat{H}_k$ commute with each other because they act nontrivially in disjoint subspaces. Moreover, in each such a subspace, operators $\hat{H}_k$ are different only by a constant pre-factor. So, all operators $\hat{H}_k$ commute with each other, even though coefficients $a_i^j$ can be chosen to make operators $\hat{H}_k$ linearly independent. Condition

$$
\partial \hat{H}_j / \partial \tau^i = \partial \hat{H}_i / \partial \tau^j
$$

is also trivial to verify. Thus we conclude that models (58) are quantum integrable in the sense of satisfying conditions (3)-(4). In principle, they can be solved by the exact WKB approach designed in [11]. Certainly, in our case this is not needed because different terms contributing to any $\hat{H}_k$ act in different subspaces, so the scattering matrix for each $\hat{H}_k$ factorizes in products of trivial Landau-Zener scattering matrices acting in each two-state subspace, as it was discussed in [12].

This example is trivial but useful because it proves that there are families of operators satisfying conditions (3)-(4) with an arbitrary number of time variables and only linear time-dependence of all Hamiltonians. The latter is the property shared with the model introduced in section II. So, there may be a much larger class of systems with this property.

### B. Distorting the driven Tavis-Cummings model

First, we consider the driven Tavis-Cummings model [11]. It describes interaction of an arbitrary number of two-level systems (spin-1/2’s) with a single bosonic mode, whose frequency depends on time linearly:

$$
\hat{H}(t) = -\beta t \hat{a}^\dagger \hat{a} + \sum_{i=1}^{N_s} \epsilon_i \hat{\sigma}_i + g \sum_{i=1}^{N_s} (\hat{a}^\dagger \hat{\sigma}_i^- + \hat{a} \hat{\sigma}_i^+),
$$

(59)

where $N_s$ is the number of spins, $\beta$ is the slope of linear dependence of the bosonic mode frequency, $g$ is the coupling of spins to bosons, $\hat{a}$ is the boson annihilation operator, $\hat{\sigma}_i^\pm$ are the $i$th spin’s raising and lowering operators, $\epsilon_i$ is the intrinsic level splitting of the $i$th spin, and $\hat{\sigma}_i \equiv (\hat{1} + \hat{\sigma}_i^z)/2$ is the projection operator to spin “up” state of the $i$th spin, where $\hat{1}$ is a unit matrix acting in the $i$th spin subspace, and $\sigma_z$ is the Pauli $z$-matrix of the $i$th spin.

In this model, the number of bosons plus the number of up-spins is conserved. So if we consider the sector containing the diabatic state with $N_B$ bosons and all spins down, then any diabatic state in this sector can be labelled by the configuration of spins $|\sigma_1, \sigma_2, \ldots, \sigma_{N_s}\rangle$, where $\sigma_i$ being 1 or 0 corresponds to $i$th spin being up or down. The diabatic energy of the state $|\sigma_1, \sigma_2, \ldots, \sigma_{N_s}\rangle$ is, up to a gauge transformation, $b_n t + \sum_{i=1}^{N_s} \epsilon_i \sigma_i$, where the diabatic energies have equidistant slopes: $b_n = n \beta$, and $n = \sum_{i=1}^{N_s} \sigma_i$ is the number of up-spins. The couplings are non-zero only between two states which are related by flip of a single spin, and the coupling strength is $g_n = g \sqrt{N_B + n}$, where $n$ is the number of up-spins in the state with lower spin polarization in the pair of coupled states [11].

Assuming more general level slopes and couplings, keeping parallel diabatic levels of the model (59) still parallel after the deformations, and then imposing ICs, we find that the driven Tavis-Cummings model can be generalized so that the slopes are no longer equidistant, i.e., $b_n \neq \beta n$. Let us take the slopes of the states with 0, 1, and 2 up-spins to be $b_0 = 0, b_1 = \beta$ and $b_2 = (1 + \gamma) \beta$, where $\gamma$ is a new parameter. We found that IC (i) is satisfied if the slopes for states with $n \geq 3$ up-spins are chosen as

$$
b_n = \frac{1 + \gamma}{1 - \frac{2}{n} \gamma} \beta,
$$

(60)
and the constant diagonal element of the Hamiltonian for the state $|\sigma_1, \sigma_2, \ldots, \sigma_{N_s}\rangle$ is given by

$$e_{|\sigma_1, \sigma_2, \ldots, \sigma_{N_s}\rangle} = \frac{b_n}{n^2} \sum_{i=1}^{N_s} \epsilon_i \sigma_i.$$  \hspace{1cm} (61)

Up to $N_s = 5$, we derived conditions (60) and (61) analytically. It is likely working equally well for any $N_s$ but we did not pursue the rigorous proof. We then found that IC (ii) is also satisfied if we modify the couplings so that $\Omega_{ij}$ in (7) is preserved, namely we change $g_n$ so that

$$g_n \to \sqrt{\frac{b_n - b_{n-1}}{\beta}} g_n.$$  \hspace{1cm} (62)

Adiabatic energy levels of such a generalized model for $N_s = 3$ are shown in Fig. 9(a), which has the expected number of exact crossings. So, this model is solvable and its solution is given by the semiclassical ansatz [11]. We checked numerically for models with up to $N_s = 4$ that this is indeed the case (not shown). The time-independent version of the model (59) has been influential in the theory of the algebraic Bethe ansatz [18]. It should be interesting to explore if deformations given by Eqs. (60)--(62) are also solvable in this sense but we will not explore this here.

![Fig. 9. Adiabatic energies as functions of time for the distorted version of (a) the driven Tavis-Cummings model (DTCM) with $N_s = 3$ and (b) the $2 \times 3$ model. In each figure, the number of exact crossings agrees with the number of zero direct couplings in the Hamiltonian. (a) For $N_s = 3$, the number of exact crossings is 10. The slopes are: $b_0 = 0$, $b_1 = 1$, $b_2 = 3$, $b_3 = 9$ (from Eq. (60)), the constant diagonal elements are given by Eq. (61) with $\epsilon_1 = 2.4$, $\epsilon_1 = 0$ and $\epsilon_3 = -1$, and the couplings are $g_1 = g_3 = g_4 = g_5 = 0$, $g_2 = g_6 = 2$ and $g_3 = g_4 = g_5 = g_6 = 3$ with $N_B = 0$ and $g = 0.2$. (b) For the $2 \times 3$ model described by the Hamiltonian (67), the number of exact crossings is 6. Parameters are: $b_1 = 4$, $b_2 = 2$, $b_3 = 1$, $b_4 = 1$, $b_5 = 1$, $b_6 = 3$, $g_1 = 0.1$, $g_2 = 0.12$, $g_3 = 0.15$, and $\epsilon_3$ and $\epsilon_6$ are given by Eqs. (65) and (66), both with the negative signs.](image)

**C. The $2 \times 3$ model**

The next model is the 6-state model constructed as the direct product of the 2-state Landau-Zener model and the 3-state Demkov-Osherov model. We will call this model the $2 \times 3$ model. Its Hamiltonian reads:

$$\hat{H} = \hat{H}_{LZ} \otimes \hat{I}_3 + \hat{I}_2 \otimes \hat{H}_{DO},$$

$$\hat{H}_{LZ} = \begin{pmatrix} \beta_1 t + \epsilon_1 & g_1 \\ g_1 & \beta_2 t + \epsilon_2 \end{pmatrix}, \quad H_{DO} = \begin{pmatrix} \beta_3 t + \epsilon_3 & g_2 & g_3 \\ g_2 & \beta_4 t + \epsilon_4 & 0 \\ g_3 & 0 & \beta_5 t + \epsilon_5 \end{pmatrix}. \hspace{1cm} (63)$$

As a direct product of two solvable models, this model is solvable. To distort it, we follow [2] and assume all nonzero couplings to be independent. We change slopes of diabatic levels keeping parallel levels still parallel, i.e., we search for the integrable
model Hamiltonian in the form

\[
H = \begin{pmatrix}
  b_1 t & g_{12} & g_{13} & g_{14} & 0 & 0 \\
  g_{12} & -b_2 t + e_2 & 0 & 0 & g_{25} & 0 \\
  g_{13} & 0 & -b_3 t + e_3 & 0 & 0 & g_{36} \\
  g_{14} & 0 & 0 & b_3 t & g_{45} & g_{46} \\
  0 & g_{25} & 0 & g_{45} - b_1 t + e_5 & 0 & 0 \\
  0 & 0 & g_{36} & g_{46} & 0 & -b_1 t + e_6
\end{pmatrix}.
\]  

(64)

The original model can be recovered by setting \( b_3 = b_2, e_5 = e_2, e_6 = e_3, g_{14} = g_{25} = g_{36} = g_1, g_{12} = g_{45} = g_2 \) and \( g_{13} = g_{46} = g_3 \). We then use ICs to find constraints on the parameters. From IC (i), we found that constant diagonal elements should be

\[
e_5 = \frac{b_1 + b_3}{b_2 + b_3} \left( 1 \pm \frac{(b_1 - b_2)(b_1 - b_3)}{(b_1 + b_2)(b_1 + b_3)} \right) e_2,
\]

(65)

\[
e_6 = \frac{b_1 + b_3}{b_2 + b_3} \left( 1 \pm \frac{(b_1 - b_2)(b_1 - b_3)}{(b_1 + b_2)(b_1 + b_3)} \right) e_3.
\]

(66)

From IC (ii), we then obtained four independent constraints on couplings. We checked that the conjecture of conservation of \( \dot{\gamma} \) works, namely, the model with the Hamiltonian

\[
\hat{H} = \begin{pmatrix}
  b_1 t & g_2 & g_3 & g_1 \sqrt{\frac{b_1 - b_2}{b_1 - b_3}} & 0 & 0 \\
  g_2 & -b_2 t + e_2 & 0 & 0 & g_1 & 0 \\
  g_3 & 0 & -b_3 t + e_3 & 0 & 0 & g_1 \\
  g_1 \sqrt{\frac{b_1 - b_2}{b_1 - b_3}} & 0 & 0 & b_3 t & g_2 \sqrt{\frac{b_1 + b_3}{b_1 + b_2}} & g_3 \sqrt{\frac{b_1 + b_2}{b_1 + b_3}} \\
  0 & g_1 & 0 & g_2 \sqrt{\frac{b_1 + b_3}{b_1 + b_2}} & -b_1 t + e_5 & 0 \\
  0 & 0 & g_1 & g_3 \sqrt{\frac{b_1 + b_2}{b_1 + b_3}} & 0 & -b_1 t + e_6
\end{pmatrix}.
\]

(67)

is solvable. Its adiabatic energy diagram with six exact crossing points is shown in Fig. 8(b).

VIII. MULTI-TIME LANDAU-ZENER MODEL

A. Definition

Summarizing our findings so far: there are simple empirical rules (i)-(ii), discussed in section VII, that lead to algebraic equations on MLZ model parameters. For a given diabatic level crossing pattern, these equations define a model that has an explicit solution. Once such a solvable model is identified, it is possible to prove validity of its solution rigorously by finding the family of Hamiltonians satisfying conditions (3)-(4).

Natural questions then follow. Are previously used ICs optimal for classification of solvable MLZ models, i.e., can we use conditions (3)-(4) to derive even simpler equations that determine parameters? Also, can we prove validity of the previously used ICs more rigorously for a broader class of MLZ systems? Here, we note that, alone, Eqs. (3)-(4) are too general to resolve these questions. Any Hamiltonian has a family of commuting operators satisfying Eq. (3), and if a Hamiltonian depends on many parameters, it is not surprising that after change of variables some parameter combination can satisfy Eq. (4).

In order to make definition of quantum integrability in MLZ theory more precise, we make an additional restriction. We will call MLZ system integrable if, first, its Hamiltonian belongs to the family of operators satisfying (3)-(4), and, second, there is explicitly solvable WKB approximation that allows to find asymptotically exact solution of the system (3)-(4) in the vicinity of some contour \( P \) at \( |\tau| \to \infty \) that connects real time points \( \tau^0 = \pm\infty \).

The last restriction is still not straightforward to quantify. It requires understanding of behavior of the system (3)-(4) at \( |\tau| \to \infty \) for possible choices of time-dependent Hamiltonians. However, we expect that the desired property will be found generally in systems with simple time-dependence that leads only to simple pole singularities and, possibly, a low rank irregular point at infinite time. For example, the model introduced in section VII and the family of composite models in section VII A, as well as the four-state MLZ model that was solved in Ref. 1, depend only linearly on all time variables. Therefore, let us consider the general class of such models satisfying conditions (3)-(4) and having only linear dependence on all times:

\[
H_j(\tau) = B_{kj} \tau^k + A_j, \quad k, j = 0, \ldots, M,
\]

(68)
where $B_{kj}$ and $A_j$ are real symmetric matrices. For simplicity, we will assume that matrices $A_j$ have zero diagonal elements and all matrices $B_{kj}$ have nondegenerate eigenvalues. This is the case of all mentioned models, including our main model defined in section II. We remind that we reserve lower indexes to mark different matrices $H_j$, and we will assume summation over this index when it is repeated as time-index, e.g., of $\tau^j$. All equations in (5) belong to the MLZ type (1). For this reason, we will refer to models of this class as to Multi-Time Landau-Zener (MTLZ) models.

B. Integrability conditions in MTLZ problem

Conditions (3)-(4), applied to a linear family of Hamiltonians (68), lead to constraints on matrices $B_{kj}$ and $A_j$:

\begin{align}
B_{kj} &= B_{jk}, \quad [B_{jk}, B_{lm}] = 0, \\
[B_{sj}, A_k] - [B_{sk}, A_j] &= 0, \\
[A_j, A_k] &= 0, \quad s, k, j, l, m = 0, \ldots, M.
\end{align}

(69)

(70)

(71)

This set of constraints resembles equations that were used to classify commuting operators with linear dependence on a single dispersion parameter [4, 13]. The difference is only in the new first equation in (69) and extra constraints of the type (70). We will say that Eqs. (69)-(71) represent the new integrability conditions for MTLZ problem.

Let $\Lambda_{a}^s$, $a = 1, \ldots, N$ be eigenvalues of the matrices $B_{kj}$. We further note that Eq. (70) written for off-diagonal components in the diabatic basis set means that if levels $a$ and $b$ are coupled directly then

$$\Lambda_{a}^s - \Lambda_{b}^s = \chi_{ab}^s A_{ab}^j,$$

(72)

for some $\chi_{ab}^s$ (collinearity of two vectors), while the condition $\Lambda_{a}^s = \Lambda_{a}^{s'},$ which follows from (69), implies

$$\chi_{ab}^s = (\gamma_{ab}^s)^{-1} A_{ab}^s,$$

(73)

for some $\gamma_{ab}^s$, resulting in

$$\gamma_{ab}^s (\Lambda_{a}^b - \Lambda_{b}^b) = A_{ab}^b A_{ab}^j.$$

(74)

In what follows, we are going to show that integrable MTLZ models have the required properties of the WKB approximation at $|\tau| \to \infty$. Hence, corresponding MLZ models that they generate are all explicitly solvable. Moreover, we will show how various previously identified properties of solvable MLZ systems can be understood using relation (74), which is a direct consequence of Eqs. (69)-(71).

C. Adiabatic regions

Due to Eq. (69), all matrices $B_{jk}$ can be diagonalized in the same orthonormal basis set $(|e_a\rangle \mid a = 1, \ldots, N)$, hereafter referred to as the diabatic basis set, so that

$$H_j(x) = \sum_a \Lambda_a^s \tau^k |e_a\rangle\langle e_a| + \sum_{ab} A_{ab}^j |e_a\rangle\langle e_b|,$$

(75)

whereas the off-diagonal elements of $A_j$ represent the coupling constants.

The adiabatic energies $E_j^a(\tau)$ with the proper accuracy are obtained using the second-order perturbation theory in the coupling constants, resulting in

$$E_j^a(\tau) = \Lambda_a^k \tau^k + \sum_{b, b \neq a} A_{ab}^j A_{ba}^k (\Lambda_b^k - \Lambda_a^k) \tau^k.$$

(76)

Equation (76) shows that, for nondegenerate eigenvalues, $\Lambda_b^k \neq \Lambda_a^k$, nonadiabatic correction is generally vanishing in the limit $|\tau| \to \infty$. Exception is for hyperplanes defined by pairwise degeneracy equations

$$\Lambda_a^k - \Lambda_b^k \tau^k = 0, \quad a, b = 1, \ldots, N.$$

(77)

All such hyperplanes contain $\tau = 0$ point. They divide the multiple-time space into adiabatic regions, in which approximation (76) is valid. It becomes exact at $|\tau| \to \infty$. 


Following [1], condition (3) applied to the stationary Schrödinger equation gives that a multidimensional energy surface
\[ E^a_j(\tau) = -\partial_j S^a(\tau). \]  
(78)

Searching then for a solution of (3) in the WKB form, and using that away from hyperplanes the adiabatic basis set asymptotically approaches the diabatic one, we find that up to nonvanishing in \(|\tau| \to \infty\) terms the wave function inside arbitrary adiabatic domain \(\alpha\) can be written in the form
\[ \Psi_\alpha(\tau) = \sum_a \Psi^a_\alpha e^{i(S^a(\tau) - S^a(\tau(0)))|E_a(\tau)|}, \quad \forall a \neq b, \]
(79)
with some coefficients \(\Psi^a_\alpha\) that are fixed by boundary conditions on hyperplanes, and with
\[ S^a(\tau) = -\frac{1}{2} \sum_j \sum_{k \neq a} \gamma_{jk}^a \tau^j \tau^k - \sum_{k \neq a} \gamma_{ja}^a \ln |t^{ab}(\tau)|, \]
\[ t^{ab}(\tau) = \frac{A^{ab} \tau^k}{\sqrt{|\gamma^{ab}|}}. \]
(80)

The choice of the denominators in the definition of \(t^{ab}(\tau)\) could be arbitrary because the adiabatic action is defined up to an additive constant. Our choice will simplify some notation in section VIII D later. Importantly, according to Eqs. (74) each hyperplane equation (77) corresponds to
\[ t^{ab}(\tau) = 0 \]
(81)
for the pair of diabatic states \(a\) and \(b\) at nonzero coupling \(A^{ab}_j\) between these states. Unlike (77), Eq. (81) does not depend on the index of the Hamiltonian \(j\), showing that there is actually a single such hyperplane for all Hamiltonians in the family. Also, since \(t^{ab}(\tau)\) is zero on the hyperplane, it has different signs in different side sectors, so each sector \(\alpha\) has a completely determined sign factors \(s_{ab}^\alpha(\alpha)\), associated with all scattering pairs, which are defined as
\[ s_{ab}^\alpha(\alpha) = \text{sign}(t^{ab}(\tau)), \quad \text{for } \tau \in \alpha. \]
(82)

D. Boundary conditions on hyperplanes

Multidimensional adiabatic approximation holds when \(|\tau|\) is large enough, say \(|\tau| > R \to \infty\). So, it is convenient to choose a path \(P_\infty\), in Fig. 10 that connects desired points at \(\tau_0 = \pm \infty\), with finite values of other time variables, while always going through the region \(|\tau| > R \to \infty\).

Figure 10 shows, however, that any such a path has to cross a number of dangerous hyperplanes where the adiabatic levels become degenerate, so pure adiabatic approximation is not sufficient to connect asymptotic solutions of a MLZ problem. The vectors \(\Psi_\alpha\), defined in (79) and associated with different cells, are linearly related. So we can then define connection matrices \(S_{\alpha \beta}^{ab}\) associated with a hyperplane that represents degeneracy of levels \(a\) and \(b\) at the border of sectors \(\alpha\) and \(\beta\):
\[ \Psi^a_\alpha = \sum_b S^{ab}_{\alpha \beta} \Psi^b_\beta. \]
(83)

Fortunately, points at which \(P_\infty\) crosses hyperplanes are separated by distances of at least order \(R \to \infty\), so we can safely disregard presence of other hyperplanes in order to understand behavior of the wavefunction in the vicinity of any one of them. Using the fact that for other levels \(c \neq a, b\) the semiclassical action \(S^c(\tau)\) changes continuously across the hyperplane with degeneracy of \(a\) and \(b\), we can choose the boundary condition
\[ S_{\alpha \beta} = \tilde{S}_{\alpha \beta}^{ab} \otimes I_{ab}, \]
(84)
where \(I_{ab}\) is the \((N-2) \times (N-2)\) unit matrix acting in the space of all levels, except for \(a\) and \(b\), while \(\tilde{S}_{\alpha \beta}^{ab}\) is a \(2 \times 2\) matrix acting in the space of levels \(a\) and \(b\) that can be obtained by considering a standard \(2 \times 2\) LZ problem in the vicinity of the scattering hyperplane.

To find \(S_{\alpha \beta}^{ab}\), we note that it should not depend on direction of crossing the hyperplane, so we choose a path with \(\tau^k = \tau^k_h, k \neq j\) and \(\tau_j = \tau^j_h + t\), where \(\tau^j_h\) lie on the hyperplane (77). Restricting dynamics to levels \(a\) and \(b\), we find from (5) that corresponding amplitudes \(a(t)\) and \(b(t)\) change locally as amplitudes in the two-state Landau-Zener model:
\[ i \frac{d}{dt} a(t) = (\Lambda^a_{jj} + \varepsilon)a(t) + A^a_{ab} b(t), \quad i \frac{d}{dt} b(t) = (\Lambda^b_{jj} + \varepsilon)b(t) + A^b_{ab} a(t), \]
(85)
FIG. 10. Sectors \( \alpha_m, m = 1, \ldots, K \), separated by hyperplanes that are represented, for convenience, by radial lines in a 2D cross-section \((\tau^0, \tau')\), with \(\tau'\) being any linear combination of other than \(\tau^0\) time-variables. We can choose the path \(\mathcal{P}_\infty\) to lie in this cross-section. Hyperplanes correspond to pairwise degeneracies of diabatic energy levels of the Hamiltonians \(H_i, i = 0, \ldots, M\) with corresponding nonzero pairwise level couplings. \(K\) is the number of such degeneracies encountered by the path \(\mathcal{P}_\infty\) that connects points \(t \equiv \tau^0 \in (-R, R)\) at \(R \to \infty\) and finite constant values of \(\tau', j = 1, \ldots, M, \mathcal{P}_\infty\) always remains in the region \(|\tau| \to \infty\) with well-justified WKB approximation. Adiabatic approximation is valid along this contour inside any sector \(\alpha_m\) but WKB wavefunction experiences jumps, which are described by the Landau-Zener formula, when \(\mathcal{P}_\infty\) crosses any of the hyperplanes. The evolution matrix does not depend on a particular choice of the contour that connects the given initial and final points. So, the exact WKB solution along the contour \(\mathcal{P}_\infty\) reproduces the desired matrix of evolution along the contour \(\mathcal{P}_t\) that has finite constant values of all time variables except \(\tau^0 \equiv t\).

where summation over repeated \(j\) is not assumed and \(\varepsilon = \Lambda^a_{kj} \tau^k_i = \Lambda^b_{kj} \tau^k_i = \text{const}\). Asymptotically, at \(t \to \pm \infty\), there are basis solutions of \(\{85\}\) that depend on time as \(\psi^a = e^{-i[(\Lambda_{ij}/2)t^2 + \varepsilon t + \gamma^{ab} \ln(|t|)] + \phi}\), where \(\phi\) is any constant phase and \(\gamma^{ab} = (\Lambda^a_j)^2/(\Lambda^b_j - \Lambda^j_{ij}).\) Comparing this with WKB wavefunctions \(\{79\}\) we find that they coincide along the chosen time contour up to logarithmic phase terms \(\propto \sum_{c \neq a,b} \gamma^{ac} \ln(|t_c|)\). So, up to the phase \(\phi^{ab}_{B}\) that describes this effect of basis change, the matrix \(\tilde{S}_{\alpha \beta; ab}\) coincides with the scattering matrix of the Landau-Zener model, which is known explicitly:

\[
\tilde{S}_{\alpha \beta; ab} = S_{LZ,s_{ab}^{\alpha}}(\gamma^{ab}) e^{i\phi^{ab}_{B}},
\]

where

\[
S_{LZ, s_{ab}^{\alpha}}(\gamma^{ab}) = e^{-i\gamma^{ab}}, \quad S_{LZ, \pm}^{ab}(\gamma^{ab}) = \pm \sqrt{1 - e^{-2i\gamma^{ab}}} e^{i\varphi_{\pm}(\gamma^{ab})},
\]

\[
\varphi_{\pm}(\gamma^{ab}) = \pm \text{sgn}(\gamma^{ab}) \left(\frac{\pi}{4} - \text{arg}(\Gamma(-i|\gamma^{ab}|))\right),
\]

and \(\Gamma(x)\) being the Euler gamma-function. Note that the sign in the subscript of \(S_{\pm}(\gamma^{ab})\) in the r.h.s. is determined by \(\text{sgn}(l^{ab}(\tau))\) for \(\tau\) in the sector \(\alpha\), according to the definition, given by Eq. \(\{82\}\). Importantly, since parameters \(\gamma^{ab}\) do not depend on the index \(j\), neither does the found boundary condition \(\{86\}\). This result is the consequence of the fact that conditions \(\{3\}-\{4\}\) guarantee that boundary conditions do not depend on the direction of crossing the hyperplane.

We can now construct solution for a MTLZ problem. If the regions/sectors \(\alpha\) and \(\beta\) do not share a border, they can be connected via a sequence \(\mu_1, \ldots, \mu_k\) of cells with a border sharing property, so that the connecting matrix can be obtained as

\[
S_{\alpha \beta} = S_{\alpha \mu_k} S_{\mu_k \mu_{k-1}} \cdots S_{\mu_2 \mu_1} S_{\mu_1 \beta},
\]

with each factor in the right hand side being defined by Eq. \(\{84\}\), combined with Eq. \(\{86\}\). Equation \(\{88\}\) can be considered a general solution of the scattering problem for the MTLZ model. It confirms the previously made conjecture \(\{2\}, \{10\}\) that the scattering matrices of many solvable MLZ models factorize into products of \(N \times N\) matrices, each having exactly one non-trivial \(2 \times 2\) block, represented by a \(2 \times 2\) scattering matrix, associated with a standard LZ problem. In other words, we proved that if a MLZ Hamiltonian can be extended to a nontrivial MTLZ family, solution of this model has the form of the matrix product ansatz \(\{88\}\).
FIG. 11. A continuous family of MLZ models is obtained by considering evolution along arbitrary linear time contour $\mathcal{P}_t$ in the multi-time plane.

E. Family of solvable MLZ models

Let us now address the general prior observation [2] that solvable MLZ systems tend to belong to families of MLZ models with continuous parameter deformations that preserve the matrix $\hat{\gamma}$ in (7). Within the MTLZ type of systems this observation has simple explanation. One property of such models is that if we choose a linear time path via substitution

$$\tau(t) = vt + \epsilon,$$

with arbitrary parameter vectors $v$ and $\epsilon$, then Eqs. (3)-(4) reduce to a MLZ model (1), i.e., not only evolution along one of the time variables but also along an arbitrary linear time contour (89) is of the MLZ’s type. The corresponding Hamiltonian is

$$H(t) = v^j H_i(\tau(t)),$$

Substituting (68) in (90), we find that

$$H(t) = Bt + A,$$

where

$$A = B_{jk} \varepsilon^k v^j + A_j v^j; \quad \hat{B} = B_{jk} v^j v^k,$$

$$b_a = \Lambda_{jk}^a v^j v^k, \quad e_a = A^{aa} = \Lambda_{jk}^a \varepsilon^j v^k, \quad g_{ab} = A_{ab} v^j.$$

Figure 11 illustrates the idea how to find the scattering matrix for the model with the Hamiltonian (90). Note that the choice of parameters $v_i$ defines the sectors with initial and final time points. Depending on the latter, the detour path $\mathcal{P}_\infty$ will cross hyperplanes in different order, so the solutions experience sharp changes when changes of parameters $v_i$ lead to changes of the path endpoint sectors. On the other hand, variations of $v_i$ that do not lead to change of sectors for endpoints of $\mathcal{P}_t$ will preserve the corresponding scattering matrix $S_{\alpha\beta}$. Hence, by varying parameters $v_i$ we can observe sharp changes of behavior of transition probabilities. This explains qualitative features of the phase diagram that we discussed in sections III and IV, in particular, independence of transition probabilities of parameter $\epsilon$ except sharp phase transitions at point parameter values. Indeed, changes of $\epsilon$ keep initial and end points of $\mathcal{P}_t$ within the same sectors. This independence gives additional intuitive explanation for why the semiclassical ansatz is valid: it is because by setting $\epsilon \to \infty$, we make all pairwise crossing points well separated in the diabatic level diagram.

F. Dynamical phase in MLZ problem

There is a complication to relate matrix $S_{\alpha\beta}$ in (88) to the scattering matrix of a desired MLZ model (1) because the latter matrix is usually written in a different basis from our WKB wavefunction. This results in an additional phase, which cancels when transition probabilities are calculated.
Usually, the scattering matrix of a MLZ problem with the Hamiltonian parametrization is written to relate states that behave at $t \to \pm \infty$ as

$$
\psi^a(t) = \psi^a_\pm e^{i\hat{\Phi}^a_\pm(t)}, \quad \text{for } t \to \pm \infty,
$$

$$
\hat{\Phi}^a_\pm(t) = -\frac{b_v t^2}{2} - e_a t - \sum_{b \neq a} \gamma^{ab} \ln(|\eta^{ab}(t)|), \quad \eta^{ab}(t) = \frac{g_{ab} t}{\sqrt{|\gamma^{ab}|}}. \tag{92}
$$

Once the asymptotic states are identified, including the phase factors as prescribed by Eq. (92), the MLZ-problem scattering matrix $\hat{S}$ can be introduced without any ambiguity, as a connector

$$
\psi^a_+ = \sum_{b=1}^{N} \hat{S}_{ab} \psi^b_-. \tag{93}
$$

Denoting by $\alpha_\pm$ the adiabatic sectors that host $\tau(t)$ for $t \to \pm \infty$, respectively (endpoints of the path $P$, in Fig. 11), we can also rewrite asymptotic values of $\psi^a(t)$ in terms of the WKB solutions:

$$
\psi^a(t) = \Psi^a(\mathbf{x}(t)) = \Psi^a_{\alpha_\pm} e^{iS^{\alpha}(\tau(t))} \quad \text{for } t \to \pm \infty. \tag{94}
$$

By inspecting the phases for both representations that are given explicitly by Eqs. (92) and (94) combined with Eq. (91), we observe that the quadratic, linear and logarithmic in $t$ terms fully coincide. The mismatch is a time-independent term that appears in $S$ due to the $\varepsilon$ term in the expression for $\tau(t)$, so that we arrive at

$$
\psi^a_\pm = \Psi^a_{\alpha_\pm} e^{-i\Phi^a_\pm}, \quad \Phi^a_D = \frac{1}{2} \Lambda_{jk}^a \varepsilon^j \varepsilon^k. \tag{95}
$$

The quadratic in $\varepsilon_j$ term does not depend on level couplings. So, this phase is related to the semiclassical dynamic phase that is used in formulation of IC (i) in section V.

Comparing the definitions of the MLZ scattering matrix $\hat{S}$ [Eq. (93)] and the connecting matrix $S_{\alpha\beta}$ associated with a linear multidimensional MLZ problem [Eq. (83)], we arrive at

$$
\hat{S}_{ab} = S_{\alpha_+\alpha_-} e^{i\Phi^a_D}, \quad \Phi^b_D = \Phi^a_D - \Phi^b_\pm, \tag{96}
$$

so that Eq. (96) with Eq. (83) provide a factorized expression for the scattering matrix of a MLZ problem generated from a MTLZ family. Hence, the dynamical phase $\Phi^a_D$, associated with an element $\hat{S}_{ab}$ of the scattering matrix for a MLZ problem, does not generally cancel, and in fact has not only rational, but also non-trivial logarithmic terms. However, it depends only on the initial $b$ and final $a$ diabatic states, and therefore the dynamic phase does not lead to additional complicated interference effects between different scattering pathways. Explicit expressions for the dynamical phase will be presented elsewhere.

### G. Demonstration of the first IC

We are now in a position to demonstrate ICs that we used in section V. By “demonstrate” we mean here only that we show that properties (i)-(ii) in section V follow directly from MTLZ conditions (69)-(71). For IC (i), let us first rewrite the expression for the dynamical phase $\Phi^a_D$ using only parameters of the generated MLZ model (91). To that end, we consider two interacting levels, $a$ and $c$ with $g_{ac} \neq 0$, and make use of Eqs. (72) to compute

$$
\Phi^{ac}_D = \frac{1}{2} \left( \Lambda^a_{jk} - \Lambda^c_{jk} \right) \varepsilon^j \varepsilon^k = \frac{1}{2 \gamma_{ac}} \left( A^{ac}_j \varepsilon^j \right)^2. \tag{97}
$$

and using Eq. (91) we find

$$
e_a - e_c = (\Lambda^a_{jk} - \Lambda^c_{jk}) \varepsilon^j v^k = \frac{1}{\gamma_{ac}} \left( A^{ac}_j \varepsilon^j \right) \left( A^{ac}_k v^k \right) = \frac{1}{\gamma_{ac}} \left( A^{ac}_j \varepsilon^j \right) g_{ac}. \tag{98}\n$$

Combining Eqs. (97) and (98) we obtain

$$
\Phi^{ac}_D = \frac{\gamma^{ac}}{2(g_{ac})^2} (e_a - e_c)^2. \tag{99}\n$$

Computing in a similar way

$$
b_a - b_c = (\Lambda^a_{jk} - \Lambda^c_{jk}) \psi^j \psi^k = \frac{1}{\gamma_{ac}} \left( A^{ac}_j \psi^j \right)^2, \tag{100}\n$$

...
we arrive at
\[ \Phi_{D}^{ac} = \frac{(e_a - e_c)^2}{2(b_a - b_c)} \]  

Generally, diabatic levels \( a \) and \( c \) may not be coupled directly but they must be connected with a sequence \( c, d_1, \ldots, d_k, a \) of levels with the nearest neighbor interacting property. In this case, similar arguments lead us to an expression for the dynamical phase:
\[ \Phi_{D}^{ac} = \frac{(e_a - e_{d_k})^2}{2(b_a - b_{d_k})} + \frac{(e_{d_1} - e_c)^2}{2(b_{d_1} - b_c)} + \sum_{j=1}^{k-1} \frac{(e_{d_{j+1}} - e_{d_j})^2}{2(b_{d_{j+1}} - b_{d_j})}. \]  

Importantly, Eq. \((123)\) shows that the left hand side of \((102)\) does not depend on the choice of the connecting sequence. So, if there is another sequence of pairwise scatterings \( c, d'_1, \ldots, d'_{k}, a \) then difference between dynamic phases that they generate must be zero. This means that if there is any loop in the graph with chain-wise connected diabatic levels having indexes \( r_1, \ldots, r_k \) then
\[ \mathcal{A} = \frac{(e_{r_k} - e_{r_1})^2}{2(b_{r_k} - b_{r_1})} + \sum_{j=1}^{k-1} \frac{(e_{r_{j+1}} - e_{r_j})^2}{2(b_{r_{j+1}} - b_{r_j})} = 0. \]  

A simple analysis shows that \( \mathcal{A} \) has geometrical interpretation. Thus, \( \mathcal{A} \) is the area inside a closed loop on the diabatic level diagram. Indeed, each term in \((103)\) is the area of a triangle that has two crossing diabatic levels and the energy axis as the boundary. Each such area is counted with a proper sign, so the sum of all contributions is just the area inside the closed boundary made of crossing levels. Hence, within the MTLZ class, the first integrability condition \((i)\) can now be considered rigorously proved.

We note also that Eq. \((100)\) confirms that in terms of the parameters of the generated MLZ problem we have
\[ \gamma_{ac} = \frac{|g_{ac}|^2}{b_a - b_c}. \]  

This explains the observation, made in \([2]\) and also found in our model \((9)\), that solvable MLZ models form families that have the same values of parameter combinations \(|g_{ac}|^2/(b_a - b_c)|.\)

II. Rationalization of the second IC

Let us remind that the second IC (section \([11]\)) states that at sufficiently small but finite values of nonzero couplings, a solvable MLZ model must have an exact energy crossing point, at some \( t \), per each pair of diabatic levels that are not coupled directly. Words “sufficiently small” account for observation that at large values of couplings some of the exact crossing points can merge and annihilate each other \([11]\). For MTLZ family with only linear dependence of all operators on time variables, energy rescaling transforms the latter restriction to the condition that couplings can be arbitrary while exact eigenvalue crossing points must appear at sufficiently large time values. So, it is sufficient to prove that there are such exact crossings in the WKB region.

Let \( a \) and \( b \) be two diabatic levels with \( A_{ab} = 0 \) for any \( j \). In the WKB region, coupling between corresponding diabatic eigenstates can appear in higher order perturbation series in \( 1/|\tau| \), so the region where an exact crossing can appear must be in the vicinity of the hyperplane defined by Eq. \((77)\). The crucial difference of this hyperplane from the hyperplane that defines the crossing of directly coupled diabatic levels is that the former depends on the index \( j \) of the Hamiltonian. Indeed, Eq. \((74)\) that leads to time-index independent Eq. \((81)\) requires \( A_{ij}^{ab} \neq 0 \). So, even if \((74)\) is valid for some \( j \), we have generally
\[ (A_{kn}^a - A_{kn}^b)\tau^k \neq 0, \quad \text{for } n \neq j. \]  

For example, Hamiltonians \( H_0(\tau) \) and \( H_{1}(\tau) \) in Eqs. \((42)-(43)\) have an exact crossing point of two energy levels of states that evolve from the diabatic states with indexes 1 and 2 at \( t \to -\infty \). For \( H_0(\tau) \), this point appears on the “hyperplane” \( \tau^0 = 0 \) and for \( H_{1}(\tau) \) this point is already at \( \tau^1 = 0 \).

Consider points of the hyperplane defined by Eq. \((74)\) for the Hamiltonian with some index \( j \) and \( A_{ij}^{ab} = 0 \). Assume that there is no exact crossings in the WKB region between these levels, i.e., that higher order corrections lift the degeneracy by introducing small but finite coupling between diabatic states \( a \) and \( b \). However small this coupling is, there is a region then near the hyperplane where the bias between the diabatic levels, i.e. the difference of the diagonal elements of the effective Hamiltonian projected to the \( ab \)-subspace, vanishes. Hence, this coupling dominates the effective Hamiltonian projected on states \( a \) and \( b \).
Hence, along a path that crosses this hyperplane, there must be the point where eigenstates of the Hamiltonian are superpositions of diabatic states: \(c_a|a\rangle + c_b|b\rangle\) with \(|c_a| = |c_b|\). On the other hand, since the Hamiltonian \(\hat{H}_j\) commutes with \(\hat{H}_n\), \(n \neq j\), this eigenstate must also be the eigenstate of \(\hat{H}_n\) at \(\infty\). However, condition (105) means that, in the WKB region of our hyperplane, diabatic level splittings for \(n \neq j\) are large. Hence, eigenstates of \(\hat{H}_n\) must coincide with the diabatic states up to vanishingly small \(O(1/|\tau|)\) corrections. So, superposition of diabatic states with \(|c_a| = |c_b|\) cannot be an eigenstate of \(\hat{H}_n\).

We reached a contradiction, meaning that the eigenvalues that correspond to levels \(a\) and \(b\) of the operator \(\hat{H}_j\) must cross exactly on the hyperplane (77) if \(A^{ab}_n \neq 0\), at least in the WKB region. This proves IC (ii) for the MTLZ family of models.

Note that our arguments about appearance of the crossing points are not specific to the MTLZ family. What is essential here is the existence of the multi-time WKB region, in which appearance of exact crossing points becomes apparent. Such points carry topological indexes, so they should generally survive inside the family of commuting operators even beyond the WKB regime. This sheds light on the old question about the origin of exact energy level crossings in integrable quantum models.

I. Path forward: toward classification of solvable models

We conclude with a brief outline of possible extensions of the approach that we designed in the last section, leaving details to the future publications.

(i) In the case of MTLZ problems, the integrability conditions [Eqs. (69), (70), and (71)], considered as a system of nonlinear equations for a family of an undetermined parameter space dimension can be substantially simplified and, in many cases, solved explicitly, leading to a classification of integrable MTLZ families. The classification starts with an undirected graph \(\Gamma\), whose vertices represent the diabatic level of the MLZ problem under consideration; two vertices are connected with an edge if there is a direct coupling between the corresponding diabatic levels. The graph \(\Gamma\) should satisfy certain restrictions. We further consider Eq. (74) as a set of compatibility conditions for the forms \(A^{ab}_n = A^{ab}_m d^n\) that leads to a natural parameterization of the latter in terms of pseudo-orthogonal \(SO(n, m)\) matrices, associated with simple loops on the graph, where \(n + m = \text{ceiling}(l/2)\), with \(l\) being the loop length. The dimensionality of the parameter space is obtained as a part of the solution. Among the graphs that satisfy the aforementioned restrictions are the full bipartite graph \(\Gamma = K_{2,m}\), and the \(n\)-dimensional cube graph \(C^n\) with \(N = 2^m + m\) and \(N = 2^n\) vertices/levels, respectively. In the \(K_{2,m}\) case our parameterization leads to a complete solution, resulting in a 2-dimensional family, i.e., \(M = 1\), so that the family of the solvable MLZ problems, obtained from the aforementioned 2-dimensional MTLZ family, using the prescription, presented in subsection VII E, is exactly the family of MLZ models, described in section VI and also providing the additional Hamiltonian \(H_1\), given in section VI In the case of the hypercube graph \(\Gamma = C^n\) an explicit solution of the integrability conditions can be obtained if one assumes permutation symmetry among the graph vertices, resulting in an \(n\)-dimensional, i.e., \(M = n - 1\), MTLZ family, so that the procedure of subsection VII E results in the family of distorted Tavis-Cummings models, described in subsection VII B with \(N_+ = n\) in the limit, when the boson occupation numbers tend to infinity, i.e., when the spins interact with a classical boson/scalar field, whose frequency changes linearly in time.

(ii) To broaden the class of exactly solvable models, as briefly stated earlier in this section, we can allow regular singularities for the Hamiltonians, apart from the infinite time. More formally allowing the parameters \(\tau^j\) attain complex values and interpret the gauge field \(A_j(\tau) = -iH_j(\tau)\), linearly depending on \(\tau \in \mathbb{C}^{M+1}\), as a meromorphic gauge field in \(\mathbb{C}P^{M+1}\) with an irregular singularity of third order along the infinity \(\mathbb{C}P^{M+1} \subset \mathbb{C}P^{M+1}\), and further allow regular singularities of the gauge field along the \(\mathbb{C}P^{M}\), globally complex-analytically embedded into \(\mathbb{C}P^{M+1}\). This introduces additional parameters: the positions of the simple poles along with the matrices that describe the corresponding residues. However, the same parametrization as in the linear case allows the extended system of equations to be treated efficiently. Adding simple poles/regular singularities relaxes the conditions on the underlying graph \(\Gamma\), adding, e.g., the complete bipartite graph \(\Gamma = K_{1,N-1}\) to the list of allowed graphs. Similar to the linear case, the integrability equations for the meromorphic families of the described above class can be explicitly solved for \(K_{1,N-1}\) and \(K_{2,N-2}\), resulting in an \((N - 1)\)- and 2-dimensional integrable families that allow to solve the Demkov-Osherov (DO) and distorted generalized bowtie models, respectively. The case of \(C^n\) can be also treated explicitly in the permutation-symmetric case, leading to an exact solution of the distorted Tavis-Cummings model, described in subsection VII B.

(iii) It turns out that the most challenging step on the complete characterization of the integrable meromorphic families is identification of the underlying graph \(\Gamma\). The issue can be addressed by building a composite model out of some already known integrable ones, following the prescription, described in section VII A see also (12) [20]. The obtained composite model, being also integrable, provides its graph \(\Gamma\) that should satisfy the constraints, mentioned above. Therefore the obtained graph can be used as a starting point for solving the integrability equations, whose solutions typically provide a broader class of integrable MLZ, with the aforementioned composite model being a particular member of this class. It is natural to refer to such integrable models as distorted composite models.

(iv) In this manuscript we also considered the dynamical phase in the MLZ scattering for the models based on MTLZ models. Although not discussed in this manuscript in detail, the logarithmic contributions can be also treated within the same framework, resulting in explicit expressions for the complete dynamical phases that, in particular, contain the logarithmic terms.
spectral curve covers the compactified space \( C \) dynamical form complexified time and an eigenvalue of \( H \) family, that covers the compactified space from the integrability conditions by considering the spectral manifold, associated with the underlying integrable meromorphic family, that covers the compactified space \( CP^{M+1} \) of the complexified multi-dimensional time \( \tau \) in a way, similar to how the spectral curve covers the compactified space \( CP^1 \) of complexified time \( z \).

IX. CONCLUSION

We compared two different approaches to integrability in the multistate Landau-Zener (MLZ) problem by applying them to find and study a new solvable class. Both, the empirical rules that used to be called ICs and the approach based on finding Hamiltonians satisfying conditions (3)-(4) turned out to be effective. The latter approach is mathematically justified but, initially, we used it in combination with a fortunate fact that the considered class of models could be generated by the previously known solvable model called the bowtie model. Generally, we do not expect to have such luck in classification of models with other geometries of energy level crossings. So, in the last section we developed an approach that, we believe, leads to very general classification of solvable explicitly time-dependent models, including MLZ systems.

The path to this classification is to combine conditions (3)-(4) with additional constraints that follow from the requirement that WKB approximation, which emerges at large values of time variables, becomes analytically tractable. This means that there must be a time-path in the WKB region that connects initial and final physically interesting points. Along this path, dynamics should split into pieces with adiabatic evolution separated by distant intervals within which evolution is described by much simpler equations with already known solutions. This restricts us to models with specific dependence of Hamiltonians on time-variables. A good candidate for complete classification is the class of models with a single low rank irregular point at infinite time and, possibly, regular singularities at other multiple-time points. Specifically for this article, we considered such a family of models (3)-(4) with only linear dependence on all time variables, i.e., a single irregular point at infinity. This is a natural generalization of the two-state Landau-Zener model (or the parabolic cylinder equation) to multi-state and multi-time dynamics.

We found that this restriction and conditions (3)-(4) do lead to constraints on model parameters that are sufficient for detailed understanding of the whole multi-time Landau-Zener (MTLZ) family. For example, we proved that corresponding WKB approximation leads to the explicit solution of associated MLZ models. Moreover, our approach explains a number of previous observations including the matrix product form of the solution, existence of parameters whose variation does not change transition probability matrices, zero area of the loops in the graph of diabatic levels, and existence of a specific number of exact energy level crossing points.

Certainly, the MTLZ class that we introduced does not exhaust all possibilities to create a tractable WKB approach. For example, the solvable driven Tavis-Cummings model has commuting operators with nonlinear dependence on other time-variables. Moreover, in section VII-B we showed that this model can be distorted and solved using the same methods that we have studied within the MTLZ class. So, apparently, there is a bigger set of systems (3)-(4) that contain a MLZ model (1) but do not reduce to MTLZ. In this regard, the old version of integrability conditions (2) remains a useful tool to search for new solvable models, although we believe that our approach, introduced in section VIII will eventually outperform the previously used method and lead to a broad classification of explicitly solvable multistate time-dependent quantum problems. For the future research directions, we also note that the topic of quantum integrability of explicitly time-dependent models has recently experienced progress beyond the MLZ theory [16, 19], and that there are exact results in MLZ theory beyond the models satisfying all known integrability conditions [14, 20]. It should be insightful to understand relations of our method to these alternative developments.
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