Abstract—Modifying the facial images with desired attributes is important, though challenging tasks in computer vision, where it aims to modify single or multiple attributes of the face image. Some of the existing methods are either based on attribute independent approaches or attribute dependent approaches. The attribute independent methods are limited in performance as they require the desired paired data for changing the desired attributes. Secondly, the attribute independent constraint may result in the loss of information and, hence, fail in generating the required attributes in the face image. In contrast, the attribute dependent approaches are effective as these approaches are capable of modifying the required features along with preserving the information in the given image. However, attribute dependent approaches are sensitive and require a careful model design in generating high-quality results. To address this problem, we propose an attribute dependent face modification approach. The proposed approach is based on two generators and two discriminators that utilize the binary as well as the real representation of the attributes and, in return, generate high-quality attribute modification results. Experiments on the CelebA dataset show that our method effectively performs the multiple attribute editing with preserving other facial details intact.

I. INTRODUCTION

The biological identity of a human face has been extensively studied in computer vision and robotics ranging from face identification and detection [1,2,3,4] to face attribute modification [5,6,7]. For example, smart devices such as mobile phones, service robots and surveillance cameras capture the images of people. However, proper investigation is required for an accurate identification of a person by modifying his face attributes accordingly. Furthermore, the success of the above-mentioned approaches has been possible by three facts. (i) Numerous publically available training data with labels, (ii) High computational capabilities in terms of GPUs, and (iii) open-source libraries. Although, under the availability of the above-mentioned resources, a huge amount of work has been done in face identification, detection and attribute modification, more attention is required in terms of the prominent attribute modification while keeping the rest of the features intact along with proper interpolation capabilities. Furthermore, the facial attribute modification task is more challenging as compared to face recognition and detection, where it requires a careful description of the semantic aspects of the face while modifying the required attributes and keeping the face identity intact. For example, if we need to modify a specific attribute such as changing the color of the hair, we need to have semantic information about the hair and modify only that part of the image without affecting the other attributes of the face image.

Facial attribute modification is related to image editing that has been extensively studied in computer graphics in terms of different applications such as color modification [8], content modification [9] and image wrapping [10, 11]. Two kinds of approaches have been used to handle image editing problem: example-based [12, 13, 14] and model-based [11, 15]. The example-based approach searches the required attribute in the given reference image and transfers it to the target image. This enables the image editing in various ways depending on the available reference image [12, 13, 14]. However, it requires the reference image to be of the same person with the proper face alignment and the same lighting condition. The model-based approach first builds the model of the required face and then modifies the image accordingly [11, 15]. Although these approaches are successful in particular attribute modification, they are task-specific and cannot be applied to arbitrary attribute modification problems.

Recent advances in deep neural networks such as generative adversarial networks (GANs) [16] and variational autoencoders (VAEs) [17] pave the way to several face attribute modification approaches [18, 19] and distortion removal approaches in real images [20]. Both GANs and VAEs are powerful models and are capable of generating images. The GAN generates more realistic images than the VAE, but it can’t encode images since it uses random noise as an input. In contrast, the VAE has the capability of encoding the image to its corresponding latent representation, but the generated image is blurry as compared to the GAN. The combination of the GAN and the autoencoder provides a powerful tool for image attribute editing. IcGAN [21] and cGAN [22] use the combination of the GAN and the autoencoder for editing the attributes of an image by modifying the latent representation to include the information of the expected attribute and then decode the modified image. GeneGAN [5] learns the object transfiguration from two unpaired sets of images: one set of images with specific attributes while the other set of images doesn’t have those attributes. There is a mild constraint here that the objects are located approximately at the same place. For example, the training data can be one set of reference face images with eyeglasses and another set of images without eyeglasses, where both of them are spatially aligned by face landmarks. DNA-GAN [23] can be considered as an extension of the
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GeneGAN, which makes “crossbreed” images by swapping the latent representation of the corresponding attributes between the given pair of images. These methods, however, are useful in image editing tasks, but they require different models for different attributes that are not required in real-world applications. The proposed work is based on the attribute dependent approach, where it applies an attribute classification constraint to the generated images. AttGAN [6] has the capability of changing the required attribute while keeping the other details unchanged. However, the modified attributes are not prominent even though the face identity is well preserved. In contrast, the proposed approach focuses on the prominent modification of the attributes while keeping the rest of the attributes unchanged. Recently, RelGAN has been proposed in [7], where they can effectively modify the attributes simultaneously with an additional capability of interpolation. However, they obtained the relative attributes by taking the difference between the given and the predefined target attributes in their proposed approach. In contrast, the proposed approach doesn’t take the predefined attributes but utilizes the already available target attributes along with their mean representation.

II. PROPOSED APPROACH

The proposed attribute modification approach in Fig. 1 is attribute dependent. That is, it applies attribute classification constraint to the generated images. The proposed approach consists of two generators and two discriminators. Both the generators take as input the face image that needs to be modified. The encoders of both the generators share the same parameters as they take the same input image and project the input image to the latent representation \( z \). The decoder of the first generator \( G_{1_{dec}} \) takes as input the latent representation of the given input image along with the required attribute vector \( a \) as well as the given attribute vector \( b \). It then decodes them respectively, to the modified image \( x^{br} \) and reconstructed image \( x^{ar} \). Similarly, the decoder \( G_{2_{dec}} \) decodes the combination of the latent representation of the given input image and the mean attribute vector. In terms of the discriminators, the first discriminator \( D_{isc1} \) takes either the real image \( x^{a} \) or fake image \( x^{br} \) generated by \( G_{1_{dec}} \) and maps it to the attribute vectors \( a \) or \( b \) along with real and fake classification labels. In return, it guides the first generator to generate the modified image. Similarly, \( D_{isc2} \) takes the real image \( x^{a} \) or fake image \( x^{br} \) generated by \( G_{2_{dec}} \) and maps it to the corresponding attribute vectors \( a \) or \( b \) along with real and fake classification labels. In return, it guides the second generator.

III. TRAINING

The purpose of the proposed attribute modification approach is to modify multiple attributes simultaneously while utilizing the attribute information in the input data. The generator takes the required image as an input, where we wish to modify some of its contents by decoding a different combination of the attributes. In this approach, we selected thirteen attributes that are to be modified. These attributes include baldness, bangs, black hair, blond hair, bushy eyebrows, eyeglasses, gender, mouth open/closed, mustaches, no beard, pale skin, and young. For example, if the black hair or mustaches are the desired attributes in the input testing sample, this approach will make the hair black and put mustaches on the face of the given image. During the training, the attributes of each image are concatenated in three different configurations. In the first configuration, the original attributes are concatenated with the latent representation of the input image, and then the combination of the attributes and the latent representation are decoded back to the original image. The original attribute objective along with the GAN objective is used to train the first and second discriminators, \( D_{isc1} \) and \( D_{isc2} \), of the network. In the second configuration, the input attributes are first shuffled and then concatenated with the latent representation of the input image. Next, the concatenated pair is decoded back to the modified image using \( G_{1_{dec}} \). In the third configuration, the mean value of the input attributes and the shuffled attributes are concatenated with the latent representation of the input image. Next, the concatenated pair is decoded back to the modified image using \( G_{2_{dec}} \). The attribute objective along with reconstruction and GAN objectives is used to tune the parameters of both the generators of the network.

The detailed explanation and stepwise training procedure are as follows.

For a given face input image \( x^{a} \), its attributes \( a \) are defined as follows.

\[
a = [a_1, a_2, ..., a_n]
\]  

(1)

The encoder part of the attribute modification network takes \( x^{a} \) as an input and transforms it into its corresponding latent representation:

\[
z = Enc_{gen}(x^{a})
\]  

(2)

During the first configuration, the decoder \( G_{1_{dec}} \) translates the latent representation \( z \) along with its attribute vector \( a \) to \( x^{ar} \) as:

\[
x^{ar} = G_{1_{dec}}(z, a)
\]  

(3)

During the second configuration, the attribute vector is first modified as:

\[
b = f(a)
\]  

(4)

The decoder \( G_{1_{dec}} \) then translates the latent representation \( z \) along with the required attribute vector \( b \) to \( x^{br} \).
\[ x^b = G_1(x, b) \]  
(5)

During the third configuration, the mean attribute vector is first obtained as:
\[ c = (a + f(a))/2 \]  
(6)

The decoder \( G_2 \) then translates the latent representation \( z \) along with the required attribute vector \( c \) to \( x^c \):
\[ x^c = G_2(x, c) \]  
(7)

The GAN objective functions for training, respectively, the discriminators, \( Disc1 \) and \( Disc2 \), are defined as follows.
\[ L_{Disc1,GAN} = y_a \left( \text{Disc1}(x^a) + 1 - \text{Disc1}(x^b) \right) \]  
(8)

\[ L_{Disc2,GAN} = y_a \left( \text{Disc2}(x^a) + 1 - \text{Disc2}(x^c) \right) \]  
(9)

\( L_{Disc1,GAN} \) and \( L_{Disc2,GAN} \) are the GAN losses for training both the discriminators, \( Disc1(x^a) \) and \( Disc2(x^a) \), respectively, represent the outputs of the discriminators, \( Disc1 \) and \( Disc2 \), for the given original input that needs to be modified. \( Disc1(x^b) \) and \( Disc2(x^c) \), respectively, represent the outputs of the discriminators, \( Disc1 \) and \( Disc2 \), for the given modified face image generated, respectively, by the \( G_1(x, b) \) and \( G_2(x, c) \). The attribute objective for preserving the remaining attributes of the face image is:
\[ L_{Disc1,att,a} = -\sum_{i=1}^{n} a_i \log \text{Disc1}(x'^i_a) \]  
(10)

\[ = -a_1 \log \text{Disc1}(x'^1_a) - (1 - a_1) \log \left(1 - \text{Disc1}(x'^1_a) \right) \]  
The \( L_{Disc1,att,a} \) represents the sigmoid cross-entropy loss for the given attributes, where \( a_1 \) represents the target attribute and \( Disc1(x'^1_a) \) represents the generated predicted attributes.
\[ L_{Disc2,att,a} = -\sum_{i=1}^{n} a_i \log \text{Disc2}(x'^i_a) \]  
(11)

\[ = -a_1 \log \text{Disc2}(x'^1_a) - (1 - a_1) \log \left(1 - \text{Disc2}(x'^1_a) \right) \]  
The \( L_{Disc2,att,a} \) represents the sigmoid cross-entropy loss for the given attributes, and \( Disc2(x'^1_a) \) represents the generated predicted attributes.

The overall objective for training the discriminator, \( Disc1 \), is defined as follows.
\[ L_{Disc1} = L_{Disc1,GAN} + \alpha L_{Disc1,att,a} \]  
(12)

where \( \alpha \) represents the control parameter for the original attribute objective. Next, the overall objective for training the discriminator, \( Disc2 \), is defined as:
\[ L_{Disc2} = L_{Disc2,GAN} + \alpha L_{Disc2,att,a} \]  
(13)

Similarly, the training objective functions for the first and second generators of the network are defined as:
\[ L_{G1,GAN} = y_d \left(1 - \text{Disc1}(x^b) \right) \]  
(14)

\[ L_{G2,GAN} = y_d \left(1 - \text{Disc2}(x^c) \right) \]  
(15)

\( L_{G1,GAN} \) and \( L_{G2,GAN} \), respectively, are the GANs losses for training the first and second generators.

\[ L_{Disc1,att,b} = -\sum_{i=1}^{n} b_i \log \text{Disc1}(x'^i_b) \]  
(16)

\[ = -b_1 \log \left( \text{Disc1}(x'^1_b) \right) - (1 - b_1) \log \left(1 - \text{Disc1}(x'^1_b) \right) \]  
\[ L_{Disc2,att,c} = -\sum_{i=1}^{n} c_i \log \text{Disc2}(x'^i_c) \]  
(17)

\[ = -c_1 \log \left( \text{Disc2}(x'^1_c) \right) - (1 - c_1) \log \left(1 - \text{Disc2}(x'^1_c) \right) \]  
\( L_{Disc1,att,b} \) and \( L_{Disc2,att,c} \), respectively, represent the sigmoid cross-entropy losses for the modified attributes, \( b_i \) and \( c_i \), where \( b_i \) represents the target binary attributes, \( c_i \) represents the target mean attributes, and \( Disc1(x'^1_b) \) and \( Disc2(x'^1_c) \) represent the corresponding generated predicted attributes.

\[ L_{recons} = \zeta \left( \text{abs}(x^a - x'^a) \right) \]  
(18)

\( L_{recons} \) represents the absolute reconstruction objective, where the aim is to preserve the remaining attributes of the face image during the modification of the required attribute objectives. \( x^a \) represents the input face image while \( x'^a \) shows the reconstructed image with the intent to preserve the remaining features of the given face image. \( \zeta \) shows the control parameter for preserving the remaining features while using the reconstruction objective.

The overall training objective for the generator part of the network is given below.
\[ L_{Gen1} = L_{G1,GAN} + \lambda L_{Disc1,att,b} + L_{recons} \]  
(19)

\[ L_{Gen2} = L_{G2,GAN} + \lambda L_{Disc2,att,c} + L_{recons} \]  
(20)

where \( \lambda \) represents the control parameter for the required attribute objective, and \( L_{Gen1} \) and \( L_{Gen2} \), respectively, represent the losses of the first and second generators.

IV. EXPERIMENTS

For training the proposed network, we used the CelebA dataset [24]. The CelebA is a large-scale face dataset, which is composed of 202599 face images. We divided the CelebA dataset into training and testing sets. The training set is composed of 182000 images, and the testing set is composed of the remaining 20599 images. After training, we evaluated the network for modifying the input images for the required attributes. The effectiveness of the proposed approach is proved based on different experiments for all the attributes.

In the first experiment, we evaluated the proposed approach in terms of the baldness of the given input image. If the given image is not bald, the proposed approach will inverse the bald attribute and in response generates the bald image. The comparative qualitative results of the proposed approach with AttGAN [6] in terms of the baldness are provided in Fig. 2. The left side of Fig. 2 shows the results from the AttGAN, whereas the right side shows the outputs of the proposed approach. From this analysis, we can observe that the AttGAN generates smoother results but this smoothness affects the quality of the modified image. In other words, the baldness effect is not distinct in the results of the AttGAN as compared to our results.
The qualitative comparative analysis in Fig. 3 shows the gender transformation. For example, if the given input image is male, the resulting generated image will be female and vice versa. Here, we can observe that the transformed images from the proposed approach show more resemblance to the required attributes as compared to the AttGAN approach.

Similarly, Fig. 4 shows the qualitative comparative analysis in terms of putting or removing the mustaches from the given face images. The left side of the figure shows the results from the AttGAN while the right side shows the results from the proposed approach. The input images without mustaches in odd columns are transformed to the output images with mustaches as shown in the even columns. From this analysis, we can observe that the AttGAN approach successfully transforms the given input images without mustaches to the images with mustaches while keeping the other features of the input images well preserved. However, the required modified features are not prominent. In contrast, the proposed approach transforms the given input images without mustaches to images with mustaches, where the required features are modified more prominently. However, the remaining attributes are slightly affected in the given input images.

In the last analysis, we performed a comparative qualitative analysis of the proposed approach with the AttGAN approach in terms of all of the thirteen attributes as shown in Fig. 5. The upper part of Fig. 5 shows the results generated by the AttGAN approach while the lower part shows the results from the proposed approach. The input images in the first column are the candidate samples that need to be modified according to the required attributes. The second column shows the reconstructed results from both approaches, whereas the rest of the columns show the modified results from bald to young. These results show that the proposed approach has the capability of modifying multiple attributes in an effective way.

V. Conclusion

In this paper, we aim at modifying the multiple attributes in the given input images by utilizing the attribute dependent classification approach. The proposed approach possesses the
capability of modifying the input images in an effective way as shown in the experimental section. The proposed approach has the capability of prominently modifying the given attributes while it slightly affects the other features in the input images. Furthermore, since interpolation is a desirable feature in image modification, in as our future work, we are going to extend the proposed approach with the additional capability of interpolation along with prominent attribute modifications while keeping the other features well preserved.
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