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Abstract

A dynamic treatment regimen (DTR) is a set of decision rules to personalize treatments for an individual using their medical history. The Q-learning-based Q-shared algorithm has been used to develop DTRs that involve decision rules shared across multiple stages of intervention. We show that the existing Q-shared algorithm can suffer from non-convergence due to the use of linear models in the Q-learning setup, and identify the condition under which Q-shared fails. We develop a penalized Q-shared algorithm that not only converges in settings that violate the condition, but can outperform the original Q-shared algorithm even when the condition is satisfied. We give evidence for the proposed method in a real-world application and several synthetic simulations.
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1 Introduction

A dynamic treatment regimen (DTR) refers to a set of decision rules for developing personalized multistage treatment using the patient’s covariate and treatment history [1–4]. At each stage of the disease, a DTR can recommend the best treatment for an individual based on their medical history up to that time. In recent times, DTRs have been used in various domains of medical and social sciences to leverage data-driven personalized medicine; for example, in mental health [5–7], cancer [8, 9], autism [10], weight loss [11], education [12] and others.

In dynamic treatment regimens, a shared decision rule is a common function of the time-varying covariate(s) across stages. For instance, a patient suffering from depression is medicated when the depression score (e.g., Quick Inventory of Depressive Symptomatology (QIDS)) crosses a threshold independent of the duration of diagnosis or treatment [13]. In HIV patients, Interleukin 7 (IL-7) injections are given when the CD4 count falls below a threshold [14]. Treatments are given to diabetic patients when the HbA1c (Hemoglobin A1c) crosses a threshold [15]. Note that in all three examples, a treatment or intervention is offered based on a specific threshold that does not change over time or stages of the disease. This means the decision rule to offer treatment is shared across different stages. A more sophisticated example of a shared decision rule is to inform a cardiovascular patient whether a hypertension medication is recommended at each decision point considering the risk factors like age, blood pressure, cholesterol, high-density lipoprotein, diabetes status, and smoking [16]. The dependence structure of the outcome variable, the long-term risk of cardiovascular disease, on the risk factors is expected to remain the same (shared) over different stages of the disease.

The Q-shared algorithm, proposed by Chakraborty et al. [17], is a Q-learning-based procedure for estimating shared-parameter DTRs, where the Q-function is modelled via linear regression. Some of the parameters in the stage-specific linear regression models remain the same across the stages to capture the shared property of the decision rules. Thus, we have to estimate fewer parameters in the Q-shared algorithm compared to the similar model in the standard (unshared) Q-learning. Therefore, Q-shared is computationally easier to implement, and the corresponding results may be more acceptable to clinicians when the decision rule to provide treatments remains the same over different stages of the disease. However, Robins [2] in his work on simultaneous g-estimation, and Chakraborty et al. [17] pointed out that the use of a linear model may lead to the failure of the convergence of the estimated parameters to their true values. This drawback of the Q-shared algorithm can limit its use. We explore the issue of non-convergence under the Q-shared setup and find examples of when the Q-shared method fails. Finally, we propose a shrinkage-based penalized Q-shared algorithm that avoids the non-convergence issue. Song et al. [18] previously used shrinkage methods in Q-learning. However, that was in the context of unshared Q-learning decision rules. Recently, Zhao et al. [19] proposed two methods called the censored shared-Q-learning and the censored shared-O-learning for censored data. However, their approaches are not based on shrinkage methods, even though they mentioned the lasso penalty.

In the literature, there are other methods than Q-learning to estimate unshared DTRs. A-learning is an alternative approach to Q-learning [20]. It is a doubly robust approach to mitigate selection biases in observational studies. Other regression-based
approaches include targeted maximum likelihood [21] and robust Q-learning [22]. Estimation of optimal DTRs can also be conducted using value-search or policy-search methods [23]. For example, C-learning, a value-search method, considers the problem as a weighted classification problem [24]. Additionally, methods for developing interpretable DTRs using tree structures have been proposed to provide clinically meaningful DTRs [25].

In this work, our main contributions are: a) to demonstrate at least two instances where linear models, as Q-functions in the Q-shared algorithm, fail to converge; and b) to propose a penalized Q-shared algorithm that avoids the non-convergence problem and gives better treatment allocation matching compared to the original Q-shared algorithm. Therefore, penalized Q-shared algorithm is a better option compared to Q-shared, irrespective of the non-convergence issue. The proposed algorithm can be easily implemented in a shared-parameter estimation problem.

The rest of the paper is organized as follows. In Section 2, we introduce notations and review the basic (unshared) Q-learning as well as the existing Q-shared algorithm. In Section 3, we illustrate the non-convergence of the Q-shared algorithm. Next, we propose the penalized Q-shared algorithm in Section 4. Section 5 presents a simulation study showing the merits of penalized Q-shared over the basic Q-shared. We apply the proposed penalized Q-shared method on a depression clinical trial dataset in Section 6. Section 7 concludes the paper with a discussion.

2 Optimal DTR with Shared Parameters: Q-shared Algorithm

Let us consider a study with \( J \) stages. In this study, longitudinal data for a patient is given as \((O_1, A_1, \ldots, O_J, A_J, O_{J+1})\) where \( O_j \) are the covariates measured prior to the treatment at the \( j \)th stage and \( A_j \) is the treatment assigned at the \( j \)th stage, for \( j = 1, \ldots, J \). The \( O_{J+1} \) denotes the end-of-study observation at the end of the \( J \)th stage [3, 17]. The binary treatment options available at each stage, coded \( \{t_1, t_2\} \), are randomly assigned with known probabilities (e.g., even randomization). The primary outcome is defined as a function of the patient’s history as \( Y = g(H_{J+1}) \), where \( g(\cdot) \) is a real-valued function and history \( H_j = (O_1, A_1, \ldots, O_j) \) for \( j = 1, 2, \ldots, J + 1 \). The objective functions, also known as Q-functions [26], are given by

\[
Q_j(H_j, A_j) = \mathbb{E}[Y | H_j, A_j]
\]

\[
Q_j(H_j, A_j) = \mathbb{E}[\max_{a_{j+1}} Q_{j+1}(H_{j+1}, A_{j+1}) | H_j, A_j] \text{ for } j = J - 1, \ldots, 1
\]

The optimal DTR is \( d_j(h_j) = \arg \max_{a_j} Q_j(h_j, a_j) \). The Q-functions can be estimated by linear regression as \( Q_j(H_j, A_j; \beta_j, \psi_j) = \beta_j^T H_{j0} + (\psi_j^T H_{j1}) A_j \) where \( H_{j0} \) is the “main effect of history” and \( H_{j1} \) is the “interaction effect of history”. Hence, the optimal DTR can be expressed as \( d_j(h_j) = \arg \max_{a_j} Q_j(h_j, a_j; \beta_j, \psi_j) \). An optimal DTR, defined as the vector of decision rules \( (d_1, \ldots, d_J) \), when estimated using standard Q-learning, is calculated by recursively moving backward through stages. This setup can be called Q-unshared. Let us now look at the Q-shared algorithm where the decision rule
parameters are shared across different stages [17]. Here, we have $\psi_1 = \cdots = \psi_J = \psi$. The Q-functions can be estimated as

$$Q_j(H_j, A_j) = E[Y_j(\theta_{j+1})|H_j, A_j]$$

for $j = 1, 2, \ldots, J - 1$, where $\theta_j^T = (\beta_j^T, \psi^T)$, $\beta_j$s are unshared parameters while $\psi$ is the shared parameter, and

$$Y_j(\theta_{j+1}) = \beta_j^T H_{j+1,0} + \max\{t_1 \times \psi_{j+1}^T H_{j+1,1}, t_2 \times \psi_{j+1}^T H_{j+1,1}\}$$

is the population-level $j$th stage pseudo-outcome. The pseudo-outcome is the potential outcome if the patient would obtain optimal treatments at later time stages [3]. For $\{t_1, t_2\} = \{-1, 1\}$, $\max\{t_1 \times \psi_{j+1}^T H_{j+1,1}, t_2 \times \psi_{j+1}^T H_{j+1,1}\} = |\psi_{j+1}^T H_{j+1,1}|$. The Q-function for the $J$th stage remains the same. $J$ regression equations can be written as $Q_j = Z_j \theta_j$ for $j = 1, \ldots, J$ where $Z_j = (H_{j0}^T, H_{j1}^T A_j)$ and $\theta_j^T = (\beta_j^T, \psi^T)$. Combining data from $J$ stages, we get,

$$\begin{pmatrix} Y \\ Y_{J-1}(\theta_J) \\ \vdots \\ Y_1(\theta_2) \end{pmatrix} = \begin{pmatrix} Z_j^{(\beta_j)} & 0 & \cdots & 0 & Z_j^\psi \\ 0 & Z_{j-1}^{(\beta_{j-1})} & \cdots & 0 & Z_{j-1}^\psi \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & Z_1^{(\beta_1)} & Z_1^\psi \end{pmatrix} \times \begin{pmatrix} \beta_J \\ \beta_{J-1} \\ \vdots \\ \beta_1 \\ \psi \end{pmatrix} + \varepsilon $$

which can be written as $Y^*(\theta) = Z \theta + \varepsilon$ with $\theta^T = (\beta_J^T, \cdots, \beta_1^T, \psi^T)$ and $\varepsilon$ as the error term. To estimate $\theta$, we wish to minimize

$$J(\theta) = ||Y^*(\theta) - Z \theta||^2.$$

This poses a problem because $Y^*(\theta)$ involves the unknown $\theta$ term that includes shared parameters. In the absence of a closed-form solution, Chakraborty et al. [17] proposed an iterative Q-shared algorithm by using the Bellman residual, $Y^*(\theta) - Z \theta$, instead of directly minimizing $J(\theta)$. They took the score function as $S_\theta(Z) = \frac{\partial}{\partial \theta} ((Z \theta)^T) = Z^T$, and formulated the estimating equation as $S_\theta(Z) \times (Y^*(\theta) - Z \theta) = 0$. Algorithm 1 describes the steps to estimate parameters using the Q-shared algorithm.

### 3 Non-convergence of the Q-shared algorithm

The Q-shared algorithm shares similarities with the ubiquitous least squares regression, and we can better ground our understanding of Q-shared through the intuition of least squares. The ordinary least squares estimate for the model $Y \sim X \beta$ is

$$\hat{\beta} = \arg \min_{\beta} ||X \beta - Y||_2 = (X^T X)^{-1} X^T Y.$$

Let $\hat{Y}$ be the predicted value for $Y$, then $\hat{Y} = X \hat{\beta} = X (X^T X)^{-1} X^T Y = HY$, where $H$ is the hat matrix. Assuming $(X^T X)^{-1}$ exists (and thus implying $H$ exists) and based on the discussion by Lizotte [27], we can
Algorithm 1 Q-shared algorithm:

1. Set starting value of $\theta$ (one can estimate from data, or guess): define it as $\hat{\theta}^{(0)} = (\hat{\beta}_2^{(0)})^T, \ldots, \hat{\beta}_1^{(0)})^T, \psi^{(0)})^T$.
2. For $k = 0, 1, 2, \ldots$, at the $(k + 1)^{th}$ iteration:
   a) Formulate the vector $Y^* (\hat{\theta}^{(k)})$.
   b) To obtain $\hat{\theta}^{(k+1)}$, solve the estimating equation $Z^T(Y^* (\hat{\theta}^{(k)}) - Z\theta) = 0$ for $\theta$.
3. Repeat (2a) and (2b) until convergence. Specifically, for a prespecified value of $\varepsilon$ and for some $k$, continue till $||\hat{\theta}^{(k+1)} - \hat{\theta}^{(k)}|| < \varepsilon$.

say that Q-shared may fail when the corresponding hat matrix $H$ is not an $\infty$-norm non-expansion. Note that $H$ will be $\infty$-norm non-expansion if

$$\|H\|_{op}(\infty) = \max_i \sum_j |H_{ij}| \leq 1,$$

(1)

where $H_{ij}$ is the $(i, j)^{th}$ element of the hat matrix $H$. In other words, for any row of the hat matrix ($H$), the sum of the absolute values of all the (row) elements ($H_{ij}$) is less than one. Note that the $i^{th}$ element of $\hat{Y}$ can be expressed as a linear combination of the elements of the $Y$, where the weights are given by the $i^{th}$ row of the hat matrix $H$. Thus, (1) restricts the sum of the absolute values of those weights. In general, the $\infty$-norm non-expansion described in (1) is defined for a linear operator [27]. Gordon [28] discussed that if an $\infty$-norm non-expansion linear operator is used for the approximation in fitted value iteration, the algorithm’s (e.g., linear model as the Q-function in Q-shared) convergence is guaranteed from any initial points. Therefore, the convergence of the Q-shared algorithm is not guaranteed during the estimation of parameters if (1) is violated. Robins [2] also discussed the non-convergence due to the use of linear models in the context of simultaneous g-estimation. Below, we show two examples where the above Q-shared algorithm fails to converge, indicating a limitation in its applicability.

Consider a three-stage ($J = 3$) sequential multiple-assignment randomized trial (SMART) design where responders enter the follow-up phase and exit the study, and non-responders are re-randomized again in the next stage. We use a simulated data set given in Chakraborty et al. [17] to show that the Q-shared algorithm fails to converge after a slight modification in the covariates in the same data. The first few rows of the dataset are given in Table 1, where $Y_1, Y_2$ and $Y_3$ are stage-specific outcomes corresponding to stages 1, 2, and 3, respectively. The primary outcome is defined as

$$Y_{Primary} = R_1 Y_1 + (1 - R_1) R_2 ((Y_1 + Y_2)/2) + (1 - R_1)(1 - R_2)((Y_1 + Y_2 + Y_3)/3),$$

where $R_1$ and $R_2$ are response indicators corresponding to stages 1 and 2, respectively (0: non-responder and 1: responder). The stage-specific treatments $A_j, j = 1, 2, 3$ and covariates $O_j, j = 1, 2, 3$ are all binary, coded $\{-1, 1\}$. The total sample size (number of rows) of the data is 300. To apply the Q-shared algorithm, we consider the initial estimates of all the parameters as zeros, i.e., $\hat{\beta}^{(0)} = (\hat{\beta}_2^{(0)})^T, \ldots, \hat{\beta}_1^{(0)})^T, \psi^{(0)})^T) = (0^T, \ldots, 0^T, 0^T)$. Note that, in the Q-shared algorithm, for a specific iteration ($Y^* (\theta)$ is known), $X = Z$. In the above data, the Q-shared algorithm converged in 8 iterations. However, we
observed that the corresponding $H$ matrix is not an $\infty$-norm non-expansion using (1). We see the norm of $H$ as $\|H\|_{op(\infty)} = \|X(X^TX)^{-1}X^T\|_{op(\infty)} = 4.52$. The estimated parameters, along with $m$-out-of-$n$ bootstrap variances and 95% confidence interval (CI), are presented in Table 2. Note that we have used the $m$-out-of-$n$ bootstrap to restore bootstrap consistency in the presence of non-regularity [17, 29].

Table 1: First few rows of the data set used by [17].

|      | $Y_1$ | $Y_2$ | $Y_3$ | $Y_{primary}$ | $A_1$ | $A_2$ | $A_3$ | $O_1$ | $O_2$ | $O_3$ | $R_1$ | $R_2$ |
|------|-------|-------|-------|---------------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1    | 1.5448| 2.857 | 2.230 | 1.544         | -1    | -1    | -1    | -1    | -1    | 1     | 1     |
| 2    | -0.4734| -0.688| -0.724| -0.589        | 1     | 1     | 1     | 1     | 1     | 0     | 1     |
| 3    | 0.4853 | -0.327| -0.741| 0.485         | 1     | 1     | -1    | -1    | -1    | 1     | 1     |
| 4    | -0.4224| 0.547 | -0.377| -0.084        | 1     | -1    | 1     | -1    | -1    | 0     | 0     |
| ...  |      |       |       |               |       |       |       |       |       |       |       |       |

Table 2: Estimated parameters using the Q-shared algorithm.

| Shared Parameter | Estimate | Variance | CI       |
|------------------|----------|----------|----------|
| $\psi_0$         | -0.0974  | 0.0061   | (-0.2156, 0.1040) |
| $\psi_1$         | 0.0802   | 0.0024   | (-0.0192, 0.1710) |
| $\psi_2$         | 0.0876   | 0.0055   | (-0.0522, 0.2366) |
| $\psi_3$         | -0.0409  | 0.0101   | (-0.2360, 0.1616) |

Example 1:

In the above simulated example (Table 1), covariates $O_j, j = 1, 2, 3$ are coded as $\{-1,1\}$. Now, we modify the data by considering $O_1, O_2, O_3 \in \{-0.01, 0, 0.01\}$, which follow multinomial distributions with probability $1/3$ for each category. Note that, $A_1, A_2, A_3 \in \{-1,1\}$, are unchanged. In this modified data, we applied the Q-shared algorithm and observed that $\psi_1$ fails to converge to one particular value in most of the 1000 $m$-out-of-$n$ bootstrap replications. From different iterations, we notice that most of the iterations converge to different values, which result in the high variance of the estimate of $\psi_1$ as shown in Table 3. We notice that $\|H\|_{op(\infty)} = \|X(X^TX)^{-1}X^T\|_{op(\infty)} = 4.56$ is greater than 1, and hence convergence is not guaranteed, which we observe in our case. Table 3 shows the estimated parameters along with $m$-out-of-$n$ bootstrap variances and 95% confidence interval (CI). Such a high variance of the estimates of $\psi_1$ (in Table 3) is not useful. It does not provide information about the precise value of the estimate, and hence, we need alternative methods to solve the problem with this particular setting.

Example 2:

We now again modify the data used in Example 1 by considering $O_1, O_2, O_3 \in \{-0.01, 0, 0.01\}$, which follows multinomial distributions with probability for each
Table 3: Example 1: Estimated parameters using Q-shared algorithm from modified data.

| Shared Parameter | Estimate | Variance | CI          |
|------------------|----------|----------|-------------|
| ψ₀               | -0.109   | 0.006    | (-0.223, 0.088) |
| ψ₁               | 1.153    | 34.737   | (-10.027, 12.707) |
| ψ₂               | 0.111    | 0.004    | (-0.019, 0.242)  |
| ψ₃               | -0.071   | 0.012    | (-0.282, 0.148)  |

category being calculated based on the outcome Y_j and the treatment A_j at stage j. Specifically, Z_j = 1 + 0.6 × Y_j × A_j + ε_j, ε_j ∼ N(0, 1) and O_j = −0.01 if Z_j ≤ 0.6; O_j = 0 if 0.6 < Z_j ≤ 1.2; O_j = 0.01 if 1.2 < Z_j. Following the same procedure as in Example 1, we once again notice that the shared parameter ψ₁ converges to different values in most of the 1000 m-out-of-n bootstrap replications and results in a high variance, which is a sign of non-convergence. We notice that ||H||_{op}(∞) = ||X(X^T X)^{-1}X^T||_{op}(∞) = 4.69. Table 4 shows the estimated parameters along with m-out-of-n bootstrap variances and 95% confidence interval (CI). We observe high variance for the estimate of ψ₁. The above two examples show that the Q-shared algorithm may not converge always. Therefore, we need an algorithm that can address the non-convergence issue.

Table 4: Example 2: Estimated parameters using Q-shared algorithm from modified data.

| Shared Parameter | Estimate | Variance | CI          |
|------------------|----------|----------|-------------|
| ψ₀               | -0.065   | 0.002    | (-0.146, 0.014) |
| ψ₁               | 40.467   | 12.073   | (34.024, 47.294) |
| ψ₂               | 0.019    | 0.003    | (-0.079, 0.120)  |
| ψ₃               | -0.016   | 0.006    | (-0.175, 0.13)  |

4 Penalized Q-shared Algorithm

We have demonstrated that the Q-shared algorithm fails to converge in at least two examples. Moreover, from the m-out-of-n bootstrap replicates, we observe high variances for estimates of the shared parameters. It prompts us to think about shrinkage methods inside the Q-shared algorithm instead of the linear regression model to control the high variability [30]. In Algorithm 2, we propose the penalized Q-shared algorithm that uses ridge regression as the shrinkage method.

Here, note that we do not have to use an approximate estimating equation involving the Bellman residual instead of minimizing the squared Bellman error to obtain the \( \hat{\theta}^{(k+1)} \). Chakraborty et al. [17] used the approximate estimating equation involving the Bellman residual to avoid instability or non-convergence during the estimation process. Here, the ridge regression takes care of those issues through the penalty parameter λ. Note that λ ≥ 0 controls the extent of shrinkage. A larger value of λ indicates a
Algorithm 2 Penalized Q-shared algorithm:

(1) Set starting value of \( \theta \) (one can estimate from data, or guess); define it as \( \hat{\theta}^{(0)} = (\hat{\beta}_y^{(0)^T}, \ldots, \hat{\beta}_y^{(0)^T}, \hat{\psi}^{(0)^T}) \)
(2) For \( k = 0, 1, 2, \ldots \), at the \((k+1)\)th iteration:
   a) Formulate the vector \( Y^*(\hat{\theta}^{(k)}) \).
   b) Get, \( \hat{\theta}^{(k+1)} = \arg \min_\theta \| Z\theta - Y^*(\hat{\theta}^{(k)}) \|_2 + \lambda \| \theta \|_2 \)
(3) Repeat (2a) and (2b) until convergence. Specifically, for a prespecified value of \( \varepsilon \) and for some \( k \), continue till \( \| \hat{\theta}^{(k+1)} - \hat{\theta}^{(k)} \| < \varepsilon \).

higher amount of shrinkage. The optimal value of \( \lambda \) in Algorithm 2 (step 2(b)) can be obtained by minimizing the 10-fold cross-validation error [31] as

\[
\hat{\lambda} = \arg \min_\lambda \left[ \frac{1}{10} \sum_{v=1}^{10} \frac{1}{n_{S_v}} \sum_{u \in S_v} (Y_{obs,u}(\lambda) - \hat{Y}_{pred,u}(\lambda))^2 \right],
\]

where \((S_1, S_2, \ldots, S_{10})\) denote the 10 partitions of the data with the corresponding number of subjects as \((n_{S_1}, n_{S_2}, \ldots, n_{S_{10}})\), respectively. \( Y_{obs,u}(\lambda) = Y_u^{(K)}(\hat{\theta}(K)) \) and \( \hat{Y}_{pred,u}(\lambda) = Z_u \hat{\theta}(K) \) denote the observed and the predicted values of the primary outcome for the \( u \)th subject in a partition based on the final iterative stage \( K \) of the penalized Q-shared algorithm, respectively. Note that \( \hat{\theta}(K) \) is a function of \( \lambda \) and thus known for a given value of \( \lambda \).

It is natural to also consider \( L_1 \) regularization. However, \( L_1 \) regularized regression, or the lasso [30], is generally applied for the purposes of variable selection or denoising; in the context of Q-shared, we are simply attempting to improve variability in parameter estimates at the cost of bias. This is a task best suited for \( L_2 \) regularization.

5 Simulation Studies

The objective of the following simulation study is to show that the proposed penalized Q-shared algorithm performs better than the existing Q-shared algorithm in two aspects. First, the penalized Q-shared algorithm does converge when Q-shared does not. Secondly, when there are no issues of non-convergence, the performance of the penalized Q-shared algorithm is better than the Q-shared with respect to allocating appropriate treatments to patients. In other words, there is no reason not to employ penalized Q-shared over the original Q-shared.

In Section 3, we have provided two examples where the existing Q-shared algorithm fails to converge. Here, we use the penalized Q-shared algorithm for the same data used for the two examples. Table 5 and 6 show the estimated parameters along with corresponding \( m \)-out-of-\( n \) bootstrap variances and 95% confidence intervals (CIs) using penalized Q-shared for the Examples 1 and 2, respectively. In both examples, we have used 1000 \( m \)-out-of-\( n \) bootstrap iterations. We can see that in both examples, the estimated parameters have small variances. In other words, when the \( O_j, j = 1, 2, 3 \)
takes values in \([-0.01, 0.01]\) instead of \([-1, 1]\), the Q-shared method may not give satisfactory results. It could be a significant issue in a SMART when the covariates are multi-categorical or continuous in nature. In Figure 1, we show the convergence patterns of the Q-shared and the penalized Q-shared algorithms based on 50 m-out-of-n bootstrap samples related to Example 2 for all the four parameters \(\psi_0, \psi_1, \psi_2, \) and \(\psi_3\). It is evident from the top row of Figure 1 that the Q-shared algorithm fails to converge and exhibits high variability for \(\psi_1\), which is consistent from the results reported in Table 4. In contrast, the bottom row of Figure 1 indicates a convergence of the penalized Q-shared algorithm with extremely low variances for all four parameters.

![Fig. 1: Convergence patterns of Q-shared (top row) and penalized Q-shared (bottom row) based on 50 m-out-of-n bootstrap samples. The initial values for all the cases have been set to zero.](image)

In a shared parameter DTR problem, Chakraborty et al. [17] showed that the Q-shared algorithm works better than Q-unshared using simulation. In Table 7, our objective is to illustrate that the penalized Q-shared algorithm performs even better than the original Q-shared algorithm. We use the same set of examples and the same metrics for comparison, as in Chakraborty et al. [17], to show the differences between the two methods. As mentioned in Section 4, the penalized Q-shared algorithm requires
Table 5: Estimates of the shared parameters along with their m-out-of-n bootstrap variances and confidence intervals generated by the penalized Q-shared algorithm using the same data as in example 1.

| Shared Parameter | Estimate | Variance | CI               |
|------------------|----------|----------|------------------|
| $\psi_0$         | -0.099   | 0.005    | (-0.189, 0.080)  |
| $\psi_1$         | 0.003    | 0.0001   | (-0.025, 0.027)  |
| $\psi_2$         | 0.104    | 0.004    | (-0.023, 0.233)  |
| $\psi_3$         | -0.041   | 0.009    | (-0.222, 0.140)  |

Table 6: Estimates of the shared parameters along with their m-out-of-n bootstrap variances and confidence intervals generated by the penalized Q-shared algorithm using the same data as in example 2.

| Shared Parameter | Estimate | Variance | CI               |
|------------------|----------|----------|------------------|
| $\psi_0$         | -0.099   | 0.005    | (-0.194, 0.083)  |
| $\psi_1$         | 0.131    | 0.0004   | (0.076, 0.166)   |
| $\psi_2$         | 0.104    | 0.003    | (-0.008, 0.220)  |
| $\psi_3$         | -0.042   | 0.009    | (-0.233, 0.142)  |

initial values of the parameters to start the algorithm. In Table 7, we have considered five different choices of initial values of parameters. First, we have used Q-unshared to estimate $\theta_j^T = (\beta_j^T, \psi_j^T) = (\hat{\beta}_j^{0T}, \hat{\psi}_j^{0T})$, $j = 1, \cdots, J$. Five different choices of the initial values of each of the shared parameters are Simple Average (SA): 

$\frac{1}{J} \sum_{j=1}^J \hat{\psi}_j^{(0)}$; Inverse Variance Weighted Average (IVWA): 

$\frac{\left(\sum_{j=1}^J \hat{\psi}_j^{(0)} \hat{\sigma}_j^2\right)}{\left(\sum_{j=1}^J \hat{\psi}_j^{(0)} \hat{\sigma}_j^2\right)}$;  

where the estimated large sample variance of $\hat{\psi}_j^{(0)}$ is $\hat{\sigma}_j^2$; MAX: max${\hat{\psi}_1^{(0)}, \cdots, \hat{\psi}_J^{(0)}}$;  

MIN: min${\hat{\psi}_1^{(0)}, \cdots, \hat{\psi}_J^{(0)}}$; ZERO: all the initial values of the parameters are taken as zero. Note that the initial values of the intercept parameter $\psi_0$ are calculated in similar ways for all the five different choices.

We consider two metrics: the weighted average of the stage-specific allocation matching ($M$) and overall allocation matching ($\tilde{M}$) over all the stages of the study. By matching, we mean the matching of treatment allocation between the method under consideration and an “oracle” method. The oracle method assumes that the Q-functions are correctly specified and the true values of the model parameters are known. Thus, the oracle DTR $d_{\psi_{oracle}}$ can allocate the best treatments over all the stages. To balance the different number of subjects across the different stages, the weighted average of the stage-specific allocation matching is defined as $M = \sum_{j=1}^J n_j M_j$, where $n_j$ denotes the number of patients at the $j$th stage, $M_j = P[d_{j}^{\psi} (H_j) = d_{j}^{\psi_{oracle}} (H_j)]$ is the probability of allocation matching with the oracle at stage $j$ and $d_{j}^{\psi}$ is the estimated DTR from the method under consideration. Similarly, the overall allocation matching is defined
where $\tilde{M} = P[d|\hat{y} = d|\text{oracles}]$, which denotes the probability of allocation matching over all the stages of the study for a subject.

In this simulation study, we consider a three-stage ($J = 3$) SMART design with 300 patients. Recall that, at the end of each stage, nonresponders proceed to the next stage ($j$ to $j + 1$), and responders proceed to a follow-up phase and exit the main study. As defined in Section 3, $R_1$ and $R_2$ are the response indicators. Here, we generate $R_1$ and $R_2$ using a Bernoulli distribution with success probability 0.38 and 0.18, respectively. These values are obtained from the sequenced treatment alternatives to relieve depression (STAR*D) trial; our simulation study follows the same structure as this trial [32].

The stage-specific outcomes are generated as [17],

\[
Y_1 = \gamma_1 + \gamma_2O_1 + \gamma_3A_1 + \gamma_4O_1A_1 + \epsilon_1, \\
Y_2 = Y_1 + \frac{3}{2}[\gamma_5O_2 + \gamma_6A_2 + \gamma_7O_2A_2 + \gamma_8A_1A_2] + \epsilon_2, \\
Y_3 = Y_2 + 3[\gamma_9O_3 + \gamma_{10}A_3 + \gamma_{11}O_3A_3 + \gamma_{12}A_2A_3 + \gamma_{13}A_1A_2A_3] + \epsilon_3,
\]

where for $j = 1, 2, 3$, the error terms $\epsilon_i \sim N(0, 1)$, $A_j$ takes values 1 or -1 with equal probability (0.5); the covariate $O_1$ also takes values 1 or -1 with equal probability, $P(O_2 = 1|O_1, A_1) = 1 - P(O_2 = -1|O_1, A_1) = \exp(\delta_{21}O_1 + \delta_{22}A_1)/(1 + \exp(\delta_{21}O_1 + \delta_{22}A_1))$ and $P(O_3 = 1|O_1, A_1, O_2, A_2) = 1 - P(O_3 = -1|O_1, A_1, O_2, A_2) = \exp(\delta_{31}O_1 + \delta_{32}A_2 + \delta_{33}A_1A_2)/(1 + \exp(\delta_{31}O_2 + \delta_{32}A_2 + \delta_{33}A_1A_2))$. As defined in Section 3, the primary outcome is $Y_{\text{primary}} = \tilde{R}_1Y_1 + (1 - \tilde{R}_1)\tilde{R}_2((Y_1 + Y_2)/2) + (1 - \tilde{R}_1)(1 - \tilde{R}_2)((Y_1 + Y_2 + Y_3)/3)$. Therefore, above expressions for $Y_1, Y_2$ and $Y_3$ ensure that the final outcome for those who remain till the end ($R_1 = R_2 = 0$) of the third stage is $Y = \gamma_1 + \gamma_2O_1 + \gamma_3A_1 + \gamma_4O_1A_1 + \gamma_5O_2 + \gamma_6A_2 + \gamma_7O_2A_2 + \gamma_8A_1A_2 + \gamma_9O_3 + \gamma_{10}A_3 + \gamma_{11}O_3A_3 + \gamma_{12}A_2A_3 + \gamma_{13}A_1A_2A_3 + \epsilon$, where $\epsilon = (\epsilon_1 + \epsilon_2 + \epsilon_3)/3$. Given the $\gamma$-parameters, the above generative models generate a 3-stage SMART data for the simulation study. From this data, we develop DTRs using the following Q-functions:

\[
Q_3 = \beta_{30} + \beta_{31}O_1 + \beta_{32}A_1 + \beta_{33}O_1A_1 + \beta_{34}O_2 + \beta_{35}A_2 + \beta_{36}O_2A_2 + \beta_{37}A_1A_2 + \beta_{38}O_3 + (\psi_0 + \psi_1O_3 + \psi_2A_2 + \psi_3A_1A_2)A_3, \\
Q_2 = \beta_{20} + \beta_{21}O_1 + \beta_{22}A_1 + \beta_{23}O_1A_1 + \beta_{24}O_2 + (\psi_0 + \psi_1O_2 + \psi_2A_2)A_2, \\
Q_1 = \beta_{10} + \beta_{11}O_1 + (\psi_0 + \psi_1O_1)A_1.
\]

Note that $\psi_0$ and $\psi_1$ are the shared parameters across all three stages, whereas $\psi_2$ is shared only between stages 2 and 3. To calculate the bias of different parameters, the relationship between $\gamma$s and $\beta$s are given in [17]. In Table 7, the extent of non-regularity (due to non-smooth maximization) is given by $p_3 = P(\psi^TH_{31} = 0)$ and $p_2 = P(\psi^TH_{21} = 0)$ corresponding to stages 3 and 2 which can cause bias in parameter estimation in stages 2 and 1, respectively.

We can observe from Table 7 that the penalized Q-shared algorithm performs better in all the examples except in Ex. 4 and for the simple average (SA) version of the algorithms in Ex. 2 with respect to both metrics $M$ and $\tilde{M}$. In some cases, the gain in allocation matching is high. For example, in Ex. 3, there is around a 3 to...
4% increase in allocation matching with respect to both metrics. Overall, we notice that the allocation matching does not depend on the choice of initial values for both the Q-shared and the penalized Q-shared algorithms. Interestingly, both algorithms perform well based on the initial values of all the parameters set to zero. Based on these observations, we can say that the developed penalized Q-shared algorithm is quite robust to the choice of initial values of the parameters. We have reported the bias of only $\psi_0$ as it represents the “main effect” of treatment $A_j$ at the $j^{th}$ stage.

Table 7: Comparison of Q-shared and penalized Q-shared algorithms with respect to the bias of $\psi_0$ and allocation matching with the oracle (%) for sample size 300. The numbers for Q-shared have been recalculated and are the same as in [17].

| Ex. $(\psi_0, p_1, p_2)$ | Initial Values | Q-Shared |          |          | Penalized Q-Shared |          |          |
|-------------------------|----------------|----------|----------|----------|-------------------|----------|----------|
|                         | Allocation Matching |          |          |          | Bias ($\psi_0$) |          |          |          |
|                         | $\hat{M}(\%)$ |          | $\hat{M}(\%)$ |          | Bias ($\psi_0$) |          |          |          |
| 1 (0.01,0.0) | SA 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
|                     | IVWA 0.0261 | 61.46 | 43.74 | 0.0020 | 62.60 | 49.14 |          |          |
|                     | MAX 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
|                     | MIN 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
| 2 (-0.05,0.5,0.5) | SA 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
|                     | IVWA 0.0261 | 61.46 | 43.74 | 0.0020 | 62.60 | 49.14 |          |          |
|                     | MAX 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
|                     | MIN 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
| 3 (0.05,0.5,0.5) | SA 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
|                     | IVWA 0.0261 | 61.46 | 43.74 | 0.0020 | 62.60 | 49.14 |          |          |
|                     | MAX 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
|                     | MIN 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
| 4 (0.05,0.25,0.25) | SA 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
|                     | IVWA 0.0261 | 61.46 | 43.74 | 0.0020 | 62.60 | 49.14 |          |          |
|                     | MAX 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |
|                     | MIN 0.0154 | 59.68 | 43.74 | 0.0029 | 62.74 | 49.22 |          |          |

6 Application to Real data

We have applied the penalized Q-shared algorithm to the three-stage STAR*D data to estimate the optimal shared-parameter DTR in the context of a major depressive disorder. A detailed description of the STAR*D trial that consists of 4041 patients is available in Rush et al. [32]. For simplicity, here we consider binary treatment ($A_j$) at each stage ($j = 1, 2, 3$) as mono therapy (coded as 1) and combination therapy (coded as -1), and other setup is also the same as Chakraborty et al. [17]. The primary outcome ($Y_{primary}$) is the same as defined in Section 3 as a function of stage-specific outcomes $Y_1, Y_2$ and $Y_3$ and response indicators ($R_1, R_2$). Here, $Y_j, j = 1, 2, 3$ denotes...
We consider the following Q-functions [17]:

\[ Q(H_3, A_3) = \beta_{03} + \beta_{13} \times \text{start.QIDS}_3 + \beta_{23} \times \text{slope.QIDS}_3 + \beta_{33} \times \text{side.effect}_3 + \beta_{43} \times A_2 \]
\[ + (\psi_0 + \psi_1 \times \text{start.QIDS}_3 + \psi_2 \times \text{slope.QIDS}_3 + \psi_3 \times \text{side.effect}_3 + \psi_4 \times A_2) \times A_3 \]
\[ Q(H_2, A_2) = \beta_{02} + \beta_{12} \times \text{start.QIDS}_2 + \beta_{22} \times \text{slope.QIDS}_2 + \beta_{32} \times \text{side.effect}_2 + \beta_{42} \times A_1 \]
\[ + (\psi_0 + \psi_1 \times \text{start.QIDS}_2 + \psi_2 \times \text{slope.QIDS}_2 + \psi_3 \times \text{side.effect}_2 + \psi_4 \times A_1) \times A_2 \]
\[ Q(H_1, A_1) = \beta_{01} + \beta_{11} \times \text{start.QIDS}_1 + \beta_{21} \times \text{slope.QIDS}_1 \]
\[ + (\psi_0 + \psi_1 \times \text{start.QIDS}_1 + \psi_2 \times \text{slope.QIDS}_1) \times A_1 \]

Note that the side effects from the previous stage for stage 1 are not considered, as everyone obtained the same treatment (citalopram) before entering stage 1. Table 8 shows the estimated shared parameters using penalized Q-shared algorithm along with \( m \)-out-of-\( n \) bootstrap variances and 95% confidence intervals. Observe that the only significant shared parameter is \( \psi_2 \). This finding from STAR*D data is consistent with that using the Q-shared algorithm mentioned in [17]. Using the estimated values of the shared parameters, the stage-specific optimal decision rules are

\[ d_3(H_3) = \text{sign}(-0.0298 + 0.0052 \times \text{start.QIDS}_3 - 0.0700 \times \text{slope.QIDS}_3 + 0.0056 \times \text{side.effect}_3) \]
\[ d_2(H_2) = \text{sign}(-0.0298 + 0.0052 \times \text{start.QIDS}_2 - 0.0700 \times \text{slope.QIDS}_2 + 0.0056 \times \text{side.effect}_2) \]
\[ d_1(H_1) = \text{sign}(-0.0298 + 0.0052 \times \text{start.QIDS}_1 - 0.0700 \times \text{slope.QIDS}_1) \]

In practice, we will know the stage-specific values of \( \text{start.QIDS} \), \( \text{slope.QIDS} \), \( \text{side.effect} \), and the previous stage treatment for a patient. Therefore, using the above DTRs, one can decide whether to give mono therapy (1) or combination therapy (-1) to that patient in a particular stage.

**Table 8:** Estimates of the shared parameters along with their \( m \)-out-of-\( n \) bootstrap variances and confidence intervals generated by penalized Q-shared algorithm using the STAR*D data. Here the binary treatment is coded as \{-1, 1\}.

| Shared Parameter | Estimate | Variance | CI        |
|------------------|----------|----------|-----------|
| \( \psi_0 \)     | -0.0298  | 0.0010   | (-0.0091, 0.0290) |
| \( \psi_1 \)     | 0.0052   | 8.6309   | (-0.0141, 0.0220) |
| \( \psi_2 \)     | -0.0700  | 0.0014   | (-0.1378, -0.0001) |
| \( \psi_3 \)     | 0.0086   | 0.0007   | (-0.0436, 0.0584) |
| \( \psi_4 \)     | 0.0060   | 0.0017   | (-0.0786, 0.0876) |
7 Discussion

In some clinical practices, consistent decision rules across different disease stages are desired to provide optimal treatment. The Q-shared algorithm is a Q-learning procedure with shared parameters among linear regression models across stages, enabling such shared decision-making. The Q-shared algorithm estimates fewer parameters than a Q-learning algorithm to develop DTRs based on the same data for shared decision rules. However, as shown in Section 3, the original Q-shared algorithm may fail to converge in certain settings. To address this issue, we have proposed the penalized Q-shared algorithm in the current article. Our simulation study demonstrates that the penalized Q-shared algorithm outperforms the original Q-shared algorithm in terms of correctly allocating patients to the true optimal decision rules, even in settings without convergence issues. Therefore, researchers may consider using the penalized Q-shared algorithm over the original Q-shared algorithm when developing shared decision rules is the primary research objective.

This paper empirically demonstrates the improvements achieved by the penalized Q-shared algorithm over the original Q-shared algorithm using comprehensive simulation studies, and illustrates the use of the penalized Q-shared approach in a real application. Establishing theoretical guarantees of superiority using penalized Q-shared remains for future work. Additionally, this paper only focuses on binary treatment options at each of the three stages. However, it is straightforward to extend the penalized Q-shared algorithm to accommodate settings with multiple treatment options and additional stages. Furthermore, tree-based or list-based DTRs provide interpretable and clinically meaningful decision rules [24, 25]. Future work may focus on developing shared decision rules for these types of DTRs.
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