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ABSTRACT

Neural audio super-resolution models are typically trained on low- and high-resolution audio signal pairs. Although these methods achieve highly accurate super-resolution if the acoustic characteristics of the input data are similar to those of the training data, challenges remain: the models suffer from quality degradation for out-of-domain data, and paired data are required for training. To address these problems, we propose Dual-CycleGAN, a high-quality audio super-resolution method that can utilize unpaired data based on two connected cycle consistent generative adversarial networks (CycleGAN). Our method decomposes the super-resolution method into domain adaptation and resampling processes to handle acoustic mismatch in the unpaired low- and high-resolution signals. The two processes are then jointly optimized within the CycleGAN framework. Experimental results verify that the proposed method significantly outperforms conventional methods when paired data are not available. Code and audio samples are available from https://chomeyama.github.io/DualCycleGAN-Demo/.
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1. INTRODUCTION

Audio super-resolution (SR) (also called bandwidth extension) is a technique used to predict a high-resolution (HR) audio signal (e.g., at 48 kHz) from a low-resolution (LR) signal (e.g., at 16 kHz). The potential applications of audio SR are wide-ranging and include refining old audio or video recordings, enhancement of speech generated by a text-to-speech (TTS) systems [1], and restoring frequency-bands missing from low-resolution data in recognition tasks; other uses include automatic speech recognition [2–4], speaker recognition [5], speaker identification, and speaker verification [6, 7].

Recent neural audio SR models based on generative adversarial networks (GANs) [1, 8], normalizing flows [9], and diffusion probabilistic models [10, 11] were all trained on the pairs of corresponding LR and HR audio signals. Although these methods achieve accurate SR when the acoustic characteristics of the input data are similar to those of training data, they suffer from quality degradation for the out-of-domain data. This is problematic in the real-world applications to which SR is applied outside the training domain, e.g., speech recorded in different acoustic environments and synthesized speech from TTS systems.

One possible way to solve this problem is to train SR models using data from the target domain to familiarize the model with it. However, conventional SR methods [1, 8–14] require pairs of LR and HR data (i.e., parallel data), and HR audio signals from the target domain are generally unavailable. Therefore, it is inherently difficult to solve these out-of-domain issues using conventional methods, and thus its applications are limited.

To address these problems, we propose Dual-CycleGAN, a high-quality nonparallel audio SR method based on two connected cycle consistent generative adversarial networks (CycleGAN) [15]. In contrast to the conventional methods, Dual-CycleGAN uses both nonparallel and parallel data and learns an implicit mapping between the LR and HR signals, even when HR signals are unavailable for the target domain. Furthermore, we decompose SR into domain adaptation and resampling (i.e., up and downsampling processes) to solve the mismatch between the acoustic characteristics of the unpaired LR and HR signals. These two processes are modeled using two connected CycleGANs and are optimized via a two-stage training approach for stable optimization: joint pre-training and fine-tuning. Experimental results show that the Dual-CycleGAN outperforms the conventional methods under two challenging SR conditions: 1) SR across different recording environments and 2) SR on TTS-generated speech.

Note that there is a concurrent study that aims to solve for domain adaptation and SR jointly based on two time-domain CycleGANs for speaker verification [7]. The researchers investigated several optimization strategies and applied their method successfully to upsampling of telephone signals from 8 kHz to 16 kHz. We tackle more challenging SR conditions, i.e., upsampling of 16 kHz signals to 48 kHz for high-quality SR, which is essential for applications such as enhancement of TTS-generated speech.

2. PROPOSED METHOD

2.1. Overview

Figure 1 shows an overview of the proposed Dual-CycleGAN. Our method comprises two components: domain adaptation and resampling, where each is based on a CycleGAN [15]. We denote the generator and discriminator pairs for the domain adaptation CycleGAN by \(\{G_1, G_2\}\) and \(\{D_1, D_2\}\), and the corresponding pairs for the resampling CycleGAN are \(\{G_3, G_4\}\) and \(\{D_2, D_3\}\).
respectively. Note that the two CycleGANs share $D_2$ to save their parameters.

The resampling CycleGAN learns the conversion between LR and HR speech waveforms in the same domain $T$, where parallel data are available. We define the LR and HR domains of $T$ as $T_{LR}$ and $T_{HR}$, respectively. To generate a high-quality HR speech waveform from LR speech from the different domain $S_{LR}$, the domain adaptation CycleGAN learns mappings between $S_{LR}$ and $T_{LR}$. The inference is performed as the composition mapping $S_{LR} \rightarrow T_{LR} \rightarrow T_{HR}$ by $G_3(G_1(\cdot))$.

### 2.2. Two-stage optimization

#### 2.2.1. Joint pre-training

In the joint pre-training process, the two conversions $S_{LR} \leftrightarrow T_{LR}$ and $T_{LR} \leftrightarrow T_{HR}$ are trained simultaneously following the general CycleGAN training approach based on least-squares GANS [16]. In the domain adaptation CycleGAN, $D_1$ learns to identify the generated samples from $G_2$ as fake and the ground-truth (GT) samples $x \in S_{LR}$ as real, while $D_2$ learns to identify the generated samples from $G_1$ as fake and the GT samples $z \in T_{LR}$ as real. In the resampling CycleGAN, $D_2$ learns to identify the generated samples from $G_4$ as fake and the GT samples $z \in T_{LR}$ as real, while $D_3$ learns to identify the generated samples from $G_3$ as fake, and the GT samples $y \in T_{HR}$ as real.

The generators learn to minimize the weighted sum of three losses: the adversarial loss $L_{adv}$, the cycle-consistency loss $L_{cyc}$, and the identity mapping loss $L_{idt}$. These losses are formulated as follows:

$$L_{adv}(G_1, G_2, G_3, G_4; D_1, D_2, D_3) = \mathbb{E}_{x,z} \left[ (1 - D_1(G_2(z)))^2 + (1 - D_2(G_1(x)))^2 \right] + \mathbb{E}_{y,z} \left[ (1 - D_2(G_4(y)))^2 + (1 - D_3(G_3(z)))^2 \right]$$

(1)

$$L_{cyc}(G_1, G_2, G_3, G_4) = \mathbb{E}_{x,z} \left[ ||x - G_2(G_1(x))||_1 + ||z - G_1(G_2(z))||_1 \right] + \mathbb{E}_{y,z} \left[ ||y - G_3(G_4(y))||_1 + ||z - G_4(G_3(z))||_1 \right]$$

(2)

$$L_{idt}(G_1, G_2, G_3, G_4) = \mathbb{E}_{x,z} \left[ ||x - G_2(G_1(x))||_1 + ||z - G_1(G_2(z))||_1 \right] + \mathbb{E}_{y,z} \left[ ||y - G_3(G_4(y))||_1 + ||z - G_4(G_3(z))||_1 \right]$$

(3)

We set the weights of $L_{adv}$, $L_{cyc}$ and $L_{idt}$ empirically to 1, 10, and 10, respectively.

The discriminators learn to identify the fake and real samples by learning to minimize the sum of two adversarial losses: the fake loss $L_{fake}$ and the real loss $L_{real}$.

$$L_{fake}(D_1, D_2, D_3; G_1, G_2, G_3, G_4) = \mathbb{E}_{x,z} \left[ D_1(G_2(z))^2 + D_2(G_1(x))^2 / 2 \right] + \mathbb{E}_{y,z} \left[ D_2(G_4(y))^2 / 2 + D_3(G_3(z))^2 \right]$$

(4)

Fig. 1. Overview of the proposed Dual-CycleGAN.

$$L_{real}(D_1, D_2, D_3) = \mathbb{E}_{x,y,z} \left[ (1 - D_1(x))^2 + (1 - D_2(z))^2 + (1 - D_3(y))^2 \right].$$

(5)

As described in Section 2.2.2, we can optimize the entire network in an end-to-end manner, but joint pre-training makes the entire training process stable.

#### 2.2.2. Fine-tuning

The fine-tuning process enables a direct optimization of the composite mappings $S_{LR} \rightarrow T_{LR} \rightarrow T_{HR}$ and its inverse $T_{HR} \rightarrow T_{LR} \rightarrow S_{LR}$ to ease the effect of the domain shift between the real and fake samples of $T_{LR}$, induced by the imperfect domain adaptation performed by $G_1$.

We rewrite three of the loss functions used in the joint pre-training process. In Equations (1) and (4), the generated samples $G_2(z)$ and $G_3(z)$ are replaced by $G_2(G_4(y))$ and $G_3(G_1(x))$, respectively. Furthermore, Equation (2) is replaced with a new cycle-consistency loss that considers the entire cycle between the four generators and is defined as follows:

$$L_{cyc}(G_1, G_2, G_3, G_4) = \mathbb{E}_{x} \left[ ||x - G_2(G_4(G_3(G_1(x))))||_1 \right] + \mathbb{E}_{y} \left[ ||y - G_3(G_1(G_2(G_4(y))))||_1 \right]$$

(6)

We set the weights of $L_{adv}$, $L_{cyc}$ and $L_{idt}$ empirically to 1, 10, and 10, respectively.

The fine-tuning is performed as the same manner as the joint pre-training process, except that the three newly defined loss functions are used in this case.

### 2.3. Perceptual cycle consistency

It is possible to use the waveform-domain L1 distance to compute the cycle-consistency loss functions [17, 18]. However, because there are multiple possible HR waveforms for what corresponds to the same LR waveform due to the ill-posed nature of SR, the waveform-domain L1 loss would make it difficult for the CycleGANs to learn cycle-consistent functions that should be bijections [15]. To address this issue, we compute a perceptually meaningful cycle-consistency loss based on the mel-spectrogram. Specifically, we replace the waveform-domain L1 loss in Equations (2) and (6) with the mel-scale time-frequency domain L1 loss.

Similarly, we replace the identity mapping loss in Equation (3) with the proposed perceptual loss. Because the mel-spectral matching brings flexibility to the high-frequency bands, the CycleGANs can learn conversions that consider the ill-posed nature of SR implicitly.
2.4. Network architecture

All generators of the Dual-CycleGAN have the same architecture, which is based on the WaveCycleGAN2 generator [18]. We replaced the first and last linear projection layers of the base architecture with a one-dimensional convolutional neural network (CNN) followed by gated linear units (GLUs) [19]. To perform resampling, we add a sinc-based interpolation with 151 kernel size before the first layer only for $G_3$ and $G_4$.

Several studies have shown the importance of combining multiple types of discriminators for speech generation tasks [18, 20, 21]. Inspired by these studies, we use multi-domain discriminators for the waveform and the log amplitude linear spectral domains. For the waveform domain discriminator, we use the Parallel WaveGAN’s one [22]. For the spectral domain discriminator, we use the multi-band grouped discriminators of the NU-GAN [12]. Each sub-discriminator of the NU-GAN captures band-wise spectral features independently according to its unique grouping size, thus helping the generators learn all the frequency bands effectively. To balance the loss ratio of the two domains of the discriminators, we use a fully connected layer to summarize the multiple outputs from the spectral discriminators into one scalar value.

3. EXPERIMENTAL EVALUATIONS

To evaluate the performance of the proposed Dual-CycleGAN, we conducted two experiments: SR across different recording environments and SR on TTS-generated speech. In this section, we first describe the details of the dataset and model configurations. We then describe the results from the two experiments.

3.1. Experimental setups

3.1.1. Database

We used the two publicly available databases LJ Speech [23] and VCTK [24] (mic2, version 0.92), as the nonparallel and parallel datasets, respectively. LJ Speech contains approximately 24 hours of data recorded by a single English female speaker. These audio signals were downsampled from 22.05 kHz to 16 kHz, and were then used as data for the domain $S_{LR}$. VCTK consists of approximately 44 hours of clean speech signals recorded by 110 English speakers. The VCTK audio signals were provided at 48 kHz. We performed high-pass filtering with a cutoff frequency of 70 Hz to remove the low-frequency noise. Each audio signal was normalized to -26 dB. To prepare paired LR and HR signals for VCTK, audio signals at 16 kHz were constructed by performing downsampling using the librosa [25] resample function. Then, the paired data of the 16 kHz and 48 kHz signals were used as samples of $S_{LR}$ and $T_{LR}$. We split the datasets into training, validation, and test sets. For LJ Speech, we used 100 and 250 utterances for the validation and test sets, respectively, and the rest were used for training. For VCTK, we split the datasets for each speaker: we used 200 and 400 utterances for the validation and test sets, respectively, and the rest were kept for training.

3.1.2. Model details

The proposed Dual-CycleGAN model was trained for the first 400 K iterations with the joint pre-training approach and then fine-tuned for 200 K iterations, using the Adam optimizer [26] ($\epsilon = 10^{-8}$, $\beta = [0.5, 0.999]$). The identity mapping loss was used for up to 100 K iterations. We set the minibatch size to four, the length of each audio clip to 12 K time samples (0.75 s at 16 kHz), and the initial learning rates were set to 0.0002 and 0.0001 for the generators and discriminators, respectively. These learning rates were reduced by half after every 200 K iterations. We applied weight normalization [27] to all convolutional layers and clipped the gradient norms at ten for all networks.

As the baselines, the HiFi-GAN+ [1] and WSRGlow [9] models were used. Because these baseline models cannot use unpaired datasets, we only used the VCTK dataset for training. HiFi-GAN+ consists of a feed-forward WaveNet [28] architecture trained using a GAN-based deep feature loss. We trained the HiFi-GAN+ model using an open-source implementation1. The model was trained for 1000 K steps, followed by an additional 100 K steps of joint training using the additive noise data augmentation [1] with the DNS challenge dataset [29]. WSRGlow uses a Glow-based generative model to perform audio SR [30]. Because the official implementation 2 does not support SR from 16 kHz to 48 kHz, we re-implemented the WSRGlow model based on the official version. The hyperparameters were the same as those described in the original paper [9], with the exception of those related to the resampling factor.

We also prepared a single CycleGAN [15] based nonparallel SR model to investigate the effectiveness of the explicit domain adaptation. The model architecture was the same as that of the Dual-CycleGAN, except that its generators have three more layers than the Dual-CycleGAN to match the number of parameters approximately to that of the Dual-CycleGAN. To calculate the identity mapping loss, which requires parallel data, we trained the model on the VCTK parallel data for the first 100 K iterations. We then trained it for 500 K iterations using all data.

3.2. SR across different recording environments

3.2.1. Comparison with baselines

We conducted subjective preference tests3 to evaluate the performance of the proposed method. We asked 20 subjects to evaluate their preference from a randomly selected pair of two samples from the test set. Specifically, 48 kHz samples were generated from LJ Speech’s 16 kHz speech using the trained SR models, and they were then used to create pairs of samples. Note that each pair consisted of samples from the proposed and baseline methods. We also included the recorded samples at 22.05 kHz for comparison. The subjects were asked to listen to the entire utterances. In total, 200 samples for each method pair were evaluated.

Table 1 shows the results of the preference tests, which can be summarized as follows: (1) the proposed method outperformed previous works [1, 9] used objective tests based on spectral distances, we do not adopt them for lack of target speech.

1https://github.com/brentspell/hifi-gan-bwe/
2https://github.com/zkx06111/WSRGlow
3Although previous works [1, 9] used objective tests based on spectral distances, we do not adopt them for lack of target speech.
HiFi-GAN+ and WSRGlow significantly. Although HiFi-GAN+ and WSRGlow tended to generate audible artifacts because of the acoustic mismatch between the training and the inference time (i.e., the models were trained on VCTK but tested on LJ Speech), our method was able to generate clearer speech by using both non-parallel and parallel data during the training process. (2) The importance of explicit domain adaptation was verified by comparing the single CycleGAN-based method with the proposed method. Note that we observed that the proposed method is inferior to the single CycleGAN-based method with the proposed method.

3.2.2. Ablation study

We performed an ablation study to investigate the effectiveness of the proposed fine-tuning process and the mel-spectral-domain cyclic and identity mapping loss functions. We prepared two models for comparison; one model was jointly pre-trained for 600 K iterations, and the other model was trained with both the cycle-consistency and identity mapping losses in the waveform domain. Preference tests were performed as per Section 3.2.1 under the same test conditions.

Table 2 shows the preference test results. These results show that the fine-tuning procedure improved the speech quality from the jointly pre-trained model. Furthermore, a comparison between the proposed model and the proposed model without the mel-spectral losses confirmed the importance of the mel-spectral cycle consistency and identity mapping losses.

3.3. SR on TTS-generated speech

3.3.1. TTS setup

To evaluate the effectiveness of the proposed method further, we performed additional experiments for SR on TTS-generated speech. In these experiments, we used the VCTK dataset only. We defined the 16 kHz TTS-generated speech as samples of the domain $s_{LR}$, $T_{LR}$ and $T_{HR}$ were the domains of the 16 kHz and 48 kHz recorded samples of VCTK, respectively. The test set comprises two seen male and two seen female speakers (designated p351, p361, p363, and p364) and the four unseen speakers (designated p362, p374, p376, and s5), where the numbers of utterances by each speaker are identical.

For the TTS system, we used a multi-speaker version of a high-quality end-to-end TTS model (i.e., VITS [31]). We trained the model on the 16 kHz VCTK dataset for 1000 K steps using the AdamW optimizer [32]. We also prepared another VITS model that was trained on the same corpus with the 48 kHz sampling rate. The detailed model architecture and training setups were the same as those in the original paper [31], although the upsampling factors were adjusted for the 16 kHz and 48 kHz sampling rates. To enhance the TTS-generated speech, the proposed Dual-CycleGAN was trained using both recorded and synthetic data, while the HiFi-GAN+ and WSRGlow models were trained using the recorded data only. The details of the model architecture and training configurations were the same as those in Section 3.1.2.

3.3.2. Subjective listening tests

To analyze the performances of TTS systems with the proposed SR method, we performed five scaled mean opinion score (MOS) tests. We evaluated three TTS systems that were enhanced by HiFi-GAN+, WSRGlow, and our proposed model. We also evaluated two VITS-based TTS systems and 48 kHz clean recordings for comparison. We asked 20 subjects to judge the sound quality of 20 randomly selected speech samples from the test set. The subjects listened to the entire utterances of each sample.

Table 3 shows the results of these MOS tests. These results showed that (1) our proposed TTS system obtained the best score of 4.51 among all the enhanced TTS systems, significantly outperforming the two baseline SR methods; and (2) a TTS system trained on LR speech (i.e., VITS trained on 16 kHz speech) can be improved significantly to match the quality of a system trained on HR data (i.e., VITS trained on 48 kHz speech).

### Table 1

| Baseline | Baseline wins | Neutral | Proposed wins |
|----------|---------------|---------|---------------|
| HiFi-GAN+ | 31.2 % | 26.7 % | **42.1 %** |
| WSRGlow | 21.2 % | 15.8 % | **63.0 %** |
| CycleGAN | 22.6 % | 32.1 % | **45.3 %** |
| Recordings | **47.9 %** | 33.0 % | 19.1 % |

### Table 2

| Baseline | Baseline wins | Neutral | Proposed wins |
|----------|---------------|---------|---------------|
| w/o fine tune | 19.5 % | 52.0 % | **28.5 %** |
| w/o mel-loss | 2.0 % | 5.0 % | **93.0 %** |

### Table 3

| System | MOS |
|--------|-----|
| VITS (16 kHz) | 3.97 ± 0.11 |
| VITS (48 kHz) | 4.54 ± 0.08 |
| HiFi-GAN+ (16 kHz → 48 kHz) | 4.23 ± 0.10 |
| WSRGlow (16 kHz → 48 kHz) | 4.23 ± 0.11 |
| Ours (16 kHz → 48 kHz) | **4.51 ± 0.09** |
| Recordings (48 kHz) | 4.65 ± 0.07 |

4. CONCLUSION

This paper introduced the Dual-CycleGAN, a nonparallel audio SR method to perform high-quality SR across different domains. We demonstrated that the Dual-CycleGAN outperformed the baseline SR methods in two challenging situations in which parallel data were unavailable. The intended future direction is to develop an any-to-one domain adaptation method to handle input speech from arbitrary domains. Moreover, investigation of cross-lingual SR will be valuable for low-resource languages without sufficient amounts of studio-quality data.
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