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Abstract

We give many examples of algebraic actions which are factors of Bernoulli shifts. These include certain harmonic models over left-orderable groups of large enough growth, as well as algebraic actions associated to certain lopsided elements in any left-orderable group. For many of our examples, the acting group is amenable so these actions are Bernoulli (and not just a factor of a Bernoulli), but there is no obvious Bernoulli partition.

1. Introduction

The goal of this paper is to give many examples of algebraic actions which are either Bernoulli shifts or factors of Bernoulli shifts. Given a countable, discrete group $G$ and a probability space $(B, \beta)$, the Bernoulli shift with base $(B, \beta)$ is the action $G \actson (B^G, \beta^G)$ given by $(gb)(h) = b(g^{-1}h)$ for $h, g \in G, b \in B^G$. Bernoulli shifts have been a natural class of action of interest since the beginning of ergodic theory. In many ways, this is because they are the most natural example of a probability measure-preserving action of a group and are in some sense an ergodic-theoretic version of the action of a group on itself.

Bernoulli shifts are also inherently tied with dynamical entropy: the first application of the Kolmogorov–Sinai entropy was to show that Bernoulli shifts with different base entropy are not isomorphic (here the base entropy is $-\sum_{b \in B} \beta(\{b\}) \log \beta(\{b\})$). Work of Ornstein [Orn70a, Orn70b] then showed that the class of Bernoulli shift actions over $\mathbb{Z}$ are completely classified by dynamical entropy. This was extended to the amenable case by Ornstein and Weiss in [OW87]. A striking combination of recent results shows that the same is true for the class of sofic groups: Bowen showed in [Bow10] that two Bernoulli shifts with different base entropy are nonisomorphic when the acting group is sofic, and a recent result of Seward [Sew18] (following up on work of Bowen in [Bow12]) shows that, for any group, if two probability spaces have the same Shannon entropy, then the Bernoulli shifts with that base are isomorphic. It is not known if two Bernoulli shifts with different base entropies are not isomorphic for general groups.

Another significant aspect of the study of Bernoulli shifts is that, for amenable groups, we can often say many actions are Bernoulli even if they have no obvious generating partition with independent translates. This is due to Ornstein theory, first developed by Ornstein for the case of $\mathbb{Z}$ [Orn70a, Orn70b], and then by Ornstein and Weiss for amenable groups [OW87]. Of particular interest for us are algebraic actions: these are actions of a countable, discrete group
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$G$ by continuous automorphisms of a compact, metrizable group $X$. If we give $X$ the Haar measure $m_X$, then $G \acts (X, m_X)$ is a probability measure-preserving action. When $G = \mathbb{Z}^d$ there are many results that say that frequently algebraic actions are Bernoulli: for example, Katznelson showed in [Kat71] that ergodic automorphism of a finite-dimensional torus are Bernoulli. Lind showed that the same is true for an infinite torus [Lin74], and Rudolph and Schmidt showed [RS95] that algebraic actions of $\mathbb{Z}^d$ with completely positive entropy are Bernoulli. This can be used to efficiently ‘detect’ Bernoullicity of many natural algebraic actions outside of the $\mathbb{Z}^d$ case, even in the amenable case. For example, it is still not known if an algebraic action of an amenable group with completely positive entropy is Bernoulli.

It is known that for nonamenable groups there can be factors of Bernoulli shifts which are not Bernoulli. One example is the Popa factor: $G \acts (\mathbb{T}^G / \mathbb{T}, m_{\mathbb{T}^G / \mathbb{T}})$ where $\mathbb{T} = \mathbb{R} / \mathbb{Z}$ and $\mathbb{T}$ is viewed inside of $\mathbb{T}^G$ as the set of elements with constant coordinates. If $G$ has Property (T), then Popa showed (see [Pop06, Theorem 1]; see also [PS07] for related results) that the Popa factor is not Bernoulli, and it is clearly an algebraic action. On the other hand, when $G$ is treeable, then the Popa factor is Bernoulli, by Gaboriau and Seward [GS19]. There are other nice examples of algebraic actions of free groups which are Bernoulli, and not obviously so, due to Lind and Schmidt in [LS21]. Outside of these, we do not know of many nonobvious examples of algebraic actions that are even factors of Bernoulli.

For readers who are less familiar with the nonamenable setting, let us remark that being a factor of Bernoulli still has significant consequences in the nonamenable case: if the acting group is sofic then the action has completely positive entropy [Ker14], it is solidly ergodic by the work of Chifan and Ioana [CI10], it is mixing of all orders, it has spectral gap, etc. Because of this, we have several conditions which guarantee that an action is not a factor of a Bernoulli shift when the acting group is nonamenable: if it is not mixing, if it is orbit equivalent to a compact action, if it is not strongly ergodic, if its Koopman representation does not embed into an infinite direct sum of the left regular representation, if it is not solidly ergodic. For example, if $\pi$ is a unitary representation of a group $G$, and if $\pi$ does not embed into an infinite direct sum of the left regular representation, then the corresponding Gaussian action is not a factor of a Bernoulli shift. If the acting group is assumed sofic, we can also say that any action with zero sofic entropy with respect to some sofic approximation is not a factor of a Bernoulli shift. By a recent result of Bowen [Bow16], this implies that a generic action of a sofic group is not a factor of a Bernoulli shift. Special to the sofic case, we can also exhibit actions that are inverse limits of Bernoulli shifts but have zero entropy and are thus not factors of a Bernoulli shift (see [Bow16, Corollary 4.4]). Moreover, if $H \leq G$, and if $H \acts (\mathbb{Z}, \zeta)$ is a probability measure-preserving action which is not a factor of a Bernoulli shift over $H$, then the coinduction of $H$ to $G$ gives an action which is not a factor of a Bernoulli shift. From this and [Bow16, Sch81] one can show that if $G$ is any group with an infinite subgroup $H$ so that $H$ either is sofic or does not have Property (T), then $G$ has an ergodic action which is not a factor of a Bernoulli shift. Such an action can automatically be made free by taking a product with a Bernoulli shift (this preserves ergodicity as well as the property of ‘not a factor of a Bernoulli shift’).

In fact, in the nonamenable setting, it is actually harder to do the reverse: find a criterion on an ergodic action which guarantees that it does not factor onto a Bernoulli shift. For example, no compact action can factor onto a Bernoulli shift and, in the nonamenable setting, even an action orbit equivalent to a compact action cannot factor onto a Bernoulli shift (see [Bow20, § 4.6.1]), but being not mixing, or having a Koopman representation which is not embeddable...
into the infinite direct sum of the left regular representation is not sufficient. When the acting group is sofic, and the action is free, factoring onto a Bernoulli shift is equivalent to having a factor with positive entropy with respect to some sofic approximation, by a recent stunning result of Seward [Sew20]. So, in the sofic case, a free action not factoring onto a Bernoulli shift is equivalent to having \emph{completely zero entropy} (i.e. every action has zero entropy) with respect to some (equivalently any) sofic approximation.

The main result of this paper gives a large class of examples of algebraic actions which are factors of Bernoulli shifts. When the acting group is amenable, this implies that they are Bernoulli shifts, by Ornstein theory. We need some preliminary notions from group theory. A \emph{left-invariant order} on a group \(G\) is a total order \(<\) on \(G\) so that if \(x, y \in G\) and \(x < y\), then \(gx < gy\) for all \(g \in G\). Given such an order, an element \(g \in G\) is \emph{positive} if \(g > 1\). A group is \emph{left-orderable} if there is a left-invariant order on \(G\), and a \emph{left-ordered group} is a group equipped with a fixed left-invariant order. We refer the reader to §4 for a discussion of many examples of left-orderable groups, both amenable and nonamenable. Finally, if \(G\) is finitely generated with finite generating set \(S\), then for an integer \(R \geq 1\) we let \(B_R(S)\) be the ball of radius \(R\) centered at the identity in the word metric coming from \(S\). That is, \(B_R(S) = (S \cup \{1\} \cup S^{-1})^R\). Unlike the usual situation, we will typically be interested in \emph{anti-symmetric} generating sets \(S\), that is, ones for which \(S \cap S^{-1} = \emptyset\). Lastly, given \(f \in \mathbb{Z}(G)\), we let \(X_f\) be the Pontryagin dual of \(\mathbb{Z}(G)/\mathbb{Z}(G)f\). That is, \(X_f\) is the space of continuous homomorphisms from \(\mathbb{Z}(G)/\mathbb{Z}(G)f\) to \(\mathbb{R}/\mathbb{Z}\).

We now present the two main results of the paper.

**Theorem 1.1.** Let \(G\) be a finitely generated, left-ordered group, and assume that \(S\) is a set of positive generators. Suppose \(|B_R(S)| \geq CR^d\) for some constants \(C > 0, d \geq 5\). Let \(f = m + \sum_{s \in S} a_s s \in \mathbb{Z}(G)\) and assume that \(a_s \neq 0\) for all \(s \in S\), and that \(\sum_{s \in S} |a_s| = |m|\). Then \(G \curvearrowright (X_f, m_{X_f})\) is a factor of a Bernoulli shift. If \(G\) is assumed amenable, then \(G \curvearrowright (X_f, m_{X_f})\) is isomorphic to a Bernoulli shift with entropy \(\log(m)\).

If in the above \(m > 0\) and \(a_s < 0\) for all \(s \in S\), then \(G \curvearrowright (X_f, m_{X_f})\) is called a \emph{harmonic model}. This is because we can write \(f = m(1 - x)\) where \(x = \sum_{s \in S} \mu(s)s\) for some \(\mu \in \text{Prob}(G)\), and \(X_f\) is in some sense the space of \(T\)-valued \(\mu^*\)-harmonic functions’ (here \(\mu^*(g) = \mu(g^{-1})\)); see [BL12, §1] for more details. The ergodic theory of the harmonic model was previously studied by several authors; see, for example, [BL12, KS89, LSV10, LSW90, SV09]. The proof of Theorem 1.1 uses our results in [Hay19a], which allow one to measurably extend the convolution map \(\{-n, \ldots, n\}^G \to \mathbb{R}^G\) from convolving with \(\ell^1\)-vectors to convolving with \(\ell^2\)-vectors. As explained in [Hay19a, Proposition 3.8], there is no canonical way to measurably extend the convolution map \(\{-n, \ldots, n\}^G \to \mathbb{R}^G\) to case of convolving with \(\ell^p\)-vectors, with \(p > 2\). Because of this, one cannot use the same techniques we use to prove Theorem 1.1 to weaken the growth assumption on \(G\) (see the remarks following Corollary 3.5 for more information).

If \(f \in \mathbb{C}(G)\) and \(f = m + \sum_{s \in S} a_s s\) and \(\sum_{s \in S} |a_s| < |m|\), then \(f\) is called \emph{lopsided}. In this case, we can drop the assumption on the growth rate of \(G\), and only require orderability.

**Theorem 1.2.** Let \(G\) be a finitely generated, left-ordered group, and assume that \(S\) is a set of positive generators, and that \(|S| \geq 2\). Let \(f = m + \sum_{s \in S} a_s s \in \mathbb{Z}(G)\) and assume that \(\sum_{s \in S} |a_s| < |m|\), and that \(a_s \neq 0\) for all \(s \in S\). Then \(G \curvearrowright (X_f, m_{X_f})\) is a factor of a Bernoulli shift. If \(G\) is assumed amenable, then \(G \curvearrowright (X_f, m_{X_f})\) is isomorphic to a Bernoulli shift with entropy \(\log(m)\).

We remark here that there are \emph{many} examples of left-orderable groups, including torsion-free nilpotent groups, polycyclic groups, certain groups of intermediate growth, Thompson’s group, free groups, and certain mapping class groups. See §4 for detailed examples with references.
In each of Theorems 1.1 and 1.2, if $G$ is amenable, then we know that $G \rtimes (X_f, m_{X_f})$ is a Bernoulli shift by Ornstein theory. We know which Bernoulli shift it is by the results of [Den06, DS07, LT14], and the fact that we can directly compute the Fuglede–Kadison determinant (see Appendix A.3) in this case. If $G$ is not assumed amenable, then by [Hay16] (see also [BL12] in the harmonic model case, and [Bow11, KL11] in the expansive case) and Appendix A.3, we know that the entropy of $G \rtimes (X_f, m_{X_f})$ has entropy $\log(m)$. Unfortunately, Ornstein theory is not developed in the nonamenable case, so we do not know if $G \rtimes (X_f, m_{X_f})$ is isomorphic to a Bernoulli shift. However, if $m$ is odd, the factor map we use to show that $G \rtimes (X_f, m_{X_f})$ is a factor of a Bernoulli shift is a map between systems of equal entropy, and we suspect that it is injective modulo null sets. This is known in certain examples when $G$ is the free group by work of Lind and Schmidt [LS21].

We mention that in Theorems 1.1 and 1.2 we do not actually need the group to be totally ordered. A left-invariant partial order on $G$ is a partial order $\preceq$ so that if $x, y \in G$ and $x \preceq y$, then $gx \preceq gy$ for all $g \in G$. If we set $P = \{x \in G : x \succ 1\}$, then:

- $x, y \in P$ implies $xy \in P$;
- $P \cap P^{-1} = \emptyset$.

Equivalently, $P$ is a subsemigroup of $G$ with $1 \notin P$ (we remark that left-invariant partial orders on groups also appeared in [AMR21] but for different reasons). A subset $P$ of $G$ satisfying the above two axioms is called a positive semigroup. If we are given a positive semigroup, then we can define a left-invariant partial order on $G$ by $x \preceq y$ if $x^{-1}y \in P$. So positive semigroups correspond to left-invariant partial orders on $G$. We can extend Theorems 1.1 and 1.2 to groups $G$ so that there is a positive semigroup $P$ with $\langle P \rangle = G$; see §3.2. Such groups cannot be torsion, but we also have examples of such groups which are not torsion-free. See §4 for a discussion of examples.

We finish by discussing the organization of the paper. In §2 we discuss some background results for the paper. These involve the technique we used in [Hay19a] to measurably extend the convolution map $\{-n, \ldots, n\}^G \to \mathbb{R}^G$ from convolving with $\ell^1$-vectors to convolving with $\ell^2$-vectors. We state the main results on this construction obtained in [Hay19a], which are the main tool we will use to get factor maps from Bernoulli shifts. In §3.1 we explain how the growth rate assumption on $G$ shows up; this is related to decay rates of return time probability of random walks on $G$. In §3.2, we explain why the orderability assumption on $G$ is relevant. We also prove the two main results of the paper in this section. In §4 we give many examples of actions we can prove are factors of Bernoulli shifts using our work. We split this into the amenable case and the nonamenable case, since in the amenable case we get that they are isomorphic to Bernoulli shifts as a consequence of Ornstein theory. In §5 we give some closing remarks, as well as state some conjectures related to our work. In particular, we strongly suspect that the factor maps we produce in the nonamenable case are often isomorphisms. Appendix A gives some background results on tracial von Neumann algebras we will use in the paper. In particular, in §3.1 we require a few background lemmas whose proof we give in Appendices A.1 and A.2. Appendix A.2 contains general results on $L^2$ formal inverses which may be of independent interest. We will need to compute the entropy of the algebraic actions in question using the results of [LT14, Hay16]. This requires computing some Fuglede–Kadison determinants, which we do in Appendix A.3. Lastly, the reader may be more familiar with arguments involving lopsided elements and $\ell^1$ inverses, or even inverses in the group von Neumann algebra, as opposed to $\ell^2$ formal inverses. We discuss the difference between these notions in Appendix B.1.
1.1 Conventions and notation

If $(X, \mu)$ is a measure space and $K$ is a compact Hausdorff space, we let $\text{Meas}(X, K)$ be the space of all measurable maps $X \to K$, where two maps are identified if they agree almost everywhere. We give $\text{Meas}(X, K)$ the topology of convergence in measure: a basic neighborhood of $\Theta \in \text{Meas}(X, K)$ is given by

$$U_{V, \varepsilon}(\Theta) = \{ \Psi \in \text{Meas}(X, K) : \mu(\{ x : (\Psi(x), \Theta(x)) \in V \}) > 1 - \varepsilon \},$$

where $V$ is a neighborhood of the diagonal in $K \times K$ and $\varepsilon > 0$. We often call this topology the measure topology. If $G$ is a countable, discrete group and $G \acts K$ is probability measure-preserving, and $G \acts K$ by homeomorphisms, we let $\text{Meas}_G(X, K)$ be the set of (almost surely) $G$-equivariant elements of $\text{Meas}(X, K)$. If $A$ is a set, we let $G \acts A$ be given by $(g \cdot x)(h) = x(g^{-1}h)$, for $x \in A^G, g, h \in G$. If $A$ is a compact, Hausdorff space, then so is $A^G$ and this action is by homeomorphisms. If $E$ is a finite set, then we equip $E$ with the uniform probability measure $u_E$. If $Y$ is a locally compact, Hausdorff space, we let $\text{Prob}(Y)$ be the space of all Radon probability measures on $Y$.

If $G$ is a countable, discrete group we let $\mathbb{C}(G)$ denote its complex group ring. Recall that this is the ring of all formal sums $\sum_g a_g g$ where $a_g \in \mathbb{C}$ and all but finitely many of the $a_g$ are 0. We let $c_c(G)$ be all finitely supported functions $f : G \to \mathbb{C}$, and $c_0(G)$ all functions $f : G \to \mathbb{C}$ so that $\{ g : |f(g)| > \varepsilon \}$ is finite for every $\varepsilon > 0$. We define $\tau : \mathbb{C}(G) \to \mathbb{C}$ by $\tau(\sum_g a_g g) = a_1$. Given $\alpha \in \mathbb{C}(G)$, we define $\hat{\alpha} \in c_c(G)$ by

$$\hat{\alpha}(g) = \tau(g^{-1}\alpha).$$

We will adopt obvious notation such as $c_c(G,\mathbb{R}), c_0(G,\mathbb{R}), \ell^2(G,\mathbb{R}), \ell^1(G,\mathbb{R})$ to denote $c_c(G) \cap \mathbb{R}^G, c_0(G) \cap \mathbb{R}^G, \ell^2(G) \cap \mathbb{R}^G$. Similar remarks apply to $\mathbb{R}(G), \mathbb{Q}(G), \mathbb{Z}(G)$, and so on. For $\alpha = \sum_g a_g g \in \mathbb{C}(G)$, we let

$$\alpha^* = \sum_g \overline{a}_g g.$$ 

For $\alpha \in \mathbb{C}(G)$, let $\|\alpha\|_2$ be given by $\|\alpha\|_2 = \tau(\alpha^* \alpha)$. Given $\xi \in \mathbb{C}^G, \alpha \in \mathbb{C}(G)$, we define $\alpha \xi \in \mathbb{C}^G$ by

$$(\alpha \xi)(g) = \sum_h \hat{\alpha}(h) \xi(h^{-1} g).$$

Similarly, we define $\xi \alpha$ by

$$(\xi \alpha)(g) = \sum_h \xi(g h^{-1}) \hat{\alpha}(h).$$

Related to the above, we introduce the following notation. If $f \in \mathbb{C}(G)$, we let $\lambda(f) : \ell^2(G) \to \ell^2(G)$ be defined by

$$\lambda(f)\xi = f\xi.$$ 

If $\xi \in \mathbb{C}^G$, we let $\text{supp}(\xi) = \{ g \in G : \xi(g) \neq 0 \}$. Let $A$ be a locally compact, abelian group. We let $\hat{A}$ be the set of continuous homomorphisms $\chi : A \to \mathbb{T}$, where $\mathbb{T} = \mathbb{R}/\mathbb{Z}$. For $\mu \in \text{Prob}(A)$, we define the Fourier transform of $\mu$, $\hat{\mu} : \hat{A} \to \mathbb{C}$, by

$$\hat{\mu}(\chi) = \int_A \exp(-2\pi i \chi(x)) d\mu(x).$$

If $G$ is a countable, discrete group we identify $(\mathbb{T}^G)^\ast$ with $\mathbb{Z}(G)$ under the pairing

$$\langle \theta, \alpha \rangle_T = \sum_{g \in G} \alpha_g \theta(g), \quad \text{for } \theta \in \mathbb{T}^G, \alpha = \sum_{g \in G} \alpha_g g \in \mathbb{Z}(G).$$

For $f \in \mathbb{C}^G$, we let $f^* \in \mathbb{C}^G$ be given by $(f^*)(g) = \overline{f(g^{-1})}$. 
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2. Background results

In [Hay19a, §3] we defined a way to ‘measurably’ extend the map $\mathbb{R}^G \rightarrow T^G$ given by convolution by a finitely supported vector to the case of convolving by an $\ell^2$-vector. We restate the results here for the convenience of the reader.

**Theorem 2.1.** Let $G$ be a countable, discrete group. Fix a $\nu \in \text{Prob}(\mathbb{R})$ with mean zero and finite second moment. There is a unique map $\ell^2(G, \mathbb{R}) \rightarrow \text{Meas}(\mathbb{R}^G, \nu \otimes G, T^G)$, $\xi \mapsto \Theta_\xi$ so that the following statements hold.

(i) $\Theta_\xi(x)(g) = (x\xi^*)(g) + Z$ for all $\xi \in c_c(G, \mathbb{R})$, and all $x \in \mathbb{R}^G$; $g \in G$.
(ii) $\xi \mapsto \Theta_\xi$ is continuous if we give $\ell^2(G, \mathbb{R})$ the $\| \cdot \|_2$-topology and $\text{Meas}(\mathbb{R}^G, \nu \otimes G, T^G)$ the topology of convergence in measure.

Moreover, if we set $\mu_\xi = (\Theta_\xi)_*(\nu \otimes G)$, then

$$\hat{\mu}_\xi(\alpha) = \prod_{g \in G} \hat{\nu}((\alpha\xi)(g))$$

with the product on the right-hand side converging absolutely.

We refer the reader to [Hay19a, Proposition 3.8] for a discussion of the fact that 2 is *optimal* in the above theorem. Namely, if $p > 2$, then as long as $\nu$ is not the point mass at 0, there does not exist a map $\ell^p(G, \mathbb{R}) \rightarrow \text{Meas}(\mathbb{R}^G, \nu \otimes G, T^G)$ which is continuous if we give $\ell^p(G, \mathbb{R})$ the $\| \cdot \|_p$-topology and $\text{Meas}(\mathbb{R}^G, \nu \otimes G, T^G)$ the topology of convergence in measure, and which agrees with $x \mapsto (g \mapsto (x \ast \xi)(g) + Z)$ when $\xi \in c_c(G, \mathbb{R})$.

As we mention later (see §5), Theorem 2.1 is significantly easier when $\xi \in \ell^1(G, \mathbb{R})$, and in that case we do not need to assume that $\nu$ has mean zero. However, in order to apply this to the context of $G \rightarrow (X_f, m_{X_f})$ for $f \in \mathbb{Z}(G)$, this would force $f$ to be invertible in the convolution algebra $\ell^1(G)$. As we discuss in Appendix B.1, the $\ell^1$ version of Theorem 2.1 is insufficient for our purposes. The reader may also be familiar that in previous works (see [Li14, Hay17, Hay21], for example) one assumed that $f$ is invertible in the group von Neumann algebra. We remark in Appendix B.1 that this would force us to have the acting group be nonamenable, in general. Since we do not want to restrict ourselves to the nonamenable case, and want to study both the amenable and nonamenable setting, we want to work with the $\ell^2$ version of Theorem 2.1.

**Definition 2.2.** Let $G$ be a countable, discrete group, and $f = \sum_{g \in G} f_g g \in C(G)$. We say $f$ is semi-lopsided if:

- $f_1 > 0$;
- $\sum_{g \in G, g \neq 1} |f_g| \leq f_1$.

We say $f$ is lopsided if $f_1 > \sum_{g \in G \setminus \{1\}} |f_g|$. We say that $f$ is well balanced if $f_g \leq 0$ for all $g \in G \setminus \{1\}$, $f_1 > 0$, and $\sum_{g \in G} f_g = 0$.

Some authors use lopsided to mean $|f_1| > \sum_{g \in G \setminus \{1\}} |f_g|$. However, we are primarily interested in the case $f \in \mathbb{Z}(G)$ and the corresponding action $G \rightarrow (X_f, m_{X_f})$. Since $X_f = X_{-f}$ we may take $f_1 > 0$ without loss of generality.

We may regard $\text{Prob}(G)$ as all $\mu \in \ell^1(G)$ so that $\mu(g) \geq 0$ for all $g$ and so that $\|\mu\|_1 = 1$. An equivalent way to say that $f$ is well balanced is that it can be written as $f = m(1-p)$ where $m \in \mathbb{Z}$, and $\hat{p} \in \text{Prob}(G)$. We will apply Theorem 2.1 to show that, in many cases, a semi-lopsided element $f \in \mathbb{Z}(G)$ gives rise to an algebraic action $G \rightarrow (X_f, m_{X_f})$ which is a
factor of a Bernoulli shift. In order to do this, we need to find an element \( \xi \in \ell^2(G, \mathbb{R}) \) to apply Theorem 2.1 to. For this, we will need a generalized notion of invertibility.

**Definition 2.3.** Let \( f \in \mathbb{Z}(G) \), we say that \( \alpha \in \mathbb{R}^G \) is a **formal right inverse** of \( f \) if \( f\alpha = \delta_1 \). If \( \alpha \in c_0(G) \), we will say that \( \alpha \) is a \( c_0 \) **formal right inverse** of \( f \). If \( \alpha \in \ell^p(G) \), we will say that \( \alpha \) is an \( \ell^p \) **formal right inverse**.

In the above definition, it can be shown that if \( p = 2 \), and \( \alpha \) is an \( \ell^2 \) **formal right inverse** of \( f \), then \( \alpha f = \delta_1 \) (see, for example, [Hay19b, Proposition 2.2]). Thus, if \( 1 \leq p \leq 2 \) will simply say that \( f \) has an \( \ell^p \) formal inverse. The notion of an \( \ell^2 \) formal inverse will be the main way in which we obtain \( \ell^2 \) vectors to apply Theorem 2.1 to. As mentioned before, the case \( p = 2 \) is optimal in Theorem 2.1, so we cannot apply our methods to \( f \in \mathbb{Z}(G) \) if we only assume that \( f \) has an \( \ell^p \) formal inverse for \( p > 2 \), or that \( f \) has a \( c_0 \) formal inverse. One reason why \( \ell^2 \) formal inverses are helpful is the following corollary of Theorem 2.1. This corollary is shown explicitly in [Hay19a, §3], but we state it here for convenience.

**Corollary 2.4.** Let \( G \) be a countable, discrete group. Fix a \( \nu \in \text{Prob}(\mathbb{Z}) \) with mean zero and finite second moment. For \( \xi \in \ell^2(G, \mathbb{R}) \), let \( \Theta_\xi \) be defined as in Theorem 2.1 for this \( \nu \). Suppose that \( f \in \mathbb{Z}(G) \) has an \( \ell^2 \) formal inverse \( \xi \). Then \( (\Theta_\xi)* (\nu^G) \) is supported on \( X_f \).

### 3. Proof of the main theorem

We will use Theorem 2.1 to prove that for certain choices of \( G \) and for semi-lopsided \( f \in \mathbb{Z}(G) \), we have that \( G \curvearrowright (X_f, m_{X_f}) \) is a factor of a Bernoulli shift. If \( \xi \) is an \( \ell^2 \) inverse to \( f \), then \( \mu_\xi = (\Theta_\xi)* (\nu^G) \) is a probability measure on \( X_f \) for every \( \nu \in \text{Prob}(\mathbb{Z}) \) with mean zero and finite second moment. By definition, \( G \curvearrowright (X_f, \mu_\xi) \) is a factor of a Bernoulli shift, and so we just want to force \( \mu_\xi \) to be \( m_{X_f} \). We do this by computing its Fourier transform using Theorem 2.1 and verifying that it agrees with the Fourier transform of \( m_{X_f} \).

In summary, what we want to find are classes of countable, discrete groups \( G \), semi-lopsided \( f \in \mathbb{Z}(G) \), and probability measures \( \nu \in \text{Prob}(\mathbb{Z}) \) with mean zero and finite second moment, so that:

- \( f \) has an \( \ell^2 \) formal inverse \( \xi \);
- if we set \( \mu_\xi = (\Theta_\xi)* (\nu^G) \), then we can use the Fourier transform formula to show that \( \tilde{\mu}_\xi = 1_{\mathbb{Z}(G)f} \), and thus that \( \mu_\xi = m_{X_f} \).

These two items are where the growth assumption on \( G \) and where the orderability of \( G \) appear, respectively. We explore these in the next two subsections.

#### 3.1 \( \ell^2 \) formal inverses and growth

In this section we concentrate on conditions which guarantee that \( f \) has a \( \ell^2 \) formal inverse. If \( f \) is lopsided, then by standard Banach algebra arguments it has an \( \ell^1 \) formal inverse. If \( f \) is semi-lopsided, but not lopsided, then it can be written as \( f = m(1 - x) \) with \( m \in \mathbb{Z} \), \( x \in \mathbb{Q}(G) \) and \( |x| \in \text{Prob}(G) \). So we focus on conditions that guarantee that if \( 1 - x \in \mathbb{R}(G) \) with \( |x| \in \text{Prob}(G) \), then \( 1 - x \) has a \( \ell^2 \) formal inverse. Formally, one considers the geometric series \( (1 - x)^{-1} = \sum x^n \) and attempts to prove that this converges in \( \ell^2 \). The following two lemmas will be helpful in this regard. The proofs we give of them utilize the machinery of tracial von Neumann algebras, which require us to recall a few preliminaries. To ensure that the core
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ideas of this section remain in the foreground, we have relegated the proof of these two lemmas to Appendix A.

**Lemma 3.1.** Suppose that \(x \in \mathbb{C}(G)\) and \(|\hat{x}| \in \text{Prob}(G)\). Lastly suppose that the group generated by \(\{a^{-1}b : a, b \in \text{supp}(\hat{x})\}\) is infinite. Then \(\sum_{n=0}^\infty x^n \delta_1\) converges conditionally. Moreover, if \(1 - x\) has an \(\ell^2\) formal inverse, then this \(\ell^2\) formal inverse is \(\sum_{n=0}^\infty x^n \delta_1\).

**Lemma 3.2.** Let \(G\) be a countable, discrete group, and \(f \in \mathbb{C}(G)\) with \(f = 1 - x\) with \(|\hat{x}| \in \text{Prob}(G)\). Then \(f\) has an \(\ell^2\) formal inverse if \(1 - ((x^* + x)/2)\) has an \(\ell^2\) formal inverse.

As an application of Lemma 3.1, in the well-balanced case we can completely characterize when \(1 - x\) has an \(\ell^2\) formal inverse as well as compute what this inverse has to be.

**Lemma 3.3.** Suppose that \(x \in \mathbb{C}(G)\) and \(|\hat{x}| \in \text{Prob}(G)\). Assume that the group generated by \(\{a^{-1}b : a, b \in \text{supp}(\hat{x})\}\) is infinite. Let \(y \in \mathbb{R}(G)\) with \(\hat{y} = |\hat{x}|\).

(i) We have that \(1 - x\) has an \(\ell^2\) formal inverse if and only if the series

\[
\sum_{n=0}^\infty x^n \delta_1
\]

converges conditionally. Moreover, if \(1 - x\) has an \(\ell^2\) formal inverse, then this \(\ell^2\) formal inverse is \(\sum_{n=0}^\infty x^n \delta_1\).

(ii) A sufficient condition for \(1 - x\) to have an \(\ell^2\) formal inverse is that \(\sum_{n,m \geq 0} \tau((y^*)^m y^n) < \infty\). If \(\hat{x} \geq 0\), then this sufficient condition is also necessary.

**Proof.** For a natural number \(N \geq 1\), set \(\xi_N = \sum_{n=0}^N x^n\).

(i) Suppose \(1 - x\) has an \(\ell^2\) inverse \(\xi\). Then

\[
\|\xi_N \delta_1 - \xi\|_2 = \|\xi_N (1 - x)\xi - \xi\|_2 = \|x^{N+1} \xi\|_2 \to N \to \infty 0,
\]

the last step following from Lemma 3.1.

Conversely, suppose that \(\sum_{n=0}^\infty x^n \delta_1\) converges conditionally, and set \(\xi = \sum_{n=0}^\infty x^n \delta_1\). Then

\[
(1 - x)\xi = \lim_{N \to \infty} (1 - x)\xi_N = \lim_{N \to \infty} \delta_1 - x^{N+1} \delta_1 = \delta_1,
\]

by Lemma 3.1.

(ii) First, suppose that \(\sum_{n,m \geq 0} \tau((y^*)^m y^n) < \infty\). For \(N \geq M \geq 1\), we have that

\[
\|\xi_N - \xi_M\|_2^2 = \sum_{M \leq n,m \leq N} \tau((x^*)^m x^n) \leq \sum_{M \leq n,m \leq N} \tau((y^*)^m y^n).
\]

So

\[
\lim_{M \to \infty} \sup_{N \geq M} \|\xi_N - \xi_M\|_2 = 0,
\]

by the dominated convergence theorem. Hence \(\xi_N\) is a Cauchy sequence and thus converges. Hence, by part (i) we know that \(1 - x\) has an \(\ell^2\) formal inverse.

Conversely, suppose that \(\xi\) is an \(\ell^2\) formal inverse to \(1 - x\) and that \(\hat{x} \geq 0\). Let \(\xi_N\) be defined as in the first half of the proof. Then

\[
\|\xi_N \delta_1 - \xi\|_2 \to 0.
\]

Hence,

\[
\|\xi\|_2^2 = \lim_{N \to \infty} \|\xi_N\|_2^2 = \lim_{N \to \infty} \sum_{0 \leq n,m \leq N} \tau((x^*)^m x^n) = \sum_{n,m \geq 0} \tau((x^*)^m x^n).
\]
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So

\[ \sum_{n,m \geq 0} \tau((x^*)^m x^n) < \infty. \]

The above result is much easier to say when \( \hat{x} \geq 0 \) and \( x \) is self-adjoint.

**Lemma 3.4.** Let \( f \in \mathbb{C}(G) \) be of the form \( f = 1 - x \) with \( \hat{x} \in \text{Prob}(G) \). Suppose that \( x = x^* \), and that \( \langle \{ab : a, b \in \text{supp}(\hat{x})\} \rangle \) is infinite. Then \( f \) has an \( \ell^2 \) formal inverse if and only if \( \sum k \tau(x^k) < \infty \).

**Proof.** By Lemma 3.3, we know that \( f \) has an \( \ell^2 \) formal inverse if and only if

\[ \sum_{n,m \geq 0} \tau(x^{n+m}) < \infty. \]

Since the above sum is easily seen to be \( \sum_{k=0}^{\infty} (k+1) \tau(x^k) \), the proof is complete. \( \square \)

The combination of Lemmas 3.2 and 3.4 reduces our problem to showing that if \( x \in \mathbb{R}(G) \) with \( \hat{x} \in \text{Prob}(G) \), then \( \tau(((x^*) + x)/2)^k \) decays quickly. Recall that \( \mu = \hat{x} \) is a probability measure on \( G \), so \( \nu = (\mu^* + \mu)/2 \) is also a probability measure on \( G \), which is now symmetric. Given such a measure, one can form the random walk on \( G \) which is a \( G \)-valued discrete time process \( (X_n)_{n=0}^{\infty} \) with \( X_0 = 1 \) and so that \( X_{n+1} = X_n S_n \), where \( (S_n)_{n=1}^{\infty} \) are independent, random elements of \( G \) each with distribution \( \nu \). It is easily seen that \( \tau(((x^*) + x)/2)^k \) is the probability that \( X_k = 1 \), that is, that this random walk returns to the identity after \( k \) steps. There are well-known results, due to Varopoulos, which give a precise relation between the decay rate of this probability and the growth of the group \( G \). Because of this, we easily obtain the following result.

**Corollary 3.5.** Let \( G \) be a countable, discrete group and let \( f \in \mathbb{R}(G) \) be semi-lopsided. Let \( S = \text{supp}((\hat{x}) \setminus \{1\} \). Suppose that \( (S \cup S^{-1})^2 \) generates an infinite group. Let \( H = \langle S \rangle \).

(i) If \( f \) is lopsided, then \( f \) has an \( \ell^1 \) formal inverse.

(ii) If \( f \) is not lopsided, and if \( H \) either has superpolynomial growth, or polynomial growth of degree at least 5, then \( f \) has an \( \ell^2 \) formal inverse.

**Proof.** Let \( m = \tau(f) \), and write \( f = m(1-x) \). In each case, we examine the invertibility of \( (1-x) \).

(i) This is well known, but we repeat the proof here. In this case, \( \|\hat{x}\|_1 < 1 \), and so by standard Banach algebra theory we know that \( 1-x \) has a \( \ell^1 \)-convolution inverse \( \xi \). By definition, this means that \( (1-x)\xi = (1-x) = \delta_1 \).

(ii) By Lemmas 3.3 and 3.2, we may assume that \( x = x^* \) and that \( \hat{x} \geq 0 \). By Lemma 3.4, it suffices to show that \( \sum k \tau(x^k) < \infty \). Set \( S = \text{supp}(\hat{x}) \). By assumption there is a constant \( C > 0 \) with \( |(S \cup \{1\})^n| \geq C n^5 \) for all \( n \in \mathbb{N} \). By [Var94, Theorem 3] this implies that there is a constant \( A > 0 \) so that \( \tau(x^k) \leq A k^{-5/2} \) for all \( k \in \mathbb{N} \). Hence

\[ \sum_k k \tau(x^k) \leq A \sum_k k^{-3/2} < \infty. \]

We remark that if \( x = x^* \in \mathbb{R}(G) \) with \( \hat{x} \in \text{Prob}(G) \), and \( \langle \text{supp}(\hat{x}) \rangle \) has polynomial growth of degree \( d \), then there is a constant \( B > 0 \) so that \( \tau(x^k) \geq B k^{-d/2} \) for all \( d \in \mathbb{N} \) (see [Ale02, Corollary 1.9]). Thus, in the self-adjoint case, the assumption that \( \langle \text{supp}(\hat{x}) \rangle \) has either superpolynomial growth or polynomial growth of degree at least 5 is optimal. Unfortunately, we do not know if the assumption that \( \langle \text{supp}(\hat{x}) \rangle \) has either superpolynomial growth or polynomial growth of degree at least 5 is optimal in the case that \( p \) is not self-adjoint. That is to say, it
is possible that there is a group \( G \), and a \( x \in \mathbb{R}(G) \) with \( \hat{x} \in \text{Prob}(G) \), so that \( \langle \text{supp}(\hat{x}) \rangle \) has polynomial growth of degree at most 4, and so that \( 1 - x \) has an \( \ell^2 \) formal inverse.

At this stage we have addressed why the growth assumption on \( G \) is needed. In the next subsection we will address why the assumption of orderability of \( G \) is important.

### 3.2 Orderability and Fourier transforms

In the previous section we saw that we could put mild assumptions on the growth of \( G \) in order to guarantee that any semi-lopsided \( f \) whose support generates \( G \) has an \( \ell^2 \) inverse. We thus turn to addressing the second part of exhibiting \( m_X \), as a factor of a Bernoulli measure: finding conditions on \( G, \nu \) so that the Fourier transform of \( (\Theta_{\xi})_*(\nu^{\otimes G}) \) is \( 1_{\mathbb{Z}(G)f} \).

It may be helpful to sketch what the difficulty is here. Suppose \( \nu \in \text{Prob}(\mathbb{Z}) \) has mean zero and a finite second moment, and that \( f \) has an \( \ell^2 \) formal inverse \( \xi \). Set \( \mu_\xi = (\Theta_{\xi})_*(\nu^{\otimes G}) \). Let \( \alpha \in \mathbb{Z}(G) \) with \( \alpha \notin \mathbb{Z}(G)f \) Then

\[
\hat{\mu}_\xi(\alpha) = \prod_{g \in G} \hat{\nu}((\alpha \xi)(g)).
\]

Note that this is an absolutely converging product. So this product will be zero if and only if \( \hat{\nu}((\alpha \xi)(g_0)) = 0 \) for some \( g_0 \in G \). So we try to find such a \( g_0 \) (which will depend upon \( \alpha \)). As \( \nu \in \text{Prob}(\mathbb{Z}) \), we know that \( \hat{\nu} \) is identically 1 on \( \mathbb{Z} \), so we must necessarily find a \( g_0 \) so that \( (\alpha \xi)(g_0) \notin \mathbb{Z} \). Fortunately, the fact that \( \xi \) is an \( \ell^2 \) formal inverse to \( f \) and that \( \alpha \notin \mathbb{Z}(G)f \) is enough to guarantee that there is a \( g_0 \) with \( (\alpha \xi)(g_0) \notin \mathbb{Z} \). So now we have forced \( \hat{\nu}((\alpha \xi)(g_0)) \) to be less than 1 in absolute value. Of course, this is not enough. We need to force \( \hat{\nu}((\alpha \xi)(g_0)) \) to be zero. So we need to find probability measures on \( \mathbb{Z} \) whose Fourier transforms vanish reasonably often. Given \( m \in \mathbb{N} \), it is not hard to exhibit a \( \nu \in \text{Prob}(\mathbb{Z}) \) with mean zero and finite second moment which has \( \hat{\nu} = 0 \) on \( ((1/m)\mathbb{Z}) \cap \mathbb{Z}^c \), for example,

\[
\nu = \begin{cases} 
    u_{\{-k,...,k\}}, & \text{if } m = 2k + 1 \text{ is odd}, \\
    u_{\{-m,...,m\}\setminus\{0\}} & \text{if } m \text{ is even}.
\end{cases}
\]

So we need to ensure that there is some \( g_0 \in G \) so that the \( (\alpha \xi)(g_0) \) is not an integer, and that its denominator is ‘not too big’. The following lemma helps us in this regard by allowing us to assume that the coefficients of \( \alpha \) are not very big.

**Lemma 3.6.** Let \( G \) be a countable, discrete group, and let \( f \in \mathbb{Z}(G) \) be semi-lopsided. Suppose that \( f \) has a \( c_0 \) formal right inverse. Set \( m = \tau(f) \), and let \( \alpha \in \mathbb{Z}(G) \).

(i) If \( m > \sum_{g \in G \setminus \{1\}} \hat{f}(g) \), then we may write \( \alpha = \beta + cf \) where \( \beta, c \in \mathbb{Z}(G) \), and \( \|\beta\|_\infty \leq m - 1 \).

(ii) If \( m = \sum_{g \in G \setminus \{1\}} \hat{f}(g) \), then we may write \( \alpha = \beta + cf \) where \( \beta, c \in \mathbb{Z}(G) \), and \( \hat{\beta}(g) \in \{-m, \ldots, m - 1\} \) for every \( g \in G \). Moreover, we may choose \( \beta, c \) so that if \( \hat{\beta}(g) = -m \), then \( \beta(gs^{-1}) < 0 \) for every \( s \in \text{supp}(f) \setminus \{1\} \).

**Proof.** Let \( S = \text{supp}(\hat{f}) \setminus \{1\} \). Let \( \xi \) be a \( c_0 \) formal right inverse of \( f \). Since \( \alpha \xi \in c_0(G, \mathbb{R}) \) we may write \( \alpha \xi = x + \hat{c} \) where \( x \in c_0(G) \cap [-1/2, 1/2]^G \) and \( c \in \mathbb{Z}(G) \). Right-multiplying by \( f \), we have that

\[
\hat{\alpha} = xf + cf,
\]

and this shows that \( xf \in c_0(G, \mathbb{R}) \cap \mathbb{Z}^G = c_c(G, \mathbb{Z}) \). So we may write \( xf = \hat{\beta} \) for some \( \beta \in \mathbb{Z}(G) \). We show that \( \beta \) has the desired properties in each case.
(i) This case is divide into two subcases. First, suppose that $f$ is lopsided, so $\sum_{s \in S} |\hat{f}(s)| < m$. Then for every $g \in G$,

$$|\hat{\beta}(g)| = \left| mx(g) + m \sum_{s \in S} x(gs^{-1})\hat{f}(s) \right| \leq \frac{1}{2} \left( m + \sum_{s \in S} |\hat{f}(s)| \right) < m.$$ 

So $\hat{\beta}(g) \in (-m, m) \cap \mathbb{Z} = \{- (m-1), \ldots, m-1\}$. Thus $\|\hat{\beta}\|_\infty \leq m - 1$.

If $f$ is not lopsided, then $\sum_{s \in S} |\hat{f}(s)| = m$, and the fact that $\sum_{s \in S} \hat{f}(s) < m$ implies that we can choose an $s_0 \in S$ so that $\hat{f}(s_0) < 0$. Fix $g \in G$. Then

$$\hat{\beta}(g) = mx(g) + \sum_{s \in S} x(gs^{-1})\hat{f}(s) < \frac{m}{2} + \frac{1}{2} \sum_{s \in S} |\hat{f}(s)| = m.$$ 

Additionally,

$$\hat{\beta}(g) = mx(g) + x(gs_0^{-1})\hat{f}(s_0) + \sum_{s \in S, s \neq s_0} x(gs^{-1})\hat{f}(s).$$ 

The fact that $\hat{f}(s_0) < 0$ and $x(gs_0^{-1}) \in [-1/2, 1/2)$ implies that $x(gs^{-1})\hat{f}(s_0) > -\frac{1}{2} |\hat{f}(s_0)|$. Thus

$$\hat{\beta}(g) > -\frac{m}{2} - \frac{1}{2} |\hat{f}(s_0)| - \frac{1}{2} \sum_{s \in S, s \neq s_0} |\hat{f}(s)| = -m.$$ 

So $-m < \hat{\beta}(g) < m$ and as in the first subcase the fact that $\hat{\beta}$ is integer-valued implies that $\|\hat{\beta}\|_\infty \leq m - 1$.

(ii) In this case, we must have that $\hat{f}(s) > 0$ for every $s \in S$. Fix $g \in G$. Since $\hat{f}(s) > 0$ for every $s \in S$,

$$\hat{\beta}(g) = mx(g) + \sum_{s \in S} x(gs^{-1})\hat{f}(s) < \frac{1}{2} \left( m + \sum_{s \in S} \hat{f}(s) \right) = m.$$ 

Similarly,

$$\hat{\beta}(g) \geq -\frac{m}{2} - \frac{1}{2} \sum_{s \in S} \hat{f}(s) = -m.$$ 

So $\hat{\beta}(g) \in [-m, m) \cap \mathbb{Z} = \{-m, \ldots, m - 1\}$. It simply remains to show that if $\hat{\beta}(g) = -m$, then $\beta(gs^{-1}) < 0$ for every $s \in S$.

So suppose that $\hat{\beta}(g) = -m$. Then

$$\hat{\beta}(g) = mx(g) + \sum_{s \in S} x(gs^{-1})\hat{f}(s).$$ 

Since $\hat{f}(s) > 0$ for all $s \in S$, $\sum_{s \in S} \hat{f}(s) = m$, and $x \in [-1/2, 1/2)^G$, the fact that $\hat{\beta}(g) = -m$ forces $x(gs^{-1}) = -1/2$ for every $s \in S$. Now fix $s \in S$. Using that $\hat{f}(t) > 0$ for all $t \in S$, and that $x \in [-1/2, 1/2)^G$, we have

$$\hat{\beta}(gs^{-1}) = -\frac{m}{2} + \sum_{t \in S} x(gs^{-1}t^{-1})\hat{f}(t) < -\frac{m}{2} + \frac{1}{2} \sum_{t \in S} \hat{f}(t) = 0.$$ 

So $\hat{\beta}(gs^{-1}) < 0$. 

We now explicitly discuss where orderability comes into play. We will work with something slightly more general than a left-invariant total order on $G$. 
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Definition 3.7. Let $G$ be a countable, discrete group. We say that a partial order $\preceq$ on $G$ is left-invariant if whenever $h_1, h_2 \in G$ with $h_1 \preceq h_2$, then for all $g \in G$ we have that $gh_1 \preceq gh_2$. If there is a left-invariant total order on $G$, then we say that $G$ is left-orderable.

For example, it is easy to exhibit a left-invariant partial order on $\mathbb{F}_2 = \langle a, b \rangle$. Let $P$ be the set of elements of $\mathbb{F}_2$ which are products of $a, b$ (no $a^{-1}, b^{-1}$ occur in its word decomposition), with the convention that $1 \notin P$. We can then define a partial order $\preceq$ by demanding that $h_1 \preceq h_2$ if and only if $h_1^{-1}h_2 \in P \cup \{1\}$. This is a partial order on $\mathbb{F}_2$, and it makes the generators order positive (i.e. larger than 1 in this partial order). It is a fact that there is a left-invariant total order on $\mathbb{F}_2$ which make the generators order positive, but it is harder to construct.

Lemma 3.8. Let $G$ be a countable, discrete group, and let $f \in \mathbb{Z}(G)$ be semi-lopsided, and set $m = \hat{f}(1)$. Suppose that $f$ has an $\ell^2$ formal inverse $\xi$. Let $S = \text{supp}(\hat{f}) \setminus \{1\}$, and assume that $H = \langle S \rangle$ has a left-invariant partial order so that $S \subseteq \{ h \in H : h > 1 \}$, and that $\langle h_1^{-1}h_2 : h_1, h_2 \in S \rangle$ is infinite. If $\alpha \in \mathbb{Z}(G)$, but $\alpha \notin \mathbb{Z}(G)f$, then there is a $g \in G$ so that $(\alpha \xi)(g) \in (1/m)\mathbb{Z} \cap \mathbb{Z}^c$.

Proof. Let $P = \{ h \in H : h > 1 \}$. Since $\preceq$ is a partial order on $H$, we have that $P \cap P^{-1} = \emptyset$. Since $P \cap P^{-1} = \emptyset$, we may then extend the partial order on $H$ to a partial order on $G$ by saying that $g \preceq h$ if $g^{-1}h \in P \cup \{1\}$. It is easy to see that this partial order on $G$ is left-invariant so we may assume, without loss of generality, that $G$ has a left-invariant partial order which makes the elements of $S$ positive.

Note that if $\alpha - \beta \in \mathbb{Z}(G)f$, and if $g \in G$ satisfies $(\beta \xi)(g) \in (1/m)\mathbb{Z} \cap \mathbb{Z}^c$, then $(\alpha \xi)(g) \in (1/m)\mathbb{Z} \cap \mathbb{Z}^c$. So by Lemma 3.6 we may, and will, assume that one of the following two cases hold:

(a) either $\|\hat{\alpha}\|_\infty \leq m - 1$; or
(b) $\hat{\alpha}(g) \in \{-m, \ldots, m - 1\}$ for every $g \in G$. Further, if $\hat{\alpha}(g) = -m$, then $\hat{\alpha}(gs^{-1}) < 0$ for every $s \in S$.

Let $g$ be an element of supp$(\alpha)$ which is minimal with respect to this partial order. We make the following claim.

Claim. $|\hat{\alpha}(g)| \leq m - 1$.

To prove the claim, we first note that if (a) holds then the claim is trivial, so we may assume that (b) holds. Note that $(gs^{-1})^{-1}g = s \in P$ for every $s \in S$. So $gs^{-1} \preceq g$ and $gs^{-1} \neq g$ for every $s \in S$. So by minimality of $g$ we must have that $\hat{\alpha}(gs^{-1}) = 0$ for every $s \in S$. So (b) now implies that $|\hat{\alpha}(g)| \leq m - 1$.

We now return to the proof of the lemma. Let $x = -(1/m)\sum_{s \in S} \hat{f}(s)s$, so $f = m(1 - x)$. Then by Lemma 3.3 we have that

$$(\alpha \xi)(g) = \frac{\hat{\alpha}(g)}{m} + \frac{1}{m} \sum_{n=1}^{\infty} (\alpha x^n)(g).$$

Fix $n \geq 1$. Then

$$(\alpha x^n)(g) = \sum_{s \in S^n} \alpha(gs^{-1})x^n(s).$$

Let $s \in S^n$. Then $s \in P$ and $s \neq 1$ since $S \subseteq \{ h \in H : h > 1 \}$. Thus $(gs^{-1})^{-1}g = s \in P$. So $gs^{-1} \preceq g$ and $gs^{-1} \neq g$, since $s \neq 1$. By minimality we thus have that $\alpha(gs^{-1}) = 0$ for all $s \in S^n$. 2171
and thus \((\alpha x^n)(g) = 0\) for all \(n \geq 1\). So by the claim,
\[
(\alpha \xi)(g) = \frac{\hat{\alpha}(g)}{m} \in \left\{ -\frac{(m-1)}{m}, -\frac{(m-2)}{m}, \ldots, -\frac{1}{m} \right\}.
\]
Since \(g \in \text{supp}(\hat{\alpha})\), it follows that
\[
(\alpha \xi)(g) \in \left\{ -\frac{(m-1)}{m}, -\frac{(m-2)}{m}, \ldots, -\frac{1}{m} \right\} \setminus \{0\} \subseteq \frac{1}{m} \mathbb{Z} \cap \mathbb{Z}^c.
\]

**Corollary 3.9.** Let \(G\) be a countable, discrete group, and let \(f \in \mathbb{Z}(G)\) be semi-lopsided. Suppose that \(f\) has an \(\ell^2\) formal inverse. Suppose that \(S = \text{supp}(\hat{f}) \setminus \{1\}\), and that \(H = \langle S \rangle\) has a left-invariant partial order \(\preceq\) so that \(S \subseteq \{h \in H : h \geq 1\}\), and that \(\langle h_1^{-1}h_2 : h_1, h_2 \in S \rangle\) is infinite. Then \(G \propto (X_f, m_{X_f})\) is a factor of a Bernoulli shift.

**Proof.** Let \(\xi\) be the \(\ell^2\) formal inverse to \(f\), and \(m = \tau(f)\). First assume that \(m\) is an odd integer, and write \(m = 2k + 1\). We can let \(\Theta_{\xi} : \{-k, \ldots, k\}^G \to T^G\) be defined as in Theorem 2.1 corresponding to \(\nu = u_{(-k, \ldots, k)}\). Let \(\mu = (\Theta_{\xi})_*(\nu^{\otimes G})\). So for every \(\alpha \in \mathbb{Z}(G)\),
\[
\hat{\mu}(\alpha) = \prod_{g \in G} \hat{\nu}((\alpha \xi)(g)) = \prod_{g \in G} \frac{\sin(m\pi(\alpha \xi)(g))}{m\sin(\pi(\alpha \xi)(g))}.
\]

Suppose \(\alpha \in \mathbb{Z}(G)\), and write \(\alpha = \beta \xi\). Then \(\alpha \xi = \hat{\beta} \in c_c(G, \mathbb{Z})\). Hence we have \((\alpha \xi)(g) \in \mathbb{Z}\) for all \(g \in G\). Since \(\hat{\nu}(l) = 1\) for every \(l \in \mathbb{Z}\), we have that \(\hat{\mu}(\alpha) = 1\). Suppose that \(\alpha \in \mathbb{Z}(G)\), but \(\alpha \notin \mathbb{Z}(G)\). Then by Lemma 3.8, there is some \(g \in G\) so that \((\alpha \xi)(g) \in (1/m)\mathbb{Z} \cap \mathbb{Z}^c\). So \(\hat{\nu}((\alpha \xi)(g)) = 0\) (since \(\hat{\nu}(t) = \sin(m\pi t)/(m\sin(\pi t))\)), and thus \(\hat{\mu}(\alpha) = 0\). Hence we know that \(\hat{\mu} = 1_{\mathbb{Z}(G)\setminus f}\), and this is equivalent to saying that \(\mu = m_{X_f}\).

Now assume that \(m\) is even. Let \(\nu = u_{\{-m, \ldots, m\}\setminus \{0\}}\). Then
\[
\hat{\nu}(t) = \begin{cases} 
1, & \text{if } t \in \mathbb{Z}, \\
\frac{1}{2m} \left( \frac{\sin(\pi(2m+1)t)}{\sin(\pi t)} - 1 \right), & \text{if } t \notin \mathbb{Z}.
\end{cases}
\]

Moreover, it is direct to check that \(\nu\) has mean zero. Let \(\Theta_{\xi} : \{-m, \ldots, m\} \setminus \{0\}^G \to T^G\) be defined as in Theorem 2.1 for this \(\nu\), and set \(\mu = (\Theta_{\xi})_*(\nu^{\otimes G})\). Then
\[
\hat{\mu}(\alpha) = \prod_{g \in G} \hat{\nu}((\alpha \xi)(g))
\]
for all \(\alpha \in \mathbb{Z}(G)\). First suppose that \(\alpha \in \mathbb{Z}(G)\setminus f\). Then as in the case that \(m\) is odd, we know that \(\alpha \xi \in c_c(G, \mathbb{Z})\), and thus \(\hat{\mu}(\alpha) = 1\). Now assume that \(\alpha \in \mathbb{Z}(G)\), but that \(\alpha \notin \mathbb{Z}(G)\setminus f\). As in the case that \(m\) is odd, we may find a \(g \in G\) so that \((\alpha \xi)(g) \in (1/m)\mathbb{Z} \cap \mathbb{Z}^c\). For such a \(g\) we have that \(\hat{\nu}((\alpha \xi)(g)) = 0\), and thus \(\hat{\mu}(\alpha) = 0\). So \(\hat{\mu} = 1_{\mathbb{Z}(G)\setminus f}\), and thus \(\mu = m_{X_f}\). □

**Corollary 3.10.** Let \(G\) be a countable, discrete group, and \(f \in \mathbb{Z}(G)\) be semi-lopsided. Suppose that there is a left-invariant partial order \(\preceq\) on \(G\) so that \(\text{supp}(\hat{f}) \setminus \{1\} \subseteq \{g \in G : g \geq 1\}\). Assume that \(\langle a^{-1}b : a, b \in \text{supp}(f) \setminus \{1\} \rangle\) is infinite. Set \(H = \langle \text{supp}(f) \setminus \{1\} \rangle\). Suppose that one of the following three cases hold:
\begin{itemize}
  \item[(i)] either \(f\) is lopsided; or
  \item[(ii)] \(H\) has superpolynomial growth; or
  \item[(iii)] \(H\) has polynomial growth of degree at least 5.
\end{itemize}

Then \(G \propto (X_f, m_{X_f})\) is a factor of a Bernoulli shift.
Harmonic models and Bernoullicity

As we will see in the next section, our assumptions imply that the kernel $N$ of $G \curvearrowright X_f$ is finite, and that $G/N \curvearrowright (X_f, m_{X_f})$ is essentially free. Thus, by [OW87], if $G$ is amenable, then we can say that $G/N \curvearrowright (X_f, m_{X_f})$ is a Bernoulli shift.

4. Sample applications

In this section we shall give many examples of groups $G$ and semi-lopsided elements $f \in \mathbb{Z}(G)$ so that $G \curvearrowright (X_f, m_{X_f})$ is a factor of a Bernoulli shift. We have divided this section into subsections: one where the examples have the acting group amenable, and one where it is not (the second subsection should perhaps be titled ‘potentially nonamenable groups’ as it includes Thompson’s group and the question of whether or not it is amenable is open). This is because in the amenable case we can apply Ornstein theory to show that these actions are in fact Bernoulli (once we argue that these actions are essentially free). While we cannot do this in the nonamenable case (there is a counterexample due to Popa in [Pop06, Corollary 2]; see also [Aus16]), the fact that these actions are factors of Bernoulli shifts still has lots of interesting consequences such as showing that they have completely positive entropy, are mixing of all orders, and have countable Lebesgue spectrum. These actions are also solidly ergodic in the sense that the conclusion of [CI10, Theorem 1] holds. Solid ergodicity of Bernoulli shifts can be used to both simplify the proof of the Gaboriau–Lyons breakthrough solution of the measurable von Neumann–Day conjecture [GL09], as well as generalize that result. It is also used in Bowen’s generalization of the Gaboriau–Lyons theorem to all Bernoulli shifts (see [Bow19, §9]). It has applications to percolation theory, particularly in the study of random induced subgraphs of the Cayley graph (see, for example, [CI10, §4], as well as [Hon12, Mar15]), and to the entropy theory of probability measure-preserving actions of general groups [Bow16].

Most of our examples will have the acting group be left-orderable. In this case, the assumption that $\langle a^{-1}b : a, b \in \text{supp}(\hat{f}) \setminus \{1\} \rangle$ is infinite is always satisfied except in the case that $\text{supp}(\hat{f})$ has size 2. In both the amenable and nonamenable case we will also give examples of groups which are not torsion-free for which we can explicitly write down left-invariant partial orders, and this will allow us to give nice examples of principal algebraic actions which are factors of Bernoulli shifts. Typically in this situation, the assumption that $\langle a^{-1}b : a, b \in \text{supp}(\hat{f}) \setminus \{1\} \rangle$ is infinite is also straightforward, and we will not explicitly prove it except in the cases where it is slightly less obvious.

For amenable $G$, demanding that $G$ be left-orderable and finitely generated implies that $G$ is locally indicable (i.e. every finitely generated subgroup of $H$ has a surjective homomorphism onto $\mathbb{Z}$), by [Mor06]. So this rules out some possibilities for $G$; for example, it cannot be simple. By results of [IL19], there exists a continuum-size collection of pairwise nonisomorphic, simple, nonamenable, finitely generated, left-orderable groups (this follows up previous related work in [KKL19, Theorem 1.7]), and so nonamenable left-orderable groups can be simple. We do not know if there are examples of simple, finitely generated, amenable, groups $G$ which have a positive semigroup $P$ so that $(P) = G$. We will give an example later of a group $G$, so that $(P) \neq G$ for every positive semigroup $P \subseteq G$, but so that it has a left-orderable subgroup of finite index. So it is not always the case that a group can be generated by a positive semigroup, even if it has a ‘large’ left-orderable subgroup.

In each case the elements $f \in \mathbb{Z}(G)$ we construct will have the property that $\text{supp}(\hat{f})$ generates $G$, even though this is not necessary to apply Corollary 3.10. There are three primary reasons for this. The first is that, in the semi-lopsided case, it makes it more transparent that $\langle \text{supp}(\hat{f}) \rangle$ has fast enough growth. Of course, this is not an issue if we stick to lopsided elements, but it removes the harmonic model examples which are quite interesting for their connection.
with random walks. The second two reasons are as follows. Suppose we take \( f \in \mathbb{Z}(G) \), and let \( H \) be the group generated by the support of \( \hat{f} \). For clarity, we let \( X_{f,H} \) be the Pontryagin dual of \( \mathbb{Z}(H)/\mathbb{Z}(H)f \), and \( X_{f,G} \) be the Pontryagin dual of \( \mathbb{Z}(G)/\mathbb{Z}(G)f \). Then \( G \紧跟 (X_{f,G}, m_{X_{f,G}}) \) is the coinduced action of \( H \紧跟 (X_{f,H}, m_{X_{f,H}}) \) (see [Hay16, §6] for the terminology and a proof of this). The coinduction of a Bernoulli shift is a Bernoulli shift, and a factor map between \( H \)-actions functorially induces a factor map between the corresponding \( G \)-actions. Thus if \( H \紧跟 (X_{f,H}, m_{X_{f,H}}) \) is a Bernoulli shift (respectively, a factor of a Bernoulli shift), then \( (G \紧跟 (X_{f,G}, m_{X_{f,G}}) \) will be a Bernoulli shift (respectively, a factor of a Bernoulli shift). This gives us two more reasons to restrict to the case \( \text{supp}(\hat{f}) = G \). The first is that we can do so without loss of generality; once we know the case when the support of \( \hat{f} \) generates \( G \), the case when it does not follows by a simple application of the coinduction construction. The second is that while we can create examples where \( G \紧跟 (X_{f}, m_{X_{f}}) \) is a Bernoulli shift and \( \langle \text{supp}(\hat{f}) \rangle \) is not all of \( G \), many of these will be Bernoulli (or factors of Bernoulli) for not very interesting reasons. For example, we can view \( \mathbb{Z} \) inside of \( \mathbb{F}_2 \) (in any number of ways). Certainly we know of many \( f \in \mathbb{Z}(\mathbb{Z}) \) for which \( G \紧跟 (X_{f,Z}, m_{X_{f,Z}}) \) is Bernoulli (e.g. by [Kat71, Lin74, RS95] this is true as long as it is ergodic), and so by coinduction we know that \( \mathbb{F}_2 \紧跟 (X_{f,\mathbb{F}_2}, m_{X_{f,\mathbb{F}_2}}) \) is Bernoulli. Since the group structure of \( \mathbb{F}_2 \) does not enter in a nontrivial way in the proof that \( \mathbb{F}_2 \紧跟 (X_{f,\mathbb{F}_2}, m_{X_{f,\mathbb{F}_2}}) \) is Bernoulli, examples constructed in this manner are not very satisfactory. Similar remarks apply to any other group with infinite amenable subgroups. Of course, once one exhibits a set of generators for the group, it is easy to construct several other sets of generators. In most of the examples we give we will typically only consider \( f \in \mathbb{Z}(G) \) so that \( \text{supp}(\hat{f}) = \{1\} \cup S \) where \( S \) are some ‘well-known’ generators of the group. We will leave it to the reader to modify these sets of generators and create many more examples of Bernoulli (or factor of Bernoulli) principal algebraic actions. There are certainly an endless number of ways of doing this.

We remark that once we demand that \( \langle \text{supp}(\hat{f}) \rangle = G \) the assumption that there is a left-invariant partial order \( \preceq \) on \( G \) so that \( \text{supp}(\hat{f}) \) is contained in the corresponding positive semigroup becomes an actual restriction on the group. Of course, such a group cannot be torsion. But even if \( G \) has a finite-index, left-orderable subgroup, it is not necessarily the case that \( G \) has a positive semigroup \( P \) with \( \langle P \rangle = G \). For example, consider the unique nontrivial action \( \mathbb{Z}/2\mathbb{Z} \紧跟 \mathbb{Z} \) by automorphisms, and set \( G = \mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \). There is no positive semigroup \( P \subseteq G \) with the property that \( \langle P \rangle = G \). This is because any positive semigroup \( P \subseteq G \) must have no torsion elements, and this forces \( P \subseteq \mathbb{Z} \). So our methods do not apply to any principal algebraic action of this group.

4.1 The amenable case

Corollary 3.10 is most striking when \( G \) is amenable, since in this case being a factor of a Bernoulli shift implies that the action is a Bernoulli shift (at least when one quotients by the kernel of the action). This is a consequence of Ornstein theory. However, as Ornstein theory only applies to free actions of groups we should first observe that the actions we are considering are free after modding out by the kernel.

**Proposition 4.1.** Let \( G \) be a countable, discrete group and suppose that \( f \in \mathbb{Z}(G) \) has a \( c_0 \) formal inverse. If \( N \) is the kernel of the action \( G \紧跟 X_f \), then \( N \) is finite and \( G/N \紧跟 (X_f, m_{X_f}) \) is essentially free.

**Proof.** As was pointed out in [BL12], the fact that \( f \) has a \( c_0 \) formal inverse implies that \( G \紧跟 (X_f, m_{X_f}) \) is mixing. This makes it obvious that \( N \) is finite. Additionally, the fact that \( G \紧跟 (X_f, m_{X_f}) \) is mixing forces \( G/N \紧跟 (X_f, m_{X_f}) \) to be essentially free by [Tuc15]. \( \square \)
So in the amenable case, we can always conclude that if \( G \triangleleft (X_f, m_{X_f}) \) is a factor of a Bernoulli shift. In most of our examples, \( G \) is additionally torsion-free. In this case, we have that \( N \) is trivial, that is, the algebraic action is faithful. If \( G \) is assumed torsion-free, there is a more elementary proof that \( G \triangleleft (X_f, m_{X_f}) \) is essentially free by appealing to [Hay19a, Appendix A]. This does not use the Feit–Thompson theorem as in [Tuc15]. By Proposition 4.1 and the extension of Ornstein theory to amenable groups (see [OW87]), if \( G \) is amenable and \( G \triangleleft (X_f, m_{X_f}) \) is a factor of a Bernoulli shift, and if \( N \) is the kernel of the action \( G \triangleleft X_f \), then \( G/N \triangleleft (X_f, m_{X_f}) \) is isomorphic to a Bernoulli shift (this follows from [OW87, III.4 Proposition 1, III.6 Theorem 2, III.5 Corollary 5]). We will give several examples of Bernoulli principal algebraic actions of amenable groups shortly, but let us first point out explicitly here that this annoyance with finite normal subgroups can occur.

**Proposition 4.2.** Let \( G \) be a countable, discrete group and let \( N \triangleleft G \) be finite with \( N \neq \{1\} \). Let \( b \) be an integer, and let

\[
f = 1 + b \sum_{n \in N} n.
\]

Then \( f \) has an inverse in \( \mathbb{Q}(G) \), and \( N \) is the kernel of \( G \triangleleft X_f \). Further, the induced action \( G/N \triangleleft (X_f, m_{X_f}) \) is isomorphic to the Bernoulli action \( G/N \triangleleft \{1, \ldots, 1 + b|N|\}, u_1 + b|N|\}^{G/N} \).

**Proof.** Let \( x = \sum_{n \in N} n, e = (1/|N|)x \), so \( e^2 = e \) and we can write \( f \) as

\[
f = (1 - e) + (1 + b|N|)e.
\]

Simple calculations show that \( f \) has an inverse in \( \mathbb{Q}(G) \) given by \( \phi = (1 - e) + (1 + b|N|)^{-1}e \).

Moreover, it is easy to check that the normality of \( N \) implies that \( f \), and thus \( \phi \), is central in \( \mathbb{Q}(G) \).

To check that \( N \) acts trivially on \( X_f \), let \( n \in \mathbb{N} \). It then suffices to show that \( (n - 1)\mathbb{Z}(G) \subseteq \mathbb{Z}(G)f \). So let \( \alpha \in \mathbb{Z}(G) \). Then by direct calculation,

\[
(n - 1)\alpha \phi = (n - 1)\phi \alpha = (n - 1)\alpha \in \mathbb{Z}(G).
\]

So \( (n - 1)\alpha = (n - 1)\alpha \phi f \in \mathbb{Z}(G)f \). So \( N \) acts trivially on \( X_f \).

It simply remains to prove that \( G/N \triangleleft (X_f, m_{X_f}) \) is Bernoulli. Let \( J \) be the left ideal in \( \mathbb{Z}(G) \) generated by \( \{n - 1 : n \in \mathbb{N}\} \); by normality of \( N \) this is in fact a two-sided ideal. It is easy to see that we have an isomorphism of \( \mathbb{Z}(G) \) modules \( \Psi : \mathbb{Z}(G)/J \rightarrow \mathbb{Z}(G/N) \) given by \( \Psi(\alpha) = (\psi \alpha)(g) \). Since we already saw that \( \mathbb{Z}(G)f \supseteq J \), we get a natural \( \mathbb{Z}(G) \)-modular surjection \( \pi : \mathbb{Z}(G)/J \rightarrow \mathbb{Z}(G)/\mathbb{Z}(G)f \), and so we have a natural \( \mathbb{Z}(G) \)-modular surjection \( \mathbb{Z}(G/N) \rightarrow \mathbb{Z}(G)/\mathbb{Z}(G)f \) given by \( q = \pi \circ \Psi^{-1} \).

It remains to compute the kernel of \( q \). Note that if \( \alpha \in \mathbb{Z}(G) \), then \( \alpha \in \mathbb{Z}(G)f \) if and only if \( \alpha \phi \in \mathbb{Z}(G) \). By a direct computation, \( \phi = 1 - (b/(1 + b|N|))x \). So

\[
\alpha \phi = \alpha - \frac{b}{1 + b|N|} \alpha x
\]

and thus \( \alpha \phi \in \mathbb{Z}(G) \) if and only if \( (b/(1 + b|N|)) \alpha x \in \mathbb{Z}(G) \). By definition, this means that \( (b/(1 + b|N|)) \Psi(\alpha) \in \mathbb{Z}(G/N) \). Since \( b, 1 + b|N| \) are easily seen to be relatively prime, this is the same as saying that \( \Psi(\alpha) \in (1 + b|N|)\mathbb{Z}(G/N) \). So we have shown that \( \ker(q) = (1 + b|N|)\mathbb{Z}(G/N) \).
So we have exhibited an isomorphism $\mathbb{Z}(G)/\mathbb{Z}(G)f \cong \mathbb{Z}(G/N)/(1+b|N|)\mathbb{Z}(G/N)$ of $\mathbb{Z}(G)$-modules, and applying Pontryagin duality shows that

$$G \bowtie (X_f, m_{X_f}) \cong G \bowtie (\mathbb{Z}/(1+b|N|)\mathbb{Z}, u_{\mathbb{Z}/(1+b|N|)\mathbb{Z}})^{G/N}.$$  

So $G/N \bowtie (X_f, m_{X_f})$ is isomorphic to the Bernoulli shift $G/N \bowtie \{(1, \ldots, 1+b|N|), u_{1+b|N|}\}^{G/N}$.

Let us proceed to give several examples of semi-lopsided elements whose corresponding actions are Bernoulli. In many examples our groups will be torsion-free, and so it is a consequence of Proposition 4.1 that the actions we are considering are essentially free. We will thus not explicitly reference that these actions are essentially free before applying Ornstein theory. In later examples, we will consider groups with torsion and will give an explicit argument that these actions are faithful (and thus free by Proposition 4.1).

Since we know in these examples that the actions are isomorphic to Bernoulli, it is nice to know what Bernoulli shift they are. Since Bernoulli shifts over amenable groups are completely classified by their entropy by [Orn70a, Orn70b, OW87] (see [Bow10, Bow12, Sew18, Ste75] for the more general fact that Bernoulli shifts over sofic groups are completely classified their entropy), once we compute the entropy of these actions we will know what Bernoulli shift they are isomorphic to. By [Hay16, Proposition 2.2] we know that once $f$ has an $\ell^2(G)$ formal inverse, then $f$ is injective as a convolution operator $\ell^2(G) \to \ell^2(G)$. So by [LT14] (see also [Hay16] for the sofic case), the entropy of $G \bowtie (X_f, m_{X_f})$ is $\log \det L(G)(f)$. In Appendix A.3 (see Corollary A.15) it is shown that if $f \in \mathbb{Z}(G)$ is semi-lopsided, and if $\text{supp}(\hat{f}) = \{1\} \cup S$, where $S \subseteq P$ for some positive semigroup $P \subseteq G$, then $\log \det L(G)(f) = \log \tau(f)$. So in all of the examples we are considering, we know that the entropy of $G \bowtie (X_f, m_{X_f})$ is $\log \tau(f)$.

**Example 1.** Let $G$ be the Heisenberg group of upper triangular matrices with integer entries and all diagonal entries 1. Then $G$ has polynomial growth of order 4 by the Bass–Guivarc’h formula. So our results only allow us to use lopsided elements. The group $G$ has a presentation $G = \langle a, b, c \mid [c, a] = 1, [c, b] = 1, [a, b] = c \rangle$. Every element of $G$ can be uniquely represented as $a^m b^n c^k$ for integers $n, m, k \in \mathbb{Z}$. Consider the following three conditions:

1. $n_1 < n_2$;
2. both $n_1 = n_2$ and $m_1 < m_2$;
3. all three of $n_1 = n_2$ and $m_1 = m_2$ and $k_1 < k_2$.

If any one of 1–3 hold, then $x^{n_1} y^{m_1} z^{k_1} < x^{n_2} y^{m_2} z^{k_2}$.

It can be checked that this is a total order which is left- and right-invariant. By Corollary 3.10 and Ornstein theory, if

$$-f = k + na + mb \text{ with } n, m, k \in \mathbb{Z} \text{ and } |n| + |m| < k, \text{ or}$$

$$-f = k + na + mb + lc \text{ with } n, m, l, k \in \mathbb{Z} \text{ and } |n| + |m| + |l| < k.$$  

then $G \bowtie (X_f, m_{X_f})$ is isomorphic to $G \bowtie \{(1, \ldots, k), u_k\}^G$. Since we are only considering lopsided elements, if we set $P = \{g \in G : g > 1\}$, then we can in fact take any pairwise distinct $x_1, \ldots, x_k \in P$, any $m, n_1, \ldots, n_k \in \mathbb{Z}$ with $\sum_j |n_j| < m$, and then

$$f = m + \sum_{j=1}^k n_j x_j$$

will be such that $G \bowtie (X_f, m_{X_f})$ is a Bernoulli shift with entropy $\log(m)$, provided $k \geq 2$. The reason for the restriction $k \geq 2$ is that once $k \geq 2$ we have that $\langle \{x_i^{-1} x_j : 1 \leq i, j \leq k\} \rangle$
is a nontrivial subgroup of \( G \), and as such this subgroup is infinite because \( G \) is torsion-free.

**Example 2.** We can generalize the previous example slightly. For \( N \geq 1 \), let \( H_N \) be the group of upper triangular \( (N + 2) \times (N + 2) \) matrices with integer entries, 1s on the diagonal, and so that all other nonzero entries are on the first row or the last column. For 1 \( \leq j, k \leq n \), let \( E_{j,k} \) be the matrix defined by \((E_{j,k})_{rs} = \delta_{r-j}\delta_{k-s}\). Define \( c \in G \) by \( c = id + E_{1,N+2} \), and for \( 1 \leq i \leq N \), define \( a_i, b_i \) by \( a_i = id + E_{i,i+1} \), \( b_i = id + E_{i+1,N+2} \). Then:

- \( \langle a_1, \ldots, a_N, b_1, \ldots, b_N, c \rangle = G \);
- \( \langle a_1, \ldots, a_N \rangle, \langle b_1, \ldots, b_N \rangle \) are abelian;
- \( c \) is central in \( G \);
- \( [a_i, b_j] = 1 \) if \( i \neq j \);
- \( [a_i, b_i] = c \).

Every element of \( g \in G \) can be uniquely represented as

\[
a_1^{n_1}b_1^{n_2}a_2^{n_3}b_2^{n_4} \cdots a_N^{n_{2N-1}}b_N^{n_{2N}} c^{n_{2N+1}}
\]

for integers \( n_1, \ldots, n_N, m_1, \ldots, m_N, l \in \mathbb{Z} \). We can order \( G \) lexicographically as before:

\[
a_1^{n_1}b_1^{n_2}a_2^{n_3}b_2^{n_4} \cdots a_N^{n_{2N-1}}b_N^{n_{2N}} c^{n_{2N+1}} < a_1^{m_1}b_1^{m_2}a_2^{m_3}b_2^{m_4} \cdots a_N^{m_{2N-1}}b_N^{m_{2N}} c^{m_{2N+1}}
\]

if \( n_j < m_j \) when \( 1 \leq j \leq 2N + 1 \) is the minimal index such that \( n_j \neq m_j \). It can again be checked that this is both left- and right-invariant. If we set \( P = \{ g \in G : g > 1 \} \), then as before we can take \( x_1, \ldots, x_k \in P \), \( m, m_1, \ldots, m_k \in \mathbb{Z} \) with \( \sum_j |m_j| < m \) and \( f = m + \sum_j m_j x_j \) will have \( G \triangleleft (X_f, m_{X_f}) \) being a Bernoulli shift with entropy \( \log(m) \).

The growth of \( H_N \) is \( 2(N+1) \) by the Bass–Guivarc’h formula, and so once \( N \geq 2 \) we even have semi-lopsided but not lopsided examples. For example, with

\[
f = (2N + 1) - \left( \sum_{j=1}^N a_j + \sum_{j=1}^N b_j + c \right)
\]

we have that \( G \triangleleft (X_f, m_{X_f}) \) is isomorphic to a Bernoulli shift with base entropy \( \log(2N + 1) \) (provided \( N \geq 2 \)). As we show in Appendix B.1, since \( f \) is well balanced, we know that \( f \) does not have an \( \ell^1 \) inverse. We show there as well, using that \( G \) is amenable, that \( \lambda(f) \) is not invertible.

We can of course add signs here and consider, for example,

\[
f = (2N + 1) - \left( \sum_{j=1}^N \varepsilon_j a_j + \sum_{j=1}^N \sigma_j b_j + \alpha c \right)
\]

for any \( \varepsilon_1, \ldots, \varepsilon_N, \sigma_1, \ldots, \sigma_N, \alpha \in \{ \pm 1 \} \). We then still have that \( G \triangleleft (X_f, m_{X_f}) \) is a Bernoulli shift with entropy \( \log(2N + 1) \). Since \( c \in \langle a_1, \ldots, a_N, b_1, \ldots, b_N \rangle \), we can similarly consider

\[
f = m + \left( \sum_{j=1}^N m_j a_j + \sum_{j=1}^N l_j b_j \right)
\]

where \( \sum_{j=1}^N |m_j| + \sum_{j=1}^N |l_j| \leq m \), and \( m_1, \ldots, m_N, l_1, \ldots, l_N \) are not zero. Then \( G \triangleleft (X_f, m_{X_f}) \) is a Bernoulli shift with entropy \( \log(m) \).

Similar examples can be given by taking products of the generators. For example, if \( N = 2 \), we may consider

\[
f = 4 - (a_1 + a_2 + a_1 b_1 + a_2 b_2).
\]
Example 3. For $N \geq 1$, let $T_N$ be the group of upper-triangular $(N + 2) \times (N + 2)$ matrices with 1s on the diagonal. As $T_N$ contains $H_N$ from Example 2, we know that $T_N$ has polynomial growth of degree at least 5 once $N \geq 2$. Define $c \in T_N$ by $c = \text{id} + E_{1,N+2}$, and for $1 \leq i < j \leq N + 2$ with $(i,j) \neq (1,N + 2)$ let $a_{ij} = \text{id} + E_{i,j}$. Then $T_N = \langle a_{ij}, c : 1 \leq i < j \leq N + 2 \rangle$ and we leave it is an exercise to the reader to argue as in Example 2 to show that $T_N$ has a left-invariant total order which makes $a_{ij}, c > 1$. Thus if

\[-(m_{ij})_{1 \leq i < j \leq N + 2, (i,j) \neq (1,N + 2)} \in \mathbb{Z}\setminus\{0\},\]

\[-n \in \mathbb{Z}\setminus\{0\},\]

\[-m \in \mathbb{N} \text{ satisfies } |n| + \sum_{i,j} |m_{ij}| \leq m,\]

then with $f = m + nc + \sum_{i,j} m_{ij}a_{ij}$ we have that $G \curvearrowright (X_f, m_{X_f})$ is isomorphic to a Bernoulli shift with entropy $\log(m)$. If each $m_{ij}, n > 0$ and $m = n + \sum_{i,j} m_{ij}$, then we have that $f$ has no $\ell^1$ inverse and $\lambda(f)$ is not invertible, so we really have to use formal $\ell^2$ inverses.

Suppose that

\[
1 \longrightarrow H \overset{\iota}{\longrightarrow} G \overset{\pi}{\longrightarrow} K \longrightarrow 1
\]

is an exact sequence of groups. Then if $H, K$ are equipped with left-invariant partial orders, we equip $G$ with a left-invariant partial order as follows. We say that $g_1 \preceq g_2$ if either

\[-\pi(g_1), \pi(g_2) \text{ are comparable and } \pi(g_1) < \pi(g_2), \text{ or}\]

\[-g_1^{-1}g_2 \in H \text{ with } g_1^{-1}g_2 \geq 1.\]

In particular, if $K, H$ are left-orderable, then $G$ is left-orderable.

Example 4. Fix an $n \in \mathbb{N}, n \geq 2$, and let $G = BS(1,n) = \langle a, b : aba^{-1} = b^n \rangle$. There is a natural map $BS(1,n) \rightarrow \mathbb{Z}$ given by $a \mapsto 1, b \mapsto 0$, and it is direct to see that the kernel is isomorphic to $\mathbb{Z}(1/n)$. Thus $G$ is left-orderable and there is a left-invariant ordering $\prec$ on $BS(1,n)$ which makes $a, b > 1$. So if we set

\[f = m + na + kb\]

with $m, n, k$ nonzero integers such that $|n| + |k| \leq m$, then $G \curvearrowright (X_f, m_{X_f})$ is isomorphic to a Bernoulli shift with entropy $\log(m)$.

Example 5. Suppose that $G$ is polycyclic. This means that we have a chain of groups

\[
\{1\} = G_0 \triangleleft G_1 \triangleleft G_2 \cdots \triangleleft G_{n−1} \triangleleft G_n = G
\]

so that $G_i/G_{i−1} \cong \mathbb{Z}$ for all $1 \leq i \leq n$. Suppose we choose $x_i \in G_i$ so that $G_i = x_iG_{i−1}$. Then it is possible to find a left-invariant order $\prec$ on $G$ so that $x_i > 1$ for all $i$. So if we choose $(n_i)_{i=1}^k \in (\mathbb{Z}\setminus\{0\})^k$, $m \in \mathbb{Z}$ with $\sum_{i=1}^k |n_i| < m$, then $f = m + \sum_{i=1}^k n_ix_i$ has $G \curvearrowright (X_f, m_{X_f})$ isomorphic to a Bernoulli shift with entropy $\log(m)$. If $G$ is either superpolynomial growth, or polynomial growth of degree at least 5, then we can allow $\sum_{i=1}^k |n_i| \leq m$ to force $G \curvearrowright (X_f, m_{X_f})$ to be isomorphic to a Bernoulli shift with entropy $\log(m)$.

It often happens that $G$ has exponential growth. For example, suppose that $A \in SL_2(\mathbb{Z})$ has no eigenvalues on the unit circle. Then $\mathbb{Z}^2 \times_A \mathbb{Z}$ is of exponential growth. Let $a = (e_1,0), b = (e_2,0), c = (0,1)$. Then for any $l, n, k, m \in \mathbb{Z}\setminus\{0\}$ with $|n| + |k| \leq m$, setting $f = m - (la + nb + kc)$, we have that $G \curvearrowright (X_f, m_{X_f})$ is isomorphic to a Bernoulli shift with entropy $\log(m)$.

Suppose $X$ is a Polish space, and that $\preceq$ is a partial order on $X$ so that $\{y \in X : y \preceq x\}$ is closed for every $x \in X$. Suppose that $G \curvearrowright X$ faithfully by order-preserving homeomorphisms. Then we can define a left-invariant partial order on $G$ as follows. Let $(x_n)_n$ be a dense sequence
in $X$. We then say that $g \prec h$ if

- $\{n : gx_n, hx_n \text{ are comparable and not equal} \}$ is not empty;
- if $m = \min\{n : gx_n, hx_n \text{ are comparable and not equal} \}$, then $gx_m < hx_m$.

If $\preceq$ is a total order on $X$, then it is easy to check that this gives a total order on $G$.

It is a folklore result that this construction characterizes left-orderable groups: namely, a countable group is left-orderable if and only if it embeds into the group of order-preserving homeomorphisms of $\mathbb{R}$. See, for example, [Ghy01, Theorem 6.8].

The order described above seems fairly abstract. However, since we are allowed to prescribe the first few terms of our sequence $(x_n)_n$, it makes it relatively straightforward to construct orders which make certain generators bigger than 1.

**Example 6.** All the preceding examples were solvable. We can consider non-solvable examples, in fact groups of intermediate growth. Let $a, b, c, d$ be the homeomorphisms of $\mathbb{Z}^4$ defined recursively by

\[
\begin{align*}
a(x_1, x_2, x_3, \ldots) &= (1 + x_1, x_2, \ldots), \\
b(x_1, x_2, \ldots) &= \begin{cases} (x_1, a(x_2, x_3, \ldots)), & \text{if } x_1 \text{ is even,} \\
(x_1, c(x_2, x_3, \ldots)), & \text{if } x_1 \text{ is odd,} \end{cases} \\
c(x_1, x_2, \ldots) &= \begin{cases} (x_1, a(x_2, x_3, \ldots)), & \text{if } x_1 \text{ is even,} \\
(x_1, d(x_2, x_3, \ldots)), & \text{if } x_1 \text{ is odd,} \end{cases} \\
d(x_1, x_2, \ldots) &= \begin{cases} (x_1, x_2, x_3, \ldots), & \text{if } x_1 \text{ is even,} \\
(x_1, b(x_2, x_3, \ldots)), & \text{if } x_1 \text{ is odd.} \end{cases}
\end{align*}
\]

Let $G$ be the group generated by $a, b, c, d$. Notice that $G$ preserves the lexicographic ordering $<$ on $\mathbb{Z}^4$. Fix a dense sequence $(a_n)_{n=1}^{\infty}$ in $\mathbb{Z}^4$ with $a_1 = (0,0,0,0), a_2 = (1,0, \ldots, 0)$. Define an order $\prec$ on $G$ by saying that $g \prec h$ if we set $n = \min\{l \in \mathbb{N} : g(a_l) \neq h(a_l)\}$, then $g(a_n) < h(a_n)$. Then $\prec$ is a left-invariant order on $G$ which makes $a, b, c, d$ all bigger than 1. Also by [Gri85] this group has intermediate growth. So for any $m, m_1, m_2, m_3, m_4 \in \mathbb{Z} \setminus \{0\}$ with $\sum_{j=1}^{4} |m_j| \leq m$, and with $f = m + m_1a + m_2b + m_3c + m_4d$, we have that $G \rtimes (X_f, m_{X_f})$ is a Bernoulli shift with entropy $\log(m)$.

This group was defined in [GM93], and its orderability was first shown there. We have followed the exposition in [Nav08, §1.1].

Our ability to use partial orders is in fact nontrivial, and we can construct examples where the acting group is not torsion-free (and thus not left-orderable). For this, it will be helpful to switch to positive semigroups instead of partial orders.

Suppose $H$ is a group equipped with a left-invariant partial order $\preceq$, and let $P$ be the corresponding positive semigroup. Suppose that $K \rtimes H$ by automorphisms and that $K \cdot P \subseteq P$. We can then define a positive semigroup $P_G$ in $G = H \rtimes K$ by $P_G = \{(h,k) : h \in P, k \in K\}$. From this positive semigroup we get a left-invariant partial order as described before. In many cases, $K$ is finite and so $G$ is not left-orderable.

A particular example is the case of generalized wreath products. For a group $H$ and a set $I$, we will use $H^{\oplus I} = \{h \in H^I : h(i) = 1 \text{ for all but finitely many } i\}$. Let $K$ be a group acting on a set $I$, and $H$ another group. We then let $K \rtimes H^{\oplus I}$ by permuting the coordinates of $H$ (using the action $H \rtimes I$). The generalized wreath product $H \rtimes_I K$ is then the semidirect product $H^{\oplus I} \rtimes K$.  
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Suppose that $H$ has a left-invariant partial order $\preceq$ on $H^{\oplus I}$ by saying that if $h = (h_i)_{i \in I}, h' = (h'_i)_{i \in I} \in H^{\oplus I}$, then $h \preceq k$ if and only if $h_i \preceq k_i$ for all $i \in I$. This is clearly invariant under the action of $K$ on $H$ for all $i \in I$, and thus induces an order on $H \wr I K$ by the above construction. Since this construction sometimes produces groups which are not torsion-free, we need to take some care in applying Proposition 4.1 to have our actions be essentially free. The following lemma will do most of the work for us. This lemma is surely well known, but we include a proof for completeness.

**Lemma 4.3.** Suppose that $H$ is an infinite group with no nontrivial finite normal subgroups. Let $I$ be a set, and let $K$ be a group with $K \rhd I$ faithfully. Then $H \wr I K$ has no nontrivial finite normal subgroups.

**Proof.** We use $\alpha_k$ for the action of $k \in K$ on $H^{\oplus I}$. Let $G = H \wr I K$, and suppose that $N$ is a finite normal subgroup in $G$. Let $g \in N$, and write $g = (h, k)$ with $h \in H^{\oplus I}$ and $k \in K$. Let $C$ be the intersection of $H^{\oplus I}$ and the centralizer of $g$ in $G$. Since $N$ is a finite normal subgroup, we know that the centralizer of $g$ in $G$ has finite index, and thus $C$ is a finite-index subgroup of $H^{\oplus I}$. Suppose that $(h', 1) \in C$. Then $(h', 1)(h, k) = (h'h, k)$ and $(h, k)(h', 1) = (h_0k(h'), k)$. So we are forced to have $\alpha_k(h') = h^{-1}h'$. Hence $C = \{h' \in H^{\oplus I} : \alpha_k(h') = h^{-1}h'\}$. Since $H$ is infinite, the fact that $C$ is finite-index in $H^{\oplus I}$ forces $k$ to act trivially on $I$. Since the action of $K$ is faithful, we must have that $k = 1$. Thus $g = h \in N \cap H^{\oplus I}$. Since $H$ has no nontrivial finite normal subgroups we must have that $N \cap H^{\oplus I} = \{1\}$. Thus $g = 1$, and since $g$ was an arbitrary element of $N$, we must have that $N$ is trivial. \[\square\]

We will use this to give one more example of a Bernoulli shift where the acting group is torsion-free, and then one more where it is not.

**Example 7.** Consider $G = \mathbb{Z} \wr \mathbb{Z}$, and use the natural order on $\mathbb{Z}$ to induce a left-invariant partial order as described above. Let $a' \in \mathbb{Z}^{\oplus \mathbb{Z}}$ be given by $(a')_n = \delta_{n=0}$ and let $b = (0, 1)$. Then $a, ab$ generate $G$, and since $\mathbb{Z}^k$ embeds into $\mathbb{Z} \wr \mathbb{Z}$ for all $k$, it is clear that $G$ has superpolynomial growth. Moreover, $aba^{-1}(a^{-1}(ab))^{k-1}$ is an infinite-order element, and so $\langle (ab)a^{-1}, a^{-1}(ab) \rangle$ is infinite.

The left-invariant partial order describe above has $a > 1, ab > 1$. Hence, for all $n, k, m \in \mathbb{Z}\{0\}$ with $|n| + |l| \leq m$ and with $f = m + ka + nab$, we have that $G \rhd (X_f, m_{X_f})$ is a Bernoulli shift with entropy $\log(m)$.

**Example 8.** Fix $k \in \mathbb{N}$, and let $G = \mathbb{Z} \wr \mathbb{Z}/(k\mathbb{Z})$. Give $\mathbb{Z}$ its natural order and use this to induce an order on $G$ as described above. Let $a' \in \mathbb{Z}^{\oplus \mathbb{Z}/(k\mathbb{Z})}$ be given by $(a')_n = \delta_{n=0}$ and let $b = (0, 1)$. Then $a, ab$ generate $G$. Consider $n, l, m \in \mathbb{Z}\{0\}$ with $|n| + |l| < m$ if $1 \leq k \leq 4$, and $|n| + |l| \leq m$ if $k \geq 5$. Let $f \in \mathbb{Z}(G)$ be given by $f = m + na + lab$. By Lemma 4.3, we know that $G$ has no finite normal subgroups, and thus by Proposition 4.1 that $G \rhd (X_f, m_{X_f})$ is essentially free. So by Ornstein theory, we know that $G \rhd (X_f, m_{X_f})$ is a Bernoulli shift with entropy $\log(m)$.

Let $S_k$ act on $\{1, \ldots, k\}$ in the natural way. In $G_0 = \mathbb{Z} \wr \{1, \ldots, k\} S_k$ one has a left-invariant partial order $\preceq$ so that $\{g \in G_0 : g > 1\} = \{x, \sigma : x \in \mathbb{N} \cup \{0\}^k, x \neq 0, \sigma \in S_k\}$. So if $H \leq S_k$ is arbitrary, we may consider $G = \mathbb{Z}^k \times H$ as a group with a left-invariant partial order. So we can obtain similar modifications of Example 8. Let $S$ be a set of generators for $H$, and let $O \subseteq (\mathbb{N} \cup \{0\})^k \mathbb{Z}$ be such that the group generated by $HO$ is all of $\mathbb{Z}^k$. Let $(m_x)_{x \in O}, (l_{y,s})_{y,s \in O \times S}, m \in (\mathbb{Z}\{0\})^k$ be such that $\sum_x |m_x| + \sum_{y,s} |l_{y,s}| \leq m$. Set

$$f = m + \sum_x m_x(x, \text{id}) + \sum_{(y,s) \in O \times S} l_{y,s}(y, s) \in \mathbb{Z}(G).$$
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If \( k \geq 5 \), then \( G \vartriangleleft (X_f, m_{X_f}) \) is a Bernoulli shift with entropy \( \log(m) \). If \( k \leq 4 \), then as long as we assume that \( \sum_{x} |m_{x}| + \sum_{y,s} |y,s| < m \), we still have that \( G \vartriangleleft (X_f, m_{X_f}) \) is a Bernoulli shift with entropy \( \log(m) \).

Of course the possibilities here are endless, and one can consider other wreath products \( H \wr K \) where \( H \) is left-orderable. For example, one can take \( H \) to be the Heisenberg group, or other polycyclic groups.

4.2 Nonamenable examples

Example 9. For an integer \( r > 1 \), let \( \mathbb{F}_r \) be the free group on letters \( \{a_1, \ldots, a_r\} \). Let \( P \) be the set of nonidentity elements of \( \mathbb{F}_r \) whose word decompositions only have positive powers of the generators; then \( P \) is a positive semigroup. Thus \( P \) induces a left-invariant order \( \leq \) on \( \mathbb{F}_r \) by \( g \leq h \) if \( g^{-1}h \in P \cup \{1\} \). In fact, by [Vin49] we know that there is a left-invariant total order \( < \) on \( \mathbb{F}_r \) so that \( P \subseteq \{g \in \mathbb{F}_r : g > 1 \} \), but we will not need this. Thus if \( (m_j)_{j=1}^{\infty} \in (\mathbb{Z}\backslash\{0\})^\infty \), \( m \in \mathbb{N} \) with \( \sum_{j=1}^{\infty} |m_j| \leq m \), and \( f = m + \sum_{j=1}^{\infty} m_j a_j \), then \( G \vartriangleleft (X_f, m_{X_f}) \) is a factor of a Bernoulli shift.

More generally, any residually free group is left-orderable. This includes fundamental groups of compact surfaces without boundary whose genus is larger than 1. Additionally, if \( G \) is residually free, and we have an explicit family of homomorphisms \( \pi_n : G \to \mathbb{F}_r(n) \) for integers \( r(n) \in \mathbb{N} \) so that \( \bigcap_n \ker(\pi_n) = \{1\} \), then we get an explicit left-invariant partial order on \( G \). Thus in many cases, we can explicitly describe semi-lopsided elements \( f \in \mathbb{Z}(G) \) so that \( G \vartriangleleft (X_f, m_{X_f}) \) is a factor of a Bernoulli shift. More generally by [Vin49], we also have that free products of left-orderable groups are left-orderable.

Example 10. For an integer \( n \geq 3 \), consider the braid group \( B_n \) which has the following presentation:

\[ B_n = \langle \sigma_1, \ldots, \sigma_{n-1} : \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}, \text{ for } 1 \leq i \leq n-2, \text{ and } \sigma_i \sigma_j = \sigma_j \sigma_i \text{ if } |i-j| \geq 2 \rangle. \]

Dehornoy proved (see [Deh94]) that \( B_n \) has a left-invariant order \( < \) which is now called the Dehornoy order. This ordering is uniquely defined by saying that for all \( 1 \leq i \leq n-2 \) we have \( \beta_3 \sigma_i \beta_1 > 1 \) for all \( \beta_0, \beta_1, \beta_3 \in \{\sigma_{i+1}, \ldots, \sigma_{n-1}\} \). Let \( m, m_1, \ldots, m_{n-1} \in \mathbb{Z}\backslash\{0\} \), and \( f = m + \sum_{j=1}^{n-1} m_j \sigma_j \). Since \( n \geq 3 \), we know that \( B_n \) contains a free group on two generators and thus has exponential growth. So if \( \sum_j |m_j| \leq |m| \), we have that \( G \vartriangleleft (X_f, m_{X_f}) \) is a factor of a Bernoulli shift.

More generally, let \( S \) be a compact surface with a finite set of punctures (potentially empty) and nonempty boundary, and let \( G \) be the mapping class group of \( S \). Then by [RW00], we know that \( G \) is left-orderable (see also [SW00]). In many cases, we can explicitly describe a left-invariant order on \( G \) and, as before, this allows us to explicitly produces semi-lopsided \( f \in \mathbb{Z}(G) \) with \( G \vartriangleleft (X_f, m_{X_f}) \) a factor of a Bernoulli shift.

Example 11. Consider Thompson’s group \( F \) which is the group of all increasing, piecewise linear homeomorphisms of \([0,1]\) whose break points are dyadic rationals, and whose slopes are powers of 2. By definition, \( F \) is a subgroup of the group of increasing homeomorphisms of \([0,1]\) and is thus left-orderable. Let \( x_0 \) denote the element of \( F \) whose break points are \( 1/4, 1/2 \) and which has \( x_0(1/4) = 1/2, x_0(1/2) = 3/4 \). Let \( x_1 \) be the element of \( F \) whose break points are \( 1/2, 3/4, 7/8 \) with \( x_1(1/2) = 1/2, x_1(5/8) = 3/4, x_1(3/4) = 7/8 \). It is known (see [CFP96, §3]) that \( x_0, x_1 \) generate \( F \), and that \( F \) has exponential growth. We may choose a left-invariant order \( < \) so that \( x_0, x_1 > 1 \), for example by considering a dense sequence \( (t_n)_{n=1}^{\infty} \) \( [0,1] \) with \( t_1 = 5/8 \) and
using this to define a left-invariant order on $F$ as described before. Thus if $n, l, m \in \mathbb{Z}\backslash\{0\}$ with $|n| + |l| \leq m$, then $f = m + nx_0 + lx_1$ has $G \acts X_f, m_{X_f}$ a factor of a Bernoulli shift.

**Example 12.** Let $G = \mathbb{Z}/k\mathbb{Z} * \mathbb{Z}/k\mathbb{Z}$ for $k \geq 3$. Let $x$ be the generator of the first factor of $\mathbb{Z}/k\mathbb{Z}$, and let $y$ be the generator of the second factor. Let $P$ be the semigroup generated by $xy, x^2y^2$. A simple exercise shows that this is a positive semigroup with $\langle P \rangle = G$, and that $(x^2y^2)^{-1}xy$ has infinite order. Thus if $m, n, l \in \mathbb{Z}\backslash\{0\}$ and $|n| + |l| \leq m$, and $f = m + nx + ly + lx_2y_2$, then $G \acts X_f, m_{X_f}$ is a factor of a Bernoulli shift.

In this case, it is also direct to establish that $G$ has no finite normal subgroups. So, we know that $G \acts X_f, m_{X_f}$ is free. This is of less significance in this case, as Ornstein theory no longer applies in the nonamenable setting.

**Example 13.** Fix an integer $k > 1$. Regard $F_k$ as the free group on letters $a_1, \ldots, a_k$. Let $P$ be the semigroup generated by $a_1, \ldots, a_k$. As before we have that $P$ is a positive semigroup in $F_k$. Consider the natural action of $S_k$ by automorphisms on $F_k$ given by permuting the generators. This semigroup is clearly invariant under $S_k$, so this induces a left-invariant partial order on $G_0 = F_k \rtimes S_k$.

Regard $\mathbb{Z}/k\mathbb{Z} \leq S_k$ via the translation action on $\mathbb{Z}/k\mathbb{Z}$. Let $G = F_k \rtimes \mathbb{Z}/k\mathbb{Z}$. Let $b = (0, 1 + k\mathbb{Z})$. Then if $m, m_1, \ldots, m_k, n \in \mathbb{Z}\backslash\{0\}$ and $|n| + \sum_j |m_j| \leq m$, then

$$f = m + na_1b + \sum_j m_ja_j$$

is such that $G \acts X_f, m_{X_f}$ is a factor of a Bernoulli shift.

Again, in this case one can argue as in Lemma 4.3 to show that $G$ (and also $G_0$) has no nontrivial finite normal subgroups. So $G \acts X_f, m_{X_f}$ is also essentially free in this case.

5. Closing remarks

Suppose that $G$ is a countable, discrete group and that $f \in \mathbb{Z}(G)$ is semi-lopsided. If $G$ is assumed sofic, then we know that the entropy of $G \acts X_f, m_{X_f}$ is $\log(\tau(f))$ from the results of [Hay16, LT14], and Appendix A.3. It is worth noting that if $\tau(f)$ is odd, then the proof of Corollary 3.9 exhibits $X_f$ as a factor of a Bernoulli shift which has equal entropy. It thus makes it very plausible that this factor map is, in fact, an isomorphism. If $\tau(f)$ is even, then the domain of $\Theta_\xi$ is a Bernoulli shift whose entropy is not equal to that of $G \acts X_f, m_{X_f}$. So the factor map exhibited in the proof of Corollary 3.9 is not injective modulo null sets (if $G$ is assumed sofic). However, under the stronger assumption that $f$ has an $\ell^1$ formal inverse we can exhibit a factor map from a Bernoulli shift with equal entropy.

To prove this, we will need to note that, though we did not prove this in [Hay19a], we can replace the assumption that $\nu$ has mean zero and finite second moment with the assumption that $\nu$ has finite first moment provided we work with $\ell^1$ vectors instead of $\ell^2$ vectors. This follows from the exact same methods as in [Hay19a, §3]. In this case there is no need to apply the uniform continuity as in [Hay19a, §3], since the fact that $\nu$ has finite first moment implies that for $\nu^\otimes G$-almost every $x \in \mathbb{R}^G$ it is true that for every $\xi \in \ell^1(G, \mathbb{R})$, $g \in G$ the series

$$\sum_{h \in G} x(h)\xi^*(h^{-1} g)$$

converges absolutely. We state the analogous version of Theorem 2.1 for convolving with $\ell^1$ vectors here. The only difficult part is computing the Fourier transform of $(\Theta_\xi)_*(\nu^\otimes G)$, and this follows by identical arguments to those in [Hay19b, Hay19a].
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**Theorem 5.1.** Let $G$ be a countable, discrete group and fix a $\nu \in \text{Prob}(\mathbb{R})$ with finite first moment. For $\xi \in \ell^1(G, \mathbb{R})$ let $\Theta_{\xi} : \mathbb{R}^G \to \mathbb{T}^G$ be the (almost everywhere defined) map $\Theta_{\xi}(x) = q(x \ast \xi^*) + \mathbb{Z}$. Set $\mu_{\xi} = (\Theta_{\xi})_*(\nu^{\otimes G})$. Then for every $\alpha \in \mathbb{Z}(G)$,

$$\hat{\mu}_{\xi}(\alpha) = \prod_{g \in G} \hat{\nu}((\alpha \xi)(g)).$$

Using this, we can exhibit $G \curvearrowright (X_f, m_{X_f})$ as an equal entropy factor of a Bernoulli shift, provided that $f$ has an $\ell^1$ formal inverse.

**Corollary 5.2.** Let $G$ be a countable, discrete group and let $f \in \mathbb{Z}(G)$. Let $S = \text{supp}((\hat{f})\backslash \{1\}$ and $H = \langle S \rangle$. Suppose that there is a left-invariant partial order $\preceq$ on $H$ so that $S \subseteq \{h \in H : h > 1\}$. Set $m = \tau(f)$.

(i) Assume that $m = 2k + 1$ is odd and that $f$ has an $\ell^2$ formal inverse $\xi$. Set $\nu = u_{\{-k, ..., k\}}$, and let $\Theta_{\xi}$ be defined as in Theorem 2.1 corresponding to this $\nu$. Then $(\Theta_{\xi})_*(\nu^{\otimes G}) = m_{X_f}$.

If $G$ is assumed sofic, then the actions $G \curvearrowright \{\{-k, ..., k\}^G, u_{\{-k, ..., k\}}(\alpha)^G\}$, $G \curvearrowright (X_f, m_{X_f})$ both have entropy log$(m)$ for any sofic approximation of $G$.

(ii) Assume that $f$ has an $\ell^1$ formal inverse $\xi$. Define $\Theta_{\xi} : \{1, ..., m\}^G \to X_f$ by $\Theta_{\xi}(x)(g) = (x(\xi^*)(g) + \mathbb{Z})$. Then $(\Theta_{\xi})_*(u_m^{\otimes G}) = m_{X_f}$. If $G$ is assumed sofic, then the actions $G \curvearrowright \{\{1, ..., m\}^G, u_m^{\otimes G}\}$, $G \curvearrowright (X_f, m_{X_f})$ both have entropy log$(m)$ for any sofic approximation of $G$.

**Proof.** (i) The fact that $(\Theta_{\xi})_*(\nu^{\otimes G}) = m_{X_f}$ is shown in the course of the proof of Corollary 3.9. By [Bow10], we know that $G \curvearrowright \{\{-k, ..., k\}^G, u_{\{-k, ..., k\}}(\alpha)^G\}$ has entropy log$(m)$ with respect to any sofic approximation of $G$. The fact that $G \curvearrowright (X_f, m_{X_f})$ has entropy log$(m)$ is a consequence of [LT14, Hay16] and the fact that the Fuglede–Kadison determinant of $f$ is log$(m)$ (see Corollary A.15 for more details).

(ii) Set $\mu = (\Theta_{\xi})_*(u_m^{\otimes G})$. By Theorem 5.1, for $\alpha \in \mathbb{Z}(G)$,

$$\hat{\mu}(\alpha) = \prod_{g \in G} \hat{\nu}((\alpha \xi)(g)).$$

Since $\hat{\nu}(t) = 1$ for $t \in \mathbb{Z}$ and $\hat{\nu}(t) = 0$ for every $t \in (1/m)\mathbb{Z} \cap \mathbb{Z}$, it follows as in the proof of Corollary 3.9 that $\mu = m_{X_f}$. The rest is argued exactly as in (i).

Thus in either case (i), (ii) of Corollary 5.2 we can exhibit $G \curvearrowright (X_f, m_{X_f})$ as an equal factor map of a Bernoulli shift with the same entropy, so this makes it plausible that this factor map is an isomorphism.

**Conjecture 1.** Let $G$ be a countable, discrete, group with a left-invariant partial order $\preceq$. Let $f \in \mathbb{Z}(G)$ be semi-lopsided and such that $\text{supp}(\hat{f})\backslash \{1\} \subseteq \{g \in G : g > 1\}$. Set $m = \tau(f)$. Suppose that either

(i) $f$ has an $\ell^2$ formal inverse $\xi$ and $m$ is odd, or
(ii) $f$ has an $\ell^1$ formal inverse.

In case (i) let $\Theta_{\xi}$ be defined as in case (i) of Corollary 5.2, and in case (ii) let $\Theta_{\xi}$ be defined as in case (ii) of Corollary 5.2. Then $\Theta_{\xi}$ is injective modulo null sets.

We remark that if $G$ is a free group, then Lind and Schmidt [LS21] can show that case (ii) of Conjecture 1 is true for some examples of $f$.

We also remark here that in the proof of Corollary 3.9, we did not really need to find a fixed choice of $m \in \mathbb{N}$ so that for every $\alpha \in \mathbb{Z}(G) \backslash \mathbb{Z}(G)f$ there is some $g_0 \in G$ with
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\(\hat{\nu}(\alpha \xi(g_0)) \in (1/m)\mathbb{Z} \cap \mathbb{Z}^c\). In actuality the major point here is that we need to ensure that if \(\alpha \in \mathbb{Z}(G) \setminus \mathbb{Z}(G)f\), then there is some \(g_0 \in G\) so that \(\hat{\nu}(\alpha \xi(g_0))\) is a noninteger rational number whose denominator is ‘not too big’. We state this precisely as follows.

**Theorem 5.3.** Let \(G\) be a countable, discrete group and \(f \in \mathbb{Z}(G)\). Suppose that \(f\) has an \(\ell^2\) formal inverse \(\xi\). Suppose that there is an \(M \in \mathbb{N}\) with the following property. For every \(\alpha \in \mathbb{Z}(G) \setminus (\mathbb{Z}(G)f)^c\), there is a \(g_0 \in G\) so that \(\hat{\nu}(\alpha \xi(g_0)) \in (1/k)\mathbb{Z} \cap \mathbb{Z}^c\) for some \(1 \leq k \leq M\). Then \(G \curvearrowright (X_f, m_{X_f})\) is a factor of a Bernoulli shift.

**Proof.** It suffices to find a probability measure \(\nu \in \text{Prob}(\mathbb{Z})\) which is finitely supported and has mean zero and so that \(\hat{\nu}(t) = 0\) for every \(t \in \mathbb{Z}^c \cap \bigcup_{k=1}^M (1/k)\mathbb{Z}\). We can then simply follow the proof of Corollary 3.9 to see that \(G \curvearrowright (X_f, m_{X_f})\) is a factor of a Bernoulli shift. For \(1 \leq k \leq M\), let

\[
\nu_k = \begin{cases} 
  u_{\{-l, \ldots, l\}}, & \text{if } k = 2l + 1 \text{ is odd}, \\
  u_{\{-k, \ldots, -k\} \setminus \{0\}}, & \text{if } k \text{ is even}.
\end{cases}
\]

Now set \(\nu = \nu_1 * \nu_2 * \cdots * \nu_M\). As

\[
\hat{\nu} = \prod_{k=1}^M \hat{\nu}_k
\]

and

\[
\int x \, d\nu(x) = \sum_{k=1}^M \int x \, d\nu_k(x),
\]

it is easy to see that \(\nu\) has the desired properties. \(\square\)

**Acknowledgements**

I thank D. Lind for interesting discussions related to this work. I thank Y. Antolín, T. Koberda, and Y. Lodha and for useful discussions related to left-orderable groups. I thank L. Bowen and K. Schmidt for their comments on an earlier version of the paper. I thank the anonymous referee whose comments greatly clarified the details and exposition of the paper.

**Appendix A. Background on tracial von Neumann algebras**

Let \(\mathcal{H}\) be a Hilbert space. Every element of \(B(\mathcal{H})\) is a function \(\mathcal{H} \to \mathcal{H}\) and so we may view \(B(\mathcal{H}) \subseteq \mathcal{H}^\mathcal{H}\). The **strong operator topology** on \(B(\mathcal{H})\) is the subspace topology inherited from the product topology on \(\mathcal{H}^\mathcal{H}\). We may also define this topology by prescribing a basis. Given \(T \in B(\mathcal{H})\), a finite \(F \subseteq \mathcal{H}\), and an \(\varepsilon > 0\), set

\[
U_{F,\varepsilon}(T) = \bigcap_{\xi \in F} \{ S \in B(\mathcal{H}) : \| (S - T)\xi \| < \varepsilon \}.
\]

The collection \((U_{F,\varepsilon})_{F,\varepsilon}\) ranging over all finite \(F \subseteq \mathcal{H}\) and \(\varepsilon > 0\) forms a neighborhood basis at \(T\) in the strong operator topology.

**Definition A.1.** A **von Neumann algebra** is a subalgebra \(M \subseteq B(\mathcal{H})\) for some Hilbert space \(\mathcal{H}\) which is closed under adjoints and in the strong operator topology.

A **tracial von Neumann algebra** is a pair \((M, \tau)\) where \(M\) is a von Neumann algebra and \(\tau : M \to \mathbb{C}\) is a linear functional which is:

- a state, such that \(\tau(x^*x) \geq 0\) for all \(x \in M\), and \(\tau(1) = 1\);
- faithful, such that \(\tau(x^*x) = 0\) if and only if \(x = 0\);
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- **tracial**, such that \( \tau(xy) = \tau(yx) \) for all \( x, y \in M \);
- **normal**, such that \( \tau|_{\{x \in M : \|x\| \leq 1\}} \) is strong operator topology continuous.

For notation, we will usually use \( 1 \) for the identity operator on \( B(\mathcal{H}) \). The main example which concerns us is the group von Neumann algebra. Let \( G \) be a countable, discrete group, and define \( \lambda: G \to \mathcal{U}(l^2(G)) \) by

\[
(\lambda(g)\xi)(h) = \xi(g^{-1}h) \quad \text{for } g, h \in G, \xi \in l^2(G).
\]

The group von Neumann algebra of \( G \), denoted by \( L(G) \), is defined by

\[
L(G) = \text{span}\{\lambda(g) : g \in G\}^{\text{SOT}}.
\]

Here the span and closure are taken by viewing \( \mathcal{U}(l^2(G)) \subseteq B(\mathcal{H}) \). Define \( \tau: L(G) \to \mathbb{C} \) by

\[
\tau(x) = \langle x\delta_1, \delta_1 \rangle.
\]

We leave it as an exercise to check that \((L(G), \tau)\) is a tracial von Neumann algebra. Another good case for intuition is the pair \((L^\infty(X, \mu), \int \cdot d\mu)\) for a probability space \((X, \mu)\). We may view \( L^\infty(X, \mu) \) as a von Neumann algebra by identifying an essentially bounded function with its multiplication operator acting on \( L^2(X, \mu) \). It turns out that every tracial von Neumann algebra with \( M \) abelian is of the form \((L^\infty(X, \mu), \int \cdot d\mu)\) for some probability space \((X, \mu)\).

We may use the trace to construct a representation of \( M \) which may be nicer than the original Hilbert space on which \( M \) is represented by following the abelian case. We define an inner product on \( M \) by \(
\langle x, y \rangle = \tau(y^* x). \)
We use \( \| \cdot \|_2 \) for the resulting norm given by \( \|x\|_2 = \tau(x^* x)^{1/2} \) for \( x \in M \), and we let \( L^2(M, \tau) \) be the completion of \( M \) under this inner product. We will still use \( \| \cdot \|_2 \) for the norm on \( L^2(M, \tau) \). For \( x \in M \), we sometimes use \( \hat{x} \) for \( x \) viewed as a vector in the completion \( L^2(M, \tau) \). For \( x, y \in M \) we have

\[
\|xy\|_2 \leq \|x\|_2 \|y\|_2, \\
\|yx\|_2 \leq \|y\|_2 \|x\|
\]
(see [Tak02, Chapter V.2, Equation (8)]) where \( \| x \| \) is the operator norm of \( x \) acting on the original Hilbert space \( \mathcal{H} \) that \( M \) is defined on. It follows from the above estimates that left and right multiplication on \( M \) are \( \| \cdot \|_2 - \| \cdot \|_2 \) uniformly continuous as maps \( M \to M \) and thus have continuous extensions to bounded operators on \( L^2(M, \tau) \). For \( \xi \in L^2(M, \tau) \) we will use \( x\xi \) and \( \xi x \) for the image of \( \xi \) under the continuous extension of the left and right multiplication operators given above. It is a consequence of faithfulness of \( \tau \) (see [Con90, Theorem VIII.4.8]) that the operators \( \xi \mapsto x\xi, \xi \mapsto \xi x \) have operator norm equal to the operator norm of \( x \) acting on the original Hilbert space \( \mathcal{H} \) that \( M \) is defined on. In analogy with the abelian case, we will use \( \| x \|_\infty \) for the operator norm of \( x \).

This construction is relatively concrete in the group case. If \( M = L(G) \) and \( \tau = \langle \cdot \delta_1, \delta_1 \rangle \), then it is direct to show that

\[
\langle \lambda(\alpha) \delta_1, \lambda(\beta) \delta_1 \rangle = \langle \lambda(\alpha), \lambda(\beta) \rangle
\]
for all \( \alpha, \beta \in \mathbb{C}(G) \). From this it follows that there is unique unitary \( U: l^2(G) \to L^2(M, \tau) \) which sends \( \delta_1 \) to \( \hat{1} \) and which is equivariant with respect to the natural action of \( M \) on \( l^2(G) \) and the left multiplication action of \( M \) on \( L^2(M, \tau) \).

One of the most important features of von Neumann algebras is the ability to apply bounded Borel functions, and not just any polynomial, to (certain) elements of \( M \). For concreteness we will stick to the self-adjoint case, but this works more generally for any normal element in a von Neumann algebra. If \( E \subseteq \mathbb{C} \), we will use \( \text{Bor}^\infty(E) \) for the algebra of bounded, Borel, \( \mathbb{C} \)-valued
functions on $E$. This is an algebra under pointwise multiplication, and it is also a $*$-algebra using $f^* = \hat{f}$. For $f \in \text{Bor}^\infty(E)$, we use $\|f\|$ for the supremum norm of $f$. We now recall the notion of Borel functional calculus, as well as the spectral theorem for self-adjoint operators. For $x \in M$, we define its spectrum by

$$\sigma(x) = \{ \lambda \in \mathbb{C} : x - \lambda 1 \text{ is not invertible} \}.$$

where by invertible we either mean in the ring $M$ or the ring $B(\mathcal{H})$ (these notions are equivalent for von Neumann algebras by [Con90, Proposition VIII.1.14]). If $x \in M$ is self-adjoint, then $\sigma(x) \subseteq \mathbb{R}$ (see [Con90, Corollary VII.1.13]). In fact, for $x \in M$ self-adjoint we have that $\sigma(x) \subseteq [-\|x\|_\infty, \|x\|_\infty]$ (see [Con90, Proposition VIII.1.11 (e)]). We say that $x \in M$ is positive, and write $x \geq 0$, if $\sigma(x) \subseteq [0, \infty)$. This ends up being equivalent to saying that $\langle x\xi, \xi \rangle \geq 0$ for all $\xi \in \mathcal{H}$ (see [Con90, Theorem VII.3.8]). If $x, y \in M$ are self-adjoint, we then say that $x \leq y$ if $y - x \geq 0$.

**Theorem A.2** (Borel functional calculus; Theorem IX.8.10 of [Con90]). Let $\mathcal{H}$ be a Hilbert space, and $M \subseteq B(\mathcal{H})$ a von Neumann algebra. Then for every self-adjoint $x \in M$ there is a unique $*$-homomorphism $\pi : \text{Bor}^\infty(\sigma(x)) \to M$ satisfying the following axioms:

- $\pi$ maps the identically 1 function to 1 in $M$;
- $\pi$ maps the function $t \mapsto t$ to $x$;
- $\|\pi(f)\|_\infty \leq \|f\|$ for every $f \in \text{Bor}^\infty(\sigma(x))$;
- if $f_n$ is a sequence in $\text{Bor}^\infty(\sigma(x))$, with $\sup_n \|f_n\| < \infty$, and if $f_n$ converges pointwise on $\sigma(x)$ to $f \in \text{Bor}^\infty(\sigma(x))$, then $\pi(f_n) \to \pi(f)$ in the strong operator topology.

Moreover, $\pi$ satisfies the following properties:

- $\pi(\pi(f)) = f(\sigma(x))$ for every $f \in C(\sigma(x))$;
- if $f, g \in \text{Bor}^\infty(\sigma(x))$ and $f \leq g$, then $\pi(f) \leq \pi(g)$.

For $x \in M$ and $f \in \text{Bor}^\infty(\sigma(x))$ we will use $f(x)$ for $\pi(f)$. This agrees with the standard notation when $f$ is a polynomial. It follows from uniqueness that the Borel functional calculus behaves well with respect to composition: if $f \in \text{Bor}^\infty(\sigma(x))$, and $g \in \text{Bor}^\infty(\pi(\sigma(x)))$, then $g(f(x)) = (g \circ f)(x)$. It is frequently of use to reduce the study of arbitrary elements of $M$ to the self-adjoint case. For $x \in M$ (not necessarily self-adjoint) we set $|x| = (x^*x)^{1/2}$. Here $(\cdot)^{1/2}$ is interpreted in terms of functional calculus: we are applying the square root function defined on $[0, \infty)$ to the positive element $x^*x$. By direct computation, $\| |x| \xi \| = \|x\xi\|$ for every $\xi \in \mathcal{H}$. In particular, $\| |x| \|_\infty = \|x\|_\infty$, and so

$$\sigma(|x|) \subseteq [-\|x\|_\infty, \|x\|_\infty] \cap [0, \infty) = [0, \|x\|_\infty].$$

We also set $\text{Re}(x) = (x + x^*)/2$. We caution the reader that in the case of $L(G)$ these notions do not agree with applying the absolute value and real part operations to the coefficients. Namely, if $\alpha \in \mathbb{C}(G)$, then $\text{Re}(\hat{\alpha}) \neq ((\alpha + \alpha^*)/2)$. Similarly, if $\beta \in \mathbb{C}(G)$ has $\hat{\beta} = |\hat{\alpha}|$, then $\lambda(\beta) \neq |\lambda(\alpha)|$ (indeed $\lambda(\beta)$ is typically not even self-adjoint, much less positive).

Another important consequence of Borel functional calculus is (a version of) the spectral theorem. Note that if $E \subseteq \mathbb{R}$ is Borel, then $1_E(x)$ is self-adjoint and idempotent. This implies that $1_E(x)$ has closed image and is the orthogonal projection onto its image.

**Theorem A.3** (Spectral theorem). Let $\mathcal{H}$ be a Hilbert space and $T \in B(\mathcal{H})$ self-adjoint. Then for every $\xi \in \mathcal{H}$ there is a unique Borel measure $\nu$ on $\sigma(T)$ with

$$\langle f(T)\xi, \xi \rangle = \int f \, d\nu, \quad \text{for all } f \in \text{Bor}^\infty(\sigma(T)).$$

Moreover, $\nu(\sigma(T)) = \|\xi\|^2$.
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Alternatively, we can characterize \( \nu \) as above by saying that \( \nu(E) = \langle 1_E(T)\xi, \xi \rangle = \|1_E(T)\xi\|^2 \) for every Borel \( E \subseteq \mathbb{R} \). Perhaps more concretely, the fact that \( \nu \) is compactly supported allows us to use the Stone–Weierstrass and Riesz representation theorems to say that \( \nu \) is the unique measure satisfying

\[
\int t^n \, d\nu(t) = \langle T^n \xi, \xi \rangle \quad \text{for every } n \in \mathbb{N} \cup \{0\}.
\]

Of particular interest is the case \( \xi = 1\). In this case, we will use \( \mu_x \) for the unique measure satisfying

\[
\tau(f(x)) = \langle f(x)1, 1 \rangle = \int f \, d\mu_x
\]

for all \( f \in \text{Bor}^\infty(\sigma(x)) \). The following is a well-known result, but we isolate it because we will use it rather frequently in this appendix and because we are unable to find a short reference for it in the literature.

**Proposition A.4.** Let \( (M, \tau) \) be a tracial von Neumann algebra, and let \( x \in M \). Then the following are equivalent:

1. \( x \) is injective as an operator on \( L^2(M, \tau) \);
2. \( 1_{\{0\}}(|x|) = 0 \);
3. \( \mu_{|x|}(\{0\}) = 0 \).

**Proof.** (i) implies (ii): Suppose \( x \) is injective as an operator on \( L^2(M, \tau) \) and let \( \xi \in L^2(M, \tau) \). Then

\[
\|x1_{\{0\}}(|x|)\xi\|_2 = \|x1_{\{0\}}(|x|)\xi\|_2 = 0,
\]

the last equality following as the function \( t \mapsto t1_{\{0\}}(t) \) is identically zero. By injectivity of \( x \), it follows that \( 1_{\{0\}}(|x|)\xi = 0 \). So we have shown that \( 1_{\{0\}}(|x|) = 0 \).

(ii) implies (iii): This follows from the fact that \( \mu_{|x|}(\{0\}) = \tau(1_{\{0\}}(|x|)) \).

(iii) implies (ii): This follows from the fact that \( \tau \) is faithful.

(ii) implies (i): Suppose \( 1_{\{0\}}(|x|) = 0 \). Let \( \xi \in \mathcal{H} \) with \( \xi \neq 0 \). Let \( \nu \) be the measure on \( \sigma(|x|) \) with

\[
\langle f(|x|)\xi, \xi \rangle = \int f \, d\nu, \quad \text{for all } f \in \text{Bor}^\infty(\sigma(|x|)).
\]

Since \( 1_{\{1\}}(|x|) = 0 \), we have that \( 1 = 1 - 1_{\{0\}}(|x|) = 1_{(0, \infty)}(|x|) \). Thus

\[
\|x\xi\|_2^2 = \langle |x|^2\xi, \xi \rangle = \langle |x|^21_{(0, \infty)}(|x|)\xi, \xi \rangle = \int_{(0, \infty)} t^2 \, d\nu(t).
\]

Since \( \nu(\{0\}) = \langle 1_{\{0\}}(|x|)\xi, \xi \rangle = 0 \) and \( \nu((0, \infty)) = \|\xi\|_2^2 > 0 \), the above integral must be positive. So \( x \) has trivial kernel, and is thus injective. \( \square \)

**A.1 Noncommutative \( L^p \)-spaces and the proof of Lemma 3.1**

For the proof of Lemma 3.1, we will use the notion of noncommutative \( L^p \)-spaces.

**Definition A.5.** Let \( (M, \tau) \) be a tracial von Neumann algebra and \( x \in M \). For \( 1 \leq p < \infty \), we define the noncommutative \( L^p \)-norm of \( x \) with respect to \( \tau \) by

\[
\|x\|_p = \tau(|x|^p)^{1/p}.
\]

It is a nonobvious fact that \( \| \cdot \|_p \) is indeed a norm on \( M \) (see [Tak03, Theorem IX.2.13] or [dS18, Theorem 2.1.6]). Given \( x \in M \), we use \( \|x\|_\infty \) for the operator norm of \( x \) regarded as an
operator on $L^2(M, \tau)$ (recall that this is the same as the operator norm of $x$ represented on the original Hilbert space $M$ is given on).

Moreover, we still have Hölder’s inequality in the noncommutative context. Namely, if $p, q, r \in [1, \infty]$ with $1/p + 1/q = 1/r$, then for $x, y \in M$ one has

$$\|xy\|_r \leq \|x\|_p \|y\|_q.$$  

See [Dix53, Corollaire 3] or [dS18, Theorem 2.1.5] for a proof.

**Proposition A.6.** Let $(M, \tau)$ be a tracial von Neumann algebra. Suppose that $x \in M$ with $\|x\|_\infty \leq 1$. Suppose that $x^* x$ has no nonzero fixed vectors when acting on $L^2(M, \tau)$. Then

$$\|x^n\|_2 \to n \to \infty 0$$

for every $\xi \in L^2(M, \tau)$.

**Proof.** Note that $\|x^n\|_\infty \leq 1$ for every natural number $n$. This uniform estimate implies that

$$\{\xi : \|x^n\|_2 \to n \to \infty 0\}$$

is a closed, linear subspace of $L^2(M, \tau)$. So it suffices to show that it contains $\{\hat{y} : y \in M\}$. By the estimate

$$\|x^n\|_2 = \|x^n y\|_2 \leq \|x^n\|_2 \|y\|_\infty,$$

it suffices to show that $\|x^n\|_2 \to n \to \infty 0$. By repeated applications of the noncommutative Hölder inequality we have

$$\|x^n\|_2 \leq \|x\|_{2n}^2 = \lambda(x^{2n})^{1/2} = \left(\int t^{2n} d\mu_{|x|}(t)\right)^{1/2}.$$  

The assumption that $x^* x$ has no nonzero fixed vectors when acting on $L^2(M, \tau)$ means that $1 - x^* x$ is injective. Since $\|x\|_\infty \leq 1$, we know that $0 \leq x^* x \leq 1$. So $\|1 - x^* x\| = 1 - x^* x$. Hence by Proposition A.4, we know $1\{1\}(x^* x) = 1\{0\}(1 - x^* x) = 0$. Thus $\mu_{|x|}(\{1\}) = 0$. Since $\|x\|_\infty \leq 1$ we have that $\mu_{|x|}(\{0, 1\}) = 1$ so $\mu_{|x|}(\{0, 1\}) = 1$. Thus

$$\int t^{2n} d\mu_{|x|}(t) = \int_{[0, 1]} t^{2n} d\mu_{|x|}(t) \to n \to \infty 0,$$

by the dominated convergence theorem.  

As an application, we deduce Lemma 3.1.

**Proof of Lemma 3.1.** Setting $M = L(G)$ and $\tau = \langle \xi, \delta_1 \rangle$, we have a canonical isomorphism $L^2(M, \tau) \cong \ell^2(G)$ which is equivariant with respect to the actions of $M$ and sends $\delta_1$ to $\hat{1}$. So by Proposition A.6, it suffices to show that $1 - \lambda(x)^* \lambda(x)$ has no nonzero fixed vectors when acting on $\ell^2(G)$. Let $\nu = x^* x \in \text{Prob}(G)$, and $S = \text{supp}(x)$. Then $\text{supp}(\nu) = S^{-1} S$, and for all $\xi \in \ell^2(G)$ we have

$$\sum_{g \in S^{-1} S} \|\lambda(g)\|_2 - \|\xi\|_2^2 = 2\|\xi\|_2^2 - 2 \sum_{g \in S^{-1} S} \nu(g) \Re\langle \lambda(g)\xi, \xi \rangle.$$  

The fact that $\lambda(x)^* \lambda(x)$ is self-adjoint implies that $\nu(g) = \nu(g^{-1})$ for all $g \in G$, and from this it follows that

$$\sum_{g \in S^{-1} S} \|\lambda(g)\|_2 - \|\xi\|_2^2 = 2\|\xi\|_2^2 - 2 \sum_{g \in S^{-1} S} \nu(g) \Re\langle \lambda(g)\xi, \xi \rangle = 2\|\xi\|_2^2 - 2\langle \lambda(x)^* \lambda(x)\xi, \xi \rangle.$$  
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Suppose that $\xi \in \ell^2(G)$ is fixed by $\lambda(x)^*\lambda(x)$. Then by the above equation and the fact that $\text{supp}(\nu) = S^{-1}S$, it follows that $\lambda(g)\xi = \xi$ for all $g \in S^{-1}S$. Hence $\lambda(g)\xi = \xi$ for all $g \in \langle S^{-1}S \rangle$. Since $\langle S^{-1}S \rangle$ is infinite and $\xi \in \ell^2(G)$, it follows that $\xi = 0$. \hfill \Box

A.2 General results on $L^2$ formal inverses in von Neumann algebras and the proof of Lemma 3.2

In this section we prove Lemma 3.2. In fact, we will show that a version of Lemma 3.2 holds in an arbitrary tracial von Neumann algebra. To do this, we first generalize the notion of $\ell^2$ formal inverses from the case of the group ring to a general tracial von Neumann algebra.

**Definition A.7.** Let $(M, \tau)$ be a tracial von Neumann algebra, and $x \in M$. We say that $x$ has an $L^2$ formal inverse if there is a $\xi \in L^2(M, \tau)$ with $x\xi = 1$.

We recall (see [Con90, VIII.3.11]) the polar decomposition. Let $\mathcal{H}$ be a Hilbert space. We say that a $U \in B(\mathcal{H})$ is a partial isometry if $\|U\xi\| = \|\xi\|$ for all $\xi$ which are orthogonal to the kernel of $U$. We leave it as an exercise to verify that if $U$ is a partial isometry, then $U^*U$ is the orthogonal projection onto the orthogonal complement of the kernel of $U$, and $UU^*$ is the orthogonal projection onto the image of $U$. We call $U^*U$ the source projection of $U$ and $UU^*$ the range projection of $U$. If $T \in B(\mathcal{H})$ then we can write $T = U|T|$ where $U \in B(\mathcal{H})$ is a partial isometry whose source projection is the orthogonal projection onto the kernel of $T$ and whose range projection is the orthogonal projection onto the closure of the image of $T$. Moreover, this decomposition is unique: if $W$ is another partial isometry whose source projection is the orthogonal projection onto the orthogonal complement of the kernel of $T$ and whose range projection is the orthogonal projection onto the closure of the image of $T$, and if $P$ is any positive operator with $T = WP$, then necessarily $W = U$ and $P = |T|$. See [Con90, VIII.3.11] for more details.

**Lemma A.8.** Let $(M, \tau)$ be tracial von Neumann algebra and $y \in M$. Then the following are equivalent:

- $y$ has an $L^2$ formal inverse;
- $y$ is injective and $\int_{(0, \infty)} t^{-2} d\mu_{\|y\|}(t) < \infty$.

Moreover, if $y$ has an $L^2$ formal inverse $\xi$, then

$$\xi = L^2 - \lim_{\varepsilon \to 0} 1_{(\varepsilon, \infty)}(\|y\|)|y|^{-1}u^*\hat{1}$$

where $y = u|y|$ is the polar decomposition of $y$.

We remark that the notation $1_{(\varepsilon, \infty)}(\|y\|)|y|^{-1}$ is mildly abusive. It should be interpreted as $\phi_\varepsilon(|y|)$, where $\phi_\varepsilon : [0, \infty) \to [0, \infty)$ is the bounded Borel function given by $\phi_\varepsilon(t) = 1_{(\varepsilon, \infty)}(t)t^{-1}$. We are not requiring that $|y|$ be invertible as a bounded operator to make sense of $1_{(\varepsilon, \infty)}(|y|)|y|^{-1}$.

**Proof.** Throughout the proof, let $y = u|y|$ be the polar decomposition to $y$. For $\varepsilon > 0$, let $a_\varepsilon = 1_{(\varepsilon, \infty)}(|y|)|y|^{-1}u^*$.

First, suppose that $y$ has an $L^2$ formal inverse $\xi$. By the same arguments as in [Hay19b, Proposition 2.2], this implies that $y$ is injective as a bounded operator on $L^2(M, \tau)$. Let $y = u|y|$ be the polar decomposition to $y$. We compute

$$\|\xi - a_\varepsilon \hat{1}\|_2 = \|(1 - a_\varepsilon y)\xi\|_2 = \|1_{[0, \varepsilon)}(|y|)\xi\|_2.$$ 

By the spectral theorem, this implies that

$$\lim_{\varepsilon \to 0} \|\xi - a_\varepsilon \hat{1}\|_2 = \|1_{\{0\}}(|y|)\xi\|_2.$$
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As $y$ is injective, Proposition A.4 implies that $1_{\{0\}}(|y|) = 0$. So

$$\xi = L^2 - \lim_{\varepsilon \to 0} a_{\varepsilon} \hat{1} = L^2 - \lim_{\varepsilon \to 0} 1_{(\varepsilon, \infty)}(|y|)|y|^{-1} u^* \hat{1}.$$ 

Thus

$$\|\xi\|_2 = \lim_{\varepsilon \to 0} \tau(|a_{\varepsilon}|^2)^{1/2} = \lim_{\varepsilon \to 0} \tau(u1_{(\varepsilon, \infty)}(|y|)|y|^{-2} u^*)^{1/2} = \lim_{\varepsilon \to 0} \tau(1_{(\varepsilon, \infty)}(|y|)|y|^{-2} u^* u)^{1/2}.$$ 

Since $y = u|y|$ is the polar decomposition of $y$, we know that $u^* u$ is the orthogonal projection onto the orthogonal complement of the kernel of $y$. Since $y$ is injective, we deduce that $u^* u = 1$. So

$$\|\xi\|_2 = \lim_{\varepsilon \to 0} \tau(1_{(\varepsilon, \infty)}(|y|)|y|^{-2})^{1/2} = \lim_{\varepsilon \to 0} \left( \int_{(\varepsilon, \infty)} t^{-2} d\mu_{|y|}(t) \right)^{1/2} = \left( \int_{(0, \infty)} t^{-2} d\mu_{|y|}(t) \right)^{1/2},$$

the last step following from the monotone convergence theorem. Thus $\int_{(0, \infty)} t^{-2} d\mu_{|y|}(t) < \infty$.

Conversely, suppose that $y$ is injective and that $\int_{(0, \infty)} t^{-2} d\mu_{|y|}(t) < \infty$. Since $y$ is injective, we may argue as in the preceding paragraph to see that $u^* u = 1$. Since $M$ has a faithful, normal tracial state, it follows by [Tak02, Theorem V.2.4] that $uu^* = 1$. So $u$ is a unitary. Let $\xi_{\varepsilon} = a_{\varepsilon} \hat{1}$. For $0 < \delta < \varepsilon$ we have

$$\|\xi_{\delta} - \xi_{\varepsilon}\|_2 = \|1_{(\delta, \varepsilon)}(|y|)|y|^{-1} u^* \hat{1}\|_2 = \|1_{(\delta, \varepsilon)}(|y|)|y|^{-1} u^* \hat{1}\|_2 = \|1_{(\delta, \varepsilon)}(|y|)|y|^{-1}\|_2,$$

the last equality following as $u$ is unitary. So

$$\|\xi_{\delta} - \xi_{\varepsilon}\|_2 = \tau(1_{(\delta, \varepsilon)}(|y|)|y|^{-2}) = \int_{(\delta, \varepsilon)} t^{-2} d\mu_{|y|}(t).$$

Since $\int_{(0, \infty)} t^{-2} d\mu_{|y|}(t) < \infty$, the dominated convergence theorem shows that $\xi_{\varepsilon}$ is a Cauchy net. Thus, by completeness of $L^2(M, \tau)$, we may define $\xi = \lim_{\varepsilon \to 0} \xi_{\varepsilon}$ where the limit is taken in $\|\cdot\|_2$. We then have that

$$y\xi = \lim_{\varepsilon \to 0} u1_{(\varepsilon, \infty)}(|y|) u^* \hat{1}.$$ 

By the spectral theorem, we know $y\xi = u1_{(0, \infty)}(|y|) u^* \hat{1}$. Injectivity of $y$ and functional calculus imply that $1_{(0, \infty)}(|y|) = 1 - 1_{[0]}(|y|) = 1$. So

$$y\xi = uu^* \hat{1} = \hat{1},$$

the last step following as $u$ is unitary.

**Corollary A.9.** Let $(M, \tau)$ be tracial von Neumann algebra and suppose that $y \in M$ is injective as an operator on $L^2(M, \tau)$. Then $y$ has an $L^2$ formal inverse if and only if

$$\int_0^\infty \lambda \mu_{|y|}\left(\frac{0}{\lambda}, \frac{1}{\lambda}\right) d\lambda < \infty.$$ 

**Proof.** By direct computation,

$$\int_{(0, \infty)} t^{-2} d\mu_{|y|}(t) = 2 \int_{(0, \infty)} \int_0^{1/t} \lambda d\lambda d\mu_{|y|}(t) = 2 \int_0^\infty \lambda \mu_{|y|}\left(\frac{0}{\lambda}, \frac{1}{\lambda}\right) d\lambda. \quad \Box$$

Note that, by definition, $\mu_{|y|}(0, 1/\lambda) = \tau(1_{[0, 1/\lambda)}(|y|))$. Recall that our overall goal is to show that if $x \in M$ and $\|x\|_{\infty} \leq 1$, and if $1 - \text{Re}(x)$ has an $L^2$ formal inverse, then so does $1 - x$. The above corollary will facilitate this goal because it turns out that we may effectively estimate $\tau(1_{[0, 1/\lambda)}(|1 - x|))$ in terms of $\tau(1_{[0, 1/\lambda)}(1 - \text{Re}(x)))$. The main tool that helps us do this is the following lemma, which is a rephrasing of [Tak03, Lemma IX.2.6].
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Lemma A.10. Let \((M, \tau)\) be a tracial von Neumann algebra and \(p, q\) orthogonal projections in \(M\). If \(p(L^2(M, \tau)) \cap (1-q)(L^2(M, \tau)) = \{0\}\), then \(\tau(p) \leq \tau(q)\).

The following are the main estimates we will use in our proof of Lemma 3.2.

Lemma A.11. Let \((M, \tau)\) be a tracial von Neumann algebra.

(i) Suppose that \(a, b \in M\) with \(0 \leq a \leq b\). Then \(\mu_b([0, t)) \leq \mu_a([0, t))\) for all \(t > 0\).

(ii) Suppose that \(x \in M\) and that \(\|x\|_\infty = 1\). Then \(\mu_{1-x}([0, t)) \leq \mu_{1-\text{Re}(x)}([0, t))\) for all \(t > 0\).

Proof. (i) Set \(p = 1_{[0, t]}(b)\), \(q = 1_{[0, t]}(a)\). Suppose \(p(L^2(M, \tau)) \cap (1-q)(L^2(M, \tau)) \neq \{0\}\). Let \(\xi \in p(L^2(M, \tau)) \cap (1-q)(L^2(M, \tau))\) with \(\|\xi\|_2 = 1\). By the spectral theorem, we may find compactly supported measures \(\nu, \eta \in \text{Prob}([0, \infty))\) with

\[
\langle f(a)\xi, \xi \rangle = \int f \, d\nu \quad \text{and} \quad \langle f(b)\xi, \xi \rangle = \int f \, d\eta
\]

for all bounded, Borel functions \(f: [0, \infty) \to \mathbb{C}\). Since \(p\xi = \xi\), it follows that

\[
\langle b\xi, \xi \rangle = \langle b1_{[0, t]}(b)\xi, \xi \rangle = \int_{[0, t]} s \, d\eta(s) < t.
\]

Since \(1-q = 1_{[t, \infty)}(a)\) and \((1-q)\xi = \xi\), we know that

\[
\langle a\xi, \xi \rangle = \langle a1_{[t, \infty)}(a)\xi, \xi \rangle = \int_{[t, \infty)} s \, d\eta(s) \geq \eta([t, \infty)) = t\langle (1-q)\xi, \xi \rangle = t.
\]

So we have

\[
t \leq \langle a\xi, \xi \rangle \leq \langle b\xi, \xi \rangle < t,
\]

a contradiction.

(ii) Set \(p = 1_{[0, t]}(1-x)\) and \(q = 1_{[0, t]}(1-\text{Re}(x))\). Suppose \(p(L^2(M, \tau)) \cap (1-q)(L^2(M, \tau)) \neq \{0\}\). Then we may find a \(\xi \in p(L^2(M, \tau)) \cap (1-q)(L^2(M, \tau))\) with \(\|\xi\|_2 = 1\). By the spectral theorem, we may choose compactly supported measures \(\eta, \nu \in \text{Prob}([0, \infty))\) with

\[
\langle f(1-x)\xi, \xi \rangle = \int f \, d\nu,
\]

\[
\langle f(1-\text{Re}(x))\xi, \xi \rangle = \int f \, d\eta,
\]

for all bounded, Borel \(f: [0, \infty) \to \mathbb{C}\). Since \(p\xi = \xi\), it follows that

\[
\|1-x\|_2^2 = \|1-x\|^2_2\xi, \xi \rangle = \|1-x\|^2 p\xi, \xi \rangle = \int_{[0, t]} s^2 \, d\nu(s) < t^2.
\]

On the other hand,

\[
\|1-x\|_2^2 \geq \text{Re}(\langle (1-x)\xi, \xi \rangle) = \text{Re}(1-x)\xi, \xi \rangle = (\text{Re}(1-x)(1-q)\xi, \xi \rangle,
\]

the last equality following as \((1-q)\xi = \xi\). By definition of \(q\),

\[
\|1-x\|_2^2 \geq \int_{[t, \infty)} s^2 \, d\eta(s) \geq t^2 \eta([t, \infty)) = t^2\langle (1-q)\xi, \xi \rangle = t^2,
\]

where in the last equality we again use that \((1-q)\xi = \xi\). So we have shown that

\[
t < \|1-x\| \leq t,
\]

a contradiction.\qed

We now prove the main result of this section.
Let \((M, \tau)\) be a tracial von Neumann algebra and \(x \in M\) with \(\|x\|_\infty \leq 1\). If \(1 - \text{Re}(x)\) has an \(L^2\) formal inverse, then so does \(1 - x\).

**Proof.** Assume \(1 - \text{Re}(x)\) has an \(L^2\) formal inverse. Recall that this implies that \(1 - \text{Re}(x)\) is injective. We first show that \(1 - x\) is injective. Suppose that \(\xi \in L^2(M, \tau)\) and \(x\xi = \xi\). Then

\[
\|x^*\xi - \xi\|^2 = \|x^*\xi\|^2 + \|\xi\|^2 - 2\text{Re}((x^*\xi, \xi)) = \|x^*\xi\|^2 + \|\xi\|^2 - 2\text{Re}((\xi, x\xi)) = \|x^*\xi\|^2 - \|\xi\|^2 \leq 0,
\]

the last step following as \(\|x^*\|_\infty = \|x\|_\infty \leq 1\). So \(x^*\xi = \xi\), and thus \(\text{Re}(x)\xi = \xi\). By injectivity of \(1 - \text{Re}(x)\), it follows that \(\xi = 0\). So \(1 - x\) is injective. It thus remains to show that

\[
\int_0^\infty \lambda \mu_{1-x}((0, 1/\lambda))\,d\lambda < \infty.
\]

By Lemma A.11(ii), we know that

\[
\mu_{1-x}\left(\left[0, \frac{1}{\lambda}\right]\right) \leq \mu_{1-\text{Re}(x)}\left(\left[0, \frac{1}{\lambda}\right]\right) = \mu_{1-\text{Re}(x)}\left(\left(0, \frac{1}{\lambda}\right)\right)
\]

for every \(\lambda > 0\). Since we just saw that \(1 - x\) is injective, we know by Proposition A.4 that \(\mu_{1-x}\{0\} = 0\). So

\[
\mu_{1-x}\left(\left(0, \frac{1}{\lambda}\right)\right) \leq \mu_{1-\text{Re}(x)}\left(\left(0, \frac{1}{\lambda}\right)\right).
\]

Additionally, the fact that \(\|x\|_\infty \leq 1\) implies that \(\|\text{Re}(x)\|_\infty \leq 1\). So \(-1 \leq \text{Re}(x) \leq 1\), and thus \(1 - \text{Re}(x) \geq 0\). So \(|1 - \text{Re}(x)| = 1 - \text{Re}(x)\), and the lemma now follows from the above estimate and Corollary A.9. \(\square\)

We now prove Lemma 3.2.

**Proof of Lemma 3.2.** Recall that if \(M = L(G)\) and \(\tau = \langle \cdot \delta_1, \delta_1 \rangle\), then we may have a canonical identification \(L^2(M, \tau) \cong L(G)\) which sends \(\hat{1}\) to \(\delta_1\). So it is enough to show that if \(1 - ((\lambda(x)^* + \lambda(x))/2)\) has an \(L^2\) formal inverse, then \(1 - \lambda(x)\) has an \(L^2\) formal inverse.

By the triangle inequality, if \(x \in \mathbb{C}(G)\) and \(|\hat{x}| \in \text{Prob}(G)\), then \(\|\lambda(x)\| \leq 1\). So Lemma 3.2 now follows from Lemma A.12. \(\square\)

### A.3 Fuglede–Kadison determinants of lopsided and semi-lopsided elements

We now recall the definition of Fuglede–Kadison determinants for elements in a tracial von Neumann algebra.

**Definition A.13.** Let \((M, \tau)\) be a tracial von Neumann algebra, and let \(x \in M\). Define the Fuglede–Kadison determinant of \(x\) by

\[
\det_M(x) = \exp\left(\int \log(t)\,d\mu_{\lfloor|\cdot|}(t)\right)
\]

with the convention that \(\exp(-\infty) = 0\).

Let \((M, \tau)\) be a tracial von Neumann algebra. Given any \(x \in M\), by [Bro86] there is a unique probability measure \(\mu_{x}\) defined on the Borel subsets of the spectrum of \(x\), so that

\[
\log \det_M(\lambda - x) = \int \log |\lambda - z|\,d\mu_{x}(z)
\]

for all \(\lambda \in \mathbb{C}\). In the case that \(x\) is self-adjoint, this agrees with the measure \(\mu_{x}\) defined earlier in this section. We call \(\mu_{x}\) the Brown measure of \(x\); this measure is an analogue of the eigenvalue distribution of \(x\) (it may be that the support of \(\mu_{x}\) is a proper subset of the spectrum of \(x\)).
Brown showed in Theorem 3.10 of [Bro86] that
\[ \tau(x^k) = \int z^k \, d\mu_x(z) \]
for all \( k \in \mathbb{N} \).

The following result is how we compute Fuglede–Kadison determinants for semi-lopsided elements. This result is surely well known, but we include the proof for completeness.

**Proposition A.14.** Let \((M, \tau)\) be a tracial von Neumann algebra, and let \( x \in M \) be a contraction (i.e. \( \|x\| \leq 1 \)). Then:

(a) \( \lim_{t \to 1^-} \det_M(1 - tx) = \det_M(1 - x) \);

(b) if \( \sum_{k=1}^{\infty} (\tau(x^k)/k) \) is conditionally convergent, then
\[ \det_M(1 - x) = \left| \exp \left( - \sum_{k=1}^{\infty} \frac{\tau(x^k)}{k} \right) \right|. \]

**Proof.** (a) Let \( \mu_x \) be the Brown measure of \( x \). By definition,
\[ \int \log |1 - tz| \, d\mu_x(z) = \log \det_M(1 - tx), \]
and \( \mu_x \) is a measure supported on \( \mathbb{D} = \{ z \in \mathbb{C} : |z| \leq 1 \} \). For \( t \in (0, \infty) \),
\[ \det_M(1 - tx) = t \det_M(t^{-1} - x). \]

Observe that, for all \( z \in \mathbb{D} \) and all \( t, s \in (0, 1) \) with \( t < s < 1 \), we have that
\[ - \log |t^{-1} - z| \leq - \log |s^{-1} - z|, \]
and \(- \log |t^{-1} - z| \geq - \log(3) \) for all \( t \in (1/2, 1) \). So it follows from the monotone convergence theorem that
\[ \lim_{t \to 1^-} \log \det_M(1 - tx) = \lim_{t \to 1^-} \int \log |1 - tz| \, d\mu_x(z) = \int \log |1 - z| \, d\mu_x(z) = \log \det_M(1 - x). \]

(b) It suffices to show that
\[ \log \det_M(1 - x) = \text{Re} \left( - \sum_{k=1}^{\infty} \frac{\tau(x^k)}{k} \right). \]

Let \( \log(z) \) denote the branch of the complex logarithm defined on the right half-plane and which has \( \log(1) = 0 \). By part (a) we have that
\[ \log \det_M(1 - x) = \lim_{t \to 1^-} \log \det_M(1 - tx) = \lim_{t \to 1^-} \int \log |1 - tz| \, d\mu_x(z) \]
\[ = \lim_{t \to 1^-} \text{Re} \left( \int \log(1 - tz) \, d\mu_x(z) \right). \]

For \( 0 < t < 1 \), the sum \( \sum_{k=1}^{\infty} t^k z^k/k \) converges uniformly on \( \mathbb{D} \) to \(- \log(1 - t) \). Hence, for \( 0 < t < 1 \),
\[ \int \log(1 - tz) \, d\mu_x(z) = - \sum_{k=1}^{\infty} \int \frac{\mu_x(z)}{k} \, d\mu_x(z) = - \sum_{k=1}^{\infty} \frac{t^k \tau(x^k)}{k}, \]
the last equality following by [Bro86, Theorem 3.10]. By Abel’s theorem,
\[ \lim_{t \to 1^-} \sum_{k=1}^{\infty} \frac{t^k \tau(x^k)}{k} = \sum_{k=1}^{\infty} \frac{\tau(x^k)}{k}, \]
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\[
\sum_{k=1}^{\infty} \tau(x^k)/k \text{ is conditionally convergent. Thus we have that}
\]
\[
\log \det_M(1 - x) = \text{Re} \left( -\sum_{k=1}^{\infty} \frac{\tau(x^k)}{k} \right). \tag{\square}
\]

**Corollary A.15.** Let \( G \) be a countable, discrete, group and suppose that \( G \) has a left-invariant partial order \( \leq \). Let \( S \subseteq \{g \in G : g > 1\} \), and let \((a_s)_{s \in S}\) be complex numbers. Suppose that \( a \in \mathbb{C}\setminus\{0\} \) and that \( \sum_{s \in S} |a_s| \leq |a| \). Finally, set \( f = a + \sum_{s \in S} a_s s \). Then
\[
\log \det_{L(G)}(f) = \log |a|.
\]

**Proof.** Set \( x = -(1/a) \sum_{s \in S} a_s s \). Then \( \|x\| \leq 1 \). Since \( f = a(1 - x) \), we have
\[
\log \det_{L(G)}(f) = \log |a| + \log \det_{L(G)}(1 - x) = \log |a| + \text{Re} \left( -\sum_{k=1}^{\infty} \frac{\tau(x^k)}{k} \right).
\]
Since \( S \subseteq \{g \in G : g > 1\} \), it is not hard to see that \( \tau(x^k) = 0 \) for every integer \( k \geq 1 \). This completes the proof. \( \square \)

**Appendix B. On \( \ell^2 \) formal inverses**

**B.1 \( \ell^p \) formal inverses of balanced elements**

We start by addressing some of the invertibility conditions in the paper and show that in many cases they are optimal. The invertibility conditions on \( f \in \mathcal{Z}(G) \) that occur in this paper and other previous works (in increasing order of generality) are typically the following:

- \( f \) has an \( \ell^1 \) formal inverse [Bow11, Den06, DS07, LSV13];
- \( f \) is invertible in the full C*-algebra of \( G \) [KL11];
- \( \lambda(f) \) is invertible [Li14, Hay17, Hay21];
- \( f \) has an \( \ell^2 \) formal inverse [Hay19b].

Since they are the ones relevant to our paper, we discuss when the first, third and fourth of these invertibility hypotheses for well-balanced \( f \) occur in the following proposition. Compare [Li14, Appendix A] for a more involved discussion in the amenable case of how and when the first and second hypotheses differ.

**Proposition B.1.** Let \( G \) be a countable, discrete group and \( f \in \mathcal{Z}(G) \) be semi-lopsided. Let \( H = (\text{supp}(f)) \). Then:

(a) if \( f \) is well balanced, it does not have an \( \ell^1 \) formal inverse;
(b) if \( f \) is well balanced, then \( \lambda(f) \) is invertible if and only if \( H \) is nonamenable;
(c) if \( H \) is nonamenable, then \( \lambda(f) \) is invertible.

**Proof.** (a) Define \( t : \ell^1(G) \to \mathbb{C} \) by \( t(\xi) = \sum_{g \in G} \xi(g) \). Direct computations show that \( t(\xi * \eta) = t(\xi)t(\eta) \) for all \( \xi, \eta \in \ell^1(G) \) where \(*\) is convolution. So \( t(f\xi) = t(\hat{f})t(\xi) = 0 \) for all \( \xi \in \ell^1(G) \). But then obviously there is no \( \xi \in \ell^1(G) \) with \( f\xi = \delta_1 \).

(b) Write \( f = m(1 - x) \) where \( \hat{x} \in \text{Prob}(G) \). First suppose that \( H \) is amenable. Then there is a sequence \((\xi_n)_{n \in \mathbb{N}}\) in \( \ell^2(G) \) with \( \|\xi_n\|_2 = 1 \) and \( \|\lambda(h)\xi_n - \xi_n\|_2 \to_n \to 0 \) by [BdlHV08, Appendix G]. Since \( \hat{x} \in \text{Prob}(G) \), we thus have that \( \|\xi_n - x\xi_n\|_2 \to 0 \). Hence, we have that \( \|(1 - x)\xi_n\|_2 \to 0 \). By the open mapping theorem, if \( 1 - \lambda(x) \) were invertible we would have that there is a constant \( C > 0 \) so that \( \|(1 - \lambda(x))\xi\|_2 \geq C\|\xi\|_2 \) for all \( \xi \in \ell^2(G) \). Since \( \|(1 - x)\xi_n\|_2 \to_n \to 0 \), and \( \|\xi_n\|_2 = 1 \), we must have that \( 1 - \lambda(x) \) is not invertible. So \( \lambda(f) \) is not invertible.
Conversely, suppose that $H$ is not amenable. Then, by [BdlHV08, Appendix G], we have that $\|\lambda(x)\|_{B(\ell^2(G))} < 1$. So $1 - \lambda(x)$ is invertible and it inverse is given by $\sum_{n} \lambda(x)^n$.

(c) If $f$ is lopsided, this is obvious. So we may assume that $f = m(1 - x)$ where $|\hat{x}| \in \text{Prob}(G)$. Let $y \in \mathbb{R}(G)$ be so that $\hat{y} = \hat{x}$. Then, for all $\xi \in \ell^2(G)$, we have that $|x\xi| \leq |y|\xi|$, so $\|x\xi\|_2 \leq \|y\|\xi\|_2 \leq \|\lambda(y)\|_{B(\ell^2(G))}\|\xi\|_2$. So $\|\lambda(x)\|_{B(\ell^2(G))} \leq \|\lambda(y)\|_{B(\ell^2(G))}$. As in (b), we know that $\|\lambda(y)\|_{B(\ell^2(G))} < 1$. So $\|\lambda(x)\|_{B(\ell^2(G))} < 1$ as well, and, as in (b), this implies that $1 - \lambda(x)$ is invertible. So $\lambda(f)$ is invertible.

It is easy to see that $\lambda(f)$ being invertible is equivalent to $f$ being invertible in the group von Neumann algebra (as used and discussed in [Li14, Hay17, Hay21]). By our work in §3.1 we know that, in the setup of the above proposition, that if $\langle a^{-1}b : a, b \in \text{supp}(\hat{f}) \setminus \{1\} \rangle$ is infinite, and if $H$ has either superpolynomial growth, or polynomial growth of degree at least 5, then $f$ has an $\ell^2$ formal inverse. If $f$ is well balanced, and $H$ is amenable, then $\lambda(f)$ is not invertible. So we have many examples of $f$ which have an $\ell^2$ formal inverse, but are not invertible in the group von Neumann algebra.
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