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ABSTRACT
The traditional rule-based design, 3 + 3, has been shown to be less likely to achieve the objectives of dose-finding trials when compared with model-based designs. We propose a new rule-based design called i3 + 3, which is based on simple but more advanced rules that account for the variabilities in the observed data. We compare the operating characteristics for the proposed i3 + 3 design with other popular phase I designs by simulation. The i3 + 3 design is far superior than the 3 + 3 design in trial safety and the ability to identify the true MTD. Compared with model-based phase I designs, i3 + 3 also demonstrates comparable performances.

1. Introduction

1.1. Background
Phase I dose-finding trials represent the first stage of testing a new drug or new therapy in humans and are crucial in clinical drug development as they provide dose recommendation for later phase clinical trials. The primary goal of phase I trials is to assess dose limiting toxicities (DLT) and find the maximum tolerated dose (MTD) while maintaining patient safety. Statistical designs for phase I dose-finding trials can be generally divided into two classes: rule-based methods and model-based methods. The most widely used 3 + 3 design (Storer 1989) is an example of rule-based methods, in which dose escalation and de-escalation decisions are based on a set of prespecified rules. It is by far the most popular method in practice due to its simplicity. Clinicians and drug developers only need to follow a set of rules (Yang et al. 2015) to design and conduct the dose-finding trials without needing to understand statistical models or run computer programs. The other class of designs uses parametric or nonparametric statistical models to describe the underlying mechanism of observed dose-toxicity relationship. Statistical inference based on the models leads to desirable decisions for dose allocation, typically optimized according to a certain criterion. The continuous reassessment method (CRM) by O’Quigley et al. (O’Quigley et al. 1990) is an example of model-based designs. In practice, the CRM design often requires expertise in statistical modeling and the ability to execute computer programs for real-trial applications.

In addition to the classical model-based designs like CRM, there is an increasing interest in a type of model-based designs, called interval-based designs that demonstrate comparable operating characteristics to the classical model-based designs but with simpler implementation like the rule-based designs. Some notable examples include the modified toxicity probability interval (mTPI) (Ji et al. 2010) and mTPI-2 designs (Guo et al. 2017), the cumulative cohort design (CCD) (Ivanova et al. 2007) and the Bayesian optimal interval design (BOIN) (Liu and Yuan 2015). One important
advantage of these designs is that the decisions of dose allocation can be pre-tabulated in advance, making the decision process transparent and intuitive to clinicians. However, they all rely on underlying models and inference that require expertise in statistics and mathematics.

1.2. A motivating example

The proposed i3 + 3 design is motivated by a debatable decision based on the mTPI design (Guo et al. 2017). We first provide a brief review of the mTPI design to set the stage for the upcoming discussion. The mTPI design requires investigators to provide two input values, the target probability of toxicity $p_T$ and the equivalence interval (EI), defined mathematically as $[p_T - \epsilon_1, p_T + \epsilon_2]$. The target probability of toxicity $p_T$ specifies the highest toxicity rate of the MTD (e.g., $p_T = 0.3$) and the EI provides a range around the target probability so that doses with toxicity probabilities inside the EI will also be considered as the MTD. For example, when $p_T = 0.3$ and EI is $[0.25, 0.35]$, the target toxicity rate of the MTD is 0.3, but a dose with toxicity rate between 0.25 and 0.35 will also be considered as the MTD. The use of EI allows some variabilities in the statistical inference and flexibility for real-world clinical trials.

Statistically, mTPI uses an optimal decision rule for assigning patients (Ji et al. 2010). However, some decisions of mTPI, even though optimal and accounting for the data variability, may be considered risky in clinical practice. For example, suppose in a dose-finding trial, the target toxicity probability is $p_T = 0.3$ and the EI is $[0.25, 0.35]$. This means that the MTD should have a toxicity probability near 0.3 but not below 0.25 or above 0.35. Suppose 6 patients have been enrolled at a dose and 3 of them experience DLTs at a dose currently being used for treatment. Based on the observed data, a trial design needs to provide a decision to select the dose level at which the next cohort of patients will be assigned. The decision of the mTPI design is “S”, to stay and enroll more patients at the current dose. The decision “S” can be deemed too aggressive since the observed toxicity rate is $3/6 = 0.5$, which is higher than the target rate $p_T = 0.3$. In practice, the decision “D”, to de-escalate the dose level is considered to be safer and more desirable. Through personal communication, this type of argument has been raised by IRB review committees and regulatory agencies. However, a question one may ask is that why a mathematically optimal decision rule in mTPI produces the decision “S” that is perceived too risky in practice?

To address this question, we begin by noting that there is no consensus on what decisions are acceptable in real-world trials. Oftentimes, whether a decision is acceptable depends on the review committee’s experiences, preference, and common sense. For example, if 3 out of 3 patients experience DLTs at a dose, the only acceptable decision is “D”, to de-escalate the dose level regardless of what statistical design is used. However, it is less obvious which decisions are acceptable when 3 out of 6 patients have DLTs in a trial with a target toxicity rate $p_T = 0.3$ and EI = $[0.25, 0.35]$. So why is decision “S” considered not acceptable by review committees here? The most obvious answer would be that the observed toxicity rate $3/6 = 0.5$ is higher than the target rate 0.3. An observed toxicity rate higher than the MTD target rate raises safety concern of the dose, and therefore the decision “S”, which allows more patients to be treated at the same dose, may be considered too risky in practice. However, this may not be the only reason. Let us consider another example. The same decision “S” is used by the 3 +3 design if 1 out of 3 patients experiences DLT at a dose. The 3 + 3 design defines the MTD as the highest dose with no more than 1 out of 6 patients experiencing DLT. In other words, the target toxicity rate of the 3 + 3 design is about 1/6. When 1 out of 3 patients experiences DLT, the observed toxicity rate is 1/3, which is higher than 1/6, and yet the decision “S” under the 3 + 3 design is widely accepted in practice. So why is decision “S” acceptable when 1 out of 3 patients experiences DLT with a target rate 1/6 but not acceptable when 3 out of 6 patients have DLTs with a target rate 0.3?

The answer lies in the difference of the sample sizes (and associated data variabilities) of the observed data, 6 patients versus 3 patients, between the two examples. Consider the 3 +3 case where “S” is acceptable when 1 out of 3 patients has DLT and the target rate is 1/6. Even though the
observed toxicity rate 1/3 is twice higher than the target rate 1/6, there is only 3 patients worth of information, which does not sufficiently distinguish 1/3 from 1/6. For example, with 1 fewer DLT, the observed rate would be 0/3, way below 1/6. In contrast, in the second case where 3 out of 6 patients have DLT and the target rate is 0.3, not only is the empirical rate 3/6 higher than the target rate, but even if 1 fewer patient were to have DLT, the observed rate would be 2/6 which would still be higher than 0.3. Therefore, the observed rate 3/6 in the second case is more informative than the observed rate 1/3 in the first case, despite both observed rates being higher than the target rates. As a result, the decision “S” is considered not acceptable in the case of 6 patients but acceptable in the case of 3 patients.

Motivated by this reasoning, we propose a new rule-based design, the i3 + 3 design in which the letter “i” stands for “interval”. The main innovation of i3 + 3 is to add an additional criterion into the 3+3 like rules so that data variability is accounted for. The new criterion considers the gap between two possible data points and its relative magnitude to the EI.

2. The proposed i3 +3 design

2.1. Dose-finding algorithm

Suppose a set of $d = 1, \ldots , D$ ascending doses is tested in a trial. Assume the target toxicity rate $p_T$ for the MTD (e.g., $p_T = 0.3$) and the EI (e.g., EI = [0.25, 0.35]) have been specified and fixed for the trial. Suppose dose $d$ is the dose currently used to treat patients, $n$ is the number of patients who have been treated at dose $d$, and $x$ is the number of patients who have experienced DLTs at dose $d$. Assume patients are enrolled and assigned to doses in cohorts. That is, the next cohort of patients may not be enrolled until toxicity outcomes from the previous cohorts of enrolled patients have been fully observed. Given the observed data, the i3 +3 design identifies an appropriate dose for the next cohort of patients. We propose a set of rules in Table 1 that fulfills the task. Specifically, these rules compare two quantities, $\frac{x}{n}$ and $\frac{x-1}{n}$, to the EI, and depending on the comparison outcome, decide the next dose level for enrolling patients.

In words, the i3 +3 design can be summarized as follows: at the current dose $d$, calculate two quantities $\frac{x}{n}$ and $\frac{x-1}{n}$.

- If $\frac{x}{n}$ is below the EI, escalate ("E") and enroll patients at the next higher dose $(d + 1)$;
- else, if $\frac{x}{n}$ is inside the EI, stay ("S") and continue to enroll patients at the current dose $d$;
- else, if $\frac{x}{n}$ is above the EI, there are two scenarios:
  1. if $\frac{x-1}{n}$ is below the EI, stay ("S") and continue to enroll patients at the current dose $d$;
  2. else, de-escalate ("D") and enroll patients at the next lower dose $(d - 1)$.

| Condition                              | Next dose level |
|----------------------------------------|-----------------|
| $\frac{x}{n}$ below EI                 | $d + 1$         |
| $\frac{x}{n}$ inside EI                | $d$             |
| $\frac{x}{n}$ above EI and $\frac{x-1}{n}$ below EI | $d$             |
| $\frac{x}{n}$ above EI and $\frac{x-1}{n}$ inside EI | $d - 1$         |
| $\frac{x}{n}$ above EI and $\frac{x-1}{n}$ above EI | $d - 1$         |

Table 1. The dose-finding algorithm of the i3 + 3 design. Notation: 1) $d$: the current dose that is being tested in the trial; 2) $n$: the number of patients at the current dose; 3) $x$: the number of patients with DLTs at the current dose. The target toxicity probability is assumed to be $p_T$ and the equivalence interval is denoted as EI = [$(p_T - \epsilon_1, p_T + \epsilon_2)$]. A value is “below” the EI means that the value is smaller than $(p_T - \epsilon_1)$, the lower bound of the EI. A value is “inside” the EI means that the value is larger than or equal to $(p_T - \epsilon_1)$ but smaller than or equal to $(p_T + \epsilon_2)$. A value is “above” the EI mean that the value is larger than $(p_T + \epsilon_2)$.
When $d$ is the highest dose or the lowest dose, the above rules need to be modified as special cases.

1. If the current dose is the highest dose, and $\bar{x}$ is below the EI, stay (“S”) instead of escalating (“E”) and continue to enroll patients at the current dose. This is because there is no dose to escalate to.
2. If the current dose is the lowest dose, and $\bar{x}$ is above the EI, stay (“S”) instead of potentially de-escalating (“D”) and continue to enroll patients at the current dose. This is because there is no dose to de-escalate to.

Following the mTPI and mTPI-2 designs, we add two safety rules as ethical constraints to avoid excessive toxicity:

- Safety rule 1 (early termination): Suppose that dose 1 has been used to treat patients. If $Pr(p_1 > p_T|x_1, n_1) > \xi$ for $\xi = 0.95$, terminate the trial due to excessive toxicity.
- Safety rule 2 (dose exclusion): Suppose that the decision is to escalate from dose $d$ to $(d + 1)$. If $Pr(p_{d+1} > p_T|x_{d+1}, n_{d+1}) > \xi$ for $\xi = 0.95$, then treat the next cohort of patients at dose $d$ instead of $(d + 1)$, and dose $(d + 1)$ and higher doses will be removed from the trial. These doses will be marked as “DU” to indicate that they are Unacceptable to use in the trial anymore.

Under the $i3 + 3$ design, a trial is terminated either when a prespecified sample size is reached or according to Safety rule 1. If the cohorts have been assigned to the highest dose level consecutively, the investigators could choose to expand the highest dose levels if the efficacy data is convincing or insert higher doses for further investigation.

### 2.2. Examples and software

In Table 2, we provide two cases to illustrate the application of the $i3 + 3$ design. In case 1, $n = 6$ patients are treated at dose $d$, $p_T = 0.3$ and the EI is $[0.25, 0.35]$. In case 2, $n = 3$, $p_T = 0.17$ and the EI is $[0.12, 0.22]$. We also include the decisions of mTPI and mTPI-2, two interval-based designs for comparison. In either case, the three designs agree in all decisions except for one. In case 1, the $i3 + 3$ decision for $x = 3$ is “D”, to de-escalate to dose $(d - 1)$. With the same setting, the mTPI decision is “S”, to continue treating at dose $d$. This decision is considered too aggressive in practice according to our previous discussion. In case 2, the $i3 + 3$ decision for $x = 1$ is “S”, to continue treating at dose $d$ which coincides with the $3 + 3$ design. However, the mTPI-2 decision is “D”, to de-escalate to dose $(d - 1)$, which may not be preferred by physicians who side with the $3 + 3$ design. In both cases, the $i3 + 3$ design seems to make the “humanly desirable” decisions as opposed to the model-based designs like mTPI and mTPI-2.

In addition, based on the proposed $i3 + 3$ algorithm in Table 1, we can easily generate decisions for any number of $n$ patients, not just restricted to 3 or 6. We provide an R Shiny tool freely available at [https://i3design.shinyapps.io/i3plus3/](https://i3design.shinyapps.io/i3plus3/) that generates decision tables based on the $i3 + 3$ design for any $p_T$ and EI values. See Figure 1 for an example for a trial with $p_T = 0.3$ and EI $=[0.25, 0.35]$. In the decision table, we present decisions in terms of three letters, “D”, “S”, and “E”, which correspond treating future patients at dose level $(d - 1)$, $d$, and $(d + 1)$, respectively. The letter “U” represents the situations where Safety rule 2 is invoked. This table makes the $i3 + 3$ decisions transparent to the investigators prior to trial start and can be used to guide all the dose assignment decisions throughout the trial. Alternatively, investigators can memorize and follow the simple rules in Table 1 to guide dose assignments in the trial, which only requires comparing $\bar{x}$ and $\frac{x_{n-1}}{n}$ to the EI. The $i3 + 3$ is sufficiently simple and intuitive for this alternative choice.

In addition, the R Shiny tool conducts simulation based on the $i3 + 3$ design and allows investigators to examine the operating characteristics of the design, which will be discussed in Section 3.
Table 2. Two cases to illustrate the decisions of the i3 + 3 design in comparison to the mTPI and mTPI-2 designs. In case 1, the target toxicity probability is 0.3, the EI is \([0.25, 0.35]\), and a total of 6 patients are treated at the current dose. In case 2, the target toxicity probability is 0.17, the EI is \([0.12, 0.22]\), and a total of 3 patients are treated at the current dose. Highlighted are where i3 + 3 is different from mTPI or mTPI-2.

| Current dose: \(d\) | Target probability: \(p_T = 0.3\) | EI: \([p_T - \epsilon_1, p_T + \epsilon_2] = [0.25, 0.35]\) |
|----------------------|-----------------------------------|----------------------------------|
| No. enrolled: \(n = 6\) | Next dose level \(i3 + 3\) | Next dose level mTPI | Next dose level mTPI-2 |
| No. DLTs: \(x\) | \(d + 1\) | \(d + 1\) | \(d + 1\) |
| 0 | | | |
| 1 | \(d\) | \(d\) | \(d\) |
| 2 | \(d\) | \(d\) | \(d\) |
| 3 | \(d - 1\) | \(d\) | \(d - 1\) |
| 4 | \(d - 1\) | \(d - 1\) | \(d - 1\) |
| 5 | \(d - 1\) | \(d - 1\) | \(d - 1\) |
| 6 | \(d - 1\) | \(d - 1\) | \(d - 1\) |

| Current dose: \(d\) | Target probability: \(p_T = 0.17\) | EI: \([p_T - \epsilon_1, p_T + \epsilon_2] = [0.12, 0.22]\) |
|----------------------|-----------------------------------|----------------------------------|
| No. enrolled: \(n = 3\) | Next dose level \(i3 + 3\) | Next dose level mTPI | Next dose level mTPI-2 |
| No. DLTs: \(x\) | \(d + 1\) | \(d + 1\) | \(d + 1\) |
| 0 | | | |
| 1 | \(d\) | \(d\) | \(d - 1\) |
| 2 | \(d - 1\) | \(d - 1\) | \(d - 1\) |
| 3 | \(d - 1\) | \(d - 1\) | \(d - 1\) |

Figure 1. An example of the decision tables for the i3 + 3 design. For each “Number of Patients” (column), the decisions “D”, “S”, “E” are listed for each “Number of DLTs” (row). Letter “DU” stands for de-escalating to the previous lower dose, and the current dose is deemed unacceptable according to safety rule 2 so that it will never be used again for the rest of the trial. Here, the target toxicity probability \(p_T = 0.3\) and EI = \([0.25, 0.35]\).

### 2.3. Estimation of MTD

When a trial is terminated, the MTD selection under the i3 + 3 design follows the same procedure as in the mTPI and mTPI-2 designs. Specifically, let \(p_T\) denote the target toxicity rate, and \(\epsilon_1, \epsilon_2\) are small positive constants such that EI = \([p_T - \epsilon_1, p_T + \epsilon_2]\). For example, \(\epsilon_1 = \epsilon_2 = 0.05\). Let \(p_d\) denote the probability of toxicity at dose \(d\). Assume \(n_d\) patients have been treated at dose \(d\), and \(x_d\) of them experienced DLTs. Therefore, we assume \(x_d|p_d \sim Bin(n_d, p_d)\), follows a binomial distribution. In addition, assume the prior distribution \(p_d \sim Beta(0.005, 0.005)\) as in the mTPI and mTPI-2 designs. These parameter values of 0.005 are chosen so that the beta priors have little impact on the posterior...
distribution, which is given by \( p_d \mid (x_d, n_d) \sim \text{Beta}(x_d + 0.005, n_d - x_d + 0.005) \). Therefore, the posterior mean toxicity probability at dose \( d \) is given by

\[
\hat{p}_d = \frac{x_d + 0.005}{n_d + 0.01}
\]

To impose the monotonicity of the dose-toxicity relationship, isotonic regression is applied to the posterior means \( \hat{p}_d \) using the pool adjacent violators algorithm (Robertson and FT, 1998). This algorithm replaces adjacent estimates that violate the monotonicity assumption with their weighted average, where the weights are the posterior variance at each dose level. Let \( \bar{p}_d \) be the isotonic-transformed posterior means for all the doses. The estimated MTD is the dose with the smallest difference

\[
d^* = \arg\min_{d \in \{1, 2, \ldots, D\}} |\bar{p}_d - p_T|
\]

among all the doses \( d \) for which \( n_d > 0 \) and \( \bar{p}_d \leq (p_T + \varepsilon_2) \).

If more than one dose of \( d^* \) exists, it means there are ties for which the value \( \bar{p}_{d^*} \) is the same. Then we choose MTD according to the following simple rules:

(a) If \( \bar{p}_{d^*} > p_T \), the suggested MTD is the lowest dose in \( d^* \).
(b) If \( \bar{p}_{d^*} \leq p_T \), the suggested MTD is the highest dose in \( d^* \).

3. Operating characteristics of the i3 +3 design

3.1. Simulation setup

Via repeated simulation trials, we assess and compare the operating characteristics of the i3 +3 design. For comparison, we also include the 3 + 3, mTPI, mTPI2, BOIN, CRM and the Bayesian Logistic Regression Model (BLRM) (Neuenschwander et al., 2008) designs in the simulation. Simulated trials are generated based on scenarios that specify the true toxicity rate of each dose. We slightly modified the three sets of 14 scenarios in (Ji and Wang, 2013) that assume six doses for a trial and three different target \( p_T \) values of 0.1, 0.17, and 0.3, respectively. Scenarios for \( p_T = 0.17 \) are generated by subtracting 0.03 from the original scenarios for \( p_T = 0.2 \) in (Ji and Wang, 2013). See Appendix A for details. This gives a total of 42 scenarios. A sample size of 30 patients is used for each trial with a cohort size of 3. For the mTPI and mTPI-2 designs, the EI is \([p_T - 0.05, p_T + 0.05]\). For the BOIN design (Liu and Yuan, 2015), we set \((p_T - \lambda_e) = 0.05 \) and \((\lambda_d - p_T) = 0.05 \) so that the actual intervals for decision making among BOIN, mTPI and mTPI-2 are identical. For the BLRM design, the EWOC parameter is set at 0.5. A detailed description of the CRM and BLRM used in the simulation study is provided in Appendix B. Under each simulation scenario, we generate 1,000 simulated trials.

3.2. Simulation results

We characterize the true MTDs as any doses with toxicity probabilities inside the EI. If no doses satisfy the criterion, the true MTD is the highest dose among those with true toxicity probabilities \( p_d < p_T \). If no MTD could be identified based on the two criteria, then the particular scenario does not have a true MTD, which means the decision of selecting any dose as the MTD would be wrong.

To assess the performance of a dose-finding design, we consider the following criteria:

1. Reliability or the percentage of correct selection (PCS), defined as the percentage of the trials that the MTD is correctly selected. When all the dose levels are above the MTD, PCS is defined as the percentage of early termination of trials.
2. Safety, defined as the average percentage of the patients treated at or below the true MTDs across the simulated trials.
A desirable dose-finding design should demonstrate good balance between patient safety and ability to identify the true MTD. Additional results such as the percentage of trials concluding a dose above the true MTD or percentage of stopping a trial before reaching maximum sample size are given in Appendix C.

To summarize the simulation results, we take pair-wise differences between the i3 + 3 design and another design under comparison in their safety and reliability values for the same scenario, and display the results through the boxplots in Figure 2. A positive value means the design under comparison is safer or more reliable than the i3 + 3 design. As can be seen, BLRM with EWOC = 0.5 is a safer but ultra-conservative design than i3 + 3. This has also been observed in the recent work (Zhou et al. 2018). In general, the i3 + 3 design demonstrates comparable safety performance with mTPI, mTPI-2, BOIN and CRM, and the 3 + 3 design shows the worst safety among all the designs under comparison. In terms of reliability, the i3 + 3 design performs similarly with the mTPI, mTPI-2, BOIN and CRM designs, while the BLRM and 3 + 3 designs are the least reliable in the identification of the true MTDs. Overall, the i3 + 3 design shows comparable operating characteristics to the main-stream model-based designs. The detailed simulation results are provided in Appendix C.

3.3. Sensitivity analysis of the EI and cohort size

The i3 + 3 design requires the investigators to specify \( p_T \) and EI. Our simulation studies have examined the performance of i3 + 3 with different \( p_T \) values. We now assess the performance of the i3 + 3 design when the length of EI is varied. In addition, we change the cohort size from 3 to different values since the i3 + 3 design can be applied to any cohort size values despite the name.

**Sensitivity to different EI** Table 3 presents the results of the sensitivity analysis. Specifically, we select a sequence of equal-spaced values of \( \varepsilon_1, \varepsilon_2 \) so that the resulting symmetric EIs range from \( (p_T \pm 0.05p_T) \) to \( (p_T \pm 0.25p_T) \). For each EI value and each of the 14 scenarios with the same \( p_T \), we simulated 1,000 trials with a cohort size of 3 and total sample size of 30. Table 3(a) displays the safety, reliability and percent toxicity (defined as the percentage of patients having DLTs in all of the simulated trials) for different combinations of \( p_T \) and EI values. For all three \( p_T \) values, safety (the percentage of patients treated at or below the true MTD) and reliability (the probability of identifying the true MTD) tend to increase with the length of EI. The percent toxicity is rarely affected by changing the length of EIs. This is reasonable and a discussion will be provided next.

**Sensitivity to different cohort size** We fix \( p_T = 0.3 \) and EI = [0.25, 0.35], and conduct simulations using i3 + 3 with cohort sizes of 2,3,4,5,6 or a random cohort size within a trial. Since the sample size 4 is not a factor of the total sample size 30, we simulated trials of cohort size 4 with sample size 28 and 32. The results of total sample size 28 are not as good as those with sample size 32. Therefore, we suspect that the larger sample size might have led to better performance. The random value is generated from \{2,3,4,5\} with equal probability and applied to each step of the decision making within a trial. For each cohort size, 1,000 simulated trials are performed. The results are shown in Table 3(b). The performance of the i3 + 3 design is robust to different cohort sizes.

4. Discussion

The i3 + 3 design is a simple and intuitive rule-based design demonstrating superior performance than the 3 + 3 design and similar operating characteristics with the model-based designs. The i3 + 3 design is versatile since it can accommodate different target \( p_T \) values and different cohort sizes. Being a rule-based approach, the i3 + 3 design can be attractive to clinicians who are used to rule-based designs like 3 + 3. Other than the slightly different decision tables (Figure A1 in Appendix D), the i3 + 3, mTPI, and mTPI-2 designs use the same safety rules and same inference to select the MTD. Because the mTPI and mTPI-2 designs have been well established in the literature with desirable performance (Guo et al. 2017; Ji et al. 2010; Zhou et al. 2018; Ji and Yang n.d.), we decide not to conduct more and larger simulations, such as a simulation study with 1,000 random scenarios (Paolletti, O’Quigley, and Maccario 2004), to further evaluate the operating characteristics of the i3 +
The i3 + 3 design is expected to perform at a similar level as the mTPI and mTPI-2 designs due to its similar but slightly improved decision table, which puts i3 + 3 in par with other major model-based designs.

It is interesting that a rule-based design like i3 +3 can achieve similar performance as model-based designs. This seems to defy the common statistical belief that model-based inference is superior than rule-based inference. We believe the model-based inference is still superior in general as they offer flexibility and scope for extension. Model-based designs can handle dose-skipping, dose-finding studies with a large number of similar doses, various dose ranges, and more complex patient outcome such as late-onset toxicity. However, in the special case of standard phase I dose-
Table 3. The operating characteristics of the $i3 + 3$ design for varying length of EI (a) and cohort size (b). Safety is defined as the fraction of patients treated at or below the true MTD. Reliability is defined as the fraction of trials selecting the true MTD. %Toxicity is defined as the fraction of patients experiencing in all the simulated trials under each row. The subscripts are standard deviations of the mean values across all the scenarios. Each mean value is averaged across all the simulated trials for a given scenario. In (a), each row corresponds to a different combination of $p_T$ and EI, where EI is denoted by $[p_T - \epsilon, p_T + \epsilon]$. We fix sample size at 30 and cohort size 3, and simulate 1,000 trials for each of the 42 scenarios in Appendix A. Each row corresponds to 14 scenarios with the same $p_T$ value. In (b), we set $p_T = 0.3$ and EI = $[0.25, 0.35]$, using the 14 scenarios in Appendix A. Each row corresponds to a different cohort size. Averaged values and the standard deviations of safety, reliability and percent toxicity are listed. Since the cohort size 4 is not a factor of the sample size 30, trials are simulated with both sample size 28 and sample size 30. $^*$: Trials simulated with cohort size 4 and sample size 28; $^+$: Trials simulated with cohort size 4 and sample size 32; $^{**}$: Random cohort size means randomly selecting the cohort size from the set {2,3,4,5} with replacement and equal probability.

(a)

| $p_T$   | EI       | Safety   | Reliability | %Toxicity |
|---------|----------|----------|-------------|-----------|
| 0.1     | 0.1      | 0.411\(\pm 0.286\)  | 0.436\(\pm 0.232\)  | 0.111\(\pm 0.037\)  |
|         | [0.095, 0.105] | 0.411\(\pm 0.286\)  | 0.439\(\pm 0.230\)  | 0.111\(\pm 0.037\)  |
|         | [0.090, 0.110] | 0.479\(\pm 0.321\)  | 0.489\(\pm 0.206\)  | 0.111\(\pm 0.037\)  |
|         | [0.085, 0.115] | 0.470\(\pm 0.321\)  | 0.502\(\pm 0.229\)  | 0.111\(\pm 0.037\)  |
|         | [0.080, 0.120] | 0.503\(\pm 0.311\)  | 0.549\(\pm 0.189\)  | 0.107\(\pm 0.037\)  |
| 0.17    | 0.17     | 0.433\(\pm 0.305\)  | 0.433\(\pm 0.287\)  | 0.164\(\pm 0.049\)  |
|         | [0.1615, 0.1785] | 0.496\(\pm 0.309\)  | 0.428\(\pm 0.273\)  | 0.150\(\pm 0.046\)  |
|         | [0.1530, 0.1870] | 0.537\(\pm 0.332\)  | 0.465\(\pm 0.251\)  | 0.150\(\pm 0.046\)  |
|         | [0.1445, 0.1955] | 0.537\(\pm 0.332\)  | 0.467\(\pm 0.251\)  | 0.150\(\pm 0.046\)  |
|         | [0.1360, 0.2040] | 0.578\(\pm 0.344\)  | 0.565\(\pm 0.234\)  | 0.150\(\pm 0.046\)  |
| 0.3     | 0.3      | 0.579\(\pm 0.308\)  | 0.476\(\pm 0.291\)  | 0.246\(\pm 0.063\)  |
|         | [0.285, 0.315] | 0.613\(\pm 0.318\)  | 0.507\(\pm 0.272\)  | 0.246\(\pm 0.063\)  |
|         | 0.270     | 0.614\(\pm 0.318\)  | 0.548\(\pm 0.235\)  | 0.246\(\pm 0.062\)  |
|         | 0.255     | 0.649\(\pm 0.334\)  | 0.609\(\pm 0.213\)  | 0.245\(\pm 0.062\)  |
|         | 0.240     | 0.731\(\pm 0.277\)  | 0.674\(\pm 0.199\)  | 0.243\(\pm 0.062\)  |

(b)

| Cohort size | Safety   | Reliability | %Toxicity |
|-------------|----------|-------------|-----------|
| 2           | 0.733\(\pm 0.254\)  | 0.631\(\pm 0.218\)  | 0.246\(\pm 0.062\)  |
| 3           | 0.731\(\pm 0.277\)  | 0.657\(\pm 0.216\)  | 0.243\(\pm 0.062\)  |
| 4           | 0.711\(\pm 0.278\)  | 0.638\(\pm 0.217\)  | 0.251\(\pm 0.060\)  |
| 5           | 0.805\(\pm 0.267\)  | 0.572\(\pm 0.276\)  | 0.218\(\pm 0.071\)  |
| 6           | 0.726\(\pm 0.293\)  | 0.633\(\pm 0.232\)  | 0.235\(\pm 0.072\)  |
| Random**    | 0.743\(\pm 0.275\)  | 0.630\(\pm 0.229\)  | 0.239\(\pm 0.064\)  |

Finding trials, due to the ethical constraints to maintain a strict safety control for dosing decisions, model-based inference is heavily restricted by safety rules such as the escalation with over dose control (EWOC, Tighiouart and Rogatko 2010) for CRM, the aforementioned Safety rules 1&2 for mTPI, mTPI-2, and BOIN. Bound by theses practical rules, we believe model-based inference can be approximated by rule-based inference.

In addition, the reason $i3 + 3$ performs well is partly due to the use of two values $\frac{x}{n}$ and $\frac{x-1}{n}$ in the decision rules (see Table 1), instead of just one value $\frac{x}{n}$ as seen in the $3 +3$ design. Let us define the difference $(\frac{x}{n} - \frac{x-1}{n}) = \frac{1}{n}$ the minimum rate difference (MRD) which measures the smallest difference in the observed toxicity rates based on $n$ patients. As $n$ becomes larger, the MRD becomes smaller, and the variability in the data is smaller. The $i3 + 3$ design smartly compares MRD with the length of the EI in order to select between two decisions, de-escalate or stay. It chooses to stay instead of de-escalation when the observed toxicity rate $\frac{x}{n}$ is above the EI and $\frac{x-1}{n}$ is below the EI. This is because the variability of the data is so large that two adjacent data points, $\frac{x}{n}$ and $\frac{x-1}{n}$, reside on either side of the EI, thereby unable to inform whether the true toxicity rate is near or inside the EI. A smart cohort size can be specified based on the comparison between MRD and the EI length. For example, one could choose the cohort size $C$ so that the MRD value $\frac{1}{3C}$ with 3 cohorts at a dose is lower than the EI length.
The i3 + 3 design, like mTPI, mTPI-2, BOIN and CCD, uses data on the current dose to make up-and-down decisions for dose finding. This type of up-and-down decisions generates a Markov chain of dose assignments (Ivanova et al., 2007) which borrows information across doses that have been used for treatment. This is in contrast to the explicit information sharing through a dose-response model as seen in the CRM and BLRM designs. Both philosophies can work well if the goal is to identify the MTD in a classical dose-finding trial. One advantage of model-based approaches is the ability to accommodate prior information such as historical data from previous clinical trials. However, the model-free approach like the i3 + 3 or model-assisted approaches like mTPI are practically simpler, and offer transparency in the decisions to clinicians.

The i3 + 3 design only depends on the input of \( p_T \) and EI. The target toxicity rate \( p_T \) is easily determined as most phase I trials use either 30% or 17%. These two values are results of the popularity of the 3 + 3 design, which typically targets MTD with toxicity rates in this range. The equivalence interval can be elicited by providing a heuristic boundary around the target \( p_T \). Let us consider an example. Suppose \( p_T \) is set at 0.3. This means that if 100 patients were treated at the MTD, about 30 patients would experience DLT. Then the clinician can find a number lower than 30, say 25, so that any number below 25 would warrant an escalation as the dose is deemed lower than the MTD. Similarly, a number above 30, say 35, can be elicited so that any number above 35 would warrant a de-escalation as the dose is deemed higher than the MTD. These two numbers give a rate of 0.25 as the lower bound and 0.35 as the higher bound of the EI. That is, this elicitation gives an EI of [0.25, 0.35]. Changing the two numbers results in different EIs. Through the aforementioned sensitivity analysis, we found that the i3 + 3 design performs well with a wider EI. This is because a wider EI allows a wider range of doses to be considered as the MTD. However, the EI cannot be too wide to become clinically meaningless. For example, an EI of [0.1, 0.6] is not acceptable since it implies any doses with a toxicity rate between 0.1 and 0.6 can be considered as the MTD. We recommend that the EI is in the range of \( (p_T \pm \alpha \times p_T) \) for \( \alpha \) no more than 20% since a >20% deviation from the target value \( p_T \) is usually considered excessive in practice.

Users in practice can modify the decision rules and stopping rules based on specific scenario. The dose assignment decisions of i3 + 3 must be used with caution when no more than 3 patients are treated at any dose. For example, when 1 out of 1 patient or 2 patients experienced DLT, the i3 + 3 design recommend to “Stay”, which might be considered too risky. However, in practice it is rare to make a dosing decision after 1 or 2 patients are assigned to a dose. Therefore, users can eliminate the decisions corresponding to 1 or 2 patients if such decisions will never be considered.

Alternative stopping rule, such as stop a trial if more than \( m \) number of consecutive patients have been assigned to a dose (e.g., \( m = 6 \) or 9 defined by the users), can be considered. This allows early stopping of a trial, although it may lead to premature stopping due to limited sample size.

Lastly, despite the name i3 + 3, the proposed design can be used with different cohort size other than 3 as demonstrated in the sensitivity analysis. We name the new design i3 + 3 to highlight the algorithmic nature of the method just like the 3 + 3 design.
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