Phase transition of the three-dimensional chiral Ginzburg-Landau model — search for the chiral phase
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Nature of the phase transition of regularly frustrated vector spin systems in three dimensions is investigated based on a Ginzburg-Landau-type effective Hamiltonian. On the basis of the variational analysis of this model, Onoda et al recently suggested the possible occurrence of a chiral phase, where the vector chirality exhibits a long-range order without the long-range order of the spin [Phys. Rev. Lett. 99, 027206 (2007)]. In the present paper, we elaborate their analysis by considering the possibility of a first-order transition which was not taken into account in their analysis. We find that the first-order transition indeed occurs within the variational approximation, which significantly reduces the stability range of the chiral phase, while the chiral phase still persists in a restricted parameter range. Then, we perform an extensive Monte Carlo simulation focusing on such a parameter range. Contrary to the variational result, however, we do not find any evidence of the chiral phase. The range of the chiral phase, if any, is estimated to be less than 0.1% in the temperature width.
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I. INTRODUCTION

In vector spin systems, frustrations often induces non-collinear or noncoplanar spin structures. Such canted spin structures generally accompany the order of the chirality. Two types of chirality has been discussed in the literature. One is a scalar chirality which is defined as a scalar product of three Heisenberg spins, \( \chi \sim \vec{S}_i \cdot (\vec{S}_j \times \vec{S}_k) \). The scalar chirality takes a nonzero value for a noncoplanar spin configuration. By contrast, a vector chirality, which is a target of this paper, is defined as a vector product of two Heisenberg (or XY) spins, \( \vec{\kappa} \sim \vec{S}_i \times \vec{S}_j \). It takes a nonzero value even for a noncollinear but coplanar spin configuration. The ordering of the vector chirality is realized in, e.g., conventional helical magnets.

Although the chiral order inevitably appears in non-collinear or noncoplanar spin ordered states, it can be realized in principle without accompanying the long range order of the spin. In such chiral ordered but spin disordered state, spin correlation lengths are kept finite while the chirality shows a long-range order.

In the past, the existence of such a chiral phase has been discussed for several frustrated vector spin systems including spin glasses and regularly frustrated magnets. For example, it has been suggested in the three-dimensional (3D) Heisenberg spin glass that the glass-order of the scalar chirality takes place at a temperature higher than that of the spin-glass order. In regular systems, it has been suggested that the two-dimensional (2D) fully frustrated XY models exhibits the ordering of the vector chirality at a temperature higher than that of the spin Kosterlitz-Thouless transition.

Such occurrence of separate chiral and spin transitions is often called “spin-chirality decoupling”.

In regularly frustrated 3D systems, however, there has been no clear evidence of such an intermediate chiral phase so far. For classical Heisenberg and XY antiferromagnets on the 3D stacked-triangular lattice, Monte Carlo (MC) simulations suggested the occurrence of a single magnetic phase transition from a paramagnetic phase to a helical magnetic phase. Based on a renormalization-group (RG) analysis, Kawamura suggested that the phase transition of noncollinear magnets could belong to a new “chiral” universality class distinct from the standard \( O(N) \) Wilson-Fisher universality class, whereas the transition could also be of first-order depending on the parameter values of the system. Some supports to this scenario were reported from field theoretical approaches and Monte Carlo (MC) simulations. Experimental measurements of relevant critical exponents also seem consistent with such a chiral universality class. By contrast, some authors argued that the transition might be weakly first-order. In any case, though the nature of the transition has been somewhat controversial, it has been believed that an intermediate chiral phase does not appear in 3D regular systems.

Recently, Onoda and Nagaosa studied the possibility of the vector chiral phase in regularly frustrated 3D Heisenberg systems. Based on a Ginzburg-Landau (GL) Hamiltonian describing helical Heisenberg magnets and performing variational calculations, these authors suggested that the Dzyaloshinskii-Moria interaction and/or the Coulombic four-spin ring-exchange interaction could stabilize the chiral phase even in 3D.

In this paper, motivated by the recent work by Onoda et al, we wish to examine the nature of the phase transition of the same GL Hamiltonian as studied by Onoda et al by means of a further analytical calculation and a MC
simulation on a discretized version of the model, with particular attention to the issue of the existence/nonexistence of an intermediate chiral phase. Note that Onoda et al implicit assumed in their analysis a continuous nature of the transition, ignoring the possibility of a first-order transition. We see in the present paper that a first-order transition indeed occurs within the variational approximation, which significantly reduces the stability range of the chiral phase. Yet, the variational calculation predicts that the chiral phase still persists for a certain restricted parameter range. With reference to the results of such variational calculation, we also perform extensive MC simulations on the lattice discretized version of the chiral GL model. In contrast to the variational results, MC gives no evidence of the chiral phase. If it exists, the stability range of the chiral phase is extremely narrow, its width being less than 0.1% in the relative temperature.

The rest of the paper is organized as follows. In Sec. II we describe the GL model relevant to our present study, and briefly review the previous results on the model. In Sec. III, we present the results of our variational calculation and briefly review the previous results on the model. In Sec. IV we describe the GL model relevant to our present study, and briefly review the previous results on the model. In Sec. V we present the results of our variational calculation, and in Sec. VI for the simulations. MC results are presented in Sec. VII, we summarize our main results and briefly discuss the possibility of the chiral phase in regularly frustrated 3D spin systems. Appendices are devoted particularly to the issue of the existence/nonexistence of an intermediate chiral phase. Note that Onoda et al [11, 17] implicitly assumed in their analysis a continuous nature of the transition, ignoring the possibility of a first-order transition. We see in the present paper that a first-order transition indeed occurs within the variational approximation, which significantly reduces the stability range of the chiral phase. Yet, the variational calculation predicts that the chiral phase still persists for a certain restricted parameter range. With reference to the results of such variational calculation, we also perform extensive MC simulations on the lattice discretized version of the chiral GL model. In contrast to the variational results, MC gives no evidence of the chiral phase. If it exists, the stability range of the chiral phase is extremely narrow, its width being less than 0.1% in the relative temperature.

II. THE CHIRAL GL MODEL

In this paper, we discuss the possibility of the chiral phase in regularly frustrated 3D vector spin systems based on the following Ginzburg-Landau Hamiltonian [11, 17]:

\[ H = \frac{1}{2} \int d\mathbf{r} \left\{ (\nabla \mathbf{a})^2 + (\nabla \mathbf{b})^2 + r (\mathbf{a}^2 + \mathbf{b}^2) \ight\} + u \left\{ (\mathbf{a}^2 + \mathbf{b}^2) + v \left[ (\mathbf{b} \cdot \mathbf{b})^2 - \mathbf{a}^2 \mathbf{b}^2 \right] \right\} , \]

(1)

where \( \mathbf{a}(\mathbf{r}) \) and \( \mathbf{b}(\mathbf{r}) \) are \( n \)-component vector fields associated with the noncollinear spin structure at wavevectors \( \pm \mathbf{Q} \) via

\[ \tilde{S}(\mathbf{r}) = \mathbf{a}(\mathbf{r}) \cos(\mathbf{Q} \cdot \mathbf{r}) + \mathbf{b}(\mathbf{r}) \sin(\mathbf{Q} \cdot \mathbf{r}) . \]

(2)

In order eq. (2) to actually represent the noncollinear spin structure, the quartic coupling \( v \) should be positive so that \( \mathbf{a} \) and \( \mathbf{b} \) prefer to be orthogonal to each other. Note that in order to bound the free energy, we need to limit the range of \( u \) and \( v \) as

\[ u > 0 \quad \text{and} \quad v/u < 4 . \]

(3)

This effective Hamiltonian can be derived from a microscopic spin Hamiltonian with isotropic bilinear interactions via the Hubbard-Stratonovich transformation [17]. In such a case, the ratio \( v/u \) becomes 4/3, while additional higher-order terms, which do not explicitly appear in (1), are also generated. Hereafter, we call the GL Hamiltonian (1) the “chiral GL model”.

In the mean field approximation, a continuous transition takes place at \( r = 0 \) [17]. When \( v > 0 \), the ordered phase is a helical magnetic state characterized by

\[ |\mathbf{a}|^2 = |\mathbf{b}|^2 = -\frac{r}{4u - v} \quad \mathbf{a} \perp \mathbf{b} \quad (0 < v < 4u) . \]

(4)

When \( v < 0 \), the ordered phase is a linearly polarized sinusoidal state characterized by

\[ |\mathbf{a}|^2 + |\mathbf{b}|^2 = -\frac{r}{2u} \quad \mathbf{a} \parallel \mathbf{b} \quad (v < 0) . \]

(5)

When \( u < 0 \) or \( v/u > 4 \), the free energy is unstable and a higher-order term is needed to stabilize it. In such a case, the transition generally becomes of first order. The mean-field phase diagram is summarized in Fig. 1. It may be worthwhile noting that, although the mean-field approximation predicts a continuous transition for \( v/u < 4 \), fluctuations might change this result leading to a first-order transition, especially near the boundary \( v = 4u \).

By means of a RG analysis of the chiral GL model, Kawamura found a new fixed point distinct from the standard Wilson-Fisher \( O(n) \) fixed point for certain range of the parameters [11, 17]. In his analysis, however, the possibility of the chiral phase was not considered. Since the RG expansion employed in ref. [11, 17] was an expansion from dimension four or from the many-component limit \( n \rightarrow \infty \) where the chiral phase is never expected to occur, the chiral phase might be missed due to an intrinsic limitation of the method employed even if it actually exists in 3D in a certain parameter range.

Other field theoretical approaches supported the existence of a new fixed point [18, 19]. They also performed...
a direct Monte Carlo simulation of the chiral GL model in case of $n = 2$ \cite{19}, and they found evidence of the new universality class, although it concerned with a parameter range different from the target of this paper, which corresponded to smaller $v/u$ values.

Recently, on the basis of a variational approximation, Onoda et al predicted that the chiral GL model in 3D might exhibit a chiral phase characterized by $\langle \sigma \rangle$ and $\langle \vec{a} \vec{b} \rangle \neq 0$, if the quartic couplings $v$ and $u$ satisfy the relation $v/u > 4/3$ \cite{10}. Although there has not been clear evidence of the chiral phase in regularly frustrated 3D systems so far, the suggestion by Onoda et al promotes us to further examine the possible appearance of the chiral phase in the 3D chiral GL model.

### III. ANALYTICAL CONSIDERATION

In this section, we study the ordering of the 3D chiral GL model analytically, either by the variational calculation (subsection A) or by the mapping to the nonlinear $\sigma$ model (subsection B).

#### A. Variational Approximation

In this subsection, following the analysis by Onoda et al \cite{10}, we study the ordering of the 3D chiral GL model based on the variational approximation. Although some results were already reported by these authors, we will also present them for the sake of completeness. The main difference of our analysis from that of Onoda et al is that we consider the possibility of a first-order transition which was not considered by Onoda et al. In fact, a first-order transition is realized within the variational approximation, significantly reducing the stability range of the chiral phase.

First, we deal with the case of the Heisenberg spin ($n = 3$), assuming that the macroscopic vector chirality appears in the $z$-direction. The variational Hamiltonian for the chiral GL model may be given by

$$H_0 = \frac{1}{2} \int dr \left\{ (\nabla \delta \vec{a})^2 + (\nabla \delta \vec{b})^2 \right\}$$

$$+ r_{\|} \left[ (\delta a_x)^2 + (\delta a_y)^2 + (\delta b_z)^2 + (\delta b_y)^2 \right]$$

$$+ r_{\perp} \left[ (\delta a_x)^2 + (\delta b_z)^2 \right]$$

$$- h_{\kappa} (\delta a_x \delta b_y - \delta a_y \delta b_x) \right\}. \quad (6)$$

where $\delta \vec{a}$ and $\delta \vec{b}$ represent the deviations of the fields from their average values with respect to the variational Hamiltonian $H_0$, i.e., $\delta \vec{a}(r) \equiv \vec{a}(r) - \langle \vec{a} \rangle_0$ and $\delta \vec{b}(r) \equiv \vec{b}(r) - \langle \vec{b} \rangle_0$, where $\langle \cdots \rangle_0$ being the average with respect to $H_0$.

In terms of the new two-component vectors $\vec{\alpha}$, $\vec{\beta}$, $\vec{\gamma}$ defined by

$$\alpha_1 = \frac{1}{\sqrt{2}} (a_x + b_y), \quad \alpha_2 = \frac{1}{\sqrt{2}} (a_y - b_x)$$

$$\beta_1 = \frac{1}{\sqrt{2}} (a_x + b_z), \quad \beta_2 = \frac{1}{\sqrt{2}} (-a_x + b_y)$$

$$\gamma_1 = a_z, \quad \gamma_2 = b_z, \quad (7)$$

the variational Hamiltonian $H_0$ can be diagonalized as

$$H_0 = \frac{V}{2} \sum_q \left[ \left( q^2 + r_{\|} \right) \delta \vec{a}_q \cdot \delta \vec{a}_{-q} \right.$$

$$+ \left( q^2 + r_{\perp} \right) \delta \vec{a}_q \cdot \delta \vec{a}_{-q}$$

$$+ \left( q^2 + r_{\perp} \right) \delta \vec{b}_q \cdot \delta \vec{b}_{-q} \right]. \quad (8)$$

where $V$ represents the volume of the system.

Let us denote $\vec{A} \equiv \langle \vec{a} \rangle_0$, $\vec{B} \equiv \langle \vec{b} \rangle_0$, $\vec{C} \equiv \langle \vec{c} \rangle_0$, with $\delta \vec{a} = \vec{a} - \vec{A}$, $\delta \vec{b} = \vec{b} - \vec{B}$, and $\delta \vec{c} = \vec{c} - \vec{C}$. Then, the spin order parameter and the vector chirality order parameter are given by

$$\langle \vec{a} \rangle_0 = \frac{1}{\sqrt{2}} \left( \frac{A_1 - B_2}{A_2 + B_1} \right),$$

$$\langle \vec{b} \rangle_0 = \frac{1}{\sqrt{2}} \left( \frac{B_1 - A_2}{B_2 + A_1} \right),$$

$$\langle \vec{a}^2 - \vec{b}^2 \rangle_0 = A^2 - B^2 + \frac{2}{V} \sum_q \frac{h_{\kappa}}{(q^2 + r_{\|})^2 - h_{\kappa}^2 / 4}. \quad (9)$$

The chiral phase is characterized by $\vec{A} = \vec{B} = \vec{C} = \vec{0}$ and $h_{\kappa} \neq 0$.

In order to determine the optimal values of the variational parameters $r_{\|}$, $r_{\perp}$, $h_{\kappa}$, $\vec{A}$, $\vec{B}$, $\vec{C}$ within the present variational approximation, we employ the so-called Feynman inequality,

$$F_0 + (H - H_0) \geq F, \quad (10)$$

where $F$ ($F_0$) is the free energy associated with the Hamiltonian $H$ ($H_0$). The optimal values of the parameters are then determined by minimizing the l.h.s of (10).

The detailed form of the l.h.s is given in Appendix \[A\].

Let us assume $A_1 = m \geq 0$ and other mean values are all zero in the ordered state, the vector chirality $\langle \vec{a} \times \vec{b} \rangle$ pointing along the $z$-direction. In order to avoid the ultraviolet divergence, we introduce here an upper cutoff of wavevector $\Lambda$. Various parameters are then rescaled as

$$\tilde{r} = \frac{r}{\Lambda^2}, \quad \tilde{u} = \frac{u}{2 \pi^2 \Lambda^4}, \quad \tilde{v} = \frac{v}{2 \pi^2 \Lambda^4},$$

$$\tilde{r}_{\perp} = \frac{r_{\perp}}{\Lambda^2}, \quad \tilde{r}_{\|} = \frac{r_{\|}}{\Lambda^2}, \quad \tilde{h}_{\kappa} = \frac{h_{\kappa}}{\Lambda^2},$$

$$m^2 = \frac{2 \pi^2 m^2}{\Lambda}. \quad (11)$$
By taking the derivatives of the l.h.s. of (10) with respect to \( \tilde{r}_\parallel, \tilde{r}_\perp, \tilde{h}_\kappa \) and \( \tilde{m} \), and setting them to zero, we get the following conditions for the optimal parameter values

\[
\tilde{r}_\parallel = \tilde{r} + \left( 3\tilde{u} - \frac{\tilde{v}}{4} \right) (\tilde{m}^2 + \sigma_\alpha^2 + \sigma_\beta^2) + 2 \left( \tilde{u} - \frac{\tilde{v}}{4} \right) \sigma_\gamma^2, \tag{12}
\]

\[
\tilde{r}_\perp = r + 2 \left( \tilde{u} - \frac{\tilde{v}}{4} \right) (\tilde{m}^2 + \sigma_\alpha^2 + \sigma_\beta^2) + 4\tilde{u}\sigma_\gamma^2, \tag{13}
\]

\[
\tilde{h}_\kappa = 2 \left( \frac{3}{4} \tilde{v} - \tilde{u} \right) \left( \tilde{m}^2 + \sigma_\alpha^2 - \sigma_\beta^2 \right), \tag{14}
\]

\[
0 = \left[ 2 \left( \tilde{u} - \frac{\tilde{v}}{4} \right) \tilde{m}^2 - \left( \tilde{r}_\parallel - \tilde{h}_\kappa \right) \right] \tilde{m}, \tag{15}
\]

where the variances of \( \gamma \), \( \sigma_\alpha^2 \sim \sigma_\beta^2 \), are given by

\[
\sigma_\alpha^2 = \sum_q \langle \delta \tilde{\alpha}_q \cdot \delta \tilde{\alpha}_{-q} \rangle_0 = 2 \int_0^1 \frac{q^2}{q^2 + \tilde{r}_\parallel + h_\kappa/2} dq, \tag{16}
\]

\[
\sigma_\beta^2 = \sum_q \langle \delta \tilde{\beta}_q \cdot \delta \tilde{\beta}_{-q} \rangle_0 = 2 \int_0^1 \frac{q^2}{q^2 + \tilde{r}_\parallel + \tilde{h}_\kappa/2} dq, \tag{17}
\]

\[
\sigma_\gamma^2 = \sum_q \langle \delta \tilde{\gamma}_q \cdot \delta \tilde{\gamma}_{-q} \rangle_0 = 2 \int_0^1 \frac{q^2}{q^2 + \tilde{r}_\perp} dq. \tag{18}
\]

Note that Eq. (15) has the following two types of solutions

\[
\tilde{m} = 0, \tag{19}
\]

\[
\tilde{m}^2 = \frac{\tilde{r}_\parallel - \tilde{h}_\kappa/2}{2(\tilde{u} - \tilde{v}/4)}. \tag{20}
\]

The latter case corresponds to the standard helical phase, while the chiral phase corresponds to the former case.

As discussed by Onoda et al., a solution with \( \tilde{m} = 0 \) and \( \tilde{h}_\kappa \neq 0 \) is possible if \( \tilde{v} \) and \( \tilde{u} \) satisfy a relation \( \tilde{v}/\tilde{u} > 4/3 \) [10]. Setting \( \tilde{m} = 0 \) in (14), we get

\[
\tilde{h}_\kappa = \tilde{h}_\kappa \left( 3\tilde{v} - 4\tilde{u} \right) \int_0^1 dq \frac{q^2}{(q^2 + \tilde{r}_\parallel)^2 - \tilde{h}_\kappa^2/4}. \tag{21}
\]

A solution with \( \tilde{h}_\kappa \neq 0 \) exists only if \( \tilde{v} \) is larger than \( 4/3 \tilde{u} \). The transition to the chiral phase occurs when \( \tilde{r}_\parallel \) is equal to \( \tilde{r}_\parallel^{(c)} \) satisfying the relation,

\[
\left( 3\tilde{v} - 4\tilde{u} \right) \int_0^1 dq \frac{q^2}{(q^2 + \tilde{r}_\parallel^{(c)})^2} = 1. \tag{22}
\]

From Eq. (18), one sees that a continuous transition to the helical phase occurs at \( \tilde{r}_\parallel = \tilde{h}_\kappa/2 \). By substituting \( \tilde{h}_\kappa = 2\tilde{r}_\parallel \) into (21), the value of \( \tilde{r}_\parallel = \tilde{r}_\parallel^{(c)} \) at the chiral-to-helical transition is obtained as

\[
\left( 3\tilde{v} - 4\tilde{u} \right) \int_0^1 dq \frac{1}{q^2 + 2\tilde{r}_\parallel^{(c)}^2} = 1. \tag{23}
\]

From Eqs. (21) and (22), one can show that \( \tilde{r}_\parallel^{(c)} \) is always greater than \( \tilde{r}_\parallel^{(s)} \). The region \( \tilde{r}_\parallel^{(c)} \leq \tilde{r}_\parallel \leq \tilde{r}_\parallel^{(s)} \) then corresponds to the chiral phase.

In order to discuss how the ordering proceeds when the “temperature” \( \tilde{r} \) is varied, we need to calculate the “transition temperatures” \( \tilde{r}_c \) and \( \tilde{r}_c \) corresponding to \( \tilde{r}_\parallel^{(c)} \) and \( \tilde{r}_\parallel^{(s)} \). Although the inequality \( \tilde{r}_\parallel^{(c)} \leq \tilde{r}_\parallel \leq \tilde{r}_\parallel^{(s)} \) always holds, the relation between the corresponding \( \tilde{r}_c \) and \( \tilde{r}_s \) is not trivial depending on the values \( \tilde{u} \) and \( \tilde{v} \). For a fixed ratio \( \tilde{v}/\tilde{u} \), we can show that there is a critical value \( \tilde{u}_c \) such that \( \tilde{r}_c > \tilde{r}_c \) for \( \tilde{u} < \tilde{u}_c \) and \( \tilde{r}_c < \tilde{r}_c \) for \( \tilde{u} > \tilde{u}_c \) (details are given in Appendix A). Note that only the latter situation means the existence of the chiral phase. Indeed, in the case of \( \tilde{u} < \tilde{u}_c \), a first-order transition from the paramagnetic phase to helical phase occurs directly without an intermediate chiral phase.

Fig. 2 exhibits \( \tilde{r}_c \) and \( \tilde{r}_s \) as a function of \( \tilde{v}/\tilde{u} \) for the case of \( \tilde{u} = 0.1 \) and 0.5. For \( \tilde{u} = 0.1 \), an inequality \( \tilde{r}_c < \tilde{r}_c \) is satisfied for \( 4/3 \leq \tilde{v}/\tilde{u} < 4 \) (there may be a tiny region of \( \tilde{r}_c > \tilde{r}_c \) in a close vicinity of \( \tilde{v}/\tilde{u} = 4/3 \)). The chiral phase does not exist for this small value of \( \tilde{u} \). By contrast, for \( \tilde{u} = 0.5 \), an inequality \( \tilde{r}_c > \tilde{r}_c \) is satisfied for \( 4/3 \leq \tilde{v}/\tilde{u} \leq 3.68 \), and the chiral phase exists for this large \( \tilde{u} \).

So far, we have considered only the case of \( \tilde{m} = 0 \). However, if a first-order transition really occurs, a continuous transition to the chiral phase at \( \tilde{r}_c \) might be interrupted by such a first-order transition, and we need to examine the case of \( \tilde{m} \neq 0 \) simultaneously, choosing the state giving the lower free energy within the variational approximation. This point has not been examined in Ref. [11]. The first-order transition point is located by comparing the free energies (the l.h.s. of (10)) of the \( \tilde{m} = 0 \) and \( \tilde{m} \neq 0 \) solutions. The explicit form of the free energy is given in Appendix C.
In this case, with decreasing the temperature a continuous transition to the chiral phase occurs first, and then, the system goes into the helical phase through a first-order transition at $\tilde{r}_1$. The phase diagram of the 3D chiral GL model in the $(\tilde{r}, \tilde{v}/\tilde{u})$ plane is shown in Fig. 4 for larger $\tilde{u}$. The dotted and the dashed curves represent continuous transitions which would occur if we would ignore the possibility of a first-order transition. The chiral phase predicted by Onoda et al occupies the region between these two curves [10]. The solid curve represents the first-order transition from the paramagnetic phase to the helical phase which is newly found in this work. Although the range of the chiral phase is largely reduced due to the first-order transition, the chiral phase still persists for $\tilde{v}/\tilde{u} \gtrsim 2.5$. Thus, within the variational approximation, the chiral phase appears for sufficiently large $\tilde{u}$ and $\tilde{v}/\tilde{u}$ even for the $XY$ case.

B. The $u \to \infty$ limit

In this subsection, we consider the behavior of the chiral GL model in the limit of $u \to \infty$ with keeping $r/u$ and $v/u$ constant. In this limit, the model described by the Hamiltonian (11) reduces to the NL$\sigma$ model [26] given by,

$$\mathcal{H}_{\text{NL\sigma}} = \frac{1}{T} \int dr \left\{ (\nabla \vec{a})^2 + (\nabla \vec{b})^2 + R(\nabla (\vec{a} \times \vec{b}))^2 \right\},$$

(22)

with conditions

$$|\vec{a}|^2 = |\vec{b}|^2 = 1, \quad \vec{a} \perp \vec{b}. \tag{23}$$

From a simple saddle point analysis, one can derive the relation between the variables $T$ and $R$ of the NL$\sigma$ model and the parameters of the chiral GL model. Indeed, the chiral GL model Hamiltonian (11) can be rewritten by

$$\mathcal{H}_{\text{NL\sigma}} = \frac{1}{T} \int dr \left\{ (\nabla \vec{a})^2 + (\nabla \vec{b})^2 + R(\nabla (\vec{a} \times \vec{b}))^2 \right\},$$

(22)
FIG. 4: (Color online) Phase diagram of the Heisenberg ($n = 3$) chiral GL model in the ($\tilde{r}, \tilde{v}/\tilde{u}$) plane for $\tilde{u} = 200/(2\pi^3)$. The right figure is an enlarged view of the vicinity of the chir al phase. The red hatched (blue filled) area represents the chiral (helical) phase. The dotted and dashed curves represent continuous transition lines which would occur if the possibility of a first-order transition would be neglected in the analysis. The chiral phase predicted by Onoda et al occupies the region between these two curves[10]. The solid curve represents the first-order transition line from the paramagnetic phase to the helical phase which is newly found in this work. The stability range of the chiral phase is largely reduced compared with that reported by Onoda et al.

Introducing $r^* = r/u$ and $v^* = v/u$ as

$$\mathcal{H}_c = \frac{1}{2} \int \mathbf{d}r \left\{ (\nabla \tilde{a})^2 + (\nabla \tilde{b})^2 \right\} + \frac{u}{2} \int \mathbf{d}r \left\{ r^* \left( \tilde{a}^2 + \tilde{b}^2 \right) + \tilde{a}^2 + \tilde{b}^2 \right\}^2 + v^* \left[ (\tilde{a} \cdot \tilde{b})^2 - \tilde{a}^2 \tilde{b}^2 \right].$$

(24)

Note that the second term of the r.h.s. becomes much larger compared with the first term in the limit of $u \to \infty$. Therefore, one can apply the saddle point approximation to the partition function associated with (24),

$$Z_c = \int \mathcal{D}\tilde{a}(r) \int \mathcal{D}\tilde{b}(r) \exp(-\mathcal{H}_c).$$

(25)

Since the second term of (24) contains only on-site interactions, one can easily evaluate the minimization conditions for the second term as

$$|\tilde{a}|^2 = |\tilde{b}|^2 = -\frac{r^*}{4 - v^*}$$

(26)

$$\tilde{a} \perp \tilde{b}.$$}

(27)

In the limit of $u \to \infty$, the functional integral of the partition function is approximated by an integral within a subspace constrained by the above conditions, yielding

where we rescale the fields $\tilde{a}(r)$ and $\tilde{b}(r)$ so that they satisfy $|\tilde{a}|^2 = |\tilde{b}|^2 = 1$. Thus, one sees that the chiral GL model in the $u \to \infty$ limit reduces to the NL$\sigma$ model with the correspondence

$$\frac{1}{T} = \frac{-r}{8u - 2v},$$

(29)

$$R = 0.$$}

(30)

It also suggests that, in the limit of $u \to \infty$, the properties of the chiral GL model is independent of the value of $v/u$, depending only on the scaled parameter $T$ given by Eq.(29).

Note that the chiral GL model corresponds to the $R = 0$ sector of the NL$\sigma$ model. Although David et al predicted that the stable chiral phase existed for sufficiently large $R$[26], there has been no report of the chiral phase for $R = 0$[27–30]. It indicates that for sufficiently large $u$ there is very little chance for the chiral phase to be stabilized.

By combining this result with that obtained from our variational analysis in the previous subsection, it seems most natural to expect that the chiral phase has the highest chance to be stabilized for intermediate values of $u$ and for larger values of $v/u$. Hence, in the following section, we perform extensive MC simulations focusing on such a parameter region in search for the possible chiral phase.

IV. MONTE CARLO SIMULATION

A. Method

In this and following sections, we investigate the ordering properties of the chiral GL model numerically by MC
simulations. For this purpose, the model is discretized on a 3D simple cubic lattice with lattice constant $\epsilon$ as

$$H_\epsilon = \frac{1}{2} \sum_i \epsilon^3 \left\{ \sum_\mu \left( \frac{\vec{a}_{i+\mu} - \vec{a}_i}{\epsilon} \right)^2 + \sum_\mu \left( \vec{b}_{i+\mu} - \vec{b}_i \right)^2 \right\} + r \left( \vec{a}_i^2 + \vec{b}_i^2 \right) + u \left[ (\vec{a}_i^*)^2 + (\vec{b}_i^*)^2 \right] + v \left[ (\vec{a}_i \cdot \vec{b}_i)^2 - (\vec{a}_i^*)^2 (\vec{b}_i^*)^2 \right],$$

where $\vec{a}_i$ and $\vec{b}_i$ are $n$-component vectors at the site $i$, while $i + \mu$ represents the nearest-neighbor site of $i$ in the $\mu$-direction ($\mu = x, y, z$). We introduce rescaled parameters as

$$r' = \epsilon^2 r, \quad u' = \epsilon u, \quad v' = \epsilon v, \quad \vec{a}_i^* = \epsilon^{\frac{3}{2}} \vec{a}_i, \quad \vec{b}_i^* = \epsilon^{\frac{3}{2}} \vec{b}_i.$$

The $\epsilon$ dependence of the Hamiltonian (31) is then removed as

$$H = \frac{1}{2} \sum_i \left\{ \sum_\mu \left( \vec{a}_{i+\mu} - \vec{a}_i \right)^2 + \sum_\mu \left( \vec{b}_{i+\mu} - \vec{b}_i \right)^2 \right\} + r' \left[ (\vec{a}_i^*)^2 + (\vec{b}_i^*)^2 \right] + u' \left[ (\vec{a}_i^*)^2 + (\vec{b}_i^*)^2 \right] + v' \left[ (\vec{a}_i \cdot \vec{b}_i)^2 - (\vec{a}_i^*)^2 (\vec{b}_i^*)^2 \right].$$

Such discretization and scaling procedure just corresponds to the cutoff procedure made for the continuum model (1). Setting $\Lambda = \pi/\epsilon$, the parameters $(r', u', v')$ in eqs. (32) to (34) can be related to $(\tilde{r}, \tilde{u}, \tilde{v})$ in eq. (11) as

$$\tilde{r} \leftrightarrow \frac{r'}{\pi^2}, \quad \tilde{u} \leftrightarrow \frac{u'}{2\pi^3}, \quad \tilde{v} \leftrightarrow \frac{v'}{2\pi^3}.$$

Note that a proportionality coefficient $1/(2\pi^3) \simeq 0.016$ means that $\tilde{u} \equiv 1$ corresponds to a rather large value of $u' \simeq 60$.

We perform extensive MC simulations on the lattice chiral GL model described by (37) for both cases of the Heisenberg spin ($n = 3$) and the $XY$ spin ($n = 2$) by using the standard Metropolis method. We consider $r'$ as the “temperature” and the simulation is performed with the statistical weight of $\exp(-H)$ at each “temperature”. The lattice is a $L \times L \times L$ simple cubic lattice with $8 \leq L \leq 60$. Periodic boundary conditions are imposed in all directions. In updating $\vec{a}_i^*$ and $\vec{b}_i^*$ vectors, we adopt the polar coordinate in spin space and apply the type of Metropolis updating where appropriate windows are set for the proposed values of the variables so that the acceptance ratio becomes $0.25 \sim 0.6$. When we simulate extreme cases where $u'$, $v'$ and $r'$ are much larger than unity, these adjustment procedures based on appropriate polar coordinate turn out to be efficient for thermalization. In case of the $XY$ spin ($n = 2$), we also try the exchange of the directions of the $\vec{a}_i^*$ and $\vec{b}_i^*$ vectors according to the Metropolis rule, which turns out to be efficient in relaxing the chirality vector $\vec{a}_i \times \vec{b}_i$.

Typically, our single MC run contains $6 \times 10^6$ MC steps per spin (MCS) at each temperature $r'$. In most cases, a gradual cooling protocol is employed. For large systems and near the transition temperature, we perform longer runs of up to $\sim 1.8 \times 10^7$ MCS. In calculating physical quantities, initial ($1 \sim 3$) $\times 10^6$ MCS are discarded for thermalization, and averages are calculated over subsequent ($3 \sim 5$) $\times 10^6$ MCS. Error bars are estimated by making $3 \sim 5$ independent runs at each temperature and lattice size.

### B. Physical quantities

In this subsection, we introduce various physical quantities measured in our MC simulation.

We define the “specific heat” as the variance of the energy per spin,

$$C \equiv \frac{1}{N} \left\langle \left( H^2 - \langle H \rangle^2 \right) \right\rangle.$$

Note that in the present model the specific heat defined by (39) is not equivalent to the one defined by the “temperature” derivative of the energy, $dE/dr$, where $E = \frac{1}{N} \langle H \rangle$ is the internal energy per spin, although both quantities are expected to exhibit similar singular behaviors at the transition.

In order to measure the spin order, we define the spin order parameter by

$$M \equiv \frac{1}{N} \sqrt{\left\langle \sum_i (\vec{a}_i^*)^2 + \sum_i (\vec{b}_i^*)^2 \right\rangle}.$$

We also define the chiral order parameter by

$$\kappa \equiv \frac{1}{N} \sqrt{\left\langle \sum_i (\vec{a}_i^* \times \vec{b}_i^*)^2 \right\rangle}.$$

The finite-size correlation lengths of the spin and of the chirality are defined on the basis of the Ornstein-Zernike form of the correlation function by

$$\xi_\alpha \equiv \frac{1}{q_m} \sqrt{\frac{C_\alpha(0)}{C_\alpha(q_m)} - 1},$$

where $\alpha$ stands for either the spin ($s$) or the chirality ($c$), $C_\alpha$ being the Fourier transform of the spatial correlation function,

$$C_s(q) \equiv \langle |\vec{a}_q|^2 + |\vec{b}_q|^2 \rangle,$$

$$C_c(q) \equiv \langle |\vec{a}_q \times \vec{b}_q|^2 \rangle.$$
where \( \vec{a}'_i, \vec{b}'_i \) and \( (\vec{a}' \times \vec{b}')_q \) represent the Fourier transform of \( \vec{a}'_i, \vec{b}'_i \), and \( \vec{a}' \times \vec{b}'_i \), respectively. In our simulation, we take \( q_m = (2\pi/L, 0, 0) \) corresponding to one of the minimum wavevectors compatible with periodic boundary conditions.

We also measure the Binder ratios of the spin and of the chirality. For the spin, we have

\[
g_s \equiv \left[ D_1^{(s)} - D_2^{(s)} \left( \frac{\langle (\sum_i a_i' \rangle^4)}{\langle (\sum_i a_i')^2 \rangle^2} + \frac{\langle (\sum_i b_i')^4 \rangle}{\langle (\sum_i b_i')^2 \rangle^2} \right) \right],
\]

while, for the chirality, we have

\[
g_c \equiv \left[ D_1^{(c)} - D_2^{(c)} \left( \frac{\langle (\sum_i a_i' \times b_i')^4 \rangle}{\langle (\sum_i a_i' \times b_i')^2 \rangle^2} \right) \right].
\]

The coefficients \( D_1^{(\alpha)} \) and \( D_2^{(\alpha)} \) (\( \alpha = s, c \)) are determined so that, in the thermodynamic limit, \( g_\alpha \) vanishes in the high-temperature phase and gives unity in the ordered phase. In the Heisenberg case \( n = 3 \), one has \( D_1^{(s)} = 5/2, D_2^{(s)} = 3/4, D_1^{(c)} = 5/2 \) and \( D_2^{(c)} = 3/2 \), while for the \( XY \) case \( n = 2 \), one has \( D_1^{(s)} = 2, D_2^{(s)} = 1, D_1^{(c)} = 3/2 \) and \( D_2^{(c)} = 1/2 \).

V. SIMULATION RESULTS: HEISENBERG \( (n = 3) \) CASE

In this section, we present the results of our MC simulation for the Heisenberg case \( n = 3 \). As a typical example, we deal with the case of \( u' = 200 \) and \( v'/u' = 3.5 \) here. For these parameters, the variational calculation of section III predicts that the chiral phase is stabilized in a relatively wide temperature range between \( r'_s \approx -23.6 \) and \( r'_c \approx -15.5 \). The relative difference between \( r'_c \) and \( r'_s \), a measure of the width of the chiral phase, might be given by

\[
\delta r' = 2 \frac{r'_c - r'_s}{|r'_c + r'_s|}.
\]

The variational calculation predicts a rather large value of \( \delta r' \approx 0.42 \) for these parameter values.

First, we show in Fig. 5 the temperature \( (r') \) dependence of the spin and the chiral order parameters. On decreasing the temperature, both order parameters rise up sharply around \( r' \approx -69.6 \), implying the occurrence of a phase transition around this temperature as can be seen from the figure. Each order parameter rises up at mutually close temperatures such that their relative difference is much smaller than the one predicted from the variational calculation.

Fig. 6 exhibits the temperature \( (r') \) dependence of the specific heat. It exhibits only a single peak with no evidence of successive transitions. Note that the peak height of our largest size \( L = 60 \) is much larger than that of other sizes. This may be a signature of a weak first-order transition occurring in the thermodynamic limit. In fact, as shown in fig. 7, the energy distributions for \( L = 60 \) shows double peaks characteristic of a first-order transition at the peak temperature, although the energy distributions of smaller sizes show only a single peak. In view of the fact that the parameter value studied here \( v'/u' = 3.5 \) is close to the mean-field tricritical line \( v'/u' = 4 \), the occurrence of a weak first-order transition seems consistent with the previous RG observation, since fluctuations extend the region of first-order transition.

From the data of the order parameters and of the specific heat, we now expect that, even if the chiral phase
FIG. 7: (Color online) The energy distribution at the specific-heat peak temperature of the Heisenberg ($n = 3$) chiral GL model for various sizes. The Hamiltonian parameters are set $u' = 200$ and $v'/u' = 3.5$.

exists, it is limited to a very narrow temperature range, never spreading as wide as $\delta r \simeq 42\%$ predicted from the variational theory.

In order to further examine the possibility of an intermediate chiral phase, we show in Figs. 8 and 9 the temperature ($r'$) dependence of the Binder ratios and of the correlation-length ratios, respectively. As can be seen from Fig. 8, the Binder ratio of different sizes intersect almost at a common temperature for both cases of the spin and of the chirality at least for $L \leq 40$, whereas, for $L = 60$, the crossing point shows a downshift to lower temperature. This sudden change of the crossing behavior observed at $L = 60$ probably reflects the weak first-order nature of the transition observed in the specific heat and the energy distribution of this size. Indeed, both the spin and the chiral Binder ratios of $L = 60$ show a deep negative dip, which is a characteristic of a first-order transition. Recall here that just above a first-order transition $T = T_c^+$ the Binder ratio is expected to exhibit a divergent negative dip in the thermodynamic limit. The crossing temperatures of the correlation-length ratios depend on the system sizes only weakly for both cases of the spin and the chirality, as can be seen from Fig. 9.

Although the difference in the crossing temperatures between different physical quantities, either the Binder ratio or the correlation-length ratio, or those between different sizes, is sometimes of appreciable amount, we note that the difference in the crossing temperatures between the spin and the chirality is quite small for a given quantity and given sizes. In Fig. 10, we show the size dependence of the spin and the chiral crossing temperatures for both cases of the Binder ratio and the correlation-length ratio. The size is taken here as an average of the two sizes yielding the crossing point, $L_{av} = (L_1 + L_2)/2$. As can be seen from the inset, the difference is already very small even for small systems, of order 0.01 which corresponds to 0.1\% relative difference, and tends to further decrease with increasing the system size. If we take the crossing temperatures of the Binder ratio between our two largest sizes $L = 40$ and $L = 60$, the spin and the chiral crossing temperatures, taken here as a measure of the respective transition temperature, are $r'_s = -69.599(2)$ and $r'_c = -69.598(2)$, which coincide within the errors. The relative difference between the spin and the chiral transition temperature is then limited to $\delta r' < 0.008\%$. Note that this upper limit is significantly smaller than the corresponding estimate obtained from the variational calculation $\delta r' \simeq 42\%$. Hence, it turns out that the MC results are rather pessimistic about the occurrence of the chiral phase.

We also try to estimate the bulk transition tempera-
ture themselves by extrapolating the crossing temperatures to \( L = \infty \): See the main panel of Fig.10. Such an extrapolation procedure is hampered somewhat by the sudden change of the behavior observed at \( L = 60 \). This effect seems relatively minor for the correlation-length ratio. By performing a power-law fit of the form \( r'_{\text{cross}}(L) = r'_{\text{cross}}(L = \infty) + cL^{-\theta} \) to the data of \( \xi_s/L \) and of \( \xi_c/L \), we get \( r'_{\text{cross}}(L = \infty) = -69.603 \pm 0.006 \) from \( \xi_s/L \), and \( r'_{\text{cross}}(L = \infty) = -69.600 \pm 0.004 \) from \( \xi_c/L \). These estimates are consistent with our estimate based on the Binder ratio given above.

We also perform similar MC simulations for other parameter values, including \( u' = 1, 1.1, 1.0, 200, 1000 \) and \( v'/u' = 2.0, 3.5 \). For all these parameter values, there is no evidence of the chiral phase as in the case of \( u' = 200 \) and \( v'/u' = 3.5 \) shown above. In case of \( u' = 1, 1.1, 3.5 \), signatures of a strong first-order transition are observed. By contrast, for other parameter values, the transition seems to be continuous, at least in the range of lattice sizes studied here. We summarize our estimates of the spin and the chiral transition temperatures and its relative difference for various parameter values of the Heisenberg \((n = 3)\) lattice GL Hamiltonian, estimated from the crossing points of the Binder ratio of the two sizes \( L = L_1 \) and \( L_2 \).

![FIG. 9: (Color online) The temperature \((r')\) dependence of the correlation-length ratio for the spin \((a)\), and for the chirality \((b)\), of the Heisenberg \((n = 3)\) chiral GL model. The Hamiltonian parameters are set \( u' = 200 \) and \( v'/u' = 3.5 \). Insets are enlarged views of the transition region.](image1)

![FIG. 10: (Color online) The size dependence of the crossing temperatures of the Binder ratio and the correlation-length ratio for both cases of the spin and the chirality of the Heisenberg \((n = 3)\) chiral GL model. The size is taken here as a mean of the two sizes \( L_{av} = (L_1 + L_2)/2 \), where \( L_1 \) and \( L_2 \) are the two liner system sizes yielding a crossing point. The crossing points associated with the \( L = 60 \) data are indicated by arrows. Inset exhibits the size dependence of the difference between the crossing temperatures of the spin and of the chirality for both cases of the Binder ratio and the correlation-length ratio.](image2)

| \( u' \) | \( v'/u' \) | \( r'_{\xi_s} \) | \( r'_{\xi_c} \) | \( \delta r' \) | \( L_1, L_2 \) |
|--------|--------|--------|--------|--------|--------|
| 1      | 2.0    | -2.4497(5) | -2.4496(8) | < 0.006% | 16, 24 |
| 10     | 2.0    | -17.193(1) | -17.194(1) | < 0.006% | 24, 32 |
| 100    | 2.0    | -135.49(2) | -135.48(2) | < 0.04%  | 24, 32 |
| 200    | 2.0    | -266.17(4) | -266.12(5) | < 0.06%  | 16, 24 |
| 1000   | 2.0    | -1310.9(3) | -1310.7(3) | < 0.07%  | 16, 24 |
| 1000   | 3.5    | -36.919(3) | -36.919(3) | < 0.02%  | 24, 32 |
| 1000   | 3.5    | -69.598(2) | -69.598(2) | < 0.008% | 40, 60 |
| 1000   | 3.5    | -330.88(4) | -330.88(2) | < 0.02%  | 16, 24 |

![TABLE I: (Color online) The spin and the chiral transition temperatures and its relative difference for various parameter values of the Heisenberg \((n = 3)\) lattice GL Hamiltonian, estimated from the crossing points of the Binder ratio of the two sizes \( L = L_1 \) and \( L_2 \).](image3)
identifies $T$ in Eq. (29) as the transition temperature of the lattice NL$\sigma$ model reported in ref. [29]. It also indicates that the spin and the chirality order simultaneously and there exists only single transition in the large $8u' - 2v'$ region, since a common belief is that there is only single transition in the NL$\sigma$ model with $R = 0$ [26-29].

VI. SIMULATION RESULTS: $XY$ ($n = 2$) CASE

Next, we present the result of our MC simulation for the $XY$ case ($n = 2$). As a typical example, we deal with the case of $u' = 200$ and $v'/u' = 3.5$ again. For these parameters, the variational calculation of section III (and appendix A) predicts that the chiral phase is stabilized in a wide temperature range between $r_s' \simeq -21.6$ and $r_c' \simeq -13.4$. The relative difference between $r_c'$ and $r_s'$ is $\delta r \simeq 0.47$.

As we discussed in section III, the model reduces to the NL$\sigma$ model in the limit of $u' \to \infty$. Previous studies showed that, for the case of $n = 2$, the NL$\sigma$ model discretized on a 3D lattice exhibited a single first-order transition into the magnetic ordered state [27, 30]. Meanwhile, the variational calculation predicts the stable chiral phase for sufficiently large $u'$ and $v'/u'$.

First, we show the temperature ($r'$) dependence of the spin and the chiral order parameters in Fig. 12. On decreasing the temperature, both order parameters rise up sharply around $r' \simeq -47.7$, implying the occurrence of a phase transition around this temperature. Each order parameter rises up at mutually close temperatures such that their relative difference is much smaller than the one predicted from the variational calculation. The observed onset of the order parameters seems steeper than the one observed in the Heisenberg case. Such a sharp rise of the order parameters is suggestive of a first-order transition.

We show in Fig. 13 the temperature ($r'$) dependence of the specific heat, in Fig. 14 the energy distribution near the transition temperature. The specific heat exhibits only a single peak with no evidence of successive transitions. Note that the peak height grows rapidly with increasing the system size $L$, consistently with a first-order nature of the transition. In fact, the energy distribution near the transition point shows double peaks characteristic of a first-order transition. Due to the difficulty in thermalizing the system exhibiting a rather strong first-order transition, the lattice sizes in the $XY$ case are restricted to be smaller than those in the Heisenberg case.

Although we observe a rather strong first-order transition from the paramagnetic phase into the helical magnetic phase, there still remains a possibility that a chiral phase is stabilized between the tiny temperature region between the paramagnetic phase and the helical phase. Since the variational calculation of section III predicted a continuous transition from the paramagnetic phase to the chiral phase, we examine here the possibility of a continuous transition occurring at a temperature higher than the first-order transition temperature. If such a transition really occurs, chirality-related dimensionless quantities of various sizes, e.g., the chiral correlation-length ratio and the chiral Binder ratio, are expected to exhibit a crossing behavior at a higher temperature than the first-order transition temperature.

Fig. 15 exhibits the temperature ($r'$) dependence of the spin and chiral correlation length ratios. One can see from the figure that, with decreasing the temperature, both $\xi_s/L$ and $\xi_c/L$ rise up sharply around $r' \simeq -47.75,$
FIG. 13: (Color online) The temperature \( r' \) dependence of the specific heat of the XY \((n = 2)\) chiral GL model. The Hamiltonian parameters are set \( u' = 200 \) and \( v'/u' = 3.5 \).

FIG. 14: (Color online) The energy distribution near the specific-heat peak temperature of the XY \((n = 2)\) chiral GL model for various sizes. The Hamiltonian parameters are set \( u' = 200 \) and \( v'/u' = 3.5 \).

close to the specific-heat peak temperature. The crossing temperatures between our two largest sizes \( L = 16 \) and \( L = 20 \) are \( r_s' = -47.758(5) \) for the spin and \( r_c' = -47.753(3) \) for the chirality. The relative difference between the spin and the chiral crossing temperature is \( \delta r' < 0.03\% \). The spin and the chiral crossing points coincide within the errors, and are close to the first-order transition temperature estimated above.

We show in Fig. 15 the temperature \( r' \) dependence of the spin and the chiral Binder ratios. As expected for a first-order transition, the Binder ratios exhibit a deep negative dip, which grows with \( L \). In addition, the Binder ratios exhibit a crossing on the positive side of \( g \) at a temperature slightly below the dip temperature: See the insets. The observed behavior of the chiral Binder ratio is hardly compatible with a continuous chiral transition occurring at a temperature higher than the first-order transition temperature in the thermodynamic limit. The crossing temperatures between our two largest sizes \( L = 16 \) and \( L = 20 \) are \( r_s' = -47.777(9) \) for the spin and \( r_c' = -47.776(8) \) for the chirality. The relative difference between the spin and the chiral transition temperatures is then estimated to be \( \delta r' < 0.04\% \).

We also perform similar MC simulations for the case of \( v'/u' = 2.0 \) and \( u' = 100 \), located rather far from the mean-field tricritical line \( v'/u' = 4.0 \). Even in this case, we find a signature of a first-order transition such as the double-peak structure in the energy distribution. Furthermore, no evidence of successive transitions are observed. The behaviors of the correlation-length ratios...
and the Binder ratios are qualitatively the same as in the case of \( v'/u' = 3.5 \) and \( u' = 200 \), and the relative difference between the spin and the chiral transition temperature is limited to \( \delta \tilde{t} < 0.05\% \).

VII. SUMMARY AND DISCUSSION

In this paper, the nature of the phase transition of regularly frustrated vector spin systems in three dimensions was investigated based on the chiral GL model both by analytical calculations and Monte Carlo simulations.

We first performed a variational calculation which was an extension of the previous calculation by Onoda et al.\[10\], and showed that the chiral phase was stabilized in a certain restricted parameter range. We considered the possibility of a first-order transition, which was not considered by Onoda et al. We then found that a first-order transition indeed occurred in this model significantly reducing the stability range of the chiral phase. Yet, we observed that the chiral phase still persisted for sufficiently large \( u \) and \( v'/u \) within the variational approximation. We also showed that in the limit of \( u \to \infty \) the chiral GL model reduced to the NL\( \sigma \) model without the coupling between the chiralities (\( R = 0 \) in eq.(22)).

Previous analysis of the NL\( \sigma \) model predicted only a single phase transition directly from the para to the helical phase, which means that there is very little chance for the chiral phase to be stabilized for sufficiently large \( u \).

With reference to these analytic results, we next performed extensive MC simulations on the lattice discretized version of the 3D chiral GL model in search for the possible chiral phase. In contrast to the expectation based on the variational results, however, we did not find any numerical evidence of the chiral phase for both cases of the Heisenberg model (\( n = 3 \)) and the \( XY \) model (\( n = 2 \)). From the data of the correlation length ratios and the Binder ratios, we conclude that for all cases studied the stability range of the chiral phase, if any, is less than 0.1% in the relative temperature width.

A possible cause of the appearance of the chiral phase in the variational calculation might be the fact that, for the chirality, only the linear term \( \delta a_{\alpha} \delta b_{\alpha} - \delta a_{\beta} \delta b_{\beta} \) is contained in the variational Hamiltonian (9), while the quadratic terms are also present for the spin. This imbalance inherent to the variational calculation might lead to an underestimate of chirality fluctuations compared with spin fluctuations.

Although we could not find any evidence of the chiral phase in the chiral GL model [1], there still remains a possibility of the chiral phase originated from some other mechanisms not included in the chiral GL model. If we consider, for example, the direct interaction between the chiralities, \( R(\nabla(\vec{a} \times \vec{b}))^2 \), it enhances the ordering of the chirality. For sufficiently large \( R \), the chiral phase is trivially stabilized. In fact, David and Jolicoeur showed on the basis of the NL \( \sigma \) model that the chiral phase is stabilized for sufficiently large \( R \) [26]. However, for smaller \( R \), which is more realistic, their analysis indicated that the chiral phase disappeared and there was a single transition from paramagnetic phase to the helical phase [26]. To get further insight into the effect of the \( R \)-term, we also performed a MC simulation of the chiral GL model with a weak chirality-chirality interaction (the \( R \)-term) with \( u' = 200, v'/u' = 2.0 \) and \( R = 0.1 \). The results turn out to be qualitatively the same as those of the the original chiral GL model with \( R = 0 \), and \( \delta \tilde{r} \) estimated from the crossing temperature of the Binder ratios is also very small, \( \delta \tilde{r} < 0.02\% \).

Another mechanism to stabilize the chiral phase in 3D regularly frustrated system was proposed by Villain [31]. He suggested that a chiral phase might be realized in quasi-one-dimensional \( XY \) spin systems when the inter-chain coupling is sufficiently weak [31]. In purely one-dimensional frustrated \( XY \) spin systems, it has been...
known that, with decreasing the temperature, the chirality correlation length increases exponentially, while the spin correlation length diverges as a power law. By taking into account the effect of the weak inter-chain coupling, Villain predicted that the chiral phase could exist in an intermediate temperature regime above the helical phase. As far as the authors know, however, a direct numerical evidence of such a chiral phase in quasi-one-dimensional system is still lacking. Thus, it is an interesting open problem to observe the chiral phase by numerical simulations of such quasi-one-dimensional frustrated spin models.
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**Appendix A: Details of a variational approximation**

1. Free energy

In this Appendix, we explicitly show the form of the trial free energy $\mathcal{F}_0 + (\mathcal{H} - \mathcal{H}_0)$. Since the variational Hamiltonian (6) is diagonalized with respect to $\vec{\alpha}$, $\vec{\beta}$ and $\vec{\gamma}$ as given in (8), the term $\mathcal{F}_0$ is easily calculated as

$$\mathcal{F}_0 \equiv - \log\left\{ \prod_q^{\text{d}} \prod_q^{\text{d}} \prod_q^{\text{b}} \exp(-\mathcal{H}_0) \right\} = - \sum_q \left\{ \log \left[ \frac{\pi}{V(q^2 + r_{\parallel})} \right] + \log \left[ \frac{\pi}{V(q^2 + r_{\perp})} \right] \right\} \quad (A1)$$

In calculating the second term $(\mathcal{H} - \mathcal{H}_0)\alpha$, we rewrite eq.(1) in terms of $\alpha$, $\beta$ and $\gamma$ defined by eq.(7), to get
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\[ \mathcal{H} = \frac{1}{2} \int dx \left\{ r \left( \hat{\alpha}^2 + \hat{\beta}^2 + \hat{\gamma}^2 \right) + (\nabla \hat{\alpha})^2 + (\nabla \hat{\beta})^2 + (\nabla \hat{\gamma})^2 + \left( u - \frac{1}{4}v \right) \left( \hat{\alpha}^4 + \hat{\beta}^4 \right) + 2 \left( u + \frac{1}{4}v \right) \hat{\alpha}^2 \hat{\beta}^2 \\
+ u \hat{\gamma}^4 + 2 \left( u - \frac{1}{4}v \right) \hat{\gamma}^2 \left( \hat{\alpha}^2 + \hat{\beta}^2 \right) + v \left[ 2\gamma_1 \gamma_2 (\hat{\alpha} \cdot \hat{\beta}) + (\gamma_1^2 - \gamma_2^2)(\alpha_2\beta_2 - \alpha_1\beta_1) \right] \right\}. \tag{A2} \]

By substituting \( \hat{\alpha} = \delta \hat{\alpha} + \bar{A}, \) etc, into (A.2), \( \langle \mathcal{H} - \mathcal{H}_0 \rangle_0 \) is calculated via simple Gaussian integrals as

\[ \langle \mathcal{H} - \mathcal{H}_0 \rangle_0 = \frac{V}{2} \left[ \left( r - \left( R - \frac{\tilde{h}_\kappa}{2} \right) \right) + 4 \left( u - \frac{v}{4} \right) \tilde{A}^2 + 2 \left( u + \frac{v}{4} \right) \tilde{B}^2 + 2 \left( u - \frac{v}{4} \right) \tilde{C}^2 \right] \sum_q \langle \delta \tilde{\alpha}_q \cdot \delta \tilde{\alpha}_{-q} \rangle_0 \\
+ \left[ r - \left( R + \frac{\tilde{h}_\kappa}{2} \right) \right] + 2 \left( u + \frac{v}{4} \right) \tilde{A}^2 + 4 \left( u - \frac{v}{4} \right) \tilde{B}^2 + 2 \left( u - \frac{v}{4} \right) \tilde{C}^2 \sum_q \langle \delta \tilde{\beta}_q \cdot \delta \tilde{\beta}_{-q} \rangle_0 \\
+ \left[ r - r_\perp + 2 \left( u - \frac{v}{4} \right) \right] \left( \tilde{A}^2 + \tilde{B}^2 \right) + 4u \tilde{C}^2 \sum_q \langle \delta \tilde{\gamma}_q \cdot \delta \tilde{\gamma}_{-q} \rangle_0 \\
+ 2 \left( u - \frac{v}{4} \right) \left[ \left( \sum_q \langle \delta \tilde{\alpha}_q \cdot \delta \tilde{\alpha}_{-q} \rangle_0 \right)^2 + \left( \sum_q \langle \delta \tilde{\beta}_q \cdot \delta \tilde{\beta}_{-q} \rangle_0 \right)^2 \right] \\
+ 2 \left( u + \frac{v}{4} \right) \left( \sum_q \langle \delta \tilde{\alpha}_q \cdot \delta \tilde{\alpha}_{-q} \rangle_0 \right) \left( \sum_q \langle \delta \tilde{\beta}_q \cdot \delta \tilde{\beta}_{-q} \rangle_0 \right) + 2u \left( \sum_q \langle \delta \tilde{\gamma}_q \cdot \delta \tilde{\gamma}_{-q} \rangle_0 \right) \\
+ 2 \left( u - \frac{v}{4} \right) \left[ \left( \sum_q \langle \delta \tilde{\alpha}_q \cdot \delta \tilde{\alpha}_{-q} \rangle_0 \right) \left( \sum_q \langle \delta \tilde{\beta}_q \cdot \delta \tilde{\beta}_{-q} \rangle_0 \right) + \left( \sum_q \langle \delta \tilde{\gamma}_q \cdot \delta \tilde{\gamma}_{-q} \rangle_0 \right) \right] \\
+ r \left( \tilde{A}^2 + \tilde{B}^2 + \tilde{C}^2 \right) + \left( u - \frac{1}{4}v \right) \left( \tilde{A}^4 + \tilde{B}^4 \right) + 2 \left( u + \frac{1}{4}v \right) \tilde{A}^2 \tilde{B}^2 + u \tilde{C}^4 \\
+ 2 \left( u - \frac{1}{4}v \right) \tilde{C}^2 \left( \tilde{A}^2 + \tilde{B}^2 \right) + v \left[ 2C_1C_2 (\tilde{A} \cdot \tilde{B}) + (C_1^2 - C_2^2)(A_2B_1 - A_1B_2) \right] \right\}. \tag{A3} \]

In the case of \( A_1 = m, A_2 = 0, \tilde{B} = \tilde{B}, \tilde{C} = \tilde{C}, \) as assumed in §IIA, the trial free energy is simplified as

\[ \mathcal{F}_0 + \langle \mathcal{H} - \mathcal{H}_0 \rangle_0 = -\frac{V\Lambda^3}{2\pi^2} \int_0^1 dq \left\{ \log \left[ \frac{1}{q^2 + \tilde{r}_\perp - \frac{\tilde{h}_\kappa}{2}} \right] + \log \left[ \frac{1}{q^2 + \tilde{r}_\parallel + \frac{\tilde{h}_\kappa}{2}} \right] + \log \left[ \frac{1}{q^2 + \tilde{r}_\perp} \right] \right\} \\
+ \frac{V\Lambda^3}{4\pi^2} \left\{ \left[ \tilde{r} - \tilde{r}_\parallel + \frac{\tilde{h}_\kappa}{2} + 4 \left( u - \frac{v}{4} \right) \tilde{m}^2 \right] \sigma_\alpha^2 + \left[ \tilde{r} - \tilde{r}_\parallel - \frac{\tilde{h}_\kappa}{2} + 2 \left( u + \frac{v}{4} \right) \tilde{m}^2 \right] \sigma_\beta^2 \\
+ \left[ \tilde{r} - \tilde{r}_\perp + 2 \left( u - \frac{v}{4} \right) \right] \sigma_\gamma^2 + 2 \left( u - \frac{v}{4} \right) \left( \sigma_\alpha^4 + \sigma_\beta^4 \right) + 2 \left( u + \frac{v}{4} \right) \sigma_\alpha^2 \sigma_\beta^2 \\
+ 2u \sigma_\alpha^2 + 2 \left( u - \frac{v}{4} \right) \sigma_\gamma^2 \left( \sigma_\alpha^2 + \sigma_\beta^2 \right) + \tilde{r} \tilde{m}^2 + \left( u - \frac{1}{4}v \right) \tilde{m}^4 \right\} + \text{const.}, \tag{A4} \]

where we introduced the cutoff wavevector \( \Lambda, \) and scaled various parameters as in (II). By taking the
derivatives of $F_0 + (H - H_0)_0$ with respect to $\hat{r}_r$, $\hat{r}_s$, $\hat{h}_s$ and $\hat{m}$, and setting them to zero, we can get the conditions for the optimal parameter values given in (12) - (15).

2. Relation between $\hat{r}_s$ and $\hat{r}_c$

In this Appendix, the relation between the para-to-chiral and the chiral-to-helical continuous transition temperatures, $\hat{r}_c$ and $\hat{r}_s$, is investigated. We prove here the existence of a critical value $\hat{u}_c$ such that $\hat{r}_s < \hat{r}_c$ for $\hat{u} < \hat{u}_c$ and $\hat{r}_s < \hat{r}_c$ for $\hat{u} > \hat{u}_c$.

To simplify the notation, we define a function

$$g(r) \equiv \int_0^1 \frac{q^2}{q^2 + r} \, dq = 1 - \sqrt{r} \tan \frac{1}{\sqrt{r}}. \quad (A5)$$

By using $g(r)$, the variances of $\hat{\alpha}$, $\hat{\beta}$ and $\hat{\gamma}$ are calculated as

$$\sigma^2_{\hat{\alpha}} = 2g(\hat{r}_r - \hat{h}_s/2),$$
$$\sigma^2_{\hat{\beta}} = 2g(\hat{r}_c + \hat{h}_s/2),$$
$$\sigma^2_{\hat{\gamma}} = 2g(\hat{r}_s). \quad (A6)$$

The conditions of optimal parameter values eqs. (12) - (14) may be given with $\hat{m} = 0$ by

$$\hat{r}_r = \hat{r} + 2 \left( 3\hat{u} - \frac{2\hat{v}}{4} \right) \left[ g(\hat{r}_r - \hat{h}_s/2) + g(\hat{r}_c + \hat{h}_s/2) \right]$$
$$+ 4 \left( \hat{u} - \frac{\hat{v}}{4} \right) g(\hat{r}_s), \quad (A7)$$
$$\hat{r}_r = \hat{r} + 4 \left( \hat{u} - \frac{\hat{v}}{4} \right) \left[ g(\hat{r}_c - \hat{h}_s/2) + g(\hat{r}_c + \hat{h}_s/2) \right]$$
$$+ 8\hat{u}g(\hat{r}_s), \quad (A8)$$
$$1 = (3\hat{v} - 4\hat{u}) \left[ g(\hat{r}_c - \hat{h}_s/2) - g(\hat{r}_c + \hat{h}_s/2) \right] / \hat{h}_s. \quad (A9)$$

The equations determining the critical parameters $\hat{r}_r^{(c)}$, and $\hat{r}_s^{(c)}$, eqs.(20) and (21), are also given by

$$3\hat{v} - 4\hat{u})f(\hat{r}_r^{(c)}) = 1, \quad (A10)$$
$$3\hat{v} - 4\hat{u}) \left[ g(0) - g(2\hat{r}_s^{(c)}) \right] = 2\hat{r}_r^{(s)}, \quad (A11)$$

where the function $f(r)$ is defined by

$$f(r) \equiv -\frac{dq}{dr} = \frac{1}{2} \left[ \frac{1}{\sqrt{r}} \tan \frac{1}{\sqrt{r}} - \frac{1}{1 + r} \right]. \quad (A12)$$

Originally, eqs. (A7) - (A9) are the equations determining the variational parameters $\hat{r}_r$, $\hat{r}_s$ and $\hat{h}_s$ as functions of the Hamiltonian parameters $\hat{r}$, $\hat{u}$ and $\hat{v}$. One can also regard $\hat{r}$ given as a function of $\hat{h}_s$, $\hat{u}$ and $\hat{v}$. In order to discuss the relation between $\hat{r}_s$ and $\hat{r}_c$, we examine here the behavior of $\hat{r}(\hat{h}_s; \hat{u}, \hat{v})$ around $\hat{h}_s = 0$ for given $\hat{u}$ and $\hat{v}$. Because of symmetry, $d\hat{r}/d\hat{h}_s$ is equal to zero at $\hat{h}_s = 0$ (at $\hat{r} = \hat{r}_c$). Hence, the sign of the second derivative of $\hat{r}(\hat{h}_s)$ at the chiral transition point $\hat{h}_s \to 0$ determines the relation between $\hat{r}_s$ and $\hat{r}_c$. Namely, $\hat{r}_s < \hat{r}_c$ if $d^2\hat{r}/d\hat{h}_s^2 < 0$, and $\hat{r}_s > \hat{r}_c$ if $d^2\hat{r}/d\hat{h}_s^2 > 0$.

By taking the second derivatives of equations (A7) - (A9) with respect to $\hat{h}_s$ and setting $\hat{r}_r = \hat{r}_s^{(c)}$, $\hat{r}_s = \hat{r}_s^{(c)}$, and $\hat{h}_s = 0$, the second derivative $d^2\hat{r}/d\hat{h}_s^2$ is given by

$$\frac{d^2\hat{r}}{d\hat{h}_s^2} = \left[ 1 + (16\hat{u} - 2\hat{v}) f(\hat{r}_r^{(c)}) \right] \left[ -\frac{f''(\hat{r}_r^{(c)})}{12f'f''(\hat{r}_r^{(c)})} \right]$$
$$+ \frac{3\hat{u} - \frac{\hat{v}}{4} + (4\hat{u} - \frac{\hat{v}}{2}) (4\hat{u} + \hat{v}) f(\hat{r}_r^{(c)})}{1 + (4\hat{u} + \hat{v}) f(\hat{r}_r^{(c)})} f'(\hat{r}_r^{(c)}) \right), \quad (A13)$$

where $f'(r)$ and $f''(r)$ are the first and the second derivatives of $f(r)$, respectively. By use of eq. (A10), eq. (A13) can be rewritten as

$$\frac{d^2\hat{r}}{d\hat{h}_s^2} = \left\{ \frac{C_1(s)}{C_2(s)} \frac{f''(\hat{r}_r^{(c)})}{f'(\hat{r}_r^{(c)})^2} \right\} C_2(s) - \frac{f''(\hat{r}_r^{(c)})}{f'(\hat{r}_r^{(c)})}, \quad (A14)$$

where we set $s = \hat{u}/\hat{u}$, while the functions $C_1(s)$ and $C_2(s)$ are defined by

$$C_1(s) \equiv \frac{1}{12} \left[ 1 + \frac{16 - 2s}{3s - 4} \right], \quad (A15)$$
$$C_2(s) \equiv \frac{3 - s + \frac{4 - s}{4} + s}{3s - 4}. \quad (A16)$$

Note that $C_1(s)$ and $C_2(s)$ are positive for $4/3 < s < 4$. It is easily confirmed that $C_1(s)/C_2(s)$ is an increasing function of $s$, lying in the range $1/3 < C_1(s)/C_2(s) < 2/3$ for $4/3 < s < 4$. One can also show that the function $[f'(r)]^2/[f(r)f''(r)]$ is an increasing function of $r$ in the range between $1/3$ and $2/3$ for $r > 0$. Hence, there exists a critical value $r^*(s)$ such that $d^2\hat{r}/d\hat{h}_s^2 > 0$ for $\hat{r}_r^{(c)} < r^*(s)$, and $d^2\hat{r}/d\hat{h}_s^2 < 0$ for $\hat{r}_r^{(c)} > r^*(s)$, where $r^*(s)$ is given by the solution of the equation

$$C_1(s) \frac{[f'(r^*)]^2}{f'(r^*)f''(r^*)} = 0. \quad (A17)$$

We have $\hat{r}_c > \hat{r}_s$ if and only if $\hat{r}_r^{(c)} > r^*(s)$, while $\hat{r}_c < \hat{r}_s$ if $\hat{r}_r^{(c)} < r^*(s)$. 

From eq. (A10), \( \tilde{r}_{\parallel}^{(c)} \) is an increasing function of \( \tilde{u} \) for fixed \( s = \tilde{v}/\tilde{u} \), the critical value \( \tilde{u}_c(s) \) corresponding to \( r^* \) is given by

\[
\tilde{u}_c(s) = \frac{1}{(3s - 4)f(r^*)}.
\]

(A18)

Thus, the same conclusion can be restated in terms of \( \tilde{u} \) as \( \tilde{r}_c > \tilde{r}_s \) if and only if \( \tilde{u} > \tilde{u}_c(s) \). This critical value \( \tilde{u}_c(s) \) is an increasing function of \( s = \tilde{v}/\tilde{u} \) and is in the range \( 0 < \tilde{u}_c < \infty \) for \( 4/3 < \tilde{v}/\tilde{u} < 4 \).

3. Variational approximation for the \( XY \) spin

\( (n = 2) \)

In this Appendix, we show the results of the variational calculation for the \( XY \) case \( (n = 2) \). As mentioned in section III, the variational Hamiltonian for the \( XY \) case may be given by

\[
\mathcal{H}_0 = \frac{V}{2} \sum_{\mathbf{q}} \left[ \left( q^2 + r_{\parallel} - \frac{h_v}{2} \right) \delta \mathbf{a}_q \cdot \delta \mathbf{a}_{-\mathbf{q}} + \left( q^2 + r_{\parallel} + \frac{h_v}{2} \right) \delta \mathbf{b}_q \cdot \delta \mathbf{b}_{-\mathbf{q}} \right].
\]

(A19)

As in the Heisenberg case, we assume that \( A_1 = m \geq 0 \), \( A_2 = 0 \) and \( \tilde{B} = \tilde{0} \). The trial free energy \( F_0 + \langle H - \mathcal{H}_0 \rangle_0 \) is then calculated as

\[
\mathcal{F}_0 + \langle H - \mathcal{H}_0 \rangle_0 = -\frac{VA^3}{2\pi^2} \int_0^1 dq \left\{ \log \left[ \frac{1}{q^2 + \tilde{r}_{\parallel} - \frac{h_v}{2}} \right] + \log \left[ \frac{1}{q^2 + \tilde{r}_{\parallel} + \frac{h_v}{2}} \right] \right\}
\]

\[
+ \frac{VA^3}{4\pi^2} \left\{ \left[ \tilde{r}_{\parallel} - \tilde{r}_{\parallel} - \tilde{h}_\kappa \right] + 4 \left( \tilde{u} - \frac{\tilde{v}}{4} \right) \tilde{m} \right\} (\sigma_\alpha^2 + \tilde{r}_{\parallel} - \frac{\tilde{h}_\kappa}{2} + 2 \left( \tilde{u} - \frac{\tilde{v}}{4} \right) \tilde{m} \right\} \right. \\
\left. + 2 \left( \tilde{u} - \frac{\tilde{v}}{4} \right) (\sigma_\alpha^2 + \sigma_\beta^2) + 2 \left( \tilde{u} + \frac{\tilde{v}}{4} \right) \sigma_\alpha^2 \sigma_\beta^2 + \tilde{r}\tilde{m} + \left( \tilde{u} - \frac{1}{4}\tilde{v} \right) \tilde{m}^4 \right\} + \text{const.}
\]

(A20)

By taking the derivatives of \( \mathcal{F}_0 + \langle H - \mathcal{H}_0 \rangle_0 \) with respect to \( \tilde{r}_{\parallel}, \tilde{h}_\kappa \) and \( \tilde{m} \), and setting them to zero, we get the following conditions for the optimal parameters values,

\[
\tilde{r}_{\parallel} = \tilde{r} + \left( 3\tilde{u} - \frac{\tilde{v}}{4} \right) \left( \tilde{m}^2 + \sigma_\alpha^2 + \sigma_\beta^2 \right),
\]

(A21)

\[
\tilde{h}_\kappa = 2 \left( \frac{3}{4} \tilde{v} - \tilde{u} \right) \left( \tilde{m}^2 + \sigma_\alpha^2 - \sigma_\beta^2 \right),
\]

(A22)

\[
0 = \left[ 2 \left( \tilde{u} - \frac{\tilde{v}}{4} \right) \tilde{m}^2 - \left( \tilde{r}_{\parallel} - \frac{\tilde{h}_\kappa}{2} \right) \right] \tilde{m}.
\]

(A23)

The difference between these equations and the corresponding equations of the Heisenberg case [12–15] is only the terms related to \( \tilde{r}_{\parallel} \) or \( \sigma_\gamma^2 \) which are simply absent in the \( XY \) case. Especially, eq. (A22) is exactly the same as eq. (14). Therefore, when \( \tilde{v}/\tilde{u} > 4/3 \), there is a continuous transition to the chiral phase at the same critical value of \( \tilde{r}_{\parallel} = \tilde{r}_{\parallel}^{(c)} \) as in the Heisenberg case. The continuous transition between the chiral phase and the helical phase also occurs at the same critical value \( \tilde{r}_{\parallel} = \tilde{r}_{\parallel}^{(c)} \) as in the Heisenberg case. On the other hand, if one analyzes how the ordering proceeds when the temperature \( \tilde{r} \) is varied, the transition temperatures of the \( XY \) spins differ from those of the Heisenberg model quantitatively. Both \( \tilde{r}_s \) and \( \tilde{r}_c \) are generally higher than the corresponding transition temperatures of the Heisenberg model.

By use of the same technique as in Appendix A2, one can show that there is the critical value \( \tilde{u}_c \) such that \( \tilde{r}_c > \tilde{r}_s \) for \( \tilde{u} > \tilde{u}_c \). From eqs. (A21) and (A22), the same form of equation for \( d^2\tilde{r}/d\tilde{h}_\kappa^2 \), with (14) can be derived, where the functions \( C_1(s) \) and \( C_2(s) \) are different from those of the Heisenberg case and are given by

\[
C_1(s) = \frac{1}{12} \left[ 1 + \frac{12 - s}{3s - 4} \right],
\]

(A24)

\[
C_2(s) = \frac{3 - s}{3s - 4}.
\]

(A25)

Again, \( C_1(s) \) and \( C_2(s) \) are positive for \( 4/3 < s < 4 \), while the ratio \( C_1(s)/C_2(s) \) has the same characteristics as those of the Heisenberg case such that it is an increasing function of \( s \) satisfying \( 1/3 < C_1(s)/C_2(s) < 2/3 \). Therefore, we reach the same conclusion as in the Heisenberg case, i.e., \( \tilde{r}_c > \tilde{r}_s \), if and only if \( \tilde{u} > \tilde{u}_c(s) \).
that the value of $\tilde{u}_c(s)$ differs from that of the Heisenberg model due to the difference in the function $C_1(s)/C_2(s)$.

In the same manner as in the Heisenberg case, we find that a first-order transition to the helical magnetic phase occurs and this first-order transition reduces the stability range of the chiral phase. However, even in case of the XY spin, the chiral phase still persists for a certain parameter range. In Fig. 17 we show a typical phase diagram of the XY case. One can see qualitatively similar structure to the one of the Heisenberg spins (see also Fig. 4).
FIG. 17: (Color online) Phase diagram of the $XY$ ($n = 2$) chiral GL model in the $(\tilde{r}, \tilde{v}/\tilde{u})$ plane for $\tilde{u} = 200/(2\pi^3)$. The right figure is an enlarged view of the vicinity of the chiral phase. The red hatched (blue filled) area represents the chiral (helical) phase. The dotted and dashed curves represent continuous transition lines which would occur if the possibility of a first-order transition would be neglected in the analysis. The chiral phase predicted by Onoda et al occupies the region between these two curves. The solid curves represents the first-order transition line from the paramagnetic phase (or the chiral phase) to the helical phase. As in the Heisenberg case, the stability range of the chiral phase is largely reduced compared with that reported by Onoda et al.