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Abstract
In multi-user communication from one base station (BS) to multiple users, the problem of minimizing the transmit power to achieve some target-guaranteed performance (rates) at users has been well investigated in the literature. Similarly, various user selection algorithms have been proposed and analyzed when the BS has to transmit to a subset of the users in the system, mostly for the objective of sum rate maximization. We study the joint problem of minimizing the transmit power at the BS to achieve specific signal-to-interference-and-noise ratio (SINR) targets at users in conjunction with user scheduling. The general analytical results for the average transmit power required to meet guaranteed performance at the users’ side are difficult to obtain even without user selection due to joint optimization required over beamforming vectors and power allocation scalars. We study the transmit power minimization problem employing non-linear dirty paper coding (DPC) technique and with various user selection algorithms, namely semi-orthogonal user selection (SUS), norm-based user selection (NUS), and angle-based user selection (AUS). Starting from the derivation of a transmit power upper bound (that becomes tight for large SINR targets), the average minimum transmit power is derived for NUS and SUS, for any number of users. For the special case when only two users are selected, we further derive a similar expression for AUS and a power lower bound, which may serve to benchmark the performance of any selection scheme. Simulation results performed under various settings indicate that SUS is by far the better user selection criterion.

1. Introduction

A. Motivation
In multi-antenna downlink (DL) systems, the characterization of the capacity (rate) regions and the maximization of the sum rate have been among the most widely studied subjects. The capacity region of DL single-antenna systems was first studied by Cover in [1]. After the discovery of spatial multiple antenna gains for single-user (SU) systems in [2,3], the focus of research shifted to multiple antenna multi-user (MU) systems. Conditioned upon the availability of perfect channel state information (CSI), the capacity region of multi-antenna DL channel is known [4-7], and hence the optimal (dirty paper coding (DPC), first proposed in [8] was shown to be the optimal strategy in [4]) and a wide variety of suboptimal (but less complicated) transmission strategies have been proposed and analyzed. In many practical wireless systems, maximizing the throughput may not be the primary objective. A very important design objective for multi-antenna MU systems is to achieve a particular link quality over all links with minimum transmission power, which is equivalent to achieving certain signal-to-interference-and-noise ratios (SINR) or data rates over corresponding links. This problem, in some sense, is the dual problem of the sum rate maximization under a fixed power constraint. Certainly, from an operator’s perspective, the minimization of average transmit power to achieve these SINR targets is of prime importance.

Combined MU transmission with user scheduling has been widely analyzed in the sum rate maximization perspective (see [9-12] and the references therein), but very rarely for the objective of the transmit power minimization. Very pertinent questions in this area include how does the minimum average transmit power decay with the number of users or the number of BS transmit
antennas. Similarly, the optimal user selection scheme for transmit power minimization has never been investigated. In the context of the sum rate maximization, the semi-orthogonal user selection (SUS) has been shown to behave asymptotically optimal [11] and is widely believed to be the best greedy user selection strategy [9,10,12], but no such study has been conducted for the transmit power optimization problem with hard SINR targets, and no analytical results for average transmit power are known. Hence, the characterization of the average minimum transmit power for various user selection mechanisms and relative performance comparisons are very relevant research objectives.

B. The state of the art
The problem of minimizing the DL transmit power required to meet users’ SINR constraints by joint optimization of transmit beamforming (BF) vectors and power allocation scalars was first solved in [13] and was later treated in [14,15] with feasibility issues. These solutions are based upon the duality of uplink (UL) and DL channels. Exploiting this UL-DL duality, iterative algorithms were proposed to find the optimal BF vectors and the optimal power assignments to the users, and the convergence of these algorithms was shown to the optimal solution. For MU channels (either UL or DL) with Gaussian signalling, [15] showed that the problem of minimizing the transmit power to achieve specific SINR targets bears a relatively simple solution due to the added structure that may be exploited by successive interference cancellation (SIC) in the UL and DPC-based encoding in the DL channel. As the channel information is already required at the BS for BF and power assignments, this additional processing does not require any extra information. This problem formulation gives twofold advantage over [20]: first, no iterations are required to compute the optimal BF vectors and power allocation scalars and second, less average power is required at the transmitter to satisfy the same SINR constraints. On the negative side, DPC encoding is computationally cumbersome [11], and practical DPC code design is still an active area of research (see [23,24] and references therein). We first derive an upper bound of the transmit power required to satisfy users’ SINR targets that is shown to be tight for large SINR targets. Based upon this bound, the average minimum transmit power expressions are derived for any number of users selected through SUS, NUS, or random user selection (RUS). For the case of two active users, we derive similar analytical expression with AUS. A lower bound of the average minimum transmit power is also derived for the two-user case, which may serve to benchmark any user selection mechanism. Detailed performance comparison is provided for these user selection schemes with derived results and Monte Carlo simulations. It turns out that NUS and AUS are strictly suboptimal when compared with SUS.

C. Contribution
We study the problem of average transmit power minimization to meet users’ SINR constraints in conjunction with user scheduling. In this MU system with Gaussian signalling, we make use of DPC-based encoding in the DL channel. As the channel information is already required at the BS for BF and power assignments, this additional processing does not require any extra information. This problem formulation gives twofold advantage over [20]: first, no iterations are required to compute the optimal BF vectors and power allocation scalars and second, less average power is required at the transmitter to satisfy the same SINR constraints. On the negative side, DPC encoding is computationally cumbersome [11], and practical DPC code design is still an active area of research (see [23,24] and references therein). We first derive an upper bound of the transmit power required to satisfy users’ SINR targets that is shown to be tight for large SINR targets. Based upon this bound, the average minimum transmit power expressions are derived for any number of users selected through SUS, NUS, or random user selection (RUS). For the case of two active users, we derive similar analytical expression with AUS. A lower bound of the average minimum transmit power is also derived for the two-user case, which may serve to benchmark any user selection mechanism. Detailed performance comparison is provided for these user selection schemes with derived results and Monte Carlo simulations. It turns out that NUS and AUS are strictly suboptimal when compared with SUS.

For the objective of the minimization of transmit power to achieve hard SINR targets, the optimal DPC encoding order is an open problem, although numerical simulations indicate that a good choice of encoding order is such that the weaker user gets decoded with least interference [15]. The optimization of encoding order is out of the scope of this paper, and we stick to the above-defined encoding strategy.

Some may argue that in a scenario with SINR requirements for all users, all these users need to be scheduled. In that case, the problem of user scheduling becomes in fact a problem of user permutation to determine which users are going to be scheduled together within a certain
(time-frequency in OFDMA) resource block, with all users being scheduled on one or another resource block. The optimization of such a user assignment can only be attained by a computationally exhaustive search, which calls for greedy suboptimal approaches. In one such greedy approach, the user selection gets performed per resource block, sequentially treating the various resource blocks. This means that for a given resource block, the user selection gets performed from a pool of users, the size of which is decreasing as we progress through the list of resource blocks. The selection process for each resource block is then of the form considered here. But as the size $K$ of the pool of users to choose from is varying, we analyze the user selection process for varying $K$.

D. Organization

This contribution is organized as follows. Section 2 describes the system model. Section 3 gives a brief overview of the problem of transmit power minimization without user selection. In Section 4, certain user selection algorithms are reviewed, for which later we analyze the performance. The main results of the paper, the analytical expressions for the average minimum transmit power for different user selection schemes, are presented in Section 5. The proof details have been relegated to appendices to keep the subject material simple and clear. The performances of these user selection algorithms are compared in Section 6 followed by the concluding remarks in Section 7.

**NOTATION:** Lowercase letters represent scalars, boldface lowercase letters represent vectors, and boldface uppercase letters denote matrices. $A^\dagger$ denotes the Hermitian transpose of matrix $A$. The identity matrix of $n$ dimensions is denoted by $I_n$. $\mathbb{E}$ denotes statistical expectation. For a random variable $x$ having the cumulative distribution function (CDF) of $F$, its expected value is denoted as $\mathbb{E}_F[x]$.

2. System model

The system, we consider, consists of a BS having $M$ transmit antennas and $K$ single-antenna user terminals. In the DL, the signal received by $k$th user can be expressed as

$$y_k = h_{k}^\dagger x + z_k, \quad k = 1, 2, \ldots, K$$

where $h_1^\dagger, h_2^\dagger, \ldots, h_K^\dagger$ are the channel vectors of users 1 through user $K$ with $h_k \in \mathbb{C}^{M \times 1}$ and $x \in \mathbb{C}^{M \times 1}$ denotes the signal transmitted by the BS. The terms $z_1, z_2, \ldots, z_K$ represent independent zero-mean complex Gaussian additive noise terms. The system parameters have been normalized such that every user suffers from the unit variance noise. We denote the concatenation of the channels by $H_F = [h_1, h_2, \ldots, h_K]$ so $H_F$ is $K \times M$ forward channel matrix with $k$th row equal to the channel of $k$th user ($h_k^\dagger$). The channel is assumed to be block fading, staying constant for its coherence length and then changing to an independent state. The entries of the forward channel matrix $H_F$ are i.i.d. complex Gaussian with zero mean and unit variance. We make the simplifying assumption of the presence of perfect CSI at the transmitter (CSIT), so as to focus completely on the performance of different user selection algorithms.

The SINR constraints of the users are denoted by $\gamma_1, \gamma_2, \ldots, \gamma_K$. As SINR is a direct measure of the successful signal decoding capability at a receiver (user), these constraints can be easily translated to rate constraints. If $K_i$ out of $K$ users (implying $K_i < K$) are selected for transmission during each coherence interval, the channel input $x$ can be written as $x = \mathbf{v}p^{1/2}u$, where $\mathbf{v} \in \mathbb{C}^{M \times K_i}$ denotes the beamforming matrix with normalized columns, $\mathbf{P}$ is $K_i \times K_i$ diagonal power allocation matrix with positive real entries, and $\mathbf{u} \in \mathbb{C}^{K_i \times 1}$ is the vector of zero-mean unit-variance Gaussian information symbols. Hence, $\mathbb{E} \{ \text{Tr}(\mathbf{P}) \}$ is the average transmit power that can be minimized by optimizing over the beamforming matrix $\mathbf{v}$ and the power allocation matrix $\mathbf{P}$ to achieve the SINR targets. We select this average minimum transmit power as the performance metric and study the performance of various user selection algorithms when users’ SINR targets need to be satisfied.

3. Overview of transmit power minimization problem

The signal received by $k$th user can be written as

$$y_k = h_k^\dagger \mathbf{v}p^{1/2}u + z_k, \quad k = 1, 2, \ldots, K$$

$$= \sqrt{p_k} h_k^\dagger \bar{v}_k u_k + \sum_{j=1}^{K_i} \sqrt{p_j} h_k^\dagger \bar{v}_j u_j + z_k,$$

where $p_k$ represents the power allocated to the stream of the $k$th user. The second term in the expression represents the interference contribution at $k$th user, due to the beams meant for other selected users. Based upon this received signal, the SINR of $k$th user can be written as

$$\text{SINR}_k = \frac{p_k | h_k^\dagger \bar{v}_k|^2}{\sum_{j=1}^{K_i} p_j | h_k^\dagger \bar{v}_j|^2 + 1}.$$  

Implicit in this SINR expression is the fact that the users are equipped with simple receivers that do not try to decode the signal of other users, and hence the interference present in the received signal is treated as...
noise. Such receivers are commonly known in the literature as SU receivers [25,26]. Without user selection, the problem of optimization of beamforming vectors and power allocation was solved in [14,15] using the UL-DL duality for a fixed encoding/decoding order (see Section 4.3 in [15] for details). They gave iterative algorithms to obtain the optimal beamforming vectors and the optimal power allocation for each user. The optimal beamforming vectors corresponding to a particular (suboptimal) power allocation are obtained, then power allocations are updated corresponding to these beamforming vectors. This process is repeated till both converge to their optimal values. Unfortunately, general closed-form expressions for the transmit power required to achieve SINR targets do not exist, due to intricate inter-dependence of beamforming vectors and power allocations, as is evident from Equation (3).

For MU systems with Gaussian signalling, if DPC-based successive encoding is employed at the transmitter from $K_s$ to 1, then $k$th user will only receive the interference of those users, which are encoded after its own data encoding. The signal of already encoded users falls in the paradigm of known interference and can be treated without any power penalty [4,8]. Hence, the effective signal received at $k$th user will be

$$y_k = \sqrt{p_k} h_k^\dagger v_k u_k + \sum_{j=1}^{k-1} \sqrt{p_j} h_k^\dagger v_j u_j + z_k.$$  

(4)

Based upon this received signal, the SINR of $k$th user can be written as

$$\text{SINR}_k = \frac{p_k |h_k^\dagger v_k|^2}{\sum_{j=1}^{k-1} p_j |h_k^\dagger v_j|^2 + 1}.$$  

(5)

For this MU system, the optimal BF vectors and power assignments can be computed using back substitution without any iteration. Although iterations are not required in this scenario, yet beamforming vector and power allocation of one user depend upon the BF vectors and power assignments of already treated users. For the same noise variance at each user, the minimum transmit power required for a particular channel instance is given by the following expression [15,17]:

$$\rho_{\text{CS}}(h_1, h_2, \ldots, h_{K_s}) = \sum_{i=1}^{K_s} \frac{y_i}{h_i^\dagger Z_i h_i},$$  

(6)

where the columns of $Z_i$ make a subspace gathering the contributions from the channels of those users, which will produce interference for $i$th user and is given by the following expression

$$Z_i = I_M + \sum_{j=1}^{i-1} p_j h_j h_j^\dagger.$$  

(7)

4. Review of user selection algorithms

There is a plethora of user selection algorithms in the literature, and hence a comprehensive review is out of the scope of this paper. In this section, we briefly give the overview of three most famous user selection algorithms for which we later study the problem of transmit power minimization and derive the corresponding average power expressions.

A. Greedy semi-orthogonal user selection (SUS)

The greedy SUS algorithm is outlined as follows:

1. Let $S$ be an empty space and label all channel vectors unprocessed. From $i = 1$ to $K_s$

2. Project all unprocessed channels onto the null space of $S$.

3. Select the user, $\pi(i)$, with largest 2-norm projection and label it processed.

4. Set $S$ to be the span of all processed channel vectors.

This scheduling algorithm was first proposed in [9] and was used in conjunction with DPC, similar to our setting. Later, it was analyzed with linear zero-forcing in [10], and also appears in [11,12] with an additional user-removal step. All these references have shown that it performs very well for sum rate maximization, but it requires complete CSI of all the users.

B. Norm-based user selection (NUS)

This simplified scheme does not require full CSI, and the users are selected based only upon their channel norms, one scalar value per user. Hence, $K_s$ users are sorted in descending order of their channel norm values, and the first $K_s$ (strongest) users are selected for transmission in each scheduling interval. Thus, NUS index, $\pi^N(i)$, corresponds to $i$th user in the sorted list. This user selection has been studied in [27-29] is an extension of single-user selection from [30] to MU scenarios and is reminiscent of selection diversity based processing [31].

C. Angle-based user selection (AUS)

The simplified AUS algorithm is outlined as follows:

1. The first selected user $\pi^A(1)$ is the user with the largest norm. The space $\mathcal{A}$ contains $\pi^A(1)$.

2. Normalize all other channel vectors by their norms and label them unprocessed. From $i = 2$ to $K_s$
(3) Project all unprocessed channels onto the null space of $\mathcal{A}$.
(4) Select the user, $\pi^A(i)$, with largest 2-norm projection and label it processed.
(5) Set $\mathcal{A}$ to be the span of all processed channel vectors.

The second normalization step, after the selection of first strongest user, makes the channel-norm effect go away completely, and the selection criterion becomes the mutual orthogonality of users’ channel vectors. \[A\] has been analyzed in [21,32].

D. Random user selection (RUS)
The RUS selects the active users independent of their channel realizations. The active users can be selected following a round-robin algorithm for fairness in terms of being in the active pool or based upon users’ subscription conditions (the users paying more rates to service providers could be given some kind of priority over other users). RUS may serve more the purpose of judging the performance of other selection schemes than itself being used as a selection scheme.

5. Transmit power with user selection: main results
In this section, we give the main results of this paper. We start with the following lemma, which gives an upper bound of the minimum transmit power, given in Equation (6).

**Lemma 1 (Minimum Transmit Power to achieve SINR Targets):** The minimum transmit power to achieve SINR targets $\gamma_1, \gamma_2, \ldots, \gamma_K$, for $K_s$ users is given by the following expression:

$$p_{\text{tx}}(h_1, h_2, \ldots, h_{K_s}) \leq \sum_{i=1}^{K_s} \frac{\gamma_i}{||h_i||^2 \sin^2(\theta_{(i-1)})} \tag{8}$$

where $\theta_{(i-1)}$ is the angle which $h_i$ subtends with the $(i-1)$-dimensional subspace spanned by $h_1, h_2, \ldots, h_{i-1}$ for $i > 1$ and $\theta_0 = \frac{\pi}{2}$, and this inequality becomes tight with large SINR targets.

**Proof:** The proof details for this lemma appear in Appendix A. □

This lemma about the required transmit power to achieve SINR targets bears a very nice intuitive explanation. It says that the effective channel strength of each user is the energy in the projection of this user’s channel when it is projected on the null space of its interference subspace, the subspace spanned by the channels of those users who create interference for this user as a function of encoding order. In our setting, where encoding order is $K$, to 1, the interference subspace for user $i$ is the subspace spanned by the channels of users 1, 2, ..., $i - 1$.

Then each user is allocated the minimal power corresponding to its effective channel energy such that it achieves its SINR target. The sum of these powers gives the minimum transmit power required to achieve SINR targets at $K_s$ active users.

Another very important remark about this lemma is that the term appearing in the denominator $||h_i||^2 \sin^2(\theta_{(i-1)})$ is the orthogonalized squared norm—the metric of greedy SUS algorithm proposed in 4-A. The greedy selection algorithm selects one user in each iteration having the maximum orthogonal norm, thus requiring the minimum power to get its SINR target satisfied. This makes the SUS algorithm the greedy algorithm for power minimization objective.

Now we present further results, the analytical expressions for the average minimum transmit power required to achieve SINR targets at users when these users are selected obeying different user selection algorithms as detailed in Section 4. For these selected users, the optimal beam-forming vectors and the power assignments are computed as outlined in Section 3. We restrict the users to have the same SINR targets $\gamma$. Otherwise, the users with smaller SINR targets become relatively better candidates compared to those with higher targets for the objective of transmit power minimization.

**Theorem 1 (Average Minimum Transmit Power for NUS):** Consider a DL system having a BS equipped with $M$ transmit antennas and $K$ single-antenna users, each having an SINR constraint of $\gamma$, and $K_s$ active users are selected for simultaneous transmission from the pool of $K$ users in each coherence block. If the active users are chosen through NUS, then the average minimum transmit power, denoted as $p_{\text{NUS}}(\gamma, K)$, is bounded as:

$$p_{\text{NUS}}(\gamma, K) \leq \gamma \sum_{i=1}^{K} \mathbb{E}_0 \left( N(0, \frac{1}{\gamma} x) \right) \mathbb{E}(\frac{1}{x}) \tag{9}$$

where $F_{\left|h_i\right|^2}(M, r, K; x)$ denotes the cumulative distribution function (CDF) of the $r$th order statistic of squared norm among $K$-independent $M$-dimensional complex Gaussian vectors, and $F_{\sin^2(\theta)}(M; x)$ denotes the CDF of $\sin^2(\theta)$, where $\theta$ is the angle that an $M$-dimensional vector subtends with an independent $j$-dimensional subspace. Further, this bound becomes tight for large SINR targets.

**Proof:** The proof details for Theorem 1 and its associated Corollaries 2 and 3 appear in Appendix C. □

**Corollary 2 (NUS for 2 Users):** When $K_s = 2$ active users are selected through NUS in each coherence block, the average minimum transmit power to achieve SINR target $\gamma$ is bounded as:

$$p_{\text{NUS}}(2, K) \leq \gamma \left( K \alpha_{M,K-1} - \left( K - 2 - \frac{1}{M-2} \right) \alpha_{M,K} \right). \tag{10}$$
where $\alpha_{M,K}$ is a constant solely governed by $M$ and $K$ and is defined to be

$$\alpha_{M,K} = \frac{M}{\Gamma(M)} \int_{0}^{\infty}x^{M-1}e^{-x}G(M,x)^{K-1}dx,$$

(11)

where $\Gamma(M)$ and $G(M,x)$ denote the Gamma function and the regularized Gamma function [33], respectively.

**Corollary 3 (NUS for 4 Users):** When $K_s = 4$ active users are selected through NUS in each coherence block, the average minimum transmit power to achieve SINR target $\gamma$ is given by:

$$p_{N}(K_s,K) \leq \gamma \left( \frac{1}{M-1} \left( \frac{K}{M-1} - \alpha_{M,K} \right) + \frac{(M-1)(K-1)\alpha_{M,K}}{(M-1)(K-1) - 1} \right),$$

(12)

**Proof:** The proof details for Theorem 4 and Corollaries 5 and 6 appear in Appendix D.

**Corollary 5 (SUS for 2 Users):** When $K_s = 2$ active users are selected through SUS in each block, the upper bound of average minimum transmit power to achieve SINR target $\gamma$ is given by:

$$p_{S}(K_s,K) \leq \gamma \left( \frac{1}{M-1} \left( \frac{K}{M-1} - \alpha_{M,K} \right) + \frac{(M-1)(K-1)\alpha_{M,K}}{(M-1)(K-1) - 1} \right).$$

(13)

**Corollary 6 (SUS for 4 Users):** When $K_s = 4$ active users are selected through SUS in each coherence block, the average minimum transmit power to achieve the SINR targets is:

$$p_{S}(K_s,K) \leq \gamma \left( \alpha_{M,K} + K\alpha_{M-1,K-1} - (K-1)\alpha_{M-1,K-1} \right).$$

(14)

**Theorem 7 (Average Minimum Transmit Power for RUS):** For an $M$-antenna BS having $K$ single-antenna users in the pool, when $K_s$ active users are selected randomly for simultaneous transmission, the average minimum transmit power required, denoted by $p_{R}(K_s,K)$, so that each of $K_s$ users achieves its SINR target $\gamma$ is given by:

$$p_{R}(K_s,K) = \frac{1}{M-1} \left( \frac{K}{M-1} - \alpha_{M,K} \right) + \frac{(M-1)(K-1)\alpha_{M,K}}{(M-1)(K-1) - 1}.$$

(15)

**Proof:** The proof sketch appears in Appendix E.

**Theorem 8 (Average Minimum Transmit Power for AUS):** Consider a DL system having a BS equipped with $M$-transmit antennas and $K$ single-antenna users, each having an SINR constraint of $\gamma$, and $K_s = 2$ users are selected for simultaneous transmission in each coherence block. If the user selection is done through AUS, the average minimum transmit power is bounded as:

$$p_{A}(2,K) \leq \gamma \left( \frac{1}{K-1} \left( \frac{K}{M-1} - \alpha_{M,K} \right) + \frac{(M-1)(K-1)\alpha_{M,K}}{(M-1)(K-1) - 1} \right).$$

(16)

**Proof:** The proof is outlined in Appendix F.

**Corollary 7 (Performance Benchmark for 2 Selected Users):** For a system with an $M$-antenna BS and $K$ single-antenna users having large SINR targets, a lower bound on the average minimum transmit power, in case of $K_s = 2$ active users, required to achieve SINR targets is given by:

$$p_{N}(2,K) \leq \frac{1}{2} \left( \frac{K}{M-1} - \alpha_{M,K} \right) + \frac{(M-1)(K-1)\alpha_{M,K}}{(M-1)(K-1) - 1}.$$
minimization objective, as indicated in the discussion following Lemma 1.

A. The case of $K_s = 2$ selected users

The plot of average minimum transmit power required to attain specific SINR targets $\gamma$ versus the number of antennas at the BS appears in Figure 1 for the considered user selection algorithms. A minor gap is visible between the SUS simulation curve (true SUS power) and the SUS analytical upper bound as the orthogonalized norm distributions were bounded in the proof (see Appendix D for details). We remark that SUS performs better than other user selection schemes, but with the increase in the number of transmit antennas, NUS also performs very well. The similar behavior was observed in [20], and the reason comes from the fact that with the increase in the number of transmit antennas, users’ channels start becoming (close to) spatially orthogonal (this is clearly visible through the angle distributions such as $F_{\sin^2\theta}(M;x)$ in Appendix B). Furthermore increase in $M$ causes to increase the dimensions of the transmit signal space that provides the BS more flexibility to choose appropriate BF vectors for any fixed $K_s$.

Figure 2 plots the curves of the average minimum transmit power versus the number of users for a fixed number of transmit antennas. SUS simulation curve overlaps OPT exhaustive search curve, but we remark that NUS does not behave very well in this scenario, because it chooses users without paying any attention to their spatial orthogonality, which may affect significantly the interference observed by the selected users. The degradation incurred by NUS w.r.t. OPT increases further with large $K_s$.

B. The case of $K_s = 4$ selected users

We plot the average minimum transmit power required to achieve certain SINR targets versus the number of transmit antennas and versus the number of system users in Figures 3 and 4, respectively, for the user selection algorithms of interest. For both of these plots, the number of selected users is 4. We observe the same behavior as observed for the case of 2 selected users. SUS gives the same performance as of the exhaustive search approach. For large number of transmit antennas, NUS performs close to the optimal, even AUS achieves a reasonable performance.

On the other hand, for a fixed number of transmit antennas at the BS, when the number of users present in the system increases, NUS shows an increasing performance degradation. The reason is that NUS captures
the raw aspect of multi-user diversity, which governs only the self-signal power, but pays no attention to the inter-user spatial separation, which might have a larger impact on the interference power. The worst performance of AUS is expected, as it pays no attention to the strength of the selected users, which is quite important for power minimization objective. Again, Figure 4 shows SUS giving the performance of exhaustive OPT curve when all other selection schemes are getting worse.

C. Power minimization and power efficiency
To have an idea about how much power BS is spending per user and how does this power per user scale with the number of simultaneously scheduled users \( K_s \), we plot the average minimum power per user versus the number of users \( K_s \) in Figure 5. To get the power per user averaged in each scheduling group, the average minimum power per user values have been obtained by dividing the total minimum BS power to satisfy SINR targets of \( K_s \) users by \( K_s \). As expected, even for this power per user metric, SUS shows much better performance than NUS or AUS. AUS shows very bad performance and is highly power inefficient even for small number of simultaneously scheduled users. We remark a large increase in per-user power for a fixed SINR target with increase in number of simultaneously scheduled users. This shows that communication is power efficient when \( K_s \) is much smaller than \( M \) and becomes quite power inefficient when the number of scheduled users is close to the number of BS antennas.

7. Conclusions
In this paper, we have studied the performance of various user selection algorithms in terms of the average minimum transmit power required to satisfy specific SINR targets at users’ side. General closed-form expressions of the average minimum transmit power for the three user selection algorithms, namely SUS, NUS, and RUS, were derived when any number of users are selected for simultaneous transmission. Furthermore, for the special case when only two users are selected for simultaneous transmission, similar expressions are derived for AUS and a power lower bound, which serves to benchmark other selection algorithms. SUS, which has been shown to behave close to optimal for the sum rate maximization objective under fixed power constraint, shows equally attractive performance in this dual problem setting of transmit power minimization to achieve hard SINR targets. An interesting observation is the fact that SUS is the greedy algorithm for power minimization objective. For a fixed number of users and increasing number of transmit antennas, NUS performs close to SUS. In the complementary setting of fixed number of BS transmit antennas, the performance of NUS degrades with an increase in the number of system users. Furthermore, power efficiency curves provided in this study may help the network operators decide how many users should be scheduled for simultaneous transmission per resource block.

Appendix A
Proof of Lemma 1: minimum instantaneous transmit power
The instantaneous transmit power required to achieve the SINR targets at \( K_s \) active users having channels \( h_1, h_2, \ldots, h_{K_s} \) is given by the following expression from [15]

\[
p_{tx}(h_1, h_2, \ldots, h_{K_s}) = \sum_{j=1}^{K_s} \frac{\gamma_j}{h_j^\dagger Z_j^{-1} h_j},
\]

(17)
where $Z_i$ is given by the following expression

$$Z_i = I_M + \sum_{j=1}^{i-1} p_j h_j h_j^\dagger.$$  \hspace{1cm} (18)

The minimum power allocated to the stream of 1st user to achieve its SINR target $\gamma_1$ is

$$p_1 = \frac{\gamma_1}{h^\dagger_1 I_M h_1} = \frac{\gamma_1}{||h_1||^2}.$$  \hspace{1cm} (19)

The power allocated to the stream of 2nd user to achieve its SINR target $\gamma_2$ is

$$p_2 = \frac{\gamma_2}{h^\dagger_2 Z_2^{-1} h_2}.$$  \hspace{1cm} (20)

Non-identity $Z_2^{-1}$ appears because user 2 will see the interference from the stream of 1st user.

$$Z_2^{-1} = (I_M + p_1 h_1 h_1^\dagger)^{-1}.$$  \hspace{1cm} (21)

Applying the matrix inversion lemma (MIL) to the right-hand side (R.H.S.) of the above equation, we get

$$Z_2^{-1} = I_M - p_1 h_1 (1 + p_1 ||h_1||^2)^{-1} h_1^\dagger\geq I_M - p_1 h_1 (p_1 ||h_1||^2)^{-1} h_1^\dagger.$$  \hspace{1cm} (22)

For two positive definite matrices $A$ and $B$, $A > B$ implies that $A - B$ is positive definite [34]. As $p_1 ||h_1||^2 = \gamma_1$ from Equation (19), this inequality will become tight when the SINR target $\gamma_1$ is large. $Z_2^{-1}$ becomes

$$Z_2^{-1} \geq I_M - p_1 h_1 (p_1 ||h_1||^2)^{-1} h_1^\dagger = I_M - \frac{h_1 h_1^\dagger}{||h_1||^2}.$$  \hspace{1cm} (23)

This renders

$$h^\dagger_2 Z_2^{-1} h_2 \geq ||h_2||^2 - \frac{||h_2||^2}{||h_1||^2} \geq ||h_2||^2 (1 - \cos^2 \theta_1) = ||h_2||^2 \sin^2 \theta_1,$$  \hspace{1cm} (24)

where $\theta_1$ denotes the angle that $h_2$ subtends with the 1-dimensional subspace spanned by $h_1$. Hence, the power allocation was done over the stream of 2nd user, so that it achieves its SINR target $\gamma_2$ that would be

$$p_2 \leq \frac{\gamma_2}{||h_2||^2 \sin^2 \theta_1}.$$  \hspace{1cm} (25)

The power allocated to the stream of 3rd user is given by

$$p_3 = \frac{\gamma_3}{h^\dagger_3 Z_3^{-1} h_3}.$$  \hspace{1cm} (26)

with

$$Z_3^{-1} = (I_M + p_1 h_1 h_1^\dagger + p_2 h_2 h_2^\dagger)^{-1}.$$  \hspace{1cm} (27)

Taking $h_i = \sqrt{p_i} h_i$ and then $H_{12} = [h_1 h_2]$ we get $Z_3 = (I_M + H_{12} H_{12}^\dagger)$ Applying MIL to the R.H.S. of the above equation, $Z_3^{-1}$ can be written as

$$Z_3^{-1} \geq I_M - H_{12} (H_{12} H_{12}^\dagger)^{-1} H_{12}^\dagger \geq I_M - H_{12} (H_{12} H_{12}^\dagger)^{-1} H_{12}^\dagger \geq I_M - H_{12} (H_{12} H_{12}^\dagger)^{-1} H_{12}^\dagger,$$  \hspace{1cm} (28)

where it is trivial to show that $(H_{12} H_{12}^\dagger)^{-1} - (I_2 + H_{12} H_{12}^\dagger)^{-1}$ is positive semi-definite. $I_2$ matrix adds 1 to the diagonal elements of $H_{12} H_{12}^\dagger$, which are $p_1 ||h_1||^2$, and $p_2 ||h_2||^2$, respectively. As $p_1 ||h_1||^2 = \gamma_1$, and $p_2 ||h_2||^2 = \frac{\gamma_2}{\sin^2 \theta_1} > \gamma_2$, the above inequality will be tight for large SINR targets. As $H_{12} (H_{12} H_{12}^\dagger)^{-1} H_{12}^\dagger$ is the projection matrix over the column space of $H_{12}$, i.e., over the space spanned by $h_1$ and $h_2$, the product $h^\dagger_2 Z_3^{-1} h_3$ gives the energy of the channel $h_3$ projected over the subspace orthogonal to that spanned by $h_1$ and $h_2$.

$$h^\dagger_2 Z_3^{-1} h_3 \geq \frac{||h_3||^2 - h^\dagger_3 H_{12} H_{12}^\dagger h_3}{||h_3||^2 (1 - \cos^2 \theta_2)} = \frac{||h_3||^2 \sin^2 \theta_2}{||h_3||^2 (1 - \cos^2 \theta_2)}$$  \hspace{1cm} (29)

where $\theta_2$ is the angle subtended by $h_3$ with the 2-dimensional subspace spanned by $h_1$ and $h_2$. Hence, the power allocated to the stream of 3rd user to raise its SINR to $\gamma_3$ is given by

$$p_3 \leq \frac{\gamma_3}{||h_3||^2 \sin^2 \theta_2}.$$  \hspace{1cm} (30)

In fact, this procedure generalizes to any number of users, and the power allocated to the stream of $i$th active user is given by

$$p_i \leq \frac{\gamma_i}{||h_i||^2 \sin^2 \theta_{i-1}}.$$  \hspace{1cm} (31)

where $\theta_{i-1}$ is the angle that $h_i$ makes with the $(i - 1)$-dimensional subspace spanned by $h_1, h_2, ..., h_{i-1}$ as a function of encoding order. Summing the powers allocated to all active users, the minimum transmit power to achieve SINR targets at $K_s$ users is given by:

$$p(x_1, x_2, ..., x_{K_s}) \leq \sum_{i=1}^{K_s} \frac{\gamma_i}{||h_i||^2 \sin^2 \theta_{i-1}}.$$  \hspace{1cm} (32)
Appendix B
Some useful distributions
In this appendix, we give some useful cumulative distribution functions (CDF), for which probability density functions (PDF) can be computed by simple differentiation.

A. Channel norm distributions
Most of the channel norm (squared) distributions given in this subsection are known relations, others have been computed using the tools from order statistics [35]. If all the users have $M$-dimensional spatially i.i.d. complex Gaussian channels, the squared channel norm, $||h_i||^2$ for any $i$, is $\chi^2$ distributed with $2M$ degrees of freedom. This CDF can be represented as [33]

$$F_{||h_i||^2}(M;x) = G(M,x),$$

where $G$ denotes the regularized Gamma function [33], and is defined as

$$G(M,x) = \frac{1}{\Gamma(M)} \int_0^x e^{-t} t^{M-1}dt.$$  

The PDF corresponding to CDF $F_{||h_i||^2}(M;x)$ is given by

$$f_{||h_i||^2}(M;x) = e^{-x} x^{M-1} \Gamma(M).$$

We also need the CDF for $r$th largest squared channel norm among $K$ independent channel vectors. The CDF of the $r$th largest order statistic among $K$ i.i.d. variables, each of which has the CDF of $F_{||h_i||^2}(M;x)$, is given by [35]

$$F_{||h_i||^2}(M,r,K;x) = \sum_{j=1}^{r} \binom{K}{j} \left(1 - F_{||h_i||^2}(M;x)\right)^j \left[1 - F_{||h_i||^2}(M;x)\right]^{K-j}$$

The CDFs for the largest, the second largest, third-order, or fourth-order statistics can be determined easily by plugging in appropriate value of $r$. The distribution of any random user among $K$ users that does not have the largest norm can be specified as (from [20])

$$F_{||h_i||^2}(M, i, K;x) = \frac{K}{K-1} F_{||h_i||^2}(M;x) - \frac{1}{K-1} F_{||h_i||^2}(M;x)^K$$

where $\hat{i}$ stands for a random user which is not the first order statistic.

B. Channel direction distributions
In this subsection, we give some useful distributions of the $\sin^2$ and $\cos^2$ of the angle between a vector and a subspace. If we have $K$ i.i.d. $M$-dimensional Gaussian distributed vectors, i.e., $h_i \in \mathbb{C}^M$ for user $i$, we can compute the distribution of the $\sin^2$ and $\cos^2$ of the angle between one vector and the subspace spanned by a subset of the other vectors. This angle is defined as the (sole) principal angle of vector $h_i$ with the subspace [36]. For a channel vector $h_i$ and a subspace spanned by $i$ independent Gaussian vectors $h_1, h_2, ..., h_i$, if $\theta_i$ denotes the angle $h_i$ subtends with this $i$-dimensional subspace, the projection of $h_i$ on this subspace $\cos^2 \theta_i$ has a $\beta$ distribution with parameters $i$ and $M-i$ (see [37,38] for details). $\sin^2 \theta_i = 1 - \cos^2 \theta_i$ also has the beta distributions with shift of parameters $\beta (M-i, i)$. The CDF of $\sin^2 \theta_i$, denoted as $F_{\sin^2 \theta_i}(M;x)$ is given by

$$F_{\sin^2 \theta_i}(M;x) = \frac{B_i[M-i, i]}{B(M-i, i)} \frac{(M-1)!}{(M-i-1)!} \int_0^x t^{M-1-i}(1-t)^{i-1}dt,$$

where $B$ and $B_i$ denote the beta function and the regularized beta function, respectively [33,38]. If $\theta_i$ denotes the angle that an $M$-dimensional vector $h_i$ makes with an independent vector $h_1$ (one-dimensional subspace), the distribution of $\sin^2 \theta_1$ is given as

$$F_{\sin^2 \theta_1}(M;x) = x^{M-1}.$$  

The CDFs of projection with larger subspaces can be obtained by putting the appropriate value for the dimension of the subspace in Equation (38), w.r.t. which orthogonalization is performed.

We saw that the energy in the orthogonal projection of one vector over another independent vector assumes the CDF of $F_{\sin^2 \theta_i}(M;x)$. If there are $K$ such projections (each having the CDF of $F_{\sin^2 \theta_i}(M;x)$), the CDF of the largest (1st order) projection is given by

$$F_{\sin^2 \theta_1}(M, 1, K;x) = \left[F_{\sin^2 \theta_1}(M;x)\right]^K = x^{K(M-1)}.$$

Appendix C
Proof of Theorem 1: norm-based user selection
In the proof of the theorem for NUS and the rest of the appendices, we make extensive use of the useful CDFs that have been grouped together in Appendix B, so we highly encourage the readers to go through the previous appendix for proper understanding of these proofs and the notation associated to those CDFs.

For NUS, the users are selected as described in Section 4. The squared norm of the $i$th selected user $n^2(i)$ is the $i$th largest among $K$ users, and hence is distributed as $F_{||h_i||^2}(M,i,K;x)$. We reproduce the expression for minimum transmit power below

$$p_u(h_1, h_2, ..., h_K) \leq \gamma \sum_{i=1}^{K} \frac{1}{||h_i||^2 \sin^2 \theta_{i-1}}.$$

As NUS is solely based upon users’ channel norms and the Gaussian distributed vectors have independent norms and directions, the directional properties of these vectors are as if they are randomly selected. Hence, $\sin^2 \theta_i$, where $\theta_i$ is the angle a vector makes with an
independent $i$-dimensional subspace, is distributed as $F_{\sin^2\theta}(M; x)$ as detailed in Appendix B.

For the above expression, encoding order is $K_i$ to 1. In terms of NUS indices, this encoding order is from $\pi^N_1(K_i)$ to $\pi^N_1(K)$, i.e., the strongest user $\pi^N_1(1)$ will face the interference of all other users who get encoded later. For the user whose signal gets decoded with $(i-1)$ interference streams would be the one encoded at $(K_i - i + 1)$-th order. Hence, its NUS index would be $\pi^N_1(K_i - i + 1)$, and its squared norm would be distributed as $F_{||h_i||^2}(M, K_i + 1 - i; x)$. As its interference subspace is $(i - 1)$-dimensional, the $\sin^2$ of its angle with this subspace is distributed as $F_{\sin^2\theta_{-i-1}}(M; x)$. If we denote the average transmit power, required to satisfy SINR targets, we need the CDFs of the random variables $p_{\pi^N_1(K_i; K)}$, this can be obtained by computing the expectations in the following expression:

$$p_{\pi^N_1(K_i, K)} \leq \sum_{i=1}^{K} \left( E_{F_{||h_i||^2}(M,K_i,-1;K)} \left[ \frac{1}{x} \right] E_{F_{\sin^2\theta_{-i-1}}(M,x)} \left[ \frac{1}{x} \right] \right)^i. \tag{42}$$

Like Lemma 1, this bound will be tight for large SINR targets.

A. NUS for 2 users

When only two users are selected through NUS for simultaneous transmission, the ordering strategy remains the same (the weaker user gets decoded with no interference), and the average power required can be computed by taking only the first two terms of the general NUS transmit power expression.

$$p_{\pi^N_1(2; K)} \leq \gamma \left( E_{F_{||h_2||^2}(M,2;K)} \left[ \frac{1}{x} \right] E_{F_{\sin^2\theta_{-1}}(M,x)} \left[ \frac{1}{x} \right] \right) \tag{43}$$

The PDF corresponding to CDF $F_{||h_i||^2}(M, 1; K; x)$ (obtained by its differentiation) is given by

$$f_{||h_i||^2}(M, 1, K; x) = K |G(M, x)|^{K-1} e^{-x|x|M^{-1}} \Gamma(M). \tag{44}$$

It allows us to compute the following expectation:

$$E_{F_{||h_i||^2}(M, 1; K; x)} \left[ \frac{1}{x} \right] = \int_0^{\infty} \left[ \frac{1}{x} \right] K |G(M, x)|^{K-1} e^{-x|x|M^{-1}} \Gamma(M) dx \tag{45}$$

where the last equality is the definition of the constant term $\alpha_{M,K}$, defined in Equation (11), which only depends upon the specific values of $M$ and $K$. Similarly, it can be shown that

$$E_{F_{||h_i||^2}(M, 2; K; x)} \left[ \frac{1}{x} \right] = K \alpha_{M,K-1} - (K - 1) \alpha_{M,K}. \tag{46}$$

The expectation concerning the angle distribution can also be computed as follows:

$$E_{F_{\sin^2\theta_{-i-1}}(M,x)} \left[ \frac{1}{x} \right] = \int_0^{\infty} \left[ \frac{1}{x} \right] (M - 1)x^{M-2} dx = \frac{M - 1}{M - 2}. \tag{47}$$

Combining the results of these expectations in Equation (43) and doing some rearrangements gives the result of Corollary 2. The average transmit power when 4 users are selected through NUS (Corollary 3) can be computed, similarly, by taking the first four terms from the general NUS average transmit power expression.

Appendix D

Proof of Theorem 4: semi-orthogonal user selection

For computing the average power required to satisfy SINR targets, we need the CDFs of the random variables as a consequence of the use of SUS algorithm in the expression given below:

$$p_{\pi^S_1(h_1, h_2, \ldots, h_K)} \leq \sum_{i=1}^{K} \frac{1}{|h_i|^2 \sin^2 \theta_{-i-1}}. \tag{48}$$

In SUS, the user selected at $i$th iteration $\pi^S_1(i)$ is the one with the largest channel norm on the null space of the subspace spanned by the channel vectors of $i - 1$ earlier selected users. The $K_i$ selected users through SUS need to be DPC encoded. The encoding order in the above expression is $K_i$ to 1. The optimal encoding order in terms of SUS indices would be $\pi^S_1(1) \to \pi^S_1(K)$, so that the weaker user gets the least interference [25]. Unfortunately, it is not possible to determine the resulting CDFs with this encoding order, so we use the suboptimal encoding order from $\pi^S_1(K_i)$ to $\pi^S_1(1)$, where $\pi^S_1(i)$ will receive the interference of $i - 1$ users, indexed from $\pi^S_1(i - 1)$ to $\pi^S_1(1)$. This encoding order aligns the SUS metric, orthogonalized squared norm $||h_i||^2 \sin^2 \theta_{-(i-1)}$, with the denominator of above expression. The average power computation requires the CDF of $||h_i||^2 \sin^2 \theta_{(i-1)}$. Statistically, this represents the largest norm among $K - (i-1)$ norms in $M - (i-1)$-dimensional subspace, which is the null space of the subspace spanned by the channel vectors of $i - 1$ earlier selected users in previous SUS iterations. Unfortunately, this CDF is hard to compute, so we ease the computation using [39, Lemma 3], which was also used in [[11], Appendix III]. Following [39], we orthogonalize all the channel vectors w.r.t. $i - 1$ arbitrary vectors, so for each of them, the squared norm is $\chi^2$ distributed with $2(M - i + 1)$ degrees of freedom, denoted as $F_{\chi^2}(M - i + 1; x)$. Let us denote the projection of $h_i$ on the null space of those $i - 1$ arbitrary
vectors by $\mathbf{h}$, then $i$th largest norm of these orthogonalized vectors will be

$$
||\mathbf{h}_1||^2 = i\text{th max } ||\mathbf{h}_i||^2, \quad j = 1, \ldots, K. \quad (49)
$$

The distribution of $||\mathbf{h}_1||^2$ is given by $F_{||\mathbf{h}_1||^2}(M - i + 1, i, K; x)$, the $i$th largest of $K$ instances in $(M - i + 1)$-dimensional space. Lemma 3 in [39] shows that statistically $||\mathbf{h}_1||^2$ is smaller than $||\mathbf{h}_1||^2\sin^2\theta_{(i-1)}$. Thus, the average power required to satisfy target SINRs at $K_x$ users selected from a pool of $K$ users through SUS is given by:

$$
p_{th}(K_x, K) \leq \gamma \sum_{i=1}^{K_x} \left( \mathbb{E} \frac{1}{||\mathbf{h}_1||^2\sin^2\theta_{(i-1)}} \right) \quad (50)
$$

The second inequality is the consequence of lower bounding the orthogonalized squared norms by the use of [[39], Lemma 3]. As CDF for $||\mathbf{h}_1||^2$ is known, we get the final result

$$
p_{th}(K_x, K) \leq \gamma \sum_{i=1}^{K_x} \left( \mathbb{E} F_{||\mathbf{h}_1||^2}(M - i + 1, i, K; x) \left[ \frac{1}{x} \right] \right) \quad (51)
$$

The average transmit power expressions when 2 or 4 users are selected through SUS (Corol-laries 5 and 6) can be obtained by taking the first two or four terms, respectively, from the general SUS average power expression and computing the integrals.

**Appendix E**

**Proof of Theorem 8: angle-based user selection**

When 2 users are selected through AUS, the first selected user $\pi^A(1)$ is the strongest user among $K$ users, whose squared norm is distributed as $F_{||\mathbf{h}_1||^2}(M, 1, K; x)$. As norms and directions are independent, the distribution of $\sin^2$ of the angle that other $K - 1$ vectors individually make with the first selected vector (1-dimensional subspace) all follow the distribution of $F_{\sin^2\theta_1}(M; x)$. The second selected user $\pi^A(2)$ among $K - 1$ users is the one making the largest angle with the first user. Hence, statistically, $\sin^2$ of this angle is the largest order statistic among $K - 1$ instances and is distributed as $F_{\sin^2\theta_1}(M, 1, K - 1; x)$ (see Appendix B for details). The squared norm of $\pi^A(2)$ is distributed as the squared norm of any random user which is not the user with the largest norm, and hence the CDF is $F_{||\mathbf{h}_1||^2}(M, 1, K; x)$ (see Equation (37) in Appendix B). We keep the same user ordering as detailed in NUS proof such that weaker user’s signal gets decoded with lesser interference. The average transmit power for this user selection is given by:

$$
p_{th}(2, K) \leq \gamma \left( \mathbb{E} F_{\pi^A(1), M, K; x} \left[ \frac{1}{x} \right] \mathbb{E} F_{\pi^A(2), M, K; x} \left[ \frac{1}{x} \right] \mathbb{E} F_{\pi^A(1), M, K; x} \left[ \frac{1}{x} \right] \right) \quad (52)
$$

This will give the result for the case of two users. Unfortunately, we could not extend the average power required with AUS to the general case of $K_x$ users due to added complexity.

**Appendix F**

**Proof of Theorem 9: performance benchmark**

To compute a lower bound on the average minimum transmit power required to satisfy SINR targets of $\gamma$, we assume that SINR targets are large and the inequality in Lemma 1 is tight. The two selected users are assumed to have the two largest norms, as in NUS having the CDFs of $F_{||\mathbf{h}_1||^2}(M, 1, K; x)$ and $F_{||\mathbf{h}_2||^2}(M, 2, K; x)$. Further, the angle between their channel vectors is assumed to be the largest possible angle as in AUS, distributed as $F_{\sin^2\theta_1}(M, 1, K - 1; x)$. The similar strategy was employed in [[21], Lemma 2] to obtain a bound in the non-DPC case. Hence, with optimal ordering (the weaker user gets decoded with no interference), the lower bound on the average transmit power can be obtained by computing the expectations in the following expression:

$$
p_{th}(2, K) = \gamma \left( \mathbb{E} F_{\pi^A(1), M, K; x} \left[ \frac{1}{x} \right] \mathbb{E} F_{\pi^A(2), M, K; x} \left[ \frac{1}{x} \right] \mathbb{E} F_{\pi^A(1), M, K; x} \left[ \frac{1}{x} \right] \right) \quad (53)
$$
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