On finite groups where the order of every automorphism is a cycle length
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Abstract

Using Frobenius normal forms of matrices over finite fields as well as the Burnside Basis Theorem, we give a direct proof of Horoşevski˘ı's result that every automorphism \( \alpha \) of a finite nilpotent group has a cycle whose length coincides with \( \text{ord}(\alpha) \). Also, we give two new sufficient conditions for an automorphism \( \alpha \) of an arbitrary finite group to satisfy this property, namely when \( \text{ord}(\alpha) \) is a product of at most two prime powers or when \( \alpha \) has a sufficiently large cycle. This will allow us to show that the least order of a group where this property is violated for an appropriate automorphism is 120. Finally, we observe that any finite group embeds both into a finite group with this property (as all finite symmetric groups enjoy the property) as well as into a finite group not having this property.

1 Motivation and some terminology

We denote by \( \mathbb{N} \) the set of natural numbers (including 0) and by \( \mathbb{N}^+ \) the set of positive integers. For any set \( X \), \( S_X \) denotes the symmetric group on \( X \), and for a subset \( M \) of the domain of a function \( f \), we denote by \( f[M] \) the pointwise image of \( M \) under \( f \). As a motivation for the notion studied in this paper, we point out the following concept:

**Definition 1.1.** A finite dynamical system (abbreviated henceforth by FDS) is a finite set \( X \) together with an endofunction of \( X \), i.e., a function \( f : X \rightarrow X \).

FDSs have gained a lot of research interest in recent years, which is partially due to their great importance for practical applications, ranging from cryptography and pseudorandom number generation (see, for instance, [4] and [6]) to reverse engineering ([5]). Especially for pseudorandom number generation, one requires certain properties of a periodic FDS (an FDS \( (X, f) \) where \( f \in S_X \)), which correspond to distribution properties of the pseudorandom sequence generated from it, see [11]. One necessary condition for an FDS to be of practical use in this respect is that a large portion of the elements of \( X \) lie on “long” cycles of the permutation \( f \). Also, computation of values of \( f \) should, of course, be efficient, which can be
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ensured by equipping the set $X$ with an appropriate algebraic structure with respect to which $f$ is defined, the most intensely studied case being where $X$ is a Cartesian power $k^n$ of a finite field $k$ and $f$ a rational map $k^n \to k^n$. We are interested in the case where $X$ is endowed with a finite group structure and $f$ is a permutation of $X$ respecting that group structure, i.e., a group automorphism. In view of what was said above, we want to better understand the possible cycle structures of automorphisms of finite groups. It is now time to introduce the notion discussed in this paper, partially following the terminology from the recent paper \[3\]:

**Definition 1.2.** (1) Let $X$ be a finite set, $\sigma \in S_X$. A cycle of $\sigma$ whose length coincides with the order of $\sigma$ is called a regular cycle of $\sigma$, and if $\sigma$ has a regular cycle, we say that $\sigma$ (or the periodic finite dynamical system $(X, \sigma)$) satisfies the regular cycle condition (RCC). (2) A finite structure $A$ belonging to a class $C$ of structures such that all automorphisms of $A$, viewed as permutations of the underlying set, satisfy the RCC (we also speak of RCC-automorphisms, as opposed to non-RCC-automorphisms) is called an RCC-$C$-structure (examples of this terminology are “RCC-group” or “RCC-ring”; we may also say that $A$ satisfies the RCC). A $C$-structure which is not an RCC-$C$-structure is called a non-RCC-$C$-structure.

It is not difficult to see that a permutation $\sigma$ of a finite set $X$ satisfies the RCC if and only if all its cycle lengths divide the largest among them. This is what happens for all automorphisms of the most elementary examples of finite groups, such as finite cyclic groups. However, the class of finite RCC-groups consists of much more than just these. The first paper discussing the RCC in finite groups known to the author is \[8\], where Horoševskiǐ (who spoke of “faithful cycles” instead of “regular cycles”) proved sufficiency of each of the following conditions for the RCC of an automorphism $\alpha$ of a finite group $G$:

1. $G$ is nilpotent (Corollary 1 in \[8\]).
2. $G$ has no nontrivial normal solvable subgroups (Theorem 1 in \[8\]).
3. ord($\alpha$) and $|G|$ are coprime (Corollary 2 in \[8\]).

Furthermore, he gave a series of examples of finite supersolvable non-RCC-groups. The aim of this paper is to further elaborate on the RCC in finite groups. In Section 2, we will give an alternative proof of the RCC in finite nilpotent groups. Section 3 provides two new sufficient conditions on the pair $(G, \alpha)$ for $\alpha$ to satisfy the RCC. As an application, we will prove in Section 4 that the least order of a finite non-RCC-group is 120. We conclude by observing in Section 5 that every finite group embeds both into an RCC-group as well as into a finite non-RCC-group.

## 2 On the RCC in finite nilpotent groups

Recall that for a group $G$ and an automorphism $\alpha$ of $G$, a subgroup $H \leq G$ is called $\alpha$-admissible if and only if $\alpha[H] = H$, and that if $N$ is an $\alpha$-admissible normal subgroup of $G$, then $\alpha$ induces a unique automorphism $\bar{\alpha}$ on the quotient $G/N$ such that the following diagram commutes:
For a characteristic subgroup $N$ of $G$, the function $\text{Aut}(G) \to \text{Aut}(G/F)$, mapping $\alpha$ to $\bar{\alpha}$ as above, is a group homomorphism, whose kernel is denoted by $\text{Aut}_N(G)$.

Horoskevskiǐ’s proof of the RCC in nilpotent groups is a consequence of the following, which is Theorem 3 in his paper [8] and gives information on the action of non-RCC automorphisms in minimal examples.

**Theorem 2.1.** Let $\alpha$ be a non-RCC-automorphism of a finite group $G$ inducing RCC-automorphisms on every proper $\alpha$-admissible subgroup and on every quotient of $G$ by an $\alpha$-admissible subgroup. Also, assume that all proper powers of $\alpha$ satisfy the RCC. Then $\alpha$ acts identically on every $\alpha$-admissible nilpotent normal subgroup $H$ of $G$.

The proof that every finite nilpotent group is an RCC-group then is by contradiction: If $G$ is a counterexample of minimal order, then we can let $H := G$ in Theorem 2.1 and get a contradiction. Our proof that all finite nilpotent groups are RCC-groups also follows from a stronger result, and it is direct. We begin by observing that it suffices to show the RCC for finite $p$-groups by point (2) of the following lemma:

**Lemma 2.2.** (1) If a finite group $G$ has a non-RCC direct factor, then $G$ is non-RCC.

(2) If $G_1, \ldots, G_s$ are finite RCC-groups such that for all $i, j \in \{1, \ldots, n\}$ with $i \neq j$, we have $\text{Hom}(G_i, G_j) = 0$, then $G_1 \times \cdots \times G_s$ is an RCC-group.

**Proof.** For (1): Let $G = H \times K$, where $H$ does not satisfy the RCC. Fix an automorphism $\alpha_1$ of $H$ which does not satisfy the RCC. Then the set of cycle lengths of the automorphism $\alpha_1 \times \text{id}_K$ of $G$ equals the set of cycle lengths of $\alpha_1$, whence $\alpha_1 \times \text{id}_K$ does not satisfy the RCC. For (2): Let $\alpha$ be an automorphism of $G_1 \times \cdots \times G_s$. By assumption, $\alpha$ decomposes as a product $\alpha_1 \times \cdots \times \alpha_s$ of automorphisms of the single $G_i$. For $i = 1, \ldots, s$, let $L_i$ denote the largest cycle length of $\alpha_i$. Then for any point $(g_1, \ldots, g_s) \in G_1 \times \cdots \times G_s$, denoting by $l_i$ the cycle length of $g_i$ under $\alpha_i$ (which is a divisor of $L_i$), we find that the cycle length of $(g_1, \ldots, g_s)$ under $\alpha$ is equal to $\text{lcm}\{l_i \mid i = 1, \ldots, s\}$, which is a divisor of $\text{lcm}\{L_i \mid i = 1, \ldots, s\}$. On the other hand, if $h_i \in G_i$ is chosen such that its cycle length under $\alpha_i$ equals $L_i$, then the cycle length of $(h_1, \ldots, h_s)$ under $\alpha$ equals $\text{lcm}\{L_i \mid i = 1, \ldots, s\}$. Hence $\alpha$ satisfies the RCC.

**Remark 2.3.** Point (1) of Lemma 2.2 implies that if there exists any finite non-RCC-group, then there even exist infinitely many. For if $G_0$ is a finite non-RCC-group and $G$ is any finite group, then $G_0 \times G$ is also non-RCC.

We will also need the following easy observation from group-theoretic dynamics:

**Proposition 2.4.** Let $G$ be any group (n.n. finite), $\varphi$ an endomorphism of $G$ and $e \in \mathbb{N}^+$. Then $\text{per}_e(\alpha) := \{g \in G \mid \varphi^e(g) = g\}$ (the set of points in $G$ which are periodic under $\varphi$ with period a divisor of $e$) is a subgroup of $G$, and for all $e_1, e_2 \in \mathbb{N}^+$, if $e_1 \mid e_2$, then $\text{per}_{e_1}(\varphi) \leq \text{per}_{e_2}(\varphi)$. In particular, if $G = \langle g_1, \ldots, g_r \rangle$ and there exist $e_1, \ldots, e_r \in \mathbb{N}^+$ such that $\varphi^{e_i}(g_i) = g_i$ for $i = 1, \ldots, r$, then $\varphi$ is an automorphism of $G$ whose order is finite and a divisor of $\text{lcm}\{e_1, \ldots, e_r\}$ (and equal to $\text{lcm}\{e_1, \ldots, e_r\}$ if each $e_i$ is minimal).
In view of this, the RCC in finite $p$-groups immediately follows from the following theorem:

**Theorem 2.5.** Let $G$ be a group of order $p^n$ such that $|G/\text{Frat}(G)| = p^r$. Then for any automorphism $\alpha$ of $G$, setting $\text{ord}(\alpha) := \text{ord}(\tilde{\alpha})$, where $\tilde{\alpha}$ is the image of $\alpha$ under the canonical homomorphism $\text{Aut}(G) \to \text{Aut}(G/\text{Frat}(G))$, there exist $x_1, \ldots, x_r \in G$ and $k_1, \ldots, k_r \in \{0, \ldots, (m-r)r\}$ such that $G = \langle x_1, \ldots, x_r \rangle$ and for $i = 1, \ldots, r$, the cycle length under $\alpha$ of $x_i$ equals $p^{k_i} \cdot \text{ord}(\alpha)$.

The proof of Theorem 2.5 is split into two parts: We first treat the case where $G$ is elementary abelian. The “jump” from that special case to the general case is not as big as it may seem, since the Frattini subgroup of a finite $p$-group establishes a close connection between automorphisms of that $p$-group and automorphisms of some finite elementary abelian $p$-group.

We repeat the according well-known results as soon as we need them.

It turns out that Frobenius normal forms are a powerful tool for studying automorphisms of finite elementary abelian groups; we shall briefly repeat the basic theory. Recall that, as a consequence of the structure theorem for finitely generated modules over a principal ideal domain, for any field $K$ (not necessarily algebraically closed), any $n \in \mathbb{N}^+$ and any $A \in \text{Mat}_n(K)$, there exists a matrix $U \in \text{GL}_n(K)$ such that $U^{-1}AU$ is a matrix in Frobenius normal form, i.e., it is a block diagonal matrix the blocks of which each are of the form

$$F = \begin{pmatrix}
0 & 0 & \cdots & 0 & -a_0 \\
1 & 0 & \cdots & 0 & -a_1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_{r-1}
\end{pmatrix}. $$

For such a Frobenius block matrix $F$, the monic polynomial $p_F(X) = a_0 + a_1X + \cdots + a_{n-1}X^{n-1} + X^n \in K[X]$ is its characteristic polynomial (in particular, the matrix is regular if and only if $a_0 \neq 0$), and the Frobenius block matrix is called the companion matrix of $p_F(X)$.

Sticking with the above notation, if $p_1(X), \ldots, p_s(X)$ are the polynomials of which the Frobenius blocks of the Frobenius normal form of $A$ are the companion matrices (possibly with repetitions), then there exists an isomorphism $K^n \to \prod_{i=1}^s K[X]/(p_i(X))$ of $K$-vector spaces under which the action of $A$ corresponds to the multiplication with the element

$$(X + (p_1(X)), \ldots, X + (p_s(X)))$$

in the $K$-algebra

$$\prod_{i=1}^s K[X]/(p_i(X)).$$

This is useful because it allows us to answer certain questions on automorphisms of $(\mathbb{Z}/p\mathbb{Z})^n$ via a regress to the theory of finite fields.

For example, it is immediate by this theory that all finite elementary abelian groups are RCC-groups: If $\alpha$ is any automorphism of $(\mathbb{Z}/p\mathbb{Z})^n$, then with respect to an appropriate $\mathbb{F}_p$-basis, $\alpha$ is represented by a matrix in Frobenius normal form. But then $\alpha$ corresponds to the product map of the multiplications with the images of $X$ under the canonical projections $\mathbb{F}_p[X] \to \mathbb{F}_p[X]/(p_i(X))$ on the various invariant subspaces on which the diagonal blocks of the matrix act. Now on the one hand, the cycle length of

$$(1 + (p_1(X)), \ldots, 1 + (p_s(X)))$$
under this multiplication obviously is the least common multiple of the orders of the images $X + (p_i(X))$ in the various quotient algebras (which are units, as the constant terms of the $p_i(X)$ are nonvanishing), and on the other hand, denoting this least common multiple by $m$, for any element

$$(r_1(X) + (p_1(X)), \ldots, r_s(X) + (p_s(X)))$$

from the product of the quotient algebras, its image under the $m$-fold iteration of multiplication with

$$(X + (p_1(X)), \ldots, X + (p_s(X)))$$

is

$$(X^m r_1(X) + (p_1(X)), \ldots, X^m r_s(X) + (p_s(X))) = (r_1(X) + (p_1(X)), \ldots, r_s(X) + (p_s(X))),$$

proving that $\alpha$ satisfies the RCC.

The following theorem is precisely the statement of Theorem 2.5 for elementary abelian $p$-groups:

**Theorem 2.6.** Let $\alpha$ be an automorphism of $(\mathbb{Z}/p\mathbb{Z})^n$. Then there exists an $\mathbb{F}_p$-basis $v_1, \ldots, v_n$ of $(\mathbb{Z}/p\mathbb{Z})^n$ such that the cycle lengths under $\alpha$ of all the $v_i$ are equal to the order of $\alpha$.

This was found independently by Giudici, Praeger and Spiga in [3] (see Lemma 4.1 there). Their proof has some basic ideas in common with ours (such as directly decomposing the entire vector space into subspaces invariant and indecomposable under the action of $\alpha$, which actually is just the decomposition associated with the block decomposition of the Frobenius normal form of $\alpha$), but our technique of using Frobenius normal forms and, associated with them, polynomials over finite fields, is different from theirs. We give our proof here in order to illustrate the usefulness of this concept.

**Proof of Theorem 2.6.** We begin by observing that it suffices to find a generating set of $(\mathbb{Z}/p\mathbb{Z})^n$ all of whose elements lie on cycles of length $\text{ord}(\alpha)$. Choose an $\mathbb{F}_p$-basis $B = B_1 \cup \cdots \cup B_s$ such that $\alpha$ with respect to $B$ is represented by a matrix in Frobenius normal form, where the $B_i$ are bases for the invariant subspaces corresponding to the various diagonal blocks, and let $p_i(X)$ denote the polynomial for which the $i$-th diagonal block is the companion matrix. We identify, under an appropriate isomorphism as mentioned above, $(\mathbb{Z}/p\mathbb{Z})^n$ with $\prod_{i=1}^s K[X]/(p_i(X))$. If we denote by $S_i$ the set of points in the $i$-th factor $K[X]/(p_i(X))$ which lie on a cycle of maximal length, then $S_1 \times \cdots \times S_s$ is a subset of the set $S$ of points of the entire product algebra whose cycle length under $\alpha$ coincides with $\text{ord}(\alpha)$. Now it is not difficult to see that on the one hand, for each $i = 1, \ldots, s$, the “canonical basis vectors” $1 + (p_i(X)), X + (p_i(X)), \ldots, X^{d_i-1} + (p_i(X))$ all are elements of $S_i$ (whence the case $s = 1$ is clear and we may assume henceforth that $s \geq 2$), and on the other hand, all differences of elements of $S_i$ lie in the span of $S$ (by considering the various differences of two elements of $S_1 \times \cdots \times S_s$ where all but the $i$-th components are equal). If $p$ is odd, then we additionally find that $S_i$ is closed under scalar multiplication with 2 (because this is a unit in $\mathbb{F}_p$) and hence that the span of $S$ contains, for every $i$, a basis of the $i$-th invariant subspace, whence it is a generating subset, as desired.

So we are left to treat the case $p = 2$, in which the above considerations at least yield that all differences $1 + X + (p_i(X)), 1 + X^2 + (p_i(X)), \ldots, 1 + X^{d_i-1} + (p_i(X))$ lie in the span of $S$. Now it is not difficult to see that these form a basis for the hyperplane of elements that are
sums of an even number of the canonical basis vectors, so we would be done if we could show that for each \( i = 1, \ldots, s \), the span of \( S \) contains an element of \( S_i \) which is a sum of an odd number of the basis vectors. Actually, it would suffice if we could show this for all but one \( i \), since then, we know that all \( S_j \) for \( j \neq i \) are subsets of the span of \( S \), and hence \( S_i \) as well by appropriate subtractions. We now need some important observations from the theory of finite fields:

1. If we factor \( p_i(X) = \prod_{k=1}^{s_i} q_{i,k}(X)^{e_{i,k}} \), where the \( q_{i,k} \) are pairwise distinct irreducible polynomials and we assume w.l.o.g. that \( q_{i,1}(X) \) always is \( 1 + X \), possibly with exponent \( e_{i,1} = 0 \), then the order of \( X \) in the quotient algebra \( \mathbb{F}_2[X]/(p_i(X)) \), which is also known as the order of \( p_i(X) \), see \cite{9}, pp. 84ff., can (by an application of the Chinese Remainder Theorem) be computed as the least common multiple of the orders of the \( q_{i,k}(X)^{e_{i,k}} \), and the order of a power of an irreducible polynomial \( q_{i,k}(X)^{e_{i,k}} \) to \( \ord(\alpha) \), where \( \alpha \) is any root of \( q_{i,k} \) in an appropriate splitting field of \( q_{i,k} \) over \( \mathbb{F}_2 \).

2. Call a polynomial \( q(X) \in \mathbb{F}_2[X] \) even if it is sum of an even number of monomials, and odd otherwise. Associated with this attribution of a parity to polynomials is a surjective ring homomorphism \( \pi : \mathbb{F}_2[X] \to \mathbb{Z}/2\mathbb{Z} \).

3. The only even irreducible polynomial over \( \mathbb{F}_2 \) is \( 1 + X \), since every even polynomial has 1 as a root.

Note that for a point of the product algebra, the property of lying on a cycle of length \( \ord(\alpha) \) is equivalent to the least common multiple of the cycle lengths of its components being equal to \( \ord(\alpha) \). Fix \( i \) such that the 2-adic valuation of the maximal cycle length from the \( i \)-th component coincides with the 2-adic valuation of \( \ord(\alpha) \). Then for any \( j \neq i \), we claim that we can obtain an element from \( S_j \) which is the sum of an odd number of basis vectors in the span of \( S \) as follows: If \( p_j(X) \) is odd, then \( X^{\deg(p_j(X))} + (p_j(X)) \) is an element in \( S_j \) which is a sum of an even number of basis vectors, so the difference of it with \( 1 + (p_j(X)) \) is an element in the span of \( S \) which is the sum of an odd number of basis vectors. And if \( p_j(X) \) is even, then for \( l = 2, \ldots, s_j \), let \( U_l := \{ q(X) \in \mathbb{F}_2[x] \mid \deg(q(X)) < e_{j,l} \cdot \deg(q_{j,l}(X)) \text{ and } \gcd(q(X), p_l(X)) = 1 \} \) and let \( t_l : U_l \to U_l \) denote the function that assigns to each representative from \( U_l \) its unique multiplicative inverse modulo \( q_{j,l}(X)^{e_{j,l}} \). Now consider the following two elements of the product algebra:

\[
(1 + (p_1(X)), \ldots, 1 + (p_s(X)))
\]

and

\[
(1 + (p_1(X)), \ldots, 1 + (p_{s-1}(X)) , \sum_{l=2}^{s_j} p_j(X) \prod_{l=2}^{s_j} q_{j,l}(X)^{e_{j,l}} t_l(q_{j,l}(X)^{e_{j,l}})^{e_{j,l}} + (p_j(X)), 1 + (p_{j+1}(X)), \ldots, 1 + (p_s(X))).
\]

The \( j \)-th entry of the second tuple corresponds, under the canonical isomorphism

\[
\mathbb{F}_2[X]/(p_j(X)) \to \prod_{l=1}^{s_j} \mathbb{F}_2[X]/(q_{j,l}(X)^{e_{j,l}}),
\]

to

\[
((1 + X)^{e_{j,1}}, 1 + (q_{j,2}^{e_{j,2}}), \ldots, 1 + (q_{j,s_j}^{e_{j,s_j}})).
\]

Now since by (1), a factor \( (1 + X)^{e_{j}} \) in the factorization of a polynomial over \( \mathbb{F}_2 \) only contributes a power of 2 to the order, the cycle length contributed by the \( j \)-th component of the second tuple has all \( p \)-adic valuations equal to the ones of the maximal cycle length in that component.
except possibly for the 2-adic valuation, which, however, is taken care of in the $i$-th component. We conclude that still, the cycle length of the point represented by the second tuple is $\text{ord}(\alpha)$. Taking the difference of the two tuples, we obtain that

$$1 + \sum_{l=2}^{s_j} \frac{p_j(X)}{q_j,l(X)^{\epsilon_j,l}} t_l(\frac{p_j(X)}{q_j,l(X)^{\epsilon_j,l}}) + (p_j(X))$$

is an element from the $j$-th component contained in the span of $S$. However, since $\frac{p_j(X)}{q_j,l(X)^{\epsilon_j,l}}$ is even for $l = 2, \ldots, s_j$, we obtain that said element of the $j$-th component can be written as a sum of an odd number of basis vectors, and we are done.

**Corollary 2.7.** All finite vector spaces satisfy the RCC.

**Proof.** Just observe that any finite vector space has a finite elementary abelian group as a reduct.

We now extend the result to all finite $p$-groups. Recall that the Frattini subgroup of a group $G$, denoted by Frat$(G)$, is defined to be the intersection of all the maximal subgroups of $G$ (which is understood to equal $G$ if $G$ has no maximal subgroups). Clearly, Frat$(G)$ is a characteristic subgroup of $G$, and the following are well-known results on the Frattini subgroup in finite $p$-groups (to be found, for instance, in [10, p. 140]):

**Theorem 2.8** (The Burnside Basis Theorem, [2]). Let $G$ be a finite $p$-group. Then Frat$(G) = G^p$, that is, Frat$(G)$ is the smallest normal subgroup $N$ of $G$ such that the quotient $G/N$ is elementary abelian. Furthermore, if $r = \dim_{\mathbb{F}_p}(G/\text{Frat}(G))$ and $x_1, \ldots, x_r \in G$ are such that $(x_1\text{Frat}(G), \ldots, x_r\text{Frat}(G))$ is an $\mathbb{F}_p$-basis for $G/\text{Frat}(G)$, then $G = \langle x_1, \ldots, x_r \rangle$.

**Theorem 2.9** (P. Hall, [7]). If $G$ is a group of order $p^m$ such that $|G/\text{Frat}(G)| = p^r$, then the order of $\text{Aut}(G)$ divides $p^{(m-r)r}$ and the order of $\text{Aut}(G)$ divides $|\text{GL}_r(p)| \cdot p^{(m-r)r}$.

Using these results, we are now ready to prove Theorem 2.5.

**Proof of Theorem 2.5.** Choose, by Theorem 2.6, an $\mathbb{F}_p$-basis $x_1\text{Frat}(G), \ldots, x_r\text{Frat}(G)$ for $G/\text{Frat}(G)$ such that for $i = 1, \ldots, r$, the cycle length under $\alpha$ of $x_i\text{Frat}(G)$ coincides with $\text{ord}(\alpha)$. Then by commutativity of the diagram

$$
\begin{array}{ccc}
G & \xrightarrow{\alpha} & G \\
\pi \downarrow & & \downarrow \pi \\
G/\text{Frat}(G) & \xrightarrow{} & G/\text{Frat}(G)
\end{array}
$$

we obtain that the cycle lengths of the $x_i$ under $\alpha$ are all divisible by $\text{ord}(\alpha)$. On the other hand, they all divide $\text{ord}(\alpha)$, which by Theorem 2.9 is a divisor of $p^{(m-r)r} \cdot \text{ord}(\alpha)$, and the result follows.

**Corollary 2.10.** Any finite nilpotent group is an RCC-group.

**Corollary 2.11.** All finite rings are RCC-rings.

**Proof.** This follows immediately from Corollary 2.10 by observing that any finite ring has a finite abelian group as a reduct.
3 Two conditions sufficient for the RCC

Since the order of a permutation of a finite set is the least common multiple of its cycle lengths, it is clear that a permutation of a finite set whose order is a power of a prime has a regular cycle, whereas for every composite number \( o \), there exists an \( n \in \mathbb{N}^+ \) and a \( \sigma \in S_n \) of order \( o \) without a regular cycle. In the first part of this section, we will show that an automorphism \( \alpha \) of a finite group \( G \) satisfies the RCC if its order is a product of at most two prime powers, whereas for every other natural number \( o \), there exists a non-RCC-automorphism of a finite group whose order equals \( o \).

The proof for sufficiency of said condition builds up on the following observation, which can be seen as a strengthening of Lemma 4 from [8]:

**Lemma 3.1.** Let \( G \) be any group and let \( \alpha \) be an automorphism of \( G \) of finite order \( o \). If \( x, y \in G \) such that for some prime \( p \), denoting by \( l_x \) and \( l_y \) the cycle length under \( \alpha \) of \( x \) and \( y \) respectively, \( \max\{\nu_p(l_x), \nu_p(l_y)\} > \min\{\nu_p(l_x), \nu_p(l_y)\} \), then the cycle length \( l \) under \( \alpha \) of \( xy \) satisfies \( \nu_p(l) = \min\{\nu_p(l_x), \nu_p(l_y)\} \).

**Proof.** Observing that the cycle lengths under \( \alpha \) of \( g \) and \( g^{-1} \) are the same for all \( g \in G \), we may w.l.o.g. assume that \( k_1 := \nu_p(l_x) > \nu_p(l_y) =: k_2 \). If \( p = p_1, p_2, \ldots, p_r \) is a finite list of primes containing all the prime divisors of \( \text{lcm}(l_x, l_y) \), then setting, for \( i = 2, \ldots, r \), \( K_i := \nu_{p_i}(\text{lcm}(l_x, l_y)) \), by Proposition 2.4, \( xy \) is an element of \( \text{per}_{p_1^{k_1} p_2^{k_2} \cdots p_r^{k_r}}(\alpha) \), whence in particular, \( \nu_p(l) \leq k_1 \). If \( \nu_p(l) < k_1 \), then \( xy \) would be an element of

\[
\text{per}_{p_1^{k_1-1} p_2^{k_2} \cdots p_r^{k_r}}(\alpha).
\]

However, since

\[
\alpha^{p_1^{k_1-1} p_2^{k_2} \cdots p_r^{k_r}}(x) \neq x,
\]

we conclude that also

\[
\alpha^{p_1^{k_1-1} p_2^{k_2} \cdots p_r^{k_r}}(xy) = \alpha^{p_1^{k_1-1} p_2^{k_2} \cdots p_r^{k_r}}(x) \cdot y \neq xy.
\]

As an immediate consequence, we obtain:

**Theorem 3.2.** Let \( G \) be any group and let \( \alpha \) be an automorphism of \( G \) of finite order \( o \). Then the following hold:

1. For any distinct primes \( p, q \), \( \alpha \) has a cycle whose length is divisible by \( p^{\nu_p(o)} q^{\nu_q(o)} \).
2. If the order of \( \alpha \) is divisible by at most two distinct primes, then \( \alpha \) satisfies the RCC.

**Proof.** For (1): Otherwise, since the order of \( \alpha \) is the least common multiple of its cycle lengths, \( \alpha \) would still have a cycle whose length is divisible by \( p^{\nu_p(o)} \) (but not by \( q^{\nu_q(o)} \)) and a cycle whose length is divisible by \( q^{\nu_q(o)} \) (but not by \( p^{\nu_p(o)} \)). Let \( x \) be any point from the support of the first cycle, and let \( y \) be a point from the support of the second cycle. Then by Lemma 3.1, the cycle length under \( \alpha \) of \( xy \) is divisible by \( p^{\nu_p(o)} q^{\nu_q(o)} \), a contradiction.

For (2): This follows immediately from (1).
Proposition 3.3. Let \( o \in \mathbb{N}^+ \) be divisible by at least three distinct primes. Then there exists a finite supersolvable group \( G \) and a non-RCC-automorphism \( \alpha \) of \( G \) such that \( \text{ord}(\alpha) = o \).

We begin by treating the case \( r = 3 \) separately, showing the following stronger statement in generalization of an example given in [8]:

Lemma 3.4. Define a multiplicative number-theoretic function \( f : \mathbb{N}^+ \to \mathbb{N}^+ \) by \( f(2^n) = 2^{n+1} \) and, for \( p > 2 \) prime, \( f(p^n) = p^n \), for all \( n \in \mathbb{N} \). Then if \( p_1 < p_2 < p_3 \) are primes and \( (k_1, k_2, k_3) \in (\mathbb{N}^+)^3 \), setting \( o := p_1^{k_1}p_2^{k_2}p_3^{k_3} \) there exists a finite supersolvable group \( G_o \) of order \( 4f(o) \) having a non-RCC automorphism \( \alpha \) of order \( o \).

Proof. Define, for \( i = 1, 2, 3 \), the group \( B_i \) as \( \mathbb{Z}/f(p_i^{k_i})\mathbb{Z} \), and let \( B := B_1 \times B_2 \times B_3 \). The automorphism group of \( B \) contains, for \( i = 1, 2, 3 \), an element \( \alpha_i \) acting identically on \( B_i \) and inverting the elements from the other two factors. We have \( \alpha_3 = \alpha_1\alpha_2 \), and the subgroup of \( \text{Aut}(B) \) generated by \( \alpha_1 \) and \( \alpha_2 \) is isomorphic to the Klein four group. Consider the natural semidirect product \( G_o \) of \( B \) with this automorphism group (a subgroup of \( \text{Hol}(B) \)). It is clearly a supersolvable group of order \( 4f(o) \). Now consider the inner automorphism \( \alpha \) of \( G_o \) given by conjugation with the element \( b_1b_2b_3 \), where \( b_i \), for \( i = 1, 2, 3 \), is any generator of \( B_i \). \( \alpha \) acts identically on \( B \), and it is not difficult to see that the cycle length under \( \alpha \) of any element from the coset \( \alpha_iB, i \in \{1, 2, 3\} \), equals \( \frac{o}{p_i^{k_i}} \), whence \( \text{ord}(\alpha) = o \), and \( \alpha \) has no regular cycle.

Remark 3.5. (1) Horoševskiǐ in [8] gave the construction for \( o = 3 \cdot 5 \cdot 7 \).
(2) The least order of a non-RCC-group obtainable by this construction is \( 4 \cdot 4 \cdot 3 \cdot 5 = 240 \). Horoševskiǐ also gave other examples of finite non-RCC-groups at the end of [8], but these are of even larger order.

Proof of Proposition 3.3 Let \( o = p_1^{k_1} \cdots p_r^{k_r} \) be the prime factorization of \( o \), with \( r \geq 3 \) and w.l.o.g. \( p_1 < p_2 < \cdots < p_r \). Fix a group \( G = G_{p_1^{k_1}, p_2^{k_2}, p_3^{k_3}} \) as in Lemma 3.4 and set

\[
G := G_{p_1^{k_1}, p_2^{k_2}, p_3^{k_3}} \times \prod_{i=4}^{r} \mathbb{Z}/p_i^{k_i+1}\mathbb{Z}.
\]

As a finite direct product of supersolvable groups, \( G \) is supersolvable. Let \( \alpha \) be a non-RCC-automorphism of the first factor of order \( p_1^{k_1}p_2^{k_2}p_3^{k_3} \) and let, for \( i = 4, \ldots, r \), \( \alpha_i \) be an automorphism of \( \mathbb{Z}/p_i^{k_i+1}\mathbb{Z} \) of order \( p_i^{k_i} \). Then it is readily checked that the product \( \alpha \times \alpha_4 \times \cdots \times \alpha_r \) is a non-RCC-automorphism of \( G \) of order \( o \).

As for the second part of this section, we will show that an automorphism of a finite group satisfying some kind of “large cycle condition” also has a regular cycle. This builds up on other results on “large cycle automorphisms” from [1]; for the reader’s convenience, we quickly present those results that we need here.

Definition 3.6. Let \( G \) be a finite group. For an automorphism \( \alpha \) of \( G \), define \( \lambda(\alpha) \) to be the quotient of the largest cycle length of \( \alpha \) by \( |G| \). Also, define \( \lambda(G) \) to be the maximum of the \( \lambda(\alpha) \), where \( \alpha \) runs through all automorphisms of \( G \).

Theorem 3.7. (Theorem 1.7 in [1].) Let \( G \) be a finite group such that \( \lambda(G) > \frac{1}{2} \). Then \( G \) is abelian. \( \square \)
More specifically, it is shown that if \((G, \alpha)\) is such that \(G\) is a finite group and \(\alpha\) is an automorphism of \(G\) with \(\lambda(G) > \frac{1}{2}\), then one of the following cases occurs:

1. \(G\) is an elementary abelian 2-group and there exists a direct decomposition \(G = \prod_{i=1}^{r} H_i\), such that \(\alpha = \prod_{i=1}^{r} \alpha_i\) for automorphisms \(\alpha_i\) of \(H_i\) such that \(\alpha_i\) permutes all nontrivial elements of \(H_i\) in one cycle.

2. \(G\) is a primary cyclic \(p\)-group \(\mathbb{Z}/p^k\mathbb{Z}\) for some odd prime \(p\) and \(\alpha\) is multiplication with a primitive root modulo \(p^k\).

3. \(G\) is an elementary abelian \(p\)-group \((\mathbb{Z}/p\mathbb{Z})^n\) for some odd prime \(p\) and either \(n \neq 2\) and \(\alpha\) permutes all nontrivial elements of \(G\) in one cycle, or \(n = 2\) and \(\alpha\) again permutes all nontrivial elements in one cycle or \(\alpha\) is given, with respect to an appropriate \(\mathbb{F}_p\)-basis, by a matrix of the form \(A = \begin{pmatrix} -1 & -g^2 \\ 1 & 2g - 1 \end{pmatrix}\), where \(g\) is a generator of \(\mathbb{F}_p^*\).

4. \(G\) is a product of an elementary abelian 2-group \(G_2\) with either a primary cyclic \(p\)-group or an elementary abelian \(p\)-group \(G_2\) for some odd prime \(p\), and \(\alpha\) decomposes as a product \(\alpha_2 \times \alpha_p\) of automorphisms over the two factors, both with a cycle filling more than half of the respective factor as well.

From this classification, we can deduce the following (which was not mentioned in [1]):

**Corollary 3.8.** Let \(G\) be a finite group and let \(\alpha\) be an automorphism of \(G\) such that \(\lambda(\alpha) > \frac{1}{2}\). Then \(\alpha\) is fixed-point free.

**Proof.** This is proved by verifying the assertion in each of the four cases listed above. (1) and (2) are clear. As for the exceptional case in (3), just observe that \(\det(A - I) = (g - 1)^2 \neq 0\) in \(\mathbb{F}_p\). Finally, the assertion in case (4) follows from the other three cases. \(\square\)

Another concept introduced in [1] which we need here is the following:

**Definition 3.9.** Let \(G\) be any group, \(\varphi\) an endomorphism of \(G\) and \(g_0 \in G\) fixed. The (left) **affine map of \(G\) w.r.t. \(\varphi\) and \(g_0\)** is the function \(A_{\varphi, g_0} : G \to G\) mapping \(g \mapsto g_0 \cdot \varphi(g)\) for \(g \in G\).

The following is a slightly stronger version of Lemma 4.8 in [1]:

**Lemma 3.10.** Let \(G\) be a finite abelian group, let \(\alpha\) be an automorphism of \(G\) and let \(g \in G\). Also, let \(o_1\) denote the order of \(\alpha\) and let \(o_2\) denote the maximum order of a fixed point of \(\alpha\). Then \(\text{ord}(A_{\alpha, g}) \mid o_1 \cdot o_2\).

**Proof.** We show that the cycle length of any \(a \in A\) under \(A_{\alpha, g}\) divides \(o_1 \cdot o_2\). It is not difficult to show by induction on \(n \in \mathbb{N}\) that \(A_{\alpha, g}^n(a) = \alpha^n(a)\alpha^{n-1}(g) \cdots \alpha(g)g\). Now certainly \(\alpha^{o_1 \cdot o_2}(a) = a\), so it is equivalent to show that \(\alpha^{o_1 o_2 - 1}(g) \cdots \alpha(g)g = 1\). This follows from the fact that the LHS is the product, for \(k = 2, \ldots, 1\), of the group elements

\[ \alpha^{k o_1 - 1}(g) \cdots \alpha^{(k-1) o_1 + 1}(g) \alpha^{(k-1) o_1}(g) = \alpha^{o_1 - 1}(g) \cdots \alpha(g)g,\]

so setting \(x := \alpha^{o_1 - 1}(g) \cdots \alpha(g)g\), it is equal to \(x^{o_2}\). But by abelianity of \(G\), it is readily checked that \(x\) is a fixed point of \(\alpha\), and we are done. \(\square\)

We are now ready to show the following:

**Theorem 3.11.** Let \(G\) be a finite group and \(\alpha\) an automorphism of \(G\) such that \(\lambda(\alpha) > \frac{1}{4}\). Then \(\alpha\) has a regular cycle.
Proof. Set $l := \lambda(\alpha) \cdot |G|$. We need to show that $\text{per}_l(\alpha) = G$. Now $\text{per}_l(\alpha)$ contains all points on any cycle of $\alpha$ of length $l$ as well as the identity element of $G$, and hence $|\text{per}_l(\alpha)| > \frac{1}{4}|G|$. So by Lagrange, the only case left to exclude is $[G : \text{per}_l(\alpha)] = 2$. In this case, $\alpha$ restricts to an automorphism $\tilde{\alpha}$ of $\text{per}_l(\alpha)$ with $\lambda(\tilde{\alpha}) \geq \frac{3}{2}$, so all cycle lengths of $\tilde{\alpha}$ divide $l$, and by Theorem 3.2, $\text{per}_l(\alpha)$ is abelian. Also, as observed in [1], after fixing a representative $x \in G\backslash \text{per}_l(\alpha)$ for the coset $\text{per}_l(\alpha)x$, the action of $\alpha$ corresponds, under the induced identification of elements from $\text{per}_l(\alpha)x$ with elements from $\text{per}_l(\alpha)$, to the action of an affine map $A_{\tilde{\alpha},g}$ on $\text{per}_l(\alpha)$ for an appropriate $g \in \text{per}_l(\alpha)$. Since by Corollary 3.8, $\tilde{\alpha}$ is fixed-point free, by Lemma 3.10 all cycle lengths of $\alpha$ on $G\backslash \text{per}_l(\alpha)$ divide $\text{ord}(\tilde{\alpha}) = l$, contradicting the proper inclusion of $\text{per}_l(\alpha)$ in $G$. \hfill \Box

4 The least order of a counterexample

We shall now show that the smallest group order for which there exist examples of non-RCC groups is 120. Let us denote the number of points whose cycle length under $\alpha$ is precisely $d$ by $\zeta_d(\alpha)$ (so that $\frac{\zeta_d(\alpha)}{d}$ is the number of $d$-cycles of $\alpha$). Using Theorem 3.2, we find that if a finite group $G$ has a non-RCC automorphism $\alpha$ whose order is of the form $pqr$ for distinct primes $p, q, r$, the cycle structure of $\alpha$ is completely determined and we can also obtain some information on the structure of $G$:

Lemma 4.1. Let $G$ be a finite group such that for some pairwise distinct primes $p, q, r$, $G$ has an automorphism $\alpha$ which does not satisfy the RCC and whose order equals $pqr$. Then $|G| = 4 \cdot \zeta_1(\alpha)$, $\zeta_1(\alpha) = \zeta_{pq}(\alpha) = \zeta_{qr}(\alpha) = \zeta_{pr}(\alpha)$, and $\text{fix}(\alpha) := \text{per}_1(\alpha) \trianglelefteq G$.

Proof. By Theorem 3.2 and the assumption,

$$\zeta_{pq}(\alpha), \zeta_{pr}(\alpha), \zeta_{qr}(\alpha) > 0, \zeta_{pqr}(\alpha) = 0,$$

$\alpha$ cannot have any $p$-cycles or $q$-cycles or $r$-cycles since otherwise, by Lemma 3.1, we could obtain points on $pqr$-cycles. Fix any $x$ on a $pq$-cycle of $\alpha$. By Lemma 3.1 and what we already know about the cycle structure of $\alpha$, left multiplication with $x$ must map points on $pr$-cycles to points on $qr$-cycles and vice versa, and no point which does not lie on a $pr$- or a $qr$-cycle of $\alpha$ (and hence lies in $\text{per}_{pq}(\alpha)$) is mapped to such a point. Since left multiplication with $x$ is a permutation of $G$, we conclude that $\zeta_{pr}(\alpha) = \zeta_{qr}(\alpha)$. Similary, one shows $\zeta_{pq}(\alpha) = \zeta_{qr}(\alpha)$, so we get that

$$\zeta_{pq}(\alpha) = \zeta_{pr}(\alpha) = \zeta_{qr}(\alpha) =: \zeta.$$

Since

$$|\text{per}_{pq}(\alpha)| = \zeta_1(\alpha) + \zeta$$

and

$$|G| = \zeta_1(\alpha) + 3\zeta,$$

we conclude that

$$\zeta_1(\alpha) + 3\zeta = 2 \cdot (\zeta_1(\alpha) + \zeta),$$

or

$$\zeta_1 = \zeta,$$

from which

$$|G| = 4\zeta$$
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follows. Also, if \( y \) is any element of \( G \) and \( f \) is a fixed point under \( \alpha \), it is now not difficult to see that \( yxy^{-1} \) is also a fixed point: This holds in general if \( y \) is a fixed point, so assume w.l.o.g. that the cycle length under \( y \) is \( pq \). Now left and right multiplication with any point on a cycle of length \( pq \) restricts to a permutation of \( \text{per}_{pq}(\alpha) \) that maps fixed points to points of cycle length \( pq \); since the number of fixed points coincides with the number of points of cycle length \( pq \), these multiplications therefore also map points of cycle length \( pq \) to fixed points, and we are done.

We are now ready to show:

**Theorem 4.2.** Let \( G \) be a finite non-RCC group such that \(|G| \leq 120\). Then \(|G| = 120\), and any non-RCC automorphism \( \alpha \) of \( G \) has order 30 and satisfies \( \zeta_1(\alpha) = \zeta_6(\alpha) = \zeta_{10}(\alpha) = \zeta_{15}(\alpha) = 30 \). Furthermore, \( G \) is supersolvable.

**Proof.** It suffices to show that under the assumption \(|G| \leq 120\), any non-RCC-automorphism of \( G \) has order 30; the rest follows from Lemma 3.1 (as well as the fact that groups of order 30, as all groups whose Sylow subgroups are all abelian, are metacyclic, see Theorem 10.1.10 in [10]). For this, in turn, it suffices to show that the order of any non-RCC automorphism of \( G \) is of the form \( p_1p_2p_3 \) for primes \( p_1 < p_2 < p_3 \), since otherwise, \( \zeta := \zeta_{p_1p_2} > 0 \) must, as the number of points on cycles of length \( p_1p_2 \), be divisible by \( p_1p_2 \), but it must also, as the number of points on cycles of length \( p_1p_3 \), be divisible by \( p_1p_3 \), whence it is a multiple of \( p_1p_2p_3 \), and \(|G| \geq 4 \cdot p_1p_2p_3 \), which can only work out if \( p_1 = 2, p_2 = 3, p_3 = 5 \).

So let \( \alpha \) be a non-RCC-automorphism of \( G \). Note that by Theorem 3.11 we obtain a contradiction is soon as we can derive that \( \alpha \) has a cycle of length at least 40. We first show that the order of \( \alpha \) is divisible by precisely three distinct primes. By Theorem 3.2(2), it must be divisible by at least three distinct primes. If it was divisible by at least five distinct primes, say \( p_1, \ldots, p_n \) in increasing order, then by Theorem 3.2(1), \( \alpha \) would have a cycle of length bounded below by \( p_{n-1}p_n \geq 7 \cdot 11 = 77 \), a contradiction. And if it is divisible by precisely four distinct primes, say \( p_1 < p_2 < p_3 < p_4 \), it follows immediately that \( p_1 = 2, p_2 = 3, p_3 = 5, p_4 = 7 \) (since otherwise, we would again obtain a cycle of too large length) and \( \text{ord}(\alpha) = 2k_1 \cdot 3 \cdot 5 \cdot 7 \), with \( k_1 \in \{1, 2\} \). Now by Theorem 3.2(2), \( \alpha \) has a cycle of length divisible by 35. If it is additionally divisible by 2 or 3, it would be too large, so \( \alpha \) actually has a cycle of length precisely 35. But \( \alpha \) also has a cycle of length divisible by 6, and that cycle cannot have length equal to 6, since otherwise, \( \alpha \) would have a regular cycle by Lemma 3.1. Hence there either is a cycle of length 30 or 42. The latter case is immediately contradictory, but in the first case, by Lemma 3.1, multiplying a point on a cycle of length 35 with a point with cycle length 30 also yields a point whose cycle length is divisible by \( 2 \cdot 3 \cdot 7 = 42 \), a contradiction. This proves that \( \text{ord}(\alpha) \) is divisible by precisely three distinct primes.

So say \( \text{ord}(\alpha) = p_1^{k_1} p_2^{k_2} p_3^{k_3} \) for primes \( p_1 < p_2 < p_3 \). Again in view of Theorem 3.11 we conclude that \( k_2 = k_3 = 1 \) and \( k_1 \in \{1, 2\} \). It remains to exclude the case \( k_1 = 2 \). In that case, \( \zeta_{p_1^2p_2}(\alpha) \zeta_{p_1^2p_3}(\alpha) > 0, \zeta_{p_2p_3}(\alpha) + \zeta_{p_1p_2p_3}(\alpha) > 0 \) and all other potential cycle lengths of \( \alpha \) divide \( p_1p_2p_3 \). Hence just as in the proof of Lemma 4.1 fixing a point on a cycle of length \( p_2p_3 \) or \( p_1p_2p_3 \) and considering its left multiplication, we find that \( \zeta_{p_1^2p_2}(\alpha) = \zeta_{p_1^2p_3}(\alpha) = : \zeta \) and can conclude that \( \zeta \geq p_1^2p_2p_3 \geq 2^2 \cdot 3 \cdot 5 = 60 \), the final contradiction for this proof.

On the other hand, we carried out a brute-force search with GAP [GAP] for non-RCC groups of order 120. The search revealed that of the 44 isomorphism types of nonabelian groups of order 120, precisely 8 are non-RCC. The second parts of their GAP IDs are the numbers.
8, 9, 10, 11, 12, 13, 14 and 42. We shall now work out an explicit proof that SmallGroup(120, 8) is a counter-example:

**Proposition 4.3.** The group $G := \text{SmallGroup}(120, 8)$ does not satisfy the RCC.

**Proof.** We analyze $G$ from a presentation of it stored and outputted by GAP:

$$G = \langle F_1, F_2, F_3, F_4, F_5 \mid F_1^2 = 1, [F_1, F_2] = 1, [F_1, F_3] = 1, [F_1, F_4] = 1, F_1 F_5 F_1^{-1} = F_5^4, \rangle$$

$$F_3 = F_2^2, [F_2, F_3] = 1, F_2^{-1} F_4 F_2 = F_4^2, [F_2, F_5] = 1, F_3^2 = 1, [F_3, F_4] = 1, [F_3, F_5] = 1,$$

$$F_3^3 = 1, [F_4, F_5] = 1, F_5^5 = 1).$$

As the generator $F_3$ is made superfluous by the relation $F_3 = F_2^2$, we can remove it in the course of a Tietze transformation and obtain the following more concise presentation of $G$ (where we also omitted some (substituted) relations that follow from others):

$$G = \langle F_1, F_2, F_4, F_5 \mid F_1^2 = 1, [F_1, F_2] = 1, [F_1, F_4] = 1, F_1 F_5 F_1^{-1} = F_5^{-1}, F_2^{-1} F_4 F_2 = F_4^{-1},$$

$$[F_2, F_5] = 1, F_2^4 = 1, F_3^3 = 1, [F_4, F_5] = 1, F_5^5 = 1).$$

Now consider the following group presentations:

$$\langle F_3 \mid F_3^5 = 1 \rangle$$

of $\mathbb{Z}/5\mathbb{Z}$,

$$\langle F_4 \mid F_4^3 = 1 \rangle$$

of $\mathbb{Z}/3\mathbb{Z}$ and

$$\langle F_1, F_2 \mid F_1^2 = 1, F_2^4 = 1, [F_1, F_2] = 1 \rangle$$

of $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$. We can obtain the second presentation of $G$ from these three in two steps: First, form the semidirect product of the second with the third of the introduced presentations by taking their disjoint union and adding the conjugation relations $[F_1, F_4] = 1$ and $F_2^{-1} F_4 F_2 = F_4^{-1}$; this gives a presentation of a semidirect product $\mathbb{Z}/3\mathbb{Z} \rtimes (\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z})$. Secondly, form the semidirect product of the first introduced presentation with the just formed semidirect product presentation by taking their disjoint union and adding the conjugation relations $F_1 F_5 F_1^{-1} = F_5^{-1}, [F_2, F_3] = 1$ and $[F_4, F_3] = 1$. This proves that $G$ is the semidirect product $\mathbb{Z}/5\mathbb{Z} \rtimes (\mathbb{Z}/3\mathbb{Z} \rtimes (\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}))$, where, renaming the generators of the four canonical cyclic subgroups in the order as they appear in that notation by $x_1, x_2, x_3, x_4$, we have the conjugation relations $[x_1, x_2] = [x_1, x_4] = [x_2, x_3] = 1, x_3 x_1 x_3^{-1} = x_1^{-1}, x_4 x_2 x_4^{-1} = x_2^{-1}$.

By the normal form theorem for semidirect products, we can view the underlying set of the group $\mathbb{Z}/5\mathbb{Z} \rtimes \mathbb{Z}/3\mathbb{Z} \rtimes \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$ also as an underlying set for $G$, where the group operation $\cdot$ of $G$ is given by

$$(k_1, k_2, k_3, k_4) \cdot (l_1, l_2, l_3, l_4) = (k_1 + (-1)^{k_1} l_1, k_2 + (-1)^{k_2} l_2, k_3 + l_3, k_4 + l_4).$$

Now consider the map (also found by a brute-force search with GAP) $\{x_1, x_2, x_3, x_4\} \rightarrow G$ given by

$$x_1 \mapsto x_1, x_2 \mapsto x_2, x_3 \mapsto x_1 x_3 x_3^{-1}, x_4 \mapsto x_2 x_4^3.$$
It is readily checked that it respects the defining relations and hence extends to an endomorphism $\alpha$ of $G$. Also, one easily verifies the following:

\[
\alpha(k_1, k_2, k_3, k_4) = \begin{cases} 
(k_1 + k_3, k_2, k_3, -k_4 + 2k_3) & \text{if } 2 \mid k_4, \\
(k_1 + k_3, k_2 + 1, k_3, -k_4 + 2k_3) & \text{if } 2 \nmid k_4.
\end{cases}
\]

From this, it follows immediately that $\alpha$ has trivial kernel and hence is an automorphism of $G$. Also, note that the parity of the fourth component is invariant under $\alpha$. This makes it easy to determine the cycle length under $\alpha$ of an arbitrary group element $(k_1, k_2, k_3, k_4)$ in a case distinction:

If $k_4$ is even, then by an easy induction on $n$, for all $n \in \mathbb{N}$, we have that

\[
\alpha^n(k_1, k_2, k_3, k_4) = (k_1 + n \cdot k_3, k_2, k_3, 2n \cdot k_3).
\]

In the subcase $k_3 = 0$, this formula simplifies to

\[
\alpha^n(k_1, k_2, 0, k_4) = (k_1, k_2, 0, k_4),
\]

so the $5 \cdot 3 \cdot 2 = 30$ points of that form are fixed points under $\alpha$. And if $k_3 = 1$, the formula becomes

\[
\alpha^n(k_1, k_2, 1, k_4) = (k_1 + n, k_2, 1, k_4 + 2n),
\]

so apparently, all these 30 points have cycle length 10 under $\alpha$.

On the other hand, if $k_4$ is odd, we find that

\[
\alpha^n(k_1, k_2, k_3, k_4) = (k_1 + n \cdot k_3, k_2 + n, k_3, (-1)^nk_4 + 2n \cdot k_3).
\]

For $k_3 = 0$, we thus have

\[
\alpha^n(k_1, k_2, 0, k_4) = (k_1, k_2 + n, 0, (-1)^nk_4),
\]

giving us 30 points of cycle length 6 under $\alpha$, and for $k_3 = 1$, the formula turns into

\[
\alpha^n(k_1, k_2, 1, k_4) = (k_1 + n, k_2 + n, 1, (-1)^nk_4 + 2n),
\]

which yields 30 points of cycle length 15, and we conclude that $\alpha$ does not satisfy the RCC.

Combining what we now know, we obtain:

**Theorem 4.4.** There exist infinitely many finite non-RCC groups, the smallest of which have order 120.

**Corollary 4.5.** The class of RCC-groups is not closed under extensions.

*Proof.* If it was, then by Corollary 2.10, all finite solvable groups would be RCC-groups. However, by Theorem 4.2 there exists a non-RCC group of order 120, which by Theorem 4.2 is solvable.

**Corollary 4.6.** There exist infinitely many finite non-RCC (right) nearrings.

*Proof.* This follows immediately from Theorem 4.3 by observing that for any group $G$, if we add, to the group structure of $G$, the trivial nearring multiplication $g \cdot h := g$, then the automorphisms of the corresponding nearring structure on $G$ are just the automorphisms of the underlying group structure.
5 Subgroups of RCC- and non-RCC-groups

We conclude by showing that all finite groups occur as subgroups of RCC- and of finite non-RCC-groups. The second statement is immediate by what we have shown so far:

**Proposition 5.1.** Any finite group is a direct factor of (and so in particular embeds into) some finite non-RCC-group.

*Proof.* For any finite group $G$, by Lemma 2.2(1) and Proposition 4.3, the direct product $\text{SmallGroup}(120,8) \times G$ is a non-RCC group. □

The first statement, in turn, follows immediately from the following:

**Proposition 5.2.** Let $n \in \mathbb{N}$. The symmetric group $S_n$ satisfies the RCC.

*Proof.* For $n \leq 4$, this is clear by Theorem 4.2, so we may assume that $n \geq 5$. In this case, the result follows immediately from [8, Theorem 1], since $S_n$ has no nontrivial normal solvable subgroups. □
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