A molecular simulation approach towards the development of universal nanocarriers by studying the pH- and electrostatic-driven changes in the dynamic structure of albumin†
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To explore the intramolecular interactions of protein, and its folding and unfolding mechanisms, we performed a simulation-based comparative study on albumin at different ionic strengths and pH. In this study, we performed molecular dynamics (MD) simulation for bovine serum albumin (BSA) at five different concentrations of NaCl (10, 20, 30, 40 and 50 mM), and five different pH values (2.0, 3.5, 4.3, 7.4, and 9.0). Herein, our aim was to unravel the effects of both pH and ionic strength on the conformations of the serum albumin structure. Our results indicate the effects of physicochemical factors in promoting conformational changes in the albumin structure, unlocking the hydrophobic sequences for hydrophobic drug binding. The BSA structure showed similarity to its native state in the pH range of 4.5 to 7.4 and at various ionic concentrations of NaCl. In the pH range of 3.5 to 4.5, the BSA structure showed denaturation in a controlled manner, which caused significant conformational changes in the molecular position of its hydrophobic amino acid residues. The resultant 3D structure gives insight into the amino acid trajectories. High denaturation and unstable behavior in the structural and conformational changes of the protein structure were observed at pH 2.0 and pH 9.0. We believe that these results and conditions will be helpful in the development of protein-based universal nanocarriers for the encapsulation of both hydrophilic and hydrophobic drugs.

1. Introduction

Computational chemistry and computational biochemistry are frequently used to comprehend the kinetics of the folding and unfolding of proteins and peptides, and to predict the conformational changes exclusively from amino acid sequence statistics by molecular simulations. The compact folded and unfolded structure of protein are two types of structural protein conformations observed under different experimental conditions, such as pH, ionic strength, solvents and temperature. In molecular simulation depicting the intramolecular interactions between different amino acids through various force fields, the principle of the folding and unfolding motion of protein can be solved and explained theoretically on a fundamental level, and can also be explained numerically for every molecule in a protein. Hence, in simulation, one can simulate and analyze the protein trajectory in time (most preferably in nanoseconds) by molecular dynamics (MD) simulation and analyze the conformational changes in the protein structure due to folding and unfolding. The study of the mechanism of the folding and unfolding of the protein structure is beneficial for new research and innovation in the field of biochemistry. Generally, the protein gets denatured at highly acidic or low pH, resulting in pH-dependent, protein misfolding associated biological imbalances such as the formation of amyloid fibrils in the case of Alzheimer’s disease and type-2 diabetes.

The conformational changes in the protein structure causes subtle changes in its potential energy, which is reflected by the unfolding or folding of the protein. In most cases, the intermediate conformational states are unstable but give insight into the protein structure. However, the analysis and characterization of these protein intermediate conformational structures are very challenging and difficult. By analyzing the protein intermediates, we can instantaneously generate an idea of the protein structure based on the resultant of conformation transformation coordinates.

BSA (bovine serum albumin) is the most common and extensively utilized protein in the field of computational and wet lab research, and has been subjected to vigorous research for application in pharmaceuticals. Various models have been proposed for pH-driven conformational changes in the BSA structure. According to a previous study, BSA immersed in pH-
aqueous solution is transformed from N (normal) model \(\rightarrow\) to F (fast) model \(\rightarrow\) to E (expanded) model, depending on the different physico-chemical factors, primarily pH. These inter-model transitions are isomeric transitions of the native BSA structure with a decrease in pH ranging from 8.0 to 2.7 at different pH intervals.\(^{16-18}\) Moreover in an alkaline environment, the other conformational and structural isomers of BSA such as the B (basic) and A (aged) forms are found at pH 8.0 and 10.0 or higher, respectively.\(^{19}\) Different characterization techniques such as electron microscopy, circular dichroism, fluorescence spectroscopy, and small-angle scattering are commonly used to explore the mechanism behind the inter-model transitions of the protein (BSA) conformational structure.\(^{13,19-21}\) Despite the continuous efforts and research on the protein structure in the field of biochemistry and pharmaceuticals, the factors responsible for the self-assembly, agglomeration, folding, and unfolding of the core hydrophobic residues in the protein structure are still the major focus of many theoretical and experimental studies. The effect of pH, ionic strength and temperature is studied and analyzed individually for the conformational changes in the protein structure (prominently in the secondary and tertiary structure of protein), but no studies have been performed on the combined effect of pH, ionic strength and temperature on the conformational changes of protein and the inter-model protein transitions.\(^{22-24}\) Very few studies have been reported on the inter-model transitions at the molecular level for the conformational changes in the protein structure, which are dependent on both the ionic strength and pH.\(^{13,25,26}\)

The tertiary structural motifs of protein refer to its three-dimensional structure. The motif conformations depend on many factors, i.e. the subtle interaction between stabilizing forces such as electrostatic charges, the ionic interaction between the attractive and repulsive charged binding sites, hydrogen bonding between atoms, and salt bridge interaction, which can result in significant changes in the structural confirmation of the protein structure.\(^{27,28}\) By modifying the ionic concentration and electrostatic charges on protein molecules, we can expose the core hydrophobic regions in the original protein structure.\(^{29}\) These structural transitions can theoretically unlock new assemblies of protein structure, which can support the idea of developing universal nanocarriers for the delivery of both hydrophilic and hydrophobic drugs.\(^{30}\)

Thus, to address these issues, we performed a series of MD simulations for bovine serum albumin (PDB 4F5S) to analyze the effect of ionic strength and pH on the conformational structure of protein. We performed molecular simulation to build a model of the protein structure at five different pH, ranging from 2 to 9, at five different ionic strengths of NaCl ranging from 10 mM to 50 mM with a step size of 10 mM. We analyzed the results to investigate the intramolecular interaction and conformational changes in the protein structure. The resultant output trajectory file was further used to visualize the atomic coordinates of the protein structure to study the structural changes in the protein conformations. GROMACS v5.1 was used for the simulation study and the (OPLS/AA) force field (all-atom optimized potential for liquid simulations) environment was used to study the interactions among the different atoms of the protein.

### 2. Methods

#### 2.1 MD simulation protocol

25 MD simulations of 25 ns each were carried out using the GROMACS v5.1 software and OPLS/AA force field parameters.\(^{31,32}\) The first simulation process included simulation studies on the conformational changes in BSA due to the effect of pH and ionic strength. The second phase involved finding and predicting the inter-model transitions in the core hydrophobic sequences based on the analysis of the trajectory files. The protein structure file (pdb) for BSA (PDB ID 4F5S) in the desired pH range was prepared using the pK\(_a\) scale and visualized in VMD 1.9.3. Initially, the BSA protein structure containing 9338 atoms was neutralized with the desired number of Na\(^+\) and Cl\(^-\) atoms according to the required ionic concentration of NaCl ranging from 10 mM to 50 mM. The BSA was immersed in a TIP3P water box containing 491084 water molecules with box dimensions of 17 \(\times\) 7 \(\times\) 7 nm\(^3\) using the GROMACS software. Each of the water boxes was energy minimized for 5000 steps using the conjugate gradient method at a temperature of 300 K, and then the simulation was continued in the NPT and NVT ensemble setting the Langevin piston pressure control at 1.0 bar and 300 K with the Nose–Hoover temperature coupling method for 1 ns without any condition. The Langevin damping coefficient was set at 5 ps\(^{-1}\) and piston decay was set at 50 fs.\(^{1,2,27,33}\) Periodic boundary conditions and the particle-mesh Ewald method were applied for a complete electrostatic calculation. In each simulation, the temperature was maintained at 300 K. A 10 Å cutoff was applied for the calculation of non-bonded interactions in the protein structure simulation with a switching function at 8 Å.\(^{16,26,34}\)

| System       | Ionic strength | Total no. of ions | No. of ions (neutralized condition) |
|--------------|----------------|-------------------|-------------------------------------|
| BSA in water | 10 mM          | 30Na\(^+\), 30Cl\(^-\) | 16Na\(^+\), 0Cl\(^-\)               |
| BSA in water | 20 mM          | 60Na\(^+\), 60Cl\(^-\) | 32Na\(^+\), 0Cl\(^-\)               |
| BSA in water | 30 mM          | 89Na\(^+\), 89Cl\(^-\) | 48Na\(^+\), 0Cl\(^-\)               |
| BSA in water | 40 mM          | 119Na\(^+\), 119Cl\(^-\) | 64Na\(^+\), 0Cl\(^-\)               |
| BSA in water | 50 mM          | 149Na\(^+\), 149Cl\(^-\) | 80Na\(^+\), 0Cl\(^-\)               |
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**Note:** The above text is a natural text representation of the document, and the table is provided as a markdown format for clarity. The numbers in the table correspond to the references mentioned in the text.
Fig. 1  (A) Some examples of the chemical structures of the titratable residues (histidine (HIS), glutamic (GLU), and aspartic (ASP)). (B) Determination of the ionization state of the BSA side chain 'A' titratable residues for simulations based on the $pK_a$ scale. (C) Determination of the ionization state of the BSA side chain 'B' titratable residues for simulations based on the $pK_a$ scale.
In the GROMACS molecular simulation process, the simulation was carried out with an integration time step of 2 fs using the SETTLE algorithm. The trajectory of the protein atom coordinates was stored every 2 ps and further investigated with the VMD software together with the topology and trajectory script of the protein denatured state to calculate the root mean square deviations (RMSD), and the radius of gyration, potential energy, Ramachandran plot, and 3D analysis of the protein structure. A detailed description of the simulation protocol is shown in the flow chart in Fig. S1 (see ESI†) and Table 1 presents the detailed information for the MD simulation.

2.2 \( pK_a \) calculations

BSA possesses a large number of ionizable residues, which are responsible for the protonation in the protein diagram. There are 36 aspartic acid, 62 glutamic acid and 24 arginine with 59 lysine, which show a total negative charge of \(-16e\) in aqueous solution at a pH close to 7.4.\textsuperscript{33,35,36} Also, besides these acidic and basic amino acid residues in the primary sequences, there are many other residues such as histidine, cysteine and tyrosine, which can exist in either the positively and negatively charged or neutral phases. For the molecular dynamics simulation, we calculated the \( pK_a \) to select the desired protonation state for each simulated model using the Propka software. The following diagram and graph show the protonation states of the different amino acid residues at pH 4.3. The energies of the protonation states were calculated (Fig. 1) using the Poisson–Boltzmann continuum electrostatic method.\textsuperscript{37,38}

3. Results and discussion

3.1 Simulated BSA models at various pH and ionic concentrations

The results of the simulated BSA coordinates were obtained and compared from the PDB 4F5S structure, crystallized at pH 7.5 and resolved at 2.30 \( \AA \). For this, the BSA protein structure was immersed in a 17 \( \times \) 7 \( \times \) 7 nm\(^3\) box of TIP3 water molecules for the expansion of the protein structure in the long axis of the rectangular box or simulation box. The 1 : 1 salt effect was included to neutralize the solution by the addition of NaCl molecules. The protonation states of the protein structure were kept constant in the simulated model for each pH. Using the steepest descent algorithm, the protonation model for each protein structure was energetically stabilized.\textsuperscript{4,8,16,17,27,39} The equilibration process was performed for each protein structure for at least 1 ns in water at 300 K and 1 atm bar for the NVT and NPT ensembles. The molecular dynamics simulation was run for 25 ns at a constant temperature of 300 K. The Nose–Hoover temperature coupling method was applied for pH ranging from 2.0 to 9.0 (2.0, 3.5, 4.3, 7.4, and 9.0) at various ionic concentrations (10 mM to 50 mM) with a step size of 10 mM each.

3.2 Structural analysis of the MD trajectories

The trajectory files for 25 ns of each 25 simulated model were converted to the pdb structure through the GROMACS software and visualized through the VMD program. For analysis of the

Fig. 2. (A) 3D structure of the original BSA structure (4F5S). (B–F) Simulated BSA protein at pH 4.3, 2.0, 3.5, 7.4, and 9.0, respectively, and 10 mM ionic concentration.
coordinates of the protein molecule, the simulation was carried out with the integration time stamp of 2 ps. Most of the analysis was done through the VMD and GROMACS software in the OPLS/AA force field. The leapfrog integration was used for the Verlet function method to generate the topology and trajectory files for the changes in the conformational structure of the protein.

\[ \ddot{x} = \frac{d^2x}{dt^2} = F(x) \]  

(1)

The RMSD and \( R_g \) values were calculated through the MD trajectories using the best fit coordinates of the backbone atoms of the simulated protein models in different ionic and pH environments.\(^4,11,26\) The 3D structural analysis was performed with two types of representation for a better understanding of the 3D structure. The first 3D representation is based on the 'new ribbon method'. Fig. 2(A) and (B) show the 3D structure of the original BSA and simulated BSA protein at 4.3 pH and 10 mM ionic concentration, respectively. The amino acid residue color used is the default color representation in the color scale of VMD. BSA possesses some hydrophobic residues, which are ALA (blue), GLY (white), ILE (green), LEU (pink), MET (yellow), PHE (purple), PRO (ochre), TRP (silver), TYR (green), and VAL (tan). According to the analysis of the 3D structure, we can easily observe the conformational changes in the simulated BSA protein. In the pH range of 3.5 to 4.3, the core hydrophobic amino acids are unlocked, providing an easy target for hydrophobic drug binding.

In Fig. 2(B–F), I, II, III, IV, and V are the regions/motifs showing the conformational changes in the amino acid residues. The different colors represent the different amino acid residues in the simulated protein structure. Most of the residues are hydrophobic. Also, the changes in the position of the different hydrophobic residues such as ALA, GLY, ILE, LEU, MET, PRO, PHE, VAL, TYR and TRP can be obviously seen. Additionally, the compactness together with the conformational changes in the protein structure can be seen. In some places, either the protein structure is in the folded/unfolded state or it shows the denatured state of protein structure due to the environmental effect of different pH and ionic strength. The detailed 3D structure and changes in the conformations of all the simulated conditions can be seen in the ESI (Fig. S2–S27).†

### 3.3 Electrostatic calculations

The ionic concentration or electrostatic charges in the BSA transition models were analyzed in the MD simulation process. Each model has specific net charges irrespective of its ionic concentration. The net charges are dependent on the pH value of the protein models. The best crystallization conditions, where the net charge on the BSA structure is neutral is in the pH range of 4.3 to 7.4.\(^41\) The higher the pH value, the greater the net negative charge on the protein model, whereas the opposite is

| pH | Charge (Q) |
|----|------------|
| 2.0 | +105e      |
| 3.5 | +96e       |
| 4.3 | +10e       |
| 7.4 | -16e       |
| 9.0 | -20e       |

Table 2 Charges on the different BSA models based on the pH value

**Fig. 3** Graphical and tabulated representation of the RMSD values for 25 simulated protein models for pH 2.0, 3.5, 4.3, 7.4, and 9.0 and ionic strength of 10 mM, 20 mM, 30 mM, 40 mM, and 50 mM.
true for lower pH values.\textsuperscript{31,39,44} The electrostatic calculation was performed based on the following equation:

$$\sum_{i} \frac{1}{4\pi\varepsilon_0} \frac{Q_i}{r_i}$$  \hspace{1cm} (2)

where $Q_i$ is the charge of atom $i$, and $r_i$ is the distance between charge $i$ and the surface. A Python script was coded to compute and analyze the electrostatic potential at each point along the Connolly surface of the simulated protein. The ionic concentration did not affect the charges on the BSA model, although a variation in pH gave different charge values in the different BSA models, which are depicted in Table 2.

### 3.4 RMSD (root mean square deviation)

We calculated the RMSD values using the backbone atoms of the simulated trajectories. Fig. 3 shows the RMSD graph for 25 simulated conditions, with each having an ionic strength ranging from 10 mM to 50 mM and pH ranging from 2.0–9.0.

The RMSD values shown in tabulated form in Fig. 3 are described graphically in Fig. 4. Denaturation of the protein structure was found to occur mostly at pH 2.0 and pH 9.0, which showed high RMSD values with an increase in ionic strength. The pH of 7.4 was shown to result in the most stable structure and less fluctuation in the RMSD value since the isoelectric point is around pH 7.4.\textsuperscript{41} Further, as the ionic strength increased, the RMSD values also increased at pH 7.4. Although the relationship between ionic strength and RMSD was directly proportional at all pH, the magnitude of the RMSD was drastically different at pH = 2 and 9. The calculated RMSD results show that BSA maintained its native state in the pH range of 4.3 to 7.4. In the pH range of 3.5 to 4.3, the BSA structure showed RMSD values ranging from 1.46 to 5.28 Å. This pH range is the most preferable range for the study of the unlocking of the hydrophobic region of the BSA structure. The potential energy curve also shows the stable energy minimization at a higher ionic concentration in this pH range. In the pH range of 3.5 to
4.3, the RMSD value did not increase significantly, even after increasing the ionic strength, which showed a similar structure to the native protein structure. Thus, the RMSD calculation results show that ionic strength has a direct influence on the RMSD values, and an increase in the ionic strength will increase the RMSD value regardless of the pH range.

3.5 Radius of gyration ($R_g$)

The ‘gmx gyrate’ function was used to compute the radius of gyration of the simulated protein structure and the radii of gyration about the $x$, $y$, $z$ axes as a function of time. We used $R_g$ as a parameter to describe the equilibrium conformation of the total system. It is a sign of the protein structure compactness or folding and unfolding states in term of simulated timescale. The radius of gyration of the simulated system predicts the secondary structure conformations, which are compactly packed or loosely unfolded in the three-dimensional structure of the protein.

In Fig. 5, the continuous timescale in the gyration graph depicts the folded state, while the unstable or fluctuated timescale indicates the unfolded state of the protein structure at that particular timescale (nano second frame). For instance, at 10 mM and pH of 3.5, the protein is in the folding or stable state up to 5 ns of simulation. After 5 ns, the peaks fluctuated, which started showing the unstable or unfolding state of the protein structure.

3.6 Ramachandran plot

The Ramachandran plot was plotted in 2D to analyze the changes in the coordinates of the beta sheets, right-handed alpha helix and the left-handed alpha helix through the VMD program for each 25 simulated condition. The Ramachandran plot was used to visualize the energetically activated coordinate regions for the backbone dihedral angles $\psi$ against $\phi$ of the amino acid residues in the simulated protein structure. We analyzed and confirmed the changes in the conformational structure of the protein structure together with the changes in the coordinates of the amino acid present in the protein and close contacts between the different atoms or molecules. The comparative images shown in Fig. 6 explore the differences in

| pH 2 | pH 3.5 | pH 4.3 | pH 7.4 | pH 9 |
|------|--------|--------|--------|------|
| ![Graphs](image1) | ![Graphs](image2) | ![Graphs](image3) | ![Graphs](image4) | ![Graphs](image5) |

Fig. 5  $R_g$ values for 25 simulated conditions with pH of 2.0, 3.5, 4.3, 7.4, and 9.0 and different ionic strengths ranging from 10–50 mM.
the residues coordinated in each simulated condition. The difference in the coordinates increased with an increase in ionic concentration at both extremes of the pH range, i.e. at very high pH and very low pH. Each Ramachandran plot represents the change in the position of the amino acid residue coordinates due to the effect of different pH and ionic strength. At pH 9.0 and pH 2 (at different ionic concentrations ranging from 10 mM to 50 mM), the amino acid residues show significant structural changes in their β sheets together with the drastic transition of right-handed α helix to left-handed α helix. This behavior explains the high denaturation of the protein structure or most significant conformational changes at pH 9.0 and pH 2.0. For the simulation at pH 3.5 and 4.3, the amino acid residues showed a shift in their atomic position prominently in the same coordinates, which explains the unfolding and folding behavior of the protein structure in a controlled manner. This will be helpful to unlock the core hydrophobic region in the protein structure for drug loading without disrupting its function. The other Ramachandran plots are shown in the ESI, Fig. S28–S52.

4. Conclusions

Our study showed some new insight into the important factors responsible for the folding, unfolding and assembly of the protein structure. Ionic strength and pH both play an important role in the conformational changes in the protein structure. When the protein structure is highly charged due to a low pH and high ionic strength, the strong intramolecular electrostatic repulsions induce denaturation of the protein structure. Similar outcomes were found in the case of high pH and high ionic strength, where the RMSD values indicate the highly denatured state. Interestingly, in the pH range of 3.5 to 4.3, denaturation occurred in a controlled manner, which unlocks the core hydrophobic residues of the protein structure. We analyzed the potential energy of each condition to determine the stability of the protein structure for further aggregation or denaturation. Further, decreasing the environmental pH to 7.4 and simulating the bovine serum albumin structure provided the least interactive or most stable model in a way that is driven by electrostatic changes, resulting in the introduction of a core hydrophobic region. Thus, studying the electrostatic potential and ionic strength together with the counter ions of the protein structure may be a very helpful approach for protein and drug binding, especially for hydrophobic drug binding studies.

In this molecular simulation work, the structural conformation of BSA molecules at different ionic strength and pH was simulated, visualized and investigated from the perspective of a bio-computational approach. Our findings show that specific physico-chemical conditions trigger the unfolding of the core hydrophobic residues due to the protonation state and electrostatic charges on the protein structure.

The molecular simulations in this work unlock the computational biochemistry area, which can serve as a platform for predicting the beginning of aggregation before unfolding of the core hydrophobic region in proteins. These results significantly shed light on the fundamental understanding and behavior of the folding, unfolding and assembly of amino acids and the intramolecular conformational changes within the protein.
structure. They are also helpful in understanding the role of protein folding and unfolding in various medical conditions, such as amyloid formation in Alzheimer's disease.

Future studies will emphasize whether these conformational changes in the protein structure can provide binding sites for drugs in various albumin isoforms towards the development of a new concept of universal nanocarriers for the delivery both hydrophobic and hydrophilic molecules for targeted drug delivery.
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