The simultaneous dependence of the oscillatory dynamics both on parameter values and initial conditions is typical for systems with a line of equilibria. For this reason bifurcations without parameters are a frequent occurrence in such systems. In particular, memristor-based systems with a line of equilibria can exhibit oscillation excitation accompanied by various manifestations of the Andronov-Hopf bifurcation. The supercritical Andronov-Hopf bifurcation is well-studied in this regard. Meanwhile, the hard oscillation excitation associated with the subcritical Andronov-Hopf bifurcation has not been considered yet in the context of the systems with a line of equilibria. In the present paper we demonstrate the hard self-oscillation excitation in a system with a line of equilibria exhibiting distinctive features of the subcritical Andronov-Hopf bifurcation. The obtained results allow to carry out the comparative analysis of the hard self-oscillation excitation in classical self-oscillators with isolated equilibrium points and systems with a line of equilibria.

I. INTRODUCTION

Depending on the dynamical system intrinsic peculiarities, the Andronov-Hopf bifurcation (also called the Poincaré-Andronov-Hopf bifurcation or simply the Hopf bifurcation) has different manifestations. Besides the classical bifurcation observed in deterministic self-oscillators, one can distinguish the stochastic Andronov-Hopf bifurcation occurring in the presence of noise or induced by random perturbations, the delay-controlled and delay-induced bifurcations in deterministic and stochastic systems, the bifurcations resulted from the piecewise-smooth character of the self-oscillator nonlinearity, and other types. The particular kind of the Andronov-Hopf bifurcation discussed in the present paper is associated with the existence of a line of equilibria and involves both system parameters and initial conditions as factors controlling the bifurcation.

Dynamical systems can have $m$-dimensional manifolds of equilibria which consist of non-isolated equilibrium points (line of equilibria, surface of equilibria, circle, and square equilibria, etc). Among such manifolds one distinguishes normally hyperbolic manifolds of equilibria characterized by $m$ purely imaginary or zero eigenvalues, whereas all the other eigenvalues have non-zero real parts. In the simplest case these manifolds exist as a line of equilibria. Systems with a line of equilibria have been mathematically considered. It has been shown that their significant feature is the occurrence of so-called bifurcations without parameters, i.e., the bifurcations corresponding to fixed parameters when the condition of normal hyperbolicity is violated at some points of the manifold of equilibria.

Memristor-based oscillators are widely represented in a variety of systems with a line of equilibria. Bifurcation mechanisms of the periodic solution appearance in such systems have been explored numerically and analytically for different kinds of nonlinearity. In terms of the phase space, the oscillation excitation in the studied systems is associated with the invariant closed curve emergence in the neighbourhood of become unstable equilibrium points belonging to some part of the line of equilibria. After that both a set of equilibrium points on the line of equilibria and a set of non-isolated closed curves can be observed depending on the initial condi-
with a line of equilibria? Answers to all these questions are given in the current paper.

II. MODELS AND METHODS

A two-terminal passive electronic circuit element ‘memristor’ was introduced by Leon Chua\(^{23}\) as a realization of the relationship between the electrical charge and the magnetic flux linkage. Then the term ”memristor” was extended to the conception of ”memristive systems”\(^{24}\). A class of the memristive systems contains a broad variety of elements of different nature and is identified by a continuous functional dependence of characteristics at any time on previous states.

Specifically, a flux controlled memristor relates the transferred electrical charge, \(q(t)\), and the magnetic flux linkage, \(\varphi(t)\): \(dq = W d\varphi\), whence it follows that \(W = W(\varphi) = \frac{dq}{d\varphi}\). Using the relationships \(d\varphi = V_m dt\) and \(dq = I_m dt\) \((V_m\) is the voltage across the memristor, \(I_m\) is the current passing through the memristor), the memristor current-voltage characteristic can be derived: \(I_m = W(\varphi)V_m\). It means that \(W\) is the flux-controlled conductance (memductance) and depends on the entire past history of \(V_m(t)\):

\[
W(\varphi) = \frac{dq}{d\varphi} = q'(\int_{-\infty}^{t} V_m(t)dt).
\] (1)

The initially proposed by Leon Chua flux-controlled memristor\(^{23}\) is described by piecewise-linear dependence \(q(\varphi)\):

\[
q(\varphi) = \begin{cases} 
(a - b)\varphi_* + b\varphi, & \varphi \geq \varphi_* \\
 a\varphi, & |\varphi| < \varphi_* \\
-(a - b)\varphi_* + b\varphi, & \varphi \leq -\varphi_*.
\end{cases}
\] (2)

Then the memristor conductance \(W(\varphi)\) becomes:

\[
W(\varphi) = \begin{cases} 
 a, & |\varphi| < \varphi_* \\
 b, & |\varphi| \geq \varphi_*.
\end{cases}
\] (3)

which can be approximated by the hyperbolic tangent function (see Fig. 2(a)):

\[
W(\varphi) = \frac{b - a}{2} \tanh \left( k(\varphi^2 - \varphi_*) \right) + \frac{b + a}{2},
\] (4)

where a parameter \(k\) characterizes the sharpness of the transitions between two memristor’s states. Changing the memristor conductance function to the smooth one does not qualitatively modify the memristor properties.

The classical loop in the current-voltage characteristic of the memristor driven by the external periodic influence, \(V_{\text{ext}} = V_0 \sin(\omega_{\text{ext}} t)\), persists. It is illustrated in Fig. 2(b) where two memristor current-voltage characteristics are
Real memristive devices can “forget” the state history over time. Thus, it has been shown that the “forgetting” effect in memristors based on metal oxides is associated with the diffusion of charged particles in a certain region with a high concentration of dopants. However, this “forgetting” can happen very slowly. One of the simplest form of the memristor state equation which implies the forgetting effect is the following:

$$
\frac{dz}{dt} = x - \delta z,
$$

where $z$ plays a role of a memristor state variable, $x$ is an input signal (for example, it could be a voltage applied across the memristor), a parameter $\delta$ characterizes the forgetting effect strength.

In the current paper we consider a model of the electronic circuit depicted in Fig. 2 (c). It is the series RLC-circuit including a nonlinear resistive element and a flux-controlled memristor connected in parallel with a capacitor. The nonlinear element is described by a S-type current-voltage characteristic, which is approximated by the fifth-order polynomial: $V_N(I) = -n_1 I - n_3 I^3 + I^5$. The presented in Fig. 2 (c) system is described by the following dynamical variables: $V$ is the voltage across the capacitor $C$, $I$ is the current through the inductor $L$ and $\phi$ is the magnetic flux linkage controlling the memristor. Using Kirchhoff’s laws, one can derive differential equations for the considered system:

$$
\begin{align*}
I &= C \frac{dV}{dt} + W(\phi)V, \\
\frac{dI}{dt} + V_N(I) + V &= 0, \\
\frac{d\phi}{dt} &= V,
\end{align*}
$$

where $W(\phi)$ is the flux-controlled conductance of the memristor. In the dimensionless variables $x = V/v_0$, $y = I/i_0$ and $z = \phi/(L\phi_0)$ with $v_0 = 1$ V, $i_0 = 1$ A, $\phi_0 = 1$ sec $\times v_0$ and the dimensionless time $t = [(v_0/(i_0 L))]t'$, Eqs. (6) can be rewritten as being:

$$
\begin{align*}
\frac{dx}{dt} &= \alpha (y - G_M(z)x), \\
\frac{dy}{dt} &= -x + \beta_1 y + \beta_3 y^3 - y^5, \\
\frac{dz}{dt} &= x,
\end{align*}
$$

where $\alpha = (L/C)(i_0/v_0)^2$ is the dimensionless parameter, which numerically equals to $L/C$. This parameter is assumed to be equal to unity in the following. The function $G_M(z)$ is the dimensionless equivalent of the function $W_M(\phi)$. Two options for $G_M(z)$ are under consideration:

$$
G_M(z) = \begin{cases} 
\alpha, & |z| < 1, \\
\beta, & |z| \geq 1,
\end{cases}
$$

and

$$
G_M(z) = \frac{b - a}{2} \tanh \left( k(z^2 - 1) \right) + \frac{b + a}{2},
$$

where $a = 0.02$ and $b = 2$, $k = 5$.

System (7) is explored both theoretically by using the quasiharmonic reduction and numerically by means of modelling methods. Numerical simulations are carried out by integration of Eqs. (7) using the fourth-order Runge-Kutta method with the time step $\Delta t = 0.0001$ from different initial conditions.
III. SYSTEM WITH CHUA’S MEMRISTOR

A. Numerical simulation

Let us consider system (7) with memristor function \( G(x) \). Parameters of system (7)-(8) are \( \alpha = 1, \beta_3 = 0.5, \) \( a = 0.02, b = 2, \beta_1 \geq 0 \). The system has an infinite number of equilibrium points with the coordinates \( (0;0;0) \) forming a line of equilibria in the phase space. One of the eigenvalues \( \lambda_1 \) of the equilibrium is always equal to zero while the others depend on the parameters and on the position on the OZ-axis (z-coordinate):

\[
\lambda_1 = 0, \\
\lambda_{2,3} = \frac{\beta_1 - G_M(z)}{2} \pm \sqrt{\left(\frac{G_M(z) + \beta_1}{2}\right)^2 - 1}. \quad (10)
\]

All the points belonging to the line of equilibria are neutrally stable along the OZ-axis. At the same time, for each point of the line of equilibria one can distinguish a plane \( Q(x, y, z) \) which includes trajectories corresponding to attraction or repelling of this point in its vicinity. The stability of the equilibrium point belonging to the line of equilibria is characterized by means of linear stability analysis used for isolated fixed points on the phase plane (analysis of the eigenvalues \( \lambda_{2,3} \) in Exp. (10)). Hereinafter, using the terms ”stable” or ”unstable” point in the line of equilibria, we mean the behavior of the trajectories in the neighbourhood of the equilibrium point on the plane \( Q(x, y, z) \).

Increasing the parameter \( \beta_1 \) from the value \( \beta_1 = -0.1 \) gives rise to the following bifurcation changes in the phase space. Initially, the system attractor is a line of equilibria, and all the phase trajectories are attracted to it (Fig. 3(b)). After passing through a certain value \( \beta_1^{SN} \approx -0.036 \) the second attractor appears in the phase space. Similarly to the previous configuration in Fig. 3(a), all the trajectories starting in a finite vicinity of the line of equilibria tend to it as before. The analysis of expressions (10) has confirmed the result that the line of equilibria is stable since all the equilibria \( (x = y = 0, z \in (-\infty; \infty)) \) are characterized by two eigenvalues \( \lambda_{2,3} \) with the negative real parts. At the same time, if one increases the distance between the initial condition point and the line of equilibria, the phase point can move away from the line of equilibria tracing a spiral-like trajectory. That movement culminates in motion along an invariant closed curve (two of them are coloured in yellow in Fig. 3(c)). Continuous changes of the initial conditions give rise to hit on another invariant closed curve. Thus, the second attractor represents a continuous set of closed curves which form a two-dimensional surface (the red surface in Fig. 3(c)) located in the subspace \( z \in [-1; 1] \) (see the corresponding projection in Fig. 3(d)). There exists the third limit set between two attractors. It is a two-dimensional cylindric surface (the blue surface in Fig. 3(c)) repelling the trajectories and separating the basins of attraction. Starting from the neighbourhood of the blue cylindric surface in Fig. 3(c) the phase point moves either to the line of equilibria or to the attracting manifold of closed curves (schematically shown on the right inset in Fig. 3(c)). The blue surface consists of a continuous set of invariant closed curves which can be observed by numerical modelling of system (7)-(8) with a negative time step \( \Delta t < 0 \).

Further growth of the parameter \( \beta_1 \) leads to the con-
traction of the repelling cylindrical surface (radius \( \rho_2 \) in Fig. 3 (e) decreases). Finally, the second bifurcation occurs at \( \beta_1 = 0.02 \) when the repelling surface collapses into a part of the line of equilibria \((x = y = 0, |z| < 1)\). After that the equilibrium points with the coordinate \(-1 < z < 1\) become unstable, while the points of the line of equilibria with \(|z| > 1\) remain to be stable (the result of numerical simulation is confirmed by the analysis of eigenvalues (16)). After the bifurcation the system has one single attractor again [Fig. 3 (e)]. It consists of a continuous set of closed curves which form a two-dimensional surface (like a whirligig) for \(-1 < z < 1\) and of stable semi-axes on the line of equilibria for \(|z| \geq 1\).

### B. Analytical approach

To reveal the bifurcation mechanisms corresponding to the appearance and further transformation of attracting and repelling two-dimensional surfaces for \(-1 < z < 1\), equations (7)-(8) are solved analytically. First, the system is transformed into the oscillatory form:

\[
\begin{aligned}
\frac{d^2x}{dt^2} + (G_M(z) - \beta_1) \frac{dx}{dt} + (1 - \beta_1 G_M(z)) x &= \beta_3 \left( \frac{dx}{dt} + G_M(z) x \right)^3 - \left( \frac{dx}{dt} + G_M(z) x \right)^5, \\
\frac{dz}{dt} &= x.
\end{aligned}
\]  

(11)

The first equation of system (11) does not include the variable \( z \) in an explicit form. The dependence of the solution on the \( z \) variable is defined by the function \( G_M(z) \) which possesses two values. This allows to analytically solve the first equation (see system (11)) and then to consider two options for the function \( G_M(z) \). The solution is sought as a harmonic function in complex representation:

\[
x(t) = Re \{ A(t) \exp(i\omega_0 t) \} = \frac{1}{2} (A(t) \exp(i\omega_0 t) + A^*(t) \exp(-i\omega_0 t)),
\]

(12)

where \( A(t) \) is the complex amplitude, \( A^*(t) \) is the complex conjugate function, \( \omega_0 = \sqrt{1 - \beta_1 G_M(z)} \) is the periodic solution frequency. To simplify further mathematical derivations, the complex amplitude and the corresponding complex conjugate function are written without arguments: \( A(t) = A, A^*(t) = A^* \). The slowly varying amplitude condition is assumed to be satisfied:

\[
|\frac{dA}{dt}| \ll \omega_0 A \quad \text{and} \quad |\frac{dA^*}{dt}| \ll \omega_0 A^*.
\]

Then the first and the second derivatives take the following form:

\[
\frac{dx}{dt} = \frac{1}{2} \{i\omega_0 A \exp(i\omega_0 t) - i\omega_0 A^* \exp(-i\omega_0 t)\},
\]

(13)

\[
\frac{d^2x}{dt^2} = \left( i\omega_0 \frac{dA}{dt} - \frac{\omega_0^2 A}{2} \right) \exp(i\omega_0 t) - \left( i\omega_0 \frac{dA^*}{dt} + \frac{\omega_0^2 A^*}{2} \right) \exp(-i\omega_0 t).
\]

(14)

Expressions (12)-(14) are substituted into the first equation of system (11). After that we approximate all fast oscillating terms by their averages over one period \( T = 2\pi/\omega_0 \), which gives zero. Then we obtain the equation for the complex amplitude \( A \):

\[
\frac{dA}{dt} = -\frac{i}{2} \left( \frac{\omega_0^2}{2} - 1 \right) + \frac{G_M(z) \omega_0}{2} A - \frac{\beta_1 A}{2} (i G_M(z) - \omega_0) \\
- \frac{3\beta_3 A |A|^2}{8} (G_M^2(z) + \omega_0^2) (i G_M(z) - \omega_0) \\
+ \frac{5A |A|^4}{16} (G_M^2(z) + \omega_0^2)^2 (i G_M(z) - \omega_0).
\]

(15)

The representation of the complex amplitude in the form \( A = \rho \exp(i\phi) \) (here \( i \) is the imaginary unit, \( i = \sqrt{-1} \)) allows to rewrite Eq. (15) as a system of equations for the real amplitude \( \rho \) and phase \( \phi \):

\[
\frac{d\rho}{dt} = \frac{\beta_1 - G_M(z)}{2} \rho + \frac{3\beta_3}{8} (G_M^2(z) + \omega_0^2) \rho^3 \\
- \frac{5}{16} (G_M^2(z) + \omega_0^2)^2 \rho^5,
\]

\[
\frac{d\phi}{dt} = -\frac{\omega_0^2 - 1 + G_M(z) \beta_1}{2 \omega_0} \\
- \frac{3\beta_3 G_M(z) (G_M^2(z) + \omega_0^2) \rho^3}{8 \omega_0} \\
+ \frac{5G_M(z) (G_M^2(z) + \omega_0^2)^2 \rho^5}{16 \omega_0}.
\]

(16)

It is important to note that the first equation does not include the phase \( \phi \). Thus, the problem concerning the existence of periodic oscillations and bifurcations in system (11) is reduced to the amplitude equation analysis. The amplitude equation (the first equation in pair (16)) has three solutions:

\[
\rho_1 = 0,
\]

\[
\rho_2 = \sqrt{\frac{3\beta_3 - \sqrt{9\beta_3^2 + 40(\beta_1 - G_M(z))}}{5 (G_M^2(z) + \omega_0^2)}},
\]

\[
\rho_3 = \sqrt{\frac{3\beta_3 + \sqrt{9\beta_3^2 + 40(\beta_1 - G_M(z))}}{5 (G_M^2(z) + \omega_0^2)}}.
\]

(17)
The first equilibrium solution of the amplitude equation, \( \rho_1 = 0 \), exists at any values of parameters and corresponds to being at the equilibrium points \( x = 0, y = 0, z \in (\mathbb{R}^+) \). The solution \( \rho_1 = 0 \) is stable for \( \beta_1 < G_M(z) \) and unstable for \( \beta_1 > G_M(z) \). The second and third solutions (unstable \( \rho_2 \) and stable \( \rho_3 \)) appear at \( \beta_1 = \beta_1^{SN} = G_M(z) - \frac{9}{40} \beta_1^2 \). Increasing the parameter \( \beta_1 \) gives rise to decreasing the amplitude solution \( \rho_2 \) until it achieves the value \( \rho_2 = 0 \) at \( \beta_1^{HB} = G_M(z) \).

Let us consider the evolution of amplitude equation solutions (17) in the subspace \(-1 < z < 1\) at fixed \( \beta_3 = 0.5 \) and increasing \( \beta_1 \) [Fig. 4]. In case \(-1 < z < 1\) the function \( G_M(z) \) takes the value \( G_M(z) = a = 0.02 \). The appearance of the solutions \( \rho_{2,3} \) at \( \beta_1 = \beta_1^{SN} = 0.03625 \) corresponds to the emergence of two non-isolated closed curves in the full phase space of system (7)-(8). A manifold of closed curves forming the attractive and repulsive two-dimensional surfaces appear simultaneously in the whole subspace \( |z| < 1 \). The attractive two-dimensional surface consists of several parts. The central part is formed by a continuous manifold of identical invariant closed curves (one of them is the closed curve 1 in Fig. 3(b)-(f)). The central surface corresponds to the subspace, where the oscillation characteristic is defined by the properties of the system fifth-order nonlinearity. In this case the instantaneous value \( z(t) \) does not reach unity during the oscillatory process. The dependence of the oscillation amplitude \( \rho_3 \) on the parameter \( \beta_1 \) (see expressions (17)) was derived for the central surface. If the value \( |z(t)| = 1 \) is reached once a period of oscillations (see for example curve 2 in Fig. 3(b)-(f)), then the limitation of an oscillation amplitude is realized by the combined impact of the nonlinear element and the memristor. When the phase point moves out the subspace \(-1 < z < 1\), the system dissipation sharply increases (for this regions \( G_M(z) = 2 \), see the grey areas in Fig. 3(b)-(f)). Then the amplitude growth stops. As a result, oscillations with constant amplitude are observed.

Further growth of the parameter \( \beta_1 \) gives rise to decreasing the unstable solution amplitude \( \rho_2 \) up to \( \rho_2 = 0 \) while the stable solution amplitude \( \rho_3 \) continuously increases. This process corresponds to the contraction of the repelling cylindrical surface (radius \( \rho_2 \) in Fig. 3(e) decreases). Finally, the second bifurcation occurs at \( \beta_1^{HB} = G_M(z) = 0.02 \) when \( \rho_2 = 0 \) and the repelling surface collapses into the part of the line of equilibria \( (x = y = 0, |z| = 1) \).

Arrows in Fig. 4 illustrate the hysteresis effect. Let us fix the parameter \( \beta_1 = -0.1 \) and initial conditions close to the line of equilibria at \(-1 < x_0 < 1\). Then the phase point is attracted to the line of equilibria. Increasing the parameter \( \beta_1 \) does not shift the phase point from the line of equilibria until passing through the value \( \beta_1 = \beta_1^{HB} \). In case \( \beta_1 > \beta_1^{HB} \) the phase point moves away from the line of equilibria and comes to an invariant closed curve. If we keep the phase point on the invariant closed curve and decrease the parameter \( \beta_1 \), then the phase point continues to move along it until \( \beta_1 = \beta_1^{SN} \). When the parameter \( \beta_1 \) becomes smaller than \( \beta_1^{SN} \), the phase point returns to the line of equilibria. The hysteresis principle is that the phase point moves from the line of equilibria and returns there at different values of \( \beta_1 \).

IV. SYSTEM WITH SMOOTH MEMRISTOR NONLINEARITY

The described above dynamics is associated with the piecewise-smooth memristor characteristic. The next stage is to understand how the attractor specifics changes in the presence of the smooth memristor nonlinearity. To explore this issue, system (7)-(8) including memristor characteristic function (10) is studied.

It has been shown in numerical experiments that the system with smooth nonlinearity demonstrates the same bifurcation transitions (see Fig. 5) in comparison with the piecewise-smooth oscillator. The difference consists in the shape of the attracting two-dimensional surface. Thus, one can conclude that the piecewise-smooth character of the nonlinearity does not play the principal role, and the described bifurcations can be observed in circuits including a wide range of memristors. The last issue is the impact of the memristor state equation which is studied in the further section.
V. MEMRISTOR FORGETTING EFFECT

Let us consider a model of the circuit in Fig. 4 (c) including the memristor with the forgetting effect:

\[
\begin{align*}
\frac{dx}{dt} &= \alpha(y - G_M(z)x), \\
\frac{dy}{dt} &= -x + \beta_1 y + \beta_3 y^3 - y^5, \\
\frac{dz}{dt} &= x - \delta z, \\
G_M(z) &= \begin{cases} 
 a, & |z| < 1, \\
 b, & |z| \geq 1,
\end{cases}
\end{align*}
\]

where parameters are: \( \alpha = 1, \beta_3 = 0.5, \delta = 0.01, a = 0.02, b = 2 \). In such a case the line of equilibria is transformed into a steady state \( x = y = z = 0 \) being one single steady state in the phase space at \( \beta_1 < \beta_{1SN} \) where \( \beta_{1SN} = a - \frac{9}{40} \beta_3^2 \) [Fig. 4(b)]. Increasing the parameter \( \beta_1 \) gives rise to the saddle-node bifurcation of limit cycles at \( \beta_1 = \beta_{1SN} \); a pair of limit cycles (stable and saddle ones) appear in the phase space [Fig. 4(b)]. Further growth of the parameter \( \beta_1 \) leads to the contraction of the saddle limit cycle which collides into the stable steady state at \( \beta_1 = a \). At this moment the steady state becomes a saddle-focus fixed point. After the bifurcation the stable limit cycle is a single attractor in the phase space [Fig. 4(c)]. In this way, the attracting and repelling surfaces built by invariant closed curves in the phase space of systems with a line of equilibria are transformed into the stable and saddle limit cycles in the presence of the forgetting effect. Thus, one deals with the contraction of limit sets along the OZ-axis.

The action of the parameter \( \delta \) is reflected in the duration of transient processes describing motions of the phase point to attractors along the OZ-axis. The smaller is the parameter \( \delta \) the longer is the transient time.

CONCLUSIONS

The classical self-oscillation excitation scenario via the subcritical Andronov-Hopf bifurcation\(^{24} \) implies the saddle-node bifurcation of limit cycles which does not affect a stable steady state: stable and unstable limit cycles appear in the phase space. After that the unstable limit cycle shrinks and collides into the steady state which losses stability (the subcritical Andronov-Hopf bifurcation). After that the stable limit cycle becomes a single attractor in the phase space. It is shown in the current paper how such bifurcation transitions morph in systems with a line of equilibria. In such a case an image of the saddle-node bifurcation of limit cycles is the appearance of two two-dimensional surfaces formed by invariant closed curves. The first one becomes the second attractor in addition to the line of equilibria. The second surface is repelling and plays a role of an unstable limit.
cycle: it splits the basins of attraction of two attractors. Further change of parameter values leads to the contraction of the repelling surface until it collides into a part of the line of equilibria. At this moment the contacting section of the repelling surface until it collides into a part of the line of equilibria morphs into a steady state while the line of equilibria becomes unstable. After that two attractors merge into one which consists of two attracting semi-axes of the line of equilibria (steady states with the coordinates $x = y = 0, |z| \geq 1$) and a closed surface formed by a continuous manifold of invariant closed curves.

To combine numerical simulations with analytical derivations, a simplified model with piecewise-smooth memristor nonlinearity was considered first. Further introduction of a continuous memristor characteristic has not caused principal changes in the structure of attractors and bifurcation transitions.

The impact of the memristor forgetting effect is manifested in the contraction of limit sets along the $OZ$-axis: the line of equilibria morphs into a steady state while the repelling and attracting surfaces are transformed into unstable and stable limit cycles. Resultantly, a continuous dependence of the oscillation characteristics on the initial condition $z_0$ disappears. In such a case one deals with well-known hard self-oscillation excitation observed in self-oscillators with a finite number of isolated steady states and limit cycles. A similar character of the forgetting effect action was noted in earlier publications[34,35] where the effect of synchronization involving a line of equilibria was studied.

A manifold of systems with a line of equilibria is not limited by memristor-based oscillators. It includes electronic circuits where the inertial nonlinearity of a memristive element is implemented by means of analog electronics (see, for instance, papers[36,37] where the memristor and memcapacitor characteristics are implemented). Generally, the reported bifurcation transitions are expected to be observed in systems with a line of equilibria of any nature.
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