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ABSTRACT The growing demand for green energy has driven the development of large-capacity hydroelectric plants away from load centers. In this setting, one key aspect is constructing electrical networks for efficient power transmission to the primary grid, which is sometimes combined with high-voltage direct-current systems. However, on-site applications based on real-time dispatch problems often do not model AC power flow (ACPF) constraints, partly because of a lack of appealing methods to simultaneously include the dispatch and ACPF operating characteristics. Furthermore, a precise hydropower production function, a priority in this type of problem, can introduce additional complexity, and practical applications commonly sacrifice grid-connection modeling. This paper proposes a technique for incorporating ACPF constraints in real-time hydro dispatch, promoting widespread methods and optimization tools. The proposed strategy is based on mixed-integer quadratic programming that yields convergent electrical variables compatible with the exact ACPF to minimize a compromise between transmission losses and turbined outflow. The testbed is the Santo Antônio system, composed of 50 generating units, 13 power transformers, and 41 buses. Simulations based on real-life data demonstrate the impact of ACPF modeling, achieving consistently reduced losses above 5%, at the cost of a higher processing time.
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NOMENCLATURE

A. SETS AND INDEXES

\( i \) Index associated with a generating unit.
\( k, m \) Indexes associated with buses.
\( km \) Pair of indexes associated with buses at the endpoints of a transmission branch.
\( \Delta_{km} \) Indexes representing a difference between buses \( k-m \) indexed variables or parameters.
\( \Omega_{gen} \) Set of all generation buses.
\( \Omega_{trf} \) Set of all transference buses.
\( sys \) Index associated with a section in a transmission system.
\( \Omega_{slk} \) Set of slack buses, one for each section \( sys \).
\( \Omega_{gen}^k \) Set of units connected to generation bus \( k \).

\( \Omega_{dy} \) Set of delivery buses, one for each section \( sys \).
\( \nu \) Index associated with a sampled function point (vertex).
\( b \) Index associated with a bit position in a code.
\( \Omega_b^R, \Omega_b^L \) Set of \( \nu \) for which \( \lambda_{w} \) is always associated with value 1 (L) or 0 (R) at bit \( b \) for all mapping codes used.
\( \Omega_{sys} \) Set of all units in the section \( sys \).

B. VARIABLES

\( g_i \) Power generation of unit \( i \) (MW).
\( \rho_i \) Turbine efficiency of generating unit \( i \).
\( nh_i \) Net head of unit \( i \) (m).
\( w_i \) Turbined outflow of unit \( i \) (\( m^3/\text{s} \)).
\( e_{k/m}, f_{k/m} \) Real/imaginary voltage component (pu) of bus \( k/m \).
C. PARAMETERS

- \( pg_k, qg_k \): Active/reactive power generation injection balance (pu), as computed from power flow equations at bus \( k \).
- \( vm_k \): Square of bus \( k \) voltage magnitude (pu), as computed from real/imaginary components.
- \( im_{km} \): Square of branch \( km \) current magnitude (pu), as computed from real/imaginary components.
- \( x_i, y_i \): Binary variable representing the start-up/shutdown of unit \( i \), relative to an initial state.
- \( u_i \): Binary variable for the on/off states of unit \( i \).
- \( s \): Spillage (m³/s).
- \( q_i \): Reactive power output at unit \( i \) (Mvar).
- \( \lambda_{vi} \): Continuous variables associated with sample \( v \) of hydropower production function in unit \( i \).
- \( l_{bi} \): Binary variables equal to bit \( b \), in the gray code set element mapping the desired active piecewise linear interval at unit \( i \).
- \( pg_{tk}, qg_{tk} \): Active/reactive power generation injection balance (pu), as computed from a Taylor expansion of power flow equations at bus \( k \).
- \( vm_{tk} \): Square of bus \( k \) voltage magnitude (pu), as computed from the Taylor expansion of the quadratic expression applied for \( vm_k \).
- \( x_{ri}, y_{ri} \): Binary variable representing the switching of unit \( i \) state, relative to an auxiliary reference.

- \( V_k^{\min (\max)} \): Minimum (maximum) voltage magnitude of bus \( k \) (pu).
- \( E_{sys}, F_{sys} \): Real/imaginary fixed voltage components (pu) for the slack bus of each section \( sys \).
- \( CC_{xz} \): Coefficients of index \( x \) (0 to 1) for segment \( z \) of the piecewise linear capability curve.
- \( CL_{xyz} \): Coefficients of index \( x \) (0 to 1) for segment \( z \) of reactive power limiter type \( y \) (I or II).
- \( Q_i^{\min (\max)} \): Minimum (maximum) reactive power of unit \( i \) (pu).
- \( D_{sys} \): Active power (pu) requirement associated to the generating units set of each section \( sys \).
- \( Q_{sys} \): Reactive power (pu) requirement at reference substation of each section \( sys \).
- \( max_{km} \): Maximum current capacity (pu) of circuit branch \( km \).
- \( E_{0k/m}, F_{0k/m} \): Parameterized pivot values for real/imaginary voltage components (pu) at bus \( k/m \).
- \( A_{W_{vi}}, A_{G_{vi}} \): Sampled turbined outflow (m³/s) and active power output (MW) of unit \( i \), derived from nonlinear hydropower production functions.
- \( U_{i}^{\text{ref}} \): Parameterized unit \( i \) auxiliary reference for optimal power flow solution (binary).
- \( \Delta U^{\text{max}} \): Maximum switching operations relative to an auxiliary reference.

I. INTRODUCTION

One of the most crucial tasks for hydroelectric plant operation is real-time dispatch (RTD), which addresses the optimal distribution of power generation among the available generating units (GUs). The solution obtained in this optimization problem is used in real-time operations to assist the production allocation among GUs. Moreover, efficient computation of the RTD is of particular importance because, in generation scheduling models, hydro plants are represented by power production and turbined outflow functions, usually built using the optimal values related to RTD. In addition to computational efficiency, adequate RTD modeling is an important issue [1], and studies have shown that significant gains can be rendered by adequately allocating the power between GUs [2], [3]. The typical RTD formulation consists of maximizing the power generation for a given plant turbined outflow or, equivalently, minimizing the discharge necessary to meet a given target demand, while satisfying constraints on the operation ranges of GUs. The reservoir water balance, limits of net head and power of the GUs, rates of variation of outflow, and operating power reserve requirements are additional typical constraints.
One of the critical challenges in the RTD problem of hydroelectric power plants is to precisely represent the hydro production function (HPF). In general, HPF depends on the product between the net head and turbined outflow in each GU, which is a nonconvex and nonlinear function [4]. The HPF can also be discontinuous owing to the presence of forbidden operating zones. An adequate HPF is important in the RTD context because suboptimal dispatch solutions are related to inefficient and nonsmooth hydroelectric power generation. As damaging consequences, we highlight the waste of water (a scarce resource) associated with the low-efficiency points and the increased wear and tear of the turbine equipment due to excessive switches of the GUs.

Despite the recent advances in mixed-integer nonlinear programming (MINLP), given the complex nature and computational time limit for solving the RTD problem, modeling simplifications are needed to allow for the computational tractability of the resulting optimization model. In this sense, most studies assume that alternating current power flow (ACPF) constraints must be sacrificed, favoring an adequate representation of the HPF, especially for multi-unit hydropower plants. Therefore, when introduced in the RTD problem, the power flow (PF) constraints tend to be simplified, focusing mostly on modeling the active power.

The introduction of PF-related constraints in generation scheduling problems is intricately linked to the development of an optimal power flow (OPF). Since its conception, the OPF has progressed dramatically, starting from fuel cost minimization under only active power constraints to modern-day developments with new objective functions, reactive power flow constraints, and the application of more sophisticated mathematical techniques. In some cases, as both ACPF and discrete features of the power system are modeled precisely, OPF problems can already be formulated and solved as fully fledged mixed-integer nonlinear programming (MINLP) optimization problems [5], [6]. However, typical applications of the OPF problem still focus mainly on the network operation in which 0-1 (binary) decisions associated with the GU statuses have been previously determined. Furthermore, despite all advances in nonlinear programming (NLP)-type ACOPF problems, many practical applications still simplify PF equations, mainly because of convergence problems and computational burden. For example, direct current power flow (DCPF) is a traditional modeling strategy, especially for systems with a vast transmission network. In this context, enhanced linearized PF formulations have been proposed, allowing for the approximated modeling of reactive power flow, voltage profile, or transmission losses [7]–[9].

Concerning the RTD and related short-term hydro scheduling (STHS) problems, such as the hydro unit commitment (HUC) [10], given the necessity of accurate HPF representation, transmission network modeling is implicated in complex optimization problems. Works that deal explicitly with RTD problems in hydro plants, similar to [11] and [12], are relatively less common than those focusing on other types of STHS problems, such as the HUC. To the best of our knowledge, no studies have specifically focused on handling the hydro RTD and ACOPF simultaneously. Nonetheless, some recent papers [13]–[15] have proposed sophisticated methods for directly solving ACPF-constrained STHS problems, specifically day-ahead HUC problems. However, these methods have not yet been demonstrated to be sufficiently stable, suitable for on-site applications, or compatible with widely available solution tools. Furthermore, [6] and [16] presented advances in new problem-solving paradigms, such as evolutionary computation and artificial intelligence, with the potential to deal with generation scheduling and OPF problems.

Although dependent on simplifications in PF modeling, practical works have considered commercial solver-based solution strategies that approximate transmission grid operational features. In [17], for example, the HUC of a plant with 18 GUs was studied, and a high-voltage direct current (HVDC) system was considered. The HUC is formulated as a mixed-integer linear programming (MILP) problem, and the transmission load targets of HVDC lines are achieved via specific constraints.

Regardless of modeling complexity or solution strategy, works primarily concerned with OPF problems, especially for large-scale systems, aiming at optimizing transmission operation, target production, or costs, and usually cannot afford to deal with hydraulic optimization with a precision level that is comparable to that obtained with a strict hydro RTD problem. On the other hand, hydro RTD problems are used by plant owner operators, which normally sacrifice transmission system modeling. As mentioned before, literature specifically related to the hydro RTD problem is relatively scarce. However, as examples of low-precision transmission modeling in RTD and hydraulic modeling in OPF, we can cite a few recent papers. In [18] and [19], OPF problems for wind-thermal-hydro systems were dealt with, in which HPF modeling was neglected. In turn, [20] applied a hydrothermal dispatch problem with improved formulations for plant productivity, but the electrical network modeling was based on the basic DCPF. All of these studies have been published in the past two years.

An important example of a complex practical case that can benefit from accurately modeling the local transmission network in the RTD problem is the Santo Antônio Hydroelectric Power Plant (SAHP). The SAHP is the fifth largest hydro plant in Brazil, coupled with the Brazilian power system grid via the Madeira River HVDC system. As further detailed in the following sections, the plant comprises 50 GUs and 13 power transformers (TRs) distributed along a 2.6 km wide dam. Four 500 kV AC transmission lines, each approximately 15 km long, connect 44 GUs and the HVDC system. Then, a DC-link drains the power output to the southeastern region of Brazil through two bipoles, each one over 2,000 km long (3,150 MW and ±600 kVdc each). Finally,
two 230 kV AC transmission lines, approximately 20 km long each, couple the remaining six GUs and the Brazilian power system grid.

Obtaining an efficient RTD in the SAHP is challenging because of its many GUs and complex hydraulic constraints associated with the run-of-the-river operation. Furthermore, the HVDC operation imposes reactive power requirements for 44 GUs in SAHP (500 kV) and all 50 GUs in the Jirau power plant, located 100 km upstream (the HVDC system and each plant with its local AC transmission correspond to the Madeira River complex). If reactive power requirements are not met, the PF may be interrupted or limited owing to the electronic converters and filter operating constraints. This problem can become noticeable during low inflow periods when fewer GUs are necessary to produce active power.

This paper proposes a strategy for a solution algorithm to incorporate the ACPF constraints in the RTD problem of the SAHP, with the aim of obtaining an integrated optimal operation for the GUs and local transmission system. In-site suitable solutions are intended, taking advantage of well-known techniques and general-use commercially available tools. The testbed cases take the SAHP as a reference, where the numerical experiments are based on actual data provided by the plant operator. Therefore, this study aims to provide the following contributions, presented in the order of relevance:

- A framework to integrate more sophisticated modeling and solution techniques applied to real-time hydro-dispatch problems with AC power flow optimization, based on a state-of-the-art MILP linearization technique.
- A strategy for linearized modeling and solving of ACOPF problems, capable of providing high-precision results, even when the operating conditions (e.g., very low power factors) cannot be handled efficiently for most known techniques.
- Study of an important real-life case related to a hydropower plant with unique operating characteristics, highlighting the connection to the grid via a complex HVDC transmission system.

The remainder of this paper is structured as follows: Section II contains a more detailed description of the Madeira River complex; Section III reviews some fundamental topics and presents a general description of the RTD problem combined with the ACPF constraints; Section IV summarizes the basics regarding linearization techniques employed in the solution strategy; Section V describes the developed methodology, presenting a general algorithm and the mathematical formulation of the associated optimization problems, Section VI focuses on the numerical simulations, and Section VII offers conclusions.

II. DESCRIPTION OF THE SYSTEM

The Madeira River hydroelectric complex consists of Jirau (50 GUs and 3,750 MW) and Santo Antônio (50 GUs and 3,568 MW) hydroelectric power plants built between 2008 and 2016 in the northern region of Brazil. Fig. 1 presents a simplified diagram of the transmission system of the Madeira River complex [21]. Notice that 94 GUs are connected to the HVDC system at the same 500 kV AC bus, whereas the remaining six GUs (in SAHP) are connected to the Brazilian power system grid via a 230 kV AC system.

![Simplified diagram of the Madeira River complex.](image1.png)

**FIGURE 1.** Simplified diagram of the Madeira River complex.

Fig. 2 illustrates the hourly outflow and gross head (per powerhouse) in the SAHP from January 2017 to December 2018. The maximum turbined outflow in the SAHP was approximately 30,000 m³/s, and the nominal head was 13.9 m. In the dry season, usually from June to October, the inflow can reach values below 5,000 m³/s. In turn, the inflow exceeds the plant capacity in the wet season, and therefore, spillage is quite common, as shown in Fig. 2.

The plant can maintain a daily average output that ranges from approximately 500 MW to 3,500 MW. However, the maximum generation does not necessarily occur at peak inflow because they produce excessively high tailrace levels. Furthermore, inflow is roughly equal to the outflow due to run-of-the-river operation, except for some special conditions, such as during transition periods, when the forebay level changes from 70.5m to 71.3m, and vice-versa. As a result, the heads present a wide range, and the differences between the powerhouses can be observed in Fig. 2.

![Total outflow and gross head in SAHP during 2017 and 2018.](image2.png)

**FIGURE 2.** Total outflow and gross head in SAHP during 2017 and 2018.
Fig. 3 illustrates the voltage magnitudes and reactive power injections at the substation’s input buses (positive values indicate power flows to substations) from January 2017 to December 2018. During the low-generation periods, the net reactive power resulting from the primary grid and the voltage at the 500 kV substation, tends to be elevated. As a result, the system can reach power factors lower than 0.8.

![Voltage and reactive power (100MVA Base) during 2017 and 2018.](image)

There are two types of GU in SAHP: type A (5-blades bulb turbines) and type B (4-blades bulb turbines), each with its own specific hill diagram. However, all GUs have the same generator type with 13.8 a nominal voltage and 82.25MVA maximum capacity. Fig. 4 illustrates a piecewise linear concave approximation for the generator feasible operation region extracted from the capability curve. Each GU has an under-excitation limiter (UEL), defined as UEL I and UEL II. Representations of the settings associated with each UEL are shown over the capability curve. The UEL is highlighted because the GUs often operate at limited capacity owing to the reactive power profile.

![Capability curve and UEL (100MVA Base).](image)

Finally, Fig. 5 shows the equivalent circuit considered for the SAHP system operation simulations. The elements are displayed according to the river margins. All 500 kV grid TRs are three-windings, and their representation introduces fictitious buses. Fig. 5 indicates the GU distribution along with the powerhouses, type of turbine in each GU (indicated by arrows), and the type of UEL in each generator (indicated by X or O).

### III. MATHEMATICAL MODELS AND FORMULATIONS

As previously cited, precise HPF representation is of utmost importance in the RTD problem. Thus, this section initially presents a nonlinear nonconvex HPF model, which is well suited for representing the operating features of the GUs in the SAHP. Next, we introduce the ACPF equations, focusing on the rectangular form. Finally, this section concludes with a description of the resulting MINLP optimization model related to the RTD problem of the SAHP.

#### A. HYDRO PRODUCTION FUNCTION

The following nonlinear and nonconvex function represents the HPF of the \( i \)-th GU [22]:

\[
g_i = \left( \frac{10^{-6} F}{1 + T_i} \right) \cdot \rho_i \cdot n_i \cdot w_i - T_{0i} \tag{1}
\]

The net head of each gu is written as follows

\[
n_{hi} = G_{H_i} - K_{w_i}^2 \tag{2}
\]

The turbine efficiency of each GU is written as follows:

\[
\rho_i = J_{0i} + J_{1i}w_i + J_{2i}n_i + J_{3i}w_i n_i + J_{4i}w_i^2 + J_{5i}n_i^2 + J_{6i}w_i^3 + J_{7i}n_i^3 + J_{8i}w_i^2 n_i + J_{9i}w_i n_i^2 \tag{3}
\]

For real-time operation, the gross head is obtained by measurements via forebay- and tailrace-level sensors. In addition, the plant has pressure sensors that acquire the trash hack hydraulic losses in real time for each GU. For the sake of notation, we include losses in \( G_{H_i} \). Therefore, the net head in each GU is a univariate function, and consequently, the efficiency is also a univariate function. As a result, the HPF of the \( i \)-th GU is given by

\[
g_i = \left( \frac{10^{-6} F}{1 + T_i} \right) \cdot \left[ J_{0i} + J_{1i}w_i + J_{2i}(G_{H_i} - K_{w_i}^2) + J_{3i}w_i(G_{H_i} - K_{w_i}^2) + J_{4i}w_i^2 + J_{5i}(G_{H_i} - K_{w_i}^2)^2 + J_{6i}w_i^3 + J_{7i}(G_{H_i} - K_{w_i}^2)^3 + J_{8i}w_i^2(G_{H_i} - K_{w_i}^2) + J_{9i}w_i(G_{H_i} - K_{w_i}^2)^2 \right] \cdot (G_{H_i} - K_{w_i}^2) \cdot w_i - T_{0i} \tag{4}
\]

#### B. AC POWER FLOW CONSTRAINTS

The rectangular form of the ACPF equations related to the active and reactive power balances for the \( k \)-th bus are presented in (5) and (6), respectively.

\[
p_{g_k} = \sum_{m=1}^{M} e_k (G_{km} e_m - B_{km} f_m) + f_k (G_{km} f_m + B_{km} e_m) \tag{5}
\]
The rectangular form is more convenient for model linearization, as discussed in the next section. Additionally, the transmission losses in the objective function can be inserted by directly applying the residual sum of (5), which yields a quadratic formulation. Moreover, (7) and (8) calculate the squares of a given bus voltage and circuit branch current magnitudes, respectively, as functions of the rectangular voltage components.

\[ v_{mk} = e_k^2 + f_k^2 \]  
\[ i_{km} = \left[ (e_{\Delta km})^2 + (f_{\Delta km})^2 \right] \cdot \left[ (B_{km})^2 + (G_{km})^2 \right] \]  

C. THE NONLINEAR OPTIMIZATION PROBLEM

In the context of RTD problems with ACPF constraints, the overall problem consists of determining i) GUs on-off statuses, ii) active power level in each GU, and iii) active and reactive power flow through TRs and transmission lines. However, in classical hydro-RTD problems presented in the literature, local AC transmission constraints are typically not described accurately. In contrast, in the proposed RTD problem, commitment decisions account for the PF among the transmission devices. Therefore, GUs connected to lines and TRs with low (high) loading are preferably turned on (turn-off). This principle is also observed for the dispatch distribution among the active GUs, where an unbalanced amount of power is dispatched in GUs connected to low-load transmission devices. Then, the optimization problem accounts simultaneously for the transmission losses (for better grid operation), efficient use of the water (minimizing turbed outflow), and smooth commitment (decreasing the number of on-off operations). Thus, the MINLP optimization problem related to the RTD with ACPF constraints in the SAHP is presented in the sequence.

\[ \min O_W \sum_{i=1}^{N} w_i + O_R \sum_{i=1}^{N} (x_i + y_i) \]
\[ + O_L \sum_{k=1}^{M} \sum_{m=1}^{L} e_k (G_{km} e_m - B_{km} f_m) + f_k (G_{km} e_m + B_{km} f_m) \]

s.t.: 
\[ x_i + y_i \leq 1, \quad i = 1, \ldots, N \]
\[ x_i - y_i = u_i - U^{ini}, \quad i = 1, \ldots, N \]
\[ u_i, x_i, y_i \in \{0, 1\}, \quad i = 1, \ldots, N \]
\[ g_i \left( 10^{-6} F \right) \cdot \left[ 10^6 + J_{1i} w_i + J_{2i} (GH_i - K_{w_i}) \right] \cdot \left[ 10^6 + J_{3i} w_i (GH_i - K_{w_i})^2 + J_{4i} w_i^2 + J_{5i} (GH_i - K_{w_i}) \right] \cdot \left[ 10^6 + J_{6i} w_i^3 + J_{7i} (GH_i - K_{w_i})^3 + J_{8i} w_i^2 (GH_i - K_{w_i}) + J_{9i} w_i (GH_i - K_{w_i})^2 \right] \cdot (GH_i - K_{w_i}) \cdot w_i - T_{0i} \]
\[ \sum_{i=1}^{N} w_i + s = W^{in} \]
\[ u_i G_i^{min} \leq g_i \leq u_i G_i^{max}, \quad i = 1, \ldots, N \]
\[ u_i W_i^{\min} \leq w_i \leq u_i W_i^{\max}, \quad i = 1, \ldots, N \] (16)

\[ \sum_{m=1}^{M} \left[ e_k (G_{km} e_m - B_{km} f_m) + f_k (G_{km} f_m + B_{km} e_m) \right] = p_{gk}, \quad k \in \Omega^{\text{gen}} \cup \Omega^{\text{trf}} \] (17)

\[ \sum_{m=1}^{M} \left[ f_k (G_{km} e_m - B_{km} f_m) - e_k (G_{km} f_m + B_{km} e_m) \right] = q_{gk}, \quad k \in \Omega^{\text{gen}} \cup \Omega^{\text{trf}} \] (18)

\[ \sum_{i=1}^{N} \frac{g_{i}}{\text{base}(pu)}, \quad k \in \Omega^{\text{gen}} \] (21)

\[ p_{gk} = \frac{g_{i}}{\text{base}(pu)}, \quad k \in \Omega^{\text{gen}} \] (22)

\[ q_{gk} = \frac{q_{i}}{\text{base}(pu)}, \quad k \in \Omega^{\text{gen}} \] (23)

\[ g_{i} \leq CC_{1} q_{i} + CC_{0} u_{i}, \quad i = 1, \ldots, N \] (24)

\[ g_{i} \leq CL_{1} q_{i} + CL_{0} u_{i}, \quad i = 1, \ldots, N \] (25)

\[ w_{Q}^{\min} \leq q_{i} \leq w_{Q}^{\max}, \quad i = 1, \ldots, N \] (26)

\[ \lfloor p_{gk} \rfloor = \lfloor D_{\text{sys}} \rfloor, \quad k \in \Omega^{\text{trf}} \] (27)

\[ \lfloor q_{gk} \rfloor = \lfloor Q_{\text{sys}} \rfloor, \quad k \in \Omega^{\text{trf}} \] (28)

\[ (e_{\Delta m}^2 + f_{\Delta m}^2) \cdot (B_{km}^2 + G_{km}^2) \leq (I_{km}^{\max})^2, \quad \forall km \] (29)

In the MINLP problem, the sum of the three terms gives the objective function (9): plant turbinable outflow, start-up, and shutdown of the GUs, and transmission active power losses. We use the constants \( \mathbf{O}_W, \mathbf{O}_R, \) and \( \mathbf{O}_L \) to control the weight of each term in the objective function. Constraint (10) avoids the fact that a GU is turned on and turned off simultaneously.

In turn, (11) is a three-binary constraint used to represent the relationship among the 0-1 statuses of a GU. (12) models the integrality constraints associated with the 0-1 decisions. Constraint (13) corresponds to HPF in each GU. Equation (14) is the reservoir water balance, where, due to run-of-the-river operation, the inflow is equal to the sum of the plant turbinable outflow and spillage. In turn, (15)–(16) represent the operating zones of the GUs, given by limits on power generation and turbinable outflow. Constraints (17)–(18) include the active and reactive power balance equations in all non-sack buses, where no voltage-controlled buses or internal consumption at generation buses is considered. In other words, demands are assumed to be zero (except for the slack buses), and injections are equal to generation. Constraint (19) models the required operative limits for the voltage magnitude at each bus. Constraint (20) sets the fixed voltage values at the slack buses for each section (230 kV and 500 kV). Constraints (21)–(22) associate active/reactive power injections at generation buses with the respective GUs’ dispatch in each bus, as shown in Fig. 5. Constraint (23) ensures that the active/reactive power injection balances at transference buses are zero. Constraints (24)–(25) represent a function that correlates the maximum reactive power with the active power in each GU, so the pair \((g_i, q_i)\) is feasible for the generator operation. As shown in Fig. 4, this feasibility is given by the intersection between the linear capability range (24) and the UEL limit (25). Constraint (26) ensures that \( q_i = 0 \) for the offline GUs. Constraint (27) represents the active power targets, modeled as power injections at the delivery buses. Constraint (28) characterizes the reactive power injection targets associated with the HVDC system operation. Finally, (29) represents the maximum capacity of the circuit branches.

IV. OVERVIEW OF THE LINEARIZATION TECHNIQUES

As discussed, this work aims to employ solution strategies suitable for on-site applications. These strategies must be based on using robust and well-established commercial solvers to be embedded in the supervisory control system in the SAHP. A particular concern is that MINLP problems are usually difficult to solve, even for small instances. Furthermore, there are few robust commercial MINLP software that can efficiently handle this type of optimization model. However, current state-of-the-art software can efficiently tackle large-scale MILP and mixed-integer quadratic programming (MIQP) problems. Thus, owing to recent advances, the strategy to deal with nonlinear functions via MILP (MIQP) solvers is drawing attention. This strategy is generally employed (but not restricted) to univariate and bivariate functions because of the number of variables and constraints used in each piecewise linear approximation. Although not all nonlinear functions can be rewritten as piecewise linear functions, this reformulation is valid for the HPF. In contrast, we propose a different linearization-based approach for the ACPF constraints owing to accentuated nonlinearity, as detailed below.

A. HYDRO PRODUCTION FUNCTION VIA PIECEWISE LINEAR MODEL

Developments in RTD and generation scheduling-related problems have popularized strategies based on the formulation and solution of MILP models [10], [23]. This study replaces the nonlinear and nonconvex HPF (13) with mixed-integer constraints, representing this function using a piecewise linear (PWL) approximation. Given the formulation used in (4), the linearization methods studied in [23] can be applied. To achieve better computational performance, we adopted the one-dimensional logarithmic aggregated convex combination (LACC) model. The LACC-based PWL model approximates the nonlinear HPF according to (30)–(35), obtaining power generation values from linear combinations of sampled points in vertex \( v \), defined as \( w_{vi}^{\text{sample}} \). Constraints (32)–(34) address the sampled function intervals by employing a gray code.

\[ g_{i} = \sum_{v} \lambda_{vi} \cdot \text{FPH}(w_{vi}^{\text{sample}}), \quad i = 1, \ldots, N \] (30)

\[ w_{j} = \sum_{v} \lambda_{vj} \cdot w_{vi}^{\text{sample}}, \quad i = 1, \ldots, N \] (31)
new initial voltage components for the next iteration. Then, the process returns to “step 2”.

\[
\sum_{\forall v} \lambda_{v} = 1, \quad \lambda_{v} \geq 0, \quad i = 1, \ldots, N
\]  
\[
\sum_{i \in \Omega_{b}^{L}} \lambda_{v} = l_{bi} \quad i = 1, \ldots, N, \forall b
\]  
\[
\sum_{i \in \Omega_{b}^{R}} \lambda_{v} \leq (1 - l_{bi}) \quad i = 1, \ldots, N, \forall b
\]  
\[
l_{bi} \in \{0, 1\}, \quad i = 1, \ldots, N, \forall b
\]

**B. AC POWER FLOW EQUATIONS VIA TAYLOR SERIES EXPANSION**

Owing to the substantial flow of reactive power, the ACPF equations (5)–(6) are not convenient for the MILP linearization in the SAHP problem because it requires an excessive number of mixed-integer constraints to represent the nonlinearity with adequate precision. However, a first-order Taylor series-based approximation can be as precise as desired if the estimated calculations are performed for points sufficiently close to a solution. Thus, replacing (17)–(19) and (29) with its Taylor series equivalents yields a linearly approximated ACPF problem. Nevertheless, this direct approach is susceptible to error when expansion is employed in a low-quality pivot or when the reactive power flow of the system is prevalent. However, this disadvantage can be overcome by applying multiple Taylor series linearization. This principle takes advantage of the proposed solution, as shown in the next section.

**C. RE-FRAMING OF THE NEWTON-RAPHSON METHOD**

The Newton-Raphson is a numerical technique that supports a wide range of strategies commonly used to tackle conventional ACPF analysis [5]. The application of Newton-Raphson for static ACPF problems can be summarized as follows:

- **Step 1 (formulation):** From (5)–(6), select a subset that represents a nonlinear system. This selection depends on the suitable choice of which variables have previously fixed values in problem formulation (i.e., buses real/imaginary voltage components and active/reactive power injections).

- **Step 2 (Jacobian matrix):** Choose the initial values for all real/imaginary voltage components at each bus and calculate partial derivatives for the nonlinear system. This procedure defines the Jacobian matrix \( \text{Jac} \).

- **Step 3 (iteration):** Solve the linear system \( \text{Jac} \cdot \Delta Vc = \Delta Jl \), where \( \Delta Jl \) is a vector with the deviations between power injections calculated by (5)–(6) (using initial voltage components) and the fixed values of the power injections (as set at formulation). Only equations associated with the fixed injections were used. The solution \( \Delta Vc \) updated the initial voltage values.

- **Step 4 (convergence):** Convergence occurs when the \( \Delta Jl \) elements are sufficiently small. While convergence is not achieved, the updated values \( \Delta Vc \) are the

The updated voltage obtained after the solution of the linear system in “Step 3” can also be obtained from the resolution of a suitable linear programming (LP) problem. It can be shown that the expressions derived from \( \text{Jac} \cdot \Delta Vc = \Delta Jl \), at a given iteration, are equivalent to the Taylor series expansions of equations (5)–(6) used in the ACPF problem if the expansion pivot is the same as the initially estimated voltage components used for partial derivative calculation in “Step 2.” Equations (36)–(37) present the equations for the \( k \)-th bus and initial voltage components \([E0_k, F0_k]\). Moreover, (38) presents a similar expression for (7) if the explicit voltage magnitude calculation is relevant in the ACPF problem (i.e., when voltage-controlled buses are declared). For an LP problem where \( e_k \) and \( f_k \) are variables, if (36)–(38) linearization for all equations of an ACPF problem are added as equality constraints, where \( pg_{gt_k} \) and \( qg_{gt_k} \) are set to be equal to the fixed power injection values, the LP solution will have \( e_k \) and \( f_k \) values that are equal to the updated \([E0_k, F0_k]\) obtained from a Newton-Raphson iteration. If these results are applied to formulate an updated LP problem, the success of \([E0_k, F0_k]\) will be the same as in the Newton-Raphson method. Therefore, a series of LP problems can be used to achieve an implicit solution of an associated ACPF problem if multiple sequential executions are applied until the PF convergence criterion is met (as in “Step 4”). The algorithm can also be stopped when consecutive \([E0_k, F0_k]\) values become stable. The diagram in Figure 6 represents this procedure.

\[
p_{gt_k} = \sum_{m=1}^{M} [G_{km}(E0_m e_k + E0_m e_m + F0_m f_k + F0_m f_m) \\
+ B_{km}(E0_m f_k + F0_m e_m - F0_m e_k - E0_m f_m)]
\]

\[
= - \sum_{m=1}^{M} [G_{km}(E0_m E0_m + F0_k F0_m) \\
+ B_{km}(E0_m F0_k - E0_k F0_m)]
\]  
\[
q_{gt_k} = \sum_{m=1}^{M} [G_{km}(E0_m f_k + F0_k e_m - E0_k f_m - F0_m e_k)]
\]
As an extension of this approach, if \( pg_t \) and \( qg_t \) from (36)–(37) are introduced as variables, the resulting formulation will be a linearly approximated ACOPF, where power generation and demand at each bus are defined with respect to a specific goal. However, if multiple solutions are applied, analogous to Fig. 6, convergent results are made compatible with the exact nonlinear ACOPF; note that for a linearized ACOPF tackled through this framework, specific constraints may be necessary to guarantee that the sequence of solutions converges and yields effective results.

V. PROPOSED APPROACH
A. SOLUTION STRATEGY
When problems (9)–(29) are linearized, one complicating factor is the binary variables applied in the PWL HPF model because of the computational burden. Moreover, the commercial solver can present difficulties in terminating the convergence gaps due to numerical proprieties in some specific cases, becoming susceptible to an unpredicted rise in processing time. Therefore, to circumvent these difficulties, we add constraints limiting state switching concerning a parameterized reference, which reduces the number of 0-1 states to be evaluated in the solution procedure. Furthermore, as multiple solutions are usually required to achieve ACOPF convergence, different problem formulations that prioritize specific optimization goals separately can be applied at each iteration. The proposed approach is based on the sequential execution of three phases, where each phase is related to a different optimization problem.

In the first phase, the RTD problem was solved without ACOPF constraints. Thus, we obtain an initial estimate for the 0-1 states and active power injections of the GUs. The latter is used in a static ACOPF-based estimation of the initial voltage components. Subsequently, these voltages are set as a reference to achieve a first-order Taylor expansion of the ACOPF constraints. Then, an RTD problem with incorporated ACOPF constraints is solved in the second phase, yielding the final committed GUs. Finally, in the last phase, with fixed GUs 0-1 states, a series of ACOPF problems are solved until the ACOPF convergence criteria are met. Note that in this last phase, the active power injections in the buses are still explicitly constrained by the HPF, and binary variables are used because of the LACC model. Therefore, as transmission losses (5) are included in the objective function, the second and third phases are modeled as MIQP problems. Fig. 7 illustrates the general algorithm framework employed in this study. In the following sections, we present the optimization problems associated with each phase, as shown in Fig. 7.

Moreover, the stopping criteria based on PF convergence imply that new re-parameterized Phase 3 problems are formulated sequentially. Then, these problems are solved until a full set of power injections and complex voltage components satisfy, within a tolerance criterion, the relations established by the rectangular ACPF equations for all buses. In other words, convergent results are as accurate as can be obtained from a static ACOPF analysis that takes active/reactive dispatch information from optimization results as load/generation (free-voltage) bus input parameters.

![Figure 7. Solution strategy algorithm.](image-url)
\( O_R = 0 \). The relative magnitude of \( O_R \) concerning \( O_W \) can alter GU commitment and overall dispatch efficiency; these settings’ effects will also be further discussed in the numerical results section. Regarding the feasible set, the nonlinear and nonconvex HPF (13) is replaced by equations (41)–(43), which correspond to the PWL LACC approach. Furthermore, constraint (44) ensures that the active power targets equal the sum of all the GUs’ power output for each system section.

2) PROBLEM FORMULATION OF PHASE 2

The following problem corresponds to the optimization model used in Phase 2.

\[
\begin{align*}
\min_{i=1}^{N} O_W \sum_{j=1}^{N} w_j + O_R \sum_{i=1}^{N} (x_i + y_i) \\
+ O_L \sum_{k=1}^{M} \left( \sum_{j=1}^{M} e_k (G_{km}e_m - B_{km}f_m) \right) \\
+ f_k (G_{km}f_m + B_{km}e_m) 
\end{align*}
\]

s.t.: \((40)-(43)\)

\[
\begin{align*}
x_r + y_r & \leq 1, \quad i = 1, \ldots, N \\
x_r - y_r & = u_i - U_i^\text{ref}, \quad i = 1, \ldots, N \\
x_r, y_r & \in \{0, 1\} \quad i = 1, \ldots, N \\
\sum_{i=1}^{N} x_r & \leq U_i^\text{max}, \quad \sum_{i=1}^{N} y_r \leq U_i^\text{max} 
\end{align*}
\]

Fundamentally, the goal of Phase 2 is to introduce transmission modeling in the previous problem, so the unit commitment is adjusted by grid operation. As PF convergence is only achieved in the next phase, this adjustment is based on a single approximated ACOPF. As shown, the term associated with transmission losses is included in the objective function (45). Furthermore, to reduce the computational burden, \((47)-(50)\) limit the switching of GUs concerning a reference, which is taken as the commitment of the first phase. Note that this switching limit for each \(i\)-th GU is determined by a new set of binary variables \(x_r\) and \(y_r\). Constraints (51)–(52) are the Taylor expansions of the PF equations, whereas (53) imposes limits similar to (19), except that the voltage magnitudes are calculated by the Taylor expansion in (38). Constraints (54)–(56) and (57)–(58) are analogous to (21)–(23) and (27)–(28), respectively; however, the power injection variables refer to the linearized PF equations. Note that (57) is converted into an inequality constraint to ensure feasibility, while PF convergence is not achieved. In addition, because (57) is added in Phase 2, constraint (44) is no longer considered. Finally, constraint (59) corresponds to (24)–(26), as presented previously.

3) PROBLEM FORMULATION OF PHASE 3

The following problem corresponds to the optimization model used in Phase 3.

\[
\begin{align*}
\min_{i=1}^{N} O_W \sum_{j=1}^{N} w_j \\
+ O_L \sum_{k=1}^{M} \left( \sum_{j=1}^{M} e_k (G_{km}e_m - B_{km}f_m) \right) \\
+ f_k (G_{km}f_m + B_{km}e_m) 
\end{align*}
\]

s.t.: \((10)-(12), (14)-(16)\)

\[
\begin{align*}
\max_{i} \left( U_i^\text{gen} \cup \Omega^{\text{lik}} \right) \\
\frac{\left( G_{km}^2 + B_{km}^2 \right)}{E_0^2} \geq [2 (E_0^2 - E_0^2)] \\
+ F_0^2 (f_{\Delta km} - F_0^2 f_{\Delta km} + 2F_0 f_{\Delta km}) \\
+ 2E_0^2 E_0 (E_0^2 + E_0^2 + F_0^2 + F_0^2) 
\end{align*}
\]

Phase 3 is similar to the previous one, except for \(u_i\) variables being replaced by parameters representing the final GUs committed established by the previous phase (61). Furthermore, the constraints indicated by (62) are maintained as before, whereas constraints previously associated with state variable modulation are not applied. Moreover, the
terms in the objective function are the same, except that the start-up/shutdown costs are no longer applicable in (60). Finally, the circuit branches’ maximum transmission capacity is added with (63), which is equivalent to (29), when that expression is linearized by the application of a Taylor series expansion, similar to (51)–(53). This constraint could have been included in the last formulation; however, as this approximation precision has considerable sensitivity for the voltage pivots, it is preferable to apply it after setting the GU status.

VI. NUMERICAL RESULTS OF CASE STUDIES
Owing to the significant yearly hydrological variation in the SAHP, several scenarios are necessary to encapsulate all possible conditions observed historically. However, to evaluate the performance of the proposed algorithm concisely, the results focus on a few selected scenarios that allow comprehensive insights and demonstrate the effects of a detailed introduction of grid-connection modeling in the problem. Thus, we initially present some RTD dispatch problems to illustrate the impact of ACPF inclusion in the modeling; step-by-step results detailing each solution phase are presented to help clarify the application of the algorithm. Afterward, we present a rolling-horizon analysis on a full day to show the effects of the ACPF constraints on the daily switching operations of the GUs. All simulations were performed with a 16.0 GB RAM Intel Core i7-5500U CPU@2.40GHz desktop computer, with Gurobi Optimizer 8.1.1. The convergence MILP gap was 0.5%. Furthermore, we used 65 equidistant points of the turbined outflow to represent the PWL HPF via the LACC.

A. CASE 1
This case focuses on a single stage on a typical operating day, as observed during the transition periods between the dry and wet seasons. Although most GUs are available during these inflow periods, some, or even many, are not dispatched because production targets can be met more efficiently with few GUs. The simulations considered that all GUs were available. Data regarding turbine hydraulic efficiency and circuit parameters are not presented because of manufacturer confidentiality. As shown in Fig. 5, the connection grid has two sections (230 kV and 500 kV), where the substation bus at each one of them is considered to be both the slack bus in the PF model and the delivery bus for meeting production targets.

In this case, the real-time inflow at the plant is 15,178 m$^3$/s. On the other hand, Table 1 presents the gross head acquired via level sensors in each powerhouse. Furthermore, the production targets are 2,073 MW and 355 MW for the 500 kV and 230 kV substations, respectively.

The first solution involves solving the MILP proposed in (39)–(44), equivalent to Phase 1 in Fig. 7. The initial GU status is $U_i^{ini}$ ($i = 1, \ldots, N) = O_R = 0$, whereas $O_W = 1$. In addition, as the transmission system modeling is disregarded, production target fulfillment is considered the sum of all generations in each dispatched GU (44). Consequently, owing to transmission losses, effectively delivered power in substations tends to be slightly smaller than production targets. This issue could be enhanced by applying an estimated increase in production targets to adjust for these losses. However, nowadays, the SAHP operator ignores this issue because grid-connection losses account for only approximately 0.5% of the total production, on average.

Therefore, based on the discussed data, the GUROBI optimizer solves the MILP problem in 1.92s. The optimal objective function value is equal to 13,993.1 m$^3$/s. Note that the generation in both 500 kV and 230 kV sections meets the demands, while the delivered power at substations cannot be obtained directly from this solution because the transmission model is disregarded. Moreover, because not all inflows are necessary to supply the power targets, and due to run-of-the-river operation, 1,184.9 m$^3$/s of spillage is observed.

Owing to the differences in gross heads, trash hack losses, and hydraulic efficiency in each turbine, the optimal dispatch levels are fairly different for each GU (up to 10%). Table 2 illustrates some results obtained from the solution of Phase 1, such as the number of GUs dispatched by type (A or B) and section (500 kV or 230 kV), along with the minimum and maximum generation levels observed in one GU. The plant productivity, that is, the ratio between power and turbined outflow, in the solution is 0.1736 MW/(m$^3$/s).

The second step involves solving the MIQP problem proposed in (45)–(59), which is equivalent to Phase 2. This phase aims mostly to adjust the GU commitment of Phase 1. Ideally, $O_L$ should be set as a function of plant productivity. The objective function pondering each MW in transmission losses (pu) against the total turbine outflow is performed in the same base. For scenarios similar to Case 1, this approach implies an $O_L$ of approximately 550 to 600. However, for simulation purposes, we adopted $O_L = 1000$ because of the difference in magnitude between the estimated losses and turbined outflow.

Moreover, $U_i^{ref}$ is introduced, where 0-1 values for each $i$-th GU are equal to the states determined in the solution of Phase 1. The switching limit was initially set to

| Powerhouse | 1 | 2 | 3 | 4 |
|------------|---|---|---|---|
| Gross Head (m) | 19.03 | 19.17 | 19.16 | 18.96 |

**TABLE 1. Gross head in each powerhouse for Case I.**

| GU Type and Section | Number of GUs | GU Production (MW) |
|--------------------|---------------|--------------------|
|                    | Maximum      | Minimum            |
| 500kV, Type A      | 17            | 60.01              | 55.97              |
| 500kV, Type B      | 16            | 71.56              | 65.35              |
| 230kV, Type A      | 6             | 61.34              | 55.82              |

**TABLE 2. Phase 1 results for Case I.**

The first solution involves solving the MILP proposed in (39)–(44), equivalent to Phase 1 in Fig. 7. The initial GU status is $U_i^{ini}$ ($i = 1, \ldots, N) = O_R = 0$, whereas $O_W = 1$. In addition, as the transmission system modeling is disregarded, production target fulfillment is considered the sum of all generations in each dispatched GU (44). Consequently,
\[ U_{max} = 8 \]. From the solution of this phase, the GUs committed are altered, as shown in Fig. 8, which describes the number of GUs dispatched at each generation bus in the transmission system, according to Phase 1 and Phase 2 dispatches. The bus indexes are shown in Fig. 5.

**FIGURE 8.** GUs committed for Case 1–Phase 1 vs. Phase 2 results.

Because a linearized ACOPF is considered in Phase 2, production targets are now met as the power is effectively delivered at reference buses, even though the injections calculated for the substations are still approximated in this phase. Consequently, Phase 1 GU active power dispatches and turbined outflows are also adjusted to accommodate the slightly higher production, compensate for transmission losses, and achieve a balance between loss minimization and turbined outflow efficiency. The optimal reactive power dispatch was also introduced, and the relevant parameters are summarized in Table 3.

**TABLE 3.** Reactive power parameters for Case I.

| Substation | 500kV | 230kV |
|------------|-------|-------|
| Reactive Power Requirement (Mvar) | -867 | -94 |
| Reference Voltage Magnitude (pu) | 1.031 | 1.018 |

All the results in Phase 2 are provisional (except for the GU commitment) because they will still be finely tuned in the next phase concerning power flow convergence. Hence, these results were not further detailed. The approximated voltage components and final commitment values obtained from the solution of this MIQP problem are then introduced as parameters for the problem in the next phase.

Finally, the last step involves solving the MIQP problem proposed in (60)–(63), equivalent to Phase 3. All parameters necessary for the solution of this problem are as indicated for the previous phases, whereas the second Phase 0-1 status of each GU is taken as a constant. In addition, PF convergence criteria must be introduced. In this sense, as a stopping criterion, we adopted a \( 10^{-4} \) upper limit for the quadratic sum of the differences between the current \([E_{0k}, F_{0k}]\) and the values of voltage component variables in the solution of a given iteration.

Therefore, GUROBI is applied to solve a series of MIQP problems based on the discussed data and parameters, returning a solution in five iterations (in phase 3). The processing time (i.e., all phases) was 29.87s, and the optimized transmission loss was 12.17 MW. For comparison, another simulation was performed, with all data and parameters maintained, except for the setting of \( U_{max} = 4 \). In this case, a solution is obtained in four iterations (in Phase 3), with a processing time of 16.12s and 12.51 MW in transmission losses. These results indicate that parameter setting can reduce the computational cost, possibly in exchange for a smaller potential for loss reduction. The turbined outflow, losses, generation, and deliver power for the original \( U_{max} = 8 \) reference simulation are summarized in Table 4. For this reference case, active and reactive power injections and voltage magnitudes in the generation buses are shown in Fig. 9. The optimizer sets the reactive power magnitudes smaller in buses with a higher active power, aiming at a smoother loading distribution.

**TABLE 4.** Final reference results for Case I.

|                         |                   |
|-------------------------|-------------------|
| Turbined Outflow (m³/s) | 14,080.8          |
| Total Generation (MW)   | 2,440.8           |
| Total Losses (MW)       | 12.17             |
| Delivered Power (500kV) | 2073.4            |
| Delivered Power (230kV) | 355.3             |

**FIGURE 9.** Active and reactive power distribution for Case 1.

To further evaluate the results, two other simulations were performed. In the first one, committed GUs and active power dispatch results of Phase 1 are fixed (i.e., (57) is not considered), which allows for a better comparison of transmission losses due to fulfillment of reactive power requirements. Table 5 presents the results of the simulation. From the comparison of the data in Tables 4 and 5, it can be observed that the adjustment of GU commitment and dispatch produced a reduction of over 10% in total transmission losses. Moreover, because more power is generated and the compromise between hydraulic efficiency and transmission losses, the plant productivity decreases to 0.1733 MW/(m³/s).

Naturally, the degree to which the hydraulic efficiency deteriorates owing to the transmission inclusion depends on the relative magnitudes of the \( O_L \) and \( O_W \) parameters. Hence,
TABLE 5. Case I results for fixed Phase I dispatch.

| Parameter                        | Value     |
|----------------------------------|-----------|
| Turbined Outflow (m³/s)          | 13,993.1  |
| Total Generation (MW)            | 2428.6    |
| Total Losses (MW)                | 14.08     |
| Delivered Power (500kV)          | 2061.9    |
| Delivered Power (230kV)          | 352.7     |

In the second simulation, the parameters and data are the same as in the reference case, except for $O_L = 2,000$. These results are presented in Table 6 (processing time of 67.41s). Notice how transmission losses are further reduced in the reference case, while the hydraulic efficiency further deteriorates. In all simulations, the number of GUs remained, as presented in Table 2.

TABLE 6. Case I results for $O_L = 2,000$.

| Parameter                        | Value     |
|----------------------------------|-----------|
| Turbined Outflow (m³/s)          | 14,082.8  |
| Total Generation (MW)            | 2,440.7   |
| Total Losses (MW)                | 12.07     |
| Delivered Power (500kV)          | 2073.37   |
| Delivered Power (230kV)          | 355.25    |

B. CASE 2

This case focuses on a single stage observed during low-inflow periods. The gross head tends to be elevated, and only type A turbine GUs can be dispatched owing to the head limits of type B turbines. The simulations considered that all type-A turbine GUs were available. Furthermore, HVDC operation constraints have a significant impact in these periods owing to the capability limits of the generators. This simulation shows the impact of ACPF introduction on the RTD of the SAHP under these circumstances. Therefore, only the 500 kV section of the connection-grid is evaluated.

The data necessary for the simulation of Case 2 are analogous to those presented in the last case and are listed in Table 7. “Test 1” and “Test 2” values for HVDC reactive power are observed in the operative record for similar inflow periods. The remaining parameters applied were the same as those in the reference simulation for Case 1.

TABLE 7. Case II data and parameters (500kV).

| Parameter                        | Value   |
|----------------------------------|---------|
| Inflow (m³/s)                    | 4.890   |
| Gross head – Powerhouse 1 to 4 (m) | 24.70 24.89 24.82 24.77 |
| Production Goal (MW)             | 803.11  |
| HVDC requirement – Test 1/2 (Mvar) | -579 -637 |
| Substation voltage (pu)          | 1.055   |

After applying the proposed algorithm, the solution obtained for Case 2 yielded 12 GUs committed (in 500 kV) for the reactive power requirement indicated as “Test 1” in Table 7. Fig. 10 depicts $[g_i, q_i]$ representing the operation points of each active GU over the generator capability curve approximation, along with the UEL settings. Note that most GUs operate at a limited capacity for reactive power absorption owing to the reactive power requirement. Under these circumstances, a problem that does not model the transmission system would have dispatched a different set of 12 GUs, analogous to the one presented for Phase 1 of Case 1. However, for reactive power requirements such as the indicated as “Test 2” in Table 7, the proposed algorithm can identify that it is impossible to supply the necessary reactive power with only 12 GUs, dispatching an extra unit (highlighted in Fig. 10), and simultaneously re-allocating active and reactive power distribution in an optimized fashion. Under this “Test 2” condition, an RTD problem without reactive power sensibility would still have dispatched 12 GUs (in fact, 12 GUs are dispatched in the solution of Phase 1), incurring in a transmission unfeasibility and leading to a sub-optimal emergency dispatch of the 13th GU during operation.

C. ROLLING HORIZON CASE

We also consider a 24h horizon, where RTD problems are executed every 30 min. The dataset associated with each stage is analogous to that in Case 1, and the most important parameters for the simulations are highlighted in Fig. 11. Note that every stage has different input data because some parameters are obtained from real-time measurements.

The parameters applied are the same as in the reference simulation for Case 1, except that the initial states are now considered to limit the amount of inter-stage GU switching. For this, we adopt $O_K = 2.5$ in all stages, where the initial reference states, that is, $U_{ini}^i (i = 1, \ldots, N)$, are taken as the GUs committing in the solution of the last stage (except for the first). Analogous to the comparisons made for the simulations presented in Tables 4 and 5, we also compare the results obtained from the application of the proposed
algorithm with another simulation in which committed GUs and active power dispatch results of Phase 1 are fixed through the execution of the algorithm.

Fig. 12 compares the turbined outflow obtained for applying the proposed algorithm (denoted as REF) and for simulations that take Phase 1 GU commitment and active power dispatch as constants (shown as PH1). Based on these results, observations similar to those made for Case 1 can be derived.

Fig. 13 compares the results for both simulations for total turn-on/off operations and the number of GUs committed per stage. In the REF case, the total turn-on/off for the whole period was 20, while for the PH1 case, the total was 12. Thus, such a reduction is expected because the transmission optimization does not interfere with the commitment of the GUs, so minimizing switching operations is a priority over transmission losses. Furthermore, as $O_R \neq 0$, the optimal solution aims to balance the transmission losses, hydraulic efficiency, and the number of switching operations. Consequently, the relative magnitudes of the $O_R$, $O_W$, and $O_L$ parameters influence the results.

### D. BASIC DCPF MODELING APPLICATION

Until this point, comparisons were made between the complete application of the proposed strategy (REF) against the results obtained with the parameterized Phase 1 dispatch (PH1). Thus, this would be equivalent to comparing results obtained from the presented method with results obtained from a conventional hydro RTD (i.e., without transmission system modeling). In contrast, in this case, AC power flow features are subsequently addressed through a conventional reactive OPF that takes hydroRTD dispatch data as parameters. Note that, in this last case, the grid operation can have no direct impact on hydraulic efficiency. Naturally, although not often, conventional hydro RTD problems can include some transmission system models, whereas the DCPF is a widely applied strategy. Therefore, some simulations that consider the introduction of basic DCPF modeling in the Phase 1 sub-problem were performed to further evaluate the impact of high-precision AC grid-connection modeling on hydro RTD. Thus, the proposed strategy is compared to the equivalent of an RTD with DCPF modeling (transmission loss minimization is also considered), followed by a conventional reactive OPF. Data from the rolling horizon case were employed again. Table 8 summarizes the overall results obtained for the three cases: REF, PH1, and DC. The DC case considers fixed data provided by a new phase 1 sub-problem, in which a DCPF model is introduced in the formulation.

The application of a basic DC model requires less computational effort. In addition, as observed from the table above, the DC model makes the problem sensitive to transmission operation, which compromises power generation efficiency, grid operation, and GUs start-ups/shutdowns. However, because of the quality of the approximations, the solution strategy proposed in this work can provide better loss reductions, ensuring that power targets are met at delivery buses more accurately and, most importantly, evaluate the feasibility guarantee of the dispatch regarding the profile of reactive power flow, which is crucial in this system.

### E. QUALITY OF THE ACPF APPROXIMATION

Additionally, to demonstrate the quality of ACPF linearizations, in this section, we compare the convergent and equivalent static ACPFs. Given an OPF solution, the active/reactive power dispatch derived from the optimization problem is used...
TABLE 8. Comparison of results for different grid modeling strategies (for a full-day horizon).

| Results                          | REF   | PH1   | DC    |
|----------------------------------|-------|-------|-------|
| Mean Processing Time (s)         | 31.09 | 4.62  | 6.93  |
| Mean Turbined Outflow (m³/s)     | 14,266.82 | 14,175.19 | 14,256.90 |
| Mean Generation (MW)             | 2,479 | 2,467 | 2,479 |
| Mean Productivity MW/(m³/s)      | 0.1738 | 0.1740 | 0.1739 |
| Total GUs On/Off Operations      | 20    | 14    | 15    |
| Mean Losses (MW)                 | 12.60 | 14.49 | 12.85 |
| Mean Delivered Power (500kV+230kV) | 2,467 | 2,452 | 2,466 |

as a free-voltage input parameter in a static ACPF analysis. Once again, the data from the rolling horizon simulations are applied, where three metrics are evaluated, concerning the results observed for each of the stages analyzed, for all buses in the system:

- Maximum/mean deviations between active/reactive dispatch in the OPF solution and active/reactive injection obtained from the application of the voltage components derived from ACPF analyses in (5) and (6).
- Maximum/mean deviations between voltage components derived from ACPF analyses and the voltage component values at the OPF solution;
- Maximum/mean (among all stages) deviations between total transmission losses estimated in the objective function of the OPF and the losses computed with ACPF analysis.

The results are listed in Table 9. Note that all deviations are within the margins of tolerance that can be applied for classical static ACPF analysis.

TABLE 9. Assessment of OPF model accuracy through evaluation of static ACPF results.

| Deviations                  | Mean (%) | Worst (%) |
|-----------------------------|----------|-----------|
| Active Power Injections     | 0.00007% | 0.00046%  |
| Reactive Power Injections   | 0.00837% | 0.06034%  |
| Voltage Components (real and imaginary) | 0.00019% | 0.00063%  |
| Transmission Losses         | 0.00098% | 0.00279%  |

VII. CONCLUSION

Accurate transmission system modeling is crucial for the optimal real-time operation of hydroelectric power plants. This paper presented a three-step strategy to extend the conventional hydro RTD problem by introducing the ACPF equations, which allow for the combined optimization of hydraulic efficiency, GU commitment, and transmission losses. The formulations are based on well-known techniques, and widespread general-use tools can be conveniently applied, making the methodology proposed seamlessly compatible for within-site applications. The case of SAHP is analyzed in detail, given its many peculiarities, making real-time operation challenging. The computational burden of the ACPF equations is exemplified by numerical simulations, indicating that a ten-fold increase in processing time is possible, depending on the formulation and parameters. The grid operational profile in the SAHP case can have relevant impacts on the hydro unit commitment, transmission losses, and even in guaranteeing transmission feasibility. With this work, the authors sought to demonstrate that the integration of precise ACPF assessment, within the context of hydro RTD optimization problems, can be conveniently achieved with the application of proper adaptations based on popular and well-established techniques. As further developments, the approach presented here could be explored in the context of other short-term dispatch problems where hydraulic efficiency is distinctly relevant, most noticeably the day-ahead HUC.
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