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\textbf{Abstract}

Necessity to find a non-chemical method of disease control is being increasingly felt due to its eco-friendly nature. In this paper the role of alternative food as a disease controller in a disease induced predator–prey system is studied. Stability criteria and the persistence conditions for the system are derived. Bifurcation analysis is done with respect to rate of infection. The main goal of this study is to show the non-trivial consequences of providing alternative food in a disease induced predator–prey system. Numerical simulation results illustrate that there exists a critical infection rate above which disease free system cannot be reached in absence of alternative food whereas supply of suitable alternative food makes the system disease free up to certain infection level. We have computed the disease free regions in various parametric planes. This study is aimed to introduce a new non-chemical method for controlling disease in a predator–prey system.
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\begin{abstract}
Mathematical models are increasingly used to guide public health policy decisions and for controlling infectious disease. Epidemic dynamics is an important method of studying the spread of infectious disease qualitatively and quantitatively. It is based on the specific property of population growth, the spread rules of infectious diseases, and the related social factors to construct mathematical models reflecting the dynamic properties of infectious diseases, to analyse the dynamical behaviour and to do some simulations. The research results are helpful to predict the developing tendency of the infectious disease, to determine the key factors of the spread of infectious disease and to seek the optimum strategies for preventing and controlling the spread of infectious diseases. Mathematical models have a long history in infectious disease ecology starting with Bernoulli’s [1] modelling of smallpox and including Ross’s [2] analysis of malaria. The earliest attempt to provide a quantitative understanding of the dynamics of malaria transmission was that of Ross (1911). Ross models consisted of a few differential equations to describe changes in densities of susceptible and infected people, and susceptible and infected mosquitoes. Based on his modelling, Ross introduced the concept of a threshold density and concluded that ‘in order to counteract malaria anywhere we need not banish Anopheles there entirely we need only to reduce their numbers below a certain figure [3]. Classical papers of mathematical modelling of infectious disease was by Kermack and McKendrick (1927 [4], 1932 [5], and 1933 [6]). These papers had a major influence on the development of mathematical models for disease spread and are still relevant in many epidemic situations. Aim of ecological modelling is to understand the prevalence and distribution of a species, together with the factors that determine incidence, spread, and persistence (Anderson and May [7]; May and Anderson [8]; Bascompte and Rodriguez-Trelles [9]). We now have models for many of the most important human emerging infectious diseases e.g., HIV (May and Anderson [10]), malaria (Aron and May [11]; Macdonald [12]). SARS-coronavirus (Anderson et al. [13]), rabies (Murray and Seward [14]), and influenza (Ferguson and Anderson [15]). Mathematical models
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1. Introduction

Mathematical models are increasingly used to guide public health policy decisions and for controlling infectious disease. Epidemic dynamics is an important method of studying the spread of infectious disease qualitatively and quantitatively. It is based on the specific property of population growth, the spread rules of infectious diseases, and the related social factors to construct mathematical models reflecting the dynamic properties of infectious diseases, to analyse the dynamical behaviour and to do some simulations. The research results are helpful to predict the developing tendency of the infectious disease, to determine the key factors of the spread of infectious disease and to seek the optimum strategies for preventing and controlling the spread of infectious diseases. Mathematical models have a long history in infectious disease ecology starting with Bernoulli’s [1] modelling of smallpox and including Ross’s [2] analysis of malaria. The earliest attempt to provide a quantitative understanding of the dynamics of malaria transmission was that of Ross (1911). Ross models consisted of a few differential equations to describe changes in densities of susceptible and infected people, and susceptible and infected mosquitoes. Based on his modelling, Ross introduced the concept of a threshold density and concluded that ‘in order to counteract malaria anywhere we need not banish Anopheles there entirely we need only to reduce their numbers below a certain figure [3]. Classical papers of mathematical modelling of infectious disease was by Kermack and McKendrick (1927 [4], 1932 [5], and 1933 [6]). These papers had a major influence on the development of mathematical models for disease spread and are still relevant in many epidemic situations. Aim of ecological modelling is to understand the prevalence and distribution of a species, together with the factors that determine incidence, spread, and persistence (Anderson and May [7]; May and Anderson [8]; Bascompte and Rodriguez-Trelles [9]). We now have models for many of the most important human emerging infectious diseases e.g., HIV (May and Anderson [10]), malaria (Aron and May [11]; Macdonald [12]). SARS-coronavirus (Anderson et al. [13]), rabies (Murray and Seward [14]), and influenza (Ferguson and Anderson [15]). Mathematical models
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are also being used to explore wildlife disease dynamics (Grenfell and Dobson [16]; Hudson et al. [17]) and possible routes of zoonotic disease emergence. Understanding disease dynamics across hosts is an essential first step in understanding and articulating those conditions under which new diseases can emerge from wildlife reservoirs [18]. A predator–prey model with infected prey in polluted environment is proposed by Sinha et al. [19]. Anderson and May [20] were probably the first who considered the disease factor in a predator–prey dynamics and found that the pathogen tends to destabilize the predator–prey interaction. In Rosenzweig predator–prey model, Hadeler and Freedman [21] determined a threshold above which an infected equilibrium or an infected periodic solution appear. Chattopadhyay and Arino [22] considered a three species ecoepidemiological model and studied local stability of equilibrium points, extinction criteria of species and found condition for Hopf-bifurcation in an equivalent two-dimensional model. Haque and Chattopadhyay [23] studied the role of transmissible diseases in a prey dependent predator–prey system with prey infection. Bhattacharyya et al. [24] proposed a species ecoepidemiological model and studied local stability of equilibrium points, extinction criteria of species and found which an infected equilibrium or an infected periodic solution appear. Chattopadhyay and Arino [22] considered a three predator–prey interaction. In Rosenzweig predator–prey model, Hadeler and Freedman [21] determined a threshold above with infected prey in polluted environment is proposed by Sinha et al. [19]. Anderson and May [20] were probably the first who considered the disease factor in a predator–prey dynamics and found that the pathogen tends to destabilize the predator–prey interaction. In Rosenzweig predator–prey model, Hadeler and Freedman [21] determined a threshold above which an infected equilibrium or an infected periodic solution appear.

Over the last 50 years, disease control has relied heavily on the use of chemical fungicides, bacteriocides and soil fumigants. However, there are now many problems associated with their continued deployment including increasing pressure to reduce chemical use in the environment in general, development of pesticide resistance in many pathogens, and decreasing availability of active ingredients through stricter registration and difficulty in finding novel active compounds. Consequently, the search for alternative non-chemical methods of disease control continues to gain significance. Some investigations [27–29] were done for population control in a predator–prey model providing alternative food to predator. Disease controlling aspects of predator–prey model providing alternative food to predator is unexplored. In this paper we formulate a diseased predator–prey system with alternative food to predator and suggested disease control strategies.

To model the disease induced predator–prey system with alternative food to predator we do the following assumptions:

(a) In the presence of disease, the prey population consists of two sub classes, namely, the susceptible prey \( S(t) \) and infected prey \( I(t) \) and the density of the predator is denoted by \( P(t) \) at time \( t \).

(b) In presence of disease, the susceptible prey population grows logistically with intrinsic growth rate \( R_0 \) and environmental carrying capacity \( K_0 \).

(c) The susceptible prey population become infected at a rate of \( W \), following the law of mass action.

(d) Infected prey population is not in a state of reproduction and does not compete for the resource.

(e) The interaction between predator and susceptible prey is of Holling type-II and that between predator and infected prey is of Holling type-I (mass action law) in presence of alternative food. This combination of functional forms are taken because the capturing of infected prey is easier than the susceptible prey.

(f) Predators are provided with alternative food of constant biomass \( A \) which is distributed uniformly in the habitat. The constant biomass assumption is valid for many arthropod predators because they can feed on plant-provided alternative food sources such as pollen or nectar which approximately remains constant.

(g) The number of encounters per predator with the alternative food is proportional to the density of the alternative food.

(h) The proportionality constant characterizes the ability of the predator to identify the alternative food.

With the above assumptions, we formulate the following model:

\[
\begin{align*}
\frac{dS}{dt} &= R_0 S \left( 1 - \frac{S}{K_0} \right) - WSI - A_1 \frac{SP}{B_1 + \alpha \mu A + S}, \\
\frac{dI}{dt} &= WSI - A_2 \frac{IP}{B_1 + \alpha \mu A} - D_1 I, \\
\frac{dP}{dt} &= A_1 C_1 \frac{(S+\mu A)P}{B_1 + \alpha \mu A + S} + C_2 A_2 \frac{IP}{B_1 + \alpha \mu A} - D_2 P.
\end{align*}
\]

The constants \( A_1, A_2 \) are maximal predation rate of predator for susceptible prey and infected prey, respectively. The terms \( C_1, C_2 \) are conversion rates of susceptible prey and infected prey to predator, respectively; \( B_1 \) is the half saturation constant for predator; \( D_1 \) and \( D_2 \) are constant death rates for \( I \) and \( P \), respectively. If \( h_1 \) represents the handling time of the predator per prey and \( h_2 \) represents the handling time of the predator per unit quantity of alternative food, then \( \alpha = h_2/h_1 \). If the constant \( c_1, c_2 \) represent ability of the predator to detect the prey item and to detect alternative food, respectively, then \( \mu = c_2/c_1 \). The term \( \mu A \) represents effectual alternative food for the predator.

We nondimensionalize the system (1) using \( s = \frac{S}{K_0}, i = \frac{I}{K_0}, p = \frac{P}{K_0} \) and \( t = R_0 T \) and obtain the following system

\[
\begin{align*}
\frac{ds}{dt} &= s(1 - s) - \gamma is - \frac{asp}{1 + \alpha \xi + bs}, \\
\frac{di}{dt} &= \gamma is - \frac{ip}{1 + \alpha \xi} - di, \\
\frac{dp}{dt} &= \frac{c(s+c_\xi)p}{1 + \alpha \xi + bs} + \frac{\eta ip}{1 + \alpha \xi} - ep.
\end{align*}
\]
where $\gamma = \frac{W_K}{R_0}a = \frac{A_1K_0}{R_0B_1}$, $\xi = \frac{eA_1}{b}$, $\beta = \frac{A_2K_0}{R_0B_1}$, $\epsilon = \frac{C_1A_1K_0}{R_0B_1}$, $c = \frac{b_1}{R_0}$, $\eta = \frac{C_2A_1K_0}{R_0B_1}$, $d = \frac{D_1}{R_0}$ and $e = \frac{D_2}{R_0}$. We analyse the system dynamics assuming $s(t) \geq 0, i(t) \geq 0$ and $p(t) \geq 0$.

The constant $\gamma$ represents the infection rate of the prey. The terms $\alpha$ and $\xi$ are the parameters which characterize the alternative food. From the relation $\alpha = h_2/h_1$, it can be inferred that $\alpha$ is directly proportional to the handling time $h_2$ of the alternative food. Hence the parameter $\alpha$ is proportionally related to the "quality" of the alternative food. If the relation $h_2 < h_1$ holds, then the predator can easily capture alternative food than prey species which implies that the alternative food is of high quality. Therefore for high quality of alternative food $\alpha$ is less than 1. Again, from the relation $\xi = \frac{\epsilon A_1}{b}$, it can be inferred that $\xi$ is directly proportional to the biomass of the alternative food $A$ and thus $\xi$ is a representative of the "quantity" of the alternative food that is supplied to predator [28].

This paper is organized as follows: in Section 2, the existence condition for equilibrium points of the system are derived. The stability analysis of equilibrium points are done in Section 3. Persistence conditions of the system are derived in Section 4. We have analysed the dynamics of this model through bifurcation analysis with respect to the rate of infection and quantity of alternative food in Section 5. Finally, we draw conclusions in Section 6.

2. Theoretical study

In this section, positivity and boundedness for the system (2) are established. Since the state variables $s, i$ and $p$ represent population size, positivity implies that they never become negative. The boundedness may be interpreted as a natural restriction to growth as a consequence of limited resources.

2.1. Positive invariance

The system (2) can be written as $\dot{X} = F(X)$ with $X(0) = X_0 \in R^3_+$, where $X = (s, i, p)^T \in R^3_+$ and $F(X)$ is given by

$$F = F(X) = \left( \begin{array}{c} s(1 - s) - \gamma is - \frac{\epsilon p}{1 + x_2 \xi} \\ \gamma is - \frac{\epsilon p}{1 + x_2 \xi} - di \\ (s + c) \frac{\epsilon p}{1 + x_2 \xi} + \frac{\epsilon p}{1 + x_2 \xi} - ep \end{array} \right),$$

where $F : C_+ \rightarrow R^3$ and $F \in C^{-}(R^3)$.

It can be shown that whenever $X(0) \in R^3_+$ such that $X_i = 0$ then $F_i(X)|_{X_i=0} \geq 0$ (for $i = 1, 2, 3$). Now any solution of $\dot{X} = F(X)$ with $X_0 \in R^3_+$, say $X(t) = X(t, X_0)$, is such that $X(t) \in R^3_+$ for all $t > 0$ (Nagumo [30]).

2.2. Boundedness

Theorem 1. *All solutions of the system (2) which initiated in $R^3_+$ are uniformly bounded.*

Proof. Let $(s(t), i(t), p(t))$ be any solution of the system (2) with positive initial condition.

Let us consider that, $w = s + i + p$

$$\frac{dw}{dt} = \frac{ds}{dt} + \frac{di}{dt} + \frac{dp}{dt}.$$

Using Eq. (2), we have

$$\frac{dw}{dt} = s(1 - s) - \frac{(a - \epsilon)s p}{1 + x_2 \xi + bs} + \frac{\epsilon c p}{1 + x_2 \xi + bs} - \frac{(\beta - \eta)s p}{1 + x_2 \xi} - di - ep.$$

Therefore, $\frac{dw}{dt} \leq -\theta(s + i + p) - (1 - s)^2 + 1$, where $\theta = \min \{1, d, e - \epsilon c \xi \}$.

Thus, $\frac{dw}{dt} + \theta w \leq 1 - (1 - s)^2$.

That is, $\frac{dw}{dt} + \theta w \leq 1$, since $(1 - s)^2 \geq 0$.

Applying the theory of differential inequality we obtain

$$0 < w < \frac{1 - e^{-\theta t}}{\theta} + w(s(0), i(0), p(0)) e^{-\theta t}.$$

For $t \rightarrow \infty$, we have $0 < w < \frac{1}{\theta}$.

Hence all the solutions of (2) that initiate in $R^3_+$ are confined in the region.

$B = \{(s, i, p) \in R^3_+ : w = \frac{1}{\theta} + \tau, \text{ for any } \tau > 0\}$. This proves the theorem.
2.3. Extinction criterion of s and i

**Lemma 1.** If \(1 \leq \gamma(t)\), then \(\lim_{t \to \infty} s(t) = 0\). If \(\gamma s(t) \leq \frac{\rho(t)}{1 + 2x}\), then \(\lim_{t \to \infty} i(t) = 0\).

**Proof.** \(\frac{ds}{dt} = s(1 - s) - \gamma is - \frac{\eta p}{1 + 2x + \eta} \leq s(1 - \gamma i)\).

Therefore, \(s(t) \leq s(t_0)\exp\left(\int_{t_0}^{t} (1 - \gamma i(t))\, dt\right)\).

Hence \(\lim_{t \to \infty} s(t) = 0\), provided \(1 \leq \gamma i(t)\).

\(\frac{di}{dt} = \gamma is - \frac{\eta p}{1 + 2x} - di \leq i(\gamma s - \frac{\eta p}{1 + 2x})\).

Thus, \(i(t) \leq i(t_0)\exp\left(\int_{t_0}^{t} (\gamma s - \frac{\eta p}{1 + 2x})\, dt\right)\).

Hence \(\lim_{t \to \infty} i(t) = 0\), provided \(\gamma s(t) \leq \frac{\rho(t)}{1 + 2x}\), i.e., \(0 \leq \gamma \leq \frac{\rho(t)}{s(t)(1 + 2x)}\).

2.4. Existence of equilibrium points

The system (2) possesses the following equilibrium points.

(i) The trivial equilibrium point \(E_T = (0, 0, 0)\).

(ii) The axial equilibrium point \(E_A = (1, 0, 0)\).

(iii) The disease free boundary equilibrium point is \(E_D = (s, 0, p)\), where \(s = \frac{\gamma + (\alpha x - \epsilon c)}{\eta p}\), \(p = \frac{\gamma (e - be - (\epsilon c + ex)) (1 + \alpha \xi - bc \xi)}{e - be + \epsilon (c + ex)}\). \(E_D\) exists if \(e + \xi (\alpha x - ec) > 0\) and \(e - e - be > \xi (\epsilon c + ex)\). Therefore, the existence criteria of disease free boundary equilibrium point is \(\frac{\xi}{\epsilon c + ex} < \xi < \frac{e - be}{\alpha x - \epsilon c}\).

(iv) The predator free boundary equilibrium point \(E_P = (\bar{s}, \bar{i}, 0)\), where \(s = \frac{\xi}{\epsilon c + ex}\) and \(i = \gamma - d\). The predator free equilibrium point \(E_P\) exists if \(\gamma > d\), i.e., if infection rate is greater than the death rate of infected prey.

(v) The steady state of coexistence \(E^* = (s^*, i^*, p^*)\), where \(p^* = \frac{1 + \alpha \xi}{\eta p} (d - \eta d\), \(i^* = \frac{1 + \alpha x}{\eta} [e - \epsilon (c + ec)]\) and \(s^*\) is the positive root of the equation \(T_1 s^2 + T_2 s^* + T_3 = 0\),

where

\[T_1 = \eta \bar{b}b;\]
\[T_2 = -[(1 + \alpha \xi) (\eta i^* - \eta \beta (1 + eb - e)) + \eta \beta b];\]
\[T_3 = -(1 + \alpha \xi) [\eta \beta - \eta \bar{d} - \gamma \beta (e(1 + x) - \epsilon c \xi)].\]

The sufficient conditions of the existence of \(E^*\) in the interior of the first octant are easily obtained as follows:

\[T_2^2 - 4 T_1 T_3 \geq 0,\]

\(d > \gamma s\) and \(e > \frac{\epsilon (1 + \xi)}{1 + 2x + \eta}\).

Therefore, the values of \(E_D, E_P\) and \(E^*\) depend on the quality \((x)\) and quantity \((\xi)\) of alternative food. The existence conditions of \(E_D, E_P\) and \(E^*\) are also dependent on \(x\) and \(\xi\).

3. Local stability analysis

**Theorem 2.** The trivial equilibrium point \(E_T\) is always unstable. The axial equilibrium point \(E_A\) is unstable if \(\gamma > d\) and \(e > \frac{\epsilon (1 + \xi)}{1 + 2x + \eta}\).

**Proof.** The Jacobian matrix \(J(E_T)\) at \(E_T\) is given by

\[
J(E_T) = \begin{pmatrix}
1 & 0 & 0 \\
0 & -d & 0 \\
0 & \frac{e(1 + ec)}{1 + 2x + \eta} - e
\end{pmatrix}
\]

We observe that \(J(E_T)\) has one positive eigenvalue \(1\), therefore \(E_T\) is always unstable.

The Jacobian matrix \(J(E_A)\) at \(E_A\) is given by

\[
J(E_A) = \begin{pmatrix}
-1 & -\gamma & \frac{\eta p}{1 + 2x + \eta} \\
0 & \gamma - d & 0 \\
0 & \frac{e(1 + ec)}{1 + 2x + \eta} - e
\end{pmatrix}
\]
From the Jacobian matrix $J(E_1)$, it is observed that it has one negative eigenvalue $-1$ and two positive eigenvalues if $\gamma > d$ and $e < \frac{c(1+c)}{1+2c}$. That means it has stable and unstable manifold in the neighbourhood of $E_1$. Hence the axial equilibrium point $E_D$ is unstable for $\gamma > d$ or $e < \frac{c(1+c)}{1+2c}$. 

**Theorem 3.** The disease free equilibrium point $E_D$ for the system (2) is locally stable if the following conditions hold: $\Theta_1 > 0$, $\Theta_3 > 0$, $\Theta_1 / \Theta_3 - \Theta_3 > 0$, where $\Theta'$s are given in the proof of the theorem. 

**Proof.** The Jacobian matrix $J(E_D)$ at disease free equilibrium point $E_D$ is given by

$$J(E_D) = \begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix},$$

where, $a_{11} = 1 - 2s - \frac{ap(1+s)}{(1+s) + b}, a_{12} = -\gamma s, a_{13} = -\frac{\alpha}{1+s^2 + \beta}, a_{21} = 0, a_{22} = \gamma s - \frac{p}{1+s^2} - d, a_{23} = 0, a_{31} = \frac{\alpha p(1+s)}{(1+s) + b}, a_{32} = \frac{np}{1+s^2}, a_{33} = \frac{e(s+c)}{1+2c} - e.$

The characteristic equation of the Jacobian matrix $J(E_D)$ is given by

$$\lambda^3 + \Theta_1 \lambda^2 + \Theta_2 \lambda + \Theta_3 = 0.$$ 

where,

$$\Theta_1 = -(a_{11} + a_{22} + a_{33}).$$

$$\Theta_2 = (a_{22} a_{33} + a_{11} a_{33} - a_{21} a_{13} + a_{11} a_{22}).$$

and $\Theta_3 = a_{22} a_{13} - a_{13} a_{21}.$

If $a_{11} + a_{33} < 0, a_{22} < 0$ and $a_{11} a_{33} < a_{13} a_{21}$ then it is easy to see that $\Theta_1 > 0, \Theta_3 > 0$ and $\Theta_1 \Theta_2 - \Theta_3 > 0$. Using the Routh–Hurwitz criteria [31] we observe that the system (2) is stable at the positive equilibrium point $E_D$ if the conditions $\Theta_1 > 0, \Theta_3 > 0$, and $\Theta_1 \Theta_2 - \Theta_3 > 0$ hold. Hence the disease free system is locally stable under this conditions. But, the disease free equilibrium $E_D$ is unstable if at least one of these conditions is violated.

**Theorem 4.** The predator free equilibrium point $E_F$ is locally stable if $\frac{e(s+c)}{1+2c} + \frac{m}{1+s^2} < e$ and $(\gamma - 2)\hat{s} < \gamma \hat{i} + d - 1$.

**Proof.** The Jacobian matrix $J(E_F)$ at $E_F(\hat{s}, \hat{i}, 0)$ is given by

$$J(E_F) = \begin{pmatrix} 1 - 2\hat{s} - \gamma \hat{i} - \hat{s}\gamma & -\frac{\alpha}{1+s^2 + \beta} \\ \gamma \hat{i} & \gamma \hat{s} - d - \frac{\hat{p}}{1+s^2} & -\frac{\hat{m}}{1+s^2} \\ 0 & 0 & \frac{e(s+c)}{1+2c} + \frac{m}{1+s^2} - e \end{pmatrix}.$$

The characteristic roots of the Jacobian matrix $J(E_F)$ are $\frac{e(s+c)}{1+2c} + \frac{m}{1+s^2} - e$ and the roots of the equation

$$\lambda^2 - (\gamma - 2)\hat{s} - \gamma \hat{i} - d + 1\lambda + \gamma \hat{s} \hat{i} + (\gamma \hat{s} - d)(1 - 2\hat{s} - \gamma \hat{i}) = 0.$$ 

Hence $E_F$ is locally stable if the conditions given in the theorem are satisfied.

**Theorem 5.** The interior equilibrium point $E'$ for the system (2) is locally stable if the conditions $\Omega_1 > 0, \Omega_3 > 0$ and $\Omega_1 \Omega_2 - \Omega_3 > 0$ hold, where $\Omega'$s are given in the proof of the theorem.

**Proof.** The Jacobian matrix $J(E')$ at the interior point $E'(s', i', p')$ is

$$J(E') = \begin{pmatrix} A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33} \end{pmatrix},$$

where, $A_{11} = 1 - 2s' - i' - \frac{ap(1+s')}{(1+s') + b}, A_{12} = -\gamma s', A_{13} = -\frac{\alpha}{1+s'^2 + \beta}, A_{21} = \gamma i', A_{22} = \gamma s' - \frac{p}{1+s'^2} - d, A_{23} = -\frac{\hat{p}}{1+s'^2}, A_{31} = \frac{\alpha p(1+s')}{(1+s') + b}, A_{32} = \frac{np}{1+s'^2}, A_{33} = \frac{e(s+c)}{1+2c} + \frac{m}{1+s'^2} - e.$

The characteristic equation of the Jacobian matrix $J(E')$ is given by

$$\lambda^3 + \Omega_1 \lambda^2 + \Omega_2 \lambda + \Omega_3 = 0.$$
where,
\[ \Omega_1 = -(A_{11} + A_{22} + A_{33}), \]
\[ \Omega_2 = (A_{22}A_{33} - A_{23}A_{32}) + (A_{11}A_{33} - A_{31}A_{13}) + (A_{11}A_{22} - A_{12}A_{21}), \]
and \[ \Omega_3 = A_{11}(A_{22}A_{33} - A_{23}A_{32}) - A_{12}(A_{23}A_{32} - A_{22}A_{31}) + A_{13}(A_{32}A_{21} - A_{23}A_{31}). \]

Using the Routh–Hurwitz criteria [31] we observe that the system (2) is locally stable at the equilibrium point \( E^* \) if the conditions \( \Omega_1 > 0, \Omega_2 > 0 \) and \( \Omega_1\Omega_2 - \Omega_3 > 0 \) hold.

Therefore, we observe that the stability conditions for all the equilibrium points depend on the parameters \( \xi \) and \( \alpha \).

4. Persistence of the system

Butler et al. [32], Freedman and Waltman [31,33] developed the following definition of persistence:

If a population \( N(t) \) is such that \( N(t) > 0 \), then,

(i) \( N(t) \) is said to be weakly persistent if \( \lim_{t \to \infty} \text{sup} N(t) > 0 \).

(ii) \( N(t) \) is said to be (strongly) persistent if \( \lim_{t \to \infty} \text{inf} N(t) > 0 \).

Further, if \( N(t) \in \mathbb{C} \), where \( \mathbb{C} \) is a certain class of function, then

(iii) \( N(t) \) is said to be weakly uniformly persistent if there exists \( \delta > 0 \) such that \( \lim_{t \to \infty} \text{sup} N(t) > \delta \) for all \( N(t) \in \mathbb{C} \).

(iv) \( N(t) \) is said to be uniformly persistent if there exists \( \delta > 0 \) such that \( \lim_{t \to \infty} \text{inf} N(t) > \delta \) for all \( N(t) \in \mathbb{C} \).

From biological point of view, persistence of a system means the long term survival of all populations of the system, no matter what the initial populations are. Mathematically, persistence of a system means that strictly positive solutions do not have omega (\( \Omega \)) limit points on the boundary of the non-negative cone.

**Theorem 6.** Let the following conditions are satisfied

(i) \( \gamma > d \),

(ii) \( e < \frac{r(1+\xi)}{1+2\xi} \),

(iii) \( \frac{r(1+\xi)}{1+2\xi} + \frac{\mu}{1+2\xi} > e \),

and if there exists a finite number (say, \( n \)) of periodic solutions \( s = \phi_r(t), p = \psi_r(t), r = 1,2,3, \ldots, n \). in the \( s-p \) plane, then system (2) is uniformly persistent provided for each periodic solutions of period \( T_r, T_r = -d + \frac{1}{r} \int_0^T \left( \gamma \phi_r(t) - \frac{\partial \phi_r(t)}{\partial x}\right) dt > 0, r = 1, 2, \ldots, n.\)

**Proof.** Let \( X = (s,i,p) \) be a point in the positive quadrant and \( O(X) \) be orbit through \( X \) and \( \Omega \) be the omega limit set of the orbit through \( X \). Note that \( O(X) \) is bounded.

We claim that \( E_r \neq \Omega(X) \). If \( E_r \in \Omega(X) \) then by the Butler-McGehee lemma [31] there exist a point \( P \) in \( \Omega(X) \cap W^s(E_r) \) where \( W^s(E_r) \) denotes the stable manifold of \( E_r \). Since \( O(P) \) lies in \( O(X) \) and \( W^s(E_r) \) is the \( i-p \) plane, we conclude that \( O(P) \) is unbounded, which is contrary to the boundedness of the system.

Next \( E_a \neq \Omega(X) \), for otherwise, since \( E_a \) is a saddle point which follows from the conditions \( \gamma > d \) and \( e < \frac{r(1+\xi)}{1+2\xi} \) by the Butler-McGehee lemma [31] there exist a point \( P \) in \( \Omega(X) \cap W^s(E_a) \). Now \( W^s(E_a) \) is the \( s \) axis implies that an unbounded orbit lies in \( O(X) \), a contradiction.

The condition \( \frac{r(1+\xi)}{1+2\xi} + \frac{\mu}{1+2\xi} > e \) implies that \( E_p \) is unstable and therefore \( E_p \neq \Omega(X) \).

Lastly, we show that no periodic orbits in the \( s-p \) plane or \( E_D \in \Omega(X) \). Let \( r_i, i = 1,2, \ldots, n \) denote the closed orbit of the periodic solution \( (\phi_r(t),\psi_r(t)) \) in \( s-p \) plane such that \( r_i \) lies inside \( r_{i-1} \). Let the Jacobian matrix \( J_r(\phi_r(t),0,\psi_r(t)) \) corresponding to \( r_i \) is given by

\[
J_r = \begin{pmatrix}
F_{1s}(\phi_r(t),0,\psi_r(t)) & F_{11}(\phi_r(t),0,\psi_r(t)) & F_{1p}(\phi_r(t),0,\psi_r(t)) \\
F_{2s}(\phi_r(t),0,\psi_r(t)) & 0 & F_{2p}(\phi_r(t),0,\psi_r(t)) \\
F_{3s}(\phi_r(t),0,\psi_r(t)) & F_{31}(\phi_r(t),0,\psi_r(t)) & F_{3p}(\phi_r(t),0,\psi_r(t))
\end{pmatrix}.
\]

Here \( F_{21} = -d + \gamma \phi_r(t) - \frac{\phi_r(t)}{1+2\xi}. \) Computing the fundamental matrix of the linear periodic system

\[
M' = J_r(t)M, M(0) = M_0.
\]

we find that its Floquet multiplier in the \( i \)-direction is \( e^{\lambda_i(t)} \). Then proceeding in an analogous manner like Kumar and Freedman [34], we conclude that no \( r_i \) lies on \( \Omega(X) \). Thus, \( \Omega(X) \) lies in the positive quadrant and system (2) is persistent. Finally,
since only the closed orbits and the equilibria from the omega limit set of the solutions on boundary of $R^3$, and the system (2) is dissipative. Now using a theorem of Butler et al. [32], we conclude that system (2) is uniformly persistent.

Note that the persistence condition of the system depends on infection rate, death rate of infected prey, death rate of predator, capturing rate of predator on infected prey and quality and quantity of alternative food.

5. Results and discussions

In this section, we perform numerical simulations with the help of parameter values taken from data of field works and experimental data (see, Table 1) which remains fixed for all numerical simulations. In our numerical simulations we have varied the infection rate $\gamma$, quality of alternative food $\alpha$ and quantity of alternative food $\xi$.

The bifurcation diagram of the system (2) with respect to infection rate of prey in the range $0 \leq \gamma \leq 1.34$ in absence of alternative food (i.e., $\alpha = 0, \xi = 0$) to predator is presented in Fig. 1. Fig. 1 shows that within $0 \leq \gamma \leq 0.76$, there is no infected prey species in the system and the susceptible prey and predator species have periodic behaviour. But, for $0.76 < \gamma \leq 1.21$, the susceptible prey, infected prey and predator species have limit cycle oscillations. All prey and predator species settle down to their respective steady states after $\gamma > 1.21$. Notice that the average density of the infected prey species becomes higher than the average density of susceptible prey for $\gamma > 0.76$. With the increase of infection rate susceptible prey becomes infected at higher rate and as a result the density of susceptible prey population decreases and the density of infected prey population increases.

The bifurcation diagram of the system (2) with respect to infection rate $\gamma$ in the range $0 \leq \gamma \leq 1.74$ in presence of alternative food ($\alpha = 0.85, \xi = 0.3$) to predator is plotted in the Fig. 2. It is evident from Fig. 2 that the system becomes disease free within $0 \leq \gamma \leq 0.9$ in presence of alternative food. Therefore, supply of alternative food to predator makes the system disease free in $0.76 \leq \gamma \leq 0.9$ which is impossible in absence of alternative food. The infected prey population oscillates within $0.9 < \gamma < 1.6$ and it reaches steady state after $\gamma > 1.6$. The susceptible prey and predator species have periodic behaviour for $0 \leq \gamma \leq 1.6$ and finally they settle down to their respective steady state after $\gamma > 1.6$.

We plot dynamical behaviours of the infected prey population in absence of alternative food as well as in presence of alternative food in Fig. 3. Time evolution of infected prey is plotted in Fig. 3(a) in absence of alternative food taking $\gamma = 0.8$, on the other hand Fig. 3(b) represents time evolution of the infected prey species for same infection rate in presence of alternative food ($\alpha = 0.85, \xi = 0.6$). Fig. 3(c) depicts the time evolution of infected prey without alternative food with infection rate $\gamma = 1$ whereas Fig. 3(d) represents the disease free dynamics for ($\alpha = 0.85, \xi = 0.7$) with same infection rate.

| Parameter | Description | Range | Default value |
|-----------|-------------|-------|---------------|
| $a$       | Attack rate of susceptible prey | 0.61–6.087 [35] | 2.0 |
| $b$       | Attack rate of infected prey | 0–0.5 [36] | 0.12 |
| $\epsilon$ | Half saturation constant | 2–6.2 [37] | 3 |
| $\eta$    | Conversion rate of susceptible prey | 0.05–0.33 [38] | 0.25 |
| $\nu$     | Conversion rate of infected prey | 0.05–0.33 [38] | 0.05 |
| $c$       | Conversion rate of additional food | 0 < $c$< 1 | 0.3 |
| $d$       | Infected prey mortality rate | 0.04–0.16 [39,40] | 0.08 |
| $e$       | Predator mortality rate | 0.04–0.16 [39,40] | 0.04 |

Fig. 1. Bifurcation diagram of the system (2) with respect to infection rate of the prey in absence alternative food i.e., for $\alpha = 0$ and $\xi = 0$. 

**Table 1**

Ranges of parameters with their sources.
From the Fig. 3, it is clear that the system becomes disease free under suitable supply of alternative food even if the infection rate is high which is impossible in absence of alternative food.

In Fig. 4, the plane is divided into infected and uninfected regions for fixed infection rate $c$. We have determined the regions for $c = 0$ (Fig. 4(a)) and for $c = 1$ (Fig. 4(b)) considering other parameters values are as in Table 1. Fig. 4(a) is plotted in the $n$ plane divided into infected and uninfected regions for $0 \leq n \leq 2.5$ and $0 \leq \xi \leq 6.3$ with constant infection rate $\gamma = 0.8$, whereas Fig. 4(b) divides the $n$ plane into infected and uninfected regions for $0 \leq n \leq 2.5$ and $0 \leq \xi \leq 7.7$ with constant infection rate $\gamma = 1$. We observe from Fig. 4 that it is impossible to make the system disease free in absence of alternative food for higher infection rate $\gamma (> 0.76)$ but disease free system can be achieved by suitable supply of alternative food. It is obvious that disease free solution exists for high quality of alternative food even if it is supplied in small quantity. On the other hand if alternative food is of low quality then high quantity of alternative food may not efficient to make the system disease free. Therefore high quality of alternative food supply is very efficient for disease control.

Fig. 2. Bifurcation diagram of the system (2) with respect to infection rate of the prey in presence of alternative food for $\alpha = 0.85$ and $\xi = 0.3$.

From the Fig. 3, it is clear that the system becomes disease free under suitable supply of alternative food even if the infection rate is high which is impossible in absence of alternative food.

In Fig. 4, the plane is divided into infected and uninfected regions for fixed infection rate $\gamma$. We have determined the regions for $\gamma = 0.8$ (Fig. 4(a)) and for $\gamma = 1$ (Fig. 4(b)) considering other parameters values are as in Table 1. Fig. 4(a) is plotted in the $n$ plane divided into infected and uninfected regions for $0 \leq n \leq 2.5$ and $0 \leq \xi \leq 6.3$ with constant infection rate $\gamma = 0.8$, whereas Fig. 4(b) divides the $n$ plane into infected and uninfected regions for $0 \leq n \leq 2.5$ and $0 \leq \xi \leq 7.7$ with constant infection rate $\gamma = 1$. We observe from Fig. 4 that it is impossible to make the system disease free in absence of alternative food for higher infection rate $\gamma (> 0.76)$ but disease free system can be achieved by suitable supply of alternative food. It is obvious that disease free solution exists for high quality of alternative food even if it is supplied in small quantity. On the other hand if alternative food is of low quality then high quantity of alternative food may not efficient to make the system disease free. Therefore high quality of alternative food supply is very efficient for disease control.

The $\alpha\xi$ and $\alpha\xi$-planes are divided into infected and uninfected regions which are presented in Fig. 5(a) for $x = 0.85$ and in Fig. 5(b) for $\xi = 0.62$, respectively. Fig. 5(a) is the parametric plane $\gamma\xi$ for $0 \leq \gamma \leq 2.5$ and $0 \leq \xi \leq 1$ fixing $x = 0.85$. The Fig. 5(a) shows that the system becomes disease free for small quantity of alternative food for lower infection rate $\gamma (\leq 0.5)$. But for higher infection rate, the supply level $\xi$ increases depending on the increase of infection rate. There exists a critical infection rate above which alternative food may not be useful to make the system disease free. It is clear from Fig. 5(b) that disease free state can be reached for higher infection rate ($\gamma > 0.76$) supplying high quality of alternative food. It is evident from Fig. 5(b) that for lower infection rate quality of alternative is not so important for obtaining disease free system.
6. Conclusions

We examine some nontrivial consequences of alternative food to predator in a infected predator–prey model. We have studied stability and persistence criterion of the system in presence of alternative food. One parameter bifurcation analysis is done with respect to infection rate using experimental and field data. Numerical simulation results predict that the system becomes disease free for lower infection rate \( 0 \leq \gamma \leq 0.76 \) in absence of alternative food (Fig. 1). This is happening because infected prey is weaker than susceptible prey and is easily captured by predator. This will reduce the number of infected prey and ultimately the system may becomes disease free without alternative food at certain stage for lower infection rate. However, for higher infection rate \( \gamma > 0.76 \), disease free system cannot be obtained without alternative food.

Fig. 4. Graph of \( x \) versus \( \xi \) for fixed (a) \( \gamma = 0.8 \) and (b) \( \gamma = 1 \). Parameters are as in Table 1. The \( x\xi \)-plane is divided into infected and uninfected regions. This figure indicates that for high quality of alternative food, small quantity of it is sufficient to make the system disease free.

Fig. 5. Graph of \( \gamma \) versus \( \xi \) for fixed (a) \( \alpha = 0.85 \) and (b) \( \alpha = 0.62 \). Parameters are as in Table 1. The \( \gamma\xi \) and \( \alpha\xi \)-planes are divided into infected and uninfected regions. The figure (a) gives the minimum values of \( \xi \) for different infection rate \( \gamma \) and (b) depicts the values of \( \alpha \) for different infection rate \( \gamma \) to make the system disease free.
(Fig. 3). Whereas for higher infection rate disease free state may be reached by supplying suitable alternative food (Figs. 4 and 5). It is evident from our study that high quality of alternative food ($\chi < 1$) has the capability of making the system disease free for higher infection rate. Quantity of alternative food supply increases with the increase of infection rate for fixed quality to obtain a disease free system. Possible reason behind it is that with the supply of high quality or high quantity of alternative food, the predator catches the alternative food as well as infected prey at higher rate compare to susceptible prey. As a result, the growth rate of predator species will increase with the supply of high quality or high quantity of alternative food and it captures the infected prey population at faster rate than susceptible prey. Due to this, infected prey population become very very small at certain stage and consequently infection cannot spread at that stage and the system becomes disease free. Notice that there is a critical infection rate above which the alternative food may not be useful to make the system disease free. Results presented in the present paper provided a useful platform to understand the role of alternative food as disease controller in a diseased food chain model. A possible interesting aspects for future developments are to study the role of alternative food as a disease controller in different types of disease induced food chain models and also the study the effects of supplying alternative food to a network of infected food chain models. This new non-chemical method of disease control will be very useful for biological conservation of prey species in real world biological systems.

Acknowledgements

We are grateful to Editors and the anonymous referee for their critical comments and suggestions which have immensely improved the content and presentation of the paper. The research work of S. Poria is supported by the University Grants Commission (UGC), India (F. No. 8-2/2008 (NS/PE), dated 14th December, 2011).

References

[1] D. Bernoulli, Essai dune nouvelle analyse de la mortalite causee par la petite verole, Mem. Math. Phys. Acad. R. Sci., Paris, 1766.
[2] R. Ross, The Prevention of Malaria, second ed., Murray, London, 1999.
[3] S. Ruan, D. Xiao, J.C. Bress, On the delayed Ross–Macdonald model for malaria transmission, Bull. Math. Biol. 70 (2008) 1098–1114.
[4] Kermack, McKendrick, Contributions to the mathematical theory of epidemics, Part I, Proc. R. Soc. Edinburgh Sect. A. Math. 115 (1927) 700–721.
[5] Kermack, McKendrick, Contributions to the mathematical theory of epidemics, II – the problem of endemicity, Proc. R. Soc. Edinburgh Sect. A. Math. 138 (1932) 53–83.
[6] Kermack, McKendrick, Contributions to the mathematical theory of epidemics, III – further studies of the problem of endemicity, Proc. R. Soc. Edinburgh Sect. A. Math. 141 (1933) 94–122.
[7] R.M. Anderson, R.M. May, Population biology of infectious diseases 1, Nature 280 (1979) 361–367.
[8] R.M. Anderson, R.M. May, Population biology of infectious diseases 2, Nature 280 (1979) 455–461.
[9] J. Bascompte, F. Rodriguez-Trelles, Eradication thresholds in epidemiology, conservation biology and genetics, J. Theor. Biol. 192 (1998) 415–418.
[10] R.M. Anderson, R.M. May, The transmission dynamics of human immunodeficiency virus (HIV), Philos. Trans. R. Soc. Lond. B. 321 (1988) 565–607.
[11] J.L. Aron, R.M. May, The population dynamics of malaria, in: R.M. Anderson (Ed.), The Population Dynamics of Infectious Diseases, The Theory and Applications, 1982, pp. 139–179.
[12] G. Macdonald, The Epidemiology and Control of Malaria, Oxford University Press, London, 1957.
[13] R.M. Anderson, C. Fraser, A.C. Ghani, et al, Epidemiology, transmission dynamics and control of SARS: the 2002–2003 epidemic, Philos. Trans. R. Soc. Lond. B. 314 (2004) 1091–1105.
[14] J.D. Murray, W.L. Seward, On the spatial spread of rabies among foxes with immunity, J. Theor. Biol. 156 (1992) 327–348.
[15] N. Ferguson, R.M. Anderson, Predicting evolutionary change in the influenza a virus, Nat. Med. 8 (6) (2002) 562–563.
[16] B.T. Grenfell, A.P. Dobson, Ecology of infectious diseases in natural populations, Publications of the Newton Institute, 1995.
[17] P.J. Hudson et al., The Ecology of Wildlife Diseases, Oxford University Press, 2002.
[18] L. Real, R. Biek, Infectious disease modeling and the dynamics of transmission, Curr. Top. Microbiol. Immunol. 315 (2007) 33–49.
[19] S. Sinha, O.P. Misra, J. Dhar, Modelling a predator–prey system with infected prey in polluted environment, Appl. Math. Model. 34 (2010) 1861–1872.
[20] R.M. Anderson, R.M. May, The invasion, persistence and spread of infectious diseases within animal and plant communities, Philos. Trans. R. Soc. Lond. B. 314 (1986) 533–570.
[21] K.P. Hadeler, H.I. Freedman, Predator–prey populations with parasite infection, J. Math. Biol. 27 (1989) 609–631.
[22] J. Chattopadhyay, O. Arino, A predator–prey model with disease in the prey, Nonlinear Anal. 36 (1999) 747–766.
[23] M. Haque, J. Chattopadhyay, Role of transmissible disease in an infected prey-dependent predator–prey system, Math. Comput. Modell. Dyn. Syst. 13 (2007) 163–178.
[24] R. Bhattacharyya, B. Mukhopadhyay, On an epidemiological model with nonlinear infection incidence: local and global perspective, Appl. Math. Modell. 35 (2011) 3166–3174.
[25] X. Liu, P. Stechilnski, Infectious disease models with time-varying parameters and general nonlinear incidence rate, Appl. Math. Modell. 36 (2012) 1974–1994.
[26] N. Yi, P. Liu, Qingling Zhang, Bifurcations analysis and tracking control of an epidemic model with nonlinear incidence rate, Appl. Math. Modell. 36 (2012) 1678–1693.
[27] P.D.N. Srinivasu, B.S.R.V. Prasad, M. Venkatesulu, Biological control through provision of additional food to predators: a theoretical study, Theor. Popul. Biol. 72 (2007) 111–120.
[28] P.D.N. Srinivasu, B.S.R.V. Prasad, Role of quantity of additional food to predators as a control in predator–prey systems with relevance to pest management and biological conservation, Bull. Math. Biol. (2010), http://dx.doi.org/10.1007/s11538-010-9601-9.
[29] B. Sahoo, Predator–prey model with different growth rates and different functional responses: a comparative study with additional food, Int. J. Appl. Math. 1 (2012) 117–129.
[30] M. Nagumo, Uber die Lage der Integralkurven gew onlicher Differentialgleichungen, Proc. Phys. Math. Soc. Jpn. 24 (1942) 551–559.
[31] H.I. Freedman, P. Waltman, Persistence in models of three interacting predator–prey populations, Math. Biosci. 68 (1984) 213–231.
[32] G.J. Butler, H. Freedman, P. Waltman, Uniformly persistent systems, Proc. Am. Math. Soc. 96 (1986) 425–429.
[33] H. Freedman, P. Waltman, Persistent model of three competitive populations, Math. Biosci. 73 (1985) 89–101.
[34] R. Kumar, H. Freedman, A mathematical model of facultative mutualism with populations interacting in a food chain, Math. Biosci. 97 (1989) 235–261.
[35] N. Taylor, C. Walters, Estimation of bioenergetics parameters for a stunned Northern Pilemminnow population of South Central British Columbia, Open Fish Sci. J. 3 (2010) 110–121.
[36] J.H. Steele, E.W. Henderson, The role of predation in plankton models, J. Plankton Res. 14 (1992) 157–172.
[37] A. Hastings, T. Powell, Chaos in a three-species food chain, Ecology 72 (1991) 896–903.
[38] H.M. Butzel, A.B. Bolten, The relationship of the nutritive state of the prey organism Paramecium aurelia to the growth and encystment of Didinium nasutum, J. Protozool. 15 (1968) 256–258.
[39] D.L. Cheney et al, Factors affecting reproduction and mortality among baboons in the okavango delta, Botswana, Int. J. Primatol. 25 (2004) 401–428.
[40] S.B. Evans, L.D. Mech, P.J. White, G.A. Sargeant, Survival of adult female Elk in yellowstone following wolf restoration, J. Wildl. Manag. 70 (2006) 1372–1378.