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Abstract. We consider a free boundary problem modeling the growth of angiogenesis tumor with inhibitor, in which the tumor aggressiveness is modeled by a parameter $\mu$. The existences of radially symmetric stationary solution and symmetry-breaking stationary solution are established. In addition, it is proved that there exist a positive integer $m^{**}$ and a sequence of $\mu_m$, such that for each $\mu_m (m > m^{**})$, the symmetry-breaking stationary solution is a bifurcation branch of the radially symmetric stationary solution.

1. Introduction. This paper is concerned with a free boundary problem modeling the tumor growth with angiogenesis and inhibitor. Angiogenesis is an essential process in wound healing and new birth. Tumor-induced angiogenesis is a process that tumor cells secrete cytokines that stimulate the vascular system to grow toward the tumor. As a result of angiogenesis, the tumor possesses its own vasculature, then the nutrient may be supplied to tumor via the capillary network. In mathematical model of tumor-induced angiogenesis, the distribution of nutrient in the tumor satisfies the following reaction-diffusion equation [2, 4, 19, 22]:

$$\frac{\partial \sigma}{\partial t} = D_1 \Delta \sigma + \hat{\Gamma}_1 (\sigma_B - \sigma) - \lambda_1 \sigma \quad \text{in } \Omega(t), \quad (1)$$

where $\Omega(t)$ is the tumor domain at time $t$ with a moving boundary $\partial \Omega(t)$, $\sigma$ denotes the concentration of a nutrient which diffuses throughout the tumor, with diffusion coefficient $D_1$, the term $\hat{\Gamma}_1 (\sigma_B - \sigma)$ accounts for the transfer of nutrient by means of the vasculature stemming from tumor-induced angiogenesis, $\hat{\Gamma}_1$ is the transfer rate of nutrient-in-blood-tissue, and $\sigma_B$ is the concentration of nutrient in the vasculature. The last term on the right side describes the nutrient consumption by tumor cells at the rate of $\lambda_1$.

Tumor inhibitors come from some blood-borne anti-cancer drugs or immune system of the body. Let $\beta$ denote the concentration of inhibitor. Assume that the similar effect governs the evolution of tumor inhibitor. Then it follows that [2, 5, 8]:

$$\frac{\partial \beta}{\partial t} = D_2 \Delta \beta + \hat{\Gamma}_2 (\beta_B - \beta) - \lambda_2 \beta \quad \text{in } \Omega(t), \quad (2)$$
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where \( D_2, \Gamma_2, \beta_B \) and \( \lambda_2 \) are similarly defined as those for the nutrient concentration \( \sigma \). And \( \Gamma_2 = 0 \) if the inhibitor is secreted by neighbouring healthy cells, in response to the “foreign” body, delivered by diffusion across the tumor boundary.

Using non-dimensional scales \([2, 4, 5]\), we rewrite the equations (1) and (2):

\[
\delta_1 \frac{\partial \sigma}{\partial t} = \Delta \sigma - \sigma \quad \text{in } \Omega(t),
\]

\[
\delta_2 \frac{\partial \beta}{\partial t} = \Delta \beta - \lambda \beta \quad \text{in } \Omega(t),
\]

where \( \delta_1, \delta_2 \) are small parameters.

The pressure \( p \) stems from the transport of cells which proliferate or die. Formulated by the conservation of mass \( \text{div } u = \mu(\sigma - \tilde{\sigma} - \tau \beta) \) with Darcy’s law \( u = -\nabla p \), we have

\[-\Delta p = \mu(\sigma - \tilde{\sigma} - \tau \beta) \quad \text{in } \Omega(t),\]

where \( u \) is the velocity of tumor cells, the term \( \mu(\sigma - \tilde{\sigma}) \) on the right side is the proliferation rate, \( \mu \) is a parameter expressing the “intensity” of the expansion by mitosis, \( \tilde{\sigma} \) is a threshold concentration and the term \( \mu \tau \beta \) is the death rate of tumor cells caused by the inhibitor.

Since the nutrient enters tumor by the vascular system and diffusion across the boundary, using homogenization \([18, 32]\), it is assumed that \( \sigma \) satisfies the boundary condition:

\[\frac{\partial \sigma}{\partial n} + \alpha(t)(\sigma - \bar{\sigma}) = 0 \quad \text{on } \partial \Omega(t),\]

where \( n \) is the outward normal, \( \bar{\sigma} \) is the nutrient concentration outside the tumor, \( \alpha(t) \) is the rate of nutrient supply to the tumor, which may vary in time, and angiogenesis results in an increase in it; conversely, if the tumor is treated with anti-angiogenic drugs, it will decrease and the starved tumor will shrink. In this paper, we assume that \( \alpha(t) \equiv \alpha \) is a positive constant.

As for the inhibitor, it is assumed to be secreted by neighbouring healthy cells, in response to the “foreign” body, delivered by diffusion across the tumor boundary, then

\[\beta = \bar{\beta} \quad \text{on } \partial \Omega(t),\]

where \( \bar{\beta} \) is the inhibitor concentration outside the tumor.

Due to cell-to-cell adhesiveness and the continuity of the velocity field through the boundary \([2]\), we derive the boundary conditions of \( p \):

\[p = \kappa \quad \text{on } \partial \Omega(t),\]

\[\frac{\partial p}{\partial n} = -V_n \quad \text{on } \partial \Omega(t),\]

where \( \kappa \) is the mean curvature, and \( V_n \) is the velocity of the free boundary in the direction \( n \).

During the last few decades, many mathematical models in the form of free boundary problems of partial differential equations have been proposed to model the growth of tumors; see survey papers \([1, 11, 12, 13, 25]\) and the references therein, also the recent papers \([9, 18, 29, 30, 31, 34], [23]-[27]\). Among those, some theoretical and numerical results are established for the problem \((3)-(9)\) with different boundary conditions. If the boundary condition \((6)\) is replaced by \( \sigma = \tilde{\sigma} \) (which is formally the case \( \alpha(t) = \infty \)) and the inhibitor is absent \( (\beta = 0) \), it is proved in \([10, 14, 15, 19, 20]\) that under the assumption \( \tilde{\sigma} < \sigma \), there exists a unique radially
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symmetric stationary solution on \( B_{R_s} \), and a branch of symmetry-breaking stationary solutions bifurcates from the above radially symmetric stationary solution for each \( \mu_n(R_s)(n \geq 2) \) with free boundary

\[
r = R_s + \varepsilon Y_{n,0}(\theta) + O(\varepsilon^2),
\]

where \( Y_{n,0} \) is the spherical harmonic of order \((n,0)\). Moreover, Friedman and Hu [14] showed that the bifurcation branches stemming from \( \mu_n(R_s)(n \geq 3) \) are all unstable. The above results have been extended to the tumor model where the nutrient consumption rate and the proliferation rate are general nonlinear functions, tumor growth with a necrotic core, tumor growth in fluid-like tissue, tumor cord, multilayer model and so on; see the papers [6, 7, 9, 16, 23, 33]. Moreover, Zhou and Wu [27, 30, 34], Xu et al. [31] established the asymptotic stability and bifurcation analysis for the case that the boundary condition (6) is nonlinear with Gibbs-Thomson relation. In the presence of inhibitor, the asymptotic stability and bifurcation of radially symmetric stationary solution were studied in [5, 8, 26, 28, 29]. It was shown that there exists a threshold value \( \gamma^* \) for the surface tension coefficient which separates instability from stability for the radially symmetric equilibrium with respect to small enough non-radial perturbations, and a branch of non-radial solutions bifurcates from the radially symmetric solution for each \( \gamma_n \) with \( n > n^** \).

In this paper, we are interested in the tumor model with the boundary condition (6) stemming from angiogenesis. For the problem (3)-(9) in the absence of inhibitor, Lam and Friedman [18] established the existence of the radially symmetric stationary solution and the boundedness of free boundary for the bounded \( \alpha(t) \). Recently, Huang, Zhang and Hu [24] showed that when \( \alpha(t) \equiv \alpha \), there exists a branch of symmetry-breaking stationary solutions bifurcating from the radially symmetric stationary solution for each \( \mu_n(n \geq 2) \). Motivated by the above papers, we study the stationary solution of the problem (3)-(9) and seek the effect of inhibitor on the growth of dormant tumor with angiogenesis. Namely, we consider the following problem:

\[
\begin{align*}
\Delta \sigma &= \sigma, & x \in \Omega, \\
\Delta \beta &= \lambda \beta, & x \in \Omega, \\
-\Delta p &= \mu(\sigma - \bar{\sigma} - \tau \beta), & x \in \Omega, \\
\frac{\partial \sigma}{\partial n} + \alpha(\sigma - \bar{\sigma}) &= 0, & x \in \partial \Omega, \\
\beta &= \bar{\beta}, & x \in \partial \Omega, \\
p &= \kappa, & x \in \partial \Omega, \\
\frac{\partial p}{\partial n} &= 0, & x \in \partial \Omega.
\end{align*}
\]

We firstly obtain the existence of the radially symmetric solution of the problem (10)-(16) for all \( \mu \), then prove that there exist a positive integer \( m^{**} \) and a sequence of \( \mu_m \), such that for each \( \mu_m(m > m^{**}) \), there exists a branch of symmetry-breaking solutions bifurcating from the above radially symmetric solution. We also prove that \( \mu_m \) is increasing with respect to the supply of inhibitor \( \bar{\beta} \).

Noticing that the aggressiveness of tumor growth in this paper is measured by the parameter \( \mu \), the larger the \( \mu \) is the more aggressive the tumor is. It is seen from our results that when \( \mu \) is at \( \mu_m \) for large enough \( m \), the tumor will develop
finger and invasive; in addition, for the same branch protrusion, the more supply of inhibitors would require bigger tumor aggressiveness parameter to form the symmetry-breaking stationary state. Namely, increasing the amount of inhibitor can not only reduce the size of the stable dormant tumor ([23, 24]), but also play a positive role in stabilizing radially symmetric tumors.

The rest of this paper is organized as follows. In Section 2, we establish the existence of radially symmetric solution to the problem (10)-(16); in Section 3, we solve the linearized problem of the problem (10)-(16) at the radially symmetric solution; then we obtain the existence of symmetry-breaking solution by the bifurcation theorem in Section 4.

2. Radially symmetric solutions. In this section, we look for the explicit radially symmetric solution to the problem (10)–(16). Let \( r = |x| \). Then in radial case, the problem (10)–(16) clearly equals to the following system:

\[
\begin{align*}
\sigma''(r) + \frac{2}{r} \sigma'(r) &= \sigma(r) \quad \text{for} \quad 0 < r < R, \\
\beta''(r) + \frac{2}{r} \beta'(r) &= \lambda \beta(r) \quad \text{for} \quad 0 < r < R, \\
p''(r) + \frac{2}{r} p'(r) &= -\mu (\sigma(r) - \bar{\sigma} - \tau \beta(r)) \quad \text{for} \quad 0 < r < R, \\
\sigma'(R) + \alpha (\sigma(R) - \bar{\sigma}) &= 0, \quad \beta(R) = \bar{\beta}, \quad p(R) = \frac{1}{R}, \\
p'(R) &= 0.
\end{align*}
\]

For a fixed \( R_s > 0 \), solving the problem (17)–(20), we obtain

\[
\begin{align*}
\sigma_s(r) &= \frac{\alpha \bar{\sigma}}{\alpha + \coth R_s - \frac{1}{R_s} r \sinh R_s} R_s \sinh r \\
\beta_s(r) &= \frac{\beta R_s \sinh(\sqrt{\lambda}r)}{r \sinh(\sqrt{\lambda}R_s)} \\
p_s(r) &= \frac{1}{6} \mu \bar{\sigma} r^2 - \mu \sigma_s(r) + \frac{\mu \tau}{\lambda} \beta_s(r) + C_p \quad \text{for} \quad 0 < r < R_s,
\end{align*}
\]

where

\[
C_p = \frac{1}{R_s} - \frac{1}{6} \mu \bar{\sigma} R_s^2 + \frac{\mu \alpha \bar{\sigma}}{\alpha + \coth R_s - \frac{1}{R_s} r \sinh R_s} - \frac{\mu \tau \bar{\beta}}{\lambda}.
\]

Then \((\sigma_s, \beta_s, p_s)\) given by (22)–(24) is a radially symmetric solution of the system (10)–(16), if \( R_s \) is a positive solution of \( p'_s(R) = 0 \), i.e.,

\[
\frac{1}{3} \bar{\sigma} R_s - \sigma'_s(R_s) + \frac{\tau}{\lambda} \beta'_s(R_s) = 0.
\]

**Theorem 2.1.** For the given positive constants \( \bar{\sigma}, \bar{\beta}, \bar{\sigma}, \mu, \tau, \alpha, \) and \( \bar{\sigma} - \bar{\sigma} - \tau \bar{\beta} > 0 \), there is at least one radially symmetric solution of the system (10)–(16), which is given by (22)–(24).

**Proof.** Obviously, we only need to show the existence of solutions to the problem (17)–(21). It is seen that \((\sigma_s, \beta_s, p_s)\) given by (22)–(24) satisfies the problem (17)–(20). It remains to verify that the boundary condition (21) is satisfied, namely, (25) has at least one positive solution.

Denote

\[
g(r) = \coth r - \frac{1}{r}.
\]
For \( s > 0 \), it follows that \( g'(s) > 0, \) \( (g(s)/s)' < 0 \) and \( g(s) \) satisfies [25]:
\[
\lim_{s \to 0^+} g(s) = 0, \quad \lim_{s \to +\infty} g(s) = 1, \quad \lim_{s \to 0^+} \frac{g(s)}{s} = \frac{1}{3}, \quad \lim_{s \to +\infty} \frac{g(s)}{s} = 0. \tag{26}
\]

Then, \( \sigma_s(r) \) can be rewritten as
\[
\sigma_s(r) = \frac{\alpha \tilde{\sigma}}{\alpha + g(R_s)} \frac{R_s \sinh r}{r \sinh R_s}.
\]

We compute
\[
\sigma'_s(R_s) = -\alpha (\sigma_s(R_s) - \tilde{\sigma}) = -\alpha \left( \frac{\alpha \tilde{\sigma}}{\alpha + g(R_s)} - \tilde{\sigma} \right),
\]
\[
\beta'_s(R_s) = \tilde{\beta} \sqrt{\lambda} \left( \coth(\sqrt{\lambda} R_s) - \frac{1}{\sqrt{\lambda} R_s} \right) = \tilde{\beta} \sqrt{\lambda} g(\sqrt{\lambda} R_s).
\tag{28}
\]

Substituting (27) and (28) into (25), we get
\[
\frac{1}{3} \tilde{\sigma} R_s + \alpha \left( \frac{\alpha \tilde{\sigma}}{\alpha + g(R_s)} - \tilde{\sigma} \right) + \frac{\tau \tilde{\beta}}{\sqrt{\lambda}} g(\sqrt{\lambda} R_s) = 0,
\]
which is equivalent to the following
\[
\alpha \tilde{\sigma} \frac{g(R_s)}{R_s} - \tau \tilde{\beta} \frac{g(\sqrt{\lambda} R_s)}{\sqrt{\lambda} R_s} (\alpha + g(R_s)) - \frac{1}{3} \tilde{\sigma} (\alpha + g(R_s)) = 0.
\]

Let
\[
T(s) = \alpha \tilde{\sigma} \frac{g(s)}{s} - \tau \tilde{\beta} \frac{g(\sqrt{\lambda} s)}{\sqrt{\lambda} s} (\alpha + g(s)) - \frac{1}{3} \tilde{\sigma} (\alpha + g(s)).
\]

Then from (26), we see that
\[
\lim_{s \to 0^+} T(s) = \frac{1}{3} \alpha \tilde{\sigma} - \frac{1}{3} \tilde{\beta} \alpha - \frac{1}{3} \tilde{\sigma} \alpha = \frac{\alpha}{3} (\tilde{\sigma} - \tilde{\sigma} - \tau \tilde{\beta}),
\]
\[
\lim_{s \to +\infty} T(s) = -\frac{1}{3} \tilde{\sigma} (\alpha + 1).
\]

Since \( \tilde{\sigma} - \tilde{\sigma} - \tau \tilde{\beta} > 0, \alpha > 0, \tilde{\sigma} > 0 \), we conclude that \( T(s) = 0 \) has at least one positive root on \((0, \infty)\) by using the continuity of \( T(s) \) and the intermediate value theorem. The proof is complete. \( \square \)

3. **Linearized problem.** In this section, we consider the linearization of the problem (10)–(16) at radially symmetric solution \((\sigma_s, \beta_s, p_s)\) with radius \( R_s \) and solve it by employing spherical harmonics and modified Bessel functions.

Let \((\sigma, \beta, p)\) be the solution of the problem (10)–(16) on the domains with boundaries \( \partial \Omega_s : r = R_s + \bar{R} \); here \( \bar{R} = \varepsilon S(\theta, \varphi) \). For simplicity, we denote \( R = R_s \).

Assume that \((\sigma, \beta, p)\) has the expansion as follows:
\[
\sigma = \sigma_s + \varepsilon \sigma_1 + O(\varepsilon^2), \tag{29}
\]
\[
\beta = \beta_s + \varepsilon \beta_1 + O(\varepsilon^2), \tag{30}
\]
\[
p = p_s + \varepsilon p_1 + O(\varepsilon^2), \tag{31}
\]
where \( \sigma_1, \beta_1, p_1 \) are the functions to be determined.
Substituting (29)-(31) into (10)-(15), collecting all $\varepsilon$-order terms, we obtain the linearized problem which is satisfied by $\sigma_1, \beta_1, p_1$:

$$\Delta \sigma_1 = \sigma_1 \quad \text{in } B_R, \quad (32)$$

$$\frac{\partial \sigma_1}{\partial r} + \alpha \sigma_1 = - (\sigma_s'' + \alpha \sigma_s') S(\theta, \varphi) \quad \text{on } \partial B_R, \quad (33)$$

$$\Delta \beta_1 = \lambda \beta_1 \quad \text{in } B_R, \quad (34)$$

$$\beta_1 = - \beta_s'(R) S(\theta, \varphi) \quad \text{on } \partial B_R, \quad (35)$$

$$\Delta p_1 = - \mu \sigma_1 + \mu \tau \beta_1 \quad \text{in } B_R, \quad (36)$$

$$p_1 = - \frac{1}{R^2} \left( S(\theta, \varphi) + \frac{1}{2} \Delta_\omega S(\theta, \varphi) \right) \quad \text{on } \partial B_R, \quad (37)$$

where $\Delta_\omega = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} (\sin \theta \frac{\partial}{\partial \theta}) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2}$ is the Laplace operator on the unit sphere.

Here we used the fact that $(\sigma_s, \beta_s, p_s)$ is a solution of the problem (17)-(21) and on the boundary [21]:

$$\kappa = \frac{1}{R} - \varepsilon \left( S(\theta, \varphi) + \frac{1}{2} \Delta_\omega S(\theta, \varphi) \right) + O(\varepsilon^2).$$

Before solving the problem (32)-(37), we recall some properties of the spherical harmonic functions and the modified Bessel functions.

Let $Y_{m,l}(\theta, \varphi)$ denote the spherical harmonic functions. Then the family \{ $Y_{m,l}$ \} forms a normalized complete orthonormal basis for $L^2(\Sigma)$, where $\Sigma$ is the unit sphere, and

$$\Delta_\omega Y_{m,l} = -m(m + 1) Y_{m,l}. \quad (38)$$

For $m > 0, \xi > 0$, let $I_m(\xi)$ be the modified Bessel function [15, 26]:

$$I_m(\xi) = \left( \frac{\xi}{2} \right)^m \sum_{k=0}^{\infty} \frac{1}{k! \Gamma(m + k + 1)} \left( \frac{\xi}{2} \right)^{2k}. \quad (39)$$

It satisfies the ordinary differential equation:

$$I_m''(\xi) + \frac{1}{\xi} I_m'(\xi) - \left( 1 + \frac{m^2}{\xi^2} \right) I_m(\xi) = 0, \quad (40)$$

and the following

$$I_m'(\xi) + \frac{m}{\xi} I_m(\xi) = I_{m-1}(\xi) \quad \text{for } m \geq 1, \quad (41)$$

$$I_m'(\xi) - \frac{m}{\xi} I_m(\xi) = I_{m+1}(\xi) \quad \text{for } m \geq 0, \quad (42)$$

$$I_m(\xi) = \sqrt{\frac{2m}{\pi \xi}} \left( \frac{e \xi}{2m} \right)^m \left( 1 + O \left( \frac{1}{m} \right) \right) \quad \text{as } m \to \infty. \quad (43)$$

**Computation of $\sigma_1, \beta_1, p_1.$** Set $S(\theta, \varphi) = Y_{m,l}(\theta, \varphi)$ in (32)-(37). Using a separation of variables, we seek a solution of the form:

$$\sigma_1(r, \theta, \varphi) = \hat{\sigma}_1(r) Y_{m,l}(\theta, \varphi),$$

$$\beta_1(r, \theta, \varphi) = \hat{\beta}_1(r) Y_{m,l}(\theta, \varphi),$$

$$p_1(r, \theta, \varphi) = \hat{p}_1(r) Y_{m,l}(\theta, \varphi).$$
It is seen from (32)-(33) and (38) that \( \hat{\sigma}_1(r) \) satisfies:
\[
\hat{\sigma}_1''(r) + \frac{2}{r} \hat{\sigma}_1'(r) - \frac{m(m+1)}{r^2} \hat{\sigma}_1(r) = \hat{\sigma}_1(r) \quad \text{for } 0 < r < R,
\]
\[
\hat{\sigma}_1'(R) + \alpha \hat{\sigma}_1(R) = -\lambda_1,
\]
where
\[
\lambda_1 = \sigma_s''(R) + \alpha \sigma_s'(R) = \frac{\alpha \sigma}{\alpha + g(R)} \left[ 1 + \alpha g(R) - \frac{2}{R} g(R) \right].
\]
From the formulae of modified Bessel functions (39)-(42), we derive
\[
\hat{\sigma}_1(r) = \frac{-\lambda_1 R^2}{R^2 I_{m+\frac{1}{2}}(R) + I_{m+\frac{1}{2}}(R) + \alpha I_{m+\frac{1}{2}}(R)} \frac{I_{m+\frac{1}{2}}(r)}{r^\frac{1}{2}} Y_{m,l}(\theta, \phi).
\]
Hence, the solution of the problem (32)-(33) is given by:
\[
\sigma_1(r, \theta, \phi) = \frac{-\lambda_1 R^2}{R^2 I_{m+\frac{1}{2}}(R) + I_{m+\frac{1}{2}}(R) + \alpha I_{m+\frac{1}{2}}(R)} \frac{I_{m+\frac{1}{2}}(r)}{r^\frac{1}{2}} Y_{m,l}(\theta, \phi).
\]
Similarly, \( \hat{\beta}_1(r) \) satisfies:
\[
\hat{\beta}_1''(r) + \frac{2}{r} \hat{\beta}_1'(r) - \frac{m(m+1)}{r^2} \hat{\beta}_1(r) = \lambda \hat{\beta}_1(r) \quad \text{for } 0 < r < R,
\]
\[
\hat{\beta}_1'(R) + \alpha \hat{\beta}_1(R) = 0.
\]
The solution of the above problem is given explicitly by:
\[
\hat{\beta}_1(r) = -\frac{\beta''(R) R^2 I_{m+\frac{1}{2}}(\sqrt{\lambda} r)}{r^\frac{1}{2} I_{m+\frac{1}{2}}(\sqrt{\lambda} R)} = -\bar{\beta} \sqrt{\lambda} g(\sqrt{\lambda} R) \frac{R^2 I_{m+\frac{1}{2}}(\sqrt{\lambda} r)}{r^\frac{1}{2} I_{m+\frac{1}{2}}(\sqrt{\lambda} R)}.
\]
Furthermore, the solution of the problem (34)-(35) is as follows:
\[
\beta_1(r, \theta, \phi) = -\bar{\beta} \sqrt{\lambda} g(\sqrt{\lambda} R) \frac{R^2 I_{m+\frac{1}{2}}(\sqrt{\lambda} r)}{r^\frac{1}{2} I_{m+\frac{1}{2}}(\sqrt{\lambda} R)} Y_{m,l}(\theta, \phi).
\]
It remains to solve \( p_1 \). On the boundary, from (37), (38), we get
\[
\hat{p}_1(R) = -\frac{1}{R^2} \left( 1 - \frac{m(m+1)}{2} \right).
\]
Let \( \hat{\eta} = \hat{p}_1 + \mu \hat{\sigma}_1 - \frac{\mu T}{\lambda} \hat{\beta}_1 \). Then \( \hat{\eta}(r) \) satisfies the following problem:
\[
\hat{\eta}'' + \frac{2}{r} \hat{\eta}' - \frac{m(m+1)}{r^2} \hat{\eta} = 0 \quad \text{for } 0 < r < R,
\]
\[
\hat{\eta}(R) = \hat{p}_1(R) + \mu \hat{\sigma}_1(R) - \frac{\mu T}{\lambda} \hat{\beta}_1(R).
\]
By the modified Bessel functions and (44), (45), it admits a solution in the form
\[
\hat{\eta}(r) = \hat{C}_1 r^m
\]
with
\[
\hat{C}_1 = \frac{1}{R^m} \left[ \frac{1}{R^2} \left( \frac{m(m+1)}{2} - 1 \right) - \frac{\mu \lambda_1}{h_m(R) + \alpha} + \frac{\mu T}{\sqrt{\lambda}} g(\sqrt{\lambda} R) \right],
\]
where
\[
h_m(R) = \frac{I_{m+\frac{1}{2}}(R)}{I_{m+\frac{1}{2}}(R)}.
\]
Thus, the solution of problem (36) and (37) is given by:

\[ p_1(r,\theta,\varphi) = \left[ \frac{1}{R^2}\left( \frac{m(m+1)}{2} - 1 \right) - \frac{\mu\lambda_1}{h_m(R) + \alpha} + \frac{\mu\tau\beta}{\sqrt{\lambda}} \right] g(\sqrt{\lambda}R) \left( \frac{r}{R} \right)^m Y_{m,l}(\theta,\varphi) \]

\[ - \mu\sigma_1(r,\theta,\varphi) + \frac{\mu\tau}{\lambda} \beta_1(r,\theta,\varphi). \]

**Rigorous justification.** For \( S \in C^{k+\gamma}(\Sigma) \), \( k \geq 3 \), we set \( \Omega_{\varepsilon} = \{ r < R + \varepsilon S \} \). Note that \((\sigma,\beta,p)\) is defined only on \( \Omega_{\varepsilon} \), while \((\sigma_s,\beta_s,p_s)\) is defined on whole \( \mathbb{R}^3 \) and \((\sigma_1,\beta_1,p_1)\) is defined on \( B_R \). We need to transform all these functions to the same domain \( \Omega_{\varepsilon} \) by the Hanzawa transformation, which is a diffeomorphism defined by

\[ (r,\theta,\varphi) = H_\varepsilon(r',\theta',\varphi') = (r' + \chi(R - r')\varepsilon S(\theta',\varphi'),\theta',\varphi'), \]

where

\[ \chi \in C^\infty, \quad \chi(z) = \begin{cases} 0, & \text{if } |z| \geq 3\delta_0/4, \\ 1, & \text{if } |z| < \delta_0/4, \end{cases} \quad \left| \frac{d^k\chi}{dz^k} \right| \leq C_2. \]

Observe that \( H_\varepsilon \) maps \( B_R \) onto \( \Omega_{\varepsilon} \), while keeping the ball \( \{ r < R - (3\delta_0/4) \} \) fixed. The inverse Hanzawa transformation \( H_\varepsilon^{-1} \) maps \( \Omega_{\varepsilon} \) onto \( B_R \). Set

\[ \tilde{\sigma}_1(r,\theta,\varphi) = \sigma_1(H_\varepsilon^{-1}(r,\theta,\varphi)) \quad \text{in } \Omega_{\varepsilon}. \]

Then \( \sigma,\sigma_s,\text{ and } \tilde{\sigma}_1 \) are all defined on the same domain \( \Omega_{\varepsilon} \).

The Schauder estimates yield the following results, see Lemma 3.2 of [17],

\[ \|\sigma - \sigma_s - \varepsilon\tilde{\sigma}_1\|_{C^{3+\gamma}(\Omega_\varepsilon)} \leq C\varepsilon^2\|S\|_{C^{3+\gamma}(\Sigma)}, \]

\[ \|\beta - \beta_s - \varepsilon\tilde{\beta}_1\|_{C^{3+\gamma}(\Omega_\varepsilon)} \leq C\varepsilon^2\|S\|_{C^{3+\gamma}(\Sigma)}, \]

\[ \|p - p_s - \varepsilon\tilde{p}_1\|_{C^{3+\gamma}(\Omega_\varepsilon)} \leq C\varepsilon^2\|S\|_{C^{3+\gamma}(\Sigma)}, \]

where \( C \) is independent of \( \varepsilon \) and \( S \).

This indicates that the expansions in (29)–(31) are rigorous. We shall prove that it also satisfies the stationary boundary condition (16).

4. Symmetry-breaking solutions. In this section, we reduce the problem (10)–(16) to a bifurcation problem by taking the aggressive parameter \( \mu \) as a bifurcation parameter, then obtain the existence of symmetry-breaking solutions by using the following Crandall-Rabinowitz bifurcation theorem [3].

**Theorem 4.1. (Crandall-Rabinowitz theorem)** Let \( X, Y \) be real Banach spaces and \( F(x,\mu) \) a \( C^p \) map, \( p \geq 3 \), of a neighborhood \((0,\mu_0)\) in \( X \times \mathbb{R} \) into \( Y \). Suppose

(i) \( F(0,\mu) = 0 \) for all \( \mu \) in a neighborhood of \( \mu_0 \);

(ii) \( \text{Ker}[F_x(0,\mu_0)] \) is one-dimensional space, spanned by \( x_0 \);

(iii) \( \text{Im}[F_x(0,\mu_0)] = Y_1 \) has codimension 1;

(iv) \( |F_{x\mu}(0,\mu_0)x_0 - Y_1| \).

Then \( (0,\mu_0) \) is a bifurcation point of the equation \( F(x,\mu) = 0 \) in the following sense:

In a neighborhood of \((0,\mu_0)\) the set of solutions of \( F(x,\mu) = 0 \) consists of two \( C^{p-2} \) smooth curves \( \Gamma_1 \) and \( \Gamma_2 \) which intersect only at the point \((0,\mu_0)\); \( \Gamma_1 \) is the curve \((0,\mu) \) and \( \Gamma_2 \) can be parameterized as follows:

\[ \Gamma_2 : (x(\varepsilon),\mu(\varepsilon)), \quad |\varepsilon| \text{ small}, \quad (x(0),\mu(0)) = (0,\mu_0), \quad x'(0) = x_0. \]

For each \( \tilde{R} = \varepsilon S(\theta,\varphi), \mu \), define a function \( F \) by

\[ F(\tilde{R},\mu) = \frac{\partial p}{\partial n}|_{\partial \tilde{\Omega}_\varepsilon}. \]  

(46)
Then \((\sigma, \beta, p)\) given by (29)-(31) is a solution of the problem (10)–(16) if and only if \(F(\hat{R}, \mu) = 0\) for some \(\hat{R}\) and \(\mu\). In order to apply the Crandall-Rabinowitz theorem, we need to compute the Fréchet derivative of \(F(\hat{R}, \mu)\). From the definition of \(F(\hat{R}, \mu)\), we have the Fréchet derivative:

\[
\left[ \frac{\partial F}{\partial R} (0, \mu) \right] S(\theta, \varphi) = \frac{\partial^2 p_s(R)}{\partial r^2} S(\theta, \varphi) + \frac{\partial p_1}{\partial r} (R, \theta, \varphi).
\]

Setting \(S(\theta, \varphi) = Y_{m,l}(\theta, \varphi)\) as that in the last section, we compute the two terms on the right side of the above equality:

\[
\frac{\partial^2 p_s(R)}{\partial r^2} = -\mu \left( \frac{\alpha \bar{\sigma}}{\alpha + g(R)} - \bar{\sigma} - \tau \beta \right),
\]

\[
\frac{\partial p_1}{\partial r} (R, \theta, \varphi) = \frac{m}{R} \left[ \left( \frac{m(m+1)}{2} \right) \frac{1}{R^2} - \frac{\mu \lambda}{h_m(R) + \alpha} + \frac{\mu \tau \beta}{\sqrt{\lambda}} g(\sqrt{\lambda}R) \right] Y_{m,l}(\theta, \varphi)
\]

\[\quad - \frac{\partial \sigma_1}{\partial r} (R, \theta, \varphi) + \frac{\mu \tau \beta}{\lambda} \frac{\partial \beta_1}{\partial r} (R, \theta, \varphi),\]

where

\[
\frac{\partial \sigma_1}{\partial r} (R, \theta, \varphi) = -(\alpha \sigma_1(R) + \lambda_1) Y_{m,l}(\theta, \varphi) = -\frac{\lambda_1 h_m(R)}{h_m(R) + \alpha} Y_{m,l}(\theta, \varphi),
\]

\[
\frac{\partial \beta_1}{\partial r} (R, \theta, \varphi) = -\frac{\beta}{\sqrt{\lambda}} g(\sqrt{\lambda}R) \frac{R^2}{I_{m+\frac{3}{2}}(\sqrt{\lambda}R)} \left( \frac{I_{m+\frac{3}{2}}(\sqrt{\lambda}R)}{I_{m+\frac{1}{2}}(\sqrt{\lambda}R)} \frac{r^2}{r^2} \right)'_r Y_{m,l}(\theta, \varphi)
\]

\[\quad = -\frac{\beta}{\sqrt{\lambda}} g(\sqrt{\lambda}R) h_m(\sqrt{\lambda}R) Y_{m,l}(\theta, \varphi).
\]

Therefore, we have

\[
\frac{\partial p_1}{\partial r} (R, \theta, \varphi) = \left[ \left( \frac{m(m+1)}{2} \right) \frac{1}{R^2} - \frac{\mu \lambda}{h_m(R) + \alpha} \frac{I_{m+\frac{3}{2}}(R)}{I_{m+\frac{1}{2}}(R)} \right] Y_{m,l}(\theta, \varphi)
\]

\[\quad - \frac{\partial \sigma_1}{\partial r} (R, \theta, \varphi) + \frac{\mu \tau \beta}{\lambda} \frac{\partial \beta_1}{\partial r} (R, \theta, \varphi).
\]

The equation

\[
\left[ \frac{\partial F}{\partial R} (0, \mu) \right] Y_{m,l}(\theta, \varphi) = 0
\]

is then reduced to \(A_m - \mu B_m = 0\), where

\[
A_m = \frac{m}{R^3} \left( \frac{m(m+1)}{2} - 1 \right) = \frac{m(m-1)(m+2)}{2R^3},
\]

\[
B_m = \frac{\alpha \bar{\sigma}}{\alpha + g(R)} - \bar{\sigma} - \tau \beta - \frac{\lambda_1}{h_m(R) + \alpha} \frac{I_{m+\frac{3}{2}}(R)}{I_{m+\frac{1}{2}}(R)} + \frac{\mu \tau \beta}{\sqrt{\lambda}} g(\sqrt{\lambda}R) \frac{I_{m+\frac{3}{2}}(\sqrt{\lambda}R)}{I_{m+\frac{1}{2}}(\sqrt{\lambda}R)}.
\]

Denote

\[
\mu_m = \frac{A_m}{B_m}.
\]

We now proceed to establish our main lemma.

**Lemma 4.2.** If \(\frac{\alpha \bar{\sigma}}{\alpha + g(R)} - \bar{\sigma} - \tau \beta > 0\), then there exists \(m^* \in \mathbb{N}\), such that \(\mu_m\) is positive for \(m > m^*\) and increases with respect to \(m\) for \(m > m^*\); moreover,

\[
\lim_{m \to \infty} \mu_m = +\infty.
\]
Thus, the lemma follows from (48) and (49).

Then,

$$F_{\mu m} = \frac{\lambda_1}{h_m(R)} I_{m+\frac{1}{2}}(R) + \alpha \frac{1}{m} I_{m+\frac{1}{2}}(R) + \tau \beta g(\sqrt{\lambda R}) I_{m+\frac{1}{2}}(\sqrt{\lambda R}).$$

Denote

$$q_m(R) = -\frac{\lambda_1}{h_m(R)} I_{m+\frac{1}{2}}(R) + \tau \beta g(\sqrt{\lambda R}) I_{m+\frac{1}{2}}(\sqrt{\lambda R}).$$

Then,

$$q_m(R) \sim \left( -\frac{\lambda_1}{R + \alpha} + \tau \beta g(R) \right) \frac{R}{2m} + O\left( \frac{1}{m^2} \right) \quad \text{as} \quad m \to \infty. \quad (48)$$

From (47), we rewrite $\mu_m$ as

$$\mu_m = \frac{A_m}{B_m} = \frac{m(m-1)(m+2)}{2R^2} \cdot \frac{\alpha \beta}{\alpha g(R)} - \bar{\sigma} - \tau \bar{\beta} + q_m(R). \quad (49)$$

Notice that $\frac{\alpha}{\alpha + 1} \bar{\sigma} - \bar{\beta} > 0$ and $0 < g(R) < 1$ imply that $\frac{\alpha \beta}{\alpha g(R)} - \bar{\sigma} - \tau \bar{\beta} > 0$. Thus, the lemma follows from (48) and (49).

In the following, we show that $(0, \mu_m)$ is the bifurcation point of the equation $F(R, \mu) = 0$ for sufficiently large $m$.

For $m^*$ given in Lemma 4.2, define $m^{**}$ as follows

$$m^{**} = \text{inf}\{ m \in \mathbb{N}^+ : \mu_m \geq \max\{\mu_2, \mu_3, \ldots, \mu_{m^*}\} \}.$$ 

For $m > m^{**}$, we introduce the Banach spaces:

$$X^{m+\gamma} = \{ R \in C^{m+\gamma}(\Sigma), R \text{ is } \pi\text{-periodic in } \theta, 2\pi\text{-periodic in } \varphi \},$$

$$X_2^{m+\gamma} = \text{closure of the linear space spanned by } \{ Y_{j,0}, j = 0, 2, 4, \ldots \} \text{ in } X^{m+\gamma}. \text{ Then } F(R, \mu) \text{ maps } X_2^{m+\gamma} \text{ into } X_2^2. \text{ We choose } X = X_2^{3+\gamma}(\Sigma), Y = X_2^2(\Sigma).$$

Since we have proved in Lemma 4.2 that $\mu_m$ are all distinct, for even integer $m \geq m^{**}$, we have

$$\text{Ker}[F_R(0, \mu_m)] = \text{span}\{ Y_{m,0} \}. \text{ On the other hand, } F_R(0, \mu_m)Y_{k,0} = (A_k - \mu_mB_k)Y_{k,0}, \text{ where } A_k - \mu_mB_k \neq 0 \text{ for } k \neq m. \text{ This implies that } \text{Im}[F_R(0, \mu)] + \text{Ker}[F_R(0, \mu)] = Y.$$ 

Note that

$$[F_{\mu R}(0, \mu_m)]Y_{m,0} = -B_mY_{m,0} \notin \text{Im}[F_R(0, \mu_m)].$$

By Crandall-Rabinowitz theorem and Lemma 4.2, for even integer $m \geq m^{**}$, $(0, \mu_m)$ is a bifurcation point of the equation $F(R, \mu) = 0$. From the definition of $F(R, \mu)$ given in (46), we have shown the existence of the symmetry-breaking solution to the system (10)–(16).

Now, we conclude our main result as follows.

**Theorem 4.3.** If $\frac{\alpha}{\alpha + 1} \bar{\sigma} - \bar{\beta} > 0$, then there is a positive integer $m^{**}$, such that for every even $m > m^{**}$, $(0, \mu_m)$ is a bifurcation point of the equation $F(R, \mu) = 0,$
then $\mu_m$ is a bifurcation point of the problem (10)-(16), and the corresponding branch of solutions has the expressions:

$$\begin{align*}
\sigma_\varepsilon &= \sigma_s + \varepsilon \hat{\sigma}_1 Y_{m,0}(\theta, \varphi) + O(\varepsilon^2), \\
\beta_\varepsilon &= \beta_s + \varepsilon \hat{\beta}_1 Y_{m,0}(\theta, \varphi) + O(\varepsilon^2), \\
p_\varepsilon &= p_s + \varepsilon \hat{p}_1 Y_{m,0}(\theta, \varphi) + O(\varepsilon^2),
\end{align*}$$

with the free boundaries:

$$r = R_s + \varepsilon Y_{m,0}(\theta, \varphi) + O(\varepsilon^2).$$

**Remark 1.** Since $\frac{\alpha}{\alpha + g(R)} - O(\hat{\beta}) > 0$ if $\lambda < 1$, combining with Theorem 2.1, we see that Theorem 4.3 is also valid for $\lambda < 1$.

Furthermore, for the above aggressiveness parameter $\mu_m$, we can show that it is a monotonous function of the inhibitor supply $\hat{\beta}$.

**Lemma 4.4.** $\mu_m$ is an increasing function of $\hat{\beta}$.

**Proof.** In order to prove this lemma, we only need to verify that the following function is decreasing in $\hat{\beta}$:

$$z(\hat{\beta}) = -\tau \hat{\beta} + q_m(R).$$

Combining the definition $q_m(R)$, we get

$$z(\hat{\beta}) = -\tau \hat{\beta} - \frac{\lambda_1}{h_m(R) + \alpha} \frac{I_{m+\frac{1}{2}}(R)}{I_{m+\frac{1}{2}}(\sqrt{\lambda R})} + \tau \hat{\beta} g(\sqrt{\lambda R}) \frac{I_{m+\frac{1}{2}}(\sqrt{\lambda R})}{I_{m+\frac{1}{2}}(\sqrt{\lambda R})}$$

$$= -\tau \hat{\beta} \left( 1 - \frac{I_{\frac{1}{2}}(\sqrt{\lambda R}) I_{m+\frac{1}{2}}(\sqrt{\lambda R})}{I_{\frac{1}{2}}(\sqrt{\lambda R}) I_{m+\frac{1}{2}}(\sqrt{\lambda R})} \right) - \frac{\lambda_1}{h_m(R) + \alpha} \frac{I_{m+\frac{1}{2}}(R)}{I_{m+\frac{1}{2}}(\sqrt{\lambda R})}.$$ 

Recalling that (see (6.2) in [28])

$$1 - \frac{I_{\frac{1}{2}}(\sqrt{\lambda R}) I_{m+\frac{1}{2}}(\sqrt{\lambda R})}{I_{\frac{1}{2}}(\sqrt{\lambda R}) I_{m+\frac{1}{2}}(\sqrt{\lambda R})} > 0,$$

we obtain $z'(\hat{\beta}) < 0$. The proof is complete. \qed
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