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Abstract

A well-known lower bound widely used in the massive MIMO literature hinges on channel hardening, i.e., the phenomenon for which, thanks to the large number of antennas, the effective channel coefficients resulting from beamforming tend to deterministic quantities. If the channel hardening effect does not hold sufficiently well, this bound may be quite far from the actual achievable rate. In recent developments of massive MIMO, several scenarios where channel hardening is not sufficiently pronounced have emerged. These settings include, for example, the case of small scattering angular spread, yielding highly correlated channel vectors, and the case of cell-free massive MIMO. In this short contribution, we present two new bounds on the achievable ergodic rate that offer a complementary behavior with respect to the classical bound: while the former performs well in the case of channel hardening and/or when the system is interference-limited (notably, in the case of finite number of antennas and conjugate beamforming transmission), the new bounds perform well when the useful signal coefficient does not harden but the channel coherence block length is large with respect to the number of users, and in the case where interference is nearly entirely eliminated by zero-forcing beamforming. Overall, using the most appropriate bound depending on the system operating conditions yields a better understanding of the actual performance of systems where channel hardening may not occur, even in the presence of a very large number of antennas.
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I. INTRODUCTION

Multiuser MIMO (MU-MIMO) and its large-antenna regime embodiment known as massive MIMO [1] is one of the most promising technologies to achieve very high spectral efficiency in wireless networks. Massive MIMO has been very intensively studied in the past few years and it is still a very active research topic (e.g., see [1] and references therein). Furthermore, massive MIMO based on TDD reciprocity for the estimation of the downlink (DL) channel vectors from uplink pilot signals has been demonstrated in practice in several academic and industrial prototypes [2]–[4], thus confirming the possibility of obtaining accurate and timely DL channel estimates at the base station side from pilot symbols sent by the users in the uplink direction.

Restricting to linear beamforming (for DL transmission), single data stream per user, and independent channel coding of the user data streams, a generic channel use of the underlying channel model is described by the Gaussian interference channel:

\[ y_k = g_{k,k}s_k + \sum_{k' \neq k} g_{k,k'} s_{k'} + z_k, \quad k = 1, \ldots, K \]

(1)

where \( y_k \) is the channel output observed by user \( k \) decoder, \( s_k \) is the coded information bearing symbol for user \( k \) (useful signal), \( z_k \) is AWGN, and \( \{g_{k,k'}\} \) are the effective channel coefficients resulting from the inner products of the transmit beamforming vectors with the users’ channel vectors.

In general, when the coefficients \( \{g_{k,k'}\} \) are not known to user \( k \) receiver, it is not clear what is “signal” and what is “interference” in the signal model (1). In particular, the intuitive notion of Signal-to-Interference plus Noise Ratio, given by \( \text{SINR}_k = \frac{|g_{k,k}|^2}{\sum_{k' \neq k} |g_{k,k'}|^2 + N_0} \), is in general not rigorously related to a corresponding notion of information theoretic achievable rate.

When coding is performed across many channel states, under standard assumptions on the joint stationarity and ergodicity of the channel coefficients and the CSI, the relevant notion of achievable rate is usually referred to as ergodic achievable rate [5]. In [1] (see also the many references therein), a rigorous lower bound is derived for the ergodic achievable rate of MU-MIMO systems with effective channel (after DL beamforming) represented by (1). This lower bound works well when the useful signal coefficient \( g_{k,k} \) behaves almost deterministically, i.e., it has a non-zero mean and a small variance. Otherwise, when \( \text{Var}(g_{k,k}) \) is not negligible with respect to \( |E[g_{k,k}]|^2 \), the bound displays a self-interference limited behavior, i.e., as the Signal-to-Noise Ratio (SNR) increases, the bound converges to a finite asymptotic limit instead of growing...
linearly with $\log$ SNR. Such self-interference behavior has prompted some authors to suggest that knowledge of the useful signal coefficient at the receiver is critically important, and the use of *dedicated beamformed pilots symbols* in the DL transmission in order to enable the estimation of the effective channel coefficients at the user receivers has been studied in various works (e.g., see [6]–[8]).

In this short paper, we derive two new lower bounds on the achievable ergodic rate of MU-MIMO systems, or more in general, Gaussian interference channels with unknown channel coefficients at the receiver, with suitable side information, and under the constraint of treating interference as noise [9]. In addition, for the sake of being self-contained, we also derive a max-min upper bound (Lemma 1) and present the derivation of the widely used in the massive MIMO literature and described in [1] (Lemma 2). This will be useful to make comparisons with the two new lower bounds in this paper. We shall show through examples that the two new lower bounds (Lemma 3 and Lemma 4) have a complementary behavior with respect to the commonly used bound (Lemma 2). In particular, they are able to closely follow the upper bound (Lemma 1) even without significant channel hardening, provided that channel coherence block length (defined in Section II) is large with respect to the number of users and the DL beamforming is able to significantly remove the multiuser interference (e.g., in the presence of zero-forcing beamforming). Therefore, our bounds somehow corroborate the fact that beamformed DL pilots are indeed not critically needed even in the cases where the useful signal coefficients suffers from significant statistical fluctuations, despite the large number of antennas.

In recent developments of massive MIMO, several scenarios where channel hardening is not sufficiently pronounced have emerged. These settings include, for example, the case of sparse support of the channel angular scattering function, yielding highly correlated channel vectors, and the case of *cell-free massive MIMO* [10], where antennas are spatially distributed over a large area and only a relatively small number of antennas have significant large-scale channel strength with respect to any given user. The case of highly correlated channel vectors received a lot of attention motivated by propagation models for mm-waves and by the opportunity of exploiting the channel sparsity in order to use *compressed sensing* techniques for channel estimation with reduced pilot overhead (e.g., see [11]–[16]). Also, during the revision of this paper, the bounding technique in Lemma 3, taken from our ArXiv preprint [17], was used in [18] to provide a more accurate performance analysis of cell-free massive MIMO. In both the cell-free and the highly correlated channel cases, channel hardening is not so pronounced and the new bounds in this
paper may provide a useful alternative tool for accurate system performance evaluation.

In order to put these bounds in a historical perspective, we observe that the bound in [1] (Lemma 2) has been “re-discovered” many times in different contexts. To the best of the author’s knowledge, this bounding technique appeared first in the work of Medard [19, Eq. 40-46]. The bounding approach used here to derive the new bounds in Lemma 3 and 4 can be traced back to the tutorial paper by Biglieri, Proakis, and Shamai [5], in particular Eq. 3.3.27 and 3.3.60. Both our Lemmas follow by neglecting one term in the expansion of the mutual information found in these equations, and further manipulating the remaining terms in order to obtain an easily computable bound.

The fact that the self-interference of the classical bound in Lemma 2 is more an artifact of the bounding technique than a fundamental system limit has some interesting consequences from the design of massive MIMO systems. In particular, DL transmission resources should not be wasted by sending beamformed pilot symbols. Attractive alternatives consists of using blind estimation schemes (e.g., as in [20]) or codes for the non-coherent block-fading channel (e.g., [21], [22]). Furthermore, our results point out that, as long as we can afford coding across sufficiently many time and frequency blocks, such that the ergodic regime is relevant, channel hardening is not very important and massive MIMO can be used very successfully even in cases of sparse scattering.

II. NOTATION AND MODEL ASSUMPTIONS

Consider a basic MU-MIMO system with $M$ antennas at the base station and $K$ single-antenna users.\(^1\) A channel use of the DL channel can be represented as

$$y_k = h_k^H x + z_k, \quad k = 1, \ldots, K$$

(2)

where $H = [h_1, \ldots, h_K]$ is $M \times K$ channel matrix whose columns represent the propagation channels between the $M$ base station antennas to each user antenna, and $z_k$ is the sample of an AWGN process with components $\sim \mathcal{CN}(0, N_0)$. This channel model is relevant for an OFDM system where (2) describes a single time-frequency symbol. In general, the channel bandwidth of $W$ Hz is divided into coherence subbands of width $W_s$, over which the channel coefficients are frequency-invariant, and the time axis is divided into coherence blocks of duration $T_s$, over

\(^1\)Often the model in (2) is referred to as “MISO” system (meaning Multiple-Input Single-Output). We prefer to refer to it as MU-MIMO with single-antenna users since the system has indeed multiple inputs ($M$ base station antennas) and multiple outputs ($K$ users antennas), although the outputs are not jointly processed.
which the channel coefficients are time-invariant. A coherence block in the time-frequency plane consists of a tile of size \( W_s \times T_s \) over which the channel coefficients are essentially both frequency and time invariant. The number of channel uses (i.e., signal space dimensions in the time-frequency domain) spanning a coherence block is \( T \approx \lceil W_s T_s \rceil \). This approximation is usually referred to as “block-fading model” and it is widely used in the wireless communications and information theoretic literature. In addition, it is also a very good approximation for all practical purposes for wireless systems based on OFDM. In fact, if the block-fading model does not approximately hold, an OFDM system would be affected by severe inter-carrier interference and the simple discrete parallel channel model for OFDM would not apply any longer. Consistently with an exceedingly large number of works in this area, we shall assume that the block fading model holds exactly. We do not assume that the channel coefficients are independent across different coherence blocks. In fact, they can be strongly correlated. However, we assume that the channel matrix process \( \{H[t] : t \in \mathbb{Z}\} \), where \( t \) counts the coherence blocks, is a stationary ergodic process. In order to indicate the fact that we have \( T \) channel uses per coherence block, we shall write

\[
y_k[tT : (t+1)T - 1] = h_k^H[t]x[tT : (t+1)T - 1] + z_k[tT : (t+1)T - 1], \quad k = 1, \ldots, K \tag{3}
\]

where \( y_k[tT : (t+1)T - 1] \in \mathbb{C}^{1 \times T} \), \( x[tT : (t+1)T - 1] \in \mathbb{C}^{M \times T} \), and \( z_k[tT : (t+1)T - 1] \in \mathbb{C}^{1 \times T} \) are the received, transmitted, and noise *supersymbols*, i.e., signal blocks formed by \( T \) channel uses each, and \( h_k[t] \) is the \( k \)-th column of the channel matrix \( H[t] \) on coherence block \( t \).

We consider linear precoded transmission to the \( K \) users, where \( K \) independent messages are sent to the \( K \) users over multiple coherence blocks. The \( K \) codewords are divided in blocks of \( T \) symbols, and on each coherence block \( t \) they are jointly precoded and transmitted over the MU-MIMO channel. The transmitted signal supersymbol on coherence block \( t \) is given by

\[
x[tT : (t+1)T - 1] = \sum_{k=1}^{K} \sqrt{\mathcal{E}_k[t]} v_k[t] s_k[tT : (t+1)T - 1], \tag{4}
\]

where \( v_k[t] \in \mathbb{C}^{M \times 1} \) is the precoding vector for user \( k \) in block \( t \), \( s_k[tT : (t+1)T - 1] \in \mathbb{C}^{1 \times T} \) is the corresponding coded data-bearing signal block of user \( k \). We assume unit precoding vectors, i.e., \( \|v_k[t]\|^2 = 1 \) for all \( k \) and \( t \), and we assume that the user codewords satisfy \( \frac{1}{T} \mathbb{E}[\|s_k[tT : (t+1)T - 1]\|^2] = 1 \), where the expectation is taken over the codebook, with uniform probability over the codewords. With these normalizations, \( \mathcal{E}_k[t] \) represents the transmitted energy per channel use for the data stream of user \( k \) on supersymbol \( t \).
For the sake of the following analysis, it does not really matter how the vectors \{v_k[t]\} and the transmitted energies per symbol \{E_k[t]\} are determined, as long as they are independent of the codewords \{s_k[tT : (t+1)T−1]\} and of the additive noise process \(z_k[tT : (t+1)T−1]\). This assumption is normally always verified since the codewords are determined by fixing a codebook for each user, and selecting the individual information messages independently of anything else, with uniform probability. It is also obvious that the precoding vectors and allocated transmit energy per symbol on block \(t\) is independent of the noise realization on block \(t\), which is unknown at the transmitter side. However, we allow \{v_k[t]\} and \{E_k[t]\} to be functions of the channel matrix process \{H[t]\} and possibly of other correlated processes, e.g., arising from some form of channel measurement, causal feedback, quantization, or TDD reciprocity mechanism, as long as they are determined at the beginning of the block and kept fixed over each block, and as long as the processes \{H[t], v_1[t], \ldots, v_K[t], E_1[t], \ldots, E_K[t]\} are jointly stationary and ergodic.

### III. Achievable Rate Bounds

In this section we present a simple upper bound and three simple lower bounds to the achievable ergodic rate for user \(k\) in the previously defined MU-MIMO DL system. As anticipated in Section I, the upper bound (Lemma 1) and the first lower bound (Lemma 2) are well-known. They are presented here for the sake of completeness, and since it may be useful to have them all in a single place, developed in a consistent notation. The other lower bounds (Lemma 3 and 4) are somehow new, or at least not well-known in the massive MIMO literature, as discussed in more details in Section I.

Replacing (4) into (3) we can write the received signal block at user \(k\) decoder as

\[
y_k[tT : (t+1)T−1] = \sum_{k'=1}^{K} \sqrt{E_{k'}[t]} \left( h_{k'}^H[t] v_{k'}[t] \right) s_{k'}[tT : (t+1)T−1] + z_k[tT : (t+1)T−1].
\]

Standard information theory results yield that user \(k\) can achieve rate

\[
R_k = \frac{1}{T} I (s_k[1 : T]; y_k[1 : T]),
\]

where \(s_k[1 : T]\) and \(y_k[1 : T]\) have the joint marginal statistics of the corresponding \(t\)-th supersymbols in (5) and \(R_k\) is rate is expressed in bit per channel use, due to the normalization of the block-wise mutual information by the number of channel uses per block \(T\). The block-wise model (3) is not generally memoryless since there may be memory between the blocks due to the fact that \{H[t], v_1[t], \ldots, v_K[t], E_1[t], \ldots, E_K[t]\} may be correlated over time (i.e.,
over the sequence of blocks). However, cutting the channel into blocks, treating the blocks as supersymbols, and neglecting the memory between them, yields a possibly suboptimal achievable rate. It is clear that in the mutual information (6) only the first-order marginal distribution of the processes \( \{H[t], v_1[t], \ldots, v_K[t], E_1[t], \ldots, E_K[t]\} \) plays a role. An important observation here is that the mutual information expression in (6) implicitly implies that the decoder of user \( k \) treats the multiuser interference as additional additive noise, i.e., the rate in (6) is achieved by Treating Interference as Noise (TIN) [9]. Of course, this noise may be treated as non-Gaussian (e.g., see [23]), by incorporating in the decoder the available a priori information that user \( k \) receiver has about the interference caused by the signals of users \( k' \neq k \). Finally, it is also implicit in (6) that there is no assumed or genie-aided CSI at the user \( k \) decoder, in fact the mutual information in (6) has no conditioning with respect to any additional “channel state information” variable.

We start with an upper bound in the max-min sense:

Lemma 1: Under the system assumptions defined before, the max-min of \( R_k \) in (6), where the max is over the coding/decoding strategy of user \( k \) and the min is over all input distributions of the other users \( k' \neq k \), is upper-bounded by

\[
R_k^{ub} = \mathbb{E} \left[ \log \left( 1 + \frac{|g_{k,k}|^2}{N_0 + \sum_{k' \neq k} |g_{k,k'}|^2} \right) \right],
\]

(7)

where the random variables \( \{g_{k,k'} : k' = 1, \ldots, K\} \) have the same joint first-order marginal distribution of

\[
\left\{ \sqrt{E_{k'}[t]} \left( h_k^H v_{k'}[t] \right) : k' = 1, \ldots, K \right\}.
\]

Proof. Omitting the block index \( t \), a single supersymbol of the model in (5) can be written concisely as

\[
y_k[1 : T] = g_{k,k} s_k[1 : T] + \sum_{k' \neq k} g_{k,k'} s_{k'}[1 : T] + z_k[1 : T],
\]

(8)

where we define

\[
g_{k,k'} = \sqrt{E_{k'}} \left( h_k^H v_{k'} \right).
\]

(9)

For three random variables \( X, Y, Z \) with joint probability distribution \( P_{X,Y,Z} = P_X P_Z P_{Y|X,Z} \) it is immediate to show that

\[
I(X; Y) \leq I(X; Y|Z).
\]

(10)
Let’s indicate \( \{g_{k,k'} : k' = 1, \ldots, K \} \) briefly as \( \{g_{k,k'}\} \). Using the fact that \( \{g_{k,k'}\} \) and the input \( s_k[1 : T] \) are statistically independent, using (10) we can write

\[
I(s_k[1 : T]; y_k[1 : T]) \leq I(s_k[1 : T]; y_k[1 : T]|\{g_{k,k'}\})
\]

For given \( \{g_{k,k'}\} \), the worst-case additive interference subject to a power constraint in (8) is obtained by letting \( s_{k'}[1 : T] \) to be i.i.d. with components \( \sim \mathcal{CN}(0,1) \) for all \( k' \neq k \) [24]. At this point, we are in the presence of a Gaussian additive noise channel (conditionally on \( \{g_{k,k'}\} \)) with channel state and noise variance known at the receiver, and varying over blocks of length \( T \) symbols according to a stationary ergodic process. The capacity in bits per block of such channel is immediately given by

\[
T \mathbb{E} \left[ \log \left( 1 + \frac{|g_{k,k}|^2}{N_0 + \sum_{k' \neq k} |g_{k,k'}|^2} \right) \right]
\]

(11)

Dividing by \( T \) we obtain (7).

It is interesting to remark that expression (7) has been often referred to as the achievable ergodic rate, in the presence of perfect knowledge of the channel coefficients \( \{g_{k,k'}\} \) at receiver \( k \). This is indeed correct, but this is not in general the best achievable rate even insisting on linear precoding and TIN. In fact, fixing the linear precoding scheme, we are in the presence of a Gaussian \( K \times K \) interference channel with coefficients \( \{g_{k,k'}\} \), for which the Gaussian input distribution is generally not optimal, even under TIN [23]. Under certain conditions of weak interference, Gaussian inputs are indeed approximately optimal as shown in [9]. In practice, when the MU-MIMO linear precoding is effective, the crosstalk coefficients \( g_{k,k'} \) for \( k' \neq k \) are much weaker than the useful signal coefficients \( g_{k,k} \) and the use of Gaussian inputs is fully justified.

The following lower bound is widely used in the massive MIMO literature (e.g., see [1]).

**Lemma 2:** The ergodic achievable rate \( R_k \) in (6) is lower bounded by

\[
R_{k}^{lb1} = \log \left( 1 + \frac{\mathbb{E} [g_{k,k}]^2}{N_0 + \text{Var} (g_{k,k}) + \sum_{k' \neq k} \mathbb{E} [ |g_{k,k'}|^2]} \right)
\]

(12)

where the random variables \( \{g_{k,k'} : k' = 1, \ldots, K \} \) are defined as in Lemma 1.

**Proof.** Consider again the supersymbol channel model in (8). Since we are after a lower bound, we can choose a suitable input distribution to lower bound the mutual information. In particular,
here we set all user inputs to be Gaussian with i.i.d. components \( \sim \mathcal{CN}(0,1) \). Then, we can write

\[
I (s_k[1 : T]; y_k[1 : T]) = h(s_k[1 : T]) - h (s_k[1 : T]|y_k[1 : T])
\]

\[
= h(s_k[1 : T]) - h (s_k[1 : T] - \hat{s}_k[1 : T]|y_k[1 : T])
\]

\[
\geq T (\log(\pi e) - \log(\pi e \text{MMSE}(S|Y)))
\]

where in (13) we used the fact that differential entropy is invariant to constant shifts of the probability density, and we let \( \hat{s}_k[1 : T] \) to be the linear symbol-by-symbol MMSE estimator of the sequence \( s_k[1 : T] \) from the observation \( y_k[1 : T] \), which is therefore a function of \( y_k[1 : T] \), and where (14) follows from the fact removing conditioning does not reduce the differential entropy, and that the complex circularly symmetric Gaussian distribution is a differential entropy maximizer for given second moment, where the quantity \( \text{MMSE}(S|Y) \) indicates the per-component Mean-Square Error of the linear symbol-by-symbol MMSE estimator of \( s_k[1 : T] \) from \( y_k[1 : T] \). Let \( s_k \) and \( y_k \) denote generic components of \( s_k[1 : T] \) and \( y_k[1 : T] \), respectively.

Standard calculations yield the estimator

\[
\hat{s}_k(y_k) = \frac{\mathbb{E}[s_k y_k^*]}{\mathbb{E}[|y_k|^2]} y_k
\]

yielding the MSE

\[
\text{MMSE}(S|Y) = \mathbb{E}[|s_k|^2] - \frac{|\mathbb{E}[s_k y_k^*]|^2}{\mathbb{E}[|y_k|^2]}
\]

\[
= 1 - \frac{|\mathbb{E}[g_{k,k}]|^2}{N_0 + \mathbb{E}[|g_{k,k}|^2] + \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2]}
\]

\[
= \frac{N_0 + \text{Var}(g_{k,k}) + \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2]}{N_0 + \mathbb{E}[|g_{k,k}|^2] + \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2]}
\]

(15)

noticing that \( \mathbb{E}[|g_{k,k}|^2] = \text{Var}(g_{k,k}) + |\mathbb{E}[g_{k,k}]|^2 \). Replacing (15) into (14), dividing by \( T \) we arrive at (12).

Next, we present our first new lower bound.

Lemma 3: The ergodic achievable rate \( R_k \) in (6) is lower bounded by

\[
R_{k,lb}^{2} = \mathbb{E} \left[ \log \left( 1 + \frac{|g_{k,k}|^2}{N_0 + \sum_{k' \neq k} |g_{k,k'}|^2} \right) \right] - \frac{1}{T} \sum_{k' = 1}^{K} \log \left( 1 + \frac{T}{N_0} \text{Var}(g_{k,k'}) \right),
\]

(16)

where the random variables \( \{g_{k,k'} : k' = 1, \ldots, K\} \) are defined as in Lemma 1.

\( \square \)
Proof. We start again from the supersymbol channel (8). Choosing Gaussian independent input distributions for the codewords and using the chain rule of mutual information, we can write

\[
I \left( \{g_{k,k'}\}, s_k[1 : T]; y_k[1 : T] \right) = I \left( s_k[1 : T]; y_k[1 : T] \right) + I \left( \{g_{k,k'}\}; y_k[1 : T]\right) |
\]

\[
= I \left( \{g_{k,k'}\}; y_k[1 : T] \right) + I \left( s_k[1 : T]; y_k[1 : T]\right) \{g_{k,k'}\}, \quad (17)
\]

from which we can write

\[
I \left( s_k[1 : T]; y_k[1 : T] \right) = I \left( s_k[1 : T]; y_k[1 : T]\right) \{g_{k,k'}\}
\]

\[
- I \left( \{g_{k,k'}\}; y_k[1 : T] | s_k[1 : T] \right) + I \left( \{g_{k,k'}\}; y_k[1 : T]\right)
\]

\[
\geq I \left( s_k[1 : T]; y_k[1 : T] | \{g_{k,k'}\} \right) - I \left( \{g_{k,k'}\}; y_k[1 : T] | s_k[1 : T] \right). \quad (18)
\]

The mutual information \( I \left( s_k[1 : T]; y_k[1 : T]\right) \{g_{k,k'}\} \) is easily lower-bounded by using the worst-case additive (uncorrelated) noise result [24], and yields

\[
I \left( s_k[1 : T]; y_k[1 : T]\right) \{g_{k,k'}\} \geq T \mathbb{E} \left[ \log \left( 1 + \frac{|g_{k,k'}|^2}{N_0 + \sum_{k' \neq k} |g_{k,k'}|^2} \right) \right]. \quad (19)
\]

Since \( \{g_{k,k'}\} \) and \( \{s_{k'}[1 : T] : k' \neq k\} \) are independent, using (10) we can upper bound second mutual information term in (18) as

\[
I \left( \{g_{k,k'}\}; y_k[1 : T] | s_k[1 : T] \right)
\]

\[
\leq I \left( \{g_{k,k'}\}; y_k[1 : T] | s_k[1 : T], \{s_{k'}[1 : T] : k' \neq k\} \right)
\]

\[
= I \left( \{g_{k,k'}\}; \sum_{k'=1}^K g_{k,k'} s_{k'}[1 : T] + z_k[1 : T], \{s_{k'}[1 : T] : k' = 1, \ldots, K\} \right). \quad (20)
\]

Now, we notice that the mutual information in (20) corresponds to a MIMO channel with \( K \)-dimensional input \( \{g_{k,k'}\} \), \( T \)-dimensional output \( \sum_{k'=1}^K g_{k,k'} s_{k'}[1 : T] + z_k[1 : T] \), and known channel matrix \( S \) of dimensions \( T \times K \), with Gaussian i.i.d. columns given by the vectors \( \{s_{k'}[1 : T] : k' = 1, \ldots, K\} \). Using standard results on differential entropy maximization [25], we have that the mutual information in (20) is maximized by letting \( \{g_{k,k'}\} \) jointly Gaussian with the assigned covariance matrix \( G_k \) with \((\ell, m)\) elements

\[
\mathbf{G}_k[^{\ell,m}] = \mathbb{E} [g_k, \ell g_{k,m}^*] - \mathbb{E} [g_k, \ell] \mathbb{E} [g_{k,m}^*].
\]

\(^2\)Notice that \( G_k \) depends on the joint statistics of \( \{g_{k,k'}\} \) which is assumed to be known according to the model assumptions made at the beginning of Section II.
The resulting upper bound is

\[ I \left( \{ g_{k,k'} \}; y_k[1:T] | s_k[1:T] \right) \leq \mathbb{E} \left[ \log \left| I_K + \frac{1}{N_0} S^H S G_k \right| \right]. \]  
(21)

This upper bound is enough to get a rate lower bound by using (19) and (21) in (18). However, it requires the computation of the \( K \times K \) matrix \( G_k \) and the expectation of the log-det formula with respect to the central Wishart matrix \( S^H S \). In order to obtain a simpler (but looser) bound, we can use Jensen’s inequality to the concave log-det function and notice that \( \mathbb{E}[S^H S] = T I_K \). This yields

\[ I \left( \{ g_{k,k'} \}; y_k[1:T] | s_k[1:T] \right) \leq \log \left| I_K + \frac{T}{N_0} G_k \right|. \]  
(22)

Finally, using Hadamard inequality, we obtain the laxer but simpler bound

\[ I \left( \{ g_{k,k'} \}; y_k[1:T] | s_k[1:T] \right) \leq \sum_{k'=1}^{K} \log \left( 1 + \frac{T}{N_0} \text{Var}(g_{k,k'}) \right). \]  
(23)

Using (19) and (23) in (18) yields (16).

Combining Lemma 1 and Lemma 3 we have that in the limit of very large coherence block length \( T \) the ergodic rate upper bound in (7) is achievable. This indicates that, irrespective of whether the effective channel coefficients \( \{ g_{k,k'} \} \) harden to deterministic limits of remain random, if they remains constant over time and frequency for a very large number of symbols there is no price to pay for not knowing these coefficients at the receiver. Notice that this conclusion cannot be obtained from Lemma 2, because of the self-interference term \( \text{Var}(g_{k,k}) \) at the denominator, which does not depend on the coherence block length \( T \). As we shall see in the numerical examples of Section IV, in some cases the bound (16) can be significantly tighter than bound (12). In particular, this happens when \( T \) is significantly larger than \( K \), the useful signal coefficient \( g_{k,k} \) presents significant statistical fluctuations (lack of hardening), and the MU-MIMO beamforming is able to nearly eliminate the multiuser interference (e.g., in the case of Zero-Forcing Beamforming (ZFBF)), such that the coefficient variances \( \text{Var}(g_{k,k'}) \) for \( k' \neq k \) are small. However, the bound (16) has an annoying drawback: when \( \text{Var}(g_{k,k'}) \) are fixed quantities, independent of SNR, and \( T \) is fixed, the bound (16) becomes completely useless and, in fact, can take on negative values for sufficiently large SNR.

Next, we present another lower bound that does not suffer from this problem, although it is slightly more complicated for numerical evaluation.
Lemma 4: The ergodic achievable rate $R_k$ in (6) is lower bounded by

$$R_k^\text{lb3} = \mathbb{E} \left[ \log \left( 1 + \frac{|g_{k,k}|^2}{N_0 + \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2 | g_{k,k}]} \right) \right] - \frac{1}{T} \log \left( 1 + \frac{T \text{Var}(g_{k,k})}{N_0 + \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2]} \right)$$

$$+ \mathbb{E} \left[ \log \left( 1 + \frac{1}{N_0} \sum_{k' \neq k} |g_{k,k'}|^2 \right) \right] - \log \left( 1 + \frac{1}{N_0} \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2]\right)$$

(24)

where the random variables $\{g_{k,k'} : k' = 1, \ldots, K\}$ are defined as in Lemma 1. □

Proof. We start again from the supersymbol channel (8). Choosing Gaussian independent input distributions for the codewords and proceeding as in the beginning of the proof of Lemma 3, we can write

$$I(g_{k,k}, s_k[1:T]; y_k[1:T]) = I(s_k[1:T]; y_k[1:T]) + I(g_{k,k}; y_k[1:T] | s_k[1:T])$$

$$= I(g_{k,k}; y_k[1:T]) + I(s_k[1:T]; y_k[1:T] | g_{k,k})$$

(25)

from which we have

$$I(s_k[1:T]; y_k[1:T]) \geq I(s_k[1:T]; y_k[1:T] | g_{k,k}) - I(g_{k,k}; y_k[1:T] | s_k[1:T])$$

(26)

For given $g_{k,k}$, the channel in (8) is an additive non-Gaussian noise channel with Gaussian input and (conditional) uncorrelated noise with (conditional) per-component variance given by $N_0 + \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2 | g_{k,k}]$. Hence, applying the worst-case additive (uncorrelated) noise result [24] conditionally on $g_{k,k}$, we obtain the lower bound

$$I(s_k[1:T]; y_k[1:T] | g_{k,k}) \geq T \mathbb{E} \left[ \log \left( 1 + \frac{|g_{k,k}|^2}{N_0 + \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2 | g_{k,k}]} \right) \right].$$

(27)

In passing, we notice that we cannot further lower bound this term by using Jensen’s inequality and taking the outer expectation with respect to $g_{k,k}$ in the denominator inside the log in (27) (thus removing the conditioning in the terms $\mathbb{E}[|g_{k,k'}|^2 | g_{k,k}]$) since $g_{k,k}$ appears also in the numerator of this term. However, if the case the coefficients $g_{k,k'} : k' \neq k$ are independent of $g_{k,k}$, the conditioning disappears and (27) is further simplified.

In order to upper bound the second mutual information in (26), we write as follows

$$I(g_{k,k}; y_k[1:T] | s_k[1:T]) = h(y_k[1:T] | s_k[1:T]) - h(y_k[1:T] | g_{k,k}, s_k[1:T])$$

(28)

We consider each differential entropy in the RHS of (28) separately. The first differential entropy can be upper bounded by assuming $y_k[1:T]$ to be conditionally Gaussian given $s_k[1:T]$ with the same (conditional) covariance matrix [25]. For the sake of notation simplicity, let $y_k$
denote the $T \times 1$ column vector corresponding to the supersymbol $y_k[1 : T]$, and likewise \{s'_k : k' = 1, \ldots, K\} and $z_k$ have the same meaning with respect to \{s_k' : 1 : T : k' = 1, \ldots, K\} and $z_k[1 : T]$, respectively. Then, the conditional covariance of $y_k$ given $s_k$ is given by

$$\text{Cov}(y_k | s_k) = \mathbb{E} [y_k y_k^H | s_k] - \mathbb{E} [y_k | s_k] \mathbb{E} [y_k^H | s_k]$$

$$= s_k s_k^H \text{Var}(g_{k,k}) + \left( N_0 + \sum_{k' \neq k} \mathbb{E} [\|g_{k,k'}\|^2] \right) I_T. \quad (29)$$

It follows that

$$h(y_k[1 : T] | s_k[1 : T]) \leq \mathbb{E} \left[ \log(\pi e)^T \left( N_0 + \sum_{k' \neq k} \mathbb{E} [\|g_{k,k'}\|^2] \right) I_T + s_k s_k^H \text{Var}(g_{k,k}) \right]$$

$$= T \log(\pi e) + T \log \left( N_0 + \sum_{k' \neq k} \mathbb{E} [\|g_{k,k'}\|^2] \right)$$

$$+ \mathbb{E} \left[ \log \left( 1 + \frac{\text{Var}(g_{k,k}) \|s_k\|^2}{N_0 + \sum_{k' \neq k} \mathbb{E} [\|g_{k,k'}\|^2]} \right) \right] \quad (30)$$

$$\leq T \log(\pi e) + T \log \left( N_0 + \sum_{k' \neq k} \mathbb{E} [\|g_{k,k'}\|^2] \right)$$

$$+ \log \left( 1 + \frac{T \text{Var}(g_{k,k})}{N_0 + \sum_{k' \neq k} \mathbb{E} [\|g_{k,k'}\|^2]} \right) \quad (31)$$

where in (30), after some simple manipulation, we used the fact that for, two $T$-length vectors $a$ and $b$, $\log |I_T + ab^H| = \log(1 + b^H a)$, and in (31) we applied Jensen’s inequality to obtain simpler upper bound without expectations outside the log.

The second differential entropy in the RHS of (28) can be lowerbounded by introducing conditioning (conditioning reduces the differential entropy [25]). We can write

$$h(y_k[1 : T] | g_{k,k'}, s_k[1 : T]) \geq h(y_k[1 : T] | g_{k,k'}, s_k[1 : T], \{g_{k,k'} : k' \neq k\})$$

$$= T \log(\pi e) + T \mathbb{E} \left[ \log \left( N_0 + \sum_{k' \neq k} \|g_{k,k'}\|^2 \right) \right], \quad (32)$$

where we used the fact that $y_k$ given $s_k$ and $\{g_{k,k'}\}$ has the same conditional differential entropy of the conditional Gaussian i.i.d. vector $w = \sum_{k' \neq k} s_k g_{k,k'} + z_k$ given $\{g_{k,k'} : k' \neq k\}$. Using the upper bound (31) and the lower bound (32) in (28), we obtain the upper bound

$$I(g_{k,k}; y_k[1 : T] | s_k[1 : T]) \leq T \log \left( N_0 + \sum_{k' \neq k} \mathbb{E} [\|g_{k,k'}\|^2] \right) - T \mathbb{E} \left[ \log \left( N_0 + \sum_{k' \neq k} \|g_{k,k'}\|^2 \right) \right]$$

$$+ \log \left( 1 + \frac{T \text{Var}(g_{k,k})}{N_0 + \sum_{k' \neq k} \mathbb{E} [\|g_{k,k'}\|^2]} \right) \quad (33)$$
Finally, using the lower bound (27) and the upper bound (33) in (26), simplifying common terms and dividing by $T$, we obtain (24).

It is interesting to observe that bound (24) has a much better behavior than bound (16) for very large SNR, i.e., in the limit $N_0 \to 0$. In fact, for typical values of the coherence block size $T$ (see examples in Section IV), the second term in the RHS of (24) is typically much smaller than the first term for all $N_0$ and, while the difference of the third and fourth terms is negative (by Jensen’s inequality), it remains bounded as $N_0 \to 0$. This can be readily shown as follows: for $N_0 \to 0$, we can write the Jensen’s penalty term

$$\log \left( 1 + \frac{1}{N_0} \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2] \right) - \mathbb{E} \left[ \log \left( 1 + \frac{1}{N_0} \sum_{k' \neq k} |g_{k,k'}|^2 \right) \right]$$

$$= \log \left( \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2] \right) - \mathbb{E} \left[ \log \left( \sum_{k' \neq k} |g_{k,k'}|^2 \right) \right] + O(N_0)$$

(34)

where the difference in the RHS is positive but independent of $N_0$. In particular, when these coefficients do not display large fluctuations (e.g., for the most useful fading statistics and channel estimation schemes the channel coefficients have bounded moments of all orders), the Jensen’s penalty is typically small.

We conclude this section with an immediate extension of Lemmas 2, 3, and 4 to the case of receiver side information. Suppose that each user $k$ has a receiver side information $\Omega_k[t]$ such that

$$\{H[t], v_1[t], \ldots, v_K[t], \mathcal{E}_1[t], \ldots, \mathcal{E}_K[t], \Omega_1[t], \ldots, \Omega_K[t]\}$$

is jointly stationary and ergodic and and $\Omega_k[t]$ is independent of the transmitted codewords $\{s_k[tT; (t + 1)T - 1] : k' = 1, \ldots, K\}$. This means that the receiver side information conveys to each receiver $k$ only information about the effective channel coefficients, and not on the information messages of the users, i.e., it cannot be used to improve decoding through (partial) interference cancellation. Such an assumption is indeed realistic and relevant to the case of MU-MIMO DL beamforming, capturing the case where the side information is obtained through some pilot scheme to learn the channel coefficients. Then, the achievable rate is given by

$$R_k = \frac{1}{T} I(s_k[1 : T]; g_k[1 : T] | \Omega_k),$$

(35)
where $\Omega_k$ has the same first-order marginal distribution of $\{\Omega_k[t]\}$. In this case, the bounds (12), (16), and (24) are modified as

$$R_k^{b1} = \mathbb{E} \left[ \log \left( 1 + \frac{\left| \mathbb{E} \left[ g_{k,k} | \Omega_k \right] \right|^2}{N_0 + \text{Var} \left( g_{k,k} | \Omega_k, \Omega_{k'} \right) + \sum_{k' \neq k} \mathbb{E} \left[ \left| g_{k,k'} \right|^2 | \Omega_k \right]} \right) \right],$$  

(36)

$$R_k^{b2} = \mathbb{E} \left[ \log \left( 1 + \frac{\left| g_{k,k} \right|^2}{N_0 + \sum_{k' \neq k} \mathbb{E} \left[ \left| g_{k,k'} \right|^2 | \Omega_k \right]} \right) \right] - \frac{1}{T} \sum_{k'=1}^K \mathbb{E} \left[ \log \left( 1 + \frac{T \text{Var} (g_{k,k'} | \Omega_k)}{N_0 + \sum_{k' \neq k} \mathbb{E} \left[ \left| g_{k,k'} \right|^2 | \Omega_k \right]} \right) \right],$$

(37)

and

$$R_k^{b3} = \mathbb{E} \left[ \log \left( 1 + \frac{\left| g_{k,k} \right|^2}{N_0 + \sum_{k' \neq k} \mathbb{E} \left[ \left| g_{k,k'} \right|^2 | \Omega_k \right]} \right) \right] - \frac{1}{T} \mathbb{E} \left[ \log \left( 1 + \frac{T \text{Var} (g_{k,k'} | \Omega_k)}{N_0 + \sum_{k' \neq k} \mathbb{E} \left[ \left| g_{k,k'} \right|^2 | \Omega_k \right]} \right) \right] + \mathbb{E} \left[ \log \left( 1 + \frac{1}{N_0} \sum_{k' \neq k} \left| g_{k,k'} \right|^2 \right) \right] - \mathbb{E} \left[ \log \left( 1 + \frac{1}{N_0} \sum_{k' \neq k} \mathbb{E} \left[ \left| g_{k,k'} \right|^2 | \Omega_k \right] \right) \right]$$

(38)

respectively, where for two random variables $X$ and $Y$ we define the conditional variance as

$$\text{Var}(X|Y) = \mathbb{E} \left[ \left| X - \mathbb{E} [X|Y] \right|^2 | Y \right] = \mathbb{E} \left[ |X|^2 | Y \right] - \mathbb{E} \left[ |X| | Y \right]^2.$$  

(39)

The proof of (36) – (38) follows in the footsteps of the proofs of Lemmas 2 – 4, and it is omitted for the sake of brevity.

IV. EXAMPLES

For the sake of simplicity, we consider the classical case where $H[t]$ is Gaussian i.i.d. with elements $\sim \mathcal{CN}(0,1)$. First, we consider the case of perfect CSI at the base station, such that the DL beamforming vectors can be computed from $H[t]$. Even in this case, each receiver $k$ does not know a priori the effective channel coefficients $\{g_{k,k'}\}$. Hence, we resort to the bounds in order to evaluate the achievable ergodic rate. With reference to the channel model (5), with Conjugate Beamforming (ConjBF), the beamforming vectors are given by $v_{k'} = h_{k'}/\|h_{k'}\|$. With equal energy per symbol per data stream, the effective channel coefficients are given by

$$g_{k,k'} = \begin{cases} \sqrt{\frac{\varepsilon_k}{K}} \|h_k\| & \text{for } k' = k, \\ \sqrt{\frac{\varepsilon_k}{K}} h_k^h h_{k'}/\|h_{k'}\| & \text{for } k' \neq k \end{cases},$$

$^3$Notice that the symbol $\text{Var}(X|Y)$ is often used with an ambiguous meaning. In some textbooks it is defined as $\text{Var}(X|Y) = \mathbb{E} \left[ \left| X - \mathbb{E} [X|Y] \right|^2 | Y \right]$, i.e., it is not a function of the conditioning variable $Y$, inconsistently with the definition of conditional expectation $\mathbb{E} [X|Y]$ which is indeed a function of the conditioning variable [26]. To avoid misunderstanding, we gave an explicit definition.
Notice also that

\[
\mathbb{E}[|g_{k,k'}|^2 | g_{k,k}] = \frac{\mathcal{E}_{tx}}{K} \mathbb{E} \left[ \frac{|h_k^H h_{k'}|^2}{||h_{k'}||^2} ||h_k|| \right] \\
= \frac{\mathcal{E}_{tx}}{K} ||h_k||^2 \mathbb{E}[|u^H v|^2] \\
= \frac{\mathcal{E}_{tx}}{K} \chi_{2M} \mathbb{E}[\beta_{1,M-1}] = \frac{\mathcal{E}_{tx}}{MK} \chi_{2M},
\]

where \(u, v\) denote two independent \(M\)-dimensional unit vectors, we used the fact that \(|u^H v|^2\) is distributed as \(\beta_{1,M-1}\), a beta-distributed random variable with parameters 1 and \(M-1\), \(\mathbb{E}[\beta_{1,M-1}] = 1/M\), and \(\chi_{2t}\) denotes a central chi-squared random variable with \(2t\) degrees of freedom. Therefore, the first term in (24) can be written as

\[
\mathbb{E} \left[ \log \left( 1 + \frac{|g_{k,k'}|^2}{N_0 + \sum_{k' \neq k} \mathbb{E}[|g_{k,k'}|^2 | g_{k,k}] } \right) \right] = \mathbb{E} \left[ \log \left( 1 + \frac{\chi_{2M}}{KN_0/\mathcal{E}_{tx} + \frac{K-1}{M} \chi_{2M}} \right) \right] \\
= \mathbb{E} \left[ \log (1 + \gamma_1 \chi_{2M}) - \log (1 + \gamma_2 \chi_{2M}) \right] \\
= (\mathcal{I}_M(\gamma_1) - \mathcal{I}_M(\gamma_2)) \log(e)
\]

where we used the fact that \(||h_k||^2\) is central chi-squared with \(2M\) degrees of freedom, where we define the integral

\[
\mathcal{I}_n(\mu) = \mathbb{E}[\log_e(1 + \mu \chi_{2M})] \\
= \Pi_M(-1/\mu) E_i(1, 1/p) + \sum_{m=1}^{M-1} \frac{1}{m} \Pi_m(1/\mu) \Pi_{M-m}(-1/\mu)
\]

where

\[
\Pi_n(x) = e^{-x} \sum_{i=0}^{n-1} \frac{x^i}{i!}, \quad E_i(n, x) = \int_1^\infty e^{-xt} \frac{x^n}{t^n} dt
\]

where we defined the coefficients

\[
\gamma_1 = \frac{M + K - 1}{MK} \frac{\mathcal{E}_{tx}}{N_0} \\
\gamma_2 = \frac{K - 1}{MK} \frac{\mathcal{E}_{tx}}{N_0}
\]

and where we used the result in [27, Eq. 7]. While in general it is difficult to give a closed-form for the upper bound (7), which coincides with the first term in the lower bound (16), we notice that it is quite easy to accurately evaluate this term by Monte Carlo simulation. Furthermore, as far as the lower bound (16) is concerned, we can slightly relax it by replacing the first term

\[\frac{\mathcal{E}_{tx}}{K} ||h_k||^2 \mathbb{E}[|u^H v|^2] \]

with a constant factor.
by (41), which provides indeed a lower bound as shown as a simple application of conditioning and Jensen’s inequality as follows

\[
\mathbb{E}\left[ \log \left( 1 + \frac{|g_{k,k}|^2}{N_0 + \sum_{k' \neq k} |g_{k,k'}|^2} \right) \right] = \mathbb{E}\left[ \mathbb{E}\left[ \log \left( 1 + \frac{|g_{k,k}|^2}{N_0 + \sum_{k' \neq k} |g_{k,k'}|^2} \right) \middle| \mathbf{h}_k \right] \right] \\
\geq \mathbb{E}\left[ \log \left( 1 + \frac{\mathcal{X}_{2M}}{K N_0 / \mathcal{E}_{tx} + (K - 1) \mathcal{X}_{2M} E[\beta_{1,M-1}]} \right) \right]
\]

(44)

where we recognize that (44) is given again by (41).

In order to compute the other terms in the bounds for the case of ConjBF we need the following immediate results

\[
\mathbb{E}[g_{k,k}] = \sqrt{\frac{\mathcal{E}_{tx} \Gamma(M + 1/2)}{K \Gamma(M)}}, \quad (45a)
\]

\[
\mathbb{E}[|g_{k,k}|^2] = \frac{\mathcal{E}_{tx}}{K} M \quad (45b)
\]

\[
\mathbb{E}[g_{k,k'}] = 0, \quad \forall k' \neq k \quad (45c)
\]

\[
\mathbb{E}[|g_{k,k'}|^2] = \frac{\mathcal{E}_{tx}}{K} \quad (45d)
\]

Notice that the third term in (24) is not amenable to a closed-form expression and must also be computed by Monte Carlo simulation. In the case of zero-forcing beamforming (ZFBF), the base station calculates the (unit-norm) precoding vectors as the normalized columns of the Moore-Penrose channel matrix pseudo-inverse \( \mathbf{H}(\mathbf{H}^H \mathbf{H})^{-1} \). In this case, it is a simple matter to show that

\[
g_{k,k'} = \begin{cases} 
\sqrt{\frac{\mathcal{E}_{tx}}{K} \| \tilde{\mathbf{h}}_k \|} & \text{for } k' = k \\
0 & \text{for } k' \neq k
\end{cases}
\]

where \( \tilde{\mathbf{h}}_k \) is a vector with \( M - K + 1 \) independent components \( \sim \mathcal{CN}(0, 1) \). It follows that \( \| \tilde{\mathbf{h}}_k \|^2 \) is distributed as \( \mathcal{X}_{2(M-K+1)} \), and (7), as well as the first term in (16) and in (24) are given in closed form as

\[
\mathbb{E}\left[ \log \left( 1 + \gamma_3 \mathcal{X}_{2(M-K+1)} \right) \right] = \mathcal{I}_{M-K+1}(\gamma_3) \log(e)
\]

(46)

with \( \gamma_3 = \mathcal{E}_{tx} / (K N_0) \). In order to evaluate the lower bounds we need also the mean and second moment of the useful signal coefficient, given by

\[
\mathbb{E}[g_{k,k}] = \sqrt{\frac{\mathcal{E}_{tx} \Gamma(M - K + 3/2)}{K \Gamma(M - K + 1)}} \quad (47a)
\]

\[
\mathbb{E}[|g_{k,k}|^2] = \frac{\mathcal{E}_{tx}}{K} (M - K + 1) \quad (47b)
\]
Fig. 1 shows the sum ergodic rate bounds as a function of SNR $\Delta = E_{tx}/N_0$, for a system with $M = 10$ antennas, $K = 5$ users, ideal knowledge of the matrix channel matrix for the calculation of the precoding vectors, i.i.d. channel coefficients $\sim \mathcal{CN}(0, 1)$ and equal power allocation, corresponding to the above expressions. We used channel coherence block $T = 14 \times 12 = 168$ signal dimensions, motivated by the size of an LTE resource block, that spans $14$ OFDM symbols in time and $12$ adjacent subcarriers in frequency. We notice that in the case of ConjBF (see also the other figures in this section) the best lower bound is always provided by LB1 (Lemma 2). In contrast, LB1 it is significantly outperformed by LB2 and LB3 (resp., Lemma 3 and 4) for the case of ZFBF, where LB1 displays a “self-interference limited” behavior. We explain this fact by noticing that in the case of ConjBF and a small number of antennas ($M = 10$ in this case) the system is heavily interference limited and the self-interference term $\text{Var}(g_{k,k})$ in the denominator of (12) is negligible with respect to the multiuser interference term $\sum_{k' \neq k} E[|g_{k,k'}|^2]$. This is no longer true for the case of ZFBF, where interference is removed by zero-forcing beamforming.

It was noticed in Section III that LB2 may become useless (indeed, negative) for very large SNR. This case only occurs when the first term in (16) is interference-limited. In the case of perfect channel matrix knowledge at the transmitter, this term is interference limited for the case of ConjBF, while it is not in the case of ZFBF, since $g_{k,k'} = 0$ for all $k' \neq k$. In order to evaluate the rate penalty caused by the second term in (16), assume that the terms $\text{Var}(g_{k,k'})$ are all equal to $E_{tx}/N_0$. Then, the second term in (16) is given by $\frac{K}{T} \log \left(1 + \frac{T E_{tx}}{K N_0}\right)$. For example, for $T = 168$ and $K = 5$ as in Fig. 1, at SNR $= 10$ dB the rate penalty is $\approx 0.25$ bits. Notice that UB at $10$ dB yields a sum rate of $\approx 9$ bits, i.e., 1.8 bit per user. Hence, at $10$ dB the penalty with respect to the upper bound is already $\geq 14\%$ of the optimal achievable rate. This shows that LB2 does not give meaningful results for heavily interference-limited systems. Nevertheless, letting $T \rightarrow \infty$ in LB2 we have immediately that the upper bound UB is achievable in the limit of large block length. Although the achievability of the “genie-aided” (perfect CSI knowledge) receiver in the non-coherent block-fading channel in the limit of large $T$ is well-known (see [5]), we found it nice that it follows so easily as an application of LB2.

Fig. 2 shows analogous results for the case where the precoding vectors are calculated from a noisy observation of the channel matrix, as obtained from TDD reciprocity via orthogonal uplink

\footnote{It can be checked from (45a) and (45b) that variance of the coefficient $g_{k,k}$ is significantly smaller, but we use this approximate argument in order to provide a simple calculation.}
pilot symbols. The SNR for the pilot observation is also equal to \( \frac{E_{tx}}{N_0} \). This assumption justified as follows: we assume that each user transmit in the uplink with the same energy per symbol \( \frac{E_{tx}}{K} \) per user used in the DL by the base station. However, since the uplink pilots consist of \( K \) channel uses, in order to make \( K \) mutually orthogonal pilot sequences, the total pilot energy is \( K \) times the energy per symbol, therefore the signal to noise ratio for the uplink channel estimation is given by \( \text{SNR} = \frac{E_{tx}}{N_0} \).

The channel matrix observation from the transmission of \( K \) orthogonal uplink pilots is given by
\[
Y_{ul} = H + \sqrt{\frac{N_0}{E_{tx}}} W, \tag{48}
\]
where \( H = [h_1, \ldots, h_K] \) is the channel matrix and \( W \) is a matrix with i.i.f. components \( \sim \mathcal{CN}(0,1) \). The base station finds an estimate \( \hat{H} \) of \( H \) using linear MMSE estimation, given by
\[
\hat{H} = \frac{E_{tx}}{E_{tx} + N_0} Y_{ul}. \tag{49}
\]
The base station computes the ConjBF and the ZFBF beamforming vectors from the channel matrix estimate \( \hat{H} \). In particular, in the case of ConjBF we have \( v_{k'} = \frac{\hat{h}_{k'}}{\|\hat{h}_{k'}\|} \) where \( \hat{h}_1, \ldots, \hat{h}_K \) are the columns of \( \hat{H} \), while in the case of ZFBF we have that the precoding vectors are given by the normalized columns of \( \hat{H}(\hat{H}^H\hat{H})^{-1} \).

In the case of imperfect CSI, obtaining closed form expressions for the terms in the bounds seems to be difficult if not impossible, with the exception of LB1, that depend only on first and second moments of the effective channel coefficients, that can be still easily calculated. This represents indeed a non-trivial advantage of LB1, that fully justifies its wide use in the massive MIMO literature. Also in the case of non-ideal CSI, we notice from Fig. 2 that LB1 performs best in the ConjBF case, while it is severely interference limited in the ZFBF case.

Fig. 3 shows the performance of ZFBF for system parameters more representative of massive MIMO, namely, \( M = 100, K = 20, T = 168 \) (left) and \( T = 4 \times 168 = 672 \) (right). The ZFBF precoding vectors are calculated from a noisy observation of the channel matrix, as described before. We notice that in this case LB1 yields a significantly better behavior for a larger range of SNR, however, for high SNR the self-interference term become relevant and the curve flattens out and separates from the UB. LB2 follows UB but \( T = 168 \) is too small with respect to \( K = 20 \) and therefore the gap of LB2 with respect to UB is significant. Of course, this gap reduces by increasing \( T \), as shown in the \( T = 672 \) example. Overall, LB3 yields the best bound for ZFBF, but its numerical evaluation is slightly more difficult.
Fig. 1. Ergodic sum rate for a system with $M = 10$ base station antennas, $K = 5$ users, and coherence time $T = 168$. The precoding vectors are calculated from the exact knowledge of the channel matrix. The chart on the left shows the performance of conjugate beamforming (ConjBF), and the plot on the right shows the performance of zero-forcing beamforming (ZFBF).

V. CONCLUDING REMARKS

In this paper we have provided two new lower bounds to the ergodic rate of a channel with noise and interference, where the channel coefficients change over time in a block-wise jointly ergodic and stationary fashion, while they stay constant over blocks of $T$ signal dimensions (coherence block), and where the receiver treats interference as noise. For the sake of direct comparison and for completeness, we also included an upper bound (in the max-min sense) and a well-known lower bound that is widely used in the massive MIMO literature. These bounds find their main application in providing tractable expressions (closed-form or easily evaluated by Monte Carlo simulation) for the ergodic rate of the users in a MU-MIMO system with any form of linear precoding. In particular, we believe that they can be useful to analyze the performance of massive MIMO in the regime where channel hardening is not very strong, such that there is significant random fluctuation of the effective channel coefficients after DL beamforming, but the channel coherence block length $T$ is large with respect to the number of served users $K$. Recent examples of such situations have been shown in the case of cell-free massive MIMO [10], [18], and in the case of highly correlated channel vectors [11]–[16].

It is apparent from (24) that the “hardening” of the useful signal coefficient $g_{k,k}$ is not needed
Fig. 2. Ergodic sum rate for a system with $M = 10$ base station antennas, $K = 5$ users, and coherence time $T = 168$. The precoding vectors are calculated from a noisy observation of the channel matrix obtained through TDD reciprocity. The chart on the left shows the performance of conjugate beamforming (ConjBF), and the plot on the right shows the performance of zero-forcing beamforming (ZFBF).

in order to obtain a large ergodic rate, as long as the coherence block $T$ is not too small. From an operational viewpoint, this indicates that no explicit DL beamformed pilot symbols are needed in order to achieve good rates on the “block-wise non-coherent” channel given by (5). This observation may provide a motivation to devote some renewed interest in coding and modulation schemes for the non-coherent block-fading channel (e.g., see [21], [22]), or possible alternative consisting of “plug-in” approaches that estimate the useful signal coefficient in a blind way, as investigated in [20].

REFERENCES

[1] T. L. Marzetta, E. G. Larsson, H. Yang, and H. Q. Ngo, *Fundamentals of Massive MIMO*. Cambridge University Press, 2016.

[2] C. Shepard, H. Yu, N. Anand, E. Li, T. Marzetta, R. Yang, and L. Zhong, “Argos: Practical many-antenna base stations,” in *Proc. 18th Annual Intern. Conf. on Mobile Comput. and Networking*, ser. Mobicom ’12. New York, NY, USA: ACM, 2012, pp. 53–64. [Online]. Available: http://doi.acm.org/10.1145/2348543.2348553

[3] E. G. Larsson, O. Edfors, F. Tufvesson, and T. L. Marzetta, “Massive mimo for next generation wireless systems,” *IEEE Communications Magazine*, vol. 52, no. 2, pp. 186–195, 2014.
Fig. 3. Ergodic sum rate for a system with $M = 100$ base station antennas, $K = 20$ users, ZFBF, and coherence time $T = 168$ (left) and $T = 4 \times 168 = 672$ (right). The precoding vectors are calculated from a noisy observation of the channel matrix obtained through TDD reciprocity.

[4] A. Forenza, S. Perlman, F. Saibi, M. Di Dio, R. van der Laan, and G. Caire, “Achieving large multiplexing gain in distributed antenna systems via cooperation with pcell technology,” in *Signals, Systems and Computers, 2015 49th Asilomar Conference on*. IEEE, 2015, pp. 286–293.

[5] E. Biglieri, J. Proakis, and S. Shamai, “Fading channels: Information-theoretic and communications aspects,” *IEEE Transactions on Information Theory*, vol. 44, no. 6, pp. 2619–2692, 1998.

[6] H. Q. Ngo, E. G. Larsson, and T. L. Marzetta, “Massive MU-MIMO downlink TDD systems with linear precoding and downlink pilots,” in *51st Annual Allerton Conference on Communication, Control, and Computing*. IEEE, 2013, pp. 293–298.

[7] J. Zuo, J. Zhang, C. Yuen, W. Jiang, and W. Luo, “Multicell multiuser massive MIMO transmission with downlink training and pilot contamination precoding,” *IEEE Transactions on Vehicular Technology*, vol. 65, no. 8, pp. 6301–6314, 2016.

[8] T. Kim, K. Min, and S. Choi, “Study on effect of training for downlink massive MIMO systems with outdated channel,” in *IEEE International Conference on Communications (ICC)*. IEEE, 2015, pp. 2369–2374.

[9] C. Geng, N. Naderializadeh, A. S. Avestimehr, and S. A. Jafar, “On the optimality of treating interference as noise,” *IEEE Transactions on Information Theory*, vol. 61, no. 4, pp. 1753–1767, 2015.

[10] H. Q. Ngo, A. Ashikhmin, H. Yang, E. G. Larsson, and T. L. Marzetta, “Cell-free massive mimo: Uniformly great service for everyone,” in *IEEE 16th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC)*. IEEE, 2015, pp. 201–205.

[11] M. B. Khalilsarai, S. Haghighatshoar, and G. Caire, “Efficient downlink channel probing and uplink feedback in FDD massive MIMO systems,” *CoRR*, vol. abs/1708.04444, 2017. [Online]. Available: http://arxiv.org/abs/1708.04444

[12] A. Adhikary, J. Nam, J.-Y. Ahn, and G. Caire, “Joint spatial division and multiplexing the large-scale array regime,” *IEEE Transactions on Information Theory*, vol. 59, no. 10, pp. 6441–6463, 2013.

[13] A. Adhikary, E. Al Safadi, M. K. Samimi, R. Wang, G. Caire, T. S. Rappaport, and A. F. Molisch, “Joint spatial division and
multiplexing for mm-wave channels,” *IEEE Journal on Selected Areas in Communications*, vol. 32, no. 6, pp. 1239–1255, 2014.

[14] J. Nam, G. Caire, and J. Ha, “On the role of transmit correlation diversity in multiuser mimo systems,” *IEEE Transactions on Information Theory*, vol. 63, no. 1, pp. 336–354, 2017.

[15] X. Rao and V. K. Lau, “Distributed compressive csit estimation and feedback for fdd multi-user massive mimo systems,” *IEEE Transactions on Signal Processing*, vol. 62, no. 12, pp. 3261–3271, 2014.

[16] J. Fang, X. Li, H. Li, and F. Gao, “Low-rank covariance-assisted downlink training and channel estimation for fdd massive mimo systems,” *IEEE Transactions on Wireless Communications*, vol. 16, no. 3, pp. 1935–1947, 2017.

[17] G. Caire, “On the ergodic rate lower bounds with applications to massive mimo,” arXiv preprint arXiv:1705.03577, 2017.

[18] Z. Chen and E. Björnson, “Channel hardening and favorable propagation in cell-free massive mimo with stochastic geometry,” arXiv preprint arXiv:1710.00395, 2017.

[19] M. Medard, “The effect upon channel capacity in wireless communications of perfect and imperfect knowledge of the channel,” *IEEE Transactions on Information theory*, vol. 46, no. 3, pp. 933–946, 2000.

[20] H. Q. Ngo and E. G. Larsson, “No downlink pilots are needed in massive MIMO,” *CoRR*, vol. abs/1606.02348, 2016. [Online]. Available: http://arxiv.org/abs/1606.02348

[21] T. L. Marzetta and B. M. Hochwald, “Capacity of a mobile multiple-antenna communication link in rayleigh flat fading,” *IEEE Transactions on Information Theory*, vol. 45, no. 1, pp. 139–157, 1999.

[22] D. Divsalar and M. K. Simon, “Multiple-symbol differential detection of mpsk,” *IEEE Transactions on Communications*, vol. 38, no. 3, pp. 300–308, 1990.

[23] A. Dytso, N. Devroye, and D. Tuninetti, “On gaussian interference channels with mixed gaussian and discrete inputs,” in *IEEE International Symposium on Information Theory (ISIT)*. IEEE, 2014, pp. 261–265.

[24] B. Hassibi and B. M. Hochwald, “How much training is needed in multiple-antenna wireless links?” *IEEE Transactions on Information Theory*, vol. 49, no. 4, pp. 951–963, 2003.

[25] T. M. Cover and J. A. Thomas, *Elements of information theory*. John Wiley & Sons, 2012.

[26] G. Grimmett and D. Stirzaker, *Probability and random processes*. Oxford university press, 2001.

[27] G. Caire, G. Taricco, and E. Biglieri, “Optimum power control over fading channels,” *IEEE Transactions on Information Theory*, vol. 45, no. 5, pp. 1468–1489, 1999.