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Abstract: We present a simple phenomenological formula which approximates the hyperbolic volume of a knot using only a single evaluation of its Jones polynomial at a root of unity. The average error is just 2.86\% on the first 1.7 million knots, which represents a large improvement over previous formulas of this kind. To find the approximation formula, we use layer-wise relevance propagation to reverse engineer a black box neural network which achieves a similar average error for the same approximation task when trained on 10\% of the total dataset. The particular roots of unity which appear in our analysis cannot be written as $e^{2\pi i/(k+2)}$ with integer $k$; therefore, the relevant Jones polynomial evaluations are not given by unknot-normalized expectation values of Wilson loop operators in conventional $SU(2)$ Chern–Simons theory with level $k$. Instead, they correspond to an analytic continuation of such expectation values to fractional level. We briefly review the continuation procedure and comment on the presence of certain Lefschetz thimbles, to which our approximation formula is sensitive, in the analytically continued Chern–Simons integration cycle.
1 Introduction

The intersection of mathematical phenomenology and physical mathematics has historically led to profound insights into mathematical structures and the natural world. A modern example is the development of mirror symmetry, first as an observation about the non-uniqueness of Calabi–Yau compactifications of superstring theory [1, 2], then as a statement about mirror pairs of Calabi–Yau manifolds with Hodge numbers interchanged [3] and as a relationship between Gepner models [4]. These dualities among physical theories and the success of mirror symmetry as a tool to solve problems in enumerative geometry [5] supplied an invitation and a motivation for later rigorous mathematical theorems [6, 7].

Knot theory presents another setting in which physics (quantum field theory) provides a novel window into mathematics. A knot is an embedding of \( S^1 \subset S^3 \). Because the same knot can be drawn in multiple ways, topological invariants provide labels for identifying a given knot \( K \). Two of these topological invariants are the Jones polynomial, \( J_2(K; q) \) [8], and, for hyperbolic knots, the volume of the knot complement, \( \text{Vol}(S^3 \setminus K) \) [9]. The Jones polynomial, as we review below, has a physical realization in terms of Wilson loop observables in Chern–Simons gauge theory [10], where it can be generalized to the colored Jones polynomial \( J_R(K; q) \), with \( R \) a representation of the gauge group. These two topological invariants are related through the volume conjecture [11–13]:

\[
\lim_{n \to \infty} \frac{2\pi \log |J_n(K; \omega_n)|}{n} = \text{Vol}(S^3 \setminus K),
\]

where \( K \) is a hyperbolic knot, the color \( n \) denotes the \( n \)-dimensional irreducible representation of the gauge group \( SU(2) \) in which the trace of the Wilson loop is taken, and \( \omega_n = e^{2\pi i/n} \). The ordinary Jones polynomial corresponds to taking the fundamental representation \( n = 2 \).

While the large \( n \) limit of the colored Jones polynomial takes center stage in the volume conjecture, it turns out that the ordinary Jones polynomial also conveys some information about the volume. Dunfield initially observed the trend that, for alternating knots up to 13 crossings, a simple linear function of \( \log |J_2(K; -1)| \) was approximately proportional to \( \text{Vol}(S^3 \setminus K) \) [14]. As noted already in that work, this relationship is mysterious because the coefficients of the linear function are not what one would expect by simply writing down the expression on the left hand side of (1.1) with \( n = 2 \). So, the linear relationship cannot be explained by suggesting that the volume conjecture converges quickly. Indeed, it is known that the left hand side of (1.1) is not even monotonic in \( n \) for certain knots, and [15] conjectured that convergence is only eventually monotonic.
Subsequently, a neural network predicted the hyperbolic volume from the Jones polynomial with 97.55 ± 0.10% accuracy for all hyperbolic knots up to 15 crossings using only 10% of the dataset of 313,209 knots for training [16]. The input to the network was a vector consisting of the maximum and minimum degrees of the Jones polynomial along with its integer coefficients. The network’s accuracy is essentially optimal for the following reason: knots with different hyperbolic volumes can have the same Jones polynomial, and when this happens, the volumes typically differ by about 3%. This represented a large improvement over the approximation formula using $J_2(K; -1)$, but introduced many more free parameters (the weights and biases of the neural network) and completely obscured the true functional dependence on $J_2(K; q)$.

This work in experimental mathematics established that there is more information about the volume contained in the full Jones polynomial than in the single evaluation $J_2(K; -1)$.

Indeed, training on only 319 knots (0.1% of the dataset) is sufficient to extract this additional information. Moreover, the predictions apply to all hyperbolic knots, not just the alternating ones. The neural network, however, is a black box that learns semantics without knowing any syntax. While machine learning successfully identifies relationships between topological invariants of hyperbolic knots, we do not have an analytic understanding of why this occurs or how the machine learns the relationship in the first place. The aim of this paper is to determine which aspects of the input are most important for the neural network’s considerations and to use this to deduce a simpler functional relationship between the Jones polynomial and the hyperbolic volume that depends on only an $O(1)$ number of free parameters. In other words, we seek an approximation formula which similarly outperforms the formula based on $J_2(K; -1)$, but which does not rely on the complicated structure of a neural network.

The main result obtained in this work is an approximation formula for the hyperbolic volume of a knot in terms of a single evaluation of its Jones polynomial.

$$V_{3/4}(K) = 6.20 \log (|J_2(K; e^{3\pi i/4})| + 6.77) - 0.94 . \quad (1.2)$$

This formula is numerical in nature, and we have no sharp error bounds, but it achieves an accuracy of more than 97% on the first 1.7 million hyperbolic knots. The phase $e^{3\pi i/4}$ can be adjusted to some degree to obtain similar formulas which perform almost as well; we explore these alternatives. We obtain (1.2) and its analogues by reverse engineering the behavior of the aforementioned neural network, a task which is generally considered difficult in the machine learning community. In our case, it is possible due to the simplicity of the

\footnote{We refer loosely to the information contained in certain invariants, as all of our results are numerical and therefore “probably approximately correct” [17].}
underlying neural network architecture and the power of layer-wise relevance propagation, a network analysis technique which we review.

Since the phase $e^{3\pi i/4}$ cannot be written as $e^{2\pi i/(k+2)}$ for integer $k$, (1.2) suggests that we should consider analytically continued Chern–Simons theory, which was previously explored as a possible route to understand the volume conjecture [18]. Specifically, the evaluations of the Jones polynomial that are relevant for us correspond to fractional Chern–Simons levels $k = \frac{2}{3}$ and $k = \frac{1}{2}$, which must be understood in the context of the analytically continued theory due to the integer level restriction normally enforced by gauge invariance. We provide a review of the main points of the analytically continued theory, as our results have some speculative bearing on which Lefschetz thimbles should contribute to the path integral at various values of $n$ and $k$. Our interpretations pass several sanity checks when compared with the main lessons of [18], and we use our results to formulate an alternative version of the volume conjecture.

Though we do not have a complete explanation for why (1.2) predicts the volume so well, its implications are intriguing. It points to the existence of a sort of quantum/semiclassical duality between $SU(2)$ and $SL(2, \mathbb{C})$ Chern–Simons theory, since some simple numerical coefficients are enough to transform a strong coupling object (the Jones polynomial at small $k$) into a weak coupling one (the hyperbolic volume). This is reminiscent of the shift $k \rightarrow k + 2$ induced by the one-loop correction in the $SU(2)$ Chern–Simons path integral [10], which transforms a semiclassical approximation into a more quantum result via a single $O(1)$ parameter. We can explore this phenomenon in a preliminary way by checking whether $J_2$ contains any information about $J_n$ for $n > 2$ and some $O(1)$ phases like the ones appearing in the volume conjecture. Computing 11,921 colored Jones polynomials in the adjoint representation of $SU(2)$, we notice from Figure 1 that

$$|J_3(K; \omega_3)| \sim J_2(K; \omega_2)^2.$$  

(1.3)

Comparing to the volume conjecture (1.1), this suggests that the ordinary Jones polynomial has some knowledge of the behavior of higher colors and in particular the $n \rightarrow \infty$ limit.\footnote{This analysis was performed in collaboration with Onkar Parrikar.}

The organization of this paper is as follows. In Section 2, we review relevant aspects of Chern–Simons theory, including its relationship to knot invariants and its analytic continuation. In Section 3, we describe the machine learning methods we employ, particularly neural networks and layer-wise relevance propagation. In Section 4, we analyze the structure of the neural network and, using layer-wise relevance propagation, deduce a relationship between evaluations of the Jones polynomial of a hyperbolic knot and the volume of its
Figure 1: The $n = 2$ and $n = 3$ colored Jones polynomials evaluated at roots of unity show a quadratic relation.

knot complement. We also comment on the implications of our numerics for the presence of certain integration cycles in the analytically continued Chern–Simons path integral as a function of coupling. In Section 5, we discuss the results we obtain and propose some future directions. We also provide several appendices which outline details about the implementation of our machine learning algorithms (Appendix A), results relating the scaling of the Jones polynomial coefficients with the hyperbolic volume (Appendix B), details concerning the various normalizations of the Jones polynomial in the mathematics and physics literature (Appendix C), a data analysis of knot invariants using t-distributed stochastic neighbor embedding (Appendix D), and finally, an overview of related experiments (Appendix E).

2 Chern–Simons theory

We review several aspects of Chern–Simons theory, its relation to the colored Jones polynomials and hyperbolic volumes of knots, and its analytic continuation away from integer level.

2.1 Knot invariants

Chern–Simons theory is a three-dimensional topological quantum field theory which provides a unifying language for the knot invariants with which we will be concerned [10, 13]. The Chern–Simons function is defined, using a connection (or gauge field) $A$ on an $SU(2)$-bundle
 over a three manifold $M$, as

$$W(A) = \frac{1}{4\pi} \int_M \text{Tr} \left[ A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right].$$

(2.1)

The trace is taken in the fundamental representation. The path integral of Chern–Simons
gauge theory is then given in the compact case by

$$Z(M) = \int_{\mathcal{U}} [DA] \exp(ikW(A)),$$

(2.2)

where $\mathcal{U}$ is the space of $SU(2)$ gauge fields modulo gauge transformations. The coupling $k$
is integer-quantized, $k \in \mathbb{Z}$, to ensure gauge invariance. For $SU(2)$ Chern–Simons theory on
$M = S^3$, it was shown in [10] that the expectation value of a Wilson loop operator along the
knot, defined by

$$U_R(K) = \text{Tr}_R \mathcal{P} \exp \left( - \oint_K A \right),$$

(2.3)

is related to the colored Jones polynomials $J_R(K; q)$ of a knot $K \subset S^3$ evaluated at $q = e^{2\pi i/(k+2)}$. In our work, we will be interested in evaluations of the Jones polynomial (where
the representation $R$ is the fundamental one) away from this particular root of unity, and
indeed away from all roots expressible as $e^{2\pi i/(k+2)}$ for some $k \in \mathbb{Z}$. Strictly speaking, these
evaluations of the Jones polynomial are not provided by the usual formulation using the path
integral of Chern–Simons theory. However, evaluation at arbitrary phases $e^{2\pi i/(k+2)}$ for $k \in \mathbb{R}$
can be achieved by making use of the analytic continuation machinery developed in [18].

We will also be interested in a complex-valued Chern–Simons function $W(A)$ obtained
from an $SL(2, \mathbb{C})$-bundle $E_C$ over $M$ with connection $\mathcal{A}$. In the non-compact $SL(2, \mathbb{C})$ case,
there are two couplings, and the path integral is

$$Z(M) = \int_{\mathcal{U}_C} [DA][D\overline{A}] \exp \left[ \frac{it}{2} W(A) + \frac{i\tilde{t}}{2} W(\overline{A}) \right],$$

(2.4)

where $\mathcal{U}_C$ is the space of $SL(2, \mathbb{C})$ gauge fields modulo gauge transformations, and the complex
couplings $t = \ell + is$ and $\tilde{t} = \ell - is$ obey $s \in \mathbb{C}$ and $\ell \in \mathbb{Z}$. The coupling $\ell$, which multiplies
the real part Re($W$), is integer-quantized for the same reason as $k$ was in the compact case.
On the other hand, Im($W$) is a well-defined complex number even under arbitrary gauge
transformations, so $s$ can (in principle) take any complex value.\footnote{Usually one takes $s \in \mathbb{R}$ to ensure that the argument of the path integral is bounded, but via analytic
continuation one can obtain something sensible for more general $s$ [18].} There is a particularly
interesting saddle point (flat connection) which contributes to $Z(M)$ in the case where $M$
adopts a complete hyperbolic metric. Such manifolds are relevant for us because, as explained
by Thurston [19], most knots $K$ admit a complete hyperbolic metric on their complements
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The knot complement \( S^3 \setminus K \) is the three manifold obtained by drilling out a tubular neighborhood around the knot \( K \subset S^3 \). This complement is topologically distinct from \( S^3 \), and the knot shrinks to a torus cusp in the complete hyperbolic metric.\(^4\) For such hyperbolic \( M \), there exists a “geometric” flat \( SL(2, \mathbb{C}) \) connection \( \mathcal{A}_- \)\(^5\) for which \( \text{Im}(W(\mathcal{A}_-)) \) is related to the volume of the hyperbolic metric on \( M \) via \( \text{Im}(W(\mathcal{A}_-)) = \frac{\text{Vol}(M)}{2\pi} \).\(^6\) Thus, \( SL(2, \mathbb{C}) \) Chern–Simons theory is intimately related to the hyperbolic volumes of three manifolds, as this quantity makes a saddle point contribution to the path integral.

One of the primary motivations for both this work and the work of [18] was the so-called volume conjecture [11], which relates the colored Jones invariants and the hyperbolic volume of three manifolds (which, by the Mostow–Prasad rigidity theorem, is a topological invariant of any hyperbolic \( M \)). As written in the introduction and reproduced here, the volume conjecture states [11–13]

\[
\lim_{n \to \infty} \frac{2\pi \log |J_n(K; e^{2\pi i/n})|}{n} = \text{Vol}(S^3 \setminus K) ,
\]

where \( n \) is the \( n \)-dimensional irreducible representation of \( SU(2) \). Thus, the natural unifying language for the volume conjecture is \( SU(2) \) and \( SL(2, \mathbb{C}) \) Chern–Simons theory, because the knot invariants appearing on both the left and right hand sides are quantities which appear in the calculation of the Chern–Simons path integral.\(^7\)

In writing the above relationship, we must be careful to specify precisely what we mean by the colored Jones invariants \( J_n(K; q) \). We choose a normalization of the colored Jones invariants so that they are Laurent polynomials in the variable \( q \), and that the unknot \( 0_1 \) obeys \( J_n(0_1; q) = 1 \). As explained clearly in Section 2.5.3 of [18], this choice implies that the colored Jones polynomials are reproduced by the ratio of two Chern–Simons path integrals. The numerator of this ratio has a single Wilson loop insertion along the knot \( K \subset S^3 \), and the denominator has a Wilson loop along an unknot \( 0_1 \subset S^3 \). Explicitly, we have

\[
J_n(K; q = e^{2\pi i/(k+2)}) = \frac{\int_U [DA] \ U_n(K) \exp(ikW(A))}{\int_U [DA] \ U_n(0_1) \exp(ikW(A))} ,
\]

and the manifold implicit in \( W(A) \) is \( M = S^3 \). It is for this reason that the statement of the volume conjecture only involves evaluation of the \( n \)-colored Jones polynomial at integer

---

\(^4\)We emphasize that this complete hyperbolic metric on \( S^3 \setminus K \) does not descend somehow from a metric on \( S^3 \). It exists due to an ideal tetrahedral decomposition of \( S^3 \setminus K \), where each tetrahedron has an embedding in \( \mathbb{H}^3 \), and the embeddings can be glued together in a consistent way.

\(^5\)We choose this notation to match (5.61) of [18], and comment further in footnote 20.

\(^6\)The real part \( \text{Re}(W(\mathcal{A}_-)) \) of the geometric connection is proportional to a number which is often called the “Chern–Simons invariant” of \( M \).

\(^7\)This combination of invariants, the colored Jones polynomial and hyperbolic volume, was explored in the context of entanglement entropy of Euclidean path integral states in [20, 21].
\( k = n - 2 \), whereas to understand the conjecture in Chern–Simons theory it is necessary to analytically continue the path integral away from integer values of \( k \). Without normalization, the path integral yields an expression which vanishes at \( q = e^{2\pi i/n} \), and this vanishing is removed by dividing by the unknot expectation. In short, we can either measure how fast the path integral vanishes by computing a derivative with respect to \( k \) (which relies on the analytic structure of the function), or we can explicitly divide by a function which vanishes equally as fast to obtain a finite ratio.\(^8\)

### 2.2 Analytic continuation

With these conventions in hand, we will provide a brief review of the main results in [18], essentially to introduce the language, as we will make some speculative comments on the relationship between our numerical results and the analytic techniques in [18]. To analytically continue \( SU(2) \) Chern–Simons theory on \( S^3 \setminus K \) away from integer values of \( k \), [18] instructs us to first rewrite the \( SU(2) \) path integral over \( A \) as an \( SL(2, \mathbb{C}) \) path integral over \( A \) restricted to a real integration cycle \( C_R \) in the space of complex-valued connections modulo gauge transformations \( U_C \). Analytic continuation occurs then by lifting \( C_R \) to a cycle \( C \) in the universal cover \( \hat{U}_C \),\(^9\) where the Chern–Simons function \( W(A) \) is well-defined as a complex-valued function. (Recall that large gauge transformations can modify the real part of \( W(A) \) by a multiple of \( 2\pi \).) In the presence of a Wilson loop along a knot, the relevant path integral looks like

\[
\int_{C \subset \hat{U}_C} [DA] \int [D\rho] \exp(I), \quad I = ikW(A) + iI_n(\rho, A). \tag{2.7}
\]

We have added an additional term that depends on a field \( \rho \), which is associated with the knot itself. The introduction of this field along with its action \( I_n \) is a way to absorb the Wilson loop \( U_n(K) \) into the exponential, and makes use of the Borel–Weil–Bott theorem. We will not provide a discussion of this point, and simply refer interested readers to [18]; we will only refer to the total exponential argument \( I \) from now on. We will just make one important remark concerning \( I_n \): when evaluated on a flat connection, \( I_n \) is proportional to \( n - 1 \) [18]. Therefore, up to an overall rescaling, \( I \) depends only on the combination

\[
\gamma \equiv \frac{n - 1}{k}, \tag{2.8}
\]

\(^8\)This subtle point, while discussed in this language in [22], is implicit throughout [18] (also see footnote 7 in [22], and note that our \( J_n(K; q) \) would be written as \( J_n(K; q)/J_n(0; q) \) in the notation of [22]).

\(^9\)This space can also be thought of as the space of complex-valued gauge fields modulo topologically trivial, or “small,” gauge transformations.
when evaluated on a flat connection.\footnote{This differs from the definition of $\gamma$ in \cite{18}, where $n/k$ was used instead. In that discussion, the semiclassical limit was of much greater importance, and in that limit our definition becomes equal to $n/k$. However, as we are working at $n$ and $k$ of $O(1)$, we will keep the exact ratio implied by the value of $I$ on a flat connection.} If we wish to understand the volume conjecture, $\gamma = 1$ is held fixed in the semiclassical limit $n, k \to \infty$. When quoting values for $\gamma$, we have in mind the ratio (2.6); in the bare path integral setup of \cite{18}, we would need to move slightly away from $\gamma = 1$.\footnote{Actually, even with the ratio of path integrals, we need to move away from exactly $\gamma = 1$. We will continue to write $\gamma = 1$ as the relevant point for the volume conjecture in the semiclassical limit, but the true value for integer $n$ and $k$ is more like $\gamma = \frac{n-1}{n-2} > 1$.}

The cycle $\mathcal{C}$ must be extended using the machinery of Morse theory; this extension guarantees that the Ward identities will hold. Morse theory on $\hat{\mathcal{U}}_\mathcal{C}$, specifically with $\text{Re}(\mathcal{I})$ as a Morse function, plays a key rôle in this extension and in the definition of other integration cycles. Analytic continuation away from a discrete set of points (integer values of $k$, in this case) is not unique, and this corresponds to an ambiguity in lifting $\mathcal{C}_\mathbb{R}$ to $\mathcal{C}$. The relatively natural resolution in this situation is to ask that the path integral should have no exponentially growing contributions as $k \to \infty$ with fixed $n$.\footnote{As mentioned in \cite{18}, it is not quite clear how to enforce this condition on $\mathcal{C}$ for general knots, but we will not need the details.} This is equivalent to requiring that the colored Jones polynomials, as defined in the mathematical literature, and the ratio of Chern–Simons path integrals (2.6) should hold for more general $q$ after replacing the path integrals with their analytic continuations.\footnote{Conventions are not uniform across the mathematical literature, and the relevance of framing is often unmentioned. See Appendix C for further discussion of the alignment between the path integral ratio (2.6) and the mathematical definitions of $J_2$.}

Once the cycle $\mathcal{C}$ has been defined, we must vary the value of $\gamma$ from zero to our desired point. We begin at zero since we have defined a sort of boundary condition on $\mathcal{C}$ at $k \to \infty$ with fixed $n$ by selecting the relatively natural analytic continuation just described. As we vary $\gamma$, we must track the behavior of $\mathcal{C}$. It may seem like there is nothing to keep track of, but in fact there are subtle Stokes phenomena which must be taken into account, as we will now briefly explain. The cycle $\mathcal{C}$ has a decomposition in terms of so-called Lefschetz thimbles $\mathcal{J}_\sigma$, which are cycles defined using Morse theory that each pass through precisely one critical point $\sigma$ of $\mathcal{I}$, and are defined so that the path integral along them always converges:

$$\mathcal{C} = \sum_\sigma n_\sigma \mathcal{J}_\sigma . \quad (2.9)$$
These thimbles can intuitively be visualized as downward flow lines coming from a critical point. Since our Morse function is \( \text{Re}(I) \), the path integral decreases exponentially when following a downward flow line: it is for this reason that convergence is guaranteed.\(^{14}\)

When crossing certain loci in the complex \( \gamma \) plane, known as Stokes lines, the decomposition of \( C \) in terms of Lefschetz thimbles may be required to change in order to both preserve the cycle \( C \) locally and ensure convergence of the path integral. Functionally, the coefficients \( n_\sigma \) change in exactly the right way to compensate for a similar jumping in the Lefschetz thimbles \( J_\sigma \) themselves. This jumping occurs for a cycle \( J_\sigma \) when there is a downward flow from \( \sigma \) that ends at another critical point rather than flowing to \( -\infty \). Thus, recalling that critical points \( \sigma \) of \( I \) on \( \hat{U}_C \) are flat \( SL(2, \mathbb{C}) \) connections on \( S^3 \setminus K \) with a prescribed monodromy around \( K \) due to the Wilson loop, Stokes phenomena can lead to the addition of complex \( SL(2, \mathbb{C}) \) connections to the analytically continued \( SU(2) \) path integral, even though we begin with an integration contour that includes only real \( SU(2) \)-valued connections.

As \( \gamma \) is varied, two flat connections can become coincident, which leads to a singularity in the moduli space of flat connections. Studying such singularities is necessary to understand the Stokes phenomena involved, as there is a trivial solution of the Morse theory flow equations when two flat connections are coincident. Indeed, the existence of finite-dimensional local models of such singularities allows one to understand some Stokes phenomena in Chern–Simons theory without dealing with the full geometry of \( \hat{U}_C \). The point we emphasize here is that, at least for these Stokes phenomena in particular, we may analyze Stokes curves purely as a function of \( \gamma \) rather than some more complicated parameter, since the flow is trivial and the only relevant evaluations of \( I \) are on flat connections.

As an explanation for the volume conjecture, we should find that Stokes phenomena in Chern–Simons theory can lead to exponential growth of the path integral. The final crucial detail which leads to exponentially growing contributions is as follows. When passing from the space of \( SL(2, \mathbb{C}) \) gauge fields modulo gauge transformations to its universal cover, each flat connection in \( U_C \) is lifted to an infinite family of flat connections in \( \hat{U}_C \) which differ only in the real parts of their Chern–Simons functions \( W \) by a multiple of \( 2\pi \).\(^{15}\) As \( \gamma \) is varied, degenerate pairs of these lifted critical points can separate (say at \( \gamma_1 \)), and subsequently

\(^{14}\)The downward flow equations of Morse theory on the space of complex-valued gauge fields, which define the Lefschetz thimbles in the infinite-dimensional path integral setting, behave similarly to the finite-dimensional case due to their elliptic nature.

\(^{15}\)There is actually a similar issue which arises for the field \( \rho \) appearing in the action \( I_n \), if we wish to analytically continue in \( n \) as well as \( k \). If we do not continue in \( n \), this issue modifies the way that downward flow conserves \( \text{Im}(I) \). But again, we refer interested readers to [18].
recombine (at $\gamma_2$) into new degenerate pairs of two critical points which were not paired initially.

If the Lefschetz thimbles associated to such a pair of critical points are added to the integration cycle due to Stokes phenomena at or before $\gamma_1$, their contributions will have changed drastically by the time $\gamma_2$ is reached. Namely, the thimbles are now associated with one critical point each from two newly recombined pairs, and this gives in the path integral a difference of phases which vanishes only for $k \in \mathbb{Z}$. The prefactor of this phase difference can be exponentially large in $k$, and so the total contribution may diverge exponentially for non-integer $k$. Indeed, schematically the path integral will have a semiclassical term of the form

$$e^{ikW(A)}(1 - e^{2\pi ik}),$$

so the pair of critical points will exactly cancel for $k \in \mathbb{Z}$, and diverge exponentially in $k$ for $\text{Im}(W(A)) < 0$ and non-integer real $k > 0$. Therefore, it is the combination of the lifting of critical points to $\hat{U}_C$, their splitting and recombination as a function of $\gamma$, and Stokes phenomena which can lead to the situation predicted by the volume conjecture: an $SL(2, \mathbb{C})$ flat connection contributes an exponentially growing term to the asymptotic behavior ($\gamma \to 1$, $k \to \infty$) of an $SU(2)$ Chern–Simons path integral.

We return to these ideas in Section 4.2, where they become relevant in light of our approximation formula (1.2) and generalizations thereof.

## 3 Machine learning

In this work, we build upon the findings of [16], often by employing deep learning [23] (and other machine learning techniques) to decipher the relationships between knot invariants. Neural networks have been recently employed in knot theory to calculate invariants like the slice genus [24] and to solve computationally complex problems like unknot recognition [25]. Indeed, it is known that a neural network of suitable size can approximate any function [26, 27]. Our dataset (which matches that of [16]) consists of the Jones polynomial, hyperbolic volume, and other knot invariants for all 1,701,913 hyperbolic knots with 16 or fewer crossings [28], tabulated using a combination of the Knot Atlas database [29] and the SnapPy program [30].

In [16], a neural network was used to demonstrate that there is a relationship between the Jones polynomial and the hyperbolic volume of a knot. This was initially achieved with a fully connected two hidden layer network with 100 neurons in each layer. Experiments with
the Jones polynomial evaluations (see Section 4) were initially performed with a network with two hidden layers 50 neurons wide. Later experiments (see Appendix E for details) found that the network could predict the volumes with roughly 96% accuracy with a two hidden layer network only 5 neurons wide. The robust performance of these small neural networks is compelling evidence that a simple approximate function exists which maps the Jones polynomial to the hyperbolic volume. Ideally, we would like to go beyond demonstrating the existence of a relationship and actually write down a function that faithfully models the relationship. Unfortunately, the neural network is not much help here. Though it essentially optimizes a function that fits the data, the function is computed via the multiplication and addition of matrices; even in the case of a small network, the multiplication of $5 \times 5$ matrices still produces functions which are difficult to interpret.

Before describing our strategies for extracting simpler expressions for the relevant correlations learned by the neural networks, we review the deep learning ideas involved.

### 3.1 Neural networks

A neural network is a function $f_\theta$ which approximates the relationship between a vector of input features $v_{in}$ and some output $v_{out}$. The network $f_\theta$ is an approximation of the true relationship $A : v_{in} \rightarrow v_{out}$. In our case, the input vectors are (vectors based on) the Jones polynomials and the outputs are the corresponding hyperbolic volumes. The dataset is divided into training and testing sets. The network uses the training data to adjust the parameters $\theta$ (the weights and biases) to approximate the relationship $A$ as closely as possible. To do this, a loss function is chosen and minimized in the space of parameters. In the architecture used in this work (see Figure 2), the network is built out of $n$ hidden layers which perform matrix multiplication by a weight matrix $W^m_\theta$, addition of a bias vector $b^m_\theta$, and element-wise application of the activation function $\sigma$. The network can be written as

$$f_\theta(v_{in}) = L^n_\theta \left( \sigma \left( \ldots L^2_\theta \left( \sigma \left( L^1_\theta(v_{in}) \right) \right) \ldots \right) \right), \quad L^m_\theta(v) = W^m_\theta \cdot v + b^m_\theta. \quad (3.1)$$

The values of hidden layer neurons after applying the activation function are often called the activations $a^m = \sigma(W^m_\theta \cdot a^{m-1} + b^m_\theta)$, with $a^0 \equiv v_{in}$. In this work, we use the Rectified Linear Unit (ReLU) activation function, which is $\sigma(x) = x\Theta(x)$, where $\Theta(x)$ is the Heaviside step function. The loss function is minimized on the training data by using the backpropagation algorithm. This algorithm computes gradients of the loss function for each training data point and adjusts the parameters layer by layer in the network. Once this training is complete, $f_\theta$ is applied to the previously unseen testing set to see how well it approximates $A$. A specific discussion of the neural network architecture used in this work is included in Appendix A.
An example of a two hidden layer fully connected neural network architecture. Each hidden layer represents matrix multiplication by a weight vector, the addition of a bias vector, and the element-wise application of an activation function, which introduces non-linearity into the function. In this work we used the Rectified Linear Unit (ReLU) activation function.

3.2 Layer-wise relevance propagation

Layer-wise relevance propagation (LRP) is a technique which attempts to explain neural network predictions by calculating a relevance score for each input feature [31]. This is a useful tool when attempting to derive an analytic function: we can determine which input variables typically carry the most importance when predicting the output. This allows us to hypothesize how to weight input variables in our function and perhaps reduce the complexity of the problem by eliminating redundant variables.

LRP propagates backwards through a neural network, starting at the output layer. The LRP algorithm redistributes the relevance scores from the current layer into the previous layer, employing a conservation property. Denote the activation of a neuron $i$ in layer $m$ by $a_i^m$. Suppose we have all the relevance scores for the current layer, and want to determine the scores $R_{j}^{m-1}$ in the previous layer. The most basic LRP rule calculates these relevance scores using the formula [32]

$$R_{j}^{m-1} = \sum_k \frac{a_j^{m-1}W_{jk}^m + N_{m-1}^{-1}b_k^m}{\sum_l a_l^{m-1}W_{lk}^m + b_k^m} R_k^m,$$

where the $m^{th}$ layer has $N_m$ neurons. The subscripts on the weights $W$ and biases $b$ here denote matrix and vector indices. The numerator is the activation of the $j^{th}$ neuron in layer $m-1$, multiplied by the weight matrix element connecting that neuron to neuron $k$ in layer $m$ to model how much neuron $j$ contributes to the relevance of neuron $k$. This fraction is then multiplied by the relevance of neuron $k$ in the layer $m$. Once the input layer (layer zero) is reached, the propagation is terminated, and the result is a list of relevance scores for the
input variables. The sum in the denominator runs over all of the neurons in layer \( m - 1 \), plus the bias in layer \( m \): it imposes the conservation property because we begin with \( R^n = 1 \) at the output layer and always preserve

\[
\sum_k R^n_k = 1. \tag{3.3}
\]

This methodology was originally proposed in a classifier problem; we have adapted it to the case of regression.

### 3.3 Strategies for analyzing the network

Armed with the evidence that our function exists, how do we proceed? The input is too complicated for educated guesswork or traditional curve fitting techniques, as our encoding of the Jones polynomial is a 16-vector.\(^\text{16}\) Our approach involves performing experiments through which we can probe how the neural network makes its predictions. As stated previously, a neural network’s inner workings are largely inaccessible. Despite this, by studying a network’s success when faced with a transformed or truncated form of the Jones polynomial, we can begin to update our idea of what the eventual function might look like. There are three main ways that we accomplish this.

The first type of experiment is training a neural network on some truncated or mutated form of the input data. For instance, inspired by the volume-ish theorem [33], we could create a new input vector containing just the degrees of the polynomial and the first and last coefficients: \((p_{\min}, p_{\max}, c_1, c_{-1})\). If the neural network was then still able to learn the volume, with comparable accuracy to the original experiment, then perhaps our function could be built from these four numbers. It turns out that the neural network did not perform well with this input. Another example of this method is detailed in Section 4.

The second strategy is taking a neural network which has already been trained and feeding it altered input data. For instance, if we train a network on our original 16-vectors and give it an input vector where certain elements have been zeroed out or shifted by some constant, can it still predict the volume? This allows us to probe our function for, among other things, redundant variables and invariance under translations. We could, for example, shift pairs of input variables by a constant and record the network’s ability to predict the volume.

\(^{16}\)In [16], we provided the degrees of the Jones polynomial as inputs. As we explicate in Appendix E.2, the neural network performs just as well with the coefficients alone. This is the 16-vector to which we refer.
These experiments are inspired by [34], where symbolic regression and machine learning are approached with a physicist’s methodology.\textsuperscript{17}

Together with these two experiments, we use LRP to understand the relevance of the various input features in making a prediction. As we reviewed above, LRP is an algorithm which uses the neuron activations, along with the weight and bias matrices, to map the activations in the final network layer back onto the input layer. This technique is successfully implemented in Section 4 to further reduce the number of input variables needed to predict the volume, eventually yielding formulas with just a handful of numerical parameters and a single nonlinearity.

4 An approximation formula for the hyperbolic volume

Our goal is to employ the machine learning techniques reviewed in Section 3 to determine what particular property of the Jones polynomial was exploited by the neural network in [16] to compute the hyperbolic volume. Inspired by the observations of [18] concerning the analytic continuation of Chern–Simons theory that we briefly summarized in Section 2, we approach this task by evaluating the Jones polynomial at various roots of unity. Indeed, the Jones polynomial is determined by its values at roots of unity, so we lose no essential information if we include enough such evaluations. We use techniques from interpretable deep learning to reverse engineer neural networks in Section 4.1 and comment on the implications for the path integral of analytically continued Chern–Simons theory in Section 4.2.

4.1 Interpretable deep learning

We begin by training a neural network composed of two fully connected hidden layers with 50 neurons each on the Jones polynomial evaluated at $e^{2\pi ip/(r+2)}$, for integers $r \in [3, 20]$ and $p \in [0, r + 2]$. Complex conjugates are omitted from this tabulation since Laurent polynomials obey $J_2(K; \overline{q}) = \overline{J_2(K; q)}$. The input data (which includes all hyperbolic knots up to and including 15 crossings) is represented as a vector where the entries at position $2p$ and $2p+1$ correspond to the real and complex parts of the $p^{th}$ evaluation. Layer-wise relevance propagation (LRP) [31, 32] is used to identify which evaluations of the Jones polynomial are important in calculating the volume.\textsuperscript{18}

\textsuperscript{17}We explore symbolic regression techniques further in Appendix E.4. We obtain 96.56\% accuracy, but the formulæ are not obviously interpretable.

\textsuperscript{18}Layer-wise relevance propagation has not been widely applied in the physics context, but see [35] for an example.
The LRP results are easily interpreted graphically, as demonstrated in Figure 3. We can immediately see which columns are relevant in making a prediction of the volume. The final column in Table 1 shows the results when training the neural network on just those evaluations which LRP determines are relevant. Comparing the values in the final column to the original error in the second column, we see that there is no real reduction in performance. LRP successfully selects the relevant input features, and in some cases performance is actually improved by pruning irrelevant inputs.

The results in Table 1 were each obtained over one run, so fluctuations in the error are expected. To test the stability of the results, we trained the neural network 20 times, using $J_2(K; e^{4\pi i/5})$ (the relevant root for $r = 3$) as input. Averaged over 20 runs, the error was $3.71 \pm 0.06\%$. With this relatively small standard deviation, we conclude that network performance is stable over multiple runs.

In the first line of Table 1, the neural network is learning to predict the volume from two numbers: the real and imaginary parts of $J_2(K; e^{4\pi i/5})$. If we represent the input as a magnitude and a phase rather than as a real and imaginary part, the performance of the neural network is unchanged. In fact, it turns out that if we drop the phase and work only with the magnitude, the performance remains unchanged; the phase does not matter. This means that the network is predicting the volume (to $96.29 \pm 0.06\%$ accuracy) with just one number: $|J_2(K; e^{4\pi i/5})|$. Another promising candidate is $|J_2(K; e^{3\pi i/4})|$, which was also determined by relevance propagation to be important in several rows of Table 1. Plotting either $|J_2(K; e^{4\pi i/5})|$ or $|J_2(K; e^{3\pi i/4})|$ against the volume (Figure 4), we find a graph which looks like $a \log(x + b) + c$ for some constant $O(1)$ parameters $a$, $b > 0$, and $c$. Thus, we may
neural network which had access to the full Jones polynomial. Repeating the analysis for some of the best performances in Table 1 and performs only slightly worse than the

we find the formula

$$V_{3/4}(K) = 6.20 \log (|J_2(K; e^{3\pi i/4})| + 6.77) - 0.94,$$

which predicts the volume with an error of 2.86% (Figure 4, left). This result is comparable to some of the best performances in Table 1 and performs only slightly worse than the neural network which had access to the full Jones polynomial. Repeating the analysis for $|J_2(K; e^{4\pi i/5})|$, the optimized formula is

$$V_{4/5}(K) = 4.89 \log (|J_2(K; e^{4\pi i/5})| + 1.91) + 0.63,$$

be able to obtain a reasonably compact analytic expression by performing simple regression on such an ansatz.

We use the curve fitting and optimization procedures built into Mathematica. The dataset now includes all hyperbolic knots up to and including 16 crossings. For $|J_2(K; e^{3\pi i/4})|$, we find the formula

$$V_{3/4}(K) = 6.20 \log (|J_2(K; e^{3\pi i/4})| + 6.77) - 0.94,$$

| $r$ | Error | Relevant roots | Fractional levels | Error (relevant roots) |
|-----|-------|---------------|-------------------|-----------------------|
| 3   | 3.48% | $e^{4\pi i/5}$ | $\frac{1}{2}$    | 3.8%                  |
| 4   | 6.66% | $-1$          | 0                 | 6.78%                 |
| 5   | 3.48% | $e^{6\pi i/7}$ | $\frac{1}{3}$    | 3.38%                 |
| 6   | 2.94% | $e^{3\pi i/4}, -1$ | $\frac{2}{3}, 0$ | 3%                    |
| 7   | 5.37% | $e^{8\pi i/9}$ | $\frac{1}{4}$    | 5.32%                 |
| 8   | 2.50% | $e^{3\pi i/5}, e^{4\pi i/5}, -1$ | $\frac{4}{5}, \frac{1}{2}, 0$ | 2.5%                 |
| 9   | 2.74% | $e^{8\pi i/11}, e^{10\pi i/11}$ | $\frac{3}{7}, \frac{1}{5}$ | 2.85%                 |
| 10  | 3.51% | $e^{2\pi i/3}, e^{5\pi i/6}, -1$ | 1, $\frac{2}{5}, 0$ | 4.39%                 |
| 11  | 2.51% | $e^{8\pi i/13}, e^{10\pi i/13}, e^{12\pi i/13}$ | $\frac{5}{17}, \frac{5}{17}, \frac{1}{5}$ | 2.44%                 |
| 12  | 2.39% | $e^{5\pi i/7}, e^{6\pi i/7}, -1$ | $\frac{4}{5}, \frac{1}{9}, 0$ | 2.75%                 |
| 13  | 2.52% | $e^{2\pi i/3}, e^{4\pi i/5}, e^{14\pi i/15}$ | 1, $\frac{1}{2}, \frac{1}{7}$ | 2.43%                 |
| 14  | 2.58% | $e^{3\pi i/4}, e^{7\pi i/8}, -1$ | $\frac{2}{3}, \frac{1}{7}, 0$ | 2.55%                 |
| 15  | 2.38% | $e^{12\pi i/17}, e^{14\pi i/17}, e^{16\pi i/17}$ | $\frac{5}{17}, \frac{3}{17}, \frac{1}{5}$ | 2.4%                  |
| 16  | 2.57% | $e^{2\pi i/3}, e^{7\pi i/9}, e^{8\pi i/9}, -1$ | 1, $\frac{4}{7}, \frac{1}{4}, 0$ | 2.45%                 |
| 17  | 2.65% | $e^{14\pi i/19}, e^{16\pi i/19}, e^{18\pi i/19}$ | $\frac{5}{7}, \frac{3}{7}, \frac{1}{9}$ | 2.46%                 |
| 18  | 2.49% | $e^{4\pi i/5}, e^{9\pi i/10}, -1$ | $\frac{1}{2}, \frac{2}{5}, 0$ | 2.52%                 |
| 19  | 2.45% | $e^{2\pi i/3}, e^{16\pi i/21}, e^{6\pi i/7}, e^{20\pi i/21}$ | $\frac{1}{5}, \frac{3}{8}, \frac{1}{5}$ | 2.43%                 |
| 20  | 2.79% | $e^{8\pi i/11}, e^{9\pi i/11}, e^{10\pi i/11}, -1$ | $\frac{3}{4}, \frac{4}{5}, \frac{1}{5}, 0$ | 2.4%                  |

Table 1: LRP results when training the neural network on different roots of unity, corresponding to different $r$. The third column shows the roots relevant to calculating the output, the fourth column shows the corresponding fractional levels $k$ obtained by writing the relevant roots as $e^{2\pi i/(k+2)}$, and the final column the error when training the network on only the relevant roots.
Figure 4: (Left) Best fit for the hyperbolic volume as a function of $|J_2(K; e^{3\pi i/4})|$. The fitted function (blue) predicts the volume to 97.14% accuracy and the neural network trained on the magnitude of $J_2(K; e^{3\pi i/4})$ (green) achieves 96.55% accuracy. (Right) Best fit for the hyperbolic volume as a function of $|J_2(K; e^{4\pi i/5})|$. The fitted function (blue) predicts the volume to 96.67% accuracy and the neural network trained on the magnitude of $J_2(K; e^{4\pi i/5})$ (green) achieves 96.30% accuracy. Both plots display $(J_2, \text{Vol})$ data pairs as a density cloud where darker red regions contain more points.

which predicts the volume with an error of 3.33% (Figure 4, right). Due to the fact that the error increase is small and the parameter reduction is enormous in passing from the black box neural network to the formulas (4.1) and (4.2), we may conclude that we have more or less successfully reverse engineered the simple function which is learned by the network. The dependence of our approximation formulas only on the absolute value of a Jones polynomial evaluation aligns nicely with the unchanged performance of the neural network when we drop the maximum and minimum degree information or cyclically permute the polynomial coefficients, as both operations leave the absolute value unchanged (see Appendix E.2 for other experiments with input representation). Moreover, when performing regression on only a subset of the dataset and increasing the size of that subset, the determined coefficients $a$, $b$, and $c$ are roughly converging to some constant values (Figure 5, left), which gives us confidence that these approximation formulas should perform well even outside of our dataset. As more knots are included in the regression, the error on the total dataset reaches its optimal value smoothly (Figure 5, right). For comparison, a neural network trained on $|J_2(K; e^{3\pi i/4})|$ predicts the volumes to 96.55% accuracy, and a neural network trained on $|J_2(K; e^{4\pi i/5})|$ predicts the volumes to 96.30% accuracy. We observe that at large magnitudes for $J_2(K; e^{i\theta})$, both the best fit function and the neural network start to differ from the true volumes. This effect is attributable to the sparsity of data.
Figure 5: Variation of fit parameters with regression data. As more regression data is included, the fit parameters converge to some constant values. This indicates that the approximation formulas should perform well outside of our dataset.

Figure 6: Comparison of (4.1) with a fit of the same functional ansatz on $J_2(K; -1)$; as in [14]. When applied to alternating knots only (left), the function predicts the volume with a mean error of 5.76%. Fitting the same ansatz to all knots (right) predicts the volume with an error of 6.16%.

In [14], it was noted that for alternating knots up to 13 crossings that $V(K)$ was roughly proportional to $\log |J_2(K; -1)|$. As a comparison to our results, we fit the functional ansatz $a \log(|J_2(K; -1)| + b) + c$ for alternating and non-alternating knots (Figure 6). For knots up to and including 16 crossings, the functions predict the volumes of alternating knots to 94.24% accuracy and the volumes of all knots to 93.84% accuracy. While this phase performs worse than the ones found by our layer-wise relevance propagation, it is worthwhile to understand the extent to which we can vary the particular phase used in this approximation ansatz and still retain reasonable performance, since we did find that other roots of unity are relevant for different values of $r$ in Table 1.
Figure 7: Mean absolute errors as a function of $x$ when optimizing the ansatz $V(K) = a \log(|J_2(K; e^{ix})| + b) + c$. We re-optimize the constants $a$, $b$, and $c$ for each individual value of $x$. The minimum error of $2.83\%$ occurs at $x = 2.3$. This is evidence that we can approximate the hyperbolic volume from the Jones polynomial evaluated at a wider variety of fractional levels than just $k = 1/2$ or $k = 2/3$.

To explore this possibility, we optimize the ansatz $V(K) = a \log(|J_2(K; e^{ix})| + b) + c$ in Mathematica and report the mean absolute error under the constraint $x \in [0, \pi]$ (Figure 7) for all knots up to and including 16 crossings.\textsuperscript{19} The minimum error of $2.83\%$ is realized for $x = 2.3$. We can relate this to the relevant roots in Table 1 by noting that this root is similar to $e^{3\pi i/4}$. This corresponds to a fractional level of $\frac{2}{3}$ appearing in the $r = 6$ and $r = 14$ lines of Table 1. Notice also that there is a plateau in error rate at around $12\%$ for $x \lesssim \frac{\pi}{2}$. The error of $12\%$ is significant; if we take $V(K) = V_0$, where $V_0$ is the average volume of all knots up to 16 crossings, the error for this constant approximation function is $11.97\%$. This represents a latent correlation in the dataset, and if we have an error rate greater than or equal to this then our approximation formula is learning essentially nothing. This error plateau, and other interesting features of Figure 7 like the error spike around $k = 1$, will be analyzed in the context of Chern–Simons theory in Section 4.2. Before moving on, we note that upon closer

\textsuperscript{19}Amusingly, as is now ubiquitous in high energy theory, the graph evinces the customary dip, ramp, plateau shape [36]. Of course, here these features are not connected to random matrix theory in any clear way. A tentative explanation for the location of the dip makes use of the saddle point form of the path integral (2.10), where there is a reasonable spread of this value for different volumes in the region $k \in [0.5, 0.8]$. However, we are far from the semiclassical limit, and cannot really trust (2.10).
inspection of the region around $k = 1$, the single error spike shown in Figure 7 is actually resolved into two separate spikes at $k = 1$ and $k = 1.014$ with a shallow dip of roughly 0.7%. We do not have a good understanding of this feature, and we have not ruled out numerical errors as its source, because our Mathematica fitting procedures give convergence warnings at these levels. The robust conclusion that we claim here is only that there is a large error spike around $k = 1$ which reaches up to the height of the plateau.

For completeness, we also record the bounding curves of the dataset, computed using our approximation ansatz. The curves

\begin{align}
    f(|J_2(K; e^{3\pi i/4})|) &= 6.053 \log(33.883 + |J_2(K; e^{3\pi i/4})|) + 0.798, \\
    g(|J_2(K; e^{3\pi i/4})|) &= 8.210 \log(0.695 + |J_2(K; e^{3\pi i/4})|) - 12.240,
\end{align}

completely enclose the hyperbolic volumes of the knots up to and including 16 crossings (Figure 8).

### 4.2 Implications in Chern–Simons theory

Using machine learning and data analysis techniques, we determined that the relevant information about $\text{Vol}(S^3 \setminus K)$ contained in $J_2(K; q)$ can be efficiently extracted with a single evaluation of $J_2$ at a root of unity $q = e^{2\pi i/(k+2)}$, which corresponds to fractional level $k = \frac{1}{7}$.
or \( k = \frac{2}{3} \). At \( k = \frac{2}{3} \), for example, we have \( q = e^{3\pi i/4} \), and we find that the simple function (1.2) reproduces the hyperbolic volume of \( K \) with almost no loss of accuracy compared to the full neural network of [16]. The fractional level \( k = \frac{1}{2} \) has been studied in the context of Abelian Chern–Simons theory [37], but has not played a significant rôle in the non-Abelian theory we study here, and level \( k = \frac{2}{3} \) (to our knowledge) has hardly been studied at all. Of course, due to gauge invariance, non-Abelian Chern–Simons theory cannot be defined in the naïve way at fractional level, and it is for this reason that the analytic continuation techniques of [18] have an intriguing bearing on our observations.

Our numerical results suggest the Lefschetz thimbles involved in the analytically continued path integral at \( \gamma = 2 \) or \( \gamma = \frac{3}{2} \) are somehow related to the set of thimbles which appear semiclassically at \( \gamma = 1 \). Perhaps the set of relevant thimbles around \( \gamma \in (\frac{3}{2}, 2) \) contains the geometric conjugate \( SL(2, \mathbb{C}) \) connection that we expect semiclassically at \( \gamma = 1 \). This interpretation suggests that the geometric conjugate connection contributes to the path integral for the maximum number of knots in our dataset around \( \gamma = \frac{3}{2} \), or \( k = \frac{2}{3} \), since that is where the approximation formula performs optimally. This location coincides with the bottom of the dip in Figure 7. Similarly, the ramp between \( \frac{2}{3} < \gamma < \frac{5}{3} \) (ignoring the spike at \( k = 1 \)) is consistent with the interpretation that large fractions of knots are beginning to lose the geometric conjugate connection for \( k > \frac{2}{3} \). That the dip begins at \( k = 0 \) with an error rate which is already fairly low may signal that many knots retain the geometric conjugate connection even as \( \gamma \) becomes large.

We must emphasize that we are not working in the semiclassical limit of large \( n \) and \( k \). Instead, we are actually in the opposite limit where both quantities are \( O(1) \). Therefore, quantum effects in the path integral are strong, and it is not clear how to isolate the contribution of the critical points. Nevertheless, it seems that our machine learning techniques suggest this is approximately possible with some simple processing of the path integral result. This phenomenon is a bit reminiscent of the ease with which one-loop quantum corrections are incorporated in Chern–Simons theory, through a simple shift \( k \to k + 2 \) and \( n \to n + 1 \) in the semiclassical formulas. Here, we have an effect at the level of the analytically continued path integral, where a simple multiplication and shift can absorb quantum corrections to a reasonable degree. It would be interesting to try to make this precise.

---

20 The geometric conjugate connection is a flat \( SL(2, \mathbb{C}) \) connection which has \( \text{Im}(W) = -\text{Vol}(M)/2\pi \), which is necessary for the factors of \( i \) to cancel and yield \( e^{k\text{Vol}(M)/2\pi} \) in a saddle point approximation of \( |Z(M)| \) or the analytic continuation of \( |Z(M)| \). It is simply the complex conjugate of the geometric connection we mentioned previously. To prevent any ambiguity, we remark that the object called \( A_+ \) in (5.61) of [18] is an instance of what we are calling the geometric conjugate connection.
It is also instructive to study the error spike at \( k = 1 \) in Figure 7. Readers familiar with the main message of [18] will understand why this feature is in fact expected: at integer values of the Chern–Simons level with \( k+1 \geq n \), the path integral ratio (2.6) receives contributions only from \( SU(2) \)-valued critical points, and can be analyzed using the original techniques in [10]. In other words, the \( SU(2)_k \) current algebra has an integrable representation of dimension \( n = k+1 \), and so the techniques of [10] are sufficient and no analytic continuation is necessary. Of course, at \( n = k+2 \), there is a vanishing of the bare path integral, but the ratio (2.6) remains finite and is sensitive to the volume like the analytically continued bare path integral. That this occurs only at the special value \( n = k+2 \) and not for any \( n < k+2 \) essentially follows from the fact that the bare expectation value of the unknot does not vanish for \( 0 < n < k+2 \) with integer \( k \).

This observation supports our interpretation that the presence of the geometric conjugate connection is responsible for the approximation formula’s success. In this case, we cannot expect to learn anything about the hyperbolic volume at \( k = 1 \) and \( n = 2 \) beyond latent correlations in the dataset because the geometric conjugate connection does not contribute to the path integral there. Even if it is present in the numerator of (2.6), it will cancel with another contribution for integer \( k > n - 2 \), and so our approximation formula performs as poorly as possible at \( k = 1 \). However, there are sharp improvements to the approximation formula just below or above this value, where \( k \) again becomes fractional and we may find a contribution from the geometric conjugate connection.

Intriguingly, there seems to be a transition around \( \gamma = \frac{2}{3} \) (equivalently, \( k = \frac{3}{2} \)) where the approximation formulas begin to improve over the maximum error, and [18] found that the geometric conjugate connection for the figure-eight knot is added to the path integral by a Stokes phenomenon precisely at this value. The appearance of this maximum error plateau, which roughly matches the error of taking a constant approximation function equal to the average volume in the dataset, is consistent with the interpretation that the approximation formula with \( k > \frac{3}{2} \) fails to convey anything useful because the geometric conjugate connection is completely absent from the numerator of (2.6), rather than being present and canceling for integer \( k \). Perhaps there is a larger class of knots with a Stokes phenomenon at \( \gamma = \frac{2}{3} \) which adds the geometric conjugate connection to the path integral, and there are only a few knots (or perhaps none at all) which receive such a contribution for \( k > \frac{3}{2} \).

If we follow the suggestion that the success of our approximation formula is signalling the presence of the geometric conjugate connection for most knots in the dataset, we are led to an interesting observation concerning the volume conjecture. As discussed previously, it is well known that the volume conjecture does not converge monotonically in \( n \) [15]. Perhaps
the reason for this is that the geometric conjugate connection is missing for early terms in the sequence, and appears at a certain point, after which convergence is monotonic. For example, the first term in the sequence involves $|J_2(K; -1)|$, which corresponds to $k = 0$ and therefore $\gamma = \infty$. While it may be that some knots acquire the geometric conjugate contribution by $\gamma = 1$ and never lose it for any $\gamma > 1$, this may not be the case for all knots. If the geometric conjugate connection is lost by Stokes phenomena at some $\gamma > 1$, the first term in the volume conjecture sequence cannot be expected to be a good approximation. We comment further on this in Section 5.

5 Discussion

In this work, we have utilized neural networks and layer-wise relevance propagation to extract a very simple function $V(K)$ which predicts with better than 97% accuracy the volume of a hyperbolic knot using only a single evaluation of the Jones polynomial at a root of unity. The existence of such a function was predicted in [16], and prior related observations had also been suggestive [14, 38]. The main problem described at the end of [16] was to determine what simple function was being computed by a neural network, and the roughly equal accuracy of our simple function and the neural network is strong evidence that we have succeeded. We also found excellent alignment between the form of the approximation ansatz and the operations on the inputs (dropping degree information, cyclic coefficient permutations) which left the network performance unchanged.

We commented briefly on the implications of this result for analytically continued Chern–Simons theory in Section 4.2. It is clear that there is at least some connection, because the root of unity involved in the calculation is not accessible by the standard definition of the path integral: it corresponds to fractional level $k$. However, precisely what is gained by studying the path integral far from the semiclassical limit around $\gamma = \frac{3}{2}$ or $\gamma = 2$, and why this should be related to the semiclassical limit near $\gamma = 1$, is not at all clear. Our usual intuition from quantum field theory suggests that the strong quantum effects at small $k$ ought to completely mask the particular value of the action at the geometric conjugate connection. Mysteriously, this does not happen, and (at least, e.g., for large $|J_2(K; e^{3\pi i/4})|$) there is an essentially universal way to extract the saddle point value of this particular connection with high accuracy for any hyperbolic knot. We have found some supporting evidence for our interpretation that the success of the approximation formula signals the presence of the geometric conjugate connection in most knots in our dataset. This evidence involved the spike in error near the integer $k = 1$ as well as the rough matching between the location of
the relevant Stokes phenomenon for the figure-eight knot and the critical value of \( \gamma \) where the approximation formula begins to perform well.

An interesting future direction would be to try to derive an inequality, along the lines of the volume-ish theorem [33], using analytically continued Chern–Simons theory. Indeed, the volume-ish theorem should generalize to higher colors, with the upper and lower bounds converging in the infinite \( n \)-limit. Deducing an inequality seems quite difficult, as the analysis is very involved for each individual knot [18]. Nevertheless, we may hope to find some unifying theme now that we have a specific location of interest (further along the real \( \gamma \) axis than previously suspected). As a very first step, one would have to understand how to evaluate the full path integral on the relevant Lefschetz thimbles in order to bound the contributions of other critical points.

We observed in Section 4.2 that there could be large discrepancies between the value of \( \gamma \) for the early terms in the volume conjecture and the value of \( \gamma \) at which the geometric conjugate connection is added to the path integral. This motivates a new style of volume conjecture which could be engineered to be immediately monotonic. We simply keep \( \gamma \approx 1 \) throughout the limit, though this must be done to carefully avoid integer level. By avoiding integer level, we mean that, e.g., for \( n = 2 \), if we simply solve \( \gamma = 1 \) we find \( k = 1 \), and we already argued why this evaluation should yield no nontrivial information about the volume. So we must instead begin at some value like \( \gamma = 2 \), which would correspond to \( k = \frac{1}{2} \). Moreover, we should tune this value with \( n \) so that we approach \( \gamma = 1 \) in the semiclassical limit. All these constraints lead to a version of the volume conjecture where we evaluate the relevant path integrals at a candidate value of \( \gamma \) such as

\[
\gamma = \frac{n}{n-1} . \tag{5.1}
\]

This corresponds to level

\[
k = \frac{(n-1)^2}{n} , \tag{5.2}
\]

which is certainly always fractional for integer \( n \geq 2 \) since the parities of the numerator and denominator do not match. With this choice, a monotonic version of the volume conjecture would be (recalling that the prefactor \( \frac{2\pi}{n} \) in the usual volume conjecture is really \( \frac{2\pi}{k} \) from the Chern–Simons perspective)

\[
\lim_{n \to \infty} \frac{2\pi n \log |J_n(K; e^{2\pi in/(n^2+1)})|}{(n-1)^2} = \text{Vol}(S^3 \setminus K) . \tag{5.3}
\]

This conjecture repairs the non-monotonicity in the volume conjecture sequence for the figure-eight knot (Figure 9). Of course, we are not guaranteed that all knots still receive a contribution from the geometric conjugate connection at \( \gamma = 2 \). Indeed, unfortunately, (5.3)
just barely fails to be monotonic for the knot $7_2$. To formulate a more promising conjecture, we should assume that there is some finite radius around $\gamma = 1$ where all knots still receive such a contribution, and begin the sequence there, which would lead to a different functional dependence than (5.1). As noted in [15], eventual monotonicity is important in proving that the limit in the volume conjecture actually exists, so it may be easier to prove that the limit exists in some improved version of (5.3).

A less technically complex but more computationally intensive direction involves repeating our machine learning analysis for the $n > 2$ colored Jones polynomials. We expect to find a similar approximation function, perhaps with different coefficients, which converges quickly to the function which appears in the volume conjecture as $n$ increases. While we attempted (and failed) to formulate a monotonic version of the usual volume conjecture above, there is a more general (and vague) family of conjectures which follow more directly from our numerics:

$$a_n \log(|J_n(K; e^{2\pi i \gamma_n/(n+2\gamma_n-1)})| + b_n) + c_n \approx \text{Vol}(S^3 \setminus K) .$$

The $\approx$ in the above expression means there is a margin for error which monotonically decreases to zero as $n \to \infty$, and furthermore we must have $a_n \to \frac{2\pi}{n}$, $b_n \to 0$, $c_n \to 0$, and $\gamma_n \to 1$ in this limit. We view $a_n - \frac{2\pi}{n}$, $b_n$, and $c_n$ as “quantum corrections” which account for the large quantum effects in the path integral far from semiclassicality. The quantity $\gamma_n$ begins around $\gamma_2 = \frac{3}{2}$, according to our numerical results in this work. However, we leave unspecified its precise functional dependence on $n$, and similarly for the coefficients $a_n$, $b_n$, and $c_n$. The main advantage of (5.4) over the simpler (5.3) is that we expect (5.4) to already be roughly 97% accurate immediately at $n = 2$, whereas for (5.3) we do not have such a guarantee.
Indeed, we expect that the error in (5.4) is actually bounded, whereas (5.3) can be arbitrarily wrong at small $n$, though an improved version of (5.3) would still converge monotonically in $n$. Of course, the price we pay for this immediate accuracy is the introduction of many free parameters in the conjecture.
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**A Basic neural network setup**

The neural networks used in these experiments were built in Python 3, using GPU-Tensorflow with a Keras wrapper [41]. The neural network has two hidden layers, 100 neurons wide, with ReLU activation functions. The training used an Adam optimizer and a mean squared loss function. There were typically 100 training epochs. The network was trained on 10% of the 313,209 knots up to (and including) 15 crossings and tested on the remaining 90%. The code snippet below summarizes the key steps of building and training the neural network.

```python
import numpy as np
import tensorflow as tf
from sklearn.model_selection import train_test_split

train_jones, test_jones, train_vols, test_vols = train_test_split(jones, vols, test_size=0.9)

model = tf.keras.models.Sequential([
    tf.keras.layers.Dense(100, activation='relu',
```
Figure 10: Results for training the baseline neural network in Python. The network has two hidden layers, 100 neurons wide, with ReLU activation functions.

```python
input_dim=len(train_jones[0]),
tf.keras.layers.Dense(100, activation='relu'),
tf.keras.layers.Dense(1)
]
model.compile(optimizer='adam', loss='mean_squared_error')
model.fit(train_jones, train_vols, epochs=100,
          batch_size=32, verbose=1)
```

Results: Throughout the experiments, different representations/parts of the Jones polynomial were used as input to the neural network. To demonstrate the basic setup, the input data consists of 16-vectors containing the coefficients of the Jones polynomials. The network generally achieves around 2.3% relative error, as shown in Figure 10.
B Khovanov homology, Jones coefficients, and volume

B.1 Khovanov homology

Machine learning has been applied to string theory for a variety of purposes, beginning in [42–45]. Many instances in which machine learning has been successfully applied to mathematical physics involve an underlying homological structure [46–49]. In certain cases, analytic formulas inspired by machine learning results have been obtained [55–57]. Knot theory appears to be no exception to this pattern, as there is an underlying homology theory related to the Jones polynomial known as Khovanov homology [58]. As we will make reference to the homological nature of the Jones polynomial at several points in this supplemental discussion, here we provide a brief explanation of Khovanov homology following the compact treatment in [59].

The Jones polynomial, in its form more familiar to mathematicians, is a Laurent polynomial in a variable $q$ defined by a skein relation

$$
\langle \emptyset \rangle = 1, \quad \langle \bigcirc K \rangle = (q + q^{-1}) \langle K \rangle , \quad \langle \bigtriangleup \rangle = \langle \bigtriangledown \rangle - q \langle \bigtriangleup \rangle , \quad \hat{J}(K; q) = (-1)^{n_+ - n_-} q^{n_+ - 2n_-} \langle K \rangle ,
$$

(B.1)

where $\langle K \rangle$ is known as the Kauffman bracket [60] of the knot $K$, and $n_\pm$ are the number of right- and left-handed crossings in a diagram of $K$. The quantity $n_+ - n_-$ is often called the writhe of the knot diagram. We have used the notation $\hat{J}$ because this object is not quite equivalent to our $J_2(K; q)$. It is unnormalized in the following sense:

$$
\hat{J}(K; q) = (q + q^{-1}) J_2(K; q^2) .
$$

(B.2)

The skein relation for the Kauffman bracket involves two “smoothings” of a given crossing. Of course, in each of these smoothings, the total number of crossings is reduced by one. The recursion terminates when all crossings have been smoothed, so the set of binary strings of length $c$, $\{0, 1\}^c$, is the set of total smoothings for a knot diagram with $c$ crossings.

Khovanov’s homology, roughly speaking, begins by assigning a vector space $V_\alpha(K)$ to each string $\alpha \in \{0, 1\}^c$. If $V$ is the two-dimensional graded vector space with basis elements $v_\pm$ and $\deg(v_\pm) = \pm 1$, then $V_\alpha(K) \equiv V^\otimes k \{r\}$ where the total smoothing $\alpha$ of $K$ results in

---

21Such structures appear in string theory fairly often, and more sophisticated machine learning (beyond simple feed-forward network architecture) has also been applied fruitfully to the study of the string landscape. For a small sample, see [45, 50–53], and also see the review [54] for more complete references in this area.

22Knot theorists will notice that this is a rather non-standard skein relation. We will comment on this, and related normalization issues, in Appendix C.
closed loops, and \( \{ r \} \) is the degree shift by \( r \).23 The height of a string \( \alpha \) is defined as the number of ones, \( |\alpha| = \sum_i \alpha_i \). The strings with equal height \( r \) can be grouped together, and (through some more work) the corresponding vector spaces can be assembled into a doubly-graded homology theory \( \mathcal{H}^r(K) \), with Poincaré polynomial

\[
Kh(K; t, q) \equiv \sum_r t^r q \dim \mathcal{H}^r(K) .
\] (B.3)

Khovanov proved that this homology theory is a knot invariant, and that its graded Euler characteristic is the unnormalized Jones polynomial

\[
\chi_q(K) = Kh(K; -1, q) = \tilde{J}(K; q) .
\] (B.4)

Another useful quantity associated with Khovanov homology is the Khovanov rank, given by

\[
\text{rank}(\mathcal{H}^*(K)) = \sum_r q \dim \mathcal{H}^r(K) .
\] (B.5)

The Khovanov rank is correlated with the hyperbolic volume, as noticed in [38], and was compared to neural network prediction techniques in [16].

The main point we wish to convey with this brief summary is that the coefficients of the Jones polynomial are related to dimensions of homology groups, and therefore any success of our machine learning techniques represents another piece of evidence that underlying homological structure is relevant for characterizing physics and mathematics which is machine-learnable.

B.2 Power law behavior of coefficients

In this appendix, we study how the coefficients in the Jones polynomial may be individually related to the hyperbolic volume. Through Khovanov homology, we know that each coefficient is measuring the dimension of a certain homology group. Thus, this numerical study is in some sense a generalization of Khovanov’s study of patterns in his homology [38], and his observation that coarser properties of his homology are related to the volume (see [16] for more explanation and analysis of this point). Patterns in Jones polynomial coefficients were also studied in [61, 62].

The vectors of coefficients is represented as \( J = (c_1, \ldots, c_8, c_{-8}, \ldots, c_{-1}) \), where padding with zeros is done from the center so that, say, \( c_1 \) is always the first nonzero coefficient in the

\[23\text{Recall that a graded vector space } W = \oplus_m W_m \text{ has graded dimension } q \dim W = \sum_m q^m \dim W_m . \]

Furthermore, the degree shift produces another graded vector space \( W \{ r \} \) with homogeneous subspaces \( W \{ r \}_m \equiv W_{m-r} \), so \( q \dim W \{ r \} = \sum_m q^{m+r} \dim W_m . \)
The absolute values of the (first 8) Jones polynomial coefficients as a function of the hyperbolic volume. The coefficients obey a power law relationship with respect to the volume, where (for $c_i$ the $i^{th}$ coefficient) the constant coefficient decreases (by about an order of magnitude) and the exponent increases as $i$ increases. These power law relationships are symmetric with the last 8 coefficients, as demonstrated in the Table 2.

polynomial and $c_{-1}$ is always the last nonzero coefficient in the polynomial. The volume is binned into 16 intervals and the mean absolute values of each coefficient is calculated in the bins. Using Mathematica curve fitting procedures, it was found that the (absolute) coefficients obey power law relationships with respect to the volume; $|c_i| \rightarrow a V^b$. For $i \in [1, 8]$, we find that $c_i$ and $c_{-i}$ always obey (nearly) the same power law relationship. Additionally, as $i$ increases, the exponent $b$ increases and $a$ decreases by roughly an order of magnitude. These relationships are given in Table 2 and Figure 11.

C Normalizations, orientation, and framing

The precise definition of the Jones polynomial can sometimes differ between physicists and mathematicians. Fundamentally, the path integrals which enter (2.6) that we have taken to define $J_n(K; q)$ produce invariants of an oriented, framed link in $S^3$. Actually, since reversing the orientation of a Wilson loop corresponds to conjugation of the associated representation, and representations of $SU(2)$ are real, the $SU(2)$ Chern–Simons path integral defines an invariant of unoriented, framed links in $S^3$. The writhe factor in (B.1) serves to exchange the dependence on framing of the Kauffman bracket for a dependence only on orientation; it is a sort of normalization which removes the extra factors of $q^{3/4}$ that may be introduced by type
| Coefficient | Function | Constant term | $V$ exponent | $V$ coefficient |
|-------------|----------|---------------|--------------|----------------|
| $c_1$       | 1.0662  | 1.0662        | –            | –              |
| $c_{-1}$    | 1.07462 | 1.07462       | –            | –              |
| $c_2$       | $0.506466 + 0.035896 V^{1.5}$ | 0.506466  | 1.5          | 0.035896       |
| $c_{-2}$    | $0.709162 + 0.036988 V^{1.5}$ | 0.709162  | 1.5          | 0.0369388      |
| $c_3$       | 1.0797 + 0.00578349 $V^{2.4}$ | 1.0797    | 2.4          | 0.00578349     |
| $c_{-3}$    | 1.1049 + 0.00607516 $V^{2.4}$ | 1.1049    | 2.4          | 0.00607516     |
| $c_4$       | 1.46782 + 0.0012235 $V^{3.1}$ | 1.46782   | 3.1          | 0.0012235      |
| $c_{-4}$    | 1.26703 + 0.00188961 $V^{3.1}$ | 1.26703   | 3            | 0.00188961     |
| $c_5$       | 1.1018 + 0.0006121 $V^{3.5}$ | 1.1081    | 3.5          | 0.0006121      |
| $c_{-5}$    | 0.000629931 $V^{3.5}$ | 0          | 3.5          | 0.000629931    |
| $c_6$       | $-0.758 + 0.00033838 V^{3.8}$ | $-0.758$  | 3.8          | 0.00033838     |
| $c_{-6}$    | $0.0003446 V^{3.8}$ | 0          | 3.8          | 0.0003446      |
| $c_7$       | $0.0000795 V^{4.3}$ | 0          | 4.3          | 0.0000795      |
| $c_{-7}$    | $0.0000803 V^{4.3}$ | 0          | 4.3          | 0.0000803      |
| $c_8$       | $-5.104 + 0.00000283 V^{5.3}$ | $-5.104$  | 5.3          | 0.00000283     |
| $c_{-8}$    | $-5.0795 + 0.00000283 V^{5.3}$ | $-5.079$  | 5.3          | 0.00000283     |

Table 2: Fits for the mean absolute value of the coefficients as a function of the volumes.

I (unframed) Reidemeister moves. This is more or less the same as selecting the 0-framing for all components of a link. So, the path integral formalism incorporates framing changes naturally, whereas the values for the Jones polynomial often quoted in the mathematical literature effectively assume a fixed framing which can always be selected for links in $S^3$.

An additional detail arises when we make a more direct comparison between the path integrals found in (2.6) and the skein relation definition of the Jones polynomial. To begin, we refer to [10], where a skein relation was derived using the path integral directly. In equations (4.22) and (4.23) of [10], the $SU(2)$ skein relation for the path integral was found to be

$$qZ(L_+) - q^{-1}Z(L_-) = (q^{1/2} - q^{-1/2})Z(L_0)$$

where $L_+$, $L_-$, and $L_0$ represent the same link but with a single crossing modified (if necessary) to be an over-crossing, under-crossing, or uncrossed (away from this crossing, the link is

---

24See the discussion around Corollary 2.8 and Remark 2.9 in [63].
unchanged). Pictorially, (C.1) is

\[ qZ(\gamma') - q^{-1}Z(\gamma^c) = (q^{1/2} - q^{-1/2})Z(\gamma^c) . \]  

(C.2)

Other than this relation, the only other piece of information needed to determine the Jones polynomial (as defined in (2.6)) is the expectation of the unknot. If we normalize the path integral as in (2.6), the unknot has expectation 1.

\[ J_2(0; q) = 1 . \]  

(C.3)

This is equivalent to requiring that the Jones invariants should be multiplicative under connected sum of links, \( J_2(L_1 \# L_2; q) = J_2(L_1; q)J_2(L_2; q) \). The skein relation (C.1) actually matches exactly with the one written above Remark 2.9 in [63] for the writhe-normalized Jones polynomial \( \hat{V}_L \) (in the notation of [63]).\(^{25}\) Thus, the ratio in (2.6) and \( \hat{V}_L/\hat{V}_{01} \) from [63] will be equivalent up to a power of \( q^{3/4} \) associated with a change of framing in the numerator of (2.6).

However, other formulations of the skein relation favored by some mathematicians, such as the one used in [64, 65], differ from (C.1). The skein relation in [64] is

\[ q^{-1}V_{L_+} - qV_{L_-} = (q^{1/2} - q^{-1/2})V_{L_0} . \]  

(C.4)

It is clear that (C.4) is not equivalent to (C.1), so which of these determines the “true” Jones polynomial?\(^{26}\) This difference is not a question of normalization, because the skein relations are all linear, so any normalization obeys the same relation. We will see that the two skein relations are related by a simple, but non-obvious, transformation. Let \( L' \) be the mirror of \( L \); in other words, \( L \) with all over-crossings changed to under-crossings and vice-versa. Also, let \(|L|\) be the number of disjoint circles in \( L \). Then, we have

\[ V_{L'}(q) = (-1)^{|L|+1}J_2(L; q) . \]  

(C.5)

We begin by noting that \( V_{L'} \) obeys a skein relation which is derived by simply switching \( L_+ \) and \( L_- \) in (C.4), since this is the effect of the mirroring operation on a given crossing.

\[ q^{-1}V_{L'_+} - qV_{L'_-} = (q^{1/2} - q^{-1/2})V_{L'_0} . \]  

(C.6)

\(^{25}\)There is a typo in equation (6) of [63]. The coefficient on \( \hat{V}_{L_-} \) should be \( q^{-1} \). The correct expression can be derived by multiplying equation (3) of [63] by \( q^{-(3/4)w(L_0)} \) and rewriting the coefficients of \( V_{L_+} \) and \( V_{L_-} \) in terms of \( q^{-(3/4)w(L_+)} \) and \( q^{-(3/4)w(L_-)} \), respectively. To do so, observe that the writhe obeys \( w(L_\pm) = w(L_0) \pm 1 \).

\(^{26}\)The relationship between these two skein relations is likely well-known to knot theorists, but we have not been able to find a discussion in the literature, so we provide a self-contained treatment in what follows.
We now observe a few relationships among $|L_+|$, $|L_-|$, and $|L_0|$. Since moving one strand through another does not change the number of components, $|L_+| = |L_-|$. Furthermore, if the crossing in $L_\pm$ is between two different components, then $|L_\pm| = |L_0| + 1$, as in $L_0$ these two components are joined. Similarly, if the crossing in $L_\pm$ is only one component crossing itself, then $|L_\pm| = |L_0| - 1$, as in $L_0$ this component is split into two. The upshot is that $|L_0|$ always has opposite parity from $|L_\pm|$, so

$$(-1)^{|L_+|} = (-1)^{|L_-|} = (-1)^{|L_0|+1}. \quad (C.7)$$

Dividing (C.1) by $Z(0; k)$ produces an identical skein relation for $J_2$, and multiplying by $(-1)^{|L_+|+1}$ and using (C.7) yields

$$q(-1)^{|L_+|+1}J_2(L_+) - q^{-1}(-1)^{|L_-|+1}J_2(L_-) = -(q^{1/2} - q^{-1/2})(-1)^{|L_0|+1}J_2(L_0). \quad (C.8)$$

Interpreted as a skein relation for $(-1)^{|L|+1}J_2(L)$, this equation is equivalent to (C.6). Therefore, the quantity $(-1)^{|L|+1}J_2(L)$ obeys the same skein relation as $V_L$, and since they take the same initial value on the unknot, they are equal, proving (C.5).

The Jones polynomial is not invariant under the mirroring operation. However, it changes in a predictable way. Since the transformation $q \to q^{-1}$ changes (C.4) into (C.6), we have

$$V_{L'}(q) = V_L(q^{-1}). \quad (C.9)$$

For the purposes of the volume conjecture, however, it does not matter whether we work with $L$ or $L'$. This is because $S^3 \setminus L$ is homeomorphic to $S^3 \setminus L'$, and since the hyperbolic volume is a topological invariant by the Mostow–Prasad rigidity theorem, their volumes are equal. Furthermore, the evaluations of the colored Jones invariants which appear in the volume conjecture are simply complex conjugated under $q \to q^{-1}$ because $q$ is a root of unity, which leaves unchanged the magnitude $|J_n(e^{2\pi i/n})|$. That being said, when we write numerical results for (2.6), we ought to keep in mind that (for example) the right-handed trefoil knot (three over-crossings) obeys

$$J_2(3_1; q) = q^{-1} + q^{-3} - q^{-4} = V_{3_1}(q^{-1}). \quad (C.10)$$

So, if our dataset consists of left-handed knots with polynomials derived using (C.4), we will write explicit evaluations of (2.6) for the corresponding right-handed knots. Interestingly, certain generalizations of the basic volume conjecture (1.1) (including the “complex volume conjecture” which involves the Chern–Simons invariant $CS(S^3 \setminus K)$) are not invariant under an exchange of handedness on one side, which means that whenever one writes something like the complex volume conjecture [66]

$$\lim_{n \to \infty} \frac{2\pi \log J_n(K; e^{2\pi i/n})}{n} = \text{Vol}(S^3 \setminus K) + 2\pi^2 i CS(S^3 \setminus K), \quad (C.11)$$
there is actually a unique skein relation which defines \( J_n \) in such a way that (C.11) could be true. We have not seen a discussion in the literature of this point, and it would be interesting to determine which of (C.4) and (C.1) is the correct choice. We suspect the correct relation is the one which comes from Chern–Simons theory, (C.1). If we were instead to use the alternate skein relation, we would need to take the complex conjugate of the right hand side in (C.11) to have a chance of being correct.

We will explain one final issue related to normalizations. The \( q^2 \) in the argument of \( J_2 \) on the right hand side of (B.2) arises because the skein relation we have written in (B.1) matches the rather non-standard choice in [59], which in turn matches [58]. Unlike the more standard relations discussed in [63, 64] that we addressed above, (B.1) has the advantage of generating a Laurent polynomial \( \hat{J}(K; q) \) on links with any number of components. Therefore, it differs in detail from the path integral ratio (2.6), which may require a change of framing to produce a Laurent polynomial. As a consequence of these details, the relationship (B.2) should be understood up to a change of framing of the right hand side. Since we will always consider Laurent polynomials in this work, we assume a framing where the left hand side of (2.6) is a Laurent polynomial that matches the output of the skein relation in [64].

D \quad \textbf{t-distributed stochastic neighbor embedding of knot invariants}

D.1 \quad \textbf{t-distributed stochastic neighbor embedding}

t-distributed stochastic neighbor embedding (t-SNE) is a method used to visualize higher-dimensional data in two or three dimensions [67]. It allows one to get a visual understanding of the underlying structure of the data. t-SNE works by preserving the distances between the data points. By centering a Gaussian over the point \( x_i \) and measuring the density of all the points \( j \) under that Gaussian, the quantity \( p_{ij} \) is calculated. This can be viewed as the conditional probability that \( i \) would pick \( j \) as a nearest neighbor. In the lower-dimensional space, the analogous quantity \( q_{ji} \) is calculated. Both of these values are symmetrized \( (p_{ij} = \frac{1}{2}(p_{ij} + p_{ji})) \). To ensure that \( q_{ij} \) accurately represents \( p_{ij} \), the sum of Kullback–Leibler divergences (relative entropies) over all data points,

\[
D_{KL}(p^\parallel q) = \sum_i \sum_{j \neq i} p_{ij} \log \frac{p_{ij}}{q_{ij}},
\]

is minimized. Thus, the minimization of this quantity with respect to \( q \) determines a map from the high dimensional space to the lower dimensional space, which can then be used to project the input. An important parameter which we vary in our application is the perplexity, which
quantifies the width of the Gaussians around each data point in terms of the local data point density. Greater perplexity roughly corresponds to considering more points as “neighbors”, and extends the Gaussian widths. In this way, the t-SNE algorithm is a sort of constrained optimization of \( q \), and robust results should not depend strongly on the precise form of this constraint.

### D.2 Volume and Chern–Simons invariant

We used t-SNE to reduce the input vector of Jones polynomial coefficients to a two-dimensional space for visualization purposes (Figure 12). The t-SNE analysis was performed using Python’s scikit-learn library [68]. There are two key things to notice in this visualisation. First, the points clearly separate into clusters - this indicates that there is some clustering or hidden structure that separates knots by their Jones polynomial. While this alone could be considered an artifact of the algorithm, we next notice that the points are colored by volume and it is clear that similar colors tend to cluster together. The results here are fairly robust under changes in the internal parameters of the algorithm, like the perplexity, which indicates that the clustering effects we see really do exist in our data.

![Figure 12: t-SNE plot of 2000 Jones polynomials, colored by volume (default perplexity of 30).](image)

We emphasize that, even though LRP played the largest rôle in our analysis of the neural network, t-SNE is a purely data-driven technique which is extremely useful for building intuition about which quantities may be machine learnable from others. For instance, Figure 12
demonstrates noticeable clustering, while Figure 13 does not. This is evidence that the hyperbolic volume may be machine learnable from the Jones polynomials, while the Chern–Simons invariant may not be. Indeed, this intuition is confirmed in our experiments: none of the neural networks we employed in this work were able to reliably predict the Chern–Simons invariant of a knot from its Jones polynomial.

As a more general lesson, through the creation of plots like Figures 12 and 13, we can visualize data without any choice of learning framework. This technique may have promising applications in other areas of experimental mathematics or physics-inspired data science where machine learning sometimes involves prohibitively large computational resources. In those cases, t-SNE could be used to quickly iterate through hypotheses about correlations in the dataset without running a full learning algorithm.

E Other experiments

In this appendix, we state the results of a number of mathematical experiments. In applying artificial intelligence to problems in theoretical physics and mathematics, there is no a priori understanding of what features are machine learnable. The problems for which machine learning provides a useful prediction are often discovered by trial and error. Having isolated
such an instance in connecting the Jones polynomial with the hyperbolic volume, we believe it is useful to publicize variations on this central theme.

We as well note some of the less successful experiments among our investigations. When reverse engineering a neural network to obtain analytic results, we expect failed experiments to also guide us. As reported in [16] and in Appendix D.2, the fact that the volume of the knot complement and the Chern–Simons invariant appear on an equal footing in the generalized volume conjecture (C.11) but only the former is machine learnable from $J_2(K; q)$ using a simple neural network architecture is particularly striking and perhaps worth highlighting again. It should also be noted that using evaluations of $J_2(K; q)$ at complex phases, we were unable to predict the Chern–Simons invariant.

E.1 The HOMFLY-PT and Khovanov polynomials

The HOMFLY-PT polynomial $P(K; a, z)$ [69, 70] is a two variable knot invariant that generalizes both the Alexander polynomial $\Delta(K; q)$ [71] and the Jones polynomial $J_2(K; q)$. In particular,

$$\Delta(K; q) = P(K; 1, q^{1/2} - q^{-1/2}) , \quad J_2(K; q) = P(K; q^{-1}, q^{1/2} - q^{-1/2}) . \quad (E.1)$$

We have seen in Appendix B.1 that the Khovanov polynomial $Kh(K; t, q)$ [58, 59] is another such two variable polynomial invariant with the property that

$$J_2(K; q^2) = \frac{Kh(K; -1, q)}{q + q^{-1}} . \quad (E.2)$$

Using a similar architecture to what is quoted in Appendix A, we machine learn the volume from the HOMFLY-PT polynomial to an accuracy of 93.9% from the full dataset of knots up to 15 crossings. The Khovanov polynomial predicts the volume of the knot complement to an accuracy of 97.2% from a partial dataset of 196,002 knots up to 15 crossings. In both experiments, we use 10% of the dataset for training. The input is a flattened matrix of coefficients appearing in the polynomials where the dimensions of the matrix are determined by the difference between the maximum and minimum degrees of the polynomials in each of the two variables. We notice that though the HOMFLY-PT polynomial contains more information about the knot than the Jones polynomial, it performs significantly worse when used as the input in a two hidden layer neural network.

E.2 Representations of $J_2(K; q)$

In [16], the Jones polynomial was faithfully represented as a vector. The first two terms of the input vector are the minimum and maximum degree of the polynomial, and the subsequent
entries are the coefficients in the polynomial, padded to the right with zeros to form an 18-vector for knots up to 15 crossings and a 19-vector for knots up to 16 crossings. If we represent the Jones polynomial, again faithfully, as a sparse vector in a long representation whose length is determined by the difference between the maximum and minimum degrees of all polynomials in the dataset, the performance is unchanged.

Surprisingly, unfaithful representations of the Jones polynomial perform almost as well. If we eliminate the degrees from the vector and simply train on the coefficients (that is to say, dimensions of particular Khovanov homology groups that differ for the various inputs), the mean absolute error increases only slightly, from 2.65% to 2.75%. If the input vector sorts the coefficients from smallest to largest, the results remain largely unchanged, but if the ordering of the elements in each vector is randomized, then the mean absolute error is 6.44%, a significant loss of accuracy. While the ordering of the coefficients does matter (or else the randomized vectors would perform just as well), the sorted vectors provide reasonable accuracy, so some rearrangements are allowed. Linear combinations of the coefficients also give an error less than 3%.

Let us drop the degrees but preserve the ordering of coefficients. This yields 16-vector inputs for knots up to 15 crossings. In Appendix D, t-SNE was used to reduce the data to two dimensions for visualization purposes: it allowed us to see the clustering of the inputs according to volumes. Dimensional reduction may also be useful in determining how the neural network learns the volume. Principal component analysis (PCA) is used as a method to reduce the dimension of the data (length 16 to length 4). With this reduced input, the error grows to 2.80%.

Extending Dunfield’s initial observation [14] that for alternating knots \( \log |J_2(K; -1)| \propto \text{Vol}(S^3 \setminus K) \), we consider the Taylor expansion of \( J_2(K; e^{i \pi (1 - x)}) \). For instance, for the figure-eight knot \( 4_1 \), we have

\[
J_2(4_1; q) = q^{-2} - q^{-1} + 1 - q + q^2,
\]

\[
J_2(4_1; e^{i \pi (1 - x)}) = 5 - \frac{10 \pi^2}{2!} x^2 + \frac{34 \pi^4}{4!} x^4 + \ldots .
\]

We adopt the convention of dropping factors of \( i \) and \( \pi \) and write the first five coefficients as a vector; this is \((5, 0, -5, 0, 1.417)\) in the example \( 4_1 \). Using a dataset of 10,000 alternating knots between 11 and 15 crossings, the error in the neural network prediction of the volume was 6.5%, and the performance was particularly poor at low volumes. Interestingly, training on the first coefficient alone, \( i.e.\), training on just \( J_2(K; -1) \) yields superior performance.
Figure 14: (Left) Eigenvalues of the matrix $(W_1)^TW_1$, with $W_1$ being the weight matrix of the first layer, averaged over 100 runs. (Right) The bias vector $b_1$ of the first layer, averaged over 100 runs. Error bars mark standard deviations.

E.3 Small networks

In this experiment, we trained a neural network with one hidden layer, five neurons wide, using the relevant roots from the $r = 8$ row of Table 1 as input. Since $J_2(K;−1)$ is always real, the input vector is also of length 5. There are 36 parameters to be optimized: 25 from the $5 \times 5$ weight matrix after the input layer, 5 from the bias vector added to the input layer, 5 from the weight vector between the hidden layer and the output layer, and 1 for the bias added before the output layer. Averaged over 100 training runs on the same dataset, the network achieved an error of 5.68%. The large standard deviation on the bias vectors (Figure 14, right) suggests that the bias vectors may be irrelevant in the function that the neural network is learning. Indeed, setting all five elements of the bias vector to zero does not significantly impact the performance of the network. Although three of the five eigenvalues are zero in Figure 14 (left), the performance is significantly worsened when fewer than five neurons are used.

The fact that such a simple neural network was able to perform so well is evidence that a simple analytic function exists between the Jones polynomial and the hyperbolic volume. The initial intention of this experiment was to write out the function learnt by the neural network and use it to develop a simple analytic function. However, the number of parameters (which is after zeroing out the bias vector in the first layer) as well as the application of the activation function made the neural network difficult to interpret, despite its relatively small size.
E.4 Symbolic regression

In [72], a combination of deep learning and symbolic regression is used to discover analytic expressions. A deep learning model, such as a Graph Neural Network, is trained on available data. Symbolic expressions are then fitted to the functions learned by the model. The software PySR [73] automates this process. We used PySR to look for functions of the form $V(K) = f(|J_2(K; e^{3\pi i/4})|)$, allowing the search to use all functions provided in the package. The best fit predicts the volumes to 96.56% accuracy. While the precise formula is unenlightening, it does include a logarithm of $J_2(K; e^{3\pi i/4})$, which reassures us that the formulas proposed in Section 4 are reasonable ansätze.
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