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Fig. 1. We conducted a remote unsupervised “in-the-wild” study to understand size and egocentric distance perception in VR using a gamified methodology (a). Our 60-participant study spanned 19 countries and 11 different HMDs (b). The summary of the two perceptual matching tasks is shown here (c): distance bisection judgements show a trend of nonlinear distance foreshortening (top) while size matching judgements suggest neither foreshortening nor anti-foreshortening (bottom). These measurements can inform “distance correction” functions that help improve user performance in applications such as VR flight simulators and games such as Beat Saber (d). © ICAROS (top) and Beat Games (bottom).

Size and distance perception in Virtual Reality (VR) have been widely studied, albeit in a controlled laboratory setting with a small number of participants. We describe a fully remote perceptual study with a gamified protocol to encourage participant engagement, which allowed us to quickly collect high-quality data from a large, diverse participant pool (N=60). Our study aims to understand medium-field size and egocentric distance perception in real-world usage of consumer VR devices. We utilized two perceptual matching tasks—distance bisection and size matching—at the same target distances of 1–9 metres. While the bisection protocol indicated a near-universal trend of nonlinear distance compression, the size matching estimates were more equivocal. Varying eye-height from the floor plane showed no significant effect on the judgements. We also discuss the pros and cons of a fully remote perceptual study in VR, the impact of hardware variation, and measures needed to ensure high-quality data.

CCS Concepts: • Human-centered computing → Virtual reality; • Computing methodologies → Perception.

Additional Key Words and Phrases: Depth perception, size perception, virtual reality, remote studies, gamification.

1 INTRODUCTION

Understanding human perception in Virtual Reality (VR) is a fundamental question in VR research. From casual applications such as games and movies to performance-critical technical training, modelling biases in people’s perception of their surroundings in VR is an important endeavour. Unsurprisingly then, ever since the early days...
of VR, visual perception has received considerable attention in psychology and cognitive science research [1, 2, 12]. Of particular interest is the perception of the geometric attributes of visual space, namely distance and size. Real-world size and distance perception experiments have a rich century-old history in cognitive science [9, 30, 77], and similar experiments in VR serve a dual purpose. Not only do such studies advance our understanding of visual perception in VR, but a virtual world closely simulating reality provides a unique opportunity to construct environments that are difficult or impossible in the real world. Such fantastical constructs can be used to manipulate perceptual cues at will and gain insights into the human visual system [5]. VR size and distance perception studies can thus improve our understanding of real-world perception as well. At the same time, due to the shortcomings of current VR devices, such as the well-known vergence-accommodation conflict [27], it is essential to conduct perceptual studies in VR to inform the design of VR applications where perceptual accuracy is crucial.

Most geometric perception studies, whether real-world or in VR, utilize strictly controlled laboratory conditions (e.g. [11, 20, 21, 54]). While maintaining strict control over the experiment is invaluable for gaining theoretical insights into the human visual system as noted above, the practical utility of the results to real-world applications is limited. For example, a typical perceptual experiment in VR would utilize the same hardware for all users, ensure strict calibration of the interpupillary distance (IPD), and control the position of the head-mounted display (HMD) on the user’s head. In real-world usage, users utilize diverse VR setups, and are typically untrained in proper IPD adjustment—adjusting IPD and HMD position for comfort, rather than physical accuracy. Recently, Hornsey et al. [29] reported encouraging results on a size and shape constancy task where a) two different devices, Oculus Rift and HTC Vive, were utilized and b) IPD was not adjusted or controlled for. However, the results were still conducted in a laboratory setting, requiring significant investment of experimenter and participant time and effort. Inspired by their results, we present the first remote study on geometric perception in VR (Fig. 1a). Our size and distance perception experiment aims at achieving results that are ecologically valid, that is, we want to model real-world HMD usage to inform the development of VR applications. In addition to removing strict controls on the experiment conditions, a remote study enables us to access a large and diverse pool of participants (Fig. 1b). In this work, we report on a medium-scale study with N=60. Studies such as ours are especially relevant today owing to the COVID-19 physical distancing requirements which make remote studies an attractive option for experimental research involving human subjects.

**Study Summary.** In our experiment, we study the perception of size and egocentric distance in VR using two different measurement protocols. The first protocol involves a classical size matching task [28, 66], where participants resize a nearby comparison object to match the physical size of a relatively distant reference object. Judgements of perceived egocentric distance can be achieved by assuming the size-distance invariance hypothesis (SDIH) [13] (also see Howard [30, Sec. 29.3.2], Wagner [77]) and inverting the perceived size judgements. The classical SDIH posits that given a visual (retinal) size, the perceived size of an object is proportional to the perceived distance to it. Our second protocol—distance bisection—elicits distance perception judgements directly: participants move the comparison object so that it lies half as far from them as a fixed reference object. Thus, the reference object is placed at similar positions for both the protocols, while the comparison is farther in the distance bisection protocol as compared to the size matching protocol. While our protocol choices are similar to Gruber [23], who applied both protocols and compared their results to evaluate SDIH in real environments, we do not formally evaluate the applicability of SDIH in our scenario due to the differences in the egocentric position of the comparison. In addition, our protocols elicit perceived distance relative to the physical distance, but do not help estimate the perceived absolute distance. This relative measure indicates whether the visual space exhibits foreshortening, that is, fixed depth intervals being increasingly compressed with further distance from the observer, or anti-foreshortening, where the visual space is expanded. Accurate judgements indicate that the perceived distance varies linearly with the physical distance and the visual space is invariant.
A second factor, explored with both the measurement protocols, is eye height. We compare distance and size perception when the scene was rendered assuming an eye height similar to an average adult (170 cm) vs. a much shorter height of 50 cm. This investigation is motivated by two disparate applications—seated or short characters (child, dwarf, or quadruped) in VR games, and the use of VR for tele-operating robots that are often short [7].

A common challenge with remote studies is control over data quality. Malicious participants can develop strategies to game the system, and the collected data may need thorough analysis to detect cheating [17, 26, 67]. An additional challenge is the lack of participant engagement [17], which can reduce data validity as the experiment goes on. We designed a gamified experiment to tackle these challenges; participants were awarded points for their perceptual judgements, with more accurate judgements getting a higher score. An online leaderboard prompted participants of their rank vis-à-vis others, and top participants received a bonus compensation. Further, we broke down the tasks into easily-fulfilled "chunks" to prevent VR cybersickness or boredom due to the monotonous tasks, thereby ensuring high quality of the collected data.

**Contributions.** Following are our main contributions.

- The first fully remote study on geometric perception in VR.
- Understanding how perceived distance $R$ varies with actual egocentric distance $r$ using two different perceptual matching protocols. With size matching, the overall trend did not point clearly to either non-linear foreshortening or anti-foreshortening: $R = kR^{1.001}$. In contrast, with distance bisection, a clear trend of foreshortening emerged: $R = kR^{0.863}$.
- Testing size and depth perception with two different eye heights. Perceptual judgements were similar across the two eye heights.
- A gamified protocol for our remote study and a discussion on adapting it for other perceptual studies in VR.

2 RELATED WORK

Our work straddles three themes: understanding biases in the size and depth perception, modelling human perception in virtual environments, and remote experiments for VR and perceptual studies.

2.1 Bias in Human Depth and Size Perception

Fundamental to human vision, size and depth perception have received sustained interest in psychology and cognitive science. Howard’s book [30] provides a comprehensive review of this broad area. Size and depth perception biases reveal basic mechanisms of the vision system [45] and are critically relevant to efficiency and safety in tasks such as aircraft piloting [42]. Prior research has presented rich and sometimes contrasting results about biases in egocentric depth perception. While some studies found that people can perceive depth accurately and reliably [46, 57, 62], others showed that they are prone to systematic errors [16, 19, 42]. A large body of research noted the effect of foreshortening [19, 45, 53, 72, 75]. The effect was found to be stronger with depth cues further removed [56]. However, several studies using a bisection protocol presented the opposite evidence in support of an invariant or expanded visual space. Rieser et al. [62] reported that participants were largely accurate in judging the mid-points of 4–24 metre self-to-target distances in an open field. Lappin et al. [42] found an environment-sensitive antiforeshortening effect; participants perceived the mid-points of 15 and 30 metre distances as further away than the true mid-points. These contradictory results remain unexplained yet.

Size perception is closely related to depth perception and the two are commonly measured together in prior studies [21, 24]. The size-distance invariance hypothesis (SDIH) [13, 15] directly links the two, positing that with a fixed visual angle, the perceived size is proportional to the perceived distance. Researchers have applied SDIH to measure perceived distance through perceived size as a proxy [37, 44]. However, the validity of SDIH is controversial [15]. Through size-matching tasks, a number of experiments [33, 34, 66] have found that the sizes of
further placed objects are increasingly overestimated, inconsistent with the commonly observed foreshortening
effect if SDIH holds true. More directly, Gruber [23] showed that participants underestimated the sizes of objects
in size matching but overestimated the distances to the same objects in distance bisection. Various attempts have
been made to resolve the size-distance paradox [63]. Some researchers argue that size and depth perception are
indeed independent processes [10, 24].

Our study revisits biases in these two important aspects of spatial perception in an immersive virtual envi-
ronment, using a size matching and a distance bisection protocol employed in classical work (e.g. Holway and
Boring [28] and Gruber [23]). The virtuality of the computer-generated world allows for conducting studies at a
much larger scale (N=60) in comparison to traditional perception studies which typically involved fewer than 20
participants. While the virtual and physical worlds are perceived notably differently, we hope that data collected
from large and diverse sample pools can also contribute to deepening our understanding of human vision.

2.2 Perception Studies in Immersive VR

Presenting a virtual space that can be accurately perceived by human eyes is important for VR applications to be
more immersive and useful. In contrast to the somewhat contradictory results about depth and size perception
in the real world, research on egocentric depth perception in VR has, in general, found a tendency of depth
underestimation [61] and size underconstancy [29, 37]. In a study replicating the real-world experiment of Lappin
et al. [42] in a virtual setting [3], participants placed the perceived mid-points closer than the true mid-points,
in contrast to the antiforeshortening effect observed by Lappin et al. in the real-world setting. Corujeira and
Oakley [7] also found depth underestimation in VR using a blind walking protocol. They further pointed out the
effect of eye height on depth perception accuracy; a lying-on-the-floor eye height of 20 cm led to more accurate
judgements than when seated (110 cm). Size-matching studies in VR have found underestimation of distant object
sizes [29, 37, 38], largely compatible with results from studies on depth perception.

In addition to the differences in the general tendency of biases from the real world, depth perception in VR
has also been found to be less precise (higher depth discrimination threshold) than in the real world [52]. This
discrepancy between real and virtual environments has been of much research interest. We refer the reader to the
survey by Renner et al. [61] for an in-depth review on the topic. The significant variability of available pictorial
depth cues—such as texture [71], lighting [70], number of objects [38]—in different virtual environments could
cause varying levels of distortion in perceived depth. The technical properties of current VR systems, such as
FoV [35], IPD [4, 78], and vergence-accommodation conflict [27] may also affect depth perception accuracy.

The clear influence of hardware configurations on perception in VR may suggest that only tightly controlled
lab studies offer a reliable avenue for studying VR perception. However, recent work has reported encouraging
results with uncalibrated consumer VR devices [29], consistent with controlled studies with lengthy calibration
processes. Our work further extends VR perception studies outside the laboratory to gather data from a large,
diverse, sample pool and evaluate the feasibility of this promising methodology.

2.3 Unsupervised Remote Studies and Gamification

Online studies have recently gained strong traction for a variety of research topics, including decision making [49],
social behaviour [18, 48], perception [64, 79], design optimization [40, 41], and user interface performance [39].
Researchers have noted their potential benefits of reaching the “internet scale” [49, 60]: enabling running parallel
sessions to drastically reduce study turnover time and accessing large participants pools beyond the researchers’
local communities. Despite the usually unsupervised and uncontrolled setting of these studies, past research has
shown that proper measures can ensure high-quality data collection [49, 79].

Remote VR studies [31, 48, 50, 58, 69] are quickly becoming feasible with the increasing dissemination of
consumer VR devices. Recent efforts have shown that online VR studies can efficiently gather reliable data [50, 69]
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and replicate established results [31, 48]. Mottelson and Hornbæk [50] distributed VR devices to participants, who were asked to test two input techniques and a VR illusion study in an in-the-wild setting. They found effects comparable to traditional laboratory settings, albeit with larger variation. Ma et al. [48] were able to successfully induce behavioural manipulation in three VR studies conducted through Amazon Mechanical Turk. Huber and Gajos [31] replicated past results obtained from conventional lab settings for a spatial navigation task and a negotiation task with uncompensated VR users.

While results from prior works are encouraging, researchers have also noted uncertainties and difficulties in remote VR data collection, including variations in hardware [48], unknown instruction effectiveness [69], and ethical concerns [26, 50, 67, 69]. In particular, crowdsourced studies tend to face diminishing engagement from participants, who may optimize for return on effort rather than quality [17, 22, 25]. Gamification has been identified as a method to sustain engagement and increase data quality [47, 74]. Introducing intrinsic motivations, such as helping participants know themselves better, can have similar positive effects on engagement [31].

Experiments on low-level human perception have typically been conducted in supervised and strictly controlled environments to ensure internal validity. Our study explores the potential of an unsupervised, fully-remote protocol for collecting high-quality low-level perception data in VR. While building on recommended practices suggested by prior work, we introduce additional measures to combat data quality challenges unique to our study tasks, such as limiting head motion. We also add gamification mechanisms and intrinsic motivations to our study design to improve participant engagement.

3 SIZE AND DEPTH PERCEPTION STUDY

We will first describe the perceptual experiment, before detailing our gamification strategy.

3.1 Participants

Sixty participants were recruited via two main channels: a) VR interest groups on social media (Facebook/Reddit) and b) HCI/VR research e-mail lists. Almost all were male (56M, 2F, 2 unspecified), reflecting current estimates of VR ownership [59, 73]. Most were young (25: 18–25, 24: 26–35), but some were middle-aged (9: 36–45, 2: 46–55). Participants hailed from 19 countries across 5 continents; however, over half (36) were from the USA. See Fig. 2 and supplemental S1 (Sec. 1.1) for details. Participants received US $5 (or equivalent), and the top ten on the gamified leaderboard (§ 4) were paid an additional $15.

3.2 Apparatus

All participants had access to a six–degree of freedom (6-DoF) VR device with a controller. They used 11 different devices, with Valve Index (17) and Oculus Quest (15) being the most popular. Device resolutions ranged between 1280×1440 and 1440×1600 per eye, while the Field of View (FoV) lay between 78° × 88° and 106° × 112°.

3.3 Stimuli

In both the protocols, a minimal scene containing only the fixed reference object, the subject-controlled comparison object and a ground plane were rendered over a solid dark grey background. Both the objects were dull-pink coloured cubes and the ground plane was textured with grey Perlin noise [55]. Objects more complex than cubes
could have been chosen, but pilot testing showed no significant difference between cubes and complex objects such as tori and Stanford bunnies. Further, the colour choice for the cubes was arbitrary, but the colour saturation was used to clearly contrast the foreground objects against the background and ground plane consisting of greys only. In addition to ambient lighting, a directional light pointing downwards lit the scene, causing the cubes to cast shadows on the plane. The shadows were meant to emphasize the difference between the two eye heights to the participants. No additional context or environmental cues were provided (Fig. 3b). The off-the-ground object positioning is motivated by mid-air objects common in popular VR games such as Beat Saber and Superhot, and creation applications such as Tilt Brush and Gravity Sketch.

The stimuli were positioned relative to the participant in a spherical coordinate system (Fig. 3) centred at the participant’s cyclopean eye (point midway between the eyes), with a vertical zenith (\(\theta = 0^\circ\)) and horizontal reference plane (\(\theta = 90^\circ\)). The initial cyclopean line of sight projected onto the horizontal served as the azimuth reference direction (\(\phi = 0^\circ\)). Note that in this coordinate system, a point is represented by the vector \((r, \theta, \phi)\), where \(r\) is the egocentric distance, or interchangeably, the depth from the participant.

In all the conditions, both the cubes were positioned near the participant’s fovea. The reference cube was positioned so that the centre of its front face was slightly to the right of the line of sight (\(\phi_{\text{ref}} = -15^\circ\)) and slightly above the horizontal (\(\theta_{\text{ref}} = 82.5^\circ\)) and the comparison positioned at the same inclination, but to the left (\(\phi_{\text{comp}} = 15^\circ\)). For different trials, the distance \(r\) to the reference cube was varied between 1 and 9 metres, with 2m increments, that is, \(r_{\text{ref}} \in \{1m, 3m, 5m, 7m, 9m\}\). Note again, that similar to the \(\phi\) and \(\theta\) coordinates, the distance is to the centre of the front face (the one facing the subject) of the cube. The reference cube’s size \(s_{\text{ref}}\) was chosen uniformly randomly between 25 and 35 cm; the randomization intended to reduce the chance of inadvertently turning the reference cube into a familiar-sized object.

Task-relevant distance cues thus available to the participants were: stereopsis, convergence, motion parallax, perspective, lighting & shading, shadows, and to a degree, texture gradient on the ground plane. We now describe protocol-dependent stimuli characteristics.

**Distance Bisection Protocol.** For each trial, the distance \(r_{\text{comp}}\) as well as size \(s_{\text{comp}}\) of the comparison were chosen so that the position was not close to the accurate response (\(r_{\text{comp}} \neq r_{\text{ref}}/2\)), and the size was not close to that of the reference: \(s_{\text{comp}} \neq s_{\text{ref}}\). These choices were made to avoid participants simply choosing the initial position as their response and to avoid the use of size matching as an effective cue, respectively. Specifically, for setting \(r_{\text{comp}}\), we first chose uniformly randomly whether to make it larger (75% of \(r_{\text{ref}}\)) or smaller (25% of \(r_{\text{ref}}\)) than the correct response, and then added a uniform random perturbation of 10%. Thus,

\[
    r_{\text{comp}} = (f \pm \epsilon) r_{\text{ref}}, \quad \text{where} \quad f \sim U\{0.25, 0.75\}, \quad \epsilon \sim U\{0, 0.1\}.
\]

\(s_{\text{comp}}\) was similarly chosen w.r.t. \(s_{\text{ref}}\) but with \(f \sim U\{0.7, 1.3\}\).

**Size Matching Protocol.** The size and distance parameters of the comparison were similarly initialized, with the only exception being the range of the random perturbation \(\epsilon\) for \(s_{\text{comp}}\), which was sampled from \(U\{0, 0.15\}\). This was motivated by the higher inter-participant dissimilarity observed in our size matching pilots.

### 3.4 Tasks and Controls

For the bisection task, participants were able to control the distance of the comparison cube by using the thumbstick on their controller. Note that \(\theta_{\text{comp}}\) and \(\phi_{\text{comp}}\) remained fixed. Participants were instructed to position the comparison so that the center of its front face was half the distance from them as that of the reference.

For the size matching task, participants used the thumbstick to increase/decrease the size of the comparison. The instruction was to match the physical size, that is, the 3D size, of the comparison to the reference. Note that the precise instruction is important here, as the size matching instruction can substantially impact the participants’
responses (see Wagner [77, p.64]). In Wagner’s terms, we used objective instructions for the task. Readers are encouraged to scrutinize the instructions video in supplemental archive S3 for details.

In either protocol, participants had 20 seconds to complete each trial. Participants pressed a button on their controller to confirm their response. The remaining time was always displayed, and if the response was not confirmed in the given time limit, the trial was rejected and excluded from the analysis. Pilot tests without time restrictions showed that $\sim10–12$ s was enough to finish a trial and we therefore chose a conservative time limit of 20 s per trial.

3.5 Procedure

The experiment utilized a $2 \times 2 \times 5$ full-factorial within-subject design, with 3 repetitions for each factor combination. For an experiment session, the order of the protocols was randomized. Within each protocol, the order of the eye height variable was randomized between adult and child. The ground plane was rendered 170 cm below eye-height for the former, and 50 cm for the latter. Trials for a (protocol, eye height) pair composed an experiment “block”. Each block consisted of 15 trials in a random order: the five possible reference distances—1m, 3m, 5m, 7m, 9m—repeated thrice each. Thus, each experiment session contained 60 trials.

For a short delay of 0.5 s between trials, no stimuli was displayed. Before each block, a text prompt informed the participants of the upcoming condition. The first block for both protocols started with 2 additional untimed practice trials. An experiment session could take up to 22 mins in theory, but none took over 15 mins in practice.

Freedom of Movement. As soon as participants pressed a button to start the first block, the position and orientation of their head was stored and used to construct the coordinate system described in § 3.3. During the experiment session, participants could move their head up to 15 cm from this initial position and rotate it up to $30^\circ$ from the initial orientation. Upon exceeding either limit, the stimuli were hidden and a warning message was displayed, until the participants went back to the allowed range of motion.

3.6 Hypotheses

Based on existing work and pilot tests, we formulated four hypotheses. Prior work has indicated that distance to the bisection point is typically underestimated in VR [3], and we expected the same result ($H_1$). For the size matching task, our cue-limited situation suggests a mix of objective size matching (perfect matching) and visual size matching leading to size underconstancy [12]. Thus, we expected slight size underconstancy ($H_2$). Finally, we expected participants to be more accurate for both size matching and distance bisection in the adult eye height.
condition (H3). Note that this is in contrast to existing work, where subjects were typically more accurate in judging distance when positioned close to the ground [7]. However, unlike most existing work, we position objects off-the-ground. Our hypothesis H3 is mainly driven by the expectation that participants will be more accurate in the **adult** condition, which is closer to their real-world experience than **child eye height**.

### 4 GAMIFICATION METHODOLOGY

Realizing that the experimental tasks for gauging size and depth perception can be rather dry and unengaging, we decided to use game elements in our study. Gamification has been shown to be an effective tool for enhancing user engagement [47] and improving task performance in quantitative studies [74]. It can also help maintain high data-quality in a remote study such as ours [47].

For each trial, participants were awarded scores for their responses, using a strictly concave function over the domain of response (**comparison** size in size matching and distance in bisection), with the maximum at the accurate response (S1, Sec. 1.3). Participants’ scores over all successful trials in each experiment block were tallied up and displayed at the very end of the session. Note that participants were only shown the aggregate scores for each block, so no feedback was given on individual trials or on whether over- or underestimation happened. Participants were encouraged to complete multiple experiment sessions, up to three. These additional sessions allowed participants to improve their score, and also get bonus points for simply completing the 2nd and 3rd sessions. Thus, instead of 3 judgements for each combination of experiment factors (§ 3.5), we could get up to 9 judgements for each participant. Without appropriate safeguards, repeated sessions could lead to biased judgements as participants could try to reverse-engineer the score. Our methodology eliminated this possibility by a) only providing aggregated feedback in the form of total score for each block of 15 trials and b) limiting each participant to three sessions. Thus, participants’ ability to learn the mapping from the score to their responses was severely hindered and no learning effects were expected.

An online leaderboard was maintained where participants could see their (and others’) current scores. To keep participants engaged with the study tasks, receive honest judgements, and to encourage the completion of additional experiment sessions, the top ten participants on the leaderboard were provided with an additional US $15 on top of the base compensation of US $5 for participation. Further, advertisements for the study highlighted that it allowed participants to test their size and distance perception in VR and to compete against strangers in perception tasks, thus adding intrinsic motivation as well as a competitive spin to the task.

**Study Flow.** Participants started by providing their informed consent. They then watched the short instructions video (2.5 min), and downloaded an executable. After starting the application and completing an experiment session, participants filled a demographics survey and provided an introspective report of the cues they utilized for the tasks. To complete additional sessions, participants could simply restart the application. We maintained participant privacy by a) assigning a randomly-generated playful username which was then displayed on the leaderboard, and b) using a hash of unique IDs associated with their device as an authentication mechanism, so no personal information was required (details in S1, Sec. 1.4). Participants only provided an email address for gift card delivery. Finally, participants could opt-out of the leaderboard; only one did.

**Success of the Methodology.** The gamification methodology was an immediate success. The study was able to reach our budgeted target of 60 participants within 5 days. A number of participants completed multiple sessions (21: 3, 10: 2, 29: 1, mean: 1.9), contributing a total of **113 experimental sessions encompassing 3360 judgements each for size matching and for distance bisection**. Participants commented that they did the study purely out of interest in VR and/or scientific research; for example, they participated to help in “building a foundation of understanding for future technologies”, because they thought it was “definitely an interesting thing
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Fig. 4. Results for the size matching (top) and distance bisection (bottom). Left and center-left columns: all recorded judgements along with the mean and standard deviation over all participants for adult and child height respectively. Center-right and right: mean trends for individual participants. Accurate judgements are shown in black, while mean judgements are shown in blue/red. Notice that the distance to the bisection point is underestimated near-consistently, but for size matching, trends of both underconstancy and overconstancy are common.

5 RESULTS

Raw data for all participants has been plotted in Fig. 4a–b for size matching and for distance bisection tasks in Fig. 4e–f. Note that we denote the participants’ responses in uppercase: comparison size in size matching with $S_{\text{comp}}$ and comparison distance in distance bisection with $R_{\text{comp}}$, to contrast with the initial values $s_{\text{comp}}$ and $r_{\text{comp}}$ provided to them. We also show the mean ($M$) and standard deviation ($\sigma$) values over all recorded data. The means here have not been reweighted to account for the variation in the number of sessions participants completed. However, discounting judgements from additional sessions reveals very similar results (see S1, Sec. 2).

Fig. 4c,d,g,h show individual trends for each participant. A very clear trend of underestimating the distance to the bisection point quickly emerges ($H_1$ validated). For size matching, however, the trend is ambiguous ($H_2$ partially invalidated) but with a slight tendency towards overconstancy. The overall trends were similar for the two eye heights for both the tasks ($H_3$ invalidated).

Data Cleaning and Outlier Removal. Outliers were detected for each of the four protocol, eye height pairs by comparing the best-fit exponent $\alpha^*$ for each participant with those of other participants. After performing the fitting procedure (see § 5.1), we computed the mean and standard deviation of the natural logarithm of the exponents across all participants. Participants deviating from the mean by a $3\sigma$ threshold or higher were considered to be outliers.

Participants whose distance bisection exponent was deemed to be an outlier for either of the two eye heights were not considered in any of the distance bisection analyses. Outliers for size matching were analogously removed. This procedure led to the removal of 2 participants each for distance bisection and size matching analyses. Consequently, for analyses involving both the protocols, a total of 4 participants were not considered. In addition, one participant reported hardware issues and their data was completely discounted. Note that Fig. 4 plots have been drawn after this cleaning.
From the remaining data, a very small number of trials were excluded because the participants did not press the confirm button within the time limit: a total of 12 trials (5 for size matching and 7 for distance bisection) over all the conditions. Thus, 3205 size matching trials and 3203 distance bisection trials were used for analysis.

**Size Matching.** The main dependent variable is the size ratio $S_{\text{comp}}/S_{\text{ref}}$ for each trial. Across all distances and eye-heights, the size ratio $(M \pm \sigma)$ was $1.094 \pm 0.430$. To understand the impact of the two main factors of eye height and reference distance, we ran a repeated measures (RM-) ANOVA on each participant’s mean response for every given pair of factor values. Reference distance was found to be a significant factor ($F_{4,224} = 4.99, p < .001$), while eye height had a noticeable but insignificant effect ($F_{1,56} = 3.76, p = .057$). No interaction effects were found. While reference distance was a significant factor, post-hoc analysis using Tukey’s Honest Significant Difference (HSD) did not reveal any significant ($p < .05$) pairwise differences. In order to assess if participants’ answers were more self-consistent for certain factor levels than others, we also performed an RM-ANOVA on the standard deviation of the size ratio, which found only reference distance to be a significant factor ($F_{4,224} = 17.61, p < .001$). Tukey’s HSD indicated that the distance pairs (1m,3m), (1m,5m), (1m,7m), (1m,9m), (3m,7m), (3m,9m), and (5m,9m) were significantly different.

Another effect we analyzed was “inertia”—the tendency of initial size $s_{\text{comp}}$ to impact the participant response $S_{\text{comp}}$. A 1-way ANOVA found that it had a significant effect indeed: in the adult eye height, the final size ratios were significantly larger when the initial comparison size was larger than the reference; $s_{\text{comp}} > s_{\text{ref}}$: $1.132 \pm 0.439, s_{\text{comp}} < s_{\text{ref}}: 1.021 \pm 0.361$ ($F_{1,1601} = 30.6, p < .001$). The same effect was noticed for child eye height trials: $1.146 \pm 0.481$ vs. $1.073 \pm 0.410$ ($F_{1,1600} = 10.6, p = .001$).

**Distance Bisection.** The main independent factor for distance bisection was the distance ratio $R_{\text{comp}}/R_{\text{ref}}$ whose value over all trials was $0.469 \pm 0.157$. An RM-ANOVA revealed that no factor significantly affected the mean distance ratio ($p > .05$). However, a significant effect of reference distance on the standard deviation was observed ($F_{4,224} = 3.72, p = .006$). Post-hoc comparisons using Tukey’s HSD did not show any significant differences. As compared to the size matching trials, the impact of “inertia” here was small. Specifically, the initial comparison distance $d_{\text{comp}}$ did not have a significant effect on participants’ responses in the adult eye height condition, it had a small but significant effect in the child eye height condition—distance ratio was $0.408 \pm 0.142$ when $d_{\text{comp}} > d_{\text{ref}}/2$ and $0.453 \pm 0.163$ when not ($F_{1,1598} = 3.91, p = .048$).

**Learning Effects.** To confirm that our minimal aggregated feedback strategy prevented bias, we tested if participants with multiple sessions improved over time. Using paired $t$-tests for participants with two or three sessions, we observed no significant difference ($p > .10$) between the mean size ratios (size matching) or mean distance ratios (distance bisection) across sessions. That is, no learning effects were observed, as expected.

### 5.1 Fitting Curves of Perceived Distance

The size-distance invariance hypothesis (SDIH) has been used in prior work to derive perceived depth judgements from judgements of perceived size [29, 30]. In our size matching task, participants use perceptual size matching to indicate the perceived size of the reference by setting the comparison size $S_{\text{comp}}$. The SDIH states that the ratio of perceived size $S$ to perceived egocentric distance $R$ is fixed: $S/R = c^p$.

Given the actual physical size $S$ and egocentric distance $R$ for an object then, we can use the fact that their ratio is also fixed ($S/R = c^p$) to invert a given judgement of perceived size, to get the perceived distance as $R = cR_S^2$, where $c = c^p/c^0$ is a constant modelling the ratio of an object’s angular size to its perceived angular size. We assume that angular size is linearly, and thus $c$ is an stimulus-independent constant.

In order to compare the perceived distance implied by the distance bisection and the size matching judgements, we can fit curves with the same representational degrees of freedom to trials from both and test if the parameters
are similar. Similar to prior work [76], we model the perceived distance $R$ as an exponential function of actual distance $R$, along with a linear scaling term. That is,

$$ R = kR^\alpha $$

(2)

In size matching judgements, a participant indicates that the perceived reference size $S_{ref}$ and comparison size $S_{comp}$ are equal, implying that

$$ c^R_{ref}R_{ref} = c^R_{comp}R_{comp} $$

Multiplying both sides by $c$, we get $c^\alpha_{ref}R_{ref} = c^\alpha_{comp}R_{comp}$, which further expands to

$$ \frac{R_{ref}}{R_{ref}} = \frac{S_{comp}}{R_{comp}} $$

(3)

Finally, substituting the perceived distances from Eq. 2 and rearranging, we get the ratio of perceived distance of the comparison object to that of the reference,

$$ \frac{k(R_{comp})^\alpha}{k(R_{ref})^\alpha} = \frac{s_{ref}}{r_{ref}} \frac{R_{comp}}{S_{comp}} $$

(4)

For accurate judgements implying an invariant visual space with no foreshortening or anti-foreshortening, the above equation should hold. Therefore, the best-fit value for $\alpha$ for size matching, $\alpha^{SM}_*$, is obtained by minimizing the deviation from Eq. 3.

$$ \alpha^{SM}_* = \arg \min_{\alpha \in (0,\infty)} \sum_i \left| \frac{S_{ref}^i}{S_{comp}^i} - \frac{(R_{comp}^i)^\alpha}{(R_{ref}^i)^\alpha} \right|^2 $$

(4)

where the summation is over a participant’s size matching trials. Fitting a similar curve for the distance bisection trials is relatively straightforward.

$$ \alpha^{DB}_* = \arg \min_{\alpha \in (0,\infty)} \sum_i \left| \frac{R_{ref}^i}{k(R)^\alpha} \right|^2 \sum_i \left| 1 - \frac{2(R_{comp}^i)^\alpha}{(R_{ref}^i)^\alpha} \right|^2 $$

(5)

Intuitively, note that if the curve models a participant’s responses with full accuracy, then $R^i = k(R)^\alpha$ for all $i$, and the residual is zero. The minimization in Eq. (4) penalizes relative deviation of the participant’s response from the perceived distance modelled by the curve. Eq. (5) is similar, except that we want the modelled perceived distance to the reference to be twice that of the comparison. Both the minimizations are non-linear least squares problems and are efficiently solved using a trust-region based approach [6] available in MATLAB. We initialize with the trivial value $\alpha^* = 1$ for both.

Fig. 1c shows the curve-fitting summary results for all conditions. The $\alpha^*$ found via size matching judgements ($\alpha^{SM}_*$) for adult eye height was $0.991 \pm 0.185$ ($M \pm \sigma$), and for child eye height, it was $1.012 \pm 0.188$. For distance bisection ($\alpha^{DB}_*$), it was $0.862 \pm 0.219$ for adult and $0.863 \pm 0.238$ for child eye heights. Note that exponents are fit for each participant before taking the mean and standard deviation over the participants, thus weighing single-session and multiple-session participants equally. As already suggested by analysis of the raw data, distance bisection judgements showed a clear trend towards compression of perceptual distance space, while size matching data indicated a mix of compression and expansion. An RM-ANOVA with dependent variable $\alpha^*$ and independent variables protocol and eye height found that while protocol had a significant effect ($F_{1,54} = 15.22, p < .001$), eye height did not ($F_{1,54} = 0.007, p = .965$).
5.2 Random Factors Effects

As noted in § 3.1, we collected data on a number of random factors: gender, age range, height\(^1\), device used, 3D games experience, and 3D modelling experience. We also extracted resolution and FoV factors from device specifications. For device-independent online studies to be successful and useful for perceptual experiments, the effect of device specifications should be minimal. Therefore, we analyze the effect of each factor in isolation for the maximum statistical power, allowing us to detect and report even small deviations from the null hypotheses. For nominals (device, gender, age range), this is a 1-way ANOVA with the mean values of \(\alpha^*_{DB}\) and \(\alpha^*_{SM}\) for each participant as the dependents and with the random factor in consideration the only independent factor. First considering device usage, while 11 different devices were used, we only consider the ones used by \(\geq 5\) participants: Valve Index (17), Oculus Quest (15), and HTC Vive (10). 1-way ANOVAs showed that neither device used nor age range were significant factors for \(\alpha^*_{DB}\), but age had a significant effect on \(\alpha^*_{SM}\) \((F_{3,53} = 3.46, p = .023)\). Tukey’s HSD revealed a pairwise difference between participants aged below 25 and those between 36 to 45 years old. Impact of gender was not analyzed due to our heavily-skewed sample.

Similarly, for numeric variables (height, resolution, and FoV) and Likert scale ordinals treated as numeric for analysis (3D games and modelling experience), we computed the correlation coefficient between each variable and the exponents \(\alpha^*_{SM}\) and \(\alpha^*_{DB}\), but no significant correlations were found. This is an encouraging result, indicating that an in-the-wild strategy is viable for spatial perception experiments such as ours.

5.3 Quantitative Analysis of Participant Strategies

The use of 6-DoF HMDs allowed us to track participants’ head position and orientation. This data can help us understand participants’ strategies for judging size/distance and answer questions such as “Do they move and rotate their head a lot to use motion parallax cues?”, “Do they look towards the ground, potentially utilizing shadows as cues?”, and “Do they respond quickly, or not?”. To understand whether participants changed their strategies to account with changes in experiment factors, we perform RM-ANOVA with head-tracking data as dependent and experiment factors as independent variables. For simplicity, interaction effects were not included.

**Data Collection.** Participants’ head position and orientation were recorded every 200ms. Over each trial, the difference between consecutive position samples (in \(\mathbb{R}^3\)) and consecutive orientation samples (in terms of angle between them) were added up to estimate the total head translation and rotation. For each participant and factor values, these two datapoints were then averaged over all associated trials to get the head translation and head rotation variables. In order to understand the role of shadows, we also compute looking down percentage: the percentage of orientation samples where the cyclopean line of sight was at least 5° below horizontal. We also show how the time taken by the participant to record a response was impacted by experiment factors.

---

\(^1\)Height was solicited via email after the study: 45 participants responded.
Change in Strategy with Experiment Factors. RM-ANOVA indicated that the head translation was significantly affected by the eye height ($F_{1,53} = 4.56, p = .037$), with participants moving their heads significantly more in the adult eye height condition (15.5 ± 22.5 cm) as compared to child (13.8 ± 20.9 cm).

Head rotation was similarly impacted by eye height ($F_{1,53} = 6.33, p = .015$), with adult (19.8° ± 24.6°) showing significantly more rotation as compared to child (16.6° ± 20.8°). Interestingly, looking down percentage was significantly affected by the protocol ($F_{1,53} = 23.28, p < .001$) as well as eye height ($F_{1,53} = 4.82, p = .033$). Post-hoc comparisons showed that participants looked down much more in the distance bisection protocol (29.7 ± 35.9%) as compared to size matching (9.0 ± 18.1%), and in the adult eye height condition (21.8 ± 31.8%) as compared to child (17.0 ± 28.4%). Note that the effect sizes are larger for the difference between protocols. The time taken measure saw a significant effect of reference distance ($F_{1,216} = 20.9, p < .001$). Participants took the most time of 7.21 s for the 9m distance, as expected, but the least time was taken for the 3m distance: 5.97 s. Time taken for the 9m distance significantly differed from other distance values, and a significant difference was also observed between (1m, 3m), (3m, 5m), and (5m, 7m) pairs. Fig. 5 summarizes the results for the time taken variable.

Impact of Strategy on Perceptual Judgements. In order to understand the impact of participants’ strategy (encoded in the variables described above) on their perceptual judgements, we compute correlations of these variables with the distance perception exponent $\alpha^*$ for all four combinations of protocol and eye height. Multiple significant but weak correlations were found for $\alpha^*_{DB}$ for adult eye height—with head translation ($r(54) = .29, p = .030$), head rotation ($r(54) = .29, p = .030$), and looking down percentage ($r(54) = .27, p = .044$).

Lastly, we had asked participants for introspective reports of how they judged size/distance in each condition.

Participants’ Introspective Reports. We sought introspective reports from participants in two forms: freeform and structured. In order to not bias participants with our own presumptions, we first asked them for freeform feedback on the cues they used in both the protocols, and if the eye height impacted the cues they used. In a later section of the survey form (see supplemental S3), participants answered structured (multiple-choice) questions on the cues utilized in the two protocols.

Participants were surprisingly accurate in certain aspects. For example, those who mentioned the use of motion parallax in the structured questions exhibited much larger head translation: mean value was 21.6 cm vs. 11.0 cm for size matching and 17.5 cm vs. 10.7 cm for distance bisection. An ANOVA found the former distinction to be insignificant ($F_{1,53} = 3.00, p = .089$), but the latter significant ($F_{1,53} = 6.26, p = .015$). Head rotation showed a similar trend—size matching: 21.7° vs. 14.1°, distance bisection: 24.2° vs. 14.7°. The former was again found to be statistically insignificant ($F_{1,53} = 2.79, p = .100$) but the latter was significant ($F_{1,53} = 5.09, p = .021$). Similarly, participants who reported using shadows as a cue were more likely to spend time looking down: 13.3% vs. 6.6% ($F_{1,53} = 2.66, p = .108$) for size matching and 35.9% vs. 21.5% ($F_{1,53} = 2.30, p = .135$) for distance bisection.

The structured reports helped identify a few other interesting cue usage patterns. For instance, many participants tried to measure absolute egocentric size/distance in standard units (SM: 25, DB: 25), and a smaller but still significant number used relative size/distance cues such as their own body parts (SM: 16, DB: 6). A number of participants (SM: 12, DB: 16) felt that the speed of the continuous change in size/distance of the comparison was a useful cue. This is in spite of our efforts to minimize the usefulness of this cue: we used an acceleration term so that the speed was a function of the amount of time the participant held the thumbstick (used to increase or decrease the size/distance) in place.

Finally, subjective analysis of participants’ freeform reports revealed some interesting insights. 34 out of 55 participants (whose data was used for both protocols) reported that the eye height did not influence their judgements at all, while another 4 felt that it had minimal impact. Most (11) of the participants who felt that it affected their judgements noted that the shadows were harder to see or otherwise different in one of the eye

---

$^2$One participant’s head-tracking data was lost to a data conversion bug.
heights. Surprisingly, very few (4) noted any additional difficulty in the child height condition they had little experience with in real life. One participant commented that they were “very used to not looking at the floor for the sake of avoiding motion sickness”, so the eye height did not influence them.

Some participants relied on prior experience with VR games to estimate physical sizes. One said, “I would think back to all the times I see [sic] an object in the distance and come close from other games I have played,” while another “channeled a couple of years of VR Beat Saber and Synth Riders as those involve basically constant estimation of distance.” Other participants mentioned that the ability to continuously move the comparison back and forth was helpful for distance bisection: “I moved the controlled cube back and forth to try and understand how far away the reference cube was…”. One participant talked about using the two monocular views separately to get a better estimate of depth: “I just tried to compare the sizes while alternating which eye was open.”

6 DISCUSSION
We discuss the implications of our work on visual perception in VR, and on remote perceptual experiments.

6.1 Implications on VR Perception Understanding
Our size perception experiment used a perceptual matching protocol inspired by Holway and Boring’s classic experiment [28]. While our results were similar to the overall trend of slight size overconstancy they noted, we observed more variation and ambiguity—with individuals exhibiting both underconstancy and overconstancy. Other classic experiments [14] and more recent VR experiments [54] have studied restricted viewing conditions. Aiming for ecological validity, we employed scenarios closer to real-world usage: binocular viewing, relatively unrestricted head movement, lighting, and a textured ground plane. In this aspect, the experiments closest to ours might be Kenyon et al. [38], Hornsey et al. [29], and Kelly et al. [37].

Kenyon et al. [38] looked at size constancy in a CAVE environment, asking participants to resize a far-away familiar object while the real object was also placed near them, and observed that participants made the distant comparison larger than the reference across the range of tested distances (0.6–2.4m). The other two studies [29, 37] used modern HMDs and a familiar-sized object that the participants could touch by hand for reference. They also observed a general trend of size underconstancy. Note that our protocol is reversed: the reference is far away while the participant-controlled comparison is nearby. Therefore, while the previous studies observed size-underconstancy in VR, we found a slight overconstancy trend. One possible explanation to this contrary effect may be the shape of the stimulus. Wagner’s survey on real-world size constancy [77] points out that size perception may be related to object orientation: frontally-oriented (perpendicular to the floor and facing the participant) stimuli were commonly associated with overconstancy and flat (parallel to the floor) stimuli with underconstancy. In comparison to the spherical [29, 37] and cylindrical [38] objects used in prior VR studies, our cube-shaped stimuli have a more noticeable frontal face.

Wagner [77] notes that an important factor in size perception experiments is the instruction provided to the subjects. While we aimed for objective instructions—asking participants to match the physical (3D) size, some participants may still have been influenced by the apparent, or retinal, size, leading to size underconstancy. On the contrary, some may have overestimated the perspective foreshortening effect, leading to overconstancy.

Our bisection protocol is similar to bisection studies in the real world [3, 42] as well as those in virtual environments [3]. While Lappin et al. [42] noted an anomalous report of overestimation of the distance to the bisection point, most studies (especially in VR) report underestimation, similar to ours. Moreover, egocentric distance judgements made using very different protocols have typically suggested distance underconstancy as well [61, survey]. The latter lends further cadence to the values of $\alpha_{DB}$ our curve-fitting suggested: in either eye height, bisection judgements suggested a shrinkage of perceived distance towards the observer.
Similar to our exponential curve fitting, Murgia and Sharkey [51] reported mean exponent values of 0.830 in an environment with poor cues, and 0.975 with one with rich cues, albeit in a CAVE system. Our environment rendering falls somewhere between those two: we render a floor, but no walls. Thus, the exponent 0.896 we observed in our bisection protocol is more similar to their results, than the value 1.083 suggested in the size matching protocol. This dichotomy is especially interesting since their results were obtained via a perceptual size matching protocol.

While our experiments do not intend to test the validity of SDIH, we observed a weak correlation between $\alpha_{DB}^*$ and $\alpha_{SM}^*$, which is worthwhile to put in context of Ross’s investigation of SDIH alternatives [63]. Of particular interest is his suggestion of a “perceptual SDIH”, which breaks the classical SDIH assumption of accurately perceived angular size. In a future experiment, Wagner’s angular size instruction can be applied to gauge the accuracy of angular size perception, by using a perceptual matching protocol similar to Kaneko and Uchikawa [36].

Contrary to our initial hypothesis, comparisons across the two eye heights did not reveal any noticeable differences. This is in contrast to Corujeira and Ian’s study [7] where observers were better at judging egocentric distances in the lower eye-height (20 cm from the floor) condition. However, this comparison should be taken with a grain of salt: they position objects on the ground and define distance as the walking distance to the percept. Thus, lower the eye-height, better the correspondence between the 3D egocentric distance and the walking distance. Leyrer et al. [43], who studied virtually altered eye heights in VR similar to us, also found that the foreshortening effect was smaller when eye height was closer to the ground plane, but they also position stimuli on the ground and define distance as the 2D distance projected to the floor.

Finally, our quantitative observation of the minimal impact of head motion on size/distance judgements in VR confirms Hornsey et al.’s informal observation [29]. We further discuss Hornsey et al. and other relatively-uncontrolled perceptual experiments below.

6.2 Conducting Remote Perceptual Studies

Our remote unsupervised methodology allowed us to quickly recruit 60 participants within 5 days. Judging by comments and feedback on our advertisements, the most important source of participants was Reddit. VR-focused communities on Reddit showed great enthusiasm for the study, reconfirming previous work hailing the platform as a useful community for recruiting participants [65]. To engage participants, we used a combination of gamification and intrinsic as well as extrinsic motivation. Specifically, participants were told that the study allowed them to test their size and depth perception abilities in VR and contribute to science (intrinsic motivation), while at the same time receiving a monetary compensation (extrinsic motivation), and getting to see their score on a leaderboard with a chance to get a higher compensation (gamification and extrinsic motivation).

We believe that the gamification elements ensured increased user engagement, resulting in high-quality data in our experiment. Furthermore, we did not see any evidence for malicious behaviour. This is in contrast to microtask-based crowdsourced studies on platforms such as Mechanical Turk, where testing for malicious users is commonplace [67]. Prior work has also shown that dropping monetary compensation altogether still allows successful unsupervised studies with a large number of participants [31]. Outside of perception research, many well-known scientific projects have also used gamification and intrinsic motivation to engage the target audience [8, 32]. This combination is an exciting exploration avenue for future VR perception research.

Our study included participants from 19 different countries and a large variety of HMDs. While this diversity is encouraging, access to 6-DoF VR devices continues to be dominated by men in rich countries. This demographics bias may have affected some of our results. We hope that this bias in VR ownership will go down with lowering hardware costs democratizing access in low- and medium-income countries, and that research on the unique challenges faced by female VR users [68] reduces the gender bias in the future. Some bias towards participants in the US and Canada may also have occurred due to better availability of many VR devices in the region and the
fact that we posted our recruitment calls in English-language forums. However, even with the currently skewed VR ownership demographics, remote VR studies are still an invaluable tool for perception research and offer researchers access to a more diverse audience than their immediate local community.

Finally, the variety of headsets used by our participants allowed us to test the impact of the device on perceptual judgements. Our results echo the partially-uncontrolled experiment of Hornsey et al. [29], who tested size and shape judgements with two headsets and did not observe any significant differences between the two. However, it is unclear if this generalizes to perceptual judgements unexplored by our or their work. Previous work has noted a significant effect of hardware factors such as FoV [35] and IPD [4]. Further exploration is needed to understand which perceptual studies may not be amenable to uncontrolled methodologies such as ours.

7 CONCLUSION AND FUTURE WORK

We conducted a remote, fully unsupervised, perceptual study to understand size and distance perception in Virtual Reality. To recruit study participants and to keep them engaged through the monotonous tasks, we combined an extrinsic monetary reward with gamification and an appeal to their intrinsic motivation. Ours is the first fully-uncontrolled VR distance/size perception study, aimed at ecological validity by collecting data from a diverse set of participants and VR hardware. Unfortunately, current VR ownership trends reduced participant diversity in some aspects, most notably gender.

We compare the results obtained via a distance bisection protocol with distance perception implied by a size matching protocol via the size-distance invariance hypothesis (SDIH). While the former indicated a clear trend of distance underestimation, the latter showed a very weak overestimation trend. We also investigated the influence of a rendered floor, simulating different eye heights, but noticed no significant effect. We distilled participants’ judgements into exponential curves of perceived egocentric distance expressed as a function of actual distance. Such curves can be used to manipulate virtual worlds to improve task performance in performance-critical applications such as VR flight simulators and industrial training as well as in 3D judgement-heavy games (Fig. 1d).

To aid future research, we will release the source code for our experiment and analysis, as well as anonymized data. The study executable is included (see S3) for reviewers to test and analyze.

Potential Applications and Future Work. In the future, we would like to systematically explore the gamification aspects of our work, modifying leaderboard size and monetary rewards parameters, and exploring a deeper coupling of gamification with the perceptual judgement tasks. Directly comparing intrinsic motivations with microtasks is also an interesting avenue. On the other hand, we are also inspired by recent work by Huber and Gajos [31] that advocates for conducting large scale studies without any monetary rewards.

Finally, we are very interested in applying the perceptual distance curves to real-world applications. Perceptual judgement tasks, such as distance bisection, could be used as a “pre-calibration” step for modifying the rendered world in performance-critical applications, similar to gamma calibration on monitors. In games, such a calibration can be utilized for improving performance as well, or a sneaky way to make the game more difficult for users by applying the inverse transformation to the rendered distance.
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1 EXPERIMENTAL PROCEDURE DETAILS
In this section, we provide additional details on participant demographics and gamification procedure.

1.1 Full Demographics Details
Participants’ countries of residence are shown in Table 1, while VR device usage statistics are displayed in Table 2. The inset figure shows the fields of view and resolutions of the headsets utilized. We had also asked two questions to judge participants’ experience with 3D distance and size judgement tasks—experience with 3D action games such as first-person shooters and with 3D design and modelling tools—on 5-point Likert scales, with 5 being the highest degree of self-reported experience. Participants were highly experienced with 3D games, with 38 answering 5 and 15 answering 4 (median 5). Experience with 3D design and modelling tools was lower (median 2), with only 5 participants reporting extensive experience with such software.

1.2 User Controls Details
The study controls were designed to be simple and easily extensible to diverse controllers. Participants could use any available one-dimensional input button to control the size of the comparison cube in the size matching tasks. This was chosen to be the y-axis of a thumbstick or trackpad on the controller. As participants held it near one of the extremes for time \( t \), the size \( S_{comp} \) was increased (or decreased) by an amount \( cv(t)\Delta t \), where \( \Delta t \) is the time since the last update, \( c \in \mathbb{R}^+ \) is a positive constant, and \( v(t) \) is the rate of change at time \( t \). In order to reduce the impact of the kinetic depth information and to allow large changes to the cube size efficiently, we model \( v(t) \) with an acceleration term. That is, \( v(t) = at \), where \( a \in \mathbb{R}^+ \) is a positive constant. The comparison cube distance is controlled analogously in the distance bisection tasks.

The only other control is a “confirm” button, for which we use the primary push button on the controller, typically called the “A”, “X”, or “Menu” button, depending on the device.

Fig. 1. Field of view reported by all the headsets utilized in the study, coloured by the marketed screen resolution per eye.
### Table 1. Participants’ countries of residence.

| Country               | # participants |
|-----------------------|----------------|
| United States         | 36             |
| Canada                | 5              |
| France                | 2              |
| Germany               | 2              |
| Belgium               | 1              |
| Czech Republic        | 1              |
| Denmark               | 1              |
| Finland               | 1              |
| India                 | 1              |
| Indonesia             | 1              |
| Italy                 | 1              |
| Mexico                | 1              |
| Netherlands Antilles  | 1              |
| Norway                | 1              |
| Poland                | 1              |
| Romania               | 1              |
| Spain                 | 1              |
| United Kingdom        | 1              |

### Table 2. Full list of devices used by the participants.

| Device                                      | # participants |
|---------------------------------------------|----------------|
| Valve Index                                 | 17             |
| Oculus Quest                                | 15             |
| HTC Vive                                    | 10             |
| Oculus Rift S                               | 5              |
| Lenovo Explorer (Windows MR)                | 3              |
| Samsung Odyssey+ (Windows MR)               | 3              |
| Oculus Rift                                 | 2              |
| HTC Vive Pro                                | 2              |
| HTC Vive Pro Eye                            | 1              |
| Acer AR101 (Windows MR)                     | 1              |
| Dell Visor (Windows MR)                     | 1              |

![Fig. 2. Scoring function.](image)

#### 1.3 Gamification Scoring Details

Participants had access to an online leaderboard to see their score, as well as their position relative to others. The top ten participants received an additional gift card worth US $15. The leaderboard is shown in Fig. 3.

The score was computed out of 1000, along with an additional bonus of 100 points each for the second and third session, leading to a maximum possible score of 1200. The score for each experiment block $\Xi_{\text{block}}$, out of a total of 250, was computed as follows.

$$
\Xi_{\text{block}} = \Xi_{\text{base}} + \xi_{\text{trial}} \left( \sum_{t \in \{1, \ldots, 15\}} f_t \right) 
$$

(1)

The base score $\Xi_{\text{base}}$ was set to 25 points, thus participants received at least 100 points for a session, irrespective of their responses. The per-trial maximum score $\xi_{\text{trial}}$ was 15. $f_t$ gives the score for each of the 15 trials in a block.

$$
f_t = f(x) = \left( 1 - \frac{x}{x + \exp(-3x)} \right). 
$$

(2)

This sigmoid-like function gives a maximum when the difference between the accurate response and the chosen response is 0, and increases symmetrically when it deviates to either direction (Fig. 2). Here $x$ is a transformation applied on the participant’s response as follows. In a size matching trial, let the size difference corresponding to the participant’s response be $y = S_{\text{comp}} - s_{\text{ref}}$. Then we set $x$ to be $|y|/0.3$. Similarly, for the distance bisection trials, given the chosen comparison distance $R_{\text{comp}}$, we set $x = |2R_{\text{comp}} - r_{\text{ref}}|/0.3$. 

| Device                                      | # participants |
|---------------------------------------------|----------------|
1.4 Study Deployment and Implementation Details

Please note that all material related to study deployment is included in supplemental ZIP archive S3. Participation calls on Facebook and Reddit linked participants to a static webpage (S3d) that provided essential study and compensation details. A Google Form (S3e) accessible from the webpage first obtained participant consent, followed by a second screen showing the short (2.5 minute) instructions video (S3b) hosted on YouTube. While Google Forms does not provide a method to ensure that participants watched the instructions video till the end, YouTube statistics confirmed that most participants watched the bulk of the video. As an additional safeguard to ensure that participants understood the tasks, the study procedure included explanatory text and practice trials for both the protocols. In the third section of the Form, participants were provided with application download links (S3g–i). The study application was developed in the C# programming language using the Unity engine.

After completing a session, the application supplied a randomly-generated username to the participant, which was used to authenticate the remaining survey portion of the Form. Survey questions were aimed at understanding participants’ strategies and the perceived differences between various conditions.

Participants were not required to complete any of the above steps for additional sessions. They could simply restart the downloaded program and complete another session. A unique ID associated with the participant’s device ensured that they could not complete more than three sessions. All the study data was uploaded to a Back4App server hosting the open source Parse platform.

2 RESULTS WITH FIRST SESSION DATA ONLY

In the main document, we reported results for mean size ratio for size matching tasks and mean distance ratio for distance bisection tasks and the respective standard deviations. The reported results utilize participant judgements across all the sessions (recall that many participants completed multiple sessions). The mean size ratio was $1.094 \pm 0.428$, while the mean distance ratio was $0.469 \pm 0.157$. If we only utilize data from participants’ first session, thus weighing all participants equally for computing summary statistics, the mean size ratio was found to be $1.091 \pm 0.464$ and the mean distance ratio $0.464 \pm 0.178$. Clearly, the mean values are very similar, consistent with our observation that no learning effects were observed.

---

1https://docs.google.com/forms
2https://www.youtube.com
3https://www.unity.com
4https://www.back4app.com
5https://parseplatform.org/