Enhancing agricultural and industrial productivity through freshwater withdrawals and management: implications for the BRICS countries
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Abstract
This paper analysed the effect of freshwater withdrawals and management on agricultural and industrial sectors productivity in the emerging market economies. The auto-regressive distributed lag model and the panel analyses were employed in our estimations. Our result revealed that Brazil had better water use efficiency in agricultural production with annual withdrawals which contribute significantly and positively to the increase in crop and livestock index. In contrast, annual withdrawals for agriculture were considered to be least efficient in Russia, followed by China and India, although, in South Africa, the result suggested an insignificant positive effect in the incremental index. Furthermore, our analysis revealed that freshwater withdrawals have a significant positive impact on industrial outputs in South Africa. Similarly, water withdrawals were positively related to industrial sector productivity in China and Russia. Brazil and India appear to be the least efficient countries where withdrawals impacted negatively (and significantly for Brazil) on industrial sector outputs. Our panel analyses showed that freshwater withdrawals were positively associated with crop and livestock production index and industrial outputs in the BRICS economies. However, the magnitude of the impacts was only significant for the industrial sector. Moreover, investments and private participation in water and sanitation projects impacted significantly and positively in productivity in both sectors.
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1 Introduction

Freshwater (water without significant salt content) accounts for about 6% of the world’s water supply but is essential for human uses such as agriculture, manufacturing, drinking and sanitation (Sauer et al., 2008). Freshwater withdrawals are the measures of the number of water resources diverted from surface and groundwater sources mainly for agricultural,
industrial and domestic (or municipal) usages. Generally, water resources are an essential economic driver because they facilitate food production, energy generation and various activities in other economic sectors (Sauer et al., 2008). Water is widely acknowledged as the core of sustainable development. Water resources together with the variety of services they provide play a major role in achieving economic growth, environmental sustainability and poverty reduction. Water is proven to be vital for food, energy and security to human; environmental health; facilitates improvements in social well-being; public health and inclusive growth which ultimately affect the livelihoods of teeming world population (United Nations World Water Assessment Programme [WWAP], 2015; Lebdi, 2016; Boberg, 2005; Doczi et al., 2014; Rosegrant & Ringler, 1999; Hess et al., 2013; High-Level Panel on Water [HLPW], 2017).

Water management, agriculture and industrial productions are interrelated (Haq & Shafique, 2015). Agricultural water use is mostly for irrigation (Liu et al., 2017). Alexandratos and Bruinsma (2012) assert that water usage for irrigation accounts for 70% of global annual freshwater withdrawals. As a result, much of the future food production in developing countries are more likely to come from irrigated land. For instance, about 20% of total arable cropland is under irrigation, producing about 40% of the global harvest (Sauer et al., 2008). Most people who rely on rain-fed agriculture are extremely vulnerable to both short-term dry conditions and long-term drought, as a result, are disinclined to invest in agricultural inputs that could boost yields. In developing countries, advances in productivity improvements, as well as area expansion, have been much slower in rain-fed agriculture than in irrigated agriculture (Molden et al., 2007).

Industrial water withdrawals are a significant component of urban and rural water demand. Benson and Huffaker (2012) argue that the full difference between withdrawal and consumptive water use in crop production goes to recharge the water system. Hence, an industrial sector employs capital and water remaining from food production (under the implicit conjecture that agriculture has priority rights to water) to produce industrial output (Benson & Huffaker, 2012). Essentially, water is used non-consumptively in the production of industrial output (e.g. hydropower production, generating steam power, processing, cooling, microchip processing, cleaning, transportation chemical industry, ferrous and non-ferrous metallurgy, mechanical engineering, the textile industry as well as the wood, pulp and paper industry, etc.) (Teli et al., 2014; Peterson & Klepper, 2007; Boberg, 2005; Benson & Huffaker, 2012; HLPW, 2017). An aggregate industrial sector production reveals constant marginal returns to capital (the source of continued economic growth) and decreasing marginal returns to water.

Agricultural and industrial water management contributed significantly to global food production, manufacturing output and rural and urban incomes over the past decades (Fraiture et al., 2013). While water is not evenly distributed across landmasses, much of it is mostly far from population centres. About three-quarters of annual rainfall takes place in areas where not more than the one-third population of the world dwells. Since precipitation is also temporally uneven, it is difficult for people in many regions to make use of the preponderance of the hydrologically available freshwater supply (Boberg, 2005). The actual amount of water available to any economy for a particular use is determined not only by physical availability but also on both management and infrastructure that are critical in capturing runoff and groundwater. In other words, the improved efficiency of agricultural and industrial water use would ultimately improve the economic productivity of water (HLPW, 2017).

It must be emphasized that there already exist difficulties in fairly allocating the world’s freshwater resources among and within countries. These conflicts are intensifying among...
agricultural, industrial, domestic and urban sectors with implications on livelihoods and economic development. Against this backdrop, we analysed the responsiveness of the agricultural and the industrial sectors productivity to freshwater withdrawals and management in the context of the emerging market economies and the BRICS countries (Brazil, Russia, India, China and South Africa).

2 Literature review

Water is a local variable resource (Cisneros et al., 2014), and its scarcity is acknowledged as a major risk in many parts of the world, and water crises have been consistently cited as one of the top global risks (Scheierling & Tréguer, 2018). Shiklomanov and Rodda (2003) argue that the estimated $1.4 \times 10^{18}$ m$^3$ (cubic metre) of water resources on Earth, more than 97% is held in the oceans whereas approximately $35 \times 10^{15}$ m$^3$ of Earth’s water is freshwater—0.3% of which is held in rivers, lakes and reservoirs. Freshwater resources are water—that theoretically can be used for drinking, agriculture, hygiene and industry. However, not all of this water can be accessed because seasonal flooding makes the water extremely difficult to capture before it flows into remote rivers (Food and Agricultural Organisation (FAO), 2017). This explains that only about 9000–14,000 cubic km are economically available for human use (FAO, 2018). The remainder of the freshwater is stored in groundwater aquifers, glaciers and permanent snow. Natural freshwater ecosystems play a central role in determining water quality as well as quantity and the sustainability of water resources. They offer a range of critical, life-supporting functions such as cleaning and the recycling of water itself (Boberg, 2005). A lack of available water for agricultural production, industrial production, energy projects, ecological use and other forms of anthropogenic water consumption is already a global issue and is expected to be more severe with rapid population growth, higher food demands, global production and trade pattern, technological development, increasing temperatures and shifting precipitation patterns (Elliott et al., 2014; Ercin & Hoekstra., 2012).

From an economic standpoint, an indicator of water’s economic productivity could practically be refined to reflect a broader spectrum of economic considerations as well as the consumptive use by sector (Colby, 2016). It has, thereby, become pertinent that data and information on water resources and their use are coupled with indicators of growth in key economic sectors to evaluate its role and influence on economic development (WWAP, 2015). Proper water management is expected to enhance water use and the efficient allocation of resources which indirectly impact the growth of output. FAO (2018) asserts that between now and 2030, the world’s population is estimated to grow by 2 billion people. Consequently, feeding this growing population and reducing extreme hunger can only be achieved if agricultural yields can be increased significantly and sustainably.

Liu et al. (2017) argue that pursuing sustainable irrigation would likely impede other development and environmental goals attributable to higher food prices and the expansion of cropland. Groundwater has become one of the most fragile of natural resources. The rapid development of groundwater use for irrigation has resulted in significant agricultural growth in the Maghreb, but in many regions, such development has become unsustainable due to overexploitation of aquifer or as a result of water and soil salinization (Ordu et al., 2011). Benson and Huffaker (2012) contend that an agricultural sector withdraws water for crops irrigation, and the difference between water withdrawals and the volume consumed
by crops (otherwise called return flow) recharges water supplies applied for industrial production.

Thus, industrial freshwater usage is the second-largest consumer of water in the world (Plessis, 2017). Industrial water use tends to rise rapidly as a country industrializes and then declines as nations move towards more service-based industries. Accordingly, the stage of a nation’s development is the key determinant of future industrial water use (Strzepek & Boehlert, 2010). The industrial water consumers include economic entities such as oil refineries, mines, plants and manufacturing plants, as well as energy installations using water for the cooling of power plants. Water demand by the industrial sector of a country is generally proportional to the average income level of its people (Plessis, 2017). Industrial water withdrawals constitute 5% in low-income countries as opposed to more than 40% in some high-income countries (Plessis, 2017). Given the increasing sectorial water demands, there is a need to ensure that the risk of the water crisis is reduced through investment in water, improve human capacity to meet the growing demand and enhance water use efficiency (or water productivity)—doing more with less water (Giordano, 2015).

Admittedly, investments in water infrastructure are essential to unlocking the full potential of economic growth in the early phases of a country’s economic development. As soon as the marginal benefits of further development decline, emphasis shifts towards building institutional and human capabilities to enhance water resource efficiency and sustainability, and secure social development and economic gains (World Water Development Report [WWDR], 2015). Efficient water infrastructure can reduce the risk of water scarcity and also help manage water-related disasters. This, in effect, makes the development efforts of a country more sustainable by reducing the vulnerability (or increasing the resilience) of economies to extreme events (WWDR, 2015). To avoid solving one problem by worsening another, it is essential to understand how different spectrums of the economy are connected through water (WWAP, 2012).

From an empirical standpoint, Benson and Huffaker (2012) assessed the impact of the Agricultural Water Conservation Policy on Economic growth. The findings show that the rate of return of water in industrial productions outweighs the rate of return of water withdrawn to agricultural production. The result further highlighted that the inequality associating the elasticity of agricultural production with regards to irrigation withdrawals and irrigation efficiency holds but in a particular direction. Sauer (2008) used a global agricultural and forest sector model to explore the interdependencies between development, water scarcity, land and food supply. The simulations reveal that agricultural sector responses to income and population growth are associated with considerable increases in irrigated area as well as agricultural water use (see also Pimentel et al., 2004a, 2004b; Peterson & Kлеппр, 2007; Colby, 2016; Grovermann et al., 2019).

Haq and Shafique (2015) analysed the impact of water management on agricultural production in Pakistan. The empirical findings show that capital stock and labour force in the agriculture sector have significant influence on output growth. Liu et al., (2017) utilized the global partial equilibrium grid-resolving model and the global water balance model to assess the impact of sustainable irrigation water withdrawals on food security and land use. The results reveal that pursuing sustainable irrigation seems to erode other development and environmental goals due to higher food prices and cropland expansion. Fraiture et al., (2013) explored the role of agricultural water management in ensuring sustainable food production. The paper contends that looking at water withdrawals for food production in isolation would not capture the important developments outside the water sector that influence the sustainability of agricultural water management. The results show that integrated
approaches to food production bring about the higher economic value of benefits per unit of water.

3 Materials and methods

Data for this study were obtained from the World Development Indicators at various sample periods for Brazil, Russia, India, China and South Africa. While the base year for our dynamic model estimations varied across each economy, which is occasioned by the year data was available for all the variables of interest. The ending year for all the sample periods is 2017. However, for the panel estimation, we set a common base year of 1990 and bring the individuals and the series under a panel set-up. Missing data (particularly for freshwater withdrawals and water productivity) were mapped using the cubic spline function. This approach is a common numerical curve fitting strategy that essentially fits a smooth curve to the known series using cross-validation between each set of adjacent points to establish the degree of smoothing and estimate the missing observation by the value of the spline (Fung, 2006).

In this study, the predictive procedures are operated and generated by the STATA econometric software. The cubic spline is continuous and fits each point and has a continuous slope as well as curvature. This approach has continued to enjoy wider acceptance in the recent empirical literature (see, e.g. Zhu et al., 2019; Jiang et al., 2019; Lorenčič, 2016; Kim et al., 2019; Noor et al., 2014). Interpolation procedures have vastly been employed in time series and cross-sectional data sets (Honaker & King, 2010; Lepot et al., 2017; Wongsai et al., 2017), and predominantly in groundwater resource data mappings due to challenges of data limitations associated with empirical analysis in this subject area. For instance, Filho et al. (2016) employed variance of the technique to analyse the spatial distribution of water table levels in unconfined aquifers of key geological formations in Brazil (see, e.g. Kang et al., 2009; Kazemi et al., 2017).

The composite index for crop and livestock production is derived using the crop production index and the livestock production index. Since data for annual freshwater withdrawals for agricultural use is jointly and specifically for crop and livestock productions, it becomes necessary that a single index is derived using the two variables since their underlying values were calculated using common bases and parameters. We estimated our composite index using the principal component analysis (PCA). This measures multi-dimensional concepts which cannot be captured by a single indicator. Theoretically, a composite indicator should be based on a framework, which allows individual variables to be selected, combined and weighted so that the composite indicator reflects the structure or dimensions of the phenomena being measured (Dharmawardena & Samita, 2015; Singh, 2014). A composite index is, therefore, formed when individual variables are combined into a single index, based on an underlying model of the multi-dimensional concept that is being measured (Greco et al., 2018).

A lack of correlation (or orthogonality) in the principal components is an essential property and shows that the principal components are measuring different “statistical dimensions” in the data (Organisation for Economic Co-operation and Development [OECD], 2008). For further details on PCA refer to, e.g. Muema et al. (2018), Berni et al., (2011), Mazziotta and Pareto (2015), Chao and Wu (2017). Previous related literature has widely applied this approach in deriving agricultural outputs composite indexes (see Dong et al., 2015; Dharmawardena & Samita, 2015; Atay, 2015).
3.1 Empirical framework

This study is arguably timely especially at a time when freshwater resources have come under rising pressure to satisfy the economic, social and environmental needs of a growing world population. To our knowledge, empirical assessment of the subject vis-à-vis economic productivity using historical data is new to literature. Although a lot of works have looked at the range of issues concerning water scarcity, efficiency and management (mainly confined to case-studies, exploratory and experimental designs), there is fewness of empirical analysis based on ex-post facto design that specifically sought to determine how the agricultural and the industrial sectors productivity have responded to freshwater withdrawals particularly in the emerging market economies christened as the BRICS countries—Brazil, Russia, India, China and South Africa. Our justification for selecting these countries is that they are among the fastest-growing economies in the world. Literature, however, seems to have a consensus that water resources is an input in the engine of production and is recognized as a factor of production (Colby, 2016; Giordano, 2015; Liu et al., 2017; Plessis, 2017; Strzepek & Boehlert, 2010). Hence, Agricultural and industrial growth is linked with the availability of water resources which, according to WWDR (2015), underpin economic growth.

In order to observe the empirical effects of freshwater withdrawals on productivity, a model is fashioned in line with the law of production. A specific production function widely applied in economic analysis is the Cobb–Douglas production function with a constant return to scale. The application of the production function approach for the measurement of potential output growth takes into account diverse sources of an economy’s productive capacity including total factor productivity as well as allocative efficiency.

We follow Giorno et al. (1995) and model the potential output using the neo-classical two factor Cobb–Douglas production function thus:

$$Y_t = A_t \cdot L_t^\alpha \cdot K_t^\beta$$  \hspace{1cm} (1)

where $Y$, $L$, $K$ and $A$ are real GDP, labour input, capital input and the total factor productivity level, respectively. To account for dynamics associated with the main input of interest in this study, we modify the water resource model in Benson and Huffaker (2012) which recognized that economies are endowed with renewable freshwater resources that evolve in the following form:

$$\frac{dW}{dt} = \varphi \left[ W_k - W(t) \right] - \varepsilon \left[ V^a(t) - V^i(t) \right]$$  \hspace{1cm} (2)

where $t$ denotes time (i.e. the year in our context), $W(t)$ = the volume of water (in m$^3$/year), $W_k$ = the river system’s capacity to store water in different forms of impoundments (in m$^3$); and $V^a(t)$ and $V^i(t)$ represent the volume of water withdrawn by producers for irrigated farming (in m$^3$/year) and for industrial production (in m$^3$/year), respectively. The term $\varphi$ [$W_k - W(t)$] represents accumulated water each year, at a rate proportional to remaining storage capacity, and $\varphi$ (in units of 1/t) is set at unity so that the term is in flow units. The term $\varepsilon$ measures the volume of consumptively used freshwater by the agricultural and industrial sectors each year.
3.2 Model specification

We specify the agricultural and industrial production functions for the BRICS economies in the following linear expressions:

\[
\text{CLPI} = f(\text{FWWA}, \text{FERT}, \text{INVWS}, \text{IRGL})
\]

\[
\text{INDVA} = f(\text{FWWI}, \text{LPR}, \text{INVWS})
\]

where

\( \text{CLPI} \) is the crop and livestock production index. The crop production index shows agricultural production (including all crops except fodder crops) for each year relative to the base period 2004–2006. The livestock production index includes meat and milk from all sources, dairy products such as cheese, eggs, honey, raw silk, wool, and hides and skins. FAO’s production indexes are calculated from the underlying values in international dollars, normalized to the base period 2004–2006.

\( \text{INDVA} \) is industrial value-added. This comprises a total of industrial sector output as a share of gross domestic product (GDP). It comprises value-added in mining, manufacturing, construction, electricity, water and gas. Value-added is the net output of a sector after adding up all outputs and subtracting intermediate inputs.

\( \text{FWWA} \) is total freshwater withdrawals for agriculture use. This comprises total withdrawals for irrigation (crop farm) and livestock production relative to total freshwater withdrawals.

\( \text{FWWI} \) is total freshwater withdrawals for direct industrial use (including withdrawals for cooling thermoelectric plants) relative to total freshwater withdrawals.

\( \text{FERT} \) is fertilizer consumption (% of fertilizer production). This measures the quantity of plant nutrients used per unit of arable land. Fertilizer products cover nitrogenous, potash and phosphate fertilizers (including ground rock phosphate).

\( \text{INVWS} \) is the natural logarithm of investment in water and sanitation with private participation (measured in current US$).

\( \text{IRGL} \) is agricultural irrigated land (% of total agricultural land). Agricultural irrigated land refers to agricultural areas purposely provided with water, including land irrigated by controlled flooding.

\( \text{LPR} \) is the labour force participation rate (% of total population ages 15+). Labour force participation rate is the proportion of the population ages 15 and older that is economically active: all people who supply labour for the production of goods and services during a specified period.

We take the variables to the model to estimate both the direction and magnitude of response of agricultural and industrial sectors productivity to freshwater withdrawals across the countries of our interest. For the respective economies, we subjected the variables to stationarity (using the ADF unit root approach) test where the series has a mix of I(0) and I(1) and none, however, is I(2). We are guided to argue that our series are not cointegrated, and as such, the auto-regressive distributed lag (ARDL) model appears more appropriate to estimate our model while the ARDL bound testing methodology is applied to test for the cointegrating relationship among the series. In addition to the time series estimates, we bring the data set for the individual countries under a panel set-up to analyse how the response variables are jointly affected by freshwater withdrawals in the selected emerging market economies popularly referred to as the BRICS countries. More formally, we highlight how our model is justified in the light of Markov model. By the application of
lags, following the Akaike information criterion (AIC), and the extended causality analysis, the specified dynamic model does not follow the Markov model which assumes that when predicting the future, the past does not matter, only the present. However, in line with the hidden Markov model, the analysis examines observed events as well as unobserved events that could be a causal factor in the modelled functions.

Our long-run and short-run models are patterned after Loayza and Ranciere (2005) which estimated with the variants of the following dynamic regression:

$$\Delta(y_t) = \sum_{j=1}^{p-1} \gamma_j \Delta(y_{t-j}) + \sum_{j=0}^{q-1} \delta_j \Delta(X_{t-j}) + \varphi \left[ (y_t)_{t-1} - \{ \beta_0 + \beta_1(X_{t-1}) \} \right] + \varepsilon_{it}$$

(5)

where $y$ represents the per capita GDP growth rate, $X$ is a set of growth determinants including financial depth and control variables, $\gamma$ and $\delta$ are the short-run coefficients related to growth and its determinants, $\beta$ are the long-run coefficients, $\varphi$ is the speed of adjustment to the long-run relationship, $\varepsilon$ is a time-varying disturbance, and the subscripts $i$ and $t$ represent country and time, respectively.

The ARDL specifications are fashioned after the above model but modified to take into account our selected indicators under a time series procedure. The dynamic models are therefore represented thus:

$$\Delta CPI_t = \sum_{j=1}^{p-1} \lambda_j \Delta CPI_{t-j} + \sum_{j=0}^{q-1} \delta_j \Delta FWWA_{t-j} + \sum_{j=0}^{q-1} \delta_j \Delta FERT_{t-j} + \sum_{j=0}^{q-1} \delta_j \Delta INVWS_{t-j}$$

$$+ \sum_{j=0}^{q-1} \delta_j \Delta IRGL_{t-j} + \varphi \left[ CPI_{t-1} - \{ \beta_0 + \beta_1 FWWA_{t-1} + \beta_2 FERT_{t-1} + \beta_3 INVWS_{t-1} + \beta_4 IRGL_{t-1} \} \right] + \varepsilon_t$$

(6)

$$\Delta INDVA_t = \sum_{j=1}^{p-1} \lambda_j \Delta INDVA_{t-j} + \sum_{j=0}^{q-1} \delta_j \Delta FWWI_{t-j} + \sum_{j=0}^{q-1} \delta_j \Delta LPR_{t-j} + \sum_{j=0}^{q-1} \delta_j \Delta INVWS_{t-j}$$

$$+ \varphi \left[ INDVA_{t-1} - \{ \beta_0 + \beta_1 FWWI_{t-1} + \beta_2 LPR_{t-1} + \beta_3 INVWS_{t-1} \} \right] + \varepsilon_t$$

(7)

where Eqs. (6) and (7) model the agricultural and the industrial production functions, respectively. $t$ denotes period (time), and $CPI\text{=}\text{crop and livestock production index}$, $INDVA\text{=}\text{industrial sector outputs (\% of GDP)}$, $FWWA\text{=}\text{annual freshwater withdrawals for agricultural use (\% of total freshwater withdrawal)}$, $FWWI\text{=}\text{annual freshwater withdrawals for industrial use (\% of total freshwater withdrawal)}$, $FERT\text{=}\text{fertilizer consumption (\% of fertilizer production)}$, $IRGL\text{=}\text{agricultural irrigated land (\% of total agricultural land)}$, $LPR\text{=}\text{labour force participation rate (\% of total population ages 15 +)}$, $INVWS\text{=}\text{natural logarithm of Investment in water and sanitation with private participation (originally reported in current USD)}$, hence, taking its log form would stabilize the variance of the time series and bring it to the same base with other variables). $\varepsilon$ is error term. $\lambda$ and $\delta_j$ represent the short-run parameters of lagged dependent and independent variables, respectively, and $\Delta$ are the differencing operator. $\beta_1 - \beta_3$ are the long-run coefficients, and $\beta_0$ is the intercept. $\varphi$ is the coefficient of the speed of adjustment towards the long-run equilibrium. $p$ = lags of explanatory variables. $q$ = lags of dependent series.
4 Discussion

The dynamic effects of freshwater withdrawals on agricultural and industrial sectors productivity were estimated and are presented in Tables 1 and 2, respectively. The results reveal how the crop and livestock production index and industrial value-added have responded to the explanatory variables across the sample economies in the long run and short run. Our main findings will be based on the long-run coefficients while also taking into account the respective speed of adjustments towards the long-run equilibrium relationship. Also, Tables 1 and 2 present the relationships among the variables in a panel analysis thereby allowing us to estimate the joint effect in the BRICS as a unit.

Results in Table 1 show that the one-period lag of CLPI has a long-run significant influence on the current CLPI for all the BRICS economies. In the case of Brazil, FWWA and FERT were positively and significantly associated with CLPI both in the short run and long run, while INVWS and IRGL were negatively and significantly related to CLPI in the long run. It can also be observed that a 1% change in FWWA and FERT led to about 25% and 12% increases in CPLI, respectively, in the long run. One-unit change in INVWS and IRGL brought about 34% and 10% decline in a decrease in the CLPI in the long run, respectively. The outcome for Brazil recorded a substantial improvement in the parameters from the short run to the long run. In contrast, Table 2 shows that freshwater withdrawal was negatively and significantly associated with Brazil’s industrial output in the long run and the short run. Whereas LPR had a significant positive influence on INDVA in the long run, INVWS had a negative and significant effect on the response variable. The results provided important information about the error correction process and indicate that deviations from long-run equilibrium adjusted at the speed of 67% and 51% for the agricultural output and industrial output, respectively, on annual basis.

In the Russian case, results in Table 1 revealed that FWWA exerted a significant negative influence on CLPI. The weak effect of FWWA could be attributed to Russia’s poor freshwater allocation for agricultural production which averaged 19.93% between 1994 and 2017. This is the least among the selected economies and about three times lower than the joint annual average of water allocation within the BRICS community (see Fig. 1). However, FERT was found to be significantly and positively related to the dependent variable, accounting for about 12% increase in CLPI. Although INVWS impacted significantly and positively on the response variable in the long run, the observed short-run influence was insignificant. Relatively, the freshwater allocation for industrial use (FWWI) in Russia was not significant but positively associated with INDVA while INVWS and LPR had a negative influence on the dependent variable. This outcome appears to suggest inefficiency in water allocation to the sector because water allocation for industrial production in Russia is approximately three times greater than the BRICS annual average. Based on the short-run dynamics in Tables 1 and 2 for Russia, CLPI and INDVA adjusted towards long-run equilibrium at the speed of 82% and 75% annually, respectively.

The Indian case provided evidence of the poor contribution of freshwater withdrawals to both agricultural and industrial production. FWWA and FWWI were both negatively related to CLPI and INDVA, respectively, in the short run and long run. When FWWA changed by 1%, CPLI decreased by 19% in the long run. FERT, however, had a significant positive impact on CLPI which was an impressive improvement from the short-run parameter estimate. Remarkably, India had the highest average annual freshwater allocation to agriculture (at 91.90%), and the lowest allocation to industrial consumers (at 2.26%)—more than 10 times lower than the BRICS average (see Fig. 1). Relative to the estimated
Table 1 ARDL short-run and long-run estimates, model equation: (6), response variable: crop and livestock production index (CLPI), selected model (Akaike information criterion): ARDL(1, 0, 1, 0, 0). Source: Authors’, 2020

|                      | Brazil 1996–2017 | Russia 1994–2017 | India 1980–2017 | China 1980–2017 | South Africa; 1990–2017 | Panel FEa 1990–2017 |
|----------------------|------------------|------------------|------------------|------------------|--------------------------|---------------------|
| CLPI(-1)             | 0.418            | 0.153            | 0.352            | 0.25             | 0.465                    | 0.81                |
|                      | [0.001]*         | [0.001]*         | [0.001]*         | [0.001]*         | [0.004]**                | [0.001]*            |
| FWWA                 | 0.254            | 0.075            | 0.148            | 0.213            | -0.19                    | 0.74                |
|                      | [0.005]**        | [0.001]*         | [0.001]*         | [0.001]**        | [0.040]**                | [0.001]**           |
| FERT(-1)             | 0.118            | 0.021            | -0.047           | -0.09            | 0.127                    | 0.044               |
|                      | [0.001]*         | [0.001]*         | [0.001]*         | [0.001]**        | [0.001]**                | [0.001]**           |
| INVWS                | 0.136            | 0.378            | -0.423           | -0.38            | 0.103                    | 0.017               |
|                      | [0.012]**        | [0.001]**        | [0.001]**        | [0.001]**        | [0.001]**                | [0.001]**           |
| IRGL                 | -0.101           | -0.44            | 0.354            | 0.247            | -0.062                    | 1.11                |
|                      | [0.020]**        | [0.001]**        | [0.001]**        | [0.001]**        | [0.001]**                | [0.001]**           |
| Intercept            | 77.128           | 9.55             | 15.342           | 21.154           | 19.521                   | 11.477              |
|                      | [0.001]*         | [0.833]          | [0.001]**        | [0.001]**        | [0.001]**                | [0.001]*            |
| Adj. Speed           | -0.672[0.001]*   | -0.817[0.001]*   | -0.763[0.022]**  | -0.512[0.001]*   | -0.616[0.001]*           | -0.448              |
| R²                   | 0.628            | 0.537            | 0.416            | 0.607            | 0.448                    | 0.713               |
| Adj. R²              | 0.575            | 0.512            | 0.368            | 0.582            | 0.415                    | 0.655               |
| Prob(F-stat.)        | [0.001]*         | [0.001]**        | [0.001]**        | [0.014]**        | [0.001]**                | [0.022]**           |
Lagged variables apply only to time series dynamic estimations. For each country and the panel results, the values in the upper lines are coefficients of the response variable. Values in parentheses, (), are t-statistic and values in square brackets, [], are $p$ values. Shaded italic columns are for short-run estimates and plain columns are for long-run estimates.

*Significant at 1%
**Significant at 5%

Panel fixed effect estimation suggested by the $^b$Hausman diagnostic test.
Table 2 ARDL short-run and long-run estimates, model equation: (7), Response variable: industrial value-added (INDVA), selected model (Akaike information criterion): ARDL(1, 0, 1, 0). Source: Authors’, 2020

| Variable | Brazil 1996–2017 | Russia 1994–2017 | India 1980–2017 | China 1980–2017 | South Africa; 1990–2017 | Panel FE* 1990–2017 |
|----------|------------------|------------------|------------------|------------------|--------------------------|----------------------|
| INDV(-1) | 0.757            | 0.614            | 0.212            | 0.185            | 1.047                    | − 0.58               |
| − 4.106  | [0.001]          | [0.021]**        | [0.105]          | [0.001]**        | [0.703]**                | [0.001]**            |
| FWII     | − 1.742          | − 9.81           | 0.365            | 0.212            | − 0.132                  | − 0.88               |
| (− 2.751)| [0.001]**        | [0.001]**        | [0.001]**        | [0.121]          | [0.165]                  | [0.001]**            |
| INVWS(-1)| − 0.717          | 0.086            | − 0.416          | − 0.23           | 0.176                    | 0.073                |
| (− 7.508)| [0.001]**        | [0.363]          | [0.115]          | [0.621]          | [0.001]**                | [0.001]**            |
| LPR      | − 2.823          | − 1.65           | − 5.235          | − 4.732          | − 1.29                   | − 2.94               |
| (− 3.245)| [0.001]**        | [0.261]          | [0.066]          | [0.348]          | [0.001]**                | [0.001]**            |
| Intercept| 92.751           | 54.878           | 46.535           | 61.077           | 38.632                   | 38.632               |
| − 3.314  | [0.001]**        | [0.001]**        | [0.001]**        | [0.001]**        | [0.001]**                | [0.001]**            |
| Adj. Speed| − 0.513[0.001]**| − 0.75[0.001]**  | − 0.622[0.0104]**| − 0.487[0.001]**| − 0.535[0.001]**         | b Haus[0.052]**      |
| R²       | 0.574            | 0.485            | 0.613            | 0.522            | 0.386                    | 0.638                |
| Adj. R²  | 0.537            | 0.457            | 0.568            | 0.485            | 0.344                    | 0.622                |
| Prob(F-stat.)| [0.001]**        | [0.001]**        | [0.002]**        | [0.024]**        | [0.001]**                | [0.001]**            |
| DW stat  | 1.808            | 1.739            | 2.065            | 1.634            | 1.566                    | 1.714                |
| AIC      | 6.113            | 5.405            | 6.245            | 5.081            | 6.385                    | 6.247                |

Lagged variables apply only to time series dynamic estimations. For each country and the panel results, the values in the upper lines are coefficients of the response variable. Values in parentheses, (), are t-statistic and values in square brackets, [], are p values. Shaded italic columns are for short-run estimates and plain columns are for long-run estimates.

*Significant at 1%
**Significant at 5%

*Panel fixed effect estimation suggested by the b Hausman diagnostic test
outcome, a one-unit change in FWWI led to 10% (or 1.10 unit) decrease in INDVA. The cointegrating coefficients in Tables 1 and 2 revealed that convergence towards long-run equilibrium was at the speed of 76% and 62% for CLPI and INDVA, respectively.

Further insights are revealed in Tables 1 and 2 which showed that China ranked second to India in average annual FWWA and second to Russia in average annual FWWI. Table 1 shows that FWWA and INVWS had a negative and significant effect on CPLI both in the short and long run. When FWWA changed by 1%, CLPI decreased by 6% in the long run. FERT, on the other hand, was found to be positively and significantly related to CLPI in the long term. Comparatively, Table 2 reveals that FWWI contributed positively and significantly to industrial sector outputs in China in the short run as well as the long run. When FWWI increased by 1%, INDVA increased by 3% in the short run and 12% in the long run. Similarly, INVWS and LPR have also had a significant influence on the dependent variable. The error correction term in both models was negative and had the right sign; being an indication that deviations from long-run equilibrium were corrected at the speed of 51% and 49% for CLPI and INDVA, respectively.

Relatively, close to Brazil, South Africa seemed to have made most of the freshwater withdrawals for agricultural use compared to other economies. We observed an impressive transition from a significant negative influence of FWWA on CLPI in the short run to a significant positive impact in the long run—1% change in FWWA led to about a 21% decline in the response variable in the short run. The result, however, changed in the long run where a change in the explanatory variable brought about a 13% increase in CLPI. This could be attributed to efficiency in water use, especially for irrigation, and where IRGL was found to have exerted a strong positive influence on CLPI both in the long and short run. Notably, South Africa ranked third behind India and China in the volume of water allocation for agriculture with more than 2% higher than the BRICS annual average of 61.27% but yet outperformed the two economies. Estimation of the industrial production function in Table 2 indicated that FWWI and INVWS were positively and significantly associated with industrial outputs in South Africa. Conversely, LPR had a long-run significant negative influence on industrial outputs. From the short-run dynamic estimations in Tables 1
and 2, convergence towards long-run equilibrium was 62% and 54% for CLPI and INDVA, respectively.

In addition to the country-specific results, a panel analysis of the BRICS economies (as a unit) in Tables 1 and 2, showed that FWWA had a positive but insignificant influence on crop and livestock production index—1% change in FWWA led to 9% increase in CLPI. Moreover, FERT, INVWS and IRGL were positively and significantly associated with CLPI. The industrial function coefficient in Table 2 revealed that FWWI and INVWS exerted a positive and significant effect on INDVA whereas LPR had a significant negative effect on INDVA. Table 3 presents a resampled coefficient estimation of the panel series based on the Bootstrap approach. Based on 10,000 resamples estimation, the results for the two functions did not differ in magnitude and direction but varied in the values of their parameter estimates. The variance inflation factor (VIF) in Table 4 explains how much of the variance of a coefficient estimate of the explanatory variables have been inflated due to collinearity with the other predictors. VIFs above 10 suggest evidence of multicollinearity. From the results, the series have VIF’s values less than 10 thus indicating that our predictors do not have multicollinearity problems.

| Variable | Equation 6 | Variable | Equation 7 |
|----------|------------|----------|------------|
| FWWA     | 0.081      | FWWA     | 0.088      |
|          | − 5.454    |          | − 6.173    |
|          | [0.001]*   |          | [0.001]*   |
| FERT     | 0.123      | INVWS    | 1.594      |
|          | − 3.755    |          | − 7.015    |
|          | [0.001]*   |          | [0.001]**  |
| INVWS    | 0.354      | LPR      | − 0.532    |
|          | − 4.211    |          | − 19.54    |
|          | [0.001]*   |          | [0.001]*   |
| IRGL     | 0.037      | Intercept| 26.085     |
|          | − 5.115    |          | − 19.99    |
|          | [0.00]*    |          | [0.001]*   |
| Intercept| 56.368     |          | 0.063      |
|          | − 5.685    |          | − 4.955    |
|          | [0.001]*   |          | [0.001]*   |
| $R^2 = 0.348$ | $R^2 = 0.517$ |
| Adj. $R^2 = 0.325$ | Adj. $R^2 = 0.506$ |
| Prob. (F-stat) = 0.001 | Prob. (F-stat) = 0.001 |
| DW Stat = 1.674 | DW Stat = 1.814 |
| AIC = 6.959 | AIC = 6.289 |

For each country, the values in the upper lines are coefficients of the response variable. Values in parentheses, (), are t-statistic and values in square brackets, [], are p values. Shaded italic columns are for short-run estimates and plain columns are for long-run estimates.

*Significant at 1%

**Significant at 5%
To find the causal relationship among our response variables and the regressors, the study utilizes Dumitrescu–Hurlin (DH) panel causality test. Unlike the traditional pairwise (stack) Granger causality test, the DH panel causality procedure is the latest version of the Granger causality test for panel data which accounts for heterogeneity among cross sections. Moreover, this approach consists of two different statistics namely, Wbar-statistics and Zbar-statistics. Wbar-statistics takes average statistics of the test, whereas Zbar-statistics indicates a standard normal distribution.

The regression model does not estimate causal relationships among underlying variables. Essentially, our panel regression estimates observe the heterogeneity among the cross sections and provided us with the direction and magnitude of the impact of the explanatory variables on the response variables. However, the estimates create a missing link relevant for policy by not analysing the causal association among the variables of interest. This is essential because causality analysis provides direction about the relationship which helps in policy direction. For this purpose, we use the DH causality approach robust to the issue of cross-sectional dependence in the data. The result of DH causality analysis is presented in Table 5. From the first panel, the results reveal that a bidirectional causal relationship exists between freshwater withdrawals for agricultural use (FWWA) and crop and livestock index (CLPI), and between FWWA and fertilizer consumption (FERT). This entails that past information in FWWA is critical in forecasting CLPI and FERT and vice versa. The key findings suggest that FWWA is not the only factor influencing CLPI but FERT.

In the second panel, we find that there is bidirectional causality between freshwater withdrawals for industrial use (FWWI) and industrial value-added (INDVA). In other words, FWWI is a major determinant of INDVA, and past information in FWWI is significant in forecasting INDVA with a possible feedback effect. Moreover, we find a unidirectional causal relationship between INDVA and labour force productivity rate (LPR) and FWWI, with causality running from LPR to INDVA without a feedback effect. This entails that past information on LPR is a key factor in forecasting INDVA, but not vice versa.

### 4.2 Diagnostic tests

We presented the results of coefficient diagnostic tests for Eqs. (6) and (7) in Tables 6 and 7. Results in Table 6 revealed that crop and livestock production index has a long-run relationship with the independent variables. It can be observed that the F-statistic for each
of the economies is greater than critical values both in the upper and lower bounds at a 5% level of significance. This is indicative that the dependent variable and the regressors move together in the long run. However, Table 6 shows that industrial value-added had a long-run association with the determinants particularly in Russia, China and South Africa. There is no strong evidence supporting the existence of a long-run association between the variables in the case of Brazil and India.

In addition to ascertaining the country-specific long-run relationships, we presented in Table 8 the result of panel cointegrating relationships among our variables of interest. The Pedroni panel cointegration test estimated the joint long-run association for the BRICS economies as a unit. The results provide evidence of a long-run relationship between FWWA and CLPI. This is an indication that the two variables move together in the long run. However, such co-movement was not established between FWWI and INDVA in the BRICS economies. The null hypothesis of no cointegration cannot be rejected for all the test-statistics, both panel (within-dimension) and group (between-dimension). The significance of this finding is that freshwater withdrawals for agriculture does not only strongly

### Table 5

| Source | Pairwise Dumitrescu–Hurlin (DH) panel causality. Source: Authors’, 2020 |
|--------|-----------------------------------------------------------------------|
| Null hypothesis | W-Stat | Zbar-Stat | Prob | Decision |
| **Freshwater withdrawals for agriculture vs crop and livestock index** | | | |
| FWWA does not homogeneously cause CLPI | 25.177 | 19.234* | 0.001 | Reject the null |
| CLPI does not homogeneously cause FWWA | 6.456 | 2.267* | 0.001 | Reject the null |
| FERT does not homogeneously cause CLPI | 443.251 | 501.227* | 0.001 | Reject the null |
| CLPI does not homogeneously cause FERT | 11.356 | 6.254* | 0.001 | Reject the null |
| INVW does not homogeneously cause CLPI | 4.276 | 1.234 | 0.357 | Do not reject the null |
| CLPI does not homogeneously cause INVW | 1.646 | − 0.747 | 0.745 | Do not reject the null |
| IRGL does not homogeneously cause CLPI | 2.357 | 0.355 | 0.746 | Do not reject the null |
| CLPI does not homogeneously cause IRGL | 1.750 | − 0.446 | 0.499 | Do not reject the null |
| **Freshwater withdrawals for industrial use vs industrial value-added** | | | |
| FWWI does not homogeneously cause INDVA | 5.635 | 2.985** | 0.198 | Reject the null |
| INDVA does not homogeneously cause FWWI | 5.901 | 2.165** | 0.104 | Reject the null |
| LPR does not homogeneously cause INDVA | 6.894 | 2.674** | 0.001 | Reject the null |
| INDVA does not homogeneously cause LPR | 7.375 | 2.865 | 0.312 | Do not reject the null |
| INVW does not homogeneously cause INDVA | 1.750 | − 0.278 | 0.336 | Do not reject the null |
| INDVA does not homogeneously cause INVW | 2.468 | 0.428 | 0.800 | Do not reject the null |

Level of significance at *1% and **5%, respectively

### Table 6

| Source | ARDL bounds test: Eq. (6), Null hypothesis: No long-run relationships exist. Source: Authors’, 2020 |
|--------|-----------------------------------------------------------------------|
| Country | Sample | F-statistic | I0 Bound (at 5%) | I1 Bound (at 5%) |
| Brazil | 1997 2017 | 6.478 | 3.250 | 4.380 |
| Russia | 1995 2017 | 19.348 | 3.250 | 4.850 |
| India | 1981 2017 | 7.365 | 3.250 | 4.380 |
| China | 1981 2017 | 15.347 | 3.250 | 4.380 |
| South Africa | 1991 2017 | 5.375 | 3.250 | 4.380 |
### Table 7  Pedroni panel cointegration test result. *Source: Authors’, 2020. Level of significance at *1%*

| Variable of Interest | Panel (within-dimension) | Group (between-dimension) |
|----------------------|--------------------------|---------------------------|
|                      | v-Statistic | rho-Statistic | PP-Statistic | ADF-Statistic | rho-Statistic | PP-Statistic | ADF-Statistic |
| FWWA & CLPI Statistic| −1.652      | −3.067        | −1.934       | −3.091        | −0.752       | −0.001*     | −2.542 |
| P value              | 0.951       | 0.001*        | 0.001*       | 0.001*        | 0.226        | 0.001*      | 0.006* |
| FWWI & INDVA Statistic| 0.035      | 0.459         | 0.264        | 1.870         | 1.088        | 0.130       | 2.050 |
| P value              | 0.486       | 0.677         | 0.969        | 0.980         | 0.862        | 0.552       | 0.980 |
influence agricultural production but is fundamental to driving the sector in the long term. This outcome is confirmed for all the BRICS countries as reported in Table 6. However, while it appears that freshwater withdrawal for industrial use is a factor that influences industrial outputs, it is not clear if freshwater withdrawal is central to driving the sector in the long run. This again raises questions about freshwater management and use efficiency especially as it affects the industrial sector. This same concern is strongly observed in the case of Brazil and India where a cointegrating relationship could not be established between FWWI and INDVA.

The results of the correlation analysis are presented in Table 9, where FWWA, INVW and FERT and IRGL are positively correlated with CLPI. While INVWS is a significant positive correlation with FWWA, FERT is significantly but negatively correlated with FWWA. The second panel reveals that FWWI and LPR have a positive correlation with INDVA, whereas INVWS is negatively correlated with INDVA.

Tables 10 and 11 present the results of residual diagnostic tests namely, serial correlation test, heteroscedasticity test and the Ramsey RESET test for Eqs. (6) and (7), respectively. Results of these tests were decided at a 5% probability value. Results in both models suggested that we cannot reject the null hypothesis that there is no autocorrelation in our model estimations. This confirmed the Durbin Watson (DW) stats in Tables 1 and 2 where the statistical values were approximately 2 and indicate that our model has no autocorrelation problems. Similarly, we cannot reject the null hypothesis of homoscedasticity (or constant variance) and heteroscedasticity cannot, therefore, be assumed. The Ramsey

| Country    | Sample   | F-statistic | I0 Bound (at 5%) | I1 Bound (at 5%) |
|------------|----------|-------------|------------------|------------------|
| Brazil     | 1997 2017 | 3.375       | 3.250            | 4.380            |
| Russia     | 1995 2017 | 7.746       | 3.250            | 4.380            |
| India      | 1981 2017 | 3.775       | 3.250            | 4.380            |
| China      | 1981 2017 | 5.745       | 3.250            | 4.380            |
| South Africa | 1991 2017 | 6.385       | 3.250            | 4.380            |

Table 9 Correlations analysis. Source: Authors’, 2020

| Model 1 | CLPI | FWWA | INVW | WPRTY |
|---------|------|------|------|-------|
| CLPI    |     | 1    |      |       |
| FWWA    | 0.402[1.775] | 1 |      |       |
| INVWS   | 0.347[1.441] | 0.428[2.413]** | 1 |       |
| FERT    | 0.225[1.001] | −0.281[−4.675]* | −0.230[−1.332] | 1 |
| IRGL    | 0.254[1.001] | −0.359[−6.047]* | −0.286[−1.514] | 1 |

| Model 2 | INDVA | FWWI | INVW | WPRTY |
|---------|-------|------|------|-------|
| INDVA   | 1     |      |      |       |
| FWWI    | 0.125[1.886] | 1 |      |       |
| INVWS   | −0.337[−1.225] | −0.218[−1.107] | 1 |       |
| LPR     | 0.234[2.514]* | −0.204[−1.048] | −0.361[−1.553] | 1 |

Level of significance at *1% and **5%, respectively. [t]-statistic
Regression Equation Specification Error Test (RESET) results in both models indicate that the null hypothesis which states that the functional forms are correctly specified cannot be rejected. This is an indication that our models were correctly specified. Stability diagnostics were also conducted for the respective time series dynamic estimations for each of our sample economies. We specifically conducted the recursive estimations based on the cumulative sum (CUSUM) test which strongly confirmed the stability of our coefficients (see Fig. 2).

5 Policy and managerial implications

Our findings show implications on the amount of freshwater withdrawn from both groundwater and surface water by human activities. A very significant amount of usable freshwater supplies are acknowledged to be limited to a certain degree, and most countries, with special reference to the BRICS economies, are already approaching or may have reached a water-stressed state. Where freshwater demand exceeds supply, a conflict between withdrawal needs and ecological interests may arise. More so, freshwater extraction or withdrawal occurring faster than its natural rate of recharge could result in the loss of capacity to meet both present and future needs. From our analyses, this possibility was observed to be less severe for the agricultural sector but portends dire trends for the industrial sector.

Practically, there is strong evidence that freshwater withdrawals for agriculture exert a positive influence on agricultural production with further confirmation that both are positively correlated and have a long-run relationship. From the foregoing, we cannot ignore the empirical findings and the attendant suggestions, particularly on the analysis of past information on freshwater withdrawals for agriculture, as a vital policy consideration when forecasting for an increase in crop and livestock productions. Likewise, in policy measures designed to improve...
the efficiency of withdrawals for agriculture, past information on crop and livestock productions should be taken into account. In the same vein, practical and policy implications of the above findings seem to apply to industrial value-added vis-à-vis freshwater withdrawals for industrial use, especially where it is evident that the latter is an important factor that positively influences the former. More importantly, when it is further substantiated by the positive correlation between the two variables as well as the two-way causality strongly established.

Fig. 2 Recursive (stability) estimation results based on the CUSUM diagnostic tests
Furthermore, our results highlighted the importance of private sector participation in investment in water and sanitation projects. Although the indicator has a significant impact on both agricultural and industrial outputs. There are indications that it has to be further strengthened with more relevance for industrial output where the correlation is negative and appears not to have had much influence compared to the agricultural sector. Thus, private participation is critical in supplementing ground and surface water for industrial production. Generally, our findings imply that agricultural and industrial sectors are the largest users of freshwater and major drivers of economic growth and, by extension, poverty reduction and employment generation not only in the BRICS countries but globally.

In line with the findings, we argue that a starting point for improved water use efficiency in industry and agriculture is an understanding of current and predicted future surface water as well as groundwater supply and demand. Hence, a systematic and transparent approach is imperative in order to reliably establish a water balance in a region and, possibly, manage the linkage between agricultural and industrial water demands and supply at any given point in the production cycle. Such assessment can then bring to the fore the justification and the need for further investment in sustainable measures to augment water resource supply (which may include water reuse or recycling) and the application of economic instruments as well as other measures to influence water demand (HLPW, 2017). Finally, in line with the position of Grovermann et al. (2019), we suggest that efficient...
water management should go hand-in-hand with eco-efficiency as well as agricultural and industrial innovation systems if the water challenges are to be mitigated and water resource outcomes significantly improved.

6 Conclusion

Globally, freshwater plays a major role in fostering economic growth and development by sustaining adequate food supply and industrial outputs. Hence, the economic prosperity of world economies largely depends on adequate freshwater supply and its efficient use. As human populations and economies grow, global freshwater demand also continues to increase rapidly. In most parts of the world, the demand for water for diverse uses exceeds supply thereby giving a sign of a global water crisis which may threaten the growth and productivity of critical sectors that rely on water. The pending crisis may not necessarily be as a result of water shortage but due to mismanagement of water resources—whereas there is the possibility that, with good management, the symptoms of water scarcity can be properly treated, it is also possible that, with bad management, water problems in areas of no water scarcity might be created (Molden et al., 2007) and consequently undermine economic prosperity and productive environment. Against this backdrop, we analysed the effect of freshwater withdrawals and management on agricultural and industrial sectors productivity in the emerging market economies in the BRICS countries. Our findings revealed relative effects (both in direction and magnitude) of water withdrawals across the sample economies.

Looking at agricultural productivity, on one hand, as related with crop and livestock production index (CLPI), our result suggested that Brazil had better water use efficiency with annual withdrawals contributing positively and significantly to CLPI both in the short and long run; even though Brazil trailed behind India, China and South Africa in average annual freshwater allocation for Agriculture. In contrast, annual withdrawals for agriculture are considered to be least efficient in Russia, followed by China and India. For these economies, annual freshwater withdrawals are found to be negatively associated with CLPI in the long run—the observed negative influence is significant for Russia and China but insignificant for India. The result revealed a significant long-run positive effect in the case of South Africa. Moreover, the perceived inefficiency in the Russian context may be contested (or may not be concluded from the parameter estimate) because its water allocation for agriculture is lowest among the BRICS and more than three times less than the annual BRICS average. And with India having far greater allocation agricultural production and more than 150% of the BRICS annual average, the outcome does not reflect or justify such huge water allocation, hence, may be attributed to inefficiency. Besides the country-specific perspective, our panel estimation revealed that freshwater withdrawals are positively but not significantly related to agricultural sector productivity in the BRICS economies.

On the other hand, industrial production, by estimates, functions to produce an interesting result where efficiency is arguably, the core of performance. For instance, based on our analysis, freshwater withdrawals have significantly impacted positively and added value to industrial production in South Africa. But, considering freshwater as a factor input, only 9.24% was allocated for industrial use which is more than twice less than the BRICS average. Similarly, Water withdrawals were significantly and positively related to industrial sector productivity in China, both in the short and long run. Russia also had an impressive outcome even though the positive influence recorded was not significant but only 1% difference compared to the extent of impact recorded in China in the long run. Although Russia saw a positive influence
on the response variable, the fact that its water allocation was thrice more than that of China, six times more than that of South Africa and about twice greater than the BRICS average. This raises the question of efficiency where economies with lower water allocation appear to do better. Furthermore, Brazil and India seem to be the least efficient in performance as withdrawals impact negatively (and significantly for Brazil) on industrial sector output.

The opposing results for Brazil based on the two estimated production functions appear to suggest that Brazil sacrificed the industrial sector (in water allocation and priority) for agricultural production, probably, for a better comparative advantage. A joint analysis of the BRICS economies under a panel set-up, however, showed that freshwater withdrawals exerted a significant and positive influence on industrial output during the sample period. We can conclude from the joint evaluations of our models that freshwater withdrawals were positively related to an increase in crop and livestock production index and industrial value-added in the BRICS economies. However, the magnitude of the impacts was significant for the industrial sector compared to the agricultural sector. Moreover, investments and private participation in water and sanitation projects impacted significantly and positively to productivity in both sectors.

**Appendix 1: Unit root test for Brazil**

| Variable | ADF | PP |
|----------|-----|----|
|          | Levels: I(0) | First differencing: I(1) | Levels: I(0) | First differencing: I(1) |
| CLPI     | − 5.535*** | − 1.470 | − 5.454*** | − 1.415 |
| INDV     | 10.286*** | − 1.820 | 10.112*** | − 1.622 |
| FWWA     | − 0.931 | − 15.255*** | − 0.903 | − 15.154*** |
| FWWI     | − 1.880 | − 13.124*** | − 1.825 | − 13.071*** |
| FERT     | − 14.544*** | − 1.703 | − 14.372*** | − 1.620 |
| INVWS    | − 0.330 | − 12.950*** | − 2.268 | − 16.140*** |
| IRGL     | − 15.030*** | − 1.755 | − 14.921*** | − 1.673 |
| LPR      | − 1.510 | − 15.172*** | − 1.448 | − 14.301*** |

**Appendix 2: Unit root test for Russia**

| Variable | ADF | PP |
|----------|-----|----|
|          | Levels: I(0) | First differencing: I(1) | Levels: I(0) | First differencing: I(1) |
| CLPI     | − 7.053*** | − 1.611 | − 7.132*** | − 1.483 |
| INDV     | 6.110*** | − 1.384 | 6.183*** | − 1.222 |
| FWWA     | − 1.773 | − 12.192*** | − 1.641 | − 12.071*** |
### Appendix 3: Unit root test for India

| Variable | ADF | PP |
|----------|-----|----|
|          | Levels: I(0) | First differencing: I(1) | t-stat | t-stat |
| FWWI     | −1.531 | −10.815*** | −1.487 | −10.885*** |
| FERT     | −11.242*** | −1.453 | −11.130*** | −1.301 |
| INVWS    | −1.123 | −9.225*** | −1.021 | −9.143*** |
| IRGL     | −13.653*** | −1.571 | −13.104*** | −1.241 |
| LPR      | −1.835 | −11.134*** | −1.661 | −11.043*** |

### Appendix 4: Unit root test for China

| Variable | ADF | PP |
|----------|-----|----|
|          | Levels: I(0) | First differencing: I(1) | t-stat | t-stat |
| CLPI     | −13.225*** | −1.463 | −13.042*** | −1.375 |
| INDV     | 9.511*** | −1.861 | 9.425*** | −1.691 |
| FWWA     | −1.634 | −7.341*** | −1.552 | −7.123*** |
| FWWI     | −1.774 | −12.455*** | −1.624 | −12.361*** |
| FERT     | −15.142*** | −1.822 | −15.013*** | −1.752 |
| INVWS    | −1.435 | −11.664*** | −1.313 | −11.512*** |
| IRGL     | −8.091*** | −1.235 | −8.165*** | −1.115 |
| LPR      | −1.723 | −10.441*** | −1.523 | −10.231*** |
Appendix 5: Unit root test for South Africa

| Variable | ADF | PP |
|----------|-----|----|
|          | Levels: I(0) | First differencing: I(1) | Levels: I(0) | First differencing: I(1) |
| CLPI     | − 7.331*** | − 1.143 | − 7.712*** | − 1.184 |
| INDV     | 10.353*** | − 1.612 | 10.273*** | − 1.541 |
| FWWA     | − 1.741 | − 10.225*** | − 1.532 | − 10.883*** |
| FWWI     | − 1.215 | − 8.425*** | − 1.365 | − 8.755*** |
| FERT     | − 15.351*** | − 1.641 | − 15.112*** | − 1.462 |
| INVWS    | − 1.630 | − 9.553*** | − 1.781 | − 10.091*** |
| IRGL     | − 11.274*** | − 1.773 | − 11.353*** | − 1.846 |
| LPR      | − 1.141 | − 5.345*** | − 1.195 | − 5.522*** |

Appendix 6: Panel unit root test for the BRICS countries

| Variable | Methods & statistic | Order of integration |
|----------|---------------------|----------------------|
|          | aLevin, Lin & Chu t | bBreitung t-stat | bIm, Pesaran and Shin W-stat | bADF—Fisher Chi-square | bPP—Fisher Chi-square |
| CLPI     | − 4.488*** | − 2.987*** | − 4.865*** | 142.654*** | 255.654*** | I(0) |
| INDV     | − 1.787 | − 3.785*** | − 3.654*** | 111.763*** | 279.960*** | I(0) |
| FWWA     | − 6.567*** | − 7.544*** | − 11.544*** | 239.364*** | 794.481*** | I(0) |
| FWWI     | − 8.765*** | − 1.223 | − 1.547 | 72.556*** | 114.432*** | I(0) |
| FERT     | − 3.840*** | − 0.592 | − 2.654** | 76.554* | 88.764*** | I(0) |
| INVWS    | − 9.675*** | − 5.875*** | − 11.601*** | 861.221*** | 11.7654*** | I(0) |
| IRGL     | − 1.888** | − 3.992*** | − 2.654** | 91.544** | 117.487*** | I(0) |
| LPR      | − 7.674*** | − 5.841*** | − 8.905*** | 225.418*** | 613.702*** | I(0) |

Source: Author’s Computation

aNull: Unit root (assumes common unit root process)
bNull: Unit root (assumes individual unit root process)
*Significant at 10%
**Significant at 5% and 10%
***Significant at 1%, 5% and 10%
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