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Abstract

We propose a dynamic edge exchangeable network model that can capture sparse connections observed in real temporal networks, in contrast to existing models which are dense. The model achieved superior link prediction accuracy on multiple data sets when compared to a dynamic variant of the blockmodel, and is able to extract interpretable time-varying community structures from the data. In addition to sparsity, the model accounts for the effect of social influence on vertices’ future behaviours. Compared to the dynamic blockmodels, our model has a smaller latent space. The compact latent space requires a smaller number of parameters to be estimated in variational inference and results in a computationally friendly inference algorithm.

1.1 Sparsity

The connections observed among the vertices in real-world networks are typically sparse, with only a small number of observed edges compared to all possible pairs of vertices [4,13]. Using a social network with thousands of members as an intuitive example, most, if not all members of the social network are connected to tens or hundreds of other members in the network, instead of thousands of other members. Therefore, the total number of connections in the social network is an order of magnitude smaller than the number of all possible pairs of members. Sparsity is an essential condition to maintain certain structural properties observed in real networks, such as the ‘small world phenomena’ and the power-law degree distributions, as these properties can only occur in sparse networks [27]. Formally, a network $G = (V,E)$ with $|E|$ edges and $|V|$ vertices is sparse if $|E| = o(|V|^2)$ (i.e., $|E|$ is asymptotically upper bounded by $c \cdot |V|^2$ for $c > 0$).

In the context of temporal networks $\{G^{(t)}\}_{t=1}^T$, each of the observed networks $G^{(t)}$ may be sparse. We argue that in some cases, $G^{(t)}$ is sparser than static networks that are aggregates of temporal networks. Therefore, it is important that temporal network models are able to capture the sparse property of real observations. However, as we discuss in Section 4, most existing
dynamic network models do not allow for sparse connections because of their underlying exchangeability assumption.

1.2 Community Structure

In many networks, the connections between vertices can be clustered into different categories, with overlapping subsets of vertices dominating each of the categories. In a social network, for example, edges can represent relationships between colleagues, college friends, family members and other types of social relationships. Within each type of relationship, a subset of vertices are over-represented compared to the others. Some vertices may also dominate multiple types of relationships. Vertices that participate in multiple types of connections are referred to as having mixed-memberships in the stochastic blockmodel literature. [3]. In temporal networks, the number of edges belonging to each category can fluctuate through time and the dominating vertices of each category can also evolve [32, 35, 18]. The types of edges are not annotated in many network data sets, but can be inferred through statistical analysis. While dynamic variants of the mixed-membership stochastic blockmodel can model the mixed-membership community structure, they cannot account for sparse connections by construction [27]. As a consequence, these models do not allow for the presence of hubs and power-law degree distributions.

1.3 Social Influence

The presence of an edge connecting two vertices at time \( t \) implies that the two vertices had interacted in some ways during the period. The interaction may influence the states of both vertices at the subsequent time point, causing the two vertices to interact with the world similarly in the future. The two vertices may also interact with many other vertices at \( t \), causing their respective future states to reflect their own historical states and the social influence from their respective neighbours at \( t \) to various degrees. The causal nature of time allows us to draw potential causal links from the observed connections of vertices at \( t \) to their future states, and perform inference on future connections between vertices [9, 13, 24]. The effect of social influence plays an important role in the evolution of temporal networks, and should be taken into account in building temporal network models [17].

2 Dynamic Edge Exchangeable Network Model

We propose a dynamic model for sparse temporal networks \( \{G(t)\}_{t=1}^{T} \) that is built upon the edge exchangeable framework proposed in [10, 12]. By enforcing the edge exchangeable assumption to the marginal distribution at each time point \( t \), the model allows \( G(t) \) to be sparse. In contrast, the existing dynamic models guarantee that \( G(t) \) is either empty or dense (see Section 4). The edge exchangeable marginals for different time points are coupled by latent Gaussian Markov chains to model the social influence effects and evolution of the temporal networks. Additionally, we introduce a Poisson vertex birth mechanism to allow new vertices to join the networks at different times. In the following sub-sections, we first discuss the generative process for individual \( G(t) \) and introduce the Markov dynamics that couple together the temporal sequence of networks. We then present a variational inference algorithm and discuss its computational complexity in Section 6.

2.1 Edge Exchangeable Sparse Networks

The edge exchangeable assumption applied to each of the networks \( G(t) \) in the temporal sequence \( \{G(t)\}_{t=1}^{T} \) dictates that the edges in the set \( E(t) = \{e_1^{(t)}, ..., e_N^{(t)}\} \) are exchangeable and the probability distribution of \( G(t) \) is invariant to the order of the edges in \( E(t) \). Therefore, \( e_1^{(t)}, ..., e_N^{(t)} \) are i.i.d. samples of an edge distribution \( P_t(e) \). Following our notations from Section 1, an undirected edge \( e_i^{(t)} \) is a tuple of two unordered participating vertices \( (v_i^{(t)}, v_j^{(t)}) \). As a result, \( P_t(e = (v_i^{(t)}, v_j^{(t)})) \) can be factorized into a product of identical vertex distributions \( P_t(v_i^{(t)})P_t(v_j^{(t)}) \). We present some simulation results in Section 4 to demonstrate that our edge exchangeable network construction can model sparsity. We refer the readers to [21] for a detailed general review of edge exchangeable networks.

2.2 Community Structure Mixture Model

To incorporate community structure, we adopted the edge clustering approach proposed for non-parametric static network model in [33] to our model. We assume that the observed edges \( E(t) \) are samples of a mixture of \( M \) edge distributions in Equation 1 (corresponding to \( M \) communities) where the per-edge latent mixture component indicators \( c_i^{(t)} \in \{1, ..., M\} \) describe the types of connection that the edges belong to. We suppress the parameters in Equation 1 for compact presentation.

\[
P_t(e = (v_i^{(t)}, v_j^{(t)})) = \sum_{m=1}^{M} [P_t(c_i^{(t)} = m)]
\]

\[
P_t(v_i^{(t)} | c_i^{(t)} = m)P_t(v_j^{(t)} | c_i^{(t)} = m)]
\]

For undirected networks, \( P_t(v_i^{(t)} | c_i^{(t)}) \) and \( P_t(v_j^{(t)} | c_i^{(t)}) \) are identical vertex distributions which we collec-
We endow each vertex with a latent state vector of the following form. Let \( h_{v}^{(t)} \) denote the latent state of vertex \( v \) at time \( t \). We construct the following latent Gaussian Markov chain for the parameters of the logistic normal distribution. The latent state vectors of the vertices at time \( t \) are parameterized by the mean vector \( \mu \) and the lower-triangular matrix \( B \), which are the parameters of the Markov chain.

The relative sizes of the communities may grow and shrink over time and exhibit temporal dependency, as sudden large changes to the community sizes are rare. We construct the following latent Gaussian Markov chain for the parameters of the logistic normal distribution to capture the temporal dependency.

\[
P(v|c_{i}^{(t)} = m) \propto e^{k^{(t)}}
\]

\[
P(k^{(1:T)}) = \mathcal{N}(k^{(1)}; \mu_{k}, B_{k}B_{k}^{\top})
\]

\[
\prod_{t=2}^{T} \mathcal{N}(k^{(t)}; A_{k}k^{(t-1)}, B_{k}B_{k}^{\top})
\]

\[
\mu_{k} \in \mathbb{R}^{M \times 1}, \quad A_{k} \in \mathbb{R}^{M \times M}
\]

\[
B_{k} \in \mathbb{R}^{M \times M}
\]

From the model and ignored in the next time step.

\[
p(h_{v}^{(t+1)}|G^{(t)}, \{h_{i}^{(t)}|i \in V^{(t)}\})
\]

\[
= \mathcal{N}(h_{v}^{(t+1)}; f(v, G^{(t)}, \{h_{i}^{(t)}|i \in V^{(t)}\}), BB^{\top})
\]

To model the varying degrees of social influence on the evolution of temporal networks, we use the conditional Gaussian in Equation 6 as the Attention Augmented State-space model parameterized as a \( M \)-dimensional vector function \( f_{v,t} = f(v, G^{(t)}, \{h_{i}^{(t)}|i \in V^{(t)}\}) \) defined in Equation 7.

\[
f_{v,t} = w_{v,i}^{(t)}h_{i}^{(t)} + \sum_{i \in \text{ne}(v,t)} w_{v,i}^{(t)}h_{i}^{(t)}
\]

where \( \text{ne}(v,t) \) is the set of neighbour vertices that vertex \( v \) formed an edge with in \( G^{(t)} \). Equation 7 is a weighted average of \( h_{i}^{(t)} \) and the previous latent state vectors of vertex \( v \)'s neighbours at \( t \). The non-negative weights \( w_{v,i}^{(t)} \) is a dot-product based similarity measure between vertex \( v \) and \( i \) defined as

\[
w_{v,i}^{(t)} = \frac{e^{h_{v}^{(t)} : h_{i}^{(t)}}}{e^{h_{v}^{(t)} : h_{i}^{(t)}} + \sum_{j \in \text{ne}(v,t)} e^{h_{v}^{(t)} : h_{j}^{(t)}}}
\]

Intuitively, the neighbours of the vertex \( v \) at \( t \) pull the latent state of \( v \) towards themselves at different degrees after they interacted at \( t \). The neighbours that are more similar to vertex \( v \) in the state-space have higher influence on its future latent state. If the vertex \( v \) did not interact with any vertex, then \( f_{v,t} = h_{v}^{(t)} \) and Equation 7 is simply a random walk.

The weighted average parameterization of the conditional mean in Equation 7 is similar to the local context-based soft attention mechanism proposed in [25] for NLP neural networks in two ways. Firstly, it assigns higher weights to vertices that are more similar in the latent space. Similarly, the attention mechanism in [25] assigns higher weights to words that are similar in context. Secondly, Equation 7 avoids the computationally expensive operation of summing over all existing vertices by looking only at the neighbours of vertex \( v \) at the previous time step. It is ‘local’ in the sense that it only sums over vertex \( v \)'s immediate neighbours. The attention mechanism in [25] is ‘local’ in the sense that the attention mechanism only consider other words that surround the target word in a sentence instead of the whole corpus, leading to saving in computational costs. We refer to the state-space parameterized by Equation 7 as the Attention Augmented State-space (ATTAS). To the best of our knowledge, we are the first to propose an attention mechanism in probabilistic model for network data. We compare ATTAS to a simple random walk (RW) state-space as well as other models in the prediction experiments.
2.4 Poisson Birth Mechanism

The number of new vertices $L^{(t)}$ at time $t$ is uncertain prior to observing $G^{(t)}$. We seek to account for the uncertainty with a Poisson prior distribution with log-rate parameter $\lambda^{(t)}$

$$P(L^{(t)}|\lambda^{(t)}) = \text{Poisson}(e^{\lambda^{(t)}}).$$

We observed in many temporal networks that $L^{(1)}$ is typically large because no vertex existed in the networks prior to $t = 1$. The subsequent $L^{(t)}$ typically become smaller. Therefore, we propose to capture the temporal dynamics of $L^{(t)}$ with an auto-regressive Markov chain prior on the parameter sequence $\lambda^{(1:T)}$

$$p(\lambda^{(1:T)}) = \mathcal{N}(\lambda^{(1)}; \mu_{\lambda}; \sigma_{\lambda}^2)$$

$$\prod_{t=2}^T \mathcal{N}(\lambda^{(t)}; a_{\lambda}\lambda^{(t-1)}, \sigma_{\lambda}^2).$$

In the scenario when $0 < a_{\lambda} < 1$, the long-run expectation of $L^{(t)}$ is 1 despite the larger initial expectation of $e^{\mu_{\lambda}}$. As previously described, the $L^{(t)}$ potential new vertices are assigned a latent state vector sampled from Equation 5 and are discarded from the model if they do not participate in $G^{(t)}$.

2.5 Model Summary

We provide a generative summary of the dynamic edge-exchangeable network model described in the previous sub-sections, and depict the generative process for a sequence of $T = 3$ temporal networks with 2 communities in Figure 1. We assume that the number of edges sampled at each time point $N^{(1:T)}$ are directly specified. However, they can also be modeled with Poisson distributions or directly observed from the data sets in practice.

Given the number of communities $M$, $T$, $N^{(1:T)}$, and model parameters $\theta = \{\mu_{\lambda}, \sigma_{\lambda}, a_{\lambda}, \mu, \beta, \mu_k, A_k, B_k\}$, we generate the temporal networks as follow. For $t$ in $1, \ldots, T$:

1. Set $V^{(t)} = V^{(t-1)}$, $E^{(t)} = \emptyset$ ($V^{(0)} = \emptyset$)
2. Draw $\lambda^{(t)}, L^{(t)}, k^{(t)}$ from Equation 10
3. For $i$ in $1, \ldots, L^{(t)}$, draw $h_i^{(t)}$ from Equation 3
4. For $v \in V^{(t)}$, draw $h_v^{(t)}$ from Equation 6
5. For $i$ in $1, \ldots, N_i$:
   (a) Draw $e_i^{(t)}$ from Equation 3
   (b) Draw $e_i^{(t)} = (v_i^{(t)}, v_j^{(t)})$ conditioning on $c_i^{(t)}$ from Equation 4
   (c) $E^{(t)} = \{E^{(t)}, e_i^{(t)}\}$; $V^{(t)} = V^{(t)} \cup \{v_i^{(t)}, v_j^{(t)}\}$

Figure 1: The figure shows the generative process for a sequence of 3 temporal networks with 2 communities. This figure is best understood together with the description and best viewed on a computer.

Description of Figure 1. Individual vertices in Figure 1 are represented as colored balls in the data box, with pairs of vertices forming edges that compose the networks. The yellow vertex does not participate at $t = 2$ but remains in the network because it participated at $t = 1$ while the green vertex joins at $t = 2$. The community labels of the edges are sampled from the grayscale community distributions at the top, and annotated on the sampled edges. Conditioning on the community label, two vertices are sampled from the colored mixture distributions above the box to form an edge. The vertex state vectors $h^{(t)}$ of the mixture distributions are represented as colored circles in the rectangles above the distributions, with their ATAS evolution mechanism described in Section 2.3 depicted as directed arrows through time. $h_v^{(t)}$ of new potential vertices are grouped in dotted rectangles, with those that do not immediately participate in the network discarded at every time step (e.g., black at $t = 1$). The number of new potential vertices $L^{(t)}$ is determined by Poisson distributions with log-rates $\lambda^{(t)}$ that evolve according to a Gaussian Markov chain.

3 Variational Inference

We approximate the posterior distributions of the model’s latent variables with a variational inference (VI) algorithm 7. The latent variables of interest are $L^{(1:T)}, \lambda^{(1:T)}, k^{(1:T)}$, the per-edge community type latent variables $c_i^{(t)}$ and the per-vertex latent state vectors $h_v^{(1:T)}$. $\tau_v$ is the time when vertex $v$ first joined the networks.
The time dependency of temporal networks requires that the approximating variational distributions \( q \) for \( h_{v,t}^{(T)} \), \( k^{(1:T)} \) and \( \lambda^{(1:T)} \) to preserve their time dependency. To preserve the time dependency while allowing tractable variational distributions, we utilize the structured mean-field (SMF) family of variational distributions \([29]\). The SMF family approximates \( q(h_{v,t}^{(T)}) \) for \( v \in V^{(T)} \), \( q(k^{(1:T)}) \) and \( q(\lambda^{(1:T)}) \) as Gaussian Markov chains \([8, 14, 29, 5]\), and the remaining variational distributions as fully-factorized mean-fields.

The proposed ATTAS state-space introduce non-conjugate structures to the model through the \( f_{c,t} \) function in Equation 7. Additionally, the log-normalizing constants of the multivariate logistic normal distributions in Equation 2 and Equation 3 are also non-conjugate. The two sources of non-conjugacy render the evidence lower bound (ELBO) objective function of VI analytically intractable. We take a two-pronged approach to tackle the intractable ELBO. We first linearize the log-normalizing constants using Taylor’s series approximation \([3]\). The linear approximation introduces an additional lower bound to the ELBO, but allows \( \{q(c_{i}^{(t)})\}_{i=1}^{N^{(t)}} \) to be optimized analytically through fast conjugate updates. The conjugate updates are equivalent to optimizing the variational parameters with natural gradients, and lead to faster convergence. To tackle the more complex intractable terms introduced by ATTAS, we resort to optimizing the variational parameters of \( q(h_{v,t}^{(T)}) \) with ADAM \([22]\) using unbiased Monte Carlo gradients computed with the reparameterization tricks \([23, 5]\). We alternate between performing the conjugate updates and multiple steps of the stochastic gradient updates. We find that exploiting the linear approximations and conjugate updates lead to faster and better convergence when compared to a fully Monte Carlo approach.

We learn the model parameters \( \theta \) by maximizing the same ELBO objective as VI. The model parameters updates are performed together with the stochastic gradient updates of VI.

We validated the goodness of the VI approximation using a simulated experiment to recover ground truth edge community labels \( c_{i}^{(t)} \). The VI algorithm was able to recover 96\% of the 1694 ground truth labels across 3 time steps at a normalized mutual information (NMI) score of 0.75. The details of the simulation experiment, together with the VI algorithm derivations are available in the Supplementary Material.

### 3.1 Computational Complexity

The computational bottleneck of the variational inference algorithm lies in computing the \( M \times T \) approximated expected log-normalizing constant terms and the corresponding gradients, contributed by the logistic normal distributions in Equation 3. Computing the approximated expectations requires summing over the expected exponentiated latent state vectors \( h_{v,t}^{(t)} \) for all vertices in \( V^{(T)} \). The sums are then used to update \( \{q(c_{i}^{(t)})\}_{i=1}^{N^{(t)}} \). Therefore, the computational complexity of the VI algorithm is \( \mathcal{O}(E_{TOT} M + |V^{(T)}| M T) \), where \( E_{TOT} = \sum_{t=1}^{T} N^{(t)} \), \( |V^{(T)}| \) is the total number of vertices in the temporal networks, \( M \) is the number of communities and \( T \) is the number of time points. The computational complexity of VI for the proposed model is significantly lower than the dynamic variants of mixed-membership stochastic blockmodels, which have complexity of \( \mathcal{O}(M |V^{(T)}|^2 T) \) and beyond \([33, 18]\).

### 4 Comparisons to Existing Models

We compare and contrast the proposed dynamic edge exchangeable network model to some existing probabilistic models for temporal networks, focusing on how the proposed model handles the 3 key properties discussed in Section 1 differently, and the models’ inference computational complexities.

One key property of the proposed model is its ability to model sparse connections in each networks \( G^{(t)} \) in the temporal network sequence by assuming the edges observed within each time points are exchangeable units of data. This is in contrast to the existing models that are dynamic variants of the mixed-membership stochastic blockmodel \([34, 18, 35, 36]\), latent space model \([25, 30]\) and latent feature model \([17]\). Marginally, these existing dynamic models make use of likelihood models that fall under the exchangeable random graph framework of Aldous-Hoover representation theorem \([4, 19]\). It is well known that exchangeable random graphs are either empty or dense \([27]\). Therefore, under the existing models, \( G^{(t)} \) cannot be sparse. As we discussed in Section 1, certain structural properties of real networks are unique to sparse networks only. The limitation of the existing models in capturing sparsity is an important disadvantage.

The proposed model incorporates community structure by directly clustering edges with a mixture model, and interpret the per-edge latent mixture component indicators \( c_{i}^{(t)} \) as the types of interactions between the two interacting vertices (e.g., work connections, college friends, family ties in social networks). The edge-clustering approach models the same type of community structure as the assortative mixed-membership stochastic blockmodel (aMMSB) \([16]\) despite the differences in model construction. In aMMSB, each of the vertices assumes different interaction-specific latent roles when interacting with other vertices and two vertices form
an edge with high probability only when both vertices assume the same latent roles (e.g., colleague-colleague interactions etc.). The types of interactions encoded in aMMSB correspond to the interaction-specific latent roles of both interacting vertices, and is equivalent to the edge-clustering formulation. For example, a colleague-colleague interaction is equivalent to a work connection.

The direct edge-clustering approach of our model results in a significantly smaller set of latent variables compared to an equivalent aMMSB. To model a static network \( G = (V, E) \) with \( M \) communities, the proposed edge-clustering model requires \( |E| \) latent mixture component indicator \( \{c_{ij}\}_{i=1}^{\infty} \) while aMMSB (or other types of MMSB) requires \( 2 \cdot |V|^2 \) latent role indicators. Generalizing to temporal networks \( \{G^{(t)}\}_{t=1}^T \), the proposed model requires only \( \sum_{t=1}^{T} |E^{(t)}| \) latent variables to capture the community structure compared to \( 2 \cdot T |V|^2 \) for dynamic MMSBs. The difference in the size of latent space is especially significant when the networks \( \{G^{(t)}\}_{t=1}^T \) are sparse. The compactness of our model results in fewer numbers of variational distributions to approximate in variational inference, and lead to computational gains as discussed in Section 3.1.

The Dynamic Latent Feature Propagation model proposed in [17] also accounts for the social influence of neighbours by assigning ‘social influence weights’ to the vertices. The model is restricted in that each vertex has equal influence on their neighbours. The ATTAS proposal bypassed the restriction with the attention mechanism, such that the vertices exert higher influence on their neighbours that are more similar. In addition, the ATTAS construction does not introduce any additional model parameters that need to be learned while the social influence weights of the Dynamic Latent Feature Propagation model require optimization.

5 Related Work

In addition to the work on dynamic networks mentioned previously, the ATTAS state-space proposed in Section 2 also relates to continuous-time point processes models for reciprocating relationships such as [9, 13, 24]. These models are typically applied to a fixed number of nodes and correspond to dense generative models, like MMSBs, which provide no simple control on the number of sampled interactions within any particular time window: each interaction follows directly from node-level or node-cluster-level latent features, as opposed to edge-cluster-level features. Continuous-time models have advantages and disadvantages compared to discrete-time models that are well-studied. We favour discrete-time modeling due to the inferential ease by which we can enforce a bottleneck of event counts, and the flexibility of attention models as way of parameterizing interactions using individual-level latent vectors.

There have been many advances on nonparametric sparse temporal networks [11, 10, 12, 33], with efficient Markov chain Monte Carlo algorithms. However, existing works on relating these models to dynamic modeling is limited [33]. Models based on nonparametric block models exist in the literature (e.g., [20]). It is not our goal to fill in the gap between continuous-time dynamic and nonparametric edge-clustering models. In practice, we believe that social data is too non-stationary for the elegant machinery of Hawkes processes to really be effective, and we see our contribution as a practical framework for short term predictions and historical smoothing and clustering of observed interactions over which extensions can be built.

6 Experiments

We conducted 3 experiments with the following goals.

1. Investigate sparsity under various hyper-parameter settings.
2. Benchmark the model’s link prediction powers.
3. Investigate the model’s capacity to capture community structures.

6.1 Sparse Networks Simulations

The proposed dynamic network model consists of \( T \) logistic normal edge distributions that are coupled by latent Markov chains. Each edge distribution can capture sparse connections in \( G^{(t)} \). In this experiment, we investigate the sparsity of networks simulated from a logistic normal edge distribution (i.e., \( T = 1 \) with different hyper-parameter settings, and show that the networks simulated with certain hyper-parameter settings are sparse. To focus on sparsity, we set \( M = 1 \) and ignore the community structure.

To simulate the networks, we first sample the number of latent vertices \( L \sim \text{Poisson}(10^6) \) and the vertices’ latent states \( h_i \sim N(0, \sigma^2) \) for \( i \in \{1, \ldots, L\} \). The edges are then sampled from the edge distribution \( P(e = (i, j) | \sigma) = P(v = i | \sigma)P(v = j | \sigma) \) where \( P(v = i | \sigma) = \frac{e^{h_i}}{\sum_{j=1}^{L} e^{h_j}} \). The hyper-parameter of interest is the standard deviation \( \sigma \). The standard deviation fully determines the excess kurtosis of the transformed random variable \( e^{h_i} \), which in turn governs the shape of the logistic normal \( P(v | \sigma) \). A small \( \sigma \) value corresponds to a flat \( P(v | \sigma) \) while a large \( \sigma \) corresponds to a multi-modal \( P(v | \sigma) \) because of the resulted heavy-tailed distribution for \( e^{h_i} \). With a flat \( P(v | \sigma) \), the number of vertices sampled to join the network (i.e.,
active vertices) increases quickly with respect to the number of edges sampled, whereas with a multi-modal distribution the number of active vertices increases more slowly, leading to denser networks.

The quantity of our interest is the ratio of the log number of sampled edges \( \log |E| \) to the log number of active vertices \( \log |V| \). A network is sparse if the ratio is less than 2 [10]. We simulate networks with increasingly more edges at different \( \sigma \) values, and show that the sampled networks are sparse for small \( \sigma \) in Figure 2.

![Figure 2](image)

**Figure 2:** The log-log plots show the number of sampled edges v.s. the number of active vertices of the simulated networks. The \( \sigma \) hyper-parameter is set to 4, 5, 10 (left to right), resulting in \( \log |E| / \log |V| \) ratio of approximately 1.5, 1.7, 2.4 respectively, as shown in the slopes of the colored dots. The different dot colors in each plot represent different random seed. The black solid lines have slopes equal to 2. The scales on the x and y axes are \( 10^4 \) to \( 10^5 \) and \( 10^6 \) respectively.

### 6.2 Link Predictions

We conducted 3-fold held-out link prediction experiments using 3 temporal binary network data sets, and benchmarked the proposed model (ATTAS) against the dynamic mixture of mixed-membership stochastic blockmodel (dM\(^3\)SB) [15], aMMSB with Poisson likelihood and two other baselines. We also compared the ATTAS to a variant of the proposed model that does not account for social influence, and instead model the evolution of vertex latent state vectors \( h^{(t)} \) with random walk Markov chains. This model is known as RW.

![Figure 3](image)

**Figure 3:** The sub-figures show the ROC curves of ATTAS (red), RW (green), dM\(^3\)SB (magenta), aMMSB (black) and Dirichlet-Multinomial (blue) on different folds of the data.

The results show that the proposed ATTAS and RW models outperformed the baselines in the more complex ENRON and TRADING data sets, while retaining competitive performance in the small COLLEGE data set with less pronounced structures. Most notably, the proposed models outperformed the existing dM\(^3\)SB dynamic model in all data sets, achieving better AUCs and higher sensitivities at different false positive rates (fpr) as shown in Figure 3.

While the Dirichlet-Multinomial baseline appears to have high AUC scores, it does not predict non-trivial edges well as shown by its relatively flat ROC curves in Figure 3. For example, in the second fold of the ENRON data, the slope of Dirichlet-Multinomial’s ROC curve at 0.2 False Positive Rate (x-axis, approximately where the blue and green/red curves crossed) is near zero while the slopes of ATTAS/RW ROCs are significantly higher. Overall, our models achieved higher sensitivities than Dirichlet-Multinomial at fpr \( \geq 0.2 \) (0.3 for the smallest network) as reported in the ROC curves. In tasks where predicting non-obvious edges (i.e. historically infrequent interactions) are crucial, our models
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are preferable. In addition, the predictions made by ATTAS are also interpretable because of the built-in community detection mechanism, whereas the Dirichlet-Multinomial baseline only make predictions based on the frequency of interactions between two vertices in the training data.

The results in Table 1 also show that modeling social influence is important and highly beneficial for link predictions. The ATTAS model that captures the social influence effect significantly outperformed the RW model with simple random walk state-space in the ENRON and COLLEGE data sets, while achieving essentially the same performance as RW in TRADING.

We describe the data sets used in the link prediction experiments in the following paragraphs. Detailed descriptions of the baseline models are presented in the Supplementary Material because of space constraint.

ENRON [31] 4 months of ENRON e-mail communication networks were used in the experiments. Two persons/vertices in the networks share an edge in a particular month if there is at least 1 e-mail communication between the pair in that month. There are 126 vertices in the first network, and the number of vertices increased to 138 by the end of the fourth month. We assumed the number of communities to be 3 in the predictive experiments.

TRADING [2] 4 years of the international trading networks from 1970 to 1973 were used in the experiments. Two countries/vertices in the networks share an edge in a particular year if the amount of trade between the two countries in the year is non-zero. There are 126 vertices in the network at 1970, and the number increased to 134 by the end of 1973. We assumed the number of communities to be 4 in the predictive experiments.

COLLEGE [32] This data set consists of 7 snapshots of friendship networks between university freshmen in a Dutch university. The original data set consists of pairwise friendliness scores between the freshmen surveyed, with score of -1 indicating animosity, to +3 indicating a best friend. We pre-processed the 7 snapshots such that two freshmen/vertices share an edge only if both rated each other with a positive score in the same period. There are 4 vertices in the first network, and the number increased to 31 by the end of the seventh period. We assumed the number of communities to be 3 in the predictive experiments.

6.3 Community Detection

We demonstrate that the proposed ATTAS model can infer meaningful community structure in real temporal networks by fitting the model with $M = 2$ to a sequence of 3 temporal networks created from the first 9 months of the 109th US Congress voting records [1]. The data set was divided into 3 three-month periods. Two senators share an edge within each of the periods if they casted the same votes for at least 50% of the bills voted on within the period.

Figure 4 shows the adjacency matrices of the temporal networks. The edges are colored according to their inferred types and the vertices (rows and columns) are sorted according to the senators’ party affiliations, with the black lines separating the Democrats (left/top of the black lines) from the Republicans. A single unaffiliated senator is represented in the bottom row/right-most column. Within each party, the senators are sorted according to their relative frequencies of participating in each edge type.

The homogeneous edge colors in the top-left and bottom-right quadrants of the adjacency matrices clearly show that ATTAS was able to infer meaningful community structures that reflect the reality (i.e., party affiliations). We also observed that the sizes of the inferred communities changed over time, reflecting the changing positions of senators with different views from their fellow party members (e.g., Democrats with more conservative views) and the dominance of the Republican party during the Bush administration. It is interesting to notice that the voting patterns of some senators aligned well with other senators from both parties. They are highly represented in both communities and are likely to form edges with both Republicans and Democrats, acting as hubs in the networks.

Figure 4: Adjacency matrices of US Congress with the edges colored according to the inferred community types.

7 Conclusions

We proposed an edge exchangeable model for temporal networks that can model sparsity, community structures and social influences in the networks. The proposed model is also less computationally demanding compared to many existing models. Our experiments show that the proposed model excels in link predictions and can recover meaningful community structures.
References

[1] 109th senate roll call data. http://www.voteview.com/senate109.htm Accessed: 2017-04-22.

[2] Economics web institute world trade. http://www.economicswebinstitute.org/worldtrade.htm Accessed: 2017-05-18.

[3] Edoardo M Airoldi, David M Blei, Stephen E Fienberg, and Eric P Xing. Mixed membership stochastic blockmodels. Journal of Machine Learning Research, 9(Sep):1981–2014, 2008.

[4] David J Aldous. Representations for partially exchangeable arrays of random variables. Journal of Multivariate Analysis, 11(4):581–598, 1981.

[5] Evan Archer, Il Memming Park, Lars Buesing, John Cunningham, and Liam Paninski. Black box variational inference for state space models. arXiv preprint arXiv:1511.07367, 2015.

[6] Albert-László Barabási and Márton Pósfai. Network science. Cambridge University Press, Cambridge, 2016.

[7] David M Blei, Alp Kucukelbir, and Jon D McAuliffe. Variational Inference: A Review for Statisticians. Journal of the American Statistical Association, 112(518):859–877, 2017.

[8] Zoubin Ghahramani, Michael I Jordan, and Padhraic Smyth. Factorial hidden markov models. Machine learning, 29(2-3):245–273, 1997.

[9] Anna Goldenberg, Alice X Zheng, Stephen E Fienberg, Edoardo M Airoldi, et al. A survey of statistical network models. Foundations and Trends® in Machine Learning, 2(2):129–233, 2010.

[10] Prem K Gopalan, Sean Gerrish, Michael Freedman, David M Blei, and David M Mimno. Scalable inference of overlapping communities. In Advances in Neural Information Processing Systems, pages 2249–2257, 2012.

[11] Creighton Heaukulani and Zoubin Ghahramani. Dynamic probabilistic models for latent feature propagation in social networks. In ICML (1), pages 275–283, 2013.

[12] Qirong Ho, Le Song, and Eric P. Xing. Evolving cluster mixed-membership blockmodel for time-evolving networks. In Proceedings of the Fourteenth International Conference on Artificial Intelligence and Statistics, AISTATS 2011, Fort Lauderdale, USA, April 11-13, 2011, pages 342–350, 2011.

[13] Douglas N Hoover. Relations on probability spaces and arrays of random variables. Preprint, Institute for Advanced Study, Princeton, NJ, 2, 1979.

[14] Katsuhiko Ishiguro, Tomoharu Iwata, Naonori Ueda, and Joshua B Tenenbaum. Dynamic infinite relational model for time-varying relational data analysis. In Advances in Neural Information Processing Systems, pages 919–927, 2010.

[15] Minh-Thang Luong, Hieu Pham, and Christo- pher D Manning. Effective approaches to attention-based neural machine translation. arXiv preprint arXiv:1508.04025, 2015.
[26] Yin Cheng Ng, Pawel M Chilinski, and Ricardo Silva. Scaling factorial hidden Markov models: Stochastic variational inference without messages. In Advances in Neural Information Processing Systems, pages 4044–4052, 2016.

[27] Peter Orbanz and Daniel M Roy. Bayesian models of graphs, arrays and other exchangeable random structures. IEEE transactions on pattern analysis and machine intelligence, 37(2):437–461, 2015.

[28] Purnamrita Sarkar and Andrew W Moore. Dynamic social network analysis using latent space models. In Advances in Neural Information Processing Systems, pages 1145–1152, 2006.

[29] Lawrence K Saul and Michael I Jordan. Exploiting tractable substructures in intractable networks. In Advances in neural information processing systems, pages 486–492, 1996.

[30] Daniel K Sewell, Yuguo Chen, et al. Latent space approaches to community detection in dynamic networks. Bayesian Analysis, 12(2):351–377, 2017.

[31] Jitesh Shetty and Jafar Adibi. The enron email dataset database schema and brief statistical report. Information sciences institute technical report, University of Southern California, 4, 2004.

[32] Gerhard G. Van de Bunt, Marijtte A. J. Van Duijn, and Tom A. B. Snijders. Friendship networks through time: An actor-oriented dynamic statistical network model. Computational and Mathematical Organization Theory, 5(2):167–192, 1999.

[33] Sinead A Williamson. Nonparametric network models for link prediction. Journal of Machine Learning Research, 17(202):1–21, 2016.

[34] Eric P Xing, Wenjie Fu, Le Song, et al. A state-space mixed membership blockmodel for dynamic network tomography. The Annals of Applied Statistics, 4(2):535–566, 2010.

[35] Kevin S Xu and Alfred O Hero. Dynamic stochastic blockmodels for time-evolving social networks. IEEE Journal of Selected Topics in Signal Processing, 8(4):552–562, 2014.

[36] Rawya Zreik, Pierre Latouche, and Charles Bouveyron. The dynamic random subgraph model for the clustering of evolving networks. Comput. Stat., 32(2):501–533, June 2017.