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ABSTRACT: A growing debate in several European fora is paving the way for future rules for Artificial Intelligence (AI). A principles-based approach prevails, with various lists of principles drawn up in recent years. These lists, which are often built on human rights, are only a starting point for a future regulation. It is now necessary to move forward, turning abstract principles into a context-based response to the challenges of AI. This article therefore places the principles and operational rules of the current European and international human rights framework in the context of AI applications in two core, and little explored, areas of digital transformation: electronic democracy and digital justice. Several binding and non-binding legal instruments are available for each of these areas, but they were adopted in a pre-AI era, which affects their effectiveness in providing an adequate and specific response to the challenges of AI. Although the existing guiding principles remain valid, their application should therefore be reconsidered in the light of the social and technical changes induced by AI. To contribute to the ongoing debate on future AI regulation, this article outlines a contextualised application of the principles governing e-democracy and digital justice in view of current and future AI applications.
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1 AI CHALLENGES AND HUMAN RIGHTS

Artificial Intelligence (AI) is part of our daily life. It is used to moderate public debate, fashion the social environment and support human decision-makers in various fields, including justice. AI is therefore a component of many decision-making processes affecting individuals and groups, actively

1 Orcid: 0000-0001-6020-0571.
shaping our communities and personal lives. This means that AI is no longer a mere technical or marketing trend but a regulatory issue, given the social consequences and, in some cases, legal effects.

To correctly frame this debate, it is important to keep in mind the difference between natural and artificial intelligence, where the latter is nothing more than a data-driven and mathematical form of information processing. AI is not able to think, elaborate concepts or develop theories of causality: AI merely takes a path recognition approach to order huge amounts of data and infer new information and correlations.

Data dependence is both the strength and the weakness of these systems. Poor data undermines the quality of their results, datafication can only partially represent reality and incredibly large datasets and complex AI solutions often do not allow human decision makers to inspect and check the ‘reasoning’ of the machine. The upshot of these technical and structural constraints can be summed up under three main headings: bias, obscurity, and ownership.

Regarding bias, the design and development of AI tools can be affected by different biases that, in many cases, differ from human bias. Bias does not only concern the much debated data quality (for example selection bias), but also the methodologies adopted (e.g., pre-processing and data cleaning biases, measurement bias, bias in survey methodologies), the target of investigation (e.g., historical bias in pre-existing data-sets and under- or over-representation of certain groups in new data-sets), and the psychological attitude of the data scientists (e.g., confirmation bias).

This brief listing of potential biases also reveals the human component of AI solutions, often underestimated in a misleading comparison between
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humans and machines. This dichotomy understates the role of human intervention in AI data processing\textsuperscript{11} and the intentional or unintentional transposition of developers’ views into the AI reference values used for classification\textsuperscript{12}.

As for obscurity, this concerns both the AI tools used and the way they impact on individuals, whose circumstances are analysed and represented through them. Not only is the way some AI applications actually function and process information unknown\textsuperscript{13}, even to data scientists, but individuals are often unaware of their being dynamically grouped on the basis of unseen correlations and inferences, without being able to know the identity of the other members of the group. Obscurity therefore entails two different consequences: first, data scientists are unable to clearly justify the specific decisions suggested by AI; and second, people are passively scrutinised by AI without having a meaningful or effective role in AI design or the opportunity to voice their collective interests\textsuperscript{14}.

This level of obscurity and the limitations to democratic participation in AI development is heightened by a third feature of many AI products: ownership. The proprietary nature of the algorithms used and, in certain cases, of the data silos used to train and implement them mean that intellectual property rights are a further barrier to access to the architecture of these applications and to public oversight\textsuperscript{15}.

These three inherent constraints – bias, obscurity, and ownership – have a direct impact on the challenges of AI and its social acceptance in monitoring and governing human activities (e.g., smart cities),\textsuperscript{16} offering personalised services (e.g., predictive medicine)\textsuperscript{17} and, more in general, supporting humans in the decision-making process.

Issues surrounding data-intensive solutions and their use in decision-making processes concern a variety of interests related to human rights and freedoms\textsuperscript{18}. To address the growing concern about the potential impact of
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AI on human rights and freedoms, several initiatives have been proposed at local, national and international levels, and a variety of guidelines have been drawn up by NGOs, research centres and corporate entities. Several proposals have focused on ethics, often blurring the line between law and ethics, describing human rights and freedoms as ethical values with their ‘ethicisation’ and relativisation.

This emphasis on the ethical dimension can entail the risk of extending to the field of data science an ethical imperialism whose effects are already known in biomedicine and the social sciences. In this regard, previous experience in ethical assessment of scientific research suggests that careful consideration should be given to the distinction between ethical and legal values and the differences between ethical approaches. Several documents providing guidelines on AI refer to ethics in a fairly broad and indefinite manner, with no clarification (or justification) of the ethical framework used.

Ethical responses to uncertainty in a rapidly changing technological and social environment may paradoxically become a new source of ambiguity. Discretionary and, in some cases, interest-based values risk weakening the legal framework or indirectly redefining it without following an appropriate procedure as required by the regulatory process.

Without underestimating the role of ethics in technology development, these considerations suggest a more balanced integration of law and ethics in AI regulation, based on the emphasis on the role of human rights as the universal cornerstone of the future architecture of AI regulation. From a regulatory perspective, the main challenge is to contextualise the legal principles and provisions enshrined in international human rights instruments, drafted in a pre-AI era, within the current scenario where predictive policing tools, automated digital propaganda and other new AI-based applications are reshaping many aspects of our society and human relations.

Regulatory initiatives have been proposed in several countries, many of them referring explicitly to all or some human rights. However, these are
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often generic statements without a proper contextualisation of the rights and freedoms considered. Although it is relatively easy to agree on a general list of rights and freedoms that should underpin AI development, these lists do little to advance the regulatory process, since general principles, such as transparency or participation, can be interpreted in many different ways.

An effective contribution to the human rights debate in this field can therefore only come from a proper contextualisation of these guiding principles within the AI scenario. This means placing such rules, including the operational ones, in the context of the changes to society produced by AI and providing a more refined and specific formulation of the guiding principles with a view to possible future AI regulation.

This contextualisation of the guiding principles and rules can provide a more refined and elaborate formulation, taking into account the specific nature of AI products and services, and helping to better address the challenges arising from AI.

From a methodological perspective, an analysis of international legally binding instruments is the obligatory starting point in defining the existing legal framework, identifying its guiding values and verifying whether this framework and its principles properly address the issues raised by AI, with a view to preserving the harmonisation of the existing legal framework in the fields of democracy and justice.

The methodology adopted is therefore necessarily deductive, extracting the guiding principles from the variety of regulations concerning the fields in question. The theoretical basis of this approach relies on the assumption that the general principles provided by international human rights instruments should underpin all human activities, including AI-based innovation25.

These guiding principles should be considered within the scenario of AI-driven transformation, which in many cases requires adaptation. They remain valid, but their implementation must be reconsidered in the light of the social and technical changes brought about by AI. This will deliver a more contextualised and granular application of these principles so that they can make a concrete contribution to the shape of future AI regulation.

25 See Council of Europe, 2020b.
Against this background, the following sections examine two critical areas of AI application: electronic democracy and digital justice. While in other areas, such as data protection and biomedicine, the specific nature of the sectors and recent soft-law regulatory initiatives make it possible to draft some provisions for future AI regulation, in these two realms this is much more difficult. In addition, key principles that can be seen as guiding elements of future AI regulation, such as transparency and explainability, are open to varying interpretations and implementations, given the higher political significance of both democracy and justice. The analysis therefore focuses on high-level principles and their contextualisation, resulting in a more limited elaboration of key guiding provisions.

2 AI AND ELECTRONIC DEMOCRACY

Democracy covers an extremely wide array of societal and legal issues, most of them likely to be implemented with the support of ICT. In this scenario, AI can play an important role in the present and future development of digital democracy in an information society.

The broad dimension of this topic makes it difficult to identify a single binding sector-specific legal instrument for reference. Several international instruments deal with democracy and its different aspects, starting with the UN Declaration of Human Rights and the International Covenant on Civil and Political Rights. Similarly, in the European context, key principles for democracy are present in several international sources.

Based on Article 25 ICCPR, we can identify two main areas of intervention related to electronic democracy: (i) participation and good governance, and (ii) elections. Undoubtedly, it is difficult or impossible to draw a red line between these fields as they are interconnected in various ways. AI can have an impact on all of them: participation (e.g., citizens engagement, participation platforms), good governance (e.g., e-government, 

26 See for example Council of Europe – Committee of the Convention for the Protection of Individuals with regards to Processing of Personal Data, 2019; CEPEJ, 2018.
27 See MANTELO, 2020.
28 E.g., SELBST-BAROCAS, 2018; EDWARDS-VEALE, 2017; DIAKOPOULPS, 2013. See also KAMINSKI-MALGIERI, 2020.
29 E.g., Council of Europe, Directorate General of Democracy – European Committee on Democracy and Governance, 2016.
30 E.g., Council of Europe Directorate General of Democracy and Political Affairs and Directorate of Democratic Institutions, 2009; Council of Europe, 2009a, Article 2.2.iii.
31 For a more detailed analysis see Faye Jacobsen, 2013. See also MAISLEY, 2017.
decision-making processes, smart cities), pre-electoral phase (e.g., financing, targeting and profiling, propaganda), elections (e.g., prediction of election results, e-voting), and the post-election period (e.g., electoral dispute resolution).

As in any classification, this distinction is characterised by a margin of directionality. It is worth pointing here out that this is a functional classification based on different AI impacts, with no intention to provide a legal or political representation of democracy and its different key elements. The relationship between participation, good governance, and elections can therefore be considered from different angles and shaped in different ways, unifying certain areas or further subdividing them.

Participation is expressed both through taking part in the democratic debate and through the electoral process, but the way that AI tools interact with participation in these two cases differs and there are distinct international legal instruments specific to the electoral process.

2.1 Participation and good governance

The right to participate in public affairs (Article 25 Covenant) is based on a broad concept of public affairs, which includes public debate and dialogue between citizens and their representatives, with a close link to freedom of expression, assembly, and association. In this respect, AI is relevant from two different perspectives: as a means to participation and as the subject of participatory decisions.

Considering AI as a means, technical and educational barriers can undermine the exercise of the right to participate. Participation tools based on AI should therefore consider the risks of under-representation and lack of transparency in participative processes (for example platforms for the drafting of bills). At the same time, AI is also the subject of participatory decisions, as they include decisions on the development of AI in general and its use in public affairs.

AI-based participative platforms (e.g., Consul, Citizenlab, Decidim) can make a significant contribution to the democratic process, facilitating

32 See UN Human Rights Committee, 1996.
33 See also UN Committee on Economic, Social and Cultural Rights, 1981, para 5.
34 Information on these platforms is available at https://decidim.org/; https://consulproject.org/en/; https://www.citizenlab.co/. Accessed: 29 dec. 2019.
citizen interaction, prioritising of objectives, and collaborative approaches in decision-making\textsuperscript{35} on topics of general interests at different levels (neighbourhood, municipality, metropolitan area, region, country)\textsuperscript{36}.

Specific issues arise in relation to AI tools for democratic participation (including those for preventing and fighting corruption\textsuperscript{37}), which are associated with the following four main areas: transparency, accountability, inclusiveness, and openness. In this regard, the general principles set out in international binding instruments have an important implementation in the Recommendation CM/Rec(2009)1 of the Committee of Ministers of the Council of Europe to member states on electronic democracy (e-democracy), which provides a basis for further elaboration of the guiding principles in the field of AI with regard to democracy.

Transparency is a requirement for the use of technological applications for democratic purposes\textsuperscript{38}. This principle is common to other fields, such as healthcare\textsuperscript{39}, but is a context-based notion. While in healthcare transparency is closely related to self-determination, here it is not only a requirement for citizens’ self-determination with respect to a technical tool but is also a component of the democratic participatory process\textsuperscript{40}. Transparency no longer has an individual dimension but assumes a collective dimension as a guarantee of the democratic process.

In this context, the use of AI-based solutions for e-democracy must be transparent in respect of their logic and functioning (e.g., content selection in participatory platforms) providing clear, easily accessible, intelligible, and updated information about the AI tools used and their justification\textsuperscript{41}.

Moreover, the implementation of this notion of transparency should also consider the range of different users of these tools, adopting an accessible approach\textsuperscript{42} from the early stages of the design of AI tools. This is to ensure effective transparency with regard to vulnerable and impaired groups, giving added value to accessibility in this context.

\textsuperscript{35} See also Council of Europe, 2017a.
\textsuperscript{36} See also Council of Europe, 2009c.
\textsuperscript{37} See United Nations, Convention against Corruption, 2003, Article 13.
\textsuperscript{38} See Council of Europe, 2009b, para 6.
\textsuperscript{39} See Council of Europe, 1997.
\textsuperscript{40} See also Council of Europe, 2017a.
\textsuperscript{41} See Council of Europe, 2009b, para 6 and Appendix, para P.57. See also Council of Europe, 2016b, Appendix, paras 2.1.3 and 3.2. On the importance of justification see Hildebrandt, 2018b, 271-3.
\textsuperscript{42} See also Council of Europe, 2018b, Appendix, para B.IV.
Transparency and accessibility are closely related to the nature of the architecture used to build AI systems. Open source and open standards can therefore contribute to democratic oversight of the most critical AI applications\textsuperscript{43}. There are cases where openness is affected by limitations, due to the nature of the specific AI application (for example crime prevention). In these cases, auditability, as well as certification schemes, play a more important role than they already do in relation to AI systems in general\textsuperscript{44}.

In the context of AI applications to foster democratic participation, an important role can be also played by interoperability\textsuperscript{45} as it facilitates integration between different services/platforms for e-democracy and at different geographical levels. This aspect is already relevant for e-democracy in general\textsuperscript{46}, and should therefore be extended to the design of AI-based systems.

Another key principle in e-democracy is accountability. In this regard, to be accountable, AI service providers and entities using AI-based solutions for e-democracy shall adopt forms of algorithm vigilance that promote the accountability of all relevant stakeholders by assessing and documenting the expected impacts on individuals and society in each phase of the AI system lifecycle on a continuous basis, to ensure compliance with human rights, the rule of law and democracy\textsuperscript{47}.

Finally, given the role of media in the context of democratic participation\textsuperscript{48}, AI applications must not compromise the confidentiality and security of communications and protection of journalistic sources and whistle-blowers\textsuperscript{49}.

In addressing the different aspects of developing AI solutions for democratic participation, a first consideration is that a democratic approach is incompatible with a techno-determinist approach. AI solutions to address societal problems should therefore be the result of an inclusive process. Hence, legal values such as the protection of minorities, pluralism and

\textsuperscript{43} See also Council of Europe, 2009b, para 6 and Appendix, paras G.58 and P54.
\textsuperscript{44} It is worth to underline that auditing and certification schemes play an important role also in cases of open-source AI architecture, as this nature does not imply per se absence of bias or any other shortcomings. See also Council of Europe, 2009b, Appendix, paras P.55 and G.57.
\textsuperscript{45} See also Council of Europe, 2009b, Appendix, paras P. 56, G.56, 59 and 60.
\textsuperscript{46} See also Council of Europe, 2009b, para 6.
\textsuperscript{47} See also Council of Europe, 2020b.
\textsuperscript{48} See Council of Europe, 2016a, Appendix, para 2; Council of Europe Parliamentary Assembly, 2019a.
\textsuperscript{49} See also Council of Europe Parliamentary Assembly, 2019b; Council of Europe, 2014.
diversity should be a necessary consideration in the development of these solutions.

From a democratic perspective, the first question we should ask is: do we really need an AI-based solution to a given problem as opposed to other options⁵⁰, considering the potential impact of AI on rights and freedoms? If the answer to this question is yes, the next step is to examine value-embedding in AI development⁵¹.

The proposed AI solutions must be designed from a human rights-oriented perspective, ensuring full respect for human rights and fundamental freedoms, including the adoption of assessment tools and procedures for this purpose⁵². In the case of AI applications with a high impact on human rights and freedoms, such as electoral processes, legal compliance should be prior assessed. In addition, AI systems for public tasks should be auditable and, where not excluded by competing prevailing interests, audits should be publicly available.

Another important aspect to be considered is the public-private partnership that frequently characterises AI services for citizens⁵³, weighing which is the best choice between in-house and third-party solutions, including the many different combinations of these two extremes. In this regard, when AI solutions are fully or partially developed by private companies, transparency of contracts and clear rules on access and use of citizens’ data have a critical value in terms of democratic oversight.

Restrictions on access and use of citizens’ data are not only relevant from a data protection perspective (principles of data minimisation and purpose limitation) but more generally with regard to the bulk of data generated by a community, which also includes non-personal data and aggregated data. This issue should be considered as a component of democracy in the digital environment, where the collective dimension of the digital resources generated by a community should entail forms of citizen control and oversight, as happens for the other resources of a territory/community.

⁵⁰ See also Council of Europe, 2020b.
⁵¹ See also Council of Europe, 2019a, para 7.
⁵² See Council of Europe, 2009b, paras 5 and 6, and Appendix, para G.67. See also Mantelero, 2018.
⁵³ See MIKHAYLOV-ESTEVE-CAMPION, 2018.
The considerations already expressed above on openness as a key element of democratic participation tools should be recalled here, given their impact on the design of AI systems. Furthermore, the design, development and deployment of these systems should also consider the adoption of an environmentally friendly and sustainable strategy\textsuperscript{54}.

Finally, it is worth noting that while AI-design is a key component of these systems, design is not neutral. Values can be embedded in technological artefacts\textsuperscript{55}, including AI systems. These values can be chosen intentionally and, in the context of e-democracy, this must be based on a democratic process. But they may also be unintentionally embedded into AI solutions, due to the cultural, social and gender composition of AI developer teams. For this reason, inclusiveness has an added value here, in terms of inclusion and diversity\textsuperscript{56} in AI development.

The principles discussed for e-democracy can be repeated with regard to good governance\textsuperscript{57}. This is the case with smart cities and sensor-based environmental management, where open, transparent and inclusive decision-making processes play a central role\textsuperscript{58}. Similarly, the use of AI to supervise the activities of local authorities\textsuperscript{59}, for auditing and anticorruption purposes\textsuperscript{60}, should be based on openness (open source software), transparency and auditability.

More generally, AI can be used in government/citizen interaction to automate citizen’ inquiries and information requests\textsuperscript{61}. However, in these cases, it is important to guarantee the right to know we are interacting with a machine\textsuperscript{62} and to have a human contact point. Moreover, access to public services must not depend on the provision of data that is unnecessary and not proportionate to the purpose.

\textsuperscript{54} See also Council of Europe, 2009b, Appendix, para P. 58.
\textsuperscript{55} See also VERBEEK, 2011, 41-65.
\textsuperscript{56} See also Council of Europe, 2020b, Appendix, para 3.5.
\textsuperscript{57} See also Council of Europe, 2009b, Appendix, para P. 4; Council of Europe, 2004; Committee of Ministers of the Council of Europe, 2008.
\textsuperscript{58} See also Privacy International, 2017.
\textsuperscript{59} See also Council of Europe, 2019b, Appendix, paras 4 and 9.
\textsuperscript{60} See also SAVAGET-CHIARINI-EVANS, 2019 (discussing the Brazilian case of the ‘Operação Serenata de Amor’).
\textsuperscript{61} See MEHR, 2017.
\textsuperscript{62} See also Council of Europe – Committee of the Convention for the Protection of Individuals with regards to Processing of Personal Data (Convention 108), 2019, para 2.11.
Special attention should also be paid to the potential use of AI in human-machine interaction to implement nudging strategies\textsuperscript{63}. Here, due to the complexity and obscurity of the technical solutions adopted, AI can increase the passive role of citizens and negatively affect the democratic decision-making process. Otherwise, an active approach based on conscious and active participation in community goals should be preferred and better managed by AI participation tools. Where adopted, nudging strategies should still follow an evidence-based approach.

Finally, the use of AI systems in governance tasks raises challenging questions about the relationship between human decision-makers and the role of AI in the decision-making process\textsuperscript{64}. These issues are more relevant with regard to the functions that have a high impact on individual rights and freedoms, as in the case of jurisdictional decisions\textsuperscript{65}.

### 2.2 Elections

The impact of AI on electoral processes is broad and concerns the pre-election, election, and post-election phases in different ways. However, an analysis focused on the stages of the electoral process does not adequately highlight the different ways in which AI solutions interact with it.

The influence of AI is therefore better represented by the following distinction: AI for the electoral process (e-voting, predictions of results, and electoral dispute resolution) and AI for electoral campaigns (micro-targeting and profiling, propaganda and fake news). While in the first area AI is mainly a technological improvement of an existing process, in the field of electoral campaigning AI-based profiling and propaganda raise new concerns that are only partially addressed by the existing legal framework. In addition, several documents have emphasised the active role of states in creating an enabling environment for freedom of expression\textsuperscript{66}.

\textsuperscript{63} On the use of nudging in the smart city context, see Ranchordás, 2019; Gandy-Nemorin, 2019. See generally Sunstein, 2015a and 2015b; Thaler-Sunstein, 2008; Sunstein-Thaler, 2003.

\textsuperscript{64} See also CITRON-CALO, 2021.

\textsuperscript{65} See Section 3.

\textsuperscript{66} See Council of Europe, 2018a; The United Nations (UN) Special Rapporteur on Freedom of Opinion and Expression et al., 2017. See also Council of Europe, 2016b, Appendix, paras 1.5, 2.1 and 3; European Commission for Democracy through Law (Venice Commission), 2019, para 151.E; Bukovska, 2020. See also Bychawska-Siniarska, 2017.
As regards the technological implementation of e-democracy (e-voting, prediction of results, and electoral dispute resolution), some of the key principles mentioned with regard to democratic participation are also relevant here. Accessibility, transparency, openness, risk management and accountability (including the adoption of certification and auditing procedures) are fundamental elements of the technological solutions adopted in these stages of the electoral process.

As regards AI for campaigning (micro-targeting and profiling, propaganda and fake news), some of the issues raised concern the processing of personal data in general. The principles set out in Convention 108+ can therefore be applied and properly contextualised.

More specific and new responses are needed in the case of propaganda and disinformation. Here the existing binding and non-binding instruments do not set specific provisions, given the novelty of the disinformation based on new forms of communication, such as social networks, which differ from traditional media and often bypass the professional mediation of the journalists.

However, general principles, such as the principle of non-interference by public authorities on media activities to influence elections, can be extended to these new forms of propaganda and disinformation. Considering the use of AI to automate propaganda, future AI regulation should extend the scope of the general principles of non-interference to AI-based systems used to provide false, misleading and harmful information. In addition, to prevent such interference, states and social media providers should adopt a by-design approach to increase their resilience to disinformation and propaganda.

Similarly, the obligation to cover election campaigns in a fair, balanced, and impartial manner should entail obligations for media and social media.
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67 See Council of Europe, 2017b, Appendix I, paras 1, 2, 32, and 35-40. See also Council of Europe, Directorate General of democracy and Political Affairs – Directorate of Democratic Institutions, 2011.
68 See Council of Europe, 2010; Council of Europe, Consultative Committee of the Convention of the Protection of Individuals with Regard to Automatic Processing of Personal Data, 2019.
69 See MANHEIM-KAPLAN, 2019; European Commission, Networks, Content and Technology- Directorate-General for Communication, 2018.
70 See also Council of Europe, 2011.
71 See Council of Europe, 2007, para I.1.
72 See also The United Nations (UN) Special Rapporteur on Freedom of Opinion and Expression et al., ‘Joint Declaration on “Fake News,” Disinformation and Propaganda’, para 2.c.
73 See Council of Europe, 2007, para II.1.
operators regarding the transparency of the logic of the algorithms used for content selection, ensuring pluralism and diversity of voices, including critical ones.

Moreover, states and intermediaries should promote and facilitate access to tools to detect disinformation and non-human agents, as well as support independent research on the impact of disinformation and projects offering fact-checking services to users.

Given the important role played by advertising in disinformation and propaganda, the criteria used by AI-based solutions for political advertising should be transparent, auditable and provide equal conditions to all the political parties and candidates. In addition, intermediaries should review their advertising models to ensure that they do not adversely affect the diversity of opinions and ideas.

3 AI AND DIGITAL JUSTICE

As in the case of democracy, the field of justice is a broad domain and analysing the whole spectrum of the consequences of AI on justice would be too ambitious. In line with the scope of this contribution, this section sets out to describe the main challenges associated with the use of AI in digital justice and the principles which, based on international legally binding instruments, can contribute to its future regulation.

This analysis is facilitated by the European Ethical Charter on the use of artificial intelligence (AI) in judicial systems and their environment, adopted by the CEPEJ in 2019, which directly addresses the relationship between justice and AI. Although this non-binding instrument is classed as an ethical charter, to a large extent it concerns legal principles enshrined in international instruments.
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74 See also The United Nations (UN) Special Rapporteur on Freedom of Opinion and Expression et al., Appendix, paras 2.1.3 and 2.3.5.
75 See also EU Code of Practice on Disinformation, 2018.
76 See also Council of Europe, 2016a, Appendix, para 15.
77 See also The United Nations (UN) Special Rapporteur on Freedom of Opinion and Expression et al., para 4.e; European Commission for Democracy trough Law (Venice Commission), 2019, para 151.D.
78 See also Council of Europe Parliamentary Assembly, 2019a, paras 9.2 and 11.1; European Commission for Democracy trough Law (Venice Commission), 2019, paras 151.A and 151.B.
79 See also Council of Europe, 2007, para II.5.
80 See also The United Nations (UN) Special Rapporteur on Freedom of Opinion and Expression et al., para 4.e.
Guiding principles for the development of AI in the field of digital justice can be derived from the following binding instruments: the Universal Declaration of Human Rights, the International Covenant on Civil and Political Rights, the Convention for the Protection of Human Rights and Fundamental Freedoms, the International Convention on the Elimination of All Forms of Racial Discrimination, the Convention on the Elimination of All Forms of Discrimination against Women, and the Convention for the Protection of Human Rights and Fundamental Freedoms81.

Given the range of types and purposes of operations in this field and the various professional figures and procedures involved, this section makes a functional distinction between two areas: (i) judicial decisions and alternative dispute resolutions (ADRs) and (ii) crime prevention/prediction. Before analysing and contextualising the key principles relating to these two areas, we should offer some general observation, which may also apply to the action of the public administration as a whole82.

First of all, it is worth noting that – compared to human decisions, and more specifically judicial decisions – the logic behind AI systems does not resemble legal reasoning. Instead, they simply execute codes based on a data-centric and mathematical/statistical approach.

In addition, error rates for AI are close to, or lower than, the human brain in fields such as image labelling, but more complicated decision-making tasks have higher error rates. This is the case with legal reasoning in problem solving83. At the same time, while a misclassification of an image of a cat may have limited adverse effects, an error rate in legal decisions84 has a high impact on rights and freedom of individuals.

It is worth pointing out that the difference between errors in human and machine decision-making has an important consequence in terms of scale: while human error affects only individual cases, poor design and bias in AI inevitably affect all people in the same or similar circumstances, with AI tools being applied to a whole series of cases. This may cause group discrimination, adversely affecting individuals belonging to different traditional and non-traditional categories85.

81 See also, with regard to the EU area, the Charter of Fundamental Rights of the European Union.
82 See Section 2.
83 See also OSOBA-WELSER, 2017, 18. See also Cummings et al., 2018, 13.
84 See Aletras et al., 2016. See also Pasquale-Cashwell, 2018; Hildebrandt, 2018a.
85 See WACHTER, 2021; MITTELSTADT, 2017, 485. See also TAYLOR-FLORIDI-VAN der Sloot, 2017.
Given the textual nature of legal documents, natural language processing (NLP) can play an important role in AI applications for the justice sphere\textsuperscript{86}. This raises several critical issues surrounding commercial solutions developed with a focus on the English-speaking market, making them less effective in a legal environment that uses languages other than English\textsuperscript{87}. Moreover, legal decisions are often characterised by implicit unexpressed reasoning, which may be amenable to expert systems, but not by language-based machine learning tools. Finally, the presence of general clauses requires a prior knowledge of the relevant legal interpretation and continual updates which cannot be derived from text mining.

All these constraints suggest a careful and more critical adoption of AI in the field of justice than in other domains and, with regard to court decisions and ARDs, suggest following a distinction between cases characterised by routinely and fact-based evaluations and cases characterised by a significant margin for legal reasoning and discretion\textsuperscript{88}.

### 3.1 ADRs and court decisions

Several so-called Legal Tech AI products do not have a direct impact on the decision-making processes in courts or alternative dispute resolutions (ADRs), but rather facilitate content and knowledge management, organisational management, and performance measurement\textsuperscript{89}. These applications include, for example, tools for contracts categorisation, detection of divergent or incompatible contractual clauses, e-discovery, drafting assistance, law provision retrieval, assisted compliance review. In addition, some applications can provide basic problem-solving functions based on standard questions and standardised situations (e.g., legal chatbots).

Although AI has an impact in such cases on legal practice and legal knowledge that raises various ethical issues\textsuperscript{90}, the potential adverse consequences for human rights, democracy and the rule of law are limited. To a large extent, they are related to inefficiencies or flaws of these systems.

\textsuperscript{86} But see OSWALD, 2018; PASQUALE-CASHWELL, 2018.
\textsuperscript{87} See Council of Bars & Law Societies of Europe, 2020, 29.
\textsuperscript{88} See the following Section on the distinction between codified justice and equitable justice.
\textsuperscript{89} See CEPEJ, 2018, Appendix II.
\textsuperscript{90} See also NUNEZ, 2017.
In the case of content and knowledge management, including research and document analysis, these flaws can generate incomplete or inaccurate representations of facts or situations, but this affects the meta-products, the results of a research tool that need to be interpreted and adequately motivated when used in court. Liability rules, in the context of product liability, for instance, can address these issues.

In addition, bias (poor case selection, misclassification etc.) affecting standard text-based computer-assisted search tools for the analysis of legislation, case-law, and literature\textsuperscript{91}, can be countered by suitable education and training of legal professionals and the transparency of AI systems (that is the description of their logic, potential bias and limitations) can reduce the negative consequences.

Transparency should also characterise the use by courts of AI for legal research and document analysis. Judges must be transparent as to which decisions depend on AI and how the results provided by AI are used to contribute to the arguments, in line with the principles of fair trial and equality of arms\textsuperscript{92}.

Finally, transparency can play an important role with regard to legal chatbots based on AI, making users aware of their logic and the resources used (for example list of cases analysed). Full transparency should also include the sources used to train these algorithms and access to the database used to provide answers. Where these databases are private, third-party audits should be available to assess the quality of datasets and how potential biases have been addressed, including the risk of under- or over-representation of certain categories (non-discrimination).

Further critical issues affect AI applications designed to automate alternative dispute resolution or to support judicial decision. Here, the distinction between codified justice and equitable justice\textsuperscript{93} suggests that AI should be circumscribed for decision-making purposes to cases characterised by routine and fact-based evaluations. This entails the importance to carry out further research on the classification of the different kind of decisional processes to identify those routinised applications of legal reasoning that

\textsuperscript{91} See the notion of e-justice in Council of Europe, 2009b, Appendix, para 38.

\textsuperscript{92} See also CEPEJ, 2018.

\textsuperscript{93} See RE-SOLOW-NIEDERMAN, 2019, 252-4.
can be demanded to AI, preserving in any case human overview that also guarantees legal creativity of decision-makers.\textsuperscript{94}

Regarding equitable justice, as the literature points out\textsuperscript{95}, its logic is more complicated than the simple outcome of individual cases. Expressed and unexpressed values and considerations, both legal and non-legal, characterise the reasoning of the courts and are not replicable by the logic of AI. ML-based systems are not able to perform a legal reasoning. They extract inferences by identifying patterns in legal datasets, which is not the same as the elaboration of legal reasoning.

Considering the wider context of the social role of courts, jurisprudence is an evolving system, open to new societal and political issues. AI path-dependent tools could therefore stymie this evolutive process: the deductive and path-dependent nature of certain AI solutions can undermine the important role of human decision-makers in the evolution of law in practice and legal reasoning.

Moreover, at the individual level, path-dependency may also entail the risk of ‘deterministic analyses’\textsuperscript{96}, prompting the resurgence of deterministic doctrines to the detriment of doctrines of individualisation of the sanction and with prejudice to the principle of rehabilitation and individualisation in sentencing.

In addition, in several cases, including ADR, both the mediation between the parties’ demands and the analysis of the psychological component of human actions (fault, intentionality) require emotional intelligence that AI systems do not have.

These concerns are reflected in the existing legal framework provided by the international legal instruments. The Universal Declaration of Human Rights (Articles 7 and 10), the International Covenant on Civil and Political Rights (Article 14), the Convention for the Protection of Human Rights and Fundamental Freedoms (Article 6) and also the Charter of Fundamental Rights of the European Union (Article 47) stress the following key requirements with regard to the exercise of judicial power: equal treatment before the law,

\textsuperscript{94} See also Clay, 2019), 58. In this regard, for example, a legal system that provides compensation for physical injuries on the basis of the effective patrimonial damages could be automatised, but it will not be able to reconsider the foundation of the legal reasoning and extend compensation to non-personal and existential damages.\textsuperscript{95}

\textsuperscript{95} See RE-SLOW-NIEDERMAN, 2019.

\textsuperscript{96} See CEPEJ, 2018, 9.
impartiality, independence and competency. AI tools do not possess these qualities, and this limits their contribution to the decision-making process as carried out by courts.

As stated by the European Commission for the Efficiency of Justice, ‘the neutrality of algorithms is a myth, as their creators consciously or unintentionally transfer their own value systems into them’. Many cases of biases regarding AI applications confirm that these systems too often – albeit in many cases unintentionally – provide a partial representation of society and individual cases, which is not compatible with the principles of equal treatment before the law and non-discrimination\textsuperscript{97}. Data quality and other forms of quality assessment (impact assessment, audits, etc.) can reduce this risk but, given the degree of potentially affected interests in the event of biased decisions, the risks remain high in the case of equitable justice and seem disproportionate to the benefits largely in terms of efficiency for the justice system\textsuperscript{98}.

Further concerns affect the principles of fair trial and of equality of arms\textsuperscript{99}, when court decisions are based on the results of proprietary algorithms whose training data and structure are not publicly available\textsuperscript{100}. A broad notion of transparency might address these issues in relation to the use of AI in judicial decisions, but the transparency of AI – a challenging goal in itself – cannot address the other structural and functional objections cited above.

In addition, data scientists can shape AI tools in different ways in the design and training phases, so that were AI tools to become an obligatory part of the decision-making process, governments selecting the tools to be used by the courts could potentially indirectly interfere with the independence of the judges.

This risk is not eliminated by the fact that the judge remains free to disregard AI decisions, providing a specific motivation. Although human oversight is an important element\textsuperscript{101}, its effective impact may be undermined

\textsuperscript{97} See also CEPEJ, 2018.
\textsuperscript{98} See also Council of Europe, 2020b, Appendix, para 11. See also Pasquale and Cashwell, ‘Prediction, Persuasion, and the Jurisprudence of Behaviourism’.
\textsuperscript{99} See also CEPEJ, 2018, Appendix I, para 138.
\textsuperscript{100} See also CEPEJ, 2018, Appendix I, para 131.
\textsuperscript{101} See also ZALNIERUTE-BENNETT MOSES-WILLIAMS, 2019. In the case of administrative decisions, this propensity may be reinforced by the threat of potential sanctions for taking a decision that ignores results.
by the psychological or utilitarian (cost-efficient) propensity of the human decision-maker to take advantage of the solution provided by AI\textsuperscript{102}.

### 3.2 Crime Prevention

The complexity of crime detection and prevention has stimulated research in AI applications to facilitate human activities. In recent years, several solutions\textsuperscript{103} and a growing literature have been developed in the field of predictive policing, which is a proactive data-driven approach to crime prevention. Essentially, the available solutions pursue two different goals: to predict where and when crimes might occur or to predict who might commit a crime\textsuperscript{104}.

These two purposes have a distinct potential impact on human rights and freedom, which is more pronounced when AI is used for individual predictions. However, in both cases, we can repeat here the considerations about the general challenges related to AI (obscurity, intellectual property rights, large-scale data collection\textsuperscript{105}, etc.) discussed in the previous sections and partially addressed by transparency, data quality, data protection, auditing and the other measures\textsuperscript{106}. It is worth noting that the role of transparency in the judicial context could be limited so as not to frustrate the deterrent effect of these tools\textsuperscript{107}. Full transparency could therefore be replaced by auditing and oversight by independent authorities.

Leaving aside the organisational aspects regarding the limitation of police officers’ self-determination in the performance of their duties, the main issues with regard to the use of AI to predict crime on geographic and temporal basis concern the impact of these tools on the right to non-discrimination\textsuperscript{108}. Self-fulfilling bias, community bias\textsuperscript{109} and historical bias\textsuperscript{110} produced by analytics; Council of Europe – Committee of the Convention for the Protection of Individuals with regards to Processing of Personal Data, 2019, para 3.4.

\textsuperscript{102} See also CITRON-CALO, 2021; MANTELEOR, 2019; BRAUNEIS-GOODMAN, 2018, 127.
\textsuperscript{103} See ZAVRŠNIK, 2019; European Union Agency for Fundamental Rights, 2018, 98-100; OSOBA-WELSER, 2017.
\textsuperscript{104} For a taxonomy of predictive methods, see PERRY et al., 2013.
\textsuperscript{105} See also Council of Europe, 2001, Appendix, para 42.
\textsuperscript{106} See also RICHARDSON-SCHULTZ-CRAWFORD, 2019.
\textsuperscript{107} See also OSWALD, 2018; Barrett, 2017, 361-2.
\textsuperscript{108} See European Union Agency for Fundamental Rights, 2018, 10.
\textsuperscript{109} See also BARRETT, 358-9.
\textsuperscript{110} See BENNETT MOSES-Chan, 2018.
can produce forms of stigmatisation for certain groups and the areas where they typically live.

Where data analysis is used to classify crimes and infer evidence on criminal networks, proprietary solutions raise issues in terms of respect for the principles of fair trial and of equality of arms with regard to the collection and use of evidence. Moreover, if the daily operations of policy departments are guided by predictive software, this raises a problem of accountability of the strategies adopted, as they are partially determined by software and hence by software developer companies, rather than the police.

A sharper conflict with human rights arises in the area of predictive policing tools that use profiling to support individual forecasting. Quite apart from the question of data processing and profiling\textsuperscript{111}, these solutions can also adversely affect the principle of presumption of innocence, procedural fairness, and the right to non-discrimination\textsuperscript{112}.

While non-discrimination issues could be partially addressed, the remaining conflicts seem to be more difficult to resolve. From a human rights standpoint and in terms of proportionality (including the right to respect for private and family life)\textsuperscript{113}, the risk of prejudice to these principles seems high and not adequately countered by the evidence of benefits for individual and collective rights and freedoms\textsuperscript{114}. In the light of future AI regulation, this should urge careful consideration of these issues, taking into account the distinction between the technical possibilities of AI solutions and their concrete benefits in safeguarding and enhancing human rights and freedoms.

Finally, from a wider and comprehensive human rights perspective, the focus on crime by data-driven AI tools drives a short-term factual approach that underrates the social issues that are often crime-related and require long-term social strategies involving the effective enhancement of individual and social rights and freedoms\textsuperscript{115}.

\textsuperscript{111} See LYNKEY, 2019; MANTELEIRO-VACIAGO, 2015; Hildebrandt-Gutwirth, 2008.
\textsuperscript{112} See also Council of Europe, 2001, Appendix, paras 47 and 49.
\textsuperscript{113} See van BRAKEL-De Hert, 2011, 183.
\textsuperscript{114} See MEIJER-WESSELS, 2019.
\textsuperscript{115} See also ROSENBAUM, 2006, 245-66.
4 CONCLUSIONS

The latest wave of AI development is having a growing transformative impact on society and raises new questions in several fields, from predictive medicine and media content moderation to the quantified self and judicial systems.

With a view to preserving the harmonisation of the existing legal framework in the field of human rights, this article sets out to contribute to the debate on future AI regulation by building on existing binding instruments, contextualising their principles and providing key regulatory guidance in the fields of electronic democracy and digital justice.

This approach is based on the assumption that all human activities, including innovation through AI, should be underpinned by the general international principles on human rights. Moreover, only the human rights framework can provide a universal reference for the regulation of AI, while other yardsticks (for example ethics) do not have the same global dimension, are more context-dependent and characterised by a variety of theoretical approaches.

The findings of this analysis show that a limited number of cases do share common principles (for example individual self-determination, non-discrimination, human oversight). This is due to several factors.

First, some principles are sector specific. This is the case, for instance, with the independence of judges or the principles of fair trial and equality of arms, which concern justice alone116.

Second, some guiding principles are shared by different areas, but with different nuances in each context. This is true for transparency, which is often regarded as pivotal in AI regulation, but takes on different meanings in different regulatory contexts.

Transparency, as a means to control the power over data in the hands of public and private entities, is crucial with regard to AI applications for democratic participation and good governance. In the context of justice, transparency has a more complex significance, being vital to safeguard fundamental rights and freedoms (e.g., use of AI in the courts), but also

---

116 See also the principles of equitable access and of beneficence in health sector, or the principles of non-interference by public authorities in the media to influence elections and the obligation to treat all political parties and candidates equally in electoral advertising.
requiring limitation to avoid prejudicing competing interests (e.g., crime detection and prevention in predictive policing).

We can therefore conclude that transparency is a guiding principle, but we must go beyond a mere claim for transparency as a key principle for AI regulation. As with other key principles (such as participation, inclusion, democratic oversight, and openness), a proper contextualisation is needed, with provisions that take into account the different contexts in which they operate.

Third, some principles are different, but belong to the same conceptual area, assuming various nuances in the different contexts. This is the case with accountability and guiding principles on risk management in general. Here the level of detail and related requirements can be more or less elaborate. While, for instance, in the field of data protection there are several provisions implementing these principles with a significant degree of detail\textsuperscript{117}, in the case of democracy and justice these principles are less developed in data-intensive applications such as AI.

Finally, there are certain components of an AI regulatory strategy that are not principles, but operational approaches and solutions, common to the different areas though requiring context-based development. This is the case with the important role played by education and training.

Such considerations suggest only partial harmonisation is achievable. The framework of future international AI regulation should therefore be based on a legally binding instrument that includes both general provisions – focusing on common principles and operational solutions – and more specific and sectoral provisions, covering those principles that are relevant only in a given field or cases where the same principle is contextualised differently in the different fields.

The analysis carried out in the previous sections has also confirmed that the existing framework based on human rights can provide an appropriate and common context for the development of more specific binding instruments to regulate AI, in line with the principles enshrined in the international legal instruments and capable of effectively addressing the issues raised by AI.

\textsuperscript{117} See Council of Europe, 2018a, and Council of Europe – Committee of the Convention for the Protection of Individuals with regards to Processing of Personal Data, 2019.
With a view to future regulation of AI, this study does not rule out a number of gaps, largely due to the fact that in broad areas, such as democracy and justice, differing options and interpretations are available, depending on the political and societal vision of the future relationship between humans and machines. Further investigation in the field of human rights and AI, as well as the ongoing debate at international and regional level, will contribute to bridging these gaps.
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