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Abstract—Conditional generative adversarial networks (cGANs) have been widely researched to generate class conditional images using a single generator. However, in the conventional cGANs techniques, it is still challenging for the generator to learn condition-specific features, since a standard convolutional layer with the same weights is used regardless of the condition. In this paper, we propose a novel convolution layer, called the conditional convolution layer, which directly generates different feature maps by employing the weights which are adjusted depending on the conditions. More specifically, in each conditional convolution layer, the weights are conditioned in a simple but effective way through filter-wise scaling and channel-wise shifting operations. In contrast to the conventional methods, the proposed method with a single generator can effectively handle condition-specific characteristics. The experimental results on CIFAR, LSUN and tiny-ImageNet datasets show that the generator with the proposed conditional convolution layer achieves a higher quality of conditional image generation than that with the standard convolution layer.

Index Terms—Conditional image generation, Deep learning, Generative adversarial networks (GANs)

I. INTRODUCTION

GENERATIVE adversarial networks (GANs) [1] have brought about remarkable improvements to image generation algorithms. In general, GANs consist of a generator and a discriminator which are trained with competing goals. The generator is trained to mimic the target data distribution, while the discriminator is optimized to differentiate between real and generated samples [2], [3]. As an extension of the GANs, various conditional GANs (cGANs) techniques have been proposed to generate class-conditional samples [2], [4], [5]. Early researches into cGANs typically provide the conditional information to both the generator and the discriminator by naively concatenating that information to the input image or some intermediate layers [4], [6], [7], or by adopting the conditional batch-normalization (cBN) [8]. These strategies have shown promising results and have been successfully applied to various image processing techniques including style transfer [8], [9], text-to-image synthesis [3], [5], [6], and image-to-image transformation [10], [11]. Recently, Miyato et al. [12] proposed a novel cGANs framework which significantly improves the visual quality as well as the diversity of the generated image by applying a projection discriminator. In the conventional cGANs techniques, however, it is still difficult to build an efficient generator learning condition-specific features.

The primary motivation for the proposed work is as follows: most cGANs frameworks build a generator with stacks of standard convolution, cBN [8], and activation layers. In order to produce the conditioned activation, these stacks modulate the convolutional feature maps in the cBN layer in which the parameters are inferred from the given class. However, it is often difficult to effectively handle the condition-specific characteristics in the activation due to the sharing parameters, regardless of the condition, of the convolution layer. The intuitive way to process the conditioned activation without sharing parameters is to build the same number of generators as the condition; however, this approach requires not only considerable memory but also time for training.

In this paper, we propose a novel convolution layer, called a conditional convolution layer (cConv), which uses different weights depending on the given class. More specifically, in each cConv, the weights are conditioned in a simple but effective way through filter-wise scaling and channel-wise shifting operations. The filter-wise scaling adjusts each filter of cConv using specialized scaling parameters to a specific condition, whereas the channel-wise shifting modulates each channel of the filters with different shifting parameters. Unlike the conventional methods, the proposed method can directly process the condition-specific features without a cBN layer. We conducted extensive experiments on several datasets including CIFAR [13], LSUN [14] and tiny-ImageNet [15], [16] to demonstrate the effectiveness of the proposed method. We show that with the help of the proposed cConv, a single generator can produce conditional images with higher-quality than the state-of-the-art methods. We also performed additional experiments which combine the cConv with conventional conditioning techniques such as the cBN to validate the effectiveness of the cConv. In order to prove the generalization ability of cConv, we further applied the cConv to the conditional style-transfer network and succeeded in adjusting images with various styles of art paintings.

In summary, this paper makes three major contributions. (i) We propose a novel conditional convolution layer which produces different feature maps by using the specialized weights according to the particular conditions. Armed with cConv, the generator achieves higher performance in generating conditional images than the conventional methods. (ii) We introduce the sequential operations of filter-wise scaling and channel-wise shifting which adjust the weights depending on the given class with a small number of parameters. (iii) We extend the application of cConv to the conditional style-transfer and successfully produce visually pleasing results.
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Fig. 1. Various models of the generator and discriminator for cGANs. (a) the discriminator concatenating the one-hot conditional vector to the input image, (b) the discriminator concatenating the one-hot conditional factor to the intermediate layer, (c) the discriminator with the auxiliary loss, (d) the projection discriminator [12], (e) the generator concatenating the one-hot conditional vector to the input noise vector, (f) the generator with the conditional normalization layer.

Fig. 2. Simplified diagram of the cBN. The convolutional feature maps obtained through convolution operation are first normalized with mean $\mu$ and standard deviation $\sigma$, and then normalized feature maps are modulated using condition-specific scaling and shifting parameters.

In the rest of this paper, we first introduce related work and preliminaries in Section II and Section III. Then, we discuss the proposed cConv in Section IV. In Section V, extensive experimental results are introduced to demonstrate that the proposed method outperforms conventional methods on various datasets. Finally, we describe our conclusion in Section VI.

II. RELATED WORK

The cGANs are one of the groups of GANs, and they generate images with the given class [4]. Unlike with the standard GANs, both the generator and the discriminator of the cGANs require conditional information to generate class-conditional images and differentiate them from the target class. To this end, as shown in Fig. 1, various methods have been proposed to effectively provide the conditional information for both networks [4]–[9], [12], [17]–[20]. Earlier methods have provided the conditional information by concatenating the class label (one-hot vector) into the input image or intermediate layers for the discriminator [4], [6] as depicted in Fig. 1(a) and (b). Reed et al. [5] improved upon these frameworks by building richer conditional information such as a target bounding box. On the other hand, some researchers [7], [17], [18] have proposed a modified discriminator with an auxiliary classification network, which is trained to predict the class label of the input image as well as differentiate between the real and fake samples, as shown in Fig. 1(c). Recently, inspired by probabilistic models, Miyato et al. [12] proposed the projection discriminator. As depicted in Fig. 1(d), the projection discriminator takes an inner product between the embedded condition vector and the feature vector of the discriminator so as to impose a regularity condition. Along with significantly improving the visual quality, the projection discriminator also guarantees the diversity of the generated images.

Meanwhile, a few attempts have been made to process the conditional information for the generator. Typically, the earlier works [4], [6], [7] provided the conditional information to the generator by concatenating the class label into an input noise vector as shown in Fig. 1(e). However, the performance of this approach is fundamentally limited due to the handling of the conditional information only in the first layer of the generator. In order to alleviate this problem, as shown in Fig. 1(f), some studies proposed conditional normalization layers which supply intermediate layers with the conditional information [8], [9]. Despite the fact that these methods can differently modulate the convolutional feature maps according to the conditions, they cannot overcome the major problem that the common weights are employed without regard to the classes.

III. PRELIMINARIES

A. Conditional generative adversarial network

The GANs have been improved upon since they were first introduced by Goodfellow et al. [1]. In the GANs, the generator $G$ is trained to create fake images which are indistinguishable from real ones, while the discriminator $D$ is trained to classify between real and generated images. This competing training is defined as

$$
\min_G \max_D E_{I \sim P_{data}}[\log D(I)] + E_{z \sim P_z}[\log(1 - D(G(z)))]
$$

where $z$ and $I$ represent a random noise vector and a real image sampled from noise distribution $P_z(z)$ and target dis-
Fig. 3. Illustration of the proposed filter-wise scaling and the channel-wise shifting operations. By applying these operations, every filter and channel of the convolutional filters $w$ are conditioned to a desired class with a small number of parameters.

tribution $P_{\text{data}}(I)$, respectively. More recently, cGANs, which focus on producing the class conditional images, have been actively researched [4], [7], [19], [21]. In general, cGANs techniques add the conditional information $s$, such as class labels or text condition, to both generator and discriminator in order to control the data generation process in a supervised manner. This can be formally expressed as follows:

$$
\min_{G} \max_{D} \mathbb{E}_{(I,s) \sim P_{\text{data}}(I)}[\log D(I,s)] + \mathbb{E}_{z \sim P_{\text{z}}(z),s \sim P_{\text{data}}}[\log(1-D(G(z,s)))].
$$

(2)

Using the above equation, the cGANs can select an image category to be generated, which is not possible when using the standard GANs framework.

B. Conditional normalization layer

The conditional normalization layer including the adaptive instance normalization [9] and the cBN [8] is considered to be an important component in the cGANs frameworks. In particular, the cBN is widely used to provide the conditional information to the generator [12], [19]. Unlike the standard normalization layers, as shown in Fig. 2, the cBN requires external conditional information which determines the condition-specific scaling and shifting parameters. The cBN operates as follows: First, the convolutional feature maps obtained through the convolution operation are normalized with mean $\mu$ and standard deviation $\sigma$ in the same way as the batch normalization process. Then, the normalized feature maps are scaled and shifted using a learned affine transformation whose parameters are specialized to the conditional information. Formally, the cBN with standard convolution layer can be expressed as follows:

$$
f_{\text{cBN}}(x, s) = \theta_s \left( \frac{x \otimes W - \mu}{\sigma} \right) + \delta_s,
$$

where $x$, $W$, and $\otimes$ indicate the input feature maps, convolution weights, and convolution operation, respectively. In addition, $\theta_s$ and $\delta_s$ are the scaling and shifting parameters, respectively, and these have different values according to the class label. By allowing the conditional information to manipulate the normalized feature maps, the cBN can conduct various conditional image generation tasks [12], [20], [22], [23]. However, one major drawback of the generator consisting of the cBN and standard convolution layer is that $W$ in each convolution layer must handle the dynamic features of the whole class due to the fact that it uses the same $W$.

IV. PROPOSED METHOD

A. Conditional convolution layer

To cope with the aforementioned drawback, we propose a novel conditional convolution layer, called cConv, which produces the conditioned feature maps by employing the separated weights depending on the given condition. In general, the weights of the convolution layer are considered as a four-dimensional tensor $W \in \mathbb{R}^{k \times k \times C_{in} \times C_{out}}$, where $k$ is the filter size, while $C_{in}$ and $C_{out}$ are the number of input and output channels, respectively. As shown in Fig. 3, each convolution layer has $C_{out}$ filters with $C_{in}$ channels. Each filter is denoted as $w_i$, $\{i = 1, \ldots, C_{out}\}$. In order to produce conditioned weights $W^s \in \mathbb{R}^{k \times k \times C_{in} \times C_{out}}$, we modulate the $W$ through filter-wise scaling and channel-wise shifting operations as follows: As shown in Fig. 3, we initially embed each condition to specialized scaling parameters $\gamma_s \in \mathbb{R}^{C_{out}}$ and shifting parameters $\beta_s \in \mathbb{R}^{C_{in}}$. By using these parameters, we first conduct the filter-wise scaling operation on $w_i$ with the scaling parameter $\gamma_{s,i}$ to individually provide the conditional information to each filter. Next, we apply the channel-wise shifting operation on the scaled $w_i$, which separates
zeros, respectively. Since \( \beta \) handle the dynamic features of various conditions. Only directly produce the conditional feature maps but can also observations reveal that the proposed sequential operations not all normally expressed as follows:

\[
\begin{align*}
    w_{i,j}^s &= \gamma^s_i \cdot w_{i,j} + \beta^s_{i,j}, \\
    \{i = 1, \ldots, C_{out}, j = 1, \ldots, C_{in}\}
\end{align*}
\]  

(4)

where \( w_{i,j}^s \) and \( w_{i,j}^e \) indicate the \( j \)-th channel of the \( i \)-th filter in \( W \) and \( W^e \), respectively. As shown in Fig. 3, with these sequential operations, all of the filters and channels of weights are specialized to a desired class with a small number of parameters. We initialize \( \gamma \) and \( \beta \) to matrices of ones and zeros, respectively. Since \( \beta \) is cloned \( C_{out} \) times as shown in Fig. 3, we divide \( \beta \) by \( C_{out} \) to normalize the gradients of it. By utilizing \( W^e \), the cConv can directly generate the conditioned feature maps without the need for conditional normalization process.

B. Understanding and analysis

In order to elucidate how \( W^e \) can effectively process the conditioned feature maps, we analyze the full operation of the cConv. As shown in Fig. 4, the output of the cConv \( y \) can be analyzed as follows:

\[
y = x \otimes (\gamma^s x \otimes W + \beta^s) = x \otimes \gamma^s W + x \otimes \beta^s.
\]  

(5)

Note that (5) includes tensor broadcasting to compute matrix operation. The first term \( x \otimes \gamma^s W \) describes a conditioning process which produces features that are scaled differently according to the given classes; this process helps disperse the convolutional feature maps. The second term \( x \otimes \beta^s \) represents a projection process which derives the condition-specific components obtained by projecting \( x \) onto \( \beta^s \). These observations reveal that the proposed sequential operations not only directly produce the convolutional feature maps but can also handle the dynamic features of various conditions.

The normalized output of the cConv can be expressed as follows:

\[
f_{cConv}(x, s) = \theta(\frac{\gamma^s \cdot x \otimes W + x \otimes \beta^s - \mu}{\sigma}) + \delta, \quad (6)
\]

where \( \theta \) and \( \delta \) are non-specialized scaling and shifting parameters, respectively. Therefore, both (3) and (6) can be rewritten as follows:

\[
f_{cBN}(x, s) = \frac{\theta^s}{\sigma}(x \otimes W) + (\delta^s - \frac{\mu^s}{\sigma})
\]

(7)

\[
f_{cConv}(x, s) = \frac{\theta^s}{\sigma}(x \otimes W) + \frac{\theta^s}{\sigma}(x \otimes \beta^s) + (\delta^s - \frac{\mu^s}{\sigma}) = \gamma^s(x \otimes W) + \hat{\beta}(x \otimes \beta^s) + \hat{\delta}, \quad (8)
\]

The first terms of (7) and (8), that are \( \hat{\beta}(x \otimes W) \) and \( \gamma^s(x \otimes W) \) play the same role of conditioning the convolutional layer. The second term of (7), \( \delta^s \), is a condition-specialized bias which is independent of the input. On the other hand, the second term of (8), \( \hat{\beta}(x \otimes \beta^s) \), can be considered as a conditioned residual path which derives the conditional information from the previous layer. The rest term of (8), \( \hat{\delta} \), is same as a convolutional bias. In other words, unlike the generator using the cBN which externally receives conditional information, that using the cConv handles conditional information internally with the residual connections between adjacent layers. Therefore, the proposed cConv makes the generator self-directed to utilize conditional information more effectively.

Indeed, more diverse \( W^e \) can be obtained by performing scaling and shifting operations with different values on each channel of every filter. However, this approach requires \( 2 \times N \times C_{in} \times C_{out} \) operating parameters in \( N \) conditions, which means the number of parameters rapidly increases with an increase in the dimension of the input and output feature maps. In contrast with this approach, although the
TABLE I
ARCHITECTURES OF THE GENERATOR AND THE DISCRIMINATOR USED FOR THE 32 × 32 CIFAR DATASETS. WE FOLLOW THE IMPLEMENTATION OF THE GULRAJANI et al. [24] IN THE SAME WAY AS THE LEADING cGANs FRAMEWORK [12]. (A) ARCHITECTURE OF THE GENERATOR USED FOR CIFAR DATASETS, (B) ARCHITECTURE OF THE DISCRIMINATOR USED FOR CIFAR DATASETS.

| (a) Generator | (b) Discriminator |
|---------------|-------------------|
| z ∈ ℝ_{128} × N(0, I) | RGB image x ∈ ℝ^{32 × 32 × 3} |
| fully-connected, 4 × 4 × 256 | ResBlock, down sample, 128 |
| ResBlock, up sample, 256 | ResBlock, down sample, 128 |
| ResBlock, up sample, 256 | ResBlock, 128 |
| BN, ReLU | ResBlock, 128 |
| 3 conv, 3, Tanh | Global sum pooling |
| ReLU | fully-connected, 1, projection |

Fig. 5. Architecture of the ResBlock used in our experiments.

TABLE II
ARCHITECTURES OF THE GENERATOR AND THE DISCRIMINATOR USED FOR 128 × 128 LSUN AND TINY-IMAGENET DATASETS. (A) ARCHITECTURE OF THE GENERATOR USED FOR LSUN AND TINY-IMAGENET DATASETS, (B) ARCHITECTURE OF THE DISCRIMINATOR USED FOR LSUN AND TINY-IMAGENET DATASETS.

| (a) Generator | (b) Discriminator |
|---------------|-------------------|
| z ∈ ℝ_{128} × N(0, I) | RGB image x ∈ ℝ^{32 × 32 × 8} |
| fully-connected, 4 × 4 × 1024 | ResBlock, down sample, 64 |
| ResBlock, up sample, 1024 | ResBlock, down sample, 128 |
| ResBlock, up sample, 512 | ResBlock, down sample, 256 |
| ResBlock, up sample, 256 | ResBlock, down sample, 512 |
| ResBlock, up sample, 128 | ResBlock, down sample, 1024 |
| ResBlock, up sample, 64 | ResBlock, 1024 |
| BN, ReLU | ReLU |
| 3 conv, 3, Tanh | Global sum pooling |
| ReLU | fully-connected, 1, projection |

proposed sequential modulation only requires N × (C_{in} + C_{out}) parameters, it can specialize the weights to each condition. Therefore, with the advantage of simplicity and effectiveness, we adopt the proposed sequential operations to the cConv.

V. EXPERIMENTS

A. Implementation details

In order to evaluate the superiority of the cConv, we conducted extensive experiments using the CIFAR-10 [13], CIFAR-100 [13], LSUN [14], and tiny-ImageNet [15], [16] datasets. The CIFAR-10 and CIFAR-100 datasets consist of 32 × 32 resolution images with 10 and 100 classes, respectively. The tiny-ImageNet, which is a subset of the ImageNet, and LSUN datasets contain 10 and 200 classes of images, respectively, which have more detail and complex scenes. We compressed the images from the LSUN and tiny-ImageNet datasets as 128 × 128 pixels. For the objective function, we adopted the hinge version of adversarial loss which is defined as follow:

\[
L_D = E_{(I, s) \sim P_{data}}[\max(0, 1 - D(I, s))]
+ E_{z \sim P_{(z), s} \sim P_{data}}[\max(0, 1 + D(G(z, s)))],
\]

\[
L_G = -E_{z \sim P_{(z), s} \sim P_{data}} D(G(z, s)).
\]

For all of the parameters in the generator and discriminator, we used the Adam optimizer [25] with a learning rate of 0.0002 and set the β₁ and β₂ to 0 and 0.9, respectively. We updated the discriminator five times per each update of the generator. For the CIFAR-10 and CIFAR-100 datasets, we used a batch size of 64 and trained the generator for 100k iterations, whereas the generator for the LSUN and tiny-ImageNet datasets was trained with a batch size of 32 for 500k iterations. Our experiments were conducted on CPU Intel(R) Xeon(R) CPU E3-1245 v5 and GPU TITAN X (Pascal), and implemented in PyTorch v1.4.

B. Base lines

In order to evaluate the effectiveness of the proposed method, we employed the same generator and discriminator architectures as those used in the leading cGANs scheme [12]. The detailed architectures of the two different models for 32 × 32 and 128 × 128 resolutions are presented in Tables I and II, respectively. Both of the models utilize the multiple residual blocks [24] (ResBlock) as illustrated in Fig. 5. Note that the discriminator does not contain the batch normalization (BN) layer since the spectral normalization [19] is applied to all of the weights in the discriminator. For the discriminator, we performed down-sampling (average-pooling) following the second convolutional layer in the ResBlock, whereas the generator up-sampled the feature maps using a nearest neighbor interpolation prior to the first convolution layer in the ResBlock.

C. Performance metrics

In order to evaluate how ‘realistic’ each generated image is, we employed the most popular assessments, inception score (IS) [17] and frechet inception distance (FID) [26], which measure the visual appearance and diversity of the generated images. The IS [17] computes the KL divergence between the conditional class distribution and marginal class distribution to measure the diversity and quality of the generated images. It
TABLE III
RESULTS OF THE QUANTITATIVE ASSESSMENTS INCLUDING IS AND FID ON BOTH CIFAR-10 AND CIFAR-100 DATASETS. * MEANS PROPOSED METHOD WITHOUT FILTER-WISE SCALING AND † MEANS PROPOSED METHOD WITHOUT CHANNEL-WISE SHIFTING.

| Method      | Dataset        | IS   | FID   | IS   | FID   |
|-------------|----------------|------|-------|------|-------|
|             | CIFAR-10       |      |       | CIFAR-100 |      |       |
| concat      | 8.21           | 14.51| 8.07  | 16.06|       |
| CN [12]     | 8.45           | 11.12| 8.99  | 15.58|       |
| cConv (proposed) | 8.60 | 10.82| 9.17  | 14.23|       |
| cConv *     | 8.37           | 12.10| 8.31  | 18.67|       |
| cConv †     | 8.45           | 11.42| 8.19  | 15.44|       |

is demonstrated in [17] that this metric is strongly correlated with the subjective human judgment of image quality. With a generated image $X$, the inception score can be defined as follows:

$$ I = \exp(E[D_{KL}(p(n|X)||p(n))]), $$

where $n$ is the label predicted by the Inception model [27], and $p(n|X)$ and $p(n)$ represent the conditional class distributions and marginal class distributions, respectively. With higher IS, the quality of the image is generated from the model is higher. On the other hand, the FID is another assessment which is more principled and comprehensive. The FID can be obtained by calculating the Wasserstein-2 distance between the distribution of the generated samples, $P_G$, and the distribution of the real samples, $P_R$, in the feature space of the Inception model [27], which is expressed as follows:

$$ F(p, q) = \|\mu_p - \mu_q\|^2 + \text{trace}(C_p + C_q - 2(C_pC_q)^{1/2}), $$

where $\{\mu_p, C_p\}, \{\mu_q, C_q\}$ are the mean and covariance of the samples with distribution $P_G$ and $P_R$, respectively. In contrast with the IS, the generated samples with high quality have lower FID. In our experiments, we randomly generated 50,000 samples and computed the inception score and FID using the same number of real images.

D. Quantitative comparison

We conducted extensive experiments in order to demonstrate the advantage of the generator with the cConv over the two conventional conditioning methods: (i) input concat (concat) which provides the conditional information by concatenating the one-hot vector into the input noise, and (ii) conditional normalization (CN) strategy which employs conditional batch normalization layer for the generator [12]. In the Resblock, the BN is replaced by the cBN for the CN experiments, and the standard convolution is replaced by the cConv for the experiments of the proposed method. In order to ensure fair comparison, both the proposed and conventional methods use the same projection discriminator [12].

Table III presents the comprehensive benchmarks between the proposed and conventional methods. The bold numbers in Table III indicate the best performance among the results. It is shown that the proposed method outperforms the conventional conditioning methods by a considerable margin in terms of IS and FID. As compared with the CN, in particular, which has been known as the optimal solution to supply the conditional information to the generator [12], [19], [28], the proposed method shows better performance. Note that the cConv significantly improves the FID, which mainly evaluates the quality of the images, in the case of the CIFAR-100 dataset; this indicates that the cConv can successfully generate higher-quality images on many conditions than the conventional conditioning techniques.

In order to demonstrate the validity of the filter-wise scaling and the channel-wise shifting operations, we conducted
Fig. 8. 128 × 128 pixel images generated with the proposed method using LSUN datasets.

TABLE IV
RESULTS OF THE QUANTITATIVE ASSESSMENTS INCLUDING INCEPTION SCORE AND FID ON TINY-IMAGE NET.

| Method            | Inception Score | FID    |
|-------------------|-----------------|--------|
| cBN [12]          | 11.38 ± 0.211   | 43.88  |
| cConv (proposed)  | 12.35 ± 0.112   | 40.65  |

For two different conditions $s_1$ and $s_2$, this scheme produces linearly scaled weights which can be represented as $W^{s_1} = \alpha \cdot W^{s_2}$. Thus, the resultant conditioned feature maps, $y_{s_1}$ and $y_{s_2}$, satisfy the following formula:

$$y_{s_1} = x \otimes W^{s_1} = x \otimes \alpha \cdot W^{s_2} = \alpha \cdot y_{s_2}$$

Consequently, the cConv employing filter-wise scaling and channel-wise scaling modifies feature maps only in a linear way. Since the linear operation is canceled by the following normalization layer, this scheme cannot give conditional information to the model. As a result, the alternative scheme produced mode collapsed images due to unstable training. We observed that additional variation, filter-wise shifting followed by channel-wise shifting, also results in the aforementioned problem.

To make quantitative results more reliable, we also compared the CN and the cConv on tiny-ImageNet with 128 × 128 resolution. Fig. 6 and Fig. 7 show IS and FID results of the models employing the cBN and the cConv over training iterations. As shown in Fig. 6 and Fig. 7, the performance of the model employing the cBN is saturated earlier than the one adopting cConv. As a result, the cConv improves the performance of the generator significantly. Table IV shows the final results of the cBN and the cConv. As can be seen in Table IV, the model adopting the proposed cConv shows better performance than the cBN model. Unlike the condition-specialized shifting in the cBN, the projection process of the cConv utilizes the residual bias which is affected by the

ablation experiments by eliminating each operation from the cConv. Table III also shows that the cConv without the filter-wise scaling operation exhibits inferior performance on both datasets compared with the cConv. These results show that the filter-wise scaling operation is very effective in producing the conditioned feature maps, resulting in the fact that the filter-wise scaling is an essential part of cConv to generate the conditioned feature maps. On the other hand, we observed that the cConv without the channel-wise shifting operation performs worse especially on the CIFAR-100 datasets. These results also indicate that the channel-wise shifting supports the derivation of conditional components for generating high-quality images in numerous conditions. Consequently, with a small number of parameters, both operations should be combined in order to maximize the best performance of the cGANs scheme. Furthermore, We considered some variations of the cConv scheme. We can adopt filter-wise scaling followed by channel-wise scaling as a possible alternative which can be expressed as follows:

$$w_{i,j}^{s} = \gamma_{s,i} \cdot w_{i,j} \cdot \beta_{s,j}.$$  

$$\{ i = 1, \ldots, C_{out}, j = 1, \ldots, C_{in} \}$$

(13)
Fig. 9. 128 × 128 pixel images generated with the cConv for the classes with (a) five low FID scores and (b) five high FID scores. The strings and values between each panel respectively indicate the name of the corresponding class and the FID score. The second row in each panel corresponds to the target dataset.

previous layer. Therefore, the cConv needs adequate training iterations to attain the maximum performance.

E. Qualitative results

Conditional image generation In order to meaningfully demonstrate visual results at high resolution, we conducted extra experiments on both LSUN [14] and tiny-ImageNet [15], [16] datasets which are considered to be challenging ones consisting of detail and complex conditions. As shown in Fig. 8, the cConv can generate high-quality and diverse images including complex scenes with high resolution. Fig. 9(a) shows the samples for the classes with low FID, i.e., classes on which the generative distribution is similar to the target conditional distribution, and Fig. 9(b) shows the reverse. As shown in Fig. 9(a), the images in the classes with low FID exhibit visually pleasing results with high diversity. However, as illustrated in Fig. 9(b), the images in the classes with high FID show slightly weak performance since they contain complex objects such as humans; that is, the diversity of the target data distribution is too wide. Nevertheless, the proposed model tends to produce features somewhat close to the original images even for complex classes. Note that this paper does not intend to design an optimal network structure for a generator with the cConv; there could be another architecture that leads to better performance. On the contrary, we care more about whether it is possible to learn the conditioned feature maps by simply replacing the standard convolution layer with the proposed cConv.
Fig. 10. The results of category morphing images obtained by using tiny-ImageNet datasets. The first row shows morphism from Alp to Seashore. The second row shows morphism from Beacon to Cliff.

Category morphing Using the proposed cConv, we can also successfully conduct category morphism. When there are two different conditions $s_1$ and $s_2$, we simply inter-divide both filter-wise scaling and channel-wise shifting parameters of the cConv, corresponding to these conditions. Fig. 10 shows the interpolated images with the same input noise vector. Note that cConv can produce morphing images when $s_1$ and $s_2$ are significantly different.

F. Conditional image style transfer

In order to demonstrate the generalization ability of the cConv, we applied it to the image style transfer. In our experiments, we chose 10 artistic paintings, including Ukiyo-e, Van gogh, Claude monet, Henri edmond and Jung-seob lee, and classed them into 10 conditions. Like cGANs scheme, we trained a style transfer model to generate artistic style-transfered images with given conditions. As a result, a single model can produce the images with 10 different artistic styles depending on given conditions. We adopted the network architecture as well as the loss function presented in [29]. Note that we replaced the standard convolutional layer of the generator with the cConv. Fig. 11 illustrates the results for a subset of the style. As shown in Fig. 11, the networks with the cConv can provide the input images with different color palettes and textures depending on the given condition.

VI. CONCLUSION

This paper presented a novel convolution layer, called a conditional convolutional layer, for cGANs. We demonstrated that the cConv can effectively handle the conditioned feature maps by applying the proposed filter-wise scaling and channel-wise shifting operations. One of the main advantages of cConv is that it can be incorporated into existing architectures, and our experiments reveal that the generator with the cConv improves the performance of the baseline models. In addition, we proved the generalization ability of cConv by applying it to image style transfer. It is expected that the proposed method, with the advantage of simplicity and effectiveness, will be applicable to other cGANs frameworks such as image-to-image translation and text-to-image synthesis.
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