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Abstract—This paper studies the convergence rate of a continuous-time dynamical system for $\ell_1$-minimization, known as the Locally Competitive Algorithm (LCA). Solving $\ell_1$-minimization problems efficiently and rapidly is of great interest to the signal processing community, as these programs have been shown to recover sparse solutions to underdetermined systems of linear equations and come with strong performance guarantees. The LCA under study differs from the typical $\ell_1$-solver in that it operates in continuous time: instead of being specified by discrete iterations, it evolves according to a system of nonlinear ordinary differential equations. The LCA is constructed from simple components, giving it the potential to be implemented as a large-scale analog circuit.

The goal of this paper is to give guarantees on the convergence time of the LCA system. To do so, we analyze how the LCA evolves as it is recovering a sparse signal from underdetermined measurements. We show that under appropriate conditions on the measurement matrix and the problem parameters, the path the LCA follows can be described as a sequence of linear differential equations, each with a small number of active variables. This allows us to relate the convergence time of the system to the restricted isometry constant of the matrix. Interesting parallels to sparse-recovery digital solvers emerge from this study. Our analysis covers both the noisy and noiseless settings and is supported by simulation results.
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I. INTRODUCTION

Compressed Sensing (CS) has triggered extensive research because of compelling results on the reconstruction of sparse signals (i.e., signals with few non-zero elements) from highly-undersampled linear measurements. The main results of CS show that coded measurements can be used to simultaneously acquire and compress a signal, requiring many fewer resources (e.g., time, storage, etc.) than traditional sampling approaches. However, the process of reconstructing the original signal from its compressed measurements requires a significant amount of computation and remains a bottleneck in the processing pipeline.

The approach to signal reconstruction that has been most extensively studied involves solving an optimization program that minimizes a combination of a mean-squared error term and a sparsity-inducing term (typically measured using the $\ell_1$-norm). Specifically, given a set of (possibly noisy) measurements $y \in \mathbb{R}^M$ of a signal $a^\dagger \in \mathbb{R}^N$ through a $M \times N$ matrix $\Phi$, we estimate $a^\dagger$ by solving

$$\hat{a}^\dagger = \arg \min_a \frac{1}{2} \|y - \Phi a\|_2^2 + \lambda \|a\|_1, \quad (1)$$

where $\|a\|_1 = \sum |a_i|$. Despite the optimization in (1) being a convex and tractable program with many specialized solvers (e.g., $\ell_1$–$\ell_2$ problems have a long history, dating back to Hopfield’s pioneering results for linear programming [12] (a comprehensive treatment of the subject can be found in [13]). Such analog systems can potentially have significant speed and power advantages over their digital counterparts.

While analog implementations of the LCA have the potential to alleviate the bottleneck of CS signal reconstruction in some scenarios, as with any signal processing system, it is important to have strong performance guarantees before deploying the system in an application. Prior work [9] has studied the convergence behavior of the LCA in a general setting (with no assumption on the signal or the matrix) to prove that the system has global asymptotic convergence to the correct solution. In this general setting, the LCA is shown to converge exponentially fast, provided some condition depends on the solution path of the system (i.e., which nodes cross threshold to become active during convergence). More specifically, as the nodes evolve, the LCA dynamics switch between sets of linear ordinary differential equations that involve submatrices of $\Phi$. If each submatrix is well-conditioned, then the exponential convergence result follows.

The main contribution of this paper is to study the specific case of sparse recovery. Interestingly, our analysis depends on the well-known Restricted Isometry Property (RIP) for CS measurement matrices. This condition ensures that every submatrix of a specific size is well-conditioned. The results in this paper establish conditions on problem parameters (such as signal sparsity $S$, ambient dimension $N$, and number of measurements $M$) that guarantee that the size of each...
submatrix is indeed small. These guarantees can then be used to provide strong bounds on the convergence speed of the system. Our resulting conditions are naturally analogous to existing bounds for traditional digital algorithms.

After reviewing the guarantees for existing digital algorithms and prior analysis of the LCA in Section II, we present our two main results in Section III. Theorem 2 establishes conditions ensuring that only nodes that are part of the support of the original signal $a^T$ become active during convergence. Theorem 3 relaxes these conditions to allow a fixed number of nodes to enter the support during convergence. Both results allow us to establish a bound on the exponential rate of convergence for the LCA by relating it to the restricted isometry constant of the matrix $\Phi$. Section IV explores the implication of the two theorems when the measurement matrix is random. The qualitative predictions of these theoretical guarantees are explored in simulation in Section V.

II. BACKGROUND AND RELATED WORK

The analysis in this paper differs from previous studies that appear in the CS literature because of the continuous nature of the LCA algorithm. In particular, the complexity of the LCA cannot be expressed in terms of a number of “iterations” as is often done for digital algorithms. Nevertheless, some analogies to previous work can be drawn. In this section, we describe some existing approaches to sparse recovery, their associated guarantees, and how they relate to the LCA.

A. Existing algorithms

1) $\ell_1$-solvers: The $\ell_1$-norm in (1) is used as a surrogate for the ideal pseudo-norm $\|a\|_0$, which counts the number of non-zero elements. Under particular conditions on $\Phi$, it can be shown that the performance of the relaxed program (1) is comparable to the idealized (but generally intractable) sparse approximation problem. One such condition is known as the Restricted Isometry Property (RIP). The RIP guarantees that every submatrix formed from a small subset of columns of $\Phi$ is a near isometry.

Definition 1: The matrix $\Phi$ satisfies the RIP of order $k$ if there exist a constant $\delta \in (0, 1)$, such that for any vector $x \in \mathbb{R}^N$ such that $\|x\|_0 \leq k$, we have:

$$ (1 - \delta) \|x\|_2^2 \leq \|\Phi x\|_2^2 \leq (1 + \delta) \|x\|_2^2. \quad (2) $$

We also say that $\Phi$ satisfies the RIP with parameters $(k, \delta)$. The RIP-constant $\delta_k$ of order $k$ for $\Phi$ is defined as the smallest positive constant $\delta$ satisfying (2).

The main advantage of solving (1) is the existence of sharp results on the $\ell_2$- and $\ell_1$-norm of the error [15]. However, despite the many digital algorithms proposed, the complexity involved with solving (1) remains a challenge. State-of-the-art solvers can handle large scale problems, but lack strong guarantees about their running time [3]–[6], [16]. On the other hand, iterative thresholding schemes are simple and come with guarantees about the number of iterations needed to achieve a certain accuracy [7], [17], but they may require many computationally expensive iterations. Homotopy-based schemes find the solution to (1) by tracing a piecewise-linear solution path as the tradeoff parameter $\lambda$ is varied. If the solution is very sparse, these approaches can converge in exactly $S$ iterations (known as the S-step property) [1].

The LCA differential equation resembles a continuous-time version of an iterative thresholding step. However, because the system evolves according to a piecewise-linear dynamical system that changes each time a node crosses threshold, its solution path is very similar to the Homotopy [1] and its approximate version LARS [18]. Much in the spirit of the S-step property and for a similar number of measurements for random matrices, Theorem 2 shows that the LCA active set remains a subset of the $S$ optimal nodes.

2) Greedy Algorithms: A second approach to sparse signal recovery is through the use of iterative greedy algorithms. A common solver in this family is Orthogonal Matching Pursuit (OMP), which at each iteration adds to the support the element that has the strongest correlation with the residual. Through the use of the RIP, OMP was shown to recover an $S$-sparse signal in exactly $S$ iterations (i.e., has the S-step property) in the noiseless setting [19], for a number of random measurements similar to our first result in Theorem 2.

Letting OMP run for more than $S$ iterations, recovery results have been obtained in the noiseless [20] and noisy cases [21] for fewer random measurements. Similar recovery results exist for Regularized Orthogonal Matching Pursuit (ROMP) [22] and Compressive Sampling Matching Pursuit (CoSaMP) [23]. In contrast to OMP, ROMP and CoSaMP add a set of nodes at each iteration. While in the case of the LCA, we are not concerned with iteration count, our Theorem 3 is similar in nature. Letting the active set grow larger than the $S$ optimal nodes still yield guarantees on the convergence time, while reducing the number of CS measurements necessary.

B. The Locally Competitive Algorithm

1) LCA structure and dynamics: The LCA can be viewed as a network of nodes that evolve according to a set of coupled, nonlinear Ordinary Differential Equations (ODEs):

$$ \tau \dot{u}(t) = -u(t) - (\Phi^T \Phi - I) a(t) + \Phi^T y, $$
$$ a(t) = T_\lambda(u(t)) \quad (3) $$

These dynamics govern the set of internal state variables, $u_n(t)$ for $n = 1, \ldots, N$, each associated with a single dictionary element $\Phi_n$. The internal states produce output variables $a_n(t)$ for $n = 1, \ldots, N$ through a nonlinear pointwise activation function $T_\lambda(\cdot)$. The time constant $\tau$ is determined by the physical properties of the solver implementing the system. Since $\tau$ does not affect the mathematical analyses of the system, we often take $\tau = 1$ except when we want to stress its influence on the convergence speed. We assume throughout that the columns of $\Phi = [\Phi_1, \ldots, \Phi_N]$ have unit norm: $\|\Phi_n\|_2 = 1$. To solve (3), the activation function used is the soft-thresholding function [8]:

$$ a_n(t) = T_\lambda(u_n(t)) = \begin{cases} 0, & |u_n(t)| \leq \lambda \\ u_n(t) - \lambda z_n(t), & |u_n(t)| > \lambda \end{cases} \quad (4) $$

where $z_n(t) = \text{sign}(u_n(t))$ is the sign of the $n^{th}$ internal state variable. Though $\ell_1$-minimization is our focus, recent work has
shown that many other sparsity-inducing penalty functions can be minimized in the same system by changing the form of $\mathcal{T}_\lambda(\cdot)$ [24].

2) Notations: It can be seen from [4] that the activation function is composed of two operating regions. When $|u_n| \leq \lambda$, the output $a_n$ is zero and we call the node inactive. When $|u_n| > \lambda$, the output $a_n$ is strictly increasing with $u_n$ and we call the node active. Denote by $\Gamma(t)$ the current active set (i.e., the set of indices $\Gamma(t) = \{ k \in [1, N] \mid |u_k(t)| > \lambda \}$), and denote by $\Gamma^-(t)$ the inactive set consisting of nodes that are below threshold. While the active set changes with time as the network evolves, for the sake of readability and when it is clear from the context, we omit the dependence on time in the notation and just write the active set as $\Gamma$. The sequence of switching times for which the system moves from the set of active nodes $\Gamma_{k-1}$ to $\Gamma_k$ is the sequence $\{t_k\}_{k \in \mathbb{N}}$. In the following, we also denote by $\Phi_T$ the matrix composed of the columns of $\Phi$ indexed by the set $T$, setting all the other entries to zero. Similarly, $u_T$ and $a_T$ refer to the elements in the original vectors indexed by $T$ setting other entries to zero.

3) LCA Convergence Speed: As with their digital counterparts, it is desirable to know how fast continuous-time systems such as the LCA converge. The LCA has been shown to be exponentially convergent [9], with a convergence speed that depends on the transient activity in the system. To state this result, define $\Gamma_*$ as the active set of the solution $a^\dagger$ to (1), and define the constant $d$ as the smallest positive constant such that for any active set $\Gamma$ visited by the LCA and any vector $x$ in $\mathbb{R}^N$ supported on $\Gamma = \Gamma \cup \Gamma_*$, we have:

$$\|x\|_2^2 \leq (1 - d) \|x\|_2^2 \leq (1 + d) \|x\|_2^2.$$ (5)

Although this definition looks similar to the definition of the RIP constant, it is important to note that (5) must hold not for a general index set (as in [2]) but rather for the active sets $\Gamma$ visited by the LCA during convergence. If such a $d$ exists, Theorem 3 of [9] applied to $\ell_1$-minimization becomes:

**Theorem 1:** If $d$ defined in (5) exists and satisfies $d \leq 1$, then the LCA system (3) converges exponentially fast with convergence speed $(1-d)/\tau$, i.e., $\exists \mathcal{K} > 0$, such that $\forall t \geq 0$

$$\|u(t) - u^*\|_2 \leq \mathcal{K} e^{-(1-d)t/\tau}.$$ While it is difficult to characterize the path of the LCA in general, if the number of active nodes during convergence remains small, then $d$ can be related to the RIP constant and Theorem [1] can be used to bound the convergence speed. This is precisely what is done in the two main results of this paper.

III. BOUNDING THE LCA ACTIVE SET

In this section, we state our two main theorems that bound the size of the LCA active set during convergence. In the following, the vector $a^\dagger \in \mathbb{R}^N$, referred to as “true” underlying signal or original signal, has $S$ non-zero coefficients supported on the set $\Gamma_\dagger$, referred to as the optimal support. This signal generates noisy measurements $y$ in $\mathbb{R}^M$:

$$y = \Phi a^\dagger + \epsilon = \Phi_{\Gamma_\dagger} a^\dagger + \epsilon$$

for some noise vector $\epsilon \in \mathbb{R}^M$. Our analysis considers the general case where the measurements are corrupted by noise, but remains valid in the noise-free case, when $\epsilon = 0$. We also define the following quantities that appear several times in the proofs of the theorems:

$$\alpha = \alpha(\delta) = (1 + \delta)(1 - \delta)^{-2}$$

$$C_\delta(p) = \alpha \left( \|a^\dagger\|_2 + \sqrt{1 - \delta} \|\epsilon\|_2 + \lambda \sqrt{p} \right).$$

Note that if $0 < \delta < 1$, then $\alpha \geq 1$.

Our first result provides guarantees similar to the $S$-step property in that only the $S$ nodes that belong to the optimal support $\Gamma_\dagger$ become active. Using the RIP constant $\delta$ of order $(S+1)$ of the matrix $\Phi$, the proof in Appendix C bounds the amplitudes of the internal states $u(t)$ in $\Gamma_\dagger$ to show that they remain below threshold.

**Theorem 2:** Assume that the dictionary $\Phi$ satisfies the RIP with parameters $(S + 1, \delta)$ and that the support $\Gamma(0)$ of the initial output $a(0)$ is a subset of the optimal support (i.e., $\Gamma(0) \subseteq \Gamma_\dagger$). If the following two conditions between the original signal $a^\dagger$, the threshold $\lambda$, the noise $\epsilon$, the sparsity $S$ and the RIP constant $\delta$ are satisfied:

$$\|a^\dagger - a(0)\|_2 \leq C_\delta(S),$$

$$\left(1 - \alpha \delta \sqrt{S}\right) \lambda \geq \alpha \delta \left( \|a^\dagger\|_2 + \sqrt{1 - \delta} \|\epsilon\|_2 \right) + \|\Phi_{T_1}^T \epsilon\|_\infty,$$ (7)

then nodes in $\Gamma^I$ never cross threshold (i.e., $\Gamma \subseteq \Gamma_\dagger$).

Similarly to the analysis of some digital solvers, our second result gives conditions for the active set to be bounded by $q$, where $q$ may be larger than $S$. In contrast to the analysis for digital solvers however, these conditions do not bound the number of “switches” or iterations. In our case, bounding the size of the active set is enough to guarantee exponential convergence.

**Theorem 3:** Assume that the dictionary $\Phi$ satisfies the RIP with parameter $(S + q, \delta)$, for some $q \geq 0$. If the following two conditions between the original signal $a^\dagger$, the initial state $u(0)$, the threshold $\lambda$, the noise $\epsilon$, the parameter $q$ and the RIP constant $\delta$ are satisfied:

$$\|u(0)\|_2 \leq \lambda \sqrt{q}$$

$$\lambda \geq \frac{1 + \delta}{1 - 3 \delta \sqrt{q}} \left( \|a^\dagger\|_2 + \sqrt{1 - \delta} \|\epsilon\|_2 \right).$$ (9)

then the active set $\Gamma$ never contains more than $q$ nodes for all time $t \geq 0$ (i.e., $|\Gamma| \leq q$).

The proof in Appendix D bounds the energy of the $q$ biggest nodes $u_n(t)$. The simulations in Section V show that useful values for $q$ are typically small multiples of $S$. Conditions (6), (7) and (9) involve complex relationships between the various parameters. We analyze their implication on the RIP constant below, and look at the resulting number of measurements for CS random matrices in Section IV.

First, condition (6) of Theorem 2 constrains the starting point to be reasonably close to the optimum $a^\dagger$. When the system starts at rest, $u(0) = 0$ and condition (6) becomes:

$$\|a^\dagger\|_2 \leq \alpha \left( \|a^\dagger\|_2 + \sqrt{1 - \delta} \|\epsilon\|_2 + \lambda \sqrt{S} \right),$$

which always holds since $\alpha \geq 1$. Similarly, if the system starts...
at rest, condition (8) obviously holds.

To analyze the requirement of the theorems on the RIP more easily, we assume without loss of generality that \( \| a^0 \|_2 = 1 \). For now, we also assume that there is no noise, \( \epsilon = 0 \); the noise level is addressed in Section IV. From (20), the solution \( a^* \) is a thresholded version of the original signal \( a^0 \):

\[
a^*_R = a^0_R - \lambda (\Phi^T_R \Phi_R)^{-1} z_R.
\]

Even though the two theorems require the threshold \( \lambda \) to be sufficiently large, it cannot be taken too large or the outputs simply remain zero. However, if some nodes in \( \Gamma_R \) have small amplitudes, they do not contribute much to the signal energy and setting them to zero in \( a^* \) may be acceptable.

It is instructive then to look at the scenario where all the non-zero entries in \( a^0 \) have the same magnitude. In this case, they contribute equally to the signal energy and the threshold should be low enough to recover them all. If \( \| a^0 \|_2 = 1 \), each non-zero element of \( a^0 \) is equal to \( \pm 1/\sqrt{S} \). Thus, the threshold should be below \( 1/\sqrt{S} \). We take \( \lambda = r/\sqrt{S} \), for some \( 0 < r < 1 \). Rearranging the terms in (7) yields the following condition on the RIP constant in Theorem 2:

\[
\delta \leq \frac{r}{(1 + r) \alpha \sqrt{S}}. \tag{10}
\]

This shows that, for the active set to remain a subset of the optimal support, the RIP constant needs only to be bounded by a small constant that does not depend on \( S \) anymore, which is more favorable than condition (10).

IV. APPLICATION TO COMPRESSED SENSING MATRICES

Theorems 2 and 3 are deterministic. However, to get a better feel for their implications on the various parameters, the results can be interpreted in terms of a known expression for the RIP constant established for random matrices. In particular, Theorem 5.65 in [25] states that if \( \Phi \) is an \( M \times N \) random matrix, whose columns \( \Phi_n \) are independent subgaussian random vectors in \( \mathbb{R}^M \) with \( \| \Phi_n \|_2 = 1 \), then for any sparsity level \( 1 \leq S \leq N \) and any \( \delta \in (0, 1) \), the matrix \( \Phi \) satisfies the RIP with parameters \( (S, \delta) \) with high probability provided

\[
\delta \sim \sqrt{\frac{S \log(N/S)}{M}}, \tag{12}
\]

where \( \sim \) indicates that two quantities are equal up to a constant. Some examples are random matrices with independent and identically distributed Bernoulli columns with unit norm, or columns drawn independently and uniformly at random from the unit sphere. This result implies that typical CS matrices have a number of measurement \( M \) on the order of \( O(\delta^{-2} S \log(N/S)) \).

A. Theorem 2 with CS matrices

**Measurements:** Plugging the estimate (12) for \( \delta \) in (10) yields:

\[
\sqrt{M} \gtrsim S \sqrt{\log(N/S)} \left(1 + \frac{r}{\alpha} \right) \frac{\alpha}{r},
\]

where the notation \( \gtrsim \) means greater up to a constant factor. When \( S \ll M, \delta \) is small and \( \alpha \sim 1 \). As a reference, for an RIP of \( \delta \leq 1/2, \alpha \leq 6, \) and for \( \delta \leq 0.1, \alpha \leq 1.358 \). This shows that the number \( M \) of measurements for a random matrix \( \Phi \) must be on the order of \( O(S^2 \log(N/S)) \).

This result strongly resembles the condition for the Homotopy algorithm to satisfy the \( S \)-step property [1], which requires that \( S \leq (1 + \mu^{-1})/2 \) and leads to the same number of measurements. For \( M \sim O(S^2 \log N) \), the Homotopy algorithm on the parameter \( \lambda \) behaves like a pursuit algorithm, where nodes are added to the active support and the solution evolves in a piecewise-linear manner. Likewise, the LCA solution evolves according to a continuous switched linear system and nodes are added to the support until the solution is reached. Both results ensure that only nodes present in the original signal enter the active set. OMP was also shown to recover an \( S \)-sparse signal in exactly \( S \) steps provided that \( \Phi \) satisfies the RIP with \( \sqrt{S} \leq 1/(\beta S + 1) \), which also leads to \( O(S^2 \log N) \) measurements [19]. Consequently, despite the continuous-time nature of the LCA trajectories, comparable bounds on the RIP constant emerge from our study.

**Noise level:** When \( \epsilon \) is a Gaussian white noise whose entries have variance \( \sigma^2 \), the terms due to the noise in (7) are \( \| \epsilon \|_2 \sim \sqrt{M} \sigma \) and \( \| \Phi \epsilon \|_\infty \sim \sqrt{\log N} \sigma \) with high probability. Taking these terms into account in (7) does not change the bound on \( \delta \) in (10) by more than a constant if

\[
\alpha \delta \sqrt{1 - \delta} \| \epsilon \|_2 + \| \Phi \epsilon \|_2 = \kappa \alpha \delta,
\]

for some constant \( \kappa > 0 \). Using the estimate (12), along with \( S \ll N, M \sim S^2 \log(N/S) \), \( \alpha \sim 1, \alpha \sim 1, \delta \sim 1 \), and reorganizing the terms yield a noise variance of:

\[
\sigma^2 \sim \frac{\alpha \delta \kappa \sqrt{\frac{S \log(N/S)}{M}}}{1 + \frac{\kappa}{1/\sqrt{M}}} \approx \frac{\kappa}{1 + \frac{\kappa}{\sqrt{M}}}.
\]

Thus, the total energy allowed in the noise vector is on the order of \( \| \epsilon \|_2 \sim \left(1 + 1/\sqrt{S}\right)^{-1} \), which is approximately on the same order as the energy of the signal.

This result can be improved upon. Theorem 2 is stated for any fixed noise vector \( \epsilon \). In the case where the noise \( \epsilon \) is assumed to be a Gaussian random vector, the proof of Lemma 3 in Appendix B hints that the bound used for \( \| a^\infty - a^0 \|_2 \) can be improved. The essential step consists in bounding \( \| (\Phi^T_R \Phi_R)^{-1} \Phi^T_R \epsilon \|_2 \). It is an easy calculation that

\[
\mathbb{E} \left\{ \| (\Phi^T_R \Phi_R)^{-1} \Phi^T_R \epsilon \|_2^2 \right\} = \sigma^2 \text{Trace} ((\Phi^T_R \Phi_R)^{-1}) \leq \frac{S \sigma^2}{1 - \delta}.
\]

Moreover, standard tail inequalities [25] show that this random variable concentrates around its mean. Thus, when the noise
is Gaussian, $\sqrt{1-\delta} \|\epsilon\|_2$ can be replaced by $\sqrt{S}\sigma$ with high probability in [4]. Going over the equations in the previous paragraph, we obtain a noise variance of the form:

$$\sigma \sim \frac{\alpha \delta k}{\sqrt{\alpha \delta S + \log N}} \sim \frac{\kappa}{1 + \log N / \sqrt{S}}.$$ 

The total energy allowed in the noise vector becomes $\|\epsilon\|_2 \sim \sqrt{M/S / (1 + \log N)}$, which increases with the number of measurements $M$.

**B. Theorem 3 with CS matrices**

**Measurements:** For random matrices, using the estimate \([12]\) of the RIP constant $\delta$ of order $S + q = (1 + \beta)S$ in \([11]\) yields

$$\sqrt{M} \gtrsim \sqrt{(1 + \beta)S \log \left( \frac{N}{(1 + \beta)S} \right) 3\sqrt{3} + 1 \frac{r\sqrt{3} - 1}{r\sqrt{3} - 1}}.$$ 

For $\beta$ constant, this yields a number of measurements on the order of $O(S \log (N/S))$. For reference, using $\beta = 30$ and $r = 0.8$ in \([11]\) yields $\delta_{31.9} \leq 0.23$. In comparison, OMP has been shown to converge for $\delta_{31} \leq 1/3$ \([21]\). The result for ROMP has a slightly worse form with $\delta_{38} \leq 0.01/\log S$ \([26]\). Finally, CoSaMP was shown to converge for $\delta_{48} \leq 0.1$ \([23]\). For all those algorithms, the RIP constants reported lead to the same order of measurements $O(S \log N)$. This is another interesting parallel between the LCA and its digital equivalents. Letting more than the optimal $S$ nodes enter the active support still yields good convergence results, while giving better scaling on the RIP constant and number of measurements. Contrary to the digital solvers however, the conditions for the LCA are only necessary to guarantee a bound on the exponential speed of convergence. As stated before, the algorithm is guaranteed to converge to the solution to \([1]\) without any requirements on the RIP constant. Moreover, the error achieved by the LCA is linked to the performance guarantees associated with $\ell_1$-minimization, as discussed in Section \([1]\).

**Noise level:** The influence of the noise appears clearly in our results. The noise term in \([9]\) does not affect the bound on $\delta$ in \([11]\) by more than a constant if

$$\sqrt{1-\delta} \|\epsilon\|_2 = \kappa,$$ 

for some $\kappa > 0$. Assuming again that $\epsilon$ is a Gaussian white noise, whose entries have variance $\sigma^2$, and that $\|a^\dagger\|_2 = 1$ yields a noise variance of

$$\sigma \sim \frac{\kappa}{\sqrt{1-\delta}} \sqrt{M} \sim \frac{1}{\sqrt{M}}.$$ 

As a consequence, the total energy $\|\epsilon\|_2$ allowed in the noise vector is $O(1)$, which is the same order as the energy of the signal. Here again, assuming that the noise is Gaussian in the proof of the theorem itself leads to a sharper bound. Using the same concentration argument as previously, we can replace $\sqrt{1-\delta} \|\epsilon\|_2$ by $\sqrt{q}\sigma$ with high probability in [9]. This yields a new noise variance of the form $\sigma \sim \kappa / \sqrt{q}$ and the energy in the noise vector becomes $\|\epsilon\|_2 \sim \sqrt{M/q}$, which can again increase with the number of measurements.

**C. Decreasing threshold**

Interestingly, the proofs of the two theorems hint that the results possibly still hold when the threshold is not constant, but rather exponentially decreasing. In the proof of Theorem 2 the lower bound on the threshold $\lambda$ depends on the quantity $\|a(t) - a^\dagger\|_2^2$ and in the proof of Theorem 3 it depends on $\|u(t) - u^\dagger\|_2^2$. If the system is exponentially convergent, both quantities should decrease exponentially fast with time. Thus, the threshold $\lambda$ could be decreased according to an exponential decay while still satisfying the inequalities in the two theorems. Decreasing the threshold would allow the system to potentially recover more nodes from $a^\dagger$, while keeping the size of the active set bounded, as well as yielding faster convergence. This is confirmed in simulation (see Section \([7]\)). Interestingly, similar observations have been made for digital solvers (e.g. in \([27]\), the threshold is decreased according to a geometric progression to speed up recovery). However, there has been no analytic justification for the observed increase in speed or for how to choose the decay rate. In our case, even if the proof suggests the potential advantage of decreasing the threshold according to an exponential decay, the additional dynamics on the threshold would drastically change the nature of the analysis, starting with the proof of convergence in \([9]\).

**D. Estimate of the Convergence speed**

The ultimate goal of this paper is to obtain an estimate of the speed of convergence of the LCA in the context of CS recovery. In Theorem 2 we showed that under some conditions, the active sets visited during convergence may never contain more than the $S$ optimal nodes. This result was generalized in Theorem 3 to allowing no more than $q$ nodes to become active, where $q$ is typically a small multiple of $S$. Such guarantees allow us to approximate $d$ in Theorem 1 by the RIP constant of $\Phi$ of order $S$ or $q$. Thus, for random matrices of interest, $d$ is approximately $\sqrt{S \log (N/S) / M}$. The convergence being exponential, this leads to an estimate for the convergence time of the LCA of $O\left(\frac{\tau}{1 - \sqrt{S \log (N/S) / M}}\right)$, where $\tau$ is the time constant of the physical solver.

For informational purposes, the digital solvers Homotopy, OMP, ROMP and CoSamp have been proven to have running times on the order of $O(SMN)$ flops when the number of iterations is finite \([1], [21], [23], [26]\). This estimate can in general be reduced if a fast multiply for $\Phi$ and $\Phi^T$ is available. It is important to keep in mind that the time constant $\tau$ for the LCA has the potential to be much smaller than the time to perform a single matrix multiply for a digital solver \([10]\). As a consequence, the scaling properties of the LCA seem more favorable for large problems.

**V. Simulations**

In this section, we provide simulations that illustrate the previous theoretical results. As an example, we use a sparse vector $a^\dagger$ of length $N = 400$ whose non-zero entries are

1 Matlab code running the experiments in this section can be downloaded at http://users.ece.gatech.edu/~abalavoine3/code/LCA_CS_exp.zip
generated by randomly selecting $S = 5$ indices and setting their amplitudes so that $\|a^\dagger\|_2 = 1$. Then, we take $M = 200$ measurements by generating a Gaussian random matrix $\Phi$ of size $200 \times 400$, with entries drawn independently from a normal distribution and columns normalized to have unit norm. We also add a Gaussian white noise with standard deviation $\sigma = 0.025$ to the measurement so that $y = \Phi a^\dagger + \epsilon$. All the results of this section are obtained by simulating the ODEs (3) on a digital computer. The algorithm is always started at rest with $u(0) = 0$.

A. Effect of the threshold on the size of the active set

We first explore how the value of the threshold $\lambda$ affects the size of the active set during convergence, i.e. the maximum number of nodes that become active while the system is evolving. In Fig. 1 and 2, we vary the value of the threshold $\lambda$ and the sparsity level $S$. For each point on the figures, we simulate 100 random draws of a sparse vector $a^\dagger$ and a measurement matrix $\Phi$ and assume that no noise is present. In Fig. 1, we look at the percentage of the 100 trials where only nodes that are part of the optimal support $\Gamma^\dagger$ become active. For large $S$ (approximately $S > 28$), the transition phase for $\lambda$ follows a curve that looks like $1/\sqrt{S}$. For small $S$, the behavior appears qualitatively different. Both follow the general prediction from (7):

$$\lambda \gtrsim \frac{\alpha \delta}{1 - \alpha \delta \sqrt{S}}.$$ 

In Fig. 2 the color coding represents the ratio of the maximum number of active elements $q$ during convergence over the sparsity level $S$. For large $S$ (approximately $S > 28$), the transition phase for $\lambda$ follows a $1/\sqrt{S}$ behavior. Moreover, for most values of the threshold $\lambda$ and sparsity level $S$, a relatively few number of elements become active during convergence ($q$ is mostly contained between $1S$ and $10S$). The results in Fig. 1 and Fig. 2 confirm the qualitative behavior of the bounds derived in Theorems 2 and 3.

B. Decreasing the threshold during convergence

As mentioned in Section IV-C, the proofs of Theorems 2 and 3 suggest that the active set remains bounded even when the threshold is decreased according to an exponential decay, while yielding faster convergence. This fact is confirmed in practice. To illustrate this, we first ran the LCA with a high threshold value of $\lambda = 0.3$. As shown in the first row of Fig. 3, the active set never contains more than three nodes that are part of the optimal support. The final solution is missing two nodes from the original signal $a^\dagger$. In the second row, $\lambda$ is fixed to a low value of $0.08$. The final solution recovers all the nodes from $a^\dagger$. However, the biggest active set now contains $q = 7$ nodes and the convergence is slower. Finally, in the last row, the threshold is started at $0.3$ and decreased to the value $0.08$ according to an exponential decay. As expected, the final solution is the same as the one in row 2. However, in this case the active set never contains more than the five nodes from the optimal support. Moreover, the system converges faster, in less than $2\tau$ compared to $3\tau$ in row 2.
Fig. 4. Evolution of the experimental mean-squared error $\|u(t) - u^*\|_2$ (plain line) and theoretical decay (crossed line) as problem parameters are varied.

C. Estimate of the convergence speed

Finally, we would like to know how well the quantity

$$e^{-(1-\delta)t/\tau},$$

predicted by Theorem 1, bounds the convergence rate of the solver, represented by the mean-squared error between the nodes at time $t$ and the final solution $u^*$:

$$\|u(t) - u^*\|_2.$$

In Fig. 4 this quantity is normalized to start at 1 so as to compare it with (13). When they are not varying, we fix the threshold $\lambda = 0.1$, the number of measurements $M = 200$, the sparsity $S = 5$, and the signal length $N = 400$. For each experimental curve (solid lines), the mean-squared error is averaged over 100 trials. We also plot the theoretical decay (dashed lines) using the expression (13) with $\delta = \sqrt{S \log(N/S)/M}$. As $\lambda$ becomes smaller, the threshold $\lambda$ becomes active during convergence. The estimate for $\delta$ must be changed to $\delta = \sqrt{q \log(N/q)/M}$, where $q$ is the maximum number of active elements during convergence. Using $\delta = \sqrt{5S \log(N/S)/M}$ (yellow dashed line) provides an upper bound even for very small values of the threshold $\lambda$, where much more than $5S$ nodes become active during convergence (the average over 100 trials for the maximum size of the active set for $\lambda = 0.02$ is $180 = 36S$).

VI. Conclusions

In this paper, we studied a dynamical system for solving $\ell_1$-minimization problems in the context of CS signal recovery. In this specific problem setting we are able to give strong guarantees about the path followed by the system’s internal state variables during convergence. Indeed, our results show that in typical CS situations, the path followed by the LCA is close to optimal, with only a few nodes entering the active set during convergence. These results can then be used to
make strong guarantees on the exponential convergence speed of the system, and the quantitative results generally agree qualitatively with our simulation results. Interestingly, despite the LCA being a completely different computing architecture than traditional algorithms being run on a digital computer, the conditions of our results directly parallel the established guarantees for several digital algorithms. As with any signal processing system, such performance guarantees are important to establish before investing significant resources in system development and deploying the system in an application. The strong performance guarantees of this paper lead us to conclude that the LCA, if implemented in a large-scale analog circuit, could lead to substantial improvements in the time required for CS signal recovery in many problems of interest.

APPENDIX A

NODES DYNAMICS

The LCA is a type of switched linear system [28], where the dynamics are a linear ODE that changes every time a node crosses threshold (i.e., moves into or out of the active set). Between switching times, the active set \( \Gamma \) is fixed, \( \dot{a}_\Gamma(t) = \dot{u}_\Gamma(t) \), and the ODE (3) can be partially decoupled:

\[
\begin{align*}
\dot{a}_\Gamma(t) &= -\Phi_\Gamma^T\Phi_\Gamma a_\Gamma(t) + \Phi_\Gamma^T y - \lambda z_\Gamma(t), \\
\dot{u}_\Gamma(t) &= -u_{\Gamma^c}(t) - \Phi_\Gamma^T\Phi_\Gamma a_\Gamma(t) + \Phi_\Gamma^T y.
\end{align*}
\]

(14) (15)

The following is a very brief overview of some fundamental results in linear ODEs, which we use freely in our proofs. Let \( x(t) \) be a function from \( \mathbb{R}^+ \) to \( \mathbb{R}^N \), \( A \) a symmetric matrix in \( \mathbb{R}^{N \times N} \) and \( b \) a vector in \( \mathbb{R}^N \). The solution to

\[
\dot{x}(t) = Ax(t) + b.
\]

with initial condition \( x(t_k) = x^{tk} \) is

\[
x(t) = e^{At-t_{tk}}x^{tk} + \left(I - e^{At-t_{tk}}\right)A^{-1}b.
\]

The above expression \((I - e^{-At})A^{-1}\) is always well-defined even when the matrix \( A \) is singular. To see this, first diagonalize the matrix as \( A = \Lambda \Delta \Lambda^{-1} \), where \( \Lambda \) is a diagonal matrix with diagonal elements \( \lambda_i; \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \). Plugging this in the above expression yields:

\[
(I - e^{-At})A^{-1} = \Lambda (I - e^{-\Lambda t}) \Lambda^{-1} P^{-1} = \Lambda \text{diag}\left((1 - e^{\lambda_1 t}), \ldots, (1 - e^{\lambda_n t})\right) \Lambda^{-1} P^{-1}
\]

To see that diagonal elements are still defined when \( \lambda_i = 0 \), we first take a Taylor expansion when \( \lambda_i \) goes to zero:

\[
\lambda_i^{-1} (1 - e^{\lambda_i t}) = \lambda_i^{-1} (-\lambda_i t + o(\lambda_i^2)) = -t + o(\lambda_i).
\]

By continuity, we get that \((1 - e^{\lambda_i t}) \lambda_i^{-1} = -t\) when \( \lambda_i = 0 \). Thus, the matrix \((I - e^{-At}) A^{-1}\) is well defined.

In the case where \( b \) varies with time, the solution to (16) with initial condition \( x(t_k) = x^{tk} \) is:

\[
\dot{x}(t) = e^{A(t-t_{tk})}x^{tk} + e^{At} \int_{t_k}^{t} e^{-A\nu} b(\nu) d\nu.
\]

(17)

Applying these results, the solution to (14) on the active set \( \Gamma \) between switching times \( t_k \) and \( t_{k+1} \) is given by

\[
a_\Gamma(t) = e^{-A(t-t_{tk})}a^{tk}_\Gamma + \left(I - e^{-A(t-t_{tk})}\right)A^{-1} \left(\Phi_\Gamma^T y - \lambda z_\Gamma\right),
\]

(18)

where \( A = \Phi_\Gamma^T\Phi_\Gamma \) and \( a^{tk}_\Gamma = a_\Gamma(t_k) \). In the case where \( \Phi_\Gamma^T\Phi_\Gamma \) is non-singular, the term \( a^{tk}_\Gamma = A^{-1} \left(\Phi_\Gamma^T y - \lambda z_\Gamma\right) \) can be interpreted as the steady state of (14) if the active set and sign vector \( z \) remain unchanged until convergence. The points \( a^{tk}_\Gamma \) play a key role in our proofs (see Lemma 1).

Finally, the solution to the linear ODE (15) on the inactive set \( \Gamma^c \) between switching times \( t_k \) and \( t_{k+1} \) is given by:

\[
u_{\Gamma^c}(t) = e^{-(t-t_{tk})}\nu^{tk}_{\Gamma^c} + t_{tk}^{t} e^{\nu} \rho_{\Gamma^c}(\nu) d\nu,
\]

(19)

where \( \rho_{\Gamma^c}(\nu) = \Phi_\Gamma^T, y - \Phi_\Gamma\nu(\nu) \) and \( \nu^{tk}_{\Gamma^c} = u_{\Gamma^c}(t_k) \). Letting \( t \) go to infinity in equations (18) and (19), the fixed point \( a^* \) supported on the final active set \( \Gamma_* \) must satisfy:

\[
a^{tk}_{\Gamma_*} = \left(\Phi_\Gamma^T\Phi_\Gamma\right)^{-1} \left(\Phi_\Gamma^T, y - \lambda z_{\Gamma_*}\right),
\]

\[
u^{tk}_{\Gamma_*} = \Phi_\Gamma^T \left( y - \Phi_\Gamma a^{tk}_{\Gamma_*}\right).
\]

Since a node \( j \) is in the inactive set \( \Gamma^c \) if and only if \(|u_j| \leq \lambda \), the two equations above translate immediately to:

\[
a^{tk}_{\Gamma_*} = \left(\Phi_\Gamma^T\Phi_\Gamma\right)^{-1} \left(\Phi_\Gamma^T, y - \lambda z_{\Gamma_*}\right),
\]

\[
u^{tk}_{\Gamma_*} = \left\|\Phi_\Gamma^T \left( y - \Phi_\Gamma a^{tk}_{\Gamma_*}\right)\right\| \leq \lambda,
\]

(20)

which are the two well-known optimality conditions for \( a^* \) to be the solution to (1) [29].

APPENDIX B

LEMMA

The proofs of Theorems 2 and 3 make use of the following two lemmas. The first lemma bounds the \( \ell_2 \)-distance between the points \( a^\infty \) and the true signal \( a^0 \).

Lemma 1: Let \( a^\infty \) be a vector supported on a set \( \Gamma \) that contains less than \( p \) indices and that satisfies:

\[\Phi_\Gamma^T \Phi_\Gamma a^\infty = \Phi_\Gamma^T y - \lambda z_\Gamma,\]

where \( z_\Gamma = \text{sign}(a^\infty) \). Let \( R = |\Gamma \cup \Gamma^c| \) be the number of elements in the support of \((a^\infty - a^0)\). If \( \Phi \) satisfies the RIP with parameters \((R, \delta)\), then the following holds:

\[
\left\|a^\infty - a^0\right\|_2 \leq (1 - \delta)^{-1} \left(\left\|a^0\right\|_2 + \sqrt{1 - \delta} \left\|\epsilon\right\|_2 + \lambda \sqrt{p}\right).
\]

Proof: We start by noting that since \( \Phi \) satisfies the RIP and \( p \leq R \), then

\[
\left\|\Phi_\Gamma^T \Phi_\Gamma a^\infty\right\|_2 \leq (1 - \delta)^{-1} \left\|a^\infty\right\|_2 \leq \delta
\]

as a submatrix of \( \Phi^T \Phi - I \) with at most \( S \leq R \) columns, and

\[
\left\|\Phi_\Gamma^T \Phi_\Gamma a^\infty\right\|_2 \leq (1 - \delta)^{-1}[23, \text{Prop. 3.1, 3.2}].
\]

Splitting \( a^0 \) into its component on \( \Gamma \) and \( \Gamma^c \), we get that:

\[
a^0_{\Gamma} = \left(\Phi_\Gamma^T\Phi_\Gamma\right)^{-1} \Phi_\Gamma^T\Phi_\Gamma a^0.
\]

\[
\Phi \left(a^0 - a^0_{\Gamma}\right) = \Phi_{\Gamma^c} a^0_{\Gamma^c}.
\]
We use these facts to finish the proof:
\[
\|a^\infty - a^1\|_2 = \left\| (\Phi^T_k \Phi_k)^{-1} (\Phi^T_k y - \lambda z_{\Gamma_k}) - a^1 \right\|_2 \\
= \left\| (\Phi^T_k \Phi_k)^{-1} (\Phi^T_k (a^1 + \epsilon) - \lambda z_{\Gamma_k}) - a^1 - a^1_{\Gamma_k}\right\|_2 \\
= \left\| (\Phi^T_k \Phi_k)^{-1} \Phi^T_k \Phi_k a^1_{\Gamma_k} + a^1_{\Gamma_k} + (\Phi^T_k \Phi_k)^{-1} \Phi^T_k \epsilon - \lambda (\Phi^T_k \Phi_k)^{-1} z_{\Gamma_k} - a^1_{\Gamma_k}\right\|_2 \\
\leq \left\| (\Phi^T_k \Phi_k)^{-1} \left\| \Phi^T_k \Phi_k a^1_{\Gamma_k} \right\| \| a^1_{\Gamma_k} \right\|_2 + \left\| (\Phi^T_k \Phi_k)^{-1} \Phi^T_k \epsilon - \lambda (\Phi^T_k \Phi_k)^{-1} z_{\Gamma_k} - a^1_{\Gamma_k}\right\|_2 \\
\leq (1 - \delta)^{-1} \left\| a^1_{\Gamma_k} \right\|_2 + \left\| a^1_{\Gamma_k} \right\|_2 + \frac{\sqrt{1 - \delta^{-1}} \| \epsilon \|_2 + \lambda (1 - \delta^{-1} \sqrt{\rho})}{2} \left\| a^1 \right\|_2 + \sqrt{1 - \delta^{-1}} \| \epsilon \|_2 + \lambda (1 - \delta^{-1} \sqrt{\rho}) \right.
\]

The second result states that the $\ell_2$-distance of the output $a(t)$ to the true signal $a^1$ remains bounded for all time $t \geq 0$.

**Lemma 2:** Assume that at switching time $t_k$, the current active set $\Gamma_k$ contains less than $p$ indices, that $\Phi$ satisfies the RIP with parameters $(R_k, \delta)$, $R_k = |\Gamma_k \cup \Gamma_1|$, and that
\[
\left\| a(t_k) - a^1 \right\|_2 \leq C_\delta(p).
\]
Then, for all $t \in [t_k, t_{k+1})$,
\[
\left\| a(t) - a^1 \right\|_2 \leq C_\delta(p).
\]

**Proof:** Define $a^\infty_{\Gamma_k}$ by $\Phi^T_k \Phi_k a^\infty_{\Gamma_k} = \Phi^T_k y - \lambda z_{\Gamma_k}$. Applying Lemma 1, we obtain that
\[
\left\| a^\infty_{\Gamma_k} - a^1 \right\|_2 \leq (1 - \delta) (1 + \delta^{-1}) C_\delta(p).
\]
Using the dynamics in (13), we have that for $t \in [t_k, t_{k+1})$:
\[
\left\| a(t) - a^1 \right\|_2 = \left\| a_{\Gamma_k}(t) - a^1 \right\|_2 \\
= \left\| e^{-A(t-t_k)} a_{\Gamma_k}(t_k) + (I - e^{-A(t-t_k)}) a^\infty_{\Gamma_k} - a^1 \right\|_2 \\
\leq \left\| e^{-A(t-t_k)} \left( a_{\Gamma_k}(t_k) - a^1 \right) \right\|_2 \\
+ \left\| (I - e^{-A(t-t_k)}) a^\infty_{\Gamma_k} - a^1 \right\|_2 \\
\leq e^{-(1-\delta)(t-t_k)} \left\| a_{\Gamma_k}(t_k) - a^1 \right\|_2 \\
+ \left(1 - e^{-((1+\delta)(t-t_k))} \right) \left\| a^\infty_{\Gamma_k} - a^1 \right\|_2 \\
\leq e^{-(1-\delta)(t-t_k)} \left(1 - e^{-(1+\delta)(t-t_k)}) \right) \frac{1 - \delta}{1 + \delta} C_\delta(p) \leq C_\delta(p). \tag{21}
\]
To prove the last inequality, we study the function:
\[
h(t) = \left(1 - e^{-(1-\delta)t} \right) C - \left(1 - e^{-(1+\delta)t} \right) \frac{1 - \delta}{1 + \delta} C.
\]
The derivative of $h(t)$ is
\[
h'(t) = (1 - \delta) e^{-(1-\delta)t} C - (1 - \delta) e^{-(1+\delta)t} C \\
= (1 - \delta) C \left( e^{-(1-\delta)t} - e^{-(1+\delta)t} \right) \geq 0.
\]
Since $h(0) = 0$, and $h'(t) \geq 0$ for all $t \geq 0$, we have $h(t) \geq 0$ for all $t \geq 0$, and the inequality (i) holds.

Finally, since the vector $a(t) - a^1$ is continuous with time:
\[
\left\| a_{\Gamma_k(t_k)}(t_k) - a^1 \right\|_2 \leq C_\delta(p). \tag{22}
\]

**APPENDIX C**

**PROOF OF THEOREM 2**

**Proof:** To prove that the active set $\Gamma$ is a subset of $\Gamma_1$ for all time $t \geq 0$, we show by induction that for all switching times $t_k$, and for all time $t \in (t_k, t_{k+1})$, we have:
\[
\left| u_j(t) \right| \leq \lambda, \quad \forall j \in \Gamma^c_1. \tag{23}
\]
If this condition is satisfied, then nodes in $\Gamma^c_1$ stay below threshold and the next active set $\Gamma_{k+1}$ is also a subset of $\Gamma_1$. We add a second induction hypothesis:
\[
\left\| a_{\Gamma_k}(t) - a^1 \right\|_2 \leq C_\delta(S) \forall t \in [t_k, t_{k+1}]. \tag{24}
\]
By the theorem hypotheses, the initial active set is a subset of $\Gamma_1$ and (5) holds, so we assume that (24) holds at $t = 0$. Now we assume that the two induction hypotheses hold for a particular switching time $t_k$. If there is no more switching after $t_k$, then we are done. Otherwise, using the dynamics in (19), we know that, for all $j \in \Gamma^c_1 \subset \Gamma_k$, we have $u_j(t) \leq \lambda$ for all $t \in [t_k, t_{k+1}]$.

\[
u_j(t) = e^{-(t-t_k)} u_j^{t_k} + e^{-t} \int_{t_k}^{t} e^\nu \rho_j(\nu) d\nu,
\]
with $\rho_j(\nu) = \Phi^T_j (y - \Phi_{\Gamma_k} a_{\Gamma_k}(\nu))$. We bound the absolute value of the expression above using:
\[
\left| u_j(t) \right| \leq e^{-(t-t_k)} u_j^{t_k} + e^{-t} \int_{t_k}^{t} e^\nu \left| \rho_j(\nu) \right| d\nu \\
\leq e^{-(t-t_k)} u_j^{t_k} + e^{-t} \int_{t_k}^{t} e^\nu \left| \rho_j(\nu) \right| d\nu \\
\leq e^{-(t-t_k)} u_j^{t_k} + \left(1 - e^{-(t-t_k)} \right) \left( \left| \rho_j(\nu) \left| \right. \right) \sup_{\nu' \in [t_k, t_{k+1}]} \left| \rho_j(\nu') \right| \right).
\]
Since at time $t_k$, node $j \in \Gamma^c_1$ is inactive, we have: $u_j^{t_k} \leq \lambda$. As a consequence, condition (23) is satisfied if:
\[
\sup_{\nu' \in [t_k, t_{k+1}]} \left| \rho_j(\nu') \right| \leq \lambda. \tag{25}
\]
We use the facts that the matrix $\Phi^T_k \Phi_k$ is a submatrix of $\Phi^T \Phi - I$ with $(S + 1)$ distinct columns and apply the RIP of order $(S + 1)$:
\[
\left\| \Phi^T_k \Phi_k \right\|_\infty \leq \delta. \]
Then, we have that for all time $t \in [t_k, t_{k+1})$ and for all nodes $j \in \Gamma^c_1$:
\[
\left| \rho_j(t) \right| = \left| \Phi^T_k (y - \Phi_{\Gamma_k} a_{\Gamma_k}(t)) \right| \\
\leq \left| \Phi^T_k \Phi_k \right| \left| a_{\Gamma_k}(t) + \epsilon \right| + \left| \Phi_{\Gamma_k} \epsilon \right| \left( \left( \left| \Phi_{\Gamma_k} \epsilon \right| \left| \right. \right) \sup_{\nu' \in [t_k, t_{k+1}]} \left| \rho_j(\nu') \right| \right).
\]
We use the fact that the matrix $\Phi^T_k \Phi_k$ is a submatrix of $\Phi^T \Phi - I$ with $(S + 1)$ distinct columns and apply the RIP of order $(S + 1)$:
\[
\left\| \Phi^T_k \Phi_k \right\|_\infty \leq \delta. \]
Then, we have that for all time $t \in [t_k, t_{k+1})$ and for all nodes $j \in \Gamma^c_1$:
\[
\left| \rho_j(t) \right| = \left| \Phi^T_k (y - \Phi_{\Gamma_k} a_{\Gamma_k}(t)) \right| \\
\leq \left| \Phi^T_k \Phi_k \right| \left| a_{\Gamma_k}(t) + \epsilon \right| + \left| \Phi_{\Gamma_k} \epsilon \right| \left( \left( \left| \Phi_{\Gamma_k} \epsilon \right| \left| \right. \right) \sup_{\nu' \in [t_k, t_{k+1}]} \left| \rho_j(\nu') \right| \right).
\]
We apply Lemma 2 to get a bound that holds uniformly across time: \( \|a - a(t)\|_2 \leq C_{\delta}(S), \forall t \in [t_k, t_{k+1}] \). In particular \( \|a_{t_k+1}(t_{k+1}) - a\|_2 \leq C_{\delta}(S) \) and the induction hypothesis 22 remains true at time \( t_{k+1} \).

Putting the pieces together and using condition (7), we have for all time \( t \in [t_k, t_{k+1}] \) and for all nodes \( j \in \Gamma_i \):

\[
|\rho_j(t)| \leq \delta C_{\delta}(S) + \|\Phi^T_{j+1} \epsilon\|_\infty \leq \lambda \left(1 - \alpha \sqrt{\delta + \alpha \sqrt{\delta}}\right) = \lambda
\]

This shows that (21) holds for all time \( t \in [t_k, t_{k+1}] \), which ends the proof by induction of the theorem.

**APPENDIX D**

**Proof of Theorem 3**

**Proof:** We want to show that for all time during convergence, no more than \( q \) nodes are active, i.e. \( |\Gamma_i| \leq q \).

First, we introduce some notations and denote by \( \Delta(t) \) the set containing the \( q \) biggest nodes in \( u(t) \). This set depends on time, but we will often remove the dependence in the notation for readability. By definition of \( \Delta(t) \), we have \( \forall j \in \Delta^c(t) \)

\[
\|u_j(t)\| \leq \|u_{\Delta(t)}(t)\|_2 / \sqrt{q}.
\]

(24)

The theorem holds if for all time \( t \geq 0 \), nodes \( j \in \Delta^c(t) \) are below threshold: \( |u_j(t)| \leq \lambda \). Thus, we prove the theorem by induction, by showing that for all switching times \( t_k \), we have \( \forall t \in [t_k, t_{k+1}] \)

\[
\|u_{\Delta(t)}(t)\|_2 \leq \lambda \sqrt{q},
\]

(25)

along with the following induction hypothesis:

\[
\|a(t) - a^t\|_2 \leq C_{\delta}(q)
\]

(26)

By (8), (25) holds at \( t = 0 \) and

\[
\|a(0) - a^t\|_2 \leq \|a(0)\|_2 + \|a^t\|_2 \leq \|u(0)\|_2 + \|a^t\|_2 \leq \lambda \sqrt{q} + \|a^t\|_2 \leq C_{\delta}(q),
\]

so (26) also holds at \( t = 0 \).

We now assume that for some switching time \( t_k \), (25) and (26) hold. If there is no more switching, we are done. Otherwise, by (17), the dynamics on \( \Delta \) for \( t \in (t_k, t_{k+1}) \) are:

\[
u(t) = e^{-t-t_k}u_{\Delta}(t_k) + e^{-t} \int_{t_k}^t e^{\nu} \rho_{\Delta}(\nu)d\nu,
\]

where \( \rho_{\Delta}(\nu) = \bar{a}(\nu) - \Phi^T_{\Delta} \Psi a(\nu) + \Phi^T_{\Delta} y \). We bound the \( \ell_2 \)-norm of this quantity as follows:

\[
\|u_{\Delta}(t)\|_2 \leq \|a_{\Delta}(t)\|_2 + \|\Phi^T_{\Delta} \Psi a(\nu)\|_2 + \|\Phi^T_{\Delta} y\|_2 \leq e^{-(t-t_k)} \|u_{\Delta}(t_k)\|_2 + \|\Phi^T_{\Delta} \Psi a(\nu)\|_2 + \|\Phi^T_{\Delta} y\|_2.
\]

(27)

By the induction hypothesis (25), we know that \( \|u_{\Delta}(t_k)\|_2 \leq \lambda \sqrt{q} \).

We now find a bound for all \( t \in (t_k, t_{k+1}) \) for:

\[
\|\rho_{\Delta}(t)\|_2 = \|\rho_{\Delta}(t) - \Phi^T_{\Delta} \Psi a(t) + \Phi^T_{\Delta} y\|_2 \leq \|a^t\|_2 + \|\Phi^T_{\Delta} \Psi a(t)\|_2 + \|\Phi^T_{\Delta} y\|_2.
\]

By (25) and (24), \( \Delta^c \subset \Gamma_i \), so \( \Gamma_i \subset \Delta \). Thus, we can apply the RIP of order \( p \) to the matrices \( I - \Phi^T_{\Delta(i,a)} \) and \( \Phi_{\Delta(i)} \). Moreover, since (26) holds at time \( t_k \), we apply Lemma 2 which proves that the induction condition (26) is true at time \( t_{k+1} \) and gives a uniform bound on the quantity \( \|a(t) - a^t\|_2 \) for:

\[
\|\rho_{\Delta}(t)\|_2 \leq \|a^t\|_2 + \delta C_{\delta}(q) + (1 + \delta) \|\epsilon\|_2
\]

\[
= (1 + (1 + \delta) - (1 - \delta)^{-2}) \|a^t\|_2
\]

\[
+ \delta (1 + \delta) - (1 - \delta)^{-2} \sqrt{1 - \delta + 1 + \delta}) \|\epsilon\|_2
\]

\[
\leq (1 + \delta) - (1 - \delta)^{-2} \left( \|a^t\|_2 + \sqrt{1 - \delta + \sqrt{\delta}} \right).
\]

Applying the theorem hypothesis (9), we get

\[
\|\rho_{\Delta}(t)\|_2 < (1 - \delta)^{-2} (1 - 3 \delta + (1 + \delta)) \lambda \sqrt{q} = \lambda \sqrt{q}.
\]

Plugging this back into (27) shows that \( \|u_{\Delta}(t)\|_2 \leq \lambda \sqrt{q} \) for all \( t \in (t_k, t_{k+1}) \). In particular, we proved that the induction condition (25) also holds, which finishes the proof.
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