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SUMMARY The performance of online algorithms for the bin packing problem is usually measured by the asymptotic approximation ratio. However, even if an online algorithm is explicitly described, it is in general difficult to obtain the exact value of the asymptotic approximation ratio. In this paper we show a theorem that gives the exact value of the asymptotic approximation ratio in a closed form when the item sizes and the online algorithm satisfy some conditions. Moreover, we demonstrate that our theorem works as a simple but powerful tool for designing online algorithms combined with mathematical optimization.
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1. Introduction

The bin packing problem is a basic and important problem in theoretical computer science [1], [2]. An input sequence $I$ is a sequence of items, each labeled with size between zero and one. The task is to place every item in $I$ into a bin so that the total size of items in each bin is at most one. The objective is to minimize the number of used bins. Here, we say a bin to be used if the bin contains at least one item, and say a bin to be empty otherwise.

Online algorithms, which make decisions of placement of items one by one while processing the input sequence from the head through the tail, have been intensively studied. The performance of online algorithms for the bin packing problem is usually measured by the asymptotic approximation ratio [3] (also sometimes called the asymptotic competitive ratio). Let $ALG(I)$ denote the number of used bins by an online algorithm $ALG$ for a given input sequence $I$, and let $OPT(I)$ denote the number of the fewest bins that are needed to contain all items in $I$. The asymptotic approximation ratio of online algorithm $ALG$ is defined as

$$R_{ALG} = \limsup_{N \to \infty} \left\{ \frac{ALG(I)}{OPT(I)} \right\} \text{ for } OPT(I) \geq N.$$

Clearly by definition, a smaller asymptotic approximation ratio indicates that the algorithm performs better.

In the literature we can find numerous studies on seeking the value of the asymptotic approximation ratio of an optimal online algorithm, which is an online algorithm with the smallest asymptotic approximation ratio,

$$R = \inf_{ALG} R_{ALG}.$$ 

The current best results are $R \leq 1.57828956$ [4] and $R \geq 1.54037267$ [5].

A common method for getting an upper bound is that: An online algorithm is first constructed and then its asymptotic approximation ratio is shown to be below a bound. In contrast, we propose a different approach in this paper. With some restrictions on item sizes and online algorithms, our theorem directly gives the exact value of the asymptotic approximation ratio. Besides, we reveal that our theorem works as a simple but powerful tool for designing online algorithms.

1.1 Our Contribution

In this paper we prove that under the assumption that the item sizes and the online algorithm satisfy some conditions, the exact value of the asymptotic approximation ratio of the online algorithm can be written in a closed form. More specifically, the conditions are:

- The size of each item is an element of a finite set. Moreover, the set of item sizes is such that any non-full packing can become a full packing by adding some items.
- The number of bins used by the online algorithm can be written as the maximum of functions that are linear in the number of items of each size.

Here, a full (non-full) packing means a set of items whose total size is equal to (respectively, less than) one. Our theorem states that if the above conditions are both satisfied, the asymptotic approximation ratio can be obtained by formally plugging all full packings, each expressed as a vector of the numbers of items per size, into the expression of the number of bins and taking their maximum.

Furthermore, we demonstrate that our theorem is helpful not only for identifying the asymptotic approximation ratio, but also for the design of online algorithms by mathematical optimization. To identify the asymptotic approximation ratio, our theorem does not necessarily require all full
packings. This property enables us to reduce constraints in the mathematical optimization problem.

1.2 Related Work

Despite considerable research, no optimal online algorithm is known for most variants of the bin packing problem, except for a few simple cases such as [6], [7] (see Sect. 2.1 for details). This motivates our research. Starting from development of a toolkit for constructing optimal algorithms for a restricted case, our aim is to extend it to more general cases.

In order to evaluate the asymptotic approximation ratio, the technique of assigning a weight to each item has been used from the very beginning of studies on the bin packing problem [8], [9]. Analysis of algorithms using extended weighting techniques can be found in the paper by Seiden [10]. The purpose of our research is the same as these studies. However, the goal of weighting techniques seems to bound the asymptotic approximation ratio from above. Differently from that, our technique identifies the exact value of the asymptotic approximation ratio itself, though the set of item sizes and the online algorithm are strongly restricted.

We mention some results on offline algorithms, which can process items in an arbitrary order. First of all, the bin packing problem is known to be NP-hard [1]. It had interested researchers whether there exists a polynomial-time algorithm that solves the variant where the size of each item is an element of a finite set of cardinality \(d\), as we study in this paper. The question was affirmatively answered: McCormick et al. [11] gave a polynomial-time algorithm for \(d = 2\). Goemans and Rothvøß [12] showed that the variant for each \(d \geq 3\) is solvable in polynomial time.

2 Restrictions on Item Sizes and Online Algorithms

In this section we discuss a sufficient condition on the set of item sizes and the online algorithm for our theorem. We begin by introducing some mathematical notations. Let \(\mathbb{Z}_{\geq 0}\) and \(\mathbb{R}_{\geq 0}\) be the set of all nonnegative integers and the set of all nonnegative real numbers, respectively. We denote a vector by a lowercase bold letter, like a nonnegative integer-
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We here mention the studies on the first level restriction in the literature. We have already introduced in Sect. 1.2 that for any fixed \(d\), the bin packing problem with the first level restriction can be solved in polynomial time [11], [12]. For the bin packing problem in which the size of each item is an element of \((s_1, s_2)\) with \(\frac{1}{2} < s_1 \leq 1\) and \(0 < s_2 \leq s_1\), Gutin, Jensen, and Yeo [6] derived the asymptotic approximation ratio of an optimal online algorithm

\[
R = \frac{\left[\frac{1}{s_1} + \frac{1}{s_2}\right]^2}{\left[\frac{1}{s_1}\right] - \left[\frac{1}{s_1} - \frac{1}{s_2}\right]}.
\]

For the same problem under the setting of \(\frac{1}{k+1} < s_1 \leq \frac{1}{k+1} + \frac{1}{(k+1)^2(k+2)}\) and \(\frac{1}{k+2} < s_2 \leq \frac{1}{k+2} + \frac{1}{(k+1)^2(k+2)}\) for an integer \(k \geq 2\), Epstein and Levin [7] proved \(R = \frac{1}{k+1} + \frac{1}{k+2}\).

The following defines the second level restriction on item sizes.

**Definition 1.** An item size sequence \((s_1, s_2, \ldots, s_d)\) is called complement-closed if for all \(n \in \mathbb{Z}_{\geq 0}^d\) with

\[
d \sum_{j=1}^d s_j n_j < 1,
\]

there exists \(n' \in \mathbb{Z}_{\geq 0}^d\) such that

\[
d \sum_{j=1}^d s_j n_j + d \sum_{j=1}^d s_j n'_j = 1.
\]

In short, the condition says that any non-full packing can be a full packing by adding some items. For example, an item size sequence of \((s_1, s_2, s_3) = (\frac{3}{4}, \frac{2}{3}, \frac{1}{2})\) is complement-closed. Contrarily, \((s_1, s_2) = (\frac{3}{4}, \frac{1}{2})\) is not complement-closed, since it is impossible to add any item to a \(\frac{1}{2}\)-item to let the total size be one.

This restriction is motivated by assignment of pre-packed items to bins. In the real world, delivery services companies, such as DHL or FedEx, offer various boxes for packing items to customers, as said on their websites [13], [14]. The dimensions of such boxes are designed for efficient packing. Thus, in the bin packing problem with a complement-closed item size sequence, each item stands for a pre-packed box.

We next introduce some related notations, which will be used in the proofs later. For a complement-closed item size sequence \((s_1, s_2, \ldots, s_d)\), we define

\[
E_1 = \left\{ n \in \mathbb{Z}_{\geq 0}^d \mid d \sum_{j=1}^d s_j n_j = 1 \right\}.
\]

That is to say, \(E_1\) is the set of all full packings. Obviously, \(E_1\) is a finite set. Letting \(q = |E_1|\), we assume that all full packing are enumerated as

\[
E_1 = \{ p^{(1)}, p^{(2)}, \ldots, p^{(q)} \}.
\]
For an integer $m \geq 2$, we define

$$E_m = \left\{ n \in \mathbb{Z}_{\geq 0}^d \mid (\exists b \in \mathbb{Z}_{\geq 0}^d) n = \sum_{k=1}^{q} b_1 p^{(k)}, m = \sum_{k=1}^{q} b_k \right\}.$$ 

In other words, $E_m$ is the whole set of the sums of arbitrary $m$ full packings. We also set

$$E = \text{conv}(E_1),$$

that is, the convex hull of $E_1$. Let

$$v^{(1)}, v^{(2)}, \ldots, v^{(q')}$$

be the $q'$ ($\leq q$) vertices of $E$ as a polytope. (See [15], for example, for the treatment of convex hulls.) From the viewpoint of geometry, it is seen that since every element of $E_1$ is on a hyperplane in $\mathbb{R}^d$, $E$ is a subset of the hyperplane.

### 2.2 Class of Online Algorithms

In what follows we assume the first level restriction on item sizes that the size of each item is an element of a sequence of $(s_1, s_2, \ldots, s_d)$. We consider two levels of restrictions on online algorithms as well. The first level is that the number of bins used by the online algorithm is independent of the order of arrival of items. The second level is that the online algorithm belongs to class max-linear, defined below. Our main theorem needs the second level restriction.

Let $n = (n_1, n_2, \ldots, n_d) \in \mathbb{Z}_{\geq 0}^d$ represent input sequences that consist of $n_j$ $s_j$-items for each $j = 1, 2, \ldots, d$. For an online algorithm that fulfills the first level restriction, we can write the number of used bins as $ALG(n)$. Note that depending on the order of arrival, the assignment of items to bins may differ, while the number of used bins is the same. On the other hand, since the minimum number of bins is essentially independent of the order of arrival, we denote it by $OPT(n)$.

It may seem that the first level restriction is so strong that the nature of the bin packing problem changes significantly. We will claim that this perception is not true by illustrating that some existing online algorithms satisfy even the second level restriction.

We define class max-linear of online algorithms.

**Definition 2.** Suppose that the size of each item is an element of $(s_1, s_2, \ldots, s_d)$. An online algorithm is said to be in class max-linear if there exist a sequence of vectors $a^{(1)}, a^{(2)}, \ldots, a^{(M)} \in \mathbb{R}^d$, a sequence of functions $\delta_1, \delta_2, \ldots, \delta_M : \mathbb{Z}_{\geq 0}^d \rightarrow \mathbb{R}$, and a positive real number $\Delta$ such that for all $n \in \mathbb{Z}_{\geq 0}^d$,

$$ALG(n) = \max_{1 \leq i \leq M} \left( \sum_{j=1}^{d} a^{(i)}_j n_j + \delta_i(n) \right)$$

and $|\delta_i(n)| < \Delta$ for all $1 \leq i \leq M$.

We here rewrite the asymptotic approximation ratio of online algorithm $ALG$ in class max-linear:

$$R_{ALG} = \lim_{N \to \infty} \sup_{m \geq N} \left\{ \frac{ALG(n)}{OPT(n)} \right\}.$$ 

The definition of class max-linear says that the number of used bins is the maximum of some linear combinations of $n_1, n_2, \ldots, n_d$, each including a bounded error $\delta_i(n)$. We remark that $\delta_i(n)$ does not affect the asymptotic approximation ratio. As long as we use the asymptotic approximation ratio as a performance measure, a constant number of wasted bins are negligible.

Under the assumption that the size of each item is an element of $(s_1, s_2, \ldots, s_d)$, the famous algorithm HARMONIC [16] belong to class max-linear. The algorithm classifies items of size in interval $(1/(k+1), 1/k)$ into one category for each $k = 1, 2, \ldots$, and places them in such a way that every bin contains only items of a single category. The number of used bins is expressed as a linear function of the number of items of each category plus a bounded term. (Please see also Sect. 3.1.)

For the original bin packing problem, algorithm HARMONIC is known to be an optimal online algorithm among bounded-space online algorithms [16], where an online algorithm is called bounded-space if the number of bins in which each item may be placed is bounded independently of the number of items [3]. Therefore, we believe it important to investigate the class that contains HARMONIC.

Algorithm REFINED FIRST FIT [17] is also in class max-linear, if there is at most one size in each of the predefined four categories. It is easy to check that the trivial algorithm “Placing every item in a new bin” is in class max-linear.

### 3. Theorem for Identifying the Asymptotic Approximation Ratio

Our main theorem states that if some conditions are fulfilled, the asymptotic approximation ratio of an online algorithm can be represented using the parameter and the vertices of $E$.

**Theorem 1.** Suppose that the size of each item is an element of a complement-closed item size sequence of $(s_1, s_2, \ldots, s_d)$. For any online algorithm $ALG$ in class max-linear, it follows that

$$R_{ALG} = \max_{1 \leq i \leq M, 1 \leq k \leq q'} \sum_{j=1}^{d} a^{(i)}_j v^{(j)}.$$ 

#### 3.1 Application to Algorithm HARMONIC

For a complement-closed item size sequence $(s_1, s_2, s_3) = (\frac{3}{4}, \frac{1}{4}, \frac{1}{2})$ as an example, let us apply Theorem 1 to algorithm HARMONIC [16]. Noting $\frac{3}{4} \in (\frac{1}{2}, 1], \frac{1}{4} \in (\frac{1}{4}, \frac{1}{2}]$, $\frac{1}{2} \in (\frac{1}{2}, 1]$, and $\frac{1}{4} \in (\frac{1}{4}, \frac{1}{2}]$, we have
Lemma 1. We first show two helper lemmas for Theorem 1.

Full packings for \((s_1, s_2, s_3) = (\frac{3}{4}, \frac{1}{4}, \frac{1}{4})\) are enumerated as: \(p^{(1)} = (1, 0, 1), p^{(2)} = (0, 2, 0), p^{(3)} = (0, 1, 2),\) and \(p^{(4)} = (0, 0, 4).\) Then, the vertices of the convex hull \(E\) are: \(v^{(1)} = (1, 0, 1), v^{(2)} = (0, 2, 0),\) and \(v^{(3)} = (0, 1, 2).\) Note that \(p^{(4)} = (0, 0, 4)\) is redundant because \((0, 1, 2) = \frac{1}{2} \times (0, 2, 0) + \frac{1}{2} \times (0, 0, 4).\) By applying Theorem 1 we calculate \(R_{HARMONIC} = \max\{1 + \frac{1}{2} + 0 + \frac{1}{4}, 1 \times 0 + \frac{1}{2} \times 2 + \frac{1}{4} \times 0, 1 \times 0 + \frac{1}{2} \times 0 + \frac{1}{4} \times 0\} = \frac{5}{2} = 2.5.\)

3.2 Proofs

We first show two helper lemmas for Theorem 1.

Lemma 1. Suppose that the size of each item is an element of a complement-closed item size sequence \((s_1, s_2, \ldots, s_d).\) For any positive integer \(m\) and any online algorithm \(ALG\) such that the number of used bins is independent of the order of arrival of items, it holds that

\[
\max \left\{ \frac{ALG(n)}{OPT(n)} \middle| OPT(n) = m \right\} = \max \left\{ \frac{ALG(n)}{OPT(n)} \middle| n \in E_m \right\}
\]

Proof. Let \(m\) be a positive integer and \(ALG\) be an online algorithm. Since every element of \(E_m\) is the sum of \(m\) full packings, \(n \in E_m\) implies \(OPT(n) = m.\) Hence,

\[
\max \left\{ \frac{ALG(n)}{OPT(n)} \middle| OPT(n) = m \right\} \geq \max \left\{ \frac{ALG(n)}{OPT(n)} \middle| n \in E_m \right\}
\]

holds true. Then, it remains to prove

\[
\max \left\{ \frac{ALG(n)}{OPT(n)} \middle| OPT(n) = m \right\} \leq \max \left\{ \frac{ALG(n)}{OPT(n)} \middle| n \in E_m \right\}.
\]

To prove (1), it is sufficient to claim that for all positive integer \(m\) and all \(n \in \mathbb{Z}_{\geq 0}^d\) such that \(OPT(n) = m,\) there exists \(n' \in E_m\) and

\[
\frac{ALG(n')}{OPT(n')} \geq \frac{ALG(n)}{OPT(n)}.
\]

The rest of the proof is devoted to showing this.

Let \(n\) be a vector in \(\mathbb{Z}_{\geq 0}^d\) such that \(OPT(n) = m.\) If

\[
\sum_{j=1}^d s_j n_j = m,
\]

we have \(n' \in E_m\) and \(OPT(n') = m.\)

We first give a sketch of the proof. We extend the domain is extended to \(E\) by \(\sum_{j=1}^d a_j n_j \in \mathbb{R}_{\geq 0}^d\) for all \(a_j \in \mathbb{R}_{\geq 0}\) such that \(\sum_{j=1}^d a_j n_j = m.\) Hence, the maximum over the original domain is also achieved on a vertex of \(E.\) On the other hand, every vertex of \(E\) is contained in the original domain. Hence, the maximum over the original domain is also achieved on a vertex of \(E,\) which states the lemma.

Let \(i\) and \(m\) be integers such that \(1 \leq i \leq M\) and \(1 \leq m.\) Define

\[
F = \left\{ \left(\frac{n_1}{m}, \frac{n_2}{m}, \ldots, \frac{n_d}{m}\right) \middle| n \in E_m \right\}.
\]

The left-hand side of (2) is the maximum of images by

\[
\phi : F \ni u \mapsto \sum_{j=1}^d a_j n_j \in \mathbb{R}.
\]

We begin by showing \(F \subseteq E.\) By definition of \(E_m,\) for all \(n \in E_m,\) there exists \(b \in \mathbb{Z}_{\geq 0}^d\) such that \(n = \sum_{k=1}^q b_k p^{(k)}\) and \(m = \sum_{k=1}^q b_k.\) Dividing the both-hand sides of these equalities by \(m,\) we get \((\frac{n_1}{m}, \frac{n_2}{m}, \ldots, \frac{n_d}{m}) = \sum_{k=1}^q b_k \times p^{(k)}\) and \(1 = \sum_{k=1}^q \frac{b_k}{m}.\) This implies that \((\frac{n_1}{m}, \frac{n_2}{m}, \ldots, \frac{n_d}{m})\) is in the convex hull of \(\{p^{(1)}, p^{(2)}, \ldots, p^{(q)}\},\) which is \(E.\)

We next calculate the maximum of images by \(\phi\) when the domain is extended to \(E.\) Recall that convex hull \(E\) is spanned by \(v^{(1)}, v^{(2)}, \ldots, v^{(q)}\). Every \(u \in E\) is displayed as \(u = \sum_{k=1}^q t_k v^{(k)}\) using \(t \in \mathbb{R}^q\) such that \(\sum_{k=1}^q t_k = 1.\) \(u\) is mapped by \(\phi\) to

\[
\sum_{j=1}^d a_j n_j = \sum_{j=1}^d a_j \left( \sum_{k=1}^{q'} t_k v^{(k)} \right) = \sum_{k=1}^{q'} t_k \sum_{j=1}^d a_j v^{(k)} = \sum_{k=1}^{q'} t_k A_k,
\]

where \(A_k = \sum_{j=1}^d a_j v^{(k)}.\) We below show that the maximum value of \(\sum_{k=1}^q t_k A_k\) equals \(\max_{1 \leq i \leq q'} A_k.\) Without loss of generality, assume that \(A_1\) is the maximum among \(A_1, A_2, \ldots, A_k.\) Then, we derive
A_1 - \sum_{k=1}^{q} t_k A_k = A_1 - t_1 A_1 - \sum_{k=2}^{q} t_k A_k

= A_1 - \left(1 - \sum_{k=2}^{q} t_k\right) A_1 - \sum_{k=2}^{q} t_k (A_1 - A_k) \geq 0,

which shows that the maximum value of \(\sum_{k=1}^{q} t_k A_k\) is \(A_1\).

In this way, we have that the maximum of images of \(E\) by \(\phi\) is max \(1 \leq k \leq q\) \(A_k\) and it is achieved by one of the vertices \(v^{(1)}, v^{(2)}, \ldots, v^{(q)}\) of \(E\). (From the viewpoint of geometry, this argument can be understood more simply: The convex hull \(E\) is mapped by \(\phi\), as a projection from \(\mathbb{R}^d\) to a line, to a line segment. Its both endpoints correspond to any two of the vertices of \(E\).)

We finally claim that the vertices \(v^{(1)}, v^{(2)}, \ldots, v^{(q)}\) of \(E\) are all in \(F\). Let \(k\) be an integer with \(1 \leq k \leq q\). Since \(E\) is the convex hull of \(\{p^{(1)}, p^{(2)}, \ldots, p^{(q)}\}\), \(v^{(k)}\) is equal to one of \(p^{(1)}, p^{(2)}, \ldots, p^{(q)}\). Without loss of generality, assume \(v^{(k)} = p^{(1)}\). Then, by taking \(b = (m, 0, 0, \ldots, 0)\), we have \(\sum_{k=1}^{q} b_k p^{(k)} = mp^{(1)}\) and \(m = \sum_{k=1}^{q} b_k\), which means \(mp^{(1)}\) is in \(E_m\) by definition of \(E_m\). Furthermore, this implies \(p^{(1)} \in E\) by definition of \(F\). Therefore, \(v^{(k)} \in F\).

The lemma is thus proved. \(\square\)

We are ready to prove the main theorem.

**Proof of Theorem 1.** Let \(m\) be a positive integer and \(ALG\) be an online algorithm. Using Lemma 1, we derive

\[
\max \left\{ \frac{ALG(n)}{OPT(n)} \mid OPT(n) = m \right\} = \max \left\{ \frac{ALG(n)}{OPT(n)} \mid n \in E_m \right\} = \max \left\{ \frac{\max_{1 \leq i \leq M} \left( \sum_{j=1}^{d} a^{(i)}_j n_j + \delta_i(n) \right) m}{m} \mid n \in E_m \right\} = \max \left\{ \frac{\max_{1 \leq i \leq M} \left( \sum_{j=1}^{d} a^{(i)}_j n_j + \delta_i(n) \right)}{m} \mid n \in E_m \right\}. \]

We define

\[
\ell_m = \max \left\{ \sum_{j=1}^{d} a^{(i)}_j n_j + \frac{\delta_i(n)}{m} \mid n \in E_m \right\}
\]

for \(1 \leq i \leq M\).

Let \(N\) be a positive integer. We next bound \(\ell_m\) for \(m \geq N\) using Lemma 2. We obtain

\[
\ell_m < \max \left\{ \sum_{j=1}^{d} a^{(i)}_j n_j + \frac{\Delta}{m} \mid n \in E_m \right\} = \max \left\{ \sum_{j=1}^{d} a^{(i)}_j n_j \mid n \in E_m \right\} + \frac{\Delta}{m}
\]

\[
\leq \max_{1 \leq k \leq q} \sum_{j=1}^{d} a^{(i)}_j v^{(k)} j + \frac{\Delta}{m}.
\]

On the other hand,

\[
\ell_m > \max \left\{ \sum_{j=1}^{d} a^{(i)}_j n_j - \frac{\Delta}{m} \mid n \in E_m \right\} = \max \left\{ \sum_{j=1}^{d} a^{(i)}_j n_j \mid n \in E_m \right\} - \frac{\Delta}{m} \geq \max_{1 \leq k \leq q} \sum_{j=1}^{d} a^{(i)}_j v^{(k)} - \frac{\Delta}{m}.
\]

Thus, the supremum value is also bounded as

\[
\max_{1 \leq k \leq q} \sum_{j=1}^{d} a^{(i)}_j v^{(k)} - \frac{\Delta}{m} < \sup_{m \geq N} \ell_m \leq \max_{1 \leq k \leq q} \sum_{j=1}^{d} a^{(i)}_j v^{(k)} + \frac{\Delta}{m}.
\]

As \(N \to \infty\), \(\frac{\Delta}{m}\) converges to zero. Hence, by the squeeze theorem, we conclude that

\[
R_{ALG} = \lim_{N \to \infty} \sup_{m \geq N} \ell_m = \max_{1 \leq i \leq M} \sum_{j=1}^{d} a^{(i)} v^{(j)} = \max_{1 \leq i \leq M} \max_{1 \leq k \leq q} \sum_{j=1}^{d} a^{(i)}_j v^{(k)}.
\]

\(\square\)

### 4. Application to Designing Online Algorithms

In this section we give an application of Theorem 1 to the design of online algorithms for the bin packing problem with a complement-closed item size sequence. We first describe a simple online algorithm that belongs to class max-linear.

#### 4.1 Algorithm DAR

Algorithm DAR (Distribute According to the Ratio) takes a vector \((z_1, z_2, \ldots, z_q) \in \mathbb{Z}^q_{\geq 0}\) as a parameter. Roughly speaking, the algorithm tries to place items so that for each \(k = 1, 2, \ldots, q\), the number of bins that realize full packing \(p^{(k)} \in E_1\) is proportional to \(z_k\). We divide the whole set of bins into groups 1, 2, \ldots, \(q\). In each group, all bins are further indexed \(1, 2, \ldots\). Every bin in group \(k\) will be eventually filled by items as the same as full packing \(p^{(k)}\).

For each \(j = 1, 2, \ldots, d\), we construct a mapping for algorithm DAR to distribute items, one by one, according to the parameter \((z_1, z_2, \ldots, z_q)\). Set \(D_j = \sum_{k=2}^{q} z_k p^{(k)}\). We define a mapping \(\phi_j : \{0, 1, \ldots, D_j - 1\} \to \{1, 2, \ldots, q\}\) by:

For \(x = 0, 1, \ldots, D_j - 1\) and \(k = 1, 2, \ldots, q\),
Algorithm 1: DAR (Distribute According to the Ratio).

1 Reset counters \( c_j \leftarrow 0 \) and \( c_j^{(k)} \leftarrow 0 \) for \( j = 1, 2, \ldots, d \) and \( k = 1, 2, \ldots, q \);
2 foreach item \( a \) do
3 \( j \leftarrow \text{the index such that the size of } a \text{ is } s_j \);
4 \( k \leftarrow \psi_j \left( c_j \mod D_j \right) \);
5 \( c_j \leftarrow c_j + 1 \);
6 \( c_j^{(k)} \leftarrow c_j^{(k)} + 1 \);
7 place \( a \) in the \( \left\lceil \frac{c_j^{(k)}}{p_j^{(k)}} \right\rceil \)-th bin in group \( k \);
8 end

\[ \psi_j(x) = k \Leftrightarrow \sum_{l=1}^{k-1} z_l p_j^{(l)} \leq x \leq \sum_{l=1}^{k} z_l p_j^{(l)} \leftarrow 1. \]

The value of \( \psi_j \) tells to which group each \( s_j \)-item should be sent. Specifically, the first \( z_1 p_j^{(1)} \) items are sent to group 1 for creating bins of full packing \( p_j^{(1)} \). The next \( z_2 p_j^{(2)} \) items are sent to group 2, and so on. Algorithm DAR repeatedly does the same for every \( D_j s_j \)-items, as long as the sequence continues.

See Algorithm 1 for a pseudocode of algorithm DAR. During the execution, counters of the number of items are maintained individually for each size and each group. At the beginning of each iteration, \( c_j \) equals the number of \( s_j \)-items that have arrived so far, while \( c_j^{(k)} \) is the number of \( s_j \)-items that have arrived and been placed in bins in group \( k \) so far. Upon arrival of an item, algorithm DAR determines a group to which the item belongs by \( \psi_j \) and \( c_j \), and then a bin in which the item is placed by \( c_j^{(k)} \). Note that every placement is feasible, since it is done for realizing some full packing.

It is confirmed that algorithm DAR is bounded-space since each item may be placed in any of at most \( d \times q \) bins.

4.2 Number of Bins Used by Algorithm DAR

We evaluate the number of bins used by algorithm DAR and confirm that the algorithm is in class max-linear. Suppose that algorithm DAR is run for \( n \). Recall that \( n \) represents input sequences consisting of \( n_j \) \( s_j \)-items for each \( j = 1, 2, \ldots, d \). Let \( n_j^{(k)} \) denote the value of counter \( c_j^{(k)} \) when the algorithm finishes processing the entire input sequence. In other words, \( n_j^{(k)} \) is the total number of \( s_j \)-items that have been placed in bins in group \( k \). Since algorithm DAR places each item in the \( \left\lceil \frac{c_j^{(k)}}{p_j^{(k)}} \right\rceil \)-th bin, the maximum index of used bins in group \( k \) is written as

\[ \max_{j:1 \leq j \leq d: \text{a } s_j \text{-item}} \left[ \frac{n_j^{(k)}}{p_j^{(k)}} \right], \]

which also equals the number of used bins in group \( k \). Here we employ \( j_k \) rather than \( j \) because in the following discussion we want to move this index independently for each \( k \).

The condition of the maximum operation is valid, because if \( z_k = 0 \) or \( p_j^{(k)} = 0 \) then \( s_j \)-items are never sent to group \( k \). By summing up the above number for each group \( 1, 2, \ldots, q \), the number of bins used by algorithm DAR is derived as

\[ \text{DAR}(n) = \sum_{k=1}^{q} \max_{j_k:1 \leq j_k \leq d: \text{a } s_j \text{-item}} \left[ \frac{n_j^{(k)}}{p_j^{(k)}} \right] \]

where

\[ J = \{(j_1, j_2, \ldots, j_q) \mid (\forall k = 1, 2, \ldots, q) 1 \leq j_k \leq d, z_k p_j^{(k)} \neq 0 \}. \]

For each \( j = 1, 2, \ldots, d \), algorithm DAR periodically distributes \( z_k p_j^{(k)} \) items to group \( k \) out of \( D_j s_j \)-items. Therefore, it holds that

\[ \frac{z_k p_j^{(k)}}{D_j} \times n_j - z_k p_j^{(k)} \leq n_j^{(k)} \leq \frac{z_k p_j^{(k)}}{D_j} \times n_j + z_k p_j^{(k)} \]

for \( j = 1, 2, \ldots, d \) and \( k = 1, 2, \ldots, q \).

We are ready to check that algorithm DAR is in class max-linear. We use the fact that for all real number \( x \), \( \lceil x \rceil = x + (\lceil x \rceil - x) \) and \( 0 \leq (\lceil x \rceil - x) < 1 \) hold. Also, by inequalities (3), we have that: There exists a sequence of functions \( \delta_{(j_1, \ldots, j_q)} : \mathbb{Z}_{\geq 0}^d \rightarrow \mathbb{R} \) for \( (j_1, \ldots, j_q) \in J \) and a positive real number \( \Delta \) such that for all \( n \in \mathbb{Z}_{\geq 0}^d \),

\[ \text{DAR}(n) \]

\[ = \max_{(j_1, \ldots, j_q) \in J} \left( \sum_{k=1}^{q} \frac{1}{p_j^{(k)}} \times \frac{z_k p_j^{(k)}}{D_j} \times n_j + \delta_{(j_1, \ldots, j_q)}(n) \right) \]

\[ = \max_{(j_1, \ldots, j_q) \in J} \left( \sum_{k=1}^{q} \frac{z_k}{D_j} \times n_j + \delta_{(j_1, \ldots, j_q)}(n) \right). \]

and \( |\delta_{(j_1, \ldots, j_q)}(n)| < \Delta \) for all \( (j_1, \ldots, j_q) \in J \). By assigning a positive integer to each element of \( J \), we know that algorithm DAR is in class max-linear. It may happen that \( k_1 \neq k_2 \) but \( j_{k_1} = j_{k_2} \). Then, some \( n_j \) appears more than once in the sum \( \sum_{k=1}^{q} \frac{z_k}{D_j} \times n_j \). Nevertheless, the sum is still linear in \( n_j \)’s.

4.3 An Example of the Behavior of Algorithm DAR

We use \( (s_1, s_2, s_3) = \left( \frac{1}{2}, \frac{1}{3}, 1 \right) \) again. We fix a parameter of \( (z_1, z_2, z_3, z_4) = (2, 1, 2, 1) \) for algorithm DAR and observe its behavior. We get \( D_1 = 2, D_2 = 4 \), and \( D_3 = 10 \). Mappings \( \psi_1, \psi_2 \), and \( \psi_3 \) are defined as Table 1.

We first see the behavior for an input sequence of 12 \( \frac{2}{4} \)-items and 17 \( \frac{1}{4} \)-items, followed by 6 \( \frac{1}{4} \)-items, which is represented by \( n = (12, 6, 17) \). Figure 1 illustrates how algorithm DAR places the items to bins. The resulting number of used bins \( \text{DAR}(n) = 17 \), while \( \text{OPT}(n) = 15 \).
We then evaluate the performance of algorithm DAR for $(z_1, z_2, z_3, z_4) = (2, 1, 2, 1)$. The vertices of the convex hull $E$ are $v^{(1)} = (1, 0, 1), v^{(2)} = (0, 2, 0),$ and $v^{(3)} = (0, 0, 4)$ as we got in Sect. 3.1. Omitting the details, we conclude that for $(z_1, z_2, z_3, z_4) = (2, 1, 2, 1), R_{\text{DAR}} = \max \{ \frac{2}{3}, \frac{4}{7}, \frac{5}{7} \} = \frac{5}{7} (\approx 1.67), which is much worse than $R_{\text{HARMONIC}} = 1.25.$

### 4.4 Optimizing the Parameter by Linear Optimization

We demonstrate an optimization of the parameter of algorithm DAR with the help of Theorem 1 and linear optimization (linear programming). We still continue to use the complement-closed item size sequence $(s_1, s_2, s_3) = \left( \frac{3}{4}, \frac{2}{3}, \frac{1}{2} \right)$.

Consider $(z_1, z_2, z_3, z_4)$ to be variables. From (4), we have that $DAR(n)$ is the maximum value of the following four values:

$$
\begin{align*}
&n_1 + x_{22} n_2 + x_{33} n_3 + x_{34} n_3 + \delta_{1,2,2,3}(n), \\
&n_1 + x_{22} n_2 + x_{33} n_3 + x_{34} n_3 + \delta_{1,2,2,3,3}(n), \\
&x_{31} n_3 + x_{22} n_2 + x_{33} n_3 + x_{34} n_3 + \delta_{3,2,2,3,3}(n), \\
&x_{31} n_3 + x_{22} n_2 + x_{33} n_3 + x_{34} n_3 + \delta_{3,2,3,3,3}(n),
\end{align*}
$$

where we have replaced $(z_1, z_2, z_3, z_4)$ by a new sequence of variables $(x_{22}, x_{33}, x_{31}, x_{33}, x_{34}) \in \mathbb{R}^5_{\geq 0}$ as

$$
\begin{align*}
\frac{z_2}{2z_2 + z_3} &= x_{22}, \\
\frac{z_3}{2z_2 + z_3} &= x_{32}, \\
\frac{z_4}{2z_2 + z_3} &= x_{32}.
\end{align*}
$$

We get natural constraints between the new variables:

$$
\begin{align*}
2x_{22} + x_{32} &= 1 \\
x_{31} + 2x_{33} + 4x_{34} &= 1.
\end{align*}
$$

Set $f(n_1, n_2, n_3)$ to the maximum of (5), (6), (7), and (8), dropping $\delta(\cdot)$ from each. We have

$$
R_{\text{DAR}} = \max \{ f(1, 0, 1), f(0, 2, 0), f(0, 0, 4) \}
$$

by Theorem 1, where

$$
\begin{align*}
&f(1, 0, 1) = \max \{ x_{31} + x_{33} + x_{34}, \\
x_{31} + 2x_{33} + x_{34}, \\
x_{31} + 2x_{33} + 4x_{34} \}.
\end{align*}
$$

This leads us to a linear optimization problem (linear program) $(P)$ for finding $(x_{22}, x_{33}, x_{31}, x_{33}, x_{34})$ that minimizes $R_{\text{DAR}}$. The value of $R_{\text{DAR}}$ is represented by variable $r$.

$$(P) \quad \text{find} \quad (x_{22}, x_{33}, x_{31}, x_{33}, x_{34}, r)$$

minimize

$$r$$

subject to

$$
\begin{align*}
1 + x_{33} + x_{34} &\leq r, \\
x_{31} + x_{33} + x_{34} &\leq r, \\
2x_{22} + 2x_{33} &\leq r, \\
4x_{31} + 4x_{33} + 4x_{34} &\leq r, \\
2x_{22} + x_{33} &\leq 1, \\
x_{31} + 2x_{33} + 4x_{34} &\leq 1, \\
x_{22}, x_{33}, x_{31}, x_{33}, x_{34}, r &\geq 0.
\end{align*}
$$

Solving $(P)$, we get an optimal solution $(\tilde{x}_{22}, \tilde{x}_{33}, \tilde{x}_{31}, \tilde{x}_{33}, \tilde{x}_{34}, \tilde{r}) = \left( \frac{5}{16}, \frac{5}{16}, 0, \frac{11}{16}, \frac{16}{16} \right)$. From this, we have an optimal parameter, for example, $(\tilde{z}_1, \tilde{z}_2, \tilde{z}_3, \tilde{z}_4) = (1, 1, 0, 3)$. Then, $R_{\text{DAR}} = \frac{16}{17} \approx 1.23 < 1.25 = R_{\text{HARMONIC}}$, which means that algorithm DAR with an optimal parameter is slightly better than algorithm HARMONIC. The result establishes an upper bound on the asymptotic approximation ratio of an optimal online algorithm.

**Theorem 2.** For the bin packing problem in which the size of each item is an element of $(\frac{1}{4}, \frac{1}{2}, \frac{1}{2})$, it holds that $R \leq \frac{16}{17}$.

## 5. Concluding Remarks

We have shown that our theorem that identifies the asymptotic approximation ratio serves as a powerful tool for designing online algorithms. Our next work is to enlarge the
It seems easier to weaken the condition for online algorithms. It would be interesting to consider the case where the number of used bins has some good properties as a function, such as convexity, homogeneity, or scalability.

We remark that algorithm DAR is a hopeless candidate for the optimal online algorithm for the original bin packing problem that admits arbitrary item sizes. This is because, as we mentioned, algorithm DAR is a bounded-space algorithm and the asymptotic approximation ratio of any bounded-space algorithm is known to be at least 1.69103 [16]. Therefore, to this end, some other algorithm should be considered.
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