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ABSTRACT

Fake news dissemination has increased greatly in recent years, with peaks during the US presidential elections and the COVID-19 pandemic. Research has addressed fake news creation, consumption, sharing, and detection as well as approaches to counteract it and prevent people from believing it. This update addresses only a part of the fake news-related issues and focuses on determinants leading individuals to believe fake news, noting that rheumatology is scarcely represented. Some determinants relate to the ecosystem of media and social networks, such as the availability and rapid spread of fake news, the unselected information on platforms and the fact that consumers can become creators of fake news. Cognitive factors are important, such as confirmation bias, political partisanship, prior exposure and intuitive thinking. Low science knowledge and low educational level are also involved. Psychological factors include attraction to novelty, high emotional state, and the emotionally evocative content of fake news. High digital literacy protects against believing fake news. Sociological factors such as online communities, or echo chambers, and the role of pressure groups have been identified. The implication for practice can be deduced, including education in media literacy and warning tips, reliable journalism and fact-checking, social media regulation, partnership of media platforms with fact-checkers, warning messages on networks, and digital detection solutions. Health professionals need to better understand the factors that cause individuals to believe fake news. Identifying these determinants may help them in their counseling role when talking to patients about misinformation.
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1. Introduction

Although fake news has always existed, its dissemination has increased greatly in recent years, with main topics related to politics and a peak during the US presidential elections [1]. The recent massive spread of fake news during the COVID-19 pandemic was dubbed the “infodemic” [2] and led the World Health Organization to call for the development of international fact-checking organisations [3]. It also led to the definition of “infodemiology” as the science of infodemic management.

Research into fake news has progressed exponentially in the last 5 years (Box 1) [4–7]. Hence, this update addresses only a part of the fake news-related issues and focuses on the reasons leading individuals to believe fake news, noting that rheumatology is scarcely represented.

This update considers successively the external determinants of people’s beliefs linked to the media ecosystem and social media platforms (Box 2) and the internal cognitive and psychological factors.

Box 1: Key areas of fake news research [4–7].

Fake news creation
Fake news consumption and sharing
Detection
Counteracting and prevention

Box 2: External factors: ecosystem of media and social media platforms.

Availability of false news in the mainstream of news agenda
Role of social-media platforms
Vulnerability of traditional media and decline of traditional gatekeepers
Unselected information
Individual creators and consumers
Rapid spread of false news
Competition between true and false information
Uncertainty
False news persistence
False news creation
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determinants as well as mixed sociological factors (Table 1). These latter factors in turn feed the fake news ecosystem in that people may change from consumers to creators of fake news and vice versa [4].

The definition of fake news continues to change over time [4]; one definition is “fabricated information that mimics news media content in form but not in process or intent” [8] with the intention of misleading readers. Misinformation means that the false circulating information may be accidental, whereas disinformation implies intentional fabrication and dissemination [9]. People also use “fake news” to label as unreliable opinions that do not support their positions [1]. Related terms include hoax, conspiracy theories, myths, rumours or propaganda. A rumour is defined as the social phenomenon of a news story being spread by word of mouth or through the media or social-media platforms [1]. It can be a circulating story with questionable veracity and apparent credibility producing sufficient scepticism and/or anxiety so as to motivate finding out the actual truth [10]. In social networks, a rumour cascade is defined as the propagation by retweets/new shares of an assertion made by a single user [1].

2. Media ecosystem and social-media platforms

2.1. The information agenda and availability of false news

On the Internet and social-media platforms, information is highly available and people are exposed to a huge amount of news. Although a small number of people are exposed to fake news on mainstream Websites (e.g., a French survey [11] showed that only 5% of people had visited unreliable sites), exposure to misinformation is mainly from social networks [12,13], in line with current events [1]. A trend analysis of fake news on COVID-19 verified by the International Fact-Checking Network and Google Fact Checking Tools [13] showed a 900% increase from January to March 2020. Fake news was found mainly on social-media platforms (88%), whereas other sources were much less involved: 9% on TV, 8% in the press and 7% on websites.

In the pandemic context, the interest of netizens for unreliable or conspiratorial sources tended to increase as compared with the pre-COVID-19 period [14]. The news channels and newspapers heavily influenced users and gave resonance to serious “fake news” on COVID-19, which caused pronounced spikes of interest from Web users [15].

2.2. Unselected information

On social media, information is unselected and disseminated from a variety of sources whose reliability is not related to their popularity. People who participate in this “public market of information”, via a blog or an Instagram or Facebook account, have disrupted symbolic hierarchies, with some YouTubers and influencers being followed by large numbers of people. The situation calls into question the role of traditional gatekeepers (i.e., individuals whose expertise is recognized, such as scientists or journalists belonging to newspapers or media considered to be trustful). Consumers increasingly prefer interactive media, which reduces the boundaries between professional journalists and amateurs and between news consumers and creators [4].

The amount of information creates widespread exposure to false rumours, so people are more likely to believe the rumours, via the familiarity effect (see below, Cognitive factors). Moreover, an empirical study conducted with 241 social network users in Germany during the early stages of the COVID-19 pandemic demonstrated that information overload led to an increased likelihood of fake news sharing by increasing consumers’ psychological strain [16].

2.3. Rapid spread of false news

One study analysed true, false, and mixed (partially true or false) stories on Twitter [1] in 126,000 rumour cascades, spread by 3 million people. True news was defined by a 95% to 98% agreement by independent fact-checking organizations. False news diffused faster and deeper than true news: true news cascades diffused rarely to more than 1000 people, whereas the top 1% of false news cascades routinely diffused to 1000 to 100,000 people. The likelihood of being retweeted was 70% higher for false news than true news. An analysis of the role of algorithms (bots) concluded that bots increased the spread of both false and true news and that false news spread was due to the human propensity to be attracted to novelty and by emotionally arousing news (see below, Psychological factors). Other studies have shown that the role of social bots are conducive to the creation and dissemination of fake news. Indeed, it is well known that people’s searches on the Internet are processed by algorithms to suggest further information related to previous searches [4]. However, algorithms extracting the emotional signals from the text of claims on social media have been found helpful to differentiate between credible and non-credible claims [17].

2.4. Uncertainty and fake news persistence

Uncertainty is a key element of fake news because the dubious veracity of fake news raises anxiety or strong interest [10], and some news will never be clarified. An analysis of the spread of rumours in a dataset of 330 rumour threads (4842 tweets) before and after their veracity status was resolved showed that false rumours tended to be resolved significantly later than true rumours [10]. Tweets supporting unverified rumours were more widely spread. The denying of unverified rumours (true or false) was low because people did not retweet after the rumour was resolved, so users did not make the same effort to spread debunks of false rumours to let other people know.

In addition to the persistence of any type of information on the Internet, people’s neglect of debunks and the existence of strong believers may explain why false or unverified information can

---

Table 1: Internal and mixed factors: cognitive, psychological, and sociological.

| Individual characteristics | Low education level |
|---------------------------|---------------------|
| Cognitive factors         |                     |
| Confirmation bias         |                     |
| Political partisanship    |                     |
| Prior exposure and the illusory truth effect | |
| Repetition and familiarity |                     |
| Type of reasoning: intuitive thinking vs. analytic thinking | |
| Lack of critical thinking |                     |
| Little time spend on news |                     |
| Lack of crystallised intelligence | |
| To be “in the know”       |                     |
| Low educational level     |                     |
| Low science knowledge     |                     |
| Trust in “elite” messages |                     |
| Literary                  |                     |
| Low digital literacy      |                     |
| Low health literacy       |                     |
| Psychological factors     |                     |
| Novelty                   |                     |
| Emotionally evocative content |               |
| High emotional state      |                     |
| High arousal emotions     |                     |
| Low emotional intelligence|                     |
| Impulsivity               |                     |
| Anti-science attitude     |                     |
| Selective exposure        |                     |
| False news fabrication and pressure groups | |
| Stressful environment     |                     |
| Mixed internal and external sociological factors | |
| Echo chambers             |                     |
| False news fabrication and pressure groups | |
| Stressful environment     |                     |
persist over time. This phenomenon of competition between true and false information (e.g., on the first search page of Google) has long been described [18].

3. Cognitive factors

3.1. Confirmation bias and partisanship

Among cognitive factors, confirmation bias is a major determinant and induces individuals to seek or interpret evidence in ways that are consonant with their existing beliefs, expectations, or a hypothesis in hand [19]. In the political spectrum, this bias may explain why people show less discernment toward fake news issued from their own political camp; political affiliation influences their beliefs on which news sources are “fake” [20]. An experimental study [21] tested beliefs in fake news after the 2020 US election: people with more conservative ideology, greater presidential approval of the outgoing president, greater endorsement of general conspiracy narratives and poorer cognitive reflection demonstrated greater belief in false headlines about election fraud. For Pennycook et al. [22], the type of reasoning (intuitive thinking) is more important than partisanship for believing false news, but political convictions influence news sharing, even non-political information [23]. A survey conducted in France in 2020 showed that as compared with people at the centre of the political spectrum, those at the extremes (right or left) were more likely to believe that the COVID-19 virus was created in a laboratory [24]. This study illustrates that debated information such as the undetermined origin of COVID-19 [25] fosters fake news. Confirmation bias is also behind the development of online communities, known as echo chambers (see below, Sociological factors).

3.2. Prior exposure and the illusory truth effect

The illusory truth effect means that prior exposure to a statement increases the likelihood that people will judge it to be accurate, especially in the case of false news [26]. The mechanism is that repetition increases the fluency of the cognitive processing, which in turn is used to infer accuracy. Notably, in an experimental study [26], when participants were exposed to warning tips, the repetition effect was lowered. Similarly, in another experimental study, repetition had an effect on individuals who made an initial assessment of interest in the news but not those who made an initial assessment of its truthfulness, which provides clues to reduce the effect of familiarity [27]. However, the warning tips did not seem to be effective over time and did not stop people from believing an article of false news once they saw it again without a warning [28]. Furthermore, the effect of repeated exposure seems to be enhanced by trust in reliable sources, such as scientific authorities [29,30], so these sources must guarantee the veracity of the information they provide.

3.3. Type of reasoning

In experimental studies, people who have analytic thinking versus those who rely on intuitive thinking are less likely to believe fake news headlines or full-text news [31,32]. Critical thinking is also protective against fake news [33] as well as “crystallized intelligence including lexical knowledge, general information, information on culture” [34]. However, belief in fake news is reduced by deliberation [35], so the use of analytical thinking is difficult to achieve because the time spent on news is low [11].

3.4. To be “in the know”

An experimental study [36] recruited 107 individuals who were exposed to six false and real news items, two health-related, presented in the Facebook format. A qualitative study found four main themes to explain the reasons for the answers. Two have already been mentioned: the false news fitting with personal experiences and pre-existing beliefs of participants. Two additional factors were found: individuals felt “in the know” of a “hidden” problem (“Horrible problem, glad it was pointed out”) and were misled by the false news presentation, mimicking visuals, data and graphs from real information (“Good argument, it uses a graph and data from a source”). False news detection was correlated with higher education attainment as well as a higher level of emotional intelligence, defined as the ability to understand and regulate one’s own emotional reactivity and correctly link emotion and context [37].

3.5. Trust in “elite” messages

People tend to trust the personalities they see in the media, some with recognised expertise and some, so-called experts with a scientific background, who are great propagators (“super-spreaders”) of fake news. One study used a social-media trends analysis tool to collect posts from Facebook, Pinterest, Reddit and Twitter on the early COVID-19 pandemic in Italy [38]. Links containing false information were shared 2,352,585 times, accounting for about 23.1% of the total shares. The fake news that the coronavirus contained human-made HIV inserts accounted for 11% of the news and 78% of the shares, despite fact-checking. This report illustrates the persistent dissemination of false information that has been debunked and the negative influence of an “elite” of super-disseminators, in this case a Nobel Prize winner.

In the survey by Bremen et al. [13], top-down misinformation about COVID-19 was identified from politicians, celebrities, and other prominent public personalities, accounting for 20% of the claims and 68% of total social media engagement. In France, a virologist living in Marseille, France was a great disseminator of false information on hydroxychloroquine (HCQ) [39].

4. Literacy

Health literacy allows people to better use the healthcare system, and digital literacy requires the skills to find, integrate, and apply health information from online environments [40]. An experimental study found that digital health literacy was protective for believing fake news [41]. High digital health literacy and high health literacy, as investigated among US students in terms of COVID-19-related information, were independently associated with greater willingness to be vaccinated [40]. Low health literacy was associated with twice the use of YouTube as compared with high literacy (68% vs. 44%) and significantly higher use of Facebook and Instagram, which are associated with echo chambers [40]. Of note, an intervention to increase digital literacy had a beneficial effect on detecting fake news [42], and people who had undergone health literacy training were more likely to engage in critical social-media posting practices about COVID-19 [30].

5. Psychological determinants

5.1. Emotionally evocative content and emotional state

The use of emotions to attract attention is well known in marketing and is not uncommon in the mainstream press even if the information is supposed to be completely safe. One study [43] examined 7000 articles in the New York Times, coding 2566 for
emotions. The virality, defined as the odds of being on the list of most emailed articles, was correlated with anxiety, anger and awe driven by the article content. A 1-standard deviation increase in anger resulted in a 34% increase in virality.

An experimental study showed similar results for fake news [44]: 409 individuals were exposed to 20 real or false news and were assessed for their state of emotion. Their discernment was calculated as the difference between detecting real and fake news. Lower discernment was associated with a general level of emotion and with certain emotions such as “excited”, “scared”, “upset” or “ashamed”, whereas other emotional states, such as “determined” or “attentive”, related to analytical thinking, were not involved. Of note, inducing reliance on emotion resulted in greater belief in fake (but not real) news stories as compared with controls.

Several factors may add up and connect to each other, as Morriseau et al. [39] suggested in the case of HCQ misinformation: intuitive framing, anti-science attitudes, impulsivity, stressful environment, lack of control, and sociological factors such as socio-political issues and agreement with the ideas of the populist “yellow waistcoats” movement were linked among people supporting the HCQ effectiveness theory.

6. Difference between sharing and believing in false news

An experimental study of COVID-19 misinformation recruited 853 participants who were exposed to 30 real or false news [23]. Participants were asked a question about their perception of the accuracy of information and a question about their willingness to share. Better accuracy was found in detecting real news than false news, but false headlines were more often shared (32.4% higher). Cognitive reflection and science knowledge enhanced discernment and reduced news sharing. Medical maximisers (i.e., people who consumed more medical healthcare) showed greater beliefs and shares of both true and false headlines. Republican partisanship made people less prone to share both true and false headlines and in particular true headlines. Again, a simple accuracy reminder at the beginning of the study (judging the accuracy of a non-COVID-19-related headline) nearly tripled the level of truth discernment and reduced sharing intentions. Moreover, no one seems immune to misinformation-sharing: among subscribers to a fact-checking newsletter (CoronaCheck, belonging to the Australia’s premier fact-checking organisation), 24% of participants had shared possible misinformation, and this attitude was predicted by a lower belief in science [45]. In contrast, another study in Africa examined the reasons for spreading fake news and found that in addition to reasons related to leisure time and socialising (Box 3), spreading fake news could be related to altruism, in the hope of warning people about frightening events [46]. Thus, the spread of health-related misinformation probably has other determinants than the spread of political misinformation.

7. Sociological factors

7.1. Echo chambers

An echo chamber is an environment in which the opinion, political learning or beliefs of users is reinforced by repeated interactions with peers or similar sources. The opinions, learning and beliefs result from selective exposure to opinions carried by people with the same interests and values [47,48]. The interactions of these individuals are also determined by factors already described, such as speed of propagation, confirmation bias, the attraction of individuals to novelty and news with high emotional content, and, in some cases, strong partisanship. One study combined these characteristics to examine social-media platforms such as echo chambers [47]: YouTube and Gab played a role in amplifying fake news, whereas other platforms containing fact-checking activity, such as Reddit, reduced their impact. In the study by Brennen et al. [13], the percentage of active false posts about COVID-19 with no direct warning was 59% on Twitter, 27% on YouTube and 24% on Facebook.

Echo chambers can also be contaminated by lobby groups. A French study published in the magazine Le Point [49] analysed a panel of 100,000 French Twitter accounts by using the Lucy analysis tool. A sub-population was identified as “alternative media users” linked to 30 questionable accounts. This sub-population was exposed to a higher rate of fake news messages as compared with the rest of the account users in the study: 75% versus 14% were exposed to anti-vaccine messages, 72% versus 13% to anti-5G messages, and 86% versus 24% to pro-HCQ messages (from May 8 to June 8, 2020, the number of pro-HCQ messages posted per day was 230 in this sub-population versus 20 in the sample of Twitter accounts). This observation can be interpreted as a common interest shared by individuals but also by the manipulation of the accounts by the anti-5G lobby, which is very active in France. It was also associated with political partisanship, with 33% of anti-5G individuals following far-left and far-right political leaders as compared with 5% of the sample of Twitter users, although the domain was not related to politics. Similar results were found in another French cohort: those who believed fake news most were more likely to be against or hesitant toward anti-COVID-19 vaccination [50].

7.2. False news fabrication

Disinformation includes intentional fabrication and/or news spreading. In the case of COVID-19, 59% of fake news was found reconfigured from existing news and 38% fabricated [13]. Many studies found that fake news was driven by celebrities or organisations, some in foreign countries [9], with motivations related to political partisanship, geopolitical intentions or money. This topic will not be discussed in detail. However, most fake news has the appearance of the common format of social-media platforms, such as the Facebook format, which leads to a high risk of confusion [36]. Looking for money motives or what the intentions may be is one of the clues that are protective against fake news [51]. The three most common frames used in COVID-19 misinformation visuals were rephrasing information from public authorities (40%), over- or underestimating the spread of the virus or claiming that the disease does not exist (33%), or offering medical information suggesting cures, treatments or prevention of the virus (29%) [52]. Being able to detect fake news’ presentation cues is important [53], and knowledge of how and why fake news is created helps in its detection, as shown in the review by de Beer et al. [6] using semantic and syntax analysis and machine learning.

Box 3: Individual factors in spreading false news [18,25,47,48].
To pass the time
Socialization
Altruism
Information-sharing
Information-seeking
Psychological strain
Partisanship
Low science knowledge
Cognitive reflection
Table 2
Implications for practice [7].

| Key fields                  | Examples                               |
|-----------------------------|----------------------------------------|
| Journalism                  | Source leaning                         |
|                             | Fact-checking                          |
|                             | Media literacy promotion               |
| Education                   | Media regulations                       |
| Governmental responses      | Partnership with fact-checkers         |
| Digital platforms           | Warning tips                           |
| Computer solutions          | Detection algorithms                    |
|                             | Web games                               |

Table 3
Eight ways to spot misinformation [53].

| Source suspicion           | Vague, untraceable sources |
|---------------------------|----------------------------|
| Bad language              | Poor spelling, grammar or punctuation |
| Emotional contagion       | Miscreants know that messages that trigger strong emotions are shared the most. |
| News gold or fool’s gold? | If information is reported by only one source, beware, especially if it suggests that something is being hidden from you. |
| False accounting          | Use of fake social-media accounts; look out for misleading images and bogus web addresses. |
| Oversharing               | If someone urges you to share their sensational news, they might just want a share of the resulting advertising revenue. |
| Follow the money          | Think about who stands to gain from you believing extraordinary claims. |
| Fact-check                | Go past the headlines and read a story to the end. If it sounds dubious, search fact-checking websites. |

8. Implications for prevention

8.1. Approaches to counter misinformation

Examining the determinants described above, several types of interventions can be implemented to limit the spread of fake news and prevent people from believing it. A recent review [7] identified five main approaches to counter misinformation (Table 2). Examples of these approaches have already been mentioned, such as media education, social-media warnings or critical thinking skills. Along with these, fact-checking has become an important element. Almost all countries have fact-checking partners in the International Fact-Checking Network. These partners belong to newspapers or TV/radio stations and try to quickly react to disinformation. For instance, an online newspaper was very quick to alert the public to the contents of the conspiracist documentary “Hold up” broadcast on French TV [54]. Some social networks also have notifications of inaccurate or falsified information according to fact-checking. However, it takes time to prevent some conspiracy websites from operating. For example, the online newspaper France soir, which can be seen as a conspiracy site, was only recently banned from Google actualities [55]. Moreover, because of the confirmation bias, fact-checking may not reach strong believers.

8.2. The checklist against fake news

An experimental study [56] enrolled 2077 healthcare professionals (including 128 physicians), non-healthcare professionals, and students with and without a healthcare background. Regardless of their level of education and expertise, individuals were found vulnerable to false news. Healthcare professionals did not perform better than non-healthcare professionals or students even if the news stories were linked to immediate health implications. Therefore, the checklist presented in Table 3 [51] may be useful for everyone.

9. Fake news in rheumatology

Publications on fake news in rheumatology are rare. In everyday practice, rheumatologists are confronted with misinformation on general health topics, as described above, and also with specific fake news in the spectrum of rheumatic and musculoskeletal diseases. A Spanish study [57] analysed the content of a random sample of original tweets on Twitter, mainly about rheumatoid arthritis and osteoarthritis, 1,093 classified as medical and 421 as non-medical. A small rate of false information was found (4.4%), a little higher for therapeutics (5.8%). False information received fewer retweets and likes than accurate information, which suggests a regulation by the Twitter community. Some false news about osteoporosis medication has also been broadcast [58]. The small number of available studies does not provide relevant clues for managing this important topic in rheumatology.

In conclusion, health professionals need to better understand the factors that cause individuals to believe fake news. Although no specific interventions have been described in the literature at the level of the patient-physician relationship, identifying these determinants may help physicians when counselling patients about misinformation. More research is needed about fake news in rheumatology.
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