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Abstract

We introduce a new correlated percolation model on the $d$-dimensional lattice $\mathbb{Z}^d$ called the random length worms model. Assume given a probability distribution on the set of positive integers (the length distribution) and $v \in (0, \infty)$ (the intensity parameter). From each site of $\mathbb{Z}^d$ we start POI($v$) independent simple random walks with this length distribution. We investigate the connectivity properties of the set $S^v$ of sites visited by this cloud of random walks. It is easy to show that if the second moment of the length distribution is finite then $S^v$ undergoes a percolation phase transition as $v$ varies. Our main contribution is a sufficient condition on the length distribution which guarantees that $S^v$ percolates for all $v > 0$ if $d \geq 5$. E.g., if the probability mass function of the length distribution is

$$m(\ell) = c \cdot \frac{(\ln(\ell))^\varepsilon}{(\ell^3 \ln(\ell))}\mathbf{1}[\ell \geq \ell_0]$$

for some $\ell_0 > e^e$ and $\varepsilon > 0$ then $S^v$ percolates for all $v > 0$. Note that the second moment of this length distribution is only “barely” infinite. In order to put our result in the context of earlier results about similar models (e.g., finitary random interlacements, loop percolation, Bernoulli hyper-edge percolation, Poisson Boolean model, ellipses percolation, etc.), we define a natural family of percolation models called the Poisson zoo and argue that the percolative behaviour of the random length worms model is quite close to being “extremal” in this family of models.
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1 Introduction

The mathematical theory of percolation studies the connectivity properties of certain random subgraphs of an infinite graph $G$. One typically looks at a family of probability measures on the space of subgraphs of $G$ parametrized by the density of the random subgraph and says that the percolation model exhibits phase transition if there exists a non-trivial value of the density parameter (called the critical threshold) such that if the density is smaller than the threshold then the connected clusters of the random subgraph are all finite (subcritical phase), but if the density is bigger than the threshold then there exists an infinite cluster (supercritical phase).

The prime example of a percolation model which exhibits phase transition is Bernoulli site percolation on $\mathbb{Z}^d$, $d \geq 2$, where the random subgraph is created by retaining the vertices of the $d$-dimensional lattice independently from each other with the same probability $p$, cf. [19].

However, there is no recipe to decide whether or not a general correlated percolation model exhibits phase transition. The goal of this paper is to study a natural class of correlated percolation models and explore the conditions under which a model does not exhibit phase transition in the sense that it is supercritical for all positive values of the density parameter.

In Section 1.1 we introduce a general correlated site percolation model $S^v$ on $\mathbb{Z}^d$ that we call the Poisson zoo at level $v$. Loosely speaking, $S^v$ is the trace of a Poisson point process (PPP) of connected subsets of $\mathbb{Z}^d$ (i.e., lattice animals). The intensity measure of this PPP is of form $v \cdot \mu$, where $v \in \mathbb{R}_+$ and $\mu$ is a measure on lattice animals which is invariant under the translations of $\mathbb{Z}^d$. We state two basic results about the Poisson zoo: loosely speaking, Lemma 1.5 states that if the expected number of animals that contain the origin is infinite for any $v > 0$ then $S^v$ percolates for all $v > 0$, while Lemma 1.6 states that if the expected total cardinality of animals that contain the origin is finite for any $v > 0$ then $S^v$ exhibits percolation phase transition as $v$ varies. One wonders whether the conditions of Lemmas 1.5 and 1.6 can be sharp for specific choices of $\mu$. We will briefly argue that the condition of Lemma 1.5 is sharp if one chooses the animals to be balls (this follows from the main result of [20] on the Poisson Boolean model). The main results of our paper are related to the question of sharpness of Lemma 1.6.

In Section 1.2 we introduce a special case of the Poisson zoo model that we call the random length worms model and state Theorem 1.9, the main result of this paper. Theorem 1.9 gives a condition on the length distribution of worms under which the occupied set percolates for all positive values of $v$ when $d \geq 5$. We will see that the gap between the condition of Lemma 1.6 (which guarantees phase transition) and the condition of Theorem 1.9 (which guarantees that there is no phase transition) is very small. The question of sharpness of the condition of Lemma 1.6 for the random length worms model remains open for $d \geq 5$, but the results of [11] about loop percolation make us conjecture that the condition of Lemma 1.6 is not sharp for the random length worms model if $d \leq 4$.

In Section 1.3 we discuss some results about related percolation models from the literature, namely the Poisson Boolean model, ellipses percolation, finitary random interlacements, loop percolation, Bernoulli hyper-edge percolation and Wiener sausage percolation.

In Section 1.4 we explain the ideas of the proof of our main result.

In Section 1.5 we formulate some conjectures about the percolation of worms in $d = 2, 3, 4$.

In Section 1.6 we outline the structure of the rest of the paper.

1.1 Poisson zoo

Denote by $\mathbb{N} = \{1, 2, \ldots \}$ the set of natural numbers, by $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$ the set of non-negative integers, and by $\mathbb{Z}$ the set of integers. $\mathbb{Z}^d$ denotes the $d$-dimensional integer lattice (i.e., the space of $d$-dimensional vectors with integer coordinates). Let $o$ denote the origin of $\mathbb{Z}^d$.

We think about $\mathbb{Z}^d$ as a graph where nearest neighbour vertices are connected by an edge. We say that a set $H \subseteq \mathbb{Z}^d$ is connected if the subgraph of $\mathbb{Z}^d$ spanned by $H$ is connected.
Definition 1.1 (Lattice animals). Let us denote by $\mathcal{H}$ the set of finite, connected, nonempty subsets of $\mathbb{Z}^d$ that contain the origin. We say that $\mathcal{H}$ is the collection of lattice animals rooted at the origin $o$. A pair $(x, H) \in \mathbb{Z}^d \times \mathcal{H}$ is called a lattice animal rooted at $x$, and we define the trace of such an animal to be the translated set $x + H$.

Definition 1.2 (Poisson zoo). Let $\nu$ denote a probability measure on $\mathcal{H}$. Given some $v \in \mathbb{R}_+$, let us consider independent Poisson random variables $N_{x,H}^v \sim \text{POI}(v \cdot \nu(H))$ indexed by $x \in \mathbb{Z}^d$ and $H \in \mathcal{H}$. We say that $N_{x,H}^v$ is the number of copies of the animal $(x, H)$. We call the collection of random variables

$$\hat{N}^v := \{ N_{x,H}^v : x \in \mathbb{Z}^d, H \in \mathcal{H} \}$$

the Poisson zoo at level $v$. We call the random set

$$S^v := \bigcup_{x \in \mathbb{Z}^d} \bigcup_{H \in \mathcal{H}} \bigcup_{i=1}^{N_{x,H}^v} (x + H)$$

the trace of the Poisson zoo at level $v$.

Note that if $N_{x,H}^v = 0$ then $\bigcup_{i=1}^{N_{x,H}^v} (x + H) = \emptyset$, but if $N_{x,H}^v \geq 1$ then $\bigcup_{i=1}^{N_{x,H}^v} (x + H) = x + H$.

Remark 1.3. We may alternatively define $S^v$ by considering i.i.d. random variables $(N_{x,H}^v, x \in \mathbb{Z}^d)$ with POI($v \cdot \nu(H)$) distribution and i.i.d. random sets $(H^x,k, x \in \mathbb{Z}^d, k \in \mathbb{N})$ with distribution $\nu$. Here $N_x^v$ denotes the number of animals rooted at $x$ and if we define $N_{x,H}^v := \sum_{k=1}^{N_x^v} 1[H^x,k = H]$ then $\{N_{x,H}^v : x \in \mathbb{Z}^d, H \in \mathcal{H}\}$ will be a Poisson zoo at level $v$. Thus, we can alternatively define the trace of the Poisson zoo at level $v$ as $S^v = \bigcup_{x \in \mathbb{Z}^d} \bigcup_{k=1}^{N_x^v} (x + H^x,k)$.

Note that

the law of $S^v$ is invariant and ergodic under the translations of $\mathbb{Z}^d$,

since $S^v$ is a factor of i.i.d. process (cf. (1.2)) and Bernoulli shifts are ergodic.

We say that a subset $S$ of $\mathbb{Z}^d$ percolates if $S$ has an infinite connected component.

It follows from (1.3) that the value of $\mathbb{P}(S^v \text{ percolates})$ is either zero or one.

Under the monotone coupling of the Poisson zoos $\hat{N}^v$ and $\hat{N}^{v'}$ with the same $\nu$ we have

$$S^v \subseteq S^{v'} \text{ if } 0 \leq v \leq v'.$$

Let us define the critical threshold $v_c = v_c(\nu)$ of the Poisson zoo percolation model as

$$v_c := \inf\{ v > 0 : \mathbb{P}(S^v \text{ percolates}) = 1 \}.$$

Using (1.4) we see that $\mathbb{P}(S^v \text{ percolates}) = 1$ if $v > v_c$, but $\mathbb{P}(S^v \text{ percolates}) = 0$ if $v < v_c$.

Various correlated percolation models (e.g., finitary random interlacements and loop percolation) arise as a special case of the Poisson zoo model by choosing a specific probability measure $\nu$ on $\mathcal{H}$ in Definition 1.2. We will give an overview of the literature of such models in Section 1.3. The basic question for any such percolation model concerns the non-triviality of phase transition: for which choices of $\nu$ do we have $v_c \in (0, \infty)$?

Let us first argue that if $d \geq 2$ then $v_c < +\infty$ holds for any choice of $\nu$. Indeed, any $H \in \mathcal{H}$ contains the origin $o$ of $\mathbb{Z}^d$, therefore the trace $S^v$ of the Poisson zoo at level $v$ can be coupled to an i.i.d. Bernoulli site configuration $B^p$ with density $p = 1 - e^{-v}$ in such a way that $B^p \subseteq S^v$. This implies $v_c \leq -\ln(1 - p_c)$, where $p_c = p_c^{\text{crit}}(\mathbb{Z}^d) \in (0, 1)$ denotes the critical threshold of Bernoulli site percolation on the nearest neighbour lattice $\mathbb{Z}^d$.

Therefore the real question is whether the Poisson zoo model has a non-trivial subcritical phase (i.e., $v_c > 0$) or is it supercritical for all $v > 0$ (i.e., $v_c = 0$). Let us now formulate two general lemmas that give sufficient conditions for $v_c = 0$ and $v_c > 0$, respectively.

Let $|H|$ denote the cardinality of $H \in \mathcal{H}$.
Definition 1.4 (Moments). Given $k \in \mathbb{N}$, let us denote the $k$’th moment of the cardinality of a random subset with law $\nu$ by

$$m_k := m_k(\nu) := \sum_{H \in \mathcal{H}} |H|^k \cdot \nu(H). \quad (1.6)$$

Lemma 1.5 (Infinite first moment implies percolation for any $v > 0$). If $m_1 = \infty$, then for any $v \in (0, +\infty)$ we have $\mathcal{S}^v = \mathbb{Z}^d$. This implies in particular that $\mathcal{S}^v$ percolates for any $v \in \mathbb{R}_+$. In short: if $m_1 = +\infty$ then $v_c = 0$. We will prove Lemma 1.5 in Section 3.

Let us note without a proof that if $d = 1$ then $m_1 < +\infty$ implies $v_c = +\infty$. Let us also note without a proof that for any $d \geq 1$ the condition $m_1 < +\infty$ implies that for any $v > 0$ we have $\mathcal{S}^v \neq \mathbb{Z}^d$ and in fact the density of $\mathcal{S}^v$ is $1 - \exp(-v \cdot m_1)$, which can be made arbitrarily small by making $v$ small. Nevertheless, this does not always imply that $\mathcal{S}^v$ only contains finite connected components when $v$ is small enough: examples of percolation models for which $m_1 < +\infty$ and $v_c = 0$ is possible include planar ellipses percolation [30] (see Section 1.3.2) and the random length worms model on $\mathbb{Z}^d$, $d \geq 5$ (to be introduced in Section 1.2).

Our next lemma gives a sufficient condition for a non-trivial percolation phase transition.

Lemma 1.6 (Finite second moment implies existence of subcritical phase). If $m_2 < \infty$ then for any $v \in (0, 1/(2d + 1) \cdot m_2)$ the set $\mathcal{S}^v$ does not percolate. In short: if $m_2 < +\infty$ then $v_c > 0$. We will prove Lemma 1.6 in Section 3.

Note that one can prove Lemma 1.6 by dominating the exploration of the animals that make up the connected cluster of $o$ in $\mathcal{S}^v$ by a subcritical branching process with a compound Poisson offspring distribution. The reason why the second moment $m_2$ enters the picture is that the expected total cardinality of animals that contain a fixed vertex is related to the radius $R$ of the ball is an $\mathbb{N}_0$-valued random variable. Indeed, in Section 1.3 we will show that it easily follows from the main result of [20] that $m_1 < +\infty$ implies $v_c > 0$ for this choice of $\nu$.

On the one hand, the condition of Lemma 1.5 is sharp if $\nu$ is the law of a ball $\mathcal{B}(o, R)$ w.r.t. the $\ell_\infty$-norm on $\mathbb{Z}^d$ and the radius $R$ of the ball is an $\mathbb{N}_0$-valued random variable. Indeed, in Section 1.3 we will show that it easily follows from the main result of [20] that $m_1 < +\infty$ implies $v_c > 0$ for this choice of $\nu$.

On the other hand, the theorem that we will state in Section 1.2 shows that if $d \geq 5$ then we can choose $\nu$ in such a way that $m_2(\nu)$ is “barely” infinite, yet $v_c = 0$ holds (i.e., the condition of Lemma 1.6 is very close to being sharp). However, the question whether the condition of Lemma 1.6 can be weakened remains open.

Question 1.7. Given $d \geq 2$, is there a function $f : \mathbb{N} \to \mathbb{R}_+$ satisfying $\lim_{n \to \infty} f(n)/n^2 = 0$ such that for any choice of $\nu$ the condition $\sum_{H \in \mathcal{H}} f(|H|) \cdot \nu(H) < +\infty$ implies $v_c(\nu) > 0$?
1.2 Random length worms model

The main percolation model of this paper can be defined by specifying the measure \( \nu \) on \( \mathcal{H} \) that appears in the definition of the Poisson zoo (cf. Definition 1.2).

**Definition 1.8** (Random length worms model). Let us consider a probability mass function \( m : \mathbb{N} \to \mathbb{R} \) and an \( \mathbb{N} \)-valued random variable \( \mathcal{L} \) satisfying \( \mathbb{P}(\mathcal{L} = \ell) = m(\ell), \ell \in \mathbb{N} \). We call the distribution of \( \mathcal{L} \) the length distribution of worms. Let us also consider a nearest neighbour simple random walk \( (X(t))_{t \in \mathbb{N}} \) on \( \mathbb{Z}^d \) starting from the origin, independent of \( \mathcal{L} \). Let

\[
\mathcal{R} := \{ X(0), X(1), \ldots, X(\mathcal{L} - 1) \}
\]
denote the set of sites visited by the random walk up to time \( \mathcal{L} - 1 \). Let us define the probability measure \( \nu \) on \( \mathcal{H} \) by \( \nu(H) = \mathbb{P}(\mathcal{R} = H) \) for each \( H \in \mathcal{H} \). Given some \( v \in \mathbb{R}_+ \), the random set \( S^v \) obtained via Definition 1.2 with this \( \nu \) is called the random length worms set at level \( v \).

Now we are ready to state the main result of this paper.

**Theorem 1.9** (Supercritical worm percolation). Let \( d \geq 5 \). Let \( \varepsilon > 0 \) and \( \ell_0 \geq e^\varepsilon \). If

\[
m(\ell) = c \frac{\ln(\ln(\ell))}{\ell^2 \ln(\ell)} \mathbb{1}[\ell \geq \ell_0], \quad \ell \in \mathbb{N}, \quad \text{(where } c \text{ is chosen so that } \sum_{\ell} m(\ell) = 1) \quad (1.7)
\]

then for any \( v > 0 \) the random length worms model \( S^v \) is supercritical: \( \mathbb{P}(S^v \text{ percolates}) = 1 \).

In short, if \( d \geq 5, \varepsilon > 0 \) and \( m \) is of form (1.7) then \( v_c = 0 \).

**Remark 1.10.**

(i) Observe that if we choose \( \varepsilon < -1 \) in (1.7) then \( \mathbb{E}[\mathcal{L}^2] = \sum_{\ell=1}^{\infty} \ell^2 m(\ell) < +\infty \), which implies \( m_2 < +\infty \) (cf. (1.6)) and therefore \( v_c > 0 \) by Lemma 1.6. This indicates that the gap between the conditions of Theorem 1.9 and Lemma 1.6 is of “log log” order.

(ii) Also note that if \( \varepsilon > 0 \) in (1.7) then \( \mathbb{E}[\mathcal{L}^2 / \ln(\mathcal{L})]^{1+\varepsilon} < +\infty \) if and only if \( \alpha > \varepsilon \), which is just another way to see that the gap between Theorem 1.9 and Lemma 1.6 is small.

(iii) Theorem 1.9 can be strengthened: in Section 6.4 we state Theorem 6.4 which allows us to conclude \( v_c = 0 \) under weaker conditions on \( m \) than Theorem 1.9. The reason why we decided to defer the statement of Theorem 6.4 to a later section is that the conditions of Theorem 6.4 are more complicated to formulate than those of Theorem 1.9. Let us also note that the proof of Theorem 6.4 also implies percolation of worms of bounded length in thick enough slabs, i.e., for each \( v > 0 \) there is a length threshold \( L = L(v) \) and a thickness \( R = R(v) \) such that if \( S^v_L \) denotes the union of the traces of worms of length at most \( L \) then \( S^v_L \cap (\mathbb{Z}^2 \times \{0, 1, \ldots, R\}^{d-2}) \) almost surely percolates.

(iv) If the law of the length variable \( \tilde{\mathcal{L}} \) stochastically dominates the law of the length variable \( \mathcal{L} \) then one can couple the corresponding random length worms sets at the same level \( v \) in such a way that \( S^v \subseteq \tilde{S}^v \) holds. This implies that the corresponding percolation thresholds satisfy \( \tilde{v}_c \leq v_c \), and thus \( v_c = 0 \) implies \( \tilde{v}_c = 0 \).

(v) The main reason why we assume \( d \geq 5 \) in Theorem 1.9 is that we must assume this if we want the length and the capacity of a worm to be comparable (see Proposition 1.7).

(vi) If \( d \geq 5 \) then \( m_2 = +\infty \) is equivalent to \( \mathbb{E}[\mathcal{L}^2] = +\infty \) by [15] Theorems 1, 2.

**Question 1.11.** Let \( d \geq 5 \). Is it possible to conclude \( v_c = 0 \) in the random length worms model if we only assume \( m_2 = +\infty \)?

Note that if the answer to Question 1.11 is affirmative then Lemma 1.6 is sharp in the sense that the answer to Question 1.7 is negative if \( d = 5 \).

We formulate some conjectures about the percolation of worms when \( d = 2, 3, 4 \) in Section 1.5.
1.3 Related results from the literature

Let us compare our models, methods and results to earlier models, methods and results.

1.3.1 Poisson Boolean model

The Poisson Boolean model is a continuum percolation model where every point of a homogeneous PPP on $\mathbb{R}^d$ is the center of a Euclidean ball with a random radius $R_*$ (where it is also assumed that the radii corresponding to different points are identically distributed and independent of each other and the PPP). Although the literature of this model is vast, now we will focus on one specific result which is the most relevant from our viewpoint (a great collection of properties of the Poisson Boolean model can be found in [26]).

In [20] the author shows that for any $d \geq 2$ there is phase transition for the existence of an infinite connected cluster in the union of the balls if and only if the first moment of the volumes (or the $d'$th moment of the radii $R_*$) are finite. Let us now discuss the implications of this result regarding our Poisson zoo percolation model.

We want to deduce from the main result of [20] that the condition of Lemma 1.5 is sharp if $\nu$ (cf. Definition 1.2) is the law of a ball $B(o,R)$ w.r.t. the $\ell_\infty$-norm on $\mathbb{Z}^d$ and the radius $R$ of the ball is an $\mathbb{N}_0$-valued random variable: we want to show that $m_1 < +\infty$ implies $v_c > 0$ for this choice of $\nu$. Indeed, given a radius variable $R$ in the Poisson zoo, let us define the radius variable $R_*$ in the Poisson Boolean model to be $R_* = \sqrt{d} \cdot (R + 3)$. Now if we are given a Poisson Boolean model with intensity $v$ and radius distribution $R_*$, we can derive from it a Poisson zoo model at level $v$ with radius distribution $R$ in the following fashion: define the number of animals rooted at $x \in \mathbb{Z}^d$ to be the number of points $\omega$ of the PPP of the Boolean model whose coordinate-wise lower integer part is equal to $x$, and if $R_{\omega}^*$ is the radius of the ball around the point $\omega$ in the Poisson Boolean model, then we define the corresponding radius in the Poisson zoo to be $\frac{1}{\sqrt{d}}R_{\omega}^* - 3$. One can check that under this coupling the absence of percolation in the Poisson Boolean model implies absence of percolation in $S^v$. It is also easy to check that $m_1 < +\infty$ if and only if $\mathbb{E}[R^d] < +\infty$ if and only if $\mathbb{E}[(R_*)^d] < +\infty$, thus the main result of [20] implies $v_c > 0$.

1.3.2 Ellipses percolation

The ellipses percolation model is a continuum percolation model introduced in [30] and is defined as follows. One considers ellipses centered on a homogeneous Poisson point process on $\mathbb{R}^2$ with uniformly random direction, minor axis fixed to be equal to one and major axis with distribution $\rho$ supported on $[1, \infty)$. The authors only consider distributions $\rho$ satisfying $\rho(r, +\infty) \asymp r^{-\alpha}$ and find that (i) if $0 < \alpha \leq 1$ then the set covered by the ellipses is $\mathbb{R}^2$ (this is similar to our Lemma 1.5, but in the continuum setting $m_1$ denotes the expected Lebesgue measure of an animal), (ii) if $\alpha \geq 2$ then the set covered by the ellipses does not percolate if the intensity of the PPP is low enough and (iii) if $1 < \alpha < 2$ then the covered set is not equal to $\mathbb{R}^2$ but it percolates for any positive value of the intensity of the PPP. Thus, heuristically speaking, (the continuous analogue of) Lemma 1.6 is almost sharp (but not exactly sharp) for the ellipses percolation model: the second moment $m_2$ of the area of one ellipse is finite if and only if $\alpha > 2$, but if $\alpha = 2$ then $m_2 = +\infty$, yet the authors of [30] prove a percolation phase transition for the covered set in the $\alpha = 2$ case. See Section 1.4.2 for some further comparison of ellipses percolation and worm percolation in the $\alpha = 2$ case.

Note that more subtle results about the percolation of the covered set in the $\alpha = 2$ case (which arises from the intersection of the 3 dimensional Poisson cylinder model [31] with a plane) and the percolation of the vacant set are also proved in [30]. The geometry of the infinite cluster of ellipses percolation is further studied in [21] in the case when $1 < \alpha < 2$. 
1.3.3 Finitary random interlacements

Although finitary random interlacements (FRI) was defined in [5] in a more general setting, here we will only discuss FRI on $\mathbb{Z}^d$, $d \geq 3$, which can be viewed as the special case of our random length worms model when the length $\mathcal{L}$ of a worm has geometric distribution with expectation $T$. Thus, if we fix such a length distribution then the occupied set exhibits a percolation phase transition as the intensity parameter varies by our Lemma 1.6. However, the parametrization of FRI is different than ours: finitary random interlacements $\mathcal{F}^{T,u,T}$ at level $u$ is the same as our $S^v$ if $v = 2du/(T + 1)$. The reason for this parametrization is that by [5, Theorem A.2] if we let $T \to \infty$ then $\mathcal{F}^{T,u,T}$ weakly converges to random interlacements $\mathcal{I}^{2du}$ at level $2du$ (defined in [29]). Note that $\mathcal{I}^v$ is connected for all $u > 0$ by [29, Corollary 2.3].

The main result of [27] is that for any $u > 0$ there exist $0 < T_0(u, d) \leq T_1(u, d) < \infty$ such that for all $T > T_1(u, d)$ the set $\mathcal{F}^{T,u,T}$ percolates and for all $0 < T < T_0(u, d)$ the set $\mathcal{F}^{T,u,T}$ does not percolate. Currently it is conjectured (but not yet proved) that $T_0(u, d) = T_1(u, d)$, the main obstacle of a rigorous proof being the lack of stochastic monotonicity of $\mathcal{F}^{T,u,T}$ in the variable $T$, see [9]. In [7] the authors study the large-scale geometry and the local connectivity properties of the infinite cluster of $\mathcal{F}^{T,u,T}$ for large values of $T$.

Given some $T \in \mathbb{R}_+$, let $u_*(T)$ denote critical percolation threshold of $\mathcal{F}^{T,u,T}$ (as $u$ varies). In [10] it is proved that $u_*(T) \asymp T^{-1}$ if $d \geq 5$, $u_*(T) \asymp T^{-1} \ln(T)$ if $d = 4$ and $u_*(T) \asymp T^{-1/2}$ if $d = 3$ (see Section 1.3.5 for further discussion). In [8] it is proved that various natural critical percolation thresholds characterizing local subcriticality and local supercriticality of $\mathcal{F}^{T,u,T}$ all agree with $u_*(T)$, and it is shown that $u_*(T)$ is a continuous function of $T$ for any $d \geq 3$.

1.3.4 Loop percolation, Bernoulli hyper-edge percolation

Percolation of the random walk loop soup on $\mathbb{Z}^d$ was initiated in [25]. Here we will only discuss the case when the killing parameter $\kappa$ is equal to zero and the underlying Markov process is the simple random walk on $\mathbb{Z}^d$. For any $n \geq 2$ an element $\hat{\ell} = (x_0, \ldots, x_{n-1})$ of $\mathbb{Z}^d$ is called a non-trivial discrete based loop (based at $x_0$) if $x_{i+1}$ is a nearest neighbour of $x_i$ for all $0 \leq i \leq n - 2$, moreover $x_{n-2}$ and $x_0$ are also nearest neighbours. The weight of a based loop $\hat{\ell} = (x_0, \ldots, x_{n-1})$ is defined to be equal to

$$\mu(\hat{\ell}) = \frac{1}{n} (2d)^{-n} = P_{x_0}(X(1) = x_1, \ldots, X(n - 1) = x_{n-1}, X(n) = x_0),$$

where $P_{x_0}$ denotes the law of a simple random walk $(X(t))_{t \in \mathbb{N}_0}$ starting from $x_0$. Given some intensity parameter $\alpha > 0$, one considers a Poisson point process on the space of based loops with intensity measure $\alpha \mu$ and declares an edge of $\mathbb{Z}^d$ to be open if it is crossed by a based loop of the PPP. [11, Theorem 1.1] states that if $d \geq 3$ then this bond percolation model undergoes a non-trivial phase transition as $\alpha$ varies.

Let us mention that the corresponding site percolation model (where we declare a site to be open if it is visited by a loop of the PPP) can be viewed as a special case of the Poisson zoo percolation model. Indeed, the total weight of loops based at the origin can be normalized to be a probability measure $P$, and then we can define the measure $\nu$ (cf. Definition 1.2) to be the law of the trace of a loop with law $P$. Note that the probability under $P$ that a loop has (an even) length $n$ is asymptotically comparable to $n^{-(d+2)/2}$, thus, using the notation of (1.6), we have $m_1 < +\infty$ if and only if $d \geq 3$ and $m_2 < +\infty$ if and only if $d \geq 5$. Indeed, the $d \geq 5$ case of loop percolation is treated in [11, Section 5.1] using ideas similar to our Lemma 1.6. The proof of the existence of a subcritical phase in loop percolation is substantially harder if $d = 3, 4$, see the proof of [11, Theorem 1.1].

Heuristically, loop percolation on $\mathbb{Z}^d$ is similar to our random length worms model on $\mathbb{Z}^d$ with length mass function $m(\ell) \asymp \ell^{-(d+2)/2}$ (cf. Definition 1.8). In Section 1.3 we conjecture that if $m(\ell) \asymp \ell^{-\beta}$ then the most interesting choice of the exponent is $\beta = (d + 2)/2$ in both dimensions 3 and 4 (therefore, loop percolation is interesting in both dimensions $d = 3, 4$).
Note that some elements of our proof are similar to those used in the proof of the lower bounds stated in [11, Theorems 1.5 and 1.6] on the one-arm probability of loop percolation in $d = 3, 4$, see Section 1.4.4 for a discussion of similarities and differences.

Further results about the supercritical phase of loop percolation on the $d$-dimensional lattice (and its vacant set) are proved in [11, 12].

**Bernoulli hyper-edge percolation** on $\mathbb{Z}^d$, introduced in [13], is a generalization of the above-discussed loop percolation model. Let us consider a measure $\mu$ on the set $\mathcal{H}^*$ of finite subsets (i.e., the set of hyper-edges) of $\mathbb{Z}^d$ and its vacant set) are proved in [1, 12].

Let us consider a Poisson point measure $\mathcal{X}$ on $\mathcal{H}^*$ with intensity $v \cdot \mu$, $v \in \mathbb{R}_+$, and declare that $x, y \in \mathbb{Z}^d$ are connected if there exists $k \in \mathbb{N}$ and $h_1, \ldots, h_k \in \mathcal{H}^*$ satisfying $\mathcal{X}\{\{h_i\}\} \geq 1$ for every $i = 1, \ldots, k$ with $x \in h_1$, $y \in h_k$ and $h_i \cap h_{i+1} \neq \emptyset$ for every $i = 1, \ldots, k - 1$. This percolation model is quite similar to our Poisson zoo model, but (i) hyper-edge percolation is a generalization of Bernoulli bond percolation, while our Poisson zoo is a generalization of Bernoulli site percolation and (ii) we assume that the animals in the zoo are connected subsets of $\mathbb{Z}^d$, but this is not necessarily the case for hyper-edges. [13, Theorem 1.1] provides sufficient conditions under which the percolation phase transition of hyper-edge percolation is non-trivial. The condition that implies the existence of a non-trivial subcritical phase concerns the $\mu$-measure of hyper-edges that cross large annuli:

there exists $\lambda > 1$ such that $\sup_{n \to \infty} \mu\{\{h : h \cap B(n) \neq \emptyset, h \cap B(\lambda n)^c \neq \emptyset\}\} < +\infty$.  \hspace{1cm} (1.8)

We note that the analogous condition implies $c_\ast > 0$ in our Poisson zoo model, so let us compare it to the condition $m_2 < +\infty$, which also implies $c_\ast > 0$ according to our Lemma 1.6. In the case of four dimensional loop percolation we have $m_2 = +\infty$, while [11, Lemma 2.7] implies that (1.8) holds in this case. On the other hand, if $d \geq 5$ then one can check using the arguments of our Section 1.3.3 that in the random length worms model condition (1.8) implies $m_2 < +\infty$.

Other results of [13] include natural conditions on $\mu$ under which the infinite cluster is unique and conditions under which a Grimmett-Marstrand-type result holds in the supercritical regime.

**1.3.5 Wiener sausage percolation**

*Wiener sausage percolation* on $\mathbb{R}^d$ is a continuum percolation model introduced in [10]. Let us consider Wiener sausages with radius $r$ that we run up to time $t$ and whose initial points are distributed according to a homogeneous PPP on $\mathbb{R}^d$ with intensity 1. In [10] it is proved that if $d \geq 2$ and $r \in (0, +\infty)$ is small enough then there exists $t_c(r) \in (0, +\infty)$ such that if $t < t_c(r)$ then the occupied set does not percolate, but if $t > t_c(r)$ then it percolates.

[16, Theorem 1.3] states that if $d = 2, 3$ then $t_c(r) > t_c(0) = 0$ as $r \to 0$.

The main result [17] is that $t_c(r) \asymp r^{(d-2)/2}$ if $d \geq 5$ and $t_c(r) \asymp \sqrt{\ln(1/r)}$ if $d = 4$ as $r \to 0$.

One may use the scale invariance of Brownian motion to slightly rephrase these results: let us consider Wiener sausages with radius 1 that we run up to time $T$ and whose initial points form a PPP on $\mathbb{R}^d$ with intensity $v$. It follows from the above results that the critical intensity for percolation satisfies $v_c(T) \asymp T^{-d/2}$ if $d = 2, 3$, $v_c(T) \asymp \ln(T)/T^2$ if $d = 4$ and $v_c(T) \asymp 1/T^2$ if $d \geq 5$ as $T \to \infty$. Heuristically, one expects the percolation threshold of the random length worms model (cf. [13]) to satisfy the same asymptotics if the length distribution of worms is the Dirac mass concentrated on $T$. Asymptotic results analogous to those of [17] (with a slightly different parametrization) about the percolation threshold of worms with geometric length distribution (i.e., finitary random interlacements, see Section 1.3.3) are proved in [10].

Let us stress that the above-described dimension-dependence of the asymptotic behaviour of $v_c(T)$ is intimately related to the fact that the capacity (to be defined in Section 1.5) of the trace of a random walk of length $T$ is comparable to $T$ if $d \geq 5$, it is comparable to $T/\ln(T)$ if $d = 4$ and it is comparable to $\sqrt{T}$ if $d = 3$ (see [2, 3] for finer results).
Note that some of our methods (coarse graining, dynamic renormalization, see Section 1.4.1) are similar to the method used to construct an infinite connected cluster in [17, Section 4].

1.4 Remarks about our methods

In Theorem 1.9, we claim that if \( d \geq 5 \) then \( S^\alpha \) percolates for all \( \alpha > 0 \) under the assumption that \( m(\ell) \approx \ln(\ln(\ell))/\ell^3 \ln(\ell) \) for some \( \varepsilon > 0 \). In Sections 1.4.1 and 1.4.2, we sketch how percolation of \( S^\alpha \) for all \( \alpha > 0 \) could be proved under stronger assumptions on the decay of the tail of the length distribution of worms (note that by Remark 1.10(iv) the assumption of Section 1.4.1 is indeed stronger than that of Section 1.4.2, which is in turn stronger than that of Section 1.4.3). In Section 1.4.3, we outline the heuristic idea behind the proof of Theorem 1.9 and in Section 1.4.4, we provide some further details of our proof.

1.4.1 Sketch proof of percolation if \( m(\ell) \approx \ell^\varepsilon/\ell^3 \) with \( \varepsilon > 0 \)

The proof uses coarse graining and dynamic renormalization (as defined by Grimmett and Marstrand in [18, Section 3]), to be recalled in Section 6, as well as the notion of capacity (to be recalled in Section 4), which can be used to estimate hitting probabilities.

We subdivide \( \mathbb{Z}^d \) into disjoint boxes of side-length \( R \). It is easy to show that we can find a worm of length greater than \( R^2 \), i.e., a long worm, in the box that contains the origin with high probability. In this case, we call this box good and we call the trace of this long worm the seed of the box that contains it. Now we try to explore boxes one by one in a way that a newly explored box is a neighbour of an already explored good box with a seed in it. We call such new box good if there exists a long worm emanating from it which hits the seed of the neighbouring good box. We call this part of our construction target shooting.

The expectation of the number \( N \) of long worms emanating from the new box that hits the seed of the neighbouring good box is comparable to \( (v \cdot R^d \cdot \mathbb{P}[L > R^2]) \cdot (R^{2d} \cdot R^2) \), as we now explain: \( v \cdot R^d \cdot \mathbb{P}[L > R^2] \) is the expected number of long worms emanating from the new box, and \( R^{2d} \cdot R^2 \) is roughly the probability that such a long worm hits the seed of the neighbouring good box. For the latter, we used that \( d \geq 5 \) and thus the length and the capacity of worms are comparable, hence the capacity of a seed is roughly \( R^2 \) (see the proof of Lemma 6.13 for a similar rigorous calculation).

If \( m(\ell) \approx \ell^\varepsilon/\ell^3 \), then \( \mathbb{P}[L > R^2] \approx R^{2d}/R^4 \), thus \( \mathbb{E}(N) \approx v \cdot R^{2d} \), thus for any \( \alpha > 0 \) one can choose \( R \) big enough so that \( \mathbb{E}(N) \) is big enough to guarantee \( \mathbb{P}(N \geq 1) \geq 1/2 \), hence the newly explored box will be good with probability at least 1/2. With this uniform lower bound on the capacity of the newly explored box being good, one can use dynamic renormalization to show that the set of explored good boxes percolates, which implies that \( S^\alpha \) percolates.

1.4.2 Sketch proof of percolation if \( m(\ell) \approx \ln(\ell)^\gamma/(\ell^3 \ln(\ell)) \) with \( \gamma > 1/2 \)

We can boost the construction of Section 1.4.1 by using the worms emanating from the new box that have length at most \( R^2 \), i.e., short worms, to fatten the long worm that hits the seed of the neighbouring good box and thus creating a new seed with a bigger capacity.

The expected number of worms of length \( \ell \) that hit \( o \) is comparable to \( v \cdot m(\ell) \cdot \ell \), thus the expected total length of short worms that hit \( o \) is comparable to \( v \cdot \mathbb{E}(L^2) \cdot \mathbb{I}[L \leq R^2] \approx v \cdot \ln(R)^\gamma \). With a bit of work, one can show that the total length of short worms that hit a long worm is roughly \( R^2 \cdot v \cdot \ln(R)^\gamma \) with high probability. With some further work, one can also show that the capacity of the union of the traces of short worms that hit a long worm (i.e., the new seed) is also roughly \( R^2 \cdot v \cdot \ln(R)^\gamma \) with high probability.

Similarly to Section 1.4.1, we want \( \mathbb{E}(N) \approx (v \cdot R^d \cdot \mathbb{P}[L > R^2]) \cdot (R^{2d} \cdot R^2 \cdot v \cdot \ln(R)^\gamma) \) to be big. Our assumption \( m(\ell) \approx \ln(\ell)^\gamma/(\ell^3 \ln(\ell)) \) implies \( \mathbb{P}[L > R^2] \approx \ln(R)^{\gamma-1}/R^4 \), therefore have \( \mathbb{E}(N) \approx v^2 \ln(R)^{2\gamma-1} \gg 1 \) if \( R \gg 1 \), since we assumed \( \gamma > 1/2 \).
Note that the idea of fattening already appeared in the study of the connectivity properties of random interlacements in [28, Section 4].

Also note that the $\gamma = 1$ case gives $m(\ell) \asymp \ell^{-3}$, thus we have $\mathbb{P}[\mathcal{L} \geq \ell] \asymp \ell^{-2}$ and our conclusion is that $\mathcal{S}^\circ$ percolates for all $\nu > 0$. This behaviour is different from that of planar ellipses percolation (cf. Section 1.3.2), which exhibits percolation phase transition in the case when the tail of the size of an animal decays with exponent $\alpha = 2$. Thus five dimensional worm percolation gets closer to showing that Lemma 1.6 is sharp (cf. Questions 1.7, 1.11) than planar ellipses percolation. However, we expect planar worm percolation to perform much worse than planar ellipse percolation from this point of view, see Section 1.6.

1.4.3 Heuristic proof of percolation if $m(\ell) \asymp \ln(\ln(\ell))^\varepsilon / (\ell^3 \ln(\ell))$ with $\varepsilon > 0$

We can boost the construction of Section 1.4.2 if we perform the “fattening” a bit more effectively. Let $S_0$ denote the trace of our long worm that we want toatten and for any $\ell = 1, \ldots, R^2$ and define $S_\ell$ to be the union of $S_{\ell-1}$ and the trace of the worms of length $\ell$ that hit $S_{\ell-1}$. Now our new seed will be $S_{R^2}$. The “snowball effect” caused by recursive fattening will make the capacity $\text{cap}(S_{R^2})$ bigger than that of the seed constructed in Section 1.4.2. Heuristically, we have $\text{cap}(S_{\ell}) \approx \text{cap}(S_{\ell-1}) \cdot (1 + v \cdot m(\ell) \cdot \ell^2)$, thus

$$\text{cap}(S_{R^2}) \asymp R^2 \prod_{\ell=1}^{R^2} (1 + v \cdot m(\ell) \cdot \ell^2) \asymp R^2 \exp \left( v \cdot \sum_{\ell=1}^{R^2} m(\ell) \cdot \ell^2 \right) \asymp R^2 \exp (v \cdot \ln(\ln(R))^{1+\varepsilon}) .$$

Similarly to Sections 1.4.1 and 1.4.2 we want $\mathbb{E}(N) \asymp (v \cdot R^d \cdot \mathbb{P}[\mathcal{L} > R^2]) \cdot (R^{2-d} \cdot \text{cap}(S_{R^2}))$ to be big. Our assumption $m(\ell) \asymp \ln(\ln(\ell))^\varepsilon / (\ell^3 \ln(\ell))$ gives $\mathbb{P}[\mathcal{L} > R^2] \asymp \ln(\ln(R))^\varepsilon / (\ln(R)R^4)$, therefore we have $\mathbb{E}(N) \gg v \exp(\varepsilon \cdot \ln(\ln(R))^{1+\varepsilon}) / \ln(R) \gg 1$ if $R \gg 1$, since we assumed $\varepsilon > 0$.

1.4.4 Further details of the proof of our main result

In order to build an infinite connected component of $\mathcal{S}^\circ$, we will subdivide the PPP of worms into disjoint packages, where a package contains worms of a certain length scale that emanate from a box of a certain spatial scale. Crucially, by the defining properties of Poisson point processes, the contents of different packages will be independent of each other. We will also make sure that we use every package only once (for the purpose of target shooting or fattening), since it is hard to give a lower bound on the number of useful leftover worms in a package once it has already been used.

In order to make the idea of recursive fattening of Section 1.4.3 rigorous, we will use a method that we call multi-scale recursion. Instead of adding the packages of worms of length $\ell = 1, \ldots, R^2$ one by one (as in Section 1.4.3), we will define a sequence of scales $(R_n)_{n=0}^{N+1}$ (where $R_{N+1} = R$) and we will fattened with all of the worms of length between $R_n^2$ and $R_{n+1}^2$ in one round. We will choose $(R_n)_{n=0}^{N+1}$ in a way that one such round of fattening doubles the capacity of the set being fattened with high probability. This grouping of worm lengths may seem like a step back in the direction of the fattening method of Section 1.4.2 from the more advanced method of Section 1.4.3, but (i) it makes it easier for us to prove that the size of the fattened set is well concentrated around its mean, (ii) it does not weaken the snowball effect by much.

Note that a similar idea (recursive capacity doubling using a sequence of rapidly growing scales followed by target shooting) also appears in the proof of the lower bounds stated in [11, Theorems 1.5 and 1.6] on the one-arm probability of loop percolation in $d = 3, 4$ (see [11, Section 6]). However, the implementation of our capacity doubling involves an extra layer of difficulty compared to that of [11], as we now explain. [11, Theorems 1.5 and 1.6] are about the subcritical phase of loop percolation (thus one-arm probabilities are necessarily small), while
our Theorem 1.3 is about the supercritical phase of worm percolation (thus we necessarily have to show that connection probabilities are bounded away from zero). Consequently, the proof of Theorems 1.5 and 1.6 can be achieved using a lower bound on the expected value of the capacity of the inductively fattened loop cluster (cf. Lemmas 6.1 and 6.2), while the proof of our main result also involves concentration estimates which guarantee that the capacity of the inductively fattened worm cluster is big enough with high enough probability. In order to prove such concentration estimates, we need to control the correlation between the amounts of fat produced at distant parts of the set being fattened. In order to effectively bound the sum of such correlations, we want to apply our induction hypothesis on multiple parts of the set being fattened which are well spread-out in space, and thus our capacity doubling scheme involves a fractal pattern which is not present in [11, Section 6].

1.5 Conjectures about worm percolation in \(d = 2, 3, 4\)

1.5.1 Conjectures about worm percolation on \(\mathbb{Z}^2\)

If \(d = 2\) then it is reasonable to believe that a worm of length \(\ell\) will behave like a ball of radius comparable to \(\sqrt{\ell}\). In other words, heuristically, worm percolation with length distribution \(L\) will behave like the planar Poisson Boolean model with radius \(R_* \sim \sqrt{L}\) (cf. Section 1.3.1). Thus we conjecture that \(v_c > 0\) holds if and only if \(\mathbb{E}[R_*^3] \sim \mathbb{E}[L^2] < +\infty\). However, let us recall the definition of \(m_1\) from (1.6) and note that if \(d = 2\) then \(m_1 \sim \mathbb{E}[L/\ln(L)]\) holds in the random length worms model by [15, Theorem 1], thus one can choose the length distribution of worms in such a way that \(m_1 < +\infty\) (and therefore \(S^v \neq \mathbb{Z}^d\), but \(v_c = 0\) (this cannot happen in the case of the Poisson Boolean percolation model).

1.5.2 Conjectures about worm percolation on \(\mathbb{Z}^3\)

Let us assume that \(d = 3\) and \(m(\ell) \asymp \ell^{-\beta}\). We conjecture that \(v_c > 0\) if and only if \(\beta \geq 5/2\):

- If \(\beta > 5/2\) then we replace each worm with the smallest ball that contains it. The radius of the resulting Poisson Boolean model satisfies \(R_* \sim \sqrt{L}\), thus \(\mathbb{E}[L^3/2] \asymp \mathbb{E}[R_*^3] < +\infty\) implies \(v_c > 0\), where \(\mathbb{E}[L^3/2] = \sum_{\ell=1}^{\infty} \ell^{3/2} m(\ell) < +\infty\) holds if and only if \(\beta > 5/2\).
- If \(\beta < 5/2\) then one can prove \(v_c = 0\) using the argument of Section 1.4.1 taking into account that if \(d = 3\) then the capacity of a worm of length \(R^2\) is comparable to \(R\) (cf. [2, Proposition 1.5]). Note here that the capacity of a three-dimensional ball of radius \(R\) is also comparable to \(R\) (cf. Proposition 1.6), therefore if \(d = 3\) then the capacity of a worm is comparable to the capacity of the smallest ball that contains it.
- The \(\beta = 5/2\) case heuristically corresponds to loop percolation on \(\mathbb{Z}^3\) (cf. Section 1.3.4), which does exhibit percolation phase transition.

Note that if \(\beta \leq 2\) then Lemma 1.5 implies \(v_c = 0\) and if \(\beta > 3\) then Lemma 1.6 implies \(v_c > 0\), so (heuristically) the threshold \(\beta = 5/2\) for the exponent of \(m(\ell) \asymp \ell^{-\beta}\) in 3-dimensional worm percolation is “halfway” between the universal bounds of Lemmas 1.3 and 1.6.

1.5.3 Conjectures about worm percolation on \(\mathbb{Z}^4\)

Let us assume that \(d = 4\) and \(m(\ell) \asymp \ell^{-\beta}\). We conjecture that \(v_c > 0\) if and only if \(\beta \geq 3\):

- If \(\beta > 3\) then \(m_2 \leq \mathbb{E}[L^2] < +\infty\), thus \(v_c > 0\) by Lemma 1.6.
- If \(\beta < 3\) then one can prove \(v_c = 0\) using the argument of Section 1.4.1 taking into account that if \(d = 4\) then the capacity of a worm of length \(R^2\) is of order \(R^2/\ln(R)\).
• The $\beta = 3$ case corresponds to loop percolation on $\mathbb{Z}^4$, for which $v_c > 0$ holds.

Note that if $d = 5$ and $\beta = 3$ then $v_c = 0$ (cf. Section 1.4.2), which shows that worm percolation should behave differently in $d = 4$ and $d = 5$. Also note that the $d = 4, \beta = 3$ case indicates that the answer to the four dimensional analogue of Question 1.11 should be negative.

1.6 Structure of the paper

In Section 2 we introduce some notation that we will use throughout the paper.
In Section 3 we prove Lemmas 1.3 and 1.6 about the Poisson zoo.
In Section 4 we collect/prove some useful results about random walks and capacity on $\mathbb{Z}^d$.
In Section 5 we set up the notation related to Poisson point processes on the space of worms.
In Section 6 we formally introduce the scales $(R_n)_{n=0}^{N+1}$, state the capacity doubling lemma (Lemma 6.10) that we mentioned in Section 1.4.4 and derive the proof of our main result from it (i.e., we carry out the coarse graining, the target shooting and the dynamic renormalization).
In Section 7 we prove the capacity doubling lemma (i.e., we carry out the fattening).

2 Basic notation

Given $x = (x_1, \ldots, x_d) \in \mathbb{Z}^d$, let us denote by $|x| = \max_{1 \leq i \leq d} |x_i|$ the sup-norm of $x$.

Let us use the shorthand $H \subset \subset \mathbb{Z}^d$ for a finite subset $H$ of $\mathbb{Z}^d$.

We use the shorthand $x \sim y$ to denote that $x \in \mathbb{Z}^d$ and $y \in \mathbb{Z}^d$ are nearest neighbours.

If $A, B, S \subset \subset \mathbb{Z}^d$ then we say that $A \leftrightarrow B$ (in words: $A$ is connected to $B$ through $S$) if there exist $n \in \mathbb{N}$ and $x_0, \ldots, x_n \in S$ such that $x_0 \in A$, $x_n \in B$ and $x_i \sim x_{i+1}$ for any $0 \leq i \leq n - 1$.

If $x \in S$, we use the shorthand $x \leftrightarrow B$ to denote $\{x\} \leftrightarrow B$. Note that the relation $\cdot \leftrightarrow \cdot$ is an equivalence relation on the set of vertices of $S$, and we call the corresponding equivalence classes the connected components (or clusters) of $S$. We use the shorthand $x \leftrightarrow \infty$ to denote the fact that the cardinality of the connected cluster of $x \in S$ is infinite. We say that $S$ is connected if $S$ contains exactly one connected component. We say that $S$ percolates if $S$ has an infinite connected component.

Let us denote by $B(x, R) := \{y \in \mathbb{Z}^d : |y - x| \leq R\}$ the ball of radius $R$ about $x$ and use the shorthand $B(R) := B(o, R)$ to denote a ball centered at the origin.

If $H \subset \subset \mathbb{Z}^d$ and $x \in \mathbb{Z}^d$, let $x + H = \{x + y : y \in H\}$ denote the translate of $H$ by $x$.

If $H \subset \subset \mathbb{Z}^d$ then the interior vertex boundary of $H$ is $\partial^{\text{int}} H := \{x \in H : \exists y \in H^c, x \sim y\}$.

If $H \subset \subset \mathbb{Z}^d$ then the external vertex boundary of $H$ is $\partial^{\text{ext}} H := \{x \in H^c : \exists y \in H, x \sim y\}$.

The indicator of the event $A$ is denoted by $1[A]$: if $A$ occurs then $1[A] = 1$, but if $A$ does not occur then $1[A] = 0$.

For any $a < b \in \mathbb{R}_+$ let $\sum_{\ell=a}^{b} f(\ell)$ denote $\sum_{\ell=a}^{b} f(\ell)$.

Notational conventions regarding constants: We denote small, but positive constants by $c$ or $c'$ and large, but finite constants by $C$ or $C'$. The constants can only depend on the dimension $d$ of the underlying lattice $\mathbb{Z}^d$. The value of the constants $c$, $c'$, $C$ and $C'$ may change from line to line. On the other hand, we also use numbered constants $c_1, c_2, \ldots$ and $C_1, C_2, \ldots$ whose value remains fixed for the rest of the paper once they are introduced.

3 Moment conditions for sub/supercriticality in Poisson zoo percolation

Section 3 is devoted to the proof of Lemmas 1.3 and 1.6. The ideas of these proofs are folklore, but we include them here for completeness.

Recall the definition of lattice animals and the Poisson zoo from Definitions 1.1 and 1.2.
Proof of Lemma 1.6. Let us introduce the number
\[ N := \sum_{x \in \mathbb{Z}^d} \sum_{H \in \mathcal{H}} \sum_{i=1}^{N^v_{x,H}} \mathbbm{1} [o \in x + H] \] (3.1)
of animals in the Poisson zoo $\hat{N}^v$ (counted with multiplicity) whose trace contains the origin. We have
\[ \mathbb{E}(N) = \mathbb{E} \left[ \sum_{x \in \mathbb{Z}^d} \sum_{H \in \mathcal{H}} \sum_{i=1}^{N^v_{x,H}} \mathbbm{1} [o \in x + H] \right] = v \cdot \sum_{H \in \mathcal{H}} \nu(H) \cdot \sum_{x \in \mathbb{Z}^d} \mathbbm{1} [o \in x + H] = v \cdot m_1, \]
where in (*) we used that $\mathbb{E}(N^v_{x,H}) = v \cdot \nu(H)$. Also note that $N$ is the sum of independent Poisson random variables, thus $N \sim \text{POI}(v \cdot m_1)$. Hence, by the assumptions of the lemma we have $\mathbb{E}(N) = \infty$, which implies $\mathbb{P}(N = \infty) = 1$. Thus $\mathbb{P}(o \in S^v) = 1$ and thus $\mathbb{P}(x \in S^v) = 1$ also holds for any $x \in \mathbb{Z}^d$ by translation invariance.

The proof of Lemma 1.6 requires further notation.

Given a set $H \in \mathcal{H}$ we will denote its discrete closure by $\overline{H} := H \cup \partial^\text{dis} H$.

Definition 3.1 (Zoo distance). Given a Poisson zoo $\hat{N}^v$, we say that the zoo distance of vertex $y \in \mathbb{Z}^d \setminus \{o\}$ and the origin $o$ is $k$ if $k \in \mathbb{N}$ is the smallest index such that there exists a sequence of animals $(x_i, H_i) \in \mathbb{Z}^d \times \mathcal{H}$ ($i = 1, \ldots, k$) satisfying
\begin{enumerate}
  \item $N^v_{x_i,H_i} \geq 1$ for $i = 1, \ldots, k$;
  \item $o \in x_1 + H_1$ and $y \in x_k + H_k$;
  \item $(x_i + \overline{H}_i) \cap (x_{i+1} + H_{i+1}) \neq \emptyset$ for $i = 1, \ldots, k - 1$.
\end{enumerate}

Observe that since we take $k$ to be the smallest of such indices, it follows that if the zoo distance of $o$ and $y$ is $k$ and $\{(x_i, H_i)\}_{i=1}^k$ is a sequence of animals satisfying Definition 3.1, then
\[ (x_i, H_i) \neq (x_j, H_j), \quad i \neq j \in \{1, \ldots, k\}. \] (3.2)

Definition 3.2. Let $k \in \mathbb{N}$. Let us denote by $C^v_k$ the set of vertices whose zoo distance from the origin is equal to $k$.

Given some $x \in \mathbb{Z}^d$, let us denote by
\[ C^v_x := \{ y \in \mathbb{Z}^d : x \xrightarrow{S^v} y \} \]
the connected cluster of $x$ with respect to $S^v$. With the above definitions we have
\[ C^v_o := \bigcup_{k=1}^{\infty} C^v_k. \] (3.3)

Proof of Lemma 1.6. First we show that if $v < 1/(2d + 1) \cdot m_2$ then $\mathbb{E}[|C^v_o|] < \infty$. We have
\begin{align*}
\mathbb{E}[|C^v_k|] &= \sum_{x \in \mathbb{Z}^d} \mathbb{P}(z \in C^v_k) \leq \sum_{x \in \mathbb{Z}^d} \sum_{x_1, \ldots, x_k \in \mathbb{Z}^d} \sum_{H_1, \ldots, H_k \in \mathcal{H}} \mathbbm{1} [o \in x_1 + H_1] \cdot \\
&\quad \cdot \left( \prod_{i=1}^{k-1} \mathbbm{1} [(x_i + \overline{H}_i) \cap (x_{i+1} + H_{i+1}) \neq \emptyset] \right) \cdot \mathbbm{1} [z \in x_k + H_k] \cdot \prod_{i=1}^{k} (v \cdot \nu(H_i)) \\
&\leq \sum_{x \in \mathbb{Z}^d} \sum_{x_1, \ldots, x_k \in \mathbb{Z}^d} \sum_{H_1, \ldots, H_k \in \mathcal{H}} \sum_{y_1, \ldots, y_k \in \mathbb{Z}^d} \mathbbm{1} [o \in x_1 + H_1] \cdot \mathbbm{1} [z \in x_k + H_k] \cdot \\
&\quad \cdot \left( \prod_{i=1}^{k-1} \mathbbm{1} [y_i \in x_i + \overline{H}_i] \cdot \mathbbm{1} [y_i \in x_{i+1} + H_{i+1}] \right) \cdot \prod_{i=1}^{k} (v \cdot \nu(H_i)) =: M_k. \tag{3.4}
\end{align*}
Let us now explain the inequalities (●) and (✳). In (●) we used the union bound and

\[
\mathbb{P} \left( N_{x_i,H_i}^v \geq 1, \, i = 1, \ldots, k \right) = \prod_{i=1}^{k} \mathbb{P} \left( N_{x_i,H_i}^v \geq 1 \right) = \prod_{i=1}^{k} \left( 1 - e^{-v \cdot \nu(H_i)} \right) \leq \prod_{i=1}^{k} (v \cdot \nu(H_i)),
\]

where in (●) we used (3.2) and the independence of the random variables \( N_{x_i,H_i}^v, x \in \mathbb{Z}^d, H \in \mathcal{H} \).

In (✳) we used that for any \( i = 1, \ldots, k - 1 \) we have

\[
\mathbb{1} \left[ (x_i + H_i) \cap (x_{i+1} + H_{i+1}) \neq \emptyset \right] \leq \sum_{y_i \in \mathbb{Z}^d} \mathbb{1} \left[ y_i \in x_i + H_i \right] \cdot \mathbb{1} \left[ y_i \in x_{i+1} + H_{i+1} \right]
\]

and also replaced \( H_k \) with \( \mathcal{H}_k \): this will make the recursive formula (3.3) simpler.

Let us also introduce

\[
\Lambda := v \cdot \sum_{H \in \mathcal{H}} |H| \cdot |\mathcal{H}| \cdot \nu(H).
\]

Since \( |\mathcal{H}| \leq (2d + 1) \cdot |H| \) holds for any \( H \in \mathcal{H} \), we have \( \Lambda \leq (2d + 1) \cdot v \cdot m_2 \). An appropriate rearrangement of the sums that appear in (3.4) gives

\[
M_k = \Lambda \cdot M_{k-1}, \quad k \in \mathbb{N}, \quad (3.5)
\]

where we defined \( M_0 := 1 \). As a consequence, for any \( 0 < v < 1/((2d + 1) \cdot m_2) \) we have

\[
\mathbb{E} \left[ |C_o^v| \right] \leq \sum_{k=1}^{\infty} \mathbb{E} \left[ |C_{k}^v| \right] \leq \sum_{k=1}^{\infty} M_k \stackrel{\text{△}}{=} \sum_{k=1}^{\infty} \Lambda^k \leq \sum_{k=1}^{\infty} ((2d + 1) \cdot v \cdot m_2)^k < \infty.
\]

This implies \( \mathbb{P}(\omega \leftrightarrow S^v) = 0 \), and by translation invariance we also have \( \mathbb{P}(x \leftrightarrow S^v) = 0 \) for any \( x \in \mathbb{Z}^d \). We conclude that if \( 0 < v < 1/((2d + 1) \cdot m_2) \) then \( S^v \) almost surely does not percolate, finishing the proof of Lemma 1.6.

\begin{remark}
In this paper we defined the Poisson zoo model on the \( d \)-dimensional nearest neighbour lattice graph \( \mathbb{Z}^d \), but the definition of the model can be naturally generalized to the case when the underlying graph is the Cayley graph corresponding to a finite and symmetric generating set of a countable group. The statements and proofs of Lemmas 1.5 and 1.6 generalize to the Poisson zoo model defined on Cayley graphs (with obvious notational adjustments).
\end{remark}

### 4 Preliminary results about random walks and discrete potential theory

In Section 4 we collect/prove some facts about random walks on \( \mathbb{Z}^d \). In later sections these intermediate results will serve as ingredients of the proof of our main result.

In Section 4.1 we introduce some notation (e.g. hitting times) and state some basic inequalities about the transition probabilities and Green function of simple random walk on \( \mathbb{Z}^d \).

In Section 4.2 we introduce the notions of discrete potential theory associated to simple random walk on \( \mathbb{Z}^d \): the central quantity is called the capacity and the central question is how to bound it from above/below. In Section 4.2.1 we state some facts that will help us bound the capacity of worms (i.e., the trace of random walk trajectories of finite length).

In Section 4.3 we consider a subset \( K \) of a box of scale \( r \) and prove some estimates about the expected number of worms of length \( \ell \) emanating from a box of larger scale \( R \) that hit \( K \).

In Section 4.4 we consider a random walk in a box of scale \( R \) and prove some estimates about the number and location of sub-boxes of scale \( r \) visited by this random walk.
4.1 Basic notation and results about random walks

In Section 4.1 we collect some facts about random walks on $\mathbb{Z}^d$. We will explicitly write down our assumptions regarding the value of the dimension $d$ in the statement of each result.

Let $W$ be the space of $\mathbb{Z}^d$-valued infinite nearest-neighbour trajectories, indexed by non-negative times. This space is endowed with the $\sigma$-algebra $W$ generated by the canonical coordinate maps.

For $x \in \mathbb{Z}^d$, let $P_x$ denote the law of simple random walk $(X(t))_{t \in \mathbb{N}_0}$ on $\mathbb{Z}^d$, which starts from $X(0) = x$, and let $E_x$ be the corresponding expectation. The law $P_x$ will be considered as a probability measure on $(W,W)$, hence a simple random walk $(X(t))_{t \geq 0}$ is a random element of $W$.

Similarly, for $x, x' \in \mathbb{Z}^d$, let $P_{x,x'}$ denote the joint law of two independent nearest neighbour random walks $(X(t))_{t \in \mathbb{N}_0}$ and $(X'(t))_{t \in \mathbb{N}_0}$ starting from $x$ and $x'$, respectively. Let $E_{x,x'}$ denote the corresponding expectation.

There are some commonly used random times which we will need in what follows. For any $w \in W$ and $K \subseteq \mathbb{Z}^d$, let

$$T_K := T_K(w) := \inf\{ t \geq 0 : w(t) \in K \},$$

the entrance time of $K$; \hspace{1cm} (4.1)

$$\bar{T}_K := \bar{T}_K(w) := \inf\{ t \geq 1 : w(t) \in K \},$$

the hitting time of $K$; \hspace{1cm} (4.2)

$$L_K := L_K(w) := \sup\{ t \geq 0 : w(t) \in K \},$$

the time of the last visit to $K$, \hspace{1cm} (4.3)

where $\inf \emptyset = \infty$ and $\sup \emptyset = -\infty$.

Let us denote the transition probabilities of the simple random walk on $\mathbb{Z}^d$ by

$$p_t(x,y) := P_x(X(t) = y), \hspace{1cm} x,y \in \mathbb{Z}^d, \hspace{0.5cm} t \in \mathbb{N}_0.$$ \hspace{1cm} (4.4)

It is classical (see [24, Theorem 2.1.1]) that there exist constants $c > 0$ and $C < +\infty$ such that

$$p_t(x,y) \leq C \cdot t^{-d/2}, \hspace{1cm} t \in \mathbb{N}_0, \hspace{0.5cm} x,y \in \mathbb{Z}^d,$$

\hspace{1cm} (4.5)

$$p_{t-1}(x,y) + p_t(x,y) \geq c \cdot t^{-d/2}, \hspace{1cm} t \in \mathbb{N}, \hspace{0.5cm} x,y \in \mathbb{Z}^d, |x-y| \leq \sqrt{7}.\hspace{1cm} (4.6)$$

We define the Green function $g : \mathbb{Z}^d \times \mathbb{Z}^d \to [0,\infty)$ of the random walk by

$$g(x,y) := \sum_{t=0}^{\infty} p_t(x,y), \hspace{1cm} x,y \in \mathbb{Z}^d.\hspace{1cm} (4.7)$$

Note that $d \geq 3$ implies that $g(x,y) < +\infty$ for any $x,y \in \mathbb{Z}^d$. We have $g(x,y) = g(y,x)$ and $g(x,y) = g(o,y - x)$ by symmetry and translation invariance. Moreover, it follows from [24, Theorem 4.3.1] that for any $d \geq 3$ there exist constants $c > 0$ and $C < \infty$ such that

$$c \cdot (|x-y| + 1)^{2-d} \leq g(x,y) \leq C \cdot (|x-y| + 1)^{2-d}, \hspace{1cm} x,y \in \mathbb{Z}^d.$$

(4.8)

The proof of the next result follows from the Azuma-Hoeffding inequality.

**Proposition 4.1** (Random walk does not travel too far). *Let $d \geq 1$. For any $R, L \in \mathbb{N}$ we have*

$$P_o\left( \max_{0 \leq t \leq L} |X(t)| \geq R \right) \leq 2d \cdot \exp\{-R^2/2L\}.\hspace{1cm} (4.9)$$

4.2 Discrete potential theory

Let us now recall some elements of discrete potential theory. In particular, we define the capacity $\text{cap}(K)$ of a finite subset $K$ of $\mathbb{Z}^d$, then recall a variational characterization of $\text{cap}(K)$ and relate $\text{cap}(K)$ to the probability that a simple random walk hits $K$. In Section 4.2 we assume $d \geq 3$. 
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**Definition 4.2** (Dirichlet energy). If $\mu_1$ and $\mu_2$ are measures on $\mathbb{Z}^d$ then their **mutual Dirichlet energy** is

$$E(\mu_1, \mu_2) := \sum_{x \in \mathbb{Z}^d} \sum_{y \in \mathbb{Z}^d} g(x, y)\mu_1(x)\mu_2(y),$$  \hspace{1cm} (4.10)

where $g(\cdot, \cdot)$ is the Green function (cf. (4.7)). When $\mu_1 = \mu_2 = \mu$ then $E(\mu) := E(\mu, \mu)$ is called the **Dirichlet energy** of $\mu$.

By bilinearity, for any measure $\mu$ and constant $a > 0$, the energy of the measure $a \cdot \mu$ is

$$E(a \cdot \mu) = a^2 \cdot E(\mu).$$  \hspace{1cm} (4.11)

The **capacity** of the set $K \subset \subset \mathbb{Z}^d$ is defined to be

$$\text{cap}(K) = \sup \{ E(\nu)^{-1} : \nu \text{ is a probability measure supported on } K \}.$$  \hspace{1cm} (4.12)

We define the capacity of the empty set to be 0. In order to give a lower bound on $\text{cap}(K)$, one just puts a probability measure $\nu$ on $K$ and gives an upper bound on $E(\nu)$.

Using (4.12), one obtains that the capacity is monotone

$$\text{cap}(K_i) \leq \text{cap}(K_2) \quad \forall K_1 \subseteq K_2 \subset \subset \mathbb{Z}^d,$$  \hspace{1cm} (4.13)

and for any vertex $x \in \mathbb{Z}^d$ we have

$$\text{cap}\{x\} \overset{(4.12)}{=} \frac{1}{g(o, o)} \overset{(4.7)}{\leq} 1.$$  \hspace{1cm} (4.14)

Given $K \subset \subset \mathbb{Z}^d$, the equilibrium measure $e_K$ of $K$ is defined by

$$e_K(x) := P_x(\mathcal{T}_K = \infty) \cdot 1[x \in K], \quad x \in \mathbb{Z}^d.$$  \hspace{1cm} (4.15)

It follows from [23, Lemma 2.3] that the capacity of $K \subset \subset \mathbb{Z}^d$ is equal to the total mass of the equilibrium measure of $K$, i.e.

$$\text{cap}(K) = \sum_{x \in \mathbb{Z}^d} e_K(x).$$  \hspace{1cm} (4.16)

This characterization yields that the capacity is subadditive, i.e.,

$$\text{cap}(K_1 \cup K_2) \leq \text{cap}(K_1) + \text{cap}(K_2), \quad K_1, K_2 \subset \subset \mathbb{Z}^d.$$  \hspace{1cm} (4.17)

**Lemma 4.3** (Trimming the fat). **For any finite connected subset $K$ of $\mathbb{Z}^d$, any $x \in K$ and any $0 \leq a \leq \text{cap}(K)$ there exists a connected subset $K'$ of $K$ satisfying $x \in K'$ and**

$$a \leq \text{cap}(K') \leq a + 1.$$  \hspace{1cm} (4.18)

**Proof.** One may order the vertices $x_1, \ldots, x_n$ of $K$ in a way that $x_1 = x$ and if we define $K_i := \{x_1, \ldots, x_i\}$ for any $1 \leq i \leq n$ then the set $K_i$ is connected. We have $\text{cap}(K_1) \leq 1$ by (4.11), moreover it follows from (4.13), (4.14) and (4.17) that $\text{cap}(K_i) \leq \text{cap}(K_{i+1}) \leq \text{cap}(K_i) + 1$ holds for any $1 \leq i \leq n - 1$, thus there exists $1 \leq i \leq n$ such that $a \leq \text{cap}(K_i) \leq a + 1$. \hfill \Box

Our next proposition follows from [14] Lemma 1.12.

**Proposition 4.4** (Capacity and hitting probability). **For any $x \in \mathbb{Z}^d$ and $K \subset \subset \mathbb{Z}^d$**

$$\text{cap}(K) \cdot \min_{y \in K} g(x, y) \leq P_x(T_K < \infty) \leq \text{cap}(K) \cdot \max_{y \in K} g(x, y).$$  \hspace{1cm} (4.19)

**Lemma 4.5** (Hitting a set within a given time frame). **There exists $c > 0$ such that for any $z \in \mathbb{Z}^d$ and $K \subset \subset \mathbb{Z}^d$ we have**

$$P_z(T_K \leq 2 \cdot D^2) \geq c \cdot \text{cap}(K) \cdot (D + 1)^{2-d}, \quad \text{where } D = \max_{x \in K} |x - z|.$$  \hspace{1cm} (4.20)
Lemma 4.9

By the linearity of expectation, we can rewrite the l.h.s. of (4.24) as

\[ d \leq P_z \left( T_K \leq 2 \cdot D^2 \right) \overset{\text{(4.26)}}{=} P_z \left( L_K \leq 2 \cdot D^2 \right) = \sum_{t=0}^{2D^2} \sum_{x \in K} p_t(z, x) \cdot e_K(x) \geq \sum_{x \in K} e_K(x) \sum_{s=\lfloor D^2/2 \rfloor}^{D^2} \left[ p_{2s-1}(z, x) + p_{2s}(z, x) \right] \overset{(*)}{\geq} \cap(K) \sum_{s=\lfloor D^2/2 \rfloor}^{D^2} c \cdot s^{-d/2} \geq c \cdot \cap(K) \cdot D^{2-d}.
\]

Here, in (*) we used (4.14), (4.15) and the Markov property at \( t \), moreover in (**) we used (4.16) and (4.6), noting that by the definition of \( D \), we have \( |z - x| \leq D \leq \sqrt{2s} \) for all \( x \in K \).

The next proposition follows from [24, Proposition 6.5.2].

Proposition 4.6 (Capacity of a ball). There exist constants \( c > 0 \) and \( C < \infty \) such that

\[ c \cdot R^{d-2} \leq \cap(B(R)) \leq C \cdot R^{d-2}, \quad R > 0. \tag{4.21} \]

4.2.1 Discrete potential theory on the trace of a random walk

In Section 4.2.1 we recall/prove results that allow us to estimate the capacity of the trace of a random walk of fixed finite length. Our next proposition follows from [22, Theorem 2].

Proposition 4.7 (Law of large numbers for the capacity of the range of random walk). Let \( d \geq 5 \). There exists a constant \( e_\infty = e_\infty(d) \in (0, +\infty) \) such that

\[ \lim_{n \to \infty} \frac{1}{n} \text{cap} \left( \cup_{t=0}^{n-1} \{ X(t) \} \right) = e_\infty \quad P_0 - \text{almost surely}. \tag{4.22} \]

We will estimate the capacity of (the union of the traces of some) worms using the Dirichlet energy of the so-called local time measure of a worm: the measure of a vertex \( x \in \mathbb{Z}^d \) is equal to the number of visits to \( x \) by the worm. Our next result follows from [28, Lemma 3].

Proposition 4.8 (Expected Dirichlet energy of the local time measure of a random walk). If \( d \geq 5 \) then there exists \( C < \infty \) such that for every \( n \in \mathbb{N} \) and \( x \in \mathbb{Z}^d \) we have

\[ E_x \left[ \sum_{t=0}^{n} \sum_{t'=0}^{n} g(X(t), X(t')) \right] \leq C \cdot n. \tag{4.23} \]

Recall the notation \( E_{x,x'} \) from Section 4.1.

Lemma 4.9 (Expected mutual Dirichlet energy of the local times of two random walks). If \( d \geq 3 \) then there exists \( C < \infty \) such that for every \( n, n' \in \mathbb{N} \) and \( x, x' \in \mathbb{Z}^d \) we have

\[ E_{x,x'} \left[ \sum_{t=n}^{2n} \sum_{t'=n'}^{2n'} g(X(t), X'(t')) \right] \leq C \cdot n \cdot n' \cdot \min \left\{ |x - x'|^{2-d}, (n + n')^{1-d/2} \right\}. \tag{4.24} \]

Proof. By the linearity of expectation, we can rewrite the l.h.s. of (4.24) as

\[ \sum_{t=n}^{2n} \sum_{t'=n'}^{2n'} E_{x,x'} \left[ g(X(t), X'(t')) \right]. \tag{4.25} \]

We want to bound the generic term of the above sum. Let us observe that

\[ E_{x,x'} \left[ g(X(t), X'(t')) \right] \overset{\text{(4.27)}}{=} \sum_{s=0}^{\infty} E_{x,x'} \left[ p_s(X(t), X'(t')) \right] \overset{(\text{e})}{=} \sum_{s=0}^{\infty} p_{s+t+t'}(x, x'), \tag{4.26} \]
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where (*) follows from the Chapman-Kolmogorov equations for the transition kernel (4.4).

We will bound the r.h.s. of (4.26) in two different ways:

$$\sum_{s=0}^{\infty} p_{s+t'+r}(x,x') \leq g(x,x') \leq C \cdot |x-x'|^{2-d},$$

$$\sum_{s=0}^{\infty} p_{s+t'+r}(x,x') \leq C \cdot (s+t')^{-d/2} \leq C \cdot (t+t')^{1-d/2} \leq C \cdot (n+n')^{1-d/2},$$

where in (**) we used that $t \geq n$ and $t' \geq n'$ holds for the terms of the sum (4.25). Putting together the above bounds, we obtain (4.24). \qed

4.3 Sums of random walk hitting probabilities

In Section 4.3 we consider a subset $K$ of a box of scale $r$. We state and prove some results that will allow us to estimate the expected number of worms of length $\ell$ that hit $K$: Lemma 4.10 gives an upper bound, while Lemma 4.12 provides us with a matching lower bound. Lemma 4.11 gives an upper bound on the expected number of worms of length $\ell$ that hit the sets $K_1$ and $K_2$. The reader may want to skip the proofs of these technical results at first reading.

**Lemma 4.10** (Upper bound on the sum of hitting probabilities). Let $d \geq 3$. There exists $C < \infty$ such that, for any $r \geq 1$, $\ell \geq 16 \cdot r^2$ and $K \subseteq B(3r)$ we have

$$\sum_{z \in \mathbb{Z}^d : |z| \geq 4r} P_z(T_K \leq \ell) \leq C \cdot \ell \cdot \text{cap}(K). \quad (4.27)$$

**Proof.** By the assumption $\ell \geq 16 \cdot r^2$ we can divide the sum into disjoint terms

$$\sum_{z \in \mathbb{Z}^d : |z| \geq 4r} P_z(T_K \leq \ell) = \sum_{4r \leq |z| \leq \sqrt{\ell}} P_z(T_K \leq \ell) + \sum_{\sqrt{\ell} < |z|} P_z(T_K \leq \ell). \quad (4.28)$$

The first term on the r.h.s. of (4.28) can be bounded as

$$\sum_{4r \leq |z| \leq \sqrt{\ell}} P_z(T_K \leq \ell) \leq \sum_{t=4r}^{\sqrt{\ell}} \sum_{|z| = t} P_z(T_K < \ell) \leq \sum_{t=4r}^{\sqrt{\ell}} \sum_{|z| = t} \text{cap}(K) \cdot \max_{y \in K} g(z,y) \quad (4.29)$$

$$\leq C \cdot \text{cap}(K) \cdot \sum_{t=4r}^{\sqrt{\ell}} t^{d-1} \cdot t^{2-d} \leq C \cdot \text{cap}(K) \cdot \ell, \quad (4.30)$$

where in (*) we used (4.8), noting that $|z - y| \geq t - 3r \geq t/4$ holds since $K \subseteq B(3r)$.

For the second term on the r.h.s. of (4.28), observe that if $z \in \mathbb{Z}^d$ satisfies $|z| = t > \sqrt{\ell}$ then

$$P_z(T_{B(\sqrt{\ell})} \leq \ell) \leq P_0 \left( \max_{s=1,\ldots,\ell} |X(s)| \geq t - \sqrt{\ell} \right) \quad (4.31)$$

Now the upper bound on the second term on the r.h.s. of (4.28) follows using a similar argument...
as before:

$$\sum_{|z| > \sqrt{T}} P_z(T_K \leq \ell) \leq \sum_{t = \sqrt{T}}^\infty \sum_{|z| = t} P_z(T_{B(\sqrt{T})} \leq \ell) \cdot \max_{y \in \partial^\in\mathcal{B}(\sqrt{T})} P_g(T_K < \infty)$$

$$\leq C \cdot \sum_{t = \sqrt{T}}^\infty \sum_{|z| = t} \exp\left\{ -\frac{(t - \sqrt{T})^2}{2t} \right\} \cdot \text{cap}(K) \cdot \max_{x, y, z \in K, y \in \partial^\in\mathcal{B}(\sqrt{T})} g(y, x)$$

$$\leq C \cdot \text{cap}(K) \cdot \ell^{1-d/2} \sum_{t = \sqrt{T}}^\infty t^{-d/2} \exp\left\{ -\frac{(t - \sqrt{T})^2}{2t} \right\} \int_0^\infty t^{d-1} \exp\left\{ -\frac{(t - \sqrt{T})^2}{2t} \right\} \, dt$$

$$\leq C \cdot \text{cap}(K) \cdot \ell^{1-d/2} \int_0^\infty t^{d-1} \cdot x^{d-1} \cdot \exp\left\{ -\frac{1}{2}(x - 1)^2 \right\} \cdot \sqrt{t} \, dx \leq C \cdot \text{cap}(K) \cdot \ell^{1-d}$$

where in (o) we used the strong Markov property at $T_{B(\sqrt{T})}$, in (o) we used (4.8) together with the inequalities $\sqrt{T} \geq 4r$ and $|y - x| \geq \sqrt{T} - 3r \geq \sqrt{T}/4$, moreover in (i) we made the variable change $x = t/\sqrt{T}$. Putting all of these together we obtain the desired upper bound (4.27).

**Lemma 4.11** (Upper bound on the sum of double hitting probabilities). Let $d \geq 3$. There exists $C < \infty$ such that for any $r \geq 1$, $x \in \mathbb{Z}^d$ satisfying $|x| \geq 10r$, $K_1 \subseteq B(3 \cdot r)$ and $K_2 \subseteq B(x, 3 \cdot r)$ and for any $\ell \geq 16 \cdot r^2$ we have

$$\sum_{z \in C} P_z \left( \max\{T_{K_1}, T_{K_2}\} \leq \ell \right) \leq C \cdot \ell \cdot \text{cap}(K_1) \cdot \text{cap}(K_2) \cdot |x|^{2-d},$$

where $C = \{z \in \mathbb{Z}^d : |z| \geq 4 \cdot r, |z - x| \geq 4 \cdot r\}$.

**Proof.** We can assume that our walker visits the set $K_1$ first, since by the layout’s symmetry the same proof gives the same upper bound in the other case. However, this can be done as

$$\sum_{z \in C} P_z \left( T_{K_1} < T_{K_2} \leq \ell \right) \leq \sum_{z \in \mathbb{Z}^d : |z| \geq 4r} P_z \left( T_{K_1} \leq \ell \right) \cdot \max_{y \in K_1} P_y \left( T_{K_2} < \infty \right) \leq C \cdot \ell \cdot \text{cap}(K_1) \cdot |x|^{2-d} \cdot \text{cap}(K_2),$$

where in (i) we used the strong Markov property at $T_{K_1}$ and (ii) follows from (4.19) and (4.8) since the distance between $K_1$ and $K_2$ is at least $|x| - 6r \geq (4/10) \cdot |x|$, using $|x| \geq 10r$.

Our next result shows that the bound of Lemma 4.10 is sharp (compare (4.27) and (4.36)). For technical reasons (that will only be clarified in Section 7) we need to restrict our attention to random walks of length $\ell$ which (i) start from a certain subset $\mathcal{G}$ of $B(2R)$ which has holes of scale $r$ in it (to be defined below), (ii) hit the set $K$ (which is still a subset of a box of scale $r$) in the first $\ell/3$ steps and (iii) never exit a bigger ball $B(3R)$. In order for the lower bound (4.36) to hold, we require $\ell/\sqrt{r}$ to be big (so that we can apply Lemma 4.5) and we require $\ell/R^2$ to be small (since we want the walker to stay inside $B(3R)$).

**Lemma 4.12** (Lower bound on the sum of hitting probabilities). Let $d \geq 3$. There exist $1 < \delta < \infty$, $0 < \delta < 1$ and $c_1 > 0$ such that for any $2 \leq r, \ell, R \in \mathbb{N}$ satisfying

$$\delta \cdot r^2 \leq \ell \leq \delta \cdot R^2,$$

any $y \in 10r\mathbb{Z}^d$ such that $B(y, r) \cap B(2R) \neq \emptyset$ and any $K \subseteq B(y, 3 \cdot r)$ we have

$$\sum_{z \in \mathcal{G}} P_z \left( T_K \leq \ell/3, T_{B(3R)^c} > \ell \right) \geq c_1 \cdot \ell \cdot \text{cap}(K),$$

where $\mathcal{G} = B(2 \cdot R) \setminus \bigcup_{x \in 10r\mathbb{Z}^d} B(x, 4 \cdot r)$. 
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Proof. For any \( z \in G \) we have
\[
P_z( T_K \leq \ell/3, \, T_{B(3R)^c} > \ell ) = P_z( T_K \leq \ell/3 ) - P_z( T_K \leq \ell/3, \, T_{B(3R)^c} \leq \ell ),
\]
(4.37)
hence Lemma \ref{lem:main} can be proved in two steps. First we will show that if \( \delta \) is big enough and \( \delta < 1 \) then there exists a constant \( c_2 > 0 \) such that for all \( \ell \) satisfying (4.36) we have
\[
\sum_{z \in G} P_z( T_K \leq \ell/3 ) \geq c_2 \cdot \ell \cdot \text{cap}(K).
\]
(4.38)
After this, we will see that if we choose \( \delta \) small enough then
\[
\sum_{z \in G} P_z( T_K \leq \ell/3, \, T_{B(3R)^c} \leq \ell ) \leq \frac{c_2}{2} \cdot \ell \cdot \text{cap}(K)
\]
(4.39)
also holds. From these, the desired lower bound (4.36) will follow using (4.37) with \( c_1 = \frac{c_2}{2} \).

We begin our proof of (4.38) by observing that for any \( z \in G \) we have
\[
P_z( T_K \leq \ell/3 ) \geq P_z \left( T_K \leq 2 \cdot \max_{x \in K} |x - z|^2 \right) \cdot \left[ \max_{x \in K} |x - z|^2 \leq \ell/6 \right],
\]
(4.40)
where in \((*)\) we used Lemma \ref{lem:main} and also used that \( K \subseteq B(y, 3r) \) and \( |y - z| \geq 4r \) together imply \( \max_{x \in K} |x - z| \leq 2 \cdot |y - z| \). Summing this probability over \( z \in G \) we obtain a lower bound on the left-hand side of (4.38):
\[
\sum_{z \in G} P_z( T_K \leq \ell/3 ) \geq c \cdot \text{cap}(K) \cdot \sum_{z \in G \cap B(y, \sqrt{\ell}/24)} |y - z|^2 \geq c_2 \cdot \text{cap}(K) \cdot \ell,
\]
(4.41)
where the inequality \((\circ)\) requires some further explanation. Let us define a disjoint collection of annuli \( A(x), \, x \in D'(y, \ell) \), where
\[
D'(y, \ell) := \{ 0 \} \cap B(2R - 5r) \cap B(y, \sqrt{\ell}/24 - 5r),
\]
(4.42)
\[
A(x) := B(x, 5r - 1) \setminus B(x, 4r), \quad x \in D'(y, \ell).
\]
(4.43)
Recalling that \( G = B(2 \cdot R) \setminus \bigcup_{x \in 10r \mathbb{Z}^d} B(x, 4 \cdot r) \), we see that we have
\[
\bigcup_{x \in D'(y, \ell)} A(x) \subseteq G \cap B(y, \sqrt{\ell}/24), \quad \text{moreover} \quad x \neq x' \in D'(y, \ell) \implies A(x) \cap A(x') = \emptyset.
\]
(4.44)
We are now ready to prove inequality \((\circ)\) of equation (4.41):
\[
\sum_{z \in G \cap B(y, \sqrt{\ell}/24)} |y - z|^2 \geq c \cdot \sum_{x \in D'(y, \ell) \setminus \{ y \}} |y - x|^2 \geq c \cdot r^d \cdot \sum_{x \in D'(y, \ell) \setminus \{ y \}} |y - x|^2 \geq c \cdot r^d \cdot \sum_{k=1}^{c_3 \sqrt{r}/r - 1} c' \cdot k^{d-1} \cdot (10 \cdot r \cdot k)^{2-d} = c \cdot r^2 \cdot \sum_{k=1}^{c_3 \sqrt{r}/r - 1} k \geq c \cdot \ell,
\]
(4.45)
where we explain the inequalities \((\circ), \,(\infty)\) and \((**)\) below.

The inequality \((\circ)\) follows from the inequality \( |A(x)| \geq c \cdot r^d \) and the observation that if \( x \in D'(y, \ell) \setminus \{ y \} \) then \( \max_{z \in A(x)} |y - z| \leq \frac{3}{2} |y - x| \).

The inequality \((\infty)\) holds with \( c_3 = \frac{1}{10} (24)^{-1/2} \) using that for any \( k \in \{ 1, \ldots, c_3 \sqrt{r}/r - 1 \} \) the number of elements \( x \) of \( D'(y, \ell) \) satisfying \( |y - x| = 10 \cdot r \cdot k \) is at least \( c' \cdot k^{d-1} \) (here we used
our assumptions \( y \in 10r\mathbb{Z}^d \) and \( \mathcal{B}(y, r) \cap \mathcal{B}(2R) \neq \emptyset \) together with the inequality \( \sqrt{\ell/24} \leq 2R \), which follows from our assumptions \( \delta < 1 \) and \( \ell \leq \delta \cdot R^2 \), cf. (4.35).

The inequality \((**)\) holds if the sum on the l.h.s. of \((***)\) is non-empty, i.e., if \( c_1\sqrt{\ell}/r - 1 \geq 1 \), and this follows from the assumption \( \delta \cdot r^2 \leq \ell \) (cf. (4.35)) if we choose \( \delta \geq \left(\frac{2}{c_1}\right)^2 = 9600 \), completing the proof of (4.38).

Let us turn to the proof of (4.39). We will consider the cases \( T_K < T_{\mathcal{B}(3R)^c} \) and \( T_K > T_{\mathcal{B}(3R)^c} \) separately. The first case is bounded as follows:

\[
\sum_{z \in \mathcal{G}} P_z \left( T_K \leq \frac{\ell}{5}, T_{\mathcal{B}(3R)^c} \leq \ell, T_{\mathcal{B}(3R)^c} < T_K \right) \leq \sum_{z \in \mathcal{G}} P_z \left( T_K \leq \frac{\ell}{5} \right) \cdot \max_{x \in \mathcal{K}} P_x \left( T_{\mathcal{B}(3R)^c} \leq \ell \right) \leq C \cdot \text{cap}(K) \cdot \ell \cdot P_\infty \left( \max_{0 \leq t \leq \ell} |X(t)| > R \right) \leq C \cdot \text{cap}(K) \cdot \ell \cdot e^{-1/25}, \tag{4.46}
\]

where in \((\infty)\) we used the strong Markov property at \( T_K \). The second case is bounded as follows:

\[
\sum_{z \in \mathcal{G}} P_z \left( T_K \leq \frac{\ell}{5}, T_{\mathcal{B}(3R)^c} \leq \ell, T_{\mathcal{B}(3R)^c} < T_K \right) \leq |\mathcal{G}| \cdot \sup_{z \in \mathcal{G}} P_z \left( T_{\mathcal{B}(3R)^c} \leq \ell \right) \cdot \max_{x \in \partial \mathcal{B}(3R)} P_x \left( T_K < \infty \right) \leq C \cdot R^d \cdot P_\infty \left( \max_{0 \leq t \leq \ell} |X(t)| \geq R \right) \cdot \text{cap}(K) \cdot R^{2-d} \leq C \cdot \text{cap}(K) \cdot e^{-\frac{1}{2} R^2/\ell} \cdot R^2, \tag{4.47}
\]

where in \((\bullet)\) we used the strong Markov property at \( T_{\mathcal{B}(3R)^c} \), \((\bullet\bullet)\) follows from \( \mathcal{G} \subseteq \mathcal{B}(2R) \), \(|\mathcal{G}| \leq C \cdot R^d \), (4.19) and (4.8). Now we need \exp\{-\frac{1}{2} R^2/\ell\} \cdot R^2/\ell \) to be small if we want an upper bound as in (4.39). This can be achieved by choosing \( \delta \) small enough, since \( R^2/\ell \geq 1/\delta \).

Putting (4.46) and (4.47) together we get the required upper bound (4.39) by choosing \( \delta \) small enough. Combining this result with (4.38) we obtain (4.39).

\[\Box\]

## 4.4 On the number and location of sub-boxes visited by a walker in a box

In Section 4.4 we consider a box of scale \( R \) and its sub-boxes of scale \( r \). We prove matching upper (cf. (4.49)) and lower (cf. (4.59)) bounds on the number of sub-boxes of scale \( r \) visited by a random walk. In (4.50) we bound the expectation of a quantity closely related to the Dirichlet energy of the counting measure on the centers of the sub-boxes visited by the random walk. The reader may want to skip the proofs of these technical results at first reading.

Note that for (4.49) below we only need to assume \( d \geq 3 \).

### Lemma 4.13 (The sub-boxes visited by a walker are few and well spread-out).

\( \text{Let } d \geq 5. \text{ For } r \leq R \in \mathbb{N} \text{ let us define } \)

\[\mathcal{D} := \mathcal{D}(r, R) := \{ y \in 10r\mathbb{Z}^d : \mathcal{B}(y, r) \cap \mathcal{B}(2R) \neq \emptyset \}, \quad \zeta_y := \mathbbm{1} \left[ T_{\mathcal{B}(y, r)} < \infty \right], \quad y \in \mathcal{D}. \tag{4.48}\]

\( \text{There exists } C < \infty \text{ such that for any } r \leq R \in \mathbb{N} \text{ and } z \in \mathcal{B}(R) \text{ we have } \)

\[
E_z \left[ \sum_{y \in \mathcal{D}} \zeta_y \right] \leq C \cdot (R/r)^2, \tag{4.49}
\]

\[
E_z \left[ \sum_{y \in \mathcal{D}} \sum_{y' \in \mathcal{D} \setminus \{y\}} \zeta_y \cdot \zeta_{y'} \cdot |y - y'|^{2-d} \right] \leq C \cdot (R/r)^2 \cdot r^{2-d}. \tag{4.50}
\]
Proof. First note that for any distinguished vertex \( y_0 \in \mathcal{D} \) we have

\[
\sum_{y \in \mathcal{D} \setminus \{y_0\}} |y - y_0|^{2-d} \leq C \cdot \sum_{s=1}^{\left\lceil 2R/10r \right\rceil + 1} s^{d-1} \cdot (10 \cdot r \cdot s)^{2-d} \leq C \cdot r^{2-d} \cdot (R/r)^2, \tag{4.51}
\]

where \((\bullet)\) holds since any \( y \in \mathcal{D} \setminus \{y_0\} \) is located on the surface of a sphere around \( y_0 \) with radius \( 10 \cdot r \cdot s \) (for \( s = 1, \ldots, \left\lceil 2R/10r \right\rceil + 1 \)) and the number of \( y \in \mathcal{D} \) at distance \( 10 \cdot r \cdot s \) from \( y_0 \) is bounded by \( C \cdot s^{d-1} \).

Let \( y_0 \in \mathcal{D} \) denote one of the closest vertices of \( \mathcal{D} \) to \( z \). By \( z \in \mathcal{B}(R) \) and the definition of \( \mathcal{D} \), we have \(|z - y_0| \leq 5r\).

Using these observations, the first upper bound \(4.49\) can be obtained as follows:

\[
E_z \left[ \sum_{y \in \mathcal{D}} \zeta_y \right] \leq 1 + C \cdot \sum_{y \in \mathcal{D} \setminus \{y_0\}} \text{cap}(\mathcal{B}(y, r)) \cdot \max_{x \in \mathcal{B}(y, r)} g(z, x)
\]

\[
\leq 1 + C \cdot r^{d-2} \cdot \sum_{y \in \mathcal{D} \setminus \{y_0\}} |y_0 - y|^{2-d} \leq C \cdot (R/r)^2. \tag{4.52}
\]

Here, the inequality \((\ast)\) follows from the linearity of expectation, the trivial bound \( \zeta_{y_0} \leq 1 \) and \((4.19)\), in \((\ast\ast)\) we used \((4.21), (4.8)\) and the fact that \((4.2) \cdot |y_0 - y| \leq |z - x|\) holds for any \( x \in \mathcal{B}(y, r) \) if \( y \in \mathcal{D} \setminus \{y_0\}\).

Let us turn to the proof of \((4.50)\). Due to the linearity of expectation, let us first bound \(E_z[\zeta_y \cdot \zeta_{y'}]\) for \( y \neq y' \in \mathcal{D} \setminus \{y_0\}\). However, to obtain an appropriate upper bound, it is useful to examine the following probability:

\[
P_z \left( T_{\mathcal{B}(y, r)} < T_{\mathcal{B}(y', r)} < \infty \right) \overset{(\circ)}{=} P_z \left( T_{\mathcal{B}(y, r)} < \infty \right) \cdot \max_{x \in \mathcal{B}(y, r)} P_x \left( T_{\mathcal{B}(y', r)} < \infty \right)
\]

\[
\leq C \cdot \text{cap}(\mathcal{B}(y, r)) \cdot \max_{x \in \mathcal{B}(y, r)} g(z, x) \cdot \max_{x' \in \mathcal{B}(y', r)} g(\hat{x}, x')
\]

\[
\leq C \cdot r^{d-2} \cdot |y_0 - y|^{2-d} \cdot r^{d-2} \cdot |y - y'|^{2-d}, \tag{4.53}
\]

where the inequality \((\circ)\) follows from the strong Markov property applied at \( T_{\mathcal{B}(y, r)} \), and in \((\circ\circ)\) we used \((4.21), (4.8)\) and the facts that \((4/10) \cdot |y_0 - y| \leq |z - x|\) for any \( x \in \mathcal{B}(y, r) \) and \((8/10) \cdot |y - y'| \leq |\hat{x} - x'|\) for any \( \hat{x} \in \mathcal{B}(y, r), x' \in \mathcal{B}(y', r) \).

By \((4.53)\) and the definition of the indicators \( \zeta_y \) \((y \in \mathcal{D})\) we obtain

\[
E_z \left[ \zeta_y \cdot \zeta_{y'} \right] \leq C \cdot r^{2d-4} \cdot |y - y'|^{2-d} \cdot \left( |y_0 - y|^{2-d} + |y_0 - y'|^{2-d} \right), \tag{4.54}
\]

hence if we sum over the pairs of vertices of \( \mathcal{D} \setminus \{y_0\} \), we get

\[
E_z \left[ \sum_{y \in \mathcal{D} \setminus \{y_0\}} \sum_{y' \in \mathcal{D} \setminus \{y_0, y\}} \zeta_y \cdot \zeta_{y'} \cdot |y - y'|^{2-d} \right]
\]

\[
\overset{(\bullet)}{\leq} C \cdot r^{2d-4} \cdot \sum_{y \in \mathcal{D} \setminus \{y_0\}} |y_0 - y|^{2-d} \cdot \sum_{y' \in \mathcal{D} \setminus \{y_0, y\}} |y - y'|^{4-2d}
\]

\[
\overset{(\ast\ast)}{\leq} C \cdot r^{2d-4} \cdot \sum_{y \in \mathcal{D} \setminus \{y_0\}} |y_0 - y|^{2-d} \cdot \sum_{s=1}^{\left\lceil 2R/10r \right\rceil + 1} s^{d-1} \cdot (10 \cdot r \cdot s)^{4-2d}
\]

\[
\overset{(\circ)}{\leq} C \cdot \sum_{y \in \mathcal{D} \setminus \{y_0\}} |y_0 - y|^{2-d} \leq C \cdot r^{2-d} \cdot (R/r)^2. \tag{4.55}
\]
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Here, in (●) we used (4.54) and the symmetry of the summands, (●●) follows using the same argument as in (4.51), and in (○) we used \( d \geq 5 \) and \( r^{2d-4} \cdot r^{4-2d} = 1 \).

To obtain the desired upper bound (4.50), we also need to take care of the terms in which at least one of the vertices \( y, y' \in \mathcal{D} \) is equal with \( y_0 \). However, by the trivial bound \( \zeta_{y_0} \leq 1 \) and a similar argument as in (4.52), we have

\[
E_z \left[ \sum_{y \in \mathcal{D}} \sum_{y' \in \mathcal{D}\setminus\{y\}} \zeta_y \cdot \zeta_{y'} \cdot |y - y'|^{2-d} \cdot 1 \left( \{y = y_0\} \cup \{y' = y_0\} \right) \right] \leq 2 \cdot E_z \left[ \sum_{y \in \mathcal{D}\setminus\{y_0\}} \zeta_y \cdot |y_0 - y|^{2-d} \right] \leq C \cdot r^{2-d}. \tag{4.56}
\]

Since \( R \geq r \), adding this to (4.55) gives the upper bound (4.50) stated in the lemma.

Our next lemma gives a lower bound on the number of sub-boxes of scale \( r \) in a box of scale \( R \) visited by a random walk. It shows that (4.49) is in some sense sharp. For technical reasons (that will only be clarified in Section 7) we need to restrict our attention to the sub-boxes visited before the walker either exits \( B(2R) \) or performs \( R^2 - r^2 \) steps. The statement of Lemma 4.14 seems rather obvious, however we did not find a result in the literature of random walks which is uniform in the parameters \( r \) and \( R \) in a way that fits our requirements, therefore we decided to include the full proof.

**Lemma 4.14** (Lower bound on the number of sub-boxes visited by a random walk). Let \( d \geq 3 \). For \( r \leq R \in \mathbb{N} \) let us define

\[
\mathcal{D} := \mathcal{D}(r, R) := \{ y \in 10r\mathbb{Z}^d : B(y, r) \cap B(2R) \neq \emptyset \}, \tag{4.57}
\]

\[
\chi_y := 1 \left[ T_{B(y, r)} < T_{B(2R)^c} \wedge (R^2 - r^2) \right], \quad y \in \mathcal{D}. \tag{4.58}
\]

There exist constants \( c_4 > 0 \) and \( C_1 < \infty \) such that if \( R/r \geq C_1 \), then for any \( z \in B(R) \) we have

\[
P_z \left( \sum_{y \in \mathcal{D}} \chi_y \geq c_4 \cdot R^2/r^2 \right) \geq 0.997 \tag{4.59}
\]

#### 4.4.1 Lower bound on the number of sub-boxes visited by a random walk

In Section 4.4.1, we prove Lemma 4.14. The proof relies on two simple ideas. The first idea is to run the walker only for \( \varepsilon \cdot R^2 \) steps to make sure that it does not exit \( B(2R) \) with high probability. The second idea is that instead of counting the number of visits to the boxes \( B(y, r) \), we will only count the number of visits to boxes \( B(y, r) \) centered at \( y \in 10r\mathbb{Z}^d \), we will only count the number of visits to boxes \( B(y, r) \) centered at \( y \in \beta r\mathbb{Z}^d \) (where \( \beta \) is a big multiple of 10): the relatively bigger distance between the boxes helps us to control the number of annoying revisits to the boxes already visited.

For any \( \varepsilon \in (0, 1/2) \) and any \( y \in 10r\mathbb{Z}^d \), let us introduce

\[
\chi_y^\varepsilon := 1 \left[ T_{B(y, r)} \leq \varepsilon \cdot R^2 \right], \quad A(\varepsilon) := \{ T_{B(2R)^c} > \varepsilon \cdot R^2 \}. \tag{4.60}
\]

Let us assume \( R/r \geq 2 \), so that we have \( \varepsilon \cdot R^2 \leq R^2 - r^2 \).

For any \( \varepsilon \in (0, 1/2) \), \( \beta \in 10\mathbb{N} \) and \( c_4 \in \mathbb{R}_+ \) we have

\[
P_z \left( \sum_{y \in \mathcal{D}} \chi_y \geq c_4 \cdot R^2/r^2 \right) \geq P_z \left( \sum_{y \in \beta r\mathbb{Z}^d} \chi_y^\varepsilon \geq c_4 \cdot R^2/r^2 \right) - P_z(A(\varepsilon)^c), \tag{4.61}
\]

since \( A(\varepsilon) \) implies \( \sum_{y \in 10r\mathbb{Z}^d} \chi_y^\varepsilon \leq \sum_{y \in \mathcal{D}} \chi_y \), moreover \( \beta \) is a positive multiple of 10.
Indeed, one obtains $E$ using that
\[ \tilde{\epsilon} \text{ an application of the Markov property at time } 8(\beta r) \]

is enough to show that there exists constants $\beta \in 10\mathbb{N}$, $c_4 > 0$ and $C_1 < \infty$ such that if $R/r \geq C_1$ then for any $z \in \mathcal{B}(R)$ the first term on the right-hand side of (4.61) is at least 0.998.

Our next goal is to write $\sum_{y \in \beta r \mathbb{Z}^d} x_y^z$ in a more manageable form, see (4.60) below. Let $\tilde{B}^\beta := \bigcup_{y \in \beta r \mathbb{Z}^d} \mathcal{B}(y, r)$. Let us introduce the sequence of stopping times $\tau_k^\beta, k \in \mathbb{N}$ and the corresponding sequence of indices $y_k^\beta \in \beta r \mathbb{Z}^d, k \in \mathbb{N}$:

\[
\begin{align*}
\tau_1^\beta &:= \min \left\{ t \geq 0 : X(t) \in \tilde{B}^\beta \right\}, \quad y_1^\beta := \arg \min_{y \in \beta r \mathbb{Z}^d} \left| y - X(\tau_1^\beta) \right|; \\
\tau_k^\beta &:= \min \left\{ t \geq \tau_{k-1}^\beta : X(t) \in \tilde{B}^\beta \setminus \mathcal{B}(y_{k-1}^\beta, r) \right\}, \quad y_k^\beta := \arg \min_{y \in \beta r \mathbb{Z}^d} \left| y - X(\tau_k^\beta) \right|.
\end{align*}
\]

In words, the stopping times $\{\tau_k^\beta\}_{k \geq 1}$ are the consecutive times when our walker visits a box of form $\mathcal{B}(y, r), y \in \beta r \mathbb{Z}^d$ other than the one visited last, and the sequence $\{y_k^\beta\}_{k \geq 1}$ consists of the centers of the corresponding boxes, hence for any $k \geq 1$ we have $y_k^\beta \neq y_{k+1}^\beta$.

Let $\tau_0^\beta := 0$ and
\[ \mathcal{N}^\beta := \max\{ k \in \mathbb{N}_0 : \tau_k^\beta \leq \epsilon \cdot R^2 \}. \]

For any $1 \leq k \leq \mathcal{N}^\beta$ let us define the indicator
\[ \eta_k := \mathbb{I} \left[ \exists \ell \in \left\{ k+1, \ldots, \mathcal{N}^\beta \right\} : y_\ell^\beta = y_k^\beta \right] \]

of the event that the visit to $\mathcal{B}(y_k^\beta, r)$ at time $\tau_k^\beta$ is not the last one before time $\epsilon \cdot R^2$.

Using this notation and noting that $1 - \eta_k = \mathbb{I} \left[ y_\ell^\beta \neq y_k^\beta, \ell = k+1, \ldots, \mathcal{N}^\beta \right]$, we obtain
\[
\sum_{y \in \beta r \mathbb{Z}^d} \chi_y^z = \sum_{k=1}^{\mathcal{N}^\beta} (1 - \eta_k).
\]

Thus, in order to conclude the proof of Lemma 4.14 it is enough to show that there exist constants $\beta \in 10\mathbb{N}, c_4 > 0$ and $C_1 < \infty$ such that if $R/r \geq C_1$ then for any $z \in \mathbb{Z}^d$
\[
P_z \left( \sum_{k=1}^{\mathcal{N}^\beta} (1 - \eta_k) \geq c_4 \cdot R^2 / r^2 \right) \geq 0.998.
\]

We will use the following claim when we lower bound $\mathcal{N}^\beta$.

**Claim 4.15.** There exists $C_2 < \infty$ such that for any $k, r \geq 1$ and any $\beta \in 10\mathbb{N}$ we have
\[
\mathbb{E} \left[ \tau_k^\beta - \tau_{k-1}^\beta \right] \leq C_2 \cdot r^2 \cdot \beta^d.
\]

**Proof.** Let $\tilde{B}^\beta := \bigcup_{y \in \beta r \mathbb{Z}^d} \mathcal{B}(y, r)$ and $M^\beta := \max_{z' \in \mathbb{Z}^d} E_{z'} (T_{\tilde{B}^\beta})$. Let us first note that it is enough to prove that there exists $C_2 < \infty$ such that for any $\beta \in 10\mathbb{N}$ we have $M^\beta \leq C_2 \cdot r^2 \cdot \beta^d$. Indeed, one obtains $\mathbb{E}[\tau_k^\beta - \tau_{k-1}^\beta] \leq M^\beta$ by applying the strong Markov property at $\tau_{k-1}^\beta$ and using that $\tilde{B}^\beta \setminus \mathcal{B}(y_{k-1}^\beta, r)$ contains a translate of $\tilde{B}^\beta$.

Let $p^\beta := \min_{z' \in \mathbb{Z}^d} P_{z'} (T_{\tilde{B}^\beta} \leq 8(\beta r)^2)$. The inequality $M^\beta \leq 8(\beta r)^2 + (1 - p^\beta) M^\beta$ follows by an application of the Markov property at time $8(\beta r)^2$, from which $M^\beta \leq 8(\beta r)^2 / p^\beta$ follows by rearrangement, thus we only need to show $p^\beta \geq c\beta^{2-d}$ (with some $c > 0$) to conclude the proof.
For any $z' \in \mathbb{Z}^d$, let $y'$ denote one of the vertices in $2\beta r \mathbb{Z}^d$ for which $|y' - z'|$ is minimal. Noting that $\max_{x \in \mathcal{B}(y', r)} |x - z'| \leq 2\beta r$, we may apply Lemma 4.15 to deduce the desired bound:

$$
P_z(T_{\beta r} \leq 8(\beta r)^2) \geq P_z(T_{\mathcal{B}(y', r)} \leq 2(2\beta r)^2) \geq c \cdot \text{cap} \left(\mathcal{B}(y', r)\right) \cdot (2\beta r)^{2-d} \geq c\beta^{2-d}.
$$

With Claim 4.15 at hand, let us consider the probability of the complement of the event that appears in (4.67). If we introduce the parameter $K \in \mathbb{N}$, whose value will be declared later, then by partitioning this event depending on whether $N^\beta \geq K$ or not, we have

$$
P_z \left( \sum_{k=1}^{N^\beta} (1 - \eta_k) < c_4 \cdot R^2 / r^2 \right) \leq P_z \left( \sum_{k=1}^{K} (1 - \eta_k) < c_4 \cdot R^2 / r^2 \right) + \sum_{k=1}^{N^\beta - K} (1 - \eta_k).
$$

The second term on the right-hand side of (4.69) can be bounded from above using Markov’s inequality and Claim 4.15 as follows:

$$
P_z \left( N^\beta < K \right) \leq \frac{\mathbb{E} \left[ \sum_{k=1}^{K} \left( \tau_k^\beta - \tau_{k-1}^\beta \right) \right]}{\varepsilon R^2} \leq \frac{C_2 \cdot \beta^d}{\varepsilon R^2 / r^2}.
$$

We will later choose the value of $\beta$ and $K$ in a way that makes the r.h.s. of (4.70) small. Before that, let us perform some preparatory calculations that will help us deal with the first term on the right-hand side of (4.69). For any $1 \leq k \leq N^\beta$ we have

$$
\mathbb{E} [\eta_k] \overset{(*)}{=} \mathbb{P} \left( \exists \ell \geq k + 2 : y_\ell^\beta = y_k^\beta \right) \overset{(**)}{=} \mathbb{E} \left( P_{X(\tau_{k+1}^\beta)} \left( T_{\mathcal{B}(y_k^\beta, r)} < \infty \right) \right)
\leq \mathbb{E} \left( C |y_{k+1}^\beta - y_k^\beta|^{2-d} \text{cap} \left( \mathcal{B}(y_k^\beta, r) \right) \right) \overset{(\infty)}{=} C_3 (\beta r)^{2-d} r^{d-2} = C_3 \cdot \beta^{2-d},
$$

where in (*) we used (4.65) and $y_{k+1}^\beta \neq y_k^\beta$; in (**) we used the strong Markov property at $\tau_{k+1}^\beta$; and where in (o) we used (4.19) and (4.8) together with the fact that the distance of $X(\tau_{k+1}^\beta)$ and $\mathcal{B}(y_k^\beta, r)$ is at least $\frac{3}{\beta} |y_{k+1}^\beta - y_k^\beta|$, and finally in (\infty) we used (4.21) and that $|y_{k+1}^\beta - y_k^\beta| \geq \beta r$.

Let us now choose (and fix) the value of $\beta$ so big that we have $4 \cdot C_3 \cdot \beta^{2-d} \leq 10^{-3}$, where $C_3$ appears on the right-hand side of (4.71). Recall that we introduced the constant $C_2$ in Claim 4.15. Having already fixed the value of $\varepsilon$ and $\beta$, we can fix the values of $K$ and $c_4$ as follows:

$$
K := \left[ C_2^{-1} \cdot 10^{-3} \cdot \varepsilon \cdot \beta^{-d} \cdot (R/r)^2 \right] \geq 1, \quad c_4 := \frac{1}{4} \cdot C_2^{-1} \cdot 10^{-3} \cdot \varepsilon \cdot \beta^{-d},
$$

where $K \geq 1$ is guaranteed if $(R/r)^2 \geq C_2 \cdot 10^{-3} \cdot \varepsilon^{-1} \cdot \beta^{-d}$. We will therefore fix the constant $C_1$ that appears in the statement of Lemma 4.14 to be $C_1 := \sqrt{C_2} \cdot 10^{3/2} \cdot \varepsilon^{-1} \cdot \beta^{-d}$.

With this choice of $K$, using (4.70), we obtain $P_z (N^\beta < K) \leq 10^{-3}$.

We can now use (4.71) to bound the first term on the r.h.s. of (4.69) as

$$
P_z \left( \sum_{k=1}^{K} (1 - \eta_k) < c_4 \cdot R^2 / r^2 \right) = P_z \left( \sum_{k=1}^{K} \eta_k > K - c_4 \cdot R^2 / r^2 \right) \overset{(\ast)}{=} \frac{K \cdot C_3 \cdot \beta^{2-d}}{K - c_4 \cdot R^2 / r^2} \leq 10^{-3},
$$

where in (\ast) we used Markov’s inequality, the linearity of expectation and the upper bound obtained in (4.71), and (\ast\ast) holds since $K - c_4 \cdot R^2 / r^2 \geq K/4$ follows from (4.72) and $4 \cdot C_3 \cdot \beta^{2-d} \leq 10^{-3}$ holds by our choice of $\beta$. Putting these bounds together we obtain (4.67) and hence the proof of Lemma 4.14 is complete.
5 Point processes of worms

In Section 5 we introduce some notation and state some basic results about Poisson point processes on the space of worms that we will use in later sections.

Let us define the space of \( \mathbb{Z}^d \)-valued nearest neighbour paths of length \( \ell \in \mathbb{N} \):
\[
W^\ell := \{ w = (w(0), \ldots, w(\ell - 1)) : w(j) \sim w(j - 1), 1 \leq j \leq \ell - 1 \}. \tag{5.1}
\]
We call \( W^\ell \) the set of worms of length \( \ell \). Let us stress that a worm of length \( \ell \) performs \( \ell - 1 \) steps and thus a worm of length 1 solely consists of its starting point \( w(0) \).

We define the space of worms as the disjoint union of \( W^\ell, \ell \in \mathbb{N} \):
\[
\tilde{W} := \bigcup_{\ell=1}^{\infty} W^\ell. \tag{5.2}
\]
Note that the set \( \tilde{W} \) is countable.

If \( w \in \tilde{W} \) then we denote by \( L(w) \) the length of the worm \( w \), i.e.,
\[
L(w) := \ell \iff w \in W^\ell. \tag{5.3}
\]
We will use the notation of the entrance time \( T_K \) (cf. (4.1)) for worms as well: if \( w(j) \notin K \) for all \( 0 \leq j \leq L(w) - 1 \) then we declare \( T_K(w) = +\infty \) (thus \( T_K(w) \geq L(w) \iff T_K(w) = +\infty \)).

Given \( w \in \tilde{W} \) and \( 0 \leq t_1 \leq t_2 \leq L(w) - 1 \), let us denote by \( w[t_1, t_2] \) the shorter worm
\[
w[t_1, t_2] := (w(t_1), \ldots, w(t_2)). \tag{5.4}
\]
In words, we say that \( w[t_1, t_2] \) is a sub-worm of \( w \).

Let us denote by \( \tilde{W} \) the space of point measures on \( \tilde{W} \), i.e.,
\[
\mathcal{X} \in \tilde{W} \iff \mathcal{X} = \sum_{i \in I} \delta_{w_i} \tag{5.5}
\]
where \( I \) is a finite or countably infinite set of indices, \( w_i \in \tilde{W} \) for all \( i \in I \) and \( \delta_w \) denotes the Dirac mass concentrated on \( w \in \tilde{W} \). Let us denote by \( \mathcal{X}(A) \) the \( \mathcal{X} \)-measure of \( A \subseteq \tilde{W} \). We can alternatively think about an \( \mathcal{X} \in \tilde{W} \) as a multiset of worms, where \( \mathcal{X}(\{w\}) \) denotes the number of copies of the worm \( w \) contained in \( \mathcal{X} \).

If \( \mathcal{X} = \sum_{i \in I} \delta_{w_i} \in \tilde{W} \) and \( A \subseteq \tilde{W} \), let us denote by
\[
\mathcal{X} 1[A] := \sum_{i \in I} \delta_{w_i} 1[w_i \in A] \tag{5.6}
\]
the restriction of \( \mathcal{X} \) to the set \( A \) of worms. Note that \( \mathcal{X} 1[A] \) is also an element of \( \tilde{W} \).

Later on we want to consider random variables defined on the space \( \tilde{W} \) of form \( \mathcal{X}(A) \) for any \( A \subseteq \tilde{W} \), hence we define \( \tilde{W} \) to be the sigma-algebra on \( \tilde{W} \) generated by such variables.

Given \( A \subseteq \tilde{W} \), if \( \varphi : A \to \tilde{W} \) is a function and \( \mathcal{X} = \sum_{i \in I} \delta_{w_i} \in \tilde{W} \) is a point measure satisfying \( \mathcal{X} = \mathcal{X} 1[A] \), then let
\[
\varphi(\mathcal{X}) := \sum_{i \in I} \delta_{\varphi(w_i)} \tag{5.7}
\]
de note the image of \( \mathcal{X} \) under \( \varphi \). Note that \( \varphi(\mathcal{X}) \) is also an element of \( \tilde{W} \). An example for such a function \( \varphi \) is the following. Given \( w \in \tilde{W}, \mathcal{X} = \sum_{i \in I} \delta_{w_i} \in \tilde{W} \) and \( x \in \mathbb{Z}^d \), let us define the shifted objects \( w + x \in \tilde{W} \) and \( \mathcal{X} + x \in \tilde{W} \) by
\[
w + x := (w(0) + x, \ldots, w(\ell - 1) + x) \quad \text{if} \quad L(w) = \ell, \quad \mathcal{X} + x := \sum_{i \in I} \delta_{w_i + x}. \tag{5.8}
\]
Given \( w \in \tilde{W} \) and \( \mathcal{X} = \sum_{i \in I} \delta_{w_i} \in \tilde{W} \), we define the traces \( \text{Tr}(w) \subset \mathbb{Z}^d \) and \( \text{Tr}(\mathcal{X}) \subset \mathbb{Z}^d \) by

\[
\text{Tr}(w) := \bigcup_{j=0}^{L(w)-1} \{ w(j) \}, \quad \text{Tr}(\mathcal{X}) := \bigcup_{i \in I} \text{Tr}(w_i),
\]

(5.9)

thus \( \text{Tr}(w) \) is the set of sites visited by \( w \) and \( \text{Tr}(\mathcal{X}) \) is the set of sites visited by \( w_i, i \in I \).

Given \( w \in \tilde{W} \) and \( \mathcal{X} = \sum_{i \in I} \delta_{w_i} \in \tilde{W} \), we define the measures \( \mu^w \) and \( \mu^\mathcal{X} \) on \( \mathbb{Z}^d \) by

\[
\mu^w := \sum_{j=0}^{L(w)-1} \delta_{w(j)}, \quad \mu^\mathcal{X} := \sum_{i \in I} \mu^{w_i},
\]

(5.10)

thus if \( y \in \mathbb{Z}^d \) then \( \mu^w(\{y\}) \) equals the number of visits to \( y \) by \( w \) and \( \mu^\mathcal{X}(\{y\}) \) equals the total number of visits to \( y \) by \( w_i, i \in I \). We call \( \mu_{\mathcal{X}}(\{y\}) \) the local time of \( \mathcal{X} \) at \( y \). Given some \( \mathcal{X} = \sum_{i \in I} \delta_{w_i} \in \tilde{W} \), we define the total length \( \Sigma^\mathcal{X} \) of the worms \( w_i, i \in I \) by

\[
\Sigma^\mathcal{X} := \mu^\mathcal{X}(\mathbb{Z}^d) = \sum_{i \in I} L(w_i).
\]

(5.11)

We also call \( \Sigma^\mathcal{X} \) the total local time of the point measure \( \mathcal{X} \) of worms.

Recall the notion of the length distribution mass function \( m : \mathbb{N} \to \mathbb{R}_+ \) from Definition 1.8

**Definition 5.1** (Law \( \mathcal{P}_v \) of Poisson point process \( \mathcal{X} \) of worms at level \( v \)). Given some \( v \in \mathbb{R}_+ \) and a probability mass function \( m : \mathbb{N} \to \mathbb{R}_+ \), a random element \( \mathcal{X} \) of \( \tilde{W} \) has law \( \mathcal{P}_v \) if \( \mathcal{X} \) is a Poisson point process (PPP) on \( \tilde{W} \) with intensity measure \( v \cdot m(L(w)) \cdot (2d)^{1-L(w)} \).

**Claim 5.2** (Old and new definitions of \( S^v \) coincide). The random length worms set \( S^v \) at level \( v \) introduced in Definition 1.8 can be alternatively defined as \( S^v := \text{Tr}(\mathcal{X}) \), where \( \mathcal{X} \sim \mathcal{P}_v \).

**Lemma 5.3** (Expectation and variance of linear functionals of the worm PPP). Given \( \mathcal{X} = \sum_{i \in I} \delta_{w_i} \sim \mathcal{P}_v \) and a function \( f : \tilde{W} \to \mathbb{R}_+ \), we have

\[
\mathbb{E} \left[ \sum_{i \in I} f(w_i) \right] = v \cdot \sum_{x \in \mathbb{Z}^d} \sum_{\ell=1}^\infty m(\ell) \cdot E_x[ f(X(0, \ell-1)) ],
\]

(5.12)

\[
\text{Var} \left( \sum_{i \in I} f(w_i) \right) = v \cdot \sum_{x \in \mathbb{Z}^d} \sum_{\ell=1}^\infty m(\ell) \cdot E_x[ f^2(X(0, \ell-1)) ].
\]

(5.13)

**Proof.** Denote by \( \mu \) the intensity measure of the PPP \( \mathcal{X} \). The random variables \( \mathcal{X}(\{w\}), w \in \tilde{W} \) are independent and \( \mathcal{X}(\{w\}) \sim \text{POI}(\mu(\{w\})) \) for each worm \( w \in \tilde{W} \). From this we obtain

\[
\mathbb{E} \left[ \sum_{i \in I} f(w_i) \right] = \sum_{w \in \tilde{W}} \mu(\{w\}) f(w), \quad \text{Var} \left( \sum_{i \in I} f(w_i) \right) = \sum_{w \in \tilde{W}} \mu(\{w\}) f^2(w).
\]

(5.14)

By Definition 5.1 we may write \( \mu = v \cdot \sum_{x \in \mathbb{Z}^d} \sum_{\ell=1}^\infty m(\ell) P_x^\ell \), where \( P_x^\ell \) denotes the law of \( (X(0), \ldots, X(\ell-1)) \) under \( P_x \), i.e., the law of the first \( \ell - 1 \) steps of a random walk starting from \( x \). From this and (5.14) the formulas (5.12) and (5.13) follow.

Recall the notation of \( P_{x,x'} \) and \( E_{x,x'} \) from Section 4.4.
Lemma 5.4 (Expectation of bilinear functionals of the worm Poisson point process). Given \( \hat{X} = \sum_{i \in I} \delta_{w_i} \sim \mathcal{P}_v \) and a function \( f : \hat{W} \times \hat{W} \to \mathbb{R}^+ \), we have

\[
E \left[ \sum_{i,j \in I} f(w_i, w_j) \right] = v^2 \sum_{x,x' \in \mathbb{Z}^d} \sum_{\ell,\ell'=1}^{\infty} m(\ell) \cdot m(\ell') \cdot E_x x' \left[ f \left( X[0, \ell - 1], X'[0, \ell' - 1] \right) \right] + v \sum_{x \in \mathbb{Z}^d} \sum_{\ell=1}^{\infty} m(\ell) \cdot E_x \left[ f \left( X[0, \ell - 1], X[0, \ell - 1] \right) \right] \tag{5.15}
\]

Proof. Let us begin by noting that \( \sum_{i,j \in I} f(w_i, w_j) = \sum_{w,w' \in \hat{W}} \mathcal{X}(\{w\}) \mathcal{X}(\{w'\}) f(w, w') \).

Taking the expectation of both sides (and using the notation introduced in the proof of Lemma 5.3), we obtain

\[
E \left[ \sum_{i,j \in I} f(w_i, w_j) \right] = \sum_{w,w' \in \hat{W}} E \left[ \mathcal{X}(\{w\}) \mathcal{X}(\{w'\}) \right] f(w, w') = \sum_{w,w' \in \hat{W}} \mu(\{w\}) \mu(\{w'\}) f(w, w') + \sum_{w \in \hat{W}} \mu(\{w\}) f(w, w). \tag{5.16}
\]

From this the formula (5.15) follows using \( \mu = v \sum_{x \in \mathbb{Z}^d} \sum_{\ell=1}^{\infty} m(\ell) P_x^\ell \).

\[\square\]

6 Percolation of worms using multi-scale recursion

From now on we assume \( d \geq 5 \).

In Section 6.1 we introduce the notion of a good sequence \( (R_n)_{n=0}^{N+1} \) of scales and formulate Theorem 6.4 which states that the existence of a good sequence of scales implies that the random length worms percolation model is supercritical. Theorem 6.4 is more complicated to state than our main result Theorem 1.9, but it is stronger: in Section 6.1 we show that Theorem 6.4 implies Theorem 1.9.

In Section 6.2 we introduce some notation and state Lemma 6.10 one of the main ingredients of the proof of Theorem 6.4 (in Sections 1.4.3 and 1.6 we referred to Lemma 6.10 as the “capacity doubling lemma”). Loosely speaking, Lemma 6.10 is the induction step that allows us to move one scale higher in a good sequence of scales. Lemma 6.10 will be proved in Section 7.

In Sections 6.3 and 6.4 we prove Theorem 6.4 using Lemma 6.10. This argument involves a coarse graining of \( \mathbb{Z}^d \) and dynamic renormalization. We will subdivide \( \mathbb{Z}^d \) into boxes of scale \( R_{N+1} \) (the highest scale on a good sequence of scales) and dynamically explore these boxes, starting from the origin: some of these boxes are “good”, while some of them are “bad”, and if the exploration of good boxes never terminates then the worms percolate.

In Section 6.3 we recall the notation and results of [18] about dynamic renormalization.

In Section 6.4 we define our coarse graining and show that the dynamic renormalization scheme can be applied to prove percolation of worms (i.e., we prove Theorem 6.4).

6.1 Good sequence of scales

Recall the definition of the length variable \( L \) and its mass function \( m \) from Definition 1.8.

Definition 6.1 (Good sequence of scales). Let \( R_0, \gamma_0, \Delta, \sum, \alpha, \psi, s, \Lambda, v \in (0, +\infty) \). We say that an increasing sequence \( (R_n)_{n=0}^{N+1} \) of positive integers is a \( (R_0, \gamma_0, \Delta, \sum, \alpha, \psi, s, \Lambda, v) \)-good
sequence of scales for a probability measure \( m \) on \( \mathbb{N} \) if
\[
R_0 \geq R_0^*, \quad \text{(6.1)}
\]
\[
\sum_{\ell = \Delta R_n^2}^{\Delta R_{n+1}^2} \ell^2 \cdot m(\ell) \geq \frac{\varsigma}{v}, \quad 0 \leq n \leq N, \quad \text{(6.2)}
\]
\[
2^n \cdot \gamma_0 \leq \psi \cdot R_n^{d-4}, \quad 0 \leq n \leq N, \quad \text{(6.3)}
\]
\[
2^{N+1} \cdot \gamma_0 \cdot s \cdot v \cdot R_{N+1}^4 \sum_{\ell = \Delta R_{n+1}^2}^{\Delta R_n^2} m(\ell) \geq 2. \quad \text{(6.4)}
\]

**Remark 6.2.** Note that condition (6.3) is in practice redundant, as we now explain. If we assume that \( \frac{\Delta}{\Delta} \geq 4 \) holds then (6.2) implies \( R_{n+1}/R_n \geq 2 \), which in turn implies \( 2^n \cdot R_0^* \leq R_n \), thus by choosing \( R_0^* \) big enough, we can conclude that (6.3) holds. We decided to keep the condition (6.3) because we wanted to make the role of the constant \( \psi \) explicit.

**Remark 6.3.** Let us compare the conditions of Definition 6.1 with the “ideal” condition \( \mathbb{E}[L^2] = +\infty \). If \( \mathbb{E}[L^2] = +\infty \) then we can define \( (R_n)_{n=0}^\infty \) so that \( R_n < +\infty \) and (6.2) and satisfied for each \( n \), but \( \mathbb{E}[L^2] = +\infty \) is not enough for (6.4) to hold for some \( N \), see Remark 6.6.

Recall from Section 1.4 our plan which involved fattening and target shooting: we will use condition (6.4) when we perform the target shooting in Section 6.4 and we will use condition (6.2) when we perform the fattening in order to achieve capacity doubling in Section 7.

**Theorem 6.4 (Good sequence of scales implies supercritical percolation).** Let \( d \geq 5 \). There exist constants \( R_0^*, \gamma_0, \Delta, \Delta, \varsigma, \varsigma, \psi, s, \Lambda \in (0, +\infty) \) such that for any \( \psi \in (0, +\infty) \) and any probability measure \( m \) on \( \mathbb{N} \) the following implication holds. If there exists an \( (R_n^*, \gamma_0, \Delta, \Delta, \varsigma, \varsigma, \psi, s, \Lambda, \psi) \)-good sequence \( (R_n)_{n=0}^{N+1} \) of scales for \( m \) then
\[
\mathbb{P}(S^\psi \text{ percolates}) = 1. \quad \text{(6.5)}
\]

Before we prove Theorem 6.4 let us derive Theorem 1.9 from it. We only need:

**Lemma 6.5 (A distribution with a good sequence of scales).** Let \( \epsilon > 0 \) and \( \ell_0 \geq e^\epsilon \). If
\[
m(\ell) = c \frac{\ln(\ln(\ell))^\epsilon}{\ell^{1+\epsilon} \ln(\ell)} \cdot \mathbb{1}[\ell \geq \ell_0], \quad \ell \in \mathbb{N}, \quad \text{(6.6)}
\]
then for any \( R_0^*, \gamma_0, \Delta, \Delta, \varsigma, \varsigma, \psi, s, \Lambda, \psi \in (0, +\infty) \) there exists an \( (R_n^*, \gamma_0, \Delta, \Delta, \varsigma, \varsigma, \psi, s, \Lambda, \psi) \)-good sequence \( (R_n)_{n=0}^{N+1} \) of scales for \( m \).

**Proof.** Let us fix \( R_0^*, \gamma_0, \Delta, \Delta, \varsigma, \varsigma, \psi, s, \Lambda, \psi \in (0, +\infty) \). The values of these parameters will be treated as constants for the rest of this proof. Let us fix any \( \delta \in (0, \epsilon) \) and define
\[
\tilde{R}_n := \exp \left( \exp \left( n^{1/(1+\delta)} \right) \right), \quad n \in \mathbb{N}_0. \quad \text{(6.7)}
\]
Let us also define \( m(x) = c \frac{\ln(\ln(x))^\epsilon}{x^{1+\epsilon} \ln(x)} \cdot \mathbb{1}[x \geq \ell_0] \) for any \( x \in \mathbb{R}_+ \) and choose \( \ell^* \geq \ell_0 \) so that \( x \mapsto x^{2} \cdot m(x) \) is a decreasing function on \( [\ell^*_0, +\infty) \). For any \( \ell^*_0 \leq a \leq b \in \mathbb{N} \) we have
\[
\sum_{\ell = a}^{b} \ell^2 \cdot m(\ell) \geq \int_{a}^{b} x^2 \cdot m(x) \, dx = \frac{1}{1+\epsilon} \left( \ln(\ln(b))^{1+\epsilon} - \ln(\ln(a))^{1+\epsilon} \right). \quad \text{(6.8)}
\]
Observe that \( \lim_{x \to \infty} \frac{\tilde{R}_n}{R_n} = +\infty \) by (6.7) and \( \lim_{n \to \infty} \sum_{\ell = \Delta R_n^2}^{\Delta R_{n+1}^2} \ell^2 \cdot m(\ell) = +\infty \) by (6.7), (6.8) and the fact that \( \delta < \epsilon \), therefore we can choose (and fix) \( n_0 \) big enough so that if we define \( \bar{R}_n := \tilde{R}_{n+n_0} \) then (6.1) holds, moreover (6.2) and (6.3) hold for all \( n \in \mathbb{N} \).
Remark 6.6. Now we are ready to check that (6.4) holds if \( N \) is large enough. First let us bound
\[
2^n \cdot R_n^4 \cdot \sum_{\ell = \Delta - R_n^2}^{\infty} m(\ell) \geq c \cdot \frac{2^n \cdot R_n^4}{(\Lambda \cdot R_n^2)^2 \ln(\Lambda \cdot R_n^2)} \geq c \exp\left(\frac{2^n}{(n + n_0)^{1(1 + \delta)}}\right).
\] (6.10)

The r.h.s. of (6.10) goes to infinity as \( n \to \infty \) since \( 0 < \delta \), thus (6.4) holds if \( N \) is large enough. In conclusion, \( (R_n)_{n=0}^{N+1} \) is an \((R_0, \gamma_0, \Delta, \bar{X}, \psi, s, \Lambda, v)\)-good sequence of scales for \( m \) by Definition 6.1. The proof of Lemma 6.6 is complete.

Theorem 1.9 follows from Lemma 6.3 and Theorem 6.4. It remains to prove Theorem 6.4.

Remark 6.6. Note that if we consider a probability mass function \( m(\cdot) \) of form (6.6) with \( \varepsilon \in (-1, 0) \) then \( \sum_{\ell = 1}^{\infty} \ell^2 \cdot m(\ell) = +\infty \) still holds by (6.8), but a slight modification of the proof of Lemma 6.4 shows that for any \((R_0, \gamma_0, \Delta, \bar{X}, \psi, s, \Lambda, v)\) one can choose \( \ell_0 \) big enough so that there is no \((R_0, \gamma_0, \Delta, \bar{X}, \psi, s, \Lambda, v)\)-good sequence of scales for \( m \).

The rest of Section 6 is devoted to the proof of Theorem 6.4.

### 6.2 Input packages

The goal of Section 6.2 is to state Lemma 6.10, one of the main ingredients of the proof of Theorem 6.4. Lemma 6.10 only involves (i) a PPP \( \tilde{X} \) of worms shorter than \( R^2 \) which emanate from a box of spatial scale \( R \) and (ii) a distinguished worm \( Z \) from a larger length scale. Together, the pair \((\tilde{X}, Z)\) is called an input package.

Recall from Definition 5.1 the notion of the law \( \mathcal{P}_v \) of the PPP \( \tilde{X} \) on the space of worms.

**Definition 6.7 (Natural law on input packages).** Let \( y \in \mathbb{Z}^d \), \( R \in \mathbb{N} \), \( z \in \mathcal{B}(y, R), v \in \mathbb{R}_+ \). We say that a random element \((\tilde{X}, Z)\) of \( \tilde{W} \times \tilde{W} \) has law \( \mathcal{P}_{y, R, z, v} \) if

1. \( \tilde{X} \) has the law of \( \tilde{X} \cup [w(0) \in \mathcal{B}(y, 2R), L(w) \leq R^2] \), where \( \tilde{X} \sim \mathcal{P}_v \) (i.e., \( \tilde{X} \) is a PPP on \( \tilde{W} \) with intensity measure \( v \cdot m(L(w)) \cdot (2d - L(w)) \cdot I[w(0) \in \mathcal{B}(y, 2R), L(w) \leq R^2] \)).
2. \( Z = (Z(t))_{0 \leq t \leq T} \) is an independent \( d \)-dimensional simple symmetric random walk starting from \( Z(0) = z \) that we run up to time \( T = \min\{R^2, T_{\mathcal{B}(y, 2R)}(Z)\} \), where \( T_{\mathcal{B}(y, 2R)}(Z) \) denotes the first time the path \((Z(t))_{0 \leq t \leq T}\) exits from the box \( \mathcal{B}(y, 2R) \) (thus \( L(Z) = T + 1 \)).

The law \( \mathcal{P}_{y, R, z, v} \) is invariant under the translations of \( \mathbb{Z}^d \) in the following sense:
\[ (\tilde{X}, Z) \sim \mathcal{P}_{y, R, z, v} \text{ then } (\tilde{X} + x, Z + x) \sim \mathcal{P}_{y + x, R, z + x, v} \text{ for any } x \in \mathbb{Z}^d. \] (6.11)

**Definition 6.8 ((y, R, z, \gamma)−good input package).** Let \( y \in \mathbb{Z}^d \), \( R \in \mathbb{N} \), \( z \in \mathcal{B}(y, R) \) and \( \gamma \in \mathbb{R}_+ \). We say that \((\tilde{X}, Z)\) is \( \mathcal{P}_{y + x, R, z, v} \) is \((y, R, z, \gamma)\)-good if there is a set \( H \subset \mathbb{Z}^d \) which satisfies the following properties:

1. \( H \subset \mathcal{B}(y, 3R) \cap (\text{Tr}(\tilde{X}) \cup \text{Tr}(Z)) \),
2. \( H \) is connected,
3. \( z \in H \),
4. \( R^2 \cdot \gamma \leq \text{cap}(H) \leq R^2 \cdot \gamma + 1 \). (6.12)

We call such a set \( H \) an \((y, R, z, \gamma)\)-good set for \((\tilde{X}, Z)\). We call the parameter \( \gamma \) the capacity-to-length ratio (since \( R^2 \) is the maximal length of \( Z \)).
Due to translation invariance, we have
\[ P_{y,R,z,v}( (X, Z) \text{ is } (y, R, z, \gamma)\text{-good}) = P_{a,R,z-y,v}( (X, Z) \text{ is } (o, R, z - y, \gamma)\text{-good}). \] (6.13)

Our next lemma initializes our recursive construction of good sets. Let us stress that it works for any \( v \geq 0 \) (even in the case \( v = 0 \)), because we only use \( Z \) (i.e., we do not use \( X \)).

**Lemma 6.9** (Initializing the \( \gamma \) of good input packages). There exist dimension-dependent positive finite constants \( R_0^* \) and \( \gamma_0 \) such that for any \( R \geq R_0^* \) and any \( v \geq 0 \) we have
\[ \min_{z \in B(R)} P_{o,R,z,v}( (X, Z) \text{ is } (o, R, z, \gamma_0)\text{-good}) \geq 3/4. \] (6.14)

**Proof.** Let \((X, Z) \sim P_{o,R,z,v}\). Recall from Definition 6.7 that \( T = \min \{ R^2, T_{B(y, 2R)^c}(Z) \} \). First note that \( H := \text{Tr}(Z) \) satisfies conditions (i), (ii) and (iii) of Definition 6.8. By Proposition 4.1 and our assumption \( z \in B(R) \) we can choose (and fix) an \( \varepsilon > 0 \) such that \( \mathbb{P}(\varepsilon \cdot R^2 \leq T) \geq 7/8 \) holds for any \( R \in \mathbb{N} \). By Proposition 4.1 there exists \( R_0^* \in \mathbb{N} \) such that
\[ \mathbb{P}\left[ \text{cap} \left( \text{Tr}(Z[0, \varepsilon \cdot R^2]) \right) < \frac{1}{2} \cdot e_\infty \cdot \varepsilon \cdot R^2 \right] \leq 1/8, \quad R \geq R_0^*. \] (6.15)

Let \( \gamma_0 := \frac{1}{2} \cdot e_\infty \cdot \varepsilon \). Putting together the above with the monotonicity of capacity (cf. (4.13)), we obtain that if \( R \geq R_0^* \) then \( H := \text{Tr}(Z) \) satisfies \( \mathbb{P}(\text{cap}(H) \geq R^2 \cdot \gamma_0) \geq 7/8 - 1/8 = 3/4 \). In order to guarantee that \( H \) also satisfies condition (iv) of Definition 6.8 we may use Lemma 4.3 to replace \( H \) with an appropriate subset of \( H \). The proof of (6.14) is complete. \( \square \)

The next lemma is the main ingredient of our recursive multi-scale construction: given that we are able to construct good sets with a capacity-to-length ratio \( \gamma \) at a lower scale \( R_s \) then we can use fattening to construct good sets with a capacity-to-length ratio \( 2\gamma \) at a higher scale \( R_b \).

**Lemma 6.10** (Doubling the \( \gamma \) of good input packages by fattening). There exist dimension-dependent positive finite parameters
\[ \psi < 1, \quad \Delta < 1, \quad \Delta > 1, \quad \alpha > 1 \] (6.16)
such that for any \( R_s \leq R_0 \in \mathbb{N} \), any \( \gamma \in \mathbb{R}_+ \) satisfying
\[ \gamma_0 \leq \gamma \leq \psi \cdot R_s^{d-4} \] (6.17)
(where \( \gamma_0 \) appears in Lemma 6.4), any choice of \( v \in \mathbb{R}_+ \) and any choice of the probability mass function \( m \) of \( L \) satisfying the inequality
\[ v \cdot \mathbb{E} \left[ L^2 \mathbb{1} \left[ \Delta \cdot R_s^2 \leq L \leq \Delta \cdot R_b^2 \right] \right] = v \cdot \sum_{\ell=\Delta R_s^2}^{\Delta R_b^2} \ell^2 \cdot m(\ell) \geq \alpha, \] (6.18)
the following implication holds: if
\[ \min_{z \in B(R_s)} P_{o,R_s,z,v}( (X, Z) \text{ is } (o, R_s, z, \gamma)\text{-good}) \geq 3/4, \] then
\[ \min_{z \in B(R_b)} P_{o,R_b,z,v}( (X, Z) \text{ is } (o, R_b, z, 2\gamma)\text{-good}) \geq 3/4. \] (6.19)

The proof of Lemma 6.10 is postponed to Section 7.

**Remark 6.11.** The choice of the parameters \( \psi, \Delta, \alpha \) will be explained in Section 7 but let us already clear some of the mystery surrounding the values of \( \Delta \) and \( \Delta \); these two parameters are in fact determined by the requirements on the random walk’s length from Section 4.3 (see Lemmas 4.10, 4.11, 4.12) except for one additional constraint \( \Delta \geq C_1 \vee (300/c_4) \) (where \( c_1 \) and \( C_1 \) appeared in the statement of Lemma 4.14) that will be required in Lemma 7.9.

In the remainder of Section 6 we prove Theorem 6.4 using Lemma 6.10 to go one scale higher in a good sequence of scales (i.e., we will choose \( R_s = R_n \) and \( R_b = R_{n+1} \)). However, the proof of Theorem 6.4 also requires further ingredients that we discuss in Section 6.3.
6.3 Dynamic renormalization

Let us recall some notation from [18, Section 3]. Note that the $\mathbb{Z}^d$ that appears in Section 6.3 should be imagined as a coarse grained lattice (where the coarse graining will only be defined in Section 6.3) each good/bad vertex that we define in Section 6.3 will correspond to a good/bad box in Section 6.4, the scale of boxes being $R_{N+1}$, where $(R_n)_{n=0}^{N+1}$ is a good sequence of scales.

Let us fix an ordering $e_1 < e_2 < \ldots$ on the set of nearest neighbour edges of the lattice $\mathbb{Z}^d$. We are going to define an exploration process which produces a random connected subset of good vertices that contains the origin. Some vertices will turn out to be bad: our exploration process is not allowed to use such vertices as a stepping stone for further exploration. The goal of the construction (see Proposition 6.12 below) is to give a sufficient condition which guarantees that the good connected cluster of the origin is infinite with positive probability.

We will define a collection of $\{0, 1\}$-valued random variables $\{\sigma(t) : t \in \mathbb{N}_0\}$, where $\sigma(t)$ is the indicator of the event that the vertex that we explore at the $t$th step is good.

Let us define $(S_t)_{t \in \mathbb{N}_0}$, where $S_t = (G_t, B_t)$ and $G_t \subseteq \mathbb{Z}^d$ denotes the set of good vertices explored by time $t$, while $B_t \subseteq \mathbb{Z}^d$ denotes the set of bad vertices explored by time $t$.

For the initial step, let us examine the origin and define $S_0 := (G_0, B_0)$ accordingly, as

$$S_0 := \begin{cases} \{\{0\}, \emptyset\}, & \text{if } \sigma(0) = 1, \\ \{\emptyset, \{0\}\}, & \text{if } \sigma(0) = 0. \end{cases}$$

If $S_0, S_1, \ldots, S_t$ are already given up to some $t \in \mathbb{N}_0$, let us define $S_{t+1}$ as follows. Consider the edges of $\mathbb{Z}^d$ that have one endpoint in $G_t$ and the other in $\mathbb{Z}^d \setminus (G_t \cup B_t)$. If there are no such edges then $\partial^{\text{ext}} G_t \subseteq B_t$ and we define $S_{t+1} := S_t$. If there are such edges, let us pick the minimal such edge $e_{t+1}$ with respect to the ordering $\prec$. Denote by $x_{t+1}$ the endpoint of $e_{t+1}$ in $\mathbb{Z}^d \setminus (G_t \cup B_t)$ and denote by $x'_{t+1}$ the endpoint of $e_{t+1}$ in $G_t$. Let

$$S_{t+1} := \begin{cases} (G_t \cup \{x_{t+1}\}, B_t), & \text{if } \sigma(t + 1) = 1, \\ (G_t, B_t \cup \{x_{t+1}\}), & \text{if } \sigma(t + 1) = 0. \end{cases} \quad (6.21)$$

Note that $S_t, e_{t+1}, x_{t+1}$ and $x'_{t+1}$ are determined by $\sigma(0), \ldots, \sigma(t)$.

The sequences $(G_t)_{t \geq 0}$ and $(B_t)_{t \geq 0}$ of sets are non-decreasing w.r.t. set inclusion, hence we can define the limits

$$G_\infty := \lim_{t \to \infty} G_t, \quad B_\infty := \lim_{t \to \infty} B_t.$$

Note that $|G_\infty| < +\infty$ if and only if either $G_0 = \emptyset$ or there exists $t \in \mathbb{N}_0$ such that $\partial^{\text{ext}} G_t \subseteq B_t$.

Recall that we denote by $p_c^{\text{site}}(\mathbb{Z}^d)$ the critical threshold of Bernoulli site percolation on the nearest neighbour lattice $\mathbb{Z}^d$.

The following proposition is [18, Lemma 1].

**Proposition 6.12 (Sufficient condition for eternal exploration).** If there exists a constant $0 < c_0 < 1$ such that $c_0 > p_c^{\text{site}}(\mathbb{Z}^d)$, moreover $\mathbb{P}(\sigma(0) = 1) \geq c_0$, and

$$\mathbb{P}(\sigma(t + 1) = 1 | \sigma(0), \sigma(1), \ldots, \sigma(t)) \geq c_0$$

(6.22)

**hold for all** $t \in \mathbb{N}_0$, then we have $\mathbb{P}(|G_\infty| = \infty) > 0$.

6.4 Good sequence of scales implies supercritical percolation

For the rest of Section 6 we assume that we are given $\tilde{X} \sim \mathcal{P}_v$ (cf. Definition 5.1), for some $v > 0$ and $m$. Recall from Claim 5.2 that $S^* = \text{Tr}(\tilde{X})$. We want to apply Proposition 6.12 in order to prove Theorem 6.4. Loosely speaking, we will subdivide $\mathbb{Z}^d$ into boxes of scale $R$ for some $R \in \mathbb{N}$ and we will also subdivide the PPP $\tilde{X}$ of worms into independent packages, where a particular package contains the worms emanating from a particular box of scale $R$. 
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We will build a cluster of good boxes where each good box contains a seed (i.e., a connected subset of $S^o$ with big capacity), moreover these seeds will all be subsets of the same connected component of $S^o$. In our construction the indicator $\sigma(t + 1)$ that appears in Proposition 6.12 will denote the indicator of the event that the new box explored in step $t + 1$ contains an appropriate seed which is also connected to the seed of an already explored neighbouring good box by worms emanating from the new box.

In order to make this plan more precise, we need to introduce some notation.

Let us introduce the scale $R \in \mathbb{N}$ and a length truncation parameter $\beta \in \mathbb{R}_+$, the values of which will be fixed later on. Given a vertex $y \in 10 \cdot R \cdot \mathbb{Z}^d$, let us introduce the subset $B[y] \subseteq \bar{W}$ of worms

$$B[y] := \{ w(0) \in \mathcal{B}(y, 2R), L(w) > (2\beta + 1)R^2 \}.$$  \hspace{1cm} (6.23)

Given some $y \in 10 \cdot R \cdot \mathbb{Z}^d$ and a set $H \subseteq \mathbb{Z}^d$ (where in later applications $H$ will be a realization of the seed set in a good box indexed by some $y' \in 10 \cdot R \cdot \mathbb{Z}^d$ satisfying $|y - y'| = 10 \cdot R$), let us define the subset $B[y, H] \subseteq \bar{W}$ of worms by

$$B[y, H] := B[y] \cap \{ T_H(w) \leq \beta R^2, T_{B(y,R)}(w[T_H(w), L(w) - 1]) \leq \beta R^2 \}.$$  \hspace{1cm} (6.24)

In words: a worm $w \in B[y]$ belongs to $B[y, H]$ if it hits $H$ in at most $\beta R^2$ steps and after that it returns to $B(y, R)$ in at most $\beta R^2$ steps, and therefore it still has at least $R^2$ more steps to spare after hitting $B(y, R)$, since by (6.23) the length of $w$ is at least $\beta R^2 + \beta R^2 + R^2$. This final segment of $w$ of length $R^2$ will serve as a nucleus that will later be fattened with the aim of producing a seed with big enough capacity in the box indexed by $y$. Also note that $B[y, H]$ contains worms that start in the vicinity of $y$, hit the target $H$ and then return to the vicinity of $y$ again (just like a boomerang).

Our next lemma provides us with conditions under which $\hat{X}1[B[y, H]]$ is non-empty with high enough probability.

**Lemma 6.13** (Target shooting with a boomerang). There exist $s > 0$ and $\beta \in \mathbb{N}$ such that for every $R \in \mathbb{N}$, $y \in \mathbb{Z}^d$ and every $H \subseteq \mathcal{B}(y, 13R)$ satisfying

$$\operatorname{cap}(H) \cdot s \cdot v \cdot R^2 \cdot \operatorname{Pr}(L \geq (2\beta + 1)R^2) \geq 2,$$

we have

$$\mathcal{P}_\nu \left( \hat{X}(B[y, H]) > 0 \right) \geq 3/4.$$  \hspace{1cm} (6.26)

We will prove Lemma 6.13 in Section 6.4.1.

In order to implement the fattening that we mentioned in the paragraph under equation (6.21), we need to define an input package (cf. Definition 6.7).

**Definition 6.14** (Input package of scale $R$, centered at $y$, connected to $H$). Given $y \in 10 \cdot R \cdot \mathbb{Z}^d$, let us define the point process $X^y$ of worms by

$$X^y := \hat{X}1 \left[ w(0) \in \mathcal{B}(y, 2R), L(w) \leq R^2 \right].$$  \hspace{1cm} (6.27)

Furthermore, given a set $H \subseteq \mathbb{Z}^d$, on the event \{ $\hat{X}(B[y, H]) > 0$ \} there exist at least one worm satisfying the properties described in (6.24), therefore we may use an independent source of randomness to choose one such worm uniformly at random. Let us denote this chosen worm by $\hat{Z}^y,H$ and introduce

$$\hat{T}^y,H := T_H \left( \hat{Z}^y,H \right) + T_{B(y,R)} \left( \hat{Z}^y,H \left( T_H \left( \hat{Z}^y,H \right), L \left( \hat{Z}^y,H \right) - 1 \right) \right),$$

$$\hat{Z}^y,H := \hat{Z}^y,H \left( \hat{T}^y,H \right),$$

$$T^y,H := R^2 \wedge \min \{ t : \hat{Z}^y,H \left( \hat{T}^y,H + t \right) \notin \mathcal{B}(y, 2R) \},$$

$$Z^y,H := \hat{Z}^y,H \left( \hat{T}^y,H, \hat{T}^y,H + T^y,H \right).$$
In words: $\hat{T}y,H$ is the first time $\hat{Z}y,H$ hits $B(y,R)$ after hitting $H$, $z^{y,H}$ is the location where it hits $B(y,R)$, $T^{y,H}$ is the minimum of $R^2$ and the time that $\hat{Z}y,H$ spends in $B(y,2R)$ after $\hat{T}y,H$, and $Z^{y,H}$ is the sub-worm of $\hat{Z}y,H$ of length $T^{y,H}$ that starts at time $\hat{T}y,H$. Let us stress that $Z^{y,H}$ is indeed a sub-worm of $\hat{Z}y,H$, since $\hat{T}y,H + T^{y,H}$ is less than or equal to the length of $\hat{Z}y,H$, since $\hat{Z}y,H \in B[y,H]$ (see the discussion below (6.21)).

The pair $(X^y, Z^{y,H})$ will play the role of the input package which will be used to produce a seed in the box of scale $R$ indexed by $y$.

**Assumption 6.15** (Good sequence of scales exist for $m$). Let us choose the constants $R_0^*,\gamma_0 \in (0, +\infty)$ as in Lemma 6.13. Let us choose the constants $\Delta,\overline{\Delta},\alpha,\psi \in (0, +\infty)$ as in Lemma 6.16. Let us choose the constants $s,\beta \in (0, +\infty)$ as in Lemma 6.17. Let $\Lambda := 2\beta + 1$. Given our $\psi \in (0, +\infty)$ and our probability mass function $m$, let us assume that there exists an $(R_0^*,\gamma_0,\Delta,\overline{\Delta},\alpha,\psi,s,\Lambda,\beta)$-good sequence $(R_n)_{n=0}^{N+1}$ of scales for $m$ (see Definition 6.7).

For Definitions 6.16 and 6.17 Lemma 6.18 and the proof of Theorem 6.4 below we assume that $\hat{R} = R_{N+1}$, where $(R_n)_{n=0}^{N+1}$ is the good sequence of scales of Assumption 6.15.

We are ready to define the indicators $\sigma(t), t \in \mathbb{N}_0$ for which we will apply Proposition 6.12.

**Definition 6.16** (Indicator $\sigma(0)$ of the presence of an initial good seed). Let us define the set $H_\ast := B(3R_{N+1})$ and the indicator variable

$$\sigma(0) := \mathbb{1} \left[ \hat{X}(B[o,H_\ast]) > 0 \right] \cdot \mathbb{1} \left[ (X^o, Z^{o,H_\ast}) \text{ is } (o, R_{N+1}, z^{o,H_\ast}, 2N+1, \gamma_0)\text{-good} \right].$$

(6.32)

If $\sigma(0) = 1$, let us denote by $H_o$ the $(o, R_{N+1}, z^{o,H_\ast}, 2N+1, \gamma_0)$-good seed indexed by the good input package $(X^o, Z^{o,H_\ast})$ (see Definition 6.8). We call $H_o$ the seed indexed by the origin.

In words: $\sigma(0)$ is the indicator of the event that we can construct a seed $H_o$ in the $R_{N+1}$-neighbourhood of the origin.

Let us now assume that we have already defined the indicators $\sigma(0), \ldots, \sigma(t)$ for some $t \in \mathbb{N}_0$. Our goal is to define $\sigma(t+1)$. Given the values of the random variables $\sigma(0), \ldots, \sigma(t)$, the exploration process described in Section 6.3 determines the good set $G_t$ and the bad set $B_t$.

**Definition 6.17** (Indicator $\sigma(t+1)$ of the presence of the next seed connected to an earlier seed). If $\partial^\text{ext} G_t \subseteq B_t$ then we know from Section 6.3 that $G_\infty = G_t$ (i.e., the exploration terminates in finitely many steps), in which case we define $\sigma(t+1) := 1$.

Assume now that this is not the case, i.e., there is an edge connecting $G_t$ with $\mathbb{Z}^d \setminus (G_t \cup B_t)$. Recall that we denote by $e_t+1$ the minimal such edge with respect to the ordering $\prec$, moreover we denote $e_t+1 = \{x'_{t+1}, x_{t+1}\}$, where $x'_{t+1} \in G_t$ and $x_{t+1} \in \mathbb{Z}^d \setminus (G_t \cup B_t)$. Let us denote

$$y'_{t+1} := 10 \cdot R_{N+1} \cdot x'_{t+1}, \quad y_{t+1} := 10 \cdot R_{N+1} \cdot x_{t+1}.$$ (6.33)

Let us also assume that we have already defined the seed $H_{y'_{t+1}}$ indexed by $y'_{t+1}$, where $H_{y'_{t+1}}$ is an $(y'_{t+1}, R_{N+1}, z, 2N+1, \gamma_0)$-good subset of $S^v$ for some $z \in B(y'_{t+1}, R_{N+1})$. Now we can define the indicator

$$\sigma(t+1) := \mathbb{1} \left[ \hat{X}(B[y_{t+1}, H_{y'_{t+1}}]) > 0 \right] \cdot \mathbb{1} \left[ (X^{y_{t+1}}, Z^{y_{t+1},H_{y'_{t+1}}}) \text{ is } (y_{t+1}, R_{N+1}, z^{y_{t+1},H_{y'_{t+1}}}, 2N+1, \gamma_0)\text{-good} \right].$$ (6.34)

If $\sigma(t+1) = 1$, let $H_{y_{t+1}}$ denote the $(y_{t+1}, R_{N+1}, z^{y_{t+1},H_{y'_{t+1}}}, 2N+1, \gamma_0)$-good seed indexed by the good input package $(X^{y_{t+1}}, Z^{y_{t+1},H_{y'_{t+1}}})$. We call $H_{y_{t+1}}$ the seed indexed by $y_{t+1}$ (where $y_{t+1} = 10 \cdot R_{N+1} \cdot x_{t+1}$ and $x_{t+1} \in G_{t+1}$ by (6.21)).
In words: \( \sigma(t + 1) \) is the indicator of the event that we can construct a new seed \( H_{y_{t+1}} \) in the \( R_{N+1} \)-neighbourhood of \( y_{t+1} \) which is also connected to the earlier seed \( H_{y_t} \).

**Lemma 6.18** (The chance of finding something good in the next step is at least 1/2). **Under Assumption 6.13** we have

\[
\mathbb{P}(\sigma(0) = 1) \geq 1/2, \\
\mathbb{P}(\sigma(t + 1) = 1 | \sigma(0), \sigma(1), \ldots, \sigma(t)) \geq 1/2, \quad t \in \mathbb{N}_0,
\]

where \( \sigma(0) \) and \( \sigma(t) \), \( t \in \mathbb{N} \) are introduced in Definitions 6.10 and 6.17, respectively.

We will prove Lemma 6.18 in Section 6.4.2. We are ready to prove the main result of Section 6.

**Proof of Theorem 6.4.** Let us fix the constants \( R_0, \gamma_0, \Delta, \alpha_n, \psi, s, \Lambda \in (0, +\infty) \) as in Assumption 6.15 and a probability measure \( m \) on \( \mathbb{N} \), we assumed that there exists an \((R_0, \gamma_0, \Delta, \alpha_n, \psi, s, \Lambda, v)\)-good sequence \( \{R_n\}_{n=0}^{N+1} \) of scales for \( m \). Let us define the indicators \( \sigma(t), t \in \mathbb{N}_0 \) as in Definitions 6.10 and 6.17. Given these indicators, let us define \( S_t = (G_t, B_t) \) as in Section 6.3.

Let us now argue that \( |G_\infty| = +\infty \) implies that \( S^v \) percolates. First note that it follows from our definitions that the seed sets of form \( H_y, y \in 10 \cdot R_{N+1} \cdot \infty \) satisfy \( H_y \subseteq S^v \), moreover every such seed set \( H_y \) is connected (cf. Definition 6.8). Next we show by induction on \( t \) that for each \( t \in \mathbb{N}_0 \) the sets \( H_y, y \in 10 \cdot R_{N+1} \cdot G_t \) are in the same connected component of \( S^v \). Indeed, by (6.21) and Definitions 6.14, 6.16 and 6.17 for each \( t \geq 0 \) satisfying \( \sigma(t + 1) = 1 \), the old seed \( H_{y_{t+1}} \) and the newly added seed \( H_{y_{t+1}} \) are connected by the worm \( \hat{Z}^{\alpha_{N+1}:H_{y_{t+1}}} \) (the trace of which is a subset of \( S^v \)). Therefore, the sets \( H_y, y \in 10 \cdot R_{N+1} \cdot \infty \) are in the same connected component of \( S^v \), thus \( |G_\infty| = +\infty \) indeed implies that \( S^v \) percolates.

By Proposition 6.12 and Lemma 6.18 we obtain that \( \mathbb{P}(|G_\infty| = \infty) > 0 \) holds, noting that for \( d \geq 5 \) we have \( p_c^{\text{site}}(\mathbb{Z}^2) < 1/2 \) (this is due to [3], where the authors proved that \( p_c^{\text{site}}(\mathbb{Z}^3) < 1/2 \) and to the fact that \( p_c^{\text{site}}(\mathbb{Z}^{d+1}) \leq p_c^{\text{site}}(\mathbb{Z}^d) \) for all \( d \geq 1 \).

From the above argument we obtain \( \mathbb{P}(S^v \text{ percolates}) > 0 \), from which \( \mathbb{P}(S^v \text{ percolates}) = 1 \) follows using ergodicity (cf. (1.3)).

**6.4.1 Target shooting with a boomerang**

**Proof of Lemma 6.13** Let us consider some \( R \in \mathbb{N}, y \in \mathbb{Z}^d \) and \( H \subseteq B(y, 13R) \). The random variable \( \hat{X}(B[y, H]) \) follows Poisson distribution with parameter \( \mathbb{E}[\hat{X}(B[y, H])] \) by Definition 5.1. Next we bound this expectation from below:

\[
\mathbb{E}[\hat{X}(B[y, H])] \geq v \cdot \sum_{\ell=(2\beta+1)R^2}^{\infty} m(\ell) \cdot \sum_{x \in B(y, 2R)} P_x \left( T_H \leq \beta R^2, \cap(T_B(y, R), X[T_H, \ell - 1]) \leq \beta R^2 \right) \\
\geq v \cdot \sum_{\ell=(2\beta+1)R^2}^{\infty} m(\ell) \cdot \sum_{x \in B(y, 2R)} P_x \left( T_H \leq \beta R^2 \right) \cdot \inf_{x \in H} P_x \left( T_B(y, R) \leq \beta R^2 \right) \\
\geq v \cdot c \cdot \sum_{\ell=(2\beta+1)R^2}^{\infty} m(\ell) \cdot R^d \cdot (\text{cap}(H) \cdot R^{2-d}) \cdot (R^{d-2} \cdot R^{2-d}) \geq 2,
\]

where we now explain (\( \bullet \)), (\( \ast \)), (\( \ast\ast \)) and (\( \diamond \)). The identity (\( \bullet \)) follows from equation (6.12) of Lemma 6.3 with \( f(w) = 1[w \in B[y, H]] \) (see [6.22]) for the definition of \( B[y, H] \). The inequality (\( \ast \)) follows from the strong Markov property at \( T_H \). The inequality (\( \ast\ast \)) follows if we apply (4.20) twice (choosing \( \beta = 2 \cdot 16^2 \), so Lemma 4.5 is applicable) and the lower bound (4.21) on the capacity of \( B(y, R) \). The inequality (\( \diamond \)) follows from (6.25) (where we defined \( s \) to be equal to the constant \( c \) that appears in (6.37)). Therefore, the parameter of the Poisson random variable \( \hat{X}(B[y, H]) \) is bounded from below by 2, thus we have \( \mathbb{P}(\hat{X}(B[y, H]) = 0) \leq \exp(-2) \leq 1/4 \), completing the proof of Lemma 6.13. 

\( \square \)
6.4.2 The chance of finding something good in the next step is at least 1/2

The goal of Section 6.4.2 is to prove Lemma 6.18 but before we can do so, we need to state and prove two auxiliary results: Lemmas 6.19 and 6.22.

Recall the notion of the natural law $P_{o,R_n,z,v}$ on input packages from Definition 6.7.

**Lemma 6.19 (Good input packages on scales up to $N+1$).** Under Assumption 6.14, we have

$$\min_{z \in B(R_n)} P_{o,R_n,z,v}( (X, Z) \text{ is } (o, R_n, z, 2^n \cdot \gamma_0)-good ) \geq 3/4$$

(6.38)

for all $0 \leq n \leq N + 1$.

**Proof.** We prove (6.38) for $0 \leq n \leq N + 1$ by induction on $n$. The $n = 0$ case follows from our assumption $R_0 \geq R_0^*$ (cf. (6.1)) and Lemma 6.9. Let us now assume that our induction hypothesis (6.38) holds for some $n \in \{0, \ldots, N\}$. In order to conclude that (6.38) also holds for $n + 1$, we want to apply Lemma 6.10 with $R_n = R_n$, $R_{n+1} = R_{n+1}$ and $\gamma = 2^n \cdot \gamma_0$. By Assumption 6.15, $(R_n)_{n=0}^{N+1}$ is an $(R_0^*, \gamma_0, \Delta, X, \alpha, \psi, s, \Lambda, v)$-good sequence of scales for $m$, thus (6.17) holds by our assumption $2^n \cdot \gamma_0 \leq \psi \cdot R_{n+1}^{d-4}$ (cf. (6.3)) and (6.18) holds by our assumption $v \cdot \mathbb{E} [ \mathcal{L}^2 \mathbb{P} (\Delta \cdot R_n^2 \leq \mathcal{L} \leq \Delta \cdot R_{n+1}^2) ] \geq \alpha$ (cf. (6.2)). Thus we can indeed use Lemma 6.10 to proceed from $n$ to $n + 1$. The proof of Lemma 6.19 is complete.

In order to rigorously state Lemma 6.22 about the conditional law of the next input package given what we have already explored, we need the following definitions.

**Definition 6.20 (Explored sigma-field $\mathcal{F}_t$).** For any $t \in \mathbb{N}_0$, let $\mathcal{F}_t$ denote the $\sigma$-field generated by

$$\hat{X} \mathbb{1} [ w(0) \in B(y, 2R_{N+1}) ] , \quad y \in 10 \cdot R_{N+1} \cdot (G_t \cup B_t).$$

(6.39)

In words, $\mathcal{F}_t$ contains all information about all of the worms that emanate from the boxes of scale $R_{N+1}$ explored by the time we finished step $t$ of the exploration. Note that the indicators $\sigma(0), \ldots, \sigma(t)$, the good set $G_t$, the bad set $B_t$, the seeds $H_y$ for all $y \in 10 \cdot R_{N+1} \cdot G_t$ and the data $x_{t+1}, x_{t+1}', y_t, y_{t+1}, y_{t+1}'$ describing the location that we want to explore in step $t + 1$ (cf. Definition 6.17) are all $\mathcal{F}_t$-measurable.

**Definition 6.21 (Sigma-fields $G_t$ and $G_t$ just before fattening).

(i) Recalling Definition 6.16, let $G_t$ denote the $\sigma$-field generated by the $\mathbb{N}_0$-valued random variable $\hat{X}(B[o, H_1])$, the auxiliary randomness that we use to pick $\hat{Z}^{o,H_t}$ if $\hat{X}(B[o, H_1]) > 0$ (cf. Definition 6.14) and $\hat{Z}^{o,H_t}[0, \hat{T}^{o,H_t}]$.

(ii) Recalling Definition 6.17 for any $t \in \mathbb{N}_0$, let $G_t$ denote the $\sigma$-field generated by $\mathcal{F}_t$, the $\mathbb{N}_0$-valued random variable $\hat{X}(B[y_t, H_{y_t}])$, the auxiliary randomness that we use to pick $Z^{y_{t+1},H_{y_{t+1}}}$ if $\hat{X}(B[y_t, H_{y_t}]) > 0$ and $\hat{Z}^{y_{t+1},H_{y_{t+1}}}[0, \hat{T}^{y_{t+1},H_{y_{t+1}}}].$

Recalling (6.29), note that $z^{o,H_t}$ is $G_t$-measurable and $z^{y_{t+1},H_{y_{t+1}}}$ is $G_t$-measurable.

**Lemma 6.22 (Conditional distribution of input packages).** Let $t \in \mathbb{N}_0$.

(i) Recalling (6.23), conditionally on $\mathcal{F}_t$, the point measure $\hat{X} \mathbb{1} [ B[y_{t+1}] ]$ of worms is a PPP on $W$ with intensity measure $v \cdot m(L(w)) \cdot (2d)^{1-L(w)} \mathbb{1} [ B[y_{t+1}] ]$.

(ii) The conditional distribution of $(X^o, Z^{o,H_t})$ given $G_t$ is $P_{o,R_{N+1},z^{o,H_t},v}$ (cf. Definition 6.7).

(iii) The conditional distribution of $(X^{y_{t+1}}, Z^{y_{t+1},H_{y_{t+1}}})$ given $G_t$ is $P_{y_{t+1},R_{N+1},z^{y_{t+1},H_{y_{t+1}},v}}$. 37
Proof.

(i) The ball $B(y_{t+1}, 2R_{N+1})$ is disjoint from $\bigcup_{x \in G_t \cup B_t} B(10 \cdot R_{N+1} \cdot x, 2R_{N+1})$, therefore the set $B[y_{t+1}]$ of worms is disjoint from the set $\bigcup_{x \in G_t \cup B_t} \{ w(0) \in B(10 \cdot R_{N+1} \cdot x, 2R_{N+1}) \}$ of worms. Now the desired statement follows from the fact that the restrictions of a PPP on $\hat{W}$ to disjoint subsets of $\hat{W}$ give rise to independent Poisson point processes.

(ii) The proof is analogous to the proof of the next statement.

(iii) The set of worms $\{w(0) \in B(y_{t+1}, 2R_{N+1}), L(w) \leq R_{N+1}^2 \}$ that we use in the definition of $X^{y_{t+1}}$ (cf. (6.27)) is disjoint from the set $\bigcup_{x \in G_t \cup B_t} \{ w(0) \in B(10 \cdot R_{N+1} \cdot x, 2R_{N+1}) \}$ of worms by the above reasoning, but it is also disjoint from $B[y_{t+1}]$, which only contains worms with length $L(w)$ greater than $R_{N+1}^2$ (cf. (6.23)). Thus, conditionally on $G_t$, the point measure $X^{y_{t+1}}$ is a PPP on $\hat{W}$ with intensity measure $v \cdot m(V) \cdot (2d)^{1-L(w)} \mathbb{I}[w(0) \in B(y_{t+1}, 2R_{N+1})]$, as required by Definition 6.7.

By an application of the strong Markov property at time $t+1$, we see that conditionally on $G_t$, the worm $Z^{y_{t+1},H_{t+1}'}$ defined by (6.34) is a simple random walk started from $\tilde{y}_{t+1}$ that we run until it either performs $R_{N+1}^2$ steps or it exits the ball $B(y_{t+1}, 2R_{N+1})$, as required by Definition 6.7.

\[ \square \]

Proof of Lemma 6.18. We prove $\mathbb{P}(\sigma(0) = 1) \geq 1/2$, where $\sigma(0)$ is defined by (6.32), by showing

\[
\mathbb{P}\left(\hat{X}(B[o,H_s]) > 0\right) \geq 3/4, \tag{6.40}
\]

\[
\mathbb{P}\left((X^{o,H_s}, Z^{o,H_s}) \text{ is } (o,R_{N+1}^2,2^{N+1} \cdot \gamma_0)\text{-good } | G_s\right) \geq 3/4. \tag{6.41}
\]

Indeed, as soon as we prove (6.40) and (6.41), the inequality $\mathbb{P}(\sigma(0) = 1) \geq (3/4)^2 \geq 1/2$ follows from (6.32) by the tower property and the fact that $\hat{X}(B[o,H_s])$ is $G_s$-measurable.

We want to prove (6.40) using Lemma 6.13 thus we only need to check that (6.25) holds, i.e., that we have $\text{cap}(H_s) \cdot s \cdot v \cdot R_{N+1}^2 \cdot \mathbb{P}(L \geq \Lambda \cdot R_{N+1}^2) \geq 2$ (recalling that we set $\Lambda = 2\beta + 1$ in Assumption 6.15). Since (6.4) holds by Assumption 6.15 we only need to check that the inequality $\text{cap}(H_s) \geq 2^{N+1} \cdot \gamma_0 \cdot R_{N+1}^2$ holds. However, this inequality follows from the $n = N+1$ case of Lemma 6.19 as we now explain.

It certainly follows from (6.35) that a $(o,R_{N+1}^2,2^{N+1} \cdot \gamma_0)$-good set $H$ exists. On the one hand, we have $H \subseteq B(3R_{N+1}) = H_s$, on the other hand, we have $2^{N+1} \cdot \gamma_0 \cdot R_{N+1}^2 \leq \text{cap}(H)$ (cf. Definition 6.8). Thus $\text{cap}(H_s) \geq 2^{N+1} \cdot \gamma_0 \cdot R_{N+1}^2$ follows using the monotonicity (6.13) of capacity. The proof of (6.40) is complete.

The inequality (6.41) follows from Lemma 6.22(ii) and the $n = N+1$ case of Lemma 6.19.

Given some $t \in \mathbb{N}_0$, we also want to prove $\mathbb{P}(\sigma(t+1) = 1 | \sigma(0), \ldots, \sigma(t)) \geq 1/2$ (i.e., (6.36)).

First recall that if $\partial^\text{ext} G_t \subseteq B_t$ then we defined $\sigma(t+1) = 1$ in Definition 6.17 thus in this case $\mathbb{P}(\sigma(t+1) = 1 | \sigma(0), \ldots, \sigma(t)) = 1$ follows from the fact that $G_t$ and $B_t$ are determined by $\sigma(0), \ldots, \sigma(t)$.

In the $\partial^\text{ext} G_t \not\subseteq B_t$ case the indicator $\sigma(t+1)$ is defined by (6.34), hence (6.36) will follow as soon as we prove the inequalities

\[
\mathbb{P}\left(\hat{X}\left(B[y_{t+1}, H_{y_{t+1}}']\right) > 0 | \mathcal{F}_t\right) \geq 3/4, \tag{6.42}
\]

\[
\mathbb{P}\left((X^{y_{t+1}}, Z^{y_{t+1},H_{y_{t+1}}'}) \text{ is } (y_{t+1},R_{N+1}^2,2^{N+1} \cdot \gamma_0)\text{-good } | G_t\right) \geq 3/4. \tag{6.43}
\]
Indeed, if we prove \((6.42)\) and \((6.43)\), the inequality \(\mathbb{P}(\sigma(t+1) = 1|\sigma(0), \ldots, \sigma(t)) \geq (3/4)^2 \geq 1/2\) follows from \((6.31)\) by a repeated application of the tower property together with the facts that \(\sigma(0), \ldots, \sigma(t)\) are \(\mathcal{F}_t\)-measurable, \(\mathcal{F}_t \subseteq \mathcal{G}_t\), and \(\tilde{\mathcal{X}}(B(y_{t+1}, H_{y_{t+1}}^{\gamma})) \) is \(\mathcal{G}_t\)-measurable.

We want to prove \((6.42)\) using Lemma \((6.13)\). First note that it follows from \(y_{t+1} \in 10 \cdot R_{N+1}^{2}\), \(G_t\) that \(H_{y_{t+1}}^{\gamma}\) is an \(\mathcal{F}_t\)-measurable \((y_{t+1}', R_{N+1}, z, 2^{N+1}, \gamma_0)\)-good set for some \(z \in B(y_{t+1}', R_{N+1})\), thus \(\text{cap}(H_{y_{t+1}}^{\gamma}) \geq 2^{N+1} \cdot \gamma_0 \cdot R_{N+1}^2\) holds by Definition \((6.8)\). If we put this bound together with the assumption that \((R_{n})^{N+1}_{n=0}\) is an \((R_{n}^*, \gamma_0, \Delta, \omega, \psi, s, \Delta, v)\)-good sequence of scales for \(m\) (cf. Assumption \((6.19)\), we obtain that condition \((6.25)\) of Lemma \((6.13)\) holds:

\[
\text{cap}(H_{y_{t+1}}^{\gamma}) \cdot s \cdot v \cdot R_{N+1}^2 \cdot \mathbb{P}\left(\mathcal{L} \geq \Lambda \cdot R_{N+1}^2\right) \geq 2^{N+1} \cdot \gamma_0 \cdot s \cdot v \cdot R_{N+1}^4 \cdot \sum_{\ell=\Lambda \cdot R_{N+1}}^{\infty} m(\ell) \geq 2.
\]

Putting this together with Lemma \((6.22)\), we see that Lemma \((6.13)\) indeed gives \((6.42)\).

The inequality \((6.43)\) follows from Lemma \((6.22)\) and the \(n = N + 1\) case of Lemma \((6.19)\) combined with the translation invariance property \((6.11)\).

\[
\square
\]

### 7 Doubling the \(\gamma\) of good input packages by fattening

The goal of Section \(7\) is to prove Lemma \((6.10)\) given an input package \((\mathcal{X}, Z)\) we want to define a set \(H\) and we want to show that it is good with high enough probability.

In Section \(7.1\) we introduce some notation that will allow us to define \(H\). We want to bound \(\text{cap}(H)\) from below using Dirichlet energy, therefore we will also define a measure \(\mu_0\) supported on \(H\). However, the measure \(\mu_0^*\) is not a probability measure, so we will state two lemmas: Lemma \((7.3)\) states that the Dirichlet energy \(\mathcal{E}(\mu_0)\) is not too big, while Lemma \((7.4)\) states that the total mass of \(\mu_0^*\) is not too small. We will fix the parameters \(\psi, \Delta, \omega, \psi, s, \Delta, v\) (cf. \((6.16)\)) and deduce the proof of Lemma \((6.10)\) from Lemmas \((7.3)\) and \((7.4)\) at the end of Section \(7.1\). We will prove Lemmas \((7.5)\) and \((7.6)\) in Sections \(7.2\) and \(7.3\) respectively.

#### 7.1 Construction of the good set \(H\)

Let us assume that we are given some parameters \(\psi, \Delta, \omega, \psi\) that satisfy the inequalities \((6.10)\), moreover we are given \(R_s \leq R_b\) and \(\gamma\) satisfying the inequality \((6.17)\). We further assume that we are given \(v \in \mathbb{R}_+\) and a probability distribution \(m\) on \(\mathbb{N}\) satisfying the inequality \((6.18)\). We assume that the hypothesis \((6.19)\) holds.

The goal of Section \(7\) is to conclude that \((6.20)\) holds, so let us assume that we are given an input package \((\mathcal{X}, Z) \sim \mathcal{P}_{\alpha, R_b, z, v}\) for some \(z \in B(R_b)\). We want to show that \((\mathcal{X}, Z)\) is \((\alpha, R_b, z, 2\gamma)\)-good with probability at least \(3/4\), i.e., we want to construct a set \(H\) which is \((\alpha, R_b, z, 2\gamma)\)-good for \((\mathcal{X}, Z)\) (cf. Definition \((6.8)\)) with probability at least \(3/4\). Before we construct this set \(H\) in \((7.15)\), below, let us introduce some notation.

Recall that by our assumptions \((6.16)\) and \((6.18)\), the ratio of \(R_b\) and \(R_s\) can be bounded from below as

\[
R_b/R_s = \sqrt{R_s^2/R_s^2} \geq \sqrt{\Delta/\Delta} \geq \sqrt{\Delta}.
\]

(7.1)

In order to make good use of the assumption \((6.19)\) of Lemma \((6.10)\) we want to fit many boxes of scale \(R_s\) in a box of scale \(R_b\):

**Definition 7.1** (Indicator \(\chi_y\) of a proper visit to \(B(y, R_s)\) by \(Z\)). Let us define the set \(\mathcal{D} \subset \subset \mathbb{Z}^d\) and the indicator variables \(\chi_y, y \in \mathcal{D}\) by

\[
\mathcal{D} := \{ y \in 10R_s\mathbb{Z}^d : B(y, R_s) \cap B(2R_b) \neq \emptyset \},
\]

(7.2)

\[
\chi_y := \mathbb{1}\left[T_{B(y, R_s)}(Z) < T_{B(2R_b)}(Z) \wedge (R_b^2 - R_s^2)\right], \quad y \in \mathcal{D}.
\]

(7.3)
In words, \( \chi_y \) denotes the indicator of the event that \( Z \) hits the box \( B(y, R_s) \) before it either exits the box \( B(2R_b) \) or it performs \( R_b^2 - R_s^2 \) steps. The reason why we have \( R_b^2 - R_s^2 \) (rather than \( R_b^2 \)) in (7.3) is that this guarantees that \( Z \) (which performs \( R_b^2 \) steps unless it exits \( B(2R_b) \)) still has \( R_b^2 \) steps to spare after hitting \( B(y, R_s) \): this segment of \( Z \) will be used to produce an input package of scale \( R_s \) in Definition 7.2.

Recall from Definitions 5.1 and 6.7 that \( \hat X \) denotes a PPP of worms with law \( \mathcal{P}_v \), while \( X \) is a PPP of worms with the same law as \( \hat X 1[w(0) \in B(y, 2R), L(w) \leq R^2] \).

**Definition 7.2** (Input package of scale \( R_s \) centered at \( y \)). If \( \chi_y = 1 \) for some \( y \in D \), let

\[
\begin{align*}
\text{z}^y & := Z(T_{B(y, R_s)}(Z)), \\
\text{T}^y & := R_s^2 \land \min \{ t : Z(T_{B(y, R_s)}(Z) + t) \notin B(y, 2R_s) \}, \\
\text{Z}^y & := Z[T_{B(y, R_s)}(Z), T_{B(y, R_s)}(Z) + T^y], \\
\mathcal{X}^y & := \hat X 1[w(0) \in B(y, 2R_s), L(w) \leq R_s^2].
\end{align*}
\]

In words: \( z^y \) is the location where \( Z \) hits \( B(y, R_s) \), \( T^y \) is the minimum of \( R_s^2 \) and the length of the time interval that \( Z \) spends in \( B(y, 2R_s) \) after hitting \( B(y, R_s) \), \( Z^y \) is the segment of length \( T^y \) of \( Z \) that starts when \( Z \) hits \( B(y, R_s) \), and \( \mathcal{X}^y \) is the point process of worms that consists of those worms of \( \hat X \) that start from \( B(y, 2R_s) \) and have length at most \( R_s^2 \). Let us stress that \( \text{Z}^y \) is indeed a sub-worm of \( Z \) since \( T_{B(y, R_s)}(Z) + T^y \) is less than or equal to the length of \( Z \) by (7.3), and the definition of \((X, Z) \sim \mathcal{P}_{o, R_b, z, v}\) (cf. Definition 6.7).

**Definition 7.3** (Indicator \( \xi_y \) of a good set \( H_y \) inside \( B(y, 3R_s) \)). Let us define the indicators

\[
\xi_y := \chi_y \cdot 1[(\mathcal{X}^y, Z^y) \text{ is } (y, R_s, z^y, \gamma)-\text{good}], \quad y \in D
\]

and for each \( y \in D \) with \( \xi_y = 1 \), let \( H^y \) denote the \((y, R_s, z^y, \gamma)\)-good set for \((\mathcal{X}^y, Z^y)\) (cf. Definition 6.8). If there are more than one candidates for such a set \( H^y \), let us pick one of them according to an arbitrary (but deterministic) rule (e.g., we can fix a well-ordering of the set of finite subsets of \( Z^d \) and pick the least one among the candidates). If \( y \in D \) with \( \xi_y = 0 \), let \( H^y = \emptyset \).

**Definition 7.4.** Let \( \mathcal{F} \) denote the \( \sigma \)-field generated by \( \mathcal{X} 1[L(w) \leq R_s^2] \) and \( Z \).

Note that the indicators \( \chi_y, \xi_y, y \in D \) and the sets \( H^y, y \in D \) are all \( \mathcal{F} \)-measurable.

In order to achieve the goal of Lemma 6.10 (i.e., doubling the capacity-to-length ratio \( \gamma \) by going from a lower scale to a higher scale) we will “fatten” the set \( \bigcup_{y \in D} H^y \). Loosely speaking, we will consider the union of the traces of worms of length between \( \Delta \cdot R_b^2 \) and \( \bar{\Delta} \cdot R_b^2 \) that hit \( \bigcup_{y \in D} H^y \) and show that the capacity-to-length ratio of this set is at least \( 2\gamma \) with high enough probability. The precise details of this loose plan are given in the next few definitions.

Let us define the set \( A_\bullet \subseteq \bar{W} \) and the point process \( \mathcal{X}_\bullet \in \bar{W} \) by

\[
\mathcal{X}_\bullet := \mathcal{X} 1[A_\bullet], \quad A_\bullet := \{ \Delta \cdot R_b^2 \leq L(w) \leq \bar{\Delta} \cdot R_b^2, \ w(0) \in \mathcal{G}, \ \text{Tr}(w) \subseteq B(3R_b) \},
\]

where the set \( \mathcal{G} \subseteq \mathbb{Z}^d \) is defined by

\[
\mathcal{G} := B(2R_b) \setminus \bigcup_{y \in D} B(y, 4R_s) \subseteq B(2R_b) \setminus \bigcup_{y \in 10R_s \mathbb{Z}^d} B(y, 4R_s). \tag{7.10}
\]

Recall that in (6.10) we assumed \( \Delta > 1 \), hence

\[
\mathcal{X}_\bullet \text{ is independent of } \mathcal{F}. \tag{7.11}
\]

We will use the worms from \( \mathcal{X}_\bullet \) for the purpose of fattening \( \bigcup_{y \in D} H^y \).
Given some $y \in \mathcal{D}$, let us define the set $A[y] \subseteq \tilde{W}$, and the point process $\mathcal{X}[y] \in \tilde{W}$ by

$$\mathcal{X}[y] := \mathcal{X} \cdot 1[A[y]], \quad A[y] := \left\{ T_{H^y}(w) < \left\lceil \frac{L(w)}{3} \right\rceil, \forall \, \tilde{y} \in \mathcal{D} \setminus \{y\} : T_{H^y}(w) \geq L(w) \right\}. \quad (7.12)$$

In words: $\mathcal{X}[y]$ consists of those worms from $\mathcal{X}$ that only hit $H^y$ (i.e., they do not hit $H^\tilde{y}$ if $\tilde{y} \in \mathcal{D} \setminus \{y\}$), moreover they hit $H^y$ with their first third segment.

We want to show that the Dirichlet energy $E$ Note that we have

$$H$$

We are ready to define our candidate $H$ for the role of the $(0, R_5, z, 2\gamma)$-good set for $(\mathcal{X}, Z)$ (cf. Definition 6.8) with the aim of proving (6.20). Let

$$H := \text{Tr}(Z) \bigcup_{y \in \mathcal{D}} H^y \bigcup_{y \in \mathcal{D}} \text{Tr}(\mathcal{X}[y]). \quad (7.15)$$

We want to lower bound the capacity of $H$ using Dirichlet energy (cf. (4.12)), thus we will define a measure $\mu_\circ$ supported on $H$.

Recalling the notion of the local time of point process of worms from (5.10), we define

$$\mu_\circ := \varphi^y(\mathcal{X}[y]), \quad \varphi^y(w) := w \left(T_{H^y}(w) + \frac{L(w)/3}{3}, T_{H^y}(w) + \frac{2L(w)/3}{3} \right). \quad (7.14)$$

In words: $\mathcal{X}[y]$ consists of the segments of the worms $w$ of $\mathcal{X}[y]$ that start $\lfloor L(w)/3 \rfloor$ steps after hitting $H^y$ and have length $\lfloor L(w)/3 \rfloor$. Note that $\varphi^y(w)$ is indeed a sub-worm of $w$, since $T_{H^y}(w) < \lfloor L(w)/3 \rfloor$ if $w$ is a worm from $\mathcal{X}[y]$.

We are ready to define our candidate $H$ for the role of the $(0, R_5, z, 2\gamma)$-good set for $(\mathcal{X}, Z)$ (cf. Definition 6.8) with the aim of proving (6.20). Let

$$H := \text{Tr}(Z) \bigcup_{y \in \mathcal{D}} H^y \bigcup_{y \in \mathcal{D}} \text{Tr}(\mathcal{X}[y]). \quad (7.15)$$

We want to lower bound the capacity of $H$ using Dirichlet energy (cf. (4.12)), thus we will define a measure $\mu_\circ$ supported on $H$.

Recalling the notion of the local time of point process of worms from (5.10), we define

$$\mu_\circ := \mathcal{X}[y], \quad \mu_\circ := \sum_{y \in \mathcal{D}} \mu_\circ, \quad \Sigma_\circ := \mu_\circ(\mathcal{X}[Z^d]). \quad (7.16)$$

In words: $\mu_\circ$ is the collective local time measure of the worms from $\mathcal{X}[y]$, $\mu_\circ$ is the sum of the measures $\mu_\circ$, $y \in \mathcal{D}$ and $\Sigma_\circ$ is the total mass of $\mu_\circ$.

Let us define

$$\alpha := v \cdot \sum_{\ell = \Delta} R_2^2 \cdot m(\ell). \quad (7.17)$$

Note that we have $\alpha \geq \alpha$ by (6.18).

Heuristically, our goal will be to show that $\text{cap}(H)$ is comparable to $|H|$. More precisely, we want to show that the Dirichlet energy $E(\mu_\circ)$ of $\mu_\circ$ is comparable to its total mass $\Sigma_\circ$ (and then the lower bound on $\text{cap}(H)$ that we obtain using (4.11) and (4.12) will be comparable to $\Sigma_\circ$). The next two lemmas give an upper bound on the Dirichlet energy and lower bound on the total mass of $\mu_\circ$, respectively. The reader might find the following formulas easier to parse if we already mention that we will find that $\Sigma_\circ$ is comparable to $R_5^2 \cdot \gamma \cdot \alpha$.

Recall the notion of the parameter $\psi$ introduced in the statement of Lemma 6.10.

**Lemma 7.5** (Small energy). There exists $C_4 < \infty$ such that if $\Delta \geq 16$, then for any $K > 0$

$$\mathbb{P}(E(\mu_\circ) \geq K) \leq \frac{C_4 \cdot (1 + \psi \cdot \alpha) \cdot (R_2^2 \cdot \gamma \cdot \alpha)}{K}. \quad (7.18)$$

We will prove Lemma 7.5 in Section 7.2.

**Lemma 7.6** (Big total local time). There exist $c_5, c_6 > 0$ and $C_5, C_6 < \infty$ such that if $\Delta \leq c_6$ and $\Delta \geq C_5$, then for any $K$ satisfying $c_5 = (R_6^2 \cdot \gamma \cdot \alpha) - 3K/2 > 0$ we have

$$\mathbb{P}(\Sigma_\circ \leq K) \leq 0.02 + \frac{C_5 \cdot (R_6^2 \cdot \gamma \cdot \alpha) \cdot \psi}{K} + \frac{C_5 \cdot (R_6^2 \cdot \gamma \cdot \alpha)}{(c_5 \cdot (R_6^2 \cdot \gamma \cdot \alpha) - 3K/2)^2}. \quad (7.19)$$
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We will prove Lemma 6.10 in Section 7.3.
Now we are ready to prove Lemma 6.10 using the results of Lemmas 7.5 and 7.6.

Proof of Lemma 6.10. Recall our setup from the beginning of Section 7.1 including that $R_b \geq \sqrt{\Delta}R_a$ holds by (7.11). Our goal is to prove that (6.20) holds.

Note that the measure $\mu_\phi$ (cf. (7.16)) is supported on the set $H$ (cf. (7.15)) and $H$ satisfies criteria (i), (ii) and (iii) of a $(0, R_b, z, 2\gamma)$-good set for $(X, Z)$ (cf. Definition 6.8). Indeed:

(i) $H \subseteq B(y, 3R_b) \cap (\text{Tr}(X) \cup \text{Tr}(Z))$ holds if $\Delta \geq 9$, since $H$ is defined by (7.16) and $H^y \subseteq B(y, 3R_b) \cap \text{Tr}(X)$ for all $y \in \mathcal{D}$ by (7.21) and Definition 7.3. $\text{Tr}(\mathcal{X}[y]) \subseteq B(y, 3R_b) \cap \text{Tr}(X)$ by (7.2), (7.12) and (7.14), moreover $\text{Tr}(Z) \subseteq B(y, 2R_b)$ by Definition 6.7 and $(X, Z) \sim P_{a, b, z, v}$.

(ii) $H$ is connected since $\text{Tr}(Z)$ is connected and $Z$ hits all of the sets $H^y$ for which $\xi_y = 1$, moreover $H^y$ is connected if $\xi_y = 1$ and $\text{Tr}(\mathcal{X}[y])$ consists of worms that hit $H^y$.

(iii) $z \in H$ since $z \in \text{Tr}(Z)$ and $\text{Tr}(Z) \subseteq H$.

In order to show that $H$ also satisfies criterion (iv) of a $(0, R_b, z, 2\gamma)$-good set for $(X, Z)$, we only need to show that $2 \cdot \gamma \cdot R_b^2 \leq \text{cap}(H)$, because $\text{cap}(H) \leq 2 \cdot \gamma \cdot R_b^2 + 1$ can be achieved by throwing away some of the points of $H$ using Lemma 7.3 (and noting that the resulting thinned version of $H$ still satisfies (i), (ii) and (iii)).

Therefore the statement (6.20) of Lemma 6.10 will follow if we show that

$$\mathbb{P} \left( \text{cap}(H) < 2 \cdot \gamma \cdot R_b^2 \right) < 1/4$$

(7.20)

holds, where $H$ is the set introduced in (7.15). Note that $\mu_\phi / \Sigma_\phi$ (cf. (7.16)) is a probability measure supported on $H$, thus

$$\mathbb{P} \left( \text{cap}(H) < 2 \cdot \gamma \cdot R_b^2 \right) \leq \mathbb{P} \left( \mathcal{E}(\mu_\phi / \Sigma_\phi)^{-1} < 2 \cdot \gamma \cdot R_b^2 \right) \quad \text{(7.11)}$$

For any $K' > 0$ the r.h.s. of the previous line can be bounded from above as

$$\mathbb{P} \left( \frac{\Sigma_\phi}{\mathcal{E}(\mu_\phi)} < 2 \cdot \gamma \cdot R_b^2 \right) \leq \mathbb{P} \left( \mathcal{E}(\mu_\phi) \geq \frac{K'}{2 \gamma \cdot R_b^2} \right) + \mathbb{P} \left( \Sigma_\phi \leq \sqrt{K'} \right)$$

(7.21)

hence to obtain (7.20), it is enough to consider of the two terms separately.

First of all, let us assume that with the constants introduced in Lemmas 7.5 and 7.6 $\Delta \geq \max\{16, C_6\}$ and $\Sigma \leq c_6$ hold. Let us choose

$$K' := c_7 \cdot (R_b^2 \cdot \gamma \cdot \alpha)^2,$$

(7.22)

where $c_7 = (c_5/3)^2$ and $c_5$ is the constant that appears in Lemma 7.6. Next we bound the second term on the r.h.s. of (7.21) using Lemma 7.6 with $K = \sqrt{K'}$, noting that with our choice (7.22) the inequality $c_5 \cdot R_b^2 \cdot \gamma \cdot \alpha - 3K/2 = 3\sqrt{K'/2} > 0$ holds:

$$\mathbb{P} \left( \Sigma_\phi \leq \sqrt{K'} \right) = \mathbb{P} \left( \Sigma_\phi \leq \sqrt{c_7 \cdot (R_b^2 \cdot \gamma \cdot \alpha)} \right) \leq 0.02 + \frac{C_5 \cdot \psi}{\sqrt{c_7}} + \frac{4C_5}{9c_7 \cdot \gamma \cdot \alpha}$$

(7.23)

where the constant $C_5$ appears in Lemma 7.6.

The first term on the r.h.s. of (7.21) can be bounded as follows:

$$\mathbb{P} \left( \mathcal{E}(\mu_\phi) \geq \frac{K'}{2 \gamma \cdot R_b^2} \right) \leq \frac{2C_4}{c_7} \left( \alpha^{-1} + \psi \right).$$

(7.24)

Putting (7.23) and (7.24) back into (7.21) we obtain

$$\mathbb{P} \left( \text{cap}(H) < 2 \cdot \gamma \cdot R_b^2 \right) \leq 0.02 + \frac{C_5 \cdot \psi}{\sqrt{c_7}} + \frac{4C_5}{9c_7 \cdot \gamma \cdot \alpha} + \frac{2C_4}{c_7} \left( \alpha^{-1} + \psi \right).$$

(7.25)

Finally, in order to obtain (7.20), we fix $\Sigma$ and $\Delta$ as above, fix $\psi$ so that $\frac{C_5 \cdot \psi}{\sqrt{c_7}} + \frac{2C_4}{c_7} \cdot \psi \leq 0.01$ and recall that $\gamma \geq \gamma_0$ by the assumption (6.17), thus we can choose $\alpha$ so big that $\frac{4C_5}{9c_7 \cdot \gamma_0 \cdot \alpha} \leq 0.01$ and $\frac{2C_4}{c_7} \cdot \alpha^{-1} \leq 0.01$ both hold. By (6.18) and (7.17) we have $\alpha \geq \alpha_0$, therefore the r.h.s. of (7.25) is less than 1/4. The proof of Lemma 6.10 is complete.\[\square\]
7.2 Small energy

The goal of Section 7.2 is to prove Lemma 7.7.

Since $\mathcal{X}_\bullet$ is independent from $\mathcal{F}$ (cf. (7.11)), conditioning on this sigma-algebra only means that everything which is $\mathcal{F}$-measurable (e.g. the sets $H^y$, $y \in D$) can be treated as if they were deterministic, yet the law of $\mathcal{X}_\bullet$ remains unchanged by the conditioning on $\mathcal{F}$. Let us thus denote by $P_x(. \mid \mathcal{F})$ the law of a nearest neighbour random walk $X$ (starting from $x$) that is independent of $\mathcal{F}$, and by $E_x[. \mid \mathcal{F}]$ the corresponding expectation. Similarly, let $P_{x,x'}(. \mid \mathcal{F})$ denote the joint law of two independent nearest neighbour random walks $X$ and $X'$ (starting from $x$ and $x'$, respectively) that are independent of $\mathcal{F}$ and let $E_{x,x'}[. \mid \mathcal{F}]$ denote the corresponding expectation.

Before we state the first lemma of Section 7.2 let us note that for any $y \in D$ we have

$$\text{cap}(H^y) \leq \gamma \cdot R_s^2 + 1 \leq c_8 \cdot \gamma \cdot R_s^2,$$

(7.26)

where $(\bullet)$ follows from Definitions 7.3 and 0.8, moreover $(\bullet\bullet)$ holds with $c_8 = \frac{1}{29} + 1$, since $\gamma \geq \gamma_0$ holds by (0.17).

We will prove Lemma 7.7 by giving an upper bound on $\mathbb{E}[\mathcal{E}(\mu_\gamma)]$. Recalling from (7.16) that $\mu_\gamma := \sum_{y \in D} \mu_\gamma^y$, the combination of the next lemma and the bilinearity of the Dirichlet energy (cf. (7.30) below) will help us in achieving this goal.

Lemma 7.7 (Mutual Dirichlet energy bounds). There exists $C < \infty$ such that if $\sum \geq 16$ then for any $y, y' \in D$ we have

$$\mathbb{E}[\mathcal{E}(\mu_\gamma^y, \mu_\gamma^y) \mid \mathcal{F}] \leq \begin{cases} C \cdot (R_s^2 \cdot \gamma \cdot \alpha) \cdot (1 + \psi \cdot \alpha) \cdot \xi_y, & \text{if } y = y', \\ C \cdot (R_s^2 \cdot \gamma \cdot \alpha)^2 \cdot |y - y'|^{2-d} \cdot \xi_y \cdot \xi_y, & \text{if } y \neq y'. \end{cases}$$

(7.27)

Proof. Recall from Definition 7.3 that if $\xi_y = 0$ then $H_y = \emptyset$ and thus $\mu_\gamma^y \equiv 0$, so the statement of Lemma 7.7 trivially holds if either $\xi_y = 0$ or $\xi_y = 0$.

For any $y, y' \in D$ let us introduce the function $f_{y,y'} : \tilde{W} \times \tilde{W} \to \mathbb{R}^+$

$$f_{y,y'}(w, w') := \mathbb{1} \left[ w, w' \in A_y, y \in *A[y], y \in *A[y'] \right] \cdot \mathcal{E} \left( \mu_\gamma^y(w), \mu_\gamma^y(w') \right),$$

(7.28)

where $A_y$ and $*A[y]$ were introduced in (7.9) and (7.12), respectively, $\varphi^y$ was introduced in (7.10) and $\mu_{w}$ was defined in (5.10). Note that

$$\text{if } y \neq y', \text{ then } f_{y,y'}(w, w) = 0 \text{ for any } w \in \tilde{W}, \text{ since } *A[y] \cap *A[y'] = \emptyset.$$  

(7.29)

Recalling the setup of Lemma 5.4 and Definition 7.1 let us also note that the conditional law of $\mathcal{E}(\mu_\gamma^y, \mu_\gamma^y)$ given $\mathcal{F}$ is the same as the conditional law of $\sum_{i,j} f_{y,y'}(w_i, w_j)$ given $\mathcal{F}$, where $\sum_{i} \delta_{w_i} \sim \mathcal{P}_v$ is independent of $\mathcal{F}$, thus we can use (5.13) to obtain

$$\mathbb{E}[\mathcal{E}(\mu_\gamma^y, \mu_\gamma^y) \mid \mathcal{F}] = v \cdot \sum_{\ell = \Delta R^2} \mathcal{E}(\ell) \cdot v^2 \cdot \sum_{\ell, \ell' = \Delta R^2} \mathcal{E}(\ell, \ell'),$$

(7.30)

where

$$\mathcal{E}(\ell) = \sum_{X \in \mathcal{G}} E_x \left[ f_{y,y'}(X[0, \ell - 1], X[0, \ell - 1]) \mid \mathcal{F} \right],$$

(7.31)

$$\mathcal{E}(\ell, \ell') = \sum_{X, X' \in \mathcal{G}} E_{x,x'} \left[ f_{y,y'}(X[0, \ell - 1], X'[0, \ell' - 1]) \mid \mathcal{F} \right].$$

(7.32)
Note that if \( y \neq y' \) then \( \mathcal{E}(\ell) = 0 \) by (7.29). If \( y = y' \) then
\[
\mathcal{E}(\ell) \overset{(o)}{=} \sum_{x \in G} E_x \left[ 1 \left[ T_{H^y} \leq |\ell|/3 \right] \cdot \left\{ T_{H^y} \geq |\ell|/3 \right\} \right.
\]
\[
\overset{(*)}{=} \sum_{x \in G} \sum_{t,t' \in T_{H^y}+[\ell/3]} \left[ \mathcal{P}_x \left( T_{H^y} \leq |\ell|/3 \right) \cdot E_\gamma \left[ \sum_{t,t' \in T_{H^y}+[\ell/3]} g(X(t),X'(t')) \right] \right]
\]
\[
\overset{}{\leq} C \cdot \ell \cdot \ell' \cdot \text{cap}(H^y) \cdot \xi_y, \tag{7.33}
\]
where the inequality \((o)\) holds because we ignored the restriction \( \text{Tr}(w) \subseteq B(3R_0) \) from \( A_\bullet \) and we replaced \( \mathcal{A}[y] \) by the less restrictive \( \{ T_{H^y}(w) \leq (L(w)/3) \} \), moreover \((*)\) follows from the strong Markov property at \( T_{H^y} \) and the translation invariance of the simple random walk.

\[
\mathcal{E}(\ell, \ell') \overset{(oo)}{=} \sum_{x,x' \in G} E_{x,x'} \left[ 1 \left[ T_{H^y} \leq |\ell|/3 \right] \cdot \left[ T_{H^y}(X') \leq |\ell'|/3 \right] \cdot \right.
\]
\[
\overset{}{\leq} \left[ \sum_{t,t' \in T_{H^y}+[\ell/3]} T_{H^y}(X') \left[ T_{H^y} \geq |\ell'|/3 \right. \right]
\]
\[
\overset{(**)}{=} \sum_{x,x' \in G} \sum_{t,t' \in T_{H^y}+[\ell/3]} \left( P_x \left( T_{H^y} \leq |\ell|/3 \right) \cdot P_x' \left( T_{H^y} \leq |\ell'|/3 \right) \cdot \right.
\]
\[
\overset{\text{max}}{\leq} C \cdot \ell \cdot \ell' \cdot \text{cap}(H^y) \cdot \text{cap}(H^y') \cdot \xi_y \cdot \xi_y'
\]
\[
\overset{\text{max}}{\leq} C \cdot \ell \cdot \ell' \cdot \text{max} \min_{z \in H^y, z' \in H^{y'}} \left\{ |z-z'|^{2-d}, (\ell + \ell')^{1-d/2} \right\}, \tag{7.34}
\]
where \((oo)\) follows from similar considerations as \((o)\) above, in \((**)\) we used the strong Markov property at \( T_{H^y} \) and at \( T_{H^y} \) and the conditional independence of the simple walks \( X \) and \( X' \) under \( P_{x,x'}(\cdot|\mathcal{F}) \) and \((o)\) follows from (4.27) using \( \Delta \geq 16 \) and (4.24).

Let us examine the last term of (7.34). Recalling from Definition (6.3) that \( H^y \subseteq B(y,3R_s) \) holds for any \( y \in D \) we can infer that if \( y \neq y' \) then for any \( z \in H^y \) and \( z' \in H^{y'} \) we have \( |z-z'| \geq (4/10) \cdot |y-y'| \). So by \( \ell + \ell' \geq 2\Delta R_s^2 \geq R_s^2 \) we obtain the upper bound
\[
\max \min_{z \in H^y, z' \in H^{y'}} \left\{ |z-z'|^{2-d}, (\ell + \ell')^{1-d/2} \right\} \leq \min \left\{ \left( \frac{1}{10} \right) \cdot |y-y'|^{2-d}, R_s^{2-d} \right\}, \tag{7.35}
\]
which holds in the case \( y = y' \) as well as the case \( y \neq y' \).

Putting (7.33), (7.34) and (7.35) back into (7.30), summing in \( \ell \) and \( \ell' \), using (4.17) and grouping the \( I[y=y'] \) terms together, we get
\[
\mathbb{E} \left[ \mathcal{E} \left( \mu^{\cdot y}_\cap, \mu^{\cdot y'}_\cap \right) \right] \leq \left\{ \begin{array}{ll}
C \cdot \ell \cdot \text{cap}(H^y) \cdot (1 + \alpha \cdot \text{cap}(H^y) \cdot R_s^{2-d}) \cdot \xi_y & \text{if } y = y', \\
C \cdot \ell \cdot \text{cap}(H^y) \cdot \text{cap}(H^{y'}) \cdot |y-y'|^{2-d} \cdot \xi_y \cdot \xi_y' & \text{if } y \neq y',
\end{array} \right.
\]
which implies the desired upper bounds (7.27), since for any \( y \in D \) we have \( \text{cap}(H^y) \leq c_8 \cdot \gamma \cdot R_s^2 \) by (7.26). The inequality (7.26) also implies \( \text{cap}(H^y) \cdot R_s^{2-d} \leq c_8 \cdot \gamma \cdot R_s^{2-d} \leq c_8 \cdot \psi \), using assumption (6.17) of Lemma 6.10 in the last inequality, giving (7.27). \( \square \)
In order to achieve (7.18), we will give an upper bound on \( \mathbb{E} [\mathcal{E} (\mu_0)] \) using Lemma 7.7. 

\[
\mathbb{E} [\mathcal{E} (\mu_0) \mid \mathcal{F}] \overset{(7.10)}{=} \sum_{y \in \mathcal{D}} \mathbb{E} [\mathcal{E} (\mu^y_0) \mid \mathcal{F}] + \sum_{y \in \mathcal{D}} \sum_{y' \in \mathcal{D} \setminus \{y\}} \mathbb{E} \left[ \mathcal{E} \left( \mu^y_{0} ; \mu^{y'}_{0} \right) \mid \mathcal{F} \right] \overset{(7.22)}{\leq} C \cdot (R^2 \cdot \gamma \cdot \alpha) \cdot \left( (1 + \psi \cdot \alpha) \cdot \sum_{y \in \mathcal{D}} \xi_y + (R^2 \cdot \gamma \cdot \alpha) \cdot \sum_{y \in \mathcal{D}} \sum_{y' \in \mathcal{D} \setminus \{y\}} \xi_y \cdot \xi_{y'} \cdot |y - y'|^{2-d} \right).
\]

We bound \( \mathbb{E} [\mathcal{E} (\mu_0)] \) by taking the expectation of the r.h.s. of (7.36), thus it only remains to bound \( \mathbb{E} \left[ \sum_{y \in \mathcal{D}} \xi_y \right] \) and \( \mathbb{E} \left[ \sum_{y \in \mathcal{D}} \sum_{y' \in \mathcal{D} \setminus \{y\}} \xi_y \cdot \xi_{y'} \cdot |y - y'|^{2-d} \right] \). By (7.8) and (7.7), we have \( \xi_y \leq 1 \left[ T_{B(y, R_0)} (Z) < \infty \right) \) for each \( y \in \mathcal{D} \), so we can use Lemma 4.13 with parameters \( r = R_s \) and \( R = R_h \) to obtain

\[
\mathbb{E} [\mathcal{E} (\mu_0)] \leq C \cdot (R^2 \cdot \gamma \cdot \alpha) \cdot \left( (1 + \psi \cdot \alpha) \cdot (R^2 \cdot \gamma \cdot \alpha) \cdot R^2 \right) \overset{(7.17)}{\leq} C_4 \cdot (R^2 \cdot \gamma \cdot \alpha) \cdot \left( 1 + \psi \cdot \alpha \right),
\]

from which the statement of Lemma 7.5 follows by Markov’s inequality.

### 7.3 Big total local time

The goal of Section 7.3 is to prove Lemma 7.6. After introducing some notation, we will state three key lemmas (Lemmas 7.8, 7.9 and 7.10), then we deduce the proof of Lemma 7.6 from them, and finally we prove the three lemmas in Sections 7.3.1, 7.3.2 and 7.3.3, respectively.

Recalling the notation of \( \mathcal{K}[y] \) and \( \mathcal{X}_0[y] \) from (7.12) and (7.14), let us define

\[
\Sigma_0[y] := \mathcal{K}_0[\mathcal{D}^d] = \Sigma_0[y], \quad \Sigma[y] := \Sigma[y], \quad y \in \mathcal{D}.
\]

In words: \( \Sigma_0[y] \) and \( \Sigma[y] \) are the total local times of the point measures \( \mathcal{X}_0[y] \) and \( \mathcal{X}[y] \) of worms, respectively.

By (7.16), we have \( \Sigma_0 = \sum_{y \in \mathcal{D}} \Sigma_0[y] \). Let us also note that \( \sum_0 \geq \frac{1}{2} \Sigma[y] \), since we have kept at least one third of each worm in \( \mathcal{X}[y] \) when we created \( \mathcal{X}_0[y] \) in (7.14). As a consequence, it is enough to prove Lemma 7.6 with \( \Sigma := \sum_{y \in \mathcal{D}} \Sigma[y] \) in place of \( \Sigma_0 \).

Our goal is to show that \( \mathbb{P} (\Sigma \leq K) \) is small, i.e., we want \( \Sigma \) to be big enough with high enough probability. There are multiple technical difficulties that we have to overcome:

(i) If we want \( \Sigma[y] > 0 \) then we need \( H_y \neq \emptyset \) (cf. (7.12)), thus we want \( \chi_y = 1 \) (cf. Definition 7.3), hence we want \( \chi_y = 1 \) (cf. (7.8)), therefore we certainly want to show that \( \sum_{y \in \mathcal{D}} \chi_y \) is big enough with high enough probability. We will do this using Lemma 4.14.

(ii) \( \Sigma[y] \) is the total length of worms in \( \mathcal{K}[y] \), and the worms in \( \mathcal{K}[y] \) cannot hit any \( H_y \) where \( \tilde{y} \in \mathcal{D} \setminus \{y\} \) (cf. (7.12)), thus we want to guarantee that the set \( \{ y \in \mathcal{D} : \chi_y = 1 \} \) is well spread-out, so that the total length of worms that hit multiple sets of form \( H_{y'} \), \( y' \in \mathcal{D} \) is not too big. We will do this using (7.50).

(iii) The summands \( \Sigma[y], y \in \mathcal{D} \) are independent given \( \mathcal{F} \) (cf. (7.13)), thus, after conditioning on \( \mathcal{F} \), we would like to use Chebyshev’s inequality to show that their sum is big with high probability. This approach would involve an upper bound on \( \text{Var} (\Sigma[y] \mid \mathcal{F}) \) and a lower bound on \( \mathbb{E} \left[ (\sum[y] \mid \mathcal{F}) \right. \]. However, the latter bound is problematic, since the conditioning on \( \mathcal{F} \) might put us in a situation where \( H_y \) is surrounded with other sets of form \( H_{\tilde{y}} \), and the effect of such a “crowd” makes it hard for us to give a lower bound on the total length of worms that only hit \( H_y \). We will overcome this problem with a trick: first we introduce “dummy” worms (or rather, worm lengths) in (7.42) to make up for the deficit of \( \mathbb{E} \left[ (\sum[y] \mid \mathcal{F}) \right. \) caused by the crowd, and since each dummy worm hits multiple sets of form \( H_{y'}, y' \in \mathcal{D} \), we will control their effect using the strategy outlined in (ii).
Now let us make the above ideas rigorous. Recalling (7.9), for any \( y \in D \) let us define
\[
\mathcal{X}[y] := \mathcal{X}_* \mathbf{1}_{\{ T_{H^y}(w) < \lfloor L(w)/3 \rfloor \}}, \quad \Sigma[y] := \Sigma_{\mathcal{X}[y]}, \tag{7.39}
\]
\[
\overline{\mathcal{X}}[y] := \mathcal{X}_* \mathbf{1}_{\{ T_{H^y}(w) < \lfloor L(w)/3 \rfloor, \exists y' \in D \setminus \{ y \} : T_{H^{y'}}(w) < L(w) \}}, \quad \overline{\Sigma}[y] := \Sigma_{\overline{\mathcal{X}}[y]]. \tag{7.40}
\]

In words: the point measure \( \mathcal{X}[y] \) consists of those worms of \( \mathcal{X}_* \) whose first third segment hits \( H^y \), while \( \overline{\mathcal{X}}[y] \) consists of those worms of \( \mathcal{X}[y] \) that also hit some other \( H^{y'} \) as well. \( \Sigma[y] \) and \( \overline{\Sigma}[y] \) denote the total local times of the point measures \( \mathcal{X}[y] \) and \( \overline{\mathcal{X}}[y] \) of worms, respectively.

Note that
\[
\mathcal{X}_* \mathbf{1}_{\{ T_{H^y}(w) < \lfloor L(w)/3 \rfloor \}} \leq \mathbf{1}_{\{ T_{H^y}(w) < \lfloor L(w)/3 \rfloor, \exists y' \in D \setminus \{ y \} : T_{H^{y'}}(w) < L(w) \}},
\]
and thus
\[
\Sigma[y] = \Sigma_{\mathcal{X}[y]} + \overline{\Sigma}[y]. \tag{7.41}
\]

Recall the definition of the sigma-algebra \( \mathcal{F} \) from Definition (7.4). For any \( y \in D \), let \( \Sigma_c[y] \) denote a random variable which has the same conditional distribution (given \( \mathcal{F} \)) as \( \Sigma[y] \), but conditionally independent of everything else given \( \mathcal{F} \). (7.42)

Let us also define
\[
\Sigma_c[y] := \Sigma[y] + \Sigma_c[y] \tag{7.43}
\]
and observe that it follows from (7.43), (7.37), (7.41) and (7.42) that
\[
\Sigma_c[y], y \in D \text{ are conditionally independent of each other given } \mathcal{F} \text{ and } \Sigma_c[y] \text{ has the same conditional distribution as } \Sigma[y] \text{ given } \mathcal{F} \text{ for each } y \in D. \tag{7.44}
\]

With the notation introduced above, we can write
\[
\Sigma = \sum_{y \in D} \Sigma_c[y] \cdot \xi_y - \sum_{y \in D} \Sigma_c[y] \cdot \xi_y. \tag{7.45}
\]

In order to prove Lemma 7.6, we will give a lower bound on the first sum on the r.h.s. of (7.45) and an upper bound on the second sum on the r.h.s. of (7.45). We will now state the three key lemmas mentioned above, then deduce the proof of Lemma 7.6 from them. We will prove the three lemmas in Sections 7.3.1, 7.3.2 and 7.3.3, respectively.

The first lemma will help us to give a lower bound on the first sum on the r.h.s. of (7.45).

**Lemma 7.8** (Bounds on the expectation/variance of the total length of worms hitting \( H^y \)).

There exist constants \( c_0, \delta > 0 \) and \( C_7, \delta < \infty \) such that the following bounds hold.

1. If \( \Delta \geq \delta \) and \( \overline{\Delta} \leq \delta \) then for any \( y \in D \), we have
\[
E \left[ \Sigma[y] \mid \mathcal{F} \right] \geq c_0 \cdot (R^2_s \cdot \gamma \cdot \alpha) \cdot \xi_y. \tag{7.46}
\]

2. If \( \Delta \geq 16 \), then for any \( y \in D \) we have
\[
\text{Var} \left( \Sigma[y] \mid \mathcal{F} \right) \leq C_7 \cdot R^2_s \cdot (R^2_s \cdot \gamma \cdot \alpha) \cdot \xi_y \tag{7.47}
\]

We will prove Lemma 7.8 in Section 7.3.1.

Let us denote by \( \xi \) the number of good boxes visited by \( Z \):
\[
\xi := \sum_{y \in D} \xi_y. \tag{7.48}
\]

The second lemma will also help us to lower bound the first sum on the r.h.s. of (7.45).
Lemma 7.9 (Lower bound on the number of good boxes visited by Z). If \( \Delta \geq C_1 \lor (300/c_4) \) (where \( c_4 \) and \( C_1 \) appear in the statement of Lemma 7.14) then we have

\[
P(\xi \geq c_4/2 \cdot R_b^2/R_s^2) \geq 0.98. \tag{7.49}
\]

We will prove Lemma 7.9 in Section 7.3.2.

The third lemma upper bounds the expectation of the second sum on the r.h.s. of (7.45).

Lemma 7.10 (Bounding the total length of worms that visit multiple good sets). There exists \( C_8 < +\infty \) such that

\[
E \left[ \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \right] \leq C_8 \cdot (R_b^2 \cdot \gamma \cdot \alpha) \cdot \psi. \tag{7.50}
\]

We will prove Lemma 7.10 in Section 7.3.3.

Proof of Lemma 7.9. Recall from (7.38) the notation \( \Sigma \) and the observation that it is enough to prove (7.19) using \( \Sigma \) instead of \( \Sigma_0 \). For any \( K > 0 \), by (7.43) we have

\[
P(\Sigma \leq K) \leq P \left( \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \leq 3K/2 \right) + P \left( \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \geq K/2 \right), \tag{7.51}
\]

where \( \Sigma_c[y] \) was introduced in (7.42) and \( \Sigma_c[y] \) was introduced in (7.43).

We bound the second term of the r.h.s. of (7.51) using Markov’s inequality:

\[
P \left( \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \geq K/2 \right) \leq \frac{2}{K} \cdot E \left[ \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \right], \tag{7.52}
\]

Next we will bound the first term on the r.h.s. of (7.51). Recalling the notion of \( \mathcal{F} \) from Definition 7.4 we observe that \( \xi \) (defined in (7.48)) is \( \mathcal{F} \)-measurable. Using (7.44) and Lemma 7.8 we obtain that if \( \Delta \geq \delta \lor 16 \) and \( \Delta \leq \delta \) then

\[
E \left( \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \bigg\vert \mathcal{F} \right) \geq c_9 \cdot (R_s^2 \cdot \gamma \cdot \alpha) \cdot \xi_y, \quad \text{Var} \left( \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \bigg\vert \mathcal{F} \right) \leq C_7 \cdot R_b^2 \cdot (R_s^2 \cdot \gamma \cdot \alpha) \cdot \xi_y. \tag{7.53}
\]

Now Chebysev’s inequality and (7.53) together give

\[
P \left( \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \leq \frac{3}{2} K \bigg\vert \mathcal{F} \right) \leq \frac{C_7 \cdot R_b^2 \cdot (R_s^2 \cdot \gamma \cdot \alpha) \cdot \xi_y}{((c_9 \cdot (R_s^2 \cdot \gamma \cdot \alpha) \cdot (c_4/2 \cdot R_b^2/R_s^2) - 3K/2) \lor 0)^2}. \tag{7.54}
\]

Recall from Lemma 7.9 that if \( \Delta \geq C_1 \lor (300/c_4) \) then \( P(\xi < c_4/2 \cdot R_b^2/R_s^2) \leq 0.02 \). Also note that the r.h.s. of (7.54) is a non-increasing function of \( \xi \). Putting these together with the total law of expectation and assuming that \( 3K/2 < c_9 \cdot (R_s^2 \cdot \gamma \cdot \alpha) \cdot (c_4/2 \cdot R_b^2/R_s^2) \), we obtain

\[
P \left( \sum_{y \in D} \Sigma_c[y] \cdot \xi_y \leq \frac{3}{2} K \right) \leq 0.02 + \frac{C_7 \cdot R_b^2 \cdot (R_s^2 \cdot \gamma \cdot \alpha) \cdot (c_4/2 \cdot R_b^2/R_s^2)}{(c_9 \cdot (R_s^2 \cdot \gamma \cdot \alpha) \cdot (c_4/2 \cdot R_b^2/R_s^2) - 3K/2)^2}. \tag{7.55}
\]

Substituting (7.52) and (7.55) back into (7.51) we finish the proof of Lemma 7.9. \( \square \)
7.3.1 On the expectation/variance of the total length of worms hitting $H^y$

Proof of Lemma 7.8. Recall (7.11) and the notation $P_x(\cdot \mid \mathcal{F})$ and $E_x[\cdot \mid \mathcal{F}]$ introduced at the beginning of Section 7.2. Let us fix $y \in \mathcal{D}$ and define the function $f_y : \tilde{W} \rightarrow \mathbb{R}$ by

$$f_y(w) := \mathbb{1} \left[ w \in A_\bullet, T_{H^y}(w) < \lfloor L(w)/3 \rfloor \right] \cdot L(w). \quad (7.56)$$

By Definition 6.7, the conditional law of $\Sigma[y]$ given $\mathcal{F}$ is the same as the conditional law of $\sum_{i \in I} f_y(w_i)$ given $\mathcal{F}$, where $\sum_{i \in I} \delta_{w_i} \sim \mathcal{P}_v$ is independent of $\mathcal{F}$. As a result, we can use Lemma 5.3 to prove (7.46) and (7.47). Using (5.12) we get

$$\mathbb{E} \left[ \Sigma[y] \mid \mathcal{F} \right] = v \cdot \sum_{\ell \in \Delta \mathcal{R}_b^2} \ell \cdot m(\ell) \cdot \sum_{x \in \mathcal{G}} P_x \left( T_{H^y} \leq \lfloor \ell/3 \rfloor, T_{B(3R_y)} > \ell \mid \mathcal{F} \right) \quad \text{(*)}$$

$$\geq v \cdot \sum_{\ell \in \Delta \mathcal{R}_b^2} \ell \cdot m(\ell) \cdot \sum_{x \in \mathcal{G}} P_x \left( \ell \leq \lfloor \ell/3 \rfloor, T_{B(3R_y)} > \ell \mid \mathcal{F} \right) \quad \text{(7.39)}$$

where in (*) we used (7.10) and Lemma 4.11 with the values of $\Delta$, $\mathcal{F}$ and $c_1$ specified there. From this lower bound the desired inequality (7.46) follows since $\text{cap}(H^y) \geq R_b^2 \cdot \gamma \cdot \xi_y$ holds by Definitions 6.3 and 7.3. Similarly, by (5.13) we have

$$\text{Var} \left( \Sigma[y] \mid \mathcal{F} \right) = v \cdot \sum_{\ell \in \Delta \mathcal{R}_b^2} \ell^2 \cdot m(\ell) \cdot \sum_{x \in \mathcal{G}} P_x \left( T_{H^y} \leq \lfloor \ell/3 \rfloor, T_{B(3R_y)} > \ell \mid \mathcal{F} \right) \quad \text{(7.20)}$$

$$C \cdot v \cdot \sum_{\ell \in \Delta \mathcal{R}_b^2} \ell^2 \cdot m(\ell) \cdot \ell \cdot \text{cap}(H^y) \leq C \cdot \gamma \cdot \text{cap}(H^y) \cdot \mathcal{R}_b^2 \leq C_7 \cdot R_b^2 \cdot (R_b^2 \cdot \gamma \cdot \alpha),$$

where (*) follows from the trivial upper bound $\ell^3 \leq \sum \Delta \mathcal{R}_b^2 \cdot \ell^2 \leq \mathcal{R}_b^2 \cdot \ell^2$ and (7.17). The upper bound $\mathcal{R}_b^2 \leq \mathcal{R}_b^2$ follows once we observe that $\xi_y = 0$ implies $H^y = \emptyset$ (cf. Definition 7.3), which in turn implies $\Sigma[y] = 0$ (cf. (7.39)).

7.3.2 Lower bound on the number of good boxes visited by $Z$

The goal of Section 7.3.2 is to prove Lemma 7.9. The plan is simple: in order to give a lower bound on the number $\sum_{y \in \mathcal{D}} \xi_y$ of good boxes visited by $Z$, we will (i) give a lower bound the number $\sum_{y \in \mathcal{D}} \chi_y$ of boxes visited by $Z$ using Lemma 4.11 and (ii) show that with high probability at least half of these boxes are good using the hypothesis (6.19) of Lemma 6.10. In order to make these ideas rigorous, we first introduce some notation that allows us to rewrite the quantities $\sum_{y \in \mathcal{D}} \xi_y$ and $\sum_{y \in \mathcal{D}} \chi_y$ in a more manageable form (cf. (7.60) below).

Slightly abusing the notation of Definition 6.7, let us naturally extend the worm $Z = (Z(t))_{0 \leq t \leq T}$ to $t = T + 1, T + 2, \ldots$. More precisely, in Section 7.3.2 let $(Z(t))_{t \geq 0}$ denote a simple random walk starting from $z$. Given this extended version of $Z$, let us also extend Definition 7.2 accordingly: we may define $z^y, T^y, Z^y$ and $X^y$ using the formulas (7.44)-(7.7) for any $y \in 10R_s \mathbb{Z}^d$ satisfying $T_{B(y,R_s)}(Z) < \infty$. We can thus define the indicators

$$\pi_y := \mathbb{1} \left[ T_{B(y,R_s)}(Z) < \infty, (X^y, Z^y) \text{ is } (y, R_s, z^y, \gamma)-\text{good} \right], \quad y \in 10R_s \mathbb{Z}^d. \quad (7.57)$$

Let $\tilde{\mathcal{B}} := \bigcup_{y \in 10R_s \mathbb{Z}^d} B(y, R_s)$ and let us recursively define a sequence of stopping times $\tau_k$ and a sequence of indices $y_k \in 10R_s \mathbb{Z}^d$ (k \in \mathbb{N})$ as follows. Let $\tau_0 := 0$ and for any $k \geq 1$

$$\tau_k := \min \left\{ t \geq \tau_{k-1} : Z(t) \in \tilde{\mathcal{B}} \setminus \bigcup_{\ell=1}^{k-1} B(y_\ell, R_s) \right\}, \quad y_k := \arg \min_{y \in 10R_s \mathbb{Z}^d} |y - Z(\tau_k)|. \quad (7.58)$$
In words: \( \tau_k \) is the first time when \( Z \) hits a ball of form \( B(y, R_k), y \in 10R_sZ^d \) which is different from the ones visited at times \( \tau_1, \ldots, \tau_{k-1} \), moreover \( y_k \) is the center of this ball.

Now that \( (Z(t))_{t \geq 0} \) denotes a random walk, we have \( P(\tau_k < +\infty) = 1 \) for all \( k \in \mathbb{N} \).

Note that we have \( \{y_k, k \in \mathbb{N}\} = \{y \in 10R_sZ^d : T_{B(y,R_s)}(Z) < \infty\} \), moreover \( k \neq k' \in \mathbb{N} \) implies \( y_k \neq y_{k'} \). Also note that \( T_{B(y_k,R_s)}(Z) = \tau_k \) for \( k \in \mathbb{N} \).

Let us define \( K := \max\{k \in \mathbb{N} : \tau_k \leq (R^2_2 - R^2_1) \wedge T_{B(2R_s)}(Z)\} \). (7.59)

Recalling the definition of \( D \) from (4.22) and of \( \chi_y, y \in D \) from (4.3), observe that for any \( y \in D \) we have \( \chi_y = 1 \) if and only if \( y = y_\ell \) for some \( \ell \in \{1, \ldots, K\} \), thus we have

\[
\sum_{y \in D} \chi_y = K, \quad \xi = \sum_{y \in D} \xi_y = K \quad \sum_{y \in D} \chi_y \cdot \pi_y = \sum_{\ell=1}^{K} \pi_{y_\ell}. \quad (7.60)
\]

Claim 7.11. The sequence \( \pi_{y_k}, k \in \mathbb{N} \) can be coupled to an i.i.d. Bernoulli sequence \( \pi^*_{k}, k \in \mathbb{N} \) with parameter 3/4 in such a way that \( \pi_{y_k} \geq \pi^*_{k}, k \in \mathbb{N} \).

Before we prove Claim 7.11 let us derive the proof of Lemma 7.9 using it.

Proof of Lemma 7.9. Using the constant \( c_4 > 0 \) from Lemma 4.14 let us introduce the shorthand \( K := c_4 \cdot R^2_6/R^2_5 \). We will argue that if \( \Delta \geq 300/c_4 \) (and thus \( K \geq 300 \) by (7.1)) then

\[
P\left(\sum_{\ell=1}^{K} \pi_{y_\ell} \geq \frac{1}{2}K\right) \geq 0.99. \quad (7.61)
\]

Indeed, by Claim 7.11 it is enough to prove this bound with \( \sum_{\ell=1}^{K} \pi^*_{y_\ell} \) in place of \( \sum_{\ell=1}^{K} \pi_{y_\ell} \), but \( \sum_{\ell=1}^{K} \pi^*_{y_\ell} \sim \text{BIN}(K, \frac{3}{4}) \), thus by Chebyshev’s inequality (7.61) holds if \( K \geq 300 \).

We are now ready to prove that (7.49) holds if \( \Delta \geq C_1 \vee (300/c_4) \) (where \( C_1 \) appears in the statement of Lemma 4.14):

\[
P\left(\xi \leq c_4/2 \cdot R^2_6/R^2_5\right) \geq P\left(\sum_{\ell=1}^{K} \pi_{y_\ell} \geq \frac{1}{2}K \right) \geq P\left(\sum_{\ell=1}^{K} \pi^*_{y_\ell} \geq \frac{1}{2}K \right) - P\left(\pi_{y_\ell} < K \right) \quad \geq 0.99 - 0.003 \geq 0.98. (7.62)
\]

The proof of Lemma 7.9 is complete (using the statement of Claim 7.11).

Proof of Claim 7.11. For any \( k \in \mathbb{N} \) let us denote by \( G_k \) the sigma-field generated by \( Z[0, \tau_k] \) and the input packages \( (X^y_{\ell}, Z^y_{\ell}), \ell = 1, \ldots, k-1 \). Observe that the random variables \( \pi_{y_1}, \ldots, \pi_{y_{k-1}} \) are all \( G_k \)-measurable. Moreover, by (7.63) and (7.68) we have \( z_{y_k} = Z(\tau_k) \), thus \( z_{y_k} \) is also \( G_k \)-measurable for any \( k \geq 1 \).

Recalling Definition 6.7 next we want to deduce that for any \( k \in \mathbb{N} \),

\[
given G_k, \text{ the conditional law of } (X^{y_k}, Z^{y_k}) \text{ is } P_{y_k,R_s,z^{y_k},v}. (7.63)
\]

In order to see this, we use the strong Markov property of the simple random walk \( Z \) at time \( \tau_k \) to deduce that \( Z^{y_k} \) has the appropriate conditional law given \( G_k \). We also use the facts that \( X^{y_k} = \hat{X}1[w(0) \in B(y_k,2R_s), L(w) \leq R^2_1] \), and that \( B(y_k,2R_s) \) is disjoint from \( \cup_{\ell=1}^{k-1} B(y_{\ell-1},2R_s) \). Thus, conditionally on \( G_k \), \( X^{y_k} \) is a PPP of worms with intensity measure \( v \cdot m(L(w)) \cdot (2d)^{-L(w)}1[w(0) \in B(y_k,2R_s), L(w) \leq R^2_s] \), and (7.63) follows.

Using (7.63) the inequality \( P(\pi_{y_k} = 1 \mid G_k) \geq 3/4 \) follows using the hypothesis of Lemma 6.10 (cf. (6.19)) and translation invariance (cf. (7.11)). From this \( P(\pi_{y_k} = 1 \mid \pi_{y_1}, \ldots, \pi_{y_{k-1}}) \geq 3/4 \) also follows, which is enough to conclude the proof of Claim 7.11.

\[\square\]
7.3.3 Bounding the total length of worms that visit multiple good sets

Section 7.3.3 is devoted to the proof of Lemma 7.10. Given \( y \neq y' \in \mathcal{D} \), let us define

\[
\underline{\Sigma}[y, y'] := X_1 \mathbb{1}[T_{Hy}(w) < L(w), T_{Hy'}(w) < L(w)], \quad \Sigma[y, y'] := \Sigma[y, y']^*.
\]

(7.64)

In words, \( \Sigma[y, y'] \) denotes the total length of worms from \( X_1 \) that hit both \( H_y \) and \( H_{y'} \).

**Lemma 7.12** (Upper bound on total length of worms hitting both \( H_y \) and \( H_{y'} \)). There exists \( C < \infty \) such that if \( \Delta \geq 16 \), then for any \( y \neq y' \in \mathcal{D} \), we have

\[
\mathbb{E}[\Sigma[y, y'] | \mathcal{F}] \leq C \cdot \alpha \cdot (R^2 \cdot \gamma)^2 \cdot |y - y'|^{2-d} \cdot \xi_y \cdot \xi_{y'}.
\]

(7.65)

Before we prove Lemma 7.12, let us first deduce the proof of Lemma 7.10 from it.

**Proof of Lemma 7.10.** Recalling the definition of \( \Sigma[y] \) from (7.40), let us observe that we have

\[
\Sigma[y] \leq \sum_{y' \in \mathcal{D} \setminus \{y\}} \Sigma[y, y'] \cdot \xi_{y'}, \quad y \in \mathcal{D}.
\]

(7.66)

Using this, we can start to bound the l.h.s. of (7.50):

\[
\mathbb{E} \left[ \sum_{y \in \mathcal{D}} \Sigma[y] \cdot \xi_y \right] \leq \mathbb{E} \left[ \sum_{y \in \mathcal{D}} \Sigma[y] \cdot \xi_y \right] \leq \mathbb{E} \left[ \sum_{y \in \mathcal{D}} \sum_{y' \in \mathcal{D} \setminus \{y\}} \Sigma[y, y'] \cdot \xi_y \cdot \xi_{y'} \right].
\]

(7.67)

Lemma 7.12 and the law of total expectation gives

\[
\mathbb{E} \left[ \sum_{y \in \mathcal{D}} \sum_{y' \in \mathcal{D} \setminus \{y\}} \Sigma[y, y'] \cdot \xi_y \cdot \xi_{y'} \right] \leq C \cdot \alpha \cdot (R^2 \cdot \gamma)^2 \cdot \mathbb{E} \left[ \sum_{y \in \mathcal{D}} \sum_{y' \in \mathcal{D} \setminus \{y\}} \xi_y \cdot \xi_{y'} \cdot |y - y'|^{2-d} \right]
\]

\[\leq C_8 \cdot \alpha \cdot (R^2 \cdot \gamma)^2 \cdot (R_b/R_a)^2 \cdot R_a^{2-d} \leq C \cdot \alpha \cdot (R^2 \cdot \gamma \cdot \alpha) \cdot \psi,
\]

(7.68)

where (*) follows from (1.50) with \( r = R_a \) and \( R = R_b \), and in (**) we used \( \gamma \cdot R_a^{2-d} \leq \psi \) (cf. (6.17)). Putting together (7.67) and (7.68), the proof of Lemma 7.10 follows.

**Proof of Lemma 7.12.** Recall (7.11) and the notation \( P_x(.) | \mathcal{F} \) and \( E_x[.| \mathcal{F}] \) introduced at the beginning of Section 7.2. Let us fix \( y \neq y' \in \mathcal{D} \) and define the function \( f_{y,y'} : \mathbb{W} \to \mathbb{R}^+ \) by

\[
f_{y,y'}(w) := \mathbb{1}[w \in A_1, T_{Hy}(w) < L(w), T_{Hy'}(w) < L(w)] \cdot L(w).
\]

(7.69)

The conditional law of \( \Sigma[y, y'] \) given \( \mathcal{F} \) is the same as the conditional law of \( \sum_{i \in I} f_{y,y'}(w_i) \) given \( \mathcal{F} \), where \( \sum_{i \in I} \delta_{w_i} \sim \mathcal{P}_v \) is independent of \( \mathcal{F} \), thus we can use (5.12) to obtain

\[
\mathbb{E}[\Sigma[y, y'] | \mathcal{F}] = v \cdot \sum_{\ell \in \Delta R^2} \sum_{x \in \mathcal{G}} \ell \cdot m(\ell) \cdot \sum_{y \in \mathcal{D}} P_x(T_{Hy} < \ell, T_{Hy'} < \ell, T_{B(3R_b)c} > \ell | \mathcal{F}) \quad (7.70)
\]

\[
\leq C \cdot v \cdot \sum_{\ell \in \Delta R^2} \sum_{x \in \mathcal{G}} \ell \cdot m(\ell) \cdot \ell \cdot \text{cap}(H_y) \cdot \text{cap}(H_{y'}) \cdot |y - y'|^{2-d} \cdot \xi_y \cdot \xi_{y'} \quad (7.71)
\]

\[
\leq C \cdot \alpha \cdot \text{cap}(H_y) \cdot \text{cap}(H_{y'}) \cdot |y - y'|^{2-d} \cdot \xi_y \cdot \xi_{y'}.
\]

(7.72)

From this, the upper bound (7.65) follows by (7.26).
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