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ABSTRACT In this work, a new control methodology is proposed for Type -IV wind energy conversion system (WECS) using a self-recurrent wavelet neural network (SRWNN) control with a Vienna rectifier as the machine side converter (MSC). A SRWNN combines excellent dynamic properties of recurrent neural networks and the fast convergence speed of wavelet neural network. Hidden neurons of SRWNN contains local self-feedback loops, which provide the memory feature and the necessary information of past values of the signals, allowing it to track maximum power from WECS under varying wind speeds. The Vienna rectifier allows unity power factor operation to increase electrical efficiency. Frame angle-controlled wavelet modulation is proposed for the grid side converter (GSC). Wavelet modulated inverter produces output voltage fundamental components with higher magnitudes than those obtained from the pulse width modulated inverters. The non-linear load compensation and power quality enhancement are achieved by executing frame angle control for WM inverter. The overall system is modeled, and performance is verified in MATLAB Simulink. The hardware prototype is developed, and the switching pulses for the rectifier and inverter are generated using dSPACE1104 controller. The results prove that the system provides low harmonic content and high magnitude of the fundamental current component at the machine and grid sides and ensures maximum power operation at various wind speeds.

INDEX TERMS Wind energy conversion system (WECS), wavelet modulation (WM), maximum power point tracking (MPPT), self-recurrent wavelet neural network (SRWNN).

I. INTRODUCTION

As the wind power generation has been increasing day by day, it is essential to design and select a proper generator and converters for wind energy conversion system (WECS). Power converters are the backbone of WECS for interfacing with the grid to provide greater flexibility in their operation and control, both during steady-state and transient conditions [1]. Various power converter topologies have been proposed in the literature for the variable-speed permanent magnet synchronous generator based WECS. With the advantages of low cost, high reliability, and simple control algorithms, a simple configuration integrating a diode rectifier, a DC chopper, and a voltage source inverter (VSI) is widely adopted [2]. However, with the increasing power level of the WECS, the power switch device of a DC chopper in the topology must endure high instantaneous voltage and current stress [3]. A two-level back-to-back topology with two pulse
width modulated (PWM) converters connected by a storage capacitor, that connects the generator to the grid is used to reduce input current harmonics and results ripple-free electromagnetic torque [4]. The machine side converter (MSC) of back-to-back converter will control the generator speed and electromagnetic torque and GSC regulates the power flow to the grid in order to keep the DC-link voltage constant and reduce the total harmonic distortion (THD). Back-to-back multi-level converters (MLC) was discussed in [5] for high power WECS. MLCs allows lower harmonic distortion and operation at a higher DC voltage, but it requires complex control. There is the chance of capacitors, voltage unbalance, and an increased number of switches. Matrix converter (MC) has also received increasing attention in recent years as it avoids the DC-link stage but requires complex control to ensure proper control at both generator and grid side which are not entirely decoupled [6]. To provide better control with a reduced number of switches and with low cost, a three-phase-three switch three-level rectifier called Vienna rectifier is used as MSC [7]. Vienna rectifier generates three voltage levels with three power switches, thus simplifying the control, provides high input current quality, lower torque ripple, lower voltage stresses on switches which can enhance reliability and improved power factor [8]. In [9] Vienna rectifier is controlled, to function as a parallel active filter. In [10], a fuzzy logic-based control is proposed for Vienna rectifier instead of conventional PI control.

The function of MSC is to ensure maximum power tracking and improve generator current quality to reduce the electromagnetic torque ripples. There are different control algorithms and maximum power tracking methods. The two most dominant control strategies are field-oriented control (FOC) and direct torque control (DTC) having a similar dynamic response [11]. In FOC, a linear relationship between the stator currents and electromagnetic torque are used and is realised using PI controllers. Hence the performance of FOC depends on the tuning of PI controller. In [12] a modified fractional order PI controller and a direct power control algorithm are used. In DTC avoids the dependency of the decoupled current control on machine parameters, but its switching frequency changes with operating conditions and relatively high ripples in the flux and torque [13]. To reduce this space vector modulation is integrated along with DTC [14]. A full order sliding-mode observer is used to estimate the rotor position and flux, which makes the system work at a fixed switching frequency [13]. For large scale WECS DTC will not show sufficient performance. When these controllers perform MPPT, the use of wind speed sensors and rotor speed/position sensors increase the system cost and size [15]. The main categories of MPPT control algorithms are tip speed ratio (TSR) control, optimum relationship-based (ORB) control, and hill climb search control (HCS) (or perturb and observe) [15]–[17]. The conventional TSR control gives higher accuracy by using anemometers to measure wind speed. To avoid uncertainties in wind, a neural network-based generalized global sliding mode controller is proposed along with TSR [17]. In [18], TSR and ORB with optimum torque are compared. According to the authors, TSR gives a fast response, while ORB gives smooth power output. HCS method with a fixed-step size is prevalent due to its simple algorithm but it causes oscillations near MPP and directionality problem for a sudden increase in wind speed. A fuzzy-logic-based HCS algorithm is discussed in [19] to evade these disadvantages. Nevertheless, the range of operation is limited in the HCS method [15]. ORB control requires field tests for each WECS to obtain the optimum relationship, even though it is simple with fast response. A Particle Swarm Optimization-based MPPT method is proposed by M. A. Abdullah and et.al., to avoid wind speed sensors and prior knowledge of system parameters [20], but it causes electromagnetic torque ripples. A hybrid fuzzy particle swarm optimisation-based algorithm is employed to obtain high tracking efficiency in [21]. Predictive control algorithms are useful in steady-state operation [22], but during the transient changes, it exhibits an inadequate response due to mismatch of memorized data [23]. Sliding mode observer for measuring rotor speed and torque of PMSG is reported in [24], even though it avoids mechanical sensors, the complexity of such controllers is comparatively higher than that of intelligent control algorithms such as neural network, fuzzy logic, wavelet controllers etc. Chattering problem of sliding mode observer also reduces the reliability of the system. On this basis, it should be emphasised that artificial neural network(ANN) based intelligent controller [25], [26] has a fast dynamic response, less sophisticated design and less reliance on parameters of WECS. A wavelet neural network (WNN) has a nonlinear regression structure that uses the localized basis functions in its hidden layer for achieving the desired input-output mapping. This makes WNN a superior system model than ANN and has been used by researchers for solving various approximation, control, prediction, and classification type of problems [27]. A comparative analysis of different MPPT algorithms and its features along with the proposed method is illustrated in Table 1. At the grid side, better control techniques are needed to supply available power to the load/grid and to improve the power quality. To date, the voltage source converter is prevalent to integrate grid with renewable energy networks due to its flexibility in controlling. Different control algorithms proposed many researchers to satisfy the targeted control goals. A model predictive control (MPC) with a finite control set is reported in [28]. The system response time is reduced as the cost function is designed only for current controller tracking. A lookup-table-based weighting factor design is proposed for cost function of MPC control in [29], which reduces the switching frequency less than 1kHz. A fixed switching frequency operation with MPC algorithms is analysed for a grid connected inverter [30]. Based on minimisation of the cost function of MPC, an optimum voltage vector is generated to activate modulator. High computational requirement of MPC is avoided by this. These schemes depend on the model of the system and there is a lack of flexibility during steady
state and transient conditions. Sliding mode control (SMC) approach is used to secure a fast dynamic response [31], [32]. A feed-forward negative sequence voltage is used in the vector current control in [31]. In [32] an adjustable reaching law is presented for gain correction. Even though total harmonic distortion (THD) reduced to a certain, but the control fails in case of unmatched uncertainties. Space vector modulation for the voltage source inverter (VSC) requires current compensator; broadly PI controller works this function. Tuning of PI control for varying grid condition with non-linear is difficult. Fuzzy space vector pulse width modulation method of current control is reported in [21] replacing PI control. Second order generalised integral (SOGI) based control algorithm is utilized to evaluate fundamental component of load current by using a feedback loop to estimate the phase and frequency of input signal in [33]. To reduce the effect of grid voltage dc offset in SOGI, a mixed second and third-order generalized integrator phase-locked loop is proposed in [34]. The available controllers are based on pulse width modulated (PWM) inverter, where output harmonic distortion affects the performance of controller [35]. Wavelet modulated (WM) inverters showed improved performance in terms of high amplitude of fundamental component and less harmonic contents [36], [37]. A grid connected WECS with resolution level control approach for WM inverter is implemented in [35] in which, sampling is done based on an integer value. In order to avoid this problem frame angle-based approach is used for grid connected solar system in [38]. The WM and frame angle control are useful in compensating the harmonics, reactive power and regulating grid active power.

Motivated by the analysis, this paper proposes self-recurrent wavelet neural network (SRWNN) MPPT control at MSC and frame angle control with wavelet modulation at GSC for a PMSG driven WECS. At the grid side, frame angle control is proposed with WM inverter. The frame-angle control is based on controlling d-q axis voltage by regulating d-q axis current of GSC in response to available wind power and reactive power requirement of load. The phase shift angle θ obtained from reference d-q voltages is used to generate reference signals for the wavelet modulation. The key features of proposed system are,

- The MSC used is a Vienna rectifier which requires only one turn-off power semiconductor device (IGBT) per phase.
- Vienna rectifier allows a continuous, uninterrupted input current with comparably low switching frequency components, which reduces the electromagnetic torque ripples produced in the PMSG windings.
- SRWNN applied to Vienna rectifier performs MPPT operation without using mechanical sensors.
- The hidden neurons of SRWNN contain local self-feedback loops, provides it with the memory feature and the necessary information of past values of the signals. This feature allows SRWNN to handle time varying wind speeds.
- The Frame-angle control at GSC allows the system to supply available power to grid/load and also act as an active filter to compensate the reactive power requirements of load.

The unity power factor operation of Vienna rectifier and maximum power tracking of WNN control is verified at the machine side. The real power control, reactive power control and harmonic elimination are verified at the grid side.

The paper is organized in such a way that Section II gives the design of Vienna rectifier with sensor-less wavelet neural network controller proposed system and its description and Section III deals with the control of GSC. In Section IV shows the results and discussions of the proposed system and finally conclusion in section V.

### II. DESIGN OF VIENNA RECTIFIER WITH SELF-RECURRENT WAVELET NEURAL NETWORK CONTROL

Appropriate sizing of the reactive elements is crucial for an active front-end converter instead of a passive diode bridge, which is typically to reduce the line current harmonics and unity power factor operation. For the same converter rating and harmonic specifications, the size of the three-level converter input inductor is smaller since the peak-to-peak ripple voltage seen by the inductor is half the dc bus voltage [39]. For wind power application with varying input frequency, Vienna rectifier is the best solution [25].

A schematic layout of Vienna rectifier with grid-connected WECS is shown in Fig. 1. The circuit configuration of the three-phase three-level Vienna rectifier composed of a three-phase diode bridge and three bidirectional switches connecting the input phases to the neutral point of the dc-bus as in Fig.1.

#### A. SRWNN CONTROL FOR MSC

WECS is a dynamic system with uncertainties in the values of their parameters. Therefore, conventional control methods based on the models are likely to fail in providing the desired

---

**TABLE 1. Comparison of MPPT methods for WECS.**

| MPPT Features                  | TSR [17] | ORB [20] | HCS [16] | Fuzzy [19] | ANN [25] | Proposed SRWNN |
|--------------------------------|----------|----------|----------|------------|----------|----------------|
| Requirement of wind speed sensor | Yes      | Yes      | No       | Depends    | Depends  | No             |
| Requirement of shaft speed sensor | Yes      | Yes      | Yes      | Depends    | Depends  | No             |
| Requirement of system pre-knowledge | No       | Yes      | No       | Depends    | Depends  | Yes            |
| Memory Requirement             | No       | Yes      | No       | Yes        | Yes      | Yes            |
| Convergence Speed              | Very Fast| Fast     | Slow     | Moderate   | Moderate | High           |
| Oscillation at MPP and directionality problem | Low      | Low      | High     | Very low   | Very low | Very Low       |
| Performance under fluctuating wind speed | Moderate | Moderate | Poor     | Fast       | Fast     | Fast           |
performance. A WNN has a nonlinear regression structure that uses the localized basis functions in its hidden layer for achieving the desired input-output mapping. This makes WNN a superior system model than ANN and has been used by many researchers for solving various approximations, control, prediction, and classification type of problems. It combines the properties of RNN such as attractor dynamics and the fast convergence of WNN [27]. SRWNN hidden neurons contain local self-feedback loops, which provides it with the memory feature and the necessary information of past values of the signals, which allows it to handle the time-varying inputs, changes occurring in the control environment, etc. The presence of temporal feature makes SRWNN structure simple since a smaller number of neurons is required as compared to the WNN.

Fig.2. shows the structure of SRWNN. It consists of four layers. The first layer accepts the externally applied input signals and transmits them directly to the second layer. The second layer is the wavelet and recurrent layer.

Layer 1: Input Layer - Layer 1 consists of two nodes which are two inputs, the WECS machine side voltage Vwabc and machine side current iwabc. Nodes in layer 1 transmit the input signals to the layer 2. The input and output of ith node can be written as,

\[ u^{(1)}_j(t) = x^{(1)}_j(t) \]  

Layer 2: Recurrent Wavelet Layer- The second layer is the mother wavelet layer, where each node includes a mother wavelet and a self-feedback loop. In this paper the first derivative of the Gaussian function is selected as the mother wavelet function is given by

\[ \psi(x) = -x \exp\left(-\frac{x^2}{2}\right) \]

The wavelet of each node jk could be transferred from the mother wavelet directly, as follows:

\[ y^2(t) = \psi_{jk}(Z_{jk}(t)) = \psi\left(\frac{u^{(2)}_{jk}(t) - d^{(2)}_{jk}(t)}{m_{jk}(t)}\right) \]  

\[ Z_{jk}(t) = \frac{u^{(2)}_{jk}(t) - d^{(2)}_{jk}(t)}{m_{jk}(t)} \]

where the first subscript j denotes the wavelet position and the second subscript k denotes the neuron position in that wavelet. \( u^{(2)}_{jk}(t) \) is the input at the second layer. Terms \( d^{(2)}_{jk}(t) \) and \( m_{jk}(t) \) denote the translational and dilation factor values, respectively. The input signal to any neuron consists of the signal coming from the input layer plus its own unit delayed weighted output, that is

\[ u^{(2)}_j(t) = y^2_j(t) + w_j^1(t)\psi_{jk}(t - 1) \]

Here, \( w_j^1(t) \) represents the weighted self-feedback loop and \( \psi_{jk}(t - 1) \) gives memory in the past state.
Layer 3: Rule Layer - Each node in this layer represents one wavelet rule and performs precondition matching of a rule. Thus, the neuron in this layer is denoted by $\pi_j$, which multiplies the incoming signals from layer 2 and outputs the product result, i.e., the firing strength of a rule. For the $j$th rule node:

$$y^{(3)}_j(t) = \prod_{i=1}^{n/2} y^{(2)}_i(t)w_j^2$$  \hspace{1cm} (6)

where $y^{(3)}_j(t)$ represents the output of layer 3 and $w_j^2$ are the weights between the wavelet layer and the rule and $n$ is the number of rules.

Layer 4: Output Layer-The neuron in this layer gives net value of the incoming signals, which computes the overall output as the summation of all incoming signals, which are $y^{(3)}_j(t)$ from the output of layer 3 (rule layer). The output of the SRWNN $y^4(t)$ is given by

$$y^4(t) = \sum_{j=1}^{m} y^{(3)}_j(t)w_j^3 + \sum_{i=1}^{m} y^{(1)}_i(t)w_j^1$$  \hspace{1cm} (7)

where $w_j^3$ connection weights between the rule layer and the output layer. The output $y^4_j(t)$ will be the dc component of source current corresponding to maximum power output from the wind turbine.

### B. LEARNING ALGORITHM FOR SRWNN

The online learning algorithm for constructing the SRWNN model consists of structural learning and a parameter learning algorithms. The structural learning based on degree measure and parameter learning based on back propagation (BP) algorithm are used concurrently for training the SRWNN model. The structural learning algorithm is responsible for online wavelet bases generation. The parameters of the wavelet bases, feedback weights, and connection weights are adjusted by back propagation algorithm.

Initially, there are no wavelet bases in the SRWNN model. The first step is to decide when a new wavelet base is generated. For each incoming pattern $x$, the firing strength of a wavelet base can be considered as the degree of the incoming pattern belonging to the corresponding wavelet. An input pattern $x_i$ with a higher firing strength indicates that its spatial location is nearer to the center of the wavelet base $b_{ij}$ ($i = 1, \ldots, n, j = 1, \ldots, m$), than those with smaller firing strength. Based on this, the firing strength obtained from $y^{(3)}_j(t)$ in the rule layer can be used as the degree measure. Based on this concept, the firing strength was obtained from Eq. (6) in the rule layer can be used as the degree measure.

$$F_j = |y_j^3|$$  \hspace{1cm} (8)

where $j = 1, \ldots, n$, $n$ is the number of existing wavelet bases, and $|y_j^3|$ is the absolute value of $y_j^3$.

For generating new wavelet base for a new incoming data, the steps are:

Step 1: Define a threshold value for the degree measure.

The threshold is set between zero and one. A low threshold value generates a smaller number of rules, whereas a high threshold value generates a larger number of rules. Therefore, the selection of the threshold value $F_{th}$ will directly affect the results of dynamic response. In the structural learning for SRWNN, $F_{th}$ is set to 0.45, after testing the system with different values between 0 and 1.

Step 2: Find the maximum degree $F_{max}$

$$F_{max} = \max(F_j) \hspace{1cm} (9)$$

$j = 1, 2, \ldots, n$

Step 3: Check whether $F_{max} \leq F_{th}$.

If $F_{max} \leq F_{th}$, then a new wavelet base is generated, where $F_{th}$ is a pre-specified threshold that should decay during the learning process, limiting the size of the SRWNN model.

Step 4: Assign the initial translation and dilation to the new wavelet base and the corresponding weights for the links. The translation, dilation and weights are all adjustable in the parameter learning phase as our aim is to minimize an objective function. Hence, the translation, dilation and weights for the new wavelet base are set as below:

$$d_{jk}(t+1) = x_i(t)$$  \hspace{1cm} (10)

$$m_{jk}(t+1) = m_{int}$$  \hspace{1cm} (11)

$$w_{j1}(t+1) = w_{j1}(t+1) = w_{j1}(t+1) = w_0$$  \hspace{1cm} (12)

where $x_i(t)$ is the new incoming data at time $t; the connection weight of the output layer and feedback weights are initially selected as a random variable in the range between $−1$ and 1. The dilation factor is selected as $m_{int}$ pre-specified constant.

Step 5: Continue step 3 and Step 4, till $F_{max} > F_{th}$.

The structure of the SRWNN is adjusted by structural learning according to the current pattern, then the network begins to adjust the parameters of the SRWNN such as self-recurrent weight, connection weights, and feedback weight optimally with the same training pattern by using parameter learning method. In the parameter learning algorithm, the weights are updated so as to minimize the energy function. The output obtained from SRWNN is the dc component of source current corresponding to maximum power output from the wind turbine.

The energy function is defined as the

$$E = \frac{1}{2} (i_{mq}^* - i_{mq})^2 + \frac{1}{2} e^2$$  \hspace{1cm} (13)

$i_{mq}^*$ is the reference value of the dc component of the generator current and $i_{mq}$ is its actual value. The flowchart for the SRWNN control algorithm is shown in Figure 3.

### III. CONTROL OF GSC

When the WECS is connected to the grid through an inverter, it allows transferring of all available power from the WECS to the grid or load and with the proposed controller for inverter it can compensate the reactive power requirement of load and the harmonics present in non-linear loads connected to the grid. The inverter will transfer the maximum available power...
The instantaneous values of filter inductance connected to the point of common coupling (PCC) through a resistance is depicted in Fig. 3. The reactive power and makes the grid current at unity power factor with minimum total harmonic distortion. The GSC is connected to the point of common coupling (PCC) through a filter inductance $L_f$ with resistance $R_f$, and the control block diagram is depicted in Fig. 3. The instantaneous values of active and reactive power injected to the grid from the GSC in terms of d-q axis components of voltage ($v_d$, $v_q$) and current injected by GSC ($i_{wd}$, $i_{wq}$) can be expressed as [20],

$$P = \frac{3}{2}(v_di_{wd} + v_qi_{wq})$$  \hspace{1cm} (14) \\
$$Q = \frac{3}{2}(v_qi_{wd} + v_dic_{wq})$$  \hspace{1cm} (15)

The active power available in the WECS is

$$P = v_{dc}i_{dc}$$  \hspace{1cm} (16)

To compensate the reactive power requirement of load, the reactive component current injected by GSC is to meet reactive component of load current ($i_{iq}$).

$$i_{wq}^d = i_{iq}$$  \hspace{1cm} (17)

From equations (1) and (2) the reference value of the direct axis component of current injected by WECS is expressed as [40],

$$i_{wd}^d = \frac{2P}{3v_{dc}} - \frac{v_qi_{iq}}{v_d}$$  \hspace{1cm} (18)

The inverter used is a three-phase wavelet modulated inverter whose output voltage equations can be expressed in terms of three scale-based linearly combined synthesis scaling functions ($\psi_a(t)$), ($\psi_b(t)$), ($\psi_c(t)$) as [41],

$$v_{wq}(t) = \sum_{j=1}^{J} (\tilde{\psi}_a(t))_j + \sum_{j=1}^{J} (\tilde{\psi}_b(t))_{j-J}(t)$$  \hspace{1cm} (19)

$$v_{wb}(t) = \sum_{j=1}^{J} (\tilde{\psi}_b(t))_j + \sum_{j=1}^{J} (\tilde{\psi}_c(t))_{j-J}(t)$$  \hspace{1cm} (20)

$$v_{wc}(t) = \sum_{j=1}^{J} (\tilde{\psi}_c(t))_j + \sum_{j=1}^{J} (\tilde{\psi}_a(t))_{j-J}(t)$$  \hspace{1cm} (21)

where $v_{wq}(t)$, $v_{wb}(t)$, $v_{wc}(t)$ are the voltages across the three legs of the inverter, $v_{dc}$ is the inverter input dc voltage, $T_m$ is the period of each reference modulating signal and $J$ is the maximum value of the scale $j$ as $J = \max(j)$.

Applying voltage balance across grid filter,

$$v_{wd} = R_f i_{wd} + L_f \frac{di_{wd}}{dt} - \alpha L_f i_{wq} + v_d$$  \hspace{1cm} (22)

$$v_{wq} = R_f i_{wq} + L_f \frac{di_{wq}}{dt} - \alpha L_f i_{wd} + v_q$$  \hspace{1cm} (23)

Another input is $\delta$ obtained from phase-locked loop, which is used to generate reference modulating signals for three phases $s_{gq}(t)$, $s_{gb}(t)$, $s_{gc}(t)$.

### A. THREE-PHASE WAVELET MODULATION TECHNIQUE

Wavelet modulation technique is a switching technique for power electronic converter based on non-uniform recurrent sampling-reconstruction of reference signals. This method has advantages like simple implementation, high magnitude...
of the output fundamental components, low harmonic contents of output, low switching losses, as compared to other modulation techniques [38]. Wavelet modulation technique is achieved by constructing nondyadic-type multi-resolution analysis, having two parts. The analysis part is for creating groups of non-uniform recurrent samples from the reference modulating signal, where each group has two samples. These groups of samples are created using sets of dilated and shifted versions of the scale-based linearly-combined basis functions ψ_a(t), ψ_b(t) and ψ_c(t).

\[
\begin{align*}
\psi_a(t)_1 & = \phi(2^{j_1}t) + \phi(2^{j_1+1}(2^{-1}t - 2^{-1}j_1)) \\
\psi_b(t)_2 & = \phi(2^{j_2+1}t) + \phi(2^{j_2+1}(2^{-1}t - 1 - 2^{-1}j_2)) \\
\psi_c(t)_3 & = \phi(2^{j_3+1}t) + \phi(2^{j_3+1}(2^{-1}t - 1 - 2^{-1}j_3))
\end{align*}
\]

where \( j_1 = 1, 2, \ldots, j; j \in Z \),

\[
\begin{align*}
\hat{j}_2 & = j_1 + (J - 3), \quad \hat{j}_2 \in Z \\
\hat{j}_3 & = j_1 + (J - 2), \quad \hat{j}_3 \in Z
\end{align*}
\]

\( \phi(2^j t) \) is the Haar scaling function.

In the synthesis part, three reference signals can be recovered from their groups of samples using synthesis basis functions, produced as dilated and shifted versions of the following three dual scale-based linearly-combined synthesis scaling functions.

\[
\begin{align*}
\hat{\psi}_a(t)_1 & = \phi(t) - \phi_a(t)_1 \\
\hat{\psi}_b(t)_1 & = \phi(t) - \phi_b(t)_2 \\
\hat{\psi}_c(t)_1 & = \phi(t) - \phi_c(t)_3
\end{align*}
\]

The output voltages three-phase six-pulse wavelet modulated inverters are trains of amplified, dilated, and shifted versions of the synthesis basis functions. It allows output voltages to be expressed in terms of \( \hat{\psi}_a(t), \hat{\psi}_b(t)\hat{\psi}_c(t) \) as in equations (29)-(31). This is an advantage of wavelet modulated inverter, compared to other inverters. Fig. 4 shows the flowchart for generating switching pulses for three-phase WM inverter.

### B. FRAME ANGLE CONTROL TECHNIQUE

In [35] resolution level control technique is proposed for controlling the output voltages of voltage source inverter, by adjusting the maximum of scale \( J \), to produce a phase-shift angle \( \theta \). The resolution-level control showed good performance in terms of dynamics, stability, responsiveness, and accuracy. But as \( J \) being an integer, continuous adjustment of the output voltage cannot be achieved accurately, through controlling \( J \). To overcome this limitation, frame angle control is used with wavelet modulated inverter [42].

The phasor diagram of \( v_{wd}, v_{wb}, v_{wc} \) produced by GSC, along with their \( d - q \) axis components are shown in Fig. 5.

This frame angle \( \theta \) is defined as,

\[
\theta = \tan^{-1}\left( \frac{v_{wb}}{v_{wd}} \right)
\]

Based on the frame angle \( \theta \), the reference signals \( S_{ga}(t), S_{gb}(t), S_{gc}(t) \), are given as,

\[
\begin{align*}
S_{ga}(t) & = \sin(2\pi f_0 t - \theta) \quad (33) \\
S_{gb}(t) & = \sin(2\pi f_0 t - (2\pi/3) - \theta) \quad (34)
\end{align*}
\]
From the phasor diagram, d-q axis components of \( J (J \in \mathbb{Z}) \) are related to \( v_{wd} \) and \( v_{wq} \) as,

\[
v_{wd} = j_d v_{dc}
\]

\[
v_{wq} = j_q v_{dc}
\]

where \( j_d \in \mathbb{R} \) and \( j_q \in \mathbb{R} \) are given as,

\[
j_d = J \cos \theta
\]

\[
j_q = J \sin \theta
\]

The variation of \( j_d \) and \( j_q \) with the values of \( i_{wd} \) and \( i_{wq} \) will vary the value of frame angle \( \theta \), which can control the output voltages of three-phase wavelet modulated GSC. This can allow the system to inject desired current to the grid and the load, depending on the input.

**IV. RESULTS AND DISCUSSIONS**

The effectiveness of the system is tested using MATLAB Simulink and experimental validation is done with the help of developed laboratory prototype. The laboratory arrangement is shown in Fig. 7.

**A. STEADY-STATE BEHAVIOR OF WECS**

The system is trained for a set of wind speeds to work at an optimum power coefficient of 0.48 and an optimum tip speed ratio of 8.1. The MSC makes the generator to work at unity power factor. Fig. 8. and Fig. 9. shows the test results of the proposed WECS for wind speed of 8 m/s. Fig. 8. shows the voltage and current waveform of the generator, voltage total harmonic distortion (THD), current THD, power values, and the DC link voltage. From these results, one can observe that the generator current and voltage are in phase and current total harmonic distortion (THD) is less than 5%.

In Fig. 9. the performance of the WECS is analysed for performance under non-linear load conditions. The load THD is 20.7%, as in Fig. 9 (d). The GSC supplies a current of 1.216 A and grid supplies a current of 1.682 A as Fig (a) and (b), the load current harmonics is compensated by current injected by GSC, the source current THD is reduced to 4.6%.
For studying the performance of WECS, the system is checked for step changes in wind speed from 8 m/s-10 m/s, 11 m/s-12 m/s-10 m/s-8.5 m/s. Fig. 10 shows the variation of power coefficient \( C_p \), output power, and generator speed with wind speed variation. For the changes in wind speed \( C_p \) value remains at the optimal value of 0.48. The power output at various wind speed increases with wind speed to its maximum value. The stator voltages and stator currents of PMSG for varying wind speed are depicted in Figure 11. From the enlarged view in Figure 11(c) and Figure 11(d), it is clear that the voltage and current settle to its new value within 0.01 sec. The voltage and current remain sinusoidal for all wind speeds within the range. For a constant load, the performance of WECS is verified for step changes in wind speed. When the wind speed is 8 m/sec, the major part of the active power of the load is supplied from the grid and a small portion is from WECS. When the wind speed increases to 10 m/sec, the supply from WECS increases as in Figure 12 (c), which indicates the direct-axis (d-axis) component of current injected by WECS. When wind speed reaches 12 m/sec, the d-axis component of the grid current is minimum and that of WECS is maximum. For all wind speeds the quadrature axis component of load current is completely met by WECS, making the grid current to work at unity power factor.

1) PERFORMANCE OF SYSTEM WITH VARIATION IN WIND SPEED

The dynamic performance of the system has been validated for a change in wind speed from 10 m/s to 8 m/s and the
results are depicted in Figs. 13 (a)-(c). Fig. 13 (a) shows the variation of grid current in three phases $i_{ga}$, $i_{gb}$, $i_{gc}$, with change in wind speed, for a constant non-linear load. With the change in wind speed, grid current changes, and it gives a fast-dynamic response. Fig. 13 (b) shows the effect of variations in wind speed on the grid current $i_{ga}$, GSC current $i_{wa}$ and load current $i_{la}$. The increase in power generation from WECS, results in an increase in power supplied to the grid, which is visible in Fig. 11 (b) (grid current increases). Even though the load used is non-linear, the grid current is balanced and sinusoidal. The required amount of reactive power to the load is supplied from WECS, to keep the grid current with the unity power factor. Fig. 13 (c) shows the result of a decrease in wind power generation. Both during the increase and decrease of wind speed, the system shows satisfactory dynamic performance. When the wind speed increases, the SRWNN control technique generates new reference generator current ($i_{md}^*$) as shown in Fig. 13 (d). The corresponding current is tracked by PMSG, which confirms the effectiveness of the SRWNN control. It also shows that speed PMSG rotor changes in accordance with wind speed variation.

2) PERFORMANCE OF SYSTEM AT LOAD SIDE VARIATIONS

The system behaviour during the load variation is addressed in this section with the help of experimental results shown in
FIGURE 13. Dynamic performance of WECS on variation in wind speed (a) grid current variation for step changes in wind speed (b) grid current, current injected by WECS and load current for step increase in wind speed (c) grid current, current injected by WECS and load current for step decrease in wind speed (d) generator speed, reference d-axis current, actual d-axis current of PMSG for step changes in wind speed.

FIGURE 14. Dynamic performance of WECS for variation in load demand (a) grid current, current injected by WECS and load current for increase in load demand (b) grid current, current injected by WECS and load current for decrease in load demand (c) grid current, current injected by WECS and load current when the load is switched OFF (d) grid current, current injected by WECS and load current when the load is switched ON.

Figs. 14 (a)-(d). The system is analysed for a sudden rise in load demand and a sudden decrease in load demand.

Figs. 14 (a) and (b) show the performance of the system for a sudden increase and decrease in local load demand. A fast dynamic response is achieved during the change in load demand. With the power generated from WECS remaining the same, any change in load power directly affects the power flowing into the grid. When the load is absent, the total power...
generated by WECS is transferred to the grid. When load appears, reactive power requirements of the load is met by GSC, and it acts as an active filter. The case when the load is switched OFF the power from WECS is supplied to the grid. At that time, there is no reactive power produced by WECS and the current injected by WECS is sinusoidal. The variation of grid current and WECS current during switching ON and switching OFF of the load is shown in Fig. 14 (c) and 14 (d). The system response parameters of SRWNN MPPT control is compared with Radial basis function (RBFN) MPPT control [25]. It is worthy to mention here that the steady-state error and settling time using the SRWNN MPPT control are lower than that achieved when the RBFN-based MPPT control is used as in Table 2. The performance of the system with frame angle control with WM is compared with the synchronous reference frame (SRF) control with carrier-based PWM [25]. Table 3. gives the performance parameters and it shows that there is a significant increase in the active power and reactive power delivered to the load with the proposed control.

TABLE 2. Comparison of SRWNN MPPT control with RBFN MPPT control.

| System Response | Specification | SRWNN MPPT Control | RBFN MPPT Control [25] |
|-----------------|---------------|---------------------|------------------------|
| Power output of PMSG | Steady-state error (percentage) | 2 | 4.5 |
| Motor speed of PMSG | Steady-state error (percentage) | 5 | 5 |
| Real power of GSC | Steady-state error (percentage) | 3 | 5 |
| Reactive power of GSC | Steady-state error (percentage) | 3.01 | 3.15 |

V. CONCLUSION

A sensor-less wavelet neural network-based improved UPF rectifier for a WECS consists of a permanent magnet synchronous generator is proposed in this paper. The MSC using a Vienna rectifier with SRWNN control is tested for maximum power tracking, and the results prove that it is a useful technique with the fast-dynamic response for wind speed variations. It makes the WECS operates at an optimal power coefficient. The main advantages of the proposed system are,

- The system avoids the use of mechanical sensors for maximum power tracking.
- SRWNN MPPT control provides a fast-dynamic response to wind speed variations.
- Ensures unity power factor operation at generator and grid side.

Test results have also verified the frame-angle based control of wavelet modulated GSC to illustrate its improved PQ performance for local nonlinear load and to regulate the effective power delivery to the grid under changes in the wind speed or changes in load demand. The frame-angle control makes the WECS supplies the reactive power requirement of local load and makes the grid current at a unity power factor. Experimental analysis is conducted during steady-state and dynamic operating conditions.

APPENDIX

System Configuration:

The wind emulator consists of a DC motor with a DC drive coupled to PMSG. The wind emulator is connected to the grid/autotransformer through Vienna rectifier and a Semikron IGBT module as GSC. The MATLAB Simulink model is interfaced with the dSPACE 1104 controller to produce gate pulses. dSPACE controller is having an MPC8240 processor with PPC 603e core and on-chip peripherals. The gate pulses from the dSPACE controller are connected to the converters through 6N136 gate driver circuit. The parameters of different components of WECS are shown in Table 4.

TABLE 3. Performance comparison of frame-angle control and SRF control.

| Parameters | Frame angle-based | SRF control [25] |
|------------|------------------|------------------|
| Wind speed | 10 m/sec | 12 m/sec | 12 m/sec |
| Active power output from WECS | 399 W | 984 W | 469 W | 921 W |
| Reactive power output of the WECS | 102 W | 102 W | 82 W | 84 W |
| Active power output from grid | 500 W | 116 W | 630 W | 178 W |
| Reactive power output of the grid | 0 W | 0 W | 25 W | 21 W |
| THD of grid current (percentage) | <2.5 | <2.5 | (2.5-5) | (2.5-5) |
| THD of grid voltage (percentage) | <2 | <2 | (2.5-5) | (2.5-5) |

TABLE 4. Parameters of experimental prototype of WECS.

| Parameters | Value |
|------------|-------|
| DC Motor | 3hp |
| Nominal field voltage | 220 V DC |
| Nominal armature voltage | 220 V DC |
| DC Drive | |
| Input voltage | 230 V |
| Input current | 13 A |
| Output voltage | 200 V DC |
| Output current | 15 A |
| Switching frequency | 10 kHz |
| PMSG | |
| Rated power | 1 kW |
| Rated terminal voltage | 180 V |
| Rated frequency | 50 Hz |
| Pair of poles | 4 |
| Stator resistance | 0.52 Ω/phase |
| Stator inductance (Ld = Lq) | 3.35 mH/phase |
| MSC | |
| Line inductance | 3 mH |
| DC link Capacitance (C1=C2) | 22 μF |
| Hysteresis band | 0.1 |
| GSC | |
| Proportional constant Kp | 0.4 |
| Integral constant Ki | 0.23 |
| Grid | |
| PCC voltage | 110 V, 50Hz |
| Ripple filter (Rf, Cf) | 2.5 Ω, 10 μF |
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