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Abstract—In this paper, a level-wise mixture model (LMM) is developed by embedding visual hierarchy with deep networks to support large-scale visual recognition (i.e., recognizing thousands or even tens of thousands of object classes), and a Bayesian approach is used to adapt a pre-trained visual hierarchy automatically to the improvements of deep features (that are used for image and object class representation) when more representative deep networks are learned along the time. Our LMM model can provide an end-to-end approach for jointly learning: (a) the deep networks to extract more discriminative deep features for image and object class representation; (b) the tree classifier for recognizing large numbers of object classes hierarchically; and (c) the visual hierarchy adaptation for achieving more accurate indexing of large numbers of object classes hierarchically. By supporting joint learning of the tree classifier, the deep networks and the visual hierarchy adaptation, our LMM algorithm can provide an effective approach for controlling inter-level error propagation effectively, thus it can achieve better accuracy rates on large-scale visual recognition. Our experiments are carried on ImageNet1K and ImageNet10K image sets, and our LMM algorithm can achieve very competitive results on both the accuracy rates and the computation efficiency as compared with the baseline methods.

Index Terms—Large-scale visual recognition, level-wise mixture model (LMM), visual hierarchy adaptation, deep networks, tree classifier, Bayesian approach, object-group assignment matrix (group-object correlation matrix).

I. INTRODUCTION

By breaking the complex issue of feature learning into a set of small tasks hierarchically, deep learning [1], [2], [3], [4], [5] has demonstrated a divide-and-conquer process to learn more discriminative representations for large-scale visual recognition application: each neuron on the deep networks handles one small piece of the complex task for feature learning, and all these neurons can seamlessly collaborate to accomplish the complex task for feature learning in a coarse-to-fine fashion. For large-scale visual recognition application (i.e., recognizing thousands or even tens of thousands of object classes) [6], [7], [8], [9], [10], [11], [12], [13], the deep networks are usually trained in a supervised way by minimizing a flat loss function (such as cross-entropy). Some researchers have found that the neurons on the earlier layers of the deep networks are more ‘common’ but the neurons on the later layers are more ‘specific’ [14].

Even deep learning has achieved outstanding performances for many computer vision tasks, it still has room to improve: (1) strong inter-class visual similarities are typical in the domain of large-scale visual recognition especially when some object classes are fine-grained (visually-similar) [15], [16], [17], [18], but the N-way flat softmax classifier completely ignores the inter-task correlations; (2) ignoring the inter-task correlations completely may push the deep learning process away from the global optimum because the gradients of the joint objective function are not uniform for all the object classes, and such deep learning process may distract on discerning some particular object classes that are typically hard to be discriminated.

Another divide-and-conquer approach for supporting large-scale visual recognition is to leverage a pre-defined tree structure (visual hierarchy or concept ontology) [19], [20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33] to organize large numbers of object classes hierarchically. By training the tree classifier over a pre-defined tree structure hierarchically, the hierarchical visual recognition approach [34], [35], [36], [37] can provide multiple advantages: (a) Making coarse-to-fine predictions along a pre-defined tree structure can effectively rule out unlikely groups of object classes (i.e., irrelevant high-level nodes on the tree structure) at an early stage, thus it can achieve sub-linear computational complexity at test time; (b) For a given group (a high-level non-leaf node on the tree structure), the learning tasks for training the inter-related classifiers for its belonging fine-grained (visually-similar) object classes are strongly inter-related, thus multi-task learning can be used to train such inter-related classifiers jointly for enhancing their discrimination power [31], [32]; (c) For a given object class, the negative images for classifier training can be selected locally from other visually-similar object classes in the same group, and the issue of huge sample imbalance can be avoided effectively; (d) For a given group, its task space for object recognition is much smaller and uniform (i.e., distinguishing only a small number of fine-grained (visually-similar) object classes in the same group rather than separating all N object classes simultaneously [33]).

Based on these observations, it is very nature for us to ask ourselves the following question: how can we integrate these two divide-and-conquer approaches (deep learning and hierarchical visual recognition) and benefit from both of them to exploit better solutions for large-scale visual recognition?

In this paper, as shown in Fig. 1 a level-wise mixture model (LMM) is developed by using a tree classifier to replace traditional N-way flat softmax classifier in the deep networks,
where a visual hierarchy is embedded to: (a) organize large numbers of object classes hierarchically according to their inter-class visual similarities; (b) guide the process for joint learning of deep networks and tree classifier to make more effective splittings of the complex tasks for feature learning and hierarchical visual recognition. By leveraging group-object correlations (that are intuitively characterized by the visual hierarchy) to guide the process for jointly learning the deep networks and the tree classifier, our LMM model can boost the performance of large-scale visual recognition significantly and extract more robust and transferable features from the deep networks for image and object class representation. Because the deep features (outputs of the deep networks) are seamlessly integrated to learn the deep representations for large numbers of object classes and their inter-class visual similarities (that are used for constructing the visual hierarchy), the visual hierarchy should be adapted automatically when more representative deep networks are learned along the time, but it could be very expensive to reconstruct the visual hierarchy repeatedly. Based on this understanding, a Bayesian approach is further developed to effectively adapt the visual hierarchy during the end-to-end process for jointly learning the deep networks and the tree classifier.

In a summary, this paper has made the following contributions: (1) A level-wise mixture model (LMM) is developed to embed the visual hierarchy with the deep networks, so that we can leverage the group-object (inter-level) correlations (that are intuitively characterized by the visual hierarchy) to learn more representative deep networks and more discriminative tree classifier for supporting hierarchical visual recognition; (2) A Bayesian approach is developed to adapt the visual hierarchy to the improvements of deep class representations, e.g., learning more representative deep networks along the time may result in the improvements of the deep representations for large numbers of object classes and their inter-class visual similarities. Thus our LMM model can provide an end-to-end approach for jointly learning: (a) the deep networks to extract more discriminative features for image and object class representation; (b) the tree classifier (LMM model) for recognizing large numbers of object classes hierarchically; and (c) the visual hierarchy adaptation for achieving more accurate and hierarchical indexing of large numbers of object classes and identifying the tasks with similar learning complexities automatically. By supporting joint learning of the tree classifier, the deep networks and the visual hierarchy adaptation, our LMM algorithm can provide an effective approach for controlling inter-level error propagation effectively (i.e., inter-level error propagation is a critical issue for supporting hierarchical visual recognition[32], [33]). Our proposed algorithms have achieved very competitive results on ImageNet1K and ImageNet10K image sets as compared with the baseline methods.

The rest of this paper is organized as follows. Section II gives a brief review of the related works on deep learning, hierarchical visual recognition and tree structures. Section III introduces our level-wise mixture model (LMM) for learning the deep networks and the tree classifier jointly. Section IV describes our algorithm for visual hierarchy construction and adaptation. Section V provides our algorithm for learning the deep networks, the tree classifier (LMM model) and the visual hierarchy adaptation jointly in an end-to-end fashion. Our experimental results for algorithm evaluation are presented in Section VI and we conclude the paper and discuss the future works in Section VII.

II. RELATED WORK

Deep learning[1], [2], [3], [4], [5] has demonstrated its outstanding abilities on learning more discriminative features and boosting the accuracy rates for large-scale visual recognition significantly. By learning more representative features and a N-way flat softmax classifier in an end-to-end fashion, most existing deep learning schemes have made one hidden assumption: the tasks for recognizing all the object classes are independent and share similar learning complexities. However, such assumption may not be true in many real-world applications, e.g., strong inter-class visual similarities are typical in the domain of large-scale visual recognition especially when some object classes are fine-grained (visually-similar) [15], [16], [17], [18], but the N-way flat softmax classifier completely ignores the inter-task correlations. Ignoring the inter-task correlations completely may push the deep learning process away from the global optimum because the gradients of the joint objective function are not uniform for all the object classes, especially when they have different inter-class visual similarities and learning complexities, as a result, the deep learning process may distract on discerning some particular object classes that are typically hard to be discriminated.

For large-scale visual recognition application (i.e., some object classes could have strong inter-class visual correlations), it is very attractive to develop new algorithms to deal with the issue of huge diversity of learning complexities more effectively, so that our deep learning schemes can effectively accomplish the task of learning more discriminative deep representations for distinguishing visually-similar object classes effectively. A few attempts have recently been made to exploit the tree structures (both concept ontology and visual hierarchy) in the deep learning models[38], [39], [5], [40], [33]. By integrating deep learning with multi-task learning, deep multi-task learning have received many attentions recently by using the deep networks to learn more representative features and integrating multi-task learning tools to learn inter-related classifiers jointly for separating such fine-grained (visually-similar) object classes more effectively [41], [42], [43], [44], [45], [46], [47], [48], [49], [50]. Most existing deep multi-task learning techniques assume that all the tasks are equally related and they may completely ignore the significant differences on the inter-task relationships (inter-class visual similarities) among large numbers of object classes [51], [52], [53], [54], [55], e.g., some object classes may have much stronger inter-class visual similarities and not all of them have same strengths on their inter-class visual similarities.

One intuitive way for exploiting the inter-task relationships (inter-class visual similarities) is to integrate a tree structure to organize large numbers of object classes hierarchically, e.g., the tasks for training the classifiers for the fine-grained (visually-similar) object classes under the same parent node
The flowchart for embedding deep networks with visual hierarchy, where the tree classifier over the visual hierarchy is used to replace the traditional N-way flat softmax classifier.

By integrating a tree structure to organize large numbers of object classes hierarchically and supervise the hierarchical process for tree classifier training, the hierarchical visual recognition approach [55], [34], [35], [36], [37], [30], [40], can provide many advantages, but it may seriously suffer from the problem of inter-level error propagation: the mistakes for the parent nodes will propagate to their child nodes until the leaf nodes [30], [32]. In addition, most existing approaches for hierarchical visual recognition focus on leveraging hand-crafted features for tree classifier training, thus it is very attractive to invest how deep features can be leveraged to improve hierarchical visual recognition [40], [53].

Most existing approaches for hierarchical visual recognition are static, but the process for joint learning of deep networks and tree classifier for large-scale visual recognition application is open-ended and dynamic: the deep networks for image and object class representation and the tree classifier for large-scale visual recognition may be improved along the time, e.g., more representative deep networks and more discriminative tree classifier may be achieved when more training images are added and back-propagation operations are continuously performed to fine-tune the weights of the deep networks. Thus most existing approaches for hierarchical visual recognition may seriously suffer from the following problem: how to adapt the pre-trained tree structure (such as visual hierarchy) to the improvements of deep networks along the time? It is worth noting that the deep networks are used to obtain the deep representations for large numbers of object classes and their inter-class visual similarities that are used for visual hierarchy construction. Thus it is very attractive to develop new approaches for jointly learning the deep networks, the tree classifier and the visual hierarchy adaptation in an end-to-end fashion.

III. LEVEL-WISED MIXTURE MODEL (LMM)

Given N object classes being recognized, when a visual hierarchy is pre-trained for organizing N object classes hierarchically according to their inter-class visual similarities [32], [33], each level of the visual hierarchy can be treated as one particular partitioning $T_l$ of all these N object classes (i.e., assigning N object classes into a set of groups $T_l$ at the $l$th level of the visual hierarchy), followed by the distribution $P$: $X \rightarrow T_l$. $X$ is the deep feature space for the training image set $S$. $X = h(S, u)$, $u$ is the set of weights in the deep networks, $h(.)$ represents the mapping function of the deep networks, $N_l$ is the number of groups at the $l$th level of the visual hierarchy, the distribution can be computed by the last layer of deep neural network, for example Softmax layer.

For a given group with the label $t$ at the $l$th level of the visual hierarchy which contains $C_t$ object classes, the probability $P(y|t)$ for each of its $C_t$ object classes can simply be defined as: $P(y|t) = 1/C_t$, e.g., we assume that the probability $P(t|l, x, w^l_t)$ for the given group $t$ (at the $l$th level of the visual hierarchy) is equally distributed among all its $C_t$ object classes. Based on this assumption, for all the groups at the $l$th level of the visual hierarchy, the distribution over N object classes is defined as:

$$P(y|l, x, w^l) = \sum_{I(l)} I(t)P(t|l, x, w^l_t)P(y|t)$$  \hspace{1cm} (1)

where $w^l_t$ is the set of parameters for the node classifiers at the $l$th level of the visual hierarchy, $w^l_t = \{w^l_{t|l} \mid t \in T_l\}$. $T_l$ is the partitioning of N object classes at the $l$th level of the visual hierarchy, each layer classifier can be treated as an additional softmax layer over the deep networks, $I(t)$ is an indication function and it is true when the object class with the label $y$ belongs to the group with the label $t$, $P(t|l, x, w^l_t)$ is the distribution of the group $t$ in one particular partitioning $T_l$ at the $l$th level of the visual hierarchy with deep representation $x$. It’s worth noting that, we merging the deep neural network and the the Bayesian based Layer-wise Mixture Model by computing the probability $P(t|l, x, w^l_t)$ by deep network.

By introducing a latent variable $t$ to characterize the prior distribution over all the levels of the visual hierarchy, as shown in Fig. 3, $l \sim Cat(\theta)$, $l \in \{1, \ldots, L\}$, the mixture model $P(y|x, W)$ is defined for modeling the probability of the object class with the label $y$ given deep representation $x$:

$$P(y|x, W) = \sum_{l=0}^{L} \theta_l P(y|l, x, w^l)$$  \hspace{1cm} (2)

where $W$ is the set of parameters for all the node classifiers at different levels of the visual hierarchy, $W = \{w^l|l \in \{1, \cdots, L\}\}$, $\theta_l$ is the leveraging parameter that is used to measure the contributions or effects from the node classifiers.
Graph model for modeling the latent relationships between the object class \( y \) and the group \( t: l \sim \text{Cat}(\theta), t \sim DL(l, x), \Psi_t \sim \text{Dir}(\beta), \ y \sim \text{Cat}(\Psi_t) \).

at the \( l \)-th level of the visual hierarchy, \( L \) is the depth of the visual hierarchy, e.g., the total number of levels from the root node (which contains all these \( N \) object classes) to the leaf node (which contains only one particular object class).

By using our LMM model (tree classifier over the visual hierarchy) to replace traditional \( N \)-way flat softmax classifier, our deep networks for hierarchical visual recognition are shown in Fig. [1].

There are two significant differences between our deep networks and traditional deep CNNs [1]: (a) the tree classifier (LMM model) is used to replace the \( N \)-way flat softmax classifier, e.g., the tree classifier is defined as a set of node classifiers at different levels of the visual hierarchy; and (b) the group-class correlations (inter-level correlations) are leveraged to guide the process for jointly learning the deep networks and the tree classifier. Such group-object correlations (object-group assignments) are initially determined by a pre-trained visual hierarchy, and an object-group assignment matrix \( \Psi \) is further learned to measure such group-object (inter-level) correlations effectively (see Section IV). For a given group \( t \) at the \( l \)-th level of the visual hierarchy, a softmax output is used to model the probability \( P(t|l, x, w_l^t) \) for the object class with the deep representation \( x \) to be assigned into the given group \( t \).

After the deep networks and the tree classifier are learned jointly, for a given test image, it first goes through our deep networks to obtain its deep representation, and then such deep representation for the given test image goes through our tree classifier (our LMM model over the visual hierarchy) to obtain the prediction of its best-matching group \( t \) at each level of the visual hierarchy. The outputs from all these relevant node classifiers at different levels of the visual hierarchy are seamlessly integrated to produce the final prediction of the best-matching object class (at the bottom level of the visual hierarchy) for the given test image.

IV. VISUAL HIERARCHY ADAPTATION

To learn a pre-trained visual hierarchy for organizing \( N \) object classes hierarchically, we first need to calculate their inter-class visual similarities [32], [33]. For each object class, the deep networks are used to determine its deep representation from all its relevant images. The deep representation for each object class is simply obtained by averaging the deep features for all its relevant images [32], [33]. When such deep class representations are available for all these \( N \) object classes, we can further calculate a \( N \times N \) inter-class similarity matrix \( S \) and its component \( S_{ij} = S(c_i, c_j) \) is defined as:

\[
S_{ij} = S(c_i, c_j) = \exp \left( -\frac{d(x_i, x_j)}{\sigma} \right)
\]

where \( S(c_i, c_j) \) is the inter-class visual similarity between two object classes \( c_i \) and \( c_j \), \( d(x_i, x_j) \) is the distance between the deep class representations \( x_i \) and \( x_j \) for two object classes \( c_i \) and \( c_j \), \( \sigma \) is automatically determined by a self-tune technique. When the \( N \times N \) inter-class similarity matrix \( S \) is available, hierarchical clustering is performed to learn the pre-trained visual hierarchy [32, 33]. Two of our experimental results on learning the pre-trained visual hierarchy are shown in Fig. 3 and Fig. 4.

In the previous section, all the object classes are treated equally, e.g., we assume that all the object classes have been assigned into the best-matching groups correctly and thus they have similar values (strengths) of the group-object correlations (i.e., all of them have good object-group assignments). In the real-world situation, it could be very hard for the pre-trained visual hierarchy to achieve optimal assignments for all the object classes because of two reasons: (a) The deep features for object class representation may not be discriminative enough because the deep networks for feature learning could be under-trained at the beginning, e.g., the deep networks may be improved along the time and the deep representations for large numbers of object classes and their inter-class visual similarities may also be improved along the time and thus the visual hierarchy should be adapted automatically (i.e., the pre-trained visual hierarchy should be adapted to the
improvements of deep networks or deep class representations); (b) The hierarchical clustering technique, which is used for visual hierarchy learning, may make mistakes.

As a result, some object classes may have stronger group-object correlations (i.e., they are strongly related with their belonging groups) because they are assigned into their best-matching groups correctly. On the other hand, some object classes may have weaker group-object correlations (i.e., they are weakly related with their belonging groups) because these object classes are assigned into some groups incorrectly. Thus it is very attractive to develop algorithms for adapting the pre-trained visual hierarchy automatically to the improvements of the outputs of the deep networks (i.e., deep features for object class representation), e.g., learning more representative deep networks along the time may result in both the improvements of deep class representations and the changes of their inter-class similarity matrix \( S \) for visual hierarchy construction, which may further require the changes of the group-object correlations (e.g., the underlying object-group assignments should be improved adaptively).

In this work, a Bayesian approach is developed to estimate such group-object correlations accurately and adapt the pre-trained visual hierarchy to the improvements of the group-object correlations when more representative deep networks are learned along the time. We use an object-group assignment matrix \( \Psi \) to interpret the correspondences between the partitioning \( T_o \) of all the object classes at the \( l \)th level of the visual hierarchy and the labels for all its belonging object classes, \( \Psi \in R^{N_{o} \times N} \). \( \Psi_{t,y} \) represents the probability of the object class with the label \( y \) to be assigned into the given group with the label \( t \), noted as \( P(y|t) \). Given a pre-trained visual hierarchy, such object-group assignment matrix \( \Psi \) can automatically be determined and it can be initialized as described in Section III.

Our aim is to adapt the object-group assignment matrix \( \Psi \) automatically to the improvements of the outputs of the deep networks along the time. The method to sample the group label \( t \) for each image, then update \( \Psi \) according to the sampling results. The probability model for characterizing such object-group assignments is described in Fig. 2.

In this paper, Dirichlet-categorical model is used, \( \Psi_t \sim Dir(\beta), y \sim Cat(\Psi_t) \). The posterior likelihood of the group label \( t \) is obtained by integrating over the object-group assignment matrix \( \Psi \):

\[
P(t_i|T^{-i}, Y, X, l, \beta) \propto \frac{\Omega^{-i}_{t,y} + \beta_{y}}{\sum_{y} \Omega^{-i}_{t,y} + \beta_{0}} \times P(t_i|l, x_i, w_l^i) \]  \hspace{1cm} (4)

where \( t_i \) is the predicted group label for the image \( i \), \( y_i \) is the label of the object class for the image \( i \), \( Y \) is the set of all potential labels for the object classes, \( \{1, \cdots, N\} \), \( Y \) is the set of the labels for all the images in the training set, \( T^{-i} \) is the set of group labels for all the images in the training set except the label for the \( i \)th image, \( \beta_0 = \sum_{y} \beta_{y} \), \( \Omega \) is a count matrix, \( \Omega_{t,y} \) is the number of images with the group label \( t \) and the object class label \( y \) as defined in Eq. 5, \( \Omega^{-i}_{t,y} \) is a count matrix without counting the \( i \)th image.

\[
\Omega_{t,y} = \sum_{t=1}^{N} I(t \cap y) \]  \hspace{1cm} (5)

where \( \Xi \) is the total number of labeled training images.

Eq. (4) has two components; (a) The first component is proportional to the number of images in the object class \( y_i \) which are assigned into the group \( t \), e.g., more images in the group \( t \) come from the object class \( y_i \), higher possibility for the images from the object class \( y_i \) to be assigned into the group \( t \); (b) The second component is the prediction from the deep networks, e.g., it gives the probability for the image \( i \) with the deep representation \( x_i \) to be assigned into the group \( t \). The deep representation \( x_i \) for the image \( i \) may be improved during the iterative process for joint learning of deep networks and our LMM model (tree classifier). New group assignments for the object classes are obtained according to both the improvements of the deep class representations and the improvements of the inter-class similarity relationships for visual hierarchy construction.

The group-object correlation matrix (object-group assignment matrix) \( \Psi \) can be estimated automatically and its component \( \Psi_{t,y} \) is obtained as:

\[
\Psi_{t,y} = \frac{\Omega_{t,y} + \beta_{y}}{\sum_{y} \Omega_{t,y} + \beta_{0}} \]  \hspace{1cm} (6)

V. JOINT LEARNING OF TREE CLASSIFIER, DEEP NETWORKS & VISUAL HIERARCHY ADAPTATION

In this work, an end-to-end approach is developed to jointly learn: (a) the LMM model (the tree classifier over the visual hierarchy) for recognizing large numbers of object classes hierarchically; (b) the group-object correlation matrix (object-group assignment matrix) \( \Psi \) for visual hierarchy adaptation; and (c) the deep networks to extract more discriminative features for image and object class representation. Our joint learning algorithm is illustrated in Algorithm 1.

A. END-TO-END LEARNING OF LMM MODEL AND DEEP NETWORKS

Joint learning of the LMM model and the deep networks is treated as an issue of Maximum Likelihood Estimation (MLE). The hierarchical recognition error for training the tree classifier over the visual hierarchy can be minimized by maximizing the log likelihood. The set of parameters for the node classifiers at different levels of the visual hierarchy is denoted as \( W \), e.g., the tree classifier is represented as a set of node classifiers at different levels of the visual hierarchy. The weights for the deep networks are denoted as \( u \), which are used to extract the feature vector \( x \) for image and object class representation. The log likelihood as defined in Eq. (7) is used for training the tree classifier over the visual hierarchy:

\[
\mathcal{L}(W, u) = \log \left( \sum_{l=1}^{L} \theta_l \sum_{t \in T_l} P(t|l, x, w_l^i)P(y|t) \right) \]  \hspace{1cm} (7)

where \( w_l^i \) is the parameter of the node classifier for the group \( t \) at the \( l \)th level of the visual hierarchy, \( W \) is the set of parameters for all the node classifiers at different levels of the visual hierarchy, \( W = \{w_l^i, l=1\} \), \( w_l \) is the set of parameters for all the group classifiers at the \( l \)th level of the visual hierarchy, \( w_l = \{w_l^i, t \in T_l\} \), \( \theta_l \) is the leveraging parameter to measure the contributions or effects from the node classifiers at the \( l \)th level.
level of the visual hierarchy, \( T_l \) is used to note the particular partitioning of all the object classes at the \( l \)th level of the visual hierarchy (i.e., \( N_l \) groups at the \( l \)th level of the visual hierarchy), \( L \) is the depth of the visual hierarchy.

Given the log likelihood (joint objective function) \( L(W, u) \), all the parameters \( W \) for the node classifiers at different levels of the visual hierarchy and all the parameters (weights) \( u \) for the deep networks are learned by using stochastic gradient descent (SGD) \([57, 58, 59, 60]\). By maximizing the log likelihood (joint objective function) \( L(W, u) \) as defined in Eq. (7), our LMM algorithm can achieve a path-based approach for learning the tree classifier over the visual hierarchy, e.g., learning the set of parameters \( W \) for the tree classifier. By back-propagating the gradients \( \frac{\partial L(W, u)}{\partial W} \) of the objective function to fine-tune the weights \( u \) of the deep networks, our LMM algorithm can provide an end-to-end approach for learning the tree classifier and the deep networks jointly. Through the back-propagation process, our LMM algorithm can:

(a) advise some 'common' neurons on the deep networks to learn more discriminative features for supporting more effective separation of the group nodes at the \( l \)th level of the visual hierarchy; and
(b) guide some 'specific' neurons to learn more discriminative feature for achieving more accurate recognition of the fine-grained object classes at the bottom level of the visual hierarchy.

By fixing the group-object correlation matrix \( \Psi \) (i.e., fixing the object-group alignments or fixing the tree structure of the visual hierarchy), all the parameters \( W \) for the node classifiers at different levels of the visual hierarchy and all the parameters (weights) \( u \) for the deep networks are learned by maximizing the log likelihood \( L(W, u) \). The parameters of the tree classifier \( W \) are updated effectively by back-propagating the gradients \( \frac{\partial L(W, u)}{\partial W} \) over the relevant node classifiers on the visual hierarchy. The parameters (weights) for the deep networks are fine-tuned effectively by back-propagating the gradients \( \frac{\partial L(W, u)}{\partial u} \) of the objective function (log likelihood) over the deep networks. The computation efficiency of our LMM algorithms is very competitive compared with the traditional \( N \)-way flat softmax method as shown in Eq. (8).

\[
O(d \sum_{i}^{N} b_i) = O(d \frac{1 - b^{\log N}}{1 - b} + Nd) = O(Nd) \tag{8}
\]

where \( N \) is used to note the total number of object classes, \( d \) is used to note the dimension of the feature vector, \( b_i \) is used to note the number of branches for visual hierarchy construction.

### B. Back-Propagation Process

Given the log likelihood (joint objective function) \( L(W, u) \), the SGD method \([57, 58, 59, 60]\) is used to learn the tree classifier and the deep networks jointly: (a) The gradients of the log likelihood \( \frac{\partial L(W, u)}{\partial W} \) are calculated and such gradients are back-propagated to fine-tune the weights \( u \) of the deep networks.

\[
\frac{\partial L(W, u)}{\partial u} = \frac{\partial L(W, u)}{\partial x} \frac{\partial x}{\partial u} \tag{9}
\]

By maximizing the log likelihood \( L(W, u) \), our LMM algorithm can optimally minimize the hierarchical recognition error effectively, and learn a reliable group-object correlation matrix \( \Psi \) to control the inter-level error propagation effectively.

In our LMM model, for each node at the \( l \)th level of the visual hierarchy, a softmax output is used to estimate the probability \( P(t | x, w^{l}) \) for the image with deep representation \( x \) to be assigned into the group \( t \) at the \( l \)th level of the visual hierarchy. For a given image-class (feature-label) pair \((x_i, y_i)\), its group label \( t_i \) is defined as the ancestor for its object class \( y_i \) on the visual hierarchy:

\[
z^{l} = \text{Softmax}(w^{l} x_i + b^{l}) \tag{10}
\]

where \( w^{l} \) is the set of the parameters for all the node classifiers at the \( l \)th level of the visual hierarchy, \( b^{l} \) is the set of biases.

1) **Path-based Training of Tree Classifier:** In our path-based approach (our LMM model) for tree classifier training, the prediction probability \( P(y | x, W) \) of the object class \( y \) for the given image with deep representation \( x \) is obtained as:

\[
z = \sum_{l=1}^{L} \theta^{l} z^{l} \Psi^{l} \tag{11}
\]

where \( \theta^{l} \) is the leveraging parameter for characterizing the contributions or effects from the node classifiers at the \( l \)th level of the visual hierarchy, \( \Psi^{l} \) is used to note the group-object correlation matrix \( \Psi \) at the \( l \)th level of the visual hierarchy.
The hierarchical loss function for path-based training of the tree classifier is defined as the negative of the log likelihood:

$$L(W, u) = -\log z_y,$$  \hspace{1cm} (12)

The gradients of the softmax output for the node classifiers at the $l$th level of the visual hierarchy are obtained as:

$$\frac{\partial L(W, u)}{\partial z_{t_i}^l} = \frac{\partial L(W, u)}{\partial z_{y_i}} \frac{\partial z_{y_i}}{\partial z_{t_i}^l} = \theta_l^i \Psi_{t_i, y_i} \frac{\partial L(W, u)}{\partial z_{y_i}},$$ \hspace{1cm} (13)

where $\Psi_{t_i, y_i}$ is used to note the group-object correlation between the group $t$ at the $l$th level of the visual hierarchy and the object class with the label $y_i$. Such gradient $\frac{\partial L(W, u)}{\partial z_{t_i}^l}$ can be used to measure the effects on the improvements of the parameters of the node classifier for the group $t$ at the $l$th level of the visual hierarchy, and the weights of the deep network which are contributed by the softmax outputs at the $l$th level of the visual hierarchy. In Eq. (13), $\theta_l$ decides how much effect the given image $(x_i, y_i)$ can be added to the node classifiers at the $l$th level of the visual hierarchy. $\Psi_{t, y}$ decides how much effect from the group-object correlation can be added to the node classifier for the group $t$ at the $l$th level of the visual hierarchy. In the higher level of the visual hierarchy, if there is no adaptation on the object-group assignment matrix $\Psi$, Eq. (13) can be simplified as Eq. (14).

$$\frac{\partial L(W, u)}{\partial z_{t_i}^l} = \theta_l^i \Psi_{t_i, y_i} \frac{\partial L(W, u)}{\partial z_{y_i}} = \theta_l^i \frac{\partial L(W, u)}{\partial z_{y_i}} \frac{C_{t_i}^l}{\partial z_{y_i}},$$ \hspace{1cm} (14)

where $C_{t_i}^l$ is used to note the number of object classes for the group $t$ at the $l$th level of the visual hierarchy when the given image $i$ is assigned into $l$. For the gradients derived from the softmax outputs of the node classifiers at the $l$th level of the visual hierarchy, back-propagation is used to leverage such gradients to update the parameters of the node classifier for the current node, and thus the corresponding modification on the classifier parameter $\Delta w_t^l$ for the current node (i.e., group $t$ at the $l$th level of the visual hierarchy) is defined as:

$$\Delta w_t^l = \epsilon \frac{\partial L(W, u)}{\partial w_t^l} = \epsilon \frac{\partial L(W, u)}{\partial z_{y_i}} \frac{C_{t_i}^l}{\partial w_t^l},$$ \hspace{1cm} (15)

where $\epsilon$ is used to note the learning rate. Such gradients for the $l$th level of the visual hierarchy are further used to update the classifier parameters for the lower-level nodes until the most relevant leaf nodes, which treat the group $t$ as their ancestor on the visual hierarchy. The gradients of the softmax output for the node classifiers at the bottom level of the visual hierarchy (i.e., for the object classes) are obtained as:

$$\frac{\partial L(W, u)}{\partial z_{t_i}^{l_{\text{bottom}}}} = \theta_l^{t_i} \frac{\partial L(W, u)}{\partial z_{y_i}},$$ \hspace{1cm} (16)

where $\theta_l^{t_i}$ is the leveraging parameter to measure the effects or contributions from the node classifiers at the bottom level of the visual hierarchy, $t_i$ is used to note the group at the bottom level of the visual hierarchy. At the bottom level of the visual hierarchy, each object class is treated as one single group, thus the group label for the bottom level $t_i^{l_{\text{bottom}}}$ is the same object class label $y_i$ for the given image $i$.

Our path-based approach can control the inter-level error propagation effectively: (a) For a given group $t$ at the $l$th level of the visual hierarchy, the gradients of its node classifier as defined in Eq. (13) are used to update both the classifier parameters for itself and the classifier parameters for the lower-level nodes until the most relevant leaf nodes, which treat the group $t$ as their ancestor on the visual hierarchy; (b) For a given object class $y$ at the bottom level of the visual hierarchy, $\Psi_{t_i, y_i} = 1$, if $t = y$, else $\Psi_{t_i, y_i} = 0$, the gradients of its node classifier as defined in Eq. (13) are used to update only the classifier parameters for itself.

2) Fine-tuning Network Weights: The gradients derived from all the softmax outputs at different levels of the tree classifier (our LMM model) are then integrated to update the weights of the deep networks as given Eq. (17).

$$\frac{\partial L(W, u)}{\partial x_i} = \sum_t \left\{ \theta_t^i \frac{\partial L(W, u)}{\partial z_{y_i}} \frac{C_{t_i}^l}{\partial x_i} \right\},$$ \hspace{1cm} (17)

where $\sum_t \theta_t^i = 1$, $\theta_l^i$ is the leveraging parameter to measure the effects or contributions from the node classifiers at the $l$th level of the visual hierarchy. If $\theta_l^{l_{\text{bottom}}} = 1$, our LMM model is exactly the same as the traditional $N$-way flat softmax model.

Without using non-overlapping constraint but with adaptation on the group-object correlation matrix $\Psi$, the derivative from our overall model is shown in Eqs. (18) (19).

$$\Delta w_t^l = \epsilon \sum_{i'} \left\{ \theta_t^i \frac{\partial L(W, u)}{\partial z_{y_i}} \frac{C_{t_i}^l}{\partial w_t^l} \right\},$$ \hspace{1cm} (18)

$$\frac{\partial L(W, u)}{\partial x_i} = \sum_l \sum_t \left\{ \theta_t^i \frac{\partial L(W, u)}{\partial z_{y_i}} \frac{C_{t_i}^l}{\partial x_i} \right\},$$ \hspace{1cm} (19)

By adapting the group-object correlation matrix and integrating back-propagation to leverage the gradients of the log likelihood (the objective function for tree classifier training) to fine-tune the weights of our deep networks, our LMM algorithm can provide an unique process for jointly learning: (a) the deep networks for image and object class representation; (b) the tree classifier (LMM model) for recognizing large numbers of object classes hierarchically; and (c) the visual hierarchy adaptation for achieving more accurate and hierarchical indexing of large numbers of object classes. By jointly learning the visual hierarchy adaptation, the tree classifier and the deep networks in an end-to-end fashion, our LMM algorithm can provide an effective solution for controlling inter-level error propagation effectively and achieve better accuracy rates on large-scale visual recognition.

C. Visual Hierarchy Adaptation

First, the group-level labels for the images and the group-object correlation matrix (object-group assignment matrix) $\Psi$ are initialized by the pre-trained visual hierarchy as described in Section III. The group-object correlation matrix $\Psi$
TABLE I
The performance comparison between our LMM algorithm and the baseline method. Notations: P: group-object correlation matrix \( \Psi \) modification, TC: tree structure updating, w/ with, w/o: without.

| Method            | Prediction error (Top k) |
|-------------------|-------------------------|
|                   | 1           | 3           | 5           |
| baseline          | 45.13%     | 32.93%     | 21.67%     | 15.21%     |
| LMM               | 45.05%     | 33.30%     | 21.64%     | 15.08%     |
| LMM w/P, w/o TC   | 44.64%     | 32.93%     | 21.24%     | 14.87%     |
| LMM w/P,TC        | 44.29%     | 32.65%     | 21.26%     | 14.86%     |

is adapted to the improvements of the outputs of the deep networks as described in Section VI.

Without any constraint, our Bayesian approach may result in an overlapping tree structure (i.e., some uncertain object classes can be assigned into multiple groups simultaneously rather than one single group). In our LMM model, it is really simple to cut the overlapped branches by using a non-overlapping constraint: \( \Psi_{t,y} = 0 \), where \( \Psi_{t,y} \neq \max_{i} \Psi_{t,y} \).

D. Deep Learning with Regularization

The process for joint learning of deep networks and tree classifier can also be treated as the process of maximizing a posteriori estimation (MAP). The prior for the set of the parameters \( W \) (for all the node classifiers at different levels of the visual hierarchy) is chosen as Gaussian distribution with diagonal covariance. For example,

\[
w_i \sim \mathcal{N} \left( 0, \frac{1}{\alpha} I \right), \quad w_i \in W
\]

To learn the deep networks and the tree classifier jointly, we can maximize the log posterior likelihood:

\[
\max_{W} \{ \mathcal{L}'(W, u) \} = \max_{W} \{ \log P(y|x, W) + \log P(W) \}
\]

\[
= \max_{W} \left\{ \log P(y|x, W) - \frac{\alpha}{2} \|W\|^2 \right\}
\]

The first term in Eq. (21) is same as that in Eq. (7). The second term is L2-norm regularization over the classifier parameter \( W \), which is used to control over-fitting and learn more discriminative tree classifier. Eq. (21) can be used to replace Eq. (7) in Algorithm 1.

VI. EXPERIMENTAL RESULTS FOR ALGORITHM EVALUATION

Our experiments are carried over two image sets: ImageNet1K and ImageNet10K. ImageNet1K image set contains 1,000 object classes, which are mutual exclusive or overlap but not subsumption in the semantic space. As shown in Fig. 3 the visual hierarchy is pre-trained to organize 1,000 object classes hierarchically. ImageNet10K image set contains 10,184 image categories, which come from different levels of the concept ontology and some of them could be subsumption of others, e.g., not all of these 10,184 image categories are semantically atomic (mutually exclusive) because some of them are from the high-level non-leaf nodes of the concept ontology and they are not semantically atomic with others. Thus the concept ontology is incorporated to decompose such high-level image categories (from the non-leaf nodes of the concept ontology) into multiple object classes (at the leaf nodes of the concept ontology), and 7,756 object classes are finally identified for ImageNet10K image set. As shown in Fig. 5 the visual hierarchy is also pre-trained to organize 7,756 object classes hierarchically.

We have compared our LMM algorithm with the baseline method [1], [61] and our comparison experiments focus on evaluating multiple factors: (a) whether our LMM algorithm can control the inter-level error propagation more effectively as compared with other baseline methods and achieve better accuracy rates on large-scale visual recognition; (b) whether our LMM algorithm can jointly learn the tree classifier, the deep networks and the visual hierarchy adaptation effectively; and (c) whether our LMM algorithm can achieve higher prediction confidences.

Our experiments are implemented on Theano [62], with one GPU NVIDIA GTX 980i. In our experiments, the learning rate is set as 0.0001, the dropout rate is set as 0.5 to prevent over-fitting. We take an initial from Theano Alexnet pre-trained [61].

A. Experimental Results on Imagenet1K

For the ImageNet1K image set, a deep CNNs with a N-way flat softmax classifier is first trained as the baseline [1], [61]. Second, our LMM model (tree classifier) is trained by using a pre-trained visual hierarchy (without modifying the group-object correlation matrix \( \Psi \) along the time). Third, our LMM model is trained with modifications on the group-object correlation matrix \( \Psi \). Finally, our LMM model is trained by jointly learning the deep networks, the tree classifier, and the visual hierarchy adaptation in an end-to-end fashion. The experimental results on the average accuracy rates are shown in Table II, one can easily observe that: (a) our LMM algorithm can successfully outperform the baseline method; (b) When our LMM algorithm jointly learns the deep networks, the tree classifier, and the visual hierarchy adaptation in an end-to-end fashion, it can achieve the best performance.

The comparisons on the accuracy rates are shown in Fig. 5 for all these 1,000 object classes in the ImageNet1K image set, 56% object classes have obtained better accuracy rates by using our LMM model, 19% object classes remain no obvious changes on their accuracy rates, 25% object classes loss more than 1% accuracy rates. Some visual recognition examples and
their confidence scores are shown in Fig. 6, Fig. 7 and Fig. 8. From these experimental results, one can observe that our LMM algorithm can achieve more accurate recognition with higher confidence scores.

1) Accuracy Rates vs. Learning Complexities: As we mentioned before, one goal for embedding the visual hierarchy with the deep networks is to deal with the issues of strong inter-class visual similarities and diverse learning complexities for large-scale visual recognition. Thus it is very attractive to develop new algorithms to: (a) separate such visually-similar object classes with similar learning complexities from others; and (b) train the inter-related classifiers for such visually-similar object classes jointly. By integrating the visual hierarchy to assign the visually-similar object classes into the same group, our LMM algorithm can learn their inter-related classifiers jointly. Because such visually-similar object classes share similar learning complexities, the gradients of their joint objective function are more uniform and homogeneous, so that the back-propagation process can easily stick on reaching a global optimum effectively. As a result, our LMM algorithm can achieve higher accuracy rates on distinguishing such visually-similar object classes which are typically hard to be separated.

Because the deep networks and the tree classifier may not be discriminative enough at the beginning or the pre-trained visual hierarchy may make wrong assignments for some object classes, our LMM model may have low accuracy rates for these object classes which are initially assigned into wrong groups because their deep class representations are not discriminative enough at the beginning. After few iterations, the accuracy rates for these object classes can be improved significantly when they are finally re-assigned into their best-matching groups correctly. The reason for such improvements is that our LMM model can jointly learn the deep networks, the tree classifier and the visual hierarchy (i.e., the object-group assignment matrix), thus they can be improved simultaneously, e.g., more accurate deep class representations (more representative deep networks) can result in more accurate assignments of object classes (more accurate visual hierarchy) and learn more discriminative tree classifier. The names for some of those object classes with improved accuracy rates are listed in Table III.

In Fig. 9, we illustrate our experimental results for 4 groups with different numbers of visually-similar object classes. From these experimental results, one can observe that there have good correspondences between the accuracy rates for object recognition and the strengths of the group-object correlations. From these experimental results, one can observe that: (a) The object classes, which have large values (strengths) of group-object correlations at the beginning, may have small improvements on their accuracy rates along the time because they have already been assigned into their best-matching groups correctly; (b) The object classes, which have low values (strengths) of group-object correlations at the beginning, may have big improvements on their accuracy rates along the time when more representative deep networks are learned and they are finally re-assigned into their best-matching groups correctly.

The reasons are that: (a) The object classes, which have large values (strengths) of group-object correlations at the beginning, have already been assigned into their best-matching groups correctly by the pre-trained visual hierarchy, and the deep representations for those object classes have already been exploited for training the group-level classifiers effectively and thus they may have less contributions on improving the accuracy rates at the group level; (b) The object classes, which have low values (strengths) of group-object correlations at the beginning, may initially be assigned into wrong groups by the pre-trained visual hierarchy and can be re-assigned into their best-matching groups correctly because of visual hierarchy adaptation, and thus those re-assigned object classes may have more contributions on improving the group-level classification performance along the time. Thus the object classes, which have low values (strengths) of group-object correlations at the beginning, could have significant improvement on the accuracy rates at the object class level.

Overall, by leveraging the visual hierarchy to assign the visually-similar object classes with similar learning complexities into the same group and learn their inter-related classifiers jointly, the gradients of their joint objective function are more uniform and homogeneous, thus our LMM algorithm can obtain global optimum effectively and result in more discriminative tree classifier for large-scale visual recognition.

2) Prediction Confidences: For large-scale visual recognition application, it is also very important to evaluate the confidences of the predictions for object recognition. As shown in Fig. 6, Fig. 7 and Fig. 8 by assigning the visually-similar object classes with similar learning complexities into the same group and learning their inter-related classifiers jointly, our LMM model can obtain higher prediction confidence scores as compared with the baseline method.

3) Visual Hierarchy Adaptation and Object-Group Re-assignment: The effects of visual hierarchy adaptation are evaluated by comparing multiple approaches: (1) our LMM model with an initial group-object correlation matrix Ψ (provided by a pre-trained visual hierarchy); (2) our LMM model with modification of group-object correlation matrix via visual hierarchy adaptation; and (3) our LMM model with modification of group-object correlation matrix and non-overlapping constraint. The names of object classes in the group are shown in Table II, the names of the object classes which are initially assigned into that group are listed in red background in Table II. The re-assignments of the object classes from our visual hierarchy adaptation method are listed in Table II. The names listed in the blue box are the new object classes which are re-assigned into this particular group and only 20% object classes are re-assigned because of visual hierarchy adaptation, thus the pre-trained visual hierarchy can achieve reasonable performance on assigning the visually-similar object classes with similar learning complexities into the same group.

4) Inter-Class Separability Enhancement: By assigning the visually-similar atomic object classes with similar learning complexities into the same group, as shown in Fig. 10 our LMM algorithm can significantly enhance their inter-class separability by focusing on learning more discriminative deep representations and node classifiers to enlarge their inter-
Table II

Reassignment of the object classes for group No.4: Object classes in red are initially assigned into group No.4 by the pre-trained visual hierarchy, object classes in blue box are new ones which are re-assigned into group No.4 because of visual hierarchy adaptation.

Barrow, bicycle-built-for-two, bobsled, canoe, dogsled, football helmet, go-kart, jinrikisha, lawn mower, moped, motor scooter, mountain bike, paddle, puck, rugby ball, ski, snowmobile, tricycle, unicycle, ballplayer

Basketball, croquet ball golf cart, swing, volleyball

Chain saw, crash helmet, parachute, stretcher
### TABLE III
The lists of object classes with increased and decreased accuracy rates when more representative deep networks are learned along the time.

| High correlation (>0.4) | Accuracy Increased (>0.05) | Accuracy decreased (<0.0) |
|-------------------------|-----------------------------|--------------------------|
| great white shark, tiger shark, electric ray, stingray, brambling, goldfinch, junco, indigo bunting, robin, bubul, green lizard, green snake, water snake, green mamba, sidewinder, ruffed grouse, partridge, loriikeet, hornbill, red-breasted merganser, wombat, black stork, little blue heron, European gallinule, red-backed sandpiper, dowitcher, oystercatcher, Rhodesian ridgeback, beagle, English foxhound, Irish hound, American Staffordshire terrier, Chesapeake Bay retriever, Appenzeller, bull mastiff, Great Dane, Saint Bernard, Eskimo dog, malamute, red wolf, dhole, grey fox, leopard, ground beetle, long-horned beetle, grasshopper, cockroach, monarch, marmot, mink, black-footed ferret, guenon, patas, langur, howler monkey, African elephant, bathtub, jimrikisha, mountain bike, police van, sarong, screen, snowmobile, submarine, toyshop, plate, lakeside |
| European fire salamander, spotted salamander, leatherback turtle, mud turtle, peacock, fiddler crab, spiny lobster, hermit crab, king penguin, Bedlington terrier, Scotch terrier, Gordon setter, Irish wolf spaniel, affenpinscher, Pomeranian, keeshond, Brabancon griffon, sloth bear, hippopotamus, barber chair, baseball, chain saw, chime, forklift, French horn, guillotine, hourglass, maraca, ocarina, parking meter, pedestal, pinwheel, reflex camera, rotisserie, school bus, tennis ball, warplane, wing, volcano |
| chickadee, bald eagle, American chameleon, vine snake, night snake, horned viper, wolf spider, tuskor, spoonbill, crane, pelican, Chihuahua, basset, bloodhound, Walker hound, redbone, Saluki, English setter, Cardigan, tiger cat, lynx, leaf beetle, weevil, cricket, leaffhopper, cabbage butterfly, beaver, weasel, polecat, macaque, colobus, altar, analog clock, bakery, bookshop, cab, cloak, confectionery, desktop computer, dining table, dock, dome, drilling platform, gown, grocery store, handkerchief, lawn mower, library, minivan, mitten, moped, palace, pickup, pillow, purse, quilt, rocking chair, screwdriver, shield, soup bowl, triumphal arch, tub, yawl, ice cream, potpie |
| great grey owl, bullfrog, Gila monster, triceratops, scorpion, centipede, rock crab, isopod, Irish setter, komondor, giant panda, assualt rifle, backpack, bikini, bullet train, dumbbell, electric guitar, grille, honeycomb, mountain tent, oil filter, Polaroid camera, projectile, remote control, running shoe, sandal, sliding door, space bar, stethoscope, vacuum, cardoon, geysyer, gyromitra |

![Fig. 9. The experimental results for 4 groups of object classes on their correspondences between the accuracy rates for object recognition and the strengths of the group-object correlations.](image1)

![Fig. 10. The comparison on the inter-class separability for the visually-similar object classes in the same group.](image2)

B. Experimental Results on ImageNet10K

For the ImageNet10K image set, we take the parameters from the deep networks, which are already trained for the ImageNet1K image set, as the initials. We then use the images from ImageNet10K to train our LMM model. We have evaluated several kinds of initials, such as the baseline method [1], [61] and our LMM model. We finally find that taking the parameters in our LMM model (which is already trained for ImageNet1K image set) to initialize our deep networks for ImageNet10K image set can allow us to achieve the best performance.
The performance comparison between multiple approaches over the ImageNet10K image set.

| Method               | Prediction error (Top k) |
|----------------------|--------------------------|
|                      | 1           | 2           | 5           | 10          |
| N-way Softmax        | 70.30%      | 60.53%      | 47.99%      | 39.20%      |
| one-level LMM        | 69.60%      | 59.13%      | 46.87%      | 38.82%      |
| two-level LMM        | 69.50%      | 59.30%      | 46.87%      | 38.07%      |

Because the training cost for the ImageNet10K image set is very high, we only perform our LMM method over one visual hierarchy whose number of branch at each node is 100 (i.e., each parent node contains 100 sibling child nodes). We have also compared our LMM algorithm over the ImageNet10K image set under the following settings: (a) N-way flat softmax classifier [1, 61]. (b) One-level LMM model: each group contains only one object class. The group-object correlation matrix is same as the confusion matrix between all the object classes, \( \Psi \in R^{N \times N} \). (c) Two-level LMM model: one level for coarse-grained groups and one level for the visually-similar object classes. The experimental results on average accuracy rates are listed on Table IV, one can observe that our LMM algorithm can successfully outperform the N-way flat softmax classifier. The comparisons on the accuracy rates are shown in Fig. [11] for all these object classes in the ImageNet10K image set, 68% object classes have obtained better accuracy rates by using our LMM model, 19% object classes remain no obvious changes on their accuracy rates, 13% object classes lose more than 1% accuracy rates.

By integrating the visual hierarchy to assign the visually-similar object classes into the same group, such visually-similar object classes in the same group may share similar learning complexities, thus the gradients of their joint objective function are more uniform and homogeneous, so that our LMM algorithm can easily stick on reaching a global optimum effectively and achieve higher accuracy rates on large-scale visual recognition.

VII. Conclusions and Future Works

A level-wise mixture model (LMM) is developed in this paper to boost the performance of large-scale visual recognition. Our LMM model can provide an end-to-end approach to jointly learn the deep networks for image and object class representation, the tree classifier for recognizing large numbers of object classes hierarchically and the visual hierarchy adaptation for achieving more accurate and hierarchical indexing of large numbers of object classes, thus our LMM algorithm can also provide an effective approach for controlling inter-level error propagation effectively and achieve better accuracy rates on large-scale visual recognition. By seamlessly integrating two divide-and-conquer approaches (deep learning and hierarchical visual recognition), we have found that these two approaches can benefit from each other to exploit better solutions for large-scale visual recognition. Our experimental results on ImageNet1K and ImageNet10K image sets have demonstrated that our LMM algorithm can achieve competitive results on the accuracy rates as compared with the baseline.

Many other deep networks, such as VGG [2], GoogleNets [3], Resnet [4], have successfully designed to recognize 1,000 object classes. Thus it is very attractive to leverage these successful designs of deep networks [2, 3, 4] to configure our deep networks and evaluate the performances of our LMM algorithm when different types of deep networks are used. Because these complex deep networks [2, 3, 4] have achieved better performance than AlexNet [1, 63], [63] used in this paper, we can expect that using these complex deep networks can allow our LMM algorithm to achieve higher accuracy rates on large-scale visual recognition.
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