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I present a scheme of drawing causal diagrams based on physically motivated mathematical models expressed in terms of temporal differential equations. They provide a means of better understanding the processes and causal relationships contained within such systems.

I. INTRODUCTION

This paper presents a systematic way of making diagrammatic representations of causal physical models. The premise follows that due to the presentation of Kinsler [1], with a notion of causality being linked to the existence of temporal derivatives in physical models based on differential equations. Whilst many other approaches to causality are both useful and relevant to many areas, the one here is chosen to be simple and direct: it analyses the causal properties of an existing model, and acts as a guide for the construction of models consistent with its principles.

The original motivation for these diagrams was in analogy with the fishbone-like Ishikawa diagrams [2], used in business, and created by Kaoru Ishikawa in order to identify the origins of a particular effect. However, unlike in business where the analysis, no matter how carefully undertaken, is far from being completely specified, in physical diagrams I can add features to precisely represent the physical model. Note that a simple way to "physicsify" Ishikawa diagrams had been implemented by Thomas Wong [3], in a third year undergraduate essay project at Imperial College London which I proposed and then supervised in 2015.

The diagramming process introduced here is distinct from that used in standard block diagrams [4]. In block diagrams, elements have specified and defined inputs and outputs; whereas in my scheme each node indicates what modifies the quantity of interest. Further, block diagrams emphasizes solutions (e.g. by representing integrators) or frequency domain properties; whereas my aim is to emphasize on-going dynamical behaviour. In particular, block diagrams often loop outputs back to inputs to represent feedback, whereas here such loop-like constructions would represent non-causal behavior.

Another type of diagrams used in causal analyses are "directed acyclic graphs" (DAGs), and in addition to more technical aspects [5] have been proposed as a methodology to assist draw causal inferences from non-experimental data (see e.g. [6]). When applied in the contexts for which they are intended, which is not usually for physical modelling, they are a valuable tool for investigating and clarifying causal relationships. One of the promotional points about DAG’s is that they are a mathematics-free method that relies on graphical rules for their construction. However, as a theoretical physicist, I would prefer any graphical rules to also be a re-representation of a specific mathematical model – and this indeed is the case for the diagrams I propose here. Thus my proposed diagrams do not only say “this causes an effect on that”, but also contain a mathematical specification of it. Nevertheless, one might start by constructing a diagram for a causal physical model in a DAG-like way, based on expectations of cause and effect. Then, subsequently, this could be augmented with the diagrammatic notation introduced here to specify it more exactly; although note that DAGs whilst can be (and are) explicitly associated with a labelling of cause and effect, they do not have the same sense of temporal dynamics as do many physical theories. For example, a causal DAG has no way, without an augmentation such as the addition of temporal labelling, of diagramming an oscillatory system.

In section II I present the basic core diagrammatic language, consisting of arrows and dots and how they relate to simple temporal differential equations. This is followed in section III by extensions allowing multipliers, parameters, and other operators to be added to the diagrams by adding labelled boxes, as well as how quantities that affect themselves should be shown. In section IV I add an optional arrowhead notation to simplify the inclusion of spatial derivatives, and remark on how simple second order wave equations can be drawn. After that, in section V I show and discuss interconnected systems such as wave models, and in particular how the macroscopic Maxwell’s equations can be diagrammed. Finally, I conclude in section VII.

II. CORE DIAGRAMS

As defined by Kinsler [1], the simplest possible causal model for the behaviour of some quantity \( R \) under the influence of a stimulus \( Q(t) \), is the temporal differential equation

\[
\frac{dR}{dt} = \partial t R = Q(t),
\]

(2.1)

although we might also straightforwardly generalize this to models with \( n \)-th order time derivatives as

\[
\frac{d^n R}{dt^n} = \partial^n t R = Q(t).
\]

(2.2)

Note that even though here \( Q(t) \) is some function of all time, and might even have been defined in advance in some predetermined way, the current value of \( R \) is only determined by the current or past values of \( Q \). In more complicated models,
it may also be that the stimulus $Q$ is (or is calculated from) some other quantity which has its own dynamical behaviour.

For these simple cases, the core diagrams denote each causal relationship by means of a simple vertex with a dot or filled circle. We denote any quantities that are evolving in time, i.e. that are being affected with horizontal lines going from left to right. Other stimuli (causes) that affect it come in as diagonal arrows pointing either up-right or down-right.

In fig. 1 we show the most primitive vertex with a known stimulus $Q$ driving first-order temporal changes in $R$. If the model has higher order time derivatives, the “dot” vertex is augmented by one extra circle per extra time derivative. It is important to note that the time derivative or derivatives are only denoted by the dot and its surrounding circles (if any), and not by the arrowhead. In fact, from a purely diagrammatic perspective we could dispense with the arrowhead entirely. However it helps reinforce the intent that time is advancing as we move from left to right across the page, and that some stimuli (written $Q$ in the above) is applied and drives changes in a quantity of interest ($R$ above).

### III. SCALINGS AND COMBINATIONS

Sometimes – or indeed typically – the various “cause” stimuli we might use are scaled or changed versions of other quantities or stimuli in the model, so on fig. 2 we show how to diagram such cases. Note that the box notation used here could also be used instead of the varied arrowheads suggested below as a shorthand for common spatial derivative terms.

For a a system influenced by two different stimuli, e.g. $S$ and $Q$, the causal diagram is shown on fig. 2 where we just put the mathematical terms in a box where they can be easily read and understood. We might say that these boxed quantities tell us how the stimuli/causes $S, Q$ are “conditioned” before altering the behavior of the quantity $R$. While these conditioning (boxed) terms are, in terms of our model, completely specified, the physical processes they represent are very likely to be very complicated. If we were to develop a causal model that explained the $f(Q)$ term in fig. 2, for example, it may well generate a complicated interconnected mesh-like diagram involving a variety of relevant quantities and/or stimuli.

Note that to avoid ambiguity it is necessary to put the full expression in each conditioning box. For example, in fig. 2 we must write $-\mu S$ in the box(es) conditioning $S$. If we were to put only $-\mu$ and assumed that a multiplication by $S$ was implied, an alternate conditioning term $-\mu U^2$ derived from a stimulus $U$ would require us to put the potentially confusing $-\mu U$ in the box.

Many quantities of interest have behaviour that depends on their current state – a simple driven, linearly damped system is one such. For a loss parameter $\gamma$ and driving term $F$, the causal diagram is shown on the left hand side of fig. 3. The Lorentz oscillator model in fig. 3 is a little more complicated. It has two parts – a first derivative “loss” part with $\partial_t R \propto -\gamma R$ needs to be added to a second derivative “oscillation & driving” part with $\partial^2_t R \propto -\alpha^2 R + F$. To do this we turn the first part also into a second derivative, i.e. $\partial^2_t R \propto -\gamma \partial_t R$, to give the expected (Lorentz) sum,

$$\partial^2_t R = -\gamma \partial_t R - \alpha^2 R + F. \quad (3.1)$$

The outer circle, denoting the second derivative effects, is here drawn much larger than in fig. 3 because of the need to visually distinguish between the effect of the loss term whose net effect is first order ($\sim \partial_t R$) and the oscillation and driving terms whose net effects are second order ($\sim \partial^2_t R$).

Other systems we might make diagrams for are simple waves. In a scalar wave, the temporal response of the wave amplitude depends on the spatial changes in profile of the
wave. Two common cases are ones with first order time derivatives, such as the Schrödinger wave equation, and those with second order time derivatives, such as the Helmholtz equation. Shorn of any parameters such as wave speeds in order to simplify the diagrams, these are shown on fig. 4.

\[
\frac{\partial R}{\partial t} = \nabla \cdot R \\
\frac{\partial^2 R}{\partial t^2} = \nabla \cdot \nabla R
\]

FIG. 4: Simple single-field second order wave equations, where a scalar field quantity \( R \) acts on itself after conditioning: variation in its spatial profile causes changes in the temporal evolution. On the left hand side we have diagrammed a diffusion or Schrödinger-like equation, with their characteristic single time derivatives, whereas on the right hand side we have a Helmholtz-like equation. As usual, the spatial gradient operator is defined with \( \nabla = (\partial_x, \partial_y, \partial_z) \).

IV. SPATIAL DERIVATIVES

As we saw in the latter part of the previous section, and indeed in many interesting physical systems, the “cause” affecting the quantity of interest is a spatial derivative of some kind. It is therefore useful to utilize a shorthand notation of different arrowhead types to denote the three vector calculus spatial derivatives of interest, which we denote by using different kinds of arrowhead, as shown on fig. 5.

\[
\delta R = \nabla \cdot R \\
\delta^2 R = \nabla \cdot \nabla R
\]

FIG. 5: Simple vertices involving spatial derivatives; with an open arrowhead for the usual gradient (\( \nabla \)), a closed arrowhead for the divergence (\( \nabla \cdot \)), and a diamond arrowhead for the curl (\( \nabla \times \)). Here, a boldface symbol denotes a vector quantity.

For multiple derivatives, we can simply stack the arrowheads up in the correct order, which is the order in which the operator they represent is applied to \( Q \), as seen on fig. 6 and fig. 7. Further, we can re-diagram the wave models of fig. 4. The result of this process is shown on fig. 8, where simple parameters, a wave speed \( c \) and a length scale \( \Lambda \) are also included. Note the ordering of the box and arrowheads in relation to the equation. As we follow the “cause” line, we meet the boxes first (so that e.g. \( R \rightarrow c^2 R \)), and then the derivative arrowheads (so that \( c^2 R \rightarrow \nabla \cdot \nabla (c^2 R) \)).

At this point we have all the tools necessary to draw causal diagrams of any physical model, at least in principle. However, in the next section I will apply the concept to some more specific models in order to see how the method works out in practice. One point to note is that is can be tricky, especially in models with multiple quantities being affected (“effectected”), to keep the diagrams well organized enough to remain readable. While a valuable process in itself, because it forces one to be very clear about cause and effect as implemented in the mathematical model, it may be that restricting the use of these diagrams to fragments of a larger model is their most practical use. The challenge results largely from the fact that each quantity needs to be represented by a line that represents its a temporal history. In contrast, non-dynamical diagramming schemes like DAGs or block diagrams, which represent relevant quantities as discrete localized elements such as letters or blocks, allow greater freedom when drawing multiple interconnections.

V. INTERCONNECTED PROCESSES

Many physical systems have more than a single quantity undergoing changes due to their environment; thus, in our diagrams, we may need more than one horizontal line. One notable type of interconnected system is a wave, where (e.g.) the displacement and speed profiles of a stretched string are coupled together in a way that forms oscillations that travel along it. Waves are therefore an ideal test case for the diagramming of interconnected systems.

However, let us first consider a simple oscillatory system, where the displacement \( x \) of some object changes according to its velocity \( v \), and its velocity \( v \) changes according to some (restoring) acceleration which is proportional to its displacement. This is shown on fig. 9 along with an alternate representation based instead on displacement \( x \) and momentum \( p \), with parameters mass \( M \) and restoring force constant \( K \).
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A more complete causal diagram for Maxwell’s equations, which consist of two first-order parts.

A more complete causal diagram for Maxwell’s equations, which consist of two first-order parts: the electric field \( E \) and magnetic field \( H \). Since they follow directly from the in-diagram known \( D/\varepsilon_0 - P \) and \( B/\mu_0 - M/\mu_0 \), it can helpful to add them to the diagram to aid readability, as I have done.

In fact, the link with DPBM numerical scheme is not an accident – both these diagrams and a computer simulation of a dynamical system necessarily must be structured in a causal way. Computer programs have to calculate things in computational order, and since this is most likely to be in time order, the demands of these diagrams and simulation are the same. Note, however, that not all dynamical simulations need to chose the time axis to solve along – it is common in optics, and sometimes in acoustics, to choose a spatial axis along which to integrate \( E \) \( H \). In such a case the demands of “computational causality” and traditional physical/temporal causality differ, as has been discussed by Kinsler [11] (also see references therein).
Here $Q$ is a source term, such as a driving term or some modification to the wave equation. Next, $\eta$ is a positive constant that imparts loss, and $c$ is the high frequency speed of sound. The causal diagram for this is shown on fig. 13 where the usual equation has been rearranged to conform to the explicitly causal form with the highest order time derivative on the left hand side.

B. An elastic rod wave equation

Some mathematical models of physical processes, even rather established ones, are less easy to cast as a causal diagram. To make this point, I will consider an existing model representing acoustic waves traveling along an infinite, isotropic and elastic cylindrical rod of radius $R$. Following Murnaghan’s free energy model, Porubov has derived a wave equation governing propagation of the solitary waves along such a rod [15], and the propagation and dispersive properties of this model in time propagated and space propagated pictures have been compared by Kinsler [10]. There is no impendiment in this model against the rod having “auxetic” parameters[16], e.g. where the Poisson’s ratio was negative [17]. This “elastic rod equation” (ERE) describes the displacement $g \equiv g(x,t)$ with a second order wave equation of the form

$$c^2 \partial_x^2 g - \partial_t^2 g + b_1 \partial_x^4 g - b_2 \partial_x^4 g + \chi \partial_x^2 g^2 = Q. \tag{6.2}$$

where $g$ is the longitudinal displacement in the rod$^1$. Here, when we move the highest order time derivatives to the left, we get

$$\partial_t^2 (1 + b_1 \partial_x^2) g = c^2 \partial_x^2 g - b_2 \partial_x^4 g + \chi \partial_x^2 g^2 - Q. \tag{6.3}$$

Most notably for my purposes here, this model has a problematic feature: there are multiple terms in eqn. (6.2) that have the highest (second) order time derivatives. These either have to be combined into a single term, to give us a single quantity that suffers the effects of the others, or the equations must be partitioned into two parts each of which is causal in appearance. However, here there is no straightforward way of achieving this here, because of the presence of the $b_1 \partial_x^2$ component; in simpler cases such as (e.g.) the F-model for the spilt ring resonator, it can be done (see sec. IV of [1]).

VI. OTHER EXAMPLES, WITH COMPLICATIONS

A. The time-dependent diffusion equation

The time-dependent diffusion equation (TDDE) [12] is a second order wave equation with a loss term added; it appears in a variety of contexts in physics, including acoustic waves in plasmas or the interstitial gas filling a porous, statistically isotropic, perfectly rigid solid [13]. It has a three-dimensional, inhomogeneous form for the velocity potential $g \equiv g(r,t)$ of [14], and is typically written as

$$\nabla^2 g - c^{-2} \partial_t^2 g - \eta \partial_t g = Q. \tag{6.1}$$

$^1$ For the sake of completeness, the other parameters (following [16]) are:

$$c^2 = \frac{E}{\rho_0}, \quad \chi = \frac{\beta}{2\rho_0}, \quad b_1 = \frac{v(v-1)R^2}{2}, \quad b_2 = -\frac{vER^2}{2\rho_0},$$

$$\beta = 3E + l(l-2\nu)^3 + 4m(l-2\nu)(l+\nu) + 6\nu^2.$$

Here $\beta$ is the nonlinear coefficient, $E$ and $\nu$ are Young’s modulus and Poisson’s ratio respectively, $l$, $m$, $n$ specify Murnaghan’s modulus, and $\rho_0$ denotes the density. Poisson’s ratio is typically rather small (i.e. $|\nu| < 1$), in which case $b_1$ will be negative. In contrast $b_2$ can cover a wide range of values, especially if auxetic materials are considered, but usually $v, E > 0$, so that $b_2 < 0$. 

FIG. 12: Causal diagram for the macroscopic Maxwell’s equations, with a unit cell being indicated by the dotted oval. Although fields $E$ and $H$, have been added for clarity, with the arrows from $B, M$ combining to indicate how the curl of $H$ causes changes to $D$; and those from $D, P$ combining to indicate how the curl of $E$ causes changes to $B$. No parameters are added to the diagram to avoid clutter, but they are present in the equations. The locations where the parameters should be added, if so desired, can be inferred from the Lorentzian diagram in fig. [3] and Maxwell’s equations.

FIG. 13: Causal diagram for the TDDE.
Such terms also occur in other systems, such as the Van Wijngaarden’s equation \[10, 18\] for waves in bubbly liquids: i.e., terms combining derivatives which are both second order time and second order in space (here, \(b_1 \partial_t^2 \partial_x^2 g\)). Other terms, such as the \(\partial_x V^2 g\) terms appearing in both the Stokes’s \[19\] and Van Wijngaarden’s equation do not cause difficulties because they are only first order in the time derivative, which is not the highest order present.

The best strategy here would be to return to the original derivation of the ERE, and alter it: perhaps, for example, there might be an equation for how \(\partial_x^2 g\) responds to stimuli, so that eqn. (6.3) could be split up in some physically motivated way. Failing that, there are two alternate strategies we might use:

First, we might decide to use a spatial spectrum or “k-space” picture instead, replacing the space and time displacement \(g \equiv g(x, t)\) with \(\tilde{g} \equiv \tilde{g}(k, t)\). As part of the conversion, each instance of \(\partial_x g\) then becomes a factor of \(ik\); the resulting \(1 + b_1 k^2\) factor on the left hand side can then be divided out.

\[
\partial_t^2 \tilde{g}(k, t) = -c^2 k^2 - b_2 k^2 \tilde{g}(k, t) - \frac{\chi k^2 \tilde{g}(k, t) * \tilde{g}(k, t)}{1 + b_1 k^2} - \frac{Q}{1 + b_1 k^2}.
\]

(6.4)

This expression can be diagrammed fairly easily, the only drawback being the more complicated calculations required to condition how \(g\) affects itself. Also, while this spatially non-local k-space representation can remain temporally causal, it does not respect finite signal speeds \[11\].

Second, we could reject strict temporal causality, and, as is often done in optics and acoustics \[10, 11\], replace it with what might be called a “spatial causality” instead. This is where we propagate our quantities of interest forward along some trajectory in space, rather than forward in time. Thus, instead of following how a spatial profile \(g(x)\) evolves as time \(t\) passes, we instead model how the time history \(g(t)\) evolves as we walk along the \(x\) axis. Since eqn. (6.3) has one spatial dimension we can ignore the complications of transverse spatial behaviour, and treat \(x\) as if it were the time-like dimension. Writing \(\tau = x/c\) and \(\xi = ct\), we then proceed as if \(\tau\) really was the time axis. The relevant highest order derivative is the \(b_2 \partial_\xi^2 g\) one, but it gets converted to \((b_2/c^4) \partial_t^2 g\). With the rest of the conversion complete we find that the scaled time history \(g(\xi)\) follows:

\[
\partial_\xi^4 g = \frac{c^4}{b_2} \partial_t^2 g - \frac{c^6}{b_2} \partial_x^2 g + \frac{c^4 b_1}{b_2} \partial_\xi^2 \partial_x^2 g + \frac{c^2 \chi}{b_2} \partial_\xi^2 g^2 - \frac{c^4 Q}{b_2}.
\]

(6.5)

Unlike the spatial spectrum approach given first, each of the cause terms generated here is relatively simple, however there are five of them rather than just three.

In summary, the attempt to diagram this ERE model in a causal way has raised an important issue: not all model equations have rigorously causal interpretations. This is perhaps not unsurprising, since many simplified descriptions of physical phenomena are far removed from the starting point of their derivation, and the effect of simplifying approximations can be subtle and unexpected.

VII. CONCLUSION

One of the primary benefits of this technique is that in making the diagrams, we are forced to clarify what we mean by “changes”. It is not uncommon to hear, in conversations about EM, statements along the lines of “Maxwell’s equations tell us that changes in \(E\) cause changes in \(B\)”. Here we are forced to distinguish between changes in time (codified here as “effects”) and changes in space (codified here as potential “causes”). Generally, it is best to restrict the use of the word “change” to denote “effects”, i.e. changes in time.

What we can now say, within a rigorously defined prescription \[1\], “spatial variation in \(E\) causes changes in \(B\)”, or “spatial variation in \(H\) causes changes in \(D\)”, and even draw a diagram to emphasize the point. Further, the diagram can lead us to an algorithm for computation in which calculation of effects (changes in the state of the system) are driven by causes (previously calculated states of the system).

It remains to be seen whether or not causal diagrams like these find a useful place in building or analysing physical models. Diagrams such as Feynman \[20\] or Wyld diagrams \[21, 22\] have their fields of application in field theory or fluid mechanics, as a means of bookkeeping and calculation on perturbation expansions. Others, like Block diagrams \[4\] or DAGS \[6\], and as already mentioned, are not designed with dynamical (time dependent) processes in mind.

Here, however, the intent is for a more general type of diagram based simply on representing differential equations in a causal way, and as a side effect, also leading the way towards an algorithm for numerical simulation. As part of this, they also provide a way to reinforce a rigorously grounded notion of causality in even the simplest the physical models. Even \(F = ma\), trivially rearranged to read \(\partial_\xi v = F/m\) has a causal diagram, one that matches the very first one presented here: the left hand panel of fig. 1.
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