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It is proved that the ground state under the supreme single-site approximation (S^3A), the dynamical mean-field theory (DMFT), or the dynamical coherent potential approximation (DCPA) is the normal Fermi liquid in the presence of an infinitesimally weak hybridization with an electron reservoir, except for the just half filling of electrons and the infinite on-site repulsion. In the strong-coupling regime, in particular, the Fermi liquid is stabilized under S^3A, DMFT, or DCPA by the Kondo effect, which stabilizes a local singlet on each unit cell, and is further stabilized beyond it by the Fock-type term of the superexchange interaction or a resonating valence bond (RVB) mechanism, which stabilizes a local singlet on each pair of nearest neighbors. The Fermi liquid is a relevant normal state to study possible lower-temperature phases or the true ground state. It is proposed that the Fermi liquid stabilized by the Kondo effect and the RVB mechanism is the normal state of cuprate high-temperature superconductors.

PACS numbers: 71.10.-w, 71.10.Ay, 71.27.+a, 74.20.-z

I. INTRODUCTION

High temperature (high-T_c) superconductivity in cuprates is an interesting and important issue in solid-state physics.\(^{1,2,3,4,5,6}\) Parent cuprates are insulators, which show antiferromagnetism at low temperatures. When holes or electrons are doped, they become metals, which show exotic properties.\(^{2,3,4,5,6}\) High-T_c superconductivity occurs in exotic metals in the vicinity of the Mott metal-insulator (M-I) transition, which is also an interesting and important issue.\(^{4,5,6}\) In order to resolve the issue on the mechanism of high-T_c superconductivity, it should be clarified whether the normal state above T_c is an exotic Fermi liquid (FL), such as the resonating valence bond (RVB) state\(^{10}\) or the conventional or normal FL. First of all, the nature of electron correlations in the vicinity of the Mott transition should be clarified.

The Hubbard model is an effective Hamiltonian for the Mott transition. According to Hubbard’s theory,\(^{11,12}\) when U ≳ W, with U the on-site repulsion and W the band-width, the band splits into two subbands, i.e., the Hubbard gap opens between the upper Hubbard band (UHB) and the lower Hubbard band (LHB). When n = 1, with n the electron density per unit cell, the ground state is a prototype of the Mott insulator, which seems to be an abnormal insulator characterized by the ground-state entropy diverging in the thermodynamic limit.\(^{20}\) The insulator for n = 1 and U/W = +∞ is the typical Mott insulator, whose entropy is \(k_B \ln 2\) per unit cell. When U ≪ W or n ≠ 1, the ground state is expected to be a metal since the density of states (DOS) at the chemical potential is nonzero; the Fermi surface (FS) cannot be defined within Hubbard’s theory.

According to Gutzwiller’s theory,\(^{14,15,16}\) together with the FL theory,\(^{17,18}\) the FS is defined in the quasi-particle band, which is called the Gutzwiller band in this paper. According to Brinkman and Rice’s theory,\(^{19}\) however, when n = 1 the Gutzwiller band vanishes and an M-I transition occurs at \(U = U_{BR}\), with \(U_{BR} ≃ W\). The specific heat coefficient is diverging as \(U \rightarrow U_{BR} - 0\), which implies that the ground state is the Mott insulator or the abnormal insulator when \(n = 1\) and \(U ≥ U_{BR}\). The ground state is the FL when \(n ≠ 1\) or \(U < U_{BR}\).

When U is large but is still finite, the perturbative process that gives the superexchange interaction never vanishes,\(^{20}\) so that matrix elements must be nonzero among the degenerate ground states if their configurations are close to each other. It should be critically examined whether the abnormal insulator is really stable for finite U or the third law of thermodynamics is really broken for finite U, but within the restricted Hilbert subspace where no order parameter exists; it is obvious that the abnormal insulator for finite U is unstable against an antiferromagnetic state in the whole Hilbert space.

One may speculate that DOS has a three-peak structure, with the Gutzwiller band between UHB and LHB, in a metallic phase of \(n = 1\) and \(U ≥ W\). Hubbard’s and Gutzwiller’s theories are under the single-site approximation (SSA). According to another SSA theory,\(^{21}\) the Gutzwiller band appears at the top of LHB for \(n < 1\), which implies that it appears at the bottom of UHB for \(n > 1\). The SSA that considers all the single-site terms is rigorous for \(d → +\infty\) within the restricted Hilbert subspace,\(^{22,23,24,25,26}\) with d being the spatial dimensionality. The SSA is called the supreme single-site approximation (S^3A) in this paper. The S^3A is reduced to solving the Anderson model,\(^{27,28,29,30}\) which is an effective Hamiltonian for the Kondo effect. The three-peak structure corresponds to that in the Anderson model, with the Kondo peak between two subpeaks. The Kondo effect has relevance to electron correlations in the vicinity of the Mott transition. The S^3A is also formulated as the dynamical mean-field theory,\(^{31,32,33}\) (DMFT) and the dynamical coherent potential approximation\(^{34}\) (DCPA).

A Kondo-lattice theory,\(^{27,28,29}\) and a cluster DMFT (CDMFT),\(^{34,35,36,37}\) are proposed beyond S^3A or DMFT.
In the Kondo-lattice theory, it is assumed that the ground state under $S^3A$ or DMFT is the FL, i.e., the Gutzwiller band and the FS exist or they survive even if the Hubbard gap opens.\cite{27, 28, 29} Numerical results of $S^3A$ or DMFT and those of CDMFT give an indication that, when $n \approx 1$ and $U/W \gtrsim 1$, the Gutzwiller band vanishes and the ground state is an insulator.\cite{30, 31, 32, 33, 34, 35, 36, 37} i.e., the Mott insulator or a spin liquid. It is a crucial issue which is the ground state under $S^3A$, DMFT, or DCPA, or within the restricted Hilbert subspace, the normal FL, an exotic FL, the Mott insulator, or a spin liquid. This issue is related to that on the normal state of cuprate superconductors.

The $t$-$J$ model is an effective Hamiltonians for cuprate superconductors, which are anisotropic quasi-two-dimensional oxides composed of CuO$_2$ planes. It is derived from the Hubbard model\cite{38} and the $d$-$p$ model\cite{39} which considers $d$ orbit on Cu ions and $p$ orbit on O ions on CuO$_2$ planes. When $n = 1$, the $t$-$J$ model is reduced to the Heisenberg model. Anderson proposes the RVB theory of high-$T_c$ superconductivity in the $t$-$J$ model.\cite{40} A parent state is a spin liquid or the RVB state in the Heisenberg model, rather than the Mott insulator. When holes or electrons are doped, it becomes a metallic RVB state, which is the normal state in the RVB theory.\cite{41, 42, 43, 44} The RVB state, which is an insulator or a metal, is stabilized by the formation of a resonating valence bond due to the superexchange interaction. In the mean-field RVB theory, the metallic RVB state is stabilized by the Fock-type exchange interaction. According to the Kondo-lattice theory for the $t$-$J$ model, the FL is stabilized under $S^3A$, DMFT, DCPA by the Kondo effect and is further stabilized beyond it by the Fock-type exchange interaction. The RVB state and the FL are similar to each other. Similarities and differences between the RVB state and the FL should be clarified.

This paper is organized as follows: In Sec. \ref{sec:fermi_liquid} it is proved that the ground state of the Hubbard model under $S^3A$, DMFT, or DCPA is the FL when an infinitesimally weak hybridization with an electron reservoir exists, except for $n = 1$ and $U/W = +\infty$. In Sec. \ref{sec:fermi_liquid} it is shown that the FL, which is further stabilized by the Fock-type exchange interaction beyond $S^3A$, DMFT, or DCPA, is eventually unstable against at least a magnetic or superconducting state in two dimensions and higher. In Sec. \ref{sec:fermi_liquid} several issues are discussed: impossibility of the Mott insulator for finite $U$, the normal state of cuprate superconductors, and so on. Conclusion is given in Sec. \ref{sec:summary} An inequality, which is used in the proof in Sec. \ref{sec:fermi_liquid} is proved in Appendix A. In Appendix B the FL theory for a spin liquid in the Heisenberg model is developed and it is proposed that the insulating and metallic RVB states are the spin liquid and the FL, respectively. In Appendix C on the basis of an analysis that single-particle excitations are different between the presence and absence of an electron reservoir, it is shown that the well-known physical picture for the Mott transition, which is one in the absence of an electron reservoir, is never relevant to explain the Mott transition.

II. FERMI LIQUID UNDER S$^3A$ OR DMFT

A. Perturbation from an electron reservoir

In this paper, a reservoir is explicitly considered:

$$\mathcal{H} = \mathcal{H} + \mathcal{H}_{\text{res}} + \lambda \mathcal{V} - \mu \mathcal{N}. \quad (2.1)$$

The first term is the Hubbard model defined by

$$\mathcal{H} = \epsilon_a \sum_{\sigma} n_{\sigma} + \sum_{i \neq j, \sigma} t_{ij} a_{i\sigma}^\dagger a_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow}, \quad (2.2)$$

with $n_{\sigma} = a_{i\sigma}^\dagger a_{i\sigma}$, $\epsilon_a$ the band center, $t_{ij}$ transfer integrals, and $U$ the on-site repulsion. The dispersion relation of electrons is defined by

$$E(k) = \epsilon_a + \frac{1}{N_c} \sum_{ij} t_{ij} \exp[i k \cdot (R_i - R_j)], \quad (2.3)$$

with $N_c$ the number of unit cells and $R_i$ the position of the $i$th unit cell. DOS is defined by

$$D(\varepsilon) = \frac{1}{N_c} \sum_{k} \delta(\varepsilon - E(k)). \quad (2.4)$$

The band-width of $E(k)$ or $D(\varepsilon)$ is denoted by $W$. The electron density $n$ per unit cell in the Hubbard model is defined by $n = \langle N \rangle / N_c$, with

$$N = \sum_{\sigma} n_{\sigma}. \quad (2.5)$$

The chemical potential for $U = 0$ and $T = 0$ K, which is denoted by $\mu_0(n)$, is defined by

$$n = \frac{2}{N_c} \sum_{k} \theta([\mu_0(n) - E(k)]/W), \quad (2.6)$$

with $\theta(x)$ the Heaviside function, i.e., $\theta(x) = 0$ for $x < 0$ and $\theta(x) = 1$ for $x \geq 0$. It is assumed that $D(\varepsilon)$ is nonzero, continuous, and finite at least at $\varepsilon = \mu_0(n)$. The second term stands for the reservoir:

$$\mathcal{H}_{\text{res}} = \sum_{k \sigma} E_b(k) b_{k\sigma}^\dagger b_{k\sigma}. \quad (2.7)$$

The third term is a hybridization term between the Hubbard model and the reservoir:

$$\lambda \mathcal{V} = \lambda \sum_{i \in \mathcal{R}} \left[ v_i a_{i\sigma}^\dagger b_{i\sigma} + v_i^* b_{i\sigma}^\dagger a_{i\sigma} \right], \quad (2.8)$$

with the summation over $i$ being over $\mathcal{R}$ of randomly distributed hybridization sites, and

$$b_{i\sigma} = \frac{1}{\sqrt{N_c}} \sum_k b_{k\sigma} e^{i k R_i}. \quad (2.9)$$

It is assumed that $\lambda$ is a nonzero but infinitesimally small numerical constant, which is denoted by $\lambda = \pm 0$. Unless
\[ \lambda = 0, \] the electron number \( \mathcal{N} \) in the Hubbard model is a non-conserved quantity. It is assumed that \( \langle v_i \rangle = \langle v_i^* \rangle = 0 \) and \( \langle v_i v_i^* \rangle = \delta_{ij} n_b |v|^2 \), with \( \langle \cdots \rangle \) standing for the ensemble average for \( \mathcal{R} \) and \( n_b \) the density of hybridization sites per unit cell. In the last term, \( \mu \) is the chemical potential, and

\[ \mathcal{N} = \sum_{i\sigma} \left(a^\dagger_{i\sigma} a_{i\sigma} + b_{i\sigma}^\dagger b_{i\sigma}\right). \tag{2.10} \]

The Green function for electrons in the Hubbard model with \( U = 0 \) averaged over the ensemble is given by

\[ G_{\sigma}^{(0)}(i\epsilon_n, k) = \frac{1}{i\epsilon_n + \mu - E(k) + i\lambda^2 \Gamma(i\epsilon_n)}. \tag{2.11} \]

When \( \lambda = \pm 0 \), the second-order perturbation is accurate enough to treat scatterings from the random hybridization, so that

\[ \Gamma(i\epsilon_n) = i n_b |v|^2 \frac{1}{N_c} \sum_k \frac{1}{i\epsilon_n + \mu - E_b(k)}. \tag{2.12} \]

It is assumed that no gap opens in the reservoir or that \( \Gamma(\varepsilon + i 0) \) is continuous at \( \varepsilon = 0 \) and \( \text{Re} \Gamma(\varepsilon + i 0) > 0. \tag{2.13} \)

For the sake of simplicity, it is assumed throughout of this paper that the model (2.1) is on a lattice in two dimensions and higher and \( t_{ij} \) is only nonzero between nearest neighbors \( \langle ij \rangle \), if nothing is mentioned about dimensionality \( d \) or \( t_{ij}; t_{(ij)} \) is denoted by \( t \), if necessary.

B. Proof of the FL ground state

1. Fermi-surface (FS) condition in the Anderson model

The \( s-d \) model is another effective Hamiltonian for the Kondo effect. According to Yosida’s perturbation theory\(^{22,23} \) and Wilson’s renormalization-group theory\(^{44,45} \), when DOS of the conduction band is nonzero at the chemical potential, the ground state is a singlet or the normal FL but is exceptionally a doublet for \( J_{sd} = 0 \), with \( J_{sd} \) the \( s-d \) exchange interaction.

The \( s-d \) model is derived from the Anderson model:

\[ \mathcal{H}_A = \sum_{k\sigma} E_c(k)c_{k\sigma}^\dagger c_{k\sigma} + \epsilon_d \sum_{\sigma} n_{d\sigma} + \tilde{U} n_{d\uparrow} n_{d\downarrow} + \frac{1}{\sqrt{N_A}} \sum_{k\sigma \sigma'} \left( V_{k\sigma} c_{k\sigma}^\dagger d_{\sigma'} + V_{k\sigma}^* d_{\sigma'}^\dagger c_{k\sigma} \right), \tag{2.14} \]

where \( n_{d\sigma} = d_{\sigma}^\dagger d_{\sigma}, \epsilon_d \) the \( d \) electron level, \( \tilde{U} \) the on-site repulsion, \( V_k \) the hybridization matrix, and \( N_A \) the number of unit cells. The hybridization energy is defined by

\[ \Delta(\varepsilon) = \frac{\pi}{N_A} \sum_k |V_k|^2 \delta \left[ \varepsilon + \tilde{\mu} - E_c(k) \right], \tag{2.15} \]

with \( \tilde{\mu} \) the chemical potential. The FS of conduction electrons, which is defined by \( E_c(k) = \tilde{\mu} \), exists when

\[ \Delta(0) > 0, \tag{2.16} \]

which is called the FS condition in this paper. The results for the \( s-d \) model imply that, when the FS condition is satisfied, the ground state is a singlet or the FL but is exceptionally a doublet for \( n_d = 1 \) and \( \tilde{U}/\pi \Delta(0) = +\infty \), with \( n_d = \sum_{\sigma} \langle \delta_{d\sigma} \rangle \) being the density of \( d \) electrons.

According to Bethe-ansatz solutions for the \( s-d \) model with a constant DOS of the conduction band and the Anderson model with a constant \( \Delta(\varepsilon) \), the ground state of either model is the FL except for each exceptional case\(^{44,45,46,47,48} \). In general, the nature of the ground state depends on relevant low-energy properties, such as \( \Delta(0) \), and high-energy properties renormalize only quantitatively the ground state, as is demonstrated by renormalization-group theories for the \( s-d \) model\(^{44,45,46,47,48} \). The most fundamental assumption of this paper is that when the FS condition is satisfied the ground state of the Anderson model is the FL except for \( n_d = 1 \) and \( \tilde{U}/\pi \Delta(0) = +\infty \).

2. Mapping to the Anderson model

Consider the Hubbard model within the restricted Hilbert subspace where no order parameter exists. The Green function averaged over the ensemble is given by

\[ G_{\sigma}(i\epsilon_n, k) = \frac{1}{i\epsilon_n + \mu - E(k) - \Sigma_{\sigma}(i\epsilon_n, k) + i\lambda^2 \Gamma(i\epsilon_n)}. \tag{2.17} \]

Here, \( \Sigma_{\sigma}(i\epsilon_n, k) \) is the self-energy, which is divided into single-site \( \Sigma_{\sigma}(i\epsilon_n) \) and multi-site \( \Delta \Sigma_{\sigma}(i\epsilon_n, k) \):

\[ \Sigma_{\sigma}(i\epsilon_n, k) = \Sigma_{\sigma}(i\epsilon_n) + \Delta \Sigma_{\sigma}(i\epsilon_n, k). \tag{2.18} \]

Since any vertex correction due to \( \lambda V \) and \( \mathcal{H}_{\text{res}} \) is \( O(\lambda^4) \) or higher, it can be ignored when \( \lambda = \pm \). The single-site \( \Sigma_{\sigma}(i\epsilon_n) \) is given by that of the Anderson model provided that the on-site repulsion line and the single-electron lines in Feynman diagrams are the same as each other between the Hubbard and Anderson models. If \( \Sigma_{\sigma}(i\epsilon_n) \) and \( \Delta \Sigma_{\sigma}(i\epsilon_n, k) \) are obtained, the single-site Green function of the Hubbard model is given by

\[ R_{\sigma}(i\epsilon_n) = \frac{1}{N_c} \sum_k G_{\sigma}(i\epsilon_n, k), \tag{2.19} \]

and that of the Anderson model is given by

\[ \tilde{G}_{\sigma}(i\epsilon_n) = \frac{1}{i\epsilon_n + \tilde{\mu} - \tilde{\Sigma}_{\sigma}(i\epsilon_n) - \frac{1}{\pi} \int d\varepsilon \frac{\Delta(\varepsilon)}{i\epsilon_n - \varepsilon}}. \tag{2.20} \]
The condition for the electron lines is given by $R_\sigma(i\varepsilon_n) = \tilde{G}_\sigma(i\varepsilon_n)$ or

$$R_\sigma(\varepsilon + i0) = \tilde{G}_\sigma(\varepsilon + i0), \quad (2.21)$$

which can never be satisfied unless

$$\tilde{\mu} - \varepsilon_d = \mu - \varepsilon_a. \quad (2.22a)$$

It follows from $(2.21)$ that

$$\Delta(\varepsilon) = \text{Im} \left[ \tilde{\Sigma}_\sigma(\varepsilon + i0) + R_\sigma^{-1}(\varepsilon + i0) \right]. \quad (2.22b)$$

The condition for the on-site repulsion line is given by

$$\tilde{U} = U. \quad (2.22c)$$

A problem of calculating the single-site $\tilde{\Sigma}_\sigma(i\varepsilon_n)$ is reduced to that of determining and solving self-consistently the Anderson model to satisfy Eq. $(2.22)$, which is called the mapping condition in this paper; the multi-site $\Delta \Sigma_n(i\varepsilon_n, k)$ should also be self-consistently calculated with the single-site $\tilde{\Sigma}_\sigma(i\varepsilon_n)$ to satisfy Eq. $(2.22)$. According to Eq. $(2.21)$, DOS and the electron density are the same as each other between the two models:

$$\rho(\varepsilon) = \frac{1}{\pi} \text{Im} R_\sigma(\varepsilon + i0) = \frac{1}{\pi} \text{Im} \tilde{G}_\sigma(\varepsilon + i0), \quad (2.23)$$

and

$$n = n_d = 2 \int_{-\infty}^{+\infty} d\varepsilon f(\varepsilon) \rho(\varepsilon), \quad (2.24)$$

with $f(\varepsilon) = 1/[\exp(\varepsilon/\kappa_B T) + 1]$ being the Fermi-Dirac function.

In S3A, DMFT, or DCPA, only the single-site $\tilde{\Sigma}_\sigma(i\varepsilon_n)$ is considered, so that

$$R_\sigma(\varepsilon + i0) = \int d\varepsilon' \frac{D(\varepsilon')}{\varepsilon - \mu - \tilde{\Sigma}(\varepsilon + i0) + i\lambda^2 \Gamma(\varepsilon + i0) - \varepsilon}. \quad (2.25)$$

The mapping condition $(2.22)$ is iteratively treated to determine the Anderson model to be solved. Even if any $\tilde{\Sigma}_\sigma(\varepsilon + i0)$ is assumed in Eq. $(2.22)$, it follows that

$$\Delta(\varepsilon) \geq \text{Re} \lambda^2 \Gamma(\varepsilon + i0), \quad (2.26)$$

as is proved in Appendix A. According to Eqs. $(2.13)$ and $(2.26)$, the FS condition $(2.16)$ is satisfied in each iterative process. Therefore, any self-consistent solution is of the normal FL. When $\lambda = \pm 0$ or $N$ is a non-conserved quantity, the ground state under S3A, DMFT, or DCPA, is the normal FL except for $U/W = +\infty$ and $n = 1$.

C. Fermi-liquid (FL) relation

Consider the mapped Anderson model in the presence of an infinitesimally small Zeeman energy $h_Z = g\mu_B H$ and an infinitesimally small chemical potential shift $\Delta\mu$. The self-energy is expanded at $T = 0$ K such that

$$\tilde{\Sigma}_\sigma(\varepsilon + i0) = \tilde{\Sigma}_0(0) + \left(1 - \tilde{\phi}_s\right) \varepsilon + \left(1 - \tilde{\phi}_c\right) \frac{1}{2} \sigma h_Z + \left(1 - \tilde{\phi}_c\right) \Delta\mu + O(\varepsilon^2), \quad (2.27)$$

with $\tilde{\Sigma}_0(0), \tilde{\phi}_s, \tilde{\phi}_c$ and $\tilde{\phi}_c$ all being real and finite. Since DOS of the Anderson model is the same as that of the Hubbard model, it follows that

$$\rho(0) = \frac{1}{N_c} \sum_k \delta[\mu - \tilde{\Sigma}_0(0) - E(k)]. \quad (2.28)$$

Physical properties of the Anderson model can be described by the FL relation. In general, $2\tilde{\phi}_s = \tilde{\phi}_s + \tilde{\phi}_c$, so that $1 \leq \tilde{\phi}_s/\tilde{\phi}_c < 2$; $\tilde{\phi}_s/\tilde{\phi}_c$ is simply the Wilson ratio. When $n \rightarrow 1$ and $U/W \rightarrow +\infty$, in particular, charge fluctuations are totally suppressed, so that $\tilde{\phi}_s/\tilde{\phi}_c \rightarrow 0$ and $\tilde{\phi}_s/\tilde{\phi}_c \rightarrow 2$. In this paper, the Kondo temperature is defined by

$$k_B T_K = 1 /[4\tilde{\phi}_s \rho(0)]. \quad (2.29)$$

The specific heat coefficient is given by

$$\gamma = \frac{2}{3} \pi^2 k_B^2 \tilde{\phi}_s \rho(0) = \frac{\pi^2 k_B^2}{6T_K}. \quad (2.30)$$

Physical properties of the Hubbard model can also be described by the FL relation. According to the FS sum rule,

$$n = \frac{2}{N_c} \sum_k \theta(\mu - \tilde{\Sigma}_0(0) - E(k))/W. \quad (2.31)$$

According to Eqs. $(2.6)$ and $(2.31)$,

$$\mu - \tilde{\Sigma}_0(0) = \mu_0(n). \quad (2.32)$$

According to Eqs. $(2.4)$, $(2.28)$ and $(2.32)$,

$$\rho(0) = D [\mu_0(n)]. \quad (2.33)$$

According to Eqs. $(2.22b)$ and $(2.27),$

$$\Delta(0) = \frac{\pi \rho(0)}{[\text{Re} R_\sigma(0)]^2 + [\pi \rho(0)]^2}. \quad (2.34)$$

It should be noted that neither of $\rho(0)$ and $\Delta(0)$ depends on $U$ when $n$ is kept constant. The specific heat coefficient is given by Eq. $(2.30)$. The Kondo temperature $T_K$, which defined by Eq. $(2.29)$, is an energy scale of the effective Fermi energy of quasi-particles.

In the strong coupling regime defined by $U \gtrsim W$, DOS has the three-peak structure, with the Gutzwiller band between UHB and LHB. The Green function $(2.17)$ is approximately given at $T = 0$ K by

$$G_\sigma(i\varepsilon_n, k) = \frac{1}{\tilde{\phi}_s i\varepsilon_n - \xi_0(k) + [\text{incoherent term}]. \quad (2.35)$$
The first term is the coherent term, which describes the Gutzwiller band. The dispersion relation and the bandwidth are given by

$$\xi_0(k) = \left[ E(k) + \tilde{\Sigma}_0(0) - \mu \right] / \tilde{\phi}_\gamma, \quad (2.36)$$

and

$$W^* = W/\tilde{\phi}_\gamma \simeq 4k_BT_K. \quad (2.37)$$

The incoherent term describes UHB and LHB.

### III. RVB MECHANISM AND ORDERED STATES BEYOND $S^3A$ OR DMFT

#### A. Kondo-lattice theory

The strong-coupling regime is mainly studied in this section. The irreducible spin polarization function $\pi_s(i\omega_l, q)$ is also divided into single-site $\tilde{\pi}_s(i\omega_l)$ and multi-site $\Delta \pi_s(i\omega_l, q)$:

$$\pi_s(i\omega_l, q) = \tilde{\pi}_s(i\omega_l) + \Delta \pi_s(i\omega_l, q). \quad (3.1)$$

The single-site $\tilde{\pi}_s(i\omega_l)$ is given by that of the Anderson model. The spin susceptibilities of the Anderson and Hubbard models are given, respectively, by

$$\tilde{\chi}_s(i\omega_l) = \frac{2\tilde{\pi}_s(i\omega_l)}{1 - U\tilde{\pi}_s(i\omega_l)}. \quad (3.2)$$

and

$$\chi_s(i\omega_l, q) = \frac{2\pi_s(i\omega_l, q)}{1 - U\pi_s(i\omega_l, q)}. \quad (3.3)$$

A physical picture for Kondo lattices is that local spin fluctuations on different sites interact by an intersite exchange interaction. According to this picture, an intersite exchange interaction $I_s(i\omega_l, q)$ is defined by

$$\chi_s(i\omega_l, q) = \frac{\tilde{\chi}_s(i\omega_l)}{1 - \frac{1}{4}I_s(i\omega_l, q)\tilde{\chi}_s(i\omega_l)}. \quad (3.4)$$

It follows from Eqs. (3.1), (3.2), (3.3), and (3.4) that

$$I_s(i\omega_l, q) = 2U^2\Delta \pi_s(i\omega_l, q) \left\{ 1 + O \left[ 1/U\tilde{\chi}_s(i\omega_l) \right] \right\}. \quad (3.5)$$

When $U/W \geq 1$, terms of $O[1/U\tilde{\chi}_s(i\omega_l)]$ can be ignored. The exchange interaction $I_s(i\omega_l, q)$ is composed of three terms:

$$I_s(i\omega_l, q) = J_s(q) + J_Q(i\omega_l, q) - 4\Delta(i\omega_l, q). \quad (3.6)$$

The first term $J_s(q)$ is the superexchange interaction:

$$J_s(q) = \frac{1}{N_c} \sum_{\langle ij \rangle} J e^{i\mathbf{k} \cdot (\mathbf{R}_i - \mathbf{R}_j)}. \quad (3.7)$$

According to the second-order perturbation in $t$, where the widths of UHB and LHB are ignored, it follows that $J = -4t^2/\tilde{\phi}_\gamma$. According to field theory, the superexchange interaction arises from the virtual exchange of a pair excitation of electrons between UHB and LHB.\(^{32,53,54}\) When the widths of UHB and LHB are considered, $|J|$ is about a half of $4t^2/|U|$ when $U \simeq W/2$. The second term $J_Q(i\omega_l, q)$ arises from the virtual exchange of a pair excitation of quasi-particles. When the single-site irreducible three-point vertex function in spin channels is denoted by $\lambda_s(\xi_n, i\varepsilon_n + i\omega_l; i\omega_l)$, it follows that

$$\tilde{\lambda}_s(0, 0; 0) = \tilde{\phi}_\gamma \left[ 1 - U\tilde{\pi}_s(0) \right] = \frac{2\tilde{\phi}_\gamma}{U\tilde{\chi}_s(0)} \left[ 1 + O \left[ 1/U\tilde{\chi}_s(0) \right] \right], \quad (3.8)$$

according to the Ward relation.\(^{20}\) Terms of $O[1/U\tilde{\chi}_s(0)]$ are also ignored. When only the coherent part of the Green function is considered and Eq. (3.8) is approximately used for low-energy dynamical processes,

$$J_Q(i\omega_l, q) = P(i\omega_l, q) - \frac{1}{N_c} \sum_{q} P(i\omega_l, q), \quad (3.9)$$

with

$$P(i\omega_l, q) = \frac{4}{\chi_s^2(0)} \left( \frac{\tilde{\phi}_\gamma}{\tilde{\phi}_\gamma} \right)^2 \times \frac{1}{N_c} \sum_{k\sigma} \frac{f[\xi_0(k)] - f[\xi_0(k + q)]}{i\omega_l - \xi_0(k + q) + \xi_0(k)} \quad (3.10)$$

which is derived in the random-phase approximation (RPA) for pair excitations of quasi-particles. In Eq. (3.9), the single-site term is subtracted. The third term $-4\Delta(i\omega_l, q)$ is the mode-mode coupling term among various types of fluctuations. It corresponds to that in the self-consistent renormalization (SCR) theory of spin fluctuations,\(^{37,38}\) which is relevant in the weak-coupling regime defined by $U/W \lesssim 1$.

When Eq. (3.8) is approximately used, the mutual interaction mediated by spin fluctuations is given by

$$\frac{1}{4} \left[ U\tilde{\lambda}_s(0, 0; 0) \right]^2 \left[ \chi_s(i\omega_l, q) - \tilde{\chi}_s(i\omega_l) \right] = \frac{1}{4} \tilde{\phi}_\gamma^2 I_s^*(i\omega_l, q), \quad (3.11)$$

with

$$I_s^*(i\omega_l, q) = \frac{I_s(i\omega_l, q)}{1 - \frac{1}{4}I_s(i\omega_l, q)\tilde{\chi}_s(i\omega_l)}. \quad (3.12)$$

In Eq. (3.11), the single-site term is subtracted and two $\tilde{\phi}_\gamma$ appear as effective three-point vertex functions. The mutual interaction mediated by spin fluctuations is simply the exchange interaction $I_s^*(i\omega_l, q)$. Mutli-site or intersite terms are perturbatively considered in terms of $I_s(i\omega_l, q)$ or $I^*_s(i\omega_l, q)$. The perturbative theory is simply the Kondo-lattice theory.
B. Stabilization of the FL by an RVB mechanism

There are two linear terms in the superexchange interaction $J_s(q)$, which is the main term of $I^*_{\tau}(i\omega_l, q)$: Hartree-type and Fock-type terms. The Hartree-type term, which gives magnetic Weiss mean fields, vanishes if no magnetic order parameter exists; magnetic instabilities are studied in Sec. III C. When only the coherent term of the Green function is considered, the Fock-type term is given by

$$\Delta \Sigma_\sigma(k) = \frac{3}{4} \frac{\gamma^2}{\delta^2} k_B T N_c \sum_{n} J_s(k - p) \frac{e^{i\varepsilon_n \phi_0^*}}{\varepsilon_n - \varepsilon_0(p)}.$$  \hspace{1cm} (3.13)

The factor 3 appears because of three spin channels. The Fock-type term depends on $\sigma$, and the band-width of quasi-particles is given by

$$\xi(k) = [E(k) + \tilde{\Sigma}_0(0) + \Delta \Sigma_{\sigma}(k) - \mu]/\tilde{\phi}_\sigma,$$  \hspace{1cm} (3.14)

DOS at $\mu$ is given by

$$\rho(0) = \frac{1}{N_c} \sum_k \delta[E(k) + \tilde{\Sigma}_0(0) + \Delta \Sigma_{\sigma}(k) - \mu],$$  \hspace{1cm} (3.15)

and the specific heat coefficient $\gamma$ is given by Eq. (2.30). Consider the two dimensional square lattice ($d = 2$). The superexchange interaction is given by $J_s(q) = 2J[\cos(q_x a) + \cos(q_y a)]$, with $a$ the lattice constant. It follows that

$$\Delta \Sigma_{\sigma}(k) = \frac{1}{4} \tilde{\phi}_\sigma c_J J [\cos(k_x a) + \cos(k_y a)],$$  \hspace{1cm} (3.16)

with

$$c_J = 3 \left( \frac{\gamma}{\phi_\sigma} \right)^2 \frac{1}{N_c} \sum_k \theta \frac{-\varepsilon_0(k)}{W} [\cos(k_x a) + \cos(k_y a)].$$  \hspace{1cm} (3.17)

Since $J$ is antiferromagnetic, the sign of $c_J$, which is $O(1)$, is such that $\Delta \Sigma_{\sigma}(k)$ enhances the band-width of quasi-particles. The Fock-type term depends on $d$ and lattice structure. In general, DOS is given by

$$\rho(0) \simeq 1/[W + \tilde{\phi}_\sigma |c_J J|],$$  \hspace{1cm} (3.18)

and the band-width of quasi-particles is given by

$$W^* \simeq 1/[\tilde{\phi}_\sigma \rho(0)] \simeq W/\tilde{\phi}_\sigma + |c_J J|. $$  \hspace{1cm} (3.19)

The Kondo temperature is given by $k_B T_K \simeq W^*/4$.

Under $S^A$ or DMFT, the FL is stabilized by the Kondo effect, which stabilizes a local singlet on each unit cell. The band-width of quasi-particles is $W/\tilde{\phi}_\sigma$, which may be infinitesimally small but is nonzero. Beyond $S^A$ or DMFT, the FL is further stabilized by the Fock-type term, which stabilizes a local singlet on each pair of nearest neighbors; the band-width is broadened by $|c_J J|$. In this paper, the stabilization mechanism is called an RVB mechanism, since it is the same as or at least similar to that in the RVB theory. If $\phi_0 \rightarrow +\infty$, in particular, the FL is totally stabilized by the RVB mechanism so that $W^* \simeq |c_J J|$. Since DOS is vanishing such that $\rho(0) \rightarrow 0$, the ground state is almost a spin liquid, which is studied in Appendix II but is still the FL, provided that $U/W$ is finite.

It is an issue whether the FL is stable within the restricted Hilbert subspace where no order parameter exists. In addition to the Fock-type term, a few terms for the multi-site self-energy, $\Delta \Sigma_{\sigma}(\varepsilon + i0, k)$, are examined under an assumption that $\tilde{\phi}_\sigma < +\infty$ and no order parameter appears. In one dimension, terms proportional to $\varepsilon \ln|\varepsilon|$ appear at $T = 0 K$, which means that the FL is unstable against, at least, an exotic metal or the Tomonaga-Luttinger liquid. In $d \geq 2$ dimensions, no such term appear, which implies that the FL is stable, but within the restricted Hilbert subspace.

C. Possible ordered states

Since low-energy excitations are so accumulated in the FL that the specific heat is proportional to $T$ at $T \ll T_K$, it is presumably the truth that, in the whole Hilbert space, the FL is eventually unstable against an ordered state in $d \geq 2$ dimensions. When an order parameter is specified, it is straightforward to study the response function corresponding to it, from which the instability condition of the FL against the ordered state can be derived. In this paper, the phase diagram is out of scope but only possible ordered states are examined.

The magnetic susceptibility $\chi_s(i\omega_l, q)$ is given by Eq. (3.1). Provided that

$$[1 - \frac{1}{4}I_s(0, Q)\tilde{\chi}_s(0)]_{T = 0 K} > 0,$$  \hspace{1cm} (3.20)

for any $Q$, the FL is stable against any magnetic state. Assume that $I_s(0, Q)$ is maximal at $Q = Q_{SDW}$. When $I_s(0, Q) \geq \chi_s(0)$ is so large that

$$[1 - \frac{1}{4}I_s(0, Q)\tilde{\chi}_s(0)]_{T = T_N} = 0,$$  \hspace{1cm} (3.21)

the FL is unstable below $T_N$ against a magnetic state or a spin density wave (SDW) state with $Q$. According to the FL relation together with Eq. (2.22b), it follows that $\tilde{\chi}_s(0) \simeq 1/[k_B T_K]$. In the limit of $n \rightarrow 1$ and $U/W \rightarrow +\infty$, $k_B T_K$ is vanishing so that $\tilde{\chi}_s(0)$ is diverging. The superexchange interaction $J_s(q)$ is antiferromagnetic. When $n \simeq 1$, $J_s(0, q)$ is also antiferromagnetic, as is discussed in Sec. IV. When $n \simeq 1$ and $U/W$ is large enough, therefore, it is probable that the FL is unstable against an antiferromagnetic state. In two dimensions, however, $T_N = +0 K$ when the mode-mode
coupling term, $-4A(0, q)$, or magnetic critical fluctuations are self-consistently treated. An average of $I^*_s(\omega + i0, q)$ over a low-energy region $|\omega| \lesssim k_B T_K$ is expanded as

$$\text{Re}\langle I^*_s(\omega + i0, q) \rangle \approx\frac{1}{N_c} \sum_{ij} I^*_{ij} e^{i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)} \langle \cdots \rangle, \quad (3.22)$$

with $\langle \cdots \rangle$ standing for the average. Most possible order parameters, in addition to a magnetic one, are given by the decoupling of

$$-\frac{1}{2} \sum_{i \neq j} \sum_{\alpha \beta \gamma \delta} I^*_{ij} \left( \frac{1}{2} \sigma^{\alpha \beta} \cdot \left( \frac{1}{2} \sigma^{\gamma \delta} \right) a^\dagger_{i\alpha} a_{j\beta} a^\dagger_{j\gamma} a_{i\delta} \right), \quad (3.23)$$

with $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ being the Pauli matrix; $\langle a^\dagger_{i\alpha} a_{j\beta} \rangle$ or $\langle a_{i\alpha} a_{j\beta} \rangle$ of superconductivity, $\sum_{\alpha \beta} \langle a^\dagger_{i\alpha} a_{j\beta} \rangle$ of charge bond wave (CBW), and $\sum_{\alpha \beta} \langle a^\dagger_{i\alpha} a_{j\beta} \rangle$ of spin bond wave (SBW), in addition to $\sum_{\alpha \beta} \langle a^\dagger_{i\alpha} a_{j\beta} \rangle$ of magnetic or SDW.

For the sake of simplicity, the nearest-neighbor component of $I^*_{ij}$, which is denoted by $I^*_1$, is only considered. When $n \approx 1$, $J_s(0)$ and $J_Q(0)$ are antiferromagnetic, as is discussed above, so that $I^*_1$ is antiferromagnetic such that $I^*_1 < 0$. When $n \approx 0$ or $n \approx 2$, $J_Q(0)$ can be ferromagnetic, as is discussed in Sec. IV. When $J_s(0)$ is weak, $I^*_1$ can be ferromagnetic such that $I^*_1 > 0$. Possible symmetries or waves of ordered states depend on $d$, lattice structure, $n$, the sign of $I^*_1$, and others.

When $I^*_1$ is weak or strong, the FL is unstable against an anisotropic superconducting (SC) state, at least, if no disorder exists: a singlet one for $I^*_1 < 0$ and a triplet one for $I^*_1 > 0$. For example, consider the two-dimensional square lattice. When $n \approx 1$, $I^*_1 < 0$, as is discussed above. Then, two singlet waves are possible: anisotropic $s$ wave and $d\gamma$ wave. When any pair breaking by SC critical fluctuations themselves and other inter-site fluctuations are ignored, SC critical temperatures $T_c$ are given by

$$1 + \frac{3}{4} I^*_1 \left( \frac{\phi_s}{\phi_T} \right)^2 \frac{1}{N_c} \sum_k \eta^2(k) \langle \xi(k) \rangle \frac{\tanh \left( \frac{\xi(k)}{2k_B T_c} \right)}{2k_B T_c} = 0, \quad (3.24)$$

with

$$\eta_{\Gamma}(k) = \begin{cases} \cos(k_x a) + \cos(k_y a), & \Gamma = s, \\ \cos(k_x a) - \cos(k_y a), & \Gamma = d\gamma \end{cases}, \quad (3.25)$$

being form factors of the $s$ wave and the $d\gamma$ wave. Equation (3.24) gives approximate or at least upper limits of $T_c$’s in quasi-two dimensions: $T_c = +0 K$ in two dimensions because of SC critical fluctuations. In quasi-two dimensions, when $n \approx 1$, $T_c$ of the $d\gamma$ wave is much higher than $T_c$ of the $s$ wave since $|\eta_{d\gamma}(k)|^2 \gg |\eta_s(k)|^2$ for almost $k$’s except for $|k_x| \approx |k_y|$ on the FS. When $I^*_1 < 0$, triplet $p$ waves are possible: $p_x$ and $p_y$ waves.

The homogeneous CBW is simply the Fock-type term studied in Sec. IIIB. Since it breaks no symmetry at least in the FL, it is not an ordered parameter. When $I^*_1$ is weak, the FL is stable against any bond wave. When $I^*_1$ is strong, the FL is unstable against CBW for $I^*_1 < 0$ and SBW for $I^*_1 > 0$. A flux state, which is a multi-$Q$ bond wave with different phases for different $Q$ components, is also possible, with $Q$ ordering wave numbers.

When $U/W \lesssim 1$, the perturbation in $U$ is more useful than that in $I^*_1(\omega, q)$ is. When the nesting of $\mathcal{F}$ is sharp enough, the FL is unstable against an anisotropic SC state at least, if no disorder exists.

The above analysis can never exclude a possibility of an exotic state. If it is characterized by an order parameter, it is straightforward to study the instability of the FL against it.

IV. DISCUSSION

A. $1/d$ expansion theory

Every term or quantity is classified according to the order in $1/d$ in the site expansion and wave-number expansions representations. The single-site $\Sigma_{\sigma}(i\varepsilon)$ is of leading order in $1/d$ or $O(1)$. When $U/t > 0.26$ the single-site $\chi_s(i\omega)$ is a relevant $O(1)$ term. Multi-site or inter-site terms can also be $O(1)$ for particular $Q$'s in the wave-number representation. Relevant $O(1)$ terms are the magnetic $J_s(Q)$ and $J_Q(i\omega, Q)$ for the particular $Q$'s. On the other hand, $\Delta \Sigma_{\sigma}(i\varepsilon, n, k) = O(1/\sqrt{d})$ for any $k$, $J_s(q) = O(1/\sqrt{d})$ and $J_Q(i\omega, k) = O(1/\sqrt{d})$ for almost all $q$'s except for the particular $Q$'s, and $\Sigma_{\sigma}(i\varepsilon, n, k) = O(1/d)$ for any $q$.

When the Néel temperature $T_N$ is nonzero for one of the particular $Q$'s, magnetization $m(Q)$ appears at $T < T_N$. Magnetic Weiss mean fields, $J_s(Q)m(Q)$ and $J_Q(i\omega, Q)m(Q)$, are $O(1)$. When they are considered in the mean-field approximation beyond $S^3A$ or DMFT, the mean-field theory is rigorous for $d = +\infty$. When $T \geq T_N$, $S^3A$ or DMFT is rigorous for $d = +\infty$, except for the magnetic susceptibility with the particular $Q$'s.

The cluster DMFT (CDMFT) is a non-perturbative theory for a cluster to include multi-site terms beyond $S^3A$ or DMFT. In CDMFT, the translational symmetry is broken by choosing of a particular cluster even in the presence of no order parameter; the symmetry is recovered for an infinitely large cluster. The Kondo-lattice theory is a perturbative theory to include multi-site terms starting from the FL in $S^3A$ or DMFT, which is a non-perturbative theory. The conventional perturbation can treat higher-order terms in $1/d$; it can also treat instability of the FL, as is examined in Sec. III C. The anomalous perturbation that assumes the existence of an order parameter can treat magnetic order, which is $O(1)$, and other types of order such as anisotropic superconductivity and bond wave, which are of higher order in $1/d$. In the Kondo-lattice theory, the translational
symmetry is not broken by its framework itself; it is broken when an order parameter with nonzero wave-number appears.

**B. Magnetism crossover**

The study in this paper is almost restricted to $T = 0$ K, except for the study in Sec. III C. It is straightforward to extend the study to $T > 0$ K. In the Kondo effect, the $T$ dependent crossover occurs between a local-moment magnet at $T \gg T_K$ and the FL at $T \ll T_K$. In a magnet, there exists a temperature scale $T_N$, below which magnetic critical fluctuations develop. When $T_N \gg T_K$, the magnet is characterized as a typical local-moment one. When $T_N \ll T_K$, it is characterized as a typical itinerant-electron one. The magnetism crossover is simply a crossover between local-moment magnetism at $T \geq T_K$ and itinerant-electron magnetism at $T \leq T_K$.

The local susceptibility $\tilde{\chi}_s(0)$ gives the Curie-Weiss (CW) law for any $q$ or the CW law of a local-moment magnet at $T \geq T_K$. The RPA polarization function $J_Q(0, q)$ or $P(0, q)$ gives the CW law of an itinerant electron magnet at $T \lesssim T_K$. When there is a sharp nesting of FS, $P(0, q)$ gives the CW law only around the nesting wave number. When the chemical potential lies around a sharp peak of DOS, $P(0, q)$ gives the CW law only for $q \approx 0$. The two mechanisms are $O(1)$ in $1/d$. The particular $q$ dependences of the two CW mechanisms are remnants of those in infinite dimensions.

When there is no nesting of FS and DOS is almost constant around the chemical potential, the mode-mode coupling term $-4\Lambda(0, q)$ can give a local-moment type CW law of an itinerant electron liquid at $T \lesssim T_K$. When there is a sharp nesting of FS or the chemical potential is around a sharp peak of DOS, the mode-mode coupling term shows an opposite temperature dependence to the CW law. Since $-4\Lambda(0, q) = O(1/d)$, this mechanism does not work in infinite dimensions.

The magnetism crossover in the periodic Anderson model (PAM) is slightly different from that in the Hubbard model. In PAM, conduction electrons and the so-called $d$ or $f$ electrons are strongly hybridized at $T \lesssim T_K$ to form heavy electrons or quasi-particles, while they are independent degrees of freedom at $T \gg T_K$ such that $d$ or $f$ electrons behave as localized spins but conduction electrons are itinerant. At $T \leq T_K$, there is no essential difference between the two models. The exchange interaction $J_Q(\omega_l, q)$, which arises from the virtual exchange of a pair excitation of quasi-particles, works between quasi-particles themselves in either model. At $T > T_K$, there is a crucial difference between the two models. In PAM, the Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange interaction $J_{RKKY}(\omega_l, q)$ arises from the virtual exchange of a pair excitation of conduction electrons, and it works between localized spins of $d$ or $f$ electrons in PAM. The $d$ or $f$ electron component of the susceptibility of PAM is given by Eq. (3.4) with

$$I_s(\omega_l, q) = J_s(q) + J_{RKKY}(\omega_l, q) - 4\Lambda(\omega_l, q),$$

at $T \gg T_K$; the superexchange interaction $J_s(q)$ also exists in PAM, in general. When $T \lesssim T_K$, $J_{RKKY}(\omega_l, q)$ turns out to be $J_Q(\omega_l, q)$. The competition between the Kondo effect and the RKKY exchange interaction is only relevant at $T \gg T_K$ or $T \gtrsim T_K$.

**C. Evidence for the existence of $J_Q(\omega_l, q)$**

The exchange interaction $J_Q(\omega_l, q)$ or $P(\omega_l, q)$ is responsible for magnetic properties that are observed in itinerant-electron magnets. It is similar to the conventional RPA polarization function except for the pre-factor of $\{4/\tilde{\chi}_s^2(0)\}^{1/2}$. Because of this factor, its strength is proportional to $W \approx 4k_BT_K$. In particular,

$$\lim_{q_l \to 0} P(0, q) = \frac{8}{\tilde{\chi}_s^2(0)} \left( \frac{\omega_l}{\tilde{\chi}_s^2(0)} \right) \rho(0) \propto k_BT_K,$$

for the static $q = 0$ component. Here, $\tilde{\chi}_s(0) \approx 1/(k_BT_K)$ is used. Provided that $|J_Q(0, q)| \gg |J_s(q) - 4\Lambda(0, q)|$, low-energy phenomena are characterized by a single energy scale of $k_BT_K$, i.e., physical properties obeys the so-called one-parameter scaling. The one-parameter scaling in $k_BT_K$ is actually observed in the metamagnetic transition or crossover in CeRu$_2$Si$_2$. Since $J_Q(\omega_l, q)$ is relevant at least in CeRu$_2$Si$_2$.

It is obvious that $P(0, q)$ has similar features to those of the conventional RPA polarization function. For example, it is antiferromagnetic when the nesting of FS of quasi-particles is sharp or the chemical potential lies around the center of the quasi-particle band or $n \approx 1$. It is ferromagnetic when the chemical potential lies around the top or bottom of the quasi-particle band, i.e., for $n \approx 2$ or $n \approx 0$. In particular, it is strongly ferromagnetic when DOS has a sharp peak at one of the band edges where the chemical potential lies. As DOS’s of many itinerant-electron ferromagnets such as Fe, Ni and so on have. This is consistent with that of Kanamori’s theory for itinerant-electron ferromagnetism. Since the superexchange interaction is antiferromagnetic, however, it seems to be difficult for itinerant-electron ferromagnetism to occur in the single-band Hubbard model.

According to Ref. 27, the superexchange interaction is ferromagnetic in a multi-band Hubbard model if the Hund coupling is strong enough and the band degeneracy is large enough. Itinerant-electron ferromagnetism can easily occur when both of the superexchange interaction and $J_Q(0, q)$ are ferromagnetic.

**D. Impossibility of the Mott insulator for finite $U$**

Since the proof in Sec. III B is made for $\lambda = \pm 0$, it is another issue what is the ground state in the grand
The canonical ensemble with $\lambda = 0$ or the canonical ensemble, where $\mathcal{N}$ or $N$ is a conserved quantity. When $\lambda = 0$, the FS condition may be or may not be satisfied so that the ground state of the Anderson model may be or may not be a singlet. If it is not a singlet, the ground state of the Hubbard model under $S^3A$ or DMFT is an insulator whose entropy is diverging in the thermodynamic limit. In this paper, only such an abnormal insulator is called the Mott insulator; if the ground-state entropy of an insulator with $n \simeq 1$ or $N \simeq N_c$ is zero or finite in the thermodynamic limit, the insulator is called a spin liquid. Since it is quite unlikely that the third law of thermodynamics is broken in a relevant Hamiltonian such as the Hubbard model with finite $U/|t|$, we speculate that the ground state under $S^3A$ or DMFT is not a singlet for even $N$ or a doublet for odd $N$. Even if the ground state can be infinitely degenerate under $S^3A$ or DMFT, the degeneracy must be lifted when the R VB mechanism is considered beyond it. We also speculate that when $U/|t|$ is finite the ground state within the restricted Hilbert subspace must be the FL, an exotic metal, or a spin liquid. When the $N$-M transition is studied in the grand canonical ensemble, the canonical ensemble is conventionally assumed. The abnormal insulator for $N = N_c$ and $U \geq U_{Br}$ according to Brinkman and Rice’s theory must be unstable when the RVB mechanism is considered. According to the proof in Sec. III B any insulator is unstable for finite $U/|t|$ in the grand canonical ensemble with $\lambda = \pm 0$ even if the RVB mechanism is not considered, i.e., under $S^3A$ or DMFT, which is beyond the Gutzwiller approximation.

In numerical $S^3A$ or DMFT, CDMFT and Monte Carlo theory, an M-I transition seems to occur when $n \simeq 1$ and $U \approx U_{Br}$. The M-I transition, at least, for $n \neq 1$ seems to inconsistent with the analysis of this paper, although the phase diagram for $T > 0 K$, which is studied in numerical theories, may be different from that for $T = 0 K$, in general. First of all, the effect of $\lambda = \pm 0$ or $N$ being a non-conserved quantity in the grand canonical ensemble, if it is not considered, should be explicitly considered also in numerical theories because single-particle excitations in a system where $N$ is not a conserved quantity are different from those in a system where $N$ is a conserved quantity, as is studied in Appendix C. When an M-I transition occurs in either of the numerical theories, a lower-temperature phase seems to be the Mott insulator. It is interesting to examine which is actually observed in numerical theories, evidence that the third law of thermodynamics holds or evidence that it does not. In this context, it is interesting to carry out numerical processes beyond $S^3A$ or DMFT in a parameter region where the RVB mechanism is expected to be effective. If a stabilization effect is observed, it is evidence that the ground state is a singlet under and beyond $S^3A$ or DFFT. If it is not observed, the ground state may be infinitely degenerate in the thermodynamic limit, but within the restricted Hilbert subspace: the true ground state must be an ordered state in the whole Hilbert space. If this is the truth, it should be clarified what impedes the RVB mechanism or what stabilizes the abnormal ground state, where the third law of thermodynamics is broken.

E. Normal state of cuprate superconductors

If the RVB state is characterized by an order parameter, it is straightforward to study the instability of the FL against it. However, no order parameter is proposed so far. In the mean-field RVB theory, the RVB state is stabilized by local correlations, which are treated with the Gutzwiller projection operator, and the Fock-type exchange interaction. No order parameter is introduced by the Gutzwiller projection operator, which is also used to treat the FL, or the Fock-type term, which is also nonzero in the FL. On the other hand, it is speculated that the charge-spin separation occurs in the RVB state; bosonic and fermionic elementary excitations are called holons and spinons. In order to support this speculation, a slave-boson RVB theory is proposed in the slave-boson $t-J$ model an electron in the $t-J$ model.
corresponds to a pair excitation of a slave boson and a fermion in the slave-boson t-J model. In this theory, the RVB state is characterized by the condensation of slave bosons, which are called holons; itinerant fermions, which are called spinons, appear when slave bosons are condensed. However, it is never shown so far what symmetry is broken in the t-J model when the condensation of slave bosons occurs in the slave-boson t-J model. There is no evidence that the RVB state in the t-J model is characterized by an order parameter, which implies that the RVB state, which is an insulator or a metal, is of the same symmetry as the FL is. On the basis of the FL theory for the Heisenberg model in Appendix [3] which implies that the adiabatic continuity holds between a spin liquid in the Heisenberg model and the FL in the Hubbard model, we propose that the insulating RVB state is the spin liquid and the metallic RVB state is the FL.

Under $S^3A$ or DMFT, $\rho(0) \simeq 1/W$, as is shown in Eq. (2.33). Beyond $S^3A$ or DMFT, $\rho(0)$ is reduced by the RVB mechanism such that $\rho(0) \simeq 1/\left[W + \phi_0|c_f J|\right]$, as is shown in Eq. (3.18). On the other hand, $\rho$s of LHB and UHB are not reduced by the RVB mechanism. In the so-called Hubbard III approximation, the bandwidth of UHB and LHB is $W_{HB} \simeq 0.8 W$ for $n \simeq 1$. $\rho$s of LHB and UHB are given by

$$\rho(\epsilon_a - \mu) \simeq \rho(\epsilon_a + U - \mu) \simeq 1/(2W_{HB}). \quad (4.3)$$

When $n \simeq 1$ and $n < 1$, LHB is just below the quasi-particle band. The band centers of LHB and UHB are $\epsilon_a - \mu \simeq -W_{HB}/2$ and $\epsilon_a + U - \mu \simeq U - W_{HB}/2$. LHB spreads over $-W_{HB} \lesssim \epsilon \lesssim -W^*/2$, the quasi-particle band over $|\epsilon| \lesssim W^*/2$, and UHB over $U - W_{HB} \lesssim \epsilon \lesssim U$. When UHB is totally above the quasi-particle band, an energy region of $\epsilon \simeq -W^*$ is within LHB and that of $\epsilon \simeq W^*$ is within a gap-region between the quasi-particle band and UHB, so that $\rho(\epsilon \simeq -W^*) \gg \rho(\epsilon \simeq W^*)$. If the reduction of $\rho(0)$ is small or $\rho(0) \simeq 1/W$, $\rho(\epsilon \simeq -W^*) \simeq \rho(0) \gg \rho(\epsilon \simeq W^*)$. \quad (4.4a)

If the reduction of $\rho(0)$ is large or $\rho(0) \ll 1/W$, $\rho(\epsilon \simeq -W^*) \gg \rho(0) \simeq \rho(\epsilon \simeq W^*)$. \quad (4.4b)

An asymmetric $\rho(\epsilon)$ that is consistent with Eq. (4.4) is observed by tunneling spectroscopy. Since such an asymmetry can arise from the reduction of $\rho(\epsilon \simeq 0)$, it is evidence that the RVB mechanism is crucial in cuprate superconductors.

In two dimensions, critical fluctuations make $T_c$ down to $+0$ K. This implies that large deviations from the typical FL can occur in anisotropic quasi-two dimensions and they are responsible for some of exotic properties of cuprate superconductors. If the anisotropy is large enough but $T_c$ is still high enough, SC critical fluctuations can cause the opening of a pseudo-gap in the SC critical region. It is certain that other effects, such as the electron-phonon interaction and so on, are necessary to explain the whole exotic properties.

Within the Hubbard model, $T_c$ is low since $|J|$ is about a half of $4|t|^2/U$ in an actual situation. Experimentally, $J$ is as large as $J \simeq -0.15$ eV. In order to explain observed $T_c$, the phenomenological $J \simeq -0.15$ eV should be used in Eq. (3.7) or the t-J model with $J \simeq -0.15$ eV should be used. The $d-p$ model with relevant parameters corresponds to the t-J model. If $T_c$ should be explained microscopically, the $d-p$ model should be used. It is straightforward to extend the study of this paper to the t-J model and the $d-p$ model. It is also straightforward to extend the study of this paper further such that effects of SC, magnetic, and bond wave fluctuations can be included, not only in the Hubbard model but also in the t-J model and the $d-p$ model.

According to an early FL theory of high-$T_c$ superconductivity in 1987, the normal state is the FL and the condensation of $d\gamma$-wave Cooper pairs is responsible for high-$T_c$ superconductivity. The analysis on possible SC states in this paper is simply an extension of the early FL theory, or it confirms the early FL theory although the extensions are necessary.

V. CONCLUSION

The Hubbard model is studied by the Kondo-lattice theory. The supreme single-site approximation ($S^3A$), which considers all the single-site terms, is reduced to determining and solving self-consistently the Anderson model, which is an effective Hamiltonian for the Kondo effect. It is proved that the ground state under $S^3A$ is the Fermi liquid except for $n = 1$ and $U/W = \infty$, with $n$ being the electron density per unit cell, $U$ the onsite repulsion, and $W$ the band-width. Multi-site terms are perturbatively considered beyond $S^3A$ by the Kondo-lattice theory. When $n \simeq 1$ and $U/W \gtrsim 1$, in particular, the Fermi liquid is stabilized under $S^3A$ by the Kondo effect and is further stabilized beyond $S^3A$ by the resonating valence bond (RVB) mechanism. The Fermi liquid is a relevant normal state to study possible low-temperature phases or the true ground state. In one dimension, the Fermi liquid is unstable against, at least, the Tomonaga-Luttinger liquid. In two dimensions and higher, the Fermi liquid is unstable against, at least, an antiferromagnetic or anisotropic superconducting state.

It is proposed that the Fermi liquid stabilized by the Kondo effect and the RVB mechanism is the normal state of cuprate superconductors. In order to explain high superconducting critical temperatures, however, the t-J model with $J \simeq -0.15$ eV or the $d-p$ model with relevant parameters, which corresponds to the t-J model, should be used instead of the Hubbard model.
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The inequality (2.26), \( \Delta \) of the mapping condition (2.22b) is given by

\[
Y_2(\epsilon) = -\text{Im} \tilde{\Sigma}_\sigma(\epsilon + i0) - i\lambda^2 \Gamma(\epsilon + i0), \tag{A1}
\]

and

\[
Y_0(\epsilon) = \int d\epsilon' D(\epsilon') \frac{S_1^0(\epsilon, \epsilon')}{S_1^0(\epsilon, \epsilon') + S_2^0(\epsilon)}. \tag{A3}
\]

In this Appendix, it is only assumed that \( \tilde{\Sigma}_\sigma(\epsilon + i0) \) is an analytical function in the upper half plane; it may be convergent or divergent on the real axis. It follows from Eq. (A3) that

\[
Y_2(\epsilon) = 1 - S_2^0(\epsilon) Y_0(\epsilon). \tag{A4}
\]

Since \( R_\sigma(\epsilon + i0) \) defined by Eq. (2.22b) is given by

\[
R_\sigma(\epsilon + i0) = Y_1(\epsilon) - iS_2(\epsilon) Y_0(\epsilon), \tag{A5}
\]

the mapping condition (2.22b) is given by

\[
\Delta(\epsilon) = \text{Re} \lambda^2 \Gamma(\epsilon + i0) - S_2(\epsilon) \frac{Y_2^2(\epsilon) - Y_0(\epsilon) Y_2(\epsilon)}{Y_1^2(\epsilon) + S_2^0(\epsilon)} Y_0^2(\epsilon). \tag{A6}
\]

Here, Eq. (A1) is used. It is trivial that \( S_2(\epsilon) > 0 \) and \( Y_1^2(\epsilon) + S_2^0(\epsilon) Y_0^2(\epsilon) > 0 \). Since an inequality of

\[
\int d\epsilon' D(\epsilon') \frac{\left[ x + S_1(\epsilon, \epsilon') \right]^2}{S_1^0(\epsilon, \epsilon') + S_2^0(\epsilon)} > 0, \tag{A7}
\]

or \( Y_0(\epsilon) x^2 + 2Y_1(\epsilon) x + Y_2(\epsilon) > 0 \) is satisfied for any real \( x \), it follows that

\[
Y_2^2(\epsilon) - Y_0(\epsilon) Y_2(\epsilon) < 0. \tag{A8}
\]

The inequality (2.22b), \( \Delta(\epsilon) \geq \text{Re} \lambda^2 \Gamma(\epsilon + i0) \), holds.

**APPENDIX B: FERMI-LIQUID THEORY FOR A SPIN LIQUID IN THE HEISENBERG MODEL**

1. **Localized spin in s-d model**

The FL theory for the s-d model, which is a prototype of the FL theory for the Heisenberg model, is first studied by a different approach from Nozières’\(^{18}\) in the s-d limit, which is defined by \( U/|V|^2 \rightarrow +\infty \) with \( 2(\epsilon_d - \bar{\mu}) + U = 0 \) and \( J_{s-d} = -2|V|^2/\bar{U} \) kept constant, the Anderson model (2.11), but with constant \( V(k) = \bar{V} \) and

\[
\frac{1}{N_A} \sum_k \delta[\epsilon + \bar{\mu} - E_c(k)] = D_c(0), \tag{B1}
\]

is reduced to the s-d model:

\[
\mathcal{H}_{s-d} = -J_{s-d} \sum_{\tau\tau'} (S \cdot \sigma^{\tau\tau'}) c_{0\tau}^\dagger c_{0\tau'} + \sum_{k\sigma} E_c(k) c_{k\sigma}^\dagger c_{k\sigma}, \tag{B2}
\]

with \( S \) a localized spin with \( S = 1/2 \) at the 0th site and \( c_{0\tau} = (1/\sqrt{N}) \sum_k c_{k\tau} \). A constant term of \( \epsilon_a \) is ignored in Eq. (B2).

It is straightforward to extend the FL theory for the Anderson model\(^{23}\) to the s-d limit. The Green functions for d electrons and conduction electrons in the Anderson model are given, respectively, by

\[
\tilde{G}_\sigma(\epsilon + i0) = \frac{1}{\phi_\gamma} \left[ \frac{1}{\epsilon + i\Delta^*} + O(\epsilon^2) \right], \tag{B3}
\]

and

\[
G_{kk'\sigma}(\epsilon + i0) = \frac{g_{k\sigma}(\epsilon + i0)}{\pi D_c(0)} \left[ \frac{1}{\epsilon + i\Delta^*} + O(\epsilon^2) \right], \tag{B4}
\]

for \( |\epsilon| \ll k_B T_K \), with

\[
\Delta^* = \frac{1}{\phi_\gamma} \pi |V|^2 D_c(0) = \frac{4}{\pi} k_B T_K, \tag{B5}
\]

and \( g_{k\sigma}(\epsilon + i0) = 1/|\epsilon + \bar{\mu} - E_c(k) + i0| \). In Eq. (B5), Eq. (2.22b) is used. Since \( T_K \) is nonzero and finite in the s-d limit,

\[
\phi_\gamma \propto |V|^2 \propto \bar{U}, \tag{B6}
\]

is satisfied there. In the s-d limit or in the limit of \( \phi_\gamma \rightarrow +\infty \), the Green function of d electrons is vanishing, as is shown in Eq. (B3), but the fermionic spectrum of single-particle excitations for d electrons is still well defined, as is shown in Eq. (B4).

In the s-d model, d electrons are exactly localized and they carry a localized spin. It is trivial that the single-particle or fermionic Green function of the localized spin can never be defined. However, the fermionic spectrum, which describes scatterings of conduction electrons by the localized spin, is defined by Eq. (B4). Physical properties of the localized spin in the s-d model can be described by the fermionic spectrum according to the FL relation. For example, the specific heat is given by

\[
C = \gamma T + \cdots \tag{B7}
\]

at \( T \ll k_B T_K \), with \( \gamma \) given by Eq. (2.30). This is simply the FL theory for the s-d model by Nozières\(^{18}\).

The number of d electrons that carry a localized spin is a conserved quantity in the s-d model but the number of d electrons is not in the Anderson model, i.e., local gauge symmetry exists in the s-d model but it does not in the Anderson model. It should be noted that, however, the adiabatic continuity\(^{24}\) holds between the FL in the s-d model and the FL in the Anderson model\(^{25}\). It should also be noted that the Kondo peak, to which the Gutzwiller band in the Hubbard model under S\(^3\) or DMFT corresponds, appears in the fermionic spectrum even if no d electron can be added or removed in the s-d model but when an electron can be added or removed in the conduction band, as is shown by Eq. (B4).
2. Spin liquid in the Heisenberg model

In the Heisenberg limit, which is defined by $U/|t| \to +\infty$ with $2(\epsilon_a - \mu) + U = 0$ and $J = -4t^2/U$ kept constant, the Hubbard model with the electron reservoir, which is defined by Eq. (2.1), is reduced to the Heisenberg model with a thermal reservoir:

$$\mathcal{H}_H = -\frac{1}{2} J \sum_{\langle ij \rangle} (S_i \cdot S_j) + \sum_{k\sigma} (E_b(k) - \mu) b^\dagger_{i\sigma} b_{i\sigma},$$

$$-\lambda^2 J r \sum_{i \in R} \sum_{\tau \tau'} (S_i \cdot \sigma^{\tau\tau'}) b^\dagger_{i\tau} b_{i\tau'},$$  \hspace{1cm} (B7)

with $S_i$ a localized spin with $S = 1/2$ at the $i$th site and $J_r = -2|v|^2/U$. A constant term of $N_c (\epsilon_a - \mu)$ is ignored in Eq. (B7). First, two dimensions and higher are assumed. When the RVB mechanism is only considered beyond $S^3A$ or DMFT, the ground state is the FL even in the Heisenberg limit provided that the perturbation $\lambda^2 J_r$ from the thermal reservoir is weak enough. Then, it is assumed that

$$\lim_{U/|t| \to +\infty} |v|^2/U < +\infty,$$  \hspace{1cm} (B8a)

and

$$\lim_{U/|t| \to +\infty} |v|^2/\tilde{\phi}_\gamma < +\infty,$$  \hspace{1cm} (B8b)

with $\tilde{\phi}_\gamma$ one of the expansion coefficients for the self-energy renormalized by the Fock-type term; the model (B7) and quasi-particles are well defined when Eq. (B8) is satisfied. It is also assumed that the FL is totally stabilized by the RVB mechanism, i.e., it is assumed according to Eq. (3.19) and $W \propto |t| \propto \sqrt{U}$ that $\tilde{\phi}_\gamma$ satisfies

$$\lim_{U/|t| \to +\infty} \sqrt{U}/\tilde{\phi}_\gamma = 0.$$  \hspace{1cm} (B9)

The Green functions for electrons in the Hubbard model and the reservoir averaged over the ensemble are given, respectively, by

$$G_{\sigma}(\varepsilon + i0, k) = \frac{1}{\phi_{\gamma}} \left[ \frac{1}{\varepsilon - \xi(k) + \lambda^2 J_r \Gamma^\ast(\varepsilon + i0)} + O(\varepsilon^2) \right],$$  \hspace{1cm} (B10)

and

$$G_{b\sigma}(\varepsilon + i0, k) = g_{b\sigma}(\varepsilon + i0, k) + n_b \lambda^2 \frac{|v|^2}{\phi_{\gamma}} g_{b\sigma}(\varepsilon + i0, k)$$

$$\times \left[ \frac{1}{\varepsilon - \xi(k) + \lambda^2 J_r \Gamma^\ast(\varepsilon + i0)} + O(\varepsilon^2) \right],$$  \hspace{1cm} (B11)

for $|\varepsilon| \ll \langle c_J \rangle$, with $g_{b\sigma}(\varepsilon_n, k) = 1/|\varepsilon_n + \mu - E_b(k)|$, $\xi(k)$ given by Eq. (3.13), and

$$\Gamma^\ast(\varepsilon + i0) = i\eta \frac{|v|^2}{\phi_{\gamma}} \frac{1}{N_c} \sum_k g_{b\sigma}(\varepsilon + i0, k).$$  \hspace{1cm} (B12)

In the Heisenberg limit, the Green function for electrons is vanishing. Provided that Eq. (B8b) is satisfied, however, quasi-particle excitations are well defined.

The conductivity in the Heisenberg limit is given by

$$\sigma_{xx}(0) \propto \frac{e^2}{N_c} \sum_k \frac{\partial}{\partial k_x} E(k) \frac{\partial}{\partial k_x} [E(k) + \Delta \Sigma_{\sigma}(k)]$$

$$\times \left[ \text{Im} G_{\sigma}(+i0, k) \right]^2$$

$$\propto \frac{|t|^2}{|v|^2 \lambda^2} ne^2|J|,$$  \hspace{1cm} (B13)

where the vertex correction consistent with the Fock-type self-energy is included. The asymptotic behavior of $J_r$ or $|v|^2$ should be properly assumed to satisfy Eq. (B8). Assume that $\phi_{\gamma} \propto U^\kappa$, where $\kappa > 1/2$ is required by Eq. (B9). If $1/2 < \kappa < 1$, $|v|^2 \propto U^\kappa$ is assumed; $\Gamma^\ast(\varepsilon + i0)$ is nonzero and finite and $J_r$ is vanishing. If $\kappa = 1$, $|v|^2 \propto U$ is assumed; both of $\Gamma^\ast(\varepsilon + i0)$ and $J_r$ are nonzero and finite. If $\kappa > 1$, $|v|^2 \propto U$ is assumed; $\Gamma^\ast(\varepsilon + i0)$ is vanishing and $J_r$ is nonzero and finite. In either case, the conductivity is vanishing because $|t|/|v|^2 \lambda^2 \to 0$ in the Heisenberg limit followed by the limit of $\lambda \to 0$.

Assume that $\lambda^2$ is small but nonzero. When $1/2 < \kappa < 1$, $\lambda^2 \Gamma^\ast(\varepsilon + i0)$ is nonzero for vanishing $\lambda^2 J_r$, which means that there is a singularity at $\lambda^2 J_r = 0$. When $|v|^2 \propto U$ is assumed, for example, $\lambda^2 \Gamma^\ast(\varepsilon + i0)$ is diverging for nonzero and finite $\lambda^2 J_r$, even if $\lambda^2 J_r$ is infinitely small. The ground state is completely disordered due to an infinitesimally small $\lambda^2 J_r$. This is unreasonable. When $\kappa > 1$, $\lambda^2 \Gamma^\ast(\varepsilon + i0)$ is vanishing for nonzero and finite $\lambda^2 J_r$, even if $\lambda^2 J_r$ is large. A finitely large perturbation has no effect on the ground state. This is also unreasonable. We speculate that the truth is $\kappa = 1$ or $\phi_{\gamma} \propto U$, as it is in the s-d limit for the Anderson model.

When the RVB mechanism is only considered beyond $S^3A$ or DMFT within the restricted Hilbert subspace, the ground state in the Heisenberg limit is a spin liquid, where the Green function of electrons and the conductivity are vanishing but the fermionic spectrum $\xi(k)$ of almost localized electrons is defined. It is probable that, under the corresponding approximation within the restricted Hilbert subspace, the spin liquid is also the ground state of the Heisenberg model, where the single-particle Green function of localized spins can never be defined and the conductivity exactly vanishes. Although $\xi(k)$ related to localized spins is also defined, it does not exist in the Heisenberg model. Physical properties of the spin liquid can be described by $\xi(k)$ according to the FL relation. For example, the specific heat per unit cell is given by $C = gT + \cdots$ at $T < |c_J|$, with $g$ given by Eq. (2.30). This is simply the FL theory for the Heisenberg model.

The FS exists in the Hubbard model but it does not in the Heisenberg model. In general, no change of symmetry occurs between a metal, in which the FS exists, and an insulator, in which no FS exists, if no order parameter is involved; the breaking of local gauge symmetry may occur. The analysis in this Appendix implies that the
adiabatic continuity holds between the FL in the Hubbard model and the spin liquid in the Heisenberg model, i.e., the spin liquid is simply the FL. We propose that the insulating RVB state is the spin liquid and, therefore, the metallic RVB state is simply the FL.

In one dimension, terms proportional to $\varepsilon \ln |\varepsilon|$ appear in the multi-site self-energy at $T = 0$ K. Even in this case, it is possible to describe the Green functions by Eqs. (B11) and (B11), where each of $1/[\varepsilon - \xi(k) + i\delta \Gamma^*(\varepsilon + i0)]$ is replaced by $1/[\varepsilon + e\varepsilon \ln |\varepsilon| - \xi(k) + i\delta \Gamma^*(\varepsilon + i0)]$, with $c$ a numerical constant. It is straightforward to extend the above analysis to one dimension. The extended analysis implies that the adiabatic continuity holds between the Tomonaga-Luttinger liquid in the Hubbard model and Bonner and Fishers’s spin liquid in the Heisenberg model.

The Tomonaga-Luttinger liquid and Lieb and Wu’s spin liquid seem to be of the same symmetry as each other. It is interesting to examine whether the adiabatic continuity holds between them. If the adiabatic continuity holds between the Tomonaga-Luttinger liquid and Bonner and Fishers’s spin liquid, as is discussed above, it is probable that the adiabatic continuity also holds between the Tomonaga-Luttinger liquid and Lieb and Wu’s spin liquid. When $\lambda = \pm 0$, $N$ is a non-conserved quantity. When $U/|t|$ is finite and the chemical potential is continuous at $n = 1$ as a function of $n$, a state for $n = 1$ is, in a certain sense, an average over states with $N = N_c + \Delta N$, with $\Delta N = 0, \pm 1, \pm 2, \ldots$, in the thermodynamic limit. One may argue that if the ground states for $n \rightarrow 1 \pm 0$ are the same as each other the ground state for $n = 1$ must be the same as those for $n \rightarrow 1 \pm 0$. If this argument is relevant and the adiabatic continuity holds between the Tomonaga-Luttinger liquid and Lieb and Wu’s spin liquid, it is possible that the ground state for $\lambda = \pm 0$, $n = 1$, and finite $U/|t|$ in one dimension is simply the Tomonaga-Luttinger liquid.

APPENDIX C: SINGLE-PARTICLE OR FERMIONIC EXCITATIONS

1. Grand canonical ensemble

One of the purposes of this Appendix is to study a general feature of single-particle or fermionic excitations in the grand canonical and canonical ensembles under an assumption that $d \geq 1$, $n \approx 1$ or $N \approx N_c$, and $1 \ll U/|t| \ll +\infty$. It is shown that fermionic excitations, which themselves are never observables, are different between the two ensembles. Then, it is shown that the well-known physical picture for the Mott transition, which is one in the canonical ensemble, is never relevant to explain the Mott transition.

First, consider the Hubbard model in the grand canonical ensemble or $\mathcal{H}$ defined by Eq. (2.1). The eigen-equation is given by

$$\mathcal{H} |\tilde{N}; \alpha\rangle = \tilde{E}_{\tilde{N}; \alpha} |\tilde{N}; \alpha\rangle,$$  \hspace{1cm} (C1)

with $\tilde{N}$ the number of total electrons and $\alpha$ a quantum number for an eigen-state of $\mathcal{H}$. The ground state for $\mu$ that corresponds to $n = 1$ is denoted by $|\tilde{N}_g; g\rangle$. The thermodynamic limit of $\tilde{N}_g \to +\infty$ is assumed; $\mu$’s are the same as each other among $\tilde{N} = \tilde{N}_g$, $\tilde{N}_g \pm 1$, $\cdots$.

When $|t|/U \to 0$, it follows that $(\mu - \epsilon_a)/|t| \to +\infty$ and $(\epsilon_a + U - \mu)/|t| \to +\infty$. All the unit cells in the Hubbard model are singly occupied in either of the ground states for $\tilde{N} = \tilde{N}_g$, $\tilde{N}_g \pm 1$, $\cdots$; extra electrons go to the reservoir or deficient ones come from it. They are degenerate with each other such that $\tilde{E}_{\tilde{N}_g; g} = \tilde{E}_{\tilde{N}_g \pm 1; g} = \cdots$, which is simply denoted by $\tilde{E}_g$. Eigen-states are classified according to the numbers of doubly occupied and empty unit cells in the Hubbard model, which are denoted by $d_{\tilde{N}; \alpha}$ and $e_{\tilde{N}; \alpha}$, respectively:

$$\tilde{E}_{\tilde{N}; \alpha} = \tilde{E}_g + d_{\tilde{N}; \alpha} (\epsilon_a + U - \mu) + e_{\tilde{N}; \alpha} (\mu - \epsilon_a), \hspace{1cm} (C2)$$

for $\tilde{N} = \tilde{N}_g$, $\tilde{N}_g \pm 1$, $\cdots$. They are degenerate with each other when their $d_{\tilde{N}; \alpha}$ and $e_{\tilde{N}; \alpha}$ are the same as each other, even if their $N$’s are different from each other.

When $0 < |t|/U \ll 1$, it follows that $\mu - \epsilon_a \approx U/2 \gg |t|$ and $\epsilon_a + U - \mu \approx U/2 \gg |t|$. Eigenstate can be still classified according to $d_{\tilde{N}; \alpha}$ and $e_{\tilde{N}; \alpha}$. The degeneracy in the ground and low-lying states with $d_{\tilde{N}; 0} = 0$ and $e_{\tilde{N}; 0} = 0$ is lifted by second-order perturbation in $t$:

$$\tilde{E}_{\tilde{N}; \alpha} = \tilde{E}_g + O(|J|), \hspace{1cm} (C3)$$

for $\tilde{N} = \tilde{N}_g$, $\tilde{N}_g \pm 1$, $\cdots$, with $J$ the superexchange interaction. It should be noted that the ground states for $\tilde{N} = \tilde{N}_g$, $\tilde{N}_g \pm 1$, $\cdots$ are still degenerate with each other. The $O(|J|)$ term in Eq. (C2) implies that each of the ground states is a singlet stabilized by the RVB mechanism. Since a doubly-occupied or empty site is itinerant, the degeneracy in excited states with $d_{\tilde{N}; \alpha} \geq 1$ or $e_{\tilde{N}; \alpha} \geq 1$ is lifted by first-order perturbation in $t$:

$$\tilde{E}_{\tilde{N}; \alpha} = \tilde{E}_g + d_{\tilde{N}; \alpha} (\epsilon_a + U - \mu) + e_{\tilde{N}; \alpha} (\mu - \epsilon_a) \pm O(W), \hspace{1cm} (C4)$$

for $\tilde{N} = \tilde{N}_g$, $\tilde{N}_g \pm 1$, $\cdots$.

When $T = 0$ K, DOS defined by Eq. (2.23) is given by

$$\rho(\varepsilon) = \frac{1}{N_c} \sum_{k\alpha} \left[ A_{k\alpha}^+ \delta(\varepsilon - \tilde{E}_{\tilde{N}_g + 1; \alpha} + \tilde{E}_{\tilde{N}_g; g}) 
+ A_{k\alpha}^- \delta(\varepsilon + \tilde{E}_{\tilde{N}_g - 1; \alpha} - \tilde{E}_{\tilde{N}_g; g}) \right], \hspace{1cm} (C5)$$

with $N_c$ the number of unit cells of the Hubbard model,

$$A_{k\alpha}^+ = |\langle \tilde{N}_g + 1; \alpha | a_{k\sigma}^+ | \tilde{N}_g; g \rangle|^2, \hspace{1cm} (C6a)$$

and

$$A_{k\alpha}^- = |\langle \tilde{N}_g - 1; \alpha | a_{k\sigma}^- | \tilde{N}_g; g \rangle|^2. \hspace{1cm} (C6b)$$

In the grand canonical ensemble, the fermionic spectrum $\rho(\varepsilon)$ is related to response functions or observables, which are bosonic, according to the FL relation.
Low-energy excitations are possible from the ground or initial state $|N_g; g\rangle$ to low-lying final states $|N_f \pm 1; \alpha\rangle$ with $d_{N_f, \pm 1; \alpha} = 0$ and $e_{N_f, \pm 1; \alpha} = 0$. A narrow band, whose width is $O(|J|)$ according to Eq. (C3), appears around $\varepsilon \simeq 0$ or around the chemical potential. The nature of the band depends on that of the ground state. When the ground state is the FL, the band is simply the Gutzwiller band renormalized by the RVB mechanism. A band or structure also appears, or at least $|t|\rho(0) > 0$, in the Tomonaga-Luttinger liquid. If the ground state is a spin liquid, $|t|\rho(0) = 0$ but a structure must appear in $\rho(\varepsilon)$ at $|\varepsilon| \lesssim O(|J|)$. It is also possible that a complete gap opens if an order parameter appears.

Even if the ground state is a spin liquid, the charge-spin separation occurs, or an order parameter appears, excitations as large as $U$ are possible from the ground state to final states with $d_{N_f, \pm 1; \alpha} = 1$ and $e_{N_f, \pm 1; \alpha} = 0$ and those with $d_{N_f, -1; \alpha} = 0$ and $e_{N_f, -1; \alpha} = 1$. Two broad bands, whose widths are $O(W)$ according to Eqs. (C3) and (C4), appear around $\varepsilon \simeq \pm U/2$ below and above the chemical potential. They are simply UHB and LHB. When $U \gtrsim W$, the Hubbard gap or pseudo-gap opens for any $d \geq 1$ between UHB and LHB.

2. Canonical ensemble

Next, consider a Hubbard-like model in the canonical ensemble:

$$\mathcal{H}_U = \mathcal{H} + U'(N - N_c)^2,$$

(C7)

with $\mathcal{H}$ the Hubbard model (22) and $N$ the number operator (23). Since $N$ is a conserved quantity, none of observables depend on $U'$ since $U'(N - N_c)^2$ is simply a constant of $U'(N - N_c)^2$. The eigen-equation is given by

$$\mathcal{H}_U |N; \alpha\rangle = E_{N,\alpha} |N; \alpha\rangle.$$

(C8)

Since almost all the unit cells are singly occupied in the ground and low-lying states for $N = N_c$, it follows that

$$E_{N,\alpha} = N_c \varepsilon_{\alpha} \pm O(|J|),$$

(C9)

by second-order perturbation in $t$. When a pair of empty and doubly occupied site appear in an excited state,

$$E_{N,\alpha} = N_c \varepsilon_{\alpha} + U \pm O(W),$$

(C10)

by first-order perturbation in $t$. When an electron or a hole is added, it remains within the Hubbard model, which is sharp contrast with that it can escape from the Hubbard model in the grand canonical ensemble. By first-order perturbation in $t$,

$$E_{N_c+1;\alpha} = U' + (N_c + 1)\varepsilon_{\alpha} + U \pm O(W),$$

(C11a)

and

$$E_{N_c-1;\alpha} = U' + (N_c - 1)\varepsilon_{\alpha} \pm O(W),$$

(C11b)

for the ground and low-lying states.

The $O(|J|)$ term in Eq. (C9) implies that the ground state for $N = N_c$ is a singlet for even $N_c$ or a doublet for odd $N_c$ stabilized by the RVB mechanism. It also implies that spin fluctuations with energy scale $O(|J|)$ are developed. When no charge-spin separation occurs, spin fluctuations inevitably couple with charge fluctuations. The existence of coupled charge-spin fluctuations implies that the ground state is a metal. When the charge-spin separation occurs, the ground state may be a spin liquid or a metal. The $\pm O(W)$ term in Eq. (C11), which is due to the itinerancy of a doubly-occupied or empty site, implies that either of the ground states for $N = N_c \pm 1$ is a metal. A phase diagram speculated from this argument is consistent with that for one dimension according to the Bethe-ansatz solution, where the ground state for finite $U$ is a spin liquid for $N = N_c$ but is a metal for $N \neq N_c$.

The argument implies that the ground state for finite $U$ is a metal for any $N$ in two dimensions and higher, if no charge-spin separation occurs or no order parameter appears.

Consider the conductivity $\sigma_{xx}(\omega)$ for $N = N_c$. It is mainly determined by two-particle excitations. When a pair of single-particle excitations, a particle and a hole, are bound, i.e., almost all unit cells are singly occupied in a pair-excited state, it follows that

$$E_{N_c+1;\alpha} - E_{N_c+1;g} = O(|J|),$$

(C12)

with the ground state denoted by $\alpha = g$. When a particle and a hole are not bound in an excited state,

$$E_{N_c;\alpha} - E_{N_c;g} = U \pm O(W).$$

(C13)

None of pair excitations depend on $U'$. Two structures can appear in Re $\sigma_{xx}(\omega)$: a low-energy one around $\omega = O(|J|)$ and a high-energy one around $\omega = U$. If the ground state is a spin liquid, a small gap opens within the low-energy structure. The small gap is $O(|J|)$ or smaller than $O(|J|)$. If the ground state is a metal, no gap opens. If the ground state is the FL, in particular, the low-energy structure is simply the Drude term due to quasi-particles, whose band-width is $O(|J|)$. The high-energy structure corresponds to a pair excitation between the Hubbard gap. The analysis on the conductivity, which is an observable, in the canonical ensemble is consistent with that on single-particle excitations in the grand canonical ensemble, which are related to observables according to the FL relation (17,18).

A fermionic spectrum is defined by

$$X_{\mu}(\varepsilon) = \frac{1}{N_c} \sum_{k_\alpha} \left[ B_{k_\alpha}^+ \delta(\varepsilon - E_{N_c+1;\alpha} + E_{N_c;g}) + B_{k_\alpha}^{\alpha} \delta(\varepsilon + E_{N_c-1;\alpha} - E_{N_c;g}) \right],$$

(C14)

with

$$B_{k_\alpha}^+ = |\langle N_c + 1; \alpha | a_{k_\alpha}^+ | N_c; g \rangle|^2,$$

(C15a)
and
\[ B_{\alpha}^{\pm} = \left| \langle N_\alpha - 1; \alpha | a_{k\alpha} | N_\alpha + g \rangle \right|^2. \] (C15b)

A gap as large as \( U + 2U' - O(W) \) opens in \( X_\rho(\varepsilon) \). When \( U' = 0 \), \( \mathcal{H}_{U'} \) is simply the Hubbard model \( \mathcal{H} \). One may argued that the Hubbard gap as large as \( U - O(W) \) or \( U - W \) opens in \( X_\rho(\varepsilon) \) so that the ground state for \( N = N_c \) is the Mott insulator for \( U > W \). This is simply the well-known physical argument or picture for the Mott transition. However, the picture is never relevant. First well-known physical argument or picture for the Mott transition, is the Mott insulator for
\[ W \sim \frac{N_c}{d}, \] 
\[ W \sim \frac{N_c}{d} \text{ effects in } 1. \]

All the analyses and arguments in this paper show or imply that the Mott insulator is impossible when \( U/|t| \) is finite, \( J \) is nonzero, or the RVB mechanism is effective. An exception is the well-known physical picture. The FL theories for the \( s\)-\( d \) model and the Heisenberg model in Appendix B imply that a relevant fermionic spectrum, which is related to observables, can be defined even in the canonical ensemble when a thermal reservoir is explicitly considered, i.e., when an electron is added or removed in the thermal reservoir even if no electron is added or removed in the Hubbard model.
The Mott insulator in the Hubbard approximation is also characterized by the self-energy of electrons having a pole on the real axis, so that the Hubbard gap is a complete gap between UHB and LHB. Even if a self-energy function that has a pole on the real axis is assumed in Eq. (2.22b), Eq. (2.20) or the FS condition (2.16) is satisfied. Therefore, such a singular self-energy function can never be a self-consistent solution under $S^2A$, DMFT, or DCPA.

Even if the self-energy includes a term proportional to $\ln |\epsilon|$, the FS condition is satisfied, the renormalized expansion coefficients by the Fock-type term are also real and finite.

Even if the self-energy includes a term proportional to $\ln |\epsilon|$, the FS condition is satisfied, the renormalized expansion coefficients by the Fock-type term are also real and finite.

In addition to $I_2^{\sigma}(\omega, \mathbf{q})$, which is purely a multi-site term, an effective mutual interaction arising from the single-site effect should also be considered in studying $T_c$ of SC and bond wave transitions. The interaction is of the on-site one and it must be repulsive. It plays no role in the $d\sigma$ wave. When it is considered, $T_c$ of the $s$ wave is much lower than that given by Eq. (3.22).
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One may argue according to Takahashi’s analysis that the entropy of Lieb and Wu’s insulator is nonzero, even if $N$ is even. However, if there is no other solution besides the Bethe-ansatz solution, the ground state for finite $U/|t|$ is a singlet for even $N$ or a doublet for odd $N$.