Study of the Thermal Conductivity of Soft Magnetic Materials in Electric Traction Machines
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Abstract: The power density of traction drives can be increased with advanced cooling systems or reduced losses. In induction machines with housing and shaft cooling, the produced heat in the stator and rotor winding system needs to be extracted over the rotor and stator lamination. The influence of soft magnetic material parameters, such as texture, thickness or alloy components on the magnetization and loss behavior, are well studied. Studies about influencing factors on the thermal conductivity are hard to find. Within this study, eight different soft magnetic materials are analyzed. An analytical approach is introduced to calculate the thermal conductivity. Temperature-dependent measurements of the electric resistivity are performed to obtain sufficient data for the analytical approach. An experimental approach is performed. The thermal diffusivity, density, and specific heat capacity are determined. An accuracy study of all measurements is performed. The analytical and the experimental approach show good agreement for all materials, except very thin specimens. The estimated measurement error of those specimens has high values. The simplified case study illustrates the significant influence of the different soft magnetic materials on the capability to extract the heat in the given application.
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1. Introduction

Increasing the power density of highly utilized traction drives is a frequently discussed research topic. The reduction of losses or the improvement of the heat dissipation capabilities are both potential measures to address this target. A significant influencing factor on the overall efficiency of a traction drive is the selection of the soft magnetic material. The influence of structural material parameters on the efficiency of the electric drive is well studied [1,2]. Eddy losses play a significant role in traction applications, due to their high frequency dependency. In order to reduce this loss share, silicon (Si) and aluminum (Al) can be added as alloy components to the iron matrix. The specific electric resistance $\rho_{el}$ is increased, leading to a reduced loss contribution of the eddy losses [1,2].

A direct dependency between the electron contribution of the thermal conductivity $k_e$ and the specific electric resistance $\rho_{el}$ can be found in the Wiedemann–Franz law:

$$k_e = \frac{L_0 \vartheta}{\rho_{el}}$$  (1)

with the Lorenz number $L_0$ and the temperature $\vartheta$. As shown within this study, the rule is not fully applicable for alloys, but already indicates a negative impact of increased Si and Al alloy components on the thermal conductivity $k$. Several influencing thermal parameters, such as the heat transition in the air gap, the interfaces between lamination and housing, the impregnation goodness or the end winding correlation are well studied within
the literature [3,4]. A fundamental understanding of the influencing factors of structural soft magnetic parameters on the thermal behavior of electric machines is rare to find. Correlations or validated data for the thermal conductivity of soft magnetic material are not frequently studied. Exact knowledge about the thermal conductivity of soft magnetic materials is crucial for its selection. The selection is especially challenging in the case that the soft magnetic material is placed within the main heat dissipating path. A well suited example for such an application is an Induction Motor (IM) with housing and direct shaft cooling, such as that introduced in [5].

Within this study, an analytical as well as an experimental approach is introduced to obtain data for the thermal conductivity of soft magnetic materials. Eight different soft magnetic materials with different Al and Si content are selected, according to Table 1. The name of the material, an Acronym (Acr.) with the material number from one to eight, the silicon weight content, the aluminum weight content and the nominal thickness are added to the overview. Measurements of the electric resistivity $\rho_{el}$ in dependency of the temperature $\theta$ are performed to have sufficient data input for the analytical approach. For the experimental approach, the thermal conductivity $k_m$ is determined using an indirect measurement technique.

$$k_m(\theta) = a(\theta) \cdot \rho(\theta) \cdot c_p(\theta)$$  (2)

The thermal diffusivity $a(\theta)$ is measured using a Laser Flash Analysis (LFA). The density of the material $\rho$ is measured at room temperature, using the Archimedes principle. A simple model is used to adapt the gained data in dependency of the temperature. A modified model of the Kopp–Neumann law is utilized to determine the specific thermal heat capacity $c_p(\theta)$ of the materials. All measurements and models are developed for a temperature range between room temperature and 225 °C. The results of the thermal conductivity in dependency of the temperature $k(\theta)$ are compared between the indirect measurement and the analytical approach. The results are used to investigate the influence of the material choice on the thermal heat dissipating capabilities of a traction drive. An IM with direct shaft cooling and housing cooling, as introduced in [5], is selected as a reference for this simplified case study.

**Table 1.** Alloy weight content and nominal thickness of studied materials.

| Name   | Acr. | Si in % | Al in % | d in mm |
|--------|------|---------|---------|---------|
| NO1000 | M1   | 0.47    | 0.03    | 1       |
| M270-50A | M2 | 3.38    | 1.49    | 0.5     |
| M330-35A | M3 | 2.6     | 0.44    | 0.35    |
| 280-30AP | M4 | 3.64    | 0.59    | 0.30    |
| NO30   | M5   | 3       | 1.067   | 0.30    |
| NO23   | M6   | 3.64    | 0.87    | 0.23    |
| NO20   | M7   | 2.91    | 1.57    | 0.20    |
| NO10   | M8   | 6       | 0       | 0.10    |

A study is performed to evaluate the accuracy of the measurement according to [6]. The accuracy is defined as the closeness of agreement between a measured quantity value and a true quantity value of the measurand. The accuracy is not a quantity and cannot be given as a numerical quantity value according to [6]. In order to analyze the accuracy, an estimation of a possible measurement error is performed. This error estimation is aimed to represent the worst possible measurement error. It includes systematic and random measurement errors. The absolute value of the estimated error of a variable $x$ is labeled with $\Delta x$. The estimated relative measurement error $\delta x$ can be expressed with the following:
Please note the difference between accuracy and precision. Precision is the closeness of agreement between indications or measured quantity values obtained by replicate measurements on the same or similar objects under specified conditions [6]. In order to gain good measurement results, both precise and accurate measurement results are necessary. The precision throughout the study shows very good values. The coefficient of variation \( cv \) is used for investigating the measurement precision. The \( cv \) is calculated by a division of the standard deviation of a measurement sequence and the gained average value.

2. Analytical Formula for the Thermal Conductivity

The two main mechanisms of heat transfer in metallic alloys, such as soft magnetic material, are the phonon \( k_p \) and the electron thermal conductivity \( k_e \). The total value for the analytical approach \( k_{\text{calc}} \) can be calculated as follows:

\[
k_{\text{calc}}(\vartheta) = k_p(\vartheta) + k_e(\vartheta)
\]

(4)

The mechanism can be subdivided into different scatter processes between phonons, electrons and imperfections. A good overview of the resulting interactions is given in [7,8]. This study mainly uses the correlations as introduced in [8]. The most important assumptions and derivations of the correlations are discussed in the following.

2.1. Phonon Thermal Conductivity

An important quantity for the description of phonon scatter processes is the material-dependent Debye temperature \( \theta_D \). Several publications address the identification of this variable. Different values are identified in dependency of the used methodology as discussed in [9]. The average value of \( \theta_D = 418 \) K has developed as the state of the art [8,10,11] and is used in this study. The thermal resistance of the phonon-phonon scatter \( W_{p-p} \) is defined by the following:

\[
W_{p-p}(\vartheta) = \frac{A \cdot \vartheta}{\theta_D}.
\]

(5)

The constant \( A \) is calculated by Julian’s modification of the Liebfried–Schlömann equation [8,10,12]. The authors in [10] conclude that the alloy components have a minor influence on the thermal resistance of the phonon–phonon scatter. The values of \( A = 0.412 \) m K/W and \( \theta_D = 418 \) K for pure \( \alpha \)-iron can be used for the calculation. The authors in [11] suggest a correction term for \( \vartheta > \theta_D \) to consider the thermal expansion. The temperature range in this study is limited to values of 498 K. The correction term is neglected because the maximum influence is 0.2% in the considered temperature range. The phonon–phonon scatter \( W_{p-p} \) can be simplified using the introduced simplifications as follows:

\[
W_{p-p}(\vartheta) = 9.86 \times 10^{-5} \text{ m/W} \cdot \vartheta
\]

(6)

The formulation of the thermal resistance of the phonon–electron scatter \( W_{p-e} \) shows a temperature dependency. A formulation of \( W_{p-e} \) at a temperature that is equal to the Debye temperature \( \theta_D \) is given with the following:

\[
W_{p-e} = 2.69 \times 10^{-2} \text{ m K/W}
\]

(7)

Additional terms need to be considered for temperatures below the Debye temperature \( \theta_D \) [10,11]. In this study, only small differences from the Debye temperature are considered, and the additional terms are neglected. A similar simplification is used in [8] for alloys. The thermal resistance of the phonon–impurity scatter \( W_{p-i} \) describes the interaction between impurities such as the alloys and the Fe-lattice. The process can be modeled as follows [8]:

\[
\delta x = \frac{\Delta x}{x}.
\]

(3)
\[ W_{\text{p} - i} = B \cdot \sum_i c_{a,i} \cdot \Gamma_i, \quad (8) \]

with an experimental constant \(B\), the impurity parameter \(\Gamma_i\) and the atomic content \(c_{a,i}\) of each alloy \(i\). The value of \(B\) is given in [8] with \(B = 1.36 \times 10^{-2} \text{m K/W}\). The impurity factor \(\Gamma_i\) can be calculated based on weighted ratios of the molar masses and the molar volumes between the alloy contents \(i\) and the Fe-lattice. The values for nine different alloys are given in [8]. The value for silicon, aluminum, and manganese is equal to 0.59, 0.05, and zero, respectively. This means that the influence of aluminum is almost negligible, and the influence of manganese is not present.

The phonon thermal conductivity \(k_p\) can be calculated as the inverse of a sum of the three influences \(W_{\text{p} - p}(\theta), W_{\text{p} - e},\) and \(W_{\text{p} - i}\):

\[ k_p(\theta) = \left(9.86 \times 10^{-5}/\text{K} \cdot \theta + 2.69 \times 10^{-2} + 1.36 \times 10^{-6} \cdot \sum_i c_{a,i} \cdot \Gamma_i \right)^{-1} \text{W}/(\text{m K}). \quad (9) \]

2.2. Electron Thermal Conductivity

The first process that influences the electron thermal conductivity is the electron-phonon scatter. The process is described by the thermal resistance \(W_{\text{e} - p}\) [10]:

\[ W_{\text{e} - p}(\theta) = \frac{\rho_{\text{elFe}}(\theta)}{L(\theta) \cdot \theta}. \quad (10) \]

The ideal electric resistivity is the electric resistivity of pure iron \(\rho_{\text{elFe}}(\theta)\) in this application. The value can be calculated utilizing the following [8,13]:

\[ \rho_{\text{elFe}}(\theta) = (-2.4 + 3.65 \times 10^{-2}/\text{K} \cdot \theta + 64 \times 10^{-9}/\text{K}^3 \cdot \theta^3) \mu\Omega \text{ cm}. \quad (11) \]

Please note that there seems to be a typo in the original source in [13] because the values do not match the measurement data presented in the publication. This typo is corrected in [8]. The values of [8] are used in this study and presented in Equation (11).

The Lorenz number \(L_0 = 2.443 \times 10^{-8} \text{W} \Omega/K^2\) is modified by a temperature-dependent term [10] in Equation (10):

\[ L(\theta) = L_0 \cdot \left(1 - e^{-\theta/159.3K}\right). \quad (12) \]

The second considered electron scattering process is the electron–impurity scatter that is represented by \(W_{\text{e} - i}\):

\[ W_{\text{e} - i}(\theta) = \frac{\rho_{\text{el0}}(\theta)}{L_0 \cdot \theta}, \quad (13) \]

with the residual electrical resistivity \(\rho_{\text{el0}}(\theta) = \rho_{\text{el}}(\theta) - \rho_{\text{elFe}}(\theta)\) as a difference between the electric resistivity of the alloy \(\rho_{\text{el}}(\theta)\) and the electric resistivity of pure iron \(\rho_{\text{elFe}}(\theta)\). The electric resistivity of an alloy can be calculated utilizing Matthiessen’s rule as follows:

\[ \rho_{\text{el}}(\theta) = \rho_{\text{elFe}}(\theta) + \sum_i \rho_{\text{el}}(\theta) c_{a,i}. \quad (14) \]

The calculated values utilizing this formula deviate from measurement results as discussed in [10], due to the independency of the electric resistivity \(\rho_{\text{el}}\) from the temperature. The authors [10] propose an improved formulation:

\[ \rho_{\text{el}}(\theta) = \rho_{\text{elFe}}(\theta) + \sum_i \rho_{\text{el}}(\theta) c_{a,i}. \quad (15) \]

The estimation of the necessity of utilizing the improved equation in comparison to the Matthiessen’s rule is not possible for this application. The error estimation in [10] is based on values of the electric resistivity of the alloy at 4 K and based on Cr and Ni alloys. While
Equation (14) is preferred, due to the simple availability of the electric resistivity of the alloy components $\rho_{eli}$. Equation (15) seems to give more accurate results. Within this study, the electric resistivity of the alloys is measured over the temperature range and compared to the simplified equation. The final value of the electron thermal conductivity $k_e(\theta)$ can be calculated with:

$$k_e(\theta) = \left( \frac{\rho_{elFe}(\theta)}{L(\theta)} \cdot \frac{1}{\theta} + \frac{\rho_{el0}(\theta)}{L_0} \cdot \frac{1}{\theta} \right)^{-1}. \quad (16)$$

2.3. Measurements of the Temperature Dependent Electric Resistivity

Measurements of the electric resistivity are performed using the measurement setup as depicted in Figure 1. The setup is designed following the recommendations of the standard DIN EN IEC 60404-13 [14] on a smaller scale because the specimens are not available in the recommended size. Probes of 120 mm $\times$ 20 mm are used. In order to gain sufficient accuracy, an analysis of the measurement uncertainties is performed. The specimen is inserted into a measurement fixture and placed inside an oven. The electric resistivity $\rho_{el}(\theta)$ is calculated with the following equation:

$$\rho_{el}(\theta) = \frac{U(\theta) \cdot d \cdot w}{I \cdot l}. \quad (17)$$

Figure 1. Measurement setup for the electric resistivity.

A DC-current $I$ between 0.2 A and 2 A is introduced into the sample using a FLUKE 5500A Multi-Product Calibrator [15]. The maximum measurement error of this current is given by $\Delta I = 0.64$ mA in the manufacturer data sheet [15]. The voltage is measured with a separate device to improve the accuracy of the measurement. A HP 3458A Multimeter is used for this purpose. The maximum measured voltage during the procedure is around 20 mV. With an maximum measurement error of 16.4 ppm of the reading and 22 ppm of the measurement range, a maximum measurement error for the voltage of $\Delta U = 2.5$ µV is specified in the data sheet of the device [16]. Two measurement tips are placed on the probe for the voltage measurement. The distance between the measurement tips is equal to the measuring length $l$. The measuring length $l$ as well as the width of the specimen $w$ are measured using a digital caliper from Mitutoyo. The maximum measurement error of the measurement device is given with 0.02 mm. In order to include measurement errors that result from geometrical deviations, a total error estimation of $\Delta l = \Delta w = 0.05$ mm is included in the accuracy calculation. The measurement of the two values is repeated at least three times and the average value is calculated. The thickness of the sheet $d$ is measured after removing the insulation, using an outside micrometer from Mitutoyo. The measurement is repeated six times and the average value is used. The coefficient of variation $cv$ of the iterative geometrical measurement procedure is given in Table 2. $cv$ is well below 1% with one outlier of material M8 for the thickness measurement. The measurements show good precision.
Table 2. Coefficient of variation $cv$ for measurements of geometrical values in %.

| Material       | $cv(l)$ | $cv(w)$ | $cv(d)$ |
|----------------|---------|---------|---------|
| M1-NO1000      | 0.29    | 0.04    | 0.08    |
| M2-M270-50A    | 0.09    | 0.04    | 1.00    |
| M3-M330-35A    | 0.41    | 0.02    | 0.91    |
| M4-280-30AP    | 0.09    | 0.03    | 0.63    |
| M5-NO30        | 0.19    | 0.03    | 0.85    |
| M6-NO23        | 0.06    | 0.08    | 0.54    |
| M7-NO20        | 0.30    | 0.04    | 0.72    |
| M8-NO10        | 0.30    | 0.06    | 1.28    |

The maximum measurement error of the micrometer is given with 0.001 mm. In order to account for geometric errors, a total measurement error estimation of $\Delta l = 0.01$ mm for the thickness $d$ is used for the accuracy evaluation. The measurement error estimation $\Delta \rho_{el}$ is calculated at room temperature $\theta = 293$ K using the following formula:

$$\Delta \rho_{el}(\theta) = \frac{(U(\theta) + \Delta U) \cdot (d + \Delta d) \cdot (w + \Delta w)}{(l - \Delta l) \cdot (l - \Delta l)} - \rho_{el}(\theta).$$

(18)

The results of the accuracy study ($x = \rho_{el}$) are depicted in Table 3. A trend of increasing measurement errors with decreasing specimen thickness can be observed. One exception of this trend is the decreased accuracy of M1 in comparison to M2. This exception is caused by an increased influence of $\Delta U$ for this material. Due to the high thickness of this material, the resulting measured voltage $U$ is relatively low at a comparable current $I$. For decreasing thickness, the error caused by the thickness $d$ dominates the overall influence. For material M8 for instance, the measurement error of the thickness measurement $\Delta d$ causes about 10.6%, while other influences only contribute by 1.1%. Please note that this influence also could not have been changed utilizing the recommended setup in DIN EN IEC 60404-13 [14], as the thickness of the specimen would have a similar influence. The results of the measurement of the electric resistivity in dependency on the temperature $\rho_{el}$ are plotted in Figure 2. The results show a significant difference for the electric resistivity $\rho_{el}$ between the different materials. At first glance, the material $d$ seems to influence the $\rho_{el}$. This impression is not correct because the alloy components Si and Al are the primary influencing factors. As an example, M1 is the thickest selected material and has a very low silicon and aluminum content. Material M8 is the thinnest material with the highest silicon content. A plausibility check can be performed utilizing the ternary plot of the electric resistivity $\rho_{el}$ as a function of the silicon $c_{w, Si}$ and aluminum $c_{w, Al}$ and weight content published in [17]. The eight different materials are added to the plot in Figure 3 based on their silicon and aluminum content. The gained experimental results show very good agreement with this plot gained from the literature at room temperature.

Table 3. Estimated measurement error $\delta \rho_{el}(\theta = 293$ K) in %.

| Material       | $\delta \rho_{el}$ | Material       | $\delta \rho_{el}$ | Material       | $\delta \rho_{el}$ |
|----------------|--------------------|----------------|--------------------|----------------|--------------------|
| M1-NO1000      | 4.3                | M2-M270-50A    | 2.9                | M3-M330-35A    | 3.9                |
| M4-280-30AP    | 3.8                | M5-NO30        | 4.3                | M6-NO23        | 4.5                |
| M7-NO20        | 5.3                | M8-NO10        | 11.7               |                |                    |
3. Experimental Evaluation of the Thermal Conductivity

An indirect measurement technique is used for the evaluation of the thermal conductivity \( k_m(\vartheta) \), i.e., the thermal diffusivity \( a(\vartheta) \) is measured. The thermal conductivity of the measurement \( k_m \) is calculated using the following formula:

\[
k_m(\vartheta) = a(\vartheta) \cdot \rho(\vartheta) \cdot c_p(\vartheta)
\]  

(19)

The procedure of evaluating the thermal diffusivity \( a(\vartheta) \), the mass density \( \rho(\vartheta) \), and the specific heat capacity \( c_p(\vartheta) \) is introduced in the following.

3.1. Measurements of the Thermal Diffusivity

The measurements of the thermal diffusivity are performed with a Netzsch LFA 427 measurement device. The samples are cut into specimens with a side length of \( 10 \text{ mm} \pm 0.1 \text{ mm} \). The insulation of the steel sheets is removed with sandpaper with a 500 grit. A thin graphite layer is added on the samples for improved absorption of the laser impulse. A schematic overview as well as some images of the measurement device are depicted in Figure 4. The specimen is inserted into the sample holder. The device is closed, and the sample is purged with argon as a protective gas. A laser pulse is shot at the specimen, and the temperature rise is measured on the back side using an indium antimonide (InSb) infrared detector. An exemplary measurement signal of material M1 at 348 K is depicted in Figure 5. Different models are available for the evaluation of the thermal diffusivity. The first approach is introduced by Parker [18]. The relative maximum signal \( s_{\text{max}} = 1 \) is evaluated. The half time \( t_{1/2} \) represents the time, when half \( s_{1/2} \) of the maximum signal \( s_{\text{max}} \) is reached. The half time is used to calculate the thermal diffusivity \( a \) according to [18]:

\[
a = 0.1388 \frac{d^2}{t_{1/2}},
\]  

(20)
Figure 4. Measurement setup for the thermal diffusivity.

Figure 5. Exemplary measurement signal of material M1 at 348 K.

Parker assumes ideal conditions, such as an instantaneous energy pulse, adiabatic boundary conditions or constant material properties during the temperature rise. Several improvements of this model are performed. The losses on the front and rear end are added by Cowan [19]. Radial losses are added by Cape–Lehman [20]. Within this study, the standard model with a horizontal baseline correction of the NETZSCH Proteus Software Version 7.1.0. is used, i.e., an improved version of the Cape–Lehman formulation. A total of five temperatures are measured for each material, ranging from room temperature up to 498 K. At each temperature, at least six measurements are used for the calculation of the average value and the variation. The coefficient of variation of the thermal diffusivity measurements $cv$ is given in Table 4.

Table 4. Coefficient of variation $cv$ for measurements of thermal diffusivity $a$ in %.

| Material     | $\theta = 293$ K | $\theta = 348$ K | $\theta = 398$ K | $\theta = 448$ K | $\theta = 498$ K |
|--------------|------------------|------------------|------------------|------------------|------------------|
| M1-M01000    | 1.13             | 0.80             | 0.62             | 1.22             | 0.52             |
| M2-M270-50A  | 0.90             | 0.33             | 0.21             | 0.19             | 0.21             |
| M3-M330-35A  | 0.66             | 0.45             | 0.40             | 0.51             | 0.40             |
| M4-280-30AP  | 0.41             | 0.61             | 0.44             | 0.52             | 0.72             |
| M5-M030      | 0.61             | 0.46             | 0.60             | 0.50             | 0.36             |
| M6-M023      | 0.63             | 0.72             | 0.59             | 0.70             | 0.70             |
| M7-M020      | 0.98             | 0.74             | 0.56             | 0.81             | 0.94             |
| M8-M010      | 1.61             | 1.24             | 2.65             | 1.53             | 0.76             |

The coefficient of variation is below 1.22% for all materials, except material M8. Material M8 shows a maximum coefficient of variation of 2.7%. These values indicate a good precision of the measurement. Please note that these values only consider the influence of the thermal diffusivity measurement procedure, i.e., the thickness is a constant value and not considered in Table 4. The measurement is repeated five times, and the average value is used for the measurements. For the measurement error estimation, the simplified Parker formula is used [18]. The general accuracy of the NETZSCH LFA is assumed to be $\pm3\%$ for a 1 mm sample as given in the device data sheet [21]. This value is
not included in the accuracy of different thickness measurements, as one constant value is being used during LFA measurements. The thickness is measured with a similar outside micrometer as utilized in the measurement of the electric resistivity with a maximum measurement error of 0.001 mm. A value of $\Delta d = 0.01$ mm is used for the error estimation to include geometrical errors. The estimated error of the resulting thermal diffusivity $\Delta a$ is calculated as follows:

$$\Delta a = 0.1388 \frac{(d + \Delta d)^2}{t_{1/2}} \cdot x_m$$

(21)

The value for $x_m$ is selected to be 1%, as for this value, the measurement error of the 1 mm sample of M1 fits to the given data sheet value for the maximum measurement error of 3%. The resulting estimated measurement errors according to Equation (3) for $x = a$ are depicted in Table 5. A strong dependency on the thickness of the specimen is evaluated. The results of the thermal diffusivity measurement $a$ are shown in Figure 6.

The thermal diffusivity $a$ varies in a range from 3.1 mm$^2$/s to 13.6 mm$^2$/s. A significant difference between the values of the eight materials is visible. In particular, material M1 with a very low alloy content (see Table 1) and M8 with a very high alloy content stand out in the comparison. The thermal diffusivity of M1 is about 434% larger than the thermal diffusivity of M8 at 298 K. The thermal diffusivity is expected to play a significant role in the calculation of the thermal conductivity (Equation (19)) and the maximum possible dissipated heat in the application.

Table 5. Estimated measurement error of the thermal diffusivity measurement $a = a$ in %.

| Material        | $\delta \rho_{el}$ | Material        | $\delta \rho_{el}$ | Material        | $\delta \rho_{el}$ |
|-----------------|--------------------|-----------------|--------------------|-----------------|--------------------|
| M1-NO1000       | 3.0                | M2-M270-50A     | 5.2                | M3-M330-35A     | 6.8                |
| M4-280-30AP     | 8.1                | M5-NO30         | 8.0                | M6-NO23         | 9.3                |
| M7-NO20         | 11.0               | M8-NO10         | 23.4               |                 |                    |

Figure 6. Results of the thermal diffusivity measurements $a(\vartheta)$.

3.2. Measurements of the Density

Two different possibilities to measure the density of the sheets are studied and compared. The first methodology is a geometric-based method, utilizing the dimensions and the mass of the specimens. The LFA specimens are used for this purpose with the length $l \approx 10$ mm, the width $w \approx 10$ mm, and the thickness from $d \approx 0.1$ mm up to $d \approx 1$ mm. The measurement of the three values is repeated five times and an average value is calculated. Similar measurement equipment, as described in the measurements of the electric resistivity, is used for all three quantities. The estimation of the measurement error is $\Delta d = 0.01$ mm and $\Delta l = \Delta w = 0.05$ mm. The weight $m$ of the probe is measured using a Sartorius high precision balance with a maximum error of 0.1 mg. In order to
account for possible dust or additional influences, a value of $\Delta m = 1 \text{ mg}$ is used for the accuracy study.

$$\rho = \frac{m}{d \cdot l \cdot w}$$  \hspace{1cm} (22)

The error of the procedure can be estimated with the following:

$$\Delta \rho = \frac{m + \Delta m}{(d - \Delta d) \cdot (l - \Delta l) \cdot (w - \Delta w)}$$  \hspace{1cm} (23)

The second methodology utilizes the principle of Archimedes. In this measurement technique, no exact cubic probe is necessary. A higher amount of pieces can be utilized to obtain a higher overall measured weight. The insulation of the material is removed by sandblasting. The density measurements are performed with an analytical balance Kern ABT 220-4M. The measurement error of the weight measurement is $0.1 \text{ mg}$. Multiple probes are cut into specimens that fit into the universal immersion basket of the balance. An overview of the measurement equipment is given in Figure 7. The distilled water, used as the reference fluid, is filled into a beaker. The temperature of the reference fluid $\vartheta_0$ is measured, utilizing the thermometer included in the balance equipment. The density of the reference fluid is evaluated from a lookup table $\rho_0 = f(\vartheta_0)$. The error of the mass density of the reference fluid is estimated by a 5 K-deviation in the temperature measurement as follows:

$$\Delta \rho_0(\vartheta) = \rho_0(\vartheta) - \rho_0(\vartheta + 5 \text{ K})$$  \hspace{1cm} (24)

The first measurement is performed with the specimens placed onto an upper sample dish of the immersion basket. The amount of samples is adapted to obtain a total weight of approximately $m_A \approx 40 \text{ g}$. The measured value of $m_A$ is the result of the difference between the buoyancy force of the air and the weight force of the specimen:

$$m_A = (\rho - \rho_{\text{air}}) \cdot V,$$  \hspace{1cm} (25)

with the volume of the specimen $V$, and the density of air $\rho_{\text{air}}$. The influence of the air buoyancy force is neglected in the calculation. An additional factor is considered in the error estimation of $\Delta m_A$:

$$\Delta m_A = \left(\frac{\rho_{\text{air}}}{\rho}\right) \cdot m_A + 1 \text{ mg}$$  \hspace{1cm} (26)

The measurement is repeated with the samples placed on the lower dish of the immersion basket. The measured weight $m_B$ is equal to the following:

$$m_B = (\rho - \rho_0) \cdot V.$$  \hspace{1cm} (27)

The estimated error of the measurement of $m_B$ is assumed to be equal to $\Delta m_B = 1 \text{ mg}$. The combination of Equations (25) and (27) under neglection of the air buoyancy force gives the equation to calculate the mass density $\rho$ of the specimen.
\[ \rho = \frac{m_A}{m_A - m_B} \rho_0 \]  

(28)

A worst-case estimation for the measurement error of the density \( \rho \) is performed with the following:

\[ \Delta \rho = \frac{m_A + \Delta m_A}{(m_A - \Delta m_A - m_B - \Delta m_B)} \cdot (\rho_0 + \Delta \rho_0) - \rho \]  

(29)

The entire measurement procedure is repeated three times. After each measurement in the water reference, the samples are dried. A thin rust film develops within seconds and is removed by sandblasting. All values are reevaluated, including the masses \( m_A \) and \( m_B \), as the repeated sandblasting also removes some of the material. An average value of the three measurements is calculated.

The results of the measurements as well as the error estimation according to the calculation of Equation (3) for \( x = \rho \) are depicted in Table 6. The coefficient of variation \( cv \) for the measured values is added. \( cv \) of the geometrical values \( l, d \) and \( w \) shows values below 1.1% for most of the values. Only the thickness measurements show larger values with 2.5% for M8 and 1.86% for M6. The coefficient of variation for the Archimedes principle shows small values below 0.13% for all measured materials. The precision of the Archimedes principle is significantly improved in comparison to the geometrical principle. The accuracy of the geometrical principle is mainly driven by the estimated error of the thickness measurement \( \Delta t \), which leads to high error estimations for the thin sheets. The error estimation model gives a minimal value of 2.2% for the thickness material M1 and 14.7% for the thinnest material. The estimated error of the Archimedes principle with values around 0.2% is very low and almost equal for all probes. The accuracy is independent from the thickness of the probe. The variation for the three measurement repetitions of the Archimedes principle varies between 0.01% and 0.13%. This value is lower than the predicted values for the measurement error \( \delta \rho \) in Table 6. This observation confirms the good precision of the measurement and confirms the estimation of the measurement accuracy being the critical value. The measured density utilizing the geometrical principle is lower than the density evaluated by the Archimedes principle between 3.2% and 4.7%. It is interesting to note that the values are all lower and not spread around the exact values of the Archimedes principle. The difference between the results shows the lowest value for Material M1, which confirms the trend indicated by the accuracy study. Additionally, the value of 3.2% is larger than the predicted error of 2.2% as a sum of the two error estimations. There are obviously some additional systematic errors present. Issues with air bubbles in the Archimedes measurement do not seem to be present, as the variation coefficient of the measurement is low. Air bubbles in the second measurement step would decrease \( m_B \), which leads to an underestimation of the density \( \rho \). This is not the case, because the results of the Archimedes principle are all larger than those of the geometrical probes. A possible explanation for the effect is the cuboid model that is used for the estimation of the volume in the geometric approach. The measured values are the outer dimensions. Irregularities and roughness could lead to a real volume that is lower. This would cause lower values of the density \( \rho \). The temperature dependency is estimated, using a thermal expansion coefficient of \( \alpha_{th} = 11.8 \times 10^{-6} /K \).

\[ \rho(\theta) = \rho \cdot \frac{1}{1 + 3 \cdot \alpha_{th} \cdot (\theta - \theta_0)} \]  

(30)

with the measurement temperature as the reference temperature \( \theta_0 \).

The density \( \rho \) varies in a range from 7479 kg/m to 7834 kg/m. The value for material M1 is only 5% larger than the value of M8 at 298 K. The mass density is expected to play a minor role for the differences in the thermal conductivities of the materials, according to Equation (19) and the maximum possible dissipated heat in the application. In the case of a study with fewer accuracy requirements, an average value of the expected density could be used with a maximum error of the indicated 5%. 

\[ \rho(\theta) = \rho \cdot \frac{1}{1 + 3 \cdot \alpha_{th} \cdot (\theta - \theta_0)} \]  

(30)
Table 6. Measurement results and error estimation of the density measurement at $\vartheta \approx 293$ K.

| Material      | $c_v(l)$ in % | $c_v(w)$ in % | $c_v(d)$ in % | $\rho$ in kg/m$^3$ | $\delta \rho$ in % | $c_v(\rho)$ in % | $\rho$ in kg/m$^3$ | $\delta \rho$ in % |
|---------------|---------------|---------------|---------------|---------------------|---------------------|-------------------|-------------------|---------------------|
| M1-NO1000    | 0.15          | 0.05          | 0.25          | 7581                | 2.2                 | 0.13              | 7834              | 0.21                |
| M2-M270-50A  | 0.02          | 0.06          | 1.05          | 7288                | 3.4                 | 0.02              | 7553              | 0.21                |
| M3-M330-35A  | 0.06          | 0.07          | 0.57          | 7398                | 4.4                 | 0.13              | 7678              | 0.20                |
| M4-280-30AP  | 0.03          | 1.10          | 0.38          | 7222                | 5.2                 | 0.06              | 7579              | 0.21                |
| M5-NO30      | 0.08          | 0.07          | 0.45          | 7302                | 5.1                 | 0.04              | 7565              | 0.21                |
| M6-NO23      | 0.16          | 0.02          | 1.86          | 7271                | 5.9                 | 0.01              | 7576              | 0.20                |
| M7-NO20      | 0.10          | 0.02          | 0.56          | 7162                | 6.9                 | 0.02              | 7503              | 0.24                |
| M8-NO10      | 0.07          | 0.20          | 2.50          | 6964                | 14.7                | 0.12              | 7479              | 0.22                |

3.3. Evaluation of the Thermal Heat Capacity

The influence of alloy components on the specific thermal heat capacity $c_p$ can be evaluated utilizing the Kopp–Neumann law. The weight content of each alloy $c_{wi}$ as well as the specific heat capacity of each alloy component $c_{pi}$ needs to be known for this law:

$$c_p = \sum_i c_{wi} \cdot c_{pi}$$  \hspace{1cm} (31)

Both requirements are fulfilled for this study. Temperature-dependent measurement data of the specific heat capacities are available in the literature for silicon [22], aluminum [23], and pure iron [24]. Within this input data, the temperature dependency is considered as used in [25]:

$$c_p(\vartheta) = \sum_i c_{wi} \cdot c_{pi}(\vartheta)$$  \hspace{1cm} (32)

The resulting heat capacities in dependency of the temperature are depicted in Figure 8. The Kopp–Neumann law is, strictly speaking, only valid for composites but the comparison of measured heat capacities of Fe-based alloys with the Kopp–Neumann law can be found in the literature, such as [26]. Further, the difference of the calculated heat capacity of the eight materials shows minor influence on the later thermal conductivity. This can be illustrated with the maximum deviation of the values at room temperature. The $c_p$ of M1 deviates from the M8 value at room temperature by 3.6%. The thermal diffusivity $a$ of M1 is 334% larger than the value of M8 at room temperature. For further validation and estimation of the errors, the calculated values of the heat capacity based on Equation (31) are compared to the results evaluated from the commercial software JMatPro Version 8. The comparison is performed for pure iron and Materials M7 and M8, which are the materials with the highest Al and Si content, respectively. The maximum deviation between the two approaches is around 1%. For the error estimation study, a value of $\delta c_{p,rel} = 2\%$ is used for all materials.

Due to the small differences between $c_p$ of the different materials, only a minor influence on the difference of the thermal conductivities of the materials, according to Equation (19), is expected. A minor influence on the maximum dissipated heat is expected. The value varies between 451 J/(kg K) for M1 and 465 J/(kg K) for M8. In the case of a study with fewer accuracy requirements, an average value of the expected heat capacity could be used with a maximum error of the indicated 3.6%.
4. Simplified Case Study

The influence of the thermal conductivity $k$ of the different materials should be studied in a simplified case study. This investigation is performed from a thermal perspective. The used reference design is an induction machine for a commercial truck traction application [5]. The following question is in the focus of the study:

*How much loss power can be extracted from the electric machine in dependency of the used soft magnetic material?*

Please note that this study does not aim to use a highly accurate thermal model of the machine. The model is kept as simple as possible to understand the fundamental correlations of the material choice. The following assumptions and boundary conditions are made: the rotor and stator of the machine are separated by an ideal thermal insulator, i.e., no heat is transferred through the air gap. The stator is equipped with a housing cooling. The rotor is equipped with a rotor shaft cooling. The stator notch cooling, as found in [5], is not considered. The geometry is simplified by a cylindrical shell model as depicted in Figure 9. The height of the stator yoke and the height of the rotor yoke are kept constant, i.e., the heat transfer path through this part of the lamination is kept constant, and the influence of the teeth is neglected. The model is two-dimensional, i.e., the influence of heat extraction in end windings, bearings and bearing shields is neglected. All stator losses are introduced in the shell of the stator winding, and all rotor losses are introduced in the shell of the rotor bar. The heat conduction of the stator winding shell and the rotor bar shell is infinite. All thermal interface resistances are neglected. The bending of the shells is neglected, i.e., the shells are modeled as flat plates, utilizing the average diameter of the shell $(d_{out} + d_{in})/2$.

The thermal resistance of the stator $R_1$ and rotor $R_2$ iron are calculated as follows:

$$R_{1/2} = \frac{d_{out,1/2} - d_{in,1/2}}{k_m \cdot \pi \cdot (d_{out,1/2} + d_{in,1/2}) \cdot l_i},$$

(33)

with the outer and inner diameters $d_{out1} = 282$ mm; $d_{out2} = 168$ mm; $d_{in1} = 214$ mm and $d_{in2} = 100$ mm, the active length of the lamination $l_i = 285$ mm, and the evaluated thermal conductivity of the measurements $k_m$. The studied operational point is under steady-state behavior. The two thermal Lumped Parameter Thermal Network (LPTN) circuits are depicted in Figure 10. The maximum allowed temperature of stator winding and rotor bar is $\theta_{max} = 180$ °C. The maximum power loss $P_{loss}$ in the steady-state operation that can be extracted from the rotor or the stator is calculated as follows:

$$P_{loss} = \frac{\theta_{max} - \theta_{fluid}}{R_{1/2}(\theta_{avg})},$$

(34)
with the average temperature of the stator or rotor iron \( \vartheta_{\text{avg}} = (\vartheta_{\text{max}} + \vartheta_{\text{fluid}})/2 \).

**Figure 9.** Real geometry (left) and simplified thermal shell model of the studied machine (right).

**Figure 10.** LPTN model of the simplified case study for the stator and the rotor.

### 5. Results

The thermal conductivity of the measurement approach \( k_m(\vartheta) \) is calculated utilizing Equation (19). The results of the more accurate Archimedes principle are used for the density values. The results of the measurement procedure are depicted in Figure 11. The results of the analytical calculation based on Equations (9) and (16) are given in Figure 12. Material M1 has the highest thermal conductivity, while M8 has the lowest thermal conductivity in both approaches. In the measurement approach, the difference in the thermal conductivity \( k_m \) mainly results from the different values of the thermal diffusivity measurements \( \alpha \) as shown in Figure 6. The differences in the density \( \rho \) and the thermal heat capacity \( c_p \) seem to have a minor impact on the difference of the thermal conductivity \( k_m \).

**Figure 11.** Results of the measurements of the thermal conductivity \( k_m \).

A comparison between the measurement and the analytical approach is performed. The relative difference between \( k_{\text{calc}}(\vartheta) \) and \( k_m(\vartheta) \) is calculated as follows:

\[
\delta k_{m-\text{calc}}(\vartheta) = \frac{k_{\text{calc}}(\vartheta) - k_m(\vartheta)}{k_{\text{calc}}(\vartheta)} \tag{35}
\]

The value of this difference is plotted in Figure 13. The results of the analytical and the experimental approach show very good agreement for most of the materials. Materials M1 up to M6 show differences smaller than 10% for the entire temperature range. The differences for \( \vartheta = \vartheta_D \) are significantly smaller. Materials M7 and M8 show higher differences, below 18% for material M7 and below 30% for material M8.
A possible reason for the deviation can be evaluated by the analysis of the overall estimated error of the two different procedures. The previously examined errors are multiplied to gain the overall error estimation of the measurement.

\[ \delta k_m = \delta \rho \cdot \delta a \cdot \delta c_p \] (36)

For the analytical approach, solely the influence of the measurement of the electric resistivity \( \delta \rho_{el} \) is considered.

\[ \delta k_{\text{calc}}(\theta) = \frac{k_{\text{calc}}(\theta, \rho_{el} \cdot (1 - \delta \rho_{el}))}{k_{\text{calc}}(\theta, \rho_{el})} - 1 \] (37)

The value is evaluated at \( \theta = 398 \text{ K} \). The results of the accuracy studies \( \delta k_m \) and \( \delta k_{\text{calc}} \) are depicted in Figure 14. The accuracy study shows a clear dependency of the measurement results on the material thickness \( d \). In particular, the estimated measurement errors of the thermal diffusivity \( \delta a \) has a squared dependency on the material thickness \( d \). The influence of the thickness is also visible for the estimated errors of the electric resistivity measurement \( \delta \rho_{el} \), where the estimated thickness error has a linear influence. This linear influence shows some impact on the accuracy of the calculated thermal conductivity value \( k_{\text{calc}} \). The deviation between the measurement and calculation results \( \delta k_{m - \text{calc}}(\theta) \) shows a similar trend as the estimated errors \( \delta k_m \) and \( \delta k_{\text{calc}} \). An allocation of the two effects is very likely, but not absolute clearly justifiable in the eyes of the authors. Material M8 is by far the thinnest material \( d \approx 0.1 \text{ mm} \) but also has by far the highest silicon content. It is also possible that the used formula has some inaccuracies in predicting such high silicon contents. Due to the estimated measurement errors for M8, a clear separation is not possible. The second material with higher deviations between measurement and calculation is M7. It is the second thinnest material, i.e., the nominal thickness is \( d \approx 0.2 \text{ mm} \). M7 has a
significantly lower silicon content than M8, but the highest aluminum content. The alloying contents are close to those of M2 that show the lowest deviation of all materials between the measurement and the analytical approach. This indicates that the formula is accurate for the given alloys, and the differences of M7 occur due to the measurement errors of the material or some other structural influences that are not considered in the given formula.

\[ \delta k \]

**Figure 14.** Relative predicted error of the measured values of the thermal conductivity \( \delta k \).

The influence of the alloys on the phonon and electron thermal conductivity can be analyzed based on the introduced formula. The evaluation is performed at \( \theta = 398 \, \text{K} \). The phonon thermal conductivity \( k_p \) deviates from 6.8 W/(m K) for M8 up to 15.7 W/(m K) for M1. The electron thermal conductivity \( k_e \) deviates from 8.5 W/(m K) for M8 up to 34.0 W/(m K) for M1. Both values show significant deviations, whereas the electron thermal conductivity has the higher impact on the overall value. The influence is limited to the electron–impurity scatter \( W_{e-i} \) according to Equation (13) and the phonon–impurity scatter \( W_{p-i} \) according to Equation (8). Other scattering processes are not influenced according to the used formula.

The results of the simplified case study are depicted in Figure 15. Material M1 shows the most preferable thermal properties. With this material, a maximum of 41 kW stator losses and 22 kW rotor losses could be extracted from the motor in the steady-state operation. With material M8, only 10 kW stator losses and 6 kW rotor losses would be allowed to ensure steady-state operation. It is well visible that all materials with high aluminum and silicon content show significant disadvantages regarding their capability for heat extraction. Please note that this estimation is based on some significant simplifications.

**Figure 15.** LPTN model of the simplified case study for the stator and the rotor.

6. Discussion

An analytical as well as an experimental approach are performed to study the influence of the silicon and aluminum content of soft magnetic materials on their thermal conductivity. The two approaches show very good agreement for a majority of the studied materials and analyzed temperatures. The thickness of the probes is identified as a crucial factor for the accuracy of the measurements. The validity of the experimental values of the thin samples M8 is restricted. The results indicate a significant influence of the alloying
contents on the thermal conductivity of the materials. A simplified case study is performed. The maximum possible heat that can be extracted from the rotor and stator of a reference induction machine varies by a factor of up to four for the different materials. It is obvious that this factor should be considered in the design process of high power density traction drives in the case that a main heat dissipation path is realized over the lamination of the machine.

A measurement of a thicker material with a very high silicon content would be helpful to further identify whether the introduced formula needs to be adjusted for such alloys. In a real application, additional thermal resistances would be present that reduce the calculated impact on the thermal dissipation. The different materials, of course, also influence the magnetization behavior and the produced losses in the material. The selection of the material should consider all these aspects. Detailed measurements of the loss behavior of the studied materials, a thermal model of the studied motor, a test bench evaluation of the entire motor and a simulation study including thermal, loss and magnetization aspects is on the way.
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The following abbreviations are used in this manuscript:

Acr.  Acronym
Al    Aluminum
IM    Induction Motor
InSb  Indium Antimonide
LFA   Laser Flash Analysis
LPTN  Lumped Parameter Thermal Network
Si    Silicon
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