Testing modified gravity scenarios with direct peculiar velocities
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ABSTRACT

The theoretical basis of dark energy remains unknown and could signify a need to modify the laws of gravity on cosmological scales. In this study we investigate how the clustering and motions of galaxies can be used as probes of modified gravity theories, using galaxy and direct peculiar velocity auto- and cross-correlation functions. We measure and fit these correlation functions in simulations of ΛCDM, DGP, and \( f(R) \) cosmologies and, by extracting the characteristic parameters of each model, we show that these theories can be distinguished from General Relativity using these measurements. We present forecasts showing that with sufficiently large data samples, this analysis technique is a competitive probe that can help place limits on allowed deviations from these theories.

1 INTRODUCTION

A wide range of cosmological observations cannot currently be explained without the inclusion of Dark Energy (Weinberg et al. 2013). The current accepted model of the universe on cosmic scales is the ΛCDM model, where \( \Lambda \) refers to dark energy in the form of a cosmological constant and CDM refers to cold dark matter, in the Friedmann-Robertson-Walker metric of General Relativity. The existence of Dark Energy is evident, but not well understood. A more natural explanation of spacetime expansion arising from a fundamental theory of gravity could be aesthetically preferable, as mathematically elegant formalisms have led to many progressions in scientific theory.

Many theories of modified gravity have been proposed to explain the expansion of spacetime (for reviews see Clifton et al. 2012; Joyce et al. 2016; Ishak 2018; Ferreira 2019; Amendola et al. 2020). Although none have currently distinguished themselves by better explaining observations than the standard ΛCDM model, upcoming cosmological data will become the basis of our probe which uses the information from peculiar velocities to constrain gravitational physics. In particular, we will use the correlations among and between galaxy velocities and positions as an observational probe (e.g. Gorski et al. 1989; Nusser & Willick 1995). Peculiar velocities of galaxies may then be used as an observable that is sensitive to proposed models that alter the force of gravity on the largest scales (e.g. Feldman et al. 2010; Koda et al. 2014). The rate at which matter clumps together due to this process is described by a parameter known as the growth rate of structure, the cosmic dynamics of which depend on the model of gravity. This will become the basis of our probe which uses the information from peculiar velocities to constrain gravitational physics. In particular, we will use the correlations among and between galaxy velocities and positions as an observational probe (e.g. Gorski et al. 1989; Nusser & Willick 1995). Peculiar velocities of galaxies may then be used as an observable that is sensitive to proposed models that alter the force of gravity on the largest scales (e.g. Feldman et al. 2010; Koda et al. 2014). The rate at which matter clumps together due to this process is described by a parameter known as the growth rate of structure, the cosmic dynamics of which depend on the model of gravity.

To demonstrate and explore the potential of the peculiar velocity probe to distinguish between modified gravity scenarios, we analyse N-body simulations which use the popular modified gravity models \( f(R) \) and DGP (Dvali-Gabadadze-Poratti), as well as normal General Relativity (GR). These models are commonly analysed modified gravity theories that seek to explain cosmic expansion.

\( f(R) \) theory seeks to generalise General Relativity by expressing the field equations in terms of a general function that depends on the Ricci scalar (e.g. Carroll et al. 2004; Hu & Sawicki 2007; Sotiriou & Faraoni 2010). It reduces to General Relativity in low spacetime curvature environments. One common form of \( f(R) \) gravity we consider in this study is the Hu-Sawicki model (Hu & Sawicki 2007), which is parameterised by an amplitude \( |f^0_R| \), where a value of zero recovers GR. Recent constraints from cosmological analyses approximately yield \( \log_{10} |f^0_R| \leq -5 \) (e.g. Lombriser et al. 2012; Cataneo et al. 2015; Liu et al. 2016). Solar system and astrophysical tests on smaller scales are more constraining, producing \( \log_{10} |f^0_R| \leq -8 \) (e.g. Hu & Sawicki 2007; Jain et al. 2013; Sakstein et al. 2014; Desmond & Ferreira 2020).

DGP gravity suggests the four dimensional spacetime of this universe is a manifold set within a higher five dimensional space (Dvali et al. 2000). The curvature of this space will provide an additional...
term to the field equations of gravity that decreases its strength on cosmic scales. This model has the free parameter of the crossover scale $r_c$, which roughly describes the scale needed to observe significant deviations from GR. We will specifically consider the normal branch DGP model (Sahni & Shtanov 2003;Lee & Starkman 2004) for which the background evolution is the same as in $\Lambda$CDM. The Cosmic Microwave Background (CMB) measurements provide the constraint $r_c > 3.5c/H_0$ to 95% confidence (Lombriser et al. 2009).

Peculiar velocities are becoming an increasingly important probe of cosmic dynamics in precision cosmology. As such, a number of surveys have been conducted to measure peculiar velocities, and the power of these datasets is rapidly growing. The 6-degree Field Galaxy Survey (6dFGS) measured peculiar velocities from 8885 galaxies up to a redshift of $z = 0.055$ using the fundamental plane to determine distances (Springob et al. 2014). Cosmicflows-3 (Tully et al. 2016) combines the 6dFGS data with other surveys to list 17669 measured peculiar velocities, using in addition the Tully-Fisher relation. These samples will be greatly expanded by the Dark Energy Spectroscopic Instrument, which is currently obtaining a large set of peculiar velocity data that reaches $z = 0.1$ as part of its Bright Galaxy Survey (DESI Collaboration et al. 2016), and the 4-metre Multi-Object Spectrograph Telescope (4MOST) Hemisphere Survey.

Several previous analyses have used cosmological simulations to consider the impact of modified gravity scenarios on peculiar velocity statistics. Hellwing et al. (2014) demonstrated that the low-order moments of the galaxy pairwise velocity distribution exhibit significant deviations from general relativity in $f(R)$ and Galileon gravity models. Seiler & Parkinson (2016) simulated the magnitude of bulk velocity flows in both $\Lambda$CDM and $f(R)$ cosmologies, inferring limits on the characteristic amplitude $f_R0$ from bulk flow measurements. Most recently, Naidoo et al. (2022) presented the first constrained simulations of the density and velocity fields of the local Universe in DGP and $f(R)$ models. The redshift-space clustering of halos in $f(R)$ and DGP cosmologies has been studied in detail by a number of authors including Jennings et al. (2012); Barreira et al. (2016); Hernández-Aguayo et al. (2019); García-Farieta et al. (2021); Fiorini et al. (2022).

We structure our paper as follows. In Section 2 we overview the modified gravity scenarios and cosmological theory we consider in our study. In Section 3 we introduce the modified gravity simulations we use to test our analysis, and in Section 4 we lay out our analysis process to extract cosmic parameters. In Section 5 we present the results of applying our analysis to the simulations we use. In Section 6 we use Fisher matrices to forecast the constraining power of this analysis if applied to upcoming future galaxy surveys, and we conclude in Section 7.

2 THEORY

2.1 Growth rate of structure

The growth rate of cosmic structure is a powerful observable for analysing the evolution of large-scale structure and differentiating between cosmological models. The growth rate of structure $f$ is defined by,

$$f \equiv \frac{d\ln(\delta_m)}{d \ln(a)},$$

where $\delta_m$ is the overdensity of a perturbation and $a$ is the cosmic scale factor. The growth rate measures the logarithmic derivative of the clustering amplitude with scale factor, as the universe evolves.

The dynamics of $f$ and the clustering of matter can be determined from linear perturbations of the density field. The linear matter perturbation equation can be formed from the equation of motion of a fluid,

$$\frac{\partial \delta}{\partial t} + (\mathbf{v} \cdot \nabla) \delta = -\nabla \Phi,$$

where $\mathbf{v}$ represents the fluid velocity field of matter, and $\Phi$ is the gravitational potential. The continuity equation provides a link between the flow divergence and density:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0.$$

Finally, the Poisson equation in standard Newtonian gravity connects the second derivative of the potential and density:

$$\nabla^2 \Phi = 4\pi G \rho,$$

where $G$ is Newton’s universal gravitational constant.

After substituting Eq.3 and Eq.4 in Eq.2 and reducing these equations to their linear form, we find

$$\dot{\delta}_m + 2H\dot{\delta}_m - 4\pi G\rho \delta_m = 0,$$

where $H = \dot{a}/a$ is the Hubble parameter and $\rho$ is the mean cosmic density. From Eq.1 we can also find the relation,

$$\dot{\delta}_m = H f \delta_m.$$

This allows the linear perturbation equation to be reparameterised in terms of the growth rate of structure as follows:

$$\frac{df}{da} = \frac{3G_{eff}H_0^2\Omega_{m0}}{2a^4H^2} - \left(1 + \frac{2}{a} \right) f - \frac{f^2}{a}.$$

We have replaced the effective density constant in Eq.7 by $G_{eff}$, or the effective gravitational constant, which is a parameterisation which can be used to describe the diverging effects of a modified gravity model. In this equation $\Omega_{m0}$ represents the current density of matter normalised by the critical density $\rho_c = 3H^2/8\pi G$. Eq.7 then forms the equation of motion for $f$ (e.g. Linder 2005). As we shall see, a key characteristic differentiating models is whether $G_{eff}$ (and hence the growth rate) depends on scale.

The Friedmann equations for cosmic evolution allow $H$ to be parameterised in terms of $a$ for a given cosmology. The current $\Lambda$CDM model leads to the form,

$$H^2 = H_0^2 \left( \Omega_{R0} a^{-4} + \Omega_{m0} a^{-3} + \Omega_{k0} a^{-2} + \Omega_{\Lambda0} \right),$$

with $\Omega_{R0}$ representing the current radiation density, $\Omega_{\Lambda0}$ representing the current dark energy density, and $\Omega_{k0}$ representing the magnitude of effects due to spatial curvature.

The Friedmann equations originate from the field equations that describe the relationship between the curvature of space and its matter-energy content, which lies at the heart of how gravity is described. This is the same root relationship which also contributes to Eq.7. Modified gravity theories will necessarily have different field equations, and will then also have altered Friedmann equations.

2.2 General Relativity

General Relativity is the current best experimentally-verified theory of gravity. The link between matter and spacetime curvature used by the $\Lambda$CDM model is mathematically expressed by Einstein’s field equations:

$$R_{\alpha\beta} - \frac{1}{2} g_{\alpha\beta} R = \frac{8\pi G}{c^4} T_{\alpha\beta} - \Lambda g_{\alpha\beta},$$
where $R_{\alpha\beta}$ is the Ricci curvature tensor, $R$ is the Ricci curvature scalar, $g_{\alpha\beta}$ is the spacetime metric, $T_{\alpha\beta}$ is the covariant form of the energy momentum tensor, $c$ is the speed of light, and $\Lambda$ is the cosmological constant.

In the search for modified theories of gravity, it is productive to alter or generalise Eq.9. Due to extensive testing that has not disproven GR on solar-system scales (e.g. Clifton et al. 2012; Will 2014; Ishak 2018; Ferreira 2019), any successful modified theory of gravity seeking to explain cosmic evolution should approximate GR in the small-scale limit of our current observed regimes.

It’s convenient when describing modern physical laws to express them in the more compact form of a least-action principle. Einstein’s field equations can be reformatted as the Einstein-Hilbert action, where we include the cosmological constant:

$$S = \int \sqrt{|g|} d^4x,$$

where the integral is taken across all four dimensions of spacetime, and $|g|$ refers to the determinant of the metric.

When using Eq.7 to compute the growth rate in GR, we set $G_{\text{eff}} = 1$. Fig.1 illustrates the evolution of the growth rate of structure with redshift for our fiducial $\Lambda$CDM model. For this model and all others we assume $\Omega_{m0} = 0.2815$ and $\Omega_{\Lambda 0} = 0.7185$ (matching the fiducial cosmology of the simulations we will introduce in Section 3).

### 2.3 $f(R)$ model

The $f(R)$ modified gravity model seeks to generalise gravity by adding a function of the Ricci scalar to the Einstein-Hilbert action, denoted as $f(R)$ (Carroll et al. 2004; Hu & Sawicki 2007; Sotiriou & Faraoni 2010; Mirzatuny & Pierpaoli 2019):

$$S = \int \frac{f(R)}{16\pi G} \sqrt{|g|} d^4x.$$

This is a mathematically simple way to explore a broad range of possible extensions to GR. The dependence on the Ricci scalar means that the modified field equations will also satisfy the conventional energy conservation constraints that motivated the original field equations.

The altered field equations obtained from this action are given by,

$$\frac{df(R)}{dR} R_{\mu\nu} - \frac{1}{2} f(R) g_{\mu\nu} \left( g_{\mu\nu} \nabla^4 - \nabla_\mu \nabla_\nu \right) \frac{df(R)}{dR} = \frac{8\pi G}{c^4} T_{\mu\nu}. $$

(12)

The specific function $f(R)$ analysed in our study is the Hu-Sawicki model with its $n$ parameter equal to 1 (Hu & Sawicki 2007):

$$f(R) = R - 2\Lambda - \frac{R_0^2}{R},$$

(13)

where $R_0$ refers to the average Ricci scalar today and $f_{R0}$ is a free parameter which describes the amplitude of the divergence from GR. The Hu-Sawicki model is a simple yet non-trivial modified theory that approaches GR when $R$ is sufficiently large; when there is curvature in spacetime or a gravitational potential is present. This renders the model indistinguishable from conventional GR in the presence of dense environments or gravitational potential wells, but allows deviations in cosmic voids and in large low density regions between galaxy clusters. This suppression dependence is said to screen diverging effects via the chameleon screening method (Khoury & Weltman 2004).

The effective gravitational constant for the matter perturbation equation in $f(R)$ gravity is given by Mirzatuny & Pierpaoli (2019):

$$G_{\text{eff}} = \left( \frac{df(R)}{dR} \right)^{-1} \left( 1 + \frac{1}{a^2 \left( \frac{d^2 f(R)}{dR^2} \right)^{-1}} \right) + 3, $$

(14)

where $k$ represents the fluctuation wavenumber being considered. Unlike General Relativity and DGP models, the growth rate of $f(R)$ is hence dependent on the scale, which can aid in distinguishing its effects. Fig.1 shows how different $f_{R0}$ values will alter the structure growth rate history for some examples. Fig.2 highlights the growth rate of structure’s dependence on scale in $f(R)$ cosmologies. As can be seen, a measurable divergence from GR only occurs for structure modes above a certain scale, with a larger range of modes affected at larger $f_{R0}$ values.
2.4 DGP model

The Dvali-Gabadadze-Porrati (DGP) gravity model generalises General Relativity by embedding four dimensional spacetime in a five dimensional manifold (Dvali et al. 2000). We will specifically consider the normal branch of DGP (Sahni & Shtanov 2003; Lue & Starkman 2004), sometimes referred to as nDGP, though the background expansion of space is the treated the same as ΛCDM in our study (see Sec. 3). The normal branch models are named to distinguish them from the self-accelerating class of models which have been discredited as viable theories (e.g. Fang et al. 2008). The curvature of this higher-dimensional space provides another term in the Hilbert action and allows the observed gravitational forces to be altered:

\[ S = \int \frac{R^{(5)}}{16\pi G^{(5)}} \sqrt{|g^{(5)}|} dx^5 + \int \left( \frac{R}{16\pi G} + \mathcal{L}^{(m)} \right) \sqrt{|g|} dx^4, \]

where \( G^{(5)} \) represents the strength of the coupling between energy and spatial curvature in the 5D space, \( R^{(5)} \) is the 5D Ricci tensor, \( |g^{(5)}| \) represents the determinant of the metric for the 5D space, and \( \mathcal{L}^{(m)} \) represents the matter action component that describes the motion of everyday matter which can be noted to only freely move in the 4D brane.

The relative strength of the additional term, compared to conventional gravity, is quantified by the crossover scale parameter \( r_c \):

\[ r_c = \frac{1}{2} \frac{G^{(5)}}{G}. \]

The divergent effects of this gravity model will only become detectable on scales larger than this crossover scale: at shorter distances, the model becomes screened and General Relativity is reproduced.

The effective gravitational constant in Eq.7, which characterises the evolution of \( f \) in the case of DGP gravity, is given by Barreira et al. (2016):

\[ G_{\text{eff}} = 1 + \frac{1}{3 \left[ 1 + 2 \frac{r_c}{c} \left( H + \frac{1}{3} \frac{dH}{d\ln(a)} \right) \right]}. \]

In Fig.1, the growth history of a DGP model with \( r_c = 1c/H_0 \) is displayed.

3 SIMULATIONS

We conducted our study by utilising existing N-body simulations generated for standard General Relativity, the DGP model and \( f(R) \) gravity. These simulations are fully described in Winther et al. (2015), Cautun et al. (2018) and Alam et al. (2020) and we briefly summarise the key details here.

The DGP model simulations use the normal branch of the DGP model, where we utilised simulations with two different crossover parameters \( r_c = (1c/H_0, 5c/H_0) \) which we label (N1, N5). The \( f(R) \) model simulations use the Hu-Sawicki model with \( n = 1 \), where we used simulations with three different model amplitudes \( |f_0| = (10^{-4}, 10^{-5}, 10^{-6}) \) which we label (F4, F5, F6). For each model cosmology, we analysed five independent simulation boxes, whose measurements could be averaged to produce more accurate results.

All of these simulations were created with the property that their background expansion is fixed to the same fiducial ΛCDM expansion history as used in the GR simulation. Hence, the only modifications are in the growth of structure (i.e., additional fifth force). This feature enables us to study the effects of the different gravitational physics independently of the expansion history of each simulation.

Furthermore, all simulations were generated with exactly the same initial conditions, i.e. the same initial flat ΛCDM power spectrum at early times, which corresponds to a GR model with cosmological parameters \( \Omega_m = 0.2814, \Omega_b = 0.0464, h = 0.697, n_s = 0.971 \) and \( \sigma_8 = 0.82 \) (a WMAP9 cosmology). The simulations hence represent Universes that evolve identically until late times, where the fifth-force takes effect. In this case the effect of cosmic variance on the ratios of power spectra will be suppressed on large scales. However, the value of \( \sigma_8 \) today will vary between the simulations owing to their different growth histories, which we include in our fitting approach.

The simulations were generated in a box of side 1024 \( h^{-1} \) Mpc with periodic boundary conditions and populated by 1024\(^3\) particles each of mass \( 7.8 \times 10^{10} h^{-1} M_\odot \). The simulations used a particle snapshot at redshift \( z = 0.5 \), which is close to the median effective redshift of the BOSS survey (Dawson et al. 2013), which inspired the generation of the simulations. Halo-finding was performed using the RockStar code (Behroozi et al. 2013), and the halos were populated with galaxies using a halo occupation distribution which matched the projected 2-point galaxy correlation function (that is, the real-space clustering) of the BOSS CMASS sample (Manera et al. 2013) in all cases. Hence, the main distinguishing feature of the simulations is the properties of their velocity field, which is the main point of interest for our study.

4 METHODS

4.1 Correlation function measurements

We measured the galaxy and velocity auto- and cross-correlations from the simulated catalogues. For the purposes of this analysis we used the projected velocity along the separation vector of two galaxies, rather than the line-of-sight velocity along an axis to which observations would be restricted, and applied no additional observational velocity error, in order to achieve greater precision in our tests and specify any systematic errors as accurately as possible. We also used real-space rather than redshift-space positions for our analysis, to allow a cleaner test of the linear component of the growth rate without specifying any non-linear Redshift Space Distortion (RSD) corrections. However, we will forecast observational results based on a line-of-sight velocity, realistic noise and RSD in Section 6.

For each simulation dataset, we randomly selected a sub-sample of \( 10^5 \) haloes with positions and velocities. This sub-sampling allowed us to perform correlation function measurements more efficiently, without significantly increasing the measurement error, which is limited by sample variance. We created a corresponding random set for each sample, containing \( 10^6 \) particles randomly distributed across the same space, and random velocities sampled from a multidimensional Gaussian distribution with the same velocity distribution as the data sample.

The correlation functions were then calculated from the data and random samples via the estimators proposed by Landy & Szalay (1993) and expanded for velocity statistics by Okumura et al. (2014) and Turner et al. (2021):

\[ \xi_{\delta\delta} = \frac{N_R}{N_D} \frac{D_\delta D_\delta}{R_\delta R_\delta} - 2 \frac{N_R}{N_D} \frac{D_\delta R_\delta}{R_\delta R_\delta} + 1, \]  
\[ \xi_{\delta\nu} = \frac{N_R}{N_D} \frac{D_\delta D_\nu}{R_\delta R_\delta} - \frac{N_R}{N_D} \frac{D_\delta R_\nu}{R_\delta R_\delta} - \frac{N_R}{N_D} \frac{D_\nu R_\delta}{R_\delta R_\delta} + \frac{R_\delta R_\nu}{R_\delta R_\delta}, \]
\[
\hat{\xi}_{\delta \delta} = \frac{N_R^2 D_\delta D_\delta}{N_D^2 R_\delta R_\delta} - 2 \frac{N_R D_\delta D_\delta}{N_D R_\delta R_\delta} \frac{D_\delta R_\delta}{R_\delta R_\delta},
\]  

(20)

where \(\hat{\xi}_{\delta \delta}\) is the galaxy auto-correlation, \(\hat{\xi}_{\delta v}\) is the galaxy-velocity cross-correlation, \(\hat{\xi}_{vv}\) is the velocity auto-correlation, \(N_R\) is the number of particles in the data sample, and \(N_D\) is the number of particles in the random sample, which we take to be 10 times higher than \(N_D\). These estimators also contain different pair counts between the data galaxy and velocity samples (denoted by \(\rho_\delta\) and \(\rho_v\)) and the corresponding random samples (denoted by \(\rho_\delta\) and \(\rho_v\)), where velocity pair counts are weighted by the inward velocity of each component particle projected along the separation vector to the other particle. Given the simulations are generated with periodic boundary conditions, we measured pair counts in a periodic box, wrapping the catalogue and retaining unique pairs. This increases the accuracy of our covariance matrix estimate. We measured correlation functions in the separation range 0 to 180 \(^\circ\) Mpc, split into 30 separation bins each of width 6 \(^h\)-1 Mpc. We made measurements for the 5 realisations of each modified gravity scenario, and averaged the results. Fig.3 shows the correlation function measurements extracted from the simulations.

### 4.2 Correlation function models

In this section we outline our calculation of the theoretical correlation functions in each model of gravitational physics, for comparison with the measurements. We adopt a linear-theory model which we apply to large-scale measurements as discussed in Sec. 4.4. The auto- and cross-correlation functions between galaxy overdensity \(\delta\) and infall velocity \(v\) at separation vector \(r\) are defined by the following averages over space:

\[
\hat{\xi}_{\delta \delta} (r) = b^2 \langle \delta_m(x) \delta_m(x + r) \rangle,
\]  

(21)

\[
\hat{\xi}_{\delta v} (r) = b \langle \delta_m(x) \left[ v(x + r) \cdot (-r) \right] \rangle,
\]  

(22)

\[
\hat{\xi}_{vv} (r) = \langle \left[ v(x) \cdot r \right] \left[ v(x + r) \cdot (-r) \right] \rangle,
\]  

(23)

where \(b\) is the linear galaxy bias factor, and the \(\langle \ldots \rangle\) brackets refer to the expected outcome averaged across all \(x\). Here we adopt a linear bias approximation for how the observable galaxy field \(\delta\) relates to the total matter density field \(\delta_m\), given that we are studying fluctuations on the largest scales.

It is convenient to express these correlation functions in terms of the matter power spectrum \(P(k)\) as a function of wavenumber \(k\), since this is the quantity predicted most directly by models of the early Universe. This is also advantageous because different Fourier density modes evolve independently in linear theory. The matter power spectrum is defined as:

\[
P(k) = \langle \delta^2_m(k) \rangle.
\]  

(24)

For a matter field that has a curl-free velocity and satisfies the continuity equation, the Fourier transform of the velocity field can be derived as (e.g. Adams & Blake 2017),

\[
\hat{\mathbf{v}}(k) = -i \frac{\alpha}{k^2} \hat{\delta}_m(k),
\]  

(25)

where \(i\) is the imaginary number and \(k\) is a 3D wavevector. With appropriate substitutions of Eq.24 and Eq.25, the average of Eq.21-23 over all directions can be expressed as:

\[
\hat{\xi}_{\delta \delta}(r) = \frac{b^2}{2\pi r} \int k \sin(kr) P(k) \, dk,
\]  

(26)

\[
\hat{\xi}_{\delta v}(r) = \frac{b a H}{2\pi^2} \int F(k, j_1(kr)) P(k) \, dk,
\]  

(27)

\[
\hat{\xi}_{vv}(r) = \frac{a^2 H^2}{2\pi^2} \int \sin^2(kr) \left( j_0(kr) - \frac{2j_1(kr)}{kr} \right) P(k) \, dk,
\]  

(28)

where \(j_n\) represents a spherical Bessel function of the first kind.

We note that the growth rate of structure is placed inside the integral over scale in Eq.26-28. In General Relativity the growth of structure is independent of scale in linear theory, but this is not necessarily true for all models of gravity. For example, the growth rate of structure for \(f(R)\) gravity is dependent on scale, as can be seen in Eq.14 and Fig.1.

The correlation function models are now specified by the redshift of observation, expansion rate \(H\), scale-dependent growth rate \(f(k)\) and power spectrum \(P(k)\) at this redshift. As discussed in Section 3, the simulations investigated here all follow the same expansion history and same initial power spectrum at early times. In this case the power spectrum \(P(k)\) of the simulations at a given redshift will differ by the growth history in each specific model. This can be expressed in terms of the growth factor \(g\) which describes the scaling of the matter fluctuations \(\delta_m\). From Eq.1,

\[
f = \frac{d \ln(g)}{d \ln(a)}.
\]  

(29)

With a growth rate \(f(k, a)\) determined from solving the growth differential equation, Eq.29 can be rearranged such that:

\[
g(k, a) = g_0 \exp \left[ - \int_{a_{ini}}^a \frac{f(k, a')} {a'^2} \, da' \right],
\]  

(30)

where \(g_0\) is the initial value at early times \(a = a_{ini}\) which is matched across the simulations. This factor cancels out when the growth factor is normalised while being applied to the generalised power spectrum equation below:

\[
P(k, a) = P_{GR}(k, a) \frac{g^2(k, a)} {\bar{g}^2_{GR}(a)},
\]  

(31)

where \(P_{GR}\) is the fiducial power spectrum, for which we use a non-linear model generated with the CAMB software (Lewis et al. 2000) with the same input cosmological parameters as used to generate our simulations described in Section 3, and \(g_{GR}\) is the growth factor found for the General Relativity model. The only parameter needed to evaluate the correlation function is then the growth rate of structure. In order to calculate the growth factor, Eq.7 was solved numerically with the use of the Runge-Kutta method. The growth factor was then calculated using Eq.30.

The \(f(R)\) simulation includes significant nonlinear screening effects which cause the linear growth computed in Sec. 2.3 to be inaccurate. To account for this scale-dependent effect, the \(f(R)\) growth factor was modified using the phenomenological screening relation (e.g. Alonso et al. 2017),

\[
g(k) = g_{GR} + \left[ g_{f(R)}(k) - g_{GR} \right] e^{-(kr_s)^2},
\]  

(32)

where \(r_s\) is the screening scale beyond which the growth factor asymptotes to the GR growth factor. We selected a value of \(r_s = 30 \, h^{-1} \text{Mpc}\) as a good fit to our simulations, noting that marginalizing over this value did not significantly change our results (see Sec. 5.3 for more details).
the volume of the Fourier cuboid, 

\[ V = \frac{1}{2} \int_{0}^{r_2} dr r^2 \xi(r) \]  

where these expressions are derived in Appendix A. The covariance terms for the different combinations are,

\[ \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] = \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] \]

\[ = P_{\delta\delta}(k) + 1 \frac{\sigma_v^2}{n_g} P_{\delta\delta}(k), \]  

\[ \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] = P_{\delta\delta}(k)^2, \]  

\[ \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] = P_{\delta\delta}(k) + 1 \frac{\sigma_v^2}{n_g} P_{\delta\delta}(k), \]  

\[ \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] = P_{\delta\delta}(k)^2, \]  

\[ \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] = P_{\delta\delta}(k) + 1 \frac{\sigma_v^2}{n_g} P_{\delta\delta}(k), \]  

\[ \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] = P_{\delta\delta}(k)^2, \]  

where \( n_g \) is the galaxy number density and \( \sigma_v \) is the dispersion of velocities due to noise. Assuming a GR model with linear bias.
b, the different power spectra are related to the matter power spectrum \( P_m(k) \) as \( P_{\delta\delta}(k) = b^2 P_m(k) \), \( P_{\nu\nu}(k) = \frac{aH f b^2}{k^2} P_m(k) \) and \( P_{\delta\nu}(k) = \frac{aH f b}{k} P_m(k) \), where we emphasize again that \( \nu \) is the projected velocity along the vector separation, rather than the line-of-sight velocity along an axis.

We evaluated the analytical covariance for the fiducial model of each modified gravity simulation, assuming a non-linear model power spectrum generated using the simulation initial conditions. We considered a box volume \( V = (1024 h^{-1} \text{Mpc})^3 \) matching the simulation, and set \( n_k = N/V \) where \( N = 10^5 \), \( \sigma_v = 300 \text{ km s}^{-1} \) and \( b = 1.33 \). We scaled the covariance by a factor equal to the number of simulation boxes averaged together. Fig.4 displays the normalised covariance matrix we calculated for the GR simulation.

It can be seen from Fig.4 that the velocity correlation function is highly correlated on large scales because it is driven by the same low-\( k \) modes of the power spectrum which cause large-scale bulk flows. The correlations reduce on smaller scales because the velocity power becomes less significant compared to the noise in the velocities produced by non-linear velocity structure. As we do not include measurement noise in our study, the large-scale correlations are further accentuated. The presence of these large-scale correlations is directly predicted by the velocity model for bulk flows (e.g. Watkins et al. 2009) and is also seen in simulations (e.g. Turner et al. 2021).

### 4.4 Parameter fitting

In this section we describe our approach for fitting model parameters to the measured correlation functions from Section 4.1, using the theoretical correlation functions evaluated in Section 4.2 and covariance matrix described in Section 4.3. For General Relativity we fit for the galaxy bias \( (b) \) and directly for the growth rate of structure \( (f) \), for DGP we fit \( b \) and the crossover scale \( r_c \), and for \( f(R) \) models we fit for \( b \) and the characteristic amplitude of \( f_{R0} \). Hence, all models are characterised by 2 free parameters.

In order to extract the best-fitting parameters of a model, we minimised the \( \chi^2 \) statistic defined by,

\[
\chi^2 = \sum_{ij} C^{-1}_{ij} \left( \xi^\text{sim} - \xi^\text{thry} \right) \left( \xi^\text{sim} - \xi^\text{thry} \right),
\]

where \( \xi^\text{sim} = (\xi_{\delta\delta}, \xi_{\delta\nu}, \xi_{\nu\nu}) \) refers to the data vector of all correlation function values estimated from the simulations, and \( \xi^\text{thry} \) refers to the data vector with the corresponding values calculated from theory. The data vectors hold the values across the full range of fitted separation scales and for all three correlation functions.

We calculated the \( \chi^2 \) statistic for a range of values of the fitted parameters. The parameters that produced the minimum \( \chi^2 \) value were taken as the best-fitting parameters in each case, and the relative probability of different fits is given by,

\[
P_R \propto e^{-\frac{1}{2} \chi^2}.
\]

This probability was marginalised to find the posteriors for each parameter. We quote errors corresponding to half the width between the points corresponding to 16% and 84% cumulative probability, or alternatively we quote 95% confidence limits.

The theoretical correlation functions were derived under the assumption that linear effects dominate cosmic dynamics. This assumption is incorrect on small scales, owing to the development of non-linearities, such as the virialisation of galaxy clusters. Therefore, it’s important to consider the range of separations over which our models should apply.

Fig.5 shows the \( \chi^2 \) value of the best-fitting model for all our simulations, after disregarding each data point below a certain distance scale, compared to the degrees of freedom left in the data set. It can be seen that when data from small scales is included, the theoretical model is a poor fit, as the theory does not model the nonlinear dynamics of those scales. To ensure these systematic errors in the model are avoided, correlation function values below a certain separation distance were disregarded in the fitting process. After considering this analysis for all the simulations, we chose a minimum separation distance of 18 \( h^{-1} \text{ Mpc} \) for all our fits (i.e., excluding the first 3 separation bins).
5 RESULTS

5.1 Fits to GR simulation

The galaxy and velocity auto- and cross-correlation functions measured from the General Relativity simulation data were fit for the growth rate of structure and the galaxy bias parameter. The growth rate of structure is not a free parameter in the growth rate of structure and the galaxy bias parameter. The growth rate from the General Relativity simulation was fit for the galaxy and velocity auto- and cross-correlation functions measured from the General Relativity simulation data, were fit for the growth rate of structure parameter fit to the general relativity simulation, as a function of the minimum scale of the data considered. The horizontal line represents the predicted value in a linear model of GR. When small scales (< 20 h⁻¹ Mpc) are included in the fit, a poor fit to the data is obtained; when the fit is restricted to the very largest scales, the statistical error increases substantially.

Figure 6. The best fit value and 68% confidence region for the growth rate of structure parameter fit to the general relativity simulation, as a function of the minimum scale of the data considered. The horizontal line represents the predicted value in a linear model of GR. When small scales (< 20 h⁻¹ Mpc) are included in the fit, a poor fit to the data is obtained; when the fit is restricted to the very largest scales, the statistical error increases substantially.

Figure 7. The posterior probability distribution of the $r_c$ parameter which characterises DGP gravity, recovered from fitting galaxy and velocity correlation function measurements from the DGP simulations, marginalising over galaxy bias. Different results are shown for simulations with fiducial values $r_c = 1c/H_0$ and $5c/H_0$, indicated by the vertical dashed lines.

Figure 8. The relative probability of different screening scales $r_s$ to correct the $f(R)$ models using Eq.32, in a joint fit with galaxy bias. The value of $r_s = 30 h^{-1}$ Mpc was chosen to best account for these effects.

5.2 Fits to DGP simulations

The galaxy and velocity correlation functions of the two DGP simulations were fit for the crossover scale, $r_c$, and galaxy bias parameter, $b$, using a fitting range of 18 to 180 $h^{-1}$ Mpc. Fig.7 shows the posterior probability distributions of the $r_c$ parameters.

The N1 simulation with fiducial $r_c = 1c/H_0$ was fit with $r_c = 0.852 \pm 0.046 c/H_0$ and $b = 1.249 \pm 0.007$, with minimum $\chi^2 = 151.0$ for 79 degrees of freedom. The residual systematic error in our parameter fit is hence $\Delta r_c \sim 0.1 c/H_0$.

The N5 simulation, with a theoretical value of $r_c = 5 c/H_0$, recovered a posterior with peak value of $r_c = 5.541$. The wide distribution of this value is expected as models with high values of $r_c$ will asymptotically approach General Relativity, and will necessarily be increasingly difficult to distinguish from each other. The $r_c$ value of this distribution is higher than 4.246 with a confidence of 95%. The galaxy bias was found to be $b = 1.312 \pm 0.007$, with the $\chi^2 = 155.7$ with 79 degrees of freedom. It can be seen that the galaxy bias factor found for models different from GR is slightly lower than the bias factor found for GR. This occurrence was independently noted in Valogiannis & Bean (2019) and Valogiannis et al. (2020).
The correlation functions of the three $f(R)$ simulations were fit for the amplitude $f_{R0}$ and galaxy bias parameter $b$, using a fitting range of 18 to 180 $h^{-1}$ Mpc. As discussed in Sec. 4.2, we included the effect of screening using the phenomenological relation of Eq. 32. In order to set a fiducial value for the screening scale parameter $r_s$, we first performed a joint fit with the galaxy bias, the results of which are shown in Fig. 8 as the posterior probability distribution for $r_s$, marginalising over $b$. A best fitting value of $r_s = 30 h^{-1}$ Mpc was chosen to best account for significant non-linear screening effects.

The posterior probability distributions of the $f_{R0}$ values are displayed in Fig. 9. The F4 simulation could be detected as distinct from General Relativity and had a recovered parameter of $\log_{10}(|f_{R0}|) = -3.927 \pm 0.057$, and $b = 1.205 \pm 0.007$. The fit had minimum $\chi^2 = 109.1$ with 79 degrees of freedom.

The F5 simulation has a more uncertain posterior, being closer to General Relativity. There is 95% confidence that the $\log_{10}(|f_{R0}|)$ value is below $-5.29$ with a peak value of $-5.66$, in mild tension with the fiducial value. This fit has $\chi^2 = 134.7$ with 79 degrees of freedom.

The F6 simulation is largely indistinguishable from General Relativity. Its fit posterior shows that there is 95% confidence that $\log_{10}(|f_{R0}|) < -6.118$. The fit has a $\chi^2 = 178.4$ with 79 degrees of freedom.

### Table 1. Best-fitting $\chi^2$ values obtained when fitting the galaxy and velocity correlation functions of all six simulations (vertical) with the 3 different gravity models analysed (horizontal). We used a fitting range of 18 to 180 $h^{-1}$ Mpc with 79 degrees of freedom and also varied the galaxy bias parameters.

| Model | GR | $f(R)$ | DGP |
|-------|----|--------|-----|
| GR   | 137.5 | 145.4 | 178.8 |
| F4   | 158.1 | 141.7 | 156.6 |
| F5   | 140.8 | 134.1 | 139.9 |
| F6   | 173.0 | 178.8 | 209.1 |
| N1   | 151.2 | 420.3 | 151.0 |
| N5   | 156.4 | 190.6 | 155.7 |

For each data set, the underlying model used in their simulation produced the best fit, except for F6 which is the most inherently indistinguishable model from GR. This implies that the different cosmological models more divergent than F6 can be differentiated by this method, although we note that the DGP simulations can be well-represented by a GR model with a different growth rate.

### 5.5 Growth index fits

For some models of gravity, the evolution of the growth rate of structure can be closely approximated by the relation (Linder 2005; Linder & Cahn 2007):

$$f(z) \approx \Omega_m(z)^{\gamma},$$

with $\gamma$ representing a free parameter that can be used to fit different models. This model-independent parameterisation has been popular in attempting to phenomenologically describe and detect modified gravity theories, so we considered how effectively this parameterisation describes our simulations.

Fig. 10 shows the posterior probability distributions of the $\gamma$ values for fits to the data from all the different simulations. The N1 model is fit with a distinct $\gamma$ value of $0.334 \pm 0.007$, and the F4 model produces a value of $\gamma = 0.406 \pm 0.008$, while the other models obtain values more closely distributed to the GR model, with a value found of $0.571 \pm 0.007$. The standard GR value is close to $\gamma = 0.545$.
lower values of $\gamma$ found in the N1 and F4 scenarios reflect the higher growth rate relative to ΛCDM displayed in Fig. 1. We note that the goodness-of-fit of these $\gamma$ models differs significantly between the simulations. The $\chi^2$ values of the best-fitting $\gamma$ models is the same as the growth rate fits presented in Table 1. Hence, the $\gamma$ parameterisation may not necessarily be convenient for characterising gravity theories that diverge from GR in a scale-dependent manner.

6 FORECAST FOR FUTURE SURVEYS

In this section we investigate the potential of future galaxy and peculiar velocity surveys to distinguish between the different modified gravity scenarios considered in this paper. When analysing observational data, two aspects of our framework must change. Firstly, peculiar velocities are measured using the redshift of galaxies with an independent distance measurement. This only provides the line of sight component of the peculiar velocity, as opposed to the 3-dimensional velocities considered in our simulation analysis. Secondly, peculiar velocity measurements contain errors which grow in proportion to distance. Thus real observations of galaxies will provide less constraining information than our simulation.

To forecast the modified gravity constraints we can obtain from future surveys, we calculated a Fisher matrix. This allows us to determine the uncertainty we expect in the model parameters we extract from certain observations, given statistical models for the data and covariance. We can then use this technique to forecast the accuracy of our analysis technique when applied to any astronomical survey, current or future, assuming any given cosmology.

6.1 Fisher matrix theory

We include in our forecast information arising from a joint analysis of the galaxy and peculiar velocity fields, including redshift-space distortions. We assume a hemispherical survey of area 20,000 deg$^2$ containing galaxy and peculiar velocity samples with a fiducial number density $n_g = n_v = 10^3 h^3 \text{Mpc}^{-3}$ characteristic of surveys, and evaluate distances using a flat ΛCDM fiducial cosmology with $\Omega_m = 0.3$. We calculated forecasts comparing two different fractional errors in distance for peculiar velocity measurements: $\epsilon = 0.05$, representing measurements from supernova surveys (Howlett et al. 2017), and $\epsilon = 0.2$, representing measurements from fundamental plane and Tully-Fisher methods (Masters et al. 2008; Springob et al. 2014) such as is used in 6dFGS and DESI.

The Fisher matrix calculation is divided into redshift slices and across Fourier space $(k, \mu)$, summing over $0 < z < z_{\text{max}}$ in bins of $\Delta z = 0.01$, $0 < k < k_{\text{max}}$ $h$ Mpc$^{-1}$ in bins of $\Delta k = 0.01 h$ Mpc$^{-1}$, and $0 < \mu < 1$ in bins of $\Delta \mu = 0.1$. We evaluate:

$$F_{ij} = \sum_{k,\mu,z} N_{\text{modes}} \sum_{a,b} \epsilon_{ab} \frac{\partial P_a}{\partial \mu} \frac{\partial P_b}{\partial \mu},$$

where $N_{\text{modes}} = V_{\text{bin}}(z) \times 4\pi k^2 dk dq$ is the number of independent modes for each redshift bin in each Fourier cell around $(k, \mu)$, and $P$ are the model parameters which can be taken as $(\log_{10}(f_{R0}))$, $b$ or $(r_c, b)$, depending on the model being tested. $P_a$ is a concatenation of $(P_{\delta\delta}, P_{\delta v}, P_{\nu v})$ for an individual Fourier mode $(k, \mu)$, computed as follows:

$$P_{\delta\delta}(k, \mu) = (b + f \mu)^2 P_m(k),$$

$$P_{\delta v}(k, \mu) = a H f \mu (b + f \mu) P_m(k),$$

$$P_{\nu v}(k, \mu) = a^2 H^2 f^2 \mu^2 P_m(k),$$

where $P_m(k)$ is the matter power spectrum amplitude and $\nu$ now refers to the line-of-sight velocity. Our covariance matrix for each mode is obtained using Eq.38-43, where $\sigma_v = 100 \epsilon D(z)$, in terms of the distance to the redshift $D(z)$.

With the mock survey characteristics established, the only remaining inputs are those describing the history of cosmic evolution found in Eq.48-50. These can be obtained for any of the models we are considering from the numerical approach in Section 2. The fiducial growth rate for the forecast was derived from the theoretical models assuming the same cosmology as in Section 3, and the fiducial linear galaxy bias was taken to be $b = 1$, the representative value for $L^*$ galaxies (Norberg et al. 2001). The exact fiducial bias value will not significantly affect results, as $b$ is marginalised in the analysis. The derivative of $P_a$ with respect to the different model parameters can then be calculated for the range of $(k, \mu, z)$ being summed over, and substituted into Eq.47. The value $k_{\text{max}} = 0.1 h$ Mpc$^{-1}$ was used as an estimate of the range of scales which can be successfully modelled at low redshift (e.g., Okumura et al. 2014). However, we also calculated the Fisher matrix for a more conservative choice $k_{\text{max}} = 0.06 h$ Mpc$^{-1}$, given that some studies (e.g., Jennings et al. 2012) show that the linear approximation for $f(R)$ can break down on larger scales. The predicted error in the measurements of a parameter is given by the square root of the corresponding diagonal component of the inverse Fisher matrix.

We note that our parameter set only includes the modified gravity variable and the galaxy bias, which provides a first indication of the relative accuracy with which these parameters may be constrained assuming the other cosmological parameters and the matter power spectrum amplitude are known. However, we note that a full analysis would vary the values of all cosmological parameters.

6.2 Fisher matrix results

Figs.11 and 12 show the forecast error in the characteristic parameters of the DGP and $f(R)$ models, with respect to the maximum redshift of the galaxies being measured in the survey. We consider a series of models with the same fiducial values as adopted in our simulations, which we label (F4,F5,F6) and (N1,N5) as before. These fiducial values are represented by the horizontal lines in the figures.

At the point that the predicted error falls below a third of the fiducial value, we consider that the expected characteristic parameter should be detected with a 3$\sigma$ confidence level. If no such value is detected at that point, we can be equally confident that the assumed cosmic model is ruled out at this significance level.

Fig.11 and Fig.12 show that if the cosmic models of F4 and F5 were descriptions of the universe we live in, peculiar velocities from existing surveys may already be able to identify their effects. The less divergent simulations, N1, N5, and F6, haven’t met the 3$\sigma$ threshold using current data and are so likely currently undistinguished from the ΛCDM model using this test. The vertical lines in Figs.11 and 12 represent the effective maximum redshifts of the 6dFGS velocity survey and the DESI peculiar velocity survey, although some details of these surveys may vary slightly from the parameters used in the calculation of the error.

Table 2 shows detection threshold forecasts from the Fisher matrix with $k_{\text{max}} = 0.1 h$ Mpc$^{-1}$, giving the maximum redshifts needed to obtain 3-$\sigma$ detections of $f_{R0}$ and $r_c$ for different fiducial choices of those parameters. Table 3 provides the same information for a more conservative choice $k_{\text{max}} = 0.06 h$ Mpc$^{-1}$, using information from
and fiducial values \( r \) lines. Scales up to distance error \( \epsilon = z_{\text{max}} \) of the maximum survey redshift. For the purposes of this plot, a fractional error expected from using supernova distances and galaxy scaling relations. For galaxy scaling errors, only F4 and F5 have a detection threshold below \( z_{\text{max}} = 0.1 \), but F6 and N1 are detectable in a survey that extends to \( z = 0.5 \).

Interpolating these results we find that for the upcoming generation of surveys such as DESI, with \( \epsilon = 0.2, z_{\text{max}} = 0.1 \) and \( k_{\text{max}} = 0.1 \) Mpc\(^{-1}\), \( f_{R0} \) values are constrained to less than \( 10^{-5.5} \), and \( r_c \) to greater than \( 0.4c/H_0 \). A future survey with \( \epsilon = 0.2 \) and \( z_{\text{max}} = 0.5 \) scales more confident to conform to linear predictions. The other columns of these tables display the expected accuracy of detecting a model for redshift surveys that reach to \( z = 0.1 \) (characteristic of DESI) and \( z = 0.5 \) (characteristic of a future SNe survey such as that described by Howlett et al. (2017)), for fractional distance error expected from using supernova distances and galaxy scaling

Table 2. Fisher matrix forecasts for the constraining power of future peculiar velocity surveys on modified gravity, assuming the 5 fiducial models considered in this study, for maximum wavenumber \( k_{\text{max}} = 0.1 \) Mpc\(^{-1}\). The 2nd column lists the maximum redshift \( z_{\text{max}} \) that a survey would require in order to achieve a likely detection of the cosmological model for each of the modified gravity theories. We then list the errors in the characteristic parameters, given a survey that reaches to maximum redshifts of \( z = 0.1 \) and \( z = 0.5 \). These numbers were found for cases where the fractional error in the distance measurement was \( \epsilon = 0.05 \) and \( \epsilon = 0.2 \), characteristic of supernova and fundamental plane/Tully-Fisher relation measurements, respectively.

Table 3. Fisher matrix forecasts displayed in the same style as Table 2, for maximum wavenumber \( k_{\text{max}} = 0.06 \) Mpc\(^{-1}\).

Figure 11. The forecast error of a combined galaxy and peculiar velocity survey to determine the cross-over scale \( r_c \) of a DGP universe, as a function of the maximum survey redshift. For the purposes of this plot, a fractional distance error \( \epsilon = 0.2 \) was used for measurements. We consider two different fiducial values \( r_c = (1c/H_0, 5c/H_0) \), indicated by the horizontal dotted lines. Scales up to \( k_{\text{max}} = 0.1 \) Mpc\(^{-1}\) were summed over. When the forecast error is one third of the fiducial values, we consider that the surveys will be sensitive enough to detect the gravity model of its universe with 3-\( \sigma \) significance. The vertical dotted lines show indicative maximum redshifts of the 6dFGSv and DESI PV surveys.

Figure 12. The forecast error of a combined galaxy and peculiar velocity survey to determine the characteristic parameter \( f_{R0} \) of an \( f(R) \) universe, as a function of the maximum survey redshift. A \( \epsilon = 0.2 \) fractional error of the distance was used for measurements. Solid lines represent a forecast using scales up to \( k_{\text{max}} = 0.1 \) Mpc\(^{-1}\), while dot-dash lines use scales up to \( k_{\text{max}} = 0.06 \) Mpc\(^{-1}\) for a more conservative analysis. We consider three different fiducial values \( f_{R0} = (10^{-4}, 10^{-3}, 10^{-2}) \), indicated by the horizontal dotted lines. The vertical dotted lines show indicative maximum redshifts of the 6dFGS and DESI PV surveys.
would constrain \( f_{R0} \) to less than \( 10^{-6.5} \), and \( r_c \) to greater than 2.9c/\( H_0 \). For an analysis only using scales \( k < 0.06 \, h \, \text{Mpc}^{-1} \), we find \( f_{R0} \) \( < 10^{-4.79} \) for DESI and \( 10^{-5.66} \) for future surveys. These will be competitive constraints on these parameters.

The simulations analysed in Section 5 can’t be directly compared to these forecasts, since the forecasts take into account redshift-space distortion effects, distance-dependent errors, and only utilise the line of sight velocity component, which are not included in our simulations. Though our simulations provide a proof-of-concept for our analysis and theory, our forecasts are more likely to reflect results expected from real surveys.

7 CONCLUSION

Dark Energy remains a theory of cosmic expansion that currently doesn’t have a strong theoretical basis. In hopes of finding a deeper understanding of gravity, various modified gravity theories have been proposed that could also explain cosmic expansion. To develop techniques to distinguish which of these theories can describe our universe, we have used cosmological simulations generated in popular modified gravity scenarios to investigate the growth rate of cosmic structure as measured by the distribution of direct peculiar velocities induced by the different models of gravity.

In our analysis technique we numerically calculated the linear approximation of the galaxy auto-correlation, the galaxy-velocity cross-correlation, and the velocity auto-correlation for three different gravity models: General Relativity, \( f(R) \), and DGP. For \( f(R) \) we took into account the dependence of the growth rate on scale. We then fit these functions to the correlation functions extracted from modified gravity simulations.

We find that linear-theory models, with an additional phenomenological screening term in case of \( f(R) \) gravity, are able to describe our simulations with acceptable accuracy on scales > 20 h^{-1} \, \text{Mpc}, and can successfully distinguish the fiducial parameters of simulations generated in popular modified gravity scenarios with a small residual systematic error. The linear theory model with screening that we employed was found to be sufficient for our purposes, but a possible future improvement to this method would be to use emulators for the density and velocity power-spectra computed from simulations (Ramachandra et al. 2021; Arnold et al. 2021). Likewise we could also consider more sophisticated perturbation theory models such as Lagrangian perturbation theory for the correlation function (Valogiannis et al. 2020) and effective field theory-inspired extensions for the power spectrum (Aviles et al. 2021).

We can test the ability of this analysis to differentiate different theories by cross-fitting the simulations with alternate theoretical models. As can be seen in Table 1, the \( \chi^2 \) statistic shows that the underlying models of simulations more divergent than the F6 model could be differentiated by this analysis. This analysis also showed that the approximate growth index \( \gamma \) was not necessarily a good model-independent fitting parameter, as it can result in poor fits owing to not capturing the correct amplitude or scale-dependence of the growth rate of structure in alternative scenarios.

We also presented Fisher matrix forecasts, showing that this method can place competitive limits on possible models with current surveys. Upcoming peculiar velocity surveys, such as DESI, 4MOST and future supernova surveys, will place accurate constraints that will start to compete with other cosmological probes. A future PV survey to \( \sigma = 0.5 \) with 20% fractional distance errors is forecast to constrain values to \( f_{R0} \) \( < 10^{-6.45} \) for \( f(R) \) gravity and \( r_c > 2.88c/H_0 \) for nDGP.

In summary, we have shown that the auto- and cross-correlation functions of peculiar velocities and galaxies can be used to describe and distinguish between cosmic simulations of different scenarios of gravitational physics. These results, and the Fisher matrix forecasts we calculated for future surveys, indicate that this analysis method can be a competitive probe for investigating the physics of the universe.
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APPENDIX A: ANALYTICAL COVARIANCE

In this section we derive expressions for the analytical covariance of the galaxy and velocity correlation functions. We start by determining the covariance of the galaxy auto-correlation function. The angle-averaged galaxy auto-correlation function \( \xi_{\delta\delta}(r) \) in a narrow shell around separation \( r \) can be expressed in terms of the galaxy auto-power spectrum \( P_{\delta\delta}(\vec{k}) \) as,

\[
\xi_{\delta\delta}(r) = \frac{1}{2\pi^2} \int \frac{d^3 \vec{k}}{(2\pi)^3} P_{\delta\delta}(\vec{k}) j_0(kr). \quad (A1)
\]

The covariance of this correlation function at different separations \( r \) and \( r' \) then follows as,

\[
\text{Cov} \left[ \xi_{\delta\delta}(r), \xi_{\delta\delta}(r') \right] = \frac{1}{2\pi^2} \int \frac{d^3 \vec{k}}{(2\pi)^3} \int \frac{d^3 \vec{k}'}{(2\pi)^3} \text{Cov} \left[ P_{\delta\delta}(\vec{k}), P_{\delta\delta}(\vec{k}') \right] j_0(kr) j_0(k'r'). \quad (A2)
\]

We can simplify this expression by assuming that power spectrum modes for different wavevectors are uncorrelated inside the survey box of volume \( V \), such that only modes with \( \vec{k}' = \pm \vec{k} \) have a non-zero covariance. Integrating \( \vec{k}' \) over the resulting delta-functions and assuming the power spectrum is isotropic, we find,

\[
\text{Cov} \left[ \xi_{\delta\delta}(r), \xi_{\delta\delta}(r') \right] = \frac{2}{V} \int \frac{dk k^2}{2\pi^2} \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] j_0(kr) j_0(k'r'), \quad (A3)
\]

where the covariance of the galaxy auto-power spectrum fluctuations for each mode is given by Eq.38. For a broad separation bin \( i \) in the range \( r_1 < r < r_2 \), we average the correlation function over \( r \) with volume weighting, following Eq.33. In this case,

\[
\text{Cov} \left[ \tilde{\xi}_{ij}(r), \tilde{\xi}_{ij}(r') \right] = \frac{2}{V} \int \frac{dk k^2}{2\pi^2} \text{Cov} \left[ P_{\delta\delta}(k), P_{\delta\delta}(k) \right] W_i^j W_i'^j, \quad (A4)
\]

where

\[
W_i^j = \int_{r_1}^{r_2} dr r^2 j_0(kr) \int_{r_1}^{r_2} dr' r^2 j_0(k'r') = 3 \left[ r_2^3 j_1(kr_2) - r_1^3 j_1(kr_1) \right] k \left( r_2^2 - r_1^2 \right), \quad (A5)
\]

is evaluated for each separation bin.

Repeating this derivation for the velocity auto-correlation, we find for a narrow separation bin,

\[
\text{Cov} \left[ \xi_{vv}(r), \xi_{vv}(r') \right] = \frac{2}{V} \int \frac{dk k^2}{2\pi^2} \text{Cov} \left[ P_{vv}(k), P_{vv}(k) \right] \left[ j_0(kr) - \frac{2j_1(kr)}{kr} \right] \left[ j_0(k'r') - \frac{2j_1(k'r')}{k'r'} \right], \quad (A6)
\]

in terms of the velocity auto-power spectrum \( P_{vv}(k) \). For a broad separation bin,

\[
\text{Cov} \left[ \tilde{\xi}_{vv}(r), \tilde{\xi}_{vv}(r') \right] = \frac{2}{V} \int \frac{dk k^2}{2\pi^2} \text{Cov} \left[ P_{vv}(k), P_{vv}(k) \right] W_i^j W_i'^j, \quad (A7)
\]

where

\[
W_i^j = \int_{r_1}^{r_2} dr r^2 j_0(kr) - \frac{2j_1(kr)}{kr} \int_{r_1}^{r_2} dr' r^2 j_0(k'r') = 3 \left[ \frac{r_2^3 j_1(kr_2) - r_1^3 j_1(kr_1)}{kr_2 - kr_1} \right] k \left( r_2^2 - r_1^2 \right) \quad (A8)
\]

and the covariance of the velocity auto-power spectrum fluctuations is given by Eq.41.

Finally for the galaxy-velocity cross-correlation, we find for a narrow separation bin,

\[
\text{Cov} \left[ \xi_{\delta v}(r), \xi_{\delta v}(r') \right] = \frac{2}{V} \int \frac{dk k^2}{2\pi^2} \text{Cov} \left[ P_{\delta v}(k), P_{\delta v}(k) \right] j_1(kr) j_1(k'r'), \quad (A9)
\]

in terms of the galaxy-velocity cross-power spectrum \( P_{\delta v}(k) \). For a broad separation bin,

\[
\text{Cov} \left[ \tilde{\xi}_{\delta v}(r), \tilde{\xi}_{\delta v}(r') \right] = \frac{2}{V} \int \frac{dk k^2}{2\pi^2} \text{Cov} \left[ P_{\delta v}(k), P_{\delta v}(k) \right] W_i^j W_i'^j, \quad (A10)
\]

where

\[
W_i^j = \int_{r_1}^{r_2} dr r^2 j_1(kr) \int_{r_1}^{r_2} dr' r^2 j_1(k'r') = 3 \left[ \frac{r_2^3 j_1(kr_2) - r_1^3 j_1(kr_1)}{kr_2 - kr_1} \right] k \left( r_2^2 - r_1^2 \right), \quad (A11)
\]
where the variance of the galaxy-velocity cross-power spectrum fluctuations for each mode is given by Eq.43.
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