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Abstract

Deep neural networks have been displaying superior performance over traditional supervised classifiers in text classification. They learn to extract useful features automatically when sufficient amount of data is presented. However, along with the growth in the number of documents comes the increase in the number of categories, which often results in poor performance of the multiclass classifiers. In this work, we use external knowledge in the form of topic category taxonomies to aide the classification by introducing a deep hierarchical neural attention-based classifier. Our model performs better than or comparable to state-of-the-art hierarchical models at significantly lower computational cost while maintaining high interpretability.

1 Introduction

A large number of documents are being generated all over the world everyday, and as a result automatic text classification has become an essential tool for searching, retrieving, and managing the text (Allahyari et al., 2017). There has been an increasing trend in developing data-driven neural text classifiers (Collobert et al., 2011; Lai et al., 2015; Zhang et al., 2015; Yogatama et al., 2017; Conneau et al., 2017), due to their ability to handle large-scale corpora and their robustness in automatic feature extraction.

However, text classification has become increasingly challenging as the number of categories grows with continually expanding corpus. To alleviate this problem, one form of the external knowledge – class taxonomy – has been introduced to aid the classification in a hierarchical fashion (Koller and Sahami, 1997). In general, hierarchical classifiers can be categorized into two broad approaches: local (top-down and bottom-up) and global (or big-bang) (Silla and Freitas, 2011). The local approaches create a unique classifier for each parent node in the taxonomy (Liu et al., 2001; Quinn and Laier, 2006; Vens et al., 2008; Kowsari et al., 2017), while global approaches create a single classifier for the entire taxonomy (Silla Jr and Freitas, 2009).

Kowsari et al. (2017) recently proposed a hierarchical neural-based model called HDLtex, which displayed superior performance over traditional non-neural-based models with a top-down structure. However, HDLtex suffers the inherited disadvantage of the top-down approach: the number of sub-models grows exponentially with respect to the number of sub-trees. This is especially problematic in HDLtex, as it uses deep networks with a large number of parameters for the sub-models, and the combined model itself grows exponentially with the depth of taxonomy.

In contrast, we propose a unified global deep neural-based classifier that overcomes the problem of exploding models. The backbone of our approach is one encoder-decoder structure that sequentially predicts the class label of the next level, conditioned on a dynamic document representation obtained based on a variant of an attention mechanism (Bahdanau et al., 2015). The contribution of our paper is as follows:

1. We propose an end-to-end global neural attention-based model for hierarchical classification, which performs better than the state-of-the-art hierarchical classifier at lower computation cost.

2. We empirically show that the use of hierarchical taxonomy provides a robust classifier, by comparing with state-of-the-art flat classifiers.
2 Literature Review

Traditional text classification methods focus on selecting a good set of features (for example, TF-IDF (Salton and Buckley, 1987)) to represent the documents and employing non-linear classifiers such as SVM (Dumais et al., 1998; Joachims, 1999; Tong and Koller, 2001), decision trees (Apté et al., 1994), or Naive Bayes (McCallum et al., 1998; Kim et al., 2006) methods for text classification. More recent work has employed deep neural networks to merge feature extraction and classification into one joint process, where the model parameters can be learned through back-propagation (Xue et al., 2008; Lai et al., 2015; Zhang et al., 2015). A common theme in these convolutional neural networks (CNN)-based or recurrent neural network (RNN)-based approaches is to create a document representation from either the last hidden state of the RNN or via some pooling operations on all hidden states.

Furthermore, the attention mechanism (Bahdanau et al., 2015; Sutskever et al., 2014) has been adapted for these CNN/RNN structures for text classification (Lin et al., 2017), providing high interpretability and allowing us to inspect which parts of the text are discriminative for a particular sample.

In addition, external knowledge has been examined as a way to boost the performance of tree classifiers (Collobert and Weston, 2008a; Ngiam et al., 2011; Howard and Ruder, 2018). One form of external knowledge is built on top of the hierarchical relations of the classes (Koller and Sahami, 1997), where a class taxonomy is used to improve the performance of the end-level classification\(^1\). Most of the hierarchical classifiers\(^2\) perform classification by navigating through the hierarchy in top-down approaches (Liu et al., 2001; Quinn and Laier, 2006; Vens et al., 2008), where a local classifier is constructed at each parent node. The state-of-the-art hierarchical classifier HDLTex is proposed by Kowsari et al. (2017). It combines deep neural networks in the top-down fashion where a separate neural network (either CNN or RNN) is built at each parent node to classify its children.

3 Model

Our proposed model (Figure 1) consists of three parts: 1) a bidirectional LSTM encoder (Hochreiter and Schmidhuber, 1997) that transforms each word into vector representations based on their context. 2) an attention module that helps to generate dynamic document representations across different level of classification, 3) multi-layer perceptron (MLP) classifiers at each level that makes the prediction of classes at that level based on the dynamically generated document representation and the level masking.

Our hierarchical classification model can be viewed as a sequence-to-sequence model, where a sequence of word embeddings is used to generate a sequence of hierarchical class labels. In addition, we employ a modified attention module from the traditional attention mechanism used in sequential generation tasks (Bahdanau et al., 2015; Sutskever et al., 2014). Instead of computing attention weights conditioned on the hidden state of the decoder at time step \(i\), we condition on the parent category embedding \(c_k\). This is intuitive in our setting as the document representation should depend on the parent class predicted by the model.

Formally, suppose we are given a document with \(n\) tokens \(D = (w_1, w_2, \ldots, w_n)\) and its category labels of \(m\) levels \(C = (c_1, \ldots, c_m)\), \(c_k \in \{c_{k1}, \ldots, c_{km}\}\) where \(c_{k}\) indicates the \(k\)-th level of the class taxonomy and \(s_k\) represents the number of classes in level \(k\)\(^3\). A bidirectional LSTM is

\(^1\) Classifiers that do not take into account the hierarchy and are only concerned with predicting the leaf nodes are termed flat classifiers in this work.

\(^2\) We use the term “hierarchical classifiers” to refer the models that follow the external taxonomy of class labels, which is substantially different from hierarchical attention networks (Yang et al., 2016). In Yang et al. (2016), hierarchical attention networks refer to the hierarchical nature of their attention mechanism; the model attends to the sentences first and then attends to the words.

\(^3\) We suppose \(w_i\) and \(c_i\) are word embeddings and class embedding respectively.
first used to extract features of the document:
\[ \overrightarrow{h_t} = LSTM(w_t, \overrightarrow{h_{t-1}}), \]
\[ \overleftarrow{h_t} = LSTM(w_t, \overleftarrow{h_{t+1}}). \] (1)

The encoder’s hidden states \( H = (h_1, \ldots, h_n) \) are constructed by the concatenation of \( \overrightarrow{h_t} \) and \( \overleftarrow{h_t} \) as \( h_t = [\overrightarrow{h_t}, \overleftarrow{h_t}] \).

When classifying the class label at level \( k \), we first form contextual word features \( \overrightarrow{H}_k \) by concatenating the previously predicted category embedding \( c_{k-1} \) (parent) with each of the encoder’s outputs \( H = (h_1, \ldots, h_n) \):
\[ \overrightarrow{H}_k = H \oplus c_{k-1}. \] (2)

Then, we transform these \( n \) vectors in \( \overrightarrow{H}_k \) into \( n \) attention scores (scalars) through a series of linear and non-linear transformations:
\[ a_k = \text{softmax}(w_2 \tanh(W_1 \overrightarrow{H}_k^T)). \] (3)

As one single attention distribution might only focus on a specific component of the semantics in the document, we follow Lin et al. (2017)’s work to perform \( n \) hops of attention and form the multi-head attention matrix \( A_k \) \((m \times n)\). To encourage diversity over the multiple hops of the attention distributions, we employ the Frobenius norm penalty (Lin et al., 2017) \( P = \|A_k A_k^\top - I\|_F^2 \) to force the attention hops to focus on different aspects of the semantics.

The document representation for level \( k \) is obtained by multiplying the multi-head attention matrix and the contextual word features:
\[ D_k = W_{k1} A_k \overrightarrow{H}_k. \] (4)

Finally, a two layered multi-layer perceptron (MLP) is employed to classify the category at level \( k \):
\[ d_k = \text{RELU}(W_D [D_k, d_k - 1]), \]
\[ y_k = \text{softmax}(W_i d_k) \] (5)

Normally, the softmax in Equation 5 is computed over all class labels across the entire taxonomy levels. This is not desirable when the taxonomy is deep and the number of classes is large. We solve this by employing a level masking technique where we mask out all the classes that are not in the current classification level \( k \). The loss is then calculated as the joint cross entropy loss among all levels of the taxonomy: \( l = \sum_{i=1}^{m} l_i \).

4 Experimental Setup

Dataset Two datasets are used for our experiments: Web of Science (WOS) and DBpedia. Web of Science (WOS) is a hierarchical two-level taxonomy dataset that contains 46,985 documents collected from Web of Science (Reuters, 2012) by Kowsari et al. (2017). Despite its small size, WOS is used as a benchmark dataset for hierarchical classification as it provides the raw text for deep neural models to train on.

As deep learning models usually contain a large number of parameters that need to be learned, to prevent over-fitting (Lawrence et al., 1997; Srivastava et al., 2014) we usually need a large dataset to train upon. Thus, we curated a bigger dataset with hierarchical labels from Wikipedia meta information provider DBpedia\(^4\). Compared to WOS, our DBpedia dataset is larger in two aspects: the number of data instances and the number of hierarchical levels (Table 1). The DBpedia ontology was first used in Zhang et al. (2015) for flat text classification. We instead use the DBpedia ontology to construct a dataset with a three-level taxonomy of classes. In order to ensure enough documents per-class, we only extract leaf-classes with more than 200 documents. We also randomly sub-sample 3,000 documents per category to balance the number of leaf-level categories. This results in 381,025 documents in total, which we split into 90% for training (from which 10% were kept aside for validation) and 10% on testing, on which we report our classification metrics\(^6\).

Baselines State-of-the-art flat classifiers such as FastText (Joulin et al., 2017), Bi-directional

\(^4\)The LSHTC dataset (Partalas et al., 2015) has been widely used as a benchmark for hierarchical text classification. However, the raw texts are not available which makes it difficult to extract features for modern neural approaches. Instead, only the tf-idf vectors are provided as inputs with no option to retrieve the original text (even after consulting with the original authors we were unable to procure it).

\(^6\)Our code and data will be released at https://github.com/koustuvsinha/hier-class

| Level 1 Categories | DBpedia | WOS |
|--------------------|---------|-----|
| 9                  | 7       |
| Level 2 Categories | 70      | 134 |
| Level 3 Categories | 219     | NA  |
| Number of documents| 381,025 | 46,985 |
| Mean document length| 106.9 | 200.7 |

Table 1: Dataset Comparison
Table 2: Test accuracy on the WOS and DBpedia datasets. The flat baseline models are trained without the hierarchical taxonomy of classes and therefore only have results on the leaf-node classification.

| Classifier                              | DBpedia | Overall | WOS  | Overall |
|-----------------------------------------|---------|---------|------|---------|
| Flat Baselines                          |         |         |      |         |
| FastText                                | 86.2    | 61.3    |      | 77.69   |
| BiLSTM + MLP + Maxpool                  | 94.20   |         | 73.08|         |
| BiLSTM + MLP + Meanpool                 | 94.68   |         | 77.40|         |
| Structured Self Attention (m=1)         | 94.04   |         | 77.40|         |
| Hierarchical Models                     |         |         |      |         |
| l1                                      | 99.26   | 97.18   | 95.5 | 92.10   |
| l2                                      |         |         |      |         |
| l3                                      |         |         |      |         |
| Overall                                 | 93.72   | 89.32   | 82.42| 77.46   |
| HDLTex (5B params)                      | 99.21   | 96.03   | 95.32|         |
| Our model (34M params)                  | 99.21   | 96.03   | 95.32|         |

Table 3: Robustness analysis of taxonomy on the WOS dataset. We compare the success rate of our model and the BiLSTM flat classifier. The success rate is defined as the number of times the predicted class is within the same subtree as the correct parent. We calculate this in two scenarios: 1. when the true parent class is manually provided, or teacher-forced (Correct parent), and 2. when the true parent class is predicted by our model (Predicted parent).

| Classifier                        | Correct parent | Predicted parent |
|----------------------------------|----------------|------------------|
| Flat classifier - BiLSTM Max Pooling | 90.74          | 85.56            |
| Hierarchical approach - Our model | 93.03          | 88.57            |
although the exact pathophysiology remains unknown the development of inflammatory bowel disease is influenced by the interplay between genetic, immune system and environmental factors such as diet. The commonly used food additives carrageenan and carobymethylcellulose cmc are used to develop intestinal inflammation in animal models these food additives are excluded from current dietary approaches to induce disease remission.

(a) Level 1 - correct class: Medical
(b) Level 2 - correct class: Crohn’s disease

Figure 2: WOS dataset attention rereading per level. Highlighted words indicate the attended words. Stronger color denote higher focus of attention. We note that the attention spread becomes much more focused in Level 2 compared to its parent Level 1.

leaf-node level classification of WOS than that on DBpedia. We observe this behaviour due to the dataset of DBpedia being shorter in average length making it easier to classify for flat classifiers, hence hierarchical classifiers overfit on the training data.

In addition to the performance improvement on both datasets over HDLTex, our model takes significantly less time and resources to train, especially when the dataset is large in terms of the intermediate non-leaf nodes in the output taxonomy. As HDLTex needs to build one sub-classifier for each parent nodes, the number of sub-classifiers grows quickly. For example, there are 80 parent nodes in the taxonomy of the DBpedia dataset and HDLTex needs to build 80 RNNs, where each sub-classifier contains around 67 million parameters.

As a consequence, we can barely fit the whole model of HDLTex on our CPU because it requires 60 GB RAM to build these 80 deep neural networks.

6 Discussion

Analysis of Attention The intuition behind building dynamic document representations, using multiple attentions across different hierarchical levels, is to have a re-reading effect over the taxonomy. When we first encounter an article as humans, we tend to read it carefully, but on subsequent reads we can easily identify the key aspects of the article. We find in our exploratory experiments the attention vectors behave exactly the same. For the first level, the attention values are more spread out to help our classifier pick various important aspects of the article, but on the subsequent levels, the attention is more focused towards specific keywords for that subclass, as the example shown in Figure 2. We perform additional qualitative analysis of attention spread which is provided in Appendix.

7It is not possible to fit the entire model in one GPU as our best GPU has the RAM capacity of 12GB, one needs to have multiple GPU’s and parallel execution for this task.

7Conclusion

In this work, we propose a light-weight neural-based hierarchical classifier that performs better than or comparable to the state-of-the-art hierarchical model at lower computation cost. Our model employs an adapted version of attention to represent documents dynamically through the hierarchy, which provides additional interpretability of the dynamic document representations. In addition, we demonstrate that the robustness of flat text classification can be improved by using external knowledge such as a hierarchical taxonomy. As a future direction, we will advance our model to automatically construct the hierarchical taxonomy in order to improve text classification with a large number of classes.
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