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ABSTRACT
This article revisits the relationship between the contagion and co-movement of 10 Central and Eastern European (C.E.E.) financial markets in relation to two major Western European capital markets using wavelet-based methodology. Based upon an A.R.D.L. panel model we found that foreign monetary policy, national exchange rate and economic cycle play a key role in both short- and long-term co-movement between capital markets. While a stable economic environment coupled with a strong national currency can reduce the degree of short-term co-movement between capital markets, changes in foreign monetary policy could increase the effect of external shocks. Furthermore, we find that inflation, foreign exchange rate and foreign economic cycle play an important role after longer periods. By ensuring a stable economic environment national authorities can help mitigate the effects of external shocks on national capital markets.

1. Introduction

The debates surrounding the effects of exogenous shocks on a financial market has been a key focus of many studies, especially since the recent financial crisis. In general, investors, risk managers, national regulators and international financial institutions are interested in analysing the contagion and interdependence phenomenon due to adverse implications of exogenous shocks on national financial markets. The economic literature related to capital markets pays close attention in identifying mechanisms through which an exogenous shock propagates between two capital markets. Thus, many studies focus on detecting the interactions among international financial markets, while also identifying determinant factors of contagion and co-movement phenomenon among capital markets.

While many studies try to identify macroeconomic determinants of the contagion phenomenon between markets, we try to test if the impact of macroeconomic factors depends on to the degree of interdependence between two capital markets in the
short- or the long-term. Even if we only consider only ‘pure’ contagion or the ‘fundamental’ based contagion we need to acknowledge the role of certain macroeconomic factors on the degree of interdependence between two markets (Dornbusch, Park, & Claessens, 2000; Kaminsky & Reinhart, 2000). Therefore, national authorities need to investigate both short-term pure contagion manifested via the spillovers of external shocks on national capital markets, but also fundamental based contagion that reveals long-term co-movement between markets. Therefore, by identifying the role of macroeconomic factors in pure contagion, national authorities can adequate measures to reduce and combat the effect of external shocks on national capital markets. On the other hand, in the case of fundamental contagion, testing the role of macroeconomic factors may reveal potential risks that could arise in the long-term which could hinder the growth and development of domestic capital markets.

The aim of this study is to investigate the role of macroeconomic actors on the interdependence and contagion phenomenon between Western European and Central Eastern European (C.E.E.) capital markets. There is a large literature on the interdependence of financial markets (e.g. Gulzar, Kayani, Xiaofeng, Ayub, & Rafique, 2019; Marfatia, 2017; Newaz & Park, 2019), but many of these studies, however, analysed mostly West European markets (Boubaker & Raza, 2016; Burzala, 2016; Nikkinen, Piljak, & Rothovius, 2019). The motivation for choosing these emerging economies is that their financial markets are fully consistent with the world’s major financial markets, with strong chances of interdependence and contagion effects on these Eastern European economies. By conducting this study, we are interested in answering the following questions: (1) Is there any contagion effect from West European on East European capital markets?; and (2) What is the effect of the macroeconomic environment on the degree of interdependence between capital markets?

In addition, we believe that by using a modern analysis methodology such as wavelet analysis, we can offer a new perspective of analysis of the interdependence and contagion relationships between Western European and Central Eastern European (C.E.E.) capital markets. By using the wavelet methodology, we want to highlight the manner in which the interdependence between the C.E.E. and West European capital markets evolves over time, as well as to test several macroeconomic determinants, similar to other studies (e.g. Kiviaho, Nikkinen, Piljak, & Rothovius, 2014; Tiwari, Mutascu, & Albulescu, 2016). Furthermore, we can also offer a broader perspective of the phenomenon in C.E.E. countries because previous studies focus rather on a single country (Hsing, 2011) or fewer countries than in our sample (Cevik, Korkmaz, & Cevik, 2017; Draženović & Kusanović, 2016; Peša & Festić, 2014).

Our article contributes to existing articles that try to identify factors that influence the degree of contagion or co-movement between developed and emerging capital markets. One of our major contribution relates to the use of the wavelet methodology in order to identify macroeconomic factors that influence the contagion phenomenon between Western European and C.E.E. capital markets. Furthermore, we contribute to the existing literature that tries to distinguish between the role of the economic environment in reducing both pure and fundamental contagion.
The rest of the article is organised as follows: Section 2 marks the literature review, Section 3 presents the data, Section 4 the methodology, while Section 5 empirical results, and Section 6 concludes.

2. Literature review

Investors seek to increase the degree of diversification of their portfolio by acquiring financial assets worldwide in order to protect themselves against the losses incurred when a national capital market is affected by crisis. However, if the degree of contagion or co-movement between two financial markets is strong, the beneficial effects of international portfolio diversification is reduced when an external shock is transmitted uniformly to another interdependent capital markets (Rua & Nunes, 2009; Syllignakis & Kouretas, 2011). Therefore, identifying internal factors that could reduce the effect of external shock could increase the efficiency of international portfolio diversification (Ajayi, Mehdian, & Stoica, 2018; Thomas, Kashiramka, & Yadav, 2019).

Bekaert, Ehrmann, Fratzscher and Mehl (2014) analysed the contagion phenomenon during the recent financial crisis 2008–2009 and finds that the main vectors that determine the magnitude of the contagion phenomenon is related to economic fundamentals, reduced country ratings, budget and/or current account deficits rather than the country of origin. Meanwhile Mobarek et al. (2016) reveals a whole series of characteristics of the economic and social system (economic growth rate, inflation rate, bilateral trade volume, size of the capital market, size of the spread between bonds between two states, culture and religion) from a country that influences contagion between capital markets, especially in times of crisis.

Ever since the first studies of Longin and Solnik (1995), the researchers sought to identify a number of determinants of contagion and co-movement between capital markets. In general, the determinant role of macroeconomic factors in establishing the degree of interdependence between markets is accepted in most studies, while few studies have observed a weak relationship or even neutral relationship (Tiwari et al., 2016). In general, four categories of macroeconomic factors can be identified that can influence the degree of interdependence between markets such as: economic cycle (Dumas, Harvey, & Ruiz, 2003); inflation rate (Cai, Chou, & Li, 2009); monetary policy of country (Syllignakis & Kouretas, 2011); the exchange rate power (Kivialho et al., 2014); or the interaction between macroeconomic factors in a bivariate framework (Tiwari et al., 2016). In C.E.E. countries there are few studies that deal with this aspect, for example Syllignakis and Kouretas (2011) and Kivialho et al. (2014).

Kivialho et al. (2014) notes that in the case of C.E.E. capital markets, a country’s macroeconomic fundamentals: monetary policy and exchange are more important in the short-term up to three months, while for periods longer than two years horizons the domestic and foreign monetary policy, the exchange rate are main factors that explains the interdependence between markets. Syllignakis and Kouretas (2011) also reveal the importance of monetary convergence in determining the growth of degree interdependence between markets when testing the contagion phenomenon between C.E.E. capital markets and Germany, Russia and the U.S.
Furthermore, the results of Bekaert et al. (2014) and Mobarek et al. (2016) offer additional insights into the importance of the institutional environment into the development of the capital markets. These results are similar with many studies that reveal the importance of the relationship between legislation and the economy, highlighting the role of legal foundations and the importance of respecting property rights in the functioning and developing of an economy (e.g. Claessens & Yurtoglu, 2013, Cuomo, Mallin, & Zattoni, 2016; Hopt, 2011; Porta et al., 1998).

Based upon existing studies, we assume that factors like monetary policy, exchange rate, inflation and economic cycle can influence the degree of co-movement between two capital markets. Furthermore, we believe that general economic environment in a country is able to increase the resilience of the national capital market from the spill-over effects and co-movement behaviour.

3. Data and variables

The analysis of the phenomenon of interdependence or contagion between capital markets involves testing the way a capital market evolves in relation to a second market. These raises the question what markets are appropriate in acting as initiators in European Union (E.U.). Tiwari et al. (2016) argues that most developed economy Germany and the most developed capital market, the U.K. are the most influential capital markets in the E.U. Therefore, we will use the German and U.K. markets as initiators in our analysis. Furthermore, testing the co-movement and contagion relationships between the capitals markets included in the analysis is done on a sample of stock indices estimated using the closing price traded in the national currency of each state.

Empirical testing is done on the most representative stock market indices for the capital markets analyzed as follows: SOFIX – Bulgaria, CROBEX – Croatia, PX – Czech Republic, OMXT – Estonia, DAX 30 – Germany, OMXR – Latvia, OMXV – Lithuania, FTSE 100 – Great Britain, WIG – Poland, BET – Romania, SAX – Slovakia and BUX – Hungary. The data source used in the analysis is Datastream and covers the period from 20 October 2000 to 31 December 2016, the longest period for which data is available for all states in our analysis.

Because our capital markets are trading at different times, we will use the closing price in our analysis. In addition, similar to Tiwari et al. (2016) in order to prevent the risk of ‘non-syncronious trading II,’ we will remove from our analysis all non-trading days in all the analyzed capital markets if there were no transactions in a capital market that day. In the end, our sample of data consists of 3,486 distinct daily records for each of the capital markets analysed by us. Furthermore, in the second part we will use monthly data for our indices. In our analysis, we will use indices expressed in national currency as in previous studies such as Rua and Nunes (2009) and Cărăuşu et al. (2018), because Mink (2015) demonstrated that testing of market contagion should be done only local currencies in order to exclude the role of the exchange rate.

Testing the degree of contagion between two markets is done with the coherence wavelet analysis and extracting the corresponding indicators for each pair of countries
later we will use an A.R.D.L. panel model to test if there is a true cointegration between our macroeconomic variables and the degree of interdependence between our capital markets. A full description of the variables used in the analysis is depicted in Table 1. Similar to other studies like Kiviaho et al. (2014) and Tiwari et al. (2016) that used wavelet analysis to identify determinant factors for the degree of interdependence between two capital markets we chose as control variables a series of macroeconomic indicators.

We use the Industrial Production Index (IPI) of the initiating country as a proxy for the economic cycle in that state, the Harmonized Consumer Price Index of a State (H.I.C.P.) as a proxy for inflation, the three-month interbank lending rate – proxy for the monetary policy and the Exchange Rate Index – proxy for currency

| Table 1. Variables used in the analysis of the macroeconomic determinants of the interdependence between the C.E.E. markets and Western European capital markets. |
|---------------------------------|-----------------|------------------|
| **Variable**                    | **Description** | **Source of data** |
| Dependent variable              |                 |                  |
| $WCS_{i,j,f}$                    | Are wavelet coherence coefficients between a Western European capital market and a capital market in C.E.E.s where $i = \text{Germany and United Kingdom}$ and $j = \text{Bulgaria, Croatia, Czech Republic, Estonia, Latvia, Lithuania, Poland, Slovakia and Hungary}$; and $f$ is the range of frequencies and time that are considered in our analysis: monthly frequency $f_1$ (low frequency), $f_2$ quarterly (3 months) annual frequency $f_3$ (average frequency) and bi-annual frequency $f_4$ (high frequency) | Author calculations based on wavelet coherence analysis |
| Macroeconomic factors            |                 |                  |
| $IPI_i$                         | Seasonally adjusted monthly industrial production index value in the initiator country | Eurostat |
| $IPI_{dom}$                      | The value of the seasonally adjusted monthly industrial production index in the recipient country | Eurostat |
| $Inf_i$                         | Monthly inflation rate value – Harmonized Index of Consumer Prices in value in the initiator country | Eurostat |
| $Inf_{dom}$                     | Monthly inflation rate – Harmonized Consumption Price Index of the recipient country | Eurostat |
| $Intrate_{i}$                   | The monthly interest rate on 3-month interbank loans in country in the initiator country | World Bank and OECD Database |
| $Intrate_{dom}$                 | Monthly interest rate on 3-month interbank loans in the recipient country | World Bank and OECD Database |
| $Exchrate_{i}$                  | The value of the exchange rate index in the initiator country | BIS – Bank of International Settlements |
| $Exchrate_{dom}$                | The value of the exchange rate index in the recipient country | BIS – Bank of International Settlements |

**Note:** Each macroeconomic factor indicator represent either the initiator countries $i$, or the recipient countries $dom$. In the case of the initiator – $i$ we have Germany and United Kingdom, and in the case of the recipient $dom$ – can be: Bulgaria, Croatia, Czech Republic, Estonia, Latvia, Lithuania, Poland, Romania, Slovakia and Hungary.
evolution. In our analysis, we preferred to use these macroeconomic variables as opposed to similar indicators due to specific advantages. Thus we use: H.I.C.P. because it is the preferred indicator of inflation in the EU; interbank interest rate because some countries are members of the euro area, thus they are subject to the same monetary policy interest but may have different interbank financing costs; Exchange Rate Index because it includes the importance of the national currency of a state in international and intra-Community trade. The same group of variables was used in previous studies like Kiviaho et al. (2014) and Tiwari et al. (2016).

Because in the second part of our analysis, we will test the influence of macroeconomic factors on the long- and short-term of interdependence between Germany and U.K. and C.E.E. capital markets Table 2 presents the descriptive statistics of the data used in the analysis. Also, the results of the correlation matrix between our variables is depicted in Table 3.

4. Methodology
4.1. Wavelet analysis

The wavelet analysis provides a general framework of analysis for testing the contagion and interdependence phenomenon between two markets. The wavelet methodology offers a whole series of advantages over traditional methods of testing the contagion phenomenon Gençay, Selçuk, and Whitcher (2002) and Aguiar-Conraria and Soares (2014) present in detail the benefits of using wavelet methodology in time series analysis.

The continuous wavelet transform (C.W.T.), originally developed by Torrence and Compo (1998) as a method of detecting delays and synchronisations between two time series, has gained more and more popularity in recent years as a powerful tool for time series analysis. The C.W.T. transformation decomposes a time series in functions commonly called wavelets or small waves, which contain both frequency and time domain information \( \psi_{\tau,s}(t) \). These small ‘waves’ are the result of translating the wavelet filters onto the initial series, which can be converted to a time function \( \tau \) (translation parameter) and \( s \) scale (scale parameter) corresponding to each frequency Rua and Nunes (2009).

\[
\psi_{\tau,s}(t) = \frac{1}{\sqrt{s}} \psi\left(\frac{t-\tau}{s}\right)
\]

\( \psi_{\tau,s}(t) \) is the wavelet transform of a time series \( x(t) \) at scale \( s \) and translation \( \tau \) as given by the wavelet function \( \psi \).

Gençay et al. (2002) considers that the C.W.T. for any time series \( x(t) \), \( t = 1, \ldots, N \) can be written as in formula (2):

\[
W_x(\tau, s) = \frac{1}{\sqrt{s}} \sum_{t=1}^{N} x(t) \psi^*\left(\frac{t-\tau}{s}\right)
\]

The wavelet coherence analysis involves testing the interactions between two time series \( X \) and \( Y \) in a bivariate analysis framework. This involves comparing the cross-wavelet spectrum with the result of the spectrum product of each series, which tests
Table 2. Descriptive statistics of the variables used in the analysis.

|                | WCS$_{1}$ | WCS$_{2}$ | WCS$_{3}$ | WCS$_{4}$ | IPI$_i$ | IPI$_{dom}$ | Inf$_i$ | Inf$_{dom}$ | Intrate$_i$ | Intrate$_{dom}$ | Exchrate$_i$ | Exchrate$_{dom}$ |
|----------------|-----------|-----------|-----------|-----------|---------|------------|--------|------------|-------------|----------------|-------------|------------------|
| Mean           | 0.533     | 0.487     | 0.484     | 0.433     | 101.962 | 99.009     | 1.772  | 3.528      | 2.350       | 5.103          | 107.379     | 94.500           |
| Median         | 0.559     | 0.491     | 0.495     | 0.428     | 102.200 | 100.300    | 1.750  | 2.800      | 2.087       | 4.163          | 104.750     | 96.790           |
| Maximum        | 0.996     | 0.994     | 0.980     | 0.978     | 129.100 | 151.100    | 5.200  | 41.300     | 6.581       | 45.150         | 130.330     | 121.920          |
| Minimum        | 0.000     | 0.000     | 0.000     | 0.000     | 65.600  | 52.100     | -0.800 | -3.000     | -0.315      | -0.390         | 70.420      | 56.850           |
| Std. Dev.      | 0.263     | 0.261     | 0.262     | 0.250     | 8.946   | 18.541     | 1.076  | 4.394      | 1.945       | 5.189          | 11.706      | 9.231            |
| Skewness       | -0.239    | -0.049    | -0.070    | 0.156     | -0.300  | -0.142     | 0.476  | 3.787      | 0.383       | 2.923          | 0.499       | -1.162           |
| Kurtosis       | 2.010     | 1.956     | 1.867     | 1.971     | 3.099   | 2.701      | 3.375  | 26.535     | 1.705       | 18.349         | 2.639       | 5.079            |
| Jarque-Bera    | 195.5639  | 177.793   | 210.648   | 187.008   | 59.972  | 27.463     | 169.550| 98831.2    | 365.898     | 43617.6        | 182.368     | 182.368          |
| Probability    | 0.000     | 0.000     | 0.000     | 0.000     | 0.000   | 0.000      | 0.000  | 0.000      | 0.000       | 0.000          | 0.000       | 0.000            |
| Observations   | 3880      | 3880      | 3880      | 3880      | 3880    | 3880       | 3880   | 3880       | 3880        | 3880           | 3880        | 3880             |

*Source: Author’s estimates.*
Table 3. Correlation matrix.

|       | WCS$_{ij}$ | WCS$_{ij}$ | WCS$_{ij}$ | IPI$_i$ | IPI$_{dom}$ | Inf$_i$ | Inf$_{dom}$ | Intrate$_i$ | Intrate$_{dom}$ | Exchrate$_i$ | Exchrate$_{dom}$ |
|-------|------------|------------|------------|---------|-------------|--------|-------------|--------------|-----------------|--------------|------------------|
| WCS$_{ij}$ | 1          | 0.921***   | 0.057***   | 0.158*** | 0.003       | 0.000  | 0.006      | 0.138        | 0.019           | 0.077       | 0.030            |
| WCS$_{ij}$ | 1.000      | 0.000      | 0.114***   | 0.062**  | -0.065***   | -0.004 | -0.004     | -0.019       | -0.002          | -0.002      | -0.002           |
| WCS$_{ij}$ | 1.000      | 0.000      | 0.051**    | 0.004    | -0.070***   | -0.019 | -0.004     | -0.019       | -0.002          | -0.002      | -0.002           |
| IPI$_i$    | 0.003      | 0.000      | 0.051**    | 0.004    | -0.070***   | -0.019 | -0.004     | -0.019       | -0.002          | -0.002      | -0.002           |
| IPI$_{dom}$| -0.065***  | -0.059***  | -0.070***  | -0.068***| -0.255***   | -0.019 | -0.004     | -0.019       | -0.002          | -0.002      | -0.002           |
| Inf$_i$    | 0.000      | 0.000      | 0.051**    | 0.004    | -0.070***   | -0.019 | -0.004     | -0.019       | -0.002          | -0.002      | -0.002           |
| Inf$_{dom}$| -0.004     | -0.004     | -0.070***  | -0.068***| -0.255***   | -0.019 | -0.004     | -0.019       | -0.002          | -0.002      | -0.002           |
| Intrate$_i$| 0.138***   | 0.183***   | -0.016     | 0.152*** | -0.068***   | -0.019 | -0.004     | -0.019       | -0.002          | -0.002      | -0.002           |
| Intrate$_{dom}$| 0.019     | 0.014     | -0.002     | 0.109*** | -0.068***   | -0.019 | -0.004     | -0.019       | -0.002          | -0.002      | -0.002           |
| Exchrate$_i$| 0.077***   | 0.087***   | -0.094***  | 0.030**  | -0.313***   | -0.015 | 0.485***   | 0.217***     | -0.180***       | -0.299***   | -0.151***        |
| Exchrate$_{dom}$| -0.030*   | -0.027*   | 0.118***   | -0.128***| 0.015       | 0.485*** | 0.217***   | -0.180***     | -0.299***       | -0.151***   | -0.376***        |

Note: ***, ** and * mean statistical significant at 1%, 5% and 10%.
Source: Author’s Estimates.
the time and the frequency range. Grinsted, Moore, and Jevrejeva (2004) considers that the wavelet coherence between two variables can be determined using formula (3):

$$R_{xy}(\tau, s) = \frac{|S(s^{-1}W_{xy}(\tau, s))|^2}{S(s^{-1}|W_x(\tau, s)|^2)S(s^{-1}|W_y(\tau, s)|^2)}$$  \hspace{1cm} (3)$$

where: $W_x(\tau, s)$ and $W_y(\tau, s)$ are C.W.T. of two time series, $S(.)$ Is the smoothing operator and $s$ is the wavelet scale.

Previous results of Grinsted et al. (2004) indicated that the most effective wavelet in C.W.T. is the wavelet Morlet because it has a Fourier period almost equal to the wavelet scale used in this analysis. Thus, the smoothing operator used in the wavelet analysis of the coherence type is as in formula (4):

$$S(W) = S_c(S_{\text{time}}(W_n(s)))$$  \hspace{1cm} (4)$$

Rua and Nunes (2009) consider that $S_c$ represent the effect of smoothing along the wavelet axis, while $S_{\text{time}}$ represents the smoothing effect in general. Finally, the smoothing operator allows us to compare the results with a Monte Carlo simulation to see if there are periods of pure contagion or co-movement. Similar to the recommendations of Rua and Nunes (2009), we will interpret the results of the coherence analysis as regular correlation coefficients, where high values correspond to switching moments between variables (Kiviaho et al., 2014). Thus, if we find in the graphical representation of the distinct wavelet coherence zones with elevated coefficients of coherence we interpret the analysis as the result of the interaction between the two variables. Moreover, if areas with elevated coefficients of co-existence are in the reduced frequency range of the analysis, we will interpret it as a period of ‘contagion’, and if we find large coefficients of cohesiveness in high frequency areas, we interpret the results as the result of market fundamentals, respectively co-movement effect.

### 4.2. Cointegration analysis

#### 4.2.1. Panel unit root tests

A prerequisite for testing the cointegration between two variables is the presence of stationarity in the data. Generally, we consider a time series or stochastic process as stationary if there is no unit root of the data, while the opposite – the presence of a unit root indicates that the time series is non-stationary. If a certain variable is non-stationary the unit root testing will allow us to determine the number of times a variable has to be differenced in order to achieve stationarity required for cointegration testing. A variable $X$, is thus integrated of order $d$, $I(d)$ if we can achieve stationarity after differencing $d$ times. In order to test the presence of a panel unit root we can choose between different modern methods (e.g. Levin, Lin & Chu, 2002; Breitung, 2000; Im, Pesaran, & Shin, 2003) and more traditional methods (e.g. Dickey & Fuller, 1981; Phillips & Perron, 1988).
While the previous tests used in the analysis are appropriate in testing the presence of a unit root in panel data estimation, because we want to use and A.R.D.L. model we need to test if our data allows for this testing. Thus we use the Kao Residual Cointegration Test (Kao, 1999) and Johansen Fisher Panel Cointegration Test (Johansen, 1988).

One of the assumptions in the A.R.D.L. econometric test is that the error term of the estimation is not serially correlated. Hence, we first need to determine the appropriate lag of order $p$ that has the ability to remove serial correlation. In addition, we need to take into consideration the small sample size, which limits the number of lags we can include in the analysis. We prefer to use the most common methods like The Schwartz-Bayesian Criterion (S.B.C.), Akaike Information Criterion (A.I.C.) or Hannan-Quinn Criterion (H.Q.C.). While, each method of selection allows us to choose appropriate lag values A.I.C. usually is gives a higher number of lags while S.B.C. gives a lower number of lags due to over-parameterisation. Thus, all of our A.R.D.L. models will use the automatic lag selection using the A.I.C. value.

### 4.2.2. Panel A.R.D.L. model to test cointegration

The A.R.D.L. bounds testing proposed by (Pesaran, Shin, & Smith, 2001) allows us to test if there is long run dynamic relationship between two variables that are stationary $I(0)$ and $I(1)$. But in our case, because we suspect that some of our series are cointegrated either $I(0)$ and $I(1)$ using the generic A.R.D.L. testing methodology might not be appropriate. Therefore, we will test the influence of macroeconomic factors on the degree of interdependence between markets using a panel A.R.D.L. model estimation that allows for such mixture. The baseline estimation of our model will follow the procedures recommended by Pesaran, Shin, and Smith (1997, 1999).

The generic A.R.D.L. bounds testing methodology involves two subsequent stages in the analysis. Firstly, we must test if there is a long-run relationship between the variables in the analysis, and secondly we estimate the long-run relationship and evaluate the values of the coefficients. Subsequently, we have to test the cointegration results for the short-term period in another estimation. Therefore, our analysis will first estimate the long-term cointegration and subsequently we will estimate the short-term cointegration equation.

The generic A.R.D.L. panel model between wavelet coherence coefficients and our dependent variables is written as shown below in formula (5):

$$
WCS_{ij,f} = a_0 + \sum_{t=1}^{p} b_1 WCS_{ij,f_{t-1}} + \sum_{t=1}^{p} c_1 IPI_{it-1} + \sum_{t=1}^{p} d_1 IPI_{domt-1} \\
+ \sum_{t=1}^{p} e_1 Inf_{it-1} + \sum_{t=1}^{p} f_1 Inf_{domt-1} + \sum_{t=1}^{p} g_1 Intrate_{it-1} + \sum_{t=1}^{p} h_1 Intrate_{domt-1} \\
+ \sum_{t=1}^{p} i_1 Exchrate_{it-1} + \sum_{t=1}^{p} j_1 Exchrate_{domt-1} + e_{ij,f}
$$

(5)

where: $WCS_{ij,f}$- are wavelet coherence coefficients between a Western European capital market and a capital markets from C.E.E. countries;
\( \varepsilon_{ij,f} \) – standard error after estimating the model for the countries \( i \) or \( j \) at the frequency \( f \).

A complete description of all the variables used in the analysis is presented in Table 1. Model estimation is done using the A.R.D.L. panel approach proposed by Pesaran et al. (1999).

5. Empirical results

5.1. Results of the wavelet coherency analysis

When analysing the co-movement relationship between C.E.E. capital markets and German capital market, the results are depicted in Figure 1 indicate some intriguing results. Firstly, there are clear moments of contagion in the 1–16 day trading days between the German capital market and the Czech Republic, Croatia, Poland, Romania and Hungary markets during the recent 2008–2009 financial crisis, which reveals the presence of the contagion phenomenon between these markets during the recent financial crisis. Our results are similar to those obtained by (Dajcman, Festic, & Kavkler, 2012) who analysed the phenomenon of contagion between German capital markets and the markets of the Czech Republic and Hungary and observes the same phenomenon during the 2008–2009 crisis. Or the results of Cărăuşu et al. (2018) who tested the presence of the contagion phenomenon between Western European capital markets and C.E.E. capital markets between 2000–2016.

Secondly, the direction of the arrows in our graphical representation indicates that, as a rule, both in the short- and long-term relationship the capital market from Germany is either synchronised or plays predominantly the role of initiator in relation to C.E.E. equity markets. Thirdly, the evolution of the capital markets in the Czech Republic, Hungary and Poland is strongly correlated with the evolution of the German capital market not only during the financial crisis but also later. We also note a desyncing phenomenon in 2012 and 2014–2016 in the relations between Estonia, Latvia, Lithuania, Poland, Romania and Hungary, respectively, compared to German market. If we develop, further our analysis or results indicate a lower degree of fundamental contagion for Romania, Estonia and Lithuania, while the degree of pure contagion (short-term contagion) was lower for Czech Republic, Poland and Hungary between 2012 and 2016.

A similar perspective is provided by the results of the wavelet coherence analysis between C.E.E. capital markets and U.K. capital market presented in Figure 2. From this point of view, we note both similarities and differences. Thus, we observe: a higher degree of co-movement of the capital markets from Czech Republic, Poland and Hungary, while we find lower degrees of interdependence with the other markets, or the leading role of U.K. capital market. Instead, we find a lower degree of fundamental contagion between U.K. capital markets and Slovakian capital market. Therefore, the degree of interdependence between C.E.E. equity markets and U.K. capital market is similar to the one exhibited by German capital market.

While there are some differences in the behaviour of each individual C.E.E. capital markets in relation to the German and U.K. capital markets, our results reveals the evolution of the average degree of interdependence of C.E.E. capital markets. Besides
Figure 1. Results of wavelet coherence analysis Germany vs C.E.E. countries. Note: Contours with black represent a 5% significance estimated on the basis of Monte Carlo simulations with random surrogate series. The colours used to represent the wavelet range from blue (low power) to red (high power). Scale-Y indicates the frequency range from the shortest (four days) to the longest (1,024 days). Scale-X is the analysis period in years. Black vertical lines are key moments in adopting codes of governance in C.E.E. countries. The relationship between two variables indicated by the direction of the arrows is as follows: (1) If the arrow indicates the direction to the right, the indices are synchronised; (2) the first index leads if the arrow points to the upper right; (3) the first index is behind if the arrow indicates the right direction down; (4) the indexes are out of sync (exerting anti-cyclic effects between them) if the arrow points to the left; (5) desynchronised and the first index leads if the arrow points to the left and top; and (6) De-synchronised and the first index leads if the arrow indicates the left-most direction. Source: Author’s estimates.
Figure 2. Results of the wavelet coherence analysis U.K. vs C.E.E. countries. Source: Author’s estimates.
finding evidence of short-term pure contagion in 2008–2010 for most C.E.E. countries, we also find that even after the recent financial crisis, the phenomenon is still present and it is more frequent than it was before the crisis. There are numerous moments of short-term contagion even after 2010 in many C.E.E. capital markets. This points out to a higher degree of sensitivity of C.E.E. capital markets to Western Capital markets even after the crisis. Furthermore, we note that more developed capital markets in the region: Poland, Czech Republic, Hungary and Romania are very sensitive to external shock from developed markets. Meanwhile, Slovakian market due to its famous low liquidity and ownership structure seem to be more resilient. On the other side, the Baltic capital markets and the Croatian have increased they degree of co-movement not only during the recent financial crisis, but also after making them more susceptible to external shock. This general state indirectly proves the need to find alternative measures of protection of the national capital markets from external shocks.

The results of the continuous wavelet analysis between C.E.E. countries and the most important Western European capital markets revealed the following: (1) there are no significant differences in the degree of interdependence between C.E.E. markets and German and U.K. markets; (2) the capital markets in Czech Republic, Poland and Hungary are more dependent on Western European markets than other C.E.E. markets; and (3) the degree of interdependence between Slovak market and Western European markets is very low.

5.2. The macroeconomic determinants of interdependence

One of the main objectives of our analysis is to test whether the macroeconomic factors can influence the degree of interdependence between C.E.E. capital markets and select capital markets. Furthermore, we want to test if their influence is important not only on the long-term due to fundamentals, but also in the short-term. Hence, we will use an A.R.D.L. panel approach model to test our assumptions.

In the first step into estimating the impact of macroeconomic factors on contagion or co-movement phenomenon in C.E.E. capital markets, we must first test the presence of unit roots in our panels. Table 4 presents the results of unit roots in our data.

Because our time series presents a mixture of stationary $I(0)$ or in $I(1)$ stationary data we will use the Kao Residual Cointegration Test (Kao, 1999) and Johansen Fisher Panel Cointegration Test (Johansen, 1988) to test the presence of cointegration. Table 5 depicts the results from these tests.
Table 4. Results from panel unit root testing.

| Method Variable | Levin, Lin and Chu (level) | Breitung | Im, Pesaran and Shin | ADF – Fisher Chi-square | PP - Fisher Chi-square |
|-----------------|----------------------------|----------|----------------------|-------------------------|------------------------|
|                 | Stat    | Prob.  | Stat    | Prob.  | Stat    | Prob.  | Stat    | Prob.  | Stat    | Prob.  |
| WCS_{ij}^1      | 15.527  | 0.999  | -8.108 | 0.000  | -8.007 | 0.000  | 136.072 | 0.000  | 152.231 | 0.000  |
| WCS_{ij}^2      | 17.025  | 0.999  | -5.707 | 0.000  | -6.123 | 0.000  | 104.504 | 0.000  | 147.481 | 0.000  |
| WCS_{ij}^3      | 12.967  | 0.999  | -1.735 | 0.041  | 1.175  | 0.880  | 21.566  | 0.992  | 70.408  | 0.002  |
| WCS_{ij}^4      | 11.857  | 0.999  | 3.930  | 0.999  | 3.787  | 0.999  | 33.539  | 0.754  | 46.328  | 0.227  |
| IPI_{ij}        | -0.246  | 0.402  | -3.588 | 0.000  | -6.199 | 0.000  | 102.675 | 0.000  | 1566.37 | 0.000  |
| IPI_{Dom}       | 4.097   | 0.999  | 0.636  | 0.737  | -3.632 | 0.000  | 71.849  | 0.001  | 777.325 | 0.000  |
| Inf_{ij}        | 0.375   | 0.646  | -2.654 | 0.004  | -2.472 | 0.006  | 50.149  | 0.130  | 50.719  | 0.119  |
| Inf_{Dom}       | -5.071  | 0.000  | -0.081 | 0.467  | -6.338 | 0.000  | 114.617 | 0.000  | 80.143  | 0.000  |
| Intrate_{ij}    | -1.804  | 0.035  | 0.246  | 0.802  | -0.165 | 0.434  | 27.198  | 0.938  | 25.730  | 0.960  |
| Intrate_{Dom}   | -6.322  | 0.000  | -5.777 | 0.000  | -4.638 | 0.000  | 117.667 | 0.000  | 118.529 | 0.000  |
| Exchrate_{ij}   | -0.506  | 0.306  | -1.330 | 0.091  | 0.090  | 0.535  | 27.539  | 0.932  | 43.580  | 0.321  |
| Exchrate_{Dom}  | 1.588   | 0.943  | 2.117  | 0.982  | 2.689  | 0.996  | 21.570  | 0.992  | 22.573  | 0.988  |

Source: Author’s estimates.
Table 5. Results from panel data cointegration tests.

Kao Residual Cointegration Test

| ADF test | WCS_{ij,1} | WCS_{ij,2} | WCS_{ij,3} | WCS_{ij,4} |
|----------|-------------|-------------|-------------|-------------|
|          | 40.154      | 40.054      | -20.258     | -2.656      |
|          | (0.000)     | (0.000)     | (0.000)     | (0.003)     |

Johansen Fisher Panel Cointegration Test

|          | Fisher (trace) | Fisher (max-eigen) | Fisher (trace) | Fisher (max-eigen) | Fisher (trace) | Fisher (max-eigen) | Fisher (trace) | Fisher (max-eigen) |
|----------|----------------|--------------------|----------------|--------------------|----------------|--------------------|----------------|--------------------|
| None     | 727.9          | 1360               | 702.8          | 1412               | 642.9          | 1550               | 432.0          | 2033               |
|          | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            |
| At most 1| 874.8          | 643.1              | 916.5          | 670.1              | 954.6          | 681.9              | 1263           | 805.0              |
|          | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            |
| At most 2| 292.9          | 187.4              | 289.8          | 186.5              | 300.4          | 202.5              | 381.3          | 259.2              |
|          | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            |
| At most 3| 141.4          | 73.98              | 139.6          | 71.72              | 141.1          | 70.93              | 176.2          | 96.04              |
|          | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            |
| At most 4| 82.55          | 52.54              | 82.86          | 52.65              | 83.64          | 54.05              | 98.99          | 53.53              |
|          | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            |
| At most 5| 45.97          | 27.30              | 46.24          | 27.32              | 45.39          | 23.92              | 60.43          | 31.71              |
|          | (0.238)        | (0.936)            | (0.230)        | (0.936)            | (0.230)        | (0.979)            | (0.020)        | (0.822)            |
| At most 6| 35.00          | 17.32              | 35.35          | 17.39              | 37.18          | 16.96              | 44.87          | 27.70              |
|          | (0.694)        | (0.999)            | (0.679)        | (0.999)            | (0.679)        | (0.999)            | (0.275)        | (0.929)            |
| At most 7| 43.62          | 30.33              | 43.91          | 30.64              | 46.75          | 33.35              | 43.60          | 28.84              |
|          | (0.320)        | (0.865)            | (0.309)        | (0.856)            | (0.309)        | (0.762)            | (0.320)        | (0.905)            |
| At most 8| 74.87          | 74.87              | 74.67          | 74.67              | 76.03          | 76.03              | 78.55          | 78.55              |
|          | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            | (0.000)        | (0.000)            |

Note: The first row are the coefficients. The second row in parenthesis are the probabilities of the test.

Source: Author’s Estimates.
The results from the general cointegration test using the same models as in our A.R.D.L. panel data estimation indicated that there is a potential cointegration relationship between our variables of interest. In the following step we will estimate, the actual impact of our macroeconomic factors on our independent variables.

When assessing the influence of macroeconomic factors on the degree of co-movement the results from Table 6 reveals that the importance of macroeconomic factors are dependent on the type co-movement period we take into consideration. In the case of the long run equations, we find that only the co-movement for the one year horizon $WCS_{i,1}$ or the two year horizon $WCS_{ij,4}$ are directly influence by many of our macroeconomic factors. Meanwhile, in the case of the short-term co-movement one month $WCS_{ij,1}$ or three months $WCS_{ij,2}$ the role of macroeconomic factors is less

### Table 6. Results from the A.R.D.L. panel model estimation.

| Long run equation | $WCS_{i,1}$ | $WCS_{i,2}$ | $WCS_{i,3}$ | $WCS_{ij,4}$ |
|-------------------|-------------|-------------|-------------|--------------|
| $IPI_i$           | 0.001       | -0.002**    | 0.003       | -0.001*      |
|                   | (1.434)     | (-2.069)    | (2.591)     | (-1.878)     |
| $IPI_{Dom}$       | 0.000       | 0.000       | 0.001*      | -0.002**     |
|                   | (1.154)     | (0.877)     | (1.704)     | (-5.574)     |
| $Inf_i$           | -0.010      | -0.009      | -0.028***   | -0.040***    |
|                   | (-1.184)    | (-1.121)    | (-3.006)    | (-6.033)     |
| $Inf_{Dom}$       | -0.004      | -0.003      | 0.013***    | 0.006***     |
|                   | (-1.414)    | (-1.134)    | (3.738)     | (2.593)      |
| $Intrate_i$       | 0.026***    | 0.0362***   | 0.030       | 0.024***     |
|                   | (4.060)     | (5.823)     | (3.924)     | (4.744)      |
| $Intrate_{Dom}$   | 0.004       | 0.001       | -0.001      | -0.008**     |
|                   | (1.390)     | (0.522)     | (-0.305)    | (-3.327)     |
| $Exchrate_i$      | -0.000      | -0.002*     | -0.006***   | -0.004***    |
|                   | (-0.683)    | (-1.857)    | (-3.915)    | (-3.845)     |
| $Exchrate_{Dom}$  | -0.001      | -0.001      | 0.006***    | -0.006***    |
|                   | (-1.025)    | (-1.402)    | (5.927)     | (-8.172)     |

| Short-run equation | $WCS_{i,-1}$ | $WCS_{i,-2}$ | $WCS_{i,-3}$ | $WCS_{ij,4}$ |
|--------------------|-------------|-------------|-------------|--------------|
| $IPI_i$            | 1.797***    | 1.941***    | 2.492***    | 2.865***     |
|                   | (82.284)    | (93.715)    | (226.73)    | (664.58)     |
| $WCS_{i,-2}$       | -1.491***   | -1.661***   | -2.332***   | -2.823***    |
|                   | (-53.996)   | (-66.397)   | (-125.65)   | (-438.91)    |
| $WCS_{i,-3}$       | 0.603***    | 0.655***    | 0.821***    | 0.956***     |
|                   | (45.125)    | (61.862)    | (82.152)    | (321.50)     |
| $IPI_i$            | -0.0002***  | -0.0002***  | -0.000      | 0.0000***    |
|                   | (-2.668)    | (-2.634)    | (-0.922)    | (1.809)      |
| $IPI_{Dom}$        | 0.0001**    | 0.0001***   | 0.000       | 0.00008      |
|                   | (1.982)     | (2.268)     | (-0.330)    | (1.513)      |
| $Inf_i$            | 0.005***    | 0.004***    | 0.0002      | 0.00003***   |
|                   | (4.558)     | (4.578)     | (1.380)     | (3.185)      |
| $Inf_{Dom}$        | 0.000       | 0.000       | 0.000       | 0.000        |
|                   | (1.570)     | (0.544)     | (1.028)     | (-0.668)     |
| $Intrate_i$        | -0.004      | -0.001      | -0.000***   | 0.00008***   |
|                   | (-2.174)    | (-0.755)    | (-3.728)    | (2.816)      |
| $Intrate_{Dom}$    | 0.002**     | 0.001***    | -0.000      | -0.00001     |
|                   | (2.071)     | (2.894)     | (-1.349)    | (-0.803)     |
| $Exchrate_i$       | 0.001***    | 0.000***    | 0.000       | 0.00006      |
|                   | (2.701)     | (2.113)     | (0.473)     | (0.756)      |
| $Exchrate_{Dom}$   | 0.001***    | 0.001***    | 0.000       | 0.00001*     |
|                   | (3.994)     | (2.941)     | (1.295)     | (1.896)      |
| Intercept          | 0.031***    | 0.029***    | 0.000       | 0.001***     |
|                   | (17.659)    | (19.727)    | (0.762)     | (7.969)      |

**Note:** The first row are the coefficients. The second row in parenthesis are the T-statistics of the results ***, ** and *mean statistical significant at 1%, 5% and 10%.

**Source:** Author’s Estimates.
important. Our results indicate macroeconomic fundamentals are more important in the long run, or in our case for periods longer than one year. These results are in line with the previous studies of Kiviaho et al. (2014) or Syllignakis and Kouretas (2011).

When we are assessing short-term cointegration between our variables we find that to a certain degree, macroeconomic factors are important factors in assessing the evolution of C.E.E. capital markets. In general, we find that the Western European monetary policy, is the most important factor in depicting the co-movement relationship for both short-term interdependence periods of one and three months but also for longer periods of time of one to two years. Taking into consideration, that we proxied the monetary policy via the average three months inter-bank rate in Western European economies, this would suggest that an increase in the interest rate in Western economies, can increases the degree of co-movement between C.E.E. countries and Western European economies.

This could also suggest that a more permissive monetary policy in Western economies could be potentially reduce the effect of external shocks from Western economies to the national capital markets. Therefore, national authorities in C.E.E. need to monitor closely the monetary policy changes, or the degree of liquidity in the banking sector of Western economies because these pose a further factor of exacerbating spillovers from external shocks. Overall, our results are similar with the results of Kiviaho et al. (2014) who indicates the main role of the monetary policy in shaping the co-movement.

Another specific factors that can influence the degree of co-movement in the long-run are the national exchange rate and economic cycles. The negative effect of the national economic cycles indicates that, the general economic environment of country can help isolate the national capital market from external shocks. Meanwhile the negative sign from the exchange rate proves that countries with strong currencies that are relative stable are less sensitive to external shocks. Therefore, national authorities can also use the exchange rate as a measure to protect the national capital market. A stable exchange rate helps mitigate the effects of external shocks in C.E.E. countries. This result indirectly proves the results of Mink (2015) who state that testing for contagion requires national currencies, because contagion is often mistaken with exchange rate volatilities in the financial market.

In the case of the other variables, used in our analysis: inflation, foreign exchange rate, foreign economic cycle our results indicate that in the short-term they are able to signal a potential increase in co-movement, but their effect is less predominant. For these, variables, changes in current times are reflect much slower in the degree of co-movement limiting their effectiveness. Nevertheless, these are still important factors in influencing the degree of co-movement in C.E.E. countries.

6. Conclusion

Our analysis, tests the evolution of co-movement between 10 C.E.E. countries, namely Bulgaria, Croatia, Czech Republic, Estonia, Latvia, Lithuania, Poland, Romania, Slovakia and Hungary in relation to the capital markets from in Germany and U.K. between October 2000 and December 2016. We use the wavelet coherency analysis to investigate the degree of co-movement, and an A.R.D.L. panel model to test the impact of macroeconomic factors on the degree of interdependence between markets.
The results of wavelet coherency analysis revealed not only the effects of the recent financial crisis on the degree of co-movement and contagion between C.E.E. capital markets but also the presence of pure and fundamental contagion in the aftermath of the recent financial crisis. Therefore, analysing the influence of macroeconomic factors on the degree of co-movement between capital markets is even more important now than before the recent financial crisis.

In the meantime, the results from the panel A.R.D.L. model tries to grade each individual macroeconomic factor used in our analysis by order of effectiveness in both the short-term and long-term. While, all of our variables play an important role in long-term co-movement, we find that foreign monetary policy, national exchange rate, and national economic cycle are more efficient in both short- and long-term cointegration tests. We find that foreign monetary policy can exacerbate the effect of external shock towards C.E.E. capital markets in both short-term contagion but also in fundamental based contagion. Meanwhile, a stable national exchange rate is able to reduce the effect of co-movement between developed capital markets and C.E.E. capital markets. In addition, a stable national economic environment can help isolate the national capital market from external shocks.

In the case of inflation, foreign exchange rate, foreign economic cycle our results suggest that in the short-term they are able to signal a potential increase in co-movement, but their effect is less predominant. For these, variables, current changes are reflected much slower in the degree of co-movement limiting their effectiveness.

The selective influence of macroeconomic factors pose an important question for national authorities. While one most important factor that influences the degree of co-movement between Western capital markets and C.E.E. capital markets is foreign monetary policy, national authorities need to pay close attention to changes in monetary policy as it can exacerbate the effects of external shocks. In the meantime, by ensuring a stable economic environment and a strong and stable exchange rate, national capital markets can be protected against spillovers from external shocks. Therefore, if national authorities seek to protect and develop internal capital markets they must first ensure a stable economic environment before seeking alternative measures of protection.
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