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Abstract—In this paper, the source (event) localization problem is studied in decentralized wireless sensor networks under the fault model where the sensor nodes observe the source and report their decisions to the Fusion Center (FC) for estimating source location. Due to fault model, sensor nodes may provide false positive or false negative decisions to the FC. Event localizations have many applications such as localizing intruder, pollutant sources like biological and chemical weapons, enemies positions in combat monitoring, and faults in power systems. We propose two methods to estimate the source location under the fault model: hitting set approach and feature selection method, which utilize the noisy data set at the FC for estimation of the source location. We have shown that these methods are more fault tolerant in estimating the source location and are not complex as well. We also study the lower bound on the sample complexity requirement for hitting set method. These methods have also been extended for multiple sources localizations. Finally, extensive simulations are carried out for different parameters (i.e., the number of sensor nodes and sample complexity) to validate our proposed methods, which show that the proposed methods achieve better performances under the fault model.
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I. INTRODUCTION

Wireless sensor networks (WSNs) are being utilized in a variety of applications such as surveillance, health monitoring, environmental monitoring, and industrial monitoring purposes [1]. One of the main reasons for such diverse applications of WSNs is the cost because usually low cost sensor nodes are used which are densely deployed (more sensors in an area) in the area being monitored. In a decentralized system, these sensor nodes generally take measurements and forward their decision to the fusion center (FC) which performs estimation or learning tasks, depending on the goal. Moreover, sensor nodes and a fusion center are connected through the coherent orthogonal multiple access channel (MAC) [2].

The general requirements for sensor nodes are simplicity and low cost, hence, these devices have limited resources (power, memory, and processing/communication capabilities) [3], [22]. The simple nature of sensor nodes has some associated disadvantages such as it makes them extremely vulnerable to faults which occurs due to noise, energy depletion, environmental harsh conditions of operation, attacks, and software problems.

In this paper, we focus on the decentralized event localization under the fault model in which decisions of sensor nodes get reversed. Event localizations have many applications such as localizing intruder, pollutant sources like biological and chemical weapons, enemies positions in combat monitoring, and faults in power systems [1], [28]. We consider wireless sensor networks for source (event) localization, where sensor nodes monitor the source, and the data set is generated when sensor nodes report their decisions to the fusion center. Sensors’ decisions are binary after comparing their (real) measurements, taking from the source, to some threshold. Some advantages of using binary decisions are as follows [3], [4]:

- Binary decisions are simple problems for sensor nodes.
- Binary decisions conserve energy because of low bandwidth requirement for communications.
- Binary decisions are less sensitive to calibration mismatches and varying sensor sensitivities.

Due to the fact that sensor nodes are extremely vulnerable to faults, wireless sensor networks based event (source) localization from binary data have been studied under the fault model in [3]-[5], [7]-[8]. Michaelides and Panayiotou propose the fault tolerant maximum likelihood estimation [3] by taking into account the fault probability of sensors. Moreover, they also propose an algorithm, SNAP [4], which is the simple maximum likelihood algorithm to reduce the effects of faulty sensors, e.g., false positives and false negatives. Multiple event sources localization and tracking are performed in [5] under the sensor fault model, and they use the distributed version of SNAP for source localization. Furthermore, Xu et al. [7] modify the distributed SNAP algorithm for multiple sources localization by introducing trust index concept where potential faulty sensor nodes are assigned less weight for future measurements for estimating the sources locations.

Multiple sources localization problem has also been considered in [9]-[12] in addition of [5] and [7]. Sheng and Hu [9] propose the maximum likelihood estimation method which is nonlinear in nature. They propose projection method and expectation maximization like method to solve the nonlinear ML. Multiple disjoint moving sources are localized using time difference of arrival and frequency difference of arrival measurements under the uncertainties of sensor nodes positions and velocities in [10]. Xin et al. [11] use iterative and sequential technique based on compressed sensing to localize multiple sources where the number of sources is unknown. The proposed technique is power efficient in which some sensor nodes get activated for measurements depending on the their distances from the sources. Lu et al. propose the expectation maximization algorithm for multiple sources localization under the fault model where the sources experience nonuniform
Source localization under noisy communication between sensor nodes and the fusion center and Byzantine attack model, also known as data falsification attack in which sensor nodes send false data to the fusion center, is considered in [13], [14]. In both of these papers, coding technique is used to deal with the Byzantine attack. However, [13] model the source localization problem as an iterative classification problem while [14] consider the adaptive local threshold design based on the work of [13] for each sensor node such that the misclassification probability is minimized.

In addition, source localization is performed using real measurements from sensor nodes in distributed and centralized environment as well. Since the maximum likelihood estimation from real measurements is nonconvex, computationally expensive, and difficult to implement in distributive environment, some alternative or modified algorithms are proposed in [15]-[19] for distributed and centralized environment. Furthermore, Heydari et al. estimate the source location based on received signal strength difference (RSSD). To optimize the source localization performance, Fisher information matrix is derived which is the function of relative sensor source geometry [17].

Wireless sensor networks have also been investigated for event detection problem [22]-[26]. Liu et al. [22] consider the event detection problem under fault model, and by taking into account the spatiotemporal properties of dense wireless sensor network, they propose two-stage algorithm for event detection under fault model. Moreover, they also observe that the event detection accuracy degrades rapidly when the sensor’s fault probability reaches a critical value. In [23], Bayesian network is developed using the correlation between observed attributes in addition of spatiotemporal characteristics for event detection. Chen et al. consider the event detection problem in wireless sensor network by taking into account the spatiotemporal properties [24], where they model the spatial and temporal properties using Markov random field and Markov chain, respectively. In [25], the delay tolerant event detection algorithm is proposed where the delay is assigned to each sensor by the fusion center based on the distance of each sensor node from it. The advantage of delay tolerant scheme is that the communication congestion, hence, the life time of sensor network can be improved. Furthermore, they also propose a greedy algorithm to search the optimal path to send the sensors’ measurements to the fusion center. Ould-Ahmed-Vall et al. [26] consider the distributed event detection problem for heterogeneous sensor network, where each sensor can become faulty with different probability. By utilizing the spatial correlation among sensor nodes, they derive the fault tolerant estimator which is optimal under MAP criteria.

In this paper, we focus on energy based approaches for source localization, also known as received signal strength (RSS) methods which employ maximum likelihood or least squares for source localization. Energy based approaches employ event signal strength sensor measurements to estimate source location because it is more suitable for large scale WSN in the sense that precise synchronization among sensor nodes is not required [7].

The main contributions of this paper are as follows.

1) First of all, we show in Lemma 1 that Region of Influence (ROI) of the source is equivalent to its neighborhood that is defined as the set of sensor nodes for which there exist edges between the source and the sensor nodes if the sensor nodes are located inside the ROI of the source. We propose to use hitting set approach to recover the source neighborhood under the fault model. We show in Theorem 1 that source neighborhood can be recovered as the sample size goes to infinite.

2) In addition, we lower bound the sample complexity (number of samples) requirement in Theorem 2 for hitting set approach such that estimated source neighborhood is equal to true neighborhood with high probability.

3) We also propose an algorithm (Algorithm 1) based on feature selection method to recover the source neighborhood, hence, the source location. We also prove in Theorem 3 that Algorithm 1 provides the feasible solution and it also reduces the impact of faulty sensor nodes.

4) We propose the extension of our proposed solutions for multiple sources localization problem. In addition, we propose an iterative algorithm (Algorithm 2) to estimate the sources locations iteratively with the estimations of clusters of sensor nodes.

5) We validate our proposed solutions in comparison with the subset of existing solutions through extensive simulations.

The paper is organized as follows. In Section II, we make some assumptions, describe the measurement and fault models, and review some source localization estimators. We also formulate the problem statement, and review some definitions there. Main results of this paper are presented in Section III and Section IV for a single source localization and multiple sources localization, respectively. In Section V, extensive simulation results are presented, and the paper is concluded with Section VI.

II. PRELIMINARIES AND PROBLEM STATEMENT

In this section, we define the observation model for energy based approaches, review some binary estimators and their problems, and state the fault model and its connection to communication noise. Moreover, we formulate the problem statement in this section.

A. Assumptions

We make following standard assumptions which are also used in the following papers [3]-[5], [7].

1) We uniformly spread $N$ sensor nodes over the rectangular area $A$ where the source may exist. Moreover, the sensor nodes are static, and their positions are known, denoted by $(x_n, y_n)$ for $n = 1, 2, \ldots, N$.

2) A source $s$ is located uniformly inside the area $A$, and its location is denoted by $(x_s, y_s)$ which will be estimated in this paper.

3) The signal is emitted by source $s$, which propagates uniformly in all directions. Moreover, only the distance factor attenuates the emitted signal.
B. Observation Model

Let the emitted source signal be $c$ which is emitted by the source at its location $(x_s, y_s)$. As it propagates in the environment away from the source, the signal gets attenuated inversely proportional to the distance from the source raised to some power $\alpha \in \mathbb{R}^+$. The constant $\alpha$ is environment dependent.

Consequently, the $n$th sample measurement of any sensor $n$ located at $(x_n, y_n)$ is given by

$$z_{n,t} = \min\{V_{\max}, s_n + w_{n,t}\},$$

for $n = 1, \ldots, N$, $t = 1, \ldots, M$, where

$$s_n = \frac{c}{r_n^\alpha},$$

and $w_{n,t}$ is the additive white Gaussian noise, i.e., $w_{n,t} \sim \mathcal{N}(0, \sigma^2)$. In (2), $\gamma$ and $\alpha$ are generally considered to be 1 and 2, respectively. Moreover, the $t$ represents the sample index while $n$ indexes the sensor nodes, and the samples are independent.

Moreover, $V_{\max}$ and $\gamma$ are the sensor-specific design parameters where the maximum measurement that a sensor can register is represented by $V_{\max}$ while $\gamma$ is a scaling factor corresponding to the sensor gain. In addition, $r_n$ is the radial (Euclidean) distance from the source to sensor $n$, i.e.,

$$r_n = \sqrt{(x_n - x_s)^2 + (y_n - y_s)^2}. \tag{3}$$

In decentralized system, each sensor node quantizes the signal using preprogrammed threshold $T$ which is assumed to be common to all sensors in this paper. Given $T$ for each $t$ (sample index), we can define the following:

- **Alarmed Sensors**: Any sensor with $z_{n,t} \geq T$.
- **Nonalarmed Sensors**: Any sensor with $z_{n,t} < T$.

The alarmed sensors communicate high bit (i.e., 1) to the fusion center while the nonalarmed sensors send nothing. The fusion center assumes the 0 bit for nonalarmed sensors. The threshold $T$ is chosen such that the sensors get alarmed due to signal to noise.

Next we define the Region of Influence (ROI); the area around the source [4].

**Definition 1 (Region of Influence (ROI))**: Given the threshold $T$, Region of Influence (ROI) of a source represents the area around the source location inside which a sensor node gets alarmed with high probability, at least 0.5 (non-ideal situation).

**Remark 1.** The alarmed probability being at least 0.5 in definition 1 is due to symmetric PDF of noise [4]. For uniform propagation model, ROI has the radius $R_c = \frac{1}{T} \frac{2\pi}{\gamma c}$.

C. Fault Model

We assume that the area, where the source is located, is densely populated (more enough) with sensor nodes. Each sensor node can exhibit erroneous behavior with probability $P_f$ which is bounded in the interval $[0, 0.5)$ generally, otherwise, sensor nodes will be replaced from the monitored area if their fault probabilities are greater. Due to the fault model, sensor nodes’ original decisions are simply reversed, leading to false positive and false negative decisions.

Some sensors, located outside of ROI region, get alarmed (false positive) while some sensors do not get alarmed despite living inside ROI region of the source (false negative) as shown in Fig. 1. We will discuss in the problem statement that this fault model is equivalent to binary symmetric channels between sensors and the fusion center with probability $P_f$ as shown in Fig. 2.

D. Related Work for Source Localization and their Disadvantages

Although, many works have been done to estimate the source (event) location, following energy based estimators are the most suitable in the sense that they have low computation and communication complexities and they are binary estimators. Moreover, they have been proposed or referred in [3]-[7].

1) **Centroid Estimator (CE)**: This is the most basic estimator that computes the arithmetic mean of each alarmed coordinate of the samples. Assume $(x_n, y_n)$, $n = 1, \ldots, P(P \leq N)$, denotes the positions of alarmed sensor nodes, then source location is the centroid of these positions as given by

$$\theta_{CE} = [\hat{x}_s, \hat{y}_s] = \left[ \frac{1}{P} \sum_{n=1}^{P} x_n, \frac{1}{P} \sum_{n=1}^{P} y_n \right]. \tag{4}$$

Centroid estimator (4) assumes that each sensor’s position is equally important, hence equal weight, which makes it sensitive to false positive. These faults make the estimated location $\hat{\theta}_{CE}$ to be erroneous which means it is far away from the actual source location. Generally, the centroid $\hat{\theta}_{CE}$ is calculated with only one sample, e.g., $M = 1$. For $M > 1$, first we calculate $\hat{\theta}_{CE}$ for each sample, then we average the Euclidean distances between estimated locations and the true source location.

2) **Maximum Likelihood (ML)**: This estimator is defined in [3]-[7] where it has been shown that this estimator is very sensitive to false negatives. Moreover, only a single false
negative can diverge the estimation result. The log likelihood function is given by

\[
L(\theta) = \sum_{n=1}^{N} \sum_{t=1}^{M} \left[ I_{n,t} \log \left( \frac{T - s_n(\theta)}{\sigma_w} \right) \right] + (1 - I_{n,t}) \log \left( 1 - \frac{T - s_n(\theta)}{\sigma_w} \right) \tag{5}
\]

where \( I_{n,t} \) and \( T \) represent the binary decision of sensor \( n \) for sample \( t \) and threshold, respectively, and moreover, \( Q() \) is the complementary distribution function of the standard Gaussian distribution and \( s_n(\theta) \) is the sensor \( n \) measured signal without noise when the source is at the location \( \theta \).

3) Fault Tolerant Maximum Likelihood (FTML): FTML is proposed in [3] by taking into account the fault probability \( P_f \) of each sensor, and it reduces the effect of faulty sensors (false negatives) on the maximum likelihood estimator in formula (5). FTML requires the knowledge of \( P_f \) (or its estimation), however, the fault probability \( P_f \) is unknown in general and each sensor node may have different fault probability especially in heterogenous sensor network. To estimate the fault probability for each sensor node in heterogenous sensor network is tedious task, so, the usage of FTML should be avoided in that situation.

4) Subtract on Negative Add on Positive (SNAP): This algorithm is proposed in [4] by bounding the contribution of each sensor to be \( \pm 1 \). This algorithm uses only the sensor nodes’ decisions which are in ROI of the source, hence, false alarmed sensors will have no contribution. SNAP algorithm has two hurdles: the first is the assumption of knowledge (or estimation) of the ROI of the source and the second is its performance which is highly dependent on the grid resolution (technical parameter). Increasing grid resolution makes the algorithm less complex in the sense that it has small likelihood matrix but it also deteriorates its performance.

E. Problem Statement

Fig. 2 shows the decentralized source location estimation model where sensor nodes quantize (Ψ) the measurements before transmitting them to the fusion center. The objective of this paper is to estimate the location of the source (event) under fault model (noisy data set). Moreover, the sensor nodes quantize the real measurement into binary bit as we have discussed in Observation Model section. During the transmission of these bits to the fusion center, they go through the unreliable channels, we assume the binary symmetric channels with probability, \( P_f \). These binary symmetric channels correspond to faulty model of sensors, where sensor nodes’ decisions reverse with probability \( P_f \) (e.g., false positives and false negatives).

We have discussed in Section II-D that the centroid estimator (CE) and maximum likelihood estimator are sensitive to faults (false positive and false negative, respectively). FTML takes into account the probability of each sensor node to be faulty, which is generally unknown and fault probability may be different for each sensor node especially in heterogenous sensor networks. Although, the SNAP is a simple algorithm, it assumes the knowledge (or estimation) of ROI of the source by only considering the contributions of sensor nodes inside the ROI. Moreover, its performance is highly dependent on the gird resolution (technical parameter) as mentioned previously.

Hence, our objective is to estimate the source location using noisy data set when we do not have the knowledge (or estimation) of ROI of the source and fault probability \( P_f \). Therefore, we consider all the alarmed sensor nodes’ contributions independent of their positions (they may be anywhere). Furthermore, it can be shown that if we estimate the Region of Influence (ROI) of the source accurately, then it is equivalent to source location estimation because after estimation of ROI, we can use the centroid estimator (CE) to find the source location. Therefore, we will estimate the ROI of the source given the noisy data set.

F. Hitting Set

In this subsection, we define the hitting set, minimum hitting set, and minimal hitting set. These definitions can be found in [20].

Definition 2 ((Minimum) Hitting Set): Given a collection \( C \) of subsets of a set \( P \), hitting set \( H \) is a set that intersects all the subsets in the collection with at least one element. A minimum hitting set is a hitting set of the smallest size.

Definition 3 (Minimal Hitting Set): A hitting set of a collection of sets is minimal if and only if no proper subset of it is a hitting set for this collection.

Example 1 (Minimum/Minimal Hitting Set): Consider the collection \( C = \{\{1, 2\}, \{1, 3\}, \{1, 2, 4\}, \{1, 3, 5\}\} \), there exist many hitting sets of this collection but the minimum hitting set of this collection is \( H = \{1\} \). Using definition 3, this is also the minimal hitting set of the collection \( C \). Another minimal hitting set of this collection is \( \{2, 3\} \) because no proper subset of this is a hitting set.

Remark 2. It can be proved that the minimum hitting set is also the minimal hitting set but not vice versa [20].

III. SOURCE LOCALIZATION UNDER FAULTY MODEL

In this section, we propose two methods to recover the ROI of the source, hence, the source location. We show that the proposed methods (hitting set approach and feature selection method) can recover the ROI of the source, and these methods are more fault tolerant. We also derive the lower bound on the sample complexity (Theorem 2) for hitting set approach.

Let \( \mathcal{D} = \{x^1, \ldots, x^M\} \) be the data set received at the fusion center from all the sensor nodes through noisy channels where
\(x^i \in \{0, 1\}^N\) and superscript \(i\) is the time index, and \(M\) represents the total number of samples.

Under the faulty model where each sensor’s decision is reversed with probability \(P_f\), our goal is to estimate the source location using noisy data set (or estimate the Region of Influence (ROI) based on source neighborhood). We also assume that the environment is densely populated (more enough) with sensor nodes. Multiple sensors observe the source, consequently, spatial proximal sensor observations are highly correlated [22]-[25].

Let \(G(V, E)\) be a be a graph with vertex set \(V = \{1, ..., N + 1\}\) and edge set \(E = \{(i, j) : \forall i, j \in V\}\). Vertex set \(V\) represents the sensor nodes, and we also consider the source \(s\) as a node in the graph. There exists an edge between the source and a sensor node if the sensor node gets alarmed, e.g., \(N(s) = \{i : (s, i) \in E\}\) representing the neighborhood of the source \(s\). Due to high density (more enough) of sensors in the area of the source, the sensors are dependent showing the spatial correlation, and they become conditionally independent given the source observation. Our goal is to find the true source’s neighborhood \(N(s)\) given the noisy binary data set.

First we show that the ROI of the source is equivalent to its neighborhood in Lemma 1.

**Lemma 1 (Equivalent Definition):** Suppose no noise (e.g., \(w_{n,t} = 0\)) and no faults \((P_f = 0)\), assuming 1) a uniform propagation model (as in formula (2)) and 2) the presence of at least one sensor node inside the source ROI, the source position can be estimated based on the decisions of sensors inside its ROI which is equivalent to \(ROI = N(s)\) where \(N(s)\) is the set of sensors (true neighborhood of the source \(s\)) that get alarmed.

**Remark 3.** In Lemma 1, assumption 1 is due to the model where source can be detected by sensors around it while assumption 2 is to exclude the chance of undetected source or there is no sensor nearby to the source.

**Proof.** Since Region of Influence (ROI) is explained in Definition 1. Under the conditions of no noise and no fault, the sensors will detect the source if these sensors are inside the ROI of the source \(s\). Source location can be estimated by centroid of the decisions of sensors around its ROI.

Moreover, let \(r\) be the radius of the ROI region. By uniform propagation model assumption, \(ROI = B_r(s) = \{i : d(s, i) \leq r\}\) is the set of sensors which get alarmed where \(d(s, i)\) is the Euclidean distance. We model the source \(s\) as a node in the graph \(G(V, E)\), and the set of alarmed sensor nodes inside the ROI, which detected the source, is denoted by \(N(s) = \{i : (s, i) \in E\}\). We need to show that this neighborhood is equal to \(B_r(s)\).

We try to prove that \(N(s) \subseteq B_r(s)\) by contradiction method: we know that if \(j \notin N(s)\), then \(j \notin B_r(s)\). Assume \(j \notin B_r(s)\), then \(d(s, j) > r\) which means sensor node \(j\) is located outside the ROI of the source. Then \((s, j)\) is not an edge in the set \(E\) because \(j\) will not get alarmed if it is outside the ROI of the source, therefore, \(j \notin N(s)\). Hence, \(N(s) \subseteq B_r(s)\).

Similarly, we can prove that \(B_r(s) \subseteq N(s)\). Therefore, \(N(s) = B_r(s)\).

Hence, to estimate accurately the source position implies the accurate estimation of source neighborhood under the fault model given the data set \(D\).

### A. Hitting Set Approach

Given a sample \(x\), \(\tilde{N}(s)\) represents the estimated neighborhood of the source \(s\), which is defined as \(\tilde{N}(s) = \{i : x_i = 1\}\) where \(x_i = 1\) is the \(i\)th sensor’s decision in the sample \(x\). Since there are \(M\) samples in the data set, there will be an estimated collection of neighborhoods for the data set, e.g., \(\{\tilde{N}^{(k)}(s) : k = 1, 2, ..., M\}\). Hitting set approach has been used previously in [20], [21] for epidemic graph learning and interference graph learning of a wireless network, respectively. However, we employ hitting set approach for source localization in this paper.

We assume that each sample \(x\) contains at least one correctly alarmed sensor node (or correct decision of a sensor node), which is the reasonable assumption due to the fact that the fault probability \(P_f\) is generally bounded (i.e., \(P_f \in [0, 0.5]\)) and dense deployment (more enough) of sensor nodes. Theorem 1 proves that \(N(s)\) (true source neighborhood) can be recovered using the minimum hitting set approach asymptotically.

**Theorem 1:** Assume that each sample \(x\) contains at least one correctly alarmed sensor decision and the probability of fault for each sensor node \(P_f\) is bounded, then \(N(s)\), i.e., the true source neighborhood, is (equal to) the unique minimum hitting set given the collection of estimated neighborhoods \(\{\tilde{N}^{(k)}(s)\}\) as \(k \to \infty\), where \(k\) represents the sample number.

**Proof.** First we prove that the \(N(s)\) is the hitting set and then prove that it is the unique minimum hitting set.

1. Since each sample contains at least one correctly alarmed sensor decision, \(N(s) \cap \tilde{N}^{(k)}(s) \neq \emptyset \forall k\). Hence \(N(s)\) is the hitting set of the collection \(\{\tilde{N}^{(k)}(s)\}\).

2. Suppose that \(N(s)\) is not the minimum hitting set, then there exists at least one different hitting set \(\tilde{N}(s)\) whose size is smaller than \(N(s)\), e.g., \(|\tilde{N}(s)| \leq |N(s)|\). So there must exist at least one sensor node \(l \in N(s)\) but \(l \notin \tilde{N}(s)\). Consider an event such that there exists at least one estimated neighborhood of the source \(\tilde{N}^{(k)}(s)\) given the data set, which contains only one sensor node \(l\) (e.g., \(l \in \tilde{N}^{(k)}(s)\)). Although, this event has a small probability, it will definitely occur as \(k \to \infty\) because some sensor nodes are located at the boundary of the ROI denoted as a circle. Suppose \(H\) sensor nodes including sensor node \(l\) are located at the boundary of the ROI, then \(l \in \tilde{N}^{(k)}(s)\) is possible due to the assumption that at least one correctly alarmed sensor node exists in each sample and fault probability of sensor node \(P_f\) which can reverse the decisions of remaining sensor nodes in \(H\) but could not reverse the decisions of nonalarmed sensor nodes. When this event occurs in any sample, suppose sample \(k\), then \(\tilde{N}(s) \cap \tilde{N}^{(k)}(s) = \emptyset\), which contradicts that \(\tilde{N}(s)\) is the hitting set.

Therefore, we conclude that \(N(s)\) is the minimum hitting set as \(k \to \infty\). \qed
Remark 4. Similarly, we can use the minimal hitting set to recover \( N(s) \) [20] because it is known that finding the minimum hitting set of a collection of subsets is NP-complete, however, we can find a minimal hitting set of the collection in polynomial time.

We have proved in Theorem 1 that \( N(s) \) can be recovered as \( k \to \infty \) using the minimum hitting set. Following theorem gives the lower bound on the number of samples required to learn \( N(s) \).

Let \( \hat{N}^{(M)}(s) \) denote the estimated minimum hitting set (estimated neighborhood of the source \( s \)) having observed \( M \) samples, and \( E \) denotes an event such that the estimated minimum hitting set (from \( M \) samples) is not equal to true source neighborhood \( N(s) \). It only occurs when \( |\hat{N}^{(M)}(s)| \leq |N(s)| \) using Theorem 1, otherwise \( \hat{N}^{(M)}(s) \) is the feasible estimated minimum hitting set in the sense that it recovers the neighborhood of the source \( s \) with finite sample size.

**Theorem 2 (Sample Complexity Bound):** Let \( \delta > 0 \), and let

\[
M \geq \frac{\log \delta - \log d}{\log P_f},
\]

then with probability at least \( 1 - \delta \), \( \hat{N}^{(M)}(s) = N(s) \) given binary data set with \( M \) samples, where \( \hat{N}^{(M)}(s) \) and \( N(s) \) denote the estimated minimum hitting set and true source neighborhood, respectively. Moreover, \( d \) represents the degree of \( N(s) \) and \( P_f \) is the fault probability of each sensor node. This fault probability can be considered as the BSC channels error probability, which exist between sensors and the fusion center as shown in Fig. 2.

**Proof.** When \( |\hat{N}^{(M)}(s)| \leq |N(s)| \), there may exist sensor node \( l \in N(s) \setminus \hat{N}^{(M)}(s) \), therefore, the probability of error of all such sensor node \( l \) is as follows.

\[
Pr(\hat{N}^{(M)}(s) \neq N(s)) = Pr(\cup_{l \in N(s)} l \notin \hat{N}^{(M)}(s)) = \sum_{l \in N(s)} \Pr(l \notin \hat{N}^{(M)}(s)) \leq d(P_f)^M,
\]

where (a) and (b) are due to union bound and the fault probability of each sensor \( P_f \) for every sample and the degree of the source \( |N(s)| = d \), respectively. The fault probability \( P_f \) makes the sensor decision to reverse. The reversal of the sensor decision may cause the sensor node \( l \) decision not to be included in the estimated minimum hitting set. Then \( \Pr(l \notin \hat{N}^{(M)}(s)) \leq (P_f)^M \) for \( M \) number of samples. Taking logarithm of formula (7-(b)) will give the required result. \( \square \)

Having estimated the ROI of the source \( s \), the estimated source location will be the centroid of the sensor nodes in the ROI as mentioned in the problem statement. Let \( |\hat{N}^{(M)}(s)| = d \) be the number of sensor nodes in the estimated ROI (neighborhood of the source (Lemma 1)), then the estimated source location is given by

\[
\hat{\theta}_{HS} = [\hat{x}_s, \hat{y}_s] = \left[ \frac{1}{d} \sum_{n=1}^{d} x_n, \frac{1}{d} \sum_{n=1}^{d} y_n \right],
\]

where \((x_n, y_n)\) is the true location of the \( nth \) sensor node.

**Example 2 (Sample Complexity Lower Bound):** In this example, we show the sample requirement (Theorem 2) for different values of sensor nodes fault probability when the source \( s \) has \( d = 10 \) neighboring sensor nodes, and \( \delta = 0.1 \). Moreover, the condition \( d = 10 \) is reasonable for densely populated monitored area. As shown in Fig. 3, the sample complexity increases with the fault probability of sensor nodes. This sample requirement is necessary to achieve 90% success rate but it is not sufficient requirement.

**B. Feature Selection Approach**

Given noisy data set \( D = \{x^1, ..., x^M\} \), our goal is to estimate the location of the source using wireless sensor network. The noisy data set is generated due to fault model with probability \( P_f \). In this subsection, we propose an algorithm to estimate the neighborhood of the source \( s \) using the noisy data set, then localize the source using the estimated neighborhood.

Algorithm 1 has three main components; counting the frequency of each alarmed sensor node in the data set, selecting the most relevant feature (sensors), and estimating the source location.

1) Counting Function: Given the data set \( D \) with \( M \) samples, we find out the frequency of alertness of each sensor (line 14-22), and save and return the output.

2) Feature Selection: Having found out the frequency of each sensor alertness, we select the most relevant features which are those sensor nodes which get alarmed frequently. Since the fault model probability \( P_f \) is bounded generally in the interval \([0, 0.5]\), sensor nodes, which are in the ROI of the source, get alarmed most of the time.

Our feature selection criteria (line 3-11) is to exclude those sensors which did not get alarmed 25% of the number of samples. This criteria is chosen to reduce the effect of false alarmed sensors on the source location. Moreover, other heuristic may be used to define other criteria.

3) Source Location Estimation: After selection of relevant sensors (e.g., \( B, C, D \) arrays), we need to estimate the source location given the weights, i.e., \( W \). The weight sequence \( W \) is user-defined to account for the fact that frequently alarmed sensor nodes will get higher weights in centroid calculation. Source location is estimated by the weighted centroid of

![Fig. 3: Sample complexity requirement for Example 2.](image-url)
the relevant sensors (line 23-30) because these arrays (e.g., $B, C, D$) contain sensors with different degrees of relevance, hence, we need to take into account their relevance levels to the source location. This will further reduce the impact of false alarmed sensors.

Although, this method has some similarities with feature selection method, which is used to reduce the dimensionality of the data set in different learning problems such as [27], it is different in the sense that we select features (sensors) based on the frequently alarmed sensors given the number of observations while feature selection methods in the literature consider the relevance of features with the class label. Algorithm 1 estimates the source location using the noisy data set collected at the fusion center.

**Analysis of Algorithm 1:**

**Time Complexity:** The overall time complexity of Algorithm 1 is $O(Mn)$ where $M$ and $n$ represent the number of samples and number of sensors, respectively. In addition, Count function dominates this time complexity. Moreover, the time complexity of Centroid function is logarithmic (Line 23-30) while the complexity of Line 3-11 is $O(n \log n)$.

**Feature (Sensor) Selection Criteria (line 3-11):** We select those sensor nodes which get alarmed mostly because of the fact that the sensors which are in ROI of the source get alarmed frequently despite the fault model. Having selected those sensor nodes, we assign the highest weight to them for source location estimation. For instance, consider Centroid function where after selecting the most relevant features (i.e., $B, C, D$), we calculate the centroid given the input weight vector $W$. The weight vector is user-defined sequence of weights to account for the fact that frequently alarmed sensor nodes will get higher weights in centroid calculation. Having this criteria will diminish the effect of false alarmed sensors on the centroid (source location).

Next we prove that Algorithm 1 will reduce the effect of false alarmed sensor nodes on the estimated source location.

**Theorem 3:** Algorithm 1 gives the feasible solution in the monitored area $A$. Moreover, it reduces the effect of false alarmed sensors (false positives) on the source location in comparison to Centroid Estimator (CE) without feature selection.

**Proof.** We know that the sensor nodes in the ROI of the source get alarmed frequently despite having the fault model with probability $P_f$. Due to the fault probability $P_f$, the decisions of sensors reverse, e.g., false negatives and false positives.

The feasibility of Algorithm 1 can be easily shown. For instance, it selects the frequently alarmed sensors (line 2-22), and then estimates the source location using the selected sensor nodes (line 23-30). The estimated location, in fact, is in the monitored area $A$ because all the sensor nodes are located in the area.

Algorithm 1 selects the three sets of features (line 3-11) depending on the frequency of alertness of sensors given the data set $D$. Using this part of the algorithm (line 3-11), we exclude those sensors which did not get alarmed 25% of the number of samples in the data set. This will reduce the effect of false alarmed sensors (e.g., fault model) on the estimated source location because those sensors get alarmed frequently which are in the ROI region of the source.

Moreover, Centroid Function (line 23-30) also reduces...
the impact of fault model further because it calculates the
weighted average of the selected features where more fre-
quently alarmed sensors get more weights comparatively.

IV. EXTENSION TO MULTIPLE SOURCES LOCALIZATION

In addition of a single source localization problem, multiple
sources localization problem has been studied as well in
[5], [7]-[11]. In the literature, multiple sources localization
is studied for same type of sources in general, where the
measurements of multiple sources superimpose for a sensor
node. Moreover, the shape and size of ROIs of these sources
are dependent on the distance between the sources. For in-
stance, the ROIs of two sources get connected if and only if
the distance \( d \) between them is \( d \leq L \) [5], and \( L \) is defined as
\[
L = \frac{1}{\sqrt{\alpha}} \left( \frac{\alpha}{\sqrt{c_1}} + \frac{\alpha}{\sqrt{c_2}} \right)^{\frac{1}{\alpha - 1}},
\]
where \( c_1, c_2 \) are the emitted signals by the two sources, and
\( \alpha \) and \( \gamma \) are design specific parameters that depend on the
environment.

Furthermore, it has been shown that distributed SNAP
localization algorithm fails to distinguish any two sources with
distance \( d \leq 2R_c \) in two dimension setting (in dense WSN,
and \( R_c \) is defined in Remark 1) [5].

In this section, we discuss the extensions of our proposed
methods (hitting set approach and feature selection method)
to localize \( K \) sources.

In contrast to literature, we do not need to bound the
distance \( d \) between them for sources localization, however,
initial guess of clusters of sensor nodes around the sources is
required. For instance, we can use mean shift hierarchical
method [8] or K-means clustering algorithm [30] to estimate
the clusters of sensor nodes around the sources because the
sensor nodes locations are known. Moreover, these clusters
may not be disjoint due to connected ROIs of the sources.
Our proposed extended methods in this section can also be
used to localize unknown number of sources [11], though,
the performances will be highly dependent on the clustering
algorithm.

A. Extension of Hitting Set Approach

In Theorem 1, we have shown that the source neighbor-
hood can be recovered if the number of samples goes to
infinite. Let \( \hat{C}(s_1),...,\hat{C}(s_K) \) be the initial estimated clusters
(using K-means clustering) of the \( K \) sources where \( \hat{C}(s_k) = \{\text{sensor nodes}\} \) for any \( k \). These clusters are estimated once
(at the start of the algorithm, and these clusters may not be
disjoint as mentioned above), then hitting set approach is used
for each source separately on the data related to sensor nodes
in the estimated source cluster. For instance, the hitting set
approach estimates the neighborhood of a source \( s_1 \) by only
considering those sensor nodes (therefore their data) which
are in the estimated cluster of the source \( s_1 \), e.g., \( \hat{C}(s_1) \). The
working condition of this approach is based on the dense
( enough nodes ) wireless sensor networks and the conditions
assumed in Theorem 1.

For a single source localization problem, hitting set
approach estimates the neighborhood of the source, on the
other hand, this approach estimates the structure of the graph
(structure learning problem especially for connected ROIs of
sources) for multiple sources localization where \( N \) sensor
nodes and \( K \) sources are the nodes of the graph. We only
estimate the neighborhoods of the sources because \( K \) sources
are conditionally independent given their neighborhoods.

Sample Complexity Bound: In addition, we can extend
Theorem 2 (lower bound on the sample complexity) for \( K \)
sources as follows. We have discussed that we model the
multiple sources localization problem as the structure learning
problem, and the sample complexity requirement is given by
\[
M \geq \frac{\log \delta - \log(Kd)}{\log P_f},
\]
where \( \delta > 0 \), and with probability at least \( 1 - \delta \), \( \hat{G} = G \)
given binary data set with \( M \) samples. Furthermore, \( \hat{G} \) and \( G \)
denote the estimated graph and true graph, respectively, and
\( d \) represents the degree of each source and \( P_f \) is the fault
probability of each sensor node. This fault probability can be
considered as the BSC channels error probability, which exist
between sensors and the fusion center as shown in Fig. 2.

B. Extension of Feature Selection Method

We first need the estimation of clusters of sensors around
the sources using K-means clustering algorithm, then Algorithm 1
can be used for each source separately using the data of those
sensor nodes which are in the estimated source cluster. We
also have discussed that clusters may not be disjoint, therefore,
some sensor nodes may belong to multiple sources’ ROIs.

C. Iterative Multiple Sources Localizations Algorithm

In Section IV-A and IV-B, we utilize the estimated clusters
once, which are estimated by mean shift method [8] or K-
means clustering [30]. After clusters estimation, we employ
our proposed methods: hitting set approach or feature selection
method, to localized multiple sources. The performances of the
proposed methods for multiple sources localizations are highly
dependent on the clustering algorithms.

In this subsection, we propose an iterative algorithm similar
to K-means clustering to overcome the performance depend-
ence on the clustering algorithms. The proposed algorithm
is given in Algorithm 2 which is based on proposed hitting
set or feature selection approaches. The number of clusters is
same as the number of sources.

In Algorithm 2, we uniformly assign each sensor node to a
cluster, then use hitting set method or feature selection method
for each cluster to estimate the sources locations. In addition,
these two steps are repeated based on optimized clusters and
sources locations, respectively, until required performances are
achieved or no change in performances happens further.

V. SIMULATION RESULTS

In this paper, we use integer linear programming for im-
plementing the minimum hitting set approach in Matlab. To
improve time complexity, genetic algorithm can be utilized
for finding the minimum hitting set \cite{29}. Furthermore, we set weight array \( W = [1, \ldots, 1] \) for feature selection method as required in the final step of source estimation in Algorithm 1. This weight array behaves like the optimization parameter whose configuration must be selected according to the condition that the frequently alarmed sensor nodes get higher weights in the centroid calculation in Algorithm 1. For simplicity in experiments, we choose the weight array \( W \) all ones vector.

Following observation model is used for the simulations in the sensor field of 100 × 100 area \( A \):

\[
  z_{n,t} = \min\{3000, \sum_{k=1}^{K} s_{n,k}^{k} + w_{n,t}\},
\]

(11)

where \( s_{n,k}^{k} = \frac{r_{n,k}^{k}}{2} \) and \( w_{n,t} \) is the additive white Gaussian noise having zero mean and \( \sigma^{2} \) variance. Moreover, \( c^{k} = 3000 \) is the emitted signal from source \( k \) and \( r_{n,k} \) is the Euclidean distance between sensor \( n \) and source \( k \) as defined in formula (3).

In addition, the average root mean square (RMS) error is used as the performance metric, which can be defined as

\[
  \text{Average RMS Error} = \frac{1}{BK} \sum_{k=1}^{K} \sum_{b=1}^{B} \sqrt{(\hat{x}_{(s_{k}, b)} - x_{s_{k}})^{2} + (\hat{y}_{(s_{k}, b)} - y_{s_{k}})^{2}},
\]

(12)

where \( k \) is the source index and \( B = 100 \) is chosen for the experiments in this paper.

**A. Simulation for a Single Source**

In this subsection, we perform extensive simulations to validate our theoretical results. We compare our estimators with Centroid Estimator (CE) formula (4) and Maximum Likelihood (ML) estimator formula (5). Although, Fault Tolerant ML [3] and SNAP algorithm [4] achieve the best performances for source localization, they take into account strong assumptions as pointed out in Section II-D in this paper. These assumptions cannot be met in general.

1) **Optimal threshold value:** In this subsection, we need to find the optimal threshold \( T \) for a single source such that the performance is maximum under the fault model for different number of sensor nodes and sample complexity. Threshold \( T = 5 \) has been used previously for the observation model in formula (11) in [3], [4] where the threshold value is derived analytically and experimentally. However, we have only the noisy data set in this paper, so, the optimal value of threshold \( T \) is found experimentally. To find the optimal threshold \( T \) under the measurement noise and the fault model, we consider the observation model in formula (11) with \( w_{n,t} \sim N(0, 1) \) and the fault probability \( P_{f} = 0.1 \) for each sensor node.

Fig. 4 shows the performance of CE, ML, Feature Selection (Algorithm 1), and Hitting Set approach (Section III-A) with different values of threshold \( T \). It can be observed from Fig. 4a and 4b that threshold value \( T = 5 \) can be selected as an optimal value for different sample complexity (e.g., \( M = 50, 100 \)) and number of sensor nodes (e.g., \( N = 150, 200 \)) because it provides better performances for majority of estimators. Hence, we use \( T = 5 \) threshold for rest of the experiments.

2) **Fault tolerance analysis of proposed estimators:** In this subsection, we evaluate the fault tolerant capabilities of proposed estimators in comparison to CE and ML. In addition, the measurement noise \( w_{n,t} \) is distributed according to \( N(0, 1) \).

The simulation results are shown in Fig. 5 for \( M = 100 \) samples and \( N = 150, 200 \) sensor nodes. Our proposed estimators (feature selection and hitting set approach) are more fault tolerant estimators than CE and ML as shown in Fig. 5a and 5b for only \( M = 100 \) samples. Moreover, hitting set approach achieves the minimum RMS error for \( N = 150, 200 \) sensor nodes, and its performance improves by increasing the number of sensor nodes significantly especially for large fault probability because the source neighborhood estimation accuracy of hitting set improves by increasing sensor nodes. Similarly, feature selection method reduces RMS error significantly as compared to CE and ML, and it further enhances its performance especially for smaller fault probability when the number of sensor nodes increase. The performance of feature selection method degrades rapidly for a large fault probability such as \( P_{f} = 0.3 – 0.4 \) as shown in Fig. 5.

On the other hand, CE and ML performances deteriorate about linearly as the fault probability increases as shown in Fig. 5 where CE estimated source location has almost no effect of increasing the number of sensor nodes while ML estimated source location gets far away from the true location as the sensor nodes increase. Moreover, ML is very sensitive to false negatives as compared to CE which is sensitive to false positives (but not as much as ML to false negatives), therefore, CE has better performance than ML for a large number of sensor nodes as shown in Fig. 5b.

3) **Sample complexity impact analysis:** We analyze the impact of sample complexity on the proposed estimators,
CE, and ML in this subsection. The measurement noise is distributed according to standard Gaussian distribution. The fault probability $P_f = 0.2$ and the number of sensor nodes $N = 200$ are used for this experiment. The result is shown in Fig. 6 where the RMS error decreases for both the proposed estimators by increasing the sample complexity $M$. However, the performance improvement is significant for the feature selection method as compared to hitting set approach because feature selection method improves its estimation of neighborhood of the source by increasing the sample size of the data set as shown in Algorithm 1. In addition, a very small improvement happens in CE performance while performance of ML estimator seems invariable with respect to sample complexity.

4) Impact of increasing sensor nodes: Here we study the impact of increasing sensor nodes on the performances of proposed estimators, CE, and ML. The measurement noise is standard Gaussian, and fault probability and sample complexity are $P_f = 0.1$ and $M = 200$, respectively.

Fig. 7 shows the simulation result where proposed estimators (feature selection and hitting set methods) are sensitive to the number of sensor nodes such that their performances improve by increasing the number of sensor nodes. Moreover, the feature selection method performance gets better significantly by increasing the number of sensor nodes while hitting set method performance improvement is not sufficient enough due to the large sample size $M = 200$.

On the other hand, CE is invariable to increase in sensor nodes while ML performance decreases rapidly with the increase in sensor nodes as shown in Fig. 7. Moreover, similar phenomena is depicted by Fig. 5 for ML. The reason for this rapid reduction in performance of ML with respect to the number of sensor nodes is due to the fact that ML
is very sensitive to false negatives. Therefore, more sensor nodes will increase the probability of false negatives.

![Performance analysis of proposed methods vs sensor nodes N where \( P_f = 0.1 \) and \( M = 200 \).](image)

Fig. 7: Performance analysis of proposed methods vs sensor nodes \( N \) where \( P_f = 0.1 \) and \( M = 200 \).

5) Impact of measurement noise variance: We evaluate the performances of proposed estimators, CE, and ML by increasing the Gaussian noise variance \( \sigma^2 \). The results are shown in Fig. 8 with fault probability \( P_f = 0.0, 0.2, 0.4 \), sample complexity \( M = 50 \), and the number of sensor nodes \( N = 200 \).

When there is no fault (false positive or false negative), ML is the best source localization estimator. Moreover, the performance of ML does not degrade with measurement noise \( \sigma^2 \) as shown in Fig. 8a. On the other hand, CE performance decreases significantly as the variance increases. While the proposed estimators provide worst performances because these estimators are fault tolerant source localization estimators, and they achieve the best results when fault probability is nonzero as shown in Fig. 8b. When fault probability is \( P_f = 0.2 \), all the estimators become invariable to increase in noise variance as shown in Fig. 8b because all the estimators are sensitive to fault probability not much to measurement noise variance. In addition, they are not much sensitive to measurement noise due to enough sample complexity \( M \) as well.

6) Summary of results: We summarize the simulation results here. All the estimators including proposed estimators studied in this paper, are sensitive to fault probability \( P_f \). However, the proposed estimators (feature selection and hitting set methods) are more fault tolerant than CE and ML. In addition, the hitting set approach is the best source localization method especially for the fault model with a large fault probability among all the estimators, simulated in this paper.

First of all the centroid estimator (CE) is almost invariable to increase in sensor nodes while there is small positive effect of sample complexity on it. Moreover, CE is sensitive to measurement noise \( \sigma^2 \) such that its performance reduces with increase in measurement noise when fault probability is zero.

The maximum likelihood (ML) estimator is very sensitive to increase in sensor node because more sensors lead to more false negatives, hence, decreases its performance. On the other hand, it is unchanged with respect to sample complexity and measurement noise.

Finally the proposed estimators (feature selection and hitting set methods) improve their performance with increase in sample complexity or the number of sensor nodes which are the fundamental characteristics of any estimators. They do not change with respect to measurement noise \( \sigma^2 \) (insensitive to measurement noise). Furthermore, the hitting set approach provides the best results in all of the simulations.

B. Simulation for Two Sources

In this subsection, we simulate our proposed techniques only for two sources because we expect them to have better performances as compared to Centroid estimator and ML estimator as for a single source. We estimate the clusters of sensor nodes once at the start of simulations. However, we can also employ the iterative method as proposed in Algorithm 2 for iteratively estimating the clusters and sources’ locations. After estimating the clusters of sensor nodes, we use the hitting set/feature selection approach separately for each cluster as proposed in Section IV.

For the simulations, we utilize almost the same setting as used for a single source where observation model in formula (11) for \( K = 2 \) and average RMS error in formula (12) are used for data set and the performance metric, respectively. In addition, the value of threshold \( T = 5 \) is chosen because it achieved better performances for a single source, and the measurement noise variance is selected to be 1.

1) Fault tolerance analysis for two sources: To study the fault tolerance of the proposed estimators for two sources, we perform simulation for \( N = 200 \) numbers of sensor nodes and \( M = 50 \) samples.

The result is shown in Fig. 9 where the performances of both the proposed estimators (hitting set and feature selection) are not affected much for the fault probability in the range \([0, 0.3]\) because of average performances. On the other hand, significant performance degradation happens for both the estimators for the fault probability in the range \([0.3, 0.4]\), however, feature selection performance deteriorates sharply. For two sources, the feature selection method performs better than the hitting set approach which implies that the hitting set approach is sensitive to the initial estimates of the clusters of sensor nodes.

2) Performance analysis for the distance between two sources: We also study the impact of distance between two sources on the performances where the distance is measured by \( L_2 \) norm. Furthermore, the fault probability is set to be \( P_f = 0.2 \), and the number of samples \( M = 50 \) and the number of sensor nodes \( N = 200 \) are selected for simulation.

The result is shown in Fig. 10 where the opposite effect of the distance between two sources can be noticed on the two estimators. As the distance between two sources increases, the performance of feature selection gets better. On the other hand, the performance of hitting set approach worsens as the distance gets larger. The phenomenon of Fig. 10 can be explained as follows:

1) The feature selection approach is proposed in Algorithm 1 where it can be observed that the most relevant columns (i.e., sensor nodes) of the data set are selected for estimating the source location. As the distance between two sources increases, it becomes convenient to
select the most relevant sensor nodes for each source because the least relevant sensor nodes get alarmed rarely. Hence the performance improves with the increase in distance between the two sources.

2) In the hitting set approach, we select the alarmed nodes for each sample (collection for whole data set). Then the hitting set is estimated from the collection. The increase in distance between the two sources, and then the initial estimation of two clusters of sensor nodes could include the wrong sensor nodes in wrong estimated clusters of sensor nodes. This can happen for the sensor nodes which are located at the boundaries of ROIs of two sources. The sensor nodes, which are put falsely in the estimated clusters, are included in the collections, and then selected for each source localization in the hitting set approach. However, incorrect estimated clusters have minimum impact on the feature selection approach because the sensor nodes, which are included in the wrong clusters, get alarm rarely for the false source.

VI. CONCLUSION

We studied the decentralized source localization problem under the fault model in this paper, and proposed two approaches; hitting set and feature selection. The theoretical properties of these approaches have been analyzed and proved to be more fault tolerant comparatively. We also derived a lower bound on the sample complexity for hitting set approach. In addition, the extensions of proposed methods for multiple sources localization in static and iterative settings were proposed as well. The proposed methods had been validated by extensive simulations for various parameters such as sample complexity, the number of sensor nodes, variance of the noise, and so on, where it can be analyzed that the hitting set approach achieved the best performance among all in a single source localization setting. For the two sources case, the feature selection approach has better performance because it is insensitive to the initial estimates of the clusters of sensor nodes. Further studies can be carried out by extending the proposed methods in other directions such as adaptive quantization, source tracking, and packet loss problem.
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