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In a recent work [1] we presented results for the Bose-Fermi-Hubbard model (BFHM) in the limit of ultrafast fermions. The present work gives an overview over the used methods and an deeper insight into the implications arising from the treated limit. Starting from the discussion of the phase diagram obtained by numerical means, we develop an analytic theory and derive an effective bosonic Hamiltonian. Arising issues in the Hamiltonian are overcome by inclusion of a back-action, renormalizing the solution of our system. Based on a detailed analysis of the effective Hamiltonian, the phase diagram in the thermodynamic limit is constructed by analytic means and comparison to numerical results obtained by density matrix renormalization group (DMRG) techniques for the full BFHM shows a very reasonable agreement. The most prominent feature of the phase diagram, the existence of a phase separation between Mott insulator (MI) and charge density wave (CDW) is discussed in depth with inclusion of important effects due to the boundary condition.

I. INTRODUCTION

Recent experiments on very cold $^4$He [2] found a supersolid behavior predicted nearly forty years ago [3–5]. In a superfluid, superfluidity coexists with a solid structure, where the superfluidity is believed to be related to vacancies in the solid $^4$He with possible issues from remaining $^4$He in the sample as well as disorder (see overview [6]). As shown by several authors, supersolids also exist in bosonic systems with non-local interactions [7–11] or in multi-species systems with a purely local interaction [12–20]. Beside the prediction of a superfluid phase, a multitude of other phases in mixed systems such as phase separation between the species [8, 9, 14, 15, 21–23], CDW phases [1, 15, 21, 23, 24] and coexistence regions of different phases [1, 16, 18] are reported and are a vital field of research.

As believed in the case of Helium, the supersolid exists because of a particle or hole doping, where the latter one is similar to the mentioned vacancies. For mixtures of bosons and fermions, Hébert et al. showed by numerical means, that a supersolid of the bosons is only present, if and only if the fermions are at half filling and the bosons are doped away from half filling [13]. Special interest gained the situation of double-half filling, where beside the mentioned phases also situations with Luttinger liquid behavior or density wave character [25] as well as fermionic CDW in addition to a bosonic CDW of full amplitude [15] exist.

Here we provide a conclusive analytic theory to understand the physics of the bosonic subsystem in the BFHM for ultrafast fermions. This limit is of natural interest, since in most experimental realizations the fermionic atoms are lighter than the bosonic ones [26, 27], leading to an increased mobility of the fermions compared to the bosons. Alongside the idea of an effective bosonic theory [12] we derive the bosonic Hamiltonian for $J_F \to \infty$, adiabatically eliminating the fermions similar to the approach in [28]. After explaining the nature of the induced long-range couplings between the bosons, a discussion of the bosonic phase diagram is given together with a study of the influence of boundary effects. All results are accompanied by numerical studies using DMRG for the full BFHM.

So far, no direct connection between the long-range interacting and the mixture case is pointed out to our knowledge, where this similarity can be seen within our effective approach. As shown in [12, 28–33], the inclusion of the second species allows for an effective description of the first species in terms of an effective Hamiltonian. Within linear response theory, the induced interactions for the first species are attractive for mixtures of bosons and fermions [34], where so far no effects of the long-range density-density interactions are studied in the framework of ultracold atoms, yet. Nevertheless, quantum monte carlo results in two dimensions [18] suggest the appearance of long-range, sign-alternating interactions at least for double half filling similar to our findings.

The framework of our approach is set by the BFHM, describing a mixture of ultracold bosons and fermions in an optical lattice [35]:

$$\hat{H} = -J_B \sum_j \left( \hat{a}_j^\dagger \hat{a}_{j+1} + \hat{a}_{j+1}^\dagger \hat{a}_j \right) + \frac{U}{2} \sum_j \hat{n}_j (\hat{n}_j - 1)$$
$$- J_F \sum_j \left( \hat{c}_j^\dagger \hat{c}_{j+1} + \hat{c}_{j+1}^\dagger \hat{c}_j \right) + V \sum_j \hat{n}_j \hat{\tilde{m}}_j,$$

Here, $\hat{a}^\dagger, \hat{a}$ (\$c^\dagger, \hat{c}\$) are bosonic (fermionic) creation and annihilation operators and $\hat{n}_j (\hat{\tilde{m}}_j)$ the corresponding number operators. The bosonic (fermionic) hopping amplitude is given by $J_B (J_F)$, and $U (V)$ accounts for the intra- (inter-) species interaction energy. In the following we restrict ourselves to the limit of large fermionic hopping, i.e. we assume $J_F \gg U, |V|, J_B$ and the energy scale is set by $U = 1$.

This work is structured as follows. In section II, the dependence of the Mott insulators for vanishing bosonic hopping is studied as a function of the fermionic filling using DMRG. These numerical results lead to the development of an effective bosonic theory described in section III with a detailed discussion of the upcoming coupling constants in section IV. As the couplings display a divergent behavior, an renormalization scheme introducing a free parameter into the system resolves these unphysical behavior and results in the derivation of a proper effective bosonic Hamiltonian in section V. Section VI
shows possible approaches in the selfconsistent determination of the free parameter from suitable choices of the ground state. Finally, section VII discusses the phase diagram in the ultrafast fermion limit with open boundaries as well as in the thermodynamic limit.

II. FRIEDEL OSCILLATIONS: FERMION INDUCED SUPERPOTENTIAL

A first, intuitive ansatz to the understanding of the physics in the regime of ultrafast fermions lies in the assumption of a full decoupling of the fermions from the bosons. This uncoupling assumption leads to a homogeneous fermion distribution \( \langle \hat{n}_j \rangle = \rho_F \) and thus to an effective chemical potential for the bosons. The effective potential arising from the the interaction part

\[
V \sum_j \hat{n}_j \hat{n}_j \rightarrow V \theta F \sum_j \hat{n}_j
\]

simply gives a shift of the bosonic chemical potential as \( \mu_B \rightarrow \mu_B - V \theta F \). Nevertheless, this only holds for periodic boundary conditions or in the thermodynamic limit. For open boundaries, substantial in DMRG simulations, the ground state of the fermions is changed in a very important way. Here, the fermionic density displays Friedel oscillations [36, 37], given by

\[
\langle \hat{n}_j \rangle = \frac{N + \frac{1}{2}}{L + 1} - \frac{1}{2(L + 1)} \sin \left( \frac{2\pi j \frac{N + \frac{1}{2}}{L + 1}}{L + 1} \right).
\]

Thus, instead of a resulting homogeneous chemical potential \( \mu_B \) for the bosons, the system has to be considered as having a site dependent potential \( \sum_j \mu_j \hat{n}_j \), where the chemical potential is given by \( \mu_j = \mu_B - V \langle \hat{n}_j \rangle \). This site dependent chemical potential introduces a qualitatively new feature to the system which is equivalent to the disordered Bose-Hubbard model (dBHM), respectively the BHM with a superpotential. For the MI phases, it is well justified to neglect any possible influence of the bosons onto the fermions even for finite but large values of \( \rho_F \). At other densities it will turn out that this does not hold. For this reason, we only discuss the Mott lobes at this point and map out the dependence of the MI boundaries as function of the fermionic density \( \rho_F \) for \( J_B = 0 \).

On ground of this superpotential BHM we are now able to discuss the phase diagram for \( J_B = 0 \) in a straightforward way. Considering particle-hole excitations [38], we find the chemical potentials for the upper and lower lobe of the \( n \)-th Mott insulator to satisfy

\[
\mu_{n+} = V n \theta F + V \min \langle \hat{n}_j \rangle, \tag{4}
\]

\[
\mu_{n-} = V n \theta F + V \max \langle \hat{n}_j \rangle. \tag{5}
\]

This result is shown in figure 1, where numerical results as well as the corresponding analytic curves are presented. In the figure it may be recognized, that with increasing fermion density, the Mott insulators are first shrinking, opening a gap between two adjacent Mott insulators. This gap is maximal around quarter filling with a reclosing for half filling. Beyond half filling, the same structure arises due to particle hole symmetry of the fermions. This property is superimposed onto a mean-field shift \( V \theta F \) which comes from the first term in equation (3). Although the explanation for the phase diagram is quite intuitive, it lacks an important feature. As can be seen from the zoom in figure 1, the Mott insulators do not exactly close the gap for half fermionic filling \( \rho_F = \frac{1}{2} \). This behavior cannot be understood from the Friedel oscillations, since for half filling these are in phase with the lattice spacing, i.e., the fermionic density is constant in this case. This observation is the starting point of our study of the phase diagram with special focus on half fermionic filling, i.e., \( \rho_F = 1/2 \).

As a first step we construct the phase diagram for the lowest two lobes by numerical means using DMRG and exact diagonalization (ED). As shown in figure 2, beside the usual Mott lobes, a third incompressible phase can be observed. Whilst the Mott lobes do not touch each other, opening a gap between them, a CDW phase extends even beyond this gap, partially overlapping with the MI. This region of metastability indicates the existence of a thermodynamic instable phase with coexistence of Mott insulator and CDW and both, the existence and the extent can be fully understood by an effective theory as pointed out in the upcoming sections.
III. ADMI Adiabatic Elimination of the Fermions

In order to understand the presented phase diagram we derive an effective bosonic capturing all physical effects. From a simple rewriting, we split the full Hamiltonian (1) into a bosonic part $\hat{H}_B$, a fermionic part $\hat{H}_F$ and an interaction part $\hat{H}_I$, i.e., $\hat{H} = \hat{H}_B + \hat{H}_F + \hat{H}_I$, with

$$\hat{H}_B = -J_B \sum_j (\hat{a}_j^\dagger \hat{a}_{j+1} + \hat{a}_{j+1}^\dagger \hat{a}_j) + \frac{U}{2} \sum_j \hat{n}_j (\hat{n}_j - 1)$$

$$\hat{H}_F = -J_F \sum_j (\hat{c}_j^\dagger \hat{c}_{j+1} + \hat{c}_{j+1}^\dagger \hat{c}_j) + V \sum_j \hat{n}_j \hat{n}_j$$

$$\hat{H}_I = V \sum_j (\hat{n}_j - \hat{n}_j^\dagger) \hat{n}_j.$$  

At this step, we already introduced a bosonic mean-field potential $\hat{n}_j$ in $\hat{H}_I$. This term serves later in the renormalization as discussed in section V. For the moment, this term is kept for simplicity, without a deeper meaning. The effective bosonic Hamiltonian is found from an adiabatic elimination, which is performed in the framework of the scattering matrix

$$\hat{S} = \mathcal{T} \exp \left\{ -\frac{i}{\hbar} \int_{-\infty}^{\infty} d\tau \hat{H}_I(\tau) \right\}$$

of the full system in the interaction picture, i.e., $\hat{H}_I(\tau) = e^{-\frac{i}{\hbar}(\hat{H}_B + \hat{H}_F)\tau} \hat{H}_I e^{\frac{i}{\hbar}(\hat{H}_B + \hat{H}_F)\tau}$ and $\mathcal{T}$ being the time ordering operator. Tracing over the fermionic degrees of freedom yields the bosonic scattering matrix via $\hat{S}^{\text{eff}} = \text{Tr}_F \hat{S}$. At this point, we make use of the so-called cumulant expansion [39, 40], which relates the average of an exponential $\langle \exp\{sX\}\rangle$ (with respect to a stochastic variable $X$) to the exponential of the averages, i.e., the higher order cumulants of the stochastic variable

$$\langle \exp\{sX\}\rangle_X = \exp \left\{ \sum_{m=1}^{\infty} \frac{m}{m!} \langle X^m \rangle \right\}.$$  

Since the cumulants for the fermionic system vanish for orders higher than two due to the nature of the fermionic state, the final expression for the bosonic $S$-matrix is given by

$$\hat{S}^{\text{eff}} = \mathcal{T} \exp \left\{ -\frac{i}{\hbar} V \int_{-\infty}^{\infty} d\tau \left( \hat{n}_j(\tau) - \hat{n}_j^\dagger \right) \langle (\hat{n}_j(\tau)) \rangle_F \right\}$$

$$+ \frac{1}{2} \left( -\frac{i}{\hbar} \right)^2 V^2 \int_{-\infty}^{\infty} d\tau \int_{-\infty}^{\infty} d\sigma \times$$

$$\times \left( \hat{n}_j(\tau) - \hat{n}_j^\dagger \right) \langle (\hat{n}_j(\tau)) \rangle_F.$$  

At this point, the time ordering in the fermionic cumulants is important as discussed in [40, 41]. So far, no approximations are used, thus the effective bosonic $S$-matrix is exact. To derive an effective Hamiltonian for the bosonic system we apply a Markov approximation [42, 43], replacing the two-time bosonic density-density operators by equal time operators, i.e.,

$$\int_{-\infty}^{\infty} d\tau \int_{-\infty}^{\infty} d\sigma \langle (\hat{n}_j(\tau) \hat{n}_j(\sigma)) \rangle_F$$

$$\mapsto \int_{-\infty}^{\infty} d\tau \langle \hat{n}_j(\tau) \hat{n}_j(\sigma) \rangle_F \times$$

$$\times \int_{-\infty}^{\infty} d\sigma \langle (\hat{n}_j(\tau) \hat{n}_j(\sigma)) \rangle_F.$$  

This approximation is valid since the timescale of the fermionic system is $1/J_F$ and therefore much shorter than any other timescale in the system. Using the Markov approximation, we rewrite the bosonic $S$-matrix as

$$\hat{S}^{\text{eff}} = \mathcal{T} \exp \left\{ -\frac{i}{\hbar} \int_{-\infty}^{\infty} d\tau \hat{H}^{\text{eff}}(\tau) \right\},$$

which defines the effective bosonic interaction Hamiltonian in the interaction picture

$$\hat{H}^{\text{eff}}(\tau) = V \sum_j (\hat{n}_j(\tau) - \hat{n}_j^\dagger) \langle (\hat{n}_j(\tau)) \rangle_F$$

$$- \frac{V^2}{2\hbar} \sum_{jl} (\hat{n}_j(\tau) - \hat{n}_j^\dagger) \langle (\hat{n}_j(\tau) \hat{n}_j(\sigma)) \rangle_F.$$  

The first order cumulant $\langle (\hat{n}_j(\tau)) \rangle_F$ is equal to the expectation value and the second order cumulant, given by

FIG. 2. (Color online) Phase diagram of the BFHM for $g_F = \frac{1}{2}$. Beside the expected Mott insulating lobes (yellow), an incompressible CDW for half filling is found (gray). Most prominent feature is the overlap between the CDW phase and each of the MI (green), indicating a thermodynamic instable region as discussed in the main text. The numerical data (points) were obtained for $V = 1.25$ and $J_F = 10$, using DMRG and ED for small lattices with system sizes as indicated in the legend. The lines are to guide the eye.
FIG. 3. Feynman graph representing the fermion induced density-density interaction.

\[ \langle \langle \hat{m}_j (T) \hat{m}_l (\sigma) \rangle \rangle \rangle = \langle \langle \hat{m}_j (\tau) \hat{m}_l (\sigma) \rangle \rangle - \langle \langle \hat{m}_j (\tau) \langle \langle \hat{m}_l (\sigma) \rangle \rangle \rangle \text{ only depends on the difference } T \text{ of the times } \tau \text{ and } \sigma \text{ and the distance } d \text{ between the sites } j \text{ and } l \text{ as will turn out in the next section.} \]

The final form of the effective bosonic Hamiltonian in the Schrödinger picture can thus be written as

\[
\hat{H}_{\text{eff}}^{(T)} = -J_B \sum_j \left( \hat{a}_j \hat{a}_{j+1} + \hat{a}_{j+1} \hat{a}_j \right) + \frac{U}{2} \sum_j \hat{n}_j (\hat{n}_j - 1)
+ V \sum_j \left( \hat{n}_j - \tilde{n}_j \right) \langle \hat{m}_j \rangle_{\text{F}}
+ \sum_j \sum_{d=-\infty}^{ \infty} g_\delta (\varphi_F) \left( \hat{n}_j - \tilde{n}_j \right) (\hat{n}_{j+d} - \tilde{n}_{j+d}).
\] (15)

This result allows to distinguish the effect of the fermions on the bosonic subsystem into two cases: (i) the mean-field interaction (1st order) and (ii) the induced density-density interaction (2nd order). Physically, in second order, the fermions act as virtual photons (see figure 3), inducing long range interaction between the bosons given by the coupling constants

\[
g_\delta (\varphi_F) = -i \frac{V^2}{2 \hbar} \int_{-\infty}^{\infty} dT \langle \langle \hat{T} \hat{m}_j (T) \hat{m}_{j+d}(0) \rangle \rangle _{\text{F}}. \] (16)

As can be seen from the couplings, the remaining task in the calculation of the effective Hamiltonian is to calculate the fermionic density-density correlator \( \langle \langle \hat{T} \hat{m}_j (T) \hat{m}_{j+d}(0) \rangle \rangle _{\text{F}} \) using the fermionic Hamiltonian in (7). Subsequently, the phase diagram can be constructed.

**IV. COUPLINGS \( g_\delta (\varphi_F) \) FOR FREE Fermions**

The calculation of the couplings relies on the straightforward solution of the fermionic problem given by (7). In the present section we restrict ourselves on the case of free fermions, i.e., \( \tilde{n}_j = 0 \), assuming a full decoupling of bosonic and fermionic quantities.

Assuming the ground state of the fermionic subsystem to be the ground state of the free fermionic Hamiltonian

\[
\hat{H}_F = -J_F \sum_j \left( \hat{c}_j \hat{c}_{j+1} + \hat{c}_{j+1} \hat{c}_j \right),
\] (17)

the local density \( \langle \hat{m}_j \rangle _{\text{F}} \) and the couplings \( g_\delta (\varphi_F) \) are easily calculated in momentum space. Applying a Fourier transform

\[
\hat{c}_j = \frac{1}{\sqrt{L}} \sum_{k=-\frac{L}{2}}^{\frac{L}{2}-1} e^{-2\pi i \frac{jk}{L}} \hat{f}_k,
\] (18)

the fermionic Hamiltonian transforms into

\[
\hat{H}_F = -2J_F \sum_k \cos(2\pi \frac{k}{L}) \hat{f}_k \hat{f}^\dagger_k,
\] (19)

and the ground state is given by the Fermi sphere \( K_F = \{ k | \ |k| \leq k_F \} \) with Fermi momentum \( k_F = N_F / 2 \). Here \( N_F \) is the number of fermions in the system and \( L \) is the number of sites. The real-space density operator \( \tilde{n}_j (\tau) \) in the interaction picture and in Fourier space is given by

\[
\tilde{n}_j (\tau) = \frac{1}{L} \sum_{k_1,k_2} e^{-\frac{i}{\hbar} \tau \cdot 2J_F \frac{|k_1|}{2} \cos(2\pi \frac{k}{L})} \times e^{-\frac{i}{\hbar} \tau \cdot 2J_F \frac{|k_1|}{2} \sin(2\pi \frac{k}{L})} \hat{f}_k \hat{f}^\dagger_k,
\] (20)

which together with the ground state \( |\Psi_F\rangle = \prod_{k \in K_F} \hat{f}^\dagger_k |0\rangle \) and the four-point function

\[
\langle \hat{f}_{k_1} \hat{f}_{k_2} \hat{f}_{k_1} \hat{f}_{k_2} \rangle = \delta_{k_1,k_2} \delta_{k'_1,k'_2} \Theta (k_F - |k_1|) \Theta (k_F - |k'_1|)
+ \delta_{k_1,k'_1} \delta_{k_2,k'_2} \Theta (k_F - |k_1|) \Theta (|k'_1| - k_F),
\] (21)

allows to directly calculate the density-density cumulant:

\[
\langle \langle \hat{m}_j (T) \hat{m}_{j+d}(0) \rangle \rangle _{\text{F}} = \frac{1}{L} \sum_{k_1 \in K_F} \sum_{k'_1 \notin K_F} e^{-\frac{i}{\hbar} \tau \cdot 2J_F \frac{|k_1|}{2} \cos(2\pi \frac{k}{L})} \times e^{-\frac{i}{\hbar} \tau \cdot 2J_F \frac{|k_1|}{2} \sin(2\pi \frac{k}{L})} \cos(d_\xi) \cos(d_{\xi'}),
\] (22)

This is done for \( T > 0 \), where time ordering is irrelevant. To simplify the calculation of the momentum sums it is more convenient to switch to the thermodynamic limit \( L \to \infty \) which is reached by defining \( \xi = \frac{k}{L} \) and changing \( \frac{1}{L} \sum_k \to \int d\xi \). Together with a further substitution \( 2\pi \xi \to \xi \), the cumulant simplifies to

\[
\langle \langle \hat{m}_j (T) \hat{m}_{j+d}(0) \rangle \rangle _{\text{F}} = \frac{1}{\pi^2} \int_0^{\pi} d\xi \int_0^{\pi} d\xi' \cos(d_\xi) \cos(d_{\xi'}),
\] (23)

which is its final form. The applicability of the made Markov approximation (12) can be seen in figure 4, where the real, imaginary and absolute values of the cumulant show a sharp localization around \( T = 0 \).

The knowledge of the cumulant allows to perform the time-integration in (16). Using time-symmetry and the Riemann-Lebesgue lemma [44], the final result for the coupling constants for the case of free fermions is given by

\[
g_\delta (\varphi_F) = - \frac{V^2}{2\pi^2 J_F} \int_0^{\varphi_F \pi} d\xi \int_0^{\varphi_F \pi} d\xi' \frac{\cos(d_\xi) \cos(d_{\xi'})}{\cos(\xi) - \cos(\xi')},
\] (24)
Prior to our discussion of the phase diagram, several important properties of the arising coupling constants have to be discussed. The first thing to observe is the existence of a particle-hole symmetry $g_d(\rho_F) = g_d(1 - \rho_F)$ which can be shown by substituting $\xi \rightarrow \pi - \xi$ and $\xi' \rightarrow \pi - \xi'$ and interchanging $\xi \leftrightarrow \xi'$ afterwards. This is a natural consequence of the underlying fermionic system.

Secondly, for any density $\rho_F \neq 0, 1$, the local interaction is reduced, i.e.,

$$g_0(\rho_F)\Big|_{\rho_F \neq 0, 1} = -\frac{V^2}{8J_F} < 0.$$  

(25)

This negative shift is in full agreement with the results from [12, 28, 45], predicting the enhancement of the superfluid phase because of a reduction of the on-site interaction $U$ of the bosons. Beyond this simple local renormalization, we are able to incorporate further interaction effects affecting the phase diagram in this regime. A detailed discussion of the coupling constants nevertheless reveals some important issues to be overcome. Figure 5 shows the numerical results for the coupling constants as a function of the fermionic filling $\rho_F$. For the case of zero or unity fermionic filling it should be mentioned, that the coupling constants are zero in these two cases, whereas the limit $\lim_{\rho_F \rightarrow 0, 1} g_d(\rho_F) = g_0(\rho_F)$ is unequal to zero. Figure 6 shows the dependence of the couplings on the distance $d$ for selected densities $\rho_F$. One can see a periodic modulation of the couplings, with the wavelength of the modulation given by $1/\rho_F$ (for $\rho_F < \frac{1}{2}$, otherwise the wavelength is given by $1/(1 - \rho_F)$). This behavior of the couplings is typical for induced couplings of the RKKY-type (Ruderman-Kittel-Kasuya-Yosida [46–48]). The most interesting case can be found for $\rho_F = 1/2$. In this case, the wavelength of 2 leads to a strict alternation in the sign of the couplings from site to site. As a result, the effective Hamiltonian (15) displays repulsive nearest-neighbor, attractive next-nearest-neighbor, repulsive next-next-nearest-neighbor interaction and so on. See [18] for a similar, numerical study in this case for two dimensions.

Figure 7 directly reveals the mentioned issues arising from the free fermion approach. There, the dependence of the coupling constants is plotted for a larger region of distances for given $\rho_F$. More precisely, the absolute value of the minima, i.e. $-g_m(\rho_F)$ for $m \in \mathbb{N}$ is shown on a double logarithmic plot. From the figure it can be seen, that the long-range decay of the coupling constants is given by

$$g_d(\rho_F) \sim \frac{1}{d^\alpha}.$$  

(26)

Concerning the fitting procedure of the couplings to the numerical data it should be mentioned, that the first few distances were left out and that the exponent is slightly less than one because of the finite number of fitting points (When increasing the number of fitted data points, the exponents saturate at one.). This slow decay of the couplings indicated the need for a renormalization procedure, which can be seen...
the induced interactions and a simple explanation at vanishing bosonic hopping $J_B$ can be found by subsequently adding bosons to the system starting from zero filling up to the CDW filling $\rho_B = \frac{1}{2}$. The first boson occupies an arbitrary site $j$. A second boson minimizes the energy at site $j \pm 2$, since here the density-density interaction is negative. All additional particles will continue occupying all even sites, ending up in the CDW phase at half filling $\rho_B = 1/2$. Since the couplings decay as $\frac{1}{d}$, the total interaction energy in the thermodynamic limit diverges and since this argument also holds for $J_B > 0$, the ground state would always be given by a CDW with full amplitude $\eta_B = 1$ for any hopping $J_B$. This result is in strong contrast to the numerical results displayed in figure 2 and more precisely in figure 8. The latter one shows the amplitude of the bosonic CDW from figure 2 as a function of the bosonic hopping $J_B$ together with the constant prediction from the argument above. As the amplitude of the CDW quickly drops to zero with in creasing hopping contradicting the previous results, the figure also gives a hint to a solution of this problem. Also shown is the amplitude of a fermionic CDW, i.e., the CDW phase discussed earlier is a double CDW. The existence of a fermionic CDW directly reveals that the initial assumption of free fermions is invalid and the back-action of the bosons to the fermions have to be included, which will be incorporated by the already introduced quantity $\tilde{n}_j$. These arguments also hold in the case of a fermionic density $\rho_F \neq \frac{1}{2}$, with a ground state which has a boson at every $\frac{1}{2\rho_F}$-th site.

Before we move onto a scheme including this back-action for $\rho_F = \frac{1}{2}$ we consider the properties of the coupling constants in momentum space. This will provide a valuable tool to judge the performance of the upcoming renormalization.

The main aspects of the nature of the couplings $g_{d}(\rho_F)$ can be seen from the Fourier transform of the couplings defined as

$$\tilde{g}_{d}(\rho_F) = \sum_{d} g_{d}(\rho_F)e^{ikd}. \quad (27)$$

From the analytic form of the couplings (24), the Fourier transform can be reduced to the Fourier transform of the numerator given by

$$\sum_{d=-\infty}^{\infty} \cos d \xi \cos d' \xi' e^{ikd} =$$

$$\pi \sum_{l=-\infty}^{\infty} \sum_{C_1,C_2 = \pm 1} \delta(2\pi l - C_1 \xi - C_2 \xi' - k) \quad (28)$$

as proven in section A in the appendix. By introduction of usual unit step functions $\Theta(x)$, the double integral in Fourier space can be reduced to a single integral

$$\tilde{g}_{d}(k) = -\frac{V^2}{4\pi J_F} \sum_{l,C_1,C_2} g_{d} \int_{0}^{\pi} d\xi \frac{\Theta(\pi - 2\pi lC_2 + C_1 C_2 \xi + C_2 k)\Theta(2\pi lC_2 - C_1 C_2 \xi - C_2 k - \pi \rho_F)}{\cos(\xi) - \cos(C_1 \xi + k)}. \quad (29)$$
The infinite sum over $l$ turns out to be unproblematic since the $\Theta$-functions strongly limit the valid range of $l$ and naturally the couplings are $2\pi$-periodic. For $k = 0$, above integral expression is undefined, where a proper treatment of the limit $k \to 0$ gives $\tilde{g}_2(0) = \frac{-\pi^2}{\pi J_F}$. Figure 9 shows the couplings in momentum space as a function of the momentum $k$ for different densities $\rho_F$. From the figure, a divergence for $k = \pm 2\pi \rho_F$ may be seen. This van Hove-singularity [49], also reported for instance in [12, 29] is directly connected to the couplings from equation (29). Shown are the couplings for selected values of $\rho_F$. The divergence at $\pm 2\pi \rho_F$ indicating the need for a renormalization of the fermions is very sharp.

FIG. 9. (Color online) Numerical results for the Fourier transform of the couplings from (29). Shown are the couplings for selected values of $\rho_F$. The divergence at $\pm 2\pi \rho_F$ indicating the need for a renormalization of the fermions is very sharp.

The main task in resolving the divergence is to calculate the fermionic cumulants used in the effective bosonic Hamiltonian (15), i.e., free fermions in an alternating potential, given by

$$\hat{H}_F = -J_F \sum_j \left( \tilde{c}^*_j \tilde{c}_{j+1} + \tilde{c}^*_j \tilde{c}_{j+1} \right) + V^2 \eta_B \sum_j \delta(\sin \frac{\pi j}{2}) \hat{n}_j. \quad (32)$$

In this Hamiltonian, a global energy shift $V^2 \eta_B (1 - \eta_B) \rho_F$ from the potential is left out and a solution can be found straightforwardly. Although the solution is easy by means of a canonical transformation $[51, 52]$, the resulting expressions are rather involved and the quantities needed are hard to express. Here we employ a Green’s function approach, extracting all needed quantities for the full calculation of the bosonic Hamiltonian for double half filling.

A. General framework and initial definitions

In order to calculate the second order cumulant $\langle \langle \hat{n}_j(T) \hat{n}_{j+d}(0) \rangle \rangle_F$ with respect to the ground state of the fermionic Hamiltonian (32) we make use of the Green’s function technique $[53]$. The second order cumulant factorizes by use of Wick’s theorem $[53, 54]$ into a product of advanced and retarded Green’s functions

$$\langle \langle \hat{n}_j(T) \hat{n}_{j+d}(0) \rangle \rangle_F = \mathcal{G}^{(+)}_{j,j+d}(t + T, t) \mathcal{G}^{(-)}_{j,j+d}(t + T, t) = \langle \tilde{c}^*_j(t + T) \tilde{c}_j(t + T) \rangle \langle \tilde{c}_j(t + T) \tilde{c}^*_j(t + T) \rangle. \quad (33)$$

Here we used $T > 0$ and the definition of the Green’s functions

$$\mathcal{G}^{(+)}_{j,j+d}(t + T, t) = \langle \mathcal{T} \tilde{c}^*_j(t + T) \tilde{c}_{j+d}(t) \rangle >, \quad \mathcal{G}^{(-)}_{j,j+d}(t + T, t) = \langle \mathcal{T} \tilde{c}_j(t + T) \tilde{c}^*_j(t + T) \rangle > .$$

To find a solution of the problem it is more convenient to switch to momentum space. Using the Fourier transformation (18), Hamiltonian (32) gives

$$\hat{H}_F = -2J_F \sum_{k = -L/2}^{L/2-1} \cos(2\pi \frac{k}{L}) \tilde{f}^\dagger_k \tilde{f}_k + V^2 \eta_B \sum_{k = -L/2}^{L/2-1} \sum_{\alpha = \pm \frac{1}{2}} \tilde{f}^\dagger_k \delta(\sin \frac{\pi j}{2}). \quad (35)$$

apart from a constant energy shift $V^2 \eta_B \rho_F$ which is neglected. Here it should be mentioned that the summation over $\alpha$ only includes those terms which fulfill $|k| < \frac{L}{2}$. To denote Green’s functions in momentum space change indices as $j \to k$ and $j + d \to k'$.
Due to the perturbation of the ground state from the potential \( V \), we first calculate the Green’s functions (34) for the unperturbed system, i.e., the ground state of Hamiltonian (32) for \( \eta_B = 0 \). A straightforward calculation gives for the Green’s functions 
\[
\mathcal{G}_{k,k'}^{(0+)}(t,t') = \Theta(t-t')\Theta(\epsilon_F - \epsilon_k)e^{i\epsilon_k(t-t')}\delta_{k,k'} - \Theta(t'-t)\Theta(\epsilon_k - \epsilon_F)e^{i\epsilon_k(t-t')}\delta_{k,k'}
\]
\[
\mathcal{G}_{k,k'}^{(0-)}(t,t') = \Theta(t-t')\Theta(\epsilon_k - \epsilon_F)e^{i\epsilon_k(t-t')}\delta_{k,k'} - \Theta(t'-t)\Theta(\epsilon_F - \epsilon_k)e^{i\epsilon_k(t-t')}\delta_{k,k'}
\]
in the time domain and 
\[
\mathcal{G}_{k,k'}^{(0\pm)}(\omega) = \pm\delta_{k,k'}\frac{i}{\sqrt{2\pi}}\frac{1}{\epsilon_k \mp \omega \pm i\delta}
\]
in the frequency domain. Here, the frequency domain is defined by the (time) Fourier transformation 
\[
\mathcal{G}_{k,k'}^{(0\pm)}(\omega) = \frac{1}{\sqrt{2\pi}}\int_{-\infty}^{\infty} dT \mathcal{G}_{k,k'}^{(0\pm)}(t+T,t)e^{-i\omega T}e^{\pm iT}. \tag{38}
\]

The last term in the integral kernel is introduced to assure convergence and will be properly removed later on. In equation (36) we introduced the dispersion relation \( \epsilon_k = -2J_F\cos(2\pi \frac{k}{L}) \) of the free particle and 
\[
\oplus = \begin{cases} 
+ & k \in \mathcal{K}_F \\
- & k \not\in \mathcal{K}_F
\end{cases}
\]
distinguishes between momentum modes within the Fermi sphere and those outside.

Following the technical details presented in [53], we immediately arrive at a Dyson equation for the Green’s function 
\[
\mathcal{G}_{k,k'}^{(+)}(\omega) = \mathcal{G}_{k,k'}^{(0+)}(\omega) + \frac{i}{\hbar}2\pi V\eta_B G_{k,k'}^{(0+)}(\omega) \left[ \mathcal{G}_{k,k'}^{(0+)}(\omega) + G_{k,k'}^{(0+)}(\omega) \right] \frac{2\pi V\eta_B G_{k,k'}^{(0+)}(\omega)}{1 + \frac{2\pi V\eta_B G_{k,k'}^{(0+)}(\omega)}{\hbar^2} G_{k,k'}^{(0+)}(\omega)} \tag{43}
\]

Here it should be mentioned that the contribution from \( \mathcal{G}_{k,L,k'}^{(+)}(\omega) \) vanish since the momentum modes are limited to the first Brillouin zone \( k \in [-\frac{L}{2}, \frac{L}{2}] \) with \( k \pm L \not\in [-\frac{L}{2}, \frac{L}{2}] \).

From (37) we note that \( \mathcal{G}_{k,k'}^{(0\pm)}(\omega) \sim \delta_{k,k'} \) and therefore only the terms \( \mathcal{G}_{k,k'}^{(+)}(\omega) \), \( \mathcal{G}_{k,k'}^{(-)}(\omega) \) and \( \mathcal{G}_{k,k'}^{(\pm)}(\omega) \) of the full Green’s functions are non-zero. Applying the same procedure to \( \mathcal{G}_{k,k'}^{(-)}(\omega) \) gives a similar expression. The final form for the Green’s functions in momentum space and time domain is found by using the precise form of \( \mathcal{G}_{k,k'}^{(0\pm)} \) from (37) since the induced potential is only quadratic in the fermionic operators. This gives 
\[
\mathcal{G}_{k,k'}^{(+)}(\omega) = \mathcal{G}_{k,k'}^{(0+)}(\omega) + \frac{i}{\hbar}2\pi V\eta_B G_{k,k'}^{(0+)}(\omega) \sum_{\alpha = \pm} G_{k,\frac{\alpha}{2}k}^{(\alpha)}(\omega) \tag{40}
\]
for the advanced Green’s function and the retarded Green’s function is given by
\[
\mathcal{G}_{k,k'}^{(-)}(\omega) = \mathcal{G}_{k,k'}^{(0-)}(\omega) + \frac{i}{\hbar}2\pi V\eta_B G_{k,k'}^{(0-)}(\omega) \sum_{\alpha = \pm} G_{k,\frac{\alpha}{2}k}^{(\alpha)}(\omega). \tag{41}
\]
These equations allow for an algebraic solution.

### B. Solution of the Dyson equations

For the solution we only discuss the case of the advanced Green’s function, the situation for the retarded one is exactly the same. Considering
\[
\mathcal{G}_{k,\frac{\alpha}{2}k}^{(+)}(\omega) = \mathcal{G}_{k,\frac{\alpha}{2}k}^{(0+)}(\omega) \tag{42}
\]
the contributions in the latter part of equation (41), reinserting them into (41) and solving for \( \mathcal{G}_{k,k'}^{(+)}(\omega) \), the solution of the Green’s functions in terms of the unperturbed ones is given by
\[
\mathcal{G}_{k,k'}^{(+)}(\omega) = \mathcal{G}_{k,\frac{\alpha}{2}k}^{(0+)}(\omega) + \frac{i}{\hbar}2\pi V\eta_B G_{k,\frac{\alpha}{2}k}^{(0+)}(\omega) \mathcal{G}_{k,\frac{\alpha}{2}k}^{(+)}(\omega) \frac{2\pi V\eta_B G_{k,\frac{\alpha}{2}k}^{(0+)}(\omega)}{1 + \frac{2\pi V\eta_B G_{k,\frac{\alpha}{2}k}^{(0+)}(\omega)}{\hbar^2} G_{k,\frac{\alpha}{2}k}^{(0+)}(\omega)} \]

and simplifying the resulting expressions, giving 
\[
\mathcal{G}_{k,k'}^{(\pm)}(\omega) = \pm\frac{i}{\sqrt{2\pi}}\frac{\epsilon_k \mp \omega \pm i\delta}{\epsilon_k \mp \omega \pm i\delta} \tag{44}
\]
and
\[
\mathcal{G}_{k,\frac{\alpha}{2}k}^{(\pm)}(\omega) = \mathcal{G}_{k,\frac{\alpha}{2}k}^{(\pm)}(\omega) \tag{45}
\]

\[
= \frac{2\pi V\eta_B G_{k,\frac{\alpha}{2}k}^{(0+)}(\omega)}{\sqrt{2\pi}} \frac{\epsilon_k \mp \omega \pm i\delta}{\epsilon_k \mp \omega \pm i\delta} + \frac{2\pi V\eta_B G_{k,\frac{\alpha}{2}k}^{(0+)}(\omega)}{\hbar^2}.
\]
Here, again $\oplus$ distinguishes between momentum modes $k$ within or outside the Fermi sphere $K_F$.

This is the main result of this section. It has to be completed by transforming back to the time domain which can be found in appendix B. After the Fourier transformation, introducing the renormalized dispersion relation

$$\tilde{\epsilon}_k = \sqrt{\epsilon_k^2 + \frac{V^2 \eta^2 B}{\hbar^2}},$$

(46)

the Green’s functions in momentum space and time domain are found to read

$$G_{k,k}(t+T,t) = \frac{1}{2} e^{-i \epsilon_k T} \left( 1 \mp \frac{\epsilon_k}{\epsilon} \right)$$

(47)

$$G_{k+\frac{\pi}{L},k}(t+T,t) = -\frac{V \eta_B \eta_B}{\epsilon_k} e^{-i \epsilon_k T}.$$  

(48)

These expressions allow to calculate the density-density correlations for the fermionic Hamiltonian according to (33).

C. Green’s function in real space and expectation values

Going back from momentum to real space allows for a direct calculation of the needed cumulant. Again we restrict ourselves on the calculation of $G^{(+)}_{j,j-d}(t+T,t)$, since the calculation for $G^{(-)}_{j,j-d}(t+T,t)$ is similar. Following the definitions (34) of the Green’s functions and (18) of the Fourier transformation, the real space Green’s functions are connected to the momentum space Green’s functions by

$$G^{(+)}_{j,j+d}(t+T,t) = \frac{1}{L} \sum_{k_1,k_2=-L/2}^{L/2-1} e^{-2\pi i \frac{a_k}{a} e^{-2\pi i \frac{a_k}{a} (j_2 - j_1) L}} G^{(+)}_{k_2,k_1}(t+T,t).$$

(49)

From the previous discussions we know, that only certain Green’s functions in momentum space are non-zero. This is incorporated by including $\delta_{k_1 k_2} + \delta_k + \frac{a_k}{a} \delta_{k_1 - \frac{a_k}{a}}$ to the summation, picking out the non-zero elements. After performing the summation over $k_2$, a slight restructuring of the exponentials and an application of the symmetry of the Green’s functions (45), the final result in the thermodynamic limit is found to be

$$G^{(+)}_{j,j+d}(t+T,t) = \frac{1}{2\pi} \int_0^\pi d\xi \cos(\xi) e^{-iT2J_F \sqrt{\cos^2(\xi) + \alpha^2}} \left( 1 \pm \frac{\cos(\xi)}{\sqrt{\cos^2(\xi) + \alpha^2}} \right) -(-1)^j \frac{a}{2\pi} \int_0^\pi d\xi \cos(\xi) e^{-iT2J_F \sqrt{\cos^2(\xi) + \alpha^2}} \frac{\cos(\xi)}{\sqrt{\cos^2(\xi) + \alpha^2}}.$$  

(50)

Here we introduced an amplitude factor $a = \frac{V \eta_B \eta_B}{\alpha}$. Note that the integration cannot be carried out explicitly for arbitrary distance $d$.

The calculation of the Green’s functions does not only allow to calculate the density-density correlator in equation (16) but also gives a prediction of the behavior of the fermionic system, as long as the bosonic CDW amplitude $\eta_B$ is known. Here we first verify the analytic expression of the Green’s function in the fermionic problem itself, i.e., all numerical data shown are calculated for the Hamiltonian (32).

Local density: The expression for the Green’s functions gives an (analytic) prediction of the fermionic density in the alternating potential. Using $\langle \hat{\rho}(t) \rangle_F = G^{(+)}_{j,j+0}(t+0,t)$, the fermionic density evaluates analytically as

$$\langle \hat{\rho}(t) \rangle_F = \frac{1}{2^j} \left[ 1 - (-1)^j \frac{\alpha}{\pi \sqrt{1 + \alpha^2}} K \left( \frac{1}{1 + \alpha^2} \right) \right].$$

(51)

The first important result from the renormalization procedure therefore is

$$\langle \hat{\rho}(t) \rangle_F = \frac{1}{2} \left[ 1 - \eta_B^2 (-1)^j \right],$$

(52)

where $\eta_B^2 = \frac{2a}{\pi \sqrt{1 + \alpha^2}} K \left( \frac{1}{1 + \alpha^2} \right)$ and $K[x]$ is the complete elliptic integral of the first kind [55]. This means, the renormalization procedure results in the prediction of a fermionic CDW with some amplitude $\eta_B$ which is in agreement with the numerical results from figure 8. Figure 10 shows numerical calculation of the amplitude of the fermionic CDW from DMRG calculations for the Hamiltonian (32) as a function of the potential strength $V \eta_B$ along with the analytic results.

Another feature of (52) which will be important for the later discussion of the full BFHM is the minus sign in front of the site dependent part. This is a direct consequence of the alternating boson potential ansatz. Since the interaction $V$ is chosen positive, i.e., repulsion between bosons and fermions, it is expected that the phase of the bosonic and fermionic density wave is shifted by $\pi$ compared to each other. For the case of attractive interaction, both density waves are in phase. This is in full agreement with the numerical results presented in the discussion of the results for the full BFHM in chapter VII. In the limit $a \to 0$, corresponding to the free fermion case the result for the density reduces to the result for free fermions at half filling, i.e., $\langle \hat{\rho}(t) \rangle_F = \frac{1}{2}$. 


For the Green’s function.

Second-order correlations: From the definition of the coupling constants (16) we can see, that they are proportional to \( V \) in the effective Hamiltonian (15). This means, that they are a second order correction in the effective Hamiltonian (15). From this we already noted that the density-density cumulant splits up into the product of the advanced and retarded Green’s function, i.e.,

\[
\langle \hat{c}_i \hat{c}_{i+d} \rangle (t, t+\tau) = A_+ A_- - a A_+ A_- + a^2 B^2.
\]

First-order correlations: Figures 12 and 13 show numerical results for the first-order correlations \( \langle \hat{c}_i \hat{c}_{i+d} \rangle = \mathcal{G}^{(+)}_{j,j+d}(t + 0, t) \) compared to the analytic results. Unfortunately, the integral expression for the Green’s function cannot be evaluated analytically for arbitrary distance \( d \), making a numerical integration necessary. The perfect agreement proves the validity of the obtained expression for the Green’s function.

Density-density correlations: Finally we calculate the density-density correlations used in the expression for the coupling constants (16) with the renormalized fermionic model. Having a closer look at the result for the Green’s function (50) it can be seen that both Green’s functions are of the general form \( \mathcal{G}^{(\pm)}_{j,j+d}(t + 0, t) = A_\pm - aB \). In equation (33) we already noted that the density-density cumulant splits up into the product of the advanced and retarded Green’s function, which may be written as

\[
\langle \langle \hat{m}_j(T) \hat{m}_{j+d}(0) \rangle \rangle_F = A_+ A_- - a(A_+ + A_-) + a^2 B^2.
\]

FIG. 11. (Color online) Amplitude \( \eta_F^c \) of the fermionic CDW versus the bosonic amplitude \( \eta_B \) for different numerical data. Shown are the numerical results (data points) presented in figure 8 and for \( V = 2.4 \) and \( J_F = 10 \) obtained from the full BFHM. The solid lines are the analytic results for \( \eta_F^c \).

FIG. 12. (Color online) Distance dependence of the first-order correlations \( \langle \hat{c}_i \hat{c}_{i+d} \rangle \) for three different interactions \( V \eta_B \) calculated from the fermion model (32). Solid lines are the theoretical results from a numerical integration of (50). The points are the numerical results from the data used in figure 10.

FIG. 13. (Color online) Dependence of the first-order correlations \( \langle \hat{c}_i \hat{c}_{i+d} \rangle \) for a wide range of interactions \( V \eta_B \) for selected distances \( d \) calculated from the fermion model (32). Solid lines are the theoretical results from a numerical integration of (50). The points are the numerical results from the data used in figure 10.

Figure 11 furthermore shows the numerical results for the amplitudes \( \eta_F^c \) as a function of \( \eta_B \) from figure 8 as well as the analytic prediction according to equation (52). To remember, the numerical data comes from the full BFHM, proving the chosen approach to be valid already in the prediction of the fermionic quantities.
Following this argument, the renormalized form of the density-density cumulant reads

$$\langle \hat{n}_j(t + T) \hat{n}_{j+d}(t) \rangle = \frac{1}{4\pi^2} \int_0^{\pi} \, d\xi' d\xi'' \cos(d\xi') \cos(d\xi'') \times e^{-iT2J_F \left( \frac{\cos^2(\xi') + \cos^2(\xi'')}{\cos^2(\xi') + \alpha^2} \right)} \times \left( 1 + \frac{\cos(\xi')}{\sqrt{\cos^2(\xi') + \alpha^2}} \right) \left( 1 - \frac{\cos(\xi'')}{\sqrt{\cos^2(\xi'') + \alpha^2}} \right).$$

(54)

This is the main result from the renormalization procedure. Comparing the renormalized result to that of free fermions (at $\varrho_F = \frac{1}{2}$) in equation (23) one can see, that the corresponding limit $a \to 0$ gives the same result as equation (23). Note, that the last line in (54) serves as a cutoff function which constrains the integration limits to the free fermion values in the limit $a \to 0$.

D. Discussion of the renormalized couplings

Applying the time integration from (16) as done in the previous section using the Riemann-Lebesgue lemma, the renormalized couplings $g_d(a)$ at half fermionic filling $\varrho_F = 1/2$ can be found to be

$$g_d(a) = -\frac{V^2}{8\pi^2 J_F} \int_0^{\pi} \, d\xi d\xi' \frac{\cos(d\xi) \cos(d\xi')}{\sqrt{\cos^2(\xi) + \alpha^2} + \sqrt{\cos^2(\xi') + \alpha^2}} \left( 1 + \frac{\cos(\xi)}{\sqrt{\cos^2(\xi) + \alpha^2}} \right) \left( 1 - \frac{\cos(\xi')}{\sqrt{\cos^2(\xi') + \alpha^2}} \right).$$

(55)

Since we restricted ourselves to the case of half filling for the fermions, the additional argument $\varrho_F$ is dropped here but the dependence of the renormalized couplings on the amplitude factor $a$ is explicitly written. As done in the case of free fermions, we shortly discuss the properties of the renormalized couplings. Figure 14 shows a comparison of the couplings from the free fermion case to the case $a \sim \eta_B > 0$. Obviously the decay is much faster than $1/d$ thus resolving the divergence. This is best seen in the Fourier transform, obtained by the same calculation as above:

$$\tilde{g}_a(k) = -\frac{V^2}{16\pi J_F} \sum_{l, C_1, C_2} \int_0^{\pi} \, d\xi \Theta(\pi - 2\pi l C_2 + C_1 C_2 \xi + C_2 k) \Theta(2\pi l C_2 - C_1 C_2 \xi - C_2 k) \frac{\Theta(\xi - 2\pi l C_2 + C_1 C_2 \xi + C_2 k)}{\sqrt{\cos^2(\xi) + \alpha^2} + \sqrt{\cos^2(C_1 \xi + k) + \alpha^2}} \left( 1 + \frac{\cos(\xi)}{\sqrt{\cos^2(\xi) + \alpha^2}} \right) \left( 1 - \frac{\cos(C_1 \xi + k)}{\sqrt{\cos^2(C_1 \xi + k) + \alpha^2}} \right).$$

(56)

E. The renormalized Hamiltonian

The knowledge of the renormalized couplings finally allows to write down the effective bosonic Hamiltonian for half fermionic filling $\varrho_F = 1/2$. Starting from (15) together with the renormalized fermionic density (52), the couplings (55) and the ansatz for the bosonic CDW (30), the full effective bosonic Hamiltonian is given by

$$\hat{H}_B^{\text{eff}} = -J_B \sum_j \left( \hat{a}_j^\dagger \hat{a}_{j+1} + \hat{a}_{j+1}^\dagger \hat{a}_j \right) + \frac{U}{2} \sum_j \hat{n}_j (\hat{n}_j - 1) - \bar{\mu} \sum_j \hat{n}_j - \Delta \sum_j \hat{n}_j (-1)^j + \sum_j \sum_d g_d(a) \hat{n}_j \hat{n}_{j+d}.$$

(59)
Beside the usual hopping and interaction terms, two prominent features arise. On the one hand, the already discussed long-range density-density interaction with couplings \( g_d(a) \) lead to the emergence of CDW phases. These are further stabilized by the occurring alternating potential with amplitude

\[
\Delta = 2g_B \eta_B \tilde{g}_a(\pi) + V \eta_B^2 / 2, \tag{60}
\]

being a direct consequence of the fermionic density wave

\[
\langle \hat{n}_j \rangle_F = \frac{1}{2} (1 - \eta_B^2 (-1)^j). \tag{61}
\]

Though derived only for the case of double-half filling, the emergence of the induced chemical

\[
\tilde{\mu} = 2g_B \tilde{g}_a(0) - V / 2 \tag{62}
\]

in combination with the general ansatz also allows for an extension of the effective Hamiltonian to other fillings \( g_B \) as done later on. For completeness, the amplitude factor

\[
a = \frac{V \eta_B}{\sqrt{g_B g_d}}
\]


couples to the amplitude \( \eta_B \) of the induced bosonic CDW which is still a free parameter. For the Fourier transform, the identities

\[
\sum_d g_d(\alpha) = \tilde{g}_a(0), \quad \sum_d (-1)^d g_d(\alpha) = \tilde{g}_a(\pi), \tag{63}
\]

hold. Before we exploit the resulting Hamiltonian in the determination of the phase diagram, possible approaches in a self-consistent determination of the bosonic CDW amplitude are shown in the next section.

**VI. SELF-CONSISTENT DETERMINATION OF \( \eta_B \)**

The introduction of the bosonic CDW amplitude \( \eta_B \) as a free parameter demands for a proper way in the determination thereof. Although the knowledge of \( \eta_B \) as a function of the bosonic hopping \( J_B \) is not necessary in the discussion of the phase diagram as done in our approach, a possible reproduction of figure 8 further supports the validity of our chosen approach. This prediction of the CDW amplitude on ground of Hamiltonian (59) is obtained from possible choices of the ground state together with a minimization of the resulting energy. Within the minimization scheme, the free parameter is obtained from analytic results for the energy.

**Coherent state:** The simplest choice for the ground state of Hamiltonian (59) is given by local coherent states \(| \alpha \rangle \) [56]. Using the ansatz

\[
|\Psi\rangle^{\text{coh}} = \prod_{j=-\infty}^{\infty} |\alpha_+\rangle_{2j} |\alpha_-\rangle_{2j+1}, \tag{64}
\]

the requirement of proper local densities

\[
\text{coh} \langle \Psi | \hat{a}_j | \Psi \rangle^{\text{coh}} = \frac{1}{2} [1 + \eta_B (-1)^j] \tag{65}
\]

as assumed in the derivation of the Hamiltonian lead to a direct connection between the coherent amplitudes \( \alpha_\pm \) and \( \eta_B \) as

\[
\alpha_\pm = \sqrt{\frac{1}{2} \pm \frac{1}{2} \eta_B}. \tag{66}
\]

The energy \( E[\eta_B] = \text{coh} \langle \Psi | \hat{H}_B^{\text{eff}} | \Psi \rangle^{\text{coh}} \) now becomes a function of \( \eta_B \) and upon neglecting unphysical contributions from the interaction [57], the energy is given by

\[
E[\eta_B] = -J_B \sqrt{1 - \eta_B^2} + \frac{1}{2} \eta_B^2 \tag{66}
\]

\[
- \frac{1}{4} V \eta_B^2 \eta_B - \frac{1}{4} \tilde{g}_a(\pi) \eta_B^2 - \frac{1}{4} \tilde{g}_a(0). \tag{66}
\]

We stress that the amplitude factor \( a = \frac{V \eta_B}{4 \tilde{g}_a} \) as well as the fermionic amplitude \( \eta^2_B \) also depend on \( \eta_B \). Minimization of this function with respect to \( \eta_B \) at the end gives a prediction of the bosonic CDW amplitude. This is shown in figure
where the self-consistent prediction is compared to the numerical data from figure 8 and to data for $V = 2.4$ and $J_F = 10$. One can see that the coherent approach gives a qualitatively good agreement for small $J_B$, but the quantitative agreement is rather poor in particular for larger $J_B$ because of the strongly simplified ansatz used here.

**Matrix product state:** Better results for the CDW amplitude may be found from a matrix product like ansatz. Using a different description of the two-site blocks by the ansatz

$$
\Psi_{\text{MPS}} = \prod_{j=-\infty}^{\infty} \sum_{i_1,i_2} A_{i_1 i_2} |i_1\rangle_2 |i_2\rangle_{2j+1},
$$

the problems arising from the higher number states are ruled out by definition. With the introduction of the prefactors $A_{i_1 i_2}$ which are chosen to be real, we introduce four free parameters which have to be minimized in general. This set of parameters can be reduced by constraints from the normalization of the ground state as well as the expected local densities (30). Altogether, these constraint reduce to $A_{00} = A_{11} \equiv 0$ and the energy functional only depends on $\eta_B$ as

$$
E[\eta_B] = -J_B \sqrt{1 - \eta_B^2} - \frac{V}{2} \eta_B^2 \eta_B - \frac{1}{2} g_\delta(\pi) \eta_B - \frac{1}{2} g_\delta(0) + (1 - \eta_B^2) \left[ \frac{1}{2} g_\delta(\pi) - \frac{1}{2} g_\delta(0) \right].
$$

The corresponding numerical results for the minimization can be found in figure 17. The quantitative agreement is slightly better compared to the coherent state approach for smaller interaction $V$ but still the strong simplification of the ansatz pays its tribute. For larger $V$, the made matrix product ansatz seems to fail. We believe this to be connected to the increasing induced alternating potential which fosters higher number states. Nevertheless, the two presented self-consistent determinations of the amplitude $\eta_B$ show that this free parameter in principle may be calculated with more sophisticated ansatzes involving higher number states. As will be seen in the next chapter, an exact calculation of $\eta_B$ as a function of the bosonic hopping is not of importance however.

**VII. PHASE DIAGRAM OF THE EFFECTIVE BOSONIC MODEL**

We now use the effective bosonic Hamiltonian

$$
\hat{H}_B^{\text{eff}} = -J_B \sum_j \left( \hat{a}_j^\dagger \hat{a}_{j+1} + \hat{a}_{j+1}^\dagger \hat{a}_j \right) + \frac{U}{2} \sum_j \hat{n}_j (\hat{n}_j - 1) - \bar{\mu} \sum_j \hat{n}_j - \Delta \sum_j \sum_d \eta_d(a) \hat{n}_j \hat{n}_{j+d}
$$

(69)

to calculate the full phase diagram and compare it to the numerical results from figure 2. As a reminder, the potentials $\bar{\mu}$ and $\Delta$ are given by

$$
\bar{\mu} = 2 \eta_B \bar{g}_\delta(0) - V/2, \quad \Delta = 2 \eta_B \eta_B \bar{g}_\delta(\pi) + V \eta_F^2/2.
$$

(70)

The calculation of the phase boundaries of the different incompressible regions (MI, CDW) is performed from a canonical point of view, i.e., the particle-hole gap is analyzed. For an incompressible phase with filling $\bar{g}_B$, the chemical potentials of the upper and lower boundaries are obtained from

$$
\mu_{\bar{g}_B}^\pm = \pm \left[ E(\bar{g}_B L \pm 1) - E(\bar{g}_B L) \right].
$$

(71)

First we restrict ourselves to the zero-hopping limit $J_B = 0$, whereas later on we employ a full degenerate perturbation theory in $J_B$. Concerning the bosonic amplitude $\eta_B$ it should be
mentioned, that both, in the zero hopping limit (here the amplitude naturally equals one) as well as in the small hopping region, \( \eta_B = 1 \). In the latter situation this is the case because the perturbation theory starts at \( J_B = 0 \) and all energies and quantities are to be calculated for this case.

### A. Zero-hopping phase diagram

The calculation of the chemical potentials for \( J_B = 0 \) is straightforward. In this case, the energy is given by a replacement of the number operators \( \hat{n}_i \) in (69) by real numbers according to the ground state in the system. Additionally, the density \( \rho_B \) and a possible CDW amplitude \( \eta_B \) needs to be fixed, too. This is done for the Mott insulator with unity filling \((\rho_B; \eta_B; \langle \hat{n}_i \rangle) = (1; 0; 1)\), the empty Mott insulator \((0; 0; 0)\) as well as the CDW \((\frac{1}{2}; \frac{1}{2}; 1 + (\pm 1)^{\gamma})\) and the corresponding particle or hole states. Possible competing ground state configurations as \((1; 1; 1 + (\pm 1)^{\gamma})\) for the case of a Mott insulator are ruled out from a detailed analysis of the resulting energies. Also the different choices for the position of the additional particle (or hole) are considered. Finally, the configuration with minimal energy is used for the determination of the boundaries.

For the prediction of the phase diagram in the considered regime of chemical potentials \( \mu_B \), this results in

\[
\begin{align*}
\mu_1^- &= \frac{V}{2} - g_0(0), \\
\mu_\pm^0 &= \frac{V}{2} \pm \frac{V}{2} \eta_B^2 \pm g_0(a), \\
\mu_0^+ &= \frac{V}{2} + g_0(0),
\end{align*}
\]

which together with the results for the couplings \( g_2(a) \) (55) and the fermionic CDW amplitude \( \eta_F^2 \) from (52) allow to construct the phase diagram at zero bosonic hopping. This is shown in figure 18, where the chemical potentials are displayed as a function of the interaction \( V \) for a fixed fermionic hopping \( J_F \), cleaned up from the mean-field shift \( \frac{V}{2} \).

The first observation from the figure is the very good agreement of the numerical results for the full BFHM and the analytic results obtained from the effective bosonic Hamiltonian. Increasing deviations for larger \( V \) could be addressed both to the breakdown of the Markov approximation (12) as well as the negligence of higher order contributions in (54). Most prominent feature is the overlap between the MI and CDW phases, i.e., \( \mu_0^+ > \mu_\pm^0 \) and \( \mu_1^- < \mu_\pm^0 \). This behavior, already seen in figure 2, is uncommon since it indicates a negative compressibility

\[
\kappa = \frac{\partial \langle \hat{N} \rangle}{\partial \mu_B} < 0
\]

within the coexistence phase. These kind of coexistence phases are not new (see e.g. [8, 15, 16, 18] for a variety of different coexistence phases), but the coexistence of a Mott insulator and a CDW phase has to our knowledge not been reported before. Though being uncommon, a physical explanation of this effect could easily be given. In the grand-canonical ensemble, the coexistence phase does not exist since in this situation, the number of particles in the system is chosen such that the energy is minimized: this drives the system always into a CDW phase within this region. From a canonical point of view, adding further particles to the CDW phase results in configurations, where the repulsive contribution to the energy remains constant whereas the attractive one is increased; the energy per particle is thus reduced. This of course holds in the thermodynamic limit. For finite systems, the boundaries play a vital role as discussed in section VII C. Within the coexistence phase in a canonical picture, the resulting ground state displays a configuration, where one part of the lattice inherits all features of a MI and the other part those of a CDW. This corresponds to a phase separation between MI and CDW.

Finally, some remarks on the data points in figure 18. These are obtained from numerical results, where the Mott insulators are calculated using a finite size extrapolated exact diagonalization and the numerical results for the CDW are resulting from DMRG calculations where the boson distribution is fixed, acting as a potential to the fermions. This procedure is necessary here, since the full DMRG for this system has severe problems in obtaining the proper ground state. The reason for this is on the one hand the sensitivity of the system to the boundary in the open boundary DMRG and on the other hand the problem of seeking the ground state within the energy manifold with many close-lying meta-stable states. This complicates the numerical calculation enormously. A detailed discussion of the boundary issue can be found in section VII C.

### B. 2nd order strong-coupling theory

Going beyond the zero-hopping limit, we aim at a perturbative treatment in the hopping amplitude \( J_B \). This allows to generate the full phase diagram in the \((\mu_B, J_B)\) plane. Since
the methodology of the perturbation theory is quite involved, we only present the basic ideas. Details could be found in [7].

Basic idea of the degenerate perturbation theory is the determination of the ground-state energy in second order in the bosonic hopping. Since the particle (hole) states obtained from adding (removing) a particle to (from) the system are highly degenerate, degenerate perturbation theory has to be applied within the degenerate manifold of states $| \Psi \rangle_t$. The index just labels the different states within the manifold. Different formulations of degenerate perturbation theory exist (e.g., as [38] used in for the pure and disordered Bose Hubbard model), where we use Kato’s expansion [58–60], which relies on the calculation of an effective Hamiltonian (in arbitrary order) within the degenerate subspace. The last step is to solve this effective Hamiltonian and obtain the ground-state energy as a function of the perturbation parameter.

Up to second order, Kato’s expansion is given by

$$\hat{H}^{\text{eff}} = E_0 + \mathcal{P} \hat{H}_1 \mathcal{P} + \mathcal{P} \hat{H}_1 Q \frac{1}{E_0 - \hat{H}_0} Q \hat{H}_1 \mathcal{P}, \quad (76)$$

where $\mathcal{P}$ is the projector onto the degenerate subspace, $Q = 1 - \mathcal{P}$ the orthogonal projector and $E_0$ is the zero order energy of the manifold. Here, the Hamiltonian is written in the form $\hat{H} = \hat{H}_0 + \hat{H}_1$, where $\hat{H}_1$ is the perturbation, i.e., the hopping in our case. For the calculation of the effective Hamiltonian, only the action of (76) on any input state $| \Psi \rangle_t$ from the degenerate subspace needs to be studied. In our case, the result is of the form

$$\hat{H}^{\text{eff}} | \Psi \rangle_t = E_0 (| \Psi \rangle_t) + J_1 \left( | \Psi \rangle_{t-1} + | \Psi \rangle_{t+1} \right) + J_2 \left( | \Psi \rangle_{t-2} + | \Psi \rangle_{t+2} \right) + W | \Psi \rangle_t \quad (77)$$

since our perturbation only consists of a nearest-neighbor hopping. In [7], a generalization to arbitrary long-range hopping can be found. This (maximally) tridiagonal matrix representation of the effective Hamiltonian can be solved by a Fourier transform, which gives the energy

$$E = E_0 + 2J_1 \cos(2\pi k L) + 2J_2 \cos(4\pi k L) + W \quad (78)$$

where the $k$ mode has to be chosen such that the energy is minimal. In this system this is typically the case for $k = 0$ since both $J_1 \sim J_B$ and $J_2 \sim \frac{J_B^2}{E_0 - \langle \hat{H}_0 \rangle}$ are negative. A crucial point in the calculation comes from the nature of the effective bosonic Hamiltonian in (69). Since the density-density interaction is long ranged, the energy denominator depends on the distance of the particle performing the first hopping process from the reference site where the additional particle (hole) is situated. This needs to be taken into account for the calculation of the chemical potentials. Since the expressions for the chemical potentials are lengthy, these are only given in appendix C.

A major difficulty in the calculation of the chemical potentials is the dependence of the results on all coupling strengths $g_{\alpha}(a)$, which need to be calculated up to a large distance. For the analytic results used in figure 19 it turns out, that $d \approx 100$ is sufficient to gain convergence. Here we only give the numerical values for the chemical potential. Using (C1)-(C4) and directly plugging in numbers, these are given by

$$\mu_0^1 = 0.605469 - 2J_B, \quad (79)$$
$$\mu_1^2 = 0.583612 + 33.076J_B^2, \quad (80)$$
$$\mu_1^3 = 0.663688 - 45.4392J_B^3, \quad (81)$$
$$\mu_1^4 = 0.644531 + 2J_B - 4.12927J_B^2 \quad (82)$$

Figure 19 shows the previously used numerical data from figure 2 together with the analytic predictions. From the figure it can be seen, that the overall agreement is quite reasonable compared to a second order treatment. Altogether, our analytic approach allows to completely derive the bosonic phase diagram analytically up to a good agreement and provides an intuitive physical understanding of the arising effects.

C. Boundary effects in an effective model with long-range interactions

As already mentioned at several places, boundary effects play an important role in this system. The long-range character of the fermion mediated interactions leads to a substantial modification of the system dynamics even for relatively large systems. This can directly be seen for the case of the CDW phase, where we first discuss the zero hopping case. Adding a further particle to the CDW phase, this particle has to choose an odd side. Since due to the open boundaries the translational symmetry is broken, it matters whether the particle is added close to the boundary or at the center. Because of the long-range interaction, the possible choices differ in energy, where the additional energy close to the boundary is given by $\sum_{d=-L/4}^{L/4} g_{2d+1}$. In contrast to the energy at the center $\sum_{d=0}^{L/2} g_{2d+1}$. According to the properties of the couplings,
the energy is minimal for a position close to the boundary. Adding further particles, the same arguments apply and whilst increasing the filling, a Mott insulating region is growing from the boundary. Switching to small, but finite hopping does not change the situations. As long as the hopping is small compared to the energy difference between the state with a particle pinned close to the border and the state with the additional particle at the center, the reduction of the interaction energy due to the pinning to the boundary dominates the increase of the kinetic energy. When removing a particle from the system, i.e., going below half filling, the same arguments apply.

This behavior supports our observation of a phase separation between a Mott insulator and a CDW in the infinite system with negative compressibility. However, the (open) boundary leads to a different dependence of the compressibility, now being strict positive $\kappa > 0$. This can be seen from figure 20, where the DMRG results for a system exposed to open boundaries are shown. In contrast to 19, the Mott lobes and the CDW phase bend apart from each other, not overlapping anymore. This is due to the positive compressibility due to boundaries. The positive compressibility could also be seen in figure 21, where the bosonic filling is shown for three different cuts at fixed $J_B$ along the $\mu_B$-axis is shown. The filling is in each situation a monotonous function of $\mu_B$ according to $\kappa > 0$. The incompressible CDW and MI phases are clearly observable. Interestingly our system dose not display a so-called Devil’s staircase as described in [10, 61, 62] for the case of a dipolar Bose gas with density-density interactions decaying as $g_\text{d} \sim \frac{1}{L}$. Most likely, this is because of the alternating sign in our coupling constants together with the alternating potential, where a detailed discussion of this fact might be an interesting supplement to the present work.

For the phase diagram with open boundaries as presented in 20, the extend of the phase-separated phase (PS) is sketched without a rigorous numerical analysis for rather small systems. The boundaries are determined from the behavior of the order parameter

$$ O = \sum_j |\langle \hat{m}_j \rangle - \langle \hat{m}_{j+1} \rangle|, $$

which accounts for the CDW amplitude of the fermionic subsystem. Figure 22 shows the behavior of the order parameter as a function of the bosonic hopping for $N_B = 24$ and $L = 64$. The phase boundary is clearly visible from the sharp drop around $J_B = 0.02$. For larger hopping, the system enters a phase where the fermions finally behave as free fermions, i.e., showing a homogeneous density and the bosons have the density profiles according to that of interacting bosons (in the finite system). This behavior, together with examples from the PS and the CDW phase are shown in figure 23. Here, for certain choices of the different parameters in the full BFHM, the resulting local density of bosons and fermions are shown. The phase separation between MI and CDW is evident.

VIII. CONCLUSION AND OUTLOOK

Deriving an effective bosonic Hamiltonian we provided a comprehensive understanding of the bosonic phase diagram in the limit of ultrafast fermions. For double half filling, the physics is dominated by induced long-range density-density interactions alternating in sign, leading to the emergence of a bosonic charge-density wave phase. Divergences arising from the full decoupling of the fermions are overcome by a renormalization scheme which includes the back-action of the bosonic CDW on the fermions. Beyond half filling, the induced interactions lead to thermodynamically unstable regions in the $(\mu_B, J_B)$-phase diagram, displaying coexistence
of CDW and Mott insulating phases, i.e., a phase separation between CDW and Mott insulator. Numerical results obtained by DMRG for the full BFHM are in a reasonable agreement with our analytic predictions. Application of our effective theory to Bose-Bose of Fermi-Fermi mixtures is straightforward.

Mainly focussing on the study of the incompressible and the phase-separated phases, the nature of the phase transition or crossover for double half filling remains open. Exponentially decaying first-order correlations even beyond the numerically detectable extent of the CDW phase indicate further physical processes in this system for larger bosonic hopping. Here bosonization could give an understanding of the behavior of the correlation functions as well as the nature of the phase transition. Furthermore, the question of supersolidity in the effective model is yet unanswered, where the interplay of the induced potential and the long-range interactions could lead to new effects. Focussing on low densities $\rho_B < 1$, the nature of the different phases for larger boson densities is not studied so far and should give a variety of further phases.
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APPENDIX

Appendix A: Fourier transform of the coupling constants

As discussed in section IV, the Fourier transform of the couplings (24) is governed by the Fourier transform of the numerator. At this place we will prove the result given in the main text using the Poisson sum formula [63]

$$\sum_{d=-\infty}^{\infty} f(d) = \sum_{l=-\infty}^{\infty} \int f(x) e^{-2\pi ilx} \, dx.$$  \hspace{1cm} (A1)

Rewriting of the cosine parts as

$$\sum_{d=-\infty}^{\infty} \cos \xi \cos \xi^{'} e^{i\xi d} = \frac{1}{4} \sum_{C_1,C_2=-1,1} \sum_{d=-\infty}^{\infty} e^{i\alpha d}$$  \hspace{1cm} (A2)

with $\alpha = C_1 \xi + C_2 \xi^{'} + k$, application of Poisson’s sum to the last term gives

$$\sum_{d=-\infty}^{\infty} e^{i\alpha d} = \sum_{l=-\infty}^{\infty} \int e^{ix\alpha} e^{-2\pi ilx} \, dx$$  \hspace{1cm} (A3)

$$= 2\pi \sum_{l=-\infty}^{\infty} \delta(\alpha - 2\pi l).$$  \hspace{1cm} (A4)
Together with the definition of $\alpha$ we end up in the stated relation
\[
\sum_{d=-\infty}^{\infty} \cos d \xi \cos d' \xi' e^{ikd} = \\
\frac{\pi}{2} \sum_{l=-\infty}^{\infty} \sum_{C_1,C_2=\pm 1,1} \delta(2\pi l - C_1 \xi - C_2 \xi' - k). \tag{A5}
\]

**Appendix B: Fourier transform of the Green’s functions**

In section V B, the solution of the Dyson equation for the Green’s function is presented. At this point we summarize the important points in the Fourier transform of the Green’s functions, going back from the frequency domain to time domain. From equations (44) and (45) and with the definition of the Fourier transform

\[
G_{kk}(t + T, t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\omega \, G_{kk}(\omega) e^{i\omega T}, \tag{B1}
\]

the calculation of $G_{kk}(t + T, t)$ is straightforward.

For $G_{kk}(t + T, t)$, the Fourier transformation together with (44) gives

\[
G_{kk}(t + T, t) = \\
\pm \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega \, \frac{\epsilon_k \pm \omega \oplus i\delta}{\epsilon_k^2 \oplus 2i\delta \epsilon_k - \delta^2 - \omega^2 + \frac{V^2 \eta B \eta B}{2h^2}} e^{i\omega T}. \tag{B2}
\]

Since the convergence factor $\delta$ is chosen in the limit $\delta \to 0$, the $\delta^2$ in the denominator may be neglected. Looking at the dispersion of the free fermions and taking into account the definition of $\oplus$, the combination $\oplus \epsilon_k$ is always of negative sign, since for $k \in K_F$, $\oplus$ means $+$ but $\epsilon_k < 0$. In the other case the signs are just the other way around. Neglecting the factor of 2 before the $\delta$ and defining the renormalized dispersion

\[
\epsilon_k = \sqrt{\frac{\epsilon_k^2 + V^2 \eta B \eta B}{2h^2}}, \tag{B3}
\]

the Green’s function calculates as

\[
G_{kk}(\pm t + T, t) = \pm \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega \, \frac{\epsilon_k \pm \omega \oplus i\delta}{\epsilon_k^2 - \omega^2 - i\delta} e^{i\omega T}. \tag{B4}
\]

This integration is done by means of residue integration [64], where the contour is closed in the upper half plain, enclosing the pole at $\omega_0 = -\sqrt{\epsilon_k^2 - i\delta}$. Finally, after performing the limit $\delta \to 0$, the Green’s function is given by

\[
G_{kk}(\pm t + T, t) = \frac{1}{2} e^{-i\epsilon_k T} \left( 1 \mp \frac{\epsilon_k}{\epsilon_k} \right). \tag{B5}
\]

In the unequal momentum case, the calculation for $G_{kk,\pm \frac{1}{2}}(t + T, t)$ follows the same route as described above. Using the result for the Green’s function in the frequency domain (45) and the same argument for the combination $\oplus \epsilon_k$ as above, the Fourier transform is calculated from

\[
G_{k\pm \frac{1}{2}k}(t + T, t) = \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega \, \frac{1}{\epsilon_k^2 - \omega^2 - i\delta} e^{i\omega T}. \tag{B6}
\]

Again closing the contour in the upper half plain with the same pole as above, the residue integration gives

\[
G_{k\pm \frac{1}{2}k}(t + T, t) = -\frac{V \eta B \eta B}{2h} \frac{1}{\epsilon_k} e^{-i\epsilon_k T} \tag{B7}
\]

as stated in the main text.

**Appendix C: Chemical potentials within the perturbative treatment**

As discussed in the main text, the derivation of the energies of the different particle-number states are determined in second order perturbation theory. The resulting chemical potentials read as:
\[
\mu_0^+ = \frac{V}{2} + g_0(0) - 2J_B
\]
\[
\mu_1^+ = \frac{V}{2} - \frac{V}{2} + g_0(0) + 2J_B^2 \left( \frac{1}{V\eta^p_f + 2g_0(a) - 4g_1(a) + g_2(a)} - \frac{1}{V\eta^p_f + 4g_0(a) - 4g_1(a)} \right)
\]
\[
\mu_1^- = \frac{V}{2} + \frac{V}{2} \eta^p_f + g_0(0) - 2J_B^2 \left( \frac{1}{U + V\eta^p_f + 4g_0(a) - 4g_1(a)} \right)
\]
\[
\mu_1^- = \frac{V}{2} - g_0(0) + 2J_B - 4J^2_B \left( \frac{1}{U + 4g_0(0) - 4g_1(0)} - \frac{1}{U + 2g_0(0) - 4g_1(0) + g_2(0)} \right)
\]
\[
+ \sum_m \left[ \frac{1}{U + 2g_0(0) - 4g_1(0) + g_2(0)} \right]
\]
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