Bidirectional Sliding Window for Boundary Recognition of Pavement Construction Area Using GPS-RTK
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Abstract: Unmanned pavement construction is of great significance in China, and the primary issue to be solved is how to identify the boundaries of the Pavement Construction Area (PCA). In this paper, we present a simple yet effective method, named the Bidirectional Sliding Window (BSW) method, for PCA boundary recognition. We first collected the latitude and longitude coordinates of the four vertices of straight quadrilaterals using the Global Positioning System—Real Time Kinematic (GPS-RTK) measurement principle for precise single-point positioning, analyzed single-point positioning accuracy, and determined the measurement error distribution models. Next, we took points at equal intervals along one straight line segment and two curved line segments with curvature radii of 70 m to 300 m, for simulation experiments. BSW was adopted to recognize the Possible Irrelevant Points (PIP) and Relevant Points (RP), which were used to identify PCA boundaries. Experiments show that when the proposed BSW algorithm is used and the single-point positioning accuracy is at the centimeter level, PCA boundary recognition for straight polygons reaches single-point positioning accuracy, and that for curved polygons reaches decimeter-level accuracy.
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1. Introduction

In the field of robotic navigation, the road boundary recognition is mainly achieved using vision-based passive sensors [1,2] and lidar-based active sensors [3–5]. Vision-based sensors generally recognize road boundaries based on the physical and geometric characteristics of the roads, and lidar sensors generally determine the characteristics according to road boundary point cloud data to identify road boundaries. The literature shows that the fusion of the two algorithms can achieve a certain accuracy. However, the unconstructed road surface cannot provide sufficient physical, geometric features or point cloud data for identification by vision-based and lidar-based sensors.

Identification of the road boundary is also critical in the field of geographic information and plays a vital role in mapping, public management and road data updates. Many documents propose using GPS trajectories to extract and update road data, which generally involves using clustering [6–8], kernel density estimation [9,10], trajectory merging [11,12] and geometric modelling [13,14]. However, these methods extract road boundaries by analyzing and processing a large number of GPS trajectories, which are generally of meter-level accuracy [15]. According to actual construction requirements, the length of Pavement Construction Area (PCA) boundaries is generally only about 50 m and the width is only 10 to 20 m, but the positioning needs to be accurate to 1 decimeter. In addition, three types
of construction joint—including stepped seams, miter seams and flat seams—are generally adopted during road construction, and both sides of the road may be straight or curved [16]. Figure 1 shows these six cases respectively.
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**Figure 1.** Three types of straight polygon construction joints: (a) Stepped seams; (b) Miter seams; (c) Flat seams, and three types of curved polygon construction joints: (d) Stepped seams; (e) Miter seams; (f) Flat seams.

To meet the needs of unmanned pavement construction, we generally design several paths parallel to one side of the road and the articulated road roller is required to track these planned paths in turn, as shown in Figure 2. Therefore, the designed construction boundaries, marked by the red curves in Figure 2, should accord with the curvature radius of the road. In general, the curvature radius of the road is 60 to 300 m. In this work, a curvature radius of 70 to 300 m was set for simulation experiments.
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**Figure 2.** The articulated road roller tracks the planned paths in sequence form ① to ⑧, where ①, ④ and ⑦ indicate that the roller is moving forward; ②, ⑤ and ⑧ indicate that the roller is driving in reverse; and ③ and ⑥ indicate that the roller is turning to the next path.
2. Boundary Recognition of Pavement Construction Area Using Global Positioning System—Real Time Kinematic (GPS-RTK)

In this section, GPS-RTK positioning technology is firstly introduced. Then, we describe how the latitude and longitude WGS-84 coordinate system data were extracted and converted into Gaussian plane coordinate format. Next, we describe how BSW was used to identify the Possible Irrelevant Points (PIP), and finally, we show how curve fitting with Relevant Points (RP) was applied to recognize the boundaries of the PCA. A flowchart describing PCA boundary recognition is shown in Figure 3.

![Figure 3](image-url)

**Figure 3.** Flowchart of Pavement Construction Area (PCA) boundary recognition.

2.1. GPS-RTK Positioning Technology

GPS provides single-point ten-meter-level positioning accuracy, and in order to obtain higher positioning accuracy, we usually use Differential GPS (DGPS) technology. This includes pseudorange differential positioning technology with decimeter-level positioning accuracy and RTK positioning technology with centimeter-level accuracy. The principle of these two different DGPS technologies is the same, that is, the base station determines errors in spatial correlation, the transmitting station broadcasts the error information and the mobile station receives both the GPS signal and the error information, based on which it quickly performs error correction. GPS-RTK was adopted for the work described in this paper, by which the carrier phase collected by the base station can be sent to the mobile station for precise single-point positioning.

2.2. WGS-84 Coordinate System to Gaussian Plane Coordinate System

To establish the relationship between the WGS-84 coordinate system (L,B) and the Gaussian plane coordinate system (x,y), the difference \( l \) between geodetic longitude \( L \) and central meridian longitude \( L_0 \), and isometric latitude \( q = \int_0^B \frac{M}{N \cos B} dB \) are introduced, and the relationship between \((l,q)\) and \((x,y)\) are established; that is:

\[
\begin{align*}
x &= x(l, q) = m_0 + m_1 l^2 + m_4 l^4 + \ldots \\
y &= y(l, q) = m_1 l + m_3 l^3 + m_5 l^5 + \ldots
\end{align*}
\]

where \( M = a(1 - e^2)/(1 - e^2 \sin^2 B)^{3/2} \) is the radius of curvature in the meridian and \( N = a/(1 - e^2 \sin^2 B)^{1/2} \) is the radius of curvature in the prime vertical, where \( a = 6399698.9018 \) is the radius of the ellipsoid’s major axis and \( e^2 = 0.0066943799013 \) is the first eccentricity of the ellipsoid. The Gaussian projection satisfies the Cauchy–Riemann condition, as shown in Equation (2).

\[
\frac{\partial x}{\partial q} = \frac{\partial y}{\partial l} = \frac{\partial y}{\partial q} = \frac{\partial x}{\partial l}
\]

(2)

Since the Gaussian projection does not change the length of the central meridian, the following equation exists:

\[
x = m_0 = X
\]

(3)
where \( X = 6367558.49686 \times B / 57.29577951308 \) is the meridian arc length from equator to geodetic latitude \( B \). The relationship between the WGS-84 coordinate system \((L,B)\) and the Gaussian plane coordinate system \((x,y)\) can be inferred from Equations (1)–(3), as shown in Equation (4):

\[
x = X + \frac{Nt}{2} \cos^{2} B \eta^{2} + \frac{Nt}{24} \cos^{4} B (5 - \eta^{2} + 9 \eta^{4} + 4 \eta^{6}) \eta^{4} + \frac{Nt}{720} \cos^{6} B (61 - 58 \eta^{2} + \eta^{4}) \eta^{6} \\
y = N \cos B l + \frac{N}{6} \cos^{3} B (1 - \eta^{2} + \eta^{4}) \eta^{3} + \frac{N}{120} \cos^{5} B (5 - 18 \eta^{2} + \eta^{4} + 14 \eta^{6} - 58 \eta^{2} \eta^{4}) \eta^{5}
\]

where \( t = \tan B, \eta^{2} = e'^{2} \cos^{2} B \) and \( e'^{2} = 0.00673949674227 \) is the second eccentricity of the ellipsoid.

2.3. PCA Boundary Recognition with BSW

Sliding Window (SW) is a transmission control technology applied in the TCP (Transmission Control Protocol) and this algorithm only pays attention to the information in the window at each moment. As shown in Figure 4, the gray curve is the PCA boundary to be fitted. The SW with a window size of three to detect RP is indicated by the blue dotted boxes, and the red and black circles are the PIP and RP detected by the BSW algorithm, respectively.

![Sliding Window (SW) with a window size of three to detect Relevant Points (RPs).](image)

Figure 4. Sliding Window (SW) with a window size of three to detect Relevant Points (RPs).

Differently from the traditional SW algorithm, the proposed BSW algorithm selects the PIP by using the Sliding Window Clockwise (SWC) once and the Sliding Window Anticlockwise (SWA) once. As shown in Algorithm 1, the SWC and SWA flags are set to determine the proper window width and select PIP, and the RP data set is the DBD (abbreviation for DoubleBoundaryData mentioned in Algorithm 1) data set minus the PIP. In this paper, we call the proposed algorithm BSW due to the implementation of the SWC and SWA.
Algorithm 1: Boundary Recognition with BSW

Input: Window Width
Output: Fitting Error, Window Width

Design a curved quadrilateral as shown in Figure 1f that meets the curvature constraints of the articulated road roller. Sample the curved quadrilateral and add the GPS-RTK measurement error distribution to simulate the acquired boundary data. To avoid data overflow in the experiment, double the boundary data and define variable Double Boundary Data as DBD.

SWC ← 0, SWA ← 0, PIP ← Ø, RP ← Ø,

While SWC == 0 do
    | PIPc ← Ø
    | for k ← 1 to K do
    |   | CoFc ← Sliding Window C(DBD, Window Width, k)
    |   | if CoFc > 1 or CoFc <= 0 then
    |   | L Window Width ← Window Width + 1, break
    |   | if CoFc < Thresholdc and CoFc > 0 then
    |   | L PIPc ← PIPc ∪ {DBD.k}
    |   | Extract the set of more than two consecutive PIPc and mark them as C.a, C.b, ... ∈ C
    | | if k == K and length(C) == 2 then
    | | L L L SWC ← 1
    | While SWA == 0 do
    | | PIPs ← Ø
    | | for k ← 2K to K + 1 do
    | | | CoFs ← Sliding Window A(DBD, Window Width, k)
    | | | if CoFs > 1 or CoFs <= 0 then
    | | | L Window Width ← Window Width + 1, break
    | | | if CoFs < Thresholds and CoFs > 0 then
    | | | L PIPs ← PIPs ∪ {DBD.k}
    | | | Extract the set of more than two consecutive PIPs and mark them as A.a, A.b, ... ∈ A
    | | | if k == K + 1 and length(A) == 2 then
    | | | L L L SWA ← 1
    | | PIP ← PIPc ∪ PIPs
    | | RP ← DBD \ PIP
    | | Fitting Error ← Boundary Recognition(RP)

3. Experiments

3.1. Experimental Platform

The experimental platform is shown in Figure 5 and it consisted of a base station, a transmitting station and a mobile station. The base station comprised a GPS antenna and a receiver, which was used to obtain spatial correlation error information, to be used by the mobile station to correct its observations. The transmitting station, composed of a broadcast station and a broadcast antenna, broadcasted the acquired error information. The mobile station received the GPS signal and the error information broadcast by the transmitting station, and used them to quickly perform error correction and improve single-point positioning accuracy. In this experiment, the carrier phase collected by the base station was sent to the mobile station for precise positioning. This technology is called Real-Time Kinematic (RTK), and it can achieve single-point centimeter-level positioning accuracy. In the field experiments, in order for good single-point positioning accuracy to be obtained, the base station needed to be free of obstruction in the space above the 10° elevation mask angle and it was necessary that there were no strong electromagnetic radiation sources nearby. The mobile station could not be too far away from the base station. In this experiment, the distance between the mobile station and the base station was less than 500 m.
3.2. Single-Point Positioning Accuracy and the Measurement Error Distribution Model

In order to recognize the quadrilateral PCA boundary with the proposed BSW algorithm in simulation, we needed to evaluate single-point positioning accuracy and determine the measurement error distribution model in the field experiments.

3.2.1. Single-Point Positioning Accuracy

We collected 20~40 data at each vertex of pavement construction area 1 in Figure 1b. To enable the intuitive understanding of positioning accuracy, coordinate error of four vertices, shown in Figure 6a(38 data), 6b(30 data), 6c(29 data), 6d(23 data) respectively, were plotted at the meter scale in Gaussian plane format, where the average value of each vertex coordinate was taken as the true value around which the error distribution was calculated. In this way, we could determine whether the non-vertex coordinates were artificially collected by mistake. Table 1 shows the covariance of the four vertices, and their values tend to zero, which means that the latitude and longitude of the four vertex coordinates are independent, and that the manually collected data could be further analyzed.

Figure 5. (a) Base station and transmitting station; (b) Mobile station.
To further calculate the true values and confidence intervals for vertex coordinates, four vertices of the coordinates were plotted according to the double vertical axis system, as shown in Figure 7a–d, respectively. The horizontal axis represents the number of GPS data collected, the left vertical axis represents the x-axis of the Gaussian plane coordinate system in meters and the right vertical axis represents the y-axis of the Gaussian plane coordinate system in meters.

Figure 6. Coordinate error of four vertices (38 data(a), 30 data(b), 29 data(c) and 23 data(d)).

Table 1. Covariance between abscissa and ordinates of the Gaussian plane coordinate system.

| Cov(X1,Y1) | X1          | Y1          | Cov(X2,Y2) | X2          | Y2          |
|------------|-------------|-------------|------------|-------------|-------------|
| X1         | 2.93 \times 10^{-6} | 1.71 \times 10^{-7} | X2         | 9.65 \times 10^{-7} | 2.81 \times 10^{-7} |
| Y1         | 1.71 \times 10^{-7} | 1.04 \times 10^{-6} | Y2         | 2.81 \times 10^{-7} | 4.97 \times 10^{-7} |
| Cov(X3,Y3) | X3          | Y3          | Cov(X4,Y4) | X4          | Y4          |
| X3         | 1.86 \times 10^{-6} | 8.94 \times 10^{-7} | X4         | 9.18 \times 10^{-7} | 5.59 \times 10^{-7} |
| Y3         | 8.94 \times 10^{-7} | 1.30 \times 10^{-6} | Y4         | 5.59 \times 10^{-7} | 1.72 \times 10^{-6} |
To ensure that the experimental equipment was kept in good condition during data acquisition, the T-test was adopted to determine whether the collected data met the single-point positioning accuracy requirements. As shown in Table 2, the error of coordinate parameters was no more than 0.01 m at the 95% confidence interval. Therefore, the vertex coordinates in the Gaussian plane coordinate system can be finally determined, which are (0.57,0.97), (2.09,−15.93), (6.34,−16.92) and (4.40,1.53) respectively.

Table 2. Value range of coordinate parameters at the 95% confidence interval.

| Coordinate Parameter | Value Range/m   | Coordinate Parameter | Value Range/m   |
|----------------------|----------------|----------------------|----------------|
| X1                   | (0.5717,0.5728)| Y1                   | (0.9659,0.9666)|
| X2                   | (2.0927,2.0934)| Y2                   | (−15.9304,−15.9299)|
| X3                   | (6.3364,6.3374)| Y3                   | (−16.9209,−16.9201)|
| X4                   | (4.4021,4.4029)| Y4                   | (1.5304,1.5315)|

3.2.2. The GPS-RTK Measurement Error Distribution Model

To analyze the measurement error distribution model, we collected the GPS-RTK measurement errors of four vertex coordinates in the Gaussian plane coordinate system, as shown in Figure 8.
3.3. Recognition of Pavement Construction Area Boundary

The six types of polygon construction joints shown in Figure 1 can be divided into straight polygons (Figure 1a–c) and curved polygons (Figure 1d–f). This section introduces the method of identifying polygon boundaries from these two perspectives.

The Lilliefors test can check whether the sample data come from a normally distributed population. It is specifically implemented as follows: when the population mean and variance are unknown, they are replaced with the sample mean and variance, and then the Kolmogorov–Smirnov test is performed. In Matlab, the lillietest function can directly perform the Lilliefors test on the input vector, which was used to test the GPS-RTK measurement error, at the 0.05 significance level. The experimental results show that the data conform to a normal distribution, and their histogram and normal distribution curve are shown in Figure 9. The mean value of the random variable is $-1.1 \times 10^{-10}$, and the variance of the random variable is $1.41 \times 10^{-6}$.

![Histogram and normal distribution curve of the GPS-RTK measurement error.](image)

**Figure 8.** Global Positioning System—Real Time Kinematic (GPS-RTK) measurement error in the Gaussian plane coordinate system.

**Figure 9.** Histogram and normal distribution curve of the GPS-RTK measurement error.

3.3. Recognition of Pavement Construction Area Boundary

The six types of polygon construction joints shown in Figure 1 can be divided into straight polygons (Figure 1a–c) and curved polygons (Figure 1d–f). This section introduces the method of identifying polygon boundaries from these two perspectives.
3.3.1. Recognition of Straight Polygon Pavement Construction Area Boundary

Three types of straight polygons PCA boundary shown in Figure 1a–c are all composed of straight line segments, so the recognition of the straight polygon PCA boundary can be regarded as identifying a straight line segment in the PCA boundary. Taking Figure 1b as an example, the GPS-RTK measurement errors mentioned in Section 3.2 were added and the proposed BSW was used for boundary recognition. As shown in Figure 10a, as long as there are more than two RP, the fitted function can be obtained regardless of the window size, and the accuracy of boundary recognition is high in terms of single-point positioning, as shown in Figure 10b.

![Figure 10](image)

**Figure 10.** (a) Recognition of the straight polygon PCA boundary; (b) Bias between the acquired data and corresponding point data on the fitted function.

3.3.2. Recognition of Curved Polygon Pavement Construction Area Boundary

The three types of curved polygons PCA boundary shown in Figure 1d–f are all composed of straight line segments and curved line segments, and the method of identifying straight line segments was explained in Section 3.3.1. Identifying a curved line segment in the PCA boundary enables the recognition of that boundary. We designed two curves along the road with curvature radii of 70 to 300 m as mentioned in Section 1 and then added the GPS-RTK measurement errors as mentioned in Section 3.2. Then, we sampled the two curves to simulate the data acquired by GPS-RTK, as shown in Figure 11.

![Figure 11](image)

**Figure 11.** Curved polygon PCA boundary to be recognized.
Figure 12 shows the PIP detected by the BSW algorithm and the fitting error across 10 experiments with window widths of 10, 13 and 15 respectively. Figure 12a,d,g show PIP detection and curve fitting. Specifically, blue dots indicate the obtained data, black stars and blue circles represent PIP detected by SWC and SWA respectively, and the red curve is the fitted curve. Figure 12b,e,h and Figure 12c,f,i indicate the deviation between the data points on the two curves to be fitted and the actual deviation under different window sizes. From Figure 12, it can be seen that the larger the window size, the more PIP, and the larger the error of the fitted curve on both sides. Therefore, the size of the sliding window should be set as narrow as is possible whilst allowing the algorithm to effectively detect the PIP.

![Figure 12](image)

Figure 12. Curved quadrilaterals PCA boundaries under different window sizes. PIP detection with window widths of 10 (a), 13 (d), 15 (g), respectively; deviation of boundary_1 under 10 experiments with window widths of 10 (b), 13 (e), 15 (h), respectively; and deviation of boundary_2 under 10 experiments with window widths of 10 (c), 13 (f), 15 (i), respectively.

However, when the window was too small, the algorithm could recognize some of the PIP, as is shown in Figure 13a. Figure 13b shows the determination coefficient of the sliding window at each point and we can see that the small amplitude fluctuation of the determination coefficients greatly affected PIP identification; that is, PIP was extremely sensitive to fluctuations in the determination coefficients, which must be avoided. Therefore, it is extremely important to set the SW at an appropriate width.
Figure 13. PIP detection with window width of 3; (a) Effects on PIP detection; (b) Determination coefficient of the sliding window at each point and the set threshold 0.85 (red), 0.9 (black), 0.95 (green).

We used Algorithm 1, mentioned above, for experimental verification, as shown in Figure 14a,b. Although there were some misdetected PIP, PIP detection was no longer sensitive to fluctuations of determination coefficients. Due to the randomness of the measurement error, we conducted 50 experiments and plotted the bias between the acquired data and the fitted data. As shown in Figure 14c,d, the RP fitting effect over the middle section of the curve was good, almost reaching GPS-RTK single-point positioning accuracy; the PIP fitting effect of the two sides of the curve was slightly worse, but accuracy was at worst to the 0.1 m level.

Figure 14. PIP detection (a); determination coefficient of the sliding window at each point and the set threshold 0.85 (red), 0.9 (black), 0.95 (green) (b); and bias between the acquired data and corresponding point data on the curve (c,d).
3.4. Discussion of Results

This part discusses the results mentioned in the first three parts of this section. In the first part, we gave a brief introduction to the experimental platform. In the second part, we described the collection of the latitude and longitude coordinates of the four vertices of the straight quadrilateral PCA boundary, the analysis of the single-point positioning accuracy and the determination of the GPS-RTK measurement error distribution model. In the third part, we described how we took points at equal intervals across one straight line segment and two curved line segments with curvature radii of 70 to 300 m for simulation experiments, explored the effect of window width and determination coefficient on the experiments, and finally achieved good experimental results by the proposed BSW algorithm in both straight and curved polygons.

4. Conclusions

The mainstream boundary recognition algorithms are generally based on the physical and geometric characteristics of roads, or the processing of a large number of GPS trajectories. Differently from these existing algorithms, the work reported in this paper focused on solving the problem of identifying PCA boundaries without any physical and geometric characteristics or large amounts of GPS data. To this end, we proposed the BSW method for PCA boundary recognition, using GPS-RTK. Our simulation experiments showed that when the proposed BSW algorithm was used and the single-point positioning accuracy was at the centimeter level, PCA boundary recognition for straight polygons reached single-point positioning accuracy, and PCA boundary recognition for curved polygons reached decimeter-level accuracy.

In future research, we will use GPS equipment to obtain pavement construction boundary data, adopt the algorithm proposed in this paper to find the pavement construction boundary function, and plan the paths that the articulated road roller should track.
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