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Abstract
We extend the framework of general boundary quantum field theory (GBQFT) to achieve a fully local description of realistic quantum field theories. This requires the quantization of non-Kähler polarizations which occur generically on timelike hypersurfaces in Lorentzian spacetimes as has been shown recently. We achieve this in two ways: On the one hand we replace Hilbert space states by observables localized on hypersurfaces, in the spirit of algebraic quantum field theory. On the other hand we apply the GNS construction to twisted star-structures to obtain Hilbert spaces, motivated by the notion of reflection positivity of the Euclidean approach to quantum field theory. As one consequence, the well-known representation of a vacuum state in terms of a sea of particle pairs in the Hilbert space of another vacuum admits a vast generalization to non-Kähler vacua, particularly relevant on timelike hypersurfaces.
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1 Introduction

1.1 The S-matrix

The central construction on which the impressive predictive power of quantum field theory rests is the S-matrix. From this, collision cross sections may be directly calculated. The S-matrix arises as an asymptotic transition amplitude. We briefly recall this in the following using a convenient language and notation. We refer the reader to standard text books such as [1].

Consider a quantum process between an initial time \( t_1 \) and a final time \( t_2 \). Let \( \mathcal{H} \) be the Hilbert space of states of the system. Denote by \( U_{[t_1,t_2]} : \mathcal{H} \to \mathcal{H} \) the unitary time-evolution operator. The transition amplitude between an initial state \( \psi_1 \in \mathcal{H} \) and a final state \( \psi_2 \in \mathcal{H} \) may be represented via the Feynman path integral as\(^1\)

\[
\langle \psi_2, U_{[t_1,t_2]} \psi_1 \rangle = \int_{K_{[t_1,t_2]}} D\phi \psi_1(\phi|t_1) \overline{\psi_2(\phi|t_2)} \exp \left( iS_{[t_1,t_2]}(\phi) \right). \tag{1}
\]

Here, the integral is over field configurations \( \phi \in K_{[t_1,t_2]} \) in the spacetime region spanned by the time interval \([t_1, t_2]\). Field configurations restricted to the initial and final time are represented

\(^1\)For convenience, we use a notation that suggests a scalar field. However, where not explicitly indicated otherwise, our considerations apply to any type of bosonic field.
by $\phi|_{t_1}$ and $\phi|_{t_2}$ respectively. As factors in the integrand appear the Schrödinger wave functions of the initial and the final state. The action in the same spacetime region is denoted by $S_{[t_1,t_2]}$. The predictive content of the transition amplitude lies in providing the probability $P(\psi_2|\psi_1)$ for measuring the final state $\psi_2$ (as opposed to an orthogonal state), given the initial state $\psi_1$ was prepared. This is the modulus square of the transition amplitude,

$$P(\psi_2|\psi_1) = |\langle \psi_2, U_{[t_1,t_2]}\psi_1 \rangle|^2.$$  

(2)

We can think of the transition amplitude as encoding the physics in the spacetime region $[t_1,t_2] \times \mathbb{R}^3$, as illustrated in Figure 1.

If the field theory in question is free, i.e. has a linear phase space, the Hilbert space $\mathcal{H}$ is easily constructed as a Fock space. Also, the action $S$ is then quadratic and the path integral (1) can be computed in a straightforward manner. Physically realistic quantum field theories (such as those of the Standard Model) are non-linear, however. With few exceptions, they can at present only be handled perturbatively. To this end, the action $S = S_0 + S_{\text{int}}$ is split into a free part $S_0$ that is quadratic, and an interacting part $S_{\text{int}}$. We then make the assumption that at very early and very late times in a collision experiment the particles behave as free particles and are in these regimes well described by the linear theory with action $S_0$. In the linear theory the Hilbert space $\mathcal{H}$ of states is a Fock space, and we have a good understanding of how its states encode asymptotic particle configurations. The S-matrix is then a unitary operator from an initial copy of the Hilbert space to a final copy of this Hilbert space, encoding interactions that are idealized to only happen at intermediate times (by switching on $S_{\text{int}}$).

In spite of their empirical success, the perturbative methods of quantum field theory have serious limitations. They work only in certain regimes, while in general the perturbation expansion does not converge. For example, the understanding of the proton as a bound state of quarks and gluons is beyond their reach. At the same time these methods do only partially generalize from Minkowski space.

---

2While ubiquitous in non-relativistic quantum mechanics, the Schrödinger representation is not commonly used in quantum field theory. But see for example [2]. For a rigorous definition in the linear case see [3].

3There are alternative methods that work better for bound state systems, such as lattice gauge theory. However, this approach is also approximate and has its own limitations.
space to general curved spacetime and have essentially nothing to say in a regime where quantum properties of gravity would become important.\footnote{Significant perturbative inroads into quantum gravity can be made using effective field theory \cite{4}.}

1.2 Topological quantum field theory (TQFT)

One of the obstacles to making quantum field theory non-perturbatively well-defined lies in the notorious problem of making mathematical sense of the path integral \cite{1}. However, examining the empirically successful methods of perturbative quantum field theory one realizes that what is used is not an actual measure on some measurable space of configurations, but rather certain properties that such a measure, if it existed, would induce in transition amplitudes and related objects. This suggests that instead of postulating the existence of such a measure we should directly axiomatize the relevant properties. One of the most fundamental properties of the path integral is its composition property. In Feynman’s original non-relativistic setting \cite{5} this is simply the analogue of the evolution operator composition identity \( U_{[t_1,t_3]} = U_{[t_2,t_3]} \circ U_{[t_1,t_2]} \) for times \( t_1 < t_2 < t_3 \). In terms of transition amplitudes, let \( \{ \zeta_k \}_{k \in I} \) be an orthogonal basis of the Hilbert space \( \mathcal{H} \), so we have,

\[
\langle \psi_3, U_{[t_1,t_3]} \psi_1 \rangle = \sum_{k \in I} \langle \psi_3, U_{[t_2,t_3]} \zeta_k \rangle \langle \zeta_k, U_{[t_1,t_2]} \psi_1 \rangle. \tag{3}
\]

This is illustrated in Figure 2. In terms of the path integral \cite{1}, this means that the integrals on the right-hand side over the configuration spaces \( K_{[t_1,t_2]} \) and \( K_{[t_2,t_3]} \) are “glued together” to an integral over the joint configuration space \( K_{[t_1,t_3]} \). While this temporal composition property holds in the non-relativistic as in the relativistic setting, the equal footing of space and time in the latter suggests a vast generalization.

Figure 2: Temporal composition of transition amplitudes.
At the end of the 1980s work of Edward Witten on understanding aspects of geometry and topology through quantum field theoretic methods (the path integral in particular) and vice versa was picked up by mathematicians, notably Graeme Segal and Michael Atiyah. The latter extracted from this an axiomatic system known as *topological quantum field theory (TQFT)* [6,7]. This realizes precisely an axiomatic implementation of the composition property of the path integral, without mention of any actual path integral or measure. Concretely, fix a dimension $n$ of “spacetime”. The basic objects encoding spacetime are (usually just topological) cobordisms of dimension $n$ and their boundary components. A *cobordism* is a manifold $M$ of dimension $n$ with a boundary $\partial M$ presented as the disjoint union of an “incoming” and an “outgoing” closed manifold of dimension $n - 1$, $\partial M = \partial M_{\text{in}} \sqcup \partial M_{\text{out}}$. These cobordisms are the analogues of the time-interval regions considered previously in the context of transition amplitudes. Now to each closed manifold $\Sigma$ of dimension $n - 1$ we associate a complex Hilbert (or perhaps just vector) space $H_\Sigma$ of “states”. In the special case that $\Sigma$ is the empty set the associated space is the one-dimensional (Hilbert) space $\mathbb{C}$. We should think of $\Sigma$ as analogous to an equal-time hypersurface with associated copy of the Hilbert space $\mathcal{H}$. When a closed $n - 1$ manifold $\Sigma$ decomposes into a disjoint union $\Sigma = \Sigma_1 \sqcup \Sigma_2$, the associated state space decomposes into a corresponding tensor product, $H_\Sigma = H_{\Sigma_1} \otimes H_{\Sigma_2}$. This is the analogue of the usual rule for combining independent systems in quantum theory via the tensor product. To each cobordism $M$ with boundary $\partial M = \partial M_{\text{in}} \sqcup \partial M_{\text{out}}$ we associate a linear map (that is required to be unitary in the Hilbert space setting) $U_M : \mathcal{H}_{\partial M_{\text{in}}} \to \mathcal{H}_{\partial M_{\text{out}}}$. Finally, suppose two cobordisms $M, N$ can be concatenated, i.e., glued to a single cobordism $M \cup N$ by identifying $\partial M_{\text{out}}$ with $\partial N_{\text{in}}$, see Figure 3. Then, the associated linear maps compose as $U_{M \cup N} = U_N \circ U_M$. This is the *composition property* motivated from the path integral.[5]

---

[5] An attentive reader might complain that this composition axiom is also analogous to the simple temporal...
Topological quantum field theory and related developments have been extremely fruitful for mathematics, leading to a revolution of algebraic topology and low dimensional topology, while also involving the areas of knot theory, operator algebras, monoidal category theory and quantum groups to name a few, see e.g. [8]. However, the theories typically described by TQFTs involve “spacetimes” that are topological manifolds with non-trivial topology while admitting only finitely many degrees of freedom. For realistic quantum field theories we need spacetime to carry a Lorentzian metric, and we crucially need the ability to deal with infinitely many degrees of freedom. On the other hand we are not much interested in non-trivial spacetime topologies, except to a very limited extend in black hole physics and in cosmology. The possibility of TQFT to work with spacetimes that do not carry a metric turns into an attractive feature, however, once we are interested in quantum gravity rather than quantum field theory. This has led to various suggestions that “quantum gravity should be a TQFT” [9, 10, 11].

### 1.3 General boundary quantum field theory (GBQFT)

Taking into account the properties of realistic quantum field theories, the success of textbook methods to extract physical predictions from them [12], and motivations from quantum gravity [13] lead to **general boundary quantum field theory (GBQFT)** [14] as a modern incarnation of this axiomatic program. (For a more comprehensive perspective, including from the foundations of quantum theory, see [15].) In contrast to (non-extended) TQFT, a much stronger version of the composition property of the path integral is axiomatized. This reflects the physical principle of **locality** as we shall explain. To implement this we drop the in-out structure of TQFT. At the same time we emphasize that all manifolds are **oriented**. While this is usually also required in TQFT, in the interest of simplicity we have omitted to mention this previously. Thus, the oriented $n$-manifolds representing pieces of spacetime, called **regions** in the following, are no longer presented as cobordisms. That is, the boundary $\partial M$ of a region $M$ is no longer equipped with a decomposition into an “incoming” and an “outgoing” part. As before, we associate to an oriented $n - 1$ manifold composition of evolution of the standard operator picture and does not necessarily require inspiration from the path integral. Indeed, it is only with the generalization to be discussed below that the path integral picture becomes compelling.

There are also **extended** versions of TQFT that also implement stronger composition axioms [16].
Figure 5: Illustration of spacetime locality. The physics in spacetime can be entirely reconstructed from the physics in regions, into which it may arbitrarily be decomposed.

\( \Sigma \), now called a **hypersurface**, a Hilbert space \( \mathcal{H}_\Sigma \) of “states”. However, we allow \( \Sigma \) to have a boundary, called **corner**. To a region \( M \) we associate a linear **amplitude** map \( \rho_M : \mathcal{H}_{\partial M} \to \mathbb{C} \). The **composition axiom** takes the following form. Let \( M \) and \( N \) be regions with boundaries decomposing as \( \partial M = \Sigma_M \cup \Sigma \) and \( \partial N = \Sigma \cup \Sigma_N \). Here, \( \Sigma \) denotes a copy of \( \Sigma \) with opposite orientation. We glue \( M \) and \( N \) together along \( \Sigma \), as illustrated in Figure 4. Then, the amplitude of the composite region satisfies,

\[
\rho_{M \cup N}(\psi_M \otimes \psi_N) = \sum_{k \in I} \rho_M(\psi_M \otimes \zeta_k) \rho_N(\iota_\Sigma(\zeta_k) \otimes \psi_N).
\]

The axiom (4) is the direct generalization of the axiom (3), justified in the same way from the (formal) properties of the path integral. Conceptually, as compared to the evolution picture or to the TQFT picture, we replace “locality in time” by the much stronger “locality in spacetime” (illustrated in Figure 5). The amplitude for a region completely encodes the possible physics in that region and any potential interaction with physics in adjacent regions. Moreover, no interaction can take place that is not mediated through adjacency (direct or indirect). This may be seen as a quantum analog of the powerful principle of locality in classical field theory, where any interaction must be mediated by a field traveling through spacetime and thus connecting the interacting systems.

Besides the restrictive in-out structure there is another crucial obstacle to making TQFT applicable to realistic QFT. That is the restriction to finitely many degrees of freedom. More precisely, the Hilbert (or vector) spaces in TQFT have to be finite-dimensional. To illustrate this, imagine a 2-dimensional TQFT. Associate a vector space \( V \) to the circle \( S^1 \). Consider a cylinder \( C \) as a cobordism from \( S^1 \) to \( S^3 \). In a topological setting there is no further structure and the associated linear map \( U_C : V \to V \) basically has to be the identity \( U_C = \text{id}_V \) (or a projector, but then we

---

7Technically this is as in TQFT if we set \( \partial M_{\text{in}} = \partial M \) and \( \partial M_{\text{out}} = \emptyset \).

8Since the orientations of \( \Sigma \) and \( \Sigma \) are induced from the orientations of \( M \) and \( N \) their opposite orientations ensure that the orientations of \( M \) and \( N \) match upon gluing.
may replace $V$ with a quotient) by self-composition. So if we glue the two ends of the cylinder together the associated map is just a complex number (as there is no boundary anymore) and this number is the trace of the identity, i.e., the dimension of $V$, $\text{tr}(U_C) = \text{tr}(\text{id}_V) = \dim V$. Now, if $V$ was infinite-dimensional this would make no sense, so we have to exclude this possibility. The way to get around this in GBQFT is to simply exclude certain (large) classes of manifolds and of gluings. From a physical point of view this is no loss. As already emphasized we are not interested in regions or whole spacetimes with non-trivial topologies, except possibly in very special cases. In this way we gain the ability to work with infinite-dimensional Hilbert spaces at the expense of losing some mathematically interesting (but unphysical) application of the formalism, such as constructing invariants of manifolds.

To model QFT we need manifolds equipped with a metric. In GBQFT manifolds are at least topological, but may carry any additional structure, depending on the theory to be modeled. (For example, for quantum gravity we might want merely topological or differentiable manifolds.) Of course the operations of gluing are required to be compatible with the additional structure. What is more, in general hypersurfaces are not really 1-codimensional manifolds, but rather germs of full-dimensional manifolds around 1-codimensional manifolds. Here, any additional structure on the manifolds also comes into play. Note that the possibility of the inclusion of additional structure is not at all special to GBQFT, but was already considered by Atiyah in his foundational article on TQFT [7]. However, the restriction to finitely many degrees of freedom in TQFT severely limits the role that this additional structure might play.

1.4 Predictions in GBQFT

It is not enough, for doing physics, to just propose some mathematical formalism. Only when the formalism is supplemented by prescriptions of how to extract predictions from it can it potentially serve to encode physics. In QFT the predictive power of the S-matrix rests on the simple probability rule (2) for the transition amplitude. TQFT on its own, being a purely mathematical framework, lacks any such prescription. In GBQFT on the other hand, the transition probability rule (2) is subject to a vast generalization. We recall here only the most basic version of this rule, originally proposed in [14]. Thus, let $M$ be a spacetime region and $\mathcal{H}_{\partial M}$ the Hilbert space of states associated to its boundary. The type of prediction we consider here concerns measurements that can be performed in principle at or near the boundary of $M$. This involves the specification of two types of ingredients: On the one hand this is what we “know” or “prepare”. On the other hand this is the “question” we want to ask. In the special case of a transition amplitude such as the S-matrix, we usually consider the knowledge to be encoded in an initially prepared state ($\psi_1$ in (2)), while the question is associated with the final state ($\psi_2$ in (2)).

In general, the “knowledge” or “preparation” is encoded in terms of a closed subspace $S \subseteq \mathcal{H}_{\partial M}$. We encode the “question” in another closed subspace $A \subseteq S \subseteq \mathcal{H}_{\partial M}$. (The subspace relation $A \subseteq S$ expresses the fact that when asking a question we take into account what we already know.) Let $P_A, P_S$ be the corresponding orthogonal projection operators. Note that they are positive operators satisfying the inequalities $0 \leq P_A \leq P_S$. The probability $P(A|S)$ for an affirmative answer is the quotient,

$$P(A|S) = \frac{\sum_{k \in I} |\rho_M(P_A \zeta_k)|^2}{\sum_{k \in I} |\rho_M(P_S \zeta_k)|^2} \quad (5)$$

Here $\{\zeta_k\}_{k \in I}$ is an orthonormal basis of $\mathcal{H}_{\partial M}$. For details, including how the probability rule (2) arises as a special case, we refer the reader to [14]. A deeper understanding of this rule and its
Figure 6: Spacetime illustration of scattering in a region given by a hypercylinder, i.e., a ball of radius $R$, extended over all of time. Incoming and outgoing particles (in yellow) cross the boundary of the hypercylinder, a sphere extended over all of time.

derivation from first principles can be found in [15]. The application of this probability rule in a particle scattering context, with particles coming in from and going out to spatial rather than temporal infinity was discussed for the first time in [17]. Consider a ball of radius $R$ in Minkowski space, extended over all of time, see Figure 6. We call this a hypercylinder $M$. A scattering process is described in terms of incoming and outgoing particles crossing the boundary $\partial M$. In the quantum theory, the Hilbert space of states $\mathcal{H}_{\partial M}$ contains both incoming and outgoing particles. The rule (5) then allows to predict for example what the probability for certain particles with certain quantum numbers is to go out given that certain other particles with certain other quantum numbers come in.

1.5 GBQFT and quantization

While the axioms of GBQFT concern purely the quantum theory, the path integral (1) is foremost meant as a quantization prescription. That is, it is meant to be used to construct a quantum theory starting from a classical field theory. The formal adaptation of the quantization formula (1) from a time-interval to a general region $M$ in GBQFT is straightforward,

$$\rho_M(\psi) = \int_{K_M} \mathcal{D}\phi\psi(\phi|_{\partial M}) \exp(iS(\phi)).$$ (6)

Here, the integral is over field configurations $\phi \in K_M$ in the region $M$, $S$ is the action in $M$, $\psi(\phi|_{\partial M})$ is the Schrödinger wave function of the state $\psi \in \mathcal{H}_{\partial M}$ evaluated on the restriction of the field configuration $\phi$ to the boundary of $M$. While a formula like this has heuristic value, it does not constitute a rigorous quantization scheme. Such a rigorous scheme was developed for linear bosonic field theory in [18] as we briefly lay out in the following.
To work in a manner independent of any particular choice of bosonic field theory or metric background, it is convenient to capture the relevant data of the classical theory in terms of an axiomatic system [18], see Appendix A (for a slightly generalized version). The data includes spaces $L_M$ of solutions of the equations of motion in spacetime regions $M$ and spaces $L_\Sigma$ of germs of such solutions on hypersurfaces $\Sigma$. The latter carry in addition a symplectic form $\omega_\Sigma : L_\Sigma \times L_\Sigma \rightarrow \mathbb{R}$ arising from a second variation of the Lagrangian. A symplectic form is a non-degenerate anti-symmetric bilinear map. The spaces $L_M$ and $L_\Sigma$ are real vector spaces since we work with linear field theory. These space are not sensitive to the orientation of the underlying region or hypersurface. However, the symplectic structure is, and changes sign under orientation reversal, i.e., $\omega_\Sigma = -\omega_\Sigma$. For a spacetime region $M$, the restriction of solutions to germs on the boundary $\partial M$ gives rise to a map $L_M \rightarrow L_{\partial M}$. We denote the image of this map by $L_{\tilde{M}} \subseteq L_{\partial M}$. We also assume this map to be surjective as well as injective\(^9\). Consequently, we frequently allow ourselves to notationally distinguish between an element $\phi \in L_M$ and its image $\tilde{\phi} \in L_{\tilde{M}}$ under this map. A central property of (well-behaved) Lagrangian field theory is that $L_{\tilde{M}}$ is a Lagrangian subspace of $L_{\partial M}$. This means that $L_{\tilde{M}}$ is isotropic, i.e.,

$$\omega_{\partial M}(\phi, \eta) = 0, \quad \forall \phi, \eta \in L_{\tilde{M}},$$

as well as coisotropic,

$$\omega_{\partial M}(\phi, \eta) = 0, \quad \forall \phi \in L_{\tilde{M}} \Rightarrow \eta \in L_{\tilde{M}}.$$ 

Quantization of field theory in curved spacetime involves the selection of a set of complex “positive frequency” modes [19]. Viewed on a spacelike hypersurface $\Sigma$, the germs of these modes form a complex subspace $L_\Sigma^\mathbb{C}$ of the space $L_\Sigma^\mathbb{R} = L_\Sigma \oplus iL_\Sigma$ of complexified germs of solutions on $\Sigma$. What is more, $L_\Sigma^\mathbb{C} \subseteq L_\Sigma^\mathbb{R}$ is a positive-definite Lagrangian subspace. That is, in addition to being a Lagrangian subspace, the inner product, given for $\phi, \eta \in L_\Sigma^\mathbb{C}$ by,

$$(\phi, \eta)_\Sigma := 4i\omega_\Sigma(\tilde{\phi}, \eta),$$

is positive-definite on $L_\Sigma^\mathbb{C}$. This makes $L_\Sigma^\mathbb{C}$ (possibly after completion) into a Hilbert space. The Fock space $\mathcal{H}_\Sigma$ over $L_\Sigma^\mathbb{C}$ is then the Hilbert space of states on $\Sigma$ of the quantum field theory. The choice of the subspace $L_\Sigma^\mathbb{C} \subseteq L_\Sigma^\mathbb{R}$ has the physical interpretation of a choice of vacuum. In this work we will frequently use the term polarization in order to refer to the choice of a Lagrangian subspace. More specifically, we refer to a polarization corresponding to a positive-definite Lagrangian subspace as a Kähler polarization. Note that a Lagrangian subspace of a real symplectic vector space, upon complexification, leads to a complex Lagrangian subspace of a complex symplectic vector space. We refer to this as a real polarization. The main example is that of solution spaces $L_{\tilde{M}} \subseteq L_{\partial M}$ in regions $M$ and their complexification, $L_{\tilde{M}}^\mathbb{C} \subseteq L_{\partial M}^\mathbb{C}$. The terminology of polarizations is inspired from geometric quantization, where it generalizes to non-linear theories [20].

In [18] a rigorous and (essentially) functorial quantization scheme was presented that outputs a GBQFT given a linear classical field theory as input. The input is in axiomatic form (see Appendix A) in the sense just laid out. In addition, the input includes a consistent choice of Kähler polarization for each hypersurface. As expected, when restricting to the context of time-intervals in globally hyperbolic spacetimes, the resulting quantization reproduces the well known text book results.

\(^9\)The injectivity condition can be relaxed at the cost of restricting allowed observables (see later sections). This does not affect boundary observables. We shall not further elaborate on this possibility.
1.6 Perturbation theory and LSZ reduction in standard QFT

While one might ultimately aspire at a non-perturbative construction of non-linear QFTs based on GBQFT, a more modest goal is to extend the powerful and empirically successful methods of standard QFT to GBQFT. We start by recalling how non-linear theories are handled by perturbation theory, going back to the path integral setting of Section 1.1. Consider an observable \( F : K_{[t_1,t_2]} \to \mathbb{C} \), i.e., a function on the field configuration space \( K_{[t_1,t_2]} \). Inserting this into the path integral \([1]\) we define the \((time-ordered)\) correlation function,

\[
\langle \psi_2 | T F | \psi_1 \rangle = \int_{K_{[t_1,t_2]}} D\phi \, \psi_1(\phi|_{t_1}) \overline{\psi_2(\phi|_{t_2})} F(\phi) \exp \left( i S_{[t_1,t_2]}(\phi) \right). \tag{10}
\]

In contrast to the notation \([1]\), here the time-evolution is implicit, suggesting a Heisenberg picture. This notation is similar to textbook notation, where \( T \) stands for “time ordering”. (The “ordering” aspect makes more sense when \( F \) is a product of field evaluations and the left-hand side is viewed as if it was a matrix element of a product of corresponding operators.) An important special case arises if the observable is a product of the field evaluated at spacetime points \( x_1, \ldots, x_n \)\(^{10}\)

\[
F(\phi) = \phi(x_1) \cdots \phi(x_n). \tag{11}
\]

Another important case is a Weyl observable. Thus, let \( D : K_{[t_1,t_2]} \to \mathbb{R} \) be a \textit{linear} observable. Then \( F(\phi) = \exp (i D(\phi)) \) is the corresponding Weyl observable. In particular, we might let \( D \) be defined by integration of the field in spacetime with a weight function \( j : [t_1,t_2] \times \mathbb{R}^3 \to \mathbb{R} \),

\[
D_j(\phi) = \int_{[t_1,t_2] \times \mathbb{R}^3} d^4 x \, \phi(x) j(x). \tag{12}
\]

The corresponding Weyl observable \( F_j(\phi) = \exp (i D_j(\phi)) \) is said to encode a source determined by \( j \). This terminology originates in the free theory as follows. The equations of motions are then homogeneous partial differential equations of the form \( \mathcal{D} \phi = 0 \), where \( \mathcal{D} \) is the corresponding differential operator. Replacing the action \( S \) with \( S + D_j \) leads to modified equations of motions which are precisely the inhomogeneous equations \( \mathcal{D} \phi = j \).

To do perturbation theory, recall that the action \( S = S_0 + S_{\text{int}} \) is split into a free part \( S_0 \) and an interacting part \( S_{\text{int}} \). We can now replace the action \( S \) in the path integral \([1]\) by the free action \( S_0 \) and encode the interacting part \( S_{\text{int}} \) instead through the observable \( F_{\text{int}}(\phi) = \exp (i S_{\text{int}}(\phi)) \). The term \( S_{\text{int}} \) depends on one (or several) \textit{coupling constant(s)}, in such a way that the observable \( F_{\text{int}} \) may be expanded as a power series in the coupling constant(s). The terms of this expansion are expressible as polynomial observables which are accessible to explicit evaluation. It is convenient, however, to proceed via Weyl observables encoding sources. We recall how this works with the simple example of a self-interacting scalar field. Thus, we take the interaction term to be given by,

\[
S_{\text{int}}(\phi) = \lambda \int d^4 x \, V(\phi(x)), \tag{13}
\]

where \( V \) plays the role of a potential. Then, the transition amplitude of the interacting theory may be written as,

\[
\sum_{n=0}^{\infty} \frac{1}{n!} \lambda^n \left( i \int d^4 x \, V \left( -i \frac{\delta}{\delta j(x)} \right) \right)^n \langle \psi_2 | T F_j | \psi_1 \rangle|_{j=0}. \tag{14}
\]

\(^{10}\)This explains better the terminology “correlation function”. Note also that in textbook QFT this terminology is often reserved for vacuum correlation functions, see below.
The terms of this expansion correspond to *Feynman diagrams* with \( V \) determining the vertices. Crucially, the correlation function \( \langle \psi_2 | \mathcal{T} | \psi_1 \rangle \) can be explicitly evaluated. What is more, it remains unchanged when we take the limit \( t_1 \to -\infty \) and \( t_2 \to \infty \), as long as we evolve the states \( \psi_1, \psi_2 \) as prescribed by the free theory. Recalling the previous discussion of the S-matrix, this provides the missing step of extending the interaction over all intermediate times. With this, the full spacetime integration indicated in (13) can be performed. To really make perturbative QFT work one also needs to implement *renormalization*, but this is beyond the scope of the present work, where we are only concerned with the basic structures.

A very important technique for making the S-matrix more accessible, and which has had a profound impact on the development of QFT is *LSZ reduction* [21]. What this achieves is a reformulation of the S-matrix in terms of correlation functions of the type (10), but with initial and final states taken to be the vacuum. Consequently, these are called *(time-ordered) vacuum correlation functions*. Sometimes they are also called *vacuum expectation values*, even though in general they do not correspond to expectation values of any measurement. We briefly recall the LSZ reduction formula for the case of a real scalar field in Minkowski space. The free theory here is the Klein-Gordon theory. With the differential operator \( D := \Box + m^2 \) the equations of motion are \( D \eta = 0 \).

We deal with momentum eigenstates labeled by 3-momenta \( p \in \mathbb{R}^3 \) and satisfying a normalization condition of the form,

\[
(p,q) = (2\pi)^3 2\pi \delta^3(p-q). \quad (15)
\]

We are interested in the S-matrix element corresponding to incoming particles with momenta \( q_1, \ldots, q_n \) and outgoing particles with momenta \( p_1, \ldots, p_m \). The reduction formula then takes the form, compare formula (5-28) in [1, page 207] (except for the renormalization constants),

\[
\langle p_1, \ldots, p_m | q_1, \ldots, q_n \rangle = \text{disconnected terms} + i^{n+m} \int d^4x_1 \cdots d^4x_n d^4y_1 \cdots d^4y_m \exp \left( i \sum_{l=1}^m p_l \cdot y_l - i \sum_{k=1}^n q_k \cdot x_k \right)
\]

\[
\cdot D_{x_1} \cdots D_{x_n} D_{y_1} \cdots D_{y_m} \langle 0 | \mathcal{T} \phi(x_1) \cdots \phi(x_n) \phi(y_1) \cdots \phi(y_m) | 0 \rangle. \quad (16)
\]

Here the notation \( D_x \) refers to the operator \( D \) as a differential operator with respect to the \( x \) coordinate. The “disconnected terms” encode the contributions where some of the particles do not participate in the scattering process. The ubiquity of LSZ reduction in QFT is such that it has generally been accepted that the physical content of a QFT is completely determined by its \( n \)-point functions, i.e., by its vacuum correlation functions of observables of the type (11). This has even led to an axiomatization of QFT based on \( n \)-point functions (although the non-time ordered variant) in the form of the famous Wightman axioms [22], forming the basis of the program of *constructive quantum field theory*.

### 1.7 GBQFT with observables

Including sources in GBQFT has allowed constructing amplitudes for regions that are not time-intervals (and thus beyond the means of standard QFT) also in interacting quantum theory, via perturbation theory. In particular, it was shown that the perturbative S-matrix is equivalent to an analogous amplitude with asymptotic free states at spatial rather than temporal infinity in Minkowski space [23, 24]. Concretely, rather than having initial and final states at early and late times (compare Figure 1), we have a state with incoming and outgoing particles at large spatial
distance from the center (compare Figure 6). Instead of taking initial and final times to infinity, the radius determining the distance is taken to infinity. An attractive feature of this setting is that crossing symmetry becomes manifest and can thus be seen as an inherent prediction, rather than a property emerging from additional assumptions as in standard QFT.

Subsequently, more general observables were included in GBQFT \cite{25}, motivated by the obvious generalization of the correlation function (10),

$$
\rho_M^F(\psi) = \int_{K_M} \mathcal{D}\phi \psi(\phi|_{\partial M}) F(\phi) \exp(iS(\phi)).
$$

As before, $M$ is a region, $F: K_M \rightarrow \mathbb{C}$ is the observable. This was developed into an extended axiomatic system for GBQFT (see Appendix B) and a corresponding rigorous and functorial quantization scheme with observables \cite{26}, see Section 3. With this we can deal in principle with perturbative interacting quantum field theory.

However, while mathematically consistent and convincing, this framework still suffers from serious shortcomings. As mentioned in Section 1.5, the construction of the Hilbert spaces of states on each hypersurface relies on a choice of Kähler polarization representing the vacuum. The problem with this is that the standard vacuum of QFT in Minkowski space on a non-spacelike hypersurface generically corresponds to a polarization that is not Kähler \cite{27}. With this, the standard quantization prescription to obtain a Hilbert space of states breaks down. This limits the description of interesting physics on timelike hypersurfaces. More concretely, consider again the example of the hypercylinder $M$ in Minkowski space, see Figure 6. Then, in massive Klein-Gordon theory the space of modes (germs of solutions) on the hypercylinder boundary $\partial M$ splits into two components, $L_{\partial M} = L_{\partial M}^p \oplus L_{\partial M}^e$. The first, $L_{\partial M}^p$ consists of the propagating oscillatory solutions. The second component, $L_{\partial M}^e$ is formed by the evanescent solutions that show an exponential behavior in the radial direction. The standard vacuum yields a Kähler polarization on the propagating modes in $L_{\partial M}^p$ and there is no problem in constructing the corresponding Hilbert space. However, on the evanescent modes in $L_{\partial M}^e$ the polarization is real \cite{27}. In the mentioned work \cite{23,24} on the S-matrix the problem of not being able to construct a Hilbert space for the evanescent modes was noted, but did not affect the result, because the modes are absent asymptotically due to their exponential decay. However, one may very well be interested in situations were measurements take place at finite (or even small) distances. A quantum theoretical description of evanescent modes then becomes a necessity. So far, this has been beyond the reach of the methods of quantum field theory.

In order to use the GBQFT framework for a truly local description of QFT we absolutely need to be able to decompose spacetime into regions that are “small” and certainly compact (recall Figure 5). But a compact region in Minkowski space has a boundary on which the polarization corresponding to the standard vacuum is generically not of Kähler type \cite{27}. If we want to describe physical processes in such a region with realistic boundary conditions, we need to be able to deal with non-Kähler polarizations.

A related problem arises even for spacelike hypersurfaces when we want to decompose them. Say we want to cut an equal-time hypersurface $\Sigma$ into two pieces $\Sigma_1$ and $\Sigma_2$ along a coordinate axis. The space of germs of solutions and the symplectic structure nicely decompose into a direct sum, $L_\Sigma = L_{\Sigma_1} \oplus L_{\Sigma_2}$ and $\omega = \omega_1 + \omega_2$ (as before we assume for simplicity the absence of gauge symmetries). However, the polarization $L_\Sigma^+ \subseteq L_\Sigma$ corresponding to the standard vacuum does not.

\footnote{This problem is already manifest in previous works such as \cite{28}, where it is addressed by excluding what are there called “unphysical modes.”}
That is, there are no Lagrangian subspaces $L^+_{\Sigma_1} \subseteq L^+_{\Sigma_2}$ and $L^+_{\Sigma_2} \subseteq L^+_{\Sigma_3}$ such that $L^+_{\Sigma_1} = L^+_{\Sigma_1} \oplus L^+_{\Sigma_2}$.

The reason is that $L^+_{\Sigma}$, being related to global properties of the solution space, is non-local on the hypersurface $\Sigma$, see also remarks at the end of Section 3.1. In a different guise this takes the form of the Reeh-Schlieder theorem [29]. In the fermionic case these problems can be partially solved by going to a mixed state formalism and at the same time selectively dropping the polarization information [30]. In the bosonic case one could use “auxiliary” Kähler polarizations at the price of a direct physical interpretation of the respective state spaces. We return to this example in Section 9.1.

1.8 The present work

With the present work we address the problem of quantization for non-Kähler polarizations as well as the problem of dealing with non-decomposable vacua. We do so by learning a lesson from algebraic quantum field theory (AQFT) [31], which is probably the furthest developed axiomatic approach to QFT to date, based on the axioms of Haag and Kastler [32]. The lesson is that Hilbert spaces (of states) are always tied to a specific choice of vacuum, and if we want to work in a way independent of such choices we should consider observables rather than states as primary objects. LSZ reduction can also be seen as pointing to the feasibility of doing so. As it turns out, we need observables localized on hypersurfaces to do that. These were introduced in [26], and we call them slice observables here, see Section 4. In contrast to AQFT, ordinary observables do not form algebras in GBQFT, because the composition of observables cannot be separated from the composition of underlying spacetime regions. But slice observables do form algebras, because the underlying slice regions auto-compose. This turns out to provide a point of contact with AQFT.

We start in Section 2 with elementary considerations of the path integral and correlation functions, highlighting a simple but powerful formula for the path integral that underlies much of the subsequent work. We proceed to review and further develop the framework of GBQFT with observables and Kähler polarizations [26] in Section 3. The notion of slice observable is elaborated in Section 4 first in a classical and then in a quantum setting. The role of slice observables in the Kähler quantization setting of Section 3 is elucidated in Section 5. In particular, we show how the Hilbert spaces of the Kähler quantization scheme are recovered via the application of the GNS construction to the algebra of slice observables, thus deepening the contact with AQFT.

We also establish a correspondence between slice observables and states on the boundary of spacetime regions. This correspondence emboldens us to do away completely with Hilbert space and focus instead on slice observables as primary objects. Consequently, we present in Section 6 a quantization scheme analogous to that of Section 3 but based entirely on observables rather than states. Crucially, it is much more general in that it does away with the restriction of polarizations to be of Kähler type. We have emphasized the significance of this in the previous section. Coherent states play a special role, here in the guise of Weyl slice observables. Composition can be accomplished in a surprising new way via a joint observable (Section 6.4), but also (as seen later) in the “old” way with a sum over a complete basis (Section 7.3). We also go considerably beyond [26] in another direction, generalizing further tools of textbook QFT to our setting. Crucially this includes the LSZ reduction formula (Section 6.7), but also “normal ordering” (Section 6.2), Wick’s theorem (Section 6.5), connected amplitudes (Section 6.6) etc.

While our results show that working without Hilbert spaces is fine in many situations, sometimes it is useful to have a concrete Hilbert space of states. In Section 7 we present a new quantization scheme for constructing Hilbert spaces even for non-Kähler polarizations. While for Kähler po-
larizations this just recovers the GNS construction of Section 5.2, for other polarizations this is accomplished by introducing a real structure that manifests as a modified $\ast$-structure of the corresponding Weyl algebra. This construction is motivated in part from the reflection positivity condition arising in Euclidean approach to constructive quantum field theory, as we explain in Section 8. Recall that a change of vacuum (as relevant in particular in curved spacetime QFT) gives rise to a (generally non-normalizable) state consisting of a “sea” of particle pairs representing one vacuum in the Hilbert space of the other vacuum [19]. We show in Sections 7.4 and 7.5 that this phenomenon generalizes to the novel non-Kähler vacua.

With its focus on development of the conceptual and mathematical framework, applications are outside the scope of the present paper. Nevertheless, we make an exception with Section 9, where we reexamine the question of the splitting of the Minkowski vacuum along partial hypersurfaces as well as the relation between Rindler and Minkowski vacuum in Rindler space. On the one hand this serves to confirm that well-established standard results are recovered with our methods. On the other hand a few new insights arise on the problems in question.

A key characteristic of our approach lies in the aim of reducing quantum (field) theory to its structural essence. Naturally, this results in a high degree of abstraction. On the one hand this means that making it work for any particular field theory requires additional effort in dealing with concrete partial differential equations, boundary value problems, topologies on solution spaces etc. On the other hand this means that the potential applicability of the framework is vast, including not only all kinds of scenarios involving curved spacetimes, but possibly even in contexts with theories living on manifolds without metric backgrounds, as one would expect in quantum gravity.

2 Correlation functions in generalized vacua

2.1 Path integral formula

In this section we introduce a formula for the vacuum correlation functions of observables in GBQFT that is central for the subsequent considerations in this work. We first recall the standard case of QFT in Minkowski space. The correlation function [10] for the case of initial and final vacuum states is customarily written as,

$$\langle 0 | T F | 0 \rangle = \int_{K} D\phi F(\phi) \exp (iS(\phi)).$$

(18)

The notation hides the fact that the path integral is evaluated with specific boundary conditions for the field configuration $\phi$ in the infinite past and future, encoding the vacuum. As mentioned in Section 1.4, the path integral can be explicitly evaluated if $F$ is a Weyl observable. Thus, let $D : K \to \mathbb{R}$ be a linear observable and set $F = \exp (iD)$. Now consider $S + D$ as a modified action. Let $\eta$ be the solution of the equations of motion for the modified action satisfying the standard boundary conditions. Recall that this means that $\eta$ is a “positive energy” solution in the far future and a “negative energy” solution in the distant past. Then,

$$\langle 0 | T F | 0 \rangle = \exp \left( \frac{i}{2} D(\eta) \right).$$

(19)
In the special case that $D = D_j$ is determined by a source $j$ via \[12\] we have,
\[
(0|TF|0) = \exp\left(\frac{i}{2} \int d^4 x \eta(x) j(x)\right) = \exp\left(\frac{i}{2} \int d^4 x d^4 y j(x) G_F(x, y) j(y)\right).
\tag{20}
\]
Here, $G_F$ is the Feynman propagator.

In GBQFT we consider the analogue of \[18\] for a general region $M$. We use a notation analogous to \[17\] to write the vacuum correlation function as,
\[
\rho^F_M(W^P) = \int_{K_M} D\phi F(\phi) \exp(iS(\phi)).
\tag{21}
\]
While this notation deliberately suggests that $W^P$ is a state and that $\rho^F_M$ is a function on the corresponding state space we do neither define such a state space nor such a map for the moment. Here, the boundary conditions are determined by a polarization $P$, i.e., a Lagrangian subspace $L^P_{\partial M} \subseteq L^C_{\partial M}$ of the complexified space of germs of solutions on the boundary $\partial M$ \[27\]. We make the choice of polarization explicit with our notation. Thus, we take $W^P$ to mean the vacuum determined by the polarization $P$. The standard QFT case is recovered by considering Minkowski space with the Kähler polarization of the standard vacuum (i.e., positive and negative energy solutions) at positive and negative temporal infinity. Here, in contrast, the polarization need not be Kähler and the term vacuum is to be understood in the corresponding generalized sense \[27\]. As a technical condition, the polarization has to be transversal to the real polarization $L^C_{\partial M}$ given by the complexified solutions on the boundary that come from interior solutions (recall Section 1.5). This means that the two subspaces satisfy $L^C_{\partial M} \oplus L^P_{\partial M} = L^C_{\partial M}$. Transversality is guaranteed if $L^P_{\partial M}$ is a Kähler polarization \[27\] Proposition B.11.

Consider a real linear observable $D$ in $M$, i.e., a linear map $D : K_M \to \mathbb{R}$. We may add such a linear observable to the action $S : K_M \to \mathbb{R}$ to obtain a modified action $S + D$. We denote the space of solutions in $M$ of the equations of motion for this modified action by $A^D_M$. For later use we note that the evaluation of the observable $D$ on any $\phi \in L_M$ is given by a very simple formula. To this end let $\eta$ be any element of $A^D_M$. Then, \[26\] equation (52) \[12\]
\[
D(\phi) = 2\omega_{\partial M}(\phi, \eta).
\tag{22}
\]
$A^D_M$ is an affine space, admitting translations by elements of $L_M$. Typically, the solutions for $S$ are homogeneous partial differential equations, while those for $S + D$ are associated inhomogeneous ones. Let $F = \exp(iD)$ be the corresponding Weyl observable. Consider the complexification $A^{D,\mathbb{C}}_M := A^D_M \oplus iL_M$ of the affine space $A^D_M$. The transversality condition ensures that there is exactly one complexified solution $\eta$ in the intersection $A^{D,\mathbb{C}}_M \cap L^P_{\partial M}$ \[13\]. The path integral \[21\] evaluates to \[27\],
\[
\rho^F_M(W^P) = \exp\left(\frac{i}{2} D(\eta)\right),
\tag{23}
\]
directly generalizing formula \[19\]. In fact, rather than further reasoning about the path integral, we shall treat formula \[23\] from here onwards as a definition (of the path integral).

---

\[12\] Note that we adopt the sign conventions for the symplectic form relative to the action as in \[26\] and not as in the more recent paper \[27\] which would invert the sign in this equation.

\[13\] To see this consider an arbitrary element $\xi \in A^{D,\mathbb{C}}_M$. Using transversality on the boundary $\partial M$ decompose this uniquely into $\xi = \tau + \eta$ with $\tau \in L^C_M$ and $\eta \in L^P_{\partial M}$. Starting with a different element $\xi' = \tau' + \eta'$, it is easy to see that $\eta = \eta'$. 
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Note that while we have originally assumed the observable $D$ to be real in order to use it as a source to modify the action, the resulting formula (23) extends perfectly well to complex $D$. Of course, in this case the space $A^{D,\mathbb{C}}_M$ does not consist exclusively of real solutions. Nevertheless, we will continue to use the notation $A^{D,\mathbb{C}}_M$ for the “complexification” which can now be understood as $A^{D,\mathbb{C}}_M = A^D_M + L^\mathbb{C}_M$. (Note that the sum is not direct.) Similarly, we recall that the (generalized) space of solutions $L_M$ in a region $M$ is not always naturally a real Lagrangian subspace of the space $L_{\partial M}$ of germs on the boundary, but may similarly contain complex solutions, in particular if $M$ is not compact \[27\]. We still write $L^\mathbb{C}_M$, even if the space does not arise as the complexification of a real vector space.

Besides having complex values on real solutions, formula (23) also implies that we need to evaluate observables on complex solutions. In the case of a linear observable $D$ as above this is simply done by extending real to complex linearity. The obvious generalization to the non-linear case is achieved by demanding holomorphicity. To be precise, we say that a complex function $f : V \to \mathbb{C}$ on a complex vector space $V$ is holomorphic iff for any two elements $a, b \in V$ the function $\mathbb{C} \to \mathbb{C}$ given by $z \mapsto f(a + zb)$ is everywhere holomorphic (i.e. entire). In particular, the Weyl observable induced by a complex linear observable is holomorphic. From here onwards it is understood that all observables are required to be holomorphic, if not explicitly stated otherwise.

While arguments made so far about solution spaces, observables and their relations were justified by appeal to differential analytic contexts involving partial differential equations in manifolds, such contexts are not actually necessary and may not even be desired for the results that are going to be discussed. Instead, key structures (such as solutions spaces) are understood as objects in their own right and their relations, previously thought of as derived, are axiomatized. In particular, we shall take for granted the axioms for classical field theory (Appendix A) as well as those involving observables as well \[26, Section 4.6\]. This will not necessarily be evident in our discourse which is aimed primarily at an intuitive understanding, but will be evident in relevant proofs when appeal is made to these axioms rather than to a differential analytic context.

### 2.2 Vacuum correlation functions for general observables

Crucially, evaluating the vacuum correlation function of an observable that is not a Weyl observable can also be reduced to formula (23), by using Weyl observables as generators. Consider the case of an observable $D : R^C_M \to \mathbb{C}$ that is a product of linear observables $D = D_1 \cdots D_n$. Define the family of linear observables

\[ D_{\lambda_1, \ldots , \lambda_n} = \lambda_1 D_1 + \cdots + \lambda_n D_n, \]

parametrized by real numbers $\lambda_1, \ldots , \lambda_n$. We may then obtain $D$ from the family of Weyl observables

\[ F_{\lambda_1, \ldots , \lambda_n} = \exp (iD_{\lambda_1, \ldots , \lambda_n}), \]

by variation,

\[ D = (−i)^n \frac{\partial}{\partial \lambda_1} \cdots \frac{\partial}{\partial \lambda_n} F_{\lambda_1, \ldots , \lambda_n} \bigg|_{\lambda_1, \ldots, \lambda_n = 0}. \]

Exploiting linearity of the amplitude we obtain the vacuum correlation function of $D$ from that of the family of Weyl observables,

\[ \rho^D_M(W^P) = (−i)^n \frac{\partial}{\partial \lambda_1} \cdots \frac{\partial}{\partial \lambda_n} \rho_{\lambda_1, \ldots , \lambda_n}^M(W^P) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}. \]
We proceed to a more explicit evaluation of this correlation function depending on the degree of $D$. We start with the case of a quadratic observable $D = D_1 D_2$. With (27) we get in this case,

$$\rho_M^{D_1 D_2}(W^P) = - \frac{\partial}{\partial \lambda_1} \frac{\partial}{\partial \lambda_2} \rho_M^F(\lambda_1, \ldots, \lambda_n) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= - \frac{\partial}{\partial \lambda_1} \frac{\partial}{\partial \lambda_2} \exp \left( \frac{i}{2} D_{\lambda_1, \lambda_2}(\eta_{D_{\lambda_1, \lambda_2}}) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}. \quad (28)$$

Here $\eta_{D_{\lambda_1, \lambda_2}} \in A_M^{D_{\lambda_1, \lambda_2}, C} \cap L_{\partial M}^P$. Now notice that by linearity

$$\eta_{D_{\lambda_1, \lambda_2}} = \lambda_1 \eta_1 + \lambda_2 \eta_2, \quad (29)$$

where $\eta_k \in A_M^{D_k, C} \cap L_{\partial M}^P$. Thus,

$$\rho_M^{D_1 D_2}(W^P) = - \frac{\partial}{\partial \lambda_1} \frac{\partial}{\partial \lambda_2} \exp \left( \frac{i}{2} (\lambda_1 \lambda_2 (D_1(\eta_2) + D_2(\eta_1)) + \lambda_1^2 D_1(\eta_1) + \lambda_2^2 D_2(\eta_2)) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= - \frac{i}{2} (D_1(\eta_2) + D_2(\eta_1)). \quad (30)$$

In the example of Klein-Gordon theory in Minkowski space let $D_1, D_2$ be determined by sources $j_1, j_2$ according to (12). Using (20) we get,

$$\rho_M^{D_1 D_2}(W^P) = -i \int d^4 x \, d^4 y \, j_1(x) G_F(x, y) j_2(y). \quad (31)$$

Taking the sources to be delta functions so that $D_1(\phi) = \phi(x_1)$, $D_2(\phi) = \phi(x_2)$ we have (also exhibiting the text book notation),

$$\langle 0 | T \phi(x_1) \phi(x_2) | 0 \rangle = \rho_M^{D_1 D_2}(W^P) = -i G_F(x_1, x_2). \quad (32)$$

We return to the general setting and consider the product $D = D_1 \cdots D_n$,

$$\rho_M^{D_1 \cdots D_n}(W^P) = \left( \prod_{k=1}^n -i \frac{\partial}{\partial \lambda_k} \right) \rho_M^F(\lambda_1, \ldots, \lambda_n) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= \left( \prod_{k=1}^n -i \frac{\partial}{\partial \lambda_k} \right) \exp \left( \frac{i}{2} \sum_{k,l=1}^n \lambda_k \lambda_l D_k(\eta_l) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}. \quad (33)$$

Since any term in the expansion of the exponential involves the product of an even number of parameters $\lambda_k$ this expression vanishes if $n$ is odd. If $n$ is even, set $n = 2m$. This yields,

$$\rho_M^{D_1 \cdots D_{2m}}(W^P) = \left( \prod_{k=1}^{2m} -i \frac{\partial}{\partial \lambda_k} \right) \frac{1}{m!} \left( \frac{i}{2} \sum_{k,l=1}^{2m} \lambda_k \lambda_l D_k(\eta_l) \right)^m \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= \frac{1}{m!} \sum_{\sigma \in S_{2m}} \prod_{j=1}^m \left( -i \frac{1}{2} D_{\sigma(2j-1)}(\eta_{\sigma(2j)}) \right)$$
\[
= \frac{1}{2m^m} \sum_{\sigma \in S_{2^m}} \prod_{j=1}^{m} D_M^{D_r(2j-1)} D_r(2j) \left( W^P \right).
\]

Here, \( S^k \) denotes the group of permutations \( \sigma \) of \( k \) elements. We recover a well known formula expressing the correlation function as a sum over products of correlation functions corresponding to all possible partitions of the monomial observable into pairs of linear observables.

3 Quantization with Kähler vacua

As recalled in the introduction (Section 1.7), the framework of linear GBQFT with observables has been fully worked out for the case that a Kähler polarization (Section 1.5) is chosen on each hypersurface. We give a short review of this framework here. The axioms of the quantum theory to be satisfied by the quantization scheme are included in Appendix B to which we shall refer occasionally. For a full account we refer the reader to [26]. Some terminology used is from [27].

3.1 State spaces and coherent states

Let \( \Sigma \) be a hypersurface, \( L_\Sigma \) the associated space of germs of solutions and \( \omega_\Sigma \) the corresponding symplectic form. We also assume a choice \( L_\Sigma^+ \subseteq L_\Sigma^C \) of Lagrangian subspace, positive-definite with respect to the inner product \( (\cdot,\cdot) \), i.e., a Kähler polarization. The complex conjugate subspace \( L_\Sigma^- := L_\Sigma^+ \) is then also a Lagrangian subspace of \( L_\Sigma^C \). Moreover, it is negative-definite with respect to the inner product \( (\cdot,\cdot) \) and it is transversal to \( L_\Sigma^+ \), i.e., \( L_\Sigma^C = L_\Sigma^+ \oplus L_\Sigma^- \). A more traditional way to specify the subspace \( L_\Sigma^+ \subseteq L_\Sigma^C \) is by providing an orthonormal basis \( \{ u_k \}_{k \in I} \) of it with respect to the inner product \( (\cdot,\cdot) \). This is also referred to as a choice of negative energy modes. The complex conjugate elements \( \{ \bar{u}_k \}_{k \in I} \) then provide an orthonormal basis of \( L_\Sigma^- \subseteq L_\Sigma^C \) with respect to the negative of the inner product \( (\cdot,\cdot) \). These are referred to as positive energy modes. In total we have,

\[
(u_k, u_l) = \delta_{k,l}, \quad (\bar{u}_k, \bar{u}_l) = -\delta_{k,l}, \quad (u_k, \bar{u}_l) = 0.
\]

It will be useful to recall an equivalent way to characterize a Kähler polarization. Let \( J_\Sigma : L_\Sigma \to L_\Sigma \) be a complex structure, i.e., a real linear operator such that \( J_\Sigma \phi = -\phi \). Also require compatibility with the symplectic form, i.e., \( \omega_\Sigma(J_\Sigma \phi, J_\Sigma \eta) = \omega_\Sigma(\phi, \eta) \). Finally, consider the complex valued bilinear form,

\[
\{ \phi, \eta \}_\Sigma := 2\omega_\Sigma(\phi, J_\Sigma \eta) + 2i\omega_\Sigma(\phi, \eta).
\]

This is in fact hermitian and sesquilinear with respect to the complex structure \( J_\Sigma \), i.e., by taking multiplication with \( i \) to be given by \( J_\Sigma \). We require it to be positive-definite as well. This makes \( L_\Sigma \) into a complex Hilbert space (possibly upon completion). We call a complex structure \( J_\Sigma \) with these properties positive-definite complex structure. For later use we also introduce a notation for the real part of this inner product,

\[
g_\Sigma(\phi, \eta) := 2\omega_\Sigma(\phi, J_\Sigma \eta).
\]

There is a one-to-one correspondence between positive-definite Lagrangian subspaces of \( L_\Sigma^C \) and positive-definite complex structures \( J_\Sigma \) on \( L_\Sigma \) as follows. First note that by complexification \( J_\Sigma \) extends to a complex linear map \( L_\Sigma^C \to L_\Sigma^C \) (that we also denote by \( J_\Sigma \)). Then, \( L_\Sigma^+ \) and \( L_\Sigma^- \) are
precisely the eigenspaces of the operator $J_{\Sigma}$, with eigenvalues $i$ and $-i$. We note that the projectors on the eigenspaces can be written as,

$$P^+_{\Sigma}(\phi) = \frac{1}{2}(\phi - iJ_{\Sigma}\phi), \quad P^-_{\Sigma}(\phi) = \frac{1}{2}(\phi + iJ_{\Sigma}\phi).$$  \hspace{1cm} (38)

The relation between the inner product (9) on $L^+_\Sigma$ and the inner product (36) is given by,

$$(P^+_{\Sigma}(\phi), P^+_{\Sigma}(\eta))_\Sigma = \{\phi, \eta\}_\Sigma,$$  \hspace{1cm} (39)

where $\phi, \eta \in L_\Sigma$. We note that $P^\pm_{\Sigma}$ act as a real vector space isomorphisms between $L^+_\Sigma$ and $L^\pm_\Sigma$. These isomorphisms also serve to bring into one-to-one correspondence orthonormal basis $\{w_k\}_{k \in I}$ of $L^+_\Sigma$ with respect to the inner product (36) with orthonormal basis $\{u_k\}_{k \in I}$ of $L^+_\Sigma$ with respect to the inner product (9) via,

$$w_k = u_k + \bar{u}_k.$$  \hspace{1cm} (40)

The Hilbert space $\mathcal{H}_\Sigma$ of states can be constructed as the Fock space over $L_\Sigma$ considered as a Hilbert space with the inner product (36). Equivalently, we may view $\mathcal{H}_\Sigma$ as a space of square-integrable holomorphic functions on $L_\Sigma$ with respect to a Gaussian measure $\nu_\Sigma$ determined by the inner product (36). Here, holomorphic is understood with respect to the complex structure $J_{\Sigma}$. This is called the holomorphic representation. We denote the inner product in $\mathcal{H}_\Sigma$ by $\langle \cdot, \cdot \rangle_\Sigma$.

Creation and annihilation operators are labeled by elements of the phase space $L_\Sigma$, which at the same time can be identified with the subspace of $\mathcal{H}_\Sigma$ of one-particle states. Given $\xi \in L_\Sigma$ we denote the associated creation operator by $a^\dagger_\xi$ and the associated annihilation operator by $a_\xi$. These satisfy the commutation relations,

$$[a_\xi, a^\dagger_\eta] = \{\eta, \xi\}_\Sigma.$$  \hspace{1cm} (41)

Their actions on holomorphic wave functions are given by [25],

$$\langle a^\dagger_\xi \psi \rangle(\phi) = \frac{1}{\sqrt{2}} \{\xi, \phi\}_\Sigma \psi(\phi),$$  \hspace{1cm} (42)

$$\langle a_\xi \psi \rangle(\phi) = \sqrt{2} \frac{\partial}{\partial \lambda} \psi(\phi + \lambda \xi) \bigg|_{\lambda = 0}. \hspace{1cm} (43)$$

A particularly important class of states are the coherent states, which generate a dense subspace of $\mathcal{H}_\Sigma$. Thus, associated to each element of $\xi \in L_\Sigma$, there is a coherent state $K_\xi \in \mathcal{H}_\Sigma$. In the holomorphic representation its wave function is given by,

$$K_\xi(\phi) = \exp \left( \frac{1}{2} \{\xi, \phi\}_\Sigma \right). \hspace{1cm} (44)$$

The coherent states are eigenstates of the annihilation operators,

$$a_\eta K_\xi = \frac{1}{\sqrt{2}} \{\xi, \eta\}_\Sigma K_\xi.$$  \hspace{1cm} (45)

The wave function of a state $\psi \in \mathcal{H}_\Sigma$ may be obtained via the reproducing property,

$$\psi(\phi) = \langle K_\phi, \psi \rangle_\Sigma.$$  \hspace{1cm} (46)

\(^{14}\)Strictly speaking the measure $\nu_\Sigma$ and corresponding integrals are not over the space $L_\Sigma$, but over an extension $\hat{L}_\Sigma$ of this space [13]. However, this detail is inconsequential for the present considerations. While we make it apparent in the notation for integrals, we will not provide any further discussion here.
Consequently, the inner product between coherent states is given by,

$$\langle K_\xi, K_\phi \rangle_\Sigma = \exp \left( \frac{1}{2} \{ \phi, \xi \}_\Sigma \right).$$  \hspace{1cm} (47)

Moreover, they satisfy a completeness relation,

$$\langle \eta, \psi \rangle_\Sigma = \int_{L_\Sigma} \langle \eta, K_\phi \rangle_\Sigma \langle K_\phi, \psi \rangle_\Sigma \, d\nu_\Sigma (\phi).$$  \hspace{1cm} (48)

For later use we note that expanding coherent states to first order in their parameters in this formula leads to the following completeness relation for $L_\Sigma$,

$$\{ \eta, \xi \}_\Sigma = \frac{1}{2} \int_{L_\Sigma} \{ \eta, \phi \}_\Sigma \{ \phi, \xi \}_\Sigma d\nu_\Sigma (\phi).$$  \hspace{1cm} (49)

In the following we also consider the normalized coherent states defined as $k_\xi := \exp \left( -\frac{1}{4} \{ \xi, \xi \}_\Sigma \right) K_\xi$. The vacuum state is the coherent state $k_0 = K_0$. To emphasize that a coherent state lives on a hypersurface $\Sigma$ we sometimes use the more explicit notation $K_{\Sigma, \xi}$ instead of $K_\xi$.

Concerning states with definite particle number we remark that an $n$-particle state $\psi$ is represented by an $n$-linear wave function, i.e., $\psi (\lambda \phi) = \lambda^n \psi (\phi)$. More specifically, a state $\psi$ encoding $n$ particles characterized by elements $\xi_1, \ldots, \xi_n \in L_\Sigma$ has (up to normalization) a wave function (see e.g., [33]),

$$\psi (\phi) = \{ \xi_1, \phi \}_\Sigma \cdots \{ \xi_n, \phi \}_\Sigma. \hspace{1cm} (50)$$

Note that this wave function may be obtained from that of a coherent state by applying suitable derivatives as follows,

$$\psi = \left( \prod_{k=1}^n 2 \frac{\partial}{\partial \lambda_k} \right) K_{\lambda_1 \xi_1 + \cdots + \lambda_n \xi_n} \bigg|_{\lambda_1, \ldots, \lambda_n = 0}. \hspace{1cm} (51)$$

In the presented quantization, the Kähler vacua on the two differently oriented versions of a hypersurface $\Sigma$ are required to be related as follows. Concretely, taking the positive-definite Lagrangian subspace $L_\Sigma^+ \subseteq L_\Sigma^C$ associated to $\Sigma$, its complex conjugate $L_\Sigma^+ \subseteq L_\Sigma^C$ will be a positive-definite Lagrangian subspace of $L_\Sigma^C$. This is because the notion of Lagrangian subspace is the same on $\Sigma$ and $\Sigma$ while the relevant inner product (9) behaves as,

$$\langle \psi, \eta \rangle_\Sigma = \langle \phi, \eta \rangle_{\Sigma^C}. \hspace{1cm} (52)$$

Both stem from the fact that $\omega_\Sigma = -\omega_{\Sigma^C}$ (see Axiom (C2) of Appendix A). It is thus natural to set $L_{\Sigma^C}^+ := L_\Sigma^+$. This also agrees with the standard notion of vacuum in curved spacetime [27]. In terms of complex structures this means, $J_\Sigma^+ = -J_{\Sigma^C}$. As a consequence, the state spaces on the same hypersurface, but with opposite orientation are related by a specific complex conjugate linear involution $\iota_\Sigma : \mathcal{H}_\Sigma \rightarrow \mathcal{H}_{\Sigma^C}$. In terms of wave functions this takes the form,

$$\left( \iota_\Sigma (\psi) \right) (\phi) = \overline{\psi (\phi)}. \hspace{1cm} (53)$$

For coherent states this map is simply $\iota_\Sigma (K_{\Sigma, \xi}) = K_{\Sigma^C, \xi}$. With the structures of the Hilbert spaces $\mathcal{H}_\Sigma$ and involutions $\iota_\Sigma$ we satisfy Axioms (T1) and (T1b) of Appendix B.
Finally, suppose that a hypersurface $\Sigma$ is decomposed into two pieces, $\Sigma_1$ and $\Sigma_2$, i.e., $\Sigma = \Sigma_1 \cup \Sigma_2$, either disjointly or along edges. The associated space of germs of solutions then decomposes as a direct sum $L_\Sigma = L_{\Sigma_1} \oplus L_{\Sigma_2}$, and the symplectic form decomposes accordingly as $\omega_\Sigma = \omega_{\Sigma_1} + \omega_{\Sigma_2}$ (Axiom (C3) of Appendix A). If this decomposition is to be admissible in the present quantization scheme, we require matching Kähler polarizations on each of the hypersurfaces. That is, $L^+_\Sigma = L^+_{\Sigma_1} \oplus L^+_{\Sigma_2}$. Then quantization yields an isometric isomorphism of Hilbert spaces $\tau_{\Sigma_1,\Sigma_2;\Sigma} : \mathcal{H}_{\Sigma_1} \hat{\otimes} \mathcal{H}_{\Sigma_2} \to \mathcal{H}_{\Sigma}$ as required by Axiom (T2) and satisfying Axiom (T2b) of Appendix B. In terms of wave functions we have,

$$\tau_{\Sigma_1,\Sigma_2;\Sigma}(\psi_1 \otimes \psi_2)((\phi_1, \phi_2)) = \psi_1(\phi_1)\psi_2(\phi_2).$$

For coherent states this is\(^{15}\)

$$\tau_{\Sigma_1,\Sigma_2;\Sigma}(K_{\xi_1} \otimes K_{\xi_2}) = K_{(\xi_1, \xi_2)}.$$

In a standard QFT in globally hyperbolic spacetime if $\Sigma$ consists of the disjoint union of spacelike hypersurfaces $\Sigma_1$ and $\Sigma_2$ this notion of decomposition works perfectly well with the usual Kähler vacua. However, if in the same context, say $\Sigma$ is a single spacelike hypersurface and $\Sigma_1$ and $\Sigma_2$ are pieces of it (glued along a boundary) then a serious problem arises, as already mentioned at the end of Section 1.7 of the introduction. Namely, the Lagrangian subspace $L^+_\Sigma \subseteq L^+_{\Sigma_1}$ encoding a reasonable vacuum (e.g., the standard one in Minkowski space) will be non-local along the hypersurface. That is, there are no subspaces $L^+_\Sigma \subseteq L^+_{\Sigma_1}$ and $L^+_\Sigma \subseteq L_{\Sigma_2}$ such that $L^+_\Sigma = L^+_{\Sigma_1} \oplus L^+_{\Sigma_2}$. In terms of the complex structure, the operator $J_\Sigma$ is not a differential operator on $L_\Sigma$, but only a pseudo-differential operator. We shall see in Section 9.1 how some of the methods developed in the following allow us to deal with this situation.

### 3.2 Standard example: States in Klein-Gordon theory

To connect our notions and notations to those familiar from text book QFT, we consider the example of massive Klein-Gordon theory in Minkowski space on equal-time hypersurfaces. That is, we return to the context of the beginning of Section 2.1. We shall adopt the conventions of\(^{18}\). Thus, we denote by $L_t$ the space of germs of solutions of the Klein-Gordon equation on the spacelike hypersurface $\Sigma_t$, determined by fixing the time $t$. Due to the Cauchy property, this space can be identified with the space of global solutions. We parametrize solutions as usual in terms of plane waves, with $E = \sqrt{k^2 + m^2}$,

$$\phi(t, x) = \int \frac{d^3k}{(2\pi)^3 2E} \left( \phi^0(k)e^{-i(Et-kx)} + \phi^0(k)e^{i(Et-kx)} \right).$$

(56)

This describes elements of the complexified solution space $L^C_t$. Real solutions, i.e., elements of $L_t$ are characterized by the property $\phi^0(k) = \overline{\phi^0(k)}$. The symplectic form on $L^C_t$ is\(^{16}\)

$$\omega_1(\phi_1, \phi_2) = \frac{1}{2} \int d^3x \left( \phi_2(t, x)(\partial_0 \phi_1)(t, x) - \phi_1(t, x)(\partial_0 \phi_2)(t, x) \right)$$

(57)

$$= \frac{1}{2} \int \frac{d^3k}{(2\pi)^3 2E} \left( \phi^0_2(k)\overline{\phi^0_1(k)} - \phi^0_1(k)\overline{\phi^0_2(k)} \right).$$

(58)

---

\(^{15}\)We use the notation $(\xi_1, \xi_2)$ for the element $\xi_1 + \xi_2 \in L_{\Sigma_1} \oplus L_{\Sigma_2}$ with $\xi_1 \in L_{\Sigma_1}$ and $\xi_2 \in L_{\Sigma_2}$.

\(^{16}\)The conventions for the sign of the symplectic structure are as in\(^{18}\) and opposite to those in\(^{27}\).
Here the orientation of the hypersurface $\Sigma_t$ is chosen to correspond to that of the past boundary of a region in the future of $t$. This choice is in accordance with the fact that we want to construct the Hilbert space $\mathcal{H}_t$ of initial states on $\Sigma_t$. In the traditional bra-ket notation these are the ket-states.

It is easy to verify with (9) that the subspace $L_t^+ \subseteq L^C_t$ of polarized solutions is indeed a positive-definite Lagrangian subspace,

$$ L_t^+ = \{ \phi \in L^C_t : \phi^a(k) = 0 \forall k \} . $$

This is the subspace of negative energy solutions, which recovers the standard past boundary condition for Klein-Gordon theory in Minkowski space, compare Section 2.1. (For final states on the hypersurface $\Sigma_t$ we correspondingly get the positive energy solutions recovering the standard future boundary condition.) The corresponding complex structure $J_t$, and inner product (36) are,

$$ (J_t(\phi))^{a/b}(k) = -i\phi^{a/b}(k), $$

$$ \{ \phi_1, \phi_2 \}_t = 2 \int \frac{d^3k}{(2\pi)^3} \phi_1^a(k)\phi_2^b(k). $$

It is common to consider the (singular) momentum modes, with normalization,

$$ \phi_p(t,x) = \frac{1}{\sqrt{2}} \left( e^{-i(E_p t - px)} + e^{i(E_p t - px)} \right), $$

$$ \{ \phi_p, \phi_{p'} \}_t = (2\pi)^3 2E_p \delta^3(p - p'). $$

In turn we use the momentum modes to define corresponding (singular) single particle momentum eigenstates, with normalization,

$$ \psi_p(\phi) = \frac{1}{\sqrt{2}} \{ \phi_p, \phi \}_t = \phi^b(p), $$

$$ \langle \psi_p, \psi_{p'} \rangle_t = (2\pi)^3 2E_p \delta^3(p - p'). $$

These are the usual text book momentum eigenstates, often written as $|p\rangle$ instead of $\psi_p$. The corresponding creation and annihilation operators are,

$$ a_p^\dagger = a_{\phi_p}^\dagger, \quad a_p = a_{\phi_p}. $$

By multiple application of the creation operator (42) we see that the wave function for a normalized $n$-particle state with momenta $p_1, \ldots, p_n$ is,

$$ \psi_{p_1,\ldots,p_n}(\phi) = \frac{1}{(2\pi)^n} \{ \phi_{p_1}, \phi \}_t \cdots \{ \phi_{p_n}, \phi \}_t. $$

### 3.3 Correlation functions for coherent states

Let $M$ be a region with a choice of Kähler polarization on the boundary, i.e., a positive-definite Lagrangian subspace $L^+_{\partial M} \subseteq L^C_{\partial M}$. We recall that the space $L^+_{\partial M}$ decomposes as a direct sum of real vector spaces as follows, $L^+_{\partial M} = L^+_{\partial M} \oplus J_{\partial M} L_M \ [13$, Lemma 4.1]. Here, $J_{\partial M}$ denotes the complex structure corresponding to the Kähler polarization. For elements of $L^C_{\partial M}$, we write this decomposition as $\xi = \xi^R + J_{\partial M} \xi^I$, with $\xi^R, \xi^I \in L_M$. Consider the correlation function for an observable $F$ in $M$ with a normalized coherent state $k_\xi$ for $\xi \in L^+_{\partial M}$ on the boundary $\partial M$, compare Figure 7. If $F$ is a Weyl observable the Feynman path integral (17) leads to the following factorization theorem, see [13 Proposition 4.2] and [26 Proposition 4.3 and equation (85)].
Figure 7: Spacetime region $M$ containing an observable $F$ with normalized coherent state $k_\xi$ on the boundary.

**Theorem 3.1.** Let $M$ be a region, $D : K_M^C \to \mathbb{C}$ a linear observable, and $\xi \in L_{\partial M}$. Set $F := \exp(iD)$, $\xi := \xi^R - i\xi^I$. Then,

$$
\rho_F^F(M)(k_\xi) = \rho_M(M)(k_\xi) F(\hat{\xi}) \rho_M(M)(K_0), \quad \text{with,}
$$

$$
\rho_M(M)(k_\xi) = \exp \left( -\frac{i}{2} g_{\partial M}(\xi^R, \xi^I) - \frac{1}{2} g_{\partial M}(\xi^I, \xi^I) \right),
$$

$$
\rho_F^F(M)(K_0) = \exp \left( \frac{i}{2} D(\eta) \right). \quad \text{(70)}
$$

Here $\eta \in \mathbb{A}^D_{\mathbb{M}} \cap L_{\partial M}^+$ is unique.

Viewing this as a definition, we satisfy Axiom (TO4) of Appendix [B].

Note that in particular, the vacuum correlation function (70) recovers formula (23) of Section 2.1.

In our notation we have,

$$
\rho_F^F(M)(W^P) = \rho_M(M)(K_0). \quad \text{(71)}
$$

This may be seen as the justification for the definition (23) in the same way as the unconstrained path integral formula (18) in standard QFT may be justified by reproducing the results of formula (10) for the case of initial and final vacuum states. In the special case of Klein-Gordon theory in Minkowski space we thus indeed recover formulas (19) and (20) with the usual Feynman propagator as consequences of the quantization laid out in Section 3.2 together with Theorem 3.1.

The notion of *normal ordered quantization* was generalized from the instant-time setting of standard QFT to GBQFT with Kähler polarizations in [25, 26]. In the present setting the normal ordered quantization of the observable $F$ is given by,

$$
\rho_F^F(M)(K_\xi) := \rho_M(M)(K_\xi) F(\hat{\xi}). \quad \text{(72)}
$$

We shall take this formula as a definition. In the case of a Weyl observable we can compare this formula directly with the factorization formula (68). We observe that it then corresponds precisely
to removing the factor representing the vacuum correlation function. For the understanding in terms of ordering of operators, see Section 5.1.

Note that using the completeness relation (48) and reproducing property (46), correlation functions for arbitrary states $\psi \in \mathcal{H}_{\partial M}$ can be expressed as integrals over correlation functions for coherent states as follows,

$$\rho^F_M(\psi) = \int_{L_{\partial M}} (K_\xi, \psi)_{\partial M} \rho^F_M(K_\xi) d\nu(\xi) = \int_{L_{\partial M}} \psi(\xi) \rho^F_M(K_\xi) d\nu(\xi).$$

(73)

3.4 Semiclassical interpretation

A remarkable aspect of the Structure Theorem 3.1 for correlation functions is its bearing on the semiclassical interpretation of linear bosonic field theory. In particular, it can be used to show that a (normalized) coherent state $k_\xi$ for $\xi \in L_{\partial M}$ a solution of the classical field equation near the boundary $\partial M$, indeed behaves as a semiclassical approximation to that solution.

3.4.1 Amplitudes

Firstly, we consider this in the context of pure amplitudes, i.e., in the absence of observables. The amplitude is then given by formula (69). This admits an extremely simple and compelling semiclassical interpretation [18]. Crucial is the decomposition $L_{\partial M} = L_M \oplus J_{\partial M} L_M$ of the boundary solution space, in terms of elements written as, $\xi = \xi^R + J_{\partial M} \xi^I$. Here, $\xi^R$ is the component of the solution $\xi$ that comes from a solution in the interior of $M$. In other words, it is a solution that admits a classical continuation to the interior of $M$ in terms of the classical equations of motion. In contrast, $J_{\partial M} \xi^I$ is the component that does not admit such a continuation. That is, its occurrence on the boundary $\partial M$ is classically forbidden. Now, if the classically forbidden component $J_{\partial M} \xi^I$ is not present, i.e., $\xi$ is classically allowed, the amplitude (69) is simply unity. On the other hand, if $J_{\partial M} \xi^I$ is turned on, a phase factor appears, and more importantly, an exponential suppression term appears (recall that $g_{\partial M}$ is positive-definite), depending on the magnitude of $J_{\partial M} \xi^I$ (or equivalently of $\xi^I$). This is precisely the tunneling behavior expected in the quantum theory.

We remark that the inner product of coherent states can be seen to arise as a limiting case of the amplitude when the region $M$ is being squeezed to a slice region $\hat{\Sigma}$, compare Axiom (T3x) of Appendix B. In that case the classically allowed solutions $L_\Sigma \subseteq L_{\partial \Sigma}$ are the pairs $(\xi, \xi)$ with $\xi \in L_\Sigma$. Then, the amplitude is the inner product of two identical normalized coherent states $k_\xi$ and thus unity. On the other hand, switching on a classically forbidden component means making the two solutions $\xi_1$ and $\xi_2$ on the two sides of $\Sigma$ different so that the inner product between the normalized coherent states becomes suppressed. Indeed, from expression (47) we obtain,

$$\langle k_{\xi_1}, k_{\xi_2} \rangle_\Sigma = \exp \left( i \omega_\Sigma(\xi_2, \xi_1) - \frac{1}{4} g_\Sigma(\xi_2 - \xi_1, \xi_2 - \xi_1) \right).$$

(74)

3.4.2 Observables

Secondly, we consider correlation functions with observables. Let $\xi$ be a classically allowed solution in the sense that $\xi \in L_M$. For a Weyl observable $F$ we have formula (68), where the first factor is unity and the last depends on $F$ only (the vacuum correlation). The remaining factor is simply $F(\xi)$ (observe $\xi = \xi$ here). That is, it is precisely the value of the classical observable $F$ evaluated on the classically continued solution $\xi$ in the interior of $M$. The semiclassical interpretation becomes
even more clear when we switch to normal ordered quantization, formula \( (72) \). The vacuum correlation factor is removed and, more importantly, the classical value \( F(\xi) \) is obtained for arbitrary observables \( F \). When the non-classical component \( \xi^I \) is switched on on the boundary, we no longer expect to obtain the value of the observable \( F \) on some classical solution. Indeed, in this case the solution \( \xi \) in the interior becomes complex, a behavior well known in a tunneling context.

As for pure amplitudes, we can also in the case of observables consider the limit of squeezing a region to a slice region. This leads to the slice observables to be considered in Section 4. The semiclassical interpretation in this limit will be considered in Section 5.1.

3.5 Composition

As laid out in Section 1.3, the notion of composition is central to GBQFT, as manifest in the composition rule for amplitudes \( (4) \). It turns out that to make this actually work with path integral quantization, a **gluing anomaly** factor has to be included that only depends on the geometry \([18]\).

At the same time, it is convenient to formulate the composition rule in terms of the self-gluing of a region along matching pieces of its boundary. The composition of two distinct regions is then achieved by first performing a disjoint union, followed by a self-gluing.

We first describe the disjoint composition. Let \( M \) and \( N \) be regions and \( \psi_M \in \mathcal{H}_{\partial M}, \psi_N \in \mathcal{H}_{\partial N} \) states on the boundaries. Let \( F, G \) be observables in \( M \) and \( N \) respectively. Then,

\[
\rho^{F\cdot G}_{\partial M \sqcup \partial N}(\psi_M \otimes \psi_N) = \rho^F_{\partial M}(\psi_M)\rho^G_{\partial N}(\psi_N). \tag{75}
\]

Here \( F \cdot G \) denotes the spacetime composition of the classical observables. This means the following. \( F \) and \( G \) are functions on the configuration spaces \( K_M \) and \( K_N \) respectively. We extend \( F \) to a function on \( K_{M \sqcup N} = K_M \times K_N \) trivially, i.e., without dependence on \( K_N \), and proceed with \( G \) analogously. Then, we multiply the extended observables \( F \) and \( G \) as functions on \( K_{M \sqcup N} \) in the ordinary way. With this we satisfy Axiom (TO5a) of Appendix B.

We turn to the self-composition. Let \( M \) be a region with its boundary decomposing as \( \partial M = \Sigma_1 \cup \Sigma \cup \Sigma' \). Suppose that \( \Sigma \) and \( \Sigma' \) are identical so that \( M \) can be glued to itself along \( \Sigma, \Sigma' \). Call the resulting manifold \( M_1 \). Then, \( \partial M_1 = \Sigma_1 \), see Figure 8. In order for the composition rule to be valid, the gluing anomaly has to be well-defined.

**Definition 3.2.** We call the gluing admissible if the gluing anomaly \( c_{M,\Sigma,\Sigma'} \) given by the following
formula is well-defined due to absolute convergence of the sum,

\[ c_{M, \Sigma, \Sigma'} = \sum_{k \in I} \rho_M(k_0 \otimes \zeta_k \otimes t_{\Sigma'}(\zeta_k)). \]  

(76)

Here, \( \{\zeta_k\}_{k \in I} \) is an arbitrary orthonormal basis of \( H_\Sigma \).

Let \( F : K_M^c \to \mathbb{C} \) be an observable in \( M \). Since field configurations in \( M_1 \) yield field configurations in \( M \), we have a map \( K_{M_1} \to K_M \). By composition, we obtain from the observable \( F \) in \( M \) an observable \( F_1 : K_{M_1}^c \to \mathbb{C} \) in \( M_1 \). The observables are also illustrated in Figure 8. If the gluing is admissible, it can be shown that the correlation functions characterized by Theorem 3.1 satisfy the following composition rule [26, Proposition 4.2].

**Theorem 3.3.** Let \( \psi \in H_{\partial M_1}^\circ \). Then,

\[ \rho_{M_1}^F(\psi) \cdot c_{M, \Sigma, \Sigma'} = \sum_{k \in I} \rho_M^F(\psi \otimes \zeta_k \otimes t_{\Sigma'}(\zeta_k)). \]  

(77)

Here, \( \{\zeta_k\}_{k \in I} \) is an arbitrary orthonormal basis of \( H_\Sigma \).

\( H_{\partial M_1}^\circ \) denotes a dense subspace of the Hilbert space \( H_{\partial M_1} \) where the amplitude map is well-defined. Here we take \( H_{\partial M_1}^\circ \) to be the subspace spanned by the coherent states. With this we satisfy Axiom (TO5b) of Appendix B.

For the convenience of the reader we spell out the resulting composition rule for regions \( M \) and \( N \), recall Figure 4. Thus, \( M \) has boundary \( \partial M = \Sigma_M \cup \Sigma \), and \( N \) has boundary \( \partial N = \Sigma_N \cup \Sigma' \). Here \( \Sigma' \) is a copy of \( \Sigma \). As before, \( F \) is an observable in \( M \) and \( G \) in \( N \) (not depicted in the Figure). Then,

\[ \rho_{M \cup N}^F(\psi_M \otimes \psi_N) \cdot c_{M, N, \Sigma, \Sigma'} = \sum_{k \in I} \rho_M^F(\psi_M \otimes \zeta_k)\rho_N^G(\psi_N \otimes t_{\Sigma'}(\zeta_k)). \]  

(78)

This is the anomaly-corrected version of the composition rule 4.

### 4 Slice observables

#### 4.1 Classical slice observables

In the present field theoretic setting, observables are functions on field configurations in spacetime regions. The idea of slice observables is simple: These are observables that only depend on the field in a slice region \( \hat{\Sigma} \), i.e., an infinitesimal neighborhood of a hypersurface \( \Sigma \). In the case of equal-time hypersurfaces these observables are the analogues of the observables of non-relativistic quantum mechanics. As the latter, their quantized versions form algebras, in contrast to other observables in GBQFT.

Slice observables were introduced to GBQFT in [26 Section 4.10]. We recall the setup, with minor adjustments. Consider the slice region \( \hat{\Sigma} \) associated to the hypersurface \( \Sigma \). We have the boundary decomposing into two copies of \( \Sigma \), called \( \Sigma \) and \( \Sigma' \), with the second copy oppositely oriented, \( \partial \hat{\Sigma} = \Sigma \cup \Sigma' \), see Figure 9. Note that \( \Sigma \) and \( \Sigma' \) are really “the same” hypersurface, i.e., “at the same place”. The separation drawn in Figure 9 is purely for purposes of illustration and intuition. Recall that the space of solution in the interior of the slice region, \( L_\Sigma \subseteq L_{\partial \Sigma} = L_\Sigma \oplus L_{\Sigma'} \) consists
of those elements that take the form \((\phi, \phi) \in L_\Sigma \oplus L_{\hat{\Sigma}}\). As for the space \(K_{\hat{\Sigma}}\) of field configurations, it turns out that the definition yielding the right properties is \(K_{\hat{\Sigma}} := L_{\partial \hat{\Sigma}} = L_\Sigma \oplus L_{\hat{\Sigma}}\). That is, the field configurations are given by no more than the germs on the (two-component) boundary. However, we allow a slice observable \(D : K_{\hat{\Sigma}} \to \mathbb{C}\) only to depend on one copy of \(L_\Sigma\). This ensures that it encodes the right degrees of freedom, achieving the desired correspondence to the non-relativistic setting. Concretely, the **slice observable** \(D\) is determined by a map \(D' : L_\Sigma \to \mathbb{C}\).

One can think of this as an “averaging of the boundary values”. Another way to think about this is in terms of a decomposition \(L_{\partial \hat{\Sigma}} = L_{\hat{\Sigma}} \oplus L_c_{\hat{\Sigma}}\) into solutions in the interior, \(L_{\hat{\Sigma}}\), and a complementary space \(L_c_{\hat{\Sigma}}\) of elements of the form \((\phi, -\phi)\). The “averaging” in formula (79) is then really a projection onto the subspace \(L_{\hat{\Sigma}} \subseteq L_{\partial \hat{\Sigma}}\) with the effect that \(D\) only depends on this subspace.

If the slice observable \(D\) is real **linear** we can encode it through an element \(\xi \in L_\Sigma\) such that, for all \(\phi \in L_\Sigma\),

\[
D'(\phi) = 2\omega_\Sigma(\xi, \phi). \tag{80}
\]

Let this slice observable now act as a source, localized in \(\hat{\Sigma}\). That is, we modify the action \(S\) by adding \(D\) to obtain \(S + D\). As before, we call the affine space of solutions of the modified equations of motion \(A^D_{\hat{\Sigma}}\). It is useful to think of these solutions as extending to the ambient spacetime around \(\hat{\Sigma}\). Now, since the source is singular in the sense of being concentrated on a hypersurface, so will be the solutions. In fact, using the relation (22) we can calculate exactly how a solution “jumps” from one side of \(\hat{\Sigma}\) to the other. On each side of \(\hat{\Sigma}\) a solution \(\eta \in A^D_{\hat{\Sigma}}\) behaves as a solution of the homogeneous equations of motion corresponding to the free action \(\tilde{S}\). Call these partial solutions \(\eta_\Sigma\) and \(\eta_{\hat{\Sigma}}\) respectively. Formally we treat these as elements of \(L_\Sigma\).

Let \(\phi \in L_\Sigma\) be arbitrary. Then \((\phi, \phi) \in L_\Sigma \subseteq K_{\hat{\Sigma}}\). Evaluating the observable \(D\) on \((\phi, \phi)\) according to (79) and (80) yields,

\[
D((\phi, \phi)) = D'(\phi) = 2\omega_\Sigma(\xi, \phi). \tag{81}
\]

On the other hand, formula (22) is equally applicable in this case and leads to,

\[
D((\phi, \phi)) = 2\omega_{\partial \hat{\Sigma}}((\phi, \phi), (\eta_\Sigma, \eta_{\hat{\Sigma}})) = 2\omega_\Sigma(\phi, \eta_\Sigma) + 2\omega_{\hat{\Sigma}}(\phi, \eta_{\hat{\Sigma}}) = 2\omega_\Sigma(\phi, \eta_\Sigma - \eta_{\hat{\Sigma}}). \tag{82}
\]

There is a difference in convention compared to equation (104) in [26] corresponding to a relative minus sign.
Figure 10: Composition of Weyl slice observables $F = \exp(iD)$ and $G = \exp(iE)$.

Since $\phi$ was arbitrary we can conclude that $\eta \in A^D_\Sigma$, i.e., $\eta$ is a solution of the inhomogeneous equations of motion iff

$$\eta_{\Sigma'} - \eta_\Sigma = \xi.$$  

(83)

The “jump” is precisely given by $\xi$. This is also illustrated in Figure 9. A particular choice of solution is given by,

$$\eta = (\eta_\Sigma, \eta_{\Sigma'}) = \left(\frac{1}{2} \xi, \frac{1}{2} \xi\right).$$  

(84)

Analogous to the previous discussion in Section 2.1, once we have the result (83) we drop the restriction to the real case. That is, we allow $D$ to be complex valued (on real solutions) and correspondingly $\xi$ to be complex, i.e., $\xi \in L^C_\Sigma$, extending the applicability of formula (83). Moreover, we require $D$ to be defined and holomorphic on the complexified configuration space by requiring $D'$ to be defined and holomorphic on $L^C_\Sigma$.

As an example, it turns out that the field value at a point, besides defining an ordinary (space-time) observable (as in Section 1.6), can also be implemented as a slice observable. We make this concrete in the previously considered case of Klein-Gordon theory on an equal-time hypersurface $\Sigma_t$ in Minkowski space. Thus fix $x \in \Sigma_t$ and in terms of the mode expansion (56) let

$$\xi^a(k) = \xi^b(k) = i \exp(i(\omega t - kx)).$$  

(85)

Then, define the corresponding linear observable $D : K_{\Sigma_t} \rightarrow \mathbb{R}$ by equation (80). With the explicit form of the symplectic structure (58) we find,

$$D'(\phi) = 2\omega_{\Sigma_t}(\xi, \phi) = \phi(t, x).$$  

(86)

4.2 Quantum algebra of slice observables

Classically, slice observables obviously form a commutative algebra, simply by viewing them as holomorphic maps $L^C_\Sigma \rightarrow \mathbb{C}$ (or equivalently induced maps $K^C_\Sigma \rightarrow \mathbb{C}$). In the quantum theory the only notion of composition is mediated by spacetime composition. A slice region $\hat{\Sigma}$ can be

\begin{itemize}
  \item Strictly speaking the solution $\xi$ is not normalizable in the space of germs of solutions viewed as a Hilbert space. To remedy this one would typically smear it with source functions in spacetime.
\end{itemize}
glued to a copy of itself, resulting in the very same slice region. Thus, a slice observable can be composed with another slice observable defined on the same slice region. What is more, we shall show that the resulting object, which is again associated to the same slice region, is in fact again a slice observable. That is, upon quantization, the slice observables form an algebra. The product is non-commutative with the order reflecting the spatio-temporal arrangement of the gluing process, see Figure 10. In the particular case of equal-time hypersurfaces, we recover the product reflecting the temporal order of observables, as in non-relativistic quantum mechanics.

The quantization of observables is ultimately governed by formula (23) and its implicit generalization for non-Weyl observables. Thus, to show that the composition of two slice observables is a specific slice observable, we have to show that inserting the former observables into this formula yields the exact same results as inserting the latter observable. This has to be true not only in the presence of any vacuum (i.e., any polarization on the boundary) but also in the presence of arbitrary other observables, as long as they are localized outside the slice region $\Sigma$. Due to their generating nature, it is sufficient to consider this for the case that all observables are Weyl observables.

Thus, consider two copies of the slice region $\Sigma$, glued to form another copy, see Figure 10. To keep track of the involved hypersurfaces (all copies of $\Sigma$, but with infinitesimal transversal displacement) we label them $\Sigma_1, \Sigma_2, \Sigma_3$. Thus, the first component slice region has boundary $\Sigma_1 \cup \hat{\Sigma}_2$ and the second one $\Sigma_2 \cup \Sigma_3$. Now consider linear maps $D^\prime : L^C_{\partial \Sigma_2} \to \mathbb{C}$ and $E^\prime : L^C_{\partial \Sigma_3} \to \mathbb{C}$ that determine linear slice observables $D : L^C_{\partial \Sigma_2} \to \mathbb{C}$ and $E : L^C_{\partial \Sigma_3} \to \mathbb{C}$ via formula (79). We denote the corresponding elements of $L^C_{\Sigma}$ via formula (80) by $\xi_D$ and $\xi_E$ respectively. Also, let $F := \exp(iD)$ and $G := \exp(iE)$ denote the corresponding Weyl observables. We locate $F$ between $\Sigma_1$ and $\Sigma_2$ and $G$ between $\Sigma_2$ and $\Sigma_3$. In line with our previous use of this notation we write $G \cdot F$ for the spacetime composite of the Weyl observables on $K^C_{\Sigma} \cup K^C_{\hat{\Sigma}}$. However, we will wish to identify $K^C_{\Sigma} \cup K^C_{\hat{\Sigma}}$ with $K^C_{\Sigma}$ itself, in line with the gluing identity $\hat{\Sigma} \cup \hat{\Sigma} = \hat{\Sigma}$ for the underlying slice regions.

Consider now a solution $\eta$ in a neighborhood of $\Sigma$, of the equations of motion modified by adding $D$ and $E$ to the action. The analogue of equation (83) is now given by two corresponding equations, with obvious notation,

$$
\eta_{\Sigma_2} - \eta_{\Sigma_1} = \xi_D, \quad \text{and} \quad \eta_{\Sigma_3} - \eta_{\Sigma_2} = \xi_E. \tag{87}
$$

An immediate consequence is,

$$
\eta_{\Sigma_3} - \eta_{\Sigma_1} = \xi_D + \xi_E = \xi_{D+E}. \tag{88}
$$

We proceed to evaluate the analogue of the right-hand side of expression (23) using formula (79) for each of $D$ and $E$. Crucially, the following computation arises as a factor in any evaluation of (23), irrespective of the boundary polarization and any additional Weyl observables present outside $\Sigma$,

$$
\exp \left( \frac{1}{2} (E + D)(\eta) \right) = \exp \left( \frac{1}{2} \left( E' \left( \frac{1}{2} (\eta_{\Sigma_2} + \eta_{\Sigma_3}) \right) + D' \left( \frac{1}{2} (\eta_{\Sigma_1} + \eta_{\Sigma_2}) \right) \right) \right)
$$
$$
= \exp \left( i \omega_{\Sigma}(\xi_E, \eta_{\Sigma_2}) + \frac{1}{2} \omega_{\Sigma}(\xi_D, \eta_{\Sigma_2}) \right)
$$
$$
= \exp \left( i \omega_{\Sigma}(\xi_E, \xi_D) \right) \exp \left( \frac{1}{2} \omega_{\Sigma}(\xi_E + \xi_D, \eta_{\Sigma_1} + \eta_{\Sigma_3}) \right)
$$
$$
= \exp \left( i \omega_{\Sigma}(\xi_E, \xi_D) \right) \exp \left( \frac{1}{2} \left( E' + D' \right) \left( \frac{1}{2} (\eta_{\Sigma_1} + \eta_{\Sigma_3}) \right) \right). \tag{89}
$$
We notice that the resulting expression does not contain any explicit reference to the “intermediate” value \( \eta_\Sigma \). In particular, we may consistently set \( K_\Sigma^c \cup K_\Sigma^c = K_\Sigma = L_{\partial \Sigma} \), as desired. Furthermore, the resulting dependence on the values \( \eta_\Sigma \) and \( \eta_{\Sigma'} \) on the boundary of \( \Sigma \) is exactly as in formula (79). That is, the composite \( G \cdot F \) of the Weyl slice observables, upon quantization, i.e., insertion into formula (23) behaves as a single slice observable that we shall call \( G \star F \). In fact, it behaves even as a Weyl slice observable, up to a phase factor. Taking also into account relation (88) we note that this resulting Weyl slice observable coincides with the quantization of the classical product of \( G \) and \( F \), i.e., with \( G \cdot F \), up to the phase factor. In formal notation,

\[
G \star F = \exp(i \omega_\Sigma(\xi, \xi_D)) G \cdot F. \tag{90}
\]

It should not come as a surprise that the relations we obtain are precisely the Weyl relations. In particular, the complex vector space spanned by the Weyl observables becomes a non-commutative algebra in this way. This algebra structure extends to all other slice observables that we can generate by differentiating with respect to linear observables. The new product on the elements of this algebra viewed as functions on the phase space \( L_\Sigma \) is also precisely the Groenewold-Moyal product \([34, 35]\). We denote the quantum algebra of slice observables associated to a hypersurface \( \Sigma \) by \( A_\Sigma \).

### 4.3 Vacuum correlation function of a Weyl slice observable

The vacuum correlation function for a single Weyl slice observable in a slice region is easily obtained. Due to its importance for later considerations, we exhibit it explicitly. We assume the same setting as in Section 4.1 in terms of a hypersurface \( \Sigma \), the corresponding slice region \( \hat{\Sigma} \) (recall Figure 9), as well as a linear slice observable \( D \) determined by a complex linear map \( D' : L_\Sigma^C \to \mathbb{C} \) in terms of equation (79), with the latter corresponding to \( \xi \in L_\Sigma^C \) via equation (80). Let \( F = \exp(i D) \) be the corresponding Weyl slice observable. We assume the vacua on the two sides (\( \Sigma \) and \( \Sigma' \)) of the slice region \( \hat{\Sigma} \) given in terms of transversal polarizations \( L_\Sigma^P \) and \( L_{\Sigma'}^P \). That is, the space \( L_\Sigma^C \) of complexified germs of solutions on \( \Sigma \) decomposes as a direct sum of Lagrangian subspaces \( L_\Sigma^C = L_\Sigma^P \oplus L_{\Sigma'}^P \). In terms of elements we write this decomposition as \( \xi = \xi^P + \xi^{P'} \).

To evaluate formula (23) for the vacuum correlation function we need to find the solution \( \eta \in A_{\Sigma}^{\mathbb{C}} \) of the inhomogeneous equations of motion determined by \( D \) satisfying the boundary conditions, recall Section 4.1. The latter are given by the transversal polarizations \( L_\Sigma^P \) and \( L_{\Sigma'}^P \), i.e., \( \eta_\Sigma \in L_\Sigma^P \) and \( \eta_{\Sigma'} \in L_{\Sigma'}^P \). With relation (83) we obtain, \( \eta_\Sigma = -\xi^P \) and \( \eta_{\Sigma'} = \xi^{P'} \). We may now evaluate (23) to get,

\[
\rho_\Sigma^F(W^P) = \exp \left( \frac{i}{2} D((\eta_\Sigma, \eta_{\Sigma'})) \right) = \exp \left( \frac{i}{2} D' \left( \frac{1}{2} (\eta_\Sigma + \eta_{\Sigma'}) \right) \right) = \exp \left( \frac{i}{2} \omega_\Sigma(\xi, \xi^P - \xi^{P'}) \right) = \exp \left( -i \omega_\Sigma(\xi^{P'}, \xi^P) \right). \tag{91}
\]

In the case that \( L_\Sigma^P \) is a Kähler polarization \( L_{\Sigma}^+ \) with conjugate \( L_{\Sigma'}^P = L_{\Sigma}^- \) we can rewrite this in terms of the inner product (80) by using the explicit form (83) of the projectors onto the Lagrangian subspaces,

\[
\rho_\Sigma^F(W^P) = \exp \left( -\frac{1}{4} \{\xi, \xi\}_\Sigma \right). \tag{92}
\]
4.4 Vacuum correlation functions of quadratic observables

In order to illustrate the versatility of slice observables we show in the following how they can be used to derive vacuum correlation functions of quadratic observables. We also consider the concrete case of the Feynman propagator of Klein-Gordon quantum field theory.

We are interested in the product observable \( D = D_1 \cdot D_2 \) of the linear observables \( D_1 \) and \( D_2 \). Its vacuum correlation function is given by formula \( (30) \). To evaluate it, we need to find the inhomogeneous solutions \( \eta_1 \) and \( \eta_2 \) of the equations of motion modified by \( D_1 \) and \( D_2 \) respectively and satisfying the boundary conditions corresponding to the vacuum. To this end we shall assume that \( D_1 \) and \( D_2 \) are supported on disjoint spacetime regions, separated by a hypersurface \( \Sigma \). For ease of language we shall refer to the side of \( \Sigma \) where \( D_1 \) is supported as the “past” and the side where \( D_2 \) is supported as the “future”. This suggests that \( \Sigma \) is a spacelike hypersurface, although this might not be the case. We shall take the orientation of \( \Sigma \) to correspond to its “past” side while that of its “future” side is given by \( \bar{\Sigma} \). Let the pair \( L^P_\Sigma \) and \( L^F_\Sigma \) of transversal Lagrangian subspaces of \( L^P_\Sigma \) determine the vacuum in the “past” and “future” of \( \Sigma \) respectively.

For the moment we assume furthermore that \( D_1 \) is given by a slice observable on a hypersurface \( \Sigma_1 \) to the past of \( \Sigma \) and such that the spaces \( L^P_\Sigma \) and \( L^P_{\Sigma_1} \) of germs of solutions are in one-to-one correspondence as are the vacua. We also make the corresponding assumption for \( D_2 \). Thus, there are elements \( \xi_1 \in L^P_{\Sigma_1} \) determining the observables \( D_1 \) and \( D_2 \) via equations \( (79) \) and \( (80) \). The solution \( \eta_1 \) then consists of an “early” and “late time” part \( \eta_{1,<} \) and \( \eta_{1,>} \), “before” and “after” hypersurface \( \Sigma_1 \) respectively. Their relation as homogeneous solutions is given by \( \eta_{1,>} = \eta_{1,<} + \xi_1 \), compare Section 4.1. Moreover, the boundary conditions are given by, \( \eta_{1,<} \in L^P_{\Sigma_1} \) and \( \eta_{1,>} \in L^F_{\Sigma_1} \). Thus, \( \eta_{1,<} = -\xi_1 \) and \( \eta_{1,>} = \xi_1 \). The considerations for solution \( \eta_2 \) are analogous, and we obtain, \( \eta_{2,<} = -\xi_2 \) and \( \eta_{2,>} = \xi_2 \). At this point we may notice that we can identify all the elements \( \eta_1, \eta_2, \xi_1, \xi_2 \) as well as their polarized components with corresponding elements of \( L^P_\Sigma \), and shall do so without modifying notation. In this way the locations of the hypersurfaces \( \Sigma_1 \) and \( \Sigma_2 \) become irrelevant. Due to linearity we may then replace \( D_1 \) and \( D_2 \) with linear combinations of slice observables located on different hypersurfaces and thus with arbitrary linear observables (still located respectively in the “past” and “future” of \( \Sigma \), however). We obtain for the vacuum correlation function,

\[
\rho_M^{D_1 D_2}(W) = \frac{-i}{2} (D_1(\eta_{2,<}) + D_2(\eta_{1,>})) = -i \left( -\omega_\Sigma(\xi_1, \xi_2) + \omega_\Sigma(\xi_2, \xi_1) \right) = 2i \omega_\Sigma(\xi_1, \xi_2). \quad (93)
\]

We now assume in addition that the polarizations are conjugate Kähler polarizations, \( L^P_\Sigma = L^+_{\Sigma} \) and \( L^F_\Sigma = L^-_{\Sigma} \). Then, in order to re-express \( \xi_1 \) and \( \xi_2 \) in terms of \( D_1 \) and \( D_2 \) we may use an orthonormal basis \( \{u_k\}_{k \in I} \) of \( L^P_{\Sigma} \) with respect to the inner product \( \langle \cdot, \cdot \rangle \). Thus,

\[
\rho_M^{D_1 D_2}(W) = \sum_k 2 \omega_\Sigma(\xi_1, u_k) (u_k, \xi_2) = \sum_k 2i \omega_\Sigma(\xi_1, u_k) 4i \omega_\Sigma(\bar{u}_k, \xi_2) = \sum_k 2i \omega_\Sigma(\xi_1, u_k) 4i \omega_\Sigma(\bar{u}_k, \xi_2) = 2 \sum_k D_1(u_k) D_2(\bar{u}_k). \quad (94)
\]

This recovers and generalizes well known formulas from the literature, such as DeWitt’s vacuum correlation function for the energy-momentum tensor \( T_{\mu \nu} \). Alternatively, we may use other completeness relations. Using \( (48) \) we obtain,
\[ \rho_{M}^{D_1 D_2}(W^p) = \frac{1}{2} \langle \xi_1^-, \xi_2^+ \rangle_S = \frac{1}{4} \int_{L_S} \{ \xi_1^-, \phi \} \Sigma \{ \phi, \xi_2^+ \} \Sigma \, d\nu_S(\phi) \]
\[ = -\int_{L_S} 2\omega_S(\xi_1^-, \phi^+) 2\omega_S(\phi^-, \xi_2^+) \, d\nu_S(\phi) = \int_{L_S} 2\omega_S(\xi_1, \phi^+) 2\omega_S(\xi_2, \phi^-) \, d\nu_S(\phi) \]
\[ = \int_{L_S} D_1(\phi^+) D_2(\phi^-) \, d\nu_S(\phi). \quad (95) \]

We proceed to focus on the particular quadratic observable given by the two-point function of Klein-Gordon theory in Minkowski spacetime. Consider spacetime points \((t_1, x_1)\) and \((t_2, x_2)\) and suppose \(t_2 > t_1\). We set up linear observables \(D_1\) and \(D_2\) such that,
\[ D_i(\phi) = \phi(t_i, x_i). \quad (96) \]

For the hypersurface \(\Sigma\) we may take any equal-time hypersurface at time \(t\) with \(t_1 < t < t_2\). By comparison with equation (86) we find that the elements \(\xi_1, \xi_2 \in L_S\) determining the observables \(D_1, D_2\) take the form (85). Inserting this into expression (93) we obtain the familiar 2-point function and Feynman propagator (for \(t_1 < t_2\)),
\[ \rho_{M}^{D_1 D_2}(W^p) = -iG_F((t_1, x_1), (t_2, x_2)) = \int \frac{d^3k}{(2\pi)^3} \xi_1(k) \xi_2^*(k) = \int \frac{d^3k}{(2\pi)^3} e^{i(E(t_1-t_2) - k(x_1-x_2))}. \quad (97) \]

Removing the constraint on the time ordering of arguments, we have the usual formula,
\[ G_F((t_1, x_1), (t_2, x_2)) = i \int \frac{d^3k}{(2\pi)^3} \left( \theta(t_2 - t_1) e^{i(E(t_1-t_2) - k(x_1-x_2))} + \theta(t_1 - t_2) e^{i(E(t_2-t_1) - k(x_2-x_1))} \right). \quad (98) \]

5 Slice observables in Kähler quantization

5.1 Quantized slice observables as operators

In GBQFT, observables give rise to correlation functions, but in general not to operators on some particular space. In the Kähler quantization setting (Section 3), the slice observables are an exception. Consider a hypersurface \(\Sigma\) with associated space of germs \(L_\Sigma\), symplectic form \(\omega_\Sigma\), and Kähler polarization \(L_\Sigma^0 \subseteq L_\Sigma^\Sigma\). Denote by \(\hat{\Sigma}\) the slice region associated to \(\Sigma\), with boundary \(\partial \hat{\Sigma} = \Sigma \cup \hat{\Sigma}\). We recall the relation between inner product on \(\mathcal{H}_\Sigma\) and the amplitude map \(\rho_\Sigma\) (Axiom (T3x)) in Appendix 3,
\[ \langle \eta, \psi \rangle_\Sigma = \rho_\Sigma(\psi \otimes \iota_\Sigma(\eta)). \quad (99) \]

An observable \(F : K_\Sigma^0 = L_\Sigma^0 / \partial \Sigma \rightarrow \mathbb{C}\) determines an operator \(\hat{F}\) on the state space \(\mathcal{H}_\Sigma\) via,
\[ \langle \eta, \hat{F} \psi \rangle_\Sigma = \rho_\Sigma^F(\psi \otimes \iota_\Sigma(\eta)). \quad (100) \]

Recall Figure 3 for an illustration.

Crucially, this definition brings into exact correspondence the composition of so defined operators with the spacetime composition of the underlying slice observables, compare Figure 10. That is,
\[ \langle \eta, \hat{G} \hat{F} \psi \rangle_\Sigma = \sum_{k \in I} \langle \eta, \hat{G} \hat{G}_k \rangle_\Sigma \langle \hat{G}_k \psi \rangle_\Sigma = \sum_{k \in I} \rho_\Sigma^G(\hat{G}_k \otimes \iota_\Sigma(\eta)) \rho_\Sigma^F(\psi \otimes \iota_\Sigma(\hat{G}_k)) = \rho_\Sigma^{G \hat{F}}(\psi \otimes \iota_\Sigma(\eta)). \quad (101) \]
The last equality is due to Theorem 3.3 in the form of equation (78), with no anomaly present in this case, i.e., $c = 1$. As before, we have adopted the notation $G \bullet F$ for the spacetime composite of the slice observables $G$ and $F$, arranged as in Figure 10. Again, $\{\zeta_k\}_{k \in I}$ denotes an orthonormal basis of $H_{\Sigma}$.

Suppose that $F$ is a Weyl slice observable $F = \exp(iD)$ with $D$ linear and thus determined by equation (79) from a linear map $D': L_{\Sigma}^\infty \to \mathbb{C}$. We let $D'$ be determined by an element $\xi \in L_{\Sigma}^\infty$ according to equation (80).

**Proposition 5.1.** The operator $\hat{F}$ on $H_{\Sigma}$ acts on coherent states as,

$$\left(\hat{F}K_\tau\right)(\phi) = \exp \left(\frac{1}{2}\{\tau, \phi\}_\Sigma + \frac{1}{2}\{\xi, \phi\}_\Sigma - \frac{1}{2}\{\tau, \xi\}_\Sigma - \frac{1}{4}\{\xi, \xi\}_\Sigma\right). \quad (102)$$

**Proof.** By equations (46), (99) and (100) as well as equations (68) and (70) of Theorem 3.1 we have,

$$\left(\hat{F}K_\tau\right)(\phi) = \langle K_\phi, \hat{F}K_\tau \rangle_{\Sigma} = \rho_\Sigma^F(K_\tau \otimes K_\phi) = \langle K_\phi, K_\tau \rangle_{\Sigma} F((\hat{\tau}, \phi)) \exp \left(i \frac{1}{2} D(\eta)\right). \quad (103)$$

Here, $\eta \in A_{\Sigma}^{D, \mathbb{C}} \cap L_{\phi \Sigma}^+$ is unique and the last factor is given by equation (92), compare Section 4.3

$$\exp \left(i \frac{1}{2} D(\eta)\right) = \exp \left(-\frac{1}{4}\{\xi, \xi\}_\Sigma\right). \quad (104)$$

The first factor is the inner product (117), here,

$$\langle K_\phi, K_\tau \rangle_{\Sigma} = \exp \left(\frac{1}{2}\{\tau, \phi\}_\Sigma\right). \quad (105)$$

As for the remaining factor, we note,

$$\langle \hat{\tau}, \phi \rangle = \frac{1}{2} (\tau + \phi - iJ_{\Sigma}(\phi - \tau)). \quad (106)$$

With equation (80) we get,

$$F((\hat{\tau}, \phi)) = \exp \left(i \omega_{\Sigma} (\xi, \tau + \phi - iJ_{\Sigma}(\phi - \tau))\right). \quad (107)$$

With the definition (36) of the inner product we obtain,

$$F((\hat{\tau}, \phi)) = \exp \left(\frac{1}{2}\{\xi, \phi\}_\Sigma - \frac{1}{2}\{\tau, \xi\}_\Sigma\right). \quad (108)$$

Joining the factors yields the claimed identity. \hfill $\square$

As is easily seen, this satisfies the Weyl relation (90) as follows already from (101) when comparing with the results of Section 4.2. This fact was also shown previously in [26], Proposition 4.5.\footnote{There, more general observables where considered which results in extra terms that are absent here. Also note differences in ordering conventions.}

Since Weyl observables are generators for general observables and coherent states are generators for general states, Proposition 5.1 completely characterizes the action of slice observables on states.
The classical algebra of slice observables (see Section 4.1) carries a natural ∗-structure. If we consider such an observable $F$ as merely living on the real configuration space $K_\Sigma$, i.e., as a map $F : K_\Sigma \to \mathbb{C}$, then the ∗-operation is simply complex conjugation. However, as explained in Section 2.1 we generally consider observables as holomorphic functions on the complexification of the configuration space, here $F : K^C_\Sigma \to \mathbb{C}$. The natural extension of the notion of complex conjugation to this setting is given by,

$$F^*(\phi) := \overline{F(\phi)}. \quad (109)$$

In this way, $F^*$ is again holomorphic. It is now easy to verify from (90) (and a well-known fact) that this ∗-structure is also compatible with the product of the quantum algebra of slice observables (Section 4.2). That is, $(G \ast F)^* = F^* \ast G^*$. We may verify moreover, that it translates precisely to taking the adjoint of the corresponding operator in the sense of relation (100).

**Proposition 5.2.** For an arbitrary slice observable $F$, $\hat{F}^* = \hat{F}^\dagger$.

**Proof.** As coherent states span a dense subspace, it is sufficient to show this for matrix elements of coherent states. That is, it is sufficient to show,

$$\langle K_\phi, \hat{F}^\dagger K_\tau \rangle_\Sigma = \langle K_\phi, \hat{F}^* K_\tau \rangle_\Sigma.$$  \hspace{1cm} (110)

Moreover, since Weyl observables are generating it is sufficient to show this for $F$ a Weyl observable. Defining $F$ as above, using the reproducing property (46) and Proposition 5.1 we get for the left-hand side,

$$\langle K_\phi, \hat{F}^\dagger K_\tau \rangle_\Sigma = \exp \left( \frac{1}{2} \{\phi, \tau\}_\Sigma + \frac{1}{2} \{\xi, \tau\}_\Sigma - \frac{1}{2} \{\phi, \xi\}_\Sigma - \frac{1}{4} \{\xi, \xi\}_\Sigma \right).$$ \hspace{1cm} (111)

On the other hand, as is easy to see, replacing $F$ with $F^*$ amounts to replacing $D$ by $-D^*$ and thus $\xi$ by $-\bar{\xi}$. So, again using (46) and Proposition 5.1 we get for the right-hand side,

$$\langle K_\phi, \hat{F}^* K_\tau \rangle_\Sigma = \exp \left( \frac{1}{2} \{\tau, \phi\}_\Sigma + \frac{1}{2} \{-\bar{\xi}, \phi\}_\Sigma - \frac{1}{2} \{\tau, \bar{\xi}\}_\Sigma - \frac{1}{4} \{-\bar{\xi}, \bar{\xi}\}_\Sigma \right).$$ \hspace{1cm} (112)

It remains to read off the coincidence between the two sides. \hfill \Box

We return to the case that $F$ is a Weyl observable determined by the linear observable $D$, in turn determined by $\xi \in L^+_\Sigma$. Important special cases for $\xi$ in certain subspaces are given by the following Corollary.

**Corollary 5.3.** If $\xi$ is real, i.e., $\xi \in L_\Sigma$ we obtain the unitary action,

$$\hat{F}k_\tau = \exp (i\omega_\Sigma(\xi, \tau)) k_\tau + \xi.$$ \hspace{1cm} (113)

If $\xi \in L^-_\Sigma$ we get,

$$\hat{F}k_\tau = k_\tau + \xi.$$ \hspace{1cm} (114)
The last part of the Corollary, manifest in relation (114), can be generalized considerably as follows. This follows with the fact that observables holomorphic with respect to \( J_\Sigma \) are generated by Weyl observables holomorphic with respect to \( J_\Sigma \).

**Proposition 5.4.** Suppose the slice observable \( F \) is holomorphic with respect to \( J_\Sigma \) (invariant under translation in \( L_\Sigma \), i.e., \( F(\phi) = F(\phi + \xi) \) for all \( \phi \in L_\Sigma \) and \( \xi \in L_\Sigma \)). Then, \( \hat{F} \) acts by multiplication of wave functions,

\[
(\hat{F}\psi)(\phi) = F(\phi)\psi(\phi).
\] (115)

On the other hand, we may specialize to the case that we act on the vacuum.

**Corollary 5.5.** Let \( \tau := P^- (\xi) + P^- (\xi) \). Then,

\[
\hat{F}K_\phi = \exp \left( i \omega_\Sigma (\xi, \tau) \right) k_\tau.
\] (116)

We also consider the action of linear slice observables, here \( D \).

**Proposition 5.6.** Let \( \xi^c := P^- (\xi) + P^- (\xi) \) and \( \xi^a := P^+ (\xi) + P^+ (\xi) \). The operator \( \hat{D} \) on \( \mathcal{H}_\Sigma \) acts as,

\[
\hat{D} = \frac{i}{\sqrt{2}} \left( a_{\xi^a} - a_{\xi^c}^\dagger \right).
\] (117)

We leave the proof to the reader. It is based on taking a derivative as in relation (26) and comparing with the definition of creation and annihilation operators in Section 3.1. It is useful to define linear slice observables that upon quantization turn into a given creation or annihilation operator. For \( \xi \in L_\Sigma \) we define the slice observables \( A_{\xi^\dagger}^b \) and \( A_{\xi^a} \) on \( \Sigma \) via,

\[
A_{\xi^\dagger}^b (\phi) := \frac{1}{\sqrt{2}} (\xi, \phi) \Sigma, \quad A_{\xi^a} (\phi) := \frac{1}{\sqrt{2}} (\phi, \xi) \Sigma.
\] (118)

With Proposition 5.6 this yields,

\[
\hat{A}_{\xi^\dagger}^b = a_{\xi^\dagger}^b, \quad \hat{A}_{\xi^a} = a_{\xi^a}.
\] (119)

In the example of Klein-Gordon theory in Minkowski space on an equal-time hypersurface \( \Sigma_t \) (recall Section 3.2), the observables \( A_{p^\dagger}^b \) and \( A_p \) yielding the creation and annihilation operators \( a_{p^\dagger} \) and \( a_p \) for the momentum modes thus take the form,

\[
A_{p^\dagger}^b (\phi) = \overline{\phi} p, \quad A_p (\phi) = \phi^a (p).
\] (120)

We proceed to consider normal ordered quantization as defined by formula (72) for the case of slice observables. In particular, this gives justification to the name “normal ordered” as we recover the usual normal ordering of operators.

**Proposition 5.7.** The operator \( : \hat{F} : \) acts on coherent states as,

\[
(: \hat{F} : K_\tau) (\phi) = \exp \left( \frac{1}{2} \{ \tau, \phi \} _\Sigma + \frac{1}{2} \{ \xi, \phi \} _\Sigma - \frac{1}{2} \{ \tau, \xi \} _\Sigma \right).
\] (121)

**Proof.** With the reproducing property (46), the normal ordered version of relation (100), and the definition (72) we have,

\[
(: \hat{F} : K_\tau) (\phi) = \langle K_\phi, : \hat{F} : K_\tau \rangle _\Sigma = \rho_{\Sigma}^{\hat{F}} (K_\tau \otimes K_\phi) = \langle K_\phi, K_\tau \rangle _\Sigma F((\hat{\phi}, \tau)) (122)
\]

We now recall that we have evaluated the two factors on the right-hand side already in the proof of Proposition 5.1 see equations (105) and (108). This recovers the result (121).
Proposition 5.8. Let $\xi_1, \ldots, \xi_n, \eta_1, \ldots, \eta_m \in L_\Sigma$. Let $E = A_{\xi_1} \cdots A_{\xi_n} A^\dagger_{\eta_1} \cdots A^\dagger_{\eta_m}$. Then,
\[
\hat{E} := a^\dagger_{\eta_1} \cdots a^\dagger_{\eta_m} a_{\xi_1} \cdots a_{\xi_n}.
\] (123)

Proof. We proceed as at the beginning of Section 2.2 to deal with a product of linear observables. Thus, define,
\[
E_{\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m} := \lambda_1 A_{\xi_1} + \cdots + \lambda_n A_{\xi_n} + \mu_1 A^\dagger_{\eta_1} \cdots \mu_m A^\dagger_{\eta_m},
\] (124)
\[
F_{\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m} := \exp(i E_{\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m}).
\] (125)

Then, as in relation (26),
\[
E = (-i)^{n+m} \frac{\partial}{\partial \lambda_1} \cdots \frac{\partial}{\partial \lambda_n} \frac{\partial}{\partial \mu_1} \cdots \frac{\partial}{\partial \mu_m} F_{\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m} \bigg|_{\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m = 0}.
\] (126)

If $\xi_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m \in L_\Sigma^C$ is related to $E_{\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m}$ as in equation (80), then,
\[
\xi_{\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m} = \sqrt{2i} \left(-\lambda_1 \xi_1^+ - \cdots - \lambda_n \xi_n^+ + \mu_1 \eta_1^- + \cdots + \mu_m \eta_m^-ight).
\] (127)

With Proposition 5.7 we obtain for the action on the coherent state $K_\tau$,
\[
\left(\hat{F}_{\lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_m} : K_\tau\right)(\phi) = \exp\left(\frac{1}{2} \left\{\tau, \phi\right\}_\Sigma + \frac{i}{\sqrt{2}} \left\{\mu_1 \eta_1 + \cdots + \mu_m \eta_m, \phi\right\}_\Sigma + \frac{i}{\sqrt{2}} \left\{\tau, \lambda_1 \xi_1 + \cdots + \lambda_n \xi_n\right\}_\Sigma\right).
\] (128)

With the relation (126) we obtain,
\[
\left(\hat{E} : K_\tau\right)(\phi) = \frac{1}{\sqrt{2}^{n+m}} \left(\eta_1, \phi\right)_\Sigma \cdots \left(\eta_m, \phi\right)_\Sigma \left(\tau, \xi_1\right)_\Sigma \cdots \left(\tau, \xi_n\right)_\Sigma \exp\left(\frac{1}{2} \left\{\tau, \phi\right\}_\Sigma\right)
= \left(a^\dagger_{\eta_1} \cdots a^\dagger_{\eta_m} a_{\xi_1} \cdots a_{\xi_n} : K_\tau\right)(\phi).
\] (129)

In the last equality we have used the formulas (12) and (15) for the action of creation and annihilation operators.

Finally, we consider the semiclassical interpretation of coherent states and correlation functions for slice observable. This can be seen as a limiting case of the case of general regions treated in Section 3.4.2. Thus, we fix a normalized coherent state $k_\tau$ and consider the expectation value of the Weyl slice observable $F$ in this state. With relation (100) and the structure Theorem 3.1 we get,
\[
\langle k_\tau, F k_\tau \rangle_\Sigma = \rho_{\Sigma}^E(k_\tau \otimes k_\tau)
= \rho_{\Sigma}(k_\tau \otimes k_\tau) F((\tau, \tau)) \rho_{\Sigma}(K_0 \otimes K_0)
= \langle k_\tau, k_\tau \rangle_\Sigma F((\tau, \tau)) \exp\left(-\frac{1}{4} \langle\xi, \xi\rangle_\Sigma\right)
= F'(\tau) \exp\left(-\frac{1}{4} \langle\xi, \xi\rangle_\Sigma\right).
\] (130)
So, up to the vacuum expectation value, this is precisely the value of the classical slice observable \( F \) on the classical solution \( \tau \). What is more, moving to normal ordered quantization the vacuum expectation value is removed, compare equation (72). Thus, we get for arbitrary observables \( F \),

\[
\langle k_\tau, \hat{F} : k_\tau \rangle_\Sigma = F'(\tau).
\]  

(131)

### 5.2 \( * \)-structure and GNS construction

It turns out that the same representation of the slice observables on a Hilbert space can be obtained in a rather different manner. Namely, we may start with the quantum algebra of slice observables and construct a Hilbert space representation via the GNS construction. To this end we need the \( * \)-structure on the algebra and a positive \( * \)-functional corresponding to the vacuum correlation function. We detail this in the present section. Fix a hypersurface \( \Sigma \).

The vacuum correlation functions of slice observables in the sense of Section 2 can be viewed as defining a linear functional \( v_\Sigma : A_\Sigma \to \mathbb{C} \) on the algebra of slice observables,

\[
v_\Sigma(F) := \rho^F_\Sigma(W^P).
\]  

(132)

For Weyl slice observables we have evaluated this in Section 4.3 leading to equation (92). This is in the context where \( \mathcal{D}^1 : L^\Sigma_C \to \mathbb{C} \) defines a linear slice observable determined by an element \( \xi \in L^\Sigma_C \) via formula (80), compare Figure 9. For Weyl slice observables we have evaluated this in Section 4.3 leading to equation (92). This is in the context of

\[
|,|_\Sigma \circ \hat{\cdot}, \hat{\cdot}|_\Sigma = \hat{\cdot} F = \exp(iD) \text{ denotes the induced Weyl slice observable. Thus, in our present notation,}
\]

\[
v_\Sigma(F) = \exp \left( -\frac{1}{4} \{ \xi, \xi \}_\Sigma \right).
\]  

(133)

Note that the expression \( \{ \xi, \xi \}_\Sigma \) is not necessarily positive or even real for general complex \( \xi \in L^\Sigma_C \). It is strictly positive, however, for non-vanishing real \( \xi \in L^\Sigma_\re \). The coincidence of the present formula with the results of Section 5.1 follows here from the fact that the relevant formula (70) of Theorem 5.1 is simply identical to formula (23) underlying equation (133).

It is easy to see that \( v_\Sigma \) is compatible with the \( * \)-structure of \( A_\Sigma \), i.e., \( v_\Sigma(F^*) = v_\Sigma(F) \). Similarly, \( v_\Sigma \) defines in fact a positive functional. We limit ourselves here to remark that the linear observable \( D \) is self-adjoint with respect to the \( * \)-structure, \( D^* = D \), precisely if the corresponding element \( \xi \in L^\Sigma_C \) is real, i.e., \( \xi \in L^\Sigma_\re \). Following the GNS construction we define a hermitian sesquilinear form \( [,]|_\Sigma \) on \( A_\Sigma \) via,

\[
[G,F]_\Sigma := v_\Sigma(G^* \ast F).
\]  

(134)

For Weyl slice observables \( F = \exp(iD) \), \( G = \exp(iE) \) determined by linear observables \( D \) and \( E \) which in turn are determined by elements \( \xi_D, \xi_E \in L^\Sigma_C \) via equation (80) as in Section 4.2 we obtain,

\[
[G,F]_\Sigma = v_\Sigma \left( \exp \left( i\omega_\Sigma \left( -\xi_E, \xi_D \right) \right) G^* \cdot F \right)
\]

\[
= \exp \left( i\omega_\Sigma \left( -\xi_E, \xi_D \right) \right) \exp \left( -\frac{1}{4} \{ \xi_D - \xi_E, \xi_D - \xi_E \}_\Sigma \right)
\]

\[
= \exp \left( -\frac{1}{4} \{ \xi_D, \xi_D \}_\Sigma - \frac{1}{4} \{ \xi_E, \xi_E \}_\Sigma + \frac{1}{2} \{ \xi_D, \xi_E \}_\Sigma \right).
\]  

(135)

Note that \( \phi, \eta = 0 \) for any \( \eta \in L^\Sigma_C \) iff \( \phi \in L^\Sigma_+ \). From this we may deduce that the left ideal \( \mathcal{I}_\Sigma \subseteq A_\Sigma \) on which the sesquilinear form vanishes is generated by the relation \( F \sim 1 \) for the Weyl observables \( F = \exp(iD) \) with \( \xi_D \in L^\Sigma_+ \). According to the GNS construction the Hilbert space
on which $\mathcal{A}_\Sigma$ will be represented, may now be obtained as the completion of the quotient $\mathcal{A}_\Sigma/I_\Sigma$. This Hilbert space turns out to be naturally isomorphic to $\mathcal{H}_\Sigma$. Indeed, for real $\xi \in L_\Sigma$ we may identify the normalized coherent state $\kappa_\xi \in \mathcal{H}_\Sigma$ with the (equivalence class of the) Weyl observable $F = \exp(iD)$, where the linear observable $D$ is determined by $\xi$ via equation (80). Doing so, we realize that (135) precisely recovers the (normalized version) of the inner product of coherent states (47). What is more, by comparing relation (90) with equation (113) one may appreciate that the induced action of $\mathcal{A}_\Sigma$ on $\mathcal{H}_\Sigma$ coincides precisely with the one given by Proposition 5.1.

5.3 Boundary observables as states

Consider again the correlation function of a Weyl observable $F$ in a region $M$ with a normalized coherent state $\kappa_\xi$ on the boundary, compare Section 3.3 and Figure 7. As we have learned in Section 5.1, the state $\kappa_\xi$ can be obtained from the vacuum by acting with a Weyl slice observable. In the present case this slice observable will be associated with the slice region $\hat{\partial}M$ determined by the boundary $\partial M$ of $M$. We call slice observables with the slice region determined by a boundary also boundary observables. Here, let $\xi \in L_{\partial M}$ define the linear boundary observable $E$ via $E'(\phi) = 2\omega_{\partial M}(\xi, \phi)$ and $G = \exp(iE)$ be the corresponding Weyl observable. Then, by equation (113), we have $\hat{G}\kappa_0 = \kappa_\xi$. This implies,

$$\rho^F_M(\kappa_\xi) = \rho^F_M(\hat{G}\kappa_0) = \sum_{k \in I} \langle \zeta_k, \hat{G}\kappa_0 \rangle_{\partial M} \rho^F_M(\zeta_k) = \sum_{k \in I} \rho^G_{\partial M}(K_0 \otimes i_{\partial M}(\zeta_k)) \rho^F_M(\zeta_k) = \rho^{G\bullet F}_M(K_0).$$

(136)

Here, the third equality arises from equation (100) while the forth is the composition rule in the form (78), where $c = 1$. In other words, the correlation function for a Weyl observable $F$ on a normalized coherent state $\kappa_\xi$ is the same as the correlation function of the product Weyl observable $G \bullet F$ on the vacuum state. Compare Figure 7 to Figure 11. With relation (71), we may write this as,

$$\rho^F_M(\kappa_\xi) = \rho^{G\bullet F}_M(W^P).$$

(137)

Since $F$ may be an arbitrary Weyl observable, this is valid for any observable $F$.

What formula (137) implies is that the role played by a normalized coherent state (here $\kappa_\xi$) can be completely captured through a corresponding boundary Weyl observable (here $G$). Moreover, since general states can be constructed from coherent states via derivatives, recall equation (51), the role played by any state can be captured through a suitable boundary observable in this way. Remarkably, the right-hand side of equation (137) does not make any use of a Hilbert space of states. In contrast to the left-hand side, it is perfectly well-defined even if the polarization on the boundary $\partial M$ is not a Kähler polarization. This suggests an approach to quantization where the role of states is played by slice observables and no Hilbert space of states need to be constructed. What is more, this notion of quantization would work for non-Kähler polarizations as well. This is the subject of the following section.

6 Quantization without Hilbert spaces

In this section we develop an approach to quantization based on slice observables instead of states and applicable to any polarization, as suggested in Section 5.3.
6.1 Correlation functions with boundary observables

Consider a region $M$ and a polarization $L^P_{\partial M} \subseteq L^C_{\partial M}$ transverse to the polarization $L^C_M \subseteq L^C_{\partial M}$, that is $L^C_{\partial M} = L^C_M \oplus L^P_{\partial M}$. For an element $\tau \in L^C_{\partial M}$ we denote its unique decomposition by $\tau = \tau^{\text{int}} + \tau^{\text{ext}}$ where $\tau^{\text{int}} \in L^C_M$ and $\tau^{\text{ext}} \in L^P_{\partial M}$. Let $F : K^C_M \to \mathbb{C}$ denote an observable in the interior of $M$. Additionally, consider a slice observable $G : K^C_{\partial M} \to \mathbb{C}$ on the boundary $\partial M$ of $M$. In this context we introduce the notation,

$$\rho^F_M(W^P_G) := \rho_{M^*} W^P_G,$$

(138)

where the right-hand side is defined by equation (23). This suggests that $W^P_G$ represents a “state” determined by the boundary observable $G$. For the moment, however, this is merely a notation, and we do not take $W^P_G$ (or similarly the “vacuum state” $W^P$) itself to stand for any mathematical object. However, since choosing a polarization and a slice observable also makes sense on an oriented hypersurface that is not necessarily the boundary of a region, we occasionally use the notation in this more general context.

Suppose $G$ is a Weyl slice observable $G = \exp(iE)$ with the linear slice observable $E$ determined by $\xi \in L^C_{\partial M}$ according to equations (79) and (80). This is illustrated in Figure 11 (disregard $K_0$ there). We also use the more specific notation,

$$\rho^F_M(K^P_\xi) := \rho_{M^*} K^P_\xi,$$

(139)

In terms of our symbolic notation we may write $K^P_\xi := W^P_G$. Note also $K^P_0 = W^P$. This of course suggests a coherent state. Indeed, this is motivated by the identity (137), valid in the case of a

---

20One might of course simply think of $W^P_G$ as the pair $(L^P_{\partial M}, G)$, i.e., as an element of the Cartesian product $P_{\partial M} \times A_{\partial M}$, where $P_{\partial M}$ is the space of polarizations on $\partial M$, i.e., Lagrangian subspaces of $L^P_{\partial M}$.
Kähler polarization and when \( \xi \in L_{\partial M} \) is real. That is,
\[
\rho^F_M(K^p_\xi) = \rho^F_M(k_\xi). \tag{140}
\]
The coherent state here is normalized. If on the other hand (still in the Kähler case) we replace \( \xi \) with the projection \( P^-(\xi) \) we obtain instead the ordinary (non-normalized) coherent state, compare Corollary
\[
\rho^F_M(K^p_{P^-(\xi)}) = \rho^F_M(K_\xi). \tag{141}
\]
Since there is no explicit dependence on the observable \( F \) or even the region \( M \) we write equations (140) and (141) informally as \( K^p_\xi = k_\xi \) and \( K^p_{P^-(\xi)} = K_\xi \), and extend them thus to hypersurfaces that are not necessarily boundaries of regions. Note, however, that this makes sense only with a fixed choice of hypersurface orientation and Kähler polarization.

Finally, formula (50) for the wave function of an \( n \)-particle state in Kähler quantization suggests the following definition. Let \( \xi_1, \ldots, \xi_n \in L_{\partial M} \). Define the boundary observable \( G \) by
\[
G^i(\phi) = \prod_{k=1}^n 4i\omega_{\partial M}(\xi_k, \phi). \tag{142}
\]
Then set,
\[
Q^P_{\xi_1, \ldots, \xi_n} := W^P_\xi. \tag{143}
\]
In the case of a Kähler polarization we may take \( \xi_1, \ldots, \xi_n \in L_{\partial M} \) and note \( 4i\omega_{\partial M}(P^-(\xi_k), \phi) = \{\xi_k, \phi\}_{\partial M} \) so that by Proposition 5.4 we obtain (in our informal notation)
\[
Q^P_{P^-(\xi_1), \ldots, P^-(\xi_n)} = \psi, \tag{144}
\]
where \( \psi \) is the \( n \)-particle state with wave function (50). We also note the general relation,
\[
Q^P_{\xi_1, \ldots, \xi_n} = \left( \prod_{k=1}^n 2\frac{\partial}{\partial \lambda_k} \right) K^p_{\lambda_1 \xi_1 + \cdots + \lambda_n \xi_n} \big|_{\lambda_1, \ldots, \lambda_n = 0}. \tag{145}
\]
If we replace \( \xi_1, \ldots, \xi_n \) by \( P^-(\xi_1), \ldots, P^-(\xi_n) \) in the Kähler case we recover expression (51).

We briefly consider momentum states in the standard example of Klein-Gordon theory on an equal-time hypersurface in Minkowski space. Comparing (144) with (67) we have,
\[
Q^P_{P^-(\phi_{p_1}), \ldots, P^-(\phi_{p_n})} = \sqrt{2\pi} \psi_{p_1, \ldots, p_n}. \tag{146}
\]
Since Weyl observables generate all other observables, and similarly coherent states generate all other states we focus primarily on “states” of the form \( K^p_\xi \), i.e., Weyl boundary observables. If \( F \) is also a Weyl observable, we can evaluate \( \rho^F_M(K^p_\xi) \) explicitly by using formula (23). Thus, let \( F = \exp(iD) \) with \( D : K^p_M \rightarrow \mathbb{C} \) linear. Let \( \phi \in A^{D+E,C}_{\partial M} \cap L^p_{\partial M} \) be the unique solution of the modified equations of motion satisfying the boundary condition on \( \partial M \). To obtain a more explicit form of the amplitude expression we need to know \( \phi \) in different pieces of spacetime. In the interior of \( M \) we write \( \phi_M \) while in the exterior we write \( \phi_X \), see Figure 12. From (83) we get, \( \phi_X = \phi_M - \xi \).
On the other hand we require \( \phi_X \in L^p_{\partial M} \) and \( \phi_M \in A^{D,C}_{\partial M} \). To satisfy the latter requirement we can set \( \phi_M = \eta + \Delta \), where \( \Delta \in L^C_{\partial M} \), while \( \eta \in A^{D+E,C}_{\partial M} \cap L^p_{\partial M} \) unique. We get \( \phi_X = \eta + \Delta - \xi \). \( \Delta \) is thus...
Figure 12: Spacetime region $M$ containing a Weyl observable $F$ with Weyl slice observable $G$ determined by $\xi$ on the boundary. The interior solution is marked $\phi_M$ and the exterior one $\phi_X$. Determined by the requirement $\Delta - \xi \in L^P_{\partial M}$. Decomposing $\xi = \xi^{\text{int}} + \xi^{\text{ext}}$ we get $\Delta = \xi^{\text{int}}$. We obtain,

$$
\rho^F_M(K_\xi^P) = \rho^{G\ast F}_M(W^P) = \exp \left( \frac{i}{2}(D + E)(\phi) \right)
$$

$$
= \exp \left( \frac{i}{2}D(\phi_M) + \frac{i}{2}F^\prime \left( \frac{1}{2}(\phi_M + \phi_X) \right) \right)
$$

$$
= \exp \left( \frac{i}{2}D(\eta + \xi^{\text{int}}) + i\omega_{\partial M} \left( \xi, \eta + \xi^{\text{int}} - \frac{1}{2}\xi \right) \right)
$$

$$
= \exp \left( \frac{i}{2}D(\eta) + \frac{i}{2}D(\xi^{\text{int}}) + i\omega_{\partial M} \left( \xi, \eta + \xi^{\text{int}} \right) \right)
$$

$$
= \exp \left( \frac{i}{2}D(\eta) \right) F(\xi^{\text{int}}) \exp \left( i\omega_{\partial M} \left( \xi, \xi^{\text{int}} \right) \right) .
$$

(147)

We can formulate the result analogous to the factorization Theorem 3.1 as follows.

**Theorem 6.1.** If $F$ is the Weyl observable $\exp(iD)$, then,

$$
\rho^F_M(K_\xi^P) = \rho_M(K_\xi^P)F(\xi^{\text{int}})\rho^F_M(W^P), \quad \text{with,}
$$

(148)

$$
\rho_M(K_\xi^P) = \exp \left( i\omega_{\partial M} \left( \xi, \xi^{\text{int}} \right) \right),
$$

(149)

$$
\rho^F_M(W^P) = \exp \left( \frac{i}{2}D(\eta) \right) .
$$

(150)
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Here \( \eta \in A_{M}^{D,C} \cap L_{\partial M}^{P} \).

We already know that in the Kähler case and for \( \xi \in L_{\partial M} \) we must recover Theorem 3.1. Nevertheless, it is instructive to see this explicitly. Thus, we have to bring into exact correspondence the three factors on the right-hand side of (68) with the three factors on the right-hand side of (148). We have already commented extensively on the equality of the third factor, see equations (137) and (139). To see the equality for the two remaining factors decompose \( \xi = \xi + J_{\partial M} \xi \) with \( \xi_{R}, \xi \in L_{M}^{C} \), as noted in Section 3.3. Then, it is easily verified that \( F(\xi_{\text{int}}) = F(\tilde{\xi}) \), which shows equality for the second factor. For the remaining factor we have,

\[
\rho_{M}(K_{\xi}^{P}) = \exp \left( i \omega_{\partial M} (\xi, \xi_{\text{int}}) \right) = \exp \left( i \omega_{\partial M} (J_{\partial M} \xi^{I}, \xi_{\text{int}}) \right) = \exp \left( -\frac{i}{2} g_{\partial M} (\xi^{I}, \xi_{\text{int}}) \right) = \rho_{M}(k_{\xi}).
\]  

As expected, we confirm the equality (140) for any Weyl observable \( F \) and thus for any observable \( F \) (since the Weyl observables generate all observable).

Back to the general polarization setting, for later use we consider the special case that the slice observable \( G \) (and thus also \( E \)) satisfies the following \emph{interior translation invariance} condition: \( G'(\phi + \delta) = G'(\phi) \) for any \( \phi \in L_{\partial M}^{C} \) and any \( \delta \in L_{C}^{C} \). Here this is equivalent to \( \xi \in L_{C}^{C} \) and thus \( \xi = \xi_{\text{int}} \). We can then rewrite (147) as,

\[
\exp \left( \frac{i}{2} D(\eta) \right) F(\xi_{\text{int}}) = \exp \left( \frac{i}{2} D(\eta) \right) \exp \left( 2i \omega(\xi, \eta) \right) = \exp \left( \frac{i}{2} D(\eta) \right) G'(\eta).
\]  

Linearity in \( G \) of the right-hand expression shows that this generalizes to arbitrary slice observables \( G \) that satisfy the interior translation invariance condition.

**Lemma 6.2.** \emph{If \( F \) is the Weyl observable \( \exp(iD) \), \( \eta \in A_{M}^{D,C} \cap L_{\partial M}^{P} \), and \( G \) is an interior translation invariant slice observable, then}

\[
\rho_{M}^{G \cdot F}(W_{P}) = \rho_{M}^{F}(W_{P}) G'(\eta).
\]  

### 6.2 Normal ordering and semiclassical interpretation

We recall the generalized notion of normal ordering of the Kähler setting, given by the defining relation (72) in Section 3.1. There is no difficulty in further generalizing this to the present setting with general polarizations. Thus, for \( F : K_{M}^{C} \to \mathbb{C} \) an observable in \( M \) and \( \xi \in L_{\partial M}^{C} \) we define,

\[
\rho_{M}^{F}(K_{\xi}^{P}) := \rho_{M}(K_{\xi}^{P}) F(\xi_{\text{int}}).
\]  

In the Kähler case take \( \xi \in L_{\partial M} \) and note \( (P^{-}(\xi))^{\text{int}} = \xi_{\text{int}} = \tilde{\xi} \) to recover (72).

For the special case of \( F \) being a Weyl observable we obtain by comparison of definition (154) with the factorization identity (148) the simple relation,

\[
\rho_{M}^{F}(K_{\xi}^{P}) = \rho_{M}^{F}(K_{\xi}^{P}) \rho_{M}^{F}(W_{P}).
\]  

By linearity this relation extends to arbitrary states, (i.e., arbitrary boundary observables). To emphasize this we chose a notation \( X_{P} \) for the state, which really stands for \( W_{G}^{P} \) with \( G \) an arbitrary boundary observable,

\[
\rho_{M}^{F}(X_{P}) = \rho_{M}^{F}(X_{P}) \rho_{M}^{F}(W_{P}).
\]
In analogy to the coherent states in the Kähler quantization setting we can ask for a semiclassical interpretation of the Weyl slice observables represented by the notation $K_P^\xi$, compare Section 3.4. As for the semiclassical interpretation of amplitudes (compare Section 3.4.1), we do not have here an analogue of the tunneling interpretation afforded by formula (69). Instead, with the corresponding formula (149) we can merely affirm that the amplitude is unity if $\xi = \xi^{\text{int}}$. If this is not the case, i.e., we consider a solution “not allowed” in the interior, there need not in general be a suppression. Since in the absence of an inner product we also do not have a notion of normalization of the “state” $K_P^\xi$ this need not be a cause for concern.

As for the semiclassical interpretation of correlation functions for $K_P^\xi$, the considerations of the Kähler case (Section 3.4.2) largely still hold. In particular for $\xi = \xi^{\text{int}}$ an interior solution, we obtain for Weyl observables the classical expectation value $F(\xi)$, see formula (148). Moreover, for normal ordered quantization this extends to arbitrary observables, compare formula (154). This is quite a strong indication that $K_P^\xi$ (or something like $K_{P'}^{\xi}$, see above) provides a good semiclassical description of the classical solution $\xi$ near the boundary $\partial M$, up to normalization.

6.3 Changing the vacuum

It is a natural question to consider what happens when the vacuum, i.e., the polarization determining the vacuum changes. More precisely, consider a region $M$ and two polarizations $L_P^\partial M$ and $L_P^{\partial M'}$, both transverse to $L^C_M$. Is there then a “state” $Y_P^{P'}$ with respect to the unprimed vacuum that mimics the primed vacuum, i.e., such that all correlation functions coincide? That is, we want

$$\rho_M^F(W^{P'}) = \rho_M^F(Y_P^{P'})$$

for all observables $F$ in $M$. As usual, it is sufficient to consider this for the special case of Weyl observables $F = \exp(iD)$ with $D$ linear.

Let us write,

$$\rho_M^F(W^{P'}) = q \cdot \rho_M^F(W^P).$$

Inserting the explicit formula (23) for the vacuum correlation functions yields,

$$q = \exp \left( \frac{i}{2} D(\eta' - \eta) \right).$$

Here, $\eta \in A^D_M \cap L^P_\partial M$ and $\eta' \in A^D_M \cap L^P_{\partial M'}$. Note that $\eta' - \eta \in L^C_M$, so we can use equation (22) to get,

$$q = \exp(i \omega_{\partial M}(\eta' - \eta, \eta)) = \exp(i \omega_{\partial M}(\eta', \eta)).$$

With the obvious notation we notice, $\eta = \eta^{\text{ext}}$ and $\eta' = (\eta')^{\text{ext}} = (\eta' - \eta) + \eta^{\text{ext}}'. \eta'^{\text{ext}}$. Define $G' : L^C_M \to \mathbb{C}$ by,

$$G'(\phi) = \exp \left( i \omega_{\partial M} \left( \phi^{\text{ext}}', \phi^{\text{ext}} \right) \right).$$

Then, $q = G'(\eta)$. Consider the slice observable $G$ determined by $G'$. As is easily seen, $G$ is interior translation invariant and Lemma 6.2 applies. Comparison of the right-hand side of equation (158) with equation (153) thus yields,

$$Y_P^{P'} = W_{G'}^P.$$

Proposition 6.3. For any observable $F$ in $M$ we have,

$$\rho_M^F(W^{P'}) = \rho_M^F(W_{G'}^P).$$

(163)
Figure 13: Composition via slice observables: Setup for composition (left) with boundary polarization $L_{\partial M}^P$, region composed along slice observable $\Sigma$ (right) with boundary polarization $L_{\partial M_1}^P$, and location of boundary observable $G$ within region.

By allowing the observable $F$ itself to be a product of a slice observable and a general observable we obtain an apparent generalization.

**Corollary 6.4.** For any slice observable $H$ in $\partial M$ and any observable $F$ in $M$ we have,

$$\rho^F_M(W^P_H) = \rho^F_M(W^P_{G\ast H}).$$

(164)

### 6.4 Composition via observables

In the setting of Hilbert spaces on hypersurfaces constructed from Kähler polarizations, the composition of correlation functions for regions can be accomplished via a sum over a complete basis of the Hilbert space associated to the gluing hypersurface. This was reviewed in Section 3.5. Equivalently (and often more conveniently), the sum is replaced by a complete integral over coherent states. However, the present emphasis on slice observables over Hilbert space states suggests using the former also to accomplish composition. This turns out to be not only possible, but natural, induced by thinking of the composition as effected by a change of polarization. What is more, no gluing anomaly occurs for this manner of composing.

Thus, let $M$ be a region with boundary $\partial M = \Sigma_1 \cup \Sigma \cup \Sigma'$, where $\Sigma'$ is a copy of $\Sigma$. Let $M_1$ denote the gluing of $M$ to itself along $\Sigma$ with $\Sigma'$, see Figure 13. We consider a polarization $L_{\partial M}^P \subseteq L_{\partial C}^P$ transversal to $L_{\partial C}^P \subseteq L_{\partial M}^P$. Similarly, we consider a polarization $L_{\partial M_1}^P \subseteq L_{\partial C}^P$ transversal to $L_{\partial C}^P \subseteq L_{\partial M_1}^P$. It is then clear that the Lagrangian subspace $L_{\partial M}^{(P_1, m)} := \left( L_{\partial M_1}^P \oplus L_{\partial C}^C \right) \subseteq L_{\partial M}^P$ intersects $L_{\partial M}^C$ only in 0, but we require full transversality, $L_{\partial M}^C = L_{\partial M}^{(P_1, m)} \oplus L_{\partial M}^C$. In the following we write the decomposition $L_{\partial M}^C = L_{\partial M}^P \oplus L_{\partial M}^C$ for elements as $\phi = \phi^{\text{ext}} + \phi^{\text{int}}$. Similarly, we write the decomposition $L_{\partial M}^C = L_{\partial M_1}^{(P_1, m)} \oplus L_{\partial M}^C$ for elements as $\phi = \phi^{\text{ext}'} + \phi^{\text{int}'}$.

**Theorem 6.5.** Let $D : K_M^C \to \mathbb{C}$ be a linear observable in $M$ and $D_1 : K_{M_1}^C \to \mathbb{C}$ the induced linear observable in $M_1$. Set $F = \exp(i D)$ and $F_1 = \exp(i D_1)$. Then,

$$\rho^F_{M_1}(W^{P_1}) = \rho^F_M(Y^{P}_{(P_1, m)}).$$

(165)
Proof. Define $G' : L^c_{\partial M} \to \mathbb{C}$ as,

$$G'(\phi) = \exp \left( i \omega_{\partial M} \left( \phi^{\text{ext}}, \phi^{\text{ext}} \right) \right).$$

(166)

This defines a slice observable $G$ in $M$ and a state $Y_{(p_1,m)}^P = W^P_G$ that encodes a change of polarization from $P$ to $(P_1,m)$. Now let $\eta' \in A^D_{M_1} \cap P_{\partial M_1}$. Then, we have,

$$\rho_{\partial M}'(Y_{(p_1,m)}^P) = \rho_{\partial M}'(W^{(P_1,m)}) = \exp \left( \frac{1}{2} D(\eta') \right).$$

(167)

On the other hand let $\eta_1 \in A^D_{M_1} \cap L^P_{\partial M_1}$. By Axiom (C7) of [26, Section 4.6] we have $D(\eta_1) = D(\eta')$. But,

$$\rho_{\partial M_1}'(W^{P_1}) = \exp \left( \frac{1}{2} D(\eta_1) \right).$$

(168)

Thus, we obtain relation (165). \( \square \)

One aspect of this composition theorem that is not quite satisfactory is the fact that the slice observable $G$ acts not only on $L^c_{\partial M}$ and $L^c_{\Sigma}$, but also on $L^c_{\partial M_1}$ where no gluing takes place. Of course with polarizations before and after composition completely independent, this cannot be otherwise. However, in case that the polarization is unchanged on $\partial M_1$, one might hope for the composition to be effectable by a slice observable $G$ not dependent on $L^c_{\partial M_1}$. This hope is justified as we show in the following. Thus, suppose that $L^P_D = L^P_{\partial M_1} \oplus L^P_{\Sigma}$. For $\phi \in L^c_{\partial M} = L^c_{\partial M_1} \oplus L^c_{\Sigma} \oplus L^c_{\Sigma'}$ we use the notation $\phi = (\phi_1, \phi_\Sigma, \phi_{\Sigma'})$. With this we define a slice observable $G$ on $\partial M$ via,

$$G'(\phi) = \exp \left( i \omega_{\partial M} \left( (0, \phi_\Sigma, \phi_{\Sigma'})^{\text{ext}}, (0, \phi_\Sigma, \phi_{\Sigma'})^{\text{ext}} \right) \right).$$

(169)

Note that this slice observable is not interior translation invariant. However, it has two other invariance properties.

**Lemma 6.6.** $G$ as defined above has the following properties:

1. $G'(\phi + (\delta_1,0,0)) = G'(\phi)$ for any $\phi \in L^c_{\partial M}$ and any $\delta_1 \in L^c_{\partial M_1}$.

2. $G'(\phi + (0,\delta_\Sigma,\delta_{\Sigma'})^{\text{int}}) = G'(\phi)$ for any $\phi \in L^c_{\partial M}$ and any $(\delta_\Sigma,\delta_{\Sigma'}) \in L^c_\Sigma \oplus L^c_{\Sigma'}$.

**Proof.** The first property follows immediately since the definition [169] makes no reference to the first component $\phi_1$ of the argument $\phi$. As for the second property, it suffices to show this for the argument of the exponential in (169). We evaluate the left-hand side of the equality (2.) to be demonstrated order by order in $\delta$. That is, we have to show that both the first and the second order in $\delta$ vanish. We introduce the notation $\cdot_{\text{ext}}$ to mean projection onto the first component. Similarly, $(\cdot)_{\text{ext}}$ means projection onto the second and third components. We start with the first order expression in $\delta$.

$$\omega_{\partial M} \left( (0, \phi_\Sigma, \phi_{\Sigma'})^{\text{ext}}, ((0, \delta_\Sigma, \delta_{\Sigma'})^{\text{int}})_{\text{ext}} \right) + \omega_{\partial M} \left( ((0, \delta_\Sigma, \delta_{\Sigma'})^{\text{int}})_{\text{ext}}, (0, \phi_\Sigma, \phi_{\Sigma'})^{\text{ext}} \right)$$

$$= \omega_{\partial M} \left( (0, \phi_\Sigma, \phi_{\Sigma'}) - (0, \phi_\Sigma, \phi_{\Sigma'})^{\text{int}}, ((0, \delta_\Sigma, \delta_{\Sigma'})^{\text{int}})_{\text{ext}} \right)$$

$$\left( ((0, \delta_\Sigma, \delta_{\Sigma'})^{\text{int}})_{\text{ext}} \right)$$

$$= \omega_{\partial M} \left( (0, \phi_\Sigma, \phi_{\Sigma'}) - (0, \phi_\Sigma, \phi_{\Sigma'})^{\text{int}}, ((0, \delta_\Sigma, \delta_{\Sigma'})^{\text{int}})_{\text{ext}} \right)$$
with the stated invariance properties, then the desired composition. As in the proof of Lemma 6.2, we may at first assume that

\[ \omega_{\partial M} \left( (0, \phi, \phi') - (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} - ((0, \delta, \delta')^{\text{int}}_{0xx}) \right) \]

\[ = \omega_{\partial M} \left( (0, \phi, \phi') - (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ - \omega_{\partial M} \left( ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ - \omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ + \omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ = -\omega_{\partial M} \left( (0, \phi, \phi')^{\text{ext}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) - \omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ + \omega_{\partial M} \left( (0, \phi, \phi')^{\text{ext}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) + \omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ = 2\omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) - 2\omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ = 2\omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}} - (0, \phi, \phi')^{\text{int}}, ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ = 2\omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}} - (0, \phi, \phi')^{\text{int}}, (0, \delta, \delta')^{\text{int}}, (0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ = -2\omega_{\partial M} \left( (0, \phi, \phi')^{\text{int}} - (0, \phi, \phi')^{\text{int}}, (0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ = 2\omega_{\partial M} \left( (0, \phi, \phi')^{\text{ext}} - (0, \phi, \phi')^{\text{ext}}, (0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

\[ = 2\omega_{\partial M} \left( (0, \phi, \phi')^{\text{ext}} - (0, \phi, \phi')^{\text{ext}}, (-0, \delta, \delta')^{\text{ext}}_{0xx} \right) \]

\[ = 0 \]

The last equality follows, because both arguments of the symplectic form have first components in the Lagrangian subspace \( L_{\partial M}^{L} \). It remains to show that the term of second order in \( \delta \) also vanishes. This is,

\[ \omega_{\partial M} \left( ((0, \delta, \delta')^{\text{int}}_{0xx})^{\text{ext}}, ((0, \delta, \delta')^{\text{int}}_{0xx}) \right) \]

\[ = (0, \phi, \phi') := ((0, \delta, \delta')^{\text{int}}_{0xx} \right) \]

This reduces to the previous demonstration. This completes the proof.

It turns out that this gives us an analogue of Lemma 6.2.

**Lemma 6.7.** If \( F \) is the Weyl observable \( \exp(iD) \), \( \eta \in A_{\partial M}^{D.C} \cap L_{\partial M}^{P} \), and \( G \) is a slice observable with the stated invariance properties, then

\[ \rho_{\partial M}^{G \bullet \text{F}} (W^P) = \rho_{\partial M}^{F} (W^P) G' (\eta). \]

**Proof.** As in the proof of Lemma 6.2, we may at first assume that \( G \) is a Weyl observable determined by \( G'(\phi) = \exp (i \omega_{\partial M} (\xi, \phi)) \) with \( \xi \in L_{\partial M}^{C} \). By the first invariance property \( \xi_1 = 0 \) and by the second invariance property \( \omega_{\partial M} (\xi, (0, \delta, \delta')^{\text{int}}_{0xx} = 0 \) for any \( (0, \delta, \delta') \in L_{\partial M}^{C} \). But this implies \( \omega_{\partial M} (\xi, (\xi^\text{int})_{0xx} = 0 \) and thus equation (171) as in the proof of Lemma 6.2.

With this we are ready to show that the slice observable \( G \) given by expression (169) effects the desired composition.
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Theorem 6.8. Let $D : K^C_{M} \rightarrow \mathbb{C}$ be a linear observable in $M$ and $D_1 : K^C_{M_1} \rightarrow \mathbb{C}$ the induced linear observable in $M_1$. Set $F = \exp(iD)$ and $F_1 = \exp(iD_1)$. Then,

$$\rho^F_{M_1}(W^{P_1}) = \rho^F_{M}(W^{P}).$$  \hspace{1cm} (172)

Proof. Let $\eta \in A^{D,C}_{M} \cap (L_{\partial M}^P \oplus L_{\partial \Sigma}^P)$. By Lemma 6.7 we have,

$$\rho^F_{M}(W^{P}) = \exp \left( \frac{i}{2} D(\eta) \right) G'(\eta).$$  \hspace{1cm} (173)

Now let $\eta' \in A^{D,C}_{M_1} \cap (L_{\partial M_1}^{P_1,m})$. Then,

$$G'(\eta) = \exp \left( i \omega_{\partial M} \left( (0, \eta_{\Sigma}, \eta_{\Sigma'})^{\text{ext}}, (0, \eta_{\Sigma}, \eta_{\Sigma'})^{\text{ext}} \right) \right)$$

$$= \exp \left( i \omega_{\partial M} \left( (0, \eta_{\Sigma}, \eta_{\Sigma'})^{\text{ext}} + (\eta_{1}, 0, 0)^{\text{ext}}, (0, \eta_{\Sigma}, \eta_{\Sigma'})^{\text{ext}} + (\eta_{1}, 0, 0)^{\text{ext}} \right) \right)$$

$$= \exp \left( i \omega_{\partial M} \left( \eta^{\text{ext}}, \eta^{\text{ext}} \right) \right) = \exp \left( i \omega_{\partial M} (\eta', \eta) \right).$$  \hspace{1cm} (174)

With this we get,

$$\rho^F_{M}(W^{P}) = \exp \left( \frac{i}{2} D(\eta) \right) \exp \left( i \omega_{\partial M} (\eta', \eta) \right) = \exp \left( \frac{i}{2} D(\eta') \right).$$  \hspace{1cm} (175)

On the other hand let $\eta_1 \in A^{D_1,C}_{M_1} \cap L_{\partial M_1}^{P_1}$. By Axiom (C7) of [26, Section 4.6] we have $D_1(\eta_1) = D(\eta')$. But,

$$\rho^{F_1}_{M_1}(W^{P_1}) = \exp \left( \frac{i}{2} D_1(\eta_1) \right).$$  \hspace{1cm} (176)

Thus, we obtain relation (172).

6.5 Wick’s theorem

In the remainder of this Section [6] we explore how various basic tools of textbook QFT generalize to the present framework. We start with Wick’s theorem. That is, we consider correlation functions of monomial observables as in Section 2.2, but for general states rather than the vacuum state. To this end, we resort, as usual, to normal ordering, here as defined in Section 6.2. In particular, we recall equation (156) for Weyl observables. Its right hand side serves as the generating function of Wick’s theorem. Thus, for the product $D_1 \cdots D_n$ we find on the arbitrary state $X^P$,

$$\rho^{D_1 \cdots D_n}_{M}(X^P) = \left( \prod_{k=1}^{n} \left( -i \frac{\partial}{\partial \lambda_k} \right) \rho^E_{M}(X^P) \right) \rho^E_{M}(W^P) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= \sum_{m=0}^{[n/2]} \sum_{\sigma \in S^n} \frac{1}{(2m)! (n-2m)!} \left( \prod_{k=2m+1}^{n} \left( -i \frac{\partial}{\partial \lambda_{\sigma(k)}} \right) \rho^E_{M}(X^P) \right) \left( \prod_{k=1}^{2m} \left( -i \frac{\partial}{\partial \lambda_{\sigma(k)}} \right) \rho^E_{M}(W^P) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$
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Thus, with Theorem 6.1,

$$\sum_{m=0}^{[n/2]} \sum_{\sigma \in S^n} \frac{1}{(2m)!} \frac{1}{(n-2m)!} D_{\rho M}^{(2m+1)} \cdots D_{\rho_M}^{(n)} (X_P) \rho_M^{D_{\rho_M}^{(2m+1)} \cdots D_{\rho_M}^{(n)} (W_P)}$$

$$= \sum_{m=0}^{[n/2]} \sum_{\sigma \in S^n} \frac{1}{2^m m! (n-2m)!} D_{\rho M}^{(2m+1)} \cdots D_{\rho_M}^{(n)} (X_P) \prod_{j=1}^m \rho_M^{D_{\rho_M}^{(2j-1)} D_{\rho_M}^{(2j)}} (W_P).$$

(177)

Here \([a]\) denotes the “floor” of \(a\), i.e. the largest integer smaller or equal to \(a\).

We remark the particular cases of a linear observable \(D\) and a quadratic observable \(E\),

$$\rho_M^D (X_P) = \rho_M^D (X_P),$$

$$\rho_M^E (X_P) = \rho_M^E (X_P) + \rho_M^E (W_P).$$

(178)

(179)

6.6 Connected amplitude and multi-particle states

We proceed to have a closer look at multi-particle states. We first consider the free amplitude for a multi-particle state. Let \(\xi_1, \ldots, \xi_n \in L^2_{\partial M}\). Then, recalling (145) and (149),

$$\rho_M^D (Q_{\xi_1, \ldots, \xi_n}^P) = \left( \prod_{k=1}^n \left. \frac{2}{\partial \lambda_k} \right|_\rho_M (K_{\lambda_1 \xi_1 + \cdots + \lambda_n \xi_n}^P) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= \left( \prod_{k=1}^n \left. \frac{2}{\partial \lambda_k} \right|_\exp \left( i \sum_{k=1}^n \lambda_k \lambda_i \omega_M (\xi_k, \xi_i^{\text{int}}) \right) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

(180)

This vanishes if \(n\) is odd. Otherwise, set \(n = 2m\) and we get,

$$\rho_M^D (Q_{\xi_1, \ldots, \xi_n}^P) = \left( \prod_{k=1}^{2m} \left. \frac{2}{\partial \lambda_k} \right|_\frac{1}{m!} \left( \sum_{k=1}^n \lambda_k \lambda_i \omega_M (\xi_k, \xi_i^{\text{int}}) \right) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= \frac{1}{m!} \sum_{\sigma \in S^n} \prod_{j=1}^m 4 \omega_M (\xi_{\sigma(2j-1)}, \xi_{\sigma(2j)}) \bigg)$$

(181)

This can be interpreted in the usual way, namely that there is no interaction and particles are merely pairwise identified. We proceed to consider the same amplitude with a Weyl observable \(F = \exp(iD)\) present. This may serve as a generating function for the corresponding amplitude of an interacting theory. Thus, with Theorem 6.1,

$$\rho_M^F (Q_{\xi_1, \ldots, \xi_n}^P) = \left( \prod_{k=1}^n \left. \frac{2}{\partial \lambda_k} \right|_\rho_M (K_{\lambda_1 \xi_1 + \cdots + \lambda_n \xi_n}^F) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= \left( \prod_{k=1}^n \left. \frac{2}{\partial \lambda_k} \right|_\rho_M (K_{\lambda_1 \xi_1 + \cdots + \lambda_n \xi_n}^F) F(\lambda_1 \xi_1^{\text{int}} + \cdots + \lambda_n \xi_n) \rho_M^F (W_P) \right) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}$$

$$= \sum_{m=0}^{[n/2]} \sum_{\sigma \in S^n} \frac{1}{(2m)! (n-2m)!} \left( \prod_{k=1}^m \left. \frac{2}{\partial \lambda(k)} \right|_\rho_M (K_{\lambda_1 \xi_1 + \cdots + \lambda_n \xi_n}) \right)$$
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Moreover, we have,

\[
\left( \prod_{k=2m+1}^{n} \frac{\partial}{\partial \lambda(k)} \right) F(\lambda_1 \xi_1^{\text{int}} + \cdots + \lambda_n \xi_n^{\text{int}}) \rho_M^F(W^P) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}
\]

\[
= \sum_{m=0}^{\lfloor n/2 \rfloor} \sum_{\sigma \in S^n} \frac{1}{(2m)! (n-2m)!} \rho_M \left( Q^P_{\xi_{1(1)}}, \ldots, \xi_{(2m)} \right) \left( \prod_{k=2m+1}^{n} 2i D(\xi^{\text{int}}_{\sigma(k)}) \right) \rho_M^F(W^P).
\]

(182)

The parameter \( m \) in the outermost sum can be interpreted as follows. The contribution with given value \( m \) corresponds to \( m \) pairs of particles being identified and not interacting, while the other \( n-2m \) particles participate in the interaction. In terms of diagrams this may be expressed as \( m \) lines that connect \( 2m \) particles into pairs while the remaining particles are connected to \( F \). This motivates the definition of the connected amplitude for coherent states as,

\[
\rho^F_{\xi, M}(K^P_{\xi}) := \frac{\rho^F_M(K^P_{\xi})}{\rho^F_M(K^P_{\xi^{\text{int}}})} = \rho^F_M(K^P_{\xi^{\text{int}}}).
\]

(183)

We observe that the denominator never vanishes. The second equality is obtained by explicit inspection, using the results of Theorem 6.1. Note that by linearity this definition and the equality are valid for arbitrary (not necessarily Weyl) observables \( F \) and thus for \( F \) possibly defining an interacting theory.

For multi-particle states this yields,

\[
\rho^F_M(Q^P_{\xi_1, \ldots, \xi_n}) = \sum_{m=0}^{\lfloor n/2 \rfloor} \sum_{\sigma \in S^n} \sum_{\sigma \in S^n} (2m)! (n-2m)! \rho_M \left( Q^P_{\xi_{1(1)}}, \ldots, \xi_{(2m)} \right) \rho^F_K \left( Q^P_{\xi_{(2m+1)}}, \ldots, \xi_{(n)} \right),
\]

(184)

as well as its “inverse”,

\[
\rho^F_{\xi, M}(Q^P_{\xi_1, \ldots, \xi_n}) = \sum_{m=0}^{\lfloor n/2 \rfloor} \sum_{\sigma \in S^n} \sum_{\sigma \in S^n} (-1)^m (2m)! (n-2m)! \rho_M \left( Q^P_{\xi_{1(1)}}, \ldots, \xi_{(2m)} \right) \rho^F_M \left( Q^P_{\xi_{(2m+1)}}, \ldots, \xi_{(n)} \right).
\]

(185)

Moreover, we have,

\[
\rho^F_{\xi, M}(Q^P_{\xi_1, \ldots, \xi_n}) = \rho^F_M \left( Q^P_{\xi_1^{\text{int}}, \ldots, \xi_n^{\text{int}}} \right).
\]

(186)

Again, these expressions are valid for \( F \) an arbitrary observable.

It is straightforward to carry out the same steps for normal ordered quantization. In particular, we can make the analogous definition of connected amplitudes. In that case an additional simplification occurs, and we get,

\[
\rho^F_{\xi, M}(K^P_{\xi}) = \rho^F_M(K^P_{\xi^{\text{int}}}) = F(\xi^{\text{int}}).
\]

(187)

For multi-particle states this translates to,

\[
\rho^F_{\xi, M}(Q^P_{\xi_1, \ldots, \xi_n}) = \rho^F_M \left( Q^P_{\xi_1^{\text{int}}, \ldots, \xi_n^{\text{int}}} \right) = \left( \prod_{k=1}^{n} \frac{\partial}{\partial \lambda_{k}} \right) F(\lambda_1 \xi_1^{\text{int}} + \cdots + \lambda_n \xi_n^{\text{int}}) \bigg|_{\lambda_1, \ldots, \lambda_n = 0}.
\]

(188)

In the case of a Weyl observable \( F = \exp(iD) \) this specializes to,

\[
\rho^F_{\xi, M}(Q^P_{\xi_1, \ldots, \xi_n}) = \rho^F_M \left( Q^P_{\xi_1^{\text{int}}, \ldots, \xi_n^{\text{int}}} \right) = \prod_{k=1}^{n} 2i D(\xi_{\lambda_{k}}^{\text{int}}).
\]

(189)
On the other hand, for Weyl observables $F$ on general states we have the analogue of equation (156),

$$\rho_{c,M}^F(X^P) = \rho_{c,M}^F(X^P)\rho_M^F(W^P).$$

### 6.7 LSZ reduction

The LSZ reduction procedure in QFT allows re-expressing transition amplitudes between initial and final particle states in terms of vacuum $n$-point functions, compare Section 1.6. As previously mentioned, this provides one motivation for the proposal of the present section where we actually define “states” in terms of observables in the vacuum. This indeed turns out to make the LSZ reduction formula (16) essentially tautological. Nevertheless, we have to correctly identify the observables involved.

We begin by recalling from Section 6.1 the way multi-particle states are represented in our setting. Let $M$ be a region with exterior polarization $L_P\partial M$ transversal to $L_C\partial M$. Let $\xi_1, \ldots, \xi_n \in L_C\partial M$. Let $E_k$ define the linear boundary observable defined by

$$E_k^p(\xi) = 4i\omega_{\partial M}(\xi_k, \phi).$$

Let $G$ be the product boundary observable (142), i.e., $G = E_1 \cdots E_n$. By definition, we have (143). That is, with an interior observable $F$ representing an interaction we have,

$$\rho_M^F(Q^P_{\xi_1}, \ldots, \xi_n) = \rho_{\partial M}^{E_1 \cdots E_n F}(W^P).$$

We claim that this is precisely the generalization of the LSZ reduction formula (16) to our setting.

In the reduction formula (16) we care about the connected amplitude, however, signaled by separating off on the right-hand side the “disconnected terms”. In our setting we obtain the corresponding result by using equation (186). To this end we define the boundary observables $\tilde{E}_k(\phi) = 4i\omega_{\partial M}(\xi_k^{\text{int}}, \phi)$. Then,

$$\rho_{c,M}^F(Q^P_{\xi_1}, \ldots, \xi_n) = \rho_M^{E_1 \cdots E_n F}(W^P).$$

We claim that this is precisely the generalization of the LSZ reduction formula (16) to our setting.

In the remainder of this section we show how formula (16) arises as a special case of formula (192). As a first step, we take a closer look at the linear slice observables $\tilde{E}_k$. Suppose for the moment that $F$ is a Weyl observable $F = \exp(iD)$. Take $\eta$ to be a complexified solution of the equations of motion modified by $D$, i.e., $\eta \in A^{D,\mathbb{C}}_M$. Then,

$$\rho_{c,M}^F(Q^P_{\xi_1}, \ldots, \xi_n) = \rho_{\partial M}^{E_1 \cdots E_n F}(W^P).$$

where the second equality arises from relation (22). We assume further that the equations of motion are given in the form

$$(D\phi)(x) = 0,$$

where $D$ is a differential operator in spacetime. We let $D$ be given by a source $j : M \to \mathbb{C}$,

$$D(\phi) = \int_M dx \phi(x)j(x).$$

Then, $\eta \in A^{D,\mathbb{C}}_M$ means that $\eta$ is a solution of the inhomogeneous equations of motion with source $j$. In particular,

$$(D\eta)(x) = j(x).$$
With this we can write,

$$\hat{E}^k(\eta) = 2i \int_M \mathrm{d}x \xi^\text{int}_k(x)(\mathcal{D}\eta)(x).$$  \hspace{1cm} (197)

Note that this equation makes no longer reference to the source $j$ or the observable $D$. So this is valid for $\eta \in A^D_M$ for all possible $D$. We conclude that it is valid for arbitrary configurations $\eta \in K^C_M$. This also means that we can drop the requirement for $F$ to be a Weyl observable.

In order to recover expression (16), we now specialize to Klein-Gordon theory in Minkowski spacetime. Moreover, we take the region $M$ to be determined by a time interval, $M = [t_1, t_2] \times \mathbb{R}^3$, which we extend to infinity, $t_1 \to -\infty$, $t_2 \to \infty$. Thus, consider a momentum state on the boundary $\partial M = \Sigma_{t_1} \cup \Sigma_{t_2}$ with incoming momenta $q_1, \ldots, q_n$ and outgoing momenta $p_1, \ldots, p_m$. Set,

$$\xi_k := \frac{1}{\sqrt{2}} P^-(\phi_{q_k}, 0), \quad \text{and} \quad \tau_l := \frac{1}{\sqrt{2}} \bar{P}^-(0, \phi_{p_l}).$$  \hspace{1cm} (198)

Then, $Q^P_{\xi_1, \ldots, \xi_n, \tau_1, \ldots, \tau_m}$ describes the state in question, compare (146). With this, the left-hand side of (16) translates to our notation as,

$$\langle p_1, \ldots, p_m | q_1, \ldots, q_n \rangle = \rho^F_M(Q^P_{\xi_1, \ldots, \xi_n, \tau_1, \ldots, \tau_m}),$$  \hspace{1cm} (199)

where, again, $F$ encodes the interactions. As for the “disconnected terms” in (16),

$$\rho^F_M(Q^P_{\xi_1, \ldots, \xi_n, \tau_1, \ldots, \tau_m}) = \text{disconnected terms} + \rho^F_{c,M}(Q^P_{\xi_1, \ldots, \xi_n, \tau_1, \ldots, \tau_m}).$$  \hspace{1cm} (200)

It remains to rewrite the connected amplitude in terms of boundary observables. To this end define boundary observables by $B'_k(\phi) := 4i\omega_{\partial M}(\xi^\text{int}_k, \phi)$ and $C'_l(\phi) := 4i\omega_{\partial M}(\tau^\text{int}_l, \phi)$. Thus, by the generalized LSZ formula (192) we have,

$$\rho^F_{c,M}(Q^P_{\xi_1, \ldots, \xi_n, \tau_1, \ldots, \tau_m}) = \rho^F_B(Q^P_{\xi_1, \ldots, \xi_n, \tau_1, \ldots, \tau_m}) = \rho^B_M(C_1 \cdots C_m \Phi(W^P) = \langle 0 | T B_1 \cdots B_n C_1 \cdots C_m | 0 \rangle.$$  \hspace{1cm} (201)

Here we have used on the right-hand side standard textbook notation. To understand the observables $B_k$ and $C_l$ we note that $(P^-)(\xi)^\text{int} = \xi^\text{int}$ for arbitrary $\xi \in L^\infty_{\partial M}$. Also, as is easily checked,

$$\langle \phi_{q_k}, 0 | \text{int} \rangle(t, x) = \frac{1}{\sqrt{2}} e^{-i(E_k t - q_k x)} \quad \text{and} \quad \langle 0, \phi_{p_l} | \text{int} \rangle(t, x) = \frac{1}{\sqrt{2}} e^{i(E_l t - p_l x)}.$$  \hspace{1cm} (202)

Combining this with equation (197), we get for the boundary observables,

$$B'_k(\phi) = i \int_M \mathrm{d}t \mathrm{d}^3x \ e^{-i(E_k t - q_k x)}(\mathcal{D}\phi)(x), \quad C'_l(\phi) = i \int_M \mathrm{d}t \mathrm{d}^3x \ e^{i(E_l t - p_l x)}(\mathcal{D}\phi)(x).$$  \hspace{1cm} (203)

Inserting this into (201) yields by linearity,

$$\rho^F_B(Q^P_{\xi_1, \ldots, \xi_n, \tau_1, \ldots, \tau_m}) = \langle 0 | T \phi(x_1) \cdots \phi(x_m) \Phi(0) \rangle.$$  \hspace{1cm} (204)

Here, 4-dimensional notation is used that translates as, $q_k \cdot x = E_{q_k} t - q_k x$ and $p_l \cdot y = E_{p_l} t - p_l y$. Thus, we recover also the right-hand side of the LSZ formula (16).
7 Inner products and Hilbert spaces of states

7.1 General polarizations, real structure and inner product

We recall that a real structure on a complex vector space \( V \) is a complex conjugate linear involution \( \alpha : V \to V \). If \( V \) arises as the complexification \( V = L^\mathbb{C} \) of a real vector space \( L \), then complex conjugation given by \( a + ib \mapsto a - ib \) for \( a, b \in L \) defines a real structure. Conversely, given a real structure on \( V \), define \( V^\alpha \) as the real subspace invariant under \( \alpha \). Then \( V \) arises as the complexification of \( V^\alpha \) with complex conjugation given by \( \alpha \). Suppose that \( V \) is equipped additionally with a complex bilinear symplectic form \( \omega : V \times V \to \mathbb{C} \). We say that the real structure \( \alpha \) is compatible with the symplectic form \( \omega \) if for all \( x, y \in V \),

\[
\omega(\alpha(x), \alpha(y)) = \overline{\omega(x, y)}. \tag{205}
\]

In that case, \( \omega \) arises as the complexification of a real valued symplectic form on \( V^\alpha \).

Let \((V, \omega)\) be a complex symplectic vector space with compatible real structure \( \alpha \). Define the complex bilinear form \( V \times V \to \mathbb{C} \) given for \( \phi, \eta \in V \) by,

\[
(\phi, \eta)^\alpha := 4i \omega(\alpha(\phi), \eta). \tag{206}
\]

As is easy to verify, this bilinear form is non-degenerate, sesquilinear and hermitian. If \( V = L^\mathbb{C} \) and \( \alpha \) is given by complex conjugation this is just the bilinear form \([3]\). Consider a complex Lagrangian subspace \( V^P \subseteq V \) on which this bilinear form is positive-definite. If \( V = L^\mathbb{C} \) and \( \alpha \) is complex conjugation, this defines precisely a Kähler polarization. In the general case, we call this an \( \alpha \)-Kähler polarization. The conjugate \( V^\mathbb{F} := \alpha(V^P) \) of \( V^P \) with respect to \( \alpha \) is a Lagrangian subspace of \( V \) transversal to \( V^P \).

Consider a complex symplectic vector space \((V, \omega)\) with a pair of transversal Lagrangian subspaces, \( V^P \) and \( V^\mathbb{F} \). That is, we have \( V = V^P \oplus V^\mathbb{F} \). We write \( x = x^P + x^\mathbb{F} \) for the corresponding decomposition of elements of \( V \). Let \( J : V \to V \) be the associated complex structure. That is, \( J \) is the complex linear map equal to \( i \text{id} \) on \( V^P \) and equal to \( -i \text{id} \) on \( V^\mathbb{F} \). Note that we automatically have compatibility with the symplectic form, \( \omega(Jx, Jy) = \omega(x, y) \). We may then define a complex bilinear form, compare equation \([36]\),

\[
\{x, y\} := 2\omega(x, Jy) + 2i\omega(x, y) = 4i\omega(x^\mathbb{F}, y^P). \tag{207}
\]

This form is sesquilinear with respect to \( J \), but it is clearly degenerate.

Suppose the complex symplectic vector space \((V, \omega)\) is equipped with a compatible real structure \( \alpha \) and an \( \alpha \)-Kähler polarization \( V^P \subseteq V \). Note that \( J \circ \alpha = \alpha \circ J \). Restricting the bilinear form \([207]\) to the real subspace \( V^\alpha \) makes it hermitian and positive-definite. What is more, the positive-definite inner products \([206]\) on \( V^P \) and \([207]\) are related for \( \phi, \eta \in V^\alpha \) as,

\[
(\phi^P, \eta^P)^\alpha = \{\phi, \eta\}. \tag{208}
\]

In the case where \( V = L^\mathbb{C} \) is the complexification of \( L \) and \( \alpha \) is given by complex conjugation we recover precisely the usual Kähler polarization setting and the relation between the positive-definite inner products on \( L^+ = L^\mathbb{C} \) and on \( L = (L^\mathbb{C})^\alpha \) given by \([208]\) becomes \([39]\). This is then the basis for the usual Kähler quantization of the phase space \( L \).
In general the situation of interest is the following: We are given a real phase space $L$ with symplectic form $\omega$. Moreover, we are given a pair $L^P, L^P$ of transversal complex Lagrangian subspaces of $L^C$, (encoding vacua on the two sides of a hypersurface). The task is then to find a suitable compatible real structure $\alpha$ on $L^C$ so that $L^P$ encodes an $\alpha$-Kähler polarization. That is, (i) $\alpha$ has to be a compatible real structure, (ii) $\alpha$ has to interchange $L^P$ and $L^P$, and (iii), the bilinear form (206) has to be positive-definite on $L^P$.

### 7.2 Modified $\ast$-structure and GNS construction

We suppose in this section that we are given on the complexified symplectic phases space $(L^\Sigma, \omega^\Sigma)$ a compatible real structure $\alpha^\Sigma : L^\Sigma \to L^\Sigma$ as well as an $\alpha^\Sigma$-Kähler polarization $L^P \subseteq L^C_\Sigma$. We then show that this induces a modified $\ast$-structure on the algebra $A^\Sigma$ of slice observables. Moreover, the GNS construction, carried out in analogy to Section 5.2, but with respect to the modified $\ast$-algebra, yields a Hilbert space of states.

If the real structure on $L^C_\Sigma$ is changed, then this affects the $\ast$-structure on the classical algebra of slice observables in a canonical way. Namely, the standard structure (109) is replaced by,

$$F^\alpha(\phi) := F(\alpha^\Sigma(\phi)).$$

(209)

Note that we write $F^\alpha$ instead of $F^\ast$ to distinguish this $\ast$-structure from the standard one. This $\ast$-structure also carries over to the quantum algebra $A^\alpha_\Sigma$ because the defining relation (90) of the latter is compatible with it. This holds true for the present $\ast$-structure in the same way as it does for the usual complex conjugation, since the relation (90) does not refer to any specific compatible real structure. We denote by $A^\alpha_\Sigma$ the quantum algebra of slice observables with $\ast$-structure induced from the compatible real structure $\alpha^\Sigma$.

We recall the linear functional $v^\Sigma : A^\alpha_\Sigma \to \mathbb{C}$ encoding the vacuum and given by the vacuum correlation function (132). Its evaluation on a Weyl observable $F = \exp(iD)$ was discussed in Section 4.3. The result is given by equation (91), where the linear observable $D$ is determined by $\xi \in L^C_\Sigma$ via relation (80). In terms of the bilinear form (207) this is,

$$v^\Sigma(F) = \exp \left( -\frac{1}{4}\{\xi, \xi\}_\Sigma \right),$$

(210)

directly generalizing the notation of the Kähler case, see equation (92). If $L^C_\Sigma$ is not a Kähler polarization this is not a positive functional on $A^\Sigma$, but since $L^P$ is an $\alpha$-Kähler polarization it is a positive functional on $A^\alpha_\Sigma$.

The sesquilinear form on $A^\alpha_\Sigma$ induced by $v^\Sigma$ is now given by,

$$[G, F]^\alpha_\Sigma := v^\Sigma(G^\alpha \ast F),$$

(211)

generalizing expression (134). Moreover, for Weyl slice observables $F$ and $G$ determined by $\xi_D, \xi_E \in L^C_\Sigma$ as in Section 5.2 we get, generalizing (135),

$$[G, F]^\alpha_\Sigma = \exp \left( -\frac{1}{4}\{\xi_D, \xi_D\}_\Sigma - \frac{1}{4}\{\alpha^\Sigma(\xi_E), \alpha^\Sigma(\xi_E)\}_\Sigma + \frac{1}{2}\{\xi_D, \alpha^\Sigma(\xi_E)\}_\Sigma \right).$$

(212)

In complete analogy to the Kähler case (Section 5.2) the left ideal $I^\alpha_\Sigma \subseteq A^\alpha_\Sigma$ on which the sesquilinear form vanishes is generated by the relation $F \sim 1$ for the Weyl observables $F = \exp(iD)$ with
the GNS construction on which \( A_\Sigma \) will be represented is then obtained as the completion of the quotient \( A_\Sigma / I_\Sigma \). We denote this Hilbert space by \( H_\Sigma \).

As in the Kähler case, the Hilbert space \( H_\Sigma \) may alternatively be constructed as a Fock space or as a space of square-integrable \( J_\Sigma \)-holomorphic functions on \( L_\Sigma \). All its properties (including particle states and coherent states) are exactly as outlined in Section 3.1, except that we have to replace \( L_\Sigma \) everywhere by \( L_\Sigma \) and complex conjugation on \( L_\Sigma = (L_\Sigma)^* \) by the map \( \alpha_\Sigma \). What is more, the whole quantization scheme outlined in Section 3.1 including hypersurface orientation reversal and hypersurface decomposition carries over to the \( \alpha \)-Kähler setting. Note that this requires \( \alpha_\Sigma \) to be the same for both hypersurface orientations. That is, \( \alpha_\Sigma = \alpha_{\Sigma^c} \), which we assume from now onwards. It also raises the issue of locality for \( \alpha_\Sigma \). That is, for a hypersurface decomposition, \( \alpha_\Sigma \) needs to decompose accordingly, compare the similar discussion for Kähler polarizations at the end of Section 3.1. With a consistent assignment of compatible real structures \( \alpha_\Sigma \) to hypersurfaces \( \Sigma \) (in addition to polarizations) we again satisfy Axioms (T1), (T1b), (T2), (T2b) of Appendix B upon quantization. What is more, since the functional \( v_\Sigma \) is determined by the correlation function \( (132) \), the GNS construction automatically ensures that Axiom (T3x) of Appendix B is satisfied, as in the Kähler case.

### 7.3 Correlation functions and composition

We proceed to explore the interplay between the quantization based on observables presented in Section 6 and the Hilbert spaces constructed in this section, at the level of amplitudes and correlation functions. Firstly, it is clear that correlation functions continue to be well-defined by Theorem 6.1. We merely have to reinterpret the correlation functions in terms of boundary observables as correlation functions in terms of boundary states, as prescribed by equations (140), (141) and (144). One might then expect to precisely recover Theorem 3.1 describing the structure of correlation functions in the Kähler polarization case, as long as we replace everywhere \( L_{\partial M} \) by \( L_{\partial M}^\alpha \). There is a subtlety, however. Namely, there is an implicit assumption of compatibility of complex conjugation with the complexified interior space of solutions \( L_\Sigma^C \subseteq L_{\partial M}^C \). More precisely, the assumption is that \( L_\Sigma^C \) is invariant under complex conjugation. Since \( L_\Sigma^C \) is the complexification of \( L_\Sigma \), this is trivially the case. However, when we generalize to the \( \alpha \)-Kähler polarization, this condition takes the form,

\[
\alpha_{\partial M}(L_\Sigma^C) = L_\Sigma^C. \tag{213}
\]

If this holds we may replace everywhere \( L_M \) by \( L_M^\alpha := \{ \phi \in L_M^C : \alpha_{\partial M}(\phi) = \phi \} \). Except for the substitutions, Theorem 3.1 then holds as stated. Otherwise, even the formulation of Theorem 3.1 as given in Section 3.3 does not necessarily make sense. This is because it relies on the real orthogonal decomposition (with respect to \( g_{\partial M} \)),

\[
L_{\partial M} = L_M^\alpha \oplus J_{\partial M} L_M^\alpha. \tag{214}
\]

In the Kähler case this is [18, Lemma 4.1]. We shall refer to the compatibility condition \((213)\) as interior compatibility.

Let us emphasize again that even without interior compatibility, the correlation functions are perfectly well-defined on the states of \( H_{\partial M}^\alpha \) with their structure described by Theorem 6.1. To more explicitly relate the boundary observables and states induced by their action, we note that by the \( \alpha \)-Kähler version of Corollary 5.5 we have for \( \xi \in L_\Sigma^C \),

\[
K_\xi^\alpha \cong \exp(\i \omega_\Sigma(\xi, \tau)) k_\xi^\alpha, \tag{215}
\]
where \( \tau := P_{\Sigma}^\ast (\xi) + \alpha_\Sigma (P_{\Sigma}^\ast (\xi)) \). This informal notation really stands for an equality of correlation functions,

\[
\rho_{\Sigma}^{\nu}(K_{\xi}^{\nu}) = \exp (i\omega_{\partial M}(\xi, \tau)) \rho_{\Sigma}^{\nu}(k_{\tau}).
\]  

(216)

Here, \( F \) is an arbitrary observable. We write a superscript \( \alpha \) for the coherent states in \( \mathcal{H}_\Sigma \). Recalling the discussion of Section 6.2, relation (215) also clarifies the semiclassical interpretation of the coherent states in the \( \alpha \)-Kähler setting. That is, even though the latter are not labeled by real solutions they can be given a semiclassical interpretation through the mapping

\[
\xi \mapsto P_{\Sigma}^\ast (\xi) + \alpha_\Sigma (P_{\Sigma}^\ast (\xi)),
\]  

(217)

when \( \xi \in L_\Sigma \) is real.

As for the axiomatic system of GBQFT of Appendix B with respect to amplitudes, we note that we satisfy Axiom (TO4). Also, there is no difficulty in satisfying the disjoint composition Axiom (TO5a). For the self-composition Axiom (TO5b), however, we might expect that the corresponding Theorem 3.3 in the Kähler case does depend on the interior compatibility condition (213). There is certainly no difficulty if this is satisfied for all involved regions. Note that in the special case of a slice region, interior compatibility is satisfied as long as \( \alpha \) is the same on both boundary hypersurfaces. This implies in particular that Proposition 5.1 on the action of slice observables on the Hilbert space of states carries over straightforwardly to the \( \alpha \)-Kähler setting, providing agreement with the GNS construction as in the Kähler case.

It turns out that even when the interior compatibility condition is not satisfied, a suitably generalized version of the composition Theorem 3.3 holds, satisfying Axiom (TO5b). To recall the context (see Section 3.3 for the Kähler case), consider a region \( M \) with boundary \( \partial M = \Sigma_1 \cup \Sigma \cup \Sigma' \), where \( \Sigma' \) is a copy of \( \Sigma \). Denote by \( \Sigma_1 \) the region obtained by gluing \( M \) to itself along \( \Sigma \) with \( \Sigma' \), see Figure 8. We have polarizations \( L_{\partial M}^P \subseteq L_{\partial M}^C \) and \( L_{\partial M_1}^P \subseteq L_{\partial M_1}^C \), transversal to the interior polarizations \( L_M^C \subseteq L_{\partial M}^C \) and \( L_{M_1}^C \subseteq L_{\partial M_1}^C \), respectively.

We shall make the additional assumption that an element in \( L_{\partial M_1}^P \) “extends” to an element in \( L_{\partial M}^P \) exactly in the same way as a solution in \( L_M^C \) extends to a solution in \( L_M^P \) by Axiom (C7), equation (332) of Appendix A. This is justified by thinking of elements in \( L_{\partial M_1}^P \), \( L_{\partial M}^P \), as “exterior solutions”, compare [27]. Note that this assumption is stronger than in Theorem 6.8, where the polarizations \( L_{\partial M}^P \) and \( L_{\partial M_1}^P \) are completely independent. On the other hand it is weaker than in Theorems 3.3 and 6.8, where \( L_{\partial M}^P \) factorizes in terms of the decomposition of \( \partial M \).

We shall not need to assume \( \alpha \)-Kähler polarizations. We shall merely assume that we are given a real structure \( \alpha_\Sigma : L_\Sigma^C \rightarrow L_\Sigma^C \) on \( L_\Sigma^C \) (not necessarily compatible with \( \omega_\Sigma \)). Moreover, we assume we are given a real positive definite inner product \( g_\Sigma : L_\Sigma^C \times L_\Sigma^C \rightarrow \mathbb{R} \) making \( L_\Sigma^C \) into a real separable Hilbert space. We do not assume that this is related to the symplectic form or a complex structure as e.g., in equation (37). Recall that the inner product gives rise to a Gaussian measure \( \nu_\Sigma \), or simply denoted \( \nu \), on an extension \( L_\Sigma^C \) of the vector space \( L_\Sigma^C \) [18], compare also Section 3.1. We formulate the composition rule in the following not in terms of a sum over a complete basis (as in Axiom (TO5b) of Appendix B) or as in Section 3.3, but equivalently in terms of an integral over \( L_\Sigma^C \), using a completeness relation analogous to formula (48). For relevant discussion of this point, see [18] [26]. What is more, we formulate the gluing rule only for Weyl observables, analogous to coherent states. As usual this is sufficient.

**Definition 7.1.** We say the gluing is admissible if the function

\[
\xi \mapsto \rho_M \left( K_{(0, \xi, \xi)}^{\nu} \right) \exp \left( \frac{1}{2} g_\Sigma^\nu (\xi, \xi) \right)
\]  

(218)
is integrable, i.e., is an element of $L^1(\mathcal{L}_\Sigma^L)$. In this case the gluing anomaly factor is defined as,

$$c(M; \Sigma, \Sigma') := \int_{\mathcal{L}_\Sigma^L} \rho_M \left(K_{\phi,\xi}^P\right) \exp \left(\frac{1}{2} g^\alpha_{\Sigma}(\xi, \xi)\right) d\nu(\xi).$$

(219)

**Theorem 7.2.** In the above context, suppose the gluing is admissible. Let $D : K_\Sigma^C \to \mathbb{C}$ be a linear observable in $M$ and $D_1 : K_{\Sigma_1}^C \to \mathbb{C}$ the induced linear observable in $M_1$. Set $F = \exp(iD)$ and $F_1 = \exp(iD_1)$. Then, for any $\phi \in L_{\Sigma_1}^C$,

$$\rho_{M_1}(K_{\phi,\xi}^P) c(M; \Sigma, \Sigma') = \int_{\mathcal{L}_\Sigma^L} \rho_F \left(K_{\phi,\xi}^P\right) \exp \left(\frac{1}{2} g^\alpha_{\Sigma}(\xi, \xi)\right) d\nu(\xi).$$

(220)

The proof is provided in Appendix C.

### 7.4 Wave function of vacuum change

If there is a Hilbert space of states as in the traditional Kähler quantization scheme (Section 3) or the present generalized $\alpha$-Kähler quantization scheme, it is natural to ask what state encodes a change of vacuum. The corresponding question for slice observables was answered in Section 6.3. Thus, to get this state we would apparently just have to let this observable, determined by equation (161), act on the vacuum state $K_0$ of the Hilbert space in the sense of Section 5.1 or in the generalized sense of the $\alpha$-Kähler setting of the present section. Since the observable is the exponential of a quadratic form this is not quite as straightforward as considering a Weyl observable for example. One difficulty arises from the fact that we cannot in general expect a vacuum to live as a state in the Hilbert space build on a different vacuum. This manifests itself in that the “state” we are looking for is not normalizable in general. However, it turns out that it is well-defined as a (generally non-square-integrable) holomorphic wave function. We shall call it a pseudo-state.

The basis for our considerations will be the relation between vacuum states and amplitudes

[27]. Consider a hypersurface $\Sigma$ and choose transversal polarizations $L_\Sigma^C$ and $L_\Sigma^F$. We take $L_\Sigma^C$ to encode the vacuum on the side $\Sigma$ of the hypersurface while $L_\Sigma^F$ encodes it on the opposite side, given by $\Sigma$. Suppose we have a compatible positive-definite real structure $\alpha$ and have performed the corresponding $\alpha$-Kähler quantization yielding a Hilbert space $\mathcal{H}_\Sigma^C$. We now consider a polarization $L_{\Sigma_1}^C \subseteq L_\Sigma^C$, different from $L_\Sigma^C$, but such that it is still transversal to $L_\Sigma^F$. Denote the pseudo-state encoding the polarization $L_{\Sigma_1}^C$ on $\Sigma$ by $Y_1^C$, in analogy to the notation in Section 6.3 for the corresponding slice observable. We now imagine that $\Sigma$ is the boundary $\partial X$ of a region $X$ whose space $L_X^C$ of interior solutions is precisely given by the polarization $L_X^C$ on $\Sigma$, i.e., $L_X^C := L_{\Sigma_1}^C$.

For any state $\psi \in \mathcal{H}_\Sigma^C$, we then have

$$\rho_X(\psi) = \langle \iota_\Sigma(Y_1^C), \psi \rangle_\Sigma = \langle \iota_\Sigma(\psi), Y_1^C \rangle_\Sigma.$$

(221)

This relation follows from the duality between amplitudes and vacuum wave functions [27]. Alternatively, we can also see this as an implication of the composition rule (Theorem 7.2) together with

---

22We recall that although the notation seems to suggest it, it is not meant to imply that $L_X^C$ is the complexification of some real subspace $L_X$.

23Strictly speaking the inner product might not exist for all states $\psi$. It does exist, however, for coherent states $\psi$, which is sufficient.

---
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operators, compare expression (42), respectively, compare expression (50). It is also instructive to rewrite this in terms of creation (224) as,

\[Y_{P'}^P(\xi) = \langle K^\alpha_{\xi}, Y_{P'}^P \rangle = \langle \rho_X(K^\alpha_{\xi}), Y_{P'}^P \rangle = \rho_X(K^\alpha_{\xi}).\]  

(222)

Note that we use the same notation \(K^\alpha_{\xi}\) for the corresponding coherent state on either side (i.e., orientation) of the hypersurface \(\Sigma\). We proceed to evaluate the amplitude \(\rho_X\) with equation (149) of Theorem 6.1, taking into account relation (141). Denote the decomposition \(L^\Sigma = L^\Sigma_0 \oplus L^\Sigma_1\) by \(\xi = \xi^+ + \xi^-\) and \(L^\Sigma_0 = L^\Sigma_0^\prime \oplus L^\Sigma_0^\Sigma\) by \(\xi = \xi^X + \xi^M\). Then, for \(\xi \in L^\Sigma_0\),

\[\rho_X(K^\alpha_{\Sigma}) = \rho_X(K^\alpha_{\Sigma^+}) = \exp(i\omega_{\Sigma^+} (\xi^+, (\xi^+)^X)) = \exp(i\omega_{\Sigma^+} (\xi^X, (\xi^+)) = \exp(i\omega_{\Sigma} (\xi^X, \xi^+)).\]  

(223)

We note that the right-hand side does not explicitly depend on the region \(X\). That is, it makes sense for any hypersurface \(\Sigma\), depending only on the polarizations \(L^\Sigma_0, L^\Sigma_0^\prime\) and \(L^\Sigma_0^\Sigma\), with the condition that each of the first two is transversal to the third. We take this to mean that the pseudo-state \(Y_{P'}^P\) and its wave function make sense on hypersurfaces that are not necessarily boundaries of a region. We obtain the wave function,

\[Y_{P'}^P(\xi) = \exp(i\omega_\Sigma (\xi^X, \xi^+)) = \exp\left(\frac{1}{4} \{\xi^X, \xi^+\}_\Sigma\right).\]  

(224)

This formula is even independent of the choice of \(\alpha_{\Sigma}\). However, given a compatible choice of \(\alpha_{\Sigma}\), it is easily seen to define a holomorphic function on \(L^\Sigma_0\) with respect to the complex structure \(J_{\Sigma}\). By construction, the wave function \(\exp_{224}\) is normalized to yield unity when taking its inner product with the standard vacuum. Whether it can be normalized to correspond to an ordinary state in the Hilbert space depends on the polarizations. The standard criterion in the case of Kähler polarizations is that the difference between the corresponding complex structures has to be a Hilbert-Schmidt operator [37].

To facilitate the interpretation of formula \(\text{224}\) in terms of a superposition of multi-particle states we use the completeness relation \([49]\) for \(L^\Sigma_0\). With this we can rewrite the wave function \(\text{224}\) as,

\[Y_{P'}^P(\xi) = \exp\left(-\frac{1}{8} \int_{L^\Sigma_0} \{\xi^X, \phi\}_\Sigma \{\phi, \xi\}_\Sigma \text{d}\nu_\Sigma(\phi) \right) = \exp\left(\frac{1}{8} \int_{L^\Sigma_0} \{\phi, \xi\}_\Sigma \{\phi, \xi\}_\Sigma \text{d}\nu_\Sigma(\phi) \right).\]  

(225)

Here, \(\phi := (\phi^+)^M + \alpha((\phi^+)^M)\). The significance of the integrand of the right-hand expression is that we can interpret it plainly as a 2-particle wave function with quantum numbers \(\phi\) and \(\phi\) respectively, compare expression [50]. It is also instructive to rewrite this in terms of creation operators, compare expression \([42]\),

\[Y_{P'}^P = \exp\left(-\frac{1}{4} \int_{L^\Sigma_0} a_{\phi}^\dagger a_{\phi}^\dagger \text{d}\nu_\Sigma(\phi) \right) K^\alpha_{\phi}.\]  

(226)

### 7.5 Vacuum change and Bogoliubov coefficients

The traditional approach to quantization in curved spacetime relies on choices of basis [19]. Accordingly, a change of vacuum is parametrized in terms of Bogoliubov coefficients that relate the
relevant basis. We examine in the following how the traditional language and results are recovered from the present setting. At the same time we generalize these results to the α-Kähler setting.

We suppose the same setting as in the previous Section 7.4. That is, we have a hypersurface Σ and transversal polarizations $L^P_\Sigma$ and $L^P_\Sigma'$. We also assume that we have a compatible positive-definite real structure $\alpha_\Sigma$. Let $\{u_k\}_{k\in I}$ be an orthonormal basis of $L^P_\Sigma$ with respect to the inner product (206). Then, $\{\alpha_\Sigma(u_k)\}_{k\in I}$ is an orthonormal basis of $L^P_\Sigma$ with respect to the negative of the inner product. We have,

$$ (u_k, u_l)_\Sigma = \delta_{k,l}, \quad (\alpha_\Sigma(u_k), \alpha_\Sigma(u_l))_\Sigma = -\delta_{k,l}, \quad (u_k, \alpha_\Sigma(u_l))_\Sigma = 0. \quad (227) $$

This is in complete analogy to the Kähler case (35), which we recover when $\alpha_\Sigma$ is ordinary complex conjugation. Also, as in the Kähler case (40), the orthonormal basis $\{u_k\}_{k\in I}$ is in one-to-one correspondence to an orthonormal basis $\{w_k\}_{k\in I}$ of $L^P_\Sigma$ with respect to (207) via $w_k = u_k + \alpha_\Sigma(u_k)$. We suppose that we have another polarization $L^P_\Sigma'$ on $\Sigma$. We require that the inner product (206) is also positive-definite on $L^P_\Sigma'$. This implies that $L^P_\Sigma'$ is transversal to $L^P_\Sigma$, an assumption made in Section 7.4. Let $\{u'_k\}_{k\in I}$ be an orthonormal basis of $L^P_\Sigma'$.

We may use the basis $\{w_k\}_{k\in I}$ to expand the wave function of $Y^P_{\Sigma}$, similar to the continuous expansion (225),

$$ Y^P_{\Sigma}(\xi) = \exp \left( \frac{1}{4} \sum_{i\in I} \{\xi^X, w_i\}_\Sigma \{w_i, \xi\}_\Sigma \right) = \exp \left( -\frac{1}{4} \sum_{i\in I} \{w_i^M, \xi\}_\Sigma \{w_i, \xi\}_\Sigma \right). \quad (228) $$

Consider an $n$-particle state $\psi_{i_1,\ldots,i_n} \in \mathcal{H}_\Sigma^2$ parametrized in terms of the same basis via,

$$ \psi_{i_1,\ldots,i_n}(\xi) := \{w_{i_1}, \xi\}_\Sigma \ldots \{w_{i_n}, \xi\}_\Sigma \quad (229) $$

In our conventions (compare Section 3.1) the inner product between such states is given by,

$$ \langle \psi_{j_1,\ldots,j_n}, \psi_{i_1,\ldots,i_n} \rangle_\Sigma = 2^n \sum_{\sigma \in S^n} \delta_{j_1,i_{\sigma(1)}} \ldots \delta_{j_n,i_{\sigma(n)}}. \quad (230) $$

We now consider the inner product between such a generic $n$-particle state and $Y^P_{\Sigma}$. If $n$ is odd this vanishes, so suppose $n = 2m$. As is easy to see we get,

$$ \langle Y^P_{\Sigma}, \psi_{i_1,\ldots,i_{2m}} \rangle_\Sigma = \frac{(-1)^m}{m!} \sum_{\sigma \in S^{2m}} \Lambda_{i_{\sigma(1)},i_{\sigma(2)}} \ldots \Lambda_{i_{\sigma(2m-1)},i_{\sigma(2m)}}. \quad (231) $$

Here we have defined,

$$ \Lambda_{k,l} := \sum_{i\in I} \{w_k, \alpha(u_i^M)\}_\Sigma \{w_l, w_i\}_\Sigma \quad (232) $$

However, using orthogonality and further properties of the objects involved we get,

$$ \Lambda_{k,l} = \{\alpha_\Sigma(u_k), \alpha_\Sigma(u_l^M)\}_\Sigma = 4i\omega_\Sigma(\alpha_\Sigma(u_k), \alpha_\Sigma(u_l^M)) = 4i\omega_\Sigma(u_k, u_l^M) $n\rangle = 4i\omega_\Sigma(\alpha_\Sigma(u_k^X), \alpha_\Sigma(u_l^M)) = (u_k^X, \alpha_\Sigma(u_l^M))_\Sigma. \quad (233) $$
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We expand $u^X_\xi$ in terms of the basis $\{u'_i\}_{i \in I}$ via,

$$u^X_\xi = \sum_j c_{k,j} u'_j$$

(234)

The coefficients $c_{k,j}$ can be related to the Bogoliubov coefficients in the expansion,

$$u'_j = \sum_{j \in I} a_{i,j} u_j + \sum_{j} b_{i,j} \alpha_\Sigma(u_j),$$

(235)

where $a_{i,j} = (u_j, u'_i)_\Sigma$ and $b_{i,j} = - (\alpha_\Sigma(u_j), u'_i)_\Sigma$. To this end, consider

$$\delta_{i,k} = (u_i, u_k)_\Sigma = (u_i, u^X_\xi)_\Sigma = \sum_{j \in I} c_{k,j} (u_i, u'_j)_\Sigma = \sum_{j \in I} c_{k,j} a_{j,i}.$$  

(236)

That is, $c$ as a matrix is inverse to $a$, $c_{k,j} = (a^{-1})_{k,j}$. With this we may rewrite $A_{k,l}$ as follows,

$$A_{k,j} = \sum_{j \in I} \overline{c_{k,j}} (u'_j, \alpha_\Sigma(u_l))_\Sigma = - \sum_{j \in I} \overline{(a^{-1})_{k,j}} b_{j,l}.$$  

(237)

Up to minor changes of conventions, this recovers in the Kähler case the well known formulas of DeWitt [36].

### 7.6 Return to reality

Working with the space $L_\Sigma^\mathbb{C}$ instead of with $L_\Sigma$ might appear as an additional complication. This motivates looking for an identification of the two spaces in order to “pull back” all the structures from $L_\Sigma^\mathbb{C}$ to $L_\Sigma$. This would allow expressing everything again in terms of $L_\Sigma$, as if we were working with a Kähler polarization. We shall assume here that we are given such an identification, i.e., a linear real bijection $I_\Sigma : L_\Sigma \to L_\Sigma^\mathbb{C}$. Define,

$$\tilde{\omega}_\Sigma : L_\Sigma \times L_\Sigma \to \mathbb{R}, \text{ by } \tilde{\omega}_\Sigma(\phi, \eta) := \omega_\Sigma(I_\Sigma(\phi), I_\Sigma(\eta)),$$

(238)

$$\tilde{J}_\Sigma : L_\Sigma \to L_\Sigma, \text{ by } \tilde{J}_\phi := I_\Sigma^{-1}(J_\Sigma I_\Sigma(\phi)),$$

(239)

$$\tilde{g}_\Sigma : L_\Sigma \times L_\Sigma \to \mathbb{R}, \text{ by } \tilde{g}_\Sigma(\phi, \eta) := 2\tilde{\omega}_\Sigma(\phi, \tilde{J}_\Sigma \eta) = g_\Sigma(I_\Sigma(\phi), I_\Sigma(\eta)),$$

(240)

$$\{\cdot, \cdot\}_\Sigma : L_\Sigma \times L_\Sigma \to \mathbb{C}, \text{ by } \{\phi, \eta\}_\Sigma := \tilde{g}_\Sigma(\phi, \tilde{J}_\Sigma \eta) + 2i\tilde{\omega}_\Sigma(\phi, \eta) = \{I_\Sigma(\phi), I_\Sigma(\eta)\}_\Sigma.$$  

(241)

Then, $\tilde{\omega}_\Sigma$ is a symplectic form on $L_\Sigma$, $\tilde{J}_\Sigma$ is a compatible complex structure, $\tilde{g}_\Sigma$ is a real inner product and $\{\cdot, \cdot\}_\Sigma$ a complex inner product with respect to $\tilde{J}_\Sigma$. (We shall assume completeness for the inner products.) In the following we shall use the same notation $I_\Sigma$ to denote the complexification of the map, i.e., its complex linear extension $L^\mathbb{C}_\Sigma \to L^\mathbb{C}_\Sigma$. Pulling back the polarization with $I_\Sigma$ leads to an ordinary Kähler polarization $L^\mathbb{C}_\Sigma := I_\Sigma^{-1}(L_\Sigma^\mathbb{C})$.

With these ingredients we may construct a Hilbert space $\tilde{H}_\Sigma$ based on $L_\Sigma$, and the modified structures $\tilde{\omega}_\Sigma$, etc., exactly in the usual way as outlined in Section 3.1. This Hilbert space is then equivalent to $H^\mathbb{C}_\Sigma$ with the unitary equivalence given by the map $\tilde{U}_\Sigma : \tilde{H}_\Sigma \to H^\mathbb{C}_\Sigma$ which on coherent states takes the simple form,

$$\tilde{U}_\Sigma(\tilde{K}_\xi) = K^\mathbb{C}_{\xi(\xi)}.$$  

(242)
Here we denote the coherent states in \( \tilde{\mathcal{H}}_\Sigma \) with a tilde and those in \( \mathcal{H}^{\alpha}_\Sigma \) with a superscript \( \alpha \). This equivalence extends to the creation and annihilation operators and their actions in the obvious way. It is also straightforward to express \( \tilde{U}_\Sigma \) in terms of holomorphic wave functions, mapping those on \( L^\Sigma \) (holomorphic with respect to \( J_\Sigma \)) to those on \( L^{\alpha}_\Sigma \) (holomorphic with respect to \( J_\Sigma^{\alpha} \)). For \( \tilde{\psi} \in \tilde{\mathcal{H}}_\Sigma \) and \( \xi \in L^\Sigma \) we have,

\[
\tilde{U}_\Sigma(\tilde{\psi})(I\Sigma(\xi)) = \tilde{\psi}(\xi).
\]  

(243)

We proceed to consider quantization in regions, i.e., the construction of amplitudes. Specifically, we are looking to reproduce an analogue of relation (69) of Theorem 3.1, expressing the amplitude for coherent states in a region \( M \) in terms of the inner product \( \tilde{g}_{\partial M} \). As already discussed in Section 7.3, to work at the level of the spaces \( L^C_M \) this requires the interior compatibility condition for \( \alpha_\Sigma \), (213). To additionally work at the level of the pull-back considered here, we also need \( I_{\partial M} \) to be compatible with the inclusion \( L^C_M \subseteq L^C_{\partial M} \). That is, we need the interior compatibility condition for \( I_{\partial M} \),

\[
I_{\partial M}(L^C_M) = L^C_{\partial M}. 
\]  

(244)

The induced amplitudes are, for \( \tilde{\psi} \in \tilde{\mathcal{H}}_{\partial M} \),

\[
\tilde{\rho}_M(\tilde{\psi}) = \rho_M(\tilde{U}_{\partial M}(\tilde{\psi})).
\]  

(245)

With this, we have the analogue of relation (69), for \( \xi \in L_{\partial M} \),

\[
\tilde{\rho}_M(\tilde{\xi}) = \exp \left( -\frac{1}{2}\tilde{g}_{\partial M}(\xi^R, \xi^I) - \frac{1}{2}g_{\partial M}(\xi^I, \xi^I) \right).
\]  

(246)

Here \( \xi = \xi^R + i\xi^I \in L_M \). Equation (246) arises from (69) because we have \( I_{\partial M}(\xi)^R = I_{\partial M}(\xi^R) \) and \( I_{\partial M}(\xi)^I = I_{\partial M}(\xi^I) \). In particular, equation (246) recovers precisely equation (69), but with the original structures replaced by the pulled back ones. In essence, we obtain an equivalence between the original quantum theory with \( \alpha \)-Kähler polarizations and a quantum theory with genuine Kähler polarizations \( L^C_M \) and complex structures \( J_\Sigma \) not only at the level of Hilbert spaces, but also of amplitudes. What is more, the theory with Hilbert spaces \( \tilde{\mathcal{H}}_\Sigma \) and amplitudes \( \tilde{\rho}_M \) arises by applying precisely the original Kähler quantization prescription of Section 3 but to the pulled back data.

We proceed to consider observables and their correlation functions. Pulling back correlation functions for observables \( F \) simply amounts to,

\[
\tilde{\rho}^F_M(\tilde{\psi}) = \rho^F_M(\tilde{U}_{\partial M}(\tilde{\psi})).
\]  

(247)

We turn to the structure Theorem 3.1 for correlation functions in its entirety. In the factorization identity (68) of correlation functions of Weyl observables, we have already discussed the first factor, the amplitudes (69) and its replacement by relation (246). As for the third factor, the vacuum correlation function (70), there is no change as this does not depend on the choice of coherent state. However, it remains determined by the original polarization \( L^F_{\partial M} \) and not by the pulled back one \( L^F_{\partial M} \). The second factor is of most interest. It takes the form \( F(I_{\partial M}(\hat{\xi})) \) with \( \hat{\xi} := \xi^R - i\xi^I \). In total we get,

\[
\tilde{\rho}^F_M(\tilde{\xi}) = \tilde{\rho}_M(\tilde{\xi})F(I_{\partial M}(\hat{\xi})){\rho}^F_M(K_0).
\]  

(248)

Unsurprisingly, this is structurally different from equation (68). That is, at the level of observables the actual theory (satisfying equation (248)) is not equivalent to the theory obtained by directly quantizing, according to Section 3, the pulled back data (which would satisfy equation (68)).
The factorization equation \eqref{248}, and in particular the second factor, also make it clear that a pullback map $I_\Sigma$ in general is not suitable to achieve a semiclassical interpretation of coherent states. That is, the state $K_\Sigma^{I(\xi)}$ is not in general a reasonable candidate for a semiclassical counterpart of the solution $\xi$. However, in Section 7.3 we already saw what a suitable counterpart might look like, compare equation \eqref{215}.

A natural candidate for the identification map $I_\Sigma$ is given by the projection operator $P^\alpha_\Sigma : L^C_\Sigma \to L^\alpha_\Sigma$, that is,
\begin{equation}
P^\alpha_\Sigma(\phi) = \frac{1}{2}(\phi + \alpha_\Sigma(\phi)).
\end{equation}
Suppose that the restriction of $P^\alpha_\Sigma$ to the real subspace $L_\Sigma \subseteq L^C_\Sigma$ is a bijection $I_\Sigma : L_\Sigma \to L^\alpha_\Sigma$ as required. Then, if the interior compatibility condition is satisfied for the real structure $\alpha$, it is automatically also satisfied for $I_\Sigma$.

### 7.7 A case of real polarizations

As shown in \cite{27}, polarizations encoding vacua on different hypersurfaces and in different contexts in quantum field theory often decompose into a direct sum of a Kähler polarization and a real polarization. It is thus of particular interest to understand the latter in terms of $\alpha$-Kähler polarizations.

To this end we shall assume that we are given what we will call a positive-definite reflection map $\gamma_\Sigma$. Suppose that we have on the hypersurface $\Sigma$ a real polarization, i.e., a pair of transversal complexified real Lagrangian subspaces $L^P_\Sigma \subseteq L^C_\Sigma$ and $L^P_\Sigma \subseteq L^C_\Sigma$. Moreover, say $\gamma_\Sigma : L^C_\Sigma \to L^C_\Sigma$ is the complexification of a real-linear map $L_\Sigma \to L_\Sigma$ with the following properties:

- $\gamma_\Sigma = \text{id}$.
- $\omega_\Sigma(\gamma_\Sigma(\phi), \gamma_\Sigma(\eta)) = -\omega_\Sigma(\phi, \eta)$.
- $\gamma_\Sigma$ exchanges polarizations, i.e., $\gamma_\Sigma(L^P_\Sigma) = L^P_\Sigma$ and $\gamma_\Sigma(L^P_\Sigma) = L^P_\Sigma$.

We then say that $\gamma_\Sigma$ is a reflection map on $\Sigma$. By construction $\gamma_\Sigma(i\phi) = i\gamma_\Sigma(\phi)$ and $\gamma_\Sigma \circ J_\Sigma = -J_\Sigma \circ \gamma_\Sigma$. Now define,
\begin{equation}
\alpha_\Sigma(\phi) := -i\gamma_\Sigma(\phi) \quad \text{for} \quad \phi \in L^C_\Sigma.
\end{equation}
Then $\alpha_\Sigma$ is a compatible real structure on $L^C_\Sigma$. Moreover, we assume the inner product \eqref{206} is positive-definite on $L^P_\Sigma$. More directly, we can write this condition as,
\begin{equation}
\omega_\Sigma(\gamma_\Sigma(\phi), \phi) > 0 \quad \forall \phi \in L^P_\Sigma \setminus \{0\}.
\end{equation}
We then call $\gamma_\Sigma$ a positive-definite reflection map and $L^P_\Sigma$ is an $\alpha$-Kähler polarization with conjugate $L^P_\Sigma$. Moreover, in this situation the projector $P^\alpha_\Sigma : L^C_\Sigma \to L^C_\Sigma$, see equation \eqref{249}, restricted to $L_\Sigma$ becomes an isomorphism, as is easily verified. What is more, if we define the identification $I_\Sigma : L_\Sigma \to L^\alpha_\Sigma$ of Section 7.6 to be
\begin{equation}
I_\Sigma = \sqrt{2}P^\alpha_\Sigma,
\end{equation}
we get, compare \eqref{238},
\begin{equation}
\tilde{\omega}_\Sigma(\phi, \eta) = \omega_\Sigma(\phi, \eta).
\end{equation}
That is, the pulled back symplectic form is identical to the original symplectic form. In particular, as long as no observables are considered, this means that the pulled back theory of Section 7.6
defined in this way differs from the original theory merely by replacing the real polarizations \( L_\Sigma \) with Kähler polarizations given in terms of the complex structures \( \tilde{J}_\Sigma \) given by \( \text{(239)} \).

We proceed to consider a more concrete way to construct positive-definite reflection maps. To this end we suppose that we have a decomposition of the space \( L_\Sigma \) of germs of solutions on \( \Sigma \) in terms of a direct sum of (real) Lagrangian subspaces \( L_\Sigma = N_\Sigma \oplus M_\Sigma \). These need not coincide with polarizations determining the vacuum. For intuition, we shall think of \( N_\Sigma \) as encoding “positions” (field values) and of \( M_\Sigma \) as encoding “momenta” (normal derivatives). There is an important class of examples where this designation is indeed meaningful. We now define, \( \gamma_\Sigma (n + m) := n - m, \forall n \in N_\Sigma, \forall m \in M_\Sigma \). (254)

Intuitively speaking, what this map does is it inverts field derivatives on the hypersurface. That is, it “reflects” initial data. We shall assume that it also interchanges the polarizations determining the vacuum on the two sides of \( \Sigma \), i.e., \( L_\Sigma^P \) and \( L_\Sigma^P \). It is then easy to check that \( \gamma_\Sigma \) is a reflection map according to our previous definition.

Even though Klein-Gordon theory does not require a reflection map as it admits a perfectly fine Kähler quantization we shall consider it here to illustrate the notion of reflection. On an equal-time hypersurface at time \( t \) the subspaces \( N_t \) and \( M_t \) of \( L_t \) are given by,

\[
M_t = \{ \phi \in L_t^C : \phi^a(k) = -e^{2iEt} \bar{\phi}^b(-k) \forall k \}, \quad N_t = \{ \phi \in L_t^C : \phi^a(k) = e^{2iEt} \bar{\phi}^b(-k) \forall k \}.
\] (255)

With this we obtain,

\[
(\gamma_t(\phi))^a(k) = e^{2iEt} \bar{\phi}^b(-k), \quad (\gamma_t(\phi))^b(k) = e^{2iEt} \bar{\phi}^a(-k).
\] (256)

Viewing elements of \( L_t^C \) as global solutions this is in spacetime terms,

\[
(\gamma_t(\phi))(t', x) = \phi(2t - t', x).
\] (257)

That is, we obtain precisely a reflection of the solution on the hyperplane at time \( t \). It is also straightforward to check that \( \gamma_t \) interchanges the subspaces \( L_t^+ \) and \( L_t^- \) of negative and positive energy solutions determining the vacuum, compare \( \text{(59)} \). That is, \( \gamma_t \) is a reflection map in the sense of our definition. On the other hand, \( \gamma_t \) is not positive-definite in the sense of \( \text{(251)} \). In fact, the would-be inner product defined by \( \gamma_t \) is indefinite. This is not surprising given that \( \gamma_t \) is designed for vacua given by real polarizations rather than Kähler polarizations. In the following Section \[8\] we exhibit a genuine example of a positive-definite reflection map in a context motivating the developments of the present section.

8 Reflection positivity and \( \alpha \)-Kähler quantization

The Euclidean approach to quantum field theory \([38],[39]\) is based on relating quantum field theoretic correlation functions in Minkowski space to corresponding correlation functions in Euclidean space via a version of Wick rotation. The Euclidean correlation functions, also known as Schwinger functions, have better analytic properties than their Lorentzian counterparts and can be naturally related to a statistical path integral, which is mathematically more tractable than the Feynman path integral. Osterwalder and Schrader \([40]\) have given conditions for a family of Schwinger functions to correspond to a quantum field theory in the sense of the Wightman axioms \([22]\). One of these
conditions is reflection positivity and it can be understood to correspond to a realness condition for Lorentzian correlators or a Hermiticity condition for operators. It is also used to construct a Hilbert space directly from the Schwinger functions [41]. This construction is very different from the standard quantization constructions of quantum (field) theory which are always directly or indirectly tied to a Kähler polarization. In this case there is no Kähler polarization. This provided crucial inspiration for the construction presented in Section 7 based on the notion of $\alpha$-Kähler polarizations. The purpose of the present section is to elucidate this by showing (in the simplest possible setting) how the Hilbert space construction based on reflection positivity is recovered as a special case of what we shall call $\beta$-Kähler quantization, a Euclidean counterpart of $\alpha$-Kähler quantization.

8.1 Statistical path integral

Since it is of central interest in the Euclidean approach to field theory, we consider a replacement of the Feynman path integral with a statistical path integral as it appears for example in classical statistical field theory. That is, we replace the path integral formula (21) with a statistical integral defined as,

$$
\sigma^F_M(W^P) = \int_{K_M} D\phi F(\phi) \exp(-S(\phi)) \cdot \exp\left(-\frac{1}{2}D(\eta)\right).
$$

(259)

It is straightforward to accommodate for this change throughout the framework presented in this work. (Of course, the straightforward interpretation of the constructed mathematical objects in terms of a quantum theory is then lost.) We shall not develop this in detail, but focus on a few essential structures. We start with the analogue of formula (23) for Weyl observables. Consider a linear observable $D$, and its negative exponentiation $G = \exp(-D)$ and let $\eta \in A^D_M \cap L^P_{\partial M}$. Thus,

$$
\sigma^G_M(W^P) = \exp\left(-\frac{1}{2}D(\eta)\right).
$$

(259)

Replacing $G$ with the usual Weyl observable $F = \exp(iD)$ yields,

$$
\sigma^F_M(W^P) = \exp\left(\frac{1}{2}D(\eta)\right).
$$

(260)

Note that to arrive at this expression we have to replace on the right-hand side of (259) $D$ with $-iD$ as well as $\eta$ with $-i\eta$. We can read off from this that for arbitrary observables the relation between the Feynman path integral and the statistical path integral can be expressed as follows. Let $F$ be an observable and define the observable $\tilde{F}$ as,

$$
\tilde{F}(\phi) := F(\sqrt{i}\phi).
$$

(261)

(For definiteness we choose to define the root of $i$ here as $\sqrt{i} := \exp(i\pi/4)$.) Then,

$$
\sigma^F_M(W^P) = \sigma^\tilde{F}_M(W^P).
$$

(262)

In particular, the relations (90) of the Weyl algebra of slice observables are modified as follows,

$$
G \star S F = \exp(\omega_{\Sigma}(\xi_E, \xi_D)) G \cdot F.
$$

(263)
Proceeding to a “quantization” by analogy with the quantum theory, the role of the inner product (9) in $L^C$ is taken by the expression,

$$(\phi, \eta)^\Sigma := 4\omega (\beta(\phi), \eta).$$

This is clear from the modification that the vacuum correlation function (133) of a Weyl observable undergoes by transition to the statistical path integral. We get,

$$v^\Sigma(F) := \sigma_F(W^\beta) = \exp \left( -\frac{1}{4} \{\xi, \xi\}^\Sigma \right).$$

Here we define,

$$\{\xi, \xi\}^\Sigma := -i \{\xi, \xi\} = 4\omega(x^\beta, y^\beta).$$

A “quantization” with a construction of Hilbert spaces in the standard Kähler sense (Sections 3 and 5) is clearly not possible as the sesquilinear form (264) is not even hermitian. On the other hand, we can write down immediately the analogue of Theorem 6.1.

**Theorem 8.1.** If $F$ is the Weyl observable $\exp(iD)$, then,

$$\sigma_F(K_{\xi^\beta}) = \sigma_F(K_{\xi^\beta}) F(-i\xi^{\text{int}}) \sigma_F(W^\beta),$$

$$\sigma_F(K_{\xi^\beta}) = \exp \left( \omega_M(\xi^\beta) \right),$$

$$\sigma_F(W^\beta) = \exp \left( \frac{1}{2} D(\eta) \right).$$

Here $\eta \in A^{D,C}_M \cap L^\beta_{\partial M}$.

With regard to the construction of Hilbert spaces it turns out that we can adapt the construction of Section 7 to the present setting and achieve the analog of a quantization in this way. Indeed, the considerations of Sections 7.1 and 7.2 carry over completely to the present setting with just one fundamental change. That is, we consider a real structure $\beta$ on the vector space of complexified germs of solutions $L^C$. In contrast to the real structure $\alpha$ introduced in Section 7.1, $\beta$ does not satisfy the compatibility condition (205), but rather the modified compatibility condition,

$$\omega(\beta(x), \beta(y)) = -\omega(x, y).$$

We call this condition anti-compatibility between $\beta$ and $\omega$. In this way the bilinear form

$$(\phi, \eta)^\beta := 4\omega (\beta(\phi), \eta)$$

is not only non-degenerate and sesquilinear, but also hermitian. Thus, all steps described in Sections 7.1 and 7.2 can be performed. In particular, the quantization with the modified GNS construction succeeds with $\beta$ determining the $*$-structure of the observable algebra in analogy to (209),

$$F^\beta(\phi) := F(\beta(\phi)).$$

This leads to a notion of $\beta$-Kähler quantization in analogy to $\alpha$-Kähler quantization. In particular, the construction of Hilbert spaces and states can be performed in accordance with Section 3.1 by
replacing complex conjugation with the map $\beta$. In contrast to the $\alpha$-case, additionally the inner product $\{ \cdot, \cdot \}$ is replaced by $\{ \cdot, \cdot \}_\Sigma$ of (264) and equation (36) is replaced by,

$$\{ \phi, \eta \}_\Sigma = -2i\omega_\Sigma(\phi, J_\Sigma \eta) + 2\omega_\Sigma(\phi, \eta).$$  (273)

We denote the Hilbert space constructed in this way by $H^\beta_\Sigma$. Note that wave functions are defined on $L^\beta_\Sigma$, the subspace of $L^\beta_\Sigma$ invariant under $\beta_\Sigma$. Similarly, coherent states are labeled by elements of $L^\beta_\Sigma$. In order to identify states in this space with the action of slice observables on the vacuum, the most straightforward consistent choice is to set (140) (with $\xi \in L^\beta_\Sigma$) and (141) as in the genuine quantum case. We obtain instead of (215) the relation,

$$K^\beta_\xi \varpropto \exp (\omega_\Sigma(\xi, \tau)) k^\beta_\tau,$$  (274)

where $\tau = P_\Sigma(\xi) + \beta_\Sigma(P_\Sigma(\xi))$. Otherwise, we proceed analogous to Section 7.3. This determines the “quantization” completely.

As can be seen from the formulas, there is a close similarity between the $\alpha$-Kähler and $\beta$-Kähler quantizations. In fact, there is a straightforward one-to-one correspondence given by

$$\beta = i\alpha,$$  (275)

which makes the relevant inner products equal,

$$\langle \phi, \eta \rangle^\beta = \langle \phi, \eta \rangle^\alpha.$$  (276)

This means in particular that given polarizations on a hypersurface $\Sigma$ that admit a conventional Kähler quantization, the choice $\beta(\xi) := i\xi$ will yield a corresponding “quantization” based on the statistical path integral.

### 8.2 Wick rotated Klein-Gordon theory

We consider in the following a Wick rotation of the Klein-Gordon theory in Minkowski space as follows. We rotate the time coordinate $t$ in the complex plane to an imaginary value. This can be considered as a substitution $t = -i\tau$, where $\tau$ is subsequently taken to be real. In this way the Klein-Gordon equation

$$(\partial_t^2 - \sum_i \partial_i^2 + m^2)\phi = 0$$  (277)

turns into the elliptic partial differential equation,

$$(-\partial_\tau^2 - \sum_i \partial_i^2 + m^2)\phi = 0.$$  (278)

We refer to the theory defined in this way as the *Euclidean theory* and consider it to live in 4-dimensional Euclidean space with coordinates $(\tau, x)$.

We recall the space $L^E_\Sigma$ of germs of complexified solutions of the Klein-Gordon on the hypersurface $t = 0$ from Section 3.2 with the solutions parametrized in terms of plane waves (56). Applying the substitution $t = -i\tau$ we obtain,

$$\phi(\tau, x) = \int \frac{d^3k}{(2\pi)^32E} \left( \phi^a(k)e^{-E\tau+ikx} + \phi^b(k)e^{E\tau-ikx} \right).$$  (279)
This is indeed a parametrization of the complexified solutions of the Euclidean theory near the \( \tau = 0 \) hypersurface in Euclidean space. We denote this space by \( L_0^{E,C} \). Via the substitution \( t = -i\tau \) we have a canonical identification of the spaces \( L_0^C \) and \( L_0^{E,C} \). Note, however, that while the elements of \( L_0^C \) may be viewed as global solutions in Klein-Gordon theory, the elements of \( L_0^{E,C} \) do not extend to sensible global solutions in Euclidean space due to their exponential behavior in the Euclidean time direction \( \tau \). Moreover, the subspaces of real solutions \( L_0^\tau \subseteq L_0^C \) in Klein-Gordon theory and \( L_0^{E} \subseteq L_0^{E,C} \) in the Euclidean theory are different. Whereas the reality condition in Klein-Gordon theory is \( \phi^a(k) = \phi^b(k) \), the reality condition in the Euclidean theory is given by, \( \phi^a(k) = \overline{\phi^a(-k)} \) and \( \phi^b(k) = \overline{\phi^b(-k)} \). Expressed in terms of Euclidean solutions the reality condition of the Klein-Gordon theory takes the form,

\[
\overline{\phi}(\tau, x) = \phi(-\tau, x).
\]  

(280)

An action for the Euclidean theory can also be obtained by Wick rotation from the Klein-Gordon theory, therefore inducing a symplectic form \( \omega_0^E \) on \( L_0^E \),

\[
\omega_0^E(\phi_1, \phi_2) = -\frac{1}{2} \int d^3x \left( \phi_2(\tau, x)(\partial_\tau \phi_1)(\tau, x) - \phi_1(\tau, x)(\partial_\tau \phi_2)(\tau, x) \right) 
\]

= \[ -\frac{1}{2} \int \frac{d^3k}{(2\pi)^3} 2E \left( \phi^a_2(k)\phi^b_1(k) - \phi^a_1(k)\phi^b_2(k) \right) \].

(282)

We are using here the analogous convention for the orientation of the hypersurface as in the case of the symplectic form \( \omega_0 \) of the Klein-Gordon theory. That is, we consider the \( \tau = 0 \) hypersurface carrying the orientation of the past boundary of a region to the (here Euclidean) future \( \tau > 0 \). Comparing with the symplectic form \( \omega_0 \), \( \omega_0 = -i \omega_0^E \).

(283)

Note in particular that the notion of (complex) Lagrangian subspace is the same for both symplectic forms.

Viewing the Euclidean theory as a classical theory in its own right we can consider its quantization along the lines of the presented framework. The first step is the determination of the vacuum in the sense of \( [27] \). As manifest in the expansion \( \omega_0(279) \), solutions behave exponentially in the (Euclidean) time direction \( \tau \). Thus, the vacuum is simply given by imposing decaying boundary conditions, encoded in terms of (complexifications of) real Lagrangian subspaces of \( L_0^{E,C} \) which we shall denote \( L_0^{E,+} \) and \( L_0^{E,-} \) respectively. They are,\n
\[
L_0^{E,+} = \{ \phi \in L_0^{E,C} : \phi^a(k) = 0 \forall k \}, \quad L_0^{E,-} = \{ \phi \in L_0^{E,C} : \phi^b(k) = 0 \forall k \}.
\]  

(284)

Under the canonical identification of \( L_0^C \) with \( L_0^{E,C} \) these subspaces are identical to the corresponding Lagrangian subspaces of the Klein-Gordon theory, see \( [59] \). However, while they are positive-definite Lagrangian subspaces with respect to the real structure \( L_0 \subseteq L_0^C \) and symplectic form \( \omega_0 \), they are instead (complexifications of) real Lagrangian subspaces with respect to the real structure \( L_0^{E} \subseteq L_0^{E,C} \) and symplectic form \( \omega_0^E \). In particular, a traditional Kähler quantization to construct a Hilbert space (as recalled in Section \( [3] \)) cannot be performed.

We proceed to consider the vacuum correlation functions, comparing the Euclidean theory to the Klein-Gordon theory. Since the correlation functions for polynomial observables are determined by those of quadratic observables (recall Section \( [2.2] \)) it is sufficient to consider the latter. Moreover,
From the relation (286) between the 2-point functions we can infer the relation between arbitrary polarizations identified via the Wick rotation. We do not distinguish them notationally. Instead, we apply an \( \tau \) in exactly the same manner, where time ordering is now in terms of the Euclidean time, with \( \tau_2 > \tau_1 \). The slice observables yielding with (257) and (258) field evaluation at the point \((\tau, x)\) are now parametrized by the solutions,

\[
(\xi^E_1)^a(k) = e^{E\tau_1 - ikx_1}, \quad (\xi^E_2)^b(k) = -e^{-E\tau_1 - ikx_1}.
\]  

(285)

With the identification of \( L^{E,C} \) with \( L^C \) via the substitution \( t = -i\tau \) we obtain the relation \( \xi_i = i\xi^E_i \) for the solutions determining the observables between the Klein-Gordon and Euclidean theory. Due to the definition (256) this relation follows in fact immediately from the relation (283) between the symplectic forms. Since for the Euclidean theory formula (93) is equally valid, adapting notation, we obtain for the relation between the 2-point functions,

\[
\rho_{DM}^{E,D_1D_2}(W^P) = 2i\omega^E(\xi^E_{1+}, \xi^E_{2-}) = 2\omega(\xi^E_1, \xi^E_2) = -i\rho_{DM}^{D_1D_2}(W^P). \tag{286}
\]

That is, the 2-point functions (and propagators) are indeed related by analytical continuation, up to a relative factor of \( i \). For completeness we also write the explicit form of the 2-point functions and propagator of the Euclidean theory,

\[
\rho_{DM}^{E,D_1D_2}(W^P) = -i\gamma^E((\tau_1, x_1), (\tau_2, x_2)) = -i\int \frac{d^3k}{(2\pi)^3} e^{E(\tau_1 - \tau_2) - ik(x_1 - x_2)}. \tag{287}
\]

From the relation (286) between the 2-point functions we can infer the relation between arbitrary vacuum correlation functions. With the definition (261) we can write this as,

\[
\rho^E_M(W^P) = \rho_{DM}^{\hat{E}}(W^P). \tag{288}
\]

Recall that the observables \( F \) between the Euclidean theory and Klein-Gordon theory are to be identified via the Wick rotation. We do not distinguish them notationally.

We proceed to consider the construction of Hilbert spaces for the Euclidean Theory. Since the polarizations \( L_0^{E,\pm} \in L_0^E \) determining the vacuum are real, Kähler quantization cannot be applied. Instead, we apply an \( \alpha \)-Kähler quantization through a positive-definite reflection map \( \gamma_0 \) based on a position/momentum decomposition \( L_0^E = N_0^E \oplus M_0^E \) (Section 7.7). Here we have,

\[
M_0^E = \{ \phi \in L_0^E : \phi^a(k) = -\overline{\phi^a(-k)} \forall k \}, \quad N_0^E = \{ \phi \in L_0^E : \phi^a(k) = \overline{\phi^a(-k)} \forall k \}. \tag{289}
\]

Under the identification of \( L_0^E \) and \( L_0 \) this is the same as for the Klein-Gordon theory at \( t = 0 \), compare (255). Similarly, \( \gamma_0 \) takes the same form as for the Klein-Gordon theory (at \( t = 0 \)),

\[
(\gamma_0(\phi))^a(k) = \overline{\phi^a(-k)}, \quad (\gamma_0(\phi))^b(k) = \phi^b(-k), \tag{290}
\]

compare (256). In spacetime terms this is a reflection at the \( \tau = 0 \) hypersurface, analogous to (257),

\[
(\gamma_0(\phi))(\tau, x) = \phi(-\tau, x). \tag{291}
\]
It is also clear that $\gamma_0$ interchanges the polarization $L^{E,\pm}_0 \subseteq L^{E,C}_0$ determining the past and future vacuum. What is more, we easily verify that $\gamma_0$ satisfies condition (251). That is, $\gamma_0$ is a positive-definite reflection map. It therefore defines an $\alpha$-Kähler quantization with $\alpha_0 : L^{E,C}_0 \rightarrow L^{E,C}_0$ given by equation (250), i.e.,

$$\alpha_0(\phi)^a(k) = -i\phi^b(k), \quad (\alpha_0(\phi))^b(k) = i\phi^a(k).$$

(292)

In spacetime terms the map $\alpha_0$ takes the form,

$$\alpha_0(\phi)(\tau, x) = -i\phi(-\tau, x).$$

(293)

We return now to the perspective of the Euclidean approach to quantum field theory, where a Wick rotation is used to relate the quantum theory to a theory in Euclidean space. The latter has properties that make it mathematically more accessible than the original theory, such as the decay properties on correlation functions. In the Euclidean theory considered above this is manifest in the boundary conditions encoded in the Lagrangian subspaces $L^{E,\pm}_0 \subseteq L^{C}_0$. Moreover, in the Euclidean approach the theory in Euclidean space is not treated as a quantum theory in its own right, but rather as a theory with a behavior consistent with a statistical path integral. This was precisely the subject of Section 8.1. Combining its results with the previous treatment of the Euclidean theory, we are able to relate the latter viewed as defined via a statistical path integral to the ordinary Klein-Gordon quantum field theory. Up to conventions of signs and orientations, this relation reproduces the one that has been of interest in the literature on Euclidean methods and puts it into a more general context. In particular, we shall see that the prescription for the construction of Hilbert spaces for the Euclidean statistical theory using reflection positivity [41] is precisely an example of a $\beta$-Kähler quantization. Indeed, reflection positivity served as an inspiration for the development of the $\alpha$-Kähler quantization as laid out in Section 7.

Combining (262) and (288) we obtain with $\tilde{F}(\phi) := F(i\phi)$,

$$\rho^F_M(W^P) = \sigma^{E,F}_M(W^P).$$

(294)

Recall that the observables $F$ between the Klein-Gordon and Euclidean statistical theories are related moreover by Wick rotation. Note that when considering observables of even degree the factor of $i$ just gives rise to a sign. In particular, for the 2-point functions we have,

$$\rho^{D_1,D_2}_M(W^P) = -\sigma^{E,D_1,D_2}_M(W^P).$$

(295)

Indeed, the factor of $i$ and the signs are related to our conventions. For example, changing the sign of $\omega^E_0$ would make these disappear and recover the usual relation between $n$-point functions just being related by Wick rotation. In order to construct a Hilbert space for the statistical Euclidean theory we follow the steps laid out in Section 8.1. The most important ingredient is the anti-compatible real structure $\beta_0$ on $L^{E,C}_0$ exchanging future and past boundary conditions. However, we have already constructed a corresponding compatible real structure $\alpha_0$ for the quantum theory above, see (292). Thus, with the relation (275) we obtain $\beta_0$ given by,

$$(\beta_0(\phi))^a(k) = \phi^b(k), \quad (\beta_0(\phi))^b(k) = \phi^a(k).$$

(296)

In spacetime terms the map $\beta_0$ takes the form,

$$(\beta_0(\phi))(\tau, x) = \bar{\phi}(-\tau, x).$$

(297)
We recognize this precisely as corresponding to the ordinary complex conjugation of the Klein-Gordon theory under the identification of $L^E_c$ with $L^C_0$.

The role of $\beta_0$ is to provide the $*$-structure of the algebra of slice observables which now carries the product (263). In particular, the product $F^{\beta} \ast F$ for a slice observable $F$ is a positive element of the algebra and its (statistical) vacuum correlation function satisfies by construction

$$v^S_0(F^{\beta} \ast F) \geq 0.$$  

(298)

As we have seen in Section 4.4 and in the present section the 2-point (and similarly $n$-point) correlation functions can be constructed by (time-)ordered composition of slice observables. In this way, we can carry over the identity (298) to spacetime observables that encode (possibly smeared) $n$-point functions. More specifically, let the spacetime observable $F$ be defined in terms of finitely many smearing functions $f_k$ with compact support,

$$F(\phi) := \sum_{k=1}^n \int d\tau_1 \cdots d\tau_n dx_1 \cdots dx_n f_k(\tau_1, x_1, \ldots, \tau_n, x_n)\phi(\tau_1, x_1) \cdots \phi(\tau_n, x_n).$$

(299)

Here we require temporal ordering in the sense that $f_k(\tau_1, x_1, \ldots, \tau_n, x_n)$ vanishes, except if $\tau_1 < \cdots < \tau_n$. Recalling the spacetime form (297) of $\beta_0$ it is now easy to recognize that equation (298) is precisely the reflection positivity condition $E2$ of Osterwalder and Schrader [41].

9 Application to Minkowski and Rindler space

In the present section we review two topics involving a change of vacuum for the Klein-Gordon theory in flat spacetime. The first concerns the question of splitting the standard state space of the equal-time hyperplane in Minkowski space into two pieces, corresponding to half-hyperplanes. The second concerns the Minkowski vacuum as seen from an embedded Rindler space. Both topics involve the embedding of one or two Rindler wedges into Minkowski space. The purpose of the inclusion of these topics here is on the one hand to show that and how standard results of quantum field theory are correctly recovered. On the other hand it is to add new insights and perspectives that go beyond the traditional methods.

9.1 Splitting the Minkowski vacuum

Consider the standard equal-time hyperplane $\Sigma$ in Minkowski space at $t = 0$. Cut this hyperplane into two half-hyperplanes $\Sigma_L, \Sigma_R$ along the $x_1$-direction with $x_1 < 0$ and $x_1 > 0$ respectively. In other words, space at $t = 0$ is divided into two half-spaces. It has long been known that the Hilbert space $\mathcal{H}$ of states associated to $\Sigma$ does not allow for a tensor product decomposition $\mathcal{H} = \mathcal{H}_L \hat{\otimes} \mathcal{H}_R$ in such a way that $\mathcal{H}_L$ encodes states on $\Sigma_L$ and $\mathcal{H}_R$ states on $\Sigma_R$. For example, such a decomposition would contradict the Reeh-Schlieder theorem [29]. Recall the discussion at the end of Section 1.7 of the Introduction.

On the other hand, reaping the full potential of GBQFT in the context of ordinary QFT would require being able to describe amplitudes and correlators in compact pieces of Minkowski space (such as hypercubes or diamonds) together with providing the powerful identities that allow to compose them. In terms of the axioms of Appendix B, a necessary ingredient would be the splitting of Hilbert spaces of states on hypersurfaces into localized pieces. The previously mentioned splitting
of $\mathcal{H}$ in terms of the decomposition of $\Sigma$ into $\Sigma_L$ and $\Sigma_R$ would be but the simplest example of this. Its failure appears to doom efforts to make GBQFT work effectively in ordinary QFT, beyond the restriction to very particular hypersurfaces and regions. Note that less realistic (e.g. Euclidean or 2-dimensional) versions of QFT are not necessarily affected [42]. The answer proposed in the present paper is to abandon the axioms of Appendix [13] and replace them with the framework developed principally in Section 6, supplementing with (generalized, see Section 7) Hilbert spaces only were necessary or convenient.

It is nevertheless instructive to consider the example of the decomposition of $\Sigma$ into $\Sigma_L$ and $\Sigma_R$ and the properties of the Minkowski vacuum with respect to this decomposition. Since the equations of motions are local, i.e., they are partial differential equations, the space of germs of solutions (i.e., the space of initial data) on $\Sigma$ simply decomposes as a direct sum of germs of solutions on $\Sigma_L$ and $\Sigma_R$. That is, $L_\Sigma = L_L \oplus L_R$. Similarly, the symplectic form, originating from a hypersurface integral and involving differentials, is local. That is, $\omega_\Sigma = \omega_L + \omega_R$, with $\omega L$ and $\omega_R$ being the symplectic forms on $\Sigma_L$ and $\Sigma_R$ respectively. Recall that the Minkowski vacuum is determined by the Lagrangian subspace $L_\Sigma^+ \subseteq L_\Sigma^C$ of negative energy solutions in the past, [50], and the conjugate subspace $L_\Sigma^- = L_\Sigma^C$ of positive-energy solutions in the future. Now the simple fact is that $L_\Sigma^+$ (or $L_\Sigma^-$) is not local with respect to the decomposition of $\Sigma$ into $\Sigma_L$ and $\Sigma_R$. That is, there do not exist individual subspaces $L^{(\pm)}_L \subseteq L_L$ and $L^{(\pm)}_R \subseteq L_R$ such that $L_\Sigma^+ = L^{(\pm)}_L \oplus L^{(\pm)}_R$. Equivalently, the complex structure $J_\Sigma$ is not a differential operator on $L_\Sigma$, but merely a pseudo-differential operator and thus non-local. If the subspaces $L^{(\pm)}_L$ and $L^{(\pm)}_R$ existed, that would give us upon quantization precisely a decomposition of the type $\mathcal{H} = \mathcal{H}_L \oplus \mathcal{H}_R$. We might say that the Minkowski vacuum is “indivisible” or “non-local”. This is in fact the typical situation for vacua in quantum field theory which is not surprising given that they are usually encoding asymptotic boundary conditions.

The parametrization of $L_\Sigma^C$ in terms of plane wave modes as in [56] is not convenient in order to make manifest the locality of $L_\Sigma^C$ and of $\omega_\Sigma$. To this end we switch in a first step to the Minkowski Bessel modes which are complex eigenmodes of the Lorentz boost operator [43]. For simplicity, we consider 1+1-dimensional Minkowski space. (Additional spatial dimensions are easily incorporated.) We denote the modes by $B_\kappa$ and $\overline{B_\kappa}$ (complex conjugates), where $\kappa$ is the eigenvalue of the boost generator. $\kappa$ takes values on the real line. The modes $B_\kappa$ admit a representation in terms of an integral over plane waves parametrized by the rapidity $q$,

$$B_\kappa(t, x) = \int_{-\infty}^{\infty} \frac{dq}{2\pi} \exp(-im(t \cosh q - x \sinh q) - i\kappa q).$$

We thus parametrize elements of $L_\Sigma^C$ as follows,

$$\phi(t, x) = \int_{-\infty}^{\infty} d\kappa \left( \phi^\kappa(t, x) + \phi^{\dagger \kappa}(t, x) \right).$$

From the integral representation in terms of plane waves we can read off immediately that the modes $B_\kappa$ are positive-energy modes, while the modes $\overline{B_\kappa}$ are negative-energy modes. Since the Lagrangian subspace determining the Minkowski vacuum (to the past) consists precisely of the negative-energy solutions, we have, in analogy to [59],

$$L_\Sigma^+ = \{ \phi \in L_\Sigma^C : \phi^\kappa(\kappa) = 0 \forall \kappa \}. $$

We note that the symplectic form [57] in the present parametrization [301] results in,

$$\omega_\Sigma(\phi_1, \phi_2) = i \int_{-\infty}^{\infty} d\kappa \left( \phi^\dagger_2(\kappa)\phi^\kappa_1(\kappa) - \phi^\dagger_1(\kappa)\phi^\kappa_2(\kappa) \right).$$
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Figure 14: Minkowski space divided into four wedge regions: Future (F), Past (P), Left (L), Right (R). Drawn in blue is the $t = 0$ hyperplane with left and right halves, $\Sigma_L$ and $\Sigma_R$ respectively.

The inner product (9) is thus,
\[
(\phi_1, \phi_2)_\Sigma = 4 \int_{-\infty}^{\infty} d\kappa \left( \phi_1^\dagger(\kappa)\phi_2^\dagger(\kappa) - \overline{\phi_1(\kappa)}\phi_2(\kappa) \right).
\] (304)

From these expressions it is again manifest that $L^+_\Sigma \subseteq L^c_\Sigma$ is a positive-definite Lagrangian subspace, this time in terms of the Minkowski Bessel modes.

We proceed to introduce another set of modes, arising as simple linear combinations of the Minkowski Bessel modes. We define for $\kappa > 0$,
\[
B^L_\kappa(t, x) = \frac{1}{\sqrt{2\sinh(\pi\kappa)}} \left( e^{\pi\kappa/2}B_\kappa(t, x) - e^{-\pi\kappa/2}B_{-\kappa}(t, x) \right),
\]
\[
B^R_\kappa(t, x) = \frac{1}{\sqrt{2\sinh(\pi\kappa)}} \left( e^{\pi\kappa/2}B_{-\kappa}(t, x) - e^{-\pi\kappa/2}B_\kappa(t, x) \right).
\] (305)

Evidently, these modes, together with their complex conjugates and restricted to $\kappa > 0$ only, provide a parametrization of $L^c_\Sigma$ equivalent to that in terms of the Minkowski Bessel modes (with $\kappa \in \mathbb{R}$).

However, in contrast to the latter, they exhibit remarkable localization properties. To discuss this, we divide Minkowski space into four wedge regions, F, P, L and R, see Figure 14. These are the causal future of the origin, its causal past and points spacelike separated from it to the left and to the right respectively. The regions L and R are also called the left and the right *Rindler wedge*, respectively, as they are isometric to *Rindler space* [44]. The modes $B^R_\kappa$ vanish identically in the region L, while the modes $B^L_\kappa$ vanish identically in the region R. In particular, as germs in $L^c_\Sigma = L^c_L \oplus L^c_R$ the modes $B^R_\kappa$ vanish in the component $L^c_L$ while the modes $B^L_\kappa$ vanish in the component $L^c_R$. That is, we have at hand a set of modes that makes manifest the decomposition of the space of germs of solutions on $\Sigma$ into a left and right half. We will refer to these modes as *Unruh modes* as their relevant properties were first discussed by Unruh [45]. By inspection of the relations (305) we can strengthen our earlier statement on the “indivisibility” of the Minkowski space.
vanish either on $L^\Sigma_L$ or $L^\Sigma_R$, see Figure 15, as spacetimes in their own right, namely copies of Rindler space. Convenient coordinates for comparison, we proceed to consider a different vacuum on the hypersurface $\Sigma = \{ (t, x) \mid t > 0, x > 0 \}$. For Minkowski space this was first described by Fulling [47].

For the symplectic form (303) we obtain the manifest decomposition, $\omega_{\Sigma} = \omega_L + \omega_R$, with,

$$
\omega_L(\phi_1, \phi_2) = i \int_0^\infty d\kappa \left( \phi^{R,a}_1(\kappa) \phi^{L,b}_2(\kappa) - \phi^{L,b}_1(\kappa) \phi^{R,a}_2(\kappa) \right),
$$

$$
\omega_R(\phi_1, \phi_2) = i \int_0^\infty d\kappa \left( \phi^{R,a}_2(\kappa) \phi^{R,b}_1(\kappa) - \phi^{R,b}_2(\kappa) \phi^{R,a}_1(\kappa) \right).
$$

The inner product (304), decomposed as $(\cdot, \cdot)_\Sigma = (\cdot, \cdot)_L + (\cdot, \cdot)_R$, takes the form,

$$
(\phi_1, \phi_2)_L = 4 \int_0^\infty d\kappa \left( \phi^{R,a}_1(\kappa) \phi^{L,a}_2(\kappa) - \phi^{L,b}_1(\kappa) \phi^{L,b}_2(\kappa) \right),
$$

$$
(\phi_1, \phi_2)_R = 4 \int_0^\infty d\kappa \left( \phi^{R,a}_2(\kappa) \phi^{R,a}_1(\kappa) - \phi^{R,b}_2(\kappa) \phi^{R,b}_1(\kappa) \right).
$$

For comparison, we proceed to consider a different vacuum on the hypersurface $\Sigma$ that does split into local component vacua on $\Sigma_L$ and $\Sigma_R$. For Minkowski space this was first described by Fulling [47]. This Fulling-Rindler vacuum arises by considering the left and right Rindler wedges as spacetimes in their own right, namely copies of Rindler space. Convenient coordinates $(\eta, \rho)$ for Rindler space as identified with the right wedge can be introduced as follows [44], see Figure 15.

$$
t = \rho \sinh \eta, \quad x = \rho \cosh \eta.
$$

The coordinate $\eta \in \mathbb{R}$ plays the role of a time coordinate while $\rho > 0$ is a spatial coordinate. The Unruh modes restricted to the right Rindler wedge recover the Fulling modes [47]. For $\rho > 0$ we introduce the following parametrization of $L^\Sigma_L$ in terms of the Unruh modes,

$$
\phi(t, x) = \int_0^\infty d\kappa \left( \phi^{L,a}(\kappa) B^L_L(t, x) + \phi^{L,b}(\kappa) B^L_L(t, x) + \phi^{R,a}(\kappa) B^R_L(t, x) + \phi^{R,b}(\kappa) B^R_L(t, x) \right).
$$

This is related to our previous parametrization (301), with $\kappa > 0$ as

$$
\phi^L(\kappa) = \frac{1}{\sqrt{2 \sinh(\pi \kappa)}} \left( \phi^{R,a}(\kappa) e^{\pi \kappa / 2} - \phi^{L,a}(\kappa) e^{-\pi \kappa / 2} \right),
$$

$$
\phi^R(\kappa) = \frac{1}{\sqrt{2 \sinh(\pi \kappa)}} \left( \phi^{R,b}(\kappa) e^{\pi \kappa / 2} - \phi^{L,b}(\kappa) e^{-\pi \kappa / 2} \right),
$$

$$
\phi^L(-\kappa) = \frac{1}{\sqrt{2 \sinh(\pi \kappa)}} \left( \phi^{L,b}(\kappa) e^{\pi \kappa / 2} - \phi^{R,b}(\kappa) e^{-\pi \kappa / 2} \right),
$$

$$
\phi^R(-\kappa) = \frac{1}{\sqrt{2 \sinh(\pi \kappa)}} \left( \phi^{R,a}(\kappa) e^{\pi \kappa / 2} - \phi^{L,a}(\kappa) e^{-\pi \kappa / 2} \right).
$$

For a subtlety here connected to the fact that the conversion coefficients become singular in the limit $\kappa \to 0$. To really obtain an equivalence between the relevant Hilbert spaces built on the Minkowski Bessel modes and the Unruh modes respectively, this has to be taken into account appropriately when defining the measure in the integral expansion (306) near $\kappa = 0$. Since we wish to keep our presentation simple, we refer the interested reader to the appropriate literature [40].
have,

$$B^R_\kappa(\rho, \eta) = \sqrt{2\sinh(k\pi)} \frac{\sinh(m\rho)}{\pi} K^i_\kappa(m\rho) e^{-i\kappa\eta}. \quad (311)$$

Here, $K^i_\kappa$ denotes the modified Bessel function of the second kind of order $i\kappa$. The Fulling-Rindler vacuum arises by taking the time coordinate $\eta$ as the natural evolution parameter. We can then read off from the formula above that the modes $B^R_\kappa$ are the respective positive-energy modes. Indeed, from (308) and (309) we can read off immediately that the corresponding subspace,

$$L^+_R = \{ \phi \in L^C_R : \phi^{R,a}(\kappa) = 0 \forall \kappa \} \quad (312)$$

is a positive-definite Lagrangian subspace [27]. The corresponding vacuum on $\Sigma_L$ in the left Rindler wedge is given by,

$$L^+_L = \{ \phi \in L^C_L : \phi^{L,b}(\kappa) = 0 \forall \kappa \}. \quad (313)$$

Denote the Hilbert spaces of states obtained by Kähler quantizing the vacua corresponding to $L^+_L$, $L^+_R$, and $L^+_\Sigma := L^+_L \oplus L^+_R$ by $\mathcal{H}_L$, $\mathcal{H}_R$, and $\mathcal{H}_\Sigma$ respectively. Then, we canonically have $\mathcal{H}^\prime_\Sigma = \mathcal{H}_L \otimes \mathcal{H}_R$. In other words, if we choose two copies of the Fulling-Rindler vacuum instead of the Minkowski vacuum, the Hilbert space of states associated to the hyperplane $\Sigma$ does decompose into Hilbert spaces associated to the half-hyperplanes $\Sigma_L$ and $\Sigma_R$. One may wonder whether the present example could be generalized to a procedure for constructing vacua localized on a larger class of hypersurfaces with boundaries. It seems a key ingredient could be for solutions in the would-be Lagrangian subspace to approximate the behavior of Unruh modes near the boundary with respect to the light-sheets emanating from it. However, these considerations are far outside the scope of the present paper.

Supposing we had chosen vacua localized on hypersurfaces with boundaries in order to allow for gluing in the sense of the old axioms (Appendix [3]), then we would still need to compare to the physical vacua that typically do not localize along boundaries. For the simple example at hand, the comparison between the Minkowski vacuum encoded by $L^+_\Sigma$ and the double Fulling-Rindler vacuum encoded by $L^+_\Sigma$ was already performed by Unruh [45]. More precisely, we are interested in the pseudo-state $Y$ that represents the Minkowski vacuum in the Hilbert space $\mathcal{H}^\prime_\Sigma$. As discussed in Section 7.4, the general form of its holomorphic wave function is given by equation (224). Here,
we obtain for $\xi \in L_\Sigma$,

$$Y(\xi) = \exp \left( 2 \int_0^\infty d\kappa \, e^{-\pi \kappa} \xi^{L_\kappa} \xi^{R_\kappa} \right).$$ (314)

This makes explicit how the Minkowski vacuum entangles the data on the two half-hyperplanes $\Sigma_L$ and $\Sigma_R$. On the other hand, the wave function is not square-integrable, corresponding to the lack of unitary equivalence of the Hilbert spaces $\mathcal{H}_\Sigma$ and $\mathcal{H}_\Sigma'$ as representations of the algebra of slice observables on $\Sigma$. In order to facilitate a particle interpretation we may rewrite the wave function in a factorized form (recall equation (50)),

$$Y(\xi) = \exp \left( \int_0^\infty d\kappa \, e^{-\pi \kappa} \{\tilde{B}_L^{\kappa}, \xi\}_\Sigma \{\tilde{B}_R^{\kappa}, \xi\}_\Sigma \right).$$ (315)

Here, $\tilde{B}_L^{\kappa}$ and $\tilde{B}_R^{\kappa}$ are the real parts of $B_L^{\kappa}$ and $B_R^{\kappa}$ respectively. We can roughly interpret this as a sea of particles, consisting of pairs. A pair consists of one particle localized in the left half-space, the other localized in the right half-space, with matching quantum number $\kappa$. Moreover, the amplitude for the pairs is exponentially suppressed with $\kappa$. From the previous expression we can also read off a representation in terms of creation operators on the double Fulling-Rindler vacuum,

$$Y = \exp \left( \int_0^\infty d\kappa \, e^{-\pi \kappa} a_{L,\kappa}^\dagger a_{R,\kappa}^\dagger \right) K_{L,0} \otimes K_{R,0}.$$ (316)

Here, we use the notation $a_{L,\kappa}^\dagger = a_{L_{\kappa}}^\dagger$ and $a_{R,\kappa}^\dagger = a_{R_{\kappa}}^\dagger$. We recover (a more precise version of) Unruh’s original formula [43]. However, as already mentioned, this formula does not define a normalizable state in the Hilbert space $\mathcal{H}_\Sigma'$ and therefore needs to be interpreted with caution. For mathematical clarity, the wave function representations (314) and (315) are preferable.

Given a slice observable $F$ on $L_\Sigma$ we can evaluate its expectation value in the Minkowski vacuum in the conventional way by using its action on the Hilbert space $\mathcal{H}_\Sigma$ (see Section 5),

$$\langle F \rangle = \langle K_0, F K_0 \rangle_{\Sigma} = \text{tr}_{\mathcal{H}_\Sigma} \left( F K_0 \right) \quad \text{with} \quad K_0 := |K_0\rangle \langle K_0|.$$ (317)

On the other hand we might use the Hilbert space $\mathcal{H}_\Sigma'$ instead with the pseudo-state $Y$,

$$\langle F \rangle = \langle Y, F Y \rangle_{\Sigma} = \text{tr}_{\mathcal{H}_\Sigma'} \left( F Y \right) \quad \text{with} \quad \tilde{Y} := |Y\rangle \langle Y|.$$ (318)

Let us now suppose that the slice observable $F$ is localized on the right half-space $\Sigma_R$. That is, $F$ depends only on the subspace $L_R \subseteq L_\Sigma$. We may then separate the trace over $\mathcal{H}_\Sigma'$ into a trace over $\mathcal{H}_R$ and one over $\mathcal{H}_L$ and perform the latter independently of $F$.

$$\langle F \rangle = \text{tr}_{\mathcal{H}_R} \left( \tilde{F} \tilde{Y}_R \right) \quad \text{with} \quad \tilde{Y}_R := \text{tr}_{\mathcal{H}_L}(\tilde{Y}).$$ (319)

In this sense the (non-normalizable) mixed pseudo-state $\tilde{Y}_R$ can be thought of as encoding the Minkowski vacuum on the right half-space $\Sigma_R$, i.e. on $\mathcal{H}_R$. In the literature this is sometimes expressed by saying that the Minkowski vacuum “is” a mixed state in the (right) Rindler wedge. With (208), (209) we obtain the commutation relations,

$$[a_{L,\kappa}, a_{L,\kappa'}^\dagger] = \{\tilde{B}_L^{\kappa}, \tilde{B}_R^{\kappa'}\}_L = \frac{1}{4} (B_L^{\kappa}, B_L^{\kappa'})_L = \delta(\kappa - \kappa').$$ (320)
Figure 16: Minkowski space with embedded right Rindler wedge (delimited by blue lines). Inside the Rindler wedge a region $M$ is marked between the initial hypersurface $\Sigma_1$ at Rindler time $\eta_1$ and the final one $\Sigma_2$ at Rindler time $\eta_2$.

With these we obtain $\tilde{Y}_R$ from (316),

$$\tilde{Y}_R = \sum_{n=0}^{\infty} \frac{1}{n!} \int d\kappa_1 \cdots d\kappa_n e^{-2\pi(\kappa_1 + \cdots + \kappa_n)} a_{R,\kappa_1}^\dagger \cdots a_{R,\kappa_n}^\dagger \tilde{K}_{R,0} a_{R,\kappa_1} \cdots a_{R,\kappa_n}$$

$$= \exp \left( \int_0^\infty d\kappa e^{-2\pi \kappa} A_{R,\kappa} \right) \tilde{K}_{R,0}.$$  \hspace{1cm} (321)

(322)

Here we have defined the super-operator,

$$A_{R,\kappa}(\sigma) = a_{R,\kappa}^\dagger \sigma a_{R,\kappa}.$$  \hspace{1cm} (323)

### 9.2 Minkowski vacuum in Rindler space

In the present section we consider what the Minkowski vacuum as a boundary condition looks like in Rindler space as identified with the right wedge $R$, recall Figure 14. This question was first successfully addressed by Rätzel and one of the authors in the language of states and wave functions encoding vacuum change \[48\]. We complement their analysis here with a first-principles approach.

Choose initial and final Rindler times $\eta_1 < \eta_2$. Consider the region $M$ enclosed between the corresponding initial and final Rindler-time hypersurfaces $\Sigma_1$ and $\Sigma_2$, see Figure 16 (We orient the hypersurfaces as boundaries of regions to the Rindler-future.) In order to evaluate the vacuum correlation functions of observables in $M$ we need to specify the relevant vacuum. Within the present framework this specification is in terms of a Lagrangian subspace $L_{\partial M}^+ \subseteq L_{\partial M}^C = L_{\Sigma_1}^C \oplus L_{\Sigma_2}^C$ of the complexified space of germs of solutions on the boundary $\partial M$ of $M$. The vacuum encodes boundary conditions in the region $X$, exterior to $M$. Within Rindler space the region $X$ restricts to $X \cap R$ and decomposes into two components, one to the past of $\Sigma_1$ and one to the future of $\Sigma_2$. Correspondingly, the boundary conditions for the standard Fulling-Rindler vacuum are independent
in the two components. Consequently, the corresponding Lagrangian subspace decomposes as, \( \mathcal{L}^\perp_{\partial M} = \mathcal{L}^\perp_{\Sigma_1} \oplus \mathcal{L}^\perp_{\Sigma_2} \), where \( \mathcal{L}^\perp_{\Sigma_1} \subseteq \mathcal{L}^\perp_{\Sigma_1} \) and \( \mathcal{L}^\perp_{\Sigma_2} \subseteq \mathcal{L}^\perp_{\Sigma_2} \) are individually Lagrangian subspaces. Indeed, \( \mathcal{L}^\perp_{\Sigma_1} \) and \( \mathcal{L}^\perp_{\Sigma_2} = \mathcal{L}^\perp_{\Sigma_2} \) are just (ordinary respectively conjugate) copies of \( \mathcal{L}^\perp_{R} \), see (312). Moreover, all these Lagrangian subspaces are positive-definite, admitting a standard Kähler quantization. Furthermore, the future and past vacua are complex conjugate, allowing to speak of just “the” vacuum. This is precisely analogous to the standard situation for a time-interval region in Minkowski space.

In contrast, we are interested here in the standard Minkowski vacuum as seen from the right Rindler wedge. We thus have to work out the Lagrangian subspace \( \mathcal{L}^M_{\partial M} \subseteq \mathcal{L}^\perp_{\partial M} \) on \( \partial M \) induced from the Minkowski boundary conditions in \( X \). To this end we parametrize the solutions in \( X \) in terms of the Unruh modes (305) as follows,

\[
\phi(t, x) = \int_0^\infty d\kappa \left( \phi^{L-a}(\kappa) B^L_a(t, x) + \phi^{L-b}(\kappa) B^L_b(t, x) \right) + \phi^{1-a}(\kappa) B^1_a(t, x) + \phi^{1-b}(\kappa) B^1_b(t, x) + \phi^{2-a}(\kappa) B^2_a(t, x) + \phi^{2-b}(\kappa) B^2_b(t, x) \right). \tag{324}
\]

The solutions \( B^1_a \) and \( B^2_b \) are suitably cut-off versions of the solutions \( B^R_k \). This is to be understood as follows. Recall that the solutions \( B^R_k \) vanish in the left wedge \( L \) (compare Figure 14). Therefore, their support within \( X \) has two connected components, one is the region \( P \) together with the past of \( \eta_1 \) in the right wedge \( R \). The other is the region \( F \) together with the future of \( \eta_2 \) in the right wedge \( R \). \( B^1_a \) and \( B^2_b \) are versions of \( B^R_k \) with their support restricted to the respective component. Near the hypersurface \( \partial M \) the solutions \( B^L_k \) vanish so that they disappear from the parametrization of \( \mathcal{L}^\perp_{\partial M} \). However, they do occur in \( X \) and are essential for the asymptotic boundary conditions determining the Minkowski vacuum. The latter are expressible as past and future boundary conditions. To fix them it is sufficient to consider the behavior of solutions in the regions \( P \) and \( F \) respectively. In the region \( P \) the modes \( B^2_b \) are not present and the vacuum condition is given by the subspace (302) in terms of the parametrization (301). With the reparametrization identities (307) this yields the conditions,

\[
\phi^{1-a}(\kappa)e^{\pi\kappa/2} = \phi^{L-a}(\kappa)e^{-\pi\kappa/2}, \quad \phi^{L-b}(\kappa)e^{\pi\kappa/2} = \phi^{1-b}(\kappa)e^{-\pi\kappa/2}. \tag{325}
\]

Similarly, implementing the future boundary condition, which is conjugate to (302), in \( F \), yields,

\[
\phi^{L-a}(\kappa)e^{\pi\kappa/2} = \phi^{2-a}(\kappa)e^{-\pi\kappa/2}, \quad \phi^{2-b}(\kappa)e^{\pi\kappa/2} = \phi^{1-b}(\kappa)e^{-\pi\kappa/2}. \tag{326}
\]

We may now eliminate the coefficients corresponding to the solutions \( B^L_k \) from the system (325), to arrive at the equations determining the subspace \( \mathcal{L}^M_{\partial M} \subseteq \mathcal{L}^\perp_{\partial M} \) encoding the Minkowski vacuum on \( \partial M \),

\[
\mathcal{L}^M_{\partial M} = \{ \phi \in \mathcal{L}^C_{\partial M} : \phi^{L-a}(\kappa)e^{\pi\kappa} = \phi^{2-a}(\kappa)e^{-\pi\kappa}, \phi^{L-b}(\kappa)e^{\pi\kappa} = \phi^{1-b}(\kappa)e^{-\pi\kappa} \forall \kappa \}. \tag{327}
\]

We can see immediately that the Minkowski vacuum correlates the modes between the initial and final hypersurfaces, as expected. In stark contrast to the Fulling-Rindler vacuum it does not decompose into independent vacua (and thus subspaces) for each of the two hypersurfaces.

We proceed to consider the pseudo-state representing the Minkowski vacuum on the Hilbert space \( \mathcal{H}_{\partial M} = \mathcal{H}_{\Sigma_1} \otimes \mathcal{H}_{\Sigma_2} \) of states on \( \partial M \) based on the Fulling-Rindler vacuum. The corresponding holomorphic wave function \( Y_{\partial M} \) takes the form (224),

\[
Y_{\partial M}(\xi) = \exp \left( 2 \int_0^\infty d\kappa \kappa e^{-2\pi\kappa} \xi^{2-a}(\kappa) \xi^{1-b}(\kappa) \right). \tag{328}
\]
This makes explicit how the correlations between past and future boundary conditions inherent in the Minkowski vacuum as seen from Rindler space translate to an entangled state. Here, crucially, the entanglement is not between different subsystems (at the same time), but between the past and future of the same system.

This wave function was obtained first (in a slightly different form) in [48]. There it was shown (via what is here formula (73)) that it yields for spacetime observables localized in precisely the same vacuum correlation functions as those arising from the standard quantization in Minkowski space. Here, we have derived the wave function from first principles, guaranteeing by construction the coincidence of correlation functions. The ansatz for the wave function $Y_{\partial M}$ in [48] was based on the relation to the mixed pseudo-state $\tilde{Y}_R$ (formula (321)). Indeed, for the special case of slice observables on $\Sigma_R$, both by construction yield the same vacuum correlation functions. However, conceptually they are very different objects. For example, the mixed pseudo-state $\tilde{Y}_R$ cannot be used to directly evaluate spacetime observables in $M$. What is more, in contrast to the pseudo-state $Y_{\partial M}$, the existence of $\tilde{Y}_R$ hinges on the time-reversal symmetry of the vacuum. (That is, the Lagrangian subspaces for past and future vacuum are complex conjugates.)

We rewrite the wave function of $Y_{\partial M}$ to clarify its particle interpretation,

$$Y_{\partial M}(\xi) = \exp \left( \frac{1}{2} \int_0^\infty d\kappa e^{-2\pi\kappa} \{ \tilde{B}_1^1, \xi \}_{\partial M} \{ \tilde{B}_2^2, \xi \}_{\partial M} \right).$$

(329)

In terms of creation operators we may write,

$$Y_{\partial M} = \exp \left( \int_0^\infty d\kappa e^{-2\pi\kappa} a^\dagger_{1,\kappa} a^\dagger_{2,\kappa} \right) K_{\Sigma_1,0} \otimes K_{\Sigma_2,0}.$$

(330)

Here, $a^\dagger_{1,\kappa} := a^\dagger_{\tilde{B}_1^1}$ and $a^\dagger_{2,\kappa} := a^\dagger_{\tilde{B}_2^2}$. We may interpret this formula as saying that the Minkowski vacuum appears as a sea of particle pairs. Each pair consists of one initial particle and one final particle, with matching quantum numbers $\kappa$. The contribution of pairs is exponentially suppressed with increasing $\kappa$.

10 Discussion and Outlook

The present work represents an important step in the program of general boundary quantum field theory (GBQFT) [14]. This program is based on the premise that the physics in a spacetime region can be described by recourse exclusively to quantities associated to the region and its (infinitesimal) boundary. What is more, the physics in a region can be recovered completely by combining (through an operation of composition) the physics of subregions into which this region may have been divided. In previous work [26], the description of physics on hypersurfaces (through Hilbert spaces of states) and in spacetime regions (through amplitudes and correlation functions) was limited by the requirement that the vacuum on the hypersurface or outside of the region in question had to be a Kähler vacuum. However, as was shown by the authors in [27], the vacuum of standard QFTs on hypersurfaces that are not spacelike is in general not of Kähler type.

In the present work, the limitation to Kähler vacua in the quantization of field theory, present in virtually all of the literature on curved spacetime QFT, is removed. Crucially, the generalization beyond Kähler vacua succeeds not only at the level of individual hypersurfaces or regions, but also at the level of composition (Sections 6.4 and 7.3) and thus for the framework as a whole. In the following, we aim to shed additional light on some of the results and their context.
An important ingredient in achieving the generalization beyond Kähler vacua is a shift in focus from (Hilbert space) states to observables. In this respect we are bringing GBQFT closer to algebraic quantum field theory (AQFT) [31]. In this version of GBQFT (developed in Section 6) no Hilbert spaces are constructed. Rather, the role that states usually play is taken over by a special type of observable, the slice observables (developed in Sections 4 and 5). As states would be, these are localized on hypersurfaces. Given a Kähler vacuum, there is moreover a direct correspondence between slice observables and ordinary Hilbert space states that can be mediated via the GNS construction, see Section 5. Crucial for this is a notion of algebra structure for slice observables. In GBQFT there is in general no notion of product between observables in a given spacetime region. Composition between observables is only possible by composing underlying spacetime regions. However, the composition of two slice regions of the same type yields a slice region, which, moreover, is again of the same type. This induces the algebra structure on the space of slice observables associated to a given hypersurface and thus slice region, see Section 4.2. At the same time this provides a bridge to the algebra structure present in AQFT for the observables in a given spacetime region. On the AQFT side an important ingredient in this respect is the time slice axiom [31]. This implies that there is an isomorphism between the space, call it \( A(M) \), of observables in a spacetime region \( M \), and the space \( A(\Sigma) \) of observables in an infinitesimal neighborhood of a hypersurface \( \Sigma \) in \( M \) that is Cauchy for \( M \). From the AQFT perspective the algebra structures of \( A(M) \) and \( A(\Sigma) \) are both fundamental and the isomorphism is an isomorphism of algebras. From the GBQFT perspective on the other hand only \( A(\Sigma) \), being essentially the space \( A(\Sigma) \) of slice observables on \( \Sigma \), carries an algebra structure. The algebra structure on \( A(M) \) appears thus as inherited from that of \( A(\Sigma) \) via the isomorphism (here of vector spaces). It should be emphasized at this point that the space \( A(M) \) considered in AQFT is not the same as the space of observables in the spacetime region \( M \) in GBQFT. Rather, \( A(M) \) arises as a quotient of the latter. Two Weyl observables give rise to the same object in \( A(M) \) if their associated affine spaces of solutions (compare Section 2.1) coincide outside of \( M \). This is also the key ingredient for constructing the mentioned isomorphism between \( A(M) \) and \( A(\Sigma) \) from a GBQFT perspective. The relevant equation is equation (22). There are some caveats, and we leave the details to the reader.

As explained, the methods developed in the present work should finally allow to provide a truly local description of realistic QFTs (recall Figure 5). As laid out in Section 6, such a description can be achieved purely based on slice observables, without any Hilbert space of states. However, a Hilbert space of states, rather than merely an algebra of slice observables is for certain purposes desirable or possibly even necessary. For example, the standard notion of particle makes reference to a Hilbert space. Remarkably, as we have laid out in Section 7, with just one additional ingredient (a real structure), a Hilbert space of states can be constructed even for hypersurfaces where the polarization encoding the vacuum is not Kähler, and where therefore standard quantization prescriptions fail. What is more, as shown in Section 7.3 (and proven in Appendix C) a TQFT-style gluing prescription extends to these Hilbert spaces raising the prospect of quantizing realistic field theories to obtain a local quantum field theory that would satisfy the full-blown GBQFT axioms (Appendix B). For example, in this way it should be possible to extend existing GBQFT quantizations of Klein-Gordon theory that are limited to a narrow class of infinitely-extended regions [28, 17, 24, 18, 49, 50] to much more general regions, crucially including compact ones of arbitrary size, thus realizing full locality. Results on massless Klein-Gordon theory in Lorentzian spacetimes [51] indicate that the classical axioms (Appendix A) required for a successful quantization in the present sense are satisfied quite generically at least in 1+1 dimensions. Also, it should be possible
to carry over the present methods to affine theories [52] and theories with (at least abelian) gauge symmetries [53], achieving quantizations that implement full locality in physically realistic settings.

The quantization problem of constructing Hilbert spaces of states associated to hypersurfaces is a generic part of TQFT-type approaches to QFT. Usually, this has been addressed by producing (explicitly or implicitly) a Kähler polarization and quantizing in the standard way (as in Section 3.1). In hindsight [27] it is clear that this may lead to a “wrong”, i.e., unphysical quantization, if the Kähler polarization used does not correspond to the physical vacuum. This problem occurs in particular for timelike hypersurfaces in spacetimes with Lorentzian signature, and generically in spacetimes with Euclidean signature, where the physical vacuum does not correspond to any Kähler polarization on the hypersurface. An example for an ad hoc choice (motivated by analytic continuation) of a Kähler polarization on timelike hypersurfaces in Klein-Gordon theory can be found in [18]. An example of addressing the problem by classifying Kähler polarizations (in terms of complex structures) can be found in [50]. For field theory in spacetime with Euclidean signature, a rather general prescription for constructing a Kähler polarization has been given by Graeme Segal [54, equation (3.0.5)]. This has been used for example in [55, 53] in terms of the Dirichlet-to-Neumann map. From the present point of view, a “physically correct” construction of Hilbert spaces in these cases should be based instead on the α-Kähler quantization prescription as exhibited in Section 7. So, are the previously mentioned Kähler quantization prescriptions indeed simply wrong? Fortunately, the answer is “no”, in the following sense. As shown in Section 7.6, we can pull back an α-Kähler polarization to an ordinary Kähler polarization via a suitable identification map between the real and the α-subspace of the complexified phase space on the hypersurface. This also brings into correspondence the associated quantization prescriptions, including Hilbert spaces, amplitudes and correlation functions. The bad news is that this alters in general the symplectic form and also the observables. So, quantization with this ordinary Kähler structure would still be wrong if we used it with the standard symplectic form on phase space and with standard observables. However, there is a particular class of real polarizations that admit a positive-definite reflection map which in turn yields an α-Kähler polarization, see Section 7.7. What is special about this class is that it admits a pull-back to an ordinary Kähler polarization which preserves the symplectic form. A Kähler quantization based on this pulled back polarization and the standard symplectic form might thus be considered “correct”, at least if one is not to include observables. Even more specifically, a positive-definite reflection map yielding such an α-Kähler polarization might be obtained as a rather specific map based on a position-momenta decomposition of the phase space, see equation (254). It turns out that all the mentioned examples can be obtained precisely in this way. In particular, the Segal polarization is precisely the pull-back of the α-Kähler polarization induced by the positive-definite reflection map (254), where “positions” correspond to field values and “momenta” correspond to their normal derivatives at the hypersurface. In this sense, our methods and results provide an a posteriori justification for the Segal polarization and certain other quantization prescriptions in TQFT-style approaches to QFT. At the same time, they clarify how the integration of observables into such prescriptions would have to be performed.

As laid out in detail in Section 8, the α-Kähler quantization prescription allowing for the construction of Hilbert spaces of states for non-Kähler polarizations was inspired by the notion of reflection positivity in the Euclidean approach to QFT. Indeed, the content of Section 7 may be seen as a providing a vast generalization of the concept of reflection positivity. This might foster hope that our methods in turn contribute to progress on the long-standing problem of generalizing the Euclidean approach to curved spacetime.

81
Axioms for classical linear field theory

We provide here the axiomatization of classical linear field theory underlying the GBQFT quantization scheme. The present version is taken from [27], but with notation adapted for the present paper. It generalizes the version provided in [18], but without including choices of complex structures. Also, it does not include classical observables. For an axiomatization of the latter, which we assume to hold throughout the present work, see [26]. The following axiomatic system relies on encoding spacetime in terms of regions and hypersurfaces, forming a spacetime system. For a complete definition of the latter see [26, Section 2.1].

(C1) Associated to each hypersurface $\Sigma$ is a real vector space $L_\Sigma$. $L_\Sigma$ is equipped with a non-degenerate symplectic form $\omega_\Sigma$.

(C2) Associated to each hypersurface $\Sigma$ there is an (implicit) linear involution $L_\Sigma \to L_\Sigma$, such that $\omega_\Sigma = -\omega_\Sigma$.

(C3) Suppose the hypersurface $\Sigma$ decomposes into a union of hypersurfaces $\Sigma = \Sigma_1 \cup \cdots \cup \Sigma_n$. Then, there is an (implicit) isomorphism $L_{\Sigma_1} \oplus \cdots \oplus L_{\Sigma_n} \to L_\Sigma$. The isomorphism preserves the symplectic form.

(C4) Associated to each region $M$ is a complex vector space $L^C_M$.

(C5) Associated to each region $M$ there is a complex linear map $r_M : L^C_M \to L^C_{\partial M}$. The image $r_M(L^C_M)$ is a Lagrangian subspace of $L^C_{\partial M}$.

(C6) Let $M_1$ and $M_2$ be regions and $M = M_1 \sqcup M_2$ be their disjoint union. Then $L^C_M$ is the direct sum $L^C_M = L^C_{M_1} \oplus L^C_{M_2}$. Moreover, $r_M = r_{M_1} + r_{M_2}$.

(C7) Let $M$ be a region with its boundary decomposing as a union $\partial M = \Sigma_1 \cup \Sigma \cup \Sigma'$, where $\Sigma'$ is a copy of $\Sigma$. Let $M_1$ denote the gluing of $M$ to itself along $\Sigma, \Sigma'$ and suppose that $M_1$ is a region. Then, there is an injective complex linear map $r_{M, \Sigma, \Sigma'} : L^C_{M_1} \to L^C_M$ such that

$$L^C_{M_1} \to L^C_M \Rightarrow L^C_{\Sigma}$$

is an exact sequence. Here the arrows on the right-hand side are compositions of the map $r_M$ with the complexified projections of $L_{\partial M}$ to $L_\Sigma$ and $L_{\Sigma'}$, respectively (the latter identified with $L_\Sigma$). Moreover, the following diagram commutes, where the bottom arrow is the projection.

\[
\begin{array}{ccc}
L^C_{M_1} & \xrightarrow{r_{M, \Sigma, \Sigma'}} & L^C_M \\
\downarrow & & \downarrow \\
L^C_{\partial M_1} & \xrightarrow{r_{M_1}} & L^C_{\partial M}
\end{array}
\]
B Axioms for quantum field theory with observables

A GBQFT with observables is a model satisfying the axioms listed in the following [18, 26]. Concerning the notions of region and hypersurface, see the comments at the beginning of Appendix A.

(T1) Associated to each hypersurface \( \Sigma \) is a complex separable Hilbert space \( \mathcal{H}_\Sigma \), called the state space of \( \Sigma \). We denote its inner product by \( \langle \cdot, \cdot \rangle_\Sigma \). If \( \Sigma \) is the empty set, \( \mathcal{H}_\Sigma = \mathbb{C} \).

(T1b) Associated to each hypersurface \( \Sigma \) is a conjugate linear isometry \( \imath_\Sigma : \mathcal{H}_\Sigma \to \mathcal{H}_{\bar{\Sigma}} \). This map is an involution in the sense that \( \imath_\Sigma \circ \imath_\Sigma = \text{the identity on} \ \mathcal{H}_\Sigma \).

(T2) Given a hypersurface \( \Sigma \) decomposing into a union of hypersurfaces \( \Sigma = \Sigma_1 \cup \cdots \cup \Sigma_n \), there is an isometric isomorphism of Hilbert spaces \( \tau_{\Sigma_1,\ldots,\Sigma_n}: \mathcal{H}_{\Sigma_1} \otimes \cdots \otimes \mathcal{H}_{\Sigma_n} \to \mathcal{H}_{\Sigma} \). This is required to be associative in the obvious way.

(T2b) The involution \( \imath \) is compatible with the above decomposition. That is,

\[
\tau_{\Sigma_1,\ldots,\Sigma_n} \circ (\imath_{\Sigma_1} \otimes \cdots \otimes \imath_{\Sigma_n}) = \imath_{\Sigma} \circ \tau_{\Sigma_1,\ldots,\Sigma_n}.
\]

( TO4) Associated to each region \( M \) there is a complex vector space \( \mathcal{C}_M \) of complex linear maps from a dense subspace \( \mathcal{H}_{\partial M}^o \subseteq \mathcal{H}_{\partial M} \) to the complex numbers. These are called correlation functions. There is a special element \( \rho_M \in \mathcal{C}_M \), called the amplitude map.

(T3x) Let \( \Sigma \) be a hypersurface. The boundary \( \partial \hat{\Sigma} \) of the associated slice region \( \hat{\Sigma} \) decomposes into the union \( \partial \hat{\Sigma} = \overline{\Sigma} \cup \Sigma' \), where \( \Sigma' \) denotes a second copy of \( \Sigma \). Then, \( \tau_{\Sigma,\Sigma',\partial \hat{\Sigma}}(\mathcal{H}_{\Sigma} \otimes \mathcal{H}_{\Sigma'}) \subseteq \mathcal{H}_{\partial \hat{\Sigma}}^o \). Moreover, \( \rho_{\Sigma} \circ \tau_{\Sigma,\Sigma',\partial \hat{\Sigma}} \) restricts to a bilinear pairing \( \langle \cdot, \cdot \rangle_\Sigma : \mathcal{H}_{\Sigma} \times \mathcal{H}_{\Sigma'} \to \mathbb{C} \) such that \( \langle \cdot, \cdot \rangle_\Sigma = (\imath_\Sigma(\cdot), \cdot) \).

(T05a) Let \( M_1 \) and \( M_2 \) be regions and \( M = M_1 \cup M_2 \) be their disjoint union. Then \( \partial M = \partial M_1 \cup \partial M_2 \) is also a disjoint union and \( \tau_{\partial M_1,\partial M_2;\partial M}(\mathcal{H}_{\partial M_1}^o \otimes \mathcal{H}_{\partial M_2}^o) \subseteq \mathcal{H}_{\partial M}^o \). Moreover, there is a bilinear map \( \circ : \mathcal{C}_{M_1} \times \mathcal{C}_{M_2} \to \mathcal{C}_{M} \) such that for all \( \psi_1 \in \mathcal{H}_{\partial M_1}, \psi_2 \in \mathcal{H}_{\partial M_2} \) and \( \rho_{M_1}^{F_1}, \rho_{M_2}^{F_2} \in \mathcal{C}_{M_1}, \rho_{M_2}^{F_2} \in \mathcal{C}_{M_2} \),

\[
\left( \rho_{M_1}^{F_1} \circ \rho_{M_2}^{F_2} \right) \circ \tau_{\partial M_1,\partial M_2;\partial M}(\psi_1 \otimes \psi_2) = \rho_{M_1}^{F_1}(\psi_1)\rho_{M_2}^{F_2}(\psi_2).
\]

What is more, \( \rho_M = \rho_{M_1} \circ \rho_{M_2} \).

(T05b) Let \( M \) be a region with its boundary decomposing as a union \( \partial M = \Sigma_1 \cup \Sigma \cup \Sigma' \), where \( \Sigma' \) is a copy of \( \Sigma \). Let \( M_1 \) denote the gluing of \( M \) with itself along \( \Sigma, \Sigma' \) and suppose that \( M_1 \) is a region. Then, \( \tau_{\Sigma_1,\Sigma,\Sigma';\partial M}(\psi \otimes \xi \otimes \imath_\Sigma(\zeta)) \in \mathcal{H}_{\partial M}^o \) for all \( \psi \in \mathcal{H}_{\partial M_1}^o \) and \( \xi \in \mathcal{H}_\Sigma \). Moreover, there is a linear map \( \circ : \mathcal{C}_M \to \mathcal{C}_{M_1} \) such that for any ON-basis \( \{ \zeta_k \}_{k \in I} \) of \( \mathcal{H}_\Sigma \), we have for all \( \rho^F_M \in \mathcal{C}_M \) and \( \psi \in \mathcal{H}_{\partial M_1}^o \),

\[
\circ \left( \rho^F_M(\psi) \cdot c(M; \Sigma, \Sigma') \right) = \sum_{k \in I} \rho^F_M \circ \tau_{\Sigma_1,\Sigma,\Sigma';\partial M}(\psi \otimes \zeta_k \otimes \imath_\Sigma(\zeta_k)).
\]

Here, \( c(M; \Sigma, \Sigma') \in \mathbb{C} \setminus \{0\} \) is called the gluing anomaly factor and depends only on the geometric data. What is more, \( \circ(\rho_M) = \rho_{M_1} \).
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C Composition via inner product

In this section we provide the proof for Theorem 7.2. Recall the context of Section 7.3. An important ingredient in the proof of Theorem 3.3 in [26] is [26, Lemma 4.1]. It turns out there is an analog in the present setting. Again, this is a useful auxiliary result for showing composition.

Lemma C.1. Let $\xi \in A^D_M$, arbitrary and $\tau \in L_{\partial M}^C$. Then,

$$\rho_F^M(K^P_{\xi+\tau}) = \rho_M(K^P_{\xi}) \exp \left( \frac{i}{2} D(\xi) + i \omega_M(\tau, \xi) \right).$$

(336)

Proof. Note $\xi = \eta + \xi^{\text{int}}$ with $\eta \in A^D_M \cap L^P_\partial$ and the previous conventions.

$$\rho_F^M(K^P_{\xi+\tau}) = \exp \left( \frac{i}{2} D(\eta) \right) F(\xi^{\text{int}} + \tau^{\text{int}}) \exp \left( i \omega_M(\xi + \tau, \xi^{\text{int}} + \tau^{\text{int}}) \right)$$

$$= \exp \left( \frac{i}{2} D(\eta) + 2i \omega_M(\xi^{\text{int}} + \tau^{\text{int}}, \eta) - i \omega_M(\xi^{\text{int}} + \tau^{\text{int}}, \eta + \tau) \right)$$

$$= \exp \left( \frac{i}{2} D(\eta) + i \omega_M(\xi^{\text{int}} + \tau^{\text{int}}, \eta) - i \omega_M(\xi^{\text{int}} + \tau^{\text{int}}, \tau) \right)$$

$$= \exp \left( \frac{i}{2} D(\xi) + i \omega_M(\tau, \eta) - i \omega_M(\xi^{\text{int}} + \tau^{\text{int}}, \tau) \right)$$

$$= \exp \left( \frac{i}{2} D(\xi) + i \omega_M(\tau, \xi) - i \omega_M(\xi^{\text{int}} + \tau^{\text{int}}, \tau) \right)$$

$$= \exp \left( \frac{i}{2} D(\xi) + i \omega_M(\tau, \xi) \right) \rho_M(K^P_{\xi}).$$

Lemma C.2. Let $L$ be a real symplectic vector space with symplectic form $\omega$. Let $L^C$ be the complexification and denote the complex bilinear extension of $\omega$ also by $\omega$. Let $L^P$ and $L^{\bar{P}}$ be complementary Lagrangian subspaces of $L^C$. For $\xi \in L^C$ we write $\xi = \xi^P + \xi^{\bar{P}}$, where $\xi^P \in L^P$ and $\xi^{\bar{P}} \in L^{\bar{P}}$. Let $\eta, \tau \in L^C$. Then, the following functions $L^C \to \mathbb{C}$ are holomorphic:

$$\xi \mapsto \omega \left( (\eta + \xi)^P, (\tau)^{\bar{P}} \right), \quad \xi \mapsto \omega \left( (\eta + \xi)^P, (\tau + \xi)^{\bar{P}} \right).$$

(337)

We leave the simple proof to the reader.

Recall Definition 7.1 of admissibility.

Theorem C.3. Suppose that the gluing is admissible. Let $\phi \in L^C_{\partial M}$ and $\tau \in L^C_{\Sigma}$. Then,

$$\rho_M(K^P_{\phi}) \cdot c(M; \Sigma, \Sigma') = \int_{L^C_{\Sigma}} \rho_M \left( K^P_{\phi(\xi + \tau + \xi + \tau)} \right) \exp \left( \frac{1}{2} \Theta_{\Sigma}(\xi, \xi) \right) d\nu(\xi).$$

(338)

Proof. Let $\eta \in L^C_\Sigma$ and decompose $\eta = \eta^\alpha + i\eta^{-\alpha}$ uniquely with $\eta^\alpha, \eta^{-\alpha} \in L^C_\Sigma$. For $\xi \in L^C_\Sigma$ consider the function $\mathbb{C} \to \mathbb{C}$,
\[ t \mapsto \rho_M \left( K^p_{(\phi, \xi + \eta^\alpha + t \eta^{-\alpha}, \xi + \eta^\alpha + t \eta^{-\alpha})} \right) = \exp \left( i \omega_{\partial M} \left( (\phi, \xi + \eta^\alpha + t \eta^{-\alpha}, \xi + \eta^\alpha + t \eta^{-\alpha})^{\text{ext}}, (\phi, \xi + \eta^\alpha + t \eta^{-\alpha}, \xi + \eta^\alpha + t \eta^{-\alpha})^{\text{int}} \right) \right). \]  

(339)

By Lemma \ref{lemma:C.2} this function is holomorphic in \( t \). By Proposition 3.11 of \cite{18} we have for \( t \in \mathbb{R} \) the equality,

\[ \int_{L^2_{\Sigma}} \rho_M \left( K^p_{(\phi, \xi, \xi)} \right) \exp \left( \frac{1}{2} g^c_\Sigma(\xi, \xi) \right) \, d\nu(\xi) = \int_{L^2_{\Sigma}} \rho_M \left( K^p_{(\phi, \xi + \eta^\alpha + t \eta^{-\alpha}, \xi + \eta^\alpha + t \eta^{-\alpha})} \right) \exp \left( \frac{1}{2} g^c_\Sigma(\xi, \xi) \right) \, d\nu(\xi). \]  

(340)

In particular, the integral on the right-hand side is constant for \( t \in \mathbb{R} \). On the other hand, the integrand is holomorphic in \( t \), so the integral is also holomorphic in \( t \). But constancy for \( t \in \mathbb{R} \) then implies constancy for \( t \in \mathbb{C} \). In particular, choosing \( t = i \) implies the equality,

\[ \int_{L^2_{\Sigma}} \rho_M \left( K^p_{(\phi, \xi, \xi)} \right) \exp \left( \frac{1}{2} g^c_\Sigma(\xi, \xi) \right) \, d\nu(\xi) = \int_{L^2_{\Sigma}} \rho_M \left( K^p_{(\phi, \xi + \eta^\alpha + \eta^{-\alpha})} \right) \exp \left( \frac{1}{2} g^c_\Sigma(\xi, \xi) \right) \, d\nu(\xi). \]  

(341)

Decompose \( \phi = \phi^{\text{int}} + \phi^{\text{ext}} \) uniquely with \( \phi^{\text{int}} \in L^p_{\partial M} = L^p_{M_1} \) and \( \phi^{\text{ext}} \in L^p_{\partial M} \). By Axiom (C7) of Appendix \ref{appendix:A} there exists \( \phi^{\text{int}} \in L^\infty_{\Sigma} \) such that \( (\phi^{\text{int}}, \phi^{\text{int}}, \phi^{\text{int}}) \in L^\infty_{\partial M} = L^\infty_{\Sigma}. \) Applying the corresponding assumption to the “exterior” of \( M \) and \( M_1 \) (compare Section \ref{section:7.3}), there exists \( \phi^{\text{ext}} \in L^\infty_{\Sigma} \) such that \( (\phi^{\text{ext}}, \phi^{\text{ext}}, \phi^{\text{ext}}) \in L^\infty_{\partial M}. \) The result just obtained implies,

\[ \int_{L^2_{\Sigma}} \rho_M \left( K^p_{(\phi, \xi + \eta^\alpha + \eta^{-\alpha}, \xi + \eta^\alpha + \eta^{-\alpha})} \right) \exp \left( \frac{1}{2} g^c_\Sigma(\xi, \xi) \right) \, d\nu(\xi) = \int_{L^2_{\Sigma}} \rho_M \left( K^p_{(\phi, \xi + \eta^\alpha + \eta^{-\alpha}, \xi + \eta^\alpha + \eta^{-\alpha})} \right) \exp \left( \frac{1}{2} g^c_\Sigma(\xi, \xi) \right) \, d\nu(\xi). \]  

(342)

We can rewrite part of the integrand as follows,

\[
\rho_M \left( K^p_{(\phi, \xi + \phi^{\text{int}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}})} \right) = \exp \left( i \omega_{\partial M} \left( (\phi^{\text{int}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}) \right) \right) \\
= \exp \left( i \omega_{\partial M} \left( (\phi^{\text{ext}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}) \right) \right) \\
= \exp \left( i \omega_{\partial M} \left( (\phi^{\text{ext}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}) \right) \right) \\
+ i \omega_{\partial M} \left( (\phi^{\text{ext}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}) \right) + i \omega_{\partial M} \left( (\phi^{\text{ext}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}) \right) \\
= \exp \left( i \omega_{\partial M} \left( (\phi^{\text{ext}} + \phi^{\text{ext}}, \xi + \phi^{\text{int}} + \phi^{\text{ext}}) \right) \right) \exp \left( i \omega_{\partial M} \left( (\phi^{\text{ext}} + \phi^{\text{ext}}) \right) \right)
\]
\[
\rho_M \left( K^p_{(\phi, \xi, \Sigma)} \right) \rho_{M_1} \left( K^p_{\phi} \right) \tag{343}
\]

Combining results and using the definition (219) of the gluing anomaly factor, we obtain the desired equality (338).

We are now ready to provide the proof of Theorem 7.2.

Proof of Theorem 7.2. Let \( \eta \in A^{D_1}_{M_1} \) arbitrary. By Diagram (60) of Axiom (C7) of [26, Section 4.6] there exists \( \eta_\Sigma \in L^\Sigma_{C\Sigma} \) such that \( (\eta, \eta_\Sigma, \eta_\Sigma) \in A^{D_1}_M \). By the same axiom we have

\[
D \left( (\eta, \eta_\Sigma, \eta_\Sigma) \right) = D_1(\eta) \tag{25}
\]

\[
\int_{\hat{L}^{\alpha}_M} \rho_M^F \left( K^p_{(\phi, \xi)} \right) \exp \left( \frac{1}{2} g_0^\Sigma(\xi, \xi) \right) d\nu(\xi)
\]

\[
= \int_{\hat{L}^{\alpha}_M} \rho_M \left( K^p_{(\phi - \eta, \xi - \eta_\Sigma, \xi - \eta_\Sigma)} \right) \exp \left( \frac{1}{2} g_0^\Sigma(\xi, \xi) \right)
\]

\[
\times \exp \left( \frac{1}{2} D \left( (\eta, \eta_\Sigma, \eta_\Sigma) \right) + i \omega_{\partial M_1} \left( (\phi - \eta, \xi - \eta_\Sigma, \xi - \eta_\Sigma), (\eta, \eta_\Sigma, \eta_\Sigma) \right) \right) d\nu(\xi)
\]

\[
= \int_{\hat{L}^{\alpha}_M} \rho_M \left( K^p_{(\phi - \eta, \xi - \eta_\Sigma, \xi - \eta_\Sigma)} \right) \exp \left( \frac{1}{2} g_0^\Sigma(\xi, \xi) \right)
\]

\[
\times \exp \left( \frac{1}{2} D_1(\eta) + i \omega_{\partial M_1} \left( \phi - \eta, \eta \right) \right) d\nu(\xi)
\]

\[
= \rho_{M_1} \left( K^p_{\phi - \eta} \right) \exp \left( \frac{1}{2} D_1(\eta) + i \omega_{\partial M_1} \left( \phi - \eta, \eta \right) \right) c(M; \Sigma, \Sigma')
\]

\[
= \rho_{M_1}^F \left( K^p_{\phi} \right) c(M; \Sigma, \Sigma').
\]

References

[1] C. Itzykson, J.-B. Zuber, *Quantum Field Theory*, McGraw-Hill, New York, 1980.

[2] R. Jackiw, *Analysis of infinite-dimensional manifolds—Schrödinger representation for quantized fields*, Field theory and particle physics (Campos do Jordão, 1989), World Scientific, River Edge, 1990, pp. 78–143.

[3] R. Oeckl, *The Schrödinger representation and its relation to the holomorphic representation in linear and affine field theory*, J. Math. Phys. 53 (2012) 072301, 1109.5215

[4] J. F. Donoghue, B. R. Holstein, *Low energy theorems of quantum gravity from effective field theory*, J. Phys. G 42 (2015) 103102, 1506.00946

[5] R. P. Feynman, *Space-time approach to non-relativistic quantum mechanics*, Rev. Mod. Phys. 20 (1948) 367–387.

25 Compare the proof of Proposition 4.2 in [26] for more detailed explanations.
[6] G. Segal, *The definition of conformal field theory*, Differential geometrical methods in theoretical physics (Como, 1987), Kluwer, Dordrecht, 1988, pp. 165–171.

[7] M. Atiyah, *Topological quantum field theories*, Inst. Hautes Études Sci. Publ. Math. 68 (1988) 175–186.

[8] V. G. Turaev, *Quantum Invariants of Knots and 3-Manifolds*, de Gruyter, Berlin, 1994.

[9] L. Crane, *Topological field theory as the key to quantum gravity*, Knots and quantum gravity (Riverside, CA, 1993), Oxford Lecture Ser. Math. Appl., Oxford Univ. Press, New York, 1994, pp. 121–132. [hep-th/9308126](https://arxiv.org/abs/hep-th/9308126)

[10] J. W. Barrett, *Quantum gravity as topological quantum field theory*, J. Math. Phys. 36 (1995) 6161–6179.

[11] L. Smolin, *Linking topological quantum field theory and nonperturbative quantum gravity*, J. Math. Phys. 36 (1995) 6417–6455.

[12] R. Oeckl, *Reverse Engineering Quantum Field Theory*, Quantum Theory: Reconsideration of Foundations 6 (Växjö, 2012), AIP, Melville, 2012, pp. 428–432. [1210.0944](https://arxiv.org/abs/1210.0944)

[13] R. Oeckl, *Schrödinger’s cat and the clock: Lessons for quantum gravity*, Class. Quantum Grav. 20 (2003) 5371–5380, [gr-qc/0306007](https://arxiv.org/abs/gr-qc/0306007).

[14] R. Oeckl, *General boundary quantum field theory: Foundations and probability interpretation*, Adv. Theor. Math. Phys. 12 (2008) 319–352, [hep-th/0509122](https://arxiv.org/abs/hep-th/0509122).

[15] R. Oeckl, *A local and operational framework for the foundations of physics*, Adv. Theor. Math. Phys. 23 (2019) 437–592. [1610.09052v3](https://arxiv.org/abs/1610.09052v3)

[16] K. Walker, *On Witten’s 3-manifold Invariants*, unpublished manuscript, 1991, URL [https://canyon23.net/math/1991TQFTNotes.pdf](https://canyon23.net/math/1991TQFTNotes.pdf).

[17] R. Oeckl, *General boundary quantum field theory: Timelike hypersurfaces in Klein-Gordon theory*, Phys. Rev. D 73 (2006) 065017, [hep-th/0509123](https://arxiv.org/abs/hep-th/0509123).

[18] R. Oeckl, *Holomorphic Quantization of Linear Field Theory in the General Boundary Formulation*, SIGMA 8 (2012) 050, 31 pages, [1009.5615](https://arxiv.org/abs/1009.5615).

[19] N. D. Birrell, P. C. W. Davies, *Quantum Fields in Curved Space*, Cambridge University Press, Cambridge, 1982.

[20] N. M. J. Woodhouse, *Geometric Quantization*, 2nd ed., Oxford University Press, Oxford, 1991.

[21] H. Lehmann, K. Symanzik, W. Zimmermann, *Zur Formulierung quantisierter Feldtheorien*, Nuovo Cimento 1 (1955) 205–225.

[22] R. F. Streater, A. S. Wightman, *PCT, Spin and Statistics, and All That*, W. A. Benjamin, New York-Amsterdam, 1964.

[23] D. Colosi, R. Oeckl, *S-matrix at spatial infinity*, Phys. Lett. B 665 (2008) 310–313, [0710.5203](https://arxiv.org/abs/0710.5203).

87
[24] D. Colosi, R. Oeckl, *Spatially asymptotic S-matrix from general boundary formulation*, Phys. Rev. D **78** (2008) 025020, [0802.2274](https://arxiv.org/abs/0802.2274).

[25] R. Oeckl, *Observables in the general boundary formulation*, Quantum Field Theory and Gravity (Regensburg, 2010), Birkhäuser, Basel, 2012, pp. 137–156, [1101.0367](https://arxiv.org/abs/1101.0367).

[26] R. Oeckl, *Schrödinger-Feynman quantization and composition of observables in general boundary quantum field theory*, Adv. Theor. Math. Phys. **19** (2015) 451–506, [1201.1877](https://arxiv.org/abs/1201.1877).

[27] D. Colosi, R. Oeckl, *The Vacuum as a Lagrangian subspace*, Phys. Rev. D **100** (2019) 045018, [1903.08250](https://arxiv.org/abs/1903.08250).

[28] R. Oeckl, *States on timelike hypersurfaces in quantum field theory*, Phys. Lett. B **622** (2005) 172–177, [hep-th/0505267](https://arxiv.org/abs/hep-th/0505267).

[29] H. Reeh, S. Schlieder, *Bemerkungen zur Unitäräquivalenz von Lorentzinvarianten Feldern*, Nuovo Cim. **22** (1961) 1051–1068.

[30] R. Oeckl, *Towards state locality in quantum field theory: free fermions*, Quantum Stud. Math. Found. **4** (2017) 59–77, [1307.5031](https://arxiv.org/abs/1307.5031).

[31] R. Haag, *Local Quantum Physics*, Springer, Berlin, 1992.

[32] R. Haag, D. Kastler, *An Algebraic Approach to Quantum Field Theory*, J. Math. Phys. **5** (1964) 848–861.

[33] R. Oeckl, *Free Fermi and Bose Fields in TQFT and GBF*, SIGMA **9** (2013) 028, 46 pages, [1208.5038v2](https://arxiv.org/abs/1208.5038v2).

[34] H. J. Groenewold, *On the principles of elementary quantum mechanics*, Physica **12** (1946) 405–460.

[35] J. E. Moyal, *Quantum mechanics as a statistical theory*, Proc. Cambridge Philos. Soc. **45** (1949) 99–124.

[36] B. S. DeWitt, *Quantum field theory in curved spacetime*, Phys. Rep. **19** (1975) 295–357.

[37] D. Shale, *Linear symmetries of free boson fields*, Trans. Amer. Math. Soc. **103** (1962) 149–167.

[38] K. Symanzik, *Euclidean Quantum Field Theory. I. Equations for a Scalar Model*, J. Math. Phys. **7** (1966) 510–525.

[39] E. Nelson, *Construction of quantum fields from Markov fields*, J. Funct. Anal. **12** (1973) 97–112.

[40] K. Osterwalder, R. Schrader, *Axioms for Euclidean Green’s Functions II*, Commun. Math. Phys. **42** (1975) 281–305.

[41] K. Osterwalder, R. Schrader, *Axioms for Euclidean Green’s Functions*, Commun. Math. Phys. **31** (1973) 83–112.

[42] R. Oeckl, *Two-dimensional quantum Yang-Mills theory with corners*, J. Phys. A **41** (2008) 135401, [hep-th/0608218](https://arxiv.org/abs/hep-th/0608218).
[43] U. H. Gerlach, *Minkowski Bessel modes*, Phys. Rev. D 38 (1988) 514–521.

[44] W. Rindler, *Kruskal Space and the Uniformly Accelerated Frame*, Am. J. Phys. 34 (1966) 1174–1178.

[45] W. G. Unruh, *Notes on black-hole evaporation*, Phys. Rev. D 14 (1976) 870–892.

[46] N. Narozhny, A. Fedotov, B. Karnakov, V. Mur, V. Belinskii, *Reply to “Comment on ‘Boundary conditions in the Unruh problem’”*, Phys. Rev. D 70 (2004) 048702.

[47] S. A. Fulling, *Nonuniqueness of Canonical Field Quantization in Riemannian Space-Time*, Phys. Rev. D 7 (1973).

[48] D. Colosi, D. Rätzel, *The Unruh effect in general boundary quantum field theory*, SIGMA 9 (2013) 019, 22 pages, 1204.6268

[49] D. Colosi, *General boundary quantum field theory in de Sitter spacetime*, 1010.1209

[50] M. Dohse, R. Oeckl, *Complex structures for an S-matrix of Klein-Gordon theory on AdS spacetimes*, Class. Quantum Grav. 32 (2015) 105007, 1501.04667.

[51] A. S. Cattaneo, P. Mnev, *Wave Relations*, Commun. Math. Phys. 332 (2014) 1083–1111.

[52] R. Oeckl, *Affine holomorphic quantization*, J. Geom. Phys. 62 (2012) 1373–1396, 1104.5527

[53] H. G. Díaz Marin, R. Oeckl, *Quantum Abelian Yang-Mills Theory on Riemannian Manifolds with Boundary*, SIGMA 14 (2018) 105, 31 pages, 1712.05537.

[54] G. Segal, *Quantum Field Theory*, unpublished manuscript, 2008, URL https://web.ma.utexas.edu/rtgs/geomtop/rtg/background/QFT-2.pdf

[55] H. G. Díaz Marin, *Dirichlet to Neumann operator for abelian Yang-Mills gauge fields*, Int. J. Geom. Methods Mod. Phys. (2017), 1508.00449.