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Abstract—Machine learning (ML) is a key technique for big-data-driven modelling and analysis of massive Internet of Things (IoT) based intelligent and ubiquitous computing. For fast-increasing applications and data amounts, distributed learning is a promising emerging paradigm since it is often impractical or inefficient to share/aggregate data to a centralized location from distinct ones. This paper studies the problem of training an ML model over decentralized systems, where data are distributed over many user devices and the learning algorithm run on-device, with the aim of relaxing the burden at a central entity/server. Although gossip-based approaches have been used for this purpose in different use cases, they suffer from high communication costs, especially when the number of devices is large. To mitigate this, incremental-based methods are proposed. We first introduce incremental block-coordinate descent (I-BCD) for the decentralized ML, which can reduce communication costs at the expense of running time. To accelerate the convergence speed, an asynchronous parallel incremental BCD (API-BCD) method is proposed, where multiple devices/agents are active in an asynchronous fashion. We derive convergence properties for the proposed methods. Simulation results also show that our API-BCD method outperforms state of the art in terms of running time and communication costs.

Index Terms—Decentralized learning, block-coordinate descent, incremental method, asynchronous machine learning

1 INTRODUCTION

Recently, Internet of Things (IoT) facilitated a lot of compelling applications in a wide range of fields, such as augmented and virtual reality (AR/VR) [1], smart grids [2], drones [3], etc. Meanwhile, the fast development of machine learning (ML) has spurred many new applications and functions. For instance, autonomous driving has drawn numerous attention from both academia and industry [4]. Although ML techniques significantly improve the performance of IoT-based applications, massive data generated from these applications are often collected and stored in a distributed manner. This induces excessive costs with regard to communication, computational and memory resources if the data are gathered, stored and analyzed in a central server/node. To address these challenges, distributed ML is proposed as one promising emerging paradigm with the advent of powerful personal devices and edge computing enabling agents to collaboratively learn a shared global model through on-device computation and information sharing among neighbours without relying on a PS.

Generally, decentralized ML refers to the scenario of learning a common pattern of interest among multiple devices/agents without a central parameter server (PS). Here, ML is defined over an undirected and connected network \( \mathcal{G} = (\mathcal{N}, \mathcal{E}) \), where \( \mathcal{N} = \{1, \ldots, N\} \) is the set of agents and \( \mathcal{E} \) represents the set of bidirectional communication links, as depicted in Fig. [1] Essentially, it can be formulated in the following form:

\[
\min_x \sum_{i=1}^{N} f_i(x),
\]

where \( f_i : \mathbb{R}^p \rightarrow \mathbb{R} \) is the locally private loss function of agent \( i \), and all agents aim to learn a common model parameterized by \( x \in \mathbb{R}^p \). Our goal is to design frameworks of incremental based decentralized learning algorithms, which enable agents to collaboratively learn a shared global model through on-device computation and information sharing among neighbours without relying on a PS.

Related works: With the rapid popularity of decentralized ML, for instance, federated learning coined by Google in 2016 [6], it has become an attractive research direction in recent years [7], [8], [9], [10], [11]. In the literature, for solving problem (1), many decentralized algorithms have been developed. Most of them are gossip-based and the well-known algorithms include decentralized gradient descent (DGD) [12], EXTRA [13], distributed alternating direction method of multipliers (D-ADMM) [14], where each agent is allowed to exchange model parameters with a subset of or even all their direct neighbours at each iteration. Although these approaches have good convergence rates, communication costs become extremely high, especially for large-scale ML tasks such as systems with slow or unstable connections in distributed ML [15].

In another line of work, an incremental-based learning framework has been recognized as an alternative technique to alleviate the communication burden, which activates one agent and on link at each iteration whilst keeping all other
agents and links idle. The existing schemes, for instance, random-walk ADMM (WADMM) [16], walk proximal gradient (WPG) [17], parallel random walk ADMM (PW-ADMM) [18], are typical incremental methods. Specifically, an agent is selected according to a Markov chain and the order pattern of activated agents is called random walk in WADMM [16], while multiple random walks of agents are allowed simultaneously in PW-ADMM [18]. This choice of clients can be further deterministic and the updating order of agents in WPG follows a predetermined cycle such as a Hamiltonian cycle [17]. However, in these methods, accuracy is sacrificed to achieve lower communication costs.

**Our contributions:** Motivated by the above observations, we will study decentralized ML established on the incremental framework. By generalizing the method in [17], we investigate the possibility of asynchronous parallel incremental block-coordinate descent (BCD) for achieving both reduced communication consumption and accelerated algorithm convergence compared with state-of-the-art approaches. In this article, the main contributions to this study are as follows.

- We train a global model in a decentralized system by the incremental BCD (I-BCD) method that is first presented for communication efficiency, at the expense of running time.
- To speed up algorithm convergence, an asynchronous parallel incremental BCD (API-BCD) method is proposed. In addition, a variant of API-BCD is discussed for a reduced computational complexity.
- We provide both theoretical and experimental analyses for the provided approaches. Simulation results reveal that the proposed API-BCD method brings improved performance in terms of running time and communication costs compared with state-of-the-art methods.

The remainder of this paper is organized as follows. Section 2 introduces the incremental BCD framework. In Section 3, the proposed asynchronous parallel incremental learning scheme is derived. The convergence properties of the provided approaches are discussed in Section 4. Afterwards, we investigate the performance of the proposed algorithms in Section 5. Finally, the paper is concluded in Section 6.

### 2 Incremental Block-Coordinate Descent Framework

We begin with the basic framework of incremental BCD (I-BCD) method for decentralized ML. As illustrated in Fig. 1, we consider a decentralized learning system consisting of multiple agents, where a common pattern of interest is collaboratively trained without a central PS. Denoting by \( x_i \in \mathbb{R}^p \) the local learning model in agent \( i \in \mathcal{N} = \{1,...,N\} \), \( x = \{x_1,...,x_N\} \) and \( z \in \mathbb{R}^p \) the global model, problem (1) is equivalently expressed as the following constrained optimization problem

\[
\min_{x,z} \sum_{i=1}^{N} f_i(x_i); \quad s.t. \; z = x_i, \; i \in \mathcal{N},
\]

where each local loss \( f_i(x_i) \) can be calculated by \( f_i(x_i) = \frac{\tau}{2} \sum_{l=1}^{N} \ell_i(x_i; \xi_{i,l}) \) and \( \ell_i(\cdot) \) is a loss function given its local training data \( D_i = \{\xi_{i,l}\}_{l=1}^{d_i} \). Following [19], [20], [21], problem (2) is further reformulated as follows:

\[
\min_{x,z} \mathcal{F}(x, z) := \sum_{i=1}^{N} f_i(x_i) + \frac{\tau}{2} \sum_{i=1}^{N} ||x_i - z||^2,
\]

in which \( \mathcal{F}(x, z) \) is an auxiliary function. Here, constraints of problem (2) are combined into objective (3) as penalty terms with parameter \( \tau \). Clearly, the penalty parameter \( \tau \) influences the relation between problems (2) and (3), where a larger \( \tau \) implies better agreement between the problems. As stated in [17], if a central PS exits, we get the \( k \)-th iteration in client \( i \) as follows

\[
x_i^{k+1} := \arg \min_{x_i} f_i(x_i) + \frac{\tau}{2} ||x_i - z^{k}||^2, \; i \in \mathcal{N};
\]

\[
z^{k+1} := \frac{1}{N} \sum_{i=1}^{N} x_i^{k+1}.
\]

It is observed that the PS collects local models from all agents via (5). To solve (3) in a collaborative manner, incremental-based approach is one alternative, where global model \( z \) can be updated sequentially in a succession of agents over the network. Essentially, at each iteration \( k \), agent \( i \) that receives \( z^{k} \) updates it with current local data \( D_i \), followed by sending \( z^{k+1} \) to a neighboring agent. Following [16], and under the initialization

\[
z^0 := \frac{1}{N} \sum_{i=1}^{N} x_i^0;
\]

the I-BCD approach is given as

\[
x_i^{k+1} := \begin{cases} \arg \min_{x_i} f_i(x_i) + \frac{\tau}{2} ||x_i - z^k||^2, & i = i_k; \\ x_i^k, & \text{otherwise}; \end{cases}
\]

\[
z^{k+1} := z^k + \frac{1}{N} (x_{i_k}^{k+1} - x_{i_k}^k).
\]

Note that only \( x_{i_k} \) of active agent \( i_k \) gets updated, whilst all the other local models in \( \{x_j| j \neq i_k, j \in \mathcal{N}\} \) stay unchanged. In this method, the selection rule of agent \( i_k \) over the iterations can be in a predetermined circulant pattern (e.g. Hamiltonian cycle in [17, 22, 23, 24]) or a randomized pattern (e.g., Markov chain [16, 18, 24]). We call \( (i_k)_{k \geq 0} \) a
Algorithm 1 Incremental Block-Coordinate Descent (I-BCD)

1: Initialize: \( \{ x^0_i = 0, z^0 = 0 \} \) and agent \( i_k \)
2: for \( k = 0, 1, \ldots \) do
3: receive token \( z^k \);
4: update \( x^k_{i+1} \) according to (2);
5: update \( z^k_{i+1} \) according to (8);
6: choose \( i_{k+1}^{\#} \in \mathcal{N}_{ik} \) according to \( P_{ik,i_{k+1}} \);
7: send \( z^k_{i+1} \) to agent \( i_{k+1} \);
8: until the stopping criterion is satisfied.
9: end for

walk of \( G \) if every \( (i_k, i_{k+1}) \in \mathcal{E} \) and \( z \) is passed as a token via the walk between agent \( i_k \) and agent \( i_{k+1} \). Defining \( \mathcal{N}_{ik}(\mathcal{N}_{ik} \subset \mathcal{N}) \) the set of direct neighbors of agent \( i_k \) in \( \mathcal{N} \) and \( \mathcal{N}_{ik} = \mathcal{N}_{ik} \cup \{ i_k \} \), the probability of next activated agent \( i_{k+1} \) can be denoted as \( P_{ik,i_{k+1}} \in [0, 1] \), which is dependent on current agent \( i_k \). The implementation of proposed I-BCD is then presented in Algorithm 1. Since only one agent and one link are active in each iteration, the convergence speed of IS is rather slow. To combat this problem, we propose to keep multiple agents and links active in an asynchronous mechanism.

3 Asynchronous Parallel Incremental Block-Coordinate Descent Framework

To parallelize I-BCD and speed up the training process, we consider the asynchronous parallel incremental BCD (API-BCD) framework by allowing multiple walks to simultaneously train models among agents, in an asynchronous mode like [25], [26]. To introduce API-BCD, we begin with a synchronous way with \( M \) walks. Denoting \( z_m \in \mathbb{R}^p \) as the \( m \)-th token \( m \in \mathcal{M} = \{ 1, \ldots, M \} \), problem (1) is equal to

\[
\min_{x, z} \sum_{i=1}^{N} f_i(x_i); \quad \text{s.t. } z_m = x_i, \; i \in \mathcal{N}, \; m \in \mathcal{M}. \quad (9)
\]

The corresponding penalty reformulation of (9) can be represented as

\[
\min_{x, z} F(x, z) := \sum_{i=1}^{N} f_i(x_i) + \frac{\tau}{2} \sum_{i=1}^{N} \sum_{m=1}^{M} \| x_i - z_m \|_2^2, \quad (10)
\]

where \( \tau \) is the penalty parameter, \( z = \{ z_1, \ldots, z_M \} \). Following the traditional synchronous mechanism [27], updates of \( \{ x_i \} \) and \( \{ z_m \} \) at the \( k \)-th iteration follow

\[
x_{i}^{k+1} := \arg \min_{x_i} f_i(x_i) + \frac{\tau}{2} \sum_{m=1}^{M} \| x_i - z_m \|_2^2, \; i \in \mathcal{N}; \quad (11a)
\]
\[
z_{m}^{k+1} := \frac{1}{N} \sum_{i=1}^{N} x_{i}^{k+1}, \; m \in \mathcal{M}. \quad (11b)
\]

Note that agent \( i \) needs to collect fresh \( \{ z_{m}^{k+1} \} \) from all walks and then \( x_{i}^{k+1} \) is updated via (11a). Meanwhile, it is required to obtain fresh \( \{ x_{i}^{k+1} \} \) from all the agents and then update \( z_{m}^{k+1} \) by (11b). To make the update incremental and asynchronous, inspired by [18], we let each agent \( i \) keep local copies \( \{ z_{i,m} \} \) of \( \{ z_m \} \) for all \( M \) walks. Then, for active agent \( i = i_k \), we transform (11a)-(11b) to the following

Algorithm 2 Asynchronous Parallel Incremental Block-Coordinate Descent (API-BCD) (logical view)

1: Initialize: \( \{ x^0_i = 0, z^0_{i,m} = 0 \} \) and \( \{ z^0_{m} = 0, i_m \in \mathcal{M} \} \)
2: for \( k = 0, 1, \ldots \) do
3: receive token \( z_{i,m}^{k} \) and set \( z_{i,m} := z_{i,m} \) with \( i = i_k \) and \( m = i_m \);
4: update \( x_{i}^{k+1} \) according to (12a);
5: update \( z_{i,m}^{k+1} \) according to (12b);
6: update \( z_{i,m}^{k+1} \) according to (12c);
7: choose \( i_{k+1}^{\#} \in \mathcal{N}_{ik} \) according to \( P_{ik,i_{k+1}} \);
8: send \( z_{i,m}^{k+1} \) to agent \( i_{k+1}^{\#} \);
9: until the stopping criterion is satisfied.
10: end for

Fig. 2: Visualization of evolution of the local copy \( \{ z_{m} \} \) in a time line.

In Fig. 1 we describe two walks of tokens for model training, where \( z_1 \) and \( z_2 \) model vectors move through a succession of agents in the network in parallel. This reduces the idle time of each agent and the training time can be faster than that of the IS approach. Fig. 2 also represents the evolution of the

\[
x_{i}^{k+1} := \arg \min_{x_i} f_i(x_i) + \frac{\tau}{2} \sum_{m=1}^{M} \| x_i - z_{i,m}^{k} \|_2^2, \; i = i_k; \quad (12a)
\]
\[
z_{i,m}^{k+1} := z_{i,m}^{k} + \frac{1}{N} (z_{i,m}^{k} - x_{i}^{k}), \; i_m \in \mathcal{M}; \quad (12b)
\]
\[
z_{i,m}^{k+1} := \left\{ \begin{array}{ll}
z_{i,m}^{k}, & i = i_k, m = i_m; \\
z_{i,m}^{k+1}, & \text{otherwise,}
\end{array} \right. \quad (12c)
\]

where \( z_{i,m}^{k} \) is updated in active agent \( i_k \) and is then transferred to next active agent \( i_{k+1} \) via walk \( i_{k+1} \). We formally present proposed API-BCD in Algorithm 2. Specifically, \( M \) tokens are activated in parallel, each of which walks through the agents in the network with updating \( x_{i} \), \( z_{i,m} \) and \( z_{i,m} \) in agent \( i_k \) is further transferred to next active agent \( i_{k+1} \) via steps 2-10 in Algorithm 2. Similar to PW-ADMM in [18], transition of token \( z_{i,m} \) follows the embedded Markov chain induced by the transmission matrix \( P \in \mathbb{R}^{N \times N} \). In Fig. 1 we describe two walks of tokens for model training, where \( z_1 \) and \( z_2 \) model vectors move through a succession of agents in the network in parallel. This reduces the idle time of each agent and the training time can be faster than that of the IS approach. Fig. 2 also represents the evolution of the

\[\text{Algorithm 2: Asynchronous Parallel Incremental Block-Coordinate Descent (API-BCD) (logical view)}\]

1 We note that \( M \) walks are active simultaneously and each walk runs the procedure above on its own without any global synchronization. For convenience of the statement, we include a virtual counter \( k \) to denote the iteration counter—every agent activates no matter on which agent will increase \( k \) by 1.
local copy \(z_{i,m} \) according to the described decentralized learning network in Fig. 1. In Fig. 2, the horizontal line represents a time line. Each agent is active at different stages of learning, such as agent 5 activated at time \(k = 1\) of the learning process, where local copy \(z_{5,1} \) is updated by token \(z_1\). Similarly, agent 1 updates local copy \(z_{1,1} \) and agent 3 updates local copy \(z_{3,1} \) by token \(z_1\) and \(z_2\), respectively. Specially, in agent 2, both local copies \(z_{2,m} \) are updated although these two updates happen in two different time (i.e., time \(k = 2\) and time \(k = 5\)).

4 Convergence Analyses

In this section, we analyze the convergence properties of the proposed I-BCD and API-BCD algorithms over a decentralized ML system. Specifically, we establish the convergence of both IS and API-BCD approaches in convex scenarios. Suppose that local loss \(f_i(x_i)\) of each agent is convex and bounded from below. Then, we have the following results.

**Theorem 1.** Let \((x^k, z^k)\) be the iterates generated by I-BCD approach. For active agent \(i_k\) at iteration round \(k\), it yields the following descent

\[
\mathcal{F}(x^{k+1}, z^{k+1}) - \mathcal{F}(x^k, z^k) \leq -\frac{\tau}{2} \|x_{i_k}^{k+1} - x_{i_k}^k\|^2 - \frac{\tau N}{2} \|z^{k+1} - z^k\|^2. \tag{13}
\]

**Proof:** The proof of Theorem 1 can be obtained in Appendix A. □

Though API-BCD is an asynchronous approach, we prove the convergence from the perspective of synchronous point of view by allowing fresh tokens sharing, that is, all agents share fresh \(\{z_m\}\). Then, we obtain the following result.

**Theorem 2.** Let \((x^k, z^k)\) be the iterates generated by API-BCD approach with sharing fresh tokens \(\{z_m\}\). For active agent \(i_k\) at the iteration round \(k\), it yields the following descent

\[
\mathcal{F}(x^{k+1}, z^{k+1}) - \mathcal{F}(x^k, z^k) \leq -\frac{\tau M}{2} \|x_{i_k}^{k+1} - x_{i_k}^k\|^2 - \frac{\tau N}{2} \|z^{k+1} - z^k\|^2. \tag{14}
\]

**Proof:** The proof of Theorem 2 can be obtained in Appendix B. □

**Remark 1.** It is mentioned that the API-BCD algorithm can be extended to a gradient-based variant to reduce computational complexity by adopting the first-order approximation as well as a quadratic proximal term to stabilize the convergence behavior for update in \(12a\).

In what follows, we will analyze the convergence of gradient-based API-BCD (gAPI-BCD) with first-order approximation in \(f_i(x_i)\), along with a quadratic proximal term with parameter \(\rho\) in \(x_i\). Denoting by \(\nabla f_i(x_i^k)\) the local gradient in agent \(i\), the update of local model vector \(x_i\) at the \(k\)-th iteration in gAPI-BCD follows

\[
x_i^{k+1} := \arg \min_{x_i} \langle \nabla f_i(x_i^k), x_i - x_i^k \rangle + \frac{\tau}{2} \sum_{m=1}^{M} \|x_i - z_{i,m}^k\|^2 + \frac{\rho}{2} \|x_i - x_i^k\|^2, \quad i = i_k, \tag{15}
\]

while updates of active token \(z_i\) of the \(i_m\)-th walk and local copies \(\{z_i\}\) keep the same compared with API-BCD. We first introduce Assumption 1 which is widely adopted in the analysis of decentralized ML and convex optimization.

**Assumption 1 (Smoothness).** The local loss function \(f_i(x)\) is \(L\)-smooth, i.e., for any \(x, y \in \mathbb{R}^p\),

\[
\|\nabla f_i(x) - \nabla f_i(y)\| \leq L \|x - y\|, \forall i \in \mathcal{N}, \tag{16}
\]

and this is equivalent to

\[
f_i(x) \leq f_i(y) + \langle \nabla f_i(y), x - y \rangle + \frac{L}{2} \|x - y\|^2, \forall i \in \mathcal{N}. \tag{17}
\]

**Theorem 3.** Suppose Assumption 1 holds and let \((x^k, z^k)\) be the iterates generated by gAPI-BCD approach with sharing fresh tokens \(\{z_m\}\), active agent \(i_k\) at the iteration round \(k\) yields the following descent

\[
\mathcal{F}(x^{k+1}, z^{k+1}) - \mathcal{F}(x^k, z^k) \leq -\left(\frac{\tau M}{2} + \rho \frac{L}{2}\right) \|x_{i_k}^{k+1} - x_{i_k}^k\|^2 - \frac{\tau N}{2} \sum_{m=1}^{M} \|z_{i,m}^{k+1} - z_{i,m}^k\|^2. \tag{18}
\]

**Proof:** The proof of Theorem 3 is similar to that of Theorem 2. By substituting (30) with (17) and the optimality condition \(\nabla f_i(x_i^{k+1}) + \tau \sum_{m=1}^{M} (x_{i,m}^{k+1} - x_i^k) + \rho (x_{i_k}^{k+1} - x_{i_k}^k) = 0\), Theorem 3 can be obtained. □

**Remark 2.** Theorem 1, Theorem 2 and Theorem 3 state that the objective function values converge. We note that the convergence performance of API-BCD using local copies \(\{z_i\}\) will be much more complicated.

5 Numerical Results

We perform experimental simulations to verify the convergence performance of the proposed approaches: I-BCD in Algorithm 1 and API-BCD in Algorithm 2 and evaluate the learning performance for decentralized systems under four real datasets, *cups*mall [28], *cadata* [28], *ijcmn*1 [28], and *USPS* [29]. For simulations, the considered connected network \(G\) consists of \(N\) agents and \(|E| = N(N - 1)/2\) links. We consider unicast among agents, and \(M\) walks are activated for API-BCD. The communication cost per link is 1 unit and the consumed time for each communication is assumed to follow \(U(10^{-5}, 10^{-4})\) s. The running time is measured by both computation time in local agents and communication time between agents. To investigate the communication and running time costs, we compare our approaches with one typical incremental method WPG [17], where agents are
Fig. 3: Test NMSE on \textit{cpusmall} dataset with $N = 20, \zeta = 0.7, K = 5, \alpha = 0.5, \tau_{IS} = 1, \tau_{API-BCD} = 0.1$.

Fig. 4: Test NMSE on \textit{cadata} dataset with $N = 50, \zeta = 0.7, K = 5, \alpha = 0.5, \tau_{IS} = 2.8, \tau_{API-BCD} = 0.1$.

Fig. 5: Test accuracy on \textit{ijcnn1} dataset with $N = 50, \zeta = 0.7, K = 5, \alpha = 0.5, \tau_{IS} = 2.8, \tau_{API-BCD} = 0.1$.

Fig. 6: Test accuracy on \textit{USPS} dataset with $N = 10, \zeta = 0.7, K = 5, \alpha = 0.1, \tau_{IS} = 5, \tau_{API-BCD} = 1$. 
activated in a predefined circulant pattern, i.e., Hamiltonian cycle and the model is periodically trained according to
\[
x^{k+1}_i := z^k - \alpha \nabla f_i(z^k), \quad i = i_k;
\]
\[
z^{k+1} := z^k + \frac{1}{N} (x^{k+1}_i - x^k),
\]
where \(z^{k+1}\) is updated in active agent \(i_k\) and passed as a token to the next agent, \(\alpha\) is the learning rate and \(\nabla f_i(z^k)\) is the gradient with respect to its local dataset. For a fair comparison, in the following we shall concentrate on a deterministic agent selection rule similar to \([17]\).

We focus on two kinds of decentralized ML tasks, i.e., training a linear regression model and a classification model under different network topologies. The first set of experiments considers training a least square problem. In Fig. 3, the normalized mean square error (NMSE) performance of the proposed approaches is presented in terms of both running time and communication cost. It is obvious that the proposed API-BCD on cpusmall dataset is the most efficient in running time. This is because that the inherent asynchronous mechanism of API-BCD outperforms the synchronous-based approaches. Meanwhile, the result in Fig. 3(a) shows that our proposed incremental-based learning approaches (i.e., I-BCD and API-BCD) consume less communication costs compared to that of WPG approach. In a larger test network, Fig. 4 presents experimental results based on cadata dataset and the similar learning performance is observed as well. In Fig. 5 and Fig. 6 we also evaluate the performance of proposed approaches in classification problems over both communication and time costs. As shown in Fig. 5 on icml1 dataset, compared to both I-BCD and WPG approaches, the proposed API-BCD algorithm can guarantee both communication-efficiency and fast convergence. In Fig. 6 the curves under different network setups present the similar trends as those of Fig. 5.

6 Conclusions

We have developed incremental-based frameworks for decentralized learning to accelerate learning process in terms of both communication and running time costs. The convergence of our proposed approaches are theoretically analyzed. By numerical experiment, we show that the proposed API-BCD is effective in achieving target accuracy with less time consumption as well as comparable communication cost. Moreover, the proposed approach is flexible and scalable in terms of network size.

Appendix A

Proof to Theorem 1

Proof: We start from convexity of \(f_i(x_i)\), we can drive
\[
f_i(x^{k+1}_i) - f_i(x^k) \leq \langle \nabla f_i(x^{k+1}_i), x^{k+1}_i - x^k \rangle,
\]
where \(\nabla f_i(x^{k+1}_i)\) is the gradient. Remember agent \(i_k\) is activated at iteration \(k\). Then, the optimality condition of \(f_i\) for \(i = i_k\) implies
\[
\nabla f_{i_k}(x^{k+1}_{i_k}) + \tau (x^{k+1}_{i_k} - z^k) = 0.
\]
After updating to \(x^{k+1}\) and \(z^{k+1}\) by \(7\) and \(8\), we have
\[
\mathcal{F}(x^{k+1}, z^{k+1}) - \mathcal{F}(x^k, z^k) = f_{i_k}(x^{k+1}_{i_k}) - f_{i_k}(x^k_{i_k}) + \tau \sum_{i=1}^{N} \langle x^{k+1}_i - x^k_i, z^{k+1}_i - z^k_i \rangle - \frac{\tau}{2} \sum_{i=1}^{N} \|x^{k+1}_i - z^{k+1}_i\|^2.
\]
Term \(A\) in \(22\) is upper bounded by
\[
A \leq \tau \sum_{i=1}^{N} \|x^{k+1}_i - x^k_i\|^2 = \tau \sum_{i=1}^{N} \|x^{k+1}_i - x^k_i\|^2
\]
due to \(21\) and \(20\), whilst term \(B\) satisfies
\[
B = \frac{\tau}{2} \sum_{i=1}^{N} \|x^{k+1}_i - x^k_i\|^2 - \frac{\tau}{2} \sum_{i=1}^{N} \|x^{k+1}_i - x^k_i\|^2.
\]
Term \(C\) in \(21\) can be expressed as
\[
C = \tau \sum_{i=1}^{N} \|x^{k+1}_i - x^k_i\|^2 + \tau \sum_{i=1}^{N} \langle x^{k+1}_i - x^k_i, x^k_i - x^k_i \rangle
\]
where \(a\) holds since the cosine identity \(\|b + c\|^2 - \|a + c\|^2 = \|b - a\|^2 + 2 \langle a, b - a \rangle\). Term \(D\) can be also transferred as
\[
D = \tau \sum_{i=1}^{N} \langle x^{k+1}_i - x^k_i, z^k_i - z^{k+1}_i \rangle
\]
where \(b\) is from \(z^{k+1} = \frac{1}{N} \sum_{i=1}^{N} x^{k+1}_i\). Thus, \(22\) can be derived as
\[
\mathcal{F}(x^{k+1}, z^{k+1}) - \mathcal{F}(x^k, z^k)
\]
This completes the proof of Theorem 1.
Appendix B

Proof to Theorem 2

Proof: Here, we consider the convergence of the API-BCD method with sharing fresh tokens \( \{ z_m \} \). Similar to (21), the optimality condition of (12a) for \( i = i_k \) implies

\[
\nabla f_{i_k}(x_{ik}^{k+1}) + \tau \sum_{m=1}^{M} (x_{ik}^{k+1} - z_m) = 0,
\]

where (c) is due to (28) and (d) is from cosine identity, respectively. Meanwhile, term \( G \) can be derived as

\[
G = \tau N \sum_{m=1}^{M} \left\langle \sum_{i=1}^{N} (x_i^{k+1} - z_m^{k+1} - z_m) \right\rangle
\]

\[
= \tau N \sum_{m=1}^{M} \left\langle \sum_{i=1}^{N} (x_i^{k+1} - z_m^{k+1} + z_m^{k+1} - z_m^{k+1}) \right\rangle
\]

\[
= \tau N \sum_{m=1}^{M} \left\langle \sum_{i=1}^{N} (x_i^{k+1} - z_m^{k+1} + z_m^{k+1} - z_m^{k+1}) \right\rangle
\]

\[
- \tau N \sum_{m=1}^{M} \| z_m^{k+1} - z_m^{k} \|^2,
\]

which completes the proof of Theorem 2. \( \square \)
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