A non-ellipticity result, or the impossible taming of the logarithmic strain measure

R.J. Martin, I.D. Ghiba and P. Neff

Preprint 2017-16
A non-ellipticity result, or the impossible taming of the logarithmic strain measure

Robert J. Martin and Ionel-Dumitrel Ghiba and Patrizio Neff

December 14, 2017

Abstract

The logarithmic strain measures $\|\log U\|_2^2$, where $\log U$ is the principal matrix logarithm of the stretch tensor $U = \sqrt{F^T F}$ corresponding to the deformation gradient $F$ and $\| \cdot \|$ denotes the Frobenius matrix norm, arises naturally via the geodesic distance of $F$ to the special orthogonal group $SO(n)$. This purely geometric characterization of this strain measure suggests that a viable constitutive law of nonlinear elasticity may be derived from an elastic energy potential which depends solely on this intrinsic property of the deformation, i.e. that an energy function $W: GL^+(n) \to \mathbb{R}$ of the form

$$W(F) = \Psi(\|\log U\|^2)$$

(1)

with a suitable function $\Psi: [0, \infty) \to \mathbb{R}$ should be used to describe finite elastic deformations.

However, while such energy functions enjoy a number of favorable properties, we show that it is not possible to find a strictly monotone function $\Psi$ such that $W$ of the form (1) is Legendre-Hadamard elliptic.

Similarly, we consider the related isochoric strain measure $\|\text{dev}_n \log U\|_2^2$, where $\text{dev}_n \log U$ is the deviatoric part of $\log U$. Although a polyconvex energy function in terms of this strain measure has recently been constructed in the planar case $n = 2$, we show that for $n \geq 3$, no strictly monotone function $\Psi: [0, \infty) \to \mathbb{R}$ exists such that $F \mapsto \Psi(\|\text{dev}_n \log U\|^2)$ is polyconvex or even rank-one convex. Moreover, a volumetric-isochorically decoupled energy of the form $F \mapsto \Psi(\|\text{dev}_n \log U\|^2) + W_{\text{vol}}(\det F)$ cannot be rank-one convex for any function $W_{\text{vol}}: (0, \infty) \to \mathbb{R}$ if $\Psi$ is strictly monotone.
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1 Introduction

1.1 Strain measures in nonlinear elasticity

In nonlinear hyperelasticity, the behaviour of an elastic material is determined by an elastic energy potential \( W : \text{GL}^+(n) \to \mathbb{R}, \ F \mapsto W(F) \) (1.1) depending on the deformation gradient \( F = \nabla \varphi \) of a deformation \( \varphi \). A large variety of representation formulae for certain classes of such functions is available in the literature. In particular, it is well known that any objective and isotropic function \( W \) can be expressed in terms of the singular values of the argument, i.e. for any function \( W : \text{GL}^+(n) \to \mathbb{R} \) with

\[
W(F) = W(Q_1 F Q_2) \quad \text{for all } Q_1, Q_2, R \in \text{SO}(n),
\]

there exists a unique symmetric function \( g : \mathbb{R}^n \to \mathbb{R} \) such that \( W(F) = g(\lambda_1, \ldots, \lambda_n) \) for all \( F \in \text{GL}^+(n) \) with singular values \( \lambda_1, \ldots, \lambda_n \). Furthermore, if \( f : [0, \infty) \to \mathbb{R} \) is injective, then \( W \) can also be written as

\[
W(F) = \tilde{g}(f(\lambda_1), f(\lambda_2), ..., f(\lambda_n))
\]

with a symmetric function \( \tilde{g} : \mathbb{R} \to \mathbb{R} \). In particular, this representation is possible for functions \( f = f(m) \) of the form

\[
f(m)(x) = \begin{cases} 
\frac{1}{2m}(x^{2m} - 1), & m \neq 0, \\
\log x, & m = 0,
\end{cases}
\]

(1.3)

which correspond to the commonly used \(^7\) strain tensors of Seth-Hill type \(^{48, 21}\)

\[
E_{(m)} = \begin{cases} 
\frac{1}{2m}(U^{2m} - 1), & m \neq 0, \\
\log U, & m = 0,
\end{cases}
\]

(1.4)

where \( \log U \) is the principal matrix logarithm of the stretch tensor \( U = \sqrt{F^T F} \). In general, a (material) strain tensor is commonly defined as a “uniquely invertible isotropic second order tensor function” of the
right Cauchy-Green deformation tensor $C = F^T F$ \[32\] p. 268\[7\]. Due to the invertibility of strain tensor mappings, any energy function $W$ can also be written in the form

$$W(F) = \bar{W}(E(F))$$

for any strain tensor $E$.

In contrast to a strain tensor, a \textit{strain measure} is an arbitrary mapping $\omega: \text{GL}^+(n) \to \mathbb{R}$ such that $\omega(F) = 0$ if and only if $F \in \text{SO}(n)$. Examples of strain measures include the squared Frobenius norms of the Seth-Hill strain tensors

$$\omega_{(m)} = \|E_{(m)}\|^2 = \sum_{i=1}^{n} f_{(m)}^2(\lambda_i).$$

(1.5)

From this perspective, a strain measure indicates how much a deformation gradient $\omega$ varies. Therefore, an appropriate strain measure should be defined by introducing a distance function on $\text{GL}^+(n)$ using the distance of $F$ to the space of pure rotations $\text{SO}(n)$, or a function thereof, as the strain measure.

The particular choice of a suitable distance on $\text{GL}^+(n)$, however, is not immediately obvious. Grioli \[16\] 38 showed that employing the Euclidean distance on $\text{GL}^+(n)$ yields the strain measure

$$\omega_{\text{Grioli}} := \text{dist}_{\text{Euclid}}^2(F, \text{SO}(n)) = \|U - \mathbb{1}\|^2 = \|E_{(1)}\|^2 = \omega_{(1)}.$$

(1.6)

However, this strain measure suffers from a number of serious shortcomings due to the fact that the Euclidean distance is not an intrinsic distance measure on $\text{GL}^+(n)$ \[35\] 34 28. On the other hand, strain measures involving the logarithmic strain arise from choosing the \textit{geodesic distance} on $\text{GL}^+(n)$ endowed with a natural Riemannian metric structure. More precisely \[34\],

$$\|\log U\|^2 = \text{dist}_{\text{geod}}^2(F, \text{SO}(n)),$$

$$\|\text{dev}_n \log U\|^2 = \text{dist}_{\text{geod,SL}(n)}^2 \left( \frac{F}{(\det F)^{1/n}}, \text{SO}(n) \right),$$

$$[\text{tr}(\log U)]^2 = [\log \det U]^2 = \text{dist}_{\text{geod,R+1}}^2 \left( (\det F)^{1/n} \cdot \mathbb{1}, \mathbb{1} \right),$$

(1.7)

where $\text{dist}_{\text{geod}}$, $\text{dist}_{\text{geod,R+1}}$ and $\text{dist}_{\text{geod,SL}(n)}$ are the canonical left invariant geodesic distances on the Lie-groups $\text{GL}(n)$, $\text{SL}(n) := \{X \in \text{GL}(n) \mid \det X = 1\}$ and $\mathbb{R}^+ \cdot \mathbb{1}$, respectively \[34\] 23.

Energy functions and constitutive laws expressed in terms of these logarithmic strain measures have been a subject of interest in nonlinear elasticity theory for a long time, going back to investigations by the geologist G. F. Becker \[5\] 40 first published in 1893 and the famous introduction of the quadratic Hencky strain energy

$$W_H: \text{GL}^+(n) \to \mathbb{R}, \quad W_H(F) = \mu \|\text{dev}_n \log U\|^2 + \frac{K}{2} \left[ \text{tr}(\log U) \right]^2 = \mu \|\log U\|^2 + \frac{\Lambda}{2} \|\log U\|^2$$

by Heinrich Hencky in 1929 \[17\] 18. Hencky later considered more general elastic energy functions based on the logarithmic strain as well, for example, in a 1931 article in the Journal of Rheology \[19\], he suggested an energy function of the form

$$W_{1931}(F) = \mu \|\text{dev}_3 \log U\|^2 + h(\det U),$$

(1.8)

were the volumetric part $h: (0, \infty) \to \mathbb{R}$ of the energy is a function to be determined by experiments.

Important contributions are also due to H. Richter, who considered the three logarithmic invariants $K_1 = \text{tr}(\log U)$, $K_2^3 = \text{tr}((\text{dev}_3 \log U)^2)$ and $K_3 = \text{tr}((\text{dev}_3 \log U)^3)$ in a 1949 article \[44\].

\[\text{Additional properties such as monotonicity are sometimes required of strain tensors, see for example}[20\text{ p. 230}]\text{ or }[41\text{ p. 118}].\]
More recently, a set of isotropic invariants similar to those used by Richter were introduced by Criscione et al. [11, 10, 55, 22], who considered the invariant basis

\[
\begin{align*}
K_1 &= \text{tr}(\log U) = \log \det U \quad \text{“the amount-of-dilatation”} \\
K_2 &= \|\text{dev}_3 \log U\| \quad \text{“the magnitude-of-distortion”} \\
K_3 &= 3\sqrt{6} \det \left( \frac{\text{dev}_3 \log U}{\|\text{dev}_3 \log U\|} \right) \quad \text{“the mode-of-distortion”}
\end{align*}
\]  

for the natural strain \( \log U \) and showed that any isotropic energy \( W \) on \( \text{GL}^+(3) \) can be represented in the form

\[
W(F) = W_{\text{Crisc}}(K_1, K_2, K_3). \quad (1.10)
\]

Similarly, Lurie [24] used the invariants \( K_1, K_2 \) and \( \hat{K}_3 = \arcsin(K_3) \).

Although energy functions expressed in terms of logarithmic strain measures often exhibit some interesting and desirable properties [2, 36, 37], they also provide a number of mathematical challenges. One of the greatest difficulties is posed by the lack of appropriate convexity properties.

1.2 Convexity properties of energy functions

Among the many constitutive properties for hyperelasticity discussed in the literature, some of the most important ones are the conditions of rank-one convexity and polyconvexity [4] of the energy function \( W \).

**Definition 1.1.** A function \( W: \text{GL}^+(n) \to \mathbb{R} \) is called rank-one convex if for all \( F \in \text{GL}^+(n) \), all \( \xi, \eta \in \mathbb{R}^n \) and any interval \( I \subset \mathbb{R} \) such that \( \det(F + t \cdot \xi \otimes \eta) > 0 \) for all \( t \in I \), the mapping

\[
I \to \mathbb{R}, \quad t \mapsto W(F + t \cdot \xi \otimes \eta)
\]

is convex.

**Remark 1.2.** A sufficiently regular function \( W \) is rank-one convex on \( \text{GL}^+(n) \) if and only if it satisfies the Legendre-Hadamard ellipticity condition

\[
D_F^2 W(F)(\xi \otimes \eta, \xi \otimes \eta) \geq 0 \quad \text{for all } \xi, \eta \in \mathbb{R}^n, \ F \in \text{GL}^+(n). \quad (1.11)
\]

If strict inequality holds in (1.11) for all \( F \in \text{GL}^+(n) \) and all \( \xi, \eta \in \mathbb{R}^n \setminus \{0\} \), then \( W \) is called strongly Legendre-Hadamard elliptic.

**Definition 1.3.**

i) A function \( W: \mathbb{R}^{n \times n} \to \mathbb{R} \cup \{\infty\} \) is called polyconvex if there exists a convex function \( P: \mathbb{R}^m \to \mathbb{R} \cup \{\infty\} \) such that

\[
W(F) = P(M(F)) \quad \text{for all } \ F \in \mathbb{R}^{n \times n}, \quad (1.12)
\]

where \( M(F) \in \mathbb{R}^m \) denotes the vector of all minors of \( F \).

ii) A function \( W: \text{GL}^+(n) \to \mathbb{R} \) is called polyconvex if the function

\[
\bar{W}: \mathbb{R}^{n \times n} \to \mathbb{R} \cup \{\infty\}, \quad \bar{W}(F) = \begin{cases} W(F) : F \in \text{GL}^+(n) \\ \infty : F \notin \text{GL}^+(n) \end{cases} \quad (1.13)
\]

is polyconvex according to i).

**Remark 1.4.** If \( W: \text{GL}^+(n) \to \mathbb{R} \) is polyconvex, then \( W \) is rank-one convex [13].
Although, unlike many other constitutive assumptions, the condition of polyconvexity is not necessitated by physical or mechanical considerations, it is one of the most important tools to ensure the existence of energy minimizers under appropriate boundary conditions.

Rank-one convexity (or LH-ellipticity), on the other hand, is generally not sufficient to ensure the existence of minimizers. However, it is not only a necessary condition for polyconvexity [13, 30, 31], but directly motivated by physical reasoning as well: for example, ellipticity of a constitutive law ensures finite wave propagation speed [1, 57, 15] and prevents discontinuities of the strain along plane interfaces under homogeneous Cauchy stress [39, 29, 30].

However, constructing a viable energy term in terms of logarithmic strain measures which satisfies either of these convexity conditions turns out to be quite challenging.

In a 2004 article, Sendova and Walton [47] gave a number of necessary conditions for the rank-one convexity of energies of the form (1.10). In the planar case either of these convexity conditions turns out to be quite challenging.

In the three-dimensional case, however, the exponentiated Hencky energy

\[ W_{\text{sh}} : \text{GL}^+(2) \to \mathbb{R}, \quad W_{\text{sh}}(F) = \frac{k}{K} e^k \| \text{dev}_2 \log U \|^2 + \frac{K}{2k} e^{\tilde{k} \{ (\log \det U) \}^2}, \]  

where \( k \geq \frac{1}{4} \) and \( \tilde{k} \geq \frac{1}{8} \) are additional dimensionless parameters, is polyconvex (and thus quasiconvex and rank-one convex). In the three-dimensional case, however, the exponentiated Hencky energy is not rank-one convex.

As we will show in this article, the search for a rank-one convex energy resembling (1.14) in the three-dimensional case was, unfortunately, destined to fail from the beginning: For \( n \geq 3 \), there exists no strictly monotone function of \( \| \log U \|^2 \) or \( \| \text{dev}_n \log U \|^2 \) which is rank-one convex on \( \text{GL}^+(n) \); further, an energy with a volumetric-isochoric split whose isochoric part is a strictly monotone function of \( \| \text{dev}_n \log U \|^2 \) cannot be rank-one convex. These main results are presented in Sections 4, 5 and 6, respectively.

### 1.3 Related work

Bertram et al. [6] considered quadratic energies of the form

\[ W(F) = g(\lambda_1, \lambda_2, ..., \lambda_n) = \frac{1}{2} \sum_{i=1}^{n} f^2(\lambda_i) + \beta \sum_{1 \leq i < j \leq n} f(\lambda_i)f(\lambda_j), \]  

with \( f : \mathbb{R}_+ \to \mathbb{R} \) such that \( f(1) = 0 \), \( f'(1) = 0 \), \( f' \neq 0 \) and \( \beta \in \mathbb{R} \). The functions \( f \) are known as generalized strain measures [7]. The authors prove that if the Hessian of \( g \) at \((1, 1, 1)\) is positive definite, \( \beta \neq 0 \), and \( f \) is strictly monotone, and/or if \( f^2 \) is a Seth-Hill strain measure \( \omega(m) \) corresponding to any \( m \in \mathbb{R} \), then the energy \( W \) is not rank-one convex. This extends previous results [12, 33, 6] for \( f = f_1 \) and \( f = f_0 \). From these observations, the authors conclude that a necessary condition for an energy to be rank-one convex is that the stress-strain relationship in the considered generalized strain measures must be physically non-linear.

### 1.4 Notation

Throughout this article, \( F = \nabla \varphi \) denotes the deformation gradient corresponding to a deformation \( \varphi \), \( C = U^T U \) is the right Cauchy-Green deformation tensor, \( B = FF^T \) is the Finger tensor, \( U = \sqrt{FF^T} \) is the right stretch tensor and \( V = \sqrt{FFF^T} \) is the left stretch tensor corresponding to \( F \).

Furthermore, we denote the standard Euclidean scalar product on \( \mathbb{R}^{n \times n} \) by \( \langle X, Y \rangle = \text{tr}(XY^T) \), the Frobenius tensor norm is given by \( \|X\|^2 = \langle X, X \rangle \) and the identity tensor on \( \mathbb{R}^{n \times n} \) is denoted by \( \mathbb{I} \); note that \( \text{tr}(X) = \langle X, \mathbb{I} \rangle \). We adopt the usual abbreviations of Lie-group theory, i.e. \( \text{GL}(n) := \{ X \in \mathbb{R}^{n \times n} \mid \det X \neq 0 \} \) denotes the general linear group, \( \text{O}(n) := \{ X \in \text{GL}(n) \mid X^T X = 1 \} \) is the orthogonal group, \( \text{SO}(n) := \{ X \in \text{GL}(n, \mathbb{R}) \mid X^T X = 1, \det X = 1 \} \) is the special orthogonal group and \( \text{GL}^+(n) := \{ X \in \mathbb{R}^{n \times n} \mid \det X > 0 \} \) is the group of invertible matrices with positive determinant. The superscript \( T \) is used to denote transposition, and \( \text{Cof} \ A = (\det A)A^{-T} \) is the cofactor of \( A \in \text{GL}^+(n) \). For all vectors \( \xi, \eta \in \mathbb{R}^n \) we denote the dyadic
Let $F$ condition is violated at $t$ for $F$ rank-one convex (cf. Definition (1.1)).

We also identify the first derivative $D_F W$ with the gradient, writing $D_F W.H = \langle D_F W, H \rangle$ for $F \in \text{GL}^+(n)$ and $H \in \mathbb{R}^{n \times n}$, and employ the chain rules

$$D_F((\Psi \circ W)(F)).H = D_F(\Phi(W(F))).H = \Phi'(W(F)) D_F W(F).H,$$
$$D_F((W \circ G)(F)).H = D_F(W(G(F))).H = \langle DW(G(F)), D_F G(F).H \rangle$$

for $W: \mathbb{R}^{3 \times 3} \rightarrow \mathbb{R}$, $G: \mathbb{R}^{3 \times 3} \rightarrow \mathbb{R}^{3 \times 3}$ and $\Phi: \mathbb{R} \rightarrow \mathbb{R}$. For instance,

$$D_F(\|F^T F - I\|^2).H = 2 \langle F^T F - I, D_F(F^T F - I).H \rangle = 4 \langle F^T F - I, F^T H + H^T F \rangle = 4 \langle F F^T F - F, H \rangle,$$

since

$$D_F(\|F\|).H = \frac{1}{\|F\|} \langle F, H \rangle, \quad D_F(\|F\|^2).H = 2 \|F\| \frac{1}{\|F\|} \langle F, H \rangle = 2 \langle F, H \rangle$$

for all $F \neq 0$.

## 2 Rank-one convex energies in terms of strain measures

We consider the problem of rank-one convexity in terms of different strain measures $\omega$. More specifically, we are interested in whether or not it is possible for a given $\omega$ to find a non-trivial (i.e. non-constant) function $\Psi$ such that $\Psi \circ \omega$ is rank-one convex. A basic necessary condition on $\omega$ for the existence of a strictly monotone function $\Psi: \mathbb{R} \rightarrow \mathbb{R}$ such that the mapping $F \mapsto \Psi(\omega(F))$ is rank-one convex is stated in the following lemma.

**Lemma 2.1.** Let $\omega \in C^2(\text{GL}^+(n); I)$ for an interval $I \subset \mathbb{R}$. If there exist $F \in \text{GL}^+(n)$ and $\xi, \eta \in \mathbb{R}^n \setminus \{0\}$ such that

$$D \omega(F).\langle \xi \otimes \eta \rangle = 0 \quad \text{and} \quad D^2 \omega(F).\langle \xi \otimes \eta, \xi \otimes \eta \rangle < 0,$$

then there exists no strictly monotone function $\Psi: I \rightarrow \mathbb{R}$ such that the mapping $F \mapsto W(F) := \Psi(\omega(F))$ is rank-one convex on $\text{GL}^+(n)$.

**Proof.** Let $F \in \text{GL}^+(n)$ and $\xi \otimes \eta \in \mathbb{R}^{n \times n}$ satisfy (2.1). Then for $\varepsilon > 0$ sufficiently small, the mapping

$$p: (-\varepsilon, \varepsilon) \rightarrow I, \quad p(t) = \omega(F + t \cdot \xi \otimes \eta)$$

has a strict maximum at $t = 0$, since

$$p'(0) = D \omega(F).\langle \xi \otimes \eta \rangle = 0 \quad \text{and} \quad p''(0) = D^2 \omega(F).\langle \xi \otimes \eta, \xi \otimes \eta \rangle < 0.$$

If $\Psi$ is strictly monotone on $I$, then the mapping

$$q: (-\varepsilon, \varepsilon) \rightarrow \mathbb{R}, \quad q(t) = \Psi(p(t)) = W(F + t \cdot \xi \otimes \eta)$$

has a strict maximum in $t = 0$ as well. In particular, $q$ cannot be convex, which implies that $W$ is not rank-one convex (cf. Definition (1.1)).

If $\Psi$ is twice differentiable on $I$ with $\Psi'(t) > 0$ for all $t \in I$, then Lemma 2.1 also follows from the observation that

$$D^2 W(F).\langle \xi \otimes \eta, \xi \otimes \eta \rangle = \Psi''(\omega(F)) \cdot \left[ D \omega(F).\langle \xi \otimes \eta \rangle \right]^2 + \Psi'(\omega(F)) \cdot D^2 \omega(F).\langle \xi \otimes \eta, \xi \otimes \eta \rangle < 0$$

(2.3)

for $F \in \text{GL}^+(n)$ and $\xi \otimes \eta \in \mathbb{R}^{n \times n}$ satisfying (2.1), since in that case, the Legendre-Hadamard ellipticity condition is violated at $F$. 
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Remark 2.2. Note that by the usual interpretation of $\omega$ as the amount of strain in a deformation, the assumption of (strict) monotonicity of $\Psi$ follows from basic physical reasoning, since an elastic energy function $W$ should always increase with increasing strain (cf. [36, Section 2.2]). For example, if $\omega(F) = \|\log U\|^2$, then the monotonicity of $\Psi$ is equivalent to the monotonicity of the mapping $t \mapsto W(t \cdot \mathbb{1})$ on $(1, \infty)$, which, in turn, follows from the physically motivated requirement that the hydrostatic pressure corresponding to a purely volumetric deformation should be negative for extensions (and positive for compression).

Furthermore, as we will discuss in Section 3.2, if $\omega$ is given by the deviatoric quadratic Hencky strain measure $\|\text{dev}_3 \log U\|^2$ or by $\|\log U\|^2$, then $\Psi' \geq 0$ must hold everywhere if $\Psi \circ \omega$ is to be elliptic. In the deviatoric case, the strict inequality $\Psi' > 0$ also follows from the additional assumption that $W$ is compatible with linear elasticity, see Lemma 3.4.

2.1 A Saint-Venant-Kirchhoff type strain measure

Before we apply Lemma 2.1 to the logarithmic strain measures discussed in Subsection 1.1, we consider the simple example of the Saint-Venant-Kirchhoff type strain measure

$$\omega_{SVK}: \text{GL}^+(n) \to \mathbb{R}, \quad \omega_{SVK}(F) = \|F^TF - I\|^2$$

for arbitrary dimension $n \geq 2$. Using (1.16), we find

$$D\omega_{SVK}(F).H = 4(F^TF - F, H),$$

$$D^2\omega_{SVK}(F).(H, H) = 4(\|HF^T\|^2 + \|F^TH\|^2 + \text{tr}((F^TH)^2) - \|H\|^2)$$

for $F \in \text{GL}^+(n)$ and $H \in \mathbb{R}^{n \times n}$. Thus, for $F = \frac{1}{2}I$ and the rank-one direction $H = e_1 \otimes e_2$, where $e_i \in \mathbb{R}^n$ denotes the $i$-th unit vector, we find $\text{tr} H = 0$ and thus

$$D\omega_{SVK}(F).H = -\frac{3}{2} \langle I, e_1 \otimes e_2 \rangle = 0,$$

$$D^2\omega_{SVK}(F).(H, H) = 4\left(\|\frac{1}{2}H\|^2 + \|\frac{1}{2}H\|^2 + \text{tr}((\frac{1}{2}H)^2) - \|H\|^2\right) = -\frac{3}{2} \|H\|^2 = -\frac{3}{2} < 0.$$ 

Therefore, according to Lemma 2.1, there is no strictly monotone increasing $\Psi: [0, \infty) \to \mathbb{R}$ such that the mapping $F \mapsto \Psi(\|F^TF - I\|^2)$ is rank-one convex. In other words: for dimension $n \geq 2$, there is no (physically viable) Legendre-Hadamard elliptic elastic energy in terms of the strain measure $\|F^TF - I\|^2 = \|C - I\|^2$.

3 Logarithmic strain measures

Returning to the question of ellipticity of energy functions in terms of logarithmic strain measures, we start in the one-dimensional case. Identifying $\text{GL}^+(1)$ with $(0, \infty)$, the logarithmic strain measure $\|\log U\|^2$ can be written as $(\log t)^2$ for $F = t \in (0, \infty)$.

3.1 The one-dimensional case

It is easily seen that the function $t \mapsto (\log t)^2$ is not convex. However, it is possible to find some function $\Psi: \mathbb{R}_+ \to \mathbb{R}$ which “convexifies” the logarithm in the sense that $t \mapsto \Psi((\log t)^2)$ is convex: Consider

$$W(t) = \Psi((\log t)^2),$$

$$W'(t) = \Psi'((\log t)^2) 2 (\log t) \frac{1}{t},$$

$$W''(t) = \Psi''((\log t)^2) 4 (\log t)^2 \frac{1}{t^2} + \Psi'((\log t)^2) 2 \frac{1}{t^2} - \Psi'((\log t)^2) 2 (\log t) \frac{1}{t^2}$$

$$= \frac{1}{t^2} \left[ \Psi''((\log t)^2) 4 (\log t)^2 + \Psi'((\log t)^2) 2 (1 - \log t) \right].$$

Note that the classical Saint-Venant-Kirchhoff energy is well-known to be neither polyconvex nor rank-one convex [42].
Hence, the question whether \( t \mapsto W(t) \) is convex can be restated as
\[
W''(t) \geq 0 \iff \Psi''((\log t)^2) 4 (\log t)^2 \geq -\Psi'((\log t)^2) 2 (1 - \log t)
\]

\[
\iff \Psi''((\log t)^2) \geq -\frac{\frac{d^2}{dt^2}((\log t)^2)}{\left[ \frac{d}{dt}((\log t)^2) \right]^2} = \frac{\log t - 1}{2 (\log t)^2} \Psi'((\log t)^2)
\]

for all \( t > 0 \) with \( t \neq 1 \).

Figure 1: The one dimensional representation of \(-D^2_F(\|\log U\|^2), (\xi \otimes \eta, \xi \otimes \eta) = -\frac{\frac{d^2}{dt^2}((\log t)^2)}{\left[ \frac{d}{dt}((\log t)^2) \right]^2} = \frac{\log t - 1}{2 (\log t)^2} \).

Figure 2: The one dimensional representation of \( t = F \mapsto -D^2_F(\|\log U\|^2), (\xi \otimes \eta, \xi \otimes \eta) = -\frac{\frac{d^2}{dt^2}((\log t)^2)}{\left[ \frac{d}{dt}((\log t)^2) \right]^2} = \frac{\log t - 1}{2 (\log t)^2} \).

We observe first that \( t \mapsto \frac{\log t - 1}{2 (\log t)^2} \) is bounded above by \( \frac{1}{8} \), see Fig. 1, since
\[
\max_{t \in (0, \infty)} \frac{\log t - 1}{2 (\log t)^2} = \frac{\log t - 1}{2 (\log t)^2} \bigg|_{t=e^2} = \frac{1}{8}.
\]

In particular, there exists no concave critical point of the mapping \( t \mapsto (\log t)^2 \), i.e. the conditions \(-\frac{d^2}{dt^2}((\log t)^2) > 0 \) and \( \frac{d}{dt}((\log t)^2) = \frac{2 \log t}{t} = 0 \) are never satisfied for the same \( t > 0 \).

If we also assume that \( \Psi \) is monotone increasing and convex, then (3.2) is always satisfied for \( t < 1 \) and therefore reduces to the condition
\[
\Psi''(s) \geq \frac{\sqrt{s} - 1}{2 s^2} \Psi'(s) \quad \text{for all } s > 0
\]
which, for instance, is satisfied by any monotone convex function $\Psi: \mathbb{R} \to \mathbb{R}$ with

$$\Psi''(s) \geq \frac{1}{8} \Psi'(s) \quad \text{for all } s > 1. \quad (3.4)$$

For example, if $\Psi$ is given by $\Psi(s) = e^{\frac{1}{s^2}}$, then the corresponding energy function $W: \mathbb{R} \to \mathbb{R}$ with $W(x) = e^{\frac{1}{x^2} \log^2(x)}$ is convex with respect to $x$.

### 3.2 Necessary conditions for rank-one convexity

Let $W: \text{GL}^+(3) \to \mathbb{R}_+$ be an objective and isotropic function, and let $g$ denote its representation in terms of the singular values, i.e. $W(F) = g(\lambda_1, \lambda_2, \lambda_3)$ for all $F \in \text{GL}^+(3)$ with singular values $\lambda_1, \lambda_2, \lambda_3$. Then the Baker-Ericksen inequalities can be stated as \[25 \text{ [3]}

$$(\lambda_i - \lambda_j) \cdot \left( \lambda_i \frac{\partial g}{\partial \lambda_i} - \lambda_j \frac{\partial g}{\partial \lambda_j} \right) \geq 0 \quad \text{for all } \lambda_i, \lambda_j \in (0, \infty), \ i, j = 1, 2, 3, \quad (3.5)$$

which is equivalent to \[50\]

$$g(\lambda_1, \lambda_2, \lambda_3) \geq g(\overline{\lambda}_1, \overline{\lambda}_2, \overline{\lambda}_3) \quad (3.6)$$

for all $(\lambda_1, \lambda_2, \lambda_3)$ and $(\overline{\lambda}_1, \overline{\lambda}_2, \overline{\lambda}_3)$ such that

$$\lambda_1 \geq \lambda_2 \geq \lambda_3, \quad \overline{\lambda}_1 \geq \overline{\lambda}_2 \geq \overline{\lambda}_3,$$

and

$$\lambda_1 \geq \overline{\lambda}_1, \quad \lambda_1 \lambda_2 \geq \overline{\lambda}_1 \overline{\lambda}_2, \quad \lambda_1 \lambda_2 \lambda_3 \geq \overline{\lambda}_1 \overline{\lambda}_2 \overline{\lambda}_3.$$

It is well known \[12 \text{ [51]}

that the Baker-Ericksen inequalities are a necessary condition for rank-one convexity of the energy $W$. In particular, the rank-one convexity of $W$ therefore implies

$$g(\lambda_1, 1, 1) \geq g(\overline{\lambda}_1, 1, 1) \quad \text{for all } \lambda_1, \overline{\lambda}_1 \in \mathbb{R}_+, \ \lambda_1 \geq \overline{\lambda}_1 \geq 1, \quad (3.7)$$

i.e. that the mapping $x \mapsto g(x, 1, 1)$ is monotone increasing on $[1, \infty)$, as well as

$$g(1, 1, \lambda_1) \geq g(1, 1, \overline{\lambda}_1) \quad \text{for all } \lambda_1, \overline{\lambda}_1 \in \mathbb{R}_+, \ \lambda_1 \leq \overline{\lambda}_1 \leq 1, \quad (3.8)$$

i.e. that the mapping $x \mapsto g(1, 1, x)$ is monotone decreasing on $(0, 1]$. Since $g$ is symmetric, the mapping $x \mapsto g(x, 1, 1)$ is monotone decreasing on $(0, 1]$ as well for rank-one convex energies.

If $W$ is of the form $W(F) = \Psi(\|\log U\|^2) = g(\lambda_1, \lambda_2, \lambda_3)$ with a differentiable function $\Psi$, then the representation of $W(F)$ is terms of the singular values of $F$ is given by

$$g(\lambda_1, \lambda_2, \lambda_3) = \Psi(\log^2 \lambda_1 + \log^2 \lambda_2 + \log^2 \lambda_3). \quad (3.9)$$

Thus the rank-one convexity of such an energy implies that the mapping $x \mapsto g(x, 1, 1) = \Psi(\log^2 x)$ must be monotone increasing on $[1, \infty)$ and monotone decreasing on $(0, 1]$. Since

$$\frac{d}{dx} \Psi(\log^2 x) = \Psi'(\log^2 x) \cdot \frac{2 \log x}{x} \quad (3.10)$$

it follows that the rank-one convexity of $F \mapsto W(F) = \Psi(\|\log U\|^2)$ implies that $\Psi$ is monotone increasing on $[0, \infty)$. The same result holds true for arbitrary dimension $n$.\footnote{Note that the Baker-Ericksen inequalities are not sufficient for rank-one convexity; for example, the mapping $F \mapsto \|\log F^TF\|^2$ is not rank-one convex, while the corresponding representation $g$ in terms of the singular values satisfies \(3.6\).}
Similar conditions hold if $W$ is given in terms of the deviatoric logarithmic strain measure $\|\text{dev}_3 \log U\|^2$, i.e. if $W$ is of the form $W(F) = \Psi(\|\text{dev}_3 \log U\|^2)$. In that case,

$$W(F) = g(\lambda_1, \lambda_2, \lambda_3) = \Psi \left( \frac{1}{3} \left( \log \frac{\lambda_1}{\lambda_2} + \log \frac{\lambda_2}{\lambda_3} + \log \frac{\lambda_3}{\lambda_1} \right) \right),$$  \hspace{1cm} (3.11)

thus rank-one convexity of $W$ implies that the mapping $x \mapsto g(x, 1, 1) = \Psi \left( \frac{2}{3} \log^2 x \right)$ is monotone increasing on $[1, \infty)$ and monotone decreasing on $(0, 1]$, which, in turn, implies that $\Psi$ must be monotone increasing on $[0, \infty)$. Again, the same monotonicity condition must be satisfied for arbitrary dimension $n$.

A similar implication was found by Sendova and Walton [47], who considered energy functions of the form

$$W(F) = \Phi \left( \log \det U, \|\text{dev}_3 \log U\|, 3\sqrt{6} \, \text{det} \left( \frac{\text{dev}_3 \log U}{\|\text{dev}_3 \log U\|} \right) \right).$$

In particular [47] Proposition 2], they showed that if a mapping of the form $F \mapsto \tilde{\Psi}(\|\text{dev}_3 \log U\|)$ is Legendre-Hadamard elliptic (i.e. rank-one convex), then\footnote{Although Sendova and Walton considered strong Legendre-Hadamard ellipticity and deduced a strict version of the inequalities [3.12], their proof can easily be seen to work for (non-strict) rank-one convexity as well.}

$$\tilde{\Psi}'(t) \geq 0 \quad \text{and} \quad \tilde{\Psi}''(t) \geq \left( \frac{3t}{8} + \frac{1}{t} \right) \tilde{\Psi}'(t)$$ \hspace{1cm} (3.12)

for all $t > 0$. Of course, for $W(F) = \Psi(\|\text{dev}_3 \log U\|^2) = \tilde{\Psi}(\|\text{dev}_3 \log U\|)$, the representations $\Psi$ and $\tilde{\Psi}$ are connected by the equality

$$\Psi(t^2) = \tilde{\Psi}(t),$$

thus rank-one convexity of $W$ implies

$$0 \leq \tilde{\Psi}'(t) = 2t \Psi'(t^2) \quad \implies \quad 0 \leq \Psi'(t^2)$$

as well as

$$4t^2 \Psi''(t^2) + 2\Psi'(t^2) = \tilde{\Psi}''(t) \geq \left( \frac{3t}{8} + \frac{1}{t} \right) \tilde{\Psi}'(t) = \left( \frac{3t}{8} + \frac{1}{t} \right) \cdot 2t \Psi'(t^2) = \left( \frac{3t^2}{4} + 2 \right) \Psi'(t^2)$$

or, equivalently,

$$\Psi''(t^2) \geq \frac{3}{16} \Psi'(t^2)$$ \hspace{1cm} (3.13)

for all $t > 0$. In particular, rank-one convexity of $F \mapsto \Psi(\|\text{dev}_3 \log U\|^2)$ therefore implies

$$\Psi'(x) \geq 0 \quad \text{and} \quad \Psi''(x) \geq 0 \quad \text{for all} \quad x > 0.$$

Moreover, it can be inferred from [47] Proposition 2] that a necessary condition for strict Legendre-Hadamard ellipticity of an energy $W$ with $W(F) = \Psi(\|\text{dev}_3 \log U\|^2)$ is that $\Psi : [0, \infty) \to \mathbb{R}$ must be strictly monotone and uniformly convex. We note that the strict monotonicity of $\Psi$ also follows from the (not necessarily strict) Legendre-Hadamard ellipticity (i.e. from classical rank-one convexity) if $\Psi$ is two-times continuously differentiable and $\Psi'(0) > 0$, since, in that case, the convexity of $\Psi$ implies $\Psi'(x) \geq \Psi'(0) > 0$ for all $x > 0$.

The results of this section are summarized in the following lemmas.

**Lemma 3.1.** Let $\Psi : [0, \infty) \to \mathbb{R}$ be continuously differentiable such that the mapping $F \mapsto \Psi(\|\log U\|^2)$ is rank-one convex on $\text{GL}^+(n)$. Then $\Psi$ is monotone increasing.
Lemma 3.2. Let $\Psi: [0, \infty) \to \mathbb{R}$ be continuously differentiable such that the mapping $F \mapsto \Psi(\|\text{dev}_n \log U\|^2)$ is rank-one convex on $\text{GL}^+(n)$. Then $\Psi$ is monotone increasing.

Lemma 3.3. Let $\Psi: [0, \infty) \to \mathbb{R}$ be two-times continuously differentiable such that the mapping $F \mapsto \Psi(\|\text{dev}_3 \log U\|^2)$ is rank-one convex on $\text{GL}^+(3)$. Then

i) $\Psi$ is convex,

ii) if $\Psi'(0) > 0$, then $\Psi'(x) > 0$ for all $x > 0$.

Remark 3.4. The requirement $\Psi'(0) > 0$ in Lemma 3.3 is necessarily satisfied if the elastic energy $W_{\text{iso}}: \text{GL}^+(3) \to \mathbb{R}$ with $W(F) = \Psi(\|\text{dev}_3 \log U\|^2)$ is of the form

$$W_{\text{iso}}(I + H) = \mu \|\text{dev}_3 \text{sym} H\|^2 + \mathcal{O}(\|H\|^3)$$

(3.14)

with $\mu > 0$, where $\text{sym} H = \frac{1}{2}(H + H^T)$ is the symmetric part of $H \in \mathbb{R}^{3 \times 3}$, since

$$D^2_W(I).\langle (H, H) = \Psi''(0) \cdot [(D_F \|\text{dev}_3 \log U\|^2|_{F=I}) \cdot H] + \Psi'(0) \cdot (D^2_W \|\text{dev}_3 \log U\|^2|_{F=I}) \cdot H \rangle$$

for $H \in \mathbb{R}^{3 \times 3}$.

Since a function $W_{\text{iso}}$ depending only on $\text{dev}_3 \log U$ is always isochoric, i.e. $W_{\text{iso}}(aF) = W_{\text{iso}}(F)$ for all $a > 0$, it is often coupled additively with a volumetric function depending on $\det F = \det F$ to obtain a viable elastic energy potential $W$ of the form $W(F) = W_{\text{iso}}(F) + W_{\text{vol}}(\det F)$. In that case, $W$ can only be compatible with classical linear elasticity, i.e. be of the form

$$W(I + H) = \mu \|\text{dev}_3 \text{sym} H\|^2 + \frac{\kappa}{2} [\text{tr}(\text{sym} H)]^2 + \mathcal{O}(\|H\|^3)$$

(3.15)

with $\mu > 0$ and $\kappa > 0$, if (3.14) is satisfied for $W_{\text{iso}}$ and thus if $\Psi'(0) > 0$. This so-called volumetric-isochoric split is discussed further in Section 4.

4 Functions depending on $\|\log U\|^2$

Although it was shown in the previous section that if an energy $W$ of the form $W(F) = \Psi(\|\log U\|^2)$ is to be rank-one convex on $\text{GL}^+(n)$ the function $\Psi$ must be monotone increasing, we will assume in the following that the monotonicity of $\Psi$ is strict. In particular, this restriction excludes the trivial examples of constant functions $\Psi$, for which the energy $W$ would obviously be rank-one convex and polyconvex. Our main result is the following.

Proposition 4.1. There is no strictly monotone function $\Psi: [0, \infty) \to \mathbb{R}$ such that

$$F \mapsto W(F) = \Psi(\|\log U\|^2) = \Psi(\|\log V\|^2)$$

(4.1)

is rank-one convex in $\text{GL}^+(n)$, $n \geq 2$.

Proof. Our aim is to use Lemma 2.1 and, therefore, to show that there exist $F \in \text{GL}^+(n)$ and $\xi, \eta \in \mathbb{R}^n \setminus \{0\}$ such that

$$D_F(\|\log U\|^2).(\xi \otimes \eta) = 0 \quad \text{and} \quad D^2_F(\|\log U\|^2). (\xi \otimes \eta, \xi \otimes \eta) < 0.$$

(4.2)

Since (see Appendix A)

$$D_F(\|\log U\|^2).(\xi \otimes \eta) = \langle 2 (\log V) F^{-T}, \xi \otimes \eta \rangle$$

for all $F \in \text{GL}^+(n)$ and all $\xi, \eta \in \mathbb{R}^n$, the conditions (4.2) are satisfied if there are $F \in \text{GL}^+(n)$ and two directions $\xi, \eta \neq 0$ such that

$$\langle (\log V) \xi, F^{-T} \eta \rangle = 0, \quad \text{and} \quad D^2_F(\|\log V\|^2). (\xi \otimes \eta, \xi \otimes \eta) < 0.$$

(4.3)
It is difficult to compute \( D^2_F(\|\log V\|^2) \cdot (\xi \otimes \eta, \xi \otimes \eta) \) explicitly without resorting to a cumbersome eigenvector representation. However, using the function \( h: (-\varepsilon, \varepsilon) \to \mathbb{R}_+ \) with
\[
h(t) = \frac{1}{4} \frac{1}{\| \log \sqrt{(F + t \xi \otimes \eta)^T (F + t \xi \otimes \eta)} \|^2} \| \log \sqrt{(F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T} \|^2 = \frac{1}{4} \sum_{i=1}^{n} \log^2 \mu_i(t),
\]
where \( \mu_i(t), i = 1, 2, \ldots, n \) are the eigenvalues of \((F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T\) and \( \varepsilon > 0 \) is small enough such that \( \mu_i(t) > 0 \) for all \( i = 1, 2, \ldots, n \) and all \( t \in (-\varepsilon, \varepsilon) \), we may write
\[
h'(t) = \frac{1}{4} D_F(\|\log(F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T\|^2, \xi \otimes \eta),
\]
\[
h''(t) = \frac{1}{4} D^2_F(\|\log(F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T\|^2, (\xi \otimes \eta, \xi \otimes \eta)).
\]
Hence, since
\[
h'(0) = \frac{1}{4} \langle D_F(\|\log F F^T\|^2), \xi \otimes \eta \rangle \quad \text{and} \quad h''(0) = \frac{1}{4} D^2_F(\|\log F F^T\|^2, (\xi \otimes \eta, \xi \otimes \eta)),
\]
the conditions (4.2) are satisfied if
\[
h''(0) < 0 \quad \text{and} \quad h'(0) = \frac{1}{4} \langle (\log V) \xi, F^{-T} \eta \rangle = 0.
\]

We note that once the result is established for \( n = 2 \), it can immediately be extended to arbitrary dimension \( n \) (by suitable restriction). In the two-dimensional case, the equation \( \langle (\log V) \xi, F^{-T} \eta \rangle = 0 \) is satisfied if
\[
F^{-T} \eta = a \begin{pmatrix} (\log V) \xi_2 \\ -((\log V) \xi_1) \end{pmatrix} \quad \Leftrightarrow \quad \eta = a F^T \begin{pmatrix} (\log V) \xi_2 \\ -((\log V) \xi_1) \end{pmatrix} = a F^T \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} (\log V) \xi
\]
for some number \( a \in \mathbb{R} \).

Let \( F = \begin{pmatrix} e^8 & 0 \\ 0 & e^2 \end{pmatrix} \) and \( \xi = \sqrt{2} \begin{pmatrix} 1 \\ 1 \end{pmatrix} \). Then for \( a = -1 \), (4.5) yields \( \eta = \sqrt{2} \begin{pmatrix} -e^8 \\ 4e^2 \end{pmatrix} \). The eigenvalues \( \mu_i(t) \) of \( (F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T \) are given by

\[
\mu_1(t) = \frac{e^4}{2} \left( 1 + 32t^2 + 8t + e^{12} (2t^2 - 2t + 1) + \sqrt{(32t^2 + 8t + 1 + e^{12} (2t^2 - 2t + 1))^2 - 4e^{12} (3t + 1)^2} \right),
\]
\[
\mu_2(t) = \frac{e^4}{2} \left( 1 + 32t^2 + 8t + e^{12} (2t^2 - 2t + 1) - \sqrt{(32t^2 + 8t + 1 + e^{12} (2t^2 - 2t + 1))^2 - 4e^{12} (3t + 1)^2} \right),
\]

Since \( \mu_1(t) \mu_2(t) = [\text{det}(F + t \xi \otimes \eta)]^2 = e^{20}(3t + 1)^2 \) and \( \mu_1(t) > 0 \) for all \( t \in \mathbb{R} \), the function \( h \) has the form

\[
h(t) = \frac{1}{4} \left[ \log^2 \mu_1(t) + \log^2 \left( e^{20} \frac{(3t + 1)^2}{\mu_1(t)} \right) \right] = \frac{1}{4} \left[ \log^2 \mu_1(t) + \left( 20 + 2 \log(3t + 1) - \log \mu_1(t) \right)^2 \right]
\]

for \( t \in (-\frac{1}{3}, \frac{1}{3}) \), and thus its derivatives are given by

\[
h'(t) = \frac{1}{4} \left[ \frac{2\mu'_1(t) \cdot \log \mu_1(t)}{\mu_1(t)} + \left( 40 + 4 \log(3t + 1) - 2 \log(\mu_1(t)) \right) \cdot \left( \frac{6}{3t + 1} - \frac{\mu'_1(t)}{\mu_1(t)} \right) \right],
\]
\[
h''(t) = \frac{1}{4} \left[ \frac{2\mu''_1(t) \log \mu_1(t)}{\mu_1(t)} + \frac{2\mu'_1(t)^2}{(\mu_1(t))^2} + 2 \left( \frac{6}{3t + 1} - \frac{\mu'_1(t)}{\mu_1(t)} \right)^2 - \frac{2\mu'_1(t)^2 \log \mu_1(t)}{(\mu_1(t))^2} \right]
\]

\[
+ \left( 40 + 4 \log(3t + 1) - 2 \log(\mu_1(t)) \right) \cdot \left( \frac{\mu'_1(t)^2}{(\mu_1(t))^2} - \frac{\mu''_1(t)}{\mu_1(t)} - \frac{18}{(3t + 1)^2} \right).
\]

In particular, since

\[
\mu_1(0) = e^{16}, \quad \mu'_1(0) = -2e^{16}, \quad \mu''_1(0) = \frac{2e^{16}(7 + 2e^{12})}{e^{12} - 1},
\]

we find (cf. Fig. 3)

\[
h'(0) = 0, \quad h''(0) = \frac{110 - 2e^{12}}{e^{12} - 1} < 0.
\]

In conclusion, for \( \xi = \sqrt{2} \begin{pmatrix} 1 \\ 1 \end{pmatrix} \), \( \eta = \sqrt{2} \begin{pmatrix} 4e^2 \\ -e^8 \end{pmatrix} \) and \( F = \begin{pmatrix} e^8 & 0 \\ 0 & e^2 \end{pmatrix} \), the desired conditions (4.2) are satisfied. Hence, according to Lemma 2.1 the function \( W \) cannot be rank-one convex.

### 5 Functions depending on \( \|\text{dev}_n \log U\|^2 \)

We now consider a function \( W : \text{GL}^+(n) \to \mathbb{R} \) of the form

\[
W(F) = \Psi(\|\text{dev}_n \log U\|^2) = \Psi(\|\text{dev}_n \log V\|^2) = \Psi \left( \frac{1}{n} \sum_{i,j=1}^{n} \log^2 \frac{\mu_i}{\mu_j} \right),
\]

where \( \mu_i, i = 1, 2, ..., n \) are the singular values of \( F \).

Since \( \text{dev}_n \log(U^{-1}) = -\text{dev}_n \log U \) and \( \text{dev}_n(a \log U) = \text{dev}_n \log U \) for \( a > 0 \), it is easy to see that every function \( W \) of the form (5.1) is tension-compression symmetric and isochoric, i.e. satisfies

\[
W(F) = W(F^{-1}) \quad \text{and} \quad W(aF) = W(F)
\]
for all $F \in \text{GL}^+(n)$ and all $a > 0$; note that, in particular,

$$W(F) = W\left(\frac{F}{(\det F)^{\frac{1}{3n}}}\right) \quad \text{for all } F \in \text{GL}^+(n). \quad (5.3)$$

Furthermore, in the planar case, i.e. for $n = 2$, every objective, isotropic and isochoric energy $W: \text{GL}^+(2) \to \mathbb{R}$ can be written in the form (5.1) with a unique function $\Psi: [0, \infty) \to \mathbb{R}$, and the rank-one convexity is characterized by the following result [26, 14]:

**Proposition 5.1.** Let $W: \text{GL}^+(2) \to \mathbb{R}$, $F \mapsto W(F)$ be an objective, isotropic and isochoric function and let $\Psi: [0, \infty) \to \mathbb{R}$ denote the uniquely determined functions with

$$W(F) = \Psi(\|\text{dev}_2 \log U\|^2)$$

for all $F \in \text{GL}^+(2)$ with singular values $\lambda_1, \lambda_2$. If $\Psi \in C^2([0, \infty))$, then the following are equivalent:

- i) $W$ is polyconvex,
- ii) $W$ is rank-one convex,
- iii) $2\eta \Psi''(\eta) + (1 - \sqrt{2\pi}) \Psi'(\eta) \geq 0$ for all $\eta \in (0, \infty)$.

For example, the energy $W: \text{GL}^+(2) \to \mathbb{R}$ with $W(F) = e^{k\|\text{dev}_2 \log U\|^2}$ is polyconvex for $k \geq \frac{1}{4}$.

In the three-dimensional case, however, not every function $W$ of the form $W(F) = \Psi(\|\text{dev}_3 \log V\|^2)$ such that $\Psi$ satisfies condition iii) in Proposition 5.1 is polyconvex or even rank-one convex (e.g. the mapping $F \mapsto e^{k\|\text{dev}_3 \log V\|^2}$). In fact, there exists no strictly monotone function $\Psi$ such that $W$ is rank-one convex, as the following result shows.

**Proposition 5.2.** For $n \geq 3$, there is no strictly monotone function $\Psi: [0, \infty) \to \mathbb{R}$ such that

$$F \mapsto W(F) = \Psi(\|\text{dev}_n \log V\|^2) \quad (5.4)$$

is rank-one convex in $\text{GL}^+(n)$.

**Remark 5.3.** According to Remark 3.4, for a sufficiently smooth function $W$ on $\text{GL}^+(3)$, the condition of strict monotonicity can be replaced by the requirement that $W$ is compatible with linear elasticity.

**Proof.** Without loss of generality, we consider only the case $n = 3$, since the result may be extended to arbitrary dimension $n \geq 3$ by a suitable restriction. The idea of the proof is similar to that of Proposition 4.1 i.e. we need to find $F \in \text{GL}^+(n)$ and $\xi, \eta \in \mathbb{R}^n \setminus \{0\}$ such that

$$D_F(\|\text{dev}_3 \log U\|^2). (\xi \otimes \eta) = 0 \quad \text{and} \quad D_F^2(\|\text{dev}_3 \log U\|^2). (\xi \otimes \eta, \xi \otimes \eta) < 0. \quad (5.5)$$

Since

$$D_F(\|\text{dev}_3 \log U\|^2). (\xi \otimes \eta) = \langle 2(\text{dev}_3 \log V) F^{-T}, \xi \otimes \eta \rangle = 2\langle (\text{dev}_3 \log V) \xi, F^{-T} \eta \rangle, \quad (5.6)$$

conditions (5.5) can be restated as

$$\langle (\text{dev}_3 \log V) \xi, F^{-T} \eta \rangle = 0 \quad \text{and} \quad D_F^2(\|\text{dev}_3 \log V\|^2). (\xi \otimes \eta, \xi \otimes \eta) < 0. \quad (5.7)$$

For given fixed $F \in \text{GL}^+(3)$ and $\xi \in \mathbb{R}^3$ such that $(\text{dev}_3 \log V) \xi \neq 0$, a solution $\eta \in \mathbb{R}^3$ of equation (5.7) is given by

$$F^{-T} \eta = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \theta =: m_0, \quad \theta = \frac{(\text{dev}_3 \log V) \xi}{\|\text{dev}_3 \log V\| \xi}. \quad (5.8)$$
More generally, any \( m \in \mathbb{R} \) obtained by arbitrary rotation \( Q(\vartheta, \theta) \), \( \theta \in [0, 2\pi) \) of \( m_0 \) (as given in (5.8)) around \( \vartheta \) provides a solution of (5.7)\(_1\), i.e. for given fixed \( F \in \text{GL}^+(3) \) and \( \xi \in \mathbb{R}^3 \), any \( \eta \in \mathbb{R}^3 \) given by

\[
F^{-T} \eta = m = Q(\vartheta, \theta) m_0 = Q(\vartheta, \theta) \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \vartheta,
\]

\[
\Rightarrow \eta = F^T Q(\vartheta, \theta) \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \frac{(\text{dev}_3 \log V) \xi}{\| (\text{dev}_3 \log V) \xi \|}
\]

is a solution to equation (5.7)\(_1\). Recall that for a unit vector \( \vartheta = (\vartheta_1, \vartheta_2, \vartheta_3)^T \), the matrix for a rotation by an angle \( \theta \in [0, 2\pi) \) about the axis \( \vartheta \) is given by

\[
Q(\vartheta, \theta) = \begin{pmatrix}
\cos \theta + \vartheta_1^2 (1 - \cos \theta) & \vartheta_1 \vartheta_2 (1 - \cos \theta) - \vartheta_3 \sin \theta & \vartheta_1 \vartheta_3 (1 - \cos \theta) + \vartheta_2 \sin \theta \\
\vartheta_2 \vartheta_1 (1 - \cos \theta) + \vartheta_3 \sin \theta & \cos \theta + \vartheta_2^2 (1 - \cos \theta) & \vartheta_2 \vartheta_3 (1 - \cos \theta) - \vartheta_1 \sin \theta \\
\vartheta_3 \vartheta_1 (1 - \cos \theta) - \vartheta_2 \sin \theta & \vartheta_3 \vartheta_2 (1 - \cos \theta) + \vartheta_1 \sin \theta & \cos \theta + \vartheta_3^2 (1 - \cos \theta)
\end{pmatrix}
\]

\[
= \cos \theta \mathbb{1}_3 + \sin \theta \text{anti}(\vartheta) + (1 - \cos \theta) \vartheta \otimes \vartheta,
\]

where

\[
\text{anti}(\vartheta) = \begin{pmatrix} 0 & -\vartheta_3 & \vartheta_2 \\ \vartheta_3 & 0 & -\vartheta_1 \\ -\vartheta_2 & \vartheta_1 & 0 \end{pmatrix}
\]

is the cross-product matrix of \( \vartheta \).

Again, computing \( D_2^2 (\| \text{dev}_3 \log V \|^2) (\xi \otimes \eta, \xi \otimes \eta) \) explicitly is rather inconvenient. We therefore introduce the function \( h: (-\epsilon, \epsilon) \to \mathbb{R}_+ \) given by

\[
h(t) = \| \text{dev}_n \log (F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T \|^2 = \frac{1}{4} \| \text{dev}_3 \log (F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T \|^2
\]

\[
= \frac{1}{12} \left( \log^2 \frac{\mu_1}{\mu_2} + \log^2 \frac{\mu_2}{\mu_3} + \log^2 \frac{\mu_3}{\mu_1} \right),
\]

(5.12)
where $\mu_i(t)$, $i = 1, 2, 3$ are the eigenvalues of $(F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T$ and $\varepsilon > 0$ is small enough such that $\mu_i(t) > 0$, $i = 1, 2, ..., n$ for all $t \in (-\varepsilon, \varepsilon)$. Then

$$h'(t) = \frac{1}{4} \langle D_F(\|\text{dev}_n \log (F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T\|)^2, \xi \otimes \eta \rangle,$$

$$h''(t) = \frac{1}{4} D_F^2(\|\text{dev}_n \log (F + t \xi \otimes \eta)(F + t \xi \otimes \eta)^T\|)^2, (\xi \otimes \eta, \xi \otimes \eta)$$

and thus

$$h'(0) = \frac{1}{4} \langle D_F(\|\text{dev}_n \log F F^T\|)^2, \xi \otimes \eta \rangle, \quad h''(0) = \frac{1}{4} D_F^2(\|\text{dev}_n \log F F^T\|)^2, (\xi \otimes \eta, \xi \otimes \eta).$$

(5.13)

Due to (5.9) and (5.14), in order to fulfill (5.7), it is sufficient to find $F \in \text{GL}^+(3)$, $\xi \in \mathbb{R}^3$ and $\theta \in [0, 2\pi)$ such that

$$h''(0) < 0 \quad \text{for} \quad \eta = F^T Q(\vartheta, \theta) \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \frac{(\text{dev}_3 \log V) \xi}{\| \text{dev}_3 \log V \| \xi}.$$

(5.15)

Let

$$\xi = \begin{pmatrix} 0 \\ 1 \\ \frac{1}{\sqrt{2}} \end{pmatrix}, \quad F = \begin{pmatrix} 1 & 0 & 0 \\ 0 & e^{20} & 0 \\ 0 & 0 & e^{15} \end{pmatrix} \quad \text{and} \quad \theta = \frac{\pi}{2}.$$  

(5.16)

Then

$$\vartheta = \frac{(\text{dev}_3 \log V) \xi}{\| \text{dev}_3 \log V \| \xi} = \frac{1}{\sqrt{29}} \begin{pmatrix} 0 \\ 5 \\ 2 \end{pmatrix}, \quad Q(\vartheta, \theta) = \text{anti}(\vartheta) \otimes \vartheta + \vartheta \otimes \vartheta = \frac{1}{\sqrt{29}} \begin{pmatrix} 0 & -2 & 5 \\ 2 & 25 & 10 \\ -5 & 10 & 4 \end{pmatrix}$$

and

$$\eta = F^T Q(\vartheta, \theta) \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \frac{(\text{dev}_3 \log V) \xi}{\| \text{dev}_3 \log V \| \xi} = \frac{1}{29} \begin{pmatrix} 0 & 10 e^{20} \\ -25 e^{15} & -25 e^{15} \end{pmatrix}.$$  

(5.17)

For these choices and for $t \in \left(-\frac{29\sqrt{2}}{15}, \frac{29\sqrt{2}}{15}\right)$, we directly compute

$$\mu_1(t) = 1,$$

$$\mu_2(t) = \frac{1}{1682} \left[e^{40} \left(100 t^2 + 290 \sqrt{2} t + 841\right) + e^{30} \left(625 t^2 - 725 \sqrt{2} t + 841\right) \right.$$

$$\left. - \frac{1}{2} \sqrt{4 \left(e^{40} e^{10} \left(100 t^2 + 290 \sqrt{2} t + 841\right) + 625 t^2 - 725 \sqrt{2} t + 841\right)^2 - 6728 e^{70} (15 t - 29 \sqrt{2})^2} \right],$$

$$\mu_3(t) = \frac{1}{1682} \left[e^{40} \left(100 t^2 + 290 \sqrt{2} t + 841\right) + e^{30} \left(625 t^2 - 725 \sqrt{2} t + 841\right) \right.$$

$$\left. + \frac{1}{2} \sqrt{4 \left(e^{40} e^{10} \left(100 t^2 + 290 \sqrt{2} t + 841\right) + 625 t^2 - 725 \sqrt{2} t + 841\right)^2 - 6728 e^{70} (15 t - 29 \sqrt{2})^2} \right].$$

(5.18)

Since $\mu_2(t), \mu_3(t) = [\det(F + t \xi \otimes \eta)]^2 = \frac{e^{70}(15 t - 29 \sqrt{2})^2}{1682}$, and due to (5.12), the function $h$ is given by

$$h(t) = \frac{1}{12} \left[\log^2(\mu_3(t)) + \log^2 \left(\mu_3(t) \frac{1682}{e^{70} (15 t - 29 \sqrt{2})^2}\right) + \log^2 \left(\mu_3^3(t) \frac{1682}{e^{70} (15 t - 29 \sqrt{2})^2}\right) \right].$$

(5.19)
and thus

\[
\begin{align*}
h'(t) &= \frac{1}{6(29\sqrt{2} - 15t)} \mu_3(t) \left[ \frac{1}{2}(29\sqrt{2} - 15t) \mu_3(t) \log \frac{1682 \mu_3^2(t)}{e^{70}(29\sqrt{2} - 15t)^2} + 30 \mu_3(t) \log \frac{1682 \mu_3^2(t)}{e^{140}(29\sqrt{2} - 15t)^4} \right], \\
h''(t) &= \frac{1}{2(29\sqrt{2} - 15t)^2} \mu_3(t) \left[ -\left(29\sqrt{2} - 15t\right)^2 \left(\mu_3(t)^2 \log \frac{1682 \mu_3^2(t)}{e^{70}(29\sqrt{2} - 15t)^2} - 2\right) + \left(29\sqrt{2} - 15t\right)^2 \mu_3(t) \mu''_3(t) \log \frac{1682 \mu_3^2(t)}{e^{70}(29\sqrt{2} - 15t)^2} \\
&\quad+ 60 \left(29\sqrt{2} - 15t\right) \mu_3(t) \mu'_3(t) + 150 \mu_3^2(t) \left(\log \frac{1682 \mu_3^2(t)}{e^{140}(29\sqrt{2} - 15t)^4} + 4\right) \right].
\end{align*}
\]

At \( t = 0 \), we find

\[
\begin{align*}
h'(0) &= \frac{1}{174\sqrt{2} \mu_3(0)} \left[ 87\sqrt{2} \mu'_3(0) \log \frac{\mu_3^2(0)}{e^{70}} + 30 \mu_3(0) \log \frac{\mu_3^2(0)}{e^{140}} \right], \\
h''(0) &= \frac{1}{3364 \mu_3^2(0)} \left[ -1682 (\mu'_3(0))^2 \left(\log \frac{\mu_3^2(0)}{e^{70}} - 2\right) + 1682 \mu'_3(0) \mu''_3(0) \log \frac{\mu_3^2(0)}{e^{70}} \\
&\quad+ 1740 \sqrt{2} \mu_3(0) \mu'_3(0) + 150 \mu_3^2(0) \left(\log \frac{\mu_3^2(0)}{e^{140}} + 4\right) \right].
\end{align*}
\]

and since \( \mu_3(0) = e^{40} \), \( \mu'_3(0) = \frac{10\sqrt{2} e^{40}}{29} \), \( \mu''_3(0) = \frac{25(e^{40} + 8 e^{50})}{841(e^{10} - 1)} \), we finally obtain (cf. Fig. 3)

\[
\begin{align*}
h'(0) &= 0, \\
h''(0) &= -\frac{25(4 e^{10} - 49)}{841(e^{10} - 1)} < 0,
\end{align*}
\]

completing the proof of the non-rank-one-convexity of \( W \).

\[ \square \]

5.1 Isochoric, tension-compression symmetric energies

For \( n \geq 3 \), not every isotropic energy on \( \text{GL}^+(n) \) which is isochoric as well as tension-compression symmetric, i.e. satisfies \( W(F) = W(F^{-1}) = W(aF) \) for all \( F \in \text{GL}^+(n) \) and all \( a > 0 \), can be represented in terms of \( \|\text{dev}_n \log U\|^2 \) alone. An example of such a function which cannot be written in the form \( W(F) = \Psi(\|\text{dev}_n \log U\|^2) \) is given by \( W : \text{GL}^+(3) \rightarrow \mathbb{R} \) with

\[ W(F) = [\det(\text{dev}_3 \log U)]^2. \]

It is straightforward to check that \( W \) is isochoric and tension-compression symmetric. Furthermore, for

\[
U_1 = \begin{pmatrix}
e & 0 & 0 \\
e & 0 & 0 \\
e^{\nu} & 0 & 0
e^{-2}
\end{pmatrix}
\quad\text{and}\quad
U_2 = \begin{pmatrix}
e^{\sqrt{3}} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & e^{-\sqrt{3}}
\end{pmatrix},
\]

we find

\[
W(U_1) = \left[ \det \begin{pmatrix}1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2\end{pmatrix} \right]^2 = 4 \neq 0 = \left[ \det \begin{pmatrix}\sqrt{3} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\sqrt{3}\end{pmatrix} \right]^2 = W(U_2).
\]
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However, since

$$\|\text{dev}_3 \log U_1\|^2 = \|\text{dev}_3 \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{pmatrix}\|^2 = 6 = \|\text{dev}_3 \begin{pmatrix} \sqrt{3} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -\sqrt{3} \end{pmatrix}\|^2 = \|\text{dev}_3 \log U_2\|^2,$$

the equality $\Psi(\|\text{dev}_3 \log U_1\|^2) = \Psi(\|\text{dev}_3 \log U_2\|^2)$ must hold for all functions $\Psi: [0, \infty) \rightarrow \mathbb{R}$. Therefore $W$ cannot be expressed in the form $W(F) = \Psi(\|\text{dev}_3 \log U\|^2)$.

Since our attempts to find a function $\Psi$ such that $F \mapsto \Psi(\|\text{dev}_3 \log U\|^2)$ is rank-one on $\text{GL}^+(3)$ turned out to be in vain, we considered the possibility that a tension-compression symmetric and isochoric elastic energy on $\text{GL}^+(3)$ cannot be rank-one convex in general. However, as the following example demonstrates, this assumption turned out to be false, showing that the non-ellipticity of (5.1) for $n = 3$ is a more particular drawback of the logarithmic formulation alone.

Consider the invariants $\hat{I}_1, \hat{I}_2, \hat{I}_3: \text{GL}^+(3) \rightarrow \mathbb{R}$ defined by

$$\hat{I}_1(F) = \frac{\lambda_1^2}{\lambda_2 \lambda_3}, \quad \hat{I}_2(F) = \frac{\lambda_1 \lambda_2}{\lambda_3^2}, \quad \hat{I}_3(F) = \lambda_1 \lambda_2 \lambda_3 \quad (5.24)$$

for $F \in \text{GL}^+(3)$ with (ordered) singular values $\lambda_1 \geq \lambda_2 \geq \lambda_3$. Then $\hat{I}_1$ and $\hat{I}_2$ are isochoric, i.e. $\hat{I}_i(aF) = \hat{I}_i(F)$ for all $a > 0$ and $i \in \{1, 2\}$. Furthermore\(^6\)

$$\hat{I}_1(F^{-1}) = \frac{\lambda_3^{-2}}{\lambda_2^{-1} \lambda_1^{-1}} = \frac{\lambda_1 \lambda_2}{\lambda_3^2} = \hat{I}_2(F)$$

and

$$\hat{I}_2(F^{-1}) = \hat{I}_1((F^{-1})^{-1}) = \hat{I}_1(F) .$$

**Lemma 5.4.** The functions $\hat{I}_1, \hat{I}_2$ and $\hat{I}_3$ are polyconvex.

\(^6\)Note that the largest singular value of $F^{-1}$ is $\frac{1}{\lambda_3}$.
Proof. We use the representations

\[ \hat{I}_1(F) = \frac{\lambda_1^2}{\lambda_2 \lambda_3} = \frac{\lambda_1^3}{\lambda_1 \lambda_2 \lambda_3} = \frac{\|F\|_2^2}{\det F}, \]
\[ \hat{I}_2(F) = \frac{\lambda_1 \lambda_2}{\lambda_3^2} = \lambda_1 \lambda_2 \lambda_3 \cdot \left( \frac{1}{\lambda_3} \right)^3 = (\det F) \cdot \|F^{-1}\|_2^3 = w^*(F), \] (5.25)
\[ \hat{I}_3(F) = \lambda_1 \lambda_2 \lambda_3 = \det F, \]

where \( w^* \) denotes the Shield transformation\(^7\) of the function \( w: \text{GL}^+(3) \to \mathbb{R} \) with \( w(F) = \|F\|_2^3 \).

The polyconvexity of \( \hat{I}_3 \) is obvious, the proof of the polyconvexity of \( \hat{I}_1 \) can be adapted from [15, Lemma 3.2] and \( \hat{I}_2 \) is polyconvex as the Shield transformation of the polyconvex mapping \( w \) [51].

Proposition 5.5. The energy function \( W: \text{GL}^+(3) \to \mathbb{R} \) with

\[ W(F) = \hat{I}_1(F) + \hat{I}_2(F) = \frac{\lambda_1^2}{\lambda_2 \lambda_3} + \frac{\lambda_1 \lambda_2}{\lambda_3^2} \]

for all \( F \in \text{GL}^+(3) \) with ordered singular values \( \lambda_1 \geq \lambda_2 \geq \lambda_3 \) is isochoric, tension-compression symmetric and polyconvex.

Proof. The polyconvexity of \( W \) follows directly from the polyconvexity of \( \hat{I}_1 \) and \( \hat{I}_2 \), see Lemma 5.4. Similarly, \( W \) is isochoric as the sum of the isochoric functions \( \hat{I}_1, \hat{I}_2 \). Furthermore,

\[ W(F^{-1}) = \hat{I}_1(F^{-1}) + \hat{I}_2(F^{-1}) = \hat{I}_2(F) + \hat{I}_1(F) = W(F), \]

thus \( W \) is tension-compression symmetric as well.

Since polyconvexity implies rank-one convexity, the energy function \( W \) given in Proposition 5.5 is an example of a rank-one convex energy on \( \text{GL}^+(3) \) which is isochoric and tension-compression symmetric. However, \( W \) cannot be expressed as a function of \( \|\text{dev}_3 \log U\|^2 \), since for \( U_1, U_2 \) as defined in (5.23), we find

\[ W(U_1) = \frac{e^2}{e \cdot e^{-2}} + \frac{e \cdot e}{(e^{-2})^2} = e^3 + e^6 \neq 2e^{3\sqrt{3}} = \frac{(e\sqrt{3})^2}{1 \cdot e^{-\sqrt{3}}} + \frac{e\sqrt{3} \cdot 1}{(e^{-\sqrt{3})^2}} = W(U_2). \]

6 The volumetric-isochoric split

A function \( W \) on \( \text{GL}^+(n) \) is called \textit{volumetric-isochorically split} if it is of the form

\[ W = W_{\text{iso}}(F) + W_{\text{vol}}(\det F) \] (6.1)

with a function \( W_{\text{vol}}: [0, \infty) \to \mathbb{R} \) and an objective, isotropic function \( W_{\text{iso}}: \text{GL}^+(2) \to \mathbb{R} \) which is additionally isochoric, i.e. satisfies \( W_{\text{iso}}(aF) = W_{\text{iso}}(F) \) for all \( F \in \text{GL}^+(2) \) and all \( a > 0 \).

In the two-dimensional case, every isochoric-volumetrically decoupled energy \( W: \text{GL}^+(2) \to \mathbb{R}_+ \) can be written in the form [26]

\[ W(F) = \Psi(\|\text{dev}_2 \log U\|^2) + W_{\text{vol}}(\det F) \] (6.2)

with some function \( \Psi: \mathbb{R}_+ \to \mathbb{R}_+ \). According to Proposition 5.1 (cf. [13, page 213]), an energy \( W \) of the form (6.2) is rank-one convex for any convex function \( W_{\text{vol}} \) and any function \( \Psi \) satisfying the inequality

\(^7\)The Shield transformation of \( W^* \) of \( W: \text{GL}^+(n) \to \mathbb{R}^n \) is given by \( W^*(F) = (\det F) \cdot W(F^{-1}) \).
are rank-one convex for \( \eta \). However, we show that
\[
\| \text{dev log } U \| \leq \hat{k} \geq \frac{1}{8}.
\]

In the three-dimensional case, not every objective, isotropic and isochoric energy function may be written as function of \( \| \text{dev log } V \| \). It is also known that there exist volumetric-isochorically decoupled energies which are rank-one convex, see for example Section 5.1. However, we show that

**Theorem 6.1.** For \( n \geq 3 \), there do not exist two-times continuously differentiable functions \( \Psi : [0, \infty) \to \mathbb{R} \) and \( W_{\text{vol}} : [0, \infty) \to \mathbb{R} \) with \( \Psi'(0) > 0 \) such that
\[
W(F) = \Psi(\| \text{dev log } V \|^2) + W_{\text{vol}}(\det F)
\]
is rank-one convex on \( \text{GL}^+(n) \).

**Remark 6.2.** According to Remark [3.4], the condition \( \Psi'(0) > 0 \) can be replaced by the requirement that \( W \) is compatible with linear elasticity in the three-dimensional case.

**Proof.** We prove the result only for \( n = 3 \). First, we compute the second derivative for the volumetric part. Since
\[
\det(F + H) = \det F + \langle H, \text{Cof } F \rangle + \langle \text{Cof } H, F \rangle + \det H,
\]
we find
\[
D_F(\det F).H = \langle H, \text{Cof } F \rangle = \det F \langle F^{-1} H, \mathbb{1} \rangle = \det F \text{ tr}(F^{-1} H)
\]
as well as
\[
D_F^2(\det F).(H, H) = 2 \langle \text{Cof } H, F \rangle.
\]

With \( H = \xi \otimes \eta \), using that \( \text{Cof}(\xi \otimes \eta) = 0 \), we thus find
\[
D_F^2 W_{\text{vol}}(\det F).(H, H) = W_{\text{vol}}'(\det F) \langle D_F(\det F).H \rangle^2 + W_{\text{vol}}'(\det F) D_F^2(\det F).(H, H)
\]
\[
= W_{\text{vol}}'(\det F) \langle \det F \langle F^{-1} H, \mathbb{1} \rangle \rangle^2.
\]

Regarding the isochoric part, we recall that
\[
D_F W_{\text{iso}}(F).\xi \otimes \eta = \Psi'(\| \text{dev log } V \|^2) \cdot D_F(\| \text{dev log } V \|^2).\xi \otimes \eta,
\]
\[
D_F^2 W_{\text{iso}}(F).(\xi \otimes \eta, \xi \otimes \eta) = \Psi''(\| \text{dev log } V \|^2) \cdot [D_F(\| \text{dev log } V \|^2).\xi \otimes \eta]^2
\]
\[
+ \Psi'(\| \text{dev log } V \|^2) \cdot D_F^2(\| \text{dev log } V \|^2).(\xi \otimes \eta, \xi \otimes \eta).
\]

Therefore, the rank-one convexity condition for the total energy \( W \) reads
\[
0 \leq \Psi''(\| \text{dev log } V \|^2) \cdot D_F(\| \text{dev log } V \|^2).\xi \otimes \eta]^2
\]
\[
+ \Psi'(\| \text{dev log } V \|^2) \cdot D_F^2(\| \text{dev log } V \|^2).(\xi \otimes \eta, \xi \otimes \eta) + W_{\text{vol}}'(\det F) \langle \det F \rangle^2 \langle F^{-1}(\xi \otimes \eta), \mathbb{1} \rangle^2
\]
or, equivalently (cf. (5.6)),
\[
0 \leq 4 \Psi''(\| \text{dev log } V \|^2) \cdot \langle (\text{dev log } V) \xi, F^{-T} \eta \rangle^2
\]
\[
+ \Psi'(\| \text{dev log } V \|^2) \cdot D_F^2(\| \text{dev log } V \|^2).(\xi \otimes \eta, \xi \otimes \eta) + W_{\text{vol}}'(\det F) \langle \det F \rangle^2 \langle \xi, F^{-T} \eta \rangle^2.
\]
In the following, we choose

\[ F_0 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & e^{20} & 0 \\ 0 & 0 & e^{10} \end{pmatrix}, \]  

(6.11)

and

\[ \xi = \begin{pmatrix} \sqrt{3} \sin(\alpha) \\ \sqrt{3} \cos(\alpha) \\ \frac{1}{2} \end{pmatrix}, \quad \eta = F_0^T \{ \xi \times ([\text{dev}_3 \log V_0]) \xi \}, \]  

(6.12)

where \( V_0 = \sqrt{F_0 F_0^T} = F_0 \). Then obviously

\[ \langle \xi, F_0^{-T} \eta \rangle = 0 \quad \text{and} \quad \langle (\text{dev}_3 \log V_0) \xi, F_0^{-T} \eta \rangle = 0. \]  

(6.13)

Assume now that the energy \( W \) is rank-one convex. Then, due to (6.10) and (6.13),

\[ \Psi'(\|\text{dev}_3 \log V_0\|^2) \cdot D^2 F(\|\text{dev}_3 \log V_0\|^2) \bigg|_{F = F_0} \langle \xi \otimes \eta, \xi \otimes \eta \rangle \geq 0. \]  

(6.14)

We will show that this inequality is violated. Again, we use the equality

\[ h''(0) = \frac{1}{4} D^2 F(\|\text{dev}_3 \log F F^T\|^2) \bigg|_{F = F_0} \langle \xi \otimes \eta, \xi \otimes \eta \rangle, \]  

(6.15)

where

\[ h(t) = \|\text{dev}_3 \log (F_0 + t \xi \otimes \eta)(F_0 + t \xi \otimes \eta)^T\|^2 = \frac{1}{12} \left[ \log^2 \frac{\mu_1(t)}{\mu_2(t)} + \log^2 \frac{\mu_2(t)}{\mu_3(t)} + \log^2 \frac{\mu_3(t)}{\mu_1(t)} \right] \]

for \( t \in (-\varepsilon, \varepsilon) \), \( \varepsilon \) sufficiently small, and \( \mu_i(t), i = 1, 2, 3 \), denote the eigenvalues of \( (F_0 + t \xi \otimes \eta)(F_0 + t \xi \otimes \eta)^T \).

Figure 6: The graph of the function \( h \). At the critical point \( t = 0 \), the function \( h \) is concave, i.e. \( h''(0) < 0 \), thus the rank-one convexity condition in (6.10) is violated.

After some lengthy computation, we find

\[ h''(0) = \frac{75(e^{10}(319 - 185\sqrt{3}) + 140e^{20} + 185\sqrt{3} + 301)}{16(e^{10} - 1)} \approx -6.70031 < 0, \]

completing the proof; the graph of the mapping \( t \mapsto h(t) \) is also shown in Fig. 6. \[ \square \]
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which holds for any continuously differentiable isotropic function $\Phi: \text{Sym}^+ \rightarrow \mathbb{R}$. There are multiple ways of computing the derivative of the mapping $F \mapsto \|\log U\|^2$. Here, we discuss two ways of obtaining the derivative: a general formula for the trace of so-called primary matrix functions and a method used by Vallée [53, 54] (and indicated earlier by Richter [43]) for computing the Kirchhoff stress tensor corresponding to a hyperelastic material.

For any function $f: \mathbb{R}^+ \rightarrow \mathbb{R}$, we also denote by $f$ the corresponding primary matrix function, which is uniquely defined by the equality

$$f(Q^T \text{diag}(\lambda_1, \ldots, \lambda_n) Q) = Q^T \text{diag}(f(\lambda_1), \ldots, f(\lambda_n)) Q$$

for all $\lambda_i > 0$ and all $Q \in O(n)$. If $f: \mathbb{R}^+ \rightarrow \mathbb{R}$ is differentiable, then [27]

$$D_S(\text{tr } f(S)) = f'(S),$$

where $f'$ is interpreted as the primary matrix function corresponding to $f': \mathbb{R}^+ \rightarrow \mathbb{R}$. In particular, since $\frac{d}{dt} \log^2(t) = 2 \frac{\log t}{t} =: w(t)$, we find

$$D_B(||\log B||^2) = D_B(\text{tr}(\log^2(B))) = w(B) = 2 \log(B) B^{-1} = 2B^{-1} \log(B).$$

We can obtain the same result by applying Vallée’s general formula [54]

$$D_X \Phi(\exp(X)).\vec{H} = \langle (D\Phi)(\exp(X)), \exp(X) \cdot \vec{H} \rangle,$$

which holds for any continuously differentiable isotropic function $\Phi: \text{Sym}^+(n) \rightarrow \mathbb{R}$, to the special case $\Phi(X) = ||X||^2$, which yields

$$\langle 2X, \vec{H} \rangle = D_X(||X||^2).\vec{H} = D_X \Phi(\exp(X)).\vec{H} = \langle (D\Phi)(\exp(X)), (\exp(X) \cdot \vec{H}) \rangle$$

and thus, with $X = \log B$ and $\vec{H} = B^{-1}H$,

$$\langle D_{\log B}||\log B||^2, H \rangle = \langle (D\Phi)(\log B), \exp(\log B) \cdot B^{-1}H \rangle \overset{\text{A.2}}{=} \langle 2\log(B) B^{-1}, H \rangle = \langle 2B^{-1} \log(B), H \rangle.$$
We can now directly obtain the derivative with respect to $F$:

\[
\left(DF\|\log U\|^2\right)H = \frac{1}{4} \left(DF\|\log B\|^2\right)H
\]

\[
= \frac{1}{4} \langle D_B(\|\log(B)\|^2, DF(B)H \rangle
\]

\[
= \frac{1}{2} \langle \log(B)B^{-1}, DF(FF^T)H \rangle
\]

\[
= \frac{1}{2} \langle \log(B)B^{-1}, FH^T + HFT \rangle
\]

\[
= \frac{1}{2} \langle B^{-1} \log(B), FH^T \rangle + \frac{1}{2} \langle \log(B)B^{-1}, HFT \rangle
\]

\[
= \langle F^{-T}F^{-1} \log(V), FH^T \rangle + \langle \log(V)F^{-T}F^{-1}, HFT \rangle
\]

\[
= \langle F^{-1} \log(V), H^T \rangle + \langle \log(V)F^{-T}, H \rangle = 2 \langle \log(V)F^{-T}, H \rangle.
\]