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1 INTRODUCTION

Determining the computational complexity of the Graph Isomorphism (GI) Problem is a long-standing open question in theoretical computer science (see, e.g., [19]). The problem is easily seen to be contained in NP, but it is neither known to be in PTIME nor known to be NP-complete. In a breakthrough result, Babai [1] obtained a quasipolynomial-time algorithm for testing isomorphism of graphs (i.e., an algorithm running in time \( n^{\text{polylog}(n)} \) where \( n \) denotes the number of vertices of the input graphs), achieving the first improvement over the previous best algorithm running in time \( n^{O(\sqrt{n / \log n})} \) [4] in over three decades. The algorithm advances both group-theoretic techniques for GI, dating back to Luks [23], as well as our understanding of combinatorial approaches such as the Weisfeiler–Leman algorithm (see, e.g., [8, 18]). However, it remains wide open whether GI can be solved in polynomial time.

Polynomial-time algorithms for testing isomorphism are known for various restricted classes of graphs (see, e.g., [3, 6, 11, 16, 17, 23–25, 29]). One of the most general results in this direction due...
to Grohe and Marx [11] states that isomorphism can be tested in polynomial time for all graph classes that exclude a fixed graph as a topological subgraph. In particular, this includes previous results solving GI in polynomial time on all graphs excluding a fixed graph as a minor [29] and all graphs of bounded maximum degree [23].

A common feature of all these algorithms is that the exponent of the running time depends at least linearly on the parameter in question. In light of Babai’s quasipolynomial-time algorithm, it seems natural to ask for which graph parameters \( k \) the GI Problem can be solved in time \( n^{\text{polylog}(k)} \). The first step towards answering this question was achieved by Grohe, Schweitzer and the present author [13] presenting an isomorphism algorithm running in time \( n^{\text{polylog}(d)} \) where \( n \) denotes the number of vertices and \( d \) the maximum degree of the input graphs. Further extending the group-theoretic advances of Babai’s algorithm, subsequent work resulted in algorithms testing isomorphism in time \( n^{\text{polylog}(k)} \) for graphs of tree-width \( k \) [35] and time \( n^{\text{polylog}(g)} \) for graphs of Euler genus \( g \) [27]. Both of these results were generalized in [15] obtaining an isomorphism test running in time \( n^{\text{polylog}(h)} \) for \( n \)-vertex graphs excluding an arbitrary \( h \)-vertex graph as a minor. For a recent survey, we also refer to [12]. In this work, we further generalize these results to all graphs that exclude an arbitrary \( h \)-vertex graph as a topological subgraph.

Recall that a graph \( H \) is a topological subgraph of a graph \( G \) if \( H \) can be obtained from \( G \) by deleting vertices and edges as well as dissolving degree two vertices (i.e., deleting a vertex of degree two and connecting its two neighbors). A graph \( G \) excludes \( H \) as a topological subgraph if \( G \) has no topological subgraph that is isomorphic to \( H \). For example, by Kuratowski’s Theorem, planar graphs can be characterized by excluding \( K_5 \) and \( K_{3,3} \) as topological subgraphs. Note that, whenever a graph \( H \) is a topological subgraph of \( G \), then \( H \) is also a minor of \( G \). Hence, any graph class that excludes some graph \( H \) as a minor in particular excludes \( H \) as a topological subgraph. As another observation, the maximum degree of a topological subgraph \( H \) of \( G \) is at most the maximum of degree of \( G \). Thus, any graph of maximum degree \( d \) excludes the complete graph \( K_{d+2} \) on \( d + 2 \) vertices as a topological subgraph.

The main result of this work is a new isomorphism algorithm for graphs that exclude some \( h \)-vertex graph as a topological subgraph which significantly improves the previous best algorithm due to Grohe and Marx [11].

**Theorem 1.1.** The GI Problem for graphs excluding some \( h \)-vertex graph as a topological subgraph can be solved in time \( n^{\text{polylog}(h)} \).

By the comments above, this result also unifies and extends previous isomorphism tests for graphs of maximum degree \( d \) running in time \( n^{\text{polylog}(d)} \) [13] and for graphs of Hadwiger number \( h \) (i.e., the maximum \( h \) such that \( K_h \) is a minor of the input graph) running in time \( n^{\text{polylog}(h)} \) [15].

Observe that a graph \( G \) excludes some \( h \)-vertex graph as a topological subgraph if and only if it excludes \( K_h \), the complete graph on \( h \) vertices, as a topological subgraph. Hence, in the following, we restrict our attention to graphs that exclude \( K_h \) as a topological subgraph.

On a high level, the algorithm follows the same decomposition strategy that is already used by Grohe et al. in [15] for testing isomorphism of graphs excluding \( K_h \) as a minor. The main idea is to decompose an input graph \( G \) into parts \( D \subseteq V(G) \) such that the interplay between the parts is simple, and \( G \) restricted to \( D \) is \( t \text{-\textsc{CR-bound}} \) for some number \( t \) that is polynomially bounded in \( h \). Intuitively speaking, a graph \( G \) is \( t \text{-\textsc{CR-bound}} \) (where \( t \in \mathbb{N} \)) if an initially uniform coloring can be transformed into a discrete coloring (i.e., a coloring where every vertex has its own color) by repeatedly applying the standard Color Refinement algorithm and splitting color classes of size at most \( t \). Building on the group-theoretic isomorphism machinery dating back to Luks [23] as well as recent extensions [27], isomorphism of \( t \text{-\textsc{CR-bound}} \) graphs can be decided in time \( n^{\text{polylog}(t)} \) (where \( n \) denotes the number of vertices of the input graphs).
In order to decompose the input graph $G$ into suitable parts $D \subseteq V(G)$, Grohe et al. [15] introduce the $t$-closure $\text{cl}_t^G(X)$ of a set $X \subseteq V(G)$ as the set of all uniquely colored vertices after artificially individualizing all vertices from $X$ and applying the $t$-CR procedure (i.e., repeatedly applying the standard Color Refinement algorithm and splitting color classes of size at most $t$). Now, the central idea is to define $D := \text{cl}_t^G(X)$ for a suitable set $X$ (we will refer to $X$ as the initial set). In order for this approach to work out, the following two statements are crucial where $t$ is some number polynomially bounded in $h$.

(A) For every $X \subseteq V(G)$ it holds that $|N_G(Z)| < h$ for every connected component $Z$ of $G \setminus D$ where $D := \text{cl}_t^G(X)$.

(B) There is a polynomial-time algorithm that computes an isomorphism-invariant initial set $\emptyset \neq X \subseteq V(G)$ such that $X \subseteq \text{cl}_t^G(v)$ for every $v \in X$.

Assuming both statements are true, one can build an isomorphism test for graphs $G_1$ and $G_2$ as follows. First, we compute sets $X_1 \subseteq V(G_1)$ and $X_2 \subseteq V(G_2)$ using Property (B) and define $D_i := \text{cl}_t^{G_i}(X_i)$ for both $i \in \{1, 2\}$. Afterward, we recursively compute isomorphisms between all pairs of connected components of $G_1 \setminus D_1$ and $G_2 \setminus D_2$. By Property (B), $G_i$ is $t$-CR-bounded on $D_i$ after individualizing a single vertex $v \in X_i$. Hence, isomorphism between $G_1[D_1]$ and $G_2[D_2]$ can be decided in time $n^{\text{polylog}(t)} = n^{\text{polylog}(h)}$. Also, using the techniques from [14, 35] and Property (A), it is possible to incorporate the partial isomorphisms between the connected components of $G_1 \setminus D_1$ and $G_2 \setminus D_2$, overall resulting in an isomorphism test between $G_1$ and $G_2$ running in time $n^{\text{polylog}(h)}$.

We remark that, for this strategy to work out, it is crucial to define $D_i$ in an isomorphism-invariant manner as to not compare two graphs that are decomposed in structurally different ways. Observe that $D_i$ is indeed defined in an isomorphism-invariant way since the initial set $X_i$ is by Property (B).

While Grohe et al. [15] already prove Property (A) for graphs excluding $K_h$ as a topological subgraph, their proof of Property (B) crucially requires closure under taking minors. More precisely, for Property (B), Grohe et al. provide a complicated algorithm that essentially contracts certain parts of the input graph $G$, and then builds the set $X$ from a solution $X'$ computed by recursion for the contracted graph $G'$. Unfortunately, such a strategy is infeasible for graphs excluding $K_h$ as a topological subgraph since the corresponding class of graphs is not closed under taking minors.

The main technical contribution of this work is to provide an alternative algorithm for Property (B) that works for all graphs excluding $K_h$ as topological subgraph. Indeed, our algorithm is much simpler than the one from [15] and solely relies on the well-known Weisfeiler–Leman algorithm (see, e.g., [8, 18]). The Weisfeiler–Leman algorithm is a standard tool in the context of isomorphism testing and computes an isomorphism-invariant coloring of $k$-tuples of vertices of a graph $G$. Our main technical result is that the 3-dimensional Weisfeiler–Leman algorithm is able to provide a suitable initial set $X$.

**Theorem 1.2.** Let $G$ be a connected graph that excludes $K_h$ as a topological subgraph and let $t = \Omega(h^3)$. Then there is a color $c_0 \in \{\chi_{WL}^3[G](v, v, v) \mid v \in V(G)\}$ such that, for $\chi(v, w) := \chi_{WL}^3[G](v, w, w)$ for all $v, w \in V(G)$ and $X := \{v \in V(G) \mid \chi_{WL}^3[G](v, v, v) = c_0\}$, it holds that

$$X \subseteq \text{cl}_t^{G, \chi}(v)$$

for all $v \in X$.

Here, $\chi_{WL}^3[G] : (V(G))^3 \to C$ denotes the coloring of 3-tuples computed by the 3-dimensional Weisfeiler–Leman algorithm. We remark that the $t$-closure needs to be taken over a colored version of $G$ (where every pair $(v, w)$ of vertices is colored by $\chi(v, w)$) which, however, does not pose any problems for the final algorithm.
Observe that Theorem 1.2 implies Property (B) since the coloring \( \chi^3_{WL}[G] \) can be computed in polynomial time and we can simply try all possible colors \( c_0 \in \{ \chi^3_{WL}[G](v, v, v) \mid v \in V(G) \} \) to find a good set \( X \) (if more than one color yields a good set \( X \), we simply take the smallest color according to some fixed linear order on the colors).

The proof of Theorem 1.2 builds on a lengthy and technical analysis of the coloring \( \chi \). As a main tool for the proof, we introduce the \( t \)-closure graph of \( (G, \chi) \) which is a directed graph \( H \) on the same vertex set as \( G \) and with an edge \((v, w)\) for all \( v, w \in V(G) \) such that \( w \in cl^t_{\chi}(v) \). Building on properties of the 3-dimensional Weisfeiler–Leman algorithm, we show that it is possible to choose \( X := \{ v \in V(G) \mid \chi^3_{WL}[G](v, v, v) = c_0 \} \) in such a way that \( X \) only contains vertices appearing in maximal strongly connected components of \( H \) (a strongly connected component of \( H \) is maximal if it has no outgoing edges). This implies that \( cl^t_{\chi}(v) \) and \( cl^t_{\chi}(v') \) are either disjoint or equal for all \( v, v' \in X \), since \( cl^t_{\chi}(v) \) is exactly the strongly connected component of \( H \) that contains \( v \). Assuming there are \( v, v' \in X \) such that \( cl^t_{\chi}(v) \) and \( cl^t_{\chi}(v') \) are disjoint, we proceed by constructing a large number of pairwise internally vertex-disjoint paths between such sets leading to a topological subgraph of \( G \) with high edge-density. Eventually, this contradicts the fact that the average degree of every topological subgraph of \( G \) is bounded by a polynomial function in \( h \) [7, 22].

Besides the isomorphism test for graphs excluding \( K_h \) as a topological subgraph, the algorithmic approach taken in this article also provides some structural insights into the automorphism groups of graphs without a topological subgraph isomorphic to \( K_h \). We show that every such graph \( G \) admits a tree decomposition of adhesion width at most \( h - 1 \) (i.e., the intersection between any two bags has size at most \( h - 1 \)) such that the automorphism group of \( G \) restricted to a single bag is similar to those of graphs of bounded maximum degree. More precisely, for \( d \geq 1 \), let \( \widehat{\Gamma}_d \) denote the class of groups \( \Gamma \) such that every composition factor of \( \Gamma \) is isomorphic to a subgroup of \( S_d \) (the symmetric group on \( d \) points). It is well-known that the automorphism group of every connected graph \( G \) of maximum degree \( d \) is in the class \( \widehat{\Gamma}_d \) after individualizing a single vertex of \( G \) [23]. We obtain the following structural insights on the automorphism group \( Aut(G) \) of a graph \( G \) excluding \( K_h \) as a topological subgraph.

**Theorem 1.3.** Let \( G \) be a graph that excludes \( K_h \) as a topological subgraph. Then there is an isomorphism-invariant tree decomposition \((T, \beta)\) of \( G \) such that

1. the adhesion-width of \((T, \beta)\) is at most \( h - 1 \), and
2. for every \( t \in V(T) \) there is some \( v \in \beta(t) \) such that \((Aut(G))_v[\beta(t)] \in \widehat{\Gamma}_d \) for some \( d = O(h^2) \).

Here, \((Aut(G))_v[\beta(t)]\) denotes the restriction of \( Aut(G) \) to the bag \( \beta(t) \) after individualizing the vertex \( v \).

The remainder of this work is structured as follows. In the next section, we give the necessary preliminaries. Afterward, we define \( t \)-CR-bounded graphs and the corresponding closure operator in Section 3 and provide a more detailed overview of the main algorithm. In Section 4, we prove the main technical theorem of this work which provides a suitable initial set \( X \). Based on this result, we assemble the main algorithm in Sections 5 and 6.

## 2 PRELIMINARIES

### 2.1 Graphs

A graph is a pair \( G = (V(G), E(G)) \) consisting of a vertex set \( V(G) \) and an edge set \( E(G) \). All graphs considered in this article are finite and simple (i.e., they contain no loops or multiple edges). Moreover, unless explicitly other stated, all graphs are undirected. For an undirected graph \( G \)
and \( v, w \in V(G) \), we write \( vw \) as a shorthand for \( \{v, w\} \in E(G) \). The neighborhood of a vertex \( v \in V(G) \) is denoted by \( N_G(v) \). The degree of \( v \), denoted by \( \text{deg}(v) \), is the number of edges incident with \( v \), i.e., \( \text{deg}_G(v) = |N_G(v)| \). For \( X \subseteq V(G) \), we define \( N_G[X] := X \cup \bigcup_{v \in X} N_G(v) \) and \( N_G(X) := N_G[X] \setminus X \). If the graph \( G \) is clear from context, we usually omit the index and simply write \( N(v) \), \( \text{deg}(v) \), \( N[X] \) and \( N(X) \).

We write \( K_n \) to denote the complete graph on \( n \) vertices. A graph is regular if every vertex has the same degree. A bipartite graph \( G = (V_1, V_2, E) \) is called \( (d_1, d_2) \)-biregular if all vertices \( v_i \in V_i \) have degree \( d_i \) for both \( i \in \{1, 2\} \). In this case \( d_1 \cdot |V_1| = d_2 \cdot |V_2| = |E| \). By a double edge counting argument, for each subset \( S \subseteq V_i \), \( i \in \{1, 2\} \), it holds that \( |S| \cdot d_i \leq |N_G(S)| \cdot d_{3-i} \). A bipartite graph is biregular, if there are \( d_1, d_2 \in \mathbb{N} \) such that \( G \) is \( (d_1, d_2) \)-biregular. Each biregular graph satisfies the Hall condition, i.e., for all \( S \subseteq V_1 \) it holds \( |S| \leq |N_G(S)| \) (assuming \( |V_1| \leq |V_2| \)). Thus, by Hall’s Marriage Theorem, each biregular graph contains a matching of size \( \min(|V_1|, |V_2|) \).

A path of length \( k \) from \( v \) to \( w \) is a sequence of distinct vertices \( v = u_0, u_1, \ldots, u_k = w \) such that \( u_{i-1}u_i \in E(G) \) for all \( i \in [k] := \{1, \ldots, k\} \). The distance between two vertices \( v, w \in V(G) \), denoted by \( \text{dist}_G(v, w) \), is the length of a shortest path between \( v \) and \( w \). As before, we omit the index \( G \) if it is clear from context. For two sets \( A, B \subseteq V(G) \), we denote by \( E_G(A, B) := \{vw \in E(G) \mid v \in A, w \in B\} \). Also, \( G[A, B] \) denotes the graph with vertex set \( A \cup B \) and edge set \( E_G(A, B) \). We write \( G[A] := G[A, A] \) to denote the induced subgraph on vertex set \( A \). Also, we denote by \( G \setminus A \) the subgraph induced by the complement of \( A \), that is, the graph \( G \setminus A := G[V(G) \setminus A] \). A graph \( H \) is a subgraph of \( G \), denoted by \( H \subseteq G \), if \( V(H) \subseteq V(G) \) and \( E(H) \subseteq E(G) \). A set \( S \subseteq V(G) \) is a separator of \( G \) if \( G \setminus S \) has more connected components than \( G \). A \( k \)-separator of \( G \) is a separator of \( G \) of size \( k \).

An isomorphism from \( G \) to a graph \( H \) is a bijection \( \varphi : V(G) \to V(H) \) that respects the edge relation, that is, for all \( v, w \in V(G) \), it holds that \( vw \in E(G) \) if and only if \( \varphi(v)\varphi(w) \in E(H) \). Two graphs \( G \) and \( H \) are isomorphic, written \( G \cong H \), if there is an isomorphism from \( G \) to \( H \). We write \( \varphi : G \cong H \) to denote that \( \varphi \) is an isomorphism from \( G \) to \( H \). Also, \( \text{Iso}(G, H) \) denotes the set of all isomorphisms from \( G \) to \( H \). The automorphism group of \( G \) is \( \text{Aut}(G) := \text{Iso}(G, G) \). Observe that, if \( \text{Iso}(G, H) \neq \emptyset \), it holds that \( \text{Iso}(G, H) = \text{Aut}(G)\varphi := \{\gamma \varphi \mid \gamma \in \text{Aut}(G)\} \) for every isomorphism \( \varphi \in \text{Iso}(G, H) \).

A vertex-colored graph is a tuple \((G, \chi_V)\) where \( G \) is a graph and \( \chi_V : V(G) \to C \) is a mapping into some set \( C \) of colors, called vertex-coloring. Similarly, an arc-colored graph is a tuple \((G, \chi_E)\), where \( G \) is a graph and \( \chi_E : \{(u, v) \mid (u, v) \in E(G)\} \to C \) is a mapping into some color set \( C \), called arc-coloring. Observe that colors are assigned to directed edges, i.e., the directed edge \((v, w)\) may obtain a different color than \((w, v)\). We also consider vertex- and arc-colored graphs \((G, \chi_V, \chi_E)\), where \( \chi_V \) is a vertex-coloring and \( \chi_E \) is an arc-coloring. Also, a pair-colored graph is a tuple \((G, \chi_P)\), where \( G \) is a graph and \( \chi_P : (V(G))^2 \to C \) is a mapping into some color set \( C \). Typically, \( C \) is chosen to be an initial segment \([n]\) of the natural numbers. To be more precise, we generally assume that there is a total order on the set of all potential colors which, for example, allows us to identify a minimal color appearing in a graph in a unique way. Isomorphisms between vertex-, arc-, and pair-colored graphs have to respect the colors of the vertices, arcs, and pairs.

### 2.2 Topological Subgraphs

A graph \( H \) is a topological subgraph of \( G \) if \( H \) can be obtained from \( G \) by deleting edges, deleting vertices, and dissolving degree 2 vertices (which means deleting the vertex and making its two neighbors adjacent). More formally, we say that \( H \) is a topological subgraph of \( G \) if a subdivision of \( H \) is a subgraph of \( G \) (a subdivision of a graph \( H \) is obtained by replacing each edge of \( H \) by a path of length at least 1). The following theorem states the well-known fact that graphs excluding a topological subgraph have bounded average degree.
Theorem 2.1 ([7, 22]). There is an absolute constant \( a_{\text{deg}} \geq 1 \) such that for every \( h \geq 1 \) and every graph \( G \) that excludes \( K_h \) as a topological subgraph, it holds that

\[
\frac{1}{|V(G)|} \sum_{v \in V(G)} \deg_G(v) \leq a_{\text{deg}} h^2.
\]

In the remainder of this work, we always use \( a_{\text{deg}} \) to refer to the constant from the theorem above.

2.3 Weisfeiler–Leman Algorithm

The Weisfeiler–Leman algorithm, originally introduced by Weisfeiler and Leman in its 2-dimensional version [34] (see also [33]), forms one of the most fundamental subroutines in the context of isomorphism testing.

Let \( \chi_1, \chi_2 : V^k \to C \) be colorings of the \( k \)-tuples of vertices of \( G \), where \( C \) is some finite set of colors. We say \( \chi_1 \) refines \( \chi_2 \), denoted \( \chi_1 \preceq \chi_2 \), if \( \chi_1(\vec{v}) = \chi_2(\vec{w}) \) implies \( \chi_2(\vec{v}) = \chi_2(\vec{w}) \) for all \( \vec{v}, \vec{w} \in V^k \). The colorings \( \chi_1 \) and \( \chi_2 \) are equivalent, denoted \( \chi_1 \equiv \chi_2 \), if \( \chi_1 \preceq \chi_2 \) and \( \chi_2 \preceq \chi_1 \).

The Color Refinement algorithm (i.e., the 1-dimensional Weisfeiler–Leman algorithm) is a procedure that, given a graph \( G \), iteratively computes an isomorphism-invariant coloring of the vertices of \( G \). In this work, we actually require an extension of the Color Refinement algorithm that apart from vertex-colors also takes arc-colors into account. For a vertex- and arc-colored graph \( (G, \chi_V, \chi_E) \) define \( \chi_0[G] := \chi_V \) to be the initial coloring for the algorithm. This coloring is iteratively refined by defining \( \chi_{i+1}[G](v) := (\chi_i[G](v), M_i(v)) \) where

\[
M_i(v) := \begin{cases} \left( \chi_i[G](w), \chi_E(w, v), \chi_E(w, v) \right) & w \in N_G(v) \end{cases}
\]

(and \( \{ \ldots \} \) denotes a multiset). By definition, \( \chi_{i+1}[G] \preceq \chi_i[G] \) for all \( i \geq 0 \). Hence, there is a minimal value \( i_{\infty} \) such that \( \chi(i_{\infty})[G] \equiv \chi(i_{\infty}+1)[G] \). We define \( \chi_{\text{CR}}[G] := \chi(i_{\infty})[G] \). The Color Refinement algorithm takes as input a vertex- and arc-colored graph \( (G, \chi_V, \chi_E) \) and returns a (coloring that is equivalent to) \( \chi_{\text{CR}}[G] \). The procedure can be implemented in time \( O((m+n) \log n) \) (see, e.g., [5]) where \( n \) and \( m \) denote the number of vertices and edges of \( G \), respectively.

Next, we describe the \( k \)-dimensional Weisfeiler–Leman algorithm \((k\text{-WL})\) for all \( k \geq 2 \). For an input graph \( G \) let \( \chi_0^k[G] : (V(G))^k \to C \) be the coloring where each tuple is colored with the isomorphism type of its underlying ordered subgraph. More precisely, \( \chi_0^k[G](v_1, \ldots, v_k) = \chi_0^k[G](v'_1, \ldots, v'_k) \) if and only if, for all \( i, j \in [k] \), it holds that \( v_i = v_j \iff v'_i = v'_j \) and \( v_i v_j \in E(G) \iff v'_i v'_j \in E(G) \). If the graph is equipped with a coloring the initial coloring \( \chi_0^k[G] \) also takes the input coloring into account. More precisely, for a vertex-coloring \( \chi_V \), it additionally holds that \( \chi_V(v_i) = \chi_V(v'_i) \) for all \( i \in [k] \). For an arc-coloring \( \chi_E \), it is the case that \( \chi_E(v_i, v_j) = \chi_E(v'_i, v'_j) \) for all \( i, j \in [k] \) such that \( v_i v_j \in E(G) \). Finally, for a pair coloring \( \chi_P \), it holds that \( \chi_P(v_i, v_j) = \chi_P(v'_i, v'_j) \) is additionally satisfied for all \( i, j \in [k] \).

We then recursively define the coloring \( \chi_{i+1}^k[G] \) obtained after \( i \) rounds of the algorithm. For \( \vec{v} = (v_1, \ldots, v_k) \in (V(G))^k \) let

\[
\chi_{i+1}^k[G](\vec{v}) := \left( \chi_i^{k}[G](\vec{v}), M_i(\vec{v}) \right)
\]

where

\[
M_i(\vec{v}) := \begin{cases} \left( \chi_i^k[G](\vec{v}[w/1]), \ldots, \chi_i^k[G](\vec{v}[w/k]) \right) & w \in V(G) \end{cases}
\]

and \( \vec{v}[w/i] := (v_1, \ldots, v_{i-1}, w, v_{i+1}, \ldots, v_k) \) is the tuple obtained from \( \vec{v} \) by replacing the \( i \)th entry by \( w \). Again, there is a minimal \( i_{\infty} \) such that \( \chi_{i_{\infty}}^k[G] \equiv \chi_{i_{\infty}+1}^k[G] \) and for this \( i_{\infty} \) we define \( \chi_{\text{WL}}^k[G] := \chi_{i_{\infty}+1}^k[G] \).
The $k$-dimensional Weisfeiler–Leman algorithm takes as input a (vertex-, arc- or pair-)colored graph $G$ and returns (a coloring that is equivalent to) $\chi_{WL}^k(G)$. This can be implemented in time $O(n^{k+1} \log n)$ (see [18]).

Let $G$ be a graph. Let $k \geq 1$ and let $\chi : (V(G))^k \to C$ be a coloring of $k$-tuples. We say that $\chi$ is $k$-stable on $G$ if $\chi \leq [G]$ and $\chi$ is not refined by applying one round of the $k$-dimensional Weisfeiler–Leman algorithm (the 1-dimensional Weisfeiler–Leman algorithm is defined as the Color Refinement algorithm). In particular, $\chi_{WL}^k(G)$ is $k$-stable on $G$. The following facts are well-known (for example, they follow easily from known characterizations of $k$-WL [8, 18]).

**FACT 2.2.** Let $G$ be a graph and let $1 \leq \ell \leq k$. Also, define
\[
\chi(v_1, \ldots, v_{\ell}) := \chi_{WL}^k(G)(v_1, \ldots, v_{\ell}, v_{\ell+1}, \ldots, v_{\ell+\ell})
\]
for all $v_1, \ldots, v_{\ell+\ell} \in V(G)$. Then $\chi$ is $\ell$-stable on $G$.

**FACT 2.3.** Let $G$ be a graph and let $1 \leq \ell < k$. Let $w \in V(G)$ and define
\[
\chi(v_1, \ldots, v_{\ell}) := \chi_{WL}^k(G)(w, v_1, \ldots, v_{\ell}, v_{\ell+1}, \ldots, v_{\ell+\ell})
\]
for all $v_1, \ldots, v_{\ell+\ell} \in V(G)$. Then $\chi$ is $\ell$-stable on $(G, \chi_w)$ where $\chi_w$ is the vertex-coloring defined via $\chi_w(v) := 1$ and $\chi_w(v) := 0$ for all $v \in V(G) \setminus \{w\}$.

### 3 ALLOWING COLOR REFINEMENT TO SPLIT SMALL COLOR CLASSES

In the following, we provide a more detailed overview for the main algorithm testing isomorphism of graphs excluding $K_h$ as a topological subgraph. On a high-level, the algorithm builds on a decomposition strategy. Let $G_1$ and $G_2$ denote the two input graphs. By testing isomorphisms of connected components separately, we may assume without loss of generality that $G_1$ and $G_2$ are connected. The algorithm aims at finding isomorphism-invariant sets $D_1$ and $D_2$ and recursively computes isomorphisms between all pairs of components of $G_1 - D_1$ and $G_2 - D_2$. In order to combine the partial isomorphisms between connected components of $G_1 - D_1$ and $G_2 - D_2$ into full isomorphisms between $G_1$ and $G_2$ the algorithm builds on the various group-theoretic tools (to be discussed in Section 5). Here, one of the crucial properties is that $|N_G(Z)|$ is polynomially bounded in $h$ for every connected component $Z$ of $G_1 - D_1$. To test isomorphisms between $G_1[D_1]$ and $G_2[D_2]$, the algorithms builds on the notion of $t$-CR-bounded graphs originally introduced by Ponomarenko [28].

Intuitively speaking, a (vertex- and arc-colored) graph $G$ is $t$-CR-bounded, $t \in \mathbb{N}$, if the vertex coloring of $G$ can be turned into the discrete coloring (i.e., each vertex has its own color) by repeatedly

- performing the Color Refinement algorithm (expressed by the letters ‘CR’), and
- taking a color class $[v]_\chi := \{w \in V(G) | \chi(w) = \chi(v)\}$ of some vertex $v \in V(G)$ of size $|[v]_\chi| \leq t$ and assigning each vertex from the class its own color.

An example is given Figure 1. The next definition formalizes this concept.

**Definition 3.1.** Let $t \geq 1$ and let $G = (V, E, \chi_V, \chi_E)$ be a vertex- and arc-colored graph. We define the sequence $(\chi_t)_{t \geq 0}$ of colorings where $\chi_0 := \chi_V$,
\[
\chi_{2t+1} := \chi_{WL}[V, E, \chi_{2t}, \chi_E]
\]
and
\[
\chi_{2t+2}(v) := \begin{cases} 
(v, 1) & \text{if } |[v]_{\chi_{2t+1}}| \leq t \\
(\chi_{2t+1}(v), 0) & \text{otherwise},
\end{cases}
\]
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for all $i \geq 0$.

For the minimal $l_{\infty} \geq 0$ such that $\chi_{l_{\infty}} \equiv \chi_{l_{\infty}+1}$, we refer to $\chi_{l_{\infty}}$ as the $t$-CR-stable coloring of $G$ and denote it by $\chi_{t, \text{CR}}[G]$.

The graph $G$ is $t$-CR-bounded if $\chi_{t, \text{CR}}[G]$ is discrete.

Remark 3.2. Recall that we generally assume the set of colors to be linearly ordered. For the colorings defined in Definition 3.1, we do not require this property as we are only interested in the partition into color classes.

Assuming $G_1[D_1]$ and $G_2[D_2]$ are $t$-CR-bounded, isomorphisms between the subgraphs can be found in time $n^{\text{polylog}(t)}$ building on the group-theoretic GI machinery [27]. Also, using the tools from [35], one can incorporate the partial isomorphisms between connected components of $G_1 - D_1$ and $G_2 - D_2$, assuming $|N_{G_1}(Z)|$ is polynomially bounded in $h$ for every connected component $Z$ of $G_1 - D_1$. Hence, the main task is to find suitable sets $D_1$ and $D_2$. Here, we follow the same strategy as in [15] and rely on a closure operator associated with $t$-CR-bounded graphs. Let $G$ be a graph and let $X \subseteq V(G)$ be a set of vertices. Let $\chi_V : V(G) \to C$ be the vertex-coloring obtained by individualizing all vertices in the set $X$, i.e., $\chi_V(v) := (v, 1)$ for $v \in X$ and $\chi_V(v) := (0, 0)$ for $v \in V(G) \setminus X$. Let $\chi := \chi_{t, \text{CR}}[G, \chi_V]$ denote the $t$-CR-stable coloring with respect to the input graph $(G, \chi_V)$. We define the $t$-closure of the set $X$ (with respect to $G$) to be the set

$$\text{cl}_t^G(X) := \{v \in V(G) \mid |[v]_X| = 1\}.$$ Observe that $X \subseteq \text{cl}_t^G(X)$. For $v_1, \ldots, v_t \in V(G)$ we also use $\text{cl}_t^G(v_1, \ldots, v_t)$ as a shorthand for $\text{cl}_t^G(\{v_1, \ldots, v_t\})$. If the input graph is equipped with a vertex- or arc-coloring, all definitions are extended in the natural way.

We also build the $t$-closure for vertex sets over pair-colored graphs $(G, \chi)$. Let $n$ denote the number of vertices of $G$. We define a vertex- and arc-coloring $\chi_{LV}$ and $\chi_{LE}$ of the complete graph $K_n$ by $\chi_{LV}(v) := \chi(v, v)$ and $\chi_{LE}(v, w) := (1, \chi(v, w))$ for all $v, w \in E(G)$ and $\chi_{LE}(v, w) := (0, \chi(v, w))$ for all $v, w \in V(G)$ such that $v \neq w$ and $vw \notin E(G)$. Now, for $X \subseteq V(G)$ let

$$\text{cl}_t^{(G, \chi)}(X) := \text{cl}_t^{(K_n, \chi_{LV}, \chi_{LE})}(X).$$

As before, for vertices $v_1, \ldots, v_t \in V(G)$, we write $\text{cl}_t^{(G, \chi)}(v_1, \ldots, v_t)$ instead of $\text{cl}_t^{(G, \chi)}(\{v_1, \ldots, v_t\})$.

Now, following the general strategy outlined above, the goal is to compute suitable isomorphism-invariant sets $X_1 \subseteq V(G_i)$ and define $D_i := \text{cl}_t^{G_i}(X_i)$ for both $i \in \{1, 2\}$ (for some suitable choice of $t$). We refer to the sets $X_1$ and $X_2$ as the initial sets. More precisely, the algorithm aims at finding isomorphism-invariant initial sets $X_i \subseteq V(G_i)$ and pair-colorings $\chi_i : (V(G_i))^2 \to
C such that the following properties hold for the some \( t \in \mathbb{N} \) that is polynomially bounded in \( h \).

(A) \( |N_{G_t}(Z)| < h \) for every connected component \( Z \) of \( G_1 - D_t \) where \( D_t := cl_{t}^{(G_t, \chi_t)}(X_t) \), and
(B) \( X_t \subseteq cl_{t}^{(G_t, \chi_t)}(v) \) for every \( v \in X_t \).

The second property implies that \( D_t = cl_{t}^{(G_t, \chi_t)}(v) \) for every \( v \in X_t \). This allows us to test isomorphisms between \( G_1[D_t] \) and \( G_2[D_2] \) using the group-theoretic GI machinery after individualizing a single vertex. Also, as already discussed above, the first property allows to incorporate the partial isomorphisms between connected components of \( G_1 - D_1 \) and \( G_2 - D_2 \) using tools from \([14, 35]\).

Now, Property (A) has already been proved in \([15]\) for graphs excluding \( K_h \) as a topological subgraph.

**Theorem 3.3** ([15, Theorem 4.1]). Let \( G \) be a graph that excludes \( K_h \) as a topological subgraph and let \( X \subseteq V(G) \). Let \( t \geq 3h^3 \) and define \( D := cl_{t}^{G}(X) \). Let \( Z \) be the vertex set of a connected component of \( G - D \). Then \( |N_{G}(Z)| < h \).

Hence, the remaining task is to find suitable isomorphism-invariant initial sets \( X_1 \) and \( X_2 \) that satisfy Property (B). This is the main technical contribution of this article. We show that, after applying the 3-dimensional Weisfeiler–Leman algorithm, there is some color \( c_0 \) such that, setting \( \chi_t(v, w) := \chi_{WL}^{3}(G_t)(v, w, w) \) for all \( v, w \in V(G_t) \) and \( X_t := \{ v \in V(G_t) \mid \chi_{WL}^{3}(G_t)(v, v, v) = c_0 \} \), Property (B) is satisfied. Observe that \( X_t \) and \( \chi_t \) are clearly defined in an isomorphism-invariant manner since the coloring computed the 3-dimensional Weisfeiler–Leman algorithm is preserved by isomorphisms. This completes the high-level description of the algorithm.

In the following sections, these ideas are formalized. In the next section, we first show that the 3-dimensional Weisfeiler–Leman algorithm is able to provide suitable initial sets \( X_1 \) and \( X_2 \). Afterward, we review the group-theoretic GI machinery in Section 5 and assemble the main algorithm in Section 6.

## 4 Finding the Initial Set

In this section, we argue how to compute the initial sets \( X_1 \) and \( X_2 \) with the desired properties as discussed in the last section. Recall the definition of the constant \( a_{\text{deg}} \) from Theorem 2.1. Without loss of generality assume \( a_{\text{deg}} \geq 2 \). We define

\[
t(h) := \max \left\{ 3h^3, a_{\text{deg}} h^2, a_{\text{deg}}^2 h^4, 12a_{\text{deg}} h^4, 36a_{\text{deg}}^2 h^5, 144a_{\text{deg}}^3 h^5 \right\} = 144a_{\text{deg}}^3 h^5.
\] (1)

Here, the term \( t(h) \) provides a lower bound on the parameter \( t \) for the \( t \)-closure of a set that is required to achieve the desired properties. While it is clear that the last term achieves the maximum, the other terms are also stated for later reference. Indeed, each bound on \( t \) will allow us to derive a specific property when building the \( t \)-closure of a set. For example, \( t \geq 3h^3 \) allows the application of Theorem 3.3. Combining all these properties eventually allows to prove that the computed initial sets \( X_1 \) and \( X_2 \) have the desired properties. The next theorem forms the key technical contribution of this article.

**Theorem 4.1.** Let \( G \) be a connected graph that excludes \( K_h \) as a topological subgraph and let \( t \geq t(h) \). Then there is a color \( c_0 \in \{ \chi_{WL}^{3}(G)(v, v, v) \mid v \in V(G) \} \) such that, for \( \chi(v, w) := \chi_{WL}^{3}(G)(v, w, w) \) for all \( v, w \in V(G) \) and \( X := \{ v \in V(G) \mid \chi_{WL}^{3}(G)(v, v, v) = c_0 \} \), it holds that

\[
X \subseteq cl_{t}^{(G, \chi)}(v)
\]

for all \( v \in X \).
Before diving into the proof of Theorem 4.1, let us state the main corollary that is used for our isomorphism test for graphs excluding $K_5$ as a topological subgraph.

**Corollary 4.2.** There is a polynomial-time algorithm that, given a connected vertex- and arc-colored graph $G$ and a number $t \geq t(h)$, either concludes that $G$ has a topological subgraph isomorphic to $K_5$ or computes a pair-coloring $\chi : (V(G))^2 \to C$ and a non-empty set $X \subseteq V(G)$ such that

1. $X = \{v \in V(G) \mid \chi(v, v) = c \}$ for some color $c \in C$, and
2. $X \subseteq cl^G_t(v)$ for every $v \in X$.

Moreover, the output of the algorithm is isomorphism-invariant with respect to $G$ and $t$.

Here, the output is isomorphism-invariant if it depends only on the isomorphism type of $G$ and the number $t$. More formally, let $(G_1, t_1)$ and $(G_2, t_2)$ be two input pairs such that $G_1 \cong G_2$ and $t_1 = t_2$. Then the algorithm either concludes in both cases that $G_1$ contains a topological subgraph isomorphic to $K_5$, or it computes colorings $\chi_1 : (V(G_i))^2 \to C$ and sets $X_i \subseteq V(G_i), i \in \{1, 2\}$, such that $\chi_1(v, w) = \chi_2(\varphi(v), \varphi(w))$ and $X_1 = X_2$ for all $v, w \in V(G_1)$ and all $\varphi \in \text{Iso}(G_1, G_2)$.

**Proof.** The algorithms sets $\chi(v, w) := \chi^3_{WL}(G)(v, w, w)$ for all $v, w \in V(G)$. Also, it computes the set $C_0$ of all colors $c_0 \in \{\chi^3_{WL}(G)(v, v, v) \mid v \in V(G)\}$ such that, for $X_0 := \{v \in V(G) \mid \chi^3_{WL}(G)(v, v, v) = c_0\}$, it holds that $X_0 \subseteq cl^G_t(v)$ for all $v \in X_0$. If $C_0 = \emptyset$ the algorithm outputs that $G$ contains a topological subgraph isomorphic to $K_5$. This is correct by Theorem 4.1.

Otherwise, let $c_0$ be the minimal color contained in $C_0$ (recall that we always assume colors to be linearly ordered). The algorithm outputs $\chi$ and $X$ where $X := X_{c_0}$. Clearly, both requirements are satisfied by definition.

Also, the algorithm runs in polynomial time since $\chi^3_{WL}(G)$ and $cl^G_t(v)$ for every $v \in V(G)$ can be computed in polynomial time. \hfill $\square$

Now, let us return to Theorem 4.1. Its lengthy and technical proof covers the remainder of this section. For better readability it is split into several steps. Let us start by giving a brief outline. Further intuition is provided throughout the proof when the single steps can be formulated more clearly.

The central tool for the analysis of the closure sets is the $t$-closure graph of $(G, \chi)$ which is defined as the directed graph $H$ with vertex set $V(H) := V(G)$ and edge set

$$E(H) := \left\{ (v, w) \mid w \in cl^G_t(v) \right\}.$$  

A key property of the 3-dimensional Weisfeiler–Leman algorithm is that it detects the edge relation of $H$, i.e., there is some set of colors $C_H \subseteq \{\chi(v, w) \mid v \neq w \in V(H)\}$ such that $(v, w) \in E(H)$ if and only if $\chi(v, w) \in C_H$ for all $v, w \in V(G)$. Actually, this is the only part of the proof that requires us to use the 3-dimensional Weisfeiler–Leman algorithm. For all remaining parts, it turns out to be sufficient to use the 2-dimensional Weisfeiler–Leman algorithm.

We define $c_0 := \chi^3_{WL}(G)(v_0, v_0, v_0)$ for some $v_0 \in V(G)$ that appears in a maximal strongly connected component of $H$ (a strongly connected component of $H$ is maximal if it has no outgoing edges). Also, we set $X := \{v \in V(G) \mid \chi^3_{WL}(G)(v, v, v) = c_0\}$ (as in the statement of Theorem 4.1). Let $D(v) := cl^G_t(v) = \{v \in V(G) \mid \chi^3_{WL}(G)(v, v, v) = c_0\}$ (as in the statement of Theorem 4.1). Let $D(v) := cl^G_t(v)$ for all $v \in X$. In order to show that $X \subseteq cl^G_t(v)$ it suffices to show that $D(v) = D(w)$ for all $v, w \in X$. Building on the fact that the 3-dimensional Weisfeiler–Leman algorithm detects the edge relation of $H$, we first show that $D(v) = D(w)$ or $D(v) \cap D(w) = \emptyset$ for all $v, w \in X$. This allows us to partition the set $D := \bigcup_{v \in X} D(v)$ and into classes $D_1, \ldots, D_k$ where
\{D_1, \ldots, D_k\} = \{D(v) \mid v \in X\}, i.e., \{D_1, \ldots, D_k\} is an arbitrary enumeration of all distinct sets \(D(v), v \in X\). Assuming \(k \geq 2\), the basic strategy is to construct a large number of internally vertex-disjoint paths connecting vertices of different partition classes (see Lemma 4.28). The construction of these paths (see Section 4.4) turns out to the most technical and complicated part of the proof. Given a large number of such paths then results in a topological subgraph of \(G\) that has high edge density which eventually contradicts Theorem 2.1.

The remainder of this section is structured as follows. In Section 4.1, we provide additional notation and basic tools for the proof of Theorem 4.1. The closure graph and its basic properties are covered in Section 4.2. In Section 4.3, we investigate the interaction between the closure sets \(D(v) := c^{(G, \chi)}_\ell(v), v \in X\), in the graph \(G\). In particular, we reduce the task of proving Theorem 4.1 to proving the existence of certain vertex-disjoint paths, as formulated in Lemma 4.28. To construct the paths, they are split into a “middle part” and two “end parts”. The main challenge turns out to be the construction of the middle part. We further split this task depending on the parity of the length \(p\) of the paths we are aiming to construct (all constructed paths shall have the same length).

We first cover the case in which \(p\) is odd in Section 4.4.1. While the basic strategy for both cases is similar, the details are much simpler for \(p\) odd. The more complicated case in which \(p\) is even is then covered Section 4.4.2.

4.1 Basic Tools

Among other things, the proof builds on various properties of the 2-dimensional Weisfeiler–Leman algorithm. Towards this end, we first introduce additional notation as well as some basic tools.

Let \(G\) be a graph and let \(\chi\) be a pair coloring that is 2-stable on \(G\). We refer to \(C_V := C_V(G, \chi) := \{\chi(v, v) \mid v \in V(G)\}\) as the set of vertex colors and \(C_E := C_E(G, \chi) := \{\chi(v, w) \mid v, w \in E(G)\}\) as the set of edge colors. For a vertex color \(c \in C_V(G, \chi)\), we define \(V_c := V_c(G, \chi) := \{v \in V(G) \mid \chi(v, v) = c\}\) as the set of all vertices with color \(c\). Similar, for an edge color \(c \in C_E(G, \chi)\) we define \(E_c := E_c(G, \chi) := \{v_1v_2 \in E(G) \mid \chi(v_1, v_2) = c\}\). We say a set \(U \subseteq V(G)\) is \(\chi\)-invariant if there is a set of vertex colors \(C_U \subseteq C_V\) such that \(U = \bigcup_{c \in C_U} V_c\).

Let \(C \subseteq \{\chi(v, w) \mid v, w \in V(G), v \neq w\}\) be a set of colors. We define the graph \(G[C]\) with edge set

\[E(G[C]) := \{vw \mid \chi(v, w) \in C\}\]

and vertex set

\[V(G[C]) := \bigcup_{vw \in E(G[C])} \{v, w\}.

Let \(A_1, \ldots, A_f\) be the vertex sets of the connected components of \(G[C]\). We also define the graph \(G/C\) as the graph obtained from contracting every set \(A_i\) to a single vertex. Formally,

\[V(G/C) := \{\{v\} \mid v \in V(G) \setminus V(G[C])\} \cup \{A_1, \ldots, A_f\}\]

and edge set

\[E(G/C) := \{X_1X_2 \mid \exists v_1 \in X_1, v_2 \in X_2 : v_1v_2 \in E(G)\}.

Lemma 4.3 (see [9, Theorem 3.1.11]). Let \(G\) be a graph and \(C \subseteq \{\chi(v, w) \mid v, w \in V(G), v \neq w\}\) be a set of colors. Define

\[(\chi/C)(X_1, X_2) := \{\chi(v_1, v_2) \mid v_1 \in X_1, v_2 \in X_2\}\]

for all \(X_1, X_2 \in V(G/C)\). Then \(\chi/C\) is 2-stable on \(G/C\).

Moreover, for all \(X_1, X_2, X_1', X_2' \in V(G/C)\), it holds that either \((\chi/C)(X_1, X_2) = (\chi/C)(X_1', X_2')\) or \((\chi/C)(X_1, X_2) \cap (\chi/C)(X_1', X_2') = \emptyset\).
For every edge color $c$, the endvertices of all $c$-colored edges have the same vertex colors, that is, for all edges $vw, v'w' \in E(G)$ with $\chi(v, w) = \chi(v', w') = c$ we have $\chi(v, v') = \chi(v', v')$ and $\chi(w, w') = \chi(w', w')$. This implies $1 \leq |C_G[G[c], \chi]| \leq 2$. We say that $G[c] := G[G[c], \chi]$ is unicolored if $|C_G(G[c], \chi)| = 1$. Otherwise, $G[c]$ is called bicolored. The next two lemmas investigate properties of connected components of bicolored graphs $G[c]$ for an edge color $c$. Again, recall the definition of the constant $a_{deg}$ from Theorem 2.1.

**Lemma 4.4.** Let $G = (V_1, V_2, E)$ be a connected, bipartite graph that excludes $K_h$ as a topological subgraph and let $\chi$ be a pair-coloring that is 2-stable on $G$. Suppose that $\chi(v_1, v_2) = \chi(v'_1, v'_2)$ for all $(v_1, v_2), (v'_1, v'_2) \in V_1 \times V_2$ with $v_1v_2, v'_1v'_2 \in E$. Also assume that $|V_2| > a_{deg}h^2|V_1|$. Let

$$E^* := \left\{ v_1v_2 \in \left( \frac{V_1}{2} \right) \mid \exists w \in V_2 : v_1w, v_2w \in E(G) \right\}.$$ 

Then there are colors $c_1, \ldots, c_r \in \chi(V_2^2)$ such that

1. $E^* = \bigcup_{i \in [r]} E_{c_i}$ where $E_{c_i} := \{ v_1v_2 \in V(G)^2 \mid \chi(v_1, v_2) = c_i \}$,
2. $H := (V_1, E^*)$ is connected, and
3. $H_i$ is a topological subgraph of $G$ for all $i \in [r]$ where $H_i = (V_1, E_{c_i})$.

**Proof.** Clearly, $H$ is connected (since $G$ is connected) and there are colors $c_1, \ldots, c_r \in \chi(V_2^2)$ such that $E^* = \bigcup_{i \in [r]} E_{c_i}$.

So let $i \in [r]$ and consider the bipartite graph $B = (V_2, E_{c_i}, E(B))$ where $E(B) := \{(u, v_1v_2) \mid u \in N_G(v_1) \cap N_G(v_2)\}$. By the properties of the 2-dimensional Weisfeiler–Leman algorithm the graph $B$ is biregular. It follows from Hall’s Marriage Theorem that $B$ contains a matching $M$ of size $\min(|V_2|, |E_{c_i}|)$ as explained in the preliminaries. If $|V_2| \geq |E_{c_i}|$ then $H_i$ is a topological subgraph of $G$.

So suppose that $|V_2| < |E_{c_i}|$. Let $F_{i} \subseteq E_{c_i}$ be those edges that are matched by the matching $M$ in the graph $B$. Then $H_i' := (V_1, F_{i})$ is a topological subgraph of $G$, and thus it excludes $K_h$ as a topological subgraph. However, $|F_i| = |V_2| > a_{deg}h^2|V_1|$ which contradicts Theorem 2.1.

**Lemma 4.5.** Let $t \geq a_{deg}h^4$. Let $G = (V_1, V_2, E)$ be a connected bipartite graph that excludes $K_h$ as a topological subgraph and let $\chi$ be a pair-coloring that is 2-stable on $G$. Suppose that $\chi(v_1, v_2) = \chi(v'_1, v'_2)$ for all $(v_1, v_2), (v'_1, v'_2) \in V_1 \times V_2$ with $v_1v_2, v'_1v'_2 \in E$. Also assume that $|V_1| \leq |V_2|$. Then $V_1 \subseteq c_{t(G)}^{(G,\chi)}(v)$ for all $v \in V_1 \cup V_2$.

**Proof.** The graph $G$ is biregular and it holds that $\deg(v_1) \cdot |V_1| = \deg(v_2) \cdot |V_2|$ for all $v_1 \in V_1$ and $v_2 \in V_2$. Hence, $\deg(v_2) \leq a_{deg}h^2$ for all $v_2 \in V_2$ by Theorem 2.1. This means $c_{t(G)}^{(G,\chi)}(v) \cap V_1 \neq \emptyset$, because either $v \in c_{t(G)}^{(G,\chi)}(v) \cap V_1$ or $v \in V_2$ and $N_G(v) \subseteq c_{t(G,\chi)}^{(G,\chi)}(v) \cap V_1$.

First suppose that $|V_2| \leq a_{deg}h^2|V_1|$. Then $\deg(v_1) = \deg(v_2) \frac{|V_1|}{|V_2|} \leq t$ and $\deg(v_2) \leq t$ for all $v_1 \in V_1, v_2 \in V_2$. It follows that $c_{t(G,\chi)}^{(G,\chi)}(v) = V(G)$.

So assume that $|V_2| > a_{deg}h^2|V_1|$. By Lemma 4.4, there are colors $c_1, \ldots, c_r \in \chi(V_2^2)$ such that

1. $H_i$ excludes $K_h$ as a topological subgraph for all $i \in [r]$ where $H_i = (V_1, E_{c_i})$ and $E_{c_i} := \{ v_1v_2 \in V(G)^2 \mid \chi(v_1, v_2) = c_i \}$, and
2. $H = (V_1, \bigcup_{i \in [r]} E_{c_i})$ is connected.

For all $i \in [r]$, the graph $H_i$ is $d$-regular for some $d$, and by Theorem 2.1 it holds that $d \leq a_{deg}h^2 \leq t$. This implies that $V_1 \subseteq c_{t(G)}^{(G,\chi)}(v_1)$ for all $v_1 \in V_1$, and since $V_1 \cap c_{t(G,\chi)}^{(G,\chi)}(v) \neq \emptyset$ for all $v \in V_1 \cup V_2$, it follows that $V_1 \subseteq c_{t(G,\chi)}^{(G,\chi)}(v)$.
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4.2 The Closure Graph

A key tool in the proof of Theorem 4.1 is the closure graph. Let $G$ be a graph and let $\chi$ be the pair-coloring defined via $\chi(v, w) := \chi^3_W[G](v, w, w)$ for all $v, w \in V(G)$. For $t \geq 1$, we define the $t$-closure graph of $(G, \chi)$ to be the directed graph $H$ defined via $V(H) := V(G)$ and $E(H) := \{(v, w) \mid w \in c^t(G, \chi)(v), v \neq w\}$.

**Theorem 4.6.** Let $t \geq 1$. Let $G$ be a graph and let $\chi$ be the pair-coloring defined via $\chi(v, w) := \chi^3_W[G](v, w, w)$ for all $v, w \in V(G)$. Also let $H$ be the $t$-closure graph of $(G, \chi)$. Then the coloring $\chi$ is 2-stable on $H$.

**Proof.** Let $\lambda$ be a pair-coloring that is 2-stable on $G$ such that $\lambda \leq \chi$. We say a partition $P$ of the set of vertices of $G$ is $\lambda$-definable if there is a set $C_P \subseteq \{\lambda(v, w) \mid v \neq w \in V(G)\}$ such that $P$ is the partition into connected components of $G[C_P]$. To prove the lemma we argue that all partitions into color classes of colorings computed by the $t$-CR algorithm are $\lambda$-definable.

**Claim 4.7.** Let $P$ be a $\lambda$-definable partition of the vertex set of $G$. Also define $P' := \{P \in P \mid |P| > t\} \cup \{\{v\} \mid v \in P \text{ for some } P \in P \text{ with } |P| \leq t\}$. Then $P'$ is $\lambda$-definable.

**Proof.** Let $P_1, P_2 \in P$ such that $|P_1| \neq |P_2|$. Also let $v_1 \in P_1$ and $v_2 \in P_2$. Since the 2-dimensional Weisfeiler–Leman algorithm detects which vertices are reachable from $v_1$ and $v_2$ in the graph $G[C_P]$ (see, e.g., [9, Theorem 2.6.7]), it follows that $\lambda(v_1, v_1) \neq \lambda(v_2, v_2)$. Hence, defining $C_{P'} := C_P \setminus \{\lambda(v, w) \mid \exists P \in P : |P| \leq t \wedge v, w \in P\}$, it follows that $P'$ is $\lambda$-definable.

**Claim 4.8.** Let $P$ be a $\lambda$-definable partition of the vertex set of $G$. Also define $P' \subseteq P$ to be the coarsest partition which is stable with respect to the Color Refinement algorithm. Then $P'$ is $\lambda$-definable.

**Proof.** For $v \in V(G)$, define $P_v$ to be the unique set $P \in P$ such that $v \in P$. Define $v \sim_P w$ if $\left\{\left(P_u, \chi(v, u), \chi(u, v)\right) \mid u \in V(G)\right\} = \left\{\left(P_u, \chi(w, u), \chi(u, w)\right) \mid u \in V(G)\right\}$. Let $P''$ be the partition into equivalence classes of $\sim_P$. Then $P''$ is $\lambda$-definable using Lemma 4.3. So in other words, applying a single round of the Color Refinement algorithm does not effect $\lambda$-definability. Hence, the claim follows.

Now, let $u \in V(G)$ and define $\lambda_u(v, w) := \chi^3_W[G](u, v, w)$ for all $v, w \in V(G)$. Also, let $\chi_u(u, u) := (1, 1)$ and $\chi_u(v, w) := (0, \chi(v, w))$ for all $(u, u) \neq (v, w) \in (V(G))^2$. Then $\lambda_u$ is 2-stable on $(G, \chi_u)$ (i.e., the graph obtained from $(G, \chi)$ by individualizing $u$) by Fact 2.3. Now, the previous two claims imply that the partition $P$ into color classes of $\chi_{t, cr}[G, \chi_u]$ is $\lambda_u$-definable. Moreover, the choice of $C_P$ does not depend on $u$. It follows that there is some set of colors $C^* \subseteq \{\chi^3_W[G](u, v, w) \mid u, v, w \in V(G)\}$ such that $\chi^3_W[G](u, v, w) \in C^* \iff \chi_{t, cr}[G, \chi_u](v) = \chi_{t, cr}[G, \chi_u](w)$. This implies the statement of the lemma since $(u, v) \in E(H)$ if and only if there is no $w \neq v$ such that $\chi^3_W[G](u, v, w) \in C^*$. We now turn to the proof of Theorem 4.1. For the remainder of this section, let us fix a connected graph $G$ and a number $t \geq t(h)$ as the input for Theorem 4.1. Also, fix the pair-coloring $\chi$. 
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χ defined via \( \chi(v, w) := \chi^3_{[\mathbb{W}]}(G)(v, w, w) \) for all \( v, w \in V(G) \). Observe that \( \chi \) is 2-stable on \( G \) by Fact 2.2. Moreover, let \( H \) be the \( t \)-closure graph of \((G, \chi)\). We have that \( \chi \) is also 2-stable on \( H \) by Theorem 4.6.

**Observation 4.9.** Let \((u, v), (v, w) \in E(H)\) such that \( u \neq w \). Then \((u, w) \in E(H)\).

**Proof.** By definition of the closure graph, \( v \in \text{cl}^{(G, \chi)}_t(u) \) and \( w \in \text{cl}^{(G, \chi)}_t(v) \). So \( w \in \text{cl}^{(G, \chi)}_t(u) \) which implies \((u, w) \in E(H)\).

Now let \( A \) be a strongly connected component of \( H \). Then \((v, w) \in E(H)\) for all distinct \( v, w \in A \) by Observation 4.9. We say that a vertex \( v \in V(G) \) is maximal if it appears in a strongly connected component of \( H \) without outgoing edges, i.e., \((u, v) \in E(H)\) for all \( u \in V(G) \) such that \((v, u) \in E(H)\).

**Corollary 4.10.** The set of maximal vertices is \( \chi \)-invariant.

**Proof.** This follows from the fact that \( \chi \) is 2-stable on \( H \).

We say that a vertex color \( c \in C_V := C_V(G, \chi) \) is maximal if there is some vertex \( v \in V_c \) which is maximal. By the corollary, for a maximal color \( c \in C_V \), every vertex \( v \in V_c \) is maximal. We fix \( c_0 \in C_V \) to be a maximal color and define

\[
X := V_{c_0}.
\]

Also, for \( v \in X \), let

\[
D(v) := \text{cl}^{(G, \chi)}_t(v)
\]

denote the \( t \)-closure of \( v \).

**Observation 4.11.** Let \( v, w \in X \). Then \( D(v) = D(w) \) or \( D(v) \cap D(w) = \emptyset \).

**Proof.** Since \( v \) is maximal it holds that \( D(v) \) is precisely the strongly connected component of \( H \) that contains \( v \). Two such components are either equal or disjoint.

Then next lemma forms the main step in proving Theorem 4.1.

**Lemma 4.12.** Suppose there are \( v, w \in X \) such that \( D(v) \cap D(w) = \emptyset \). Then \( G \) has a topological subgraph isomorphic to \( K_h \).

**Remark 4.13.** We remark that the proof of Lemma 4.12 only exploits that the coloring \( \chi \) is 2-stable on the graph \( G \) and on the \( t \)-closure graph of \((G, \chi)\). In other words, Theorem 4.6 is the only part of the proof that actually requires the 3-dimensional Weisfeiler–Leman algorithm.

Before diving into the proof of the lemma, let us first provide a proof for Theorem 4.1 assuming Lemma 4.12 holds true.

**Proof of Theorem 4.1** Let \( H \) denote the \( t \)-closure graph of \((G, \chi)\) and pick \( c_0 \in C_V \) to be a maximal color. Also, let \( X := V_{c_0} \) and define \( D(v) := \text{cl}^{(G, \chi)}_t(v) \) for all \( v \in X \).

If there are \( v, w \in X \) such that \( D(v) \neq D(w) \) then \( G \) has a topological subgraph isomorphic to \( K_h \) by Observation 4.11 and Lemma 4.12. So \( D(v) = D(w) \) for all \( v, w \in X \). Since \( v \in D(v) \) for all \( v \in X \) this implies that \( X \subseteq D(v) \) for all \( v \in X \).

Now, let us turn to the proof of Lemma 4.12 which covers the rest of this section. Assume there are \( v, w \in X \) such that \( D(v) \cap D(w) = \emptyset \). We define \( D := \bigcup_{v \in X} D(v) \) and let \( k := |\{D(v) \mid v \in X\}| \). Also let \( \{D_1 , \ldots , D_k \} = \{D(v) \mid v \in X\} \), i.e., \( D_1 , \ldots , D_k \) is an arbitrary enumeration of all distinct sets \( D(v), v \in X \).
COROLLARY 4.14. The set $D$ is $\chi$-invariant. Moreover, there is a set of colors
\begin{equation}
C_- \subseteq \{\chi(v, w) \mid v, w \in V(G), v \neq w\}
\end{equation}
such that $D_1, \ldots, D_k$ are precisely the connected components of $G[C_-]$. Also,
\begin{equation}
(\chi/C_-)(D_i, D_i) = (\chi/C_-)(D_j, D_j)
\end{equation}
for all $i, j \in [k]$.

PROOF. By definition, the set $X$ is $\chi$-invariant. Recall that $H$ denotes the $t$-closure graph of 
$(G, \chi)$. By Theorem 4.6 $\chi$ is 2-stable on $H$. By definition of the closure graph $D = \{v \in V(H) \mid
\exists w \in X : (w, v) \in E(H)\}$. It follows that $D$ is $\chi$-invariant.

Moreover, the sets $D_i, i \in [k]$, are precisely the strongly connected components of $G[D]$. Hence, 
there is a set $C_- \subseteq \{\chi(v, w) \mid v, w \in V(G), v \neq w\}$ such that $D_1, \ldots, D_k$ are precisely the connected 
components of $G[C_-]$.

Finally, by Lemma 4.3, it holds that either $(\chi/C_-)(D_i, D_i) = (\chi/C_-)(D_j, D_j)$ or 
$(\chi/C_-)(D_i, D_j) \cap (\chi/C_-)(D_j, D_j) = \emptyset$ for all $i, j \in [k]$. Since $X \cap D_i \neq \emptyset$ for all $i \in [k]$ and $X = V_{c_0}$ by definition, 
follows that $c_0 \in (\chi/C_-)(D_i, D_i)$ for all $i \in [k]$. So $(\chi/C_-)(D_i, D_i) = (\chi/C_-)(D_j, D_j)$ for all $i, j \in [k]$.

On a high level, the main target for the proof of Lemma 4.12 is to construct a topological subgraph of 
$\hat{G}$ which violates the bound on the average degree from Theorem 2.1. Towards this end, 
we shall consider paths of minimum length connecting sets $D_i$ and $D_j$ for distinct $i, j \in [k]$. 
We start by covering some simple cases using the tools from Section 4.1. This simplifies the analysis 
later on since we can exclude certain corner cases.

LEMMA 4.15. Let $v, w \in X$ such that $D(v) \cap D(w) = \emptyset$ and $E_G(D(v), D(w)) \neq \emptyset$. Then $G$ has a topological subgraph isomorphic to $K_h$.

PROOF. Suppose that $G$ has no topological subgraph isomorphic to $K_h$ and there are $v' \in D(v)$ and 
$w' \in D(w)$ such that $v'w' \in E(G)$. We argue that $D(v) \cap D(w) = \emptyset$.

Let $c_E \coloneqq \chi(v', w')$ and consider graph $F \coloneqq G[c_E]$. Let $A$ be the vertex set of the connected 
component of $F$ such that $v', w' \in A$. If $F$ is unicolored then $G[A]$ is $d$-regular for some $d \leq a_{\deg h}^2 \leq t$ 
by Theorem 2.1. Hence, $A \subseteq D(v)$ and $D(v) \cap D(w) = \emptyset$.

Otherwise, $F$ is bicolored with color classes $V_1$ and $V_2$. Without loss of generality suppose that 
$|V_1| \leq |V_2|$ and $w' \in V_1$. Hence, $v' \in V_2$ which implies that $w' \in D(v)$ using Lemma 4.5.

LEMA 4.16. Let $v, w \in X$ such that $D(v) \cap D(w) = \emptyset$ and $N_G(D(v)) \cap N_G(D(w)) \neq \emptyset$. Then $G$ has a topological subgraph isomorphic to $K_h$.

PROOF. Suppose that $G$ has no topological subgraph isomorphic to $K_h$ and there are $v' \in D(v)$, 
$w' \in D(w)$, and $u' \in V(G)$ such that $v'u', w'u' \in E(G)$. We argue that $D(v) \cap D(w) = \emptyset$.

By Lemma 4.15, we may assume that $u' \notin D$. In particular $\chi(v', u') \neq \chi(u', u') \neq \chi(w', w')$ by 
Corollary 4.14.

Let $c_1 \coloneqq \chi(v', u')$ and consider graph $F_1 \coloneqq G[c_1]$. Also, define $c_2 \coloneqq \chi(w', u')$ and $F_2 \coloneqq G[c_2]$.

First suppose that $c_1 = c_2$. Then $\{w', u'\} \cap D(v) = \emptyset$ by Lemma 4.5. Since $u' \notin D$ we conclude that 
w' \in D(v).

So suppose that $c_1 \neq c_2$. Since $\chi(v', u') \neq \chi(u', u') \neq \chi(w', w')$ we conclude that $F_1$ and $F_2$ are 
bicolored. Let $V_1^i$ and $V_2^i$ be the color classes of $F_i, i \in \{1, 2\}$, and suppose without loss of generality that 
$|V_1^i| \leq |V_2^i|$. Since $u' \notin D$, Lemma 4.5 implies that $u' \in V_2^i$ for both $i \in \{1, 2\}$ and thus, $V_2 \coloneqq V_2^1 = V_2^2$.

Moreover, $v' \in V_1^1$ and $w' \in V_1^2$.

Without loss of generality assume $|V_1^2| \leq |V_1^1|$. We argue that $w' \in D(v)$ which implies the 
lemma. Towards this end, consider the graph $F \coloneqq G[c]$ where $c := \chi(v', w')$. 
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Claim 4.17. F is a topological subgraph of G.

Proof. Consider the bipartite graph $B = (V_2, E(F), E(B))$ where

$$E(B) := \{ue \mid u \in V_2, e = xy \in E(F), \chi(x, u) = c_1, \chi(y, u) = c_2\}.$$  

By the properties of the 2-dimensional Weisfeiler–Leman algorithm we conclude that $B$ is biregular. Hence, by Hall’s Marriage Theorem, there is a matching $M \subseteq E(B)$ of $B$ of size $\min(|V_2|, |E(F)|)$.

If $|V_2| \geq |E(F)|$ then $F$ is a topological subgraph of $G$ where an edge $e \in E(F)$ is realized by a path of length 2 via $u$ for the unique $u$ such that $ue \in M$.

So suppose that $|V_2| < |E(F)|$. Let $\widehat{F}$ be the subgraph of $F$ defined via $V(\widehat{F}) := V(F)$ and

$$E(\widehat{F}) := \{e \in E(F) \mid \exists u \in V_2 : ue \in M\}.$$  

Then $\widehat{F}$ is a topological subgraph of $G$ and hence, $2|E(\widehat{F})| \leq a_{\text{deg}}h^2|V(F)|$ by Theorem 2.1. Since $|E(\widehat{F})| = |V_2|$ we conclude that

$$|V_2| \leq \frac{1}{2}a_{\text{deg}}h^2|V(F)| \leq \frac{1}{2}a_{\text{deg}}h^2(|V_1^1| + |V_2^1|) \leq a_{\text{deg}}h^2|V_1^1|.$$  

Now consider the graph $F_1$ which is biregular and a topological subgraph of $G$. We have that

$$|E(F_1)| \leq \frac{1}{2}a_{\text{deg}}h^2(|V_1^1| + |V_2|) \leq \frac{1}{2}a_{\text{deg}}h^2(|V_1^1| + a_{\text{deg}}h^2|V_1^1|) \leq a_{\text{deg}}^2h^4|V_1^1|$$  

using again Theorem 2.1. On the other hand,

$$|E(F_1)| \geq |V_1^1| \cdot \deg_{F_1}(u')$$  

since $F_1$ is biregular. Together, this means that $\deg_{F_1}(u') \leq a_{\text{deg}}^2h^4 \leq t$. So $N_{F_1}(u') \subseteq D(v)$. But this is a contradiction since $u' \in N_{F_1}(u')$ and $u' \notin D$. So this case does not occur. $\square$

Let $A$ be the vertex set of the connected component of $F$ such that $\nu', w' \in A$. If $F[A]$ is $d$-regular for some $d \leq a_{\text{deg}}h^2 \leq t$ by Theorem 2.1. Hence, $A \subseteq D(v)$.

Otherwise $F$ is bicolored with color classes $V_1^1$ and $V_2^1$. By the assumptions, $|V_1^2| \leq |V_1^1|$, $w' \in V_1^2$ and $\nu' \in V_1^1$. More strongly, we actually get that $|V_1^2 \cap A| \leq |V_1^1 \cap A|$, $w' \in V_1^2 \cap A$ and $\nu' \in V_1^1 \cap A$. Also, the restriction $\chi_{|A^2}$ is 2-stable on $F[A]$. So

$$w' \in c_l^{|F[A], \chi_{|A^2}}(\nu') \subseteq c_l^{|G, \chi}(\nu') = D(\nu') = D(v)$$  

using Lemma 4.5 and Observation 4.11. $\square$

Hence, for the remainder of this section, we assume that the distance between distinct sets $D_i$ and $D_j$ is least three. In order to cover the case of larger distances, we need to understand in more detail how the closure sets $D_i$, $i \in [k]$, interact with one another.

4.3 Interaction between Closure Sets

In order to analyze the interaction between closure sets, it turns out to be more convenient to assume that $G$ has no topological subgraph isomorphic to $K_h$. Hence, for the remainder of this section, we make the following assumptions and eventually derive a contradiction:

(A.1) $k \geq 2$, i.e., there are $\nu, w \in X$ such that $D(\nu) \cap D(w) = \emptyset$, and

(A.2) $G$ has no topological subgraph isomorphic to $K_h$.

The first goal is to argue that each set $D_i$ interacts with the other sets $D_j$ only via a small set of vertices. To be more precise, we argue that there are sets $S_i \subseteq D_i$ of size $|S_i| < h$ such that every shortest path between $D_i$ and $D_j$ for distinct $i, j \in [k]$ starts in $S_i$ and ends in $S_j$. The following auxiliary lemma turns out to be useful for this task.
**Lemma 4.18.** Let $G$ be a graph and let $X_1, \ldots, X_\ell \subseteq V(G)$ be pairwise disjoint sets such that $G[X_i, X_{i+1}]$ is a non-empty, biregular graph for all $i \in [\ell - 1]$. Let $k = \min_{i \in [\ell]} |X_i|$. Then there exist $k$ vertex-disjoint paths from $X_i$ to $X_{i+1}$, i.e., there are distinct vertices $v_{i,j} \in X_i$ for all $i \in [\ell]$ and $j \in [k]$ such that $v_{i,j}, v_{i+1,j} \in E(G)$ for all $i \in [\ell - 1]$ and $j \in [k]$.

**Proof.** Without loss of generality assume that $E(G) = \bigcup_{i \in [\ell - 1]} E(G[X_i, X_{i+1}])$. Let $S$ be a $(X_1, X_\ell)$-separator. By Menger’s Theorem it suffices to prove that $|S| \geq k$.

For $i \in [\ell]$ let $k_i = |S \cap X_i|$. Also define $f_i = |X_i| \sum_{j \leq i} \frac{k_j}{|X_j|}$. We prove by induction on $i$ that $|\{v_i \in X_i \setminus S \mid \text{there is a path from } X_i \setminus S \text{ to } v_i \text{ in } G - S \}| \geq |X_i| - f_i$.

The base step $i = 1$ is immediately clear from the definition. So let $B_1 = \{v_i \in X_1 \setminus S \mid \text{there is a path from } X_1 \setminus S \text{ to } v_i \text{ in } G - S \}$ and suppose $|B_1| \geq |X_1| - f_1$.

We first argue that $|N(B_1) \cap X_{i+1}| \geq \frac{B_1}{|X_1|} \cdot |X_{i+1}|$. Since $G[X_i, X_{i+1}]$ is biregular there exist $d \in \mathbb{N}$ such that $|N(v) \cap X_{i+1}| = d$ for all $v \in X_i$. Moreover, $|N(w) \cap X_i| = d \cdot \frac{|X_i|}{|X_{i+1}|}$ for all $w \in X_{i+1}$ by a simple counting argument. Let $E(B_1, X_{i+1}) = \{vw \in E(G) \mid v \in B_1, w \in X_{i+1}\}$. Then $|E(B_1, X_{i+1})| = d \cdot |B_1|$ and $|E(B_1, X_{i+1})| \leq |N(B_1) \cap X_{i+1}| \cdot d \cdot \frac{|X_i|}{|X_{i+1}|}$. In combination, this gives the desired bound $|N(B_1) \cap X_{i+1}| \geq \frac{B_1}{|X_1|} \cdot |X_{i+1}|$.

Now $B_1 \cap X_{i+1}$ contains exactly those vertices in the set $N(B_1) \cap X_{i+1}$ that are not contained in $S$. Hence,

$$|B_{i+1}| \geq |N(B_1) \cap X_{i+1}| - k_{i+1}$$

$$\geq \frac{B_j}{|X_j|} \cdot |X_{i+1}| - k_{i+1}$$

$$\geq \left(1 - \sum_{j \leq i} \frac{k_j}{|X_j|}\right) \cdot |X_{i+1}| - k_{i+1}$$

$$= \left(1 - \sum_{j \leq i+1} \frac{k_j}{|X_j|}\right) \cdot |X_i|$$

$$= |X_{i+1}| - f_{i+1}.$$  

By the induction principle it follows that $|B_{\ell}| \geq |X_\ell| - f_\ell$. Since $S$ is an $(X_1, X_\ell)$-separator it follows that $B_\ell = \emptyset$ and thus, $f_\ell \geq |X_\ell|$. In other words, $\sum_{i \leq \ell} \frac{k_i}{|X_i|} \geq 1$. This implies that $|S| = \sum_{i \leq \ell} k_i \geq \min_{i \in [\ell]} |X_i| = k$. \(\square\)

**Lemma 4.19.** Let $v, w \in X$ such that $D(v) \cap D(w) = \emptyset$. Then there is a connected component $Z$ of $G - D(v)$ such that $D(w) \subseteq Z$.

**Proof.** Suppose towards a contraction that there are distinct components of $Z_1, Z_2$ of the graph $G - D(v)$ such that $D(w) \cap Z_i \neq \emptyset$ for both $i \in \{1, 2\}$. Pick vertices $w_i \in D(w) \cap Z_i$ for both $i \in \{1, 2\}$. Since $G$ is connected there is a shortest path $w_1 = u_0, u_1, \ldots, u_m, u_{m+1} = w_2$ from $w_1$ to $w_2$. Without loss of generality assume that $u_1, \ldots, u_m \notin D(w)$.

Let $\lambda := \chi_\text{t-CR}[G, X, w]$ be the t-CR-stable coloring after individualizing $w$ and let $X_i := [u_1]_i$, be the color class of $u_1$ with respect to the coloring $\lambda$. Note that $\lambda(u_i) \neq \lambda(u_j)$ for all distinct $i, j \in [m]$, because $\text{dist}_G(u_i, w_1) \neq \text{dist}_G(u_j, w_1)$ and $|[w_1]_i| = 1$. So $X_i \cap X_j = \emptyset$ for all distinct $i, j \in [m]$. Also $|X_i| \geq t$ for all $i \in [m]$. So there are $t$ internally vertex-disjoint paths from $w_1$ to $w_2$ by Lemma 4.18.

On the other hand, $|N_G(Z_i)| < h \leq t$ by Theorem 3.3. Since $w_1 \in Z_1$ and $w_2 \notin Z_1$ this is a contradiction. \(\square\)
The lemma builds a main step for understanding the interaction between closure sets. Recall that we currently aim at proving that there are sets $S_i \subseteq D_i$ of size $|S_i| < h$ such that every shortest path between $D_i$ and $D_j$ for distinct $i, j \in [k]$ starts in $S_i$ and ends in $S_j$. If $G - D_i$ is connected for all $i \in [k]$ this statement follows from directly from Theorem 3.3 setting $S_i := N_G(Z_i)$ where $Z_i$ is the unique connected component of $G - D_i$. So suppose there is some $i \in [k]$ such that $G - D_i$ is not connected, i.e., the set $D_i$ forms a separator. Now, Lemma 4.19 implies that these separators do not "cross". In particular, we may contract all sets $D_i$ to a single vertex without effectively changing the connected components of $G - D_i$. This way, we can strengthen the last lemma and prove that, indeed, all sets $D_i, i \neq j \in [k]$, appear in the same connected component of $G - D_i$. Here, we exploit the fact that the 2-dimensional Weisfeiler–Leman algorithm detects cut vertices (i.e., 1-separators) as well as the structure of the block-cut tree (see [20, 21]).

**Lemma 4.20 ([21, Corollary 7]).** Let $G_1$ be a graph and suppose $v_1 \in V(G_1)$ is a cut vertex of $G_1$. Also let $G_2$ be a second graph and let $v_2 \in V(G_2)$ such that $\chi_{WL}^2[G_1](v_1, v_1) = \chi_{WL}^2[G_2](v_2, v_2)$. Then $v_2$ is a cut vertex of $G_2$.

**Lemma 4.21.** For each $v \in X$ there is a connected component $Z(v)$ of the graph $G - D(v)$ such that

1. $D(w) \subseteq Z(v)$, or
2. $D(w) = D(v)$

for all $w \in X$. Moreover, the set

$$R := \bigcap_{v \in X} Z(v).$$

is $\chi$-invariant.

**Proof.** We first argue that there is some $i \in [k]$ and a connected component $Z_i$ of $G - D_i$ such that $D_j \subseteq Z_i$ for all $i \neq j \in [k]$. For $i \in [k]$ and $Z$ a connected component of $G - D_i$ define $s(i, Z) := |\{j \in [k] \mid D_j \subseteq Z\}|$. Pick $i \in [k]$ and $Z_i$ a connected component of $G - D_i$ such that $s(i, Z_i)$ is maximal. Suppose towards a contradiction that $s(i, Z_i) < k - 1$. Then, using Lemma 4.19, there is a second component $Z_i'$ of the graph $G - D_i$ such that $s(i, Z_i') \geq 1$. Suppose that $D_j \subseteq Z_i'$ and let $Z_j$ be the connected component of $G - D_j$ such that $D_j \subseteq Z_j$. Then $Z_i \subseteq Z_j$ and hence, $s(j, Z_j) \geq s(i, Z) + 1$. This contradicts the maximality of $s(i, Z_i)$. Hence, $s(i, Z_i) = k - 1$ which means that $D_j \subseteq Z_i$ for all $i \neq j \in [k]$.

For two vertices $v \in D$ and $u \in V(G) \setminus D$ we say that $v$ is directly reachable from $u$ if there is a path $u = u_1, \ldots, u_m = v$ from $u$ to $v$ such that $u_\mu \notin D$ for all $\mu \in [m - 1]$. For $j \in [k]$ we say that $D_j$ is directly reachable from $u$ if there is some $v \in D_j$ such that $v$ is directly reachable from $u$. Finally, define

$$d(u) := |\{j \in [k] \mid D_j \text{ is directly reachable from } u\}|.$$

Observe that $d(u) \geq 1$ for all $u \in V(G) \setminus D$ because $G$ is connected. Let $U := \{u \in V(G) \setminus D \mid d(u) = 1\}$.

**Claim 4.22.** $U$ is $\chi$-invariant.

**Proof.** Let $C_- \subseteq \{\chi(v, w) \mid v, w \in V(G), v \neq w\}$ be the set of colors defined in Corollary 4.14 such that $D_1, \ldots, D_k$ are precisely the connected components of $G[C_-]$. Consider the graph $G/C_-$. By Lemma 4.3 the coloring $\chi/C_-$ is 2-stable on $G/C_-$. Moreover, $D := \{D_1, \ldots, D_k\}$ is $(\chi/C_-)$-invariant by Corollary 4.14. Now, $U$ contains all vertices that can reach only one vertex of $D$ without visiting another vertex of $D$. This property is detected by the 2-dimensional Weisfeiler–Leman algorithm which implies that $\{\{u\} \mid u \in U\}$ is $(\chi/C_-)$-invariant. So $U$ is $\chi$-invariant. □
Now let \( \tilde{G} \) be the graph obtained from \( G \) by turning each set \( D_i, i \in [k] \), into a clique. Formally, 
\[
V(\tilde{G}) := V(G) \quad \text{and} \quad E(\tilde{G}) := E(G) \cup \{vw \mid v \neq w \land \exists i \in [k] : v, w \in D_i\}.
\]

By Lemma 4.19 the connected components of \( G - D_j \) are the same as the connected components of the graph \( \tilde{G} - D_j \) for all \( j \in [k] \). Also, Corollary 4.14 and Claim 4.22 imply that \( \chi|_{(V(G) \setminus U)^+} \) is 2-stable on the graph \( \tilde{G} - U \).

Now \( (\tilde{G} - U) - D_j \) is connected. We claim that \( (\tilde{G} - U) - D_j \) is connected for all \( j \in [k] \). Consider the graph \( G^* := (G - U)/C_\sim \) where \( C_\sim \) denotes the set of colors from Corollary 4.14. Observe that \( G^* \) is the graph obtained from \( \tilde{G} - U \) by contracting each clique \( D_i, i \in [k] \), to a single vertex. Since \( (\tilde{G} - U) - D_j \) is connected, we conclude that the vertex \( D_i \in V(G^*) \) is not a cut vertex of \( G^* \). Hence, by Corollary 4.14, Lemma 4.3 and 4.20 \( D_j \in V(G^*) \) is not a cut vertex of \( G^* \) for all \( j \in [k] \). In other words, \( (\tilde{G} - U) - D_j \) is connected for all \( j \in [k] \). This implies the first part of the lemma.

Also, \( R = V(G) \setminus (D \cup U) \). Hence, \( R \) is \( \chi \)-invariant by Corollary 4.14 and Claim 4.22. □

By Lemma 4.15 it holds that \( E_G(D_i, D_j) = \emptyset \) for all distinct \( i, j \in [k] \). It follows that \( N_G(D(v)) \cap Z(v) \subseteq R \) for all \( v \in X \). In particular, \( N_G(Z(v)) = N_G(R) \cap D(v) \) for all \( v \in X \). Hence, \( |N_G(R) \cap D(v)| < h \) by Theorem 3.3. For \( i \in [k] \) define
\[
S_i := N_G(R) \cap D_i
\]
and let \( S := \bigcup_{i \in [k]} S_i \).

**Observation 4.23.** For all \( i \in [k] \) it holds that \( |S_i| < h \). Also, \( S \) is \( \chi \)-invariant.

**Proof.** As already argued above, the first part follows from Theorem 3.3. Moreover, \( S \) is \( \chi \)-invariant because \( D \) and \( R \) are \( \chi \)-invariant by Corollary 4.14 and Lemma 4.21. □

Now let
\[
p := \min_{i \neq j \in [k]} \min_{v \in D_i, w \in D_j} \text{dist}_G(v, w).
\]

Observe that \( p \) is indeed a natural number since \( G \) is connected. Also note that \( p \geq 3 \) by Lemmas 4.15 and 4.16.

Fix some \( i \neq j \in [k] \) and \( v \in D_i, w \in D_j \) such that \( \text{dist}_G(v, w) = p \). Let \( v = u_0, \ldots, u_p = w \) be a path from \( v \) to \( w \) to length \( p \). Observe that \( u_\mu \in R \) for all \( \mu \in [p - 1] \). Moreover, let
\[
\tilde{c} := (\chi(u_0, u_0), \chi(u_0, u_1), \chi(u_1, u_1), \chi(u_1, u_2), \ldots, \chi(u_{p-1}, u_{p-1}), \chi(u_{p-1}, u_p), \chi(u_p, u_p))
\]
be the sequence of vertex- and arc-colors appearing along the path. A path \( w_0, \ldots, w_\ell \) is a \( \tilde{c} \)-path if
\[
\tilde{c} = (\chi(w_0, w_0), \chi(w_0, w_1), \chi(w_1, w_1), \chi(w_1, w_2), \ldots, \chi(w_{\ell-1}, w_{\ell-1}), \chi(w_{\ell-1}, w_\ell), \chi(w_\ell, w_\ell)).
\]

Note that every \( \tilde{c} \)-path has length exactly \( p \). We define the graph \( F \) with vertex set \( V(F) := \{D_{i'} \mid i' \in [k]\} \) and edge set
\[
E(F) := \{D_{i'}D_{j'} \mid (\chi/C_\sim)(D_{i'}, D_{j'}) = (\chi/C_\sim)(D_i, D_j)\}
\]
where \( C_\sim \) is the set of colors obtained in Corollary 4.14. Observe that the graph \( F \) contains at least one edge.

**Remark 4.24.** The graph \( F \) depends on the initial choice of the pair \((i, j)\). However, the reader is encouraged to think of \( F \) being defined via some color \( c \) in the image of \( \chi/C_\sim \) (which happens to be the color \( (\chi/C_\sim)(D_i, D_j) \)).

We collect some basic properties of the graph \( F \).
Observation 4.25. $F$ is regular, i.e., $\deg_F(D_i) = \deg_F(D_j)$ for all $i, j \in [k]$.

Proof. We have $(\chi/C_\infty)(D_i, D_i) = (\chi/C_\infty)(D_j, D_j)$ by Corollary 4.14. So $F$ is regular by Lemma 4.3.

Lemma 4.26. For all $i \in [k]$ it holds that $\deg_F(D_i) \geq 12a_{\deg}h^3$.

Proof. Suppose towards a contradiction that there is some $i \in [k]$ such that $\deg_F(D_i) \leq 12a_{\deg}h^3$. Let $J := \{j \in [k] \mid D_j \in N_F(D_i)\}$. Now pick arbitrary elements $j \in J$, $v \in S_i$, and a color $c \in \{\chi(v, w) \mid w \in S_j\}$. Let $W := \{w \in V(G) \mid \chi(v, w) = c\}$. Then $W \cap S_j \neq \emptyset$. Also,

$W \subseteq \bigcup_{j \in J} S_j$

by Observation 4.23 and Lemma 4.3. So $|W| \leq |J| \cdot h \leq 12a_{\deg}h^4$ by Observation 4.23. Now let $v' \in X \cap D_i$. Then $v \in c_{\bar{C}}(\chi, v')$ and hence, $W \subseteq c_{\bar{C}}(\chi, v')$ since $t \geq |W|$. But $c_{\bar{C}}(\chi, v') = D_i$ by definition and $W \not\subseteq D_i$. A contradiction.

Lemma 4.27. For every $D_i D_j \in E(F)$ there are $v \in D_i$ and $w \in D_j$ such that there is a $\bar{c}$-path from $v$ to $w$ or there is a $\bar{c}$-path from $w$ to $v$.

Proof. By definition of the graph $F$ there exists $D_i D_j \in E(F)$ and $v \in D_i$ and $w \in D_j$ such that there is a $\bar{c}$-path from $v$ to $w$. Now let $D_i D_j \in E(F)$ be another edge. By the definition of $F$, Corollary 4.14 and Lemma 4.3 there are $v' \in D_i$ and $w' \in D_j$ such that $\chi(v, w) = \chi(v', w')$. Without loss of generality assume the former holds. By the properties of the 2-dimensional Weisfeiler–Leman algorithm there is a $\bar{c}$-walk from $v'$ to $w'$, i.e., a sequence of vertices $v' = w'_0, \ldots, w'_{\ell} = w'$ such that

$\bar{c} = (\chi(w_0, w_0), \chi(w_0, w_1), \chi(w_1, w_1), \chi(w_1, w_2), \ldots, \chi(w_{\ell-1}, w_{\ell-1}), \chi(w_{\ell-1}, w_\ell), \chi(w_\ell, w_\ell))$.

(In comparison to a $\bar{c}$-path, a vertex may occur multiple times on the walk.) Since $p$ is the minimal distance between distinct sets $D_i, D_j$, $i, j \in [k]$, it follows that $w'_0, \ldots, w'_\ell$ is a path.

The following lemma is the crucial step towards the proof of Lemma 4.12.

Lemma 4.28. Let $d := 4a_{\deg}h^3$. There is a subgraph $\tilde{F} \subseteq F$ with $V(\tilde{F}) = V(F)$ such that

(A) $\deg_{\tilde{F}}(D_i) \leq d$ for all $i \in [k]$,

(B) $\sum_{i \in [k]} \deg_{\tilde{F}}(D_i) = 2 \cdot |E(\tilde{F})| \geq a_{\deg}h^3k$, and

(C) for every $e = D_i D_j \in E(\tilde{F})$ there is a path $P_e$ from $D_i$ to $D_j$ of length $p$ such that all paths $P_e, e \in E(\tilde{F})$, are internally vertex-disjoint.

Before proceeding to the proof of Lemma 4.28, let us first prove Lemma 4.12 assuming Lemma 4.28 holds true.

Proof of Lemma 4.12. Let $\tilde{F} \subseteq F$ be the subgraph from Lemma 4.28 and fix a set of paths $P_e, e \in E(\tilde{F})$, satisfying Property (C). By the length constraint, all internal vertices of a path $P_e, e \in E(\tilde{F})$, are contained in $R$ and both endvertices are contained in $S$. Now consider the graph $\tilde{F}$ with vertex set $V(\tilde{F}) := S$ and $vw \in E(\tilde{F})$ whenever there is a path $P_e, e \in E(\tilde{F})$, from $v$ to $w$. Clearly, $\tilde{F}$ is a topological subgraph of $G$. Then $\sum_{v \in S} \deg_{\tilde{F}}(v) = 2|E(\tilde{F})| \geq 2|E(\tilde{F})| \geq a_{\deg}h^3k$. On the other hand, $|S| < kh$ by Observation 4.23. But this contradicts Theorem 2.1. Hence, one of the Assumptions (A.1) and (A.2) is false.

Hence, it remains to prove Lemma 4.28. This is achieved in the next subsection.
Fig. 2. Visualization of the interaction between the closure sets.

4.4 Constructing Disjoint Paths

Consider some \( i \neq j \in [k] \) such that \( D_i D_j \in E(F) \) as well as some \( v \in D_i \) and \( w \in D_j \) such that \( \text{dist}_G(v, w) = p \). Let \( v = u_0, \ldots, u_p = w \) be a path from \( v \) to \( w \) of length \( p \). Then \( v \in S_i, w \in S_j \), and \( u_\mu \in R \) for all \( \mu \in [p-1] \). Recall that \( p \geq 3 \) by Lemmas 4.15 and 4.16.

We define \( r := \lceil \frac{p-1}{2} \rceil \) and

\[
L_i^{≤r} := \left\{ u \in R \mid \min_{v' \in D_i} \text{dist}(v', u) \leq r \right\}.
\]

By the definition of the parameter \( r \) we have that \( L_i^{≤r} \cap L_j^{≤r} = \emptyset \) for all distinct \( i, j \in [k] \), but there exist \( i, j \in [k] \) such that \( N_G[L_i^{≤r}] \cap N_G[L_j^{≤r}] \neq \emptyset \). Furthermore, for \( 1 \leq \mu \leq r \) let

\[
L_i^{=\mu} := \left\{ u \in R \mid \min_{v' \in D_i} \text{dist}(v', u) = \mu \right\}.
\]

A visualization can be found in Figure 2 (the set \( V_M \) displayed in the figure is introduced later on).

Observation 4.29. For every \( \mu \in [r] \) the set \( L_i^{=\mu} := \bigcup_{i \in [k]} L_i^{=\mu} \) is \( \chi \)-invariant. Moreover, there is a set of colors

\[
C^{≤r} \subseteq \{ \chi(v, w) \mid v, w \in V(G), v \neq w \}
\]

such that \( L_i^{≤r}, \ldots, L_k^{≤r} \) are precisely the connected components of \( G[C^{≤r}] \). Also,

\[
(\chi/C^{≤r})(L_i^{≤r}, L_i^{≤r}) = (\chi/C^{≤r})(L_j^{≤r}, L_j^{≤r})
\]

for all \( i, j \in [k] \).
Proof. The sets $D$ and $R$ are $\chi$-invariant by Corollary 4.14 and Lemma 4.21. Define $L_0 := D$. Then
\[
L_0 = \left( N_0(L_0) \cap R \right) \setminus \bigcup_{\mu' < \mu} L_0^{= \mu'}.
\]
Hence, $L_0$ is $\chi$-invariant for all $\mu \in [r]$ by induction. For the second part observe that $L_1^{= r} \cup D_1, \ldots, L_k^{= r} \cup D_k$ are the connected components of the graph $G[C]$ where
\[
C := \{ \chi(v, w) \mid vw \in E(G), v, w \in \bigcup_{i \in [k]} L_i^{= r} \cup D_i \} \cup C_-
\]
where $C_-$ is the set of colors from Corollary 4.14. In combination with Corollary 4.14 and Lemma 4.3 this also implies the third statement. □

We split the problem of constructing the desired paths into two parts: constructing paths within the sets $L_i^{= r}$ and building the “middle part” of constant size (the “middle part” either consists of a single edge or a single vertex and two incident edges). We start by considering the paths within the sets $L_i^{= r}$. For these parts, we are interested in which vertices from the set $L_i^{= r}$ can be extended to a path that is disjoint from a set of existing paths on $L_i^{= r}$. Actually, for the overall argument to work out, we may even modify the set of existing paths on $L_i^{= r}$ as long as we do not change the “interface” in the set $L_i^{= r}$, i.e., the endpoints of the paths have to remain the same.

Fix $i \in [k]$. Let $P_1, \ldots, P_\ell$ be a set of $\ell$ vertex-disjoint paths of length $r - 1$ from $L_{i+}^{= 1}$ to $L_i^{= r}$. For every $\mu \in [r]$ we define $L'_i(P_1, \ldots, P_\ell)$ to be the set of vertices lying on the paths $P_1, \ldots, P_\ell$ that are contained in $L_i^{= \mu}$. Observe that $|L'_i(P_1, \ldots, P_\ell)| = \ell$ for all $\mu \in [r]$. Now we define the expansion set of $P_1, \ldots, P_\ell$ to be the set
\[
\text{Exp}_{\ell}(P_1, \ldots, P_\ell) := \left\{ v \in L_i^{= r} \mid \text{there exist } \ell + 1 \text{ vertex-disjoint paths } P'_1, \ldots, P'_{\ell+1} \text{ of length } r - 1 \text{ from } L_i^{= 1} \text{ to } L_i^{= r} \text{ such that } \right.
\]
\[
\left. L'_i(P'_1, \ldots, P'_{\ell+1}) = L'_i(P_1, \ldots, P_\ell) \cup \{ v \} \right\}.
\]
Recall that $t \geq t(h)$ is a given parameter for Theorem 4.1 and the sets $D_i = cl_t^{(G, \chi)}(v_i)$ are defined as the $t$-closure of elements $v_i \in D_i$ (see (3)).

Lemma 4.30. Let $i \in [k]$ and let $P_1, \ldots, P_\ell$ be a set of $\ell < 12 a^2 h^5$ vertex-disjoint paths of length $r - 1$ from $L_i^{= 1}$ to $L_i^{= r}$. Also, let $c \in C_G(G, \chi)$. Then
\[
| \text{Exp}_{\ell}(P_1, \ldots, P_\ell) \cap V_c | \geq \left( 1 - \frac{24 a^2 h^5}{t} \right) | L_i^{= r} \cap V_c |.
\]

Proof. Throughout the proof, let us fix an arbitrary element $x \in X$ such that $D_i = D(x)$ and define $\lambda := \chi_{t-CR[G, \chi, x]}$ to be the $t$-CR-stable coloring after individualizing $x$. Observe that $D_i = \{ w \in V(G) \mid |[w]_\lambda| = 1 \}$ and the sets $F_\ell^{= \mu}$ are $\lambda$-invariant for all $\mu \in [r]$. Finally, let $u_r \in L_i^{= r} \cap V_c$ and let $u_1, \ldots, u_r$ be a path from $L_i^{= 1}$ to $L_i^{= r} \cap V_c$. Also let $c_\mu := \lambda(u_\mu)$ for all $\mu \in [r]$. We argue that
\[
| \text{Exp}_{\ell}(P_1, \ldots, P_\ell) \cap \lambda^{-1}(c_r) | \geq \left( 1 - \frac{24 a^2 h^5}{t} \right) | \lambda^{-1}(c_r) |. \tag{10}
\]
Clearly, this implies the lemma since
\begin{align*}
|\text{Exp}_i(P_1, \ldots, P_\ell) \cap V(c)| &= \sum_{c' \in \lambda^{-1}(P_i^{\ell} \cap V(c))} |\text{Exp}_i(P_1, \ldots, P_\ell) \cap \lambda^{-1}(c')| \\
&\geq \sum_{c' \in \lambda^{-1}(P_i^{\ell} \cap V(c))} \left(1 - \frac{24a_{\text{deg}} h^5}{\ell} \right) |\lambda^{-1}(c')| \\
&= \left(1 - \frac{24a_{\text{deg}} h^5}{\ell} \right) |\lambda^{-1}(P_i^{\ell} \cap V(c))| \\
&= \left(1 - \frac{24a_{\text{deg}} h^5}{\ell} \right) \left|L_i^{\ell} \cap V(c)\right|.
\end{align*}

To prove Equation (10), we use an alternating-paths argument and define the following directed graph $H$ with vertex set $V(H) := P_i^{\ell}$ and edge set $E(H) := E_{\text{fw}} \cup E_{\text{bw}}$. The forward edges are defined as
\[ E_{\text{fw}} := \{(v, w) \mid v w \in E(G) \setminus \bigcup_{j \in [\ell]} E(P_j), v \in L_i^{\mu}, w \in L_i^{\mu+1} \text{ for some } \mu \in [r-1]\}. \]

The backward edges are defined as
\[ E_{\text{bw}} := \{(v, w) \mid v w \in \bigcup_{j \in [\ell]} E(P_j), v \in L_i^{\mu+1}, w \in L_i^{\mu} \text{ for some } \mu \in [r-1]\}. \]

We consider directed paths that start in $L_i^{\ell} \setminus L_i^{\ell}(P_1, \ldots, P_\ell)$. A directed path $v_1, \ldots, v_q$ in $H$ is admissible if
\begin{enumerate}
  \item $v_1 \in L_i^{\ell} \setminus L_i^{\ell}(P_1, \ldots, P_\ell)$,
  \item $(v_\eta, v_{\eta+1}) \in E(H)$, and
  \item if $(v_\eta, v_{\eta+1}) \in E_{\text{fw}}$ and $v_{\eta+1} \in \bigcup_{j \in [\ell]} V(P_j)$ then $\eta \leq q - 2$ and $(v_{\eta+1}, v_{\eta+2}) \in E_{\text{bw}}$
\end{enumerate}
for all $\eta \in [q-1]$. Let
\[ A := \{v \in V(G) \mid \text{there is an admissible path } v_1, \ldots, v_q \text{ such that } v_q = v\}. \]

Also, let $A_\mu := A \cap F_i^{\mu}$ for all $\mu \in [r]$.  

\textbf{Claim 4.31}. $A_\mu \subseteq \text{Exp}_i(P_1, \ldots, P_\ell)$.  

\textbf{Proof}. Let $v \in A_\mu$ and let $v_1, \ldots, v_q$ be an admissible path of minimal length $q$ such that $v = v_q$. Let $P_{\ell+1}$ be the corresponding path graph with $V(P_{\ell+1}) := \{v_1, \ldots, v_q\}$ and $E(P_{\ell+1}) := \{v_i v_{i+1} \mid i \in [q-1]\}$. Consider the graph $P$ with vertex set $V(P) := \bigcup_{j \in [\ell+1]} V(P_j)$ and edge set
\[ E(P) := \left(\bigcup_{j \in [\ell]} E(P_j) \setminus E(P_{\ell+1})\right) \cup \left(\bigcup_{j \in [\ell]} E(P_{\ell+1}) \cup E(P_j)\right). \]

Then $P$ is the disjoint union of $(\ell + 1)$ many paths $P_1', \ldots, P'_{\ell+1}$ (and possibly isolated vertices) from $L_i^{\ell}$ to $L_i^{\ell}$ such that $L_i'(P_1', \ldots, P'_{\ell+1}) = L_i'(P_1, \ldots, P_\ell) \cup \{v\}$. To see this, observe that if there is a vertex $w \in V(P_{\ell+1}) \cap V(P_j)$ for some $j \in [\ell]$, then there is also a common adjacent edge $ww' \in E(P_{\ell+1}) \cap E(P_j)$ by the definition of an admissible path. This implies that $v \in \text{Exp}_i(P_1, \ldots, P_\ell)$. \hfill $\square$
By the claim, it suffices to provide a lower bound on the size of the set $A_r \cap \lambda^{-1}(c_r)$. Towards this end, we analyze the structure of the set $A$. For $j \in [\ell]$ let $u_{\mu,j}$ be the unique vertex in the set $V(P_j) \cap F^{-1}_i$, $\mu \in [r]$. First observe that, if $u_{\mu,j} \in A$, then also $u_{\mu',j} \in A$ for all $\mu' < \mu$ since all vertices $u_{\mu,j}$ are reachable with backward edges in $E_{bw}$.

We call a vertex $b \in \bigcup_{j \in [\ell]} V(P_j) \setminus A$ a blocking vertex if there is a vertex $v \in \bigcup_{j \in [\ell]} V(P_j) \cap A$ such that $(b, v) \in E_{bw}$. In other words, the vertex $u_{\mu,j}$ is a blocking vertex if $u_{\mu,j} \notin A$ and $u_{\mu-1,j} \in A$ (and therefore $u_{\mu',j} \in A$ for all $\mu' < \mu$). Let $B$ be the set of blocking vertices. By the above observation, $|B \cap V(P_j)| \leq 1$ for all $j \in [\ell]$. Hence, $|B| \leq \ell$. Let $\ell_\mu := |B \cap F^{-1}_i|$ be the number of blocking vertices on level $\mu$, $\mu \in [r]$.

**Claim 4.32.** $|A_\mu \cap \lambda^{-1}(c_\mu)| \geq \left( \frac{|A_1 \cap \lambda^{-1}(c_1)|}{|\lambda^{-1}(c_1)|} - \frac{\ell_1 + \cdots + \ell_\mu}{t} \right) |\lambda^{-1}(c_\mu)|$ for all $\mu \in [r]$.

**Proof.** The claim is proved by induction on $\mu \in [r]$. The base case $\mu = 1$ is immediately clear.

For the inductive step assume that $\mu \geq 1$. Since $G[\lambda^{-1}(c_\mu), \lambda^{-1}(c_{\mu+1})]$ is a non-empty biregular graph, for each subset $S \subseteq \lambda^{-1}(c_\mu)$ it holds that

$$\frac{|N_G(S) \cap \lambda^{-1}(c_{\mu+1})|}{|\lambda^{-1}(c_{\mu+1})|} \geq \frac{|S|}{|\lambda^{-1}(c_\mu)|},$$

as argued in the preliminaries. We first argue that

$$N(A_\mu \cap \lambda^{-1}(c_\mu)) \cap \lambda^{-1}(c_{\mu+1}) \subseteq A_\mu \cup B.$$

Let $v \in A_\mu \cap \lambda^{-1}(c_\mu)$ and $w \in N(v) \cap \lambda^{-1}(c_{\mu+1})$. If $w \in \bigcup_{j \in [\ell]} V(P_j)$ then $w \in B$ or $w \in A$. Otherwise, $w \in V(G) \setminus \bigcup_{j \in [\ell]} V(P_j)$ and $(v, w) \in E_{fw}$ which means $w \in A$. This shows the inclusion and, therefore,

$$\frac{|A_{\mu+1} \cap \lambda^{-1}(c_{\mu+1})|}{|\lambda^{-1}(c_{\mu+1})|} \geq \frac{|N(A_\mu \cap \lambda^{-1}(c_\mu)) \cap \lambda^{-1}(c_{\mu+1})| - \ell_{\mu+1}}{|\lambda^{-1}(c_{\mu+1})|} \geq \frac{|A_\mu \cap \lambda^{-1}(c_\mu)|}{|\lambda^{-1}(c_\mu)|} - \frac{\ell_{\mu+1}}{t}.$$

By the induction hypothesis,

$$\frac{|A_\mu \cap \lambda^{-1}(c_\mu)|}{|\lambda^{-1}(c_\mu)|} \geq \frac{|A_1 \cap \lambda^{-1}(c_1)|}{|\lambda^{-1}(c_1)|} - \frac{\ell_1 + \cdots + \ell_\mu}{t}.$$

In combination this means

$$\frac{|A_{\mu+1} \cap \lambda^{-1}(c_{\mu+1})|}{|\lambda^{-1}(c_{\mu+1})|} \geq \frac{|A_1 \cap \lambda^{-1}(c_1)|}{|\lambda^{-1}(c_1)|} - \frac{\ell_1 + \cdots + \ell_\mu + \ell_{\mu+1}}{t}.$$

Now, we can prove Equation (10). We already observed in Claim 4.31 that

$$A_r \subseteq \text{Exp}_i(P_1, \ldots, P_\ell).$$
Moreover, it holds that $|A_1 \cap \lambda^{-1}(c_1)| = |\lambda^{-1}(c_1)| - \ell$. Combining this with Claim 4.32, we obtain

$$|\text{Exp}_t(P_1, \ldots, P_r) \cap \lambda^{-1}(c_r)| \geq |A_r \cap \lambda^{-1}(c_r)|$$

$$\geq \left( \frac{|A_1 \cap \lambda^{-1}(c_1)|}{|\lambda^{-1}(c_1)|} - \frac{\ell}{t} \right) |\lambda^{-1}(c_r)|$$

$$\geq \left( \frac{|\lambda^{-1}(c_1)| - 12a_{	ext{deg}}^2 h^5}{|\lambda^{-1}(c_1)|} - \frac{12a_{	ext{deg}}^2 h^5}{t} \right) |\lambda^{-1}(c_r)|$$

$$\geq \left( \frac{t - 12a_{	ext{deg}}^2 h^5}{t} - \frac{12a_{	ext{deg}}^2 h^5}{t} \right) |\lambda^{-1}(c_r)|$$

$$= \left( 1 - \frac{24a_{	ext{deg}}^2 h^5}{t} \right) |\lambda^{-1}(c_r)|.$$  

\[ \Box \]

Building on the previous lemma, the critical step becomes the construction of the middle part of the paths $P_e$ that need to be constructed in order to prove Lemma 4.28. Here, we distinguish between two cases depending on the parity of the path length $p$.

4.4.1 Paths of Odd Length. We first provide a proof for Lemma 4.28 in the simpler case in which $p$ is odd. The basic idea is to construct the paths one-by-one, i.e., initially we define $E(\hat{F})$ to be empty. In each iteration, the set of edges (as well as the corresponding set of paths) is extended by one until Property (B) is satisfied while always maintaining Properties (A) and (C). Observe that Properties (A) and (C) are satisfied initially.

Hence, let us fix a subgraph $\hat{F} \subseteq F$ which satisfies Properties (A) and (C), but violates Property (B). Let $P_e, e \in E(\hat{F})$, be the corresponding set of paths. We argue how to extend $\hat{F}$ by a single edge while maintaining Properties (A) and (C).

Consider the color $c_M := c_{2r+2}$ of the middle edge of a $\tilde{c}$-path as well as the color of its two incident vertices $c_L := c_{2r+1}$ and $c_R := c_{2r+3}$. Let $E_M := \{uv \in E(G) \mid \chi(u, v) = c_M\}$.

For each $D_iD_j \in E(F)$ we define the witness set $W(D_iD_j) := \{uv \in E_M \mid v \in L_i^{sr}, w \in L_j^{sr}\}$. We remark that each $e \in W(D_iD_j)$ appears on a $\tilde{c}$-path from some $v \in D_i$ to some $w \in D_j$, or on a $\tilde{c}$-path from some $w \in D_j$ to some $v \in D_i$.

A partition $\mathcal{P}$ of a set $A$ is an equipartition if $|P| = |P'|$ for all $P, P' \in \mathcal{P}$. Observe that, for an equipartition $\mathcal{P}$, we have that $|A| = |\mathcal{P}| \cdot |P|$ for all $P \in \mathcal{P}$.

**Lemma 4.33.** The sets $W(D_iD_j)$, $D_iD_j \in E(F)$, form an equipartition of the set $E_M$.

**Proof.** Consider the set $C^{sr} \subseteq \{\chi(u, v) \mid v, w \in V(G), v \neq w\}$ defined in Observation 4.29 such that $L_i^{sr}, \ldots, L_k^{sr}$ are precisely the connected components of $G[C^{sr}]$. By Observation 4.29,

$$\{\chi(v, v) \mid v \in L_i^{sr}\} = \{\chi(v, v) \mid v \in L_j^{sr}\}$$

for all $i, j \in [k]$. Also,

$$c_M \in \{\chi(v, w) \mid v \in L_i^{sr}, w \in L_j^{sr}\}$$

for some $D_iD_j \in E(F)$ by definition of the graph $F$. Now, Lemma 4.33 implies that

$$\{\chi(v, v) \mid v \in L_i^{sr}, w \in L_j^{sr}\} = \{\chi(v, v) \mid v \in L_i^{sr}, w \in L_j^{sr}\}$$

for all $D_iD_j, D_iD_j' \in E(G)$ and $c_M$ only appears in sets $\{\chi(v, v) \mid v \in L_i^{sr}, w \in L_j^{sr}\}$ for $D_iD_j \in E(G)$.

\[ \Box \]
Now let \( i \in [k] \). Let \( P^i_1, \ldots, P^i_{d_i} \) denote the paths which are obtained from intersecting the paths \( P_e, e \in E(\widehat{F}) \), with the set \( L_i^{\pi, r} \). Observe that \( d_i = \deg_{\widehat{F}}(D_i) \), i.e., the number \( d_i \) of paths \( P^i_j \) obtained this way equals the degree of \( D_i \) in the graph \( \widehat{F} \).

The basic idea to extend the graph \( \widehat{F} \) by a single edge is to apply a counting argument. Consider the set \( E_M \). We argue that there is some \( e \in E_M \) which can be extended to a 6-path which is internally-vertex disjoint from all paths \( P_e, e \in E(\widehat{F}) \), and provides a witness for extending \( \widehat{F} \) by a single edge. More precisely, in light of Lemma 4.30, it suffices to prove the following lemma. Recall the definition of the parameter \( d \) from Lemma 4.28.

**Lemma 4.34.** There is an edge \( vw \in E_M \) such that \( vw \in W(D_i D_j) \) and

\[
\text{(a)} \quad \deg_{\widehat{F}}(D_i) < d \quad \text{and} \quad \deg_{\widehat{F}}(D_j) < d, \\
\text{(b)} \quad D_i D_j \notin E(\widehat{F}), \quad \text{and} \\
\text{(c)} \quad v \in \Exp_{i}(P^i_1, \ldots, P^i_{d_i}) \quad \text{and} \quad w \in \Exp_{j}(P^j_1, \ldots, P^j_{d_j}).
\]

**Proof.** We first provide upper bounds on the number edges in \( E_M \) violating one of the first two properties. Let

\[
\widehat{E}_M := \bigcup_{D_i \in E_M} W(D_i D_j)
\]

denote the set of edges violating Property (a). Let \( U := \{ i \in [k] \mid \deg_{\widehat{F}}(D_i) = d \} \). Then \( |E(\widehat{F})| \geq \frac{d}{2} |U| = 2a \frac{d}{2} h^3 |U| \). Since \( |E(\widehat{F})| < \frac{1}{2} a \frac{d}{2} h^3 k \) it follows that \( |U| < \frac{k}{2} \). By Observation 4.25 there is a number \( d_F \) such that \( \deg_{\widehat{F}}(D_i) = d_F \) for all \( i \in [k] \). Hence,

\[
|\{D_i D_j \in E(F) \mid \deg_{\widehat{F}}(D_i) = d \vee \deg_{\widehat{F}}(D_j) = d \}| \leq d_F \cdot |U| < \frac{d_F k}{4} = \frac{|E(F)|}{2}.
\]

So \( |\widehat{E}_M| \leq \frac{1}{2} |E_M| \) by Lemma 4.33. Next, let

\[
\widehat{E}_M^2 := \bigcup_{D_i D_j \in E(\widehat{F})} W(D_i D_j)
\]

denote the set of edges violating Property (b). We have that \( \frac{|E(\widehat{F})|}{|E(F)|} < \frac{1}{12} \) by Lemma 4.26 and the fact that \( \widehat{F} \) violates Property 2. So \( |\widehat{E}_M^2| \leq \frac{1}{12} |E_M| \) by Lemma 4.33.

Now let us analyze Property (c). By Lemma 4.30 it holds that

\[
|\Exp_{i}(P^i_1, \ldots, P^i_{d_i}) \cap V_{cL}| \geq \left(1 - \frac{1}{6}\right)|L_i^{\pi, r} \cap V_{cL}|
\]

and

\[
|\Exp_{i}(P^i_1, \ldots, P^i_{d_i}) \cap V_{cR}| \geq \left(1 - \frac{1}{6}\right)|L_i^{\pi, r} \cap V_{cR}|
\]

for all \( i \in [k] \setminus U \). Hence,

\[
|\{vw \in E_M \setminus \widehat{E}_M^2 \mid vw \in W(D_i D_j), v \in \Exp_{i}(P^i_1, \ldots, P^i_{d_i}), w \in \Exp_{j}(P^j_1, \ldots, P^j_{d_j})\}| \geq \frac{2}{3} |E_M| - |\widehat{E}_M^2|.
\]

So, the number of edges satisfying Properties (a), (b), and (c) it at least

\[
\frac{2}{3} \left( |E_M| - |\widehat{E}_M^1| \right) - |\widehat{E}_M^2| \geq \frac{2}{3} \left( |E_M| - \frac{1}{2} |E_M| \right) - \frac{1}{12} |E_M| = \frac{1}{4} |E_M| > 0.
\]

\( \square \)
**Proof of Lemma 4.28 for p odd.** Let \( \overline{F} \) be a maximal subgraph of \( F \) that satisfies Properties (A) and (C). Suppose towards a contradiction that Property (B) is violated, i.e., \( 2 \cdot |E(\overline{F})| < a_{\text{deg}} h^3 k \). Let \( e \in E(\overline{F}) \), be the corresponding set of paths guaranteed by Property (C). For \( i \in [k] \) let \( P_i^1, \ldots, P_i^{d_i} \) denote the paths which are obtained from intersecting the paths \( e \in E(\overline{F}) \), with the set \( L_i^{\geq r} \). Observe that \( d_i = \text{deg}_F(D_i) \) and the path \( P_j^i \) has length \( r - 1 \) for all \( i \in [k] \) and \( j \in [d_i] \).

By Lemma 4.34 there is an edge \( uv \in E_M \) such that \( uv \in W(D_i D_j) \) satisfying Properties (a), (b), and (c). Let \( \overline{F} + D_i D_j \) denote the graph obtained from \( \overline{F} \) by adding the edge \( D_i D_j \). By Property (a) the graph \( \overline{F} + D_i D_j \) satisfies Property (A). By Property (c) and the definition of an extension set there are vertex-disjoint paths \( Q_1^l, \ldots, Q_{d_{j+1}}^l \) from \( L_i^{\geq r} \) to \( L_j^{\geq r} \) of length \( r - 1 \) such that

\[
L_i^{\geq r}(Q_1^l, \ldots, Q_{d_{j+1}}^l) = L_j^{\geq r}(P_1^l, \ldots, P_{d_j}^l) + \{v\}
\]

and vertex-disjoint paths \( Q_1^l, \ldots, Q_{d_{j+1}}^l \) from \( L_j^{\geq r} \) to \( L_j^{\geq r} \) of length \( r - 1 \) such that

\[
L_j^{\geq r}(Q_1^l, \ldots, Q_{d_{j+1}}^l) = L_j^{\geq r}(P_1^l, \ldots, P_{d_j}^l) + \{w\}.
\]

This gives a set of paths \( Q_e, e \in E(\overline{F} + D_i D_j) \), witnessing Property (C) for the graph \( \overline{F} + D_i D_j \).

Hence, by the maximality of \( \overline{F} \), it holds that \( D_i D_j \in E(\overline{F}) \) contracting Property (b). □

4.4.2 Paths of Even Length. Next, let us analyse the case in which \( p \) is even. This case is more complicated than the previous case since, for \( p \) even, the center of a \( c \)-path is a vertex (instead of an edge for \( p \) odd). Consider the color \( c_M := \hat{c}_{2r+3} \) of the middle vertex of a \( c \)-path as well as the color of its two adjacent vertices \( c_L := \hat{c}_{2r+1} \) and \( c_R := \hat{c}_{2r+5} \). Also let \( V_M := \{v \in V(G) \mid \chi(v, v) = c_M\} \).

To be more precise, a main advantage of the previous case is that, given a middle edge \( e \in E_M \), there is a unique edge \( D_i D_j \in E(F) \) such that \( e \) appears on a witnessing \( c \)-path from \( D_i \) to \( D_j \) (see Lemma 4.33). For \( p \) even, this is not true anymore, i.e., for a middle vertex \( v \in V_M \), there may be a large number of edges \( D_i D_j \in E(F) \) such that \( v \) appears on a witnessing \( c \)-path from \( D_i \) to \( D_j \). In principle, \( |V_M| \) may even be significantly smaller than \( |E(F)| \). Hence, to be able to find a sufficient number of vertex-disjoint paths to ensure Property (C), we first have to ensure that \( |V_M| \geq \frac{1}{8}a_{\text{deg}} h^3 k \). Actually, to formulate a counting argument similar to the previous case, we require a slightly larger bound obtained in the next lemma.

**Lemma 4.35.** \( |V_M| \geq 3a_{\text{deg}} h^3 k \).

**Proof.** Let \( \overline{E} := ([k], V_M, \overline{E}) \) be the bipartite graph with edge set

\[
\overline{E} := \{vi \mid v \in V_M, i \in [k] \},
\]

and there is \( w \in F_i^{\geq r} \) such that \( \chi(w, v) = \hat{c}_{2r+2} \).

Let \( E_L := \{vw \in E(G) \mid \chi(w, v) = \hat{c}_{2r+2}\} \subseteq E(G) \). For each \( vi \in \overline{E} \) define \( W(vi) := \{vw \in E_L \mid w \in F_i^{\geq r}\} \) to be the set of edges witnessing that \( vi \in \overline{E} \).

**Claim 4.36.** The sets \( W(vi), vi \in \overline{E} \), form an equipartition of the set \( E_L \).

**Proof.** First observe that \( |W(vi)| \geq 1 \) for all \( vi \in \overline{E} \) and each \( e \in E_L \) appears in some set \( W(vi) \), \( vi \in \overline{E} \), by Observation 4.29.

Let \( C^{\geq r} \) be the set of colors from Observation 4.29 such that \( L_1^{\geq r}, \ldots, L_k^{\geq r} \) are precisely the connected components of \( G[C^{\geq r}] \). By Lemma 4.3 the coloring \( \chi/C^{\geq r} \) is 2-stable on the graph \( G/C^{\geq r} \). Now, we have that the number of elements in \( W(vi) \) equals the number of occurrences of the color \( \hat{c}_{2r+2} \) in the set \( (\chi/C^{\geq r})(v, L_i^{\geq r}) \). Since any two of such multisets are either equal or disjoint by Lemma 4.3, the claim follows. □
CLAIM 4.37. \( \deg_{\tilde{B}}(i) \geq 36a_{\deg}^2h^5 \) for all \( i \in [k] \).

PROOF. Let \( i \in [k] \) and pick \( x \in X \cap D_i \) (recall the definition of the set \( X \) from Equation (2)). Also, let \( \lambda := \chi_{t-\text{CR}}[G, \chi, x] \) be the \( t \)-\( \text{CR} \)-stable coloring after individualizing \( x \). Then \( D_i = \{ w \in V(G) \mid ||w||_\lambda = 1 \} \) and \( L_i^{r,t} \) is \( \lambda \)-invariant. Since \( V_M \cap \text{cl}_i^{(G, \chi)}(x) = \emptyset \) it follows that \( \{ v \in V_M \mid \exists w \in L_t^{r,t} : \chi(w, v) = \epsilon_{2r+2} \} > t \). Since \( t \geq 36a_{\deg}^2h^5 \) (see Equation (1)), it follows that \( \deg_{\tilde{B}}(i) \geq 36a_{\deg}^2h^5 \). \( \Box \)

CLAIM 4.38. \( \tilde{B} \) is biregular.

PROOF. This follows from Observation 4.29 and Lemma 4.3. \( \Box \)

We shall prove that there is a subgraph \( \hat{B} \subseteq \tilde{B} \) such that

- (I) \( \deg_{\hat{B}}(i) \leq 12a_{\deg}^2h^5 \) for all \( i \in [k] \),
- (II) \( |E(\hat{B})| \geq 3a_{\deg}^2h^5k \), and
- (III) for every \( e = vi \in E(\hat{B}) \) there is a path \( P_e \) from \( D_i \) to \( v \) of length \( r + 1 \) such that all paths \( P_e, e \in E(\hat{B}) \), are internally vertex-disjoint.

As before, we initialize \( \hat{B} \) with the same vertex set \( V(\hat{B}) := V(\tilde{B}) \) and empty edge set. Observe that this satisfies Properties (I) and (III). We iteratively add edges until Property (II) is satisfied while maintaining Properties (I) and (III).

So let \( \tilde{B} \) be the current subgraph and suppose \( |E(\tilde{B})| < 3a_{\deg}^2h^5k \). We argue that one can add a single edge to \( \tilde{B} \) while maintaining Properties (I) and (III). Let

\[
E_1 := \bigcup_{vi \in E(\tilde{B})} W(vi)
\]

be the set of edges from \( E_L \) that witness existing edges from \( \tilde{B} \). It follows from Claim 4.37 that \( |E(\tilde{B})| \geq 36a_{\deg}^2h^5k \). Hence, we have that

\[
|E_1^i| = \frac{|E(\tilde{B})|}{|E(\hat{B})|} \cdot |E_L| \leq \frac{1}{12} |E_L|
\]

by Claim 4.36. Next, let

\[
E_2 := \bigcup_{vi \in E(\tilde{B}) : \deg_{\hat{B}}(i) = 12a_{\deg}^2h^5} W(vi).
\]

Also, let \( U := \{ i \in [k] \mid \deg_{\tilde{B}}(i) = 12a_{\deg}^2h^5 \} \). Since \( E(\tilde{B}) < 3a_{\deg}^2h^5k \) and \( |U| \cdot 12a_{\deg}^2h^5 \geq |E(\tilde{B})| \) it follows that \( |U| < \frac{k}{4} \). Hence, \( \{|vi \in E(\tilde{B}) \mid i \in U\} < \frac{1}{4} |E(\tilde{B})| \) using Claim 4.38. So

\[
|E_2^i| = \frac{|\{vi \in E(\tilde{B}) \mid i \in U\}|}{|E(\tilde{B})|} \cdot |E_L| < \frac{1}{4} |E_L|
\]

by Claim 4.36.

For \( i \in [k] \), let \( P_{dv}^i \) denote the result of intersecting the paths \( P_e, e \in E(\tilde{B}) \), with the set \( L_i^{r,t} \). Observe that \( d_i = \deg_{\tilde{B}}(i) \). Also let \( V_L := \{ v \in V(G) \mid \chi(v, v) = \epsilon_{2r+2} \} \). For \( i \in [k] \) such that \( \deg(i) < 12a_{\deg}^2h^5 \) let \( U_i := (V_L \cap L_i^{r,t}) \setminus \text{Exp}_i(P_{dv}^i) \). By Lemma 4.30 we have that

\[
|U_i| \leq \frac{1}{6} |V_L \cap L_i^{r,t}|.
\]
Let
\[
E^3_L := \{vw \in E_L \mid w \in L^r_{i}, \deg_B(i) < 12a_{\deg}^2 h^5, w \in U_i\}.
\]

We have that
\[
\left| \bigcup_{i \in [k]} U_i \right| = \sum_{i \in [k]} |U_i| \leq \sum_{i \in [k]} \frac{1}{6}|V_L \cap L^r_{i}| = \sum_{i \in [k]} \frac{1}{6} \cdot \frac{|V_L|}{k} \leq \frac{1}{6}|V_L|
\]
using Observation 4.29. Moreover,
\[
E^3_L = \left\{ vw \in E_L \mid w \in \bigcup_{i \in [k]} U_i \right\}.
\]

Since the graph \(G[\hat{\mathcal{C}}_{2r+2}]\) (i.e., the graph induced by \(E_L\)) is biregular, we conclude that \(|E^3_L| \leq \frac{1}{6}|E_L|\). In total, this means \(|E^3_L| + |E^3_L| + |E^3_L| < |E_L|\) and there is some edge \(vw \in E_L \setminus (E^3_L \cup E^3_L \cup E^3_L)\). Let \(i \in [k]\) such that \(vw \in W(vi)\). Then \(vi \not\in E(\overline{B})\) and \(\deg_B(i) < 12a_{\deg}^2 h^5\), and \(w \in \text{Exp}(P_i^1, \ldots, P_i^d)\). Hence, by the definition of the expansion set, we can add the edge \(vi\) to the graph \(\overline{B}\) while maintaining Properties (I) and (II).

Repeating this argument until Property (II) is satisfied, we obtain a graph \(\overline{B} \subseteq \overline{B}\) satisfying Properties (I), (II), and (III).

Now consider the set of paths \(P_e, e \in E(\overline{B})\), from Property (III). By the length constraint on the paths, for \(vi = e \in E(\overline{B})\), it holds that \(P_e\) is a path from \(S_i\) to \(v\) with all internal vertices contained in \(R\) (cf. Equation (7)). We construct a graph \(B^*\) with vertex set \(V(B^*) := V_M \cup \bigcup_{i \in [k]} S_i\) and edges \(vw\) whenever there is a path \(P_e, e \in E(\overline{B})\), from \(v\) to \(w\). Then \(B^*\) is a topological subgraph of \(G\),
\[
|V(B^*)| = |V_M| + |S| < |V_M| + kh
\]
and
\[
|E(B^*)| = |E(\overline{B})| \geq 3a_{\deg}^2 h^5 k
\]
using Property (II). Since \(B^*\) is a topological subgraph of \(G\) and \(G\) has no topological subgraph isomorphic to \(K_h\) by Assumption (A.2),
\[
2|E(B^*)| \leq a_{\deg}h^2 |V(B^*)|
\]
by Theorem 2.1. Together, this implies that
\[
6a_{\deg}^2 h^5 k \leq a_{\deg}^2 h^2 \cdot |V(B^*)| < a_{\deg}^2 h^2 (|V_M| + kh).
\]
Thus,
\[
|V_M| > 3a_{\deg}^2 h^5 k.
\]

To build a counting argument similar to the previous case, we also require the following simple auxiliary lemma.

**Lemma 4.39.** Let \(G\) be a graph and let \(X_1, \ldots, X_m\) be distinct color classes of a 1-stable coloring \(\lambda\) such that \(E_G(X_i, X_{i+1}) \neq \emptyset\). Also let \(B_i \subseteq X_i\) for all \(i \in [m]\) and define \(b := \sum_{i \in [m]} \frac{|B_i|}{|X_i|}\). Suppose that \(b < 1\). Then there exists a path \(u_1, \ldots, u_m\) such that \(u_i \in X_i \setminus B_i\) for all \(i \in [m]\).

**Proof.** For \(\ell \leq m\) define
\[
R_{\ell} := \{u_\ell \in X_{\ell} \setminus B_\ell \mid \text{there is a path } u_1, \ldots, u_\ell \text{ such that } u_i \in X_i \setminus B_i \text{ for all } i \in [\ell]\}.
\]
We prove by induction on \( \ell \leq m \) that
\[
|X_\ell \setminus R_\ell| \leq |X_\ell| \sum_{i \in [\ell]} \frac{|B_i|}{|X_i|}.
\]

Observe that this implies that \( |R_m| > 0 \) which gives the desired path.

The base step is trivial since \( X_1 \setminus R_1 = B_1 \). For the inductive step suppose \( \ell \geq 1 \). Then
\[
N_G(R_\ell) \cap X_{\ell+1} \subseteq R_{\ell+1} \cup B_{\ell+1}.
\]

Hence,
\[
|R_{\ell+1}| \geq |X_{\ell+1} \cap N_G(R_\ell)| - |B_{\ell+1}| \geq |R_\ell| \frac{|X_{\ell+1}|}{|X_\ell|} - |B_{\ell+1}|.
\]
This means that
\[
|X_{\ell+1} \setminus R_{\ell+1}| \leq |X_{\ell+1}| - |R_\ell| \frac{|X_{\ell+1}|}{|X_\ell|} + |B_{\ell+1}|
\leq |X_{\ell+1}| \left(1 - \frac{|R_\ell|}{|X_\ell|} + \frac{|B_{\ell+1}|}{|X_{\ell+1}|}\right)
= |X_{\ell+1}| \left(\frac{|X_\ell \setminus R_\ell|}{|X_\ell|} + \frac{|B_{\ell+1}|}{|X_{\ell+1}|}\right)
\leq |X_{\ell+1}| \left(\sum_{i \in [\ell]} \frac{|B_i|}{|X_i|} + \frac{|B_{\ell+1}|}{|X_{\ell+1}|}\right)
= |X_{\ell+1}| \sum_{i \in [\ell+1]} \frac{|B_i|}{|X_i|}.
\]

Now, in order to construct the desired set of paths, we proceed similar to the case that \( p \) is odd. The paths are constructed one-by-one and in each iteration, the set of paths is extended until Property (B) is satisfied while always maintaining Properties (A) and (C). So fix a subgraph \( \widehat{F} \subseteq F \) which satisfies Properties (A) and (C), but violates Property (B) (initially, the edge set is empty).

Let \( P_e, e \in E(\widehat{F}) \), be the corresponding set of paths.

For \( i \in [k] \) let \( P_{d_i} \) denote the result of intersecting the paths \( P_e, e \in E(\widehat{F}) \), with the set \( L_i^{\leq r} \). Observe that \( d_i = \deg_{\widehat{F}}(D_i) \).

Let \( V_L := \{v \in V(G) \mid \chi(v, v) = cL\} \) and \( V_R := \{v \in V(G) \mid \chi(v, v) = cR\} \). Moreover, define
\[
B_L := \{v \in V_L \mid v \in L_i^{\leq r} \setminus \text{Exp}(P_{d_i}^1, \ldots, P_{d_i}^i)\}
\]
\[\cup \{v \in V_L \mid v \in L_i^{\leq r} \land \deg_{\widehat{F}}(D_i) = d\}\]
and
\[
B_R := \{v \in V_R \mid v \in L_i^{\leq r} \setminus \text{Exp}(P_{d_i}^1, \ldots, P_{d_i}^i)\}
\]
\[\cup \{v \in V_R \mid v \in L_i^{\leq r} \land \deg_{\widehat{F}}(D_i) = d\}\]
Also define
\[
X_M := \{(u, v, w) \mid \chi(u, v) = \hat{c}_{2r+2}, \chi(v, w) = \hat{c}_{2r+4}, u \in L_i^{\leq r}, w \in L_j^{\leq r}, D_iD_j \in E(F)\}
\]
and let
\[ B_M := \{(u, v, w) \in X_M \mid v \in V_M((P_e)_{e \in E(F)}) \} \]
\[ \cup \{(u, v, w) \in X_M \mid u \in L_i^{\pi r}, w \in L_j^{\pi r}, D_i D_j \in E(F)\} \]
Consider graph \( \tilde{B} := (V_L \cup X_M \cup V_R, \tilde{E}) \) where
\[ \tilde{E} := \{(u(u, v, w), w(u, v, w)) \mid (u, v, w) \in X_M\}. \]
Also define \( \tilde{\lambda} : V(\tilde{B}) \rightarrow \{1, 2, 3\} \) via
\[ \tilde{\lambda}(v) := \begin{cases} 
1 & \text{if } v \in V_L \\
2 & \text{if } v \in X_M \\
3 & \text{if } v \in V_R
\end{cases} \]
For \( v \in V_M \) define \( X_M(v) := \{(u, w) \mid (u, v, w) \in X_M\} \).

**Lemma 4.40.** The coloring \( \tilde{\lambda} \) is 1-stable on the graph \( \tilde{B} \). Also, \( |X_M(v)| = |X_M(v')| \) for all \( v, v' \in V_M \).

**Proof.** Clearly, for each \( (u, v, w) \in X_M \), it holds that \( |N_{\tilde{B}}((u, v, w)) \cap \tilde{\lambda}^{-1}(v)| = 1 \) for both \( c \in \{1, 3\} \). So consider \( u, u' \in V_L \) such that \( u \in F_i^{\pi r} \) and \( u' \in F_i^{\pi r} \). Since \( \chi(u, u) = \chi(u', u') \) we conclude that
\[ |\{v \in V_M \mid \chi(u, v) = \tilde{c}_{2r+2}\}| = |\{v' \in V_M \mid \chi(u, v') = \tilde{c}_{2r+2}\}|. \]
Also, given vertices \( v, v' \) such that \( \chi(u, v) = \tilde{c}_{2r+2} \) and \( \chi(u, v') = \tilde{c}_{2r+2} \) it holds that
\[ |\{w \in V_R \mid \chi(v, w) = \tilde{c}_{2r+4}, \chi(u, w) \in C\}| = |\{w \in V_R \mid \chi(v', w') = \tilde{c}_{2r+4}, \chi(u', w') \in C\}| \]
for every set of colors \( C \subseteq \{\chi(v'', w'') \mid \chi'' \neq w''\} \). By the definition of the graph \( F \), Corollary 4.14, Observation 4.29, and Lemma 4.3 there is a set of colors \( C \subseteq \{\chi(v'', w'') \mid \chi'' \neq w''\} \) such that \( (u, w) \in C \) if and only if there is an edge \( D_i D_j \in E(F) \) such that \( u \in L_i^{\pi r} \) and \( w \in L_j^{\pi r} \). By the definition of the set \( X_M \) this implies that \( \deg_{\tilde{B}}(u) = \deg_{\tilde{B}}(u') \). By symmetry, it also holds that \( \deg_{\tilde{B}}(w) = \deg_{\tilde{B}}(w') \) for all \( w, w' \in V_R \). Finally, the same arguments also imply that \( |X_M(v)| = |X_M(v')| \) for all \( v, v' \in V_M \).

In order to extend the graph \( \tilde{F} \) it suffices to find a path \( v_L, u_M, v_R \) in the graph \( \tilde{B} \) such that \( v_L \in V_L \setminus B_L, u_M \in X_M \setminus B_M, \) and \( v_R \in V_R \setminus B_R \). By Lemma 4.39, it suffices to argue that \( \frac{|B_M|}{|X_M|} + \frac{|B_L|}{|V_L|} + \frac{|B_R|}{|V_R|} < 1 \). Towards this end, we provide upper bounds on the three addends.

**Lemma 4.41.** \( |B_L| < \frac{3}{5}|V_L| \) and \( |B_R| < \frac{3}{5}|V_R| \).

**Proof.** By symmetry, it suffices to prove the first inequality. Let \( U := \{i \in [k] \mid \deg_{\tilde{E}}(D_i) = d\} \). Then \( |E(\tilde{F})| \geq \frac{2}{k}|U| = 2a_d h^3 U |. \) Since \( |E(\tilde{F})| < \frac{1}{2} a_d h^3 k \) it follows that \( |U| < \frac{k}{4} \).

Also, \( |V_L \cap F_i^{\pi r}| = |V_L \cap F_j^{\pi r}| \) for all \( i, j \in [k] \) by Observation 4.29 and Lemma 4.3. Now let \( i \in [k] \setminus U \). Then
\[ |\text{Exp}(P_i^1, \ldots, P_i^d, \cap V_L)| \geq \frac{5}{6} \cdot |F_i^{\pi r} \cap V_L| = \frac{5}{6} \cdot \frac{|V_L|}{k} \]
by Lemma 4.30. So overall,
\[ |B_L| \leq |U| \cdot \frac{|V_L|}{k} + (k - |U|) \cdot \frac{1}{6} \cdot \frac{|V_L|}{k} < \frac{1}{4} \cdot \frac{|V_L|}{k} + \frac{3}{6} \cdot \frac{|V_L|}{k} = \frac{3}{8}|V_L| \]

Hence, it remains to bound \( \frac{|B_M|}{|X_M|} \). For \( D_i D_j \in E(F) \) we define \( W(D_i D_j) := \{(u, v, w) \in X_M \mid u \in F_i^{\pi r}, w \in F_j^{\pi r}\} \).
Lemma 4.42. The sets $W(D_1D_j), D_1D_j \in E(F)$, form an equipartition of the set $X_M$.

Proof. By definition, for each element $(u, v, w) \in X_M$, there is a unique $D_1D_j \in E(F)$ such that $(u, v, w) \in W(D_1D_j)$. Hence, it only remains to prove that all sets $W(D_1D_j)$ have the same size.

Let $C^{\leq r} \subseteq \{\chi(u, w) \mid v, w \in V(G), v \neq w\}$ be the set from Observation 4.29 such that $L_1^{\leq r}, \ldots, L_k^{\leq r}$ are precisely the connected components of $G[C^{\leq r}]$. Moreover, let $C_\times \subseteq \{\chi(u, w) \mid v, w \in V(G), v \neq w\}$ be the set from Corollary 4.14 such that $D_1, \ldots, D_k$ are precisely the connected components of $G[C_\times]$. Finally, define

$$C := C_\times \cup C^{\leq r} \cup \{\chi(v', w') \mid v', w' \in E(G), v' \in D_i, w' \in F_i^{\leq r}\}.$$  

Then $D_1 \cup L_1^{\leq r}, \ldots, D_k \cup L_k^{\leq r}$ are precisely the connected components of $G[C]$.

Consider the graph $G/C$. By Lemma 4.3, the coloring $\chi/C$ is 2-stable on the graph $G/C$. Moreover, by the definition of the graph $F$ and Lemma 4.3, there is a color set $C_F$ such that $(\chi/C(D_1 \cup L_1^{\leq r}, D_j \cup L_j^{\leq r}) = C_F$ if and only if $D_1D_j \in E(F)$.

By Lemma 4.3, there is a unique color set $C_L$ in the image of $\chi/C$ such that $\chi_{\geq 2r+2} \in C_L$. Similarly, there is a unique color set $C_R$ in the image of $\chi/C$ such that $\chi_{\geq 2r+4} \in C_R$. Let $n_L$ and $n_R$ be the number of appearances of $\chi_{\geq 2r+2}$ and $\chi_{\geq 2r+4}$ in $C_L$ and $C_R$, respectively.

Also, by the properties of the 2-dimensional Weisfeiler–Leman algorithm, there is a number $n_M$ such that, for each $D_1D_j \in E(F)$, it holds that

$$n_M = |\{v \in V_M \mid (\chi/C)(D_1 \cup L_1^{\leq r}, \{v\}) = C_L, (\chi/C)(\{v\}, D_j \cup L_j^{\leq r}) = C_R\}|.$$  

By definition of the numbers $n_L, n_M$ and $n_R$ we get that

$$W(D_1D_j) = n_L \cdot n_M \cdot n_R$$

for all edges $D_1D_j \in E(F)$. \hfill \Box

Lemma 4.43. $|B_M| \leq \frac{1}{4}|X_M|$.

Proof. Recall that $|E(\hat{F})| \leq \frac{1}{2}a_{deg}h^3k$. On the other hand, $|E(F)| \geq 6a_{deg}h^3k$ by Lemma 4.26. This means that

$$|\{(u, v, w) \in X_M \mid u \in L_i^{\leq r}, w \in L_j^{\leq r}, D_1D_j \in E(\hat{F})\}| < \frac{1}{12}|X_M|$$

using Lemma 4.42. Moreover,

$$|\{(u, v, w) \in X_M \mid v \in V_M((P_e)_{e \in E(\hat{F})})\}| = \frac{|V_M((P_e)_{e \in E(\hat{F})})|}{|V_M|}|X_M| = \frac{|E(\hat{F})|}{|V_M|}|X_M|$$

by Lemma 4.40. Also $\frac{|E(\hat{F})|}{|V_M|} < \frac{1}{6}$ by Lemma 4.35. Together, this means that

$$|B_M| < \frac{1}{12}|X_M| + \frac{1}{6}|X_M| = \frac{1}{4}|X_M|.$$  

\hfill \Box

Proof of Lemma 4.28 for $p$ even. Let $\hat{F}$ be a maximal subgraph of $F$ that satisfies Properties (A) and (C). Suppose towards a contradiction that Property (B) is violated, i.e., $2 \cdot |E(\hat{F})| < a_{deg}h^3k$. Let $P_e, e \in E(\hat{F})$, be the corresponding set of paths guaranteed by Property (C). For $i \in [k]$ let $P_i^1, \ldots, P_i^{d_i}$ denote the paths which are obtained from intersecting the paths $P_e, e \in E(\hat{F})$, with the set $L_i^{\leq r}$.

Observe that $d_i = \deg_{\hat{F}}(D_i)$ and the path $P_i^j$ has length $r - 1$ for all $i \in [k]$ and $j \in [d_i]$.

By Lemmas 4.39, 4.41, and 4.43, there is a path $u_L, v_M, v_R$ in the graph $\tilde{B}$ such that $v_L \in V_L \setminus B_L$, $v_M \in X_M \setminus B_M$, and $v_R \in V_R \setminus B_R$. Suppose that $v_M = (u, v, w)$. Observe that $u = v_L$ and $w = v_R$ by...
the definition of the graph $\overline{B}$. Also suppose $u \in F_i^{=r}$ and $w \in F_j^{=r}$. Let $\overline{F} + D_iD_j$ denote the graph obtained from $\overline{F}$ by adding the edge $D_iD_j$.

By the definition of the sets $B_L$ and $B_R$ we conclude that $\text{deg}_{\overline{F}}(D_i) < d$ and $\text{deg}_{\overline{F}}(D_j) < d$. Hence, $\overline{F} + D_iD_j$ satisfies Property (A). Also, we conclude that $u \in \text{Exp}_i(P_i^1, \ldots, P_{d_i}^1)$ and $w \in \text{Exp}_j(P_j^1, \ldots, P_{d_j}^1)$. Thus, by definition of an extension set, there are vertex-disjoint paths $Q_i^1, \ldots, Q_{d_i+1}^1$ from $L_i^{=1}$ to $L_i^{=r}$ of length $r - 1$ such that

$$L_i^{=r}(Q_i^1, \ldots, Q_{d_i+1}^1) = L_i^{=r}(P_i^1, \ldots, P_{d_i}^1) \cup \{u\}$$

and vertex-disjoint paths $Q_j^1, \ldots, Q_{d_j+1}^1$ from $L_j^{=1}$ to $L_j^{=r}$ of length $r - 1$ such that

$$L_j^{=r}(Q_j^1, \ldots, Q_{d_j+1}^1) = L_j^{=r}(P_j^1, \ldots, P_{d_j}^1) \cup \{w\}.$$

Also, by the definition of the set $B_M$, the vertex $v$ is not occupied by any of the paths $P_e$, $e \in E(\overline{F})$. This gives a set of paths $Q_e$, $e \in E(\overline{F} + D_iD_j)$, witnessing Property (C) for the graph $\overline{F} + D_iD_j$.

Also, by the definition of the set $B_M$, we get that $D_iD_j \notin E(\overline{F})$. But this contradicts the maximality of the graph $\overline{F}$. \hfill \Box

This completes the proof of Lemma 4.28 and thus, we have also shown Theorem 4.1.

5 GROUP-THEORETIC TECHNIQUES FOR ISOMORPHISM TESTING

Having established the necessary combinatorial tools, we can now turn to assembling the main algorithm. Towards this end, we require several group-theoretic tools. All the tools are based on [27, 35] building extensions of Babai’s algorithm to test isomorphism of hypergraphs and further abstract objects. Before we can introduce those tools, we first cover some basic terminology on group theory.

Let us also remark that, from this point onwards, the isomorphism algorithm for graphs excluding $K_h$ as a topological subgraph is identical to the algorithm from [15] replacing the tools for computing the initial sets $X_1$ and $X_2$.

5.1 Basics

For a general background on group theory we refer to [30], whereas background on permutation groups can be found in [10].

Permutation groups. A permutation group acting on a set $\Omega$ is a subgroup $\Gamma \leq \text{Sym}(\Omega)$ of the symmetric group. The size of the permutation domain $\Omega$ is called the degree of $\Gamma$. If $\Omega = [n]$, then we also write $S_n$ instead of $\text{Sym}(\Omega)$. For $y \in \Gamma$ and $\alpha \in \Omega$, we denote by $\alpha^y$ the image of $\alpha$ under the permutation $y$. The set $\alpha^\Gamma = \{\alpha^y \mid y \in \Gamma\}$ is the orbit of $\alpha$.

For $\alpha \in \Omega$ the group $\Gamma_\alpha = \{y \in \Gamma \mid \alpha^y = \alpha\} \leq \Gamma$ is the stabilizer of $\alpha$ in $\Gamma$. The pointwise stabilizer of a set $A \subseteq \Omega$ is the subgroup $\Gamma_{(A)} = \{y \in \Gamma \mid \forall \alpha \in A : \alpha^y = \alpha\}$. For $A \subseteq \Omega$ and $y \in \Gamma$ let $A^\gamma = \{\alpha^y \mid \alpha \in A\}$. The set $A$ is $\Gamma$-invariant if $A^\gamma = A$ for all $\gamma \in \Gamma$.

For $A \subseteq \Omega$ and a bijection $\theta : \Omega \rightarrow \Omega'$, we denote by $\theta[A]$ the restriction of $\theta$ to the domain $A$. For a $\Gamma$-invariant set $A \subseteq \Omega$, we denote by $\Gamma[A] := \{\gamma[A] \mid \gamma \in \Gamma\}$ the induced action of $\Gamma$ on $A$, i.e., the group obtained from $\Gamma$ by restricting all permutations to $A$. More generally, for every set $\Lambda$ of bijections with domain $\Omega$, we denote by $\Lambda[A] := \{\theta[A] \mid \theta \in \Lambda\}$.

Let $\Gamma \leq \text{Sym}(\Omega)$ and $\Gamma' \leq \text{Sym}(\Omega')$. A homomorphism from $\Gamma$ to $\Gamma'$ is a mapping $\varphi : \Gamma \rightarrow \Gamma'$ such that $\varphi(\gamma)\varphi(\delta) = \varphi(\gamma\delta)$ for all $\gamma, \delta \in \Gamma$. For $\gamma \in \Gamma$ we denote by $\gamma^\varphi$ the $\varphi$-image of $\gamma$. Similarly, for $\Delta \leq \Gamma$ we denote by $\Delta^\varphi$ the $\varphi$-image of $\Delta$ (note that $\Delta^\varphi$ is a subgroup of $\Gamma'$).
Algorithms for permutation groups. Next, let us review some basic facts about algorithms for permutation groups. More details can be found in [32].

In order to perform computational tasks for permutation groups efficiently the groups are represented by generating sets of small size (i.e., polynomial in the size of the permutation domain). Indeed, most algorithms are based on so-called strong generating sets, which can be chosen of size quadratic in the size of the permutation domain of the group and can be computed in polynomial time given an arbitrary generating set (see, e.g., [32]).

**Theorem 5.1 (cf. [32]).** Let \( \Gamma \leq \text{Sym}(\Omega) \) and let \( S \) be a generating set for \( \Gamma \). Then the following tasks can be performed in time polynomial in \( |\Omega| \) and \( |S| \):

1. compute the order of \( \Gamma \),
2. given \( \gamma \in \text{Sym}(\Omega) \), test whether \( \gamma \in \Gamma \),
3. compute the orbits of \( \Gamma \), and
4. given \( \Lambda \subseteq \Omega \), compute a generating set for \( \Gamma_{\Lambda} \).

Groups with restricted composition factors. In this work, we shall be interested in a particular subclass of permutation groups, namely, groups with restricted composition factors. Let \( \Gamma \) be a group. A subnormal series is a sequence of subgroups \( \Gamma = \Gamma_0 \supseteq \Gamma_1 \supseteq \cdots \supseteq \Gamma_k = \{\text{id}\} \). The length of the series is \( k \) and the groups \( \Gamma_{i-1}/\Gamma_i \) are the factor groups of the series, \( i \in [k] \). A composition series is a strictly decreasing subnormal series of maximal length. For every finite group \( \Gamma \) all composition series have the same family (considered as a multiset) of factor groups (cf. [30]). A composition factor of a finite group \( \Gamma \) is a factor group of a composition series of \( \Gamma \).

**Definition 5.2.** For \( d \geq 2 \) let \( \hat{\Gamma}_d \) denote the class of all finite groups \( \Gamma \) for which every composition factor of \( \Gamma \) is isomorphic to a subgroup of \( S_d \).

Let us point out the fact that there are two similar classes of groups usually referred by \( \Gamma_d \) in the literature. The first is the class denoted by \( \hat{\Gamma}_d \) here originally introduced by Luks [23], while the second one, for example used in [2], in particular, allows composition factors that are simple groups of Lie type of dimension at most \( d \).

**Lemma 5.3 (Luks [23]).** Let \( \Gamma \in \hat{\Gamma}_d \). Then

1. \( \Delta \in \hat{\Gamma}_d \) for every subgroup \( \Delta \leq \Gamma \), and
2. \( \Gamma^\varphi \in \hat{\Gamma}_d \) for every homomorphism \( \varphi : \Gamma \to \Delta \).

### 5.2 Hypergraph Isomorphism

Two hypergraphs \( \mathcal{H}_1 = (V_1, E_1) \) and \( \mathcal{H}_2 = (V_2, E_2) \) are isomorphic if there is a bijection \( \varphi : V_1 \to V_2 \) such that \( E \in E_1 \) if and only if \( E^\varphi \in E_2 \) for all \( E \in 2^{V_1} \) (where \( E^\varphi := \{ \varphi(v) \mid v \in E \} \) and \( 2^{V_1} \) denotes the power set of \( V_1 \)). We write \( \varphi : \mathcal{H}_1 \cong \mathcal{H}_2 \) to denote that \( \varphi \) is an isomorphism from \( \mathcal{H}_1 \) to \( \mathcal{H}_2 \).

Consistent with previous notation, we denote by \( \text{Iso}(\mathcal{H}_1, \mathcal{H}_2) \) the set of isomorphisms from \( \mathcal{H}_1 \) to \( \mathcal{H}_2 \). More generally, for \( \Gamma \leq \text{Sym}(V_1) \) and a bijection \( \theta : V_1 \to V_2 \), we define

\[
\text{Iso}_\Gamma(\mathcal{H}_1, \mathcal{H}_2) := \{ \varphi \in \Gamma \theta \mid \varphi : \mathcal{H}_1 \equiv \mathcal{H}_2 \}.
\]

The set \( \text{Iso}_\Gamma(\mathcal{H}_1, \mathcal{H}_2) \) is either empty, or it is a coset of \( \text{Aut}_\Gamma(\mathcal{H}_1) := \text{Iso}_\Gamma(\mathcal{H}_1, \mathcal{H}_1) \), i.e., we have \( \text{Iso}_\Gamma(\mathcal{H}_1, \mathcal{H}_2) = \text{Aut}_\Gamma(\mathcal{H}_1) \varphi \) where \( \varphi \in \text{Iso}_\Gamma(\mathcal{H}_1, \mathcal{H}_2) \) is an arbitrary isomorphism. As a result, the set \( \text{Iso}_\Gamma(\mathcal{H}_1, \mathcal{H}_2) \) can be represented efficiently by a generating set for \( \text{Aut}_\Gamma(\mathcal{H}_1) \) and a single isomorphism \( \varphi \in \text{Iso}_\Gamma(\mathcal{H}_1, \mathcal{H}_2) \). In the remainder of this work, all sets of isomorphisms are represented in this way.
Theorem 5.4 ([27, Theorem 1.1]). Let $\mathcal{H}_1 = (V_1, E_1)$ and $\mathcal{H}_2 = (V_2, E_2)$ be two hypergraphs and let $\Gamma \leq \text{Sym}(V_1)$ be a $\tilde{G}_4$-group and $\theta : V_1 \rightarrow V_2$ a bijection. Then $\text{Iso}_\theta(\mathcal{H}_1, \mathcal{H}_2)$ can be computed in time $(n + m)^{O((\log d)^c)}$ for some absolute constant $c$ where $n := |V_1|$ and $m := |E_1|$. 

5.3 Coset-Labeled Hypergraphs

Actually, for the applications in this article, the Hypergraph Isomorphism Problem itself turns out to be insufficient. Instead, we require a generalization of the problem that is, for example, motivated by graph decomposition approaches to GI testing (see, e.g., [14, 35]). Let $G_1$ and $G_2$ be two graphs and suppose that an algorithm has already computed sets $D_1 \subseteq V(G_1)$ and $D_2 \subseteq V(G_2)$ in an isomorphism-invariant way, i.e., each isomorphism from $G_1$ to $G_2$ also maps $D_1$ to $D_2$. Moreover, assume that $G_1 - D_1$ is not connected and let $Z_{i,1}, \ldots, Z_{i,k}$ be the connected components of $G_1 - D_1$ (without loss of generality $G_1 - D_1$ and $G_2 - D_2$ have the same number of connected components, otherwise the graphs are non-isomorphic). Also, let $S_{i,j} := N_{G_i}(Z_{i,j})$ for all $j \in [k]$ and $i \in \{1, 2\}$. A natural strategy for an algorithm is to recursively compute representations for $\text{Iso}(G_1[Z_{1,j} \cup S_{1,j}], G_2[Z_{2,j} \cup S_{2,j}])$ for all $j_1, j_2 \in [k]$. Then, in a second step, the algorithm needs to compute all isomorphisms $\varphi : G_1[D_1] \cong G_2[D_2]$ such that there is a bijection $\sigma : [k] \rightarrow [k]$ satisfying

1. $(S_{1,j})^\varphi = S_{2,\sigma(j)}$, and
2. the restriction $\varphi[S_{1,j}]$ extends to an isomorphism from $G_1[Z_{1,j} \cup S_{1,j}]$ to $G_2[Z_{2,\sigma(j)} \cup S_{2,\sigma(j)}]$ (in the natural way)

for all $j \in [k]$. 

Let us first discuss a simplified case where $S_{1,j_1} \neq S_{1,j_2}$ for all distinct $j_1, j_2 \in [k]$. Without loss of generality assume the same holds for the second graph, i.e., $S_{2,j_1} \neq S_{2,j_2}$ for all distinct $j_1, j_2 \in [k]$ (otherwise the graph are non-isomorphic). In this situation, the first property naturally translates to an instance of the Hypergraph Isomorphism Problem (in particular, the bijection $\sigma$ is unique for any given bijection $\varphi$). However, for the second property, we also need to be able to put restrictions on how two hyperedges can be mapped to each other. Towards this end, we consider hypergraphs with coset-labeled hyperedges where each hyperedge is additionally labeled by a coset.

A labeling of a set $V$ is a bijection $\rho : V \rightarrow \{1, \ldots, |V|\}$. A labeling coset of a set $V$ is a set $\Lambda$ consisting of labelings such that $\Lambda = \Delta \rho := \{\delta \rho \mid \delta \in \Delta\}$ for some group $\Delta \leq \text{Sym}(V)$ and some labeling $\rho : V \rightarrow \{1, \ldots, |V|\}$. Observe that each labeling coset $\Delta \rho$ can also be written as $\rho \Theta := \{\rho \theta \mid \theta \in \Theta\}$ where $\Theta := \rho^{-1} \Delta \rho \leq S_{|V|}$.

Definition 5.5 (Coset-Labeled Hypergraph). A coset-labeled hypergraph is a tuple $\mathcal{H} = (V, E, \nu)$ where $V$ is a finite set of vertices, $E \subseteq 2^V$ is a set of hyperedges, and $\nu$ is a function that associates with each $E \in \mathcal{E}$ a pair $\nu(E) = (\rho \Theta, c)$ consisting of a labeling coset of $E$ and a color $c$ (which is usually a natural number).

Two coset-labeled hypergraphs $\mathcal{H}_1 = (V_1, E_1, \nu_1)$ and $\mathcal{H}_2 = (V_2, E_2, \nu_2)$ are isomorphic if there is a bijection $\varphi : V_1 \rightarrow V_2$ such that

1. $E \in \mathcal{E}_1$ if and only if $E^\varphi \in \mathcal{E}_2$ for all $E \in 2^{\mathcal{E}_1}$, and
2. for all $E \in \mathcal{E}_1$ with $\nu_1(E) = (\rho_1 \Theta_1, c_1)$ and $\nu_2(E^\varphi) = (\rho_2 \Theta_2, c_2)$ we have $c_1 = c_2$ and

$$\varphi[E]^{-1} \rho_1 \Theta_1 = \rho_2 \Theta_2. \tag{11}$$

In this case, $\varphi$ is an isomorphism from $\mathcal{H}_1$ to $\mathcal{H}_2$, denoted by $\varphi : \mathcal{H}_1 \cong \mathcal{H}_2$. Observe that (11) is equivalent to $c_1 = c_2$, $\Theta_1 = \Theta_2$ and $\varphi[E] \in \rho_1 \Theta_1 \rho_2^{-1}$. For $\Gamma \leq \text{Sym}(V_1)$ and a bijection $
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\( \theta : V_1 \to V_2 \) let

\[ \text{Iso}_{\Gamma \theta}(\mathcal{H}_1, \mathcal{H}_2) := \{ \varphi \in \Gamma \theta \mid \varphi : \mathcal{H}_1 \cong \mathcal{H}_2 \}. \]

Note that, for two coset-labeled hypergraphs \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), the set of isomorphisms \( \text{Iso}(\mathcal{H}_1, \mathcal{H}_2) \) forms a coset of \( \text{Aut}(\mathcal{H}_1) \) and therefore, it again admits a compact representation. Indeed, this is a crucial feature of the above definition that again allows the application of group-theoretic techniques.

The next theorem is an immediate consequence of [26, Theorem 6.6.7] and Theorem 5.4.

**Theorem 5.6.** Let \( \mathcal{H}_1 = (V_1, \mathcal{E}_1, \rho_1) \) and \( \mathcal{H}_2 = (V_2, \mathcal{E}_2, \rho_2) \) be two coset-labeled hypergraphs such that for all \( E \in \mathcal{E}_1 \cup \mathcal{E}_2 \) it holds \(|E| \leq d\). Also let \( \Gamma \leq \text{Sym}(V_1) \) be a \( \Gamma_d \)-group and \( \theta : V_1 \to V_2 \) a bijection.

Then \( \text{Iso}_{\Gamma \theta}(\mathcal{H}_1, \mathcal{H}_2) \) can be computed in time \( (n + m)^O((\log d)^\rho) \) for some absolute constant \( \rho \) where \( n := |V_1| \) and \( m := |\mathcal{E}_1| \).

Observe that Theorem 5.6 also covers the standard isomorphism problem for hypergraphs (assuming all hyperedges are small) by setting \( \rho(E) := (\text{Sym}(E)\rho_E, 0) \) where \( \rho_E \) is an arbitrary labeling of \( E \). On the other hand, choosing suitable cosets encoding sets of isomorphisms between connected component of \( G_1 \sim D_1 \) and \( G_2 \sim D_2 \), we can also formulate the restrictions encountered in Property (ii).

### 5.4 Multiple-Labeling-Cosets

The last theorem covers the problem discussed in the beginning of the previous subsection assuming that all separators of the first graph are distinct, i.e., \( S_{1,j_1} \neq S_{1,j_2} \) for all distinct \( j_1, j_2 \in [k] \). In this subsection, we consider the case in which \( S_{1,j_1} = S_{1,j_2} \) for all \( j_1, j_2 \in [k] \). In order to handle the case of identical separators, we build on a framework considered in [31, 35]. (The mixed case in which some, but not all, separators coincide can be handled by combining both techniques.)

**Definition 5.7 (Multiple-Labeling-Coset).** A multiple-labeling-coset is a tuple \( X = (V, L, \varphi) \) where \( V \) is a finite set, \( L = \{ \rho_1 \Theta_1, \ldots, \rho_I \Theta_I \} \) is a set of labeling cosets \( \rho_i \Theta_i \), \( i \in [t] \), of the set \( V \), and \( \varphi : L \to C \) is a coloring that assigns each labeling coset \( \rho \Theta \in L \) a color \( \varphi(\rho \Theta) = c \) (as before, \( c \) is usually a natural number).

Two multiple-labeling-cosets \( X_1 = (V_1, L_1, \varphi_1) \) and \( X_2 = (V_2, L_2, \varphi_2) \) are isomorphic if there is a bijection \( \varphi : V_1 \to V_2 \) such that

\( (\rho \Theta \in L_1 \land \varphi_1(\rho \Theta) = c) \iff (\varphi^{-1} \rho \Theta \in L_2 \land \varphi_2(\varphi^{-1} \rho \Theta) = c) \) \hspace{1cm} (12)

for all labeling cosets \( \rho \Theta \) of \( V \) and colors \( c \in C \). In this case, \( \varphi \) is an isomorphism from \( X_1 \) to \( X_2 \), denoted by \( \varphi : X_1 \cong X_2 \). Observe that (12) is equivalent to \( |L_1| = |L_2| \) and for each \( \rho_i \Theta_i \in L_1 \) there is a \( \rho_2 \Theta_2 \in L_2 \) such that \( \varphi_1(\rho_1 \Theta_1) = \varphi_2(\rho_2 \Theta_2) \) and \( \Theta_1 = \Theta_2 \) and \( \varphi \in \rho_1 \Theta_1 \rho_2^{-1} \). Let

\[ \text{Iso}(X_1, X_2) := \{ \varphi : V_1 \to V_2 \mid \varphi : X_1 \cong X_2 \} \]

Again, the set of isomorphisms \( \text{Iso}(X_1, X_2) \) forms a coset of \( \text{Aut}(X_1) := \text{Iso}(X_1, X_1) \) and therefore, it again admits a compact representation.

**Theorem 5.8 ([35, Corollary 8]).** Let \( X_1 = (V_1, L_1, \varphi_1) \) and \( X_2 = (V_2, L_2, \varphi_2) \) be two multiple-labeling-cosets. Then \( \text{Iso}(X_1, X_2) \) can be computed in time \( (n + m)^O((\log n)^\rho) \) for some absolute constant \( \rho \) where \( n := |V_1| \) and \( m := |L_1| \).
5.5 Isomorphism Tests for $t$-CR-bounded Graphs

Finally, we require isomorphism tests for $t$-CR-bounded graphs as defined in Section 3. More precisely, building on the tools already established above, it suffices to find a “bounding group” that is contained in the class $\Gamma_i$ and is guaranteed to contain all isomorphisms between two graphs. Also, for technical reasons, we argue how to find such a group building on the $t$-closure of certain sets $X_i$ for which we assume such a “bounding group” is already given.

**Theorem 5.9** ([27, Lemma 5.2]). Let $G_1, G_2$ be two graphs and let $X_1 \subseteq V(G_1)$ and $X_2 \subseteq V(G_2)$. Also, let $\Gamma \leq \text{Sym}(X_i)$ be a $\Gamma_i$-group and $\theta : X_1 \rightarrow X_2$ a bijection. Moreover, let $D_i := \text{cl}_{\Gamma_i}^G(X_i)$ for $i \in \{1, 2\}$ and define $\Gamma' \theta' := \{\varphi \in \text{Iso}(G_1, X_1), (G_2, X_2) \mid \varphi(X_1) \in \Gamma \theta \}[D_1]$. Then $\Gamma' \theta' \subseteq \Delta \delta$ in time $n^{O((\log t)c)}$ for some absolute constant $c$ where $n := |V(G_1)|$.

6 ISOMORPHISM TEST FOR GRAPHS EXCLUDING A TOPOLOGICAL SUBGRAPH

Building on the tools presented in the previous sections, we can now provide an isomorphism test for graphs excluding $K_h$ as a topological subgraph running in time $n^{polylog(h)}$. For the algorithm, we shall follow the high-level description provided in Section 3.

**Theorem 6.1.** There is an algorithm that, given a number $h \in \mathbb{N}$ and two connected vertex-colored graphs $G_1$ and $G_2$ with $n$ vertices, either correctly concludes that $G_1$ has a topological subgraph isomorphic to $K_h$, or decides whether $G_1$ is isomorphic to $G_2$ in time $n^{O((\log h)c)}$ for some absolute constant $c$.

**Proof.** We present a recursive algorithm that, given two vertex-colored graphs $(G_1, \chi_1)$ and $(G_2, \chi_2)$ and a color $c_0$ such that for $S_i := \chi_i^{-1}(c_0)$ it holds that $|S_i| < h$ for $i = 1, 2$, either correctly concludes that $G_1$ has a topological subgraph isomorphic to $K_h$, or computes a representation for $\text{Iso}((G_1, \chi_1), (G_2, \chi_2))[S_1]$. The color $c_0$ does not have to be in the range of the $\chi_i$. Thus initializing it with a color $c_0$ not in the range, we have $|S_i| = 0 < h$, in which case the algorithm simply decides whether $\text{Iso}((G_1, \chi_1), (G_2, \chi_2)) \neq \emptyset$, that is, decides whether $(G_1, \chi_1)$ and $(G_2, \chi_2)$ are isomorphic. (For $S_1 = S_2 = \emptyset$, we define $\text{Iso}((G_1, \chi_1), (G_2, \chi_2))[S_1]$ to contain the empty mapping if $(G_1, \chi_1)$ and $(G_2, \chi_2)$ are isomorphic, in the other case $\text{Iso}((G_1, \chi_1), (G_2, \chi_2))[S_1]$ is empty.)

So let $(G_1, \chi_1)$ and $(G_2, \chi_2)$ be the vertex-colored input graphs, and let $c_0$ be a color such that $|S_1| < h$. Let $t := t(h) = 144d_{deg}^3 h^3$ as defined in Equation (1). The algorithm first applies Corollary 4.2 to the graphs $G_i$ and the parameter $t$. This results in a pair-colorings $\chi'_i$ and colors $c_i \in \chi'_i(v, v) \mid v \in V(G_i))$, or the algorithm correctly concludes that one of the graphs has a topological subgraph isomorphic to $K_h$.

If a topological subgraph is detected in both input graphs, then, in particular, $G_i$ has a topological subgraph isomorphic to $K_h$. If $c_1 \neq c_2$ or a topological subgraph is detected in only one of the graphs, then the input graphs are non-isomorphic. So suppose that $c := c_1 = c_2$. Let $X_i := \{v \in V(G) \mid \chi'_i(v, v) = c\}$. Then $X'_i = X_2$ if $\varphi \in \text{Iso}(G_1, G_2)$.

Also let $D_i := \text{cl}_{\Gamma}^G(X_i)$. Observe that $D''_i = D_2$ for every $\varphi \in \text{Iso}(G_1, G_2)$. Also observe that $S_i \subseteq D_i$ since $|S_i| = |\chi_i^{-1}(c_0)| < h \leq t$. Now let $Z_i$, $Z_{i,1}$, $\ldots$, $Z_{i,k}$ be the vertex sets of the connected components of $G_i - D_i$ and define $Z_i := \{Z_{i,1}, \ldots, Z_{i,k}\}$ (if the number of connected components differs in the two graphs then they are non-isomorphic).

If $k = 1$ and $|D_i| < h$, the algorithm proceeds as follows. First, the coloring $\chi_i, i \in \{1, 2\}$, is updated to take membership in the set $D_i$ into account, i.e., $\chi_i(v)$ is replaced by $\chi_i(v) := (\chi_i(v), 1)$ if
\( \nu \in D_i \) and \( \chi_i(\nu) := (\chi_i(\nu), 0) \) if \( \nu \in V(G_i) \setminus D_i \). Afterward, the algorithm computes a set \( X^D_i \) according to the above procedure with respect to the input graph \( G^D_i := G_i - D_i \). Let \( D^1_i := \chi^1_i(G_i, \chi_i)(X^D_i) \) be the closure of \( X^D_i \) in the graph \( G_i \) (rather than \( G^D_i \)). Then \( D^1_i \supseteq D_i \) since \( |D_i| < h \leq t \). Moreover, \( D^1_i \supseteq D_i \) since \( X^D_i \subseteq D_i \) and \( \emptyset \neq X^D_i \subseteq V(G^D_i) \). This procedure is repeated until \( |D^t_i| \geq h \), or \( k \geq 2 \), or \( k = 0 \) for some \( j^k \geq 1 \).

So without loss of generality suppose that \( |D_i| \geq h \), \( k \geq 2 \) or \( k = 0 \). If \( k = 0 \) and \( |D_i| < h \), then \( V(G_i) = D_i \) and, therefore, \( |V(G_i)| < h \), and the statement of the theorem can directly be obtained from Babai’s quasipolynomial time isomorphism test [1] since both graphs have size at most \( h - 1 \).

In the following, suppose that \( k \geq 2 \) or \( |D_i| \geq h \). Let \( S_{i,j} := N_G(Z_{i,j}) \) for all \( j \in [k] \) and \( i \in \{1, 2\} \). We have \( |S_{i,j}| < h \) by Theorem 3.3. Finally, define \( H_{i,j} := G[Z_{i,j} \cup S_{i,j}] \) and \( \chi^H_{i,j} : V(H_{i,j}) \to C \times \{0, 1\} \) to be the vertex-coloring defined by

\[
\chi^H_{i,j}(\nu) := \begin{cases} (\chi_i(\nu), 1) & \text{if } \nu \in Z_{i,j}, \\ (\chi_i(\nu), 0) & \text{otherwise,} \end{cases}
\]

for all \( j \in [k] \) and both \( i \in \{1, 2\} \). Observe that \( |V(H_{i,j})| < |V(G_i)| \) for all \( j \in [k] \) and \( i \in \{1, 2\} \). Hence, we can compute isomorphisms between the graphs \( H_{i,j} \) using recursion. For each pair \( j_1, j_2 \in [k] \) and \( i_1, i_2 \in \{1, 2\} \), we compute the set of isomorphisms

\[
\Phi^i_{j_1,j_2} := \operatorname{Iso}(H_{i_1,j_1}, \chi_{i_1,j_1})(H_{i_2,j_2}, \chi_{i_2,j_2}) \big| S_{i_1,j_1} \big)
\]

recursively (see also Figure 3).

For both \( i \in \{1, 2\} \) we define an equivalence relation \( \sim_i \) on \([k]\) via \( j_1 \sim_i j_2 \) if and only if \( S_{i,j_1} = S_{i,j_2} \) for \( j_1, j_2 \in [k] \). Let \( \mathcal{P}_i := \{P_{i,1}, \ldots, P_{i,p_i}\} \) be the corresponding partition into equivalence classes. For each \( P_i \in \mathcal{P}_i \) let \( S_{i,P_i} := S_{i,j} \) for some \( j \in P_i \). Observe that, by definition, \( S_{i,P_i} \) does not depend on the choice of \( j \in P_i \). Also, define \( H_{i,P_i} := G[(\bigcup_{j \in P_i} Z_{i,j}) \cup S_{i,P_i}] \) and let \( \chi^H_{i,P_i} \) be the coloring defined by

\[
\chi^H_{i,P_i}(\nu) := \begin{cases} (\chi_i(\nu), 0) & \text{if } \nu \in S_{i,P_i}, \\ (\chi_i(\nu), 1) & \text{otherwise,} \end{cases}
\]

(1)The visualization was designed by Daniel Wiebking and originally appeared in [15].
for all $v \in V(H_P)$. For each $i_1, i_2 \in \{1, 2\}$ and $P_1 \in \mathcal{P}_{i_1}$ and $P_2 \in \mathcal{P}_{i_2}$ the algorithm computes

$$\Phi^{i_1, i_2}_{P_1, P_2} := \text{Iso}((H_{i_1, P_1}, \chi^H_{i_1, P_1}), (H_{i_2, P_2}, \chi^H_{i_2, P_2}))[S_{i_1, P_1}]$$

as follows. Without loss of generality assume that $P_1 \in \mathcal{P}_1$ and $P_2 \in \mathcal{P}_2$. We formulate the isomorphism problem between $(H_{1, P_1}, \chi^H_{1, P_1})$ and $(H_{2, P_2}, \chi^H_{2, P_2})$ as an instance of multiple-labeling-coset isomorphism. We define another equivalence relation $\approx$ on $P_1 \cup P_2$ via

$$j_1 \approx j_2 \iff \Phi^{i_1, i_2}_{j_1, j_2} \neq \emptyset$$

where $j_1 \in P_{i_1}$ and $j_2 \in P_{i_2}$.

Again, we partition $P_1 \cup P_2 = Q_1 \cup \cdots \cup Q_q$ into the equivalence classes of the relation $\approx$. For each equivalence class $Q_j$ we fix one representative $j^* \in Q_j$ and pick $i^* \in \{1, 2\}$ such that $j^* \in P_{i^*}$. Let $\lambda_{j^*} : S_{i^*, P_{i^*}} \to |[S_{P_{i^*}}]|$ be an arbitrary bijection.

Let $i \in \{1, 2\}, j_i \in P_i \cap Q_j$ and define $\rho_{j_i}(\Gamma_{j_i}) := \Phi^{j_i, i^*}_{j_i, j^*} \lambda_{j^*}$. Let $X_{i, P_i} := (S_{i, P_i}, L_{i, P_i}, \phi_{i, P_i})$ where

$$L_{i, P_i} := \{\rho_{j_i}(\Gamma_{j_i}) \mid j_i \in P_i\}$$

and

$$\phi_{i, P_i}(\rho_{j_i}(\Gamma_{j_i})) := \{j' \mid j'_i \in P_i \cap Q_j \text{ and } \rho_{j_i}(\Gamma_{j_i}) = \rho_{j'_i}(\Gamma_{j'_i})\}$$

(for each $j'_i$ such that $\rho_{j_i}(\Gamma_{j_i}) = \rho_{j'_i}(\Gamma_{j'_i})$ the element $j$ is added to the multiset where $j'_i \in P_i \cap Q_j$).

**Claim 6.2.** $\Phi^{1, 2}_{P_1, P_2} = \text{Iso}(X_{1, P_1}, X_{2, P_2})$.

**Proof.** Let $\varphi \in \text{Iso}((H_{1, P_1}, \chi^H_{1, P_1}), (H_{2, P_2}, \chi^H_{2, P_2}))$ and let $\sigma : P_1 \to P_2$ be the unique bijection such that $Z^\varphi_{i, j} = Z_{2, \sigma(j)}$ for all $j \in P_1$. Let $j_1 \in P_1$ and consider the labeling coset $\rho_{j_1}(\Gamma_{j_1}) \subseteq L_{1, P_1}$. Let $j_2 := \sigma(j_1)$. Then $j_1 \approx j_2$ since $\varphi[Z_{1, j_1}] \in \text{Iso}((H_{1, j_1}, \chi_{1, j_1}), (H_{2, j_2}, \chi_{2, j_2}))$. Let $j^* = j^*_1 = j^*_2$ be the representative from the equivalence class containing $j_1$ and $j_2$ and pick $i^* \in \{1, 2\}$ such that $j^* \in P_{i^*}$. Then

$$\varphi[S_{1, j_1}] \Phi^{1, i^*}_{j_1, j^*} = \Phi^{1, i^*}_{j_1, j^*}.$$ 

Since $\lambda_{j_1} = \lambda_{j_2}$, this implies that $(\varphi[S_{1, j_1}])^{-1} \rho_{j_1}(\Gamma_{j_1}) = \rho_{j_2}(\Gamma_{j_2})$ and, since the above statement holds for all $j_1 \in P_1$, it also means that $\phi_{1, P_1}(\rho_{j_1}(\Gamma_{j_1})) = \phi_{2, P_2}(\rho_{j_2}(\Gamma_{j_2}))$ (i.e., equality between labeling cosets is preserved by the mapping $\sigma$).

For the backward direction let $\varphi \in \text{Iso}(X_{1, P_1}, X_{2, P_2})$. This means, there is a bijection $\sigma : P_1 \to P_2$ such that

(a) $j_1 \approx \sigma(j_1)$, and

(b) $\varphi^{-1} \rho_{j_1}(\Gamma_{j_1}) = \rho_{\sigma(j_1)}(\Gamma_{\sigma(j_1)})$

for all $j_1 \in P_1$. This means that, for every $j_1 \in P_1$, it holds that $\varphi \in \Phi^{1, 2}_{j_1, P_1, P_2}$. But this implies that $\varphi \in \Phi^{1, 2}_{P_1, P_2}$. □

Hence, $\Phi^{1, 2}_{P_1, P_2}$ can be computed using Theorem 5.8. Next, the algorithm turns to computing the set $\text{Iso}((G_1, X_1, v_1), (G_2, X_2, v_2))[D_1]$ from the sets $\Phi^{i_1, i_2}_{P_1, P_2}$, $i_1, i_2 \in \{1, 2\}$ and $P_1 \in \mathcal{P}_{i_1}$, $P_2 \in \mathcal{P}_{i_2}$.

Let $v_1 \in X_1$ be an arbitrary vertex. For all $v_2 \in X_2$ the algorithm computes a representation of all isomorphisms $\varphi \in \text{Iso}((G_1, X_1), (G_2, X_2))[D_1]$ such that $\varphi(v_1) = v_2$ as described below. The output of the algorithm is the union of all these isomorphisms iterating over all $v_2 \in X_2$. Additionally, all mappings are restricted to $S_1$ (recall that $S_1 \subseteq D_1$).

Let $D'_1 := \text{cl}^{G_1}_{t}(X_1)$ for $v_1 \in X_1$ (and recall that $D_1 = \text{cl}^{G_1}_{t}(X_1)$). The algorithm first computes a $\Gamma_1$-group $\Gamma \leq \text{Sym}(D'_1)$ and a bijection $\gamma : D'_1 \to D'_2$ such that

$$\text{Iso}((G_1, X_1, v_1), (G_2, X_2, v_2))[D'_1] \leq \Gamma \gamma$$
using Theorem 5.9. Observe that \( D_1 \subseteq D'_1 \). Let
\[
\Delta \delta := \{ \gamma' \in \Gamma \gamma \mid D'_1 = D_2 \} \lbrack D_1 \rbrack.
\]
A representation for \( \Delta \delta \) can be computed using Theorem 5.4.

To compute the set of isomorphisms, we now formulate the isomorphism problem between \((G_1, \chi_1, v_1)\) and \((G_2, \chi_2, v_2)\) as an instance of coset-labeled hypergraph isomorphism. Let \( \mathcal{H}_1 := (D_1, E_i, v_i) \) where
\[
E_i := E(G_i[D_1]) \cup \{ S_i, P_i \mid P_i \in \mathcal{P}_i \} \cup \{ \{ v \} \mid v \in D_1 \}.
\]
The function \( v_i \) is defined separately for all three parts of the set \( E_i \) (if an element occurs in more than one set of the union, the colors defined with respect to the single sets are combined by concatenating them in a tuple).

For an edge \( vw \in E(G_i[D_1]) \) we define \( v_i(vw) := (\rho_{v, w} \operatorname{Sym}(2), 0) \) where \( \rho_{v, w} : \{ v, w \} \rightarrow \{ 1, 2 \} \) with \( \rho_{v, w}(v) = 1 \) and \( \rho_{v, w}(w) = 2 \).

In order to define \( v_i \) for sets \( S_i, P_i, P_i \in \mathcal{P}_i \), we first define an equivalence relation \( \approx \) on the disjoint union \( \mathcal{P}_1 \cup \mathcal{P}_2 \) where \( P \approx Q \) if \( \operatorname{Iso}((H_{i, p}, \chi_i^P), (H_{i, q}, \chi_i^Q)) \neq \emptyset \) for \( P \in \mathcal{P}_i \) and \( Q \in \mathcal{P}_j \). Let \( Q_1, \ldots, Q_r \) be the equivalence classes. For each equivalence class \( Q_j \) we fix one representative \( Q_j^r \in Q_j \) and pick \( i^r \in \{ 1, 2 \} \) such that \( Q_j^r \in \mathcal{P}_{i^r} \). Let \( \rho_{Q_j} : S_{Q_j^r} \rightarrow |S_{Q_j^r}| \) be an arbitrary bijection. Let \( i \in \{ 1, 2 \}, P_i \in \mathcal{P}_i \cap Q_j \) and define
\[
\rho_{i, P_i, i^r, P_i} := \operatorname{Iso}((H_{i, P_i}, \chi_i^P), (H_{i^r, Q_j^r}, \chi_i^Q))|S_i| P_i \rho_{Q_j}.
\]
Now, for \( P_i \in \mathcal{P}_i \cap Q_j \), we define
\[
v_i(S_i, P_i) := (\rho_{i, P_i, i^r, P_i}, j).
\]
(Intuitively speaking, each separator \( S_i, P_i \) is associated with a color \( j \) and a labeling coset \( \rho_{i, P_i, i^r, P_i} \). The color \( j \) encodes the isomorphism type of the graph \( H_{i, P_i} \), whereas, the labeling coset determines which mappings between separators extend to isomorphisms between the corresponding graphs below the separators.)

Finally, for \( v \in D_1 \), we define \( v_i(v) := (v \mapsto 1, \chi_1(v) + r) \) (recall that \( r \) denotes the number of equivalence classes \( Q_1, \ldots, Q_r \)). Then
\[
\operatorname{Iso}((G_1, \chi_1, v_1), (G_2, \chi_2, v_2)) |D_1| = \operatorname{Iso}_{\Delta \delta}(\mathcal{H}_1, \mathcal{H}_2)
\]
which can be computed in the desired time by Theorem 5.6.

This completes the description of the algorithm. The correctness is immediate from the description of the algorithm. So it only remains to analyze the running time.

First observe that the number of recursive calls the algorithm performs is at most quadratic in the number of vertices of the input graphs. Also, \( |\mathcal{P}_i| \leq n \) and \( |S_i| < h \) for both \( i \in \{ 1, 2 \} \) and all \( j \in [k] \). Hence, the computation of all sets \( \phi_{i, P_i, P_j} \), \( P_i \in \mathcal{P}_i \) and \( P_j \in \mathcal{P}_j \), requires time \( n^{O((\log h)^r)} \) by Theorem 5.8. Next, the algorithm iterates over all vertices \( v_2 \in X_2 \) and computes isomorphisms between coset-labeled hypergraphs using Theorem 5.6. In total, the algorithm from Theorem 5.6 is applied \( |X_2| \leq n \) times and a single execution requires time \( n^{O((\log h)^r)} \). Overall, this gives the desired bound on the running time.

We remark that, by standard reduction techniques, there is also an algorithm computing a representation for the set \( \operatorname{Iso}(G_1, G_2) \) in time \( n^{O((\log h)^r)} \) assuming \( G_1 \) excludes \( K_h \) as a topological subgraph.

Moreover, the proof of the last theorem also reveals some insight into the structure of the automorphism group of a graph that excludes \( K_h \) as a topological subgraph.
Let $G$ be a graph. A tree decomposition for $G$ is a pair $(T, \beta)$ where $T$ is a rooted tree and $\beta : V(T) \rightarrow 2^{V(G)}$ such that

(T.1) for every $e \in E(G)$ there is some $t \in V(T)$ such that $e \subseteq \beta(t)$, and

(T.2) for every $v \in V(G)$ the graph $T\{t \in V(T) \mid v \in \beta(t)\}$ is non-empty and connected.

The adhesion-width of $(T, \beta)$ is $\max_{t_1, t_2 \in E(T)} |\beta(t_1) \cap \beta(t_2)|$.

Let $v \in V(G)$. Also, recall that $(\text{Aut}(G))_v = \{\varphi \in \text{Aut}(G) \mid \varphi^g = v\}$ denotes the subgroup of the automorphism group of $G$ that stabilizes the vertex $v$.

**Theorem 6.3.** Let $G$ be a graph that excludes $K_h$ as a topological subgraph. Then there is an isomorphism-invariant tree decomposition $(T, \beta)$ of $G$ such that

1. the adhesion-width of $(T, \beta)$ is at most $h - 1$, and
2. for every $t \in V(T)$ there is some $v \in \beta(t)$ such that $(\text{Aut}(G))_v[\beta(t)] \in \hat{G}_d$ for $d := 144a_{deg}^2 h^5$.

The theorem readily follows from the same arguments used to prove Theorem 6.1. Indeed, consider the recursion tree $T$ of the algorithm from Theorem 6.1 on input $(G, G)$ where each node $t \in V(T)$ is associated with the corresponding set $\beta(t) := D_t$. For $t \in V(T)$ let $v \in X_t \setminus S_t \subseteq D_t$ (recall that $S_t = \beta(s) \cap \beta(t)$ where $s$ is the unique parent node of $t$). Then $D_t' = D_t$ for all $y \in (\text{Aut}(G))_v$ and $(\text{Aut}(G))_v[\beta(t)] \in \hat{G}_d$. Finally, observe that $X_t \setminus S_t \neq \emptyset$ (in a situation where $X_t \subseteq S_t$, it also holds that $D_t \subseteq S_t$ and the algorithm from Theorem 6.1 would recompute a set $X_t')$.

**7 CONCLUSION**

We presented an isomorphism test for all graphs excluding $K_h$ as a topological subgraph running in time $n^{\text{polylog}(h)}$. On the technical side, the main contribution towards this algorithm is a combinatorial statement which provides a suitable isomorphism-invariant initial set to apply the $t$-CR algorithm. As a consequence, we also obtain restrictions on the structure of the automorphism groups of graphs excluding $K_h$ as a topological subgraph.

Overall, the presented result unifies and extends existing isomorphism tests with polylogarithmic parameter dependence in the exponent of the running time, and essentially completes the picture for such algorithms on sparse graph classes. It is an interesting open question whether the techniques can be extended to graph parameters that include dense graphs. As a specific example, can isomorphism of graphs of rank-width $k$ be tested in time $n^{\text{polylog}(k)}$?

Of course, it also remains an important question for which graph parameters the isomorphism problem is fixed-parameter tractable. However, here it is already open whether isomorphism testing parameterized by the maximum degree is fixed-parameter tractable.
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