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Abstract

Model-based diagnosis deals with the identification of the real cause of a system’s malfunction based on a formal system model and observations of the system behavior. When a malfunction is detected, there is usually not enough information available to pinpoint the real cause and one needs to discriminate between multiple fault hypotheses (diagnoses). To this end, sequential diagnosis approaches ask an oracle for additional system measurements.

This work presents strategies for (optimal) measurement selection in model-based sequential diagnosis. In particular, assuming a set of leading diagnoses being given, we show how queries (sets of measurements) can be computed and optimized along two dimensions: expected number of queries and cost per query. By means of a suitable decoupling of two optimizations and a clever search space reduction the computations are done without any inference engine calls. For the full search space, we give a method requiring only a polynomial number of inferences and show how query properties can be guaranteed which existing methods do not provide. Evaluation results using real-world problems indicate that the new method computes (virtually) optimal queries instantly independently of the size and complexity of the considered diagnosis problems and outperforms equally general methods not exploiting the proposed theory by orders of magnitude.

1. Introduction

Model-based diagnosis (MBD) is a widely applied approach to finding explanations for unexpected behavior of observed systems such as hardware [Reiter, 1987, Dressler and Struss, 1996], software [Stumptner and Wotawa, 1999, Mateis et al., 2000, Steinbauer et al., 2005], knowledge bases [Persia et al., 2005, Kalayanpur, 2006, Shchekotykhin et al., 2012, Rodler, 2015], discrete event systems [Darwiche and Provan, 1996, Pencolé and Cordier, 2005], feature models [White et al., 2010] and user interfaces [Felfernig et al., 2009]. MBD assumes a formal system model
and a set of relevant possibly faulty system components (e.g., lines of code, gates in a circuit). The model includes descriptions of the interrelation between the components (e.g., wires between gates), descriptions of the components’ nominal behavior (e.g., relation between inputs and outputs of a gate) and other relevant knowledge (e.g., axioms of Boolean logic). An MBD problem arises if observations (e.g., sensor readings, system outputs) of the system’s behavior differ from predictions based on the system model. In this case, the set of observations is inconsistent with the system model under the assumption that all system components are exhibiting a nominal behavior. The sought solution to an MBD problem is a diagnosis pinpointing the faulty components causing the observed system failure. Normally, however, due to initially insufficient observations, this fault localization is ambiguous and multiple possible diagnoses exist.

Sequential Diagnosis methods [de Kleer and Williams, 1987, Pietersma et al., 2005, Feldman et al., 2010, Siddiqi and Huang, 2011, Shchekotykhin et al., 2012] address this issue. These collect additional information by generating a sequence of queries and assume available some oracle providing answers to these queries. Depending on the MBD application domain, queries can be, for instance, measurements (e.g., probes in a circuit), system tests (observations about the system’s behavior upon new system inputs), questions to a domain expert (e.g., to a doctor when debugging a medical knowledge base) or component inspections (e.g., checking the battery of a car). Likewise, the instantiation of the oracle might be, for instance, an electrical engineer performing probes using a voltmeter, an IDE running software tests or a car mechanic inspecting components of a vehicle. If queries are chosen properly, each query’s answer eliminates some diagnoses and thus reduces the diagnostic uncertainty (pruning of the space of possible diagnoses). As query answering is normally costly, the goal of sequential diagnosis is to minimize the diagnostic cost in terms of, e.g., time, manpower or equipment required to achieve a diagnostic goal, e.g., the extraction of a diagnosis with a probability above some threshold or the isolation of a single remaining diagnosis (which then corresponds to the actual diagnosis, i.e., the actual cause of the system failure).

A generic sequential diagnosis system is illustrated by Fig. [1]. It gets the inputs SD (system description), COMPS (system components), OBS (initial observations), MEAS (additional observations/performed measurements), which altogether make up a diagnosis problem instance (DPI), and possibly some fault information (e.g., in terms of failure probabilities of system components). The usual workflow (see numbers in Fig. [1]) followed by such a system involves the (1) computation of a (feasible) set of diagnoses by a diagnosis engine using the DPI and fault information, (2) computation of a set of query candidates by a query generation module based on the given diagnoses, (3) selection of the best query from the given candidates, (4) answering of this query by the interacting oracle, (5+6) addition of the returned query along with its answer to the DPI in terms of new measurements (MEAS). The diagnosis engine uses these new measurements to perform various updates (e.g., pruning of the diagnoses space, adapting the fault information). If the diagnostic goal is not accomplished, the entire process starts anew from (1). Otherwise, the best diagnosis is output. The focus of this work lies on the optimization of steps (2) and (3) in terms of both efficiency and output quality (see violet shaded area in Fig. [1]).

Note, the steps (1) and (2) draw on a logical reasoner. Since logical reasoning is one of the main sources of complexity in sequential diagnosis, the amount of reasoning should be ideally as minimal as possible, indicated by the red arrow in Fig. [1]. Basically, there are two different rea-
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**Figure 1:** Schematic view on a generic sequential diagnosis system. The area shaded in violet shows the part of the system optimized by the approach in this work. The red arrow emphasizes that (expensive) reasoner calls have to be minimized.

**Sensing paradigms** sequential diagnosis systems might use, glass-box and black-box. **Glass-box approaches** directly integrate reasoning with diagnoses finding with the goal of achieving better performance. To this end the internals of the reasoner are suitably modified or, respectively, reasoners are complemented by additional services, e.g., bookkeeping in an ATMS [de Kleer, 1986]. One example [de Kleer and Williams, 1987] is the storing of (minimal) environments (sets of logical sentences sufficient) for entailments predicted by the system model. These are leveraged to compute so-called nogood sets [de Kleer, 1986], i.e. environments for entailments inconsistent with observations. The latter can be directly used for diagnoses construction. Glass-box approaches are therefore dependent on the particular (modified) reasoner and thus on the particular logic for which the reasoner is sound and complete. **Black-box approaches** use the reasoner as an oracle for answering consistency or entailment queries. The reasoner is used as-is without requiring any alterations to its implementation or any supplements. Consequently, these approaches are independent of the logic used for describing the system model and of the particular reasoner employed, and can benefit from latest improvements of reasoning algorithms. For instance, black-box approaches can switch to reasoners specialized in a certain sublanguage (e.g. polynomial-time reasoner ELK [Kazakov et al., 2014] for OWL EL [Krötzsch, 2010]) of a logic (e.g. OWL 2 [Grau et al., 2008] where reasoning is N2EXPTIME-complete) “for free” in a simple plug-in fashion if the system description is formalized in this sublanguage.

First, while glass-box approaches in many cases offer some performance gain over black-box approaches, this gain was shown to be not that significant – in most cases the time cost of both paradigms lay within the same order of magnitude – in extensive evaluations carried out by [Horridge, 2011] using Description Logics [Baader et al., 2007] of reasoning complexity ranging from polynomial to N2EXPTIME-complete. Black-box approaches even outperformed glass-
box approaches in a significant number of cases, witnessed in similar experiments conducted by [Kalyanpur, 2006]. When using bookkeeping methods, the information stored by these might grow exponentially with the problem size [Schiex and Verfaillie, 1994]. Moreover, switching to more efficient reasoners (e.g., for fragments of a logic, see above) is not (easily) possible for glass-box approaches. Second, system descriptions (SD) in MBD might use a wide range of different knowledge representation formalisms such as First-Order Logic fragments, Propositional Logic, Horn clauses, equations, constraints, Description Logics or OWL. For these reasons we present a logics- and reasoner-independent black-box approach to sequential diagnosis which is appropriate for all monotonic and decidable knowledge representation languages. This preserves a maximal generality of our approach and makes it broadly applicable across different MBD application domains.

Because the problem of optimal query selection is NP-complete [Hyafil and Rivest, 1976], sequential diagnosis approaches have to bear on a trade-off between query optimality and computational complexity. Therefore, it is current practice to rely on myopic (usually one-step lookahead) methods to guide diagnoses discrimination [de Kleer and Williams, 1987, Feldman et al., 2010, Gonzalez-Sanchez et al., 2011, Shchekotykhin et al., 2012, Rodler et al., 2013]. Empirical [de Kleer et al., 1992b, Shchekotykhin et al., 2012, Rodler et al., 2013] and theoretical [Pattipati and Alexandridis, 1990] evaluations have evidenced that such heuristic methods in many cases deliver reasonable and in some scenarios even (nearly) optimal results. Moreover, query selection based on a multi-step lookahead is computationally prohibitive due to the involved expensive model-based reasoning (cf. Sec. 5). In common with the above-mentioned approaches we model the query selection heuristic as a query selection measure \( m \) assigning a real-value to each query based on its quality (regarding diagnoses discrimination). One popular such measure is entropy [de Kleer and Williams, 1987], which favors queries with a maximal expected information gain or, equivalently, a maximal expected reduction of the diagnostic uncertainty. The goal of any such measure \( m \) is the minimization of the number of queries required until achieving the appointed diagnostic goal.

Whereas sequential diagnosis approaches usually incorporate the optimization of a query selection measure \( m \), they often do not optimize the query (answering) cost such as the time required to perform measurements [Heckerman et al., 1995]. We model this cost by a query cost measure \( c \), a function allocating a real-valued cost to each query. The approach suggested in this work is devised to compute optimized queries along the \( m \) and \( c \) axes at each (query selection) step in the sequential diagnosis process while minimizing the required computational resources.

More concretely, the contributions of this work are the following:

**Contributions.** We present a novel query optimization method that is generally applicable to any MBD problem in the sense of [de Kleer and Williams, 1987, Reiter, 1987] and

1. defines a query as a set of First-Order Logic sentences and thus generalizes the measurement notion of [de Kleer and Williams, 1987, Reiter, 1987],
2. given a set of leading diagnoses [de Kleer and Williams, 1989], allows the two-dimensional optimization of the next query in terms of the expected number of subsequent queries (measure \( m \)) and query cost (measure \( c \)).

---

1. Also known as Optimal Test Sequencing Problem [Pattipati and Alexandridis, 1990] or Optimal Decision Tree Problem [Hyafil and Rivest, 1976].
3. for an aptly refined (yet exponential) query search space, finds – without any reasoner calls – the globally optimal query w.r.t. measure $c$ that globally optimizes measure $m$.

4. for the full query search space, finds – with a polynomial number of reasoner calls – the (under reasonable assumptions) globally optimal query w.r.t. $m$ that includes, if possible, only “cost-preferred” sentences (e.g. those answerable using built-in sensors).

5. guarantees the proposal of queries that discriminate between all leading diagnoses and that unambiguously identify the actual diagnosis.

Furthermore,

6. we show that any MBD problem can be reduced to a Knowledge Base Debugging (KBD) problem [Shchekotykhin et al., 2012, Rodler, 2015]. This result establishes a formal relationship between these two paradigms, shows the greater generality of the latter and enables the transferral of findings in the KBD domain to the MBD domain.

In a nutshell, the presented query optimization method can be subdivided into three phases, P1, P2 and P3. In the first place, P1 optimizes the next query’s discrimination properties (e.g. the expected information gain) based on the criteria imposed by the given QSM $m$, realized by a heuristic backtracking search. Then, as a first option, P2 computes an optimal query $Q^*$ regarding the given QCM $c$ by running a uniform-cost hitting set tree search over a suitable (and explicitly given) set of partial leading diagnoses. This is done in a way $Q^*$ meets exactly the optimal discrimination properties determined in P1. P2 explores the largest possible query search space that can be handled without any reasoner calls in a complete way. The output $Q^*$ suggests the inspection of the system component(s) that is least expensive for the oracle (QCM $c$) among all those that yield the highest information (QSM $m$). As a second option and alternative to P2, P3 performs a two-step optimization consisting of a first generalization of the addressed search space and a subsequent divide-and-conquer exploration of this search space focused on cost-preferred measurements. P3 returns a cost-optimal query $Q^*$ (w.r.t. some QCM $c$) complying with the optimal discrimination properties fixed in P1. $Q^*$ may include measurements of arbitrary type, depending on priorly definable requirements.

Roughly, the efficiency of the novel approach is possible by the recognition that the optimizations of $m$ and $c$ can be decoupled and by using logical monotonicity as well as the inherent (already inferred) information in the ($\subseteq$-minimal) leading diagnoses. The latter is leveraged to achieve a retention of costly reasoner calls until the final query computation stage (P3), and hence to reduce them to a minimum. In particular, the method is inexpensive as it

(a) avoids the generation and examination of unnecessary (non-discriminating) or duplicate query candidates,

(b) actually computes only the single best query by its ability to estimate a query’s quality without computing it, and

(c) guarantees soundness and completeness w.r.t. an exponential query search space independently of the properties and output of a reasoner.

---

2. The term globally optimal has its standard meaning (cf. Luenberger and Ye, 2015, p. 184) and emphasizes that the optimum over all queries in the respective query search space is meant.
Modern sequential diagnosis methods like [de Kleer and Williams, 1987] and its derivatives [Feldman et al., 2010; Shchekotykhin et al., 2012; Rodler et al., 2013] do not meet all properties (a) – (c). The black-box approaches among them extensively call a reasoner in order to compute a query. As we show in our evaluations, the presented method can save an exponential overhead compared to these approaches.

Moreover, we emphasize that our approach can also deal with problems where the query space is implicit, i.e. all possible system measurements cannot be enumerated in polynomial time in the size of the system model. E.g., in a digital circuit all measurement points (and hence the possible queries) are given explicitly by the circuit’s wires which can be directly extracted from the system description (SD). In, e.g., knowledge-based problems, by contrast, the possible measurements, i.e. questions to an expert, must be (expensively) inferred and are not efficiently enumerable. In fact, we show that for problems involving implicit queries, approaches not using the proposed theory might be drastically incomplete and hence might miss optimal queries.

Finally, by the generality of our query notion, our method explores a more complex search space than [de Kleer and Williams, 1987; de Kleer and Raiman, 1993], thereby guaranteeing property (5) above.

Organization. The rest of this work is organized as follows. Sec. 2 provides theoretical foundations needed in later sections. In particular, it gives a short introduction on Model-Based Diagnosis (MBD) in Sec. 2.1 on Knowledge Base Debugging (KBD) in Sec. 2.2 and formally proves that each MBD problem can be reduced to a KBD problem in Sec. 2.3. Henceforth, the work focuses w.l.o.g. just on KBD. Basics on Sequential Diagnosis including important definitions, the formal characterization of the addressed problem, and a generic algorithm to solve this problem are treated in Sec. 2.4. The main part of the paper starts with Sec. 3 where we first formalize the measurement selection problem (Sec. 3.1) and then discuss the proposed novel algorithm to solve this problem (Sec. 3.2). The presentation of our method is subdivided into a first part attempting to give the reader a prior intuition, motivation and overview of the later introduced theoretical concepts (Sec. 3.2.1), and three further parts, one dedicated to each phase (P1, P2 and P3) of the new algorithm (Sec. 3.2.2, 3.2.3 and 3.2.5). Besides an extensively exemplified expansion of the relevant theory, each phase description includes a complexity analysis. A formal specification of the computed solution’s properties for P1+P2 is given in Sec. 3.2.4 and for P3 in Sec. 3.2.6. Finally, Sec. 3.2.7 recapitulates the entire approach by means of a detailed example. Sec. 4 includes the description of our experimental evaluations in order to complement the theoretical findings of Sec. 3.2. The experimental settings are explicated in Sec. 4.1 whereas the experimental results are discussed in Sec. 4.2. Subsequently, there is a section on related work (Sec. 5) before we conclude with Sec. 6. Appendix A comprises all proofs that are not given in the text. Appendix B provides a table including all important symbols used in the text along with their meaning.

2. Preliminaries

In this section, we revise the general theory of Model-Based Diagnosis (MBD) proposed by [Reiter, 1987], define the knowledge base debugging framework (KBD) we will use to formalize MBD problems in this work, and demonstrate that KBD is a generalization of MBD.
2.1 Model-Based Diagnosis

We briefly review the classical model-based diagnosis (MBD) problem described by [Reiter, 1987]. At first, we characterize a system, e.g. a digital circuit, a car or some software, which is the subject of a diagnosis task:

**Definition 1 (System).** A system is a tuple \((SD, COMPS)\) where \(SD\), the system description, is a set of First-Order Logic sentences, and \(COMPS\), the system components, is a finite set of constants \(c_1, \ldots, c_n\).

The distinguished unary “abnormal” predicate \(AB\) is used in \(SD\) to model the expected behavior of components \(c \in COMPS\). Let us denote the First-Order Logic sentence describing this expected behavior of \(c\) by \(beh(c)\) and let \(SD_{beh} := \{¬AB(c) \rightarrow beh(c) \mid c \in COMPS\}\). The latter subsumes a statement of the form “if \(c\) is nominal (not abnormal), then its behavior is \(beh(c)\)” for each system component \(c \in COMPS\). Any behavior different from \(beh(c)\) implies that \(c\) is at fault, i.e. \(AB(c)\) holds. But, an abnormal component does not necessarily manifest a faulty behavior in each situation (weak fault model [de Kleer et al., 1992a, Feldman et al., 2009]), e.g. for an or-gate \(c\) stuck at 1 faulty behavior \(¬beh(c)\) can only be observed if both inputs are 0.

Further, \(SD\) might include general axioms describing the system domain or descriptions of the interplay between the system components. Let us call the set of these general axioms \(SD_{gen}\). So, \(SD = SD_{beh} \cup SD_{gen}\).

The behavior of a system \((SD, COMPS)\) assuming all components working correctly is captured by the description \(SD \cup \{¬AB(c) \mid c \in COMPS\}\). Note, this description is equal to \(SD_{gen} \cup \{beh(c) \mid c \in COMPS\}\).

A diagnosis problem arises when the observed system behavior – represented by a finite set of First-Order Logic sentences \(OBS\) – differs from the expected system behavior. Formally, this means that \(SD \cup \{¬AB(c) \mid c \in COMPS\} \cup OBS \models \perp\). For instance, in circuit diagnosis \(OBS\) might be the observation of the system inputs and outputs.

There are usually multiple different hypotheses (diagnoses) that explain the discrepancy between observed and predicted system behavior. Discrimination between these hypotheses can then be accomplished by means of additional observations \(MEAS\) called measurements [Reiter, 1987, de Kleer and Williams, 1987]. Each measurement \(m\) in the set of measurements \(MEAS\) is a set of First-Order Logic sentences [Reiter, 1987] describing additional knowledge about the actual system behavior, e.g. whether a particular wire in a faulty circuit is high or low. Usually new measurements are conducted and added to \(MEAS\) until some diagnostic goal \(G\) is achieved, e.g. the presence of just a single or one highly probable remaining hypothesis. Each added measurement \(m\), if chosen properly, will invalidate some hypotheses. Throughout this paper we assume stationary health [Feldman et al., 2010], i.e. that one and the same (faulty) behavior can be constantly reproduced for each \(c \in COMPS\) during system diagnosis.

Formalized, these notions lead to the definitions of an MBD diagnosis problem instance (MBD-DPI) and of an MBD-diagnosis.

**Definition 2 (MBD-DPI).** Let \(OBS\) (system observations) be a finite set of First-Order Logic sentences, \(MEAS\) (measurements) be a finite set including finite sets \(m_i\) of First-Order Logic sentences, and let \((SD, COMPS)\) be a system. Then the tuple \((SD, COMPS, OBS, MEAS)\) is an MBD diagnosis problem instance (MBD-DPI).
Definition 3. Let DPI := (SD, COMPS, OBS, MEAS) be an MBD-DPI and $U_{MEAS}$ denote the union of all $m \in MEAS$. Then $SD^*[\Delta] := SD \cup \{AB(c) \mid c \in \Delta\} \cup \{\neg AB(c) \mid c \in COMPS \setminus \Delta\} \cup OBS \cup U_{MEAS}$ for $\Delta \subseteq COMPS$ denotes the behavior description of the system (SD, COMPS).

- under the current state of knowledge given by the DPI in terms of OBS and MEAS, and
- under the assumption that all components in $\Delta \subseteq COMPS$ are faulty and all components in $COMPS \setminus \Delta$ are healthy.

Definition 4 (MBD-Diagnosis). Let DPI := (SD, COMPS, OBS, MEAS) be an MBD-DPI. Then $\Delta \subseteq COMPS$ is an MBD-diagnosis for DPI iff $SD^*[\Delta]$ is consistent ($\Delta$ explains OBS and MEAS). An MBD-diagnosis $\Delta$ for DPI is called minimal iff there is no MBD-diagnosis $\Delta'$ for DPI such that $\Delta' \subseteq \Delta$.

In many practical applications there are multiple (minimal) MBD-diagnoses for a given MBD-DPI. Without additional information about the system, one cannot conjecture a unique diagnosis. The idea is then to perform measurements in order to discriminate between competing (minimal) MBD-diagnoses until a sufficient degree of diagnostic certainty (the specified diagnostic goal $G$) is reached. This is the problem addressed by Sequential MBD and can be stated as follows:

Problem 1 (Sequential MBD),
Given: An MBD-DPI DPI := (SD, COMPS, OBS, MEAS) and a diagnostic goal $G$.
Find: $MEAS_{new} \supseteq \emptyset$ and $\Delta$, where $MEAS_{new}$ is a set of new measurements such that $\Delta$ is a minimal MBD-diagnosis for the MBD-DPI DPI$_{new}$ := (SD, COMPS, OBS, MEAS $\cup$ MEAS$_{new}$) and $\Delta$ satisfies $G$.

Remark 1 Due to the intractability of the computation of the entire set of minimal diagnoses [Bylander et al., 1991], both the measurement selection and the decision whether a diagnostic goal $G$ is satisfied for some diagnosis $D$ is usually made by using a (computationally feasible) set of leading minimal diagnoses $D$ [de Kleer and Williams, 1989]. $D$ acts as an approximation of all minimal diagnoses for the given DPI and usually comprises the most probable minimal [de Kleer and Williams, 1989] or minimum-cardinality [Feldman et al., 2010] diagnoses for a DPI. Given a set of leading minimal diagnoses $D$ for DPI$_{new}$, examples for the specification of $G$ are $G_1 := \{D$ is the only minimal diagnosis for DPI$_{new}\}$ [de Kleer and Raiman, 1993]. $G_2 := \{D$ exceeds some predefined probability threshold $t\}$, e.g. $t := 0.95$ [de Kleer and Williams, 1987, Shchekotykhin et al., 2012] or $G_3 := \{D$ has $\geq k$ times the probability of all other elements in $D\}$. Note that the goal $G_1$ represents a maximally strict requirement on the final diagnostic result as it requires the verification of the invalidity of all but the correct minimal diagnosis (we call a diagnostic goal $G_i$ more strict than a diagnostic goal $G_j$ if $G_j$ is satisfied earlier in any diagnostic session than $G_i$). The specification of (constants in) $G$ depends on the seriousness of misdiagnosis, e.g. higher probability thresholds signify higher criticality.

In general, the size of the search space for minimal MBD-diagnoses for (SD, COMPS, OBS, MEAS) is in $O(2^{|COMPS|})$. A useful concept to restrict this search space is the one of an MBD-conflict [Reiter, 1987] [de Kleer and Williams, 1987], a set of components whose elements cannot all be healthy given OBS and MEAS:
Definition 5 (MBD-Conflict). Let DPI := (SD, COMPS, OBS, MEAS) be an MBD-DPI. Then $C \subseteq COMPS$ is an MBD-conflict for DPI iff $SD \cup \{\neg AB(c) \mid c \in C\} \cup OBS \cup MEAS$ is inconsistent. An MBD-conflict $C$ for DPI is called minimal iff there is no MBD-conflict $C'$ for DPI such that $C' \subset C$.

Definition 6 (Hitting Set). Let $S = \{S_1, \ldots, S_n\}$ be a collection of sets. Then $H$ is called a hitting set of $S$ iff $H \subseteq U_S$ and $H \cap S_i \neq \emptyset$ for all $i = 1, \ldots, n$. A hitting set $H$ of $S$ is minimal iff there is no hitting set $H'$ of $S$ such that $H' \subset H$.

The following result [Reiter, 1987] can be used to determine MBD-diagnoses through the computation of MBD-conflicts:

**Theorem 1.** A (minimal) MBD-diagnosis for a DPI is a (minimal) hitting set of all minimal MBD-conflicts for this DPI.

**Example 1** Let us revisit the circuit diagnosis example given in [Reiter, 1987] shown in Fig. 2. The first step towards diagnosing the circuit using MBD is to formulate the problem as an MBD-DPI. The result $ExM := (SD, COMPS, OBS, MEAS)$ is given by Tab. 1 and explained next.

The circuit, i.e. the system to be diagnosed, includes five gates $X_1, X_2$ (xor-gates), $A_1, A_2$ (and-gates) and $O_1$ (or-gate), which are at the same time the system components COMPS of interest. The system description $SD = SD_{beh} \cup SD_{gen}$ consists of a knowledge base $SD_{beh} = \{\alpha_1, \ldots, \alpha_5\}$ describing the behavior of each gate given it is working properly, e.g. for gate $X_1$, $SD_{beh}$ includes the sentence $\alpha_1 := (\neg AB(X_1) \rightarrow out(X_1) = xor(in1(X_1), in2(X_1)))$. Besides, $SD$ includes a knowledge base $SD_{gen} = \{\alpha_6, \ldots, \alpha_{12}\}$ describing which gate-terminals are connected by wires, e.g. the wire connecting $X_1$ to $X_2$ is defined by the sentence $\alpha_7 := (out(X_1) = in1(X_2))$. For simplicity we omit the explicit statement of additional general domain knowledge in $SD_{gen}$ such as axioms for Boolean algebra or axioms restricting wires to only either 0 or 1 values. The observations $OBS = \{\alpha_{13}, \ldots, \alpha_{17}\}$ are given by the system inputs and outputs (see the table in Fig. 2). Finally, since there are no already performed measurements, the set MEAS is empty.

Assuming all components are healthy, i.e. all gates function properly, we find out that $SD^*[0]$ is inconsistent (cf. Def. 5). That is, the assumption of no faulty components conflicts with the observations OBS made. E.g., if $X_1$ and $X_2$ manifest nominal behavior, we can deduce that
the output \( out(X_2) = 0 \) which contradicts the observation sentence \( \alpha_{16} := (out(X_2) = 1) \). Supposing either of the components \( X_1, X_2 \) to be nominal, we can no longer deduce \( out(X_2) = 0 \) (or any other sentence contradicting \( \text{obs} \)). Therefore, \( C_1 := \{X_1, X_2\} \) is a minimal MBD-conflict (cf. Def. [5]). Similarly, we find that \( C_2 := \{X_1, A_2, O_1\} \) is the other minimal MBD-conflict for \( \text{ExM} \). Computing minimal hitting sets of all minimal MBD-conflicts \( C_1, C_2 \), we obtain three minimal MBD-diagnoses \( \Delta_1 := \{X_1\} \), \( \Delta_2 := \{X_2, A_2\} \) and \( \Delta_3 := \{X_2, O_1\} \).

Let the diagnostic goal \( G \) be the achievement of complete diagnostic certainty, i.e. to single out the correct minimal MBD-diagnosis. The goal of the MBD-problem is then to find new measurements \( m_1, \ldots, m_k \) such that there is a single minimal diagnosis \( \Delta \) for \( (\text{sd}, \text{comps}, \text{obs}, \text{meas} \cup \{m_1, \ldots, m_k\}) \). Let the first measurement \( m_1 \) be the observation of the terminal \( out(X_1) \), and let the value of it be 0. Then, \( \Delta_1 \) is still a minimal MBD-diagnosis for \( \text{ExM}_{\text{new}} := (\text{sd}, \text{comps}, \text{obs}, \text{meas} \cup \{out(X_1) = 0\}) \) since the abnormality of \( X_1 \) explains both \( \text{obs} \) and \( \text{meas} \). Moreover, all other MBD-diagnoses for \( \text{ExM}_{\text{new}} \) must contain \( X_1 \) (since its faultiness is the only explanation for \( \text{meas} \)) and thus be supersets of \( \Delta_1 \). Hence, \( \Delta_1 \) is the only minimal MBD-diagnosis for \( \text{ExM}_{\text{new}} \) and thus the actually faulty component in this scenario is \( X_1 \) (under the assumption that a \( \subseteq \)-minimal set of components is broken). This fact could be derived by conducting only one measurement.

\[ \square \]

### 2.2 Knowledge Base Debugging

In this section we revisit the knowledge base debugging (KBD) problem [Friedrich and Shchekotykhin, 2005, Shchekotykhin et al., 2012, Rodler, 2015] which we will use subsequently as a generalized reformulation of Reiter’s original MBD problem described above. Besides offering some notational conveniences, KBD allows users to specify negative measurements (or test cases) [Felfernig et al., 2004a]. Contrary to (positive) measurements \( m \in \text{meas} \) as characterized above, negative measurements state properties that must not hold. In other words, any diagnosis must fulfill that – under its assumption – the system description together with the observations and positive measurements does not entail any negative measurement. Additionally, it is possible in KBD to postulate stronger logical properties apart from consistency. For example, when debugging an ontology (i.e. a system where \( \text{comps} \) are ontology axioms) one might want the assumption of a diagnosis to yield a coherent [Schlobach et al., 2007, Parsia et al., 2005] system description (repaired ontology), i.e. one without unsatisfiable classes. In First-Order Logic terms (using logic programming notation), an unsatisfiable class in a KB \( \mathcal{K} \) is an \( n \)-ary predicate \( r \) such that \( \mathcal{K} \models \forall \mathbf{X} \neg r(\mathbf{X}) \) where \( \mathbf{X} = X_1, \ldots, X_n \). That is, coherency means that every predicate in \( \mathcal{K} \) can have some instance without yielding an inconsistency.

Another possible use case for the adoption of (logical) requirements such as coherency is the fault localization in flawed (e.g. inconsistent) system models used for MBD. For instance, a model (which is itself a KB) used to describe the circuit in Fig. [2] might include an unsatisfiable class \( \text{xor} \) (which essentially makes the model inconsistent after the creation of, e.g., the sentence \( \text{xor}(X_1) \) declaring \( X_1 \) as an xor-gate). The reason for this incoherency might be that \( \text{sd}_{\text{gen}} \) includes the sentences \( \text{xor}(G) \rightarrow \text{gate}(G) \) and \( \text{gate}(G) \rightarrow \text{and}(G) \lor \text{or}(G) \lor \text{not}(G) \) (where the system modeler forgot to include \( \text{xor}(G) \)) as well as sentences stating that no instance can
be of more than one type of gate. That is, KBD (with the coherency requirement) could be used in such scenario to repair the model thus enabling a sound diagnostic process.

2.2.1 The Used Notation

Let \( \mathcal{L} \) denote some formal knowledge representation language. We will call \( \alpha_\mathcal{L}, \alpha_1, \alpha_2, \alpha_3, \ldots \in \mathcal{L} \) logical sentences over \( \mathcal{L} \) and a set of logical sentences \( \mathcal{K}_\mathcal{L} \subseteq 2^\mathcal{L} \) a knowledge base (KB) over \( \mathcal{L} \). Sentences in \( \mathcal{K}_\mathcal{L} \) will sometimes be referred to as axioms. We denote by \( \models_\mathcal{L} \subseteq 2^\mathcal{L} \times \mathcal{L} \) the semantic entailment relation for the logic \( \mathcal{L} \) and we write \( \models_\mathcal{L} \alpha \) to state that \( \alpha \) is a logical consequence of the KB \( \mathcal{K}_\mathcal{L} \). For brevity, we will write \( \models_{\mathcal{K}_1,\mathcal{L}} \alpha \) to denote that \( \mathcal{K}_{1,\mathcal{L}} \models_{\mathcal{K}_{1,\mathcal{L}}} \alpha \) for all \( \alpha \in \mathcal{K}_{1,\mathcal{L}} \) and \( \mathcal{K}_{2,\mathcal{L}} \models_{\mathcal{K}_{2,\mathcal{L}}} \alpha \) to denote that \( \mathcal{K}_{2,\mathcal{L}} \models_{\mathcal{K}_{2,\mathcal{L}}} \alpha \) for some \( \alpha \in \mathcal{K}_{2,\mathcal{L}} \).

Given a collection of sets \( X \), we use \( U_X \) and \( I_X \) to denote the union and intersection, respectively, of all elements in \( X \). Further, Tab. 7 (see Appendix B) summarizes the meaning of other formalisms used in the paper (many of them introduced at some later point).

| \( i \) | \( \alpha_i \) | \( SD_{beh} \) | \( SD_{gen} \) | OBS |
|------|----------------|----------------|----------------|-----|
| 1    | \( \neg AB(X_1) \to beh(X_1) \) |          |          |   |
| 2    | \( \neg AB(X_2) \to beh(X_2) \) |          |          |   |
| 3    | \( \neg AB(A_2) \to beh(A_1) \) |          |          |   |
| 4    | \( \neg AB(A_2) \to beh(A_2) \) |          |          |   |
| 5    | \( \neg AB(O_1) \to beh(O_1) \) |          |          |   |
| 6    | \( out(X_1) = \text{in}2(A_2) \) |          |          |   |
| 7    | \( out(X_1) = \text{in}1(X_2) \) |          |          |   |
| 8    | \( out(A_2) = \text{in}1(O_1) \) |          |          |   |
| 9    | \( \text{in}1(A_2) = \text{in}2(X_2) \) |          |          |   |
| 10   | \( \text{in}1(X_1) = \text{in}1(A_1) \) |          |          |   |
| 11   | \( \text{in}2(X_1) = \text{in}2(A_1) \) |          |          |   |
| 12   | \( out(A_1) = \text{in}2(O_1) \) |          |          |   |
| 13   | \( \text{in}1(X_1) = 1 \) |          |          |   |
| 14   | \( \text{in}2(X_1) = 0 \) |          |          |   |
| 15   | \( \text{in}2(A_1) = 0 \) |          |          |   |
| 16   | \( out(X_1) = 1 \) |          |          |   |
| 17   | \( out(O_1) = 0 \) |          |          |   |

\( \alpha \) denotes the \( \mathcal{L} \)-model obtained from circuit diagnosis problem in Fig. 2.

| \( i \) | \( \alpha_i \) | \( \mathcal{K} \) |
|------|----------------|--------------|
| 1    | \( out(X_1) = \text{xor}(\text{in}1(X_1), \text{in}2(X_1)) \) |          |
| 2    | \( out(X_2) = \text{xor}(\text{in}1(X_2), \text{in}2(X_2)) \) |          |
| 3    | \( out(A_1) = \text{and}(\text{in}1(A_1), \text{in}2(A_1)) \) |          |
| 4    | \( out(A_2) = \text{and}(\text{in}1(A_2), \text{in}2(A_2)) \) |          |
| 5    | \( out(O_1) = \text{or}(\text{in}1(O_1), \text{in}2(O_1)) \) |          |
| 6    | \( out(X_1) = \text{in}2(A_2) \) |          |
| 7    | \( out(X_1) = \text{in}1(X_2) \) |          |
| 8    | \( out(A_2) = \text{in}1(O_1) \) |          |
| 9    | \( \text{in}1(A_2) = \text{in}2(X_2) \) |          |
| 10   | \( \text{in}1(X_1) = \text{in}1(A_1) \) |          |
| 11   | \( \text{in}2(X_1) = \text{in}2(A_1) \) |          |
| 12   | \( out(A_1) = \text{in}2(O_1) \) |          |
| 13   | \( \text{in}1(X_1) = 1 \) |          |
| 14   | \( \text{in}2(X_1) = 0 \) |          |
| 15   | \( \text{in}1(A_2) = 1 \) |          |
| 16   | \( out(X_1) = 1 \) |          |
| 17   | \( out(O_1) = 0 \) |          |

\( \alpha \) denotes the \( \mathcal{L} \)-model obtained from MBD-DPI ExM from Tab. 1.
2.2.2 Assumptions

The KBD techniques described in this work are applicable to any knowledge representation formalism \( \mathcal{L} \) which is Tarskian, i.e. for which the semantic entailment relation \( \models_{\mathcal{L}} \) is monotonic, idempotent and extensive \([\text{Tarski, 1983, Ribeiro, 2012}]\) and for which reasoning procedures for deciding consistency of a KB over \( \mathcal{L} \) are available.

**Definition 7.** The relation \( \models_{\mathcal{L}} \) is called
- monotonic iff whenever \( \mathcal{K}_{\mathcal{L}} \models_{\mathcal{L}} \alpha_{i,\mathcal{L}} \) then \( \mathcal{K}_{\mathcal{L}} \cup \{ \alpha_{i,\mathcal{L}} \} \models_{\mathcal{L}} \alpha_{i,\mathcal{L}} \)
  (i.e. adding new sentences to a KB cannot invalidate any entailments of the KB)
- idempotent iff \( \mathcal{K}_{\mathcal{L}} \models_{\mathcal{L}} \alpha_{i,\mathcal{L}} \) and \( \mathcal{K}_{\mathcal{L}} \cup \{ \alpha_{i,\mathcal{L}} \} \models_{\mathcal{L}} \alpha_{k,\mathcal{L}} \) implies \( \mathcal{K}_{\mathcal{L}} \models_{\mathcal{L}} \alpha_{k,\mathcal{L}} \)
  (i.e. adding entailed sentences to a KB does not yield new entailments of the KB)
- extensive iff \( \mathcal{K}_{\mathcal{L}} \models_{\mathcal{L}} \alpha_{\mathcal{L}} \) for all \( \alpha_{\mathcal{L}} \in \mathcal{K}_{\mathcal{L}} \)
  (i.e. each KB entails all sentences it comprises).

In the following, “sentence” will always mean “logical sentence”. We will omit the index \( \mathcal{L} \) for brevity when referring to sentences or KBs, tacitly assuming that any sentence or KB we speak of is formulated over some (fixed) language \( \mathcal{L} \) where \( \mathcal{L} \) meets the conditions given above.

Examples of logics that comply with these requirements include, but are not restricted to Propositional Logic, Datalog \([\text{Ceri et al., 1989}]\), (decidable fragments of) First-Order Predicate Logic, The Web Ontology Language (OWL \([\text{Patel-Schneider et al., 2004}]\), OWL 2 \([\text{Grau et al., 2008, Motik et al., 2009}]\)), sublanguages thereof such as the OWL 2 EL Profile (with polynomial time reasoning complexity \([\text{Kazakov et al., 2014}]\)), Boolean or linear equations and various Description Logics \([\text{Baader et al., 2007}]\) and constraint languages.

2.2.3 Definitions and Properties

We next state the KBD problem and give some important definitions and properties (discussed in detail in [Rodler, 2015]).

The inputs to a KB debugging problem can be characterized as follows: Given is a KB \( \mathcal{K} \) to be repaired and a KB \( \mathcal{B} \) (background knowledge). All sentences in \( \mathcal{B} \) are considered correct and all sentences in \( \mathcal{K} \) are considered potentially faulty. \( \mathcal{K} \cup \mathcal{B} \) does not meet postulated requirements \( R \) (where consistency is a least requirement\(^3\)) or does not feature desired semantic properties, called test cases. *Positive test cases* (aggregated in the set \( P \)) correspond to necessary entailments and *negative test cases* (aggregated in the set \( N \)) represent necessary non-entailments of the correct (repaired) KB (together with the background KB \( \mathcal{B} \)). Each test case \( p \in P \) and \( n \in N \) is a set of sentences. The meaning of a positive test case \( p \in P \) is that the union of the repaired KB and \( \mathcal{B} \) must entail each sentence (or the conjunction of sentences) in \( p \), whereas a negative test case \( n \in N \) signalizes that some sentence (or the conjunction of sentences) in \( n \) must not be entailed by this union.

The described inputs to the KB debugging problem are captured by the notion of a *KBD diagnosis problem instance (KBD-DPI)*:

---

3. We assume consistency a minimal requirement to a solution KB provided by a debugging system, as inconsistency makes a KB completely useless from the semantic point of view.
Definition 8 (KBD-DPI). Let

- $\mathcal{K}$ be a KB,
- $P, N$ be sets including sets of sentences,
- $R \supseteq \{\text{consistency}\}$ be a set of (logical) requirements,
- $\mathcal{B}$ be a KB such that $\mathcal{K} \cap \mathcal{B} = \emptyset$ and $\mathcal{B}$ satisfies all requirements $r \in R$, and
- the cardinality of all sets $\mathcal{K}, \mathcal{B}, P, N$ be finite.

Then we call the tuple $\langle \mathcal{K}, \mathcal{B}, P, N \rangle_R$ a KBD diagnosis problem instance (KBD-DPI).

Example 2  An example ExK of a Propositional Logic KBD-DPI is depicted by Tab. 3. ExK will serve as a running example throughout this paper. It includes a KB $\mathcal{K}$ with seven axioms $\alpha_1, \ldots, \alpha_7$, a background KB $\mathcal{B}$ with two axioms $\alpha_8, \alpha_9$, one singleton positive test case $p_1$ and three singleton negative test cases $n_1, n_2, n_3$. There is one requirement $r_1 = \text{consistency}$ in $R$ imposed on the correct (repaired) KB. It is easy to verify that the standalone KB $\mathcal{B} = \{\alpha_8, \alpha_9\}$ is consistent, i.e. satisfies all $r \in R$, and that $\mathcal{K} \cap \mathcal{B} = \emptyset$. Hence, ExK indeed constitutes a KBD-DPI as per Def. 8.

A solution (KB) for a DPI is characterized as follows:
Definition 9 (Solution KB). Let DPI := \langle K, B, P, N \rangle_R be a KBD-DPI. Then a KB \( K^* \) is called solution KB w.r.t. DPI iff all the following conditions hold:

\[
\forall r \in R : \quad K^* \cup B \text{ fulfills } r
\]
\[
\forall p \in P : \quad K^* \cup B \models p
\]
\[
\forall n \in N : \quad K^* \cup B \not\models n.
\]

A solution KB \( K^* \) w.r.t. DPI is called maximal iff there is no solution KB \( K' \) w.r.t. DPI such that \( K' \cap K \supset K^* \cap K \) (i.e. \( K^* \) has a set-maximal intersection with \( K \) among all solution KBs).

Usually, observing the Principle of Parsimony \cite{Reiter1987}, maximal solution KBs \( K^* \) will be preferred to non-maximal ones since they result from the input KB \( K \) through the modification of a minimal set of axioms.

Example 3 For the KBD-DPI ExK given by Tab. 3 \( K = \{\alpha_1, \ldots, \alpha_7\} \) is not a solution KB w.r.t. \( \langle K, B, P, N \rangle_R \) since, e.g. clearly \( K \cup B = \{\alpha_1, \ldots, \alpha_9\} \not\models p_1 \) which is a positive test case and therefore has to be entailed. Another reason why \( K = \{\alpha_1, \ldots, \alpha_7\} \) is not a solution KB w.r.t. ExK is that \( K \cup B \supset \{\alpha_1, \alpha_2, \alpha_3\} \models n_2 \), which is a negative test case and hence must not be an entailment. This is straightforward since \( \{\alpha_1, \alpha_2, \alpha_3\} \) imply \( E \rightarrow X, X \rightarrow H \) and \( H \rightarrow \neg G \) and thus clearly \( n_2 = \{E \rightarrow \neg G\} \).

On the other hand, \( K_a^* := \emptyset \cup \{Z \rightarrow X\} \) is clearly a solution KB w.r.t. ExK as \( \{Z \rightarrow X\} \cup B \) is obviously consistent (satisfies all \( r \in R \)), does entail \( p_1 \in P \) and does not entail any \( n_i \in N \), \( i \in \{1, 2, 3\} \). However, \( K_a^* \) is not a maximal solution KB since, e.g. \( \alpha_5 = (K \rightarrow E) \in K \) can be added to \( K_a^* \) without resulting in the violation of any of the Equations (1) – (3). Note that also e.g. \( \{\neg X \rightarrow \neg Z, A_1 \rightarrow A_2, A_2 \rightarrow A_3, \ldots, A_{k-1} \rightarrow A_k\} \) for arbitrary finite \( k \geq 0 \) is a solution KB, albeit not a maximal one, although it has no axioms in common with \( K \) and includes an arbitrary number of axioms not occurring in \( K \). However, to maintain a maximum amount of the knowledge specified in the KB \( K \) of interest, one will usually prefer minimally invasive modifications (i.e. maximal solution KBs) while repairing faults in \( K \).

Maximal solution KBs w.r.t. the given DPI are, e.g. \( K_h^* := \{\alpha_1, \alpha_4, \alpha_5, \alpha_6, \alpha_7, p_1\} \) (resulting from the deletion of \( \{\alpha_2, \alpha_3\} \) from \( K \) and the addition of \( p_1 \)) or \( K_c^* := \{\alpha_1, \alpha_2, \alpha_5, \alpha_6, p_1\} \) (resulting from the deletion of \( \{\alpha_1, \alpha_4, \alpha_7\} \) from \( K \) and the addition of \( p_1 \)). That these KBs constitute solution KBs can be verified by checking the three conditions named by Def. 9. Indeed, adding an additional axiom in \( K \) to any of the two KBs leads to the entailment of a negative test case \( n \in N \). That is, no solution KB can contain a proper superset of the axioms from \( K \) that are contained in any of the two solution KBs \( K_h^* \) and \( K_c^* \). Hence, both are maximal.

Remark 2 There are generally infinitely many (maximal) solution KBs resulting from the deletion of one and the same set of axioms \( D \) from the original KB \( K \). This stems from the fact that there are infinitely many (semantically equivalent) syntactical variants of any set of suitable sentences that can be added to \( K \setminus D \) in order for Eq. (2) to be satisfied. One reason for this is that there are infinitely many tautologies that might be included in these sentences, another reason is that sentences can be equivalently rewritten, e.g. \( A \rightarrow B \equiv A \rightarrow B \lor \neg A \equiv A \rightarrow B \lor \neg A \lor \neg A \equiv \ldots \).
In terms of our running example, this circumstance can be illustrated as follows:

Example 4  Consider again ExK in Tab. 3 and assume \( D = \{ \alpha_2, \alpha_3 \} \) is deleted from \( \mathcal{K} \). Then one solution KB constructible from \( \mathcal{K} \setminus D \) is \( \mathcal{K}^*_4 \) given in the last example. To determine the maximal solution KB \( \mathcal{K}^*_b \) from \( \mathcal{K} \setminus D \), the most straightforward way of adding just all sentences occurring in positive test cases in \( P \) has been chosen in this case. Other maximal solution KBs obtainable from adding sentences to \( \mathcal{K} \setminus D \) are, e.g. \( \mathcal{K}^*_b_1 := \{ \alpha_1, \alpha_4, \alpha_5, \alpha_6, \alpha_7, Z \rightarrow X \} \) (which differs syntactically, but not semantically from \( \mathcal{K}^*_b \)) and \( \mathcal{K}^*_b_2 := \{ \alpha_1, \alpha_4, \alpha_5, \alpha_6, \alpha_7, Z \rightarrow X \land W \} \) (which differs both syntactically and semantically from \( \mathcal{K}^*_b \) yielding the entailment \( Z \rightarrow W \) which is not implied by \( \mathcal{K}^*_b \)).

Despite generally multiple semantically different solution KBs, the diagnostic evidence of a DPI in terms of positive test cases \( P \) does not justify the inclusion of sentences (semantically) different from \( U_P \) (cf. \[Friedrich and Shchekotykhin, 2005\], \[Shchekotykhin et al., 2012\]). Since we are moreover interested in only one instance of a solution KB resulting from \( \mathcal{K} \setminus D \) for each \( D \), we define \( \mathcal{K} \setminus D \cup U_P \) as the canonical solution KB for \( D \) w.r.t. DPI if \( \mathcal{K} \setminus D \cup U_P \) is a solution KB w.r.t. DPI.

A KBD-diagnosis is defined in terms of the axioms \( D \) that must be deleted from the KB \( \mathcal{K} \) of a DPI in order to construct a solution KB w.r.t. this DPI. In particular, the deletion of \( D \) from \( \mathcal{K} \) targets the fulfillment of Equations (1) and (3) such that \( U_P \) can be added to the resulting modified KB \( \mathcal{K} \setminus D \) without introducing any new violations of (1) or (3).

Definition 10 (KBD-Diagnosis). Let \( \text{DPI} := (\mathcal{K}, B, P, N)^R \) be a KBD-DPI. A set of sentences \( \mathcal{D} \subseteq \mathcal{K} \) is called a KBD-diagnosis w.r.t. \( \text{DPI} \) iff \( (\mathcal{K} \setminus \mathcal{D}) \cup U_P \) is a solution KB w.r.t. \( \text{DPI} \) (i.e. \( \mathcal{K}^* := (\mathcal{K} \setminus \mathcal{D}) \cup U_P \) meets Equations (1) – (3)). A KBD-diagnosis \( \mathcal{D} \) w.r.t. \( \text{DPI} \) is

- minimal iff there is no \( \mathcal{D}' \subset \mathcal{D} \) such that \( \mathcal{D}' \) is a KBD-diagnosis w.r.t. \( \text{DPI} \)
- a minimum cardinality KBD-diagnosis w.r.t. \( \text{DPI} \) iff there is no KBD-diagnosis \( \mathcal{D}' \) w.r.t. \( \text{DPI} \) such that \( |\mathcal{D}'| < |\mathcal{D}| \).

We will write \( \mathcal{D} \in \text{allD}_{\text{DPI}} \) to state that \( \mathcal{D} \) is a KBD-diagnosis w.r.t. \( \text{DPI} \) and \( \mathcal{D} \in \text{minD}_{\text{DPI}} \) to state that \( \mathcal{D} \) is a minimal KBD-diagnosis w.r.t. \( \text{DPI} \).

Remark 3 Since \( (\mathcal{K} \setminus \mathcal{D}) \cup U_P \) trivially satisfies (2) due to the inclusion of \( U_P \), \( \mathcal{D} \) is a KBD-diagnosis w.r.t. \( \text{DPI} \) iff \( \mathcal{K}^* := (\mathcal{K} \setminus \mathcal{D}) \cup U_P \) satisfies (1) and (3).

The next theorem captures the relationship between maximal canonical solution KBs and minimal KBD-diagnoses w.r.t. a DPI. In fact, it tells us that we can concentrate only on the computation of minimal KBD-diagnoses in order to find all maximal canonical solution KBs.

Theorem 2. Let \( \text{DPI} := (\mathcal{K}, B, P, N)^R \) be a KBD-DPI. Then the set of all maximal canonical solution KBs w.r.t. \( \text{DPI} \) is given by \( \{ (\mathcal{K} \setminus \mathcal{D}) \cup U_P \mid \mathcal{D} \text{ is a minimal KBD-diagnosis w.r.t. } \text{DPI} \} \).

In a completely analogous way as MBD-conflicts provide an effective mechanism for focusing the search for MBD-diagnoses, we can exploit KBD-conflicts for KBD-diagnoses calculation. Simply put, a (minimal) KBD-conflict is a (minimal) per se faulty subset of the original KB \( \mathcal{K} \), i.e. one source causing the faultiness of \( \mathcal{K} \) in the context of \( B \cup U_P \). For a KBD-conflict
there is no extension that yields a solution $KB$. Instead, such an extension is only possible after deleting appropriate axioms from the KBD-conflict.

**Definition 11** (KBD-Conflict). Let $DPI := \langle K, B, P, N \rangle_R$ be a KBD-DPI. A set of formulas $C \subseteq K$ is called a KBD-conflict w.r.t. $DPI$ iff $C \cup U_P$ is not a solution $KB$ w.r.t. $DPI$ (i.e. $K^* := C \cup U_P$ violates at least one of the Equations (1) – (3)). A KBD-conflict $C$ w.r.t. $DPI$ is minimal iff there is no $C' \subset C$ such that $C'$ is a KBD-conflict w.r.t. $DPI$.

**Theorem 3.** [Friedrich and Shchekotykhin 2005, Prop. 2] Let $DPI$ be a KBD-DPI. Then a (minimal) KBD-diagnosis w.r.t. $DPI$ is a (minimal) hitting set of all minimal conflicts w.r.t. $DPI$.

**Proposition 1.** [Rodler 2015, Prop. 3.4] Let $DPI := \langle K, B, P, N \rangle_R$ be a KBD-DPI. Then a KBD-diagnosis w.r.t. $DPI$ exists iff $B \cup U_P$ satisfies all $r \in R$ and $B \cup U_P \not\models n$ for all $n \in N$.

**Example 5** Tab. 3 gives a list of all minimal KBD-conflicts w.r.t. our running example ExK. Let us briefly reflect why these are KBD-conflicts (cf. third col. of Tab. 3). Recall Ex. 3 where we explained why $C_1$ is a KBD-conflict (violation of $n_2 \in N$). $C_1$ is minimal since, first, it is consistent, i.e. satisfies all $r \in R$, and does not entail any of the negative test cases $n_1$, $n_3$. So, by logical monotonicity no proper subset of $C_1$ can violate $r$, $n_1$ or $n_3$. Second, the elimination of any axiom $\alpha_i (i \in \{1, 2, 3\})$ from $C_1$ breaks the entailment of the negative test case $n_2$.

Regarding $C_2 := \{\alpha_2, \alpha_4\}$, we have that (any superset of) $C_2$ is a KBD-conflict due to (the monotonicity of Propositional Logic and) the fact that $\alpha_2 \equiv \{X \rightarrow H, F \rightarrow H\}$ together with $\alpha_8 (\in B) = H \rightarrow A$ and $\alpha_4 = A \rightarrow \neg F$ clearly yields $F \rightarrow \neg F \equiv \neg F$ which, in particular, implies $n_3 = \{F \rightarrow L\} \equiv \{\neg F \lor L\}$.

$C_3$ is a minimal KBD-conflict since it is a $\subseteq$-minimal subset of the KB $K$ which, along with $B$ and $U_P$ (in particular with $\alpha_8 \in B$ and $p_1 \in P$), implies that $n_1 \in N$ must be true. To see this, realize that $\alpha_7 \models M \rightarrow Z$, $p_1 = Z \rightarrow X$, $\alpha_2 \models X \rightarrow H$ and $\alpha_8 = H \rightarrow A$, from which $n_1 = \{M \rightarrow A\}$ follows in a straightforward way.

Finally, $C_4$ is a KBD-conflict since $\alpha_7 \models M \rightarrow C$, $\alpha_6 = C \rightarrow B$, $\alpha_9 \equiv B \rightarrow K$, $\alpha_5 = K \rightarrow E$ and $\alpha_3 \models E \rightarrow \neg M$. Again, it is now obvious that this chain yields the entailment $\neg M$ which in turn entails $\neg (M \lor A) \equiv \{M \rightarrow A\} = n_1$. Clearly, the removal of any axiom from this chain breaks the entailment $\neg M$. As this chain is neither inconsistent nor implies any negative test cases other than $n_1$, the conflict $C_4$ is also minimal. It is not very hard to verify that there are no other minimal KBD-conflicts w.r.t. ExK apart from $C_1, \ldots, C_4$.

**Example 6** The set $\min D_{ExK}$ of all minimal KBD-diagnoses w.r.t. ExK (Tab. 3) is shown in Tab. 4. Theorem 3 and the illustration (given in Ex. 5) of why $C_1, \ldots, C_4$ constitute a complete set of minimal KBD-conflicts w.r.t. ExK provide the explanation for $\min D_{ExK}$. For instance, $D_1 = \{\alpha_2, \alpha_3\}$ “hits” the element $\alpha_2$ of $C_i (i \in \{1, 2, 3\})$ and the element $\alpha_3$ of $C_4$. Note also that it hits two elements of $C_1$ which, however, is not necessarily an indication of the non-minimality of the hitting set. Indeed, if $\alpha_2$ is deleted from $D_1$, it has an empty intersection with $C_2$ and $C_3$ and, otherwise, if $\alpha_3$ is deleted from it, it becomes disjoint with $C_4$. Hence $D_1$ is actually a minimal hitting set of all minimal KBD-conflicts.

The relationship between the notions KBD-diagnosis, solution $KB$ and KBD-conflict is as follows (cf. [Rodler 2015, Cor. 3.3]):
Proposition 2. Let $\mathcal{D} \subseteq \mathcal{K}$. Then the following statements are equivalent:

1. $\mathcal{D}$ is a KBD-diagnosis w.r.t. $\langle \mathcal{K}, \mathcal{B}, P, N \rangle_R$.
2. $(\mathcal{K} \setminus \mathcal{D}) \cup U_P$ is a solution KB w.r.t. $\langle \mathcal{K}, \mathcal{B}, P, N \rangle_R$.
3. $(\mathcal{K} \setminus \mathcal{D})$ is not a KBD-conflict w.r.t. $\langle \mathcal{K}, \mathcal{B}, P, N \rangle_R$.

Example 7 Since, e.g., $\mathcal{K} \setminus \mathcal{D} := \{\alpha_1, \alpha_2\}$ is not a KBD-conflict w.r.t. $\text{ExK}$ (Tab. 3), we obtain that $\mathcal{D} = \mathcal{K} \setminus (\mathcal{K} \setminus \mathcal{D}) = \{\alpha_1, \ldots, \alpha_7\} \setminus \{\alpha_1, \alpha_2\} = \{\alpha_3, \ldots, \alpha_7\}$ is a KBD-diagnosis w.r.t. $\text{ExK}$, albeit not a minimal one ($\alpha_5$ and $\alpha_6$ can be deleted from it while preserving its KBD-diagnosis property). Further on, $(\mathcal{K} \setminus \mathcal{D}) \cup U_P = \{\alpha_1, \alpha_2, p_1\}$ must be a solution KB w.r.t. $\text{ExK}$. 

2.3 Reducing Reiter’s MBD Problem to KB Debugging

We next demonstrate that the classical MBD problem described in Sec. 2.1 can be reduced to the KBD problem explicated in Sec. 2.2 [Rodler and Schekotihin, 2017]. That is, any MBD-DPI can be modeled as a KBD-DPI, and the solutions of the latter directly yield the solutions of the former.

Theorem 4 (Reduction of MBD to KBD). Let $mDPI := (SD, COMPS, OBS, MEAS)$ be an MBD-DPI where $COMPS = \{c_1, \ldots, c_n\}$. Then, $mDPI$ can be formulated as a KBD-DPI $kDPI$ such that there is a bijective correspondence between KBD-diagnoses for $kDPI$ and MBD-diagnoses for $mDPI$. Moreover, all MBD-diagnoses for $mDPI$ can be computed from the KBD-diagnoses for $kDPI$.

Proof. We first show how $mDPI$ can be formulated as a KBD-DPI $kDPI$. To this end, we specify how $kDPI = (\mathcal{K}, \mathcal{B}, P, N)_R$ can be written in terms of the components of $mDPI = (SD_{beh} \cup SD_{gen}, COMPS, OBS, MEAS)$:

\[ \mathcal{K} = \{\alpha_i \mid \alpha_i := beh(c_i), c_i \in COMPS\} \]

\[ \mathcal{B} = OBS \cup SD_{gen} \]

\[ P = MEAS \]

\[ N = \emptyset \]

\[ R = \{\text{consistency}\} \]

That is, $\mathcal{K}$ captures $SD_{beh} \cup \{\neg AB(c_i) \mid c_i \in COMPS\}$, i.e. the nominal behavioral descriptions of all system components. By Def. 10 and Remark 5, $D \subseteq \mathcal{K}$ is a KBD-diagnosis for $kDPI$ iff

\[ (\mathcal{K} \setminus \mathcal{D}) \cup \mathcal{B} \cup U_P \text{ satisfies all } r \in R \text{ (i.e. is consistent)} \]

and

\[ (\mathcal{K} \setminus \mathcal{D}) \cup \mathcal{B} \cup U_P \not\models n \text{ for all } n \in N \]

Let now $D$ be an arbitrary KBD-diagnosis for $kDPI$ such that $D = \{\alpha_i \mid i \in I\}$ for the index set $I \subseteq \{1, \ldots, n\}$.
Using (4) – (8) above, condition (9) for $D$ is equivalent to the consistency of $SD_{beh} \cup \{AB(c_i) \mid i \in I\} \cup \{\neg AB(c_i) \mid i \in \{1, \ldots, n\} \setminus I\} \cup OBS \cup SD_{gen} \cup U_{MEAS}$ which in turn yields that

$$SD \cup \{AB(c_i) \mid c_i \in \Delta\} \cup \{\neg AB(c_i) \mid c_i \in COMPS \setminus \Delta\} \cup OBS \cup U_{MEAS}$$

is consistent (11) for $\Delta := \{c_i \mid c_i \in COMPS, i \in I\}$. But, (11) is exactly the condition defining an MBD-diagnosis (see Def. 4). Note, since $N = 0$ by (7), condition (10) is satisfied for any $D$ satisfying (9) and can thus be neglected. Hence, $D = \{\alpha_i \mid i \in I\} \subseteq K$ is a KBD-diagnosis w.r.t. kDPI iff $\Delta = \{c_i \mid c_i \in COMPS, i \in I\} \subseteq COMPS$ is an MBD-diagnosis for mDPI.

Also, there is a bijective correspondence between KBD-conflicts and MBD-conflicts:

**Proposition 3.** Let $mDPI = (SD, COMPS, OBS, MEAS)$ be an MBD-DPI and $kDPI = (K, B, P, N)^R$ a KBD-DPI modeling $mDPI$ as per (4) – (8). Further, let $COMPS = \{c_1, \ldots, c_n\}$ and $I \subseteq \{1, \ldots, n\}$. Then, $C = \{c_i \mid c_i \in COMPS, i \in I\} \subseteq COMPS$ is an MBD-conflict for mDPI iff $C = \{\alpha_i \mid i \in I\} \subseteq K$ is a KBD-conflict w.r.t. kDPI.

**Proof.** $C$ is a KBD-conflict w.r.t. kDPI iff $K \setminus C = \{\alpha_i \mid i \in \{1, \ldots, n\} \setminus I\}$ is not a KBD-diagnosis w.r.t. kDPI (Prop. 2) iff $\{c_i \mid c_i \in COMPS, i \in \{1, \ldots, n\} \setminus I\}$ is not an MBD-diagnosis for mDPI (Theorem 4) iff $\{c_i \mid c_i \in COMPS, i \in I\} = C$ is an MBD-conflict for mDPI ([Reiter 1987, Prop. 4.2]).

Let us exemplify these theoretical results:

**Example 8** Reconsider the circuit diagnosis example (Fig. 2). The formalization of the circuit problem as an MBD-DPI ExM was discussed in Ex. 1. The formulation of this MBD-DPI as a KBD-DPI ExM2K as per Eq. (4) – (8) is depicted by Tab. 2. All minimal KBD-conflicts and their minimal hitting sets, i.e. the minimal KBD-diagnoses (Theorem 5), are given in the lower part of Tab. 2. For instance, $C = \{\alpha_1, \alpha_4, \alpha_5\}$ is a KBD-conflict w.r.t. ExM2K since $C \cup B \cup U_P \models \bot$. We briefly sketch why this holds. $\alpha_{13}(\in B) = (in1(X_1) = 1)$, $\alpha_{14}(\in B) = (in2(X_1) = 0)$ and $\alpha_1 = (out(X_1) = xor(in1(X_1), in2(X_1)))$ imply that $out(X_1) = xor(1, 0) = 1$, which, along with $\alpha_6(\in B) = (out(X_1) = in2(A_2))$, entails $in2(A_2) = 1$, which in turn, together with $\alpha_{15}(\in B) = (in1(A_2) = 1)$ and $\alpha_4 = (out(A_2) = and(in1(A_2), in2(A_2)))$, lets us deduce that $out(A_2) = and(1, 1) = 1$. Because of $\alpha_5(\in B) = (out(A_2) = in1(O_1))$ we have that $in1(O_1) = 1$ which yields $out(O_1) = or(1, in2(O_1)) = 1$ due to $\alpha_5 = (out(O_1) = or(in1(O_1), in2(O_1)))$. However, $\alpha_{17}(\in B)$ states that $out(O_1) = 0$, a contradiction.

$C$ is minimal since all elements of $C$ were necessary to derive the outlined contradiction. In fact, no proper subset of $C$ can be used to derive any negative test case (trivially, as the set $N$ is empty) or any contradiction (possibly different from the one given above). Intuitively, the latter holds since any $C' \subset C$ includes too few behavioral descriptions of components so that there is no “open” path for constraint propagation from inputs to outputs of the circuit. $C$, on the other hand, enables to propagate information from all three inputs via gates $X_1$, $A_2$ and $O_1$ towards the second output. What becomes nicely evident at this point is the principle of transformation between MBD and KBD. Whereas in MBD behavioral descriptions of components are “disabled” via abnormality assumptions about components, in KBD it is exactly these descriptions that make up the KB, and they are “inactivated” by just deleting them from the KB.
The justification for the minimal KBD-conflict \( \{\alpha_1, \alpha_2\} \) follows essentially the same argumentation as was given in Ex. [1] to explain \( C_1 \).

To sum up, we can find all diagnoses for any MBD-DPI by representing it as a KBD-DPI and solving the KBD-DPI (Theorem 4). Thus, KBD methods [Shchekotykhin et al., 2012, Rodler, 2015] are suitable for MBD as well. Moreover, computing all minimal diagnoses for KBD-DPIs leads us to all maximal (canonical) solution KBs w.r.t. the DPI in a trivial way (Theorem 2).

Due to these results we can henceforth w.l.o.g. restrict our focus to KBD problems and the computation of minimal diagnoses w.r.t. these problems. However, we bear in mind that the presented methods apply to MBD problems as well and the obtained solutions can be easily reformulated as solutions for knowledge-based system debugging.

Hence, whenever we will write DPI, diagnosis and conflict in the rest of this work, we will refer to KBD-DPI, KBD-diagnosis and KBD-conflict, respectively. The problem of Sequential Diagnosis, which will generalize the Sequential MBD-Problem as per Prob. [1] will be discussed in detail in the next section.

2.4 Sequential Diagnosis

Given multiple diagnoses for a DPI, sequential diagnosis techniques [de Kleer and Williams, 1987, Brodie et al., 2003, Feldman et al., 2010, Siddiqi and Huang, 2011, Rodler et al., 2013, Shchekotykhin et al., 2014, Rodler, 2015] target the acquisition of additional information to minimize the diagnostic uncertainty, i.e. to reach a predefined diagnostic goal \( G \) (cf. Remark 1 for some examples). Depending on the sequential diagnosis framework, different types of information might be incorporated. For example, the framework used by [Brodie et al., 2003, Shchekotykhin et al., 2016] tests (sets of) components directly and takes the information about their normal/abnormal state into account. On the other hand, the approaches of [de Kleer and Williams, 1987, Siddiqi and Huang, 2011] indirectly measure values of variables influenced by the normal/abnormal behavior of components. As opposed to these probing techniques, testing approaches [Pattipati and Alexandridis, 1990, Shakeri et al., 2000, Feldman et al., 2010] observe particular system outputs after varying particular system inputs, i.e. the gathered information in this paradigm corresponds to input-output vectors.

Our approach uses a way of information representation that, in principle, allows to model all aforementioned paradigms (see Ex. 9). Namely, we define a proposed measurement generally as a set of sentences (over some logic complying with the criteria given in Sec. 2.2.2), according to [Reiter, 1987]. We call a proposed measurement a query [Settles, 2012] if the additional information it gives eliminates in any case at least one (known) diagnosis [Shchekotykhin et al., 2012, Rodler, 2015]. Further on, we assume an entity, called oracle, capable of performing the required measurements. That is, an oracle answers queries by assessing the correctness of the sentences in the query. When diagnosing physical systems [de Kleer and Williams, 1987, Reiter, 1987, Heckerman et al., 1995], the oracle might be constituted by a human operator or automatic sensors making observations. For instance, when diagnosing a car, a car mechanic might act as an oracle. During the diagnosis of knowledge-based systems [Rodler, 2015] such as configuration systems [Felfernig et al., 2004a] or ontologies [Shchekotykhin et al., 2012],...
the oracle could be a domain expert or some automatic information extraction system providing domain-specific knowledge.

Given a query \( Q = \{ \alpha_1, \ldots, \alpha_k \} \) containing the sentences \( \alpha_1, \ldots, \alpha_k \), posing \( Q \) to the oracle means asking whether \( \bigwedge_{i=1}^{k} \alpha_i \) must be true, or equivalently, whether each single sentence \( \alpha_i \in Q \) must be true. Hence, a query is answered by true \( (t) \) if the performed measurements confirm all sentences in \( Q \), and by false \( (f) \) if the measurements disprove some sentence(s) in \( Q \). Depending on the concrete diagnosis task at hand, queries are answered w.r.t. different reference points. For instance, in the KB debugging domain, the desired model of the domain of interest, i.e., the correct KB, is the relevant reference point. That is, measurements in this case might correspond to cognitive activity (of a domain expert thinking about the truth of the sentences in \( Q \)) or the process of information extraction (of e.g., some system browsing some knowledge source relevant to \( Q \)). On the other hand, when diagnosing some physical device, the reference point is constituted by the actual behavior of the device. In this case a measurement is the observation of some system aspect(s) relevant to \( Q \). So, given a reference point \( \text{Ref} \), a positive answer to the query \( Q \) means that \( \text{Ref} \models Q \), a negative one that \( \text{Ref} \not\models Q \).

In the sequential diagnosis process, the information provided by answered queries is incorporated into the current DPI, yielding a new (updated) DPI. In particular, a positively answered query \( Q \) is added as a positive test case to the current DPI \( \langle K, B, P, N \rangle_R \) resulting in the new DPI \( \langle K, B, P \cup \{ Q \}, N \rangle_R \). Likewise, a negatively answered query \( Q \) is added as a negative test case to the current DPI \( \langle K, B, P, N \rangle_R \) resulting in the new DPI \( \langle K, B, P, N \cup \{ Q \} \rangle_R \). In this vein, the successive addition of new answered queries to the test cases gradually reduces the diagnostic uncertainty by restricting the set of diagnoses. Note, if an oracle is able to provide any additional information, sentence(s) \( Y \), beyond the mere query answer, e.g., an explanation or justification for a negative query answer, the presented approach enables to integrate and exploit this information for the invalidation of further diagnoses. To this end, \( Y \) is simply added to the set \( P \) as a positive test case.

2.4.1 Definitions and Properties

We now present the concept of a query in more formal terms. In the following, given a DPI \( \text{DPI} := \langle K, B, P, N \rangle_R \) and some minimal diagnosis \( D_1 \) w.r.t. DPI, we will use the following abbreviation for the canonical solution KB obtained by deletion of \( D_1 \) along with the given background knowledge \( B \):

\[
K^* := (K \setminus D_1) \cup B \cup U_P
\]  

(12)

4. We could also w.l.o.g. define a query to be a single logical sentence because it is interpreted as the conjunction of the sentences it contains, which is simply a “bigger” sentence. For technical reasons, we stick to the representation as a set of sentences (cf. [Reiter, 1987]), since we will present query minimization approaches for reducing the number of sentences in the query. This would correspond to reducing the length or complexity of the sentence in the single sentence interpretation of a query.
Proposition 4. Let DPI := ⟨K, B, P, N⟩ be a DPI, X be a set of sentences and D ⊆ minD_DPI. Then X induces a partition D_D(X) := ⟨D+(X), D−(X), D0(X)⟩ on D where
\[
D+(X) := \{D_i \in D \mid K_i^* \models X\}
\]
\[
D−(X) := \{D_i \in D \mid (\exists n \in N : K_i^* \cup X \models n) \lor (\exists r \in R : K_i^* \cup X \models r)\}
\]
\[
D0(X) := D \setminus (D+(X) \cup D−(X))
\]

Since the computation of all (minimal) diagnoses is computationally prohibitive in general, we exploit a subset D of all minimal diagnoses w.r.t. a DPI for measurement selection. D is referred to as the leading diagnoses (cf. Rem.[1]). From a query we postulate two properties. It must for any outcome (I) invalidate at least one (leading) diagnosis (search space restriction) and (2) preserve the validity of at least one (leading) diagnosis (solution preservation). In fact, the sets D+(X) and D−(X) are the key in deciding whether a set of sentences X is a query or not. Based on Prop.[2] we define:

Definition 12 (Query, q-Partition). Let DPI := ⟨K, B, P, N⟩ be a DPI, D ⊆ minD_DPI be the leading diagnoses and Q be a set of sentences with \(\mathfrak{Q}_D(Q) = \langle D+(Q), D−(Q), D0(Q) \rangle\). Then Q is a query w.r.t. D iff \(Q \neq \emptyset\), \(D+(Q) \neq \emptyset\) and \(D−(Q) \neq \emptyset\). We denote the set of all queries w.r.t. D by Q_D. Further, we refer to the set of those \(Q \in Q_D\) with \(D^0(Q) = \emptyset\) by Q_D^0. \(\mathfrak{Q}_D(Q)\) is called the q-partition of Q (or: a q-partition) iff Q is a query. Inversely, Q is called a query with (or: for) the q-partition \(\mathfrak{Q}_D(Q)\). Given a q-partition \(\mathfrak{Q}\), we sometimes denote its three entries in turn by \(D^+(\mathfrak{Q}), D^−(\mathfrak{Q})\) and \(D^0(\mathfrak{Q})\).

Given the formal definition of a query, the oracle is formally defined as function \(\text{ans} : Q_D \rightarrow \{t, f\}\) which outputs an answer \(\text{ans}(Q)\) for \(Q \in Q_D\).

\(D+(Q)\) and \(D−(Q)\) denote those diagnoses in D consistent only with Q’s positive and negative outcome, respectively, and \(D^0(Q)\) those consistent with both outcomes. In other words, given the prior DPI DPI := ⟨K, B, P, N⟩ and leading diagnoses D ⊆ minD_DPI, then the posterior still valid diagnoses from D w.r.t. ⟨K, B, P ∪ {Q}, N⟩ (i.e. after adding Q to the positive test cases) are those in \(D^+(Q) \cup D^0(Q)\). The posterior still valid subset of D w.r.t. ⟨K, B, P, N ∪ {Q}⟩ (i.e. after adding Q to the negative test cases) is \(D^−(Q) \cup D^0(Q)\). We also say that diagnoses in \(D^+(Q)\) predict Q’s positive answer, those in \(D^−(Q)\) predict Q’s negative answer, and those in \(D^0(Q)\) do not predict any of Q’s answers. Since \(Q \in Q_D\) (Def.[2]) implies that both \(D^+(Q)\) and \(D^−(Q)\) are non-empty, clearly Q’s outcomes both dismiss and preserve at least one diagnosis, as postulated.

Of course, in many cases a query will also invalidate some (unknown) non-leading diagnoses in allD_DPI \ D. In fact, each query \(Q \in Q_D\) is necessarily also a query w.r.t. all minimal diagnoses, i.e. \(Q \in Q_{\text{minD_DPI}}\), and a query w.r.t. all diagnoses, i.e. \(Q \in Q_{\text{allD_DPI}}\). However, there might be sets of sentences \(X \notin Q_D\) which are in fact queries w.r.t. a different (e.g. a larger) set of leading diagnoses \(D' \neq D\), i.e. \(X \in Q_{D'}\). Still, we point out that, facing the general intractability of the computation of multiple diagnoses, the best we can do is using the

5. We will often say “X violates R or N” to state that \((\exists n \in N : X \models n) \lor (\exists r \in R : X \models r)\).
6. In existing literature, e.g. [Shchekotykhin et al, 2012; Rodler et al, 2013; Shchekotykhin and Friedrich, 2010], a q-partition is often simply referred to as partition. We call it q-partition to emphasize that not each partition of D into three sets is necessarily a q-partition.
Currently given evidence in terms of the leading diagnoses $D$ to differentiate between queries $Q \in Q_D$ (definitely discriminating among all diagnoses) and non-queries $Q' \not\in Q_D$ (potentially non-discriminating among all diagnoses).

As the set $D^0(Q)$ comprises those diagnoses that cannot be eliminated given any of $Q$’s outcomes, queries with non-empty $D^0(Q)$ have a weaker discrimination power than others. The reason is that they discriminate only among the (leading) diagnoses $D \setminus D^0(Q)$. Therefore, one will usually try to focus on queries with a set $D^0(Q)$ as minimal in size as possible.

In fact, [Rodler, 2015, p. 107 ff.] shows that it is always possible to enforce queries with empty $D^0(Q)$ by making the comprised sentences sufficiently strong (in logical terms). Our new method presented in Sec. 3 guarantees the computation of only $D^0$ for queries with empty outcomes, queries with non-empty diagnoses) to $O(2^{|D|})$ (all 3-partitions of $|D|$ diagnoses) to $O(3^{|D|})$ (all 3-partitions of $D$ with one of the 3 sets, i.e. $D^0$, being empty). For example, the methods of [de Kleer and Williams, 1987, Shchekotykhin et al., 2012, Rodler et al., 2013] do not ensure these properties.

**Example 9** Consider the electronic circuit in Fig. 2. We exemplify how queries consisting of (e.g. First-Order Logic) sentences can be used to model direct (component) probing, indirect probing and testing.

**Direct Probing:** A query representing a direct test of a component, say $X_1$, would be represented as $Q = \{ \text{beh}(X_1) \} = \{ \text{out}(X_1) = \text{xor}(\text{in1}(X_1), \text{in2}(X_1)) \}$ (cf. Tab. 1 and Tab. 2), i.e. “Does component $X_1$ work as expected?”. Such a direct test of a component might, depending on the application, involve visible, tangible or audible inspection, component examination using specialized tools, a check of operation logs for the component, etc. For instance, given a car that does not start, a direct component probe could involve testing whether the battery is working or dead using a battery test device.

**Indirect Probing:** An indirect test of gates $X_1$ and $A_1$ could be formulated as a query $Q = \{ \text{out}(A_2) = 1 \}$. The reason why these two gates are implicitly tested by answering $Q$ is that these are the only gates influencing whether the tested wire between $A_2$ and $O_1$ is high or low (cf. Fig. 2). Note, if $Q$ is answered negatively, this tells us that at least one component among $\{X_1, A_2\}$ is defective. But if $Q$ is positively answered, this gives us no definite information about the state of any of the two components (weak fault model). That is, both could be nominal, any

---

7. In fact, one can construct examples where a query $Q$ with $D^0(Q) \neq \emptyset$ is better (w.r.t. to some query goodness measure $m$) than another one, $Q'$, with $D^0(Q') = \emptyset$. E.g., let $m$ be the entropy measure [de Kleer and Williams, 1987] and $p$ be a probability measure, then one such example is $Q$ with $(p(D^+(Q')), p(D^-(Q')), p(D^0(Q'))) = (0.49, 0.49, 0.02)$ and $Q'$ with $(p(D^+(Q')), p(D^-(Q')), p(D^0(Q'))) = (0.99, 0.01, 0)$. Nevertheless, first, in practice, given that $Q$ is in $Q_D$, the existence of a query $Q'' \in Q_D$ with small $|p(D^+(Q'')) - p(D^-((Q')))|$ and small $|p(D^-(Q'')) - p(D^-((Q'))) |$ as well as $p(D^0(Q'')) = 0$ is likely (e.g. by making $Q$ logically stronger, cf. [Rodler, 2015, Chap. 8]). Second, we need to compare the best query with empty $D^0$ with the best query with non-empty $D^0$ (as we will present a search that finds the best query among those with empty $D^0$). Except for very small search spaces (where brute force methods considering all queries are anyway practical), a query like $Q'$ will most probably not be the best query with empty $D^0$. Third, the query space $Q_D$ is normally large enough to ensure the existence of (even multiple) very close-to-optimal queries as per some measure $m$ even though those with non-empty $D^0$ are neglected (cf. Sec. 4).
single one could be flawed, e.g. stuck-at-1, or both could be abnormal, e.g. \( X_1 \) stuck-at-0 and \( A_2 \) stuck-at-1. In the car example, an indirect test of the battery charge (and possibly some other components) could involve a test of the car’s ignition.

**Testing:** Let us say we want to acquire diagnostic information by experimenting with various inputs and observing the resulting outputs of the circuit. A query testing whether the desired output \((0, 0)\) results from the given input \((0, 0, 0)\), would be of the form \( Q = \{(\text{in}1(X_1) = 0 \land \text{in}2(X_1) = 0 \land \text{in}1(A_2) = 0) \rightarrow (\text{out}(X_2) = 0 \land \text{out}(O_1) = 0)\}. \)

---

**Example 10** Let us consider our running example DPI ExK = \(\langle K, B, P, N \rangle \) (Tab. 3) let us further suppose that some diagnosis computation algorithm provides the set of leading diagnoses \( D = \{D_1, D_2, D_3, D_4\} \) (see Tab. 4). Then \( Q_1 = \{M \rightarrow B\} \) is a query w.r.t. \( D \), i.e. \( Q_1 \in \mathcal{Q}_D \).

To verify this, we use Def. 12 directly and show that both \( D^+(Q_1) \neq \emptyset \) and \( D^-(Q_1) \neq \emptyset \).

We first consider the leading diagnosis \( D_4 = \{\alpha_2, \alpha_7\} \in D \). As per Eq. (12), we build the solution KB (with background knowledge) resulting from the application of \( D_4 \) as \( K^*_4 := \langle (K \setminus D_4) \cup B \cup U_P \rangle \). Since this KB does not entail \( Q_1 \) (as can be easily verified using Tab. 3 and Tab. 4), \( D_4 \not\in D^+(Q_1) \) (cf. \( D^+(X) \) in Prop. 4). So, we check whether \( D_4 \) is an element of \( D^-(Q_1) \). To this end, we first build \( K^*_4 \cup Q_1 := \langle (K \setminus D_4) \cup B \cup U_P \cup Q_1 \rangle \) as \( \{\alpha_1, \alpha_3, \alpha_4, \alpha_5, \alpha_6, \alpha_8, \alpha_9, p_1, M \rightarrow B\} \). As \( \alpha_9 \equiv B \rightarrow K, \alpha_5 = K \rightarrow E \) and \( \alpha_3 \equiv E \rightarrow \neg M \), it is clear that \( \langle M \rightarrow A \rangle = n_1 \in N \) is an entailment of \( K^*_4 \cup Q_1 \). Hence, \( D_4 \in D^-(Q_1) \) (cf. \( D^-(X) \) in Prop. 4) which is why \( D^-(Q_1) \neq \emptyset \).

Now, we have a look at \( D_2 = \{\alpha_2, \alpha_5\} \). We have that \( K^*_5 := \langle (K \setminus D_2) \cup B \cup U_P \rangle \) as \( \{\alpha_1, \alpha_3, \alpha_4, \alpha_5, \alpha_6, \alpha_8, \alpha_9, p_1\} \equiv \{M \rightarrow B\} = Q_1 \) due to \( \alpha_7 \equiv M \rightarrow C \) and \( \alpha_6 = C \rightarrow B \). Therefore, \( D_2 \in D^+(Q_1) \) which is why \( D^+(Q_1) \neq \emptyset \). All in all, we have proven that \( Q_1 \in \mathcal{Q}_D \).

If we complete the assignment to sets in the q-partition for all \( D_i \in D \), we obtain the q-partition \( \Psi_D(Q_1) = \langle \{D_1, D_2\}, \{D_3, D_4\}, \emptyset \rangle \). The justification for the assignment of \( D_1 \) and \( D_3 \) is a follows. As \( K^*_4 \) includes \( \alpha_6, \alpha_7 \) we can conclude in an analogous way as above that \( K^*_5 \equiv Q_1 \). In the case of \( D_3 \), we observe that \( K^*_4 \cup Q_1 \) includes \( \alpha_3, \alpha_5, M \rightarrow B \) and \( \alpha_9 \). As explicated above, these axioms entail \( n_1 \in N \). The q-partition \( \Psi_D(Q_1) \) indicates that \( D_1, D_2 \) are invalidated given the oracle answers \( Q_1 \) negatively, i.e. \( D_1, D_2 \not\in \min_D(\langle K, B, P, N \cup \{Q_1\} \rangle) \). Conversely, \( D_3, D_4 \) are ruled out given \( Q_1 \)'s positive answer, i.e. \( D_3, D_4 \not\in \min_D(\langle K, B, P, N \cup \{Q_1\} \rangle) \).

Some important properties of q-partitions and their relationship to queries are summarized by the next proposition:

**Proposition 5. [Rodler 2015 Sec. 7.3 – 7.6]** Let DPI := \(\langle K, B, P, N \rangle \) be a DPI and \( D \subseteq \min_D \). Further, let \( Q \in \mathcal{Q}_D \). Then:

1. \( \langle D^+(Q), D^-(Q), D^0(Q) \rangle \) is a partition of \( D \).

2. \( D^-(Q) \) contains exactly those diagnoses \( D_i \in D \) where \( D_i \) is not a diagnosis w.r.t. \(\langle K, B, P \cup \{Q\}, N \rangle \). \( D^+(Q) \) contains exactly those diagnoses \( D_i \in D \) where \( D_i \) is not a diagnosis w.r.t. \(\langle K, B, P, N \cup \{Q\} \rangle \). \( D^0(Q) \) contains exactly those diagnoses \( D_i \in D \) where \( D_i \) is a diagnosis w.r.t. both \(\langle K, B, P \cup \{Q\}, N \rangle \) and \(\langle K, B, P, N \cup \{Q\} \rangle \).

3. For \( Q \) there is one and only one q-partition \( \langle D^+(Q), D^-(Q), D^0(Q) \rangle \).
4. $Q$ is a set of common entailments of all KBs in $\{K_i^\ast | D_i \in D^+(Q)\}$. That is, letting $DC(X)$ denote the deductive closure of a set of sentences $X$, $Q$ is a subset of the intersection of all $DC(K_i^\ast)$ where $D_i$ used to construct $K_i^\ast$ is an element of $D^+(Q)$.

5. A set of sentences $X \neq \emptyset$ is a query w.r.t. $D$ iff $D^+(X) \neq \emptyset$ and $D^-(X) \neq \emptyset$.

6. For each q-partition $\Psi_D(Q) = \langle D^+(Q), D^-(Q), D^0(Q) \rangle$ it holds that $D^+(Q) \neq \emptyset$ and $D^-(Q) \neq \emptyset$.

7. If $|D| \geq 2$, then
   
   (a) $Q := U_D \setminus D_i$ is a query w.r.t. $D$ for all $D_i \in D$,
   
   (b) $\langle \{D_i\}, D \setminus \{D_i\}, \emptyset \rangle$ is the q-partition associated with $Q$, and
   
   (c) a lower bound for the number of queries w.r.t. $D$ is $|D|$.

2.4.2 THE SEQUENTIAL DIAGNOSIS PROBLEM

The Sequential Diagnosis Problem we consider next is similar to the Sequential MBD-Problem (Prob. 1). The difference is that the former generalizes the latter by assuming an oracle that is allowed to not only specify positive test cases (cf. MEAS in Sec. 2.2.3) but also negative ones in order to narrow down the set of possible diagnoses.

Problem 2 (Sequential Diagnosis).

Given: A DPI $DPI := \langle K, B, P, N \rangle_R$ and a diagnostic goal $G$.

Find: $P_{\text{new}}, N_{\text{new}} \supseteq \emptyset$ and $D$, where $P_{\text{new}}, N_{\text{new}}$ are sets of positive and negative test cases, respectively, such that $D$ is a minimal diagnosis w.r.t. $DPI_{\text{new}} := \langle K, B \cup P_{\text{new}}, N \cup N_{\text{new}} \rangle_R$ and $D$ satisfies $G$.

A generic algorithm solving this problem is given next.

2.4.3 A GENERIC SEQUENTIAL DIAGNOSIS ALGORITHM

The overall sequential diagnosis algorithm we take as a basis is described by Alg. 1. Similar algorithms are used e.g. in [de Kleer and Raiman, 1993; Shchekotykhin et al., 2012; Rodler, 2015]. Next, we briefly comment on the inputs, the output and the various steps of the algorithm (referred to by their line number in Alg. 1).

(Inputs): The algorithm gets a DPI $DPI$ and a diagnostic goal $G$ as inputs (cf. Prob. 2). Further on, we assume some probability measure $p$ that can be used to compute fault probabilities of sentences $\alpha_i \in K$ and of diagnoses $D \subseteq K$. That is, we regard $p$ as (i) a function $p : K \rightarrow [0, 1]$ assigning to each axiom in $K$ (or: component in COMPS) a fault probability and (ii) a function $p : \text{all}D_{DPI} \rightarrow [0, 1]$ mapping each diagnosis $D$ w.r.t. DPI to its probability $p(D)$. The latter is interpreted as the probability that all axioms in $D$ are faulty and all axioms in $K \setminus D$ are correct.

In the circuit example of Fig. 2 and other physical devices, $p$ might result from known or estimated fault probabilities of components (e.g. obtained from the component manufacturer or by observation) and other heuristic or experiential information [de Kleer and Kurien, 2004]. In a knowledge-based application, $p$ might result from (an integration of) information about e.g.
common logical fault patterns [Roussey et al., 2009], logs of previous faults recorded by KB editors such as Protégé [Noy et al., 2000] or WebProtégé [Tudorache et al., 2011], user fault probabilities regarding syntactical [Shchekotykhin et al., 2012] or ontological [Rodler, 2015] elements in the KB, possibly coupled with provenance information about the KB’s sentences [Kalyanpur et al., 2006]. [Rodler, 2015, Sec. 4.6] provides a detailed discussion of applicable information sources for p and a derivation of diagnoses fault probabilities from axiom (or: component) fault probabilities or other sources. Hence, one can w.l.o.g. provide Alg. 1 only with axiom fault probabilities, i.e. the function in (i) above. Because the function in (ii) can be derived from the one in (i).

Lastly, the algorithm is provided with a query quality measure \( q_{qm} \) which enables the comparison of queries in \( Q_D \) and thus the determination of a favorable next query in each iteration.

(Line 2): As a first step, the function \( \text{COMPUTELEADINGDIAGNOSES} \) computes a set of leading diagnoses \( D \subseteq \text{minD}_{\text{DPI}} \) where \( |D| \geq 2 \) if \( |\text{minD}_{\text{DPI}}| \geq 2 \). D usually comprises a number of most probable (by exploiting \( p \)) or minimum-cardinality diagnoses. To this end, several algorithms might be employed such as HS-TREE [Reiter, 1987] (possibly coupled with a minimal-conflict searcher, e.g. QUICKXPLAIN [Junker, 2004], MERGEXPLAIN [Shchekotykhin et al., 2015] or PROGRESSION [Marques-Silva et al., 2013]), STATICHS or DYNAMICHS [Rodler, 2015], HS-DAG [Greiner et al., 1989], INV-HS-TREE [Shchekotykhin et al., 2014] or Boolean algorithms [Jiang and Lin, 2003; Pill and Quaritsch, 2012]. The computed number \( |D| \) of leading diagnoses might be, e.g., predefined to some constant \( k \) [de Kleer and Raiman, 1993; Shchekotykhin et al., 2012], dependent on desired minimal and maximal bounds or computation time [Rodler, 2015], or a function of the probability measure \( p \) [de Kleer and Williams, 1989].

(Line 3): Then, the algorithm tests (usually by means of \( p \), cf. Remark 1) whether the diagnostic goal \( G \) is satisfied for \( D \). If so, the must probable leading diagnosis is returned (line 4) and the algorithm stops.

(Line 5): Otherwise, the function \( \text{CALCQUERY} \) determines a query \( Q \) by means of \( D \), DPI, \( p \) and the \( q_{qm} \). Roughly, \( Q \) should discriminate optimally among \( \text{minD}_{\text{DPI}} \), or more precisely, among the leading diagnoses \( D \), which is the currently available evidence regarding \( \text{minD}_{\text{DPI}} \). The meaning of “discriminating optimally” is determined by \( q_{qm} \) which possibly relies upon \( p \). That is, a query with best (or sufficiently good [de Kleer and Williams, 1987]) value as per \( q_{qm} \) is sought among the queries in \( Q_D \). One example of a \( q_{qm} \) is the information-entropy-based $(\cdot)$ function suggested by [de Kleer and Williams, 1987].

(Line 6): The calculated query is presented to the oracle and an answer \( \text{ans}(Q) \) is returned. This is the (only) point in the algorithm where an oracle inquiry takes place. For technical reasons, the oracle function \( \text{ans} \) is regarded as a total function, i.e. the oracle is assumed to be able to answer any posed query. We emphasize however that this is not a necessary requirement for our presented method which can handle do not know answers (e.g. if some measurement points in a physical device are not accessible to a technician) as well by simply offering the oracle the next-best query. Hence, one can imagine a (not shown) loop between lines 5 and 6 of the algorithm.

(Line 7): Given the query-answer pair \((Q, \text{ans}(Q))\), the current DPI is updated by a respective addition of \( Q \) to the positive test cases \( P \) (i.e. \( P \leftarrow P \cup \{Q\} \)) if \( \text{ans}(Q) = t \) and to \( N \) (i.e. \( N \leftarrow N \cup \{Q\} \)) in case \( \text{ans}(Q) = f \). Moreover, the function \( \text{UPDATEDPI} \) involves an adapt-
Theorem 5. Let \( D \) computation that returns at least one query for any \( \text{computation of minimal diagnoses w.r.t. a DPI, } \) \( \text{CALC} \), Proposition 6. among elements of \( D \) this holds. Then Alg. 1 returns the most probable minimal diagnosis any non-singleton set of leading diagnoses \( \text{remaining diagnoses from the leading diagnoses } D \) is, \( \text{DPI update in line 7, it computes } D \text{ as minimal diagnoses} \) \( \text{includes only still possible diagnoses, } p(D) > 0 \text{ must hold for all } D \in D \) \( \text{Further, assuming that each non-predicting diagnosis } D \in D^0(Q) \text{ predicts each answer with a probability of } \frac{1}{2}, \text{ we define} \)

\[
p(\text{ans}(Q) = t) := p(D^+(Q)) + \frac{p(D^0(Q))}{2}
\]

(i.e. the probability of the leading diagnoses predicting \( Q \)'s positive answer plus half the probability of the non-predicting leading diagnoses) and \( p(\text{ans}(Q) = f) = 1 - p(\text{ans}(Q) = t) \) (i.e. the probability of the leading diagnoses predicting \( Q \)'s negative answer plus half the probability of the non-predicting leading diagnoses). Finally,

\[
p(\text{ans}(Q) = t | D) := \begin{cases} 
1, & \text{if } D \in D^+(Q) \\
0, & \text{if } D \in D^-(Q) \\
\frac{1}{2}, & \text{if } D \in D^0(Q)
\end{cases}
\]

and \( p(\text{ans}(Q) = f | D) = 1 - p(\text{ans}(Q) = t | D). \)

**Remark 4** When Alg. 1 computes a new set of leading diagnoses \( D_{\text{new}} \) (line 2) after executing the DPI update in line 7 it computes \( D_{\text{new}} \) as minimal diagnoses \( \text{w.r.t. the new DPI} \). That is, \( D \) will usually (but not necessarily always, cf. [Rodler, 2015, Rem. 12.6]) comprise the remaining diagnoses from the leading diagnoses \( D \) used in the previous iteration and some new ones computed in line 2. The remaining diagnoses from \( D \) given \( \text{ans}(Q) = a_Q \) are \( D^+(Q) \cup D^0(Q) \) for \( a_Q = t \) and \( D^-(Q) \cup D^0(Q) \) for \( a_Q = f \) (cf. Prop. 5.2). \( \square \)

**Outputs:** The algorithm executes the while-loop until the given diagnostic goal \( G \) is fulfilled. Let \( DPI^* \) be the current DPI and \( D \) be the current leading diagnoses in the iteration where this holds. Then Alg. 1 returns the most probable minimal diagnosis \( D^* \in D \subseteq \text{minD}_{DPI^*}. \)

### 2.4.4 Algorithm Correctness

To show that Alg. 1 solves the Sequential Diagnosis problem (Prob. 2), we use the fact that for any non-singleton set of leading diagnoses \( D \) a query – and hence the opportunity to discriminate among elements of \( D \) – exists [Rodler, 2015, Sec. 7.6]:

**Proposition 6.** Let \( DPI \) be a \( DPI \) and \( D \subseteq \text{minD}_{DPI} \) such that \(|D| \geq 2 \) Then \( \text{Q}_D \neq \emptyset. \)

**Theorem 5.** Let \( \text{COMPUTELEADINGDIAGNOSES} \) be a sound and complete procedure for the computation of minimal diagnoses w.r.t. a \( DPI \), \( \text{CALCQUERY} \) be a sound method for query computation that returns at least one query for any \( D \) where \( \text{Q}_D \neq \emptyset \), and \( G \) be an arbitrary
Algorithm 1 Sequential Diagnosis

Input: DPI \(\mathcal{DPI} := (\mathcal{K}, B, P, N)_R\), diagnostic goal \(G\), probability measure \(p\) (used to compute sentence and diagnoses fault probabilities), query quality measure \(qqm\)

Output: The most probable minimal diagnosis \(\mathcal{D}^* \in \mathcal{D} \subseteq \min_D\mathcal{DPI}\) where \(\mathcal{D}^*\) is some DPI \((\mathcal{K}, B, P', N')_R\) where \(P' \supseteq P\) and \(N' \supseteq N\) such that the diagnostic goal \(G\) is met for \(\mathcal{D}\)

1: while true do
2: \(\mathcal{D} \leftarrow \text{computeLeadingDiagnoses}(\mathcal{DPI}, p)\)
3: if \(\text{goalReached}(G, \mathcal{D}, p)\) then
4: \(\quad \text{return getMostProbableDiagnosis}(\mathcal{D}, p)\)
5: \(Q \leftarrow \text{calcQuery}(\mathcal{D}, \mathcal{DPI}, p, \text{qqm})\)
6: \(\quad \text{answer} \leftarrow \text{ans}(Q)\) \(\triangleright\) see Algorithm 2
7: \(\mathcal{DPI} \leftarrow \text{updateDPI}(\mathcal{DPI}, p, \text{answer})\)

Proof. (Sketch) Let us assume that \(G := G_1\) (“there is only a single minimal diagnosis w.r.t. the current DPI”) from Rem. 1 and let us refer to the DPI used by Alg. 1 in iteration \(i\) (of the while-loop) by \(\mathcal{DPI}_i\), i.e. the input DPI DPI is denoted by \(\mathcal{DPI}_1\). If the first call of computeLeadingDiagnoses returns a singleton \(\mathcal{D} = \{\mathcal{D}\}\), then \(|\min_D\mathcal{DPI}| = 1\), thus \(G_1\) is met and Alg. 1 returns \(\mathcal{D}\) in line 4 which obviously meets Prob. 2\((P_{\text{new}} = N_{\text{new}} = \emptyset)\).

Otherwise, the first call of computeLeadingDiagnoses returns some \(\mathcal{D}\) where \(|\mathcal{D}| \geq 2\). If \(G\) is not satisfied in line 3, then \(\text{calcQuery}\) will return a query \(Q\) by Prop. 6. Due to Cor. 12.4, each answer \(\text{ans}(Q)\) implies that \(\text{allD}_{\mathcal{DPI}_1} \supset \text{allD}_{\mathcal{DPI}_2}\) where \(\mathcal{DPI}_2\) is the result of applying updateDPI in line 7 to \(\mathcal{DPI}_1\).

We can now adopt the same argumentation for the second and any further call of computeLeadingDiagnoses (iterations \(2, 3, \ldots\)). However, \(|\text{allD}_{\mathcal{DPI}_1}|\) must be finite as each diagnosis is a subset of \(\mathcal{K}\) and \(\mathcal{K}\) must be finite due to Def. 8. Hence, there must be some finite \(k\) such that \(G\) is met in line 3 of iteration \(k\). Therefore, Alg. 1 outputs the single minimal diagnosis \(\mathcal{D}\) w.r.t. \(\mathcal{DPI}_k\) which meets Prob. 2\((P_{\text{new}}\) includes all the \(k_1\) positively answered queries in these \(k\) iterations, and \(N_{\text{new}}\) all the \(k - k_1\) negatively answered ones).

Since any diagnostic measure \(G\) Alg. 1 might be used with is at most as strict (cf. Rem. 1) as \(G_1\), which we used for our argumentations, we obtain that such a finite \(k\) must always exist. \(\square\)

2.4.5 Applicability and Diagnostic Accuracy

Prop. 6 and Theorem 5 have two further implications: First, a precomputation of only two minimal diagnoses is required in each iteration to generate a query and proceed with sequential diagnosis. Despite its NP-hardness, the generation of two (or more) minimal diagnoses is practical in many real-world settings [de Kleer 1991, Shchekotykhin et al. 2014], making query-based sequential diagnosis commonly applicable. Second, the query-based approach guarantees perfect diagnostic accuracy, i.e. the unambiguous identification of the actual diagnosis (e.g. by using the diagnostic goal \(G := G_1\) in Alg. 1).
3. Efficient Optimized Query Selection for Sequential Model-Based Diagnosis

In this section we present the main contribution of this work, which is a novel implementation of the CALCQUERY function in Alg. [1]. But first, we have a look at the measurement selection problem in sequential diagnosis.

3.1 Measurement Selection for Sequential Diagnosis

As argued, the (q-)partition $P_D(Q)$ enables both the verification whether a candidate $Q$ is indeed a query and an estimation of the impact $Q$'s outcomes have in terms of diagnoses invalidation. And, given axiom (or: component) fault probabilities, it enables to gauge the probability of observing a positive or negative query outcome. Active learning query selection measures (QSMs) $m : Q \mapsto m(Q) \in \mathbb{R}$ [Settles, 2012] use exactly these query properties characterized by the q-partition to assess how favorable a query is. They aim at selecting queries such that the expected number of queries until obtaining a deterministic diagnostic result is minimized, i.e.

$$\sum_{D \subseteq K} p(D)q_(D) \rightarrow \text{min}$$

where $q_(D)$ is the number of queries required, given the initial DPI, to derive that $D$ must be the actual diagnosis. Solving this problem is known to be NP-complete as it amounts to optimal binary decision tree construction [Hyafil and Rivest, 1976]. Hence, as it is common practice in sequential diagnosis [de Kleer and Williams, 1987, Brodie et al., 2003, Pietersma et al., 2005, Shchekotykhin et al., 2012, Rodler et al., 2013], we restrict our algorithm to the usage of QSMs that make a locally optimal query selection through a one-step lookahead. This has been shown to be optimal in many cases and nearly optimal in most cases [de Kleer et al., 1992b]. Several different QSMs such as split-in-half, entropy, or risk-optimization have been proposed, well studied and compared against each other [de Kleer and Williams, 1987, Shchekotykhin et al., 2012, Rodler et al., 2013, Rodler, 2017]. For instance, using entropy as QSM, $m$ would be exactly the scoring function $\mathcal{S}(\cdot)$ derived in [de Kleer and Williams, 1987]. Note, we assume w.l.o.g. that the optimal query w.r.t. any $m$ is the one with minimal $m(Q)$.

Besides minimizing the number of queries in a diagnostic session (Eq. (14)), a further goal can be the minimization of the query (answering) cost arising for the oracle. For instance, assume a malfunctioning physical system such as a car or a turbine. Then there might be parts of the system which are easier accessible, cheaper (in terms of required tools, time or manpower), less dangerous, etc. for measurements than others. In a car, it is clearly much easier and faster to check some, say cable, that is directly accessible after opening the engine cover than some internals of the engine. Apart from that, systems might include built-in sensors able to provide information about certain parts of the system quasi for free, whereas other parts must be manually measured. On the other hand, e.g., in knowledge-based systems, there might be sentences about the intended domain that are easier to evaluate than others. For example, sentences comprising complex logical notation are certainly more difficult to read, understand and thus to answer than, e.g., facts or simple implications (cf. [Ceraso and Provitera, 1971, Horridge et al., 2011]). Moreover, aside from the syntax of sentences, the comprehension of their content in terms of the expressed topic, can be a smaller or larger hurdle, depending on the oracle’s
expertise in the topic. E.g., given a faulty biomedical KB [Noy et al., 2009], a biologist acting as an oracle might be much less confident in answering a medicine-specific query than a biology-specific one.

To this end, we allow the user of our tool to specify a query cost measure (QCM) \( c : Q \mapsto c(Q) \in \mathbb{R}^+ \) that assigns to each query a real-valued cost. Examples of QCMs are

- \( c_{\Sigma}(Q) := \sum_{i=1}^{k} c_i \) (minimize overall query cost)
- \( c_{\text{max}}(Q) := \max_{i \in \{1, \ldots, k\}} c_i \) (minimize maximal cost of single measurements)
- \( c_{|\cdot|}(Q) := |Q| \) (minimize number of measurements)

where \( Q = \{q_1, \ldots, q_k\} \) and \( c_i \) is the cost of evaluating the truth of the sentence \( q_i \). For example, the QCM \( c_{\Sigma} \) could be used to minimize query answering time given that the \( c_i \)'s represent measurement time. Alternatively, \( c_{\text{max}} \) could be adopted, e.g., when the \( c_i \)'s account for human cognitive load, in order to keep the necessary cognitive skill to answer the query minimal. In scenarios where all potential measurements are known or assumed to be (approximately) equally costly to answer, one might pursue queries with a minimal number of sentences, which would be reflected by using the QCM \( c_{|\cdot|} \). An example would be a digital circuit where all components and wires, respectively, are equally well accessible for measurements. Note that the QCM \( c_{|\cdot|} \) is a special case of \( c_{\Sigma} \), i.e. \( c_{\Sigma} \) simulates \( c_{|\cdot|} \) if \( c_i = c_j \) for all \( i, j \). In the following, we assume w.l.o.g. that the optimal query w.r.t. any \( c \) is the one with minimal \( c(Q) \).

While the costs \( c_i \) (e.g. accessibility of systems parts) relevant for physical systems might be more or less directly derivable from the structure or other properties of the system, the costs \( c_i \) (e.g. comprehensibility of sentences) relevant for knowledge-based systems might be plausibly derivable from the available fault information [Rodler, 2015, Sec. 4.6.1]. For instance, the cognitive complexity of understanding a queried sentence correctly in terms of syntax and topic can be expected to be closely related to the fault probability of the sentence computed from fault information about logical elements (e.g. \( \forall, \neg, \land \)) and non-logical elements (e.g. concepts such as toxoplasmosis or odontalgia in a medical KB). Intuitively, the more a sentence captures the expertise of the oracle (i.e. the lower its fault probability for the oracle is), the easier it is to understand and answer for the oracle.

### 3.1.1 The Addressed Measurement Selection Problem

Now, the problem tackled by the new algorithm introduced in this work is:

**Problem 3 (Optimal Query Selection).**

*Given:* A DPI \( D \subseteq \text{minD}_{DPI} \) where \( |D| \geq 2 \), a QSM \( m \), a QCM \( c \), a query search space \( S \subseteq Q_D \).

*Find:* A query \( Q^* \) with minimal cost w.r.t. \( c \) among all queries in \( S \) that are optimal w.r.t. \( m \). Formally: \( Q^* = \arg\min_{Q \in \text{OptQ}(m, S)} c(Q) \) where \( \text{OptQ}(m, S) := \{Q' \mid Q' = \arg\min_{Q \in S} m(Q)\} \).

Note, there can be multiple equally good solutions \( Q^* \in Q_D \) to Prob. 3.

### 3.2 The Suggested Algorithm

In this section we propose a novel algorithm (Alg. 2) for two-way optimized query computation in sequential diagnosis which solves Prob. 3 (for different settings of the query search space...
Algorithm 2 Optimized Query Computation

**Input:** DPI DPI, D ⊆ min \( \text{D}_{\text{PPI}} \) where |D| ≥ 2, a QSM \( m \), a QCM \( c \) (including information about sentence costs \( c_i \), cf. page 29), probability measure \( p \) (to compute axiom fault probabilities), threshold \( t_m \) (i.e. \( |m(Q) - m_{opt}| \leq t_m \) ⇒ \( Q \) regarded as optimal; \( m_{opt} := \text{optimal value of } m \)), inference engine \( \text{Inf} \), set \( ET \) of entailment types, \( \text{pref} \) (preference information used for query optimization), a Boolean \( \text{enhance} \) (if \( \text{true} \), optional query enhancement is run)

**Output:** an optimized query \( Q^* \in Q_D \) w.r.t. \( m, t_m \) and \( c \) (cf. Theorems 7 and 8)

1: \( \Psi \leftarrow \text{OPTIMIZEQUERYFORQPARTITION}(D, p, m, t_m) \) \> P1
2: if \( \text{enhance} = \text{true} \) then
   3: \( Q' \leftarrow \text{EXPANDQUERYFORQPARTITION}(\Psi, ET, Inf) \) \> (optional) P3
   4: \( Q^* \leftarrow \text{OPTIMIZEQUERYFORQPARTITION}(\Psi, Q', \text{pref}, \text{Inf}) \) \> (optional) P3
5: else
6: \( Q^* \leftarrow \text{OPTIMIZEQUERYFORQPARTITION}(\Psi, c) \) \> (default) P2
7: return \( Q^* \)

The described query computation procedure can be divided into three phases: Phase P1 (line 1), (the default) Phase P2 (line 6) and (the optional) Phase P3 (lines 3-4). After giving the reader an intuition and overview of its functioning, we explain all three phases of it. Further implementation details can be found in the extended version [Rodler, 2016] of the paper.

### 3.2.1 Intuition and Overview

The main idea to achieve an inexpensive high-quality query generation is the exploitation of the information inherent in the \( \subseteq \)-minimal leading diagnoses and a decoupling of the optimizations of a QSM (first), i.e. the minimization of the expected number of queries until diagnostic certainty is given, and a QCM (second), i.e. the minimization of the query (answering) costs.

**Phase P1,** given a QSM \( m \), determines an optimal QP w.r.t. \( m \) (which implies that all queries having this QP are optimal regarding \( m \)) by completely avoiding the use of reasoning services. For this purpose, we present a polynomial-space (heuristic) search technique that explores a generally exponential space of q-partitions in a sound and complete way. That is, without expensive reasoner calls, all non-QPs are automatically neglected (i.e. no unnecessary time is spent for exploring non-QPs) and the proven optimal QP in the explored space is found. As the key to the realization of this search, we introduce the notions of canonical queries and canonical QPs.

Additionally, the use of these two concepts in phase P1 automatically disregards a broad class of suboptimal QPs, which leads to a generally significant refinement of the relevant search space. After an optimal QP \( \Psi \) as per \( m \) has been determined and fixed, there are two options (parameter enhance).

- Phase P2 (restricted search space, no reasoner calls, instantaneous output) or
- Phase P3 (full search space, polynomial number of reasoner calls, reasonably fast output).

**Phase P2** (\( \text{enhance} = \text{false} \)) realizes the finding of an optimal query w.r.t. any of the QCMs discussed on page 29 for the optimal QP \( \Psi \) from P1. In order to make this query computation

8. A Protégé plugin for KB debugging implementing i.a. the presented algorithm can be found on [http://isbi.aau.at/ontodebug/](http://isbi.aau.at/ontodebug/). Protégé [Noy et al., 2000] is the most widely used open-source KB (ontology) editor in the world and available at [https://protege.stanford.edu/](https://protege.stanford.edu/).
very efficient, P2 focuses on a restricted class of queries wherein the calculation of a (globally) optimal query is possible without reasoning aid. The query output by P2 represents the system component(s) whose inspection is least expensive (QCM \(c\)) among all those that yield the highest information (QSM \(m\)). In this vein, P2 computes an optimized query for scenarios such as the ones discussed in [Brodie et al., 2003].

**Phase P3** (enhance = true) performs a query enhancement, subdivided into two consecutive steps. The first step “enriches” the canonical query of the optimal QP \(\Psi\) from P1 by additional sentences of preferred types (augmentation to the full search space regarding preferred queries). The second step finds an optimized \(\subseteq\)-minimal contraction of the enriched canonical query (searching for an optimal solution in full search space). Overall, phase P3 computes a query that globally optimizes the QCM \(c_{\max}\) (see page 29) among all queries that – under the reasonable assumption given by Conjecture 1 (see later) – globally optimize the QSM \(m\) over the full query search space. To this end, P3 requires only a polynomial number of reasoner calls. Moreover, given any predefined set of preferred query elements (e.g. measurements with small costs), P3 ensures that the returned optimized query includes only such preferred elements, if such a query exists.

### 3.2.2 Phase P1: Optimizing the Q-Partition

In this section we describe the functioning of optimizeQPpartition in Alg. 2. At this first stage P1, we optimize the given QSM \(m\) – for now without regard to the QCM \(c\), which is optimized later in phase P2. This decoupling of optimization steps is possible since the QSM value \(m(Q)\) of a query \(Q\) is only affected by the (unique) q-partition of \(Q\) and not by \(Q\) itself. On the contrary, the QCM value \(c(Q)\) is a function of (the sentences in) \(Q\) only and not of \(Q\)’s q-partition. Therefore, the search performed in P1 will consider only q-partitions and target the determination of a (close-to) optimal q-partition \(\Psi\). This q-partition remains fixed throughout all further phases of the algorithm, where an optimal query with exactly this q-partition \(\Psi\) is sought.

**Remark 5** A decoupling of optimizations in the reverse order, i.e. QCM \(c\) before QSM \(m\), is not reasonably possible. First, the q-partition is a necessary prerequisite for the verification whether a set of sentences is in fact a query (see Def. [12]). Because without the associated (q-)partition one has no guiding principle of which \(Q\) is allowed (i.e. a query) and which is not (i.e. a set of sentences that is not a query) when trying to find some query \(Q\) with minimal \(c(Q)\). Second, once the query is fixed, so is its q-partition (see Prop. 5.3). So, there is no chance to optimize \(m\) for some already fixed query \(Q\).

**Canonical Queries and Q-Partitions.** As the determination of an optimal q-partition w.r.t. the given QSM \(m\) should be as efficient as possible, we want to neglect any partition which is not a q-partition in the search. That is, we do not even want to generate any non-q-partitions. However, to verify whether a given 3-partition \(\Psi\) of a set of leading diagnoses \(D\) is a q-partition, we need a query \(Q \neq \emptyset\) with a q-partition \(\Psi_D(Q) = \Psi\). \(Q\) can be seen as a concrete witness proving that \(\Psi\) is not solely a partition of \(D\), but indeed a q-partition (cf. Def. [12]). But:
Proposition 7. Let $\mathcal{P}$ be a (fixed) q-partition. Then $|\{Q \mid Q \text{ query}, \mathcal{P}_D(Q) = \mathcal{P}\}| > 1$, i.e. there are multiple queries for $\mathcal{P}$.

Proof. Since a query is a non-empty set of sentences, it must include at least one sentence $\alpha$. This sentence can be equivalently rewritten in different ways, e.g. $\alpha \equiv \alpha \land \tau$ for an arbitrary tautology $\tau$.

Whereas the proof draws on a semantically equivalent rewriting (that is possible for any sentence in infinitely many ways) to show Prop. 7, we point out that there are, in most cases, queries with equal q-partitions that are semantically non-equivalent – and not even rewritings of one another. This holds true also for $\subseteq$-minimal queries, i.e. queries where the removal of any sentence in them leads to a change of their associated q-partition. We will provide some examples later.

The idea is now to appoint one well-defined representative query for each q-partition, i.e. we seek the definition of a unique query for each q-partition such that the former allows us to verify the latter. And, we want such a query to be easily computable. Furthermore, in order to devise a time and space saving q-partition search method, the potential size of the explored search space should be minimized. To achieve this, a key idea is to omit those q-partitions in the search that are proven suboptimal. One such class of suboptimal q-partitions are those $\mathcal{P}$ with non-empty $D^0(\mathcal{P})$ because they do not discriminate among all (leading) diagnoses (cf. the discussion in Sec. 2.4.1). Hence, a second postulation to the representative queries for q-partitions is that the focus on such queries implies the exclusion of the mentioned suboptimal q-partitions. In other words, each suboptimal q-partition should have no such representative query.

To realize these postulations, we introduce the notion of a canonical query (CQ). The requirement of easy computability means that we would like to be able to determine a CQ without performing any expensive or (generally) intractable operations. Since by Prop. 4.4 any query for a q-partition $\langle D^+, D^-, D^0 \rangle$ is a subset of the common entailments of all KBs in the set $\{K^*_i \mid D_i \in D^+\}$, the operations of interest in query computation are entailment calculations. Once calls to a reasoning engine are involved, the complexity of one such call is already NP-complete for Propositional Logic. However, a straightforward way of entailment calculation without involving reasoning aid or other expensive operations is the restriction to the computation of explicit entailments. An entailment $\alpha$ of a KB $X$ is called explicit iff $\alpha \in X$, implicit otherwise [Rodler, 2015, Def. 8.1]. But, as indicated by [Rodler, 2015, Prop. 8.3], just these explicit entailments are also the key to achieve a disregard of suboptimal q-partitions. Therefore, CQs should be characterized as queries including only explicit entailments. Henceforth, we call a query $Q \in Q_D$ explicit-entailments query iff $Q \subseteq K$.

Indeed, a restriction to the consideration of only explicit-entailments queries leads to a focus on non-suboptimal q-partitions:

Proposition 8. Let $\mathcal{DPI} := \langle K, B, P, N \rangle_R$ be a DPI, $D \subseteq \min_{\mathcal{DPI}}$ and $Q$ a query in $Q_D$ such that $Q \subseteq K$. Then $D^0(\mathcal{Q}) = \emptyset$.

Proof. We have to show that for an arbitrary diagnosis $D_i \in D$ either $D_i \in D^+(Q)$ or $D_i \in D^-(Q)$. Therefore two cases must be considered: (a) $K \setminus D_i \supseteq Q$ and (b) $K \setminus D_i \not\supseteq Q$. In case (a), by the fact that the entailment relation is extensive for $L$, $K \setminus D_i \models Q$ and thus, by
monotonicity of $\mathcal{L}$, $\mathcal{K}_0^+ = (\mathcal{K} \setminus \mathcal{D}_i) \cup B \cup U_P \models Q$. So, $\mathcal{D}_i \in \mathcal{D}^+(Q)$. In case (b) there exists some axiom $\alpha \in Q \subseteq \mathcal{K}$ such that $\alpha \notin \mathcal{K} \setminus \mathcal{D}_i$, which means that $(\mathcal{K} \setminus \mathcal{D}_i) \cup Q \supset (\mathcal{K} \setminus \mathcal{D}_i)$. From this we can derive that $\mathcal{K}_0^+ \cup Q$ must violate $R$ or $N$ by the $\subseteq$-minimality property of each diagnosis in $\mathcal{D}$, in particular of $\mathcal{D}_i$. Hence, $\mathcal{D}_i \in \mathcal{D}^-(Q)$. \hfill \qed

The proof of Prop. 8 exhibits a decisive advantage of using explicit-entailments queries. In fact, it reveals that the task of verifying whether a set of explicit entailments is a query in $\mathcal{Q}_D$ is very easy in that it can be reduced to set comparisons. That is, subset checks are traded for reasoning. To build the q-partition $\mathcal{P}(Q)$ associated with some explicit-entailments query $Q$ it must solely be tested for each $\mathcal{D}_i \in \mathcal{D}$ whether $\mathcal{K} \setminus \mathcal{D}_i \supseteq Q$ or not. More specifically:

**Proposition 9.** Let $\text{DPI} := (\mathcal{K}, B, P, N)_R$ be a DPI, $\mathcal{D} \subseteq \text{min}_{\text{DPI}}$ and $Q$ be a query in $\mathcal{Q}_D$ such that $Q \subseteq \mathcal{K}$. Then $\mathcal{D} \in \mathcal{D}^+(Q)$ iff $\mathcal{K} \setminus \mathcal{D} \supseteq Q$ and $\mathcal{D} \in \mathcal{D}^-(Q)$ iff $\mathcal{K} \setminus \mathcal{D} \ngeq Q$.

The next proposition describes the shape any explicit-entailments query must have:

**Proposition 10.** Let DPI be any DPI, $\mathcal{D} \subseteq \text{min}_{\text{DPI}}$ and $Q$ be a query in $\mathcal{Q}_D$ such that $Q \subseteq \mathcal{K}$. Then $Q$ must include some axiom(s) in $U_D$ (i.e. $Q \cap U_D \neq \emptyset$), can but need not include any axioms in $\mathcal{K} \setminus U_D$, and must not include any axioms in $I_D$ (i.e. $Q \cap I_D = \emptyset$). Further on, elimination of axioms in $\mathcal{K} \setminus U_D$ from $Q$ does not affect the q-partition $\mathcal{P}(Q)$ of $Q$.

As suggested by Prop. 10, the sentences in the KB $\mathcal{K}$ of a DPI that are crucial for the definition of an explicit-entailments query – and hence for the characterization of a CQ – are given by $U_D$ as well as $I_D$. In fact, as the proofs of Lemmata 2 and 3 in Appendix A show, the non-inclusion of sentences from $I_D$ is necessary to allow for non-empty $\mathcal{D}^+(Q)$ and the inclusion of some sentence(s) from $U_D$ is required to allow for non-empty $\mathcal{D}^-(Q)$. Without these properties a set of sentences $Q$ does not discriminate among the leading diagnoses $\mathcal{D}$. For this reason, we give these essential sentences $U_D \setminus I_D$ a distinct name:

**Definition 13.** We call $\text{Disc}_D := U_D \setminus I_D$ the discrimination sentences wrt. $\mathcal{D}$.

**Example 11** Let us consider the set of leading diagnoses

$$\mathcal{D} = \{\mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_3\} = \{\{\alpha_2, \alpha_3\}, \{\alpha_2, \alpha_5\}, \{\alpha_2, \alpha_6\}\} \quad \text{(cf. Tab. 4)}$$

w.r.t. our running example DPI ExK (Tab. 3). Then, $U_D = \{\alpha_2, \alpha_3, \alpha_5, \alpha_6\}$ and $I_D = \{\alpha_2\}$. Now, all $\subseteq$-minimal explicit-entailments query candidates we might build according to Prop. 10 (which provides necessary criteria to explicit-entailments queries) are

$$\{\{\alpha_3, \alpha_5, \alpha_6\}, \{\alpha_3, \alpha_5\}, \{\alpha_3, \alpha_6\}, \{\alpha_5, \alpha_6\}, \{\alpha_3\}, \{\alpha_5\}, \{\alpha_6\}\}$$

(15)

That is, all these seven candidates include at least one element out of $U_D$ and no elements out of $\mathcal{K} \setminus U_D = \{\alpha_1, \alpha_4, \alpha_7\}$ or $I_D$. Clearly, there are exactly six different q-partition candidates with empty $\mathcal{D}^0$ w.r.t. the three diagnoses in $\mathcal{D}$, i.e. there are three possibilities to select one, and three possibilities to select two diagnoses to constitute the set $\mathcal{D}^+$ with $\emptyset \subset \mathcal{D}^+ \subset \mathcal{D}$ (the set $\mathcal{D}^-$ is already set after $\mathcal{D}^+$ is chosen since $\langle \mathcal{D}^+, \mathcal{D}^-, \mathcal{D}^0 \rangle$ is a partition of $\mathcal{D}$). Hence, $\mathcal{Q}_D$ might comprise at most six explicit-entailments queries with different q-partitions because each one of them must feature an empty $\mathcal{D}^0$-set in its q-partition, as stated by Prop. 8. By the Pigeonhole
There might be multiple seeds that lead to the same canonical query. That is, $Q_{\text{can}}(D^+_i) = Q_{\text{can}}(D^+_j)$ might hold for seeds $D^+_i \neq D^+_j$ (because in spite of this difference...
We define a canonical q-partition as a q-partition for which there is a canonical query with exactly this q-partition:

**Definition 15 (Canonical Q-Partition).** Let DPI be a DPI and $D \subseteq \min DPI$ where $|D| \geq 2$. Let further $\mathcal{Q}' = (D^+, D^-, \emptyset)$ be a partition of $D$. Then we call $\mathcal{Q}'$ a canonical q-partition (CQP) iff $\mathcal{Q}' = \mathcal{Q}_D(Q_{\text{can}}(D^+))$, i.e. $(D^+, D^-, \emptyset) = (D^+(Q_{\text{can}}(D^+)), D^-(Q_{\text{can}}(D^+)), \emptyset)$. In other words, given the partition $(D^+, D^-, \emptyset)$, the canonical query w.r.t. the seed $D^+$ must have exactly the q-partition $(D^+, D^-, \emptyset)$.

**Example 12** Eq. (16) shows exactly all CQs and CQPs w.r.t. the set $D$ given in Ex. 11.

**Remark 7** In general, the expression $D^+(Q_{\text{can}}(D^+))$ is not necessarily equal to $D^+$. The $D^+$ within parentheses is the seed used to construct the CQ $Q_{\text{can}}(D^+)$ (cf. Def. 14), whereas the function $D^+(\alpha)$, given a set of sentences $\alpha$, maps to the set of all leading diagnoses $D_i \in D$ for which $\mathcal{K}_{\alpha}^*$ entails $\alpha$. As explained in Rem. 6 there might be different seeds that imply the same CQ. For instance, recalling the example given in Rem. 6 we have that $D^+(Q_{\text{can}}(D^+_1)) = D^+(Q_{\text{can}}(D^+_2)) = \{D_1, D_4, D_5\} = D^+_2$. We could thence say that a CQP is exactly a q-partition $\mathcal{Q}'$ whose $D^+(\mathcal{Q}')$ set is stable under the application of the functions $Q_{\text{can}}()$ and $D^+$, i.e. $D^+(Q_{\text{can}}(D^+(\mathcal{Q}'))) = D^+(\mathcal{Q}')$.

As a direct consequence of Def. 15 and Prop. 13 we obtain that each CQP is a q-partition:

**Corollary 1.** Each canonical q-partition is a q-partition.

Moreover, there is a one-to-one relationship between CQPs and CQs:

**Proposition 14.** Given a canonical q-partition, there is exactly one canonical query associated with it and vice versa. In particular, the unique canonical query associated with the canonical q-partition $\mathcal{Q}'$ is the set of sentences $Q_{\text{can}}(D^+(\mathcal{Q}'))$.

No CQP is a suboptimal q-partition in the sense of our discussion in Sec. 2.2.3 in that each CQ discriminates among all leading diagnoses:

**Proposition 15.** Any canonical q-partition $(D^+, D^-, D^0)$ satisfies $D^0 = \emptyset$. 

\[ U_{\mathcal{D}^+} = U_{\mathcal{D}^2} \text{ might be true}. \] For instance, let $D := \{D_1, D_2, D_4, D_5\} = \{\alpha_2, \alpha_3\}, \{\alpha_2, \alpha_5\}, \{\alpha_2, \alpha_7\}, \{\alpha_1, \alpha_4, \alpha_7\}$ (cf. Tab. 5) be a set of leading diagnoses w.r.t. our running example DPI ExK (Tab. 3). Then the seeds $D^+_1 := \{D_1, D_3\}$ as well as $D^+_2 := \{D_1, D_4, D_5\}$ give rise to the same CQ $Q = \{\alpha_5\}$. It is trivial to see from Def. 14 that:

**Proposition 11.** Any canonical query is an explicit-entailments query.

**Proposition 12.** Let $\emptyset \subset D^+ \subset D$. Then, if existent, the canonical query w.r.t. $D^+$ is unique.

We now show that a CQ is indeed a query in the sense of Def. 12.
Let $\emptyset \subset D^{\ast} \subset D$, by Def. 14, $D$ are are entailed by $\emptyset$.

The discrimination sentences $\text{Disc}_D$ are $U_D \setminus I_D = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5\}$. Tab. 5 lists all possible seeds $S$ (i.e. proper non-empty subsets of $D$) and, if existent, the respective (unique) CQ $Q_{\text{can}}(S)$ as well as the associated (unique) CQP. Note that the CQ for the seed $S = \{D_1, D_5\}$ is undefined which is why there is no CQP with a $D^+$-set $\{D_1, D_5\}$. This holds since $K \setminus U_S = \{\alpha_1, \ldots, \alpha_7\} \setminus (\{\alpha_2, \alpha_3\} \cup \{\alpha_1, \alpha_4, \alpha_7\}) = \{\alpha_5, \alpha_6\}$ has an empty intersection with $\text{Disc}_D$. So, by Def. 14 $Q_{\text{can}}(S) = \emptyset$.

Additionally, we point out that there is no query $Q$ (and hence no q-partition) – and therefore not just no canonical query – for which $D^+(Q)$ corresponds to $\{D_1, D_5\}$. Because for such $Q$ to exist, $D_6 \in D^{-}(Q)$ must hold. Under this assumption, there must be a set of common entailments $\text{Ent}_S$ of $K^+_1$ and $K^+_2$ (cf. Prop. 3) which, along with $K^+_6$, violates $R$ or $N$ (cf. Prop. 4). As all sentences in $\text{Ent}_S$ are entailed by $K \setminus (\{D_1 \cup D_5\} \cup B \cup U_P$ as well, and due to the observation that $K \setminus (\{D_1 \cup D_5\} \subset K \setminus D_6$, by monotonicity of Propositional Logic, every common entailment of $K^+_1$ and $K^+_2$ is also an entailment of $K^+_6$. Due to the definition of a solution KB (cf. Def. 2), which implies that $K^+_6$ neither violates $R$ nor $N$, this means that there cannot be a query $Q$ satisfying $D^+(Q) = \{D_1, D_5\}$. So, obviously, in this example every q-partition (with empty $D^0$) is also a CQP.

---

**Proof.** Let $Q' = (D^+, D^-, D^0)$ be a canonical q-partition. Then, by Def. 15 there is a canonical query $Q$ for which $Q'$ is equal to the q-partition $Q_D(Q) = (D^+(Q), D^-(Q), D^0(Q))$ of $Q$. By Def. 14 $\emptyset \subset Q \subset K$. Hence, by Prop. 8 $D^0(Q) = \emptyset$ and thus $D^0 = \emptyset$ must hold.

Let us at this point illustrate the introduced notions by the following example:

**Example 13**

Consider the leading diagnoses

$$D = \{D_1, D_5, D_6\} = \{\{\alpha_2, \alpha_3\}, \{\alpha_1, \alpha_4, \alpha_7\}, \{\alpha_3, \alpha_4, \alpha_7\}\} \quad \text{(cf. Tab. 4)}$$ (17)

w.r.t. our example DPI $\text{ExK}$ (Tab. 2). The potential solution KBs given this set of leading diagnoses $D$ are $\{K^+_1, K^+_2, K^+_3\}$ (cf. Eq. (12)) where

- $K^+_1 = \{\alpha_1, \alpha_4, \alpha_5, \alpha_6, \alpha_7, \alpha_8, \alpha_9, p_1\}$
- $K^+_2 = \{\alpha_2, \alpha_3, \alpha_5, \alpha_6, \alpha_8, \alpha_9, p_1\}$
- $K^+_3 = \{\alpha_1, \alpha_2, \alpha_5, \alpha_6, \alpha_8, \alpha_9, p_1\}$

*Table 5:* All CQs and associated CQPs w.r.t. $D = \{D_1, D_5, D_6\}$ (cf. Tab. 4) and the example DPI $\text{ExK}$ given by Tab. 2.

---

| Seed S | $\{i \mid \alpha_i \in Q_{\text{can}}(S)\}$ | canonical q-partition |
|--------|-----------------------------------|-----------------------|
| $\{D_1, D_6\}$ | $(2, 5, 6) \cap \{1, 2, 3, 4, 7\} = \{2\}$ | $(\{D_5, D_6\}, \{D_1\}, \emptyset)$ |
| $\{D_1, D_6\}$ | $(1, 5, 6) \cap \{1, 2, 3, 4, 7\} = \{1\}$ | $(\{D_1, D_6\}, \{D_5\}, \emptyset)$ |
| $\{D_1, D_5\}$ | $(5, 6) \cap \{1, 2, 3, 4, 7\} = \emptyset$ | $\times$ |
| $\{D_1\}$ | $(1, 4, 7) \cap \{1, 2, 3, 4, 7\} = \{1, 4, 7\}$ | $(\{D_1\}, \{D_5, D_6\}, \emptyset)$ |
| $\{D_5\}$ | $(2, 3) \cap \{1, 2, 3, 4, 7\} = \{2, 3\}$ | $(\{D_5\}, \{D_1, D_6\}, \emptyset)$ |
| $\{D_6\}$ | $(1, 2) \cap \{1, 2, 3, 4, 7\} = \{1, 2\}$ | $(\{D_6\}, \{D_1, D_5\}, \emptyset)$ |
Advantages of Using Canonical Queries and Q-Partitions. The restriction to the consideration of only CQs during phase P1 has some nice implications:

1. CQs and CQPs can be generated by cheap set operations. No inference engine calls are required. (Prop. 9)
   Remark: The main causes why this is possible are the $\subseteq$-minimality of leading diagnoses and the monotonicity of the logic underlying the DPI. Intuitively, the concepts of CQs and CQPs just leverage the already available information (obtained by logical reasoning during diagnosis computation) inherent in the leading diagnoses in a clever way to avoid any further reasoning during the q-partition search.

2. Each CQ is a query in $Q_D$ for sure, no verification of its q-partition (as per Def. 12) is required, thence no unnecessary candidates (which turn out to be no queries) are generated. (Prop. 13)

3. Automatic computation of only queries $Q$ with full discrimination power regarding $D$ (i.e. of those $Q$ with empty $D_0(Q)$). (Prop. 15)

4. No duplicate queries or q-partitions are generated as there is a one-to-one relationship between CQs and CQPs. (Prop. 14)

5. The explored search space for q-partitions is not dependent on the particular (entailments output by an) inference engine, as CQs are explicit-entailments queries. (Prop. 11)

We emphasize that all these properties do not hold for normal (i.e. non-canonical) queries and q-partitions. The overwhelming impact on the query computation time of this strategy of first narrowing down the search space to only such computationally “benign” queries to find an optimal q-partition, and the later reintroduction of the full query search space when searching for an optimal query for this fixed optimal q-partition will be demonstrated in Sec. 4.

The Q-Partition Search Procedure. Now, having at hand the notion of a CQP, we describe the sound and complete (heuristic) CQP search procedure performed in P1.

A (heuristic) search problem [Russell and Norvig, 2010] is defined by the initial state, a successor function enumerating all direct neighbor states of a state, the step costs from a state to a successor state, the goal test to determine if a given state is a goal state or not, and (possibly) some heuristic function to estimate the remaining effort from each state towards a goal state.

We define the initial state, i.e. the partition $\langle D^+, D^-, D_0 \rangle$ to start with, as $\langle \emptyset, D, \emptyset \rangle$ where $D$ is the given set of leading diagnoses. The idea is to transfer diagnoses step-by-step from $D^-$ to $D^+$ to construct all CQPs systematically. The step costs are irrelevant in our application, as only the found q-partition as such counts. In other words, the required solution is a q-partition and not the path to reach it from the initial state. Heuristics derived from the given QSM $m$ can be (optionally) integrated into the search to enable faster convergence to a goal state. A q-partition $\mathcal{P}$ is a goal state if it optimizes $m$ up to a given threshold $t_m$ (cf. [de Kleer and Williams, 1987]. see Alg. 2). To make this precise, let us call a query $Q$ optimal w.r.t. $m$ and $t_m$ iff $|m(Q) - m_{opt}| \leq t_m$ where $m_{opt}$ is the optimal theoretically achievable value of $m$. Then $\mathcal{P}$ is a goal iff an arbitrary query $Q$ (e.g. the CQ) for $\mathcal{P}$ is optimal w.r.t. $m$ and $t_m$. Recall that each
The search strategy adopted by the CQP search in phase P1 can be characterized as depth-first, local best-first backtracking strategy. We now explicate informally how the search tree is evolved by means of this strategy. Starting from the initial partition \( \langle \emptyset, D, \emptyset \rangle \) (or: root node), the search will proceed downwards until (a) a goal q-partition has been found, (b) all successors of the currently analyzed q-partition (or: node) have been pruned (based on the QSM \( m \)) or (c) there are no successors of the currently analyzed q-partition (or: node). This behavior is implied by the depth-first strategy.

At each current q-partition (or: node), the focus moves on to the best successor q-partition (or: child node), possibly according to some given heuristic function (based on the QSM \( m \)). This behavior is implied by the local best-first strategy.

The search procedure is ready to backtrack in case all successors (or: child nodes) of a q-partition (or: node) have been explored or pruned and no goal q-partition has been found yet. In this case, the next-best unexplored sibling of the node will be analyzed next according to the used local best-first depth-first strategy. This behavior is implied by the backtracking strategy.

We emphasize that this local best-first depth-first backtracking strategy involves a linear space complexity, as opposed to a (global) best-first strategy.

What we have not formally specified yet is the used successor function. We dedicate the rest of the q-partition search procedure description to the derivation and definition of the successor function. The soundness and completeness of this function with regard to the computation of all and only CQPs for \( D \) will guarantee the soundness and completeness w.r.t. CQPs of the overall search procedure.

In order to characterize a suitable successor function, we define a direct neighbor of a q-partition as follows:

**Definition 16.** Let \( DPI \) be a DPI, \( D \subseteq \min DPI \) and \( \mathcal{P}_i := \langle D_i^+, D_i^-, \emptyset \rangle \), \( \mathcal{P}_j := \langle D_j^+, D_j^-, \emptyset \rangle \) be partitions of \( D \). Then, \( \mathcal{P}_i \mapsto \mathcal{P}_j \) is a minimal \( D^+ \)-transformation from \( \mathcal{P}_i \) to \( \mathcal{P}_j \) iff \( \mathcal{P}_j \) is a CQP \( D_i^+ \subset D_j^+ \) and there is no CQP \( \langle D_k^+, D_k^-, \emptyset \rangle \) with \( D_i^+ \subset D_k^+ \subset D_j^+ \). A CQP \( \mathcal{P}' \) is called a successor of a partition \( \mathcal{P} \) iff \( \mathcal{P}' \) results from \( \mathcal{P} \) by a minimal \( D^+ \)-transformation.

Intuitively, a successor \( \mathcal{P}' \) of a partition \( \mathcal{P} \) results from the transfer of a \( \subseteq \)-minimal set of diagnoses from \( D^- (\mathcal{P}) \) (comprising all leading diagnoses \( D \) if \( \mathcal{P} \) is the initial state) to \( D^+ (\mathcal{P}) \) (empty for initial state \( \emptyset \)) such that the resulting partition \( \mathcal{P}' \) is a CQP.

The successor function \( S_{all} \) then maps a given partition \( \mathcal{P} \) of \( D \) to the set of all its possible successors, i.e. to the set including all CQPs that result from \( \mathcal{P} \) by a minimal \( D^+ \)-transformation. The reliance upon a minimal \( D^+ \)-transformation guarantees that the search is complete w.r.t. CQPs because one cannot skip over any CQPs when transforming a state into a direct successor state. As the initial state is not a q-partition (cf. Def. [12], the definition of the successor function \( S_{all} \) involves specifying

- a function \( S_{init} \) that maps the initial state to the set of all CQPs that can be reached by it by a single minimal \( D^+ \)-transformation, and

---

10. Therefore, we will sometimes write \( m(\mathcal{P}) \) to denote \( m(Q) \) for arbitrary \( Q \) for which \( \mathcal{P}_D(Q) = \mathcal{P} \).
Proposition 16. Let DPI be a DPI and $D \subseteq \text{minD}_{\text{DPI}}$ where $|D| \geq 2$. Then, $\langle \{D_1\}, D \setminus \{D_1\}, \emptyset \rangle$ is a canonical q-partition for all $D_i \in D$.

Since only one diagnosis is transferred from the initial $D^-$ set $D$ to the $D^+$-set of the partition to obtain any CQP as per Prop. 16 from the initial state, it is clear that all these CQPs indeed result from the application of a minimal $D^+$-transformation from the initial state (soundness). As for all other CQPs the $D^+$ set differs by more than one diagnosis from the initial $D^+$ set $\emptyset$ (and thus includes a proper superset of $\{D\}$ for some $D \in D$), it is obvious that all other CQPs do not result from the initial state by some minimal $D^+$-transformation (completeness). Hence:

Proposition 17. Given the initial state $\Psi_0 := (\emptyset, D, \emptyset)$, the function

$$S_{\text{init}} : (\emptyset, D, \emptyset) \rightarrow \{\{D\}, D \setminus \{D\}, \emptyset \mid D \in D\}$$

is sound and complete, i.e. it produces all and only (canonical) q-partitions resulting from $\Psi_0$ by minimal $D^+$-transformations.

Note that in fact all q-partitions with empty $D^0$, not only all CQPs, that a reachable from $\Psi_0$ by a minimal $D^+$-transformation, are generated by $S_{\text{init}}$. The reason for this is that there are no other possibilities to build (q-)partitions with a singleton $D^+$ set and an empty $D^0$ set.

In order to define $S_{\text{next}}$, we utilize Prop. 18 which provides sufficient and necessary criteria when a partition of $D$ is a CQP.

Proposition 18. Let DPI := $\langle K, B, P, N \rangle_R$ be a DPI, $D \subseteq \text{minD}_{\text{DPI}}$ and $\Psi = (D^+, D^-, \emptyset)$ be a partition of $D$ with $D^+ \neq \emptyset$ and $D^- \neq \emptyset$. Then, $\Psi$ is a canonical q-partition iff

1. $U_{D^+} \subseteq U_D$ and
2. there is no $D_j \in D^-$ such that $D_j \subseteq U_{D^+}$.

The following example uses Prop. 18 to check the CQP property for two candidate partitions:

Example 14. Let (by referring to $\alpha_i$ by $i$ for clarity)

$$\Psi_1 := \langle \{D_1, D_2, D_3\}, \{D_4, D_5, D_6\}, \emptyset \rangle$$

$$= \langle \{\{2, 3\}, \{2, 5\}, \{2, 6\}, \{\{2, 7\}, \{1, 4, 7\}, \{3, 4, 7\}\}, \emptyset \rangle \tag{18}$$

$$\Psi_2 := \langle \{D_1, D_2, D_3\}, \{D_4, D_5, D_6\}, \emptyset \rangle$$

$$= \langle \{\{2, 3\}, \{2, 5\}, \{1, 4, 7\}, \{\{2, 6\}, \{2, 7\}, \{3, 4, 7\}\}, \emptyset \rangle \tag{19}$$

be two partitions of the leading diagnoses $D = \text{minD}_{\text{ExK}}$ for our example DPI ExK in Tab. 3. Then $U_{D^+}(\Psi_1) = \{2, 3, 5, 6\}$, $U_{D^+}(\Psi_2) = \{1, 2, 3, 4, 5, 7\}$ and $U_D = \{1, \ldots, 7\}$. Since $U_{D^+}(\Psi_1) \subseteq U_D$ as well as $U_{D^+}(\Psi_2) \subseteq U_D$, the first condition of Prop. 18 is satisfied for both partitions of $D$. As to the second condition, given that $7 \in D_4, D_5, D_6$, but $7 \notin U_{D^+}(\Psi_1)$, it
holds that $\mathcal{D}_j \not\subseteq U_{\mathcal{D}^+(\mathcal{Q}_j)}$ for all $j \in \{4, 5, 6\}$. Therefore, $\mathcal{Q}_1$, is a CQP. $\mathcal{Q}_2$, on the other hand, is not a CQP because, e.g., $\mathcal{D}_1 = \{2, 7\} \subset \{1, 2, 3, 4, 5, 7\} = U_{\mathcal{D}^+(\mathcal{Q}_2)}$ (second condition of Prop. 18 violated). We point out that one can verify that there is in fact no query with q-partition $\mathcal{Q}_2$. That is, the partition $\mathcal{Q}_2$ of $\mathcal{D}$ is no CQP and no q-partition.

Let in the following for a DPI $\langle \mathcal{K}, \mathcal{B}, P, N \rangle$ and a partition $\mathcal{Q}_k = \langle \mathcal{D}_k^+, \mathcal{D}_k^-, \emptyset \rangle$ of $\mathcal{D}$ and all $\mathcal{D}_i \in \mathcal{D} \subseteq \min D_{\langle \mathcal{K}, \mathcal{B}, P, N \rangle}$

$$\mathcal{D}_i^{(k)} := \mathcal{D}_i \setminus U_{\mathcal{D}_k^+}$$  \hspace{1cm} (20)

The next corollary establishes the relationship between Eq. (20) and CQPs based on Prop. 18.

**Corollary 2.** Let $\mathcal{D} \subseteq \min D_{\langle \mathcal{K}, \mathcal{B}, P, N \rangle}$, $\mathcal{Q}_k = \langle \mathcal{D}_k^+, \mathcal{D}_k^-, \emptyset \rangle$ a partition of $\mathcal{D}$ with $\mathcal{D}_k^+ \neq \emptyset$ and $U_{\mathcal{D}_k^+} \subset U_{\mathcal{D}}$. Then $\mathcal{Q} := \langle \mathcal{D}_k^+, \mathcal{D}_k^-, \emptyset \rangle$ is a canonical q-partition iff

1. $\mathcal{D}_i^{(k)} = \emptyset$ for all $\mathcal{D}_i \in \mathcal{D}_k^+$, and
2. $\mathcal{D}_i^{(k)} \neq \emptyset$ for all $\mathcal{D}_i \in \mathcal{D}_k^-.$

**Example 15** For the purpose of illustration, let us examine both partitions discussed in Ex. 14 again by means of Cor. 2. To this end, we write the partitions $\mathcal{Q}_1 = \langle \mathcal{D}_1^+, \mathcal{D}_1^-, \emptyset \rangle$ (for $k = 1, 2$) in the form

$$\langle \{ \mathcal{D}_i^{(1)} | \mathcal{D}_i \in \mathcal{D}_1^+ \}, \{ \mathcal{D}_i^{(1)} | \mathcal{D}_i \in \mathcal{D}_1^- \}, \emptyset \rangle$$

Moreover, natural numbers $\alpha_j$ in the sets again refer to the respective sentences $\alpha_j$ (as in Ex. 14).

For the partition $\mathcal{Q}_1$ in Eq. (18) (i.e. for $k = 1$) we get $\langle \{0, 0, 0\}, \{7\}, \{1, 4, 7\}, \{4, 7\} \rangle$, 0).

Since all $\mathcal{D}_i^{(1)}$ in $\mathcal{D}_1^-$ are non-empty (and all $\mathcal{D}_i^{(1)}$ in $\mathcal{D}_1^+$ are empty, which is always trivially fulfilled), Cor. 2 confirms the result we obtained in Ex. 14 namely that $\mathcal{Q}_1$ is a CQP.

On the contrary, $\mathcal{Q}_2$ (i.e. $k = 2$) given by Eq. (19) is not a CQP according to Cor. 2 since, represented in the same form as $\mathcal{Q}_1$ above, $\mathcal{Q}_2$ evaluates to $\langle \{0, 0, 0\}, \{6\}, \{0, 0\}, \emptyset \rangle$. We see that $\mathcal{D}_4^{(2)}$ and $\mathcal{D}_6^{(2)}$ are both equal to the empty set, but $\mathcal{D}_4, \mathcal{D}_6 \in \mathcal{D}_2^-$ which must not be the case if $\mathcal{Q}_2$ is a CQP due to Cor. 2. Again, the result we got in Ex. 14 is successfully verified. In fact, $\mathcal{Q}_2$ can be transformed into a CQP by transferring all diagnoses $\mathcal{D}_i \in \mathcal{D}_2^-$ where $\mathcal{D}_i^{(2)} = \emptyset$, i.e. $\mathcal{D}_4$ and $\mathcal{D}_6$, to $\mathcal{D}_2^+$. The resulting partition, in this case $\langle \{\mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_4, \mathcal{D}_5, \mathcal{D}_6 \rangle, \{\mathcal{D}_3\} \rangle$, 0), is then a CQP according to Cor. 2. This necessary shift of diagnoses from $\mathcal{D}_k^-$ to $\mathcal{D}_k^+$ is also the main idea exploited in the specification of the function $S_{\text{next}}$. The next example picks up on this issue in more detail.

The next example analyzes situations that might occur when transferring a single diagnosis from the $\mathcal{D}_k^-$ set of a CQP to its $\mathcal{D}_k^+$ set in order to generate a successor CQP of it. In particular, it makes evident that (i) not every diagnosis in $\mathcal{D}_k^-$ might be eligible to be shifted to $\mathcal{D}_k^+$ in terms of a minimal $\mathcal{D}_k^+$-transformation and (ii) the transfer of some (eligible) diagnosis $\mathcal{D}$ might necessitate the transfer of other diagnoses, which we informally call necessary followers of $\mathcal{D}$ in the following. That is, minimal $\mathcal{D}_k^+$-transformations might involve the simultaneous relocation of multiple diagnoses.
Example 16  We continue discussing our running example DPI ExK (see Tab. 3). Assume as in Ex. 15 that \( D = \min D_{\text{ExK}} \). Let us consider the CQP \( \psi_k := \langle \{ D_1, D_2 \}, \{ D_3, D_4, D_5, D_6 \}, \emptyset \rangle \). Written in the form

\[
\langle U_{D_k^+}, \{ D_i^{(k)} \mid D_i \in D_k^- \} \rangle \quad \text{(standard representation of CQPs)}
\]

\( \psi_k \) is given by

\[
\langle \{ 2, 3, 5 \}, \{ 6 \}, \{ 7 \}, \{ 1, 4, 7 \}, \{ 4, 7 \} \rangle
\]

Note, by the definition of \( D \), the sets that are elements of the right-hand set of this tuple are exactly the diagnoses in \( D_k^- \) reduced by the elements that occur in the left-hand set of this tuple. For instance, \( \{ 6 \} \) results from \( D_3 \setminus U_{D_k^+} = \{ 2, 6 \} \setminus \{ 2, 3, 5 \} \). We now analyze \( \psi_k \) w.r.t. necessary followers of the diagnoses in \( D_k^- \). The set of necessary followers of \( D_3 \) is empty. The same holds for \( D_4 \). However, \( D_5 \) has two necessary followers, namely \( \{ D_1, D_6 \} \), whereas \( D_6 \) has one, given by \( D_4 \). The intuition is that transferring \( D_3 \) with \( D_3^{(k)} = \{ 6 \} \) yields the new set \( D_i^+:=(D_1, D_2, D_3) \) with \( U_{D_k^+} = \{ 2, 3, 5, 6 \} \). This new set however causes no set \( D_i^{(k)} \) for \( D_i \) in \( D_k^- \) to become the empty set. Hence the transfer of \( D_3 \) necessitates no relocations of any other elements in \( D_k^- \).

For \( D_6 \), the situation is different. Here the new set \( U_{D_k^+} = \{ 2, 3, 4, 5, 7 \} \) which implicates

\[
\{ D_3^{(k)}, D_4^{(k)}, D_5^{(k)} \} = \{ 6, \emptyset, \{ 1 \} \}
\]

for \( D_i \) in \( D_k^- \). Application of Cor. 2 now yields that \( \psi_{k^*} \) is not a CQP due to the empty set \( D_i^{(k^*)} \). As explained in Ex. 15, turning \( \psi_{k^*} \) into a CQP requires the transfer of all diagnoses \( D_i \) associated with empty sets \( D_i^{(k^*)} \) to \( D_k^+ \).

Importantly, notice that the CQP \( \psi_{s^*} := \langle \{ D_1, D_2, D_4, D_6 \}, \{ D_3, D_5 \}, \emptyset \rangle \) resulting from this cannot be reached from \( \psi_k \) by means of a minimal \( D^- \)-transformation. The reason is that \( \psi_s := \langle \{ D_1, D_2, D_4 \}, \{ D_3, D_5, D_6 \}, \emptyset \rangle \) is a CQP as well and results from \( \psi_k \) by fewer changes to \( D_k^- \) than \( \psi_{s^*} \). In fact, only CQPs resulting from the transfer of diagnoses \( D_i \in D_k^- \) with \( \preceq \)-minimal \( D_i^{(k)} \) to \( D_i^+ \) are reachable from \( \psi_k \) by a minimal \( D^- \)-transformation. As becomes evident from Eq. (22), only the CQPs created from \( \psi_k \) by means of a shift of \( D_3 \) (with \( D_3^{(k)} = \{ 6 \} \) or \( D_4 (\{ 7 \}) \) to \( D_i^+ \) are successors of \( \psi_k \) compliant with the definition of a minimal \( D^- \)-transformation (Def. 16).

Finally, let us inspect the CQP \( \psi_r = \{ D_2, D_3, D_4, D_6 \}, \{ D_1, D_6 \}, \emptyset \) with the standard representation \( \langle \{ 1, 2, 4, 5, 6, 7 \}, \{ 3 \}, \{ 3 \} \rangle \). We find that there are no CQPs reachable by a minimal \( D^- \)-transformation from \( \psi_r \). The reason behind this is that transferring either of the diagnoses \( D_1, D_6 \) in \( D^- \) to \( D^+ \) requires the transfer of the other, since both are necessary followers of each other. An empty \( D^- \)-set – and hence no (canonical) q-partition – would be the result. Generally, two diagnoses \( D_i, D_j \in D^- \) bear a necessary follower relation to one another (w.r.t. a CQP \( \psi_r \)) iff \( D_i^{(r)} = D_j^{(r)} \).  

\[ \blacksquare \]
The previous examples indicate that the sets $D_i^{(k)}$ (see Eq. (20)) for $D_i \in D_k^-$ play a central role when it comes to specifying the successors of the CQP $\mathcal{P}_k$ in terms of minimal $D^+$-transformations. For this reason we dedicate a special name to them:

**Definition 17.** Let $\mathcal{P}_k = \langle D^+_k, D^-_k, \emptyset \rangle$ be a CQP and $D_i \in D_k^-$. Then $D_i^{(k)}$ is called the trait of $D_i$ (w.r.t. $\mathcal{P}_k$). The relation associating two diagnoses in $D_k^-$ iff their trait is equal is denoted by $\sim_k$.

Clearly:

**Proposition 19.** $\sim_k$ is an equivalence relation (over $D_k^-$).

Let us denote the equivalence classes w.r.t. $\sim_k$ by $[D_i]^\sim_k$ where $D_i \in D_k^-$. 

**Example 17** Consider the CQP $\mathcal{P}_k = \{\{D_1, D_5\}, \{D_1, D_2, D_3, D_6\}, \emptyset\}$ related to our running example DPI ExK (Tab. 3). Using the standard representation of CQPs (introduced by Eq. (21)) this q-partition amounts to $\{\{1, 2, 4, 7\}, \{\{3\}, \{5\}, \{6\}, \{3\}\}\}$. Now,

$$\sim_k = \langle\{D_1, D_1\}, \{D_2, D_2\}, \{D_3, D_3\}, \{D_6, D_6\}, \{D_1, D_6\}, \{D_6, D_1\}\rangle$$

and the equivalence classes w.r.t. $\sim_k$ are

$$\{[D_1]^\sim_k, [D_2]^\sim_k, [D_3]^\sim_k\} = \{\{D_1, D_6\}, \{D_2\}, \{D_3\}\}$$

Note that $[D_1]^\sim_k = [D_6]^\sim_k$ holds. The number of the equivalence classes gives an upper bound of the number of successors resulting from a minimal $D^+$-transformation from $\mathcal{P}_k$. The traits of these equivalence classes are given by

$$\{\{3\}, \{5\}, \{6\}\}$$

These can be just read from the standard representation above. Since all traits are $\subseteq$-minimal, there are exactly three successors of $\mathcal{P}_k$ as per Def. [16] \[ \square \]

The concept of a trait and the relation $\sim_k$ enable the formal characterization $S_{\text{next}}$ as follows:

**Corollary 3.** Let $\mathcal{P}_k := \langle D^+_k, D^-_k, \emptyset \rangle$ be a canonical $q$-partition, $EQ^{\sim_k}$ be the set of all equivalence classes w.r.t. $\sim_k$ and

$$EQ^{\sim_k}_{\subseteq} := \{[D_i]^\sim_k \mid \exists j : D_j^{(k)} \subset D_i^{(k)}\}$$

i.e. $EQ^{\sim_k}_{\subseteq}$ includes all equivalence classes w.r.t. $\sim_k$ which have a $\subseteq$-minimal trait. Then, the function

$$S_{\text{next}} : \langle D^+_k, D^-_k, \emptyset \rangle \mapsto \begin{cases} \{\langle D^+_k \cup E, D^-_k \setminus E, \emptyset \rangle \mid E \in EQ^{\sim_k}_{\subseteq}\} & \text{if } |EQ^{\sim_k}_{\subseteq}| \geq 2 \\ \emptyset & \text{otherwise} \end{cases}$$

is sound and complete, i.e. it produces all and only canonical $q$-partitions resulting from $\mathcal{P}_k$ by minimal $D^+$-transformations.

Prop. [17] and Cor. [3] immediately entail that the successor function $S_{\text{all}}$, defined as $S_{\text{init}}$ if the input is the initial state $\langle \emptyset, D, \emptyset \rangle$ and as $S_{\text{next}}$ otherwise, is sound and complete as regards
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successor CQP generation in terms of Def. 16. Let the backtracking algorithm implemented by phase P1 return the best found canonical q-partition, given that all possible states have been explored and no goal has been found. Then:

**Theorem 6.** The backtracking algorithm performed by phase P1 using successor function $S_{\text{all}}$ is sound and complete. That is:

- (Completeness) If there is a canonical q-partition which is a goal (as defined on page 37), then P1 returns a canonical q-partition which is a goal.
- (Soundness) If P1 returns a q-partition $\Psi$, then $\Psi$ is canonical. Further, $\Psi$ is a goal, if a goal exists. Otherwise, $\Psi$ is the best existing canonical q-partition w.r.t. $m$ and $t_m$.

**Proof.** The theorem follows directly from the soundness and completeness of the successor function $S_{\text{all}}$ (Prop. 17, Cor. 3) and the fact that backtracking algorithms over finite search spaces using a sound and complete successor function are sound and complete (cf. [Rossi et al., 2006, Chap. 4]).

**Size of the Explored Search Space.** Through Cor. 2 we realize that $U_{D^+}$ already defines a CQP uniquely. The next corollary exploits this fact to compute the number of CQPs w.r.t. a set of leading minimal diagnoses D. Note that the number of CQPs w.r.t. D is equal to the number of CQs w.r.t. D (Prop. 14) which in turn constitutes a lower bound of the number of all (semantically different) queries w.r.t. D. Furthermore, since $S_{\text{all}}$ is a sound and complete successor function (and thus prohibits the non-consideration of any CQP), the number of CQPs w.r.t. D is exactly the size of the search space explored by phase P1 in the worst case. The worst case will occur if there are no CQPs that are goal states w.r.t. the QSM $m$ and the given optimality threshold $t_m$, or if there is a single goal state which happens to be explored only after all other states have been explored. Note that the full search space will rarely be completely explored in practice even if the worst case occurs. This is due to pruning techniques (based on m) [Rodler, 2016, p. 98ff. and Alg. 6] that can be incorporated into the search. In our evaluations (Sec. 4) we even observed the exploration of only a negligible fraction of the search space in most cases.

**Corollary 4.** Let $D \subseteq \min_{(K,B,P,N)}$ with $|D| \geq 2$. Then, for the number $c$ of canonical q-partitions w.r.t. D the following holds:

$$c = |\{U_D \subset \emptyset \subset D^+ \subset D\} \setminus \{U_D\}| \geq |D| \quad (23)$$

**Example 18** To concretize Cor. 4 let us apply it to our example DPI ExK (Tab. 2), using the set of leading diagnoses $D := \min_{\text{exK}} \{\{2,3\}, \{2,5\}, \{2,6\}, \{2,7\}, \{1,4,7\}, \{3,4,7\}\}$ (cf. Tab. 4). Building all possible unions of sets in $D$, i.e. all possible $U_D^+$ sets, such that each union is not equal to (i.e. a proper subset of) $U_D = \{1,\ldots, 7\}$, yields 29 different $U_D^+$ sets. Note, there might be many more different $D^+$ sets for $\emptyset \subset D^+ \subset D$ than $U_D^+$ sets. These $U_D^+$ sets directly correspond to the CQPs w.r.t. D, i.e. the CQP associated with $U_D^+$ is $\langle D^+, D \setminus D^+, \emptyset \rangle$. There are no other CQPs. Since there is one and only one CQ per CQP (cf. Prop. 12), we can immediately infer from this result that there are exactly 29 (semantically) different CQs w.r.t. D.  
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Canonical Q-Partitions versus All Q-Partitions. Whether q-partitions \( \langle D^+, D^-, \emptyset \rangle \) exist which are no CQPs is not yet clarified, but both theoretical and empirical evidence indicate the negative.

First, [Rodler 2016, Sec. 3.4.2] provides a thorough theoretical analysis of the relation between canonical and non-canonical q-partitions implying that a q-partition must fulfill sophisticated requirements if it is non-canonical. When we did not succeed in deriving the conjectured contradiction resulting from the theoretical requirements to a non-canonical q-partition which would rule out such cases theoretically, we tried hard to devise, at least in theory, an instance of a non-canonical q-partition. But we were not able to come up with one.

Second, [Rodler 2016, Sec. 3.4.2] applies the results of the conducted theoretical analysis to a comprehensive study on hundreds of real-world KBs with sizes of several thousands of sentences [Horridge et al., 2012]. The findings are that, if possible at all, the probability of the existence of non-canonical q-partitions is very low.

Third, an analysis of \( \approx 900\,000 \) q-partitions we ran for different leading diagnoses sets \( D \) of different cardinalities for different DPIs (see Sec. 4, Tab. 6) showed that all q-partitions were indeed CQPs. Concretely, we were performing for each \( (D, \text{DPI}) \) combination a brute force search for q-partitions relying on a reasoning engine using the algorithm given in [Shchekotykhin et al., 2012, Alg. 2], and another one exploiting the notions of CQs and CQPs. None of these searches returned a q-partition which is not canonical. This motivates the following conjecture:

**Conjecture 1.** Let \( D \subseteq \min_D \langle K, B, P, N \rangle_R \) and \( \text{QP}^0_D \) denote the set of all q-partitions w.r.t. \( D \) with empty \( D^0 \), and \( \text{CQP}_D \) the set of canonical q-partitions w.r.t. \( D \). Then \( \text{CQP}_D = \text{QP}^0_D \).

Note, this conjecture is by no means necessary for the proper functioning of our presented algorithms. In case Conjecture 1 turned out to be wrong, the consequence would be just the invalidity of perfect completeness w.r.t. all q-partitions achieved by the restriction to only CQPs. Still, we could cope well with that since CQs and CQPs bring along nice computational properties (cf. 1–5 on page 37) and prove extremely efficient by the total avoidance of reasoning (see Sec. 4). Moreover, methods not incorporating the canonical notions prove to be strongly incomplete regarding query and QP computation due to their dependence on (the entailments computed by) the used inference engine (cf. Advantage 5 of CQs on page 37). Although executing a brute force search, they sometimes compute only 1% and on average less than 40% of the QPs our proposed novel approach is able to find.

Also, our conducted experiments (see Sec. 4) manifested the successful finding of optimal q-partitions in all evaluated cases for all discussed QSMs \( m \) that are also adopted e.g. in the works of [de Kleer and Williams, 1987, Shchekotykhin et al., 2012, Rodler et al., 2013]. For, given practical numbers of leading diagnoses per iteration, e.g. any number \( \geq 5 \), cf. [Shchekotykhin et al., 2012, Rodler et al., 2013], the CQP search space size considered by our strategy proves by far large enough to guarantee the inclusion of (often multiple) goal q-partitions (also for negligibly small thresholds). Theoretical support for this is given by Cor. 4, empirical support by Figures 6, 12 and 13 and their discussions.

The following example showcases one entire execution of the CQP search performed by phase P1 applied to our running example:
Figure 3: Search for optimal CQP in phase P1 for example DPI ExK (Tab. 3) w.r.t. \(m := \text{ENT} \) and threshold \(t_m := 0.05\).

**Example 19** Consider the example DPI ExK (Tab. 3) and leading diagnoses \(D = \text{minD}_{\text{ExK}}\) (see Tab. 4). Let the diagnoses probabilities \((p(D_1), p(D_2), p(D_3), p(D_4), p(D_5), p(D_6))\) for \(D_k \in D\) be given by \((0.01, 0.33, 0.14, 0.07, 0.41, 0.04)\). The search tree for a goal QP w.r.t. \(m := \text{ENT} \) and \(t_m := 0.01\) produced by phase P1 is shown in Fig. 3. At this, \(\text{ENT}\) denotes the entropy QSM \({\text{de Kleer and Williams} [1987], \text{Shchekotykhin et al.} [2012]}.\) Roughly, it evaluates a query the better, the closer the query answer probabilities approach a discrete uniform distribution. Let us therefore assume a very simple heuristic function \(h\) which assigns \(h(\Psi) = |p(D^+) - 0.5|\) to a QP \(\Psi := \langle D^+, D^-, D^0 \rangle\) (recall that the probability of positive and negative answers amount to \(p(D^+)\) and \(p(D^-)\), respectively, for empty \(D^0\), cf. Eq. (13)) where smaller \(h\) values imply more promising QPs w.r.t. \(\text{ENT}\). Further, let us use a pruning function that stops the generation of successors at any QP \(\Psi\) whose \(p(D^+)\) probability exceeds 0.5 (as no descendant node of \(\Psi\) can have a better \(\text{ENT}\) value than \(\Psi\) itself). For \(\text{ENT}\), the optimal QSM-value \(m_{opt} = 0\) and thus a QP \(\Psi\) is a goal state iff \(|m(\Psi)| \leq t_m = 0.01\) (cf. Alg. 2).

In Fig. 3 a node in the search tree representing the CQP \(\Psi_k = \langle D^+_k, D^-_k, D^0_k \rangle\) is denoted by a frame including a table with three rows where (1) the topmost row shows \(p(D^+_k) \mid p(D^-_k)\) (relevant for computing QSM \(m\) and heuristic function \(h\), and for making pruning decision), (2) the middle row depicts \(D^+_k \mid D^-_k\) and (3) the bottommost row gives the standard representation of the CQP (cf. Eq. (21)). The framed value at the bottom right corner of the large frame quotes the heuristic value \(h(\Psi_k)\) computed for the CQP \(\Psi_k\). No such value for the root node is given since it is not a QP and hence does not qualify as a solution. Furthermore, the (for CQPs) always empty \(D^0_k\) set is omitted. A frame is dashed / continuous / double if the associated node is generated (but not expanded) / expanded / a returned goal CQP. Arrows represent minimal
\( \mathbf{D}^+ \)-transformations, i.e. an arrow’s destination QP is a result of a minimal \( \mathbf{D}^+ \)-transformation applied to its source (q-)partition. Arrow labels give the set of diagnoses and the probability mass (i.e. the sum of the single diagnoses probabilities) moved from the \( \mathbf{D}^- \)-set of the source (q-)partition to the \( \mathbf{D}^+ \)-set of the destination QP.

Starting from the root node (initial state) representing the partition \( \langle \emptyset, \mathbf{D}, \emptyset \rangle \), the successor function \( S_{\text{init}} \) generates all possible CQPs resulting from the transfer of a single diagnosis from the \( \mathbf{D}^- \)-set of the initial state to its \( \mathbf{D}^+ \)-set. Since there are six diagnoses in \( \mathbf{D} \), the initial state has exactly six successors (Prop. [17]). From all these generated neighbor nodes of the initial state, the best one according to the heuristic function \( h \) is selected for expansion. In this case, it is the CQP \( \Psi_1 := \langle \{ D_5 \}, \{ D_1, D_2, D_3, D_4, D_6 \}, \emptyset \rangle \) as it exhibits the best (lowest) heuristic value 0.09 among all the six open nodes.

For \( \Psi_1 \), \( S_{\text{next}} \) generates exactly two CQPs that result from it by a minimal \( \mathbf{D}^+ \)-transformation (Cor. [3]). This can be seen by considering the traits of the diagnoses in \( \mathbf{D}^-(\Psi_1) \) shown in the right column of the third row in the table representing \( \Psi_1 \). Among the five traits there are only two \( \subseteq \)-minimal ones, i.e. \( D_1^{(1)} := \{ 2 \} \) and \( D_6^{(1)} := \{ 3 \} \). All the other traits are proper supersets of either of these. This means that all successors of \( \Psi_1 \) can be constructed by shifting either \( D_4 \) or \( D_6 \) from \( \mathbf{D}^- \) to \( \mathbf{D}^+ \) yielding \( \Psi_{21} := \langle \{ D_5, D_3 \}, \{ D_1, D_2, D_3, D_4, D_6 \}, \emptyset \rangle \) and \( \Psi_{22} := \langle \{ D_5, D_6 \}, \{ D_1, D_2, D_3, D_4 \}, \emptyset \rangle \), respectively.

At this stage, the best QP among the two successors \( \Psi_{21} \) and \( \Psi_{22} \) of \( \Psi_1 \) (depth-first, local best-first) is determined for expansion by means of \( h \). As \( p(\mathbf{D}^+(\Psi_{21})) \) differs by less (0.02) from 0.5 than \( p(\mathbf{D}^+(\Psi_{22})) \) (0.05), \( \Psi_{21} \) is chosen. However, as \( t_m \) has been set to 0.01 and \( m(\Psi_{21}) \approx 0.001 \leq 0.01 \), \( \Psi_{21} \) is a goal and returned as the solution of phase P1 of Alg. [2]. Note, there were no backtracks or tree prunings necessary as the used heuristic function guided the search directly towards a goal state. This behavior could also be frequently observed in our experiments (see Sec. [4]).

**Complexity of P1.** Concerning time, the worst-case scenario occurs if the search in P1 explores the entire CQP search space, e.g. because no goal CQP exists. As becomes directly evident through Cor. [4] the worst-case time complexity of P1, assuming one time unit for the processing of a CQP, is as follows:

**Proposition 20.** P1 terminates in \( O(|\{ U_{\mathbf{D}^-} | \emptyset \subset \mathbf{D}^+ \subset \mathbf{D} \} \setminus \{ U_{\mathbf{D}} \}|) \leq O(2^{|\mathbf{D}|}) \) time.

**Proof.** The left \( O(\cdot) \) expression follows from Cor. [4]. The inclusion between the \( O(\cdot) \) expressions holds due to fact that the worst case for the left \( O(\cdot) \) expression arises exactly when all sets in \( \mathbf{D} \) are mutually disjoint. Because in this case each set \( U_{\mathbf{D}^+} \) differs from all other sets \( U_{\mathbf{D}^+_j} \) for \( \mathbf{D}^+_i \neq \mathbf{D}^+_j \). Hence, excluding \( U_\emptyset \) and \( U_{\mathbf{D}} \), there are exactly \( 2^{|\mathbf{D}|} - 2 \) such sets.

Note, the time complexity is equal to the size of the full CQP search tree. The worst-case space complexity of P1, however, is (much) lower in general. As explained above, this is due to the depth-first, local best-first backtracking strategy pursued by the CQP search which implies a linear space complexity \( O(b \times d) \) where \( b \) is the branching factor, i.e. the maximal number of generated successors for any node, and \( d \) the maximal depth of the search tree. In fact, given that \( \mathbf{D} \) is the considered leading diagnoses set, no node (partition) occurring in the search
can have more than $|D|$ successors (in terms of Def. 16). The reason is that $S_{init}$ generates exactly $|D|$ successors (Prop. 17) and $S_{next}$ generates at most $|D| - 1$ successors (Cor. 3). The latter holds, first, as $S_{next}$ is only applied to a QP with non-empty $D^+$ which is why $D^-$ can include only at most $|D| - 1$ diagnoses that might be transferred to $D^+$ in the course of a minimal $D^+$-transformation, and, second, since a set of $|D| - 1$ elements cannot be partitioned into more than the same number of equivalence classes, i.e. $|EQ_{\preceq}^k| \leq |D| - 1$ (cf. Cor. 3). Hence, $b = |D|$. The search tree depth $d = |D| - 1$ because, starting from the initial state $\langle D^+, D^-, \emptyset \rangle = \langle \emptyset, D, \emptyset \rangle$, at least one element from $D^-$ is transferred to $D^+$ on any edge along any downward search tree branch (such that the result is still a QP, i.e. $D^- \neq \emptyset$, cf. Def. 16). All in all we have:

\textbf{Proposition 21.} \textit{P1 consumes $O(|D|^2)$ space.}

As we will demonstrate in Sec. 4 (see Fig. 12), these benign complexity results enable the search to explore search spaces with a theoretical complexity of up to $2^{500}$ within reasonable time yielding a result whose QSM-value differs negligibly from the theoretical QSM-optimum.

3.2.3 \textbf{PHASE 2: SELECTING AN OPTIMAL QUERY FOR THE OPTIMAL Q-PARTITION}

In this section, we describe the functioning of $\texttt{OPTIMIZEQUERYFORQPARTITION}$ in Alg. 2. By now, we have demonstrated in Section 3.2.2 how an optimal q-partition $\mathfrak{P}$ w.r.t. a given QSM $m$ can be computed by our algorithm’s phase P1. What we also have at hand so far is one particular well-defined query for the identified q-partition $\mathfrak{P}$, namely the CQ of $\mathfrak{P}$. If we impose no further constraints on the query than an optimal discrimination (as per the used QSM) among (leading) diagnoses, which is solely determined by the query’s q-partition, then we are already done and can simply output the CQ and ask the oracle to answer it. However, in many practical scenarios we can expect that a least quality criterion apart from efficient diagnoses discrimination, i.e. the minimization of the number of queries, is the $\subseteq$-minimality of queries. This means that we will usually want to minimize the number of sentences appearing in a query and hence the effort given for the oracle to walk through them and answer the query – while guaranteeing that the optimal discrimination properties (described by $\mathfrak{P}$) are not affected by this minimization. In other words, we consider the consultation of the oracle a very expensive “operation”, as it might involve human interaction and time, the use of high-cost instruments or the call of potentially expensive procedures.

However, exactly these latter factors might motivate a targeted selection of a query which is not solely based on $\subseteq$-minimality, but on additional query (answering) cost considerations. To enable the fulfillment of such advanced query quality criteria, we assume some QCM that our method allows the user to specify (see page 29). Hence, the problems we tackle now are

1. how to obtain a $\subseteq$-minimal query for the given optimal q-partition $\mathfrak{P}$ returned by phase P1, and
2. how to calculate a query that optimizes the QCM among all $\subseteq$-minimal queries existent for $\mathfrak{P}$.

Let us first devote our attention to problem 1.
Computation of \( \subseteq \)-Minimal Queries for a Fixed Q-Partition. At first sight, we might simply choose to employ the same approach that has been exploited in [Shchekotykhin et al., 2012; Rodler et al., 2013; Rodler, 2015]. This approach involves the usage of a modification of the QUICKXPLAIN algorithm due to [Junker, 2004] which implements a divide-and-conquer strategy with regular calls to a reasoning service.\(^{11}\) The output is one \( \subseteq \)-minimal subset \( Q' \) of a given query \( Q \) (in our case the CQ of \( \mathcal{P} \)) such that the minimization preserves the q-partition, i.e. such that \( \mathcal{P}_D(Q') = \mathcal{P}_D(Q) \). One concrete implementation of a suitable QUICKXPLAIN-modification for this purpose is the MINQ algorithm presented and profoundly analyzed in [Rodler, 2015], Sec. 8.3 ff.\(^{11}\) Although the number of calls to a reasoner required by this approach involves the usage of a modification for this purpose is the \( \mathcal{MIN} \) algorithm due to [Junker, 2004] which implements a divide-and-conquer strategy with regular calls to a reasoning service.\(^{11}\) The output is one \( \subseteq \)-minimal subset \( Q' \) of a given query \( Q \) (in our case the CQ of \( \mathcal{P} \)) such that the minimization preserves the q-partition, i.e. such that \( \mathcal{P}_D(Q') = \mathcal{P}_D(Q) \). One concrete implementation of a suitable QUICKXPLAIN-modification for this purpose is the MINQ algorithm presented and profoundly analyzed in [Rodler, 2015], Sec. 8.3 ff.\(^{11}\) Although the number of calls to a reasoner required by MINQ is polynomial in \( O(|Q| \log_2 |Q|) \), we will learn in this section that we can in fact do without any calls to a reasoner. This is due to the task constituting a search for a \( \subseteq \)-minimal explicit-entailments query \( Q' \subseteq Q \) (because the CQ \( Q \) is an explicit-entailments query).

Let \( Q_D^{(\mathcal{EE}, \emptyset)} \) denote the subset of \( Q_D \) containing all explicit-entailments queries associated with a q-partition \( \mathcal{P} \). Subsequently, we analyze the shape of \( Q_D^{(\mathcal{EE}, \emptyset)} \). The results will be exploited to solve problems \(^{1}\) and \(^{2}\) stated above. More precisely, let us consider the lattice \( (2^{\text{Disc}_D}, \subseteq) \) consisting of all subsets of \( \text{Disc}_D \) (cf. Def. \(^{13}\)) which are partially ordered by \( \subseteq \). Recall that by Prop. \(^{10}\) we can w.l.o.g. restrict the focus on queries that are subsets of \( \text{Disc}_D \) (because the inclusion of sentences from \( K \setminus \text{Disc}_D \) does not affect the q-partition of an explicit-entailments query). We are now interested in the elements in the lattice \( (2^{\text{Disc}_D}, \subseteq) \) that constitute upper and, more importantly, lower bounds of the partially ordered set \( (Q_D^{(\mathcal{EE}, \emptyset)}, \subseteq) \) where \( \subseteq_{\mathcal{P}} \) denotes the query-subset relation under preservation of the q-partition \( \mathcal{P} \). That is, \( Q_i \subseteq_{\mathcal{P}} Q_j \) holds for \( Q_i, Q_j \in Q_D^{(\mathcal{EE}, \emptyset)} \) iff \( Q_i \subseteq Q_j \) and \( \mathcal{P}_D(Q_i) = \mathcal{P}_D(Q_j) \). Given such upper and lower bounds, we have a complete description of \( Q_D^{(\mathcal{EE}, \emptyset)} \). The next proposition illuminates this aspect. Let for this purpose \( \text{MHS}(X) \) denote the set of all minimal hitting sets of some collection of sets \( X \) (cf. Def. \(^{6}\)).

**Proposition 22.** Let \( D \subseteq \text{minD}_{\langle K, B, P, N \rangle} \) and \( \mathcal{P} = \langle D^+, D^-, \emptyset \rangle \) be a q-partition w.r.t. \( D \). Then \( Q \subseteq \text{Disc}_D \) is a query with q-partition \( \mathcal{P} \) iff there is some \( H \in \text{MHS}(D^-) \) such that \( H \subseteq Q \subseteq Q_{\text{can}}(D^+) \).

That is, the construction of a \( \subseteq \)-minimal explicit-entailments query for a fixed q-partition \( (D^+, D^-, \emptyset) \) requires finding a minimal hitting set of all diagnoses in \( D^- \). As regards upper and lower bounds of \( Q_D^{(\mathcal{EE}, \emptyset)} \), the conclusion is that there are generally multiple lower bounds (given by all these minimal hitting sets) and a unique upper bound (given exactly by the CQ for \( \mathcal{P} \)). Therefore, \( (Q_D^{(\mathcal{EE}, \emptyset)}, \subseteq_{\mathcal{P}}) \) is a join-semilattice (every subset of \( Q_D^{(\mathcal{EE}, \emptyset)} \) has a least upper bound or supremum), but not (necessarily) a meet-semilattice (not every subset of \( Q_D^{(\mathcal{EE}, \emptyset)} \) needs to have a greatest lower bound or infimum). As a consequence of this, there is generally an exponential number (in \( |D^-| \)) of \( \subseteq \)-minimal queries for a fixed \( \mathcal{P} \) – despite the restriction to just explicit-entailments queries. And, the CQ for \( \mathcal{P} \) is the explicit-entailments query of maximal size (and thus the one containing the most information) for \( \mathcal{P} \). We will leverage this fact to produce the most yielding query enhancement for \( \mathcal{P} \) using the CQ of it in phase P3.

---

\(^{11}\) A formal proof of QUICKXPLAIN's correctness, a detailed description of its use in diagnosis tasks and related examples can be found in [Rodler, 2015], Sec. 4.4.1.
Hence, by Prop. 22, the computation of all \( \subseteq \)-minimal reductions of the CQ for the q-partition \( \mathcal{P} = \langle D^+, D^-, \emptyset \rangle \) under preservation of \( \mathcal{P} \) is possible by using e.g. the classical HS-TREE [Reiter [1987]] (or some other hitting set algorithm mentioned in Sec. 2.4.3). Let the complete hitting set tree produced by HS-TREE for \( D^- \) be denoted by \( T \). Then the set of all \( \subseteq \)-minimal queries with associated q-partition \( \mathcal{P} \) is given by

\[
\{ H(n) \mid n \text{ is a node of } T \text{ labeled by valid}(\checkmark) \}
\]

where \( H(n) \) denotes the set of edge labels on the path from the root node to the node \( n \) in \( T \). We want to make the reader explicitly aware of the fact that a critical source of complexity when constructing a hitting set tree is the computation of the node labels which might be very expensive (cf. [Reiter [1987], Chandrasekaran et al. [2011]]), e.g. when calls to a reasoning service are required. For instance, if a propositional satisfiability checker is employed, each consistency check it performs is already NP-complete [Cook [1971]]. In our situation, however, all the sets used to label the nodes of the tree are already explicitly given. Hence the construction of the hitting set tree will usually be very efficient in the light of the fact that the number of diagnoses in \( D^- \) is bounded above by the predefined fixed parameter \( |D| \) (which is normally relatively small, e.g. \( \approx 10 \)). [Shchekotykhin et al. [2012], Rodler et al. [2013]]. Apart from that, we are usually satisfied with a single \( \subseteq \)-minimal query which implies that we could stop the tree construction immediately after having found the first node labeled by valid.

Although this search is already very efficient, it can be even further accelerated. The key observation to this end is that each explicit-entailments query w.r.t. \( \mathcal{P}_k = \langle D^+_k, D^-_k, \emptyset \rangle \) must not include any axioms in \( U_{D^+_k} \), which follows from Prop. 22 and Lem. 7. This brings us back to the concept of the trait \( D_i^{(k)} := D_i \setminus U_{D^+_k} \) (cf. Def. 17 and Eq. (20)) of a diagnosis \( D_i \in D^- \) given \( \mathcal{P}_k \). Let in the following \( \text{Tr}(\mathcal{P}_k) \) denote the set of all traits of diagnoses in \( D^- \) w.r.t. the q-partition \( \mathcal{P}_k \). As a consequence of Prop. 22, we can now state the following:

**Corollary 5.** Let \( D \subseteq \text{min}_{D_{\langle K,B,P,N \rangle}} D^- \) and \( \mathcal{P}_k = \langle D^+_k, D^-_k, \emptyset \rangle \) be a q-partition w.r.t. \( D \). Then \( Q \subseteq \text{Disc}_{D^+} \) is a \( \subseteq \)-minimal query with q-partition \( \mathcal{P}_k \) iff \( Q = H \) for some \( H \in \text{MHS}(\text{Tr}(\mathcal{P}_k)) \).

Contrary to minimal diagnoses, traits of minimal diagnoses might be equal to or proper subsets of one another (cf. Ex. 16 and 17). By [Reiter [1987]] (where a proof is given by [Rodler 2015 Prop. 12.6]), we have

If \( F \) is a collection of sets, and if \( S \in F \) and \( S' \in F \) such that \( S \subseteq S' \), then \( F_{\text{sub}} := F \setminus \{ S' \} \) has the same minimal hitting sets as \( F \).

Thus we can replace \( \text{Tr}(\mathcal{P}_k) \) by \( \text{Tr}_{\text{min}}(\mathcal{P}_k) \) in Cor. 5 where \( \text{Tr}_{\text{min}}(\mathcal{P}_k) \) terms the set of all \( \subseteq \)-minimal traits of diagnoses in \( D^- \) w.r.t. \( \mathcal{P}_k \), i.e. all traits \( t \) in \( \text{Tr}(\mathcal{P}_k) \) for which there is no trait \( t' \) in \( \text{Tr}(\mathcal{P}_k) \) such that \( t' \subset t \). The possibility to solve problem 1 by means of hitting set computation brings us directly to the solution of problem 2.

**Computation of Optimal Queries for a Fixed Q-Partition.** The insights gained in this section enable us to construct a \( \subseteq \)-minimal query w.r.t. a given q-partition systematically. The idea is to use a uniform-cost variant of e.g. Reiter’s HS-TREE which enables the detection of minimized queries with particular properties (first). One instance of such an algorithm is the proven
sound and complete HS algorithm proposed by [Rodler, 2015, Alg. 2]. The desired query properties are specified in form of the QCM $c$. Whenever the function in a uniform-cost search that assigns costs to nodes $nd$ in the search tree is a monotonic set function (with regard to the set of edge labels along the branch to $nd$), the search finds the goals in lowest-cost-first order (cf. [Russell and Norvig, 2010]). Given a set $X$, a function $f : 2^X \rightarrow \mathbb{R}$ is a monotonic set function iff $f(Y) \leq f(Z)$ whenever $Y \subseteq Z$ for $Y, Z \subseteq X$. Hence, as a direct consequence of Cor. 5:

**Proposition 23.** A uniform-cost hitting set computation over the collection of sets $\text{Tr}_{\text{min}}(\mathcal{P}_k)$ returns explicit-entailments queries $Q$ in best-first order w.r.t. their QCM value $c(Q)$ given that $c$ is a monotonic set function.

Note that it is quite natural for a (query) cost measure to be a monotonic set function, as it is hard to imagine situations where the inclusion of additional measurements makes a query less costly than before. In fact, all QCMs $c\Sigma$, $c_{\text{max}}$ and $c_{\text{c}}$ discussed above (see page 29) satisfy this monotonicity property. So, the usage of any of these guarantees the retrieval of the optimal explicit-entailments query for a fixed q-partition $\mathcal{P}$, e.g. the one with minimum cardinality (using $c_{\text{c}}$) or minimal cost (using $c\Sigma$). When relying on QUICKXPLAIN (or MINQ, respectively) to minimize a query in a manner its q-partition is preserved (cf. [Rodler, 2015, Rodler et al., 2013, Shchekotykhin et al., 2012]), one has less influence on the properties of the returned query. This issue will be of interest in phase P3 of Alg. 2 (see Sec. 3.2.5) where we will discuss the minimization of arbitrary queries and state guarantees MINQ can give in general under suitable modifications of its input.

Let us now exemplify the functioning of phase P2 of Alg. 2:

**Example 20** Let the considered DPI be again ExK (Tab. 3) and let the QP $\mathcal{P}_{21}$ from Ex. 19 be the output of phase P1 (function OPTIMIZEQPARTITION) and the input to phase P2 (function OPTIMIZEQUERYFORQPARTITION) of Alg. 2 along with the QCM $c := c_{\text{c}}$ (see page 29). That is, the aim is to obtain the query $Q^*$ with minimal cost where the cost amounts to the number of sentences in $Q^*$. Now, the set $\text{Tr}_{\text{min}}(\mathcal{P}_{21})$ of all $\subseteq$-minimal traits for $\mathcal{P}_{21}$ is $\{\{3\}, \{5\}, \{6\}\}$ (cf. right column of last row of the double frame in Fig. 3). Since all traits are singletons, they produce only one hitting set. Thence, there is a single (optimal) explicit-entailments query $\{3, 5, 6\}$ for $\mathcal{P}_{21}$ which (in this case) coincides with the CQ for $\mathcal{P}_{21}$.

**Complexity of P2.** The problem of finding a minimum-cardinality hitting set is known to be NP-hard [Karp, 1972]. This can be interpreted as the computation of a minimum-cost hitting set using the cost function that assigns to each hitting set its cardinality. This cost function, in particular, is a monotonic set function. Therefore, this problem can be reduced to the problem of finding a minimum-cost hitting set for costs assigned by any monotonic set function. As a consequence, the latter problem is NP-hard as well. Hence, P2 addresses an NP-hard problem.

This theoretical result is discouraging at first sight. However, one can view the problem at a more fine granular level in terms of parameterized complexity [Downey and Fellows, 2013]. In fact, the problem depends on two parameters $d$ and $b$ where $d := |D|$ is the number of leading diagnoses and $b := \max\{|D| \mid D \in D\}$ their maximal size. The former can be predefined or at least bounded above by allowing an arbitrarily small upper bound $d \geq 2$ (without harming the proper functioning of our approach, cf. Prop. 5.7). In fact, the number of sets that a set produced
by P2 must hit is at most \(d - 1\) as P2 is only called for a QP and QPs have non-empty \(D^+\) which is why \(|D^-| ≤ |D| - 1 = d - 1\). The latter parameter \(b\) is generally bounded by the number of minimal conflicts (i.e. independent sources of fault) for a given DPI (since \(D\) comprises only minimal diagnoses). For real-world DPs, \(b\) is often relatively small and, in general, is not a function of the size of the DPI, i.e. the size of the KB (diagnosed system) \(K\) in particular, cf. Tables 8 and 12 in [Shchekotykhin et al., 2012]. For instance, the chance that a large number of components fail simultaneously is usually small in physical systems [de Kleer and Williams, 1987] [Shakeri et al., 2000], as is the chance of a large number of independent faults in KBs (assuming regular validation steps are performed [Shchekotykhin et al., 2014]).

Due to these arguments, it makes sense to analyze the problem addressed by P2 for the case where the parameters \(b\) and \(d\) are bounded. To this end, we define: A parameterized version of a decision problem \(P\) is given by a tuple \(\langle x, k \rangle\) where \(x\) is an instance of \(P\) and \(k\) is a (set of) parameter(s) associated with the instance \(x\). A parameterized decision problem is called fixed parameter tractable (or: in \(FPT\)) iff there is an algorithm \(A\) and a computable function \(f\) such that, for all \(x, k\), \(A\) decides \(\langle x, k \rangle\) correctly and runs in time at most \(f(k)|x|^{O(1)}\) [Downey and Fellows, 2013]. Roughly, fixed parameter tractability means that a problem becomes tractable given that its parameter(s) are bounded above by an arbitrary number.

The size \(|x|\) of the hitting set problem instance \(x\) for phase P2 is in \(O(bd)\) (the size of the description of \(S\), see Def. \(\)1. The parameters are \(k = \langle b, d \rangle\). Assuming a uniform-cost HS-Tree construction in P2, the computation time is in \(O(b^d|x|)\) since \(b\) is the maximal branching factor, \(d - 1\) an upper bound of the maximal tree depth, and \(|x|\) the cost of verifying whether the labels along a path already constitute a hitting set of all sets in \(S\). Hence, \(f(k) = f(\langle b, d \rangle) = b^d\).

Overall, we have shown the following:

**Proposition 24.**

1. Phase P2 solves an NP-hard problem.
2. Assuming \(b \leq b'\) and \(d \leq d'\) for fixed \(b', d' \in \mathbb{N}\), the problem solved by phase P2 is in \(FPT\), i.e. fixed parameter tractable.\(^{12}\)
3. Phase P2 runs in \(O(b^d bd) = O(d^d b^{d+1})\) time and requires \(O(b^d + bd)\) space where \(d\) is specifiable by the user and can be set to an arbitrary natural number larger than 1.

### 3.2.4 Solution Produced by Phases 1 and 2

In order to establish the merit of phases P1 and P2 regarding the formulated optimal measurement selection problem (Prob. \(\)\ref{prop:optimal-measurement-selection}), the next result shows that any explicit-entailments query necessarily has a CQP as its q-partition. That is, when searching for the an optimal CQP (phase P1) and, after such a CQP \(\Psi\) is found, for an optimal explicit-entailments query for \(\Psi\) (phase P2), this amounts to exploring the entire space of explicit-entailments queries.

**Proposition 25.** Let DPI = \(\langle K, B, P, N \rangle\) be a DPI and \(D \subseteq \text{minD}_{\text{DPI}}\) and \(Q \in Q_D\) where \(Q \subseteq K\). Then the q-partition \(\Psi_D(Q)\) of \(Q\) is a canonical q-partition.

\(^{12}\) The hitting set problem is already in \(FPT\) if only \(b\) is assumed fixed [Abu-Khzam, 2010]. In this case the problem is called \(b\)-Hitting Set.
Hence, the execution of phases P1 and P2 yields a solution to optimal measurement selection as per Prob. with restricted search space without a single inference engine call.

**Theorem 7.** Phases P1 and P2 (using the threshold \( t_m := 0 \)) compute a solution \( Q^* \) to Prob. with the search space \( S := \{ X \mid X \in Q_D, X \subseteq K \} \).

So, the query \( Q^* \) output by phase P2 is optimized along two dimensions (number of queries as per the QSM \( m \) and cost per query as per the QCM \( c \)) over the restricted search space \( S \). There are two ways to proceed after phase P2:

(a) \( Q^* \) can be directly proposed as the next query or
(b) an optimized query over an extended search space can be computed in phase P3.

Considering case (a), an explicit-entailments query like \( Q^* \) would correspond to a direct examination of one or more system components in a physical system (cf. **Direct Probing** in Ex. [9]). Examples include the pinging of servers in a distributed system [Brodie et al., 2003], the test of gates using a voltmeter in circuits [de Kleer and Williams, 1987] or the inspection of potentially faulty components of a car [Heckerman et al., 1995]. On the other hand, in knowledge-based system debugging \( Q^* \) would mean e.g. to ask the stakeholders of a software, configuration or KB system [Wotawa, 2002; Felfernig et al., 2004a; Friedrich and Shchekotykhin, 2005] whether specified code lines, constraints or logical sentences, respectively, are correct. In these examples, query costs can be motivated e.g. by the difficulty of inspecting a physical component or by the complexity of software code lines or logical sentences. We concentrate on case (b) in the next section where we deal with phase P3.

### 3.2.5 Phase 3: Query Expansion and Optimized Contraction

Phase P3 consists of two steps. The first one involves an expansion of the CQ obtained from phase P1, thereby extending the search space \( S \) in terms of Prob. The second one encompasses a minimization of the expanded query such that the resulting query is \( \subseteq \)-minimal and to comprise only “cost-preferred” elements, if such a query exists. We discuss both steps in turn next.

**Step 1: Query Expansion.** We next describe the functioning of EXPANDQUERYFORQPARTITION in Alg. Here, the already optimal CQP \( \Psi \) returned by P1 is regarded as an intermediate result to building a solution query to Prob. with full search space \( S = Q_D \) of queries discriminating among all elements of \( D \), cf. Def. [12]. To this end, using the CQ \( Q \) of \( \Psi \), a (finite) set \( Q_{\text{exp}} \) of sentences of preferred entailment types \( ET \) is computed. Intuitively, the goal is to add \( Q_{\text{exp}} \) to \( Q \) and achieve a larger pool of sentences from which an optimal minimized subset can be generated in the second step of phase P3. Of course, we want the (optimal) QP \( \mathcal{Q} \) to be unaffected by the query extension, i.e. it should be the same for both \( Q \) and \( Q \cup Q_{\text{exp}} \). The usage of the CQ \( Q \) as a basis for the expansion is well motivated since the CQ constitutes the most informative of all explicit-entailments queries for \( \Psi \), as we have shown in Sec. From \( Q \)'s extension \( Q_{\text{exp}} = \{ \alpha_1, \ldots, \alpha_r \} \) we postulate that

---

13. \( ET \) might be specified so as to restrict the computed entailments to, e.g., simple atoms, implication sentences of type \( A \rightarrow B \), or sentences formulated only over a selected sub-vocabulary of the KB (e.g. given a problematic medical KB, a dermatologist might only be able to answer queries including dermatological terms, but none related to other medical disciplines).
1. \( \alpha_1, \ldots, \alpha_r \notin \mathcal{K} \cup \mathcal{B} \cup \mathcal{U}_P \)
   (each element of \( Q_{\text{exp}} \) must be “new”, i.e. not an explicit entailment occurring in the
   (background) KB or the positive test cases)

2. \( S \models \{ \alpha_1, \ldots, \alpha_r \} \) where \( S \) is some solution KB \( S \) w.r.t. the given DPI \( (\mathcal{K}, \mathcal{B}, P, N)_R \)
   satisfying \( Q \subseteq S \subseteq \mathcal{K} \cup \mathcal{B} \cup \mathcal{U}_P \)
   (\( Q_{\text{exp}} \) must be “sound”, i.e. be entailed by a fault-free KB \( S \) that subsumes the CQ \( Q \))

3. no \( \alpha_i \) for \( i \in \{1, \ldots, r\} \) is an entailment of \( S \setminus Q \)
   (each element of \( Q_{\text{exp}} \) must “depend on” \( Q \), i.e. \( Q_{\text{exp}} \) must not comprise any “unnecessary”
   entailments)

4. the syntactic type of each \( \alpha_i \) for \( i \in \{1, \ldots, r\} \) is some type listed in \( ET \)
   (each element of \( Q_{\text{exp}} \) must be of some “preferred” type)

5. \( \Psi = \Psi_D(Q) = \Psi_D(Q \cup Q_{\text{exp}}) \)
   (the extension must be QP-preserving)

To realize the computation of \( Q_{\text{exp}} \) we assume a logical consequence operator
\( Ent_{ET} : 2^L \rightarrow 2^L \) which assigns a set of sentences \( Ent_{ET}(X) \) over \( L \) to a set of sentences \( X \) over \( L \) such that

(a) \( X \models Ent_{ET}(X) \) (logical soundness),
(b) \( Ent_{ET}(X) \) contains only sentences of types listed in \( ET \) (type soundness),
(c) \( Ent_{ET}(X') \subseteq Ent_{ET}(X'') \) whenever \( X' \subset X'' \) (monotonicity), and
(d) for \( Y \subseteq X' \subset X'' \) and all \( e_Y \) where \( Y \models e_Y \) it holds that \( e_Y \in Ent_{ET}(X') \) iff \( e_Y \in
   Ent_{ET}(X'') \) (entailments generated for some set are generated for all its supersets).

One possibility to realize such a service is to employ a reasoner for the (decidable) logic \( L \)
and use it to extract (the finite set of) all entailments of a predefined type it can compute (cf.
[Rodler, 2015, Remark 2.3]). For Propositional Horn Logic, e.g. one might extract only all
literals that are entailments of a KB \( X \). For general Propositional Logic, e.g. one might calculate
all formulas of the form \( A \odot B \) for propositional variables \( A, B \) and logical operators
\( \odot \in \{ \rightarrow, \leftrightarrow \} \), and for Description Logics [Baader et al., 2007], e.g. only all
subsumption and/or class assertion formulas that are entailments could be computed. An example of entailment types
that might be extracted for (decidable fragments of) First-Order Logic can be found in [Rodler,
2015, Example 8.1]. For all these examples, DL [Baader et al., 2007] and OWL [Grau et al.,
2008] reasoners, respectively, such as Pellet [Sirin et al., 2007], HermiT [Shearer et al., 2008],
FaCT++ [Tsarkov and Horrocks, 2006] or KAON2\(^{14}\) could be used with their
classification and realization reasoning services (cf. [Baader et al., 2007, Sec. 9.2.2]).

Note, the operator \( Ent_{ET} \) does not need to be complete, i.e. \( \{ e \mid X \models e, \text{type}(e) \in ET \} \subseteq
   Ent_{ET}(X) \) does not necessarily hold. If it is complete, the last property (d) of \( Ent_{ET} \) given
above is obsolete. The next proposition shows how an operator satisfying the said properties (a)
\( \text{--}(d) \) can be leveraged to implement the postulated query expansion.

\(^{14}\) See http://kaon2.semanticweb.org
Proposition 26. Let \( D \subseteq \text{minD}(K, B, P, N)_R \), \( Q \in \mathcal{Q}_D \) with \( q \)-partition \( \mathbb{P}_D(Q) = (D^+, D^-, \emptyset) \) such that \( Q \subseteq \text{Disc}_D \) (in particular, the CQ for the seed \( D^+ \) is such a query). Further, let \( \text{Ent}_{ET}(X) \) be a logical consequence operator as described by (a) – (d) above. The Postulations 1. – 4. above are satisfied if

\[
Q_{\text{exp}} = \left[ \text{Ent}_{ET}\left( (K \setminus U_D) \cup Q \cup B \cup U_P \right) \right] \setminus \left[ \text{Ent}_{ET}\left( (K \setminus U_D) \cup B \cup U_P \right) \right] \setminus Q \quad (24)
\]

The result of expanding the CQ \( Q \) according to Prop. 26 is

\[
Q' := Q \cup Q_{\text{exp}} \quad (25)
\]

As we show next, the expanded query \( Q' \) has the same QP as \( Q \).

Proposition 27. Let \( D \subseteq \text{minD}(K, B, P, N)_R \) and \( Q \in \mathcal{Q}_D \) such that \( Q \subseteq \text{Disc}_D \). Further, let \( Q' \) be defined as in Eq. \((25)\). Then Postulation 5 holds, i.e. \( \mathbb{P}_D(Q') = \mathbb{P}_D(Q) \).

The function \( \text{Ent}_{ET} \) might e.g. be realized by a Description Logic reasoner (computing, for instance, subsumption and realization entailments) for many decidable fragments of First-Order Logic (cf. [Baader et al., 2007]), by a forward chaining algorithm [Russell and Norvig, 2010] for Horn Logic or by a constraint propagator for CSPs [Dechter, 2003; de Kleer and Reiter, 1987; de Kleer and Williams, 1987].

More generally, given a sound and complete consistency checker \( CC \) (e.g. some resolution-based procedure [Chang and Lee, 1973]) over (the decidable) knowledge representation formalism \( \mathcal{L} \) underlying the given DPI, one can use the following implementation of the \( \text{Ent}_{ET} \) calls in Eq. \((24)\) to obtain a query expansion \( Q_{\text{exp}} \). Let \( r \) be the desired number of entailments in the query expansion, \( s \) a desired maximal and \( t \) the absolute maximal number of consistency checks to be used. Let us refer to the left and right \( \text{Ent}_{ET} \) calls in Eq. \((24)\) by \( \text{Ent}_1 \) and \( \text{Ent}_2 \), respectively. Now, \( \text{Ent}_1 \) can be realized as follows:

1. \( i = 1 \) (iteration counter), \( A = \emptyset \) (already tested sentences), \( E \) (computed entailments to be tested by \( \text{Ent}_2 \)).
2. Generate (randomly) a potentially entailed sentence \( \alpha_i \notin A \) of one of the postulated entailment types in \( ET \) which is not an element of \( (K \setminus U_D) \cup Q \cup B \cup U_P \).
3. Run \( CC \) to prove \( (K \setminus U_D) \cup Q \cup B \cup U_P \cup \{ \neg \alpha_i \} \) inconsistent in a way that, whenever possible, sentences of \( Q \) are involved in the proof (if e.g. \( CC \) implements linear resolution \(^{15}\), a way to realize this is to test sentences of \( Q \) always first for applicability as a side clause for the next resolution step). If inconsistent is returned and a proof involving at least one sentence of \( Q \) was found, then add \( \alpha_i \) to \( E \).
4. If \( |E| \geq r \) (\( r \) potential elements of \( Q_{\text{exp}} \) have been generated) or \( i + |E| \geq t \) (the computed number of required consistency checks exceeds \( t \)) or \( i + |E| \geq s \land |E| \geq 1 \) (the computed number of required consistency checks exceeds \( s \) and at least one potential element of \( Q_{\text{exp}} \) has been generated)

\(^{15}\) Note that linear resolution is complete for full First-Order Logic [Chang and Lee, 1973].
As we have seen in Ex. 20, the optimized query results remain valid in case of empty instead of Step 2 of phase P3 (for simplicity, this fact is not shown in Alg. 2). All the theoretical expanded query of \( (\text{Ent} \cup \text{exp}) \) of \( (\text{Ent} \cup \text{exp}) \) is compliant with all the Postulations 1. – 5. given above. Moreover, with any implementation of \( \text{Ent} \cup \text{exp} \), it might be the case that \( \text{Qexp} = \emptyset \) (e.g. because there are in fact no implicit entailments of \( (\text{Ent} \cup \text{exp}) \cup \text{B} \cup \text{Up} \) that are not entailed by \( (\text{Ent} \cup \text{exp}) \cup \text{B} \cup \text{Up} \)). In this case, as the expanded query \( Q' \) is just equal to the CQ \( Q \) (an explicit-entailments query), phase P2 is run instead of Step 2 of phase P3 (for simplicity, this fact is not shown in Alg. 2). All the theoretical results remain valid in case of empty \( \text{Qexp} \).

**Example 21** As we have seen in Ex. 20, the optimized query \( Q^* \) returned by phase P2 is given by \( \{3, 5, 6\} = \{E \rightarrow \neg M \land X, K \rightarrow E, C \rightarrow B\} \) (cf. Tab. 3). However, suppose the user is a domain expert with only rudimentary logical skills and wants to get presented a query containing only literals or simple implication sentences of the form \( X \rightarrow Y \) for literals \( X, Y \). In this case, they would set \( \text{enhance} := \text{true} \) (see line 2 of Alg. 2), causing the algorithm to perform (the optional) phase P3. In Step 1 of this phase, applying an, e.g., Description Logic reasoner such as Pellet or HermiT [Sirin et al., 2007, Shearer et al., 2008] capable of handling the logic \( L \) (in this case Propositional Logic) used in ExK, the result \( Q' \) of the query expansion is \( \{E \rightarrow \neg M \land X, K \rightarrow E, C \rightarrow B, C \rightarrow \neg M, E \rightarrow X, K \rightarrow \neg M, E \rightarrow \neg M, B \rightarrow \neg M\} \). Note, \( Q' \) has the same KP as \( Q^* \) by Prop. 27. Given \( Q' \), the idea is now to find an irreducible subset of it which has the same KP, namely \( Q_{21} \), as \( Q' \) (and \( Q^* \)) and includes only sentences (of the types) preferred by the user. This is accomplished by Step 2, which we describe next.

**Step 2: Optimized Contraction of the Expanded Query.** We next describe the functioning of \text{OPTIMINIMIZEQUERYFORQPARTITION} in Alg. 2. The objective of this function is the KP-preserving minimization of the expanded query \( Q' \) returned by Step 1 to obtain a \( \subseteq \)-minimal subset \( Q^* \) of \( Q' \). In general, there are multiple possible minimizations of \( Q' \). Given some information about (a user’s) preferences \( \text{pref} \) regarding elements in \( Q' \), the aim is to find some preferred query among all minimal ones. For instance, there might be a scenario where some elements of \( Q' \), the subset \( Q'_{+} \), are favorable, and all other elements, i.e. \( Q'_{-} := Q' \setminus Q'_{+} \), are unfavorable. In other words, the desideratum is that \( Q^* \subseteq Q'_{+} \). For example, when diagnosing a physical system, those measurements executable automatically by available built-in sensors could be assigned to \( Q'_{+} \) and the more costly manual measurements to \( Q'_{-} \). Another strategy is to use the preferred entailments \( \text{Qexp} \) computed in Step 1 as \( Q'_{+} \).

More generally, a user might be able to specify a strict (partial) preference order \( \prec \) over \( Q' \), e.g. by exploiting the (evaluation) costs \( c_i \) of sentences \( q_i \in Q' \) (cf. Sec. 3.1) in a way that \( q_i \prec q_j \) iff \( c_i < c_j \) [16]. Note, the partitioning of \( Q' \) into favorable (\( Q'_{+} \)) and non-favorable elements (\( Q'_{-} \)) stated before corresponds to the special case where \( x \prec y \) iff \( x \in Q'_{+} \) and \( y \in Q'_{-} \) (i.e. the DAG corresponding to this order is bipartite).

16. We denote by \( x \prec y \) that \( x \) is preferred to \( y \).
Given a strict partial order \( \prec \) over \( Q' \), one might want to obtain the best query according to this order \( \prec \). The authors of [Junker, 2004] (and originally [Brewka, 1989]) define what the term “best” in such a context might refer to. They suggest to use an anti-lexicographic preference order over sets of interest (in our case: minimal subsets of \( Q' \)) based on some linearization of \( \prec \). Adhering to this suggested notion of “best” we define according to Def. 6 and 7 in [Junker, 2004]:

**Definition 18.** Given a strict total order \( \prec \) on \( Q' \) (e.g., a linearization of \( \prec \)), let the elements of \( Q' \) be enumerated in increasing order \( q_1, \ldots, q_k \) (i.e. \( q_i \prec q_j \) implies \( i < j \)). Further, let \( X, Y \subseteq Q' \). Then \( X <_{\text{antilex}} Y \) (in words: \( X \) is antilexicographically preferred to \( Y \)) iff there is some \( r \) such that \( q_r \in Y \setminus X \) and \( X \cap \{ q_{r+1}, \ldots, q_k \} = Y \cap \{ q_{r+1}, \ldots, q_k \} \).

Intuitively, \( X <_{\text{antilex}} Y \) iff, when visiting the elements of \( Q' \) starting from the most dispreferred ones \( q_k, q_{k-1}, \ldots \), one first encounters only elements that are in both or none of \( X, Y \), but the first element (\( q_r \)) that is in exactly one of the sets \( X, Y \) is in \( Y \). Hence, excluding those most dispreferred elements on which \( X, Y \) are equal, \( Y \) contains the most dispreferred element.

**Example 22** Suppose \( Q' = \{ a, b, \ldots, z \} \) and \( \prec \) to be the standard lexicographic order on \( Q' \), i.e. \( a < b, b < c, \ldots \). Then, e.g., \( X := \{ c, g, h, m, r, u, w \} <_{\text{antilex}} \{ c, g, h, n, r, u, w \} =: Y \) because, deleting all most dispreferred elements \( \{ r, u, w \} \in X \cap Y \), \( Y \) comprises the most dispreferred element \( n \).

**Definition 19.** Let \( Q' \in Q_D \) be a query with q-partition \( \mathcal{P} \) and \( \prec \) be a strict partial (preference) order over \( Q' \) and let \( \prec \) be a linearization of \( \prec \). A subset \( Q \subseteq Q' \) is a preferred query iff \( \mathcal{P} = \mathcal{P}_D(Q) \) and there is no \( \bar{Q} \subseteq Q' \) such that \( \bar{Q} < \mathcal{P}_D(Q) \) and \( \bar{Q} <_{\text{antilex}} Q \).

For the purpose of finding a preferred query given \( Q' \) with \( \mathcal{P} \) and \( \prec \), one can use a variant of the divide-and-conquer method \textsc{QuickXPlain} proposed in [Junker, 2004]. One appropriate such variant is the \textsc{MINQ} procedure given in [Rodler, 2015] p. 111 ff. Roughly, it works as \textsc{QuickXPlain}, but calls a function \textsc{isQPartConst} (see [Rodler, 2015] Alg. 4), which returns true iff the QP of its input is equal to \( \mathcal{P} \), instead of the \textsc{isCONSISTENT} test in line 4 of [Junker, 2004] Alg. \textsc{QuickXPlain}. That is, the verification whether a KB is still inconsistent in \textsc{QuickXPlain} is traded for a test whether the QP is still the same in \textsc{MINQ}. The following proposition about \textsc{MINQ} was proven in [Rodler, 2015] Prop. 8.7:

**Proposition 28.** Let \( D \subseteq \text{minDdpi} \) and \( Q' \in Q_D \) a query with q-partition \( \mathcal{P} \). Then, \textsc{MINQ}, given \( Q' \), \( \mathcal{P} \) and \( \text{DPI} \) as inputs, returns a \( \subseteq \)-minimal query \( Q^* \subseteq Q' \) such that \( \mathcal{P}_D(Q^*) = \mathcal{P} \).

Given a sorted input, the output of \textsc{MINQ} is characterized as the next proposition states. It is a direct consequence of [Junker, 2004] Theorem 1 and Prop. 28.

---

17. A partial order \( \prec' \) over a set \( X \) is a linear extension (or: linearization) of a partial order \( \prec \) over \( X \) iff \( \prec' \) is a total order and \( x \prec' y \) whenever \( x \prec y \). A linearization for a partial order \( \prec \) over \( X \) can be found in linear time in \( O(|X| + n_\prec) \) where \( n_\prec \) denotes the number of tuples \( x \prec y \) in the partial order \( \prec \) ([Knuth, 1997] Sec. 2.2.3.).
Proposition 29. Let $D \subseteq \text{minD}_{\text{DPI}}$, $Q' \in Q_D$ a query with q-partition $\mathfrak{P}$, $\prec$ a strict (partial) order over $Q'$ and $Q'_\text{sort} := [q_1, \ldots, q_k]$ an ascending sorting of $Q'$ based on any linearization $< \prec$ of $\prec$. Then, $\text{MINQ}$, given $Q'_\text{sort}$, $\mathfrak{P}$ and $\text{DPI}$ as inputs, returns a preferred query $Q^\star$.

Let us explicate the implications of Prop. 29. Let $|Q'| = s$. Studying Def. [18] carefully, we see that $Q^\star$, among all $\subseteq$-minimal subsets of $Q'$ with the same QP $\mathfrak{P}$ as $Q'$, is the one with the leftmost rightmost element w.r.t. the sorting $Q'_\text{sort}$. Moreover, among the (possibly multiple) subsets of $Q'$ with this property, $Q^\star$ is the one with the leftmost 2nd-rightmost element w.r.t. the sorting $Q'_\text{sort}$, and so on for all $l$th-rightmost elements for $l \in \{1, \ldots, s\}$. This insight leads to some interesting corollaries, which we state after a small illustrating example:

Example 23 Let $Q'_\text{sort} = [x_1, q_b, q_d, q_x, q_a, x_1, q_a, x_1, q_a, x_1, q_a, x_1, q_a, x_1]$ where the $\subseteq$-minimal QP-preserving subsets of $Q'$ are $Q_a := \{q_a, q_a, q_a, q_a, x_1\}$, $Q_b := \{q_b, q_a, q_a, x_1\}$, $Q_c := \{q_c, q_a, x_1\}$ and $Q_d := \{q_d, q_a, x_1\}$ and the elements $x_i$ are irrelevant in that they do not occur in any of the subsets $Q_i$ ($i \in \{a, \ldots, d\}$) of interest. Then $\text{MINQ}$, given $Q'_\text{sort}$, returns $Q_b$. The explanation is as follows: The leftmost rightmost element (regarding the used sorting of $Q'$) of any of the sets of interest is $q_a$ (note, $q_d$ is another rightmost element, namely of $Q_d$, but lies more to the right), i.e. $Q_d$ is definitely not the returned set. Fixing $q_a$ (rightmost element of the returned set), the leftmost 2nd-rightmost element contained in any of the remaining possible sets ($Q_a, Q_b, Q_c$) is $q_a$, i.e. $Q_c$ is definitely not the result. Finally, the leftmost 3rd-rightmost element comprised by any of the remaining sets ($Q_a, Q_b$) with common intersection $\{q_a, q_a, x_1\}$ of largest elements (indices 7 to 12) in $Q'_\text{sort}$ is $q_a$, which is why $Q_b \not\prec_{\text{antilex}} Q_a$. \hfill $\Box$

The first corollary testifies that the QCM $c_{\text{max}}$ (see page 29) is optimized by $\text{MINQ}$ if costs of sentences in the query $Q'$ are available (cf. Sec. 3.1).

Corollary 6. Let $c_i$ be the cost of $q_i \in Q'$ and $Q'_\text{sort} = [q_1, \ldots, q_k]$ be sorted in ascending order by cost, i.e. $c_i < c_j$ implies that $q_i$ occurs before $q_j$ in $Q'_\text{sort}$. Then, $\text{MINQ}$, given the other inputs as stated in Prop. 29, returns a query that is optimal regarding the QCM $c_{\text{max}}$.

Given a partitioning of $Q'$ into favored and unfavored elements, $\text{MINQ}$ computes a query consisting of only favored elements, if such a query exists.

Corollary 7. Let $Q'_+ \subseteq Q'$ be the preferred and $Q'_- = Q' \setminus Q'_+$ be the dispreferred elements of $Q'$. Further, define $Q'_\text{sort}$ as the list resulting from the concatenation $Q'_+ || Q'_-$. Then, if such a query $Q^\star \subseteq Q'$ exists, $\text{MINQ}$, given the other inputs as stated in Prop. 29, returns a query $Q^\star \subseteq Q'_+$.\hfill $\Box$

If, for example, preferences are only given over elements of $Q'_-$ (e.g. because one puts all preferred entailments $Q_{\text{exp}}$ (see Eq. (24)) computed in Step 1 into $Q'_+$ and is indifferent between them), then we can combine Cor. 6 and 7 to:

Corollary 8. Let $Q'_-, Q'_+$ be as in Cor. 4, $\prec$ be a (partial) strict order over $Q'$, and $Q'_\text{sort}$ be a sorting of $Q'_-$ based on some linearization of $\prec$. Further, define $Q'_\text{sort}$ as the list resulting from the concatenation $Q'_+ || Q'_-\text{sort}$. Then, if such a query $Q^\star \subseteq Q'$ exists, $\text{MINQ}$, given the other inputs as stated in Prop. 29, returns a query $Q^\star \subseteq Q'_+$. Otherwise, it returns a query that is optimal regarding the QCM $c_{\text{max}}$.\hfill $\Box$
Note that (under the assumption of P ≠ NP) it is not achievable by a single MINQ-call to find a minimum-cardinality query with the same QP as Q'. One way to see this is by the fact that MINQ runs in polynomial time (modulo the time required for calls to ISQPARTCONST), as observed in [Kodler 2015] Prop. 8.8, and by Prop. 24 which states that finding cardinality-minimal QP-preserving queries is already an NP-hard problem for explicit-entailments queries Q', a subclass of all queries in QD. Hence, assuming MINQ to be a polynomial procedure for finding QP-preserving subqueries of minimal size for arbitrary queries Q' ∈ QD would imply in particular the existence of a polynomial procedure for the problem over the said subclass of queries because ISQPARTCONST can be reduced to set comparisons and therefore runs in polynomial time for explicit-entailments queries (see Prop. 9). Thus, we could in this case derive the equality P = NP.

Furthermore, we point out that there might be multiple preferred queries since Def. 19 assumes an arbitrary linearization of the partial order ≺. However, if there are multiple preferred queries, then all of them are incomparable w.r.t. ≺. That is, they stand in no necessary preference relationship with each other in the sense of Def. 18.

Example 24 Let $Q'_\text{sort} = [a_1, b_1, b_2, a_2, c_1, c_2]$ where $\{x_1, x_2\}$ constitute all possible preferred queries and $x_1 \prec x_2$ are the only preferences given, for $x \in \{a, b, c\}$. In this case, MINQ will return $\{b_1, b_2\}$ since its rightmost element (b2, index 3 in $Q'_\text{sort}$) is the leftmost of all rightmost elements $x_2$ for $x \in \{a, b, c\}$ (indices of other rightmost elements are 4 for $a_2$ and 6 for $c_2$). But, $\prec$ admits e.g. also the sorting $Q'_\text{sort} = [c_1, c_2, a_1, b_1, b_2, a_2]$ which would involve the output of $\{c_1, c_2\}$. Since no $c_i$ is comparable with any $x_i$ for $x \in \{a, b\}$ and $i \in \{1, 2\}$, $\prec$ is indifferent between the sets $\{b_1, b_2\}$ (result in the first case) and $\{c_1, c_2\}$ (result in the second case). Obviously, there is also a sorting which favors $\{a_1, a_2\}$. If however $\prec$ includes additionally $a_2 \prec c_1$, then $\prec$ always prefers $\{a_1, a_2\}$ to $\{c_1, c_2\}$ and the only possible outcomes, depending on the used linearization of $\prec$, are $\{a_1, a_2\}$ or $\{b_1, b_2\}$. □

Let us now reconsider our running example to see the results of applying Step 2 to the expanded query computed in Ex. 21.

Example 25 Recall from Ex. 20 that the final computed query, if possible, should contain only literals or simple implication sentences of the form $X \rightarrow Y$ for literals $X, Y$. Therefore, the expanded query $Q'$ (see Ex. 20) is to be partitioned into the preferred sentences $Q'_+ = \{K \rightarrow E, C \rightarrow B, C \rightarrow \neg M, E \rightarrow X, K \rightarrow \neg M, E \rightarrow \neg M, B \rightarrow \neg M\}$ and dispreferred ones $Q'_- = \{E \rightarrow \neg M \land X\}$. Given the (ordered) list $Q'_\text{sort} := Q'_+ \parallel Q'_-$ (see equations below, cf. Cor. 7) as well as $\mathcal{Q} := \mathcal{Q}_{21}$ (QP of $Q'$, see Ex. 19) and the DPI $\text{DPI} := \text{ExK}$ (see Tab. 3) as inputs, we roughly illustrate the functioning of MINQ. At this, we assume that MINQ splits the still relevant sublist of $Q'_\text{sort}$ in half in each iteration (this yields the lowest worst case complexity, cf. [Junker 2004]). Further, the single underlined sublist denotes the current input to the function ISQPARTCONST, the double underlined elements are those that are already fixed elements of the returned solution $Q^*$, and the grayed out elements those that are definitely not in the returned solution $Q^*$. Finally, $\times$ and $\checkmark$ signify that the QP of the underlined subquery is different from
or equal to $\mathfrak{B}$, respectively. Next, we show the algorithm’s actions on $Q'_{\text{sort}}$:

\begin{align*}
[K \to E, C \to B, C \to \neg M, E \to X, K \to \neg M, E \to \neg M, B \to \neg M, E \to \neg M \land X] & \quad \checkmark \\
[K \to E, C \to B, C \to \neg M, E \to X, K \to \neg M, E \to \neg M, B \to \neg M, E \to \neg M \land X] & \quad \times \\
[K \to E, C \to B, C \to \neg M, E \to X, K \to \neg M, E \to \neg M, B \to \neg M, E \to \neg M \land X] & \quad \times \\
[K \to E, C \to B, C \to \neg M, \underline{E} \to X, K \to \neg M, E \to \neg M, B \to \neg M, E \to \neg M \land X] & \quad \times \\
[K \to E, C \to B, C \to \neg M, \underline{E} \to X, K \to \neg M, E \to \neg M, B \to \neg M, E \to \neg M \land X] & \quad \checkmark
\end{align*}

For instance, in the first line, ISQPARTCONST returns $\text{true}$ (see $\checkmark$) since the (underlined) left half $Q'_{\text{sort}[1..4]}$ is still a query with the same QP (i.e. $\mathfrak{B}_{21}$) as $Q'$. Thence, the right half of elements can be dismissed (one solution is guaranteed to be in the left half). The latter is again split in half and the left part $Q'_{\text{sort}[1..2]}$ is tested by ISQPARTCONST, which returns negatively (line 2). The reason is that $\mathfrak{B}_D(Q'_{\text{sort}[1..2]}) = \{{D_1, D_4, D_5, D_6}, \{D_2, D_3\}, \emptyset\} \neq \{{D_4, D_5}, \{D_1, D_2, D_3, D_6\}, \emptyset\} = \mathfrak{B}_{21}$. Thus, a half of the right part is added to the left part, yielding $Q'_{\text{sort}[1..3]}$ (see underlined elements in line 3), and again tested. Once more it is found that $\mathfrak{B}_D(Q'_{\text{sort}[1..3]}) = \{{D_4, D_5}, \{D_1, D_2, D_3\}, \{D_6\}\} \neq \mathfrak{B}_{21}$. Note, due to the positive ISQPARTCONST check in line 1, it is now clear that $E \to X$ (see double underline in line 4) must be in the solution $Q^*$. From now on, $E \to X$ is part of any input to ISQPARTCONST argument. Since $Q'_{\text{sort}[1..2]}$ (along with $E \to X$) has the QP $\langle\{D_4, D_5\}, \{D_2, D_3, D_6\}, \{D_1\}\rangle$ (see line 4), it is now a fact that $C \to \neg M$ must as well be an element of $Q^*$. Eventually, the (positive) ISQPARTCONST test for $Q'_{\text{sort}[3..4]}$ (see line 5) proves that the latter must be a $\subseteq$-minimal subquery $Q^*$ of $Q'$ with QP $\mathfrak{B}_{21}$. Lastly, $Q^*$ is returned.

We observe that, $Q^* \subseteq Q'_{\text{sort}}$ holds, as required. That is, the returned query contains only preferred sentences.

**Complexity of P3.** Step 1 requires exactly 2 calls of the function $\text{Ent}_{\text{ET}}$, if there is a reasoner implementing such a function directly (see page 54). Alternatively, using a consistency checker $\text{CC}$ to realize $\text{Ent}_{\text{ET}}$ (see page 54), the latter requires maximally a constant number $t$ of consistency checks. The complexity of $\text{Ent}_{\text{ET}}$ (and of consistency checks) depends on the expressivity of the underlying knowledge representation formalism. Hence:

**Proposition 30.** Step 1 of P3 runs in $O(1)$ time (modulo reasoning time).

Step 2, as was shown by [Rodler 2015] (for MINQ) and originally by [Junker 2004] (for QUICKXPLAIN), requires a polynomial number of calls to ISQPARTCONST:

**Proposition 31.** MINQ runs in $O(|Q^*| \log_2 \frac{|Q'|}{|Q^*|})$ time (modulo the time required for ISQPARTCONST).

In order to further refine this result, let $Q'_{\text{sub}} \subseteq Q'$ be any subquery of $Q'$. Then ISQPARTCONST, given the argument $Q'_{\text{sub}}$, verifies the preserved membership of each $D \in \mathcal{D}$ in its respective part of the QP, i.e. whether $D \in \mathcal{D}_Z(Q') \implies D \in \mathcal{D}_Z(Q'_{\text{sub}})$ for $Z \in \{+, -, 0\}$. We note that each $D \in \mathcal{D}^+(Q')$ is also an element of $\mathcal{D}^+(Q'_{\text{sub}})$ by Prop. 4. Hence, the membership verification is only necessary for the diagnoses in $\mathcal{D}^-(Q') \cup \mathcal{D}^0(Q')$. Moreover, by logical monotonicity and Prop. 4, each diagnosis in $\mathcal{D}^-(Q')$, if not in $\mathcal{D}^0(Q'_{\text{sub}})$, can be in $\mathcal{D}^0(Q'_{\text{sub}})$ or...
and xor-gates fail with a probability of \( \frac{1}{2} \). Suppose we got the information from the manufacturer of the gates that and-, or- and xor-gates fail with a probability of 0.05, 0.02 and 0.01, respectively. As we have already

**Example 26** Suppose we got the information from the manufacturer of the gates that and-, or- and xor-gates fail with a probability of 0.05, 0.02 and 0.01, respectively. As we have already
discussed (cf. Ex. 8), the set of minimal diagnoses for ExM2K (see Tab. 2) is $\min D_{\text{ExM2K}} = \{D_1, D_2, D_3\} = \{\{\alpha_1\}, \{\alpha_2, \alpha_4\}, \{\alpha_2, \alpha_5\}\}$ corresponding to the (abnormality assumptions of the) sets of components $\{\{X_1\}, \{X_2, A_2\}, \{X_2, O_1\}\}$. Let the leading diagnoses be $D := \min D_{\text{ExM2K}}$. Exploiting the formula given in [de Kleer and Williams, 1987, Sec. 4.4], the diagnoses probabilities (normalized over $D$ and rounded) amount to $(p(D_1), p(D_2), p(D_3)) = (0.93, 0.05, 0.02)$.

(Phase P1:) Starting from the initial partition $\langle \emptyset, D, \emptyset \rangle$, the generated successors are $\mathcal{P}_1 := \langle \{D_1\}, \{D_2, D_3\}, \emptyset \rangle$, $\mathcal{P}_2 := \langle \{D_2\}, \{D_1, D_3\}, \emptyset \rangle$ and $\mathcal{P}_3 := \langle \{D_3\}, \{D_1, D_2\}, \emptyset \rangle$. Note that all these successors are QPs (proven by Prop. 16). Assuming the same QSM $m$, threshold $t_m$, heuristic $h$ and pruning function as used in Ex. 19, the heuristic values $h(\mathcal{P}_1), h(\mathcal{P}_2), h(\mathcal{P}_3)$ of these QPs are $0.43, 0.45, 0.48$. Since $\mathcal{P}_1$ has the best (i.e. least) $h$-value, but is not a goal, P1 continues with the expansion of $\mathcal{P}_1$ after storing $\mathcal{P}_1$ as the currently best visited QP so far. However, since $p(D^+(\mathcal{P}_1)) = 0.93 > 0.5$, the pruning criterion is met and no successors are generated. Instead, the next best sibling of $\mathcal{P}_1$, namely $\mathcal{P}_2$ is considered. Here, no pruning takes place and the successors generated based on the $\leq$-minimal traits (cf. Def. 17) $T_{\text{min}}(\mathcal{P}_2) = \{D_2^{(2)}, D_3^{(2)}\} = \{\{\alpha_1\}, \{\alpha_2, \alpha_5\}\}$ are $\mathcal{P}_{21} := \langle \{D_2, D_1\}, \{D_3\}, \emptyset \rangle$ and $\mathcal{P}_{22} := \langle \{D_2, D_3\}, \{D_1\}, \emptyset \rangle$ with $h(\mathcal{P}_{21}) = 0.48$ and $h(\mathcal{P}_{22}) = 0.43$. Due to the facts that for $\mathcal{P}_{21}$ the pruning condition is satisfied, $\mathcal{P}_{22}$ has no successor QPs (cf. Cor. 3), and none of $\mathcal{P}_{21}, \mathcal{P}_{22}$ is a goal, P1 backtracks and proceeds with the QP $\mathcal{P}_3$. In an analogue way as shown for $\mathcal{P}_2$, the successor QP $\mathcal{P}_{31} := \langle \{D_3, D_1\}, \{D_2\}, \emptyset \rangle$ is generated. Note that P1, in that it stores diagnoses that must not be moved from $D^-$ to $D^+$ to avoid duplicates (for details see the extended version of the paper [Rodler, 2016 p. 92 ff.]), does not generate $\mathcal{P}_{32} := \langle \{D_3, D_2\}, \{D_1\}, \emptyset \rangle$ because it is equal to $\mathcal{P}_{22}$ which has already been explored. Again, no successors are generated for $\mathcal{P}_{31}$ (pruning). Hence, the complete (pruned) backtracking search tree has been constructed and the stored best (of all) CQP(s) for $D$, $\mathcal{P}_1$, is returned.

(Phase P2:) Let us suppose that a globally optimal query w.r.t. the QCM $c_{\Sigma}$ (see page 29) over the restricted search space considered by P2 (see Theorem 6) is desired by the user (accounted for by setting enhance := false, see Alg. 2). Moreover, let the expected cost of testing an and-, or- and xor-gate, respectively, be 1, 3 and 2. Then $T_{\text{min}}(\mathcal{P}_1) = \{D_2^{(1)}, D_3^{(1)}\} = \{\{\alpha_2, \alpha_4\}, \{\alpha_2, \alpha_5\}\}$ is used to extract the $c_{\Sigma}$-optimal query $Q^* = \{\alpha_2\} = \{\text{beh}(X_2)\} = \{\text{out}(X_2) = \text{xor}([\text{in}(1,X_2), \text{in}(2,X_2)])\}$ as the minimal hitting set with least cost ($c_{\Sigma}(Q^*) = 2$) of all elements of $T_{\text{min}}(\mathcal{P}_1)$ (cf. Prop. 23). Note, the (only) other possible $\leq$-minimal explicit-entailments query for $\mathcal{P}_1$ is $Q := \{\alpha_4, \alpha_5\}$ with a cost of $c_{\Sigma}(Q) = 1 + 3 = 4$. $Q^*$ is a direct component probe (cf. Ex. 9 and [Brodie et al., 2003]) and can be understood as the question “Does gate $X_2$ work properly?”.

(Phase P3:) Given that a query optimized over the full search space is wanted, enhance must be set to true in Alg. 2. This causes the execution of phase P3 (instead of phase P2). As an input Inf to Alg. 2 we assume e.g. some constraint propagator, similar to the one described in [de Kleer and Williams, 1987], which computes predictions of the values at the circuit’s wires (cf. Fig. 2). Moreover, we suppose that the preferred entailment types ET are exactly those stating values of wires, e.g. $\text{out}(A_1) = 1$. 
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In $P_3$, the CQ of $\Omega_1$, given by $Q := U_D \setminus U_{D^+(\Omega_1)} = \{\alpha_1, \alpha_2, \alpha_4, \alpha_5\} \setminus \{\alpha_1\} = \{\alpha_2, \alpha_4, \alpha_5\}$ (cf. Lem. 7), is first needed for the query enhancement (Step 1). To this end, the query expansion, $Q_{exp}$, is computed as per Eq. 24 as $[\text{Ent}_{ET}(\{\alpha_3\} \cup \{\alpha_2, \alpha_4, \alpha_5\} \cup \{\alpha_6, \ldots, \alpha_{17}\} \cup \emptyset) \setminus \text{Ent}_{ET}(\{\alpha_3\} \cup \{\alpha_6, \ldots, \alpha_{17}\} \cup \emptyset)] \{\alpha_2, \alpha_4, \alpha_5\} = [\text{Ent}_{ET}(\text{beh}(A_1)) \cup \{\text{beh}(X_2), \text{beh}(A_2), \text{beh}(O_1)\}) \setminus \{\text{beh}(X_2), \text{beh}(A_2), \text{beh}(O_1)\}] = \{\{\text{out}(X_1) = 0, \text{out}(A_2) = 0, \text{out}(A_1) = 0\}, \{\text{out}(A_1) = 0\}, \{\text{beh}(X_2), \text{beh}(A_2), \text{beh}(O_1)\} = \{\{\text{out}(X_1) = 0, \text{out}(A_2) = 0\}, \{\text{beh}(X_2), \text{beh}(A_2), \text{beh}(O_1)\}] = \{\text{out}(X_1) = 0, \text{out}(A_2) = 0\}$.

Next, the contraction of the expanded query $Q' = Q \cup Q_{exp}$ = \{beh(X_2), beh(A_2), beh(O_1), out(X_1) = 0, out(A_2) = 0\} (see Eq. 25) takes place (Step 2).

Let us assume that no preference order over query sentences is given, except that a user wants to avoid direct component tests (input argument $pref$, see Alg. 2). In other words, the query should not include any $\text{beh}(.)$ sentences. This is reflected by setting $Q'_{+} := Q_{exp}$ and by specifying the input to $\text{MINQ}$ as the (ordered) list $Q_{sort} = Q'_{+}||Q'_{-} = \{\text{out}(X_1) = 0, \text{out}(A_2) = 0, \text{beh}(X_2), \text{beh}(A_2), \text{beh}(O_1)\}$ (cf. Cor. 7). In an analogous manner as illustrated in Ex. 25, $\text{MINQ}$ determines an optimized contracted query $Q^*$ as $\{\text{out}(X_1) = 0\}$. We note that this is the only $\subseteq$-minimal query satisfying Cor. 7 because the only other $\subseteq$-minimal query comprising only elements from $Q'_{+}$ is $Q_{alt} := \{\text{out}(A_2) = 0\}$ which has not the QP $\Omega_1$, i.e. is not QP-preserving. The actual QP $\Omega_1(\{\text{alt}\})$ of $Q_{alt}$ is $\{\{D_1, D_2\}, \{D_3\}, \emptyset\}$. Hence, Alg. 2 suggests to probe at the wire connecting gate $X_1$ with gates $X_2$ and $A_2$. Taking into account the query outcome probabilities estimated from the given component fault probabilities, we see that there is a strong bias (probability 0.93, cf. Eq. (13)) towards a measurement outcome of $\text{out}(X_1) = 0$. In this case, as we have shown in Ex. 1, only a single measurement is needed to single out $D_1$ as the actual diagnosis, i.e. to come to the conclusion that $X_1$ must be faulty.

4. Evaluation

4.1 The Experiments

The Used Dataset. To evaluate the presented algorithm, we used real-world inconsistent knowledge-based (KB) systems, i.e. KBD-DPIs. The reasons for this are as follows:

1. As shown in Sec. 2.3, any MBD problem (i.e. an MBD-DPI as per Def. 2) can be reduced to and hence viewed as a KBD problem (i.e. a KBD-DPI).
2. The type of the system underlying a DPI is irrelevant to our methods, only the DPI size (number of logical sentences), the DPI structure (size, # or probability of diagnoses), and – for the optional phase $P_3$ – the DPI (reasoning) complexity (expressivity of the underlying logic $\mathcal{L}$) are critical.
3. KB systems pose a hard challenge for query selection methods due to the implicit nature and the generally infinite number of the possible queries. That is, the possible queries are not explicitly given, but must be derived by inference. For instance, in a digital circuit, all probing locations are given by all of the circuit’s wires, which are known from the beginning. In the case of, e.g., a medical KB, however, the set of all possible sentences (common entailments of sub-KBs, cf. Prop. 5) that might occur in questions to a medical
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18. Note that (in most logics) each sentence, i.e. element of a query, can be rewritten in infinitely many ways, each time resulting in a semantically equivalent, but syntactically different sentence (cf. the argumentation in Rem. 2).
### Optimized Measurements for Sequential Diagnosis

| KB $\mathcal{K}$          | $|\mathcal{K}|$ | Expressivity $^a$ | $\#D/\text{min}/\text{max}$ $^b$ |
|---------------------------|-----------------|---------------------|-----------------------------------|
| University (U) $^c$        | 49              | $\text{SOIL}^{(D)}$ | 90/3/4                            |
| MiniTambis (M) $^c$        | 173             | $\text{ALCN}$      | 48/3/3                            |
| CMT-Conftool (CC) $^d$     | 458             | $\text{SLN}^{(D)}$ | 934/2/16                          |
| Conftool-EKAW (CE) $^d$    | 491             | $\text{SHLN}^{(D)}$| 953/3/10                          |
| Transportation (T) $^c$    | 1300            | $\text{ALCH}^{(D)}$| 1782/6/9                          |
| Economy (E) $^c$           | 1781            | $\text{ALCH}^{(D)}$| 864/4/8                           |
| Opengalen-no-propchains (O) $^e$ | 9664          | $\text{ALEHIF}^{(D)}$ | 110/2/6                          |
| Cton (C) $^e$              | 33203           | $\text{SHF}$       | 151/1/5                           |

$^a$ Description Logic expressivity, cf. [Baader et al., 2007, p. 525 ff.].

$^b$ $\#D$, $\text{min}$, $\text{max}$ denote the number, the minimal and the maximal size of minimal diagnoses (computable in $\leq 8$ h).

$^c$ Sufficiently complex systems ($\#D \geq 40$) used in [Shchekotykhin et al., 2012].

$^d$ Hardest diagnosis problems mentioned in [Stuckenschmidt, 2008].

$^e$ Hardest diagnosis problems tested in [Shchekotykhin et al., 2012].

Table 6: KBs used in the experiments.

expert are not known in advance. As a consequence, in KBD-DPIs the considered query search space is not explicit and infinite.

Tab. 6 (column 1) shows the dataset of KBs $\mathcal{K}$ used in our tests. Each $\mathcal{K}$ constitutes an inconsistent and/or incoherent OWL ontology (i.e. a KB formulated over some Description Logic $\mathcal{L}$). From each KB $\mathcal{K}$ we constructed a DPI as $DPI := \langle \mathcal{K}, \emptyset, \emptyset, \emptyset \rangle_R$ where $R := \{\text{consistency}, \text{coherency} \}$, i.e. the entries corresponding to the sets $B$, $P$ and $N$ (cf. Def. 8) were defined as empty sets. Accounting for the aspects given under bullet 2. that (potentially) affect the performance of our method, the table also shows for each constructed DPI its size in terms of $|\mathcal{K}|$ (column 2), its structure in terms of the (within 8 hours computable) number of minimal diagnoses $\#D$ (which is less or equal to $|\text{min}_D(DPI)|$) as well as the minimal ($\text{min}$) and maximal ($\text{max}$) size of a minimal diagnosis (computable within 8 hours) w.r.t. DPI (column 4), and the reasoning complexity in terms of the expressivity of the Description Logic underlying DPI (column 3).

**Experimental Settings (EXP1 – Comprehensive Evaluation of the New Method).** In our experiments, for each DPI and each $n \in \{10, 20, \ldots, 80\}$, we randomly generated 5 different $D \in \text{min}_D(DPI)$ with $|D| = n$ by using INV-HS-TREE [Shchekotykhin et al., 2014] with randomly shuffled input each of the 5 times. Each $D \in D$ was assigned a uniformly random probability and probabilities were normalized over $D$. For each of these 5 $D$-sets, we used (a) entropy (ENT) [de Kleer and Williams, 1987] and (b) split-in-half (SPL) [Shchekotykhin et al., 2012] as QSM $m$ and $c_{|\cdot|}$ (cf. page 29) as QCM $c$, and then ran phases P1, P2 and P3 to compute a query as per Theorem 7 (obtained from the execution of phases P1 and P2) and Theorem 8 (obtained from the execution of phases P1 and P3), respectively. We specified the optimality threshold $t_m$ as 0.01 (cf. Ex. 19) for $m = \text{ENT}$ and as 0 for $m = \text{SPL}$. The setting for ENT to a value higher than zero arises from the observation that there is practically never a QP for which $p(D^+)$ and $p(D^-)$ both have a probability of exactly 0.5. Note that the value of 0.01 we used is one order of magnitude smaller than the one used in other experiments, e.g. [Shchekotykhin et al., 2012], and thence the QSM properties postulated for an optimal query are...
strict and the search problem is harder. For SPL, on the other hand, it is reasonable to require the returned query to exhibit an optimal split, i.e., half of the leading diagnoses in $D^+$ and the other half in $D^-$, because such QPs are usually frequent (in case $|D|$ is an even number).

For the search in P1 we employed the simple heuristic $h$ which assigns $h(∅) = 0.5$ to a QP $Q := \langle D^+, D^-, D^0 \rangle$ (cf. Ex. 19). Similarly, we used a function $h$ where $h(∅) = \frac{|D^+|}{2}$ as a heuristic for SPL. As regards pruning in P1, we stopped the generation of successors at $∅$ if $p(D^+) \geq 0.5$ for ENT, and if $|D^+| \geq \frac{1}{2}|D|$ for SPL.

In P3 we defined the preferred entailment types $ET$ to be the results of running classification and realization reasoning services [Baader et al., 2007]. In First-Order Logic terms, this means that $ET$ restricted the computed entailments to simple definite clauses of the form $\forall X(a(X) \rightarrow b(X))$ and facts of the form $a(c)$ where $a, b$ are unary predicates and $c$ is a constant. As a Description Logic reasoner (input $Inf$ to Alg. 2) we employed HermiT [Shearer et al., 2008]. Finally, the preferences $pref$ exploited during the second step of phase P3 were set in a way that $Q^*_i := Q_{exp}$, i.e., all the (simple) sentences $Q_{exp}$ output by the reasoner were considered cost-preferred (cf. Ex. 26).

**Experimental Settings (EXP2 – Scalability Tests).** In these experiments we used $n = 500$ as a very test of the new approaches’ scalability. Since there are fewer than 500 minimal diagnoses for the DPIs U, M, O and C (see last column of Tab. 6), the dataset for these experiments consisted of the DPIs CC, CE, T and E. For each of these DPIs, we performed one run with randomly generated leading diagnoses $D$, as described above. All other settings were equal to those in EXP1 explained above.

**Experimental Settings (EXP3 – Comparison with a Method not Using the Proposed Theory).** To quantify the impact of the new theoretical notions (CQs, CQPs, traits) exploited by Alg. 2 in order to drastically reduce reasoning activity during query computation, we compared Alg. 2 with a method that is as generally applicable (in terms of logics and reasoner independence, handling of implicit query spaces, cf. Sec. 1), but does not use these notions. A generic such algorithm is described, e.g., in [Schechotykhin et al., 2012, Alg. 2]. To give this algorithm a name and to clearly distinguish it from the newly proposed method (NEW), we call it OLD in Sec. 4.2.

In a nutshell, this algorithm, starting from the set of leading diagnoses $D$, enumerates all subsets $D^+$ of $D$ in the form of a recursive binary tree. At each leaf node, corresponding to one $D^+ \subset D$, a query is created. The latter is accomplished by calling a reasoner to compute a set of common entailments $X$ of all diagnoses in $D^+$ (cf. Prop. 5). In case this set $X$ is non-empty, the diagnoses in $D \setminus D^+$ are assigned to their respective set (i.e., $D^+(X), D^-(X) \text{ or } D^0(X)$) according to Prop. 5 by means of a reasoner. We call the tests whether $X \neq \emptyset$ (query is non-empty) and whether $D^+(X) \neq \emptyset, D^-(X) \neq \emptyset$ (X’s partition is a QP) query verification (cf. Def. 12). As the recursion unwinds, at each inner node of the tree, the better one among the best query found in the left and the best query found in the right subtree is returned, where query goodness is measured as per some QSM. The final query returned at the root node is minimized using QUICKXPLAIN (cf. Sec. 3.2.5).

As suggested by preliminary tests using OLD, which could not handle any more than 20 leading diagnoses for any of the DPIs in Tab. 6, we used $n \in \{5, 10, 15, 20\}$ in the comparison.
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Experiments between NEW and OLD. We ran 5 query computation iterations for both NEW and OLD per (DPI, |D|) combination (cf. EXP1). In each iteration, both NEW and OLD were applied to exactly the same leading diagnoses sets D and diagnoses probabilities. Further, the reasoner (HermiT) and the computed entailment types ET used by both methods were the same. For NEW, all other settings remained the same as in EXP1 (see above). Only phase P1 was modified in a way a brute force search over all QPs was performed (no early termination by means of any threshold, no heuristics, no pruning) to achieve best comparability with OLD as regards performance and search completeness.

Experiment Conditions. All tests were run on a Core i7 with 3.4 GHz, 16 GB RAM and Windows 7 64-bit OS.

4.2 Experimental Results

We subdivide the presentation of the experimental results into discussions of various observed aspects of the algorithms, e.g. times, reasoner calls or search space sizes. Each such set of related aspects is illustrated by a distinct figure (named in the heading of the respective paragraph). Whenever we will refer to a figure, we will mean exactly the figure mentioned in the heading. If some figure includes a secondary y-axis, which means a y-axis on the right side, then all aspects plotted with respect to the secondary axis are given in italic font (whereas those plotted based on the primary, i.e. left, y-axis are written in normal font) in the figure’s key. On the x-axis, all the plots show the 8 (or fewer) different categories (M, U, T, E, C, O, CE, CC), one for each K in Tab. 6. Every plotted point shows the respective aspect, as indicated by the figure’s key, in terms of a 5-iteration average value. That is, for each plotted point, DPI (i.e. the DPI for K) and n is fixed, whereas D varies over the 5 iterations (see the description of EXP1 in Sec. 4.1). Note that the range of n is smaller for the categories M and C because there are no 80 minimal diagnoses for these two K’s (48 for M, 15 for C, cf. Tab. 6). Further, for clarity and better visibility the plots only show the values for the (more costly to compute) QSM ENT. The values observed for the QSM SPL were always comparable or better than for ENT. The unit of times is seconds in all figures. Figures 4 – 11 address EXP1, Fig. 12 EXP2 and Fig. 13 EXP3.

Diagnoses vs. Query Computation. (Fig. 4) For both diagnoses and queries, the decisive factor influencing the computation time is the number of required inference engine calls. This connection can be clearly observed in the figure where the light and dark bars show the number of the reasoner calls for diagnoses and query computation, respectively, and the continuous and dashed lines display the respective computation times. Note that the shown query computation time (dashed line) is the sum of the times for all phases P1, P2 and P3, i.e. constitutes an upper bound of both default (i.e. phases P1+P2) and optional (i.e. phases P1+P3) mode of Alg. 2.

Algorithms that incorporate reasoners more strongly into query computation often have to limit the number of leading diagnoses to rather small numbers, e.g. 9 [Shchekotykhin et al., 2012]. This is necessary to keep query calculation practical because the worst case size of the QP search space is 2^|D|, not to mention the size of the query search space which is generally
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19. The source code implementing the experiments as well as the obtained results can be accessed on [http://isbi.aau.at/ontodebug/evaluation](http://isbi.aau.at/ontodebug/evaluation)
Figure 4: Diagnoses computation vs. query computation. D means diagnosis computation and Q means query computation. The QSM $m = \text{ENT}$ was used with the threshold $t_m = 0.01$.

Again a multiple of it. For the new method, as the figure reveals, the growth of query computation time is very moderate for increasing numbers of leading diagnoses. In fact, we can state it is at most linear, as the growth of the dashed line is at most parallel to the growth of the shaded area (note the logarithmic y-axes). Sometimes the time even sinks after raising $|D|$, e.g. for the cases $|D| \in \{70, 80\}$ for U, T and CC. In spite of its slight tendency to increase, the query computation time, by absolute numbers, is always below 3.6 sec and, except for the cases involving CE with $|D| \geq 30$, always lower than 1 sec. That is: Even for high numbers of up to 80 leading diagnoses (QP search space size in $O(2^{80})$), optimized queries (as per Theorems 7 and 8) are computed within almost negligible time.

This is due to the main merit of the new algorithm, which is the avoidance (in default mode) or minimization (in optional mode) of reasoner calls. Essentially, the slight tendency of the new algorithm’s computation time to increase for larger diagnoses sets can be primarily attributed to increased costs of step 2 in phase P3, and secondarily to the substantially larger QP search space explored by phase P1 (see also Figures 5, 8 and 11 for an illustration of this fact). On the other hand, the reasoning costs of step 1 in phase P3 tend to fall as a response to increasing $|D|$ since the sizes of the arguments to the two $\text{Ent}_{ET}$ calls in Eq. (24) tend to decrease given a higher $|D|$. Second, despite an increased effort faced by phase P2 for growing $|D|$, the absolute times required by P2 are so small (between about $10^{-5}$ and $10^{-3}$ sec) that they hardly carry weight (see also Fig. 11).

The extension of the QP search space has not such a high impact due to the used heuristic functions that proved to guide the algorithm rather quickly towards a goal QP and due to the used tree pruning which avoided the exploration of hopeless subtrees. The higher costs of step 2 in phase P3 can be explained as follows: Whereas the number of $\text{ISQPARTCONST}$ calls is dictated by $|Q|$ which does not (directly) depend on $|D|$, the number of reasoner calls within each call of $\text{ISQPARTCONST}$ does depend (linearly) on $|D|$ (see Prop. 32).
We further point out that the time axis (right y-axis) is logarithmic, i.e. an increase of 1 on the axis means an actual increase of one order of magnitude. One conclusion we can draw from this is that whenever diagnoses computation requires non-negligible time, let us say more than 10 sec, then query computation is always at least one order of magnitude and up to more than two orders of magnitude, i.e. a factor of 100 (case O, 80 diagnoses), faster than diagnoses computation. Note that the diagnoses computation time grows exponentially with $|D|$, i.e. our data shows quite constant time growing factors averaging to approximately 2 (visible by the mostly constant slope of the gray line in the figure) for all eight DPIs in Tab. 6. Hence, computing 10 diagnoses more implies about the double computation time. Therefore, with the new method: Whenever the computation of a set of diagnoses is feasible, the generation of an optimized query regarding the computed diagnoses is feasible and often significantly more efficient than the computation of diagnoses. Optimized query computation is thence a minor problem as compared to diagnoses computation.

**Comparison of Times for Phases P1, P2 and P3. (Fig. 5)** The figure depicts the relative proportion of the overall query computation time consumed by the different phases of Alg. 2. It is evident that phase P3 accounts for more than $\frac{7}{8}$th of the computation time in all test runs. If we exclude the case U – for which the algorithm’s computation time was the lowest amongst all DPIs in Tab. 6 i.e. below 0.1 sec for all runs, cf. Fig. 4 – then P3 is even responsible for more than 97% of the computation time in all runs. This reminds us again of the fact that reasoning (which is only performed in P3) has a substantially higher impact on the efficiency of query computation than the combinatorial problems solved in P1 and P2.

This suggests a variant of Alg. 2 which always runs the very fast P1+P2 first and shows the result to the user. Meanwhile in the background, or alternatively on demand, the algorithm executes P3 to further optimize the already computed query. In this manner the user can always get a first query suggestion *instantaneously.*
Moreover, we recognize that P2 (see the thin black area between the darker and lighter shaded areas in the figure), although it solves an NP-hard problem in general, makes up a negligible fraction of the method’s computational load due to its fixed parameter tractability (cf. Prop. 24). It is by far the fastest phase of the algorithm. Thus, even for large numbers of leading diagnoses, the solved hitting set problem remains easy.

What we also point out is that the query expansion (P3, step 1) is sometimes (for C and CE) the most influencing factor regarding the computation time for small |D| and successively loses importance against the query contraction (P3, step 2) as |D| is increased. Reasons for this were discussed above.

Summary of Phase P1. (Fig. 6) By considering the generated and expanded QPs and the branching factor we get an impression of how the search tree looks like in P1. First, it is apparent that the number g of generated QPs is approximately proportional to the number of leading diagnoses |D|, i.e. $g \approx c|D|$, where the factor c averages to $\langle 1.94, 1.86, 1.67, 1.75, 2.07, 2.27, 2.63, 1.99 \rangle$ for $\langle M, U, T, E, C, O, CE, CC \rangle$. Hence, we can state that, on average, for a very small threshold $t_m$ of 0.01 (and 0), an optimal QP w.r.t. ENT (and SPL) can be found by generating no more than $3|D|$ QPs. As a consequence, the effort arising in P1 – notabene with heuristic and pruning – grows linearly with the number of leading diagnoses. By absolute numbers, $g$ was always below 200 (with a maximum of 187 for the case CE with |D| = 80).

Second, we notice that the branching factor as well as the number of expanded QPs are approximately proportional, but grow sublinearly with regard to |D|. For instance, for 10, 40 and 80 leading diagnoses, the branching factor and number of expanded QPs amounted on average...
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(over all eight DPIs) to 6, 12 and 16 as well as 3.8, 7.0 and 8.5, respectively. That is, somewhat surprisingly, the branching factor is a rough (upper bound) estimate for the number of explored QPs until a goal is found. Moreover, continuously increasing the number of diagnoses, always by the same constant, leads to increases in the number of expanded QPs and in branching factor by continuously smaller factors. One reason for this is the tendency of diagnoses (and thus of their subset-minimal traits) to overlap more frequently if more diagnoses are computed. This overlap means that there are fewer equivalence classes as per Cor. 3 and thence affects the branching factor negatively.

Concerning the time required for P1 (black dashed line), we see that the maximum time over all cases was below 0.03 sec and, excluding the DPI CE, below 0.01 sec. Therefore, an optimal QP (w.r.t. the threshold 0.01) can always be computed in less than 1/20th of a second.

Let us now draw our attention to the quality of the computed QP and imagine a thought horizontal line at 0.01 (left y-axis) denoting the specified threshold. It is easy to verify that the QSM-value of the computed QP (line labeled with the + signs) is always below this line, i.e. a QP with at least the required quality was determined in all cases. This analysis additionally shows that, although the threshold is at 0.01, the actually achieved QSM-value is quite close to the optimal QSM-value w.r.t. ENT, which is very close to zero (line labeled with the x signs). Note, w.r.t. SPL the optimal QSM-value of 0 was always hit. The optimal QSM-value was ascertained by performing a brute-force search over all QPs (cf. Fig. 11) and storing the best found QSM-value.

Finally, the size of the canonical query, which constitutes an upper bound of the size of a query constructible in phase P2, attains values between 2.8 (U, 80) and 28.4 (CE, 50). The size of the CQ depends on the overlapping of the diagnoses in the $D^+$ set with those in the $D^-$ set of the respective (C)QP. The higher it is, the lower the cardinality of the CQ (cf. Lem. 7).

Summary of Phase P2. (Fig. 7) In P2, the query with optimal QCM $c_{|1}$ (see page 29) is computed by performing a uniform cost hitting set search over the collection of all $\subseteq$-minimal traits of the optimal QP found in P1. The number of generated nodes measures the necessary effort for the hitting set tree construction and depends on the number of $\subseteq$-minimal traits (number of sets to be hit), their cardinality (branching factor of the hitting set tree) and their overlapping (the higher it is, the lower the depth of the tree and the minimum cardinality query tend to be). For $|D| \in \{10, 40, 80\}$, the average and maximal numbers of generated nodes are $\langle 8.5, 8.5, 28.9 \rangle$ and $\langle 19, 16, 143 \rangle$, respectively. That is, the size of the generated tree is easily manageable, even for large sets of leading diagnoses. This fact is confirmed by the negligible time (in all runs between $\frac{1}{100,000}$ and $\frac{6}{1000}$ sec) consumed by P2 (see the white squares in the figure).

The average size (where the average is taken over the traits of the optimal QP returned by phase P1) of the $\subseteq$-minimal traits is very small with an average / maximum of 1.59 / 2.75 over all cases, except for CE. For CE, we measure an average / maximum of 3.88 / 5.24. Hence, the branching factor of the hitting set tree is very low and the number of generated nodes is significantly higher for CE than for the other tested DPIs.

An explanation for the tendency of $\subseteq$-minimal traits to shrink for higher $|D|$ (which can be best observed for the cases T, E and CE, see the figure) is the tendency of diagnoses to more frequently overlap, if more diagnoses are computed (cf. Def. 17). The number of $\subseteq$-minimal traits, on the other hand, is proportional to $|D|$, which is quite intuitive as the number
Figure 7: Summary of P2. Min traits means \( \subseteq \)-minimal traits w.r.t. the (fixed) QP returned by phase P1. Min-card means minimum-cardinality. Gen HS nodes refers to the generated nodes in the constructed hitting set tree. The size reduction of the CQ is computed as \( 1 - \frac{|Q^*|}{|Q|} \) * 100\% where \( Q \) is the CQ and \( Q^* \) the query output by P2.

The median of the size of the query with optimal QCM computed by P2 is 3.8 sentences (see the light gray bars). The achieved size reduction, starting from the CQ of the optimal QP returned by P1 and given as input to P2, ranges from zero percent (cases M, 5 and U, 8 and C, 15), where the CQ coincides with the QCM-optimal query, to more than 80\% (case CE, 60). In the latter case, CQs of average sizes of 27 are reduced to an average size of 5.

Summary of Phase P3. (Fig. 8) As the complexity analysis in Sec. 3.2.5 suggests, the crucial factors determining the efficiency of P3 are the number and the complexity of the required reasoner calls. For the first step of P3, these are the calls to \( \text{Ent}_{ET} \) (cf. Eq. 24). The figure (black bars) reminds us of the fact that their number is constant, i.e. 2, independent from other parameters. Consequently, only the complexity of the \( \text{Ent}_{ET} \) calls has an effect on the hardness of P3, step 1. As becomes clearly evident in the figure, this complexity is ruled by (the complexity, expressivity and number of implicit entailments of) the KB \( \mathcal{K} \) of the respective DPI, i.e. the black dashed line is more or less constant for each DPI. However, it tends to slightly decrease upon increasing \( |D| \). This is exactly what one would expect (cf. the discussion of Fig. 4 above). Note, the time consumed by P3, step 1 (continuous black line) is exactly proportional to the time needed for an \( \text{Ent}_{ET} \) call, which confirms that there are no other significant factors influencing the complexity of this computation step. By absolute numbers, the time per \( \text{Ent}_{ET} \) call never exceeded 0.2 sec.

As regards the second step of P3, the number and complexity of the \( \text{ISQPARTCONST} \) calls is decisive. The former is again influenced by the KB \( \mathcal{K} \) because its complexity and expressivity
affects the number of computed entailments in P3, step 1. These in turn have an impact on the size of the expanded query, $|Q'|$, which rules the number of $\text{isQPartConst}$ calls (cf. Prop. [32]). In comparison to other DPIs, CE requires a relatively high number of $\text{isQPartConst}$ calls (up to roundly 50) on account of the large size of the computed query expansion in P3, step 1 (see Fig. 9). That is, the reasoner $\text{Inf}$ returned substantially more implicit entailments for CE than for other DPIs. The complexity of an average $\text{isQPartConst}$ call is on the one hand determined by $|D|$ (as discussed above), thus slightly increasing for each DPI (see the figure), and on the other hand by the reasoning complexity of the respective KB $\mathcal{K}$. For example, in case of O, although the average number of $\text{isQPartConst}$ calls is clearly larger than for E, the latter requires more time one average for P3, step 2 due to the higher complexity per call (dashed transparent line). Over all runs, no call of $\text{isQPartConst}$ took longer than 0.01 sec and the time for P3, step 2 was always below 3.5 sec.

**Query Evolution.** (Fig. 9) In this figure we see the comparison of the intermediate results in terms of the query size throughout phases P1 and P3 (optional mode of Alg. 2). First, phase P1 returns a QP (from which the CQ $Q$ can be immediately computed, see Lem. [7]). Then the CQ is enriched in phase P3, step 1 resulting in the expanded query $Q'$. This query is finally contracted again yielding the output query $Q^*$. We see that $Q$ is always larger than $Q^*$, i.e. altogether the enlargement and later reduction of the CQ $Q$ produces a query smaller than $Q$. Note, $|Q|$ is a theoretical lower bound of $|Q'|$ (cf. Eq. [25]) and hence always lower than $|Q'|$. As we already discussed above, the size of $Q'$ in relation to the size of $Q$ depends very much on the expressivity and (logical) complexity of the KB. Therefore, $|Q'|$ is larger for, e.g., CC than for, e.g., O, even though the size of $Q$ is approximately equal in both cases. In figures, $|Q|$ for O and CC averages to 8.9 and 10.1, whereas $|Q'|$ for O and CC amounts to 29.4 and 52.5. The most implicit entailments could be computed in case of CE, with average sizes of the expanded query $Q'$ of 268. These differences in the number of entailments can be best seen by considering the query expansion factor (dashed
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**Figure 8:** Summary of P3.
transient line) which ranges from 9.8 to 17.2 sec, e.g., CE and from only 1.4 to 1.7 sec, e.g., U.

The query reduction factor (dotted line), on the other hand, measures the degree of contraction effectuated by P3, step 2. A reduction factor of \( k \) means that the size of the contracted and optimized query is \( \frac{1}{k} \) th of the expanded one, \( Q^* \). The maximal values of \( k \) are around 65 for, e.g., CE and around 3 for, e.g., U. That is, for CE CQs of average size 268 are reduced to optimized queries of average size 5 while for U CQs averaging to 7.0 are minimized to queries averaging to 3.5. Nevertheless, the size of the finally output query \( Q^* \) does not fluctuate very strongly (gray continuous line) and has a median of 3.4.

**Query Computation vs. Debugger Reaction Time.** (Fig. 10) On the one hand, the figure shows the absolute reaction time (translucent line) of the debugger, i.e., the time passing between the submission of a query answer and the provision of the next query. In other words, the reaction time is the time required for leading diagnoses computation plus the time for query generation. On the other hand, the figure gives insight into which proportion of the reaction time is due to query computation, where phases P1+P2 (dashed line) and P3 (dotted line) of the query computation are shown separately, and which proportion is due to diagnoses computation (difference between 100 on the left y-axis and the dotted line). The debugger’s reaction time ranges from 0.15 sec (U, 10) to 8 min 50 sec (CE, 80). Over all eight DPIs, the average reaction times for \( |D| \in \langle 10, 20, 30, 40, 50, 60, 70, 80 \rangle \) are \( \langle 0.8, 2.0, 3.2, 6.2, 16.5, 46.3, 87.9, 223.6 \rangle \). It is apparent from the figure that the reaction time grows superlinearly with increasing \( |D| \). For all DPIs separately, the average factor by which the reaction time grows upon adding ten leading diagnoses is between 1.65 and 2.56. The average growing factor over the entire data is roundly
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Figure 10: Query computation vs. debugger reaction time. Reaction time refers to the time passing between the submission of a query answer and the finalization of the next query’s computation.

2. That is, the reaction time is about doubly as high, if the number of leading diagnoses is raised by ten.

However, using the presented algorithm, the time spent for query computation accounts for only a minor fraction of the reaction time. In particular, whenever the reaction time is not very quick, i.e. it is, say, beyond 10 sec, the query computation is always responsible for less than 10 percent of the reaction time when Alg. 2 is used in optional mode with query expansion and optimization, and for less than 3 per mill of the reaction time when it is used in default mode. Hence, with the new method, whenever the debugger fails to react within short time, this is due to diagnoses computation and not due to query computation. Moreover, the fraction of the reaction time needed for computing an explicit-entailments query optimizing both the QSM and the QCM is always negligible, independent of other parameters.

Search Space Size vs. Computation Times. (Fig. 11) Here, we see a comparison of the absolute computation times of the three phases of the new method (solid lines). Furthermore, we performed a brute force search over all CQPs, on the one hand to determine the size of the search space explored in P1, i.e. the (exact) number $|\text{CQP}_D|$ of all existing CQPs for $|D|$ (see the dark shaded area in the figure, cf. Conjecture 1), and on the other hand to get an idea of the efficiency of (C)QP generation with the new algorithm. The time required for the exploration of all CQPs is shown by the framed transparent line in the figure. Additionally, the figure displays an upper bound of the size of the search space tackled by P2 (dotted line), i.e. the number of all explicit-entailments (EE) queries for the QP $\mathcal{Q} = (D^+, D^-, \emptyset)$ where $\mathcal{Q}$ is the result returned by phase P1. We calculated this upper bound as $u := 2^n - \sum_{k=1}^{m} \binom{n}{k}$ where $n := |Q_{\text{can}}(D^+)|$ and $m := |Q^*| - 1$, i.e. $2^n$ is the number of all subsets of the CQ $Q_{\text{can}}(D^+)$ of $\mathcal{Q}$ and the subtracted sum counts all subsets of $Q_{\text{can}}(D^+)$ of size smaller than the minimum-cardinality query $Q^*$ computed by phase P2. Recall, each explicit-entailments query is a subset of $Q_{\text{can}}(D^+)$ and a superset of some minimal hitting set of all (⊆-minimal) traits in $D^-$ (by Prop. 22 and Cor. 5).
Figure 11: Search space sizes versus query computation times. \( \text{CQP}_D \) denotes the set of CQPs w.r.t. the leading diagnoses \( D \). EE queries refers to explicit-entailments queries (cf. page 32). UB signalizes an upper bound. BF terms a brute force search over \( \text{CQP}_D \).

and \( Q^* \) is a hitting set of of all (\( \subseteq \)-minimal) traits in \( D^- \) of minimum-cardinality. Hence, \( u \) is indeed an upper bound of the number of all explicit-entailments queries for \( \mathcal{P} \).\(^{20}\)

It is evident from the figure that \( \mathcal{P}_1+\mathcal{P}_2 \) (default mode of Alg. 2) always finish in less than 0.03 sec outputting an optimized query w.r.t. the QSM \( m \) and the QCM \( c \). Importantly, this efficiency is independent of the type (e.g., knowledge base, physical system) of the diagnosis problem at hand. Because \( \mathcal{P}_1+\mathcal{P}_2 \) only do combinatorial computations that depend solely on the diagnostic structure of the problem, i.e. the size, number, probabilities, overlapping, etc. of diagnoses. Moreover, it takes \( \mathcal{P}_1 \) longer than \( \mathcal{P}_2 \) in all cases, and \( \mathcal{P}_1 \)’s execution time increases monotonically with \( |D| \) whereas \( \mathcal{P}_2 \)’s does not. Note that albeit \( \mathcal{P}_1+\mathcal{P}_2 \) solve Prob. 3 for a restricted search space \( S \) (cf. Theorem 7), the number \( |\text{CQP}_D| \) of CQPs w.r.t. \( D \), which is just a fraction of \( |S| \), already averages to roundly \( \langle 300, 5500, 28500, 10500, 200000, 37000, 475000, 53000 \rangle \) for \( |D| \in \langle 10, 20, 30, 40, 50, 60, 70, 80 \rangle \). That this restricted search space \( S \) is sufficiently large for all numbers of leading diagnoses \( |D| \) is also substantiated by the fact that in each single test run an optimal query w.r.t. the very small threshold \( t_m = 0.01 \) (90% smaller than the threshold used in [Shchekotykhin et al., 2012]) was found in \( S \). The number of explicit-entailments queries per QP, i.e. the factor \( c \) such that \( |S| = c|\text{CQP}_D| \) might also be substantial, as hinted

\(^{20}\) Unfortunately, we cannot make any statement about the strictness of this bound, nor can we give a non-trivial general lower bound. We nevertheless included this upper bound in the figure with the intention to give an impression of the worst-case complexity (domain over which the QCM is optimized) of \( \mathcal{P}_2 \).
Figure 12: Scalability Tests. Min-card query / expanded query / output query denote the query returned by P2 / P3 step 1 / P3 step 2. The achieved QSM value refers to the QSM ENT. Q: time means overall query computation time (ignoring leading diagnoses computation time).

by the dotted line. Although this line describes only an upper bound, it gives at least a tendency of the size of the domain over which P2 seeks to optimize the given QCM. The meaningfulness of this trend line is corroborated by the fact that the time required for P2 (bottommost line in the plot) obviously correlates quite well with it. The optional further query enhancement in P3 (omission of the search space restriction and switch to the full search space) terminates in all tests within less than 4 sec and returns the globally optimal query w.r.t. the QCM \( c_{\text{max}} \) (see Theorem 8). These practical times result from the moderate use of a reasoner in P3 (cf. Fig. 8).

In P1, also a brute force search computing all possible CQPs is feasible in most cases – finishing within 50 sec in all runs (up to search space sizes of more than 120,000) except for the \(|D| \geq 30 \) cases for the DPI CE (where up to 3 million CQPs were computed). This high computational speed is possible due to the complete avoidance of costly reasoner calls by relying on the canonical notions, CQs and CQPs.

**Scalability Tests. (Fig. 12)** The figure shows that even for an immense number of 500 leading diagnoses, Alg. 2 works in absolutely reasonable time, still producing a query optimized along the QSM and QCM dimension. The diagnoses computation times for \( \langle T, E, CE, CC \rangle \) (not depicted in the figure) are \( \langle 8, 11, 1031, 1405 \rangle \) sec. Concretely, we observe that the required overall query computation time amounts to roundly \( \langle 0.8, 3.1, 39.2, 3.0 \rangle \) sec for \( \langle T, E, CE, CC \rangle \) (gray line with white squares) and is for the most part consumed by the reasoning activity in P2 (dotted line) which depends on \(|D|\) (cf. Prop. 32).

By way of comparison, the times achieved for \(|D| = 80 \) (cf. Fig. 4) for \( \langle T, E, CE, CC \rangle \) were \( \langle 0.28, 1.11, 3.55, 0.54 \rangle \) sec, i.e. the time increase factors are roundly \( \langle 2.9, 2.8, 11.0, 5.6 \rangle \) whereas \(|D|\) was increased by the factor \( \frac{500}{80} = 6.25 \). The most significant relative increase is
due to P1 with factors around \( \langle 38, 57, 20, 48 \rangle \) (i.e. each factor is computed as time for P1 with 500 diagnoses divided by time for P1 with 80 diagnoses). However, this substantial growth does not carry weight due to the very small absolute times required by P1. Similarly, for P2, absolute times were tiny such that the calculated factors of \( \langle 6.9, 3.8, 1.7, 5.7 \rangle \) are of minor importance – contrary to the growth factors \( \langle 2.4, 2.4, 11.5, 5.0 \rangle \) measured for P3 step 2 where the highest absolute times are manifested. Note the strong correlation between the overall increase factors and the ones concerning step 2 of P3. Only for P3 step 1, times were basically decreasing, i.e. the factors in this case are \( \langle 0.9, 0.8, 1.4, 0.9 \rangle \) (which is well explainable, see above).

Whereas the computation times of phases P2 and P3 depend on the underlying DPI (see the parallel fluctuation of the respective lines in the figure, cf. discussions above), the time of P1 is mostly affected by \(|D|\) (constancy of the dashed line). In fact, P1 finished in all cases within 0.6 sec, P2 within 0.003 sec and P3 step 1 within 0.25 sec.

The achieved QSM-value for ENT was always below the postulated 0.01 (transparent framed line), confirming that a sufficiently good QP could be found in all cases. The number of QPs that had to be generated and expanded until a goal QP was identified is \( \langle 570, 622, 718, 629 \rangle \) and \( \langle 10, 12, 18, 15 \rangle \), respectively, for (T, E, CE, CC). Note the much higher search tree branching factors here, \( \langle 57, 52, 40, 42 \rangle \), than observed in EXP1, \( \langle 15, 16, 18, 16 \rangle \) (cf. Fig. 6).

Concerning the query evolution and size, we realize that the obtained values are reasonable and very similar to the ones seen in EXP1 (see, e.g., Fig. 9).

**Comparison of Alg. 2 (NEW) with a Method (OLD) not Using the Proposed Theory. (Fig. 13)**

The figure shows the results for all (DPI, \(|D|\)) combinations where OLD (see the description of EXP3 in Sec. 4.1) terminated in all 5 iterations of query computation before a predefined timeout of 1 hour elapsed. That is, for all DPIs in Tab. 6 it took OLD longer than 1 hour for \(|D| = 20\). Moreover, for T, E and CE, OLD exceeded the timeout even for \(|D| = 15\). Diagnoses computation worked reasonably in all cases, requiring always less than 2 min.

What might seem surprising at first sight is the fact that, in all cases, NEW generates at least as many (different) QPs with empty \( D^0 \) as OLD does, although both run a brute force search. Beyond that, in most of the cases the fraction \( f \) of QPs OLD is able to determine among those generated by NEW is rather small (see the size relation between light and dark gray areas in the figure). In numbers, \( f \) ranges from only 1\% (U15) to 99\% (T10). Note that the y-axis is logarithmic, i.e. albeit the light gray area for U15 seems about a third of the dark gray one, it amounts to only about one percent (two orders of magnitude difference). That is, by absolute numbers, OLD generates on average for U15 only 12 QPs from 835 QPs generated by NEW. To make this aspect better visible, the figure shows the average fraction \( f \) (recall of OLD w.r.t. the QPs determined by NEW) over each 5 iterations in terms of the gray squares.

The reason for this drastic degree of incompleteness of OLD regarding QPs is the strategy of a direct generation of a (potential) query before its (q-)partition is constructed. This is inverse to how NEW behaves. Since this query candidate is generated by a reasoner, it depends strongly on the reasoner’s output, i.e. the computed entailments. Without proper care, this generally leads to a neglect of the discrimination sentences (see Def. 13), which are those responsible for the consideration of all and only (canonical) QPs, i.e. for soundness and completeness of (C)QP generation (cf. Sec. 3.2.2). As a result (cf. the discussion on page 36), this can on the one hand effectuate unsoundness, i.e. the construction of unnecessary duplicate QPs and unnecessary
Figure 13: Comparison of Alg. 2 (NEW) with a method (OLD) not using the proposed theory. The x-axis (on top) shows the (DPI, |D|) combinations, e.g. U15 presents 5-iteration average values for the DPI U with |D| = 15. Overall time refers to the time for the entire query computation (where diagnoses computation time is neglected). OLD: avg recall refers to the average (over 5 iterations) percentage of QPs (with empty D₀) generated by OLD among those generated by NEW.

partitions that are non-QPs (thus query candidates that turn out to be no queries). On the other hand, it can cause incompleteness, i.e. the disregard of QPs. Apart from that, the search space of queries for one (fixed) QP P explored by OLD is generally smaller than the one considered by NEW because NEW computes a query expansion based on the most informative seed for P (i.e. P’s CQ, see Sec. 3.2.5). As opposed to this, OLD computes a minimization of the (strongly reasoner-dependent) possibly much less informative initial query candidate computed for P. Please note that these problems occur although both methods, NEW and OLD, use exactly the same reasoner and compute exactly the same (types of) entailments for one and the same KB. The crux is rather if, when and for what the reasoner is used.

The number of unnecessarily generated query candidates X (those for which the query verification failed, cf. EXP3 in Sec. 4.1) by OLD is substantial in several cases (see light line with squares). For instance, for U5 / U10 / U15 this number averaged to over 12 / 250 / 14 000 and for O5 / O10 / O15 to 4 / 50 / 2250. Also, failed verifications outnumber successful ones (light shaded area) often by several orders of magnitude, e.g. for U15 or CC15. Consequently, OLD might spend most of the time unnecessarily. The reason for the failed query verification in all

21. One way to overcome the incompleteness issue of OLD is the manual addition of sufficiently many discrimination sentences to the entailments returned by the reasoner. Nevertheless, the problems concerning duplicates and computation time persist.
these cases is the emptiness of the $D^-(X)$ set of $X$’s partition. This stems from a too small number of or too weak logical sentences in $X$ (cf. Prop. [4]). NEW avoids this by exploiting the canonical notions introduced in Sec. 3.2.2. Thus, whereas OLD’s query generation can be seen as a trial and error approach, NEW pursues a sound and complete systematic approach.

The massive advantage brought about by this is proven by the query computation times measured. In fact, for all cases where $|D| \geq 10$, NEW required at least one order of magnitude less time than OLD (see black solid versus black dotted line). For example, the average execution times of NEW and OLD on $\langle O5, O10, O15 \rangle$ are $(0.11, 0.14, 0.35)$ sec and $(0.41, 5.8, 186)$ sec, respectively. Additionally, as OLD’s query computation time increases exponentially (see the jumps of the dotted line by about an order of magnitude for one and the same DPI and different diagnoses numbers, e.g., CC5 vs. CC10 vs. CC15) and NEW’s at most linearly (see Fig. 4) with $|D|$, the time savings of NEW versus OLD grow (significantly) upon extending $|D|$. The gray line in the figure suggests that the performance of OLD suffers strongly from the enormous time amount spent for query verification. Note, the latter requires extensive usage of a reasoner. For instance, for U15 almost the entire computation time was dedicated to query verification. Another interesting fact is that, over all DPIs and $|D| = 10$ (because for this configuration OLD always finished before the timeout), OLD could only explore a median of 1.8 QPs within the overall query computation execution time ($P1+P2+P3$) of NEW.

Finally, the quality (QSM-value) of NEW’s returned query proves to be always as good or better than for OLD. The percent improvement $\left[\left(\frac{m_{old} - m_{new}}{m_{old}}\right) * 100\right]$ regarding the QSM-value $m_{new}$ achieved by NEW as compared with the QSM-value $m_{old}$ achieved by OLD (crosses in the figure) was sometimes more and sometimes less substantial (note, smaller QSM-values are better). As optimality is directly related to search completeness, smaller or no improvements are given for cases where OLD evinces high or full completeness, and vice versa. Stated in terms of the notation used in the figure, this means that the gray squares and the crosses are negatively correlated.

5. Related Work

The thorough analyses of pool-based query generation and selection and the revealed shortcomings and improvement suggestions given in [Rodler, 2015] provide a foundation of and a motivation for this work. Beyond that, we oriented ourselves by the structure and notation used in [Rodler, 2015] in our preliminary sections. A more in-depth discussion of the theory and the algorithms described here and detailed, ready-to-be-implemented pseudocode plus additional remarks and considerations on search heuristics, search tree pruning and early termination rules for the discussed QSMs and further ones can be found in [Rodler, 2016]. The generic sequential diagnosis algorithm we describe in Sec. 2.4.3 is very similar to the ones given in [Shchekotykhin et al., 2012, Rodler, 2015] and follows the principled approach outlined in [de Kleer and Raiman, 1993, Sec. 2]. The QSMs ENT and SPL we use in our evaluations have originally been used for decision tree learning [Quinlan, 1986] and optimization [Moret, 1982] (here, SPL is called “separation heuristic”), but have later been adopted for diagnoses discrimination as well [de Kleer and Williams, 1987, Shchekotykhin et al., 2012, Rodler et al., 2013, Rodler, 2017].
Whereas the works [Pattipati and Alexandridis, 1990; Shakeri et al., 2000; Zuzek et al., 2000; Brodie et al., 2003; Gonzalez-Sanchez et al., 2011] also focus on the query (probe/test) sequencing problem, they are not model-based, but rely on a test (coverage) matrix or test dictionary, respectively. Such approaches are often called spectrum-based. Pros (and cons) of model-based approaches against such methods are discussed in [Pietersma et al., 2005] and [Davis and Hanscher, 1988, Sec. 3]. Besides the frequent reliance upon a predefined (and possibly incomplete) set of possible faults (e.g. single faults) in such systems, one important difference to our approach is the fixed set of tests from which the system might choose in each iteration. Hence, the query computation (as in our case) reduces to a query selection and the space of queries is initially known and restricted (in a way the generation and size of the test matrix remain feasible) whereas it is unknown and, in principle, not restricted in the case of our work (queries need not be chosen or computed in advance). Another crucial aspect is the information about the influence of test outcomes on the diagnoses. While such information in terms of prespecified fault models (relating faults to test outcomes) is required to be known (or at least reliably and efficiently estimable) in the mentioned approaches, this information needs to be logically inferred in model-based approaches like the one described here. As discussed, this logical reasoning is the major factor affecting the computational efficiency in the model-based case. Consequently, e.g., simulation-based non-myopic test selection strategies [Zamir et al., 2014] are not efficiently applicable to the problem tackled in this work. The issue is the very high reasoning cost required to update the diagnoses sets during these simulations.

Model-based diagnosis methods for generating optimal tests, i.e. new sets of system inputs facilitating new gainful observations of the system behavior, are presented by the works of [Pietersma et al., 2005; Feldman et al., 2010]. Although test generation may be basically enforced with our approach by selecting appropriate entailment types $ET$ in phase P3 (cf. also Ex. 9), the main intention of our work, similar to, e.g., [Felfernig et al., 2004b; Shchekotykhin et al., 2012; Rodler et al., 2013; Rodler, 2015], is the specification of an optimal next query (test case), defined generally as a (set of) sentence(s) formulated in some knowledge representation language. Translated to hardware or physical devices [de Kleer and Williams, 1987; de Kleer and Raiman, 1993; Siddiqi and Huang, 2011] a query usually corresponds to a probe, i.e. the measurement of (a) system variable(s). Due to the generality of the query notion our approach addresses a more complex query (probe) search space than the methods of [de Kleer and Williams, 1987; de Kleer and Raiman, 1993], thereby guaranteeing perfect diagnoses discriminability, i.e. the unambiguous localization of the actual fault (cf. Sec. 2.4.5).

A general aspect that distinguishes our approach from probe selection algorithms is the not necessarily explicit availability of the possible probes. For instance, in a digital or combinatorial circuit [Reiter, 1987; de Kleer and Williams, 1987; Siddiqi and Huang, 2011] all probe locations are given by the circuit’s wires. In general, this is not necessarily the case, e.g. when considering any kind of knowledge-based system [Felfernig et al., 2004b; Kalyanpur et al., 2006; Shchekotykhin et al., 2012; Rodler et al., 2013; Rodler, 2015]. In the latter scenario, (most of the) queries
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22. [Abreu et al., 2011] extends spectrum-based approaches by considering multiple faults, but does not address the selection of optimal tests.

23. Note that this information (e.g., given by the tests’ traces telling which components are involved in the each test’s execution) is required in advance of running the tests when dealing with the problem of optimal test selection.
(e.g., possible questions to a domain expert) are normally implicit and must be (expensively) inferred.

[Feldman et al., 2010] also describes a probing algorithm which, as opposed to ours, makes extensive use of an inference engine to compute the best query (probe). Moreover, it might consider non-discriminating probes as well as generate duplicates (in terms of the diagnoses eliminated for each outcome) in the search for an optimal probe. Both is impossible with our approach (cf. page 36).

The works of [Shchekotykhin et al., 2012, Rodler et al., 2013] are similar to ours in that they deal with query selection for knowledge-based systems and also suggest a generic procedure for query generation and selection. This procedure can be seen to “implement” the definition of a query (cf. Def. 12) quite directly, i.e. computing query candidates $X$ for various seeds $D^+ \subset D$ and verifying whether $X$ is indeed a query by checking $D^+(X) \neq \emptyset$ and $D^-(X) \neq \emptyset$. However, the main focus of these works is on query selection strategies (which we call QSMs, cf. Sec. 3.1) and their pros and cons in various scenarios, especially with regard to the length of the query sequence until (high) diagnostic certainty is achieved. Our work, on the contrary, can be seen to complement these works by concentrating and improving on the algorithms for query computation and optimization. For this reason we have also used the QSMs discussed in [Shchekotykhin et al., 2012] in our evaluations. The latter (cf. Sec. 4.2, Fig. 13) show that our novel theory enables significant enhancements of the above-noted generic procedure by a well-conceived (non-)employment of expensive reasoning.

A difference to the works of [de Kleer and Williams, 1987, Shchekotykhin et al., 2012, Rodler et al., 2013] is the capability of our approach to reduce the query search space a-priori to only preferred queries, i.e. those that discriminate between all (leading) diagnoses (cf. discussion on page 22). The key idea for realizing this was brought up in [Rodler, 2015, Chap. 8].

[Siddiqi and Huang, 2011] suggest a heuristic for query selection that does not require computing the entropy of diagnoses because the latter can generally be costly for state-of-the-art systems such as GDE [de Kleer and Williams, 1987] when the set of diagnoses is large. First, by the possibility to leverage heuristics and pruning techniques in the proposed systematic query search, our method needs to explore only minor parts of the search space (cf. Sec. 4) and can save effort by computing the actual entropy of a query (q-partition) only if its heuristic value is sufficiently good. We have shown that in this vein queries deviating negligibly from the optimum could be computed in reasonable time for very large numbers up to 500 leading diagnoses. Hence, the scalability is not a problem with this strategy. Second, our approach can easily handle a variety of other QSMs (such as all those introduced in [Rodler, 2017]) apart from entropy in a simple plug-in fashion. Corresponding heuristics and pruning operations suited for these QSMs when incorporated into our approach are described and explained in [Rodler, 2016]. Third, as noted above, our approach can deal with implicit queries, i.e. those that need to be inferred and are not given in explicit form. Fourth, [Siddiqi and Huang, 2011] assume all measurements to have equal costs and thus do not consider the minimization of the latter. Instead, they focus on the minimization of the number of queries (measurements). Our approach incorporates both the number and the cost of queries in the optimization process.

[Heckerman et al., 1995], e.g., does consider query (observation) costs, but, unlike our work, uses interleaved repair and observation actions. Also, it might test system components unnec-
essarily (given misleading probabilities) since no diagnostic evidence, i.e., the set of leading diagnoses pinpointing what we call discrimination sentences (cf. Def. 13), is incorporated.

Finally, and importantly, our approach uses the inference engine as a black-box (i.e., as an oracle for consistency and/or entailment checks) and does not depend on any specific inference mechanism. This stands in contrast to glass-box approaches [Parsia et al., 2005] that rely on modifications of the reasoner’s internals, e.g., for storing justifications [Horridge et al., 2008], prime implicants [Quine, 1952] and environments [de Kleer and Williams, 1987], respectively, for certain entailments. This reasoner independence makes our approach very general in the sense that it can be applied to diagnosis problem instances formulated in any knowledge representation formalism for which a sound and complete reasoner is available. In-depth comparisons between black-box and glass-box approaches for monotonic KBs have been carried out by [Kalyanpur, 2006, Horridge, 2011], with the overall conclusion that, in terms of performance, black-box methods compare favorably with glass-box methods while offering a higher generality and being more easily and robustly implementable.

6. Conclusions

We present a method that addresses the optimal measurement (query) selection problem for sequential diagnosis and is applicable to any model-based diagnosis problem conforming to [de Kleer and Williams, 1987, Reiter, 1987]. In particular, given a set of leading diagnoses, we allow a query to be optimized along two dimensions, i.e., the estimated number of queries and the cost per query. We show that the optimizations of these properties can be naturally decoupled and considered in sequence.

That is, one can at first (phase P1) tackle the optimization of the query’s diagnoses discrimination properties (given by the query’s q-partition). Unlike existing methods do, this can be accomplished without any expensive reasoner calls and without yet knowing the actual query, as the theory evolved in this work proves. The key idea underlying this theory is the exploitation of useful information that is already implicitly present in the set of precomputed leading diagnoses. Contrary to most sequential methods which use a pool-based approach (selection of an optimal query within the collection of possible queries), we demonstrate a sound and complete systematic search for an optimal q-partition that enables the powerful application of heuristics and sound pruning techniques. Our evaluations show that thereby, on average, only a negligible fraction (less than 1%) of the space of possible q-partitions needs to be explored to find a q-partition that deviates negligibly from the optimal q-partition. In all of the several hundreds of test runs we performed with search spaces encompassing up to millions of q-partitions, an optimal one is found in less than 0.03 sec.

Once the (optimized) q-partition P from phase P1 is known, the user has two choices, namely the instantaneous provision of a globally cost-optimal query associated with P over a restricted (yet generally exponential) query search space (phase P2), or the computation of a query for P including only “cost-preferred” sentences (e.g., low-cost measurements or observations from built-in sensors) over the full query search space (phase P3).

Regarding phase P2, we prove that an optimal solution for the underlying problem can be found by solving a hitting set problem over an explicitly given collection of sets to be hit and
without employing an inference engine. Despite the general NP-hardness of the hitting set problem, P2 turns out to be the most efficient part of the presented algorithm as we prove that the problem can be viewed as fixed parameter tractable in our context. For up to tremendous numbers of 500 leading diagnoses and query search spaces of size up to over 3 million, P2 terminated always within less than 0.006 sec, returning a globally optimal solution for any (monotonic set function) cost measure.

Phase P3 performs the computation of a query that is optimized in a more sophisticated way, i.e. over a substantially extended search space, than the one determined by P2. To this end, the employment of a logical reasoner is required. However, the premise is to minimize the reasoner calls for best efficiency. We prove that P3 gets along with a polynomial number of reasoner calls while it is guaranteed to provide a globally optimal query w.r.t. a cost measure that minimizes the maximal cost of a single measurement in the query. We show that the latter optimization is possible by using an existing divide-and-conquer algorithm [Junker 2004] for set-minimization under preservation of a monotonic property with a suitably modified input.

Comprehensive experiments using real-world diagnosis problems of different size, diagnostic structure (size, number, probability of diagnoses) and (reasoning) complexity demonstrate the efficiency and practicality of the proposed algorithm (phases P1, P2, P3). For instance, for up to 80 leading diagnoses, two optimal queries (one from P2 and one from P3) are always established in no more than 4 sec. It further turns out that optimized query computation with the new approach is much faster than the computation of leading diagnoses. The time of the former grows at most linearly and the time of the latter exponentially with the number of leading diagnoses. Consequently, optimized query computation using our theory is a minor problem as compared to diagnoses computation. This was not the case with existing (black-box) methods where the leading diagnoses (and thence the information usable for query computation) needed to be restricted to single-digit numbers, cf., e.g., [Shchekotykhin et al. 2012]. Regarding the reaction time $r$ (time between two queries) of the debugging system, the new algorithm accounts for less than 10 percent (P3: full query search space) and less than 3 per mill (P2: restricted query search space) of $r$ whenever $r$ amounts to at least a fifth of a minute.

In comparative experiments we reveal that methods $M$ that are as generally applicable as the presented one and not using the proposed theory, but applying reasoners directly and improvidently during query generation, suffer from (1) a drastic incompleteness w.r.t. the query space (sometimes their recall is as low as 1% due to the strong dependence on the reasoner output), (2) the unavoidable computation of duplicate queries (and/or q-partitions) and (3) the generation of substantial numbers of unnecessary query candidates (up to tens of thousands) which turn out to be no queries after verification. Because query verification (without the presented theory) requires the reasoner, these methods manifest severe performance problems. The new method solves all these issues. In fact, it does so while always consuming orders of magnitude less time than $M$ for 10 or more leading diagnoses and outputting a query which is always at least as good as and up to more than 99% better (regarding a query quality measure) than the one returned by $M$.

Finally, tests involving query computations given 500 leading diagnoses (search space sizes in $O(2^{500})$ in P1 alone) corroborate the scalability of the new approach. In concrete terms, opti-
mized queries over the restricted search space (P2) and full search space (P3) could be computed in less than 0.7 and 40 sec, respectively.
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Appendix A: Proofs

Proof of Theorem 2

Proof. By definition, each maximal canonical solution KB w.r.t. DPI has the form \((K \setminus D) \cup U_P\) for some \(D \subseteq K\). We show that any \(K^*\) is not a maximal canonical solution KB w.r.t. DPI if (*) \(K^*\) cannot be constructed as \((K \setminus D) \cup U_P\) for some minimal KBD-diagnosis \(D\) w.r.t. DPI.

Let us assume \(K^*\) is a maximal solution KB w.r.t. DPI and \(K^*\) cannot be constructed as \((K \setminus D) \cup U_P\) for any minimal KBD-diagnosis \(D\) w.r.t. DPI. Then either (a) \(K^*\) cannot be constructed as \((K \setminus X) \cup U_P\) for any set \(X \subseteq K\), or (b) \(K^*\) can be constructed as \((K \setminus X) \cup U_P\) for some \(X \subseteq K\) where \(X\) is not a KBD-diagnosis w.r.t. DPI, or (c) \(K^*\) can be constructed as \((K \setminus X) \cup U_P\) for some \(X \subseteq K\) where \(X\) is a non-minimal KBD-diagnosis w.r.t. DPI.

Case (a) together with the definition of a canonical solution KB implies that \(K^*\) is not a (maximal) canonical solution KB w.r.t. DPI, a contradiction. Case (b) together with Def. 10 implies that \(K^*\) is not a (maximal canonical) solution KB w.r.t. DPI, a contradiction.

Case (c): Here we have that \(K^* = (K \setminus X) \cup U_P\) is a (canonical) solution KB by Def. 10 (and the definition of a canonical solution KB). However, due to the non-minimality of the KBD-diagnosis \(X\), there must be an \(X_{min} \subseteq X\) such that \(X_{min}\) is a minimal KBD-diagnosis w.r.t. DPI. Hence, \(K^*_{min} := (K \setminus X_{min}) \cup U_P\) is a (canonical) solution KB as well. Then either (c1) \(K^* = K^*_{min}\) or (c2) \(K^* \neq K^*_{min}\).

Case (c1): Here we derive that \(K^* = (K \setminus X_{min}) \cup U_P\) for the minimal KBD-diagnosis \(X_{min}\) w.r.t. DPI. This contradicts the assumption that \(K^*\) cannot be constructed as \((K \setminus X) \cup U_P\) for any minimal KBD-diagnosis \(X\) w.r.t. DPI.

Case (c2): Since clearly \(K \cap K^* = (K \setminus X) \cup (K \cap U_P) \subseteq (K \setminus X_{min}) \cup (K \cap U_P) = K \cap K^*_{min}\), we conclude that \(K \cap K^* \subseteq K \cap K^*_{min}\) which is why \(K^*\) cannot be a maximal (canonical) solution KB by Def. 9.

Proof of Proposition 4

Proof. By the definition of \(D^0(X)\), we have that \(D^+(X) \cup D^-(X) \cup D^0(X) = D\), \(D^+(X) \cap D^0(X) = \emptyset\) and \(D^-(X) \cap D^0(X) = \emptyset\). Let us assume that \(D^+(X) \cap D^-(X) \neq \emptyset\). Then, there must be some \(D_i \subseteq D^+(X) \cap D^-(X)\). For \(D_i\) it holds that \(K^*_i \models X\) and \((\exists n \in N : K^*_i \cup X \models n) \vee (\exists r \in R : K^*_i \cup X \text{ violates } r)\). This implies by the idempotency of \(L\) that \((\exists n \in N : K^*_i \models n) \vee (\exists r \in R : K^*_i \text{ violates } r)\). By Def. 10 we can conclude that \(D_i\) is not a diagnosis w.r.t. DPI. But, due to \(D_i \in D^+(X) \cap D^-(X)\), we have that \(D_i \in D\) and thus that \(D_i\) is a diagnosis w.r.t. DPI due to \(D \subseteq \min_{D_{\text{DPI}}}\). This is a contradiction. Thus, each diagnosis in \(D\) is an element of exactly one set of \(D^+(X), D^-(X), D^0(X)\).
Proof of Proposition 10

Proof. The statement of Prop. \ref{prop:10} is a direct consequence of Lemmata \ref{lem:1}, \ref{lem:2} and \ref{lem:3} that are proven below.

Lemma 1. Let $\text{DPI} := \langle K, B, P, N \rangle_R$ be a DPI. $D \subseteq \text{minD}_{\text{DPI}}$ and $Q$ be any query in $Q_D$. Then $Q \cap I_D = \emptyset$.

Proof. Assume that $Q \cap I_D \neq \emptyset$. So, let us assume that one element in $Q \cap I_D$ is $\alpha$. Let $D_k$ be an arbitrary diagnosis in $D$. Since $\alpha \in I_D = \bigcap_{D_i \in D} D_i$ we can conclude that $\alpha \in D_k$. Now, because $\alpha \in Q$, we observe that $K^*_k \cup Q = (K \setminus D_k) \cup B \cup U_P \cup Q = (K \setminus (D_k \setminus \alpha)) \cup B \cup U_P \cup Q$. However, as $D_k \setminus \alpha \subseteq D_k$ due to $\alpha \in D_k$, and because of the $\subseteq$-minimality of the diagnosis $D_k$, the KB $(K \setminus (D_k \setminus \alpha)) \cup B \cup U_P$ must violate $R$ or $N$ (cf. Def. \ref{def:10}). In consequence of the monotonicity of $\mathcal{L}$, it must be the case that $K^*_k \cup Q$ violates $R$ or $N$ as well. Hence, by Prop. \ref{prop:4} we have that $D_k \in D^-(Q)$, As $D_k$ was chosen arbitrarily among elements of $D^-(Q)$, we infer that $D^-(Q) = \emptyset$. Therefore, $D^+(Q) = \emptyset$ which is a contradiction to $Q$ being a query in $Q_D$ by Def. \ref{def:12}.

Note, since Lem. \ref{lem:1} holds for arbitrary queries in $Q_D$, it must in particular hold for explicit-entailments queries in $Q_D$.

Lemma 2. Let $\text{DPI} := \langle K, B, P, N \rangle_R$ be a DPI, $D \subseteq \text{minD}_{\text{DPI}}$ and $Q$ be any query in $Q_D$ such that $Q \subseteq K$. Then $Q \cap U_D \neq \emptyset$.

Proof. Let $D_k$ be an arbitrary diagnosis in $D$. Suppose that $Q \cap U_D = \emptyset$. By assumption, $Q \subseteq K$. Hence, $Q \subseteq K \setminus U_D$. For this reason, we have that $K^*_k \supseteq K \setminus D_k \supseteq K \setminus U_D \supseteq Q$. By the extensiveness of $\mathcal{L}$, it holds that $K^*_k \models Q$. Since $D_k$ was arbitrarily chosen among the elements of $D$, the same must hold for all $D_i \in D$. Therefore, $D^+(Q) = D$ by Prop. \ref{prop:4} which entails that $D^-(Q) = \emptyset$. The latter, due to Def. \ref{def:12} contradicts the assumption that $Q$ is a query in $Q_D$.

Lemma 3. Let $\text{DPI} := \langle K, B, P, N \rangle_R$ be a DPI, $D \subseteq \text{minD}_{\text{DPI}}$ and $Q$ be any query in $Q_D$ such that $Q \subseteq K$. Then $Q' := Q \setminus (K \setminus U_D) \subseteq Q$ is a query in $Q_D$ where $\mathfrak{P}_D(Q') = \mathfrak{P}_D(Q)$ (i.e. $Q$ and $Q'$ have the same q-partition).

Proof. If $Q' = Q$ then the validity of the statement is trivial. Otherwise, $Q' \subset Q$ and for each sentence $\alpha$ such that $\alpha \in Q \setminus Q'$ we have that $\alpha \in K \setminus U_D$. By extensiveness of $\mathcal{L}$, we conclude that $K \setminus U_D \models \alpha$. Let $D_k$ be an arbitrary diagnosis in $D$. Then $K^*_k \supseteq (K \setminus U_D) \cup B \cup U_P \supseteq K \setminus U_D$. So, by monotonicity of $\mathcal{L}$, it holds that $K^*_k \models \alpha$ for all $\alpha \in Q \setminus Q'$ and all $D_k \in D$.

Let us now assume that $\mathfrak{P}_D(Q') \neq \mathfrak{P}_D(Q)$. By Prop. \ref{prop:8} and $Q' \subseteq Q \subseteq K$, it follows that $D^0(Q) = D^0(Q') = \emptyset$. Therefore, either $D^+(Q') \subset D^+(Q)$ or $D^-(Q') \subset D^-(Q)$ must be true. First, suppose some diagnosis $D_k \in D^+(Q)$ such that $D_k \notin D^+(Q')$. Then, $K^*_k \models Q$, but $K^*_k \npreceq Q'$ which is a contradiction due to $Q' \subseteq Q$. Second, suppose some diagnosis $D_k \in D^-(Q)$ such that $D_k \notin D^-(Q')$. From the latter fact we can conclude that $K^*_k \cup Q'$ satisfies $R$ and $N$. Now, due to the idempotence of $\mathcal{L}$ and because $K^*_k \models \alpha$ for all $\alpha \in Q \setminus Q'$ as shown above, we can deduce that $K^*_k \cup Q = K^*_k \cup Q' \cup (Q \setminus Q')$ is logically
equivalent to \( K^*_k \cup Q' \). Hence \( K^*_k \cup Q \) satisfies \( R \) and \( N \). But this is a contradiction to the assumption that \( D_k \) is an element of \( D^{-}(Q) \).

Overall, we conclude that \( Q \) and \( Q' \) have equal q-partitions. From that and the fact that \( Q \) is a query in \( Q_D \), we derive by Def. [12] that \( Q' \) must be a query in \( Q_D \) as well. \( \square \)

**Proof of Proposition 13**

**Proof.** Let \( Q \) be a canonical query w.r.t. some seed \( S \) satisfying \( \emptyset \subset S \subset D \). Then, \( Q \neq \emptyset \) due to Def. [14]. Hence, it suffices to demonstrate that \( D^+(Q) \neq \emptyset \) as well as \( D^{-}(Q) \neq \emptyset \) in order to show that \( Q \) is a query (cf. Def. [12]).

First, since for all \( D_i \in S \) it holds that \( D_i \subseteq U_S \), we have that \( \mathcal{K} \setminus D_i \supseteq \mathcal{K} \setminus U_S \). Due to the fact that the entailment relation in the used logic \( \mathcal{L} \) is extensive, we can derive that \( \mathcal{K} \setminus D_i \models \mathcal{K} \setminus U_S \). Hence, by the monotonicity of \( \mathcal{L} \), also \( K^*_i := (\mathcal{K} \setminus D_i) \cup B \cup U_P \models \mathcal{K} \setminus U_S \) for all \( D_i \in S \). As \( Q \subseteq \mathcal{K} \setminus U_S \) by Def. [14], it becomes evident that \( K^*_i \models Q \) for all \( D_i \in S \). Therefore \( D^+(Q) \supseteq S \supseteq \emptyset \) (cf. Prop. [4]).

Second, (*): If \( U_S \subseteq U_D \), then \( D^{-}(Q) \neq \emptyset \). To see why (*) holds, we point out that the former implies the existence of a diagnosis \( D_i \in D \) which is not in \( S \). Also, there must be some sentence \( \alpha \in D_i \subseteq \mathcal{K} \) where \( \alpha \notin U_S \). This implies that \( \alpha \in U_D \) because it is in some diagnosis in \( D \) and that \( \alpha \notin I_D \) because clearly \( I_D \subseteq U_S \) (due to \( S \supseteq \emptyset \)). Thus, \( \alpha \in (U_D \setminus I_D) = \text{Disc}_D \).

Since \( Q = (\mathcal{K} \setminus U_S) \cap \text{Disc}_D \) by Def. [14], we find that \( \alpha \in Q \) must hold. So, due to \( Q \subseteq \mathcal{K} \), we have \( K^*_i \cup Q := (\mathcal{K} \setminus D_i) \cup B \cup U_P \cup Q = (\mathcal{K} \setminus D_i) \cup B \cup U_P \) for some \( D_i \subseteq D_i \setminus \{ \alpha \} \subseteq D_i \).

Now, the \( \subseteq \)-minimality of all diagnoses in \( D \), and thence in particular of \( D_i \), lets us derive that \( K^*_i \cup Q \) must violate \( N \) or \( R \). This means that \( D_i \in D^{-}(Q) \) (cf. Prop. [4]) which is why (*) is proven.

Finally, let us assume that \( D^{-}(Q) = \emptyset \). By application of the law of contraposition to (*), this implies that \( U_S = U_D \). Hence, by Def. [14], \( Q = (\mathcal{K} \setminus U_D) \cap (U_D \setminus I_D) \subseteq (\mathcal{K} \setminus U_D) \cap (U_D) = \emptyset \), i.e. \( Q = \emptyset \). From this we get by Def. [14] that \( Q \) is undefined and hence not a canonical query. As a consequence, \( D^{-}(Q) \neq \emptyset \) must hold. \( \square \)

**Proof of Proposition 14**

**Proof.** From Prop. [5] we already know that each query \( Q \) has one and only one q-partition. Since each CQ \( Q \) is in particular a query (Prop. [13]), it must also have one and only one q-partition.

On the other hand, assume that there are two CQs \( Q_1 \neq Q_2 \) for one and the same CQP \( \mathcal{Q} \). Since the only variable in the computation of a CQ is \( U_D \), where \( D^+ \) is the used seed (see Def. [14]), there must be seeds \( D^+_1 \) for \( Q_1 \) and \( D^+_2 \) for \( Q_2 \) such that \( U_{D^+_1} \neq U_{D^+_2} \). Hence, there must be at least one diagnosis \( D_k \in D \) which is in one, but not in the other set among \( D^+_1 \) and \( D^+_2 \). Suppose w.l.o.g. that \( D_k \in D^+_1 \) and \( D_k \notin D^+_2 \). Now, by extensiveness of \( \mathcal{L} \) and Def. [14] we have that \( K^*_k = (\mathcal{K} \setminus D_k) \cup B \cup U_P \models (\mathcal{K} \setminus U_{D^+_1}) \supseteq (\mathcal{K} \setminus U_{D^+_2}) \cap \text{Disc}_D = Q_1 \).

From this we see that \( K^*_k \models Q_1 \). That is, \( D_k \in D^+(Q_1) \). Further, there must be a sentence \( \alpha \in D_k \) such that \( \alpha \notin U_{D^+_2} \). Clearly, \( \alpha \in U_D \) (since \( D_k \in D \) and \( \alpha \notin I_D \) (since otherwise \( \alpha \) would be an element of \( U_{D^+_1} \)). Thence, \( \alpha \in \text{Disc}_D \). Because \( Q_2 = (\mathcal{K} \setminus U_{D^+_2}) \cap (\text{Disc}_D) \),
we obtain that \( \alpha \in Q_2 \) must hold. Consequently, \( \mathcal{K}_k^+ \cup Q_2 \supseteq [(\mathcal{K} \setminus D_k^+) \cup B \cup U_P] \) for \( D_k^+ \subseteq D_k \setminus \{ \alpha \} \subseteq D_k \). Since \( D \) includes only minimal diagnoses, we can derive that \( \mathcal{K}_k^+ \cup Q_2 \) violates \( R \) or \( N \). Thus, \( D_k \in D^-(Q_2) \) (cf. Prop. 9) and therefore \( D_k \notin D^+(Q_2) \). Overall, we have shown that \( D^+(Q_1) \neq D^+(Q_2) \). This is a contradiction to \( \mathcal{P} \) being a CQP since this implies that \( D^+(Q_1) = D^+(Q_2) = D^+(\mathcal{P}) \).

That the unique CQ associated with the CQP \( \mathcal{P} \) is \( Q_{\text{can}}(D^+(\mathcal{P})) \) follows from the CQ’s uniqueness for a CQP demonstrated above and Def. 15.

**Proof of Proposition 16**

**Proof.** That \( \langle \{ D_i \}, D \setminus \{ D_i \}, \emptyset \rangle \) is a q-partition follows immediately from Prop. 5. We now show that it is canonical, i.e. a CQP. Also from Prop. 5, we obtain that \( Q := U_D \setminus D_i \) is an (explicit-entailments) query for the q-partition \( \langle D^+(Q), D^-(Q), D^0(Q) \rangle = \langle \{ D_i \}, D \setminus \{ D_i \}, \emptyset \rangle \). As \( U_D \subseteq \mathcal{K} \) and \( I_D \subseteq D_i \), we can infer that \( Q_{\text{can}}(D^+(Q)) = (\mathcal{K} \setminus U_{D^+(Q)}) \cap \langle \text{Disc} \rangle = (\mathcal{K} \setminus D_i) \cap (U_D \setminus I_D) = U_D \setminus D_i \). Hence, \( Q_{\text{can}}(D^+(Q)) = Q \) which is why \( \langle D^+(Q), D^-(Q), D^0(Q) \rangle \) is a CQP.

**Proof of Proposition 18**

**Proof.** “\( \Rightarrow \)” We prove the “only-if”-direction by contradiction. That is, we derive a contradiction by assuming that \( \mathcal{P} \) is a canonical q-partition and that \( \neg(1) \) or \( \neg(2) \) is true.

By the premise that \( \mathcal{P} = \langle D^+, D^-, D^0 \rangle \) is a canonical q-partition, the query \( Q_{\text{can}}(D^+) := (\mathcal{K} \setminus U_{D^+}) \cap \text{Disc}_D \) must have exactly \( \mathcal{P} \) as its q-partition, i.e. \( D^+(Q_{\text{can}}(D^+)) = D^+ \) and \( D^-(Q_{\text{can}}(D^+)) = D^- \). Moreover, \( \ast : Q_{\text{can}}(D^+) \subseteq \mathcal{K} \setminus U_{D^+} \subseteq (\mathcal{K} \setminus U_{D^+}) \cup B \cup U_P \subseteq (\mathcal{K} \setminus D_i) \cup B \cup U_P =: \mathcal{K}_i^+ \) for all \( D_i \subseteq U_{D^+} \).

Now, assuming that \( (1) \) is false, i.e. \( U_{D^+} \notin U_D \), we observe that this is equivalent to \( U_{D^+} = U_D \) since \( U_{D^+} \subseteq U_D \) due to \( D^+ \subseteq D \). Due to \( U_{D^+} = U_D \), \( \ast \) is true for all \( D_i \in D \). It follows that \( \mathcal{K}_i^+ \supseteq Q_{\text{can}}(D^+) \) and, due to the fact that \( \mathcal{L} \) is extensive, that \( \mathcal{K}_i^+ \models Q_{\text{can}}(D^+) \).

Therefore, we can conclude that \( D^+ = D^+(Q_{\text{can}}(D^+)) = D \) (cf. Prop. 4) and thus \( D^- = \emptyset \). The latter is a contradiction to \( D^- \neq \emptyset \).

Assuming \( \neg(2) \), on the other hand, we obtain that there is some diagnosis \( D_j \in D^- \). In \( (\ast) \), however, we can derive that \( \mathcal{K}_i^+ \models Q_{\text{can}}(D^+) \) and therefore \( D_j \in D^+(Q_{\text{can}}(D^+)) = D^+ \) which contradicts \( D_j \in D^- \) by the fact that \( \mathcal{P} \) is a partition w.r.t. \( D \) which implies \( D^+ \cap D^- = \emptyset \).

“\( \Leftarrow \)” To show the “if”-direction, we must prove that \( \mathcal{P} \) is a canonical q-partition, i.e. that \( \mathcal{P} \) is a q-partition and that \( \mathcal{P} \) is exactly the q-partition associated with \( Q_{\text{can}}(D^+) \) given that \( (1) \) and \( (2) \) hold.

By \( D^+ \neq \emptyset \) and \( (1) \), it is true that \( \emptyset \subseteq U_{D^+} \subseteq U_D \). So, there is some sentence \( \alpha \in U_D \subseteq \mathcal{K} \) such that \( \ast : \alpha \notin U_{D^+} \). Hence, \( \alpha \in \mathcal{K} \setminus U_{D^+} \). Clearly, \( \alpha \notin I_D \) since otherwise \( \alpha \) would be an element of \( U_{D^+} \). Therefore, \( \alpha \in (\mathcal{K} \setminus U_{D^+}) \cap (U_D \setminus I_D) = Q_{\text{can}}(D^+) \) which is why \( Q(1) \): \( Q_{\text{can}}(D^+) \neq \emptyset \).

More precisely, since \( \alpha \) was an arbitrary axiom in \( U_D \) with property \( \ast \), we have that \( U_D \setminus U_{D^+} \subseteq Q_{\text{can}}(D^+) \). By \( (2) \), for all \( D_j \in D^- \) there is an axiom \( \alpha_j \in \mathcal{K} \) such that \( \alpha_j \in D_j \subseteq U_D \) and \( \alpha_j \notin U_{D^+} \) which implies \( \alpha_j \in U_D \setminus U_{D^+} \subseteq Q_{\text{can}}(D^+) \). Hence,
\(\mathcal{K}_s^* \cup Q_{\text{can}}(D^+)\) must violate \(R\) or \(N\) due to the \(\subseteq\)-minimality of \(D_j \in D^-\). Consequently, 
\(D^- \subseteq D^-(Q_{\text{can}}(D^+))\). As \(D^- \neq \emptyset\) by assumption, we have that (Q2): \(\emptyset \subset D^-(Q_{\text{can}}(D^+))\).

That \(\mathcal{K}_s^* \models Q_{\text{can}}(D^+)\) for \(D_s \in D^+\) follows by the same argumentation that was used above in (\(\ast\)). Thus, we obtain \(D^+ \subseteq D^+(Q_{\text{can}}(D^+))\). As \(D^+ \neq \emptyset\) by assumption, we have that (Q3): 
\(\emptyset \subset D^+(Q_{\text{can}}(D^+))\). We have shown that (Q1), (Q2) and (Q3) hold which altogether imply that \(Q_{\text{can}}(D^+)\) is a query in \(Q_D\) (cf. Def. [12]).

Now, let us assume that at least one of the two derived subset-relations is proper, i.e. (a) \(D^- \subset D^-(Q_{\text{can}}(D^+))\) or (b) \(D^+ \subset D^+(Q_{\text{can}}(D^+))\). If (a) holds, then there exists some \(D \in D^-(Q_{\text{can}}(D^+))\) which is not in \(D^-\). Hence, \(D \in D^+\) or \(D \in D^0\). The former case is impossible since \(D \in D^+\) implies \(D \in D^+(Q_{\text{can}}(D^+))\) by \(D^+ \subseteq D^+(Q_{\text{can}}(D^+))\) (which was deduced above). From this we obtain that \(D^-(Q_{\text{can}}(D^+)) \cap D^+(Q_{\text{can}}(D^+)) \supseteq \{D\} \supset \emptyset\), a contradiction to the fact that \(Q_{\text{can}}(D^+)\) is a query in \(Q_D\) and Prop. [11]. The latter case cannot be true either as \(D^0 = \emptyset\) by assumption. In an analogue way we obtain a contradiction if we assume that case (b) holds. So, it must hold that \(\mathcal{Q} = \langle D^+(Q_{\text{can}}(D^+)), D^-((Q_{\text{can}}(D^+)), \emptyset\rangle.\) This finishes the proof. \(\square\)

Proof of Corollary 2

Proof. Ad 1.: This statement follows directly from the definition of \(D_i^{(k)} := D_i \setminus U_{D^+_k}\) (see Eq. (20)) and the trivial fact that \(D_i \subseteq U_{D^+_k}\) for all \(D_i \in D^+_k\). Hence, this proposition can never be false.

Ad 2.: We show the contrapositive of (2), i.e. that \(\mathcal{Q} := \langle D^+_k, D^-_k, \emptyset \rangle\) is not a canonical q-partition iff \(D_i^{(k)} = \emptyset\) for some \(D_i \in D^-_k\):

"\(\Leftarrow\):" By Prop. [13], a partition \(\mathcal{Q}_k = \langle D^+_k, D^-_k, \emptyset \rangle\) with \(D^+_k, D^-_k \neq \emptyset\) is a canonical q-partition iff (1) \(U_{D^+_k} \subseteq U_D\) and (2) there is no \(D_j \in D^-_k\) such that \(D_j \subseteq U_{D^+_k}\). If \(D_j \in D^-_k\) and \(D_j^{(k)} := D_j \setminus U_{D^+_k} = \emptyset\), then \(D_j \subseteq U_{D^+_k}\), which violates the necessary condition (2). Therefore, \(\mathcal{Q}_k\) cannot be a canonical q-partition.

"\(\Rightarrow\):" By Prop. [13], a partition \(\mathcal{Q}_k = \langle D^+_k, D^-_k, \emptyset \rangle\) with \(D^+_k, D^-_k \neq \emptyset\) is not a canonical q-partition iff (\(-1\)) \(U_{D^+_k} \not\subset U_D\) or (\(-2\)) there is some \(D_i \in D^-_k\) such that \(D_i \subseteq U_{D^+_k}\). Since condition (\(-1\)) is assumed to be false, condition (\(-2\)) must be true, which implies that \(D_i^{(k)} = D_i \setminus U_{D^+_k} = \emptyset\) for some \(D_i \in D^-_k\). \(\square\)

Proof of Corollary 3

Proof. The statement of the corollary is a direct consequence of Lem. [4] and Def. [17]. \(\square\)

Lemma 4. Let \(D \subseteq \text{minD}_{(\mathcal{K}, B, P, N)}\) and \(\mathcal{Q}_k = \langle D^+_k, D^-_k, \emptyset \rangle\) be a canonical q-partition of \(D\). Then

1. (soundness) \(\mathcal{Q}_k \Rightarrow \mathcal{Q}_s\) for a partition \(\mathcal{Q}_s := \langle D^+_s, D^-_s, \emptyset \rangle\) of \(D\) with \(D^+_s \supseteq D^+_k\) is a minimal \(D^+\)-transformation if

   \(a)\ D^+_y := D^+_k \cup \{D\}\) such that \(U_{D^+_y} \subset U_D\) for some \(D \in D^-_k\) and \(U_{D^+_y}\) is \(\subseteq\)-minimal among all \(D \in D^-_k\). and
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(b) \( D_+^k := \{ D_l | D_l \in D, D_l^{(y)} = \emptyset \} \) and

(c) \( D_-^k := \{ D_l | D_l \in D, D_l^{(y)} \neq \emptyset \} \).

2. (completeness) the construction of \( \Psi_s \) as per \( 1a \), \( 1b \) and \( 1c \) yields all possible minimal \( D^+ \)-transformations \( \Psi_k \mapsto \Psi_s \).

Proof. Ad 1.: By the definition of a minimal \( D^+ \)-transformation (Def. 16), we have to show that
(i) \( \Psi_s \) is a canonical q-partition where \( D_+^k \supset D^+_k \) and that (ii) there is no canonical q-partition \( \langle D_l^+, D_l^-, \emptyset \rangle \) such that \( D^+_k \subset D_l^+ \subset D_s^+ \).

Ad (i): To verify that \( \Psi_s \) is indeed a canonical q-partition, we check whether it satisfies the premises, \( D^+_s \neq \emptyset \) and \( D^-_s \neq \emptyset \), and both conditions of Prop. 18. The first condition, i.e. \( U_{D^+_l} \subset U_D \), is met due to the following argumentation. First, the inclusion of only diagnoses \( D_l \) with \( D_l^{(y)} = \emptyset \) (and thus \( D_l \subseteq U_{D^+_l} \)) in \( D^+_s \) implies \( U_{D^+_l} \neq U_{D^+_s} \). Further, \( D^+_s \supseteq D^+_y \) must hold since, trivially, for each \( D_l \in D^+_s \) it must be true that \( D_l^{(y)} = \emptyset \) wherefore, by \( 1b \), \( D_l \in D^+_s \). Hence, \( U_{D^+_s} \supseteq U_{D^+_s} \) must be given. Combining these findings yields \( U_{D^+_s} = U_{D^+_s} \). By the postulation of \( U_{D^+_s} \subseteq U_D \) in \( 1a \), we obtain \( U_{D^+_s} \subseteq U_D \). This finishes the proof of the validity of Prop. 18.(1).

Due to \( U_{D^+_s} \subseteq U_D \), we must have that \( D^+_s \subset D \) which implies that \( D^+_s = D \setminus D^+_s \neq \emptyset \). Moreover, we have seen above that \( D^+_s \supseteq D^+_y \). By definition of \( D^+_y \) it holds that \( D^+_y \supseteq D^+_k \) which is why \( D^+_s \neq \emptyset \). Hence, both premises of Prop. 18 are given.

Prop. 18.(2.), i.e. that there is no \( D_l \in D^+_s \) such that \( D_l \subseteq U_{D^+_s} \), is shown next. Each \( D_l \in D \) with \( D_l \subseteq U_{D^+_s} \) fulfills \( D_l^{(y)} = \emptyset \) by \( U_{D^+_l} = U_{D^+_s} \) which we derived above. Thus, by the definition of \( D^+_s \) and \( D^+_l \) in \( 1b \) and \( 1c \), respectively, each \( D_l \in D \) with \( D_l \subseteq U_{D^+_s} \) must be an element of \( D^+_s \) and cannot be an element of \( D^+_s \). This finishes the proof of Prop. 18.(2.). Hence, \( \Psi_s \) is a canonical q-partition.

Moreover, since \( D^+_s := D^+_k \cup \{ D \} \) for some diagnosis, we obtain that \( D^+_s \supseteq D^+_y \). But, before we argued that \( D^+_s \supseteq D^+_y \). All in all, this yields \( D^+_s \supseteq D^+_k \). This finishes the proof of (i).

Ad (ii): To show the minimality of the transformation \( \Psi_k \mapsto \Psi_s \), let us assume that there is some canonical q-partition \( \Psi_l := \langle D^+_l, D^-_l, \emptyset \rangle \) with \( D^+_k \subset D^+_l \subset D^+_s \). From this, we immediately obtain that \( U_{D^+_l} \subset U_{D^+_s} \) must hold. Furthermore, we have shown above that \( U_{D^+_l} = U_{D^+_s} \). Due to the fact that \( \Psi_s \) is already uniquely defined as per \( 1b \) and \( 1c \) given \( U_{D^+_s} = \emptyset \), and since \( D^+_l \neq D^+_s \), we conclude that \( U_{D^+_l} \subset U_{D^+_s} \). Hence, \( U_{D^+_l} \subset U_{D^+_s} \). Additionally, by \( 1a \), for all diagnoses \( D \in D \), it must hold that \( U_{D^+_l \cup \{ D \}} \neq U_{D^+_s} \). However, as \( D^+_l \subset D^+_s \), there must be at least one diagnosis among those in \( D^+_k \) which is an element of \( D^+_l \). If there is exactly one such diagnosis \( D^* \), then we obtain a contradiction immediately as \( U_{D^+_l} = U_{D^+_l \cup \{ D^* \}} \neq U_{D^+_s} \). Otherwise, we observe that, if there is a set \( D^* \subset D^+_k \) of multiple such diagnoses, then there is a single diagnosis \( D^* \subseteq D^+_k \) such that \( U_{D^+_l} = U_{D^+_l \cup \{ D^* \}} \neq U_{D^+_s} \) wherefore we can infer that \( U_{D^+_l} \neq U_{D^+_s} \) must hold. Consequently, the transformation \( \Psi_k \mapsto \Psi_s \) is indeed minimal and (ii) is proven.
Ad 2.: Assume that \( \mathcal{P}_k \rightarrow \mathcal{P}_s \) is a minimal \( D^+ \)-transformation and that \( \mathcal{P}_s \) cannot be constructed as per (1a), (1b) and (1c).

By Def. 16, \( \mathcal{P}_s \) is a canonical q-partition. Since it is a q-partition, we have that \( D^+_s \neq \emptyset \) and \( D^-_s \neq \emptyset \). Hence, by Prop. 18, \( U_{D^+_s} \subseteq U_D \) which is why, by Cor. 2, there must be some \( D^+_y \) (e.g. \( D^+_y := \{D_i | D_i \in D, D(i) \neq \emptyset \} \)) such that \( D^+_y := \{D_i | D_i \in D, D(i) \neq \emptyset \} \).

Thence, for each minimal \( D^+ \)-transformation there is some \( D^+_y \) such that (1b) \( \cap \) (1c) is true. Hence, we obtain that \( D \subseteq \emptyset \) must be given. That is, at least one of the following must be false: (i) there is some \( D \in D^- \) such that \( D^+_y = D^+_k \cup \{D\} \); (ii) \( U_{D^+_y} \subseteq U_D \); (iii) \( U_{D^+_y} \) is \( \subseteq \)-minimal among all \( D \in D^- \).

First, we can argue analogously as done in the proof of (1) above that \( U_{D^+_y} = U_{D^+_y} \) must hold. This along with Prop. 18 entails that \( U_{D^+_y} \subseteq U_D \) cannot be false. So, (ii) cannot be false.

Second, assume that (i) is false. That is, no set \( D^+_y \) usable to construct \( D^+_y \) and \( D^-_y \) as per (1b) and (1c) is defined as \( D^+_y = D^+_k \cup \{D\} \) for any \( D \in D^- \). But, clearly, \( D^+_s \) is one such set \( D^+_y \). And, \( D^+_y \supset D^-_y \) as a consequence of \( \mathcal{P}_k \rightarrow \mathcal{P}_s \) being a minimal \( D^+ \)-transformation. Hence, there is some set \( D^+_y \supset D^+_k \) usable to construct \( D^+_y \) and \( D^-_y \) as per (1b) and (1c).

Now, if \( D^+_y = D^+_k \cup \{D\} \) for some diagnosis \( D \in D^- \), then we have a contradiction to (i). Thus, \( D^+_y = D^+_k \cup S \) where \( S \subseteq D^- \) with \( |S| \geq 2 \) must hold. In this case, there is some \( D \in D^- \) such that \( D^+_y \supset D^+_k \cup \{D\} \) and therefore \( U_{D^+_y} \subseteq U_{D^+_y} \cup \{D\} \) for any \( D \in D^- \). Let \( \mathcal{P}_{s'} \) be the partition induced by \( D^+_y := D^+_k \cup \{D\} \).

This partition \( \mathcal{P}_{s'} \) is a canonical q-partition due to Cor. 2. The latter is applicable in this case, first, by reason of \( D^+_s \neq \emptyset \) (which means that \( D \supset D^-_s \)) and \( D^+_s \supset D^+_y \supset D^+_y \supset D^+_k \supset \emptyset \) (where the first two superset-relations hold due to (1b), (1c) and Eq. (20), and the last one since \( \mathcal{P}_k \) is a q-partition by assumption), which lets us derive \( D^+_s \neq \emptyset \) and \( D^+_s \neq \emptyset \). Second, from the said superset-relations and Prop. 18 along with \( \mathcal{P}_s \) being a canonical q-partition, we get \( U_D \supset U_{D^+_y} \supset U_{D^+_y} \).

But, due to \( D^+_y \subseteq D^+_k \) we can conclude that either \( \mathcal{P}_k \rightarrow \mathcal{P}_s \) is not a minimal \( D^+ \)-transformation (case \( D^+_y \subseteq D^+_k \)) or \( \mathcal{P}_s \) can be constructed by means of \( D^+_y \cup \{D\} \) for some \( D \in D^- \) (case \( D^+_s = D^+_s \)). The former case is a contradiction to the assumption that \( \mathcal{P}_k \rightarrow \mathcal{P}_s \) is a minimal \( D^+ \)-transformation. The latter case is a contradiction to \( |S| \geq 2 \). Consequently, (i) cannot be false.

Third, as (i) and (ii) have been shown to be true, we conclude that (iii) must be false. Due to the truth of (ii), we can assume that \( D^+_y \) used to construct \( \mathcal{P}_s \) can be written as \( D^+_k \cup \{D\} \) for some \( D \in D^- \). Now, if \( U_{D^+_y} \) is not \( \subseteq \)-minimal among all \( D \in D^- \), then there is some \( D' \in D^- \) such that \( U_{D^+_y} \cup \{D' \} \subseteq U_D \) Further, due to \( U_{D^+_y} = U_{D^+_y} \subseteq U_D \) (because of (1b) and the fact that \( \mathcal{P}_s \) is a canonical q-partition, we get \( U_{D^+_y} \subseteq U_D \).

Let \( \mathcal{P}_{s'} \) be the partition induced by \( D^+_y := D^+_k \cup \{D' \} \) as per (1b) and (1c). It is guaranteed that \( \mathcal{P}_{s'} \) is a canonical q-partition due to Cor. 2. The first reason why the latter is applicable here is \( U_{D^+_y} \subseteq U_{D^+_y} \). The second one is \( D \notin D^+_y \) which implies \( D^+_y \neq D \) and thus \( D^+_s \neq \emptyset \), and \( D' \notin D^+_y \) (due to (1b)) which means that \( D^+_s \neq \emptyset \). The fact \( D \notin D^+_y \) must hold due to \( D \notin U_{D^+_y} \). To realize that the latter holds, assume the opposite, i.e. \( D \subseteq U_{D^+_y} \). Then, since \( U_{D^+_y} \subseteq U_{D^+_y} \) and \( U_{D^+_y} \cup \{D' \} = U_{D^+_y} \cup D \), we obtain that \( U_{D^+_y} \cup \{D' \} \subseteq U_{D^+_y} \).
Proof of Proposition 22

Proof. The left set inclusion follows directly from Lem. 5. The right set inclusion is a consequence of Lem. 6, which states that $Q \subseteq U_D \setminus U_{D^+}$, and Lem. 7, which testifies that $Q_{can}(D^+) = U_D \setminus U_{D^+}$. 

Lemma 5. Let $D \subseteq \text{minD}_{(K,B,P,N,q')}$, $\mathfrak{P} = (D^+, D^-, \emptyset)$ be a q-partition w.r.t. $D$ and $Q \subseteq \text{Disc}_D$ an (explicit-entailments) query for $\mathfrak{P}$. Then $Q' \subseteq Q$ is a query with q-partition $\mathfrak{P}$, i.e. $\mathfrak{P}_D(Q') = \mathfrak{P}$, iff $Q' \cap D_i \neq \emptyset$ for each $D_i \in D^-$. 

Proof. “$\Rightarrow$”: Proof by contraposition. Assume there is a $D_i \in D^-$ such that $Q' \cap D_i = \emptyset$. Then $K_i^* = (K \setminus D_i) \cup B \cup U_P \supseteq Q'$ since $K \setminus D_i \supseteq \text{Disc}_D \setminus D_i \supseteq Q'$. This $K_i^* \models Q'$ follows by the fact that the entailment relation in $L$ is extensive. As a result, we have that $D_i \in D^+(Q')$. Consequently, as $D_i \in D^-$, the q-partition $\mathfrak{P}_D(Q')$ of $Q'$ must differ from the q-partition $\mathfrak{P}$ of $Q$.

“$\Leftarrow$”: Proof by contradiction. Assume that $Q' \subseteq Q$ is a query with q-partition $\mathfrak{P}$ and $Q' \cap D_i = \emptyset$ for some $D_i \in D^-$. Then $(K \setminus D_i) \cup Q' = (K \setminus D_i)$ since $Q' \subseteq Q \subseteq \text{Disc}_D \subseteq K$ and $Q' \cap D_i = \emptyset$. Therefore $K_i^* \cup Q' = K_i^*$ which implies that $Q' \subseteq K_i^*$ and thus $K_i^* \models Q'$ due to the extensive entailment relation in $L$. Consequently, $D_i \in D^+(Q')$ must hold. Since $D_i \in D^-$, we can derive that the q-partition $\mathfrak{P}_D(Q')$ of $Q'$ is not equal to the q-partition $\mathfrak{P}$ of $Q$, a contradiction. 











Lemma 6. Let $D \subseteq \min_{\{K,B,P,N\}} \mathcal{D}$, $\mathcal{D} = (D^+, D^-, \emptyset)$ be a q-partition w.r.t. $D$ and $Q \subseteq \text{Disc}_D$ an (explicit-entailments) query associated with $\mathcal{D}$. Then $Q'$ with $\text{Disc}_D \supseteq Q' \supseteq Q$ is a query with q-partition $\mathcal{D}$, i.e. $\mathcal{D}_D(Q') = \mathcal{D}$, iff $Q' \subseteq U_D \setminus U_{D^+}$.

Proof. “$\Rightarrow$”: Proof by contraposition. If $Q' \not\subseteq U_D \setminus U_{D^+}$ then there is an axiom $\alpha \in Q'$ such that $\alpha \notin U_D \setminus U_{D^+}$. This implies that $\alpha \in U_{D^+}$ because $\alpha \in Q' \subseteq \text{Disc}_D = U_D \setminus I_D$ which means in particular that $\alpha \in U_D$. Consequently, $\alpha \in D_j$ for some diagnosis $D_j \in D^+$ must apply which is why $K^*_j \cup Q'$ must violate $R$ or $N$ due to the $\subseteq$-minimality of $D_j$. As a result, $D_j$ must belong to $D^-(Q')$ and since $D_j \not\subseteq D^-$, we obtain that the q-partition $\mathcal{D}_D(Q')$ of $Q'$ is different from $\mathcal{D}$.

“$\Leftarrow$”: Direct proof. If $Q' \supseteq Q$ and $Q' \subseteq U_D \setminus U_{D^+}$, then for each $D_i \in D^+$ it holds that $K^*_i = Q'$ by the fact that the entailment relation in $L$ is extensive and as $Q' \subseteq U_D \setminus U_{D^+} \subseteq K \setminus D_i \subseteq K^*_i$. Hence, each $D_i \in D^+$ is an element of $D^+(Q')$.

For each $D_j \in D^-$, $K^*_j \cup Q'$ must violate $R$ or $N$ by the monotonicity of the entailment relation in $L$, since $K^*_j \cup Q$ violates $R$ or $N$, and because $Q' \supseteq Q$. Thus, each $D_j \in D^-$ is an element of $D^-(Q')$.

So far, we have shown that $D^+ \subseteq D^+(Q')$ as well as $D^- \subseteq D^-(Q')$. To complete the proof, assume that some of these set-inclusions is proper, e.g. $D^+ \subset D^+(Q')$. In this case, by $\mathcal{D}^0 = \emptyset$, we can deduce that there is some $D \in D^-$ such that $D \in D^+(Q')$. This is clearly a contradiction to the fact that $D^- \subseteq D^-(Q')$ and the disjointness of the sets $D^+(Q')$ and $D^-(Q')$ which must hold by Prop. 51. The other case $D^- \subset D^-(Q')$ can be led to a contradiction in an analog way. Hence, we conclude that $\mathcal{D}_D(Q') = \mathcal{D}$.

Lemma 7. Let $\text{DPI} = (K, B, P, N)$ be a DPI, $D \subseteq \min_{\text{DPI}}$ and $\emptyset \subset D^+ \subset D$. Then the canonical query $Q_{\text{can}}(D^+)$ w.r.t. the seed $D^+$ is equal to $U_D \setminus U_{D^+}$ which is in turn equal to the union of all traits of diagnoses in $D^- = D \setminus D^+$. 

Proof. $Q_{\text{can}}(D^+) := \text{Disc}_D \cap (K \setminus U_{D^+}) = (U_D \setminus I_D) \cap (K \setminus U_{D^+}) = (U_D \cap K) \setminus (I_D \cup U_{D^+}) = U_D \setminus U_{D+}$ where the last equality holds due to $U_D \subseteq K$ ($U_D$ is a union of diagnoses and diagnoses are subsets of $K$, cf. Def. 10) and $I_D \subseteq U_{D^+}$ ($I_D$ is the intersection of all diagnoses in $D$, hence a subset of all diagnoses in $D$ and in particular of the ones in $D^+ \subset D$, hence a subset of the union $U_{D^+}$ of diagnoses in $D^+$). The equality of $U_D \setminus U_{D^+}$ to the union of all traits of diagnoses in $D^- = D \setminus D^+$ follows directly from Def. 17.

Proof of Proposition 25

Proof. Assume the opposite, i.e. that the q-partition $\mathcal{D}_D(Q) = \langle D^+(Q), D^-(Q), D^0(Q) \rangle$ is not canonical. Due to $Q \subseteq K$, Def. 12, Prop. 51 and the $\subseteq$-minimality of all $D \in D$, $Q$ must be a non-empty set of common explicit entailments of all $K \setminus D_i$ for $D_i \in D^+(Q)$. That is, $\emptyset \subset Q \subseteq K \setminus U_{D^+(Q)}$. Due to Prop. 10, $Q \cap I_D = \emptyset$. Hence, by Prop. 10 $Q := Q \setminus (K \setminus U_D) = Q \cap U_D = (Q \cap U_D) \setminus I_D = Q \cap (U_D \setminus I_D) = Q \cap \text{Disc}_D$ has the same q-partition as $Q$, i.e. $\mathcal{D}_D(Q) = \mathcal{D}_D(Q)$. Further, we observe from these equalities that $Q' \subseteq Q$ and $Q' \subseteq \text{Disc}_D$ must hold. So, the canonical query $Q_{\text{can}}(D^+(Q)) = (K \setminus U_{D^+(Q)}) \cap \text{Disc}_D \supseteq Q'$. Hence, $D^+(Q_{\text{can}}(D^+(Q))) \subseteq D^+(Q') = D^+(Q)$ as each KB that entails $Q_{\text{can}}(D^+(Q))$ must also entail its subset $Q'$. If $D^+(Q_{\text{can}}(D^+(Q))) = D^+(Q)$, then both $Q_{\text{can}}(D^+(Q))$ and $Q$ have the
same q-partition due to Prop. 8 and since both are explicit-entailments queries. This means that $Q_\mathcal{D}(Q)$ is canonical due to Def. 15 - contradiction. Otherwise, $D^+(Q_{\text{can}}(D^+(Q))) \subset D^+(Q)$. That is, there must be some $D_i \in D^+(Q)$ such that $K_i^* \not\models Q_{\text{can}}(D^+(Q))$. But, this is a contradiction to $K_i^* = (K \setminus D_i) \cup B \cup U_P \supseteq (K \setminus D) \supseteq K \setminus U_{D^+(Q)} \supseteq K \setminus U_{D^+(Q)} \cap \text{Disc}_D = Q_{\text{can}}(D^+(Q))$ due to the extensiveness of $L$.

**Proof of Theorem 7**

**Proof.** Due to Prop. 17 and Cor. 3, phase P1 (with threshold $t_m := 0$) finds the optimal CQP $Q^*$ w.r.t. the given QSM $m$ for the leading diagnoses $D$. As a consequence of Prop. 25, $Q^*$ is the optimal q-partition of all explicit-entailments queries $Q \in S$. Therefore, OptQ$(m, S)$ (see Prob. 8) is given by $\{Q | Q \subseteq K, Q_\mathcal{D}(Q) = Q^*\}$, i.e. each explicit-entailments query with q-partition $Q^*$ optimizes the QSM $m$ over all queries in $S$. Due to Prop. 23, the query returned by phase P2 is $Q^* = \arg\min_{Q \in \text{OptQ}(m, S)} c(Q)$.

**Proof of Proposition 26**

**Proof.** Ad 1: The function $\text{Ent}_{ET}$ either does or does not compute explicit entailments (amongst other entailments). In case the function $\text{Ent}_{ET}$ does not compute explicit entailments, $Q_{\exp}$ clearly cannot contain any elements of $K \cup B \cup U_P$. Otherwise, we distinguish between explicit entailments in $(K \setminus U_D) \cup B \cup U_P$ and those in $Q$ (clearly, there cannot be any other explicit entailments in $Q_{\exp}$). Note that $Q \subseteq U_D \setminus U_{D^+} \subseteq U_D$ since due to Prop. 22 and Lem. 7. Additionally, $Q \cap B = \emptyset$ due to $Q \subseteq K$ and Def. 8. And, $Q \cap U_P = \emptyset$ due to $Q \subseteq U_D$ and since no element of any minimal diagnosis $D$ (in $D$), and hence no element in $U_D$, can occur in $U_P$. The latter holds as in case $D' \cap U_P \neq \emptyset$ for $D' \in D$ we would have that $D'' := D' \setminus U_P \subset D'$ is a diagnosis w.r.t. $(K, B, P, N)_R$, a contradiction to the $\supseteq$-minimality of $D'$. All in all, we have derived that $(K \setminus U_D) \cup B \cup U_P$ and $Q$ are disjoint sets.

Now, $Q_{\exp}$ cannot include any elements of $(K \setminus U_D) \cup B \cup U_P$. This must be satisfied since, first, $(K \setminus U_D) \cup B \cup U_P$ is a subset of the left- as well as right-hand $\text{Ent}_{ET}(\cdot)$ expression in the definition of $Q_{\exp}$ (Eq. 24) and, second, both $\text{Ent}_{ET}(\cdot)$ expressions must return the same set of entailments of $(K \setminus U_D) \cup B \cup U_P$ by property (d) made about the operator $\text{Ent}_{ET}$. Therefore, the set defined by the squared brackets in Eq. 24 cannot contain any (explicit) entailments of $(K \setminus U_D) \cup B \cup U_P$.

Further on, $Q_{\exp}$ cannot contain any elements of $Q$. This is guaranteed by the elimination of all elements of $Q$ from the set defined by the squared brackets in Eq. 24. Finally, we summarize that $Q_{\exp} \cap (K \cup B \cup U_P) = \emptyset$.

Ad 2: Clearly, by the definition of a diagnosis (Def. 10), $(K \setminus D) \cup B \cup U_P$ is a solution KB w.r.t. $(K, B, P, N)_R$ for all $D \in D$. In addition, since $D^+ \neq \emptyset$ (cf. Prop. 5), there must be some diagnosis $D' \in D^+ \subset D$ such that $(K \setminus D') \cup B \cup U_P \models Q$. This implies that $(K \setminus D') \cup B \cup U_P \cup Q$ is a solution KB w.r.t. $(K, B, P, N)_R$ since $L$ is idempotent. By $U_D \supseteq D'$ and by the monotonicity of the logic $L$ we conclude that $S := (K \setminus U_D) \cup B \cup U_P \cup Q$ is a solution KB w.r.t. $(K, B, P, N)_R$.

Obviously, $S \supseteq Q$. Moreover, $S \subseteq K \cup B \cup U_P$ because $Q \subseteq \text{Disc}_D \subseteq K$. Finally, by the left-hand $\text{Ent}_{ET}(\cdot)$ expression in Eq. 24, we obtain that $S \models Q_{\exp}$. 93
Ad[3]: Assume that \( S \) is as defined in the proof of (2) above and that there is some \( \alpha_i \in \text{Q}_{\text{exp}} \) such that \( S \setminus Q \vdash \alpha_i \). Then, \((\mathcal{K} \setminus U_D) \cup B \cup U_P \models \alpha_i \). However, in the proof of (1) above we have derived that \( \text{Q}_{\text{exp}} \) cannot comprise any entailments of \((\mathcal{K} \setminus U_D) \cup B \cup U_P \). Hence, \( \alpha_i \notin \text{Q}_{\text{exp}} \), contradiction.

Ad[4]: This property must be met since \( \text{Ent}_{ET} \) satisfies the type soundness condition (b).

We sum up that (1)-(4) holds for \( \text{Q}_{\text{exp}} \).

\[
\square
\]

**Proof of Proposition 27**

**Proof.** Let \( \mathcal{D} \in \mathcal{D}^+(Q) \). Then, \((\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \models Q \). Since the entailment relation in \( \mathcal{L} \) is idempotent, we have that (*) \((\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \cup Q \equiv (\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \). Further, since \( \text{Q}_{\text{exp}} \) is a set of entailments of \((\mathcal{K} \setminus U_D) \cup B \cup U_P \cup Q \) (see left-hand \( \text{Ent}_{ET}(\cdot) \) expression in Eq. (24)), by the monotonicity of the entailment relation in \( \mathcal{L} \) and because of \((\mathcal{K} \setminus U_D) \cup B \cup U_P \cup Q \supseteq (\mathcal{K} \setminus U_D) \cup B \cup U_P \cup Q \) we deduce that \((\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \mid Q \models \text{Q}_{\text{exp}} \). By (*), we have that \((\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \mid Q \models \text{Q}_{\text{exp}} \). Due to \((\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \mid Q \), the KB \((\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \) must entail \( Q' = \text{Q}_{\text{exp}} \cup Q \). Thus, \( \mathcal{D} \in \mathcal{D}^+(Q') \) holds.

Let \( \mathcal{D} \in \mathcal{D}^-(Q) \). Then, \((\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \cup Q \) violates some \( x \in R \cup N \). Due to the monotonicity of \( \mathcal{L} \) and the fact that \( Q' = \text{Q}_{\text{exp}} \cup Q \supseteq Q \), we immediately obtain that \((\mathcal{K} \setminus \mathcal{D}) \cup B \cup U_P \cup Q' \) violates some \( x \in R \cup N \). Thus, \( \mathcal{D} \in \mathcal{D}^-(Q') \).

Up to this point, we have demonstrated that \( \mathcal{D}^+(Q) \subseteq \mathcal{D}^+(Q') \) as well as \( \mathcal{D}^-(Q) \subseteq \mathcal{D}^-(Q') \). Since \( Q \subseteq \text{Disc}_D \), Prop. 8 ensures that \( \mathcal{D}^0(Q) = \emptyset \). At this point, an analogue argumentation as we gave in the last paragraph of the proof of Lem. 6 can be used to realize that \( \mathcal{D}^+(Q) = \mathcal{D}^+(Q') \), \( \mathcal{D}^-(Q) = \mathcal{D}^-(Q') \) as well as \( \mathcal{D}^0(Q) = \mathcal{D}^0(Q') \). Hence, \( \mathcal{Q}_D(Q) = \mathcal{Q}_D(Q') \).

\[
\square
\]

**Proof of Theorem 8**

**Proof.** By Conjecture 1, the q-partition of each query in \( \mathcal{Q}^0_D \) is canonical. Along with Theorem 6 and the premise that the optimality threshold \( t_m \) is set to zero, this implies that phase P1 returns a best q-partition among the set of all q-partitions for queries in \( \mathcal{Q}^0_D \). For if a goal q-partition (see definition on page 37) is found, then it features the best theoretically possible \( m \)-value and must be (one of) the best q-partition(s) in \( \mathcal{Q}^0_D \). Otherwise, the entire q-partition search space is explored (Theorem 6) since no goal is found and the best among all visited q-partitions is returned. Since the QSM of a query depends only on its q-partition, we obtain that \( \text{OptQ}(m, S) \) (see Prob. 3) is optimized over \( S = \mathcal{Q}^0_D \). By Cor. 6 the QCM \( t_{\text{max}} \) is optimized over all queries from \( \text{OptQ}(m, S) \). This completes the proof of the first statement of the theorem. The second statement is a direct consequence of Cor. 7.

\[
\square
\]

**Appendix B: Symbols and Meanings**

Tab. 7 provides an overview of the symbols used in this work and their meaning.
| Symbol | Meaning |
|--------|---------|
| $2^X$  | the powerset of $X$ where $X$ is a set |
| $U_X$  | the union of all elements in $X$ where $X$ is a collection of sets |
| $I_X$  | the intersection of all elements in $X$ where $X$ is a collection of sets |
| $\mathcal{L}$ | a (monotonic, idempotent, extensive) logical knowledge representation language |
| $\mathcal{K}$ | a (usually faulty) KB over $\mathcal{L}$ |
| $\alpha_i$ | a sentence over $\mathcal{L}$ (optionally with an index) |
| $B$ | a (correct) background KB over $\mathcal{L}$ |
| $P$ | the set of positive test cases (each test case is a set of sentences) |
| $P_i$ | a positive test case (optionally with an index) |
| $N$ | the set of negative test cases (each test case is a set of sentences) |
| $N_i$ | a negative test case (optionally with an index) |
| $R$ | a set of (logical) requirements to the correct KB including at least consistency |
| $\langle \mathcal{K}, B, P, N \rangle_R$ | a (KBD) diagnosis problem instance (DPI) |
| $\text{allD}_X$ | the set of all diagnoses w.r.t. the (KBD-)DPI $X$ |
| $\text{minD}_X$ | the set of minimal diagnoses w.r.t. the (KBD-)DPI $X$ |
| $D$ | a set of leading diagnoses where $D \subseteq \text{minD}_X$ for a given DPI $X$ |
| $D_i$ | a diagnosis (optionally with index $i$) |
| $C_i$ | a conflict (optionally with index $i$) |
| $\mathcal{K}^*_i$ | $(\mathcal{K} \setminus D_i) \cup B \cup U_P$ |
| $D^+(Q) / D^-(Q) / D^0(Q)$ | the diagnoses predicting the positive / the negative / no answer of $Q$ |
| $Q_D$ | the set of all queries w.r.t. the leading diagnoses $D$ |
| $Q^0_D$ | $\{ Q \mid Q \in Q_D, D^0(Q) = \emptyset \}$ |
| $\mathcal{Q}_D(Q)$ | the q-partition $(D^+(Q), D^-(Q), D^0(Q))$ of query $Q \in Q_D$ |
| $D^+(\mathcal{Q}) / D^-(\mathcal{Q}) / D^0(\mathcal{Q})$ | the leftmost / middle / rightmost entry of the q-partition $\mathcal{Q}$ |
| $Q_{\text{can}}(S)$ | the canonical query (CQ) w.r.t. seed $\emptyset \subset S \subset D$ |
| CQP$_D$ | the set of canonical q-partitions (CQPs) w.r.t. the leading diagnoses $D$ |
| $c$ | a query selection measure (QSM) estimating each query’s diagnoses discrimination strength |
| $p$ | a query cost measure (QSM) assigning (measurement / answering) costs to each query |
| $\text{Disc}_D$ | the discrimination sentences $U_D \setminus I_D$ w.r.t. the leading diagnoses $D$ |
| $D^{(k)}_i$ | the trait $D_i \setminus U_{D^+_i}$ of $D_i$ w.r.t. $\mathcal{Q}_D$ |
| MHS$_X$ | the set of all minimal hitting sets of a collection of sets $X$ |
| $p(D)$ | the probability of a diagnosis $D$ |
| $p(X)$ | the sum of probabilities of diagnoses in $X$ where $X$ is a set of diagnoses |

Table 7: Symbols, abbreviations and their meaning.

References

Rui Abreu, Peter Zoeteweij, and Arjan JC Van Gemund. Simultaneous debugging of software faults. *Journal of Systems and Software*, 84(4):573–586, 2011.

Faisal N Abu-Khzam. A kernelization algorithm for d-hitting set. *Journal of Computer and System Sciences*, 76(7):524–531, 2010.
Franz Baader, Diego Calvanese, Deborah L McGuinness, Daniele Nardi, and Peter F Patel-Schneider, editors. *The Description Logic Handbook: Theory, Implementation, and Applications*. Cambridge University Press, 2007.

Gerhard Brewka. Preferred subtheories: An extended logical framework for default reasoning. In *IJCAI’89*, volume 89, pages 1043–1048, 1989.

Mark Brodie, Irina Rish, Sheng Ma, and Natalia Odintsova. Active probing strategies for problem diagnosis in distributed systems. In *IJCAI’03*, pages 1337–1338, 2003.

Tom Bylander, Dean Allemang, Michael Tanner, and John Josephson. The computational complexity of abduction. *Artif. Intell.*, 49:25–60, 1991.

John Ceraso and Angela Provitera. Sources of error in syllogistic reasoning. *Cognitive Psychology*, 2(4):400–410, 1971.

Stefano Ceri, Georg Gottlob, and Letizia Tanca. What you always wanted to know about Datalog (and never dared to ask). *IEEE Transactions on Knowledge and Data Engineering*, I(1), 1989.

Karthikeyan Chandrasekaran, Richard Karp, Erick Moreno-Centeno, and Santosh Vempala. Algorithms for implicit hitting set problems. In *Proc. 22nd annual ACM-SIAM symposium on Discrete Algorithms*, pp. 614–629. Society for Industrial and Applied Mathematics, 2011.

Chin-Liang Chang and Richard Char-Tung Lee. *Symbolic Logic and Mechanical Theorem Proving*. Academic Press Inc., 1973.

Stephen A Cook. The complexity of theorem-proving procedures. In *Proc. 3rd annual ACM symposium on Theory of computing*, pp. 151–158. ACM, 1971.

Adnan Darwiche and Gregory Provan. Exploiting system structure in model-based diagnosis of discrete-event systems. In *Proc. 7th Intl. Workshop on Principles of Diagnosis*, volume 95105, 1996.

Randall Davis and Walter Hamscher. Model-based reasoning: Troubleshooting. *Exploring Artificial Intelligence*, 8:297–346, 1988.

Johan de Kleer. Problem solving with the atms. *Artif. Intell.*, 28(2):197–224, 1986.

Johan de Kleer. Focusing on probable diagnoses. In *AAAI’91*, pp. 842–848, 1991.

Johan de Kleer and James Kurien. Fundamentals of model-based diagnosis. In *Proc. 5th IFAC Symposium on Fault Detection, Supervision, and Safety of Technical Processes (Safeprocess)*, pp. 25–36, 2004.

Johan de Kleer and Olivier Raiman. How to diagnose well with very little information. In *Working Notes 4th Intl. Workshop on Principles of Diagnosis*, pp. 160–165, 1993.

Johan de Kleer and Raymond Reiter. Foundations for assumption-based truth maintenance systems: Preliminary report. In *AAAI’87*, pp. 183–188, 1987.
Johan de Kleer and Brian C Williams. Diagnosing multiple faults. *Artif. Intell.*, 32(1):97–130, 1987.

Johan de Kleer and Brian C Williams. Diagnosis with behavioral modes. In *IJCAI’89*, pp. 1324–1330, 1989.

Johan de Kleer, Alan K Mackworth, and Raymond Reiter. Characterizing diagnoses and systems. *Artif. Intell.*, 56, 1992a.

Johan de Kleer, Olivier Raiman, and Mark Shirley. One step lookahead is pretty good. In *Readings in model-based diagnosis*, pp. 138–142, 1992b.

Rina Dechter. *Constraint processing*. Morgan Kaufmann, 2003.

Rodney G Downey and Michael R Fellows. *Fundamentals of parameterized complexity*, volume 4. Springer, 2013.

Oskar Dressler and Peter Struss. The consistency-based approach to automated diagnosis of devices. *Principles of Knowledge Representation*, pp. 269–314, 1996.

Alexander Feldman, Gregory M Provan, and Arjan JC van Gemund. Solving strong-fault diagnostic models by model relaxation. In *IJCAI’09*, pp. 785–790, 2009.

Alexander Feldman, Gregory M Provan, and Arjan JC van Gemund. A model-based active testing approach to sequential diagnosis. *JAIR*, 39:301–334, 2010.

Alexander Felfernig, Gerhard Friedrich, Dietmar Jannach, and Markus Stumptner. Consistency-based diagnosis of configuration knowledge bases. *Artif. Intell.*, 152(2):213–234, 2004a.

Alexander Felfernig, Gerhard Friedrich, Dietmar Jannach, and Markus Stumptner. Consistency-based diagnosis of configuration knowledge bases. *Artif. Intell.*, 152(2):213–234, 2004b.

Alexander Felfernig, Gerhard Friedrich, Karl Isak, Kostyantyn Shchekotykhin, Erich Teppan, and Dietmar Jannach. Automated debugging of recommender user interface descriptions. *Applied Intelligence*, 31(1):1–14, 2009.

Gerhard Friedrich and Kostyantyn Shchekotykhin. A General Diagnosis Method for Ontologies. In *ISWC’05*, pp. 232–246, 2005.

Alberto Gonzalez-Sanchez, Rui Abreu, Hans-Gerhard Gross, and Arjan JC van Gemund. Spectrum-based sequential diagnosis. In *AAAI’11*, pp. 189–196, 2011.

Bernardo Cuenca Grau, Ian Horrocks, Boris Motik, Bijan Parsia, Peter F Patel-Schneider, and Ulrike Sattler. OWL 2: The next step for OWL. *Web Semantics: Science, Services and Agents on the World Wide Web*, 6(4):309–322, 2008.

Russell Greiner, Barbara A Smith, and Ralph W Wilkerson. A correction to the algorithm in Reiter’s theory of diagnosis. *Artif. Intell.*, 41(1):79–88, 1989.
David Heckerman, John S Breese, and Koos Rommelse. Decision-theoretic troubleshooting. *Communications of the ACM*, 38(3):49–57, 1995.

Matthew Horridge. *Justification based Explanation in Ontologies*. PhD thesis, University of Manchester, 2011.

Matthew Horridge, Bijan Parsia, and Ulrike Sattler. Laconic and Precise Justifications in OWL. In *ISWC’08*, pp. 323–338, 2008.

Matthew Horridge, Samantha Bail, and Bijan Parsia. The cognitive complexity of OWL justifications. In *ISWC’11*, 2011.

Matthew Horridge, Bijan Parsia, and Ulrike Sattler. Extracting justifications from BioPortal ontologies. In *ISWC’12*, pp. 287–299, 2012.

Laurent Hyafil and Ronald L Rivest. Constructing optimal binary decision trees is NP-complete. *Information processing letters*, 5(1):15–17, 1976.

Yun-Fei Jiang and Li Lin. The computation of hitting sets with boolean formulas. *Chinese Journal of Computers*, 26(8):919–924, 2003.

Ulrich Junker. QUICKXPLAIN: Preferred Explanations and Relaxations for Over-Constrained Problems. In *AAAI’04*, volume 3, pp. 167–172. AAAI Press / The MIT Press, 2004.

Aditya Kalyanpur. *Debugging and Repair of OWL Ontologies*. PhD thesis, University of Maryland, College Park, 2006.

Aditya Kalyanpur, Bijan Parsia, Evren Sirin, and Bernardo Cuenca Grau. Repairing Unsatisfiable Concepts in OWL Ontologies. In *The Semantic Web: Research and Applications, 3rd European Semantic Web Conference, ESWC 2006*, volume 4011 of *Lecture Notes in Computer Science*, pp. 170–184, Springer, 2006.

Richard M Karp. Reducibility among combinatorial problems. *Complexity of Computer Computations*, pp. 85–103, 1972.

Yevgeny Kazakov, Markus Krötzsch, and František Simančík. The incredible ELK. *Journal of automated reasoning*, 53(1):1–61, 2014.

Markus Krötzsch. Efficient inferencing for OWL EL. In *JELIA*, volume 6341, pp. 234–246. Springer, 2010.

Donald E Knuth. *The Art of Computer Programming: Fundamental Algorithms*, volume 1. Addison Wesley Longman, 1997.

David G Luenberger and Yinyu Ye. *Linear and Nonlinear Programming*. Springer Publishing Company, Inc., 2015.

Joao Marques-Silva, Mikoláš Janota, and Anton Belov. Minimal sets over monotone predicates in boolean formulae. In *Intl. Conference on Computer Aided Verification*, pp. 592–607. Springer, 2013.
Cristinel Mateis, Markus Stumptner, Dominik Wieland, and Franz Wotawa. Model-Based Debugging of Java Programs. In \textit{AADEBUG'00}, 2000.

Bernard ME Moret. Decision trees and diagrams. \textit{ACM Computing Surveys (CSUR)}, 14(4):593–623, 1982.

Boris Motik, Peter F Patel-Schneider, and Bijan Parsia. OWL 2 Web Ontology Language Structural Specification and Functional-Style Syntax. \textit{W3C recommendation}, pp. 1–133, 2009.

Natalya F Noy, Michael Sintek, Stefan Decker, Monica Crubézy, Ray W Fergerson, and Mark A Musen. Creating Semantic Web Contents with Protégé-2000. \textit{IEEE Intelligent Systems}, 16(2):60–71, 2000.

Natalya F Noy, Nigam H Shah, Patricia L Whetzel, et al. Bioportal: ontologies and integrated data resources at the click of a mouse. \textit{Nucleic acids research}, 37(suppl 2):170–173, 2009.

Bijan Parsia, Evren Sirin, and Aditya Kalyanpur. Debugging OWL ontologies. In \textit{WWW'05}, pp. 633–640, 2005.

Peter F Patel-Schneider, Patrick Hayes, Ian Horrocks, et al. OWL Web Ontology Language Semantics and Abstract Syntax. \textit{W3C recommendation}, 10, 2004.

Krishna R Pattipati and Mark G Alexandridis. Application of heuristic search and information theory to sequential fault diagnosis. \textit{IEEE Transactions on Systems, Man, and Cybernetics}, 20(4):872–887, 1990.

Yannick Pencolé and Marie-Odile Cordier. A formal framework for the decentralised diagnosis of large scale discrete event systems and its application to telecommunication networks. \textit{Artif. Intell.}, 164(1):121–170, 2005.

Jurryt Pietersma, Arjan JC van Gemund, and Andre Bos. A model-based approach to sequential fault diagnosis. In \textit{IEEE Autotestcon}, 2005, pp. 621–627, 2005.

Ingo Pill and Thomas Quaritsch. Optimizations for the boolean approach to computing minimal hitting sets. In \textit{ECAI'12}, pp. 648–653. IOS Press, 2012.

Willard V Quine. The problem of simplifying truth functions. \textit{The American Mathematical Monthly}, 59(8):521–531, 1952.

John R Quinlan. Induction of Decision Trees. \textit{Machine Learning}, 1(1):81–106, 1986.

Raymond Reiter. A Theory of Diagnosis from First Principles. \textit{Artif. Intell.}, 32(1):57–95, 1987.

Marco M Ribeiro. \textit{Belief Revision in Non-Classical Logics}. SpringerBriefs in Computer Science. Springer London, 2012.

Patrick Rodler. \textit{Interactive Debugging of Knowledge Bases}. PhD thesis, Alpen-Adria Universität Klagenfurt, 2015. http://arxiv.org/pdf/1605.05950v1.pdf.
Patrick Rodler. Towards better response times and higher-quality queries in interactive knowledge base debugging. Technical report, Alpen-Adria Universität Klagenfurt, 2016. http://arxiv.org/pdf/1609.02584v2.pdf.

Patrick Rodler. On active learning strategies for sequential diagnosis. In DX’17, page (to appear), 2017.

Patrick Rodler and Konstantin Schekotihin. Reducing model-based diagnosis to knowledge base debugging. In DX’17, page (to appear), 2017.

Patrick Rodler, Kostyantyn Shchekotykhin, Philipp Fleiss, and Gerhard Friedrich. RIO: Minimizing User Interaction in Ontology Debugging. In Web Reasoning and Rule Systems, pp. 153–167. 2013.

Patrick Rodler, Wolfgang Schmid, and Konstantin Schekotihin. Inexpensive cost-optimized measurement proposal for sequential model-based diagnosis. In DX’17, page (to appear), 2017.

Francesca Rossi, Peter Van Beek, and Toby Walsh. Handbook of constraint programming. Elsevier, 2006.

Catherine Roussey, Oscar Corcho, and Luis Manuel Vilches-Blázquez. A catalogue of OWL ontology antipatterns. ACM Press, 2009.

Stuart J Russell and Peter Norvig. Artificial Intelligence: A Modern Approach. Pearson Education, 3rd edition, 2010.

Thomas Schiex and Gérard Verfaillie. Nogood recording for static and dynamic constraint satisfaction problems. Intl. Journal on Artificial Intelligence Tools, 3(02):187–207, 1994.

Stefan Schlobach, Zhisheng Huang, Ronald Cornet, and Frank Harmelen. Debugging Incoherent Terminologies. Journal of Automated Reasoning, 39(3):317–349, 2007.

Burr Settles. Active Learning. Morgan and Claypool Publishers, 2012.

Mojdeh Shakeri, Vijay Raghavan, Krishna R Pattipati, and Ann Patterson-Hine. Sequential testing algorithms for multiple fault diagnosis. IEEE Trans. Systems, Man, and Cybernetics, Part A, 30(1):1–14, 2000.

Kostyantyn Shchekotykhin and Gerhard Friedrich. Query strategy for sequential ontology debugging. In ISWC’10, pp. 696–712, 2010.

Kostyantyn Shchekotykhin, Gerhard Friedrich, Philipp Fleiss, and Patrick Rodler. Interactive Ontology Debugging: Two Query Strategies for Efficient Fault Localization. Web Semantics: Science, Services and Agents on the World Wide Web, 12-13:88–103, 2012.

Kostyantyn Shchekotykhin, Gerhard Friedrich, Patrick Rodler, and Philipp Fleiss. Sequential diagnosis of high cardinality faults in knowledge-bases by direct diagnosis generation. In ECAI’14, pages 813–818, 2014.
Kostyantyn Shchekotykhin, Dietmar Jannach, and Thomas Schmitz. Mergexplain: Fast computation of multiple conflicts for diagnosis. In IJCAI’15, 2015.

Kostyantyn Shchekotykhin, Thomas Schmitz, and Dietmar Jannach. Efficient sequential model-based fault-localization with partial diagnoses. In IJCAI’16, 2016.

Rob Shearer, Boris Motik, and Ian Horrocks. HermiT: A Highly-Efficient OWL Reasoner. In Proc. 5th Int. Workshop on OWL: Experiences and Directions (OWLED 2008 EU), 2008.

Sajjad Siddiqi and J Huang. Sequential diagnosis by abstraction. JAIR, 41:329–365, 2011.

Evren Sirin, Bijan Parsia, Bernardo Cuenca Grau, Aditya Kalyanpur, and Yarden Katz. Pellet: A practical OWL-DL reasoner. Web Semantics: Science, Services and Agents on the World Wide Web, 5(2):51–53, 2007.

Gerald Steinbauer and Franz Wotawa. Detecting and locating faults in the control software of autonomous mobile robots. In IJCAI’05, pp. 1742–1743, 2005.

Heiner Stuckenschmidt. Debugging OWL Ontologies - A Reality Check. In Proc. 6th Intl. Workshop on Evaluation of Ontology-based Tools and the Semantic Web Service Challenge (EON), pp. 1–12, 2008.

Markus Stumptner and Franz Wotawa. Debugging functional programs. In IJCAI’99, pp. 1074–1079, 1999.

Alfred Tarski. Logic, semantics, metamathematics: papers from 1923 to 1938. Hackett Publishing, 1983.

Dmitry Tsarkov and Ian Horrocks. FaCT++ description logic reasoner: System description. In In Proc. Intl. Joint Conf. on Automated Reasoning (IJCAR 2006), pp. 292–297, 2006.

Tania Tudorache, Csongor Nyulas, Natalya F Noy, and Mark A Musen. WebProtégé: A Collaborative Ontology Editor and Knowledge Acquisition Tool for the Web. Semantic Web Journal, 11-165, 2011.

Jules White, David Benavides, Douglas C. Schmidt, Pablo Trinidad, Brian Dougherty, and Antonio Ruiz Cortés. Automated diagnosis of feature model configurations. Journal of Systems and Software, 83(7):1094–1107, 2010.

Franz Wotawa. On the relationship between model-based debugging and program slicing. Artif. Intell., 135(1-2):125–143, 2002.

Tom Zamir, Roni T Stern, and Meir Kalech. Using model-based diagnosis to improve software testing. In AAAI’14, pp. 1135–1141, 2014.

Alenka Zuzek, Anton Biasizzio, and Franc Novak. Sequential diagnosis tool. Microprocessors and Microsystems - Embedded Hardware Design, 24(4):191–197, 2000.