Design and off-design performance comparison of supercritical carbon dioxide Brayton cycles for particle-based high temperature concentrating solar power plants
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\textbf{A B S T R A C T}

Concentrated solar power (CSP) plants using dense particle suspension as heat transfer fluid and particles as the storage medium are considered as a promising solution to provide the high temperature required for the supercritical carbon dioxide (S-CO\textsubscript{2}) Brayton cycle. During plant operation, variations in the heat transfer fluid temperature and ambient temperature would significantly affect system performance. Determining the suitable S-CO\textsubscript{2} Brayton cycle configuration for this particle-based CSP plant requires accurate prediction and comprehensive comparison on the system performance both at design and off-design conditions. This study presents a common methodology to homogeneously assess the plant performance for six 10 MW S-CO\textsubscript{2} Brayton cycles (i.e., simple regeneration, recompression, precompression, intercooling, partial cooling and split expansion) integrated with a hot particles thermal energy storage and a dry cooling system. This methodology includes both design and off-design detailed models based on the characteristic curves of all components. The optimal design for each thermodynamic cycle has been determined under the same boundary design constrains by a genetic algorithm. Then, their off-design performances have been quantitatively compared under varying particle inlet temperature and ambient temperature, in terms of cycle efficiency, net power output and specific work. Results show that the variation in ambient temperature contributes to a greater influence on the cycle off-design performance than typical variations of the heat transfer fluid temperature. Cycles with higher complexity have larger performance deterioration when the ambient temperature increases, though they could present higher peak efficiency and specific work at design-point. In particular, the cycle with maximum efficiency or specific work presents significant changes in different ranges of ambient temperature. This means that for the selection of the best configuration, the typical off-design operation conditions should be considered as well. For integrating with high-temperature CSP plants and dry cooling systems, the simple regeneration and the recompression cycles are the most suitable S-CO\textsubscript{2} Brayton cycle configurations due to their fewer performance degradations at ambient temperatures above 30 °C, which is a frequent environmental condition in sunny areas of the world.
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less compression work close to the critical point [5]. Besides, the flexible heat rejection strategy is another attractive characteristic of the S-CO\(_2\) Brayton cycle. CO\(_2\) has a nearly ambient critical temperature (31.2 \(^\circ\)C), allowing the dry cooling technology to be incorporated making it especially suitable for use in arid regions with abundant solar resources and water scarcity [6].

Despite its simplicity, it is a highly regenerative cycle subject to a variety of solutions of internal heat management involving significant heat exchangers between fluids with dissimilar thermal properties and flowrates. Various configurations of the S-CO\(_2\) Brayton cycle have been proposed in the literature based on the original proposals of Angelino and Dostal [6]. To improve system thermo-economic performance, Dostal [6] proposed five configurations of the S-CO\(_2\) Brayton cycle, including simple recuperation, recompression, precompression, reheating, and partial-cooling cycle by adding additional compressors and recuperators. The recompression cycle has been recommended for properly solving the pinch-point problem with high efficiency [8]. Derived from recompression cycle, Turchi et al. [4] found that the recompression cycle with intercooling could achieve greater than 50% efficiency with dry cooling, though it is highly dependent on the ambient temperature at the site. Ruiz-Casanova et al. [9] recommended adopting the intercooled recuperated Brayton cycle in low-grade geothermal heat sources for its high electric power output, energy and exergy efficiencies. Guo et al. [10] comprehensively compared the energy, exergy and economic performances of three S-CO2 power cycles integrated with an optimized coal boiler layout. In addition to the conventional exergy analysis, Liu et al. [11] also conducted an advanced exergy analysis considering the interactions among components and technological limitations to further reveal the pragmatic potential for system performance improvements. Crespi et al. [12] reviewed forty-two stand-alone S-CO2 power cycles and thirty-eight combined layouts with potential use in different industry areas and investigated the thermo-economic performance of partial-cooling cycle for eventual integration in Solar Power Tower (SPT) systems with different turbine inlet temperature (TIT) and pressure ratio (PR) [13].

Besides investigating the power cycle independent from the energy source, many studies have focused on the steady-state modelling of the S-CO2 Brayton cycle integrated with SPT system. Several optimization approaches have been proposed to find the optimal design conditions and appropriate cycle configurations. There are mainly two approaches for the integration: direct integration and indirect integration. In the direct integration, the S-CO2 is used as both the working fluid in power cycle and the heat transfer fluid in the solar receiver, which could contribute to a higher receiver outlet temperature and fewer system components. Al-Sulaiman and Atif [14] compared the thermodynamic performance of five S-CO2 Brayton cycles directly integrated with a SPT system, including the simple cycle, regenerative cycle, recompression, precompression and split expansion cycle. They found that the

| Nomenclature | Description |
|--------------|-------------|
| Acronyms     |             |
| CIT          | Main compressor inlet temperature |
| CSP          | Concentrating solar power |
| DNI          | Direct normal irradiance |
| DPS          | Dense particle suspension |
| HTF          | Heat transfer fluid |
| HTR          | High temperature recuperator |
| LCOE         | Levelized cost of electricity |
| LTR          | Low temperature recuperator |
| MCIT         | Main compressor inlet temperature |
| MCIP         | Main compressor inlet pressure |
| MCOP         | Main compressor outlet pressure |
| PCHE         | Printed circuit heat exchanger |
| PGIT         | Precompressor inlet temperature |
| PCOP         | Precompressor outlet pressure |
| PHE          | Primary heat exchangers |
| PR           | Pressure ratio |
| RF           | Recompression fraction |
| S-CO\(_2\)   | Supercritical carbon dioxide |
| SPT          | Solar power tower |
| TES          | Thermal energy storage |
| TIP          | Turbine inlet pressure |
| TIT          | Turbine inlet temperature |
| UA           | Production of overall heat transfer coefficient and area |
| UBFB         | Bubbling fluidized bed |

| Latin Letters | Description |
|---------------|-------------|
| \(Q\)         | Heat transfer rate |
| \(m\)         | Mass flow rate |
| \(C\)         | Capacity rate |
| \(C_p\)       | Specific heat capacity |
| \(d\)         | Hydraulic diameter |
| \(f\)         | Friction |
| \(h\)         | Specific enthalpy |
| \(k\)         | Overall heat transfer coefficient; thermal conductivity |
| \(l\)         | Length of PCHE channel |

| Greek Letters | Description |
|---------------|-------------|
| \(\Delta\)    | Variation in |
| \(\epsilon\)  | Recuperator efficiency |
| \(\xi_p\)     | Pressure drop factor |
| \(\eta\)      | Cycle/turbomachinery efficiency |
| \(\mu\)       | Dynamic viscosity |
| \(\rho\)      | Density |
| \(\phi\)      | Flow coefficient |
| \(\psi\)      | Ideal head coefficient |
| \(\beta\)     | Modified heat transfer coefficient |

| Subscripts    | Description |
|---------------|-------------|
| \(Air\)      | Air inlet in the dry cooler |
| \(areo\)     | Aerodynamic process |
| \(c\)        | Compressor; cold |
| \(cycle\)    | Cycle design |
| \(h\)        | Hot |
| \(i\)        | i-th element |
| \(in\)       | Inlet |
| \(ise\)      | Isentropic process |
| \(max\)      | Maximum |
| \(min\)      | Min |
| \(net\)      | Net value |
| \(out\)      | Outlet |
| \(t\)        | Turbine |
| \(DPS\)      | DPS inlet in the primary heat exchanger |
recompression cycle reached the highest cycle efficiency at solar noon, while the simple regenerative cycle performed better during low direct normal irradiance (DNI) periods. Furthermore, Zhu et al. [15] found that the intercooling cycle could achieve higher cycle efficiency and the partial-cooling cycle could provide higher specific work than the recompression cycle. Although the S-CO2 Brayton cycle appeared manageable under part heat load operation for short durations [16], there are still many technical restrictions in the S-CO2 solar receiver design, materials and control strategy development. Instead, the indirect integrated system can be more easily realized by adopting the concept of two-tank molten salt. Wang et al. [17] compared the performance of six S-CO2 Brayton cycle layouts integrated with molten salt thermal energy storage (TES) and the solar tower system. Results indicated that the intercooling cycle could generally offer the highest efficiency, followed by the partial-cooling cycle and the recompression cycle. They also conducted a multi-objective optimization for these cycles based on simultaneously considering the cycle efficiency and specific work [18]. Ma et al. [19] performed an exergo-economic comparison between the reheating and no-reheating S-CO2 intercooling Brayton cycle integrated with molten salt solar power plant and then optimized six crucial variables with the objective of minimal total unit exergy cost. Neises and Turchi [20] investigated the performance and cost trade-offs of three S-CO2 Brayton cycles integrated with a molten salt SPT system under different recuperator conductances. It was found that the partial-cooling cycle had the largest temperature range of heat input, leading to cheaper two-tank TES, higher receiver efficiencies, and lower mass flow rates in the power tower, and thus less minimum levelized cost of electricity (LCOE) than the simple cycle and the recompression cycle.

Despite the mature technologies in thermal energy storage and efficient receiver design for molten salts, further efficiency improvements are constrained by their relatively low degradation temperature (about 600 °C). Particle solar receiver is considered as an attractive technology pathway with the potential to deliver the high temperatures (>700 °C) required by S-CO2 Brayton cycle [3,19]. Up bubbling fluidized bed (UBFB) indirectly irradiated solar particle receivers with a novel heat transfer fluid (HTF) based on a dense particle suspension (DPS) consisting of very small particles, such as silicon carbide or olive with mean particle size d50 = 59 µm and density = 3300 kg/m³, which can be easily fluidized at low gas velocities and stored economically. Reyes-Belmonte et al. [21] optimized the integration of recompression S-CO2 cycle with a DPS central receiver CSP plant and observed a near 50% net cycle efficiency. The feasibility of annual operation of subcritical steam Rankine cycle coupled to the particle receiver solar power plant was also demonstrated by the authors though with lower conversion efficiencies [22].

The integration of TES could mitigate transient perturbations of DNI fluctuations though, the S-CO2 Brayton cycle with DPS solar system might operate under off-design or part-load conditions as well. When the plant operates in load-following mode, the power cycle output is required to augment or decrease in response to grid power demand. Depending on the operation and control or dispatch strategies employed, and for specific solar receiver load conditions or DNI fluctuations, the power cycle might need to operate at varying DPS temperature. Furthermore, if the S-CO2 cycle uses the dry cooling system, the dramatic variation of ambient temperature in sunny areas with high DNI will directly influence compressor inlet temperature, which is a key parameter for the whole cycle performance. Therefore, accurate prediction for the system off-design performance is decisive for the utilization of the S-CO2 power cycle used in SPT systems.

Dyreby et al. [23] developed the off-design models of S-CO2 recuperation and recompression cycle and examined the cycle performance at higher off-design compressor inlet temperatures (CIT) and lower TITs. Their semiempirical models of turbomachinery, which were obtained by extrapolating the experimental data from laboratory-scale S-CO2 turbomachinery to large-scale power cycles, have been widely adopted by other authors [24–29]. To further accommodate real components design and changes in fluid thermophysical properties, Saeed et al. [30] established a mean line model of turbomachinery along with a one-dimensional steady-state model for heat exchangers. De la Calle et al. [24] investigated the impact of ambient temperature on the off-design performance of a S-CO2 recompression cycle with dry cooling. They also extrapolated a series of polynomial regressions for the net power output drop and used them to simulate the annual system performance. Instead of using constant minimum temperature difference in the cooler like Ref. [24], Duniam and Veeraragavan [25] introduced a detailed model of natural draft dry cooling tower into the whole off-design model. They found that the cycle could maintain nominal net power generation at 50 °C ambient temperature with increased cycle mass flow rate and TIT. Neises [31] demonstrated that compressor shaft speeds control could improve the performance of the recompression S-CO2 Brayton cycle when the ambient temperature or HTF mass flow is below its design value. Wang et al. [27] analyzed a parabolic trough solar power plant integrated with a direct air-cooled S-CO2 recompression Brayton cycle and investigated the impacts of PR, recompression fraction (RF), shaft speed, ambient temperature and solar intensity on the power output. Yang et al. [28] studied the off-design performance of the system integrated with a simple recuperated S-CO2 Brayton cycle, solar tower and molten salt TES. They assumed the system was hybrid and backed-up with biomass when the DNI was insufficient and thus the TIT was constant. Instead of focusing on the off-design performance of S-CO2, they assessed more in detail the effect of ambient temperature and solar power input on the receiver efficiency. Furthermore, the authors [29] compared the part-load performance of four S-CO2 Brayton cycles including the simple regeneration, reheating, recompression and intercooling cycle. They adjusted the system maximum and minimum pressure and RF to follow the changing power output demand by assuming constant TIT and CIT.

The main objective of this study is to develop a harmonized methodology to investigate both the design and off-design performance of the dry-cooling S-CO2 Brayton cycles for particle central receiver CSP plants. In particular, the proposed methodology can be used to evaluate the effect of particle inlet temperature and ambient temperature variations on the performance of different systems and thus to identify the most efficient thermodynamic cycles. Using hot particles as the storage medium in TES is a promising way to achieve the development goals in the Gen3 Roadmap [3], while most previous studies have only investigated systems coupled to molten salt TES system [15,23,26,27]. Quantitative analysis and comprehensive comparison for the off-design performance of different S-CO2 Brayton cycles are required to identify the optimal configuration integrated with particles-based thermal storage, not only regarding the system design performance but also the annual operation. Although some efforts have been made to investigate the off-design performance of simple and recompression S-CO2 Brayton cycle at different heat and cold sources temperature, the off-design performance of more complex cycle layouts, including precompression, intercooling, partial cooling and split expansion cycle, remains unclear. Previous studies mostly considered the dry cooler performance with a constant TIT [22,23] or investigated the part-load performance with a constant CIT [29], the detailed influence mechanism among the operational parameters of turbomachinery and heat exchangers is still uncertain, especially for complex configurations. Studies are still needed to investigate the effect of performance improvement technical solutions, for instance adding recuperators, recompression and intercooling, on the system performance under off-design conditions, such as lower DPS temperature or higher ambient temperature.

In this study, a common methodology has been developed with detailed design and off-design thermodynamic models of six typical 10 MW S-CO2 Brayton cycles integrated with a two-tank particle TES system fed by a DPS solar receiver and with a dry cooling system. The investigated configurations include the simple regeneration, recompression, precompression, intercooling, partial cooling and split
Fig. 1. Schematic diagrams for six S-CO$_2$ Brayton cycle integrated with dense particle receiver and their corresponding T-s diagrams. MC, MC1, and MC2 refer to the main compressor, main compressor 1 and main compressor 2 respectively; RC refers to recompressor; PHE refers to the primary heat exchanger; HTR and LTR refer to high and low temperature recuperator respectively.
expansion cycle. In design point, same boundary conditions and components efficiency have been used and critical design parameters (RF, intermediate pressure for precompression, and intermediate pressure for split expansion) have been optimized by genetic algorithms to achieve maximum cycle efficiency. The preliminary component design has been made to get the geometric parameters used in semi-empirical off-design models of turbomachinery and coefficient correlations of heat exchangers. The off-design performance of six configurations has been then quantitatively assessed when the DRS inlet temperature and ambient temperature differ from the design values. Both design and off-design performance of these six configurations have been compared in terms of three aspects, i.e., cycle efficiency, net power output and specific work. Results can guide for selecting the S-CO₂ Brayton cycle with superior operating performance after coupling the particle central receiver SPT plants and dry-cooling system.

2. System configurations description

Solar power plants using particle receiver concept coupled with six common S-CO₂ Brayton cycles are shown in Fig. 1(a)-(f), respectively. These plants consist of the heliostat field, the solar particle receiver using DRS as HTF, two storage tanks and the power block with S-CO₂ Brayton cycle devices. During the operation, DRS is directly heated by concentrated sunlight inside the tubular panel of the solar receiver and stored in an insulated tank. Then the high-temperature particles transfer the heat to the S-CO₂ in the primary heat exchanger (PHE). Silicon Carbide particles have been considered for the solar loop as the reference case. The introduction of storage tank thermally decouples the solar loop and power cycle, hence the variation of solar thermal heat input in the cycle can be represented by the mass flow rate and outlet temperature of DRS from the hot tank. Therefore, the system modelling in this paper focuses on the power block with suitable assumptions regarding the interface with the DRS solar power plant. The investigated S-CO₂ Brayton cycles in this paper include the simple regeneration, the recompression, the intercooling, the partial-cooling and the split expansion cycles. These six cycles consist of similar components, i.e., compressors, turbines and heat exchangers, while they present different component arrangements.

2.1. Simple regeneration cycle

Fig. 1(a) shows the configuration and corresponding T-s diagram of simple regeneration S-CO₂ Brayton cycle, which incorporates a recuperator in the original Brayton cycle to recover the waste heat. Since the heat regeneration is generally required, the simple regeneration, instead of the original cycle, is always considered as the reference layout, and more sophisticated layouts can be derived from it [32]. In this cycle, state 1 corresponds to the compressor inlet, which is near the CO₂ critical point. In the compressor, the S-CO₂ is compressed to high pressure (point 1 to 2) and preheated in the printed circuit heat exchanger (PCHE) recuperator to state 3. Then the S-CO₂ is heated to the maximum temperature by particles in the PHE. From the PHE, the high-temperature and high-pressure S-CO₂ (state 4) expand in the turbine to transform the fluid energy into rotational work of shaft which connects the compressor, turbine and generator. The exhaust fluid (state 5) is subsequently cooled down in the recuperator (state 6) and dry air cooler, where the compressor inlet temperature is reached by rejecting energy to the ambient.

2.2. Recompression cycle

Though the introduction of recuperator recovers much waste heat, the cycle efficiency is still limited by the pinch-point problem, which means that the temperature difference at some points may be smaller than the minimum temperature difference [21]. This is caused by specific S-CO₂ thermo-physical properties. In the low-temperature part of the recuperator, the specific heat in the cold stream is nearly two times greater than that in the hot stream. To solve the pinch-point problem, the recompression cycle is proposed by decreasing the mass flow rate of the high-pressure stream [7]. Compared to the simple regeneration cycle, the recompression cycle adds an additional compressor (recompressor) and splits the low-pressure stream by dividing the regenerator into two parts: the low temperature recuperator (LTR) and the high temperature recuperator (HTR) as shown in Fig. 1(b).

2.3. Precompression system

Precompression cycle is another alternative configuration to reduce the pinch-point problem by increasing the pressure of the low-pressure stream. Instead of splitting the CO₂ mass flow rate, the precompression cycle introduces an additional compressor (i.e. precompressor) between the HTR and LTR, as shown in Fig. 1(c). Before entering the LTR, the S-CO₂ flows in the outlet of HTR (state 7) and is compressed by precompressor to state 8. The introduction of pre-compressor also decouples the main compressor inlet pressure from turbine outlet pressure, giving more flexibility in the system optimization.

2.4. Intercooling system

To further improve system performance, intercooling is added to the recompression cycle for reducing the compressor work. This arrangement divides the main compression into two stages, which benefits the cycle optimization by decoupling the main compressor inlet temperature and the turbine outlet pressure. According to the location of flow splitting, the possible configurations of recompression cycle with intercooling can be classified into the recompression cycle with main-compression intercooling (intercooling cycle, Fig. 1(d)) and the recompression cycle with precooling (partial cooling cycle, Fig. 1(e)) [4]. Derived from the recompression cycle, the low temperature and pressure stream is compressed by main compressor 1 to the intermediate pressure of state 12. Next, this stream enters the intercooler to be cooled down to the designed inlet temperature of main compressor 2 (state 13). Finally, the stream is further compressed in the main compressor 2 to the designed cycle highest pressure. The inlet temperatures of pre-compression and main compressor can be different in theory, but since both the precooler and intercooler use dry air as cold sink [4], these two temperatures are considered to be the same in this study.

2.5. Partial cooling system

Partial cooling cycle is another way to introduce multistage compression with intercooling in the recompression cycle to improve system efficiency. The power cycle block in Fig. 1(e) is the partial cooling S-CO₂ cycle, which refers to the recompression cycle with precooling, as mentioned in the previous section. In this configuration, the mainstream is further cooled by the precooler after exiting from LTR and then is split after the precompressor at state 11. A fraction of the stream enters the recompressor, while the remaining is cooled by the intercooler to state 1 and compressed in the main compressor to state 2 successively. Because of the precompression procedure, the recompressor operates over a fraction of the turbine pressure ratio. Similar to the intercooling cycle, the inlet temperatures of the precompressor (state 10) and the main compressor (state 1) are equal.

2.6. Split expansion cycle

To obtain high system performance, the S-CO₂ Brayton cycle always operates in the high pressure and temperature regions, which presents challenges in materials durability and cost, especially in the PHE. Therefore, derived from the recompression cycle, the split expansion cycle introduces an additional turbine between the HTR and the PHE to
reduce the thermal stress. As shown in Fig. 1(f), the high-pressure stream at the outlet of HTR (state 5) expands in the split turbine to state 6 before entering the PHE. In the PHE, the S-CO$_2$ is heated to maximum temperature (state 7). The remaining S-CO$_2$ flow path is similar to the recompression cycle.

In the end, the recompression and precompression cycle represent two possible ways to solve the pinch-point problem in the simple regeneration cycle. The intercooling, partial cooling and split expansion cycle are all derived from the recompression cycle, the difference between them being that the intercooling and partial cooling have an additional precompressor and intercooler but in different positions, while the split expansion cycle has an additional split expander.

3. Modelling methods

This work is carried out by developing the design and off-design models for each component and then integrating them into a system-level model. All components models, including compressors, turbines, PHE, recuperators and dry-coolers, are based on the mass and energy balances at steady-state. The mathematical models for all six cycles are encoded in MATLAB [33]. The working fluid properties are provided from REFPROP 9.1 [34]. Silicon Carbide particles have been chosen as the working fluid in the solar loop and the material properties are referred to [22].

3.1. Design point modelling

Design point analysis is used to determine the thermodynamic conditions of all the cycle components, including their inlet/outlet states, heat loads or power requirements, which are fundamental for further component geometry design [5]. The main assumptions in the developed thermodynamic models are as follows:

1. The kinetic and potential energy changes in DPS, S-CO$_2$ and air are neglected.
2. The energy losses in pipelines, generator, motor and junctions are neglected.
3. The pressure drops in the heat exchanger are mainly due to the frictional losses along the channel length, while the entrance loss, exit losses and acceleration effect are neglected.
4. The S-CO$_2$ fluid undergoes an adiabatic but non-isentropic process in compressor and turbine.

3.1.1. Turbine and compressor design modelling

Processes in turbine and compressor at design condition are assumed as adiabatic but non-isentropic with constant isentropic efficiencies. The isentropic efficiency ($\eta_{ise}$) refers to the ratio of the real work done in the process to the work produced in the isentropic process. When the isentropic efficiency is determined, the isentropic specific work ($w_{ise}$) of a turbomachine can be calculated according to:

$$w_{ise} = h_{t,3} - h_{t,1}$$

(1)

where $h_{t,3}$ is the specific enthalpy of S-CO$_2$ in the turbomachine outlet; $h_{t,1}$ refers to the specific isentropic enthalpy of S-CO$_2$ in the turbomachine inlet, which is calculated according to the designed fluid outlet pressure and inlet specific entropy.

The actual specific power of compressor ($w_c$) and turbine ($w_t$) can be obtained in Eq. (2) and Eq. (3), respectively.

$$w_c = \frac{w_{ise}}{\eta_{ise}}$$

(2)

$$w_t = w_{ise} \cdot \eta_{ise}$$

(3)

The net cycle power without parasitic losses ($W_{net}$) equals the power generated by turbines subtracting the power consumed by compressors.

$$W_{net} = \sum \dot{m}_{in,c} \cdot w_c - \sum \dot{m}_{in,t} \cdot w_t$$

(4)

where $\dot{m}_{in,c}$ and $\dot{m}_{in,t}$ refer to the mass flow rate going through the turbine and compressor respectively, which will be different according to the cycle layout. For example, the mass flow rate going through the recompressor is the product of the cycle mass flow and RF. The cycle mass flow rate is the value when the $W_{net}$ equals the specified power output at the design point.

3.1.2. Heat exchanger design modelling

There are mainly three types of heat exchangers used in the S-CO$_2$ Brayton cycle:

a) the recuperators are used to recover the heat of the working fluid CO$_2$ from the hot side to the cold side;

b) the PHE, where the working fluid CO$_2$ absorbs heat from high temperature particles before entering the turbine; and
c) the precooler that rejects heat of S-CO$_2$ to the ambient air.

Among all possible heat exchanger designs, PCHE is chosen as appropriate for the S-CO$_2$ Brayton cycle because of its great compactness and capability to withstand the high temperature and pressure [6]. Compared with straight and zigzag PCHE, S-shaped fin PCHE has better thermal–hydraulic performances: greater heat transfer ability, relatively lower pressure drops and cost [32,33]. Thus, the recuperators have been modelled as S-shaped fin PCHE, which were designed by optimizing simultaneously the whole cycle thermodynamic and economic performances as reported in a previous study [36]. However, since the information on modelling the PCHE used for heat transfer from particles and air to S-CO$_2$ is limited, the detailed geometry design of PHE and precooler have been simplified in this study. The detailed modelling methods for heat exchanger are shown in Appendix A.

3.2. Off-design condition modelling

Based on the design condition analysis in the previous section, the turbomachinery maps and heat exchanger performance coefficients can be obtained according to the system hardware selections, which enable to predict the cycle off-design performance. Compared to centrifugal turbomachines, radial turbomachines are preferred to attain better performance for a wider range of cycle’s off-design operations and more suitable for S-CO$_2$ power plants with a 0.3–30 MWe capacity [37]. Therefore, the compressor and turbine used in the investigated system capacity (10 MW) are designed as a single-stage radial type. A 3D physics-based model is reported in Ref. [30]; however, it is found that the semi-empirical model developed by Dyreby [38] requires less computation effort and is easier to apply in various cycle configurations. The semi-empirical models are described in the following sections.

3.2.1. Compressor off-design modelling

The compressor off-design model computes the compressor performance and outlet conditions of S-CO$_2$ from the inlet conditions of S-CO$_2$ and geometry parameters. Based on the semi-empirical model in Ref. [38], the radial compressor performance can be described by dimensionless flow and ideal head coefficients. The ideal head coefficient ($\psi$) and compressor off-design efficiency ($\eta_{*c}$) are both functions of the flow coefficient ($\phi$), and their functional relationships are expressed as:

$$\phi = \frac{\dot{m}_{in,c}}{\rho_a U_z D_i^2 (N_{design})^{1/5}}$$

(5)

$$\psi = \frac{\Delta h_{c}}{U_z^2 (N_{design}/N)^{2(\psi-1)/3}}$$

(6)
\[ \eta^*_{c} = \eta_{c,\text{design}} \left( \frac{N_{\text{design}}}{N} \right)^{2.98} \]  

(7)

where \( \rho_{\text{in}} \) is the density of S-CO\(_2\) at the compressor inlet; \( U_c \) is the tip speed of the rotor; \( D_c \) is the rotor diameter; \( N \) is the shaft speed; \( N_{\text{design}} \) is the design shaft speed and \( \Delta h_{\text{iso}} \) is the isentropic enthalpy rise of the S-CO\(_2\) through the compressor.

Sandia National Laboratories [39] issued one of the most comprehensive compressor physical studies based on experimental data from a 50 kW S-CO\(_2\), thus the present study deduces indicative performances of compressors in different layouts based on Sandia’s prototype. Furthermore, applying the modified definitions shown in Eqs. (5)–(7) to the
experimental data in Ref., the functional relations among the ideal head coefficient, efficiency and flow coefficient can be extrapolated as follows [40]:

\[ \eta = -498626\phi^4 + 53224\phi^3 - 2505\phi^2 + 54.6\phi + 0.04049 \]  
(8)

\[ \eta' = -1638000\phi^4 + 182725\phi^3 - 8089\phi^2 + 168.6\phi - 0.7069 \]  
(9)

When the compressor efficiency at the off-design condition is calculated, the corresponding pressure rises and work consumption can be determined by a similar approach in design analysis. The compressor off-design model is similar to the compressor off-design model, but its efficiency is determined using the mass flow rate and required outlet pressure (equal to the outlet pressure of the main compressor); the required shaft speed is also calculated in this manner.

3.2.2. Turbine off-design modelling

Since the S-CO\textsubscript{2} performs like an ideal-gas in the turbine, the turbine can be modelled based on a general dimensionless approach for radial turbines. This approach assumes the turbine as an adiabatic nozzle [41] and simulates the turbine performance by the following equations. Assuming most of the pressure drop is through the nozzles, the mass flow rate through the turbine is proposed in a first-order approximation [26]:

\[ \dot{m}_{\text{turbine}} = A_{\text{nozzle}}\rho_{\text{turbine}}C_s \]  
(10)

where \(A_{\text{nozzle}}\) is the effective nozzle area of the turbine; \(\rho_{\text{turbine}}\) is the density of S-CO\textsubscript{2} at the turbine outlet and \(C_s\) is the spouting velocity, which is the velocity that will be achieved at the turbine outlet during an isentropic expansion:

\[ C_s = \sqrt{2(h_{\text{turbine}} - h_{\text{inlet}})} \]  
(11)

From Eq. (11), it can be seen that \(\dot{m}_{\text{turbine}}\) is strongly dependent on the inlet conditions and geometry design. Once the inlet conditions of turbine change, mainly caused by the heat sink temperature or compressor outlet conditions, the mass flow rate of the whole cycle will be modified and hence the system performance will change.

The turbine off-design efficiency (\(\eta'\)) is calculated by multiplying the aerodynamic efficiency (\(\eta_{\text{aero}}\), that is the efficiency of an ideal turbine with no internal losses) by the turbine design point efficiency (\(\eta_{\text{turbine design}}\)) [38]:

\[ \eta' = \eta_{\text{turbine design}}\eta_{\text{aero}} = \eta_{\text{turbine design}}2\sqrt{1 - \nu^2} \]  
(12)

where \(\nu\) is the velocity ratio, which is the ratio of rotor tip speed to spouting velocity. The rotor tip speed of the turbine is the same as that of the corresponding connected compressor according to the cycle layout. The relationship between the aerodynamic efficiency (\(\eta_{\text{aero}}\)) and velocity ratio (\(\nu\)) shown in Eq. (12) is proposed in Ref. [42]. The turbine efficiency is also further extrapolated as a quartic polynomial from the experimental data of a S-CO\textsubscript{2} turbine in Ref. [43]:

\[ \eta_{\text{aero}} = 1.0626\nu^4 - 3.0874\nu^3 + 1.3668\nu^2 + 1.3567\nu + 0.17992118 \]  
(13)

The turbine wheel diameter is determined for getting the maximum turbine efficiency at the designed shaft speed, which is equal to the shaft speed of the connected compressor. For Eq. (12), the maximum efficiency is achieved at a velocity ratio of 0.707 [40]. Once the mass flow rate and efficiency of the turbine are determined, the outlet conditions of S-CO\textsubscript{2} and turbine power output can be obtained according to the similar method in design analysis. The compressor and turbine are connected on the main shaft and the recompressor is placed on a separate shaft driven by an electric motor.

3.2.3. Heat exchanger off-design modelling

The off-design performance of heat exchanger is evaluated by scaling conductance and pressure drop with mass flow rate. When the average fluid properties in the heat exchanger do not change significantly in off-design conditions, thermal conductance (\(UA\)) and pressure drop scale (\(\Delta P\)) with mass flow rate from their design-point according to [23]:

\[ \frac{U_A}{U_{A,\text{design}}} = \left( \frac{\dot{m}}{\dot{m}_{\text{design}}} \right)^{\frac{1}{n}} \]  
(14)

\[ \Delta P = \Delta P_{\text{design}} \left( \frac{\dot{m}}{\dot{m}_{\text{design}}} \right)^{\frac{3}{4}} \]  
(15)

However, when the fluid works near the vicinity of the critical point, the variation of thermodynamic properties at both sides must be taken into account. Thus, the relationship between \(UA\) and \(U_{A,\text{design}}\) is presented by the modified heat transfer coefficients (\(\beta\)):

\[ \frac{U_A}{U_{A,\text{design}}} = \left( \frac{\dot{m}^n}{\dot{m}_{\text{design}}^n} \right) \left( \frac{\rho_{\text{in}}}{\rho_{\text{design}}} \right)^{\frac{n}{4}} \]  
(16)

\[ \beta = n^{0.8}C_p^{n(1-n)}k^{(n-0.8)} \]  
(17)

where \(n = 0.4\) for hot fluid and \(n = 0.3\) for cold fluid; \(C_p, k\) and \(\mu\) is the specific heat capacity, thermal conductivity and dynamic viscosity of the stream at each division, respectively.

3.2.4. Off-design cycle iteration

The recompression cycle is the most common investigated cycle nowadays and integrates both the recuperation and recompression process. Considering the convenience of model validation, the recompression cycle is selected as an example for explaining the iteration flow chart and model validation. The calculation algorithms for the other five configurations are similar to the flow chart shown in Fig. 2 just by adding, removing or changing the location of some specific processes. Apart from components geometry characteristics at design-point, the off-design mode inputs include the inlet temperature and mass flow rate of DPS and air, as well as the inlet pressure of the main compressor. Specifying these values fully constrains the set of equations derived from energy and mass balances on the components under off-design conditions. Nested iteration strategy has been used to find the numerical solution of the set of equations. There are five iteration loops in total. The outermost iteration loop is initiated by guessing a value for the main compressor inlet temperature (T1). Given a value for T1, control moves to the turbine inlet temperature (T6) iteration loop and after the calculation logic moves to the mass flow rate iteration process, which is determined by matching the head-flow curve of the main compressor with the flow characteristic of the turbine. Once the mass flow rate through the cycle has converged, the temperatures at the remaining unknown state points can be determined by the iteration loop of matching the conductance in recuperators. Root-finding algorithms have been used to check the matching between the calculated conductance and scaled conductance from Eqs. (14) and (16).

Performance evaluation criteria used in this paper are the net power output (\(W_{\text{net}}\), shown in Eq. (4), cycle efficiency (\(\eta_{\text{cycle}}\)), and specific work (\(w\)). The cycle efficiency is the ratio of net power output to the heat absorbed by S-CO\textsubscript{2} in the primary heat exchanger (\(Q_{\text{PHX}}\)) and specific work is work per unit weight. Thermal input ratio (\(R_{\text{thermal}}\)) is the heat absorbed by S-CO\textsubscript{2} in the PHE at off-design condition (\(Q_{\text{PHE}}\)) divided by its design value (\(Q_{\text{PHE,design}}\)).

\[ \eta_{\text{cycle}} = \frac{W_{\text{net}}}{Q_{\text{PHX}}} \]  
(18)

\[ w = \frac{W_{\text{net}}}{\dot{m}_{\text{turbine}}} \]  
(19)

\[ R_{\text{thermal}} = \frac{Q_{\text{PHE}}}{Q_{\text{PHE,design}}} \]  
(20)
3.3. Model validation

Validations of the developed power cycles model have been carried out using the recompression cycle as a typical example. For design point code validation, the cycle efficiencies calculated from the employed model are compared to published data from three different studies [6,38,44], where the recuperator is also designed by specific effectiveness. The operation conditions used in the validation cases and corresponding efficiency differences are listed in Table 1 and the efficiency comparison is shown in Fig. 3 (a).

For off-design code validation, the cycle efficiencies under several typical off-design conditions are examined with those results from Ref. [38], as shown in Table 2. For maintaining similar design parameters, the recuperators conductance used for design condition in Ref. [38] are converted to the recuperator effectiveness used in our model, and the results are also listed in Table 1. Since Dyreby et al. [38] did not introduce PHE and precooler into the power cycle, different TIT and CIT are used to represent the off-design conditions and the corresponding DPS inlet temperature and air inlet temperature used in our models are shown in Table 2. As it is shown in Fig. 3(b), the calculated efficiencies are in close agreement with the published data, indicating that the modelling approach is consistent and reliable for the off-design performance analysis of the S-CO$_2$ Brayton cycle.

4. Performance analysis

4.1. System performance comparison at design points

This section introduces the design point specifications of different configurations under the same boundary conditions. Main design specifications are listed in Table 3. Besides these physical boundaries, technical features like the recompression fraction (RF), intermediate pressure of precompression and split expansion also significantly influence the cycle performance. Thus, a genetic algorithm [45] is utilized in the design condition to obtain the optimal operating conditions for the maximum cycle efficiency. The optimized parameters and their corresponding values in each cycle are listed in Table 4.

The system performance for these six cycles under their optimal design conditions are listed in Table 5. It can be seen that the intercooling cycle presents the highest cycle efficiency (52.11%), followed by recompression cycle, split expansion cycle and intercooling cycle. The partial cooling system has the largest specific work (141.91 J/kg) and

---

Table 1
Operation conditions used for the design point model validation. (Cycle layout: Recompression cycle).

| Parameters                          | Dostal [6] | Ishiyama et al. [44] | Dyreby [38] | Note |
|-------------------------------------|------------|-----------------------|-------------|------|
| Compressor inlet temperature (°C)  | 32         | 35                    | 45          |      |
| Compressor inlet pressure (kPa)     | 7692       | 8190                  | 9170        |      |
| Turbine inlet temperature (°C)      | 550        | 480                   | 700         |      |
| Pressure ratio (-)                  | 2.6        | 2.51                  | 2.73        |      |
| Compressor efficiency (%)           | 89         | 88.3                  | 89          |      |
| Turbine efficiency (%)              | 90         | 93.4                  | 93          |      |
| HTR efficiency (%)                  | 96.3       | 97.9                  | 93.11 (UA = 823 kW/K)$^a$ |      |
| LTR efficiency (%)                  | 92.1       | 96.1                  | 91.85 (UA = 677 kW/K)$^a$ |      |
| Recompression fraction (-)           | 0.37       | 0.33                  | 0.221       |      |
| Percentage error reference vs calculated (%) | 0.08      | 0.75                   | 0.6         |      |

$^a$ The heat exchanger effectiveness is calculated based on the UA value presented in Ref. [38].

Table 2
Operating conditions used for the off-design model validation. (Cycle layout: Recompression cycle).

| Parameter                          | Turbine Inlet Temperature | Compressor Inlet Temperature |
|------------------------------------|---------------------------|-------------------------------|
|                                   | 650 °C | 700 °C | 750 °C | 40 °C | 45 °C | 50 °C |
| DPS inlet temperature (T$_{DPS}$) (°C)$^b$ | 670.39 | 720 | 769.48 | 719.75 | 720 | 721.71 |
| Air inlet temperature (T$_{air}$) (°C)$^b$ | 24.61 | 25 | 25.36 | 5 | 25 | 36.81 |
| Percentage error reference vs calculated (%) | 0.92 | 1.24 | 0.31 | 0.52 | 0.44 | 1.42 |

$^a$ The DPS inlet temperature and air inlet temperature are corresponding parameters used in our developed model which can generate the same turbine inlet temperature and compressor inlet temperature in Ref. [38].

$^b$ Values used in design condition.
the split expansion cycle leads to the lowest specific work. In terms of the thermal ability of integration with TES, both the temperature differences of DPS in PHE in simple regeneration cycle and partial cooling cycle are larger than 200 °C, while the DPS temperature difference in recompression cycle is only 158.71 °C. The performance of split expansion cycle is similar to the recompression cycle. Compared to recompression cycle, the intercooling cycle contributes to better performance in terms of all these three aspects, while the partial cooling cycle presents less cycle efficiency. It is pointed out that introducing intercooling with multistage main compression is beneficial to increase the specific work and DPS temperature difference, but not always good for the cycle efficiency.

Table 6 presents the geometric design specifications of each component at the design point. As seen in the first part of Table 6, the conductance of PHE in the simple regeneration system is significantly larger than those in the other five cycles. This is because being derived from simple regeneration cycle, the other five cycles have higher temperature in the PHE at the inlet of HTR and LTR. Compared with the other five cycles, the precompression cycle requires much larger precooler but smaller PCHE recuperators. The size of the whole recuperators in the intercooling cycle and partial cooling cycle is similar, while the intercooling cycle requires smaller PHE and precooler than the partial cooling cycle. Split expansion cycle always contributes to more complex system configurations, though less system performance improvement as compared to recompression cycle. The design point values of the turbomachinery for these six cycles are shown in the third part of Table 6.

4.2. Off-design performance comparison under varying DPS inlet temperature

The DPS temperature at the inlet of PHE (T_{DPS}) is a potential control parameter to provide a dispatchable power output following the power demand. The power cycle might operate at different T_{DPS} according to the operation and control or turbine dispatch strategies adopted or due to lower outlet temperatures at the exit of the solar receiver during on-sun operation. This section compares the off-design performance of different configurations at T_{DPS} varying from 460 °C to 700 °C (design value). The mass flow rate of DPS, inlet temperature and mass flow rate of air in the dry cooler, and operation parameters, including main shaft speed, RF and turbine outlet pressure, are all held constant at their design-point values.

Fig. 4 plots the W_{net} of all configurations under different T_{DPS}. As expected, when T_{DPS} decreases from its design value (700 °C), W_{net} decreases in every configuration, and the recompression cycle yields the highest off-design W_{net} followed by the partial-cooling cycle, simple regeneration cycle, intercooling cycle and recompression cycle. The W_{net} in the split expansion cycle is similar to that in the recompression cycle. To further explain the W_{net} variations, the turbine power output (W_t) and compressor work consumption (W_c) at two typical T_{DPS} cases of 460 °C and 700 °C for six configurations are compared in Table 7. For each configuration, W_t decreases but W_c increases with the decreases of T_{DPS}. The reduction in W_t is the main cause of the decrease in W_{net}, as the numerical order of W_t reduction in six configurations is the same as the numerical order of W_{net} shown in Fig. 4. The recompression cycle performs with the largest increment of W_t, but the smallest reduction in W_c and subsequently the smallest reduction in W_{net}. The recompression cycle and split expansion cycle have the largest reduction in W_t and thus the lowest W_{net}. Due to the lower W_t increment, the partial cooling cycle has a little bit higher W_{net} than that of the simple regeneration cycle, although it has higher W_t reduction.

The turbomachinery off-design behaviour (W_t and W_c) depends on inlet conditions of the working fluid, rotation speed and performance map. Fig. 5 depicts the variations of CO_2 working conditions at the turbomachinery inlet, i.e., mass flow rate, TIT and turbine inlet pressure (TIP), main compressor inlet temperature (MCIT) and pressure (MCIP), and the precompressor inlet temperature (PCIT). From Fig. 5(a), it could be seen that the mass flow rate of CO_2 in each configuration exhibits a linear increase with the decrease of T_{DPS}. This is because the allowable cycle off-design mass flow rate depends on the CO_2 density at the turbine outlet, as shown in Eq. (10). As the compressor inlet pressure remains constant with its design value, the turbine outlet pressure is almost the same value (with only slight changes because of the pressure drop in heat exchangers). Thus the CO_2 density at the turbine outlet only depends on the turbine outlet temperature which presents a similar variation trend to TIT. At high pressures in the supercritical region, the CO_2

| Table 3 Fixed design boundaries and component efficiencies used for these six cycles. |
|-----------------------------------------------|
| Fixed parameters                  | Value | Note                                    |
| Net electrical power (MW)          | 10    | Representative system capacity considered by NREL for using in CSP [38] |
| Minimum cycle pressure (MPa)       | 7.8   | Near the critical pressure of CO_2 [21] |
| Maximum cycle pressure (MPa)       | 25    | Available and economic piping [21]      |
| Air inlet temperature (°C)         | 20    | Recommended design air temperature for direct dry cooling [46-48] |
| GT (T1) (°C)                       | 40    | Possible under dry cooling with 20 °C temperature difference with air inlet temperature [46-48] |
| DPS inlet temperature (°C)         | 700   | Recommended inlet DPS design temperature in Ref. [21] |
| ITT (°C)                           | 680   | 20 °C difference with DPS inlet temperature [21] |
| Turbine efficiency (%)             | 93    | Projection of mature, commercial size radial flow turbine efficiency [49] |
| Compressor efficiency (%)          | 89    | Lab test result [43]                    |
| PCHE recuperator efficiency (%)    | 95    | The common value reported in the literature [6,20,30] |

| Table 4 Optimized operation parameters for maximum cycle efficiency in each system configuration. |
|---------------------------------------------------------------|
| Parameters                                      | Optimized values | Note                                      |
| Recompression fraction (–)                       | 0.25 for recompression and split expansion cycle | The ratio of mass flow rate going through recompressor to the whole system mass flow rate |
|                                                   | 0.32 for intercooling cycle |                                          |
|                                                   | 0.35 for partial cooling cycle |                                          |
| Intermediate pressure for split expansion (MPa)   | 20 | The outlet pressure of split turbine in split expansion cycle |
| Intermediate pressure for precompression (MPa)    | 9.9 for cooling cycle | The outlet pressure of precompressor in precompression, intercooling and partial cooling cycle |
|                                                   | 10.5 for precompression cycle |                                          |
|                                                   | 9.1 for intercooling cycle |                                          |

| Table 5 Comparison of six cycle performances under their optimal design conditions. |
|-----------------------------------------------|
| Configuration                  | Cycle efficiency (%) | Specific work (kJ/kg) | The temperature difference of DPS in PHE (°C) |
| Simple regeneration            | 43.63               | 131.04               | 216.62                                      |
| Precompression                 | 50.00               | 116.60               | 158.71                                      |
| Intercooling                   | 48.56               | 132.91               | 196.92                                      |
| Partial Cooling                | 52.11               | 130.67               | 174.28                                      |
| Split Expansion                | 49.46               | 141.91               | 205.26                                      |
|                               | 49.54               | 115.26               | 160.26                                      |
density varies almost linearly with temperature. Therefore, when TIT decreases linearly with $T_{DPS}$, as shown in Fig. 5(b), the CO$_2$ density increases linearly resulting in a linear increase in mass flow rate. For these six configurations, the cycle mass flow rate changes 13.61%, 13.23%, 17.25%, 11.86%, 11.08% and 11.81% from their design values respectively.

The variation of mass flow rate changes the energy equilibrium in compressors and heat exchangers and makes them working in off-design conditions. The augmented mass flow rate of CO$_2$ leads to a lower main compressor outlet pressure (MCOP) due to the constant rotor speed. Meanwhile, the increased CO$_2$ density leads to an increase in CO$_2$ viscosity, so the pressure drops in heat exchangers also increase. The decreased MCOP and increased pressure drop make TIP decreasing with $T_{DPS}$ reduction as shown in Fig. 5(c). On the other hand, the augmented mass flow rate of CO$_2$ also means that more mass of CO$_2$ needed to be cooled by the same ambient temperature and mass flow rate, leading to an increment in MCIT shown in Fig. 5(d). Among all configurations, the precompression cycle has the most significant variation in S-CO$_2$ mass flow rate, leading to the largest change in its MCIT.

TIP is the most important parameter affecting $W_t$, as it determines the turbine pressure ratio. With a low $T_{DPS}$, the precompression cycle has the highest TIP, which means it has the highest MCOP. The MCOP not only
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| Table 6 | Components geometry designs for six S-CO2 Brayton cycle configurations. |
|---------|-----------------------------------------------------------------------|
|          | Simple regeneration | Recompression | Precompression | Intercooling | Partial Cooling | Split Expansion |
| Part 1 – PHE and precooler design |                       |               |                |              |                 |               |
| PHE UA (kW/K) | 782.57              | 644.08        | 706.07         | 629.69       | 683.93          | 653.23         |
| DPS mass flow rate (kg/s) | 91.99              | 109.57        | 92.85          | 95.83        | 85.64            | 109.53         |
| Precooler UA (kW/K) | 378.97            | 271.21        | 621.72         | 194.06(PR)   | 286.67(PR)       | 319.057        |
| Air mass flow rate (kg/s) | 276.41             | 336.23        | 346.86         | 197.34(PR)   | 280.23(IRC)      | 279.29(PAC)    |
| RC Comp. speed (rpm) | 39.182             | 36.274        | 86.76          | 179.87(IRC)  | 167.98(PR)       | 229.22(PAC)    |
| Main Comp. Shaft speed (rpm) | 33,494           | 36,485        | 29,549         | 38,053       | 39,182           | 36,274         |
| Turbine mass flow rate (kg/s) | 76.32             | 85.76         | 75.88          | 76.53        | 70.47            | 71.494         |
| LTR Volume(m$^3$) | 592.55            | 1063.94       | 676.18         | 829.81       | 589.41           | 1099.89        |
| LTR UA (kW/K) | 0.63              | 1.02          | 0.72           | 0.86         | 0.66             | 1.04           |
| Main Comp. Diameter (m) | 0.179            | 0.164         | 0.136          | 0.120        | 0.107            | 0.165          |
| Turbine Diameter (m) | 0.252            | 0.231         | 0.286          | 0.222        | 0.215            | 0.210          |
| Effective nozzle Area (m$^2$) | 0.0024           | 0.0027        | 0.0024         | 0.0024       | 0.0022           | 0.0031         |
| Part 3 – Turbomachinery design |                       |               |                |              |                 |               |
| Main Comp. Diameter (m) | 0.179            | 0.164         | 0.136          | 0.120        | 0.107            | 0.165          |
| Turbine Diameter (m) | 0.252            | 0.231         | 0.286          | 0.222        | 0.225            | 0.210          |
| Effective nozzle Area (m$^2$) | 0.0024           | 0.0027        | 0.0024         | 0.0024       | 0.0022           | 0.0031         |
| Part 2 – PCHE recuperators design |                       |               |                |              |                 |               |
| HTR UA (kW/K) | 559.55            | 1063.94       | 676.18         | 829.81       | 589.41           | 1099.89        |
| HTR Volume(m$^3$) | 0.63              | 1.02          | 0.72           | 0.86         | 0.66             | 1.04           |
| LTR Volume(m$^3$) | –                 | 1.3334        | 0.7729         | 1.1767       | 1.3108           | 1.2896         |

Note: PRC refers to the precooler; IRC refers to the intercooler; PAC refers to the partial cooler; RC refers to the recompressor; PC refers to the precompressor; Main Comp. refers to the main compressor; RC Comp. refers to the second or third compressor; ST refers to the split turbine.
relates to the mass flow rate but also MCIT as well as the main compressor inlet pressure (MCIP). As shown in Fig. 5(e), MCIP in the precompression cycle rises slightly as T\textsubscript{DPS} diminishes, rather than decreasing slightly like in the intercooling and partial cooling cycles, or keeping design value like in the simple regeneration, recompression and split expansion cycle. The slightly higher MCIP in the precompression cycle results in the minimal reduction of MCOP (similar value to TIP) among the six configurations. Since the precompressor is located after the HTR in the precompression cycle, the precompressor inlet temperature (PCIT) drops significantly as the T\textsubscript{DPS} decreases, as shown in Fig. 5(f), leading to an increase in inlet fluid density, which causes the increase in precompressor outlet pressure (PCOP) (similar value to the MCIP).

It also can be observed, in Fig. 5(c), that the simple regeneration, recompression and split expansion cycle have similar TIP, while the intercooling cycle and partial cooling cycle have lower TIP than these three configurations. That is mainly because the design states of main compressor inlet (point 1) in the intercooling cycle and partial cooling cycle are closer to the critical point of CO\textsubscript{2} than those in the simple regeneration, recompression and split expansion cycles, as shown the T-s diagram for each configuration in Fig. 1(a)–(f). The closer the design state of point 1 is to the critical point of CO\textsubscript{2}, the more sensitive the main compressor performance is to changes in intake conditions and therefore the lower MCOP. Compared with intercooling cycle, the lower MCOP of the partial cooling cycle is mainly originated by the slight decreasing of MCIP shown in Fig. 5(e).

The turbomachinery pressure ratio and corresponding efficiencies in six configurations are shown in Fig. 6. As depicted in Fig. 6(a), the decrease in turbine pressure ratio corresponds to the reduction of W\textsubscript{t}. Note that the pressure ratio in the partial cooling cycle, as well as TIP, is the lowest among the configurations, but its W\textsubscript{t} reduction is the second-lowest as presented in Table 7. Similarly, the recompression cycle has the third-highest turbine pressure ratio, while yields the highest W\textsubscript{t} reduction at the same time. This indicates that the W\textsubscript{t} reduction also
relates to the system specific work. A system with higher specific work not only has smaller components size but also lower $W_{net}$ reduction under lower $T_{DPS}$. For all configurations, the compressor pressure ratio decreases with the reduction in $T_{DPS}$ as shown in Fig. 6(e), (c) and (g).

In terms of turbomachinery efficiency shown in Fig. 6(b), (d), (f) and (h), it is obvious that the efficiency drop in the turbine is higher than that in compressor under the studied $T_{DPS}$ range, as the fluid conditions changed more in the turbine inlet than the compressor inlet. This is also one of the reasons that the $W_{s}$ reductions for all configurations are higher than the corresponding $W_{c}$ increments observed in Table 7. When the $T_{DPS}$ is 240 °C lower than its design value, the biggest turbine efficiency drop is 13.98% (partial cooling cycle), while the biggest compressor efficiency drop is only 2.25% (main compressor of precompression cycle). The smaller efficiency drop observed in the split turbine is because the inlet temperature of the split expansion turbine is the outlet of HTR, and varies less than the outlet temperature of PHE. The smaller

Fig. 6. Turbomachinery efficiencies versus $T_{DPS}$ for six configurations. ($T_{DPS} = 700 \degree C$ at design point.) (a) Pressure ratio of the turbine; (b) Turbine efficiency; (c) Pressure ratio of the main compressor; (d) Main compressor efficiency; (e) Pressure ratio of recompressor; (f) Recompressor efficiency; (g) Pressure ratio of pre-compressor; and (h) Precompressor efficiency.
the variation in the intake conditions of turbomachinery, the smaller the reduction in its efficiency.

Fig. 7 shows the effect of $T_{DPS}$ on $\eta_{cycle}$ and $R_{thermal}$ for six configurations. Decreasing the $T_{DPS}$ always contributes to a reduction in $\eta_{cycle}$. Under all cases, the intercooling system performs the highest $\eta_{cycle}$, while the simple regeneration system provides the lowest $\eta_{cycle}$. When the $T_{DPS}$ drops 240 °C from its design value, the $\eta_{cycle}$ of the simple regeneration, recompression, precompression, intercooling, partial cooling and split expansion cycle decreases 15.8%, 20.2%, 17.0%, 18.7%, 17.1% and 20.3% respectively. Compared to other configurations, the $\eta_{cycle}$ of recompression and split expansion cycle is more sensitive to the $T_{DPS}$ decreasing. In the design condition, the $\eta_{cycle}$ of recompression cycle is higher than that of the partial cooling cycle and precompression cycle. However, if the $T_{DPS}$ is lower than 600 °C, the $\eta_{cycle}$ of the partial cooling cycle is higher than the recompression cycle; especially when the $T_{DPS}$ equals to 460 °C, the precompression cycle has slightly higher $\eta_{cycle}$ than the recompression and split expansion cycle. The $\eta_{cycle}$ comparison among these configurations leads to similar results than those shown in Refs. [4,15]. That is because the TIT is nearly identical in all configurations and the temperature difference between TIT and $T_{DPS}$ is near to the design value (20 °C), as shown in Fig. 5(b). Although similar TIT is found among all configurations, $R_{thermal}$ is different due to the variation of mass flow rate and S-CO$_2$ inlet conditions of PHE. Although the $W_{net}$ of precompression cycle drops less than other cycles, its high $R_{thermal}$ reduces its attractiveness in terms of $\eta_{cycle}$. Conversely, the lower required $R_{thermal}$ in intercooling system contributes to its highest $\eta_{cycle}$ at a relative

Fig. 7. (Left) Variation of cycle efficiency with TDPS; and (right) variation of the thermal input ratio with TDPS in six S-CO$_2$ Brayton configurations.

Fig. 8. Variation of specific work with $T_{DPS}$ for six configurations.

Fig. 8. Variation of specific work with $T_{DPS}$ for six configurations.

Fig. 9. Variation of $W_{net}$ with $T_{air}$ for six configurations. ($T_{air} = 20$ °C at design point).

$W_{net}$.

Fig. 8 shows the variation of specific work ($w$) versus $T_{DPS}$. Decreasing the $T_{DPS}$ from its design point, $W_{net}$ diminishes and the cycle mass flow rate increases, thus $w$ decreases for all configurations. The numerical order of $w$ in the six configurations remains consistent with the order at design-point. At any $T_{DPS}$ condition, the partial cooling cycle has the highest $w$, while the recompression and split expansion cycle has the lowest $w$.

Overall, it can be seen that increasing the system complexity adds a bigger benefit to the $\eta_{cycle}$ improvement than to the off-design $W_{net}$ when the $T_{DPS}$ decreases. Simple regeneration cycle provides higher $W_{net}$ than the intercooling, recompression and split expansion cycles even though its $\eta_{cycle}$ is the lowest. Although the intercooling cycle performs the highest $\eta_{cycle}$, its $W_{net}$ is just higher than that of recompression and split expansion cycle. The configuration which contributes to the highest $\eta_{cycle}$, $W_{net}$ and $w$ at lower $T_{DPS}$, is the intercooling cycle, precompression cycle and partial cooling cycle, respectively.

4.3. Off-design performance comparison under varying ambient temperature

This section compares the off-design performance of six configurations under different air temperature at the dry cooler inlet ($T_{air}$). The investigated $T_{air}$ varies from its design point (20 °C) to 50 °C, which is the probably highest ambient temperature in the sunny zones [50]. The
other parameters are held in their design-point values, including the inlet conditions of DPS, the air mass flow rate, and cycle operation parameters (main shaft speed, RF and turbine outlet pressure).

Fig. 9 illustrates the effect of $T_{\text{air}}$ on $W_{\text{net}}$. As $T_{\text{air}}$ increases, the linear decrease in $W_{\text{net}}$ can be divided into two main categories:

- The first category includes the simple regeneration, recompression, and split expansion cycles that exhibit similar net power output and the second category includes the precompression, intercooling, and partial cooling cycles that exhibit a greater decrease in net power output than the first category.

In the first category, the simple regeneration cycle yields the highest $W_{\text{net}}$ and it could provide more than 50% of the rated nominal power under extreme ambient temperature. The $W_{\text{net}}$ of recompression and split expansion cycle is slightly lower than that of the simple regeneration. For the second category, the intercooling cycle performs very similarly to the partial cooling cycle in terms of $W_{\text{net}}$, both of which only provide about 20% of the rated nominal power at the hottest $T_{\text{air}}$.

It is noted the dramatic $W_{\text{net}}$ drop in the precompression cycle when
the $T_{air}$ is higher than 32 °C. The precompression cycle only provides 7.56% of the rated nominal power at the $T_{air}$ of 46 °C. Especially, when the $T_{air}$ exceeds 46 °C, the cycle consumes more compression power than the expansion work, leading to a negative $W_{net}$ and $\eta_{cycle}$, which are the unshown data of precompression cycle in Fig. 9. This is because the MCOP is too low to obtain enough pressure ratio for the turbine expansion work. The turbine efficiency also drops to <30%, as shown in Fig. 11(b) so that $W_t$ is lower than $W_c$. Therefore, the precompression cycle is limited to operate under high ambient temperature.

Fig. 10 presents the variation of plant operating parameters under different $T_{air}$. It can be seen that the variation of mass flow rate (Fig. 10(a)), TIT (Fig. 10(b)), TIP (Fig. 10(c)) and MCIT (Fig. 10(d)) has been depicted with the same classification of the two categories used for $W_{net}$. Resulting from matching the head-flow curve of the main compressor
with the flow resistance of the turbine, a significant decrease in the mass flow rate of CO$_2$ is obtained in each configuration. Both the increase of TIT shown in Fig. 10(b) and the decrease of TIP shown in Fig. 10(c) lead to a decrease of S-CO$_2$ density in the turbine inlet. As T$_{\text{air}}$ increases, less S-CO$_2$ mass flow needs to be heated in the PHE, or cooled in the dry cooler, leading to a less temperature difference between S-CO$_2$ and DPS or air than its design value (20 $^\circ$C). Due to the greater reduction in the mass flow rate, the precompression, intercooling and partial cooling cycle have a higher TIT than the other three configurations. As shown in Fig. 10(c), the variation of TIP resembles that of the net power output. As for MCIP shown in Fig. 10(e), it is noteworthy that MCIP of the precompression cycle drops from 10.5 MPa to 9.3 MPa, causing by an almost 180 $^\circ$C increment of PCIT as shown in Fig. 10(f). The decrease of MCIP further contributes to a lower MCOP in precompression cycle, and therefore that cycle yields the lowest TIP.

Worth to note is that the precompression, intercooling and partial cooling cycles have less pronounced increments in MCIT than the simple regeneration, recompression and split expansion cycles, but a steeper decline in MCOP (same variation trend to TIP). This is because the design point of the main compressor inlet is nearer the critical region of CO$_2$ in the precompression, intercooling and partial cooling cycles, where the fluid density and specific heat are highly variable. As shown in Fig. 10(g) and (h), changes in specific heat and density of the working fluid in the main compressor inlet change for the second configuration category are more significant than those for the first configuration category. Near the critical point, the density of CO$_2$ has a strong decrease with increasing temperature, and this phenomenon is even more evident at low pressures. Due to the relatively large specific heat, the MCIT increments for the precompression, intercooling and partial cooling cycle are smaller than those for the other three configurations. The significant reduction in CO$_2$ density accounts for the significant decrease in MCOP, contributing to a larger reduction in turbine pressure ratio and thus $W_t$. The more sensitive response to the main compressor inlet conditions makes these three systems performances drop more when T$_{\text{air}}$ increases.

Fig. 11 shows the turbomachinery pressure ratios and efficiencies. These changes show the same classification of categories as $W_{\text{net}}$. When T$_{\text{air}}$ increases, the machines, which includes precompression, intercooling and partial cooling cycles, show a more pronounced decrease in pressure ratio and efficiency than the machines in the first category. This is because they deviate from the design point on the performance map, due to the greater reduction in cycle mass flow rate. The lower pressure ratios and efficiencies in the second configuration category result in a larger reduction in $W_t$ and hence a lower $W_{\text{net}}$ as shown in Fig. 9. When T$_{\text{air}}$ is 50, the turbine and compressor efficiencies are reduced by only 6.45% and 1.12% in the first configuration category. However, for the second configuration category, the turbine efficiency decreases by 27.96% and 35.48% and the compressor efficiency decreases by 10.11% and 16.85% for the intercooling and partial cooling cycles, respectively. In particular, the precompression cycle has the largest reduction in efficiency for both the turbine (51.62%) and the main compressor (17.98%), resulting in the largest reduction in its $W_{\text{net}}$ shown in Fig. 9. Due to the direct connection of the recompressor to the precompressor in the partial cooling cycle, its recompressor efficiency reduction is more significant than in other cycles.

Fig. 12 shows the variation of $\eta_{\text{cycle}}$ and $R_{\text{thermal}}$ with T$_{\text{air}}$. It can be seen that the $\eta_{\text{cycle}}$ drops in simple regeneration, recompression and split expansion cycles are significantly less than in the precompression, intercooling and partial cooling cycles. From all the studied cases of T$_{\text{air}}$, the precompression cycle yields the highest $\eta_{\text{cycle}}$ drop of 0.323, and the simple regeneration cycle provides the most stable $\eta_{\text{cycle}}$, which only
When $T_{\text{air}}$ is below $38 \, ^\circ\text{C}$, the cycle efficiency of the simple regeneration cycle becomes higher than that of the intercooling, partial cooling and precompression cycle. At two $T_{\text{air}}$ points of $38 \, ^\circ\text{C}$ and $46 \, ^\circ\text{C}$, the decreasing rate of precompression cycle efficiency changes significantly, which corresponds to the obvious decrease in its turbine efficiency and precompressor efficiency as shown in Fig. 11(b) and (h). Even though the intercooling and partial cooling cycles seem to reach the US DOE’s SunShot target of 50% efficiency at the design condition [3], their off-design performances, in terms of both $\eta_{\text{cycle}}$ and $W_{\text{net}}$, decrease significantly when $T_{\text{air}}$ is higher than $30 \, ^\circ\text{C}$. This indicates that the simpler and recompression configurations reveal less sensitive to the changes in $T_{\text{air}}$.

The variations of specific work ($w$) with $T_{\text{air}}$, for all configurations are shown in Fig. 13. As $T_{\text{air}}$ increases from its design value ($20 \, ^\circ\text{C}$), $w$ always decreases, especially for the precompression cycle. Ordering the configurations by their $w$, it is observed that the order remains constant along with the entire range of $T_{\text{DPS}}$ (see Fig. 8). However, variation with $T_{\text{air}}$ shows that this order changes depending on the region of $T_{\text{air}}$. For $T_{\text{air}}$, above $32 \, ^\circ\text{C}$, the simple regeneration cycle takes over the highest $w$. When $T_{\text{air}}$ is above $38 \, ^\circ\text{C}$, the recompression cycle also starts to perform with higher $w$ than the partial cooling cycle. At the $T_{\text{air}}$ of $50 \, ^\circ\text{C}$, the partial cooling and intercooling cycles have the same $w$.

Under all studied cases of varying $T_{\text{DPS}}$ and $T_{\text{air}}$, the split expansion cycle always has coincident performance with the recompression cycle in terms of $\eta_{\text{cycle}}$, $W_{\text{net}}$ and $w$. Thus, the expansion splitting after HTR does not contribute to the improvement of system performance and operation stability, but only to the reduction of thermal stress in PHE [51].

For the integration with high-temperature CSP plants, usually located in sunny areas, it is expected a significant number of hours of operation above $30 \, ^\circ\text{C}$ ambient temperature, therefore simple regeneration and the recompression and split expansion cycles present better adaptation to that conditions.

5. Conclusions

In this study, a homogeneous comparative evaluation of both the design and off-design performance of six 10 MW S-CO$_2$ Brayton power cycle configurations has been carried out to assess the feasibility of S-CO$_2$ Brayton cycles application in DPS-based central receiver SPT plants with dry cooling systems. Detailed conclusions are as follows.

1) For the design condition, the intercooling system performs with the best cycle efficiency, followed by the recompression cycle, split expansion cycle, partial cooling cycle, precompression cycle and simple regeneration cycle. In terms of the specific work, the partial cooling system yields the highest specific work while the recompression layout offers the lowest specific work. Overall, if only the performance at design point is considered, as it is the case in a typical baseload SPT plant with many hours of thermal storage and operation 24/7, the intercooling cycle is the most recommended one due to its highest cycle efficiency, moderate specific work and good integration with the particle-based TES system (represented by the temperature difference of DPS in the hot side of PHE).

2) Under off-design conditions, produced by changes in temperature of the hot particles supplied by the solar receiver to the storage tank or by variations of ambient temperature, the variations of turbomachinery inlet conditions cause changes in cycle mass flow rate and pressure ratio, which determine the cycle off-design net power output and thus its efficiency. Instead of heat exchangers, the cycle off-design performance mainly depends on the off-design characteristics of turbomachines.

3) Variations of $T_{\text{air}}$ and its key role in the dry cooling system are leading to more significant impacts on cycle performance degradation than the reduction in $T_{\text{DPS}}$. When $T_{\text{DPS}}$ is $240 \, ^\circ\text{C}$ less than the design value, most configurations could provide almost 50% of nominal power with about 30% cycle efficiency. However, the precompression cycle, which provides the highest net power output in lower $T_{\text{DPS}}$, could not generate positive power at the $T_{\text{air}}$ higher than $46 \, ^\circ\text{C}$.

4) Even though the complex systems present higher design-point cycle efficiency and specific work, such as intercooling and partial cooling cycles, their off-design performance exhibits a larger deterioration with increasing $T_{\text{air}}$. The closer the design-point fluid state at the inlet of the main compressor is to the critical point of CO$_2$, the better the cycle design performance, but the more sensitive the cycle off-design performance is to the increase in $T_{\text{air}}$.

5) Off-design performance ranking of the six configurations changes depending on the regions of $T_{\text{DPS}}$ and $T_{\text{air}}$. In the region of $600 \, ^\circ\text{C} < T_{\text{DPS}} < 700 \, ^\circ\text{C}$, the recompression cycle has a higher cycle efficiency than the partial cooling cycle, while the trend reverses at $T_{\text{DPS}} < 600 \, ^\circ\text{C}$. When $T_{\text{air}}$ is below $38 \, ^\circ\text{C}$, the cycle efficiency of the intercooling cycle is greatest, whereas, the largest cycle efficiency is exhibited by the recompression cycle when $T_{\text{air}}$ is above $38 \, ^\circ\text{C}$. In the region of $20 \, ^\circ\text{C} < T_{\text{air}} < 32 \, ^\circ\text{C}$, the partial cooling cycle presents the highest specific work, but for $T_{\text{air}} > 32 \, ^\circ\text{C}$, the simple regeneration exhibits the highest specific work.

In conclusion, selecting a suitable S-CO$_2$ configuration should simultaneously consider the system design and off-design performance, especially under typical off-design operating conditions. Thus, the simple regeneration and the recompression cycles might be the best selection of dry-cooled S-CO$_2$ Brayton cycle configuration to integrate with the CSP plants using DPS as both the HTF and TES medium particle. These two configurations present better adaptation (fewer performance degradations than other cycles) when $T_{\text{air}}$ is above $30 \, ^\circ\text{C}$, which is a condition expected in a significant number of hours every year in sunny areas. The disadvantage of low design cycle efficiency in simple regeneration cycle is balanced by its lower sensitiveness to the variation of $T_{\text{air}}$ and fewer components requirement.
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Appendix A

The detailed models of heat exchangers are described in this Annex. Fig. A1 shows the schematic geometry of the S-shaped fin PCHE. By adopting periodic boundary conditions, the recuperator can be modelled as a single counter-flow channel unit [36]. To consider the variations in thermophysical properties of S-CO$_2$, the channel unit is further discretized into sufficient heat exchangers sections along the channel length, as shown in Fig. A2. The number of sub-heat exchangers depends on the extent of S-CO$_2$ thermophysical properties variability [6]. Outlet conditions on the hot side and cold side are estimated by knowing the inlet conditions on both sides and the desired value of recuperator effectiveness. Recuperator effectiveness ($\varepsilon$) is defined as the ratio between the actual heat flow transferred to the maximum achievable heat flow transferred, as shown in Eq. (1).

$$\varepsilon = \frac{C_h(T_{h,\text{in}} - T_{h,\text{out}})}{C_{\text{min}}(T_{h,\text{in}} - T_{c,\text{in}})}$$ (1)

where $C_h$ is the capacity rate of the hot stream, $C_{\text{min}}$ is the minimum capacity rate of cold and hot streams, where the capacity rate is the product of the flow specific heat and the corresponding mass flow rate. $T_{h,\text{in}}$ and $T_{c,\text{in}}$ represent the inlet temperature of hot and cold stream respectively, and $T_{h,\text{out}}$ is the outlet temperature of hot stream.

Enthalpy changes, in the whole recuperator, are estimated by assuming a pressure drop and, then, divided between each cell. After that, the pressure drop and heat transfer in each section are calculated from Eqs. (2)–(5). Once the assuming pressure drop is equal with the calculated one, the iteration in the recuperator model will end. The geometrical parameters used in pressure drop and heat transfer coefficient calculation are determined by the procedure explained in Ref. [36]. The length of the $i$ element, $\delta l_i$, is calculated according to the equation;

$$\delta l_i = \frac{\delta Q}{k \cdot \Delta T_{i, \text{h}} A_h}$$ (2)
where $\delta Q$ is the heat transfer rate in each division; $\Delta T_i$ is the temperature difference between the hot and cold stream of the $i$ element. $A_s$ is the heat transfer area of the $i$ element; $k_i$ is the local overall heat transfer coefficient, and the $Nu$ correlation used in the calculation of $k_i$ is given by [35]:

$$Nu = 0.174-Re^{0.593}Pr^{0.43}$$  \hspace{1cm} (3)

Once the length of recuperator is determined, the pressure drop at each side can be obtained by:

$$\Delta P = \sum_{i=1}^{n} f \rho u^2 \delta l_i$$  \hspace{1cm} (4)

where $\rho$ is the fluid density, $u$ is the fluid velocity, $d$ is the hydraulic diameter and $f$ is the friction factor given by Eq. (5) [35]:

$$f = 0.4545 Re^{-0.34}$$  \hspace{1cm} (5)

The primary heat exchanger and precooler are modelled as a counter-flow configuration with a set of discrete sections. The model uses the inlet conditions of two streams and the desired temperature difference between the heat source (DPS or air) and S-CO$_2$. The energy balance in the primary heat exchanger and precooler is presented as follows:

$$Q_{PHX} = m_{in} \cdot (h_{PHX,in} - h_{PHX,fo}) = m_{DPS} \cdot (h_{DPS,in} - h_{DPS,fo})$$  \hspace{1cm} (6)

$$Q_{Pre} = m_{in} \cdot (h_{Pre,in} - h_{Pre,fo}) = m_{DPS} \cdot (h_{DPS,out} - h_{DPS,in})$$  \hspace{1cm} (7)

The pressure drops at the precooler and primary heat exchanger are calculated according to

$$\Delta P = \xi \cdot \rho \cdot u^2$$  \hspace{1cm} (8)

where $\xi$ is the pressure-drop factor, assumed as 0.1% [21].

After calculating the heat exchanger performance with fixed effectiveness and fixed temperature difference, the conductance (UA) of these heat exchangers are further evaluated to compare the system complexity and characterize their off-design performance.

The conductance of heat exchanger can be obtained by the effectiveness-NTU method [52],

$$UA = \sum_{i=1}^{n} NTU_i \cdot C_{max}$$  \hspace{1cm} (9)

$$NTU = \begin{cases} \frac{\log \left( \frac{1 - \epsilon \cdot C_R}{1 - C_R} \right)}{1 - C_R} & \text{if } C_R \neq 1 \\ \frac{\epsilon}{1 - \epsilon} & \text{otherwise} \end{cases}$$  \hspace{1cm} (10)

$$C_R = \frac{C_{min}}{C_{max}}$$  \hspace{1cm} (11)

where NTU is the dimensionless number of transfer units for each division, $C_{min}$ and $C_{max}$ are the minimum capacitance rate and maximum capacitance rate of the hot and cold streams, respectively.
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