The number of images of a point source in an N-point gravitational lens
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An important problem of the theory of gravitational lensing is the problem of studying images of a given source in a given lens. A special case of this problem is the problem of the number of images of a point source in a planar N-point gravitational lens. On this issue, several papers have been published. Most of the works are devoted to the upper bound on the number of images. However, there is no work on the lower bound on the number of images. The present work is devoted to this question.

The article calculates what the minimum number of images of a point source in an N-point gravitational lens is equal to. Proven the theorem about infimum of a number of point source images in the N-point gravitational lens. Is proved that this limit is being reached. In particular, it is established that a point source has a minimum number of images in the lens if all point masses are equal and located on the abscissa axis. Regular and non-regular cases are considered. Using the theorem that was proved in the paper and the previously known results, a classification theorem about the number of images of a point source in an N-point gravitational lens is formulated.

The theorem proved in this paper is illustrated by an example of point source images in a binary lens. The point masses in this lens are the same and are located on the abscissa axis symmetrically with regard to the origin of the coordinates. The minimum number of point source images, in this case, is three, and the maximum is five. A point source has a minimum number of images if it is located on the abscissa axis.

The paper used methods of mathematical analysis, theory of functions of real variables and algebraic geometry.

Keywords: gravitational lens, point source, number of images, caustic.

© Kotvytska K.A., Bronza E.S, Kotvytska L.A., 2019
1 Statement of the problem

The equation of a flat, N-point gravitational lens in vector form is [1,2]:

\[ \vec{y} = \vec{x} - \sum_{a=1}^{N} m_a \frac{\vec{x} - \vec{I}_a}{|\vec{x} - \vec{I}_a|^2}, \quad \sum_{a=1}^{N} m_a = 1, \quad (1) \]

where \( m_a \) are the dimensionless point masses that enter the lens, and \( \vec{I}_a \) are their normalized radius vectors. Vector equation (1) defines a unique mapping

\[ L: (R^2 \setminus \Lambda) \to R^2, \quad (2) \]

from the vector space \( R^2 \) to the vector space \( R^2 \).

From the algebraic point of view, the problem of the number of images of a point source in an N-point gravitational lens is the problem of the number of solutions of equation (1).

For further discussion, we consider equation (1) in coordinate form:

\[ \begin{cases} y_1 = x_1 - \sum_{a=1}^{N} m_a \frac{x_1 - a}{(x_1 - a)^2 + (x_2 - b)^2} \\ y_2 = x_2 - \sum_{a=1}^{N} m_a \frac{x_2 - a}{(x_1 - a)^2 + (x_2 - b)^2} \end{cases}, \quad (3) \]

where \((a, b)\) is the coordinate of the point \( A_a \) on the end of the radius vector \( \vec{I}_a \). The set of solutions of system (2.3) can be studied by methods of algebraic geometry; see, for example, [3,4].

2. Basic research results on the number of images of a point source in a Schwarzschild lens and in other N-point gravitational lenses.

The set of solutions to the system of equations (2) can have the dimension \( \dim V_0(F_1, F_2) = 0 \) or \( \dim V^1(F_1, F_2) = 1 \). There are a number of theorems that allow us to determine whether the set \( V^1(F_1, F_2) \) is empty.

**Theorem 1.** The only image of dimension 1 (a point source) is an infinitely thin Einstein ring. This image appears only in the Schwarzschild lens when the source, lens and observer are on the same line, see [4].

If the source, lens and observer are not on the same line, then the point source in the Schwarzschild lens has an image consisting of two points, see [2].

For the N-point gravitational lens there are theorems.

**Theorem 2.** The number of point images of a point source in an N-point gravitational lens is bounded above:

\[ \text{card} \left( V^0(F_1, F_2) \right) \leq N^2 + 1. \quad (4) \]

Estimate (4) is achievable, see [5,6].

**Theorem 3.** In a general situation, the number of point images in an N-point gravitational lens has parity opposite to the parity of N, see [5].

Inequality (4) limits the number of point images of an exact source from above.

The number of point images of a point source, in a general situation, cannot be less than \( N + 1 \).

3. The main theorem

The following theorem holds.

**Theorem 4.** The number of point images, a point source, in an N-point gravitational lens is bounded below:
The number of images of a point source in an $N$-point gravitational lens

Estimate (5) is achievable.

\textbf{Proof.} Let in the $N$-point gravitational lens all point masses are equal and are on the abscissa axis, which is. Suppose, in addition, the source is also located on the abscissa axis.

The following system of equations is valid:

\begin{align*}
y_i &= x_i - \frac{1}{N} \sum_{i=1}^{N} \frac{a_0}{|a_i - a_j|^x}, \\
0 &= x_2 - \frac{1}{N} \sum_{i=1}^{N} \frac{a_0}{|a_i - a_j|^x}.
\end{align*}

(6)

The second equation of system (6) splits into two equations, indeed:

\begin{align*}
y_i &= x_i - \frac{1}{N} \sum_{i=1}^{N} \frac{a_0}{|a_i - a_j|^x}, \\
0 &= x_2 \left( 1 - \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|a_i - a_j|^x} \right).
\end{align*}

(7)

System (7) splits into two subsystems:

\begin{align*}
y_i &= x_i - \frac{1}{N} \sum_{i=1}^{N} \frac{a_0}{|a_i - a_j|^x}, \\
0 &= x_2
\end{align*}

(8)

and

\begin{align*}
y_i &= x_i - \frac{1}{N} \sum_{i=1}^{N} \frac{a_0}{|a_i - a_j|^x}, \\
0 &= 1 - \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|a_i - a_j|^x}.
\end{align*}

(9)

The set of solutions to system (6) is the union of solutions to system (8) and solutions to system (9).

From the system (9) follows the equation (all point masses are equal and are on the abscissa axis):

\begin{align*}
y_i &= x_i - \frac{1}{N} \sum_{i=1}^{N} \frac{1}{|a_i - a_j|^x},
\end{align*}

(10)

We denote the variable $x_i$ by $t$, i.e., $t = x_i$.

Equation (10) can be converted to the form:

\begin{align*}
y_i &= t - \frac{P'(t)}{P(t)},
\end{align*}

(11)

where $P(t) = \prod_{i=1}^{N}(t-a_i)$ is a polynomial of degree $N$ with real multiple roots of $a_i$. The roots of the polynomial are not multiple.

Without loss of generality, we have that the inequality holds for numbers:

\begin{align*}
a_1 < a_2 < \ldots < a_i < a_{i+1} < \ldots < a_N.
\end{align*}

If this is not so, renumber the roots of the polynomial $P(t)$ in ascending order.

The polynomial $P'(t)$ has $N-1$ roots. Each segment $(a_i, a_{i+1})$ (Role's theorem) has at least one root of the polynomial $P'(t)$. The number of segments and the number of roots of the polynomial $P'(t)$ are equal. From here, only one root belongs to each segment. In addition, all the roots of the $P'(t)$ polynomial are real.

Let $c_i$ be the root of the polynomial $P'(t)$ that belongs to the segment $(a_i, a_{i+1})$. We have the inequality:

\begin{align*}
a_1 < c_1 < a_2 < c_2 < \ldots < c_i < a_{i+1} < c_{i+1} < \ldots < c_{N-1} < a_N.
\end{align*}

Let the rational function $Q(t) = \frac{P'(t)}{P(t)}$. The function has:

- breaks in points $a_i$, $i = 1, 2, \ldots, N$;
- vertical asymptotes with the equation $t = a_i$, $i = 1, 2, \ldots, N$;
- zeros at points $c_i$, $i = 1, 2, \ldots, N-1$;
- limits on the left $\lim_{t \to a_i^-} Q(t) = -\infty$ at points $a_i$, $i = 1, 2, \ldots, N$;
- limits to the right $\lim_{t \to a_i^+} Q(t) = \infty$ at points $a_i$, $i = 1, 2, \ldots, N$;
- continuity intervals $(-\infty, a_1), (a_1, a_2), \ldots, (a_{i-1}, a_i), (a_{i+1}, a_{i+2}), \ldots, (a_N, \infty)$.

To calculate the number of real roots of equation (11), we apply geometric reasoning.

The roots of equation (11) will be the abscissas of the intersection points of the graphs of two functions:

\begin{align*}
q = \frac{P'(t)}{P(t)} \quad \text{and} \quad q = t - y_i.
\end{align*}

The coordinates of the intersection points of the graphs of these functions are set of solutions to the system of equations:
Let us prove that the system of equations (12) has exactly \( N + 1 \) solutions. Consider the plane \( \mathbb{R}^2 \) with the coordinate system \( t_0q \). In this plane, the graph of the PP function is a straight line. This line crosses the graph of the rational function of \( q = \frac{P'(t)}{P(t)} \), just \( N + 1 \) times. On each continuity interval, the function graphs intersect exactly once.

Therefore, equations (11) and (10) and system (9) have just \( N + 1 \) solutions.

Obviously, system (6) has at least \( N + 1 \) solutions.

The number of solutions to system (6) is exactly \( N + 1 \) if system (9) does not have real solutions.

The case when system (9) does not have real solutions is obviously realized.

Really, from the second equation of system (9) it follows:

\[
1 \sum_{i=1}^{N} \frac{1}{(x_i - a)^2 + y_i^2} = 1 \Rightarrow \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(x_i - a)^2 + y_i^2} = 1 \Rightarrow H \left( \left[ \sqrt{(x-a_1^2)} \right], \left[ \sqrt{(x-a_2^2)} \right], ..., \left[ \sqrt{(x-a_N^2)} \right] \right) = 1
\]

where \( H \left( \left[ \sqrt{(x-a_1^2)} \right], \left[ \sqrt{(x-a_2^2)} \right], ..., \left[ \sqrt{(x-a_N^2)} \right] \right) \) is the harmonic mean of the squares of the distances from the origin to the point masses.

From equation (13) it follows that the harmonic mean is equal to unity.

Note that the harmonic mean is the "mean" in the sense that:

\[
mix \left( c_1, c_2, ..., c_N \right) \leq H \left( c_1, c_2, ..., c_N \right) \leq \max \left( c_1, c_2, ..., c_N \right).
\]

It follows from equation (14) that equation (13) and system (9) obviously have no solutions if the distances between any two point masses in the lens are greater than two.

Thus, the lower limit of the number of images is achieved. The theorem is proved.

4. The Classification Theorem

There is the classification (systematizing) theorem.

**Theorem 5.** The number of point images of a point source in an \( N \)-point gravitational lens:

- can take all values from \( N + 1 \) to \( N^2 + 1 \);
- in a general situation, the number of images is even if \( N \) is odd, and odd if \( N \) is even;
- number of images has the same parity as the number \( N \) if the source belongs to a non-singular point in the caustic;
- in a general situation, the number of images changes by two if the source path crosses the caustic.

**Comment.** Using computer simulation methods, it was proved that for and the smallest number of images is 3 and 4, respectively.

5. The Example

Let a binary lens have masses \( m_1 = \frac{1}{2} \) and \( m_2 = \frac{1}{2} \), which are located at points \( A_1 (b, 0) \) and \( A_2 (-b, 0) \).

In this case, the system of lens equations has the form:

\[
\begin{align*}
y_1 &= x_1 - \frac{1}{2} \left( \frac{x_1 + b}{(x_1 + b)^2 + x_1^2} + \frac{x_1 - b}{(x_1 - b)^2 + x_1^2} \right) \\
y_2 &= x_2 - \frac{1}{2} \left( \frac{x_2}{(x_2 + b)^2 + x_2^2} + \frac{x_2}{(x_2 - b)^2 + x_2^2} \right)
\end{align*}
\]  \hspace{1cm} (16)

Consider a special case. Let the source be a point and be on the ordinate axis.

In this case (16) splits into two subsystems.

\[
\begin{align*}
y_1 &= x_1 - \frac{1}{2} \left( \frac{x_1 + b}{(x_1 + b)^2 + x_1^2} + \frac{x_1 - b}{(x_1 - b)^2 + x_1^2} \right) \\
0 &= x_2 - \frac{1}{2} \left( \frac{1}{(x_2 + b)^2 + x_2^2} + \frac{1}{(x_2 - b)^2 + x_2^2} \right)
\end{align*}
\]  \hspace{1cm} (17)

The first of the subsystems has no solutions if \( b > 1 \).

For the second subsystem we have:

\[
\begin{align*}
y_1 &= x_1 - \frac{1}{2} \left( \frac{x_1 + b}{(x_1 + b)^2 + x_1^2} + \frac{x_1 - b}{(x_1 - b)^2 + x_1^2} \right) \\
0 &= x_2 \\
\Rightarrow y_1 &= x_1 - \frac{1}{2} \left( \frac{1}{x_1 + b} + \frac{1}{x_1 - b} \right) \\
0 &= x_2 \\
\Rightarrow y_1 &= x_1 - \frac{x_1}{x_1^2 - b^2} \\
y_1 &= \frac{x_1^2 - (b^2 + 1)x_1}{x_1^2 - b^2} \\
0 &= x_2 \\
x_1^2 - y_1 x_1^2 - (b^2 + 1)x_1 + b^2 y_1 &= 0
\end{align*}
\]  \hspace{1cm} (18)
The Equation (18) for any real values of \(y_i\) has three real roots, and all the roots are different. Really:

\[
x_i^3 - y_i x_i^2 - (b^2 + 1) x_i + b^2 y_i = 0 \Rightarrow y_i = \frac{x_i^3 - (b^2 + 1) x_i}{x_i^2 - b^2}.
\]

Function graph

\[
y_i = \frac{x_i^3 - (b^2 + 1) x_i}{x_i^2 - b^2},
\]
crosses the abscissa axis three times and has two vertical asymptotes, see Fig. 1.

It follows from the example that for any value of the ordinate \(y_i\) there are three values of the abscissa of \(x_i\), and they are different. Therefore, the minimum number of images for a binary lens is 3.
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