Impact of Multiplicity Fluctuations on Entropy Scaling Across System Size

P. Carzon,† M. Sievert,‡ and J. Noronha-Hostler†,†

1 Illinois Center for Advanced Studies of the Universe & Department of Physics, University of Illinois at Urbana-Champaign, Urbana, IL 61801, USA
2 Department of Physics, New Mexico State University, Las Cruces, NM 88003, USA

(Dated: September 9, 2021)

The initial state is one of the greatest uncertainties in heavy-ion collisions. A model-agnostic approach is taken in the phenomenological Trento framework which constrains parameters using Bayesian analysis. However, the color-glass condensate (CGC) effective theory predicts initial energy densities that lie outside the recent Bayesian analyses due, in part, to the assumption in Trento of event-by-event multiplicity fluctuations following a $\Gamma$ distribution. We compare the Trento-preferred $\sqrt{T_A T_B}$ scaling to CGC-like $T_A T_B$ scaling coupled with log-normal fluctuations in AuAu and dAu collisions and find there is a significant impact on the multiplicity distributions and on the eccentricities, which may affect the extraction of viscosity in small systems.

I. INTRODUCTION

It is well known that the anisotropic flow harmonics $v_n$, measured in heavy-ion collisions can be described by the deterministic response of viscous hydrodynamics to the initial geometry of the collision $[1-17]$. The initial-state geometry in an event can be quantified using the eccentricities, $e_n = |\langle e^{i n \phi} \rangle|$, which are strongly correlated with the flow harmonics, $v_n$, through quasi-linear response $[18-19]$. The transport parameters of hydrodynamics, such as the shear viscosity to entropy density ratio $\eta/s$, determine the damping of the initial eccentricities into the final observed flow harmonics. Consequently, different choices of initial conditions, matched to the same experimental flow data, will yield different extractions of the viscosity and other transport parameters $[20-22]$. Thus, the correct description of the initial state is crucial to an accurate extraction of the properties of the Quark-Gluon Plasma (QGP).

One approach is to implement theory-agnostic phenomenological models which capture the most important features of the initial-state geometry. An early implementation of this philosophy was the two-component Glauber model $[23-24]$, in which the initial-state geometry was constructed as a superposition of one term proportional to the distribution of wounded nucleons and another proportional to the “binary collision density.” While this model adequately described the multiplicity distribution and event geometry in round nuclei, it tended to significantly overpredict the modification of these distributions in central collisions of deformed nuclei such as uranium $[24-25]$. In particular, the binary collision density contribution generally leads to a large difference in the multiplicity of tip-on-tip collisions (scaling like $N_{part}^2$ compared to side-on-side collisions (scaling like $N_{part}$). The resulting slope of the elliptic flow $v_2 \{2\}$ versus multiplicity in such a model was then much too steep in comparison with the experimental data measured at STAR $[26,28]$, leading to the exclusion of the two-component Glauber model as a viable description of the initial state.

Inspired by these conclusions about the absence of strong multiplicity scaling with $N_{part}^2$, the authors of the phenomenological model Trento $[29]$ implemented a general scaling criterion enforcing that the multiplicity of tip-on-tip collisions scale comparably to that of side-on-side collisions:

$$s(T_A, T_B) \sim \left( \frac{T_A^p + T_B^p}{2} \right)^{1/p},$$

where $s$ is the initial entropy density produced by colliding nuclear profiles $T_A$ and $T_B$ and $p$ is any real number. The generalized mean $\{1\}$ assumed in Trento explicitly enforces a homogeneous scaling

$$s(N T_A, N T_B) = N s(T_A, T_B)$$

which reduces the strong multiplicity differences between tip-on-tip and side-on-side collisions of deformed nuclei, reducing the slope of $v_2$ versus $N_{ch}$ and bringing the theory predictions more in line with the experimental data. Interestingly, more recent work which modified Trento to include a type of binary collision term $s(T_A, T_B) \propto T_A T_B$ showed that an initial condition which explicitly violates the scaling $\{2\}$ is able to describe the ultracentral UU data after all $[30]$. The linear entropy scaling used in this work $[30]$ is strikingly similar to the trend of CGC based simulations producing linear energy scaling $[31-34]$. To draw a closer comparison to CGC, we treat the nuclear profiles from Trento for $T_A T_B$ as proportional to energy and convert to entropy using a conformal equation of state. This is a simplification of what should be done, but it is sufficient to make comparisons between the two scalings. To be precise, we take the linear scaling to be

$$s(T_A, T_B) \propto (T_A T_B)^{3/4}.$$
arose with the two-component Glauber model because it does not capture the fluctuations of $v_n$ correctly on an event-by-event basis [33, 36].

A different approach to initial condition models is to perform a microscopic calculation in a particular theory to determine the initial energy or entropy density produced at early stages of the collision. Of particular note are calculations based on the color-glass condensate (CGC) effective field theory for the high gluon densities realized in heavy-ion collisions [64–67]. These microscopic calculations introduce significant new sources of event-by-event fluctuations in the color degrees of freedom of the gluon fields, as implemented for instance in the successful IP-Glasma model [40] based on classical Yang-Mills color fields. However, while CGC models can successfully describe the initial geometry produced in heavy-ion collisions, the importance of the event-by-event color field fluctuations in that outcome is less clear. Interestingly, it has been shown that at early times close to $\tau = 0$ after the collision, the initial energy density produced after averaging over these color fluctuations is precisely proportional to a binary collision-type term $\epsilon \propto T_A T_B$ [31, 34]. As such, this implies that these CGC-motivated initial conditions fall outside the scaling ansatz [2] and are not captured within the flexible Trento framework, even though these CGC models have been able to successfully describe the multiplicity distributions produced in dilute-dilute [11], dilute-dense [42], and dense-dense collisions [10].

Recently, Bayesian analyses [43–45] have used Trento [29], and demonstrated a preference for $p = 0$ within the functional form $\Gamma$, corresponding to an initial entropy density $s \propto \sqrt{T_A T_B}$ where $T_A, T_B$ are the nuclear thickness functions [43]. This Bayesian analysis also assumed a particular functional form for the event-by-event multiplicity fluctuations, choosing to use the one-parameter $\Gamma$ distribution (see Eq. (3)) [43].

This choice restricts the range of models considered, excluding potentially viable models such as a CGC description of the initial state. In Ref. [31] the authors investigated a CGC-like linear scaling of the initial energy density $\epsilon \propto T_A T_B$ and considered a log-normal distribution for the functional form of the multiplicity fluctuations. They found that, with appropriate choices of parameters and multiplicity fluctuations, these models can describe the data reasonably well.

It is important to study the choice of multiplicity fluctuations and functional form in large and small systems. While it is well established that the QGP exists in large systems, signals of it have been found in the small system of pPb (ATLAS [46–49], CMS [46, 50–54], and ALICE [55, 56]) and have been matched quantitatively by hydrodynamics [7, 11, 57, 63], though other explanations have been formulated [64–67]. Recently, a beam energy scan of $^3$HeAu and dAu by experimentalists at the RHIC PHENIX detector [68, 69] has also shown these systems to contain signs of the QGP. A recent analysis [70] looked at $v_2$ [2] in AuAu and dAu and found that precise measurements in these systems would be helpful in finding a signature of the initial state momentum anisotropy.

Here, we systematically study the impact of these choices for the functional form of the entropy scaling and for multiplicity fluctuations on the initial state eccentricities. We find that there are identifiable differences between the two approaches that could be measured in experimental data through the fluctuations of $v_n$.

II. METHODS

Trento [43] constructs a nuclear profile function $T_A$ or $T_B$ through the formula $T_{A,B} = \omega_{A,B} \int dz \rho$, where $\rho$ is the number density of individual nucleons per unit volume and $\omega$ is a weight factor which fluctuates on an event-by-event basis. The multiplicity weights introduce fluctuations from a distribution centered around 1 and allows large single nucleon fluctuations. Trento assumes this distribution is a one-parameter $\Gamma$ distribution of the form

$$P_k^\Gamma(\omega) = \frac{k^k}{\Gamma(k)} \omega^{k-1} e^{-k\omega}, \quad (3)$$

where the shape of the distribution is controlled by $k$ [43]. The $\Gamma$ distribution is plotted in Fig. (1) for several values of $k$. In the limit $k \to \infty$, the distribution Eq. (3) approaches a delta function $\delta(\omega)$, and it becomes wider as $k \to 1$. On the other hand, when $k < 1$ a large divergence develops at $\omega = 0$ to counterbalance the extremely long large-$\omega$ tail.

The assumption of the multiplicity fluctuations being determined by the $\Gamma$ distribution leads the Bayesian analysis to conclude the best initial state model is $p = 0$, for which $s \propto \sqrt{T_A T_B}$. There are other models that have been shown to fit data that lie outside these assumptions and functional form, specifically linear scaling from CGC, $\epsilon \propto T_A T_B$, coupled with multiplicity fluctuations from a log-normal distribution

$$P_{k,log-normal}^\omega = \frac{2}{\omega k \sqrt{2\pi}} e^{-\frac{\omega^2}{2k^2}}. \quad (4)$$

The behaviour of this distribution is shown in Fig. (1) for several values of $k$. In contrast to the $\Gamma$ distribution, the log-normal distribution Eq. (4) approaches a delta function $\delta(\omega)$ when $k \to 0$ and widens for larger values $k \sim O(1)$. Unlike for the $\Gamma$ distribution, the log-normal distribution does not accumulate a peak at $\omega = 0$ for any value of $k$.

The initial state of heavy-ion collisions can be quantified by the eccentricity vectors $\mathcal{E}_n = \varepsilon_n e^{i\phi_n}$ where $\varepsilon_n$ is the magnitude and $\phi_n$ is the angle. Event eccentricities are calculated in the center-of-mass frame using the definition

$$\varepsilon_n = -\frac{\int r^n e^{i\phi} f(r, \phi) r dr d\phi}{\int r^n f(r, \phi) r dr d\phi} = \varepsilon_n e^{i\phi_n} \quad (5)$$
FIG. 1. Probability distributions of gamma fluctuations Eq. 3, on the left, and log-normal Eq. 4, on the right. Several values of $k$ are shown to illustrate the behaviour of the distributions.

where the function $f$ given in polar coordinates as $f(r, \phi)$ may be chosen to be either the energy density $f = \epsilon$ or the entropy density $f = s$. In order to compare to the final state and in extension experimental data, two-particle cumulants [71] of the eccentricity magnitudes are calculated using:

$$\varepsilon_n \{2\}^2 = \langle \varepsilon_n^2 \rangle$$

where the subscript $n$ indicates the order of the eccentricity. We focus on $n = 2, 3$, which correspond to ellipticity and triangularity respectively, because they are dominated by linear response (higher harmonics have nonlinear response already in their leading term [18, 19]). The approximate linear response between the final-state flow harmonics $v_n$ and the initial-state eccentricities $\varepsilon_n$ can be described through

$$v_n = \kappa_n \varepsilon_n,$$

where $\kappa_n$ is a linear response coefficient.

The approximately linear response of $v_n$ to $\varepsilon_n$ is extremely useful, since it allows us to separate out medium effects by taking a ratio of cumulants. Ratios of multi-

particle cumulants, specifically the ratio of the four-particle to two-particle cumulants, have been shown to provide important constraints on the initial state [30]. The four-particle cumulant is defined as:

$$\varepsilon_n \{4\}^4 = 2\langle \varepsilon_n^4 \rangle - \langle \varepsilon_n^4 \rangle.$$  

Taking the ratio $\varepsilon_n \{4\}/\varepsilon_n \{2\}$ cancels out the response coefficient $\kappa_n$ and provides a direct comparison to $v_n \{4\}/v_n \{2\}$, which can be measured experimentally. As seen in [8], this ratio also quantifies the amount of fluctuations in the quantity $v_n$ (or $\varepsilon_n$): the limit $\varepsilon_n \{4\}/\varepsilon_n \{2\} \rightarrow 1$ corresponds to no fluctuations ($\langle \varepsilon_n^2 \rangle^2 = \langle \varepsilon_n^4 \rangle$), with more fluctuations in $v_n$ or $\varepsilon_n$ the further below 1 the cumulant ratio $\varepsilon_n \{4\}/\varepsilon_n \{2\}$ falls.

III. MULTIPlicity DISTRIBUTIONS

To study these effects, we have added the linear $T_AT_B$ scaling and log-normal fluctuations to Trento to make direct comparisons between the different scalings and fluctuations within the same model. Comparing experimental multiplicity distributions to estimates from the initial state requires the reasonable assumption that $dN/dy \propto S_0$, with $S_0$ being the initial total entropy of the event. We tune the parameter $k$ for each combination of functional form and multiplicity fluctuation distribution to best match STAR data for $dAu$ and $AuAu$ at 200 GeV [72] in Figs. 2 and 3, respectively.

FIG. 2. Multiplicity Distribution of dAu for functional forms $\sqrt{T_AT_B}$ and $T_AT_B$ using best fits for $\Gamma$ and lognormal multiplicity fluctuation distributions.

For dAu the theoretical curves in Fig. 2 are all nearly identical below $N_{ch}/\langle N_{ch} \rangle < 4$ and, therefore, these differences in choices of the entropy scaling and multiplicity fluctuations only affect the multiplicity of dAu collisions in ultracentral events. The linear $T_AT_B$ scaling is able to describe the ultracentral multiplicity tail for either the $\Gamma$ or log-normal distributions, with a similar amount of event-by-event fluctuations as compared to the phenomenological $\sqrt{T_AT_B}$. This implies that both scalings
are capable of matching experimental data in dAu and there is no preference between them or the multiplicity fluctuations at this level.

For AuAu in Fig. 3, there is a slight suppression compared to experimental data below $N_{ch}/\langle N_{ch} \rangle = 3.5$. In this regime, the linear $T_AT_B$ scaling is slightly more suppressed than $\sqrt{T_AT_B}$ scaling. For more central collisions neither entropy deposition model can correctly capture the high-multiplicity tail of the distribution. Both predict significantly wider fluctuations than what is seen by experiments. Generally, $\sqrt{T_AT_B}$ is somewhat closer to the STAR data than $T_AT_B$. We find little difference in our choice of gamma vs. log-normal fluctuations for this observable.

The large difference between the tails of the experimental and initial-state multiplicity distributions in AuAu is troubling. One possible remedy to this mismatch could be the effects of hydrodynamics on the multiplicity distribution. To explore this effect we use the hydrodynamic results from [13, 73] that coupled Trento+v-USPhydro [74, 75] with a Lattice QCD based EOS [13] and used the PDG16+ list [76]. Additionally, only charged particles are considered and kinematic cuts are implemented in the hydrodynamic results, as in the experiment. Comparing the multiplicity distribution for the $\sqrt{T_AT_B}$ scaling model before and after running hydrodynamics in Fig. 4, we see that the hydrodynamic evolution causes a significant decrease in the tail of the distribution. Hydrodynamic simulations are expensive to run so there are far fewer events represented in the hydrodynamics curve than in the initial state curve, but putting a cut on the events for the initial state distribution does not change it and points to the dominant effect from the decrease in the tail being from hydrodynamics and not statistics. While the corrections from hydrodynamics tend to move the $\sqrt{T_AT_B}$ multiplicity curves in the direction of the experimental data, they still do not fully resolve the mismatch. Moreover, the linear scaling model $T_AT_B$ has a high-multiplicity tail which is even further away from the data than the $\sqrt{T_AT_B}$ case. It is hard to see how such a model is consistent with the data, even after correcting the high-multiplicity tail with hydrodynamics.

IV. ECCENTRICITIES

Returning to the argument of approximately linear response between the initial eccentricities and final flow harmonics, we explore the consequences of our choice in scaling and multiplicity fluctuations below. We should note that in small systems linear response begins to break down [70, 77] so one should also explore these ideas in hydrodynamics, comparing to experimental data. However, due to the enormous cost of such simulations and current questions [78, 79] about causality in small systems, we leave that to a future work. Instead we focus solely on the eccentricities, which would have consequences for any Bayesian analyses regardless if linear or non-linear scaling [80] occurs.

A. AuAu

The influence of the choice in multiplicity fluctuations and entropy scaling model on the AuAu system are seen in the two-particle eccentricities in Fig. 5 $\varepsilon_2 \{2\}$ (top) and $\varepsilon_3 \{2\}$ (bottom). Below 60% centrality in $\varepsilon_2 \{2\}$ the two models agree, and there is little difference below 30% centrality in $\varepsilon_3 \{2\}$. The only significant difference between the two scaling models is seen in $\varepsilon_3 \{2\}$ above 30% centrality where linear has a larger magnitude than $\sqrt{T_AT_B}$. There is a slight spread with regard to the choice of multiplicity fluctuations in $\varepsilon_3 \{2\}$ for the $\sqrt{T_AT_B}$ model in central collisions, but otherwise there is very little effect in this choice for both of the observables.
FIG. 5. Two particle eccentricities of AuAu for functional forms $\sqrt{T_A T_B}$ and $T_A T_B$ using best fits for $\Gamma$ and lognormal multiplicity fluctuation distributions.

In Fig. 6 we plot both $\varepsilon_2\{4\}/\varepsilon_2\{2\}$ (top) and $\varepsilon_3\{4\}/\varepsilon_3\{2\}$ (bottom) vs. centrality comparing different scalings and multiplicity fluctuations. Looking at the four-particle to two-particle ratios for AuAu, the linear scaling $T_A T_B$ is lower in magnitude for $\varepsilon_2\{4\}/\varepsilon_2\{2\}$ in Fig. 6 (top) though it remains indifferent to choice of multiplicity fluctuation distribution. The $\sqrt{T_A T_B}$ scaling does show a separation in multiplicity fluctuation distribution, which may allow for a distinction to be made in comparison to the experimental data. However, one would require very precise experimental data to do so. It is also unsurprising that the largest differences occur in mid-central to central collisions because this is precisely where the effect of multiplicity fluctuations is the largest.

It is possible to estimate how this observable, $\varepsilon_2\{4\}/\varepsilon_2\{2\}$, will compare to experimental data by taking hydro simulations of similar scaling forms. In Fig. 7 the observable $v_2\{4\}/v_2\{2\}$ is plotted for the STAR experiment [80] and compared to hydro simulations using $\sqrt{T_A T_B} + v$-USPhydro [73], to approximate the Trento preferred scaling, and IP-Glasma + MUSIC [17], to approximate CGC-like scaling. Below 50% centrality, both scalings match the data from STAR and above that there is a divergence in the CGC-like scaling. This difference at high centrality comes from non-linear response and is not expected to match. This comparison shows that the $\sqrt{T_A T_B}$ scaling from Trento and the CGC-like scaling are both able to match the most accurate data from STAR despite their differences in construction.

The case of $\varepsilon_3\{4\}/\varepsilon_3\{2\}$, in Fig. 6 (bottom) is shown. We focus first on central collisions because this is precisely the regime where approximately linear response between $\varepsilon_3\{4\}/\varepsilon_3\{2\}$ and $v_3\{4\}/v_3\{2\}$ [82] works best. In central collisions, the only discernible difference is the choice of multiplicity fluctuations between $\Gamma$ and log-normal distributions. The $\Gamma$ distribution produces fewer fluctuations than log-normal (larger values of $\varepsilon_3\{4\}/\varepsilon_3\{2\}$). In contrast, peripheral collisions (centrals $> 30\%$) wash out any effects from the choice in multiplicity fluctuations and only depend on the choice of entropy scaling model, with linear $T_A T_B$ scaling having fewer fluctuations than $\sqrt{T_A T_B}$ scaling.
FIG. 7. Comparison of the experimental measurement of $v_2\{4\;/v_2\{2\}$ from STAR [81] to two different hydrodynamic simulations [17, 73] that reflect the different scaling models investigated in this paper.

B. dAu

The effect of these choices on dAu collisions is more pronounced than in AuAu and can be seen in the plots of $\varepsilon_2\{2\}$ (top) and $\varepsilon_3\{2\}$ (bottom), shown in Fig. 8. The strongest sensitivity is to the choice of entropy deposition model. For all parameter choices and across both $\varepsilon_2\{2\}$ and $\varepsilon_3\{2\}$, the magnitude of the eccentricities for $T_AT_B$ is larger than for $\sqrt{T_AT_B}$ scaling, with an interesting reverse ordering in $\varepsilon_3\{2\}$ for central events. These differences in the eccentricities would lead to a different shear viscosity being extracted for both models to match the same experimental data. The eccentricities of the $\sqrt{T_AT_B}$ model do not have much dependence on the choice of fluctuation distribution except for very central collisions, where the log-normal distribution stays flat in $\varepsilon_2\{2\}$ and curves up in $\varepsilon_3\{2\}$ whereas the $\Gamma$ distribution leads to an upward curve in $\varepsilon_2\{2\}$ and levels off in $\varepsilon_3\{2\}$.

A comparison of $\varepsilon_2\{4\}/\varepsilon_2\{2\}$ from PHENIX [83] to the different scaling models and multiplicity fluctuation distributions can be seen in Fig. 9 (top). There is some ambiguity in the comparison of the experimental data from PHENIX that is plotted versus $N_{track}$ and the initial state calculation plotted versus $dN/dy$ (see e.g. for more discussion on the topic [84]). Here we just assume that the two quantities are the same.

There is a significant difference between the linear $T_AT_B$ and $\sqrt{T_AT_B}$ entropy scalings and a large effect from the choice of multiplicity fluctuations in $\sqrt{T_AT_B}$ that was not seen in the two-particle eccentricities. The most useful feature is where the different parameter sets change sign, since this is at a different point for the $\sqrt{T_AT_B}$ model with either multiplicity distribution and the linear $T_AT_B$ scaling. It is difficult to draw specific conclusions from the comparison since the experimental data is dependent on final state properties that cannot be estimated by the initial state. A calculation of this ratio in terms of $dN/dy$ or percent centrality would be useful in determining where the sign change occurs and differentiating between the scaling models and even the multiplicity fluctuations for the $\sqrt{T_AT_B}$ form.

In Fig. 9 (bottom), $\varepsilon_3\{4\}/\varepsilon_3\{2\}$ is plotted for dAu. The trends from $\varepsilon_3\{2\}$ in Fig. 8 (bottom) are seen in the 4-particle to 2-particle ratio, with $T_AT_B$ having a higher magnitude than $\sqrt{T_AT_B}$ except at the most central events and log-normal fluctuations giving the $\sqrt{T_AT_B}$ form an upward curvature in central events while the $\Gamma$ distribution case remains flat. We note that here we chose to plot vs. centrality instead of $dN/dy$ because no experimental data yet exists for this measurement.

V. CONCLUSION

In Trento’s Bayesian analysis, multiplicity fluctuations are assumed to be of the form of a $\Gamma$ distribution. This assumption may contribute to the preferred functional form $T_R = \sqrt{T_AT_B}$. Functional forms outside the scope of
fluctuations following a \( \Gamma \) distribution also excludes other distributions that have been used for this purpose, specifically log-normal. Adding linear \( T_A T_B \) scaling and log-normal fluctuations to Trento, we see that the \( \sqrt{T_A T_B} \) form does indeed prefer \( \Gamma \) fluctuations while the linear functional form is able to match experimental data as well. While not explored in this paper because all simulations were boost invariant, multiplicity fluctuations in the longitudinal direction are also interesting [85, 86] and could be studied in a future work.

Across both AuAu and dAu, linear \( T_A T_B \) has a higher magnitude in \( \varepsilon_2 \{4\} \) than \( \sqrt{T_A T_B} \) which may lead to the extraction of a different shear viscosity for the different functional forms, especially for small systems. Differences between models are enhanced in smaller systems and thus become more important when trying to understand them. These differences suggest that Trento’s Bayesian extraction of QGP viscosities in small systems may contain a systematic uncertainty that could be controlled by increasing the allowed functional space.

Ratios of \( \varepsilon_2 \{4\}/\varepsilon_2 \{2\} \) and \( \varepsilon_3 \{4\}/\varepsilon_3 \{2\} \) are important to look at as well since, due to linear response, they can be used to constrain parameters in the initial state with experiment. These ratios are important in dAu, where the sign change of \( \varepsilon_2 \{4\}/\varepsilon_2 \{2\} \) could distinguish between models in the small system. While they may be costly to calculate in hydrodynamic models (when running a Bayesian analysis), one can obtain \( v_3 \{4\}/v_3 \{2\} \) directly from eccentricities alone in ultracentral collisions (with less than 1\% error [82]).
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