Conversion of Landsat 8 multispectral data through modified private content-based image retrieval technique for secure transmission and privacy
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Abstract
In this research work, we have developed a new image encryption-based algorithm for Landsat 8 satellite images. Image statistical parameters related to first-order image statistics, that is, mean (μ), SD (σ), and variance (σ²) are used to obtain the feature values for both original images and their encrypted versions. Multispectral satellite images generally contain a wide range of bands, which is 9 to 11 specifically for the Landsat 8 satellite. Hence, the information content of these images is richer than typical images. Through this algorithm, we aim to reduce the image content by randomly selecting only 10% of the total image pixels. These pixels are used to create new images, the so-called encrypted images. The visual presentation of the encrypted image resembles a noisy picture. First-order image statistics are calculated for both original images and their encrypted counterparts. These parameters show a similarity in their numerical values for both original and encrypted images. Thus, noisy pictures can be used for transmission in place of the original image when an outcome is decided through statistical image features. The visual similarity in the original images and encrypted images is obtained from the histogram signature plot for both original and encrypted images. The proposed algorithm can hence be used to convert image data for secure transmission and privacy.
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1 INTRODUCTION

An image is equivalent to millions of words. Digital images are considered as a natural source for information and data exchange from one place to another. Therefore, the use of digital images has proved as an efficient and convenient approach for information interchange. Today in this internet era, enormous data is generated, stored, and circulated every day in the form of digital images. Due to excessive use of high-resolution cameras, image scanners, surveillance drones, remote sensing satellites, and so on the content of digital image data is increasing rapidly. Various domains such as art
collections, architectural designs, engineering designs, remote sensing applications, intellectual property, medical diagnosis, and so on have developed large image databases. Searching an image of interest in an extensive database without any appropriate strategy or judgment is just like searching a needle in a haystack.

Due to the requirement of proper image matching and retrieval tool, “content-based image retrieval (CBIR)” system has been developed. Earlier some traditional methods of searching images in databases depend on the number of descriptive keywords associated with each image. This approach was known as the “text-based approach”. There are two main shortcomings of this approach, that is, first, it requires a considerable level of human labor, time and cost for searching images, and second, examines results are sometimes inaccurate because the text-based approach is subjective. With the passing time and increase in the size of the databases, the text-based approach becomes out-dated. The disadvantages of the text-based retrieval system are overcome by the CBIR system, which was introduced in 1980.

CBIR is an image retrieval system designed to search, browse, and retrieve images from large databases of digital images. CBIR system is a competent scheme used as an alternative for “text-based image retrieval” systems. In the CBIR approach, visual features are extracted from the query image. Retrieval of images is performed by comparing and matching the optical characteristics of the query image with the images stored in the databases.

Figure 1 presents an overview of the searching algorithm process. In which first, a user makes a query of a particular object (image) in the image database. In this database, there are several types of images. Then the role of the search algorithm comes in the picture. The query image is searched within the database by comparing the visual features of the original image with the optical characteristics of the images present in the database. Finally, a picture of interest is obtained, which is displayed to the user for further action. Researchers are working on getting close to perfect image matching by introducing new parameters and putting as minimum input. The proposed “modified private content-based image retrieval (M-PCBIR)” algorithm is an example of this.

The steps involved in the process of the CBIR system are listed as follows.

(a) The user provides a specimen of the original image or query image.
(b) The specimen of the query image is submitted to the search engine.
(c) Once the user submits the query image, the system will search the image in the database according to different searching algorithms applied to achieve satisfactory retrieval performance.
(d) The relevant images identical to the query image are rebound to the user.

The capacity of the data storage in large databases has become a crucial problem, and when it comes to satellite images, this problem becomes more intense. Since we are aware of the fact that satellite images require a large amount of storage space, initially, there were single-band images, but now comes a multispectral image, which contains a combination of \(8 - 11\) different bands. Various bands contain information for different purposes. Thus, all the bands are fused to obtain a multispectral image. The main advantage of these multispectral images is that they provide information about various events through a single platform. Thus, the storage space requires by multispectral images is large as compared with single-band images. These images also need a large amount of data to get a transfer from one place to another place. CBIR systems have a drawback of privacy-related issues since all the queries are openly

**FIGURE 1** General diagram of search algorithm process
searched through search engines over the internet. This shortcoming gives birth to private content-based image retrieval (PCBIR) systems. Many organizations in the corporate world have developed their PCBIR systems such as Viraz Incorporation, International Business Machine, Media Site Incorporation, Facebook, Google, and so on. The main objective of PCBIR systems is to protect confidential data from cyber mugging and digital hacking by making queries through statistical features.

So in this research work, we have added a new feature in the existing PCBIR system, that is, “minimum pixel selection (MPS).” The MPS method requires only randomly selected pixels from the original image to create an encrypted image that is used as a query over the internet. The proposed algorithm has features such as a simple structure, less data usage, overcoming various security threats, and encryption power. We know that satellite images require ample storage space, so we have used multispectral data acquired from currently active “Landsat 8 operational land imager (OLI)” sensor. It is having a combination of 11 different bands. The data obtained by this satellite acquires a large amount of storage space. Here, we will like to inform readers that we are using multispectral Landsat images due to its unique features such as resolutions, pixel counts, dimensions, and so on. These images are encrypted just to show the encryption power of the proposed algorithm. This type of encryption methodology can be used for covert military operations. Else encrypting satellite images is not required.

Here, we have developed a novel algorithm based on the “statistical parameters related to first-order image statistics,” that is, mean (μ), SD (σ), and variance (σ²) and named it as the “M-PCBIR” system. Through this algorithm, we have covered three different objectives.

- We are reducing the pixel count of the original image.
- We are maintaining the privacy of the data by performing random permutation of image pixels.
- We are finally equating the original and encrypted images with each other through first-order statistical feature values.

In the suggested algorithm, first, the classification of the multispectral image dataset is performed based on first-order image statistics. Second, these images are encrypted by selecting only 10% of the random pixels from the total image pixels. These pixels are stored in a new image matrix. This random arrangement of image pixels does not reveal their original identity, and it appears like a noisy image. First-order statistical parameters are calculated for both the original and encrypted images. Both images show a similarity in the feature values. The visual similarity in the original images and their encrypted versions is obtained through histogram signature plots. Similarity plotting is performed to visualize the closeness in the feature value of “mean” and “SD” for both original images and encrypted images, respectively.

The objective of this research work is to hide the information and data during transmission from an unknown hacker. For secure transmission identity of the original data is not revealed and for transmission purpose only encrypted version of the original data is used which look like noise. Both the sender and the receiver end have complete information about the data, their statistical features, and parameter values. Therefore, when encrypted data reach the receiver end through parameter comparison and histogram visualization, the original identity of the data is revealed. Finally, images of interest are extracted from the complete dataset.

The article is organized in eight different sections. Section 2 provides an overview of the NASA Landsat program. Section 3 explains the proposed algorithm of data reduction. Section 4 provides details about the mathematical model of the proposed algorithm. Section 5 presents experimental results using Landsat 8 images. Section 6 presents the implementation results of the proposed algorithm on different types of images. Section 7 offers a discussion of the research work and future scope. Finally, in Section 8, concluding remarks on the research work are presented.

2 | OVERVIEW OF NASA LANDSAT PROGRAM

The query images or input images used in this research work are obtained from “NASA (National Aeronautics and Space Administration) Earth Observatory”. These images are multispectral, having large dimensions, and pixel count. So in this section, we are presenting a summary of the NASA Landsat program and the color composite combination of its spectral bands. Landsat satellite program is considered one of the most successful commercial satellite programs in the history of NASA.
bomb under the vision of “Stewart Udall”. He quoted that “I thought an Earth applications program was a perfect means of bringing the benefits of space back to Earth”. The Apollo mission was the inspiration behind the advancement of the Landsat program. At the time of the Apollo mission, the images of the Earth’s surface were taken for the very first time. Initially, the objective of the launch of the Landsat program was to investigate the availability of Earth resources at different places. This objective gives birth to Landsat 1, which was equipped with a camera mounted on satellite for Earth imaging. It was launched on July 23, 1972 and got decommissioned on January 6, 1978. Figure 2 represents the launch year, and decommissioned year of various Landsat satellites launched to date.

As the Landsat program progressed, the camera was replaced by sensors with multiple bands, which increase not only the resolution but also the size and dimension of the images. Till now, NASA has successfully dispatched 8 Landsat
satellites. On October 5, 1993, NASA launched Landsat 6, which was unfortunately not able to reach its orbit and thus become a single failed Landsat mission. On March 1, 1984, NASA launched Landsat 5. It was a lower Earth orbital satellite, whose main objective was to gather information about Earth surfaces through multispectral images. It has snapped record 2.5 million multispectral images. It provided its services for 29 years and got retired on June 5, 2013. It carries the thematic mapper sensor, which was having the ability of multispectral scanning. Landsat 5 also holds a Guinness record of the longest-operating Landsat satellite, which provided its service for 29 years.

Currently, Landsat 8 is operational, which was launched on February 11, 2013. The principle of this satellite is to ensure the continuous acquisition of Earth imagery. Landsat 8 carries the “OLI and thermal infrared sensor,” it contains a fusion of nine spectral bands and two thermal infrared bands. Figure 3 presents detailed information about operating wavelength (μm) and resolution (m) for different Landsat 8 spectrum bands.

Finally, NASA is planning to launch its latest Landsat 9 mission in late 2020 or early 2021. It may be possible that due to COVID 19 situation, the satellite launch gets postpone. It will carry two sensors “thermal infrared sensor 2 and operational land imager 2”. It is designed for the work period of 5 years and will snap 700 scenes per day.

Multispectral images consist of several bands. These bands are stacked together to form color composite images. If we consider only a single band of the image, it will appear like a grayscale image. Light consists of three primary colors popularly known as RGB, that is, Red-Green-Blue. Computer screens can display images having a combination of these three colors band. When we combine these color bands, the result is a colored image having three primary color and their combination. Figure 4 represents the color composite representation using RGB. Different colors can be created by combining these primary colors in an appropriate format.

The color band for the multispectral Landsat 8 images also consists of these three primary colors. Since in Landsat 8 bands can be fused to develop a new image. The band combination of the Landsat 8 for obtaining a new composite is shown in Table 1.

Figure 5 represents the Landsat 8 image of “Crater Lake National Park,” situated in southwestern Oregon, acquired in March 2014. The combination of different bands of the Landsat 8 for this image is shown in Figure 5B-H, where one band is stacked over the other bands to create a new image. Here, we are performing the color composite operation on different
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**TABLE 1** Band combination of Landsat 8 bands for different color composite

| S.no | Composite name                              | Landsat 8 band |
|------|--------------------------------------------|----------------|
| 1    | Natural-color                              | Fourth Third Second |
| 2    | False-color                                | Seventh Sixth Fourth |
| 3    | Color infrared                             | Fifth Fourth Third |
| 4    | Color composite for agriculture            | Sixth Fifth Second |
| 5    | Color composite for healthy vegetation     | Fifth Sixth Second |
| 6    | Color composite for land and water         | Fifth Sixth Fourth |
| 7    | Color composite for vegetation             | Sixth Fifth Fourth |
| 8    | Short wave infrared                        | Seventh Fifth Fourth |
bands of Landsat 8. The output images are having a combination of various bands and give different visualization every time.

From the available literature, different scientists have reported that the color of a multispectral image is dependent on the amount of “contrast” in that image. Therefore, while converting a multispectral image to another form, the contrast value is going to get most affected.

3 | PROPOSED ALGORITHM OF DATA REDUCTION AND PRIVACY

The proposed “M-PCBIR” algorithm work on the principle of data conversion and hiding. It is the advanced version of PCBIR and thus named as M-PCBIR. The step-wise working of the proposed algorithm is discussed in detail in steps (1-9) followed by its flowchart representation shown in Figure 6.

**Step 1: Selection of the input query image**

The first step is to select the query image. The query image can be of any dimension and resolution. Scale and size limitation of the query image is not a considering factor in the proposed framework. Multispectral Landsat 8 images are used as query images in this experiment.

**Step 2: Conversion of the image to grayscale**

The second step involves the conversion of a multispectral color scale image to grayscale. Multispectral space consists of hue, saturation, and value (HSV). Hue is the measure of the actual wavelength of the color. Saturation describes the quantity of white light present in the shade. Value is the representation of the color intensity. Converting images from multispectral to grayscale eradicate the hue and saturation information while retaining the intensity value information.

**Step 3: Alter the pixel position of the query image**

Any image is composed of a finite number of pixels, each of which has a particular location and purpose for producing meaningful information. In the third step, the random permutation is applied to the image pixels to scramble the position of the pixels and exploit their spatial relationship. Experimental results have proved that such a random arrangement of pixels shows excellent resistance against Brute force and many other security attacks. The properties of the proposed cryptography are as follows.

(a) Random permutation encryption is deterministic, which is determined by the mathematical equations ruling their behavior.

(b) They are visually unpredictable and lead to significant changes in the visual characteristics of images.

(c) The image appears as noise, but the noisy encrypted image has a specific sense of statistical properties.
**Step 4: Select only 10% of pixels from the original image**

In the fourth step, we have selected only 10% of the total image pixels, which are stored in a matrix form. Let an original query image is having a dimension of $2000 \times 3000$, thus have a total of $6\,000\,000$ pixels, 10% of total pixels, that is, $600\,000$ pixels are selected and stored in the matrix form. A new image composed of 10% of the total pixels will strengthen the encryption level and saves not only the storage space but also reduce transmission time. This image is named as an encrypted image in this research work.

**Step 5: Store pixel in a separate matrix**

The most common characteristic features of the image are color, texture, and shape. They are also known as low-level visual features. We are extracting texture features information from the image by statistical methods. The first-order gray level statistics are formed by the information provided by intensity histogram. The main reason behind choosing histograms for extracting texture features is that first-order statistics are independent of the neighboring relationship between pixels of the image.

**Step 6: Calculate first-order statistical features for the original image (Step 1)**

The first-order image statistics such as mean ($\mu$) and SD ($\sigma$) are computed for the original (query) image. All the pixels in the original image are at a specific position to visually represent meaningful information. The first-order image statistics are obtained for all the Landsat 8 images used in this research work.

**Step 7: Calculate first-order image statistical features for the encrypted image (Step 4)**

An encrypted image is formed by only 10% of the total image pixels. Statistical features mean ($\mu$) and SD ($\sigma$) are computed for the encrypted image. These statistical features show approximately the same numerical values as the original images. Statistical properties remain unaffected by the changes that take place by changing the arrangement order of image pixels. 10% of the total image pixels are stored in the matrix form. The values of the statistical features obtained from these images are later used to make an identification with the original image.
**Step 8: Perform feature matching in between the original images and encrypted images**

Finally, the statistical features of the original images and the encrypted images are compared with each other, which shows similarity in the feature value. The amount of difference generated between both values is quite small and even less than (1%). Thus, through statistical feature values identification between the original and the encrypted images can be performed.

**Step 9: Identify original images from the encrypted image**

Finally, through the numerical value of the statistical features “mean” and “SD,” we can identify the original image and its encrypted version.

The flowchart of the planned M-PCBIR algorithm is shown in Figure 6.

Multispectral images are converted to a grayscale image by the “Di Zenzo structure tensor matrix.” These images contain information about HSV for any scene. When multispectral images are converted to a grayscale image, the following important points are to be kept in consideration.

- The luminance of the RGB color triplets is mapped in color independent spatial direction.
- The information about the saturation and hue is discarded, and the only luminance information is kept into consideration.

There are several methods described to separate luminance information from hue and saturation, for example, YIQ, HSV, LHS, CIELab,35,36 and so on. The grayscale images store luminance information effectively within themselves, whereas the multispectral images are converted to grayscale by preserving the image “contrast.” Here, we are explaining the conversion procedure of multispectral image to grayscale using the “Di Zenzo Structure tensor matrix”.37,38

Consider an image \( I \) in a rectangular grid format and expressed as \( \Omega = \{1 \ldots m\} \times \{1 \ldots q\} \). Let \( P: \Omega \cong M^m \) be a multispectral image.

\[ G: \Omega \cong \{1 \ldots m\} \times \{1 \ldots q\} \cong M \] be a grayscale image.

For a multispectral image, two components of the gradient for channel \( l = \{1 \ldots n\} \) are given by Equations (1) and (2), respectively.

\[ \rho^l_x = \delta_x P(x, y, l), \]  
\[ \rho^l_y = \delta_y P(x, y, l), \]  

which represents the partial derivatives of the components.

Likewise, the grayscale derivative of the image \( I \) in the vertical and horizontal direction is represented by Equations (3) and (4), respectively.

\[ g_x = \delta_x g(x, y), \]  
\[ g_y = \delta_y g(x, y). \]  

For a multispectral image, Di Zenzo’s tensor structure of \( 2 \times 2 \) for each pixel can be created and expressed by Equation (5).

\[ Z(x, y) = \begin{pmatrix} \sum_{l=1}^{n} \rho^l_x \rho^l_y & \sum_{l=1}^{n} \rho^l_x \rho^l_y \\ \sum_{l=1}^{n} \rho^l_x \rho^l_y & \sum_{l=1}^{n} \rho^l_y \rho^l_y \end{pmatrix}. \]  

Since \( Z \) is a symmetric matrix having an orthogonal matrix \( V \) with column \( v \), it is represented by Equation (6).

\[ Z(x, y) = v_i \lambda_i v_i^T, \]  

Here, we have observed that the eigenvector corresponding to the most significant eigenvalue point in the direction of the maximum “contrast.”
The “De Zenzo Matrix” representation for the grayscale image is expressed by Equation (7).

\[
Z_g(x, y) = n \begin{pmatrix}
g_x g_x & g_x g_y 
g_x g_y & g_y g_y
\end{pmatrix}.
\]

(7)

With \( n \) to match \( Z \) from Equation (5) for the multispectral image. The eigenvalue decomposition is applied which is \( Z_g \) expressed by the Equation (8).

\[
Z_g(x, y) = u_i \gamma_i u_i^T, \quad i = 1, 2.
\]

(8)

To overcome the issue of matching contrast between \( Z \) and \( Z_g \). Socolinsky and Wolff\(^{39}\) concluded that the optimal gradient for generating an output grayscale images is in the direction of the maximum eigenvalue direction, that is, \( v = v_1 \). Thus, they defined contrast of the individual pixel as expressed by Equation (9).

\[
C_m(x, y) = \pm \sqrt{\lambda_1} v_1.
\]

(9)

Energy function (\( W \)) is expressed by Equation (10).

\[
W = \sum_{i=1}^{m} |C_g - C_m|^2.
\]

(10)

The best quadratic grayscale approximation \( g \) of \( P \) is that which minimizes the value of \( W \). Thus, a solution is obtained as \( C_g = C_m \). We are aware that the sign in the Equation (9) is not defined, but it should be dependent on the “contrast” of the image. Finally, two conclusions are obtained to determine image contrast.

- Image contrast is dependent on the eigenvector associated with the maximum eigenvalue.
- The sign of the contrast can be obtained by considering the contrast in the luminance channel.

### 4 MATHEMATICAL MODELLING OF THE PROPOSED ALGORITHM

The standard probability distribution model\(^{40-42}\) for estimating the probability of occurrence of an individual pixel within an image is given by Equation (11).

\[
f \left( \frac{x - \mu}{\sigma} \right) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}},
\]

(11)

where \( \mu \) represents the mean or expectation of the normal distribution.

\( \sigma^2 \) represent the variance of the probability distribution.

\( \sigma \) is the SD of the probability distribution.

\( x \) is the central value of the probability distribution.

Let a query image contains a total of \( m \times n \) pixels. These pixels are arranged in the form of the matrix at a specific position to represent meaningful information. This information can be in the form of an image, data, and so on. The matrix representation of the pixels, when arranged in a planned manner to constitutes meaningful information, is shown in Equation (12).

\[
I(\text{original}) = \begin{bmatrix}
p(1, 1) & p(1, 2) & p(1, 3) & \cdots & p(1, n-2) & p(1, n-1) & p(1, n) 
p(2, 1) & p(2, 2) & p(2, 3) & \cdots & p(2, n-2) & p(2, n-1) & p(2, n) 
p(3, 1) & p(3, 2) & p(3, 3) & \cdots & p(3, n-2) & p(3, n-1) & p(3, n) 
p(4, 2) & \ddots & & \cdots & p(4, n-2) & p(4, n-1) & p(4, n) 
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots 
p(m-2, 1) & p(m-2, 2) & p(m-2, 3) & \cdots & p(m-2, n-2) & p(m-2, n-1) & p(m-2, n) 
p(m-1, 1) & p(m-1, 2) & p(m-1, 3) & \cdots & p(m-1, n-2) & p(m-1, n-1) & p(m-1, n) 
p(m, 1) & p(m, 2) & p(m, 3) & \cdots & p(m, n-2) & p(m, n-1) & p(m, n)
\end{bmatrix}.
\]

(12)
These pixels can be arranged in a single row vector through which the random selection of the image pixel is performed. Assuming MPS, we have considered only 10% randomly selected image pixels from the total image pixels. An example of an image matrix representing the random pixel distribution is shown in the Equation (13).

Here 10% of pixels are arranged in a completely random manner so that no information can be obtained from them. Every single time when the pixels are arranged randomly to form an image matrix, the visualization of the image matrix will be different from the previous one. Similarly, the visual representation of the encrypted images will also be diverse every time.

$$I(\text{encrypt}) = \begin{bmatrix}
p(m, n - 8) & p(m, n - 2) & \cdots & p(m - 2, n - 1) & p(4, n - 1) \\
p(m - 12, n - 13) & p(m - 1, n - 2) & \cdots & p(m - 1, n - 3) & p(m - 1, n - 1) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
p(m - 4, n - 4) & p(m - 3, n - 44) & \cdots & p(m - 1, n - 7) & p(m - 1, n - 1) \\
p(m - 2, n - 23) & p(m - 7, n - 63) & \cdots & p(m - 2, n - 2) & p(m - 13, n - 12)
\end{bmatrix}.$$  

First-order image statistics include mean, variance, and SD are obtained for both original and encrypted images. Let an original query image contains a total of "q" pixels then these first-order image statistics features, that is, mean ($\mu_{\text{original}}$), variance ($\sigma_{\text{original}}^2$), and SD ($\sigma_{\text{original}}$) is expressed by Equations (14) to (16), respectively. Where $p(z)$ represents a pixel position.

$$\mu_{\text{original}} = \sum_{z=0}^{q-1} r_z \times p(z), \quad (14)$$

$$\sigma_{\text{original}}^2 = \sum_{z=0}^{q-1} (r_z - \mu)^2 \times p(z), \quad (15)$$

$$\sigma_{\text{original}} = \sqrt{\sigma^2}, \quad (16)$$

The encrypted image contains only 10% of the total image pixels, that is, “10% of the q” pixels. The mean ($\mu_{\text{encrypt}}$), variance ($\sigma_{\text{encrypt}}^2$), and SD ($\sigma_{\text{encrypt}}$) for the encrypted image are expressed by Equations (17) to (19), respectively.

$$\mu_{\text{encrypt}} = \sum_{z=0}^{10\% \text{of} (q-1)} r_z \times p(z), \quad (17)$$

$$\sigma_{\text{encrypt}}^2 = \sum_{z=0}^{10\% \text{of} (q-1)} (r_z - \mu)^2 \times p(z), \quad (18)$$

$$\sigma_{\text{encrypt}} = \sqrt{\sigma^2}, \quad (19)$$

The optimum number of the image pixels used for the encryption purpose is extracted from the total image pixels using random permutation of the image pixels. A total of only 10% of the image pixels are extracted from the image to create an encrypted image. In the image encryption process, a random permutation of the image pixel is performed to obtain a completely secure encrypted image.

In image processing applications, three types of permutations can be applied, that is, pixel permutation, bit permutation, and block permutation. A digital image is formed by pixels, which itself is the combination of the 8 bits. Random permutation in bits is performed using an encryption key. The size of the encryption key performing bit permutation is 8 bit. Thus, the total number of the available keys is 8!, that is, 40 320. The process of performing permutation in the image pixels is known as pixel permutation. Pixel permutation is applied to the image using the key size in two possible ways.

- If the key size is 1D (one dimensional), then the column and row permutation can be performed.
- If the key size is 2D (two dimensional), then pixels are placed at some specific positions.

It is also possible to divide an image into a subblock. Block permutation is used permute subblocks. This permutation is applied to an image using the following steps.
A multispectral image of size \((m, m)\) is taken and then decomposed in \(X\) and \(Y\) number of subblocks for rows and columns, respectively. Each subblock is having a size of \((n, n)\), and each pixel of the subblock has been assigned a position varying from \((1, 1)\) to \((n, n)\).

Now, the 2D encryption key of size \((n, n)\) is used to apply permutation on image pixels to each subblock, which itself is the combination of the random numbers at distinct positions.

The encryption key is used to map the position of row and column for the pixel of the subblock. Pixel positions can be determined from Equations (20) and (21), respectively.

\[
\begin{align*}
    r &= \text{floor}\left(\frac{k_{(n,n)}}{n}\right) + 1, \\
    c &= \text{mod}\left((k_{(n,n)}, n)\right) \text{ provided } c \neq 0
\end{align*}
\]

where \(r\) and \(c\) represent the position of the row and column, respectively, where the pixel is to be placed. \(k_{(n,n)}\) represents the random number of pixel positions corresponding to the encryption key.

After the completion of the pixel permutation, subblock is combined and assigned position number from row to column starting from \((1, 1)\) to \((x, x)\) which is only 10% of the total image pixels.

Thus, we get an encrypted image by performing pixel and subblock permutation using an encryption key.

5 Experimental Results

The images used in this research work are multispectral. They are obtained from the currently active Landsat 8 OLI sensor. Still, the proposed algorithm has the potential to be applied to all types of images, which is the strength of the algorithm. The reason for using satellite imagery is that they have a number of properties such as five different types of resolution, that is, spatial, spectral, temporal, radiometric and geometric, large dimensions, multispectral nature, and so on. In this experiment, we have taken 24 multispectral Landsat 8 images acquired from its OLI sensor. It contains a fusion of 11 different bands, that is, “Coastal/Aerosol, Blue, Green, Red, Shortwave Infrared (SWIR 1), Shortwave Infrared (SWIR 2), Panchromatic, Cirrus, Thermal Infrared (TIRS 1), and Thermal Infrared (TIRS 2)”. The details regarding these bands, their operational wavelength, and resolution can be obtained from Figure 3. Since all the pixels present in the image are at specific positions, thus the images present meaningful information. This critical information is the visual appearance that is represented in the form of multispectral Landsat images shown in Figure 7.

Now the pixels present in these images are arranged randomly to represent image with no meaningful information. These types of images are called encrypted images in this research work and are shown in Figure 8. The randomly arranged image pixels do not reveal the original content of the image. Thus, only the user performing this operation is aware of the original content of the data and its converted version. This methodology maintains the privacy of the image data completely as the identity of the original data remains unknown for everyone else other than the programmer itself.

5.1 Encrypted version of the original images along with the pixel count

The first-order image statistical parameters are calculated for the original image and their encrypted versions. Encrypted images are formed by randomly selecting 10% of the total image pixels. Images created by 10% of the total pixels do not reveal any information. These images have obtained approximately the same statistical values as the original images. The obtained numerical values of the statistical features for both versions (original and encrypted) are shown in Table 2.

The dissimilarity in the numerical values of the statistical features mean, and the SD is less than (1%). Thus, based on statistical features values, original and encrypted images can be considered synonyms of each
FIGURE 7  A, Barefoot Bay, B, California, C, Charlotte Bay, D, Collbran, E, Colorado River, F, Copper River, G, Cotahuasi, H, Dasbrancas, I, Dmv, J, Entoole, K, Fuego, L, Hps, M, Ivanpah, N, Katahdin, O, Kazakhastan, P, Sakurajima, Q, Sfbay, R, South Korea, S, Tanezrouft, T, Thames, U, Topaz, V, Valley Fire, W, Wrangel Glacier, X, Pine Island Glacier47
FIGURE 8  Encrypted version, A, Barefoot Bay, B, California, C, Charlotte Bay, D, Collbran, E, Colorado River, F, Copper River, G, Cotahuasi, H, Dashbrancas, I, Dmv, J, Entoole, K, Fuego, L, Hps, M, Ivanpah, N, Katahdin, O, Kazakhstan, P, Sakurajima, Q, Sfbay, R, South Korea, S, Tanezrouf, T, Thames, U, Topaz, V, Valley Fire, W, Wrangel Glacier, X, Pine Island Glacier.
FIGURE 8 continued
Encrypted Image (Q), Total Pixels (1073217)

Encrypted Image (R), Total Pixels (1257472)

Encrypted Image (S), Total Pixels (1600000)

Encrypted Image (T), Total Pixels (4900000)

Encrypted Image (U), Total Pixels (1600000)

Encrypted Image (V), Total Pixels (1225000)

Encrypted Image (W), Total Pixels (51840)

Encrypted Image (X), Total Pixels (4012823)

FIGURE 8 continued
other. The visual similarity in the original image and their encrypted version is obtained from the histogram signature plots.

### 5.2 Histogram signature plot for the original image and their encrypted version

Here, we have plotted the histogram signature plot for the original and encrypted images. The histogram is a computer-generated approximate representation of numerical data. The histogram of the original image and its encrypted version show similarity with each other. The images formed by using only 10% of pixels show a similar histogram as compared with its original image. Thus, through histogram plots, we have obtained visual similarity in the original image and their encrypted version. Histogram signature plots for the original image and its encrypted version are shown in Figure 9.
FIGURE 9  Histogram signature plot of original image and their encrypted version, A, Barefoot Bay, B, California, C, Charlotte Bay, D, Collbran, E, Colorado River, F, Copper River, G, Cotahuasi, H, Dasbrancas, I, Dmv, J, Entoole, K, Fuego, L, Hps, M, Ivanpah, N, Katahdin, O, Kazakhastan, P, Sakurajima, Q, Sfbay, R, South Korea, S, Tanezrouft, T, Thames, U, Topaz, V, Valley Fire, W, Glacier, X, Pine Island Glacier
FIGURE 9 continued
FIGURE 9 continued
Now the similarity plot in between mean and SD for the original image and encrypted image are plotted together. This confirms that the parameters mean and SD have obtained approximately the same numerical values. The similarity plotting for both of the statistical parameters are shown in Figure 10A,B, respectively. Thus, both the images can be used in place or each other when it comes to reaching an outcome through statistical features values. Thus, from the proposed encryption algorithm, we can encrypt our data for secure transmission. Reducing the content of data enhances the transmission rate; therefore, the proposed algorithm can be used further for reducing the content of various types of images such as RGB images, DICOM images, hyperspectral images, and so on.

6 IMPLEMENTATION OF THE PROPOSED ALGORITHM ON OTHER TYPES OF IMAGES

In this section, we have tested the potential of the proposed algorithm for encrypting different types of images. These images are of different formats, sizes, and dimensions. The encryption of these images does not provide any information about the original identity of the image. First-order image statistics are obtained for both the original query image and their encrypted versions. The sample images used in this section are shown in Figure 11. These sample’s images include Penguins, Tulips, Coronavirus, X-Ray, Lena, Mandril, Koala, and UV COVID 19.
Now the image pixels are randomly arranged to represent an image with no useful information. These images are called encrypted images and are shown in Figure 12. These images do not reveal any information thus can be used for secure transmission and privacy in the place of the original image.

The first-order image statistics, that is, the mean and SD for the original image and their encrypted versions formed by only 10% of the total image pixels, are represented in Table 3. Here it is observed that the algorithm is working efficiently on all other types of images other than multispectral satellite images.

The visual similarity between both versions of images is represented by the histogram signature plot shown in Figure 13.

Now the efficiency of the proposed algorithm is examined for the images of minimal dimensions. Since the dimension of the satellite images are very large, and 10% of random pixels are also huge. Thus, to observe the behavior of the proposed algorithm for the small images, we have included four different images of small size as a scooter, black Taj Mahal, postcards, and Jesus, as shown in Figure 14.

Now we have randomly arranged 10% pixels from the total image pixels to visually represent an encrypted image, as shown in Figure 15.

The first-order image statistics, mean, and standard deviation for the original small images and their encrypted versions are represented in Table 4.

The visual similarity in the original images and their encrypted versions is represented by histogram signature plots for both original and encrypted small images, as shown in Figure 16.

These plots show similarity in the visual appearance of the images. Still, now we have visually observed slight changes in the histogram of the encrypted images as they began to show sharp peaks when compared with the histogram signature plots of there original images.

From this investigation, we have observed that the proposed method also applies to images of small dimensions. The statistical features “mean” have obtained approximately the same value. The value of the statistical feature “SD” slightly differ for the image postcard.

Finally, a question arises whether there should be any restriction on the size of the query image or what should be the size of the query image. This issue is addressed by taking two images of different dimensions. The first one is a high-resolution multispectral image having a large number of pixels, and the second one is the low-resolution image with relatively less number of pixels. For both the images, encryption is performed by taking 90% – 5% of the total pixels of the original image. Thus, we can get the answer to this query.

The size of the multispectral image of the river Nile showed in Figure 17A is 7540 × 5694, that is, it contains a total of 42 932 760 pixels. The second image of the apple, shown in Figure 17B is having a dimension of 259 × 195. It includes a total of 50 505 pixels. Here, we are looking for optimum encryption by taking the least number of image pixels. Thus, both the images are encrypted by taking 90% – 5% of the total image pixels. Encrypted versions of the River Nile are shown in Figure 18A-J.
FIGURE 12  Encrypted version, A, Penguins, B, Tulips, C, Coronavirus, D, X-Ray, E, Lena, F, Mandril, G, Koala, H, UV COVID 19
### Table 3

Image dimensions, total pixels, and first-order statistical values of the mean (μ) and the SD (σ) for original and encrypted images

| S.no | Objects   | Image dimension | Total pixels | First-order image statistics (Original image) | First-order image statistics (10% of TP) |
|------|-----------|-----------------|--------------|---------------------------------------------|----------------------------------------|
|      |           |                 |              | Mean (μ)  | SD (σ)  | Mean (μ)  | SD (σ)  |
| (a)  | Penguins  | 1024 × 768      | 786,432      | 148.009 | 11.3997 | 147.663  | 11.38   |
| (b)  | Tulips    | 1024 × 768      | 786,432      | 123.76  | 11.2191 | 122.017  | 11.1657 |
| (c)  | Coronavirus| 875 × 875       | 765,625      | 145.656 | 11.1145 | 144.859  | 11.1703 |
| (d)  | X-Ray     | 1024 × 768      | 786,432      | 56.0754 | 9.0897  | 56.4361  | 9.1015  |
| (e)  | Lena      | 1500 × 1000     | 1,500,000    | 93.5687 | 9.46728 | 92.1111  | 9.49403 |
| (f)  | Mandrill  | 1024 × 768      | 786,432      | 71.663  | 9.46342 | 71.6617  | 9.48698 |
| (g)  | Koala     | 1024 × 768      | 786,432      | 114.035 | 10.2709 | 114.401  | 10.3731 |
| (h)  | UV COVID 19| 875 × 875       | 765,625      | 171.195 | 11.0025 | 173.012  | 10.9491 |

**Figure 13** Histogram plotting in between the original image and their encrypted version, A, Penguins, B, Tulips, C, Coronavirus, D, X-Ray, E, Lena, F, Mandrill, G, Koala, H, UV COVID 19
### Table 4

Image dimensions, total pixels, and first-order statistical values of the mean ($\mu$) and the SD ($\sigma$) for original and encrypted small images.

| S.no | Objects       | Image dimension | Total pixels | First-order image statistics | First-order image statistics (10% of TP) |
|------|---------------|-----------------|--------------|------------------------------|----------------------------------------|
|      |               |                 |              | Original image               | (10% of TP)                            |
|      |               |                 |              | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| (a)  | Scooter       | $200 \times 150$ | 30 000       | 155.519 | 11.0511 | 155.004 | 11.065 |
| (b)  | Black TajMahal| $320 \times 240$ | 76 800       | 122.278 | 9.79718 | 122.212 | 9.77418 |
| (c)  | Postcard      | $225 \times 225$ | 50 625       | 205.982 | 8.80134 | 205.327 | 9.11809 |
| (d)  | Jesus         | $236 \times 316$ | 74 576       | 91.629  | 9.65572 | 89.7187 | 9.62766 |

**Figure 14** Small images, A, scooter, B, black TajMahal, C, postcard, D, Jesus.

**Figure 15** Encrypted version, A, scooter, B, black TajMahal, C, postcard, D, Jesus.
FIGURE 16  Histogram signature plotting in between the original image and their encrypted version, A, scooter, B, black TajMahal, C, postcard, D, Jesus

FIGURE 17  A, Multispectral Landsat 8 satellite image of River Nile, B, Apple

Now the apple image is encrypted by taking 90% – 5% pixels from the total image pixels. The encrypted versions of the Apple images are shown in Figure 19A-J.

Here from Figure 18, we have observed that for the multispectral satellite images, the visual appearance of the encrypted images seems to be the same for 90% pixels to 5% pixels. This has happened because satellite images have a huge pixel count. On the other hand, from Figure 19, the visual appearance of the encrypted images has begun to change from 40% pixels onwards. This change in the appearance is quite visible for Figure 19I,J, where the pixel count is only 10% and 5%, respectively. One of the reasons for this change is apple image is having fewer numbers of image pixels as compared with the multispectral image of River Nile.

Thus, based upon observations, we have obtained an optimum value of the image pixels for both large and small dimension images, and it should be 10% of the total image pixels. Satellite images can be further encrypted by reducing more numbers of pixels, but for small images, 10% of the entire image pixels is a reasonable quantity.
It is also important to note that the query image should have at least a minimum number of pixels so that this operation of image encryption can be applied to them. In this experiment, the minimum size of the query image is $259 \times 195$. Thus, from our analysis, we will like to recommend that users can use the proposed algorithm with a query image of at least 50 000 image pixels so that encryption strength should not get affected, and the content of data is not revealed.

**FIGURE 18** Encrypted versions of river Nile by taking 90% to 5% of the total image pixels
7 | DISCUSSION

The proposed scheme of data reduction and hiding is useful for various applications. This algorithm is based on the observations and analysis developed by analyzing multispectral images, RGB images, and DICOM images. Mostly satellite images are used in this research work, but the area of exploration of this algorithm is not limited to satellite images only. All the categories of images can be encrypted through this algorithm. The proposed algorithm is based on the parameters of first-order image statistics, that is, “mean, variance, and SD.” The encrypted images can be considered as noisy images created by using only 10% random pixels from the original images. This method is similar to “pixel scrambling,” which does not change the image histograms. The original image and encrypted image develop the same type of first-order image statistical features, which help to identify original images from the encrypted images. Histogram analysis is done to obtain the visual similarity in the images, which results in the same type of histogram formation between original and encrypted images. It has been recommended to apply the proposed algorithm to images having at least 50,000 image pixels. Thus, the proposed algorithm can be used on many occasions like if someone wants to create encrypted images that look like noisy pictures, they can follow encryption steps to create a noisy image with varying numbers and position of pixels. Similarly, for some users, the visual similarity is obtained through histogram plotting between the original image and encrypted images. Finally, the comparison can also be made between two images based on their statistical values. Thus, the strength of the proposed algorithm is that it contains many steps which can also be used individually as well as entirely according to the need and situation of any user. In the future, a graphical user interface can also be created for automatic selection of the minimum number of pixels from an image and performing random pixel scrambling.
FIGURE 19  Encrypted images of apple by taking 90% to 5% of the total image pixels
CONCLUSION

The proposed scheme is useful in encrypting all types of images such as satellite images, DICOM images, general RGB images, and so on, and converting a meaningful image to a noisy image. Relevant and confidential image data can be easily encrypted and transmitted as noise from the sender to the receiver. Even the statistical parameter values can be used in place of each other. Original image statistical values can be used for encrypted images and vice versa. While performing this experimental work, we have observed a situation that if two images develop the same type of statistical parameter values, then how to identify the original image and its encrypted version. The answer to this through pixels counts and encrypted image appearance; thus, we can locate the original image and its encrypted version. Therefore, the proposed algorithm has the potential to be widely used for image encryption, data hiding, and privacy-related issues.
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