LINEARIZED KORTEWEG – DE VRIES EQUATION ON A TREE WITH UNBOUNDED ROOT AND EDGES
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Abstract. We investigate the linearized KdV equation on a metric tree consisting of three different types of bonds: incoming unbounded root, two finite bonds, and four outgoing unbounded bonds. Under natural assumptions at the vertices, we obtain the uniqueness of a solution. To show the existence we use the theory of potentials and reduce the problem to a system of linear algebraic equations. We show that the latter is uniquely solvable under conditions of the uniqueness theorem. Also, we show that the system we consider can be used to model wave propagation in pipelines.

1. Introduction

The Korteweg-de Vries (KdV) equation was first obtained in [18] as a model for the propagation of long waves on shallow water surface. Since then, it has attracted much attention of both physicists and mathematicians. It is involved in a models of a wide variety of physical processes especially those exhibiting shock waves, traveling waves, and solitons. It is used in fluid dynamics, aerodynamics, and continuum mechanics as a model for shock wave formation, solitons, turbulence, boundary layer behavior, and mass transport. It has been studied and applied for many decades. The KdV equation has many remarkable properties, including the property discovered by Gardner [14]: it can be solved exactly, as an initial-value problem, starting with arbitrary initial data in a suitable space. This discovery was revolutionary, and it drew the interest of many scholars. We note especially the work of Zakharov and Faddeev [28], who showed that the KdV equation is a non-trivial example of an infinite-dimensional Hamiltonian system that is completely integrable. The KdV equation is particularly notable as the prototypical example of an exactly solvable model. For instance, one way to solve the KdV equation is to use the inverse scattering transform. The solutions in turn include prototypical examples of solitons. On the other hand, one can study the linearized KdV, which provides an asymptotic description of linear, unidirectional, weakly dispersive long waves, for example, shallow water waves. Earlier, it was proven that via normal
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form transforms, the solution of the KdV equation can be reduced to the solution for the linear KdV equation [27]. Belashov and Vladimirov [5] numerically investigated the evolution of a single disturbance \( u(0, x) = u_0 \exp(-x^2/l^2) \) and showed that in the limit \( l \to 0, u_0 l^2 = \text{const} \), the solution of the KdV equation is qualitatively similar to the solution of the linearized KdV equation. Boundary value problems on half lines were considered in [6, 9, 11, 13, 16].

In recent years partial differential equations on metric graphs, known as networks, became an object of extensive study as they arise in certain branches of physics and biology. In this direction the study was mainly concentrated on Schrödinger equation. In recent works [23, 24, 2] solutions of linearized KdV on star graphs were obtained, while local well-posedness for KdV on star graphs were studied [4, 9, 7].

In this paper, we investigate the linearized KdV equation on metric trees which contains three different bonds. The bonds are denoted by \( B_j \), \( j = 1, 7 \) the coordinate \( x_1 \) on \( B_1 \) is defined from \( -\infty \) to 0, and coordinates \( x_2 \) and \( x_3 \) from links \( B_2 \) and \( B_3 \) from 0 to \( L \), and coordinates \( x_4 \) and \( x_5 \) and \( x_6 \) and \( x_7 \) on the bonds \( B_4 \) and \( B_5 \) and \( B_6 \) and \( B_7 \) are defined from 0 to such that on each bond the vertex corresponds to 0. We denote the graph by \( \Gamma \). On each bond we consider the linear equation:

\[
\left( \frac{\partial}{\partial t} - \frac{\partial^3}{\partial x_j^3} \right) u_j(x_1, x_2, x_3, t) = f_j(x(t), t), \quad t > 0, \quad x_j = B_j, j = 1, 7.
\]

Below, we will also use the notation \( x \) instead of \( x_j \), \( j = 1, 7 \). We treat a boundary value problem and using the method of potentials, reduce it to a system of integral equations. The solvability of the obtained system of integral equations is proven.

![Figure 1. The graph \( \Gamma \). The bonds \( B_2 \) and \( B_3 \) are compact intervals, \( B_1 \) is a copy of \( (-\infty, 0] \) and \( B_4 - B_7 \) are copies of \( [0, +\infty) \).](image)
2. Formulation of the problems

We look for solutions \( u \in C^{3,1}(\Gamma \times \mathbb{R}) \) vanishing at \(-\infty\), i.e.

\[
\lim_{x \to -\infty} u(x, t) = \lim_{x \to -\infty} \partial_x u(x, t) = 0, \text{ for all } t > 0,
\]

and set the Kirchhoff conditions to connect the functions \( u_j(x_j) \) defined on each bond of the graph.

\[
(2) \quad u_1(0, t) = a_2 u_2(0, t) = a_3 u_3(0, t), \quad u_1x(0, t) = b_2 u_2x(0, t) = b_3 u_3x(0, t),
\]

\[
(3) \quad \frac{1}{a_2} u_{1xx}(0, t) = \frac{1}{a_3} u_{3xx}(0, t),
\]

\[
(4) \quad a_2 u_2(L, t) = a_4 u_4(0, t) = a_5 u_5(0, t), \quad b_2 u_2x(L, t) = b_4 u_4x(0, t) = b_5 u_5x(0, t),
\]

\[
(5) \quad \frac{1}{a_2} u_{2xx}(L, t) = \frac{1}{a_4} u_{4xx}(0, t) = \frac{1}{a_5} u_{5xx}(0, t),
\]

\[
(6) \quad a_3 u_3(L, t) = a_6 u_6(0, t) = a_7 u_7(0, t), \quad b_3 u_3x(L, t) = b_6 u_6x(0, t) = b_7 u_7x(0, t),
\]

\[
(7) \quad \frac{1}{a_3} u_{3xx}(L, t) = \frac{1}{a_6} u_{6xx}(0, t) = \frac{1}{a_7} u_{7xx}(0, t),
\]

For \( t > 0 \), where \( a_k, b_k, k = 1, 2, \ldots, 7 \), are nonzero constants. Moreover, we assume that the \( f_j(x, t), j = \Gamma, T \) and the initial conditions:

\[
(9) \quad u_j(x, 0) = u_0(x), \quad x \in \overline{B_j}, \quad j = \Gamma, T,
\]

are smooth enough and bounded, and that satisfies the vertex conditions (2)-(7). These vertex conditions are not the only possible ones, and the main motivation for our choice is that they guarantee conservation of energy of the solution and, if the solutions decay (to zero) at infinity, the norm (energy) conservation.

Existence and uniqueness of solutions:

**Theorem 1.** Suppose that

\[
a_2 b_2 a_{2i+1} b_{2i+1} + \frac{a_{2i+1} a_{2i+1} (a_{2i} + b_{2i})}{a_{2i}} + \frac{a_{2i} b_{2i} (a_{2i+1} + b_{2i+1})}{a_{2i+1}} \neq 0,
\]

for \( i = 1, 2, 3 \). Then the problem (1)-(8) has a unique solution in \( C^{3,1}(\Gamma \times \mathbb{R}) \).

We first prove the uniqueness, which is the result of the following

**Lemma 2.** Suppose that \( \frac{1}{b_{2i}} + \frac{1}{b_{2i+1}} \leq 1, \ i = 1, 2, 3 \). Then the problem (1)-(8) has at most one solution.

**Proof.** The uniqueness of the solutions follows the classical path. Namely, we assume by contraction that there are two solutions \( v_k \) and \( w_k \) to (1) – (8) on \( B_j \), \( j = 1, \ldots, 7 \). By linearity, \( u_k = v_k - w_k \) is a solution of (1) with \( f_k = 0 \). We will

\footnote{This is class of functions that are \( C^2 \) in \( x \) and \( C^1 \) in \( t \).}
show that $u \equiv 0$ as follows. Multiplying both sides of (1) by $u$, and integrating on $B_k$, we have

$$\frac{1}{2} \int_{B_k} \partial u_k^2 \, dx = \int_{B_k} u_k \partial u_k \, dx.$$ 

Integrating by parts the right hand side of the latter equation we obtain

$$\frac{1}{2} \frac{\partial}{\partial t} \int_{B_k} u_k^2 \, dx = u \cdot \frac{\partial u_k}{\partial x^2} \bigg|_{\partial B_k} - \int_{B_k} \frac{\partial}{\partial x} u_k^2 \, dx.$$ 

For $k = 1$ using (2) we obtain

$$\frac{1}{2} \frac{\partial}{\partial t} \int_{B_1} u_1^2 \, dx = u_1(0,t)u_{1xx}(0,t) - \frac{1}{2} u_{1x}^2(0,t).$$

Similarly, for $k = 2, 3$ we have

$$\frac{1}{2} \frac{\partial}{\partial t} \int_{B_k} u_k^2 \, dx = u_k(L,t)u_{kxx}(L,t) - u_1(0,t)u_{1xx}(0,t) - \frac{1}{2} u_{kxx}^2(L,t) + \frac{1}{2} u^2_{kx}(0,t).$$

Finally, for $k = 4, 5, 6, 7$ we have

$$\frac{1}{2} \frac{\partial}{\partial t} \int_{B_k} u_k^2 \, dx = \lim_{L \to \infty} \left( u_k(L,t)u_{kxx}(L,t) - \frac{1}{2} u_{kxx}^2(L,t) \right) + \frac{1}{2} u_{kx}^2(0,t) - u_1(0,t)u_{1xx}(0,t).$$

Defining $\|u\|^2 = \sum_{k=1}^7 \int_{B_k} u_k^2(x) \, dx$ and using the conditions (3)-(9) and summing over $k$ the above three equations, we obtain

$$\frac{\partial}{\partial t} \|u\|^2 = 2\left( \frac{1}{b_{2i}} + \frac{1}{b_{2i+1}} - 1 \right)u_{1x}^2(0,t) + 2 \sum_{k=1}^7 \int_{B_k} f_k(x,t)u_k(x,t) \, dx \leq 2\|f\|_\Gamma \|u\|_\Gamma.$$

Since $f_k = 0$ in our case, it follows that $\frac{\partial}{\partial t} \|u\|_\Gamma \leq 0$ and hence, uniqueness follows. \[
\]

**Proof of Theorem 1 (Existence).** It remains to prove the existence of solutions. To prove it we use the following fundamental solutions of the equation $u_t - u_{xxx} = 0$

$$U(x, t; \xi, \eta) = \begin{cases} \frac{1}{(t-\eta)^{\frac{1}{2}}} f \left( \frac{x-\xi}{(t-\eta)^{\frac{1}{2}}} \right), & t > \eta, \\ 0, & t \leq \eta, \end{cases}$$

$$V(x, t; \xi, \eta) = \begin{cases} \frac{1}{(t-\eta)^{\frac{1}{2}}} \varphi \left( \frac{x-\xi}{(t-\eta)^{\frac{1}{2}}} \right), & t > \eta, \\ 0, & t \leq \eta, \end{cases}$$
where \( f(x) = \frac{\pi}{\sqrt{3}} \text{Ai}(\frac{-x}{\sqrt{3}}) \), \( \varphi(x) = \frac{\pi}{\sqrt{3}} \text{Bi}(\frac{-x}{\sqrt{3}}) \) for \( x \geq 0 \), \( \varphi(x) = 0 \) for \( x < 0 \). Recall that \( \text{Ai}(x) \) and \( \text{Bi}(x) \) are the Airy functions\(^3\). The functions \( f(x) \) and \( \varphi(x) \) are integrable and
\[
\int_{-\infty}^{0} f(x)dx = \frac{\pi}{3}, \quad \int_{0}^{+\infty} f(x)dx = \frac{2\pi}{3}, \quad \int_{0}^{+\infty} \varphi(x)dx = 0.
\]
Below, we also use fractional integrals [8]:
\[
J_{0,t}^{\alpha} f(t) := \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (t-\tau)^{\alpha-1} f(\tau)d\tau, \quad 0 < \alpha < 1
\]
and the inverse of this operator, i.e., the Riemann-Liouville fractional derivatives [8,9], defined by:
\[
D_{0,t}^{\alpha} f(t) := \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_{0}^{t} (t-\tau)^{-\alpha} f(\tau)d\tau, \quad 0 < \alpha < 1.
\]
We look for solution in the form:
\[
u_1(x,t) = \int_{0}^{t} U(x,t;0,\eta)\varphi_1(\eta)d\eta + F_1(x,t);
\]
\[
u_k(x,t) = \int_{0}^{t} U(x,t;0,\eta)\varphi_k(\eta)d\eta + \int_{0}^{t} U(x,t;L,\eta)\alpha_k(\eta)d\eta
\]
\[+ \int_{0}^{t} V(x,t;0,\eta)\beta_k(\eta)d\eta + F_k(x,t), \quad k = 2,3;
\]
\[
u_i(x,t) = \int_{0}^{t} U(x,t;0,\eta)\varphi_i(\eta)d\eta + \int_{0}^{t} V(x,t;0,\eta)\psi_i(\eta)d\eta + F_i(x,t), \quad i = 4,5,6,7,
\]
where
\[
(10) \quad F_k(x,t) = \frac{1}{\pi} \int_{0}^{t} \int_{B_k} U(x,t;\xi,\eta) f_k(\xi,\eta)d\xi d\eta, \quad k = 1,7.
\]
Satisfying the conditions (3), we have:
\[
\int_{0}^{t} \frac{1}{(t-\eta)^{\frac{\alpha}{3}}} f(0)\varphi_1(\eta)d\eta + F_1(0,t) = \int_{0}^{t} \frac{\alpha_2}{(t-\eta)^{\frac{\alpha}{3}}} f(0)\varphi_2(\eta)d\eta +
\]
\footnote{Airy’s functions are defined by improper integrals}
\[
\text{Ai}(x) = \frac{1}{\pi} \int_{0}^{\infty} \cos(\frac{t^3}{3} + xt)dt, \quad \text{Bi}(x) = \frac{1}{\pi} \int_{0}^{\infty} \exp(-\frac{1}{3}t^3 + xt)dt + \frac{1}{\pi} \int_{0}^{\infty} \sin(\frac{t^3}{3} + xt)dt.
\]
We use the following
\[
\text{Ai}(0) = \frac{1}{3^{\frac{1}{3}} \Gamma(\frac{1}{3})}, \quad \text{Ai}'(0) = -\frac{1}{3^{\frac{1}{3}} \Gamma(\frac{1}{3})}, \quad \text{Bi}(0) = \frac{1}{3^{\frac{1}{2}} \Gamma(\frac{3}{4})}, \quad \text{Bi}'(0) = \frac{1}{3^{\frac{1}{2}} \Gamma(\frac{3}{4})}.
\]
\[
\int_0^t \frac{a_2}{(t - \eta)^{\frac{3}{2}}} \varphi(0)\beta_2(\eta) d\eta + \int_0^t \frac{a_2}{(t - \eta)^{\frac{3}{2}}} f(0) f(-\frac{L}{(t - \eta)^{\frac{1}{2}}})\alpha_2(\eta) d\eta + a_2 F_2(0, t) = \\
\int_0^t \frac{1}{(t - \eta)^{\frac{3}{2}}} f(0) \varphi_1(\eta) d\eta + F_1(0, t) = \int_0^t \frac{a_3}{(t - \eta)^{\frac{3}{2}}} f(0) \varphi_3(\eta) d\eta + a_3 F_3(0, t).
\]

Taking derivatives of order \(1/3\) in the above equality and using the properties of fractional derivatives we obtain

\[
f(0)\varphi_1(t) - a_2 f(0)\varphi_2(t) - a_2 \varphi(0)\beta_2(\eta) + \int_0^t K_1 \alpha_2(\eta) d\eta = \\
= \frac{1}{\Gamma(\frac{1}{3})} D_{(0, t)}^\frac{1}{3} [a_2 F_2(0, t) - F_1(0, t)],
\]

\[
f(0)\varphi_1(t) - a_3 f(0)\varphi_3(t) - a_3 \varphi(0)\beta_3(\eta) + \int_0^t K_1 \alpha_3(\eta) d\eta = \\
= \frac{1}{\Gamma(\frac{1}{3})} D_{(0, t)}^\frac{1}{3} [a_3 F_3(0, t) - F_1(0, t)],
\]

where

\[
K_1 = \int_0^t \frac{1}{(t - \tau)^{\frac{3}{2}}(\tau - \eta)^{\frac{1}{2}}} f'(-\frac{L}{(\tau - \eta)^{\frac{1}{2}}}) d\eta.
\]

Analogously, letting

\[
K_2 = \int_0^t \frac{1}{(t - \tau)^{\frac{3}{2}}(\tau - \eta)^{\frac{1}{2}}} f'(-\frac{L}{(\tau - \eta)^{\frac{1}{2}}}) d\eta,
\]

from the second part of condition (3) we get

\[
f'(0)\varphi_1(t) - b_2 f'(0)\varphi_2(t) - b_2 \varphi'(0)\beta_2(\eta) + \int_0^t K_2 \alpha_2(\eta) d\eta = \\
= \frac{1}{\Gamma(\frac{2}{3})} D_{(0, t)}^\frac{2}{3} [a_2 F_{2x}(0, t) - F_{1x}(0, t)],
\]

and

\[
f'(0)\varphi_1(t) - b_3 f'(0)\varphi_3(t) - b_3 \varphi'(0)\beta_3(\eta) + \int_0^t K_2 \alpha_3(\eta) d\eta = \\
= \frac{1}{\Gamma(\frac{2}{3})} D_{(0, t)}^\frac{2}{3} [a_3 F_{3x}(0, t) - F_{1x}(0, t)],
\]

Also, defining

\[
K_3 = \int_0^x U(y + L; t - \eta) dy,
\]

\[
\int_0^t \frac{a_3}{(t - \eta)} \varphi(0)\beta_3(\eta) d\eta + \int_0^t \frac{a_3}{(t - \eta)} f(0) f(-\frac{L}{(t - \eta)^{\frac{1}{2}}})\alpha_3(\eta) d\eta + a_3 F_3(0, t).
\]

Also, defining

\[
K_3 = \int_0^x U(y + L; t - \eta) dy,
\]

Where

\[
(11)
\]

\[
(12)
\]

\[
(13)
\]

\[
(14)
\]
using the vertex condition \((4)\) we obtain

\[
-\frac{\pi}{3} \phi_1(t) - \frac{2\pi}{3} \phi_2(t) - \frac{2\pi}{3} \phi_3(t) + \int_0^t K_3\alpha_2(\eta)d\eta = \frac{1}{a_3} F_{3xx}(0,t) + \frac{1}{a_2} F_{2xx}(0,t) - F_{1xx}(0,t),
\]

(15)

Satisfying the conditions \((5)\), we have:

\[
\int_0^t \frac{a_2}{(t-\eta)^{\frac{4}{3}}} \int_0^t \frac{a_2}{(t-\eta)^{\frac{4}{3}}} f(0) \phi_2(\eta)d\eta + \int_0^t \frac{a_2}{(t-\eta)^{\frac{4}{3}}} \int_0^t \frac{a_2}{(t-\eta)^{\frac{4}{3}}} f(0) \phi_2(\eta)d\eta + a_2 F_2(L,t) = \int_0^t \frac{a_4}{(t-\eta)^{\frac{4}{3}}} \int_0^t \frac{a_4}{(t-\eta)^{\frac{4}{3}}} f(0) \phi_4(\eta)d\eta + \int_0^t \frac{a_4}{(t-\eta)^{\frac{4}{3}}} \int_0^t \frac{a_4}{(t-\eta)^{\frac{4}{3}}} f(0) \phi_4(\eta)d\eta + a_4 F_4(0,t)
\]

\[
\int_0^t \frac{a_2}{(t-\eta)^{\frac{4}{3}}} \int_0^t \frac{a_2}{(t-\eta)^{\frac{4}{3}}} \varphi(\eta)d\eta + a_2 F_2(L,t) = \int_0^t \frac{a_4}{(t-\eta)^{\frac{4}{3}}} \int_0^t \frac{a_4}{(t-\eta)^{\frac{4}{3}}} \varphi(\eta)d\eta + a_4 F_4(0,t)
\]

Taking derivatives of order \(1/3\) of the above equation and letting

\[
K_4 = \int_\eta \frac{1}{(t-\tau)^{\frac{4}{3}}(\tau-\eta)^{\frac{4}{3}}} f'(\frac{L}{(\tau-\eta)^{\frac{4}{3}}})d\eta,
\]

we obtain

\[
a_2 f(0) \phi_2(t) - a_4 f(0) \phi_4(t) - a_4 \varphi(0) \psi_4(t) + \int_0^t K_4 \varphi_2(\eta)d\eta + \int_0^t K_4 \beta_2(\eta)d\eta = \frac{1}{\Gamma(\frac{4}{3})} D_{\left[0,t\right]}^{\frac{4}{3}}[a_4 F_4(0,t) - a_2 F_2(L,t)],
\]

(16)

\[
a_2 f(0) \phi_2(t) - a_5 f(0) \phi_5(t) - a_5 \varphi(0) \psi_5(t) + \int_0^t K_4 \varphi_2(\eta)d\eta + \int_0^t K_4 \beta_2(\eta)d\eta = \frac{1}{\Gamma(\frac{4}{3})} D_{\left[0,t\right]}^{\frac{4}{3}}[a_5 F_5(0,t) - a_2 F_2(L,t)].
\]

(17)
Using the vertex condition (6) we obtain

\[ b_2 f''(0) \alpha_2(t) - b_4 f''(0) \varphi_4(t) - b_4 \varphi''(0) \psi_4(t) + \int_0^t K_5 \varphi_2(\eta) d\eta + \int_0^t K_5 \beta_2(\eta) d\eta = \]

\[ = \frac{1}{\Gamma\left(\frac{4}{3}\right)} D_{(0,t)}^{\frac{4}{3}} \left\{ b_4 F_{4x}(0,t) - b_2 F_{2x}(L,t) \right\} , \]

\[ b_2 f''(0) \alpha_2(t) - b_5 f''(0) \varphi_5(t) - b_5 \varphi''(0) \psi_5(t) + \int_0^t K_5 \varphi_2(\eta) d\eta + \int_0^t K_5 \beta_2(\eta) d\eta = \]

\[ = \frac{1}{\Gamma\left(\frac{4}{3}\right)} D_{(0,t)}^{\frac{4}{3}} \left\{ b_5 F_{5x}(0,t) - b_2 F_{2x}(L,t) \right\} . \]

Using the vertex condition (6) we obtain

\[ \int_0^t \frac{a_3}{(t - \eta)^{\frac{3}{2}}} f\left( \frac{L}{(t - \eta)^{\frac{1}{2}}} \right) \varphi_3(\eta) d\eta + \int_0^t \frac{a_3}{(t - \eta)^{\frac{3}{2}}} f(0) \alpha_3(\eta) d\eta + \]

\[ + \int_0^t \frac{a_3}{(t - \eta)^{\frac{3}{2}}} \phi\left( \frac{L}{(t - \eta)^{\frac{1}{2}}} \right) \beta_3(\eta) d\eta + a_3 F_3(L,t) = \]

\[ \int_0^t \frac{a_6}{(t - \eta)^{\frac{3}{2}}} \varphi_6(\eta) d\eta + \int_0^t \frac{a_6}{(t - \eta)^{\frac{3}{2}}} \varphi(0) \psi_6(\eta) d\eta + a_6 F_6(0,t) \]

\[ \int_0^t \frac{a_3}{(t - \eta)^{\frac{3}{2}}} f\left( \frac{L}{(t - \eta)^{\frac{1}{2}}} \right) \varphi_3(\eta) d\eta + \int_0^t \frac{a_3}{(t - \eta)^{\frac{3}{2}}} f(0) \alpha_3(\eta) d\eta + \]

\[ + \int_0^t \frac{a_3}{(t - \eta)^{\frac{3}{2}}} \phi\left( \frac{L}{(t - \eta)^{\frac{1}{2}}} \right) \beta_3(\eta) d\eta + a_3 F_3(L,t) = \]

\[ \int_0^t \frac{a_7}{(t - \eta)^{\frac{3}{2}}} f(0) \varphi_7(\eta) d\eta + \int_0^t \frac{a_7}{(t - \eta)^{\frac{3}{2}}} \varphi(0) \psi_7(\eta) d\eta + a_7 F_7(0,t) . \]
Using properties of fractional derivatives, one can obtain the following equalities

\[ a_3 f(0) \alpha_3(t) - a_6 f(0) \varphi_6(t) - a_\psi(0) \psi_6(t) + \int_0^t K_4 \varphi_3(\eta) d\eta + \int_0^t K_4 \beta_3(\eta) d\eta = \frac{1}{\Gamma(\frac{\alpha}{3})} D^{\frac{\alpha}{3}}_{(0,t)} [a_6 F_6(0, t) - a_3 F_3(L, t)], \]

(21)

\[ a_3 f(0) \alpha_3(t) - a_\tau f(0) \varphi_\tau(t) - a_\psi(0) \psi_\tau(t) + \int_0^t K_4 \varphi_3(\eta) d\eta + \int_0^t K_4 \beta_3(\eta) d\eta = \frac{1}{\Gamma(\frac{\alpha}{3})} D^{\frac{\alpha}{3}}_{(0,t)} [a_\tau F_\tau(0, t) - a_3 F_3(L, t)]. \]

(22)

Analogously, letting

\[ K_5 = \int_0^t \frac{1}{(t - \tau)^{\frac{\alpha}{6}}(\tau - \eta)^{\frac{\alpha}{6}}} f''(\frac{L}{(\tau - \eta)^{\frac{\alpha}{6}}}) d\eta, \]

from the second part of this condition we get

\[ b_3 f'(0) \alpha_3(t) - b_6 f'(0) \varphi_6(t) - b_\psi(t) \psi_6(t) + \int_0^t K_5 \varphi_3(\eta) d\eta + \int_0^t K_5 \beta_3(\eta) d\eta = \frac{1}{\Gamma(\frac{\alpha}{4})} D^{\frac{\alpha}{4}}_{(0,t)} [b_6 F_6x(0, t) - b_3 F_{3x}(L, t)], \]

(23)

\[ b_3 f'(0) \alpha_3(t) - b_\tau f'(0) \varphi_\tau(t) - b_\psi(t) \psi_\tau(t) + \int_0^t K_5 \varphi_3(\eta) d\eta + \int_0^t K_5 \beta_3(\eta) d\eta = \frac{1}{\Gamma(\frac{\alpha}{4})} D^{\frac{\alpha}{4}}_{(0,t)} [b_\tau F_{7x}(0, t) - b_3 F_{3x}(L, t)]. \]

(24)

Finally, letting

\[ K_6 = \int_0^x U(y - L; t - \eta) dy \]

from the vertex condition we obtain

\[ -\frac{1}{a_3} \pi^3 \alpha^3(t) - \frac{1}{a_6} \frac{2\pi}{3} \varphi_6(t) - \frac{1}{a_\tau} \frac{2\pi}{3} \varphi_\tau(t) + \int_0^t K_6 \varphi_3(\eta) d\eta = \]

\[ = \frac{1}{a_6} F_6xx(0, t) + \frac{1}{a_\tau} F_{7xx}(0, t) - \frac{1}{a_3} F_{3xx}(L, t), \]

(25)

We obtained the system of integral equations (11)-(25) with respect to unknowns

\[ \Phi(t) = (\varphi_m(t), \psi_n(t), \alpha_k(t), \beta_l(t))^T, m = 1, \tau, n = 1, \tau, k = 2, 3, l = 2, 3 \]
Thus under conditions of the theorem the matrix

$$A_1 = \begin{pmatrix}
    f(0) & -a_2 f(0) & 0 & -a_2 \varphi(0) & 0 \\
    f(0) & 0 & -a_3 f(0) & 0 & -a_3 \varphi(0) \\
    f'(0) & -b_2 f'(0) & 0 & -b_2 \varphi'(0) & 0 \\
    f'(0) & 0 & -b_3 f'(0) & 0 & -b_3 \varphi'(0) \\
    -\frac{\pi}{3} & -\frac{2\pi}{3a_2} & -\frac{2\pi}{3a_3} & 0 & 0
\end{pmatrix}$$

of the coefficients of these unknowns on the off integral part of the system has a determinant

$$\det A_1 = -\frac{\pi^3}{27}(a_2 b_2 a_3 b_3 + \frac{a_3 b_3 (a_2 + b_2)}{a_2} + \frac{a_2 b_2 (a_3 + b_3)}{a_3})$$

II-Bond matrix

$$A_2 = \begin{pmatrix}
    a_2 f(0) & -a_4 f(0) & 0 & -a_4 \varphi(0) & 0 \\
    a_2 f(0) & 0 & -a_5 f(0) & 0 & -a_5 \varphi(0) \\
    b_2 f'(0) & -b_4 f'(0) & 0 & -b_4 \varphi'(0) & 0 \\
    b_2 f'(0) & 0 & -b_5 f'(0) & 0 & -b_5 \varphi'(0) \\
    -\frac{\pi}{3} & -\frac{2\pi}{3a_4} & -\frac{2\pi}{3a_5} & 0 & 0
\end{pmatrix}$$

of the coefficients of these unknowns on the off integral part of the system has a determinant

$$\det A_2 = -\frac{\pi^3}{27}(a_4 b_4 a_5 b_5 + \frac{a_5 b_5 (a_4 b_2 + a_2 b_4)}{a_4} + \frac{a_4 b_4 (a_5 b_2 + a_2 b_5)}{a_5})$$

III-Bond matrix

$$A_3 = \begin{pmatrix}
    a_3 f(0) & -a_6 f(0) & 0 & -a_6 \varphi(0) & 0 \\
    a_3 f(0) & 0 & -a_7 f(0) & 0 & -a_7 \varphi(0) \\
    b_3 f'(0) & -b_6 f'(0) & 0 & -b_6 \varphi'(0) & 0 \\
    b_3 f'(0) & 0 & -b_7 f'(0) & 0 & -b_7 \varphi'(0) \\
    -\frac{\pi}{3} & -\frac{2\pi}{3a_6} & -\frac{2\pi}{3a_7} & 0 & 0
\end{pmatrix}$$

of the coefficients of these unknowns on the off integral part of the system has a determinant

$$\det A_3 = -\frac{\pi^3}{27}(a_6 b_6 a_7 b_7 + \frac{a_7 b_7 (a_6 b_3 + a_3 b_6)}{a_6} + \frac{a_6 b_6 (a_7 b_3 + a_3 b_7)}{a_7})$$

Thus under conditions of the theorem the matrix

$$A = \begin{pmatrix}
    A_1 & 0 & 0 \\
    0 & A_2 & 0 \\
    0 & 0 & A_3
\end{pmatrix}$$

is non-singular. According to the asymptotics of Airy functions, the kernels of the integral operators are integrable. Hence, it follows from the uniqueness theorem and Fredholm alternatives that the system of equations has a unique solution. Thus the solvability of the problem is proved. \qed
3. Applications of the Model

The model we have studied in this paper can be applied to the wave propagation in the system of water channels and oil pipelines with branching points. Here, we’ll show the consistency of our model with a real physical system.

Notice that usually, the length of pipelines are long enough so that the system can be viewed as a metric graph. In this case, functions $u_j$ in the KdV equations have the physical meaning of vertical displacement of the water particles from the equilibrium (unperturbed) state in the channel. To have a realistic vertex (i.e. branching point) boundary conditions, first of all, we have to have the continuity of the displacement $u_j$ at the branching points. Also, it is intuitively clear, that the slope (gradient) of the wave should be continuous at the branching point. Finally, taking into account that we are interested in solutions that are rapidly decaying at infinity, we obtain that These imply, that all the parameters $a_j$ and $b_j$ of the boundary conditions (weights) in equation (3) should satisfy $1 > a_2 > a_3 > 0$, and $1 > b_2 > b_3 > 0$. We refer to [23, Remark 1, and Fig. 1] for detailed description of these properties.

Other (remaining) vertex boundary conditions have to be derived using fundamental conservation laws, like mass, energy and momentum conservations. We assume, that the soliton do not lose it’s energy during the propagation, that is the common property of solitons. Energy for the wave, dynamics of which is described by KdV equation can be written as \[ E = \sum_{B_k} \int_{B_k} u_k^2 dx. \] (26)

By using the total energy conservation law, $dE/dt = 0$, we can derive the vertex boundary conditions in equation (4).

The above shows that the model considered in this paper is realizable from the point of view of physics.
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