Pole-skipping and zero temperature
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We study the pole-skipping phenomenon of the scalar retarded Green’s function in the rotating BTZ black hole background. In the static case, the pole-skipping points are typically located at negative imaginary Matsubara frequencies \( \omega = -(2\pi T)n \) with appropriate values of complex wave number \( q \). But, in a \((1+1)\)-dimensional CFT, one can introduce temperatures for left-moving and right-moving sectors independently. As a result, the pole-skipping points \( \omega \) depend both on left and right temperatures in the rotating background. In the extreme limit, the pole-skipping does not occur in general. But in a special case, the pole-skipping does occur even in the extreme limit, and the pole-skipping points are given by right Matsubara frequencies.

I. INTRODUCTION AND SUMMARY

The AdS/CFT duality or holography is a useful tool to study strongly-coupled systems (see, e.g., Refs. [3–5]). Recently, it is found that many finite-temperature Green’s functions are not unique at “special points” or “pole-skipping points” in complex momentum space \((\omega, q)\), where \( \omega \) is frequency and \( q \) is wave number [10–12]. Such a phenomenon is collectively known as “pole-skipping.”

The pole-skipping was originally discussed in the context of holographic chaos [13–17]. In this case, the pole-skipping was observed in the energy density Green’s function which is extracted from the bulk gravitational sound mode (see, e.g., Refs. [18–21]). However, it turns out that various other bulk fields also show this behavior [10–12]. Since then, various aspects of the pole-skipping have been investigated (see, e.g., Refs. [22–26]).

There is a universality for the pole-skipping points \( \omega \). In all examples, pole-skipping points are located at Matsubara frequencies. Typically, they start from \( \omega := \omega/(2 \pi T) = -i \) and continue \( \omega_n = -in \) for a positive integer \( n \). On the other hand, the value of \( q_n \) depends on the system. For the sound mode, pole-skipping points start from \( \omega_{-1} = +i \). It is argued that the \( \omega_{-1} = +i \) pole-skipping point is related to a chaotic behavior (see Sec. VII for more details).

The Green’s function is not unique because the residue of a pole vanishes at a pole-skipping point. Generically, one would write a Green’s function as

\[
G(R) = \frac{b(\omega, q)}{a(\omega, q)}.
\]

At pole-skipping points, \( a(\omega_n, q_n) = b(\omega_n, q_n) = 0 \). For example, consider a scalar field in the BTZ black hole background [31, 52]. The first pole-skipping point is located at \((\omega_1, q_1) = (-i, \nu)\), where \( \nu = \sqrt{1 + m^2} \). Near the pole-skipping point, the Green’s function behaves as

\[
G(R) \propto \frac{\delta \omega + \delta q}{\delta \omega - \delta q},
\]

and the Green’s function is not uniquely determined. Rather, it depends on the slope \( \delta q/\delta \omega \).

In this paper, we consider the rotating BTZ black hole background which is dual to a \((1+1)\)-dimensional conformal field theory. We study the pole-skipping of the minimally-coupled scalar field. The Green’s function is known in exact analytic form [23, 34]. The rotating black hole gives interesting lessons:

1. Unlike the static case, the pole-skipping points \( \omega \) do not take the simple form.

2. In the extreme limit, the pole-skipping does not occur in general.

3. However, there is an exceptional case, and the pole-skipping does occur even in the extreme limit.

For 1, in a \((1+1)\)-dimensional CFT, one can introduce temperatures for left-moving and right-moving sectors independently, \( T_L \) and \( T_R \). The pole-skipping points \( \omega \) depend both on \( T_L \) and \( T_R \). In addition, \( \omega \) also depends on the conformal dimension \( \Delta_+ = 1 + \nu \) of the dual boundary theory operator \( O \). However, in the so-called comoving coordinate [see Eq. (24)], \( \omega \) takes the simple form and is given by Matsubara frequencies. In holographic chaos, it is known that Lyapunov exponents depend both on \( T_L \) and \( T_R \) though the studies of the out-of-time-ordered
correlators (OTOC) and the pole-skipping in the rotating BTZ background \[35, 39\].

For 2, the standard pole-skipping analysis (reviewed in Sec. III) utilizes a power-series expansion around the horizon \( r = r_+ \). Namely, one constructs perturbative solutions via Frobenius’ method:

\[ \phi(r) = \sum_{n=0}^{\infty} \phi_n(r-r_+)^{n+\lambda}. \] (1.3)

But this method does not work for extreme black holes. An extreme black hole has a degenerate horizon, and the perturbation equation has an irregular singularity there. In order for Frobenius’ method to work, one has to expand the equation around a regular singularity or a regular point\(^2\). Thus, the pole-skipping is not clear in the extreme limit.

Because the pole-skipping points are given by \( \omega_n = -(2\pi T)n \), one would conclude no nontrivial pole-skipping (except \( \omega = q = 0 \)) by taking the \( T \to 0 \) limit naively. This is not correct from two reasons. First, the pole-skipping analysis and the extreme limit do not commute (Sec. III). Indeed, in this example, even \( \omega = q = 0 \) is not a pole-skipping point. Second, in a \((1+1)\)-dimensional CFT, one has both \( T_L \) and \( T_R \). Thus, even in the extreme limit \( T_L \to 0 \), the temperature dependence remains in the Green’s function, and there is a possibility of the extreme pole-skipping.

For the BTZ black hole, analytic Green’s function is known both for nonextreme case and for the extreme case, so one can study the pole-skipping in the extreme limit, and there is no pole-skipping in general (Point 2). However, there is an exceptional case, and the pole-skipping does occur even in the extreme limit (Point 3). This occurs when \( \nu = 1 \), and the pole-skipping points \( \omega \) are given by right Matsubara frequencies.

The reason of these phenomena is simple. In this example, the pole-skipping occurs when left poles (zeros) coincide with right zeros (poles). The pole-skipping never occurs in each sector alone. Thus, the pole-skipping points in general depend on \( T_L \) and \( T_R \). In the extreme limit \( T_L \to 0 \), the left contribution gives only a power-law behavior \((\omega - q)^\nu \) in the Green’s function (with possible log terms when there is matter conformal anomaly), and there is no nontrivial poles nor zeros. Thus, there is no pole-skipping in general. Note that the power-law is the expected behavior for a CFT, but the full Green’s function still has nontrivial poles and zeros from the right sector. The reason of the exceptional case is also simple. The power-law \((\omega - q)^\nu \) becomes a simple zero when \( \nu = 1 \), and the pole-skipping occurs with right poles.

To summarize, the pole-skipping seems a finite-temperature phenomenon, and it does not occur at zero temperature in general. But, in the extreme limit, one still has the nonvanishing right temperature \( T_R \), so the pole-skipping is possible.

II. ROTATING BTZ BLACK HOLE

The rotating BTZ black hole is given by

\[
\begin{align*}
\text{ds}^2 &= - F dt^2 + \frac{dr^2}{F} + r^2 \left( dx - \frac{r+r_-}{r^2} dt \right)^2, \quad (2.1a) \\
F &= \frac{(r^2 - r_+^2)(r^2 - r_-^2)}{r^2}. \quad (2.1b)
\end{align*}
\]

For simplicity, we set the AdS radius \( L = 1 \). We call this coordinates the “BTZ coordinates.” For the BTZ black hole, \( x \) is actually an angular coordinate and is compact \( x \approx x + 2\pi \), but we regard \( x \) as a noncompact coordinate. The temperature \( T \), mass \( M \), angular momentum \( J \), and angular momentum potential \( \Omega \) are given by

\[
\begin{align*}
2\pi T &= r_+^2 - r_-^2, \quad M = r_+^2 + r_-^2, \quad (2.2a) \\
J &= 2r_+r_- \quad \Omega = \frac{r_-}{r_+}, \quad (2.2b)
\end{align*}
\]

(We set \( 8G = 1 \) following the standard convention.)

Two-dimensional CFT has two independent modes, left-movers and right-movers, and one can introduce temperatures for each sectors:

\[
\begin{align*}
2\pi T_L &= \frac{2\pi T}{1 + \Omega} = r_+ - r_-, \quad (2.3a) \\
2\pi T_R &= \frac{2\pi T}{1 - \Omega} = r_+ + r_-, \quad (2.3b) \\
\frac{2}{T} &= \frac{1}{T_L} + \frac{1}{T_R}, \\
\Omega &= \frac{T_R - T_L}{T_R + T_L}. \quad (2.3c)
\end{align*}
\]

Following the standard convention, we choose \( T_L \to 0 \) in the extreme limit.

In the rotating BTZ black hole, the comoving coordinate is often used: it is given by

\[ x' = x - \frac{r_-}{r_+} t, \quad (2.4) \]

and the metric becomes

\[
\begin{align*}
\text{ds}^2 &= - F dt^2 + \frac{dr^2}{F} + r^2 \left( \frac{r_r^2 - r_+^2}{r^2} dt + dx' \right)^2. \quad (2.5)
\end{align*}
\]

This coordinate comoves with the outer horizon so that the metric is diagonal at the horizon. We consider the perturbation of the form \( e^{-i\omega t + iq x} \) in the BTZ coordinates. In the comoving coordinate,

\[ \omega' = \omega - \frac{r_-}{r_+} q, \quad q' = q. \quad (2.6) \]

\[ ^2 \text{More precisely, Frobenius' method may give a solution even around the degenerate horizon but does not give 2 solutions. Also, the solution typically has zero radius of convergence.} \]
Since the comoving metric asymptotically behaves as
\[ ds^2 \to r_+^* \to 0 r^2 \left[ -dt^2 + (\Omega dt + dx^2)^2 \right], \quad (2.7) \]
it represents the rotating boundary metric. On the other hand, in the BTZ coordinates (2.1), the metric asymptotically behaves as
\[ ds^2 \to r^\to \to 0 r^2 \left[ -dt^2 + dx^2 \right], \quad (2.8) \]
so it represents the nonrotating boundary metric.

In the pole-skipping analysis, it is convenient to use the incoming Eddington-Finkelstein (EF) coordinates. In the rotating case,
\[ dr_+ := \frac{dr}{F}, \quad (2.9a) \]
\[ dv := dt + dr_+, \quad d\tilde{x} := dx + \frac{r_+r_-}{r^2 F}dr, \quad (2.9b) \]
and the metric becomes
\[ ds^2 = -Fdv^2 + 2dvdr + r^2 \left( d\tilde{x} - \frac{r_+r_-}{r^2}dr \right)^2, \quad (2.10a) \]
\[ = - (r^2 - (r_+^2 + r_-^2))dv^2 + 2dv \left( dr - \frac{r_-}{r_+}d\tilde{x} \right) + r^2 d\tilde{x}^2. \quad (2.10b) \]

Let us focus on the asymptotic behavior. We consider the asymptotically AdS background
\[ ds^2 \sim -r^2 dt^2 + \frac{dr^2}{r^2} + r^2 dx^2, \quad (2.11a) \]
\[ = \frac{1}{u^2}(-dt^2 + du^2 + dx^2), \quad (2.11b) \]
where \( u := 1/r \). We consider the minimally-coupled scalar field \( \phi \) in the background and consider the perturbation of the form \( \phi(u)e^{-i\omega t + iqx} \). The perturbation behaves as
\[ \phi \sim Au^\Delta_+ - Bu^\Delta_-, \quad (u \to 0), \quad (2.12a) \]
\[ \Delta_\pm = 1 \pm \nu, \quad (2.12b) \]
\[ \nu := \sqrt{1 + n^2}. \quad (2.12c) \]

According to the standard AdS/CFT dictionary, the slow falloff \( A \) represents the source of the boundary operator \( O \), and the fast falloff \( B \) represents the response to \( O \):
\[ \langle O \rangle = 2\nu B. \quad (2.13) \]

Then, the retarded Green’s function \( G_R \) is given by
\[ G_R = -\frac{\delta \langle O \rangle}{\delta A} = -(2\nu) \frac{B}{A}. \quad (2.14) \]

This is for the standard quantization [40], and \( O \) has conformal dimension \( \Delta_+ \). In the alternative quantization, the role of \( A \) and \( B \) is exchanged. We assume \( O \) has a positive conformal dimension.

When \( \nu = \mathbb{Z} \), the asymptotic behavior and the AdS/CFT dictionary are modified. See Appendix C.

### III. SCALAR GREEN’S FUNCTION AND POLE-SKIPPING

In this section, we assume \( \nu \neq \mathbb{Z} \). The \( \nu = \mathbb{Z} \) case is discussed separately in next section. In Appendix B 3,\footnote{Gamma functions from the left-movers are called left Gamma functions and poles from the left Gamma functions are called left poles.} the scalar field equation \((\nabla^2 - m^2)\phi = 0\) is solved in the rotating BTZ background, and the retarded Green’s function is obtained:
\[ G^R = -2\nu(4\pi^2 T_L T_R)'' \times \frac{\Gamma(-\nu) \Gamma(a + \nu) \Gamma(b + \nu)}{\Gamma(a) \Gamma(b)}, \quad (\nu \neq \mathbb{Z}). \quad (3.1) \]

where
\[ a = c - i(1 + \Omega) \frac{\omega - q}{4\pi T_L}, \quad (3.2a) \]
\[ b = c - i(1 - \Omega) \frac{\omega + q}{4\pi T_R}, \quad (3.2b) \]
\[ c = 1 - \nu. \quad (3.2c) \]

#### A. Poles

Because \( \nu \neq \mathbb{Z} \), the first Gamma functions in the denominator and in the numerator do not diverge. There are 2 types of poles:\footnote{Gamma functions from the left-movers are called left Gamma functions and poles from the left Gamma functions are called left poles.}

- left poles: \( a + \nu = \frac{\Delta_+}{2} - \frac{i(\omega - q)}{4\pi T_L} = -n_L^p \), \quad (3.3a)
- right poles: \( b + \nu = \frac{\Delta_+}{2} - \frac{i(\omega + q)}{4\pi T_R} = -n_R^p \), \quad (3.3b)
\((n_L^p, n_R^p = 0, 1, \cdots)\) or
\[ \omega_L = \frac{\omega - q}{4\pi T_L}(\Delta_+ + 2n_L^p), \quad (3.4a) \]
\[ \omega_R = \frac{\omega + q}{4\pi T_R}(\Delta_+ + 2n_R^p). \quad (3.4b) \]

For fixed real \( q \), the poles are evenly-spaced and lie parallel to the negative imaginary axis in the complex \( \omega \)-plane. As one decreases \( T_L \), left poles get closer to one another. In the extreme limit \( T_L \to 0 \), the left poles accumulate to \( \omega = q \).

#### B. Zeros

Similarly, there are 2 types of zeros:

- left zeros: \( a = \frac{\Delta_+}{2} - \frac{i(\omega - q)}{4\pi T_L} = -n_L^z \), \quad (3.5a)
- right zeros: \( b = \frac{\Delta_+}{2} - \frac{i(\omega + q)}{4\pi T_R} = -n_R^z \), \quad (3.5b)
Similarly, $\Gamma(a)$ and $\Gamma(a + \nu)$ do not diverge simultaneously. Similarly, $\Gamma(b)$ and $\Gamma(b + \nu)$ do not diverge simultaneously. Thus, the remaining possibilities are

left poles & right zeros:
\[ i\omega = 2\pi T_R \left( \frac{\Delta_+}{2} + n_R^z \right) + 2\pi T_L \left( \frac{\Delta_-}{2} + n_L^p \right), \quad (3.6a) \]
\[ iq = 2\pi T_R \left( \frac{\Delta_+}{2} + n_R^p \right) - 2\pi T_L \left( \frac{\Delta_-}{2} + n_L^p \right), \quad (3.6b) \]

right poles & left zeros:
\[ i\omega = 2\pi T_R \left( \frac{\Delta_+}{2} + n_R^p \right) + 2\pi T_L \left( \frac{\Delta_-}{2} + n_L^p \right), \quad (3.7a) \]
\[ iq = 2\pi T_R \left( \frac{\Delta_+}{2} + n_R^p \right) - 2\pi T_L \left( \frac{\Delta_-}{2} + n_L^p \right). \quad (3.7b) \]

In the static background, pole-skipping points $\omega$ have a simple form and are given by Matsubara frequencies, but it is no longer the case in the stationary case. The Green’s function consists of two ratios of Gamma functions; one comes from the left-movers and the other comes from right-movers. The pole-skipping occurs when left poles (zeros) coincide with right zeros (poles). Thus, unlike the static case, the pole-skipping points in general depend both on left-temperature $T_L$ and right-temperature $T_R$. Also, note that pole-skipping points depend on the conformal dimensions $\Delta_\pm$ as well.

When $T_L = T_R$, the $\Delta_+$-dependencies disappear from $\omega$, and one gets static BTZ results. The former gives
\[ i\omega = 1 + n_L^p + n_R^z, \quad (3.8a) \]
\[ iq = -\nu + n_L^p - n_R^z, \quad (3.8b) \]

while the latter gives
\[ i\omega = 1 + n_R^p + n_L^z, \quad (3.8c) \]
\[ iq = \nu + n_R^p - n_L^z. \quad (3.8d) \]

The above result uses the BTZ coordinates. In the comoving coordinates \((\ref{eq:comoving})\), $\omega' = \omega - \Omega q$, $q' = q$, and pole-skipping points \((\ref{eq:skipping})\) are given by Matsubara frequencies:
\[ i\omega = 1 + n_L^p + n_R^z, \quad (3.9a) \]
\[ iq = 1 + n_R^p + n_L^z. \quad (3.9b) \]

The location of \((iq)\) is the same as the BTZ coordinate results \((\ref{eq:skipping})\).

In the comoving coordinates, pole-skipping points take the universal form which is intriguing. However, one needs to be careful. First of all, as is well-known, in the bulk \((2 + 1)\)-dimensions, one can obtain a rotating black hole from a static black hole by a coordinate transformation. They are the same locally. What distinguishes them is the presence of the global boundary condition $x \approx x + 2\pi$. So, the metric in the BTZ coordinates with $x \approx x + 2\pi$ is physically inequivalent from the one in the comoving coordinates with $x' \approx x' + 2\pi$. In this sense, the BTZ coordinates are preferred. In the pole-skipping analysis, one does not really impose the boundary condition and regard $x$ as a noncompact coordinate, but we should keep in mind this special character of the BTZ coordinates.

From the boundary point of view, the BTZ coordinates correspond to the nonrotating frame whereas the comoving coordinates correspond to the rotating frame. So, it is natural to prefer the BTZ coordinates.

D. Zero-temperature limit

In the extreme limit $r_- \to r_+$ or $T_L \to 0$ limit, the arguments of left Gamma functions become all large, and Eq. \((\ref{eq:Gamma})\) reduces to
\[ G^R \to -2\nu(2\pi T_R)^\nu \left( \frac{\Gamma(-\nu)}{\Gamma(\nu)} \frac{\Gamma(b + \nu)}{\Gamma(b)} \right) \left( \frac{\omega_q}{2\pi} \right)^\nu, \quad (3.10a) \]
\[ b = \frac{\Delta_+}{2} = i\frac{\omega + q}{4\pi T_R}, \quad (3.10b) \]

where we used the asymptotic formula of the Gamma function
\[ \Gamma(z) \to \sqrt{2\pi} e^{-z} z^{-1/2}, \quad (|z| \to \infty) \quad (3.11) \]

for $|\arg z| < \pi$. One can obtain the result directly by solving the field equation in the extreme background (Appendix \ref{app:B}). The left contribution has no poles nor zeros but has the branch point $\omega = q$.

The Green’s function has poles and zeros, but they never coincide. Thus, there is no pole-skipping in the extreme limit. The $T \neq 0$ Green’s function consists of two ratios of Gamma functions, and each ratio gives an infinite number of poles and zeros. The pole-skipping occurs when left poles (zeros) coincide with right zeros (poles). But in the extreme limit, the left Gamma function ratio partly cancels each other and leaves only the power-law behavior in $\omega - q$.

Note that the pole-skipping analysis and the extreme limit do not commute. Namely,

- One should not take the extreme limit of nonextreme results \((\ref{eq:skipping})\). This gives nontrivial results, but they are not correct.
- The correct procedure is first to take the extreme limit of the Green’s function. Then, carry out the pole-skipping analysis.
Further taking the $T_R \to 0$ limit,

$$G^R \to -2\nu \frac{\Gamma(-\nu)}{\Gamma(\nu)} \left(\frac{k^2}{4}\right)^\nu,$$

(3.12)

where $k^2 := -\omega^2 + q^2$. The result agrees with the pure AdS$_3$ result (Appendix B.1 and B.2). The Green’s function has no pole nor zero but has the branch points at $\omega = \pm q$. Because $G^R(k) \propto k^{2\nu}$, the Fourier transformation

$$G^R(x) = \int \frac{d^2k}{(2\pi)^2} e^{ikx}G^R(k)$$

(3.13)

implies

$$G^R(x) \propto (-i^2 + x^2)^{-\Delta_+},$$

(3.14)

which is the expected behavior for the Green’s function of $O$ with the conformal dimension $\Delta_+$.

IV. INTEGER $\nu$ AND EXTREME POLE-SKIPPING

So far we assume noninteger $\nu$, and there is no pole-skipping in the extreme limit. The analysis of integer $\nu$ case is more involved, but it is worthwhile to investigate because the pole-skipping occurs even in the extreme limit.

The conformal dimension of a scalar operator is positive in a unitary CFT$_2$, so we consider the standard quantization. The Green’s function part of which is relevant to the pole-skipping is given by

$$G^R = (-)^\nu (4\pi^2TLTR)^\nu \frac{2}{\Gamma(\nu)} \frac{a + \nu}{\Gamma(a + \nu)} \frac{b + \nu}{\Gamma(b + \nu)} \times [\psi(a + \nu) + \psi(b + \nu)], \quad (\nu = \mathbb{Z}^+)$$

(4.1)

(Appendix C) where $\psi(z)$ is a digamma function and

$$a = \frac{\Delta - 2}{4\pi T_L},$$

(4.2a)

$$b = \frac{\Delta - 2}{4\pi T_R}.$$  

(4.2b)

A. POLES

The arguments of Gamma functions now differ by an integer,

$$\Gamma(a + \nu) = (a + \nu - 1) \times \cdots \times a \times \Gamma(a),$$

(4.3)

so the ratios of Gamma functions give only zeros. The digamma functions give poles:

| Left poles: $a + \nu = -n^p_L,$ | (4.4a) |
| Right poles: $b + \nu = -n^p_R,$ | (4.4b) |

$(n^p_L,n^p_R = 0, 1, \cdots)$. Unlike the noninteger case, there are only finite number of zeros from Gamma functions.

In addition, there are zeros when $\psi(a + \nu) + \psi(b + \nu) = 0$, but the Gamma functions give only zeros, so there is no pole-skip from these zeros.

B. ZEROES

From the Gamma functions,

left zeros: $a = -m^s_L,$  
right zeros: $b = -m^s_R,$

$(m^s_L, m^s_R = 0, 1, \cdots, \nu - 1)$. Unlike the noninteger case, there are only finite number of zeros from Gamma functions.

C. POLE-SKIP

The pole-skipping points are

left poles & right zeros:

$$i\omega = 2\pi T_R \left(\frac{\Delta}{2} + m^s_R\right) + 2\pi T_L \left(\frac{\Delta}{2} + n^p_L\right),$$

(4.6a)

$$i\eta = 2\pi T_R \left(\frac{\Delta}{2} + m^s_R\right) - 2\pi T_L \left(\frac{\Delta}{2} + n^p_L\right),$$

(4.6b)

right poles & left zeros:

$$i\omega = 2\pi T_R \left(\frac{\Delta}{2} + n^p_R\right) + 2\pi T_L \left(\frac{\Delta}{2} - m^s_L\right),$$

(4.6c)

$$i\eta = 2\pi T_R \left(\frac{\Delta}{2} + n^p_R\right) - 2\pi T_L \left(\frac{\Delta}{2} - m^s_L\right),$$

(4.6d)

When $T_L = T_R$, the former gives

$$i\omega = 1 + n^p_L + m^s_R =: 1 + n,$$  

(4.7a)

$$i\eta = -(\nu + n^p_L - m^s_R) = -(\nu + n - 2m^s_R),$$

$$[m^s_L, m^s_R = 0, 1, \cdots, \min(n, \nu - 1)]$$

while the latter gives

$$i\omega = 1 + n^p_R + m^s_L =: 1 + n,$$  

(4.7b)

$$i\eta = \nu + n^p_R - m^s_L = \nu + n - 2m^s_L.$$  

(4.7c)

The pole-skipping formula (4.6) itself is the same as the noninteger case (3.7). The difference is that $(n^s_L,n^s_R)$ in the noninteger case have no upper bound whereas $(m^s_L,m^s_R)$ have upper bounds. Consequently, when $n > \nu - 1$, some pole-skipping points in noninteger case are “absent” in the integer case. These points are called “anomalous points” [11]. As an example, consider the
static case. When $\Delta_+ = 2$ ($\nu = 1$), for the second set of pole-skipping,

$$iw = 1, \quad iq = \nu = 1, \quad (4.8a)$$

$$iw = 2, \quad iq = \nu + 1 = 2, \quad (4.8b)$$

... 

At $im_n = n$, there are typically $n$ pole-skipping points for each set, but $(im, iq) = (2, 0)$ is an anomalous point and is not included.$^5$

D. Zero-temperature limit

In the extreme limit $T_L \to 0$, using Eq. (3.11) and the asymptotic formula of the digamma function

$$\psi(z) \to \ln z, \quad (z \to \infty) \quad (4.9)$$

for $|\arg z| < \pi$, one obtains

$$G^R \to (-)^{\nu/2}(2\pi T_R)^{\nu} \frac{2}{\Gamma(\nu)^2} \frac{\Gamma(b + \nu)}{\Gamma(b)} \left( \frac{\omega - q}{2i} \right)^\nu$$

$$\times \left[ \ln \frac{\omega - q}{i} + \psi(b + \nu) \right], \quad (4.10a)$$

$$b = \frac{\Delta}{2} - i\frac{\omega + q}{4\pi T_R}. \quad (4.10b)$$

One can obtain the result directly by solving the field equation in the extreme background (Appendix C). The branch point at $\omega = q$ is replaced by a zero of degree $\nu$.

The Green’s function has poles at

left (log): $\omega = q$, \quad (4.11a)

right (simple pole): $b + \nu = -n^p_R$, \quad (4.11b)

($n^p_R = 0, 1, \cdots$) and has zeros at

left (zero of order $\nu$): $\omega = q$, \quad (4.12a)

right (simple zero): $b = -m^z_R$, \quad (4.12b)

($m^z_R = 0, 1, \cdots, \nu - 1$). In addition, there are zeros when $[\cdots]$ in Eq. (4.10a) vanishes.

For a generic $\nu$, the pole-skipping does not occur because simple poles and simple zeros remain only in the right-moving sector. However, there is an interesting exception. When $\nu = 1$ or $\Delta_+ = 2$, the left zero becomes a simple zero, and it can coincide with the right pole, so the pole-skipping occurs:

right pole & left zero: $i\omega = iq = 2\pi T_R(1 + n^p_R)$. \quad (4.13)

The pole-skipping points are given by right Matsubara frequencies.$^6$

In this case, the Green’s function is given by

$$G^R = \frac{\omega^2 - q^2}{2} \left[ \ln \frac{\omega - q}{i} + \psi(b + 1) \right], \quad (\nu = 1), \quad (4.14a)$$

$$b = -i\frac{\omega + q}{4\pi T_R}. \quad (4.14b)$$

Near the pole-skipping point, $\psi(b + 1) = \psi(-n^p_R + \delta b) \sim -1/\delta b$, so the Green’s function indeed has the slope-dependence:

$$G^R \sim -(2\pi T_R)^2(2(n^p_R + 1)\frac{\delta \omega - \delta q}{\delta \omega + \delta q}). \quad (4.15)$$

Going back to Eq. (4.10a), further taking the $T_R \to 0$ limit,

$$G^R \to \frac{2}{\Gamma(\nu)^2} \left( \frac{-k^2}{4} \right)^\nu \ln k^2. \quad (4.16)$$

The result agrees with the pure AdS$_3$ result (Appendix C).

E. BF bound case

For completeness, let us discuss the $\nu = 0$ case where the Breitenlohner-Freedman (BF) bound \cite{11} is saturated. In this case, the pole-skipping in the conventional sense does not occur even at finite temperatures. The Green’s function is given by

$$G^R = \frac{1}{2}\psi(a) + \frac{1}{2}\psi(b), \quad (\nu = 0). \quad (4.17)$$

Taking the extreme limit $T_L \to 0$ gives

$$G^R \to \frac{1}{2} \ln \frac{\omega - q}{i} + \frac{1}{2}\psi(b). \quad (4.18)$$

Further taking the $T_R \to 0$ limit gives

$$G^R \to \frac{1}{2} \ln k^2. \quad (4.19)$$

The result agrees with the pure AdS$_3$ result (Appendix C).

Unlike the other cases, the $\nu = 0$ Green’s function \cite{11} has no pole-skipping. It has poles at

left poles: $a = -n^p_L$, \quad (4.20a)

right poles: $b = -n^p_R$, \quad (4.20b)

($n^p_L, n^p_R = 0, 1, \cdots$). In addition, there are zeros when $\psi(a) + \psi(b) = 0$.

\footnote{Whether one should include an anomalous point as a pole-skipping point or not depends on how one approaches the pole-skipping point \cite{22}. But for simplicity, we consider the pole-skipping in a narrow sense and consider the pole-skipping form such as Eq. (4.13). Namely, we consider the slope dependence of the form $\delta q/\delta \omega$.}

\footnote{In order to derive the Green’s function (4.10a), we use the formula (C10). The formula is actually not valid right at the pole-skipping points, but this is not really a problem because our real interest is the Green’s function such as Eq. (4.13) which is slightly away from the pole-skipping points.}
V. POWER-SERIES EXPANSION METHOD

For the BTZ black hole, the exact Green’s function is known so that one can study the pole-skipping directly, but it is instructive to look at power-series expansion method \[11\] \[12\]. We use the incoming Eddington-Finkelstein (EF) coordinates \[5\].

A. Static case

First, we briefly review the method in static nonextreme backgrounds. For simplicity, we set the horizon radius \(r_+ = 1\) in this subsection. Typically, the perturbation equation takes the form

\[
0 = \phi'' + P(r)\phi' + Q(r)\phi .
\]  

(5.1a)

At nonzero temperature, the horizon \(r = 1\) is a regular singularity, and \(P\) and \(Q\) are expanded as

\[
P = \frac{P_{-1}}{r - 1} + p_0 + p_1(r - 1) + \cdots ,
\]

(5.1b)

\[
Q = \frac{Q_{-1}}{r - 1} + q_0 + q_1(r - 1) + \cdots ,
\]

(5.1c)

in the EF coordinates.

The solution can be written as a power series:

\[
\phi(r) = \sum_{n=0}^{\infty} \phi_n (r - 1)^{n+\lambda}.
\]

(5.2)

Substituting this into the field equation, one obtains the indicial equation at the lowest order:

\[
\lambda_1 = 0 , \quad \lambda_2 = 1 - P_{-1} .
\]

(5.3)

The \(\lambda_1\) (\(\lambda_2\))-mode represents the incoming (outgoing) mode, and we choose the incoming mode \(\lambda_1 = 0\).

The coefficient \(\phi_0\) is obtained by a recursion relation. At the next order,

\[
0 = Q_{-1}\phi_0 + P_{-1}\phi_1 .
\]

(5.4)

Normally, this equation determines \(\phi_1\) from \(\phi_0\) and gives a unique regular solution. However, when \(P_{-1} = Q_{-1} = 0\), both \(\phi_0\) and \(\phi_1\) are free parameters. So, two regular independent solutions are possible. Typically, \(P_{-1} = 1 - i\omega\) for static nonextreme black holes and \(Q_{-1} = Q_{-1}(i\omega, q^2)\). So, this happens at \(i\omega = 1\) with an appropriate value of \(q^2\). This is the first pole-skipping point.

Because \(P_{-1} = Q_{-1} = 0\) at the first pole-skipping point, the horizon \(r = 1\) changes from a regular singularity to a regular point there. Ref. \[12\] uses this criterion to find \((\omega_1, q_1)\).

We consider the first pole-skipping point below, but let us briefly discuss higher pole-skipping points for completeness. When \(i\omega = n\), the \(\lambda_i\)-mode is also a Taylor series naively. But \(\lambda_i\) and \(\lambda_j\) differ by an integer. In such a case, the smaller root actually fails to produce the independent solution since the recursion relation breaks down at some \(\phi_n\). Instead, the second solution would contain a \(\ln(r - 1)\) term and is not regular at \(r = 1\).

However, this log term disappears for special values of \(q\). Therefore, one has two regular solutions at \(i\omega_n = n\) with appropriate \(q_n\). Incidentally, the first pole-skipping point does not have the problem. The horizon becomes a regular point, so two solutions must be regular.

In order to obtain \((\omega_n, q_n)\) systematically, write the perturbation equation in a matrix form \[11\]:

\[
0 = M\phi
\]

\[
\begin{pmatrix}
M_{11} & M_{12} & 0 & 0 & \cdots \\
M_{21} & M_{22} & M_{23} & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\end{pmatrix}
\begin{pmatrix}
\phi_0 \\
\phi_1 \\
\phi_2 \\
\vdots
\end{pmatrix}.
\]

(5.5a)

Here,

\[
M_{ij} = a_{ij} i\omega + b_{ij} q^2 + c_{ij}.
\]

(5.6)

In particular, \(M_{n,n+1} = n(n-1+P_{-1}) = n(n-i\omega)\). The matrix \(M^{(n)}\) is obtained by keeping the first \(n\) rows and \(n\) columns of \(M\). The pole-skipping points at \(i\omega_n = n\) are obtained from

\[
\det M^{(n)}(\omega_n, q_n) = 0 .
\]

(5.7)

This is a degree-(2\(n\)) polynomial in \(q\) since \(M_{ij}\) contains \(q^2\). Thus, typically there are \((2n)\)-solutions of \(q\) and \((2n)\) pole-skipping points at \(i\omega = n\).

B. Rotating BTZ

Now consider the rotating BTZ background. In the static case, one typically has \(P_{-1} = 1 - i\omega\), so the first pole-skipping point is given by \(i\omega_1 = 1\) and hence the universality for \(i\omega_1\). However, for the rotating BTZ case, this universality does not hold. Using the tortoise coordinate \[2.05\], one obtains

\[
P_{-1} = 1 - i\omega + i\Omega q .
\]

(5.8)

First, \(P_{-1} \neq 1 - i\omega\) and \(P_{-1}\) is \(q\)-dependent. This explains why \(\omega_1\) does not take the simple form in the rotating background. This is related to the form of the incoming and the outgoing modes in the rotating background (Appendix \[5\])

Second, in the extreme limit, \(P_{-1}\) actually diverges, so the limit is subtle. For example, taking into account \(Q_{-1} = 0\), one obtains

\[
i\omega_1 = \frac{1}{2}(r_+ + r_-)(1 \mp \nu) + \frac{1}{2}(r_+ - r_-)(1 \pm \nu)
\]

\[
= r_+ \mp r_- \nu ,
\]

(5.9a)

\[
iq_1 = \frac{1}{2}(r_+ + r_-)(1 \mp \nu) - \frac{1}{2}(r_+ - r_-)(1 \pm \nu)
\]

\[
= r_- \mp r_+ \nu .
\]

(5.9b)
This agrees with the exact Green’s function result \(37\). If one takes the extreme limit naively, one would get a nontrivial limit, but this should not be trusted. In the extreme limit, the horizon becomes degenerate, and the perturbation equation actually has an irregular singularity, so one cannot use the Frobenius’ method.

Recall the criterion that the horizon becomes a regular point at the first pole-skipping point. For nonextreme black holes, one has 2 singular terms \(P_{-1} = P_{-1}(w,q)\) and \(Q_{-1} = Q_{-1}(w,q)\). By choosing \(w\) and \(q\) appropriately, \(P_{-1}\) and \(Q_{-1}\) can vanish in general so that the regular singularity becomes a regular point. This fails for extreme black holes, where one generally has more singular terms \((P_{-2}, P_{-1}, Q_{-2},\) and \(Q_{-1}\) for the extreme BTZ black hole). In general, one cannot eliminate all terms just by choosing \(w\) and \(q\).

However, there is an exception. For the extreme BTZ black hole,

\[
\begin{align*}
P &= \frac{i(q - \omega)}{2(r - r_+)^2} - \frac{i(q + \omega + 4ir_+)}{2r_+(r - r_+)} + \cdots, \\
Q &= \frac{-q^2 - ir_+(\omega + q) + r_+^2(1 - \nu^2)}{4r_+^2(r - r_+)^2} + \frac{q(2ir_+ + r_+^2(1 - \nu^2))}{4r_+^4(r - r_+)} + \cdots.
\end{align*}
\]

By choosing \(\omega = q = -i(2\pi T_R) = -2ir_+\) and \(\nu^2 = 1\), the irregular singularity at \(r = r_+\) becomes a regular point. So, two regular independent solutions are possible even for the extreme black hole, and the extreme pole-skipping can occur. This result agrees with the analysis in previous sections. The power-series expansion method does not work for extreme black holes, but one can find the first pole-skipping point in this way.

VI. RELATION TO PREVIOUS WORKS

We studied the scalar Green’s function in the rotating BTZ background. Unlike the static case, the pole-skipping points \(\omega\) depend both on \(T_L\) and \(T_R\). This has been discussed previously in the context of holographic chaos \(8\).

In holographic chaos, one is often interested in out-of-time-ordered correlators (OTOC) and computes the Lyapunov exponent \(\lambda_L\) and the butterfly velocity \(v_B\). According to \(18\), these quantities can be extracted from the retarded Green’s function through the pole-skipping: this was the original motivation of the pole-skipping. In this case, one considers the gravitational sound mode (or the energy-density Green’s function.) The scalar field as well as the other bulk fields have pole-skipping points in the lower-half \(\omega\)-plane. But the gravitational sound mode has a pole-skipping point in the upper-half \(\omega\)-plane: \(\omega_{-1} = +i(2\pi T)\). The quantities \(\lambda_L\) and \(v_B\) can be extracted by

\[
\omega_{-1} = i\lambda_L, \quad q_{-1} = \frac{i\lambda_L}{v_B}.
\]

See, e.g., Refs. \(12\) \(43\) for discussion of the chaotic pole-skipping from field theory point of view.

Refs. \(35\) \(39\) consider the rotating BTZ background and find that \(\lambda_L\) depends both on \(T_L\) and \(T_R\). This implies the corresponding pole-skipping points depend both on \(T_L\) and \(T_R\). Ref. \(39\) also points out that \(\lambda_L = 2\pi T\) in the comoving coordinates. What we find is that the other pole-skipping points (pole-skipping points in the lower-half \(\omega\)-plane) also depend on both temperatures and depend on \(\Delta_+\) as well.

In the extreme limit, the pole-skipping does not occur in general, but it does not mean that the pole-skipping never occurs. Indeed, the pole-skipping occurs when \(\Delta_+ = 2\). In this case, the pole-skipping points are given by right Matsubara frequencies. We found this phenomenon in the scalar Green’s function, but probably this is a generic property of CFT\(_2\). Various other Green’s functions may also exhibit this phenomenon in principle. In CFT\(_2\), the energy-momentum tensor also has \(\Delta_+ = 2\), so one probably has an analogous phenomenon there. For example, Ref. \(38\) studies the OTOC in the extreme BTZ and finds that \(\lambda_L\) depends on \(T_R\) (in our convention). This is probably an analogous phenomenon in the energy-density Green’s function.

In holographic chaos, OTOC grows exponentially. However, Ref. \(43\) points out that OTOC shows a power-law behavior at low temperatures in CFT\(_2\). This is called “slow scrambling,” and Ref. \(44\) studies it from the bulk point of view. It is not known if the pole-skipping has any implications on the slow-scrambling. Our Green’s functions show a power-law behavior, i.e.,

\[
G^R(k) \propto k^{2\nu}, \quad G^R(x) \propto x^{-2\Delta_+}.
\]

Of course, this comes from conformal invariance, but the power-law may be related to the power-law in the slow scrambling.
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Appendix A: Preliminaries

1. Tortoise coordinate

It is worthwhile to recall some basic facts about the tortoise coordinate. Let us consider the following metric:
\begin{align}
  ds^2 &= -F dt^2 + \frac{dr^2}{F} + r^2 dx^2 \tag{A1a} \\
  &= F (-dt^2 + dr^2_r) + \cdots , \tag{A1b} \\
  dr_* &= \frac{dr}{F} . \tag{A1c}
\end{align}

For simplicity, we set the horizon radius \( r_* = 1 \). The tortoise coordinate behaves as \( r_* \to -\infty \) as \( r \to 1 \).

For a nondegenerate horizon,
\[
  r_* \sim \int \frac{dr}{r-1} \sim \ln(r-1) \to r-1 \sim e^{r_*} . \tag{A2}
\]

However, for a degenerate horizon or an extreme black hole,
\[
  r_* \sim \int \frac{dr}{(r-1)^2} \sim \frac{-1}{r-1} \to r-1 \sim -\frac{1}{r_*} . \tag{A3}
\]

We impose the incoming-wave boundary condition on the horizon. In the tortoise coordinate, the incoming-wave behaves as \( e^{-i\omega t} e^{-i\lambda r_*} \). In the BTZ coordinate, it behaves as
\[
e^{-i\lambda r_*} \propto \begin{cases} 
  (r-1)^{-i\lambda} , \ (\text{nonextreme}) \\
  e^{i\lambda/(r-1)} , \ (\text{extreme})
\end{cases} \tag{A4}
\]

In Appendix \( \text{B} \) we use the coordinate \( z \) defined by
\[
  z := \frac{r_+^2 - r^2}{r^2 - r_+^2} \to 1 - z \sim r - 1 , \ (\text{nonextreme}) \tag{A5a}
\]
\[
  z := \frac{r^2}{r^2 - r^2_*} \to z \sim \frac{1}{r-1} , \ (\text{extreme}) \tag{A5b}
\]

Accordingly,
\[
e^{-i\lambda r_*} \propto \begin{cases} 
  (1-z)^{-i\lambda} , \ (\text{nonextreme}) \\
  e^{i\lambda z} , \ (\text{extreme})
\end{cases} \tag{A6}
\]

## 2. Power-law tail

In the extreme limit, we find the power-law behavior in \( k \). This is natural from the CFT point of view. From the bulk point of view, this behavior, the existence of a branch cut in the complex \( \omega \)-plane, is known as "power-law behavior."  

The existence of a cut depends on the form of the effective potential in the tortoise coordinate. Let us consider a massive scalar field. By redefining \( \phi \) appropriately \( \phi = G \varphi \), the field equation reduces to the Schrödinger form:
\[
  0 = \omega^2 \varphi + \varphi'' - V \varphi , \tag{A7}
\]
where \( ' := \partial_\tau \). For the metric \( \text{A1} \) in the bulk 4-dimensions, the effective potential \( V \) becomes
\[
  V = F \left( m^2 + \frac{F'}{r} \right) . \tag{A8}
\]

What is important is the overall factor \( F \). Consider the potential near the horizon. For a nondegenerate horizon,
\[
  V \propto r - 1 \propto e^{r_*} , \quad (r \to 1) , \tag{A9}
\]
so the potential decays exponentially. On the other hand, for a degenerate horizon or an extreme black hole,
\[
  V \propto (r - 1)^2 \propto \frac{1}{r_*^2} , \quad (r \to 1) , \tag{A10}
\]
so the potential only decay as a power law. The cut is a general feature if \( V \) tends to zero slower than an exponential, so a cut should exist for extreme black holes from the near-horizon behavior.

The power-law tail is however not restricted to extreme black holes. Rather, it is often discussed for asymptotic flat nonextreme black holes. For nonextreme black holes, \( V \) decays exponentially near the horizon, but \( V \) can decay as a power-law asymptotically. For the Schwarzschild black hole, \( F = 1 - r^{-1} \), so \( r \sim r_* \) asymptotically. The potential then behaves as
\[
  V \sim m^2 - \frac{m^2}{r} \sim m^2 - \frac{m^2}{r_*} , \quad (r \to \infty) . \tag{A11}
\]

For AdS black holes, the effective potential diverges asymptotically, so a cut does not come from the asymptotic behavior and comes only from the near-horizon behavior.

Finally, the effective potential of a rotating black hole is very similar. If the metric takes the form
\[
  ds^2 = -F dt^2 + \frac{dr^2}{F} + r^2(dx + N^x dt)^2 , \tag{A12}
\]
the difference is just \( \omega^2 \to (\omega + qN^x)^2 \) in the Schrödinger problem, where \( N^x \) is the shift function.

### Appendix B: Scalar Green’s functions (noninteger \( \nu \))

We derive the retarded Green’s functions for a scalar field in the following background:

- pure AdS
- (nonextreme) BTZ black holes
- (extreme) BTZ black holes

The Green’s functions for the first two backgrounds were originally derived in Refs. \([33, 34]\) and were reproduced in many literature, but we rederive them for completeness. We assume \( \nu \neq \mathbb{Z} \) in this appendix. The \( \nu = \mathbb{Z} \) case is discussed separately in Appendix \( \text{C} \).
1. Pure AdS$_3$

When $r_+ = r_- = 0$, the BTZ black hole reduces to the pure AdS$_3$ if $x$ is noncompact and the “zero-mass” black hole if $x$ is compact. We consider the perturbation of the form $\phi(u)e^{-\omega t+iqx}$ where $u := 1/r$. We first assume $\omega > 0$ and $k^2 = -\omega^2 + q^2$ is timelike, $k^2 < 0$. The scalar field equation $(\nabla^2 - m^2)\phi = 0$ becomes

$$0 = \phi'' - \frac{1}{u} \phi' + \left( p^2 - \frac{1 - \nu^2}{u^2} \right) \phi , \quad (B1)$$

where $p := \sqrt{-k^2} = \sqrt{\omega^2 - q^2}$ and $\nu := \sqrt{1 + m^2}$.

Defining $z := pu$ and setting $\phi = z f$, the field equation reduces to

$$0 = \partial_z^2 f + \frac{1}{z} \partial_z f + \left( 1 - \frac{\nu^2}{z^2} \right) f , \quad (B2)$$

and the solutions are given by Bessel functions. The differential equation has a regular singularity at $z = 0$ and an irregular singularity at $z = \infty$. It is convenient to use the Hankel functions $H_{\nu}^{(1,2)}$ because they take the plane-wave form:

$$H_{\nu}^{(1,2)}(z) \sim \sqrt{\frac{2}{\pi z}} e^{\pm iz\pi/2(2\nu+1)/4} , \quad (z \to \infty) , \quad (B3)$$

for $|\arg z| < \pi$. The pure AdS$_3$ is not a black hole, but it has the “Poincare horizon” at $z \to \infty$ and one imposes the incoming-wave boundary condition there; the boundary condition picks up the solution

$$f \propto H_{\nu}^{(1)}(pz) . \quad (B4)$$

Then, the solution takes the form of the incoming-wave:

$$\phi e^{-i\omega t} = H_{\nu}^{(1)} e^{-i\omega t} \sim e^{-i\omega t+i\nu u} . \quad (B5)$$

The Hankel functions have the following expansion:

$$H_{\nu}^{(1,2)} = \frac{\mp i}{\sin \nu \pi} (J_{-\nu} - e^{\mp i\pi \nu} J_{\nu}) , \quad (\nu \neq \mathbb{Z}) \quad (B6a)$$

$$\sim \frac{\mp i}{\sin \nu \pi} \left[ \sum_{m=0}^{\infty} \frac{1}{\Gamma(1-\nu)} \left( \frac{z}{2} \right)^{-\nu} + \cdots \right. \left. + e^{\mp i\pi \nu} \frac{1}{\Gamma(1+\nu)} \left( \frac{z}{2} \right)^{\nu} + \cdots \right] . \quad (B6b)$$

The Green’s function is then given by

$$G^R = -2\nu e^{-i\nu \arg(\omega)} \frac{\Gamma(-\nu)}{\Gamma(\nu)} \left( \frac{-k^2}{4} \right)^\nu . \quad (B7)$$

When $\nu = \mathbb{Z}$, the definition of the Hankel function is ill-defined and should be replaced by Eq. (C8a).

2. A remark

It is customary to write the AdS$_3$ Green’s function using the function $\text{sgn}(\omega)$. See Ref. [24] for the details.

So far we assume $\omega > 0$ and $k^2 < 0$. In this case, $H_{\nu}^{(1)}$ is the incoming-wave. But when $\omega < 0$ and $k^2 < 0$, one chooses $H_{\nu}^{(2)}$ as the incoming-wave. Then, the Green’s function is given by

$$G^R = -2\nu e^{-i\nu \text{sgn}(\omega)} \frac{\Gamma(-\nu)}{\Gamma(\nu)} \left( \frac{-k^2}{4} \right)^\nu , \quad (\nu < 2) . \quad (B8)$$

When $k^2 > 0$, one chooses the regularity condition at the horizon, and the Green’s function becomes

$$G^R = -2\nu \frac{\Gamma(-\nu)}{\Gamma(\nu)} \left( \frac{k^2}{4} \right)^\nu , \quad (\nu > 2) . \quad (B9)$$

We obtain the Green’s functions for integer $\nu$ in Appendix [C] but there is a similar complication. Also, for the extreme BTZ black hole, the issue of the incoming-wave does not arise, but there is a similar complication.

The Green’s function using the $\text{sgn}$ function is useful (e.g., to extract the real and imaginary parts), but it is most suitable for real $\omega$ and $q$. Also, the function is not really relevant to the pole-skipping. To avoid the complication, we write the AdS$_3$ Green’s function as

$$G^R = -2\nu \frac{\Gamma(-\nu)}{\Gamma(\nu)} \left( \frac{k^2}{4} \right)^\nu , \quad (B10)$$

both for $k^2 > 0$ and for $k^2 < 0$. Then, Eq. (B8) is obtained as follows:

- Replace

$$k^2 \rightarrow \frac{\omega - q}{i} \frac{\omega + q}{i} , \quad (B11)$$

- and take

$$|\arg \frac{\omega \pm q}{i}| < \pi . \quad (B12)$$

For real $\omega$ and $q$, one can show that Eq. (B10) reduces to Eq. (B8).

One can understand the above procedure starting from the finite-temperature Green’s function. The above rules come from taking the zero-temperature limit. In particular, Eq. (B12) comes from the asymptotic formula of the Gamma function.

At finite temperatures, there are lines of poles parallel to the negative imaginary axis for real $q$. In the zero-temperature limit, the lines of poles are replaced by branch cuts from $\omega = \pm q$. Eq. (B12) implies $-\pi/2 < \arg(\omega \pm q) < 3\pi/2$, so one can avoid the branch cuts.
3. Rotating BTZ

Ref. [34] obtains the scalar Green’s function for the nonextreme BTZ black hole in an elegant manner, but we derive it using a brute-force method.

For the nonextreme BTZ black hole, we use the radial coordinate $z$:

$$z := \frac{r_+^2 - r_-^2}{r_+^2 - r_0^2}.$$  \hspace{1cm} (B13)

The asymptotic infinity is located at $z = 0$ and the outer horizon is located at $z = 1$. The scalar field equation then becomes

$$0 = \left[ \lambda \partial_z (h \partial_z) + \frac{(\omega - \Omega)^2 - (\Omega \omega - q)}{4\pi T} - \frac{m^2 h}{4z^2} \right] \phi,$$  \hspace{1cm} (B14a)

$$h = 1 - z.$$  \hspace{1cm} (B14b)

Asymptotically $z \to 0$, the field equation behaves as

$$0 \sim \partial_z^2 \phi - \frac{\nu^2 - 1}{4z^2} \phi,$$  \hspace{1cm} (B15)

so the solution behaves as $\phi \sim z^{\Delta z/2}$, where $\Delta z = \pm 1 - \nu$. Near the horizon $z \to 1$, the field equation behaves as

$$0 \sim h \partial_z (h \partial_z \phi) + \lambda^2 \phi,$$  \hspace{1cm} (B16a)

$$\lambda := \frac{\omega - \Omega}{4\pi T},$$  \hspace{1cm} (B16b)

so the near-horizon solution is

$$\phi \sim (1 - z)^{\pm i\lambda}.$$  \hspace{1cm} (B17)

The incoming-wave is $\phi \sim (1 - z)^{-i\lambda}$. In the static background, $\lambda = \omega/(4\pi T)$, which is a familiar result. But in the rotating background, this does not hold in general, and the exponent $\lambda$ is $q$-dependent as well. Also, one can use the comoving coordinates $[27]$ where the incoming-wave takes the same form as the static case.

Taking into account these behaviors, set the ansatz

$$\phi = z^{(1 - \nu)/2} (1 - z)^{-i\lambda} f(z).$$  \hspace{1cm} (B18)

Then, the field equation becomes the hypergeometric differential equation:

$$0 = z(1 - z) \partial_z^2 f + \{ c - (1 + a + b)z \} \partial_z f - abf,$$  \hspace{1cm} (B19)

where

$$a = \frac{c - \frac{i(1 + \Omega)}{4\pi T} (\omega - q)}{2 - \frac{i(1 + \Omega)}{4\pi T} (\omega - q)} = \frac{\Delta_+}{2} - i \frac{\omega - q}{4\pi T_L},$$  \hspace{1cm} (B20a)

$$b = \frac{c - \frac{i(1 - \Omega)}{4\pi T} (\omega + q)}{2 - \frac{i(1 - \Omega)}{4\pi T} (\omega + q)} = \frac{\Delta_-}{2} - i \frac{\omega + q}{4\pi T_R},$$  \hspace{1cm} (B20b)

$$c = 1 - \nu.$$  \hspace{1cm} (B20c)

Note $a + b = c - 2i\lambda$. The differential equation has 3 regular singularities at $z = 0, 1, \infty$. The solutions are given by hypergeometric functions.

Asymptotically $z \to 0$, the independent solutions are

$$2F_1(a, b; c; z) \sim 1,$$

$$z^{1-c} 2F_1(1 + a - c, 1 + b - c, 2 - c; z) \sim z^\nu.$$  \hspace{1cm} (B21)

Combined with the ansatz [B18], the former gives the slow falloff (source) and the latter gives the fast falloff (response). The hypergeometric function $2F_1(a, b; c; z)$ is ill-defined when $c$ is a nonpositive integer which corresponds to $\nu = 1, 2, \ldots$. We assume $\nu \notin \mathbb{Z}$.

Near the horizon $z \to 1$, the independent solutions are

$$2F_1(a, b, 1 + a + b - c; 1 - z),$$

$$(1 - z)^{-a-b} 2F_1(c - a, c - b, 1 + c - a - b; 1 - z).$$

The former gives the incoming-wave whereas the latter gives the outgoing wave. We impose the incoming-wave boundary condition. In order to extract the asymptotic behavior, it is convenient to use the formula:

$$2F_1(a, \beta, \gamma; z) = \frac{\Gamma(\gamma) \Gamma(a + \beta - \gamma)}{\Gamma(a) \Gamma(\beta)} \times (1 - z)^{-a - \beta} 2F_1(\gamma - a, \gamma - \beta, 1 + \gamma - \alpha - \beta; 1 - z) + \frac{\Gamma(\gamma - a - \beta)}{\Gamma(\gamma - \beta)} \frac{\Gamma(a + \nu)}{\Gamma(a)} \frac{\Gamma(b + \nu)}{\Gamma(b)} \times z^\nu 2F_1(a + \nu, b + \nu, \nu + 1; z).$$  \hspace{1cm} (B22)

When a solution behaves as

$$\phi \sim Ar^{-\Delta_-} + Br^{-\Delta_+},$$  \hspace{1cm} (B23)

the retarded Green’s function $G^R$ is given by

$$G^R = -\frac{(2\nu) B}{A}.$$  \hspace{1cm} (B24)

But note that we use the coordinate $z$ which behaves as

$$r^2 \sim \frac{r_+^2 - r_-^2}{z}, \quad (r \to \infty).$$  \hspace{1cm} (B25)

Accordingly, the falloofs $A$ and $B$ should be extracted from

$$\phi \sim A \left( \frac{z}{r_+^2 - r_-^2} \right)^{\Delta_-/2} + B \left( \frac{z}{r_+^2 - r_-^2} \right)^{\Delta_+/2}, \quad (z \to 0).$$  \hspace{1cm} (B26)

Then, the Green’s function is given by

$$G^R = -2\nu (4\pi^2 T_L T_R) \frac{\Gamma(-\nu)}{\Gamma(\nu)} \Gamma(a + \nu) \Gamma(b + \nu) \Gamma(a) \Gamma(b).$$  \hspace{1cm} (B27)
4. Extreme BTZ

In the extreme limit, one cannot use the radial coordinate \[ r \]. Instead we use the radial coordinate

\[ z \equiv \frac{r^2 - r_+^2}{2r_+^2} . \] (B28)

The asymptotic infinity is located at \( z = 0 \) and the horizon is located at \( z = \infty \).

Further introducing

\[ \zeta := -\frac{i(\omega - q)}{2\pi T_R} z = -2i\lambda z , \] (B29)

the scalar field equation reduces to the Whittaker differential equation:

\[ 0 = \partial_z^2 \phi + \left( -\frac{1}{4} + \frac{\kappa}{\zeta} - \frac{(\nu/2)^2 - 1/4}{\zeta^2} \right) \phi , \] (B30a)

\[ \kappa := \frac{i(\omega + q)}{4\pi T_R} . \] (B30b)

The differential equation has a regular singularity at \( \zeta = 0 \) and an irregular singularity at the degenerate horizon \( \zeta \to \infty \). So, one cannot use the power-series method in Sec. \[ \text{V} \].

Asymptotically \( \zeta \to 0 \), the field equation behaves as

\[ 0 \sim \partial_z^2 \phi - \frac{\nu^2 - 1}{4\zeta^2} \phi , \] (B31)

so the solution behaves as \( \phi \sim \zeta^{A_2}/2 \).

Near the horizon \( \zeta \to -i\infty \), the field equation behaves as

\[ 0 \sim \partial_z^2 \phi - \frac{1}{4} \phi , \] (B32)

so the near-horizon solution is

\[ \phi \sim e^{\pm i\zeta/2} \sim e^{\mp i\lambda z} . \] (B33)

The incoming-wave is

\[ \phi \sim e^{-\zeta/2} \sim e^{i\lambda z} . \] (B34)

The form of the incoming-wave is different from the nonextreme case. This is because the tortoise coordinate \( r_s \) takes a different form in the extreme case (Appendix \[ \text{A} \]). The coordinate \( z \) itself is proportional to the tortoise coordinate. Also, note that the exponent \( \lambda \) is \( q \)-dependent just like the nonextreme case.

The Whittaker functions

\[ W_{\kappa,\nu/2}(\zeta), W_{-\kappa,\nu/2}(-\zeta), M_{\kappa,\nu/2}(\zeta), M_{-\kappa,-\nu/2}(\zeta) \] (B35)

are the solutions of the Whittaker differential equation \[ \text{B30a,b} \]. The function \( M_{\kappa,\nu/2} \) is ill-defined when \( \nu \) is a negative integer. We assume \( \nu \neq \mathbb{Z} \). Then, \( W_{\kappa,\nu/2}(\zeta) \) and \( W_{-\kappa,\nu/2}(-\zeta) \) (or \( M_{\kappa,\nu/2}(\zeta) \) and \( M_{-\kappa,-\nu/2}(\zeta) \)) are independent solutions. Near the horizon, it is convenient to choose \( W_{\kappa,\nu/2}(\zeta) \) and \( W_{-\kappa,\nu/2}(-\zeta) \) because they take the plane-wave form:

\[ W_{\kappa,\nu/2}(\zeta) \sim e^{-\zeta/2} \zeta^\kappa , \quad (|\zeta| \to \infty) \] (B36)

for \( |\arg \zeta| < \pi \). Asymptotically \( \zeta \to 0 \), it is convenient to choose \( M_{\kappa,\nu/2}(\zeta) \) and \( M_{-\kappa,-\nu/2}(\zeta) \) because they admit power-series solutions:

\[ M_{\kappa,\nu/2}(\zeta) \sim \zeta^{(1+\nu)/2} e^{-\zeta/2} , \quad (\zeta \to 0) . \] (B37)

From the incoming-wave boundary condition,

\[ \phi \propto W_{\kappa,\nu/2}(-2i\lambda z) \propto e^{i\lambda z} . \] (B38)

In order to extract the asymptotic behavior, one can use the relation between Whittaker functions:

\[ W_{\kappa,\nu/2}(\xi) = \frac{\Gamma(-\nu)}{\Gamma(1/2 - \nu)} M_{\kappa,\nu/2}(\xi) \]
\[ + \frac{\Gamma(\nu)}{\Gamma(1/2 + \nu)} M_{-\kappa,-\nu/2}(\xi) . \] (B39)

\( M_{-\kappa,-\nu/2} \sim \zeta^{(1-\nu)/2} \) represents the slow falloff, and \( M_{\kappa,\nu/2} \sim \xi^{(1+\nu)/2} \) represents the fast falloff. Taking the ratio of their coefficients, one obtains

\[ G^R = -2\nu(2\pi T_R)^\nu \frac{\Gamma(-\nu)}{\Gamma(\nu)} \frac{\Gamma(b + \nu)}{\Gamma(b)} \left( \frac{\omega - q}{2i} \right)^\nu , \] (B40a)

\[ b = \frac{\Delta}{2} = -\frac{i(\omega + q)}{4\pi T_R} , \] (B40b)

where we take into account the fact that the coordinate \( z \) behaves as \( r^2 \sim r_+^2/z \) \( (r \to \infty) \). So, just like the nonextreme case, the falloffs \( A \) and \( B \) should be extracted from

\[ \phi \sim A \left( \frac{\sqrt{r}}{r_+} \right)^{\Delta_-} + B \left( \frac{\sqrt{r}}{r_+} \right)^{\Delta_+} , \quad (z \to 0) . \] (B41)

Appendix C: Scalar Green’s functions (integer \( \nu \))

1. AdS/CFT dictionary for integer \( \nu \)

For integer \( \nu \), the Green’s function and its pole-skipping are more involved. So far, we construct solutions using special functions, and they can be expanded as a power series asymptotically:

\[ \phi \sim Au^{1-\nu}(1 + \cdots) + Bu^{1+\nu}(1 + \cdots) , \] (C1)

where \( u = 1/r \). However, when \( \nu = \mathbb{Z} \), the exponents differ by an integer. In such a case, one cannot construct independent solutions by the power-series expansion in general, and one expects that log terms appear. The dictionary is as follows:
• When \( \nu > 0 \),

\[
\phi \sim Au^{-\nu} \{ 1 + \cdots + O(u^{2\nu} \ln u) + \cdots \} + Bu^{1+\nu}(1+\cdots),
\]

The Green’s function is given by

\[
G^R = -2\nu \frac{B}{A},
\]

up to contact terms which are regularization-dependent.

• When \( \nu = 0 \),

\[
\phi \sim Au \ln u(1+\cdots) + Bu(1+\cdots),
\]

The Green’s function is given by

\[
G^R = \frac{B}{A},
\]

up to contact terms.

The log term gives logarithmic divergences in the Green’s functions, but they can be removed with a boundary counterterm added in the bulk action. However, this necessarily breaks conformal invariance. When \( \nu > 0 \), the relevant counterterm is

\[
S_{CT} = -\frac{C_{2\nu}}{2} \int_{\partial M} d^{p+1}x \sqrt{-\gamma} \partial_\nu \phi \ln \epsilon,
\]

where \( \gamma_{\mu\nu} \) is the \((p+1)\)-dimensional boundary metric, \( \Box_\gamma \) is the Laplacian made of \( \gamma_{\mu\nu} \), and \( \epsilon \) is the cutoff. When \( \nu = 0 \), the relevant counterterm is

\[
S_{CT} = -\frac{1}{2} \int_{\partial M} d^{p+1}x \sqrt{-\gamma} \left( \Delta_\gamma + \frac{1}{\ln \epsilon} \right) \phi^2.
\]

First, consider the pure AdS_{3}. When \( \nu = \mathbb{Z}^+ \), the Hankel function is given by

\[
H^{(1,2)}_\nu := J_\nu \pm i Y_\nu,
\]

\[
\sim \pm \frac{i}{\pi} \left[ -\Gamma(\nu) \left( \frac{z}{2} \right)^{-\nu} + \cdots \right.
\]

\[
+ \frac{1}{\Gamma(1+\nu)} \left( \frac{z}{2} \right)^{\nu} \left\{ 2 \ln \frac{z}{2} \mp i\pi \right.
\]

\[
- \psi(1) - \psi(\nu+1) \right\} + \cdots \right] \quad (C8b)
\]

instead of Eq. (B6a). Then, the Green’s function is given by

\[
G^R = -2\nu \frac{B}{A} = \frac{2}{\Gamma(\nu)^2} \left( \frac{-k^2}{4} \right)^{\nu} \ln k^2. \quad (C9)
\]

When \( \nu = 0 \),

\[
H^{(1,2)}_0 \sim \left[ \ln z \mp \frac{i\pi}{2} + \gamma - \ln 2 \right] + \cdots, \quad (C10a)
\]

\[
G^R = \frac{B}{A} = \frac{1}{2} \ln k^2. \quad (C10b)
\]

Now consider the BTZ black holes. Let us look at how the analysis in Appendix B fails and look at how the log behavior appears. For both nonextreme and extreme cases, we first construct the incoming-wave solutions. We then expand them asymptotically \( z \to 0 \). To do so, we make use of transformations (B21) and (B39). However, some care is necessary for integer \( \nu \).

For the nonextreme case, the incoming-wave solution is

\[
_{2}F_{1}(a,b,a+b+\nu;1-z). \quad (C11)
\]

The left-hand side of Eq. (B21) is well-defined when \( \nu = n = \mathbb{Z} \). However, the right-hand side is problematic: the first term contains the factor \( \Gamma(-\nu) \) and the second term is proportional to \( _{2}F_{1}(a,b,1-\nu;z) \) which is ill-defined.

Similarly, for the extreme case, the incoming-wave solution is

\[
W_{\kappa,\nu/2}(\zeta). \quad (C12)
\]

The left-hand side of Eq. (B39) is well-defined when \( \nu = n = \mathbb{Z} \), but the right-hand side is problematic: the first term contains the factor \( \Gamma(-\nu) \) and the second term is proportional to \( W_{\kappa,-n/2} \) which is ill-defined.

In these cases, set \( \nu = n + \epsilon \), substitute power-series expansions of special functions into the transformations, and take the \( \epsilon \to 0 \) limit. The results contain log terms as expected. The results can be found in standard handbooks (e.g., Refs [48, 49]), but we collect them in Appendix C2 for reader’s convenience. We use these formulae to extract falloffs \( A \) and \( B \).

Two more remarks:

• The fast falloffs typically contain terms such as \( \psi(1) + \psi(n+1) \).

• In the ansatz (B18), there is a factor \((1-z)^{-i\lambda}\), and this contributes at \( O(z^n) \) because it can be expanded as

\[
(1-z)^{-i\lambda} = \sum_{j=0}^{\infty} \frac{\Gamma(-i\lambda+1)}{j!\Gamma(-i\lambda-j+1)} (-z)^j. \quad (C13)
\]

However, these terms gives only contact terms and are ignored. Anyway, there is no pole-skipping from these contributions.

### 2. Some useful expressions

In order to extract falloffs \( A, B \), the following expressions of special functions are useful. Below \( (a)_j := \frac{\Gamma(a+j)}{\Gamma(a)} \) is the Pochhammer symbol and \( \psi(z) \) is the digamma function.
When \( n \) is a nonnegative integer,

\[
2F_1(a, b; a + b + n; z) = \frac{(n - 1)!}{\Gamma(a + n) \Gamma(b + n)} \sum_{j=0}^{n-1} \frac{(a)_j (b)_j}{j! (1 - n)_j} (1 - z)^j
\]

\[
+ (z - 1)^n \frac{n!}{\Gamma(a + b + n) \Gamma(a) \Gamma(b)} \sum_{j=0}^{\infty} \frac{(a + n)_j (b + n)_j}{j! (j + 1)_j} (1 - z)^j
\times \left[ \psi(a + j + n) + \psi(b + j + n) - \psi(a + j + n) - \psi(b + j + n) \right] ,
\]

\[
\sim \frac{(n - 1)!}{\Gamma(a + n) \Gamma(b + n)} + \cdots.
\]

In the last line, we write only the terms which contribute to the fall-offs \( A \) and \( B \). Also, for \( n = 0 \), ignore the first sum. So, for \( n = 0 \),

\[
2F_1(a, b; a + b + n; z) \sim \frac{\Gamma(a + b + n)}{\Gamma(a) \Gamma(b)} [\ln(1 - z) - 2 \psi(1) + \psi(a) + \psi(b)] + \cdots .
\]

When \( n \) is an integer and \( \kappa - \frac{1}{2} \kappa - \frac{1}{2} \neq 0, 1, \ldots ,

\[
W_{\kappa, n/2}(\zeta) = \frac{(-)^n e^{-\zeta/2}}{n! \Gamma\left(\frac{1}{2} - \frac{n}{2} - \kappa\right)} \zeta^{(1+n)/2}
\times \left[ \sum_{j=1}^{n} \frac{n! (j - 1)!}{(n - j)! (\kappa + \frac{1}{2} - \frac{n}{2} - j)!} \zeta^{-j}
\right.
\times \left\{ \ln \zeta + \psi\left(\frac{1}{2} n + \frac{1}{2} - \kappa + j\right) - \psi(j + 1) - \psi(n + j + 1) \right\} ,
\]

\[
\sim \cdots \left[ (-)^n n! \Gamma(n) \frac{\Gamma\left(\frac{1}{2} + \frac{1}{2} \kappa - n\right)}{\Gamma\left(\frac{1}{2} - \frac{n}{2} - \kappa\right)} \zeta^{(1+n)/2} + \cdots
\right.
\times \left\{ \ln \zeta + \psi\left(\frac{1}{2} n + \frac{1}{2} - \kappa\right) - \psi(1) - \psi(n + 1) \right\} + \cdots .
\]

Again, for \( n = 0 \), ignoring the first sum, one gets

\[
W_{\kappa, 0}(\zeta) \sim - \frac{e^{-\zeta/2}}{\Gamma\left(\frac{1}{2} - \kappa\right)} \zeta^{1/2} \{ \ln \zeta + \psi\left(\frac{1}{2} - \kappa\right) - 2 \psi(1) \} .
\]
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