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Abstract

Using an agent-based simulation, we illustrate how goal-seeking behavior affects network formation, learning, and performance. Our organization has one manager, who decides where to invest financial capital; individual workers, who decide where to work and prefer projects with larger budgets; and projects, which vary in quality. Our manager discovers high-quality projects from interactions with workers and allocates more capital to high-quality projects. When given an opportunity, our workers move to bigger-budget projects. We let our manager vary in terms of how much she exploits what she learns and allow our workers vary in terms of how sensitive they are to differences in capital. Our results highlight a contingency which shapes how goal-seeking behavior affects learning. The contingency is network fragility. Fragile connections decay quickly when individuals are not working together, while robust relationships decay more slowly. When relationships are robust, exploitation by our manager leads to a dense organizational network, improving information quality, and performance. Decisions by self-interested individuals (our manager and our workers) produce a virtuous learning cycle. When relationships are fragile, exploitation by our manager produces a sparse network, reducing information quality, and undermining performance. When network connections are fragile, the manager must find the right balance of exploitation and exploration, a balance which limits the rate at which workers move from one project to the next, allowing the manager to exploit some of what she knows, without undermining the very network which allows for useful information to be obtained.
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Introduction

A basic idea in organizational theory is individuals can learn faster in an organization than alone (Argote and Ingram 2000). When individuals problem solve together, they can share what they are learning and potentially learn more quickly (Epple et al. 1996). The process is called mutual learning and while mutual learning can improve performance, it can also result in individuals focusing their problem solving efforts on improving sub-optimal ideas and solutions (Knudsen and Srikanth 2014). The value of mutual learning depends critically on how individuals problem solve and learn together (March 1991; Levinthal and March 1993). When an individual is working alone, he or she must strike a balance between improving existing ideas and solutions against
continuing to search for and experiment with alternative solutions to the assigned problem (Simon 1962, pp. 472–473; Sutton and Barto 1998; Denrell et al. 2004). The problem-solving modes are understood as exploitation and exploration. Each approach to problem solving is essential to learning, but there exists the potential for a tradeoff between the two. Time spent in one problem-solving mode comes at the expense of time spent in the alternative mode. In a seminal article, March (1991) describes a mutual learning process where an organization can realize the benefits of exploitation and exploration. Learning in an organization allows for a division of effort where individuals can employ different problem-solving modes to the benefit of the larger organization.

March's framework is a cornerstone in organizational learning research. An important element is often overlooked. The organization contains a network. March's organization contains a manager (the organizational code in March's language) who is connected to individual problem solvers. The connections allow the manager and the workers to adopt different approaches to learning and to share what they learn. Mutual learning is enhanced when the manager focuses on exploitation, while the workers focus on exploration. The relationships between the manager and individual workers allow March's manager to "exploit the explorations" of the individual workers (Fu 2020).

An organizational network provides conduits for knowledge transfer. The structure of the network affects the approach to learning that is more likely to dominate the mutual learning process (Lazer and Friedman 2007; Fang et al. 2010; Csaszar and Siggelkow 2010; Mason and Watts 2012; Schilling and Fang 2014; Boudreau and Lakhani 2015; Shore et al. 2015). When a knowledge source shares an idea with a recipient, the network structure affects how quickly the idea spreads from the original source to multiple recipients. When ideas diffuse rapidly, exploitation will be the dominant problem solving mode. If ideas diffuse slowly, the individuals are more likely to consider a wider array of solutions. A slow diffusion rate maintains system-level exploration. Indeed, the structure of the network could encourage groups of individuals to focus on improving different solutions, allowing the organization to realize the benefits of exploitation and exploration. Thus, existing research on mutual learning not only illustrates the need to balance exploitation and exploration; it also highlights how the broader organizational network affects the balance between the two.

Scholars have begun to consider mutual learning in dynamic networks (Clement and Puranam 2018; Songhori and García-Díaz 2018). Individuals enter and exit network connections out of a desire to improve performance. While we see considerable merit in this emerging line of research, we note a potential dilemma. When individuals exploit what they know to develop relationships, their choices could have the unintended consequence of reintroducing a tradeoff between exploitation and exploration. Indeed, the individuals could build a network that allows them to exploit what they know. But the network they build could also make it harder to identify better ideas and solutions. By exploiting what they know, the individuals could undermine the very network which allowed them to identify valuable ideas and solutions in the first place. Instead of an immediate tradeoff between exploitation and exploration, the tradeoff would occur between exploitation and the organizational network which facilitates exploration in the future.
We use an agent-based simulation to illustrate the indirect tradeoff between exploitation and exploration. Our organization contains a manager, individual workers, and projects. The three elements allow us to create a mutual learning process between the manager and the individual workers, with the individual choices influencing the decisions made by other actors, network formation, and ultimately organizational performance. We describe the framework in detail later in the manuscript. Sufficient to say for now, the framework allows us to analyze how exploitation affects network formation and how the resulting network affects firm performance. The simulation results illustrate the indirect tradeoff between exploitation and exploration but also illustrate conditions which allow for the tradeoff to be lessened and avoided altogether. The rest of the manuscript is as follows. We start with a discussion of mutual learning in organizations, beginning with March and then shifting to more recent research where the organizational network affects the problem-solving mode individuals are more likely to employ. Next, we describe why allowing for an endogenous network can reintroduce a tradeoff between exploitation and exploration, albeit indirectly through the effect exploitation can have on the broader organizational network.

**Literature review**

Prior research has established the positive effect knowledge transfer can have on organizational learning (Epple et al. 1991; Ingram and Simons 2002; Zuckerman and Sgourev 2006; Diwas et al. 2013). The positive effect is assumed to be a byproduct of a mutual learning process. The importance of mutual learning for organizational learning was first articulated by March (1991). March’s organization contains a manager (March’s organizational code) and individual problem solvers. The organization is given a problem to solve and there exists an array of potential solutions. Each solution is characterized by a fixed number of elements, with a choice for each element. The choices define choice sets and initially the performance implications of the different choice sets are unknown. It is unclear to the manager and the individual problem solvers what solution they should pursue. The members of the organization learn by doing. There is, however, an important division of labor in March’s organization. The individual problem solvers work on different solutions and discover their performance implications. The manager learns from their current collective efforts and uses what he or she learns to direct their future problem-solving efforts. How much the manager learns from the individual problem solvers and how much the individuals learn from the manager defines the extent of mutual learning (March 1991, pp. 76–78). Organizational learning is enhanced when the manager is a “fast” learner, and the individual problem solvers are “slow” learners.

In more recent research, the individual problem solvers are connected and can share what they are learning directly with each other (Lazer and Friedman 2007; Fang et al. 2010; Csaszar and Siggelkow 2010; Mason and Watts 2012; Schilling and Fang 2014; Boudreau and Lakhani 2015; Shore et al. 2015). If an individual is connected to someone who has found a better solution to the assigned problem, the focal individual can adopt it. The broader network is important because the structure of the network affects the rate shared solutions diffuse across the organization. The rate affects the problem-solving mode that is more likely to dominate the mutual learning process. When an individual adopts a solution from a colleague, the amount of diversity in the solutions
being considered declines (Lazer and Friedman 2007, pp. 678–679; Fang et al. 2010, p. 632). The decline in diversity represents a drop in system-level exploration. The effect the decline in exploration has on performance depends on the kind of problems individuals are attempting to solve. Prior research has considered two kinds of problems, one where the choices in a choice set have independent effects on performance, and the other where the choices have interdependent effects on performance (Levinthal 1997, pp. 936–937). When choices have independent effects on performance, the problem is easier to solve. For each element of a solution, there is a single best choice. To find the best solution, the individual has to find the best choice for each element. The problem is more basic. When the choices have interdependent effects on performance, the problem is more challenging and it is harder to find the best solution. When the choices have interdependent performance implications, the value of a specific choice depends critically on the other choices an individual has made. Finding the right solutions requires considerably more search and experimentation. The problem is more complex.¹

When individuals are solving a basic problem, the decline in system-level exploration that results from adopting superior solutions from colleagues is beneficial. When an individual adopts a superior solution from a colleague, the overall level of performance in the organization increases. The spread of a current best practice has a positive effect on current performance. The decision also has an effect on longer term performance. Since the choices have independent effects on performance, any solution which is superior to the recipient’s current solution is also closer to the best solution. For a basic problem, the decline in system-level exploration that results from the spread of current best practices represents a culling of inferior solutions. The solutions that remain are closer to the best solution, where closeness is defined in terms of the number of choices that would need to change to turn a focal solution into the ideal solution. The spread of the current best practices not only improves the current level of performance but also provides a foundation for continued improvements.

However, when individuals are solving a complex problem, adopting a superior solution from a colleague will have a positive effect on current performance. But the decline in system-level exploration is likely to have a negative effect on longer-term performance. Since the choices have interdependent effects on performance, a solution with a lower level of performance could in fact be closer to the best solution. As a result, the spread of a current best practice is likely to also reduce experimentation with solutions that could have yielded superior performance in the future. For a complex problem, the spread of the current best practice will have a positive effect on immediate performance but a negative effect on longer-term learning outcomes, as individuals focus their problem-solving efforts on improving sub-optimal solutions.

¹We use basic and complex to refer to problems with either a smooth or a rugged performance landscape (Kauffman 1993 Weinberger 1990; Levinthal 1997, pp. 936–937; Puranam et al. 2012, pp. 421–422). When the elements of the potential solutions to a problem have independent effects on performance, the performance landscape defined by the potential solutions is smooth. As interdependency increases, the landscape becomes more rugged. The critical issue is not simply interdependence but the stochastic nature of interdependence (Kauffman 1993, pp. 40–45; Rahmandad 2019). When a landscape is smooth, the problem is easier to solve. For example, the problem could be solved with selective trial and error experimentation. When the landscape is smooth, we say the problem is basic. When a landscape is rugged, considerably more search and experimentation is required to find the best solution. The problem is harder to solve and so we say the problem is complex.
The rate at which system-level exploration declines as individuals adopt solutions from their colleagues is a function of the broader organizational network. Diversity declines at a much faster rate in organizational networks that allow shared solutions to spread rapidly from one recipient to the next (Lazer and Friedman 2007, pp. 678–683; Fang et al. 2010, p. 632). Thus, when individuals are solving a basic problem, organizational networks that allow for the rapid diffusion of knowledge are more beneficial. A “random” organizational network is an example of a network that facilitates rapid diffusion. The centralized network in March is another example. Basic problems benefit from more exploitation. However, when individuals are solving a more complex problem, organizational networks that slow the diffusion of knowledge are more beneficial. An example is a small world network (Watts and Strogatz 1998). A small world network contains a relatively large number of relationships inside each network community but relatively few connections between network communities. The structure of a small world network allows for rapid transmission within local network communities but limits the transfer of knowledge between communities. In a small world network, separate groups can focus on improving different solutions, allowing the organization to realize the benefits of exploitation and exploration.

In the research we have discussed thus far, the organizational network has either been fixed or mechanically determined. The individuals have little discretion in creating the organizational network. An emerging line of research considers mutual learning processes in more dynamic and endogenous networks (Schilling and Fang 2013; Clement and Puranam 2018; Songhori and García-Díaz 2018). Individuals are allowed to enter and exit network connections out of a desire to improve performance. Allowing network connections to be endogenous adds more “realism” to agent-based simulations. But when network connections are endogenous, a potential tradeoff between exploitation and exploration can re-emerge. When a network is endogenous and individuals have choice in developing relationships, one can imagine individuals will attempt to develop relationships they expect to improve their performance. If individuals can develop network connections with colleagues who currently have the “best” solutions and ideas, the network can become too myopic and undermine the network foundation for discovering new ideas and solutions. For example, if individuals working in a small-world network are allowed to develop relationships with superior performers, they could end up in a more random or even a more centralized network (Songhori and García-Díaz 2018). The change in the organizational network would improve current performance, but if the individuals are solving a complex problem, the increase in performance would come at the expense of the very network which allowed for the superior solutions to be identified.

The potential tradeoff has not been fully appreciated by scholars who study mutual learning in dynamic networks because while networks are allowed to change, the direction of change is often orthogonal to performance. For example, problem solvers could develop new network connections randomly (Schilling and Fang 2013). When the
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2 A related line of research also highlights the downside of rapid transmission, when individuals are not learning but simply exchanging knowledge and information (Cowan and Jonard 2004; Reagans and Zuckerman 2008). Networks that allow rapid transmission make it more likely that some individuals will accumulate whatever resources they need and stop trading, and when they stop trading, fewer people can accumulate all of the resources they need.
network formation process is influenced by performance expectations, the network formation process and performance are “loosely linked,” which allows for performance-oriented changes to the organizational network to occur more slowly, increasing the odds the changes will ultimately be beneficial (Clement and Puranam 2018, pp. 3885–3887).

While not their research focus, Anjos and Reagans (2013) illustrate the potential tradeoff between exploitation and exploration. Anjos and Reagans use a simulation to analyze how different commitment strategies affect individual learning and performance. Individual agents possess specific capabilities. Some of the capabilities are more compatible and produce higher levels of performance. The individuals enter and exit collaborations as they attempt to identify the best combinations of capabilities. When agents attempt to fully exploit what they know, they increase the odds of coordination failures, which reduces the number of realized partnerships and ultimately their ability to learn.

Allowing individual choices to affect network formation adds realism to agent-based simulations. But the narrow focus on individual choices is also unrealistic. Individuals’ choices and decisions are not made in a vacuum. Organizational features can influence what individuals decide to do. Considering the influence of individual choices in the context of an organization adds another layer of realism. For example, in Clement and Puranam, network choices are influenced by an individual’s performance expectations and the organization’s formal structure. In their framework, the formal structure influences individual choices and decisions, which in turn affects the network connections that develop. Our model is in this same spirit, although we focus on the importance of a different organizational feature. We model an organization which contains different projects. Our manager decides how much to invest in each project and our workers decide where to work. Those choices have important implications for network formation. Individuals who decide to work on the same projects are more likely to develop and maintain a relationship, which in turn affects what individuals learn and how well the firm performs.

The verbal model

We illustrate organizational learning with an agent-based simulation. The formal details of the model and simulation are discussed in the appendix. Currently, we describe the critical features of our framework. The organization contains one manager, a number of individual workers, and projects that vary in quality. The individuals work on different projects and economic value is created when the manager invests capital in high-quality projects and the individuals decide to work on those projects. Initially, the quality of the different projects is unknown. However, each project has an expert. The experts are informational seeds. The non-experts, which we refer to as individual workers, can learn a project’s economic quality by working on the project with the expert or by being connected to someone who has worked with the expert. Our organization is characterized by mutual learning. The manager learns the quality of the different projects through his or her interactions with individual workers and the manager uses what he or she learns to decide how to allocate financial capital. Workers decide where to work and when choosing between two projects, they are more likely to select the project receiving more capital. Therefore, the manager can direct the efforts
of the individual workers through his or her financial allocation decisions. We allow
the workers in our organization to vary in terms of how sensitive they are to differences
in capital. The individual workers are mobile but they vary in terms of how sensitive
they are to differences in budgets. When workers are less sensitive, they are less likely
to be mobile. Less sensitive workers are slow-movers. When workers are more sensitive
to differences in capital, they are more likely to be mobile and move between projects.
More sensitive workers are fast-movers.3

The manager and the individual workers in our organization develop beliefs about
the quality of the different projects and the beliefs they hold affect the choices they
make. The beliefs correspond to subjective probabilities about project quality, with a
probability for the project being high-quality and one minus that probability for project
quality being low-quality. Our agents hold subjective beliefs about all of the projects.
The beliefs represent stocks of knowledge which decay over time, unless replenished by
experience. While the beliefs are subjective, more accurate beliefs result in better
choices, which improve organizational performance. Accurate beliefs correspond to the
economic reality of the firm. We define information quality as the difference between
what individuals believe and the actual quality of the projects. Information quality im-
proves with experience but it also depends critically on the broader organizational net-
work. The economic quality of each project in our organization is subject to change
(Anjos and Reagans 2013, pp. 7–8). Thus, the individuals must be able to update their
beliefs as the environment changes. The network connections among members of the
organization become critical.

The network connections in our organization are a byproduct of goal-oriented behav-
ior. However, the individuals do not search for more productive interactions (Anjos
and Reagans 2013; Clement and Puranam 2018; Songhori and García-Díaz 2018). Indi-
viduals want to work on “better” projects and network connections emerge as a bypro-
duct of where individuals decide to work. We model network formation and decay as a
function of the amount of time individuals spend working together on a project. Time
spent working together is an organizational equivalent of physical proximity. Proximate
individuals have more opportunities to develop and maintain a network connection
(Small and Adler 2019). For example, Reagans and McEvily (2003, pp. 252–253) de-
scribe the positive effect working on the same projects can have on network formation
(Hasan and Koning 2020). In our organization, a network connection develops as two
individuals spend more time working together. When two individuals stop working to-
gether, their relationship is at risk for decay. Network connections are channels for in-
formation diffusion. In addition to their direct work experiences, the individual workers
can learn project quality from each other. The individuals share the beliefs they hold
about project quality, but it is important to emphasize that project quality is character-
ized by uncertainty. A project’s quality transitions from high to low, and from low to
high with some probability. The transitions create an environment characterized by
uncertainty.

3Individual worker’s knowledge (or knowledge stock) about a particular project starts to decay once they are
disconnected from the project expert. What they know about a project decays and becomes more obsolete
and imprecise when they are disconnected from the project expert. The decay rate is a parameter in our
model.
It is important to be clear about how the diffusion process works in our framework. Recall, the experts are our informational seeds. An individual must either work with an expert or be connected to someone who has worked with the expert to have some insight into a project’s quality. Our manager and individual workers update their beliefs as they interact and communicate with each other. When an individual is exposed to a range of beliefs about a specific project, he or she adopts the most extreme view, which could be his or her own view. The most extreme belief is closer to the truth. If the individuals in our organization were sharing quality signals which contained white noise, an individual would be better off taking a weighted average of the beliefs he or she hears. The weighted average would help cancel out white noise in the signal (Golub and Jackson 2010).

How the manager invests capital is the indicator of exploitation and exploration in our model. The manager operates between two allocation styles. At one extreme the manager “exploits” what he or she currently knows by investing in direct proportion to his or her expected level of project performance. With full exploitation, there is a one-to-one correspondence between expected quality and the amount of invested capital. At the other extreme, the manager “explores” the project space and invests capital in projects in an egalitarian fashion. With full exploration, there is no association between expected project performance the manager expects and how he or she allocates capital. Allocation decisions lying between the two extremes represent different combinations of exploitation and exploration.

Finally, it is important to emphasize that capital allocation is the only information channel from the manager to the individual workers. The interests between our manager and workers are compatible. Our manager wants to invest in high-quality projects and our workers want to work on projects with larger budgets. Thus, our workers have an incentive to help the manager identify high-quality projects and the manager has an incentive to invest more capital in those projects.

**Simulation results**

Figure 1 shows how our simulation unfolds over a path of 1000 rounds. The initial network is empty and the economic quality of each project is assigned randomly. Individual workers are randomly assigned to projects. The left panel in Fig. 1 shows how
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To filter out noise, we repeat the simulation 1000 times and report time-t averages.
performance improves relative to the starting point. Performance improves quickly and stabilizes after a small number of rounds. The improvement in performance is due to the fact that over time, ties form, allowing the manager to have relevant information when making capital-allocation decisions. Improvement in information is visible in the panel on the right. Information quality refers to the accuracy of the manager’s beliefs regarding project quality, measured as the distance between the manager’s beliefs and the truth. Once the effect of initial conditions dissipates, the organization operates in an environment with relatively good information. We want to emphasize that our long-run outcomes refer to an “uncertain” steady state, where the manager needs to keep learning the quality of the projects at every point in time because project quality is subject to change. In other words, the environment can always change, and so some degree of learning is always required. Our analysis of organizational dynamics starts after round 500.

The results from our simulation are illustrated in Fig. 2. The horizontal axis is our exploitation parameter. The parameter describes how the manager allocates capital, given his or her beliefs about the economic quality of the different projects. The parameter varies from 0 to 1. The extreme of 0 corresponds to full exploration, where an equal amount of capital is allocated across projects; the extreme of 1 corresponds to full exploitation, where only the currently most promising project, from the manager’s perspective, receives funding. The manager could decide to operate at one of the extremes, and the manager could also choose a capital allocation which is a combination of exploitation and exploration. Allocation amounts below .5 (50%) represent more exploration than exploitation, while amounts above 50% represent more exploitation than exploration. The vertical axis in the left panel is firm performance. Two lines are illustrated in the left panel of Fig. 2. For the dashed line, the individual workers are fast-movers. For the solid line, the individual workers are slow-movers. Recall that worker speed refers to how sensitive workers are to budgetary motives. A fast worker is easily lured into working on better-funded projects, even if the funding difference is small. A
slow worker tends to stay with his or her default assignment (invariant over time), and only looks to move to another project if capital allocations are significantly different. It is useful to start by contrasting the performance outcomes associated with either full exploration or full exploitation. With either fast- or slow-moving workers, full exploitation is more beneficial than full exploration. This is not surprising. The organization is better off when the manager allows what he or she knows to guide allocation decisions. Acting on beliefs, even if those beliefs are not completely accurate, is better than deciding randomly.

As exploitation increases from its minimum, we see a steady-rise in firm performance. Performance rises more quickly when workers are slow- versus fast-movers. When workers are slow-movers, there is a vertical shift down in performance, when the manager exploits 80% of the firm’s financial capital and explores with the remaining 20%. Above 80% exploitation, performance for slow- and fast-moving workers equalizes and remains equal. When the workers are fast-movers, the organization is better off when the manager fully exploits what he or she knows. But when the workers are slow-movers, the organization is better off when the manager exploits a large fraction of the firm’s financial capital and uses the remaining amount for exploration. The results in the bottom left panel describe how performance changes when workers in the organization move quickly or slowly and as exploitation varies. The surface plot illustrates the result we have already discussed but illustrate the full range of parameter values. In the lower right corner, we see combinations of mobility and exploitation that result in higher levels of performance.

The results in the right panel of Fig. 2 provide some insight into the performance outcomes we observe. It is no surprise information quality is high when exploration is at its maximum value. When the workers are slow-movers, information quality remains high as exploitation increases. There is a vertical shift down in information quality when the manager exploits more than 80% of the firm’s financial capital. The decline in information quality matches the decline in organizational performance. The decline in performance is a byproduct of the manager knowing less and allocating capital poorly. When the workers are fast-movers, as exploitation increases, we see an immediate drop in information quality. Information quality remains low as exploitation continues to increase. We do not see an uptick in performance when information quality is high for fast-moving workers. When workers are fast-movers, the manager must allocate a large proportion of financial capital to exploration before any information benefits are obtained. So much exploration is required to be informed; the manager is unable to capitalize on what he or she learns. When workers are fast-movers, even though there is a decline in information when the manager increases exploitation, we see a steady rise in performance. The rise is lower than the rise in the slow-worker condition. Information quality is lower in the fast-mover condition, but even in this condition, the firm is better off when the manager exploits what he or she knows, even if what the manager knows is of low quality. The manager is better informed when the workers are slow-movers, but even under this condition, the manager is only able to capitalize on what he or she knows, when he or she allows knowledge to guide 80% of the capital allocation decisions and explores with the remaining 20%. The results in the bottom right panel describe how information changes as mobility and exploitation vary. The information surface plot illustrates what we have already discussed but across the full range
of parameter values. In the lower right corner, we see combinations of mobility and exploitation that result in higher information quality. There are more combinations of worker mobility and exploitation that produce high-quality information, but some of those combinations do not allow the manager to utilize what he or she knows. So we do not see an improvement in performance.  

Robust networks

The results we have discussed make a critical assumption about the implication of interproject mobility on how members of the firm are connected to each other. For the previous set of results, interproject mobility has a negative effect on network connections. When two individuals stop working together on the same project, their network connection decays quickly. Network connections are fragile. One can imagine there are organizations where mobility will have less of a negative effect on existing connections. We allow network connections to decay more slowly. When network decay is slow, connections are more robust. Even if two individuals are no longer working on the same project, they can still maintain their network connection. When relationships are more robust, a different set of outcomes emerge.

The results are illustrated in Fig. 3. The performance results are in the left panel and the information results are in the right panel. When we focus on performance, again, exploitation is better than exploration. But while there are still differences in firm performance when the organization contains either fast or slow-moving workers, the advantage shifts to the fast-moving worker condition. Moreover, notice the difference in the average and maximum performance when relationships are fragile versus when they are robust. When network connections are robust, the maximum and the average level of performance are higher. As exploitation increases, we see a steady rise in performance in both the fast- and slow-moving worker conditions. Initially, the increase is higher in the fast-moving condition. At 80% exploitation, we see a positive vertical shift in the slow-moving worker condition. After the shift, performance levels remain the same across the two worker conditions. The information graph tells the story. When relationships are robust and the workers are slow-moving, information quality is low with full exploration. Workers do not react to the differences in capital allocation and so the manager does not learn. The manager does not begin to learn until he or she allocates 80% or more of the firm’s capital to “high-quality” projects. The more unequal allocation of resources leads to more interproject mobility and more learning. When workers are fast-moving, they are more sensitive to differences in capital allocation and begin to shift projects with small differences in budgets. Information quality increases dramatically with a small increase in exploitation and remains high as exploitation continues to increase. When network connections are robust, it is better for the manager to fully exploit what he or she knows. This is true, independent of the kind of workers

5Perhaps it is useful at this point to compare our baseline results to March’s findings. Recall March found firm performance (learning in his case) was high when the manager was a fast learner, and the individual workers were slow learners. The slow-learners in March’s organization were more autonomous and instead of being influenced by the manager’s choices, focused on whatever solution they were developing. The greater autonomy resulted in greater solution space coverage. The dynamics are not the same but the slow-moving workers in our organization accomplish something similar to the slow learning workers in March’s framework. Project quality can change. When workers move slowly, the manager and other workers can potentially hear when a project’s quality changes. This of course depends on whether there is a network in place to allow for the important information to be communicated to the manager and individual workers in the firm.
in the organization. This fact is more transparent in the surface plots for performance and information, when network connections are robust. The plots are illustrated in the lower panels for Fig. 3. For every value of worker mobility, we see an increase in performance as exploitation increases. The same pattern holds for information, but the increase is from low to high. When worker sensitivity is high (high mobility), there is an immediate positive vertical shift from low to high information quality. As worker sensitivity declines, the positive shift occurs at higher levels of exploitation. This makes sense. The improvement in information results from workers moving across projects. Workers who are less sensitive need more unequal distributions in capital, which is what exploitation is, before they are willing to move.

**Variation in network decay**

Figure 4 shows what happens to performance and information if instead of fixing network decay at illustrative values, we allow network decay to vary from 0 (robust
connections) to 1 (fragile connections). Exploitation is set at 80% in all cases. The dashed line is for slow-moving workers and the solid line is for fast-moving workers. The results are quite different depending on how quickly workers move. When workers move slowly, the rate at which network connections decay is irrelevant. Since workers are relatively immobile, network connections remain organized around the projects. For fast-moving workers, variation in network decay matters a great deal. With fast-moving workers, as the network decay rate increases, there is a steady decline in performance. The most dramatic shift occurs with the initial increase in network decay. The results for information quality mirror our performance outcomes. Overall, we see network connections need to be robust enough that the movements between projects allow for individuals to maintain old ties while new ones develop. When this is the case, each worker is likely to be connected directly or indirectly to a large number of projects, and if the manager simply chats with a single worker, the interaction would be highly informative.

**Interproject mobility**

If network decay is a key contingency, interproject mobility is a key explanatory variable. The rate of network decay shapes how interproject mobility affects the network formation process, which influences information quality and ultimately performance. In this section, we illustrate how. There are two panels in Fig. 5. In the right panel,
network connections are fragile; in the left, network connections are robust. In the top and middle rows of both panels are indicators of the organizational network. In the top row is the number of network connections between individual workers. In the middle row, we highlight a special kind of network connection. We show the number of connections between individual workers and experts. The experts are the informational seeds in our analysis and each project has one expert (recall, these workers are assumed to never move). As the number of connections with the experts decline, it is harder for the individual workers to discover the quality of different projects. In the bottom row of each panel is interproject mobility. The variable shows the number of workers who switch projects as exploitation increases. Worker sensitivity is at .05 in both panels.

As the manager shifts from exploration to exploitation, we see little change in the number of switchers. In both panels, individuals stay put until exploitation reaches 80%. At 80%, we see a vertical shift in interproject mobility. While changes in exploitation have the same effect on interproject mobility, mobility has one effect on network connections when ties are fragile and another effect when connections are robust. When network connections are fragile, interproject mobility has a negative effect on the number of connections between individual workers and experts, and also on the number of ties between individual workers. When network connections are robust, interproject mobility has a positive effect on the number of relationships between individual workers and experts, and on the number of ties between the individual workers. When network connections are robust, individuals are able to maintain existing ties and develop new connection when they change projects.

The network connections aggregate to define the broader organizational network. Below 80% exploitation, there is little interproject mobility, and network clusters develop around the projects, as individuals who work on the same project develop relationships with each other. Under both the fragile and robust network connections, the organizational network is composed of network communities and the manager is the bridge between the communities. The organizational network approximates a small world network. The manager can accumulate a considerable amount of information by simply speaking to one individual worker from each network cluster. When network connections are fragile, at levels of exploitation above 80%, we see a dramatic decline in the number of network connections. There is a shift from a small world network to an organizational network that is sparse and disconnected. When network connections are robust, at exploitation levels above 80%, we see a dramatic increase in the number network connections. Since ties decay slowly, as the number of network connections grows, the organizational network goes from a small world to a densely connected network.

The simulation results illustrate the concern which motivated our research project but with an important caveat. We worried that when individuals were goal-oriented, their choices and decisions could have a negative effect on the broader organizational network, potentially creating a tradeoff between exploitation and the ideal network. We were partially correct, and the key contingency is the rate at which existing network connections decay. When network decay is slow, goal-seeking behavior has a positive effect on network formation and ultimately performance. As network decay increases, a tradeoff emerges. The exploitation of knowledge undermines the very network which allowed for the information to be obtained. When network connections are fragile, organizational performance requires a balance between exploitation and exploration.
So far, we have focused on the long run implications of our manager’s choices. There is value in examining a specific learning sequence. There are two panels of results in Fig. 6, one when network connections are fragile and another when they are robust. To illustrate the implications of a change in exploitation, we show a manager who exploits 70% of the firm’s capital, but on round 500 decides to exploit more than 80% of the firm’s capital. A 10-point change in exploitation seems like a small experiment. After the decision, we see a decline in information quality and we also see a corresponding decline in organizational performance. In Fig. 7, we also show how the organizational network reacts to the change. The network goes from being a small world network to a sparse network. When network connections are fragile, the decision to exploit information comes at the expense of the organizational network which allows for superior decisions to be made. The decision to exploit more information results in a vicious cycle, which undermines learning and performance. Current improvements in performance come at the expense of future performance. When network connections are robust, the decision to increase from 70 to 80% exploitation is beneficial. We see an increase in information quality and performance. The organizational network shifts from a small world network to a densely connected network. When ties are robust, the decision to exploit more information creates a virtuous cycle, improving current performance and setting in motion a sequence of events which lead to superior performance in the future.

The manager’s network

Our simulation results have illustrated the value of a manager exploiting what he or she knows when network connections are robust and finding a balance between exploitation and exploration when network connections are fragile. We have focused on the network between non-managers. The manager’s network has been held small and constant. The network is kept small to illustrate the value relationships between
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workers can create. This is not to suggest the manager could not benefit from communicating with more workers. The value of the manager communicating with more workers is especially evident when the organization is large.

Figure 8 illustrates how firm performance and information varies as the manager interacts with a larger fraction of the organization. There are two lines in the figure. The one depicted in blue has the same size as the organizations depicted in previous figures.
In contrast, the dashed lines represent a much larger organization (100 workers). The important features of the organization remain the same, equal number of projects, experts, and the same overall amount of financial capital. Performance and information both increase as the manager interacts with a larger fraction of the firm. Performance increases faster than information. The results indicate that information is more valuable in the larger organization. In the larger organization, the returns to the same amount of information are much higher. For example, when the manager communicates with 10% of the firm, there is a 20% improvement in information quality, but there is approximately a 200% increase in performance. The point is more transparent in the bottom panel, where we show the association between information and performance for the large and small organization. A better-informed manager makes financial capital allocation decisions that lead to more effective matching of workers and projects. More effective matching pays off more in the larger organization because there are more resources to match. This is a somewhat obvious point but emphasizes the kind of scale economies an informed manager can create. We make this point because the same is true for dynamics that produce a better organizational network.

Learning to balance

The manager we are analyzing actually faces multiple learning challenges. The first challenge is to identify high-quality projects. Our manager uses his or her interactions with individuals to develop more accurate beliefs about project quality. The more workers are informed and the more interactions the manager has with the workers, the more accurate are the manager’s beliefs. More accurate beliefs equal higher quality information, and with everything else constant, higher quality information improves performance.

The second learning challenge is that the manager needs to realize that there exists an optimal exploration-exploitation balance, which is contingent on the organizational context, in particular network fragility. In other words, the manager needs to be aware that trade-offs between exploration and exploitation exist: exploit too much and, at least in some contexts (fragile relationships), you end up undermining the network that is the foundation for being informed about project quality to begin with.

Even if our manager is able to learn project quality and understands the potential for the exploitation-network tradeoff, the manager must find the optimal balance between exploration and exploitation in his or her specific context. We focus on how our manager can learn how to address these challenges. We assume our manager attempts to learn by experimenting with different levels of exploitation.

The more difficult task appears to be learning the appropriate amount of exploitation when network connections are fragile. We consider two ways the manager could attempt to learn. The manager could experiment with exploitation and focus on how changes in exploitation affect performance, or the manager could focus on how changes in exploitation affect information. It turns out that it is easier for a manager to learn from experimenting with exploitation, if he or she focuses on information instead of performance.

Consider Fig. 6, where our manager experiments at round 500 with an increase from 70 to 80% exploitation. Focus on the left panel, the fragile network condition. The
increase from 70 to 80 crosses a critical threshold, which leads to too much interproject mobility, ultimately undermining the network foundation for managerial information about project quality. The question is, could our manager quickly learn the increase was a mistake, by observing the change in performance? The answer is no, and the reason is illustrated in the left panel of Fig. 9. Short-run performance is too noisy, the standard deviation being orders of magnitude of the mean.

To make the point clear, let us compute a rough estimate of how many rounds it would take the manager to learn that the increase in exploitation was a mistake. Average performance drops by about 0.25, and the standard deviation of performance is about 1.1 if we take the average standard deviation before and after the change. For simplicity and ease of exposition, let us assume this is the standard deviation the manager will work with when attempting to statistically assess whether performance changes were significantly different from zero. The number of rounds that would be required for a $t$ test of 2 would be the one that produces a standard error of 0.125 ($0.25/2$). With a standard deviation of 1.1, this is about 70 rounds:

$$1.1/\sqrt{70} \approx 0.125$$

If 70 rounds is too large or too small depends on the time scale one has in mind. With no specific time scale in mind, we ask if there is a better way to learn. Let us now switch to analyzing what happens to information quality, i.e., the accuracy of our manager’s beliefs. Assume the manager has a way to compare his or her beliefs with the truth from previous rounds. If we do the same exercise we did with performance, the change in mean managerial information at round 500 is about 0.08 ($0.62-0.54$) (right panel of Fig. 9, blue line). The standard deviation is about 0.075, again averaging across before and after the change. This means that in order to get a standard error of about 0.04 ($0.08/2$), you need only about 3 rounds:

$$0.075/\sqrt{3} \approx 0.04$$

This stands in stark contrast with the 70 rounds that it takes for the manager to learn about performance. The key implication is that for a manager who wants to learn about the optimal level of exploitation, the task is much more easily done by looking for differences in information quality. This assumes that the manager is able to know, even if

---

**Fig. 9** The figure plots round-level means and standard deviations for performance (left panel) and information (right panel). The exploration-exploitation balance is set at 0.7 before round 500 and at 0.8 afterwards.
only later on, if her beliefs about a particular project were right or not (otherwise she would not be able to compute the accuracy variable plotted in the figure); but at least in some settings, we believe this is a plausible assumption. We have focused on learning in the fragile network condition because it represents a more difficult learning environment. Our manager could use the same approach to learn the optimal amount of exploitation in the robust network condition. Our previous analysis shows that if the manager starts with a focus on information, he or she should be able to use selective trial and error experimentation to distinguish similar levels of information and to eventually discover the appropriate amount of exploitation.

Summary and discussion

Our research was motivated by a basic observation. Would individual choices undermine the benefits learning in an organizational network can create? Prior research on mutual learning in an organizational network has emphasized the importance of a balance between fast and slow learning processes. For March, the contrast was between a manager and individual workers. Superior outcomes were obtained when the manager was a fast learner and the workers were slow learners. In more recent work, everyone learns at the same rate, and the balance occurs between the kind of problem individuals are solving and the rate at which knowledge and information spreads among them. Some networks allow knowledge and information to spread quickly while other networks allow for knowledge and information to spread more slowly. When individuals are solving a basic problem, there is no need for balance. Learning is a walk uphill and an organizational network that allows for fast transmission increases the speed of the walk. When individuals are solving a complex problem, superior outcomes are obtained in an organizational network that allows for some knowledge transfer but also places limits. Superior learning occurs when there are buffers between different parts of the organization, with fast learning within but slow learning between the different parts. An example of an ideal network is a small world network. More recent research has allowed for networks to be endogenous. While we see significant merit in this line of research, we worry it has neglected the potential for a bad outcome to be obtained. With choice, it is possible individuals could move out of networks which allowed for the superior learning outcomes to be obtained. The point is if individuals are goal-oriented, the choices they make could result in them selecting out of a network which enhances learning and into a network which undermines learning.

Our simulation results illustrate that there is in fact a potential for the tradeoff we imagined. But we are only partially correct. The key contingency is network fragility. When network connections are robust, we did not find a tradeoff between exploitation and the organizational network. Indeed, we found a virtuous cycle. Exploitation leads to the formation of a dense network, improving the quality of the information available to the manager, leading to better quality decisions and higher organizational performance. When network connections were fragile, exploitation produced a sparse disconnected network, reducing information quality, and ultimately performance. When network connections were fragile, a manager had to find the right balance of exploitation and exploration. The manager must find a balance which limits the rate at which workers move from one project to the next, allowing the manager to exploit some of what he or she knows, without undermining the very network which allows for useful
information to be obtained. Our results also illustrate an important dynamic between exploitation and exploration at two levels of analysis. When network connections are robust, our manager can fully exploit what he or she knows. When the manager exploits what he or she knows, the decision encourages our workers to leave their current projects and move to different projects. Exploitation by our manager leads to exploration by our individual workers.

Our simulation results have important implications for scholars with an interest in mutual learning in networks. Our findings illustrate when allowing for an endogenous network process can become problematic. Note, however, we are not suggesting that scholars should follow our approach. We have focused on network formation as a byproduct of purposive action. In our framework, network connections emerge and decay as a byproduct of individuals attempting to find better places to work in our organization. The individuals are not looking for better network connections. Anjos and Reagans (2013, p. 12) have shown the potential for a tradeoff between exploitation and exploration when individuals are looking for better network connections. In their framework, the extent of the tradeoff depends on if individuals act on what they know quickly or at a more moderate pace. We see significant merit in frameworks and models that allow for goal-oriented individuals to influence network formation, learning and ultimately performance (Clement and Puranam 2018; Songhori and García-Díaz 2018).

Our simulations also have implications for scholars with an interest in organizational learning defined more broadly. To illustrate how, we conclude with a brief discussion of the Carnegie School, which has heavily influenced organizational learning research. The Carnegie School was characterized by two alternative views of the organization. In the view articulated by March and Simon (1958), an organization could be designed to achieve a specific goal. March and Simon highlighted the importance of developing organizational routines (standard operating procedures) that “bounded” the individual decision-making process, aligning the outcomes of those decisions with the broader organizational (or subunit) goal and objective. Organizational learning was achieved as individuals become more efficient and effective decision-makers. Cyert and March (1963) articulated an alternative view of the organization. In their view, the organization was a political machine. Instead of one goal, there were many goals in an organization, often in conflict with each other. The organization was a political coalition that was characterized by a decision-making process that allowed individuals with conflicting goals and objectives to discover which activities were worth pursuing. The goal was not fixed. It was endogenous. Slack resources were a critical part of the process.

With hindsight, one could say that one view focused on how an organization could exploit what it knew, while the other view focused on an organization designed to explore and discover new activities. Our model combines elements of both views. The individuals in our organization are characterized by bounded rationality. They are goal maximizers but they use simple heuristics to maximize their goals. Our manager follows a very simple decision-making heuristic. Our workers use a basic heuristic for deciding where to work. While we have focused on exploitation and exploration in our discussion, we measure exploitation with an indicator of financial slack (Rajan et al. 2000). Our model provides a point of integration between the two views of organizational learning from the Carnegie School. Our manager decides how much of
the firm’s capital should be exploited and how much should be used as slack. The decision sets in motion a chain of events which affect network formation, learning, and ultimately performance. In the right context, our boundedly rational decision makers could discover and re-discover which projects were worthwhile. They could exploit what they knew, while continuing to search for more attractive opportunities.

Appendix: The formal model
The objective of this section is twofold. First to offer a formal detailed description of the model, in order to be as transparent as possible about our assumptions. Second, to discuss these assumptions in light of our main results. Before jumping into the description, it is useful to group the parameters that govern our simulations into two categories: fundamental and auxiliary. Fundamental parameters are those that are critical for our arguments, for example the parameters that describe exploitation and worker mobility. Auxiliary parameters are those which we believe we should be explicit about, not only to keep the model more general, which is useful for subsequent research; but also because it facilitates presentation. This categorization of parameters notwithstanding, some auxiliary parameters are actually critical for our results, however discussing this in the main text would unnecessarily complicate our discussion. Such discussion is therefore one of the purposes of this section, and it will help further delineate our scope conditions.

The Organization, its actors, and the performance function
In our agent-based model there are \( M \) projects, indexed by \( m \); and \( N \) workers, indexed by \( i \), each having a default assignment; and one manager who controls how financial capital is allocated. All projects are symmetric, in the sense that a similar number of workers are assigned to each project initially; and the statistical properties of project quality are the same for all \( m \). As described in the main text, most of our analyses refer to an organization where \( N=25 \) and \( M=5 \).

Total performance: The total performance of our organization at each point in time, denoted as \( Q_t \), is the sum of project-level performances, \( Q_t = \sum_m q_{m,t} \), where \( q_{m,t} \) equals the performance of project \( m \) at time \( t \):

\[
q_{m,t} = k_{m,t} \times v_{m,t} \times \left[ 1 + \phi \times \sum_{i=1}^{N} a(i,m) \right]
\]

\( k_{m,t} \) is the amount of capital the manager invests in project \( m \) for time period \( t \). The investment decision is made at the end of time period \( t-1 \). Our manager has a fixed budget, which we set equal to 1,\(^6\) and invests the full amount of capital; so \( \sum_m k_{m,t} = 1 \).

\( v_{m,t} \) refers to the quality of project \( m \) at time period \( t \). In our organization, at any point in time \( t \), the quality of project \( m \) can take on one of two values, a low value \( v_L \) or a high value \( v_H \). To capture the idea of investment under uncertainty, we allow the quality of project \( m \) to change. The probability of project \( m \) remaining at the same level of quality during the time interval \( t-1 \) and \( t \) is given by \( \gamma_v \in [0.5,1] \). All of our projects

\(^6\)Our results are however independent of the total size of the budget, given the linearity of the performance equation in capital allocations.
are parameterized in the same way and the changes in their quality are statistically independent from one another. Technically, project quality follows a two-state Markov chain (for a similar model, see Anjos and Reagans 2013). To illustrate how this process works, consider a simple example where the organization has two projects and $\gamma_v = 0.7$. Further assume that at time $t$ both projects are in the high-economic-potential regime, meaning $v_{1,t} = v_{2,t} = v_H$. Then in time period $t+1$ both projects remain in the same regime with probability $0.7^2$; both projects become low-potential with probability $0.3^2$; and only one of the projects changes potential with probability $1 - 0.7^2 - 0.3^2 = 0.42$.

The closer $\gamma_v$ is to 1, the more stable a project’s quality. In our examples we always employ a calibration where $\gamma_v = 0.7$, but our results would go through as long as $\gamma_v$ is distant enough from both 0.5 and 1. If $\gamma_v$ is too close to 1, there is no uncertainty and learning is trivial (done after a few rounds); on the other hand if $\gamma_v$ is too close to 0.5 there is too much uncertainty and knowledge becomes stale so quickly that it is hard for the manager to use it in a timely and useful way.

In our calibration we set $v_L = -1$ and $v_H = 1$. This means that without any information, the long-run average performance of the organization would be 0 (see equation (1) and set the average $v_{m,t}$ at 0). This is mostly a useful normalization, although the wedge between $v_L$ and $v_H$ does affect results. In particular this wedge influences both the volatility that the organization is exposed to, as well as the returns to information (consider the extreme case where $v_L = v_H$ then there is no need to learn).

Finally, the last term in equation (1) captures labor’s contribution to performance. The term $a(i,m)$ is an indicator function taking the value of 1 if worker $i$ is working in project $m$ (and 0 otherwise), and $\phi$ scales the contribution of labor to performance. In our calibration we set this parameter to 0.1, however our results obtain for a range of values. The role played by $\phi$ is as follows. As $\phi$ becomes close to zero, the only channel through which worker movements affect performance is through learning. In this extreme case, worker movement has no direct impact on performance, yet it still affects whether and how networks form. As $\phi$ increases, then worker movements also impact performance directly; the more workers a project has, the higher its performance, as shown in equation (1). Moreover, if the manager is well-informed and frequently allocates much financial capital to high-quality projects, then labor amplifies the performance returns to managerial knowledge via workers flocking precisely to these projects. In other words, a better informed manager also fosters a better matching of workers and projects.

Manager beliefs and capital allocation: At the beginning of every time period $t$, the manager holds the belief $b_{m,t}$ about the quality of project $m$. This belief is the subjective probability that project $m$ has high quality. As the manager gathers information, the subjective belief is updated. We describe this process in greater detail in the Information Environment section below. Currently, we are concerned with how the manager’s subjective belief about a project’s quality translates into an amount of allocated capital. Our manager uses a simple heuristic:

---

7 The likelihood that a project changes from low to high is governed by the same parameter, which immediately implies that the unconditional (or long-run) probability of either state is 1/2.
\[ k_{m,t} = \begin{cases} 
(1 - \sigma_{\text{fin}}) \times \frac{1}{M} & \text{if } b_{m,t} \neq \max_j \{b_{j,t}\} \\
1 - (M-1) \times (1 - \sigma_{\text{fin}}) \times \frac{1}{M} & \text{if } b_{m,t} = \max_j \{b_{j,t}\} 
\end{cases} \quad (2) \]

where parameter \( \sigma_{\text{fin}} \in [0, 1] \) captures the manager’s tendency to exploit what he or she knows, which we interpret as a stable feature of the organization. The project with the maximum subjective belief is always allocated the most financial capital. How much more than the remaining projects depends on \( \sigma_{\text{fin}} \). If \( \sigma_{\text{fin}} \) is 1, there is a “tight” link between allocated resources and quality. This approach corresponds to an exploitation strategy, where the manager maximizes the immediate payoff of his or her current knowledge. If \( \sigma_{\text{fin}} \) is 0, capital is allocated across projects equally, independent of quality. This approach corresponds to complete exploration.

Worker mobility and network formation

Worker mobility: We assume that there is one expert per project, and experts always remain in their default assignment. In contrast, individual workers can move from their default project to one they prefer more. In particular, the individual workers in our organization prefer to work on projects which have been allocated a larger amount of capital. The allocated amounts of capital are common knowledge in our organization. The details of our modeling in this regard are as follows. The worker starts in his or her default assignment and decides if he or she would prefer to work on a different project. Specifically, at every time period \( t \) each worker is presented with an alternative project assignment (randomly drawn from the other \( M-1 \) projects); and in case the budget of the default assignment is smaller than \( \sigma_{\text{lab}} \) times the budget of the alternative assignment, then the worker switches (for that time period). Parameter \( \sigma_{\text{lab}} \in [0, 1] \) therefore measures how strongly workers prefer to work on projects with more funding. If \( \sigma_{\text{lab}} = 0 \), budget-size motives are completely turned off (slowest possible labor), if \( \sigma_{\text{lab}} = 1 \) then the smallest difference in budget will make the focal worker switch projects (fastest possible labor).

Network formation and decay: We model network formation and decay as a function of the amount of time individuals spend working on the same projects. Reagans and McEvily (2003, pp. 252–253) describe the positive effect working on the same projects can have on network formation. Time spent working together is an organizational equivalent of physical proximity. Proximate individuals have more opportunities to develop and maintain a network connection. Our network connections form and decay as time spent working together changes. At the beginning of time period \( t \), if two individuals were connected at \( t-1 \) and continue to work on the same project, their network connection is maintained. If two individuals were not connected at \( t-1 \), but are working on the same project at time period \( t \), a tie will form between the two individuals with probability \( \alpha \times \text{overlap} \), where “overlap” measures the number of consecutive time periods the workers have been together on the same project.\(^8\) For example, suppose \( \alpha = 0.2 \) and two workers who join the same assignment are disconnected. After the first time period, there is a 20% probability a network connection will develop between them. If the tie is not formed at the end of the first time period together, then there is

\(^8\)In rigor, the likelihood of the tie forming is \( \min\{1, \alpha \times \text{overlap}\} \), since probabilities need to lie in the unit interval.
a 40% probability a network connection will develop at the end of the second time period, and so on. In our calibration we set $\alpha = 0.01$. This parameter naturally plays an important role in the model. If $\alpha$ is too close to 1, then ties form immediately and in a sense it does not matter much how workers move; a minimal amount of overlap makes the learning network emerge. On the other hand, if $\alpha$ is too close to zero, then the social network is always poor (the initial network is completely disconnected).

If two individuals who were connected at $t-1$ are no longer working on the same project at time period $t$, their network connection will decay with hazard rate $\sigma_{\text{net}}$. This is the parameter which in the main text we referred to as network fragility, since a higher $\sigma_{\text{net}}$ makes network connections more responsive to worker movement.

**The information environment**

Learning: The mechanisms through which information is disseminated and eventually affects managerial allocations are summarized as follows.

At the beginning of every time period, the manager gathers information from a worker $i$ about project $m$ with probability $\lambda$. In our main calibration this parameter is set to 0.05. For the results to be interesting, $\lambda$ cannot be too close to zero (no managerial knowledge possible); neither too close to 1 (all managerial knowledge is obtained directly from experts, and there is no role for the social network).

We assume that both experts and generalist workers truthfully convey their beliefs to the manager. Given a set of worker beliefs, the manager adopts the most informative belief, which in our case is the most extreme belief. This amounts to rational decision-making in our case.

At every time period, both experts and individual workers also collect their contacts’ opinions about all projects; and adopt the most informative beliefs about a project (potentially their own). If an actor does not obtain new relevant information about project $m$ at a given round, his or her beliefs about its quality mean-revert in accordance with the true stochastic process governing $v_{m,t}$ (assumed to be common knowledge in the organization).

Belief dynamics: Let us denote by $b_{i,m,t}$ the subjective probability that actor $i$ (expert or individual worker) assigns to project $m$ being high-potential (i.e., that $v_{m,t} = v_H$). Our mechanism of information transmission is as follows:

1. Experts are always informed about the true $v_{m,t}$ of their own project. This is the informational seed.
2. Given the social network at time period $t$, every actor communicates his or her existing beliefs $b_{i,m,t}$ to all his or her contacts. This is done before updating beliefs with others’ opinions. A way to conceive of the mechanism is that everyone first writes and sends out all “recommendation letters”; and everyone opens recommendation letters only at the end. In this way, there is no need to specify the timeline of communication.
3. Given a set of beliefs received by $i$ from his or her contacts, $i$ adopts the one that is the most extreme, i.e., farthest away from $1/2$ (the unconditional probability that a project is high-potential). This makes sense in our setting where beliefs are taken to be rational; one can think about extreme beliefs intuitively as the beliefs of those actors who have seen the true state more recently.
4. If no information is transmitted during time period $t$, then beliefs evolve according to the following law of motion:

$$b_{i,m,t} = \delta b_{i,m,t-1} + (1 - \delta) \frac{1}{2}$$  (3)

where

$$\delta = 2\gamma_v - 1.$$  (4)

$\delta$ gages how much weight actor $i$ places on past information vs. simply taking an agnostic/unconditional view (probability of 1/2). Note that equation (3) implies that as time goes by the subjective beliefs held by $i$ about $m$ converge gradually to 1/2 (assuming no information is observed in the meantime). A “rational” (or Bayesian) actor would want to update beliefs according to (3), since that is consistent with our probabilistic assumptions: Without the arrival of new information, it needs to be the case that

$$\Pr\{v_{m,t} = v_H\} = \Pr\{v_{m,t-1} = v_H\} \gamma_v + (1 - \Pr\{v_{m,t-1} = v_H\}) (1 - \gamma_v) =
\begin{align*}
\text{remains high} & \quad \Pr\{v_{m,t-1} = v_H\} (2\gamma_v - 1) + (1 - \gamma_v) \\
\text{becomes high} & \quad = \delta
\end{align*}$$

Our assumptions regarding belief dynamics, albeit in the spirit of the rational actor framework, were not dictated by a strict adherence thereto. Instead, we adopted a very simplistic assumption regarding how individuals construct stocks of subjective knowledge; and this simplistic assumption facilitates our analysis. In further work it would certainly be interesting and relevant to understand how the various organizational dynamics interact with alternative mechanisms of belief formation, with potential implications for learning and performance outcomes.
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