Quantum Hypothesis Testing for Fundamental Physics
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Quantum Hypothesis Testing has shown the advantages that quantum resources can offer in the discrimination of competing hypothesis. Here, we apply this framework to optomechanical systems and fundamental physics questions. In particular, we focus on an optomechanical system composed of two cavities employed to perform quantum channel discrimination. We show that input squeezed optical noise, and feasible measurement schemes on the output cavity modes, allow to obtain an advantage with respect to any comparable classical schemes. We apply these results to the discrimination of models of spontaneous collapse of the wavefunction, highlighting the possibilities offered by this scheme for fundamental physics searches.

I. INTRODUCTION

Hypothesis testing is an hallmark of any statistical inference toolkit, allowing to discern between the outcomes resulting from the occurrence (or lack thereof) of unknown stochastic processes whose events occur with a set of a priori probabilities. Quantum hypothesis testing (QHT), initially introduced for state discrimination tasks [1,2], has been applied to channel discrimination and dynamics and its technological potentials in fields like quantum sensing and data read-out are under active investigation [3–9]. The characteristic of QHT protocols is that they allow to gain an advantage, in terms of lower error probabilities and in certain parameters range, over any classical HT strategy by exploiting quantum resources (like entangled squeezed light).

With the advent of the second quantum revolution, quantum technologies manipulating individual quantum systems and employing exquisitely quantum resources to perform tasks are becoming a reality. Crucially, this has also renewed the interest for fundamental investigations of some of the foundational puzzles of quantum theory. Among them, the quantum-to-classical (QtC) transition – i.e., the process through which the classical world we experience in our daily life emerges from quantum mechanical building blocks [10] – plays a prominent role. Indeed, getting a grasp of the mechanisms governing the QtC could potentially settle some of the interpretational hurdles of quantum mechanics and possibly determine the ultimate limits of validity (if any) of quantum theory itself.

Collapse models [11] are one of the most prominent attempts at modifying quantum theory by promoting the collapse of the wavefunction to a physical process embedded in the laws of dynamics by a stochastic modification of the Schrödinger equation. In these models, microscopic systems evolves essentially undisturbed by the stochastic collapse, recovering all the predictions of quantum mechanics, while macroscopic objects are subject to a strong localization in position space essentially ruling out Schrödinger’s cat–like superpositions. One of the most studied collapse models is the so called Continuous Spontaneous Localization model (CSL) [12], whose phenomenology has received considerable attention in the last few years [11,13–17]. In light of this fact, and due to the simplicity of the model, in this work we will focus on CSL. It is important to note that, while CSL postulates a stochastic modification of the Schrödinger equation, at the phenomenological level the effect of the model is captured entirely by a dissipative term appearing in the master equation describing close quantum systems dynamics. It is thus clear that, in realistic situations the omnipresence of the environment, and thus the open character of the dynamics, requires sophisticated estimation and inference techniques to discriminate the presence or lack thereof of the CSL mechanism.

Since collapse models recover all the predictions of quantum mechanics for microscoscopic systems, it is clear that tests able to constrain the parameter space of such models should employ mesoscopic quantum systems. However, creating large spatial superposition of mesoscopic objects is inherently challenging and the subject of intense investigation [18–21]. Fortunately, collapse models can also be probed via non-interferometric techniques [22–25] which do not require the creation and verification of large superpositions. This is exactly the case we explore in this work where the CSL affect the mesoscopic mechanical oscillator in an optomechanical set-up. It is well known that in this situation, the effect of the CSL can be interpreted as an extra mechanical dumping source or, alternatively, as an increased equilibrium temperature of the oscillator.

We thus face the challenge of discriminating between two quantum channels, encoding the presence or lack of CSL, characterizing the dynamics of the mechanical mode. QHT is particularly apt to this task and we set to show that quantum resources can be used to overcome any comparable classical strategy. Furthermore, we propose in the following a specific measurement strategy to preform the hypothesis testing based on realistic parameters for the optomechanical systems. In this way, we do not aim to establish the ultimate advantages that a QHT strategy can allow – which could result in a hardly fea-
The system reads as

$$\hat{H} = \sum_{i=1,2} \left[ \delta \hbar \hat{a}_i \hat{a}_i^\dagger + i \hbar (\hat{a}_i - \hat{a}_i^\dagger) \right]$$

$$+ \left( \frac{\hat{p}^2}{2m} + \frac{\omega_m^2}{2} \hat{q}^2 \right) - \hbar \chi \hat{a}_1 \hat{a}_1 \hat{q}$$

where $\delta = \omega_C - \omega_L$ is the cavity-pump detuning, $\omega_m$ is the frequency of the mechanical oscillator, $\chi = \omega_C / L$ is the radiation-pressure coupling constant and $\epsilon = \sqrt{2kP / \hbar \omega_C}$ is the amplitude of the laser field which we treat as classical from now on.

When the pumping field is intense enough, as we assume in the following, the description of the dynamics simplifies enormously since we can linearise both the cavity and mechanical modes around their respective steady-state. We thus consider the dynamics of the sole zero-mean quadratures fluctuations that we order in the vector

$$\hat{r} = \begin{pmatrix} \hat{Q}, \hat{P}, \hat{X}_1, \hat{Y}_1, \hat{X}_2, \hat{Y}_2 \end{pmatrix}^\top.$$  (2)

Here, the first two elements are the dimensionless quadratures for the mechanical mode

$$\hat{Q} = \sqrt{\frac{\omega_m}{\hbar}} \hat{q}, \quad \hat{P} = \frac{1}{\sqrt{\hbar \omega_m}} \hat{p}$$

(3)

with $[\hat{Q}, \hat{P}] = i$. The remaining components of the vector represent the optical quadratures

$$\hat{X}_j = \frac{\hat{a}_j^\dagger + \hat{a}_j}{\sqrt{2}}, \quad \hat{Y}_j = i \frac{\hat{a}_j^\dagger - \hat{a}_j}{\sqrt{2}} \quad \text{(with } i = 1, 2),$$

(4)

for the two intra-cavity field modes.

The quadrature vector evolves in time according to the Langevin equations in the input-output formalism

$$\dot{\hat{r}} = A \hat{r} + \hat{n}.$$  (5)

where the $6 \times 6$ drift matrix $A$ is given by

$$A = \begin{pmatrix}
0 & \omega_m & 0 & 0 & 0 & 0 \\
-\omega_m & -\gamma_m & \sqrt{2} \alpha g & 0 & 0 & 0 \\
0 & 0 & -\kappa & \delta & 0 & 0 \\
\sqrt{2} \alpha g & 0 & -\delta & -\kappa & 0 & 0 \\
0 & 0 & 0 & 0 & -\kappa & \delta \\
0 & 0 & 0 & 0 & -\delta & -\kappa
\end{pmatrix}.$$  (6)

with $\alpha = \Re(\langle a \rangle)$ the square root of the number of photons in the cavity and $g = \chi \sqrt{\hbar / m \omega_m}$ the effective coupling rate. The vector $\hat{n}$ collects the zero-mean quantum noises and it is given by

$$\hat{n} = \begin{pmatrix} 0, \hat{\xi}, \sqrt{2k} \hat{X}_{i_1}, \sqrt{2k} \hat{Y}_{i_1}, \sqrt{2k} \hat{X}_{i_2}, \sqrt{2k} \hat{Y}_{i_2} \end{pmatrix}^\top.$$  (7)

Here, $\hat{\xi}$ is a Langevin force operator encoding the interaction of the mechanical mode with a phononic thermal...
bath at temperature $T$ and producing the Brownian motion of the mechanical oscillator. This noise is characterized by its two-point correlator which can be written as
\[
\langle \xi(t)\xi(t') \rangle = \frac{2\gamma_m k_B T}{\omega_m \hbar} \delta(t-t'), \quad (8)
\]
in the high temperature limit $k_B T \gg \hbar \omega_m$ \cite{28}. Then \[
\left\{ \hat{X}_{in_k}, \hat{Y}_{in_k} \right\}, \quad \text{with} \quad k = \{1,2\}, \quad \text{are the quadratures of the input noises impinging on the two cavities. The covariance matrix of these two input modes encodes the information on the light state we feed to the cavities on top of the coherent pumping.}

In the linearized picture that we are considering, the total Hamiltonian of the system is at most quadratic in the quadratures $\hat{r}$, and so are the Lindblad operators describing the interaction with the phononic thermal bath. Thus, if both the initial state of the modes $\hat{r}$ and the state of the input noises are Gaussian, the dynamics will preserve this Gaussianity \cite{29,30}. This observation enormously simplify the dynamics of the system since it is enough to consider the evolution of the first and second statistical moments of the quadratures of the system. Furthermore, since we consider zero-mean quantum fluctuations, it is sufficient to work with the time evolution of the covariance matrix which is described by the Lyapunov-like equation
\[
\dot{\sigma} = A\sigma + \sigma A^T + D, \quad (9)
\]
where $D$ is the so called diffusion matrix. The elements of $D$ depend on the two-point correlations of the noise vector as \cite{31}
\[
D_{ij} = \frac{1}{2} \left[ \langle n_i'(t)n_j'(t) \rangle + \langle n_j'(t)n_i'(t) \rangle \right]. \quad (10)
\]
Considering the aforementioned sources of noise, we can express the $6 \times 6$ diffusion matrix $D$ in block-diagonal form as
\[
D = \begin{pmatrix} \sigma_m & 0 \\ 0 & \sigma_N \end{pmatrix} \quad (11)
\]
where $\sigma_{IN}$ is the $4 \times 4$ dimensionless covariance matrix associated to the input modes times $2\kappa$, while
\[
\sigma_m = \begin{pmatrix} 0 & 0 \\ 0 & 2\gamma_m k_B T \hbar \omega_m + \Delta \end{pmatrix} \quad (12)
\]
is the $2 \times 2$ matrix describing the thermal dissipation.

Note that, in the last term entering the diffusion matrix we have introduced an extra parameter $\Delta$. This parameter \textit{de facto} modifies the equilibrium temperature of the mechanical oscillator and correspond to an extra dissipation channel for the open quantum system composed by the two cavity modes and the mechanical one. Before moving on, let us briefly remark in the following that the stochastic effect of the CSL model on the mechanical mode in cavity one is encoded exactly in the extra parameter $\Delta$ appearing in the diffusion matrix.

A. Continuous Spontaneous Localisation model

Collapse models (CMs) \cite{11} introduce stochastic modifications to the Schrödinger equation of quantum mechanics in the attempt to promote the collapse of the wavefunction to a dynamical process providing a dynamical picture of how the classical world emerges from the quantum microscopic one. For our purposes here we do not need to go into the details of collapse models. It is enough to say that we will make use of the arguably better studied among CMs, the so called Continuous Spontaneous Localization model (CSL).

The CSL, with white noise, is completely characterized by two parameters $\{r_C, \gamma\}$. The first, $r_C$, is the characteristic length-scale above which the reduction mechanism is relevant. The second, $\gamma$, is the collapse rate i.e. the coupling strenght of the system with the CSL white noise causing decoherence in position space.

In our setting, the CSL mechanism affects in a significant way only the mechanical mode due to its “mesoscopic nature” in view of the fact that CMs are formulated in such a way that their predictions deviate from standard quantum mechanics only for meso-macroscopic systems. Our mechanical mode is in contact with a thermal phonon bath at temperature $T$, whose effect is described by the operator $\xi$ in equation (4). On top of that, we consider the decoherence induced by the CSL. Formally, we can treat the effect of the CSL by defining a modified equilibrium temperature of the oscillator via
\[
\gamma_m (2n_{th} + 1) + \Delta = \Delta (2n_{CSL} + 1) \rightarrow n_{CSL} = \frac{\Delta}{2\gamma_m}. \quad (13)
\]
where $n_{th}$ is the thermal number of phonons at temperature $T$. The parameter $\Delta$ entering this expression and the diffusion matrix in \cite{12} is a function of both $r_C$ and $\gamma$ as well as the mass distribution of the system of interest. As reported in \cite{32} it can be written explicitly as
\[
\Delta = \frac{\hbar \gamma}{3m\omega_m m_0} \sum_{k=1}^{3} \int \frac{e^{-|r-r'|^2}}{(2\sqrt{\pi \gamma r_C})^3} \partial_{r_k} \rho(r) \partial_{r'_k} \rho(r') dr dr', \quad (14)
\]
where $m_0 = 1$ amu (atomic mass unit) and $\rho(r)$ is the mass density of the system subject to the CSL.

III. MEASUREMENT SCHEMES

The main objective of this work is to investigate the potential of optomechanical systems and quantum reading protocols \cite{33,34} for the discrimination of the additional dissipative channel described by the parameter $\Delta$ via the methods of quantum hypothesis testing. In particular, we want to determine whether quantum resources, in the form of non-classical input noise states, can lead to a quantum advantage with respect to classical resources for hypothesis testing. In order to accomplish this, we will examine two cases for the state of the
input noise modes: (i) a two-mode squeezed state as an entangled, and thus quantum, resource and (ii) two independent thermal states as classical ones.

Furthermore, in order to probe the system the output modes emerging from the two cavities needs to be measured. Also at this stage we can consider different measurement strategies with different “degrees of quantumness” at play, see Fig. 2. The output modes can be directed towards photodetectors by using a combination of quarter waveplates and polarised beamsplitters (see Fig. 1). We then consider two different measurement schemes: (i) a local measurement, consisting in measuring directly the quadratures of the output modes \( \hat{q}_\pm, \hat{p}_\pm \) in terms of the input ones via

\[
\begin{align*}
\hat{q}_\pm &= \frac{\hat{x}_{out_1} \pm \hat{x}_{out_2}}{\sqrt{2}}, \\
\hat{p}_\pm &= \frac{\hat{y}_{out_1} \pm \hat{y}_{out_2}}{\sqrt{2}},
\end{align*}
\]

in term of the output modes.

Finally note that, using the input-output formalism [35], the output modes can be easily expressed in term of the input ones via

\[
\begin{align*}
\hat{x}_{out_{1,2}} &= \sqrt{\kappa} \hat{X}_{1,2} - \hat{X}_{in_{1,2}}, \\
\hat{y}_{out_{1,2}} &= \sqrt{\kappa} \hat{Y}_{1,2} - \hat{Y}_{in_{1,2}},
\end{align*}
\]

All the output modes will depend on the parameter \( \Delta \), which vanishes in the case where no CSL is present. For simplicity of notation we omit the dependence on this parameter.

A. Initial state

While not strictly part of the measurement strategy, we comment here on the initial state of the system (cavities+mechanical mode) that we will assume in the rest of the work unless otherwise stated. Indeed, the choice of a particular initial state is undoubtedly part of any protocol and one on which the feasibility of the protocol hinge.

In view of these considerations, we consider as initial state the product state of the cavities’ steady-states when subject to vacuum input noises (i.e., when only the coherent pumping is present). The result is a state in which the mechanical mode and the first cavity reach their joint steady-state \( \sigma_{ss}^{mc} \) while the optical mode of the second cavity remains in its ground state

\[
\sigma_{ss} = \begin{pmatrix}
\sigma_{ss}^{mc} & \sigma_{ss}^{mc} \\
\sigma_{ss}^{mc} & \sigma_{ss}^{mc}
\end{pmatrix},
\]

where \( \sigma_{ss}^{mc} \) and \( \sigma_{ss}^{mc} \) are \( n \times m \) identity and zeros matrices, respectively. This choice of initial state corresponds in practice to commencing the experiment without additional light sources and wait long enough for the system to reach its steady-state. After this, we can start to probe the cavities with extra modes of light (the input noises) and measure the output cavity fields as described above.

B. Protocol description

Before proceeding further and introducing the hypothesis testing, let us summarize the steps of our channel discrimination protocol:

1. Preparation: the optomechanical system, subject to only the coherent pumping of the cavities (i.e., vacuum input noise) reaches its steady-state;
2. Classical/quantum resources: two additional light mode impinge on the cavity and are prepared in either a two-mode squeezed state (TMS) or in the tensor product of two local thermal states. The system starts to evolve away from the initial state;
3. Measurements: at the same time as the input noises are fed into the cavity, we can monitor the output modes via photodetectors. This can be perform either via local measurement or measuring EPR-like quadratures after recombining the output modes via a beamsplitter;
4. Post-processing: the obtained measurement outputs are post-processed via a \( \chi^2 \)-test to discriminate the possible channels, i.e. if the parameter \( \Delta \) vanishes or not.

While we wil discuss in detail the hypothesis testing post-processing in the next section, it should be noted that the \( \chi^2 \)-test is suitable since the output of the quadratures measurements follow a Gaussian distribution with zero-mean and variance depending on \( \Delta \).

IV. QUANTUM HYPOTHESIS TESTING

In this section, we summarize the main elements of hypothesis testing and specify the classical bound to the error probability in our specific set-up. This lays the basis for comparison between classical and quantum protocols and to show an advantage in using quantum resources.
In a typical binary hypothesis testing, two exclusive hypotheses are formulated. Hypothesis $H_0$ is called null hypothesis and it is the starting point: we assume this to be true and we will conduct a test to determine whether this is likely to hold or not. The alternative hypothesis $H_1$ contradicts the previous one and expresses what we think is wrong in the null hypothesis. In our set-up, we aim at testing whether the dissipative channel associated to $\Delta$ is present. This also means testing if the effect coming from CSL model is present or not. In this context, $H_0$ corresponds to no new physics, i.e. an open dynamics with no CSL, while $H_1$ to the presence of the extra dissipative mechanism.

The hypothesis testing is performed by post-processing the measurement outcomes. As highlighted in the previous section, these outcomes follow zero-mean Gaussian distributions. This implies that the hypothesis testing, and so the channel discrimination, corresponding to discriminating two Gaussians with different variances depending on $\Delta$. Thus we can formulate the two hypotheses as follow

$$
\begin{align*}
H_0 : \Delta = 0 & \iff \sigma^2 = \sigma_0^2 \\
H_1 : \Delta > 0 & \iff \sigma^2 = \sigma_1^2 \neq \sigma_0^2.
\end{align*}
$$

(18)

Moreover, it is easy to verify that, for $\Delta > 0$ the condition $\sigma_1^2 > \sigma_0^2$ holds for both the outcomes of local measurement of the output variables and EPR-like variables. This implies that we can conduct a one-tail test.

Given the nature of the problem, we use a $\chi^2$-test in the following by defining the test statistic $T = (N - 1)s^2/\sigma_0^2$, where $s^2 = \sum_{i=1}^{N} (r_i - \bar{r}_i)^2/N - 1$ is the sample variance for a sample-size $N$, and $r_i$ is the variable we decide to use for the test among $\{\hat{q}_x, \hat{p}_x\}$, for EPR-like measurements, or $\{x_{out, 1}, y_{out, 2}\}$ for the classical ones. The test statistic follows a $\chi^2$-distribution with $N - 1$ degrees of freedom. Note that, contrary to the quantum reading protocol in [33], in our case for each measurement schemes different quadratures have different variances. This means that they should be subjected to separate tests not allowing to double the number of outcomes as in [34].

In an experiment, the hypothesis testing proceed by comparing the likelihood for the particular realization of the test statistic $T = t^*$ with the so called significance level $\alpha$ of the test, i.e., the maximum error that we allow ourselves to commit by rejecting $H_0$ when true. In particular,

$$
\begin{align*}
\text{If } t^* \leq Q_{1-\alpha}^{N-1} & \Rightarrow P|H_0(T \geq t^*) \leq \alpha \Rightarrow \text{Reject } H_0 \\
\text{If } t^* < Q_{1-\alpha}^{N-1} & \Rightarrow P|H_0(T \geq t^*) > \alpha \Rightarrow \text{Accept } H_0.
\end{align*}
$$

(19)

Here we indicate with $P|H_0(T \geq t^*)$ the probability of obtaining a value of the random variable $T$ larger then $t^*$ conditioned on assuming $H_0$ is true. Note that, as usual, the condition on the probability are mirrored by condition on the realization of the statistic in terms of the quantiles of the $\chi^2$-distribution $Q_{1-\alpha}^{N-1}$.

Crucial quantities in hypothesis testing are the error probabilities, i.e. the probability of rejecting $H_0$ when true and the probability of accepting $H_0$ when false. The former is known as Type I error and quantified by $P(H_1|H_0)$, the latter is a Type II error quantified by $P(H_0|H_1)$. Assuming error priors for the two hypotheses, the mean error probability is $P_{err} = (P(H_1|H_0) + P(H_0|H_1))/2$. It is a simple exercise to find the expression for the total error probability given by

$$
P_{err} = \frac{1}{2} \left(1 - \frac{\Gamma \left(\frac{N-1}{2} - \frac{Q_{1-\alpha}^{N-1} \sigma^2}{\sigma_0^2} \right)}{\Gamma \left(\frac{N-1}{2} \right)} + \frac{\Gamma \left(\frac{N-1}{2} \right)}{\Gamma \left(\frac{N-1}{2} - \frac{Q_{1-\alpha}^{N-1} \sigma^2}{\sigma_1^2} \right)} \right),
$$

(20)

where $\Gamma(z, x)$ and $\Gamma(z)$ are the incomplete and complete Gamma functions respectively.

Finally, while the values of $\sigma_{0,1}^2$ entering the error probability expression depend on both the initial noise state and the measurement scheme, their functional form depends only on the latter. In particular, using the input-output relations and the ordering of the system degrees of freedom for the elements of covariance matrix of the system $\sigma(t)$ as in Eq. (22) it is easy to obtain the expressions for the variances of the output results. For example we have

$$
\begin{align*}
\text{Var}(x_{out, 1}) &= 2\kappa \sigma_{33} \\
\text{Var}(q_-) &= \kappa \left(\sigma_{33} + 2\sigma_{55} - 4\sigma_{35}\right),
\end{align*}
$$

(21)

(22)

and analogously for the rest of the measured quadratures. The dependence of these expressions on the initial noises, as well as on the unknown parameter $\Delta$, is hidden in the elements of the covariance matrix $\sigma(t)$ coming from solving the dynamics. We identify $\sigma_{0,1}^2$ in the hypothesis testing with the values of the relevant variances – depending on the measurement scheme and initial noise chosen – for $\Delta = 0$ or $\Delta > 0$ respectively.

### A. Classical bound

We now show that, at intermediate times, quantum resources allow to attain a total error probability lower than the one achievable by any comparable classical strategy. In order to claim this, we need a measure of the minimum error probability attainable. Following the results in theorem 4 of [33] for the discrimination of two Gaussian channel via a classical protocol, the error probability is lower-bounded by

$$
C(n_1, n_2, t) := \frac{1 - \sqrt{1 - \left(F(n_1, n_2, t)\right)^2}}{2}
$$

(23)

where $F(n_1, n_2, t)$ is the fidelity between the two-mode output Gaussian states corresponding to the evolution of
the system up to time $t$ when $\Delta = 0$ or $\Delta > 0$ with classical input noise thermal states characterized by $n_1$ and $n_2$ mean photon numbers \cite{39}. $N$ is again the number of measurement outcomes collected at time $t$.

V. RESULTS

We aim to show that, the total error probability for the channel discrimination in our set-up, when the input noises are quantum correlated, can be lower than the one that can be achieved by any comparable classical strategy. It should be stressed that we do not aim to find the ultimate quantum bound to the error probability. Indeed, our scope is more practical: we want to show that such an advantage exists for the specific protocol we consider. In what follows we fix the significance level to be $\alpha = 5\%$ unless otherwise stated. All the values of the system parameters used in the simulations are reported in table \ref{tab1}. These values are within reach of current technology which is in favour of the feasibility of the protocol. Finally, we assume $\Delta = 10^6$ Hz unless otherwise specified. This value of the parameter, characterizing the unknown extra-channel whose presence we want to discriminate, is such that the extra diffusion associated with it is greater than the thermal diffusion characterized by $2 \gamma m k_B T/(\hbar \omega_m)$ and it is motivated by the CSL model. As we discussed previously, the CSL model with white-noise is completely characterised by the two parameters $r_C$, and $\gamma$. The first, $r_C$ can be fixed at $100$ nm \cite{22} while for the second one we consider the value proposed by Adler \cite{37} $\gamma_A = 10^{-28}$ $m^3$Hz. Indeed, assuming the mechanical mode to describe the center of mass of a system with linear dimension $R$, that we approximate as spherical for simplicity, and using Eq. \cite{14}, this choice of CSL parameters results in $\Delta \approx 10^6$ Hz.

We perform a dynamical analysis, starting from the steady-state of our three-partite system when vacuum input noises are present, and focus on the transient before the system reaches a new steady-state. In doing this, we compare two protocols: a classical one using input thermal noises and local measurements of the output modes, and a quantum one with two-mode squeezed input noises and EPR-like measurements.

In order to show the advantage coming from using quantum resources in our context, we need to compare the quantum scheme with the classical lower bound to the error probability. A fair comparison can be achieved by fixing the photon number in the input noises to the two cavities $\{n_1, n_2\}$ and comparing situations with the same sample size $N$, i.e., repetitions of the experiment. We thus compare the error probability coming from the quantum protocol using a TMS input noise with the lower bound that can be achieved starting from uncorrelated thermal noises with the same mean photon number per input mode as the TMS. The lower bound, as already discussed, is the minimum error probability that can be achieved by any classical measurement procedure \cite{38}. Thus, the comparison with it can show possible quantum advantages.

We start by showing the discrepancy between the local measurement strategy, with classical input noises – a.k.a. the classical protocol – with the lower bound to the error probability $C$. The classical input noise is characterized by its thermal covariance matrix

$$
\sigma_{IN} = 2\kappa \left( \frac{n_1 + 1/2}{\Omega_{2x2}} \right. \frac{\Omega_{2x2}}{\left( n_2 + 1/2 \right) \Omega_{2x2}}
$$

entering Eq. \cite{11}. Fig. \ref{fig1} shows the classical error probability and the correspondent bound for two values of $n_1$. The value of $n_2$ does not have any bearing on these probabilities. We can see that the classical error probability is always greater than the classical bound, as expected, and the bigger the number of photons we inject as noise in the first cavity the worse our ability to discriminate the two hypotheses become.

In Fig. \ref{fig1} we show a first comparison of the quantum error probability with respect to the classical bound. In this case, the input noise state is a TMS state with same mean photon number on the two modes and characterised by the squeezing parameter $r$ and the squeezing angle $\phi$. The input covariance matrix entering in Eq. \cite{11} is given by

$$
\sigma_{IN} = \kappa \left( \begin{array}{ccc}
\cosh 2r & \sinh 2r & \sin \phi \cos \phi \\
\sinh 2r & \cosh 2r & \sin \phi \sin \phi \\
\sin \phi & -\cos \phi & 1
\end{array} \right),
$$

where

$$
R_\phi = \left( \begin{array}{ccc}
\cos \phi & \sin \phi \\
-\sin \phi & -\cos \phi
\end{array} \right).
$$

Fixing the mean photon numbers in the two input modes corresponds to fixing the value of the squeezing parameter $r$ given the relation $\cosh 2r = 2n_{1,2} + 1$. We are thus left with the single free parameter $\phi$, the squeezing angle. From Fig.\ref{fig1} we see that, for non-vanishing squeezing angles a quantum advantage appears since the error probability curve can be lower than the corresponding classical bound. This is the main result of this work. In

| Symbol | Name | Value or Expression |
|--------|------|---------------------|
| $\gamma_m$ | Mechanical damping | $2\pi \omega_m / 10^7$ |
| $\omega_m / 2\pi$ | Mechanical frequency | $2.75 \times 10^5$ Hz |
| $T$ | Phononic bath’s temperature | $10^{-3}$ K |
| $\omega_c / 2\pi$ | Cavity mode’s frequency | $9.4 \times 10^7$ c |
| $m$ | Mass | $150$ ng |
| $L$ | Cavity length | $25$ mm |
| $\kappa$ | Cavities linewidth | $5 \times 10^5$ Hz |
| $\delta$ | Cavity-pump detuning | $4\kappa$ |
| $P$ | Pump laser power | $4 \times 10^{-3}$ W |
| $R$ | Mechanical system linear dimension | $1 \mu m$ |

TABLE I. Specifics of all the parameters for the set-up of two cavities and a mechanical mode entering the simulations in this work.
FIG. 3. Comparison between the classical error probabilities (solid lines) and the respective bounds $C$ (dashed lines) for different values of the mean number of photons in the input noise’s modes, $n_1 = n_2$. The red curves represent $n_1 = 10$ while the blue ones $n_1 = 100$ and we consider the statistics of measurements for the $x_{out_1}$ output quadrature. As discussed in the main text, $\Delta = 10^6$ Hz which corresponds to CSL with Adler parameters $[37]$. The level of significance and the number of experiments are $\alpha = 5\%$ and $N = 100$ respectively.

FIG. 4. Quantum error probabilities (solid lines) for different squeezing angles $\phi = \{\pi/2, 5\pi/6, \pi\}$. The parameters are $n_1 = n_2 = 100$, $N = 100$, $\Delta = 10^6$ Hz, and $\alpha = 5\%$, and we consider the statistic of measurements for the $q_+$ output quadrature. The dashed curve represents the corresponding classical bound $C(n_1, n_2, t)$, the blue curve is the quantum error probability when the squeezing angle is $\phi = \pi/2$, the green one for $\phi = 5\pi/6$ and the red one corresponds to $\phi = \pi$. We observe that, for the squeezing angle approaching $\phi = \pi$, violations of the classical bound are possible at intermediate times.

particular, we see that the advantage is maximized for a squeezing angle $\phi = \pi$ and can be shown to be monotonically increasing for $\phi \in (0, \pi]$. Fig. 5 shows that no advantage is obtained when we set $\phi = 0$ and it also shows the dependence of the quantum error probability on the mean number of photons in the noise input. As it could be expected, by increasing the mean number of photons in the input noise the quantum error probability increases. In the same way, the error probability increases when decreasing the number of repetitions of the experiment $N$ as it is clearly shown in Fig. 6.

For the sake of completeness, we examined also two additional cases: one is the combination of TMS light and local measurements and the other is the opposite case of classical thermal input noises and EPR measurements. Fig. 7 and Fig. 8 show both these cases respectively. It is apparent that, when compared to their respective classical bounds, the error probabilities do not show any advantage even when fixing $\phi = \pi$ in the first case. This tells us that the quantum advantage as shown before depends on the combination of a quantum input and a quantum measurement strategy. Fig. 9 shows the comparison between these last two protocols and the fully quantum one.

Finally, in view of the application of the QHT inference scheme presented here to collapse model, it is interesting to show that the quantum advantage persists if we vary the parameter $\Delta$. This can be seen in Fig. 10 where it is shown the relative difference between the quantum error
FIG. 6. Quantum error probabilities for $\phi = \pi$ (solid lines) and corresponding classical bounds (dashed lines) for varying number of repetitions of the experiment $N = 10, 100$. The blue curve corresponds to $N = 10$, the red one to $N = 100$. We fix $\alpha = 5\%$, $\Delta = 10^6 \text{ Hz}$, and $n_1 = n_2 = 100$. We consider the statistic of measurements for the $q_+$ output quadrature.

FIG. 7. Error probabilities (solid lines) for a protocol in which we have input modes in a TMS state but classical measurements of the output modes. Here we consider local measurements of $x_{out_1}$ to perform the QHT. The dashed lines correspond to the classical bounds. Parameters values are $\phi = \pi$, $n_1 = n_2 = 100$, and $\Delta = 10^6 \text{ Hz}$. This measurement scheme does not show any advantage in the form of a violation of the classical bound.

FIG. 8. Error probabilities (solid lines) for a protocol in which we have the input modes in product of thermal states and EPR quadrature measurements for the output modes. Here we consider measurements of the quadrature $q_+$ to perform the QHT. The dashed lines correspond to the classical bounds. Parameters values are $\phi = \pi$, $n_1 = n_2 = 100$, and $\Delta = 10^6 \text{ Hz}$. This measurement scheme does not show any advantage in the form of a violation of the classical bound.

FIG. 9. Comparison between different protocols: 1. Red curve: TMS light as input and EPR measurements of the output modes; 2. Blue curve: TMS light as input and classical (local) measurements of the output modes; 3. Green curve: thermal input noises and EPR measurements. Parameters are $\phi = \pi$, $n_1 = n_2 = 100$, $N = 100$, $\alpha = 5\%$, and $\Delta = 10^6 \text{ Hz}$. The dashed line represents the corresponding classical bound. We consider the statistic of $x_{out_1}$ and $q_+$ from the local and EPR measurements, respectively. As already observed, the only protocol which is able to offer some advantage over the classical bound is the first, fully quantum one.

\[
Q(\Delta) = 100 \frac{C(n_1, n_2, t) - P_{err}(\phi, r, t)}{C(n_1, n_2, t) + P_{err}(\phi, r, t)},
\]

for $\phi = \pi$, $n_1 = n_2 = 100$, and $N = 10$. This figure, and its inset, shows an advantage (regions of $Q > 0$) that is
FIG. 10. Quantum advantage for different values of the $\Delta$ parameter. The main figure shows a density plot of $Q(\Delta, t)$ defined in Eq. (27). Parameters are $n_1 = n_2 = 100$, $N = 10$, $\alpha = 5\%$ and $\phi = \pi$, and we consider the statistic of measurements for the $q_x$ output quadrature. The black dashed contour separate the region of positive and negative $Q$. The blue dashed contours are level lines in the region $Q > 0$, i.e., in the region in which a quantum advantage can be found. The inset shows three sample curves for $\Delta = \{10^4, 10^6, 10^7\}$ Hz in detail. It should be noted that, the case $\Delta = 10^4$ Hz corresponds to the situation in which the CSL (or the unknown heating mechanism of the mechanical mode) rate is smaller than the thermal diffusion rate. We also observe that, for $\Delta = 10^4$ Hz, despite the small quantum advantages, the quantum protocol considered delivers an error probability close to the classical bound at any time.

present at early times and extends on several order of magnitudes of $\Delta$. Remarkably, an advantage can still be found also when the unknown channel effect is sub-leading with respect to the thermal diffusion rate. An in-depth analysis of the possibilities offered by QHT for constraining CSL and related models is outside of the scope of the present work and will be part of a future investigation.

VI. CONCLUSIONS

The combination of QHT and optomechanical architectures opens the way to tests of fundamental physics and offers the possibility of quantum advantages over analogous classical strategies.

Following an approach inspired by the quantum reading framework, we have applied QHT to discriminate between two dynamical channels applied to an optomechanical system. Two hypotheses were formulated to describe the absence ($H_0$) or presence ($H_1$) of an additional dissipative mechanism, potentially due to the spontaneous localisation of the wavefunction of the mechanical resonator as predicted by the CSL model.

We compared two measurement strategies and we studied the associated error probabilities to infer that there is an advantage when we use non-classical input noise states instead of classical resources.

The classical scheme uses as input source two independent thermal states and it is combined with a direct measurement of the output modes. The quantum scheme employs a two-mode squeezed state and an EPR-like measurement. We have compared the error probabilities obtained from such schemes and the classical lower bound that can be obtained from the fidelity of the two-mode output state with classical thermal input noises. While the error probabilities coming from the classical protocol are always greater than the classical bound, the same is not true for the quantum protocol error probability, which shows an advantage at finite times for some values of the squeezing angle. Moreover, we explored a large part of the parameter space of the CSL mechanism, showing that the advantage is widespread.

In the framework of collapse models, this study offers a starting point to future analysis aimed to restrict the range of still untested parameters characterizing CMs. More in general, we have proposed a versatile scheme that could be implemented and applied to different systems in view of exploring other fundamental physics mechanisms.
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