Analysis and improvement of motion encoding in magnetic resonance elastography
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Magnetic resonance elastography (MRE) utilizes phase contrast magnetic resonance imaging (MRI), which is phase locked to externally generated mechanical vibrations, to measure the three-dimensional wave displacement field. At least four measurements with linear-independent encoding directions are necessary to correct for spurious phase contributions if effects from imaging gradients are non-negligible. In MRE, three encoding schemes have been used: unbalanced four- and six-point and balanced four-point (tetrahedral) encoding. The first two sensitize to motion with orthogonal gradients, with the four-point method acquiring a single reference scan without motion sensitization, whereas three additional scans with inverted gradients are used with six-point encoding, leading to two-fold higher displacement-to-noise ratio (DNR) and 50% longer scan duration. Balanced four-point (tetrahedral) encoding encodes along the four diagonals of a cube, with one direction serving as a reference for the other three encoding directions, similar to four-point encoding. The objective of this work is to introduce a theoretical framework to compare different motion sensitization strategies with respect to their motion encoding efficiency in two fundamental encoding limits, the gradient strength limit and the dynamic range limit, which are both placed in relation to conventional gradient recalled echo (GRE)- and spin echo (SE)-based MRE sequences. We apply the framework to the three aforementioned schemes and show that the motion encoding efficiency of unbalanced four- and six-point encoding schemes in the gradient-limited regime can be increased by a factor of 1.5 when using all physical gradient channels concurrently. Furthermore, it is demonstrated that reversing the direction of the reference in balanced four-point (tetrahedral) encoding results in the Hadamard encoding scheme, which leads to increased DNR by $\sqrt{2}$ compared with balanced four-point encoding and 2.8 compared with unbalanced four-point encoding. As an example, we show that optimal encoding can be utilized to reduce the acquisition time of standard liver MRE in vivo from four to two breath holds.
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1 | INTRODUCTION

Magnetic resonance elastography (MRE) allows the in vivo determination of local tissue shear stiffness using time-resolved measurements of shear wave-induced signal phase shifts. Recent technological advances in the field have focused on the development of actuator systems, wave inversion algorithms, improved image acquisition and motion encoding techniques.

Fundamentally, a key metric for the optimization of MRE is the displacement-to-noise ratio (DNR). DNR itself depends on the signal-to-noise ratio (SNR) and the amount of phase shift generated per unit tissue displacement. In a practical setting and for a given sequence, optimization of DNR involves finding a suitable trade-off between spatial resolution and scan duration. Frequently, DNR is increased by averaging multiple measurements (N_{avg}) or by acquiring more than three mechanical phase offsets. This approach leads to an increase in DNR by \sqrt{N_{avg}}, whereas the scan time is proportional to N_{avg}. In order to increase DNR without changing the scan duration, higher motion encoding efficiency through increased gradient strength and duration can be achieved. However, gradient amplifiers and the duty cycle limit the applicable gradient strength and duration. In addition, sequence timing constraints determine the maximum number of gradient cycles as well as the frequency relative to the measured wave.

Another way of increasing DNR in MRE is to change the applied motion encoding scheme. In order to correct for spurious phase contributions from imaging gradients, which are especially present in gradient recalled echo-based MRE (GRE-MRE), at least four measurements with different gradient directions are needed when acquiring the full three-dimensional displacement field. In MRE, two encoding schemes are prominently used. Unbalanced four-point encoding encodes along three orthogonal encoding directions and corrects for imaging gradients by the measurement of a single reference phase image without motion sensitization. Six-point encoding inverts each motion encoding gradient (MEG) to pairwise correct for imaging gradient offsets, thereby increasing DNR by two-fold at the cost of a 50% longer scan duration compared with unbalanced four-point encoding. A non-orthogonal balanced four-point encoding scheme has also been reported and is referred to as ‘tetrahedral encoding’, which encodes along the four diagonals of a regular cube. Here, a reference scan with simultaneous motion encoding along all three encoding directions is acquired and, in the subsequent three measurements, one gradient direction at a time is inverted. Accordingly, in tetrahedral encoding, the motion phase is decoded by subtraction of the reference from each encoded direction, comparable with unbalanced four-point encoding. As two measurements with inverted motion sensitization are subtracted, the DNR increase is equivalent to six-point encoding. The latter scheme, however, can lead to non-integer phase wraps when the accumulated motion phases exceed the dynamic range. Especially in spin echo-based MRE (SE-MRE) sequences, the long echo times (TEs) usually permit full-wave encoding with multiple MEG repetitions leading to a high encoding efficiency. Here, the dynamic range can easily be reached or exceeded, leading to phase wraps (dynamic range limit), which need to be corrected for. On the other hand, GRE-MRE sequences typically have short TEs and utilize fractional encoding to balance the motion encoding efficiency and SNR loss as a result of T_2* signal decay, which typically results in displacements being encoded without phase wrapping, but also with low efficiency (gradient-limited regime).

In addition to conventional sampling using equidistant phase offsets and sequential sampling of encoding directions and phases, encoding concepts utilizing temporally shifted MEGs with the simultaneous acquisition of multiple encoding directions, e.g. sample interval modulation (SLIM) and multidirectional reduced motion encoding (MD-RME), have been proposed recently. SLIM encodes each motion component by varying the sampling interval to project each encoding direction to a different frequency, allowing the acquisition of the full motion field with only eight instead of 24 measurements. However, the original suggestion of only temporally shifting the MEGs necessitates prolonged TEs to freely shift the MEGs within 1.875 wave periods. MD-RME utilizes a similar concept to SLIM, but was designed using a framework for optimization-based sequence design for MRE. Here, a linear model and the application of optimization theory allow for the simultaneous optimization of both temporal and directional encoding. The ‘optimal’ MD-RME scheme is similar to SLIM, but only 1.25 wave periods are necessary for temporal shifting of the MEGs, mitigating the overall TE increase. Both SLIM- and MD-RME-MRE can be classified as part of the reference-less motion encoding schemes, a fourth category of encoding schemes that uses only three orthogonal motion encoding directions. Both schemes, however, neglect the influence of imaging gradients on the encoded motion field and can thus only be applied in carefully designed SE-MRE sequences, where the influence of imaging gradients is negligible. In GRE-MRE, however, imaging gradients cannot be neglected and necessitate the use of at least four encoding directions.

The objective of this work is to propose a theoretical framework for comparison of different motion encoding strategies in terms of their motion encoding efficiency and dynamic range in conventional MRE, where encoding directions and phases are acquired sequentially. The influence of imaging gradients is investigated and taken into consideration, allowing the application of the findings to both SE- and GRE-based conventional MRE sequences, which constitute the majority of contemporary four-dimensional MRE protocols. In addition, dynamic range considerations allow for the prediction of phase wrapping, which is crucial for experiment design. It is demonstrated that the motion encoding efficiency of unbalanced four- and six-point encoding schemes in the gradient-limited regime can be increased by a factor of 1.5 when using all physical gradient channels concurrently. Moreover, we propose Hadamard encoding, providing up to 2.8-fold increase in encoding efficiency relative to the unbalanced four-point scheme. As an example, we show that optimal encoding can be utilized to reduce the acquisition time of a standard liver MRE in vivo from four to two breath holds.
2 THEORY

An example of a GRE-MRE sequence with fractional encoding is depicted in Figure 1. The phase induced by spin displacement due to the MEG in the phase encoding direction (P) is shown as a black broken line in the graph. In addition to the MEG, imaging gradients also contribute to the motion phase. Contributions which are constant over the wave period, i.e. the synchronization of the sequence and the wave generator, can be neglected. Variable contributions are: (1) the slice selection and readout gradients cause a phase offset; (2) the readout gradient causes an additional gradient of the phase during the readout, which is approximately linear if the bandwidth is much larger than the wave frequency; and (3) the phase encoding gradient causes a phase offset proportional to \( ky \) (violet line). RF, radiofrequency; TE, echo time; TR, repetition time; TTL, transistor-transistor logic.

![FIGURE 1 Pulse diagram of one repetition of a typical phase-locked gradient recalled echo-based magnetic resonance elastography (GRE-MRE) sequence showing excitation, motion encoding, imaging gradients and spoilers. Gradients are not to scale and are offset for visual guidance and to emphasize their phase contributions. Gradients are displayed as full lines, the broken gray sinusoid denotes the wave and the broken black lines show the contributions of the different imaging and motion encoding gradients (MEGs). Motion sensitization is assumed to be in the P direction. In addition to the MEG, imaging gradients contribute to the motion phase. Contributions which are constant over the wave period, i.e. the synchronization of the sequence and the wave generator, can be neglected. Variable contributions are: (1) the slice selection and readout gradients cause a phase offset; (2) the readout gradient causes an additional gradient of the phase during the readout, which is approximately linear if the bandwidth is much larger than the wave frequency; and (3) the phase encoding gradient causes a phase offset proportional to \( ky \) (violet line). RF, radiofrequency; TE, echo time; TR, repetition time; TTL, transistor-transistor logic.](image)

Let us assume that spins are subject to a mono-frequency wave in steady state. Each spin thus undergoes periodic sinusoidal motion of the form

\[
\bar{r}_k(\vec{x}, t) = \bar{r}_0(\vec{x}) \sin(2\pi f t + \theta(\vec{x}) + 2\pi N_p^j k),
\]

where \( \bar{r}_0(\vec{x}) \) is the local displacement amplitude, \( f \) is the frequency of the wave, \( \theta(\vec{x}) \) is the local wave phase, \( N_p \) is the number of mechanical phase offsets acquired and \( k \) is the index of the phase offset. The accumulated phase caused by an external gradient field \( \vec{G}(t) \) is then given by the integral

\[
\phi(\vec{x}, t) = \gamma \int_0^t dt \bar{r}(\vec{x}, t) \cdot \vec{G}(t).
\]

The gradient field \( \vec{G}(t) \) can be split into two contributions, imaging gradients (index I), \( \vec{G}_I(t) = \sum_{\nu\in\{P,S\}} G_{\nu\mu} B_{\nu\mu} \tau(t) \) (index MEG), and \( G_{\nu\mu} \) (index MEG). Both are assumed to be separable into a time-dependent waveform \( g(t) \), a constant direction of the gradient field \( \vec{d} \) or the three basis vectors \( \vec{e}_m \) of the MPS coordinate system (index \( m \)), and the maximal strength per gradient channel \( G \). Including local magnetic field inhomogeneities \( B_0(\vec{x}) \), but neglecting effects such as concomitant fields or eddy currents, the total acquired image phase at TE can be written as.
\[
\varphi_{f,i}(\vec{x}) = yB_0(\vec{x})TE + \text{Im} \left[ \sum_{m \in \text{M.P.S.}} \left( \hat{d}_m \cdot \tau_0(\vec{x}) e^{i\theta(\vec{x})} \right) \left( G_m e^{i\delta m} e^{i2\pi kN_p} \right) \right] + \hat{d}(\vec{x}) \cdot \text{Im} \left[ \tau_0(\vec{x}) e^{i\theta(\vec{x})} \right] \left( G e^{i\delta} \right) e^{i2\pi kN_p} + \eta.
\]

Here, the magnitude of the encoding efficiency \( \epsilon_f \) is given by

\[
\epsilon_f = \frac{|TE|}{\int_0^T |d(t)| e^{i2\pi ft} dt}.
\]  

(4)

Depending on the gradient waveform, the periodic motion is encoded with a phase offset \( \hat{\delta}_i \) and \( \hat{\delta}_{m,f} \), which is constant, but frequency and gradient waveform dependent. \( \eta \) is a random variable added to account for phase noise. The phase noise is assumed to be uncorrelated with zero mean and standard deviation \( \sigma_\eta = \text{SNR}^{-1} \), where SNR is the SNR of the underlying magnitude image.\(^{30,31} \) The first two summands are spurious contributions \( \delta_k(\vec{x}) \), which need to be accounted for in order to determine the motion phase \( \hat{\varphi}_k(\vec{x}) \).

As the problem is linear and \( \delta_k \) does not contain a dependence on the direction \( \vec{d}_i \), four measurements suffice to determine the three motion phase components as well as the spurious offset. We can define an encoding matrix \( \hat{E} \), whose rows denote the different measurements \( i \) and columns denote the encoding directions \( \vec{d}_i \), as well as the spurious phase \( \delta_k \). Then, Equation 3 can be rewritten as

\[
\hat{\varphi}_k(\vec{x}) = \hat{E} \begin{pmatrix} \phi_k(\vec{x}) \\ \delta_k(\vec{x}) \end{pmatrix} + \eta.
\]  

(5)

A noise optimal solution of this equation can be found using the Moore-Penrose pseudo-inverse \( \hat{D} = \text{pinv}(\hat{E}) \), which will be referred to as the decoding matrix.\(^{32} \)

Given that the motion phases \( \phi_k(\vec{x}) \) are determined, a discrete Fourier transform (DFT) is used to extract the local spin displacement \( \tau_0(\vec{x}) \) as well as the wave delay \( \theta(\vec{x}) \).\(^{17,33} \) Insertion of \( \phi_k(\vec{x}) \) into the DFT leads to

\[
\frac{2}{N_p} \sum_{k=1}^{N_p} \phi_k(\vec{x}) e^{-i\pi k} = -i \left( \tau_0(\vec{x}) e^{i\theta(\vec{x})} \right) \left( G e^{i\delta} \right).
\]  

(6)

As an arbitrary phase offset can be neglected and the waveform \( g(t) \) is not changed during an MRE experiment (hence \( \hat{\delta}_i \) is constant), the displacement and wave delay are directly given by

\[
\tau_0(\vec{x}) e^{i\theta(\vec{x})} = \frac{2}{N_p G e^{i\delta}} \sum_{k=1}^{N_p} \phi_k(\vec{x}) e^{-i\pi k}.
\]  

(7)

### 2.1 Properties of encoding and decoding

#### 2.1.1 Noise covariance

Under the assumption of uncorrelated noise \( \eta \) with zero mean and standard deviation \( \sigma_\eta \), the covariance matrix of the reconstructed phases \( \hat{D} \cdot \phi_k(\vec{x}) \) can be shown to be given by (Appendix A)

\[
\text{cov} = \sigma_\eta^2 (\hat{D} \hat{D}^T) = \begin{pmatrix} \sigma_x^2 & \sigma_{xy} & \sigma_{xz} & \sigma_{x5} \\ \sigma_{yx} & \sigma_y^2 & \sigma_{yz} & \sigma_{y5} \\ \sigma_{xz} & \sigma_{yz} & \sigma_z^2 & \sigma_{z5} \\ \sigma_{x5} & \sigma_{y5} & \sigma_{z5} & \sigma_5^2 \end{pmatrix}.
\]  

(8)

Here, the diagonal elements denote the variance of the noise in the motion and the spurious phase, whereas the off-diagonal elements contain their correlations. For symmetrical encoding schemes, i.e. schemes that encode motion along all coordinates equally, the covariance matrix is simplified to
\[
\text{cov} = \sigma^2(D\tilde{D}^\dagger) = \begin{pmatrix}
\sigma^2 & c & c & c \\
c & \sigma^2 & c & c \\
c & c & \sigma^2 & c \\
c & c & c & \sigma^2 \\
\end{pmatrix},
\]

and hence the standard deviation \(\sigma\) and covariance \(c\) suffice to fully describe the noise of the decoded motion phases. This is the case for all presented schemes in this work.

### 2.1.2 Dynamic range

A scheme’s dynamic range denotes the domain \(\Omega\) of motion phases \(\vec{\phi}\) for which encoding, phase wrapping and subsequent decoding yield the same motion phase, i.e.

\[
\forall \vec{\phi} \in \Omega: \vec{\phi} = \mathcal{D} \arg \left( \exp \left( i \mathcal{E} \vec{\phi} \right) \right).
\]

It should be noted that it is assumed that no phase unwrapping technique is applied prior to decoding (see Discussion). Neglecting the influence of the imaging gradient offset phase \(\delta_k\) on the encoding, \(\Omega\) becomes a subspace of \(\mathbb{R}^3\), and the problem can be visualized as a three-dimensional region plot. To quantify the dynamic range, multiple properties can be computed. The inscribed sphere around the origin \(\vec{0}\) with radius \(\phi_r\) depicts the maximal motion phase that can be encoded in any direction without wrapping. It is determined by

\[
\pi = \left\| \vec{d} \right\| \phi_r,
\]

where \(\left\| \vec{d} \right\|\) denotes the maximal applied MEG strength of the scheme in units of the per channel gradient strength \(G\). This will commonly be referred to as the dynamic range of the scheme. Another property is the radius of the circumscribed sphere \(\phi_c\), which refers to the maximal phase without wrap in one specific direction. In Figure 2(A), the dynamic range regions, as well as in- and circumscribed spheres, are displayed for unbalanced four-point and Hadamard encoding assuming that the spurious phase offset \(\delta_k\) is negligible.

Taking the gradient strength and encoding efficiency into account, the dynamic range can also be expressed in terms of the maximal displacement, which is given by

\[
r_{\text{enc}} = \frac{\phi_r}{\epsilon r G} \quad (12)
\]

This is equivalent to \(v_{\text{enc}}\) of flow encoding.\(^{23}\) If displacements exceed the dynamic range radius, phase wrapping occurs.

Incorporating the imaging gradient phase offset into the dynamic range region \(\Omega\) yields a four-dimensional region, which again can be characterized by its inscribing four-dimensional hyper-sphere. As field inhomogeneity and concomitant fields are constant with respect to the acquired mechanical phase offsets, they can be filtered out prior to decoding and can be neglected in the dynamic range analysis. The offset phase \(\delta_k\) is bounded by

\[
\left| \delta_k (\vec{x}) \right| \leq \left\| r_0 (\vec{x}) \right\|_2 \sqrt{\sum_m (\hat{G}_m \hat{e}_{m, f})^2} \leq \frac{\sqrt{\sum_m (\hat{G}_m \hat{e}_{m, f})^2}}{G_{\epsilon r}} \phi_r, \quad (13)
\]

where \(\Gamma\) is the imaging gradient to MEG encoding efficiency ratio. Hence, it is best to formulate the dynamic range problem in spherical coordinates, yielding

\[
\phi \begin{pmatrix}
\sin \alpha \sin \beta \\
\sin \alpha \cos \beta \\
\cos \alpha
\end{pmatrix} = \mathcal{D} \arg \left( \exp \left( i \mathcal{E} \phi \begin{pmatrix}
\sin \alpha \sin \beta \\
\sin \alpha \cos \beta \\
\cos \alpha
\end{pmatrix} \right) \right). \quad (14)
\]

The dynamic range \(\phi_r(\Gamma)\) is then given by the maximal radius \(\phi\) of the four-dimensional hyper-sphere, for which all radii smaller than \(\phi_r(\Gamma)\) fulfill Equation 14 independent of the angles \(\alpha\) and \(\beta\). The six schemes (Table 1) all share the same dynamic range dependence, which is given by

\[
\pi = \left( \left\| \vec{d} \right\| + \Gamma \phi_r(\Gamma) \right) \frac{\phi_r}{\phi_r(\Gamma)} = \frac{\phi_r}{1 + \phi_r \frac{\Gamma}{\pi}}, \quad (15)
\]

where \(\phi_r\) denotes the dynamic range radius without taking imaging gradients into account. In Figure 2(B), the three-dimensional projection of the dynamic range region of Hadamard encoding for a fixed encoding efficiency ratio \(\Gamma = 0.4\) is shown, together with its inscribing sphere of radius...
The dynamic range regions deform and shrink with increasing $\Gamma$. In Figure 2(C,D), this behavior is plotted for both unbalanced four-point and Hadamard encoding in terms of projections of the four-dimensional regions. In both cases, the projection plane was chosen to be orthogonal to $[0 \ 0 \ 1 \ 1]^T$ and intercepted the point $[0 \ 0 \ 0 \ \Gamma]^T$ for unbalanced four-point encoding and $[0 \ 0 \ \phi_r(\Gamma)/\sqrt{3} \ \Gamma]^T$ for Hadamard encoding. These points were chosen to demonstrate the touching of the inscribing sphere and the dynamic range region. Typical values for $\Gamma$ lie between 0% and 10%, depending on the sequence design. A short discussion for both SE- and GRE-based sequences is presented in Section 4.4 as well as in the Discussion section.

There are two regions of interest in which encoding can be operated. Encoding is ‘dynamic range limited (DynR)’ if the gradient strength is tuned such that the largest expected displacement is just within the dynamic range in-sphere of the applied encoding scheme. If the maximal gradient strength and encoding efficiency are chosen, but no expected displacement reaches or exceeds the dynamic range, encoding is ‘gradient strength limited (Grad)’. In fractional, GRE-MRE sequences, the encoding efficiency is typically too low to reach the dynamic range limit, and hence acquisition is gradient strength limited. In contrast, SE-based sequences with long TEs usually can employ full-wave encoding with multiple sensitization cycles to maximize the accumulated phase. These acquisitions reach or even exceed the dynamic range limit.

### 2.1.3 Displacement-to-noise ratio (DNR)

In order to quantify noise, the maximal DNR can be calculated from Equations 7 and 9 under the assumption that the full dynamic range $\phi_r$ is encoded. In this case, the DNR in all encoding directions is given by

$$\text{DNR}_{\text{DynR}}^{\phi_r} = \frac{\rho_{ij}}{\sigma_{ij}} = \frac{\sqrt{N_0 \phi_r}}{2\sqrt{(\partial \Phi)^T}} \text{SNR}.$$  

(16)
| Name                      | Encoding matrix $\mathbf{E}$ | Decoding matrix $\mathbf{D}$ | $N_{\text{Enc}}$ | Gradient strength $D_{\text{N}}$ | Encoding directions $\mathbf{c}$ | Disp. variance $\sigma_1^2/\sigma_2^2$ | Disp. covariance $\mathbf{C}_{\text{Enc}}/\sigma_2^2$ | Encoding efficiency $\eta$ | Visualization of dynamic range region | Dynamic range radii $\Phi_R$ |
|---------------------------|-------------------------------|-------------------------------|------------------|-------------------------------|----------------------------------|------------------------------------------|-----------------------------------|------------------------------|----------------------------------|
| Six-point                 | $\begin{bmatrix} +1 & 0 & 0 & +1 \\ -1 & 0 & 0 & +1 \\ 0 & +1 & 0 & +1 \\ 0 & -1 & 0 & +1 \\ 0 & 0 & +1 & +1 \\ 0 & 0 & -1 & +1 \end{bmatrix}$ | $\begin{bmatrix} +1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & +1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & +1 & -1 \\ 1 & 1 & 1 & 1 & 1 & 1 \\ 3 & 3 & 3 & 3 & 3 & 3 \end{bmatrix}$ | 6    | 1                                | $\frac{1}{2}$                       | $\frac{1}{2}$                  | $0$                                | $\frac{2}{3}$                      | $\frac{2}{3}$ | $\Phi_\text{r} = \pi$ \ $\Phi_R = \sqrt{3}\pi$ |
| Six-point+ (maximal orthogonal encoding) | $\begin{bmatrix} -1 & +2 & -2 & -2 \\ +1 & -2 & +2 & -2 \\ +2 & -1 & -2 & +2 \\ -2 & +1 & +2 & -2 \\ +2 & +2 & +1 & -2 \\ -2 & -2 & -1 & -2 \end{bmatrix}$ | $\frac{1}{9}$ | 6    | 1.5                              | $\frac{2}{9}$                      | $0$                                | $\frac{8}{3}$                      | $\frac{6}{3}$ | $\Phi_\text{r} = 2\pi/3$ \ $\Phi_R = 2\pi/\sqrt{3}$ |
| Unbalanced four-point     | $\begin{bmatrix} +1 & 0 & 0 & +1 \\ 0 & +1 & 0 & +1 \\ 0 & 0 & +1 & +1 \\ 0 & 0 & 0 & +1 \end{bmatrix}$ | $\begin{bmatrix} +1 & 0 & 0 & -1 \\ 0 & +1 & 0 & -1 \\ 0 & 0 & +1 & -1 \\ 0 & 0 & 0 & +1 \end{bmatrix}$ | 4    | 1                                | $\frac{2}{3}$                      | $\frac{1}{3}$                  | $\frac{1}{3}$                      | $\frac{1}{3}$                      | $\Phi_\text{r} = \pi$ \ $\Phi_R = \sqrt{3}\pi$ |
| Unbalanced four-point+ (maximal orthogonal encoding) | $\begin{bmatrix} -1 & +2 & -2 & -2 \\ +2 & -1 & -2 & +2 \\ +2 & +1 & +2 & -2 \\ 0 & 0 & 0 & +2 \end{bmatrix}$ | $\frac{1}{9}$ | 4    | 1.5                              | $\frac{8}{9}$                      | $\frac{4}{9}$                  | $\frac{1}{9}$                      | $\frac{1}{9}$                      | $\Phi_\text{r} = 2\pi/3$ \ $\Phi_R = 2\pi/\sqrt{3}$ |
| Balanced four-point      | (tetrahedral encoding) | $\begin{bmatrix} -1 & +1 & +1 & +1 \\ -1 & -1 & +1 & +1 \\ +1 & +1 & -1 & +1 \\ +1 & +1 & +1 & +1 \end{bmatrix}$ | 4    | $\sqrt{3}$                      | $\frac{1}{2}$                      | $\frac{1}{4}$                  | $\frac{1}{4}$                      | $\frac{4}{3}$                      | $\Phi_\text{r} = \pi/3$ \ $\Phi_R = \pi$ |
| Hadamard                 | $\begin{bmatrix} +1 & +1 & +1 & +1 \\ +1 & -1 & -1 & +1 \\ -1 & +1 & -1 & +1 \\ -1 & -1 & +1 & +1 \end{bmatrix}$ | $\frac{1}{4}$ | 4    | $\sqrt{3}$                      | $\frac{1}{4}$                      | $0$                                | $\frac{2}{3}$                      | $\frac{2}{3}$                      | $\Phi_\text{r} = \pi/3$ \ $\Phi_R = \pi$ |
In the gradient strength-limited regime, DNR is always lower and is given by

\[
\text{DNR}^\text{Grad}_G = \frac{\sqrt{\sum_i \sigma_i^2 x^2}}{2 \sqrt{\left(\sqrt{\text{SNR}}\right)_i}} \text{SNR} < \text{DNR}^\text{DynR}_G.
\]  

(17)

To estimate the DNR of an MRE acquisition, the local noise \(\sigma_{ij}(x)\) in each of the three encoding axes \((\mathbf{X}\mathbf{Y}\mathbf{Z})\) can be estimated from the standard error of the fit.\(^{35}\) The DNR is then given by

\[
\text{DNR}(x) = \frac{\left| r(x) \right|}{\sigma_n(x)} = \frac{\left| \mathcal{F} \phi_{ij}(x) \right|}{\sqrt{\frac{1}{N_p} \sum_{m=1}^{N_r} \left( \phi_{m/ij}(x) - \frac{1}{N_r} \sum_{n=1}^{N_r} e^{2\pi i m n/N_p} \mathcal{F} \phi_{ij}(x) \right)^2}}.
\]  

(18)

where \(\mathcal{F}\) denotes the DFT of the form \(\mathcal{F}_{m/x} = 2 \frac{N_p}{N_p} x_{0} e^{-2\pi i m n/N_p} \).

### 2.1.4 Encoding efficiency

The encoding efficiency of a scheme can be measured in terms of its achieved DNR divided by the root of encoding directions \(\sqrt{N_{\text{Enc}}}\). We present these in units of the encoding efficiency of the unbalanced four-point encoding scheme. In this way, the quantity reflects the relative increase in DNR efficiency, which could equally be achieved by sequential averaging of unbalanced four-point acquisitions

\[
\zeta_{\text{DynR}} = \frac{\text{DNR}_{\text{DynR}}}{\text{DNR}_{\text{Unb Four}}} \sqrt{\frac{4}{N_{\text{Enc}}}} = \frac{\sqrt{8 \phi_r}}{\sqrt{N_{\text{Enc}}}} \left( \text{DNR}^\text{Grad}_G \right)_i \frac{1}{\pi}
\]  

(19)

In the gradient strength-limited regime, we assume that the gradient strength per channel and the encoding efficiency are held constant. Using Equation 17, the encoding efficiency is given by

\[
\zeta_{\text{Grad}} = \frac{\text{DNR}_{\text{Grad}}}{\text{DNR}_{\text{Unb Four}}} \sqrt{\frac{4}{N_{\text{Enc}}}} = \frac{\sqrt{8 \phi_r}}{\sqrt{N_{\text{Enc}}}} \left( \text{DNR}^\text{DynR}_G \right)_i
\]  

(20)

### 2.1.5 Intra-voxel phase dispersion (IVPD)

In MRE, the shear displacement across a voxel is assumed to be constant. However, the displacement is a continuous function in space and hence application of a MEG leads to IVPD. This, in turn, can be shown to lead to magnitude fluctuations, which depend on the voxel size, the shear wavelength and the sensitizing gradient.\(^{36,37}\) The ratio of the magnitude image with and without IVPD can be calculated by solving the integral

\[
| R_{ij}(x) | = \left| \frac{1}{\sqrt{\phi_r}} \int d^3 x e^{i k_{ij}(x)} \right|.
\]  

(21)

As we are only interested in the effect of the encoding scheme on the magnitude of the IVPD signal, we assume a plane wave with wave number \(k\) to propagate in the \(x\)-direction and approximate its displacement in a Taylor series about the center of the voxel with extent \(\Delta x\), which is valid in the regime \(k \Delta x \ll 1\)

\[
\mathcal{T}(x,t) = \tilde{r}_0 \sin(kx + \theta) + \tilde{r}_0 \cos(\theta) kx + O(x^2).
\]  

(22)

The IVPD-induced signal drop is then given by

\[
R = \left| \text{sinc} \left( \frac{k \Delta x}{2} \left( \mathcal{T} \mathbf{d} \right) \mathbf{G} \cos(\theta) \right) \right| \geq \left| \text{sinc} \left( \frac{k \Delta x}{2} \mathbf{G} \mathbf{G} \mathbf{d} \right) \right|.
\]  

(23)

where we use the fact that the unnormalized sinc-function, \(\text{sinc}(x) = \sin(x)/x\), is a monotonically decreasing function in the interval \((0, \pi)\), \(k \Delta x \ll 1\) as well as \(\mathbf{G} \mathbf{d} \leq \pi\). \(e_i \leq \pi\), i.e. we encode motion without phase wrapping. As \(\text{sinc}(x \ll 1) = 1 - x^2/6\), IVPD-based signal loss increases with the square of the total gradient strength \(\left\| \mathbf{G} \mathbf{d} \right\|_2\), encoding efficiency and displacement amplitude, and is inherently coupled to the ratio of resolution and shear wavelength.\(^{36}\) Hence, encoding schemes with higher total gradient strength can suffer from increased IVPD, which, in turn, leads to decreased DNR. This is of particular importance for very soft materials with small wavelengths and coarse resolution.
2.2 | Effects of readout and phase-encoding gradient

Referring to Figure 1, both readout and phase-encoding gradients lead to a gradient of the phase, which is superimposed on the image encoding. These gradients of the phase are dependent on the readout and phase encoding gradient strength, as well as the local shear wave displacement. Solving Equation 2 for periodic motion in the presence of a constant readout gradient, the temporal phase dependence in the time interval $TE^{-1} / 2BW \leq TE + \frac{1}{2BW}$ (BW, readout bandwidth) is given by

$$\phi(t) = \frac{\gamma G(t) \cdot \theta}{2\pi f} \left[ \cos \left( 2\pi f \left( TE - \frac{1}{2BW} \right) + \theta(\vec{x}) \right) + \frac{2\pi k}{N_p} \right] - \cos \left( 2\pi f \theta(\vec{x}) + \frac{2\pi k}{N_p} \right). \tag{24}$$

In the limit of the readout bandwidth being much larger than the underlying frequency of the shear wave, i.e. $BW \gg f$, the phase can be linearized to

$$\phi(t) = \text{const} + \frac{\gamma G(t-TE) \cdot \vec{r}_\theta(\vec{x})}{k} \sin \left( 2\pi f TE + \theta(\vec{x}) + \frac{2\pi n}{N_p} \right) + O((t-TE)^2), \tag{25}$$

where $\gamma G(t-TE) = \vec{k}$ is the $k$ vector of the readout or phase encoding direction. The time constant contribution can be treated as part of the spurious imaging gradient phase contribution. Application of the Fourier shift theorem to the first-order term reveals that the gradient of the phase causes a local shift of the image proportional to $\vec{r}_\theta G / \|G\|_2$. As typical displacements are on the order of $1-100 \mu m$, the local distortions are much smaller than the actual resolution of MRE scans ($2-4 \text{ mm}$) and can be neglected.

3 | METHODS

MRE data were collected on a gel phantom with four circular inclusions (CIRS Inc., Norfolk, VA, USA) using the six encoding schemes (Table 1) implemented on a 3-T Philips Ingenia system (Philips Healthcare, Best, the Netherlands). Signal was received using a 15-channel head coil and a 100 Hz electro-magnetic actuation was employed. Seven repeat measurements were acquired for each scheme to calculate DNR, as well as to assess the accuracy and precision of reconstructed stiffness maps. All measurements were performed using a GRE-based fractional MRE sequence, with 180 Hz, 12 mT/m bipolar MEGs, eight phase offsets, 14 slices, 2 mm isotropic resolution, 0.2 mm slice gap and $112 \times 80$ matrix size acquired using a $20^\circ$ flip angle, Cartesian readout and sensitivity encoding (SENSE) with two-fold acceleration. Encoding was performed in the gradient strength-limited regime. The acquisition of a full volumetric set of eight mechanical phase offset images took 45 s per encoding direction. Synchronization to the external wave generator was achieved using a transistor-transistor logic (TTL) trigger signal and the repetition time (TR) was set equal to the wave period of 10 ms.

In vivo data of the liver were acquired using the unbalanced four-point and Hadamard encoding schemes in one healthy volunteer on informed consent and according to institutional guidelines. Experiments were performed on a 3-T Philips Achieva system using a six-channel cardiac coil, 60 Hz electro-mechanical actuation and the GRE-based fractional MRE sequence, with 156 Hz, 19.8 mT/m bipolar MEGs, 4 mm isotropic resolution, no slice gap and 10 slices filling a matrix of $80 \times 52$, with SENSE acceleration of 2 and four breath holds of 19 s each. Eight phase offsets were acquired for both encoding schemes and the experiment was repeated twice for comparability.

Data post-processing included phase unwrapping along the mechanical phase dimension, subtraction of the mean phase to remove field inhomogeneity effects, decoding and subsequent Fourier transformation along the mechanical phase dimension. The peak corresponding to the actuation frequency was evaluated and divided by the encoding efficiency of the respective MEGs to obtain complex displacement values in units of micrometers. These were then masked using the magnitude images and a hand-drawn region of interest (ROI), which was copied onto all scans. The shear wave velocity (phantom) and the magnitude of the complex shear modulus (in vivo) were reconstructed from the masked displacement data by local inversion of the viscoelastic complex wave equation. The curl operator was applied prior to inversion to filter out compressional wave components. In addition, the displacement fields in the in vivo acquisitions were Gaussian filtered prior to inversion for smoother spatial derivatives.

4 | RESULTS

4.1 | Comparison of encoding schemes

In Table 1, the results of the theoretical evaluation of the six encoding schemes are presented.

4.1.1 | Dynamic range

The dynamic range of unbalanced four-point and six-point encoding is given by $\pi$. Increasing the overall gradient strength by employing overplus encoding decreases the dynamic range to $2\pi/3$ in accordance with the 1.5-fold increase in total gradient strength. Both balanced and Hadamard
encoding share the lowest dynamic range with $\pi/\sqrt{3}$, which is approximately 1.77 times lower than unbalanced four-point encoding. In addition, the dynamic range regions of balanced and Hadamard encoding are not cubic, and hence phase wraps may amount to non-integer multiples of $\pi$ once the dynamic range limit is exceeded.\(^{23}\)

4.1.2 Noise variance and correlation

The unbalanced four-point encoding scheme shows the highest noise variance, whereas the six-point overplus technique shows the lowest. Balanced and six-point encoding both show four-fold lower noise variance than unbalanced four-point encoding; however, balanced encoding suffers from noise correlation between the displacement estimates. Hadamard encoding and six-point encoding are capable of estimating the displacements with independent noise statistics.

4.2 Dynamic range limit

In the dynamic range limit, we assume that the gradient strength of the overplus technique is reduced by 1.5 in each gradient channel and by $\sqrt{3}$ for balanced and Hadamard encoding.

4.2.1 Encoding efficiency

By definition, the encoding efficiency of unbalanced four-point encoding is one. Six-point encoding has an efficiency of $\sqrt{8}/3$, which is equivalent to approximately 2.6-fold averaging of unbalanced four-point encoding. The encoding efficiency of the regular and overplus techniques is equal as overplus is only a rotation and scaling of the gradient system, which is reversed in the dynamic range limit. Reduction of the gradient strength by $\sqrt{3}$ in the balanced four-point scheme leads to reduced encoding efficiency of $\sqrt{4}/3$, whereas Hadamard encoding has the same efficiency as six-point encoding.

It should be noted that the encoding efficiency takes the number of encoding directions and hence acquisition time into account. Hadamard encoding shows $\sqrt{2}/3$ lower DNR than an equally dynamic range-limited six-point acquisition, but only uses two-thirds of the acquisition time.

4.2.2 IVPD

As the dynamic range was found to inversely scale with the total gradient strength for the analyzed schemes, IVPD will be equal for all employed schemes and will not affect the DNR comparison.

4.3 Gradient strength limit

In the gradient strength limit, the dynamic range radii of all compared schemes are larger than the maximally expected displacement.

4.3.1 Encoding efficiency

The encoding efficiency of the unbalanced four-point scheme is one. As the gradient strength per channel is limited, overplus unbalanced four-point encoding increases the overall gradient strength and leads to 1.5 times larger encoding efficiency, which is equivalent to 2.25-fold averaging. Balanced encoding shows an increase by $\sqrt{4}$ in DNR, whereas Hadamard encoding leads to a $\sqrt{8}$-fold increase. Six-point encoding has higher encoding efficiency than overplus unbalanced four-point encoding, but lower than balanced encoding, whereas its overplus variant falls short of Hadamard encoding with an efficiency of $\sqrt{6}$. Again, it should be noted that the overall DNR performance of overplus six-point encoding is approximately 6% higher than Hadamard encoding, but at the cost of a 50% longer scan duration.

4.3.2 IVPD

In the gradient strength limit, IVPD can adversely affect the DNR of high gradient strength schemes, as shown in Equation 23; however, it is highly dependent on resolution, local wavelength, displacement and encoding efficiency. If IVPD is present with unbalanced four-point or six-point encoding, overplus as well as balanced and Hadamard encoding will lead to increased IVPD-based signal drop.

4.4 Comparison of full-wave and fractional encoding in SE- and GRE-MRE sequences

In order to set perspective on the two encoding limits, two references were selected to demonstrate the difference in encoding efficiencies between SE- and GRE-MRE sequences. Sack et al.\(^{34}\) used an SE-MRE sequence with echo planar imaging (EPI) readout and full-wave encoding with two sinusoidal gradient lobes to encode vibrations in the brain of a volunteer. They reported a gradient strength of 35 mT/m, six-point encoding and 50 Hz vibrations. The encoding efficiency can be determined by solving Equation 4.\(^ {30}\) Here, the encoding efficiency is $5.28\, \text{rad/mm/mT/m}$. Hence, reported displacements of 50 $\mu$m lead to a maximal accumulated phase of 9.23 rad, which is above the dynamic range of six-point encoding when no phase unwrapping is taken into account. With unwrapping of a single wrap, the dynamic range is extended to $3\pi$ and the acquisition lies just within the dynamic range.
Garteiser et al.\textsuperscript{12} in contrast, proposed a GRE-based fractional encoding sequence in which multiple phase images were acquired per wave cycle. They reported 160-Hz MEGs, unbalanced four-point encoding and otherwise similar parameters to those of Sack et al.\textsuperscript{34} For comparability, we assume the same 50-Hz vibrations, 35 mT/m and sinusoidal gradient shape. The encoding efficiency is 0.48 rad/mm/(mT/m), which leads to an accumulated phase of 0.85 rad, well below the dynamic range of unbalanced four-point encoding. Hence, encoding is performed in the gradient strength-limited regime.

The imaging gradient to MEG encoding efficiency ratio $\Gamma$ depends on the exact imaging gradient strength, timing and duration. For the above GRE-MRE sequence, $\Gamma$ can be estimated to be approximately 6\%, assuming typical multishot GRE-MRE sequence parameters. Depending on the exact sequence timing of the aforementioned SE-MRE sequence, which is not known to the authors, $\Gamma$ can be expected to be in the range of 0–5\%.

### 4.5 Phantom data

In Figure 3, magnitude images of one selected slice, encoding direction and phase offset, together with the corresponding real part of the complex displacement, as well as reconstructed shear wave velocities, are shown for all six encoding schemes. The displacement maps are in very good quantitative and qualitative agreement, where enhanced noise is clearly visible in unbalanced four-point encoding and its overplus variant when compared with the other schemes. The increased noise in the unbalanced four-point acquisitions leads to pronounced noise in reconstructed shear wave velocities.

In Figure 4, correlation plots for all six encoding schemes compared with the unbalanced four-point scheme are shown. Here, the magnitude of each displacement component was compared pixel-wise between the schemes, showing excellent correlation. Increased DNR is visible in the higher packing of individual observations (dots) in the six-point, balanced four-point and Hadamard encoding schemes (bottom row and top left).

In Figure 5, DNR according to Equation 18 is shown as the volumetric and directional average of each experiment (black dots), as well as its ensemble average (black bar). The red triangles denote the theoretical values according to Equation 17, where the underlying magnitude SNR was fitted to best represent the ensemble averages. Unbalanced four-point encoding shows an average DNR of 18.9 ± 0.5, compared with Hadamard encoding with 18.5 ± 0.3, balanced encoding with 35.6 ± 0.8 and overplus six-point encoding with 51.2 ± 1.0. This corresponds well to the theoretical DNR increase of $\sqrt{8}$ for Hadamard, 2 for balanced and 3 for overplus six-point encoding, respectively.

In Figure 6, ROI-averaged isotropic shear wave velocities are reported for the six encoding schemes. Five ROIs were defined to measure the average velocity in the four inclusions as well as the background gel. Soft regions (inclusions 3 and 4) are all equally well reconstructed, yielding averaged shear wave velocities of 1.328 ± 0.002 and 1.147 ± 0.006 m/s over all encoding schemes. The background (1.636 ± 0.005 m/s) and...
inclusion 2 (1.915 ± 0.008 m/s) are also well captured with all schemes; however, unbalanced four-point encoding underestimates the stiffness compared with the other schemes by 1% (background) and 10% (inclusion 2). The stiffest inclusion shows very high variability within and between encoding schemes as a result of the wavelength being longer than the extent of the object. Unbalanced four-point encoding shows severe underestimation of the stiffness, leading to inverted ordering of inclusions 1 and 2. With increasing encoding efficiency, the shear wave velocity of the inclusion increases and shows lower intra-scheme standard deviation. Schemes with similar DNR (Figure 5) also show similar reconstructed stiffness values. This finding suggests that high DNR is especially crucial for the reliable recovery of high stiffness regions.

**FIGURE 4** Correlation plots showing the displacement correlation of unbalanced four-point encoding and all other five encoding schemes. Correlation was calculated per voxel for the magnitude of each complex component of the displacement field. Linear regression shows very high correlation of unbalanced four-point encoding and all other schemes, showing that all schemes captured the displacement field equally (Std. Error, standard error of the estimate). Increased standard error of the estimate for the unbalanced four-point scheme suggests increased displacement noise compared with the other schemes. However, it should be noted that two different experiments are compared, so that experimental influences, such as actuator drift, influence the correlation.

**FIGURE 5** Displacement-to-noise ratio (DNR) comparison of the six encoding schemes calculated from seven consecutively repeated magnetic resonance elastography (MRE) experiments each (points). The centered black bars denote the ensemble mean and the gray error bars are the standard deviations of averaged DNRs over all measurements. The red triangles denote the theoretical DNR, whose underlying signal-to-noise ratio (SNR) was fitted to best fit the ensemble average of the DNR for all encoding schemes. The total scan duration for each encoding direction is denoted above the figure.

inclusion 2 (1.915 ± 0.008 m/s) are also well captured with all schemes; however, unbalanced four-point encoding underestimates the stiffness compared with the other schemes by 1% (background) and 10% (inclusion 2). The stiffest inclusion shows very high variability within and between encoding schemes as a result of the wavelength being longer than the extent of the object. Unbalanced four-point encoding shows severe underestimation of the stiffness, leading to inverted ordering of inclusions 1 and 2. With increasing encoding efficiency, the shear wave velocity of the inclusion increases and shows lower intra-scheme standard deviation. Schemes with similar DNR (Figure 5) also show similar reconstructed stiffness values. This finding suggests that high DNR is especially crucial for the reliable recovery of high stiffness regions.
4.6 In vivo data

In Figure 7, the comparison of unbalanced four-point and Hadamard encoding of the liver of one healthy volunteer is shown. Magnitude images as well as the real part of the complex displacement in the slice direction and the magnitude of the masked complex shear stiffness are presented.
Both magnitude images are in very good agreement showing similar SNR and anatomy. It should be noted that blood vessels are darker in the Hadamard scan than in the unbalanced four-point encoding, which can be attributed to the larger first gradient moment and subsequently higher signal loss through IVPD originating from blood flow. The displacement maps are in good agreement; however, changes in wave coupling between the experiments as well as different breath hold positions influence the displacement field. Reconstruction of the shear stiffness magnitudes shows very good agreement between the scans. The ROI-averaged stiffness magnitude in the displayed slice was $2.43 \pm 0.90$ kPa ($2.47 \pm 0.83$ kPa) for unbalanced four-point encoding and $2.41 \pm 0.81$ kPa ($2.43 \pm 0.83$ kPa) for Hadamard encoding. The values in parentheses denote the respective values of the repeat experiments.

The gain in DNR with Hadamard encoding can be traded with reduced scan time by acquiring four instead of eight mechanical phase offsets. This reduces the total scan duration from four to two breath holds. We retrospectively reduced the number of acquired mechanical phases and reconstructed the complex displacement vector as well as the shear stiffness. The results are shown in the third column of Figure 7. Reconstructed displacement fields and shear stiffness maps are in very good agreement. The ROI-averaged stiffness was $2.37 \pm 0.71$ kPa ($2.40 \pm 0.76$ kPa).

5 | DISCUSSION

A theoretical framework to evaluate MRE motion encoding schemes with respect to achievable DNR and dynamic range has been formulated, together with a metric of encoding efficiency relating DNR and acquisition time. We have shown that motion sensitization can be performed according to two fundamental limits: the dynamic range- and gradient strength-limited regimes.

The theoretical DNR predictions have been validated in a comprehensive phantom study using a GRE-based fractional MRE sequence, which was operated in the gradient strength-limited regime. We found excellent correlation of the displacement fields for all six encoding schemes when compared with the unbalanced four-point scheme, which is considered to be the gold standard in GRE-MRE. The calculated DNRs from the spectral representation of the mechanical phase offsets (Equation 18) were found to correspond well with theoretical predictions of Equation 17.

The reconstructed shear wave velocities were in very good quantitative agreement for all six schemes in the soft regime (<1.7 m/s). In high stiffness regions, the low DNR of unbalanced four-point encoding led to underestimation of the shear wave velocity. For the stiffest inclusions, encoding schemes with similar DNR also recovered similar velocity values. As displacements were found to be well correlated between all schemes, the increase in DNR between the different encoding schemes directly leads to enhanced wave inversion performance. This is crucial, for instance, in the oncology domain, where lesions are often stiffer than the surrounding tissue habitat. The present analysis hence serves to enhance the impact of MRE for providing diagnostically useful data in the clinical arena.

In practice, DNR is often increased by averaging multiple measurements or by increasing temporal resolution within one wave cycle.\textsuperscript{12,15,16} Theoretical predictions and results from the phantom demonstrated that, in the gradient strength-limited regime, high DNR schemes, such as Hadamard and overplus six-point encoding, can increase DNR by $\sqrt{8}$ and $\sqrt{9}$, respectively, which is equivalent to eight- and nine-fold averaging without an increase in the total scan duration. In the dynamic range limit, however, the increase is limited to $\sqrt{8}/3$ for both schemes because of the reduced applicable gradient strength.

A framework similar to ours was developed by Nir et al.\textsuperscript{24} for the optimization-based design of MRE sequences. In their work, the encoding equation was posed to directly solve for the in- and out-of-phase components of the displacement field and to define an acquisition design matrix (here the encoding matrix) that transfers the displacement components into the measured motion phases. In the present work, we were interested in optimizing motion encoding for conventional MRE, which is based on the sequential acquisition of multiple phase offsets for each encoding direction and subsequent Fourier transformation to obtain displacements. The acquisition design matrix as defined by Nir et al.\textsuperscript{24} for such an experiment would implicitly contain the DFT for each encoding direction. By solving for the real motion phases $\hat{\delta}_E\left(\hat{x}\right)$ instead of the complex displacements, the encoding matrix can be simplified stating only the real gradient directions. The Fourier transformation is then applied on the decoded motion phases. Central to our proposed framework is the inclusion of imaging gradients into the formalism, allowing correction for their spurious contribution $\delta_I\left(\hat{x}\right)$. Such a term is missing in the work of Nir et al.\textsuperscript{24} limiting the framework to specifically designed SE-MRE sequences that allow the nulling or strong reduction of the influence of imaging gradients.

Among the four analyzed encoding schemes utilizing the minimum number of four encoding directions, Hadamard encoding was shown to be the most effective. The Ansatz of D-optimal design\textsuperscript{29} used in the framework by Nir et al.\textsuperscript{24} can be transferred to our formalism. The elements of the encoding matrix are constrained to be of magnitude less or equal to one, so as not to exceed the maximum gradient strength per axis. Hence, the problem of finding the D-optimal encoding matrix $\hat{E}$ that maximizes $\left|\det\left(E^TE\right)\right|$ is Hadamard’s maximum determinant problem.\textsuperscript{40} Thus, under the assumption of D-optimality, Hadamard encoding is the optimal encoding scheme when the minimal number of four encoding directions is used.

We note that the derivation of the covariance matrix assumes uncorrelated phase noise with zero mean and a finite standard deviation for all encoding directions. Although a finite standard deviation is generally given and often assumed in phase noise considerations,\textsuperscript{24,30,41,42} e.g. changes in gradient temperature, wave actuation or induced mechanical vibrations may lead to systematic errors (non-zero mean) or an encoding direction- and phase offset-dependent standard deviation as well as correlated noise. Although the discussion of systematic errors is beyond the scope of this article, changes in standard deviation, as well as correlations, can be considered in the derivation of the covariance matrix (Appendix A) by replacing
\( E_{\mu \sigma \nu \eta \kappa} = \alpha_{\mu \sigma \nu \eta \kappa} \rightarrow \text{cov}_{\eta \kappa} \) with the covariance matrix of the phase noise \( \text{cov}_{\eta \kappa} \). The generalized covariance matrix of the reconstructed motion phases is then given by \( \text{cov} = \hat{D} \text{cov}_{\eta} \hat{D}^T \).

In the present work, conclusions regarding the encoding efficiency of the proposed encoding schemes are based on the DNR metric. A strain-based SNR measure (OSS-SNR) has been proposed previously in the literature\(^{43}\) as an alternative quality metric for MRE. However, OSS-SNR depends on numerical spatial derivatives and hence on processing parameters, such as the finite difference scheme used, interpolation and smoothing operations. In contrast, the DNR is parameter-free and can be directly evaluated using the phase data, provided that no higher harmonic waves are present. Hence, the DNR metric was chosen for its analytical ease-of-use and straightforward experimental comparability.

If the dynamic range is exceeded at the cost of possible phase wrapping, the encoding efficiency can be further increased. In the present analysis, we assumed that no phase unwrapping is applied prior to decoding. As multiple wave phase offsets per encoding direction are acquired, the unwrapping of at least one phase wrap is possible.\(^{44-47}\) As the encoding schemes only measure different projections of the displacement field, phase wrapping and subsequent unwrapping of each encoding direction can be applied prior to decoding. Hence, unwrapping equally extends the dynamic range of all the present schemes (\( \pi \rightarrow (2n + 1)\pi \) in Equations 11 and 15, with \( n \) being the number of unwrappable phase wraps), and the DNR comparison, as well as the two discussed limits, remain valid in the presence of phase wraps.

A key indicator for the need to correct for imaging gradient offsets is the ratio of the imaging gradient to the MEG encoding efficiency \( \Gamma \). As only small adjustments to the gradient timing and strength are possible in GRE-MRE, \( \Gamma \) is primarily influenced by changes in the encoding efficiency of the MEGs. Accordingly, only minor adjustments are possible and values of \( \Gamma \) well above 1% are typical. In contrast, SE-MRE sequences permit greater gradient timing flexibility, thereby allowing the reduction of the influence of imaging gradients. For example, by playing out pre-winding and rewinding gradients over a full wave period or by using flow compensation, the impact of imaging gradients is reduced or nulled. Furthermore, the long TEs in SE-MRE permit the use of full-wave encoding with multiple MEG repetitions, leading to orders of magnitude larger MEG encoding efficiency when compared with GE-MRE. If carefully designed, SE-MRE sequences allow the reduction of \( \Gamma \) to values well below 1%. In this case, reference-less methods, including SLIM and MD-RME, are applicable.

In the present work, it has been shown that Hadamard encoding can be used in fractional GRE-MRE acquisitions of the liver. The increase in DNR can be used to accelerate the MRE acquisition by acquiring only four instead of eight wave phases, allowing for the acquisition of a full liver MRE of the whole three-dimensional displacement field in only two breath holds of 19 s each.

The gain in DNR with overplus and Hadamard encoding, relative to unbalanced four-point and six-point encoding, can also be used to decrease the gradient duty cycle by respective scaling of the gradients. This may allow for shorter TRs, increased gradient duration or higher slew rates. However, the gradient duty cycle may also cause limitations in the applicable maximal gradient strength necessitating the scaling of the applied MEGs. As no difference in gradient duty cycle should be expected for equal total gradient strength, the minimal encoding efficiency in the gradient strength limit is given by the dynamic range-limited values. Hence, fractional GRE-MRE should always benefit from switching from unbalanced four-point to Hadamard encoding.

Previous literature used balanced four-point encoding (‘tetrahedral encoding’) for their GRE-MRE acquisitions.\(^{22}\) Balanced four-point encoding suffers from the same dynamic range, potential gradient duty cycle and IVPD limitations as Hadamard encoding. However, it comes with \( \sqrt{2} \) lower DNR independent of the regime in which it is operated, and exhibits correlated noise in reconstructed displacement fields compared with uncorrelated noise in Hadamard encoding. Hence, Hadamard encoding should be preferred over tetrahedral encoding.

6 | CONCLUSIONS

In GRE-MRE, Hadamard encoding provides a significant increase in encoding efficiency relative to standard unbalanced four-point schemes, permitting a decrease in scan duration of MRE protocols by a factor of two.
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VARIANCE AND COVARIANCE OF ESTIMATED MOTION PHASES

The measured motion phases \( \hat{\phi}_k(x) \) for each time-point \( k \) are given according to Equation 5 as

\[
\hat{\phi}_k(x) = \bar{E}\left(\phi_k(x)\right) + \eta_k,
\]

where the phase noise \( \eta_k \) is assumed to be of zero mean, uncorrelated and of equal finite standard deviation \( \sigma_\eta \) for all measured encoding directions \( N_{\text{ENC}} \). For simplicity and without loss of generality, the dependence on the wave phase offset \( k \) and position \( x \) will be omitted in the following.

The variance \( \sigma^2 \) of a random variable \( X \) and the covariance of the random variables \( X \) and \( Y \) are given by

\[
\sigma^2 = \bar{E}\left[(X - \bar{E}[X])^2\right] \quad \text{and} \quad \text{cov} = \bar{E}[(X - \bar{E}[X])(Y - \bar{E}[Y])],
\]

where \( \bar{E}[\cdots] \) is the expectation value operator. In the following, \( X \) and \( Y \) will be assumed to be the reconstructed target phases \( \hat{\phi}_k \) with \( i \in \{x, y, z, \delta\} \), which are given by

\[
\hat{\phi} = \hat{D}\hat{\phi} = \hat{D}\left(\bar{E}\hat{\phi} + \eta\right) = \hat{\phi}\bar{D} + \bar{D}\eta.
\]

By definition, noise is assumed to be of zero mean leading to \( \bar{E}[\eta] = \bar{E}[\bar{D}\eta] = 0 \) and the expectation value of the reconstructed phase is equal to the motion phase

\[
\bar{E}\left[\hat{\phi}\right] = \bar{E}\left[\left(\hat{\phi}\bar{D} + \bar{D}\eta\right)\right] = \bar{E}\left[\hat{\phi}\bar{D}\right] + \bar{E}\left[\bar{D}\eta\right] = \left(\bar{E}\hat{\phi}\right),
\]

assuming that no phase wrap occurred during the encoding process or that unwrapping was successfully applied. The calculation of the covariance matrix can be simplified to

\[
\text{cov}_{ij} = \bar{E}\left[\left(\hat{\phi}_i - \bar{E}[\hat{\phi}_i]\right)\left(\hat{\phi}_j - \bar{E}[\hat{\phi}_j]\right)\right] = \bar{E}\left[\left(\bar{D}\eta\right)_i\left(\bar{D}\eta\right)_j\right].
\]

The evaluation is straightforward using the linearity of the expectation value operator and the assumption of uncorrelated and equal noise, which results in

\[
\bar{E}[\eta\eta] = \sigma^2\delta_{ij}.
\]
where the Kronecker symbol. The covariance matrix elements are then given by

\[ \text{cov}_{ij} = E[(\tilde{D}_i \tilde{n}_j)] = \sum \tilde{D}_k D_{jm} E[\eta_k \eta_m] \]

\[ = \sigma^2 \tilde{D}_k \delta_{km} \tilde{D}_j^T = \sigma^2 \tilde{D} \tilde{D}^T \delta_{ij} \]

whereas the variance of the reconstructed motion phases and the spurious phase offset are given by the diagonal elements

\[ \sigma_i^2 = \text{cov}_{ii}. \]