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A functional generalization of the field-theoretical renormalization group approach for the single-impurity Anderson model

Abstract We apply a functional implementation of the field-theoretical renormalization group (RG) method up to two loops to the single-impurity Anderson model. To achieve this, we follow a RG strategy similar to that proposed by Vojta et al. [Phys. Rev. Lett. 85, 4940 (2000)], which consists of defining a soft ultraviolet regulator in the space of Matsubara frequencies for the renormalized Green’s function. Then we proceed to derive analytically and solve numerically integro-differential flow equations for the effective couplings and the quasiparticle weight of the present model, which fully treat the interplay of particle-particle and particle-hole parquet diagrams and the effect of the two-loop self-energy feedback into them. We show that our results correctly reproduce accurate numerical renormalization group data for weak to slightly moderate interactions. These results are in excellent agreement with other functional Wilsonian RG works available in the literature. Since the field-theoretical RG method turns out to be easier to implement at higher loops than the Wilsonian approach, higher-order calculations within the present approach could improve further the results for this model at stronger couplings. We argue that the present RG scheme could thus offer a possible alternative to other functional RG methods to describe electronic correlations within this model.
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1 Introduction

The single-impurity Anderson model (SIAM) has always been a central model in the field of strongly correlated systems [1]. It was originally proposed to describe microscopically the effect of a localized impurity embedded in a metallic host on its conduction electrons. Recently, the importance of this model has increased even further. Thanks to ground-breaking advances in nanotechnology, it is now possible to simulate experimentally this model in nanostructure devices such as quantum dots coupled to metallic leads [2]. This has opened a new arena for exploration of correlation effects in many-body systems. On the theoretical side, this renewed interest in the model is also related to the discovery that the paradigmatic Hubbard model in the appropriate limit of infinite spatial dimensions [3] (or infinite coordination number) can in fact be mapped onto an effective SIAM with an additional self-consistency condition [1]. This discovery led to the development of the Dynamical Mean-Field Theory (DMFT) which, combined with first-principle methods such as the Density Functional Theory [5] to determine the electronic structure, is currently being applied to realistic strongly correlated materials with good success.

However, since it is difficult to solve the SIAM in its most general form (except for some special conditions where it can be solved with the help of the Bethe ansatz [6] or the Numerical Renormalization Group (NRG) [7]), this represents nowadays an obstacle to some extent for the systematic application of DMFT to many strongly-correlated materials. There is a lack of reliable methods to study some of the complicated generalizations of the SIAM generated by DMFT calculations, especially in the strong-coupling regime. To tackle this problem, it is important to set up new theoretical schemes which offer the advantage of being flexible in the implementation or generalization and which require preferably low computational effort. In this respect, we mention that a major step forward has been recently achieved via diagrammatic quantum Monte Carlo which turns out to be free from the fermionic sign problem [8].

Another promising semi-analytical method developed in recent years is based on the functional generalization of the renormalization group (RG) approach. Several different implementations of this technique are already available in the literature, both in the Wilsonian version [9,10,11,12,13,14,15,16,17] and the field-theoretical version [18,19,20,21,22]. They have been applied to many electronic models ranging from the two-dimensional (2D) Hubbard model to quantum impurity models such as the SIAM or the closely related Kondo model. Concerning the 2D Hubbard model, for instance, some of these functional RG works successfully reproduced within a static approximation both at one-loop [15,16] and two-loop [23,24] levels an antiferromagnetic phase in the model near half-filling and the onset of a $d_{x^2-y^2}$-wave singlet superconducting phase away from half-filling for weak-to-moderate couplings. This agrees qualitatively with the physics displayed by the cuprate superconductors and gives further support to the point of view that this 2D model might indeed capture some important features of these strongly-correlated materials.
Given these encouraging results, several functional RG studies have also been initiated nowadays to discuss quantum impurity problems such as the SIAM with the important goal of reproducing some key aspects of this model, most notably, its dynamical properties for all interaction strengths and also the correct emergence of the exponential Kondo scale at strong coupling. In addition to providing useful benchmarks to the functional RG scheme—more specifically, to the most common approximations used in these approaches—these studies could also provide alternative and computationally amenable semi-analytical quantum impurity solvers which, as we have seen before, are a central ingredient in the context of DMFT calculations.

In this respect, Karrasch et al. implemented a Wilsonian functional RG study at one-loop level of several important quantities of the model such as the effective mass, the static spin susceptibility and the spectral function. They concluded that while their approach yielded very good results for weak couplings, they still could not reproduce the exponentially small Kondo asymptotics at higher couplings. Besides that, due to difficulties (ill-posed problem) with the stability of the analytic continuation of their functional RG data for the the single-particle Green’s function, they were not able to establish conclusively the formation of the so-called Hubbard satellite bands which emerge at high energies in the impurity spectral function for strong coupling. Recently, two different works reported some progress on these problems: Using a Hubbard-Stratonovich decoupling of the exact Fermi-Bose RG equations, Isidori et al. managed to obtain a three-peak structure in the spectral function of the model at finite temperatures in qualitative agreement with precise NRG calculations for intermediate couplings. Also, Jakobs et al. applying a functional RG scheme within the Keldysh formalism obtained qualitative similar results for the SIAM in the equilibrium situation for weak-to-moderate interaction. Despite that, both approaches could not obtain an exponential narrowing of the quasiparticle peak at strong coupling, which suggests that the Kondo scale emergence is still not completely included at the level of approximation used in those works. In this sense, a next logical step would be to check if adding higher-order terms would improve further these results for the model. It is interesting to mention that higher-order terms are also recognized as an important contribution in order to compute analytic results for transport quantities and dynamical correlation functions of the Kondo model out of equilibrium within the so-called real-time renormalization group method in frequency space.

In the present work, we implement a two-loop calculation of the self-energy together with a calculation of the renormalized coupling functions for the SIAM at zero temperature using a functional generalization of the standard field-theoretical RG approach. This analysis is important in view of the fact that it includes self-energy effects in all coupled integro-differential RG flow equations. In addition to this, it also includes, by construction, the dynamics of all frequency-dependent quantities in the model. Since the functional field-theoretical RG is not widely known among condensed matter physicists we present the method at length and in full detail. As an initial test for this RG scheme, we present both analytical and numerical results for the renormalization of the effective coupling functions and the quasiparticle
weight in the low-energy limit for all interaction strengths. Afterwards, we proceed to benchmark our results against exact (or highly accurate) data for this model such as the Bethe ansatz and NRG.

This paper is structured as follows. In Sec. II, the single impurity Anderson model that we want to investigate is introduced. Next (in Sec. III), we explain the functional field-theoretical RG methodology used to study the model. The two-loop RG flow equations are derived explicitly in Sec. IV. We then proceed to solve numerically the coupled integro-differential RG equations and discuss the main results in Sec. V. Finally, we present our conclusions from this study.

2 Model

The Hamiltonian of the SIAM is given by

\[ \hat{H} = \sum_{k}\epsilon_k\hat{c}_k^\dagger\hat{c}_k + \sum_\sigma E_d\hat{d}_\sigma^\dagger\hat{d}_\sigma 
+ \sum_{k}\sigma (V_k^*\hat{d}_\sigma^\dagger\hat{c}_k + V_k\hat{c}_k^\dagger\hat{d}_\sigma) + U\hat{d}_\uparrow^\dagger\hat{d}_\downarrow^\dagger\hat{d}_\downarrow\hat{d}_\uparrow, \]  

(1)

where \( \hat{c}_k^\sigma \) annihilates a noninteracting conduction electron with momentum \( k \), energy dispersion \( \epsilon_k \), and spin projection \( \sigma \), whereas \( \hat{d}_\sigma \) annihilates a localized electron with energy \( E_d \) and on-site repulsion \( U \). The hybridization between the localized electrons and the conduction electrons is characterized by the amplitude \( V_k \).

If we use a coherent-state functional integral representation of Eq. (1) at constant chemical potential \( \mu \) and integrate out the conduction electrons, the corresponding model at \( T = 0 \) becomes readily described by the action

\[ S[d, \bar{d}] = -\sum_\sigma \int_\omega [i\omega - \xi_0 - \Delta(i\omega)]\bar{d}_\sigma(\omega)d_\sigma(\omega) 
+ U\int_{\omega_1, \omega_2, \omega_3} \bar{d}_\uparrow(\omega_1 + \omega_2 - \omega_3)d_\downarrow(\omega_3)d_\downarrow(\omega_2)d_\uparrow(\omega_1), \]  

(2)

where \( \xi_0 = E_d - \mu \) and \( \int_\omega = \int d\omega \). In addition, \( \bar{d}_\sigma \) and \( d_\sigma \) are, respectively, the creation and annihilation Grassmann fields for localized electrons with spin projection \( \sigma \) and with the hybridization function given by \( \Delta(i\omega) = \sum_k \frac{|V_k|^2}{\omega^2} \).

The above action then defines our bare quantum field theory which must be appropriately regularized in the UV regime (more details on the regularization procedure in the next section). For simplicity, we shall consider here the SIAM in the so-called wide-band limit such that \( \Delta(i\omega) = -i\Delta\text{sgn}(\omega) \), where \( \Delta \) is a constant. It is also convenient to make the following choice of variables, i.e. \( \xi_0 = -U/2 \). When this is done, the model becomes completely particle-hole symmetric.
If we treat the interaction of Eq. (2) within the self-consistent Hartree-Fock approximation, we obtain the renormalized excitation energy \( \xi(\omega) = \xi_0 + \Sigma_{HF}(\omega) \), where

\[
\Sigma_{HF}(\omega) = U \int \omega' G_{HF}(i\omega - i\omega'),
\]

with \( G_{HF}(i\omega) = 1/[i\omega - \xi(\omega) + i\Delta \text{sgn}(\omega)] \) being the self-consistent Hartree-Fock impurity Green’s function of the model. Since, for frequency-independent interaction, one obtains that \( \Sigma_{HF}(\omega) = U/2 \), this latter contribution precisely cancels \( \xi_0 \) in the particle-hole symmetric case. However, as will become clear soon, despite the fact that the initial interaction of the SIAM is indeed a constant, it will acquire a frequency-dependent structure under the RG transformation. For this reason, in order to preserve the particle-hole symmetry of the model during the whole RG flow, we must go back to Eq. (2) and define a frequency-dependent impurity energy \( \xi_0 = \xi_0(\omega) \), such that the condition \( \xi_0(\omega) + \int \omega' U(\omega, \omega', \omega')G_{HF}(i\omega - i\omega') = 0 \) is always enforced for this case. As a consequence of this, the corresponding Hartree-Fock impurity propagator will naturally take the standard result

\[
G_{HF}(\omega) = \frac{1}{i\omega + i\Delta \text{sgn}(\omega)}.
\]

### 3 RG Methodology

The outline of the field-theoretical RG method can be generally summarized in the following way (for more details, see, e.g., Ref. [32]). Typically, in correlated systems if one applies a naive perturbation theory for a given electronic model, divergences or non-analyticities often appear in the low-energy limit at the calculation of several physical quantities of the model such as, e.g., irreducible two-particle vertices, the self-energy and also several order-parameter susceptibilities. This result usually implies that the perturbation theory setup is not appropriately formulated. The field-theoretical RG approach circumvents this problem by means of a reorganization of the terms in the conventional perturbative approach. More precisely, by rewriting the experimentally unobserved bare quantities of the microscopic field theory model (such as, e.g., the fermionic fields and the coupling parameters) in terms of the corresponding renormalized parameters, it is possible to construct a new renormalized perturbation theory which is, by construction, convergent in the low-energy limit. The bare quantities are always defined at the ultraviolet (UV) scale of the model, whereas the renormalized parameters are conveniently defined at a physically measurable low-energy scale. Since the renormalized parameters are the ones that are physically probed from the experimental point of view, they must come out necessarily UV cutoff-independent. This regularization procedure has to be implemented order by order in perturbation theory. If this program is successfully accomplished, then the field theory model is said to be properly renormalized.

It is interesting to note however that, unlike the situation for many lattice models such as, e.g., the 2D Hubbard model, where divergences and
non-analyticities in Feynman diagrams often abound, perturbation theory is regular for the SIAM. Therefore, one might naively think, at first sight, that there should be no intrinsic need in this model for a RG-based theoretical attack. This view is overly restrictive though, especially due to the fact that the emergence of an exponentially dependent (in $U$) Kondo scale at the model indeed motivates many-body resummations of certain classes of diagrams. The RG framework is an ideal tool for achieving this goal in an unbiased manner.

In this work, we implement a functional field-theoretical RG approach up to two-loops for the SIAM in order to calculate the dynamics of all frequency-dependent renormalized quantities of the model. This analysis is important for the following reasons: Firstly, despite the fact that the frequency dependencies of the renormalized parameters could be classified as irrelevant in a power counting sense, they do have a crucial effect on the low-energy behavior of the model especially at stronger couplings. Secondly, in order to evaluate experimentally relevant dynamical quantities such as the spectral density function and the dynamical susceptibilities of the model, it is essential to include such a generalization from the outset in all physical parameters of the RG approach. Lastly, we briefly mention that finite-energy properties of the model are also important if one is willing to extend the functional field-theoretical RG approach to the non-equilibrium situation, e.g., to calculate transport properties in quantum dots (see, for instance, Ref. [28] for a Wilsonian RG approach to this problem).

To begin our analysis, we describe the underlying strategy of our RG scheme. We shall follow a RG method that has some similarities with the approach proposed by Vojta et al. in a different context [33], namely to discuss possible critical points in high-$T_c$ superconductors. In our case, in order to implement a functional generalization of the field-theoretical RG method and also to avoid possible artificial non-analyticities generated by the regularization procedure in the SIAM, it is better not to impose a sharp UV cutoff in the field-theory model defined by Eq. (2). For this reason, we define a soft regulator $K(|\omega|/\Lambda)$ in the space of Matsubara frequencies for the fully interacting Green’s function (where $\Lambda$ stands for the UV cutoff of the model). The exact impurity propagator should then be given by

$$G_A(i\omega) = \frac{1}{i\omega + i\Delta \text{sgn}(\omega) - \tilde{\Sigma}_A(\omega)} K(|\omega|/\Lambda),$$

where $\tilde{\Sigma}_A(\omega) = \Sigma_A(\omega) - \Sigma_{HF}^A(\omega)$ is the self-energy of the SIAM without the Hartree-Fock term, since this latter contribution is already included in the
“noninteracting” propagator of the model as we have shown previously. In addition to this, \( K(y) \) must be some smooth decaying function which must satisfy \( K(0) = 1 \). Following Ref. [33], we conveniently choose \( K(y) = e^{-y} \). This choice of the UV regulator turns out also to be more amenable from both analytical and numerical point of view. (We parenthetically note here that a sharp cutoff would correspond to a Heaviside step function \( K(y) = \theta(y - 1) \).) As we will discuss shortly, to derive the RG flow equations, in which degrees of freedom with Matsubara frequencies lying between \( \Lambda \) and \( \Lambda - d\Lambda \) are successively integrated out, we must take a \( \Lambda (d/d\Lambda) \) derivative of all irreducible two-particle vertices and the self-energy of the model.

Since we will be interested in the low-energy behavior of the SIAM – particularly in the possible emergence of the dynamically generated Kondo scale – we shall focus here on the low-frequency range \( |\omega| \lesssim \Delta \) of the model. In this regime, it is reasonable to assume that the renormalized Green’s function is given by the low-frequency Fermi liquid form

\[
G_A(i\omega) = \frac{Z_A}{i\omega + iZ_A\Delta \text{sgn}(\omega)} K(|\omega|/\Lambda),
\]

i.e. the self-energy of the model is given by \( \tilde{\Sigma}_A(i\omega) = i\omega(1 - 1/Z_A) \), where \( Z_A = (1 - \partial \tilde{\Sigma}_A(i\omega)/\partial(i\omega)|_{\omega=0})^{-1} \) is the quasiparticle weight. At weak-coupling, we know from second-order perturbation theory [34] that this quantity should be given by

\[
Z_{A \to 0} = 1 + \left( 3 - \frac{\pi^2}{4} \right) \left( U/\pi\Delta \right)^2 + \ldots,
\]

whereas in the strong-coupling limit \( U \to \infty \), from Bethe ansatz results [6], the quasiparticle weight is given asymptotically by

\[
Z_{A \to 0} \sim \sqrt{\frac{8U}{\pi^2\Delta}} \exp[-\pi U/8\Delta].
\]

In what follows, we calculate explicitly the RG flow equations up to two-loop order for the SIAM. In order to do this, we choose a parametrization of the interaction parameter of the model in a way which manifestly incorporates the energy and the spin conservation

\[
U_A(\omega_1\sigma_1, \omega_2\sigma_2, \omega_3\sigma_3, \omega_4\sigma_4) = \delta(\omega_1 + \omega_2 - \omega_3 - \omega_4)
\]

\[
+ \left( U_A^\downarrow(\omega_1,\omega_2,\omega_3)\delta\sigma_1\downarrow\delta\sigma_2\downarrow\delta\sigma_3\downarrow\delta\sigma_4\downarrow + \delta\sigma_1\downarrow\delta\sigma_2\downarrow\delta\sigma_3\downarrow\delta\sigma_4\downarrow \right)
\]

\[
+ \left( U_A^\uparrow(\omega_1,\omega_2,\omega_3)\delta\sigma_1\uparrow\delta\sigma_2\uparrow\delta\sigma_3\uparrow\delta\sigma_4\uparrow + \delta\sigma_1\uparrow\delta\sigma_2\uparrow\delta\sigma_3\uparrow\delta\sigma_4\uparrow \right).
\]

The RG methodology we apply now is standard and follows closely the field-theoretical method (see, e.g., Refs. [32,33]). We begin by first calculating the RG flow equation for the self-energy of the model at two-loop order as depicted in Fig. 1. As a result, we obtain
\[ \partial_A \Sigma_A(i\omega) = \frac{iZ^3_A}{4\pi^2 A^2} \int_{-\infty}^{+\infty} d\omega' \int_{-\infty}^{+\infty} d\omega'' \left[ U^A_\uparrow(\omega, \omega + \omega'' - \omega', \omega''')(U^A_\uparrow(\omega', \omega''', \omega + \omega'' - \omega')) + 2U^A_\uparrow(\omega, \omega + \omega'' - \omega', \omega''')U^A_\downarrow(\omega', \omega'', \omega + \omega'' - \omega') - U^A_\downarrow(\omega, \omega'', \omega')U^A_\uparrow(\omega + \omega'' - \omega', \omega', \omega) - 2U^A_\downarrow(\omega + \omega'' - \omega', \omega', \omega)U^A_\downarrow(\omega, \omega'', \omega') \right] K'(|\omega'|/A) K'(|\omega''|/A) K'(|\omega + \omega'' - \omega' - \omega'|/A) \times \left[ \frac{[|\omega'| + |\omega'''| + |\omega + \omega'' - \omega'|]}{(\omega + \omega'' - \omega' + Z_A \Delta \text{sgn}(\omega + \omega'' - \omega'))(\omega + \omega'' - \omega')} \right]. \]

An important point we wish to emphasize here is that it is essential to use the interacting Green’s function (i.e., which includes self-energy feedback) in the RG perturbative scheme instead of the Hartree-Fock Green’s function in order to remove the unphysical Stoner instability in the model (for a discussion on this issue, see, e.g., Ref. [26]). If we now use the many-body definition displayed above for the quasiparticle weight factor \( Z_A \), we can straightforwardly derive the RG flow equation at two-loop order for this quantity as follows

\[ A \frac{d \ln Z_A}{dA} = \eta, \]

where \( \eta = AZ_A \frac{d}{d\omega} \left[ \partial_A \Sigma_A(i\omega) \right] \bigg|_{\omega=0}. \) In this way, \( \eta \) is given by

\[ \eta = \frac{Z^4_A}{4\pi^2 A} \int_{-\infty}^{+\infty} d\omega' \int_{-\infty}^{+\infty} d\omega'' \left\{ [U^A_\uparrow(\omega, \omega + \omega'' - \omega', \omega''')(U^A_\uparrow(\omega', \omega''', \omega + \omega'' - \omega')) + 2U^A_\uparrow(\omega, \omega + \omega'' - \omega', \omega''')U^A_\downarrow(\omega', \omega'', \omega + \omega'' - \omega') - U^A_\downarrow(\omega, \omega'', \omega')U^A_\uparrow(\omega + \omega'' - \omega', \omega', \omega) - 2U^A_\downarrow(\omega + \omega'' - \omega', \omega', \omega)U^A_\downarrow(\omega, \omega'', \omega') \right\} F_A(\omega, \omega', \omega'') \bigg|_{\omega=0}, \]

where

\[ F_A(\omega, \omega', \omega'') = \frac{K'(|\omega'|/A)K'(|\omega''|/A)K'(|\omega + \omega'' - \omega'|/A)}{(\omega' + Z_A \Delta \text{sgn}(\omega'))(\omega'' + Z_A \Delta \text{sgn}(\omega''))(\omega + \omega'' - \omega' + Z_A \Delta \text{sgn}(\omega + \omega'' - \omega'))} \times \left[ \frac{d}{d\omega}|\omega + \omega'' - \omega'| - (|\omega'| + |\omega''| + |\omega + \omega'' - \omega'|) \frac{d}{d\omega} \right] \left[ \frac{1}{(\omega + \omega'' - \omega' + Z_A \Delta \text{sgn}(\omega + \omega'' - \omega'))} \right]. \]

Next, we proceed to calculate the RG flow equations for the coupling functions of the SIAM. Since all the renormalized parameters are the physically measurable quantities, they do not depend on the UV cutoff scale \( A \). Therefore, we must set \( A d\Gamma_{\text{siam}}(\omega_1, \omega_2, \omega_3)/dA = 0 \) for \( i = \uparrow \uparrow \uparrow \) and \( \uparrow \downarrow \downarrow \), where \( \Gamma_{\text{siam}}(\omega_1, \omega_2, \omega_3) \) denote the renormalized irreducible two-particle vertices [11]. The corresponding Feynman diagrams for the coupling functions with two-loop self-energy feedback are schematically shown in Fig. 2. As a result, we
obtain the following coupled integro-differential RG equations which fully describe the interplay of both particle-particle and particle-hole vertex corrections in the model (the so-called parquet diagrams), i.e.

\[
\frac{dU^{\Lambda}}{dA} = A^{\Lambda}_1(\omega_1, \omega_2, \omega_3) + B^{\Lambda}_1(\omega_1, \omega_2, \omega_3) + C^{\Lambda}_1(\omega_1, \omega_2, \omega_3),
\]

and

\[
\frac{dU^{\Lambda}_{1\downarrow}}{dA} = A^{\Lambda}_{1\downarrow}(\omega_1, \omega_2, \omega_3) + B^{\Lambda}_{1\downarrow}(\omega_1, \omega_2, \omega_3) + C^{\Lambda}_{1\downarrow}(\omega_1, \omega_2, \omega_3),
\]

where \(\omega_4 = \omega_1 + \omega_2 - \omega_3\) and the functions \(A^{\Lambda}_1, B^{\Lambda}_1, C^{\Lambda}_1, A^{\Lambda}_{1\downarrow}, B^{\Lambda}_{1\downarrow},\) and \(C^{\Lambda}_{1\downarrow}\) are given explicitly in Appendix A. The Eqs. (11), (14), and (15) must be solved simultaneously in order to analyze the low-energy behavior of this model. Since it is impossible to obtain an analytical solution for these equations in this case, we must then resort to numerical methods. This will be done in the next section.

4 Numerical Results

We now devote this section to the numerical analysis of the integro-differential RG equations up to two-loop order derived above. Following previous works [25,27], since we are mostly interested in the low-energy physics of the SIAM in order to reproduce the Kondo scale we discretize the Matsubara frequencies by introducing the geometric mesh.
Fig. 3 (Color online) RG flow with two-loop self-energy corrections for some choices of external frequencies of the couplings $U_{\Lambda}^{\uparrow\downarrow}(\omega_1, \omega_2, \omega_3)$ and $U_{\Lambda}^{\uparrow}(\omega_1, \omega_2, \omega_3)$ for the SIAM (in units of $\Delta$) as a function of the ratio $\Lambda/\Delta$. The bare coupling at the initial cutoff $(\Lambda_0/\Delta) = 10$ was chosen to be $(U/\Delta) = 4$.

\[
\omega_n = \pm \omega_0 \frac{a^n - 1}{a - 1} \quad n = 1...N,
\]  

where the free adjustable parameters $\omega_0 > 0$ and $a > 1$ determine the spacing of the discretized frequencies and $N$ is the total number of frequencies to be used. For this discretization procedure, the low-frequency regime will be better resolved than the corresponding high-frequency sector, which is justified since the Kondo peak emerges at $\omega = 0$ in the model. A typical choice of these parameters is, e.g.,

$\omega_0 = 10^{-5}\Delta, \quad a = 3.5, \quad \Lambda_0 = 10\Delta, \quad N = 30$ points,

which allows one to solve the flow equations at two-loop order with relatively low computational effort. Despite this moderate choice of number of points in the discretization procedure, we point out that our results show good convergence properties in the low-energy limit. This choice implies that we have to keep track of the RG flow of thousands of couplings altogether. Since the coupling functions in the RG equations need to be evaluated for arbitrary arguments – which in general do not coincide with a point of the mesh – an interpolation procedure has to be implemented. In this work, we shall use a linear interpolation. As a result of this, all the integrals in the flow equations will be solved by using standard Gaussian quadrature routines. Afterwards, the resulting set of coupled differential RG equations are then solved by means of high-precision fourth-order Runge-Kutta method.

First, we focus our attention on the numerical solution of Eqs. (14) and (15) for the renormalized couplings as a function of $\Lambda$. The choice of the initial conditions at $\Lambda = \Lambda_0$ in the RG equations are given by $U_{\uparrow} = U_{\uparrow\downarrow} = U$. As an illustrative example, we choose the initial interaction strength $(U/\Delta) = 4$. Our results for this choice of interaction are displayed in Fig. 3. In this plot, even though the couplings are initially constant, we demonstrate that
they acquire as expected a distinct frequency structure as we integrate out
degrees of freedom towards the low-energy limit (i.e. $\Lambda \to 0$). Technically
speaking, this happens because of the interplay of parquet particle-particle
and particle-hole classes of diagrams in the vertex corrections which are in-
cluded to infinite order in our field-theoretical RG scheme. In other words,
despite the irrelevance in a power counting sense of the frequency dependence
of the coupling functions for the SIAM, they do play an important role in
the corresponding low-energy dynamics for this case.

Next we present the results of the RG flow for the quasiparticle weight
$Z_A$ of the model as a function of the ratio $A/\Delta$. Since at the UV cutoff
scale ($A = A_0$) there should be no quantum fluctuations included in the RG
scheme, the quasiparticle weight must be initially equal to unity (i.e. it must
assume its noninteracting value). Naturally, the final value of $Z_A$ in the low-
energy limit will depend crucially upon the bare interaction strength $U$. Our
results are displayed in Fig. 4 for some choices of initial interaction. In this
figure, we observe clearly a strong suppression of $Z_{A\to 0}$ with increasing $U$.
Despite that, the quasiparticle weight always approach a finite value in the
low-energy limit. In other words, there is no sign of instability or artificial spin
symmetry breaking during the RG flow within our scheme. This is consistent
with the fact that the SIAM conforms to a Fermi liquid description for all
couplings at low-energies. Our RG approach therefore captures successfully
this important aspect of the problem.

In order to verify if the Kondo scale of the model is reproduced by our RG
scheme, we now plot the inverse quasiparticle weight $Z_A^{-1}$ in the low-energy
limit on a logarithmic scale as a function of the dimensionless ratio $U/\pi \Delta$.
This is shown in Fig. 5. For comparison, we also display highly-accurate
NRG data obtained from Ref. [27] – which yields the correct behavior of this
quantity for all coupling strengths – and the Bethe ansatz result given by Eq.
(8) for the case of $(U/\pi \Delta) \gtrsim 2$ (even though this latter expression is, strictly

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4}
\caption{(Color online) RG flow of the quasiparticle weight $Z_A$ as a function of
$A/\Delta$ for several choices of initial interaction strength $U$ within the functional field-
theoretical renormalization group up to two-loop order.}
\end{figure}
Fig. 5 (Color online) Inverse quasiparticle weight $Z_{-1}$ in the limit $\Lambda \to 0$ as a function of $U/\pi \Delta$ within the functional field-theoretical renormalization group (FFTRG) up to two-loop order. For comparison, we have displayed highly accurate NRG data obtained in Ref. [27] and second-order perturbation theory result from Eq. (7). In addition, we also plot the Bethe ansatz result of Eq. (8) for $(U/\pi \Delta) \gtrsim 2$, even though this latter expression is only valid in the limit $U \to \infty$.

speaking, only valid in the limit $U \to \infty$). Moreover, in order to determine the boundaries as a function of the the ratio $U/\pi \Delta$ which roughly separate the weak, the moderate and the strong-coupling regimes of the model, the result predicted by conventional second-order perturbation theory (see Eq. (7)) is also added. In this way, we observe in Fig. 5 that since perturbation theory results agree well with NRG data for $(U/\pi \Delta) < 1$, the value where this dimensionless ratio is equal to unity could be viewed as marking the boundary between the weak and moderate interaction regimes. For $(U/\pi \Delta) > 2.5$, the exponential (Kondo) behavior of $1/Z$ emerges, and the strong coupling regime of the model finally sets in. From all these remarks, we may conclude that our RG results for the inverse of the quasiparticle weight for the model are indeed in quantitative agreement with NRG data from weak to slightly moderate interactions (i.e., $(U/\pi \Delta) \lesssim 1.5$), which shows that the present implementation of the field-theoretical RG scheme improves somewhat the conventional perturbation theory result for this regime (see also the inset of Fig. 5). Naturally, it would be also very interesting to test our RG approach for the present model in the situation away from particle-hole symmetry, where it is well-known that the conventional perturbation theory works less well than at the particle-hole symmetric point. Indeed, in the particle-hole asymmetric case our RG approach could potentially improve even further the conventional perturbation theory result for intermediate interactions. We therefore plan to perform this analysis in a subsequent work.

On the other hand, for $(U/\pi \Delta) \gtrsim 1.5$ in the present case our RG results start to deviate quantitatively from the NRG data and the agreement with the exact results available for this model becomes only qualitative. This implies that the exponential suppression of $Z$ contained in the Bethe ansatz result is still not reproduced by our RG approach. As can be seen from Fig.
5, our results underestimate the strength of fluctuations of the SIAM for such large interactions. Therefore, this establishes the limit of validity of our two-loop truncation of the RG flow equations for describing this model at stronger couplings. Although this approximation proved to be good for not too strong interactions, it becomes evidently more and more uncontrolled for higher values of $U$. In order to obtain better results for stronger couplings in this model, it would be important to further include higher-order contributions in the self-energy (e.g., three-loop diagrams or beyond) and also in the renormalized coupling functions within the RG truncation scheme. This improvement of the results for such large interactions is indeed possible because of an important property of the SIAM, i.e. that the system always finds itself in a Fermi-liquid state for any coupling strength since it never undergoes a phase transition. In view of this fact, a perturbative truncation of the functional field-theoretical RG approach about the renormalized impurity interaction is expected to converge in this case.

We can also put our findings into context with some other works available in the literature. Karrasch et al. recently implemented a Wilsonian functional RG study \cite{25} of some quantities of the SIAM such as the effective mass, the static spin susceptibility and the spectral function. They concluded that while their RG method also reproduced precise NRG results for these physical quantities at weak couplings, they failed to capture the correct Kondo scale generation for the model within their truncation. In another recent work \cite{28}, a functional RG scheme within the Keldysh formalism was implemented, and the authors obtained quantitative agreement with accurate NRG data for the SIAM in the equilibrium situation only for weak interactions. All these findings are in good agreement with our results for this regime. In addition to this, since the functional field-theoretical RG method described here turns out to be easier to implement at higher loops \cite{11} than the Wilsonian approach, higher-order calculations within the present scheme are indeed feasible and could improve the results for this model at stronger couplings. In view of this, we believe the present RG scheme can be viewed as a possible alternative to other functional RG methods to describe equilibrium properties of the SIAM.

5 Conclusion

We have implemented a functional field-theoretical RG method up to two-loop order to the symmetric SIAM at zero temperature within the wide-band limit. One of the objectives of this study was to extend the conventional field-theoretical RG scheme to include the dynamics of all frequency-dependent renormalized parameters of the model. We have shown that, in order to accomplish this, it is convenient to define a soft ultraviolet regulator in the space of Matsubara frequencies for the renormalized Green’s function of the model. In this way, we have derived analytically and then solved numerically the corresponding RG equations both for the coupling functions of the model and the quasiparticle weight in the low-energy limit. These equations fully included the interplay of particle-particle and particle-hole parquet diagrams and also the effect of two-loop self-energy feedback into them. Naturally,
the RG framework was ideally suited for achieving this goal in an unbiased manner.

One important point we want to stress here is that, because of the two-loop self-energy contribution into the RG flow equations, our approach did not suffer from any instability (or artificial spin symmetry breaking) for any choice of interaction strength $U$. This is consistent with the fact that the SIAM conforms to a Fermi liquid description for all couplings at low-energies. Our RG approach therefore captured successfully this aspect of the problem.

In order to assess the quality of our two-loop truncation of the RG flow equations, we have benchmarked our results against highly accurate NRG data obtained from Ref. [27]. As a result of this comparison, we have confirmed that our results indeed reproduce quantitatively the NRG data for the model from weak to slightly moderate interactions. Moreover, since the functional generalization of the field-theoretical RG method described here turns out to be technically easier to calculate at higher loops as compared with the more conventional Wilsonian RG approach, higher-order computations within the present scheme are relatively straightforward to implement. This latter calculation could potentially improve our results for this model at stronger couplings. Therefore, we believe the development of the present functional field-theoretical RG approach could offer a promising alternative to other functional RG methods which aim to describe electronic correlations within the Anderson impurity model.
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**A Appendix**

In this appendix, we write down the explicit form of all the functions defined in the text. They are given by

$$A_1^4(\omega_1, \omega_2, \omega_3) = \int_{-\infty}^{\infty} d\omega \frac{U^4_{\uparrow}(\omega_1, \omega_2, \omega_3) U^4_{\downarrow}(\omega_1 + \omega_2 - \omega, \omega_3)}{(\omega + \Lambda \Delta \text{sgn}(\omega))(\omega_1 + \omega_2 - \omega + \Lambda \Delta \text{sgn}(\omega_1 + \omega_2 - \omega))} F^4_{\uparrow}(\omega_1, \omega_2, \omega),$$

(17)

$$B_1^4(\omega_1, \omega_2, \omega_3) = \int_{-\infty}^{\infty} d\omega \frac{1}{(\omega + \Lambda \Delta \text{sgn}(\omega))(\omega_1 + \omega_3 + \omega + \Lambda \Delta \text{sgn}(\omega_1 + \omega_3 + \omega))} F^4_{\uparrow}(\omega_1, \omega_3, \omega)$$

$$\left[U^4_{\uparrow}(\omega_1, \omega, \omega_3) U^4_{\uparrow}(\omega_1 - \omega_3 + \omega, \omega_2, \omega) + U^4_{\downarrow}(\omega_1, \omega, \omega_3) U^4_{\uparrow}(\omega_1 - \omega_3 + \omega, \omega, \omega_2)\right],$$

(18)
\[ C_{11}^{A}(\omega_1, \omega_2, \omega_3) = -\int_{-\infty}^{\infty} d\omega \frac{1}{(\omega + Z_1 \Delta \text{sgn}(\omega))(\omega + \omega_2 - \omega_3 + Z_2 \Delta \text{sgn}(\omega + \omega_2 - \omega_3))} \mathcal{F}_3^{A}(\omega_2, \omega_3, \omega) \]

\[ U_{11}^{A}(\omega_1, \omega + \omega_2 - \omega_3, \omega) U_{11}^{A}(\omega, \omega_2, \omega_3) + U_{11}^{A}(\omega_1, \omega + \omega_2 - \omega_3, \omega) U_{11}^{A}(\omega, \omega_2, \omega_3) \]

\[ -U_{11}^{A}(\omega_1, \omega + \omega_3 - \omega_2, \omega) U_{11}^{A}(\omega, \omega_1, \omega + \omega_2 - \omega_3) - U_{11}^{A}(\omega_1, \omega + \omega_3 - \omega_2, \omega) U_{11}^{A}(\omega, \omega_2, \omega_3) \]

\[ + U_{11}^{A}(\omega_1, \omega + \omega_3 - \omega_2, \omega) U_{11}^{A}(\omega, \omega_2, \omega_3) + U_{11}^{A}(\omega_1, \omega + \omega_2 - \omega_3, \omega) U_{11}^{A}(\omega, \omega_2, \omega_3) \],

\[ (19) \]

\[ A_{11}^{A}(\omega_1, \omega_2, \omega_3) = -\int_{-\infty}^{\infty} d\omega \left( \frac{1}{(\omega + Z_1 \Delta \text{sgn}(\omega))(\omega_1 + \omega_2 - \omega + Z_2 \Delta \text{sgn}(\omega_1 + \omega_2 - \omega))} \right) \mathcal{F}_3^{A}(\omega_1, \omega_2, \omega) \]

\[ U_{11}^{A}(\omega_1, \omega_2, \omega) U_{11}^{A}(\omega_1 + \omega_2 - \omega, \omega_3) + U_{11}^{A}(\omega_1, \omega_2, \omega) U_{11}^{A}(\omega_1 + \omega_2 - \omega, \omega_3) \],

\[ (20) \]

\[ B_{11}^{A}(\omega_1, \omega_2, \omega_3) = \int_{-\infty}^{\infty} d\omega \left( \frac{1}{(\omega + Z_1 \Delta \text{sgn}(\omega))(\omega_1 - \omega_3 + \omega + Z_2 \Delta \text{sgn}(\omega_1 - \omega_3 + \omega))} \right) \mathcal{F}_3^{A}(\omega_1, \omega_3, \omega) \]

\[ U_{11}^{A}(\omega_1, \omega, \omega_3) U_{11}^{A}(\omega_1 - \omega_3 + \omega, \omega_2, \omega) + U_{11}^{A}(\omega_1, \omega, \omega_3) U_{11}^{A}(\omega_1 - \omega_3 + \omega, \omega_2, \omega) \],

\[ (21) \]

\[ C_{11}^{A}(\omega_1, \omega_2, \omega_3) = -\int_{-\infty}^{\infty} d\omega \left( \frac{1}{(\omega + Z_1 \Delta \text{sgn}(\omega))(\omega + \omega_2 - \omega_3 + Z_2 \Delta \text{sgn}(\omega + \omega_2 - \omega_3))} \right) \mathcal{F}_3^{A}(\omega_2, \omega_3, \omega) \]

\[ U_{11}^{A}(\omega_1, \omega_2 - \omega_3, \omega_3) U_{11}^{A}(\omega_1, \omega_2, \omega_3) + U_{11}^{A}(\omega_1, \omega_2 - \omega_3, \omega_3) U_{11}^{A}(\omega_1, \omega_2, \omega_3) \]

\[ -U_{11}^{A}(\omega_1, \omega + \omega_2 - \omega_3, \omega) U_{11}^{A}(\omega, \omega_2, \omega_3) \],

\[ (22) \]

where

\[ \mathcal{F}_3^{A}(\omega_1, \omega_2, \omega) = \left( \frac{Z_3}{2\pi A} \right) [|\omega| + |\omega_1 + \omega_2 - \omega|] K(|\omega|/A) K(|\omega_1 + \omega_2 - \omega|/A), \]

\[ \mathcal{F}_2^{A}(\omega_1, \omega_3, \omega) = \left( \frac{Z_2}{2\pi A} \right) [|\omega| + |\omega_1 - \omega_3 + \omega|] K(|\omega|/A) K(|\omega_1 - \omega_3 + \omega|/A), \]

\[ \mathcal{F}_3^{A}(\omega_2, \omega_3, \omega) = \left( \frac{Z_3}{2\pi A} \right) [|\omega| + |\omega + \omega_2 - \omega_3|] K(|\omega|/A) K(|\omega + \omega_2 - \omega_3|/A). \]

\[ (23) \]
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