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Abstract

We study three notions of uncertainty quantification—calibration, confidence intervals and prediction sets—for binary classification in the distribution-free setting, that is without making any distributional assumptions on the data. With a focus towards calibration, we establish a ‘tripod’ of theorems that connect these three notions for score-based classifiers. A direct implication is that distribution-free calibration is only possible, even asymptotically, using a scoring function whose level sets partition the feature space into at most countably many sets. Parametric calibration schemes such as variants of Platt scaling do not satisfy this requirement, while nonparametric schemes based on binning do. To close the loop, we derive distribution-free confidence intervals for binned probabilities for both fixed-width and uniform-mass binning. As a consequence of our ‘tripod’ theorems, these confidence intervals for binned probabilities lead to distribution-free calibration. We also derive extensions to settings with streaming data and covariate shift.

\textsuperscript{*}equal contribution; paper appeared as a spotlight at NeurIPS 2020.
1 Introduction

Let $\mathcal{X}$ and $\mathcal{Y} = \{0, 1\}$ denote the feature and label spaces for binary classification. Consider a predictor $f : \mathcal{X} \to \mathcal{Y}$ that produces a prediction in some space $\mathcal{Z}$. If $\mathcal{Z} = \{0, 1\}$, $f$ corresponds to a point prediction for the class label, but often class predictions are based on a ‘scoring function’. Examples are, $\mathcal{Z} = \mathbb{R}$ for SVMs, and $\mathcal{Z} = [0, 1]$ for logistic regression, random forests with class probabilities, or deep models with a softmax top layer. In such cases, a higher value of $f(X)$ is often interpreted as higher belief that $Y = 1$. In particular, if $\mathcal{Z} = [0, 1]$, it is tempting to interpret $f(X)$ as a probability, and hope that

$$f(X) \approx P(Y = 1 \mid X) = \mathbb{E} [Y \mid X].$$  

However, such hope is unfounded, and in general (1) will be far from true without strong distributional assumptions, which may not hold in practice. Valid uncertainty estimates that are related to (1) can be provided, but ML models do not satisfy these out of the box. This paper discusses three notions of uncertainty quantification: calibration, prediction sets (PS) and confidence intervals (CI), defined next. A function $f : \mathcal{X} \to [0, 1]$ is said to be (perfectly) calibrated if

$$\mathbb{E} [Y \mid f(X) = a] = a \quad \text{a.s. for all } a \text{ in the range of } f. \quad (2)$$

Define the set of all subsets of $\mathcal{Y}$, $\mathcal{L} \equiv \{\{0\}, \{1\}, \{0, 1\}, \emptyset\}$, and fix $\alpha \in (0, 1)$. A function $S : \mathcal{X} \to \mathcal{L}$ is a $(1 - \alpha)$-PS if

$$P(Y \in S(X)) \geq 1 - \alpha. \quad (3)$$

In practice, PSs are typically studied for larger output sets, such as $\mathcal{Y}_{\text{regression}} = \mathbb{R}$ or $\mathcal{Y}_{\text{multiclass}} = \{1, 2, \ldots, L > 2\}$, but in this paper, we pursue fundamental results for binary classification. Finally, let $\mathcal{I}$ denote the set of all subintervals of $[0, 1]$. A function $C : \mathcal{X} \to \mathcal{I}$ is a $(1 - \alpha)$-CI if

$$P(\mathbb{E} [Y \mid X] \in C(X)) \geq 1 - \alpha. \quad (4)$$

All three notions are ‘natural’ in their own sense, but also different at first sight. We show that they are in fact tightly connected (see Figure 1), and focus on the implications of this result for calibration. Most of our results are in the distribution-free setting, where we are concerned with understanding what uncertainty quantification is possible without making distributional assumptions on the data. This paper is based on the statistical setup of post-hoc uncertainty quantification, described next.

Post-hoc uncertainty quantification setup. Let $P$ denote the data-generating distribution over $\mathcal{X} \times \mathcal{Y}$, and let $(X, Y) \sim P$ denote a general data point. Post-hoc uncertainty quantification is a common paradigm where the available labeled data is split into a training set and a calibration set. The training set is used to learn a predictor $f : \mathcal{X} \to [0, 1]$, and the calibration set is used to supplement $f$ with uncertainty estimates (CIs or PSs), or learn a new calibrated predictor on top of $f$. (In practice, the validation set is often used as the calibration set.) All results in this paper are conditional on the training set; thus the randomness is always over the calibration and test data. We denote the calibration set as $\mathcal{D}_n = \{(X_i, Y_i)\}_{i \in [n]}$, where $n$ is the number of calibration points, and we use the shorthand $[n] := \{1, 2, \ldots n\}$. A prototypical test point is denoted as $(X_{n+1}, Y_{n+1})$. The calibration and test data is assumed to be drawn i.i.d. from $P$, denoted succinctly as $\{(X_i, Y_i)\}_{i \in [n+1]} \sim P^{n+1}$. The learner observes realized values of all random variables $(X_i, Y_i)$, except $Y_{n+1}$. All sets and functions are implicitly assumed to be measurable.

Our work relies on some key ideas in the works of Vovk et al. [48] Section 5], Barber [3], and Zadrozny and Elkan [52]. Other related work is cited as needed, and further discussed in Section 5. All proofs appear ordered in the Appendix.

2 Calibration, confidence intervals and prediction sets

A few additional concepts and definitions are needed in order to formally study calibration, CIs and PSs in the distribution-free post-hoc uncertainty quantification setup. These are defined next.
2.1 Approximate and asymptotic calibration

Calibration captures the intuition of \[\text{[1]}\] but is a weaker requirement, and was first studied in the meteorological literature for assessing probabilistic rain forecasts \[\text{[5, 7, 33, 40]}\]. Murphy and Epstein \[\text{[33]}\] described the ideal notion of calibration, called \textit{perfect calibration} \[\text{[2]}\], which has also been referred to as \textit{calibration in the small} \[\text{[46]}\], or sometimes simply as \textit{calibration} \[\text{[7]}\]. Murphy and Epstein \[\text{[45]}\] stated and gave a short proof of Proposition \[\text{[1]}\]. Vaicenavicius et al. \[\text{[45]}\] stated and gave a short proof for the ‘only if’ direction. While the other direction is also straightforward, together they lead to an appealingly simple and complete characterization. The proof of Proposition \[\text{[1]}\] is in Appendix \[\text{[A]}\].

It is helpful to consider two extreme cases of Proposition \[\text{[1]}\]. First, setting \(g(\cdot)\) to any constant implies that \(E[Y|g(X)=g(x)]\) is also a perfect calibrator. Naturally, we cannot hope to estimate the Bayes classifier without assumptions, but even the simplest calibrator \(E[Y]\) can only be approximated in finite samples. Since Proposition \[\text{[1]}\] states that calibration is possible if the RHS of \[\text{[3]}\] is known exactly for some \(g\), perfect calibration is impossible in practice. Thus we resort to satisfying the requirement \[\text{[4]}\], which is implicitly the goal of many empirical calibration techniques.

**Definition 1** (Approximate calibration). A predictor \(f: \mathcal{X} \rightarrow [0,1]\) is \((\varepsilon,\alpha)\)-calibrated for some \(\varepsilon,\alpha \in [0,1]\) if with probability at least \(1-\alpha\),

\[
||E[Y|f(X)] - f(X)|| \leq \varepsilon. \tag{6}
\]

Clearly, every predictor \(f\) is \((1,0)\)-calibrated and \((0,1)\)-calibrated. Further, if \(f\) is \((\varepsilon,\alpha)\)-calibrated, then it is also \((\varepsilon',\alpha')\)-calibrated for \(\varepsilon' > \varepsilon\) and \((\varepsilon,\alpha')\)-calibrated for \(\alpha' > \alpha\), and so we are typically only interested in the smallest “pareto optimal boundary” pairs of \((\varepsilon,\alpha)\) for which approximate calibration holds, or specifically for a fixed \(\alpha\) like 0.1, what is the smallest \(\varepsilon\) for which calibration holds.

Suppose \(f\) is not approximately calibrated for small values of \(\varepsilon\) and \(\alpha\). As mentioned in the Introduction, we can ‘recalibrate’ \(f\) using a post-hoc calibration algorithm \(A\). Such an \(A\) takes \(f\) (learnt on the training data) as input along with independent calibration data \(D_n = \{(X_i,Y_i)\}_{i\in[n]}\), and outputs \(A(D_n,f) = h_n: \mathcal{X} \rightarrow [0,1]\), a predictor with presumably improved calibration properties compared to the original \(f\). This setup was popularized by Guo et al. \[\text{[13]}\]: in their work, \(f\) is a deep neural network and a proposed algorithm \(A\) is temperature scaling. In this paper, we study when \(A\) can be shown to satisfy \textit{distribution-free approximate calibration}:

\[
P^{n+1}(||E[Y|h_n(X_{n+1})] - h_n(X_{n+1})|| \leq \varepsilon) \geq 1-\alpha \quad \text{for every } f, P. \tag{7}
\]

Above, \(P^{n+1}\) denotes the product distribution of the i.i.d. calibration and test points: \\{(X_i,Y_i)\}_{i\in[n+1]} \sim P^{n+1}.\) Note that \(h_n = A(D_n,f)\) is random over the calibration data \(D_n\): we reinforce this by writing \(n\) in the subscript. In the limit of infinite calibration data, a good calibration algorithm should guarantee approximate calibration with vanishing \(\varepsilon\). This is formalized in the upcoming definition of asymptotic calibration. We use \((\mathcal{X} \times \mathcal{Y})^* \times [0,1]^\mathcal{X} \rightarrow [0,1]^\mathcal{X}\) to denote the space of the calibration data for arbitrary \(n\) and \([0,1]^\mathcal{X}\) to denote a function from \(\mathcal{X}\) to \([0,1]\) (such as \(f\)).

**Definition 2** (Distribution-free asymptotic calibration). A post-hoc calibration algorithm \(A: (\mathcal{X} \times \mathcal{Y})^* \times [0,1]^\mathcal{X} \rightarrow [0,1]^\mathcal{X}\) is said to be distribution-free asymptotically calibrated if there exists an \(\alpha \in (0,0.5)\) and a \([0,1]\)-valued sequence \(\{\varepsilon_n\}_{n\in\mathbb{N}}\) with \(\lim_{n \rightarrow \infty} \varepsilon_n = 0\), such that for every \(n\), \(h_n = A(D_n,f)\) satisfies condition \[\text{[7]}\] with parameters \((\varepsilon_n,\alpha)\).

Note that condition \[\text{[7]}\] requires approximate calibration not only over all \(P\), but also over all \(f\). Thus asymptotic calibration requires \(A\) to calibrate \textit{any fixed} \(f\) over \textit{all distributions} \(P\).
2.2 Prediction sets and confidence intervals with respect to $f$

To motivate a new definition of PSs and CIs with respect to $f$, we review a recent result on distribution-free CIs by Barber [8], where the existence of ‘informative’ distribution-free CIs was discussed.

PSs and CIs are only ‘informative’ if the sets or intervals produced by them are small. To quantify this, we measure CIs using their width (denoted as $|C()|$), and PSs using their diameter (defined as the width of the convex hull of the PS). For example, in the case of binary classification, the diameter of a PS is 1 if the prediction set is $\{0,1\}$, and 0 otherwise (since $Y \in \{0,1\}$ always holds, the set $\{0,1\}$ is ‘uninformative’). A short CI such as $[0.39,0.41]$ is more informative than a wider one such as $[0.3,0.5]$.

For a given distribution, one might expect the diameter of a $(1-\alpha)$-PS to be larger than the width of a $(1-\alpha)$-CI, since we want to cover the actual value of $Y$ and not its conditional expectation. As an example, if $\mathbb{E}[Y|X=x]=0.5$ for every $x$, then the shortest possible CI is $(0.5,0.5)$ whose diameter is 0. However, a $(1-\alpha)$-PS has no choice but to output $\{0,1\}$ for at least $(1-2\alpha)$ fraction of the points (and a random guess for the other $2\alpha$ fraction), and thus must have expected diameter $\geq 1-2\alpha$ even in the limit of infinite data.

Recently, Barber [8] built on an earlier result of Vovk et al. [48] to show that if an algorithm produces a PS function, then

$$\mathbb{E}[Y \mid f(X)] \in C(f(X)) \quad \forall P. \tag{8}$$

Analogously, a function $S: [0,1] \to \mathcal{L}$ is a $(1-\alpha)$-PS with respect to $f$ if

$$P(Y \in S(f(X))) \geq 1-\alpha. \tag{9}$$

These definitions can be extended in a natural way if Range$(f) \neq [0,1]$, as we do in the conference version of this paper [14]. If $f$ is injective (one-to-one), then (8) and (9) reduce to (1) and (3). The more interesting (and typical) case is when $f$ is not injective. In this case, the level sets of $f$ partition $\mathcal{X}$ at a coarser ‘resolution’: $\mathcal{X} = \cup_{z \in [0,1]} \{x : f(x) = z\}$, and we can ask the (easier) question of producing a single CI or PS with respect to every $z \in [0,1]$, instead of every $x \in \mathcal{X}$.

Naturally, for (8) or (9) to hold, the functions $C$ and $S$ must depend on $P$. Similar to the post-hoc calibration setting, we ask if $C$ or $S$ can be learnt using independent calibration data $D_n$ drawn from $P$. Let $C$ denote an algorithm that produces a CI function using $f$ and $D_n$, $C_n = C(D_n,f): [0,1] \to \mathcal{L}$, where the notation $C_n$ reinforces the dependence of the CI function on $D_n$. Similarly, let $S$ denote an algorithm that produces a PS function, $S_n = S(D_n,f): [0,1] \to \mathcal{L}$. Akin to distribution-free approximate calibration (7), we have the following definitions for distribution-free CIs and PSs. $C_n$ is said to be a distribution-free CI w.r.t. a fixed $f$ if

$$P^{n+1}(\mathbb{E}[Y_{n+1} \mid f(X_{n+1})] \in C_n(f(X_{n+1}))) \geq 1-\alpha \quad \forall P, \tag{10}$$

and $S_n$ is said to be a distribution-free PS w.r.t. a fixed $f$ if

$$P^{n+1}(Y_{n+1} \in S_n(f(X_{n+1}))) \geq 1-\alpha \quad \forall P. \tag{11}$$
Table 1: Notation used in this paper to study post-hoc uncertainty quantification.

| Calibration data | $D_n = \{(X_i, Y_i)\}_{i\in[n]}$ |
|------------------|----------------------------------|
| Test point       | $(X_{n+1}, Y_{n+1})$             |
| General data point | $(X, Y)$                        |
| Probability over i.i.d. calibration and test data | $P, P_{n+1}$ |
| Predictor learnt on (a split of the) training data | $f : \mathcal{X} \rightarrow [0, 1]$ |
| General functions with unspecified sources of randomness | $f, C, S$ |
| Random functions of the calibration data $D_n$ | $h_n, C_n, S_n$ |

2.3 When is distribution-free post-hoc uncertainty quantification possible?

Are distribution-free guarantees such as (7), (10), and (11) too restrictive, or can they be achieved? We show that the answer for calibration and CIs (roughly) depends on how ‘large’ the range of $f$ is. The result of Barber [3] implies that if $f$ is injective—that is $f$ maps unique elements to unique elements—then informative distribution-free CIs are impossible. On the other hand, if $f$ maps all of $\mathcal{X}$ to a single element, a short interval around the empirical mean of the $Y_i$’s achieves (10) since $\mathbb{E}[Y | f(X)] = \mathbb{E}[Y]$. In this work, we characterize the transition point between these two behaviors.

In Section 3, we extend the above impossibility result to all functions $f$ whose range contains any sub-interval of $[0, 1]$, a condition satisfied by all parametric machine learning models. On the other hand, in Section 4 we propose algorithms that achieve distribution-free CIs for $f$ with finite range. We also show a close relationship between approximate calibration and CIs w.r.t. $f$. Based on this relationship, the results for distribution-free CIs extend to distribution-free calibration, and vice-versa. Specifically, no parametric (post-hoc) calibration algorithm, such as Platt scaling [38] or temperature scaling [13], can be distribution-free calibrated. On the other hand, distribution-free calibration guarantees can be shown for the discrete binning method of histogram binning [52].

In contrast to CIs and calibration, it is well known that meaningful and informative distribution-free PSs can be produced for any $f$, using a technique known as split conformal prediction [36]. The broader literature on (non-split) conformal prediction also deals with techniques that produce distribution-free PSs without fixing an $f$ learnt on a separate split of the data [15, 48]. We do not discuss algorithmic results for distribution-free PSs in this paper and refer the reader to one of the aforementioned papers on conformal prediction.

3 Relating the notions of uncertainty quantification

The relationships between the notions of uncertainty quantification are summarized in Figure 1. In this figure, and in the rest of the section, we denote the distribution of the random variable $Z = f(X)$ as $P_{f(X)}$. In Section 3.1, we show that if an algorithm provides a CI w.r.t. $f$, it can be used to provide approximate calibration and vice-versa (Theorem 1). In Section 3.2, we show that if an algorithm constructs a distribution-free CI w.r.t. $f$, then the constructed CIs must also be PSs for a large class of distributions $P$ for which $P_{f(X)}$ is nonatomic (Theorem 2). Since we expect the width of CIs to be shorter than the diameter of PSs, this can be interpreted as an impossibility result for informative distribution-free CIs (Corollary 4). Merging these two results, in Section 3.3 we show that meaningful distribution-free calibration is not possible for certain scoring functions and post-hoc calibration algorithms (Theorem 3).
3.1 Relating calibration and confidence intervals

Suppose we are given a predictor \( f : \mathcal{X} \to [0,1] \) that is \((\varepsilon, \alpha)\)-calibrated. Then one can construct a function \( C \) that is a \((1 - \alpha)\)-CI: for \( x \in \mathcal{X} \),

\[
\mathbb{E}[Y \mid f(x)] - f(x) \leq \varepsilon \implies \mathbb{E}[Y \mid f(x)] \in C(f(x)) := [f(x) - \varepsilon, f(x) + \varepsilon],
\]

(12)

On the other hand, given \( C : [0,1] \to \mathcal{I} \) that is a \((1 - \alpha)\)-CI w.r.t. \( f \), define for \( z \in [0,1] \), the left-endpoint, right-endpoint, and midpoint functions respectively:

\[
u_C(z) := \sup \{ t : t \in C(z) \}, \quad l_C(z) := \inf \{ t : t \in C(z) \}, \quad m_C(z) := (u_C(z) + l_C(z))/2.
\]

(13)

Consider the midpoint \( m_C(f(x)) \) as a ‘corrected’ prediction for \( x \in \mathcal{X} \):

\[
\tilde{f}(x) := m_C(f(x)), \quad x \in \mathcal{X},
\]

(14)

and let \( \varepsilon = \sup_{z \in \text{Range}(f)} \{ |C(z)|/2 \} \) be the largest interval radius. Then \( \tilde{f} \) is \((\varepsilon, \alpha)\)-calibrated. These claims are formalized next.

**Theorem 1.** Fix any \( \alpha \in (0,1) \). Let \( f : \mathcal{X} \to [0,1] \) be a predictor that is \((\varepsilon, \alpha)\)-calibrated for some \( \varepsilon \in (0,1) \). Then the function \( C \) in (12) is a \((1 - \alpha)\)-CI with respect to \( f \).

Conversely, fix a scoring function \( f : \mathcal{X} \to [0,1] \). If \( C \) is a \((1 - \alpha)\)-CI with respect to \( f \), then the predictor \( \tilde{f} \) in (14) is \((\varepsilon, \alpha)\)-calibrated for \( \varepsilon = \sup_{z \in [0,1]} \{ |C(z)|/2 \} \).

The proof of the theorem is in Appendix B. Note that Theorem 1 is not restricted to the post-hoc uncertainty quantification setting and the calibration and CI functions need not satisfy distribution-free guarantees as defined in (7) or (10). In contrast, the relationship between CIs and PSs stated in the following subsection is specific to the distribution-free setting.

3.2 Relating confidence intervals and prediction sets in the distribution-free setting

In this section, we relate CIs and PSs with respect to a fixed function \( f : \mathcal{X} \to [0,1] \). Consider the following set of distributions, whose motivation becomes clear shortly:

\[
\mathcal{P}_f := \{ \text{distributions } P \text{ over } \mathcal{X} \times \mathcal{Y} : P_{f(X)} \text{ is nonatomic} \}.
\]

(15)

\( P_{f(X)} \) being nonatomic means that the distribution of \( f(X) \), when \( (X,Y) \sim P \), contains no atoms or ‘point masses’. Suppose \( C_n \) satisfies (10), that is, it provides a CI guarantee w.r.t. \( f \) for all distributions \( P \). We show that \( C_n \) can be used to provide a modified PS guarantee which is not distribution-free but holds for all \( P \in \mathcal{P}_f \):

\[
P^{n+1}(Y_{n+1} \in S_n(f(X_{n+1}))) \geq 1 - \alpha \quad \text{for every } P \in \mathcal{P}_f.
\]

(16)

The following result is proved in Appendix B.
Theorem 2. Fix \( f : \mathcal{X} \to [0, 1] \) and \( \alpha \in (0, 1) \). If \( C_n \) is a distribution-free confidence interval with respect to \( f \), as in \([10]\), then \( S_n(\cdot) = C_n(\cdot) \cap \{0, 1\} \) is a \((1 - \alpha)\)-prediction set with respect to \( f \) for every \( P \in \mathcal{P}_f \), as in \([16]\).

Above we transformed the CI function \( C_n \) to a PS function \( S_n \) by performing an intersection with the \([0, 1]\). Based on the intuition discussed before Definition\([3]\), Theorem\([2]\) can be interpreted as an impossibility result for distribution-free valid CIs that are ‘informative’ for all distributions.

Corollary 1. Fix \( f : \mathcal{X} \to [0, 1] \) and \( \alpha \in (0, 0.5) \). If \( C_n \) is a distribution-free confidence interval with respect to \( f \) \([10]\), and \( \mathcal{P}_f \) is non-empty, then there exists a distribution \( P \in \mathcal{P}_f \) such that

\[
E_{P_{n+1}}[|C_n(f(X_{n+1}))|] \geq 0.5 - \alpha.
\]

Note that for every \( P \), there exists a CI function with expected width equal to zero: \( C_P(\cdot) = \{E_P[Y | f(X) = \cdot]\} \). A desirable property for \( C_n \) is consistency: given enough samples from \( P \), does \( C_n \) recover \( C_P \)? Corollary\([1]\) shows that if \( \mathcal{P}_f \) is non-empty, then no distribution-free CI function can be ‘distribution-free consistent’ for \( C_P \) — there exist \( P \in \mathcal{P}_f \) for which the average width of the CI is lower bound by a constant independent of \( n \).

Thus we would like to know when \( \mathcal{P}_f \) is non-empty. First, note that if the range of \( f \) is countable, then for any \( P \), \( P_f(X) \) contains atoms (due to the subadditivity of measure, any distribution over a countable set must contain atoms). Thus \( \mathcal{P}_f \) is empty and Corollary\([1]\) does not apply. On the other hand, Lemma\([5]\) in Appendix\([B.3]\) shows that if the range of \( f \) is \([0,1]\) or contains any sub-interval of \([0,1]\), then \( \mathcal{P}_f \) is non-empty (the proof relies on a technical probability theory result of Ershov\([10]\)). Thus Corollary\([1]\) applies to all standard parametric machine learning models, whose range is usually \([0,1]\) or \((0,1)\). In the following subsection, we use Corollary\([1]\) to show an impossibility result for certain post-hoc calibration algorithms.

### 3.3 Impossibility result for distribution-free post-hoc calibration

Proposition\([1]\) shows that a function \( f \) is calibrated if and only if it takes the form \([5]\) for some function \( g \). Observe that \( g \) essentially provides a partition of \( \mathcal{X} \) based on the level sets of \( g \). Denote this partition as \( \{\mathcal{X}_z\}_{z \in \mathcal{Z}} \), where \( \mathcal{X}_z = \{x \in \mathcal{X} : g(x) = z\} \). Then we may equivalently define \( f \) in \([5]\) through a set of values \( \{f_z = P(Y = 1 | X \in \mathcal{X}_z)\}_{z \in \mathcal{Z}} \), setting \( f(\cdot) = f_{g(\cdot)} \). In this sense, calibration can be viewed as a goal with two parts: (A) identify a ‘meaningful’ partition of \( \mathcal{X} \) and (B) estimate the conditional probabilities for each partition.

Corollary 2 (to Proposition\([1]\)). Any calibrated classifier \( f \) is characterized by an index set \( \mathcal{Z} \),

(A) a partition of \( \mathcal{X} \) into subsets \( \{\mathcal{X}_z\}_{z \in \mathcal{Z}} \), and

(B) corresponding conditional probabilities \( \{f_z\}_{z \in \mathcal{Z}} \).

This interpretation motivates the underlying principle of post-hoc calibration. Existing ML techniques often implicitly do (A). They produce \( f \) that, while miscalibrated, may have some rough monotonicity with respect to the true probability: \( f(x_1) \geq f(x_2) \iff P(Y = 1 | X = x_1) \geq P(Y = 1 | X = x_2) \) (see Zadrozny and Elkan\([38]\) Figures 1 and 2 for examples when such a hypothesis roughly holds on real data). In other words, the partitioning of \( \mathcal{X} \) induced by the level sets of \( f \), \( \{\mathcal{X}_z = \{x : f(x) = z\}\}_{z \in [0,1]} \), is often informative, but \( \{|z - P(Y = 1 | X = x)\}_{x \in \mathcal{X}_z}\) may be large. Post-hoc calibration techniques leverage the solution of (A) provided by \( f \), and focus on (B); they use calibration data \( \mathcal{D}_n \) to estimate \( P(Y = 1 | X \in \mathcal{X}_z) \) for every \( z \in \text{Range}(f) \).

Thus a post-hoc calibration method ‘recalibrates’ \( f \) by mapping its output to a new value in \([0,1]\). Let \( h_n = \mathcal{A}(\mathcal{D}_n, f) \) be the output of a post-hoc calibration method \( \mathcal{A} \) and let \( m_n : [0, 1] \to [0, 1] \) be the implicit mapping function so that \( h_n(x) = m_n(f(x)) \). Consider three popular parametric algorithms for post-hoc calibration: Platt scaling\([38]\), temperature scaling\([13]\), and beta calibration\([23]\). The
mapping $m_n$ learnt by each of these methods is strictly monotonic, and hence, injective (one-to-one) \(^{1}\)

Let us call these as ‘injective’ post-hoc calibration algorithms. We now state the impossibility result for distribution-free calibration.

**Theorem 3.** It is impossible for an injective post-hoc calibration algorithm to be distribution-free asymptotically calibrated.

The proof of Theorem 3 is in Appendix \([B]\) but we briefly sketch its intuition below. Since the mapping $m_n$ produced by $\hat{A}$ is injective, $\mathbb{E} [Y \mid h_n(X)] = \mathbb{E} [Y \mid m_n(f(X))] = \mathbb{E} [Y \mid f(X)]$. Thus a CI w.r.t. $h_n$ is also a CI w.r.t. $f$. As a consequence, if $h_n$ is distribution-free $(\varepsilon_n, \alpha)$-calibrated, then by Theorem 1

$$
C_n(f(X)) := [h_n(X) - \varepsilon_n, h_n(X) + \varepsilon_n] = [m_n(f(X)) - \varepsilon_n, m_n(f(X)) + \varepsilon_n],
$$

is a distribution-free $(1 - \alpha)$-CI w.r.t. $f$. Consider any standard parametric function $f$. As shown in Appendix \([B.5]\), $\mathcal{P}_f$ is non-empty for such $f$. We can thus use Corollary 1 to conclude that the width of any distribution-free CI such as $C_n$ must be lower bounded by $0.5 - \alpha$ (for all $n$). Thus, $2\varepsilon_n \geq 0.5 - \alpha$ for all $n$, which is a constant lower bound on $\varepsilon_n$ (since $\alpha < 0.5$). We conclude that $\lim_{n \to \infty} \varepsilon_n > 0$, and asymptotic calibration is impossible.

The implication of Theorem 3 is that injective algorithms such as Platt scaling, temperature scaling, and beta scaling cannot satisfy distribution-free calibration in any meaningful way. While all parametric post-hoc calibration methods we are aware of are injective, we conjecture that a result like Theorem 3 holds even more generally for any parametric post-hoc calibration method, as long as its output is continuous.

Nonparametric calibration methods of isotonic regression \([53]\) and histogram binning \([52]\) are not injective, and thus can potentially satisfy distribution-free asymptotic calibration guarantees. In the following section, we analyze histogram binning and show that any scoring function can be ‘binned’ to achieve distribution-free calibration. We explicitly quantify the finite-sample approximate calibration guarantees that automatically also lead to asymptotic calibration. We also discuss calibration in the online setting and calibration under covariate shift.

## 4 Achieving distribution-free calibration

In Section 4.1 we prove a distribution-free approximate calibration guarantee given a fixed partitioning of the feature space into finitely many sets. This calibration guarantee also leads to distribution-free asymptotic calibration. In Section 4.2 we discuss a natural method for obtaining such a partition using sample-splitting, called histogram binning. Histogram binning inherits the bound in Section 4.1. This shows that binning schemes lead to distribution-free approximate calibration. In Section 4.3 and 4.4 we discuss extensions of this scheme for streaming data and covariate shift respectively.

### 4.1 Distribution-free calibration given a fixed sample-space partition

Suppose we have a fixed partition of $\mathcal{X}$ into $B$ regions $\{\mathcal{X}_b\}_{b \in [B]}$, and let $\pi_b = \mathbb{E} [Y \mid X \in \mathcal{X}_b]$ be the expected label probability in region $\mathcal{X}_b$. Denote the partition-identity function as $\pi_b : \mathcal{X} \to [B]$ where $\pi_b(x) = b$ if and only if $x \in \mathcal{X}_b$. Given a calibration set $\{(X_i, Y_i)\}_{i \in [n]}$, let $N_b := |\{i \in [n] : \pi_b(X_i) = b\}|$ be the number of points from the calibration set that belong to region $\mathcal{X}_b$. In this subsection, we assume that $N_b \geq 1$ (in Section 4.2 we show that the partition can be constructed to ensure that $N_b$ is $\Omega(n/B)$ with high probability). Define

$$
\hat{\pi}_b := \frac{1}{N_b} \sum_{i : \pi_b(X_i) = b} Y_i \quad \text{and} \quad \hat{\nu}_b := \frac{1}{N_b} \sum_{i : \pi_b(X_i) = b} (Y_i - \hat{\pi}_b)^2 \quad \text{(17)}
$$

\(^{1}\)This assumes that the parameters satisfy natural constraints as discussed in the original papers: $a, b \geq 0$ for beta scaling with at least one of them nonzero, $A < 0$ for Platt scaling and $T > 0$ for temperature scaling.
as the empirical average and variance of the $Y$ values in a partition. We now deploy an empirical
Bernstein bound [2] to produce a confidence interval for $\pi_b$.

**Theorem 4.** For any $\alpha \in (0,1)$, with probability at least $1 - \alpha$,

$$|\pi_b - \hat{\pi}_b| \leq \sqrt{\frac{2\hat{V}_b \ln(3B/\alpha)}{N_b}} + \frac{3\ln(3B/\alpha)}{N_b}, \quad \text{simultaneously for all } b \in [B].$$

The theorem is proved in Appendix C. Using the crude deterministic bound $\hat{V}_b \leq 1$ we get that the
width of the confidence interval for partition $b$ is $O(1/\sqrt{N_b})$. However, if for some $b$, $X_b$ is highly
informative or homogeneous in the sense that $\pi_b$ is close to 0 or 1, we expect $\hat{V}_b \leq 1$. In this case,
Theorem 4 adapts and provides an $O(1/N_b)$ width confidence interval for $\pi_b$. Let $b^* = \arg\min_{b \in [B]} N_b$
denote the index of the region with the minimum number of calibration examples.

**Corollary 3.** For $\alpha \in (0,1)$, the function $h_n(\cdot) := \hat{\pi}_B(\cdot)$ is distribution-free $(\varepsilon,\alpha)$-calibrated with

$$\varepsilon = \sqrt{\frac{2\hat{V}_{b^*} \ln(3B/\alpha)}{N_{b^*}}} + \frac{3\ln(3B/\alpha)}{N_{b^*}}.$$

Thus, $\{h_n\}_{n \in \mathbb{N}}$ is distribution-free asymptotically calibrated for any $\alpha$.

The proof is in Appendix C. Thus, any finite partition of $X$ leads to asymptotic calibration. However, the finite sample guarantee of Corollary 3 can be unsatisfactory if the sample-space partition
is chosen poorly, since it might lead to small $N_b$. In Section 4.2, we present a data-dependent
partitioning scheme that provably guarantees that $N_{b^*}$ scales as $\Omega(n/B)$ with high probability. The
validation guarantee of Corollary 3 can also be stated conditional on a given test point:

$$|E[Y \mid f(X)] - f(X)| \leq \varepsilon, \text{ almost surely } P_X.$$  (18)

This holds since Theorem 4 provides simultaneously valid CIs for all regions $X_b$.

### 4.2 Identifying a data-dependent partition using sample splitting

Here, we describe ways of constructing the partition $\{X_b\}_{b \in [B]}$ through histogram binning [52], or simply, binning. Binning uses a sample splitting strategy to learn the partition of $X$ as described in Section 4.1. A split of the data is used to learn the partition and an independent split is used to estimate $\{\hat{\pi}_b\}_{b \in [B]}$. Formally, the labeled data is split at random into a training set $D_{tr}$ and a validation set $D_{cal}$. Then $D_{tr}$ is used to train a scoring function $g : X \rightarrow [0,1]$ (in general the range of $g$ could be any interval of $\mathbb{R}$ but for simplicity we describe it for $[0,1]$). The scoring function $g$ usually does not satisfy a calibration guarantee out-of-the-box but can be calibrated using binning.

A **binning scheme** $B$ is any partition of $[0,1]$ into $B$ non-overlapping intervals $I_1, \ldots, I_B$, such that
$\bigcup_{b \in [B]} I_b = [0,1]$ and $I_b \cap I_{b'} = \emptyset$ for $b \neq b'$. $B$ and $g$ induce a partition of $X$ as follows:

$$X_b = \{x \in X : g(x) \in I_b\}, \quad b \in [B].$$  (19)

The simplest binning scheme corresponds to **fixed-width binning**. In this case, bins have the form

$$I_i = \left[\frac{i - 1}{B}, \frac{i}{B}\right), \quad i = 1, \ldots, B - 1 \quad \text{and} \quad I_B = \left[\frac{B - 1}{B}, 1\right].$$

However, fixed-width binning suffers from the drawback that there may exist bins with very few calibration points (low $N_b$), while other bins may get many calibration points. For bins with low $N_b$, the $\hat{\pi}_b$ estimates cannot be guaranteed to be well calibrated, since the bound of Theorem 4 could be large. To remedy this, we consider **uniform-mass binning**, which aims to guarantee that each region $X_b$
contains approximately equal number of calibration points. This is done by estimating the empirical quantiles of \( g(X) \). First, the calibration set \( D_{\text{cal}} \) is randomly split into two parts, \( D_{\text{cal}}^1 \) and \( D_{\text{cal}}^2 \). For \( j \in [B - 1] \), the \((j/B)\)-th quantile of \( g(X) \) is estimated from \( \{g(X_i), i \in D_{\text{cal}}^1\} \). Let us denote the empirical quantile estimates as \( \hat{q}_i \). Then, the bins are defined as:

\[
I_1 = [0, \hat{q}_1], I_i = [\hat{q}_{i-1}, \hat{q}_i], i = 2, \ldots, B - 1 \text{ and } I_B = (\hat{q}_{B-1}, 1].
\]

This induces a partition of \( X \) as per \( \{19\} \). Now, only \( D_{\text{cal}}^2 \) is used for calibrating the underlying classifier, as per the calibration scheme defined in Section \( \{4.1\} \). Kumar et al. \( \{24\} \) showed that uniform-mass binning provably controls the number of calibration samples that fall into each bin (see Appendix \( \{F.2\} \)). Building on their result and Corollary \( \{3\} \) we show the following guarantee.

**Theorem 5.** Fix \( g : \mathcal{X} \to [0, 1] \) and \( \alpha \in (0, 1) \). There exists a universal constant \( c \) such that if \( |D_{\text{cal}}^1| \geq cB \ln(2B/\alpha) \), then with probability at least \( 1 - \alpha \),

\[
N_{\text{cal}} \geq |D_{\text{cal}}^2| / 2B - \sqrt{|D_{\text{cal}}^2| \ln(2B/\alpha)/2}.
\]

Thus even if \( |D_{\text{cal}}^1| \) does not grow with \( n \), as long as \( |D_{\text{cal}}^2| = \Omega(n) \), uniform-mass binning is distribution-free (\( \tilde{O}(\sqrt{B \ln(1/\alpha)/n}) \), \( \alpha \)-calibrated, and hence distribution-free asymptotically calibrated for any \( \alpha \).

The proof is in Appendix \( \{C\} \). In words, if we use a small number of points (independent of \( n \)) for uniform-mass binning, and the rest to estimate bin probabilities, we achieve approximate/asymptotic distribution-free calibration. Note that the probability is conditional on a fixed predictor \( g \), and hence also conditional on the training data \( D_{\text{tr}} \). Since Theorem \( \{5\} \) uses Corollary \( \{3\} \) the calibration guarantee can also be stated conditionally on a fixed test point, akin to equation \( \{18\} \).

### 4.3 Distribution-free calibration in the online setting

So far, we have considered the batch setting with a fixed calibration set of size \( n \). However, often a practitioner might want to query additional calibration data until a desired confidence level is achieved. This is called the **online** or **streaming** setting. In this case, the results of Section \( \{4\} \) are no longer valid since the number of calibration samples is unknown a priori and may even be dependent on the data. In order to quantify uncertainty in the online setting, we use time-uniform concentration bounds \( \{14\} \); these hold simultaneously for all possible values of the calibration set size \( n \in \mathbb{N} \).

Fix a partition of \( \mathcal{X} \), \( \{X_b\}_{b \in [B]} \). For some value of \( n \), let the calibration data be given as \( D_{\text{cal}}^{(n)} \). We use the superscript notation to emphasize the dependence on the current size of the calibration set. Let \( \{(X_i^b, Y_i^b)\}_{b \in [N_b^{(n)}]} \) be examples from the calibration set that fall into the partition \( X_b \), where \( N_b^{(n)} := |\{i \in [n] : B(X_i) = b\}| \) is the total number of points that are mapped to \( X_b \). Let the empirical label average and cumulative (unnormalized) empirical variance be denoted as

\[
\hat{\nu}_b^+ = \frac{1}{\sum_{i=1}^{N_b^{(n)}}} \left( Y_i^b - \bar{Y}_b^{(n)} \right)^2, \quad \text{where} \quad \bar{Y}_b^{(n)} := \frac{1}{N_b^{(n)}} \sum_{i=1}^{N_b^{(n)}} Y_i^b \quad \text{for} \ i \in [N_b^{(n)}].
\]

(20)

Note the normalization difference between \( \hat{\nu}_b^+ \) and \( \hat{\nu}_b \) used in the batch setting. The following theorem constructs confidence intervals for \( \{\pi_b\}_{b \in [B]} \) that are valid uniformly for any value of \( n \).

**Theorem 6.** For any \( \alpha \in (0, 1) \), with probability at least \( 1 - \alpha \),

\[
|\pi_b - \hat{\pi}_b| \leq \frac{7 \sqrt{\hat{\nu}_b^+ \ln(1 + \hat{\nu}_b^+) + 5.3 \ln \left( \frac{6.3B}{\alpha} \right)}}{N_b^{(n)}}, \quad \text{simultaneously for all} \ b \in [B] \quad \text{and all} \ n \in \mathbb{N}.
\]

(21)

The proof is in Appendix \( \{C\} \). Due to the crude bound: \( \hat{\nu}_b^+ \leq N_b^{(n)} \), we can see that the width of confidence intervals roughly scales as \( O(\sqrt{\ln(1 + \ln N_b^{(n)})/N_b^{(n)}}) \). In comparison to the batch setting, only a small price is paid for not knowing beforehand how many examples will be used for calibration.
4.4 Calibration under covariate shift

Here, we briefly consider the problem of calibration under covariate shift \[^{42}\]. In this setting, calibration data \(\{(X_i,Y_i)\}_{i\in[n]} \sim P^n\) is from a ‘source’ distribution \(P\), while the test point is from a shifted ‘target’ distribution \((X_{n+1},Y_{n+1}) \sim \tilde{P} = \tilde{P}_X \times P_{Y|X}\), meaning that the ‘shift’ occurs only in the covariate distribution while \(P_{Y|X}\) does not change. We assume the likelihood ratio (LR)

\[
    w : \mathcal{X} \rightarrow \mathbb{R}; \quad w(x) := d\tilde{P}_X(x)/dP_X(x)
\]

is well-defined. The following is unambiguous: if \(w\) is arbitrarily ill-behaved and unknown, the covariate shift problem is hopeless, and one should not expect any distribution-free guarantees. Nevertheless, one can still make nontrivial claims using a ‘modular’ approach towards assumptions:

- Condition (A): \(w(x)\) is known exactly and is bounded.
- Condition (B): an asymptotically consistent estimator \(\hat{w}(x)\) for \(w(x)\) can be constructed.

We show the following: under Condition (A), a weighted estimator using \(w\) delivers approximate and asymptotic distribution-free calibration; under Condition (B), weighting with a plug-in estimator for \(w\) continues to deliver asymptotic distribution-free calibration. It is clear that Condition (B) will always require distributional assumptions: asymptotic consistency is nontrivial for ill-behaved \(w\).

Nevertheless, the above two-step approach makes it clear where the burden of assumptions lies: not with calibration step, but with the \(w\) estimation step. Estimation of \(w\) is a well studied problem in the covariate-shift literature and there is some understanding of what assumptions are needed to accomplish it, but there has been less work on recognizing the resulting implications for calibration. Luckily, many practical methods exist for estimating \(w\) given unlabeled samples from \(\tilde{P}_X\) \[^{19,20}\]. In summary, if Condition (B) is possible, then distribution-free calibration is realizable, and if Condition (B) is not met (even with infinite samples), then it implies that \(w\) is probably very ill-behaved, and so distribution-free calibration is also likely to be impossible.

For a fixed partition \(\{\mathcal{X}_b\}_{b\in[B]}\), one can use the labeled data from the source distribution to estimate \(\mathbb{E}_{\tilde{P}_X}[Y \mid X \in \mathcal{X}_b]\) (unlike \(\mathbb{E}_P[Y \mid X \in \mathcal{X}_b]\) as before), given oracle access to \(w\):

\[
    \tilde{\pi}_b^{(w)} := \frac{\sum_i : B(X_i) = b w(X_i) Y_i}{\sum_i : B(X_i) = b w(X_i)}.
\]

As preluded to earlier, assume that

\[
    \text{for all } x \in \mathcal{X}, \quad L \leq w(x) \leq U \text{ for some } 0 < L \leq 1 \leq U < \infty. \tag{23}
\]

The ‘standard’ i.i.d. assumption on the test point equivalently assumes \(w\) is known and \(L = U = 1\).

We now present our first claim: \(\tilde{\pi}_b^{(w)}\) satisfies a distribution-free approximate calibration guarantee. To show the result, we assume that the sample-space partition was constructed via uniform-mass binning (on the source domain) with sufficiently many points, as required by Theorem \[^{5}\]. This guarantees that all regions satisfy \(|\{i : B(X_i) = b\}| = \Omega(n/B)\) with high probability.

**Theorem 7.** Assume \(w\) is known and bounded \[^{23}\]. Then for an explicit universal constant \(c > 0\), with probability at least \(1 - \alpha\),

\[
    \left| \tilde{\pi}_b^{(w)} - \mathbb{E}_{\tilde{P}_X}[Y \mid X \in \mathcal{X}_b] \right| \leq c \left( \frac{U}{L} \right)^2 \sqrt{\frac{B \ln(6B/\alpha)}{2n}}, \quad \text{simultaneously for all } b \in [B],
\]

as long as \(n \geq c(U/L)^2 B \ln^2(6B/\alpha)\). Thus \(h_n(\cdot) = \tilde{\pi}_{B(\cdot)}^{(w)}\) is distribution-free asymptotically calibrated for any \(\alpha\).
The proof is in Appendix D. Theorem 7 establishes distribution-free calibration under Condition (A). For Condition (B), using $k$ unlabeled samples from the source and target domains, assume that we construct an estimator $\hat{w}_k$ of $w$ that is consistent, meaning
\[
\sup_{x \in \mathcal{X}} |\hat{w}_k(x) - w(x)| \xrightarrow{P} 0. \tag{24}
\]
We now define an estimator $\overline{\hat{w}_k}$ by plugging in $\hat{w}_k$ for $w$ in the right hand side of (22):
\[
\overline{\hat{w}_k}(x) := \frac{\sum_{i \in \mathcal{B}(X_i) = b} \hat{w}_k(X_i) Y_i}{\sum_{i \in \mathcal{B}(X_i) = b} \hat{w}_k(X_i)}.
\]

**Proposition 2.** If $\hat{w}_k$ is consistent (24), then $h_n(\cdot) = \overline{\hat{w}_k}(\cdot)$ is distribution-free asymptotically calibrated for any $\alpha \in (0, 0.5)$.

In Appendix D we illustrate through preliminary simulations that $w$ can be estimated using unlabeled data from the target distribution, and consequently approximate calibration can be achieved on the target domain. Recently, Park et al. [37] also considered calibration under covariate shift through importance weighting, but they do not show validity guarantees in the same sense as Theorem 7. For real-valued regression, distribution-free prediction sets under covariate shift were constructed using conformal prediction [43] under Condition (A), and is thus a precursor to our modular approach.

5 Other related work

The problem of assessing the calibration of binary classifiers was first studied in the meteorological and statistics literature [5–7, 9, 11, 30–33, 40]; we refer the reader to the review by Dawid [8] for more details. These works resulted in two common ways of measuring calibration: reliability diagrams [9] and estimates of the squared expected calibration error (ECE) [40]: $E(f(X) - \mathbb{E}[Y \mid f(X)])^2$. Squared ECE can easily be generalized to multiclass settings and some related notions such as absolute deviation ECE and top-label ECE have also been considered, for instance [13, 34]. ECE is typically estimated through binning, which provably leads to underestimation of ECE for calibrators with continuous output [24, 45]. Certain methods have been proposed to estimate ECE without binning [51, 54], but they require distributional assumptions for provability.

While these papers have focused on the difficulty of estimating calibration error, ours is the first formal impossibility result for achieving calibration. In particular, Kumar et al. [24, Theorem 4.1] show that the scaling-binning procedure achieves calibration error close to the best within a fixed, regular, injective parametric class. However, as discussed in Section 3.3 (after Theorem 3), we show that the best predictor in such an injective parametric class is itself not distribution-free calibrated. In summary, our results show not only that (some form of) binning is necessary for distribution-free calibration (Theorem 3), but also sufficient (Corollary 3).

Apart from classical methods for calibration [35, 38, 52, 53], some new methods have been proposed recently, primarily for calibration of deep neural networks [13, 21, 22, 25, 26, 29, 41, 44]. These calibration methods perform well in practice but do not have distribution-free guarantees. A calibration framework that generalizes binning and isotonic regression is Venn prediction [27, 46–49]; we briefly discuss this framework and show some connections to our work in Appendix E.

Calibration has natural applications in numerous sensitive domains where uncertainty estimation is desirable (healthcare, finance, forecasting). Recently, calibrated classifiers have been used as a part of the pipeline for anomaly detection [16, 28] and label shift estimation [11, 12, 39].

6 Conclusion

We analyzed post-hoc uncertainty quantification for binary classification problems from the standpoint of robustness to distributional assumptions. By connecting calibration to confidence intervals
and prediction sets, we established that popular parametric ‘scaling’ methods cannot provide informative calibration in the distribution-free setting. In contrast, we showed that a nonparametric ‘binning’ method — histogram binning — satisfies approximate and asymptotic calibration guarantees without distributional assumptions. We also established guarantees for the cases of streaming data and covariate shift.

**Takeaway message.** Recent calibration methods that perform binning on top of parametric methods (Platt-binning [24] and IROvA-TS [54]) have achieved strong empirical performance. In light of the theoretical findings in our paper, we recommend some form of binning as the last step of calibrated prediction due to the robust distribution-free guarantees provided by Theorem 4.

7 Broader Impact

Machine learning is regularly deployed in real-world settings, including areas having high impact on individual lives such as granting of loans, pricing of insurance and diagnosis of medical conditions. Often, instead of hard 0/1 classifications, these systems are required to produce soft probabilistic predictions, for example of the probability that a startup may go bankrupt in the next few years (in order to determine whether to give it a loan) or the probability that a person will recover from a disease (in order to price an insurance product). Unfortunately, even though classifiers produce numbers between 0 and 1, these are well known to not be ‘calibrated’ and hence not be interpreted as probabilities in any real sense, and using them in lieu of probabilities can be both misleading (to the bank granting the loan) and unfair (to the individual at the receiving end of the decision).

Thus, following early research in meteorology and statistics, in the last couple of decades the ML community has embraced the formal goal of calibration as a way to quantify uncertainty as well as to interpret classifier outputs. However, there exist other alternatives to quantify uncertainty, such as confidence intervals for the regression function and prediction sets for the binary label. There is not much guidance on which of these should be employed in practice, and what the relationship between them is, if any. Further, while there are many post-hoc calibration techniques, it is unclear which of these require distributional assumptions to work and which do not—this is critical because making distributional assumptions (for convenience) on financial or medical data is highly suspect.

This paper explicitly relates the three aforementioned notions of uncertainty quantification without making distributional assumptions, describes what is possible and what is not. Importantly, by providing distribution-free guarantees on well-known variants of binning, we identify a conceptually simple and theoretically rigorous way to ensure calibration in high-risk real-world settings. Our tools are thus likely to lead to fairer systems, better estimates of risks of high-stakes decisions, and more human-interpretable outputs of classifiers that apply out-of-the-box in many real-world settings because of the assumption-free guarantees.
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Appendix

The Appendix contains proofs of results in the main paper ordered as they appear. Auxiliary results needed for some of the proofs are stated in Appendix E.

A Proof of Proposition 1

The ‘if’ part of the theorem is due to Vaicenavicius et al. [45, Proposition 1]; we reproduce it for completeness. Let \( \sigma(g), \sigma(f) \) be the sub-\( \sigma \)-algebras generated by \( g \) and \( f \) respectively. By definition of \( f \), we know that \( f \) is \( \sigma(g) \)-measurable and, hence, \( \sigma(f) \subseteq \sigma(g) \). We now have:

\[
\begin{align*}
\mathbb{E} [Y \mid f(X)] &= \mathbb{E} \left[ \mathbb{E} [Y \mid g(X)] \mid f(X) \right] \\
&= \mathbb{E} \left[ f(X) \mid f(X) \right] \quad \text{(by tower rule since } \sigma(f) \subseteq \sigma(g)) \\
&= f(X). \\
\end{align*}
\]

The ‘only if’ part can be verified for \( g = f \). Since \( f \) is perfectly calibrated,

\[\mathbb{E} [Y \mid f(X) = f(x)] = f(x),\]

almost surely \( P_X \).

\[\square\]

B Proofs of results in Section 3

B.1 Proof of Theorem 1

Assume that one is given a predictor \( f \) that is \((\varepsilon, \alpha)\)-calibrated. Then the assertion follows from the definition of \((\varepsilon, \alpha)\)-calibration since:

\[|\mathbb{E} [Y \mid f(X)] - f(X)| \leq \varepsilon \implies \mathbb{E} [Y \mid f(X)] \in C(f(X)).\]

Now we show the proof in the other direction. If \( m_C \) was injective, \( \mathbb{E} [Y \mid m_C(f(X))] = \mathbb{E} [Y \mid f(X)] \) and thus if \( \mathbb{E} [Y \mid f(X)] \in C(f(X)) \) (which happens with probability at least \( 1 - \alpha \)), we would have \( \mathbb{E} [Y \mid m_C(f(X))] \in C(f(X)) \) and so

\[|\mathbb{E} [Y \mid m_C(f(X))] - m_C(f(X))| \leq \sup_{z \in \text{Range}(f)} \{|C(z)|/2\} = \varepsilon.\]

This serves as an intuition for the proof in the general case, when \( m_C \) need not be injective. Note that,

\[
\begin{align*}
|\mathbb{E} [Y \mid m_C(f(X))] - m_C(f(X))| &= |\mathbb{E} [Y \mid m_C(f(X))] - \mathbb{E} [m_C(f(X)) \mid m_C(f(X))]| \\
&\stackrel{(1)}{=} |\mathbb{E} [\mathbb{E} [Y \mid f(X)] \mid m_C(f(X))] - \mathbb{E} [m_C(f(X)) \mid m_C(f(X))]| \\
&\stackrel{(2)}{=} |\mathbb{E} [\mathbb{E} [Y \mid f(X)] - m_C(f(X)) \mid m_C(f(X))]| \\
&\leq \mathbb{E} [|\mathbb{E} [Y \mid f(X)] - m_C(f(X))] \mid m_C(f(X))|, \\
\end{align*}
\]

where we use the tower rule in (1) (since \( m_C \) is a function of \( f \)), linearity of expectation in (2) and Jensen’s inequality in (3). To be clear, the outermost expectation above is over \( f(X) \) (conditioned on \( m_C(f(X)) \)). Consider the event

\[A : \mathbb{E} [Y \mid f(X)] \in C(f(X)).\]
On $A$, by definition we have:
\[
|\mathbb{E}[Y \mid f(X)] - m_C(f(X))| = \frac{u_C(f(X)) - l_C(f(X))}{2} \leq \sup_{z \in \text{Range}(f)} \left| \frac{|C(z)|}{2} \right| = \varepsilon.
\]

By monotonicity property of conditional expectation, we also have that conditioned on $A$,
\[
\mathbb{E} [ |\mathbb{E} [Y \mid f(X)] - m_C(f(X))| \mid m_C(f(X))] \leq \mathbb{E} [\varepsilon \mid m_C(f(X))] = \varepsilon,
\]
with probability 1. Thus by the relationship proved in the series of equations ending in (25), we have that conditioned on $A$, with probability 1,
\[
|\mathbb{E} [Y \mid m_C(f(X))] - m_C(f(X))| \leq \varepsilon.
\]
Since we are given that $C$ is a $(1 - \alpha)$-CI with respect to $f$, $P(A) \geq 1 - \alpha$. For any event $B$, it holds that $P(B) \geq P(B \mid A)P(A)$. Setting
\[
B : |\mathbb{E} [Y \mid m_C(f(X))] - m_C(f(X))] \leq \varepsilon,
\]
we obtain:
\[
P(|\mathbb{E} [Y \mid m_C(f(X))] - m_C(f(X))] \leq \varepsilon) \geq 1 - \alpha.
\]
Thus, we conclude that $m_C(f(\cdot))$ is $(\varepsilon, \alpha)$-calibrated.

\[
\text{B.2 Proof of Theorem 2}
\]

In the proof, we denote the operation $C(\cdot) \cap \{0,1\}$ as $\text{disc}(C)$ (for ‘discretize’). Suppose $C_n$ is a $(1 - \alpha)$-CI with respect to $f$ for all distributions $P$. We show that $C_n$ covers the label $Y_{n+1}$ itself for distributions $P \in \mathcal{P}_f$ (and thus $\text{disc}(C_n)$ would also cover the labels).

Consider any distribution $P \in \mathcal{P}_f$ is nonatomic. Fix a set of $m \geq n + 1$ samples from the distribution $P$ denoted as $\mathcal{T} = \{(A^{(j)}, B^{(j)})\}_{j \in [m]}$. Given $\mathcal{T}$, consider a distribution $Q$ corresponding to the following sampling procedure for $(X,Y) \sim Q$:

sample an index $j$ uniformly at random from $[m]$ and set $(X,Y) = (A^{(j)}, B^{(j)})$.

The distribution function for $Q$ is given by
\[
m^{-1} \sum_{j=1}^{m} \delta_{(A^{(j)}, B^{(j)})},
\]
where $\delta_{(a,b)}$ denotes the points mass at $(a,b)$. Note that $Q$ is only defined conditional on $\mathcal{T}$. Observe the following facts about $Q$:

- $\text{supp}(Q) = \{(A^{(j)}, B^{(j)})\}_{j \in [m]}$.
- Consider any $(x,y) \in \text{supp}(Q)$. Let $(x,y) = (A^{(j)}, B^{(j)})$ for some $j \in [m]$. Then
\[
\mathbb{E}_Q [Y \mid f(X) = f(x)] = \mathbb{E}_Q \left[ Y \mid f(X) = f(A^{(j)}) \right] \overset{\xi_1}{=} \mathbb{E}_Q \left[ Y \mid X = A^{(j)} \right] \overset{\xi_2}{=} B^{(j)} = y.
\]

Above $\xi_1$ holds since $P_f(x)$ is nonatomic so that the $f(X^{(i)})$'s are unique almost surely. Note that $P_f(x)$ is nonatomic only if $P_X$ itself is nonatomic. Thus the $A^{(j)}$'s are unique almost surely, and $\xi_2$ follow. In other words, if $(X,Y) \sim Q$, then we have
\[
Y = \mathbb{E}_Q [Y \mid f(X)].
\]
Suppose the data distribution was $Q$, that is $\{(X_i, Y_i)\}_i \sim Q^{n+1}$. Define the event that the CI guarantee holds as

$$E_1 : \mathbb{E} [Y_{n+1} | f(X_{n+1})] \in C_n(f(X_{n+1})), \tag{27}$$

and the event that the PS guarantee holds as

$$E_2 : Y_{n+1} \in C_n(f(X_{n+1})). \tag{28}$$

Then due to [26], the events are exactly the same under $Q$:

$$E_1 \overset{Q}{=} E_2. \tag{29}$$

In particular, this means

$$Q^{n+1} (\mathbb{E} [Y_{n+1} | f(X_{n+1})] \in C_n(f(X_{n+1})) \cap Y_{n+1} \in C_n(f(X_{n+1}))) = Q^{n+1} (Y_{n+1} \in C_n(f(X_{n+1}))). \tag{30}$$

If $C_n$ is a distribution-free CI, then $Q^{n+1} (E_1) \geq 1 - \alpha$ and thus $Q^{n+1} (E_2) \geq 1 - \alpha$. This shows that for $Q$, $\text{disc}(C_n)$ is a $(1 - \alpha)$-PI.

Note that $Q$ corresponds to sampling with replacement from a fixed set $\mathcal{T}$, where each element of $\mathcal{T}$ is drawn with respect to $P$. Although $Q \neq P$, we expect that as $m \to \infty$ (while $n$ is fixed), $Q$ and $P$ coincide. This would prove the result for general $P$. To formalize this intuition, we describe a distribution which is close to $Q$ but corresponds to sampling without replacement from $\mathcal{T}$ instead.

For this, now suppose that $\{(X_i, Y_i)\}_i \sim R^{n+1}$ where $R^{n+1}$ corresponds to sampling without replacement from $\mathcal{T}$. Formally, to draw from $R^{n+1}$, we first draw a surjective mapping $\lambda : [n + 1] \to [m]$ as

$$\lambda \sim \text{Unif} (n\text{-sized ordered subsets of } [m]),$$

and set $(X_i, Y_i) = (A^{(\lambda(i))}, B^{(\lambda(i))})$ for $i \in [n + 1]$.

First we quantify precisely the intuition that as $m \to \infty$, $Q^{n+1}$ and $R^{n+1}$ are essentially identical. Consider the event $\mathcal{E} : \text{no index is repeated when sampling from } Q^{n+1}$. Let $\mathbb{P}(T) = \tau_m$ for some $m$ and note that $\lim_{m \to \infty} \tau_m = 1$. Now consider any probability event $E$ over $\{(X_i, Y_i)\}_i \sim R^{n+1}$ (such as $E_1$ or $E_2$). We have

$$Q^{n+1}(E) = Q^{n+1}(E|T) \cdot \mathbb{P}(T) + Q^{n+1}(E|T^c) \cdot \mathbb{P}(T^c)$$

$$\in [Q^{n+1}(E|T) \cdot \mathbb{P}(T), Q^{n+1}(E|T) \cdot \mathbb{P}(T) + \mathbb{P}(T^c)].$$

Now observe that $Q^{n+1}(E|T) = R^{n+1}(E)$ to conclude

$$Q^{n+1}(E) \in [R^{n+1}(E) \cdot \mathbb{P}(T), R^{n+1}(E) \cdot \mathbb{P}(T) + \mathbb{P}(T^c)].$$

Since $m \geq n + 1$, $\mathbb{P}(T) \neq 0$ so we can invert the above and substitute $\tau_m = \mathbb{P}(T)$ to get

$$R^{n+1}(E) \in [\tau_m^{-1}(Q^{n+1}(E) - (1 - \tau_m)), \tau_m^{-1}Q^{n+1}(E)]. \tag{31}$$

Consider $E = E_2$ defined in equation [25]. We showed that $Q^{n+1}(E_2) \geq 1 - \alpha$. Thus from [31],

$$R^{n+1}(E_2) \geq \tau_m^{-1}(1 - \alpha - (1 - \tau_m)).$$

The above is with respect to $R^{n+1}$ which is conditional on a fixed draw $\mathcal{T}$. However since the right hand side is independent of $\mathcal{T}$, we can also include the randomness in $\mathcal{T}$ to say:

$$\mathbb{P}_{R^{n+1}, \mathcal{T}}(E_2) \geq \tau_m^{-1}(1 - \alpha - (1 - \tau_m)). \tag{32}$$

Observe that if we consider the marginal distribution over $R^{n+1}$ and $\mathcal{T}$ (that is we include the randomness in $\mathcal{T}$ as above), $\{(X_i, Y_i)\}_i \sim P$. (This is not true if we do not marginalize over $\mathcal{T}$,
since due to sampling without replacement, the \((X_i, Y_i)\)’s are not independent.) Thus equation (32) can be restated as
\[
P^{n+1}(E_2) \geq \tau_m^{-1}(1 - \alpha - (1 - \tau_m)),
\]
Since \(m\) can be set to any number and \(\lim_{m \to \infty} \tau_m = 1\), we can indeed conclude
\[
P^{n+1}(E_2) \geq 1 - \alpha.
\]
Recall that \(E_2\) is the event that \(Y_{n+1} \in C_n(X_{n+1})\); equivalently \(Y_{n+1} \in \text{disc}(C_n(X_{n+1}))\). Thus \(\text{disc}(C_n)\) provides a \((1 - \alpha)\)-PI for all \(P \in \mathcal{P}_f\).

**B.3 Proof of Corollary 1**

Consider any distribution \(Q \in \mathcal{P}_f\) such that \(Q_{f(X)}\) is nonatomic. Then define \(P\) such that \(P_X = Q_X\) and \(P(Y = 1 \mid X) = 0.5\) a.s. \(Q_X\). Clearly, \(P_{f(X)} = Q_{f(X)}\) is nonatomic, so that \(P \in \mathcal{P}_f\). Further, \(\mathbb{E}_P[Y_{n+1} \mid f(X)] = 0.5\) a.s. \(P_{f(X)}\).

Since \(C_n\) is a distribution-free CI w.r.t. \(f\) and \(P \in \mathcal{P}_f\), by Theorem 2, \(C_n\) must provide both a prediction set and a confidence interval for \(P\):
\[
P^{n+1}(\mathbb{E}[Y_{n+1} \mid f(X_{n+1})] \in C_n(f(X_{n+1}))) \geq 1 - \alpha,
\]
and
\[
P^{n+1}(Y_{n+1} \in C_n(f(X_{n+1}))) \geq 1 - \alpha.
\]
Thus by a union bound
\[
P^{n+1}(\{Y_{n+1}, \mathbb{E}[Y_{n+1} \mid f(X_{n+1})] \subseteq C_n(f(X_{n+1}))) \geq 1 - 2\alpha.
\]
Note that if
\[
\{Y_{n+1}, \mathbb{E}[Y_{n+1} \mid f(X_{n+1})] \subseteq C_n(f(X_{n+1})),
\]
then \(|C_n(X_{n+1})| \geq |Y_{n+1} - \mathbb{E}[Y_{n+1} \mid f(X_{n+1})]| \geq 0.5\). Thus
\[
P^{n+1}(|C_n(f(X_{n+1}))| \geq 0.5) \geq 1 - 2\alpha.
\]
Consequently we have
\[
\mathbb{E}_{P^{n+1}}[C_n(f(X_{n+1}))] \geq 0.5(1 - 2\alpha) = 0.5 - \alpha.
\]
This concludes the proof.

**B.4 Proof of Theorem 2**

Suppose \(\mathcal{A}\) is distribution-free asymptotically calibrated for some \(\alpha \in (0, 0.5)\) and some \(\{\varepsilon_n \in [0, 1]\}_{n \in \mathbb{N}}\) with \(\lim_{n \to \infty} \varepsilon_n = 0\). We show that this assumption leads to a contradiction to Corollary 1.

Consider any function \(f : \mathcal{X} \to [0, 1]\). By the definition of asymptotic calibration, \(h_n = \mathcal{A}(D_n, f)\) is \((\varepsilon_n, \alpha)\)-calibrated for every \(n \in \mathbb{N}\). Approximate calibration implies that for the event \(E_1 : \mathbb{E}[Y \mid h_n(X)] - h_n(X) \leq \varepsilon_n\), we have \(P^{n+1}(E_1) \geq 1 - \alpha\). Following the intuition of Theorem 1, observe that the event \(E_1\) is clearly identical to the event \(E_2 : \mathbb{E}[Y \mid h_n(X)] \in [h_n(X) - \varepsilon_n, h_n(X) + \varepsilon_n]\). Thus \(P^{n+1}(E_2) \geq 1 - \alpha\). Next, note that since the mapping \(m_n\) produced by \(\mathcal{A}\) is injective, \(\mathbb{E}[Y \mid h_n(X)] = \mathbb{E}[Y \mid m_n(f(X))] = \mathbb{E}[Y \mid f(X)]\). Thus, defining \(C_n(f(X)) := [m_n(f(X)) - \varepsilon_n, m_n(f(X)) + \varepsilon_n] = [h_n(X) - \varepsilon_n, h_n(X) + \varepsilon_n]\), we have that
\[
1 - \alpha \leq P^{n+1}(E_2)
\]
= P^{n+1}(E[Y \mid h_n(X)] \in [h_n(X) - \varepsilon_n, h_n(X) + \varepsilon_n])
= P^{n+1}(E[Y \mid f(X)] \in [h_n(X) - \varepsilon_n, h_n(X) + \varepsilon_n])
= P^{n+1}(E[Y \mid f(X)] \in C_n(f(X))),
showing that the defined \(C_n\) is a distribution-free \((1-\alpha)\)-CI w.r.t. \(f\). Further, since \(\sup_{z \in [0,1]}|C_n(z)| = 2\varepsilon_n\), for any distribution \(P\), we have
\[
\lim_{n \to \infty} E_{P^{n+1}}[C_n(f(X_{n+1}))] \leq 2 \lim_{n \to \infty} \varepsilon_n = 0.
\]
Thus, there exists a constant \(m\) such that for all \(n \geq m\) and any distribution \(P\),
\[
E_{P^{n+1}}[C_n(f(X_{n+1}))] < 0.5 - \alpha. \tag{34}
\]
(Note that this requires \(0.5 - \alpha > 0\), which is true since \(\alpha \in (0, 0.5)\).)

Clearly, Corollary 1 is in contradiction to (34), as long as the assumptions required for Corollary 1 hold. We already have that \(C_n\) is a distribution-free \((1-\alpha)\)-CI w.r.t. \(f\). All we need to do is exhibit a function \(f\) such that \(\mathcal{P}_f \neq \emptyset\). Indeed, Lemma 8 shows that any \(f\) whose range contains an interval of \([0,1]\) suffices.

Having satisfied the assumptions of Corollary 1 we conclude that there exists a distribution \(Q \in \mathcal{P}_f\) such that
\[
E_{Q^{n+1}}[C_n(f(X_{n+1}))] > 0.5 - \alpha.
\]
This contradicts (34). Hence our hypothesis that \(\mathcal{A}\) is distribution-free asymptotically calibrated must be false, concluding the proof. \(\blacksquare\)

### B.5 Characterizing a class of functions \(f\) for which \(\mathcal{P}_f\) is non-empty

**Lemma 8.** If \(\text{Range}(f)\) contains a sub-interval of \([0,1]\), then \(\mathcal{P}_f\) is non-empty.

**Proof.** Let the interval \(I = [a, b]\) with \(a < b \in [0,1]\) be contained in \(\text{Range}(f)\), that is,
\[
\forall z \in I, \exists x \in \mathcal{X} : f(x) = z. \tag{35}
\]
Let \(\lambda\) denote the Lebesgue measure on \([0,1]\) and \(\mathcal{B}_{[0,1]}\) the Borel \(\sigma\)-algebra on \([0,1]\). Define the uniform probability measure \(I\) on \(P'\):
\[
P'(S) = \lambda(S \cap I)/\lambda(I); \quad S \in \mathcal{B}_{[0,1]}.
\tag{36}
\]
This is well defined since \(\lambda(I) = b - a > 0\). Clearly, \(P'\) does not have atoms on \(\mathcal{B}_{[0,1]}\).

We now want to construct a measure \(P^*\) on the Borel \(\sigma\)-algebra on \(\mathcal{X}\) such that the push-forward of \(P^*\) under \(f\) is \(P'\). One can easily check that \(\{f^{-1}(S) : S \in \mathcal{B}_{[0,1]}\}\) defines a \(\sigma\)-algebra on \(\mathcal{X}\). Then, one can define a measure \(P^*\) over this \(\sigma\)-algebra as \(P^*(f^{-1}(S)) = P'(S)\). Can \(P^*\) be extended to the Borel \(\sigma\)-algebra over \(\mathcal{X}\)? Ershov [10] studied this problem, leading to the following result.

**Theorem 9** (Theorem 2.5 by Ershov [10], adapted). Let \(\mathcal{X}\) and \(\mathcal{Y}\) be complete and separable metric spaces with \(\mathcal{B}_X\) and \(\mathcal{B}_Y\) being the corresponding Borel \(\sigma\)-algebras. Let \(f : (\mathcal{X}, \mathcal{B}_X) \to (\mathcal{Y}, \mathcal{B}_Y)\) be a measurable mapping and \(\nu\) a probability measure on \((\mathcal{Y}, \mathcal{B}_Y)\). If \(f\) satisfies
\[
f^{-1}(B) \neq \emptyset \quad \text{for all } B \in \mathcal{B}_Y : \nu(B) > 0, \tag{37}
\]
then there exists a probability measure \(\mu\) on \((\mathcal{X}, \mathcal{B}_X)\) satisfying
\[
\mu(f^{-1}(B)) = \nu(B), \quad \forall B \in \mathcal{B}_Y.
\]

We invoke Ershov’s result with \(\mathcal{Y} = [0,1]\) and \(\nu = P'\). Assumption (35) guarantees that condition (37) is fulfilled. We conclude that there exists a probability measure \(P^*\) on \((\mathcal{X}, \mathcal{B}_X)\), for which \(P^*_f(X) = P'\) is non-atomic. Thus \(P^* \in \mathcal{P}_f\), concluding the proof. \(\blacksquare\)
C Proofs of results in Section 4 (other than Section 4.4)

C.1 Proof of Theorem 4

Let $E_{B(x)}$ be the event that $(\mathcal{B}(X_1), \ldots, \mathcal{B}(X_n)) = (\mathcal{B}(x_1), \ldots, \mathcal{B}(x_n))$. On the event $E_{B(x)}$, within each region $\mathcal{X}_b$, the number of point from the calibration set is known and the $Y_i$’s in each bin represent independent Bernoulli random variables that share the same mean $\pi_b = \mathbb{E}[Y | X \in \mathcal{X}_b]$. Consider any fixed region $\mathcal{X}_b$, $b \in [B]$. Using Theorem 12 we obtain that:

$$P \left( \left| \pi_b - \hat{\pi}_b \right| > \frac{2\hat{V}_b \ln(3B/\alpha)}{N_b} + \frac{3\ln(3B/\alpha)}{N_b} \Bigg| E_{B(x)} \right) \leq \alpha/B.$$

Applying union bound across all regions of the sample-space partition, we get that:

$$P \left( \forall b \in [B]: \left| \pi_b - \hat{\pi}_b \right| \leq \frac{2\hat{V}_b \ln(3B/\alpha)}{N_b} + \frac{3\ln(3B/\alpha)}{N_b} \Bigg| E_{B(x)} \right) \geq 1 - \alpha.$$

Because this is true for any $E_{B(x)}$, we can marginalize to obtain the assertion of the theorem in unconditional form. \hfill \Box

C.2 Proof of Corollary 3

We convert the per-bin confidence interval of Theorem 4 to a calibration guarantee using the same intuition as that of Theorem 1. Define the function $C : [B] \rightarrow \mathcal{I}$ given by

$$C_n(b) = \left[ \hat{\pi}_b - \left( \frac{2\hat{V}_b \ln(3B/\alpha)}{N_b} + \frac{3\ln(3B/\alpha)}{N_b} \right), \hat{\pi}_b + \left( \frac{2\hat{V}_b \ln(3B/\alpha)}{N_b} + \frac{3\ln(3B/\alpha)}{N_b} \right) \right], b \in [B].$$

Then by Theorem 4 $C_n$ provides a $(1 - \alpha)$-CI with respect to $\mathcal{B} : \mathcal{X} \rightarrow [B]$. While Definition 3 defined CIs with respect to a function whose range is $[0, 1]$, it can be naturally extended for CIs with respect to functions with another range such as $\mathcal{B}$. In Section 3.1 the calibrated function constructed from $C$ was defined as $\hat{f}(x) := m_C(f(x))$: the same construction applies even if Range$(f) \neq [0, 1]$. Specifically, for the $C$ defined above, $\hat{f}(x) = \hat{\pi}_{B(x)}$. The arguments in the proof of the CI-to-calibration part of Theorem 1 give that $\hat{f}$ is $(\varepsilon, \alpha)$-calibrated with

$$\varepsilon = \sup_{b \in [B]} |C(b)|/2 = \sqrt{\frac{2\hat{V}_b \ln(3B/\alpha)}{N_b} + \frac{3\ln(3B/\alpha)}{N_b}}.$$

This shows the approximate calibration result. Next, we show the asymptotic calibration result.

Suppose some bin $b$ has $P(B(X) = b) = 0$. Then, a test point $X_{n+1}$ almost surely does not belong to the bin, and the bin can be ignored for our calibration guarantee. Thus without loss of generality, suppose every $b \in [B]$ satisfies

$$P(B(X) = b) > 0.$$

Let $\min_{b \in [B]} P(B(X) = b) = \tau > 0$. Then for a fixed number of samples $n$, any particular bin $b$, and any constant $\alpha \in (0, 1)$ we have by Hoeffding’s inequality with probability $1 - \alpha/B$

$$N_b \geq n\tau - \sqrt{\frac{n \ln(B/\alpha)}{2}}.$$
Taking a union bound, we have with probability $1 - \alpha$, simultaneously for every $b \in [B]$,

$$N_b \geq n\tau - \sqrt{\frac{n\ln(B/\alpha)}{2}} = \Omega(n),$$

and in particular $N_{b^*} = \Omega(n)$ where $b^* = \arg\min_{b \in [B]} N_b$. Thus by the first part of this corollary, $h_n$ is $\varepsilon_n$ calibrated where $\varepsilon_n = O(\sqrt{n^{-1}}) = o(1)$. This concludes the proof. 

**C.3 Proof of Theorem 5**

Denote $|\mathcal{D}_{cal}^2| = n$. Let $p_j = P(g(X) \in I_j)$ be the true probability that a random point falls into partition $\mathcal{X}_j$. Assume $c$ is such that we can use Lemma 13 to guarantee that with probability at least $1 - \alpha/2$, uniform mass binning scheme is 2-well-balanced. Hence, with probability at least $1 - \alpha/2$:

$$\frac{1}{2B} \leq p_j \leq \frac{2}{B}, \quad \forall j \in [B].$$

Moreover, by Hoeffding’s inequality we get that for any fixed region of sample-space partition, with probability at least $1 - \alpha/2B$, for a fixed $j \in [B]$,

$$N_j \geq n p_j - \sqrt{\frac{n\ln(2B/\alpha)}{2}}.$$  

(38)

Hence, by union bound across applied across all regions and using (38), we get that with probability at least $1 - \alpha/2$:

$$N_{b^*} \geq \frac{n}{2B} - \sqrt{\frac{n\ln(2B/\alpha)}{2}},$$

where the first term dominates asymptotically (for fixed $B$). Hence, we get that with probability at least $1 - \alpha$, $N_{b^*} = \Omega(n/B)$. By invoking the result of Corollary 4 and observing that $\hat{V}_b \leq 1$, we conclude that uniform mass binning is $(\varepsilon, \alpha)$-calibrated with $\varepsilon = O(\sqrt{B \ln(B/\alpha)/n})$ as desired. This also leads to asymptotic calibration by Corollary 8.

**C.4 Proof of Theorem 6**

The proof is based on the result for an empirical-Bernstein confidence sequences for bounded observations [13]. We condition on the event $E_{B(x)}^\varepsilon$ defined as $(B(X_1), B(X_2), \ldots) = (B(x_1), B(x_2), \ldots)$, that is the random variables denoting which partition the infinite stream of samples fall in (thus allowing our bound to hold for every possible value of $n$). On $E_{B(x)}^\varepsilon$, the label values within each partition of the sample-space partition represent independent Bernoulli random variable that share the same mean $\pi_b = \mathbb{E}[Y \mid X \in \mathcal{X}_b], b \in [B]$. Consequently, the bound obtained can be marginalized over $E_{B(x)}^\varepsilon$ to obtain the assertion of the theorem in unconditional form. Now we show the bound that applies conditionally on $E_{B(x)}^\varepsilon$.

Consider any fixed region of the sample-space partition $\mathcal{X}_b$ and corresponding points $\{(X_i^b, Y_i^b)\}_{i=1}^{N_b}$. Then $S_t = \left(\sum_{i=1}^{t} Y_i^b\right) - t\pi_b$ is a sub-exponential process with variance process:

$$\hat{V}_t = \sum_{i=1}^{t} \left(Y_i^b - \bar{Y}_{i-1}^b\right)^2.$$  

Howard et al. [17, Proposition 2] implies that $S_t$ is also a sub-gamma process with variance process $\hat{V}_t$ and the same scale $c = 1$. Since the theorem holds for any sub-exponential uniform boundary, we
choose one based on analytical convenience. Recall definition of the polynomial stitching function

\[ S_\alpha(v) := \sqrt{k_1^2 v l(v) + k_2^2 c^2 l^2(v)} + k_2 c l(v), \]

where \( k_0 = 1 \) for the scalar case. Note that for \( c > 0 \) it holds that \( S_\alpha(v) \leq k_1 \sqrt{v l(v)} + 2 c k_2 l(v) \).

From Howard et al. [18, Theorem 1], it follows that \( u(v) = \frac{S_\alpha(v)}{v m} \) is a sub-gamma uniform boundary with scale \( c \) and crossing probability \( \alpha \). Applying Theorem [11] with \( h(k) \leftarrow (k + 1)^s \zeta(s) \) where \( \zeta(\cdot) \) is Riemann zeta function and parameters \( q \leftarrow e, s \leftarrow 1.4, c \leftarrow 1.46, m \leftarrow 1 \) and \( \alpha \leftarrow \alpha/(2B) \), yields that \( k_2 \leq 1.88, k_1 \leq 1.46 \) and \( l(v) = 1.4 \cdot \ln(e v) + \ln(2(1.4)B/\alpha) \). Since Theorem [11] provides a bound that holds uniformly across time \( t \), then it provides a guarantee for \( t = N_0 \), in particular. Hence, with probability at least \( 1 - \alpha/B \),

\[
|\pi_b - \hat{\pi}_b| \leq \frac{1.46 \sqrt{\hat{\nu}_b^+} \cdot 1.4 \cdot \ln \left( e \left( \hat{\nu}_b^+ \cdot \ln 1 \right) \right) + \ln(6.3B/\alpha)}{N_b} + \frac{5.27 \cdot \ln \ln \left( e \left( \hat{\nu}_b^+ \cdot \ln 1 \right) \right) + 3.76 \ln(6.3B/\alpha)}{N_b}
\]

\[
\leq \frac{7 \sqrt{\hat{\nu}_b^+} \cdot \ln \left( e \left( \hat{\nu}_b^+ \cdot \ln 1 \right) \right) + 5.3 \ln(6.3B/\alpha)}{N_b}.
\]

using that \( \sqrt{x+y} \leq \sqrt{x} + \sqrt{y} \) and \( \ln \ln(e x) \leq \sqrt{x \ln \ln e x} \) for \( x \geq 1 \). Finally, we apply a union bound to get a guarantee that holds simultaneously for all regions of the sample-space partition. \( \square \)

D Calibration under covariate shift (including proofs of results in Section 4.4)

The results from Section 4.4 are proved in Appendix D.1 (Theorem 7) and D.3 (Proposition 2). To show Theorem 7, we first propose and analyze a slightly different estimator than (46) that is unbiased for \( \pi_b^{(w)} \), but needs additional oracle access to the parameters \( \{m_b\}_{b \in [B]} \) defined as

\[ m_b = P(X \in X_b) / \hat{P}(X \in X_b). \]

The ratio \( m_b \) denotes the ‘relative mass’ of region \( X_b \). (For simplicity, we assume that \( \hat{P}(X \in X_b) > 0 \) for every \( b \) since otherwise the test-point almost surely does not belong to \( X_b \) and estimation in that bin is not relevant for a calibration guarantee.) We then show that \( m_b \) can be estimated using \( w \), which would lead to the proposed estimator \( \hat{\pi}_b^{(w)} \). First, we establish the following relationship between \( E_{\hat{P}}[Y \mid X \in X_b] \) and \( E_P[Y \mid X \in X_b] \).

**Proposition 3.** Under the covariate shift assumption, for any \( b \in [B] \),

\[ E_{\hat{P}}[Y \mid X \in X_b] = m_b \cdot E_P[w(X) Y \mid X \in X_b]. \]

**Proof.** Observe that

\[ \frac{d\hat{P}(X \mid X \in X_b)}{dP(X \mid X \in X_b)} = \frac{d\hat{P}(X)}{dP(X)} \cdot \frac{P(X \in X_b)}{\hat{P}(X \in X_b)} = w(X) \cdot m_b. \]

Thus we have,

\[
E_{\hat{P}}[Y \mid X \in X_b] \overset{(1)}{=} E_{\hat{P}}[E_{\hat{P}}[Y \mid X] \mid X \in X_b] \\
\overset{(2)}{=} E_{\hat{P}}[E_P[Y \mid X] \mid X \in X_b]
\]
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On substituting this estimate for $m_b$, a natural estimator for $E_P[Y \mid X \in \mathcal{X}_b]$ uses that

using the integral form of the expectation, (4) uses the observation at the beginning of the proof, (5) uses that $w(X)$ is a function of $X$ and finally, (6) uses the tower rule.

Let $N_b$ denote the number of calibration points from the source domain that belong to bin $b$. Given Proposition 3, a natural estimator for $E_P[Y \mid X \in \mathcal{X}_b]$ is given by:

$$\hat{\pi}_b^{(w)} := \frac{1}{N_b} \sum_{i \in B(X_i) = b} m_b w(X_i) Y_i. \tag{40}$$

Estimation properties of $\hat{\pi}_b^{(w)}$ are given by the following theorem.

**Theorem 10.** Assume that $\sup_{x} w(x) = U < \infty$. For any $\alpha \in (0, 1)$, with probability at least $1 - \alpha$,

$$\left| \hat{\pi}_b^{(w)} - E_P[Y \mid X \in \mathcal{X}_b] \right| \leq \sqrt{\frac{2\hat{V}_b^{(w)} \ln(3B/\alpha)}{N_b} + \frac{3m_b U \ln(3B/\alpha)}{N_b}}, \quad \text{simultaneously for all } b \in [B],$$

where $\hat{V}_b^{(w)} = \frac{1}{N_b} \sum_{i \in B(X_i) = b} (m_b w(X_i) Y_i - \hat{\pi}_b^{(w)})^2$.

The proof is given in Appendix D.2. Next, we discuss a way of estimating $m_b$ using likelihood ratio $w$ instead of relying on oracle access. Observe that

$$\frac{d\tilde{P}(X \mid X \in \mathcal{X}_b)}{dP(X \mid X \in \mathcal{X}_b)} = \frac{d\tilde{P}(X)}{dP(X)} \cdot \frac{P(X \in \mathcal{X}_b)}{P(X \in \mathcal{X}_b)} = w(X) \cdot m_b.$$

Thus we have,

$$E_P[w(X \mid X \in \mathcal{X}_b)] = m_b^{-1} E_P \left[ \frac{d\tilde{P}(X \mid X \in \mathcal{X}_b)}{dP(X \mid X \in \mathcal{X}_b)} \mid X \in \mathcal{X}_b \right] = m_b^{-1}, \tag{41}$$

which suggests a possible estimator for $m_b$ given by

$$\hat{m}_b = \left( \frac{\sum_{i \in B(X_i) = b} w(X_i)}{N_b} \right)^{-1}, \quad b \in [B]. \tag{42}$$

On substituting this estimate for $m_b$ in (40), we get a new estimator

$$\sum_{i \in B(X_i) = b} w(X_i) Y_i \quad \sum_{i \in B(X_i) = b} w(X_i),$$

which is exactly $\hat{\pi}_b^{(w)}$. With this observation, we now prove Theorem 7.

**D.1 Proof of Theorem 7**

Let us define $r_b := 1/m_b$ and

$$\hat{r}_b = \frac{\sum_{i \in B(X_i) = b} w(X_i)}{N_b}. \tag{43}$$
Step 1 (Uniform lower bound for \( N_b \)). Since the regions of the sample-space partition were constructed using uniform-mass binning, the guarantee of Theorem 3 holds. Precisely, we have that with probability at least 1 − \( \alpha/3 \), simultaneously for every \( b \in [B] \),
\[
N_b \geq \frac{n}{2B} - \sqrt{\frac{n \ln(6B/\alpha)}{2}}.
\]

Step 2 (Approximating \( r_b \)). Observe that the estimator (43) is an average of \( N_b \) random variables bounded by the interval \([0, U]\). Let \( E_{B(x)} \) be the event that \((B(X_1), \ldots, B(X_n)) = (B(x_1), \ldots, B(x_n))\). On the event \( E_{B(x)} \), within each region \( X_b \), the number of point from the calibration set is known and the \( Y_i \)'s in each bin represent independent Bernoulli random variables that share the same mean \( \mathbb{E} [w(x) \mid X \in X_b] \). Consider any fixed region \( X_b, b \in [B] \). By Hoeffding’s inequality, it holds that
\[
P \left( |r_b - \hat{r}_b| > \sqrt{\frac{U^2 \ln(6B/\alpha)}{2N_b}} \mid E_{B(x)} \right) \leq \alpha/(3B).
\]
Applying union bound across all regions of the sample-space partition, we get that:
\[
P \left( \exists b \in [B] : |r_b - \hat{r}_b| > \sqrt{\frac{U^2 \ln(6B/\alpha)}{2N_b}} \mid E_{B(x)} \right) \leq \alpha/3.
\]
Because this is true for any \( E_{B(x)} \), we can marginalize to obtain that with probability at least 1 − \( \alpha/3 \),
\[
\forall b \in [B], \ |r_b - \hat{r}_b| \leq \sqrt{\frac{U^2 \ln(6B/\alpha)}{2N_b}}. \tag{44}
\]

Step 3 (Going from \( r_b \) to \( m_b \)). Define \( r^* = \min_{b \in [B]} \mathbb{E} [w(X) \mid X \in X_b] \). Suppose \( \forall b \in [B], |r_b - \hat{r}_b| \leq \varepsilon \) and \( \varepsilon < r^*/2 \). Then, we have with probability at least 1 − \( \alpha/3 \):
\[
|m_b - \hat{m}_b| = \left| \frac{1}{r_b} - \frac{1}{\hat{r}_b} \right| = \left| \frac{r_b - \hat{r}_b}{r_b \cdot \hat{r}_b} \right| \leq \frac{\varepsilon}{r_b^2} |1 - \varepsilon/r_b| \leq \frac{2\varepsilon}{r_b^2} = 2m_b^2 \varepsilon, \quad \forall b \in [B]. \tag{45}
\]
We now set \( \varepsilon = \sqrt{\frac{U^2 \ln(6B/\alpha)}{2N_b}} \) as specified in equation (44) and verify that \( \varepsilon < r^*/2 \).
- First, from step 1, with probability at least 1 − \( \alpha/3 \), \( N_{b^*} = \Omega(n/B) \) and thus \( N_b = \Omega(n/B) \) for every \( b \in [B] \).
- By the condition in the theorem statement, for every \( b \in [B] \),
\[
\varepsilon = \sqrt{\frac{U^2 \ln(6B/\alpha)}{2N_b}} = O \left( \sqrt{\frac{U^2 B \ln(6B/\alpha)}{n}} \right) = O \left( \sqrt{\frac{U^2 B \ln(6B/\alpha)}{L^2}} \right) = O \left( L \right).
\]
Finally recall that \( L \leq r^* \). Thus we can pick \( c \) in the theorem statement to be large enough such that \( \varepsilon < L/2 \leq r^*/2 \).

Thus for \( \varepsilon = \sqrt{\frac{U^2 \ln(6B/\alpha)}{2N_b}} \), by a union bound over the event in (44) and step 1, the conditions for (45) are satisfied with probability at least 1 − \( 2\alpha/3 \). Hence we have for some large enough constant \( c > 0 \),
\[
|m_b - \hat{m}_b| \leq cm_b^2 \cdot \sqrt{\frac{U^2 B \ln(6B/\alpha)}{2n}} \leq c \cdot \frac{U}{L^2} \sqrt{\frac{B \ln(6B/\alpha)}{2n}}.
\]
The final inequality holds by observing that \( m_b \leq 1/L \) which follows from relationship (41) and the assumption that \( \inf_{x} w(x) \geq L \).
Step 4 (Computing the final deviation inequality for \( \hat{\pi}_b^{(w)} \)). Recall the definitions of the two estimators:

\[
\hat{\pi}_b^{(w)} := \frac{1}{N_b} \sum_{i:B(X_i)=b} m_b w(X_i) Y_i,
\]

and

\[
\tilde{\pi}_b^{(w)} := \frac{1}{N_b} \sum_{i:B(X_i)=b} \hat{m}_b w(X_i) Y_i,
\]

which differ by replacing \( m_b \) by its estimator \( \hat{m}_b \) defined in (42). By triangle inequality,

\[
|\tilde{\pi}_b - \mathbb{E} [Y \mid X \in \mathcal{A}_b]| \leq |\hat{\pi}_b^{(w)} - \hat{\pi}_b^{(w)}| + |\hat{\pi}_b^{(w)} - \mathbb{E} [Y \mid X \in \mathcal{A}_b]|.
\]

Theorem 10 bounds the term \( |\hat{\pi}_b^{(w)} - \mathbb{E} [Y \mid X \in \mathcal{A}_b]| \) with high probability. In the proof of Theorem 10 we can replace the empirical Bernstein’s inequality by Hoeffding’s inequality to obtain with probability at least \( 1 - \alpha/3 \),

\[
|\hat{\pi}_b^{(w)} - \mathbb{E} [Y \mid X \in \mathcal{A}_b]| \leq \sqrt{\frac{U^2 \ln(6B/\alpha)}{2N_b}} \leq \left( \frac{U}{L} \right)^2 \sqrt{\frac{\ln(6B/\alpha)}{2N_b}},
\]

simultaneously for all \( b \in [B] \) (the last inequality follows since \( L \leq 1 \leq U \)). To bound \( |\hat{\pi}_b^{(w)} - \hat{\pi}_b^{(w)}| \), first note that:

\[
|\hat{\pi}_b^{(w)} - \hat{\pi}_b^{(w)}| = \left| \frac{1}{N_b} \sum_{i:B(X_i)=b} (\hat{m}_b - m_b) w(X_i) Y_i \right| \\
\leq U \cdot \left| \frac{1}{N_b} \sum_{i:B(X_i)=b} (\hat{m}_b - m_b) \right| \\
= U \cdot |\hat{m}_b - m_b|.
\]

Then we use the results from steps 1 and 3 to conclude that with probability at least \( 1 - 2\alpha/3 \),

\[
|\hat{\pi}_b^{(w)} - \hat{\pi}_b^{(w)}| \leq c \cdot \left( \frac{U}{L} \right)^2 \sqrt{\frac{B \ln(6B/\alpha)}{2n}} \quad \text{and} \quad N_b \geq n/B - \sqrt{\frac{n \ln(6B/\alpha)}{2}},
\]

simultaneously for all \( b \in [B] \). Thus by union bound, we get that it holds with probability at least \( 1 - \alpha \),

\[
|\tilde{\pi}_b - \mathbb{E} [Y \mid X \in \mathcal{A}_b]| \leq c \cdot \left( \frac{U}{L} \right)^2 \sqrt{\frac{B \ln(6B/\alpha)}{2n}},
\]

simultaneously for all \( b \in [B] \) and large enough absolute constant \( c > 0 \). This concludes the proof. \( \square \)

D.2 Proof of Theorem 10

Consider the event \( E_{B(x)} \) defined as \((B(X_1), \ldots, B(X_n)) = (B(x_1), \ldots, B(x_n))\). Conditioned on \( E_{B(x)} \), since \( \sup_x w(x) \leq U \), we get that \( \hat{\pi}_b^{(w)} \) is an average of independent nonnegative random variables \( m_b w(X_i) Y_i \) that are bounded by \( m_b U \) and share the same mean \( m_b \mathbb{E}_P [w(X) Y \mid X \in \mathcal{A}_b] = \mathbb{E} \hat{P} [Y \mid X \in \mathcal{A}_b] \) (by Proposition 3). Using Theorem 12 for a fixed \( b \in [B] \), we obtain:

\[
P \left( \left| \hat{\pi}_b^{(w)} - \mathbb{E} \hat{P} [Y \mid X \in \mathcal{A}_b] \right| > \sqrt{\frac{2V_b \ln(3B/\alpha)}{N_b}} + \frac{3m_b U \ln(3B/\alpha)}{N_b} \mid E_{B(x)} \right) \leq \alpha/B.
\]
Applying a union bound over all $b \in [B]$, we get:

$$P \left( \forall b \in [B] : \left| \frac{\hat{f}_b^{(w)}}{\hat{f}_b} - \mathbb{E} \hat{p} \left[ Y \mid X \in \mathcal{X}_b \right] \right| \leq \sqrt{\frac{2\hat{V}_b \ln(3B/\alpha)}{N_b} + 3m_bU \ln(3B/\alpha)} \left| E_{B(x)} \right| \right) \geq 1 - \alpha.$$  

Because this is true for any $E_{B(x)}$, we can marginalize to obtain the assertion of the theorem in unconditional form.

**D.3 Proof of Proposition 2**

Fix any $\alpha \in (0, 0.5)$. For any $k \in \mathbb{N}$ observe that by triangle inequality,

$$\left| \frac{\hat{f}_b^{(w)}}{\hat{f}_b} - \mathbb{E} \hat{p} \left[ Y \mid X \in \mathcal{X}_b \right] \right| \leq \left| \frac{\hat{f}_b^{(w)}}{\hat{f}_b} - \mathbb{E} \hat{p} \left[ Y \mid X \in \mathcal{X}_b \right] \right| + \left| \mathbb{E} \hat{p} \left[ Y \mid X \in \mathcal{X}_b \right] \right|.$$

Consider any $\varepsilon > 0$. Note that by Theorem 7 there exists sufficiently large $n$ such that the first term is larger than $\varepsilon/2$ with probability at most $\alpha/2$ simultaneously for all $b \in [B]$. Hence, it suffices to show that there exists a large enough $k$ such that the probability of the second term exceeding $\varepsilon/2$ is at most $\alpha/2$ simultaneously for all $b \in [B]$. While analyzing the second term, we treat $n$ as a constant while leveraging the consistency of $\hat{\omega}_k$ as $k \to \infty$. For simplicity, denote $\Delta_k = \sup_x |w(x) - \hat{\omega}_k(x)|$.

Then for any $b \in [B]$:

$$\left| \frac{\hat{f}_b^{(w)}}{\hat{f}_b} - \mathbb{E} \hat{p} \left[ Y \mid X \in \mathcal{X}_b \right] \right| = \sum_{i:B(X_i)=b} \frac{w(X_i)Y_i}{\sum_{i:B(X_i)=b} w(X_i)} - \sum_{i:B(X_i)=b} \hat{\omega}_k(X_i)Y_i + \sum_{i:B(X_i)=b} \hat{\omega}_k(X_i)Y_i - \sum_{i:B(X_i)=b} \frac{w(X_i)}{\sum_{i:B(X_i)=b} w(X_i)} \sum_{i:B(X_i)=b} \hat{\omega}_k(X_i)Y_i \leq n \cdot \Delta_k \cdot \frac{1}{\sum_{i:B(X_i)=b} w(X_i)} + \frac{1}{\sum_{i:B(X_i)=b} w(X_i)} - \frac{1}{\sum_{i:B(X_i)=b} \hat{\omega}_k(X_i)Y_i} \sum_{i:B(X_i)=b} \hat{\omega}_k(X_i)Y_i \leq \frac{\left( \frac{n \cdot \Delta_k}{(L - \Delta_k) L} \right) \cdot \left( (U + \Delta_k) \cdot n \right)}{L \cdot \Delta_k + \left( \frac{n \cdot \Delta_k}{(L - \Delta_k) L} \right) \cdot \left( (U + \Delta_k) \cdot n \right)},$$

where (1) is due to the triangle inequality, (2) is due to the facts that the number of points in any bin is at most $n$ and that absolute difference between $\hat{\omega}$ and $w$ is at most $\Delta_k$, (3) combines the aforementioned reasons in (2) and the assumptions: $L \leq \inf_x w(x) \leq \sup_x w(x) \leq U$. Since $\Delta_k \to 0$, clearly there exists a large enough $k$ such that:

$$P \left( \left| \frac{\hat{f}_b^{(w)}}{\hat{f}_b} - \mathbb{E} \hat{p} \left[ Y \mid X \in \mathcal{X}_b \right] \right| \geq \varepsilon/2 \right) \leq \alpha/2.$$  

Thus we conclude that $\frac{\hat{f}_b^{(w)}}{\hat{f}_b}$ is asymptotically calibrated at level $\alpha$. 

**D.4 Preliminary simulations**

This section is structured as follows. We first describe the overall procedure for calibration under covariate shift. The finite-sample calibration guarantee of Theorem 7 holds for oracle $w$ whereas in
our experiments we will estimate $w$; to assess the loss in calibration due to this approximation, we introduce some standard techniques used in literature. The preliminary experiments are performed with simulated data which are described after this. Finally, we propose a modified estimator $\hat{\pi}_b^{(\hat{w})}$ of $E_{\hat{p}}[Y \mid X \in \mathcal{X}_b]$ which appears natural but has poor performance in practice.

**Procedure.** We describe how to construct approximately calibrated predictions practically. This involves approximating the importance weights $w$ and the relatives mass terms $t$. The summarized calibration procedure consists of the following steps:

1. Split the calibration set into two parts and use the first to perform uniform mass binning
2. Given unlabeled examples from both source and target domain, estimate $\hat{w}$. The unconstrained Least-Squares Importance Fitting (uLSIF) procedure \[20\] is used for this.
3. Compute for every $b \in [B]$, the estimator as per \(22\), replacing $w$ with $\hat{w}$:
   \[
   \hat{\pi}_b^{(\hat{w})} := \frac{\sum_{i:B(X_i)=b} \hat{w}(X_i)Y_i}{\sum_{i:B(X_i)=b} \hat{w}(X_i)}. \tag{46}
   \]
4. On a new test point from the target distribution, output the calibrated estimate $\hat{\pi}_b^{(\hat{w})}_{B(X_{n+1})}$.

**Assessment through reliability diagrams and ECE.** Given a test set (from the target distribution) of size $m$: $\{(X'_i, Y'_i)\}_{i \in [m]}$ and a function $g : \mathcal{X} \to [0, 1]$ that outputs approximately calibrated probabilities, we consider the reliability diagram to estimate its calibration properties. A reliability diagram is constructed using splitting the unit interval $[0, 1]$ into non-overlapping intervals $\{I_b\}_{b \in [B']}$ for some $B'$ as
   \[
   I_i = \left[ \frac{i - 1}{B'}, \frac{i}{B'} \right], \quad i = 1, \ldots, B' - 1 \quad \text{and} \quad I_B' = \left[ \frac{B' - 1}{B'}, 1 \right].
   \]
Let $B' : [0, 1] \to [B']$ denote the binning function that corresponds to this binning. We then compute the following quantities for each bin $b \in [B']$:

- $FP(I_b) = \frac{\sum_{i : B'(X'_i) = b} Y'_i}{\| \{i : B'(X'_i) = b\} \|$ (fraction of positives in a bin),
- $MP(I_b) = \frac{\sum_{i : B'(X'_i) = b} g(X'_i)}{\| \{i : B'(X'_i) = b\} \|$ (mean predicted probability in a bin).

If $g$ is perfectly calibrated, the reliability diagram is diagonal. Define the proportion of points that fall into various bins as:
   \[
   \hat{p}_b = \frac{\| \{i : B'(X'_i) = b\} \|}{m}, \quad b \in [B'].
   \]
Then ECE (or $\ell_1$-ECE) is defined as:
   \[
   \text{ECE}(g) = \sum_{b \in [B']} \hat{p}_b \cdot |MP(I_b) - FP(I_b)|.
   \]
ECE can also be defined in the $\ell_p$ sense and for multiclass problems but we limit our attention to the $\ell_1$-ECE for binary problems.
Simulations with synthetic data. We illustrate the performance of our proposed estimator \cite{22} using the following simulated example, for which we can explicitly control the covariate shift. Consider the following data generation pipeline: for the source domain each component of the feature vector is drawn from $\text{Beta}(\alpha, \beta)$ where $\alpha = \beta = 1$, which corresponds to uniform draws from the unit cube. For the target distribution each component can be drawn independently from $\text{Beta}(\alpha', \beta')$. If the dimension is $d$, the true likelihood ratio is given as

$$w(x) = \frac{d\bar{P}(x)}{dP(x)} = \frac{B^d(\alpha; \beta)}{B^d(\alpha'; \beta')} \prod_{i=1}^{d} \frac{(x(i))^{\alpha'-1}(1-x(i))^{\beta'-1}}{(x(i))^{\alpha-1}(1-x(i))^{\beta-1}},$$

where $x(i)$ are the coordinates of feature vector $x$. We set $d = 3$ and $\alpha' = 2$, $\beta' = 1$ so that $w(x) = 8 \cdot x(1)^2 x(2) x(3)$. The labels for both source and target distributions are assigned according to:

$$P(Y = 1 \mid X = x) = \frac{1}{2} \left(1 + \sin \left(\omega \left(x(1)^2 + x(2)^2 + x(3)^2\right)\right)\right),$$

for $\omega = 20$. As the underlying classifier we use a Random Forest with 100 trees (from \texttt{sklearn}). 14700 data points were used to train the underlying Random Forest classifier, 2000 data points from both source and target were used for the estimation of importance weights. The parameters $\sigma$ and $\lambda$ for $\text{uLSIF}$ were tuned by leave-one-out cross-validation: we considered 25 equally spaced values on a log-scale in range $(10^{-2}, 10^2)$ for $\sigma$ and 100 equally spaced values on a log-scale in range $(10^{-3}, 10^3)$ for $\lambda$. Uniform mass binning was performed with 10 bins and 1940 data points from the source domain were used to estimate the quantiles. 7840 source data points were used for the calibration and finally, 28000 data points from the target domain were used for evaluation purposes. We note that this simulation is a ‘proof-of-concept’; the sample sizes we used are not necessarily optimal and can presumably be improved.

We compare the unweighted estimator \cite{17} which corresponds to weighing points in each bin equally as we would do if there was no covariate shift, and the estimator \cite{22} that uses an estimate of $w$ to account for covariate shift. The reliability diagrams are presented in Figure 2 with the ECE reported in the caption. For the ECE estimation and reliability diagrams, we used $B^1 = 10$.

Figure 2: In Figure 2a uncalibrated Random Forest (ECE $\approx 0.023$) is compared with calibration that does not take the covariate shift into account (ECE $\approx 0.047$). In Figure 2b uncalibrated Random Forest is compared with calibration that takes the covariate shift into account (ECE $\approx 0.017$).
Alternative estimator for $m_b$. Estimator (42) is one way of estimating $m_b$ using the $w$ values, that leads to (42). However, there exists another natural estimator which we propose and show some preliminary empirical results for. Suppose we have access to additional unlabeled data from the source and target domains ($\{X^s_i\}_{i \in [n_s]}$, and $\{X^t_i\}_{i \in [n_t]}$ respectively). From the definition of $m_b = P_X(X \in \mathcal{X}_b)/P_X(X \in \mathcal{X}_b)$, a natural estimator is,

$$
\hat{m}_b = \frac{1}{n_s} \left| \{i \in [n_s] : B(X^s_i) = b\} \right|, \quad b \in [B].
$$

In this case, the estimator (40) reduces to:

$$
\hat{\pi}_b^{(\hat{w})} = \frac{\hat{m}_b}{N_b} \sum_{i : B(X_i) = b} \hat{w}(X_i) Y_i.
$$

We show experimental results with this estimation procedure. We used 8500 data points from the source domain and 8000 points from the target domain to compute (47). The reliability diagram and ECE with this estimator is reported in Figure 3. On our simulated dataset, we observe that the estimators $\hat{\pi}_b^{(\hat{w})}$ perform significantly worse than the estimators $\hat{\gamma}_b^{(\hat{w})}$. While this is only a single experimental setup, we outline some drawbacks of this estimation method that may lead to poor performance in general.

1. $\hat{\pi}_b^{(\hat{w})}$ requires access to additional unlabeled data from the source and target domains without leading to increase in performance.

2. The denominator of $\hat{m}_b$ could be badly behaved if the number of points from the target domain in bin $b$ are small. We could perform uniform-mass binning on the target domain to avoid this, but in this case $N_b$ may be small which would lead to the estimator $\hat{\gamma}_b^{(\hat{w})}$ performing poorly.

Our overall recommendation through these preliminary experiments is to use the estimator $\hat{\pi}_b^{(\hat{w})}$ as proposed in Section 4.4 instead of $\hat{\gamma}_b^{(\hat{w})}$.
E Venn prediction

Venn prediction \cite{Venn1986, Venn1987, oracle} is a calibration framework that provides distribution-free guarantees, which are different from the ones in Definitions \ref{def:1} and \ref{def:2}. For a multiclass problem with \( L \) labels, Venn prediction produces \( L \) predictions, one of which is guaranteed to be perfectly calibrated (although it is impossible to know which one). These are called multiprobabilistic predictors, formally defined as a collection of predictions \((f_1, f_2, \ldots, f_L)\) where each \( f_i \in \{X \rightarrow \Delta_{L-1}\} \) (here \( \Delta_{L-1} \) is the probability simplex in \( \mathbb{R}^L \)). Vovk and Petej \cite{Vovk2010} defined two calibration guarantees for multiprobabilistic predictors, the first being oracle calibration.

**Definition 4 (Oracle calibration).** \((f_1, f_2, \ldots, f_L)\) is oracle calibrated if there exists an oracle selector \( S \) such that \( f_S \) is perfectly calibrated.

Venn predictors satisfy oracle calibration \cite{Vovk2010} Theorem 1] with \( S = Y \). In the binary case, this means that when \( Y = 1 \), \( f_1(X) \) is perfectly calibrated but we do not have any guarantee on \( f_0(X) \); on the other hand if \( Y = 0 \), \( f_0(X) \) is perfectly calibrated but we know nothing about \( f_1(X) \). Since \( Y \) is unknown, oracle calibration seems to us to primarily serve as theoretical guidance, but does not give a clear prescription on what to output and what theoretical guarantee that output satisfies. In practice, it seems reasonable to suspect that if \( f_0(X) \) and \( f_1(X) \) are close, then their average should be approximately calibrated in the sense of Definition \ref{def:1} but to the best of our knowledge, such results have not been shown formally (other aggregate functions apart from average are also suggested (without formal guarantees) by Vovk and Petej \cite{Vovk2010} Section 4). For instance, it may be tempting to think that oracle calibration of a multiprobabilistic predictor leads to approximate calibration in the following way. Consider the prediction function

\[
f(X) = \frac{\min f_i(X) + \max f_i(X)}{2},
\]

and the radius of the interval \([\min f_i(X), \max f_i(X)]\):

\[
\epsilon(X) = \frac{\max f_i(X) - \min f_i(X)}{2}.
\]

Since Venn predictors satisfy oracle calibration, one might conjecture that \( f \) is \((\epsilon, \alpha)\)-calibrated (per Definition \ref{def:1}) for the given function \( \epsilon \) and for any \( \alpha \in (0, 1) \). We examined this claim but were unable to prove such a guarantee formally. In fact, it seems that no general calibration guarantee should be provable with the size of the calibration interval being \( O(\epsilon(X)) \); we evidence this through the following construction.

Consider a setup, with no covariates and only label values \( Y \), and a single bin that contains all points (in the Venn prediction language: a taxonomy under which all points are equivalent). For a test-point \( Y_{n+1} \) and any predictor \( f \), note that \( \mathbb{E} [Y_{n+1} | f] \) is simply equal to \( \mathbb{E} [Y_{n+1}] \) since any information used to construct \( f \) is independent of \( Y_{n+1} \). To ensure calibration, we may look for a guarantee of the following form for some \( \delta \):

\[
|\mathbb{E} [Y_{n+1} | f] - f| = |\mathbb{E} [Y_{n+1}] - f| < \delta.
\]

In essence, \( f \) is an estimator for the parameter \( \mathbb{E} [Y] \), with a corresponding deviation bound of \( \delta \). Without distributional assumptions, we only expect to estimate such a parameter with error at best \( \delta = O(1/\sqrt{n}) \) for a fixed constant probability of failure. On the other hand, the Venn prediction interval \([\min f_i, \max f_i]\) often has radius \( O(1/n) \). Thus for valid approximate calibration, we would need to provide a larger interval than \([\min f_i, \max f_i]\), even though one of the \( f_i \)'s is perfectly calibrated. Given this example, our conjecture is that it might be possible to show that there always exists an \( f_i(X) \) that is \((n^{-0.5}\text{polylog}(1/\alpha), \alpha)\) calibrated. Without knowing which \( f_i(X) \) to pick, perhaps one can show that an aggregate point in the interval \([\min f_i, \max f_i]\) is \((\max f_i - \min f_i) + n^{-0.5}\text{polylog}(1/\alpha), \alpha)\)-calibrated. In Section \ref{sec:4} we showed such a result for histogram binning (which can be interpreted...
as a Venn predictor). It would be interesting to study if such results can be shown for general Venn predictors.

Another guarantee for multiprobabilistic predictors is calibration in the large.

**Definition 5** (Calibration in the large). \((f_1, f_2, \ldots, f_L)\) is calibrated in the large if the following is satisfied: \(E [Y] \in [E \min f_i(X), E \max f_i(X)]\).

Vovk and Petej [46, Theorem 2] show that Venn predictors satisfy calibration in the large. Due to the expectation signs and the coverage of the marginal probability \(E [Y]\), calibration in the large does not lead to a clear interpretable guarantee for uncertainty quantification, but rather a minimum requirement that serves as a guiding principle.

**F Auxiliary results**

**F.1 Concentration inequalities**

**Theorem 11** (Howard et al. [18], Theorem 4). Suppose \(Z_t \in [a, b] \) a.s. for all \(t\). Let \((\tilde{Z}_t)\) be any \([a, b]\)-valued predictable sequence, and let \(u\) be any sub-exponential uniform boundary with crossing probability \(\alpha\) for scale \(c = b - a\). Then:

\[
P \left( \forall t \geq 1 : |Z_t - \mu_t| < \frac{u \left( \sum_{i=1}^t (Z_i - \tilde{Z}_i)^2 \right)}{t} \right) \geq 1 - 2\alpha.
\]

**Theorem 12** (Partial statement of Audibert et al. [2], Theorem 1). Let \(X_1, \ldots, X_n\) be i.i.d. random variables bounded in \([0, s]\), for some \(s > 0\). Let \(\mu = E [X_1]\) be their common expected value. Consider the empirical mean \(\bar{X}_n\) and variance \(V_n\) defined respectively by

\[
\bar{X}_n = \frac{\sum_{i=1}^n X_i}{n}, \quad \text{and} \quad V_n = \frac{\sum_{i=1}^n (X_i - \bar{X}_n)^2}{n}.
\]

Then for any \(\delta \in (0, 1)\), with probability at least \(1 - \delta\),

\[
|\bar{X}_n - \mu| \leq \sqrt{\frac{2V_n \log(3/\delta)}{n} + \frac{3s \log(3/\delta)}{n}}.
\]

**F.2 Uniform-mass binning**

Kumar et al. [24] defined well-balanced binning and showed that uniform mass-binning is well-balanced.

**Definition 6** (Well-balanced binning). A binning scheme \(\mathcal{B}\) of size \(B\) is \(\beta\)-well-balanced (\(\beta \geq 1\)) for some classifier \(g\) if

\[
\frac{1}{\beta B} \leq P (g(X) \in I_b) \leq \frac{\beta}{B},
\]

simultaneously for all \(b \in [B]\).

To perform uniform-mass binning labeled examples are required at the stage of training the base classifier \(g(\cdot)\). We denote this data as \(\mathcal{D}_{\text{cal}}^1\). Procedures based on uniform-mass binning are well-balanced if \(|\mathcal{D}_{\text{cal}}^1|\) is sufficiently large.

**Lemma 13** (Kumar et al. [24], Lemma 4.3). For a universal constant \(c > 0\), if \(|\mathcal{D}_{\text{cal}}^1| \geq cB \ln(B/\alpha)\), then with probability at least \(1 - \alpha\), the uniform mass binning scheme \(\mathcal{B}\) is 2-well-balanced.

The calibration guarantees in Section 3 depend on the minimum number of training points \(N_b\), in any bin. Uniform mass-binning guarantees that \(N_b = \Omega(n/B)\). This is used in the proof of Theorem 5.