Enhancement of bulk photovoltaic effect in topological insulators
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We investigate the shift current bulk photovoltaic response of materials close to a band inversion topological phase transition. We find that the bulk photocurrent reverses direction across the band inversion transition, and that its magnitude is enhanced in the vicinity of the phase transition. These results are demonstrated with first principles DFT calculations of BiTeI and CsPbI₂ under hydrostatic pressure, and explained with an analytical model, suggesting that this phenomenon remains robust across disparate material systems.

The field of topological insulators [1, 2] has proven to be a fruitful avenue of research in condensed matter physics in recent years. The symmetry protected surface states of topological insulators [3, 5] give rise to novel and useful phenomena such as dissipationless transport [6, 7]. Even though band topology is a ground state property, defined on the occupied valence bands of an insulator [8], the excited state properties should be affected by topological considerations as well. There is a growing body of research investigating the optical properties of topological insulators [9] using photoemission spectroscopy [3, 4], Raman spectroscopy [10, 12, 13], nonlinear optics [14, 19], and photocurrent generation [20, 22].

While the presence or absence of topological surface states has thus far being the main experimental route for detecting topological phase transitions, in this work we propose an optical, non-surface approach for detecting topological phase transitions in the bulk. This is a direct approach which does not rely on the quality or ease of detection of surface states. We consider the influence of band topology on the bulk photovoltaic effect (BPVE, also known as the photogalvanic effect) [23, 24], which is the generation of photocurrents in the bulk of a single-phase material.

The bulk photovoltaic effect is a second-order optical effect which gives current densities, \( J = \sigma_{sd} E_s E_d \), as a quadratic function of the applied electric fields. This dictates that the BPVE can only be observed in materials with broken inversion symmetry. Measurements of appreciable BPVE have been reported for many ferroelectric materials [22, 28]. In the prototypical ferroelectric BaTiO₃, experiments [29, 30] and first-principles calculations [31] show that the primary mechanism for BPVE is the shift current [32]. In this mechanism, carriers are excited into a current-carrying superposition of excited states. Due to its dominant effect in the bulk photovoltaic response, we will focus on the shift current in this paper.

Because optical excitations probe both the valence and conduction band wavefunctions, we expect the band inversion process, which is the interchange of the conduction and valence band characters, to result in dramatic changes in the finite-frequency response functions of the system. We show that band inversion reverses the direction of the shift current. The magnitude of the shift current is enhanced in the vicinity of the band inversion transition. We illustrate these results using first-principles density functional theory (DFT) calculations of the polar topological insulators BiTeI and CsPbI₃. Under hydrostatic pressure, these materials undergo band inversions and enter topologically non-trivial phases, where the magnitude of shift current is enhanced to an order of magnitude larger than that of BaTiO₃.

Being a second-order response function, the shift current bulk photovoltaic response function includes virtual transitions of electrons to all unoccupied bands.
\[ \sigma_{\text{rel}}(\omega) = \frac{e}{m} \left( \frac{e}{m \hbar \omega} \right)^2 \sum_{123} [f(1) - f(2)] \delta(\pm \omega - \omega(1) + \omega(2)) \times \left[ (|p_r|2)(2)p_s(3)(3)p_r(1)P \frac{1}{\omega(3) - \omega(1)} - (1 \rightarrow 3, 2 \rightarrow 1, 3 \rightarrow 2) \right] \]

Unlike linear response (e.g., Fermi’s golden rule), interchanging the conduction band and valence band in Eq. 1 changes the value of the response function. In Eq. 1 the sum over states includes all conduction and valence bands and corresponding integrals over the Brillouin zone. The components of the momentum operator are denoted by \( p_r \). The shift current can be re-expressed as a product of the absorption rate and the shift vector \( R \).

\[ \sigma_{\text{rel}}(\omega) = \pi e \left( \frac{e}{m \hbar \omega} \right)^2 \sum_{c,v,k} \langle cp_r|v\rangle \langle v|cp_s\rangle \delta(\omega_c - \omega_v - \omega)R_t(c,v,k) \]

\[ R_t(c,v,k) = -\frac{\partial}{\partial k_t} \text{arg}(\langle cp_r|v\rangle - [\chi_{ct}(k) - \chi_{vc}(k)]) \]

Here, \( \chi \) are Berry connections. The shift vector \( R \) can be understood as a generalized gauge invariant \( k \)-space derivative of the \( p \) operator \( \tau \), and it is odd under the interchange of \( c \) and \( v \) bands.

We apply this formalism to perform first-principles DFT calculations \(^{32,33}_3\) of the shift current BPVE of the polar layered material BiTeI. This material is a normal insulator under ambient pressure, and DFT predicts that it becomes a topological insulator at pressures higher than 1.7 GPa. \(^{38}_8\) It lacks inversion symmetry on either side of the topological phase transition. The strong spin-orbit interaction, together with the breaking of inversion symmetry, result in a Rashba-type splitting \(^{32,41}_8\) of the conduction and valence bands in both topological insulator (TI) and normal insulator (NI) phases. At the topological phase transition, the band gap closes between the lowest energy Rashba conduction band and the highest energy Rashba valence band, in the vicinity of the A point in the Brillouin zone (Fig. 1). Due to trigonal warping effects, the band gap closes at six symmetry-related points along the \( A - H \) directions. Nevertheless, because the magnitude of trigonal warping is small, there is an approximate ring-like degeneracy of the conduction and valence bands at the topological phase transition at an energy scale above 10 meV. In general, for topological phase transitions in three dimensions, it is expected that the band gap closes over a range of pressures \(^{42}_9\). However, this pressure range is very small in BiTeI, appearing only at higher orders in \( k \) \(^{38}_9\), and does not affect the nature of our results presented below. Electronic correlation effects beyond DFT are likely change the transition pressure, but not the presence of a band inversion transition \(^{33}_9\).

We have calculated band energies and electronic wavefunctions within DFT, using the PBE exchange-correlation energy functional and norm conserving pseudopotentials. A 8\times8\times8 Monkhorst-Pack \( k \)-grid and plane wave energy cutoffs of 50 Ry were used for self-consistent evaluation of the charge densities. A refined \( k \)-point sampling near the A points equivalent to a 96\times96\times96 mesh revealed changes in the shift current spectrum as the system is tuned across the topological phase transition. For simplicity, we restrict our attention to the \( \sigma_{zzz} \) tensor component of the bulk photovoltaic response in this paper.

We focus on the low-energy shift current spectrum, with contributions from the lowest-energy conduction and valence bands. The dominant spectral feature in this energy range is a peak located at the band gap energy (Fig. 2). Starting in the NI phase, an increase in pressure reduces the band gap, driving the shift current peak to lower energies while simultaneously increasing its magnitude. At the critical pressure for band inversion, the shift current peak abruptly changes sign. Further increasing the pressure increases the band gap, shifting the peak to higher energies and reducing its magnitude. Comparing the magnitude of the shift current peak in TI and NI phases, we have found that the peaks in the TI phase are consistently larger in magnitude than in the NI phase (Fig. 3). The peaks in either phase are sharpened as the band inversion transition is approached.

In brief, the change in direction of the shift current at the band inversion transition is a result of the shift vector \( R \) flipping sign upon interchange of conduction and valence bands. The enhancement of the shift current is a consequence of the rapidly changing band characters at the band inversion transition (see SI-II), as measured by the generalized \( k \)-derivative in the shift vector Eq. 3. In addition, the smaller bond lengths in the TI phase increase the magnitude of the momentum matrix elements, leading to the enhancement of the shift current in the TI phase over the NI phase.

To further understand these results, we develop a low energy effective model describing the band inversion process. We start with a 4-band Dirac model \( H_0 \) which has been used to describe topological phase transitions in centrosymmetric systems, such as semiconductor quantum wells \(^{43}_4\) and perovskites \(^{42}_4\).

\[ H_0(\vec{k}) = M(k)\tau_z \otimes \sigma_0 - i\hbar v_F \tau_x \otimes (\vec{k} \cdot \vec{\sigma}) \]  

Here, \( \tau \) and \( \sigma \) are pauli matrices representing orbital and spin degrees of freedom respectively. The second term in Eq. 4 describes the band structure at the point of band inversion, where it is gapless, and has linearly dispersing bands with band velocity \( v_F \). The first term introduces a band gap away from the band inversion, controlled by
the mass term $M(k) = m - Ak^2$. We have taken the time-reversal operator to be $T = \tau_z \otimes K \sigma_y$. As inversion symmetry breaking is a prerequisite for shift current, we add an inversion symmetry breaking term $H_{ISB}$, which preserves the time-reversal symmetry of $H_0$. To lowest order in $k$, all such inversion symmetry breaking terms can be written as $\tau_x \otimes \sigma_i$, which introduces a polar axis in direction $i$. Without loss of generality, we choose $H = H_0 + H_{ISB}$. $H_{ISB} = \mu \tau_x \otimes \sigma_z$. $H_{ISB}$ is responsible for the Rashba split conduction and valence bands (Fig. 1).

Only the lowest-energy Rashba conduction and valence bands participate in the band inversion transition. As such, we reduce $H$ to a $2 \times 2$ Hamiltonian $H'$ for these bands by means of a canonical transformation (SI). The reduced Hamiltonian is

$$H' = W^\dagger HW = \begin{pmatrix} M(k) & \lambda \\ \lambda & -M(k) \end{pmatrix}$$

with band energies

$$E_{\pm}(k) = \pm \sqrt{M(k)^2 + \lambda^2}$$

where $\lambda = \sqrt{(\hbar v_F k_z)^2 + (\mu - \hbar v_F k_\perp)^2}$. From Eq. 4 we see that the band inversion transition happens when the parameter $m$ is tuned to $m^* = A \mu^2 / \hbar^2 v_F^2$. The band gap closes in the ring $k_z = 0, k_\perp = \mu / \hbar v_F$, with the size of the ring depending on the amount of inversion symmetry breaking ($\mu$). From the relative signs of the mass term in Eq. 3 at $k \approx 0$ and $k \rightarrow \infty$, it can be shown that $m > m^*$ corresponds to the inverted band structure, while $m < m^*$ corresponds to the normal, uninverted phase. In BiTeI, $m$ can be controlled by applying pressure.
We now proceed to obtain the $\sigma_{zzz}$ tensor component of the shift current for the effective Hamiltonian $H'$. In the basis of $H$, the momentum operator $\hat{p}$ is taken to be $\tau_z \sigma_i$ by the same argument for the form of $H_{1SB}$. The shift current contribution from the low energy bands is obtained by reducing to the basis of $H'$ using the transformation $W^\dagger p W$, and applying Eq. 2 (SI).

$$\sigma(\omega) = \pi e \left( \frac{e}{m \hbar \omega} \right)^2 |p|^2 \text{DOS}(\omega) \theta(\omega - E_g) \frac{M}{E_g}$$

$$= \pi e \left( \frac{e}{m \hbar \omega} \right)^2 |p|^2 \text{DOS}(\omega) \theta(\omega - E_g) \frac{M(\omega)}{\omega/2} \quad (7)$$

Here $|p|^2$ is the dipole matrix element, assumed to be constant in this range of $k$, and $M(\omega) = M(k)|_{\omega = E_+(k) - E_-(k)}$. Eq. 7 shows that the shift current lineshape is a peak located at the band gap energy $\omega = E_g$. The direction of shift current is dictated by the sign of $M$. Across the band inversion transition, the mass term $M$ changes sign, as does the shift current response, in agreement with the results of DFT (Fig. 2). We note that the direction of the shift current in a real material is a consequence of many factors [31]; band inversion flips the sign of the shift current, but does not fix a particular direction for the current.

The enhancement of the DFT shift current in the vicinity of the band inversion transition is well explained by this model (Fig. 3), and is consistent with the correlation between band gap and shift current reported in [45].

Likewise, the sharpening of the shift current peak near the band inversion transition can be understood by writing $M/E_+ = M/\sqrt{M^2 + \lambda^2}$ in Eq. 7. When the mass term $M$ is small, it determines the width of the peak, as seen from the agreement between the model and DFT in Fig. 2. As $M$ is increased, it reaches a point where it becomes comparable to the Rashba splitting energy scale, which limits the range of applicability of Eqs. 6-7.

We expect the qualitative nature of these results to remain unchanged in the presence of higher-order band warping effects. To demonstrate this, we calculate the shift current response of the halide perovskite CsPbI$_3$ using DFT. Under hydrostatic pressure, CsPbI$_3$ becomes a ferroelectric topological insulator [46]. The band structure in the vicinity of the topological phase transition is similar to that of BiTeI, except for a warping of the low energy bands, which breaks the ring-like minima of the Rashba bands into four shallow, degenerate valleys (Fig. 1). Nevertheless, the shift current response of CsPbI$_3$ shows similar trends as that of BiTeI (Fig. 2). The main differences arise from the different density of states of BiTeI ($\text{DOS}(\omega) \sim \sqrt{\omega - E_g}$) and CsPbI$_3$ ($\text{DOS}(\omega) \sim (\omega - E_g)^{3/2}$), which give rise to somewhat different line shapes, and a weaker enhancement of shift current for CsPbI$_3$.

Shift current materials have been suggested as candidates for light-harvesting energy applications, due to active photocurrent generation in the entire bulk of the material and their above-band gap photovoltages [17]. The BPVE is a ballistic hot carrier effect. As such, a material with a small band gap can still have carriers emerge with more than the band gap worth of energy, as they do not thermalize before leaving the photovoltaic material. Recent works [27, 48–50] have studied how to achieve a large shift current magnitude in real materials, by considering structural modifications such as domain walls and chemical alloying. Our result suggests a new way to design shift current materials based on their electronic topology: to look for materials close to a band inversion transition. Furthermore, the shift current enhancement reported in this paper may find applications in high-resolution sensors and switches, due to its robustness and the abruptness of the change in current direction. For instance, the direction of the photocurrent can be controlled by small changes in the lattice constant, flipping directions as the material undergoes a band inversion transition. Complex functionality coupling electrical, optical, and mechanical degrees of freedom may be implemented simply in a bulk crystal of these topological shift current materials.

We have demonstrated clear signatures of band inversion in the shift current response of noncentrosymmetric materials. As a material is tuned across a topological phase transition, we predict a reversal of the photocurrent direction, sharpening of the shift current peak, and enhancement of the photocurrent during band inversion and in the inverted phase. These features are robust across various material systems such as the perovskite CsPbI$_3$ and the layered BiTeI. Besides shedding light on the excited state properties of topological insulators and providing a bulk optical signal of band inversion, these results suggest a route for enhancing the bulk photovoltaic effect by designing materials close to band inversion, with possible applications in light-harvesting devices.

**ACKNOWLEDGMENTS**

We thank C. L. Kane, E. J. Mele, Y. Kim, and F. Zheng for enlightening discussions. L.Z.T. was supported by the U.S. Office of Naval Research, under
The U.S. Department of Energy, under grant DE-FG02-07ER46431. The authors acknowledge computational support from the NERSC of the DOE and the HPCMO of the DOD.

[1] J. E. Moore, Nature 464, 194 (2010), ISSN 0028-0836.
[2] M. Z. Hasan and C. L. Kane, Reviews of Modern Physics 82, 3045 (2010).
[3] D. Hsieh, Y. Xia, L. Wray, D. Qian, A. Pal, J. H. Dil, J. Osterwalder, F. Meier, G. Bihlmayer, C. L. Kane, et al., Science 323, 919 (2009), ISSN 0036-8075, 1095-9203.
[4] Y. L. Chen, J. G. Analytis, J.-H. Chu, Z. K. Liu, S.-K. Mo, X. L. Qi, H. J. Zhang, D. H. Lu, X. Dai, Z. Fang, et al., Science 325, 178 (2009), ISSN 0036-8075, 1095-9203.
[5] H. Zhang, C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S.-C. Zhang, Nature Physics 5, 438 (2009), ISSN 1745-2473.
[6] S. Murakami, N. Nagaosa, and S.-C. Zhang, Physical Review Letters 93, 156804 (2004).
[7] P. Roushan, J. Seo, C. V. Parker, Y. S. Hor, D. Hsieh, D. Qian, A. Richardella, M. Z. Hasan, R. J. Cava, and A. Yazdani, Nature 460, 1106 (2009), ISSN 0028-0836.
[8] L. Fu and C. L. Kane, Physical Review B 74, 195312 (2006).
[9] S. Zhong, J. Orenstein, and J. E. Moore, arXiv:1503.02715 [cond-mat] (2015), arXiv:1503.02715.
[10] V. Gnezdilov, Y. G. Pashkevich, H. Berger, E. Ponomjakushina, K. Conder, and P. Lemmens, Physical Review B 84, 195118 (2011).
[11] J. Zhang, Z. Peng, A. Soni, Y. Zhao, Y. Xiong, B. Peng, J. Wang, M. S. Dresselhaus, and Q. Xiong, Nano Letters 11, 2407 (2011), ISSN 1530-6984.
[12] G. Zhang, H. Qin, J. Teng, J. Guo, Q. Guo, X. Dai, Z. Fang, and K. Wu, Applied Physics Letters 95, 053114 (2009), ISSN 0003-6951, 1077-3118.
[13] A. Bera, K. Pal, D. V. S. Muthu, S. Sen, P. Guptasarma, U. V. Waghmare, and A. K. Sood, Physical Review Letters 110, 107401 (2013).
[14] D. Hsieh, J. W. McIver, D. H. Torchinsky, D. R. Gardner, Y. S. Lee, and N. Gedik, Physical Review Letters 106, 057401 (2011).
[15] D. Hsieh, F. Mahmood, J. W. McIver, D. R. Gardner, Y. S. Lee, and N. Gedik, Physical Review Letters 107, 077401 (2011).
[16] J. W. McIver, D. Hsieh, S. G. Drapcho, D. H. Torchinsky, D. R. Gardner, Y. S. Lee, and N. Gedik, Physical Review B 86, 035327 (2012).
[17] S. Chen, C. Zhao, Y. Li, H. Huang, S. Lu, H. Zhang, and S. Wen, Optical Materials Express 4, 587 (2014), ISSN 2150-3387.
[18] R. A. Muniz and J. E. Sipe, Physical Review B 89, 205113 (2014).
[19] T. Morimoto and N. Nagaosa, arXiv:1510.08112 [cond-mat] (2015), arXiv:1510.08112, URL http://arxiv.org/abs/1510.08112.
[20] J. W. McIver, D. Hsieh, H. Steinberg, P. Jarillo-Herrero, and N. Gedik, Nature Nanotechnology 7, 96 (2012), ISSN 1748-3387.
[21] A. Junck, G. Refuel, and F. von Oppen, Physical Review B 88, 075144 (2013).
[22] P. Hosur, Physical Review B 83, 035309 (2011).
[23] V. I. Belinicher and B. I. Sturman, Soviet Physics Uspekhi 23, 199 (1980), ISSN 0038-5670.
[24] R. von Baltz and W. Kraut, Physical Review B 23, 5590 (1981).
[25] F. S. Chen, J. Appl. Phys. 40, 3389 (1969).
[26] A. M. Glass, D. von der Linde, and T. J. Negran, Appl. Phys. Lett. 25, 233 (1974).
[27] G. Dalba, Y. Solda, F. Rocca, V. M. Fridkin, and P. Sainctavit, Phys. Rev. Lett. 74, 988 (1995).
[28] M. Ichiki, H. Furue, T. Kobayashi, R. Maeda, Y. Morikawa, T. Nakada, and K. Nomaka, Appl. Phys. Lett. 87, 222903 (2005).
[29] W. T. H. Koch, R. Munser, W. Ruppler, and P. Wurfel, Solid State Communications 17, 847 (1975).
[30] W. T. H. Koch, R. Munser, W. Ruppler, and P. Wurfel, Ferroelectrics 13, 305 (1976).
[31] S. M. Young and A. M. Rappe, Physical Review Letters 109, 116601 (2012).
[32] J. E. Sipe and A. I. Shkrebtii, Physical Review B 61, 5337 (2000).
[33] A. Versas and J. E. Sipe, Physical Review B 52, 14636 (1995).
[34] S. M. Young, F. Zheng, and A. M. Rappe, Physical Review Letters 109, 236601 (2012).
[35] J. A. Brehm, S. M. Young, F. Zheng, and A. M. Rappe, The Journal of Chemical Physics 141, 204704 (2014), ISSN 0021-9606, 1089-7690.
[36] F. Zheng, H. Takenaka, F. Wang, N. Z. Koocher, and A. M. Rappe, The Journal of Physical Chemistry Letters 6, 31 (2015), ISSN 1948-7185.
[37] F. Wang and A. M. Rappe, Physical Review B 91, 165124 (2015).
[38] M. S. Bahrany, B.-J. Yang, R. Arita, and N. Nagaosa, Nature Communications 3, 679 (2012).
[39] T. Das and A. V. Balatsky, Nature Communications 4 (2013).
[40] S. Ficozzi, Frontiers in Physics 2, 10 (2014).
[41] Z. Zhong, L. Si, Q. Zhang, W.-G. Yin, S. Yunoki, and K. Held, Advanced Materials Interfaces 2, 1400445 (2015), ISSN 2196-7350.
[42] S. Murakami, New Journal of Physics 9, 356 (2007).
[43] H. Jin, J. Im, and A. J. Freeman, Physical Review B 86, 121102 (2012).
[44] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science 314, 1757 (2006).
[45] A. M. Cook, B. M. Fregoso, F. de Juan, and J. E. Moore, arXiv:1507.08777 [cond-mat, physics:physics] (2015), arXiv:1507.08677.
[46] S. Liu, Y. Kim, L. Z. Tan, and A. M. Rappe, Nano Letters 16, 1663 (2016).
[47] W. Ji, K. Yao, and Y. C. Liang, Adv. Mater. 22, 1763 (2010).
[48] A. Bhatnagar, A. Roy Chaudhuri, Y. Heon Kim, D. Hesse, and M. Alexe, Nature Communications 4, 2835 (2013).
[49] S. M. Young, F. Zheng, and A. M. Rappe, Physical Review Applied 4, 054004 (2015).

[50] F. Wang, S. M. Young, F. Zheng, I. Grinberg, and A. M. Rappe, Nature Communications 7, 10419 (2016).