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Abstract—For downlink multi-user non-orthogonal multiple access (NOMA) systems with successive interference cancellation (SIC) receivers, and a base-station not possessing the instantaneous channel gains, the fundamental relationship between the target rates and power allocation is investigated. It is proven that the total interference from signals not removed by SIC has a fundamental upper limit which is a function of the target rates, and the outage probability is one when exceeding this limit. The concept of well-behaved power allocation strategies is defined, and its properties are proven to be derived solely based on the target rates. The existence of power allocation strategies that enable NOMA to outperform OMA in per-user outage probability is proven, and are always well-behaved for the case when the outage probability performance of NOMA and OMA are equal for all users. The proposed SIC decoding order is then shown to the most energy efficient. The derivation of well-behaved power allocation strategies that have improved outage probability performance over OMA for each user is outlined. Simulations validate the theoretical results, demonstrating that NOMA systems can always outperform OMA systems in outage probability performance, without relying on the exact channel gains.

I. INTRODUCTION

Due to the rapidly increasing demand for higher data-rates, more connected users and devices, and diversity of deployments, power-domain non-orthogonal multiple access (NOMA) is being sought to help improve the capacity and user multiplexing of downlink (DL) and uplink cellular systems [1]. The 3rd Generation Partnership Project has already conducted the study items for both downlink NOMA for LTE-Advance [2], and for uplink NOMA in New Radio (NR) [3]. With the attention that NOMA receives from the academic, private, and standard sectors, it is only a matter of time before NOMA is implemented in future wireless system deployments.

Power-domain NOMA takes advantage of superposition coding (SC) and received signals with disparate received powers, and employs a successive interference cancellation (SIC) enabled receiver in order to successively remove interference according to the ordered received powers of the signals. In the downlink, the base-station (BS) transmits the signals to multiple users over a common transmission period and bandwidth. Each user then obtains its own signal by employing SIC to decode and remove the interference of signals with greater power than its own. NOMA is in contrast to orthogonal multiple access (OMA), which assigns non-overlapping time slots (or frequency sub-bands) to each user in order to avoid interference. Since channel capacity increases linearly with time and frequency, and only logarithmically with transmit power, NOMA can outperform OMA in terms of achieving higher data rates [4].

Although it is proven in [1] that there always exists a power allocation approach for NOMA that can outperform OMA for the general multi-user NOMA case in terms of information capacity, this power allocation strategy relies on the BS having perfect instantaneous channel state information (CSI) at the transmitter, i.e. the exact channel gain value, which is not a realistic assumption in wireless system deployments. This is due to the limitations of the CSI formats that are fed back by the users to the BS, and time gaps between channel estimation by the BS and the associated downlink transmissions. In 4G and 5G system deployments [5], the BS determines whether a target rate can be supported based on realistic CSI formats (rank indicator, precoding matrix indicator, channel quality indicator, etc.), and selects the remaining transmission parameters which will accommodate the downlink transmission at the indicated target rate. Therefore, it is important that a DL NOMA system be able to determine the power allocation for all NOMA users based on the available information in real system deployments, and not the exact channel gain values.

In this work, it is assumed that the BS has determined that the target rates can be supported by the channels for all users, but that it does not possess the full CSI in the form of the channel gains, and must determine the NOMA power allocation strategy based on the available information. For the baseline OMA system which NOMA will be compared to, a general TDMA approach is used with each user being allocated a fraction of the total transmit time duration, and the BS uses full transmit power for each transmission. For the NOMA system, the transmit power allocation strategy and associated SIC decoding order are completely determined by the users’ target data rates and the associated OMA transmit time durations. It is proven that a power allocation strategy must be such that the received interference coefficient for each signal must be below a fundamental threshold in order to not experience unavoidable outages. The concept of well-behaved power allocation strategies is defined, and shown that these strategies satisfy the interference requirement. It is then proven that there always exists a power allocation strategy such that all users will have NOMA outage probability performance equal
to that of OMA, that the proposed SIC decoding order is the most energy efficient, and that such a strategy is always well-behaved. Finally, the approach to derive a well-behaved power allocation strategy such that a user can achieve better outage probability performance with NOMA over OMA is outlined.

II. PREVIOUS WORK AND CURRENT CONTRIBUTION

The outage probability of NOMA was investigated in [6], where multiple users transmit simultaneously to multiple receivers using a uniform power allocation approach, and it was shown the outage probability is improved when NOMA is combined with H-ARQ vs OMA with H-ARQ. The authors in [7] showed that the power allocation and interference coefficients of each user are fundamentally dependent on the particular user’s required rate, and thus the wrong selection of coefficients can lead to an outage with probability equal to 1. The usage of NOMA in a cognitive-radio inspired approach was mentioned in [8], where a user with weak channel condition is seen as the primary user and is provided as much power as needed in order to achieve its minimum rate, and the user with stronger channel is treated as the secondary user and receives any remaining power not allocated to the weaker user, and the outage probability of both is shown to clearly depend on pairing users with stronger channels.

A couple of works have focused on utilizing the rate achieved using OMA as the minimum rate required for NOMA, and the associated power allocation solution which achieves this condition. The region of power allocation coefficients that allow NOMA to outperform OMA in the downlink is first defined for the two-user case in [9]. The authors in [10] then use a power allocation approach in this region to analyze the outage performance and diversity orders of two paired users, according to their relative channel gains, and extend the work to the uplink case. In [11], the power allocation coefficients for a multi-user NOMA system which always outperforms OMA are proven to always have a sum less than or equal to 1, and hence a valid power allocation strategy for NOMA always exists that outperforms OMA in terms of capacity, while using less power than OMA. The work in [12] extends the concept of power allocation fairness with regards to NOMA compared to OMA, showing there always exists a power allocation for NOMA that allows the rate to outperform the rates of the generalized FDMA case with optimizing resource allocation. In [13], the authors prove that for any power and resource allocation in FDMA, there always exists a power allocation strategy that will provide a superior sum-rate and ergodic rate for NOMA over OMA, while developing a user admission scheme to maintain a balance between the number of total admitted users and sum-rate performance.

More recent works have focused on optimizing the power allocation strategy. The authors in [14] propose a joint optimization of user pairing and power allocation by optimizing a cost function dependent on the instantaneous achievable rates and a metric based on proportional fairness. The scheduling and power allocation algorithm that solves the optimization problem is compared to the fractional transmit power control algorithm and shown to improve performance for the user with stronger channel, while performance is not always improved for the user with weaker channel. The work in [15] uses a new algorithm to solve the cognitive radio NOMA power allocation problem which can outperform the fractional transmit power algorithm for admitting secondary users into the network. In [16], the authors seek to optimize the sum-rate of a multi-user downlink NOMA system by using a constraint based on the total power allocated to the signals at each SIC stage, and its relation to the minimum required rate for each signal to be decoded. The authors in [17] studied several algorithms that solve the NOMA power allocation problem, and point out that not many existing works had considered the strict constraint for the power allocations to follow the order of SIC decoding in their algorithms. They proposed to incorporate the matching algorithm and optimum power allocation, and found that the constraint has a significant impact on the power allocation solution, which also yields superior performance over existing schemes. In [18], a new solution is proposed for a system that clusters users in order to solve the joint beamforming and power allocation problem by breaking the problem up into two separate sub-problems, where the goal is to maximize the sum-rate of each cluster. In [19], the authors propose a joint resource (bandwidth) and power allocation approach that optimizes a cost function that is an affine function of the power allocations and bandwidths. It is demonstrated that this algorithm can outperform the approach of simply optimizing the power allocations with fixed bandwidths, as well as the baseline OMA approach. The work in [20] proposes a joint beamforming and power allocation solution to a coordinated multi-point MIMO-NOMA system, where the intra-cell interference between clusters is cancelled through transmit beamforming, and the power allocation is designed to maximize one user’s rate, while maintaining the rate of the second user. In [21], the authors derive a weighted sum-rate maximization algorithm to find the power allocation per subcarrier for a pair of users, and show that the performance of their approach improves as the diversity order of the system increases. In [22], the authors study the power allocation approach for multi-tiered cellular networks with cell-center users and a cell-edge user who is eligible for coordinated multi-point transmission. A joint power optimization algorithm is formulated, including target rates for each user, and due to the prohibitive complexity, a distributed power optimization problem is formulated and shown to exhibit near optimum performance. The constraint on the power allocation coefficients relies on a linear function derived from the SINR for each SIC stage.

In the previous works, the power allocation constraints either do not consider the necessary requirements for successful SIC performance, or use constraints that do not give the fundamental relationship between power allocation and outage, such that an outage event is certainly avoided. In other words, the target rates and power allocation required to ensure whether successful SIC performance is even feasible at each stage of SIC decoding for each user is not directly considered, and this can cause unnecessary unavoidable outages to occur for multiple users. In fact, this phenomenon was described and demonstrated in [23] for two-user cache-aided NOMA...
systems, and in [24] for multi-user downlink NOMA systems with a QoS constraint.

The main contribution of this work is to provide a comprehensive theoretical treatment of power allocation strategies, and how they are related to the SIC decoding order selected, the associated target rates of the users, and any associated OMA parameters that affect the design of the NOMA power allocation coefficients, while not relying on the channel gain value. In particular, this work provides the following:

- The fundamental maximum interference that a particular signal can tolerate from other NOMA users before its outage probability is equal to 1, regardless of how strong the channel SNR gains are;
- The definition of a well-behaved power allocation strategy, which causes the outage thresholds to be lesser for the signals of users that are earlier in the SIC decoding order. This condition is then shown to always lead to an acceptable value of NOMA interference;
- The baseline power allocation strategy which achieves outage performance equal to that of OMA for all users is derived in closed-form, and is used to prove that the proposed decoding order is energy efficiency optimal;
- The baseline power allocation strategy is used to derive the conditions for acquiring a power allocation strategy where all users have superior NOMA outage performance over OMA, the exact approach for increasing the power allocation beyond the baseline strategy is outlined in detail, and a quick example of a power allocation strategy that satisfies all of these conditions is presented along with its performance.

The necessity of such results in further studies of NOMA is clear, in the sense that when performing numerical studies of different algorithms applied to solve the power allocation problem for complex cellular deployments, the search space for the multi-user power allocation strategies can be greatly reduced to the subset of strategies that are well-behaved and improve the outage performance of NOMA over OMA.

III. SYSTEM MODEL

Consider a wireless downlink system serving \( K \) users. The BS will transmit \( K \) multiplexed signals to the \( K \) users. Let the signal for user \( n \) be \( x_n \), \( 1 \leq n \leq K \), such that \( x_n \) is complex normally distributed with \( \mathbb{E}[|x_n|] = 1 \), and is transmitted with transmit SNR \( \xi \) through a wireless slow fading channel with SNR gain \( |G_n|^2 \). The channel gain \( G_n \) can be one of many fading channels, such as a Rayleigh fading channel \( |G_n|^2 \sim \text{Exponential}(\beta_n) \), where the value \( \beta_n \) can depend on the distance from the BS, or a MIMO fading channel \( H_n \) with precoding vector \( p \) at the transmitter and detection vectors \( v_n \) at the receivers, such that the overall channel SNR gain is \( |G_n|^2 = |v_n^H H_n p|^2 \). The channel gain is not assumed to be known at the BS.

In the case of OMA, the general TDMA model is used. For a normalized total transmit time resource, the fractional time duration allocated to user \( n \) is \( \tau_n \), such that \( \sum_{n=1}^{K} \tau_n = 1 \). The received signal at user \( n \) is given by \( y_n = \sqrt{\xi} G_n x_n + z_n \), where \( z_n \sim \mathcal{CN}(0, 1) \) is the receiver thermal noise. Since user \( n \) is allocated \( \tau_n \) fraction of the total time resource, the capacity of user \( n \) using OMA is given by \( C_n^{\text{oma}} = \tau_n \log_2 (1 + \xi |G_n|^2) \).

For the NOMA system, user \( n \) has power allocation coefficient \( a_n \), such that \( \sum_{n=1}^{K} a_n = 1 \). The received signal at user \( n \) is

\[
  r_n = G_n \sum_{l=1}^{K} x_l \sqrt{a_l \xi} + z_n. \tag{1}
\]

Using SIC, the receiver at user \( n \), \( n > 1 \), will decode the messages of users \( m < n \) in ascending order, starting with \( m = 1 \) (the SIC decoding order details are discussed in section IV). Therefore, user \( n \) will perform SIC on the signals of user \( m = 1, \ldots, n-1 \), which have the form

\[
  y_{n \rightarrow m} = G_n \left( x_m \sqrt{a_m \xi} + \sum_{l=m+1}^{K} x_l \sqrt{a_l \xi} \right) + z_n, \tag{2}
\]

until it can obtain the intended signal for user \( n \) given by

\[
  y_n = G_n \left( x_n \sqrt{a_n \xi} + \sum_{l=n+1}^{K} x_l \sqrt{a_l \xi} \right) + z_n, \tag{3}
\]

where \( \sum_{l=n+1}^{K} x_l \sqrt{a_l \xi} \) are the signals that need not be decoded using SIC by user \( n \) in order to decode its own signal, and thus are treated as interference.

For the power allocation coefficients \( a_1, \ldots, a_K \), the capacity of the channel for user \( n < K \) is

\[
  C_n(a_1, \ldots, a_K) = \log_2 \left( 1 + \frac{a_n |G_n|^2}{1 + \xi |G_n|^2 \sum_{l=m+1}^{K} a_l} \right), \tag{4}
\]

and user \( K \) has capacity

\[
  C_K(a_1, \ldots, a_K) = \log_2 \left( 1 + a_K \xi |G_K|^2 \right). \tag{5}
\]

Meanwhile, for each user \( n \) to achieve its capacity, it must have the capacity to decode the messages sent to all users \( m < n \), and then subtract their signals from the composite signal received. The capacity of the channel which user \( n \) will use to decode user \( m \)'s message is given by

\[
  C_{n \rightarrow m}(a_1, \ldots, a_K) = \log_2 \left( 1 + \frac{a_n |G_n|^2}{1 + \xi |G_n|^2 \sum_{l=m+1}^{K} a_l} \right). \tag{6}
\]

IV. BASICS OF NOMA POWER ALLOCATION FOR SYSTEMS WITH TARGET RATES

Let each user \( n \) have its information transmitted at a target rate \( R_n \). First, define the event when user \( n \) experiences an outage in an OMA system as

\[
  \mathbb{P}^{\text{oma}} = \{ C_n^{\text{oma}} < R_n \} = \left\{ |G_n|^2 < \frac{2^{R_n} - 1}{\xi} \right\}. \tag{7}
\]

Since the goal of NOMA is to outperform OMA with respect to certain metrics (outage probability in this study), the OMA parameter \( \tau_n \) and associated outage events affect the selection of the NOMA power allocation strategy. Considering that the OMA outage event can be normalized by dividing by \( \tau_n \), yielding the normalized rate \( \frac{R_n}{\tau_n} \), this normalized rate can be used as the quantity for determining the SIC decoding order. This quantity can also be seen from equation (7) as the determining factor for the value of the OMA outage threshold.
So selecting the decoding order based on increasing OMA outage thresholds seems intuitive, since the NOMA outage thresholds will be directly compared to the OMA outage thresholds when finding the power allocation strategy.

Let the ordering of the user indices follow the ordering of the relationship \( R_n \), such that indices \( (1, \ldots, K) \) correspond to \( R_1 < \cdots < R_K \). A user \( n = 1, \ldots, K \), will experience an outage during the decoding process of its information if any of the following occurs:

\[
C_n(a_1, \ldots, a_K) < R_n \quad \text{OR} \quad C_{n-m}(a_1, \ldots, a_K) < R_m, 
\]

for any \( m < n \). Define the following events based on the specific signal which user \( n \) needs to detect and decode, where \( n = 2, \ldots, K \), and \( m < n \),

\[
\begin{align*}
B_n &= \{ C_n(a_1, \ldots, a_K) < R_n \} \\
B_{n-m} &= \{ C_{n-m}(a_1, \ldots, a_K) < R_m \}.
\end{align*}
\]

The NOMA outage event \( B_n^{out} \) at user \( n \) can then be described as

\[
B_n^{out} = B_n \cup \left( \bigcup_{m=1}^{n-1} B_{n-m} \right). 
\]

Note that \( B_1^{out} = B_1 \) because user 1 does not perform SIC in order to decode its own signal.

A. Certain outage in NOMA transmissions

From the definition of the NOMA outages, the following theorem is obtained.

**Theorem 1.** For a \( K \)-user DL NOMA system with user target rates \( R_1, \ldots, R_K \) and power allocation coefficients \( a_1, \ldots, a_K \), define \( A_n = \sum_{i=1}^{n} a_i \), \( \forall n = 1, \ldots, K-1 \), which is the interference coefficient in the received signal that users \( n, \ldots, K \) will use to detect and decode user \( n \)'s information. If \( \exists n \) such that \( A_n > 2^{-\sum_{i=1}^{n} R_i} \), then for user \( n \) and \( \forall l > n \),

\[
Pr\{B_l\} = Pr\{B_{l-n}\} = 1, 
\]

and thus SIC will fail for all users \( l = n, \ldots, K \).

**Proof:** See appendix A-A.

Theorem 1 demonstrates that there is a fundamental relationship between the set of target rates \( R_n \) and associated power allocation coefficients \( a_n, n = 1, \ldots, K \). It also demonstrates that as these target rates increase, the values of \( a_n \) decrease rapidly, indicating that as the target rates increase for users earlier in the SIC decoding order, the amount of available power to the users later in the decoding order decreases.

Note that this does not indicate that the rate for user \( n \) is guaranteed if \( A_n < 2^{-\sum_{i=1}^{n} R_i} \), since the total power allocation available to users \( n, \ldots, K \) may be less than \( 2^{-\sum_{i=1}^{n} R_i} \) to begin with. In fact, a bound that is more case specific to the actually selected power allocation coefficients, as outlined in [7], is

\[
A_{n-1} > A_n 2^{R_n}, n = 2, \ldots, K-1. 
\]

However, although it is a more strict bound, it is dependent on the specific case of power allocation coefficients, whereas the bound provided in theorem 1 is a fundamental upper limit on the received interference coefficient that cannot be exceeded by any power allocation scheme. So a set of power allocation coefficients that satisfy equation (12) also satisfy theorem 1.

With the assumption that the power allocation coefficients are selected such that \( A_n = \sum_{i=1}^{n} a_i < 2^{-\sum_{i=1}^{n} R_i} \), it should also be noted that in order for the SIC process to reach a decoding stage \( n \), it does so with a certain probability at each user \( k \geq n \). In other words, if users \( k = n, \ldots, K \) are going to avoid an outage, they must sequentially decode messages \( m = 1, \ldots, n \) successfully in the process. Given the sequential nature of the decoding process, it is therefore desirable that the initial decoding stages have lower outage probabilities.

B. Well-behaved power allocation strategies

In light of theorem 1, the outage events for user \( n = 1, \ldots, K-1 \) can be rewritten as

\[
B_n = \left\{ \left| G_n \right|^2 < \frac{2 R_n - 1}{\xi (a_n - (2^{R_n-1}) \sum_{i=1}^{n} a_i)} \right\}, 
\]

for \( m = 1, \ldots, n-1 \), and \( B_K = \{ \left| G_K \right|^2 < \frac{2^{a_K} - 1}{a_K \xi} \} \). This means that the overall outage event \( B_n^{out} \) can be expressed as

\[
B_n^{out} = \left\{ \left| G_n \right|^2 < \frac{2 R_n - 1}{\xi (a_n - (2^{R_n-1}) \sum_{i=1}^{n} a_i)} \right\} \cup \left( \bigcup_{m=1}^{n-1} \left\{ \left| G_m \right|^2 < \frac{2^{R_m - 1}}{\xi (a_m - (2^{R_m-1}) \sum_{i=m+1}^{n} a_i)} \right\} \right). 
\]

It is not desirable that a user \( n \)'s outage probability be primarily dictated by the success or failure of the earlier decoding stages. Since each event in equation (13) is determined by a finite length interval in the form of \( (0, a) \subset \mathbb{R}^+ \), it is clear that \( \exists k, 1 \leq k \leq n \), such that \( \forall m = 1, \ldots, n \),

\[
\frac{2^{R_k - 1}}{\xi (a_k - (2^{R_k-1}) \sum_{i=k+1}^{n} a_i)} \geq \frac{2^{R_n - 1}}{\xi (a_n - (2^{R_n-1}) \sum_{i=n+1}^{k} a_i)}, 
\]

\( \Rightarrow B_n^{out} = B_k \). This leads to the following proposition.

**Proposition 1.** For a \( K \)-user DL NOMA system with target rates \( R_1, \ldots, R_K \), if the associated power allocation coefficients \( a_1, \ldots, a_K \) are selected such that \( B_n^{out} = B_n, \forall n = 1, \ldots, K \), then

\[
a_n \geq a_{n+1} 2^{R_{n+1} -(2^{R_n-1})}, n = 1, \ldots, K-1, 
\]

and \( A_n = \sum_{i=1}^{n} a_i < 2^{-\sum_{i=1}^{n} R_i} \), satisfying the requirement from theorem 1.

**Proof:** See appendix A-B.

The above proposition provides the relationship between the power allocation strategies and the desired outage events. In other words, the outage probability to decode user \( n \)'s information should not be determined by an outage event during a SIC stage, but by the outage event of its own signal. Also, note that this condition also favors the decoding probability of all users whose signals are earlier in the SIC decoding order, as it places a lesser upper bound on the
amount of NOMA interference received. From here on, any power allocation strategy which satisfies proposition [1] and by extension theorem [1] will be defined as being a well-behaved strategy.

The concept of well-behaved is not simply a preference, but an essential component for selection of an efficient NOMA power allocation strategy which aims to improve the outage performance over OMA for any user $n$ without having their performance sabotaged by an earlier SIC decoding stage $m$. For example, suppose $\exists n$ and $m$, $m < n$, for a non-well-behaved power allocation strategy such that $B_n \subset B_m \rightarrow B_n$. Furthermore, let the power allocation strategy be such that $B_m = B_{oma}$. This means that the outage probability for user $n$ is no longer a function $a_n$ because $B_n^\text{out} = \{ |G_n|^2 < \frac{2^{R_n} - 1}{\xi(a_m - (2^{R_m} - 1) \sum_{l=m+1}^{\infty} a_l)} \}$ remains constant. Hence, power allocation to user $n$ can essentially be increased without any benefit to performance, which is something that should be avoided.

C. NOMA power allocation strategies that achieve outage performance equal to OMA

Another requirement for a NOMA power allocation strategy is that the outage probability performance is equal to or better than the outage probability performance of OMA. First, the following power allocation strategies are formally defined in the following.

**Definition 1.** For a user $n$:

(i) The power allocation coefficient $a_n^{oma}$ is defined as the exact power allocation required such that user $n$ achieves the same outage probability performance as it would achieve using OMA. In other words, $B_n = B_{oma}$.

(ii) The power allocation coefficient $\tilde{a}_n^{oma}$ is defined as the minimum power allocation such that $B_n = B_{oma}$, which can only be applied when all users $l = n+1, \ldots, K$ also have power allocation $\tilde{a}_l^{oma}$.

(iii) The interference coefficient $A_n^{oma} = \sum_{l=n+1}^{K} \tilde{a}_l^{oma}$.

Any power allocation strategy that improves the outage probability performance over OMA can be written as $(\tilde{a}_1^{oma} + \epsilon_1, \ldots, \tilde{a}_K^{oma} + \epsilon_K)$. If $\epsilon_n = 0, \forall n = 1, \ldots, K$, then all users will achieve the same outage probability performance as OMA, and $\tilde{a}_n^{oma} = \tilde{a}_n^{oma}, \forall n = 1, \ldots, K$. The following theorem shows that there always exists a power allocation strategy such that the NOMA outage probabilities for all users are equal to or less than the respective OMA outage probabilities.

**Theorem 2.** For a $K$-user DL NOMA system with target rates $R_1, \ldots, R_K$, there always exists a power allocation strategy $(a_1, \ldots, a_K)$ with associated SIC decoding order $(1, \ldots, K)$ such that $B_m \subset B_{oma}, \forall n = 1, \ldots, K$. Furthermore, $\exists$ at least one user $n$ such that $B_n \subset B_{oma}$, meaning that the NOMA outage probability performance can always be at least as good or better than the OMA outage probability performance for every user.

**Proof:** See appendix [A-1]

According to equation (A.11), $(\tilde{a}_1^{oma}, \ldots, \tilde{a}_K^{oma})$ is given by

$$\tilde{a}_n^{oma} = \frac{\sum_{l=1}^{K} 2^{R_l-1} - 1}{2^{R_n-1} - 1}$$

and

$$\tilde{a}_n^{oma} = \frac{2^{R_n} - 1}{2^{R_n-1} - 1} + \frac{\sum_{l=n+1}^{K} 2^{R_l-1} - 1}{2^{R_n-1} - 1} \prod_{k=n}^{l-1} 2^{R_k},$$

$$n = 1, \ldots, K - 1.$$ Based on the previous theorem, it is clear that $\sum_{n=1}^{K} 2^{R_n} > 1$, and that the improvement of the outage probability performance of NOMA over OMA is based on the design of the additional power allocation $\epsilon_n$ to each coefficient $a_n^{oma}$, and the strategy $(\tilde{a}_1^{oma}, \ldots, \tilde{a}_K^{oma})$ is the starting point. A consequence of theorem [2] is that it can be used to highlight the fact that the decoding order based on increasing values of $\frac{R_n}{\tau}$ is an essential component of the power allocation strategy.

**Corollary 1.** Let the user indices $1, \ldots, K$ be assigned such that they follow the relationship $\tilde{a}_1 < \cdots < \tilde{a}_K$. Also, define a SIC decoding order $(\sigma(1), \ldots, \sigma(K))$ such that $(\sigma(1), \ldots, \sigma(K))$ is a permutation of the sequence $(1, \ldots, K)$. For all SIC decoding orders $(\sigma(1), \ldots, \sigma(K))$ which have associated power allocation strategies $(\tilde{a}_{\sigma(1)}^{oma}, \ldots, \tilde{a}_{\sigma(K)}^{oma})$ such that NOMA achieves equal outage performance to OMA, the SIC decoding order

$$(1, \ldots, K) = \arg \min_{(\sigma(1), \ldots, \sigma(K))} \sum_{n=1}^{K} \tilde{a}_n^{oma}(\sigma(n)).$$

In other words, the most energy efficient power allocation strategy is the one where $(\sigma(1), \ldots, \sigma(K)) = (1, \ldots, K)$.

**Proof:** See appendix [A-1]

This corollary states that the most energy efficient power allocation strategy which enables NOMA outage performance equal to that of OMA is based on the SIC decoding order which follows the increasing order of $\tilde{a}_n$. The most important aspect of this result is that this SIC decoding order provides the most power allocation headroom in order to improve the outage performance of NOMA over OMA. In the case that user $m$ has power allocation greater than $\tilde{a}_m^{oma}$, then clearly all users $n = 1, \ldots, m - 1$ will have to allocate additional power in order for $B_n = B_{oma}$. Furthermore, any power allocation strategy should be demonstrated to be well-behaved. The fundamental properties of well-behaved NOMA power allocation strategies which demonstrates better outage probability performance over OMA are discussed in the next section.

V. WELL-BEHAVED POWER ALLOCATION STRATEGIES THAT IMPROVE NOMA OUTAGE PROBABILITY PERFORMANCE OVER OMA

In order to determine how to construct a well-behaved power allocation strategy which improves NOMA outage probability performance over OMA, the power allocation strategy that satisfies theorem [2] must be generalized. Since a power allocation coefficient for user $n$’s signal can be described by

$$a_n = a_n^{oma} + \epsilon_n, \forall n, a_n^{oma} = \frac{2^{R_n} - 1}{2^{R_n-1} - 1} + (2^{R_n} - 1)A_n$$ (where $A_n \geq A_n^{oma}$), and $a_K^{oma} = a_K^{oma}$, then

$$a_{K-1} = a_{K-1}^{oma} + \epsilon_{K-1} = a_{K-1}^{oma} + \epsilon_{K-1} + (2^{R_{K-1}} - 1)\epsilon_K$$

$$a_{K-1} = a_{K-1}^{oma} + \epsilon_{K-1} = a_{K-1}^{oma} + \epsilon_{K-1} + (2^{R_{K-1}} - 1)\epsilon_K$$


$a_n = \tilde{a}^{\text{oma}}_n + \epsilon_n + (2^{R_n} - 1) \left( \epsilon_{n+1} + \sum_{l=n+2}^{K} \epsilon_l \prod_{k=n+1}^{l-1} 2^{R_k} \right)$, for $n = 1, \ldots, K - 2$. Note that by definition $\tilde{a}_n = \tilde{a}^{\text{oma}}_n$ iff $\epsilon_n = 0$, and $\tilde{a}^{\text{oma}}_n = \tilde{a}_n$ iff $\epsilon_l = 0, \forall l = n + 1, \ldots, K$. Furthermore, the portion of the interference coefficient caused by the terms $\epsilon_l, l = n + 1, \ldots, K$ (the expression in the parenthesis above) can be expressed as

$$c_n = \epsilon_{n+1} + \sum_{l=n+2}^{K} \epsilon_l \prod_{k=n+1}^{l-1} 2^{R_k},$$

(19)

So the general interference coefficient for user $n$ can be written as $A_n = A^{\text{oma}}_n + c_n$.

The total available power allocation coefficient for user $n$ is a function of $\epsilon_m, m = 1, \ldots, n - 1$. This is because in a DL NOMA system, the goal is to improve the overall outage performance, and the outage performance of the users later in the SIC decoding order is more difficult to improve, as shown by the coefficient $\epsilon_n$. Thus, improving the performance of users with signals earlier in the SIC decoding order does not come at an additional cost for users later in the decoding order. The total available power allocation coefficient for user $n$ is then found by noting that

$$A^{\text{oma}}_n + \epsilon_1 + \sum_{m=1}^{n-1} \epsilon_m \prod_{k=1}^{m-1} 2^{R_k} < 1. \quad (20)$$

The sum of the additional power allocation for users $m = 1, \ldots, n - 1$, is given by

$$d_n = \epsilon_1 + \sum_{l=2}^{n-1} \epsilon_l \prod_{k=1}^{l-1} 2^{R_k}. \quad (21)$$

So the additional power allocation coefficient $\epsilon_n$ for user $n$ is a function of $d_n$.

Using the generalized expression of the power allocation strategy that satisfies theorem 2, the properties of $\epsilon_n$ can be found such that the power allocation strategy is well-behaved.

**Theorem 3.** For users $1, \ldots, K$ with target rates $R_1, \ldots, R_K$, which are scheduled to receive signals with power allocation strategy $(a_1^{\text{oma}} + \epsilon_1, \ldots, a_K^{\text{oma}} + \epsilon_K)$, the power allocation strategy is well-behaved if each user $n$ has one or the other of the following conditions:

(a) $a_{n-1} = a^{\text{oma}}_n$ and $a_n = a^{\text{oma}}_n$, meaning $\epsilon_{n-1}$ and $\epsilon_n = 0$, for any $n = 2, \ldots, K$;

(b) $0 < \epsilon_n < \min \left\{ \epsilon_{n-1} \frac{2^{R_{n-1}} - 1}{2^{R_{n-1}} - 1} + \epsilon_{n-1} \frac{2^{R_{n-1}} - 1}{2^{R_{n-1}} - 1} - \frac{2^{R_{n-1}} - 1}{2^{R_{n-1}} - 1}, \prod_{l=1}^{n-1} 2^{-R_l} - \sum_{m=1}^{n-1} \epsilon_m \prod_{l=m}^{n-1} 2^{-R_l} \right\}$. \quad (22)

**Proof:** See appendix A.\n
Now that the fundamental properties of well-behaved additional power allocation strategies beyond $\tilde{a}_n^{\text{oma}}$ have been described in detail, the method for selecting/designing a power allocation strategy can be discussed. Specifically, the selection/design of the power allocation strategy is completely focused on the selection of $\epsilon_n, n = 1, \ldots, K$. In other words, if an algorithm is designed to minimize the overall outage probability performance with respect to the power allocation strategy, and subject to the constraints that the performance of each user outage is better than the OMA performance, then the variables to be solved for are $\epsilon_1, \ldots, \epsilon_K$, and the constraints are given by theorem 3. These constraints are linear with coefficients based on the target rates $R_1, \ldots, R_K$ and OMA time durations $(\tau_1, \ldots, \tau_K)$.

However, a simpler but not optimal approach can be used to determine a power allocation strategy such that it satisfies theorem 3 by using the definition of being well-behaved, hence enhancing the outage probability performance of each user with respect to OMA. This is accomplished by noting that if

$$\epsilon_{n-1} > \epsilon_n 2^{-R_n} - \frac{2^{R_{n-1}} - 1}{2^{R_{n-1}} - 1}, \quad n = 2, \ldots, K \quad (23)$$

then the power allocation strategy is well-behaved. This can be accomplished using the total addition power allocated to all users $m = 1, \ldots, n - 1$ caused by adding $\epsilon_n$ to user $n$’s power allocation. When user $n$ has $\epsilon_n$ added to its power allocation coefficient, the BS must also add to the power allocation coefficient of users $m = 1, \ldots, n - 1$ in order to maintain their outage performance, according to equations (A.53) and (A.54). This amount can be easily seen to be

$$\epsilon_n^{\text{tot}} = \epsilon_n \prod_{l=1}^{n-1} 2^{-R_l}. \quad (24)$$

Therefore, by setting

$$\epsilon_n^{\text{tot}} = \epsilon_n^{\text{oma}} 2^{-R_n} - \frac{2^{R_{n-1}} - 1}{2^{R_{n-1}} - 1}, \quad n = 2, \ldots, K \quad (25)$$

it can easily be shown that equation (23) is satisfied. Let $S = \sum_{n=1}^{K} R_n$. Solving the $K - 1$ equations in equation (25) for $\epsilon_K$, and using the fact that the sum of the additional power allocation coefficients is bounded by $1 - A^{\text{oma}}_n$, yields

$$\epsilon_n^{\text{tot}} = 1 - A^{\text{oma}}_n \quad (26)$$

$$\Rightarrow \epsilon_K = (1 - A^{\text{oma}}_n) 2^{-R_K} - \frac{1}{2^{S - 1}} \prod_{l=1}^{K-1} 2^{-R_l},$$

$$\epsilon_1 = (1 - A^{\text{oma}}_n) 2^{-R_1} - \frac{1}{2^{S - 1}} \prod_{l=2}^{K} 2^{-R_l},$$

$$\epsilon_n = (1 - A^{\text{oma}}_n) 2^{-R_1} - \frac{1}{2^{S - 1}} \prod_{l=1}^{n-1} 2^{-R_l} \prod_{l=n+1}^{K} 2^{-R_l},$$

for $n = 2, \ldots, K - 1$.

This simple strategy will use all of the power allocation available, while improving the outage probability performance of all $K$ users when employing NOMA over OMA. Note that this strategy also heavily distributes the remaining available power allocation coefficient $1 - A^{\text{oma}}_n$ in favor of the users whose signals are earlier in the SIC decoding order. This is in line with what is expected with DL NOMA systems with SIC enabled receivers, where users whose signals are decoded first will have their interference removed, and thus the additional power allocation coefficient $\epsilon_n$ will also improve the SIC.
performance of users $k = n + 1, \ldots, K$. While users whose signals are later in the SIC decoding order cause interference which in turn causes all users $m = 1, \ldots, n$ to have their power allocation coefficient bumped up in order to maintain the same performance, and thus creating the case where less additional power allocation is actually available and gains are marginal.

VI. COMPARISON OF THEORETICAL AND SIMULATION RESULTS

For the simulation results, two different fading channel scenarios are used to demonstrate the validity of the theoretical results. The first fading channel model is the $K$ SISO Rayleigh fading channel, with channel gains $h_{n,1}, \ldots, h_{n,K}$, such that $|h_{n,i}| \sim \text{Exponential}(1), i = 1, \ldots, K$. The channel SNR gains $|G_1|^2, \ldots, |G_K|^2 = \text{sort}(|h_{1,1}|^2, \ldots, |h_{n,K}|^2)$, where the sort function sorts the channel SNR gains in ascending order. Therefore, $|G_1|^2 < \ldots < |G_K|^2$. This is conceptually the same model used in [7], [8], [11], where the ordering of i.i.d. Rayleigh fading channel gains are used to represent the same model used in [7], [8], [11], where the ordering of the channel gains and that of the SIC decoding order follow the same trend, so the user with weakest channel ordering of the channel gains and that of the SIC decoding order. For the simulations using this channel model, the ordering of the channel gains and that of the SIC decoding order follow the same trend, so the user with weakest channel has its signal decoded first by all users, then the second weakest user, and so on. This channel model from here on is referred to as channel model 1.

The second channel model used is the MIMO Rayleigh fading channel model with i.i.d. fading channel gains between the different transmit-receive antenna pairs. A common precoding vector $p$, $\|p\| = 1$, is used to transmit to $K$ users using $M$ antennas, where $p$ is not a function of the channel gains. The signal passes through user $n$’s $N \times M$ channel matrix $H_n$, where the channel from transmit antenna $i$ to receive antenna $j$ is $h_{j,i} \sim C\mathcal{N}(0, \beta_n)$, and each user $n$ with $N$ receive antennas uses the optimum detection vector $v_n = p^H H_n / \|H_n p\|$. This gives a channel SNR gain of $|G_n|^2 = \|H_n p\|^2$. The channel SNR gain has distribution $\text{Erlang}(\beta_n, N)$, with expected value $\mathbb{E}[|G_n|^2] = N \beta_n$. For the simulations that use this channel model, $M = 2$, $N = 3$, $p$ is selected randomly isotropically, and the $\beta_n$ are not selected with any relationship to the target rates in order to demonstrate that the channel gain ordering has no bearing on the validity of the results. Therefore, $(\beta_1 = 0.5, \beta_2 = 1.4, \beta_3 = 0.8, \beta_4 = 1.7, \beta_5 = 1.1)$. This channel model from here on is referred to as channel model 2.

For all simulation plots, there are $K = 5$ users, the target rates are $(R_1 = 0.5, R_2 = 1.2, R_3 = 0.9, R_4 = 1.3, R_5 = 1.1)$ bps/Hz, and the OMA time durations are $(\tau_1 = 0.15, \tau_2 = 0.30, \tau_3 = 0.20, \tau_4 = 0.20, \tau_5 = 0.15)$. As mentioned previously, the decoding order must be such that $r_n = \frac{\tau_n}{\tau_m}$ is increasing, so since $(r_1 = \frac{\tau_1}{\tau_m}, r_2 = 4, r_3 = 4.5, r_4 = 6.5, r_5 = \frac{22}{3})$, the indices for the rates and time durations above are as such.

1In cellular deployments, the precoder is typically selected from a set of predetermined vectors, based on CSI feedback.
as proven in theorem 2, the sum of the power allocation is less than 1. In fact, for this particular case it is $\approx 0.5036$, which means that roughly only half of the maximum transmit SNR is needed to have the outage performance of NOMA equal to that of OMA. In figure 3, there is a large difference in performance between NOMA (red curves) and OMA outage probabilities for users $K = 1, 2, 3$, while for users $K = 4, 5$ the gap is not so big. The same phenomenon is observed in figure 4, even though the ordering of the users’ channel gains is not considered in the SIC decoding order. It makes sense that the gap in outage probability performance decreases for users whose signals are decoded towards the end of the SIC procedure. For example, if the BS tries to improve user 5’s outage probability performance using NOMA over OMA by allocating $\epsilon_5$ additional power allocation coefficient to its signal, while keeping the outage performance of the other users the same as OMA, the BS also has to increase the power allocation coefficient of user 4 by $\epsilon_4 = \epsilon_5(2^{R_4} - 1)$, and for user $n$ by $\epsilon_n = \epsilon_5(2^{R_n} - 1) \prod_{k=n+1}^{4} 2^{R_k}$, $n = 1, 2, 3$, just so that they can have the same performance as OMA. So the amount of additional power allocation that the BS has available for a signal that is decoded later in the SIC procedure becomes less.

In figures 5 and 6, the well-behaved property of the strategy derived is demonstrated by plotting the outage probabilities for each signal to be decoded by each user in the SIC procedure. For example, user 5 must decode signals 1, 2, 3, and 4 before it can decode its own signal, and the outage probability performances are better for the signals earlier in the SIC procedure. A similar phenomenon is observed for user 4 with signals 1, 2, and 3, and so for the other users. This is consistent with what was stated regarding the overall outage event for a user, as it should not be bounded by the outage event of an earlier signal in the SIC procedure. In other words, the probability of outage should always be better for the decoding of the signals that are earlier in the SIC procedure. For figure 5 the outage probability for decoding a specific signal, say signal 1, is better for the users with stronger channels, as can be seen by the blue diamond curve belonging to user 5 being the best for decoding signal 1, and the black diamond curve belonging to user 1 being the worst, which is still better than user 1’s outage probability curve for OMA as shown in 3. The same phenomenon is observed in figure 6, except that here the user with statistically the strongest channel gain is user 4, and accordingly the red diamond curve belonging to user 4 outperforms all of the other diamond curves. In this plot, even though user 5 is only the third strongest channel out of all, it has the signal that is decoded last among all other signals, and thus decodes all four other signals first, yet its outage probabilities for the first four decodings still demonstrate a well-behaved power allocation, while the outage curve with the blue star is still better than its OMA outage curve given (both seen in figure 4).

VII. CONCLUSION AND FUTURE WORK

In this work, it was demonstrated that for downlink NOMA systems with a BS which does not have knowledge of the exact channel gains, the power allocation strategy must be carefully designed in order to avoid certain outages for multiple users. Furthermore, it was demonstrated that a well-behaved power allocation strategy which has the same exact outage
performance as OMA always exists, such that it depends only on the target rates and their relative OMA time durations, and it is derived in closed form. The proposed SIC decoding order based on increasing values of $\frac{a}{\xi}$ was shown to be the most energy efficient. Lastly, the approach for designing a power allocation strategy which can always outperform OMA in terms of outage performance was outlined, and the associated properties of such a strategy were derived. The validity of these theoretical results are then substantiated with the simulation results, which show the outage performance for various power allocation strategies to exhibit these fundamental characteristics outlined in the paper.

One thing that is not addressed in this paper is the fact that the channel SNR gains can be used in the design of the power allocation coefficients. Comparing these results to the multi-user approaches similar to that in [11] can provide a very quick and simple assessment as to whether the channel SNR gains are strong enough to support the target rates. Further studies about how this type of phenomenon is exhibited and described theoretically in more complex cellular deployments is also critical, such as in multi-point and heterogeneous cellular networks. Lastly, a full treatment of the uplink scenario with regards to the power allocation strategy design is needed, as uplink NOMA is sought to be a vital deployment scenario for 5G cellular systems.

**APPENDIX A**

**PROOFS**

**A. Proof of Theorem 1**

**Proof:** For any specific user $n$, suppose that $A_{n-1} < 2^{-\sum_{i=1}^{n-1} R_i}$ and $A_n > 2^{-\sum_{i=1}^{n} R_i}$. Since $A_{n-1} = a_n + A_n$, it follows that

$$a_n + A_n < 2^{-\sum_{i=1}^{n} R_i} \quad \Rightarrow a_n < 2^{-\sum_{i=1}^{n} R_i} - A_n < 2^{-\sum_{i=1}^{n-1} R_i} - 2^{-\sum_{i=1}^{n} R_i}.$$  

(A.27)

The events $B_n$ and $B_{k\rightarrow n}$ can be written in the form

$$\log_2 \left( 1 + \frac{a_n \xi |G_k|^2}{a_k^2 |G_k|^2 + 1} \right) < R_n, k = n, \ldots, K.$$  

(A.28)

Since $a_n < 2^{-\sum_{i=1}^{n-1} R_i} - 2^{-\sum_{i=1}^{n} R_i}$ and $A_n > 2^{-\sum_{i=1}^{n} R_i}$, then

$$a_n = (2^{R_{n-1}} - 1) A_n$$

$$< 2^{-\sum_{i=1}^{n-1} R_i} - 2^{-\sum_{i=1}^{n} R_i} - (2^{R_{n-1}} - 1) A_n$$

$$< 2^{-\sum_{i=1}^{n-1} R_i} - 2^{-\sum_{i=1}^{n} R_i} - (2^{R_{n-1}} - 1) 2^{-\sum_{i=1}^{n} R_i} = 0.$$  

(A.29)

Therefore solving equation (A.28) for $|G_k|^2$ leads to

$$\xi |G_k|^2(a_n - (2^{R_{n-1}} - 1) A_n) < 2^{R_{n-1}} - 1$$  

(A.30)

$$\Rightarrow |G_k|^2 > \xi (a_n - (2^{R_{n-1}} - 1) A_n).$$  

(A.31)

where the value inside the parentheses must be greater than zero in order to avoid the certain outage situation from equation (A.31). Therefore,

$$0 < a_n - (2^{R_{n-1}} - 1) A_n < a_n - (2^{R_{n-1}} - 1) 2^{-R_{n-1}}$$

$$\Rightarrow a_1 > 1 - 2^{-R_1}.$$  

(A.32)

It must be true that $a_1 + A_1 \leq 1$ by definition of power allocation coefficients, however

$$a_1 + A_1 > (1 - 2^{-R_1}) + 2^{-R_1} = 1.$$  

(A.33)

Therefore if $A_n > 2^{-\sum_{i=n}^{n+1} R_i}, \forall n = 1, \ldots, K - 1$, then having $\Pr \{B_n \} < 1$ and $\Pr \{B_{k\rightarrow n} \} < 1$ requires $\sum_{i=n}^{K} a_i = a_1 + A_1 > 1$, which is not possible.

Hence, for any user $n$ with $A_n > 2^{-\sum_{i=1}^{n} R_i}$, $\Pr \{B_n \} = \Pr \{B_{k\rightarrow n} \} = 1, k = n + 1, \ldots, K$.

**B. Proof of Proposition 1**

**Proof:** If $B_{\text{out}} = B_n, \forall n = 2, \ldots, K$, then it is true that

$$\frac{2^{R_n} - 1}{a_n - (2^{R_n} - 1) \sum_{l=m+1}^{K} a_l} \leq \frac{2^{R_n} - 1}{a_n - (2^{R_n} - 1) \sum_{l=n+1}^{K} a_l},$$

(A.34)

$\forall m = 1, \ldots, n - 1$. If this is true, then it is true that

$$\frac{2^{R_{n-1}} - 1}{a_{n-1} - (2^{R_{n-1}} - 1) \sum_{l=2}^{n} a_l} \leq \cdots$$

$$\leq \frac{2^{R_{k-1}} - 1}{a_{k-1} - (2^{R_{k-1}} - 1) \sum_{l=2}^{K} a_l} \leq \frac{2^{R_K} - 1}{a_K}.$$  

(A.35)

From the above, it is easy to show that

$$a_{n-1} \geq a_n \frac{2^{R_{n-1}} (2^{R_{n-1}} - 1)}{2^{R_n} - 1}, n = 2, \ldots, K.$$  

(A.36)

To show that the condition above implies that $a_1, \ldots, a_K$ satisfy theorem [1], it is sufficient to show that any power
allocation coefficients satisfying equation (A.36) satisfy the inequality
\[ a_n - (2^{R_n} - 1)A_n > 0, \quad \text{(A.37)} \]

based on equation (A.29), according to the theorem. So if equation (A.36) holds for all \( n = 2, \ldots, K \), then for any \( n < K \) and \( l > n \), it is easily shown that

\[
a_l < a_n \frac{2^{R_l} - 1}{(2^{R_n} - 1) \prod_{m=n+1}^{2} 2^{R_m}} \Rightarrow \sum_{l=n+1}^{K} a_l < a_n \frac{2^{R_l} - 1}{2^{R_n} - 1} \prod_{m=n+1}^{2} 2^{R_m} = \frac{a_n}{2^{R_n} - 1} \left( 1 + \sum_{l=n+1}^{K} \prod_{m=n+1}^{2} 2^{R_m} \right),
\]

(\text{A.38)}

So

\[ a_n - (2^{R_n} - 1) \sum_{l=n+1}^{K} a_l > a_n - (2^{R_n} - 1) \frac{a_n}{2^{R_n} - 1} \left( 1 - \prod_{m=n+1}^{2} 2^{R_m} \right) = a_n \prod_{m=n+1}^{K} 2^{-R_m} > 0, \forall n = 1, \ldots, K - 1. \quad \text{(A.39)} \]

Hence, these power allocation coefficients satisfy the requirement in theorem [1].

\[ \]

\[ C. \text{ Proof of Theorem 2} \]

Proof: If \( B_n \subseteq B_{n}^{\text{oma}}, 0 = 1, \ldots, K \), it must at least be true that \( \exists (a_1, \ldots, a_K) \text{ s.t. } B_n = B_{n}^{\text{oma}}, 0 = 1, \ldots, K \), and then demonstrate that \( \sum_{n=1}^{K} a_n < 1 \). To show that \( \exists (a_1, \ldots, a_K) \text{ s.t. } B_n = B_{n}^{\text{oma}}, 0 = 1, \ldots, K \), begin with \( n = K \) and equate

\[
\frac{2^{R_K} - 1}{a_K \xi} = \frac{2^{R_K} - 1}{\xi} \Rightarrow a_K = 2^{R_K} - 1. \quad \text{(A.40)}
\]

Then for \( n = 1, \ldots, K - 1 \), equate

\[
\frac{2^{R_n} - 1}{\xi(a_n - (2^{R_n} - 1) \sum_{l=n+1}^{K} a_l)} = \frac{2^{R_n} - 1}{\xi} \Rightarrow a_n - (2^{R_n} - 1) \sum_{l=n+1}^{K} a_l = 2^{R_n} - 1 \quad \text{(A.41)}
\]

This creates a recursive relationship which can be solved to find

\[ a_n = \frac{2^{R_n} - 1}{2^{R_n} \tau_n - 1} + \frac{2^{R_n} - 1}{2^{R_n}} \sum_{l=n+1}^{K} \frac{2^{R_l} - 1}{2^{R_l} \tau_l - 1} \prod_{m=n+1}^{l-1} 2^{R_m}, \quad \text{(A.42)} \]

\[ n = 1, \ldots, K - 1. \] From here on, the power allocation strategy that satisfies equations (A.40) (A.42) will be called \((\tilde{a}_1^{\text{oma}}, \ldots, \tilde{a}_K^{\text{oma}})\). In order for this to be a valid power allocation strategy, the sum of the coefficients must be proven to always be less than or equal to 1. Let the interference coefficient for user \( n \) using this power allocation strategy be called \( A_n^{\text{oma}} \), which can be found easily by noting from equation (A.41) that

\[ a_n^{\text{oma}} - (2^{R_n} - 1)A_n^{\text{oma}} = \frac{2^{R_n} - 1}{2^{R_n} \tau_n - 1} \quad \text{(A.43)} \]

\[ \Rightarrow A_n^{\text{oma}} = \frac{1}{2^{R_n} - 1} \left( a_n^{\text{oma}} - \frac{2^{R_n} - 1}{2^{R_n} \tau_n - 1} \right) = \frac{2^{R_n+1} - 1}{2^{R_n+1} \tau_{n+1} - 1} + \sum_{l=n+2}^{K} \frac{2^{R_l} - 1}{2^{R_l} \tau_l - 1} \prod_{m=n+1}^{l-1} 2^{R_m}. \quad \text{(A.44)} \]

Define \( \tau_n = \frac{b}{t_n} \) and \( r_n = \frac{r}{m_n} \), so that \( r_1 < \cdots < r_K \). Since the function \( h(t) = (2^t - 1)/(2^{Kt} - 1) \) is a monotonically decreasing function in \( t \) so long as \( b < K \), then

\[ A_n^{\text{oma}} = \frac{2^{R_n+1} - 1}{2^{R_n+1} \tau_{n+1} - 1} + \sum_{l=n+2}^{K} \frac{2^{R_l} - 1}{2^{R_l} \tau_l - 1} \prod_{m=n+1}^{l-1} 2^{R_m} \]

\[ < \frac{2^{R_{K+1}} - 1}{2^{R_{K+1}} \tau_{K+1} - 1} + \frac{2^{R_1} - 1}{2^{R_1} \tau_1 - 1} \prod_{m=n+1}^{R_1-1} 2^{R_m} + \frac{2^{b_1} r_1}{2^{b_1} r_1 - 1} + \frac{2^{b_2} r_2}{2^{b_2} r_2 - 1} < \frac{2^{b_{K+1}+\cdots+b_{K}+r_1+n}}{2^{b_{K+1}+\cdots+b_{K}+r_1+n} - 1} \]

\[ \quad < \frac{2^{b_{K+1}+\cdots+b_{K}+r_1+n}}{2^{b_{K+1}+\cdots+b_{K}+r_1+n} - 1} \]

So given that \( a_n^{\text{oma}} = \frac{2^{b_{n-1}+r_{n-1}} - 1}{2^{b_{n-1}+r_{n-1}} - 1} + (2^{b_n} r_n - 1)A_n^{\text{oma}}, \) then

\[ A^{\text{oma}} = \sum_{n=1}^{K} a_{n}^{\text{oma}} = a_1^{\text{oma}} + A_1^{\text{oma}} \]

\[ = \frac{2^{b_1} r_1 - 1}{2^{b_1} r_1 - 1} + (2^{b_2} r_2 - 1)A_1^{\text{oma}} + A_1^{\text{oma}} \]

\[ = \frac{2^{b_1} r_1 - 1}{2^{b_1} r_1 - 1} + 2^{b_1} r_1 A_1^{\text{oma}} + \frac{2^{b_1} r_1 - 1}{2^{b_1} r_1 - 1} + 2^{b_2} r_2 A_2^{\text{oma}} \]

\[ < \frac{2^{b_1} r_1 - 1}{2^{b_1} r_1 - 1} + 2^{b_1} r_1 \frac{2^{b_2} + \cdots + b_K + r_1}{2^{b_2} + \cdots + b_K + r_1} - 1 \]

\[ = \frac{2^{b_1} r_1 - 1}{2^{b_1} r_1 - 1} + 2^{b_1} r_1 \frac{2^{b_2} + \cdots + b_K + r_1}{2^{b_2} + \cdots + b_K + r_1} - 1 \]

\[ = \frac{2^{b_2} + \cdots + b_K + r_1}{2^{b_2} + \cdots + b_K + r_1} - 1. \]

\[ \]
So clearly the sum is less than 1. To complete the proof, only one strategy that satisfies the conditions stated in the theorem is needed, so let user 1 have the power allocation coefficient \( a_1 = a_{\text{oma}}^1 + \epsilon_1 \), such that
\[
\epsilon_1 = 1 - a_{\text{oma}}^1 > 0, \quad \text{(A.45)}
\]
which leads to \( B_1 \subset B_{\text{oma}}^1 \).

D. Proof of Corollary 7

**Proof:** For any SIC decoding order \((\sigma(1), \ldots, \sigma(K))\), which has a permutation of \(1, \ldots, K\), the power allocation strategy \((\tilde{a}_{\sigma(1)}^\text{oma}, \ldots, \tilde{a}_{\sigma(K)}^\text{oma})\) such that \( \tilde{a}_{\sigma(n)}^\text{oma} = B_{\sigma(n)}^\text{oma} \), \( n = 1, \ldots, K \), is given by \( \tilde{a}_{\sigma(K)} = \frac{2R_{\sigma(K)}/\tau_{\sigma(K)}}{2R_{\sigma(K)} + 1} \) and
\[
\tilde{a}_{\sigma(n)} = \frac{2R_{\sigma(n)}/\tau_{\sigma(n)}}{2R_{\sigma(n)} + 1} - \frac{2R_{\sigma(n)}/\tau_{\sigma(n)}}{2R_{\sigma(n)} + 1} \sum_{m=n+1}^{K} \frac{2R_{\sigma(m)}/\tau_{\sigma(m)}}{2R_{\sigma(m)} + 1}, \quad n = 1, \ldots, K - 1, \quad \text{(A.46)}
\]

Suppose a SIC decoding order has consecutive SIC decoding stages \( m \) and \( m + 1 \) such that \( \sigma(m) > \sigma(m+1) \), i.e. the index the user whose signal is decoded at SIC stage \( m \) is greater than the index of the user whose signal is decoded at SIC stage \( m+1 \). Suppose \( \sigma(m) > \sigma(m+1) \), and \( \epsilon_n \) is a constant. If the SIC stages \( m \) and \( m+1 \) are reversed, such that the signal of user \( m+1 \) is now decoded before the signal of user \( m \), while all the other stages remain in the same order, then call \( \tilde{a}_{\sigma(m)}^\text{oma}, \tilde{a}_{\sigma(m+1)}^\text{oma} \) the new power allocation strategy which has NOMA outage performance equal to OMA. It can easily be shown that \( \tilde{a}_{\sigma(m)}^\text{oma} = \tilde{a}_{\sigma(m)}^\text{oma}, \forall n \neq m, m + 1 \), and that \( \tilde{a}_{\sigma(m)}^\text{oma} \) and \( \tilde{a}_{\sigma(m+1)}^\text{oma} \) are given by
\[
\tilde{a}_{\sigma(m)}^\text{oma} = \frac{2R_{\sigma(m)}/\tau_{\sigma(m)}}{2R_{\sigma(m)} + 1} - \frac{2R_{\sigma(m+1)}/\tau_{\sigma(m+1)}}{2R_{\sigma(m+1)} + 1} \sum_{m+2}^{K} \frac{2R_{\sigma(m)}/\tau_{\sigma(m)}}{2R_{\sigma(m)} + 1}, \quad m = 1, \ldots, K - 1, \quad \text{(A.47)}
\]

Taking the difference of the sums of the two power allocation strategies gives:
\[
\sum_{n=1}^{K} \left( \tilde{a}_{\sigma(n)}^\text{oma} - \tilde{a}_{\sigma(n)}^\text{oma} \right) = \frac{2R_{\sigma(m)}/\tau_{\sigma(m)}}{2R_{\sigma(m)} + 1} - \frac{2R_{\sigma(m+1)}/\tau_{\sigma(m+1)}}{2R_{\sigma(m+1)} + 1} \sum_{m+2}^{K} \frac{2R_{\sigma(m)}/\tau_{\sigma(m)}}{2R_{\sigma(m)} + 1}, \quad \text{(A.48)}
\]

which is true because \( R_{\sigma(m)}/\tau_{\sigma(m)} > R_{\sigma(m+1)}/\tau_{\sigma(m+1)} \), and thus power allocation strategy \( \{\tilde{a}_{\sigma(n)}^\text{oma}\}_{n=1}^{K} \) is more energy efficient than \( \{a_{\sigma(n)}^\text{oma}\}_{n=1}^{K} \). Successively repeat this process of reversing the positions of all consecutive SIC decoding stages \( m \) and \( m + 1 \) which have \( \sigma(m) > \sigma(m+1) \), while keeping the SIC decoding order of every other stage constant, in order to successively obtain a more energy efficient power allocation strategy. This process is repeated until the SIC decoding order obtained is given by \((1, \ldots, K)\).

E. Proof of Theorem 3

**Proof:** (a) Since \( a_0^\text{oma} = \frac{2R_n-1}{2R_n-1} + (2R_n-1)(A_n^\text{oma} + c_n) \), and \( \epsilon_n = 0 \), then proposition 4 is used to show that the following is always true for \( n = 2, \ldots, K \):
\[
a_{n-1}^\text{oma} > a_n^\text{oma} = \frac{2R_n-1}{2R_n-1}, \quad \text{(A.49)}
\]

(b) For this case, the minimum allowable power allocation coefficient for users \( m = 1, \ldots, n - 1 \) is \( \tilde{a}_{\sigma(m)}^\text{oma} \). If \( \epsilon_n > 0 \), user \( n \) power allocation coefficient \( a_n = a_n^\text{oma} + \epsilon_n \) leads to \( B_n \subset B_{\text{oma}}^n \). The power allocation coefficient for user \( n-1 \) is then given by
\[
a_{n-1}^\text{oma} = \frac{2R_n-1}{2R_n-1} + (2R_n-1)(A_{n-1}^\text{oma} + \epsilon_n) + \epsilon_n-1 = \tilde{a}_{n-1}^\text{oma} + (2R_n-1-1)\epsilon_n + \epsilon_n-1. \quad \text{(A.53)}
\]

Then, the power allocation coefficient for users \( m = 1, \ldots, n - 2 \) is found recursively starting from \( n - 2 \) to be
\[
a_m = \tilde{a}_m^\text{oma} + \epsilon_m + (2R_m-1) \left( \epsilon_{m+1} + \sum_{l=m+2}^{n} \epsilon_l \prod_{k=m+1}^{l} 2R_k \right). \quad \text{(A.54)}
\]

By noting that the sum of the power allocation coefficients is not available.
is less than or equal to 1,
\[ 1 \geq \frac{K}{\sum_{m=1}^{K} a_m = \sum_{m=1}^{K} \text{oma} a_m + d_n + \epsilon_n \prod_{l=1}^{n-1} 2^{R_l}} \quad (A.55) \]
\[ = A^{\text{oma}} + d_n + \epsilon_n \prod_{l=1}^{n-1} 2^{R_l} \]
\[ \Rightarrow \epsilon_n \leq \left( 1 - A^{\text{oma}} \right) \prod_{l=1}^{n-1} 2^{-R_l} - n \sum_{m=1}^{n-1} \epsilon_m \prod_{l=m}^{n-1} 2^{-R_l} \quad (A.56) \]

It must also be true that
\[ a_{n-1} \geq a_n 2^{R_{n-1} - 1} - \frac{1}{2^{R_{n-1} - 1}} \]
\[ \Rightarrow \epsilon_n \leq \frac{2R_{n-1} - 1}{2R_{n-1} - 1} + \epsilon_n - 1 + \left( 2^{R_{n-1} - 1} - 1 \right) \left( A^{\text{oma}} + c_n 2^{R_n} + \epsilon_n \right) \]
\[ \geq \frac{2R_n - 1}{2R_n - 1} + \epsilon_n + \left( 2^{R_n - 1} - 1 \right) \left( A^{\text{oma}} + a_n 2^{R_n} + \epsilon_n \right) \]
\[ \Rightarrow \epsilon_n \leq n \prod_{l=1}^{n-1} 2^{-R_l} - \sum_{m=1}^{n-1} \epsilon_m \prod_{l=m}^{n-1} 2^{-R_l} \]

The inequalities (A.56) and (A.57) hence yield the result in inequality (22).

**APPENDIX B**

**THREE-USER EXAMPLE DEMONSTRATING MAIN POINTS**

The following demonstrates the results in the manuscript using a three-user downlink NOMA system.

Suppose that three users have been determined to be suitable by the base-station to receive downlink transmissions of signals with specific target rates, which will occur within a transmission time period of T seconds. The suitability determined by the base-station is based on received CSI (e.g. RI, PMI, CQI etc.) feedback from the users, as well as its own channel estimates based on prior uplink transmissions from these same users in the same bandwidth. Let the users be named user-1, user-2, and user-3. The target rate for user-1 is R1, user-2 is R2, and user-3 is R3, all in terms of bits per second per Hz (bps/Hz).

Suppose that the base-station determines that the downlink transmissions to these users can be scheduled according to an orthogonal multiple access approach, TDMA, where the base-station allocates fractions of the transmission time τ1 to user-1, τ2 to user-2, and τ3 to user-3 respectively, and the signals are transmitted with full transmit SNR ξ for their respective time duration. The selection of τ1, τ2, τ3 can be any set positive values such that τ1 + τ2 + τ3 = 1, even the optimum values for this system. Assume the relationship \[ \frac{R_1}{\tau_1} < \frac{R_2}{\tau_2} < \frac{R_3}{\tau_3} \] determined the user indices.

The base-station can instead schedule a NOMA downlink transmission for the signals of these same users instead, where the power allocation strategy is \( (a_1, a_2, a_3) \). The base-station selects an appropriate power allocation strategy \( (a_1, a_2, a_3) \) for the SIC decoding order \((1, 2, 3)\) such that:

- the total interference coefficients of when decoding signals 1 and 2 must not exceed the thresholds \( A_1 = 2^{-R_1} \) and \( A_2 = 2^{-(R_1 + R_2)} \), respectively;
- the power allocation strategy is well-behaved, which means that \( B^{\text{out}} = B_n, n = 1, 2, 3 \), and a clear example is given that a power allocation strategy that is not well-behaved is wasting transmit power without the additional gain in outage probability performance;
- the outage probability of this NOMA system will outperform the OMA system given above, and do so in the most energy efficient manner.

The following will demonstrate the above points regarding the NOMA power allocation strategy by first deriving the power allocation coefficients.

**Total Interference of signals:** If the power allocation strategy is such that when decoding the first signal, the total interference coefficient received \( A_1 = a_2 + a_3 > 2^{-R_1} \), then the outage event of decoding this signal at the receiver of user-\( n = 1, 2, 3 \), is such that \( \log_2(1 + a_1|G_n|^2) < R_1 \). So solving for the channel SNR gain \( |G_n|^2 \) gives
\[ a_1|G_n|^2 < (2^{R_1} - 1)(1 + A_1|G_n|^2) \Rightarrow |G_n|^2 < [1 - A_1 2^{R_2}] < 2^{R_1} - 1 \]

Since \( A_1 > 2^{R_1} \Rightarrow A_1 2^{R_2} > 1 \), so \( 1 - A_1 2^{R_1} < 1 \). Therefore, the following is true
\[ \Rightarrow \frac{2^{R_1} - 1}{\xi[1 - A_1 2^{R_2}]} < 0 < |G_n|^2 \]

which means that there is an outage event \( \forall |G_n|^2 > 0 \) (indeed, all channel SNR gains are positive real numbers). Therefore, the interference coefficient \( A_1 = a_2 + a_3 > R_1 \) must hold true in order to not create a certain outage. In the same manner, if interference coefficient \( A_2 = a_3 > 2^{-(R_1 + R_2)} \), since the outage event at the receiver of user-\( n = 2, 3 \) is given by \( \log_2(1 + a_2|G_n|^2) < R_2 \), then
\[ \Rightarrow |G_n|^2 < [1 - A_2 2^{R_1}] < 2^{R_2} - 1 \]

If \( A_1 = a_2 + a_3 < 2^{-R_1} \) then \( A_1 - A_2 2^{R_2} < 0 \)
\[ \Rightarrow \frac{2^{R_2} - 1}{\xi[1 - A_1 2^{R_2}]} < 0 < |G_n|^2 \]

Otherwise if \( A_1 > 2^{-R_1} \) then stage 1 of the SIC decoding procedure will fail at all users.

**Well-behaved Property:** The power allocation strategy should be such that the coefficients have the property \( a_1 \geq a_2 2^{R_2(2^{R_1} - 1)} \) and \( a_2 \geq a_3 2^{R_3(2^{R_2} - 1)} \) so that the \( B^{\text{out}}_2 = B_2 \cup B_2^\text{out} = B_2 \) and \( B^{\text{out}}_3 = B_3 \cup B_3^\text{out} = B_3 \). This can be demonstrated in the proof of proposition 1 to ensure that the interference coefficients do not exceed the upper-bounds described in theorem 1.
Also, this is important because of the following example. Let \( a_3 = \tilde{a}_3^{\sigma_3} \), \( a_2 = \tilde{a}_2^{\sigma_2} + \varepsilon_2 \) and \( a_1 = \tilde{a}_1^{\sigma_1} + (2R_1 - 1)\varepsilon_1 \), such that \( a_1 + a_2 + a_3 = 1 \) and \( \varepsilon_2 > \frac{2^{R_2} - 1}{2^{R_2} - 2} \). This leads to \( a_1 < \frac{2^{R_2} - 2(2^{R_1} - 1)}{2^{R_2} - 1} \) and \( a_2 \geq \frac{a_3}{2^{R_1} - 1} \), so then \( B_1^{\sigma_1} = B_1^{\sigma_3} \) and \( B_3^{\sigma_1} = B_3^{\sigma_3} \). However, \( B_2^{\sigma_2} = B_2^{-1} \), because as is shown in the proof of theorem 3, and since \( B_2 = \{(G_2^2)^2 < \frac{2^{R_1} - 1}{\xi(a_1 - a_2 + a_3)(2^{R_1} - 1)}\} \) and
\[
\frac{2^{R_2} - 1}{\xi(a_2 - a_3)(2^{R_2} - 1)} < \frac{2^{R_1} - 1}{\xi[a_1 - (a_2 + a_3)(2^{R_1} - 1)]} \Rightarrow B_2 \subset B_2^{-1}
\]
\( \Rightarrow B_2^{\sigma_2} = B_2 \cup B_2^{-1} = B_2^{-1} \).

In short terms, this means that the power allocation for user-2 can be reduced to the level such that \( \varepsilon_2 = \frac{2^{R_2} - 1}{2^{R_2} - 2} \), which leads to \( B_2 = B_2^{-1} \), meaning that the power allocation for user-2 can be reduced, while maintaining the same power allocation for users-1 and user-3, and still achieve the exact outage probability for all 3 users. In other words, a power allocation strategy that is not well-behaved is wasting power on one of the signals when compared to another existing power allocation strategy that achieves the same outage probability performance for all users.

**Power Allocation so that NOMA has Equal Outage Performance to OMA for all Users:** For the three users, the power allocation strategy that will outstage probability performance equal to OMA (and to have sum less than 1 in the proof of theorem 2, and to be well-behaved and not violate the interference property in theorem 3) is given by
\[
\begin{align*}
\hat{a}_1 &= \frac{2^{R_1} - 1}{2^{R_1}/\tau_1 - 1} + (2^{R_1} - 1)\left(\frac{2^{R_2} - 1}{2^{R_2}/\tau_2 - 1} + \frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1}\right) \\
\hat{a}_2 &= \frac{2^{R_2} - 1}{2^{R_2}/\tau_2 - 1} + (2^{R_2} - 1)\frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1} \\
\hat{a}_3 &= \frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1}.
\end{align*}
\]
The summation of this power allocation strategy can be shown to be less than 1 as follows. The indices are assigned based on the relationship of \( R_1 < R_2 < R_3 \). Define \( r_1 = R_1/\tau_1 = b_1/\tau_1 \), \( r_2 = R_2/\tau_2 = b_2/\tau_2 \), \( r_3 = R_3/\tau_3 = b_3/\tau_3 \), then \( R_1 = r_1^{\tau_1} = 2^{r_1} \), \( R_2 = r_2^{\tau_2} = 2^{r_2} \), \( R_3 = r_3^{\tau_3} = 2^{r_3} \). Defining \( R_1 = r_1^{\tau_1} = 2^{r_1} \), \( R_2 = r_2^{\tau_2} = 2^{r_2} \), \( R_3 = r_3^{\tau_3} = 2^{r_3} \), clearly \( r_1 < r_2 < r_3 \). Therefore, since \( f(t) = \frac{t^{\alpha - 1}}{1 - t}, b < K, \) is monotonically decreasing in \( t \), then
\[
\begin{align*}
a_1 + a_2 + a_3 &= \frac{2^{R_1} - 1}{2^{R_1}/\tau_1 - 1} + \frac{2^{R_2} - 1}{2^{R_2}/\tau_2 - 1} + \frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1} \\
&= \frac{2^{r_1} - 1}{2^{r_1} - 1} + \frac{2^{r_2} - 1}{2^{r_2} - 1} + \frac{2^{r_3} - 1}{2^{r_3} - 1}
\end{align*}
\]

**Energy Efficiency of Proposed SIC Decoding Order:**
Corollary 1 states that if a different SIC decoding order \((\sigma_1), (\sigma_2), (\sigma_3)\) is used, where \((\sigma_1), (\sigma_2), (\sigma_3)\) is any permutation of the sequence \((1, 2, 3)\), then a more energy efficient SIC decoding order can be found if \(\sigma_1 > \sigma_2 \) or \(\sigma_2 < \sigma_3 \), by switching the SIC decoding order. Then, the power allocation strategy that enables NOMA to achieve equal outage performance to OMA for each user is given by
\[
\begin{align*}
\hat{a}_{\sigma_1}(1) &= \frac{2^{R_1} - 1}{2^{R_1}/\tau_1 - 1} + (2^{R_1} - 1)\left(\frac{2^{R_2} - 1}{2^{R_2}/\tau_2 - 1} + \frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1}\right) \\
\hat{a}_{\sigma_2}(2) &= \frac{2^{R_2} - 1}{2^{R_2}/\tau_2 - 1} + (2^{R_2} - 1)\frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1} \\
\hat{a}_{\sigma_3}(3) &= \frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1}.
\end{align*}
\]
The following permutations \((\sigma_1), (\sigma_2), (\sigma_3)\) of \((1, 2, 3)\) exist and can be the SIC decoding order for the system: \((2, 1, 3), (2, 3, 1), (1, 3, 2), (3, 1, 2), (3, 2, 1)\), and the identity permutation \((1, 2, 3)\). By the proof of corollary 1, the SIC decoding orders can be listed in order of least energy efficient to most energy efficient: \((3, 2, 1), (3, 1, 2), (1, 3, 2), (1, 2, 3)\) or \((3, 2, 1), (2, 3, 1), (2, 1, 3), (1, 2, 3)\) for example. The proof of corollary 1 can be used to show that the SIC decoding order \((3, 1, 2)\) is more energy efficient (i.e. uses less transmit power) than \((3, 2, 1)\) in order to enable NOMA to achieve equal outage probability performance to OMA. Call \(S_{(3, 2, 1)}\) and \(S_{(3, 1, 2)}\) the sums of the power allocation strategies given above for the SIC decoding orders \((3, 2, 1)\) and \((3, 1, 2)\), respectively. Then according to the proof of corollary 1 it is shown that \(S_{(3, 2, 1)} - S_{(3, 1, 2)} > 0\) as follows
\[
\begin{align*}
S_{(3, 2, 1)} &= \frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1} + 2^{R_2} + \frac{2^{R_1} - 1}{2^{R_1}/\tau_1 - 1} + 2^{R_2} + \frac{2^{R_1} - 1}{2^{R_1}/\tau_1 - 1} \\
S_{(3, 1, 2)} &= \frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1} + 2^{R_2} + \frac{2^{R_1} - 1}{2^{R_1}/\tau_1 - 1} + 2^{R_1} + \frac{2^{R_2} - 1}{2^{R_2}/\tau_2 - 1} \\
\Rightarrow S_{(3, 2, 1)} - S_{(3, 1, 2)} &= \frac{2^{R_3} - 1}{2^{R_3}/\tau_3 - 1} - 2^{R_2} + \frac{2^{R_1} - 1}{2^{R_1}/\tau_1 - 1} \\
&= 2^{R_2}(2^{R_1} - 1)\left(\frac{1}{2^{R_1}/\tau_1 - 1} - \frac{1}{2^{R_2}/\tau_2 - 1}\right) > 0,
\end{align*}
\]
which is true because $\frac{a_1}{a_2} < \frac{a_2}{a_3}$. Using the same steps, it is easy to show that $S_{(3,1,2)} - S_{(1,3,2)} > 0$ and $S_{(1,3,2)} - S_{(1,2,3)} > 0$. Therefore, it is clear that the SIC decoding order $(1, 2, 3)$ is more energy efficient that any of the possible SIC decoding orders in terms of the power allocation required for NOMA to achieve the same outage probability performance as OMA. Again, it should be noted that the sum of the power allocation strategies $(\tilde{a}_{\sigma(1)}, \tilde{a}_{\sigma(2)}, \tilde{a}_{\sigma(3)})$ is not guaranteed to be less than 1 for all other SIC decoding orders other than $(1, 2, 3)$, as was proven in theorem 2. Nonetheless, even if there are other SIC decoding orders with power allocation strategies $(\tilde{a}_{\sigma(1)}, \tilde{a}_{\sigma(2)}, \tilde{a}_{\sigma(3)})$ such that the sum is less than 1, the power headroom available in order to increase the power allocation beyond $(\tilde{a}_{\sigma(1)}, \tilde{a}_{\sigma(2)}, \tilde{a}_{\sigma(3)})$ is still less for all SIC decoding orders than that available for $(1, 2, 3)$, and thus the improvement of outage probability performance of NOMA over OMA is less than for the case of the all other SIC decoding orders.

Power Allocation Strategy for NOMA to outperform Outage Probability of OMA: The last matter in this example is to demonstrate how to construct well-behaved power allocation strategy which allows NOMA to outperform the outage probability performance of OMA for all users, based on all the above results. After theorem 3, a simple approach is used based on the property of well-behaved power allocation (although not necessarily optimal). For the three-user case, this power allocation approach is given by calling $A_{\text{oma}} = \tilde{a}_{1}^\text{oma} + \tilde{a}_{2}^\text{oma} + \tilde{a}_{3}^\text{oma}$, and then according to equation (25) in the paper

$$
\begin{align*}
\epsilon_1 &= (1 - A_{\text{oma}}) \cdot \frac{2R_1 - 1}{2R_1 + R_3} - 1 \\
\epsilon_2 &= (1 - A_{\text{oma}}) \cdot \frac{2R_2 - 1}{2R_2 + R_3} - 1 \\
\epsilon_3 &= (1 - A_{\text{oma}}) \cdot \frac{2R_3 - 1}{2R_3 + R_1} - 1
\end{align*}
$$

As shown in the paper and verified in the simulation results, this additional power allocation combined with the general description of the power allocation coefficients in equation (17) provide a simple framework for vastly improving the outage performance of downlink NOMA over OMA, without complex suboptimal searches or relying on the base-station having exact knowledge of all of the channel gains.
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