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ABSTRACT: We report studies of the vacuum interfacial structure of a series of 1-methyl-3-alkylimidazolium bis(perfluoroalkanesulfonyl)-imide ionic liquids (ILs) and predict and explain their Fresnel-normalized X-ray reflectivity. To better interpret the results, we use a theory we recently developed dubbed "the peaks and antipeaks analysis of reflectivity" which splits the overall signal into that of different pair subcomponents. Whereas the overall reflectivity signal is not very informative, the peak and trough intensities for the pair subcomponents provide rich information for analysis. When species containing cationic alkyl or anionic fluoroalkyl tails are present at the interface, a tail layer is found next to a vacuum, and this tail layer can be composed of both alkyl and fluoroalkyl moieties. To maintain the positive-negative alternation of charged groups, alkyl and fluoroalkyl tails must necessarily be nearby and cannot segregate. Charged groups are found in the subsequent layer just below the interface and arranged to achieve lateral charge neutrality. In general, fluctuations at and away from the interface are based on polarity (i.e., heads and tails) and not on charge; when there are no significant alkyl or fluoroalkyl moieties in the IL, atomic density fluctuations away from the interface are small and appear to exist for the purpose of achieving lateral charge balance. For all the systems reported here, the persistence length of density fluctuations does not go beyond ∼7 nm.

1. INTRODUCTION

In many of the practical areas where ionic liquids (ILs) find application, they are exposed to interfaces. For prototypical ionic liquids with polar heads and apolar alkyl tails the picture at the vacuum interface is simple—apolar tails point outward at the interface. However, the situation when different size alkyl and fluoroalkyl tails are considered (including when there are no apolar moieties) is less clear. Of the several techniques that can probe the IL/vacuum interface, our computational study focuses on specular X-ray reflectivity (XRR). Because of the significant extent of X-ray penetration, this technique can provide details about a system from the interface to deep into the bulk liquid phase.

For a multicomponent system the interpretation of the often feature-poor Fresnel-normalized reflectivity can be difficult. One can think of an IL as having two components based on the ions or four if subdividing the ions into positive, negative, apolar alkyl, and apolar fluoroalkyl moieties. Even when reasonable inversion of the reflectivity to obtain an average electron density at and away from the interface can be accomplished, assigning contributions to each of the multiple different subspecies is challenging. We present in this work a practical implementation of theoretical methodology we recently developed to better understand X-ray reflectivity from molecular dynamics (MD) simulations in the hope to encourage more colleagues working on ILs to attempt the technique as part of their structural studies.

The persistence length for density oscillations due to broken symmetry for ILs at an interface has been a topic of interest for a long time now, especially considering some puzzling experimental findings. ILs under confinement have already been studied by using the reflectivity technique; for example, Haddad et al. studied the air/IL interfacial structure for 1-alkyl-3-methylimidazolium bis(trifluoromethylsulfonyl)-imide (C[n]-mim+/NTf$_2^-$) as a function of alkyl tail length (n = 2–22). Similarly at a vapor interface, Mezger and co-workers studied the temperature-dependent structure of C[22]-mim+/NTf$_2^-$ using X-ray reflectivity and grazing incidence scattering experiments. The interfacial structure of C[22]-mim+/NTf$_2^-$ at a sapphire surface was also investigated by using X-ray reflectivity in conjunction with MD simulations.
The literature on the structure of ILs using other surface sensitive techniques is vast, and a full set of citations is beyond the scope of this work, but particularly important has been the pioneering work by Baldelli et al. using sum frequency generation as well as Perkin et al. and Atkin et al. using force microscopy.

The present study focuses on the interfacial behavior of a series of ILs based on the C[8]-mim and C[2]-mim cations coupled with the bis(perfluoroalkanesulfonyl)imide (BSI) family of anions. Specifically our simulations are for the two cations combined with bis(fluorosulfonyl)imide (FSI), bis(trifluoromethylsulfonyl)imide (NTf$_2$), bis(perfluoroethylsulfonyl)imide (BETI), (trifluoromethylsulfonyl)perfluorobutylsulfonyl)imide (BSI(1,4)), (trifluoromethylsulfonyl)(perfluoroalkanesulfonyl)imide (BSI(1,6)) and (trifluoromethylsulfonyl)(perfluorooctylsulfonyl)imide (BSI(1,8)) for which some of the physical properties in the bulk liquid phase were reported in a previous publication.

To the best of our knowledge, ILs with the BSI(1,6)$^-$ and BSI(1,8)$^-$ anions have not yet been synthesized but are included here to obtain a better perspective on what happens when the fluoroalkyl tail becomes longer. Whereas ILs with fluororous anions like NTf$_2$ have been widely studied because they make good battery materials and have low viscosities, the interfacial behavior of ILs with other fluoroalkyl tails is less understood, and even less is known about their interfacial behavior when in combination with cations of long and short alkyl tails. As it will become clear in the next sections, the extent to which alkyl and fluoroalkyl tails are exposed to the interface will be determined by the driving force of charged cationic and anionic heads to create an electroneutral layer that is perpendicular to the surface normal; because charged species seek to stay in "a layer," alkyl and fluoroalkyl tails of different lengths will have to be exposed to a vacuum to different extents. Chemical structures of all ions used in this study are shown in Figure 1.

2. COMPUTATIONAL METHODS

All molecular dynamics simulations were performed with the GROMACS package$^{35-57}$ code using the Canongia-Lopes and Pádua (CL&P)$^{38-41}$ and optimized potentials for liquid simulations all-atoms (OPLS-AA)$^{52-45}$ force fields. All atomic partial charges were scaled to 78% of the nominal charge to better match the experimentally reported structure and transport properties of C[8]-mim$^+$/NTf$_2^-$ and C[2]-mim$^+$/NTf$_2^-$. For these systems, a comparison between experimental and simulated structure functions ($S(q)$), densities, and viscosities is provided in Section 5.2.

Simulations in this study were performed by using the leapfrog algorithm$^{46}$ with a time step of 1 fs to integrate the equations of motion, except during the initial energy minimization step where the steepest descent algorithm was used. To compute the electrostatic interactions, the particle-mesh Ewald (PME) method$^{47,48}$ with a Fourier grid spacing of 0.08 nm and a B-spline interpolation of order 6 was used (see below for further details about the slab configuration). Short-range Coulomb and Lennard-Jones cutoffs were maintained at 1.5 nm in all simulations; long-range energy and pressure corrections were done for bulk simulations but not for slab simulations. At this point, it is worth mentioning that there is a correction available for interactions between alkyl and fluoroalkyl systems in the literature. In the absence of strong Coulombic interactions, the pattern of organization of alkyl and fluoroalkyl systems may be altered by such types of corrections; however, we tested simulations for ILs with these parameters both in the bulk and at interfaces (data not shown) and found that changes in our results were negligible. Therefore, results presented here are those that do not include these corrections. The key point here is that because ILs are dominated by positive-negative charge interactions, on a molecular level alkyl and fluoroalkyl tails will have to organize decorating the charge network in an alternating pattern as well.

Full ILs Simulations.

For each IL a rectangular shape simulation box containing 2000 ion pairs (Figure 1) was generated by using the FFTOL50 and PACKMOL$^{51}$ packages. Following steps similar to those in our previous study, these initial configurations were energy minimized and then equilibrated at 300 K in the isobaric-isothermal (NPT) ensemble for 4.2 ns while gradually increasing charges from 1% to 100% (of the intended 78% target value) and decreasing the pressure from 50 to 1 bar by using the V-rescale thermostat and the Berendsen barostat as coded in GROMACS. In subsequent steps, when a thermostat was required, we used that by Nosé and Hoover$^{54-56}$ and when a barostat was used, it was that introduced by Parrinello and Rahman$^{57}$ with time constants 0.2 ps for the thermostat and 1.0 ps for the barostat. For each system, during an 8 ns simulated annealing run in the NPT ensemble, the temperature was ramped from 300 to 600 K and back to 425 K; this step was then followed by a 100 ns bulk production run at that final temperature and in the same ensemble. The last 20 ns of this production run was later used to compute $S(q)$ at 425 K; these functions are displayed in Figure S4. Before beginning our interfacial simulations, systems were further equilibrated in the constant volume and constant temperature (NVT) ensemble for another 5 ns at the same temperature. During bulk phase simulations, the EW3D PME method was used as coded in GROMACS.
Interface Simulations. For all interfacial simulations (which were run in the NVT ensemble), we used the Yeh–Berkowitz correction58,59 (EW3DC) to approximate the 2D Ewald summation in the slab geometry. For this purpose, the final snapshot from each bulk simulation was introduced at the center of a rectangular supercell with sufficient vacuum (see Table S3) to properly apply the EW3DC method; these vacuum slabs confined the IL from both ends on the z direction. The vacuum-confined systems were relaxed for 5 ns at 425 K followed by an 8 ns simulated annealing run that gradually ramped up the temperature to 600 K and brought it back to a value of 425 K. For each system, the final production run in the slab configuration performed at the same temperature was 200 ns in duration, and the last 180 ns of those trajectories was used for analysis. Figures 2 and S1 show final simulation snapshots for a few selected vacuum/IL systems. Further size details for each simulation are provided in Table S3.

3. RESULTS AND DISCUSSION

This section starts with a discussion of ionic and subionic (positive, negative, alkyl, fluoroalkyl, polar, and apolar) number density profiles along the surface normal z direction and follows with a description of the orientation of the ions as a function of the distance to the interface. The section concludes with our peaks and antipeaks analysis of the predicted Fresnel-normalized X-ray reflectivity. We highlight here some important points for others seeking to do similar studies on IL systems. First, we want to explain why our interfacial simulations are so long: 200 ns at 425 K may seem unnecessary to get at bulk properties but this is not the case for interfacial properties.9,20 Ionic liquids are naturally nanopatterned materials with polar networks and apolar domains. While these patterns have no specific orientation in the bulk liquid phase, the computation of interfacial number density profiles over a short time interval will necessarily show peaks and troughs corresponding to this pattern of nanostructures from the vacuum to the bulk phase. Such a transient pattern of peaks and troughs is not useful for our study since we only care about the more “permanent” density fluctuations with specific orientation, defined by the interface, due to broken symmetry. Our interfacial simulations must be long enough so that we average over the lifetime of the bulk nanostructures leaving only those persistent structural oscillations that occur because of the interface. In other words, our density profiles should be flat if there is no interface-created liquid structure or when deep in the bulk phase.

Second, we comment here on our choice10 for analysis based on number density profiles and not electron density profiles or the actual charge density profiles of the liquid. In the XRR literature it is often the electron density profile that is plotted because the technique is sensitive to that; two systems can have identical or nearly identical atomic density profiles but very different X-ray reflectivities. Of course, the peaks and antipeaks analysis of reflectivity takes this into account, but we prefer to keep our discussion focused as much as possible on the ionic and subionic number density profiles because we believe that scientists interested in interfacial structure care most about the organization of the ions as opposed to the overall electron density of the liquid.

Real Space Analysis of the Interfacial Structure. For systems like C[2]-mim+/FSI− and C[2]-mim+/NTf2− in which ions are smaller and with no apolar parts, properly equilibrated liquid density profiles are essentially flat everywhere except at the immediate interface where these monotonically grow from or decrease to zero; this can be clearly seen from Figure 3a (left). Similar behavior has been observed experimentally for C[2]-mim+/NTf2− at 298 K in ref 17. If for systems with these smaller ions and no apolar tails one splits the overall density profile in terms of that of the positive and negative atomic subcomponents (as in Figure 1), a pattern of oscillations emerges as can be gleaned from Figure 3a (right). These small oscillations due to ion size and shape mismatch are to some extent offset when comparing cations and anions. Assuming from such finding that this is due to preference for cationic or anionic charge at the vacuum interface would be incorrect since the actual positive and negative charge densities (as opposed to the atom number density profiles of the positive and negative subcomponents) are for the most part aligned (data not shown). In other words, it appears that for these smaller ions the cationic and anionic density fluctuations may

Figure 2. Top view of final simulation snapshots (i.e., z-axis of the simulation box is perpendicular to the page) for vacuum-confined (a) C[2]-mim+/FSI−, (b) C[8]-mim+/FSI−, (c) C[2]-mim+/BSI(1,6)+, and (d) C[8]-mim+/BSI(1,6)+; (e) shows a side view of the C[8]-mim+/BSI(1,6)+ vacuum-confined system. Here the z-axis of the simulation box lies parallel to the page. In all plots, positive = blue, negative = red, alkyl = black, and fluoroalkyl = rose. Side views of systems (a) through (c) are provided in Figure S1.
be there not because there is a preference for cations or anions at and away from the interface but instead as an attempt to preserve lateral charge neutrality. For the C[2]-mim$^+$ cation coupled with the BSI(1,4)$^-$, BSI(1,6)$^-$, and BSI(1,8)$^-$ anions, the immediate vicinity of the vacuum interface is dominated by the fluoroalkyl tail layer followed on the liquid side by a layer of polar components. When positive and negative heads are considered together as the polar component, what we find is the expected polar−apolar segregation at the interface as can be gleaned from Figure 3b. Notice also how for C[2]-mim$^+$/BSI(1,4)$^-$ in Figure 3a (right) as well as for C[2]-mim$^+$ coupled with BSI(1,6)$^-$ and BSI(1,8)$^-$ in Figure S5a the positive and negative atomic number density peaks appear at about the same distance from the interface. This highlights that these systems also nearly maintain in-plane charge neutrality. We will see that this is common across all systems studied here, and it will affect most prominently the exposure of alkyl and fluoroalkyl tails at the interface when these are of distinct lengths.

Figures 4 and S6 (left) show number density profiles of polar and apolar as well as positive, negative, alkyl, and fluoroalkyl subcomponents for salts containing the C[8]-mim$^+$ cation. In this case, apolar refers to the combination of alkyl and fluoroalkyl moieties as defined in Figure 1. When the counterion of C[8]-mim$^+$ is small, the pattern is consistent with that in Figure 3 for C[2]-mim$^+$ coupled with the longer fluoroalkyl tail anions in that the alkyl tail of C[8]-mim$^+$ tends to protrude at the interface and a polar layer occurs deeper in the liquid where positive and negative moieties are at about the same z distance from the interface.

Things become more interesting when we consider C[8]-mim$^+$ coupled with the larger fluoroalkyl anions; here again positive and negative components have peaks at around the same z value, implying that it is lateral charge neutrality and the necessity to keep charges away from the vacuum which drives the liquid arrangement at the interface. Notice that because of lateral charge alternation, alkyl tails and fluoroalkyl tails must necessarily coexist in contact at the ionic level. In other words, there cannot be alkyl and fluoroalkyl segregation at the interface if positive and negative charges must be adjacent. The extent to which alkyl and fluoroalkyl tails protrude at the interface depends on their length. Because it is lateral charge ordering and not apolar aggregation that truly defines the z depth of the ions, those with longer tails will protrude more significantly toward the vacuum. In other words, cations or anions will not align terminal tail groups at the interface, but instead charge head groups deeper in the liquid phase will be aligned in plane (or in a slab to be most precise). This can be clearly seen from the fact that for C[8]-mim$^+$/BSI(1,4)$^-$ it is the alkyl groups that dominate the immediate vicinity with the vacuum whereas for C[8]-mim$^+$/BSI(1,8)$^-$ it is the fluoroalkyl groups.

So far we have discussed the immediate space in contact with a vacuum, but if we look carefully particularly in the case...
of the larger ions, second and even third peaks away from the interface can be observed in density profiles corresponding to layers of polar and apolar subcomponents. Such layers are better understood by analyzing the \( z \)-dependent angular orientation of the ions in combination with the atomic density profiles. For this we defined a unit vector pointing from the fourth-from-terminal to the terminal tail carbon atom and an angle \( \theta \) between this unit vector and the \( z \)-axis as defined in Figure 2. With these definitions we computed the average of the first Legendre polynomial \( P_1(\cos(\theta)) \); a negative value for \( P_1(\cos(\theta)) \) implies that tails point outward in the direction of the interface, and the opposite is true for a positive value.

Figure 5 shows plots of \( P_1(\cos(\theta)) \) computed for cation and anion tails in C[8]-mim\(^+\)/FSI\(^-\), C[2]-mim\(^+\)/BSI(1,6)\(^-\), and C[8]-mim\(^+\)/BSI(1,6)\(^-\) along with their corresponding number density profiles (vertically shifted and not to scale with the \( y \)-axis). Negative values of \( P_1(\cos(\theta)) \) correspond to outward pointing tails; \( z \)-axis direction defined as in Figure 2, and \( z = 0 \) corresponds to the center of the simulation box.

of the IL anions and cations; beyond this distance density profiles and angular distributions become for the most part flat indicating that bulk characteristics have been achieved.

**Reciprocal Space Analysis of the Interfacial Structure Using X-ray Reflectivity.** Figure 6 shows the Fresnel-normalized reflectivity \( \frac{R(q)}{R(0)} \) versus scattering vector along the surface normal direction, \( q \). C[2]-mim\(^+\)-based ILs show a clear trend for different anions—the function decays at lower \( q \) values as the anion becomes larger—but this is not the case in the case of the C[8]-mim\(^+\)-based ILs.

\[ R(q) = \left| \frac{\tilde{R}^{(2)}(q)}{\tilde{R}^{(0)}(q)} \right|, \]

versus \( q \) across systems. One cannot help but notice that these curves are mostly featureless and that all information about the differences across salts is concealed in the width and shape of otherwise qualitatively similar functions. Across the family of C[2]-mim\(^+\)-containing ILs, \( R(q) \) decays to low intensity at smaller \( q \) values when the fluoroalkyl tails of the anions are longer, but no such trend is observed for the C[8]-mim\(^+\)-containing ILs. We ascribe this behavior to the fact that for C[2]-mim\(^+\) ILs the liquid interfacial region (specifically the apolar component) grows with the size of the anionic tail, but for C[8]-mim\(^+\) ILs this is not necessarily the case and multiple combined effects influence the reflectivity (vide infra).
The peaks and antipeaks analysis of reflectivity helps dissect the almost featureless \( \frac{R(q)}{R_p(q)} \) functions into subcomponents that actually have peaks and troughs at specific \( q \) values of relevance. The locations of these peaks and troughs help us better understand what different species are structurally doing at and away from the interface. Our analysis is based on species pairs irrespective of their location (at the interface or deep in the liquid phase) and is different in philosophy from other commonly used partitions of the normalized reflectivity based on layers. In this work we will use two different splitting schemes for the species giving rise to \( \frac{R(q)}{R_p(q)} \); the first one is based on correlations between polar and apolar subcomponents as in eq 1 (here polar refers to the combined contribution of cation and anion tails whereas apolar refers to the combined contribution of cation and anion tails all as defined in Figure 1), and the second is based on correlations between each of the different subionic subcomponents (positive, negative, alkyl, and fluoroalkyl) as in eq 2. The reader is referred to refs 9 and 10 for the analytical derivation of equations associated with the peaks and antipeaks analysis of reflectivity that we seek not to repeat here.

\[
\frac{R(q)}{R_p(q)} = \frac{R_{\text{Polar/Polar}}(q)}{R_p(q)} + \frac{R_{\text{Apolar/Apolar}}(q)}{R_p(q)} + \frac{R_{\text{Polar/Apolar}}(q)}{R_p(q)} \tag{1}
\]

\[
\frac{R(q)}{R_p(q)} = \frac{R_{+}(q)}{R_p(q)} + \frac{R_{-}(q)}{R_p(q)} + \frac{R_{\text{Apolar}_C/-\text{Apolar}_C}(q)}{R_p(q)} + \frac{R_{\text{Apolar}_C/+\text{Apolar}_C}(q)}{R_p(q)} + \frac{R_{/\text{Apolar}_C/+\text{Apolar}_C}(q)}{R_p(q)} \tag{2}
\]

The case of the C[2]-mim+ based ILs is the simplest to understand; Figure 7 shows the polar−polar, polar−apolar, and apolar−apolar components of \( \frac{R(q)}{R_p(q)} \) for C[2]-mim+ /BETI−, C[2]-mim+ /BSI(1,4)−, C[2]-mim+ /BSI(1,6)−, and C[2]-mim+ /BSI(1,8)−. We first consider C[2]-mim+ /BSI(1,8)− for which two peaks and one antipeak are clearly observed in Figure 7. The peaks are for “same-type” correlations and the antipeak for “different-type” correlations; in other words, polar−polar correlations and apolar−apolar correlations appear as peaks whereas polar−apolar correlations as an antipeak. Notice that the red line corresponding to the polar correlations is shifted to lower \( q \) values when compared to the black line corresponding to the apolar correlations; this implies that the polar layer is deeper inside the liquid phase and that the main apolar layer is the one protruding toward the vacuum. The reason the green line associated with the polar−apolar structural correlations shows as an antipeak is that there is a spatial offset between polar and apolar moieties. The case of C[2]-mim+ /BSI(1,6)− is not too different from that of C[2]-mim+ /BSI(1,8)−, but the pattern of two peaks and one antipeak starts changing as the fluoroalkyl tail becomes shorter and is mostly gone for C[2]-mim+ /BETI−. This is because there is not much of an apolar layer or polar−apolar alternation at the interface for C[2]-mim+ /BETI−. Notice how as we go from C[2]-mim+ /BSI(1,8)− to C[2]-mim+ /BETI− the subcomponents decay to zero at larger \( q \) values. Peaks at lower \( q \) value are indicative of correlations that happen at longer distances, and it is then no surprise that for C[2]-mim+ /BSI(1,8)− the polar peak is at a significantly lower \( q \) value than that for C[2]-mim+ /BSI(1,4)−. It now makes sense that the overall \( \frac{R(q)}{R_p(q)} \) decays at lower \( q \) values for the larger anions coupled with C[2]-mim+ in Figure 6 because features move to lower \( q \) as the fluoroalkyl layer becomes more prominent.

We focus now on C[2]-mim+ /FSI− and C[2]-mim+ /NTf2− which have no apolar components. If we split \( \frac{R(q)}{R_p(q)} \) in terms of the pair correlations of charged subcomponents as defined in Figure 1, the only interesting features we observe in Figure 8 are small peaks and antipeaks at or above 8 nm−1; notice that these correspond to subnanometer distances in real space that are not associated with polar−apolar alternation but instead with the small offset in the real space oscillations in Figure 3a (right) for C[2]-mim+ /FSI− and C[2]-mim+ /NTf2−. X-ray reflectivity is sensitive to the electronic density of the system which is modulated by oscillations in number density; whereas the oscillations in number density between cations and anions depicted in Figure 3a (right) are real and cause the peaks and antipeaks observed in Figure 8, they appear to be there solely...
for the purpose of achieving lateral charge balance and not because there is a preference for cations or anions at the interface. Notice also how in Figure 8 partial subcomponents involving the anion \( R_{\text{anion}}(q) \) and \( R_{\text{cations}}(q) \) contribute the most to the overall reflectivity signal. This results from the larger X-ray form factors from species with more electrons such as O, F, and S atoms in the anions, which provide better X-ray contrast when compared to H, C, and N atoms in the cations.

The trends in reflectivity for the family of C[8]-mim+ ILs are quite different from those we have thus far discussed because in all cases except when combined with BSI(1,8)− (see Figure S6 (bottom left)) it is the octyl tail that defines the length of the apolar layer. This can be gleaned from Figure 4 (right) where the outermost moiety in contact with the vacuum is the alkyl tail of C[8]-mim+ when combined with FSI−, NTf2−, BETI−, and BSI(1,4)−, whereas for C[8]-mim+/BSI(1,6)− both alkyl and fluoroalkyl tails have about the same length and protrude equally at the interface. For the C[8]-mim+ based ILs coupled with different fluorous anions, Figure 9 shows the partial subcomponents of \( \frac{R(q)}{R_{\text{polar}}(q)} \) based on \( \text{eq 1} \) on the left panel and \( \text{eq 2} \) on the right panel (see also Figure S6 (right)). We start our discussion with the polarity partition on the left panel of Figure 9 where patterns should look familiar from our description of the C[2]-mim+ based systems. For each of the ILs we report on here, Figure 9 (left) shows two peaks and one antipeak. The red peak corresponding to the polar correlations occurs at the lowest \( q \) value highlighting that the charged slab is further away from the interface than the apolar layer associated with the black line; the green line associated with polar−apolar correlations shows as an antipeak because there is an offset between the two types of moieties.

Figure 9 (right) shows a more detailed picture of the contribution of correlations associated with different pairs of species. For example, for a given IL we see that cation head (positive−positive) and anion head (negative−negative) correlations always contribute at about the same \( q \) value to \( \frac{R(q)}{R_{\text{polar}}(q)} \) and so does the positive−negative correlation. This implies that the depth along \( z \) of cation heads and anion heads is in sync on a charge neutral slab (or multiple slabs if there is more than one polar peak in the real space number density); tail−tail correlations are shifted to larger \( q \) values with respect to these (i.e., tails are closer to the vacuum interface). Notice that alkyl−alkyl, alkyl−fluoroalkyl, and fluoroalkyl−fluoroalkyl correlations also show as peaks but not necessarily at the exact same \( q \) values. This is because fluoroalkyl tails are in most cases of different length than alkyl tails and both are necessarily anchored to the charge slab. In all cases and as expected, the charge−alkyl and charge−fluoroalkyl correlations show as antipeaks because of the charge and tail interface-induced spatial offset. We can now appreciate how, in contrast to the case of the C[2]-mim+ based ILs, there is no trend for the C[8]-mim+ based ILs in Figure 6 (right) because the first apolar slab width is less affected by changing the anion. Instead, the behavior is very complex involving the interplay of multiple different subspecies correlations and X-ray form factors giving them specific weights.
4. CONCLUSIONS AND FINAL REMARKS

The organization of ionic liquids with alkyl and fluoroalkyl moieties at the vacuum interface is defined by what one could call charge phobicity, or the tendency of charge to be separated from the interface by the thickest possible single ion apolar tail layer. For the systems studied here, this can be either the alkyl tail of C[8]-mim+ or the fluoroalkyl tail of anions. Positive and negative charge species organize for the best geometry in slabs that lead to overall charge neutrality. Because of this, the atomic species at the immediate interface may be alkyl or fluoroalkyl, depending on which tail (cationic or anionic) is longest, because these are necessarily anchored to the charged slab. Because lateral charge alternation is the main organizational pattern, alkyl and fluoroalkyl tails must adjacent coexist on a molecular level. The persistence length scale of oscillations at and away from the interface depends on the system, but all are less than ~7 nm. Not all tails associated with the charge slab point outward toward the vacuum interface, and in fact those pointing inward can give rise to an incipient internal double layer depending on the system. If one was to experimentally study these systems using the X-ray reflectivity technique, it is our prediction that the Fresnel normalized reflectivity will appear as a featureless inverse sigmoid looking function. Whereas a clear trend exists for the normalized reflectivity with respect to the bulk

\[ S(q) \]

shows the two peaks and one antipeak signature of polar–apolar oscillations. These real-space oscillations are not the randomly oriented bulk density fluctuations resulting from the naturally forming polar and apolar domains, but instead are due to the break in symmetry at the interface. What is significantly different in reflectivity for ionic liquids, \[ \frac{R(q)}{S(q)} \]

is that there are no major peaks and antipeaks associated with positive–negative charge alternation. This is simply because this type of ordering is not along the z-direction (to which specular reflectivity is sensitive to) but instead in lateral slabs along the \( xy \)-planes.

When considering the polarity partition of reflectivity we always see that the polar–polar peak appears at lower \( q \) value than the apolar–apolar peak. This simply means that the polar slab is deeper inside the bulk than the apolar layer. Splitting our analysis into the contribution of positive, negative, alkyl, and fluoroalkyl pair of moieties, we further learn that anion related correlations can become dominant because of the significant weight provided by X-ray form factors.
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