Direct Interbranch Relaxation of Polaritons in a Microcavity with Embedded CdSe/(Cd,Mg)Se Quantum Wells
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In polariton microcavities, the upper polariton branch is often hardly observable in reflectivity or photoluminescence measurements, which hampers reliable determination of the vacuum Rabi splitting value. We studied the photoluminescence excitation of a semiconductor microcavity with eight embedded CdSe/(Cd,Mg)Se quantum wells and observed a maximum in the emission from the lower polariton branch when the energy of the excitation was tuned to that of the upper polariton branch. This indicates that, in microcavities, where the upper polariton branch is hardly observable but interbranch polariton relaxation is efficient, the Rabi splitting value can be determined based on the energy difference between the absorption and emission maxima in photoluminescence excitation measurements. The Rabi splitting value of the studied sample as determined by reflectivity measurements was $18 \pm 2$ meV. Strong coupling conditions allow us to observe lasing with a relatively low threshold of 0.24 kW cm$^{-2}$.
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INTRODUCTION

Strong light–matter coupling gives rise to the formation of a mixed quasiparticle called the exciton–polariton as the superposition of an exciton and photon.1 This effect is particularly distinct in microcavity structures, where the optical mode interacts with excitons confined in quantum wells (QWs).2 Typically, strong coupling conditions are manifested by anticrossing behavior, which can be studied, e.g., using reflectivity or photoluminescence measurements. Anticrossing is a consequence of coherent energy exchange between the QW exciton and the cavity mode, which leads to the formation of two new eigenstates: the upper polariton branch (UPB) and the lower polariton branch (LPB). The energy difference between the UPB and LPB at resonance between the mode and the exciton determines the exciton–photon coupling parameter, which is called the vacuum Rabi splitting. If the frequency corresponding to the Rabi splitting is larger than the exciton and cavity photon decay rates, the system enters a strong coupling regime.2 However, when the damping rates dominate, the system operates in weak coupling conditions, where polariton effects are negligible.

Experimentally, the magnitude of the Rabi splitting is typically determined by analysis of the energy of the UPB and LPB in spectra recorded as a function of the detuning between the QW exciton and the microcavity mode.2 However, the UPB is often barely visible in such reflectivity measurements, and due to a quick polariton relaxation, it is rarely observable at all in photoluminescence measurements. This was the case for high-quality II–VI microcavities studied previously,3–6 and in
particular the ZnTe-based microcavity with embedded CdSe/(Cd,Mg)Se QWs studied in our recent work.\(^7\)

In the work presented herein, we determined the energy of the UPB as well as the energy of the vacuum Rabi splitting in a CdSe-based microcavity structure by photoluminescence excitation (PLE) measurements. The results show that the emission from the LPB is enhanced when the excitation energy is tuned to the energy of the UPB. This points toward efficient direct interbranch polariton relaxation, i.e., the process of polariton transfer from the upper to lower polariton branch with \(k = 0\). We expect that this process should be most efficient in the vicinity of zero QW–mode detuning.\(^8\) Precise determination of the UPB energy for near-zero QW–mode detuning allows us to establish the value of the Rabi splitting in a reliable way. The presented method could be particularly useful for the determination of the coupling parameters for microcavities with embedded layers of transition-metal dichalcogenides\(^9,10\) or organic materials,\(^11,12\) for which the Rabi splitting value is usually relatively large.

**SAMPLE DESIGN**

The system under study is made of II–VI materials, which exhibit a smaller exciton Bohr radius\(^13\) and larger exciton oscillator strength than their III–V counterparts. To reduce the density of dislocations arising during molecular beam epitaxy (MBE) growth, we used three consecutively grown buffer layers: GaAs (200 nm thickness), ZnSe (70 nm), and ZnTe (1000 nm). The microcavity consisted of two distributed Bragg reflectors (DBRs) made of 16 and 13.5 pairs of alternating refractive index layers, forming the bottom and top mirror, respectively. The 130-nm-thick (Cd,Mg)Se microcavity, placed between the mirrors, contained eight 20-nm-wide CdSe quantum wells separated by 1-nm-wide MgSe barriers.\(^14,15\) The QWs were placed at the antinode of the electric field of the \(\lambda/2\) microcavity. A relatively high number of QWs was designed to enhance the strength of the photon–exciton coupling\(^16,17\) and boost the optical performance of the structure (i.e., to enable strong coupling conditions up to elevated temperatures and lower the threshold for the onset of polariton lasing). A schematic of the structure is illustrated in Fig. 1a.

The bottom and top DBRs were made of alternating layers of ZnTe (with a high refractive index of 2.95) and a short-period ZnTe|MgTe|MgSe|MgTe superlattice (with a low refractive index of 2.63). This superlattice, matched to ZnTe, was designed using transfer-matrix method calculations (shown in Supplementary Note 1) and is similar to the ZnTe|MgSe|ZnTe|MgTe structure reported in Refs. \(^6,18,19\), although in our case a possible reaction of Zn and Se atoms is avoided thanks to the improved layer sequence (with the MgSe layer being surrounded by MgTe instead of ZnTe layers). The nominal thickness of the DBR layers \((d_{\text{high}} = 61 \text{ nm} \text{ and } d_{\text{low}} = 75 \text{ nm})\) was adjusted to achieve a stopband centered at \(\lambda_0 = 730 \text{ nm}\). The layer thickness was monitored by in situ reflectivity during sample growth, resulting in a proper thickness of the layers as confirmed by scanning electron microscopy (SEM) of the sample cross-section (Fig. 1b). The sharp interfaces indicate a good quality of the structure.

To create a wedge-type cavity and thereby enable tuning of the energy of the cavity mode by selection of the position on the sample surface, the sample was not rotated during growth. The presented structure allows for a broad range of spectral tuning (between 600 nm and 750 nm) of the mode thanks to the 3-inch-diameter GaAs:Si substrate (Fig. 1c). Reflectivity measurements at room temperature reveal that the stopband is wide and symmetrical (see Supplementary Note 1) for a whole range of mode–exciton detuning. The linewidth of the mode determined by microphotoluminescence (\(\mu\)-PL) is about 3 meV. The microcavity quality factor exceeds 600.

**EXPERIMENT**

All experiments were performed in a liquid-helium flow cryostat, allowing us to obtain temperatures of about 8 K. As an excitation source, we used either a pulsed Ti:sapphire laser coupled to an optical parametric oscillator \((\lambda_{\text{exc}} = 600 \text{ nm}, P_{\text{exc}} \text{ of up to } 40 \mu\text{W})\) or a continuous-wave (cw) Ti:sapphire laser tuned in the range between 720 nm and 800 nm \((P_{\text{exc}} = 1.3 \text{ mW})\). A Peltier-cooled charge-coupled device (CCD) camera, coupled to a spectrometer, served as the detector. A halogen lamp was employed as the light source in the reflectivity measurements. A microscope objective allowed us to address and collect the signal from a spot on the sample surface with a diameter of about 1.5 \(\mu\text{m}\).

**RESULTS**

We start with a characterization of the sample by reflectivity measurements at 8 K. A series of reflectivity spectra at normal incidence, taken from consecutive positions on the sample surface along the microcavity thickness gradient, are shown in Fig. 2. The presented map reveals anticrossing between exciton and cavity mode, providing clear evidence of strong light–matter coupling conditions in the studied structure. We trace the minima in the reflectivity spectra, obtaining energies of the LPB and UPB as a function of detuning. Next, we simulate the LPB and UPB energies using a two-coupled-oscillator model,\(^5\) which allows us to determine a Rabi splitting value of \(18 \pm 2 \text{ meV}\). Due to the possible coupling of the QWs, the exciton oscillator strength and, consequently, the value of the Rabi splitting, might be slightly lower than in a structure with uncoupled QWs of the same
thickness; however, the present value is still relatively large.

Next, we recorded the $\mu$-PL spectra for consecutive excitation energies (Fig. 3) at a position on the sample where the mode–exciton detuning was close to zero. We observed that the emission from the LPB (at 1750 meV) was enhanced when the excitation energy was around 1776 meV and when it approached the energy of the LPB (around 1760 meV). We attribute the maximum at 1776 meV to the increased absorption of the excitation due to the resonance with the UPB. Both the UPB and LPB occur in the stopband region, as evidenced by two minima in the reflectivity spectrum (Fig. 4b). The locally increased absorption associated with the UPB allows us to stimulate emission from the LPB through the UPB. When the excitation energy is tuned to the UPB, we observe a maximum of the emission from the bottom of the LPB due to the efficient direct interbranch polariton relaxation.

Figure 4 compares the reflectivity, PLE, and $\mu$-PL spectra registered in the same region of the sample. The maximum centered at around 1776 meV can be clearly seen in Fig. 4a. Two spectrally wide dips, evidenced in the reflectivity spectrum (Fig. 4b) at around 1752 meV and 1776 meV, mark the position of the LPB and UPB, respectively. The PL spectrum...
in Fig. 4c reaches a maximum at around 1750 meV, representing the emission from the LPB.

The spectra presented in Fig. 4 indicate the agreement of the UPB energy obtained from the reflectivity and PLE measurements. We attribute a redshift of the LPB energy in the \( \mu \)-PL spectrum (Fig. 4c) with respect to the LPB dip in the reflectivity spectrum (Fig. 4b) to the Stokes shift, which is the energy difference between the maximum absorption and the PL transitions. Reflectivity probes the maximum of the optically active density of states, while PL occurs from the states in the low-energy tail of the absorption band. The relatively large value of the shift results from the relatively broad absorption line of the LPB. Figure 4 also enables us to link the increased emission of the LPB observed when the excitation energy approaches 1760 meV to direct excitation of the LPB through LPB states, extended towards higher energy by disorder-driven broadening.

These results demonstrate that PLE measurements can provide an accurate method for determination of the UPB energy. This method should be particularly useful in cases where a high quality factor of the microcavity precludes direct observation of the UPB by photoluminescence or reflectivity measurements, and the Rabi splitting value is large enough to ensure efficient interbranch polariton relaxation with the emission of the LO phonon (25.9 meV in case of CdSe). Previously, interbranch polariton relaxation assisted by emission of LO phonons was reported in optically or electrically pumped III–V polariton microcavities.

Determination of the Rabi splitting value using solely the PLE method would require systematic measurements to trace the energies of the UPB and LPB as functions of the QW exciton–mode detuning, thus at consecutive points on the sample along the gradient of microcavity thickness. This gradient direction might be established, for instance, by reflectivity mapping at room-temperature conditions, where polariton effects are negligible. Since we do not expect any other emission lines apart from the upper and lower polariton branches in the system under consideration to exhibit nonlinear energy dependence on detuning, LPB and the UBP transitions and their energy dependence on exciton–mode detuning can be reliably determined in this way. This will be the subject of a further study. Strong coupling conditions, as confirmed by the anticrossing behavior of the lines in the reflectivity experiment (Fig. 2), allowed us to achieve lasing with a relatively low threshold in the emission from the studied structure. Figure 5 shows a contour map, integrated intensity, linewidth, and spectral position of the LPB emission as a function of the excitation power density under nonresonant, pulsed excitation. The respective emission spectra are shown in Supplementary Note 2. The nonlinear threshold dependence in the emission intensity, associated with a narrowing and blueshift of the spectral line observed under strong coupling conditions, indicate the presence of polariton lasing.

The lower lasing threshold (about 0.24 kW cm\(^{-2}\), compared with 0.75 kW cm\(^{-2}\)) and larger blueshift than in our previous work on CdSe QWs in a microcavity (Ref. 7) result from the larger number of...
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Direct Interbranch Relaxation of Polaritons in a Microcavity with Embedded CdSe/(Cd,Mg)Se QWs herein and the resulting higher light–matter coupling constant. In the case of II–VI-based systems, the polariton lasing properties are typically affected by the relatively high degree of crystalline disorder in the structure. This is also the case for the sample examined in this work, where disorder in the photonic potential, introduced spontaneously on the sample growth level, provides additional light confinement in the microcavity plane. As a consequence, the reservoir of photogenerated excitons couples to discrete photonic modes, instead of a continuum of states, as would be the case in an ideal planar microcavity.

This limits fluctuations of the polariton emission energy and possible effects on the linewidth and blueshift of the emission line. Only a weak narrowing of the emission line at the polariton laser threshold was reported in our previous work devoted to lasing from photonic traps in a CdSe-based microcavity, and also in III–V microcavities. The density of polaritons in a pulsed excitation regime is much greater than in the case of cw pumping (10^13 excitons/cm^2 per excitation pulse lasting effectively 20 ps versus around 10^7 excitons/cm^2 per a corresponding period of 20 ps under cw pumping; photon to electron–hole pair conversion efficiency of 0.001 assumed). This leads to a slightly higher LPB energy in the case of pulsed pumping, due to polariton–polariton and polariton–exciton reservoir interactions.

CONCLUSIONS

We present a study of the optical properties of a ZnTe-based microcavity structure with eight embedded CdSe/(Cd,Mg)Se QWs. The sample used for the investigation shows a relatively large vacuum Rabi splitting value of 18 meV. The upper polariton branch is seen in the reflectivity and photoluminescence excitation spectra, but cannot be found directly in photoluminescence measurements. This work demonstrates that photoluminescence excitation provides an alternative method for confirming strong coupling conditions and estimating the vacuum Rabi splitting value in cases when the UPB cannot be observed using typical optical, e.g., photoluminescence or reflectivity, measurements. The presented method for the determination of the vacuum Rabi splitting value by photoluminescence excitation can be applied for polariton systems with large Rabi splitting values, such as microcavities with ZnO, GaN, dichalcogenides, or organic layers serving as an active material. The power-dependent photoluminescence measurements at low temperatures reveal polariton lasing with a relatively low threshold of 0.24 kW cm^-2.
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