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Abstract. Conformance checking techniques aim to collate observed process behavior with normative/modeled process models. The majority of existing approaches focuses on completed process executions, i.e., offline conformance checking. Recently, novel approaches have been designed to monitor ongoing processes, i.e., online conformance checking. Such techniques detect deviations of an ongoing process execution from a normative process model at the moment they occur. Thereby, countermeasures can be taken immediately to prevent a process deviation from causing further, undesired consequences. Most online approaches only allow to detect approximations of deviations. This causes the problem of falsely detected deviations, i.e., detected deviations that are actually no deviations. We have, therefore, recently introduced a novel approach to compute exact conformance checking results in an online environment. In this paper, we focus on the practical application and present a scalable, distributed implementation of the proposed online conformance checking approach. Moreover, we present two extensions to said approach to reduce its computational effort and its practical applicability. We evaluate our implementation using data sets capturing the execution of real processes.
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1 Introduction

To achieve operational excellence, accurate knowledge of the different processes executed within one’s company is of utmost importance. Today’s information systems accurately track and store the executions of said processes, i.e., event data. The field of process mining \cite{De11} deals with the analysis of such event data to increase the overall knowledge and insights about the execution of a process.

In conformance checking \cite{CM10}, the goal is to assess to what degree a given process model describes the captured event data, i.e., allowing us to assess compliance and adherence to predefined policies. Most approaches in conformance checking focus on offline techniques. Thus, historical event data is extracted and analyzed. Whereas this type of analysis is helpful to gain a better understanding
Fig. 1: Idea of online conformance checking. Events are observed over time, e.g., activity “a” was executed for process instance “c1”. Upon receiving an event, we check if the newly observed event causes a deviation w.r.t. a reference model of a process’ execution and to audit the past execution, it does not allow one to actively intervene in running process executions. Consider where we visualize the idea of process monitoring. By applying online conformance checking, we are actively able to detect and pinpoint faulty process executions and communicate such deviations to the process owner.

Work covering the notion of online conformance checking is roughly subdivided into two categories. First, techniques that indicate (non-)conformance on the basis of abstractions of the process models and/or the event data [6,8,7]. Secondly, techniques that do not work on abstractions of the input [22,21]. Clearly, abstractions help as a first indicator of (non-)compliance, however, they remain inaccurate, e.g., “wrongly detected” deviations. Whereas the techniques computing exact results enable us to detect and understand non-conformance issues more accurately. However, for practical applications one needs to resort to approximation schemes because of the computational time involved.

In previous work [21], we presented an approach for incrementally computing prefix-alignments on event streams, i.e., an exact technique to detect deviations. Moreover, we showed that the approach outperforms an existing state-of-the-art approximation technique [22]. The main focus of the previous work, however, is on the theoretical foundations. We showed that we can efficiently compute prefix-alignments on an event stream by continuing a shortest path problem based on an extended search space upon receiving a new event. In this paper, we focus on the practical application of the presented approach. Therefore, we present a scalable and distributed implementation of the approach. In addition, we present extensions that improve the calculation time of the approach to enhance its practical applicability. Finally, we demonstrate the practical applicability of our approach by applying it to event streams from real-life processes.

The remainder is structured as follows. In Section 2, we present related work. In Section 3, we present preliminaries. In Section 4, we present an implementation of the incremental prefix-alignment computation and extensions improving the practical applicability by reduced computational effort. In Section 5, we evaluate our implementation. Section 6 concludes this paper.
2 Related Work

Process mining comprises a variety of different techniques such as: process discovery, conformance checking, process enhancement and enrichment techniques. For an overview, we refer to [3]. Next, we focus on conformance checking.

Token-based replay [20] and footprint comparison [3] are one of the first techniques in the area of conformance checking. Both techniques have drawbacks described in [3]. Therefore, alignments have been introduced [4,2] that map traces onto an acceptable path of a given process model. Moreover, alignments indicate mismatches between observed and modeled behavior. The problem of finding an alignment was shown to be reducible to a shortest path problem [5].

The previously mentioned techniques are designed for offline usage. Thus, deviations can only be detected post-mortem, i.e., after the process instance has already finished. In [22] an approach was presented to monitor ongoing process executions based on event streams. Essentially, a framework was introduced that computes prefix-alignments for ongoing processes each time a new activity has been performed. Moreover, the framework includes multiple options to decrease computational effort; in return, false negatives in terms of deviation detection may arise. In [21] it was shown that prefix-alignments can be computed in an online setting by continuing a shortest path search on an extended search space upon receiving a new event. Moreover, this approach guarantees optimal prefix-alignments. Thus, false deviations w.r.t. deviation detection cannot occur.

In [8] an approach was presented that computes the conformance on event streams, too. In contrast to the prefix-alignment approaches, conformance of a process execution is computed based on behavioral patterns that describe control flow relations between activities. Furthermore, this approach is suited for partial and for already running process executions where past information on such process executions is not available. In return, it uses abstractions, i.e., behavioral patterns, of the process model and the event log that leads to a loss of expressiveness in the deviation explanation. Another approach calculates an extended transition system for a given process model in advance. Such extended transition system allows for replaying the ongoing process [6]. Costs are attached to the edges in an extended transition system, and replaying a divergent, non-compliant process instance leads to costs greater than zero.

3 Preliminaries

A multiset $B$ over a set $X$ contains an arbitrary number of each element in $X$. The set of all possible multisets over a set $X$ is denoted by $\mathcal{B}(X)$. For instance, $[x^5, y] \in \mathcal{B}\{x, y, z\}$ contains 5 times $x$, once $y$ and no $z$. A sequence $\sigma$ of length $n$ over a set $X$ assigns an element to each index in $\{1, \ldots, n\}$, i.e., $\sigma: \{1, \ldots, n\} \rightarrow X$. We let $|\sigma|$ denote the length of $\sigma$. The set of all possible sequences over a set $X$ is written as $X^*$, e.g., $\langle a, a, b \rangle \in \{a, b, c, d\}^*$. 
3.1 Event Data and Event Streams

Today’s information systems deployed in organizations capture the execution of (business) processes in great detail. These systems record the executed activity, the corresponding process instance within the activity was executed and potentially many other attributes. We refer to such data as event data.

In this paper, we assume an (infinite) event stream. Each event contains information as described above, i.e., it describes the execution of an activity within a process instance/case. In this paper, however, we are only interested in the label of the executed activity, the case-id of the corresponding process instance and the order of events. Consider Figure 2 for an example event stream.

Next, we formally define an event stream.

Definition 1 (Event; Event Stream). Let $C$ denote the universe of case identifiers and $A$ the universe of activities. An event $e$ describes the execution of an activity $a \in A$ in the context of a process instance identified by $c \in C$. An event stream $S$ is a sequence of events, i.e., $S \in (C \times A)^*$.

3.2 Process Models

Process models allow us to describe process behavior. In this paper, we focus on sound Workflow nets [1]. Workflow nets (WF-nets) are a subclass of Petri nets [18] and sound WF-nets are a subclass of WF-nets with preferred behavioral properties guaranteeing the absence of deadlocks, livelocks and other anomalies.

A Petri net $N=(P,T,F,\lambda)$ consists of a set of places $P$, transitions $T$ and arcs $F=(P \times T) \cup (T \times P)$ connecting places and transitions. Given the universe of activities $A$, the labeling function $\lambda : T \rightarrow A \cup \{\tau\}$ assigns an (possibly invisible, i.e., $\tau$) activity label to each transition. For instance, $\lambda(t_1)=a$ and $\lambda(t_2)=\tau$ (Figure 3).

Fig. 3: Example WF-net $N_1$ with visualized initial marking $M_i=[p_1]$ and final marking $M_f=[p_3]$ describing a simplified ordering process
A state of a Petri net is defined by its marking $M$ that is defined as a multiset of places, i.e., $M \in \mathcal{B}(P)$. Given a Petri net $N$ and a marking $M$, a marked net is written as $(N, M)$. We write $M_i/M_f$ to represent the initial/final marking.

For $x \in P \cup T$, we define the set of all elements having an incoming arc from $x$, i.e., $x^\bullet = \{y \in P \cup T \mid (x, y) \in F\}$. Symmetrically, we define $x^\circ = \{y \in P \cup T \mid (y, x) \in F\}$. Transitions allow for changing the state of a Petri net. Given a marking $M \in \mathcal{B}(P)$, we call a transition $t$ enabled if all incoming places contain at least one token, i.e., $\forall p \in t^\bullet (M(p) > 0)$. We write $(N, M)[t]$ if $t$ is enabled in marking $M$. An enabled transition can be fired. Such firing leads to a state change, i.e., a new marking $M' \in \mathcal{B}(P)$, where $M'(p) = M(p) + 1$ if $p \in t^\bullet \setminus t$, $M'(p) = M(p) - 1$ if $t \setminus \bullet$ and $M'(p) = M(p)$ otherwise. Given a sequence of transitions $\sigma \in T^*$, we write $(N, M)[\sigma]$ to denote that firing the transitions in $\sigma$ leads to $M'$.

A WF-net is a Petri net with a unique source place $p_i$, i.e., $p_i^\bullet = \emptyset$ and sink place $p_o$, i.e., $p_o^\circ = \emptyset$ that form the initial/final marking, i.e., $M_i = [p_i]/M_f = [p_o]$. Moreover, all transitions and places are on a path from source to sink.

### 3.3 Alignments

Alignments [4] allow to compare observed behavior with modeled behavior. Consider [Figure 4] in which we present three possible alignments for the trace $(a, b, c)$ and the WF-net $N_1$. The first row of an alignment (ignoring the skip symbol $\gg$) corresponds to the trace, and the second row corresponds to a sequence of transitions (ignoring $\gg$) leading from the initial to the final marking. Each column represents an alignment-move. We distinguish three move types. A synchronous move (gray) matches an observed activity to the execution of a transition, e.g., the first move of the first alignment [Figure 4] with $\lambda(t_1) = a$. Log moves (black) indicate that an observed activity is not re-playable in the current state of the process model. Model moves (white) indicate that the execution of a transition cannot be mapped onto an observed activity. We further differentiate invisible and visible model moves. An invisible model move consists of an invisible transition, e.g., for the first model move in the third alignment [Figure 4] $\lambda(t_2) = \tau$. Invisible model moves do not represent a deviation. In contrast, visible model move represent a deviation, e.g., the second model move of the third alignment.

Next to alignments, there is the concept of prefix-alignments, which are a relaxed version of conventional alignments. The first row of a prefix-alignment (ignoring $\gg$) also corresponds to the trace, but the second row corresponds to a sequence of transitions (ignoring $\gg$) leading from the initial marking to a marking from which the final marking can be still reached. Hence, prefix-alignments are suited to compare ongoing processes with a reference model.

In general, we aim to minimize log and visible model moves. Since multiple (prefix-)alignments exist for a given model and trace, costs are assigned to align-
increment moves. The standard cost function assigns cost 0 to synchronous and invisible model moves, and cost 1 to log and visible model moves. A (prefix-)alignment with minimal costs is called optimal. The computation of an optimal (prefix-)alignment is reducible to a shortest path problem [4]. Therefore, a synchronous product net (SPN) is created for a given trace and WF-net, e.g., as in Figure 5. For a formal definition of a SPN, we refer to [4]. Note that each transition corresponds to a (prefix-)alignment move. Figure 5b shows the corresponding SPN’s state space, on which the shortest path search is executed. Note that each edge represents an alignment move and, hence, has assigned costs. In the given example, the initial state/marking for the shortest path search is \([p_0', p_1]\) and the goal states are all states/markings containing \(p_2'.\)

4 Incremental Prefix-Alignment Computation

In this section, we initially present the main idea of incrementally computing prefix-alignments on an event stream. Next, we introduce the proposed implementation of our approach. Subsequently, we present two extensions to improve the practical applicability of the approach.

4.1 Background

The core idea of incrementally computing prefix-alignments is to continue a shortest path search on an extended search space upon receiving a new event. For each process instance, we cache its current SPN and extend it upon receiving a new event. Moreover, we store intermediate search-results and reuse them when we continue the search. Next, we briefly list the main steps of the algorithm. Assume an event stream and a reference process model as input.

1. We receive a new event. For instance, consider \((c_1, b)\) describing that the activity \(b\) was executed for the process instance identified by case-id \(c_1\).
2. We extend the SPN for process instance $c_1$ by the new activity $b$. For example, assume that we previously received the event $(c_1, a)$. Consider Figure 5a showing the extension of the SPN highlighted by dashed gray elements. Note that when extending a SPN by a new activity, new transitions are added representing a log move on the new activity and potential synchronous moves.

3. We continue the search for a shortest path on the state space of the extended SPN from previously cached intermediate search-results, i.e., states already explored/investigated.

4. We return the prefix-alignment and cache the search-results.

For a detailed overview, we refer to [21]. Next, we introduce the proposed implementation of the incremental prefix-alignment computation approach.

### 4.2 Implementation

In this section, we present a horizontally scalable and fault-tolerant online conformance checking application based on Apache Kafka [15]. In the following, we explain the system’s architecture using Figure 6.

Apache Kafka is a distributed log processing/streaming system that is designed for handling high throughput of event data while maintaining low latency. Kafka implements the publish/subscribe pattern [14]. The key property of a publisher is that the messages are not directed to a specific subscriber. Instead, a middleware-component stores the produced messages and categorizes
them according to given criteria. Independent of the publishers, subscribers can process published messages. In our implementation, Kafka acts as the middleware component for event storage and offers APIs for publishing event data and subscribing to it. In Kafka’s terminology, producers correspond to publishers and consumers to subscribers. A producer, in our case a single event stream, sends a message to one of potentially many Kafka Brokers. Brokers, which are usually distributed over several physical nodes, form a Kafka cluster. In Figure 6, we depict a Kafka cluster with three brokers.

Kafka stores messages, i.e., the events capturing the execution of process instances, in topics. To avoid a broker holding all messages, which is impossible in some cases, topics can be split into any number of partitions. In our implementation, the events from the event stream are published to the event-topic. The structure of this topic is depicted in Figure 6 within the dashed box in the Kafka Cluster. Further, we assume that the topic is divided into three partitions. Partitions are visualized as arrays where each cell contains a message, i.e., an event containing a case-id and an activity label. The first tuple entry refers to a case identifier of a process instance which is also the key of the message. The second entry is the payload consisting of the activity label. Kafka’s default partitioning strategy ensures that messages with the same key are written to the same partition. Hence, events belonging to the same case are routed to the same partition. Moreover, it is shown that the topic called event-topic is replicated once. Thus, there are a total of six partitions, which are evenly distributed among the brokers (indicated by boxes labeled with P1-P3).

Kafka achieves horizontal scalability through consumers, who read messages according to their order in the corresponding partition. When a consumer group subscribes to a topic, Kafka assigns each partition to a member in the group s.t. each partition is processed by exactly one consumer. Thus, the various consumers can process a topic in parallel. Hence, the maximum degree of parallelism of an application is determined by the number of partitions of a topic. Consequently, the way to scale a system that uses Kafka is to simply add more consumers to a group and increase the number of partitions.

Kafka Streams is a client library used to build services that stream data from Kafka topics. Consider the three instances of the prefix-alignment-service in Figure 6. Each instance calculates prefix-alignments for the process instances whose events are written to the assigned partitions. Since the event-topic is divided into three partitions, each partition is assigned to one instance.

4.3 Direct Synchronizing

In this section, we introduce an extension of the proposed implementation to improve the calculation time. In particular, we explain how we can skip shortest path searches in cases where we can immediately return the shortest path on an extended search space upon receiving a new event.

The idea of direct synchronizing is to skip shortest path searches in cases where we can simply extend the previous calculated prefix-alignment by a synchronous move on the newly observed activity. Hence, we execute the first and
second step as described in Section 4.1. Next, we check if we can add a synchronous move without executing a shortest path search. We depict this check in Algorithm 1.

Algorithm 1: Direct synchronizing

```plaintext
input: N=(P,T,F,λ) // reference process model, i.e., a sound WF-net
σ=σ'·⟨a⟩∈A* with a∈A // extended trace
γ∈((A∪{≫})×(T∪{≫}))* // previous prefix-alignment for σ' and N
begin
1 S=(P_S,T_S,F_S,λ_S) with Mi←create/extend SPN for N and σ;
2 σ_γ←extract sequence of transitions from T_S corresponding to γ;
3 let M' s.t. (S,M_i) →_{σ_γ} (S,M');
4 for (t',t)∈T_S do // iterate over transitions from SPN S
5   if (S,M')(((t',t)) ∧ λ_S((t',t))=(a,a)) then // transition (t',t) is enabled and represents a synchronous move on the new activity a
6     return γ·⟨(a,(t',t))⟩; // append sync. move to prefix-alignment
7 apply standard approach; // direct synchronizing is not possible

As input we assume a reference process model N, the extended trace σ where σ' represents the previous trace for the corresponding case, and the previously calculated prefix-alignment γ of the trace σ' and N. First, we create/extend the SPN for the extended trace and the reference process model (line 1). Next, we translate the previous prefix-alignment γ to a sequence of transitions in the SPN S (line 2). Note that this is always possible because every (prefix-)alignment corresponds to a sequence of transitions in the corresponding SPN. Moreover, since we always extend the SPN upon receiving a new event, such sequence in the extended SPN exists that corresponds to γ. Given the sequence of transitions σ_γ, we determine the state M' where the previous search stopped (line 3). Next, we check if we can directly execute a transition representing a synchronous move for the new activity a in this state (line 5). If true, we simply extend the previous prefix-alignment by a synchronous move and return (line 6). Otherwise, we apply the standard approach, i.e., the third and fourth step described in Section 4.1.

The main reason why it is beneficial to do the presented pre-check before actually continuing the shortest path search is to avoid heuristic recalculations. Such heuristic function is part of the used heuristic search algorithm to increase search efficiency and estimates for each state the costs to reach a goal state. Since the search space gets extended, and also the goal states are different in each incremental search, such heuristic recalculations are needed for each incremental search. As shown in [21], heuristic recalculations involve a high calculation effort. Thus, avoiding trivial shortest path searches can potentially speed up the prefix-alignment calculation.
```
Table 1: Conceptual idea of prefix-caching

| processed events | cached prefixes |
|------------------|-----------------|
| ((c_1, a), (c_2, a)) | (a) |
| ((c_1, a), (c_2, b)) | (a) |
| ((c_1, a), (c_2, a), (c_1, b)) | (a, b) |

Fig. 7: Overview of prefix-caching within our proposed implementation

4.4 Prefix Caching

In this section, we introduce prefix-caching for the incremental prefix-alignment approach. In an online environment, where multiple process instances of the same process are running, it is likely that the sequences of activities performed is similar to some degree. Thus, one wants to avoid recalculating prefix-alignments for event sequences that were already observed in the past. By applying prefix-caching, we avoid solving identical shortest path problem multiple times for process instances that share a certain prefix.

For instance, assume the event stream \(\langle (c_1, a), (c_2, a), (c_2, b), (c_1, b), \ldots \rangle\). Consider Table 1 where we show the cached prefixes while processing the sample event stream. Per cached prefix we save intermediate search results representing the current state of the search, i.e., already explored states from the search space. Moreover, we save the SPN and the prefix-alignment per cached prefix. Hence, we are either able to immediately return the prefix-alignment if we have calculated it already for a given prefix or to continue the search. In the given example Table 1, we can skip two shortest path problems and return immediately a prefix-alignment, i.e., upon receiving the event \((c_2, a)\) and \((c_1, b)\).

In Figure 7, we depict the prefix caching approach integrated within the proposed implementation. Assume a new event \((c_1, d)\) arrives. First, we fetch the prefix observed so far for case \(c_1\) and extend it by the new activity \(d\). Note that the aggregate contains all information stored for a given case. Next, we check the prefix-cache if we have processed the given prefix before. If this is
the case, we have a cache hit. Hence, we update the SPN, the already explored search space and the prefix-alignment in the aggregate of the given case $c_1$. Thus, we immediately return a prefix-alignment and do not solve a shortest path problem. If we have a cache miss, we apply the standard approach, i.e., we fetch the SPN, extend it by the new activity and continue the shortest path search from the already explored search space (Section 4.1). At this stage, we can also optionally use the direct synchronizing approach presented in Section 4.3 by first checking if we can directly append a synchronous move to the previous prefix-alignment. Finally, we update the aggregate of the case and return a prefix-alignment. Moreover, we send the new observed prefix to the prefix cache.

Since available memory is finite, the size of the cache has to be limited. Consequently, a cached prefix has to be replaced when a new prefix is written to the cache that has already reached its maximum capacity. For instance, popular cache replacement algorithms are: least recently used (LRU), most recently used (MRU) and least frequently used (LFU) [19]. Many extensions to these general strategies have been proposed that address problems such as large memory consumption for metadata. One example is the strategy TinyLFU [13]. In summary, the strategy evaluates for a new cache candidate whether it should be added to the cache at the expense of deleting an already cached candidate. For the prefix caching we use an in-process TinyLFU cache for each node in the cluster. Thus, for each node in the Kafka cluster, an independent cache is maintained.

Alternatively, a distributed cache can be used. However, this requires that the prefix-alignments, including the whole search status, have to be serialized and transported over the network. This introduces a significant overhead due to network latency and high computational cost for serialization.

5 Experimental Evaluation

In this section, we present an experimental evaluation of the proposed implementation and the two presented extensions. First, we describe the experimental setup. Subsequently, we discuss the results.
Table 2: Specifications of the hardware used in the experimental setup

| Node | Memory    | CPU                      |
|------|-----------|--------------------------|
| 1-2  | 128 GB RAM| 2x Xeon 5115 Gold @ 2.40 GHz base |
| 3-5  | 512 GB RAM| 2x Xeon 5115 Gold @ 2.40 GHz base |

Fig. 9: Average computation time (ms) per trace

5.1 Experimental Setup

In the conducted experiments, we use publicly available, real-life event logs [12,10,11,17]. From the event logs, we generate an event stream by emitting the events according to their timestamps. Since the used event logs cover a large time span, we apply time-compression as visualized in Figure 8. Moreover, we discovered a reference model for each event log with the Inductive Miner [16]. We conducted experiments for the two presented extensions presented in Section 4:

1. **PL**: plain version (Section 4.1 and Section 4.2)
2. **DS**: extension direct synchronizing (Section 4.3)
3. **CA**: extension prefix caching (Section 4.4)
4. **DSC**: both extensions, i.e., direct synchronizing and prefix caching

We use a five node Kafka cluster with each broker running on a separate physical machine. Consider Table 2 for detailed specifications. In cases where we use prefix-caching, we set the cache size to 100 prefixes per instance.

5.2 Results

Consider Figure 9 showing the average computation time per trace for the four different versions. For all tested event logs, we observe that applying the two proposed extensions, i.e., DSC, leads to a significant speed-up of the calculation compared to the original PL version. Moreover, we observe synergetic effects of both proposed extensions, i.e., DS and CA compared to DSC, for all logs except for BPI Ch. 2017. Interestingly, we observe that for the BPI Ch. 2017 log, the extension DS performs worse than PL. This can be explained by the fact that for this event log, direct synchronization could be applied only in a few cases. Hence, the additional check, i.e., line 16 in Algorithm 1, is causing the higher computation time. However, for the other tested event logs, both extensions significantly reduce the calculation time.
In Figure 10, we show the distribution of the consumer lag for the four variants. We observe that the extensions, especially DSC including both extensions, lead to a significant improvement of the consumer lag, i.e., number of queued states for consumption (reconsider Figure 10). Note that we replay the log in only 10 minutes whereas the original log spans 890 days, i.e., the time difference between the earliest and latest event in the event log. Regarding the consumer lag distribution, we observe similar results for the other tested event logs.

In Figures 11-14 we depict the flow of messages in and messages consumed for the different event logs. Per event log, we compare the PL version, which serves as a baseline, and the DSC version, which includes both proposed extensions. In general, we observe that the flow of messages in, i.e., incoming events from the stream, and the flow of messages consumed, i.e., processed events, overlaps much more for the DSC version compared to the PL version. Hence, the consumer lag of the DSC version is significantly lower compared to the PL version. This shows that the two proposed extensions significantly reduce the computational effort.

6 Conclusion

In this paper, we presented an implementation for scalable online conformance checking based on incremental prefix-alignment calculation. The proposed implementation is based on Apache Kafka, a streaming platform that is widely used within industry. Therefore, the paper offers an important basis for the industrial application of online conformance checking techniques. Moreover, we presented two extensions that significantly reduce the computational effort. Our conducted experiments show that the proposed implementation combined with the presented extensions is capable to efficiently process real-life event streams.

Open questions that need to be addressed in future work include the problem of deciding when a process instance/case is considered to be complete. This decision is necessary because we will eventually be required to delete aggregates, i.e. the current search state stored for each process instances (Figure 7), due to limited memory resources of the cluster. However, this is a general problem within the area of online process mining and, hence, outside the scope of this paper.
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Fig. 11: *Messages in vs. messages consumed* for RT event log
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Fig. 12: *Messages in vs. messages consumed* for BPI Ch. 2019 event log
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Fig. 13: *Messages in vs. messages consumed* for BPI Ch. 2020 event log
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Fig. 14: *Messages in vs. messages consumed* for BPI Ch. 2017 event log