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Abstract
We leverage pre-trained language models to solve the task of complex NER for two low-resource languages: Chinese and Spanish. We use the technique of Whole Word Masking (WWM) to boost the performance of masked language modeling objective on large and unsupervised corpora. We experiment with multiple neural network architectures, incorporating CRF, BiLSTMs, and Linear Classifiers on top of a fine-tuned BERT layer. All our models outperform the baseline by a significant margin and our best performing model obtains a competitive position on the evaluation leaderboard for the blind test set.

1 Introduction
The Named Entity Recognition (NER) task aims to identify the named entities in an input sequence and categorize them into certain predefined categories or class labels. The task of NER can be further broken down into two subtasks: 1) identification of the entity span and 2) classification of the identified entity span into predefined class labels. For example, in the sentence: New York City is the most densely populated major city in the United States., New York City is a named entity of type LOCATION with an entity span of 3 tokens.

The most popular NER task in the English language is CoNLL (Baeveski et al., 2019), which is widely used as a benchmark for most NER models. Multiple models have been able to obtain sufficiently high performances in this task setting (Wang et al., 2021a; Zhou and Chen, 2021; Luoma and Pyysalo, 2020; Schweter and Akbik, 2020; Ye et al., 2021; Yamada et al., 2020; Wang et al., 2021b). The CoNLL training set consists of 14,987 train sentences, which comprise 203,621 tokens in total for English data. The entity space consists of 4 different types of entity type labels (locations, persons, organizations, and miscellaneous) to classify each named token. The English data was taken from the Reuters Corpus, which comprises of Reuters News Stories for one year. The training data source, and by extension the labeled named entities, comprises of majorly popular entities found in the general English textual content prevalent in the media. Hence, these entities were easier to classify into the correct classes due to the large prevalence of training data. With the use of pre-trained transformer-based language models, which are already trained on a large unlabelled corpus of English text, this task became even less challenging, as the nature of textual structure in these corpora largely overlap with that of CoNLL.

However, this task becomes challenging in practical settings where a multitude of varieties of named entities is possible. Many of these entities, like Creative Works (CW) and Products (PROD) have complex and ambiguous textual structural content. Such complex named entities rarely appear even in the large training data sets, and the length and structure of the named entities keep changing.

We investigate the task of complex, semantically ambiguous, and low-resource NER (Malmasi et al., 2022b). This task is based on the complex NER, search query and code-mixing NER challenges introduced by Meng et al. (2021) and Fetahu et al. (2021). The shared task of MultiCoNER (stands for multilingual complex NER) adds additional challenge by introducing rarer label types (like Creative Work, Product, etc.).

Another way to increase the difficulty of NER task is to perform it for low-resource languages. There is a significant dearth of both labeled and unlabelled data for such languages. The complexity is further enhanced by using rarer entity types in such languages. Therefore, the scarcity of training data, along with the rarity of entity types, makes it difficult for the models to perform better in the low-resource setting. The shared task of MultiCoNER introduces datasets in multiple low-resource lan-
We leverage large pre-trained language models trained on low-resource language corpora to obtain competitive performances in the low-resource and complex NER setting. We show that simpler architectures successfully outperform other heavier counterparts. We use standard BERT+CRF-based models to obtain high performances in the evaluation set. We experiment on two low-resource datasets: Spanish and Chinese. The code is available at https://github.com/AmitPandey-Research/Complex_NER

We compare multiple architectures on the test and validation set of the shared task. The organisers provide a baseline of XLM-RoBERTa model (Conneau et al., 2019) finetuned on the training dataset of the specified language for the given task. In this paper, we treat the finetuned XLM-RoBERTa as baseline (two separate models are trained for Spanish and Chinese language) and compare the performances against our models. All our models beat the baseline by a significant margin. We describe the prior research work done with respect to both general and low-resource NER tasks in Section 2. We provide the formal task description in Section 3, the dataset details in Section 4, the method and the model architecture in Section 5. We provide details about the experimental implementation in Section 6. We discuss the results obtained and error analysis in Sections 7 and 8 respectively, and finally, we conclude the paper in Section 9.

2 Related Work

The task of low-resource NER has been investigated before by multiple researchers. This line of research focuses mainly on leveraging the cross-lingual contextual information obtained from low-resource languages. (Feng et al., 2018) use cross-lingual knowledge transfer to train the NER model for the low-resource target language. (Xie et al., 2018) use bilingual dictionaries to tackle the task of low-resource NER. (Rahimi et al., 2019b) proposes a Bayesian graphical model approach to improve performance on NER tasks.

NER models often use gazetteers (list of named entities) to improve performance in NER tasks. (Rijhwani et al., 2020) creates soft-gazetteers for low-resource languages, leveraging English Knowledge Bases. (Bari et al., 2019) focuses on an unsupervised approach for NER for to circumvent the label scarcity problem in low-resource languages. (Rahimi et al., 2019a) leverages multilingual transfer learning from multiple languages for low-resource NER tasks. (Hedderich et al., 2021) uses distant supervision in the low-resource setting for NER.

There are multiple approaches that have been undertaken in the recent past to improve the state-of-the-art in NER tasks. (Wang et al., 2020) uses concatenation of embeddings to outperform the state-of-the-art in NER tasks, as they infer that concatenation of embeddings leads to a better word representation. Their method automates the process of finding meaningful embeddings to concatenate for improved performance. (Zhou and Chen, 2021) propose a co-regularization framework for entity extraction comprising of multiple models with different architectures but different parameter initializations. This helps to tackle overfitting of large neural network-based models on low-resource training data for NER. (Schweter and Akbik, 2020) use document-level features to improve information extraction on entity-centric tasks.

NER and Relation Extraction are the core information extraction tasks in NLP. (Ye et al., 2021) models this as a span-pair classification problem, and they further improve the pair representations by considering the dependencies between the spans (pairs) by strategically packing the markers in the encoder. (Yamada et al., 2020) proposes a novel entity-aware self-attention framework for transformer based models for NER. (Wang et al., 2021b) extracts document-level context for sentences for which document information is absent. They treat the sentence as a query and use a search engine to extract the document level contextual information. (Luoma and Pyysalo, 2020) uses multiple neighbouring sentences as the contextual information for NER.

Pre-trained Language Models for NER: Ever since the introduction of BERT (Devlin et al., 2019), transformer based pre-trained language models have effectively utilized transfer learning for downstream NLP tasks. NER has been traditionally modeled as a sequence labeling problem. (Huang et al., 2015) proposed a Bidirectional LSTM with a CRF layer on top for classifying tokens as entities. (Jadhav, 2020) use a pretrained BERT model with a CRF layer on top for performing NER on the DailyHunt news dataset. We use a BERT-based model with a CRF layer on top and achieve competitive performance on low-resource languages.
NER tasks on multiple languages, beating the baseline by a significant margin in each case.

3 Task Description

In this task, we attempt complex NER for two low-resource languages: Spanish and Chinese. This task presents additional challenges in the form of test instances consisting of short search queries and low-context sentences. For this task, the systems had to identify the B-I-O format (Ramshaw and Marcus, 1999) (short for beginning, inside, outside) tags for six NER entity type labels: 1) Person, 2) Product, 3) Location, 4) Group, 5) Corporation, and 6) Creative Work. The description of these labels is shown in Table 1.

4 Dataset

The MultiCoNER dataset (Malmasi et al., 2022a) consists of multiple low-resource languages. We consider Chinese and Spanish languages in this paper. For the monolingual track, the participants have to train a model that works for a single language. We fine-tune the language model on the train set to obtain predictions on dev and test set. The labels from the blind test set are not disclosed. The dataset follows a BIO tagging scheme and there are 6 entity types in the label space. The statistics for the Chinese and Spanish datasets in the monolingual track for the train and dev set are provided in Table 2. The total number of test instances for both Spanish and Chinese languages exceed 150,000.

| # sentences | Train | Dev |
|-------------|-------|-----|
|              | 15300 | 800 |

Table 2: Total sentences in Chinese and Spanish monolingual track

5 System Overview

At first, we pre-train the BERT language model on unlabelled corpora for the target low-resource language. For Chinese, we use the strategy outlined by (Cui et al., 2020). BERT uses the WordPiece tokenizer (Wu et al., 2016) to split tokens into smaller fragments. It is easier for the masked language model to predict these masked fragments. However, for the Chinese textual texture, the Chinese characters are not formed by alphabet-like symbols, so the WordPiece tokenizer is unable to split the words into small fragments. Hence, we use the Chinese Word Segmentation (CWS) tool to split the text into separate words and then use Whole Word Masking (WWM) strategy for the masked language model objective. In comparison to masking small fragments, this Whole Word Masking strategy makes it harder for the model to predict whole masked words, leading to more robustness.

For the Spanish variant, we adopt the strategy outlined by Cañete et al. (2020). Similar to (Cui et al., 2020), they use the strategy of whole word masking for pre-training BERT language model on unlabelled Spanish corpus.

We adopt the strategy of finetuning these pre-trained BERT models on the downstream NER task for each language.

5.1 BERT+CRF

Conditional random fields (CRFs) are statistical modeling methods used for pattern recognition. They are better suited for tasks such as Part-of-Speech (POS) tagging and NER compared to classifiers based on softmax normalization. Classifiers based on softmax normalization assume the likelihood of the labels to be conditionally independent, and this causes label bias. CRF alleviates this issue of label bias by capturing inter-token dependencies in a graphical model and learning transition scores in addition to the hidden states. In our model, we use linear-chain CRF. In linear CRFs, prediction for each token is dependent only on its immediate neighbors. As shown in equation 2, CRF tries to maximize the ratio of the probability of an optimal sequence of labels to the probability sum of all the possible sequences of labels. Since CRF focuses on the sequence of labels, it can avoid errors like B-PER followed by an I-PROD. Therefore, based on emission scores provided by BERT layer, we calculate the log-likelihood of a sequence of labels. Now we explain the steps involved BERT+CRF

---

Table 1: Entity types in the label space

| Label | Description |
|-------|-------------|
| PER   | Person      |
| LOC   | Location    |
| GRP   | Group       |
| CORP  | Corporation |
| PROD  | Product     |
| CW    | Creative Work |

---
architecture that is shown in Figure 1.

Firstly, we obtain token-level dense representations using a fine-tuned BERT-based embedding layer. For an input sequence of tokens \( w = (w_1, w_2, w_3, ..., w_n) \), we obtain the \( i \)th token representation \( x_i \) of dimension \( d \), where \( d \) is the dimension of BERT embeddings. The token embedding \( x_i \) is passed to a dense linear layer to transform the representation from \( d \) to \( k \) dimensional space (emission score), where \( k \) is the number of labels. We calculate emission scores for all the tokens of the given sequence. We then pass these emission scores to the CRF layer to obtain the probability for a sequence of labels. The emission scores, obtained from the previous layer as \( P \in R^{n \times k} \), are passed to the CRF layer whose parameters are \( A \in R^{k+2 \times k+2} \). Element \( A_{ij} \) denotes the transition score from the \( i \)th to the \( j \)th label. 2 additional states are added to the start and end of the sequence. For a series of tokens \( w = (w_1, w_2, w_3, ..., w_n) \) we obtain a series of predictions \( y = (y_1, y_2, y_3, ..., y_n) \).

As described in (Lample et al., 2016), the score of the entire sequence is defined as:

\[
s(w, y) = \sum_{i=0}^{n} A_{y_i y_{i+1}} + \sum_{i=1}^{n} P_{i y_i} \quad (1)
\]

The model is trained to maximise the log probability of the correct label sequence:

\[
\log(p(y|w)) = s(w, y) - \log(\sum_{\tilde{y} \in Y_w} e^{s(w, \tilde{y})}) \quad (2)
\]

where \( Y_w \) are all possible label sequences.

### 5.2 BERT+BiLSTM+CRF

We obtain token-level contextual dense representations (BERT embeddings) using fine-tuned BERT layer. These embeddings are then passed to a BiLSTM layer which further extracts bidirectional information from the given sequence of vectors. The information is encoded in the hidden-state representations of the BiLSTM. We pass these hidden states to the CRF layer to obtain the likelihood of a sequence of labels. We use the pre-trained language model to map the tokens in each input sentence to a dense embedding representation. The BERT-based dense embeddings are passed to the BiLSTM-CRF layer, which is used to obtain the predicted label for each token in the entire sequence. More formally, for a sequence of tokens \( w = (w_1, w_2, w_3, ..., w_n) \), we obtain the \( i \)th token representation \( x_i \) of dimension \( d \), which is the dimension of the dense vector representations of the BERT-based embeddings obtained from the pre-trained language model. The sequence of token embeddings is taken as an input to the BiLSTM in each time step, and the forward hidden states \( h_f = (h_1, h_2, h_3, ..., h_n) \) and the backward hidden states \( h_b = (h_1, h_2, h_3, ..., h_n) \) are concatenated to form the combined hidden state representation \( h = [h_f, h_b] \). The combined hidden state representation \( h \in R^{2n \times m} \), where \( m \) is the total dimension of BiLSTM, is transformed to a \( k \) dimensional space using a linear layer, where \( k \) is the total number of labels. Finally, the CRF layer outputs predicted sequence of labels.

### 5.3 BERT+Linear

This is the simplest architecture based on fine-tuned BERT layer. The input token sequence is mapped to a vector space of \( d \) dimension using a pre-trained BERT layer. These embeddings are then passed to a classifier that consists of two Fully Connected (FC) layers followed by a softmax normalization function. The classifier maps the \( d \) dimensional BERT embeddings to \( k \) dimensions, where \( k \) is the number of labels. These \( k \) dimensional vectors generated by the fully connected layers are softmaxed to provide a probability distribution across all labels.

### 6 Implementation Details

We implement all our transformer based models using Pytorch and Huggingface library. The Chinese language model with the Whole Word Masking (WWM) objective is trained on the Chinese Wikipedia unlabelled text corpus. We use the same training corpus of 3 billion unannotated Spanish tokens as Cañete et al. (2020) to pre-train the BERT.
language model on Spanish data. We implement 3 models: BERT+CRF, BERT+BiLSTM+CRF, and BERT+Linear, for our low resource NER task setting. We run our experiments between 1-100 epochs. We find that the best results are obtained at 10 epochs of training for each model after which the model starts to overfit. We use a dropout from 0.2 to 0.5 for all models. We employ Adam optimizer with default parameters for all experiments. We also experiment with a cyclic learning rate between $10^{-4}$ to $10^{-6}$ to avoid getting stuck in local minima. The size of each of the FC layers in the BERT+Linear model is 512. We validate the results of all models using our validation dataset. The hidden layer size of BiLSTM used in the BERT+BiLSTM+CRF model is 256.

### 7 Results

We compare the performances of all models in the low-resource setting for both Chinese and Spanish languages. From tables 3 and 4 we observe that the BERT+CRF model performs the best across both languages on validation set. We choose the best performing model to evaluate our results on the blind test set. The baseline model chosen by the organisers of this task is XLM-RoBERTa (Conneau et al., 2019)(base model). It is pre-trained on 2.5TB of filtered CommonCrawl data containing 100 languages (Conneau et al., 2019). Our approach beats the baseline by a significant margin and outperforms multiple models in the competition. We present the precision, recall and F1 scores for all 3 models in the Tables 3 and 4 for Spanish and Chinese language respectively. We also compare the results between the baseline and our models for the validation dataset in the Tables 5 and 6.

For the Spanish language, we observe that the BERT+CRF (0.8117 F1 score) beats BERT+Linear (0.8096 F1 score) by a slender margin. This can be attributed to the addition of the CRF layer, which exploits inter-token dependencies. The BERT+BiLSTM+CRF model is much heavier with a larger number of parameters and overfits the training dataset due to the smaller number of training instances.

For the Chinese language, we observe that both the BERT+CRF (0.8564 F1 score) and BERT+BiLSTM+CRF (0.8558 F1 score) beat BERT+Linear (0.846 F1 score).

Our models outperform the baseline for both the languages. Our best performing model BERT+CRF beats the baseline F1 score by around 5% for Spanish and by around 10% for Chinese.

The details of the performance of the

---

### Table 3: Results of our models on validation dataset for Spanish language

| Class Label | BERT+CRF | BERT+BiLSTM+CRF | BERT+Linear |
|-------------|----------|-----------------|-------------|
| LOC         | 0.8368   | 0.8577          | 0.8194      |
| PER         | 0.9065   | 0.9102          | 0.8933      |
| PROD        | 0.6970   | 0.7372          | 0.6864      |
| GRP         | 0.7952   | 0.7774          | 0.8061      |
| CW          | 0.7965   | 0.7385          | 0.8107      |
| CORP        | 0.8657   | 0.8088          | 0.8529      |
| Average     | 0.8163   | 0.8079          | 0.8115      |

Table 4: Results of our models on validation dataset for Chinese language

| Class Label | BERT+CRF | BERT+BiLSTM+CRF | BERT+Linear |
|-------------|----------|-----------------|-------------|
| LOC         | 0.9465   | 0.9415          | 0.9186      |
| PER         | 0.8497   | 0.9208          | 0.8955      |
| PROD        | 0.8867   | 0.8582          | 0.8593      |
| GRP         | 0.7500   | 0.7083          | 0.6923      |
| CW          | 0.8265   | 0.8370          | 0.8370      |
| CORP        | 0.8615   | 0.8831          | 0.8698      |
| Average     | 0.8610   | 0.8476          | 0.8485      |
Table 5: Comparison of models’ performances with baseline on validation dataset for Spanish language

| Model                  | Prec  | Rec  | F1    |
|------------------------|-------|------|-------|
| Baseline System        | 0.764 | 0.763| 0.767 |
| BERT + Linear          | 0.811 | 0.809| 0.809 |
| BERT+BiLSTM+CRF        | 0.807 | 0.799| 0.803 |
| BERT + CRF             | 0.816 | 0.808| 0.811 |

Table 6: Comparison of models’ performances with baseline on validation dataset for Chinese language

| Model                  | Prec  | Rec  | F1    |
|------------------------|-------|------|-------|
| Baseline System        | 0.758 | 0.762| 0.755 |
| BERT + Linear          | 0.848 | 0.843| 0.846 |
| BERT+BiLSTM+CRF        | 0.866 | 0.847| 0.855 |
| BERT+CRF               | 0.861 | 0.852| 0.856 |

Table 7: Performance of Spanish model on test dataset

| Class Label | Prec  | Rec  | F1    |
|-------------|-------|------|-------|
| LOC         | 0.5768| 0.6571| 0.6144|
| PER         | 0.7641| 0.7739| 0.7690|
| PROD        | 0.6292| 0.5141| 0.5659|
| GRP         | 0.5727| 0.5560| 0.5642|
| CW          | 0.5331| 0.5257| 0.5294|
| CORP        | 0.6605| 0.6005| 0.6291|
| **Average** | 0.6227| 0.6046| 0.6120|

Table 8: Performance of Chinese model on test dataset

| Class Label | Prec  | Rec  | F1    |
|-------------|-------|------|-------|
| LOC         | 0.6930| 0.7955| 0.7407|
| PER         | 0.7952| 0.6377| 0.7078|
| PROD        | 0.6853| 0.7232| 0.7038|
| GRP         | 0.7254| 0.4608| 0.5636|
| CW          | 0.5520| 0.6798| 0.6093|
| CORP        | 0.6526| 0.7361| 0.6918|
| **Average** | 0.6839| 0.6722| 0.6695|

BERT+CRF model in the evaluation phase are shown in Table 7 for the Spanish language and the Table 8 for the Chinese language. We observe a drop in performance on the test dataset compared to the performance on the validation dataset. The model scores 0.6120 F1 for Spanish and 0.6695 F1 for the Chinese language.

8 Error Analysis

We perform error analysis on all 3 different models. We qualitatively analyze the predictions on the validation dataset for both languages. As the final evaluation test set in blind, we are unable to perform analysis on the same. We find that the labels GRP (Group), PROD (Product), and CW (Creative Work) are the most inaccurately predicted labels for the Spanish models. This conforms to our hypothesis that the long-tailed nature of these entities (which means the frequency of occurrence of such entity types in the general literature of the target language is rare). Hence, the model has the most difficulty in recognizing these entities from the contextual sentences. The other label types are more common and were present in the CoNLL dataset as well. We also notice that the BERT+Linear does marginally better than BERT+CRF on predicting such labels (for the Spanish language), despite it not being the best performing model overall. This can be attributed to it being a lighter model, imparting it the capability of generalizing better while training on a relatively lower amount of training instances. BERT+CRF benefits from having CRF along with the lower number of parameters compared to the BERT+BiLSTM+CRF model. This results in it having a better performance compared to both the other models. The drop in the performance of the model on the blind test dataset can be attributed to the model not generalizing well to handle instances of questions and short search queries in the additional test set.

9 Conclusion and Future Work

We have introduced strong improvements over the baseline for the shared task of complex NER for low resource languages. We leverage the Whole Word Masking objective to obtain a better performance in this low-resource setting. We perform extensive experiments and find that simple BERT-CRF based models perform strongly against other heavier models even in such low resource semantically ambiguous setting as evident by the final evaluation rankings. We find this approach to give a higher performance as it is able to utilize the contextual information from a sequence of tokens and learn inter-token dependencies to accurately predict the named entity labels. We also conduct qualitative error analysis and describe our findings. For future work, we aim to leverage these findings to circumvent the label scarcity problem in other low-resource languages and code mixed data.
10 Acknowledgment

We thank the SemEval team, the task organizers, and other participants of this shared task.

References

Alexei Baevski, Sergey Edunov, Yinhan Liu, Luke Zettlemoyer, and Michael Auli. 2019. Cloze-driven pretraining of self-attention networks. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), pages 5360–5369, Hong Kong, China. Association for Computational Linguistics.

M. Saiful Bari, Shafiq R. Joty, and Prathyusha Jwalaapuram. 2019. Zero-resource cross-lingual named entity recognition. CoRR, abs/1911.09812.

José Cañete, Gabriel Chaperon, Rodrigo Fuentes, Jou-Hui Ho, Hojin Kang, and Jorge Pérez. 2020. Spanish pre-trained bert model and evaluation data. In PML4DC at ICLR 2020.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal, Vishrav Chaudhary, Guillaume Wenzek, Francisco Guzmán, Edouard Grave, Myle Ott, Luke Zettlemoyer, and Veselin Stoyanov. 2019. Unsupervised cross-lingual representation learning at scale. CoRR, abs/1911.02116.

Yiming Cui, Wanxiang Che, Ting Liu, Bing Qin, Shijin Wang, and Guoping Hu. 2020. Revisiting pre-trained models for Chinese natural language processing. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing: Findings, pages 657–668, Online. Association for Computational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. Bert: Pre-training of deep bidirectional transformers for language understanding. In Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers), pages 4171–4186, Minneapolis, Minnesota. Association for Computational Linguistics.

Xiaocheng Feng, Xiachong Feng, Bing Qin, Zhangyin Feng, and Ting Liu. 2018. Improving low resource named entity recognition using cross-lingual knowledge transfer. In Proceedings of the 27th International Joint Conference on Artificial Intelligence, IJCAI’18, page 4071–4077. AAAI Press.

Besnik Fetahu, Anjie Fang, Oleg Rokhlenko, and Shervin Malmasi. 2021. Gazetteer Enhanced Named Entity Recognition for Code-Mixed Web Queries. In Proceedings of the 44th International ACM SIGIR Conference on Research and Development in Information Retrieval, pages 1677–1681.

Michael A. Hedderich, Lukas Lange, and Dietrich Klakow. 2021. ANEA: distant supervision for low-resource named entity recognition. CoRR, abs/2102.13129.

Zhiheng Huang, Wei Xu, and Kai Yu. 2015. Bidirectional LSTM-CRF models for sequence tagging. CoRR, abs/1508.01991.

Swapnil Ashok Jadhav. 2020. Detecting potential topics in news using bert, CRF and wikipedia. CoRR, abs/2002.11402.

Guillaume Lample, Miguel Ballesteros, Sandeep Subramanian, Kazuya Kawakami, and Chris Dyer. 2016. Neural architectures for named entity recognition. In Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pages 260–270, San Diego, California. Association for Computational Linguistics.

Jouni Luoma and Sampo Pyysalo. 2020. Exploring cross-sentence contexts for named entity recognition with BERT. In Proceedings of the 28th International Conference on Computational Linguistics, pages 904–914, Barcelona, Spain (Online). International Committee on Computational Linguistics.

Shervin Malmasi, Anjie Fang, Besnik Fetahu, Sudipta Kar, and Oleg Rokhlenko. 2022a. MultiCoNER: a Large-scale Multilingual dataset for Complex Named Entity Recognition.

Shervin Malmasi, Anjie Fang, Besnik Fetahu, Sudipta Kar, and Oleg Rokhlenko. 2022b. SemEval-2022 Task 11: Multilingual Complex Named Entity Recognition (MultiCoNER). In Proceedings of the 16th International Workshop on Semantic Evaluation (SemEval-2022). Association for Computational Linguistics.

Tao Meng, Anjie Fang, Oleg Rokhlenko, and Shervin Malmasi. 2021. GEMNET: Effective gated gazetteer representations for recognizing complex entities in low-context input. In Proceedings of the 2021 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pages 1499–1512.

Afshin Rahimi, Yuan Li, and Trevor Cohn. 2019a. Massively multilingual transfer for NER. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics, pages 151–164, Florence, Italy. Association for Computational Linguistics.

Afshin Rahimi, Yuan Li, and Trevor Cohn. 2019b. Multilingual ner transfer for low-resource languages. ArXiv, abs/1902.00193.

Lance A Ramshaw and Mitchell P Marcus. 1999. Text chunking using transformation-based learning. In Natural language processing using very large corpora, pages 157–176. Springer.
Shruti Rijhwani, Shuyan Zhou, Graham Neubig, and Jaime Carbonell. 2020. Soft gazetteers for low-resource named entity recognition. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pages 8118–8123, Online. Association for Computational Linguistics.

Stefan Schweter and Alan Akbik. 2020. FLERT: document-level features for named entity recognition. CoRR, abs/2011.06993.

Xinyu Wang, Yong Jiang, Nguyen Bach, Tao Wang, Zhongqiang Huang, Fei Huang, and Kewei Tu. 2020. Automated concatenation of embeddings for structured prediction. CoRR, abs/2010.05006.

Xinyu Wang, Yong Jiang, Nguyen Bach, Tao Wang, Zhongqiang Huang, Fei Huang, and Kewei Tu. 2021a. Automated concatenation of embeddings for structured prediction. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (Volume 1: Long Papers), pages 2643–2660, Online. Association for Computational Linguistics.

Xinyu Wang, Yong Jiang, Nguyen Bach, Tao Wang, Zhongqiang Huang, Fei Huang, and Kewei Tu. 2021b. Improving named entity recognition by external context retrieving and cooperative learning. In Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (Volume 1: Long Papers), pages 1800–1812, Online. Association for Computational Linguistics.

Yonghui Wu, Mike Schuster, Zhifeng Chen, Quoc V. Le, Mohammad Norouzi, Wolfgang Macherey, Maxim Krikun, Yuan Cao, Qin Gao, Klaus Macherey, Jeff Klingner, Apurva Shah, Melvin Johnson, Xiaobing Liu, Lukasz Kaiser, Stephan Gouws, Yoshikiyo Kato, Taku Kudo, Hideto Kazawa, Keith Stevens, George Kurian, Nishant Patil, Wei Wang, Cliff Young, Jason Smith, Jason Riesa, Alex Rudnick, Oriol Vinyals, Greg Corrado, Macduff Hughes, and Jeffrey Dean. 2016. Google’s neural machine translation system: Bridging the gap between human and machine translation. CoRR, abs/1609.08144.

Jiateng Xie, Zhilin Yang, Graham Neubig, Noah A. Smith, and Jaime Carbonell. 2018. Neural cross-lingual named entity recognition with minimal resources. In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing, pages 369–379, Brussels, Belgium. Association for Computational Linguistics.

Ikuya Yamada, Akari Asai, Hiroyuki Shindo, Hideaki Takeda, and Yuji Matsumoto. 2020. LUKE: Deep contextualized entity representations with entity-aware self-attention. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), pages 6442–6454, Online. Association for Computational Linguistics.