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Abstract. We identify the integrable stopping time \( \tau_\ast \) with minimal \( L^1 \)-distance to the last-passage time \( \gamma_z \) to a given level \( z > 0 \), for an arbitrary non-negative time-homogeneous transient diffusion \( X \). We demonstrate that \( \tau_\ast \) is in fact the first time that \( X \) assumes a value outside a half-open interval \( [0, r_\ast) \). The upper boundary \( r_\ast > z \) of this interval is characterised either as the solution for a one-dimensional optimisation problem, or as part of the solution for a free-boundary problem. A number of concrete examples illustrate the result.

1. Introduction

Let \( a : (0, \infty) \to (0, \infty) \) and \( b : (0, \infty) \to \mathbb{R}_+ \) satisfy the local integrability condition

\[
\forall x > 0, \; \exists \varepsilon > 0 \quad \text{such that} \quad \int_{x-\varepsilon}^{x+\varepsilon} \frac{1 + |b(y)|}{a^2(y)} \, dy < \infty. \tag{1.1}
\]

It follows that the stochastic differential equation

\[
dX_t = b(X_t) \, dt + a(X_t) \, dB_t, \tag{1.2}
\]

for all \( t \geq 0 \), admits a unique non-negative weak solution \( (X, B) = (X_t, B_t)_{t \geq 0} \) up to its (possibly infinite) explosion time, with uniqueness in the sense of probability law (see e.g. Karatzas and Shreve 1991, Theorem 5.5.15). The process \( B \) is a standard Brownian motion on a complete filtered probability space \( (\Omega, \mathcal{F}, \mathcal{F}_t, P) \), whose filtration \( \mathcal{F}_t = (\mathcal{F}_t)_{t \geq 0} \) satisfies the “usual conditions” of right continuity and completion by the null-sets of \( \mathcal{F} \). The explosion time of \( X \) is given by \( \zeta := \lim_{n \uparrow \infty} \zeta_n \), where

\[
\zeta_n := \inf \left\{ t \geq 0 \mid X_t \notin \left( \frac{1}{n}, n \right) \right\},
\]

for each \( n \in \mathbb{N} \). We assume that \( X \) is killed when it explodes.

The scale function \( s \) and the speed measure \( m \) of \( X \) are determined by

\[
s(x) := \int_x^\infty e^{-\int_y^x \frac{2b(\xi)}{a^2(\xi)} \, d\xi} \, dy \quad \text{and} \quad m(dx) := \frac{2 \, dx}{a^2(x)s'(x)}, \tag{1.3}
\]

for all \( x > 0 \). We assume that \( s \) and \( m \) satisfy the following conditions:

\[
s(0+) = -\infty, \quad s(\infty-) = 0, \quad \text{and} \quad \int_0^1 m(dy) < \infty. \tag{1.4}
\]

The first two conditions ensure that \( X \) is transient, in the sense that

\[
P_x \left( \lim_{t \uparrow \zeta} X_t = \infty \right) = 1 \quad \text{and} \quad P_x \left( \inf_{0 \leq t < \zeta} X_t > 0 \right) = 1,
\]

for all \( x > 0 \) (see e.g. Karatzas and Shreve 1991, Proposition 5.5.22). Here \( P_x \) denotes the probability measure under which \( X_0 = x \). The first and third conditions in Assumption (1.4) imply that the origin is either a non-attractive natural boundary, or an entrance boundary (see e.g. Karlin and Taylor 1981, Table 15.6.2).
Fix $z > 0$, and consider the last-passage time
\[ \gamma_z := \sup\{ t \geq 0 \mid X_t = z \}. \]
The transience of $X$ ensures that $\gamma_z < \infty$ $P_x$-a.s., for all $x > 0$. It also implies that $\gamma_z > 0$ $P_x$-a.s., whenever $0 < x < z$. Note that $\gamma_z$ is not a stopping time, since it is impossible to determine that a sample path of $X$ has reached $z$ for the last time, without knowledge of its future evolution. It is thus natural to enquire whether $\gamma_z$ can be approximated optimally, in some sense, by a stopping time. This leads to the formulation of the following optimal stopping problem, which is the subject of our investigation:
\[
V(x) := \inf_{\tau} E_x(\gamma_z - \tau),
\]
for all $x > 0$, where the infimum is computed over all integrable stopping times.

The optimal stopping problem presented in (1.5) belongs to the class of so-called optimal prediction problems, the defining characteristic of which is that their payoffs are unknown at stopping times. The progenitor of optimal prediction is Graversen et al. (2001), which solves the problem of stopping a Brownian motion as close as possible to its ultimate maximum over a finite time-interval, using an $L^2$-criterion. That problem was later revisited by Pedersen (2003) and Urusov (2005), who considered alternative criteria for optimality.

Subsequent research focussed mainly on optimally predicting the maxima and minima of arithmetic and geometric Brownian motions. To begin with, Du Toit and Peskir (2007) investigated the problem of stopping an arithmetic Brownian motion as close as possible to its ultimate maximum, in an $L^2$-sense, with a finite time-horizon. Thereafter, Du Toit and Peskir (2008) identified the stopping time with minimal $L^1$-distance to the time at which an arithmetic Brownian motion achieves its ultimate maximum, over a finite time-interval. Next, Shiryaev et al. (2008) and Du Toit and Peskir (2009) obtained solutions for the problem of stopping a geometric Brownian motion in order to maximise the expected ratio of its stopped value to its ultimate maximum, over a finite time-interval. They also solved the problem of stopping a geometric Brownian motion in order to minimise the expected inverse of that ratio.

Subsequently, Dai et al. (2010) employed PDE methods to solve the same optimal prediction problems for a geometric Brownian motion, as well as analogous problems involving its ultimate minimum before a finite time. More recently, Dai et al. (2012) also used PDE methods to obtain a numerical solution for the problem of stopping a geometric Brownian motion as close as possible to its ultimate maximum, in an $L^2$-sense, with a finite time-horizon, while Dai and Zhong (2012) solved the problem of stopping a geometric Brownian motion in order to maximise/minimise the ratio of its stopped value to its ultimate geometric/arithmetic average, over a finite time-interval. Finally, Cohen (2010) extended a number of the previous optimal prediction problems for arithmetic and geometric Brownian motions to an infinite time-horizon, by including exponential discounting in their objective functions.

A few studies have analysed optimal prediction problems for the maxima and minima of processes other than arithmetic and geometric Brownian motions. For example, Bernyk et al. (2011) solved the problem of stopping a stable Lévy process of index $\alpha \in (1, 2)$ as close as possible to its ultimate maximum, in an $L^p$-sense ($1 < p < \alpha$), over a finite time-interval, while Espinosa and Touzi (2012) investigated the problem of stopping a mean-reverting diffusion in order to minimise the expected value of a convex loss function applied to the difference between its ultimate maximum and its stopped value, over a finite time-interval. Finally, Glover et al. (2013) identified the stopping time with minimal $L^1$-distance to the time at which a positive transient diffusion achieves its ultimate minimum, over an infinite time-horizon.

The problem of predicting the maximum or minimum of a stochastic process has obvious financial applications. This was first pointed out by Shiryaev (2002), who argued that optimal prediction provides a theoretical foundation for technical analysis. For example, choosing the optimal time to buy or sell a financial security before a given date, when its price follows a geometric Brownian motion, motivated the studies by Dai et al. (2010), Dai et al. (2012), Dai and Zhong (2012), Du Toit and Peskir (2009), and Shiryaev et al. (2008). An infinite time-horizon version of the above-mentioned problem was also considered by Cohen (2010).
In addition, the latter study formulated the problem of measuring the regret associated with holding a toxic liability, whose value follows an arithmetic Brownian motion, in terms of optimal prediction. Finally, as a financial application of their results, Glover et al. (2013) considered the infinite time-horizon problem of determining the optimal time to sell a risky security whose discounted price is a strict local martingale under a risk-neutral probability measure. Such a security may be interpreted as an example of an asset bubble, and the authors focussed on a version of the constant elasticity of variance model as a specific instance.

So far, only Du Toit et al. (2008) have studied the problem of predicting the last-passage time of a stochastic process. Specifically, they identified the stopping time that minimises the $L^1$-distance to the last time an arithmetic Brownian motion reaches the origin, over a finite time-interval. That problem is the closest relative in the existing literature on optimal prediction to the problem studied here.

The remainder of the article is structured as follows. First, Section 2 reformulates the optimal prediction problem (1.5) under consideration, so that it is well-defined for all time-homogeneous diffusions satisfying Assumption (1.4). This more general problem is then solved in Section 3, subject to the additional constraint that we restrict our attention to rules where $X$ is stopped as soon as its value exceeds some constant threshold. In Section 4 we demonstrate that the optimal threshold rule described above is in fact the optimal stopping policy for the general problem. Finally, Section 5 presents a number of illustrative examples.

2. Reformulating the Problem

Unfortunately, Problem (1.5) is not well-defined for all diffusions satisfying the three conditions in Assumption (1.4). We shall substantiate this claim in detail, by appealing to the example of a Bessel process of dimension three, for which the above-mentioned conditions can be verified by inspecting Example 5.1.

To begin with, let

$$
\tau_y := \inf\{ t \geq 0 \mid X_t = y \}
$$

denote the first-passage time of $X$ to $y > 0$. The following lemma computes the expected values of such stopping times, for the case when $X$ is a Bessel process of dimension three, started at the origin:

**Lemma 2.1.** Let $X$ be a Bessel process of dimension three. Then $E_0(\tau_y) = y^2 / 3$, for all $y > 0$.

**Proof.** According to Hamana and Matsumoto (2013),

$$
P_0(\tau_y > t) = \frac{\sqrt{2}}{\Gamma(3/2)} \sum_{k=1}^{\infty} \frac{1}{\sqrt{j_{1/2,k} J_3/2(j_{1/2,k})}} e^{-\frac{j_{1/2,k}^2}{2y^2} t},
$$

for all $t \geq 0$ and all $x > 0$, where $\Gamma$ denotes the gamma function, $J_\nu$ denotes the Bessel function of the first kind of order $\nu$, and $0 < j_{\nu,1} < j_{\nu,2} < \ldots$ are the positive roots of $J_\nu$. Since

$$
J_{1/2}(x) = \sqrt{\frac{2}{\pi x}} \sin x,
$$

for all $x \in \mathbb{R}$ (see e.g. Andrews et al. 1999, Section 4.6), it follows that $j_{1/2,k} = k\pi$, for each $k \in \mathbb{N}$. Furthermore, since

$$
J_{3/2}(x) = \frac{\sqrt{2}}{\pi x} \frac{\sin x - x \cos x}{x},
$$

for all $x \in \mathbb{R}$ (see e.g. Andrews et al. 1999, Section 4.6), we obtain

$$
J_{3/2}(j_{1/2,k}) = (-1)^{k-1} \sqrt{\frac{2}{k\pi}}
$$

for each $k \in \mathbb{N}$. Combining these observations with $\Gamma(3/2) = \sqrt{\pi}/2$ yields

$$
P_0(\tau_y > t) = 2 \sum_{k=1}^{\infty} (-1)^{k-1} e^{-\frac{(j_{k+1})^2}{2y^2} t},
$$
for all $t \geq 0$ and all $y > 0$. Finally, we get
\[ E_0(\tau_y) = \int_0^\infty P_0(\tau_y > t) \, dt = \frac{4y^2}{\pi^2} \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k^2} = \frac{y^2}{3}, \]
for all $y > 0$, with the help of Finch (2003), Section 1.6, for the final equality. \hfill \Box

**Remark 2.2.** The appearance of Dirichlet’s eta function
\[ \eta(x) := \sum_{k=1}^{\infty} \frac{(-1)^{k-1}}{k^x}, \]
for all $x \in \mathbb{R}$, in the previous proof is interesting. Specifically, the expected value of $\tau_y$ admits the following representation, when $X$ is a Bessel process of dimension three, started at the origin:
\[ E_0(\tau_y) = \frac{4y^2}{\pi^2} \eta(2), \]
for all $y > 0$.

Next, we demonstrate that $\gamma_x$ is not integrable when $X$ is a Bessel process of dimension three, started at the origin:

**Lemma 2.3.** Let $X$ be a Bessel process of dimension three. Then $E_0(\gamma_x) = \infty$.

**Proof.** From Getoor (1979) we get
\[
E_0\left(1_{\{\gamma_x \leq T\}} \gamma_x \right) = \int_0^T tP_0(\gamma_x \in dt) = \int_0^T t \frac{z}{\sqrt{2\pi}} e^{-\frac{z^2}{2t}} dt
\]
\[ = \frac{2z}{\sqrt{2\pi}} \left( \sqrt{T} e^{-\frac{z^2}{2T}} - \sqrt{2\pi} z \left( 1 - \Phi \left( \frac{z}{\sqrt{T}} \right) \right) \right), \]
for all $T > 0$, where $\Phi$ denotes the CDF of a standard normal random variable. It then follows that
\[ E_0(\gamma_x) = \lim_{T \uparrow \infty} E_0\left(1_{\{\gamma_x \leq T\}} \gamma_x \right) = \infty, \]
by an application of the monotone convergence theorem. \hfill \Box

Using Lemma 2.1 and the strong Markov property, we are able to extend Lemma 2.3 to the case of a Bessel process of dimension three, with an arbitrary initial value:

**Proposition 2.4.** Let $X$ be a Bessel process of dimension three. Then $E_x(\gamma_x) = \infty$, for all $x > 0$.

**Proof.** Let $x \in (0, z]$, and note that $\tau_x \leq \gamma_x < \infty$ $P_0$-a.s. For $P_0$-a.a. $\omega \in \Omega$, we then obtain
\[
\gamma_x(\omega) = \sup\{t \geq 0 \mid X_t(\omega) = z\} = \tau_x(\omega) + \sup\{t \geq 0 \mid X_{\tau_x(\omega)+t}(\omega) = z\}
\]
\[ = \tau_x(\omega) + \sup\{t \geq 0 \mid X_t(\vartheta_{\tau_x}(\omega)) = z\} = \tau_x(\omega) + \gamma_x(\vartheta_{\tau_x}(\omega)), \]
whence
\[ \gamma_x = \tau_x + \gamma_x \circ \vartheta_{\tau_x} \quad P_0\text{-a.s.,} \tag{2.1} \]
where $\vartheta_{\tau_x}$ denotes the shift operator associated with the stopping time $\tau_x$ (see e.g. Peskir and Shiryaev 2006, Section II.4.3.4). Consequently,
\[ E_x(\gamma_x) = E_0(E_x(\gamma_x)) = E_0(E_0(\gamma_x \circ \vartheta_{\tau_x} \mid \mathcal{F}_{\tau_x})) = E_0(\gamma_x \circ \vartheta_{\tau_x}) = E_0(\gamma_x) - E_0(\tau_x) = \infty, \]
by virtue of Lemmas 2.1 and 2.3, and the strong Markov property of $X$. Next, let $x > z$. A similar argument to the one above establishes the identity
\[ 1_{\{\tau_x < \infty\}} \gamma_x = 1_{\{\tau_x < \infty\}} (\tau_x + \gamma_x \circ \vartheta_{\tau_x}) \quad P_x\text{-a.s.} \tag{2.2} \]
It then follows that
\[
E_x(\gamma_x) = E_x\left(1_{\{\gamma_x > 0\}} \gamma_x \right) = E_x\left(1_{\{\tau_x < \infty\}} \gamma_x \right) = E_x\left(1_{\{\tau_x < \infty\}} \tau_x \right) + E_x\left(1_{\{\tau_x < \infty\}} \gamma_x \circ \vartheta_{\tau_x} \right)
\]
\[ = E_x\left(1_{\{\tau_x < \infty\}} \tau_x \right) + E_x\left(1_{\{\tau_x < \infty\}} E_x(\gamma_x \circ \vartheta_{\tau_x} \mid \mathcal{F}_{\tau_x}) \right). \]
\[ E_x(1_{\{\tau_z < \infty\}}) + E_x(1_{\{\tau_z < \infty\}} E_x(\gamma_z)) = E_x(1_{\{\tau_z < \infty\}} \tau_z) + P_x(\tau_z < \infty) E_x(\gamma_z) = \infty, \]

since the recurrence of \( X \) ensures that \( P_x(\tau_z < \infty) > 0 \), while \( E_x(\gamma_z) = \infty \) was established earlier. \( \square \)

**Remark 2.5.** The following identity for shift operators is well-known:

\[ \tau = \sigma + \tau \circ \varnothing, \]

where \( \tau \) is the first-entry time into a set and \( \sigma \) is an arbitrary stopping time, such that \( \sigma \leq \tau \) (see e.g. Peskir and Shiryaev 2006, Equations 4.1.25 and 7.0.7). Although (2.1) and (2.2) are strongly reminiscent of this identity, the fact that \( \gamma_z \) is not a stopping time prevents us from applying it directly.

Now, suppose that \( X \) is a Bessel process of dimension three, and let \( \tau \) be an arbitrary integrable stopping time. Then Proposition 2.4 implies that

\[ E_x(|\gamma_z - \tau|) \geq E_x(\gamma_z) - E_x(\tau) = \infty, \]

for all \( x > 0 \), whence \( V(x) = \infty \). In other words, Problem (1.5) is not a well-defined optimal stopping problem.

We can remedy the issue highlighted above by formulating an optimal stopping problem that is equivalent to Problem (1.5) whenever \( \gamma_z \) is integrable, but which remains meaningful even when \( \gamma_z \) is not integrable. To do so, we first observe that

\[ |\gamma_z - \tau| = (\gamma_z - \tau)^+ + (\tau - \gamma_z)^+ = \gamma_z - \gamma_z \wedge \tau + (\tau - \gamma_z)^+ \]

\[ = \gamma_z - \int_0^\tau 1_{\{\gamma_z > t\}} \, dt + \int_0^\tau 1_{\{\gamma_z \leq t\}} \, dt = \gamma_z + \int_0^\tau (21_{\{\gamma_z \leq t\}} - 1) \, dt, \]

for any stopping time \( \tau \). It is thus natural to replace Problem (1.5) with the following optimal stopping problem:

\[ \widetilde{V}(x) := \inf_{\tau} E_x(|\gamma_z - \tau| - \gamma_z) = \inf_{\tau} E_x \left( \int_0^\tau (21_{\{\gamma_z \leq t\}} - 1) \, dt \right), \quad (2.3) \]

for all \( x > 0 \), where the infimum is computed over all integrable stopping times \( \tau \). Note that the optimal stopping time \( \tau_x \) for Problem (2.3) is also the solution for Problem (1.5) when \( \gamma_z \) is integrable. On the other hand, even when \( \gamma_z \) is not integrable, we have

\[ \widetilde{V}(x) \leq E_x \left( \int_0^\tau (21_{\{\gamma_z \leq t\}} - 1) \, dt \right) = E_x(\tau) < \infty, \]

where \( \tau \) is an arbitrary integrable stopping time.

Rather than attacking Problem (2.3) directly, we shall focus instead on the following more tractable reformulation of that problem:

**Proposition 2.6.** The following optimal stopping problem is equivalent to Problem (2.3):

\[ \widetilde{V}(x) := \inf_{\tau} E_x \left( \int_0^\tau c(X_t) \, dt \right), \quad (2.4) \]

for all \( x > 0 \), where

\[ c(x) := 1 - 2 \left( \frac{g(x)}{g(z)} \wedge 1 \right), \quad (2.5) \]

and the infimum is computed over all integrable stopping times \( \tau \).

**Proof.** To begin with, suppose \( x > z \), in which case the monotone convergence theorem gives

\[ P_x \left( \inf_{t \geq 0} X_t \leq z \right) = P_x(\tau_z < \infty) = \lim_{y \uparrow \infty} P_x(\tau_z < \tau_y) = \lim_{y \uparrow \infty} \frac{g(y) - g(x)}{g(y) - g(z)} = \frac{g(x)}{g(z)} \]

by virtue of Karlin and Taylor (1981), Equation 15.3.10, and the second condition in Assumption (1.4). Consequently,

\[ P_x \left( \inf_{t \geq 0} X_t \leq z \right) = \frac{g(x)}{g(z)} \wedge 1, \]
for all \( x > 0 \). The Markov property of \( X \) then yields
\[
P_x(\gamma_z > t \mid \mathcal{F}_t) = P_x(\gamma_z > t \mid \mathcal{F}_t) = P_{X_t}(\text{inf}_{s \geq 0} X_s \leq z) = \frac{\mathcal{g}(X_t)}{\mathcal{s}(z)} \land 1,
\]
for all \( t \geq 0 \) and all \( x > 0 \). From this it follows that
\[
\mathbb{E}_x \left( \int_0^\tau 2 \mathbb{1}_{\{\gamma_z \leq t\}} dt \right) = \mathbb{E}_x \left( \int_0^\infty 1_{\{\tau > t\}} (2 \mathbb{1}_{\{\gamma_z \leq t\}} - 1) dt \right)
= \int_0^\infty \mathbb{E}_x (1_{\{\tau > t\}}(2 \mathbb{1}_{\{\gamma_z \leq t\}} - 1)) dt = \mathbb{E}_x \left( \int_0^\tau \left( 1 - 2 \frac{\mathcal{g}(X_t)}{\mathcal{s}(z)} \land 1 \right) dt \right),
\]
for all \( x > 0 \) and any stopping time \( \tau \).

Figure 2.1. The function \( c \), defined by (2.5), for a Bessel process of dimension three, with \( z = 1 \).

Figure 2.1 plots the function \( c \), given by (2.5), for a Bessel process of dimension three. In that case,
\[
c(x) = 1 - 2 \left( \frac{z}{x} \land 1 \right),
\]
for all \( x > 0 \), since \( s(x) = -1/x \) (see Example 5.1). The following salient features of \( c \) are illustrated by Figure 2.1: First, it is monotonically increasing, with \( c(x) = -1 \), for all \( x \in (0, z] \), and \( \lim_{x \to \infty} c(x) = 1 \). Second, it is bounded, with \( |c(x)| \leq 1 \), for all \( x > 0 \). Finally, due to its monotonicity, it possesses a unique root at \( s^{-1}(s(z)/2) > z \). In the case of the Bessel process of dimension three, this root is simply \( 2z \).

3. Solving a Restricted Version of the Problem

In this section we formulate and solve a restricted version of Problem (2.4), where the infimum is computed over stopping times of the form
\[
\sigma_r := \inf\{t \geq 0 \mid X_t \geq r\},
\]
where \( r > 0 \). To do so, we must first establish that such stopping times are in fact admissible, which means to say that they are integrable. This is achieved by setting \( f(x) := 1 \), for all \( x > 0 \), in the statement of the following lemma:
Lemma 3.1. Let \( f : (0, \infty) \to \mathbb{R} \) be a continuous function satisfying \( |f(0+)| < \infty \). Then
\[
\mathbb{E}_x \left( \int_0^{\sigma_r} f(X_t) \, dt \right) = \begin{cases} 
\int_0^x (s(r) - s(x)) f(y) \, m(dy) + \int_x^r (s(r) - s(y)) f(y) \, m(dy) & \text{if } x \leq r; \\
\int_x^r (s(r) - s(y)) f(y) \, m(dy) & \text{if } x \geq r,
\end{cases}
\]
for all \( x > 0 \) and all \( r > 0 \). In particular,
\[
\mathbb{E}_x \left( \int_0^{\sigma_r} |f(X_t)| \, dt \right) < \infty,
\]
for all \( x > 0 \) and all \( r > 0 \).

Proof. If \( x \geq r > 0 \) then \( \sigma_r = 0 \) \( \mathbb{P}_x \)-a.s., and the result follows immediately. Suppose, therefore, that \( 0 < x < r \), and set \( K := \sup_{y \in (0, r]} |f(y)| < \infty \). Then, for each \( n \in \mathbb{N} \), with \( 1/n < x < r < n \), we have
\[
0 \leq 1_{\{y > 1/n\}} \frac{(s(r) - s(x))(s(y) - s(1/n))}{s(r) - s(1/n)} |f(y)| \leq K(s(r) - s(x)),
\]
for all \( y \in (0, x] \), by virtue of the fact that the scale function is monotonically increasing, while
\[
0 \leq \frac{(s(x) - s(1/n))(s(r) - s(y))}{s(r) - s(1/n)} |f(y)| \leq K(s(r) - s(x)),
\]
for all \( y \in [x, r] \), for the same reason. From Karlin and Taylor (1981), Remark 15.3.3, we then obtain
\[
\mathbb{E}_x \left( \int_0^{\sigma_r \wedge \zeta_n} |f(X_t)| \, dt \right) = \int_{1/n}^x \frac{(s(r) - s(x))(s(y) - s(1/n))}{s(r) - s(1/n)} |f(y)| \, m(dy) + \int_x^r \frac{(s(x) - s(1/n))(s(r) - s(y))}{s(r) - s(1/n)} |f(y)| \, m(dy) \leq \int_0^x K(s(r) - s(x)) \, m(dy) + \int_x^r K(s(r) - s(y)) \, m(dy)
\leq K(s(r) - s(x)) \int_0^r m(dy) < \infty,
\]
for all \( x > 0 \) and each \( n \in \mathbb{N} \), such that \( 1/n < x < r < n \), by the monotonicity of the scale function and the third condition in Assumption (1.4). Next, successive applications of the dominated convergence theorem, combined with Karlin and Taylor (1981), Remark 15.3.3, yield
\[
\mathbb{E}_x \left( \int_0^{\sigma_r} f(X_t) \, dt \right) = \lim_{n \uparrow \infty} \mathbb{E}_x \left( \int_0^{\sigma_r \wedge \zeta_n} f(X_t) \, dt \right)
= \lim_{n \uparrow \infty} \left( \int_{1/n}^x \frac{(s(r) - s(x))(s(y) - s(1/n))}{s(r) - s(1/n)} f(y) \, m(dy) + \int_x^r \frac{(s(x) - s(1/n))(s(r) - s(y))}{s(r) - s(1/n)} f(y) \, m(dy) \right)
= \int_{1/n}^x \lim_{n \uparrow \infty} 1_{\{y > 1/n\}} \frac{(s(r) - s(x))(s(y) - s(1/n))}{s(r) - s(1/n)} f(y) \, m(dy)
+ \int_x^r \lim_{n \uparrow \infty} \frac{(s(x) - s(1/n))(s(r) - s(y))}{s(r) - s(1/n)} f(y) \, m(dy)
= \int_0^x (s(r) - s(x)) f(y) \, m(dy) + \int_x^r (s(r) - s(y)) f(y) \, m(dy),
\]
for all \( x > 0 \), due to the monotonicity of the scale function and the first condition in Assumption (1.4). Finally, note that combining Fatou’s lemma with (3.1), and the third condition in
Assumption (1.4), gives
\[
\mathbb{E}_x \left( \int_0^{\sigma_x} |f(X_t)| \, dt \right) \leq \lim_{\alpha \to \infty} \mathbb{E}_x \left( \int_0^{\sigma_x \wedge \tau_0} |f(X_t)| \, dt \right) \leq K(\overline{s}(r) - s(x)) \int_0^r m(dy) < \infty,
\]
for all \( x > 0 \).

\[\square\]

Remark 3.2. Suppose, once again, that \( X \) is a Bessel process of dimension three. Its scale function and speed measure are given by
\[
s(x) := -\frac{1}{x} \quad \text{and} \quad m(dx) := 2x^2 \, dx,
\]
for all \( x > 0 \) (see Example 5.1). According to Lemma 3.1,
\[
\mathbb{E}_x(\sigma_y) = \int_0^x \left(-\frac{1}{r} + \frac{1}{x} \right) 2y^2 \, dy + \int_x^r \left(-\frac{1}{r} + \frac{1}{y} \right) 2y^2 \, dy = \frac{1}{3}(r^2 - x^2),
\]
for all \( x > 0 \) and \( r > 0 \), with \( x \leq r \). Consequently, \( \lim_{x \downarrow 0} \mathbb{E}_x(\sigma_r) = r^2/3 \), for all \( r > 0 \), which is consistent with Lemma 2.1.

We now focus on the optimal stopping problem
\[
\overline{V}(x) := \inf_{r \geq 0} \mathbb{E}_x \left( \int_0^{\sigma_r} c(X_t) \, dt \right),
\]
for all \( x > 0 \). Lemma 3.1 ensures that the admissible stopping times for Problem (3.2) are also admissible for Problem (2.4), from which it follows that \( \overline{V}(x) \geq \bar{V}(x) \), for all \( x > 0 \). In the light of Lemma 3.1, we also observe that
\[
\frac{\partial}{\partial r} \mathbb{E}_x \left( \int_0^{\sigma_r} c(X_t) \, dt \right) = s'(r) \int_0^r c(y) m(dy),
\]
for all \( x > 0 \) and all \( r > 0 \). This suggests the following solution for Problem (3.2):
\[
\overline{V}(x) = \begin{cases} 
- \int_0^r s(x)c(y) m(dy) - \int_x^r s(y)c(y) m(dy), & \text{if } x \leq r_*; \\
0, & \text{if } x \geq r_*,
\end{cases}
\]
where the optimal stopping boundary \( r_* > 0 \) is implicitly determined by the first-order equation
\[
\int_0^{r_*} c(y) m(dy) = 0.
\]
In fact, since \( c(x) \leq 0 \), for all \( x \in (0, s^{-1}(s(z)/2)] \), the inequalities \( r_* > s^{-1}(s(z)/2) > z \) follow from (3.4) (see Figure 2.1).

4. Solving the General Version of the Problem

This section establishes the correspondence between the function \( \overline{V} \), given by (3.3), and the value function \( \bar{V} \) for the general optimal stopping problem (2.4). The next result takes the first step in that direction.

Proposition 4.1. If the origin is a natural boundary, then the function \( \overline{V} \), determined by (3.3), solves the following boundary-value problem:
\[
\begin{align*}
\frac{1}{2}a^2(x)\overline{V}''(x) + b(x)\overline{V}'(x) &= -c(x); \\
\overline{V}(r_*) &= 0; \\
\overline{V}'(r_*) &= 0; \\
\overline{V}(0+) &= -\infty,
\end{align*}
\]
for all \( x \in (0, r_*) \). Alternatively, if the origin is an entrance boundary, then the lower boundary condition (4.1d) is replaced with \( \overline{V}(0+) > -\infty \).
Proof. Fix \( x \in (0, r_*) \). Differentiating (3.3) yields

\[
\overline{V}'(x) = -s'(x) \int_0^x c(y) \, m(dy) \quad \text{and} \quad \overline{V}''(x) = -s''(x) \int_0^x c(y) \, m(dy) - \frac{2}{a^2(x)} c(x). \tag{4.2}
\]

Consequently,

\[
\frac{1}{2} a^2(x) \overline{V}''(x) + b(x) \overline{V}'(x) = -\left( \frac{1}{2} a^2(x) s''(x) + b(x) s'(x) \right) \int_0^x c(y) \, m(dy) - c(x) = -c(x),
\]

since the scale function satisfies the ODE

\[
\frac{1}{2} a^2(x) s''(x) + b(x) s'(x) = 0.
\]

Next, \( \overline{V}(r_*-) = 0 \), by inspection of (3.3), while \( \overline{V}'(r_*-) = 0 \), by virtue of (3.4). Finally, it follows from (2.5) and (3.3) that

\[
\overline{V}(0+) = \lim_{x \downarrow 0} \int_0^x s(y) \, m(dy).
\]

Consequently, \( \overline{V}(0+) = -\infty \) if the origin is a natural boundary, while \( \overline{V}(0+) > -\infty \) if the origin is an entrance boundary, according to Karlin and Taylor (1981), Table 15.6.2. \( \square \)

There is, of course, a well-established correspondence between optimal stopping problems and free-boundary problems. Seen in that light, (4.1) will turn out to be the free-boundary problem associated with the optimal stopping problem (2.4). Next, we show that the function \( \overline{V} \), given by (3.3), is non-positive:

**Lemma 4.2.** The function \( \overline{V} \), determined by (3.3), satisfies \( \overline{V}(x) \leq 0 \), for all \( x > 0 \).

**Proof.** Fix \( x > 0 \), and consider the following three cases:

(i) Suppose \( x \geq r_* \). Then \( \overline{V}(x) = 0 \) follows trivially from (3.3).

(ii) Suppose \( s^{-1}(s(z)/2) \leq x \leq r_* \). Then \( c(y) \geq 0 \), for all \( y \in [x, r_*] \), whence

\[
\overline{V}(x) = -\int_0^x s(x) c(y) \, m(dy) - \int_x^{r_*} s(y) c(y) \, m(dy) \leq -s(x) \int_0^x c(y) \, m(dy) = 0,
\]

by virtue of (3.3), the monotonicity of the scale function, and (3.4).

(iii) Suppose \( 0 < x \leq s^{-1}(s(z)/2) \). Then \( c(y) \leq 0 \), for all \( y \in (0, x] \), whence

\[
\overline{V}'(x) = -s'(x) \int_0^x c(y) \, m(dy) \geq 0,
\]

due to the fact that the scale function is monotonically increasing. Combining this observation with the fact that \( \overline{V}(s^{-1}(s(z)/2)) \leq 0 \), by virtue of (ii) above, we get \( \overline{V}(x) \leq 0 \). \( \square \)

We are now in a position to prove the verification theorem that establishes the correspondence between the function \( \overline{V} \) given by (3.3) and the value function \( \overline{V} \) associated with the general optimal stopping problem (2.4). Since \( \overline{V} \) is the value function for the restricted problem (3.2), we conclude that these two problems are equivalent. Moreover, the optimal stopping policy for Problem (2.4) is given by \( \tau_* = \sigma_{r_*} \), where \( r_* \) is determined by (3.4):

**Theorem 4.3.** The function \( \overline{V} \), given by (3.3), corresponds with the value function \( \overline{V} \) associated with Problem (2.4). In other words, \( \overline{V}(x) = \overline{V}(x) \), for all \( x > 0 \), and the optimal stopping policy for Problem (2.4) is given by \( \tau_\star = \sigma_{r_*} \), where \( r_* \) is the solution for (3.4).

**Proof.** By inspecting (3.3) and (4.2), we see that \( \overline{V} \notin C^2(0, \infty) \), since

\[
\overline{V}''(r_*-) = -\frac{2}{a^2(r_*)} c(r_*) < 0 = \overline{V}''(r_*+).
\]
Consequently, Itô’s formula cannot be applied in its conventional form to $\tilde{V}(X)$. However, since $\tilde{V} \in C^2(0, r_*) \cap C^2[r_*, \infty)$, we may apply the local time-space formula of Peskir (2005) to get

$$\tilde{V}(X_t) = \tilde{V}(X_0) + \int_0^t \frac{1}{2} \left( \tilde{V}'(X_s+) + \tilde{V}'(X_s-) \right) dX_s + \frac{1}{2} \int_0^t 1_{\{X_s \neq r_*\}} \tilde{V}''(X_s) d(X)_s$$

$$+ \frac{1}{2} \int_0^t 1_{\{X_s = r_*\}} \left( \tilde{V}'(X_s+) - \tilde{V}'(X_s-) \right) d\ell^*_s(X),$$

for all $t \geq 0$, where $\ell^*_s(X)$ denotes the local time process of $X$ at $r_*$ (see e.g. Peskir and Shiryaev 2006, Section 3.5). Next, inspection of (3.3) and (4.2) reveal that $\tilde{V} \in C^1(0, \infty)$ and $\tilde{V}(x) = \tilde{V}'(x) = \tilde{V}''(x) = 0$, for all $x > r_*$. Consequently,

$$\tilde{V}(X_t) = \tilde{V}(X_0) + \int_0^t 1_{\{X_s < r_*\}} \tilde{V}'(X_s) dX_s + \frac{1}{2} \int_0^t 1_{\{X_s < r_*\}} \tilde{V}''(X_s) d(X)_s$$

$$= \tilde{V}(X_0) + \int_0^t 1_{\{X_s < r_*\}} \left( b(X_s) \tilde{V}'(X_s) + \frac{1}{2} a^2(X_s) \tilde{V}''(X_s) \right) ds$$

$$+ \int_0^t 1_{\{X_s < r_*\}} a(X_s) \tilde{V}'(X_s) dB_s$$

$$= \tilde{V}(X_0) - \int_0^t 1_{\{X_s < r_*\}} c(X_s) ds + \int_0^t 1_{\{X_s < r_*\}} a(X_s) \tilde{V}'(X_s) dB_s$$

for all $t \geq 0$, by virtue of (4.1a). Rearranging this equation produces

$$\tilde{V}(X_0) = \tilde{V}(X_t) + \int_0^t c(x) ds - \int_0^t 1_{\{X_s \geq r_*\}} c(x) ds - \int_0^t 1_{\{X_s < r_*\}} a(x) \tilde{V}'(X_s) dB_s$$

$$\leq \int_0^t c(x) ds - \int_0^t a(x) \tilde{V}'(X_s) dB_s$$

for all $t \geq 0$, since $\tilde{V}(X_t) \leq 0$, according to Lemma 4.2, while $c(x) \geq 0$ and $\tilde{V}'(x) = 0$, for all $x > r_*$. Next, fix an arbitrary integrable stopping time $\tau$, and let $(\rho_n)_{n \in \mathbb{N}}$ be a localising sequence of stopping times for the local martingale $\int_0^t a(X_s) \tilde{V}'(X_s) dB_s$. The optional sampling theorem then yields

$$\tilde{V}(x) \leq \mathbb{E}_x \left( \int_0^\tau c(x) ds - \mathbb{E}_x \left( \int_0^\tau a(x) \tilde{V}'(X_s) dB_s \right) \right) = \mathbb{E}_x \left( \int_0^\tau c(x) ds \right),$$

for all $x > 0$ and each $n \in \mathbb{N}$. Finally, the fact that $|c(x)| \leq 1$, for all $x > 0$, implies that

$$\mathbb{E}_x \left( \left| \int_0^\tau c(x) ds \right| \right) \leq \mathbb{E}_x \left( \int_0^\tau |c(x)| ds \right) \leq \mathbb{E}_x (\tau \wedge \rho_n) \leq \mathbb{E}_x (\tau \wedge \rho_n) \leq \mathbb{E}_x (\tau < \infty),$$

for all $x > 0$ and each $n \in \mathbb{N}$. We may thus invoke the dominated convergence theorem to get

$$\tilde{V}(x) \leq \lim_{n \to \infty} \mathbb{E}_x \left( \int_0^\tau c(x) ds \right) = \mathbb{E}_x \left( \int_0^\tau c(x) ds \right).$$

The arbitrariness of $\tau$ ensures that $\tilde{V}(x) \leq \tilde{V}(x)$, for all $x > 0$, by inspection of Problem (2.4). Since the reverse inequality has already been established, the result follows.

5. Some Examples

In this section we present a number of examples of time-homogeneous scalar diffusions $X$ that conform to Assumption (1.4). In each case we use (3.3) and (3.4) to compute the value function and optimal stopping policy for Problem (2.4). We begin by considering the class of time-homogeneous scalar diffusions whose scale functions and speed measures satisfy

$$s(x) = -\alpha x^{-\mu} \quad \text{and} \quad m(dx) = \beta x^\nu \, dx,$$  \hspace{1cm} (5.1)
for all $x > 0$, where $\alpha > 0$, $\beta > 0$, $\mu > 0$ and $\nu > -1$. In that case the conditions in Assumption (1.4) are easily verified, and the first-order condition (3.4), which determines the optimal stopping boundary $r_0 > \sigma^{-1}(\sigma(z)/2) > z$, assumes the following form:

$$(\nu - \mu + 1)\left(\frac{r_s}{z}\right)^{\nu+1} - 2(\nu + 1)\left(\frac{r_s}{z}\right)^{\nu-\mu+1} + 2\mu = 0,$$  

(5.2a)

if $\nu \neq \mu - 1$, and

$$(\mu - 2\nu + 1)\left(\frac{r_s}{z}\right)^{\mu} - 2\mu \ln \left(\frac{r_s}{z}\right) - 2 = 0,$$  

(5.2b)

if $\nu = \mu - 1$. Moreover, the value function (3.3) may be computed explicitly, as follows:

$$V(x) = \begin{cases} 
\alpha \beta z^{\nu-\mu+1} \left(\frac{1}{\nu - \mu + 1} \left(\frac{r_s}{z}\right)^{\nu-\mu+1} - \frac{2}{\nu - 2\mu + 1} \left(\frac{r_s}{z}\right)^{\nu-2\mu+1} 
+ \frac{\mu}{(\nu - \mu + 1)(\nu + 1)} \left(\frac{x}{z}\right)^{\nu-\mu+1}
+ \frac{2\mu}{(\nu - 2\mu + 1)(\nu - \mu + 1)} \left(\frac{x}{z}\right)^{\nu-2\mu+1}
+ \frac{2\mu}{(\nu - \mu + 1)(\nu + 1)} \left(\frac{x}{z}\right)^{\mu} 
\right), 
& \text{if } x \leq z; \\
- \mu \frac{\mu}{(\nu - \mu + 1)(\nu + 1)} \left(\frac{x}{z}\right)^{\nu-\mu+1}
\right), 
& \text{if } x \leq r_s; \\
0, 
& \text{if } x \geq r_s,
\end{cases}$$  

(5.3a)

for all $x > 0$, in the case when $\nu \neq \mu - 1$ and $\nu \neq 2\mu - 1$, while

$$V(x) = \begin{cases} 
\alpha \beta \left(\frac{2}{\mu} \left(\frac{r_s}{z}\right)^{-\mu} \right) + \ln \left(\frac{r_s}{z}\right) + \ln \left(\frac{x}{z} - \frac{3}{\mu}\right), 
& \text{if } x \leq z; \\
\alpha \beta \left(\frac{2}{\mu} \left(\frac{r_s}{z}\right)^{-\mu} - 4 \left(\frac{x}{z}\right)^{-\mu} - 2 \left(\frac{x}{z}\right)^{-\mu} \ln \left(\frac{x}{z} + \frac{1}{\mu}\right) \right), 
& \text{if } z \leq x \leq r_s; \\
0, 
& \text{if } x \geq r_s,
\end{cases}$$  

(5.3b)

for all $x > 0$, in the case when $\nu = \mu - 1$, and

$$V(x) = \begin{cases} 
\alpha \beta z^\mu \left(\frac{1}{\mu} \left(\frac{r_s}{z}\right)^{-\mu} + \frac{1}{2\mu} \left(\frac{x}{z}\right)^{-\mu} - 2 \ln \left(\frac{r_s}{z} - \frac{2}{\mu}\right) \right), 
& \text{if } x \leq z; \\
\alpha \beta z^\mu \left(\frac{1}{\mu} \left(\frac{r_s}{z}\right)^{-\mu} - \frac{1}{2\mu} \left(\frac{x}{z}\right)^{-\mu} + \frac{1}{\mu} \left(\frac{x}{z}\right)^{-\mu} - 2 \ln \left(\frac{r_s}{z} \right) \right), 
& \text{if } z \leq x \leq r_s; \\
0, 
& \text{if } x \geq r_s,
\end{cases}$$  

(5.3c)
for all \( x > 0 \), in the case when \( \nu = 2\mu - 1 \).

We now consider a number of specific examples of time-homogeneous scalar diffusions whose scale functions and speed measures conform to the representation \((5.1)\). We begin with the family of transient Bessel processes:

**Example 5.1.** Let \( X \) be a Bessel process of dimension \( \delta > 2 \), in which case
\[
b(x) = \frac{\delta - 2}{2x} \quad \text{and} \quad a(x) = 1,
\]
for all \( x > 0 \). According to \((1.3)\), its scale function and speed measure are given by
\[
s(x) = -x^{-(\delta-2)} \quad \text{and} \quad m(dx) = \frac{2}{\delta-2} x^{\delta-1} dx,
\]
for all \( x > 0 \) (see e.g. Revuz and Yor 1999, Section XI.1). From \((5.2a)\) it follows that the equation for the optimal stopping boundary \( r^*_s \) is
\[
\left( \frac{r_s}{z} \right)^\delta - \delta \left( \frac{r_s}{z} \right)^2 + \delta = 2. \tag{5.4}
\]
Using \((5.3a)\), we see that the value function is given by
\[
\tilde{V}(x) = \begin{cases} 
\begin{align*}
&z^2 \left( \frac{1}{2} \left( \frac{r_s}{z} \right)^2 + \frac{1}{4} \left( \frac{x}{z} \right)^2 - 1 - 2 \ln \left( \frac{r_s}{z} \right) \right), \\
&\quad \text{if } x \leq z; \\
&\times \left( \frac{1}{2} \left( \frac{r_s}{z} \right)^2 + \frac{1}{4} \left( \frac{x}{z} \right)^2 + 2 \left( \frac{x}{z} \right)^{2-\delta} \right), \\
&\quad \text{if } z \leq x \leq r_s; \\
&0, \\
&\quad \text{if } x \geq r_s,
\end{align*}
\end{cases} \tag{5.5a}
\]
for all \( x > 0 \), when \( \delta \neq 4 \), while \((5.3c)\) yields
\[
\tilde{V}(x) = \begin{cases} 
\begin{align*}
&z^2 \left( \frac{1}{2} \left( \frac{r_s}{z} \right)^2 + \frac{1}{4} \left( \frac{x}{z} \right)^2 - 1 + \ln \left( \frac{r_s}{z} \right) \right), \\
&\quad \text{if } x \leq z; \\
&\times \left( \frac{1}{2} \left( \frac{r_s}{z} \right)^2 - \frac{1}{4} \left( \frac{x}{z} \right)^2 - 1 + \frac{1}{2} \left( \frac{x}{z} \right)^{-2} + 2 \ln \frac{x}{z} - 2 \ln \frac{r_s}{z} \right), \\
&\quad \text{if } z \leq x \leq r_s; \\
&0, \\
&\quad \text{if } x \geq r_s,
\end{align*}
\end{cases} \tag{5.5b}
\]
for all \( x > 0 \), when \( \delta = 4 \). For the concrete example of a Bessel process of dimension three, \((5.4)\) possesses three solutions, only one of which satisfies the admissibility criterion \( r_s > z \), namely
\[
r_s = \left( 1 + 2 \cos \frac{\pi}{9} \right) z \approx 2.87939 z.
\]
Figure 5.1 plots the associated value function \((5.5a)\), for the case when \( z = 1 \).

A notable feature of Example 5.1 is the linearity of the optimal stopping boundary \( r_s \) for transient Bessel processes with respect to the target level \( z \), as evident from \((5.4)\). In fact, inspection of \((5.2a)–(5.2b)\) reveals that linearity of \( r_s \) with respect to \( z \) is a general feature of diffusions conforming to \((5.1)\). In addition, \((5.4)\) also reveals that \( \partial r_s/\partial \delta < 0 \), from which it follows that the optimal stopping boundaries are lower for transient Bessel processes with higher dimensions. The underlying intuition is clear, since Bessel processes with higher dimensions exhibit greater (positive) drifts, which in turn decreases their last-passage times to the target level. Consequently, the first-passage times that best approximate the last-passage times to the target level correspond to lower levels, for transient Bessel processes of higher dimensions.
Transient squared Bessel processes represent another prominent class of time-homogeneous diffusions whose scale functions and speed measures conform to (5.1):

Example 5.2. Let $X$ be a squared Bessel process of dimension $\delta > 2$, in which case

$$b(x) = \delta \quad \text{and} \quad a(x) = 2\sqrt{x},$$

for all $x > 0$. According to (1.3), its scale function and speed measure are given by

$$s(x) = -x^{-\frac{\delta-2}{2}} \quad \text{and} \quad m(dx) = \frac{1}{\delta-2}x^{\frac{\delta-2}{2}} dx,$$

for all $x > 0$ (see e.g. Revuz and Yor 1999, Section XI.1). From (5.2a) it follows that the equation for the optimal stopping boundary $r_*$ is

$$\left(\frac{r_*}{z}\right)^{\frac{\delta}{2}} - \delta \frac{r_*}{z} + \delta = 2. \quad (5.6)$$

Using (5.3a), we see that the value function is given by

$$\tilde{V}(x) = \begin{cases} 
  z \left( \frac{1}{\delta-2} \frac{r_*}{z} - \frac{4}{(\delta-2)(4-\delta)} \left( \frac{r_*}{z} \right)^{\frac{4-\delta}{2}} + \frac{1}{\delta} \frac{x}{z} + \frac{2}{4-\delta} \right), & \text{if } x \leq z; \\
  z \left( \frac{1}{\delta-2} \frac{r_*}{z} - \frac{4}{(\delta-2)(4-\delta)} \left( \frac{r_*}{z} \right)^{\frac{4-\delta}{2}} - \frac{1}{\delta} \frac{x}{z} + \frac{2}{4-\delta} \left( \frac{x}{z} \right)^{\frac{4-\delta}{2}} \right) + \frac{2}{\delta} \left( \frac{x}{z} \right)^{\frac{2-\delta}{2}}, & \text{if } z \leq x \leq r_*; \\
  0, & \text{if } x \geq r_*,
\end{cases} \quad (5.7a)$$

Figure 5.1. The value function (5.5a), for a transient Bessel process of dimension $\delta = 3$, with target level $z = 1$. The optimal stopping boundary is $r_* \approx 2.87939$. 
for all $x > 0$, when $\delta \neq 4$, while (5.3c) yields

$$
\widetilde{V}(x) = \begin{cases} 
    z \left( \frac{1}{2} \frac{r_s}{z} + \frac{1}{4} \frac{x}{z} - 1 - \ln \frac{r_s}{z} \right), & \text{if } x \leq z; \\
    z \left( \frac{1}{2} \frac{r_s}{z} - \frac{1}{4} \frac{x}{z} - 1 + \frac{1}{2} \left( \frac{x}{z} \right)^{-1} + \ln \frac{x}{z} - \ln \frac{r_s}{z} \right), & \text{if } z \leq x \leq r_s; \\
    0, & \text{if } x \geq r_s,
\end{cases}
$$

for all $x > 0$, when $\delta = 4$. For the concrete example of a squared Bessel process of dimension four, (5.6) possesses two solutions, one of which satisfies the admissibility criterion $r_s > z$, namely

$$
r_s = \left( 2 + \sqrt{2} \right) z \approx 3.41421 z.
$$

Figure 5.2 plots the associated value function (5.7b), for the case when $z = 1$.
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**Figure 5.2.** The value function (5.7b), for a transient squared Bessel process of dimension $\delta = 4$, with target level $z = 1$. The optimal stopping boundary is $r_s \approx 3.41421$.

Note that the origin is an entrance boundary for the processes considered in Examples 5.1 and 5.2 (see e.g. Borodin and Salminen 2002, Appendix 1.21 and 1.23), which explains why $\widetilde{V}(0+) > -\infty$ in both of those cases (see Proposition 4.1). By contrast, a transient geometric Brownian motion provides an example of a time-homogeneous diffusion whose scale function and speed measure admit the representation (5.1), and for which the origin is a non-attractive natural boundary (see e.g. Borodin and Salminen 2002, Appendix 1.20):  

**Example 5.3.** Let $X$ be a geometric Brownian motion, in which case

$$
b(x) = \lambda x \quad \text{and} \quad a(x) = \sigma x,
$$

for all $x > 0$, where $\sigma > 0$ and $\lambda \in \mathbb{R}$. We impose the condition

$$
\kappa := \frac{\lambda}{\sigma^2} - \frac{1}{2} > 0,
$$

which ensures that the process is transient (see e.g. Borodin and Salminen 2002, Appendix 1.20). According to (1.3), its scale function and speed measure are given by

$$
s(x) = -\frac{1}{2\kappa} x^{-2\kappa} \quad \text{and} \quad m(dx) = \frac{1}{\sigma^2} x^{2\kappa-1} \, dx,
$$
for all \( x > 0 \) (see e.g. Borodin and Salminen 2002, Appendix 1.20). From (5.2b) it follows that the equation for the optimal stopping boundary is

\[
(r_s/z)^{2\kappa} - 4\kappa \ln (r_s/z) - 2 = 0.
\]

(5.8)

Using (5.3b), we see that the value function is given by

\[
\tilde{V}(x) = \begin{cases} 
\frac{1}{2\kappa \sigma^2} \left( \frac{1}{\kappa} \left( \frac{r_s}{z} \right)^{-2\kappa} + \ln (r_s/z) + \ln \frac{x}{z} - \frac{3}{2\kappa} \right), & \text{if } x \leq z; \\
\frac{1}{2\kappa \sigma^2} \left( \frac{1}{\kappa} \left( \frac{r_s}{z} \right)^{-2\kappa} - 2 \left( \frac{x}{z} \right)^{-2\kappa} - 2 \left( \frac{x}{z} \right)^{-2\kappa} \ln \frac{x}{z} + \ln \frac{r_s}{z} \right), & \text{if } z \leq x \leq r_s; \\
- \ln \frac{x}{z} + \frac{1}{2\kappa}, & \text{if } x \geq r_s,
\end{cases}
\]

(5.9)

for all \( x > 0 \). For the concrete example of a geometric Brownian motion with \( \lambda = 1 \) and \( \sigma = 1 \), the transcendental equation (5.8) possesses two solutions, one of which satisfies the admissibility condition \( r_\ast > z \), namely \( r_\ast \approx 5.35370z \). Figure 5.3 plots the associated value function (5.9), for the case when \( z = 1 \).
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**Figure 5.3.** The value function (5.9), for a transient geometric Brownian motion with \( \lambda = 1 \), \( \sigma = 1 \), and target level \( z = 1 \). The optimal stopping boundary is \( r_\ast \approx 5.35370 \).

Inspection of (5.8) reveals that \( \partial r_\ast / \partial \kappa < 0 \), for the transient geometric Brownian motion considered in Example 5.3. In other words, a higher drift rate \( \lambda \) and/or a lower volatility \( \sigma \) correspond to a lower optimal stopping boundary. The intuition is obvious, once again, since a higher drift rate and/or a lower volatility decrease the last-passage time of the process to the target level. Also note that \( \tilde{V}(0+) = -\infty \), since the origin is a non-attractive natural boundary for transient geometric Brownian motions (see Proposition 4.1).

The processes in Examples 5.1–5.3 are all non-explosive, in the sense that \( P_x(\zeta < \infty) = 0 \), for all \( x > 0 \). Next, we present an example of a transient diffusion with explosive sample paths, motivated by a process studied by Karatzas and Ruf (2013). In this example, however, the scale function and speed measure are not of the form (5.1):
Example 5.4. Let $X$ be determined by

\[ b(x) = \lambda \kappa x^p + \frac{1}{2} \kappa^2 px^{2p-1} \quad \text{and} \quad a(x) = \kappa x^p, \]

for all $x > 0$, where $\lambda > 0$, $\kappa > 0$ and $p > 1$. According to (1.3) its scale function and speed measure are given by

\[ s(x) = 1 - e^{-\frac{2\lambda}{\pi(1-p)}x^{1-p}} \quad \text{and} \quad m(dx) = \frac{1}{\lambda \kappa} x^{-p} e^{\frac{2\lambda}{\pi(1-p)}y^{1-p}} dy, \]

for all $x > 0$. While the scale function and speed measure specified above do not conform to (5.1), the conditions in Assumption (1.4) are nevertheless easily verified. Moreover, we observe that

\[
\int_1^\infty \left( s(\infty) - s(y) \right) m(dy) = \frac{1}{\lambda \kappa} \int_1^\infty y^{-p} \left( 1 - e^{-\frac{2\lambda}{\pi(1-p)}y^{1-p}} \right) dy < \frac{1}{\lambda \kappa} \left( \frac{1}{1-p} \right) < \infty,
\]

which indicates that the boundary at infinity is attainable (see e.g. Karlin and Taylor 1981, Definition 6.2). In other words, $P_x(\zeta < \infty) > 0$, for all $x > 0$. Although the optimal stopping boundary $r_*$ and the value function $\bar{V}$ cannot be determined analytically in this example, we are nevertheless able to evaluate them numerically from (3.3) and (3.4). In the case when $z = 1$, numerical solution of (3.4) gives $r_* \approx 3.77882$, for the parameter $\lambda = 1$, $\kappa = 1$, and $p = 2$. Figure 5.4 employs numerical integration to plot the associated value function (3.3).

![Figure 5.4](image-url)

**Figure 5.4.** The value function for the explosive process in Example 5.4 with $\lambda = 1$, $\kappa = 1$, $p = 2$, and target level $z = 1$. The optimal stopping boundary is $r_* \approx 3.7782$.
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