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Abstract. We apply the filtered and graded methods developed in earlier works to find (noncommutative) free group algebras in division rings.

If $L$ is a Lie algebra, we denote by $U(L)$ its universal enveloping algebra. P. M. Cohn constructed a division ring $\mathcal{D}_L$ that contains $U(L)$. We denote by $\mathcal{D}(L)$ the division subring of $\mathcal{D}_L$ generated by $U(L)$.

Let $k$ be a field of characteristic zero, and let $L$ be a nonabelian Lie $k$-algebra. If either $L$ is residually nilpotent or $U(L)$ is an Ore domain, we show that $\mathcal{D}(L)$ contains (noncommutative) free group algebras. In those same cases, if $L$ is equipped with an involution, we are able to prove that the free group algebra in $\mathcal{D}(L)$ can be chosen generated by symmetric elements in most cases.

Let $G$ be a nonabelian residually torsion-free nilpotent group, and let $k(G)$ be the division subring of the Malcev–Neumann series ring generated by the group algebra $k[G]$. If $G$ is equipped with an involution, we show that $k(G)$ contains a (noncommutative) free group algebra generated by symmetric elements.

1 Introduction

The search for free objects in division rings has been largely motivated by the following two conjectures that still remain open:

(G) If $D$ is a noncommutative division ring, then the multiplicative group $D\setminus\{0\}$ contains a free group of rank two.

(A) If $D$ is a division ring which is infinite dimensional over its center $Z$ and is finitely generated (as a division algebra over $Z$), then $D$ contains a free $Z$-algebra of rank two.

Conjecture (G) was stated by A. I. Lichtman in [22] and has been proved when the center of $D$ is uncountable [5] and when $D$ is finite dimensional over its center [16], to name two important instances where it holds true. Conjecture (A) was formulated independently by L. Makar-Limanov in [28] and T. Stafford. Evidence for conjecture (A) has been given in many papers, for example [1, 2, 25, 27, 29]. In many division rings in which conjecture (A) holds, $D$ in fact contains a noncommutative free group $Z$-algebra. For example, this always happens if the center of $D$ is uncountable [17] (or [39] for a slightly more general result). Other examples of the existence of free group
algebras in division rings can be found in [4, 25, 30, 38]. Therefore, it makes sense to consider the following unifying conjecture:

(GA) Let $D$ be a skew field with center $Z$. If $D$ is finitely generated as a division ring over $Z$ and $D$ is infinite dimensional over $Z$, then $D$ contains a noncommutative free group $Z$-algebra.

For more details on these and related conjectures, the reader is referred to [18].

After the work in [10–14, 18] it has become apparent that an involutinal version of conjectures (G) and (A) should be investigated. Part of our work deals with an involutional version of (GA). To be more specific, if $D$ is equipped with an involution, under the hypothesis of (GA), can we find a free group algebra whose set of free generators is formed by symmetric elements (i.e., $x^* = x$)?

Let $k$ be a field. A $k$-involution on a $k$-algebra $R$ is a $k$-linear map $*: R \to R, x \mapsto x^*$, such that $(ab)^* = b^*a^*$ and $(a^*)^* = a$ for all $a, b \in R$. There are two families of $k$-algebras that usually are equipped with an involution. These are group $k$-algebras and universal enveloping algebras of Lie $k$-algebras. Given an involution on a group (see p. 1499 for precise a definition), it induces a $k$-involution on the group $k$-algebra $k[G]$ (p. 1499). Furthermore, if $G$ is an orderable group (p. 1466), there is a prescribed construction of a division $k$-algebra, which we call $k(G)$, that contains $k[G]$; it is generated by $k[G]$ and is such that any $k$-involution on $k[G]$ can be extended to $k(G)$ (see Section 7 for more details). Also, a given $k$-involution (see p. 1472) of a Lie $k$-algebra $L$ induces a $k$-involution on the universal enveloping algebra $U(L)$ in the natural way ([9, Section 2.2.17]). There is also a concrete construction of a division $k$-algebra, which we denote by $\mathcal{D}(L)$. It contains $U(L)$; it is generated by $U(L)$ and is such that any $k$-involution on $L$ can be extended to a $k$-involution of $\mathcal{D}(L)$ (see Section 5 for more details). We remark that neither $k[G]$ nor $U(L)$ need to be Ore domains, but if they are, both $k(G)$ and $\mathcal{D}(L)$ coincide with the Ore rings of fractions of $k[G]$ and $U(L)$ respectively.

The aim of our work is to apply the graded and filtered methods developed in [39, 40] to obtain free group algebras in division rings. Concerning conjecture (GA), we are able to prove an extension of a result by Lichtman. More precisely, [25, Theorem 4] is (ii) of the following result.

**Theorem 1.1** Let $k$ be a field of characteristic zero and $L$ be a nonabelian Lie $k$-algebra. Suppose that one of the following conditions is satisfied.

(i) $L$ is residually nilpotent.

(ii) The universal enveloping algebra $U(L)$ is an Ore domain.

Then $\mathcal{D}(L)$ contains a (noncommutative) free group $k$-algebra.

Notice that $\mathcal{D}(L)$ may not contain a free $k$-algebra of rank two if the characteristic of $k$ is not zero. In fact, as noted in [25, p. 147], the proof given in [20, p. 204] shows that if $L$ is finite dimensional over $k$, then $\mathcal{D}(L)$ is finite dimensional over its center. Therefore, it does not contain a noncommutative free algebra.

Concerning involutional versions of conjecture (GA), we are able to prove the following two theorems.
**Theorem 1.2** Let \( k \) be a field of characteristic zero, and let \( L \) be a nonabelian Lie \( k \)-algebra endowed with a \( k \)-involution \( \ast : L \to L \). Suppose that one of the following conditions is satisfied.

(i) \( L \) is residually nilpotent.

(ii) The universal enveloping algebra \( U(L) \) is an Ore domain and either

(a) there exists \( x \in L \) such that \([x^*, x] \neq 0\) and the Lie \( k \)-subalgebra of \( L \) generated by \( \{x, x^*\} \) is of dimension at least three, or

(b) \([x^*, x] = 0\) for every \( x \in L \), but there exist \( x, y \in L \) with \([y, x] \neq 0\) and the \( k \)-subspace of \( L \) spanned by \( \{x, x^*, y, y^*\} \) is not equal to the Lie \( k \)-subalgebra of \( L \) generated by \( \{x, x^*, y, y^*\} \).

Then \( \mathfrak{D}(L) \) contains a (noncommutative) free group \( k \)-algebra whose free generators are symmetric with respect to the extension of \( \ast \) to \( \mathfrak{D}(L) \).

**Theorem 1.3** Let \( k \) be a field of characteristic zero and let \( G \) be a nonabelian residually torsion-free nilpotent group endowed with an involution \( \ast : G \to G \). Then \( k(G) \) contains a free group \( k \)-algebra whose free generators are symmetric with respect to the extension of \( \ast \) to \( k(G) \).

Notice that since the map \( L \mapsto L, x \mapsto -x \), is a \( k \)-involution for any Lie \( k \)-algebra \( L \), Theorem 1.2(ii) implies Theorem 1.1(i). On the other hand, the proofs and the elements that generate the free group algebra in Theorem 1.2 are more complicated than those of Theorem 1.1.

Let \( k \) be a field of characteristic zero. The general strategy to obtain Theorems 1.1 and 1.2 goes back to Lichtman [25] and was also used in [10]. Roughly speaking, one has to obtain free (group) algebras in the division ring \( \mathfrak{D}(H) \), where \( H \) is the Lie \( k \)-algebra \( H = \langle x, y : [y, [y, x]] = [x, [y, x]] = 0 \rangle \). From this, one obtains free group algebras in \( \mathfrak{D}(L) \), where \( L \) is a residually nilpotent Lie \( k \)-algebra. Now there is a way to obtain free (group) algebras in \( \mathfrak{D}(L) \), where \( L \) is a Lie \( k \)-algebra such that \( U(L) \) is an Ore domain, from the residually nilpotent case using filtered and graded methods. We have improved and somewhat clarified this strategy in order to obtain the two first theorems above. Then Theorem 1.3 is obtained from the previous results using the filtered methods from [40] and a technique from [10].

We begin Section 2.1 by introducing some basics on filtrations and valuations. In Section 2.2, we state some results on how filtrations and gradations of Lie algebras induce filtrations and gradations of their universal enveloping algebras. Section 2.3 is devoted to results about the existence of free group algebras obtained in [39, 40]. They show different ways of obtaining free group algebras in division rings generated by group graded rings and in division rings endowed with a valuation.

The results in Section 2 are stated in more generality than necessary in subsequent sections, but we believe there is some merit in the general statements and that they could be of interest to others.

The first part of Section 3 is concerned with the classifications of all the \( k \)-involutions of the Heisenberg Lie \( k \)-algebra \( H = \langle x, y : [y, [y, x]] = [x, [y, x]] = 0 \rangle \) over \( k \), a field of characteristic different from two. We are able to prove that, up to equivalence, there are three involutions on \( H \). We then use this to show that any
nilpotent Lie $k$-algebra endowed with an involution $*: L \to L$ contains a $*$-invariant $k$-subalgebra $H$ of $L$ whose restriction to $H$ is one of those three involutions.

Section 4 deals with the problem of finding free (group) algebras in the Ore ring of fractions of $U(L)$, the universal enveloping algebra of a nilpotent Lie $k$-algebra $L$ over a field of characteristic zero. The main result is the technical Theorem 4.5, where a lot of free (group) algebras in $\mathcal{D}(H)$ are obtained. Each of those free (group) algebras is suitable for later applications of the results in Section 2.3. Thus, the free generators (or elements obtained from them) will be homogeneous elements of some graded rings that appear in this and subsequent sections. There could be simpler elements that do the job and avoid some technicalities, but we were not able to find them.

Let $L$ be a nonabelian residually nilpotent Lie $k$-algebra over a field of characteristic zero $k$. The main aim of Section 5 is to obtain free (group) algebras in the division ring $\mathcal{D}(L)$ from the ones obtained in the previous section. It is done by a method involving series that was developed in [10]. Although technical, the argument is quite natural.

Let $L$ be a nonabelian Lie $k$-algebra over a field of characteristic zero such that its universal enveloping algebra $U(L)$ is an Ore domain. In Section 6, we find free group algebras in $\mathcal{D}(L)$, the Ore ring of fractions of $U(L)$, using the results in previous sections. Roughly speaking, the idea of the proof is that for some natural filtrations of $L$, the associated graded Lie algebra $\text{grad}(L)$ is residually nilpotent. The isomorphism of graded algebras $U(\text{grad}(L)) \cong \text{grad}(U(L))$ allows us to use the results in previous sections thanks to the fact that $U(L)$ is an Ore domain and the good behaviour of the Ore localization with respect to filtrations described in Section 2.

The arguments in Section 6 should clarify why some of the elements in earlier sections were chosen in that way. Here it is one of the places where Proposition 2.8 and Theorem 2.9 are strongly used.

The last section of the paper is devoted to finding free group algebras in $k(G)$ for $k$ a field of characteristic zero and $G$ a nonabelian residually torsion-free nilpotent group. Let $H = \langle a, b : (b, (b, a)) = (a, (b, a)) = 1 \rangle$ be the Heisenberg group. There are filtrations of the group ring $k[H]$ such that the induced $k$-algebra is isomorphic to $U(H)$ as graded $k$-algebras, where we consider a certain gradation in $U(H)$ induced from one of $H$. Again, using the crucial results of Section 2.3, one can obtain suitable free group algebras in $k(H)$. From this, using an argument from [14], one gets the desired free group algebras in $k(G)$.

2 Filtrations, Gradations, and Valuations

A strict ordering on a set $S$ is a binary relation $<$ that is transitive and such that $s_1 < s_2$ and $s_2 < s_1$ cannot both hold for elements $s_1, s_2 \in S$. It is a strict total ordering if for every $s_1, s_2 \in S$, exactly one of $s_1 < s_2, s_2 < s_1$ or $s_1 = s_2$ holds.

A group $G$ is called orderable if its elements can be given a strict total ordering $<$ that is left and right invariant. That is, $g_1 < g_2$ implies that $g_1h < g_2h$ and $hg_1 < hg_2$ for all $g_1, g_2, h \in G$. We call the pair $(G, <)$ an ordered group. Clearly, any additive subgroup of the real numbers is orderable. More generally, torsion-free abelian groups, torsion-free nilpotent groups, and residually torsion-free nilpotent groups are orderable [15].
2.1 On Filtrations and Valuations

Let $R$ be a ring and $(G, <)$ an ordered group. A family $F_G R = \{F_g R\}_{g \in G}$ of additive subgroups of $R$ is a (descending) $G$-filtration if it satisfies the following four conditions:

(F1) $F_g R \supseteq F_h R$ for all $g, h \in G$ with $g \leq h$;

(F2) $F_g R \cdot F_h R \subseteq F_{gh} R$ for all $g, h \in G$;

(F3) $1 \in F_1 R$;

(F4) $\bigcup_{g \in G} F_g R = R$.

We say that the $G$-filtration is separating if it also satisfies the following:

(F5) For every $x \in R$, there exists $g \in G$ such that $x \in F_g R$ and $x \notin F_h R$ for all $h \in G$ with $g < h$.

Let $R$ be a ring, $(G, <)$ an ordered group, and $F_G R = \{F_g R\}_{g \in G}$ a $G$-filtration of $R$. For each $g \in G$, define

$$F_{>g} R = \sum_{h > g} F_h R \quad \text{and} \quad R_g = F_g R / F_{>g} R.$$ 

The fact that $G$ is an ordered group and the definition of $G$-filtration imply that

$$F_{>g} R \cdot F_{>h} R \subseteq F_{>gh} R, \quad F_{>h} R \cdot F_g R \subseteq F_{>gh} R, \quad F_g R \cdot F_{>h} R \subseteq F_{>gh} R$$

for any $g, h \in G$. Thus, a multiplication can be defined by

$$(2.1) \quad R_g \times R_h \longrightarrow R_{gh}, \quad (x + F_{>g} R)(y + F_{>h} R) = xy + F_{>gh} R.$$ 

The associated graded ring of $F_G R$ is defined to be

$$\text{grad}_{F_G}(R) = \bigoplus_{g \in G} R_g.$$ 

The addition on $\text{grad}_{F_G}(R)$ arises from the addition on each component $R_g$. The multiplication is defined by extending the multiplication (2.1) on the components bilinearly to all $\text{grad}_{F_G}(R)$. Notice that $\text{grad}_{F_G}(R)$ may not have an identity element. If $F_G R$ is separating, then $\text{grad}_{F_G}(R)$ is a ring with identity element $1 + F_{>1} R$.

The Rees ring of the filtration is

$$\text{Rees}_{F_G}(R) = \bigoplus_{g \in G} (F_g R)g,$$

which is a subring of the group ring $R[G]$. Thus, an element of $\text{Rees}_{F_G}(R)$ is a finite sum $\sum_{g \in G} a_g g$ where $a_g \in F_g R$. Notice that $\text{Rees}_{F_G}(R)$ is a $G$-graded ring with identity element $1_{\text{Rees}_{F_G}(R)} = 1_R 1_G$.

The next lemma is well known. It can be proved as in [32, Section 1.8], where the filtrations are ascending.

**Lemma 2.1** Let $R$ be a ring, let $(G, <)$ be an ordered group, and let $F_G R = \{F_g R\}_{g \in G}$ be a $G$-filtration of $R$. The following hold true.
(i) The subset $G_1 = \{ g \in G : g \leq 1 \}$ is an Ore subset of $\text{Rees}_v(R)$, and the Ore localization $G_1^{-1} \text{Rees}_v(R) = R[G]$ is the group ring.

(ii) Let $I$ be the ideal of $\text{Rees}_v(R)$ generated by $G^- = \{ g \in G : g < 1 \}$. Then $I = \bigoplus_{g \in G}(F_{gR})g$ and $\text{Rees}_v(R)/I \cong \text{grad}_v(R)$ as graded rings.

(iii) Let $I$ be the ideal of $\text{Rees}_v(R)$ generated by the elements $\{ 1 - g : g \in G^- \}$. Then $\text{Rees}_v(R)/I \cong R$.

Let $R$ be a ring and $(G,\langle,)\rangle$ be an ordered group. A map $\nu: R \to G \cup \{ \infty \}$ is a valuation if it satisfies

(V1) $\nu(x) = \infty$ if, and only if, $x = 0$;

(V2) $\nu(x + y) \geq \min\{ \nu(x), \nu(y) \}$;

(V3) $\nu(xy) = \nu(x) \nu(y)$.

Notice that $\nu(1) = 1_G$ and $\nu(-x) = \nu(x)$ for all $x \in R$. For each $g \in G$, we set $R_{\geq g} = \{ f \in R : \nu(f) \geq g \}$ and $R_{> g} = \{ f \in R : \nu(f) > g \}$. Defining $F_gR = R_{\geq g}$ for each $g \in G$, we obtain a separating filtration $F_gR = \{ F_gR \}_{g \in G}$. We will denote the graded ring and the Rees ring associated with this filtration as $\text{grad}_v(R)$ and $\text{Rees}_v(R)$, respectively. Furthermore, observe that $\text{grad}_v(R)$ is a domain because of (V3). It is well known that the converse is also true [32, p. 91]. That is, given a separating filtration $F_gR = \{ F_gR \}_{g \in G}$ of $R$ such that the associated graded ring $\text{grad}_v(R)$ is a domain, one can define a valuation $\nu: R \to G \cup \{ \infty \}$ by $\nu(x) = \max\{ g \in G : x \in F_gR \}$ for each $x \in R \setminus \{ 0 \}$.

If $X$ is an Ore domain, we denote by $Q_{cl}(X)$ the Ore ring of fractions of $X$, that is, the Ore localization of $X$ at the multiplicative set $X \setminus \{ 0 \}$.

The following lemma is a generalization of [25, Propositions 16, 17, 18], with a somewhat different proof.

**Lemma 2.2** Let $R$ be an Ore domain, $(G,\langle,)\rangle$ an ordered group, and $\nu: R \to G \cup \{ \infty \}$ a valuation. Let $D$ be the Ore ring of fractions of $R$. The following hold true.

(i) The valuation $\nu$ can be extended to a valuation $\nu: D \to G \cup \{ \infty \}$.

(ii) The set $\mathcal{H}$ of nonzero homogeneous elements of $\text{grad}_v(R)$ is an Ore subset of $\text{grad}_v(D)$.

(iii) There exists an isomorphism of $G$-graded rings $\lambda: \mathcal{H}^{-1} \text{grad}_v(R) \to \text{grad}_v(D)$ given by $f + R_{>\nu(f)} \mapsto f + D_{>\nu(f)}$ for all $f \in R$.

(iv) If $G$ is poly-(torsion-free abelian), then $\text{grad}_v(R)$ is an Ore domain.

(v) If $G$ is poly-(torsion-free abelian), then $\text{Rees}_v(R)$ is an Ore domain.

(vi) If $G$ is torsion-free abelian, then $\mathfrak{J} = \text{Rees}_v(R) \setminus J$ is an Ore subset of $\text{Rees}_v(R)$, and $\mathfrak{J}^{-1} \text{Rees}_v(R)$ is a local ring with residue division ring $Q_{cl}(\text{grad}_v(R))$.

**Proof** The proof of (i) can be found in [7, Proposition 9.1.1], for example.

(ii) Let $f_1, f_2 \in R \setminus \{ 0 \}$. Consider the nonzero homogeneous elements $f_1 + R_{>\nu(f_1)}$, $f_2 + R_{>\nu(f_2)} \in \text{grad}_v(R)$. Since $R$ is an Ore domain, there exist $q_1, q_2 \in R$ such that $q_1f_1 = q_2f_2 = 0$. Consider the nonzero homogeneous elements $q_1 + R_{>\nu(q_1)}$, $q_2 + R_{>\nu(q_2)} \in \text{grad}_v(R)$. Then

$$(q_1 + R_{>\nu(q_1)})(f_1 + R_{>\nu(f_1)}) = (q_2 + R_{>\nu(q_2)})(f_2 + R_{>\nu(f_2)}).$$

Now [33, Lemma 8.1.1] implies the result.
(iii) First note that $\text{grad}_\nu(D)$ is a $G$-graded skew field, and the natural maps $\iota: \text{grad}_\nu(R) \to \text{grad}_\nu(D)$, $\kappa: \text{grad}_\nu(R) \to \mathcal{H}^{-1}\text{grad}_\nu(R)$ are embeddings of $G$-graded rings. Thus, for each element in $\mathcal{H}$, the image by $\iota$ is an homogeneous invertible element in $\text{grad}_\nu(D)$. By the universal property of the Ore localization, there exists a homomorphism $\lambda: \mathcal{H}^{-1}\text{grad}_\nu(R) \to \text{grad}_\nu(D)$ such that $\iota = \lambda \kappa$. The homomorphism $\lambda$ is injective, since it is so when restricted to homogeneous elements. Now let $f, q \in R\setminus \{0\}$. Consider $q^{-1}f + D_{\nu(q^{-1})}$. This element is the image by $\lambda$ of $(q + R_{\nu(q)})(f + R_{\nu(f)})$. Thus, $\lambda$ is surjective.

(iv) The graded division ring $\text{grad}_\nu(D)$ is a crossed product of the division ring $D_0$ over the subgroup $\{g \in G : D_g \neq 0\}$, which is again poly-(torsion-free abelian).

Thus, $\text{grad}_\nu(D)$ is an Ore domain by, for example, [36, Corollary 37.11]. We show that the Ore ring of fractions $Q_\nu(\text{grad}_\nu(D))$ of $\text{grad}_\nu(D)$ is also the Ore ring of fractions of $\text{grad}_\nu(D)$. For that, it is enough to show that every element of $Q_\nu(\text{grad}_\nu(D))$ is of the form $b^{-1}a$ with $a, b \in Q_\nu(\text{grad}_\nu(D))$, $b \neq 0$. An element of $f \in Q_\nu(\text{grad}_\nu(D))$ is of the form $(d_{g_1} + \cdots + d_{g_n})^{-1}(e_{h_1} + \cdots + e_{h_s})$, where $d_{g_i}, e_{h_j} \in D_{g_i}, e_{h_j} \in D_{h_j}$. By (ii), (iii), and after bringing it to a common denominator, we can suppose that there exist $t, a_i, b_i \in \mathcal{H}$ such that

$$f = (t^{-1}a_1 + \cdots + t^{-1}a_r)^{-1}(t^{-1}b_1 + \cdots + t^{-1}b_s) = (a_1 + \cdots + a_r)^{-1}(b_1 + \cdots + b_s).$$

(v) In the same way as (iv), one can show that the group ring $D[G]$ and $R[G]$ are Ore domains with the same Ore ring of fractions $Q_\nu(R[G])$. By Lemma 2.1(i), $R[G]$ is the localization of $\text{Rees}_\nu(R)$ at $G_1$. Hence, one can proceed as in (iv) to show that $\text{Rees}_\nu(R)$ is an Ore domain with Ore ring of fractions $Q_\nu(R[G])$.

(vi) Let $x = \sum_{i=1}^n a_i g_i \in \text{Rees}_\nu(R)$ where we suppose that $a_i \neq 0$, $i = 1, \ldots, n$. Hence, $v(a_i) \geq g_i$ for all $i$. We suppose that if $i \neq j$, either $v(a_i)^{-1}g_i < v(a_j)^{-1}g_j$ or $v(a_i)^{-1}g_i = v(a_j)^{-1}g_j$ and $g_i < g_j$. We define $\omega(x) = v(a_n)^{-1}g_n \leq 1_G$. Observe that $x = x'\omega(x)$, where

$$x' = \sum_{i=1}^n a_i g_i g_n^{-1}v(a_n).$$

Since $v(a_n)^{-1}g_n \geq v(a_i)^{-1}g_i$, $g_i^{-1}v(a_i) \geq g_n^{-1}v(a_n)$. This implies that $v(a_i) \geq g_i g_n^{-1}v(a_n)$. Hence, $x' \in J$. Note that $x \in J$ if and only if $\omega(x) = 1$, since $J$ is the intersection of all $D_g$. If $a, b \in R$, $g \in G$ such that $ag, bg \in \text{Rees}_\nu(R)$, then

$$\omega((a + b)g) \leq \max\{\omega(ag), \omega(bg)\}.$$
2.2 On Gradations and Filtrations of Universal Enveloping Algebras

If \( L \) is a Lie algebra, we denote its universal enveloping algebra by \( U(L) \).

Let \( k \) be a field, \( L \) a Lie \( k \)-algebra, and \( G \) a commutative group. We say that \( L \) is a \( G \)-graded Lie \( k \)-algebra if there exists a decomposition of \( L \) as \( L = \bigoplus_{g \in G} L_g \) satisfying the following:

(a) \( L_g \) is a \( k \)-subspace of \( L \) for each \( g \in G \).
(b) \( [L_g, L_h] \subseteq L_{g+h} \) for all \( g, h \in G \).

The elements of \( \bigcup_{g \in G} L_g \) are the homogeneous elements of \( L \). If \( x \in L_g \), we say that \( x \) is homogeneous of degree \( g \).

The main examples we will deal with are the following. Examples (i) and (ii) are important in Section 4, while examples (iii) and (iv) are useful in Section 7.

**Example 2.3** Let \( k \) be a field. We can endow the Heisenberg Lie \( k \)-algebra \( H \) with different \( \mathbb{Z} \)-gradings. We will use the following ones.

(i) \( H = \bigoplus_{n \in \mathbb{Z}} H_n \), where \( H_{-1} = kx + ky, H_{-2} = kz \), and \( H_n = 0 \) for all \( n \neq -1, -2 \).
(ii) \( H = \bigoplus_{n \in \mathbb{Z}} H_n \), where \( H_{-1} = kx, H_{-2} = ky, H_{-3} = kz \), and \( H_n = 0 \) for all \( n \neq -1, -2, -3 \).
(iii) \( H = \bigoplus_{n \in \mathbb{Z}} H_n \), where \( H_1 = kx + ky, H_2 = kz \), and \( H_n = 0 \) for all \( n \neq 1, 2 \).
(iv) \( H = \bigoplus_{n \in \mathbb{Z}} H_n \), where \( H_1 = kx, H_2 = ky, H_3 = kz \), and \( H_n = 0 \) for all \( n \neq 1, 2, 3 \).

For each \( g \in G \), let \( B_g = \{ e_i^{g_j} \}_{i \in I_g} \) be a \( k \)-basis of \( L_g \). Then \( B = \bigcup_{g \in G} B_g \) is a \( k \)-basis of \( L \). Fix an ordering \( < \) of \( B \). Consider the universal enveloping algebra \( U(L) \) of \( L \). The standard monomials in \( B \) are the elements

\[
e^{g_i^{g_j}}_{i_1} e^{g_i^{g_j}}_{i_2} \cdots e^{g_i^{g_j}}_{i_r} \in U(L), \quad \text{with } e^{g_i^{g_j}}_{i_1} \in B_{g_i}, \quad e^{g_i^{g_j}}_{i_1} \leq e^{g_i^{g_j}}_{i_2} \leq \cdots \leq e^{g_i^{g_j}}_{i_r}.
\]

By the Poincaré–Birkoff–Witt (PBW) theorem, the standard monomials, together with 1, form a \( k \)-basis of \( U(L) \). We say that the standard monomial \((2.2)\) is of degree \( g = g_1 + g_2 + \cdots + g_r \). In this situation, one can obtain a gradation of the universal enveloping algebra as follows.

**Lemma 2.4** Let \( G \) be a group and let \( L = \bigoplus_{g \in G} L_g \) be a \( G \)-graded Lie \( k \)-algebra. Then the universal enveloping algebra \( U(L) \) is an (associative) \( G \)-graded \( k \)-algebra. Indeed,

\[
U(L) = \bigoplus_{g \in G} U(L)_g,
\]

where \( U(L)_g \) is the \( k \)-span of the standard monomials of degree \( g \).

Let \( k \) be a field, let \( L \) be a Lie \( k \)-algebra, and let \( (G, <) \) be an ordered abelian group. A (descending) separating filtration of \( L \) is a family of subspaces \( F \subseteq L = \{ F_g \} \) such that

(F1) \( F_g L \supseteq F_h L \) for all \( g, h \in G \) with \( g \geq h \);
(F2) \( [F_g L, F_h L] \subseteq F_{g+h} R \) for all \( g, h \in G \);
(F3) \( \bigcup_{g \in G} F_g L = L \).
(FL4) for every \( x \in L \), there exists \( g \in G \) such that \( x \in F_g L \) and \( x \notin F_h L \) for all \( h \in G \) with \( g < h \).

Define \( F_{\geq g} L = \sum_{h \geq g} F_h L \), and \( L_g = F_g L/F_{\geq g} L \) for all \( g \in G \). Then one obtains the associated graded Lie \( k \)-algebra

\[
\text{grad}_{F_G} L = \bigoplus_{g \in G} L_g.
\]

The filtration \( F_G L \) of \( L \) induces a filtration \( F_G U(L) = \{ F_g U(L) \}_{g \in G} \) of the universal enveloping algebra \( U(L) \) as follows. Define, for each \( g \in G \), \( g \leq 0 \),

\[
F_g U(L) = k + \sum_{g_1 + \cdots + g_r \geq g} L_{g_1} \cdots L_{g_r},
\]

and for each \( g > 0 \),

\[
F_g U(L) = \sum_{g_1 + \cdots + g_r \geq g} L_{g_1} \cdots L_{g_r}.
\]

Then \( F_h U(L) \subseteq F_g U(L) \) for \( g < h \), and \( F_g U(L) \cdot F_h U(L) \subseteq F_{g+h} U(L) \) for all \( g, h \in G \).

An easy but important example for us is the following. It will be used in Section 6.

**Example 2.5** Let \( L \) be a Lie \( k \)-algebra generated by two elements \( u, v \in L \). Define \( FL_r = 0 \) for all \( r \geq 0 \), \( FL_{-1} = ku + kv \), and, for \( n \leq -1 \),

\[
F_{n-1} L = \sum_{n_1 + n_2 + \cdots + n_r \geq (n-1)} [F_{n_1} L, [F_{n_2} L, \ldots]]
\]

Observe that, for each \( n \in \mathbb{Z} \), there exists \( B_n \subseteq L \) whose classes give a basis of \( L_n = F_n L/F_{n+1} L \) such that \( \bigcup_{n \in \mathbb{Z}} B_n \) is a basis of \( L \).

The next lemma will be used in Sections 6, 7.

**Lemma 2.6** Let \( k \) be a field and \( L \) be a Lie \( k \)-algebra. The following hold true.

(i) Suppose that there exists a basis \( B_g = \{ e^g_i \}_{i \in I_g} \) of \( L_g \) for each \( g \in G \) such that \( \bigcup_{g \in G} B_g \) is a basis of \( L \). Then the filtration is separating, and there exists an isomorphism of \( G \)-graded \( k \)-algebras

\[
U(\text{grad}_{F_G} L) \cong \text{grad}_{F_G} (U(L)).
\]

Hence the filtration induces a valuation \( v: U(L) \to G \cup \{ \infty \} \).

(ii) If \( U(L) \) is an Ore domain, then \( U(\text{grad}_{F_G} L) \) is an Ore domain.

**Proof** (i) This can be proved in the same way as [41, Proposition 1] or [3, Lemma 2.1.2].

(ii) This can be proved by Lemma 2.2(iv).\( \square \)

### 2.3 Free Group Algebras in Division Rings

Our work can be regarded as an application of some techniques on the existence of free group algebras in division rings. In this section, we gather together the version of those results that we will use.

We begin with [39, Theorem 3.2]. It tells us a way to obtain a free group algebra from a free algebra in case the division ring is the Ore ring of fractions of a graded Ore domain.
**Theorem 2.7** Let $G$ be an orderable group and let $k$ be a commutative ring. Let $A = \bigoplus_{g \in G} A_g$ be a $G$-graded $k$-algebra. Let $X$ be a subset of $A$ consisting of homogeneous elements where we denote by $g_x \in G$ the degree of $x \in X$, i.e., $x \in A_{g_x}$. Suppose that the following three conditions are satisfied.

(i) There exists a strict total ordering $<$ of $G$ such that $(G, <)$ is an ordered group and $1 < g_x$ for all $x \in X$.

(ii) The $k$-subalgebra of $A$ generated by $X$ is the free $k$-algebra on $X$.

(iii) $A$ is a left Ore domain with left Ore ring of fractions $Q_{cl}(A)$.

Then the $k$-subalgebra of $Q_{cl}(A)$ generated by $\{1 + x, (1 + x)^{-1}\}_{x \in X}$ is the free group $k$-algebra on the set $\{1 + x\}_{x \in X}$.

The next proposition is [40, Proposition 2.5(4′)]. It shows that (under some circumstances) the existence of a free group algebra in the graded ring induced by a valuation on a division ring $D$, implies the existence of a free group algebra in $D$.

**Proposition 2.8** Let $Z$ be a commutative ring and $R$ a $Z$-algebra. Let $v : R \to \mathbb{Z} \cup \{\infty\}$ be a valuation. Let $X$ be a subset of elements of $R$ such that the map $X \to \text{grad}_v(R)$, $x \mapsto x + R_{> v(x)}$, is injective. Moreover, assume that

(i) the elements of $X$ are invertible in $R$,

(ii) the $Z_0$-subalgebra of $\text{grad}_v(R)$ generated by $\{x + R_{> v(x)}, x^{-1} + R_{> v(x^{-1})}\}_{x \in X}$ is the free $Z_0$-algebra on $\{x + R_{> v(x)}\}_{x \in X}$.

Then the $Z$-subalgebra of $R$ generated by $\{x, x^{-1}\}_{x \in X}$ is the free group $Z$-algebra on $X$, where $Z_0 = Z_{\geq 0}/Z_{> 0}$.

The next theorem is [40, Theorem 3.2]. It tells us that, sometimes, in order to find a free group algebra in division ring $D$ it is enough to find a free algebra on the graded ring induced by a valuation on $D$.

**Theorem 2.9** Let $D$ be a division ring with prime subring $Z$. Let $v : D \to \mathbb{R} \cup \{\infty\}$ be a nontrivial valuation. Let $X$ be a subset of $D$ satisfying the following three conditions.

(i) The map $X \to \text{grad}_v(D)$, $x \mapsto x + D_{> v(x)}$, is injective.

(ii) For each $x \in X$, $v(x) > 0$.

(iii) The $Z_0$-subalgebra of $\text{grad}_v(D)$ generated by the set $\{x + D_{> v(x)}\}_{x \in X}$ is the free $Z_0$-algebra on the set $\{x + D_{> v(x)}\}_{x \in X}$, where $Z_0 = Z_{\geq 0}/Z_{> 0} \subseteq D$.

Then, for any central subfield $k$, the $k$-subalgebra of $D$ generated by $\{1 + x, (1 + x)^{-1}\}_{x \in X}$ is the free group $k$-algebra on $\{1 + x\}_{x \in X}$.

### 3 Nilpotent Lie Algebras with Involutions

Let $k$ be a field and let $L$ be a Lie $k$-algebra. A $k$-linear map $*: L \to L$ is a $k$-involution if for all $x, y \in L$, $[x, y]^* = [y^*, x^*]$, $x^{**} = x$. The main example of a $k$-involution in a Lie $k$-algebra is what we call the principal involution. It is defined by $x \mapsto -x$ for all $x \in L$. 
The Heisenberg Lie $k$-algebra is the Lie $k$-algebra with presentation

$$H = \{ x, y : [[y, x], x] = [[y, x], y] = 0 \}.$$

The Heisenberg Lie $k$-algebra can also be characterized as the unique Lie $k$-algebra of dimension three such that $[H, H]$ has dimension one and $[H, H]$ is contained in the center of $H$; see [20, Section 4.III].

Let $k$ be a field of characteristic different from 2. In this section, we first find all the $k$-involutions of $H$; second, we show that there are essentially three involutions on $H$, and then we show that any nilpotent Lie $k$-algebra with involution contains a $k$-subalgebra isomorphic to $H$ invariant under the involution such that the restriction of the involution to $H$ is one of those three.

**Lemma 3.1** Let $k$ be a field of characteristic different from two. Let $H = \{ x, y : [x, [y, x]] = [y, [y, x]] = 0 \}$ be the Heisenberg Lie $k$-algebra and $z = [y, x]$. Then any $k$-involution $\tau : H \to H$ is of one of the following forms:

(i) $\begin{align*}
\tau(x) &= ax + by + cz, \\
\tau(y) &= dx - ay + fz, \\
\tau(z) &= z,
\end{align*}$

where $a, b, c, d, f \in k$ satisfy $\begin{align*}
a^2 + bd &= 1, \\
(a + 1)c + bf &= 0, \\
dc + (1 - a)f &= 0.
\end{align*}$

(ii) $\begin{align*}
\tau(x) &= x + cz, \\
\tau(y) &= y + fz, \\
\tau(z) &= -z,
\end{align*}$

where $c, f \in k$.

(iii) $\begin{align*}
\tau(x) &= -x, \\
\tau(y) &= -y, \\
\tau(z) &= -z.
\end{align*}$

**Proof** Let $\ast : H \to H$ be a $k$-involution on $H$. Note that $Z(H)$, the center of $H$, is the one-dimensional $k$-subspace generated by $z = [y, x]$. Since $z^* \in Z(H)$ and $(z^*)^* = z$, we obtain that $z^* = z$ or $z^* = -z$.

Suppose that $x^* = ax + by + cz$ and $y^* = dx + ey + fz$ where $a, b, c, d, e, f \in k$.

Case 1: $z^* = z$. Then

$$z = [y, x] = [y, x]^* = [x^*, y^*] = [ax + by + cz, dx + ey + fz] = [by, dx] + [ax, ey] = (bd - ae)z.$$

Thus,

$$bd - ae = 1.$$  \hfill (3.1)

From

$$x = (x^*)^* = (ax + by + cz)^* = a(ax + by + cz) + b(dx + ey + fz) + cz = (a^2 + bd)x + (ab + be)y + (ac + bf + c)z,$$
we get

\[(a^2 + bd) = 1, \]
\[(b(a + e)) = 0, \]
\[(ac + bf + c) = 0. \]

From

\[y = (y^*)^* = (dx + ey + fz)^* = d(ax + by + cz) + e(dx + ey + fz) + fz = d(a + e)x + (e^2 + db)y + (cd + ef + f)z, \]

we obtain

\[(e^2 + bd) = 1, \]
\[(d(a + e)) = 0, \]
\[(cd + ef + f) = 0. \]

From (3.2) and (3.5), we obtain that \(a = \pm e.\)

Suppose that \(a = e.\) Then (3.2) and (3.1) imply that \(a = e = 0.\) Thus, this case is contained in the case \(a = -e.\)

Suppose now that \(a = -e.\) Then (3.2), (3.5), and (3.1) are in fact the same equation. Also equations (3.3) and (3.6) do not give any new information. Thus, (3.4) and (3.7) are equal to

\[\begin{align*}
(a + 1)c + bf &= 0 \\
ac + (1 - a)f &= 0.
\end{align*}\]

Observe that, by (3.2), \(\det \begin{pmatrix} a+1 & b \\ d & 1-a \end{pmatrix} = -a^2 - bd + 1 = 0.\)

Therefore \(x^* = ax + by + cz, y^* = dx - ay + fz, z^* = z,\) where \(a, b, c, d, f\) satisfy (3.2) and (3.8). Hence, (i) is proved.

Case 2: \(z^* = -z, -z = [y, x]^* = [x^*, y^*] = [ax + by + cz, dx + ey + fz] = [by, dx] + [ax, ey] = (bd - ae)z.\) Thus

\[(ae - bd) = 1. \]

From \(x = (x^*)^* = (ax + by + cz)^* = a(ax + by + cz) + b(dx + ey + fz) - cz = (a^2 + bd)x + (ab + eb)y + (ac + bf - c)z,\) we get

\[(a^2 + bd) = 1, \]
\[(b(a + e)) = 0, \]
\[(ac + bf - c) = 0. \]

From \(y = (y^*)^* = (dx + ey + fz)^* = d(ax + by + cz) + e(dx + ey + fz) - fz = d(a + e)x + (e^2 + db)y + (cd + ef - f)z,\) we obtain

\[(e^2 + bd) = 1, \]
\[(d(a + e)) = 0, \]
\[(cd + ef - f) = 0. \]

From (3.10) and (3.13), we obtain that \(a = \pm e.\)

It is not possible that \(a = -e,\) because (3.10) and (3.9) would imply that \(1 = -1.\)
Suppose now that \( a = e \). Then (3.9), (3.10), and (3.13) imply that \( a^2 = 1 \). Hence, \( a = e = \pm 1 \). Now (3.11) and (3.14) imply that \( b = d = 0 \).

If \( a = -1 \), we obtain, by (3.12) and (3.15), that \( f = c = 0 \). Hence, we obtain (iii), i.e., \( x^* = -x, y^* = -y, z^* = -z \).

If \( a = 1 \), (3.12) and (3.15) do not give any new information. Hence, we obtain (ii), i.e., \( x^* = x + cz, y^* = y + fz, z^* = -z \), where \( c, f \in k \).

Let \( k \) be a field. Let \( \tau, \eta: L \to L \) be two \( k \)-involutions of a Lie \( k \)-algebra \( L \). We say that \( \tau \) is equivalent to \( \eta \) if there exists an isomorphism of Lie \( k \)-algebras \( \varphi: L \to L \) such that \( \varphi^{-1} \tau \varphi = \eta \).

**Lemma 3.2** Let \( k \) be a field of characteristic different from two and let \( H \) be the Heisenberg Lie \( k \)-algebra. Any \( k \)-involution \( \tau: H \to H \) is equivalent to one of the following involutions \( \eta: H \to H \).

(i) The involution \( \eta: H \to H \) defined by \( \eta(x) = x, \eta(y) = -y, \eta(z) = z \). More precisely, any \( k \)-involution in Lemma 3.1(i) is equivalent to \( \eta \) just defined.

(ii) The involution \( \eta: H \to H \) defined by \( \eta(x) = x, \eta(y) = y, \eta(z) = -z \). More precisely, any \( k \)-involution in Lemma 3.1(ii) is equivalent to \( \eta \) just defined.

(iii) The principal involution \( \eta: H \to H \) defined by \( \eta(x) = -x, \eta(y) = -y, \eta(z) = -z \). Furthermore, we exhibit explicit isomorphisms \( \varphi: H \to H \) which prove that \( \varphi^{-1} \tau \varphi = \eta \), where \( \tau \) is any involution in Lemma 3.1(i) and (ii).

**Proof** Clearly the involution from Lemma 3.1(iii) is the same as the one in (iii).

First we prove (ii). Let \( f \mapsto f^* \) be any involution in Lemma 3.1(ii). Suppose that \( c, f \in k \) and that \( x^* = x + cz, y^* = y + fz \). Define \( X = \frac{1}{2}(x + x^*) = \frac{1}{2}(2x + cz) \), \( Y = \frac{1}{2}(y + y^*) = \frac{1}{2}(2y + fz) \), and \( Z = z \). Note that \( X, Y, Z \) form a \( k \)-basis of \( H \) and that \( [Y, X] = [y, x] = z = Z \). Thus, there exists an isomorphism \( \varphi: H \to H \) sending \( x \mapsto X, y \mapsto Y \) and \( z \mapsto Z \). Moreover, \( X^* = X, Y^* = Y \) and \( Z^* = -Z \), as desired.

Now we prove (i). Let \( h \mapsto h^* \) be any involution from Lemma 3.1(i). Let \( a, b, c, d, f \in k \) satisfy the conditions in Lemma 3.1(i). Hence, \( x^* = ax + by + cz, y^* = dx - ay + fz, z^* = z \). We consider three cases:

(I) \( b = 0 \),

(II) \( d = 0 \),

(III) \( b = d = 0 \).

(I) Suppose \( b = 0 \). Define \( X = \frac{1}{2}ax + \frac{b}{2}y + \frac{a}{2}y + \frac{b}{2}y, Y = \frac{1}{2}ax - \frac{b}{2}y - \frac{a}{2}y, \) and \( Z = -\frac{b}{2}y \). Note that \( X, Y, Z \) is a \( k \)-basis of \( H \) and that \( [Y, X] = Z \). Thus there exists an isomorphism \( \varphi: H \to H \) sending \( x \mapsto X, y \mapsto Y \) and \( z \mapsto Z \). Note that \( X^* = X, Y^* = -Y \) and \( Z^* = -Z \), as desired.

(II) Suppose now that \( d = 0 \). Define \( X = \frac{d}{2}x + \frac{1}{2}ax + \frac{b}{2}y + \frac{a+1}{2}y + \frac{b}{2}y, Y = \frac{d}{2}x - \frac{a}{2}y - \frac{1}{2}y, \) and \( Z = -\frac{d}{2}y \). Note that \( X, Y, Z \) is a \( k \)-basis of \( H \) and that \( [Y, X] = Z \). Thus there exists an isomorphism \( \varphi: H \to H \) given by \( x \mapsto X, y \mapsto Y \) and \( z \mapsto Z \). Note that \( X^* = X, Y^* = -Y \) and \( Z^* = -Z \), as desired.

(III) Suppose that \( b = d = 0 \). Then \( a^2 = 1 \) and either \( c = 0 \) or \( f = 0 \). In both cases define \( X = -\frac{1}{2}ax + \frac{1}{2}ay + \frac{c}{2}z, Y = \frac{a}{2}x + \frac{1}{2}ay + \frac{1}{2}az, \) and \( Z = -az \). It is not
The following two results are the Lie algebra version of [14, Lemma 2.3, Proposition 2.4]. The proofs are analogous to the ones given there for groups.

**Lemma 3.3** Let \( k \) be a field of characteristic different from two, and let \( L \) be a finitely generated nilpotent Lie \( k \)-algebra of class 2 with involution \( \ast: L \to L, f \mapsto f^\ast \). Then \( L \) contains a \( \ast \)-invariant Heisenberg Lie \( k \)-subalgebra \( H \) and the restriction of \( \ast \) to \( H \) is one of the involutions in Lemma 3.2. More precisely, there exist \( x, y \in L \) such that \( [y, x] \neq 0, [y, [y, x]] = [x, [y, x]] = 0 \), and either \( x^\ast = x \) and \( y^\ast = -y \), or \( x^\ast = -x \) and \( y^\ast = -y \).

**Proof** Let \( C \) denote the center of \( L \). It follows from the nilpotency class of \( L \) that \( L/C \) is a finitely generated torsion-free abelian Lie \( k \)-algebra and the involution induces an automorphism of \( k \)-vector spaces \( \varphi: L/C \to L/C, f + C \mapsto f^\ast + C \). Notice that \( L/C \) has dimension at least two, because \( L \) is not abelian. Since \( \varphi^2 \) is the identity, \( \varphi \) is diagonalizable. There exist \( u_1, \ldots, u_n \in L \) such that \( \{u_1 + C, \ldots, u_n + C\} \) is a basis of \( L/C \) consisting of eigenvectors with eigenvalues \( \pm 1 \). Since \( L \) is not abelian, we can suppose that \( [u_1, u_2] \neq 0 \). Hence, there exist \( z_1, z_2 \in C \) such that \( u_i^\ast = \varepsilon_i u_i + z_i \), where \( \varepsilon_i \in \{1, -1\} \), for \( i = 1, 2 \).

Suppose that \( u_1^\ast = -u_1 + z_1 \) and \( u_2^\ast = u_2 + z_2 \). Let \( H \) be the subalgebra with basis \( x = \frac{1}{2}(u_1 - u_1^\ast) = u_1 - \frac{1}{2}z_1, y = \frac{1}{2}(u_2 + u_2^\ast) = u_2 + \frac{1}{2}z_2, \) and \( z = [y, x] \). Now proceed as in the following case.

Suppose that \( u_1^\ast = u_1 + z_1 \) and \( u_2^\ast = -u_2 + z_2 \). Let \( H \) be the subalgebra with basis \( x = \frac{1}{2}(u_2 - u_2^\ast) = u_2 - \frac{1}{2}z_2, y = \frac{1}{2}(u_1 + u_1^\ast) = u_2 + \frac{1}{2}z_2, \) and \( z = [y, x] \). Clearly \( z \) commutes with \( x \) and \( y \), because it is an element of \( C \). Now \( x^\ast = -x, y^\ast = y, \) and \( z^\ast = [y, x]^\ast = [x^\ast, y^\ast] = [-x, y] = z \). Thus, \( \ast \), when restricted to \( H \), is the involution (i) in Lemma 3.1.

Suppose that \( u_1^\ast = u_1 + z_1 \) and \( u_2^\ast = u_2 + z_2 \). Let \( H \) be the subalgebra with basis \( x = \frac{1}{2}(u_1 + u_1^\ast) = u_1 + \frac{1}{2}z_1, y = \frac{1}{2}(u_2 + u_2^\ast) = u_2 + \frac{1}{2}z_2, \) and \( z = [y, x] \). Clearly \( z \) commutes with \( x \) and \( y \), because it is an element of \( C \). Now \( x^\ast = x, y^\ast = y \), and \( z^\ast = [y, x]^\ast = [x^\ast, y^\ast] = [-x, y] = -z \). Thus, \( \ast \), when restricted to \( H \), is the involution (ii) in Lemma 3.1.

Suppose that \( u_1^\ast = -u_1 + z_1 \) and \( u_2^\ast = -u_2 + z_2 \). Let \( H \) be the subalgebra with basis \( x = \frac{1}{2}(u_1 - u_1^\ast) = u_1 - \frac{1}{2}z_1, y = \frac{1}{2}(u_2 - u_2^\ast) = u_2 - \frac{1}{2}z_2, \) and \( z = [y, x] \). Clearly, \( z \) commutes with \( x \) and \( y \), because it is an element of \( C \). Now \( x^\ast = -x, y^\ast = -y, \) and \( z^\ast = [y, x]^\ast = [x^\ast, y^\ast] = [-x, -y] = -z \). Thus \( \ast \), when restricted to \( H \), is the involution (iii) in Lemma 3.1.

**Theorem 3.4** Let \( k \) be a field of characteristic different from two, and let \( L \) be a non-abelian nilpotent Lie \( k \)-algebra with involution \( \ast: L \to L, f \mapsto f^\ast \). Then \( L \) contains a \( \ast \)-invariant Heisenberg Lie \( k \)-subalgebra \( H \) such that the restriction to \( H \) is one of the involutions in Lemma 3.2. More precisely, there exist \( x, y \in L \) such that \( [y, x] \neq 0, [y, [y, x]] = [x, [y, x]] = 0 \), and either \( x^\ast = x \) and \( y^\ast = -y \), or \( x^\ast = -x \) and \( y^\ast = -y \).
Proof By taking the subalgebra of $L$ generated by two noncommuting elements and their images by $*$, we can assume that $L$ is finitely generated.

We shall argue by induction on the nilpotency class $c$ of $L$, the case $c = 2$ having been dealt with in Lemma 3.3.

Suppose that $c > 2$ and let $C$ denote the center of $L$. Then $L/C$ is a nonabelian finitely generated nilpotent Lie algebra of class $c - 1$ with an involution induced by $*$. By the induction hypothesis, there exist $x, y \in L$ such that $\{x + C, y + C\}$ generate a $*$-invariant Heisenberg Lie subalgebra of $L/C$. Moreover, $x^* + C = \varepsilon x + C$ and $y^* + C = \eta y + C$ with $\varepsilon, \eta \in \{1, -1\}$ and $z = [y, x] \notin C$, $[y, z], [x, z] \in C$. It follows that $M$, the subalgebra of $L$ generated by $\{x, y, C\}$, is a $*$-invariant subalgebra of $L$ of nilpotency class at most 3.

If $M$ has class 2, then the result follows from Lemma 3.3.

Suppose that $M$ has class 3. Then $[x, z] \neq 0$ or $[y, z] \neq 0$. Say $[x, z] \neq 0$. We shall show that the $k$-subalgebra $K$ generated by $\{x, x^*, z, z^*\}$ is a $*$-invariant subalgebra of $L$ of class 2. It will be enough to show that $[\alpha, \beta]$ lies in the center of $K$ for all $\alpha, \beta \in \{x, x^*, z, z^*\}$. For each $n \geq 1$, let $\gamma_n(M)$ denote the $n$-th term in the lower central series of $M$. Now, $z = \gamma_2(M)$, so $z^* \in \gamma_2(M)$, because the terms in the lower central series are fully invariant subgroups of $G$. It follows that for every $\alpha \in K$ and $\beta \in \{z, z^*\}$ we have $[\alpha, \beta] \in \gamma_2(M)$, which is a central subalgebra of $M$; hence, $[\alpha, \beta]$ is central in $K$. Finally, that $[x, x^*] = 0$ follows from the fact that $x^* - x \in C$. So $K$ is indeed a $*$-invariant subalgebra of $L$ of class 2. Hence, Lemma 3.3 applies. 

4 Free Group Algebras in the Ore Ring of Fractions of Universal Enveloping Algebras of Nilpotent Lie Algebras

Let $k$ be a field of characteristic zero and let $H$ be the Heisenberg Lie $k$-algebra. In this section, we find various free (group) $k$-subalgebras in $\mathcal{O}(H)$, the Ore ring of fraction of the universal enveloping algebra $U(H)$ of $H$. For that, our main tool is the result by G. Cauchon [4, Théorème]. The technique for obtaining suitable free algebras, from the paper of Cauchon, was developed in [10, Section 3]. In some cases, we then use Theorem 2.7 to obtain free group algebras in $\mathcal{O}(H)$. If $L$ is a nilpotent Lie $k$-algebra, applying Theorem 3.4, the foregoing implies the existence of free group algebras in $\mathcal{O}(L)$, the Ore ring of fractions of the universal enveloping algebra $U(L)$ of $L$.

Let $k$ be a field of characteristic different from 2. Let $K = k[t]$ be the field of fractions of the polynomial ring $k[t]$ in the variable $t$. Let $\sigma$ be a $k$-automorphism of $K$ of infinite order. We will consider the skew polynomial ring $K[p; \sigma]$. The elements of $K[p; \sigma]$ are “right polynomials” of the form $\sum_{i=0}^{n} p^i a_i$, where the coefficients $a_i$ are in $K$. The multiplication is determined by

$$ap = p\sigma(a) \quad \text{for all } a \in K.$$ 

It is known that $K[p; \sigma]$ is a noetherian domain, and therefore it has an Ore division ring of fractions $D = K(p; \sigma)$.

Since $\sigma$ is an automorphism of $K$, $\sigma(t) = \frac{at + b}{ct + d}$, where $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL_2(k)$ defines a homography $h$ of the projective line $\Delta = \mathbb{P}_1(k) = k \cup \{\infty\}$, $h: \Delta \to \Delta$, $z \mapsto h(z) = \frac{az + b}{cz + d}$.
We denote by \( \mathcal{H} = \{ h^n : n \in \mathbb{Z} \} \) the subgroup of the projective linear group \( PGL_2(k) \) generated by \( h \). The group \( \mathcal{H} \) acts on \( \Delta \). If \( z \in \Delta \), we denote by \( \mathcal{H} \cdot z = \{ h^n(z) : n \in \mathbb{Z} \} \) the orbit of \( z \) under the action of \( \mathcal{H} \).

**Theorem 4.1 (Cauchon’s Theorem)** Let \( \alpha \) and \( \beta \) be two elements of \( k \) such that the orbits \( \mathcal{H} \cdot \alpha \) and \( \mathcal{H} \cdot \beta \) are infinite and different. Let \( s \) and \( u \) be the two elements of \( D \) defined by

\[
s = (t - \alpha)(t - \beta)^{-1} \quad \text{and} \quad u = (1 - p)(1 + p)^{-1}.
\]

If the characteristic of \( k \) is different from 2, then the \( k \)-subalgebra \( \Omega \) of \( D \) generated by \( \xi = s, \eta = u s^{-1}, \xi^{-1}, \) and \( \eta^{-1} \) is the free group \( k \)-algebra on the set \( \{ \xi, \eta \} \).

We will need the following consequence of Cauchon’s Theorem.

**Proposition 4.2** Let \( k \) be a field of characteristic zero and let \( K = k(t) \) be the field of fractions of the polynomial ring \( k[t] \). Let \( \sigma : K \to K \) be the automorphism of \( k \)-algebras determined by \( \sigma(t) = t + 1 \). Consider the skew polynomial ring \( K[p; \sigma] \) and its Ore division ring of fractions \( K(p; \sigma) \). Set \( s = \left( \frac{t - \frac{5}{6}}{t - \frac{1}{6}} \right)^{-1}, u = (1 - p^2)(1 + p^3)^{-1} \), and \( u_1 = (1 - p^3)(1 + p^3)^{-1} \). The following hold true.

(i) The \( k \)-subalgebra of \( K(p; \sigma) \) generated by \( \{ s, s^{-1}, u s^{-1}, u s^{-1} u^{-1} \} \) is the free group \( k \)-algebra on the set \( \{ s, \ f s u^{-1} \} \).

(ii) The \( k \)-subalgebra of \( K(p; \sigma) \) generated by \( \{ s + s^{-1}, u(s + s^{-1})u^{-1} \} \) is the free \( k \)-algebra on the set \( \{ s + s^{-1}, u(s + s^{-1})u^{-1} \} \).

(iii) The \( k \)-subalgebra of \( K(p; \sigma) \) generated by \( \{ s + s^{-1}, u_1(s + s^{-1})u_1^{-1} \} \) is the free \( k \)-algebra on the set \( \{ s + s^{-1}, u_1(s + s^{-1})u_1^{-1} \} \).

**Proof** We will apply Cauchon’s Theorem to the skew polynomial ring \( K[p^2; \sigma^2] \), where \( \sigma^2 : K \to K \) is given by \( \sigma^2(t) = t - 2 \).

Let \( \alpha = \frac{5}{6} \in k \) and \( \beta = \frac{1}{6} \). Let \( \mathcal{H} \) be defined as above. Consider the orbits \( \mathcal{H} \cdot \alpha = \{ \frac{5}{6} - 2n : n \in \mathbb{Z} \}, \mathcal{H} \cdot \beta = \{ \frac{1}{6} - 2n : n \in \mathbb{Z} \} \), which are infinite and different.

Then, by Cauchon’s Theorem, \( s = (t - \alpha)(t - \beta)^{-1} \) and \( u = (1 - p^2)(1 + p^3)^{-1} \) are such that the \( k \)-algebra generated by \( \xi = s, \eta = u s^{-1}, \xi^{-1} \) and \( \eta^{-1} \) is the free group \( k \)-algebra on the free generators \( \{ \xi, \eta \} \). Thus, (i) is proved.

By Corollary 4.4, the \( k \)-algebra generated by \( \{ s + s^{-1}, u(s + s^{-1})u^{-1} \} \) is the free \( k \)-algebra on the set \( \{ s + s^{-1}, u(s + s^{-1})u^{-1} \} \). Thus, (ii) is proved.

In order to prove (iii), apply Cauchon’s Theorem to the skew polynomial ring \( K[p^3; \sigma^3] \), where \( \sigma^3 : K \to K \) is given by \( \sigma^3(t) = t - 3 \). Then proceed as in (i) and (ii).

The following lemma is well known. For example, it appears in [10, Section 3.3].

**Lemma 4.3** Let \( k \) be a field of characteristic zero. Let \( K = k(t) \) be the field of fractions of the polynomial ring \( k[t] \) and \( \sigma : K \to K \) be the automorphism of \( k \)-algebras determined by \( \sigma(t) = t - 1 \). Consider the skew polynomial ring \( K[p; \sigma] \) and its Ore ring of fractions \( K(p; \sigma) \). Let

\[
H = \{ x, y : [[y, x], x] = [[y, x], y] = 0 \}
\]
be the Heisenberg Lie $k$-algebra, set $z = [y, x]$ and consider the universal enveloping algebra $U(H)$ of $H$. The following hold true.

(i) Set $I = U(H)(z - 1)$, the ideal of $U(H)$ generated by $z - 1$. The set $\mathcal{G} = U(H) \setminus I$ is a left Ore subset of $U(H)$.

(ii) There exists a surjective $k$-algebra homomorphism

$$\Phi: \mathcal{G}^{-1} U(H) \longrightarrow K(p; \sigma)$$

such that $\Phi(y) = p$, $\Phi(x) = p^{-1}t$, and $\Phi(z) = 1$.

**Proof** First note that

$$p(p^{-1}t) - (p^{-1}t)p = t - p^{-1}p(t - 1) = 1.$$ Hence, there exists a $k$-algebra homomorphism $\Phi: U(H) \to K(p; \sigma)$ such that $\Phi(y) = p$, $\Phi(x) = p^{-1}t$, and $\Phi(z) = 1$. The ideal $I$ is clearly contained in the kernel of $\Phi$. Now note that $U(H)/I$ is the first Weyl algebra, which is a simple $k$-algebra. Thus, $I$ is the kernel of $\Phi$. The subset $\mathcal{G}$ is an Ore subset of $U(H)$ by [25, Lemma 13]. By the universal property of the Ore localization, $\Phi$ can be extended to a $k$-algebra homomorphism $\Phi: \mathcal{G}^{-1} U(H) \to K(p; \sigma)$. Note that $\mathcal{G}^{-1} U(H)$ is a local ring with maximal ideal $\mathcal{G}^{-1}I$. It induces an embedding of division rings $\mathcal{G}^{-1} U(H)/\mathcal{G}^{-1}I \to K(p; \sigma)$. Now $\Phi$ is surjective because $\Phi(yx) = t$ and $\Phi(y) = p$.

The next result is [10, Corollary 3.2]. It will allow us to obtain free algebras generated by symmetric elements from free group algebras.

**Lemma 4.4** Let $G$ be the free group on the set of two elements $\{x, y\}$. Let $k$ be a field and consider the group algebra $k[G]$. Then the $k$-algebra generated by $x + x^{-1}$ and $y + y^{-1}$ inside $k[G]$ is free on $\{x + x^{-1}, y + y^{-1}\}$.

Now we are ready to present the main result of this section. It will be used throughout the paper: parts (i), (ii), and (iii) in Sections 5 and 6 and parts (iv) and (v) in Section 7.

**Theorem 4.5** Let $k$ be a field of characteristic zero. Let $H$ be the Heisenberg Lie $k$-algebra. Let $U(H)$ be the universal enveloping algebra of $H$, and let $\mathcal{D}(H)$ be the Ore division ring of fractions of $U(H)$. Set $z = [y, x]$, $V = \frac{1}{2}(xy + yx)$, and consider the following elements of $\mathcal{D}(H)$:

$$S = \left( V - \frac{1}{3}z \right) \left( V + \frac{1}{3}z \right)^{-1},$$

$$T = (z + y^2)^{-1}(z - y^2)S(z + y^2)(z - y^2)^{-1},$$

$$S_1 = z^{-1} \left( \left( V - \frac{1}{3}z \right) \left( V + \frac{1}{3}z \right)^{-1} + \left( V - \frac{1}{3}z \right)^{-1} \left( V + \frac{1}{3}z \right) \right) z^{-1},$$

$$S_2 = z \left( \left( V - \frac{1}{3}z \right) \left( V + \frac{1}{3}z \right)^{-1} + \left( V - \frac{1}{3}z \right)^{-1} \left( V + \frac{1}{3}z \right) \right) z,$$

$$T_1 = (z + y^2)^{-1}(z - y^2)S_1(z + y^2)(z - y^2)^{-1},$$

$$T_2 = (z^2 + y^3)^{-1}(z^2 - y^3)S_1(z^2 + y^3)(z^2 - y^3)^{-1},$$

where $\mathcal{D}(H)$ is the Ore division ring of fractions of $U(H)$.
\[ T_3 = (z + y^2)^{-1}(z - y^3)S_2(z + y^2)(z - y^2)^{-1}, \]
\[ T_4 = (z^2 + y^3)^{-1}(z^2 - y^3)S_2(z^2 + y^3)(z^2 - y^3)^{-1}. \]

The following hold true.

(i) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by \( \{S, S^{-1}, T, T^{-1}\} \) is the free group \( k \)-algebra on the set \( \{S, T\} \).

(ii) (a) The elements \( S_1, S_1^2, T_1, \) and \( T_1^2 \) are symmetric with respect to the involutions in Lemma 3.2(ii) and (iii).

(b) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by \( \{S_1, T_1\} \) is the free \( k \)-algebra on the set \( \{S_1, T_1\} \).

(c) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by
\[
\{1 + S_1, (1 + S_1)^{-1}, 1 + T_1, (1 + T_1)^{-1}\}
\]
is the free group \( k \)-algebra on the set \( \{1 + S_1, 1 + T_1\} \).

(d) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by \( \{S_1^2, T_1^2\} \) is the free \( k \)-algebra on the set \( \{S_1^2, T_1^2\} \).

(e) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by \( \{1 + S_1^2, (1 + S_1^2)^{-1}, 1 + T_1^2, (1 + T_1^2)^{-1}\} \) is the free \( k \)-algebra on the set \( \{1 + S_1^2, 1 + T_1^2\} \).

(iii) (a) The elements \( S_1, S_1^2, T_2, \) and \( T_2^2 \) are symmetric with respect to the involution in Lemma 3.2(i).

(b) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by \( \{S_1, T_2\} \) is the free \( k \)-algebra on the set \( \{S_1, T_2\} \).

(c) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by
\[
\{1 + S_1, (1 + S_1)^{-1}, 1 + T_2, (1 + T_2)^{-1}\}
\]
is the free group \( k \)-algebra on the set \( \{1 + S_1, 1 + T_2\} \).

(d) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by \( \{S_1^2, T_2^2\} \) is the free \( k \)-algebra on the set \( \{S_1^2, T_2^2\} \).

(e) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by
\[
\{1 + S_1^2, (1 + S_1^2)^{-1}, 1 + T_2^2, (1 + T_2^2)^{-1}\}
\]
is the free group \( k \)-algebra on the set \( \{1 + S_1^2, 1 + T_2^2\} \).

(iv) (a) The elements \( S_2, S_2^2, T_3, \) and \( T_3^2 \) are symmetric with respect to the involutions in Lemma 3.2(ii) and (iii).

(b) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by \( \{S_2^2, T_3^2\} \) is the free \( k \)-algebra on the set \( \{S_2^2, T_3^2\} \).

(v) (a) The elements \( S_2, S_2^2, T_4, \) and \( T_4^2 \) are symmetric with respect to the involution in Lemma 3.2(i).

(b) The \( k \)-subalgebra of \( \mathcal{D}(H) \) generated by \( \{S_2^2, T_4^2\} \) is the free \( k \)-algebra on the set \( \{S_2^2, T_4^2\} \).

Proof Consider the surjective \( k \)-algebra homomorphism \( \Phi: \mathfrak{G}^{-1}U(H) \rightarrow K(p; \sigma) \) given in Lemma 4.3. Then \( \Phi(y) = p, \Phi(x) = p^{-1}t, \) and \( \Phi(z) = 1. \)
Recall that in $K(p;\sigma)$, we have $tp = p(t - 1)$. Thus,

$$\Phi(V) = \Phi\left(\frac{1}{2}(xy + yx)\right) = \frac{1}{2}(p^{-1}tp + pp^{-1}t) = \frac{1}{2}(t - 1 + t) = t - \frac{1}{2},$$

$$\Phi\left(V - \frac{1}{3}z\right) = t - \frac{1}{2} - \frac{1}{3} = t - \frac{5}{6}, \quad \Phi\left(V + \frac{1}{3}z\right) = t - \frac{1}{2} + \frac{1}{3} = t - \frac{1}{6},$$

$$\Phi(z + y^2) = 1 + p^2, \quad \Phi(z - y^2) = 1 - p^2,$$

$$\Phi(z^2 + y^3) = 1 + p^3, \quad \Phi(z^2 - y^3) = 1 - p^3.$$

Hence, the elements $V - \frac{1}{3}z, V + \frac{1}{3}z, z + y^2, z - y^2, z^2 + y^3, z^2 - y^3$ are invertible in $\mathcal{S}^{-1}U(H)$.

Thus, $S, S^{-1}, T, T^{-1}, S_1, S_1^{-1}, T_1, T_1^{-1}, T_2, T_2^{-1} \in \mathcal{S}^{-1}U(H)$. Moreover, following the notation of Proposition 4.2,

$$\Phi(S) = \left(t - \frac{5}{6}\right)\left(t - \frac{1}{6}\right)^{-1} = s,$$

$$\Phi(S_1) = \left(t - \frac{5}{6}\right)\left(t - \frac{1}{6}\right)^{-1} + \left(t - \frac{1}{6}\right)\left(t - \frac{5}{6}\right)^{-1} = s + s^{-1},$$

$$\Phi(S_2) = \left(t - \frac{5}{6}\right)\left(t - \frac{1}{6}\right)^{-1} + \left(t - \frac{1}{6}\right)\left(t - \frac{5}{6}\right)^{-1} = s + s^{-1},$$

$$\Phi((z + y^2)^{-1}(z - y^2)) = (1 + p^2)^{-1}(1 - p^2) = (1 - p^2)(1 + p^2)^{-1} = u,$$

$$\Phi((z + y^2)(z - y^2)^{-1}) = (1 + p^2)(1 - p^2)^{-1} = u^{-1},$$

$$\Phi((z^2 + y^3)(z^2 - y^3)^{-1}) = (1 + p^3)(1 - p^3)^{-1} = u_1^{-1}.$$

Hence, $\Phi(T) = usu^{-1}, \Phi(T_1) = u(s + s^{-1})u^{-1}, \Phi(T_2) = u_1(s + s^{-1})u_1^{-1}, \Phi(T_3) = u(s + s^{-1})u_1^{-1}$, and $\Phi(T_4) = u_1(s + s^{-1})u_1^{-1}$.

We proceed to show that the elements in statements (i)–(v) generate free (group) algebras. That they are symmetric will be proved below.

(i) By Proposition 4.2(i), the set $\{s, s^{-1}, usu^{-1}, us^{-1}u^{-1}\}$ generates a free group $k$-algebra. Therefore, the $k$-subalgebra of $\mathcal{S}^{-1}U(H)$ generated by $\{S, S^{-1}, T, T^{-1}\}$ is the free group $k$-algebra on the set $\{S, T\}$.

(ii) By Proposition 4.2(ii), the set $\{s + s^{-1}, u(s + s^{-1})u^{-1}\}$ are the free generators of a free $k$-algebra. Therefore the $k$-subalgebra generated by $\{S_1, T_1\}$ is the free $k$-algebra on $\{S_1, T_1\}$. This implies that the $k$-subalgebra generated by $\{S_1^2, T_1^2\}$ is the free $k$-algebra on $\{S_1^2, T_1^2\}$.

Consider $H$ as a $\mathbb{Z}$-graded Lie $k$-algebra as in Example 2.3(i). Then $U(H)$ is graded according to Lemma 2.4. The $k$-algebra $U(H)$ is an Ore domain. Recall that given a $\mathbb{Z}$-graded $k$-algebra that is an Ore domain, localizing at the set of nonzero homogeneous elements yields a graded division ring. Thus, if we localize at the set $\mathcal{H}$ of homogeneous elements of $U(H)$, we get that $\mathcal{H}^{-1}U(H)$ is a graded division ring. Notice that $z, V - \frac{1}{3}z, V + \frac{1}{3}z$ are homogeneous of degree $-2$. Therefore, $S_1$ is homogeneous of degree 4, and $S_1^2$ is homogeneous of degree 8. Notice that $z + y^2, z - y^2$ are homogeneous of degree $-2$. Therefore, $T_1$ is homogeneous of degree 4, and $T_2$ is homogeneous of degree 8. By Theorem 2.7, the $k$-subalgebra generated by the set $\{1 + S_1, (1 + S_1)^{-1}, 1 + T_1, (1 + T_1)^{-1}\}$ is the free group $k$-algebra on the set $\{1 + S_1, 1 + T_1\}$. Also, by Theorem 2.7, the $k$-subalgebra generated by the
set \{1 + S_1^2, (1 + S_1^2)^{-1}, 1 + T_2^2, (1 + T_2^2)^{-1}\} is the free group \(k\)-algebra on the set \{1 + S_1^2, 1 + T_2^2\}, as desired.

(iii) By Proposition 4.2(iii), the set \(\{s + s^{-1}, u_1(s + s^{-1})u_1^{-1}\}\) are the free generators of a free \(k\)-algebra. Therefore the \(k\)-subagebra generated by \(\{S_1, T_2\}\) is the free \(k\)-algebra on \(\{S_1, T_2\}\). This implies that the \(k\)-subalgebra generated by \(\{S_1^2, T_2^2\}\) is the free \(k\)-algebra on \(\{S_1^2, T_2^2\}\).

Consider \(H\) as a \(\mathbb{Z}\)-graded Lie \(k\)-algebra as in Example 2.3(ii). Then \(U(H)\) is graded according to Lemma 2.4. The \(k\)-algebra \(U(H)\) is an Ore domain. Recall that given a \(\mathbb{Z}\)-graded \(k\)-algebra that is an Ore domain, localizing at the set of nonzero homogeneous elements yields a graded division ring. Thus, if we localize at the set \(\mathcal{H}\) of homogeneous elements of \(U(H)\), we get that \(\mathcal{H}^{-1}U(H)\) is a graded division ring. Notice that \(z, V - \frac{1}{3}z, V + \frac{1}{3}z\) are homogeneous of degree \(-3\). Therefore, \(S_1\) is homogeneous of degree \(6\) and \(S_1^2\) is homogeneous of degree \(12\). Notice that \(z^2 + y^3, z^2 - y^3\) are homogeneous of degree \(-6\). Therefore, \(T_2\) is homogeneous of degree \(6\) and \(T_2^2\) is homogeneous of degree \(12\). By Theorem 2.7, the \(k\)-subagebra generated by the set \(\{1 + S_1, (1 + S_1)^{-1}, 1 + T_2, (1 + T_2)^{-1}\}\) is the free group \(k\)-algebra on the set \(\{1 + S_1, 1 + T_2\}\). Also, by Theorem 2.7, the \(k\)-subalgebra generated by the set \(\{1 + S_1^2, (1 + S_1^2)^{-1}, 1 + T_2^2, (1 + T_2^2)^{-1}\}\) is the free group \(k\)-algebra on the set \(\{1 + S_1^2, 1 + T_2^2\}\), as desired.

(iv) By Proposition 4.2(ii), the set \(\{s + s^{-1}, u(s + s^{-1})u^{-1}\}\) are the free generators of a free \(k\)-algebra. Therefore the \(k\)-subagebra generated by \(\{S_2, T_3\}\) is the free \(k\)-algebra on \(\{S_2, T_3\}\). This implies that the \(k\)-subalgebra generated by \(\{S_2^2, T_3^2\}\) is the free \(k\)-algebra on \(\{S_2^2, T_3^2\}\).

(v) By Proposition 4.2(iii), the set \(\{s + s^{-1}, u_1(s + s^{-1})u_1^{-1}\}\) are the free generators of a free \(k\)-algebra. Therefore the \(k\)-subagebra generated by \(\{S_2, T_4\}\) is the free \(k\)-algebra on \(\{S_2, T_4\}\). This implies that the \(k\)-subalgebra generated by \(\{S_2^2, T_4^2\}\) is the free \(k\)-algebra on \(\{S_2^2, T_4^2\}\).

Now we prove that the elements considered in the statements of (ii), (iii), (iv), and (v) are symmetric. Consider first the principal involution, that is, the one in Lemma 3.2(iii):

\[
V^* = \frac{1}{2}(xy + yx)^* = \frac{1}{2}(xy + yx) = V,
\]

\[
(V - \frac{1}{3}z)^* = V + \frac{1}{3}z, \quad (V + \frac{1}{3}z)^* = V - \frac{1}{3}z,
\]

\[
S_1^* = z^{-1}\left((V - \frac{1}{3}z)(V + \frac{1}{3}z)^{-1} + (V - \frac{1}{3}z)^{-1}(V + \frac{1}{3}z)\right)z^{-1}^* = S_1,
\]

\[
((z + y^2)^{-1}(z - y^2))^* = (-z - y^2)(-z + y^2)^{-1} = (z + y^2)(z - y^2)^{-1},
\]

\[
T_1^* = ((z + y^2)^{-1}(z - y^2)S(z + y^2)(z - y^2)^{-1})^* = (z + y^2)^{-1}(z - y^2)S(z + y^2)(z - y^2)^{-1} = T_1.
\]
Similarly, $S_2^* = S_2$ and $T_3^* = T_3$.

Now consider the involution in Lemma 3.2(ii):

\[
V^* = \frac{1}{2}(xy + yx)^* = \frac{1}{2}(xy + yx) = V,
\]
\[
(V - \frac{1}{3}z)^* = V - \frac{1}{3}z, \quad (V + \frac{1}{3}z)^* = V + \frac{1}{3}z,
\]
\[
S_1^* = \left( z^{-1} \left( (V - \frac{1}{3}z) \left( V + \frac{1}{3}z \right)^{-1} + \left( V - \frac{1}{3}z \right)^{-1} \left( V + \frac{1}{3}z \right) \right) z^{-1} \right)^* 
\]
\[
= z^{-1} \left( (V - \frac{1}{3}z)^{-1} (V + \frac{1}{3}z) + (V - \frac{1}{3}z) (V + \frac{1}{3}z)^{-1} \right) z^{-1} 
\]
\[
= S_1,
\]
\[
((z + y^2)^{-1}(z - y^2))^* = (-z - y^2)(-z + y^2)^{-1} 
\]
\[
= (z + y^2)(z - y^2)^{-1},
\]
\[
T_1^* = ((z + y^2)^{-1}(z - y^2) S(z + y^2)(z - y^2)^{-1})^* 
\]
\[
= (z + y^2)^{-1}(z - y^2) S(z + y^2)(z - y^2)^{-1} 
\]
\[
= T_1.
\]

Similarly, $S_2^* = S_2$ and $T_3^* = T_3$.

Finally, consider the involution in Lemma 3.2(i).

\[
V^* = \frac{1}{2}(xy + yx)^* = -\frac{1}{2}(xy + yx) = -V,
\]
\[
(V - \frac{1}{3}z)^* = -V - \frac{1}{3}z, \quad (V + \frac{1}{3}z)^* = -V + \frac{1}{3}z,
\]
\[
S_1^* = \left( z^{-1} \left( (V - \frac{1}{3}z) \left( V + \frac{1}{3}z \right)^{-1} + \left( V - \frac{1}{3}z \right)^{-1} \left( V + \frac{1}{3}z \right) \right) z^{-1} \right)^* 
\]
\[
= z^{-1} \left( (V - \frac{1}{3}z)^{-1} (V + \frac{1}{3}z) + (V - \frac{1}{3}z) (V + \frac{1}{3}z)^{-1} \right) z^{-1} 
\]
\[
= z^{-1} \left( (V - \frac{1}{3}z)^{-1} (V + \frac{1}{3}z) + (V - \frac{1}{3}z) (V + \frac{1}{3}z)^{-1} \right) z^{-1} 
\]
\[
= S_1,
\]
\[
((z^2 + y^3)^{-1}(z^2 - y^3))^* = (z^2 + y^3)(z^2 - y^3)^{-1},
\]
\[
T_2^* = ((z^2 + y^3)^{-1}(z^2 - y^3) S(z^2 + y^3)(z^2 - y^3)^{-1})^* 
\]
\[
= (z^2 + y^3)^{-1}(z^2 - y^3) S(z^2 + y^3)(z^2 - y^3)^{-1} 
\]
\[
= T_2.
\]

Similarly $S_2^* = S_2$ and $T_4^* = T_4$.

\[\text{Theorem 4.6} \quad \text{Let } k \text{ be a field of characteristic zero and } L \text{ be a nonabelian nilpotent Lie } k\text{-algebra. Let } U(L) \text{ be the universal enveloping algebra of } L \text{ and } \mathcal{D}(L) \text{ be the Ore ring of fractions of } U(L). \text{ Then, for any involution } \ast : L \to L, f \mapsto f^*, \text{ there exist nonzero symmetric elements } U, V \in L \text{ such that the } k\text{-subalgebra of } \mathcal{D}(L) \text{ generated by } \{U, U^{-1}, V, V^{-1}\} \text{ is the free group } k\text{-algebra on } \{U, V\}.\]
Proof  By Theorem 3.4, there exists a $*$-invariant Heisenberg Lie $k$-subalgebra $H$ generated by two elements $x$, $y$ and such that $*$, when restricted to $H$ is one of the three involutions in Lemma 3.2. Since $U(L)$ is an Ore domain, $U(H)$ is also an Ore domain. Thus, the division ring generated by $U(H)$ inside $\mathcal{D}(L)$ is $\mathcal{D}(H)$. By Theorem 4.5, there exist elements $U$ and $V$ as desired. 

5 Free Group Algebras in Division Rings Generated by Universal Enveloping Algebras of Residually Nilpotent Lie Algebras

Let $k$ be a field, $L$ a Lie $k$-algebra, and $U(L)$ its universal enveloping algebra. It was proved in [8] that $U(L)$ can be embedded in a division ring. Two similar proofs of this fact were given in [21, 24]. Moreover, the division ring constructed in the foregoing three papers is the same [21, Theorem 8]. We will work with the construction of the skew field $\mathcal{D}(L)$ that contains $U(L)$ and it is generated by $U(L)$ (as a division ring) given by Lichtman in [24]. The interested reader can also find this construction in [7, Section 2.6]. Of course, when $U(L)$ is an Ore domain, $\mathcal{D}(L)$ is the Ore ring of fractions of $U(L)$. 

In this subsection, we want to obtain free group algebras in $\mathcal{D}(L)$, where $L$ is a (generalization of) a residually nilpotent Lie algebra, from the ones obtained in $\mathcal{D}(H)$, where $H$ is the Heisenberg Lie algebra. The technique we will use is from [10, Section 4].

For that, we will need some results on the division ring $\mathcal{D}(L)$. For example, $\mathcal{D}(L)$ is well behaved for Lie subalgebras of $L$ as shown in [26, Proposition 2.5]. More precisely, if $N$ is a Lie subalgebra of $L$, then the natural embedding $U(N) \hookrightarrow U(L)$ can be extended to an embedding $\mathcal{D}(N) \rightarrow \mathcal{D}(L)$. Furthermore, if $\mathcal{B}_N$ is a basis of $N$ and $\mathcal{C}$ is a set of elements of $L \setminus N$ such that $\mathcal{B}_N \cup \mathcal{C}$ is a basis of $L$, then the standard monomials in $\mathcal{C}$ are linearly independent over $\mathcal{D}(N)$. Notice that if $U(L)$ is an Ore domain, then these assertions are easily verified.

Let $k$ be a field and $R$ be a $k$-algebra. Suppose that $\delta: R \rightarrow R$ is a $k$-derivation of $R$; that is, $\delta$ is a $k$-linear map such that $\delta(ab) = \delta(a)b + a\delta(b)$ for all $a, b \in R$. We will consider the skew polynomial ring $R[x; \delta]$. The elements of $R[x; \delta]$ are “right polynomials” of the form $\sum_{i=0}^{n} x^i a_i$, where the coefficients $a_i$ are in $R$. The multiplication is determined by

$$ax = xa + \delta(a) \quad \text{for all } a \in R.$$

Given $R[x; \delta]$, one can construct the formal pseudo-differential operator ring, denoted $R((t_x; \delta))$, consisting of the formal Laurent series $\sum_{i=n}^{\infty} t_x^i a_i$, with $n \in \mathbb{Z}$ and coefficients $a_i \in R$, satisfying $at_x^{-1} = t_x^{-1}a + \delta(a)$ for all $a \in R$. Therefore,

$$at_x = t_x a - t_x \delta(a) t_x = \sum_{i=1}^{\infty} t_x^i (-1)^{i-1} \delta^i(a),$$

for any $a \in R$.

The subset $R[[t_x; \delta]]$ of $R((t_x; \delta))$ consisting of the Laurent series of the form $\sum_{i=0}^{\infty} t_x^i a_i$ is a $k$-subalgebra of $R((t_x; \delta))$. The set $S = \{1, t_x, t_x^2, \ldots\}$ is a left denominator set of $R[[t_x; \delta]]$ such that the Ore localization $S^{-1}R[[t_x; \delta]]$ is the $k$-algebra $R((t_x; \delta))$; see, for example, [7, Theorem 2.3.1]. If $R$ is a domain, then a series $f \in R((t_x; \delta))$ is invertible if and only if the coefficient of the least element in
the support of \( f \) is invertible in \( R \). Notice that there is a natural embedding \( R[x; \delta] \rightarrow R((t_x; \delta_x)) \) sending \( x \) to \( t_x^{-1} \).

In what follows, \( R[y; \delta_y][x; \delta_x] \) means polynomials of the form \( \sum_{i=0}^{n} x^i f_i \) where each \( f_i \in R[y; \delta_y] \) and \( \delta_x \) is a \( k \)-derivation of \( R[y; \delta_y] \). Also, \( R((t_y; \delta_y))(t_x; \delta_x) \) is the ring of series of the form \( \sum_{i=n}^{\infty} t_x^i f_i \), with \( n \in \mathbb{Z} \), coefficients \( f_i \in R((t_y; \delta_y)) \) and \( \delta_x \) is a \( k \)-derivation of \( R((y; \delta_y)) \).

Let \( k \) be a field. Let \( L \) a Lie \( k \)-algebra generated by two elements \( u, v \). Let \( H = \langle x, y : ([y, x], x) = ([y, x], y) = 0 \rangle \) be the Heisenberg Lie \( k \)-algebra. Suppose that there exists a Lie \( k \)-algebra homomorphism

\[
L \xrightarrow{\rho} H, \quad u \mapsto x, \quad v \mapsto y.
\]

Define \( w = [v, u] \) and \( z = [y, x] \). Let \( N = \ker \rho \). Thus, \( N \) is a (Lie) ideal of \( L \).

By the universal property of universal enveloping algebras, \( \rho \) can be uniquely extended to a \( k \)-algebra homomorphism \( \psi : U(L) \rightarrow U(H) \) between the corresponding universal enveloping algebras. Note that \( \ker \psi \) is the ideal of \( U(L) \) generated by \( N \). The restriction \( \psi_{|U(N)} \) coincides with the augmentation map \( \varepsilon : U(N) \rightarrow k \).

By the PBW-Theorem, the elements of \( U(H) \) are uniquely expressed as finite sums \( \sum_{l,m,n \geq 0} x^l y^m z^n a_{lmn} \), with \( a_{lmn} \in k \). Let \( \delta_x \) be the inner \( k \)-derivation of \( U(H) \) determined by \( x \), i.e., \( \delta_x(f) = [f, x] = fx - xf \) for all \( f \in U(H) \). It can be proved that

\[
U(H) = k[z][y][x; \delta_x],
\]

\[
U(H) \rightarrow k((t_z)(((t_y)(((t_x; \delta_x)))))), \quad z \mapsto t_z^{-1}, \quad y \mapsto t_y^{-1}, \quad x \mapsto t_x^{-1}.
\]

Now consider \( U(L) \), the universal enveloping algebra of \( L \). By the PBW-Theorem, the elements of \( U(L) \) can be expressed as finite sums \( \sum_{l,m,n \geq 0} u^{l}v^{m}w^{n} f_{lmn} \) with \( f_{lmn} \in U(N) \). Since \( N \) is an ideal of \( L \), the inner derivations \( \delta_u, \delta_v, \delta_w \) of \( U(L) \) defined by \( u, v, w \), respectively, are such that \( \delta_u(U(N)) \subseteq U(N), \delta_v(U(N)) \subseteq U(N), \delta_w(U(N)) \subseteq U(N) \). The \( k \)-subalgebra of \( U(L) \) generated by \( U(N) \) and \( w \) is \( U(N)[w; \delta_w] \). Since \( \delta_v(w) \in U(N) \subseteq U(N)[w; \delta_w] \), the \( k \)-subalgebra of \( U(L) \) generated by \( U(N) \) and \( \{w, v\} \) is \( U(N)[w; \delta_w][v; \delta_v] \). Furthermore, since \( \delta_u(v) = w \) and \( \delta_u(w) \in U(N) \),

\[
U(L) = U(N)[w; \delta_w][v; \delta_v][u; \delta_u],
\]

\[
U(L) \rightarrow U(N)((t_w; \delta_w)((t_v; \delta_v)((t_u; \delta_u))),
\]

\[
w \mapsto t_w^{-1}, \quad v \mapsto t_v^{-1}, \quad u \mapsto t_u^{-1}, \quad f \mapsto \varepsilon(f), \quad \text{for all } f \in U(N).
\]

In this setting, the next two lemmas are [10, Lemmas 4.1.4.2].

**Lemma 5.1** There exists a commutative diagram of embeddings of \( k \)-algebras

\[
\begin{array}{ccc}
U(L) & \rightarrow & \mathcal{D}(L) \\
\downarrow & & \downarrow \mathcal{D}(L) \\
U(N)((t_w; \delta_w)((t_v; \delta_v)((t_u; \delta_u))) & \rightarrow & \mathcal{D}(N)((t_w; \delta_w)((t_v; \delta_v)((t_u; \delta_u)))
\end{array}
\]
Lemma 5.2 Let \( \varepsilon: U(N) \rightarrow k \) denote the augmentation map. The following hold true.

(i) There exists a \( k \)-algebra homomorphism

\[
\Phi_w: U(N)((t_w; \delta_w)) \rightarrow k((t_z)), \quad \sum_i t^i_w f_i \mapsto \sum_i t^i_z \varepsilon(f_i),
\]

where \( f_i \in U(N) \) for each \( i \).

(ii) There exists a \( k \)-algebra homomorphism

\[
\Phi_v: U(N)((t_w; \delta_w))((t_v; \delta_v)) \rightarrow k((t_z))((t_y)), \quad \sum_i t^i_v g_i \mapsto \sum_i t^i_y \Phi_w(g_i),
\]

where \( g_i \in U(N)((t_w; \delta_w)) \) for each \( i \).

(iii) There exists a \( k \)-algebra homomorphism

\[
\Phi_u: U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)) \rightarrow k((t_z))((t_y))((t_x; \delta_x)),
\]

\[
\sum_i t^i_u h_i \mapsto \sum_i t^i_x \Phi_v(h_i),
\]

where \( h_i \in U(N)((t_w; \delta_w))((t_y; \delta_y)) \) for each \( i \), and extending the embeddings of (5.1) and (5.2).

Now we turn our attention to \( k \)-involutions of \( U(L) \) induced from the ones in \( L \).

Lemma 5.3 Let \( k \) be a field and \( L \) be a Lie \( k \)-algebra generated by two elements \( u, v \). Let \( H = \langle x, y : [y, x], x = [y, x] = 0 \rangle \) be the Heisenberg Lie \( k \)-algebra.

Suppose that there exists a Lie \( k \)-algebra homomorphism \( L \rightarrow H \), \( u \mapsto x, v \mapsto y \). Let \( N = \ker p \). Consider the induced \( k \)-algebra homomorphism \( \psi: U(L) \rightarrow U(H) \). Suppose that \( \ast : L \rightarrow L \) is an involution in \( L \) such that \( N \) is a \( \ast \)-invariant ideal of \( L \) and call again \( \ast \) the induced involution on \( H \cong L/N \). Then \( \psi(f^\ast) = \psi(f)^\ast \) for all \( f \in U(L) \).

Proof Define \( w = [v, u] \) and \( z = [y, x] \). Since \( \ast \) is the induced involution on \( H \cong L/N \), then \( \psi(u^\ast) = \psi(u)^\ast = x^\ast, \psi(v^\ast) = \psi(v)^\ast = y^\ast, \psi(w^\ast) = \psi(w)^\ast = z^\ast \) and \( \psi(f^\ast) = \psi(f)^\ast = \varepsilon(f)^\ast \) for all \( f \in U(N) \).

Given \( \sum_{l,m,n \geq 0} u^l v^m w^n f_{lmn} \) with \( f_{lmn} \in U(N) \), we have

\[
\psi\left( \sum_{l,m,n \geq 0} u^l v^m w^n f_{lmn} \right)^\ast = \left( \sum_{l,m,n \geq 0} x^l y^m z^n \varepsilon(f_{lmn}) \right)^\ast
\]

\[
= \sum_{l,m,n \geq 0} (z^n)^*(y^m)^*(x^l)^\ast \varepsilon(f_{lmn}).
\]

On the other hand,

\[
\psi\left( \sum_{l,m,n \geq 0} u^l v^m w^n f_{lmn} \right)^\ast = \psi\left( \sum_{l,m,n \geq 0} f_{lmn}^\ast (w^*)^n (v^*)^m (u^*)^l \right)
\]

\[
= \sum_{l,m,n \geq 0} (z^n)^*(y^m)^*(x^l)^\ast \varepsilon(f_{lmn}),
\]

as desired.

It is well known that any \( k \)-involution on \( L \) can be extended to a \( k \)-involution of \( U(L) \). Moreover, it was proved in [6, Proposition 5] that any \( k \)-involution of \( L \) can be
uniquely extended to a \( k \)-involution of \( \mathcal{D}(L) \). See also [10, Proposition 2.1]. With this in mind, we are ready to prove the main result of this section.

**Theorem 5.4** Let \( k \) be a field of characteristic zero, let \( H = \langle x, y : [[y, x], x] = [[y, x], y] = 0 \rangle \) be the Heisenberg Lie \( k \)-algebra and let \( L \) be a Lie \( k \)-algebra generated by two elements \( u, v \). Suppose that there exists a Lie \( k \)-algebra homomorphism

\[
L \longrightarrow H, \quad u \longmapsto x, \quad v \longmapsto y,
\]

with kernel \( N \). Let \( w = [v, u], V = \frac{1}{2}(uv + vu) \), and consider the following elements of \( \mathcal{D}(L) \):

\[
S = \left( V - \frac{1}{3}w \right) \left( V + \frac{1}{3}w \right)^{-1}, \quad T = (w + v^2)^{-1}(w - v^2)S(w + v^2)(w - v^2)^{-1},
\]

\[
S_1 = w^{-1}\left( \left( V - \frac{1}{3}w \right) \left( V + \frac{1}{3}w \right)^{-1} + \left( V - \frac{1}{3}w \right)^{-1}\left( V + \frac{1}{3}w \right) \right) w^{-1},
\]

\[
T_1 = (w + v^2)^{-1}(w - v^2)S_1(w + v^2)(w - v^2)^{-1},
\]

\[
T_2 = (w^2 + v^3)^{-1}(w^2 - v^3)S_1(w^2 + v^3)(w^2 - v^3)^{-1}.
\]

Then the following hold true.

(i) The \( k \)-subalgebra of \( \mathcal{D}(L) \) generated by \( \{S, S^{-1}, T, T^{-1}\} \) is the free group \( k \)-algebra on the set \( \{S, T\} \).

(ii) Suppose that \(* : L \rightarrow L\) is an involution in \( L \) such that \( N \) is a \(*\)-invariant ideal of \( L \) and that the induced involution on \( H \cong L/N \) is one of the involutions in Lemma 3.2(ii) and (iii). Then the following hold true.

(a) The elements \( S_1S_1^* \) and \( T_1T_1^* \) are symmetric.

(b) The \( k \)-subalgebra of \( \mathcal{D}(L) \) generated by \( \{S_1S_1^*, T_1T_1^*\} \) is the free \( k \)-algebra on \( \{S_1S_1^*, T_1T_1^*\} \).

(c) The \( k \)-subalgebra of \( \mathcal{D}(L) \) generated by

\[
\{1 + S_1S_1^*, (1 + S_1S_1^*)^{-1}, 1 + T_1T_1^*, (1 + T_1T_1^*)^{-1}\}
\]

is the free group \( k \)-algebra on the set \( \{1 + S_1S_1^*, 1 + T_1T_1^*\} \).

(iii) Suppose that \(* : L \rightarrow L\) is an involution in \( L \) such that \( N \) is a \(*\)-invariant ideal of \( L \) and that the induced involution on \( H \cong L/N \) is one of the involutions in Lemma 3.2(i). Then the following hold true.

(a) The elements \( S_1S_1^* \) and \( T_2T_2^* \) are symmetric.

(b) The \( k \)-subalgebra of \( \mathcal{D}(L) \) generated by \( \{S_1S_1^*, T_2T_2^*\} \) is the free \( k \)-algebra on \( \{S_1S_1^*, T_2T_2^*\} \).

(c) The \( k \)-subalgebra of \( \mathcal{D}(L) \) generated by

\[
\{1 + S_1S_1^*, (1 + S_1S_1^*)^{-1}, 1 + T_2T_2^*, (1 + T_2T_2^*)^{-1}\}
\]

is the free group \( k \)-algebra on the set \( \{1 + S_1S_1^*, 1 + T_2T_2^*\} \).

**Proof** Define \( z = [y, x] \in H \). Consider the embedding \( U(H) \hookrightarrow k((t_z))((t_y))((t_z; \delta_z)) \) given in (5.1). Since \( k((t_z))((t_y))((t_z; \delta_z)) \) is a division \( k \)-algebra and \( U(H) \) is an Ore domain, it extends to an embedding \( \mathcal{D}(H) \hookrightarrow k((t_z))((t_y))((t_z; \delta_z)) \).


Consider the embedding

\[ U(L) \to U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)) \]

given in (5.2). Let \( \Phi_u: U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)) \to k((t_z))((t_y)) \)

\(( (t_x; \delta_x) )\) be the homomorphism given in Lemma 5.2.

Define the following elements in \( \mathcal{O}(H) \):

\[ V_H = \frac{1}{2}(xy + yx) \]

\[ S_H = \left( V_H - \frac{1}{3}z \right) \left( V_H + \frac{1}{3}z \right)^{-1} \]

\[ T_H = (z + y^2)^{-1}(z - y^2)S_H(z + y^2)(z - y^2)^{-1}. \]

\[ S_{1H} = z^{-1} \left( \left( V_H - \frac{1}{3}z \right) \left( V_H + \frac{1}{3}z \right)^{-1} + \left( V_H - \frac{1}{3}z \right)^{-1} \right) \left( V_H + \frac{1}{3}z \right) z^{-1}, \]

\[ T_{1H} = (z + y^2)^{-1}(z - y^2)S_{1H}(z + y^2)(z - y^2)^{-1}, \]

\[ T_{2H} = (z^2 + y^3)^{-1}(z^2 - y^3)S_{1H}(z^2 + y^3)(z^2 - y^3)^{-1}. \]

Claim 1: The elements \( V - \frac{1}{3}w, V + \frac{1}{3}w, w + v^2, w^2 + v^3 \), and \( w^2 - v^3 \) are all invertible in \( U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)) \).

We proceed to prove claim 1. We begin with the element \( w + v^2 = t_{v2}^{-1} + t_v^{-2}. \) As a series in \( t_v \), this element is invertible in \( U(N)((t_w; \delta_w))((t_v; \delta_v)) \) if and only if the coefficient of \( t_{v2}^{-2} \) is invertible in the ring of coefficients \( U(N)((t_w; \delta_w)). \) The coefficient is 1, which is clearly invertible. Similarly, it can be proved that \( w - v^2, w^2 + v^3, \) and \( w^2 - v^3 \) are invertible. Now we show that \( V + \frac{1}{3}w \) is invertible in \( U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)) \). First, we obtain an expression of \( V + \frac{1}{3}w \) as a series in \( t_u \).

\[ V + \frac{1}{3}w = \frac{1}{2}(uv + vu) + \frac{1}{3}w = \frac{1}{2}(uv + [v, u] + uv) + \frac{1}{3}w = \frac{1}{2}w + uv + \frac{1}{3}w = \frac{5}{6}w + uv = \frac{5}{6}t_{w1}^{-1} + t_v^{-1}t_{v1}^{-1}. \]

Thus, as a series in \( t_u \), the coefficient of the least element in the support of \( V + \frac{1}{3}w^3 \) is \( t_v^{-1} \), which is invertible in \( U(N)((t_w; \delta_w))((t_v; \delta_v)). \) Hence, \( V + \frac{1}{3}w^3 \) is invertible in \( U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)). \) The case of \( V - \frac{1}{3}w \) is shown analogously, and the claim is proved.

(i) By Claim 1, \( S \) and \( T \) are invertible in \( U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)) \), and we have \( \Phi_u(V) = V_H, \Phi_u(S) = S_H, \) and \( \Phi_u(T) = T_H. \) By Theorem 4.5, the \( k \)-algebra generated by \( \{S_H, S_H^{-1}, T_H, T_H^{-1}\} \) is the free group \( k \)-algebra on the set \( \{S_H, T_H\}. \) By Lemma 5.1, \( V, S \) and \( T \) belong to \( \mathcal{D}(L). \) Therefore, the elements \( S \) and \( T \) are nonzero and invertible in \( \mathcal{D}(L) \), and the \( k \)-subalgebra generated by \( \{S, S^{-1}, T, T^{-1}\} \) is the free group \( k \)-algebra on the set \( \{S, T\}. \)

(ii)(a) This is clear.

(ii)(b) We will prove in detail the result for the involution in Lemma 3.2(ii); the other case can be shown similarly. Let \( n_u, n_v, n_w, \in N \) be such that

\[ u^* = u + n_u, \ v^* = v + n_v, \ w^* = -w + n_w. \]
Claim 2: The elements
\[
\left( V + \frac{1}{3} w \right)^*, \left( V - \frac{1}{3} w \right)^*, (w + v^2)^*, (w - v^2)^*
\]
belong to and are invertible in \( U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)) \).

From Claim 2, it follows that we have the elements
\[
S^*_1, T^*_1 \in U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u)).
\]

By Lemma 5.3, \( \Phi_u(Z^*) = \Phi_u(Z)^* \), where \( Z \) is any of the elements in Claim 2. Thus, by Theorem 4.5(ii)(d),
\[
(5.4) \quad \Phi_u(S^*_1) = \Phi_u(S_1)^* = S^*_1 T^*_1 \quad \text{and} \quad \Phi_u(T^*_1) = \Phi_u(T_1)^* = T^*_1 T^*_1.
\]

Hence \( \Phi_u(S_1 S^*_1) = S^*_1 T^*_1 \) and \( \Phi_u(T_1 T^*_1) = T^*_1 T^*_1 \). By Theorem 4.5(ii)(d), the \( k \)-algebra generated by \( \{S^*_1, T^*_1\} \) is the free algebra on \( \{S^*_1, T^*_1\} \). Therefore, the result follows.

We proceed to prove Claim 2.

\[
(5.5) \quad \left( V + \frac{1}{3} w \right)^* = \left( \frac{1}{2}(uv + vu) + \frac{1}{3} w \right)^*
\]
\[
= \frac{1}{2}((u + n_u)(v + n_v) + (v + n_v)(u + n_u)) + \frac{1}{3}(-w + n_w)
\]
\[
= \frac{1}{2}(uv + vu + un_v + n_u u + n_v u + vn_u + n_u n_v + n_v n_u)
\]
\[
- \frac{1}{3}w + \frac{1}{3}n_w
\]
\[
= \frac{1}{2}(uv + vu + [v, u] + un_v + un_v + [n_v, u] + vn_u + vn_u
\]
\[
+ [n_u, v] + n_u n_v + n_v n_u) - \frac{1}{3}w + \frac{1}{3}n_w
\]
\[
= u(v + n_v) + vn_u + \frac{1}{6}w + f_1
\]
\[
= t^{-1}_u(t^{-1}_v + n_v) + t^{-1}_v n_u + \frac{1}{6}t^{-1}_w + f_1,
\]
where \( f_1 \in U(N) \).

\[
(5.6) \quad \left( V - \frac{1}{3} w \right)^* = \left( \frac{1}{2}(uv + vu) - \frac{1}{3} w \right)^*
\]
\[
= \frac{1}{2}((u + n_u)(v + n_v) + (v + n_v)(u + n_u)) - \frac{1}{3}(-w + n_w)
\]
\[
= \frac{1}{2}(uv + vu + un_v + n_u u + n_v u + vn_u + n_u n_v + n_v n_u)
\]
\[
+ \frac{1}{3}w - \frac{1}{3}n_w
\]
\[
= \frac{1}{2}(uv + vu + [v, u] + un_v + un_v + [n_v, u] + vn_u + vn_u
\]
\[
+ [n_u, v] + n_u n_v + n_v n_u) + \frac{1}{3}w - \frac{1}{3}n_w
\]
\[ u(v + n_v) + vn_u + \frac{5}{6}w + f_2 = t_u^{-1}(t_v^{-1} + n_v) + t_v^{-1}n_u + \frac{5}{6}t_v^{-1} + f_2, \]

where \( f_2 \in U(N) \). Note that the element \((t_v^{-1} + n_v)\) is invertible in \( U(N)((t_w; \delta_w)) \), \((t_v; \delta_v))\). Thus, \((V + \frac{2}{3})^*\) and \((V - \frac{2}{3})^*\) are invertible in \( U(N)((t_w; \delta_w))((t_v; \delta_v)) \), \((t_u; \delta_u))\).

There exist \( f_3, f_4 \in U(N) \) such that

\[
(w + v^2)^* = -w + n_w + (v + n_v)^2 \\
= v^2 + vn_v + n_vv + n_v^2 - w + n_w \\
= v^2 + 2vn_v - w + [n_v, v] + n_v^2 + n_w \\
= t_v^{-2} + 2t_v^{-1}n_v - t_v^{-1} + f_3,
\]

\[
(w - v^2)^* = -w + n_w - (v + n_v)^2 \\
= -v^2 - vn_v - n_vv - n_v^2 - w + n_w \\
= -v^2 - 2vn_v - w - [n_v, v] - n_v^2 + n_w \\
= -t_v^{-2} - 2t_v^{-1}n_v - t_v^{-1} + f_4.
\]

The elements \((w + v^2)^*, (w - v^2)^*\) are invertible, because the coefficient of \( t_v^{-2}\) is \(\pm 1\), which is clearly invertible. And the claim is proved.

(ii)(c) By Theorem 4.5(ii)(d), the \(k\)-subalgebra generated by

\[ \{1 + S_{1H}^2, (1 + S_{1H})^{-1}, 1 + T_{1H}^2, (1 + T_{1H})^{-1}\} \]

is the free group \(k\)-algebra on the set \(\{1 + S_{1H}^2, 1 + T_{1H}^2\}\). Moreover, by (5.4), \(\Phi_u(1 + S_{1H}^2) = 1 + S_{1H}^2\) and \(\Phi_u(1 + T_{1H}^2) = 1 + T_{1H}^2\). Therefore, it is enough to prove that the elements \(1 + S_1S_t^*\) and \(1 + T_1T_t^*\) are invertible in \(U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u))\).

By (5.3), \(V - \frac{1}{2}w\) and \(V + \frac{1}{2}w\) are series of the form \(t_v^{-1}t_u^{-1}(1 + h_1)\), where \(h_1\) is a series on positive powers of \(t_u\) with coefficients in \(U(N)((t_w; \delta_w))((t_v; \delta_v))\). Hence, \((V - \frac{1}{2}w)^{-1}\) and \((V + \frac{1}{2}w)^{-1}\) are series of the form \(t_v^{-1}t_u^{-1}(1 + h_2)\), where \(h_2\) is a series on positive powers of \(t_u\) with coefficients in \(U(N)((t_w; \delta_w))((t_v; \delta_v))\). Using that \(w^{-1} = t_w\), we obtain that \(S_1\) is a series of the form \(2t_w^2 + h_3\), where \(h_3\) is a series on positive powers of \(t_u\) with coefficients in \(U(N)((t_w; \delta_w))((t_v; \delta_v))\).

By (5.5) and (5.6), \((V - \frac{1}{3}w)^*\) and \((V + \frac{1}{3}w)^*\) are series of the form \(t_v^{-1}(t_u^{-1} + n_v)^{-1}(1 + h_4)\), where \(h_4\) is a series on positive powers of \(t_u\) with coefficients in \(U(N)((t_w; \delta_w))((t_v; \delta_v))\). Hence, \((V - \frac{1}{3}w)^{-1}\) and \((V + \frac{1}{3}w)^{-1}\) are series of the form \((t_v^{-1} + n_v)^{-1}t_u^{-1}(1 + h_5)\), where \(h_5\) is a series on positive powers of \(t_u\) with coefficients in \(U(N)((t_w; \delta_w))((t_v; \delta_v))\). Using that \((w^*)^{-1} = (-t_w^{-1} + n_w)^{-1}\), we obtain that \(S_1^*\) is a series of the form \(2t_w^2 + h_6\), where \(h_6\) is a series on positive powers of \(t_u\) with coefficients in \(U(N)((t_w; \delta_w))((t_v; \delta_v))\). From these considerations, it follows that \(1 + S_1S_t^*\) is a series of the form \(1 + 4t_w^2 + h_7\), where \(h_7\) is a series on positive powers of \(t_u\) with coefficients in \(U(N)((t_w; \delta_w))((t_v; \delta_v))\). Now \(1 + 4t_w^2\) is invertible in \(U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u))\), and \(1 + S_1S_t^*\) is therefore invertible in \(U(N)((t_w; \delta_w))((t_v; \delta_v))((t_u; \delta_u))\).
Clearly, \((w + v^2)^*\) and \((w - v^2)^*\) are series of the form \(\pm t_v^{-2}(1 + g_1)\), where \(g_1\) is a series on positive powers of \(t_v\) and coefficients in \(U(N)\(\((t_w \; \delta_w)\))\). Thus, \((w + v^2)^{-1}\) and \((w - v^2)^{-1}\) are series of the form \(\pm t_v^{-2}(1 + g_2)\), where \(g_2\) is a series on positive powers of \(t_v\) and coefficients in \(U(N)\(\((t_w \; \delta_w)\))\). Using that \(S_1\) is a series of the form \(2t_v^2 + h_3\), where \(h_3\) is as stated above, we obtain that \(T_1\) is a series of the form \(2t_v^2 + g_3 + h_8\), where \(g_3\) is a series on positive powers of \(t_v\) and coefficients in \(U(N)\(\((t_w \; \delta_w)\))\) and \(h_8\) is a series on positive powers of \(t_u\) with coefficients in \(U(N)\(\((t_w \; \delta_w)\))\). By (5.7) and (5.8), \((w + v^2)^*\) and \((w - v^2)^*\) are series of the form \(\pm t_v^{-2}(1 + g_4)\), where \(g_4\) is a series on positive powers of \(t_v\) and coefficients in \(U(N)\(\((t_w \; \delta_w)\))\). Thus, \((w + v^2)^{-1}\) and \((w - v^2)^{-1}\) are series of the form \(\pm t_v^{-2}(1 + g_5)\), where \(g_5\) is a series on positive powers of \(t_v\) and coefficients in \(U(N)\(\((t_w \; \delta_w)\))\). Using that \(S_1^*\) is a series of the form \(2t_w^2 + h_6\), where \(h_6\) is as stated above, we obtain that \(T_1^*\) is a series of the form \(2t_w^2 + g_6 + h_9\), where \(g_6\) is a series on positive powers of \(t_w\) and coefficients in \(U(N)\(\((t_w \; \delta_w)\))\) and \(h_9\) is a series on positive powers of \(t_w\) with coefficients in \(U(N)\(\((t_w \; \delta_w)\))\). Therefore \(1 + T_1 T_1^*\) is a series of the form \(1 + 4t_w^4 + g_7 + h_{10}\), where \(g_7\) is a series on positive powers of \(t_w\) and coefficients in \(U(N)\(\((t_w \; \delta_w)\))\) and \(h_{10}\) is a series on positive powers of \(t_w\) with coefficients in \(U(N)\(\((t_w \; \delta_w)\))\). Now \(1 + T_1 T_1^*\) is invertible, because the series \(1 + 4t_w^4 + g_7\) is invertible in \(U(N)\(\((t_w \; \delta_w)\))\), since \(1 + 4t_w^4\) is invertible in \(U(N)\(\((t_w \; \delta_w)\))\).

(iii) Suppose that the induced involution on \(L/N\) is the one on Lemma 3.2(iii).

The result follows very much like (ii) from the following claim which can be shown as Claim 2.  
Claim 3: The elements 
\[
\left(V + \frac{1}{3}w\right)^*, \left(V - \frac{1}{3}w\right)^*, (w^2 + v^3)^*, (w^3 - v^3)^*
\]
belong to and are invertible in \(U(N)\(\((t_w \; \delta_w)\))\). The elements \((w^2 + v^3)^*\), \((w^2 - v^3)^*\) are invertible, because the coefficient of \(t_v^{-3}\) is \(\mp 1\), which is clearly invertible.  

\[
(w^2 + v^3)^* = (w^2 + w + n_vw + n_v) - \frac{1}{3}(v + v + v + v + v + v + v)
\]
\[
= w^2 - wn_w - n_vw + n_v^2 - v^3 + v^2n_v + vn_vv + n_vv^2
\]
\[
- vn_v^2 - n_vv - n_vvn_v + n_v^3
\]
\[
= (v^3 + 3v^2n_v) - v(3n_v^2 + [n_v, v]) - [n_v, v] + [n_v, v]
\]
\[
= -[n_v, v]n_v + n_v^3 + w^2 - 2wn + [n_v, w] + n_v^2
\]
\[
= -t_v^{-1} + 3t_v^{-1}n_v + t_v^{-3}(3n_v^2 + [n_v, v]) + t_v^{-2} - 2t_v^{-1} + f_5
\]

\[
(w^2 - v^3)^* = (w^2 + w + n_vw + n_v) - \frac{1}{3}(v + v + v + v + v + v + v)
\]
\[
= w^2 - wn_w - n_vw + n_v^2 - (v^3 + v^2n_v + vn_vv + n_vv^2 - vn_v^2)
\]
\[
- n_vv - n_vvn_v + n_v^3
\]
\[
= t_v^{-3} - 3t_v^{-2}n_v + t_v^{-1}(3n_v^2 + [n_v, v]) + t_v^{-2} - 2t_v^{-1} + f_6.
\]
Corollary 5.5  Let $k$ be a field of characteristic zero and let $K$ be a residually nilpotent Lie $k$-algebra. Let $u, v \in K$ be such that $[v, u] \neq 0$ and denote by $L$ the Lie $k$-subalgebra of $K$ generated by $\{u, v\}$.

Let $w = [v, u], V = \frac{1}{2}(uv + vu)$, and consider the following elements of $\mathcal{D}(L)$:

\[ S = \left( V - \frac{1}{3}w \right) \left( V + \frac{1}{3}w \right)^{-1}, \]
\[ T = (w + v^2)^{-1}(w - v^2)S(w + v^2)(w - v^2)^{-1}, \]
\[ S_1 = w^{-1}\left( V - \frac{1}{3}w \right) \left( V + \frac{1}{3}w \right)^{-1} \left( V - \frac{1}{3}w \right)^{-1} \left( V + \frac{1}{3}w \right) w^{-1}, \]
\[ T_1 = (w + v^2)^{-1}(w - v^2)S_1(w + v^2)(w - v^2)^{-1}, \]
\[ T_2 = (w^2 + v^3)^{-1}(w^2 - v^3)S_1(w^2 + v^3)(w^2 - v^3)^{-1}. \]

Then the following hold true.

(i) The Lie $k$-algebra $L/[[L, L], L]$ is isomorphic to $H$, the Heisenberg Lie $k$-algebra.

(ii) The $k$-subalgebra of $\mathcal{D}(L)$ generated by $\{S, S^{-1}, T, T^{-1}\}$ is the free group $k$-algebra on the set $\{S, T\}$.

(iii) Suppose that $L$ is invariant under $*$ and that the induced involution on $L/[[L, L], L]$ is one of the involutions in Lemma 3.2.

(a) If the induced involution on $L/[[L, L], L]$ is one of the involutions in Lemma 3.2(ii) and (iii), then the following hold true.

(a.1) The elements $S_1S_1^*$ and $T_1T_1^*$ are symmetric.

(a.2) The $k$-subalgebra of $\mathcal{D}(L)$ generated by $\{S_1S_1^*, T_1T_1^*\}$ is the free $k$-algebra on $\{S_1S_1^*, T_1T_1^*\}$.

(a.3) The $k$-subalgebra of $\mathcal{D}(L)$ generated by

\[ \{1 + S_1S_1^*, (1 + S_1S_1^*)^{-1}, 1 + T_1T_1^*, (1 + T_1T_1^*)^{-1} \} \]

is the free group $k$-algebra on the set $\{1 + S_1S_1^*, 1 + T_1T_1^*\}$.

(b) If the induced involution on $L/[[L, L], L]$ is one of the involutions in Lemma 3.2(i), then the following hold true.

(b.1) The elements $S_1S_1^*$ and $T_2T_2^*$ are symmetric.

(b.2) The $k$-subalgebra of $\mathcal{D}(L)$ generated by $\{S_1S_1^*, T_2T_2^*\}$ is the free $k$-algebra on $\{S_1S_1^*, T_2T_2^*\}$.

(b.3) The $k$-subalgebra of $\mathcal{D}(L)$ generated by

\[ \{1 + S_1S_1^*, (1 + S_1S_1^*)^{-1}, 1 + T_2T_2^*, (1 + T_2T_2^*)^{-1} \} \]

is the free group $k$-algebra on the set $\{1 + S_1S_1^*, 1 + T_2T_2^*\}$.

Proof Define $N = [[[L, L], L]$. Since $L$ is residually nilpotent and not abelian, $[v, u] \in [L, L] \setminus N$. Thus, $L/N$ is not abelian. Moreover, $L/N$ is a noncommutative 3-dimensional Lie $k$-algebra with basis $\{\overline{u}, \overline{v}, \overline{w}\}$, the classes of $u, v$ and $w$ in $L/N$. Moreover, $[L/N, L/N] = kW$, which is contained in the center of $L/N$. Therefore, $L/N$ is the Heisenberg Lie $k$-algebra.

By Theorem 5.4, the result holds for $\mathcal{D}(L)$. Since $\mathcal{D}(L) \to \mathcal{D}(K)$, the result follows. \[\blacksquare\]
Corollary 5.6  Let $k$ be a field of characteristic zero and let $L$ be a nonabelian residually nilpotent Lie $k$-algebra endowed with an involution $*: L \to L$. Then there exist symmetric elements $A, B \in \mathcal{D}(L)$ such that the $k$-subalgebra of $\mathcal{D}(L)$ generated by $\{A, A^{-1}, B, B^{-1}\}$ is the free group $k$-algebra on $\{A, B\}$.

Proof  Let $N$ be the $*$-invariant ideal $[L, [L, L]]$. The Lie $k$-algebra $L/N$ is nilpotent but not abelian, and $*$ induces an involution on $L/N$. By Theorem 3.4, there exists an invariant Heisenberg Lie $k$-subalgebra $H$ of $L/N$ such that the restriction of the involution is one of involutions of Lemma 3.2. Let $a + N, b + N$ be the generators of $H$. Let $M$ be the Lie $k$-subalgebra of $L$ generated by $N \cup \{a, b\}$. Then $*$ induces an involution $*: M \to M$ by restriction, $M/N \cong H$, and the induced involution on $M/N$ is one of the involutions of Lemma 3.2. Apply Theorem 5.4(ii) and (iii) to obtain that $\mathcal{D}(M)$ satisfies the desired result. Now observe that $\mathcal{D}(M) \subseteq \mathcal{D}(L)$.  

6 Free Group Algebras in the Ore Ring of Fractions of Universal Enveloping Algebras that are OreDomains

The main results in this section are Theorems 6.1, 6.4, and 6.5. They all have a similar but technical proof. Thanks to the results in Section 2.3, the method can be seen as an improvement of the technique originally used in the proof of [25, Theorem 2] and that was also used to show [10, Theorem 5.2].

6.1 On Conjecture (GA)

Theorem 6.1  Let $k$ be a field of characteristic zero and $L$ be a Lie $k$-algebra whose universal enveloping algebra $U(L)$ is an Ore domain. Let $u, v \in L$ be such that the Lie subalgebra generated by them is of dimension at least three.

Define $w = [v, u]$, $V = \frac{1}{2}(uv + vu)$, and consider the following elements of $\mathcal{D}(L)$ the Ore ring of fractions of $U(L)$:

$S = \left(V - \frac{1}{3}w\right)\left(V + \frac{1}{3}w\right)^{-1}$ and $T = (w + v^2)^{-1}(w - v^2)S(w + v^2)(w - v^2)^{-1}$.

Then the $k$-subalgebra of $\mathcal{D}(L)$ generated by $\{S, S^{-1}, T, T^{-1}\}$ is the free group $k$-algebra on $\{S, T\}$.

Proof  Let $L_1$ be the Lie $k$-subalgebra of $L$ generated by $u$ and $v$. Since $U(L)$ is an Ore domain, $U(L_1)$ is also an Ore domain and $\mathcal{D}(L_1) \subseteq \mathcal{D}(L)$. Thus, we can suppose that $L$ is generated by $u$ and $v$.

Consider the filtration $F_kL = \{F_nL\}_{n \in \mathbb{Z}}$ of $L$ given in Example 2.5. It induces a filtration $F_kU(L) = \{F_nU(L)\}_{n \in \mathbb{Z}}$ on $U(L)$ as shown in Section 2.2. Moreover, by Lemma 2.6(i), there exists an isomorphism of $\mathbb{Z}$-graded $k$-algebras

\begin{equation}
U(\text{grad}_F(L)) \cong \text{grad}_{F_k}(U(L)),
\end{equation}

which induces a valuation $v: U(L) \to \mathbb{Z} \cup \{\infty\}$ as in Section 2.1. It can be extended to a valuation $v: \mathcal{D}(L) \to \mathbb{Z} \cup \{\infty\}$ [7, Proposition 9.1.1]. We recall that the filtration it induces is $F_k\mathcal{D}(L) = \{F_n\mathcal{D}(L)\}_{n \in \mathbb{Z}}$, where $F_n\mathcal{D}(L) = \{f \in \mathcal{D}(L): v(f) \geq n\}$. 


In what follows, the two objects in (6.1) will be identified. Consider \( u, v \) and \( w = [v, u] \). Note that \( v(u) = v(v) = -1 \) and \( v(w) = -2 \), because \( L \) is not two-dimensional. Denote by \( \overline{u}, \overline{v} \) the class of \( u, v \in U(L)_{-1} \) and also the class of \( u \) and \( v \) in \( L_{-2} \). Denote by \( \overline{w} \) the class of \( w \) in \( U(L)_{-2} \) and in \( L_{-2} \). By Lemma 2.2(iv), \( U(\text{grad}_{F_2}(L)) \) is an Ore domain. Let \( \mathcal{D}(\text{grad}_{F_2}(L)) \) be its Ore ring of fractions.

Now, \( \text{grad}_{F_2}(L) \) is a (negatively) graded Lie \( k \)-algebra that is not abelian \( (w \in L_{-2}\backslash L_{-1}) \). Thus, \( \text{grad}_{F_2}(L) \) is a nonabelian residually nilpotent Lie \( k \)-algebra. Observe that \([\overline{v}, \overline{u}] = \overline{w} \) as elements of \( \text{grad}_{F_2}(L) \).

Now define \( \overline{V} = \frac{1}{2}(\overline{u}\overline{w} + \overline{w}\overline{u}) \),

\[ \overline{S} = \left( \overline{V} - \frac{1}{3}\overline{w} \right) \left( \overline{V} + \frac{1}{3}\overline{w} \right)^{-1}, \quad \overline{T} = (\overline{w} + \overline{v}^2)^{-1}(\overline{w} - \overline{v}^2)\overline{S}(\overline{w} + \overline{v}^2)(\overline{w} - \overline{v}^2)^{-1}. \]

Then Corollary 5.5(ii) shows that the \( k \)-subalgebra of \( \mathcal{D}(\text{grad}_{F_2}(L)) \) generated by \( \{\overline{S}, \overline{S}^{-1}, \overline{T}, \overline{T}^{-1}\} \) is the free group \( k \)-algebra on \( \{\overline{S}, \overline{T}\} \). Let \( \mathcal{H} \) be the set of homogeneous elements of \( \text{grad}_{F_2}(U(L)) \). From (6.1), and Lemma 2.2, we obtain the following commutative diagram

\[
\begin{array}{ccc}
\text{grad}_{F_2}(U(L)) & \cong & \mathcal{D}(\text{grad}_{F_2}(L)) \\
\uparrow & & \uparrow \\
\mathcal{H}^{-1}\text{grad}_{F_2}(U(L)) & \cong & \text{grad}_{F_2}(\mathcal{D}(L))
\end{array}
\]

where the diagonal arrow is obtained from the universal property of the Ore localization. Note that \( \overline{V}, \overline{V} - \frac{1}{3}\overline{w}, \overline{V} + \frac{1}{3}\overline{w}, \overline{w} + \overline{v}^2, \overline{w} - \overline{v}^2 \) are homogeneous elements of degree \(-2\) in \( \text{grad}_{F_2}(U(L)) \). Thus \( \overline{S}, \overline{S}^{-1}, \overline{T}, \overline{T}^{-1} \) are in fact homogeneous elements of degree zero in \( \text{grad}_{F_2}(\mathcal{D}(L)) \).

Now observe that \( S \) and \( T \) are elements of \( \mathcal{D}(L) \) such that \( v(S) = v(T) = 0 \) and \( \overline{S} = S + \mathcal{D}(L)_{>0}, \overline{T} = T + \mathcal{D}(L)_{>0} \) in \( \text{grad}_{F_2}(\mathcal{D}(L)) \). By Proposition 2.8, the \( k \)-subalgebra of \( \mathcal{D}(L) \) generated by \( \{S, S^{-1}, T, T^{-1}\} \) is the free group \( k \)-algebra on \( \{S, T\} \).

When the Lie subalgebra generated by \( u \) and \( v \) is of dimension two, we cannot apply the methods developed thus far, but we have the following consequence of Cauchon’s Theorem.

**Proposition 6.2** Let \( k \) be a field of characteristic zero. Let \( M \) be the nonabelian two dimensional Lie \( k \)-algebra. Thus, \( M \) has a basis \( \{e, f\} \) such that \([e, f] = f\). Define \( s = (e - \frac{1}{3}))(e + \frac{1}{3})^{-1} \) and \( u = (1 - f)(1 + f)^{-1} \). Consider the embedding \( U(M) \hookrightarrow \mathcal{D}(M) \). Then the \( k \)-algebra generated by the set \( \{S = s, S^{-1}, T = usu^{-1}, T^{-1}\} \) is the free group \( k \)-algebra on \( \{S, T\} \).

**Proof** Since \([e, f] = ef - fe = f, ef = f(e + 1)\). Thus, \( U(M) \) can be seen as a skew polynomial \( k \)-algebra, \( U(M) = k[e][f; \sigma] \), where \( \sigma(e) = e + 1 \).

According to Cauchon’s Theorem, if we define \( s = (e - \frac{1}{3}))(e + \frac{1}{3})^{-1} \) and \( u = (1 - f)(1 + f)^{-1} \), the \( k \)-subalgebra generated by \( \{s, s^{-1}, usu^{-1}, us^{-1}u^{-1}\} \) is the free group \( k \)-algebra on \( \{s, usu^{-1}\} \).
Combining Theorem 6.1 and Proposition 6.2, we obtain the following result, which is [25, Theorem 4].

**Theorem 6.3** Let $k$ be a field of characteristic zero. Let $L$ be a noncommutative Lie $k$-algebra such that $U(L)$ is an Ore domain. Then there exist elements $S, T \in \mathcal{O}(L)$ such that the $k$-subalgebra of $\mathcal{O}(L)$ generated by $\{S, S^{-1}, T, T^{-1}\}$ is the free group $k$-algebra on $\{S, T\}$. More precisely, let $u, v \in L$ such that $[v, u] \neq 0$. Then

(i) if the Lie $k$-subalgebra of $L$ generated by $\{u, v\}$ is of dimension greater than two, then one can choose $S$ and $T$ as defined in Theorem 6.1;

(ii) if the Lie $k$-subalgebra of $L$ generated by $\{u, v\}$ is of dimension exactly two, then one can choose $S$ and $T$ as defined in Proposition 6.2.

### 6.2 On Involutional Versions of Conjecture (GA)

Now we turn our attention to involutions and the existence of free group algebras generated by symmetric elements.

**Theorem 6.4** Let $k$ be a field of characteristic zero and $L$ be a Lie $k$-algebra such that $U(L)$ is an Ore domain. Let $*: L \to L$ be a $k$-involution. Suppose that there exists an element $a \in L$ such that $[a^*, a] \neq 0$ and the Lie $k$-subalgebra generated by $\{a, a^*\}$ is of dimension at least 3.

Define $u = a + a^*$, $v = a^* - a$, $w = [v, u]$ and $V = \frac{1}{2}(uv + vu)$, and consider the following elements of $\mathcal{O}(L)$:

$$S_1 = w^{-1}\left(\left(V - \frac{1}{3}w\right)\left(V + \frac{1}{3}w\right)^{-1} + \left(V - \frac{1}{3}w\right)^{-1}\left(V + \frac{1}{3}w\right)\right)w^{-1},$$

$$T_2 = (w^2 + v^3)^{-1}(w^2 - v^3)S_1(w^2 + v^3)(w^2 - v^3)^{-1}.$$

Then the $k$-subalgebra of $\mathcal{O}(L)$ generated by

$$\{1 + S_1S_1^*, (1 + S_1S_1^*)^{-1}, 1 + T_2T_2^*, (1 + T_2T_2^*)^{-1}\}$$

is the free group $k$-algebra on the set $\{1 + S_1S_1^*, 1 + T_2T_2^*\}$.

**Proof** Let $L_1$ be the Lie $k$-subalgebra of $L$ generated by $u$ and $v$.

Since $U(L)$ is an Ore domain, $U(L_1)$ is also an Ore domain. Moreover, $\mathcal{O}(L_1) \subseteq \mathcal{O}(L)$. Thus, we can suppose that $L$ is generated by $u$ and $v$.

Consider the filtration $F_\mathbb{Z}L = \{F_nL\}_{n \in \mathbb{Z}}$ of $L$ defined by $F_rL = 0$ for all $r \geq 0$, $F_{-1}L = ku$, $F_{-2}L = kv + F_{-1}L$, $F_{-3}L = k[v, u] + F_{-2}L$ and for $n \leq -3$,

$$F_{n-1}L = \sum_{n_1 + n_2 + \cdots + n_{r-1} = (n-1)} [F_{n_1}L, [F_{n_2}L, \ldots]].$$

Observe that, for each $n \in \mathbb{Z}$, there exists $B_n \subseteq L$ whose classes give a basis of $L_n = F_nL/F_{n+1}L$ such that $\cup_{n \in \mathbb{Z}} B_n$ is a basis of $L$. This filtration on $L$ induces a filtration $F_\mathbb{Z}U(L) = \{F_n U(L)\}_{n \in \mathbb{Z}}$ on $U(L)$ as shown in Section 2.2. Moreover, by Lemma 2.6, there exists an isomorphism of $\mathbb{Z}$-graded $k$-algebras

$$U(\text{grad}_{F_\mathbb{Z}}(L)) \cong \text{grad}_{F_\mathbb{Z}}(U(L)),$$

(6.2)
which induces a valuation $\nu: U(L) \to \mathbb{Z} \cup \{\infty\}$ as in Section 2.1. In what follows, the two objects in (6.2) will be identified via the isomorphism given in either [41, Proposition 1] or [3, Lemma 2.1.2]. This isomorphism sends the class of an element of $\mathcal{B}_n$ in $L_n$ to its class in $U(L)_n$.

Note that each $F_n L$ is invariant under $\ast$, because $u^* = u$ and $\nu^* = -\nu$. Hence, $\ast$ induces an involution on $\text{grad}_{F_n}(L)$ and hence on $U(\text{grad}_{F_n}(L))$. Moreover, each $F_n U(L)$ is invariant under $\ast$, and thus $\ast$ also induces an involution on $\text{grad}_{F_n}(U(L))$. Therefore, the isomorphism given in (6.2) is an isomorphism of $k$-algebras with involution; that is, if $\Phi$ is the isomorphism of (6.2), then $\Phi(f^*) = \Phi(f)^*$.

Observe that $\text{grad}_{F_n}(L)$ is a residually nilpotent Lie $k$-algebra. Define $N = \bigoplus_{n \geq 4} L_n$. Then $\text{grad}_{F_n}(L)/N$ is isomorphic to the Heisenberg Lie $k$-algebra $H$. Moreover, $N$ is invariant under the involution $\ast$, and the induced involution in $\text{grad}_{F_n}(L)/N$ is the one in Lemma 3.2(i).

The valuation $\nu: U(L) \to \mathbb{Z} \cup \{\infty\}$ can be extended to a valuation $\nu: \mathcal{D}(L) \to \mathbb{Z} \cup \{\infty\}$ [7, Proposition 9.1.1].

Consider $u, v, w$ and $w = [v, u]$. Note that $\nu(u) = -1, \nu(v) = -2,$ and $\nu(w) = -3$. Denote by $\overline{u}, \overline{v}, \overline{w}$ the class of $u \in U(L)_{-1}, v \in U(L)_{-2}, w \in U(L)_{-3}$ and also the class of $u$ in $L_{-1}, v \in L_{-2}$, and $w \in L_{-3}$, respectively. By Lemma 2.2(iv), $U(\text{grad}_{F_n}(L))$ is an Ore domain. Let $\mathcal{D}(\text{grad}_{F_n}(L))$ be its Ore ring of fractions. Observe that $[\overline{v}, \overline{u}] = \overline{w}$ as elements of $\text{grad}_{F_n}(L)$. Define $\overline{V} = \frac{1}{2}(\overline{u} \overline{v} + \overline{v} \overline{u})$, and consider the following elements of $\mathcal{D}(\text{grad}_{F_n}(L))$:

\[
\overline{S}_1 = \overline{w}^{-1}\left(\left(\overline{V} - \frac{1}{3}\overline{w}\right)\left(\overline{V} + \frac{1}{3}\overline{w}\right)^{-1} + \left(\overline{V} - \frac{1}{3}\overline{w}\right)^{-1}\left(\overline{V} + \frac{1}{3}\overline{w}\right)\right)\overline{w}^{-1},
\]
\[
\overline{T}_2 = (\overline{w}^2 + \overline{v}^2)^{-1}(\overline{w}^2 - \overline{v}^2)\overline{S}_1(\overline{w}^2 + \overline{v}^3)(\overline{w}^2 - \overline{v}^3)^{-1}.
\]

By Corollary 5.5(iii)(a,2), the $k$-subalgebra of $\mathcal{D}(\text{grad}_{F_n}(L))$ generated by $\{\overline{S}_1, \overline{T}_1, \overline{T}_2\}$ is the free $k$-algebra on $\{\overline{S}_1, \overline{S}_1^*, \overline{T}_2\}$. Let $\mathcal{H}$ be the set of homogeneous elements of $\text{grad}_{F_n}(U(L))$. From (6.2) and Lemma 2.2, we obtain the following commutative diagram:

\[
\text{grad}_{F_n}(U(L)) \cong U(\text{grad}_{F_n}(L))^c \xrightarrow{\mathcal{H}^{-1}} \mathcal{D}(\text{grad}_{F_n}(L))
\]

where the diagonal arrow is obtained from the universal property of the Ore localization. Note that $\overline{V}, \overline{V} - \frac{1}{3}\overline{w}, \overline{V} + \frac{1}{3}\overline{w}$ are homogeneous elements of degree $-3$, and the elements $\overline{w}^2 + \overline{v}^2, \overline{w}^2 - \overline{v}^2$ are homogeneous elements of degree $-3$ in $\text{grad}_{F_n}(U(L))$. Thus, $\overline{S}_1, \overline{S}_1^*, \overline{T}_2, \overline{T}_2^*$ are in fact homogeneous elements of degree $-6$ in $\text{grad}_{F_n}(\mathcal{D}(L))$.

Now observe that $S_1, S_1^*, T_2$ and $T_2^*$ are elements of $\mathcal{D}(L)$ such that $\nu(S_1) = \nu(S_1^*) = \nu(T_2) = \nu(T_2^*) = 6$; hence, $\nu(S_1 S_1^*) = 12, \nu(T_2 T_2^*) = 12$ and $\overline{S}_1\overline{S}_1^* = S_1 S_1^* + \mathcal{D}(L)_{>12}, \overline{T}_2\overline{T}_2^* = T_2 T_2^* + \mathcal{D}(L)_{>12}$ in $\text{grad}_{F_n}(\mathcal{D}(L))$.

Now, by Theorem 2.9, the result follows.
In the case where \([x, x^*] = 0\) for all \(x \in L\), we are able to prove the following theorem.

**Theorem 6.5**  Let \(k\) be a field of characteristic zero and \(L\) be a Lie \(k\)-algebra such that \(U(L)\) is an Ore domain. Let \(*: L \rightarrow L\) be a \(k\)-involution. Suppose that \([x, x^*] = 0\) for all \(x \in L\), but there exist elements \(x, y \in L\) such that \([y, x] \neq 0\) and the \(k\)-subspace of \(L\) spanned by \(\{x, x^*, y, y^*\}\) is not the Lie \(k\)-subalgebra generated by \(\{x, x^*, y, y^*\}\). Then there exist symmetric elements \(A, B \in \mathcal{D}(L)\) such that the \(k\)-subalgebra generated by \(\{A, A^{-1}, B, B^{-1}\}\) is the free group \(k\)-algebra on \(\{A, B\}\).

**Proof**  Let \(L_1\) be the Lie \(k\)-subalgebra of \(L\) generated by \(\{x, x^*, y, y^*\}\). Since \(U(L)\) is an Ore domain, \(U(L_1)\) is also an Ore domain. Moreover, \(\mathcal{D}(L_1) \subseteq \mathcal{D}(L)\). Thus, we can suppose that \(L\) is generated by \(\{x, x^*, y, y^*\}\). Let \(V\) be the \(k\)-subspace spanned by \(\{x, x^*, y, y^*\}\). Consider the filtration \(F^rL = \{F_nL\}_{n \in \mathbb{Z}}\) of \(L\) defined by \(F_rL = \{0\}\) for all \(r \geq 0\), \(F_{-r}L = \{V, V\} + F_{-r-1}L\), and for \(n \geq -2\),

\[
F_{n-1}L = \sum_{n_1 + n_2 + \cdots + n_r = (n-1)} [F_{n_1}L, [F_{n_2}L, \ldots]]
\]

Note that \(F_nL\) is invariant under \(*\) for all \(n \in \mathbb{Z}\). Thus, the involution on \(L\) induces an involution on \(\text{grad}_{F_n}(L)\). Now define \(N = \bigoplus_{n \leq -3} L_n\). Then \(N\) is an ideal of \(\text{grad}_{F_n}(L)\) such that \(\text{grad}_{F_n}(L)/N\) is a nonabelian nilpotent Lie \(k\)-algebra because \([V, V]\) is not contained in \(V\) by assumption. Moreover, \(N\) is invariant under \(*\), and thus the involution on \(\text{grad}_{F_n}(L)\) induces an involution on \(\text{grad}_{F_n}(L)/N\), again denoted by \(*\).

By Theorem 3.4, there exist \(u, v \in \text{grad}_{F_n}(L)/N\) such that they generate a \(*\)-invariant Heisenberg Lie \(k\)-subalgebra of \(\text{grad}_{F_n}(L)/N\) and the restriction to it is one of the involutions in Lemma 3.2. Note that \(F_{-1}L = L_{-1}\). Also \(\text{grad}_{F_n}(L)/N \cong L_{-1} \oplus L_{-2}\) as \(k\)-vector spaces, and the induced product \([L_{-1}, L_{-2}] = 0\). Thus, we can choose \(u, v \in L_{-2} = F_{-1}L\).

Suppose that the involution on \(\text{grad}_{F_n}(L)/N\) is like the one in Lemma 3.2(ii), i.e., \(u^* = u\), \(v^* = -v\) and \(w^* = w\), where \(w = [v, u]\). Then take \(u_1 = u + v\), \(v_1 = u - v \in L_{-1}\). Note that \(u_1^* = v_1\) and \([u_1, v_1] = 2[v, u] \neq 0\), a contradiction to our assumption that \([x, x^*] = 0\) for all \(x \in L\). Hence the involution on the Heisenberg subalgebra of \(\text{grad}_{F_n}(L)/N\) generated by \(u, v\) is of the type in either Lemma 3.2(ii) or Lemma 3.2(iii).

Let \(L_2\) be the Lie \(k\)-subalgebra of \(L\) generated by \(\{u, v\}\). Since \(U(L)\) is an Ore domain, \(U(L_2)\) is also an Ore domain. Moreover, \(\mathcal{D}(L_2) \subseteq \mathcal{D}(L)\). Thus, we may suppose that \(L\) is generated by \(\{u, v\}\). Let \(V\) be the \(k\)-subspace spanned by \(\{u, v\}\). Consider the filtration \(F^rL = \{F_nL\}_{n \in \mathbb{Z}}\) of \(L\) defined by \(F_rL = \{0\}\) for all \(r \geq 0\), \(F_{-r}L = \{V, V\} + F_{-r-1}L\), and for \(n \leq -2\),

\[
F_{n-1}L = \sum_{n_1 + n_2 + \cdots + n_r \geq (n-1)} [F_{n_1}L, [F_{n_2}L, \ldots]]
\]

Note that \(F_nL\) is invariant under \(*\) for all \(n \in \mathbb{Z}\). Thus the involution on \(L\) induces an involution on \(\text{grad}_{F_n}(L)\). Define now \(N = \bigoplus_{n \leq -3} L_n\). Then \(N\) is an ideal of \(\text{grad}_{F_n}(L)\) such that \(\text{grad}_{F_n}(L)/N\) is the Heisenberg Lie \(k\)-algebra and the involution induced on it is of type either Lemma 3.2(ii) or Lemma 3.2(iii).
Observe that for each \( n \in \mathbb{Z} \), there exists \( B_n \subseteq L \) whose classes give a basis of \( L_n = F_n L / F_{n-1} L \) such that \( \bigcup_{n \in \mathbb{Z}} B_n \) is a basis of \( L \). This filtration on \( L \) induces a filtration \( \mathcal{F}_L U(L) = \{ F_n U(L) \}_{n \in \mathbb{Z}} \) on \( U(L) \), as shown in Section 2.2. Moreover, by Lemma 2.6, there exists an isomorphism of \( \mathbb{Z} \)-graded \( k \)-algebras

\[
(6.3) \quad U(\text{grad}_{\mathcal{F}_L}(L)) \cong \text{grad}_{\mathcal{F}_L}(U(L)),
\]

which induces a valuation \( \nu : U(L) \to \mathbb{Z} \cup \{ \infty \} \) as in Section 2.1. In what follows, the two objects in (6.3) will be identified via the isomorphism given in either [41, Proposition 1] or [3, Lemma 2.1.2]. This isomorphism sends the class of an element of \( B_n \) in \( L_n \) to its class in \( U(L)_n \).

The valuation \( \nu : U(L) \to \mathbb{Z} \cup \{ \infty \} \) can be extended to a valuation \( \nu : \mathcal{D}(L) \to \mathbb{Z} \cup \{ \infty \} \) [7, Proposition 9.1.1].

Consider \( u, v \), and \( w = [v, u] \). Note that \( \nu(u) = \nu(v) = -1 \) and \( \nu(w) = -2 \), because \( L \) is not two-dimensional. Denote by \( \overline{u}, \overline{v} \) the class of \( u, v \in U(L)_{-1} \) and also the class of \( u \) and \( v \) in \( L_{-1} \). Denote by \( \overline{w} \) the class of \( w \) in \( U(L)_{-2} \) and in \( L_{-2} \). By Lemma 2.2(iv), \( U(\text{grad}_{\mathcal{F}_L}(L)) \) is an Ore domain. Let \( \mathcal{D}(\text{grad}_{\mathcal{F}_L}(L)) \) be its Ore ring of fractions.

Observe that \( [\overline{v}, \overline{u}] = \overline{w} \) as elements of \( \text{grad}_{\mathcal{F}_L}(L) \). Define \( \overline{V} = \frac{1}{2}(\overline{v} \overline{w} + \overline{w} \overline{v}) \), and consider the following elements of \( \mathcal{D}(\text{grad}_{\mathcal{F}_L}(L)) \):

\[
\overline{S}_1 = \overline{w}^{-1}\left((\overline{V} - \frac{1}{3} \overline{w})\left(\overline{V} + \frac{1}{3} \overline{w}\right)^{-1} + \left(\overline{V} - \frac{1}{3} \overline{w}\right)^{-1}\left(\overline{V} + \frac{1}{3} \overline{w}\right)^{-1}\right)\overline{v}^{-1},
\]

\[
\overline{T}_1 = (\overline{w} + \overline{v}^2)^{-1}(\overline{w} - \overline{v}^2)\overline{S}_1(\overline{w} + \overline{v}^2)(\overline{w} - \overline{v}^2)^{-1}.
\]

By Corollary 5.5(iii)(a.2), the \( k \)-subalgebra of \( \mathcal{D}(\text{grad}_{\mathcal{F}_L}(L)) \) generated by \( \{ \overline{S}_1 \overline{S}_1^*, \overline{T}_1 \overline{T}_1^* \} \) is the free \( k \)-algebra on \( \{ \overline{S}_1, \overline{S}_1^*, \overline{T}_1, \overline{T}_1^* \} \). Let \( \mathcal{H} \) be the set of homogeneous elements of \( \text{grad}_{\mathcal{F}_L}(U(L)) \). From (6.3) and Lemma 2.2, we obtain the following commutative diagram

\[
\begin{array}{ccc}
\text{grad}_{\mathcal{F}_L}(U(L)) & \cong & \mathcal{D}(\text{grad}_{\mathcal{F}_L}(L)) \\
\downarrow & & \downarrow \\
\mathcal{H}^{-1}\text{grad}_{\mathcal{F}_L}(U(L)) & \cong & \text{grad}_{\mathcal{F}_L}(\mathcal{D}(L))
\end{array}
\]

where the diagonal arrow is obtained from the universal property of the Ore localization. Note that \( \overline{V}, \overline{V} - \frac{1}{3} \overline{w}, \overline{V} + \frac{1}{3} \overline{w} \) are homogeneous elements of degree \(-3\) and the elements \( \overline{w} + \overline{v}^2, \overline{w} - \overline{v}^2 \) are homogeneous elements of degree \(-2\) in \( \text{grad}_{\mathcal{F}_L}(U(L)) \). Thus, \( \overline{S}_1, \overline{S}_1^*, \overline{T}_1, \overline{T}_1^* \) are in fact homogeneous elements of degree \(-4\) in \( \text{grad}_{\mathcal{F}_L}(\mathcal{D}(L)) \).

Now observe that \( S_1, S_1^*, T_2, \) and \( T_2^* \) are elements of \( \mathcal{D}(L) \) such that \( \nu(S_1) = \nu(S_1^*) = \nu(T_2^*) = 4 \); hence, \( \nu(S_1 S_1^*) = 8, \nu(T_2 T_2^*) = 8 \), and \( \overline{S}_1 \overline{S}_1^* = S_1 S_1^* + \mathcal{D}(L)_{\geq 8}, \overline{T}_2 \overline{T}_2^* = T_2 T_2^* + \mathcal{D}(L)_{\geq 8} \) in \( \text{grad}_{\mathcal{F}_L}(\mathcal{D}(L)) \).

Defining \( A = 1 + S_1 S_1^* \) and \( B = 1 + T_2 T_2^* \), the result follows from Theorem 2.9.

As a corollary, we obtain a generalization of [10, Theorem 5.2], where the existence of a free \( k \)-algebra was proved. We recall that the principal involution on a Lie \( k \)-algebra \( L \) is defined by \( L \to L, f \mapsto -f \).
Corollary 6.6 Let \( k \) be a field of characteristic zero and \( L \) be a Lie k-algebra such that its universal enveloping algebra \( \mathcal{U}(L) \) is an Ore domain. Let \( \mathcal{O}(L) \) be its Ore ring of fractions. Let \( u, v \in L \) be such that the Lie subalgebra generated by them is of dimension at least three. Then there exist symmetric elements \( A, B \in \mathcal{O}(L) \) with respect to the principal involution such that the k-subalgebra generated by \( \{A, A^{-1}, B, B^{-1}\} \) is the free group k-algebra on \( \{A, B\} \).

7 Free Group Algebras in the Malcev–Neumann Division Ring of Fractions of a Residually Torsion-free Nilpotent Group

In this section, for a group \( G \) and elements \( x, y \in G \), then \((y, x)\) denotes the commutator \((y, x) = y^{-1}x^{-1}yx\). Also, if \( A, B \) are subgroups of \( G \), \((B, A)\) denotes the subgroup of \( G \) generated by the commutators \((y, x)\) with \( y \in B, x \in A \).

Let \( R \) be a ring and \((G, <)\) be an ordered group. Suppose that \( R[G] \) is the group ring of \( G \) over \( R \). We define a new ring, denoted \( R((G; <)) \) and called Malcev–Neumann series ring, in which \( R[G] \) embeds. As a set,

\[
R((G; <)) = \{ f = \sum_{x \in G} a_x x : a_x \in R, \text{ supp}(f) \text{ is well ordered} \},
\]

where \( \text{supp}(f) = \{ x \in G : a_x \neq 0 \} \). Addition and multiplication are defined extending the ones in \( R[G] \). That is, given \( f = \sum_{x \in G} a_x x \) and \( g = \sum_{x \in G} b_x x \), elements of \( R((G; <)) \), one has

\[
f + g = \sum_{x \in G} (a_x + b_x) x \quad \text{and} \quad fg = \sum_{x \in G} \left( \sum_{y \leq z} a_y b_z \right) x.
\]

It was shown, independently, in [31, 34] that if \( R \) is a division ring, then \( R((G; <)) \) is a division ring.

If \( k \) is a field, the division subring of \( k((G; <)) \) generated by the group ring \( k[G] \) will be called the Malcev–Neumann division ring of fractions of \( k[G] \) and will be denoted by \( k(G) \). It is important to observe the following. For a subgroup \( H \) of \( G \), \( k((H; <)) \) and \( k(H) \) can be regarded as division subrings of \( k((G; <)) \) and \( k(G) \), respectively, in the natural way. We remark that \( k(G) \) does not depend on the order \(<\) of \( G \); see [19]. When the group ring \( k[G] \) is an Ore domain, then \( k(G) \) is the Ore ring of fractions of \( k[G] \).

An involution on a group \( G \) is a map \( *: G \to G, x \mapsto x^* \), that satisfies

\[(xy)^* = y^*x^* \quad \text{and} \quad (x^*)^* = x \text{ for all } x, y \in G.\]

In other words, \( * \) is an anti-automorphism of order two.

Suppose that \( G \) is a group endowed with an involution \( *: G \to G, x \mapsto x^* \), \( k \) is a field, and \( k[G] \) is the group k-algebra. The map \( *: k[G] \to k[G] \) defined by \((\sum_{x \in G} a_x x)^* = \sum_{x \in G} a_x x^* \) is a k-involution on \( k[G] \).

If \((G, <)\) is an ordered group, we remark that the \( k \)-involution on the group algebra \( k[G] \) induced the involution \( * \) on \( G \) extends uniquely to a \( k \)-involution on the Malcev–Neumann division ring of fractions \( k(G) \) of \( k[G] \); see [13, Theorem 2.9].
Let $G$ be a group. If $H$ is a subgroup of $G$, we denote by $\sqrt{H}$ the subset of $G$ defined by
$$\sqrt{H} = \{ x \in G : x^n \in H, \text{ for some } n \geq 1 \}.$$ We shall denote the $n$-th term of the lower central series of $G$ by $y_n(G)$. That is, we set $y_1(G) = G$ and, for $n \geq 1$, define $y_{n+1}(G) = (G, y_n(G))$.

A group $G$ is residually torsion-free nilpotent if for each $g \in G$, there exists a normal subgroup $N_g$ of $G$ such that $g \notin N_g$ and $G/N_g$ is torsion-free nilpotent. Equivalently, $\bigcap_{n \geq 1} y_n(G) = \{1\}$. It is well known that any residually torsion-free nilpotent group is orderable; see, for example, [15, Theorem IV.6].

Let $G$ be a residually torsion-free nilpotent group, let $k$ be a field of characteristic zero, and consider the group algebra $k[G]$. Consider an involution on $G$ and its extension to the Malcev–Neumann division ring of fractions $k(G)$ of $k[G]$. The aim of this section is to prove that there exist symmetric elements in $k(G)$ that generate a noncommutative free group $k$-algebra. For that we will need the following discussion.

Let $G$ be a torsion-free nilpotent group. An $N$-series of $G$ is a sequence $\{H_i\}_{i \geq 1}$ of normal subgroups of $G$ that satisfies the following three conditions
$$(H_i, H_j) \subseteq H_{i+j}, \quad \bigcap_{i \geq 1} H_i = \{1\}, \quad G/H_i \text{ is torsion free for all } i \geq 1.$$ The $N$-series induces a weight function $w: G \to \mathbb{N} \cup \{\infty\}$ defined by $w(g) = i$ if $g \in H_i \setminus H_{i+1}$ and $w(1) = \infty$.

Let $k$ be a field of characteristic zero, $G$ torsion-free nilpotent group with an $N$-series $\{H_i\}_{i \geq 1}$, and consider the group ring $k[G]$. The $N$-series defines the canonical filtration, $F_n k[G] = \{ F_n k[G] \}_{n \in \mathbb{Z}}$, induced by $\{H_i\}_{i \geq 1}$, which is defined by $F_n k[G] = k[G]$, for all $n \leq 0$, and for $n \geq 1$, $F_n k[G]$ is the $k$-vector space spanned by the set
$$\left\{(h_1 - 1)(h_2 - 1) \cdots (h_s - 1) : s \geq 1, \sum_{j=1}^s w(h_j) \geq n \right\}.$$ Note that $F_1 k[G]$ is the augmentation ideal of $k[G]$ and that $F_n k[G] \cdot F_m k[G] \subseteq F_{n+m} k[G]$.

For each $i \geq 1$, $H_i/H_{i+1}$ is an abelian group. Denote the operation additively. More precisely, if $x_i, x'_i \in H_i$, $\widetilde{x}_i$ denotes the class $x_i H_{i+1}$. Then $\widetilde{x}_i + \widetilde{x}'_i = \widetilde{x}_i x'_i$ in $H_i/H_{i+1}$. The abelian group $L(G) = \bigoplus_{i \geq 1} H_i/H_{i+1}$ can be endowed with a $\mathbb{Z}$-graded Lie $\mathbb{Z}$-algebra structure with the following product on homogeneous elements $[\widetilde{x}_i, \widetilde{x}_j] = (x_i, x_j) \in H_i + H_j, \text{ for } x_i \in H_i, x_j \in H_j$ and then extending by bilinearity. Then $k \otimes_\mathbb{Z} L(G)$ is a Lie $k$-algebra with universal enveloping algebra $U(k \otimes_\mathbb{Z} L(G))$.

In [23, Theorem 2.3], Lichtman proved a more general version of [37], in a similar way as Quillen’s result is shown in [35, Chapter VIII]. Lichtman’s result implies that there exists an isomorphism of $\mathbb{Z}$-graded $k$-algebras
\begin{equation}
\Theta: U(k \otimes_\mathbb{Z} L(G)) \longrightarrow \text{grad}_{F_n}(k[G])
\end{equation}
\begin{equation}
\widetilde{x}_i \longmapsto (x_i - 1) + F_{i+1} k[G].
\end{equation}
Let $\mathbb{H} = \langle a, b : (b, (b, a)) = (a, (b, a)) = 1 \rangle$ be the Heisenberg group. Define $c = (b, a)$. Consider the following main involutions of $\mathbb{H}$ that are defined on the generators and extended accordingly:

(a) $a^* = a, b^* = b^{-1}$ and $c^* = c$.
(b) $a^* = a, b^* = b$ and $c^* = c^{-1}$.
(c) $a^* = a^{-1}, b^* = b^{-1}$ and $c^* = c^{-1}$.

**Proposition 7.1** Let $k$ be a field of characteristic zero. Let 

$$\mathbb{H} = \langle a, b : (b, (b, a)) = (a, (b, a)) = 1 \rangle$$

be the Heisenberg group and $c = (b, a)$. Consider the group $k$-algebra $k[\mathbb{H}]$ and its Ore ring of fractions $k(\mathbb{H})$. Consider the elements of $k(H)$

$$\mathbb{V} = \frac{1}{2}((a - 1)(b - 1) + (b - 1)(a - 1)),
\mathbb{S}_2 = (c - 1)\left((\mathbb{V} - \frac{1}{3}(c - 1))\left(\mathbb{V} + \frac{1}{3}(c - 1)\right)^{-1}
+ \left((\mathbb{V} - \frac{1}{3}(c - 1))^{-1}(\mathbb{V} + \frac{1}{3}(c - 1))\right)(c - 1),
\mathbb{T}_3 = ((c - 1) + (b - 1)^2)^{-1}((c - 1) - (b - 1)^2)
\times \mathbb{S}_2((c - 1) + (b - 1)^2)((c - 1) - (b - 1)^2)^{-1},
\mathbb{T}_4 = ((c - 1)^2 + (b - 1)^3)^{-1}((c - 1)^2 - (b - 1)^3)
\times \mathbb{S}_2((c - 1)^2 + (b - 1)^3)((c - 1)^2 - (b - 1)^3)^{-1}.$$

The following statements hold true.

(i) Suppose that $*: \mathbb{H} \to \mathbb{H}$ is one of the main involutions (b) or (c) above. Then the $k$-subalgebra of $k(\mathbb{H})$ generated by

$$\{1 + \mathbb{S}_2\mathbb{S}_2^*, (1 + \mathbb{S}_2\mathbb{S}_2^*)^{-1}, (1 + \mathbb{T}_3\mathbb{T}_3^*)^{-1}\}$$

is the free group $k$-algebra on the set $\{1 + \mathbb{S}_2\mathbb{S}_2^*, (1 + \mathbb{T}_3\mathbb{T}_3^*)\}$.

(ii) Suppose that $*: \mathbb{H} \to \mathbb{H}$ is the main involution (i) above. Then the $k$-subalgebra of $k(\mathbb{H})$ generated by

$$\{1 + \mathbb{S}_2\mathbb{S}_2^*, (1 + \mathbb{S}_2\mathbb{S}_2^*)^{-1}, (1 + \mathbb{T}_4\mathbb{T}_4^*)^{-1}\}$$

is the free group $k$-algebra on the set $\{1 + \mathbb{S}_2\mathbb{S}_2^*, (1 + \mathbb{T}_4\mathbb{T}_4^*)\}$.

**Proof** (i) Consider the following $N$-series of $\mathbb{H}$:

$$H_1 = \mathbb{H} \supseteq H_2 = (c) \supseteq H_3 = \{1\}.$$  

If we set $x = aH_2, y = bH_2 \in H_1/H_2$ and $z = cH_3 \in H_2/H_3$, then the $\mathbb{Z}$-graded Lie $\mathbb{Z}$-algebra $L(H)$ has as $\mathbb{Z}$-basis the elements $x, y, z$ with products $[y, x] = z, [y, z] = [x, z] = 0$. Hence the $\mathbb{Z}$ graded Lie $k$-algebra $k \otimes_{\mathbb{Z}} L(\mathbb{H})$ is the Heisenberg Lie $k$-algebra $H$ with the $\mathbb{Z}$-grading given in Example 2.3(iii). The isomorphism (7.1) implies that the canonical filtration induced by the $N$-series is in fact a valuation, because the graded ring is a domain. Since $k[\mathbb{H}]$ is an Ore domain, the valuation can be extended to a valuation $\nu: k(\mathbb{H}) \to \mathbb{Z} \cup \{\infty\}$. If we let $\mathcal{H}$ be the homogeneous
elements of \( \text{grad}_{F_2}(k[\mathbb{H}]) \), Lemma 2.1(iii) implies that there exists an isomorphism of \( \mathbb{Z} \)-graded \( k \)-algebras
\begin{equation}
\text{grad}_{,1}(k[\mathbb{H}]) \cong \mathcal{H}^{-1} \text{grad}_{,1}(k[\mathbb{H}]) \cong \mathcal{H}^{-1} U(k \otimes \mathbb{Z} L(\mathbb{H})�.
\end{equation}
Observe that \( \mathcal{H}^{-1} U(k \otimes \mathbb{Z} L(\mathbb{H})) \rightarrow \mathcal{D}(k \otimes \mathbb{Z} L(\mathbb{H})) \). Now note that
\[ \forall, \forall \pm (c-1), (c-1), (b-1)^2, (c-1) \pm (b-1)^2 \in F_2 k[\mathbb{H}] \setminus F_2 k[\mathbb{H}] \].

Hence, the classes of these elements in \( \text{grad}_{,1}(k[\mathbb{H}]) \) are homogeneous of degree two. It implies that the class of \( S_2 \) and \( T_3 \) in \( \text{grad}_{,1}(k[\mathbb{H}]) \) are homogeneous of degree four. Moreover, their image under the isomorphism \eqref{eq:grad} are the elements \( S_2, T_3 \in \mathcal{D}(k \otimes \mathbb{Z} L(\mathbb{H})) \) given in Theorem 4.5(iv).

Since each \( H_i \) is invariant under the involution \( * \), it induces a \( k \)-involution in the Lie \( k \)-algebra \( k \otimes \mathbb{Z} L(\mathbb{H}) \). Hence, the isomorphism \eqref{eq:grad} is an isomorphism of \( * \)-algebras, i.e., \( \Phi(f^*) = \Phi(f)^* \). Note that the induced involution on \( k \otimes \mathbb{Z} L(\mathbb{H}) \) is one of the involutions in Lemma 3.2(ii) or (iii). By Theorem 4.5(iv)(a), the elements \( S_2, T_2 \) are symmetric with respect to the induced involution on \( \mathcal{D}(k \otimes \mathbb{Z} L(\mathbb{H})) \). Hence, the image of the classes of \( S_2 \) and \( T_2 \) are also \( S_2 \) and \( T_3 \), respectively. The classes of the elements \( S_3 S_2^*, T_3 T_2^* \) in \( \text{grad}_{,1}(k[\mathbb{H}]) \) are homogeneous of degree 8. Moreover, they generate a free algebra in \( \text{grad}_{,1}(k[\mathbb{H}]) \), because \( S_2^2 \) and \( T_2^2 \) generate a free algebra in \( \mathcal{D}(k \otimes k L(\mathbb{H})) \) by Theorem 4.5(iv)(b). Now the result follows by Theorem 2.9.

(ii) It follows in the same way as (i). Now one has to consider the \( \mathbb{N} \)-series
\[ H_1 = G \supseteq H_2 = \langle b, c \rangle \supseteq H_3 = \langle c \rangle = H_4 = \{1\} \].

Then again, \( k \otimes \mathbb{Z} L(H) \) is the Heisenberg Lie \( k \)-algebra, but with the gradation given in Example 2.3(iv). Then the isomorphism in \eqref{eq:grad} (with a different gradation) sends \( S_2 \) and \( T_4 \) to the elements \( S_2 \) and \( T_4 \) in Theorem 4.5(v).

The next result is \[14, Proposition 2.4\].

**Proposition 7.2** Let \( G \) be a nonabelian torsion-free nilpotent group with involution \( * \). Then \( G \) contains a \( * \)-invariant Heisenberg subgroup \( \mathbb{H} \) such that the induced involution is one of the main involutions of \( \mathbb{H} \). More precisely, there exist \( x, y \in G \) such that \( (x, y) \neq 1, (x, (x, y)) = (y, (x, y)) = 1, x^* = x^{\pm 1}, y^* = y^{\pm 1} \).

Recall that given a group \( G \) and a field \( k \) such that \( k[G] \) is an Ore domain; then \( k[N] \) is an Ore domain for any subgroup \( N \) of \( G \). Hence, if \( G \) is a torsion-free nilpotent group and \( \mathbb{H} \) is a subgroup of \( G \), then \( k(\mathbb{H}) \) is embedded in \( k(G) \). This fact, together with Propositions 7.2 and 7.1, imply the following result.

**Theorem 7.3** Let \( G \) be a nonabelian torsion-free nilpotent group with an involution \( *: G \rightarrow G \) and \( k \) be a field of characteristic zero. Consider the group ring \( k[G] \) and its Ore ring of fractions \( k(G) \). Then there exist nonzero symmetric elements \( A, B \in k(G) \) such that the \( k \)-subalgebra generated by \( \{A, A^{-1}, B, B^{-1}\} \) is the free group \( k \)-algebra on the set \( \{A, B\} \).

**Theorem 7.4** Let \( G \) be a residually torsion-free nilpotent group with an involution \( *: G \rightarrow G \) and let \( k \) be a field of characteristic zero. Consider the group ring \( k[G] \) and its
Malcev–Neumann division ring of fractions $k(G)$. Then there exist nonzero symmetric elements $A, B \in k(G)$ such that the $k$-subalgebra generated by $\{A, A^{-1}, B, B^{-1}\}$ is the free group $k$-algebra on the set $\{A, B\}$.

**Proof** As noted in [14, Section 3], the argument used there can also be used to prove the existence of free group algebras generated symmetric elements in $k(G)$ using the existence of free group algebras generated by symmetric elements in Ore ring of fractions $k(L)$, where $L$ is a torsion-free nilpotent group. This fact has already been proved in Theorem 7.3.

**References**

[1] J. Bell and D. Rogalski, *Free subalgebras of quotient rings of ore extensions*. Algebra Number Theory 6(2012), no. 7, 1349–1367. https://doi.org/10.2140/ant.2012.6.1349

[2] J. P. Bell and J. Z. Gonçalves, *Free algebras and free groups in Ore extensions and free group algebras in division rings*. J. Algebra 455(2016), 235–250. https://doi.org/10.1016/j.jalgebra.2016.02.011

[3] J.-M. Bois, *Corps enveloppants des algèbres de type Witt*. J. Algebra 269(2003), no. 2, 669–700. https://doi.org/10.1016/S0021-8693(03)00402-2

[4] G. Cauchon, *Corps minimaux contenant l'algèbre du groupe libre à deux générateurs*. Comm. Algebra 23(1995), no. 2, 437–454. https://doi.org/10.1080/00927879508825230

[5] K. Chiba, *Free subgroups and free subsemigroups of division rings*. J. Algebra 184(1996), no. 2, 570–574. https://doi.org/10.1006/jabr.1996.0275

[6] J. Cimprič, *Free skew fields have many σ-orderings*. J. Algebra 280(2004), no. 1, 20–28. https://doi.org/10.1016/j.jalgebra.2004.01.033

[7] P. M. Cohn, *Skew Fields. Theory of general division rings*. Encyclopedia of Mathematics and its Applications, 57, Cambridge University Press, Cambridge, 1995. https://doi.org/10.1017/CBO9781139087193

[8] P. M. Cohn, *On the embedding of rings in skew fields*. Proc. Lond. Math. Soc. II(1961), no. 3, 511–530. https://doi.org/10.1112/plms/s3-11.1.511

[9] J. Dixmier, *Enveloping algebras*. Graduate Studies in Mathematics, II, American Mathematical Society, Providence, RI, 1996. https://doi.org/10.1090/gsm/011

[10] V. O. Ferreira, J. Z. Gonçalves, and J. Sánchez, *Free symmetric algebras in division rings generated by enveloping algebras of Lie algebras*. Internat. J. Algebra Comput. 25(2015), no. 6, 1075–1106. https://doi.org/10.1142/S0218196715500319

[11] V. O. Ferreira, E. Z. Fornaroli, and J. Z. Gonçalves, *Free algebras in division rings with an involution*. J. Algebra 509(2018), 292–306. https://doi.org/10.1016/j.jalgebra.2018.01.025

[12] V. O. Ferreira and J. Z. Gonçalves, *Free symmetric and unitary pairs in division rings infinite-dimensional over their centers*. Israel J. Math. 210(2015), no. 1, 297–321. https://doi.org/10.1007/s11856-015-1253-x

[13] V. O. Ferreira, J. Z. Gonçalves, and J. Sánchez, *Free symmetric group algebras in division rings generated by poly-orderable groups*. J. Algebra 392(2013), 69–84. https://doi.org/10.1016/j.jalgebra.2013.06.016

[14] V. O. Ferreira, J. Z. Gonçalves, and J. Sánchez, *Free symmetric and unitary pairs in the field of fractions of torsion-free nilpotent group algebras*. Algebr. Represent. Theor. (2019), https://doi.org/10.1007/s10468-019-09866-8

[15] L. Fuchs, *Partially ordered algebraic systems*. Pergamon Press, Oxford, 1963.

[16] J. Z. Gonçalves, *Free groups in subnormal subgroups and the residual nilpotence of the group of units of group rings*. Canad. Math. Bull. 27(1984), no. 3, 365–370. https://doi.org/10.4133/CMB-1984-055-6

[17] J. Gonçalves and M. Shirvani, *On free group algebras in division rings with uncountable center*. Proc. Amer. Math. Soc. 124(1996), no. 3, 685–687. https://doi.org/10.1090/S0002-9939-96-03032-8

[18] J. Gonçalves and M. Shirvani, *A survey on free objects in division rings and in division ring with an involution*. Comm. Algebra 40(2012), no. 5, 1704–1723. https://doi.org/10.1080/00927872.2011.554934

[19] I. Hughes, *Division rings of fractions for group rings*. Comm. Pure Appl. Math. 23(1970), 181–188. https://doi.org/10.1002/cpa.3160230205

[20] N. Jacobson, *Lie algebras*. Dover Publications Inc., New York, 1979.
[21] H. S. Li, *Note on microlocalizations of filtered rings and the embedding of rings in skewfields.* Bull. Soc. Math. Belg. Sér. A 43(1991), no. 1–2, 49–57.

[22] A. I. Lichtman, *Free subgroups of normal subgroups of the multiplicative group of skew fields.* Proc. Amer. Math. Soc. 71(1978), no. 2, 174–178. https://doi.org/10.2307/2042827

[23] A. I. Lichtman, *Matrix rings and linear groups over a field of fractions of enveloping algebras and group rings.* J. Algebra 88(1984), no. 1, 1–37. https://doi.org/10.1016/0021-8693(84)90087-5

[24] A. I. Lichtman, *Valuation methods in division rings.* J. Algebra 177(1995), no. 3, 870–898. https://doi.org/10.1006/jabr.1995.1332

[25] A. I. Lichtman, *Free subalgebras in division rings generated by universal enveloping algebras.* Algebra Colloq. 6(1999), no. 2, 145–153.

[26] A. I. Lichtman, *On universal fields of fractions for free algebras.* J. Algebra 231(2000), no. 2, 652–676. https://doi.org/10.1006/jabr.2000.8344

[27] L. Makar-Limanov, *The skew field of fractions of the Weyl algebra contains a free noncommutative subalgebra.* Comm. Algebra 11(1983), no. 17, 2003–2006. https://doi.org/10.1080/00927878308822945

[28] L. Makar-Limanov, *On free subobjects of skew fields.* In: *Methods in ring theory (Antwerp, 1983).* NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., 129, Reidel, Dordrecht, 1984, pp. 281–285.

[29] L. Makar-Limanov, *On group rings of nilpotent groups.* Israel J. Math. 48(1984), no. 2–3, 244–248. https://doi.org/10.1007/BF02761167

[30] L. Makar-Limanov, *On subalgebras of the first Weyl skewfield.* Comm. Algebra 19(1991), no. 7, 1971–1982. https://doi.org/10.1080/00927879108824241

[31] A. I. Malcev, *On the embedding of group algebras in division algebras.* Doklady Akad. Nauk SSSR (N.S.) 60(1948), 1499–1501.

[32] H. Marubayashi and E. Van Oystaeyen, *Prime divisors and noncommutative valuation theory.* Lecture Notes in Mathematics, 2059, Springer, Heidelberg, 2012. https://doi.org/10.1007/978-3-642-31152-9

[33] C. Năstăsescu and E. Van Oystaeyen, *Methods of graded rings.* Lecture Notes in Mathematics, 1836, Springer-Verlag, Berlin, 2004. https://doi.org/10.1007/b94904

[34] B. H. Neumann, *On ordered division rings.* Trans. Amer. Math. Soc. 66(1949), 202–252. https://doi.org/10.2307/1990552

[35] I. B. S. Passi, *Group rings and their augmentation ideals.* Lecture Notes in Mathematics, 715, Springer, Berlin, 1979.

[36] D. S. Passman, *Infinite crossed products.* Pure and Applied Mathematics, 135, Academic Press Inc., Boston, MA, 1989.

[37] D. G. Quillen, *On the associated graded ring of a group ring.* J. Algebra 10(1968), 411–418. https://doi.org/10.1016/0021-8693(68)90069-0

[38] J. Sánchez, *Free group algebras in Malcev–Neumann skew fields of fractions.* Forum Math. 26(2014), no. 2, 443–466. https://doi.org/10.1515/forum.2011.170

[39] J. Sánchez, *Obtaining free group algebras in division rings generated by group graded rings.* J. Algebra Appl. 17(2018), 1850194. https://doi.org/10.1142/S0219498818501943

[40] J. Sánchez, *Free group algebras in division rings with valuation I.* J. Algebra 531(2019), 221–248. https://doi.org/10.1016/j.jalgebra.2019.04.021

[41] M. Vergne, *Cohomologie des algèbres de Lie nilpotentes. Application à l'étude de la variété des algèbres de Lie nilpotentes.* Bull. Soc. Math. France 98(1970), 81–116.

Department of Mathematics - IME, University of São Paulo, Rua do Matão 1010, São Paulo, SP, 05508-090, Brazil

e-mail: jsanchez@ime.usp.br