Throughput Maximization Using an SVM for Multi-Class Hypothesis-Based Spectrum Sensing in Cognitive Radio
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Abstract: A framework of spectrum sensing with a multi-class hypothesis is proposed to maximize the achievable throughput in cognitive radio networks. The energy range of a sensing signal under the hypothesis that the primary user is absent (in a conventional two-class hypothesis) is further divided into quantized regions, whereas the hypothesis that the primary user is present is conserved. The non-radio frequency energy harvesting-equipped secondary user transmits, when the primary user is absent, with transmission power based on the hypothesis result (the energy level of the sensed signal) and the residual energy in the battery: the lower the energy of the received signal, the higher the transmission power, and vice versa. Conversely, the lower is the residual energy in the node, the lower is the transmission power. This technique increases the throughput of a secondary link by providing a higher number of transmission events, compared to the conventional two-class hypothesis. Furthermore, transmission with low power for higher energy levels in the sensed signal reduces the probability of interference with primary users if, for instance, detection was missed. The familiar machine learning algorithm known as a support vector machine (SVM) is used in a one-versus-rest approach to classify the input signal into predefined classes. The input signal to the SVM is composed of three statistical features extracted from the sensed signal and a number ranging from 0 to 100 representing the percentage of residual energy in the node’s battery. To increase the generalization of the classifier, k-fold cross-validation is utilized in the training phase. The experimental results show that an SVM with the given features performs satisfactorily for all kernels, but an SVM with a polynomial kernel outperforms linear and radial-basis function kernels in terms of accuracy. Furthermore, the proposed multi-class hypothesis achieves higher throughput compared to the conventional two-class hypothesis for spectrum sensing in cognitive radio networks.

Keywords: cognitive radio networks; spectrum sensing; machine learning; support vector machine

1. Introduction

The concept of looking into the radio frequency spectrum and identifying an idle channel to start transmission with optimum communications protocols (i.e., modulation techniques, appropriate transmission power levels, etc., suited to the environment) is known as cognitive radio [1,2]. This concept was proposed to overcome the spectrum scarcity problem in the currently available frequency bands. As searching more frequency spectrum is not possible due to natural frequency limitations, cognitive radio seems an effective solution. Furthermore, a Federal Communications Commission report [3] recognizes the imperfect spectrum access that causes the spectrum limitation. Cognitive radio tries to overcome imperfect spectrum access by allowing unlicensed users to transmit over idle channels.
The unlicensed user, or secondary user (SU), is equipped with intelligent technologies to sense the frequency spectrum. If a channel is sensed as idle (unused by the licensed user, or primary user (PU)), the SU starts communications and continues unless the PU starts to transmit over the channel. In this situation, the SU has several options: switch to a different idle channel, stop transmission and start sensing the channel, or continue the transmission over the same channel with modified parameters, including a modulation scheme and lower transmission power to minimize interference with the PU [3–5]. Therefore, spectrum sensing is paramount in cognitive radio networks. Different techniques proposed for spectrum sensing include matched filtering [6], energy detectors [7–10], spectral correlation (also known as cyclostationarity-based spectrum sensing) [11,12], radio identification [13], and waveform-based sensing [14]. Energy detector is the simplest technique measuring only the received signal power to sense the presence of PU signal. However, the classification efficiency may degrade significantly due to noise in low SNRs [7,15].

Machine learning (ML) techniques, on the other hand, are heuristic when learning about the nearby environment. However, an amount of historical labeled data is required to train the classifier. The test observations are classified based on parameters determined in the training phase. These techniques have found application in distinct fields, such as signal processing, economics and statistics, in classification and regression problems, and so forth [16]. The heuristic nature of ML techniques encourages employing them in cognitive radio networks as well. In addition, these techniques can achieve satisfactory performance when applied to spectrum sensing classification [17].

The ML-based classification and regression algorithms include k-nearest neighbor, decision trees, naive Bayes, logistic regression, support vector machines (SVMs), k-means clustering, neural networks, and so on [18,19]. Usually, the SVM-based classifier performs better, compared to other techniques, in practical problems due to the kernel function trick [20–22]. The problems that are not classifiable in the feature space are transformed to a high-dimensional space where classification is possible using a linear hyperplane. In addition, the SVM can be analyzed theoretically, which gives designers a better understanding of the classifier [23]. In this work, we adopt an SVM-based classifier to classify the results of spectrum sensing into one of a set of predefined categories.

Furthermore, the dimensions of input observation to a classifier have a profound influence on the performance of classifier in terms of computation costs and accuracy. Instead, the features that characterize the input vectors are used as input observations [23]. In the present work, the received sensed signal with a length of 300 data elements is reduced to a three-dimensional vector by extracting three features.

Moreover, the SU nodes and the sensors installed in cognitive sensor networks are equipped with a limited battery capacity. The increase in data traffic due to spectrum sensing and then data processing in order to predict PU activity will increase energy consumption. It is difficult to replace the batteries due to the remote location of the sensors. Energy harvesting is a promising solution to the battery limitation problems [24].

1.1. Related Works

Throughput optimization in wireless networks has been studied by many researchers. Sultan [25] considered optimization of sensing-and-transmit energy in cognitive radio using a Markov decision process to improve throughput. However, this technique is computationally expensive, compared to most conventional spectrum sensing techniques. Liang et al. presented a study of a sensing-throughput tradeoff for cognitive radio networks in an energy detection scheme [26]. They modified the link layer and proposed selective cooperative diversity with an automatic repeat request to increase throughput.

To improve the performance of spectrum sensing, various researchers have proposed different techniques. A survey of spectrum sensing techniques based on signal processing was done by Yucek and Arslan [14]. Recently, machine learning algorithms have drawn attention for spectrum sensing. Azmat et al. [17] proved that an SVM-based classifier with a firefly algorithm outperforms a naïve Bayesian classifier, a decision tree, a support vector machine, linear regression, and the hidden Markov...
model when applied to spectrum sensing. Simulation results obtained by Awe and Lambotharan [27] presented a study of multi-class SVM-based cooperative spectrum sensing decision making. The SVM was implemented in one-versus-rest and one-versus-one approaches in order to compare the results. It was concluded that increasing the number of samples per sensing slot improved the accuracy of the classifier. Thilina et al. [28] compared the performances of unsupervised and supervised learning techniques in cooperative spectrum sensing. In the family of supervised learning techniques, the SVM-based and the weighted k-nearest neighbor-based classifiers were recommended due to high receiver operating characteristic performance and, in some applications, low training and classification time. Zhang and Zhai [29] presented a performance study comparing energy detector-based and SVM-based spectrum sensing considering a conventional two-class hypothesis, i.e., PU presence and absence. Hou et al. [30] utilized a multi-layer perceptron network with backpropagation to improve throughput performance of a secondary user in a cognitive radio network. The signal-to-noise ratio (SNR) of the secondary link was 20 dB. The performance of the network was satisfactory due to such an elevated level for the SNR. However, the performance of systems with low SNR levels was not presented.

The work in this paper is an extension of the machine learning-based algorithms for spectrum sensing. However, the proposed system considers quantization of the energy range under hypothesis $H_0$ of the received signal via spectrum sensing and quantizing the residual energy of a node. The transmission power of an SU node is selected based on the received signal energy strength and the residual energy in the node. The results support the statement that the proposed scheme improves the throughput of the SU channel for a limited battery capacity of SU node.

1.2. Contributions

- We designed a framework for spectrum sensing with multi-class hypotheses in cognitive radio networks. The classifications of the hypotheses are obtained based on the quantized regions of received signal energy range and the discrete levels of residual energy in a node battery. The results show that the proposed scheme successfully improves the throughput performance of a secondary link.

- Generally, an increase in the dimensions of input vector to the SVM-based classifier increases the complexity of the system. Therefore, the input to classifier is given in form of statistical features extracted from the input signal rather than inputting the original 300-dimensional signal. This feature extraction technique minimizes the computational cost of a classifier yet acquiring satisfactory performance in terms of accuracy. In this paper, three statistical features are proposed for this specific application, which reduce the input signal of 300 elements to a three-dimensional observation. To the best of authors’ knowledge, this is the first work to consider a combination of these features, and the third feature in specific, for spectrum sensing classification. The results presented in this paper shows that an SVM with these features can achieve satisfactory classification performance for spectrum sensing.

- The performance of an SVM-based classifier is analyzed for the proposed multi-class hypothesis-based spectrum sensing algorithm. The classifier applied in a one-versus-rest manner is trained with respect to three kernel functions: linear, polynomial, and radial-basis function (RBF), separately. The results show that the polynomial kernel-based classifier achieves the best results in terms of accuracy.

- Finally, the throughput performance of the proposed scheme with polynomial kernel-based classifier is examined. The conventional two-class hypothesis-based spectrum sensing with similar characteristics of SVM-based classifier is utilized for comparison. The results show that throughput increased reasonably under the proposed scheme.

The rest of the paper is organized as follows. Section 2 presents a theoretical explanation of the proposed system model. Simulation results along with discussions are presented in Section 3. Finally, the conclusion is given in Section 4.
2. System Model

The flowchart of the proposed scheme is shown in Figure 1. First, the statistical features are extracted from the received signal, as shown in Figure 1a. The probability of detection \( P_d \) or the probability of false alarm \( P_f \) is obtained from the input signal simultaneously. The input signal is sorted into various classes based on \( P_d \) (or \( P_f \)) and the residual energy values ranging from 0% to 100%. After classification, the feature observations that were extracted from the received signal are labeled, as explained in next subsection. The training dataset is obtained in the same way. In the testing phase, the features are extracted from the input test signal, and the residual energy of the node is added as the fourth element of observation. These observations are then given as input to the trained classifier for classification. The classifier provides output in the form of a single value corresponding to the label of the observation class.

The system model considers a pair of SUs operating within the range of PU transmitter, as shown in Figure 2. The bold line represents the signal of the SU channel, whereas the dashed line denotes the PU signal. For simplicity, a single channel is assumed on which both the PU and the SU operate. The SU senses the channel and extracts the features from the input signal, then concatenates the residual energy as a percentage. The trained SVM puts the observation into one of the predefined classes. The SU transmission decision, along with the transmission power, is selected based on the output of the SVM. If the decision is for no transmission, the SU will wait for the next time slot to start sensing the channel again.

![Flowchart of the proposed scheme](image1)

**Figure 1.** Flowchart of the proposed scheme: (a) the training phase; and (b) the testing phase.

![System model considering a pair of SUs](image2)

**Figure 2.** System model considering a pair of secondary users (SUs) operating in the range of primary users (PUs).
The sensing result under hypotheses $H_0$ and $H_1$ is given as follows:

$$
\begin{cases}
H_0 : x_i = n_i, \\
H_1 : x_i = s_i + n_i,
\end{cases}
$$

(1)

where $s_i$ and $n_i$ for $i = 1, 2, ..., M$ represent the received PU signal and the additive white Gaussian noise at the $i$th sample, respectively, and $M$ is the total number of sensing samples in one observation obtained in a sensing slot. $H_0$ and $H_1$ denote the hypotheses in which the PU is absent and is present, respectively. The local observation of a SU node is given as

$$
Y = \sum_{i=1}^{M} |x_i|^2.
$$

(2)

For a large value of sensing samples per observation, for instance $M \geq 300$, the received signal energy can be approximated as a Gaussian distribution, given as follows:

$$
Y \sim \begin{cases}
N(M, 2M), & H_0, \\
N(M(1 + \gamma_p), 2M(1 + 2\gamma_p)), & H_1,
\end{cases}
$$

(3)

where $\gamma_p$ denotes the SNR of the PU signal. The probability of false alarm, $P_f$ (the probability of falsely detecting the PU’s presence when the PU is not present), and the probability of detection, $P_d$ (the probability of detecting the PU’s presence when the PU is actually present), for given energy threshold, $\lambda$, of sensing signal are given as follows:

$$
P_f = P(Y > \lambda | H_0) = Q\left(\frac{\lambda - M}{\sqrt{2M}}\right),
$$

$$
P_d = P(Y > \lambda | H_1) = Q\left(\frac{\lambda - M(\gamma_p + 1)}{\sqrt{2M(2\gamma_p + 1)}}\right),
$$

(4)

where $Q(.)$ is the complementary cumulative distribution of a standard Gaussian, defined as $Q(x) = \int_x^{+\infty} e^{-t^2/2} dt / \sqrt{2\pi}$.

2.1. Sensing Result Classification

The classification patterns of the received signal energy range and the residual energy of the SU node are given in Figure 3a,b, respectively. The $H_0$ hypothesis on the PU’s received signal is classified into $k$ discrete regions, $\text{reg}_n$, by using $k$ reliability thresholds, $\lambda_n = \{P_{dn}, P_{fn}\}$, where $n = 1, 2, ..., k$. The region under hypothesis $H_1$ can be considered a single class in which the SU does not execute transmission. The threshold for which $n = k$ defines the boundary between the $H_1$ and $H_0$ hypotheses. Let the residual energy of the SU node be denoted by $E_r$. The residual energy of the node is also classified into $j + 1$ discrete regions by using thresholds $\alpha_m$, where $m = 1, 2, ..., j$, as shown in Figure 3b.
Figure 3. Classification pattern of: (a) received signal energy sensed by SU; and (b) residual energy of SU node.

The predefined classes or hypotheses for $k$ reliability thresholds of the received signal and $j$ thresholds of the battery can be given as

\[
\begin{align*}
C_0 \{ & Y > \lambda_k \forall \alpha_j \\
& \text{or } Y > \lambda_{k-1} \&\& E_r < \alpha_{j-1} \\
& \text{or } Y > \lambda_1 \&\& E_r < \alpha_1 \\
& \lambda_k > Y > \lambda_{k-1} \&\& E_r > \alpha_j \\
& \text{or } \lambda_{k-1} > Y > \lambda_{k-2} \&\& \alpha_j > E_r > \alpha_{j-1} \\
& \text{...} \\
C_1 \{ & \text{or } \lambda_1 > Y \&\& \alpha_1 > E_r \\
& \lambda_k > Y > \lambda_{k-2} \&\& E_r > \alpha_j \\
& \text{or } \lambda_{k-2} > Y > \lambda_{k-3} \&\& \alpha_j > E_r > \alpha_{j-1} \\
& \text{...} \\
C_2 \{ & \text{or } Y < \lambda_1 \&\& \alpha_2 > E_r > \alpha_1 \\
& \text{...} \\
C_n \{ & Y < \lambda_1 \&\& E_r > \alpha_j \\
\end{align*}
\]

where $C_0, C_1, \ldots, C_n$ are labels of $n$ different classes.

Furthermore, it is assumed that the SU node is equipped with the functionality of non-radio frequency energy harvesting. The harvested energy, denoted as $e_h$, arrives in the form of discrete packets, such that energy harvested at time $t$ is given as

\[
e_h(t) \in E_h = \left\{ e_{h1}, e_{h2}, \ldots, e_{h\text{max}} \right\}. \tag{6}
\]

The residual energy of the SU node at time $t + 1$ is obtained as $E_r(t + 1) = E_r(t) - e_{\text{con}}(t) + e_h(t) \leq B$, where $e_{\text{con}}(t)$ is the consumed energy packets at time $t$, and $B$ is the battery capacity of the SU node. The harvested energy packets in the SU are assumed to follow a Poisson process with mean $\mu_{eh}$, given by

\[
P(e_h(t) = q) = e^{-\mu_{eh}} \frac{(\mu_{eh})^q}{q!}. \tag{7}
\]
The objective is to choose the transmission power of the SU node based on the energy level of the sensed PU signal and the residual energy in the SU node’s battery. The higher the sensed energy level, the lower the transmission power of the SU node. In contrast, the higher the residual energy in the SU node’s battery, the higher the transmission power of the SU node. The reason is that the higher sensed energy means a higher probability of the PU’s presence, and hence, lower transmission power should be selected to reduce interference with the PU signal by the SU, because it can be a missed detection where the SU node did not detect the presence of the PU. The selection of lower transmission power when the residual energy of the SU node is low increase the energy efficiency of the system, and thus, increase the capacity. The simulation results verify these statements by achieving higher throughput under the proposed scheme, compared to conventional systems where only two classes are considered, i.e., $H_0$ and $H_1$.

The total number of classes is obtained using $k$ regions of the received signal energy and $j$ discrete levels of the battery. The classification obtained by dividing the received signal energy into five regions (including the region under hypothesis $H_1$), i.e., $k = 4$, and quantizing the residual energy of the SU node into four levels, i.e., $j = 3$, is given in Table 1. The $L_i$ for $i = 1, 2, 3, 4$ and $\text{reg}_i$ for $i = 1, 2, ..., 5$ represent the discrete residual energy levels and quantized received signal energy levels, respectively. $C_i$ is the output class of the classifier categorized based on the residual energy and received signal energy. $C_0$ is the class when the SU node does not transmit. In $\text{reg}_5$ of the received signal energy, the SU does not transmit irrespective of the residual energy in the SU node’s battery; refer to Table 1. This region is considered under the hypothesis $H_1$ where the detection probability of PU is high.

For regions of the received signal energy other than $\text{reg}_5$, the SU node selects transmission power $P_{T_1}$ according to the output class, $C_i$, of the classifier, which is based on the residual energy of the SU node. Class $C_1$ refers to the scenario in which the SU node selects the lowest transmission power, $P_{T_1}$. Similarly, transmission power $P_{T_2}$, chosen in case of $C_2$, is comparatively higher than $P_{T_1}$ and lower than $P_{T_3}$ (selected under $C_3$). The highest value of transmission power, $P_{T_4}$, is selected when the classifier gives output of $C_4$, the class in which the received signal energy is in the lowest region but the residual energy is at the highest level. The four values of transmission power, $P_{T_i}$ for $i \in \{1, 2, 3, 4\}$, respective to each output class, i.e., $C_i$ for $i \in \{1, 2, 3, 4\}$, are predefined by the system. The SU node selects one of the four values according to the output of the classifier. The selection of transmission power values is also critical to improving the performance of the system. These values can be obtained by considering different parameters of the environment, including the distance between SU nodes, the distance of the SU transmitter from the PU nodes, etc. However, this consideration is outside the scope of current study. In this work, the fixed values of transmission power for different classes are used with respect to energy consumption packets in the simulations. The transmission power can be obtained as the ratio of the energy consumed to the transmission time, $P_{T_i} = e_{\text{con}} / \tau_s$, where $\tau_s$ is the transmission duration, obtained as $\tau_r = T - \tau_s$ for $T$ and $\tau_s$ being the total duration of one time slot and the sensing time duration, respectively.

| Residual Energy Level | $\text{reg}_5$ | $\text{reg}_4$ | $\text{reg}_3$ | $\text{reg}_2$ | $\text{reg}_1$ |
|-----------------------|----------------|----------------|----------------|----------------|----------------|
| $L_1$                 | $C_0$          | $C_0$          | $C_0$          | $C_1$          |                |
| $L_2$                 | $C_0$          | $C_0$          | $C_0$          | $C_1$          | $C_2$          |
| $L_3$                 | $C_0$          | $C_0$          | $C_1$          | $C_2$          | $C_3$          |
| $L_4$                 | $C_0$          | $C_1$          | $C_2$          | $C_3$          | $C_4$          |

The capacity of the SU link for the $i$th class is obtained as

$$c_i = W \log_2 (1 + \gamma_{si}),$$

(8)
where $\gamma_{si} = P_{T_i}/N_0$ is the SNR of the SU channel, $W$ is the bandwidth and $N_0$ is noise power. The throughput obtained in the $i$th class classification can be given as

$$R_i = \frac{T - \tau_s}{T} \zeta_i.$$  \hspace{1cm} (9)

2.2. Classifier Characteristics

The well-known machine learning-based algorithm called a support vector machine is used to classify the received signal. Primarily, an SVM is designed to deal with two-class classification problems. A linear hyperplane is drawn as a decision surface between two classes of data points. The nearest data points to the decision boundary of each class are known as support vectors, hence the name support vector machine. In fact, the decision boundary is drawn by taking support vectors into account. The optimization problem of the SVM in obtaining the decision boundary for training data $\{(x_i, l_i)\}_{i=1}^N$ is given as follows [31]:

$$\min \Phi(w) = \frac{1}{2} \|w\|$$ \hspace{1cm} (10)

such that

$$l_i(w^T x_i + b) \geq 1 \text{ for } i = 1, 2, ..., N.$$

A test input, $x_j$, can be classified using the following decision function:

$$f(x_j) = \text{sign} \left( \sum_i a_i K(x_i, x_j) + b \right).$$  \hspace{1cm} (11)

To apply an SVM for multi-class classification problems, the SVM can be used in a one-versus-rest approach. In this approach, $h$ different SVMs are utilized for an $h$-class classification problem. The $h$th SVM is trained with data points, referring to the $h$th class as a positive class and referring to the data points from the remaining $h-1$ classes as a negative class. The final decision is made according to the classifier with the highest score in the positive class.

2.3. Kernel Functions

In classification problems where it is not possible for a linear hyperplane to distinguish between the two classes, a kernel function, denoted as $K(x, y)$, is used to transform the data from input space to a higher dimensional space where it is possible for a linear hyperplane to differentiate the data elements of two classes. The three kernel functions utilized in this work are given in Table 2 for arbitrary input vectors $x$ and $y$.

| Kernel Function       | $K(x, y)$                           |
|-----------------------|-------------------------------------|
| Linear Function       | $x^Ty + c$                          |
| Polynomial Function   | $(x^Ty + 1)^p$                      |
| Radial-Basis Function | $\exp \left( -\frac{|x-y|^2}{\sigma^2} \right)$ |

2.4. Features Extraction

Increases in the dimensionality of input observations to an SVM greatly affect the performance of the classifier. To reduce the dimensionality, input to the SVM is given in the form of features extracted from the input observation that reflect the characteristics of the observation. Feature extraction and feature selection have significant importance in machine learning-based classification and regression.
problems. This improves performance of the classifier in terms of computational cost, accuracy, and delay time to solve the problem. In this work, the three statistical features extracted from the input sensed signal are given in Table 3. The first feature $X_1$ is obtained by taking power 10 of the mean value of sensed signal and then multiplying by 10. The constant value 10 in power and multiplication terms are used such that the small difference in the mean values of different classes is magnified, resulting in better classification accuracy. A variation in this constant value can affect the performance of classifier, however satisfactory results are obtained with the given value. The second feature $X_2$ is simply the mean of the squared elements of the received signal. The third feature $X_3$ is obtained by taking the root of the cubic sum of the first $q$ elements of the received signal arranged in descending order. To the best of the authors’ knowledge, this work is the first to adopt this feature.

Table 3. Features extracted from received signal of PU.

| Feature | Formula |
|---------|---------|
| $X_1$   | $10 \times \left( \frac{1}{M} \sum_{i=1}^{M} s_i \right)^{10}$ |
| $X_2$   | $\frac{1}{M} \sum_{i=1}^{M} s_i^2$ |
| $X_3$   | $\sqrt[3]{\frac{1}{q} \sum_{i=1}^{q} s_i} ; \quad q \leq M, \quad s_{i+1} \geq s_i$ |

3. Simulation Results

Simulations are performed using MATLAB (R2017a, The MathWorks Inc., Natick, MA, USA, 2017). A dataset for each training and testing phase, having 500 and 2000 observations, respectively, is generated using Equation (1). First, the activity of PU was generated with a 50% probability of the PU’s presence. Then, the PU’s signals were generated for each of the generated activity of PU. The percentage residual energy values of the node are generated randomly from 0 to 100 with a uniform distribution. Finally, each observation was labeled based on the probability of detection obtained from the sensed signal and the residual energy of node. This means that, in each training and testing dataset, the distribution of observations over the five classes was not fixed and were obtained randomly. The observations in training dataset, which is consisted of the three features (given in Table 3) extracted from input received signal concatenated with the residual energy of the node, are labeled as classes $C_0$ to $C_4$, as shown in Figure 1. In testing phase, the harvested energy is added with a Poisson distribution to the residual energy of SU node in each iteration. After updating the residual energy, the received signal is classified again using the updated residual energy of SU node. The recent classification result of SVM obtained using the updated observation is then used to obtain the channel capacity. In this way, the throughput of the channel is obtained for each iteration. The simulation steps are summarized as follows: the SVM-based classifier is trained in a one-versus-rest approach using training dataset consisting of 500 labeled input observations. Each observation is obtained by concatenating the three statistical features extracted from received signal and the residual energy of the node as the fourth feature. The testing dataset of 2000 unlabeled observations is used to analyze performance. Table 4 lists the values of simulation parameters assumed in the experiment.

The performance of the classifier is analyzed using accuracy, defined as the ratio of correct classifications to the number of total test observations. Figure 4 shows the accuracy comparison of three separate classifiers trained with three kernel functions (linear, RBF, and polynomial) applied in proposed multi-hypothesis scheme of spectrum sensing versus the SNR of the PU, $\gamma_p$, ranging from $-25$ dB to 0 dB. The classifiers trained with the RBF and the polynomial kernel function always performed better than the linear kernel function, which attained accuracy between 60% and 65%, irrespective of $\gamma_p$. The former mentioned two classifiers followed a similar trend of improving accuracy with an increase in $\gamma_p$. The minimum accuracy of 72% was achieved for $\gamma_p = -25$ dB with the RBF kernel. The accuracy varied slightly when $\gamma_p$ increased to $-12$ dB. Further increases
in $\gamma_p$ rapidly increased accuracy to 95% to 96% for $\gamma_p = -5$ dB. Additional raise in $\gamma_p$ from $-5$ dB does not affect the performance of the classifier considerably. The polynomial kernel–based classifier followed a trend similar to that of the RBF kernel, although the accuracy ranged from 75% to 80% for $\gamma_p = -25$ dB $\sim -12$ dB. The better performance of polynomial kernel function-based classifier, compared to the counter two kernel functions-based classifiers, at a low $\gamma_p$, lets it be used for further simulations, although it achieved comparable accuracy at higher $\gamma_p$ to the RBF kernel function-based classifier.

Table 4. Simulation Parameters.

| Name                             | Symbol | Value  |
|----------------------------------|--------|--------|
| One Slot Duration                | $T$    | 100 ms |
| Sensing Time                     | $\tau_s$ | 3 ms   |
| Bandwidth                        | $W$    | 1 MHz  |
| Sensing Samples                  | $M$    | 300    |
| Training Observations            |        | 500    |
| Testing Observations             |        | 2000   |
| Prob. of Detection of Reliability Thresholds | $P_{d1}, P_{d2}, P_{d3}, P_{d4}$ | 0.95, 0.9, 0.85, 0.8 |
| Residual Energy Classification Thresholds | $a_1, a_2, a_3$ | 25, 50, 75(%) |
| Reference Energy                 | $E_{ref}$ | 20 Packets |
| Energy Difference                | $E_{diff}$ | 5 Packets |
| Kernel Function                  |        | Polynomial |
| k-fold Cross-validation          |        | 4      |

Figure 4. Comparison of the accuracy of the support vector machine (SVM)-based classifiers trained with linear, radial-basis function (RBF), and polynomial kernel functions applied in proposed scheme.

Figure 5 shows the achievable average throughput versus the total battery capacity of the SU node. Based on the output of the classifier, transmission power varied in each iteration. Then, the corresponding throughput was calculated according to Equation (9). The term average refers to the calculation in two phases. In the first phase, the average value of the throughput was calculated as the ratio of total achieved throughput (obtained by a single node in 10,000 iterations) to the number of opportunities for transmission. The result was then averaged on the total number of observations, which is 2000. The resultant values were used to obtain Figure 5.
The throughput was achieved for two values of $\gamma_p = -15$ dB and $\gamma_p = -5$ dB. The results of the proposed algorithm are compared to conventional two-class spectrum sensing ($H_0$ and $H_1$) in two scenarios. First, the max transmission power (the transmission power for $C_4$) in the proposed scheme is used for transmission in $H_0$ sensing result, labeled as Max Tx Power in the figure. Secondly, the minimum transmission power (used for $C_1$) in the proposed scheme is used for transmission in conventional two-class spectrum sensing when PU is sensed absent, labeled as Min Tx Power. Note that a similar classifier with similar characteristics and matching sizes of training and testing datasets is used in all scenarios. Min Tx Power outperformed Max Tx Power in terms of throughput for a limited battery capacity because of a higher number of transmission attempts. However, we can see from the figure that the proposed scheme achieves efficient performance compared to the other two scenarios. In all cases the throughput follows an almost constant trend when battery capacity is increased from 1500 packets in SU node. The reason is the usage of energy harvesting equipped-SU node and the fixed 10,000 number of iterations for SU to sense and transmit. When the battery capacity is low, the battery is emptied with a few number of transmission executions. Then the SU node waits to store enough residual energy for transmission using energy harvesting function. With increase in the battery capacity (such as above 1500 packets), there is low chances of SU to be out of battery. At these higher battery capacity values, the throughput is affected by the number of attempts of transmissions rather than the battery capacity. The theoretical results of the proposed scheme are also given in the Figure 5. In the paper, theoretical results in machine learning mainly deal with a type of inductive learning called supervised learning. In supervised learning, an algorithm is given samples that are labeled in some useful way. To get a theoretical performance of the proposed scheme, which can be considered as “upper bound” of the performance the proposed scheme, we utilize the following steps: First, a vector containing the activity of PU ($H$) is generated with a 50% probability of the PU’s presence. Then, the PU’s signals are generated for each of the activities of PU. The residual energy in percentage of the SU node is generated randomly with a uniform distribution. Finally, each observation (a vector containing three features extracted from PU signal concatenated with residual energy) was labeled based on the $P_d$ of the signal and the residual energy of node. After labeling, the capacity of channel is obtained for each label of the observation. In each iteration, the residual energy of SU is updated by deducting the energy consumed for transmission and adding the harvested energy with a Poisson distribution. The correct class labels of observations are used to obtain the theoretical results whereas the output labels of SVM are used in simulation results. Consequently, there is a difference between the theoretical and simulation results, as illustrated in the figure. The difference between the theoretical and simulation results of proposed scheme is higher for $\gamma_p = -15$ dB as compared to $\gamma_p = -5$ dB. The reason to this statement is that the accuracy of SVM is comparatively lower for
The higher number of miss-classifications when $\gamma_p = -15$ dB lead to a higher difference from theoretical results as compared to $\gamma_p = -5$ dB.

A comparison of average throughput versus $\gamma_p$ is presented in Figure 6. All scenarios follow a similar trend with a slight increase in throughput from $-20$ to $-15$ dB for $\gamma_p$. Further increases in $\gamma_p$ also increase the slope of the graph. As shown in the figure, the throughput achieved in the proposed scheme is much higher than Max Tx Power and Min Tx Power scenarios for all ranges of $\gamma_p$. The total battery capacity, $B$, was kept at 100 packets to obtain these results.

![Figure 6. Average throughput versus PU SNR for battery capacity, $B = 100$ of SU node.](image)

The relation of average throughput to the reference energy consumption is demonstrated in Figure 7. The reference energy is the maximum energy consumed for maximum power transmission under the proposed scheme. For instance, the transmission energy consumed for $C_1, C_2, C_3,$ and $C_4$ was 5, 10, 15, and 20 packets, respectively, when the reference energy was 20 packets, whereas the transmission energies were 20 and 5 packets for Max Tx Power and Min Tx Power, respectively. The details on reference consumption energy to the energy consumed in different scenarios and classes can be understood from Table 5.

![Figure 7. Average throughput versus reference consumption energy with battery capacity, $B = 100$ of SU node.](image)

The results shown in the figure strengthen the claim that the proposed scheme achieves better performance, compared to Max Tx Power and Min Tx Power scenarios. With the battery capacity at 100 packets, the average throughput decreases with an increase in the reference consumption energy.
However, the proposed scheme shows improved results compared to Max Tx Power and Min Tx Power for both $\gamma_p = -15$ dB and $\gamma_p = -5$ dB.

Table 5. The relation of reference energy consumption to energy consumed in each transmission scenario.

| Reference Energy Packets | 20  | 25  | 30  | 35  |
|--------------------------|-----|-----|-----|-----|
| Proposed Scheme           | C4  | 20  | 25  | 30  | 35  |
|                          | C3  | 15  | 20  | 25  | 30  |
|                          | C2  | 10  | 15  | 20  | 25  |
|                          | C1  | 5   | 10  | 15  | 20  |
| Max Tx Power             | 20  | 25  | 30  | 35  |
| Min Tx Power             | 5   | 10  | 15  | 20  |

Discussion

In this work, five classes are considered under the proposed scheme. No transmission occurred for C0, which can occur due to a higher level of received signal energy or due to low residual energy in the SU node (refer to Table 1). Increasing or decreasing the total number of classes with increases or decreases in the number of reliability thresholds for the received signal energy and/or the number of quantized levels of residual energy in the node will affect the performance of the classifier remarkably, and hence, the achievable throughput. Increases in the number of output classes, to some extent, may improve the performance of the system with a cost of high computation, because increasing the number of classes will increase the number of classifiers used in the one-versus-rest approach. However, improvement in performance is not guaranteed, because an increase in the number of classes also increases the complexity of the classifier. Furthermore, a delay in the classification of classifier will increase. Hence, a trade-off occurs between achievable throughput and computational costs or between throughput and delay.

Moreover, the machine learning-based classifiers perform better than statistical spectrum sensing techniques such as matched filtering, energy detector, spectral correlation, etc., with a higher computational cost. More energy and resources are used to learn and train the classifier. The sensor nodes or SUs are equipped with batteries of limited capacity. Therefore, the training phase of classifier is performed by the fusion center (FC) and the optimized parameters of trained classifiers are provided to the SU nodes. These SU nodes utilize given parameters for classification of the sensed signal. If any maintenance or update of the training or learning is needed, the FC will do the job and then provide the updated parameters to SU nodes. In this way, the workload of the SU nodes is reduced to conserve energy.

Furthermore, the classification performance of a system using ML-based classifier is affected significantly by the number and combination of features extracted from the input signal. For a good performance, the features should be used such that the properties of signals from different classes are reflected. Nevertheless, the length of input vector should be as minimal as possible to reduce the computational cost of the system. Therefore, using the lowest possible number of good features may improve the classification performance of the classifier. In this work, the proposed combination of three features improves the classification accuracy of SVM-based classifier for multi-hypothesis spectrum sensing in cognitive radio networks. This claim is verified by the simulation results. Obviously, the performance of the classifier may improve further by using better features combination. However, it is needed to explore more to obtain such a combination of features. A feature selection scheme can be utilized to do the job of selecting the best combination of features from a feature pool with a cost of computational complexity. However, it is out of scope of this paper and can be reserved as a further work.
4. Conclusions

Machine learning-based algorithms have recently attracted attention in spectrum sensing for cognitive radio networks. The main advantage of these algorithms over conventional spectrum sensing algorithms is their heuristic nature and independence from needing prior information about the environment. An SVM-based algorithm is utilized in spectrum sensing with multi-class hypotheses. The transmission power of the SU node varies according to the received signal energy level and the stored energy in the battery. Altering the transmission power based on the probability of the PU’s presence aids in reducing interference with the PU’s activity; transmission with low power, if the stored energy in the battery is low, increases the number of transmission intervals or, alternatively, the throughput of the SU node. Input to the SVM is given in the form of four-dimensional vectors: three features extracted from the received signal concatenated with the percentage of residual energy. The SVM with a polynomial kernel function and the proposed features was able to achieve almost 75% accuracy, even in a low SNR range from $-25$ dB to $-15$ dB. This performance improved to 95% accuracy with an increase in the SNR up to $-5$ dB. In addition, the simulation results show that throughput improved compared to conventional two-class hypothesis-based spectrum sensing.
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