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Abstract— Nowadays, formal methods are used in various areas for the verification of programs or for code generation from models in order to increase the quality of software and to reduce costs. However, there are still fields in which formal methods haven’t been widely adopted, despite the large set of possible benefits offered. This is the case for the area of programmable logic controllers (PLC). This article aims to evaluate the potential of formal methods in the context of PLC development. For this purpose, the general concepts of formal methods are first introduced and then transferred to the PLC area, resulting in an engineering-oriented description of the technology that is based on common concepts from PLC development. Based on this description, PLC professionals with varying degrees of experience were interviewed for their perspective on the topic and to identify possible use cases within the PLC domain. The survey results indicate the technology’s high potential in the PLC area, either as a tool to directly support the developer or as a key element within a model-based systems engineering toolchain. The evaluation of the survey results is performed with the aid of a demo application that communicates with the Totally Integrated Automation Portal from Siemens and generates programs via Fastsynth, a model-based open source code generator. Benchmarks based on an industry-related PLC project show satisfactory synthesis times and a successful integration into the workflow of a PLC developer.
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I. INTRODUCTION

Programmable Logic Controllers (PLC) are the most commonly used type of controller when it comes to the control of manufacturing processes or industrial automation systems [1]. Having their origin in the 1960s, various programming languages with different abstraction level (graphical to object-oriented) [2] have been developed over the decades and can partly be used interchangeably. The most common PLC programming languages are standardized in IEC 61131-3 [3]. Legacy PLC code is often hard to understand which leads to large efforts and a high risk of errors when making changes to an existing program [4].

Although some evolution in the programming of PLCs can be seen, many concepts of modern software engineering that aim to increase the quality of software or to reduce its lifecycle cost have not been investigated in the context of PLCs yet. One of these concepts is the application of formal methods [5], e.g. formal verification, which is state of the art for verifying the correctness of safety-critical systems in other areas [6, 7].

One reason why formal methods have not yet been widely applied in the PLC domain may lie in the major gap between the theoretical concepts of formal methods originating from computer science and the PLC practitioners which usually have a technical background. The identified research gap that is addressed in this paper can be described by the following two aspects:

1. An engineering-oriented description of formal methods is missing which gives PLC practitioners an idea on how the technology works and how it can be used beneficially.

2. An integration of suitable tools that apply formal methods in the existing toolchain and workflow of PLC engineers is missing.

These aspects are considered as crucial factors by the authors that need to be addressed before formal methods can be beneficially applied in the development of PLC software. Thus, this paper tries to bridge the identified gap between computer science and engineering by considering both aspects.

The rest of this paper is organized as follows: Section II gives a short introduction on model-based development and the current use of formal methods in the PLC domain. Furthermore, this section introduces formal methods and gives an overview on existing tools. Section III describes our approach to identify and bridge the gap between formal methods research and PLC practitioners by applying the concept of “self-configuring blocks”. Furthermore, the section describes the results of an industry survey on the understandability and potentials of this technology which revealed further use cases for applying formal methods to PLC programs in the future. Subsequently, Section IV describes the implementation details of integrating formal methods in the workflow of PLC developers. To achieve this,
the Totally Integrated Automation (TIA) Portal by Siemens was extended to automatically generate PLC code by using an interface. Using this implementation, Section V presents the results of the evaluation in a small industrial scenario. Finally, in Section VI, the paper closes with conclusions and an outlook on future work.

II. STATE OF THE ART

A. Model-based Development and Formal Methods in the PLC Domain

Model-based engineering describes an engineering process with models as main development artifacts instead of documents [8]. Model-based software engineering translates this concept into its own domain, and model-based systems engineering integrates it into a consistent and interdisciplinary black box and top-down approach [9]. Model-driven software engineering further extends on that: Model-driven means that models are the main artifacts and that these are linked to and can be transformed into each other over the whole development respectively engineering process [10]. For software engineering, the main implementation of this is code generation from models [10]. The concepts of model-based and model-driven engineering are widely, but not consistently implemented in the industry [11].

One reason for a slow adoption by enterprises is the initial implementation effort as well as the acquisition of a new respectively the change of an existing toolchain. Traditionally, for developing a program, at least an editor, a compiler, a linker, the runtime environment or hardware and a debugger are needed. In the case of model-driven software engineering, a model editor substitutes or extends the former editor [12]. The compiler is integrated and extended by a code generator that additionally translates a model into code within a model-driven software development toolchain [12]. Furthermore, depending on the abstraction level, either a hardware support package or an emulation of the runtime environment is needed to assist with the generation of specific and correct code that can run instantly on the target environment.

Formal methods are machine-readable techniques, mostly mathematical, to automate, analyze or verify development steps, models, or artifacts [13]. Formal methods can be applied in two ways: Firstly, in forward direction they aid in automatically generating correct artifacts for a derived model which is the main technique used for model-driven engineering. Secondly, they can be used backwardly to validate or verify new functions or properties against requirements or approved development artifacts. This is then called formal verification.

When models are used as main artifacts within the development process, formal methods can and should be applied to ensure consistency across the different models [14]. For example, any development process for safety critical systems in the automotive industry is required to integrate formal methods [15, 16].

In the PLC-domain, modelling the needed code via instruction list, structured text, ladder diagram, functional block diagrams or sequential function chart is state-of-the-art [17]. One prominent example of a tool supporting the complete model-based engineering workflow for PLC programs is the development platform TIA Portal by Siemens. To maintain a consistent model-driven development process from modelling to the automatically generated, executable program, formal verification would be helpful to automatically ensure the accuracy of the developed models and, thereby, of the generated code. There are several publications which explore the usage of formal methods in the context of the PLC domain: First methods that enable formal verification of PLC code were already described in the early 1990s [18]. Since then, researchers proposed a wide variety of approaches to make formal methods more accessible for PLC engineers, including domain-specific languages that support the creation of formal specifications [19]. In more recent years, concepts for PLC code generation based on formal methods were introduced as well. One example is a PLC-specific language, which can be used to generate code via control flow graphs [20].

Nevertheless, formal methods and especially formal verification and code generation are not widely used in industry [17, 21]. Having mentioned the slow adoption of model-driven engineering, we identify that both tool support and the integration in existing industry processes are two main obstacles for the establishment of formal methods in the PLC domain. One way to address those issues is an integration of formal methods into a well-established engineering tool and, thereby, the current engineering workflow.

B. Tools for Practicing Formal Methods

Countless tools for the formal verification of programs have been developed, most of them targeted at either regular applications or embedded and safety-critical systems [22]. One of these tools is the C Bounded Model Checker (CBMC) that is being developed by Diffblue Ltd. and a small open source community. Its code is publicly available via GitHub (see [23]).

If a program is given to CBMC, it is first being transformed into an intermediate language (the so-called “GOTO language”), unwinding loops in the process if possible [24]. The resulting mathematical equations can then be passed to a decision procedure like a Satisfiability (SAT) solver in order to find any violations to the given constraints (such as assertions). Languages other than C can be supported by creating additional parser interfaces for the conversion into the GOTO language. So far, there exist interfaces for Verilog, Java (not open source) and the Siemens Statement List (STL) language with limited functionality. Since most other PLC languages can be expressed by using STL statements, this enables de-facto-compatibility with ladder and function block diagrams as well [25].

Model checkers can be used as a component in the Counterexample Guided Inductive Synthesis (CEGIS) algorithm in order to generate code [26]. For this, a formal specification that describes the properties of the desired program is needed. The algorithm starts by creating a program candidate that is syntactically valid. This program is then verified against the given specification by a model checker. If a counterexample that violates the specification is found, it is handed back to the synthesis procedure. This time, the synthesis tool generates a program that is both syntactically valid and fulfills all counterexamples that were found up to this point. The new candidate is then again being verified, effectively creating a loop between the synthesis and verification phase. This way, the procedure converges to a suitable program candidate and eventually finds it, if the given specification is satisfiable. “Simple” programs,
meaning programs that contain fewer statements to solve the given task, are found first and thus preferred in the process. More details about the algorithm can be found in [26].

To our knowledge, there are no practical tools that make use of the CEGIS algorithm besides Fastsynth, whose GitHub project can be found at [27]. Fastsynth makes use of CBMC and is designed to meet four general use cases:

- **Code generation**: Creation of a program that meets a specification given by the user.
- **Code verification**: Automated testing of a program for certain properties with the aim of error detection and consistency checking.
- **Code repair**: Fixing bugs of a given program based on a specification and the source code of the original program.
- **Code simplification**: Transformation of a given program into the simplest possible representation without changing its externally visible behavior. The source code of the program is used as an input.

Along with CBMC, Fastsynth has already been extended by a PLC language interface. However, little effort has been made yet to determine whether the listed use cases are suitable for the PLC domain and what else could be accomplished by using the technology. This paper aims to expand on the pre-existing use cases by both searching for new use cases and transferring the new and known use cases into the PLC domain. The resulting concept is then being evaluated in an industrial application.

### III. Expert Interviews

In order to look for new use cases for formal verification and code generation in the PLC domain, a survey among PLC experts was conducted. Because the technology in question is largely unknown to this peer group, it was necessary to design a new notation that is suitable for PLC engineers beforehand. This section first covers the creation process of this description and its evaluation by the experts (subsection III.A). Subsequently, the methods and results of the expert interviews, which include both the extraction of new use cases (subsection III.B) and their assessed potentials (subsection III.C) are described.

#### A. Technology Transfer

In order to be able to analyze the potentials of formal methods inside the PLC domain, the technology first needs to be translated into a notation suitable for PLC engineers. This description served as a basis for this survey and was modified later in the process in order to reflect the feedback given by interview participants. The following principles were applied during the initial transformation:

- **Familiarity**: Since the goal of the new presentation is to explain the technological concept to PLC engineers, it is beneficial to utilize terms and concepts that are known to this group. This allows professionals to communicate by using their own terminology and makes the technology more accessible. The same applies to images showing the technology inside the engineer’s regular working environment.

- **Simplicity**: The participants of the survey come from different domains and their experience in the field varies (see section B). Because each survey participant should be able to comprehend the technology description, the used language needs to be as simple as possible. Additionally, detailed explanations of terms and concepts originating from the domain of formal methods should be avoided wherever possible. At the same time, this must not affect the assessment of the potential.

- **Extendibility**: It should be possible to easily modify the description based on the results of the survey. Finding new use cases for the technology should not result in fundamental changes of the concept.

Under consideration of these aspects, a new description for the technology was prepared. Since this new description should target PLC professionals, terms and concepts are used which are known to this group. One way to achieve this is to make use of the structure of a PLC project; PLC projects consist of blocks that communicate with each other via their interfaces (similar to e.g. functions and objects in classic programming languages). There are several different block types that differ in their core features. For example, some blocks are able to save data between block calls while others are not.

Based on this knowledge, a concept was created that wraps the key functionalities of the verification and generation tools mentioned in subsection II.B into a new type of block. These were called “self-configuring blocks” and described by the following properties:

- Just as most other block types, self-configuring blocks have an interface in which the user is able to declare new variables that can be used during the code generation or verification process.

- As the name suggests, self-configuring blocks are not directly programmed by the user. Instead, they contain a so-called “constraint list” that is configurable by the user. This list includes conditions that should always be satisfied by the block.

- It is possible to switch between use cases by selecting a different mode from a drop-down menu. The first draft of the description includes all basic use cases mentioned in subsection II.B.

Self-configuring blocks still contain a section with code and networks, showing the generated code and the block’s exact behavior in the classical way. This code can also be modified if the verification use case is selected, allowing for the verification of pre-existing program code.

After creating this new description, it was evaluated by a total of ten professionals in the first part of the survey. Subject to investigation were its comprehensibility and the simplicity of newly introduced terms. To achieve this, a questionnaire with a total of four single-choice questions was designed. Common guidelines in the field of survey construction, such as the avoidance of suggestive questions, were considered during its creation process. For each question, the participants could select one out of five possible answers, ranging from “completely disagree” to “completely agree”. Each participant had the opportunity to express additional feedback about the description and the technology itself. Fig. 1 shows the questionnaire’s findings.

Overall, the technology description was received positively without any major comprehension problems. In general,
For this purpose, the survey phase was split into two parts: unknown use cases for the technology in the PLC industry. Additionally, block 5) was used between those questions as an attempt to connect the expressed experiences with the technology. All interviews were recorded and transcribed later. Those transcriptions served as the basis for the use case extraction, either by directly following the suggestions of the professionals or by further analyzing their statements, combining them with further research in the field.

Several new use cases could be identified by applying this method. These include either new presentation forms and sources for the constraint list or operations for the modification of existing code:

- **Code generation via truth tables:** Provide the possibility to display parts of the constraint list as a common truth table. The columns of the table include a selection of block interface variables, each row represents one constraint.
- **Code generation via “Cause and Effect”-Matrix:** Display parts of the constraint list as a matrix where the columns contain output and the rows contain input variables. The relationship between an output and one or more input variables can then be specified by filling up the cells of the corresponding column.
- **Generation via other models and process data:** Generation of PLC programs from already existing models and process data created during the development process. An example would be the generation and verification of code from a "Siemens Automation Designer" project.
- **Template-based generation:** Introduction of templates for known and often recurring problems, which can either be supplied with the product or created by the user. A template already contains the list of conditions (complete or incomplete). The code generation for the current project is done by selecting a suitable template and adjusting the condition list.
- **Code extension:** Add new behavior to existing blocks and networks by modifying the present code as little as possible.
- **Repair after analysis:** Suggest possible solutions when errors are found during code analysis and previously specified conditions are violated. Automatic adaptation of the code after the user has selected a solution.
- **Change language:** Conversion of the block into another programming language without changing the behavior that is visible from the outside.

**Evaluation of the Technology Description**

| Statement                                                                 | Approval |
|---------------------------------------------------------------------------|----------|
| The concept behind self-configuring blocks is comprehensible.             | 4.3      |
| The names of the newly introduced elements are simple.                   | 4.9      |
| The newly introduced elements are explained in an accessible way.        | 4.1      |
| The description uses common PLC terminology as often as possible.         | 4.1      |

Fig. 1. Results of the survey about the technology description (n=10)

professionals with higher degrees of experience and those actively involved in the development process had the least difficulties in understanding the new technology. Two participants wished for a demo application and more details about the concept in order to make it more accessible. Still, the performed technology transfer can be considered a success and it is unlikely that the subsequent phases of the survey were impacted negatively by any comprehension problems.

**B. Extraction of Use Cases**

In order to evaluate the potential of formal methods in the PLC domain, the ten professionals were consulted again in the second phase of the survey. This phase aimed to, firstly, rate the potential of the technology based on the professionals’ opinions and, secondly, identify previously unknown use cases for the technology in the PLC industry. For this purpose, the survey phase was split into two parts:

- **a) Questionnaire about the potential of existing use cases:** Quantitative methods were used in order to determine how the participants would rate the potential of the technology and already existing use cases (described in section II) based on the provided description. For this, yet another questionnaire with five single-choice questions was designed. For each use case and the technology itself, the participants could rate their potential from “very low” to “very high”.

- **b) Oral questioning about potential use cases for the technology:** In order to extract use cases for formal methods in the PLC domain, the participants were questioned about different aspects of their profession. A semi-structured interview style was chosen as the strategy of this survey part for allowing participants to freely express their opinions and experiences while at the same time retaining a general interview structure. As a part of this approach, a pool of questions was designed to guide the interviewer. Each question was categorized based on its content, leading to the following theme blocks: 1) status of the professional, e.g. age, field and experience, 2) daily routine of a PLC engineer, 3) processes inside a PLC development project, 4) education of a PLC engineer, and 5) direct questions about new use cases or the enhancement of already existing use cases. Each block consisted of one to three key questions that were supported by several sub questions. This way, the interviewer could propose a key question to the participant and use the sub questions for further clarification of the topic when necessary. After the new use cases were identified, a third survey section II) based on the provided description. For this, yet another questionnaire with five single-choice questions was designed. For each use case and the technology itself, the participants could rate their potential from “very low” to “very high”.

- **Change language:** Conversion of the block into another programming language without changing the behavior that is visible from the outside.
How would you rate the potential that the presented modes can support the work of PLC engineers?

| Mode                           | Potential |
|-------------------------------|-----------|
| Code generation               | 3.9       |
| Code repair                   | 3.3       |
| Code simplification           | 4         |
| Code analysis                 | 3.9       |
| Generation via truth tables   | 2.4       |
| Generation via "C&E"-…        | 3.6       |
| Generation via other models   | 4.4       |
| Template-based generation     | 3.4       |
| Code extension                | 3.3       |
| Repair after analysis         | 3.6       |
| Change language               | 3.4       |

Fig. 2. Estimated potential of new (below blue line) and basic (above line) use cases for formal methods (New use cases: n=5; Basic use cases: n=10)

How high would you rate the potential of self-configuring blocks in general according to this explanation?

| Explanation | Potential |
|-------------|-----------|
|             | 4         |

Fig. 3. Estimated general potential of self-configuring blocks (n=10)

The potential of code generation and its characteristics was generally considered to be high (3.9). Two critics of this use case argued that the concept of the constraint list does not seem reusable enough. Especially in large projects, this would reduce the possible applications, since many different actors are involved. If, for example, a developer would want to use and modify the self-configuring blocks of another person, they would need to first understand the logical procedure of the other person in order to avoid undesired side effects. Another aspect that inhibits the potential is the length of the constraint list. Doubts have been expressed here by four participants as to whether modeling via the constraint list really proves to be faster than classical programming via the PLC languages.

This implies the reason why the potential of code generation from models and templates was rated generally higher than other generation use cases: By using templates, the constraint-based models become more controllable and their reusability increases. The use of other models simplifies the creation process of the constraint list or adopts it completely, leading to a significant decrease in development time.

The potential of code repair and extension is rather in the middle of the range (3.3) among the interviewees. This can be traced back to differences in the development process and the available tools. Some participants (n=2) could not imagine using the technology themselves, as they would fall back to alternative methods in conceivable application scenarios. Especially in larger projects, errors occurring during the test process are often more complex and cannot be eliminated by simply adding or removing a condition. Repair after code analysis partially automates the procedure for some errors and is therefore rated higher.

The simplify use case was rated high (4.0) and particularly well received by engineers who often have to review and modify code from other developers in their daily work. Critics of the use case have doubts about whether the solution generated by the self-configuring blocks algorithm is actually easier to understand. A shorter solution would not automatically mean that the program code is easier for a human to read. This use case therefore faces the challenge of generating not only a short but also comprehensible program.

The potential of code analysis was rated high (3.9) by the participants with comparatively low variance. It was emphasized here that the technology is increasingly spreading in the PLC world, but still encounters acceptance problems in some domains. It should also be noted that other test techniques are used in practice in addition to code analysis, for example unit tests and simulations. The highest potential for this use case is therefore in the area of safety-critical systems where a safety case is necessary to minimize property damage or injuries.

Fig. 3 shows the estimated general potential of self-configuring blocks (n=10). The results imply that the interest in methods for automatic code generation is high across domains and that they offer the potential to support both companies and individual developers in various application scenarios. The trend towards formal methods is currently emerging, especially in the area of safety-critical systems, in order to shorten the test and acceptance process. However, due to the increasing use of models in e.g. plant automation there is an ever-greater need for compatible and reliable code generators. This is both an opportunity and a challenge for the technology. As the evaluation of the use cases already implies, each domain has its own requirements for such tools and a wide range of functions is essential for their establishment. In order to meet the needs of a domain, special solutions are required that are tailored towards the respective application scenario.

IV. IMPLEMENTATION

The results of the survey were evaluated by using a demo application that implements some of the use cases found in section III. It was investigated whether formal methods could be integrated into the regular workflow of a PLC developer when creating or modifying the code of a PLC project. Since the PLC interface of the selected code synthesis tools (see section II.B) is designed for Siemens PLC languages, the workflow of engineers that are using PLCs by Siemens and the respective development environment, the Siemens Totally Integrated Automation (TIA) Portal, was considered.
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The application aims to be as close as possible to the technology description used in the survey. Ideally the application should not interfere with the development environment of Siemens PLC engineers. To achieve this, the coding interface of TIA Portal, the TIA Openness library, was used in order to communicate with the development environment of Siemens PLC engineers. Fig. 4 shows the described system architecture and how the application communicates with the environment.

With TIA Openness it becomes possible to load the data of existing PLC projects and to access and modify existing program code or to create completely new programs. This functionality can also be used in the code verification and generation by formal methods. After reading the user input, the application communicates with TIA Openness and the PLC interface of the tools presented in section II.B in order to achieve the given task. The results of the verification or code generation are then displayed by the application or imported in the PLC project.

Fig. 5 shows the main window of the program. By communicating with the TIA Portal, it is possible to load a PLC project and its software components which are then displayed on the left. If the user then selects a compatible block, a new XML file for the constraint list is created inside the PLC project or the already existing constraint list is loaded.

After the constraint list is loaded, it is displayed right from the project overview. The user can then modify the specification by adding, editing or removing constraints. For this purpose, the tool provides a user-friendly interface. After the constraint list is complete, the new code is automatically imported in the actual PLC project.

Overall, it was possible to integrate formal methods into the regular PLC developer workflow by automating most tasks and providing a user-friendly interface. Due to technical limitations of the TIA Openness interface however, it was not possible to integrate the concept of self-configuring blocks directly in the TIA Portal. A separate application is still needed for operation.

V. EVALUATION

In order to evaluate whether the application is suitable for industrial scenarios, its performance and the quality of the retrieved results were evaluated by performing benchmarks on an industry-related PLC project. The PLC project of the so-called "intelligent warehouse" (iStorage), which is shown in Fig. 6, fulfills this criterion.

The iStorage is a part of a flexible production plant that is currently located in the ARENA2036, a research facility at the University of Stuttgart for the next generation of mobility and smart production systems. The system in which the iStorage is integrated produces small model cars out of four different components in total. The intelligent warehouse is responsible for storing those parts and their carriers. Therefore, the system consists of two layers, each including four rows, one for each component type. The lower layer dispenses the different components while the upper layer is responsible for taking back empty carriers. Each row has a capacity for four component carriers. Via light barriers (one for each slot), the system can determine if a carrier is present or not. To prevent the carriers from colliding with each other, three electromagnets are used per row, one between each slot. A magnet is actuated if either its surrounding slots are both occupied or if one slot in front of it is vacant. A signal light indicates whether actions by a human are necessary, e.g. if each slot of one of the upper rows is occupied or if one component type has run out.

The behavior of the signal light and the rows is controlled by a PLC. In order to fulfill the requirements listed above, the variable list of the PLC consists of one input signal per light barrier and output signals for each magnet and the signal light. This leads to four inputs and three outputs for the row-variable list.
component, whereas the signal light component needs eight inputs and one output. As part of the benchmarks, both components should be synthesized by the demo application, measuring the time needed for the code generation process. Since the inductive code synthesis performed by the tools described in section II.B is non-deterministic, the experiment was repeated ten times in order to calculate the average time and its variance, the latter given by the formula

\[ \sigma = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2, \tag{1} \]

where \( N \) stands for the number of repetitions, \( x_i \) is the value for the \( i \)-th repetition and \( \bar{x} \) is the sample average.

All benchmark experiments were performed on a personal computer featuring an Intel Core i7-4790K CPU, 16 GB of DDR3 RAM and a Samsung SSD 850 EVO 500GB running Windows 10 Pro (1903).

TABLE I lists the results of the performed benchmark experiments for a single electromagnetic of the Row component, all magnets together and the SignalLight component. Overall, it was possible to synthesize both simple and more complex components of the intelligent storage in a time span acceptable to the majority of participants. It is shown that particularly short control commands, as in the case of a single solenoid, can be generated with a delay that is virtually imperceptible to the user. The same applies to the Row module itself, as it simply consists of a series of several solenoid commands. When the synthesis for the block is started, Fastsynth is called once for each output variable, whereby only one solenoid command must be generated for each call. The synthesis time for the Row block therefore increases linearly with the number of solenoids. With the SignalLight module, however, Fastsynth is called only once. The component has more input variables which must be mapped to only one output variable. The result is an exponentially greater solution space and a significantly higher, although still tolerable, synthesis time compared to the other components.

TABLE I. AVERAGE SYNTHESIS TIMES FOR DIFFERENT COMPONENTS OF THE STORAGE. 10 TESTS WERE CARRIED OUT PER COMPONENT.

| Component          | Average \( \bar{x} \) | Std. Deviation \( \sigma \) |
|--------------------|----------------------|-----------------------------|
| Magnet actuation   | 128.16 ms            | 3.9620 ms                   |
| Row control        | 379.06 ms            | 7.9952 ms                   |
| SignalLight control| 73.125 s             | 490.67 ms                   |

VI. CONCLUSION

In this paper, the potential of formal methods for code generation and verification in the PLC domain are examined. An engineering-oriented description based upon self-configuring blocks is used to increase accessibility of the underlying concepts in order to facilitate an expert survey. The results of the survey are utilized in a demo application that is integrated into the usual PLC programming workflow using the Siemens TIA Portal. An evaluation is carried out on a discrete manufacturing scenario.

Our main findings are:

- The experts interviewed for this study see great potential for the use of formal methods in the PLC domain. The perceived advantages cover a broad range of use cases and are dependent on the project size and the respective expert’s background.
- The integration of formal methods into the PLC programming workflow is possible by extending the TIA Portal through a separate application.
- Code synthesis of low to medium complexity PLC program components can be carried out fast using the proposed approach. The waiting time encountered is considered acceptable by the interviewed experts.

Future work should focus on the possibility of a full integration into TIA as opposed to relying on a separate application. This would improve the accessibility of the proposed method and, thereby, allow for a more widespread utilization.
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