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1. Introduction

Fractional differential equations are equations with derivatives of arbitrary (integer and non-integer) positive orders [1–4]. These equations of non-integer orders can be used to describe processes with memory and non-locality in space and time in various sciences, including physics [5,6], economics [7,8], and other sciences [9]. Nonlinear equations are an important type of fractional differential equation. Unfortunately, there are very few nonlinear fractional differential equations for which exact solutions are known, and there are significantly fewer of them than there are solutions for nonlinear differential equations of the integer order. Some examples of the exact analytical solutions of the nonlinear fractional differential equations are given in Section 4 of book [1] (see also [10–12]).

The nonlinear differential equation of the first order, which was proposed by Jacob Bernoulli in 1695, is a well-known nonlinear equation that has exact solutions. One of the well-known special cases of the Bernoulli equation is the differential equation with quadratic non-linearity, which is called the logistic differential equation. The solution of the Bernoulli differential equation, which is a first-order differential equation, is considered in almost all textbooks on differential equations.

Unfortunately, an exact solution to the Bernoulli fractional differential equation (BFDE), which is not reducible to differential equations of the integer order, has not yet been proposed. In the mathematical literature, the Bernoulli fractional differential equation is considered only within the framework of numerical modeling. For example, the fractional generalization of the Bernoulli differential equation is
considered in paper [13], where fractional derivatives of non-integer orders are used. This equation is solved numerically by using Newton’s iteration method. Exact analytical solutions of this equation were not proposed in this article.

Logistic differential equations, which are a special case of the Bernoulli differential equation, are actively used in economics (for example, see [14,15]). Note also that the logistic differential equations with continuously distributed lag for exponential and gamma distributions of delay time and their application in economics was proposed in [16]. Note that fractional differential equations for the logistic growth model with memory [17] (see also [16]) and the model of logistic growth with memory and periodic sharp splashes (kicks) [18] describe economic processes with memory.

The special case of BFDE in the form of the fractional logistic differential equation (FLDE) is also considered only in the framework of numerical simulation. For the fractional logistic equation, a review of numerical solution methods is suggested in paper [19]. A possible expression of an exact solution of the fractional logistic equation with the Caputo fractional derivative was proposed by Bruce J. West [20] in the form of the Mittag–Leffler function. In paper [21], authors proved that the Mittag–Leffler function cannot be the solution for the FLDE. This fact is caused by the violation of the semi-group property by the Mittag–Leffler function. Therefore, the expression that is suggested by Bruce J. West in [20] cannot be a solution for the FLDE. At the present time, an exact analytical solution to the fractional logistic differential equation has not been obtained. We should note that the violation of the standard semi-group property, the violation of the standard product, and chain rules are important characteristics that should be taken into account in these equations. These non-standard properties significantly complicate the derivation of exact analytical solutions of nonlinear fractional differential equations and constructing mathematical models [17].

In this paper, the fractional generalization of the Bernoulli differential equation is considered. In this equation, we use the Caputo fractional derivative. We derive an exact solution of the special case of this nonlinear fractional differential equation and the conditions of the existence of solutions for this non-linear fractional differential equation. This special case is characterized by the power law form of coefficients. The proposed conditions impose restrictions on the existence of the solution for the non-linear fractional differential equation to describe processes with power law memory in applications. We also derive the exact solution of the fractional logistic differential equation with power law coefficients as a special case of the proposed solution for the Bernoulli fractional differential equation. Examples of applications of Bernoulli fractional differential equations in physics and economics are suggested.

2. Nonlinear Fractional Differential Equation

The standard Bernoulli differential equation is represented in the form

$$X^{(1)}(t) + p(t)X(t) = q(t)X^a(t),$$  \hspace{1cm} (1)

where \( a \) is a real number different from zero and one. For \( a = 0 \) or \( a = 1 \), we obtain an inhomogeneous or homogeneous linear differential equation. For \( a = 2 \), the Bernoulli equation is a special case of the Riccati equation and the logistic differential equation. Usually, the logistic equation is considered with constant negative coefficients \( p(t) = -r = \text{const} \) and \( q(t) = -(r/K) = \text{const} \).

Let us consider the Bernoulli fractional differential equation that is represented in the form

$$\left(D^\alpha_{C_{0+}} X\right)(t) + p(t)X(t) = q(t)X^a(t),$$  \hspace{1cm} (2)

where \( a > 0, a \neq 1 \), and \( D^\alpha_{C_{0+}} \) is the left-sided Caputo fractional derivative of the order \( a \geq 0 \) [1] (p. 92).
Definition 1. The Caputo fractional derivative is defined by the equation

$$
\left( D_{C,0^+}^\alpha X \right)(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t X^{(n)}(\tau) (t-\tau)^{\alpha-n+1} \, d\tau,
$$

where $n - 1 < \alpha \leq n$, $\Gamma(\alpha)$ is the gamma function, $t \in [t_0, t_1]$, and $X^{(n)}(\tau)$ is the integer-order derivative with $n \in \mathbb{N}$. It is assumed that $X(\tau) \in AC^n[t_0, t_1]$, i.e., the function $X(\tau)$, has derivatives $X^{(k)}(\tau)$ of orders $k = 1, 2, \ldots, n-1$, such that $X^{(k)}(\tau) \in C[t_0, t_1]$, and the derivative $X^{(n)}(\tau)$ is Lebesgue summable on the interval $[t_0, t_1]$.

For positive integer values $\alpha = n$, the Caputo derivative coincides (see Theorem 1 in [1] (p. 92)) with the standard derivative of integer order $n$, i.e., we have the equalities

$$
\left( D_{C,0^+}^n X \right)(t) = \frac{d^n X(t)}{dt^n}, \quad \left( D_{C,0^+}^0 X \right)(t) = X(t).
$$

Therefore, for $\alpha = 1$, Equation (2) takes form (1). For integer values of $\alpha = n$, Equation (2) takes form (1), where instead of the first-order derivative $X^{(1)}(t)$, there is an integer-order derivative $X^{(n)}(t)$.

We will consider the case of the power law form of the coefficients

$$
p(t) = p_0 (t-t_0)^{\delta_p}, \quad q(t) = q_0 (t-t_0)^{\delta_q},
$$

where $t > t_0$. For $\delta_p = 0$ and $\delta_q = 0$, we get the case of the constant values of coefficients $p(t) = p_0 = \text{const}$ and $q(t) = q_0 = \text{const}$, respectively.

Using function (5), the Bernoulli fractional differential equation takes the form

$$
\left( D_{C,0^+}^\alpha X \right)(t) = q_0 (t-t_0)^{\delta_q} X^{(\alpha)}(t) - p_0 (t-t_0)^{\delta_p} X(t),
$$

where $t > t_0$. We would like to get an exact expression of the solution and the conditions of existence of this solution for nonlinear fractional differential Equation (6). To get the power law form of the solution, we will assume that $\delta_q = \delta$ and $\delta_p = -\alpha$.

We can state that Equation (6) for a wide class of functions and some ranges of parameter values has the solution in the form

$$
X(t) = C(\alpha) (t-t_0)^{a-\gamma(a)},
$$

where

$$
C(\alpha) = \left( \frac{p_0 \Gamma(1-\gamma(a)) + \Gamma(\alpha-\gamma(a) + 1)}{q_0 \Gamma(1-\gamma(a))} \right)^{1/(a-1)},
$$

and

$$
\gamma(a) = \frac{\delta + a \alpha}{a-1}, \quad a - \gamma(a) = \frac{a + \delta}{1-a}.
$$

To derive the exact solution and conditions of the existence of solution (7), we take into account the equation

$$
\left( D_{C,0^+}^\alpha (\tau-t_0)^b \right)(t) = \frac{\Gamma(b+1)}{\Gamma(b-a+1)} (t-t_0)^{b-a},
$$

if $b > n-1$, and it is equal to zero if $b = 0, 1, \ldots, n-1$. In all remaining cases ($b < n-1$, such that $b \neq 0, 1, \ldots, n-1$), the integral in the expression of the Caputo fractional derivative is improper and divergent. Equation (10) is given in book ([2], p. 49). Using Equation (10), it is directly verified that expression (7) is the explicit solution of Equation (6) for some ranges of parameter values, if $b = a - \gamma(a) > n-1$, where $n = [a] + 1$ for non-integer values of $a > 0$.

As a result, we can formulate the following theorem for nonlinear fractional differential Equation (6) with the Caputo fractional derivative of non-integer order.
Theorem 1. The Bernoulli fractional differential Equation (6) with \( \alpha \in (n-1,n), n \in \mathbb{N}, \delta_q = \delta, \delta_p = -\alpha, q_0 \neq 0, \) and \( a > 0 \) \( t > t_0 \) has a solution, which is given by Equations (7)–(9), if the conditions

\[
\begin{cases}
  a \in (0,1), \\
  \delta > -\alpha - (n-1)(a-1)
\end{cases}
\]
or
\[
\begin{cases}
  a > 1, \\
  \delta < -\alpha - (n-1)(a-1)
\end{cases}
\]

are satisfied, where \( q_0 > 0, p_0 > 0 \) or

\[
\frac{p_0 \Gamma(1-\gamma(\alpha)) + \Gamma(\alpha - \gamma(\alpha) + 1)}{q_0 \Gamma(1-\gamma(\alpha))} > 0.
\]

This Theorem will be proved in the next section.

Remark 1. The conditions \( q_0 > 0, p_0 > 0, \) or inequality (12) can be omitted for even integer values of the parameter \( a.\)

3. Conditions for Existence of an Exact Solution

Let us give a proof of the proposed form for the explicit solution of the nonlinear fractional differential equation, and then we obtain conditions for the existence of this solution.

Let us consider the Bernoulli fractional differential equation

\[
\left( D_{C,t_0+}^a X(t) \right) = q_0 (t-t_0)^{\delta_q} X^a(t) - p_0 (t-t_0)^{\delta_p} X(t),
\]

where \( t > t_0, \delta_q, \delta_p \in \mathbb{R}, \) and \( a > 0 \) is non-integer positive parameter \( a \in (n-1,n), n \in \mathbb{N}. \)

We will seek a solution in the power law form

\[
X(t) = C (t-t_0)^b,
\]

where the coefficients \( C > 0 \) and \( b \) are real constants, and \( t > t_0. \) Substituting Equation (14) into fractional differential Equation (13), we obtain the equality

\[
C \left( D_{C,t_0+}^a (t-t_0)^b \right) = q_0 (t-t_0)^{\delta_q} C^a (t-t_0)^{ab} - p_0 (t-t_0)^{\delta_p} C (t-t_0)^b.
\]

In the proof, we consider the following three cases: (A) the real values \( b > n-1; \) (B) the non-negative integer values \( b \leq n-1; \) and (C) the other real values \( b \leq n-1. \)

(A) For \( b > n-1, \) we should use the equation of the Caputo fractional derivative of the power law function in the form

\[
\left( D_{C,t_0+}^a (t-t_0)^b \right) = \frac{\Gamma(b + 1)}{\Gamma(b - \alpha + 1)} (t-t_0)^{b-\alpha}
\]

for non-integer values of \( \alpha \in (n-1,n), n \in \mathbb{N}. \) To get the power law form of the solution, we will assume that \( \delta_q = \delta \) and \( \delta_p = -\alpha. \)

Using (16), Equation (15) takes the form

\[
C \left( p_0 + \frac{\Gamma(b + 1)}{\Gamma(b - \alpha + 1)} \right) (t-t_0)^{b-\alpha} = q_0 (t-t_0)^b C^a (t-t_0)^{ab}.
\]

Using \( C \neq 0 \) and \( t > t_0, \) we get that Equation (17) holds, if the coefficients satisfy the conditions

\[
\begin{cases}
  p_0 \Gamma(b-\alpha+1)+\Gamma(b+1) \\
  \Gamma(b-\alpha+1)
\end{cases} = q_0 C^a-1,
\]

\[
b - \alpha = \delta + ab.
\]
Assuming that the inequality
\[
\frac{p_0 \Gamma(b - \alpha + 1) + \Gamma(b + 1)}{q_0 \Gamma(b - \alpha + 1)} > 0
\]  \( \text{(19)} \)
is satisfied for \( a > 0 \) (\( a \neq 1 \)), we obtain
\[
\begin{align*}
C &= \left( \frac{p_0 \Gamma(b - a + 1) + \Gamma(b + 1)}{q_0 \Gamma(b - a + 1)} \right)^{1/(a-1)}, \\
b &= \frac{\delta + \alpha}{1 - a}.
\end{align*}
\]  \( \text{(20)} \)

Here we see that the conditions in the form \( q_0 > 0, p_0 > 0 \) or inequality (12) can be omitted for even integer values of the parameter \( a \).

Therefore, function (14) takes the form
\[
X(t) = \left( \frac{p_0 \Gamma(b - \alpha + 1) + \Gamma(b + 1)}{q_0 \Gamma(b - \alpha + 1)} \right)^{1/(a-1)} (t - t_0)^{(\delta + \alpha)/(1-a)}.
\]  \( \text{(21)} \)

and can be considered a solution of fractional differential Equation (13), with \( \delta_p = -\alpha, \delta_q = \delta \) under some conditions (these conditions will be described below).

To simplify expressions, we will use the notation
\[
\gamma(a) = \frac{\delta + \alpha}{a - 1}, \quad \alpha - \gamma(a) = \frac{\delta + \alpha}{1 - a}.
\]  \( \text{(22)} \)

(B) For integer values \( b \leq n - 1 \), i.e., \( b = 0, 1, 2, ..., n - 1 \), we should use the equality
\[
(D^\gamma a \big|_{t_0^+}(t)) = 0
\]  \( \text{(23)} \)

for non-integer values of \( a \in (n - 1, n), n \in \mathbb{N} \). Substituting Equation (23) into fractional differential Equation (13), we obtain the equality
\[
q_0 (t - t_0)^b a (t - t_0)^{b - \alpha} = C p_0 (t - t_0)^{b - a}.
\]  \( \text{(24)} \)

Equality (24) gives the condition of existence of the solution for Equation (24), with non-zero values of the parameters, \( q_0 \), and \( t > t_0 \), in the form
\[
\begin{align*}
C &= \left( \frac{p_0}{q_0} \right)^{1/(a-1)}, \\
b &= \frac{\delta + \alpha}{1 - a}.
\end{align*}
\]  \( \text{(25)} \)

(C) For \( b \leq n - 1 \) such that \( b \neq 0, 1, ..., n - 1 \), the integral in the expression of the Caputo fractional derivative is improper and divergent.

As a result, solution (21) takes the form
\[
X(t) = \left( \frac{p_0 \Gamma(1 - \gamma(a)) + \Gamma(1 - \gamma(a) + 1)}{q_0 \Gamma(1 - \gamma(a))} \right)^{1/(a-1)} (t - t_0)^{\alpha - \gamma(a)}.
\]  \( \text{(26)} \)

where \( a > 0, \alpha \neq 1, q_0 \neq 0, b > n - 1, \alpha \in (n - 1, n), \) and \( n \in \mathbb{N} \). By definition of the Caputo fractional derivative, solution (26) must be continuous and hence bounded in a right neighborhood of \( t_0 \), i.e., \([t_0, t_0 + \varepsilon] \) with \( \varepsilon > 0 \), which yields the condition \( \alpha - \gamma(a) \geq 0 \), and hence \( X(t) \in C[t_0, t] \).

Using expression (26), the right-hand side of Equation (13) has the form
\[
F[t, X(t)] = q(t) X^n(t) - p(t) X(t) = C_F(a) (t - t_0)^{a(\alpha - \gamma(a)) + \delta}.
\]  \( \text{(27)} \)
Here
\[
C_F(\alpha) = q_0 \left( \frac{p_0 \Gamma(1-\gamma(\alpha)) + \Gamma(\alpha-\gamma(\alpha)+1)}{q_0 \Gamma(1-\gamma(\alpha))} \right)^{\alpha/(\alpha-1)} - p_0 \left( \frac{p_0 \Gamma(1-\gamma(\alpha)) + \Gamma(\alpha-\gamma(\alpha)+1)}{q_0 \Gamma(1-\gamma(\alpha))} \right)^{1/(\alpha-1)},
\]
where inequality (12) holds for \( \alpha > 0 \).

Using equality (22), we get
\[
a(\alpha - \gamma(\alpha)) + \delta = a \left( \frac{\alpha - \delta + a\alpha}{a-1} \right) + \delta = -\frac{\delta + a\alpha}{a-1} = -\gamma(\alpha).
\]

Therefore, expression (27) takes the form
\[
F[t, X(t)] = q(t) X^\alpha(t) - p(t) X(t) = C_F(\alpha) (t - t_0)^{-\gamma(\alpha)}.
\]

The right-hand side of Equation (13), which is satisfied by expression (30), belongs to \( C_{\gamma}[t_0, t_1] \) in the case \( \gamma(\alpha) \in (0, 1) \), and function (30) belongs to \( C[t_0, t_1] \) in the case \( \gamma(\alpha) \leq 0 \). Therefore, we have condition \( \gamma(\alpha) < 1 \). Here, \( C_{\gamma}[t_0, t_1] \) is the weighted space of functions \( X(\tau) \) given on \( (t_0, t_1) \), such that the function \( (\tau - t_0)^{\gamma} A(\tau) \in C[t_0, t_1] \), and
\[
\| X(\tau) \|_{C_{\gamma}} = \| (\tau - t_0)^{\gamma} X(\tau) \|_{C}, \quad C_{\gamma}[t_0, t_1] = C[t_0, t_1].
\]

As a result, we have the conditions of the existence of solution (26) by the system of inequalities
\[
\begin{cases}
  a > 0, a \neq 1, \\
  a \in (n-1, n), \\
  \gamma(\alpha) < 1, \\
  b = a - \gamma(\alpha) > n - 1
\end{cases}
\]

The conditions \( b > n - 1 \) of system (32) have the form \( a - \gamma(\alpha) > n - 1 \). Then we have \( \gamma(\alpha) < a - (n - 1) \) that can be written as \( \gamma(\alpha) < [\alpha] \), where \( [\alpha] \in (0, 1) \) is the fractional part of \( \alpha \), i.e., \( \alpha = [\alpha] + \{\alpha\} \), and \( \{\alpha\} = n - 1 \). Therefore, if the condition \( b = a - \gamma(\alpha) > n - 1 \) holds, then inequality \( \gamma(\alpha) < 1 \) is satisfied. This fact allows us to represent system (32) in the form
\[
\begin{cases}
  a > 0, a \neq 1, \\
  a \in (n-1, n), \\
  b = \frac{\{\alpha\}}{1-a} > n - 1
\end{cases}
\]

As a result, we have the following two cases
\[
\begin{cases}
  a \in (0, 1), \\
  a \in (n-1, n), \\
  \delta + \alpha > (n-1)(1-a),
\end{cases} \quad \begin{cases}
  a > 1, \\
  a \in (n-1, n), \quad \text{or} \quad a \in (n-1, n), \\
  \delta + \alpha < (n-1)(1-a).
\end{cases}
\]

These systems give conditions (11) that are used in Theorem 1. The solution of nonlinear fractional differential Equation (13) with \( a \in (n-1, n) \) and \( n \in \mathbb{N} \) is described by Equations (26) if conditions (34) are satisfied. This ends the proof. Q.E.D.

4. Fractional Logistic Differential Equation with Power Law Coefficients

The first time the logistic differential equation (LDF) was suggested was by Pierre F. Verhulst in 1845. Verhulst’s model describes the growth of a population. This LDF is actively applied in economics (for example, see [14,15]). The LDF can be considered as a special case of the equation of the economic model of natural growth in a competitive environment [22] (pp. 84–90). The logistic equation with
continuously distributed lag and its application in economics is given in [16]. Natural growth in a competitive environment with memory was first proposed in article [18].

Let us consider the fractional logistic differential equation in the form

\[
(D^\alpha_C t_{t_0} X(t)) = r(t)X(t)(1 - K^{-1}(t)X(t)),
\]

(35)

where \(D^\alpha_C t_{t_0} \) is the Caputo fractional derivative (3). Equation (35) is a special form of the Bernoulli fractional differential Equation (2), where \(a = 2\), \(p(t) = -r(t)\), and \(q(t) = -r(t)K^{-1}(t)\).

Using Theorem 1, we can formulate the following corollary.

**Corollary 1.** The fractional logistic differential Equation (35) with coefficients (36), where \(a \in (n - 1, n)\), \(n \in \mathbb{N}\), \(\delta_r = -a\), \(r_0\), \(K_0 \neq 0\), and \(t > t_0\), has the solution in the form

\[
X(t) = C_L(\alpha)(t - t_0)^{\delta_r},
\]

(37)

where

\[
C_L(\alpha) = K_0 r_0 \Gamma(\delta_k + 1 - \alpha) - \Gamma(\delta_k + 1) \frac{r_0}{\Gamma(\delta_k + 1 - \alpha)}.
\]

(38)

This solution exists if the condition

\[
\delta_k > (n - 1)
\]

(39)

is satisfied.

The proof of this corollary follows directly from the proof of Theorem 1, where we take into account the values of the parameters \(a = 2\), \(p(t) = -r(t)\), \(q(t) = -r(t)K^{-1}(t)\), \(p_0 = -r_0\), \(q_0 = -r_0K^{-1}\), and \(\delta = -a - \delta_k\). In this case, \(\gamma(\alpha) = \alpha - \delta_k\), and \(\alpha - \gamma(\alpha) = \delta_k\).

5. Application in Physics and Economics

Let us consider some examples of an application of the Bernoulli fractional differential equation in physics and economics.

The first example is related to physics, or rather to an oscillator with memory [23–27] (see also [5]). A nonlinear one-dimensional oscillator without memory and dissipation is described by the equation of motion

\[
mX^{(2)}(t) = F(t, X(t)) = -\frac{\partial U(t, X(t))}{\partial X(t)},
\]

(40)

where \(U(t, X(t))\) is the time-dependent potential energy and \(m\) is the mass of the particle. Here, \(X(t)\) is the deviation of the point-particle from the equilibrium position.

If we assume that the potential energy is described by the expression

\[
U(t, X(t)) = \frac{k(t)X^2(t)}{2} - \frac{b(t)X^{a+1}(t)}{a + 1},
\]

(41)

where \(a \neq -1\), then Equation (40) has the form

\[
mX^{(2)}(t) = -k(t)X(t) + b(t)X^a(t).
\]

(42)
As a result, the nonlinear oscillator is described by the differential equation

$$X^{(2)}(t) + p(t) X(t) = q(t) X^a(t),$$

(43)

where $p(t) = \omega^2(t) = k(t)/m$ and $q(t) = b(t)/m$.

A nonlinear one-dimensional oscillator with power law memory and the potential energy (41) is described by the equation

$$\left(D_{C,\alpha}^{\omega} + X(t)\right) + p(t) X(t) = q(t) X^a(t),$$

(44)

where $p(t) = \omega^2(t) = k(t)/m$ and $q(t) = b(t)/m$. Equation (44) is the Bernoulli fractional differential equation. If $a = 2$, then Equation (44) takes the form of (43).

The second example is related to economics, or rather to the Solow model of economic growth [22,28,29]. The standard Solow model with continuous time is described by the nonlinear ordinary differential equation

$$k^{(1)}(t) = s A k^a(t) - (\rho + \eta) k(t),$$

(45)

where $k(t)$ is the per capita capital; $s$ is the rate of accumulation; $A$ is effectiveness of labor (knowledge) [29] (p. 9); $\rho$ is the rate of increase in labor resources; and $\eta$ is the capital retirement ratio. Here, it is assumed that the function of labor productivity is considered in the standard form $f(k(t)) = A k^a(t)$, with $a \in (0, 1)$.

In general, the parameters of the model can depend on time. As a result, the standard Solow model of economic growth is described by the nonlinear differential equation of the first order in the form

$$X^{(1)}(t) = q(t) X^a(t) - p(t) X(t),$$

(46)

where $X(t) = k(t)$ is the per capita capital, $q(t) = s(t) A(t)$ and $p(t) = \rho(t) + \eta(t)$. Note that the knowledge $A = A(t)$ is often viewed as a function of time in economic models [29] (p. 9).

A nonlinear economic model of growth with power-law memory is described by the fractional differential equation

$$\left(D_{C,\alpha}^{\omega} + X(t)\right) = -p(t) X(t) + q(t) X^a(t),$$

(47)

where $X(t) = k(t)$ is the per capita capital, $q(t) = s(t) A(t)$ and $p(t) = \rho(t) + \eta(t)$. Equation (47) is the Bernoulli fractional differential equation. If $a = 1$, then Equation (47) takes the form of (46). Note that the proposed Solow model with memory can be considered as a generalization of the model that is suggested in [12].

The third example is connected with natural growth in a competitive environment (NGICE), which is used in economics [18,22]. For a linear price function, the NGICE model gives the model of logistic growth [22], which is described by the logistic differential equation.

Let us consider the economic model of natural growth in a competitive environment with power law memory (for example, see [18]). In this case, the function $Y(t)$ describes the value of output at time $t$. To describe the investments, which are made in the expansion of production, we will use the function $I(t)$. The main assumptions, which are used in the standard model of natural growth in a competitive environment without memory, are the following.

The first assumption is that the rate of change in output ($Y^{(1)}(t)$) is proportional to the value of the investment $I(t)$. This assumption is represented by the accelerator equation

$$I(t) = v Y^{(1)}(t),$$

(48)

where $v$ is the accelerator coefficient (investment coefficient) that indicates the power of the economic accelerator.
The second assumption is that the amount of investment $I(t)$ is a fixed part of the income $P Y(t)$, which is represented by the equation of linear multiplier

$$I(t) = m P Y(t),$$

(49)

where $m$ is the norm of net investment. This coefficient indicates the share of income that is spent to expand production.

The third assumption is that the price $P(t)$ depends on output $Y(t)$ that is considered as released product, i.e., $P = P(Y(t))$. Usually, we consider the case when the price decreases with increasing output, i.e., $P = P(Y)$ is a decreasing function. In a simple form, the price is a linear function of output $Y(t)$. In general, we can use the expression

$$P(Y(t)) = b - c Y^{a-1}(t),$$

(50)

where $b$ is the price independent of $Y$, $a$ is the parameter characterizing deviation from linearity, and $c$ is interpreted as the marginal price if $a = 2$. For $a = 2$, Equation (50) is linear. The linear form of the function $P = P(Y)$ is often obtained by using the standard Taylor series with respect to $Y$. Expression (50) can be obtained by using the fractional Taylor series in the Odibat–Shawagfeh form [30], which is used for the function $P = P(Y)$.

In general, the parameters of the model can depend on time. Substituting (49) and (50) into Equation (48), we obtain

$$Y^{(1)}(t) = \frac{m(t)}{v(t)} P(Y(t)) Y(t) = \frac{m(t)b(t)}{v(t,a)} Y(t) - \frac{m(t)c(t)}{v(t,a)} Y^{a}(t).$$

(51)

Equation (51) describes the standard NGICE model without memory. Note that the analogous type of nonlinear equation is used in the standard Haavelmo cyclic growth model [31].

To take into account the power law memory, the fractional derivatives of the non-integer order can be used instead of the first-order derivative in Equations (48) and (50). In this case, we obtain the nonlinear fractional differential equation

$$\left( D_{C;0}^{a} Y \right)(t) = \frac{m(t)}{v(t,a)} P(Y(t)) Y(t) = \frac{m(t)b(t)}{v(t,a)} Y(t) - \frac{m(t)c(t)}{v(t,a)} Y^{a}(t),$$

(52)

where $\left( D_{C;0}^{a} Y \right)(t)$ is the Caputo derivative (3).

As a result, the model of natural growth in a competitive environment with power law memory is described by the Bernoulli fractional differential equation of the order $a > 0$ in the form

$$\left( D_{C;0}^{a} Y \right)(t) = q(t) Y^{a}(t) - p(t) Y(t),$$

(53)

where $q(t) = -m(t)c(t)/v(t,a)$ and $p(t) = -m(t)b(t)/v(t,a)$.

Equation (53) describes the model of natural growth in a competitive environment with memory, which takes into account the memory with power law fading. For $a = 1$, Equation (53) gives standard Equation (51), which describes the standard NGICE model without memory. For $a = 2$, Equation (53) is the fractional logistic differential equation that describes the logistic growth with memory. For $a = 1$ and $a = 2$, Equation (53) gives the standard LDE that describes the standard model of economic growth without memory.
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