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Abstract

In recent years, discrete fractional epidemic models with reaction-diffusion have become increasingly popular in the literature, not only for its necessity of numerical simulation, but also for its defined physical processes. In this paper, by second order central difference scheme and L1 nonstandard finite difference scheme, a discrete counterpart of time-fractional reaction-diffusion epidemic model with generalized incidence rate is considered. More importantly, the main idea in choosing an nonstandard finite-difference scheme is to obtain unconditionally positivity in the proposed system, which leads to the proposal of the discrete epidemic model with time delay. Furthermore, the global properties of the proposed discrete system are studied, including the global boundedness of positive solutions, the existence and the global stability of equilibrium points, which are consistent with the corresponding continuous systems. Meanwhile, it shows that L1 nonstandard finite difference scheme and second order central difference scheme can keep the properties of the corresponding continuous system well. It is worth noting that, different from discrete epidemic model with integer-order, the memory Lyapunov function is constructed in this paper, which depends on the previous historical information of the proposed system. This is consistent with the non-local property of Caputo fractional derivatives. Furthermore, the $\alpha$-robustness of L1 scheme in Lyapunov function and the stability of the proposed system are guaranteed, that is the Lyapunov function constructed in this paper is consistent with the integer-order system as the fractional-order $\alpha \to 1^-$, and thus, the stability of the proposed system can be guaranteed as the fractional-order $\alpha \to 1^-$. Finally, numerical results are given to verify the theoretical results.

Keywords: Time-Fractional discrete-time, Reaction-diffusion, L1 nonstandard finite difference scheme, Time delay, Lyapunov function, Global stability, $\alpha$-robust

1. Introduction

Epidemiology is the investigation of why and how certain diseases occur in a particular population. Insights gained from epidemic models are important in preventing the spread of infectious disease. An earlier study on the human epidemiology was studied by Bernoulli about 250 years ago \cite{1}. Later, a classical SIR epidemic model (S, I and R represent susceptible, infected and recovered individuals, respectively) was presented by Kermack and McKendrick, which studied the plague outbreaks in London during 1665-1666 and in Mumbai in 1906 \cite{2}, respectively. Boosted by the work of Kermack and McKendrick, many researchers established various epidemic models to study the spread of different infectious diseases \cite{3,4,5}. In particular, the dynamics of these models can be expressed as a set of coupled ordinary differential equations with integer-order \cite{6}. However, the spread of some
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infectious diseases depends on both the current state and the history state, and thus cannot be adequately dealt with classic models [7]. A more recent approach has been to incorporate a history dependence into the dynamics by generalising the classic coupled ODEs using Caputo fractional-order derivatives [8, 9]. Meanwhile, Smethurst et al. found that the waiting time between doctor visits for a patient follows a power-law model [10], which can be deduced the fractional-order system. Furthermore, Angstmann et al. derived a fractional-order infectivity SIR model from a stochastic process that incorporated a time-since-infection dependence on the infectivity of individuals, and they found the fractional derivative appears in the generalised master equations of CTRW (continuous time random walk) through SIR compartments, with a power-law distribution in the infectivity [11].

Meanwhile, classic epidemic models assume a uniform population distribution in habitats, dependent only on time evolution, which means ordinary differential equations are considered in it. However, one of the fundamental challenges of epidemiology is to determine how population structure affects the spread of infectious disease, and one important aspect is spatial structure, such as influenza, measles, severe acute respiratory syndrome (SARS) and the extremely severe spread of COVID-19, which is largely driven by human travel and sustained by various means of transport. Based on the movement of people in a region, or even within a country, or even in the world, the traditional ordinary differential model is not enough to describe the spread of infectious disease realistically. Therefore, the effect of spatial diffusion should not be ignored in the study of infectious diseases. Presently, there have been numerous research works devoted to the investigation of the roles of different types of reaction-diffusion on the dynamic of infectious diseases [15, 16, 17] and therein. However, in spatial diffusion papers mentioned, the standard reaction-diffusion is always considered, that is, the diffusion process of infection diseases is modeled as Brown motion, which is unreasonable. For example, the diffusion subjected to a power tail distribution is no longer the standard diffusion process, but subdiffusion or superdiffusion. One of the most important advances was proposed by Henry et al., who derived a fractional-order reaction-diffusion equation with time memory based on CTRW and verified the one-dimensional single-species fractional-order reaction-diffusion process [18]. Subsequently, a number of literatures consider fractional reaction-diffusion models of infectious diseases [19, 20, 21, 22, 23, 24]. Particularly, Zhenzhen et al. provided a physical derivation of an SIR model that includes time-fractional space-fractional, time-fractional reaction-diffusion or fractional diffusion, and they investigated how anomalous diffusion naturally introduces epidemic model [19]. Zhao et al. was concerned with the spatial propagation of an SIR epidemic model with nonlocal diffusion [22]. Kuniya et al. proposed an SIR epidemic model with nonlocal diffusion and obtained different conditions to guarantee the global asymptotic stability of constant equilibrium points and the uniform persistence of their model [23]. Zhenzhen et al. investigated the global dynamics for a class of multi-group SIR epidemic model with time fractional-order and reaction-diffusion [24].

Besides, it is impossible to obtain explicit solution for fractional-order differential equations with diffusion and only numerical solution can be studied, except in special case. Not only that, the discrete model has its own specific physical process [25, 26, 11]. For example, Angstmann et al. considered the DTRW (discrete time random walk) to establish the discrete SIR epidemic model, and found that the diffusion limit is a continuous SIR system with the corresponding Riemann-Liouville derivative [11]. More importantly, infectious disease statistics is not
continuous but under a certain amount of time to each. Moreover, the discrete model of infectious diseases after can be in any time step for the unit, so after discretization of epidemic model than the continuous can be used more convenient and effective statistics. There are many numerical schemes used to construct discrete systems, such as Euler scheme [27] and nonstandard finite difference method (NSFD) [28]. Meanwhile, Dimitrov et al. pointed out that NSFD can keep the physical properties of the original continuous system, which is to obtain unconditional stability and positivity in the variables representing the subpopulations [29]. Then Jang et al. used NSFD to construct a discrete model of infectious immigrants and proved the global stability of the equilibrium point [30]. Skiguchi et al. considered a discrete SIR epidemic model with delay, and studied the global stability of the disease-free equilibrium point and the persistence of the system [31]. Villanueva et al. analyzed a discrete infectious model of a respiratory syncytial virus [32]. However, the above studies of discrete epidemic models either did not account for any kinds of diffusion, or they only considered standard diffusion and did not account for anomalous diffusion.

To the best of our knowledge, no papers consider discrete time-fractional epidemic models with reaction-diffusion. Furthermore, L1 scheme is usually used to discretize Caputo fractional-order derivatives [33], which can also keep the properties of Caputo fractional derivative well [34]. The terminology ‘1’ refers to the numerical approximation of Caputo derivatives of order $\alpha \in (0, 1)$ and the ‘L’ is perhaps by association with Riemann-Liouville [35]. Furthermore, the L1 schemes are among the most popular numerical approximations for Caputo derivatives, and are easy to implement with acceptable precision and good numerical stability [36]. In addition, since the L1 scheme approximates the classical first derivative by standard forward Euler difference scheme, it provides a good basis for various numerical approximations for Caputo derivatives in [37]. Besides, L1 scheme proved that the solution of a system converges, uniformly on the space-time domain, to the solution of the classical initial-boundary value problem as $\alpha \to 1^-$, which implies L1 scheme is $\alpha$-robust [38]. More important, based on a DTRW, L1 scheme can be used to describe the time evolution of particles created by heavy tail distribution [39]. Meanwhile, NSFD is usually used to ensure that the population described by the infectious disease model is unconditionally positive [40]. Based on the above discussion, by L1 nonstandard finite difference scheme and second order central difference scheme, a discrete counterpart of time-fractional reaction-diffusion epidemic model with time delay is considered to make better use of real-data. Also, the proposed discrete system can be simplified to integer-order discrete system with forward difference when the fractional-order $\alpha \to 1^-$ in [41]. Finally, the global properties of the above discretized systems, including boundedness of positive solutions and global stability of equilibrium points, are considered in this paper. It is worth noticed that in studying the stability of two equilibrium points, Lyapunov function is strictly dependent on the historical information of the proposed system, and the stability of equilibrium point cannot be completely obtained if only relying on current information of the corresponding discrete system. This is consistent with the memorability of continuous Caputo derivatives. What’s more, with the Lyapunov function and the stability of the proposed system, the $\alpha$-robustness of L1 scheme is guaranteed between the fractional-order and integer-order system, that is the Lyapunov function constructed in this paper is consistent with the integer-order as the fractional-order $\alpha \to 1^-$ [41], so the stability of the proposed system can also be guaranteed with $\alpha \to 1^-$. Based on the above analysis, a fractional discrete SIR model for reaction-diffusion with generalized incidence rate is considered. The main contributions of this study are as follows:

- Based on the monotonicity of discrete systems, the global asymptotic stability of autonomous systems with L1 scheme is investigated by Lyapunov’s direct method.
The proposed discrete system is considered, in which L1 scheme is adopted in the time direction and second order central difference scheme in the space direction for continuous systems, and NSFD scheme is also applied, which leads to the proposal of the discrete system with time delay.

Based on the Lyapunov function dependent on historical information, the global properties of the proposed discrete systems are investigated, including the existence and uniqueness of global positive solutions, the existence and global stability of equilibrium points, which are consistent with the corresponding continuous systems.

The Lyapunov function constructed in this paper can guarantee the $\alpha$-robustness of L1 scheme, and the stability of two equilibrium points are the same.

The influence of the theoretical results on disease transmission are verified by numerical simulation.

The organization of this paper is as follows. Some preliminaries are introduced in Section 2, including definition and basic properties of L1 discrete scheme. In Section 3, by using the second order central difference scheme and L1 scheme, the discrete system of the fractional-order reaction-diffusion SIR epidemic model is derived, and then the positivity, boundedness and global stability of two equilibrium points are established. Numerical simulations are presented to illustrate theoretical results in Section 4. Finally, a brief discussion is given in Section 5.

2. Preliminaries

This section begins with some definitions and results.

**Definition 2.1.** [42] A Gamma function of $\alpha$ ($\Re(\alpha) > 0$) is defined by:

$$\Gamma(\alpha) = \int_{0}^{\infty} x^{\alpha-1} e^{-x} dx.$$  

**Definition 2.2.** [42] Riemann-Liouville (R-L) fractional-order integral of order $\alpha$ ($n-1 < \alpha < n$) for a function $f(t) \in \mathbb{R}$ is defined by

$$I_{0^+}^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f(s)}{(t-s)^{1-\alpha}} ds,$$

where $\Gamma(\cdot)$ is the Gamma function.

**Definition 2.3.** [42] Caputo fractional-order derivative of order $\alpha$ ($n-1 < \alpha < n$) for a function $f(t) \in C^n[0, +\infty]$ is defined by

$$C_{0^+}D_{t_1}^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} \frac{f^{(n)}(s)}{(t-s)^{\alpha-n+1}} ds,$$

where $\Gamma(\cdot)$ is the Gamma function and $f^{(n)}(s) = \frac{d^n f(s)}{ds^n}$. In particular, Caputo fractional-order derivative with order $0 < \alpha < 1$ is given by:

$$C_{0^+}D_{t_1}^\alpha f(t) = \frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{f'(s)}{(t-s)^{\alpha}} ds.$$

**Definition 2.4.** [43] The L1 discrete scheme of Caputo fractional derivatives for order $\alpha$ ($0 < \alpha < 1$) is defined
by:
\[
\mathcal{D}_0^\alpha f(t_n) = \frac{1}{\Gamma(1-\alpha)} \sum_{j=0}^{n-1} \frac{f^{(j)}(\eta)}{(t_n-\eta)^\alpha} d\eta
\]
\[
\approx \frac{(\Delta t)^{-\alpha}}{\Gamma(2-\alpha)} \sum_{j=0}^{n-1} b_j^{(1-\alpha)} [f(t_{n-j}) - f(t_{n-j-1})]
\]
\[
= \frac{(\Delta t)^{-\alpha}}{\Gamma(2-\alpha)} [f(t_n) - b_n^{(1-\alpha)} f(t_0) - \sum_{j=1}^{n-1} (b_j^{1-\alpha} - b_{j-1}^{1-\alpha}) f(t_j)]
\]
\[
\triangleq \delta_n^\alpha f(t_n),
\]
where \(b_j^{(1-\alpha)} = (j+1)^{1-\alpha} - j^{1-\alpha}\) and \(\Delta t = t_{j+1} - t_j\) for \(j = 1, 2, \ldots\).

**Remark 2.1.** If the fractional order \(\alpha = 1\), the coefficients \(b_0^{(1-\alpha)} = 1\) and \(b_j^{(1-\alpha)} = 0\) for \(j \geq 1\). Then for \(n \geq 1\), the following equation holds:
\[
\lim_{\alpha \to 1} \delta_n^\alpha f(t_n) = \frac{(\Delta t)^{-\alpha}}{\Gamma(1)} [f(t_n) - (b_0^{1-\alpha} - b_1^{1-\alpha}) f(t_{n-1})] = \frac{1}{\alpha} (f(t_n) - f(t_{n-1})).
\]
Then the above L1 discrete scheme is standard forward Euler difference scheme as follows:
\[
\Delta f(t_n) = \frac{f(t_n) - f(t_{n-1})}{\Delta t}.
\]

**Definition 2.5.** [44] (Asymptotic stability of discrete systems) Consider the following nonautonomous system:
\[
\delta_n^\alpha x_n = f(x_n).
\]
Let \(x_n = 0\) be an equilibrium point of the above system.

1. The equilibrium point \(x_n = 0\) is said to be stable if for all \(\varepsilon > 0\), there exists a \(\delta = \delta(t_0, \varepsilon) > 0\) such that if
\[
||x_0|| < \delta, \text{ then } ||x_n|| < \varepsilon,
\]
for \(n \geq 0\).

2. The equilibrium point \(x_n = 0\) is asymptotically if there exists a \(\delta = \delta(t_0) > 0, ||x_0|| < \delta\) implies \(\lim_{n \to \infty} x_n = 0\).

**Remark 2.2** It can be found from Definition 2.6 that the asymptotic stability of equilibrium point for discrete system is consistent with that of continuous systems [45].

**Definition 2.6.** [46] Let \(\varphi : R^+ \to R^+\) be a continuous function. \(\varphi(r)\) is said to belong to class-K if it is strictly increasing and \(\varphi(0) = 0\).

**Definition 2.7** [47] Let \(V(x) : U \to R^m (U \subset R^n)\) be continuously differentiable function and \(V(x^*) = 0\). If all \(x \in U\) satisfies \(V(x) > 0\) except \(x = x^*\), \(V(x)\) is said to be positive definite.

**Lemma 2.1.** [33] If \(0 < \alpha < 1, b_k^{(\alpha)} = (k+1)^\alpha - k^\alpha\) satisfies the following qualities:
1. \(b_k^{(\alpha)} > b_{k+1}^{(\alpha)}, k = 0, 1, 2, \cdots\);
2. \(b_0^{(\alpha)} = 1, b_k^{(\alpha)} > 0, k = 0, 1, 2, \cdots\);
3. there exists \(C_1 > 0\) and \(C_2 > 0\) such that \(C_1 k^{1-\alpha} \leq (b_k^{(\alpha)})^{-1} \leq C_2 k^{1-\alpha}\).

In the fractional calculus, Cruz et al. proposed a useful inequality for Lyapunov function [48]. We extend this result to the following discrete case.

**Lemma 2.2.** Consider the positive sequence \(x_n\), then for all \(n \geq 1\), the following inequality holds:
\[
\delta_n^\alpha (x_n - 1 - \ln x_n) \leq (1 - \frac{1}{x_n}) \delta_n^\alpha x_n.
\]
Proof: Let define the difference scheme \( \Delta j(lnx_{n-j}) = lnx_{n-j} - lnx_{n-j-1} \) and \( \Delta j(x_{n-j}) = x_{n-j} - x_{n-j-1} \) for \( j = 1, 2, \ldots, n \). According to \( \Delta j(lnx_n) = 0 \) and \( \Delta j(1) = 0 \), the following equation holds:

\[
\delta_n^\alpha (lnx_n) - \frac{1}{x_n} \delta_n^\alpha x_n = \frac{(\Delta t)^{-\alpha}}{\Gamma(2 - \alpha)} \sum_{j=0}^{n-1} b_j(1-\alpha) [\Delta j(lnx_{n-j}) - \frac{1}{x_n} \Delta j(x_{n-j})]
\]

\[
= \frac{(\Delta t)^{-\alpha}}{\Gamma(2 - \alpha)} \sum_{j=0}^{n-1} b_j(1-\alpha) \Delta j(lnx_{n-j} - lnx_n - \frac{1}{x_n} x_{n-j} + 1)
\]

\[
= \frac{(\Delta t)^{-\alpha}}{\Gamma(2 - \alpha)} [b_0(1-\alpha)(lnx_n - lnx_n - 1 + 1) - b_{n-1}(1-\alpha)(lnx_0 - lnx_n - \frac{x_0}{x_n} + 1)
\]

\[
- \sum_{j=0}^{n-1} (b_{j+1}(1-\alpha) - b_j(1-\alpha))(lnx_{n-j} - lnx_n + \frac{x_{n-j}}{x_n} + 1)]
\]

\[
= \frac{(\Delta t)^{-\alpha}}{\Gamma(2 - \alpha)} [-b_{n-1}(1-\alpha)(lnx_0 + 1 - \frac{x_0}{x_n}) - \sum_{j=0}^{n-1} (b_{j+1}(1-\alpha) - b_j(1-\alpha))(lnx_{n-j} + 1 - \frac{x_{n-j}}{x_n})].
\]

Obviously, \( ln\frac{x_n}{x_j} + 1 - \frac{x_j}{x_n} \leq 0 \) for all \( i, j = 1, 2, \ldots \), so Eq.(1) holds as follows:

\[
\delta_n^\alpha (lnx_n) - \frac{1}{x_n} \delta_n^\alpha x_n \geq 0.
\]

Then it can be yields the following conclusion:

\[
\delta_n^\alpha (x_n - 1 - lnx_n) - (1 - \frac{1}{x_n}) \delta_n^\alpha x_n = - \delta_n^\alpha lnx_n + \frac{1}{x_n} \delta_n^\alpha x_n \leq 0,
\]

that is,

\[
\delta_n^\alpha (x_n - 1 - lnx_n) \leq (1 - \frac{1}{x_n}) \delta_n^\alpha x_n.
\]

The proof of Lemma 2.2 is completed. □

Lemma 2.3. \([47]\) Let \( V(x): U \to R^n (U \subset R^n) \) be continuously differentiable function. Then \( V(x) \) be a positive definite function if and only if there exist class-K functions \( \phi_1(x) \) and \( \phi_2(x) \) that satisfy the following equation:

\[
\phi_1(x) \leq V(x) \leq \phi_2(x).
\]

Lyapunov's direct method is an effective tool to analyze the stability of nonlinear systems without solving its state equations. In the following, we present the following theorem of a discrete fractional Lyapunov direct method with L1 scheme.

**Theorem 2.1 (Discrete fractional Lyapunov method)** Consider the following autonomous systems:

\[
\delta_n^\alpha x_n = l(x_n),
\]

where \( \alpha \in (0, 1) \), \( \delta_n^\alpha \) is the discrete scheme of Caputo fractional derivatives, and \( l(x_n): R \to R \) be a function such that there exists a unique solution of system (1) and \( l(0) = 0 \). If there exists a positive define function \( V(x_n) \) satisfying the following autonomous inequality:

\[
\delta_n^\alpha V(x_n) \leq -W(x_n),
\]

where \( W(x_n) \) is a positive define function and \( W(x_n) = 0 \) if and only if \( x_n = 0 \). Then \( x_n = 0 \) is globally asymptotically stable.
Proof. It is obvious from \( \delta_n^\alpha V(x_n) \leq 0 \) that one has \( V(x_n) \leq V(x_0) \), which implies \( x_n = 0 \) is stable. According to the positive definite functions \( W(x_n) \) and \( V(x_n) \) and Lemma 2.3, there exists class-K functions \( \phi_1(x_n) \), \( \phi_2(x_n) \), \( \delta_n^\alpha \) and \( \phi_2(x_n) \) satisfied

\[
\phi_1(x_n) \leq W(x_n) \leq \phi_2(x_n),
\]

and

\[
\phi_1(x_n) \leq V(x_n) \leq \phi_2(x_n),
\]

then it is obvious that

\[
\delta_n^\alpha V(x_n) \leq -W(V(x_n)),
\]

where \( \tilde{W}(V(x_n)) = \phi_1(\phi_2^{-1}(V(x_n))) \) is a monotonically increasing function. The construction auxiliary function satisfies \( \delta_n^\alpha V(x_n) = -\tilde{W}(V(x_n)) \), which implies \( V(x_n) \leq \tilde{V}(x_n) \) \((n = 1, 2, \ldots)\). Therefore it is easy to see from [49] that \( \tilde{V}(x_n) \) is a monotonically decreasing function. So one has that there exists a positive constant \( M \) satisfying \( \lim_{n \to \infty} \tilde{V}(x_n) = M \), which implies \( \lim_{n \to \infty} \delta_n^\alpha V(x_n) = 0 \). Thus it can be deduced that \( \lim_{n \to \infty} \tilde{W}(V(x_n)) = 0 \). Furthermore, based on the the monotonicity of \( \tilde{W}(V(x_n)) \), it is straightforward to show \( \lim_{n \to \infty} x_n = 0 \). Then \( x_n = 0 \) is globally asymptotically stable.

Remark 2.3. (Discrete Lyapunov method) According to Remarks 2.1 and 2.2, when \( \alpha = 1 \), one has \( \delta_n^\alpha x_n = \frac{x_n - x_{n-1}}{\delta_n} \). So it is easy to see that Theorem 2.1 is valid for \( \alpha = 1 \), that is:

Consider the following autonomous systems:

\[
x_n = x_{n-1} + \tau l(x_n),
\]

and \( l(0) = 0 \). If there exists a positive definite function \( V(x_n) \) satisfying the following autonomous inequality:

\[
\Delta V(x_n) \leq -W(x_n),
\]

where \( W(x_n) \) is a positive definite function and \( W(x_n) = 0 \) if and only if \( x_n = 0 \). Then \( x_n = 0 \) is globally asymptotically stable.

3. System Description

Over the past few decades, an intensive effort has been put into developing theoretical models for anomalous diffusion that cannot be modeled as standard Brownian motion [50, 51]. Henry et al. indicated that the signature of the above anomalous diffusion is that the mean square displacement of the diffusing species \( \langle (\Delta x)^2 \rangle \) scales as a nonlinear power law in time. i.e. \( \langle (\Delta x)^2 \rangle \sim t^\alpha \). Meanwhile, faster than linear scaling \((\alpha > 1)\) is referred to as superdiffusion and slower than linear scaling \((0 < \alpha < 1)\) is referred to as subdiffusion [52]. Furthermore, Meerschaert et al. proposed that a power law waiting time distribution leads to fractional-order derivative with the same order [53]. There has a number of paper considering fractional-order anomalous diffusion models of infectious diseases. Particular, Zhen et al. investigated a class of fractional-order SIR epidemic model with reaction-diffusion by the general incidence rate in [24] as follows:

\[
\begin{align*}
\frac{dS}{dt} &= d_1 \Delta S + \lambda - \gamma S - \beta S f(I) \\
\frac{dI}{dt} &= d_2 \Delta I + \beta S f(I) - (\mu + r) I \\
\frac{dR}{dt} &= d_3 \Delta R + r I - \delta R
\end{align*}
\]
where \( S, I \) and \( R \) represent the number of susceptible, infected and recovered individuals respectively; \( \frac{C}{0} D^\alpha_t \) implies Caputo fractional-order operator \( 0 < \alpha < 1 \); \( \Delta = \frac{\partial^2}{\partial x^2} \) (\( x \in \Omega \subset \mathbb{R}^2 \)) denotes the Laplace operator; \( \gamma \) and \( \delta \) imply the nature death rates of \( S \) and \( R \), respectively; \( \mu \) denotes the recruitment rate of the total population; \( r \) implies the recovery rate of the infected individuals; \( d_i \) \((k = 1, 2, 3)\) denotes the diffusion rate of \( S, I \) and \( R \), respectively; \( \beta \) is the infection rate of \( S \) infected by \( I \). Besides, in the process of infectious disease transmission, susceptible individuals contact infected individuals and become infected with a certain probability. There are lot of evidences that the incidence rate is an important tool to describe this process \([54, 55]\). But in reality, detailed information about infectious diseases is often difficult to obtain, as such information can change with the surrounding environment and gradually decrease with an individual’s perception. Therefore, the general incidence rate \( f(I) \) will be considered. Meanwhile, the generalized incidence rate \( f(I) \) satisfies the following assumptions in this paper:

- **(A1)**: \( f(0) = 0 \) and \( f(I) > 0 \) for \( I > 0 \);
- **(A2)**: \( f'(I) > 0 \) and \( (\frac{f}{I})' \leq 0 \) for \( I \geq 0 \);
- **(A3)**: \( f(I) \leq I f'(0) \).

Biologically, assumptions \((A1) \) – \((A3)\) mean that the disease transmission rates are monotonically increasing, but subject to saturation effects, such as \( f(I) = I \) and \( f(I) = \frac{1}{1+I} \), where the saturation effect \( w > 0 \) \([12]\). In this paper, suppose there is no external input in system (2), that is no population movement on the boundary \( \partial \Omega \), which implies the Neumann boundary is considered:

\[
\frac{\partial S}{\partial \nu} = \frac{\partial I}{\partial \nu} = \frac{\partial R}{\partial \nu} = 0, \quad x \in \partial \Omega, \quad t \geq 0,
\]

and the initial condition is as follows:

\[
(S(0,x), I(0,x), R(0,x)) = (\phi_1(x), \phi_2(x), \phi_3(x)), \quad x \in \Omega.
\]

For sake of convenience, we denote system (2)-(4) by system (2) throughout this paper.

Furthermore, the following lemma is proposed without proof:

**Lemma 3.1.** \([24]\) There exists a unique nonnegative solution \((S(x,t), I(x,t), R(x,t))\) of system (2), which is also ultimately bounded for any given initial function \( \phi(x) = (\phi_1(x), \phi_2(x), \phi_3(x)) \neq (0,0,0) \).

**Lemma 3.2.** \([24]\) Under the reproduction number \( R_0 = (\frac{\beta_3 S^* f'(0)}{\mu + r}) \leq 1 \) and assumptions \((A1) \) – \((A3)\) holding, there exists the unique disease-free equilibrium point \( E_0 = (\frac{\lambda}{\gamma}, 0, 0) \) of system (2), which is globally asymptotically stable.

**Lemma 3.3.** \([24]\) Under \( R_0 > 1 \) and assumptions \((A1) \) – \((A3)\) holding, system (2) is uniform persistence, that is for any initial value \( \phi(x) = (\phi_1(x), \phi_2(x), \phi_3(x)) \neq (0,0,0) \), the solution \((S(t,\phi), I(t,\phi), R(t,\phi))\) satisfies

\[
\liminf_{t \to \infty} S(t,\phi) \geq w, \quad \liminf_{t \to \infty} I(t,\phi) \geq w, \quad \liminf_{t \to \infty} R(t,\phi) \geq w
\]

where \( w \) is a positive constant. Furthermore, system (2) has at least one endemic equilibrium \( E^* = (S^*, I^*, R^*) \) satisfying

\[
\begin{cases}
  \lambda - \gamma S^* - \beta S^* f(I^*) = 0 \\
  \beta S^* f(I) - (\mu + r)I^* = 0 \\
  rI^* - \delta R^* = 0,
\end{cases}
\]

which is globally asymptotically stable.

In the following section, we dedicate ourselves to the study of the discrete counterpart of the continuous system (2).
3.1. Preliminary results

Consider system (2) in the spatial domain \( \Omega = [a, b] \times [a, b] \). To discretize system (2), we let \( \Delta t = (b - a) / M \) be the space stepsize generating \( M \) equal subintervals over the domain and \( \Delta t \) be the time stepsize. Then at each mesh point \((x_n, t_k)\) with \( x_n = a + n \Delta t \) and \( t_k = k \Delta t \), we denote approximations of \( S(x_n, t_k), I(x_n, t_k) \) and \( R(x_n, t_k) \) by \( S_n^k, I_n^k \) and \( R_n^k \), respectively. By applying L1 nonstandard finite difference scheme and second order center difference scheme, the discretization of system (2) is given by:

\[
\begin{align*}
\frac{(\Delta t)^{-\alpha}}{\Gamma(2 - \alpha)}[S_n^{k+1} - b_k^{(1-\alpha)}S_n^0 - \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)})S_{n}^{k+1-j}] &= d_1 \left( \frac{(S_{n-1}^{k+1} - 2S_n^{k+1} + S_{n+1}^{k+1})}{(\Delta t)^2} \right) + \lambda - \beta S_n^{k+1} f(I_n^k) - \gamma S_n^{k+1}, \\
\frac{(\Delta t)^{-\alpha}}{\Gamma(2 - \alpha)}[I_n^{k+1} - b_n^{(1-\alpha)}I_n^0 - \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)})I_{n}^{k+1-j}] &= d_2 \left( \frac{(I_{n-1}^{k+1} - 2I_n^{k+1} + I_{n+1}^{k+1})}{(\Delta t)^2} \right) + \beta S_n^{k+1} f(I_n^k) - (\mu + r)I_n^{k+1}, \\
\frac{(\Delta t)^{-\alpha}}{\Gamma(2 - \alpha)}[R_n^{k+1} - b_n^{(1-\alpha)}R_n^0 - \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)})R_{n}^{k+1-j}] &= d_3 \left( \frac{(R_{n-1}^{k+1} - 2R_n^{k+1} + R_{n+1}^{k+1})}{(\Delta t)^2} \right) + rI_n^{k+1} - \delta R_n^{k+1}.
\end{align*}
\]

(5)

Rearrangement system (5) yields the following discrete system:

\[
\begin{align*}
S_n^{k+1} - r_1(S_{n-1}^{k+1} - 2S_n^{k+1} + S_{n+1}^{k+1}) &= b_k^{(1-\alpha)}S_n^0 + \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)})S_{n}^{k+1-j} + g(\lambda - \beta S_n^{k+1} f(I_n^k) - \gamma S_n^{k+1}), \\
I_n^{k+1} - r_2(I_{n-1}^{k+1} - 2I_n^{k+1} + I_{n+1}^{k+1}) &= b_k^{(1-\alpha)}I_n^0 + \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)})I_{n}^{k+1-j} + g(\beta S_n^{k+1} f(I_n^k) - (\mu + r)I_n^{k+1}), \\
R_n^{k+1} - r_3(R_{n-1}^{k+1} - 2R_n^{k+1} + R_{n+1}^{k+1}) &= b_k^{(1-\alpha)}R_n^0 + \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)})R_{n}^{k+1-j} + g(rI_n^{k+1} - \delta R_n^{k+1}),
\end{align*}
\]

where \( n \in \{0, 1, 2, \ldots, M\}, k \in N, r_i = \frac{d_i(\Gamma(2 - \alpha)(\Delta t)^{\alpha})}{(\Delta t)^2} (i = 1, 2, 3) \) and \( g = \Gamma(2 - \alpha)(\Delta t)^{\alpha} \), with the initial condition:

\[
S_n^0 = \phi_1(x_n) > 0, \quad I_n^0 = \phi_2(x_n) > 0, \quad R_n^0 = \phi_3(x_n) > 0.
\]

(7)

Without losing generality, system (6) will be studied next. Meanwhile, first order center difference scheme is applied to the Neumann boundary condition as follows:

\[
S_0^k = S_1^k, \quad I_0^k = I_1^k, \quad R_0^k = R_1^k.
\]

(8)

Similarly, we denote system (6)-(8) by system (6) throughout this paper.

**Remark 3.1.** Particularly, according to Remark 2.1, when \( \alpha = 1 \), system (6) can be further simplified as follows:

\[
\begin{align*}
\frac{S_n^{k+1} - S_n^k}{\Delta t} &= d_1 \left( \frac{(S_{n-1}^{k+1} - 2S_n^{k+1} + S_{n+1}^{k+1})}{(\Delta t)^2} \right) + \lambda - \beta S_n^{k+1} f(I_n^k) - \gamma S_n^{k+1}, \\
\frac{I_n^{k+1} - I_n^k}{\Delta t} &= d_2 \left( \frac{(I_{n-1}^{k+1} - 2I_n^{k+1} + I_{n+1}^{k+1})}{(\Delta t)^2} \right) + \beta S_n^{k+1} f(I_n^k) - (\mu + r)I_n^{k+1}, \\
\frac{R_n^{k+1} - R_n^k}{\Delta t} &= d_3 \left( \frac{(R_{n-1}^{k+1} - 2R_n^{k+1} + R_{n+1}^{k+1})}{(\Delta t)^2} \right) + rI_n^{k+1} - \delta R_n^{k+1},
\end{align*}
\]

(9)

which is consistent with the integer order discretization model in [41]. Therefore, the fractional-order continuous system discretized by L1 scheme and second order central difference scheme is consistent with the integer-order
continuous system discretized by forward difference scheme when the fractional-order $\alpha = 1$, which implies L1 scheme is $\alpha$-robust for the discretization model (6) when $\alpha \to 1^-$.

**Remark 3.2.** It is worth noting that system (6) considers a discrete time delay system, but unlike ordinary delay systems \([56]\), there is no delay at the initial value, and the time delay of system (6) starts from $t_1$, so there is no need to guarantee the delay of the initial conditions (7).

In the following, the non-negative bounded solution of system (6) will be investigated.

**Theorem 3.1.** For any $\Delta t > 0$ and $\Delta x > 0$, the solution of system (6) is non-negative and bounded for any $k \in \mathbb{N}$.

**Proof:** For system (6), it can be written in matrix form as follows:

$$
\begin{align*}
A^k S^{k+1} &= b_k^{(1-\alpha)} S^0 + \sum_{j=1}^{k} (b_{j-1}^{(1-\alpha)} - b_{j}^{(1-\alpha)}) S^{k+1-j} + g \lambda, \\
B^k p^{k+1} &= b_k^{(1-\alpha)} p^0 + \sum_{j=1}^{k} (b_{j-1}^{(1-\alpha)} - b_{j}^{(1-\alpha)}) p^{k+1-j} + g b S^{k+1} f(p^k), \\
C^k R^{k+1} &= b_k^{(1-\alpha)} R^0 + \sum_{j=1}^{k} (b_{j-1}^{(1-\alpha)} - b_{j}^{(1-\alpha)}) R^{k+1-j} + g r R^{k+1},
\end{align*}
$$

where $S^k = (S_0^k, S_1^k, \ldots, S_M^k)$, $p^k = (p_0^k, p_1^k, \ldots, p_M^k)$, $R^k = (R_0^k, R_1^k, \ldots, R_M^k)$ $(k = 0, 1, 2, \ldots, N)$

$$
A^k = \begin{pmatrix}
a_0^k & 0 & 0 & \cdots & 0 & 0 & 0 \\
a_1^k & a & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & a & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & a & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\end{pmatrix},
B^k = \begin{pmatrix}
b_0^k & b & 0 & \cdots & 0 & 0 & 0 \\
b & b_1^k & b & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & b & b_{M-1}^k & b \\
0 & 0 & 0 & \cdots & 0 & b & b_M^k \\
\end{pmatrix},
C^k = \begin{pmatrix}
c_0^k & c & 0 & \cdots & 0 & 0 & 0 \\
c & c_1^k & c & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & c & c_{M-1}^k & c \\
0 & 0 & 0 & \cdots & 0 & c & c_M^k \\
\end{pmatrix},
$$

and $a_0^k = 1 + r_1 + g \beta f(p_0^k) + g \gamma$, $a_1^k = 1 + 2 r_1 + g \beta f(p_1^k) + g \gamma$, $a_i^k = 1 + r_1 + g \beta f(p_i^k) + g \gamma$ $(i = 1, 2, \ldots, M - 1)$, $a_M^k = 1 + r_1 + g \beta f(p_M^k) + g \gamma$.

$A^k$ is a strictly diagonally matrix, which imply $(A^k)^{-1}$, $(B^k)^{-1}$ and $(C^k)^{-1}$ exists and are positive definite matrices. Thus, system (10) is equivalent to:

$$
\begin{align*}
S^{k+1} &= (A^k)^{-1} [b_k^{(1-\alpha)} S^0 + \sum_{j=1}^{k} (b_{j-1}^{(1-\alpha)} - b_{j}^{(1-\alpha)}) S^{k+1-j} + g \lambda], \\
p^{k+1} &= (B^k)^{-1} [b_k^{(1-\alpha)} p^0 + \sum_{j=1}^{k} (b_{j-1}^{(1-\alpha)} - b_{j}^{(1-\alpha)}) p^{k+1-j} + g b S^{k+1} f(p^k)], \\
R^{k+1} &= (C^k)^{-1} [b_k^{(1-\alpha)} R^0 + \sum_{j=1}^{k} (b_{j-1}^{(1-\alpha)} - b_{j}^{(1-\alpha)}) R^{k+1-j} + g r R^{k+1}].
\end{align*}
$$

implying that there exists a unique solution of system (6). Since all parameters in system (11) are positive with $b_{j-1}^{(1-\alpha)} - b_{j}^{(1-\alpha)} > 0$, it is easy to see that the solution remain non-negative for all $k \in \mathbb{N}$.

Next the boundedness of the solution will be investigated. Define a sequence $\{G^k\}$ as follows:

$$
G^k = \sum_{n=0}^{M} (S_n^k + p_n^k + R_n^k).
$$

It follows from system (6) that one has

$$
G^{k+1} \leq b_k^{(1-\alpha)} G^0 + \sum_{j=1}^{k} (b_{j-1}^{(1-\alpha)} - b_{j}^{(1-\alpha)}) G^{k+1-j} + g \lambda - g \tilde{\beta} G^{k+1}.
$$


where \( \bar{\mu} = \min\{\mu, \gamma, \delta\} \). Particular, when \( k = 0 \), it can be arrived at
\[
G^1 \leq \frac{G^0 + g\lambda}{1 + g\bar{\mu}}.
\]
Similarly, when \( k = 1 \), one has
\[
G^2 \leq \frac{G^0 + g\lambda + G^1}{1 + g\bar{\mu}} \leq \frac{G^0 + g\lambda}{1 + g\bar{\mu}} + \frac{G^0 + g\lambda}{(1 + g\bar{\mu})^2} \leq (G^0 + g\lambda)\sum_{j=1}^{\infty} \frac{j}{(1 + g\bar{\mu})^j}.
\]
and when \( k = 2 \), it is easy to see
\[
G^3 \leq \frac{G^0 + g\lambda + G^1 + G^2}{1 + g\bar{\mu}} \leq \frac{G^0 + g\lambda}{1 + g\bar{\mu}} + \frac{2(G^0 + g\lambda)}{(1 + g\bar{\mu})^2} + \frac{(G^0 + g\lambda)}{(1 + g\bar{\mu})^3} \leq (G^0 + g\lambda)\sum_{j=1}^{\infty} \frac{j}{(1 + g\bar{\mu})^j}.
\]
So it can be obtained by mathematical induction that when \( k = n \), one has
\[
G^{n+1} \leq (G^0 + g\lambda)\sum_{j=1}^{n+1} \frac{j}{(1 + g\bar{\mu})^j}.
\]
As we know \( \sum_{n=1}^{\infty} nx^n = \frac{x}{(1-x)^2} \) \((-1 < x < 1)\), so it can be yielded from the above equation that
\[
\lim_{n \to \infty} G^{n+1} \leq (G^0 + g\lambda)\sum_{j=1}^{\infty} \frac{j}{(1 + g\bar{\mu})^j} = \frac{(g\lambda + G^0)(1 + g\bar{\mu})}{(g\bar{\mu})^2}.
\]
So \( S_n^k, I_n^k \) and \( R_n^k \) are uniformly bounded eventually. \( \Box \)

3.2. Equilibrium points

This section is devoted to the investigation of the existence of the disease-free equilibrium point and the endemic equilibrium point.

**Theorem 3.2.** System (6) has a unique disease-free equilibrium point \( E_0 = (\frac{\lambda}{\beta}, 0, 0) \), which is consistent with the disease-free equilibrium point of the corresponding continuous system (2). And when the reproduction number \( R_0 = \frac{\lambda f'(0)}{\beta + r} > 1 \) and assumption (A1)-(A3) hold, system (6) exists a unique endemic equilibrium point \( E^* = (S^*, I^*, R^*) \) satisfying:
\[
\begin{cases}
\lambda - \beta S^* f(I^*) - \gamma S^* = 0, \\
\beta S^* f(I^*) - (\mu + r)I^* = 0, \\
rI^* - \delta R^* = 0,
\end{cases}
\]
which is also consistent with the corresponding continuous system (2).

**Proof:** A disease-free equilibrium point is a steady state solution of system (6) with all infected variables equal to zero, that is \( I_n^k = R_n^k = 0 \) \((n = 1, 2, ... M; k \in N)\). So the disease-free equilibrium point \( E_0 \) of system (6) is satisfied the followed equation:
\[
S_0 = b_k^{(1-a)} S_0 + \sum_{j=1}^{k} (b_j^{(1-a)} - b_j^{(1-a)}) S_0 + g\lambda - g\gamma S_0,
\]
\[
= b_k^{(1-a)} S_0 + (b_0^{(1-a)} - b_k^{(1-a)}) S_0 + g\lambda - g\gamma S_0,
\]
\[
R_0 = \frac{\lambda f'(0)}{\beta + r}.
\]
So $g \lambda - g \gamma S_0 = 0$, that is $S_0 = \frac{\lambda}{\gamma}$, which is consistent with the corresponding continuous system (2). Similarly, if exists, the endemic equilibrium point $E^*$ satisfies the following equation:

$$
\begin{align*}
\lambda - \beta S^* f(I^*) - \gamma S^* &= 0, \\
\beta S^* f(I^*) - (\mu + r)I^* &= 0, \\
rI^* - \delta R^* &= 0.
\end{align*}
$$

Let $g(I) = \beta \frac{\lambda - (\mu + r)I}{\gamma} f(I) - (\mu + r)I$, then $g(0) = 0$, $g'(\frac{\lambda}{\mu + r}) = -\lambda < 0$ and $g'(0) = \beta \frac{\lambda f'(0)}{\gamma} - (\mu + r) > 0$,

as the reproduction number $R_0 = \beta \frac{\lambda f'(0)}{\mu + r} > 1$, that is $g(I)$ decreases monotonically at $I = 0$, then due to the continuity of $g(I)$, there exists a constant $I^*$ in $(0, \frac{\lambda}{\mu + r})$ make $g(I^*) = 0$. Therefore, when the reproduction number $R_0 > 1$, there exists the endemic equilibrium point $E^* = (S^*, I^*, R^*)$ of system (6). The uniqueness of $E^*$ will be analyzed in the following. Using the fact that

$$
\begin{align*}
g'(I^*) &= \beta \frac{\lambda - (\mu + r)I^*}{\gamma} f'(I^*) - \beta \frac{\mu + r}{\gamma} f(I^*) - (\mu + r) \\
&= \beta S^* f'(I^*) - \beta S^* f(I^*) - \beta S^* \frac{f(I^*)}{I^*} \\
&= \beta S^* \left[ f'(I^*) - f(I^*) \right] - S^* f(I^*).
\end{align*}
$$

(12)

According to assumption (A3), we have $I f'(I^*) \leq f(I)$, which implies that $g'(I^*) < 0$. If there exists the second positive equilibrium $E^{**} = (S^{**}, I^{**}, R^{**})$, one has $g'(I^{**}) > 0$. But this is a contradiction with Eq.(12). Therefore, there exists a unique equilibrium point of system (6).

3.3. Global stability of equilibrium points

In this subsection, the global stability of two equilibrium points will be investigated. The following lemma will be considered first before the main results are given:

**Lemma 3.4.** Considering the sequence $u^k$ and $h^k$ satisfy $u^{k+1} = \sum_{i=1}^{k+1} w_{k+1-i} h^i$,

$$
u^0 = \frac{(w_1 b_1^{(1-\alpha)} + w_2 b_{k-1}^{(1-\alpha)} + \ldots + w_{k+1} b_0^{(1-\alpha)}) h^0}{b_k^{(1-\alpha)}},$$

and $w_k$ are positive constants. Then it can be given as follows:

$$\delta_n^\alpha u^{k+1} = \sum_{i=1}^{k+1} w_{k+1-i} \delta_n^\alpha h^i.$$  

**Proof:** Calculating L1 scheme of $u^{k+1}$ ($i = 1, 2, \ldots, k + 1$) satisfied:

$$
\delta_n^\alpha u^{k+1} = \frac{\tau^{-\alpha}}{\Gamma(2-\alpha)} [u^{k+1} - b_k^{(1-\alpha)} u^0 - \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)}) u^{k+1-j}].
$$

(13)
Substituting the function $u'(i = 0, 1, \ldots, k + 1)$ into Eq.(13) can be yielded:

\[
\delta_n^{\alpha} u^{k+1} = \frac{\tau^{-\alpha}}{(2 - \alpha)} \sum_{i=1}^{k+1} w_{k+2-i} u^i - \sum_{i=1}^{k+1} w_{k+2-i} b_{i-1}^{(1-\alpha)} u_0 - \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)}) \sum_{i=1}^{k+1-j} w_{k+2-i-j} u^i
\]

\[
= \frac{\tau^{-\alpha}}{(2 - \alpha)} \sum_{i=1}^{k+1} w_{k+2-i} u^i - \sum_{i=1}^{k+1} w_{k+2-i} b_{i-1}^{(1-\alpha)} u_0 - \sum_{j=1}^{k+1} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)}) \sum_{i=1}^{k+1-j} w_{k+2-i-j} u^i
\]

\[
= \frac{\tau^{-\alpha}}{(2 - \alpha)} \sum_{i=1}^{k+1} w_{k+2-i} u^i - \sum_{i=1}^{k+1} b_{i-1}^{(1-\alpha)} w_{k+2-i} u_0 - \sum_{j=1}^{k+1} \sum_{i=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)}) u^i
\]

\[
= \frac{\tau^{-\alpha}}{(2 - \alpha)} \sum_{i=1}^{k+1} w_{k+2-i} u^i - \sum_{i=1}^{k+1} b_{i-1}^{(1-\alpha)} w_{k+2-i} u_0 - \sum_{j=1}^{k+1} \sum_{i=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)}) u^i
\]

\[
\sum_{i=1}^{k+1} w_{k+2-i} \delta_n^{\alpha} u^i.
\]

Therefore, it is easy to see $\delta_n^{\alpha} u^{k+1} = \sum_{i=1}^{k+1} w_{k+2-i} \delta_n^{\alpha} u^i$. \qed

**Theorem 3.3.** Suppose that assumptions (A1)-(A3) hold. For any $\Delta \tau > 0$ and $\Delta \tau > 0$, if the reproduction number $R_0 = \beta_0^{\alpha}(\mu + r) \leq 1$, the disease-free equilibrium point $E_0$ of system (6) is globally asymptotically stable.

**Proof:** Define a discrete Lyapunov function as follows:

\[
W^{k+1} = \sum_{i=1}^{k+1} w_{k+2-i} V^i + \beta S_0 f'(0) \sum_{n=0}^{M} \delta_n^{\alpha} u_{n}^{k+1},
\]

where

\[
V^i = \sum_{n=0}^{M} (S_n - S_0) \frac{S_n}{S_0} \delta_n^{\alpha} u_{n}^{i} + \sum_{n=0}^{M} \delta_n^{\alpha} I_{n}^{i},
\]

for $i = 1, \ldots, k + 1$, $V^0 = \sum_{n=0}^{M} (S_n - S_0) \frac{S_n}{S_0} + \sum_{n=0}^{M} I_{n}^{0}$. Let $W^0 = \frac{(w_1 b_1^{(1-\alpha)} + w_2 b_2^{(1-\alpha)} + \cdots + w_k b_k^{(1-\alpha)}) V^0}{b_k^{(1-\alpha)}}$ and the parameter $w_j$ be positive constants to be determined later. Then $W^{k+1}$ is a positive definite function and $W^{k+1} = 0$ if and only if $S_n^i = S_0$ and $I_n^i = 0$ ($i = 1, 2, \ldots, k + 1$). Calculating L1 scheme of $V^i$ ($i = 1, 2, \ldots, k + 1$) satisfied:

\[
\delta_n^{\alpha} V^i \leq \sum_{n=0}^{M} \left(1 - \frac{S_n}{S_0}\right) \delta_n^{\alpha} S_n^i + \sum_{n=0}^{M} \delta_n^{\alpha} I_{n}^{i}
\]

\[
= \sum_{n=0}^{M} \left[\left(1 - \frac{S_n}{S_0}\right) (\lambda - \beta S_n f(I_n^{i-1}) - \gamma S_n) + (\beta S_n f(I_n^{i-1}) - (\mu + r) I_n^i)\right] + \Delta L_1^i + \Delta L_2^i
\]

\[
= \sum_{n=0}^{M} \left[-\frac{\gamma(S_n - S_0)^2}{S_n} - \beta S_n f(I_n^{i-1}) + \beta S_0 f(I_n^{i-1}) + (\beta S_n f(I_n^{i-1}) - (\mu + r) I_n^i)\right] + \Delta L_1^i + \Delta L_2^i
\]

\[
\leq \sum_{n=0}^{M} \left[-\frac{\gamma(S_n - S_0)^2}{S_n} + \beta S_0 f'(0) I_n^{i-1} - (\mu + r) I_n^i\right] + \Delta L_1^i + \Delta L_2^i
\]

\[
= \sum_{n=0}^{M} \left[-\frac{\gamma(S_n - S_0)^2}{S_n} + (\beta S_0 f'(0) - (\mu + r)) I_n^i + \beta S_0 f'(0) (I_n^{i-1} - I_n^i)\right] + \Delta L_1^i + \Delta L_2^i
\]

where

\[
\Delta L_1^i + \Delta L_2^i = \sum_{n=0}^{M} \frac{1}{(\Delta x)^2} \left[d_1 (1 - \frac{S_n}{S_0}) (S_n^{i+1} - 2S_n^i + S_n^{i-1}) + d_2 (I_n^{i+1} - 2I_n^i + I_n^{i-1})\right].
\]

(15)
Since it is important to note that Eq.(15) in this case, can be written as

\[
\Delta L_1^i + \Delta L_2^i = \sum_{n=0}^{M} \frac{1}{(\Delta x)^2} [d_1(S_{n+1}^i - 2S_n^i + S_{n-1}^i) - S_0d_1(S_1^i - 2S_0^i + S_{-1}^i) + d_2(I_{n+1}^i - 2I_n^i + I_{n-1}^i)] \\
\leq \frac{1}{(\Delta x)^2} [d_1(S_{M+1}^i - 2S_{M}^i + S_{-1}^i - S_0) - S_0d_1(S_0^i - 2S_{M+1}^i + S_{M-1}^i) + d_2(I_{M+1}^i - 2I_{M}^i + I_{M-1}^i - I_0^i)] \\
= 0.
\]

Therefore, substitute Eq.(16) into Eq.(14) is given by:

\[
\delta^\alpha V^i \leq \sum_{n=0}^{M} \left( \frac{\gamma(S_n^i - S_0)^2}{S_n^i} + (\beta S_0 f'(0) - (\mu + \tau)I_n^i + \beta S_0 f'(0)(I_{n-1}^i - I_n^i)) \right). 
\]

for \(i = 1, 2, ..., k + 1\). Also taking \(\delta^\alpha L_n^k\) to obtain the following equation:

\[
\delta^\alpha L_n^k + 1 = \frac{\tau^\alpha}{\Gamma(2 - \alpha)} [f_n^{k+1} - b_k^{(1-\alpha)} \alpha_n - \sum_{j=1}^{k} (b_j^{(1-\alpha)} - b_j^{(1-\alpha)}) f_n^{k+1-j}]. 
\]

Let \(\Delta_n^i = \beta S_0 f'(0)(I_{i-1}^i - I_i^i)\) for \(i = 1, 2, ..., k + 1\). Then calculating the sum of \(\Delta_n^i\) multiplied by \(w_{k+2-i}\) and adding Eq. (18) can be yielded:

\[
\sum_{n=0}^{M} \left( \sum_{i=1}^{k+1} w_{k+2-i} \Delta_n^i + \beta S_0 f'(0) \delta^\alpha L_n^k + 1 \right) \\
= \sum_{n=0}^{M} \left( \sum_{i=1}^{k+1} w_{k+2-i} \beta S_0 f'(0)(I_{i-1}^i - I_i^i) + \beta S_0 f'(0) \sum_{n=0}^{M} \delta^\alpha L_n^k + 1 \right) \\
= \beta S_0 f'(0) \left( \sum_{n=0}^{M} \left( \left( -w_1 + \frac{\tau^\alpha}{\Gamma(2 - \alpha)} f_n^{k+1} + (w_1 - w_2 - \frac{\tau^\alpha}{\Gamma(2 - \alpha)} (b_0^{(1-\alpha)} - b_0^{(1-\alpha)}) f_n^{k+1} \right) + (w_1 - w_2 - \frac{\tau^\alpha}{\Gamma(2 - \alpha)} (b_0^{(1-\alpha)} - b_0^{(1-\alpha)}) f_n^{k+1} \right) + ... \\
\right)
\]
Define $\tilde{V}^{k+1}$ satisfying the following equation:

$$
\tilde{V}^{k+1} = \frac{(\Delta t)^{-\alpha}}{\Gamma(2-\alpha)} \sum_{i=1}^{k+1} w_{k+2-i} \sum_{n=0}^{M} \frac{\gamma(S_n^i - S_0)^2}{S_n^i} - (\mu + r)(R_0 - 1)I_n^i \right].
$$

then $\tilde{V}^{k+1}$ is a positive define function if the reproduction number $R_0 \leq 1$ and $\tilde{V}^{k+1} = 0$ if and only if $S_n^{k+1} = S_0$ and $I_n^{k+1} = 0$. Then according to Theorem 2.1, one has

$$
\lim_{t \to \infty} S_n^i = S_0, \quad \lim_{t \to \infty} I_n^i = 0, \quad \lim_{t \to \infty} R_n^i = 0, \quad \text{for } n = 1, 2, \ldots, M.
$$

Then, if the reproduction number $R_0 = \beta \frac{\lambda f(0)}{\gamma + \eta} \leq 1$, the disease-free equilibrium point $E_0 = (S_0, 0, 0)$ of system (6) is globally asymptotically stable.

Next, we discuss the global stability of the endemic equilibrium $E^*$ when the reproduction number $R_0 > 1$.

**Theorem 3.4.** Supposed that assumptions (A1)-(A3) hold. For any $\Delta t > 0$ and $\Delta x > 0$, if the reproduction number $R_0 > 1$, the endemic equilibrium point $E^* = (S^*, I^*, R^*)$ of system (6) is globally asymptotically stable.

**Proof:** Define the discrete Lyapunov function as follows:

$$
W^{k+1} = \sum_{i=1}^{k+1} w_{k+2-i}(H_1^i + H_2^i) + \beta S^* f(I^*)H_3^{k+1},
$$

where

$$
H_1^i = \sum_{n=0}^{M} (S_n^i - S^* - S^* \ln S_n^i / S^*)
$$

$$
H_2^i = \sum_{n=0}^{M} (I_n^i - I^* - I^* \ln I_n^i / I^*)
$$

and

$$
H_3^{k+1} = \sum_{n=0}^{M} \left( \frac{k^{k+1}}{I^*} - 1 - \ln \frac{n^{k+1}}{I^*} \right) \triangleq \sum_{n=0}^{M} \Phi \left( \frac{n^{k+1}}{I^*} \right),
$$

where $\Phi(w) = w - 1 - \ln w$. In addition, let $W^0 = (w_1 b_1(1-\alpha) + \ldots + w_k b_k(1-\alpha))H_1^0 + H_2^0$, where $H_1^0 = \sum_{n=0}^{M} (S_n^0 - S^* - S^* \ln S_n^0 / S^*)$ and $H_2^0 = \sum_{n=0}^{M} (I_n^0 - I^* - I^* \ln I_n^0 / I^*)$. The parameter $w_1 > 0$ are positive constants to be determined later.

Obviously, $H_1^0 \geq 0$, $H_2^0 \geq 0$ ($i = 1, 2, \ldots, k + 1$) and $H_3^0 \geq 0$ with the equality holds if and only if $S_n^0 = S^*$ and $I_n^0 = I^*$ for all $n \in \{0, 1, 2, \ldots, M\}$ and $k \in N$, respectively. Calculating L1 scheme of $H_3^{k+1}$ can be yielded:

$$
\delta^\alpha H_3^{k+1} = \sum_{n=0}^{M} \frac{\tau^{\alpha}}{\Gamma(2-\alpha)} \left[ \Phi \left( \frac{k^{k+1}}{I^*} \right) - b_k(1-\alpha) \Phi \left( \frac{j}{I^*} \right) - \sum_{j=1}^{k} (b_j(1-\alpha) - b_j(1-\alpha) \Phi \left( \frac{k^{k-j}}{I^*} \right)) \right].
$$

Furthermore, it can be arrived at:

$$
\delta^\alpha H_1^0 \leq \sum_{n=0}^{M} (1 - S^*) \delta^\alpha S_n^i
$$

$$
\leq \sum_{n=0}^{M} (1 - S^*) \left[ \lambda - \beta S_n^i f(I_n^{i-1}) - \gamma S_n^i + \Delta H_1^i \right]
$$

$$
= \sum_{n=0}^{M} (1 - S^*) \left[ \beta S_n^* f(I^*) + \gamma S_n^* - \beta S_n^* f(I_n^{i-1}) - \gamma S_n^i + \Delta H_1^i \right]
$$

$$
= \sum_{n=0}^{M} \frac{\gamma(S_n^i - S^*)^2}{S_n^i} + \sum_{n=0}^{M} (1 - S^*) \left[ \beta S_n^* f(I^*) - \beta S_n^* f(I_n^{i-1}) \right] + \Delta H_1^i,
$$

(21)
and

$$\delta_n^H H_2^i \leq \sum_{n=0}^{M} (1 - \frac{I^s_n}{I_n^s}) \delta_n^H I_n^s$$

$$= \sum_{n=0}^{M} (1 - \frac{I^s_n}{I_n^s}) \beta S_n^i f(I_n^s) (I_n^{i-1}) - (\mu + r) I_n^s + \Delta H_2^i,$$

where

$$\Delta H_1^i = \sum_{n=0}^{M} \frac{1}{(\Delta x)^{2}} d_1 (1 - \frac{S_n^s}{S_n^s}) (S_{n+1}^s + 2S_n^s + S_{n-1}^s),$$

and

$$\Delta H_2^i = \sum_{n=0}^{M} \frac{1}{(\Delta x)^{2}} d_2 (1 - \frac{I^s_n}{I_n^s}) (I_{n+1}^s + 2I_n^s + I_{n-1}^s).$$

Similar to Theorem 3.3 and applying

$$\frac{S_{n+1}^s}{S_n^s} - 2 + \frac{S_n^s}{S_{n+1}^s} \geq 0, \quad \frac{I_{n+1}^s}{I_{n+1}^s} - 2 + \frac{I_n^s}{I_{n+1}^s} \geq 0,$$

it is straightforward to show that

$$\Delta H_1^i \leq 0, \quad \Delta H_2^i \leq 0,$$

for $i = 1, 2, ..., k + 1$. Therefore, define $H^i = H_1^i + H_2^i$ and it is obvious from Eq.(22) and Eq.(23) that

$$\delta_n^H H^i \leq \sum_{n=0}^{M} \frac{-\gamma (S_n^s - S_n^s)^2}{S_n^s} + \sum_{n=0}^{M} (1 - \frac{S_n^s}{S_n^s}) \beta S_n^i f(I_n^s) - \beta S_n^i f(I_n^{i-1})$$

$$\geq \sum_{n=0}^{M} (1 - \frac{I_n^s}{I_n^s}) \beta S_n^i f(I_n^{i-1}) - (\mu + r) I_n^s$$

$$= \sum_{n=0}^{M} \frac{-\gamma (S_n^s - S_n^s)^2}{S_n^s} + \sum_{n=0}^{M} \beta S_n^i f(I_n^*) [2 - \frac{S_n^s}{S_n^s} - \frac{I_n^s}{I_n^s} + \frac{f(I_n^{i-1})}{f(I_n^*)} - \frac{f(I_n^{i-1})}{f(I_n^*)} S_n^i I_n^s].$$

By some calculations, one has

$$2 - \frac{S_n^s}{S_n^s} - \frac{I_n^s}{I_n^s} + \frac{f(I_n^{i-1})}{f(I_n^*)} = \frac{f(I_n^{i-1})}{f(I_n^*)} S_n^i I_n^s$$

$$= \left(1 - \frac{S_n^s}{S_n^s} + \ln \frac{S_n^s}{S_n^s} \right) + \left(1 - \frac{f(I_n^{i-1})}{f(I_n^*)} S_n^i I_n^s \right)$$

$$+ (-\frac{I_n^s}{I_n^s}) + \ln \frac{I_n^s}{I_n^s} - \ln \frac{I_n^s}{I_n^s} + \left(1 - \frac{f(I_n^{i-1})}{f(I_n^*)} I_n^s f(I_n^{i-1}) \right) - 1 + \frac{I_n^{i-1} f(I_n^{i-1})}{f(I_n^*)} + \frac{f(I_n^{i-1})}{f(I_n^*)} - \frac{f(I_n^{i-1})}{f(I_n^*)} I_n^s$$

$$= -\Phi \left(\frac{S_n^s}{S_n^s} \right) - \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} S_n^i I_n^s \right) - \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} I_n^s f(I_n^{i-1}) \right) + \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} \right)$$

$$+ \left(\frac{f(I_n^{i-1})}{f(I_n^*)} \right) \left(\frac{f(I_n^{i-1})}{f(I_n^*)} - 1 \right).$$

Based on assumptions (A2) and (A3), Eq.(25) further simplify to give:

$$2 - \frac{S_n^s}{S_n^s} - \frac{I_n^s}{I_n^s} + \frac{f(I_n^{i-1})}{f(I_n^*)} = \Phi \left(\frac{S_n^s}{S_n^s} \right) - \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} S_n^i I_n^s \right) - \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} I_n^s f(I_n^{i-1}) \right) + \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} \right) - \Phi \left(\frac{I_n^s}{I_n^s} \right).$$

Then this can be substituted into Eq.(24), giving:

$$\delta_n^H H^i \leq \sum_{n=0}^{M} \frac{-\gamma (S_n^s - S_n^s)^2}{S_n^s} + \sum_{n=0}^{M} \beta S_n^i f(I_n^*) \left[ -\Phi \left(\frac{S_n^s}{S_n^s} \right) - \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} S_n^i I_n^s \right) - \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} I_n^s f(I_n^{i-1}) \right) + \Phi \left(\frac{f(I_n^{i-1})}{f(I_n^*)} \right) - \Phi \left(\frac{I_n^s}{I_n^s} \right) \right].$$
Thus, the endemic equilibrium point $E^*$ system. The stability of equilibrium point of a numerical system represents that of corresponding continuous scheme and second order central difference scheme can maintain the properties of the corresponding continuous system. In other words, $L_1$ nonstandard finite difference then it is obvious

$$\frac{\alpha}{\Gamma(2-\alpha)}b_j^{(1-\alpha)}$$

(i $\geq 1$), then the following equation holds:

$$\sum_{n=0}^{M} \left( \sum_{i=1}^{k+1} w_{k+2-i} \delta_n^a f(I^*) \delta_n^a \Phi \left( \frac{f_n^k}{I^*} \right) \right) = 0.$$  

(29)

Calculating the fractional-order difference of $W^{k+1}$ according to Lemma 3.4, satisfies

$$\delta_n^a W^{k+1} = \sum_{i=1}^{k+1} w_{k+2-i} \left( \delta_n^a H^i_1 + \delta_n^a H^i_2 \right) + \beta S^* f(I^*) \delta_n^a H^i_3.$$  

Then substitute Eqs.(24), (27) and (28) yields the following equation:

$$\delta_n^a W^{k+1} \leq \sum_{i=1}^{k+1} w_{k+2-i} \left( \sum_{n=0}^{M} \frac{-\gamma(S_n^i - S^i_n)}{S_n^i} + \sum_{n=0}^{M} \beta S^* f(I^*) \left[ -\Phi \left( \frac{S_n^i}{S^i_n} \right) - \Phi \left( \frac{f(I^*)}{I^*} \right) \right] \right).$$  

(29)

Let define the following function:

$$\mathcal{V}^{k+1} = \sum_{i=1}^{k+1} w_{k+2-i} \left( \sum_{n=0}^{M} \frac{-\gamma(S_n^i - S^i_n)^2}{S_n^i} + \sum_{n=0}^{M} \beta S^* f(I^*) \left[ -\Phi \left( \frac{S_n^i}{S^i_n} \right) - \Phi \left( \frac{f(I^*)}{I^*} \right) \right] \right),$$

then it is obvious $\delta_n^a W^{k+1} \leq -\mathcal{V}^{k+1}$ and $\mathcal{V}^{k+1}$ is a positive definite function and $\mathcal{V}^{k+1} = 0$ if and only if $S_n^{k+1} = S^*$ and $I_n^{k+1} = I^*$. Thus, according to Theorem 2.1, it can be found that the following conclusion holds:

$$\lim_{k \to \infty} S_n^k = S^*, \lim_{k \to \infty} I_n^k = I^*, \lim_{k \to \infty} R_n^k = R^*.$$  

Thus, the endemic equilibrium point $E^* = (S^*, I^*, R^*)$ is globally asymptotically stable.

**Remark 3.3.** It can be found that the results of Lemma 3.2, Lemma 3.3 and Theorem 3.3 and Theorem 3.4 are the same for the stability of two kinds of equilibrium points. In other words, $L_1$ nonstandard finite difference scheme and second order central difference scheme can maintain the properties of the corresponding continuous system (2). The stability of equilibrium point of a numerical system represents that of corresponding continuous system.

**Remark 3.4.** Reviewing Eq.(19) again, when $\alpha = 1$, one has $b_0^{(1-\alpha)} = 1$ and $b_j^{(1-\alpha)} = 0$ ($j \geq 1$), then the coefficient $w_k = 0$ ($k > 1$), $w_1 = \frac{1}{\alpha}$. In this case, the following equation still holds:

$$\sum_{n=0}^{M} \left( \sum_{i=1}^{k+1} w_{k+2-i} \delta_n^a f(I^*) \delta_n^a I^* \right) = 0.$$  

(28)
Thus we can see that the conclusion in Theorem 3.3 is true for \( \alpha = 1 \). In this case, the Lyapunov function is as follows:

\[
W^{k+1} = w_1 \sum_{n=0}^{M} (S_n^{k+1} - S_0 - S_0 n \frac{S_n^{k+1}}{S_0}) + \sum_{n=0}^{M} f_{n}^{k+1} + \beta S_0 f'(0) \sum_{n=0}^{M} I_n^{k+1} \\
= \sum_{n=0}^{M} \frac{1}{\Delta t} [S_n^{k+1} - S_0 - S_0 n \frac{S_n^{k+1}}{S_0} + (1 + \beta S_0 f'(0) \Delta t) I_n^{k+1}],
\]

which is consistent with [37]. Similarly, Eq.(28) is also true, then the conclusion is verified for Theorem 3.4. Meanwhile, \( \alpha = 1 \) implies system (6) is simplified to system (9). Therefore, Theorem 3.3 and Theorem 3.4 hold for \( \alpha = 1 \), which implies that L1 scheme is \( \alpha \)-robust in the investigation of Lyapunov functions of system (6), consistent with [37].

**Remark 3.5.** According to [41], when the reproduction number \( R_0 \leq 1 \), the disease-free equilibrium point \( E_0 \) of system (9) is globally asymptotically stable, whereas the endemic equilibrium point \( E^* \) of system (9) is globally asymptotically stable when \( R_0 > 1 \). This is consistent with system (6) for \( \alpha = 1 \) about Theorem 3.3 and Theorem 3.4, which means L1 scheme is \( \alpha \)-robust in the stability of the system as \( \alpha \to 1^- \).

**Remark 3.6.** In discussing of the disease-free equilibrium point, the Lyapunov function constructed in [41] is of the following form:

\[
L^{k+1} = \sum_{n=0}^{M} \frac{1}{\Delta t} [S_n^{k+1} - S_0 - S_0 n \frac{S_n^{k+1}}{S_0} + (1 + \beta S_0 f'(0) \Delta t) I_n^{k+1}],
\]

which doesn’t depend at all on the history information. However, the Lyapunov function constructed in this paper is strictly dependent on the information of before \( k + 1 \):

\[
W^{k+1} = \sum_{n=0}^{M} \frac{1}{\Delta t} [S_n^{k+1} - S_0 - S_0 n \frac{S_n^{k+1}}{S_0} + (1 + \beta S_0 f'(0) \Delta t) I_n^{k+1}],
\]

which is consistent with the property of discrete fractional-order operator, because L1 scheme of Caputo fractional-order operator is a memory operator. The same is true of the endemic equilibrium point.

4. Numerical Simulation

In this section, numerical simulations are given to illustrate the obtain results.

Consider the bilinear incidence rate \( Sf(I) = SI \) as an example and \( x \in \mathbb{R} \), then system (2) becomes

\[
\begin{align*}
\frac{C_\alpha}{\Gamma(1 + \alpha)} D^\alpha_t S(x,t) &= d_1 \frac{S_I}{S} + \lambda - \beta S(x,t)I(x,t) - \gamma S, \\
\frac{C_\alpha}{\Gamma(1 + \alpha)} D^\alpha_t I(x,t) &= d_2 \frac{S_I}{S} + \beta S(x,t)I(x,t) - (\mu + r) I, \\
\frac{C_\alpha}{\Gamma(1 + \alpha)} D^\alpha_t R(x,t) &= d_3 \frac{S_I}{S} + rI - \delta R,
\end{align*}
\]

(30)

Applying L1 nonstandard finite difference scheme and second order central difference scheme, the discretization of system (30) is given as follows:

\[
\begin{align*}
S_n^{k+1} - r_1(S_n^{k+1} - 2S_n^{k+1} + S_{n+1}^{k+1}) &= b_k(1 - \alpha) S_n^k + \sum_{j=1}^{k} (b_j^{(1 - \alpha)} - b_j^{(1 - \alpha)}) S_n^{k-j} + g(\lambda - \beta S_n^{k+1} I_n^k - \gamma S_{n+1}^{k+1}), \\
I_n^{k+1} - r_2(I_n^{k+1} - 2I_n^{k+1} + I_{n+1}^{k+1}) &= b_k(1 - \alpha) I_n^k + \sum_{j=1}^{k} (b_j^{(1 - \alpha)} - b_j^{(1 - \alpha)}) I_n^{k-j} + g(\beta S_n^{k+1} I_n^k - (\mu + r) I_{n+1}^{k+1}), \\
R_n^{k+1} - r_3(R_n^{k+1} - 2R_n^{k+1} + R_{n+1}^{k+1}) &= b_k(1 - \alpha) R_n^k + \sum_{j=1}^{k} (b_j^{(1 - \alpha)} - b_j^{(1 - \alpha)}) R_n^{k-j} + g(\mu I_n^{k+1} - \delta R_{n+1}^{k+1}),
\end{align*}
\]

(31)
where $n \in \{0, 1, 2, \ldots, M\}$, $k \in N$, $r_i = \frac{d_i \Gamma(2-\alpha)(\Delta t)^{\alpha}}{(\Delta x)^2}$ ($i = 1, 2, 3$) and $g = \Gamma(2-\alpha)(\Delta t)^{\alpha}$.

In that follows, the initial value condition is taken as

$$S_0^0 = 0.5, \quad I_0^0 = e^{-nh}, \quad R_0^0 = e^{-nh},$$

and the Neumann boundary condition is as follows:

$$S_{k-1}^k = S_0^k, \quad I_{k-1}^k = I_0^k, \quad R_{k-1}^k = R_0^k.$$

The basic reproduction number of system (30) is $R_0 = \frac{\beta \lambda}{\gamma (\mu + r)}$. System (31) possesses a disease-free equilibrium $E_0 = (\frac{\lambda}{\mu}, 0, 0)$. For $R_0 > 1$, system (31) also has an endemic equilibrium $E^* = \left( \frac{\mu + r}{\beta}, \frac{\lambda}{\beta} - \frac{\lambda r}{(\mu + r)\delta} - \frac{r}{\beta \delta} \right)$.

First let $\lambda = 0.2$, $\beta = 0.2144$, $\gamma = \delta = 0.2$, $\mu = 0.2$, $r = 0.25$, $\alpha = 0.8$, $d_1 = d_2 = d_3 = 1$, $\Delta t = 0.1$ and $\Delta x = 0.1$. In this case, the reproduction number $R_0 = 0.7238 < 1$ and the disease-free equilibrium point $E_0 = (1, 0, 0)$. By Lemma 3.2 and Theorem 3.3, $E_0$ is globally asymptotically stable. This yield that the infectious disease is cleared, the infection dies out and the patient will be completely cured. Fig. 1 confirms these observations.

Next, we choose $\beta = 0.6217$ and keep the other parameter values. The reproduction number $R_0 = 1.3816 > 1$ and the endemic equilibrium $E^* = (0.7238, 0.1227, 0.1534)$ by Lemma 3.3. It also follows from Theorem 3.4 that $E^*$ is globally asymptotically stable. This means that the disease persists and becomes chronic. Fig. 2 validates the above analysis.

5. Conclusion

In this paper, a discrete counterpart of time-fractional reaction-diffusion epidemic model with the generalized incidence rate is considered by second order central difference scheme and L1 nonstandard finite difference
scheme. It should be noted that the nonstandard difference scheme can not only keep the positive and boundedness of system (6), but also system (6) is a discrete system with time delay, and the time delay can not start from the initial value $t_0 = 0$. Furthermore, it can be found that the proposed system (6) can be simplified to the discrete system by forward difference scheme when the fractional-order $\alpha = 1$. Meanwhile, the global properties of the discrete system (6) are analyzed and the results obtained are consistent with those of the corresponding continuous system. This shows that the discrete system composed of L1 nonstandard finite difference scheme and second-order central difference scheme can keep the property of continuous system well, including the positivity, boundedness and global stability of two equilibrium points, in which Lyapunov functions with memorization are firstly investigated to study the stability of discrete systems (6). Finally, the numerical simulations demonstrate the efficiency and applicability of the proposed system.

Furthermore, Lyapunov function constructed in this paper is consistent with the integer-order system as $\alpha \to 1^-$, which also ensures the $\alpha$-robustness of L1 scheme under the investigation of Lyapunov function. Meanwhile, Theorems 3.3 and 3.4 also guarantee the stability of integer-order discrete systems in [41] when $\alpha \to 1^-$. Therefore, in general, L1 scheme can not only keep the property of continuous system, but also is $\alpha$-robust in the Lyapunov function and the stability of the system. However, the establishment of systems from the perspective of discretization and other discrete schemes of Caputo fractional operator are not considered in this paper, which will be investigation in future.
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