An Improved Wavelet Threshold Denoising Method for Health Monitoring Data: A Case Study of the Hong Kong-Zhuhai-Macao Bridge Immersed Tunnel
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Featured Application: This improved wavelet threshold denoising method can select the optimal wavelet basis, decomposition layer and threshold in an objective way, which has potential application for the data cleaning of structural health monitoring data of critical infrastructure.

Abstract: Tunnels generally operate underground or underwater in a complex environment. As a result, the health monitoring system is inevitably affected by various environmental factors, which introduces noise to the system. However, the noise contained in the monitoring sequence may disrupt structural damage identification and health state assessment as the real structural response may be overwhelmed by the noise. To properly eliminate the noise in an objective way, this study proposed an improved wavelet threshold denoising method. Firstly, it adopts a quantitative factor, namely the Sparse Index, to assist the selection of the best wavelet basis in numerous wavelet packages. Then, the decomposition layer and threshold are optimized by a comprehensive evaluation based on a variation coefficient method. At last, the application of the concrete strain health monitoring data of the Hong Kong-Zhuhai-Macao Bridge immersed tunnel verified the effectiveness of the proposed method. It is found that the combination of sym12 and five decomposition layers can obtain the best denoising results within the selected wavelet families and decomposition levels. Moreover, the proposed method achieves good denoising results under different fluctuation levels. Thus, the proposed method is reliable, can solve the problem of optimal parameter selection such as decomposition level and wavelet basis in wavelet denoising, and can be applied in the structural health monitoring of critical infrastructures.
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1. Introduction

The structural performance of immersed tunnels built on soft soil will degrade with time due to the uneven settlement of foundations and the repeated action of external loads (such as vehicle flow, tidal force, and sedimentation loads). These potential problems may affect the operation and normal use of the tunnel, and even cause safety incidents such as structural damage [1–4]. Establishing a health monitoring system for immersed tunnels is an effective way to solve this problem; thus, the dynamic changes of the tunnel structure can be monitored to assist the operation and management of the tunnel [5–8]. This is of great significance for improving the reliability of the structure, ensuring its operational safety, reducing maintenance costs, preventing disasters, and improving operating service levels.
Some immersed tunnels have been built with health monitoring systems, such as the Yongjiang Immersed Tunnel [9], the Zhoutouzui Immersed Tunnel [10], and the Nanchang Honggu Tunnel [11] in China. Additionally, the structural health monitoring systems, condition evaluation methods and data analysis methods have been presented in detail for the Nanchang Honggu Tunnel [12] and the Hong Kong-Zhuhai-Macao Bridge [13]. The establishment of a health monitoring system provides strong support for the infrastructure’s operation and maintenance. However, in the process of data collection, the health monitoring system will inevitably be affected by factors such as stochastic vibrations, weak connections between devices, aging lines, unstable wireless transmission signals, and channel failures of collection devices, etc., resulting in a decline in the quality of collected data [14]. Such noise in data is not caused by the structure itself or state changes, but by the real-time health monitoring system. The noise contained in the monitoring sequence will interfere with structural damage identification and health state assessment, as the real structural response may be overwhelmed by the noise. Therefore, it is necessary to look for suitable methods to eliminate the noise.

Experience has shown that these monitoring data inevitably contain a lot of noise [15]. For the problem of denoising health monitoring data, a lot of research points to the wavelet analysis method. These methods include the Bayesian discrete wavelet packet transform denoising approach [16], an adaptive wavelet packet denoising algorithm [17], an improved wavelet threshold denoising method [18], and discrete wavelet transform (DWT)-based denoising techniques [19]. These wavelet analysis-based methods each have their own characteristics and advantages, but they also have some limitations. For example, it is still an open issue about how to choose the best wavelet basis for the wavelet decomposition, since different wavelet bases have a great impact on the separation results [18]. On the other hand, there are various evaluation indicators of wavelet decomposition effects, such as the root mean square error (RMSE), the signal-to-noise ratio (SNR), the correlation coefficient (R), and smoothness (SMOT); thus, a comprehensive evaluation indicator needs to be developed.

To solve the problems mentioned above in the preprocessing of health monitoring data of immersed tunnels, this study proposed an improved wavelet threshold denoising method. Firstly, it adopts a quantitative factor, namely the sparse index, to assist in selecting the most suitable wavelet basis. Then, the optimal wavelet basis, decomposition layer, and threshold are evaluated by the variation coefficient method. Finally, the concrete strain health monitoring data of the Hong Kong-Zhuhai-Macao Bridge (HZMB) immersed tunnel is used to verify the effectiveness of the proposed method.

2. Improved Wavelet Threshold Denoising Method

2.1. Classical Wavelet Transform Methods

A wavelet is a small range of waves with a limited length and a zero average value. Compared with the traditional Fourier transform using the infinite trigonometric function basis, the wavelet transform takes advantage of the attenuated and limited wavelet basis. Specifically, the wavelet basis can obtain the sequence characteristics in the frequency domain and time domain simultaneously, which enables a localized signal analysis. Continuous wavelet transforms and discrete wavelet transforms are two frequently used methods.

In continuous wavelet transforms, the given signal is projected on a continuous family of frequency bands. The function is the sum of the products of the target signal with the scaled and shifted wavelet basis over the entire time period, as shown in Equation (1):

$$W_{g,s}(a,b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} s(x) g^*(\frac{x-b}{a}) dx$$  (1)

where $a$ defines the scale parameter and $b$ defines the shift parameter. The former reflects the frequency features of the signal, and the latter reflects the temporal features.

For a system containing big data, such as structural health monitoring system, discrete wavelet transform (DWT) is more suitable for practical analysis. DWT is obtained by
selecting a discrete subset of the scale and shifting parameters according to the power of 2. In the previous continuous wavelet transform formula, let \( a = 2^j, b = k2^j \), where \( j \) is the number of discrete subset layers. The function of the discrete wavelet transform is shown in Equations (2) and (3).

\[
W_{g,a}(j,k) = \int_{-\infty}^{\infty} s(x)g^*_j(x/k)dx
\]

(2)

\[
g^*_j(x) = \frac{1}{\sqrt{2^j}}g^* \left( \frac{x-j2^j}{2^j} \right)
\]

(3)

There are various methods to implement DWT. The Mallet algorithm is a classic method [20]. Through the repetitive decomposition process in the Mallet algorithm, the signal can be decomposed into several series of detail coefficients and one series of approximation coefficients. A schematic diagram of the Mallet algorithm is shown in Figure 1.

![Schematic diagram of the Mallet algorithm](image)

**Figure 1.** Schematic diagram of the Mallet algorithm.

### 2.2. Basic Wavelet Threshold Denoising Method

For many structural signals, the low-frequency component is more informative as it contains the underlying character of the structure while the high-frequency component shows the details of the signal and includes lots of noise. The wavelet threshold denoising decomposes the signal into different frequency scales and removes the noise from the high-frequency component at various decomposition levels.

As shown in Figure 2, the detailed process of wavelet threshold denoising is described as follows:

1. **Wavelet decomposition:** Select the appropriate wavelet basis function and the number of decomposition layers \( n \). Conduct wavelet decomposition for \( n \) times and obtain the detail coefficients \( cD_j \) and appropriate coefficients \( cA_j \);

2. **Threshold setting:** Select appropriate thresholds to process the decomposed detail coefficients (high-frequency signals) of each layer. The detail coefficients lower than the threshold are viewed as meaningless noise and set to zero, whereas the detail coefficients higher than the threshold value are retained;

3. **Wavelet reconstruction:** The denoising sequence is reconstructed by an inverse wavelet operation using the detail coefficients of each layer and the appropriate coefficients of the \( n \)th layer.
2.3. Commonly Used Wavelet Basis for Denoising

The disadvantage of a wavelet transform is that the wavelet basis is not unique. For the same signal, different wavelet bases will produce different results. When selecting the wavelet basis, the characteristics of the signal itself should be combined. The following characteristics of the wavelet basis should be considered:

1. Orthogonality: It can make the analysis simple and facilitate the accurate reconstruction of the signal.
2. Symmetry: The symmetrical wavelet basis makes the signal undistorted, and the running speed of the algorithm can also be improved.
3. Regularity: It determines the smoothness of the reconstructed signal, which affects the resolution in the frequency domain.
4. Vanishing moment: The higher the vanishing moment of the wavelet basis, the faster the attenuation at high frequencies. Therefore, the more concentrated the energy of the transformed signal, and the better the frequency domain locality can be maintained.

Thus, the wavelet bases considered in this method are: Daubechies wavelet families, Symlets wavelet families, Coiflets wavelet families, Biorthogonal wavelet families, and ReverseBior wavelet families. They can all apply in DWT and have high vanishing moments.

2.4. Method Improvement via Optimizing Wavelet Parameters

2.4.1. Optimal Wavelet Basis

Unlike the Fourier transform, which uses a linear combination of sine functions to fit the signal, there are different options for wavelet basis functions in wavelet transform, each of which makes different trade-offs in terms of compactness and smoothness of the wavelet. Since no wavelet basis achieves optimal effects in all cases, the selection of the wavelet basis function relies on the characteristics and the given tasks of the target signal.

This paper intends to use wavelet analysis to conduct signal denoising. Therefore, the optimal wavelet basis function is defined as the complete separation of the input signal into each frequency layer. The more zero wavelet coefficients are obtained after the wavelet transform, the lower the probability of aliasing in scale domain occurring, with the result that better separation results could be expected. In another words, the smaller the attenuation at high frequencies. Therefore, the more concentrated the energy of the transformed signal, and the better the frequency domain locality can be maintained.

Referring to Liu’s research results, the Sparse Index (SI) is introduced to evaluate the matching degree between the wavelet basis and the target signal [21]. The formula is shown in Equation (4):

$$SI = \sum_{j} \sum_{k} \frac{||W_{k,s}(j, k)||^2}{||W_{k,s}(j, k)||^2 + \epsilon}$$

where \( \epsilon \) is an infinitesimal constant and \( W_{k,s}(j, k) \) are the detail coefficients at scale \( j \) and spatial position \( k \).
If $W_{g_s}(j,k) \approx 0$, $SI = 0$; else if $W_{g_s}(j,k) \neq 0$, $SI = 1$. $SI$ indicates the number of non-zero detail coefficients. The smaller $SI$ is, the better the separation results achieved.

### 2.4.2. Threshold Selection Rules

As mentioned above, the second step of denoising is to set an appropriate threshold to filter the detail component obtained by the wavelet decomposition. The detail includes the informative signal with large coefficients and the worthless white noise signals with small coefficients. By setting the coefficients lower than the threshold to zero, the meaningless noise can be eliminated while the effective signal can be reserved.

Threshold setting method is mainly based on an unbiased risk estimation threshold, a minimax threshold, a fixed threshold and a heuristic threshold. The fixed threshold is helpful for improving the computing efficiency of denoising. Considering that the median value of health monitoring data does not change extensively, the fixed threshold [22] is appropriate. It is calculated as in Equation (5), where $N$ is the signal length.

$$T = \sqrt{2 \log(N)}$$

(5)

The threshold function reflects the tactics for dealing with the detail coefficients above and below the threshold. The hard threshold function is adopted here, considering its superiority in retaining the edge features of the signal without adding deviation. The function is shown in Equation (6):

$$s(\omega) = \begin{cases} \omega', & \vert \omega \vert \geq T \\ 0, & \vert \omega \vert < T \end{cases}$$

(6)

where $s(\omega)$ is the input signal, and $T$ is the threshold.

### 2.4.3. Optimal Decomposition Layers

The selection of optimal decomposition layers is the key to the denoising effect. If the number of layers is too low, the noise will remain in the data. If the number of layers is too high, part of the detail signal will be removed as noise. Generally, when the number of layers increases, the effect of wavelet denoising becomes first better and then worse.

There are three commonly used indexes for evaluating the denoising effect, including the root mean square error (RMSE), the signal-to-noise ratio (SNR) and smoothness (SMOT). The RMSE is the square root of the variance between the original signal and the denoised signal. The SNR is a traditional method to measure noise in signals. It refers to the ratio of the original signal energy to noise energy. The higher the SNR, the better the filtering effect. SMOT is the ratio of the variance root of the difference between the denoised signal to the original signal, reflecting the smoothness and continuity of the signal after denoising. The smaller the smoothness is, the better the denoising effect is.

The formulas of the three indexes and their changing trends according to the number of layers are shown in Table 1, where $x_i$ is the original signal, $\hat{x}_i$ is the denoised signal, and $N$ is the total amount of data.

| Index | Formula | Core Concern | Correlation with the Number of Layers | Correlation with Denoising Effect |
|-------|---------|--------------|--------------------------------------|----------------------------------|
| RMSE  | $\sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2}$ | high frequency detail | positively correlated | negatively correlated |
| SNR   | $10 \log_{10} \frac{\sum_{i=1}^{N} x_i^2}{\sum_{i=1}^{N} (x_i - \hat{x}_i)^2}$ | high frequency detail | negatively correlated | positively correlated |
| SMOT  | $\frac{\sqrt{\sum_{i=1}^{N} (x_i - \hat{x}_i)^2}}{\sqrt{\sum_{i=1}^{N} (\hat{x}_i - \bar{x})^2}}$ | low frequency approximation | negatively correlated | negatively correlated |
Since the single index is unstable and unreliable, to integrate the three indexes, a comprehensive evaluation based on the variation coefficient method is adopted [23]. The weights are derived from the coefficient of variation method with the following steps:

1. Calculate the index value of each layer
   As the number of wavelet decomposition layers in a practical application generally does not exceed nine layers, the indexes are calculated according to the formulas in Table 1 for 2–9 decomposition levels.

2. Normalization of all indexes
   Since the dimension of each index is different, it is necessary to carry out normalization before the integration. Assume $x_{ij}$ is the calculated index in step(1), where $i$ represents the number of wavelet layers, and $j$ represents the index.

   - RMSE and SMOT are negatively correlated with the denoising effect, so the normalized formula is shown in Equation (7).
     \[
     x_{0ij} = \frac{x_{ij} - \min(x_{ij})}{\max(x_{ij}) - \min(x_{ij})}
     \]  
   - SNR is negatively correlated with the denoising effect, so the normalized formula is presented in Equation (8).
     \[
     x_{0ij} = \frac{\max(x_{ij}) - x_{ij}}{\max(x_{ij}) - \min(x_{ij})}
     \]  
     \[i \in \{1, 2, ..., 9\}, \ j \in \{1, 2, 3\}\]

3. Calculate the weight of each index
   The greater the variance of the index value, the more it can reflect the difference between the evaluated units, and it should account for more weights in the comprehensive score. Based on this idea, the commonly used coefficient of variation method sets the weight of the index as the quotient of the standard deviation and mean of different levels, as shown in Equation (9).
     \[
     w_j = \frac{\text{std}(x_{0ij})}{\text{mean}(x_{0ij})}
     \]

   Then, the normalized weight of each index is obtained by Equation (10).
     \[
     w_{0j} = \frac{w_j}{\sum_{j=1}^{3} w_j}
     \]

4. Calculate the score
   Finally, the normalized index value is multiplied by the normalized weight. The three indexes are summed to obtain the comprehensive layer scores, as presented in Equation (11).
     \[
     v_i = \sum_{j=1}^{3} w_{0j} x_{0ij}
     \]

3. Health Monitoring Data of the HZMB Immersed Tunnel
3.1. Background of the HZMB Immersed Tunnel

The Hong Kong–Zhuhai–Macao Bridge (HZMB) spanning Lingdingyang Bay is a 55 km long mega-project, one of the largest in the world. It includes three components: the main project of bridge, island and tunnel in the sea; the ports of Hong Kong, Zhuhai and Macau; and the connecting line between the three cities. In the main project, the most
challenging task was the island and tunnel project, which has a 6.7 km long undersea tunnel. The immersed tunnel section has a length of 5.67 km and consists of 33 elements [24], as shown in Figure 3. Among all the elements, E28–E33 are located on the flat curve with a radius (R) of 5500 m, and the rest are located on the straight section [25]. The closure joint is between E29 and E30, and the water depth at the bottom of the closure joint is 27.9 m.

![Figure 3. Longitudinal layout of the HZMB immersed tunnel.](image)

The standard tunnel element is 180 m long, consisting of eight segments, each of which stretches 22.5 m. The immersed tunnel provides a dual three-lane carriageway with a width of $2 \times 14.55$ m and a vertical clearance of 8.4 m, as shown in Figure 4.

![Figure 4. Cross-sectional geometry of the HZMB immersed tunnel.](image)

As a complex sea-crossing project, the HZMB immersed tunnel has a transition section at the head of the artificial islands where different foundation solutions are adopted, additionally the thickness of the placed backfill is uneven [26]. Meanwhile, the deposition of sediments should also be taken into consideration during the operational life of the structure, which increases the overlying load on the tunnel structure. Load changes in the tunnel longitudinal direction will also result in larger internal forces in the tunnel. All these factors make threats to the operational safety of immersed tunnel structure a great challenge.

### 3.2. Monitoring Items

To ensure the structural safety of the immersed tunnel, a monitoring system is installed in the representative and key areas to monitor the overall or local stress conditions of the tunnel in real time or periodically. The health monitoring system of the HZMB immersed tunnel consists of a hardware system and a software system. Among them, the hardware system includes various monitoring devices and sensors embedded in and between the elements, signal transmission cables and signal modulation and demodulation equipment. The data from the monitoring items are divided into two categories: structural response data and environmental data. The structural response data includes: ground motion, stress and strain, joint deformation and uneven settlement of element. The environmental data includes: temperature and humidity, structural temperature, and traffic loads.
3.3. Description of Sensors and Health Monitoring Data

Not all monitoring items produce real-time health monitoring data, and some, such as uneven settlement, vehicle load, etc., are obtained through regular inspection methods. Five types of monitoring data, namely ground motion, joint deformation, concrete strain, temperature, and humidity data are adopted to discuss the proposed wavelet denoising method. The details of health monitoring contents, corresponding sensors, and installation locations are listed in Table 2. The sampling frequency of the five types of data is 50 Hz.

Table 2. Health monitoring contents and corresponding sensors.

| Monitoring item   | Data          | Sensors            | Installation Location |
|-------------------|---------------|--------------------|-----------------------|
| Structural responses | ground motion | 3D accelerometer   | ![3D accelerometer](image1.png) |
|                   | strain of element | FBG strain sensor | ![FBG strain sensor](image2.png) |
|                   | joint deformation | displacement meter | ![displacement meter](image3.png) |
| Environmental loads | temperature humidity | thermometer hygrometer | ![thermometer hygrometer](image4.png) |

(1) Ground motion

The upper part of the immersed tunnel is designed with a certain thickness of silt and fine sand covering layer, which may liquefy or move to expose the pipe joints or loosen the foundations under seismic excitation. Therefore, it is necessary to monitor the ground motion and its impact on the structure to determine the state of safety after an earthquake. Considering that the nearly 6-km tunnel is located on the seabed of different landforms, the selection of ground motion monitoring points combines factors such as soil quality, foundation scheme and weak connections. Therefore, a total of five key sections of the immersed tunnel are equipped with 3D accelerometer sensors, which can monitor the ground motion of the tunnel along the three directions of XYZ.

(2) Strain of elements

For immersed tunnels, the main body strain of the elements, the shear stress, tensile stress and compressive stress at the joints of the elements are all items that require monitoring. By embedding strain sensors in concrete, the strain and stress conditions of structural representatives or controlled components or parts during operation can be obtained at any time. In this project, ten sections were selected for monitoring, with a total of 57 strain sensors.

(3) Joint deformation

The monitored joint deformation between adjacent elements of the immersed tunnel is the relative displacement along the longitudinal direction of the tunnel. It is related to the dislocation and opening displacement of the rubber waterstop, which reflects the effect and safety reserve of the waterproofing system. Considering the existence of shear key,
the pipe joint mainly produces longitudinal dislocation. Therefore, it is only necessary to monitor the longitudinal displacement of the joint.

There are a total of 34 joint sections in the whole tunnel, and each section is equipped with a pull-rope displacement gauge along the four corners of the tunnel carriageway, and the entire tunnel has a total of 136 displacement meters.

(4) Temperature and humidity

The changes of the temperature and humidity in the tunnel are directly related to the stress level of the concrete structure and the working environment of the monitoring system. Through the monitoring of air temperature, the influence of the surface temperature of the concrete structure and the ambient temperature in the tunnel on the stress of the concrete structure and the environment where the monitoring equipment is located can be eliminated, so that the identification method based on the static test can more accurately reflect the structural reference state.

The installation positions of the thermometers and the strain gauges are very close, and the quantity is the same. A total of 57 thermometers are arranged on 10 sections. Among them, 5 sections were selected for the installation of 2 hygrometers, and there are a total of 10 hygrometers in the whole tunnel.

4. Illustrative Example of Proposed Method

4.1. Noise in Health Monitoring Data of the HZMB Immersed Tunnel

The noise level of data can be preliminarily judged and identified from the fluctuation of data in a short period of time. Assuming that the structural state of the tunnel does not change significantly within one hour, and that the measured physical quantities per hour obey a normal distribution, the $3\delta$ criterion can be used to judge the data noise. The mean value $\mu$ and standard deviation $\delta$ of the day’s data are calculated. According to the $3\delta$ criterion, points whose distance from the mean value exceeds three standard deviations are regarded as noise. Figure 5 shows part of the data of the tunnel vibration accelerometer, where the red points are abnormal points. It can be seen from Figure 5 that there is still a lot of noise in the health monitoring data of the immersed tunnel. If the noise is not eliminated, it will have an adverse impact on the structural analysis.

![Figure 5. Display of data noise level based on the $3\delta$ criterion (signal before noise removal).](image)

4.2. Determination of the Optimal Wavelet Basis

The main challenge in using wavelet transform is selecting the optimal wavelet basis, as different wavelet bases applied to the same signal may produce different results. Traditionally, the wavelet basis functions are usually subjectivity selected by multiple attempts and comparisons, an approach which lacks a quantitative evaluation index.

Based on the proposed method in Section 2.4, different wavelet families are applied to decompose the concrete strain data in different months at ten layers, and SI values are calculated and shown in Table 3. The results show that the order of SI value of the wavelet basis is stable among different months, indicating that the quality of the wavelet basis is...
determined by the characteristics of the signal. Specifically, for concrete strain data, the performance of dbN, symN and coifN wavelet families is obviously better than that of biorNr.Nd and rbioNr.Nd wavelet families.

Table 3. SI values of wavelet basis in different months.

| Wavelet Basis | June  | August | October | December | Average Ranking |
|---------------|-------|--------|---------|----------|-----------------|
| db4 *         | 8001.23 | 8602.58 | 9591.84 | 8503.50 | 15.25           |
| db5           | 7999.58 | 8589.13 | 9599.54 | 8495.31 | 14.25           |
| db6           | 8018.02 | 8613.19 | 9594.12 | 8466.70 | 16              |
| db7           | 8018.29 | 8612.75 | 9578.43 | 8458.29 | 13              |
| db8           | 7991.01 | 8588.05 | 9602.97 | 8471.25 | 11.5            |
| db9           | 7996.80 | 8603.29 | 9590.40 | 8467.05 | 12              |
| sym4 **       | 8005.19 | 8643.32 | 9589.52 | 8512.81 | 17.75           |
| sym5          | 8006.20 | 8604.73 | 9608.01 | 8477.20 | 16.75           |
| sym6          | 7985.82 | 8617.04 | 9567.02 | 8471.13 | 10.5            |
| sym7          | 7989.02 | 8582.14 | 9590.40 | 8496.14 | 10.5            |
| sym8          | 7984.43 | 8610.07 | 9569.49 | 8453.37 | 6.75            |
| sym9          | 7986.99 | 8597.47 | 9588.57 | 8442.58 | 6               |
| sym10         | 7985.72 | 8605.50 | 9567.13 | 8444.88 | 6.25            |
| sym11         | 7989.75 | 8573.70 | 9597.81 | 8460.48 | 8.25            |
| sym12         | 7984.51 | 8600.23 | 9573.49 | 8453.88 | 5.25            |
| sym13         | 7981.59 | 8584.90 | 9609.61 | 8436.08 | 6.25            |
| coif3 ***     | 7996.46 | 8611.83 | 9586.39 | 8471.45 | 13.25           |
| coif4         | 7985.78 | 8607.17 | 9592.58 | 8461.40 | 10.75           |
| coif5         | 7982.60 | 8597.93 | 9599.51 | 8464.90 | 8.25            |
| coif6         | 7985.44 | 8601.74 | 9605.49 | 8479.89 | 12.25           |
| coif7         | 7991.55 | 8601.05 | 9617.08 | 8486.84 | 15              |
| coif8         | 7993.86 | 8606.54 | 9627.60 | 8491.81 | 17.25           |
| bior1.1 **** | 8312.55 | 8962.69 | 9860.08 | 8920.30 | 24              |
| bior1.3       | 8550.51 | 9184.83 | 10100.92 | 9148.77 | 26.25           |
| bior2.2       | 8825.44 | 9446.93 | 10489.33 | 9285.45 | 29              |
| bior2.4       | 8587.86 | 9216.15 | 10269.83 | 9060.60 | 27              |
| bior3.1       | 14,081.81 | 14,898.99 | 16232.34 | 14702.62 | 33.75           |
| bior3.3       | 11,079.45 | 11,797.47 | 13029.48 | 11624.38 | 32              |
| rbio1.1 ***** | 8312.55 | 8962.69 | 9860.08 | 8920.30 | 24              |
| rbio1.3       | 8167.93 | 8777.54 | 9805.52 | 8679.98 | 23              |
| rbio2.2       | 8986.85 | 9700.68 | 10704.76 | 9607.84 | 30              |
| rbio2.4       | 8641.32 | 9304.25 | 10266.36 | 9186.08 | 27.75           |
| rbio3.1       | 13,956.77 | 14,854.77 | 15890.53 | 14853.39 | 33.25           |
| rbio3.3       | 11,034.62 | 11,733.42 | 12886.81 | 11584.53 | 31              |

Abbreviations: * dbN—Daubechies wavelet family, ** symN—Symlets wavelet family, *** coifN—Coiflets wavelet family, **** biorNr.Nd—Biorthogonal wavelet family, ***** rbioNr.Nd—ReverseBior wavelet family.

By summing the rankings of all wavelet bases in four months, sym12 is determined as the best wavelet basis and bior3.1 is the worst wavelet basis for concrete strain signals. Figure 6 shows their results when the decomposition layer is 10. The amplitude of the detail coefficient of each layer of the best wavelet basis is low. It can be seen from the approximate coefficient A10 that the decomposition layer is 10. The amplitude of the detail coefficient of each layer of the best wavelet basis is low. It can be seen from the approximate coefficient A10 that the better wavelet basis can better retain the characteristics of the original signal and separate the noise.

In Figure 6, it is also clearly shown that sym12 is better than bior3.1 at almost every decomposition level, so the results are that the reconstructed signal after denoising by sym12 is closer to the original signal. This shows that the proposed SI index is effective for selecting the optimal wavelet basis.
Figure 6. Decomposition results using best and worst wavelet basis: (a) Decomposition results using sym12; (b) Decomposition results using bior3.1.

4.3. Determination of the Optimal Wavelet Decomposition Layers

The comprehensive scores of wavelet denoising with different decomposition layers are listed in Table 4. The smaller the comprehensive score is, the better the denoising effect is. Table 4 indicates that for concrete strain data, the optimal number of decomposition layers
is five. In terms of subjective selection, it is appropriate to choose four to six decomposition layers.

Table 4. Comprehensive scores of wavelet denoising with different decomposition layers.

| Decomposition Layers | June     | August   | October  | December |
|----------------------|----------|----------|----------|----------|
| 1 layer              | 0.5835   | 0.653    | 0.6664   | 0.6664   |
| 2 layers             | 0.2909   | 0.3429   | 0.3544   | 0.3544   |
| 3 layers             | 0.184    | 0.1983   | 0.2386   | 0.2386   |
| 4 layers             | 0.152    | 0.1945   | 0.1999   | 0.1999   |
| 5 layers             | 0.1464   | 0.2032   | 0.2636   | 0.2636   |
| 6 layers             | 0.1505   | 0.231    | 0.2386   | 0.2386   |
| 7 layers             | 0.1795   | 0.2032   | 0.1999   | 0.1999   |
| 8 layers             | 0.2063   | 0.2032   | 0.2636   | 0.2636   |
| 9 layers             | 0.2626   | 0.3039   | 0.311    | 0.311    |
| 10 layers            | 0.4165   | 0.347    | 0.3336   | 0.3336   |

4.4. Denoising Results

Based on the optimal wavelet basis selection, threshold setting method and optimal decomposition layers selection mentioned above, wavelet denoising is carried out with the concrete strain data on 2 June 2020.

Figure 7a shows the time series before and after denoising. It can be seen that the wavelet denoising can effectively remove the redundant information brought into the system by the external environmental noise, which helps reveal the true characteristics of the data sequence. Figure 7b zooms in to show a time section where the sequence trend changes from stable to declining. The denoised sequence manages to capture this drastic trend change and follows the original sequence closely. Figure 7c shows a relatively stable time section, where it can be seen that the denoising process significantly improved the smoothness of the sequence, and the small fluctuation of the original sequence is retained in the denoised sequence. Therefore, the proposed method achieves good denoising results under different fluctuation levels.

Figure 7. Time series before and after denoising: (a) A global version; (b) A larger version at location 1; (c) A larger version at location 2.
5. Conclusions

In this study, an improved wavelet threshold denoising method was proposed based on selecting optimal wavelet bases and decomposition layers. According to the results, the following conclusions can be drawn:

1. The quantitative evaluation factor, the Sparse Index (SI), is effective for choosing the optimal wavelet basis for a given separation task, which is validated by the approximate coefficient of the original signal and reconstructed signal after denoising.

2. The variation coefficient method is suitable for comprehensive evaluation of the denoising results by integrating three indexes, namely the root mean square error (RMSE), signal-to-noise ratio (SNR) and smoothness (SMOT), which avoid the unstable and unreliable evaluation by a single index.

3. The concrete strain health monitoring data of the HZMB immersed tunnel has obvious noise phenomenon, which may cause problems if it is directly used to analyze the structural state. The application of the proposed wavelet threshold denoising method demonstrates good effect, which proves that the proposed method is reliable and can be applied in the denoising of health monitoring data of critical infrastructure.
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