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Abstract

We study a setting where a receiver must design a questionnaire to recover a sequence of symbols known to strategic sender, whose utility may not be incentive compatible. We allow the receiver the possibility of selecting the alternatives presented in the questionnaire, and thereby linking decisions across the components of the sequence. We show that, despite the strategic sender and the noise in the channel, the receiver can recover exponentially many sequences, but also that exponentially many sequences are unrecoverable even by the best strategy. We define the growth rate of the number of recovered sequences as the information extraction capacity. A generalization of the Shannon capacity, it characterizes the optimal amount of communication resources required. We derive bounds leading to an exact evaluation of the information extraction capacity in many cases. Our results form the building blocks of a novel, noncooperative regime of communication involving a strategic sender.
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1. Introduction

Consider the following situation that arose during the early days of the Covid-19 pandemic. Travellers arrived at airports with varied travel histories and health inspectors had to screen these travellers based on responses to standardized questionnaires. Travellers arriving from unsafe locations were hesitant to reveal their true travel histories due to inconvenience of quarantine protocols and stigma associated with the disease while those that arrived from safe locations wanted their true travel histories to be recorded. Some travellers had complex journeys where for some days they were at safe locations, while for other days they were at unsafe ones, and were perhaps inclined to selective misreporting. The health inspector’s challenge was to design a questionnaire that recovered as many true travel histories as possible.

The above situation can be posed as follows. A receiver (health inspector) wishes to recover information privately known to the sender (traveller) over a possibly imperfect communication medium. The private information of the sender, i.e., its type, is a sequence of $n$ symbols (locations) each drawn from a finite set $\mathcal{X}$. A questionnaire is characterized by a set of alternatives, each drawn from $\mathcal{X}^n := \prod_1^n \mathcal{X}$, and the sender is required to select one alternative as a function of its type, as its reported sequence.

*The results in this paper were presented in part at IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP) [1] held virtually in June 2021, at the IEEE International Conference on Signal Processing and Communications (SPCOM) [2] held virtually in July 2020 and at the IEEE Conference on Decision and Control held virtually in December 2020 [3].
On viewing the sequence reported by the sender, the receiver applies a ‘decoding’ function or an interpretation, mapping it to a decoded sequence. The sender is a non-cooperative agent and wishes to maximize a utility function $\mathcal{U}_n$ that depends on the true sequence and the sequence decoded by the receiver. This utility function dictates the sender’s response to the questionnaire, and maximizing the utility may not align with the interests of the receiver. We assume that the $n$-block utility function $\mathcal{U}_n$ takes the following form,

$$\mathcal{U}_n(\tilde{x}, x) = \frac{1}{n} \sum_{i=1}^{n} \mathcal{U}(\tilde{x}_i, x_i),$$

where $x = (x_1, \ldots, x_n) \in \mathcal{X}^n$ is the sender’s type and $\tilde{x} = (\tilde{x}_1, \ldots, \tilde{x}_n) \in \mathcal{X}^n$ is the sequence of symbols decoded by receiver, and $\mathcal{U} : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is the single-letter utility of the sender. Depending on $x$, for certain symbols, the sender may prefer that the receiver decodes the symbol incorrectly, whereas for other symbols it may want the receiver to know the truth. The receiver, on the other hand, is interested in maximizing the number of true sequences $x$ recovered correctly. We ask the following question – given the sender’s tendency to misreport its type and the possibly imperfect medium of communication, how must the receiver strategize to recover as much true information as possible? And what is the maximum amount of information that the receiver can extract from the sender? We call this the problem of information extraction from a strategic sender.

Notice that the receiver’s options are rather limited. The receiver must publish a questionnaire before the sender’s type is realized, and hence the questionnaire must be the same for all sender types. There is neither any scope for incentivizing truthful reporting by using transfers, nor do we assume incentive compatibility for the sender. How can the receiver then get any meaningful information from the sender? We allow the receiver the option to eliminate certain alternatives from the questionnaire. If there are $q$ possible symbols, an exhaustive (and naive) questionnaire would have all $q^n$ sequences as possible alternatives for the sender to choose from. Instead, we allow the receiver to select only of a subset of these sequences and publish only those sequences in the subset as available alternatives. This effectively constrains the signal space of communication between the sender and receiver and becomes a key tool for extracting non-trivial information from a strategic sender. Another tool with the receiver is the possibility of enforcing a linking of decisions across components of the sequence by suitably selecting the alternatives. The effect of this linking is that, not wanting to misreport one leg of the history forces the traveller to truthfully report other legs too; this again allows the receiver to extract nontrivial information. Indeed, we find that although (1) is additive, the optimal questionnaire for $n$-length histories is not a stacking of $n$ questionnaires of 1-length histories.

Our problem bears similarity to that of the implementation of a social choice function, as in Myerson’s mechanism design setting. Indeed, if modeled that way, the social choice function for our problem 1

---

1For example, recall the tale of a mischievous boy (sender) who observes a source that can be two possible states: wolf and no-wolf. The villagers (receiver) want to know if there is indeed a wolf. But the boy derives a utility $\mathcal{U}(x', x)$ when the true state is $x$ and the villagers decode it to be $x'$. In the classical tale, when there is no wolf, the boy wants the villagers to think there is a wolf, i.e., $\mathcal{U}(\text{wolf, no-wolf}) > \mathcal{U}(\text{no-wolf, no-wolf})$. But when there is a wolf, he wants them to infer that there is really a wolf, i.e., $\mathcal{U}(\text{wolf, wolf}) > \mathcal{U}(\text{no-wolf, wolf})$.  

2Our questionnaire requires the sender to select only one alternative.
would become the identity function and incentive compatibility would ask that

\[ U_n(x, x) > U_n(x', x) \quad \forall \ x, x' \in X^n, x \neq x'. \] (2)

In this case, the sender's goal would coincide with the receiver's goal of recovering the truth, thereby reducing the problem to classical, non-strategic communication. Indeed in that extreme, our results do reduce to those from communication theory. Thus one may view our contribution as that of a non-cooperative theory of communication, generalizing Shannon's communication theory to a setting more akin to Myerson's mechanism design.

1.1. An example

The following example illustrates some important aspects of the setting. Suppose \( n = 1 \) and let \( X = \{0, 1, 2, 3\} \) be the set of locations. Let the utility of the sender \( U : X \times X \rightarrow \mathbb{R} \) be given as

\[
U = \begin{pmatrix}
0 & 1 & 2 & 3 \\
0 & -1 & -2 & -2 \\
0.5 & 0 & -1 & -2 \\
-1 & 0 & 0 & -1 \\
-1 & -1 & 0.5 & 0
\end{pmatrix}
\]

Here \( U(i, j) \), the entry in the \( i^{th} \) row and \( j^{th} \) column, denotes the utility obtained by the sender when \( i \) is the location decoded by the receiver and \( j \) is the true location. From column 0, we can see that \( U(0, 0) < U(1, 0) \) and \( U(0, 0) > U(3, 0) = U(2, 0) \). Hence, the sender prefers that, when the true location is 0, the receiver decodes it to be 1, but not to 2, 3. Similar observations for column 1 shows that the sender equally prefers 1 and 2 when the true location is 1; column 2 shows that the sender prefers the location 3 when the true location is 2; the last column shows that the sender prefers 3 when the true location is 3.

Suppose the receiver chooses a naive questionnaire \( C = \{0, 1, 2, 3\} \) with all possible locations and announces to decode it with an identity function; i.e., the receiver’s decoded location is equal to the location reported by the sender. For a true location \( x \), suppose the sender chooses an alternative \( s(x) \) from \( C \), where \( s : X \rightarrow C \) is the response of the sender. A location \( x \) is recovered by the receiver if \( x = s(x) \), and the set of locations recovered is \( \{x \in C : s(x) = x\} \). The goal of the receiver is to design \( C \) to maximize the worst case (over all best responses of the sender) size of this set. It is easy to see that the sender has two best responses \( s_1, s_2 \), where

\[
s_1(i) = \begin{cases} 
1 & x = 0 \\
1 & x = 1 \\
3 & x = 2 \\
3 & x = 3
\end{cases}, \quad s_2(i) = \begin{cases} 
1 & x = 0 \\
2 & x = 1 \\
3 & x = 2 \\
3 & x = 3
\end{cases}.
\]

We have \( \{x \in C : s_1(x) = x\} = \{1, 3\} \) and \( \{x \in C : s_2(x) = x\} = \{3\} \). Thus, in the worst case, only one location is recovered by the receiver.

\[\text{[3]We use a strictly inequality in the definition in (2) because of the manner in which we break ties for the sender.}\]
However, the receiver can recover more than one location by cleverly choosing its questionnaire. The main difficulty encountered above is that when all locations are included as alternatives, it creates room for lying, whereby less truth is recovered. To counter this, suppose the receiver chooses a questionnaire \( \tilde{C} = \{0, 2\} \), and an identity decoding function on \( \tilde{C} \). The (unique) best response of the sender is now a strategy \( \tilde{s} \), where

\[
\tilde{s}(i) = \begin{cases} 
0 & x = 0 \\
2 & x = 1 \\
2 & x = 2 \\
2 & x = 3 
\end{cases}
\]

The set of recovered locations is \( \{x \in \tilde{C} : \tilde{s}(x) = x\} = \{0, 2\} \), thereby the receiver has recovered more truth. In \( \tilde{C} \), the sender has only 0, 2 as alternatives and 1, 3 are left out. Given these choices, the sender is forced to report 0 as 0, unlike earlier where it was reporting 0 as 1 when 1 was available as an alternative. Similarly, it is forced to report 2 as 2. We thus see that a more cunningly chosen questionnaire \( \tilde{C} \) improves on the naive questionnaire \( C \) by forcing the sender to be truthful for the locations \( \{0, 2\} \).

Such a questionnaire clearly leaves blind spots for the receiver – there is no hope of recovering locations 1, 3. But including 1 in \( \tilde{C} \) would jeopardize the recovery of 0, since the sender will report 0 as 1, and including 3 will preclude the recovery of 2, since the sender will report 2 as 3. It turns out that the receiver cannot recover more than two symbols in the worst case over the best responses of the sender. One may ask if the receiver can recover any more locations, in the worst case, by choosing a different decoding function. We show later that this is not possible, and it suffices to consider the identity decoding function. In other words, \( \tilde{C} \) is an optimal questionnaire.

1.1.1. Linking responses can increase recovered histories on average

Now let \( n = 2 \), i.e., the sender has 2-length travel histories. The questionnaire will thus be composed of sequences from \( \mathcal{X}^2 \). From the additive nature of the utility given in (1), it is easy to see (we also show this formally) that a questionnaire \( \tilde{C}^2 := \tilde{C} \times \tilde{C} = \{00, 02, 20, 22\} \) recovers all the travel histories in \( \tilde{C}^2 \). Thus, we have that \( |\tilde{C}^2|^{1/2} = 2 \) and the receiver recovers the same amount of information per unit length of the histories as in \( \tilde{C} \). However, can the receiver do better?

Suppose the receiver declares a questionnaire \( \hat{C} = \{00, 21, 02, 23, 30\} \). Let 00 be the true sequence and consider another sequence 21 from \( \hat{C} \). We have that

\[
\mathcal{U}(21, 00) = \frac{1}{2} (\mathcal{U}(2, 0) + \mathcal{U}(1, 0)) = \frac{1}{2} (-1 + 0.5) < 0,
\]

whereby the sender does not prefer to report 00 as 21. Although the sender prefers the location 1 over the true location 0, the sender has to trade-off this benefit with the loss derived by reporting the location 0 as 2. Since the penalty from the latter is more than the incentive derived by misreporting, the sender prefers to report 00 over the sequence 21. This can be repeated for all pairs of sequences in \( \hat{C} \) to show

\[\text{4Since the total number of travel histories for any } n \text{ are } \mathcal{X}^n; \text{ a natural way to compare the recovery of information from of questionnaires across different lengths of travel histories is to look at the } n\text{-th root of the size of the questionnaire.}\]
that whenever the sender’s true sequence is one from $\hat{C}$, it prefers to report it truthfully. Thus, the receiver can recover all the histories from $\hat{C}$. Notice that $|\hat{C}|^{1/2} = 5^{1/2} > 2$. In fact, this is the largest size of questionnaire for $n = 2$. In other words, larger value of $n$ opens up the possibility of creating linkages across legs of the journey whereby more information can be recovered than by mere stacking of the optimal questionnaires corresponding to 1-length histories.

From this short example, a few observations are immediately evident. It is clear that questionnaires should not be designed innocently and the receiver has to strategize in order to extract information from the sender. In general, the receiver may be able to extract only a subset of the information from the sender. Finally, the receiver can recover more information on average when the responses of the sender are linked. We formalize these observations in this paper.

1.2. Main results

We formulate this problem as a leader-follower game with the receiver as the leader and the sender as the follower and analyze it based on the Stackelberg equilibrium. The receiver’s strategy comprises of two parts – it must decide the sequences to be retained as alternatives in the questionnaire, and it must decide a mapping that ‘interprets’ the response of the sender by mapping it to a decoded sequence. Our measure of information is the number of distinct sequences that the receiver recovers in a Stackelberg equilibrium. We find that there exists a Stackelberg equilibrium in which only this subset of the $q^n$ sequences are retained as alternatives, and the receiver applies an identity decoding mapping on them. The sequences are chosen in such a way that when restricted to the chosen subset, the sender’s utility $U_n$ is incentive compatible (even though it may not be so on the full set of sequences $X^n$). Thus, given the alternatives presented in the questionnaire, any sender whose true sequence is equal to one of the alternatives, has no incentive to misreport its true sequence. In the process, each of the sequences in the questionnaire is recovered.

We define the limiting value (with increasing length of sequences, henceforth termed as blocklength) of the exponent of the size of this set of recovered sequences as the information extraction capacity of the sender. This capacity, denoted by $\Xi(\mathcal{U})$, is a function of the single-letterized utility function $\mathcal{U}$ of the sender. Operationally $\Xi(\mathcal{U})$ can be interpreted as the growth rate of the number of alternatives that are included in the optimal questionnaire. Equivalently, the capacity captures the rate at which the sheet of paper on which the questionnaire is printed – which is the communication medium between sender and receiver – must grow with increasing length of the history. It is thus a measure of the optimal amount of communication resources required while communicating with a strategic sender.

We find that $\Xi(\mathcal{U})$ is the limit of the $n$-th root of the independence number of a certain sequence of graphs whose structure is determined by $\mathcal{U}$. This is analogous to the notion of the Shannon capacity of a graph $\Gamma(\mathcal{G})$, a well-known and notoriously hard-to-compute quantity from communication theory. In fact, we show that the information extraction capacity generalizes the Shannon capacity of a graph. We show that the capacity lies between two important quantities,

$$\Gamma(\mathcal{U}) \leq \Xi(\mathcal{U}) \leq \Theta(G_{sym}^S).$$

5In other words, the receiver believes the sender, or takes the sender’s responses at face value.
These bounds are independent of the blocklength $n$ and are a function of only the utility. The lower bound $\Gamma(\mathcal{U})$ is the optimal value of an optimization problem defined over a set of permutation matrices on the alphabet $\mathcal{X}$. The upper bound is the Shannon capacity of a graph $G^\text{sym}_s$ induced by the symmetric part of the utility $\mathcal{U}$.

This result has a number of consequences. First, barring some corner cases, we have $\Gamma(\mathcal{U}) > 1$, whereby the receiver can recover an exponential number of sequences, regardless of any assumption of incentive compatibility on $\mathcal{U}$. Second, the upper bound shows that $\Xi(\mathcal{U})$ is, in general, strictly less than $q$, whereby the maximum number of sequences recovered is exponentially smaller than the total number of sequences. Third, for the utilities where the bounds match, the capacity is exactly characterized. Examples include cases where $\mathcal{U}$ symmetric and the corresponding $G^\text{sym}_s$ is a perfect graph. We discuss more such examples later in the paper. A well-known semi-definite program based upper bound on the Shannon capacity of a graph is the Lovász theta function introduced by Lovász in [7]. This, along with the lower bound, together provide two computable bounds that can approximate the capacity when it is not exactly characterized. We also derive a hierarchy of lower bounds as a function of the blocklength $n$ by generalizing the bound $\Gamma(\mathcal{U})$, which approach the capacity asymptotically as $n$ grows large. This allows one to approximate the capacity arbitrarily closely from the left-hand side, albeit with increasing computational burden.

When the channel is noisy, the rate of information extraction is given by $\min\{\Xi(\mathcal{U}), \Theta(G_c)\}$, where $G_c$ is the confusability graph of the channel. This result shows that as long as the zero-error capacity of the channel is greater than $\Xi(\mathcal{U})$, the receiver can extract the maximum possible information from the sender, and otherwise it is limited by the channel capacity. This result is analogous to the setting of joint source-channel coding in information theory, where the capacity of the channel is required to be larger than the entropy of the source to ensure reliable communication ([8], Ch. 7).

A general lesson in these results is that there are fundamental limitations to the operation of decentralized systems with self-interested agents. Problems where agents are compromised also occur in cyber-physical systems, where a network of sensors connected over a communication medium is tasked with the operation of safety-critical applications such as nuclear power plants. A compromised sensor may be modeled as non-cooperative sender as in our setting. Our results show on the one hand how a receiver may strategize to obtain information from such agents, and on the other that there will usually be blind spots in the knowledge of the receiver, regardless of how it strategizes. Finally, when compromised sensors are present, improving the communication bandwidth only has a limited effect (it increases $\Theta(G_c)$ above); it may help the receiver hear the sender more clearly, but not more truth.

1.2.1. Receiver’s dilemma

The key idea in the Stackelberg equilibrium strategy of the receiver is to limit the options of the sender for lying by selectively decoding only a subset of the sequences. If the receiver attempts to correctly recover a larger number of sequences by including more alternatives in the questionnaire, then the sender gets greater freedom to lie about its information, and the attempt of the receiver is counter-productive. On the other hand, if the receiver chooses too few sequences to include in the questionnaire, then the sender is compelled to speak truth given the limited choices, but the number of sequences recovered
is less than optimal. The information extraction capacity is the growth rate of the “optimal” set that balances these two aspects.

Another subtlety here is that a strategic sender is distinct from a defunct sender. A defunct sender sends arbitrarily corrupted messages, whereas a strategic sender’s messages being motivated by its utility have an underlying structure. The optimal questionnaire exploits this structure to obtain nontrivial information from the sender.

Finally, our definition of questionnaire is one where the sender is required to “select any one” from a set of alternatives. More general questionnaires can be considered – e.g., those where the sender can “select all that apply”, or those with a “none of the above” alternative – but these are beyond our present scope.

1.2.2. Relation to cooperative information theory

In the non-cooperative setting we consider, finite blocklength leader-follower games take the place of finite blocklength coding problems from the cooperative setting, whereas Stackelberg equilibria take the place of codes. We find that $\Xi(\mathcal{W})$ plays a role loosely analogous to that played by the entropy of a source in cooperative communication; the utility $\mathcal{W}$ of the sender is akin to the probability mass function of the source. This analogy agrees with the rate of information extraction with a noisy channel, given by $\min\{\Xi(\mathcal{W}), \Theta(G_c)\}$. Having said that, this analogy is loose because we are not concerned with a stochastic setting in this paper (recall we work in the zero-error regime). A much more complicated setting would arise when considering vanishing probability of error; our preliminary work on this line can be found in [9].

Another related viewpoint from information theory is the notion of large blocklength analysis. Information theory shows that one can, in general, communicate more information on average by exploiting structure in sequences, rather than in individual symbols, an idea commonly referred to as coding. The linking of decisions we exploit in our work is the analogue of coding in our strategic setting. In information theory it is of interest to study how the codes scale with the blocklength and thereby help quantify the improvement in accuracy of communication with increase in channel capacity. Our notion of the information extraction capacity is an attempt at capture the similar requirements in a strategic setting.

When viewed from the communication standpoint, our channel input and output spaces are both equal to the space of source sequences. In the cooperative setting (in the noiseless case) this would trivially lead to recovery of all the source sequences. However, the same does not hold in our setting since the receiver chooses to selectively decode only a portion of the outputs in its optimal strategy. Thus, our results also quantify the optimal amount of channel resources that are required for the receiver to extract information from the sender. In a sense, this marks a shift from the communication-theoretic concept of the capacity of a channel to that of capacity utilization, as something more relevant for the non-cooperative setting.

1.3. Related work

There have been works on strategic communication (of various flavours) in the game theory community, but to the best of our knowledge ours is the first formal information-theoretic analysis of information
extraction. The first model of strategic communication was introduced by Crawford and Sobel in [10]. They considered a sender and a receiver with misaligned objectives and formulated a simultaneous move game between the sender and receiver. They showed that any equilibrium involves the sender resorting to a quantization strategy, where the sender reports only the interval in which its information lies. Some variants and generalizations were subsequently studied in (Battaglini [11], Saritas et al. [12]). These works considered the Nash equilibrium solution of the game. Strategic communication in control theory has been studied by Farokhi et al. in [13] and Sayin et al. in [14]. The authors in [13] studied a problem of static and dynamic estimation in the presence of strategic sensors as a game between the sensors and a receiver. The authors in [14] considered a dynamic signaling game between a strategic sender and a receiver. Strategic communication has been studied from the perspective of information theory by Akyol et al. in [15, 16] where they studied a sender-receiver game and characterized equilibria satisfying a certain rate and distortion levels. In [16], they also analyzed the effect of side information at the receiver. Strategic communication game is also studied in the information design setting [17, 18], also called the Bayesian persuasion problem, where the sender with superior information tries to influence the actions of the receiver. Information theoretic analysis of Bayesian persuasion problem was studied by Le-Treust and Tomala in [19] where they derived an upper bound on the payoff achieved by the sender while communicating across a noisy channel. The works [13-19] have formulated the game with the sender as the leader.

Our work differs from the above models as follows. We study the problem from the perspective of the receiver and hence we formulate the game with the receiver as the leader. We consider a model where the malicious behaviour of the sender is explicitly governed by a utility function. Our main contribution is the notion of information extraction capacity and the lower and upper bounds on this quantity.

As mentioned earlier, our setting can be viewed as a problem of implementing a social choice function that may not be incentive compatible with the preferences of the agents. A related setting is studied by Jackson and Sonnenschein in [4] where they demonstrated that these incentive constraints can be overcome by linking independent copies of the decision making problem. They devised a mechanism and showed that as the number of linkages grow large, the mechanism implements the social choice function asymptotically, i.e., the probability of the decisions on which the function cannot be implemented tends to zero. There are certain parallels between our setting and the setting considered in [4]. For instance, the linking in [4] is akin to the block structure of our setting and the implementation of the function is analogous to information recovery by the receiver. Viewed in this manner, our inquiry can be stated as follows – how many decisions can be implemented by the social choice function exactly? Further, how does this number grow with the length of sequence of signals? Our setting is thus a zero-error counterpart of the implementation problem.

In the context of information theory, our problem relates to the problem of coding in presence of mismatched criteria that has been studied extensively (see [20] for a survey). The mismatch is in the encoding and decoding criteria and is to model the inaccurate or asymmetric information about the channel or to incorporate constraints on encoding or decoding. The optimal functions of the encoder and decoder in such cases are therefore chosen cooperatively, i.e., they are chosen with the common aim of
achieving communication between the sender and the receiver. Thus, they do not capture the strategic nature of the problem. The problem thematically closest to our setting is the mismatched distortion problem studied by Lapidoth in [21]. In this problem, the distortion criteria of the receiver and the sender are mismatched, and the receiver aims to construct a codebook such that its own distortion is minimized. The author determines an upper bound on the distortion for a given rate of communication. A crucial difference between the setting of [21] and our setting is that in the former, the objective of the sender does not depend on the sequence decoded by the receiver. This fails to capture the strategic nature of our problem where the sender is indeed affected by the actions of the receiver and is therefore trying to influence the outcome by misreporting.

Our work significantly extends the results of [1, 2]. In [1], we considered a situation where a health inspector designs a questionnaire to screen travellers. In [2], we discussed a special case of sender’s utility and showed that the information extraction capacity is bounded above by the Shannon capacity of a certain graph. We studied related strategic communication problems in [1, 22] where the receiver tried to achieve asymptotically vanishing probability of error. In [1], we considered an unconstrained rate setting and determined the rates achievable for reliable communication. In [22], we considered a rate limited setting and we determined sufficient and necessary conditions for reliable communication.

The paper is organized as follows. We formulate the problem in Section 2. In Section 3, we determine the equilibrium of the Stackelberg game with the noiseless channel. In Section 4, we discuss the existence of information extraction capacity and in Section 4.2 and 4.3, we derive lower bounds and upper bounds respectively on the capacity. Finally, we analyze the Stackelberg game with the noisy channel in Section 5. Section 6 concludes the paper.

2. Problem Formulation

2.1. Notation

Random variables are denoted with upper case letters $X, Y, Z$ and their instances are denoted as lower case letters $x, y, z$. Matrices are also denoted by uppercase letters. The space of scalar random variables is denoted by the calligraphic letters such as $\mathcal{X}$ and the space of $n$-length vector random variables is denoted as $\mathcal{X}^n$. To unclutter notation, vector random variables $X, Y, Z$ and their instances $x, y, z$ will be denoted without the superscript $n$. The set of probability distributions on a space $\cdot$ denotes as $\mathcal{P}(\cdot)$. The empirical distribution of a sequence $x \in \mathcal{X}^n$ is denoted as $P_x$ and is defined as $P_x(i) = |\{k : x_k = i\}|/n$. The joint empirical distribution of sequences $(x, y)$ is defined similarly and is denoted as $P_{x,y}$. A graph $G$ is denoted as $G = (V, E)$ where $V$ is the set of vertices and $E$ is the set of edges. When two vertices $x, y \in V$ are adjacent, we denote it either as $(x, y) \in E$ or as $x \sim y$. An independent set in $G$ is a subset $S$ of $V$ such that no two vertices in $S$ are adjacent. For a graph $G$, the size of the largest independent set is denoted as $\alpha(G)$. For a function or a random variable, we denote $\text{supp}(\cdot)$ as its support set. For an optimization problem $\cdot$, we denote $\text{OPT}(\cdot)$ as its optimal value. Unless specified, the exp and log are with respect to the base 2. For any $n \in \mathbb{N}$, we denote $\{1, \ldots, n\}$ by $[n]$. 
2.2. Model

We present a model where the medium of communication is noiseless; it will generalized later to allow for noisy communication. Let the alphabet be \( \mathcal{X} = \{0, 1, \ldots, q - 1\} \), where \( q \in \mathbb{N} \) is the alphabet size. The sender observes a sequence \( X = (X_1, \ldots, X_n) \in \mathcal{X}^n \), where \( X_i \) are independent and identically distributed symbols drawn from a known distribution \( \mathcal{D} \). The sender sends a message \( s_n(X) = Y \in \mathcal{X}^n \), where \( s_n : \mathcal{X}^n \to \mathcal{X}^n \). The message is relayed perfectly to the receiver who decodes the message as \( g_n(Y) = \hat{X} \), where \( g_n : \mathcal{X}^n \to \mathcal{X}^n \cup \{\Delta\} \). Here \( \Delta \) is an error symbol we introduce for convenience; we explain its meaning subsequently. Let

\[
\mathcal{D}(g_n, s_n) := \{ x \in \mathcal{X}^n | g_n \circ s_n(x) = x \} \tag{3}
\]

be the set of recovered sequences when the receiver plays the strategy \( g_n \) and the sender plays the strategy \( s_n \). We also refer to the set of recovered sequences \( \mathcal{D}(g_n, s_n) \) as the set of sequences correctly decoded by the receiver.

The receiver aims to maximize the size of the set \( \mathcal{D}(g_n, s_n) \) by choosing an appropriate strategy \( g_n \). The sender, on the other hand, maximizes \( \mathcal{U}_n(g_n \circ s_n(x), x) \) for each \( x \) by choosing an appropriate strategy \( s_n \), where \( \mathcal{U}_n : (\mathcal{X}^n \cup \{\Delta\}) \times \mathcal{X}^n \to \mathbb{R} \). The utility of the sender when \( x \) is the true source sequence and \( \hat{x} \) is the sequence decoded by the receiver is given by \( \mathcal{U}_n(\hat{x}, x) \) defined as \( \mathcal{U}_n(\hat{x}, x) \). Further, we assume \( \mathcal{U}_n(\Delta, x) = -\infty \) for all \( x \in \mathcal{X}^n \) and \( n \in \mathbb{N} \). Thus \( \Delta \) is an outcome that is never preferred by the sender. We also assume that \( \mathcal{U}_n(i, i) = 0 \) for all \( i \in \mathcal{X} \); this is without loss of generality as we explain below.

The operational meaning of the above model in the context of the questionnaire design is as follows. The alphabet \( \mathcal{X} \) is the set of locations and \( n \) is the length of the history. The message \( Y = s_n(X) \) is the alternative selected by a traveller with history \( X \in \mathcal{X}^n \). \( g_n(Y) \) is the interpretation applied by the health inspector to the alternative \( Y \). Since \( \Delta \) is an outcome never preferred by the sender, if an alternative \( Y \) is mapped to \( \Delta \), it is equivalent to the alternative \( Y \) being not present in the questionnaire. Thus \( \mathcal{C}_n := \{ y \in \mathcal{X}^n | g_n(y) \neq \Delta \} \) is the set of alternatives presented to the travellers and a traveller has to choose exactly one of the alternatives from this list. Thus if \( x \) is the true travel history of the traveller, then selecting an alternative \( y \in \mathcal{C}_n \) amounts to setting \( s_n(x) = y \). The inspector then, is said to decode the response of the traveller to a travel history \( \hat{x} \in \mathcal{X}^n \) if \( \hat{x} = g_n(y) \). The inspector recovers the travel history \( x \) if and only if \( g_n \circ s_n(x) = x \).

We formulate this problem as a leader-follower game with the receiver as the leader and the sender as the follower \[23\].

**Definition 2.1 (Stackelberg equilibrium).** The Stackelberg equilibrium strategy of the receiver is given as

\[
g^*_n \in \arg \max_{g_n} \min_{s_n \in \mathcal{M}(g_n)} |\mathcal{D}(g_n, s_n)|, \tag{4}
\]

---

6In the context of travellers, the term ‘observes’ implies that the sender arrives with a sequence of travel locations.
where the set of best responses of the sender, \( B(g_n) \), is given as

\[
B(g_n) = \left\{ s_n : X^n \to X^n \mid \mathcal{U}_n(g_n \circ s_n(x), x) \geq \mathcal{U}_n(g_n \circ s'_n(x), x) \quad \forall x \in X^n, \forall s'_n \right\}. \tag{5}
\]

Any strategy \( s^*_n \in B(g^*_n) \) is said to be a Stackelberg equilibrium strategy of the sender and the pair \((g^*_n, s^*_n)\) is said to be a Stackelberg equilibrium.

It is easy to see that the set the set of best responses \( B(g_n) \) is the same if \( \mathcal{U}_n(x, x) \) is subtracted on both sides of the inequality in (5). Thus, without loss of generality, we assume \( \mathcal{U}(i, i) = 0 \) for all \( i \in X \).

In (4), we minimize over the set \( B(g_n) \) of the best responses of the sender because the sender may have multiple best responses and the receiver does not have control over the choice of the sender’s specific best response strategy. We assume that the receiver chooses its strategy according to the worst-case over all such best responses and hence adopts a pessimistic viewpoint. This is also the formulation of Stackelberg equilibrium adopted in standard sources such as [23].

Note that the problem of information extraction we study is distinct from the problem of information design [17, 18] or information disclosure [16]. In these cases, the problem is studied from the perspective of the sender who designs the information that is observed by the receiver so as to achieve an outcome that favours the sender. Thereby, in such a setting it is suitable to formulate the problem with the sender as the leader. On the other hand, in the case of screening of travellers, it is the role of the receiver to ‘ask’ the agents about their information. Therefore, it is apt to study the problem with the receiver as the leader of the game.

3. Information Extraction from the Sender in Equilibrium

In this section, we characterize the size of the largest set of sequences recovered by the receiver in a Stackelberg equilibrium and its growth rate with the blocklength \( n \). In general for a fixed receiver strategy \( g_n \), the size \(|D(g_n, s_n)|\) of the set of recovered sequences could vary as the best response \( s_n \) varies over \( B(g_n) \). We consider the smallest such size as our notion of the number of recovered sequences. To characterize the growth rate of this size, we define the rate of information extraction as follows.

**Definition 3.1 (Rate of information extraction for a strategy).** The number of recovered sequences by a receiver strategy \( g_n \) is defined as

\[
\min_{s_n \in B(g_n)} |D(g_n, s_n)|.
\]

For any strategy \( g_n \) of the receiver, the rate of information extraction is defined as

\[
R(g_n) = \min_{s_n \in B(g_n)} |D(g_n, s_n)|^{1/n}.
\]

Below we characterize the number of sequences recovered in a Stackelberg equilibrium (Definition 2.1) in terms of a graph induced by the utility of the sender on the space of sequences \( X^n \), called the sender graph.

**Definition 3.2 (Sender graph).** The sender graph, denoted as \( G^*_n = (X^n, E_n) \), is the graph where \((x, y) \in E_n\) if either

\[
\mathcal{U}_n(y, x) \geq 0 \quad \text{or} \quad \mathcal{U}_n(x, y) \geq 0.
\]
For \( n = 1 \), the graph \( G_s^1 \) is denoted as \( G_s \) and referred to as the base graph.

Thus, two vertices \( x \) and \( y \) are adjacent in \( G_s \) if the sender has an incentive to report one sequence as the other.

**Remark:** Two single-letter utility functions inducing the same base graph on \( X \) can induce two different sequences of sender graphs on \( X^n \) for \( n > 1 \). Let \( X = \{0, 1, 2\} \) and consider the utilities \( \mathcal{U} \) and \( \mathcal{U}' \) defined as

\[
\mathcal{U} = \begin{pmatrix} 0 & -1 & -2 \\ 1 & 0 & -1 \\ -1 & 0 & 0 \end{pmatrix}, \quad \mathcal{U}' = \begin{pmatrix} 0 & -2.5 & -2.5 \\ 1 & 0 & -1 \\ -1.5 & 0 & 0 \end{pmatrix}.
\]

It is easy to see that the graph \( G_s \) and \( G_s' \) induced on \( X \) by \( \mathcal{U} \) and \( \mathcal{U}' \) respectively is a path \( 0 \rightarrow 1 \rightarrow 2 \).

Now take \( n = 2 \) and consider the graphs \( G_s^2 \) and \( G_s'^2 \) induced by \( \mathcal{U}_2 \) and \( \mathcal{U}'_2 \) respectively. It can be shown that \( 01 \) and \( 10 \) are adjacent in the graph \( G_s^2 \), but are not adjacent in the graph \( G_s'^2 \). Thus, although \( G_s \) and \( G_s' \) are same, \( G_s^2 \) and \( G_s'^2 \) are different. In short, the graphs \( \{G_s^n\} \) are defined by the utility \( \mathcal{U} \) rather than \( G_s \) alone.

We show that only those sequences can be recovered by the receiver that form an independent set in \( G_s^n \).

**Lemma 3.1.** Let \( n \in \mathbb{N} \). Consider a sender with utility \( \mathcal{U} \) and let \( G_s^n \) be the corresponding sender graph. For any strategy \( g_n \) define,

\[
\mathcal{S}(g_n) = \arg \min_{s_n \in \mathcal{B}(g_n)} |\mathcal{D}(g_n, s_n)|.
\]

Then, for all strategies \( s_n \in \mathcal{S}(g_n) \), \( \mathcal{D}(g_n, s_n) \) is an independent set in \( G_s^n \).

**Proof:** See Appendix A.1.

Thus, \( R(g_n) \) can be at most \( \alpha(G_s^n)^{1/n} \) for any strategy \( g_n \) of the receiver. The next theorem shows that by choosing an appropriate strategy \( g_n \), the receiver can recover any of the largest independent sets of \( G_s^n \) and consequently achieve the rate \( \alpha(G_s^n)^{1/n} \).

**Theorem 3.2.** Let \( n \in \mathbb{N} \). Consider a sender with utility \( \mathcal{U} \) and let \( G_s^n \) be the corresponding sender graph. For all Stackelberg equilibrium strategies \( g_n^* \) of the receiver,

\[
R(g_n^*) = \alpha(G_s^n)^{1/n}.
\]

**Proof:** See Appendix A.2.

We show in the proof of the above theorem that it is sufficient for the receiver to choose a strategy \( g_n \) as

\[
g_n(x) = \begin{cases} 
  x & \text{if } x \in I^n \\
  \Delta & \text{if } x \notin I^n
\end{cases}
\]  
(6)
where $I^n$ is any largest independent set in $G^n_s$. Thus, the receiver decodes meaningfully only for sequences in $I^n$. For the rest of the messages, the receiver maps them to $\Delta$. Operationally we can interpret this strategy as a questionnaire in which only the sequences from $I^n$ are retained as alternatives and all other sequences are dropped. Any alternative selected by the sender is taken at face value by the receiver, i.e., the receiver applies an identity decoding function. Since $I^n$ is an independent set in $G^n_s$ it follows from Definition 3.2 that

$$U_n(x, x) > U_n(y, x) \quad \forall x, y \in I^n, x \neq y.$$

In other words $U_n$ is incentive compatible with the identity function when restricted to the set $I^n$. Thus truth-telling is the best response for senders whose type belongs to $I^n$, whereby $I^n$ is recovered by the receiver. For sequences that do not belong to $I^n$, the sender selects the sequence from $I^n$ that gives it the maximum utility from amongst sequences in $I^n$. These latter sequences are not correctly recovered by the receiver.

One may wonder if including sequences from $\mathcal{X}^n \setminus I^n$ could lead to even more sequences recovered. This is false – inclusion of even a single additional sequence from $\mathcal{X}^n \setminus I^n$ will lead to at least one sequence not being recovered. This is because $I^n$ is a maximum independent set, whereby every sequence in $x \in \mathcal{X}^n \setminus I^n$ is adjacent to at least one sequence in $y \in I^n$, and hence the sender has an incentive to either report $x$ as $y$ or $y$ as $x$. In other words, at most one of $x$ and $y$ can be recovered. Finally, note that when $U_n$ is incentive compatible on $\mathcal{X}^n$, we have $I^n = \mathcal{X}^n$ and every sequence is recovered in the equilibrium.

### 4. Information Extraction Capacity of the Sender

Theorem 3.2 shows that the maximum information the receiver can extract from the sender is equal to $\alpha(G^n_s)$ and the maximum rate is given by $\alpha(G^n_s)^{1/n}$. The limiting value of this quantity as $n \to \infty$ indicates a fundamental limit to the amount of information that is obtainable from such a strategic sender. We call this the information extraction capacity of the sender.

**Definition 4.1 (Information extraction capacity of a sender).** Consider a sender with utility $\mathcal{U}$ and let $\{G^n_s\}_{n \geq 1}$ be the corresponding sequence of sender graphs. The information extraction capacity of the sender is defined as

$$\Xi(\mathcal{U}) = \lim_{n \to \infty} \alpha(G^n_s)^{1/n}.$$

We show the existence of the limit in Definition 4.1 in Appendix A.3. If $\Xi(\mathcal{U})$ is greater than unity, the receiver can extract an exponentially large number of sequences from the sender when the channel is noiseless, whereas if $\Xi(\mathcal{U}) = 1$, then asymptotically only a vanishing fraction of sequences can be recovered. If $\Xi(\mathcal{U}) = q$, it means that almost all sequences can be recovered and the number of sequences not recovered is asymptotically a vanishing fraction of the total number of sequences.

Considering that we make no assumption about incentive compatibility on $\mathcal{U}$, it is rather interesting to note that $q > \Xi(\mathcal{U}) > 1$, except in some corner cases. We show this and other properties of the information extraction capacity in the following sections.
4.1. Information extraction capacity generalizes Shannon capacity

Our definition of the information extraction capacity is inspired by the definition of the Shannon capacity of a graph as given in [7]. The Shannon capacity is given in terms of the strong product graph which is defined as follows.

Definition 4.2. 1) Strong product: Let \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) be two graphs. Then the strong product of the graphs \( G_1, G_2 \) is given by a graph \( G = (V, E) \) where \( V = V_1 \times V_2 \). Further, two vertices \( (x, x'), (y, y') \in V \), with \( x, y \in V_1 \) and \( x', y' \in V_2 \), are adjacent if and only if one of the following holds

- \( x = y \) and \( x' \sim y' \)
- \( x \sim y \) and \( x' = y' \)
- \( x \sim y \) and \( x' \sim y' \)

The strong product operation is denoted as \( \Box \) and the product graph \( G \) is written as \( G = G_1 \Box G_2 \).

2) Strong product graph: The strong product graph denoted as \( G^{\Box n} \) is the graph constructed by taking the \( n \)-fold strong product of the graph \( G \), i.e.,

\[
G^{\Box n} = G \Box G \Box \ldots \Box G.
\]

Definition 4.3 (Shannon capacity). Let \( G \) be any graph. The Shannon capacity of \( G \) is defined as

\[
\Theta(G) = \lim_{n \to \infty} \frac{\alpha(G^{\Box n})}{n},
\]

where \( G^{\Box n} \) is the \( n \)-fold strong product given by Definition 4.2.

In [6], Shannon investigated the problem of computing the maximum number of messages that can be transmitted across a noisy channel such that the receiver can recover the messages with zero probability of error. He introduced the notion of the confusability graph \( G \) induced by this channel and showed that for any blocklength \( n \), \( \alpha(G^{\Box n}) \) is the maximum number of messages that can be communicated perfectly across the channel. The limit of the quantity \( \alpha(G^{\Box n})^{1/n} \) was termed as the zero-error capacity of the channel, also known as the Shannon capacity of a graph \( G \).

The Shannon capacity of a graph \( \Theta(G) \) is an important quantity with applications in combinatorics and computer science as well. It is, however, found to be very hard to compute barring some simple cases. For instance, the capacity of the pentagon graph was unknown for about 20 years. Further, the capacity of a heptagon graph is still unknown. A computable semi-definite program-based upper bound was introduced by Lovász in [7], now known as the Lovász theta number. The introduction of this quantity was a significant development and is known to lie between the NP-hard clique and chromatic numbers of a graph. However, it is known that the Lovász theta number is not a tight upper bound. For more discussion on this subject of capacity of a graph and its variations, the reader is referred to [24] and the references therein.

Remarkably, we show that the information extraction capacity in fact generalizes the Shannon capacity of a graph.
Theorem 4.1. Consider the graph $G$ and let the adjacency matrix of the graph be denoted as $A$. Define a utility $U : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ as

$$U(i, j) = \begin{cases} 
0 & \text{if } i = j \text{ or } A(i, j) = 1 \\
-1 & \text{if } i \neq j \text{ and } A(i, j) = 0
\end{cases}.$$

Then,

$$\Xi(U) = \Theta(G).$$

Proof: See Appendix A.4.

Thus, the information extraction capacity generalizes the notion of the Shannon capacity of a graph. This shows that computing the exact information extraction capacity would be hard in general and we only strive to obtain bounds on this capacity. Nevertheless, there are few classes of utilities for which the capacity is exactly characterized and we shall discuss them in the forthcoming sections. We will also discuss cases where the capacities are equal even when the two graphs are not equal.

4.2. Lower Bounds on the Information Extraction Capacity

In this section, we present a lower bound on the information extraction capacity in terms of the optimal value of an optimization problem. We also discuss the characteristics of the feasible region. We derive improvements on the lower bound via a generalization of the optimization problem. Further, we also show that the lower bound based on this generalization is asymptotically tight.

We first define the optimization problem. Let $Y \subseteq \mathcal{X}$. Let $Q = \{Q^{(0)}, \ldots, Q^{(|Q|)}\}$ be the set of all $|Y| \times |Y|$ permutation matrices and $Q^{(0)} = I$ be the identity matrix. For convenience, we assume that the permutation matrices are indexed by the symbols from $Y$. Consider the problem $O(U)$ as

$$O(U) : \max_{Y \subseteq \mathcal{X}} |Y|$$

s.t

$$\sum_{i,j \in Y} Q(i,j)U(i,j) < 0 \quad \forall Q \in Q \setminus \{I\}.$$

Let $\Gamma(U) = \text{OPT}(O(U))$.

Theorem 4.2. For a sender with utility $U$,

$$\Xi(U) \geq \Gamma(U) \geq |Y|,$$

for any $Y \subseteq \mathcal{X}$ that is feasible for $O(U)$.

Proof: See Appendix B.1.

Notice that the problem $O(U)$ is independent of the blocklength $n$ and thus the lower bound $\Gamma(U)$ is a single-letter condition. Computing $\Xi(U)$ requires the sequence of $\{a(G_n^s)\}_{n \geq 1}$ corresponding to the sequence of sender graphs $\{G_n^s\}_{n \geq 1}$ induced by $U$. Moreover, computation of the independence number of a generic graph can be intractable. We also show via the proof of the above theorem that for a fixed $Y$, the problem $O(U)$ can be solved as a linear program. Thus, in this light, the above theorem provides a computationally efficient lower bound.

We now provide a characterization of the sets that are feasible for the problem $O(U)$. 
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Proposition 4.3 (Characterization of feasible region of $O(U)$). A set $Y \subseteq X$ is feasible for $O(U)$ if and only if any sequence of distinct symbols $i_0, i_1, \ldots, i_{K-1} \in Y$,

$$U(i_1, i_0) + U(i_2, i_1) + \ldots + U(i_0, i_{K-1}) < 0.$$  \hspace{1cm} (7)

Proof: See Appendix B.2

In the above proposition, the expression in (7) is (upon scaling) the utility obtained by the sender when the observed sequence is $(i_0i_1 \ldots i_{K-1})$ and the decoded sequence is $(i_1i_2 \ldots i_{K-1}i_0)$, i.e., the receiver decodes the symbol $i_1$ in place of $i_0$, and $i_2$ in place of $i_1$ and so on for $i_2, \ldots, i_{K-1}$. Thus these symbols form a chain of lies created by the sender represented as $i_0 \rightarrow i_1 \rightarrow \ldots \rightarrow i_{K-1} \rightarrow i_0$. The above theorem shows that a set $Y$ is feasible for $O(U)$ if and only if the utility obtained is negative for all possible chains of lies that can be formed from the symbols of the set $Y$. We also discuss a computational approach to check for the feasibility of a set in Appendix B.6.

An immediate corollary is as follows.

Corollary 4.4. If $Y$ is an independent set in $G_s$, then $Y$ is feasible for $O(U)$. Hence $\Gamma(U) \geq \alpha(G_s)$.

This bound implies that if $G_s$ is not a complete graph, then $\Xi(U) > 1$. $G_s$ is complete if the sender is a pathological liar: for every pair of symbols $i, j \in X$, the sender either prefers $i$ to be recovered as $j$ or $j$ to be recovered as $i$. Notice that there is a slight opening here too for the receiver to exploit – the sender may prefer $i$ to be recovered as $j$, but not $j$ to be recovered as $i$. In this case, although $G_s$ is complete and $\alpha(G_s) = 1$, we find that one could still have $\Gamma(U) > 1$, whereby there is a nontrivial information extraction capacity to such a sender. In fact, we present a utility in Example 4.1 where $\Xi(U) = \Gamma(U) = q$. In the latter sections, we shall see that in general $\Gamma(U)$ is greater than $\alpha(G_s)$.

We now present a theorem that gives a lower bound on $\Xi(U)$. For that we require a few definitions.

Definition 4.4 (Cycle and Positive-edges cycle). Consider a set of distinct vertices $\{i_0, i_1, \ldots, i_{K-1}\}$ from a graph. The vertices form a $K$-length cycle in the graph if two vertices $i_l, i_m$ are adjacent whenever $l = (m + 1) \mod K$. Further, the cycle is a positive-edges cycle if for all $m$,

$$U(i_l, i_m) \geq 0 \quad \text{whenever} \quad l = (m + 1) \mod K.$$

Suppose there exists a set of vertices $Y$ that do not form such a cycle. The following theorem gives a sufficient condition for such a set to be feasible for $O(U)$ and the size of this set to be a lower bound on $\Xi(U)$.

Theorem 4.5. Consider a sender with utility $U$ and let $G_s$ be the corresponding sender graph. Suppose there exists a set $Y$ such that there is no positive-edges cycle in the sub-graph induced by $Y$ and

$$\min_{i,j \in Y : U(i,j) < 0} |U(i,j)| > (|Y| - 1) \max_{i,j \in Y : U(i,j) \geq 0} U(i,j).$$  \hspace{1cm} (8)

Then, $\Xi(U) \geq |Y|$.

Proof: See Appendix B.3
Theorem 4.5 gives a sufficient condition in terms of the negative and positive values of \( U(i, j) \) for a set \( \mathcal{Y} \) to be feasible for \( \mathcal{O}(\mathcal{U}) \). Using this result, the following example shows that \( \Xi(\mathcal{U}) = q \) even when the base sender graph \( G_s \) is a complete graph.

**Example 4.1.** Let \( \mathcal{U} : \{0, 1, 2\} \times \{0, 1, 2\} \rightarrow \mathbb{R} \) and consider the following form of \( \mathcal{U} \),

\[
\mathcal{U} = \begin{pmatrix}
0 & 1 & 1 \\
-4 & 0 & 1 \\
-4 & -4 & 0
\end{pmatrix}.
\]

The graph induced by the utility is a 3-cycle graph and is given as

![3-cycle graph](image)

This follows since \( \mathcal{U}(0, 1), \mathcal{U}(0, 2), \mathcal{U}(1, 2) > 0 \). It can be easily observed that there is no positive-edges cycle in the graph. This is because for chain \( i \rightarrow j \rightarrow i \), either \( \mathcal{U}(i, j) < 0 \) or \( \mathcal{U}(j, i) < 0 \). Further, for all chains \( i \rightarrow j \rightarrow k \rightarrow i \), either \( \mathcal{U}(j, i) < 0 \) or \( \mathcal{U}(k, j) < 0 \) or \( \mathcal{U}(i, k) < 0 \). Also, the largest weight of a chain in \( G_s \) is \(-4+1+1 = -2\). Finally, \( \min_{i,j: \mathcal{U}(i,j)<0} |\mathcal{U}(i,j)| = 4 > (3-1) \max_{i,j: \mathcal{U}(i,j)\geq0} \mathcal{U}(i,j) = 2 \). Thus, the conditions of Theorem 4.5 are satisfied and hence \( \mathcal{X} \) is feasible for \( \mathcal{O}(\mathcal{U}) \) and hence \( \Xi(\mathcal{U}) = q = 3 \).

We find this example to be quite surprising – even though \( G_s \) is a complete graph, the information extraction capacity is the maximum it can be. The main lesson to be drawn from it is that the magnitude of the gains or losses from truth-telling or lying determine the amount of information that can be extracted; the base sender graph \( G_s \) only considers the sign of these quantities.

We now present some results using the symmetric part of the utility.

**Definition 4.5 (Symmetric part of a utility).** For a given utility \( \mathcal{U} \), let \( \mathcal{U}^{\text{Sym}} \) be the symmetric part defined as

\[
\mathcal{U}^{\text{Sym}}(i, j) = \frac{1}{2}(\mathcal{U}(i, j) + \mathcal{U}(j, i)).
\]

We denote the sender graph induced by \( \mathcal{U}^{\text{Sym}} \) as \( G_s^{\text{Sym}} \). The following corollary shows that all feasible sets of \( \mathcal{O}(\mathcal{U}) \) are also independent sets in the symmetric graph \( G_s^{\text{Sym}} \).

**Corollary 4.6.** If a set \( \mathcal{Y} \) is feasible for \( \mathcal{O}(\mathcal{U}) \), then \( \mathcal{Y} \) is an independent set in \( G_s^{\text{Sym}} \) and \( \Gamma(\mathcal{U}) \leq \alpha(G_s^{\text{Sym}}) \). Equality holds when \( \mathcal{U} \) is symmetric.

**Proof:** See Appendix B.4.

We now use a generalized form of \( \mathcal{O}(\mathcal{U}) \) to derive a series of lower bounds which approach the capacity. Recall the optimization problem \( \mathcal{O}(\mathcal{U}) \). Let \( \mathcal{Y}_n \subseteq \mathcal{X}^n \). Let \( Q = \{Q^{(0)}, \ldots, Q^{(|Q|)}\}, Q^{(0)} = I \) be the set of all \( |\mathcal{Y}_n| \times |\mathcal{Y}_n| \) permutation matrices. For convenience, we assume that the permutation
matrices are indexed by sequences from \( Y_n \). Consider the problem 
\[ O(U_n) : \max_{Y_n \subseteq X^n} |Y_n| \text{ s.t. } \sum_{x,z \in Y_n} Q(x,z) U_n(x,z) \quad \forall Q \in \mathcal{Q} \setminus \{I\}. \]

Let \( \Gamma(U_n) = \text{OPT}(O(U_n)) \). The following theorem is a generalization of Theorem 4.2.

**Theorem 4.7 (Hierarchy of bounds).** For any utility \( \mathcal{U} \), \( \Xi(\mathcal{U}) \geq \Gamma(U_n)^{1/n} \) for all \( n \). Further,
\[
\lim_{n \to \infty} \Gamma(U_n)^{1/n} = \Xi(\mathcal{U}).
\]

**Proof:** See Appendix B.5

The above theorem suggests a way to approximate the capacity arbitrarily closely by taking higher values of \( n \). In fact, improved bounds on the Shannon capacity are also obtained similarly by using the fact that \( \alpha(G^{2n}) \geq \alpha(G)^n \) \cite{25}.

### 4.3. Upper Bounds on the Information Extraction Capacity

In this section, we derive upper bounds on the information extraction capacity of the sender. We show that the Shannon capacity of the sender graph corresponding to the symmetric part of the utility is an upper bound on the capacity. We also discuss a class of utilities where the upper bound is given by the Shannon capacity of the sender graph itself.

First, consider the following upper bound for any utility \( \mathcal{U} \).

**Lemma 4.8.** Consider a utility \( \mathcal{U} \) and let \( \mathcal{U}^{\text{Sym}} \) be its symmetric part. Then,
\[
\Xi(\mathcal{U}) \leq \Xi(\mathcal{U}^{\text{Sym}}).
\]

**Proof:** See Appendix C.1

Thus the information extraction capacity of a sender is no greater than that of a sender whose utility is equal to the symmetric part of the former’s utility. In other words, ignoring the skew-symmetric part of the utility leads to an increase in the information extraction capacity. Intuitively this is because in the skew-symmetric part of the utility for each pair of symbols \( i, j \in X \), we have that either \( i \) is preferred to be recovered as \( j \) or \( j \) is preferred to be recovered as \( i \). Thus the skew-symmetric part has capacity 1.

**Theorem 4.9.** Consider a sender with a utility \( \mathcal{U} \) and let \( \mathcal{U}^{\text{Sym}} \) be its symmetric part. Let \( G^{\text{Sym}}_s \) be the sender graph corresponding to \( \mathcal{U}^{\text{Sym}} \). Then,
\[
\Xi(\mathcal{U}) \leq \Theta(G^{\text{Sym}}_s).
\]

**Proof:** See Appendix C.2

As with the lower bound, the above theorem provides an upper bound that is independent of the blocklength \( n \) and depends only on the single letter utility \( \mathcal{U} \). We can observe that the symmetric part of the utility plays a recurring role in the characterization of the bounds on the capacity. Recall that
in Corollary 4.6 we derived a characterization of the feasible sets of the problem \( \mathcal{O}(\mathcal{U}) \) in terms of the symmetric sender graph and showed that \( \Gamma(\mathcal{U}) \leq \alpha(\mathcal{G}_{s}^{\text{Sym}}) \).

We now present another class of utilities where the capacity is bounded above by the Shannon capacity of the sender graph.

**Theorem 4.10.** Consider a sender with utility \( \mathcal{U} \) given as

\[
\mathcal{U}(i, j) = \begin{cases} 
a & \text{if } \mathcal{U}(i, j) \geq 0 \\
-b & \text{if } \mathcal{U}(i, j) < 0 \end{cases},
\]

where \( a, b > 0 \) and \( a \geq b \). Let \( G_s \) be the corresponding sender graph. Then,

\[
\Xi(\mathcal{U}) \leq \Theta(G_s).
\]

**Proof:** See Appendix C.3

The utility in the above theorem is such that the incentive for lying is greater than the penalty for lying. Intuitively, a sender with utility as above has higher tendency to lie about its information, since it can offset its penalty of lying by gaining appropriate incentive. Thus the information extraction capacity for such a sender is in general strictly less than \( q \).

The above theorem characterized the utilities for which the capacity is bounded above by \( \Theta(G_s) \). In the following section, we will discuss cases where the capacity is exactly equal to \( \Theta(G_s) \).

### 4.4. Exact evaluation of \( \Xi(\mathcal{U}) \)

In the earlier section, we discussed upper bounds on the information extraction capacity. A natural question that follows is that under what conditions the capacity is exactly characterized? In this section, we mention few cases of utility where the information extraction capacity is equal to the Shannon capacity of the induced sender graph.

**Theorem 4.11.** Consider a utility \( \mathcal{U} \) and let \( G_s \) be the corresponding sender graph. Then,

\[
\Xi(\mathcal{U}) = \Theta(G_s) = \alpha(G_s)
\]

if any of the following hold:

1. \( \mathcal{U} \) is symmetric and \( G_s \) is a perfect graph.

2. \( \mathcal{U} \) is of the form given in Theorem 4.10 and \( G_s \) is a perfect graph.

**Proof:** See Appendix C.4

The following example demonstrates how the lower bounds and the upper bounds can be used to exactly compute the capacity.
Example 4.2. Consider a $U$ on $X = \{0, 1, 2, 3, 4\}$ as

$$U(i, j) = \begin{pmatrix}
0 & -1 & -1 & -1 & -1 \\
1 & 0 & -1 & -1 & -1 \\
-1 & 1 & 0 & -1 & -1 \\
-1 & -1 & 1 & 0 & -1 \\
1 & -1 & -1 & 1 & 0
\end{pmatrix}. $$

It can be observed that the base graph $G_s$ is a pentagon and is given as

![Pentagon Graph]

This is because $i, j$ are adjacent if and only if $|j - i| \mod 5 = 1$. We show that $\Xi(U) = \sqrt{5}$.

Notice that the graph does not contain a positive-edges cycle since $U(0, 4) = -1$. Further, the graph $G_s^{sym}$ induced by the symmetric part $U^{sym}$ is also a pentagon graph since $U^{sym}(i, j) = (U(i, j) + U(j, i))/2 = 0$ if and only if $i, j$ are adjacent in $G_s$ or $i = j$. For all other $i, j$ not adjacent in $G_s^{sym}$, $U^{sym}(i, j) < 0$. Thus, from Theorem 4.1, it follows that $\Xi(U^{sym}) = \Theta(G_s^{sym}) = \sqrt{5}$.

We now compute $\Xi(U)$. From the problem $O(U)$, we only get a lower bound on $\Xi(U)$ since $\Gamma(U) = 2$. However, consider $O(U_2)$ and the set $\{00, 12, 24, 31, 43\}$. Let $x, y$ be a distinct pair of sequences from $\{00, 12, 24, 31, 43\}$. It follows that either $U(x_k, y_k) = -1$ or $U(y_k, x_k) = -1$ and hence, $U_2(x, y) \leq 0$. Furthermore, $U_2(x, y) = 0$ if and only if $x_1 = (y_1 + 1) \mod 5$ and $x_2 = (y_2 + 2) \mod 5$. From this it is easy to observe that all sets of distinct sequences from the set $\{00, 12, 24, 31, 43\}$ form an inequality as 11 and using a result analogous to Proposition 4.3 for 2-length sequences, we get that $\{00, 12, 24, 31, 43\}$ is feasible for $O(U_2)$ and hence

$$\Xi(U) \geq \Gamma(U_2)^{1/2} = \sqrt{5}. $$

The upper and lower bounds together give that $\Xi(U) = \sqrt{5}$. \square

5. Information Extraction over a Noisy Channel

We now discuss the case where the sender and receiver communicate via a noisy channel. We determine the maximum number of sequences that can be recovered by the receiver in any equilibrium of the game. We present a notion of the asymptotic rate of information extraction and we show that it is equal to the minimum of the information extraction capacity of the sender and the zero-error capacity of the noisy channel.

5.1. Model with a noisy channel

Consider now a setting where the sender and receiver communicate via a noisy channel. As earlier, the sender observes a sequence $X \in X^n$ and encodes it as $s_n(X) = Y$, where $s_n : \mathcal{X}^n \to \mathcal{X}^m$. However,
the message is now transmitted to the receiver via a discrete memoryless channel which generates an output \( Z \in \mathcal{X}^n \) according to the distribution \( P_{Z|Y} \) defined as

\[
P_{Z|Y}(z|y) = \prod_{i=1}^{n} P_{Z_i|Y_i}(z_i|y_i),
\]

where \( P_{Z|Y}(\cdot|\cdot) \in \mathcal{P}(\mathcal{X}|\mathcal{Y}) \). The output is decoded by the receiver as \( g_n(Z) = \hat{X} \), where \( g_n : \mathcal{X}^n \to \mathcal{X}^n \cup \{\Delta\} \). Here \( Z \) is distributed according to \( P_{Z|Y}(\cdot|s_n(x)) \), when \( s_n(x) \) is the input to the channel.

Generalizing our earlier notation, let

\[
\mathcal{D}(g_n, s_n) := \left\{ x \in \mathcal{X}^n \mid \mathbb{P}(|\hat{X} = x|X = x) = 1 \right\},
\]

be the set of recovered sequences when the receiver plays the strategy \( g_n \) and the sender plays the strategy \( s_n \). The receiver tries to maximize the size of this set by choosing a strategy \( g_n \). The sender on the other hand chooses a strategy \( s_n \) to maximize the expected utility

\[
\mathbb{E}[\mathcal{U}_n(\hat{X}, x)] = \sum_{z \in \mathcal{X}^n} P_{Z|Y}(z|s_n(x)) \mathcal{U}_n(g(z), x)
\]

for every \( x \in \mathcal{X}^n \). The utility \( \mathcal{U}_n \) is as given in (1).

As in the noiseless model, we pose the problem as a Stackelberg game.

**Definition 5.1 (Stackelberg equilibrium).** The optimal strategy of the receiver is given as

\[
g_n^* \in \arg \max_{g_n} \min_{s_n \in \mathcal{M}(g_n)} [\mathcal{D}(g_n, s_n)].
\]

The set of best responses of the sender \( \mathcal{B}(g_n) \) is determined as

\[
\mathcal{B}(g_n) = \left\{ s_n : \mathcal{X}^n \to \mathcal{X}^n \mid \mathbb{E}[\mathcal{U}_n(g_n(Z), x)] \geq \mathbb{E}[\mathcal{U}_n(g_n(Z'), x)] \quad \forall x \in \mathcal{X}^n, \forall s'_n \right\},
\]

where \( Z \) is distributed according to \( P_{Z|Y}(\cdot|s_n(x)) \) and \( Z' \) is distributed according to \( P_{Z|Y}(\cdot|s'_n(x)) \).

Notice that as in the noiseless channel model, we adopt a pessimistic formulation for the receiver.

Thus, the set of best responses of the sender for a strategy \( g_n \) of the receiver is a collection of strategies, \( s_n \), such that for all sequences \( x \), the expected utility with respect to the distribution \( P_{Z|Y}(\cdot|s_n(x)) \) is the highest that can be obtained by the sender.

### 5.2 Stackelberg equilibrium of the game

Recall the definition of the recovered set \( \mathcal{D}(g_n, s_n) \) from (10), when the receiver plays \( g_n \) and the sender plays \( s_n \). As in Definition 5.1, the number of sequences recovered by a strategy \( g_n \) of the receiver is defined as

\[
\min_{s_n \in \mathcal{M}(g_n)} [\mathcal{D}(g_n, s_n)],
\]

where \( \mathcal{M}(g_n) \) is as given in (12).

We now recall the definition of a graph induced by the channel, called as the confusability graph.

**Definition 5.2 (Confusability graph).** The confusability graph of a channel \( P_{Z|Y} \), denoted as \( G^e_{\mathcal{C}} = (\mathcal{X}^n, E_{\mathcal{C}}) \), is the graph where \( (y, y') \in E_{\mathcal{C}} \) if there exists an output \( z \in \mathcal{X}^n \) such that

\[
P_{Z|Y}(z|y)P_{Z|Y}(z|y') > 0.
\]

For \( n = 1 \), the graph \( G^1_{\mathcal{C}} \) is denoted as \( G_{\mathcal{C}} \).
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Thus, two inputs to the channel are adjacent in the confusability graph if they have a common output. The confusability graph was first introduced by Shannon in [6].

In the following theorem, we show that the receiver recovers $\min\{\alpha(G^n_s), \alpha(G^n_c)\}$ number of sequences in an equilibrium. The idea of the proof is as follows. We consider the independent sets in $G^n_s$ and $G^n_c$ of the size $\min\{\alpha(G^n_s), \alpha(G^n_c)\}$ denoted as $I^n_s$ and $I^n_c$ respectively. For every channel input sequence in $I^n_c$, the receiver maps the corresponding output set to a unique sequence in $I^n_s$. This establishes a one-to-one correspondence between the sequences in $I^n_s$ and $I^n_c$. Since $I^n_s$ is an independent set in $G^n_s$, the sender complies with the receiver and maps the sequences to their respective input sequences in $I^n_c$.

The receiver is thus able to recover the set $I^n_s$ of size $\min\{\alpha(G^n_s), \alpha(G^n_c)\}$.

**Theorem 5.1.** Let $n \in \mathbb{N}$. Consider a sender with utility $\mathcal{U}$ and let $G^n_s$ be the corresponding sender graph. Let $G^n_c$ be the confusability graph of the channel $P_{Z|Y}$. For all Stackelberg equilibrium strategies $g^*_n$ of the receiver,

$$\min_{s_n \in \mathcal{B}(g^*_n)} |\mathcal{D}(g^*_n, s_n)| = \min\{\alpha(G^n_s), \alpha(G^n_c)\}. $$

**Proof :** See Appendix D.1

5.3. Asymptotic rate of information extraction

**Definition 5.3 (Asymptotic rate of information extraction).** Let $\{g^*_n\}_{n \geq 1}$ be a sequence of Stackelberg equilibrium strategies for the receiver and let $\{R(g^*_n)\}_{n \geq 1}$ be the corresponding sequence of rate of information extraction. The asymptotic rate of information extraction, denoted by $\mathcal{R}$, is given as

$$\mathcal{R} = \limsup_n R(g^*_n).$$

When the channel is noiseless, this quantity is equal to the information extraction capacity of the sender.

We now use the results derived in the last section to determine the asymptotic rate of information extraction $\mathcal{R}$ for the noisy channel case.

**Theorem 5.2.** Consider a sender with utility $\mathcal{U}$ and let $G_s$ be the corresponding sender graph. Let $G_c$ be the confusability graph of the channel $P_{Z|Y}$. Then the asymptotic rate of information extraction is given as

$$\mathcal{R} = \min\{\Xi(\mathcal{U}), \Theta(G_c)\}. $$

**Proof :** See Appendix D.2

The above result states that given a sender with information extraction capacity $\Xi(\mathcal{U})$, the zero-error capacity of the channel should be at least this number in order to extract maximum possible information from the sender. Alternatively, given the channel, the asymptotic rate of information extraction from any sender is bounded by the zero-error capacity of the channel. As long as both quantities are greater than unity, the receiver can extract exponentially large number of sequences from the sender.

Using this result and the bounds from earlier sections, the following results follow.
Theorem 5.3. Consider a sender with utility $U$ and let $G_s$ be the corresponding sender graph. Let $U^{\text{Sym}}$ be its symmetric part and let $G_c^{\text{Sym}}$ be the corresponding sender graph. Let $G_c$ be the confusability graph of the channel $P_{Z|Y}$.

1. If $\Theta(G^{\text{Sym}}_s) \leq \Theta(G_c)$, then

$$R = \Xi(U).$$

2. If $\Gamma(U) \geq \Theta(G_c)$, then

$$R = \Theta(G_c).$$

Proof: The proofs follow by using Theorem 5.2 along with Theorem 4.9 for part 1) and Theorem 4.2 for part 2) respectively.

The above result states that if the Shannon capacity of the symmetric sender graph is less than the zero-error capacity of the channel, then the asymptotic rate of information extraction is simply the information extraction capacity of the sender. The second part of the theorem states that the receiver can recover an exponential number of sequences even when the information extraction capacity of the sender is less than the zero-error capacity of the channel, provided $\Theta(G_c) > 1$.

This concludes our analysis on this topic of information extraction from a strategic sender. We have seen that the strategic setting demands a new line of analysis, that uses in part the traditional tools of information theory, but is rooted in concepts of game theory. It also leads to new concepts. Our main take away is that the information extraction capacity of the sender, a concept we defined and introduced in this paper, appears to be a fundamental quantity. It plays a role loosely analogous to that of the entropy of a source, characterizing the extent of information the sender can provide (or can be extracted from it). Future research will reveal the extent to which this analogy holds.

6. Conclusion

To conclude, inspired by the problem of screening of travellers with questionnaires, we considered a framework where a receiver attempted to extract information from a strategic sender. This setting was posed as a non-cooperative communication problem where the receiver (a health inspector) wishes to recover information from a misreporting sender (traveller) with zero probability of error. We considered a receiver-centric viewpoint and posed the problem as a leader-follower game with the receiver as the leader and sender as the follower. We formulated two instances of the game, with a noiseless channel, and with a noisy channel. We showed that even in the presence of the noisy channel, the receiver can extract an exponential number of sequences. To achieve this, the optimal choice of strategy for the receiver is to play a selective decoding strategy that decodes meaningfully only for a subset of sequences and deliberately induces an error on the rest of the sequences. The sequences are chosen such that the sender does not have an incentive to misreport any sequence as other, whereby, it tells the truth. In the context of designing questionnaires, this corresponds to the size of the optimal questionnaire that recovers maximum number of travel histories.
Our analysis led to new concepts: the rate of information extraction and the information extraction capacity of the sender. We showed that the maximum rate of information extraction is equal to the information extraction capacity of the sender in the noiseless channel case. In the presence of the noisy channel, the receiver can still extract information with this rate, provided the zero-error capacity of the channel is larger than the information extraction capacity of the sender. We derived single-letter lower bounds and upper bounds. The lower bound is the optimal value of an optimization problem over permutation matrices. The upper bound is the Shannon capacity of the sender graph corresponding to the symmetric part of the utility. The information extraction capacity characterizes the fundamental limit to the amount of information that can be recovered with questionnaires.

Appendix

A. Preliminaries

A.1. Proof of Lemma 3.1

Proof : For strategies $g_n$ of the receiver such that $\min_{s_n \in \mathcal{S}(g_n)} |\mathcal{D}(g_n, s_n)| \leq 1$, the claim trivially holds. Let $g_n$ be such that $|\mathcal{D}(g_n, s_n)| \geq 2$ for all strategies $s_n \in \mathcal{S}(g_n)$. We prove the claim by contradiction.

Suppose for some strategy $s_n \in \mathcal{S}(g_n)$, the set $\mathcal{D}(g_n, s_n)$ is not an independent set in $G^n_x$. Thus, there exists distinct sequences $\hat{x}, \bar{x} \in \mathcal{D}(g_n, s_n)$ such that $\mathcal{U}_n(\hat{x}, \bar{x}) \leq \mathcal{U}_n(\bar{x}, \bar{x})$. Using this, define a strategy $\hat{s}_n$ as

$$\hat{s}_n(x) = \begin{cases} s_n(x) & \forall x \neq \hat{x} \\ s_n(\hat{x}) & \text{for } x = \hat{x} \end{cases}.$$  \hspace{1cm} (13)

Observe that $\hat{s}_n$ is also a best response since

$$\mathcal{U}_n(g_n \circ \hat{s}_n(x), x) = \mathcal{U}_n(g_n \circ s_n(x), x) \quad \forall x \neq \bar{x}$$

and for $x = \bar{x}$,

$$\mathcal{U}_n(g_n \circ \hat{s}_n(\bar{x}), \bar{x}) = \mathcal{U}_n(g_n \circ s_n(\bar{x}), \bar{x})$$

$$= \mathcal{U}_n(\bar{x}, \bar{x})$$

$$\geq \mathcal{U}_n(\bar{x}, \bar{x}) = \mathcal{U}_n(g_n \circ s_n(\bar{x}), \bar{x}).$$  \hspace{1cm} (14)

Here (14) follows since $g_n \circ s_n(\bar{x}) = \bar{x}$, which in turn holds since $\bar{x} \in \mathcal{D}(g_n, s_n)$.

Now, for all $x \in \mathcal{D}(g_n, s_n) \setminus \{\bar{x}\}$, $g_n \circ \hat{s}_n(x) = g_n \circ s_n(x) = x$ and hence $x$ lies in $\mathcal{D}(g_n, s_n)$ and $\mathcal{D}(g_n, s_n)$. However, when $x = \bar{x}$, $g_n \circ \hat{s}_n(\bar{x}) = \bar{x} \neq \bar{x} = g_n \circ s_n(\bar{x})$. Thus, the sequence $\bar{x}$ lies in $\mathcal{D}(g_n, s_n)$ but is not recovered by the pair $(g_n, \hat{s}_n)$ and hence does not lie in $\mathcal{D}(g_n, s_n)$. Thus, $|\mathcal{D}(g_n, \hat{s}_n)| < |\mathcal{D}(g_n, s_n)|$.

However, this is a contradiction since $s_n \in \mathcal{S}(g_n)$. Thus, for all $s_n \in \mathcal{S}(g_n)$, the set $\mathcal{D}(g_n, s_n)$ is an independent set in $G^n_x$. ■
A.2. Proof of Theorem 3.2

Proof: From Lemma 3.1, \( D(g_n, s_n) \) is an independent set in \( G^n_s \) for all \( g_n \) and for all \( s_n \in S(g_n) \). This implies that \( R(g_n) \leq \alpha(G^n_s)^{1/n} \) for all strategies \( g_n \). We now show that for Stackelberg equilibrium strategies \( g_n^* \), \( R(g_n^*) = \alpha(G^n_s)^{1/n} \).

Consider an independent set \( I^n \) in \( G^n_s \) such that \( |I^n| = \alpha(G^n_s) \) and define a strategy \( g_n \) for the receiver as

\[
g_n(x) = \begin{cases} 
  x & \text{if } x \in I^n \\
  \Delta & \text{if } x \notin I^n 
\end{cases}
\]

(15)

Since \( \Delta \) is never preferred by the sender, we can assume without loss of generality, that for all \( x, g_n \circ s_n(x) \in I^n \) and hence \( D(g_n, s_n) \subseteq I^n \). We will now show that in fact the two sets are equal.

Consider an \( x \in I^n \). For any \( s_n \in S(g_n) \), the utility of the sender is

\[
\varUpsilon_n(g_n \circ s_n)(x, x) = \varUpsilon_n(x', x)
\]

for some \( x' \in I^n \). Since \( I^n \) is an independent set in \( G^n_s \), \( \varUpsilon_n(x', x) < 0 \) for all \( x' \in I^n, x' \neq x \). Since \( x \in I^n \) was arbitrary,

\[
\varUpsilon_n(g_n \circ s_n)(x, x) \leq 0 \quad \forall x \in I^n,
\]

with equality if and only if \( g_n \circ s_n(x) = x \). Clearly, the optimal choice of \( s_n \) for the sender, is such that \( s_n(x) = x \) for all \( x \in I^n \). Specifically, all the strategies \( s_n \in S(g_n) \) are such that \( s_n(x) = x \) for all \( x \in I^n \). Thus, for all \( s_n \in S(g_n) \), \( D(g_n, s_n) = I^n \) and hence \( R(g_n) = \alpha(G^n_s)^{1/n} \). It follows that for all Stackelberg equilibrium strategies \( g_n^* \) of the receiver, \( R(g_n^*) = \alpha(G^n_s)^{1/n} \). \( \blacksquare \)

A.3. Proof of existence of information extraction capacity

Before proving the existence, we prove the following lemma.

Lemma A.1. Let \( m, n \in \mathbb{N} \). Consider a sender with utility \( \varUpsilon \) and the corresponding sender graph \( G^n_s \). Then,

\[
\alpha(G^{m+n}_s) \geq \alpha(G^m_s) \alpha(G^n_s).
\]

Proof: Consider an independent set \( I^m \) in \( G^m_s \) and an independent set \( I^n \) in \( G^n_s \). The claim will follow by showing that \( I^m \times I^n \) is an independent set in \( G^{m+n}_s \).

Consider sequences \( x, y \in \mathcal{X}^{m+n} \) such that \( x = (w^m, w^n) \), \( y = (v^m, v^n) \), where \( w^m, v^m \in I^m \) and \( w^n, v^n \in I^n \), with \( w^k := (x_1, \ldots, x_k) \) and \( v^k := (y_1, \ldots, y_k) \) for all \( k \). Now,

\[
\varUpsilon_{m+n}(y, x) = \frac{m}{m+n} \varUpsilon_m(v^m, w^m) + \frac{n}{m+n} \varUpsilon_n(v^n, w^n).
\]

Since \( I^m \) and \( I^n \) are independent sets and \( x, y \) are distinct, \( \varUpsilon_m(v^m, w^m) \leq 0 \) and \( \varUpsilon_n(v^n, w^n) \leq 0 \) with strict inequality in at least one the terms and hence, \( \varUpsilon_{m+n}(y, x) < 0 \). This holds for all distinct sequences.
x, y ∈ I^m × I^n which shows that I^m × I^n is an independent set in G^{m+n}_s. Thus, α(G^{m+n}_s) ≥ |I^m||I^n|.

Taking I^m and I^n to be the corresponding largest independent sets from G^m_s and G^n_s respectively, the claim follows.

**Theorem A.2.** Consider a sender with utility \( \mathcal{W} \) and let \( \{G^n_s\}_{n \geq 1} \) be the corresponding sequence of sender graphs. Then the limit in Definition 4.1 exists.

**Proof:** From Lemma A.1, \( \alpha(G^{m+n}_s) \geq \alpha(G^m_s)\alpha(G^n_s) \), for all \( m, n \in \mathbb{N} \). Define \( \beta_n = \log(\alpha(G^n_s)) \) to get \( \beta_{m+n} \geq \beta_m + \beta_n \). From Fekete’s lemma \([26]\), the limit of the sequence \( \{\beta_n/n\}_{n \geq 1} \) exists and is equal to \( \sup_n \beta_n/n \). Using this and from the continuity and monotonicity of exp(\( \cdot \)),

\[
\lim_n \exp\left(\frac{\beta_n}{n}\right) = \sup_n \exp\left(\frac{\beta_n}{n}\right).
\]

Substituting \( \beta_n = \log(\alpha(G^n_s)) \), the claim follows.

A.4. **Proof of Theorem 4.1**

**Proof:** Any pair of distinct symbols \( i, j \) are adjacent in G_s if and only if \( \mathcal{W}(i, j) = 0 \). Further, for \( i \neq j, \mathcal{W}(i, j) = 0 \) if and only if \( \mathcal{A}(i, j) = 1 \). Thus, distinct symbols \( i, j \) are adjacent in G_s if and only if \( i, j \) are adjacent in \( \mathcal{G} \) and hence \( G_s = \mathcal{G} \). We now use this to show \( G^n_s = G^{S^n} \).

Consider two distinct sequences \( x, y \in X^n \).

\[
x \sim y \in G^n_s \iff \forall k, \mathcal{W}(x_k, y_k) = 0
\iff \forall k, x_k = y_k \text{ or } x_k \sim y_k \in G_s
\iff x \sim y \in G^{S^n}.
\]

Thus, \( G^n_s = G^{S^n} \) and hence \( \mathbb{E}(\mathcal{W}) = \Theta(G) \).

**B. Lower Bounds**

**B.1. Proof of Theorem 4.2**

To prove Theorem 4.2, we first define a lemma. For that consider the following definition

**Definition B.1.** Let \( K \in \mathbb{N} \) and \( \mathcal{Y} \subseteq X \). Define the set \( T^K_\mathcal{Y} \) as

\[
T^K_\mathcal{Y} = \left\{ x \in \mathcal{Y}^{K|\mathcal{Y}|} : P_x(i) = \frac{1}{|\mathcal{Y}|}, \forall i \in \mathcal{Y} \right\}.
\]

Thus, the set \( T^K_\mathcal{Y} \) is a set of all those sequences where every symbol from the set \( \mathcal{Y} \) occurs exactly \( K \) times.

The following lemma gives a sufficient condition in terms of the optimization problem \( \mathcal{O}(\mathcal{W}) \) for the independence of the set \( T^K_\mathcal{Y} \).
Lemma B.1. Let $n, K \in \mathbb{N}$. Consider a sender with utility $\mathcal{U}$ and let $G_n^K$ be the corresponding sender graph. Let $\mathcal{Y} \subseteq \mathcal{X}$ be a set feasible for the problem $\mathcal{O}(\mathcal{U})$. Then, $T^K_\mathcal{Y}$ is an independent set in the graph $G_n^K|\mathcal{Y}|$.

Proof: Fix a $K \in \mathbb{N}$. For distinct sequences $x, y \in T^K_\mathcal{Y}$,

$$
\mathcal{W}_{K|\mathcal{Y}}(y, x) = \sum_{k \in [K|\mathcal{Y}|]} \frac{\mathcal{W}(y_k, x_k)}{K|\mathcal{Y}|} = \sum_{i, j \in \mathcal{Y}} P_{x,y}(i, j) \mathcal{W}(i, j),
$$

where the joint empirical distribution $P_{x,y}$ satisfies

$$
\sum_{i \in \mathcal{Y}} P_{x,y}(i, j) = \sum_{j \in \mathcal{Y}} P_{x,y}(i, j) = 1, \quad \forall i, j \in \mathcal{Y}.
$$

Using the Birkhoff-von Neumann theorem \[26\], $P_{x,y}$ can be given as a convex combination of the permutation matrices $Q = \{Q^{(0)}, \ldots, Q^{(|Q|)}\}$, i.e.,

$$
P_{x,y} = \frac{1}{|\mathcal{Y}|} \sum_{m} \alpha_m Q^{(m)},
$$

where $\sum_{m} \alpha_m = 1$ and $\alpha_m \geq 0 \, \forall \, m$. Since $x$ and $y$ are distinct, it follows that $\alpha_0 < 1$, where $\alpha_0$ corresponds to the coefficient of the identity matrix $Q^{(0)}$. Thus,

$$
\mathcal{W}_{K|\mathcal{Y}}(y, x) = \sum_{i, j \in \mathcal{Y}} P_{x,y}(i, j) \mathcal{W}(i, j) = \frac{1}{|\mathcal{Y}|} \sum_{m \in [|Q|]} \alpha_m \sum_{i, j \in \mathcal{Y}} Q^{(m)}(i, j) \mathcal{W}(i, j).
$$

Since $\mathcal{Y}$ is feasible for $\mathcal{O}(\mathcal{W})$, the term $\sum_{i, j \in \mathcal{Y}} Q^{(m)}(i, j) \mathcal{W}(i, j)$ is negative for all $m \in [|Q|]$. Thus, $\mathcal{W}_{K|\mathcal{Y}}(y, x) < 0$ for all distinct $x, y \in T^K_\mathcal{Y}$ and hence, $T^K_\mathcal{Y}$ is an independent set in the graph $G_n^K|\mathcal{Y}|$. \[ Q.E.D. \]

We now prove Theorem 4.2.

Proof of Theorem 4.2. Consider a set $\mathcal{Y}^* \in \arg \max_{\mathcal{Y}} \mathcal{O}(\mathcal{W})$. From Lemma B.1 it follows that $T^K_\mathcal{Y}$ is an independent set in $G_n^K|\mathcal{Y}^*$ for all $K \in \mathbb{N}$ and hence $\alpha(G_n^K|\mathcal{Y}^*) \geq |T^K_\mathcal{Y}|$. Taking the limit and applying Stirling’s approximation gives that $\Xi(\mathcal{W}) \geq |\mathcal{Y}^*| = \Gamma(\mathcal{W})$. \[ Q.E.D. \]

B.2. Proof of Proposition 4.3

For ease of explanation, we define the set of symbols satisfying (7) as a negative-weight chain.

Definition B.2 (Negative-weight chain). A sequence of distinct symbols $i_0, i_1, \ldots, i_{K-1} \in \mathcal{Y}$ form a negative-weight chain if

$$
\mathcal{W}(i_1, i_0) + \mathcal{W}(i_2, i_1) + \ldots + \mathcal{W}(i_0, i_{K-1}) < 0.
$$

Notice that the chain in the above definition is a closed-chain since the first and last symbols are the same. For brevity, we describe a closed-chain as simply a chain.
Proof: Suppose a set $\mathcal{Y} \subseteq \mathcal{X}$ is such that any sequence of distinct symbols $i_0, i_1, \ldots, i_{K-1} \in \mathcal{Y}$ form a negative-weight chain. We show that $\mathcal{Y}$ is feasible for $O(\mathcal{W})$.

Consider a permutation matrix $Q \in Q \setminus \{I\}$. For this permutation matrix $Q$, define a permutation $\pi: \mathcal{Y} \to \mathcal{Y}$ as $i = \pi(j)$ if and only if $Q(i,j) = 1$.

Now, a permutation can be decomposed into disjoint cycles. Thus, a permutation $\pi: \mathcal{Y} \to \mathcal{Y}$ can be represented as

$$\pi = (i_0^1 \ldots i_{K_1-1}^1) \ldots (i_0^m \ldots i_{K_m-1}^m), (v_1) \ldots (v_R),$$

where $i_k^j, v_k \in \mathcal{Y}$ are all distinct symbols and $M, K_m, R \in \mathbb{N}, K_m \geq 2 \forall m$, are such that $\sum_{m \in [M]} K_m + R = |\mathcal{Y}|$. The above arrangement represents that for all $m \in [M]$, the symbols $\{i_0^m, \ldots, i_{K_m-1}^m\}$ form cycles where $\pi(i_k^m) = i_0^{(k+1) \mod K_m}$. Further, $\pi(v_k) = v_k$ for all $k \in [R]$.

Using this representation in (16), we write

$$\sum_{i,j \in \mathcal{Y}} Q(i,j) \mathcal{W}(i,j) = \sum_{j \in \mathcal{Y}} \mathcal{W}(\pi(j),j)$$

$$\begin{align*}
&= \mathcal{W}(i_1^1, i_0^1) + \mathcal{W}(i_2^1, i_1^1) + \ldots + \mathcal{W}(i_0^1, i_{K_1-1}^1) + \ldots \\
&+ \mathcal{W}(i_1^m, i_0^m) + \mathcal{W}(i_2^m, i_1^m) + \ldots + \mathcal{W}(i_0^m, i_{K_m-1}^m) \\
&< 0.
\end{align*}$$

The last inequality follows since any sequence of distinct symbols from the set $\mathcal{Y}$ form a negative-weight chain. The above relation is true for all permutation matrices $Q \in Q \setminus \{I\}$. Hence, the set $\mathcal{Y}$ is feasible for $O(\mathcal{W})$.

Suppose the set $\mathcal{Y}$ is feasible for $O(\mathcal{W})$. Take distinct symbols $i_0, i_1, \ldots, i_{K-1} \in \mathcal{Y}$ for some $K \in |\mathcal{Y}|$, $K \geq 2$ and choose a permutation $\pi': \mathcal{Y} \to \mathcal{Y}$ such that $i_0, i_1, \ldots, i_{K-1}$ form a cycle as $\pi'(i_k) = i_{(k+1) \mod K}$. The rest of the symbols are mapped to themselves. Let $Q^{\pi'}$ be the corresponding permutation matrix. Observe that $Q^{\pi'}$ is not an identity matrix. Then, it follows from feasibility of $\mathcal{Y}$ that

$$\sum_{i,j \in \mathcal{Y}} Q^{\pi'}(i,j) \mathcal{W}(i,j)$$

$$= \mathcal{W}(i_1, i_0) + \mathcal{W}(i_2, i_1) + \ldots + \mathcal{W}(i_0, i_{K-1}) < 0,$$

and hence the symbols form a negative-weight chain. Since the symbols were chosen arbitrarily, this holds for all sequences of distinct symbols from the set $\mathcal{Y}$. This completes the proof.

\[\square\]

B.3. Proof of Theorem 4.5

Recall the definition of a positive-edges cycle in Definition 4.4. The following lemma demonstrates that it is necessary that a set $\mathcal{Y}$ does not contain a positive-edges cycle for it to be feasible for $O(\mathcal{W})$.

Lemma B.2. Consider a sender with utility $\mathcal{W}$ and let $G_*$ be the corresponding sender graph. Consider a $\mathcal{Y}$ which contains a positive-edges cycle. Then, $\mathcal{Y}$ is not feasible for $O(\mathcal{W})$.  
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Proof: Since there exists a positive-edges cycle in \( Y \), there is a sequence of distinct symbols \( i_0, i_1, \ldots, i_{K-1} \in Y \) such that

\[
\mathcal{U}(i_l, i_m) \geq 0 \quad \forall \ l = (m + 1) \mod K.
\]

Clearly, this means that the set \( Y \) does not satisfy the condition given in Proposition 4.3.

Proof of Theorem 4.5: Let \( i_0, \ldots, i_{K-1} \) be distinct symbols from \( Y \). Since there is no positive-edges cycle in \( Y \), there is at least one pair of \((i_k, i_j), k > j\) such that \( \mathcal{U}(i_k, i_j) < 0 \). Then,

\[
\mathcal{U}(i_1, i_0) + \mathcal{U}(i_2, i_1) + \ldots + \mathcal{U}(i_0, i_{K-1}) \leq \min_{i,j \in Y: \mathcal{U}(i,j) < 0} |\mathcal{U}(i,j)| + (|Y| - 1) \max_{i,j \in Y: \mathcal{U}(i,j) \geq 0} \mathcal{U}(i,j) < 0.
\]

Since \( i_0, \ldots, i_{K-1} \) were arbitrary, using Proposition 4.3, it follows that \( Y \) is feasible for \( O(\mathcal{U}) \).

B.4. Proof of Corollary 4.6

Proof: If \( Y \) is feasible for \( O(\mathcal{U}) \), then

\[
\mathcal{U}(i_2, i_1) + \mathcal{U}(i_1, i_2) < 0 \quad \forall \ i_1, i_2 \in Y, i_1 \neq i_2.
\]

This implies that for all distinct symbols \( i_1, i_2 \in Y \), we have \( \mathcal{U}^{\text{Sym}}(i_1, i_2) = \mathcal{U}^{\text{Sym}}(i_2, i_1) < 0 \). Thus, \( Y \) is an independent set in \( \mathcal{G}^{\text{Sym}} \). The upper bound on \( \Gamma(\mathcal{U}) \) is now obvious.

B.5. Proof of Theorem 4.7

First, consider a multiplicative property of \( \Gamma(\mathcal{U}) \) analogous to Lemma A.1.

Lemma B.3. Let \( m, n \in \mathbb{N} \). For any utility \( \mathcal{U} \),

\[
\Gamma(\mathcal{U}^{m+n}) \geq \Gamma(\mathcal{U}^m) \Gamma(\mathcal{U}^n).
\]

Proof: Consider two sets \( \mathcal{Y}_m, \mathcal{Y}_n \) that are optimal for \( O(\mathcal{U}^m) \) and \( O(\mathcal{U}^n) \) respectively. Define \( \mathcal{Y}^{m+n} = \mathcal{Y}_m \times \mathcal{Y}_n \). For any \( y, z \in \mathcal{Y}^{m+n} \), we denote \( y = (y_1, y_2), y \in \mathcal{Y}_m, y \in \mathcal{Y}_n \). Moreover, notice that for any \( y, z \in \mathcal{Y}^{m+n} \)

\[
\mathcal{U}^{m+n}(y, z) = \frac{m}{m+n} \mathcal{U}^m(y, z) + \frac{n}{m+n} \mathcal{U}^n(y, z).
\]

Now, consider distinct sequences \( y^1, y^2, \ldots, y^L \in \mathcal{Y}^{m+n} \). Using the above, we write

\[
\mathcal{U}^{m+n}(y^2, y^1) + \mathcal{U}^{m+n}(y^3, y^2) + \ldots + \mathcal{U}^{m+n}(y^1, y^L) = \frac{m}{m+n} \left( \mathcal{U}^m(y^2, y^1) + \mathcal{U}^m(y^3, y^2) + \ldots + \mathcal{U}^m(y^1, y^L) \right) + \frac{n}{m+n} \left( \mathcal{U}^n(y^2, y^1) + \mathcal{U}^n(y^3, y^2) + \ldots + \mathcal{U}^n(y^1, y^L) \right).
\]
Suppose there exists some $l_1 < l_2$ such that $\bar{y}^{l_1} = \bar{y}^{l_2}$. Suppose all the sequences $\bar{y}^{l_1}, \bar{y}^{l_1+1}, \ldots, \bar{y}^{l_2-1}$ between $l_1$ and $l_2$ are distinct. Using the analogous result of Proposition 4.3 for $n$-length sequences, it can be observed that $\bar{y}^{l_1}, \bar{y}^{l_1+1}, \ldots, \bar{y}^{l_2-1}$ form a negative-weight chain. Thus, removing the edges corresponding to this chain we get

$$\mathcal{U}_m(\bar{y}^2, \bar{y}_1^1) + \mathcal{U}_m(\bar{y}_3^3, \bar{y}_2^2) + \ldots + \mathcal{U}_m(\bar{y}_L^1, \bar{y}_1^L) \leq \sum_{t \in [L] \setminus \{l_1, \ldots, l_2-1\}} \mathcal{U}_m(\bar{y}^{(t-1) \text{mod} L}, \bar{y}^t).$$

We remove all such negative-weight chains from $\{\bar{y}_t^t\}_{t \in [L]}$ and $\{\bar{y}_t^t\}_{t \in [L]}$ to get a pair of sets of distinct sequences $\{\bar{y}_t^t\}_{t \in [L]}$ and $\{\bar{y}_t^t\}_{t \in [L]}$ where $\bar{L}, \bar{L} \subseteq [L]$. Since $\bar{y}_1^1, \ldots, \bar{y}_L^L$ are all distinct sequences, either $\bar{L} \neq \emptyset$ or $\bar{L} \neq \emptyset$. Moreover, since $\{\bar{y}_t^t\}_{t \in [L]} \subseteq \mathcal{Y}_m$ and $\{\bar{y}_t^t\}_{t \in [\bar{L}]} \subseteq \mathcal{Y}_n$, the sequences form negative-weight chains and hence we get

$$\mathcal{U}_{m+n}(\bar{y}^2, \bar{y}_1^1) + \mathcal{U}_{m+n}(\bar{y}^3, \bar{y}_2^2) + \ldots + \mathcal{U}_{m+n}(\bar{y}^L, \bar{y}_1^L) \leq \frac{m}{m+n} \sum_{t \in \bar{L}} \mathcal{U}_m(\bar{y}^{(t-1) \text{mod} L}, \bar{y}^t) + \frac{n}{m+n} \sum_{t \in \bar{L}} \mathcal{U}_n(\bar{y}^{(t-1) \text{mod} L}, \bar{y}^t) < 0.$$

This is true for all sets of distinct sequences from $\mathcal{Y}^{m+n}$. Thus, $\mathcal{Y}^{m+n}$ is feasible for $\mathcal{O}(\mathcal{U}_{m+n})$ and hence

$$\Gamma(\mathcal{U}_{m+n}) \geq |\mathcal{Y}^{m+n}| = \Gamma(\mathcal{U}_m)\Gamma(\mathcal{U}_n).$$

**Proof of Theorem 4.4** From Corollary 4.3 it follows that all independent sets of $G^m_n$ are feasible for $\mathcal{O}(\mathcal{U}_n)$. Thus, $\Gamma(\mathcal{U}_n) \geq \alpha(G^m_n)$ and hence $\lim_{n \to \infty} \Gamma(\mathcal{U}_n)/n \geq \Xi(\mathcal{U}).$

Now we prove that $\lim_{n \to \infty} \Gamma(\mathcal{U}_n)/n \leq \Xi(\mathcal{U})$. Observe that Lemma 3.1 does not impose any specific structure for the set $\mathcal{X}$. In particular, in place of the set $\mathcal{X}$ we can consider its $n$-fold Cartesian product $\mathcal{X}^n$ and the results will hold.

Let $K \in \mathbb{N}$. Consider a set $\mathcal{Y}_n$ that maximizes $\mathcal{O}(\mathcal{U}_n)$. Following Definition 3.1 we define a set $T^K_{\mathcal{Y}_n}$ which consists of sequences constructed by concatenating sequences from $\mathcal{Y}_n$, each appearing exactly $K$ times. This construction gives sequences of length $nK|\mathcal{Y}_n|$. Analogous to Lemma 3.1 it follows that $T^K_{\mathcal{Y}_n}$ is an independent set in $G^m_n[K|\mathcal{Y}_n|$ for all $K \in \mathbb{N}$. Consequently, the capacity is bounded as

$$\Xi(\mathcal{U}) = \lim_{K \to \infty} \alpha(G^m_n[K|\mathcal{Y}_n|) = \frac{1}{n} \lim_{K \to \infty} \left(\frac{|T^K_{\mathcal{Y}_n}|}{nK|\mathcal{Y}_n|}\right) \leq \lim_{K \to \infty} \left(\frac{|T^K_{\mathcal{Y}_n}|}{nK|\mathcal{Y}_n|}\right)^{1/n}.$$
B.6. Computational approach to check for the feasibility of a set $Y$

We now discuss a computational approach that can be used to check for the feasibility of a set $Y$ for the problem $O(U)$. Given a set of vertices $Y$, its feasibility for $O(U)$ can be checked using the Bellman-Ford algorithm in the following way. Define a weighted directed graph $\bar{G}_s$ with vertices $X$ induced by $U$ where every vertex is connected to every other vertex and the edge from a vertex $i$ to $j$ has weight $U(j, i)$. Define a utility $U' = -U$ and let the directed graph induced by $U'$ be denoted as $G'_s$. Suppose we have a set $Y$ that is feasible for the problem $O(U)$. Then, from the characterization of feasible region of $O(U)$, it implies that there is no zero or positive-weight directed cycle in the subgraph of $\bar{G}_s$ induced by $Y$. Equivalently, there is no negative-weight or zero-weight directed cycle in the subgraph of $G'_s$ induced by $Y$. We use this observation as follows.

The Bellman-Ford algorithm ([27], Ch. 26), determines the shortest paths to all vertices in a directed graph from a given source vertex. It is also known that the algorithm detects whether the graph has a negative-weight directed cycle in the graph, in which case there may not exist a shortest path between two vertices. Suppose there is no zero-weight directed cycle in the graph $G'_s$. Then, this algorithm can be used to check for the feasibility of a given $Y$ in the following manner.

- Given a set $Y$ consider the subgraph of $G'_s$ induced by the vertices $Y$
- Apply the Bellman-Ford algorithm on this subgraph
- If the algorithm detects a negative-weight directed cycle in the subgraph, then the set $Y$ is not feasible for $O(U)$. Otherwise, $Y$ is feasible for $O(U)$.

In the worst case, we need to check feasibility of all subsets of $X$ in order to determine the optimal $Y$. However, the total number of subsets of $X$ may be very large which may make this procedure impractical. Nevertheless, the above method is still independent of the blocklength $n$ and is thus an effective tool to derive a lower bound for the capacity.

C. Upper Bounds

C.1. Proof of Lemma 4.8

Proof : Let $n \in \mathbb{N}$. Consider distinct sequences $x, y \in X^n$ which are adjacent in $(G^{\text{Sym}}_s)^n$. Thus, $U^{\text{Sym}}_n(y, x) = U^{\text{Sym}}_n(x, y) = (U_n(y, x) + U_n(x, y))/2 \geq 0$, which gives that either $U_n(y, x) \geq 0$ or $U_n(x, y) \geq 0$. In either case, $x, y$ are adjacent in $G_n^s$ and hence $(G^{\text{Sym}}_s)^n$ is a subgraph of $G_n^s$. This gives $\alpha(G_n^s) \leq \alpha((G^{\text{Sym}}_s)^n)$. The claim follows by taking the limit of the $n$-th root.

C.2. Proof of Theorem 4.9

Proof : Let $n \in \mathbb{N}$. We first prove that if $U$ is symmetric then $\Xi(U) \leq \Theta(U)$. Consider the graph $G^{2n}_s$ derived by taking the $n$-fold strong product of $G_s$. Consider a distinct pair of sequences $x, y \in X^n$ that are adjacent in $G^{2n}_s$. Then, for all $k \in [n]$, either $x_k = y_k$ or $x_k, y_k$ are adjacent in $G_s$. Thus,

$$U_n(y, x) = \frac{1}{n} \sum_{y_k \neq x_k} U(y_k, x_k) \geq 0.$$
Hence, \(x, y\) are adjacent in \(G^n_s\) as well, which gives \(G_s^{G^n_s}\) is a subgraph of \(G^n_s\). Thus, \(\alpha(G^n_s) \leq \alpha(G_s^{G^n_s})\) and taking the limit of the \(n\)-th root and using Lemma 4.8 the claim follows.

C.3. Proof of Theorem 4.10

Proof: Let \(n \in \mathbb{N}\). We prove this by showing that if distinct sequences \(x, y \in X^n\) are not adjacent in \(G^n_s\), then \(x, y\) are not adjacent in \(G_s^{G^n_s}\).

Let \(x, y\) be not adjacent in \(G^n_s\). Then, \(V_n(y, x) < 0\) and \(V_n(x, y) < 0\). Since, \(b \leq a\), it follows that

\[
\left| \{ k : V(y_k, x_k) = -b \} \right| > \frac{n}{2},
\]

\[
\left| \{ k : V(x_k, y_k) = -b \} \right| > \frac{n}{2}.
\]

This implies that there is some \(k\) such that \(V(y_k, x_k) = V(x_k, y_k) = -b\) and hence \(x_k, y_k\) are not adjacent in \(G_s\). It follows that \(x, y\) are not adjacent in \(G_s^{G^n_s}\) as well. This gives that \(\alpha(G^n_s) \leq \alpha(G_s^{G^n_s})\). The claim follows by taking the limit.

C.4. Proof of Theorem 4.11

Proof:

1. Follows from Theorem 4.9 and the fact that for a perfect graph, \(\Theta(G_s) = \alpha(G_s)\).

2. Follows from Theorem 4.10 and the fact that for a perfect graph, \(\Theta(G_s) = \alpha(G_s)\).

D. Noisy Channel Results

Before we prove the results, we state a few definitions. For any strategy \(g_n\) of the receiver, consider \(S(g_n)\) defined as

\[
S(g_n) = \arg\min_{s_n \in \mathcal{S}(g_n)} |D(g_n, s_n)|.
\]

Thus, \(S(g_n)\) is the set of best responses which give the least objective value to the receiver. Let

\[
\mathcal{Z}(y) = \text{supp}(P_{Z|Y}(\cdot|y)),
\]

where \(y\) is an input to the channel. Note that since the output space of the channel is \(X^n\), \(\mathcal{Z}(y) \subseteq X^n\) for all \(y\).
D.1. Proof of Theorem 5.1

Proof: Consider a Stackelberg equilibrium strategy \( g^*_n \) of the receiver. It is known from Lemma 3.1 that the set of recovered sequences from the sender can be at most \( \alpha(G^*_n) \) and hence

\[
\min_{s_n \in \mathcal{D}(g^*_n)} |\mathcal{D}(g^*_n, s_n)| \leq \alpha(G^*_n).
\]

Further, at most \( \alpha(G^*_n) \) sequences can be transmitted with zero error through the channel and hence for all \( s_n \), \( |\mathcal{D}(g^*_n, s_n)| \leq \alpha(G^*_n) \). Together, it follows that

\[
\min_{s_n \in \mathcal{D}(g^*_n)} |\mathcal{D}(g^*_n, s_n)| \leq \min\{\alpha(G^*_n), \alpha(G^*_n)\}.
\]

We now show that equality holds in the above relation.

Let \( d = \min\{\alpha(G^*_n), \alpha(G^*_n)\} \). Clearly, there exists an independent set \( I^*_n \) in \( G^*_n \) such that \( |I^*_n| = d \). Similarly, there exists an independent set \( I^*_n \) in \( G^*_n \) such that \( |I^*_n| = d \). Let the sequences in the sets \( I^*_n \) and \( I^*_n \) be denoted as \( x^i \) and \( y^i \) respectively, with \( i \in [d] \) and \( x^i, y^i \in \mathcal{X}^n \). With this convention, define the strategy \( g_n \) as

\[
g_n(z) = \begin{cases} 
  x^i & \text{if } z \in \mathcal{Z}(y^i) \\
  \Delta & \text{if } z \notin \bigcup_{j=1}^{d} \mathcal{Z}(y^j)
\end{cases}
\]  

We show that the strategy \( g_n \) of the receiver ensures that all strategies \( s_n \) in the set of best responses \( \mathcal{R}(g_n) \) are such that \( \mathcal{Z}(s_n(x^i)) = \mathcal{Z}(y^i) \) for all \( i \in [d] \). Fix an index \( i \), let \( s_n \) be any strategy for the sender and let \( s_n(x^i) = y^i \in \mathcal{X}^n \). Notice that if \( \mathcal{Z}(y^i) \notin \bigcup_{j=1}^{d} \mathcal{Z}(y^j) \), then \( g_n(z) = \Delta \) for some \( z \in \mathcal{Z}(y^i) \). This gives that \( \mathbb{E}\left[\mathcal{R}_n(g_n(Z), x^i)\right] = -\infty \). Thus, \( y^i \) is such that \( \mathcal{Z}(y^i) \subseteq \bigcup_{j=1}^{d} \mathcal{Z}(y^j) \).

Writing \( \mathcal{Z}(y^i) = \bigcup_{j=1}^{d} \mathcal{Z}(y^j) \setminus \mathcal{Z}(y^i) \), it follows that

\[
\mathbb{E}\left[\mathcal{R}_n(g_n(Z), x^i)\right] = \sum_{z \in \bigcup_{j=1}^{d} \mathcal{Z}(y^j) \setminus \mathcal{Z}(y^i)} P_{Z|Y}(z|y^i) \mathcal{R}_n(g_n(z), x^i) = \sum_{j=1}^{d} \sum_{z \in \mathcal{Z}(y^j) \setminus \mathcal{Z}(y^i)} P_{Z|Y}(z|y^i) \mathcal{R}_n(x^j, x^i).
\]

The last equation follows from the definition of \( g_n \). Since \( I^*_n \) is an independent set in \( G^*_n \), \( \mathcal{R}_n(x^j, x^i) < \mathcal{R}_n(x^i, x^j) = 0 \) for all \( j \neq i \) and hence

\[
\sum_{j=1}^{d} \sum_{z \in \mathcal{Z}(y^j) \setminus \mathcal{Z}(y^i)} P_{Z|Y}(z|y^i) \mathcal{R}_n(x^j, x^i) \leq 0
\]

with equality if and only if \( \mathcal{Z}(y^i) = \mathcal{Z}(y^j) \). Thus, the strategy \( y^i \) is such that \( \mathcal{Z}(y^i) = \mathcal{Z}(y^j) \). Clearly, this holds for all \( s_n \in \mathcal{R}(g_n) \) and for all \( i \in [d] \).

It easy to see that the utility of the sender and the receiver do not depend on the exact choice of \( y^i \) so long as \( \mathcal{Z}(y^i) = \mathcal{Z}(y^j) \). Hence, without loss of generality, we consider \( s_n \) to be such that \( s_n(x^i) = y^i \) for all \( i \in [d] \). Thus, when the sequence \( x^i \in I^*_n \) is observed by the sender, it encodes it as \( y^i \). The channel generates an output \( z \), which belongs to the support set \( \mathcal{Z}(y^i) \). The receiver maps all such \( z \) to \( x^i \) thereby ensuring \( \mathbb{P}(\tilde{X} = x^i|X = x^j) = 1 \) for all \( i \in [d] \). Thus, for all \( x^i \in I^*_n \) and \( s_n \in \mathcal{R}(g_n) \), \( x^i \in \mathcal{D}(g_n, s_n) \). Hence \( \mathcal{D}(g_n, s_n) \supseteq I^*_n \) for all \( s_n \in \mathcal{R}(g_n) \). Since \( |I^*_n| = d \), \( |\mathcal{D}(g_n, s_n)| \geq d \). Using \( |\mathcal{D}(g_n, s_n)| \leq d = \min\{\alpha(G^*_n), \alpha(G^*_n)\} \), it follows that for all Stackelberg equilibrium strategies \( g^*_n \),
\[
\min_{s_n \in \mathcal{R}(g_n^*)} |\mathcal{D}(g_n^*, s_n)| = \min \{ \alpha(G_n^*), \alpha(G_c^*) \}.
\]

Thus, from the strategy defined in (18), it can be observed that the receiver decodes meaningfully only for a subset of sequences. In particular, it chooses \(d\) number of inputs, \(y_i^*\) with \(i \in [d]\), which can be distinguished from each other and maps the respective support sets, \(\mathcal{Z}(y_i^*)\), to \(d\) distinct sequences \(x_i^*\). For the rest of the outputs from the channel, the receiver declares an error \(\Delta\). In response, the optimal strategy for the sender is (without loss of generality) such that it maps the sequences \(x_i\) to the inputs \(y_i^*\). Also, for all strategies \(s_n\) and for all \(x \in \mathcal{X}^n \setminus \{x^i\}_{i \in [d]}\), \(s_n(x) = y^*\), where \(y^*\) is such that \(\mathcal{Z}(y^*) \subseteq \bigcup_{j=1}^d \mathcal{Z}(y^j)\). This is because for any other input \(y^j \neq y^*\), if \(\mathcal{Z}(y^j) \notin \bigcup_{j=1}^d \mathcal{Z}(y^j)\), then the channel output \(z\) may lie outside \(\bigcup_{j=1}^d \mathcal{Z}(y^j)\) for which \(g_n(z) = \Delta\) and the corresponding utility is \(-\infty\).

**D.2. Proof of Theorem 5.2**

**Proof**: Let \(\{g_n^*\}_{n \geq 1}\) be a sequence of Stackelberg equilibrium strategies for the receiver. From Theorem 5.1

\[
\min_{s_n \in \mathcal{R}(g_n^*)} |\mathcal{D}(g_n^*, s_n)| = \min \{ \alpha(G_n^*), \alpha(G^n_c) \}.
\]

It can be shown that, for a discrete memoryless channel given by (9), the graph \(G^n_c\) is same as the graph constructed by taking \(n\)-fold strong product of \(G_c\), i.e., \(G^n_c = G^n_c\). Thus, \(\min_{s_n \in \mathcal{R}(g_n^*)} |\mathcal{D}(g_n^*, s_n)| = \min \{ \alpha(G_n^*), \alpha(G^n_c) \}\) and hence

\[
R(g_n^*) = \min_{s_n \in \mathcal{R}(g_n^*)} |\mathcal{D}(g_n^*, s_n)|^{1/n} = \min \left\{ \alpha(G_n^*)^{1/n}, \alpha(G^n_c)^{1/n} \right\}.
\]

The claim follows after taking the limit.
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