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Abstract

The Arria NLG Engine has been extended to generate annotated graphs: data graphs that contain computer-generated textual annotations to explain phenomena in those graphs. These graphs are generated alongside text-only data summaries.

1 Introduction

Arria NLG\textsuperscript{1} develops NLG solutions, primarily in the data-to-text area. These solutions are NLG systems, which generate textual summaries of large numeric data sets. Arria’s core product is the Arria NLG Engine,\textsuperscript{2} which is configured and customised for the needs of different clients.

Recently Arria has extended this core engine so that it can automatically produce annotated graphs, that is, data graphs that have textual annotations explaining phenomena in those graphs (see example in Figure 1). This was developed after listening to one of our customers, whose staff manually created annotated graphs and found this process to be very time-consuming. The annotated graph generation process is integrated into the NLG pipeline, and is carried out in conjunction with the generation of a textual summary of a data set.

In this short paper we summarise the relevant research background, and briefly describe what we have achieved in this area.

2 Background: Multimodality and NLG

Rich media such as web pages and electronic documents typically include several modalities in a given document. A web page, for example, can contain images, graphs, and interactive elements. Because of this there has been an interest within the NLG community in generating multimodal documents. However, basic questions remain as how best to combine and integrate multiple modalities within a given NLG application.

2.1 Annotated Graphics

Sripada and Gao (2007) conducted a small study where they showed scuba divers different possible outputs from their ScubaText system, including text-only, graph-only and annotated graphs. They found that divers preferred the annotated graph presentation. The ScubaText software could not in practice produce annotated graphs for arbitrary input data sets and automatically set the scale based on detected events, so this was primarily a study of user preferences.

McCoy and colleagues have been developing techniques to automatically generate textual summaries of data graphics for visually impaired users (Demier et al., 2008). This differs from our work because their goal is to replace the graph, whereas our goal is to generate an integrated text/graphics presentation.

There were several early systems in the 1990s (Wahlster et al., 1993; Feiner and McKeown, 1990, for example), which generated integrated presentations of figures and texts, but these systems focused on annotating static pictures and diagrams, not data graphics. The WIP system, which combined static diagram images and text, used a deep planning approach to produce tightly integrated multimodal documents; it is not clear how robustly this approach handled new data sets and contexts.

2.2 Embodied Conversational Agents

In recent years the challenge of combining multiple modalities such as text, speech, and/or animation has been addressed in the context of Embodied Conversational Agents or ECAs. One example is the NECA system (Krenn et al., 2002).
It allowed two embodied agents to converse with each other via spoken dialogue while being able to make gestures as well. From an architectural perspective, NECA used a pipeline architecture in some ways similar to the standard NLG data-to-text pipeline (Reiter and Dale, 2000). Document Planning is handled by the Scene Generator, which selects the dialogue content. The ‘Multi-modal NLG’ (M-NLG) component handles Microplanning and Surface Realisation, and also deals with specifying gestures, mood, and information structure. Thus the textual output generated by the surface realiser in the NECA M-NLG component is annotated with metadata for other modalities. In particular, information on gestures, emotions, information structure, syntactic structure and dialogue structure (Krenn et al., 2002) are also included to help inform the speech synthesis and gesture assignment modules.

2.3 Background: Psychology

The question of whether information is best presented in text or graphics is in principle largely one for cognitive psychology. Which type of presentation is most effective, and in which context? The answer of course depends on the communicative goal, the type of data being presented, the type of user, the communication medium and other contextual factors.

In particular, a number of researchers (Petre, 1995, for example) have pointed out that graphical presentations require expertise to interpret them and hence may be more appropriate for experienced users than for novices. Tufte (1983) points out that statistical graphs can be very misleading for people who are not used to interpreting them.

Alberdi et al (2001) report on a number of psychological studies on effectiveness of data visualisations which were performed with clinicians in a Neonatal Intensive Care Unit (NICU). At a high level, these studies found that visualisations were less effective and less used than had been hoped. Detailed findings include the following:

• Although consultants, junior doctors, and nurses all claimed in interviews to make heavy use of the computer system which displayed visualisations, when observed onward only senior consultants actually did so; junior doctors and nurses rarely looked at the computer screen.

• Senior consultants were much better than junior staff at distinguishing real events from noise (sensor artefacts).

• Even senior consultants could only identify 70% of key events purely from the visualisations.

Law et al (2005) followed up the above work by explicitly comparing the effectiveness of visualisations and textual summaries. The textual summaries in the experiment were manually written, but did not contain any diagnoses and instead focused on describing the data. Law et al found that clinicians at all levels made better decisions when showed the textual summaries; however at all levels they preferred the visualisations.

A similar study with computer generated summary texts produced by the Babytalk BT45 system (Portet et al., 2009), conducted by van der Meulen et al (2008), found that decision quality was best when clinicians were shown manually written summaries; computer generated texts were of similar effectiveness to visualisations. An error analysis of this study (Reiter et al., 2008) concluded that computer generated texts were much more effective in some contexts than in others.

An implication of the above studies is that in many cases the ideal strategy is to produce both text and graphics. This increases decision effectiveness (since the modalities work best in different situations), and also increases user satisfaction, since users see the modality they like as well as the one which is most effective for decision support.

2.4 Annotated Graphs in NLG Engine

We have extended our NLG Engine to generate annotated graphs as well as texts; an example output, generated by a demonstration system, is shown in figure 1. This example shows a very simple textual output; examples of more complex textual output are on the Arria website.

This example output shows a comparison of performance between the FTSE 100 and a given stock portfolio. The value of the FTSE 100 is used as a performance benchmark to see if a given stock portfolio is performing better or worse than compared to the stock market in general.

As can be seen in the graph in figure 1, the annotations are small text fragments, which are placed...
Figure 1: Combined text and annotated graph detailing the stock portfolio performance.

Figure 2: Graph illustrating stacking capabilities when two annotations intersect each other on top of the graph, and are linked to the relevant events in that occur in the graph. Annotations can also be placed at the bottom of graphs and at the sides and can rearrange themselves depending on the space available. In figure 1 the range annotation used indicates the reason for the increase in the value of a given stock portfolio over a particular time period. If one or more annotations collide or intersect a stacking algorithm is used prior to presentation to rearrange the placement of colliding annotations as shown in figure 2.

Figure 3 illustrates the architecture that is used by our NLG engine. The data analysis and data interpretation modules analyse the input data and produce a set of messages which can be communicated to the user in the generated report. The document planner decides on which messages should be communicated overall, and where messages should appear (for example, situational analysis text, diagnosis text, impact text, graph annotation, or a combination of these). The document planner also decides on the type of graph used, and which data channels it displays; these data channels must include any channels which are annotated, but in some cases other channels are displayed as well.

Once document planning is complete, the visualisation planning module generates the graph design, including X and Y scale and the position of the annotations on the graph. The time range shown in the graph is largely determined by the annotation messages. In other words, the decision about what data to show on the graph is partially driven by the annotations.

The annotation microplanner and realiser generate the actual annotation texts, using special rules which are optimised for annotations (which need...
to be short and have different referring expressions). After this has been completed, a renderer produces the actual annotated graph. The final task lies with the presenter module, which recombines the separately generated summary text (generated by the NLG Microplanning and Realisation modules) with the annotated graphs.

3 Conclusion

Annotated graphs are a very appealing mechanism for combining text and data graphics into a single multimodal information presentation; this is shown both by the findings of Sripada and Gao (2007) and by the experiences of our customers. Amongst other benefits, we believe that annotated graphs will address some of the deficiencies in data graphics which were pointed out by Alberdi et al (2001), by helping users (especially inexperienced ones) to more easily identify key events in a graph and also to distinguish real events from sensor artefacts and other noise.

We have developed software to create annotated graphs, by modifying the standard NLG data-to-text pipeline as described above. Our clients have reacted very positively so far, and we are now exploring extensions, for example by making annotated graphs interactive.
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