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Abstract. The paper is devoted to the study of pro-solvable Lie algebras whose maximal pro-nilpotent ideal is either m₀ or m₂. Namely, we describe such Lie algebras and establish their completeness. Triviality of the second cohomology group for one of the obtained algebra is established.

1. Introduction

Pro-solvable and pro-nilpotent Lie algebras are an important and interesting class of Lie algebras, which generalize the class of solvable and nilpotent Lie algebras, respectively.

The definition of pro-solvable (respectively, pro-nilpotent) Lie algebra L is divided into two parts; the first part of the definition is the condition of potentially solvability (respectively, nilpotency) and the second part of the definition is dim L²/L³ < ∞ (respectively, dim L²/L³ < ∞) for any i ≥ 1.

Since the study of infinite-dimensional solvable and pro-nilpotent Lie algebras is a complex problem, they should be studied by adding additional restrictions. One of such important restrictions for the study of solvable Lie algebras is fixing its nilradical, while for nilpotent Lie algebras one of successful restrictions is condition on dimensions of L²/L¹+1. Here we apply these approaches for the study of pro-solvable Lie algebras by fixing their maximal pro-nilpotent ideals.

Due to works [5] and [6] we have some examples of pro-nilpotent Lie algebras. Among pro-nilpotent Lie algebras we consider those which have the most simple structure, they are m₀, m₁ and m₂. It is known that unique pro-solvable Lie algebra with maximal pro-solvable Lie algebra m₁ = {eₙ | n ∈ N} is algebra W₂₀ = {eᵢ | i ∈ N ∪ {0}}.

Note that for the algebras m₀, m₁ and m₂ the conditions dim(L¹/L²) = 1 i ≥ 1.

Similar to finite-dimensional solvable Lie algebras considered in [1] we focus our study for pro-solvable Lie algebras with maximal pro-nilpotent ideals and maximal dimension of complementary subspace to the ideals. In this work we describe pro-solvable Lie algebras generated by m₀ (respectively, m₂) and its special kinds of derivations under the condition that complementary subspace to m₀ has maximal dimension. We also prove that such algebras are complete. Furthermore, the triviality of the second cohomology group of one of them is proved.

Throughout the paper we consider complex Lie algebras with countable basis such that any element of the algebra can be represented as a finite linear combination of basis elements. Moreover, by maximal ideal we shall assume maximal by including ideal.

2. Preliminaries

In this section we give necessary definitions and preliminary results.

Definition 2.1. An algebra (L, [⋅, ⋅]) is called a Lie algebra if it satisfies the properties

\[ [x, x] = 0, \]
\[ [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 \]

for all x, y, z ∈ L. The second condition is called Jacobi identity.

Definition 2.2. A linear map d : L → L of an algebra (L, [⋅, ⋅]) is said to be a derivation if for all x, y ∈ L, the following condition holds:

\[ d([x, y]) = [d(x), y] + [x, d(y)]. \]

For a given x ∈ L, adₓ denotes the map adₓ : L → L such that adₓ(y) = [x, y], ∀y ∈ L. One can check that a map adₓ is a derivation. We call this kind of derivations inner derivations.
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Definition 2.3. A Lie algebra $L$ is called complete if $\text{Center}(L) = 0$ and all derivations of $L$ are nil-independent.

For a Lie algebra $L$ we define the lower central and the derived series as follow

$$L^1 = L, \ L^{k+1} = [L^k, L], \ k \geq 1,$$

$$L^{[1]} = L, \ L^{[s+1]} = [L^{[s]}, L^{[s]}], \ s \geq 1,$$

respectively.

Definition 2.4. [6] A Lie algebra $L$ is said to be pro-solvable (respectively, pro-nilpotent) if $\bigcap_{i=1}^{\infty} L^{[i]} = 0$ and $L/L^{[i]} < \infty$ (respectively, $\bigcap_{i=1}^{\infty} L^i = 0$ and $L/L^i < \infty$) for any $i \geq 1$.

Definition 2.5. A linear map $\rho: L \to L$ is called potentially nilpotent, if $\bigcap_{i=1}^{\infty}(\text{Im} \ \rho^i) = 0$ holds.

Below we introduce the analogue of notion of nil-independency which plays a crucial role in the description of finite-dimensional solvable Lie algebras.

Definition 2.6. Derivations $d_1, d_2, \ldots, d_n$ of a Lie algebra $L$ over a field $F$ are said to be potentially nil-independent, if a map $f = \alpha_1 d_1 + \alpha_2 d_2 + \ldots + \alpha_n d_n$ is not potentially nilpotent for any scalars $\alpha_1, \alpha_2, \ldots, \alpha_n \in F$. In other words, $\bigcap_{i=1}^{\infty} \text{Im} f^i = 0$ if and only if $\alpha_1 = \alpha_2 = \cdots = \alpha_n = 0$.

For the definition of cohomology group of Lie algebras we refer readers to [3, 4]. In this paper we just recall that

$$H^1(L, L) = \text{Der}(L)/\text{Inder}(L) \quad \text{and} \quad H^2(L, L) = Z^2(L, L)/B^2(L, L)$$

where the set $Z^2(L, L)$ consists of those elements $\varphi \in \text{Hom}(\wedge^2 L, L)$ such that

$$[x, \varphi(y, z)] - [\varphi(x, y), z] + [\varphi(x, z), y] + \varphi(x, [y, z]) - \varphi([x, y], z) + \varphi([x, z], y) = 0,$$

while $B^2(L, L)$ consists of elements $\psi \in \text{Hom}(\wedge^2 L, L)$ such that

$$\psi(x, y) = [d(x), y] + [x, d(y)] - d([x, y])$$

for some linear map $d \in \text{Hom}(L, L)$.

In terms of cohomology groups the notion of completeness of a Lie algebra $L$ means that it is centerless and $H^1(L, L) = 0$.

For the convenience we introduce denotation

$$Z(a, b, c) = [a, \varphi(b, c)] - [\varphi(a, b), c] + [\varphi(a, c), b] + \varphi(a, [b, c]) - \varphi([a, b], c) + \varphi([a, c], b).$$

3. MAIN PART

In this section we present the main results on pro-solvable Lie algebras whose maximal pro-nilpotent ideal is either $m_0$ or $m_2$ under the condition of maximality of complemented space to the ideals. Similar to the finite-dimensional case, first we give description of derivations of the ideals and then by using their properties we describe pro-solvable algebra. Finally, we are going to prove some properties of low order cohomologies of the obtained pro-solvable Lie algebras.

Let us consider the following infinite-dimensional Lie algebras

$$m_0 : \{ [e_i, e_1] = e_{i+1}, \quad i \geq 2, \quad \text{and} \quad m_2 : \{ [e_1, e_i] = e_{i+1}, \quad i \geq 2, \quad [e_2, e_j] = e_{j+2}, \quad j \geq 3. \}$$

Proposition 3.1. The spaces of derivations of the algebras $m_0$ and $m_2$ are the following

$$\text{Der}(m_0) : \begin{cases}  
d(e_1) = \sum_{i=1}^{t} \alpha_i e_i, \\
d(e_k) = ((k - 2)\alpha_1 + \beta_2)e_k + \sum_{i=3}^{t} \beta_i e_{i+k-2}, \quad \text{where} \quad k \geq 2, 
\end{cases}$$

$$\text{Der}(m_2) : \begin{cases}  
d(e_1) = \alpha_1 e_1 + \sum_{i=3}^{n} \alpha_i e_i, \quad d(e_2) = 2\alpha_1 e_2 + \sum_{i=3}^{n} \beta_i e_i, \\
d(e_i) = i\alpha_1 e_i + \beta_{i+1} e_{i+2} + \sum_{j=i+2}^{n+i-2} (\beta_j - \alpha_j - \alpha_{j+1}) e_j - \alpha_n e_{n+i-1}, \quad i \geq 3. 
\end{cases}$$
Let us assume the contrary and let $\alpha \in m_0$. Since for any values $\alpha, \beta \in m_0$, we have $[\alpha, \beta] = 0$, therefore, we have $\text{Im } ad_{\alpha}^{\infty}(m_0) = 0$. Hence, $m_0$ is pro-nilpotent, which is a contradiction to the maximality of $m_0$. The rest of the assertion of the lemma is proved similarly.

**Lemma 3.2.** $ad_x$ and $ad_y$ are non-potentially nilpotent for any $x \in Q_1$ and $y \in Q_2$, respectively.

**Proof.** Let us assume the contrary and let $x \in Q_1$ such that $\cap_{k=1}^{\infty} \text{Im } ad_{x}^{k} = 0$. Set $m_0' = m_0 + F.x$. Since $ad_{x|m_0} = d$ for some $d \in \text{Der}(m_0)$, from Proposition 3.1, the condition $\cap_{k=1}^{\infty} \text{Im } ad_{x}^{k} = 0$ implies that $\alpha_1 = \beta_2 = 0$. Therefore, we have

$$[e_1, x] = \sum_{i=2}^{t} \alpha_i e_i, \quad [e_k, x] = \sum_{i=3}^{t} \beta_i e_i+k-2, \quad k \geq 2.$$  

One can easily check that $\cap_{k=1}^{\infty}(m_0')^{t} = 0$, hence $m_0'$ is pro-nilpotent, which is a contradiction to the maximality of $m_0$. The rest of the assertion of the lemma is proved similarly.

**Proposition 3.3.** The dimensions of $Q_1$ and $Q_2$ are not greater than the maximal number of potentially nil-independent derivations of $m_0$ and $m_2$, respectively.

**Proof.** Let $\{x_1, x_2, \ldots, x_m\}$ be a basis of $Q_1$. If $\sum_{i=1}^{m} \alpha_1 x_i = ad_{\sum_{i=1}^{m} \alpha_1 x_i}$ is a potentially nilpotent derivation of $m_0$, then by applying Lemma 3.2, we obtain $\sum_{i=1}^{m} \alpha_1 x_i = 0$, which imply $\alpha_i = 0$, $i = 1, \ldots, m$. Therefore, the operators $ad_{x_1}, \ldots, ad_{x_m}$ are potentially nil-independent. Similarly, the rest assertion of proposition can be obtained.

**Corollary 3.4.** The maximal number of potentially nil-independent derivations of $m_0$ and $m_2$ are not greater than 2 and 1, respectively.

**Proof.** Suppose, the maximal number of potentially nil-independent derivations of $m_0$ is more than 2. Then there exist potentially nil-independent derivations $d_1, d_2, d_3$ of $m_0$.

We set

$$d_s(e_1) = \sum_{i=1}^{t} \alpha_s^s e_i, \quad d_s(e_k) = ((k-2)\alpha_1 + \beta_2^s) e_k + \sum_{i=3}^{t} \beta_i^s e_i+k-2, \quad s = 1, 2, 3.$$  

Since for any values $\alpha_1^s, \beta_2^s$ the vectors $(\alpha_1^s, \beta_2^s), s = 1, 2, 3$ are linearly dependent, we conclude that $d_1, d_2$ and $d_3$ are potentially dependent derivations. However, we can choose values $\alpha_1^s, \beta_2^s, s = 1, 2$ such that the vectors $(\alpha_1^s, \beta_2^s), s = 1, 2$ are linearly independent and they define nil-independent derivation.

**Theorem 3.5.** Let $M_0$ be a pro-solvable Lie algebra with maximal pro-nilpotent ideal $m_0$. Then it admits a basis $\{x, y, e_1, e_2, \ldots\}$ such that the multiplication table of $M_0$ in this basis has the following
According to Proposition 3.3 and Corollary 3.4 we get the existence of a basis \( \{x, y, e_1, e_2, \ldots \} \) of \( M_0 \) such that \( m_0 = \{e_1, e_2, \ldots \} \) and \( Q_1 = \{x, y\} \). By using derivation property we derive

\[
[x, e_1] = -e_1 - \sum_{i=2}^{t} \alpha_i e_i, \quad [y, e_1] = -\sum_{i=2}^{t} \alpha_i e_i, \quad [x, y] = \sum_{i=1}^{t} \gamma_i e_i,
\]

\[
[y, e_k] = -e_k - \sum_{i=k+1}^{t+k-2} \beta_i e_i, \quad [x, e_k] = (2 - k) e_k + \sum_{i=k+1}^{t+k-2} \beta_i e_i, \quad k \geq 2.
\]

Taking \( e_1' = e_1 + \alpha_2 e_2 \) one can assume \( \alpha_2 = 0 \).

Now, setting

\[
x' = x + \sum_{i=2}^{t-1} \alpha_{i+1} e_i, \quad y' = y + \gamma_1 e_1 + \sum_{i=2}^{t-1} \alpha_{i+1} e_i
\]

we can assume

\[
[x, e_1] = -e_1, \quad [y, e_1] = -\alpha_2' e_2.
\]

The equalities \([e_1, [x, y]] + [x, [y, e_1]] + [y, [e_1, x]] = 0\) and \([e_2, [x, y]] + [x, [y, e_2]] + [y, [e_2, x]] = 0\) imply \( \alpha_2 = 0, \gamma_i = 0, \leq i \leq t \) and \( \beta_i' = 0, \leq i \leq t \).

Finally, putting \( x' = x + y \) we obtain the multiplication table in the assertion of the theorem.

**Theorem 3.6.** Let \( M_2 \) be pro-solvable Lie algebra with maximal pro-nilpotent ideal \( m_2 \). Then it is admits a basis \( \{x, e_1, e_2, \ldots \} \) such that the multiplication table of \( M_2 \) in this basis has the following form

\[
M_2(\gamma) : \begin{cases}
[e_1, e_i] = e_{i+1}, & i \geq 2, \\
[e_2, e_j] = e_{j+2}, & j \geq 3, \\
[x, e_1] = -e_1, \\
x, e_i = -ie_i - \sum_{j=2}^{n+1+i} \gamma_j e_{j+i-2}, & i \geq 2,
\end{cases}
\]

where \( \gamma = (\gamma_4, \gamma_5, \ldots, \gamma_{n+1}) \).

**Proof.** Due to Proposition 3.3 and Corollary 3.3 we have the existence of a basis \( \{x, e_1, e_2, \ldots \} \) of \( M_2 \) with \( m_2 = \{e_1, e_2, \ldots \} \) and \( Q_2 = \{x\} \). By using derivation property we derive

\[
[x, e_1] = -\alpha_1 e_1 - \sum_{i=3}^{n} \alpha_i e_i, \quad [x, e_2] = -2\alpha_1 e_2 - \sum_{i=3}^{n} \beta_i e_i,
\]

\[
x, e_i = -i\alpha_1 e_i - \beta_3 e_{i+1} + \sum_{j=3+i}^{n+i-2} (\alpha_{j-1} - \beta_j) e_j + \alpha_n e_{n+i-1}, \quad i \geq 3.
\]

Since \( \alpha_1 \neq 0 \) (because \( ad_x \) is not potentially nilpotent), by scaling \( x' = \frac{x}{\alpha_1} \) we can assume \( \alpha_1 = 1 \).

Making the change of basis element \( x \) as follows

\[
x' = x + \beta_3 e_1 - \sum_{i=2}^{n-1} \alpha_{i+1} e_i,
\]

we obtain

\[
[x', e_1] = -e_1,
\]

\[
[x', e_2] = -2e_2 - \sum_{i=3}^{n} \beta_i e_i + \beta_3 e_3 + \sum_{i=3}^{n-1} \alpha_{i+1} e_{i+2} = -2e_2 - \beta_4 e_4 + \sum_{i=3}^{n} (\alpha_{i-1} - \beta_i) e_i + \alpha_n e_{n+1},
\]

\[
[x', e_i] = -ie_i - \beta_4 e_{i+2} - \sum_{j=5}^{n} (\beta_j - \alpha_{j-1}) e_{j+i-2} + \alpha_n e_{n+i-1}, \quad i \geq 3.
\]
Denoting $\gamma_4 := \beta_4$ and $\gamma_j = \beta_j - \alpha_{j-1}$, $5 \leq j \leq n$ we get the family of algebras $M_2(\gamma)$.

Let us consider the following pro-solvable Lie algebras

$$\widetilde{M}_0 : \begin{cases}
[e_i, e_1] = e_{i+1}, & i \geq 2, \\
x, e_1 = -e_1,
\end{cases} \quad \widetilde{M}_2 : \begin{cases}
[e_1, e_i] = e_{i+1}, & i \geq 2, \\
[e_2, e_j] = e_{j+2}, & j \geq 3, \\
x, e_1 = -e_1,
\end{cases}$$

Proposition 3.7. The spaces of derivations of the algebras $\widetilde{M}_0$ and $\widetilde{M}_2$ are the following

$$\text{Der}(\widetilde{M}_0) : \begin{cases}
d(e_1) = \alpha_1 e_1 + \sum_{i=3}^{n} \alpha_i e_i, & d(x) = -\beta_3 e_1 + \sum_{i=2}^{n-1} (i-1) \alpha_{i+1} e_i, \\
d(e_i) = ((i-2) \alpha_1 + \beta_2) e_i + \beta_3 e_{i+1}, & i \geq 2, \\
d(y) = \sum_{i=2}^{n-1} \alpha_{i+1} e_i,
\end{cases}$$

$$\text{Der}(\widetilde{M}_2) : \begin{cases}
d(e_1) = \alpha_1 e_1 + \sum_{i=3}^{n-1} \alpha_i e_i, & d(e_2) = 2 \alpha_1 e_2 + \beta_3 e_3 + \sum_{i=4}^{n} \alpha_{i-1} e_i, \\
d(e_i) = i \alpha_1 e_i + \beta_3 e_{i+1} - \alpha_3 e_{i+2}, & i \geq 3, \\
d(x) = \beta_3 e_1 - \sum_{i=2}^{n-1} i \alpha_{i+1} e_i.
\end{cases}$$

Proof. We give the description of $\text{Der}(\widetilde{M}_0)$ and the space of derivation for the algebra $\widetilde{M}_2$ can be obtained by analogy.

Without loss of generality one can assume that

$$d(e_1) = \sum_{i=1}^{n} \alpha_i e_i + \alpha_{1,1} x + \alpha_{2,2} y, \quad d(e_2) = \sum_{i=1}^{n} \beta_i e_i + \beta_{1,1} x + \beta_{2,2} y,$$

$$d(x) = \sum_{i=1}^{n} \gamma_i e_i + \gamma_{1,1} x + \gamma_{2,2} y, \quad d(y) = \sum_{i=1}^{n} \tau_i e_i + \tau_{1,1} x + \tau_{2,2} y,$$

where $d \in \text{Der}(\widetilde{M}_0)$ and $n$ is a big enough natural number.

By using the table of multiplication of the algebra $M_0$ and derivation property we obtain

$$d(e_3) = d([e_2, e_1]) = -\beta_{1,1} e_1 + (\alpha_{1,1} + \alpha_{2,2}) e_2 + (\alpha_1 + \beta_2) e_3 + \sum_{i=4}^{n+1} \beta_{1,1} e_i,$$

$$d(e_4) = d([e_3, e_1]) = (3 \alpha_{1,1} + 2 \alpha_{2,2}) e_3 + (2 \alpha_1 + \beta_2) e_4 + \sum_{i=5}^{n+2} \beta_{1,1} e_i.$$

From $d([e_2, e_3]) = d([e_3, e_4]) = 0$ and $d(e_1) = d([e_1, x])$ we derive

$$\alpha_{1,1} = \alpha_{2,2} = \beta_{1,1} = \beta_{2,2} = \gamma_{1,1} = \gamma_n = 0, \quad \gamma_i = (i-1) \alpha_{i+1}, \quad 2 \leq i \leq n-1.$$  

The equalities

$$[x, e_2] = -e_2, \quad [y, e_1] = 0, \quad [y, e_2] = -e_2$$

imply

$$\beta_i = 0, \quad 4 \leq i \leq n, \quad \gamma_1 = -\beta_3, \quad \alpha_2 = \gamma_{2,2} = \tau_1 = \tau_1 = \tau_{2,2} = \tau_n = 0, \quad \tau_i = \alpha_{i+1}, \quad 2 \leq i \leq n-1.$$  

By induction we get $d(e_{i+1}) = d([e_i, e_1]) = [(i-1) \alpha_1 + \beta_2] e_{i+1} + \beta_3 e_{i+2}, \quad i \geq 3$, which completes the description of the space $\text{Der}(\widetilde{M}_0)$.

In the next theorem we prove the completeness of the algebras $\widetilde{M}_0$ and $\widetilde{M}_2$.

Theorem 3.8. The pro-solvable Lie algebras $\widetilde{M}_0$ and $\widetilde{M}_2$ are complete.

Proof. It follows from the corresponding table of multiplications that $\widetilde{M}_0$ and $\widetilde{M}_2$ have trivial center.

Let us consider derivation $d \in \text{Der}(\widetilde{M}_0)$ in the form as it presented in Proposition 3.7. Then $d = ad_a$

for $a = -\beta_3 e_1 + \sum_{k=2}^{n-1} \alpha_{k+1} e_k - \alpha_1 x + (\alpha_1 - \beta_2) y$.

Let now $d' \in \text{Der}(\widetilde{M}_2)$ has the form as in previous proposition. Then $d' = ad_b$ for $b = \beta_3 e_1 - \sum_{k=2}^{n-1} \alpha_{k+1} e_k - \alpha_1 x$. 

□
Finally, we are going to study the second cohomology groups for the algebras \( \tilde{M}_0 \) and \( \tilde{M}_2 \) in adjoint representations.

**Proposition 3.9.** An arbitrary element \( \varphi \in Z^2(\tilde{M}_0, \tilde{M}_0) \) has the following form

\[
\varphi(e_i, e_j) = \sum_{k=1}^{p_{i,j}} \alpha_{i,j}^{k} e_k + \alpha_{i,1}^{j} e_1, \quad \varphi(e_i, x) = \sum_{k=1}^{p_i} \beta_{i,1}^{1} e_k + \beta_{1,2}^{i} x + \beta_{2,2}^{i} y, \quad \varphi(e_j, y) = \sum_{k=1}^{q_j} \gamma_{1}^{k} e_k + \gamma_{1,2}^{i} x + \gamma_{2,2}^{i} y, \\
\varphi(e_i, x) = -\tau_1 e_1 + (k-1)\gamma_{k+1}^{i} e_k, \quad \varphi(x, y) = \sum_{k=1}^{p_i} \tau_k e_k + \tau_{1} x + \tau_{2} y.
\]

where \( i, j \geq 2 \).

**Proof.** For \( \varphi \in Z^2(\tilde{M}_0, \tilde{M}_0) \) we set

\[
\varphi(e_i, e_j) = \sum_{k=1}^{p_{i,j}} \alpha_{i,j}^{k} e_k + \alpha_{i,1}^{j} e_1, \quad \varphi(e_i, e_j) = \sum_{k=1}^{p_i} \beta_{i,1}^{1} e_k + \beta_{1,2}^{i} x + \beta_{2,2}^{i} y, \quad \varphi(e_i, y) = \sum_{k=1}^{q_j} \gamma_{1}^{k} e_k + \gamma_{1,2}^{i} x + \gamma_{2,2}^{i} y, \\
\varphi(x, y) = \sum_{k=1}^{p_i} \tau_k e_k + \tau_{1} x + \tau_{2} y.
\]

Taking into account the table of multiplication of the algebra \( \tilde{M}_0 \) in equality (2.1) for the element \( \varphi \) we derive the following

| 2-cocyle identity | Constraints |
|------------------|-------------|
| \( Z(e_i, e_j, y) = 0, \quad i, j \geq 2 \) | \( \alpha_{i,j}^{1} = \alpha_{i,2}^{j} = 0, \quad \alpha_{i,j}^{1} = -(i-1)\gamma_{1,1}^{i} + \gamma_{2,2}^{i}, \)
| \( \alpha_{i,1}^{j} = -\gamma_{1}^{i}, \quad \alpha_{i,j}^{i} = (j-1)\gamma_{1,1}^{i} + \gamma_{2,2}^{i}, \quad \alpha_{i,1}^{j} = \gamma_{1}^{i}, \)
| \( \alpha_{i,k}^{j} = 0, \quad \text{where } k \neq \{i, i+1, j, j+1\} \text{ and } 2 \leq k \leq p_{i,j} \), \( \beta_{1,2}^{i} = 0 \), \( \gamma_{1,1}^{i} = \gamma_{2,2}^{i} = 0 \), \( \beta_{2}^{i} = 0 \), |
| \( Z(e_i, e_j, y) = 0, \quad i, j \geq 2 \) | \( \tau_{2} = (i-2)\gamma_{1}^{i}, \quad \beta_{2,2}^{i} = -\beta_{1,2}^{i} = 0 \), \( \gamma_{k}^{i} = 0, \quad \text{where } i \geq 2 \text{ and } k \neq \{i, i+1\}, \)
| \( \alpha_{i,1}^{1} = \gamma_{i+1}^{1} + \gamma_{i,1}^{i+1}, \quad \alpha_{i,1}^{i} = \gamma_{i+1}^{i}, \quad \alpha_{2,2}^{i} = \gamma_{2,2}^{i}, \)
| \( \beta_{i}^{2} = \beta_{2}^{i} + (i-2)\beta_{1}^{i}, \quad 3 \leq i \leq p_{i} \), \( \beta_{i}^{1} = \beta_{i}^{2} + \beta_{1}^{i} \), |
| \( Z(e_i, e_j, x) = 0, \quad i, j \geq 2 \) | \( \alpha_{1}^{1} = \gamma_{1}^{i+1} + \gamma_{1}^{i+1}, \quad \beta_{i}^{i} = \gamma_{2}^{i}, \quad \alpha_{i,1}^{1} = \gamma_{i+1}^{i}, \quad \alpha_{i,1}^{i} = \gamma_{i+1}^{i}, \)
| \( \beta_{i,1}^{2} = (i-1)\beta_{2}^{i} - \beta_{1}^{i}, \quad \beta_{i,2}^{i} = \beta_{2}^{i} - \beta_{1}^{i} \), \( 3 \leq i \leq p_{i} \), \( \beta_{i}^{1} = \beta_{i}^{2} - \beta_{1}^{i} \), |
| \( Z(e_i, e_1, x) = 0, \quad i, j \geq 2 \) | \( \alpha_{1,1}^{1} = \gamma_{1,1}^{i+1} - \gamma_{1,1}^{i+1}, \quad \alpha_{1,1}^{i} = \gamma_{1,1}^{i}, \quad \alpha_{2,2}^{i} = \gamma_{2}^{i}, \)
| \( \beta_{i,1}^{2} = \beta_{i,2}^{i} - \beta_{1}^{i}, \quad 3 \leq i \leq p_{i} \), \( \beta_{i}^{1} = \beta_{i}^{2} - \beta_{1}^{i} \), |

Summarizing the obtained above restrictions we complete the proof of theorem. \( \square \)

**Theorem 3.10.**

\( H^2(\tilde{M}_0, \tilde{M}_0) = 0, \quad H^2(\tilde{M}_2, \tilde{M}_2) \neq 0. \)
Proof. Let \( \varphi \in Z^2(\tilde{M}_0, \tilde{M}_0) \) has the form as in Proposition 8.7. We consider the map \( f \in \text{End}(\tilde{M}_0) \) defined as follows

\[
\begin{align*}
\varphi(e_1, e_1) &= e_{j+3}, \\
\varphi(e_2, e_3) &= (4 - j)e_{j+2}, \quad j \geq 5, \\
\varphi(a, b) &= 0, \quad \text{for the rest } a, b \in \tilde{M}_2.
\end{align*}
\]

Then \( (\varphi - d^4f)(a, b) = 0 \) for any \( a, b \in \tilde{M}_0 \). Thus, \( H^2(\tilde{M}_0, \tilde{M}_0) = 0 \).

Consider the map \( \varphi \in \text{Hom}(\tilde{M}_2 \wedge \tilde{M}_2, \tilde{M}_2) \) defined as follows

\[
\begin{align*}
\varphi(e_1, e_1) &= e_{j+3}, \\
\varphi(e_2, e_3) &= (4 - j)e_{j+2}, \quad j \geq 5, \\
\varphi(a, b) &= 0, \quad \text{for the rest } a, b \in \tilde{M}_2.
\end{align*}
\]

It is easy to check that \( \varphi \in Z^2(\tilde{M}_2, \tilde{M}_2) \).

Let us assume that there exists \( f \in \text{End}(\tilde{M}_2) \) such that \( (d^4f - \varphi)(a, b) = 0 \) for any \( a, b \in \tilde{M}_2 \).

Setting \( f(e_k) = \sum_{i=1}^{p_k} \alpha_i^k e_i + A^k x \), we obtain

\[
(d^4 - \varphi)(e_3, e_5) = [f(e_3), e_5] + [e_3, f(e_5)] - f([e_3, e_5]) = -e_8 = \alpha_1^2 e_6 + \alpha_2^2 e_7 - 5A^3 e_5 - \alpha_1^7 e_4 - \alpha_2^7 e_5 + 3A^5 e_3 - e_8 \neq 0,
\]

which is a contradiction to the assumption \( d^4f = \varphi \). Therefore, \( \varphi \notin B^2(\tilde{M}_2, \tilde{M}_2) \). \( \Box \)
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