Universal Prony fitting decomposition for optimized hierarchical quantum master equations
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In this work, we propose the Prony fitting decomposition (PFD) as an accurate and efficient exponential series method, applicable to arbitrary interacting bath correlation functions. The resulting hierarchical equations of motion (HEOM) formalism is greatly optimized, especially in extremely low temperature regimes that would be inaccessible with other methods. For demonstration, we calibrate the present PFD against the celebrated Padé spectrum decomposition method, followed by converged HEOM evaluations on the single–impurity Anderson model system.

Dissipation is ubiquitous in almost all realms of modern physics. Various quantum dissipation theories (QDTs) are exploited to deal with the reduced system dynamics. Almost all QDTs are based on the Gaussian environment description, whose influence can be completely dictated by the interacting bath correlation function, $C_b(t)$. Theoretical methods, such as hierarchical equations of motion (HEOM), [1–8] quantum Monte Carlo [9] and numerical renormalization group, [10] are heavily based on the efficiency of exponential series expansion,

$$C_b(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \, e^{\pm i\omega t} \, J(\omega) \, f^{F/B}(\omega) \approx \sum_{k=1}^{K} \eta_k e^{-\gamma_k t}. \quad (1)$$

The first identity is the fluctuation–dissipation theorem, involving $J(\omega)$, the interacting bath spectrum density, and $f^{F/B}(\omega)$, the Fermi/Bose function. The second identity arises from certain sum–over–poles (SOP) scheme, followed by Cauchy’s contour integration. In convention, $f^{F/B}(\omega)$ is the quantity of the SOP decomposition, since $J(\omega)$ is often given with models. By far the Padé spectrum decomposition (PSD) is the golden standard scheme, [11, 12] except for the extremely low–temperature regime, due to the underlying discontinuity that leads to the accuracy length of effective $f^{F/B}(\omega)$ shrinking intensely. Alternative methods include the Fano spectrum decomposition, [13, 14] discrete Fourier series [15] and extended orthogonal polynomials expansions. [16–20]

In this work, we propose the Prony fitting decomposition (PFD) scheme, directly for the second identity of Eq. (1). As known, optimized Prony fitting method [21] has been exploited in other fields of physics. Note that $C_b(t) \equiv C_b^{(r)}(t) + iC_b^{(i)}(t)$, with the temperature dependence appearing only in one of the parts. It is the imaginary part for the fermionic case, while the bosonic case is the opposite. Naturally, the numerical fit is to be performed against the exact $C_b(t)$ satisfying the first identity of Eq. (1), the fluctuation–dissipation theorem.

We will see that PFD is superb, covering extremely low–temperature regimes and also rather arbitrary spectral densities. The resulting PFD–HEOM shows a greatly enhanced range of applications. The proposed PFD, exemplified with the fermionic case detailed in the caption of Fig. 1, targets at optimizing $K_i$ in

$$C_b^{(i)}(t) \equiv \text{Im} \, C_b(t) = \sum_{k=1}^{K} \zeta_k e^{-\lambda_k t}. \quad (2)$$

The total $K = K_r + K_i$, where $K_r$ is via the real part fitting. Its protocol goes as follows.

1. Sample the exact and temperature dependent $C_b^{(i)}(t)$ to obtain

$$\phi_j \equiv C_b^{(i)}(jdt); \quad j = 0, \ldots, 2N. \quad (3)$$

Here, $dt \equiv t_c/(2N)$ with $t_c$ being the cutoff time of $C_b^{(i)}(t)$. For demonstrations, we set $N = 15000$ and $t_c = 80\Delta^{-1}$, where $\Delta$ stands for the characteristic width of $J(\omega)$; see the caption of Fig. 1 for the details.

2. Construct the $(N + 1) \times (N + 1)$ Hankel matrix,

$$H = \begin{bmatrix} \phi_0 & \phi_1 & \cdots & \phi_N \\ \phi_1 & \phi_2 & \cdots & \phi_{N+1} \\ \vdots & \vdots & \ddots & \vdots \\ \phi_N & \phi_{N+1} & \cdots & \phi_{2N} \end{bmatrix}. \quad (4)$$

3. Decompose $H$ with the Takagi’s factorization,

$$H u_m = \sigma_m u_m^*; \quad m = 0, \ldots, N. \quad (5)$$

Here, $u_m^*$ is complex conjugate of $u_m \equiv \{u_0, \ldots, u_N\}$. The obtained $\sigma_m$ and $u_m$ are called c-eigenvalues and c-eigenvectors in literature. We order $\{\sigma_m\}$ according to the descending $|\sigma_m|$–values and $\{u_m\}$ just follows. In most cases, $\{|\sigma_m|\}$ descend rapidly; see Fig. 1(a).

4. Upon the above setup, we select $u_{m-K_i}$ to define

$$f(z) \equiv \sum_{n=0}^{N} u_n K_i \, z^n. \quad (6)$$

Then obtain the $N + 1$ roots, $w_0, \ldots, w_N$, of this polynomial. As known [21], $K_i$ roots are of $|w_k| < 1$, whereas
others are setting in the unit circle; see red cross marks in Fig. 1(b).

Now we obtain the exponents \( \{ \lambda_1, \cdots, \lambda_K \} \) in Eq. (2) as

\[
\lambda_k = -\frac{2N}{t_c} \ln |w_k| + i \arg(w_k),
\]

where \( \arg(w_k) \in (-\pi, \pi] \).

(5) Obtain \( \{ \zeta_1, \cdots, \zeta_K \} \) in Eq. (2) by the least-squares fitting the following \( 2N + 1 \) equations,

\[
\phi_j = \sum_{k=1}^{K} \zeta_k w_k^j; \quad j = 0, \cdots, 2N.
\]

Involved are those \( K_i \) roots of \( |w_k| < 1 \); see the remarks after Eq. (7).

(6) Treat \( C_0^{(r)}(t) \), following the same procedure above.

Resulting in total \( K = K_r + K_i \) terms in Eq. (1). This finalizes the PFD steps.

Some worthy remarks are as follows: (i) The exponents, \( \{ \lambda_k \} \) in Eq. (2) with Eq. (7), are either real or in complex conjugate pairs. This property is required by the underlying time-reversal symmetry in Eq. (1); (ii) Generally speaking, both \( C_0^{(r)}(t) \) and \( C_0^{(i)}(t) \) require PFD, except for some special cases. Demonstrated in Fig. 1(c) and (d) are the Lorentzian and semicircle spectral densities. In the former case, the \( C_0^{(r)}(t) \) can be obtained as a single exponential term analytically, and needs no fitting treatment. This simply leads to \( K_r = 1 \). While in the later case, both \( C_0^{(r)}(t) \) and \( C_0^{(i)}(t) \) need fitting; (iii) The PFD results for Lorentzian spectral density,

\[
J(\omega) = \frac{\Delta W^2}{\omega^2 + W^2},
\]

compared with the PSD schemes, are illustrated in Fig. 1; see black the solid and dash lines in panel (c). Exhibited in Fig. 1(c) are also other different choices of \( K \). They are explicitly shown with the spectrum,

\[
C(\omega) = \frac{1}{2} \int_{-\infty}^{\infty} dt e^{-i\omega t} C_0(t).
\]

It can be found that errors primarily occur near the zero frequency. We will compare the performances of PFD and PSD quantitatively below in Fig. 2.

As an example of non-analytical spectral density cases, we also apply the PFD scheme to semicircle spectral density [cf. the inserted subfigure of Fig. 3(b)],

\[
J(\omega) = \begin{cases} 
\Delta \sqrt{1 - (\omega/W)^2}, & -W \leq \omega \leq W, \\
0, & \omega < -W \text{ or } \omega > W.
\end{cases}
\]

The fitting result are shown in Fig. 1(d). Notice that the PSD method is absent due to its failure in this case of spectral density. We fit the real part with \( K_r = 7 \) and the imaginary part with \( K_i = 8 \), respectively.

In Fig. 2, we calibrate the relationships between the accuracy and \( K \) for Lorentzian spectral density at different temperatures. The fitting errors are measured by

\[
\text{Error} = \frac{\int_{-\infty}^{\infty} d\omega |C_0^{\text{fit}}(\omega) - C_0(\omega)|}{\int_{-\infty}^{\infty} d\omega |C_0(\omega)|}.
\]

We observe that at the same accuracy level, PFD requires 1/16, 1/8 and 1/4 summation terms of that required by PSD when \( \beta \Delta = 1000, 100 \) and 10, respectively. This is exactly what we need for overcoming the low-temperature curse encountered in HEOM simulations. The PFD scheme remarkably reduces the computational and memory costs. In the fermionic HEOM evaluations, the number of involved auxiliary density operators is

\[
N = \sum_{l=1}^{L} \frac{\tilde{K}!}{l!(\tilde{K} - l)!}
\]

where \( L \) is the tier of hierarchy truncation and the total number of involved exponential terms is \( \tilde{K} = 2 \times N_\alpha \times N_\beta \times K \), with \( N_\alpha \) and \( N_\beta \) being the numbers of bath reservoirs and system orbitals, respectively. The factor of 2
accounts for particles plus holes. To be concrete, when the $L$ is 6, PFD requires only $10^{-7}$, $10^{-5}$, $10^{-4}$ computational and memory costs of that required by PSD when $\beta \Delta = 1000$, 100 and 10 [cf. Eq. (13)].

As a numerical demonstration, we exploit the PFD scheme in the HEOM simulations of SIAM. [22–26] SIAM is frequently exploited to study the the Kondo resonance, which is massively investigated since it manifests strong electronic correlations at very low temperatures. Its Hamiltonian reads

$$H_T = H_s + H_{sn} + h_B,$$

(14)

where the system is

$$H_s = \epsilon(\hat{n}_\uparrow + \hat{n}_\downarrow) + U\hat{n}_\uparrow\hat{n}_\downarrow,$$

(15)

with $\hat{n}_s = \hat{a}_s^\dagger \hat{a}_s$, the system–environment interaction reads

$$H_{sn} = \sum_k \sum_{s=\uparrow, \downarrow} t_{ks} (\hat{a}_s^\dagger \hat{d}_{ks}\text{+H.c.}),$$

(16)

and the environment, $h_B = \sum_k \varepsilon_k d_k^\dagger d_k$, is composed of free elections. In simulation, we select SIAM parameters to be $U = 12\Delta$ and $\epsilon = -U/2$, and the Kondo temperate is around $\beta \Delta = 40$.

The simulation results are exhibited with impurity spectral density

$$A_s(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{i\omega t} \langle \{ \hat{a}_s(t), \hat{a}_s^\dagger(0) \} \rangle,$$

(17)

where $\hat{a}_s$ ($\hat{a}_s^\dagger$) is the creation (annihilation) operator of the electron with spin $s$. The HEOM simulation results of $\Delta A(\omega)$ with Lorentzian spectral densities are shown in Fig. 3(a) at different temperatures: $\beta \Delta = 10$, 40, 100 and 1000 are shown in Fig. 3. In these simulations, the number of exponential terms, $K$ in Eq. (1), is 5, 6, 8 and 10 respectively, and we set the truncation tier to be $L = 6$. As expected, the Kondo peak $\pi \Delta A(0)$ increase to 1 as the temperature decrease to 0. This behavior agrees with the Friedel sum rule [27] at zero temperature, $A(0) = \sin^2(\pi n)/(\pi \Delta)$, where $\bar{n}$ is the average electron occupation number. It is also observed that the Hubbard peaks occurs at $\omega = \pm U/2$, and the these peak are almost not affected by temperature. In Fig. 3(b), we compare the simulation results of $A(\omega)$ with the Lorentzian versus semicircle spectral densities. As shown in the figure, the difference appears apparently near the Hubbard peaks.

In summary, we propose the PFD scheme to accurately decompose the environment correlation functions into exponential sums. This scheme significantly improves the

FIG. 2: Performances of the PFD compared with PSD at different temperatures: $\beta \Delta = 1000$, 100 and 10. We adopt the Lorentzian form of spectral density with $W = 10\Delta$.

FIG. 3: The HEOM simulation results of $\Delta A(\omega)$ with different types of spectral densities. In panel (a), we apply the Lorentzian spectral density with $W = 10\Delta$. Temperatures are $\beta \Delta = 10$, 40, 100 and 1000. Other parameters are: $U = 12\Delta$ and $\epsilon = -U/2$. In panel (b) we compare the result of $A(\omega)$ with the Lorentzian versus semicircle spectral densities (cf. the inserted subfigure) in the case of $\beta \Delta = 10$. 
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efficiency and applicability of HEOM. It not only helps reduce the numerical costs at extremely low temperatures, but also enables HEOM to deal with analytical spectral densities. We exhibit and calibrate the PFD scheme in fermionic scenario and take the SIAM as an example. It is anticipated that the PSD scheme will greatly benefit the HEOM simulation at cryogenic temperatures.
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