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Abstract
Analysis of climate change risks in support of policymakers to set effective adaptation policies requires an innovative yet rigorous approach towards integrated modelling (IM) of social-ecological systems (SES). Despite continuous advances, IM still faces various challenges that span through both unresolved methodological issues as well as data requirements. On the methodological side, significant improvements have been made for better understanding the dynamics of complex social and ecological systems, but still, the literature and proposed solutions are fragmented. This paper explores available modelling approaches suitable for long-term analysis of SES for supporting climate change adaptation (CCA). It proposes their classification into seven groups, identifies their main strengths and limitations, and lists current data sources of greatest interest. Upon that synthesis, the paper identifies directions for orienting the development of innovative IM, for improved analysis and management of socio-economic systems, thus providing better foundations for effective CCA.
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1. Introduction

We live in the Anthropocene (Crutzen, 2002), the epoch in which human influence on the environment has extended to the global scale, as in the case of anthropogenic radiative forcing of climate (Steffen et al., 2011; Stocker et al., 2013). In the complex Earth System, a comprehensive description of the driving forces of the Anthropocene requires a holistic approach to study the coupled natural and human systems. This includes integrated approaches and accurate monitoring and reporting to decision/policy makers and the general public (Claussen et al., 2002). The traditional disciplinary dichotomy between natural sciences and social and economic ones has to come to an end, in particular for what concerns monitoring, analysis, and modelling of the complex systems emerging from the interaction of natural and human elements.

The complex interconnected processes of the Earth System, such as self-organisation, emergence, and feedback responses, challenge our modelling capabilities, often leading to biased or incomplete results (Folke, 2006; Ratter, 2012). The notion of Social-Ecological Systems (SESSs; Adger, 2000; Berkes and Folke, 1998; Dearing et al., 2015; Eakin and Luers, 2006; Gain et al., 2020; Holling and Gunderson, 2002; Liu et al., 2015; Walker et al. 2006) provides a logical context for a holistic, integrative approach to this challenge. The SES can be defined as a complex dynamic system that includes people and nature, and continuously changes in response to internal or external pressures (Schlüter et al., 2014). Internal pressures may emerge from the behaviour of their socio-economic (e.g. demographic changes) and ecological components (e.g. natural climate fluctuations), or the combination of both (e.g. human-induced climate change), while the interactions between different SES and macro scale drivers enacts external pressures.

Global changes expose SESSs to stresses which are accelerating over time (Steffen et al., 2015), thus imposing the need to guide adaptation to evolving conditions of both human and ecological components of the ecosystem. International guidance frameworks, such as the Sustainable Development Goals (SDGs) of the UN Agenda 2030, or the Sendai Framework for Disaster Risk Reduction endorse long-term monitoring and policy efforts to enable climate change mitigation and adaptation measures, and the management of risks from natural disasters. The implementation of climate change adaptation (CCA), with its varying combinations of planned and autonomous actions, is one of the greatest challenges for SESSs in the coming decades and also a challenge for integrated modelling aimed at simulating SES behaviour (Adams, 2021; Sansilvestri et al., 2020; Walker et al., 2002).

Models are indispensable tools to support CCA and the policy-making process (Harris, 2002; Gain et al., 2020), because they enable the investigation of complex system behaviour not only in past and current conditions, but also in the future, through scenario analysis (de Vries 2001; 2007). To be useful for CCA, models must be capable of dealing with SES complexity, characterised by human-nature and human-society interrelationships, non-linearity, and feedback loops (Gain et al., 2021). More and more CCA studies adopt a conceptual framework deriving from the literature on disaster risk reduction (DRR), which focuses on climate risks resulting from the interactions among climatic hazards, exposed receptors (e.g. people, buildings, infrastructures, etc.), and the socio-economic and environmental vulnerabilities of the SES (Giupponi and Biscaro, 2015).

SES integrated modelling (IM) for CCA is not substantially different from IM for other purposes, in terms of tools and data needs, but it requires specific capabilities for (i) simulation of a variety of interacting multi-scale elements and endogenous phenomena (ecosystem dynamics and human activities); (ii) consideration of multiple exogenous drivers (in particular climate and macro-economic trends and scenarios); and (iii) reliable simulations over long periods (e.g. 30-50 years or more). Lack of such capabilities may limit the potential for exploration of possible adaptation pathways and lead to short-sighted or wrong decisions (Essenfelder et al., 2018; Pande and Sivapalan, 2017; Di Baldassarre et al., 2013), eventually leading to maladaptation, i.e. increasing vulnerability to climate-related risks, at present or in the future (Noble et al., 2014). For example, some farmers from Zimbabwe offset climate uncertainty by increasing pesticide use, which destroys beneficial insects, and consequently makes the condition worse (UNEP, 2019).

Indeed, the uncertainty arising from the complexity of SES and the interactions between hazards, exposed receptors and SES vulnerability is one of the main challenges for planning CCA strategies and measures (Fedele et al., 2019; de Jong & Kok, 2021). Even more challenging is the need to consider not only planned adaptation (i.e., the one typically defined with public or private ad hoc plans), but also autonomous adaptation actions implemented by individual agents, such as farmers revising cultivation practices (e.g., switching irrigation systems or cropping patterns) within their farms (Pérez-Blanco et al., 2021). From a modelling perspective,
capturing autonomous CCA requires methodologies that can consider the behaviour of agents at adequate granularity. It also needs to address their self-organisation and the consequences from fine-grained behaviours on system-wide phenomena (i.e., following the previous example, the emergence of system-wide phenomena, such as variations in the supply of agricultural commodities and thus their prices, as a consequence of autonomous individual adaptations such as the substitution of water demanding crops with drought-resistant ones).

Modelling of CCA to explore SES behaviour under the effects of exogenous drivers (including climate policies) requires consideration of both the planned and the autonomous components and thus the integration of various modelling components (Brown and Rounsevell, 2021). It also requires a long-term perspective to include the consideration of the effects of drivers of climate change and social inertia (Bourne et al., 2016). In this context, Integrated Models (Giupponi et al., 2013) are tools allowing us to analyse and prove interrelations between human and natural systems. IM techniques can be applied to various aspects of climate change, for instance, biophysical relationships for understanding the causal mechanisms controlling the relationships between ecosystem productivity and species richness (Grace et al., 2016), or water-energy-food nexus relationships (Miralles-Wilhelm, 2016).

Models for each discipline and/or system employ different "metaphors" for the system's structure (e.g. process-based vs. empirical, probabilistic vs. deterministic, spatial vs. non-spatial, continuous vs. discrete time etc.) (Hollowed et al., 2020). In this sense, models can be seen as brittle monoliths, relatively easy to disassemble into their parts, but hard to reassemble into an integrated, methodologically sound and easily actionable approach. This difficulty stems from multiple factors, including the need for an easily communicable overarching conceptualisation, which is hampered by the diversity of the paradigms adopted, and the difficult engineering of model coupling at different scales and representations. As a result, it remains difficult to combine models incarnating different paradigms across the lifecycle of a study. Integrating architectures and modelling standards, such as OpenMI, (Moore and Tindall, 2005) have been proposed, but with limited adoption and impact in the long term.

Recently, Elsawah et al. (2020) explored socio-ecosystem modelling and identified eight grand challenges researchers face today that need to be overcome to accelerate the development of SES modelling, ranging from epistemological issues to uncertainty, scales and data types and sources. This paper develops upon the cited paper of Elsawah and others, and in particular on the two challenges related to representing the human dimension in SESs and furthering the adoption of SES modeling on policy, with a focus on CCA. There are three main objectives of this paper: (i) survey and analyse currently available modelling solutions and available data sources that could be useful for the long-term analysis of SES for CCA; (ii) identify the main knowledge gaps and modelling challenges; and (iii) envison a way forward for enhanced IM, improved analysis and management of natural resources and socio-economic systems, and better foundations for the sustainable management of SESs and effective CCA. Developing upon the current state of the art, this paper intends to offer a baseline of orientation for fellow researchers from the fields related to SES modelling who are interested in connecting their methods with current CCA research and for CCA experts interested in opportunities and research gaps in integrated modelling.

An overview is provided of integrated modelling and its capabilities and constraints, which emerged from the discussions conducted remotely within the group of co-authors, consolidated through two rounds of literature review. In the first we searched the Scopus Database for the presence of specific terms of interest in titles, abstracts and keywords of articles and review papers of any time. The paucity of the results confirmed the interest and novelty of the topic. The query targeted papers dealing with integrated modelling and climate change adaptation and socio-ecosystems, and resulted in 9 papers only1. Among them, interesting studies are those conducted in New Zealand by Kalaugher et al. (2013) who integrated bottom-up qualitative research with top-down quantitative research by using a mixed-method approach for an adaptation study in the dairy sector. By drawing on theories from ecosystem services, climate change adaptation and sustainability science, Brink et al. (2016) developed an analytical framework for the urban ecosystem-based adaptation (EbA). Wabnitz et al. (2018) applied a quantitative social-ecological model to explore policy scenarios involving tourism, marine

---

1 The query in Scopus Advanced Search was: TITLE-ABS-KEY { integrated AND model* AND ("climate change adaptation" OR CCA ) AND ( socioecosystem OR ( soci* AND ecolog* AND system )) AND ( LIMIT-TO ( DOCTYPE , "ar" ) OR LIMIT-TO ( DOCTYPE , "re" ))}. Last access on 9 September 2021.
conservation and local food security for Palau. Koenigstein et al. (2016) integrated stakeholder perceptions of ecological changes with the current state of scientific knowledge, to investigate the marine-human system under climate change and identify societal adaptation options for the Barents Sea and Northern Norwegian Sea region. Overall, the results of literature search corroborated the idea of this paper, showing that that a part from a few examples of SES integrated modelling, the research in the field of integrated modelling of SESs for CCA is not adequate.

The paper is organised following the three main objective. In the following section we analyse the constituent elements of SES modelling in the context of CCA, we survey available modelling solutions, we provide a proposal for a classification of modelling approaches in seven classes with different coverage of SES constituent elements, and we present an overview of possible sources of input data. In section 3 we analyse the main modelling challenges in this field, confronting data availability and modelling capacity, presenting open issues in the integration of socioeconomic and environmental data at different scales together with those related to uncertainty management and validation, with reference to CCA studies. Section 4 explores the way forward for enhanced IM, in particular for what concerns the simulation of human interactions, which are crucial in CCA, the potentials offered by unconventional data sources and new technologies. Section 5 concludes the paper and identifies ways forward of greater interest.

2 Constituent elements for integrated modelling of social-ecological systems

2.1 Models to support the adaptation of social-ecological systems

The long-term analysis of SESs for effective adaptation to climate change (CCA) is a truly interdisciplinary problem that requires the integration of data and methods from environmental, social and computer sciences at multiple scales. Currently, a variety of models can be used to model SESs for supporting adaptation, many of which, however, were not developed for this objective. We have categorised the models into seven different classes. Table 1 summarises the strengths and limitations of models in each class.

The table includes models that are mainly focused on the natural systems – Biophysical Process-Based Models (BPBMs), Earth System Model (ESMs), Dynamic Global Vegetation Models (DGVMs), and Global Circulation Models (GCMs) – as well as those that target more directly the social system – Computable General Equilibrium models (CGEs) and Agent-Based Models (ABMs). In addition, Integrated Assessment Models (IAMs), have the ambition to describe and simulate both the human and the natural systems. In Figure 1 we present a graphical description of the SES with areas covered by the various model classes and their intersections.

Global Circulation Models (GCMs) have been developed when weather forecasting was a major research focus, leading to the research of a deeper understanding of the general circulation of the atmosphere (Phillips, 1956). As the understanding of the climate system has increased along with computational power, GCMs developed both in terms of process details and of spatial-temporal resolutions. The current generation of GCMs, grounded in well-established physical laws, both theoretically and empirically, is capable of reproducing many of the natural processes that are part of the climate system, such as large-scale temperature and precipitation patterns, and seasonal and periodical weather oscillations (Reichler and Kim, 2008).

The climate, however, is not an isolated system and a product of physical and chemical processes only. Accordingly, future projections made under these forcings alone might prove to be both myopic and misleading when evaluating CCA actions; instead, the biosphere (considering the interaction of biotic and abiotic factors) should also be taken into account when projecting future climatic pathways (IPCC, 2001a).

Biophysical Process-Based Models (BPBMs; Martin et al., 2013) and Dynamic Global Vegetation Models (DGVMs; Krinner et al., 2005) are focused on primary production and use mathematical formulations to represent dynamic processes of vegetation, in natural (DGVMs), or anthropic (BPBMs) ecosystems, under the effects of climate variables of and biogeochemical cycles and – in the case of BPBMs – of human management. Earth System Models (ESMs) seek to close the gap between geophysical and biological processes when simulating the climate system by incorporating processes simulated within DGVMs and BPBMs at the level of the whole biosphere, thus modelling the state of regional and global climate under a wide variety of conditions. ESMs (Scheiter et al., 2013) are more integrative models than GCMs since they integrate interactions between the biosphere and the climate (Figure 1). However, ESMs are generally designed in such a way that human influence
on the natural system is considered as an external driving force, leading Claussen et al. (2002) to suggest that a better definition for this class of models would be "Natural Earth System Models".

| Model Class | Model Class Name | Description | Strengths | Limitations | Main References and Reviews |
|-------------|------------------|-------------|-----------|-------------|----------------------------|
| BPBM        | Biophysical Process-Based Model | BPBM are defined as biophysical models (e.g. Landscape, Agro-Ecosystem and Eco-Hydrological models) relying on the usage of mathematical formulations to represent key dynamic processes affecting particular physical or biophysical processes. | Landscape/regional scale is appropriate for most decision-makers. Linking between BPBM becomes possible (e.g. hydrologic and crop models) to assess climate change scenarios and adaptation options. | Lack of intrinsic human system representation (e.g. farmers decision on land as dynamic feedbacks). | (Martin et al., 2013; Turner et al., 2016; Rosenzweig et al., 2014; Gupta et al., 2019; van Oijen et al., 2018) |
| DGVM        | Dynamic Global Vegetation Model | Models capable of simulating the dynamics of potential vegetation and its associated biogeochemical and hydrological cycles as a response to shifts in climate (Scheiter et al., 2013). | Strong capabilities to simulate the behaviour of vegetation under the effects of biogeochemical and hydrological cycles and climate. | Lack the human decision-maker and not very sophisticated on the agricultural side to model the breadth of management decisions in adaptation. | (Fisher et al., 2017; Krienner et al., 2005) |
| ESM         | Earth System Model | Models that integrate the interactions of atmosphere, ocean, land, ice, and biosphere to estimate the state of regional and global climate under a wide variety of conditions (Stocker et al., 2013). | High level of integration to better represent the biogeochemical processes and feedbacks between climate and land systems. | Limited representation of agricultural systems: e.g. need for better inclusion of irrigation, carbon and GHG fluxes, management practices (sowing dates, rotations etc.). | (McDermid et al., 2017; Weigel et al., 2021) |
| GCM         | General Circulation Model | Physical law-based models rely on the mathematical formulation to compute the general circulation in the atmosphere, ocean, cryosphere and/or land surface systems (IPCC, 2013). | Can be used to make projections about future climate and the knowledge gained can contribute to policy decisions regarding climate change | The global scale is not appropriate for considering human/social adaptation that occurs at a local scale. | (Cess et al., 1990; Khan et al. 2018; Warszawski et al., 2014) |
| CGE         | Computable General Equilibrium model | Class of economic models that focus on economics and market trends as a result of modelling behaviour of representative economic agents upon microeconomic principles. Commonly used to assess the impact of economic, policy or climate shocks on the economic system (IPCC, 2001b). | Allows to look at social decisions based on economic profitability and investigate climate policies. | Focus only on the economic system. No feedback human-natural system. The spatial scale (i.e. regional/national level) may not be compatible with the scale of natural phenomena happening at a local scale. | (Calzadilla et al., 2016; Duan et al., 2019; Foure et al., 2020) |

(Table continued on next page)
| Model Class | Model Class Name | Description | Strengths | Limitations | Main References and Reviews |
|-------------|------------------|-------------|-----------|-------------|-----------------------------|
| ABM | Agent-Based Model | Class of models that allows the simulation of heterogeneous agents, with their behavioural complexity, the interdependencies among them, and their organisational capabilities. In the field of CCA they are mainly used to simulate human societies exposed to climate change impacts. | Can simulate adaptive behaviour at the individual, or community level, considering also individual and mutual learning, thus providing a realistic representation of the system and allowing for exploration of emergent properties. | Validation - if possible - is very challenging. Complicated calculation processes, applied to the multitude of agents at play, with limits in transparency and communication. Very much case-specific, with limited transferability and replicability. | (Arneth et al., 2014; Balbi and Giupponi, 2010) |
| IAM | Integrated Assessment Model | Models that include an economic growth, a damage, and a climate module (IPCC 2001b). They are used to assess the costs of climate protection by integrating both the economic and biophysical systems, and by considering the interactions between them. | A holistic view of the world, with several interacting modelling components and efforts, is designed to improve interactions between human/natural systems. Allows scenario exploration for adaptation options. | Uncertainty propagation. The ease of use is decreasing as it becomes more expert-driven. Coarser resolution in time and space creates challenges around multi-scale processes. Heavy assumptions for the economic model. Over-simplification of biophysical processes and land use patterns. | (Ewert et al., 2015; Kling et al., 2017; Metcalf & Stock, 2017; Metcalf & Stock, 2015; Shiraki & Sugiyama, 2020) |

**Figure 1:** The economic and ecological systems nested in the socio-ecosystem in connection with the climatic system, with their main elements and relationships and the identification of the areas covered by the seven IM classes of Table 1.
The inter-relationships between people and nature are dynamic and continuously change in response to internal or external pressures (Schlüter et al., 2014). Major feedbacks between human and nature systems need to be considered in the modelling of SESs (Palmer and Smith, 2014). Population growth and urbanisation (Satterthwaite, 2009), migration (Black et al., 2013) and conflict (Hsiang et al., 2013) will all compound reactions to global climate change. Intrinsically, agricultural systems represented in ESM also assume that there is no local adaptation from farmers. ESMs assume that pressures coming from human systems are only external forcing to natural systems is therefore a strong limitation of this class of models (Ellis and Ramankutty, 2008).

CGE models have been widely used for the analysis of international climate policy questions at a macro-economic level due to their capability of integrating the interactions among several economic sectors (Bernstein et al., 1999; Hertel et al., 2009; Matsumoto and Masui, 2011; Rutherford, 1999). Duan et al. (2019) and Babatunde et al. (2017) have provided a comprehensive survey of a wide range of CGE models that were developed for climate change studies across different geographical regions and economic sectors. CGE models have been used to study a variety of topics ranging from energy (renewable and efficiency), emissions (trading and reduction) to carbon (tax, storage, and capture). Initial CGE models in the 1990s were mainly static and incapable of capturing climate change dynamics. Recursive dynamic and full dynamic CGEs were later applied to climate mitigation (Kompas et al., 2018), but criticism has been raised for their myopic view about the future (Babatunde et al., 2017). Generally, CGE models are structurally complex, consisting of a detailed set of equations defining several economic sectors of the human components of an SES system. They are assuming representative and aggregated production functions and consumers' utility functions (Arigoni Ortiz and Markandya, 2009), full rationality of those two groups of agents, complete markets, perfect information, and optimality of decisions. Therefore, they contain a large number of input variables and parameters to be quantified across the globe to provide outputs that are usually at a national to regional scale. In that, they are often defined as top-down models. Both their assumptions and their needs in terms of inputs have led to criticisms and questioning within the economics and policy analysis communities, in particular when they are used for exploring long-term scenarios driven by global changes. Moreover, due to their lack of representation of the natural system, CGE models, in the context of CCA modelling, may not be able to estimate the costs of adaptation strategies by failing to capture the social costs of externalities and feedbacks occurring in the natural system.

ABMs have emerged as a way to improve modelling of complex systems' behaviour from the bottom-up (Balbi and Giupponi, 2010), and have been used to help explore CCA strategies. A growing body of literature seems to agree that agent-based modelling is a flexible but computationally intensive methodology that has the power to encapsulate (1) the heterogeneity of the modelled components, (2) their behavioural complexity, (3) the multilevel interdependencies among them, and (4) their organisational capabilities (O’Sullivan, 2008; Arneth et al., 2014). The main advantages of ABMs for the analysis of climate change are the abilities to take into account adaptive behaviour at the individual or system level and to introduce a higher degree of heterogeneity resulting in a more realistic representation of the system, compared to equilibrium-based models (Balbi and Giupponi, 2010). However, ABMs have also several limitations some of which are particularly relevant for integration purposes. Individually developed and stand-alone ABMs are very often complicated artefacts (Bradhurst et al., 2016; Filatova et al., 2013) that ingest a wide set of different datasets combining them into calculation processes, applied to the multitude of agents at play. While modelling frameworks in other fields, such as land use and land cover change (LULCC), may be shared widely by researchers (consider for example the CLUE or FEARLUS models; Verburg et al., 2002; Izquierdo et al., 2003), ABMs appear more difficult to coalesce under a common approach, due to the particular and case-specific assumptions made by each author (Bell et al., 2015). Notwithstanding the significant progress in development and communication protocols (e.g. Müller et al., 2014), still, too often ABMs appear as black boxes. In addition, it is difficult to reuse them due to the lack of developing common codes that nest multiple models (Topping et al., 2010; Innocenti et al., 2020). Additionally, and even more importantly, those ABMs that aim to have some empirical value are difficult to validate statistically (both individual-level rules and system-level outcomes should be tested). Researchers tend to focus on sensitivity analysis (Bell, 2017) and qualitative comparisons with observed social phenomena, often because of a lack of available data, opening the door for uncertainty and misuse.

When it comes to the integration of separately developed ABMs with ecological models, challenges increase. One main difficulty is scaling mediation: agents constrained to exist within a bounded spatial and temporal context and granularity might need to interact with other agents bound to other spatial-temporal constraints.
For example, human agents are often modelled using daily time steps while ecological agents and processes might require finer or coarser time scales. Thus, from a technological point of view, integrating models with agents represented at different scales requires uncommon features in existing modelling platforms, and only experienced model developers with competencies in all the domains at play can manually integrate different modelling components (Voinov and Shugart, 2013). However, even when these technical difficulties are solved, aggregation and propagation of errors due to scale mismatch remain difficult to quantify, as in any other modelling approach, and have the potential of significantly affecting the uncertainty in the results.

Integrated Assessment Models (IAM) are commonly used for assessing strategies to address climate change-related issues, and in particular to analyse interrelations of climate with its societal impacts, e.g. identifying alternative adaptation actions. IAM consider the integrative nature of the earth and human systems, providing techniques that economists use to analyse expected costs and benefits of climate policies (Ackerman et al. 2009), for instance by cost-effectiveness, cost-impact, or cost-benefit framing (Dowlatabadi, 1995). Their strength resides mainly in the integration of potential feedback loops between the human and the natural system (Figure 1). IAM are typically not designed to create new insights on climate science issues; their value is in understanding and projecting the interaction between the climate and the economic systems for policy development and evaluation (van Vuuren et al., 2011). They are very useful tools for raising awareness and testing future scenarios at the regional and national scale (Jäger et al., 2015), enabling the creation of a space for discussion with different groups of stakeholders (Harrison et al., 2016). However, since the inter-relationships between the human and natural systems are extremely complex, simplifications are usually necessary, and some of which may shadow either natural or human phenomena. As in any modelling exercise, simplifications should be avoided in the representation of core adaptation phenomena. For example, McDermid et al. (2017) pointed out that incorporating irrigation as an adaptation measure is a key model development required for an accurate simulation of agroecosystems, with consideration of feedback loops on both water and human systems, but the full amplitude of adaptation measures that are available at a local scale may not be reflected (Patt et al., 2010).

As another challenge, information on damages due to climate is always incomplete (Ewert et al. 2015). Besides, IAMs are still limited to looking at other socio-economic elements such as impacts on demographics, job loss/opportunities or socio-cultural factors that may be either influential or affected. Some global models such as the latest IMAGE release (Stehfest et al., 2014) are starting to consider long-term impacts on human development (food consumption, water supply and sanitation). However, model representation is less developed for the human system, compared to the physical system. Technical adaptation measures such as carbon tax adoption can therefore be evaluated as policy options, but not others such as R&D or governance systems. This highlights the limitation of current IAMs on the understanding of societal factors.

With the scenario settings from IPCC AR5 (O’Neill et al., 2014), shared socioeconomic pathways (SSP) are providing a framework to explore future alternative and plausible scenarios for the future evolution of our society and economy. These have been categorised by the IPCC along with challenges to both mitigation and adaptation and they represent fundamental references for adaptation modelling, to provide comparability of results obtained in different locations. Representative concentration pathways (RCPs) are typically giving space to models relating to climate change risks. SSPs are referring to the exposure, sensitivity and adaptive capacity of socio-economic systems under the effects of climate change and the related policies. As we move towards more integration between human and natural systems, interdisciplinarity between domains such as economic modelling, biophysical modelling, and social science must become prevalent. Moreover, SSPs have been developed on a global scale, and to provide country-relevant detail to understand climate change risks at the national and local scales. Methodologies to downscale storylines from global to national scale should be developed to ensure credibility, saliency and legitimacy of scenarios across multiple scales (Auszéil et al., 2019; Frame et al., 2018; Kebede et al., 2018; Mitter et al., 2020).

2.2 Data sources for SES modelling

To model and analyse SES, multiple data sources at various scales are needed, from global to local scale. In addition to global socio-economic and demographic datasets, global natural systems datasets are required for soils, groundwater and various kinds of natural disasters. In Table 2, we list some candidate datasets for global information to support attempts to implement the various modelling approaches described in Table 1.
Table 2: Some candidate sources of global socio-environmental data.

| Platform                                      | Product description and Link                                                                 | SES component                                                                 |
|-----------------------------------------------|---------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|
| Aalto University                              | Gridded global dataset for GDP and Human Development Index 1990-2015 ([https://datadryad.org/stash/dataset/doi:10.5061/dryad.dk1j0](https://datadryad.org/stash/dataset/doi:10.5061/dryad.dk1j0)) | GCM, ABM, IAM                                                                |
| AQUASTAT                                      | FAO Global water information system ([http://www.fao.org/nr/water/aquastat/main/index.stm](http://www.fao.org/nr/water/aquastat/main/index.stm)) | ESM                                                                          |
| CEIP Emission Database                        | Analysis and visualisation of the officially reported emissions data submitted under the LRTAP Convention by the European Environment Agency ([https://www.ceip.at/data-viewer](https://www.ceip.at/data-viewer)) | ESM                                                                          |
| Blue Earth Data Platform                      | Free, web-based application to support the study and sharing of integrated water and subsoil-related data ([https://blueearthdata.org/](https://blueearthdata.org/)) | DGVM, BPBM                                                                   |
| Climate Research Unit                         | Weather and Climate Monthly climatic indicators (1901-2013) at 0.5 deg. resolution by East Anglia University ([http://www.cru.uea.ac.uk/](http://www.cru.uea.ac.uk/)) | GCM                                                                          |
| Climate Data Store                            | The Climate Data Store (CDS) provides easy access to a wide range of climate datasets, including information about the past, present and future climate ([https://cds.climate.copernicus.eu/](https://cds.climate.copernicus.eu/)). | GCM, ESM, DGVM, BPBM                                                         |
| Climate Watch                                 | Latest historical greenhouse gas emissions data, track net-zero targets and explore nationally determined contributions (NDCs) and long-term strategies to reduce GHG emissions by the World Resources Institute ([https://www.wri.org/initiatives/climate-watch](https://www.wri.org/initiatives/climate-watch)) | ESM                                                                          |
| CorDex                                        | Downscaled climate projections ([http://www.cordex.org/](http://www.cordex.org/)) | GCM                                                                          |
| DataBank                                      | Analysis and visualisation tool that contains collections of time series data on a variety of topics by the World Bank ([https://databank.worldbank.org/home.aspx](https://databank.worldbank.org/home.aspx)) | CGE, ESM, DGVM, BPBM                                                         |
| DesInventar                                   | The occurrence of daily disasters of small and medium impact. ([http://www.desinventar.org/](http://www.desinventar.org/)) | CGE                                                                          |
| Digital Observatory for Protected Areas (EUIJRC)| Data, maps and tools on global protected areas ([https://dopa.jrc.ec.europa.eu/dopa/](https://dopa.jrc.ec.europa.eu/dopa/)) | DGVM, BPBM                                                                   |
| Disasters, natural hazards                    | International disasters database EM-DAT ([http://www.emdat.be/](http://www.emdat.be/)) | CGE                                                                          |
| Earth2Observe                                 | Freshwater resources worldwide ([https://wci.earth2observe.eu/](https://wci.earth2observe.eu/)) | DGVM, BPBM                                                                   |
| EarthMap                                      | Historical environmental and climate analysis data ([https://earthmap.org/](https://earthmap.org/)) | ESM                                                                          |
| Emissions Database for Global Atmospheric Research (EDGAR) | Emissions as national totals and gridmaps at 0.1 x 0. degree resolution at global level, with yearly, monthly and up to hourly data by the Joint Research Centre/European Commission ([https://edgar.jrc.ec.europa.eu/](https://edgar.jrc.ec.europa.eu/)) | ESM                                                                          |
| Environmental Data Compendium                 | Data linking pollution and natural resources with activity in such economic sectors as energy, transport, industry and agriculture by OECD ([https://www.oecd.org/env/indicators-modelling-outlooks/oecdenvironmentaldatacompendium.htm](https://www.oecd.org/env/indicators-modelling-outlooks/oecdenvironmentaldatacompendium.htm)) | ESM                                                                          |
| Environmental Data Explorer (EDE)             | National, sub-regional, regional and global statistics and maps, covering themes like Freshwater, Population, Forests, Emissions, Climate, Disasters, Health and GDP by UNEP and its partners in the Global Environment Outlook (GEO) ([http://geodata.grid.unep.ch/](http://geodata.grid.unep.ch/)) | CGE, ESM                                                                     |
| GEOSS Portal                                  | Earth observation data and resources ([https://www.geoportal.org/](https://www.geoportal.org/)) | ESM                                                                          |
| Global air pollution map                      | High-resolution global atmospheric map of nitrogen dioxide pollution by the European Space Agency ([http://www.esa.int/Applications/Observing_the_Earth/Envisat/Global_air_pollution_map_produced_by_Envisat_s_SCIAMACHY](http://www.esa.int/Applications/Observing_the_Earth/Envisat/Global_air_pollution_map_produced_by_Envisat_s_SCIAMACHY)) | ESM                                                                          |
| Global Forest Watch                           | Data and tools for monitoring forests ([https://www.globalforestwatch.org/](https://www.globalforestwatch.org/)) | DGVM, BPBM                                                                   |

(Table continued on next page)
| Platform | Product description and Link | SES component |
|----------|-------------------------------|---------------|
| Global Risk Data Platform (PREVIEW) | Spatial data information on global risk from natural hazards, human and economical exposure and risk (tropical cyclones and related storm surges, drought, earthquakes, biomass fires, floods, landslides, tsunamis and volcanic eruptions by UNEP and UNISDR (http://preview.grid.unep.ch/index.php?preview=home&lang=eng) | DGVM, BPBM |
| Global Surface Water Occurrences (EU-JRC) | Maps with location and temporal distribution of water surfaces at the global scale over the past 3.7 decades (https://global-surface-water.appspot.com) | DGVM, BPBM |
| GloFAS | Part of the Copernicus Management Service (CEMS), Global Flood Awareness System (GloFAS) is designed to support preparatory measures for flood events worldwide (https://www.globalfloods.eu/). | BPBM |
| Google Earth Engine | Historical remote sensing imagery and scientific datasets (https://earthengine.google.com/) | DGVM, BPBM |
| GRID core datasets | Global socioeconomic and natural resources data (https://datacore.unepgrid.ch/geonetwork/srv/eng/catalog.search#?search%3Any=GRID%20core%20datasets) | CGE, IAM |
| IIASA | Harmonised world soil database (http://webarchive.iiasa.ac.at/Research/LUC/External-World-soil-database/HTML/) | DGVM, BPBM |
| ISRIC | Soil data layers from around the world (http://www.isric.org/explore/isric-soil-data-hub) | DGVM, BPBM |
| Global Human Settlement Layers (EU-JRC) | Data on built-up areas, urban settlements, population distribution (https://ghsl.jrc.ec.europa.eu/index.php) | GCM, ABM, IAM |
| Living Atlas of the World | Collection of geographic information from around the globe (https://livingatlas.arcgis.com/en/home/) | CGE, IAM |
| Measurement of Air Pollution from Satellites (MAPS) | Near-global database of atmospheric carbon monoxide levels by NASA (https://www.nasa.gov/centers/langley/news/factsheets/MAPS.html) | ESM |
| NOAA | Climate summaries from land surface stations across the globe. (https://www.ncdc.noaa.gov/data-access/land-based-station-data/land-based-datasets/global-historical-climatology-network-ghcn) | ESM, GCM |
| Resource Watch | Global data related to different topics (from climate change to poverty, water risk to state instability, air pollution to human migration, etc.) (https://resourcewatch.org/data/explore) | CGE, IAM |
| Shared Socioeconomic Pathways | The SSP Database (Shared Socioeconomic Pathways) - Version 2.0 (https://tntcat.iiasa.ac.at/SspDb/dsd?Action=htmlpage&page=10) | CGE, ABM, IAM |
| Socioeconomic Data and Applications Center (SEDAC) | Socioeconomic and earth science data (https://sedac.ciesin.columbia.edu/data/sets/browse) | CGE, IAM |
| The Inter-Sectoral Impact Model Intercomparison Project (ISIMIP) | Projection of climate change impacts across affected sectors and spatial scales (https://www.isimip.org/) | DGVM, BPBM |
| University of Groningen Growth and Development Centre | Comprehensive databases on indicators of growth and development in four main research areas: Productivity, Value Chains, Historical Development and Structural Change (https://www.rug.nl/ggdc/) | GCM, IAM |
| World Bank | Socio-economic, demographic and governance data, World Development Index, etc. at country level (https://data.worldbank.org/) | CGE, IAM |
| World Resources Institute (WRI) | Global flood and water scarcity data (https://www.wri.org/aqueduct/data) | DGVM, BPBM |
| WorldClim | Monthly temperatures and precipitation (1950-2000) at 1 km resolution (http://www.worldclim.org/) | ESM, GCM |
For CCA, and for identifying local adaptation measures, for instance, fine-scale datasets can be used for detailed analysis at the local case study level. The scale of the individual household is likely the most appropriate to simulate adaptation in detail (Neumann and Hilderink, 2015). To this end, longitudinal household-level information covering livelihoods and wellbeing is provided by a large number of countries. For example, the Ethiopian Rural Household Survey by IFPRI, the Bangladesh Integrated Household Survey also by IFPRI, or the Indonesian Family Life Survey by RAND. Similar data are available at a country level for most countries in the world and through the World Bank (see Table 2). Methods to define agent typologies for an entire region have been proposed for multi-agent spatial modelling of households in the Netherlands (Valbuena et al., 2008). Of course, it is a challenge to find or access data, and even in industrialised countries, open data findability, availability and reusability are quite heterogeneous.

Nightlight satellite data have been used in many instances to map urban areas at a global scale (e.g. Zhou et al., 2015), but also to derive socioeconomic layers, for the allocation of economic activities and spatialisation of indicators, such as the gross domestic product (Chen and Nordhaus, 2011). Additionally, novel mobile data sources and big data approaches make it possible to observe how populations respond to environmental changes in near real-time (Bell et al., 2016; Lu et al., 2016) or to look into the digital footprints left behind in the transaction logs of mobile phones to measure economic development, wealth and poverty (Eagle et al., 2010), unemployment (Choi and Varian, 2012) or electoral outcomes (Wang et al., 2014). For example, Llorente et al. (2015) extracted data on social media metrics of technology adoption, mobility, diurnal activity and communication style, which allowed to explain unemployment in different regions of Spain. Blumenstock et al. (2015) used mobile phone metadata to reconstruct the distribution of wealth throughout Rwanda and show that the predictions matched well with those from detailed boots-on-the-ground surveys of the population. During the COVID-19 pandemic, mobile data have been used to monitor the impact of social distancing on mobility (Zhang et al., 2020) and on mobility concerning income (Ruiz-Euler et al., 2020). Such information can significantly improve our capabilities to map adaptation capacities and the resilience potential of communities.

Finally, data can be crowdsourced from citizens and citizen scientists, participating voluntarily to open research projects (e.g., OpenStreetMap), which can be contributed to without professional training. Social media could also be used to identify spatio-temporal patterns, values and activities in the frame of SES monitoring and biodiversity conservation, to characterise threats and opportunities (Di Minin et al., 2015). For instance, they can be employed in forest monitoring (Daume et al., 2014), for understanding tourists’ preferences for nature-based experiences in protected areas (Dolan et al., 2021; Hausmann et al., 2018), for understanding travel behaviour (Rashidi et al., 2017) and the complexity of socio-ecological interaction in leisure and tourism activities (Lenormand et al., 2018; Roberts et al., 2017), or to improve outcomes in natural resource management (Groce et al., 2018).

3 Modelling challenges for climate change adaptation

The state of the art of modelling approaches and data sources presented in the previous section demonstrates that several approaches are available and combinations are possible. Integrated modelling of the environmental dimensions of climate change and adaptation appears more consolidated, while mainstream climate change economic modelling is often criticised and by evidence it does not allow to consider important dimensions, such as the role played by the diversity of individual preferences and their interactions at various scales. Expectations are growing for the contributions that may come from ABMs, but we are far from solutions and the literature is poor. Therefore, several challenges are open for the development of IM in this field.

We identify some of them in this section. The intent is not that of providing a systematic review of all the open issues in the field, but that of driving the attention of the reader to a set of challenges which currently constrain scientific developments more than others, and which may potentially benefit in particular for wider integration of multi-agent approaches.

Firstly, we focus on confronting data availability and modelling capacity, which is an issue common to all modelling fields and which has some interesting specific features for adaptation and potential for ABMs. We move then to the consideration of challenges related to the needs to combine multiple scales and implement long term simulations, in the joint analysis of both the social and the environmental dimensions of the SES. The last part of this section is dedicated to the issues of uncertainty management and validation, which are often unresolved issues in particular in the field of multi-agent modelling.
3.1 Global vs. local data availability and modelling capacity

Top-down models require macro data that in climate change sciences typically cover the whole planet. For instance, Computable General Equilibrium (CGE) models require global country-level data such as population, land area and use, GDP, productivity, infrastructure, damages and losses, to feed simulation routines and provide us with a prediction about future prices, trade and economic development. These data are almost always homogenised among data-gathering agencies at national and international levels. For instance, international organisations such as FAO (Food and Agriculture Organization of the United Nations), UNSD (United Nations Statistics Division) and the World Bank as well as national statistics offices around the world collect similar types of data for all countries, using similar methodologies, compatible vocabularies, and uniform open-access protocols (such as SDMX). This facilitates building and running top-down models. However, information on the level of uncertainty associated with these datasets is usually missing, requiring caution about the reliability, and contemporaneity and thus trustworthiness of the input data. For instance, the Forest Resource Assessment is reported by FAO every five years, and there are known issues around data that may be withheld by some countries. In parallel, the level of aggregation of some data sources referred to as administrative units makes it hard to bridge what amounts to a chasm between the statistical and the biophysical modelling worlds: both the temporal and spatial scale mismatch between statistical information and the data needed to parameterise SES models are such that often these sources can only be used to provide boundary conditions in the context of an integrated modelling approach, rather than inputs with the required granularity.

Bottom-up models, in comparison, allow for heterogeneity among agents and therefore they should be calibrated to local and regional characteristics of agents such as preferences, attributes, endowments, etc. Since in many cases these models are spatially explicit, this means that bottom-up models require fine resolution GIS layers (landscape category, population density, natural resource availability, risk, vulnerability and resilience categories etc.) to account for the geographical location of agents and the spatial interlinkages between agents and landscapes. This often puts a constraint on the scale and modelling capacity of ABM as relevant data are either missing in some areas (such as developing countries), or are not homogenous across political/geographical boundaries. In addition, many ABM researchers use field surveys, the collection of which can be enormously time-consuming and expensive, particularly in global-scale studies. In bridging these two approaches, Verburg et al. (2016) suggest an upscaling method based on observed response patterns at an aggregated level (i.e., instead of individuals, the behaviour of the entire community is represented).

Despite an increasing amount of data becoming available from sources such as satellite remote sensing, mobile phones, or social networks, ABM are still limited by the amount of data they can homogeneously collect from social, economic or ecological systems to enable integrated modelling. On top of data availability, ethical issues concerning the collection of information about individual behaviour and uncertainty regarding data quality are other challenges for ABM modellers to overcome to be able to provide an accurate simulation of coupled systems. Because of these data constraints, mainly local or regional ABM have been developed.

Schulze et al. (2017) reviewed ABM for SES analysis using the TRACE framework (Grimm et al., 2014) to analyse ABM literature in terms of model development, testing and analysis and they found that gaps are substantial in particular for what concerns the communication of the realism of the models and the transparency of model formulation concerning observations, recommending a mix of strategies based upon participatory approaches, standard protocols, code sharing and improved tools for model design and analysis.

Given the strong interest for the potential of ABM that emerged from the above, a second systematic review was carried out to explore the applications of ABM for integrated modelling of SES adaptation phenomena. Only 10 papers were retained after having cleared the selection for papers not pertinent to the topic and those included because of multiple meanings of the CCA acronym. The selection of papers demonstrates the recent interest in such applications (all the articles were published in the last 9 years). Rural contexts are those more frequently analysed, thus appearing as a preferable environment for the development of innovative approaches. Case studies were in New Zealand (Gawith et al., 2020), China (Liu et al., 2013), Mongolia (Wang et al., 2013), Ethiopia (Hailegiorgis et al., 2018), and Burkina Faso (Kniveton et al., 2012).

---
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3.2 Cross-scale integration and flow of information between top-down and bottom-up models as a challenge for CCA

As stated above, bottom-up models such as ABM usually focus on the local or regional scale and cannot deal with the global scale, therefore neglecting the big picture, such as global market, population and economy. This is a big caveat of this approach in the context of climate change adaptation that involves global interdependencies of systems and markets. On the contrary, top-down models such as CGE focus on a global scale and are heavily based on assumptions that simplify the integrated system to reduce data requirements. Therefore, they can produce a global picture of the global system, but with substantial constraining assumptions, averaging and aggregation effects, and without making sure that physical laws and constraints are satisfied. One example is neglecting the availability of local natural resources such as water in agricultural production since the top-down models are focused on labour and capital. Concerning assumptions in top-down models, a common one is the representative agent assumption (Nikas et al., 2019), that all agents share the same characteristics. While this can be sufficient for many problems (all people share similar basic needs, for instance), many others – and this is the case of CCA – are driven strongly by individual interactions (e.g., changing farming practices due to interaction with other farmers). Relying on this assumption is one of the reasons that top-down models cannot consider emergent properties and crises and thus fail to jointly predict idiosyncratic and systemic risks. To compensate for this drawback, researchers sometimes couple the two approaches but the challenge of integrating them remains and the flow of information is only asynchronous. For example, Giupponi and Mojtahed (2018) coupled an ABM simulating water and land allocations at the scale of 100 km grid cells, with information recursively derived from a CGE model providing macroeconomic trends (e.g. the prices of agricultural commodities) driven by climate change scenarios. Similarly, Pérez-Blanco et al. (2020) coupled an economic model based on a positive multi-attribute utility programming tool with a hydrologic model that simulates the behaviour of farmers for assessing the economic and water reallocation potential of a return flow-neutral inter-basin water market, using a sequential modular approach.

From the above, it appears that the prerequisite for coupling the two modelling approaches and benefiting from the strength of each approach is to integrate the two on the same scale so that information can flow between them and corrects for over/underestimations or negligence of local or global drivers of change. Solutions are available for loose coupling of different models at nested scales that allow for some improvements to the state of the art based upon the alternative between top-down and bottom-up approaches (Giupponi and Mojtahed, 2018). Once more, ABM seem to have promising potentials to cross the gap between micro-scale actors and larger-scale environmental, infrastructural and political systems to support policy analysis in the current and future situations characterised by multiscale crises. Lippe and others (2019) propose conceptual avenues for such endeavours, using combinations of big data, including social networks and remote sensing and acknowledging scale as a dynamic issue.

3.3 Global modelling for adaptation purposes and long-term analysis

The feasibility of a long-term analysis of climate change adaptation is a three-folded issue. The first part is to address the challenge of to what degree we can use the advances in our modelling knowledge to capture the dynamics of integrated social, economic, and ecological systems. For instance, social scientists are still not satisfied with the parametrisation and modelling of agents’ decision-making and behavioural responses with or without uncertainty. The second challenge is the scale of the analysis. As mentioned before, parametrising ABM at the global scale is either costly or difficult due to data constraints. New data sources, particularly from earth observations, are coming online with great speed and can contribute to the advancement of ABMs. However, our ability to ingest these data sources moves at a much slower speed (Martínez-López et al., 2019), and much research in remote sensing, image recognition, and artificial intelligence is needed before these advances can readily and reliably turn into an increase in the prediction power of ABMs. Finally, the last issue is related to the long-term analysis of adaptation. Naturally, increasing the time scale of the analysis adds to the uncertainty of the model’s outputs.

3.4 Results validation and uncertainties

Recently, An et al. (2020) identified several impending tasks to improve the science and application of ABM including validation, and transparency and reusability. Dealing with uncertainty is one of the crucial issues of IM in the field of CCA, due to the presence of multiple sources of uncertainties in this type of assessment (Van Asselt
and Rotmans, 2002). Uncertainties that are introduced to the sub-systems by using probabilistic methods can be propagated through the model and affect the final results. Epistemic uncertainties are also introduced when models are poorly integrated and certain processes are under-represented or not presented at all. The sources of uncertainties can increase exponentially as we develop more and more complex models with thousands of variables and parameters. Therefore, improved frameworks are required for managing the uncertainties and assessing the robustness of the results. In this frame, advances in Machine Learning (ML) models can help to discover patterns of risks in the millions of simulated outcomes and track them back to their sources. For instance, Essenfelder and Giupponi (2020) explored the utilisation of a coupled hydrologic-machine learning modelling framework to account for the complex decision-making in managing inter-basin water transfer under data-scarce conditions, concluding that ML can be a useful instrument to support complex system analysis under such conditions. Linear based models are not adequate tools for discovering potential non-linearities between sources of uncertainties and results. But, with the help of non-parametric ML models such as random forests, or neural networks, we can identify tipping points and better describe complex-system processes that may prove to be more critical in CCA (van der Hoog, 2017; Rolnick et al., 2019; O’Gorman et al., 2018).

A global sensitivity analysis is always needed to understand how the prediction accuracy of the model changes if the future drivers of change follow different trajectories from the inputs that were given to the model, but, despite advances in sensitivity analysis and uncertainty management, a fundamental question remains: how can we validate the results? Unfortunately, there is no way for validating future predictions and establishing ground truth, before an event or evolving process appear and thus assumptions have to be made that validations over the past can hold also for projections into the future. However, since the main interest is about future-proofing policies and decisions, researchers have developed various methodologies that are embedded into IM for evaluating the robustness of decisions. Info-Gap (Ben-Haim, 2006) and Robust Decision Making Under Deep Uncertainties (Lempert and Collins, 2007) are two examples of how researchers turned around the question to support long-term adaptation decisions. The search of optimal choices is replaced by another paradigm such as the identification of solutions that are robust under numerous possible future conditions, or of the conditions that may determine the switch to alternative solutions through time and change them when results are taking undesirable trajectories (Groves and Lempert, 2007; Hall et al., 2012).

4 Opportunities for enhanced integrated modelling of climate change adaptation

Approaching the challenges described above, requires innovative solutions. In this section we explore in greater details the opportunities to go beyond state of the art by taking advantage of ABMs for modelling human interactions and adaptation dynamics. Moreover, we explore how unconventional data sources, such as social media and mobile networks, and emerging technologies, such as artificial intelligence, could contribute to improved IM for CCA.

4.1 Modelling human interactions

Notwithstanding their limitations, ABMs present evident opportunities for modelling CCA and contributing to solving some of the main weaknesses of the various categories of models described above, in particular for what concerns the simulation of autonomous adaptation. The added value of ABMs is in their ability to provide a descriptive representation of the simulated system — i.e., the human component of the SES interacting with the surrounding environment — according to four main key dimensions briefly described below.

The first is heterogeneity. Typically, ABMs consist of computationally intense, detailed dynamic simulations where many heterogeneous human and natural agents interact at multiple temporal and spatial scales. For instance, autonomous adaptation is typically implemented at the household level by individuals even day by day, while planned adaptation, which lasts for years, is defined and implemented at a national or regional scale. Indeed, one of the main advantages of ABM is that it can avoid a coarse, average and thus unrealistic representation of the system’s components. Human agents can vary by demographic characteristics, location, endowments, individual abilities, perception of the world, attitudes and behaviour. Natural agents can also vary both in terms of spatial and temporal attributes.
The second is internal complexity. Compared to natural agents, human agents are more complex to simulate, because they execute subjective deliberative processes (i.e., they take individual autonomous decisions for adaptation). Behavioural complexity derives from the agents’ internal world, their mental models (Lynam et al., 2012) or architectures, which include their cognition ability and learning capacity. There exists an abundance of theories in social sciences beyond the rational agent (Simon, 1978) about how human agents behave in various contexts, which can capture how people make decisions, also taking into account emotions, motivations and perceptions (Schlüter et al., 2017). ABM has the potential of allowing exploring this whole set of decision-making theories including the agents’ capacity of learning from past experiences (An, 2012), which is extremely important for long term simulations required by CCA analyses.

Interactions and in particular social ones are the third dimension. Not only are most human agents deliberative, but they are also social: they communicate with other agents, and their behaviour derives from multi-level interactions with other human and non-human agents and the environment. This aspect is fundamental to capture dynamics like clustering (or kinship), imitation, learning and diffusion processes. ABM lends itself to graph and network analysis allowing to represent the topology of the network of information between social agents, and the relative importance of such agents within the network. This is a crucial modelling feature for modelling adaptation in that agent’s interactions, and in particular informal relationships and opinion dynamics (e.g., word of mouth), can shape behavioural patterns.

Organisation and structure are the fourth dimension, strictly related to the previous. Interactions are greatly related to the emergence of an organisational structure. This is because most complex systems can be described as networks of interacting elements and these interactions may lead to the emergence of global behaviours that are not observable at the level of the single elements (Baggio, 2008). As mentioned above, human agents are deliberative and social, but they are also organisational: they can form into social and organisational structures. Cooperation and coordination or competition can be a consequence of the original system structure (e.g., Lansing and Kremer, 1993). At the same time, norms and institutions can direct individuals to act to the benefit or detriment of the collective, which can be crucial for reducing vulnerability to climate change impacts.

The potential of ABM appears evident, even if methodological challenges are still there. As previously mentioned, in the short term, the integration of top-down (i.e., general and partial equilibrium models) and bottom-up models should be considered. The top-down model could consider global drivers such as population growth, productivity increase, etc. and produce global prices and trade patterns, which should then be used by ABM in a bottom-up model to simulate e.g., local production of agricultural products, which can, in turn, be used by the top-down model to correct for its estimations (Giupponi and Mojtahed, 2018).

To be functional to CCA, integration in policy/decision-making frameworks should also be considered, such as the adaptive pathways (Bosomworth & Gaillard, 2019), to explore the long-term dimension of climate change and adaptation solutions, to identify preferable solutions over time. Modelling should thus be integrated into participatory approaches with stakeholders, to approach the challenges of temporal changes, as pathways reflect the changes faced by the actors. A consolidated stream of literature and experiments is available in this regard. Notable are the studies conducted by the French researchers at CIRAD in the agricultural sector (see e.g. Naivinit et al., 2010). In New Zealand, biophysical models were used to illustrate potential impacts from climate change and were interpreted to identify dynamic adaptation pathways and plausible scenarios (Cradock-Henry et al., 2018; Frame et al., 2018; Steger et al., 2021).

4.2 Unconventional sources of data: social media and mobile phones

New sources of data such as data from social media and mobile phones have opened new frontiers for socio-ecological studies. In the poorest countries, sources of big data are normally scarce. In fact, in case of the limited internet infrastructure, such as in remote or developing regions, few people may have access to social media and therefore approaches based on these sources of data may be less useful. Mobile phones are an exception. They are used extensively also in poor countries and they can provide very useful behavioural data (Blumenstock et al., 2015), like volume, frequency and timing of communication events (Candia et al. 2008), the structure of an individual’s social network (Onnela et al., 2007; Palla et al., 2007), history of consumption and expenditure (González & Hidalgo, 2008), or patterns of mobility, migration, travel and location choice (Deville et al., 2014). They make it possible to observe how populations respond to environmental changes in near real-time (Bell et al., 2016; Lu et al., 2016).
Nowadays the global smartphones penetration is rapidly increasing, a phenomenon mainly driven by the growth in emerging economies. The growth of social networks, mobile apps and games, etc. boosted the availability of different sensors present on smartphones such as GPS, accelerometers, compasses, gyroscopes, barometers, cameras, and light/proximity sensors. Smartphones are no longer devices just to make calls and send messages, now they are powerful sensing devices, which allow us to trace individual profiles. This enables a different way of measuring and classifying human behaviour and people density in the real world.

Continuous monitoring of human behaviour has plenty of potentials provided that adequate ethical rules are adopted and accepted by all and that the resulting big data could be used by all, and in particular by those using them for research and non-profit purposes. Promising applications of these techniques are on traffic monitoring, by controlling and optimising the routes that are recommended to the users to reduce fuel consumption, carbon emission on traffic jams (Higuchi et al., 2015). The integration of these data with satellite remote sensing data can be used for estimating regional vulnerability in near real-time since they are updated with high frequency (Blumenstocket et al., 2016). Potential applications of those data sources for climate-related risks and adaptation are numerous and range from increasing coping capacities during extreme events and natural hazards, to support the understanding of autonomous adaptation strategies for improved CCA policies and measures.

4.3 Opportunities in new technologies: cloud computing, Internet of Things, and artificial intelligence

CCA is a cross-cutting theme and IM aims at combining different natural, biological, physical, and societal dimensions. Challenges within one dimension in terms of data, method, scale, focus etc. as indicated in the previous sub-sections, thereby also affecting the overall picture. It is therefore important to observe opportunities and challenges from other cross-cutting trends to address such complex matters. We have selected three examples from the range of current digitalisation trends to exemplify this. Cloud computing can offer more decentralised access and storage of information thereby enabling researchers worldwide to exchange data and models more easily. Previous concerns regarding security risks, data privacy have been accounted for by adhering to new security protocols and legislations on encryption methods (Pearson, 2020). Similarly, the Internet of Things (IoT) offers promises of the more and better interconnection of mobile and stationary data collection devices to enable smarter energy usage, communication and logistics. Sensors (including micro-sensors) can measure air pollution levels, soil moisture, soil nutrients, improve agricultural production as well as household logistics. Just as cloud computing, this may also involve energy savings as well as more energy demands at the same time. Higher interconnectivity between sectors also means more interdependencies that could trigger cascading effects when one main sector such as the energy grid, or the internet, fail, for example through wildfires, floods or technical failure. But of course, many of the challenges addressed in previous sections such as the difficulty of bottom-up approaches with wider regional coverage can be addressed by utilising the better availability of very personal or high-resolution spatial and temporal data continuously flowing from IoT devices or mobile phones to cloud data. Big data has made progress in exploiting such data sources by marrying various data sets and enriching our data through various dimensions. Artificial intelligence probably is a renewed trend only due to the recent upcoming of the new accessibility to mass data.

It seems as if many constraints currently assigned to top-down or bottom-up approaches alike that are due to a lack of human resources in data mining can be improved by mass data and related algorithms. However, caveats to expectations must be expressed, too. So far, artificial intelligence and machine learning manage to derive better insights by analysing big amounts of data and finding non-linearity patterns. Most of the data in use had been tediously collected and pre-arranged. However, such data must be made accessible, and also, the choice of data entry categories must still be done by humans.

5 Conclusions

The analysis of the literature and the discussions within the group of co-authors brought us to the conclusion that integrated modelling of CCA is feasible if the major challenges of tension between bottom-up and top-down modelling approaches and lack of our understanding of the complex relationships between humans and nature can be addressed. The literature on disaster risk reduction (DRR) can provide inspiration and useful examples
for framing CCA analysis within a risk assessment framework in support of the identification of preferable adaptation measures and pathways.

We have identified a crucial role that could be played by ABM, because of their potential to deal with specific needs of CCA modelling, such as the simulation of emergent SES properties deriving from the combination of policy measures and adaptation actions autonomously implemented by individual agents or groups. ABM can be considered as bottom-up modules to be dynamically integrated with top-down CGE models, or they may even substitute the latter. However, this second option appears to be less realistic at the moment, while the first has the potential to exploit the extensive work carried out on CGE in climate studies over several decades.

This offers a baseline of orientation for fellow researchers from the fields outside of SES, but who are interested in better connecting their research gaps or methods with current CCA research. Examples of such fields are mathematics, insurance and actuarial research, fuelled by trends and developments such as Big Data, IoT, artificial intelligence as well as general digital developments and sector-specific developments, like new insurance products such as catastrophe bonds, and resilience- or risk-based financing.

Integrated modelling for CCA with the required capabilities for long-term multi-scale analysis under the effect of exogenous global change drivers is feasible, but then the models – and ABM in particular – should go through a rigorous verification and validation phase for the results to be useful for informing policymakers. Because of future uncertainties, we can only rely on retrospective validation of results, which is currently almost neglected in the literature.

We believe that many of the challenges concerning computational restrictions, knowledge sharing, data availability and integration can ultimately be overcome in the coming years. Earth observations and data-sharing initiatives have helped us to tune the integrated models. Advances in artificial intelligence and machine learning have helped us to become better at deriving insights from data and using them in modelling. Cloud computing has helped us with lifting heavy computations. However, we still face challenges to validating results and establishing ground truth.

Another main challenge is our knowledge limitations in modelling human behaviour, for which once more ABM offer potential solutions. But it requires substantial improvement in our capability to effectively acquire empirical information and use them to set the models for realistic simulations. A key modelling issue is the interaction of human/social and ecological systems within the SES. We are still facing uncertainties in how societies will make decisions concerning climate change. Recent events such as new diseases (i.e. Covid-19), have shown us that emerging risks can substantially change our knowledge of responses of societies and socio-economic dynamics. More research efforts are needed to fully comprehend the behaviour of societies and handle adaptation decisions under deep uncertainty.

Envisioning a way forward for enhanced integrated modelling of adaptation requires methodological developments focused in particular on the challenge emerging from two contrasting needs:

a. the need to simulate the socio-ecosystem at a level of detail that allows to represent the interactions between ecological and anthropic elements without excessive averaging and aggregation effects; and

b. the need to build a global picture of the integration between adaptation and mitigation strategies and actions implemented to support effective policies to combat climate change.

These two needs are in evident contrast in terms of spatial and temporal scales as discussed above. The current IM solutions are compromising these needs by either excessive aggregation and averaging, thus losing the possibility of analysing the dynamics and the emergence of the phenomena of interest (an example being current CGE models), or by proposing models posing insurmountable problems in data needs and validation at large or even global scales (e.g. current ABMs).

To overcome the current limitations of IM we propose here to invest in two research directions:

i. To set aside the ambition to have an accurate full coverage (e.g., pixel by pixel) of global phenomena, opting instead for the development of a network of representative study areas where research efforts may converge and thus allow for the highest granularity and detail in functional representations of the phenomena required to develop further our understanding of SES complexity.

ii. To invest in the development of shared virtual experiments in which researchers could converge to
conduct experiments aimed at exploring SES dynamics in typified synthetic worlds in which the uncertainty pervading SES analyses could be controlled, so that what is learnt there could be used to improve the capabilities to simulate and manage real-world systems.
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