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We propose a novel deep learning framework for predicting permeability of porous media from their digital images. Unlike convolutional neural networks, instead of feeding the whole image volume as inputs to the network, we model the boundary between solid matrix and pore spaces as point clouds and feed them as inputs to a neural network based on the PointNet architecture. This approach overcomes the challenge of memory restriction of graphics processing units and its consequences on the choice of batch size, and convergence. Compared to convolutional neural networks, the proposed deep learning methodology provides freedom to select larger batch sizes, due to reducing significantly the size of network inputs. Specifically, we use the classification branch of PointNet and adjust it for a regression task. As a test case, two and three dimensional synthetic digital rock images are considered. We investigate the effect of different components of our neural network on its performance. We compare our deep learning strategy with a convolutional neural network from various perspectives, specifically for maximum possible batch size. We inspect the generalizability of our network by predicting the permeability of real-world rock samples as well as synthetic digital rocks that are statistically different from the samples used during training. The network predicts the permeability of digital rocks a few thousand times faster than a Lattice Boltzmann solver with a high level of prediction accuracy.

I. INTRODUCTION AND MOTIVATION

The importance of study of porous media in a wide range of scientific and industrial fields such as digital rock physics\textsuperscript{6–8}, membrane systems\textsuperscript{9}, geological carbon storage\textsuperscript{10}, and medicine\textsuperscript{11} in the past decades has led to a growth in collection of pore-scale image data. Along with pore-scale imaging, there has been a growth in the use of numerical computation to assess physical and transport properties of porous media based on the image data. Such a revolution in the age of data has motivated the use of machine learning schemes as a data-driven strategy to accelerate the computations for understanding physical properties of porous media. Among different machine learning techniques, deep learning has been widely used in various applications for the study of porous media. A few specific applications are: rock image segmentation\textsuperscript{12}, predicting physical properties and geometrical features such as permeability\textsuperscript{13–16}, porosity\textsuperscript{17–20}, effective diffusivity\textsuperscript{21}, wave propagation velocities\textsuperscript{22}, and fluid flow fields\textsuperscript{23–27}. It is worth noting that arguments and ideas proposed in this article are general and usable for any desired porous media such as biological tissues and ceramics; however, we restrict ourselves to the applications of rocks in subsurface aquifers and petroleum reservoirs. Specifically, our focus in the present article is on deep learning frameworks for predicting permeability from digital rock images. Convolutional neural networks (CNNs) have been used extensively to predict the permeability of digital rock images (see e.g., Refs. \textsuperscript{11,12} and \textsuperscript{14}). In this setup, CNNs are trained on a set of labeled data to learn a mapping from two or three dimensional digital rock images to rock permeability. Generally speaking, a common challenge in using CNNs is the Graphics Processing Unit (GPU) memory required for training CNNs\textsuperscript{28}. This challenge is magnified in large, deep, and three dimensional CNNs\textsuperscript{29}. Limitation on the memory of available GPU memory might lead to a restriction on the “batch size” (see e.g., Ref. \textsuperscript{26} for the technical definition of “batch size”). Contrarily to the technique of stochastic gradient descent, the mini batch gradient descent method accelerates the training procedure mainly by vectorization. However, the associated batch size affects the performance of deep neural networks\textsuperscript{27,29}. Hence, it is vital to have freedom to choose the optimal batch size. To overcome the above mentioned challenge, we propose a new machine learning architecture, which is based on the deep learning of point cloud data. Next, we explain the key idea of our methodology.

Mathematically, the permeability of a porous medium is a function of the velocity fields in the pore-space of the medium. The solution of the governing equations of fluid flow in porous media (e.g., reservoir rocks) is a function of the geometry of the grain-pore boundary and the boundary conditions. Thus, if the geometry of the grain-pore boundary can be used as an input representation to the neural network, we do not need either the volume of the grain spaces or pore spaces anymore. To reach this goal, for a given porous medium, we only take the grain-pore boundary and represent it as a set of points, constructing a point cloud (see Fig. 1). Points on the surface (in three dimensional geometries) or on the edge (in two dimensional geometries) of this cloud represent the geometry of the grain-pore boundaries. Representing
digital rocks as sparse point clouds instead of full two or three dimensional image pixels or voxels dramatically diminishes the size of memory required to be allocated on GPUs. Additionally, it provides users with more freedom to select the batch size.

Since we represent the boundary of the pore space as a point cloud, a point-cloud-based deep learning framework is required. From a computer science point of view, several architectures are available for this purpose (see e.g., Refs. 31,33). Among these options, PointNet has been widely used for deep learning of point cloud data for classification and segmentation of two and three dimensional objects in computer vision and computer graphics (see e.g., Refs. 34 and 35). Qi et al. first introduced PointNet in 2017 and the network has quickly become popular for both industrial and academic applications such as object detection, shape reconstruction, camera pose estimation, and physical simulation.

To the best of our knowledge, PointNe has been already used twice for applications outside of the pure computer science areas. First, the performance of PointNe for predicting the velocity and pressure fields of incompressible flows on irregular geometries has been examined by Kashefi, Rempe, and Guibas. They Kashefi, Rempe, and Guibas adjusted the PointNet architecture to predict the flow fields around a cylinder with various shapes for its cross section and obtained an excellent to reasonable level of accuracy. Additionally, they demonstrated the generalizability of their proposed neural network by predicting the velocity and pressure fields on unseen category data such as multiple objects and airfoils (see Figs. 13-19 of Ref. 38). Second, DeFever et al. employed PointNe to identify local structures in molecular simulations. These successes motivate us to utilize the PointNe architecture and modify it for our own application. To accomplish this task, we use the classification component of PointNe and replace its cross-entropy cost function by the mean squared error to establish an end-to-end mapping from a point cloud (as input) to the corresponding permeability (as output) framed as a regression problem. It is important to mention that we utilize PointNe for the first time for a regression problem. Although, our focus in this article is on permeability prediction in porous media, our approach can be potentially used for any other machine learning problems, where the output of interest is a real number that is a function of the geometry of spatial domains. Further details of our neural network are described in Sect. II C.

We assess the prediction performance of the network, its sensitivity to different parameters and activation functions, and its computational efficiency in several ways. First, to evaluate prediction performance we report the coefficient of determination as well as the maximum and minimum relative errors of the predicted permeability with reference to the permeability calculated from a numerical solver for a set of two and three dimensional porous medium geometries. Second, to assess the sensitivity to different parameters we discuss the number of points in point clouds as a hyperparameter of the neural network proposed in this article. We evaluate the effect of input and feature transform blocks in PointNet on the performance of the deep learning framework. Additionally, we explore the influence of different activation functions and different sizes of latent global feature on the accuracy of the predicted permeability, and test the neural network generalizability. Finally, we compute the speed-up factor obtained by the proposed neural network compared to a conventional numerical solver for flow simulation in pore spaces, as well as compare the performance of the point-cloud neural network with a regular CNN.

The rest of this paper is structured as follows. We describe the governing equations of fluid flows in porous media and techniques for permeability computations using numerical solvers in Sect. II A. Data generation for deep learning is explained in Sect. II B. We illustrate and compare the architecture of our neural network with a CNN in Sect. II C. Network training is illustrated in Sect. II D. An analysis of the network performance for two dimensional geometries is provided in Sect. II E. Prediction of the permeability in three dimensional porous media is investigated in Sect. II F. Alternative approaches for permeability prediction and potentials of our neural network in this regard are discussed in Sect. II C. Section IV summarizes and concludes the study.

II. PROBLEM FORMULATION AND METHODOLOGY

A. Permeability computation in porous media

To compute the permeability of a porous medium, first we obtain the velocity field of fluid flow in the pore space of the medium. The continuity and Navier-Stokes equations govern the dynamics of single-phase incompressible flow within the pores of a porous medium and are written as follow:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = 0 \text{ in } V, \quad (1)
\]

\[
\frac{\partial (\rho \vec{u})}{\partial t} + \nabla \cdot (\rho \vec{u} \otimes \vec{u}) + \nabla p - \mu \Delta \vec{u} = \vec{f} \text{ in } V, \quad (2)
\]

where \( \vec{u} \) and \( p \) indicate respectively the velocity vector and absolute pressure in the space of \( V \), the fluid-filled pore space. The fluid density and dynamic viscosity are shown by \( \rho \) and \( \mu \), respectively. The vector of external body force is indicated by \( \vec{f} \). We consider the porous medium domains to be squares (in two dimensional spaces) or cubes (in three dimensional spaces) with length \( L \) along each principal axis, porosity of \( \phi \) and spatial correlation length of \( l_c \). A pressure gradient in the \( x \) direction (\( dp/dx \)) is applied to stimulate the flow in the medium. No flow boundary condition is enforced at the
FIG. 1. Schematic illustration of the algorithm for constructing point clouds; (a) voxel representation, 0 (red) and 1 (blue) indicate respectively pore and grain spaces (b) pore-grain space boundary identification (c) point cloud representation, the green boundary is specified by a set of points.

FIG. 2. Two dimensional digital porous medium images and their corresponding point-cloud representations; digital images and point clouds are used to train CNN and the point-cloud neural network, respectively.

top and bottom of the medium on the $y$–$z$ planes. Periodic boundary conditions are applied at the inflow and outflow velocity boundaries parallel to the pressure gradient direction. A numerical solver based on the Lattice Boltzmann Method (LBM) is used to obtain the steady state solution to the governing equations. More details of the analysis are discussed in Ref. [41]. After calculating the flow velocity in the pore space of the porous medium, the permeability in $x$ direction ($k$) is obtained from Darcy’s law:

$$k = -\frac{\mu \bar{U}}{dp/dx}, \quad (3)$$

where $\bar{U}$ is the mean velocity in the entire porous medium including grain spaces. Note that Eq. (3) is only valid for low Reynolds numbers (see e.g., Ref. [43]).
B. Data generation

To have a robust control on training data and investigate the effect of different geometrical parameters such as porosity ($\phi$) and spatial correlation length ($l_c$) in porous media, we synthetically generate our data set such that it represents a range of heterogeneity of reservoir rocks. Similar approaches have been taken by Wu, Yin, and Xiao 12 and Da Wang et al. 23. To generate a synthetic binary (pore-grain) medium with a targeted porosity ($\phi$) and spatial correlation ($l_c$), a straightforward algorithm of truncated Gaussian simulation 44,45 is used by truncating spatially correlated Gaussian random fields created by a moving average filter applied to random uncorrelated Gaussian noise. The algorithm is implemented as follows. First, we consider two and three dimensional arrays respectively with the size of $n^2$ and $n^3$. Next, uncorrelated random variables with the standard normal distribution are assigned to the array elements. Afterwards, Gaussian kernels with different kernel sizes are applied as a filter introducing spatial correlation. In the next stage, the numerical values of the arrays are normalized in the range of $[0, 1]$, and thresholded to give binary arrays with desired ranges of porosity (i.e., see Fig. 2 and Fig. 3). Arrays with no correlated fields are discarded. In this work, we set $L = n \times \delta x$, where $\delta x$ is the size of each pixel side and equal to 0.003 m. Concerning two dimensional porous media, we set $n = 128$ and synthetically generate data with three representative spatial correlation lengths (kernel of the Gaussian filter) of 9, 17, and 33 pixels while considering the porosity ($\phi$) in the range of $[0.125, 0.25]$. We use 2600 data samples with a spatial correlation length ($l_c$) of 9 for training, validation, and test purposes, while data with spatial correlation lengths ($l_c$) of 17 and 33 are used for the investigation of neural network generalizability. The mean (and standard deviations) for the porosity and permeability of the training and test set of the two dimensional porous media are as follows: training set porosity, 0.181 (0.03); test set porosity, 0.185 (0.04); training set permeability, 121.62 mD (18.42 mD); test set permeability, 128.52 mD (20.95 mD). Concerning three dimensional porous media, we generate data with $n = 64$ and spatial correlation length (kernel of the Gaussian filter) of 17 pixels while the porosity ($\phi$) in the range of $[0.125, 0.20]$ is selected. A total of 2175 samples are generated for use in training, validation, and testing. The mean (and standard deviations) for the porosity and permeability of the training and test set of the three dimensional porous media are as follows: training set porosity, 0.146 (0.04); test set porosity, 0.151 (0.05);
training set permeability, 67.12 mD (58.03 mD); test set permeability, 69.83 mD (61.12 mD). We consider real 3D CT-scan image of a rock sample to carry out the generalizability level of our neural network. A set of Python codes and batch files automates the process of generating synthetic data. The LBM solver is run on all of the generated synthetic porous media to get the corresponding permeabilities, thus creating a labeled dataset.

The next step is to define the neural network domain (\(V_{NN}\)). Indicating the grain-pore boundary by \(\partial V\), then mathematically, \(V_{NN} \subset \partial V\). In fact, \(V_{NN}\) must represent the geometry of the grain-pore boundary. Note that by keeping the physical properties of the fluid (i.e., viscosity and density) and the boundary conditions fixed over all the generated data, the solution of the governing equations is only a function of the geometry of the boundary of the pore space \(\partial V\), and consequently \(V_{NN}\). \(V_{NN}\) contains \(N\) points. The challenge is that the number of pixels located on \(\partial V\) varies from one data sample to another. Thus, \(N\) is a hyperparameter in our deep learning framework. We discuss the effect of the choice of \(N\) on our neural network performance in Sect. 3.1. Figure 2 and Figure 3 depict respectively digital porous medium images and their resulting point clouds (\(V_{NN}\)) for two and three dimensions. Note that our deep learning methodology is not limited to constructing \(V_{NN}\) from digital images. One may use scattered data obtained on unstructured finite element or finite volume grids to establish \(V_{NN}\).

To accelerate the convergence of our neural network training and equalize the contribution of each input component to the training of neural network parameters (e.g., weights and bias), the input and output data are scaled in the range of \([0, 1]\) using the maximum and minimum values of each set of \(k, x, y,\) and \(z\). We indicate the scaled set by \(k', x', y',\) and \(z'\). As an example, \(k'\) is computed as follows:

\[
k' = \frac{k - \min(k)}{\max(k) - \min(k)}.
\]

\(x', y',\) and \(z'\) are computed similarly. Obviously, \(k', x', y',\) and \(z'\) are dimensionless.

C. Neural network architectures

1. Point-cloud neural network

Our neural network is mainly based on the PointNet\textsuperscript{32} architecture. In this subsection, we briefly describe the point-cloud neural network. One may refer to Ref. \textsuperscript{32} for further explanations. In this subsection, the vectors and matrices of machine learning components are shown by bold letters but not italic. This is to distinguish the machine learning vectors and matrices from the physics-based ones. The two main components are Multilayer Perceptron (MLP) and Fully Connected (FC) layer. An MLP is constructed by several sequential FC layers. We use notation in the form of \((A_1, A_2)\) to show an MLP with two layers, where \(A_1\) and \(A_2\) are respectively the size of the first and second layer. Notations in the form of \((A_1, A_2, A_3)\) are similarly defined. In the current study, the point-cloud neural network is restricted to MLPs with two and three layers. We parameterize each FC layer by a weight matrix \(W\) and a bias vector \(b\). The size of an FC layer indicates the number of rows in the corresponding matrix \(W\). Mathematically, a recursive function connects the input of \(i\)th FC layer \(a_i\) to the output of \((i-1)\)th FC layer \(a_{i-1}\) such that

\[
a_i = \sigma(W_i a_{i-1} + b_i),
\]

where \(\sigma\) is a nonlinear activation function. The activation function is applied elementwise to each vector component.

Consider two sets \(X\) and \(Y\), the network inputs and the desired target respectively, with \(X = \{x_i \in \mathbb{R}^d\}_{i=1}^N\) and \(Y = \{y_i \in \mathbb{R}\}_{i=1}^N\), where \(d\) corresponds to the spatial dimension (2 or 3) and \(n_p\) is the number of desired physical or geometrical quantities of interest as the targets of the network. When predicting permeability alone, \(n_p\) is 1. We wish to design a neural network to map \(X\) to \(Y\) by an operator \(f\) such that \(Y = f(X)\). Two fundamental concepts need to be considered in the design. First, the output set \(Y\) is a function of the geometrical features of the input set \(X\). Thus, the operator \(f\) must be able to capture the geometrical features. Second, since the input set \(X\) essentially represents an unstructured and unordered point cloud, the operator \(f\) must be invariant with respect to the order of input points \(x_i\) of the set \(X\). The PointNet\textsuperscript{32} architecture provides these two critical features. Hence, we approximate the operator \(f\) by a PointNet-based neural network that learns the mapping from \(X\) to \(Y\) through a set of labeled data described in Sect. 3.1.

The structure of the point-cloud neural network is depicted in Fig. 4. As can be seen in Fig. 4, the network has two main branches: one before and another after the global feature. The first branch encodes the geometrical feature of the input set \(X\) in a latent global feature with a vector of size 1024. The second branch decodes the latent global feature to predict the permeability. Two Transform Nets (T-Nets) exist in the first branch. The first T-Net transforms the input set \(X\) into an implicit canonical space, while the second T-Net is used for an affine transformation for alignment in the input set \(X\). From a machine learning perspective, T-Nets can be viewed as mini PointNets that consist of an MLP component (64, 128, 1024) followed by max pooling operator to extract the underlying features. The feature can then be decoded by two MLP components each with two layers (512, 256). One may refer to Ref. \textsuperscript{32} for further descriptions of T-Nets. In addition to T-Nets, two MLP components contribute to the construction of the first branch: the first (64, 64), and the second (64, 128, 1024). Mathematically, PointNet\textsuperscript{32} encodes the geometrical features of the point set such that the latent code is independent.
FIG. 4. Structure of the proposed point-cloud neural network based on PointNet: the network input is the point cloud representing the boundary line or boundary surface of grain-pore spaces respectively for two and three dimensional porous media.

of ordering over the set of points. In other words, to aggregate information over the input set \( X \), a permutation invariant function such as maximum, minimum, average, and summation is necessary. PointNet\(^{32}\) uses the “max” function to handle it. We represent all the mathematical operations carried out on the input set \( X \) just before the max pooling operator by a function \( h \). Thus, the latent global feature is established on the input set \( X \) by a function \( g \) such that

\[
g(X) \approx \max(h(x_1), \ldots, h(x_N)).
\]

As can be observed in Fig. 4, an MLP component with three layers \((512, 256, 1)\) in the second branch is used to predict the permeability. Note that all the MLP components in the first branch have shared weights, while this is not the case for the MLP component in the second branch. This is another key feature of PointNet\(^{32}\) to handle unordered points in the set \( X \); and this is why we use the single function \( h \) for all the input points \( x_i \) in Eq. 6. In fact, it does not matter how the input set \( X \) is constructed for feeding it to our neural network as PointNet\(^{32}\) treats all \( x_i \) in a same manner due to the shared weights of MLPs in the first branch. After each FC layer, a batch normalization\(^{46}\) operator is used. The activation function used for all the layers is the Rectified Linear Unit (ReLU) defined as

\[
\sigma(\gamma) = \max(0, \gamma),
\]

except for the last layer, where we employ a sigmoid function expressed as

\[
\sigma(\gamma) = \frac{1}{1 + e^{-\gamma}}.
\]

2. Convolutional neural networks

We briefly explain the architecture of the CNNs designed for predicting permeability from two and three dimensional digital rock images. We skip describing the technical details used in this subsection and we encourage potential audiences with interest in use of CNNs for permeability prediction to read Sect. 2.3 of Ref. 11. Similar to PointNet\(^{32}\), we need an encoder to extract the image features and a decoder, which maps the learned features to the corresponding permeability. We employ the encoder structure of DCGAN\(^{47}\), which is a highly cited and successful unsupervised generative adversarial network. Accordingly, ReLU activation function is used for all layers and no pooling layer is utilized. The number of filters starts with 16 and doubles at each convolution layer, sequentially. All convolution layers are set with no padding, a stride size of 2, and kernel size of \((2, 2)\) and \((2, 2, 2)\) respectively for the two and three dimensional CNNs, except in the last layer of the three dimensional CNN, which has a kernel size of \((1, 1, 1)\). This is to enforce a latent global feature with the size of 1024 (see further discussions in Sect. II.C.3). We use the PointNet\(^{32}\) decoder for both the two dimensional (2D-CNN) and three dimensional CNN (3D-CNN). As an example, Figure 5 depicts the architecture of 2D-CNN used...
in this study.

3. Comparison between PointNet and CNNs

A fair comparison between PointNet and a CNN is not straightforward. First, each of them is based on different underlying mathematical and computational theories. Second, PointNet has a unique structure, whereas we can find many neural networks which are based on the convolution operation (see e.g., Refs. 48 and 49) and fall in the category of CNNs. Moreover, neural networks with the convolution operation are usually combined with other functions such as max-pooling (see e.g., Ref. 50), upsampling (see e.g., Ref. 51), skip connection (see e.g., Ref. 52), etc. Thus, a variety of CNNs with different performance can be implemented. With these in mind, we have enforced two conditions for designing the CNN introduced in Sect. IIC2 to make it similar to the PointNet architecture as much as possible. First, the size of latent global feature of both 2D-CNN and PointNet is equal to 1024. Second, both networks use the same decoder. This makes it easier to have a consistent comparison.

D. Training

The first step in the training process is to select an appropriate cost function (or loss function). The mean squared error function has been widely used in the area of appropriate cost function (or loss function). The mean squared error function has been widely used in the area of

\[
\mathcal{L}(\theta) = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2
\]

where \( \theta \) is the parameters to be optimized, \( y_i \) is the ground truth, and \( \hat{y}_i \) is the predicted value.

\[
C = \frac{1}{M} \sum_{i=1}^{M} \left( k'_i - \hat{k}_i \right)^2
\]

where \( M \) is the number of data in our training set. We label the permeability \( k' \) obtained by the LBM solver as the “ground truth”, while we denote the predicted permeability by \( k' \). After training, we rescale the predicted permeability \( \hat{k} \) back into the physical domain \( k' \) for a post-processing analysis. We use the Adam optimizer with hyperparameters of \( \beta_1 = 0.9, \beta_2 = 0.999, \) and \( \epsilon = 10^{-6} \). To understand the mathematical definition of \( \beta_1, \beta_2, \) and \( \epsilon, \) one may refer to Ref. 54. For two dimensional cases, our generated data are categorized into three sets for training (2300 data), validation (150 data), and test (150 data) through a random selection process. Similarly for three dimensional cases, we have three sets of training (1745 data), validation (215 data), and test (215 data). The validation data set is mainly used to track the convergence rate of the training process and to avoid over-fitting. A systematic procedure through a grid search is undertaken to determine the network hyperparameters. Accordingly, the learning rate of \( \alpha = 0.07 \) for two dimensional cases and \( \alpha = 0.1 \) for three dimensional cases with an exponential decay with the rate of 0.1 provide the optimal choice based on the test cost (C). Using high learning rates (\( \alpha \)) in neural networks for the permeability prediction has been reported by other researchers as well (e.g., see Fig. 10 of Ref. 14). We use NVIDIA Tesla V100 graphics card with the memory clock rate of 1.41 GHz and 24 Gigabytes of RAM for the training process. This procedure takes approximately thirty minutes and two hours respectively for two and three dimensional porous media. Note that we only provided the details of training the point-cloud neural network in this subsection. A similar procedure has been taken to obtain the highest possible performance for the CNN discussed in Sect. II C2.

III. RESULTS AND DISCUSSION

A. Two dimensional porous media

The coefficient of determination, namely \( R^2 \) score, is a commonly used metric to evaluate the performance of predicting the permeability (see e.g., Refs. 11, 12, 14, and 15) and is defined as

\[
R^2 = 1 - \frac{\sum_{i=1}^{P} (k_i - \hat{k}_i)^2}{\sum_{i=1}^{P} (k_i - \bar{k})^2},
\]

where \( P \) is the number of data in the test set and \( \bar{k} \) denotes the mean of the \( \{k_i\}_{i=1}^{P} \) set. We use this metric in the current work.

The first step in the analysis of our results is to discuss the choice of \( N \). As pointed out in Sect. II C1, \( N \) is a hyperparameter of our deep learning framework. There is no restriction on \( N \) and users of our machine learning platform can tune it to search for the highest achievable performance. For our current digital rock images, the number of points located on the pore-grain boundaries varies between \( N_{\text{min}} = 673 \) and \( N_{\text{max}} = 1698 \). To construct \( X \) when \( N = N_{\text{min}} \), we randomly select \( N_{\text{min}} \) points from each point cloud of our data set. Similarly, to establish \( X \) when \( N = N_{\text{max}} \), we add some extra points to point clouds by randomly repeating some of their own points to fill them up to \( N_{\text{max}} \). Additionally, one may select \( N \) such that \( N_{\text{min}} < N < N_{\text{max}} \). Furthermore, there is no restriction on the selections of \( N_{\text{min}} < N < N_{\text{max}} \), although they do not seem reasonable choices, unless one intends to reduce the network size due to a memory limitation by the choice of \( N < N_{\text{min}} \). Figures 9 and 10 respectively depict examples of point cloud illustrations for the choices of \( N_{\text{min}} \) and \( N_{\text{max}} \) and their corresponding \( R^2 \) score plots. As can be realized from Figs. 9 and 10, selection of \( N = N_{\text{min}} \) results in a higher \( R^2 \) score compared to \( N = N_{\text{max}} \) (0.96222 versus 0.92536). From the above described algorithms, we argue that because the \( X \) set contains redundant data in the case of \( N = N_{\text{max}} \), it might cause a deviation in the
path of network learning for finding the minimum in the space of the cost function. We also find the $R^2$ scores of 0.90492 and 0.87469 for $N = 1000$ and $N = 1300$, respectively.

Figure 6c exhibits the resulting prediction of permeability using the 2D-CNN introduced in Sect. II C2. Compared to our deep learning strategy with $N = N_{\text{min}}$, a 6.714% decrease in the $R^2$ score is observed (0.96222 versus 0.89761). A comprehensive comparison between the point-cloud neural network and 2D-CNN is made in Table 1. Based on the information tabulated in Table 1, 2D-CNN experiences higher minimum and maximum relative errors compared to the PointNet based network. Additionally, the size of input vector in CNN increases approximately by a factor of 9, leading to a higher GPU memory requirement. More importantly, the maximum possible batch size on our computational facilities for 2D-CNN is 1024, whereas the point-cloud neural network is able to load all 2300 training data in one epoch. It is conjectured that this is the main reason of a lower performance of 2D-CNN compared to the point-cloud neural network.

Figures 7a and 7b illustrate the geometries with the minimum relative errors for the point-cloud neural network and 2D-CNN, while Figures 7c and 7d exhibit the geometries with the maximum relative errors for these networks, respectively. As can be inferred from Fig. 7, these extremums happen in different geometries for these two networks. It means that each of these two networks has been optimized in two different minima in the high dimensional space of the cost function. Note that we usually do not deal with convex optimization problems in the field of machine learning. However, because both the maximum and minimum relative errors of the point-cloud neural network are smaller than the corresponding errors of 2D-CNN (see Table 1), we conclude that the point-cloud neural network is more successful than 2D-CNN to solve the associated optimization problem. Note that as discussed in Sect. II C here we report the highest possible performance obtained for each network by a grid search on their hyperparameters. We emphasize on the fact that the goal of this research paper is not to prove that the proposed network can “definitely” gain a higher score than any existing CNN-based networks. For instance, one may argue that one can adjust the 2D-CNN proposed in Sect. II C2 by making it deeper to reach a higher score compared to our new neural network. Instead, we claim that the PointNet based network with less training efforts and less memory allocations still can compete and outperform CNN-based networks in many cases.

As explained in Sect. II B we normalize the permeability in the range of $[0, 1]$ for training the network along with the sigmoid activation function (see Eq. 5) in the last layer of the neural network to cover that range. Our primary motivation to use this approach is that Kashefi, Rempe, and Guibas [38] has taken the same procedure for predicting real continuous variables such as velocity and pressure. However, since the permeability is a positive real number another option would be to keep the permeability in the physical domain and use the ReLU activation function (see Eq. 7) in the last layer. This option has been used by several researchers such as Hong and Liu [11] and Tembely, AISumaiti, and Alameri [13]. We implement the latter option to compare these two strategies. The outcome of using the ReLU function (see Eq. 7) is illustrated in Fig. 8. A comparison between Fig. 8a and Fig. 6a indicates a higher $R^2$ score for our current approach (i.e., using the sigmoid activation function). Note that the scatter in Fig. 6 and Fig. 8 is quantified by the $R^2$ scores.

Our next machine learning experiment addresses the effect of input and feature transforms (see Fig. 4) on the accuracy of predicted permeability. From a computer vision point of view, the input and output transforms have two significant contributions to the shape classification problems. Here, we briefly describe these two contributions at a high level. One may refer to the original PointNet [32] article for a deeper discussion. First, these two transforms enhance the network performance to identify rotated objects. For instance, a rotated cat still needs to be classified as a cat by PointNet [32]. Second, using
these two transforms the input point clouds are aligned to a canonical space and it leads to a more efficient global
TABLE I. Comparison between the performance of the point-cloud neural network and 2D-CNN for learning the permeability of two dimensional porous media

|                      | Point-cloud neural network | 2D-CNN          |
|----------------------|----------------------------|-----------------|
| $R^2$ score          | 0.96222                    | 0.89761         |
| Minimum relative error | 0.002%                    | 0.014%          |
| Maximum relative error | 5.365%                    | 13.199%         |
| Input vector size    | 2019 ($N_{\text{min}} \times 3$) | 16384 (128×128 images) |
| Number of trainable parameters | 2,415,763                   | 3,459,601       |
| Maximum possible batch size (increasing by a factor of 2) | able to load all 2300 training data in one epoch | 1024 |

feature extraction using the max-pooling operator (see Fig. 7). Concerning the application considered in this research article, the first contribution mentioned above is not useful. It is mainly because of the fact that we do not rotate our training data for data augmentation purposes. In other words, we are interested in permeability along the $x$-axis (see Eq. 3) and by a rigid transformation of the digital rock, the corresponding permeability changes in this direction. However, there would be a hope that the second contribution of the transforms to the computer vision application improves our results as well. To answer this question, we remove the input and feature transform blocks from the point-cloud neural network (see Fig. 4) to investigate its usefulness. Figure 5 shows the $R^2$ plot as a consequence of this modification. As can be observed in Fig. 5, the $R^2$ score is reduced to 0.91527. Hence, we conclude that the existence of these two transforms increases the network ability for permeability prediction, although the network still performs with a relatively high level of accuracy in their absence.

The size of the latent global feature is a critical parameter of PointNet. Qi et al. also investigated the influence of this parameter on the PointNet performance for the object classification and segmentation task. Kashefi, Rempe, and Guibas also discussed the effect of this parameter on the PointNet performance. It is important to mention that the original PointNet is designed with the global feature size of 1024 (see Fig. 2 of Ref. 32). Table I collects the $R^2$ scores of various global feature sizes for the point-cloud neural network. According to Table I, the highest performance is obtained for the size of 1024. Similar results are reported by Qi et al. and Kashefi, Rempe, and Guibas. Note that by changing the global feature size, an adjustment in the size of the MLP right after the latent global feature is necessary to maintain the global feature as the main information bottleneck of the network structure.

We test the generalizability of the point-cloud neural network by prediction of the permeability of synthetic digital rock images (150 data) with the spatial correlation length of $l_c = 17$ and $l_c = 33$, while the network has only seen rock images with the correlation length of $l_c = 9$ in the training process. Note that from a computer science point of view, the generalizability of a neural network should be examined on unseen data from unseen categories. Thus, measuring the network performance on the test set cannot be interpreted as an indication of network generalizability, because the test set contains unseen data but from seen categories. Table III demonstrates the outcome of this test. For $l_c = 17$, we only obtain a reasonable level of accuracy with the $R^2$ score of 0.67302. However, for $l_c = 33$ the $R^2$ score takes a negative value with a maximum relative error of approximately 30%. The negative $R^2$ score indicates models that have worse predictions than a baseline based on just the mean value. A similar investigation is conducted for 2D-CNN and a similar trend is experienced. However, a great reduction in the $R^2$ score is observed according to Table III. Compared to the point-cloud neural network performance, 2D-CNN experiences higher maximum relative errors and lower minimum relative errors based on the data tabulated in Table III. This observation demonstrates that 2D-CNN has relatively high bias on some cases (those predicted by low relative errors) and relatively high variance on other cases (those predicted by high relative errors). From this observation, we can also conclude that 2D-CNN is less generalizable in comparison with the point-cloud neural network. Similar results have been reported by Hong and Liu. Although their network trained on Coconino Sandstone achieved the $R^2$ score of 0.872 for the test set of permeability in the $x$-direction, they could only obtain the $R^2$ score of 0.6623 for predicting the same quantity for Bentheim Sandstone.

The next topic to discuss is the speedup factors achieved by our deep learning configuration. The point-cloud neural network estimates the permeability of the test set (150 data) in approximately 6 seconds on the GPU machine available in our computational resources. Computing the permeability of these 150 data using the LBM code written in C++ programming language takes on average 1350 seconds (approximately 23 minutes) on a single Intel(R) Core processor with the clock rate of 2.30 GHz. Consequently, the averaged achieved speedup factor is equal to 225 compared to the numerical simulation. Note that the factors reported here are not absolute and strongly depend on the efficiency of the LBM solver and the power of GPU and CPU used. It should also be noted that the LBM solver is an in-house research code running on CPU alone. Modern commercial LBM codes...
taking advantage of GPUs are expected to be much faster than the code used in this work.

B. Three dimensional porous media

We construct the three dimensional point clouds (see Fig. 3) similar to the procedure explained in Sect. II A with a choice of $N_{\text{min}} = 4003$. Figure 9 compares the $R^2$ score obtained by the point-cloud neural network with that achieved by 3D-CNN. Accordingly, the proposed deep learning technology gains 1.565% higher accuracy based on the metric of the coefficient of determination (0.99151 versus 0.97599). Table IV compares these two neural network types from other perspectives. As tabulated in Table IV, both the minimum and maximum relative errors of 3D-CNN are higher than those obtained by the neural network introduced in this study. In the point-
R² scores obtained (a) with the ReLU activation function (see Eq. 7) in the last layer of the point-cloud neural network; and (b) without using the input and feature transforms in the neural network architecture (see Fig. 4).

**TABLE II.** R² score as well as minimum and maximum relative errors for two dimensional porous media for different sizes of the global feature with the choice of $N = N_{\text{min}}$; the FC size shows the size of different layers of the fully connected layer right after the global feature in the network (see Fig. 4).

| Global feature size | 128     | 256     | 512     | 1024    | 2048    |
|---------------------|---------|---------|---------|---------|---------|
| FC size             | (128, 128, 1) | (256, 128, 1) | (512, 256, 1) | (512, 256, 1) | (512, 256, 1) |
| R² score            | 0.89799 | 0.91651 | 0.91541 | 0.96222 | 0.91845 |
| Minimum relative error | 0.030%  | 0.032%  | 0.004%  | 0.002%  | 0.038%  |
| Maximum relative error | 19.688% | 13.276% | 12.294% | 5.365%  | 13.592% |

cloud neural network, the minimum and maximum relative errors occur for porous media with permeability of 146.658 mD and 10.148 mD, respectively. The number of trainable parameters of 3D-CNN is slightly greater than the corresponding number in our deep learning framework. Note that the number of trainable parameters of the point-cloud neural network is the same for both the two and three dimensional cases (see Table I and Table IV) and in fact is independent of number of input points. This is simply because the MLP components in the first branch of the point-cloud neural network use shared weights as discussed in Sect. IIC1. Note that in contrast to the point-cloud neural network, the number of trainable parameters is a function of input size in CNN architectures.

Based on the information provided in Table IV, the input of the point-cloud neural network is a vector of size of 12009 ($N_{\text{min}} \times 3$), while this parameter is approximately 22 times greater for 3D-CNN and is equal to 262144 for 64 by 64 by 64 images. This fact leads to the condition that maximum possible usable batch size of the point-cloud neural network is 2048, whereas it is equal to 512 for 3D-CNN. We further investigate the effect of batch size on the performance of the point-cloud neural network and 3D-CNN as reported respectively in Table V and Table VI. As can be realized from Table V the maximum R² score is obtained with the batch size of 1024 for the point-cloud neural network, while we are not able to run 3D-CNN with the batch size of 1024 and 2048 due to the lack of sufficient GPU memory. According to the data collected in Table VI, the batch size of 512 results in the maximum R² score of 3D-CNN, while the performance of 3D-CNN for the batch size of 1024 and 2048 is unknown to us. This is exactly the issue of 3D-CNN addressed in Sect. I. In fact, it would be completely possible that 3D-CNN with the batch size of 1024 or 2048 provides a higher R² score compared to when it is trained with the batch size of 512; however, memory restriction on GPU prevent us trying such experiments. Contrarily, such experiments are doable on the point-cloud neural network and eventually we obtain higher accuracy with the batch size of 1024 compared to 512. We observe how our new methodology overcomes the GPU memory limitation and ends in a higher level of prediction accuracy compared to the CNN methodology.

Concerning the achieved speedup factor, predicting the permeability of the test set (215 data) approximately takes 9 seconds by the point-cloud neural network, while the C++ LBM solver computes the permeability of this set in 38700 seconds (approximately 11 hours). Hence,
TABLE III. Comparison between the generalizability of the point-cloud neural network and 2D-CNN, where they have never seen samples of porous media with spatial correlation lengths of $l_c = 17$ and $l_c = 33$ during the training procedure

|                  | Point-cloud neural network | 2D-CNN          |
|------------------|---------------------------|-----------------|
|                  | $l_c = 17$                | $l_c = 17$      | $l_c = 33$ | $l_c = 33$ |
| $R^2$ score      | 0.67302                   | -0.91750        | 0.35859    | -1.23118    |
| Minimum relative error | 0.439%             | 0.393%         | 0.048%    | 0.062%     |
| Maximum relative error | 13.178%            | 29.164%        | 66.971%   | 86.507%    |

FIG. 9. Different input representations for three dimensional geometries and their corresponding $R^2$ plots for (a) point-cloud neural network, and (b) 3D-CNN

the point-cloud neural network, once trained, accelerates the permeability computations on average by a factor of 4300. Again as mentioned earlier, the LBM solver is an in-house research code running on CPU alone. Modern commercial LBM codes taking advantage of GPUs are expected to be much faster than the code used in this work.

To perform the generalizability of the point-cloud neural network for three dimensional porous media, we inspect the performance of the network on predicting the permeability of Berea sandstone samples (see e.g., Ref. [2]) as natural porous media, while the point-cloud neural network are solely trained on the synthetic data. Figure 10 exhibits the voxel and point cloud representations of one of these samples. The point-cloud neural network obtains $R^2$ score of 0.70437 with respectively the minimum and maximum relative errors of 2.735% and 35.578% over 8 samples. We observe that only a reasonable accuracy level is gained because of two main reasons. First, although the permeability of the natural samples is in the
TABLE IV. Comparison between the performance of the point-cloud neural network and 3D-CNN for learning the permeability of three dimensional porous media

| $R^2$ score | Point-cloud neural network | 3D-CNN |
|-------------|---------------------------|--------|
| Minimum relative error | 0.030% | 0.279% |
| Maximum relative error | 50.487% | 57.745% |
| Input vector size | 12009 ($N_{\text{min}} \times 3$) | 262144 (64×64×64 images) |
| Number of trainable parameters | 2,415,763 | 2,585,169 |
| Maximum possible batch size (increasing by a factor of 2) | 2048 | 512 |

TABLE V. Effect of batch size on the performance of the point-cloud neural network for predicting the permeability of three dimensional porous media

| Batch size | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | 2048 |
|------------|---|----|----|----|-----|-----|-----|------|------|
| $R^2$ score | 0.76297 | 0.70758 | 0.72489 | 0.93464 | 0.98422 | 0.98269 | 0.98466 | 0.99151 | 0.99036 |
| Minimum relative error (%) | 0.013 | 0.032 | 0.060 | 0.224 | 0.019 | 0.058 | 0.066 | 0.030 | 0.031 |
| Maximum relative error (%) | 264.369 | 578.575 | 104.570 | 60.173 | 57.745% | 0.019 | 0.058 | 0.066 | 0.030 | 0.031 |

range of training data, they have different spatial structure than data during the training procedure. Second, the number of points ($N$) in the clouds constructing the boundary of pore spaces in the natural samples vary between 4388 and 8696, this is while we set $N = 4003$ for the network and it ends in losing even further information about the correct structure of the natural samples and thus decreasing the $R^2$ score specifically for samples with large numbers of $N$ (compared to 4003). It is concluded that to obtain higher $R^2$ scores, the network should be trained on similar natural samples or similar synthetic data from permeability, porosity, and spatial correlation length perspectives. Note that the goal of such an experiment is to test the generalizability of the network, meaning that we quantitatively investigate how a deviation from one of these three features negatively affects the accuracy of prediction; however, a decrease in the $R^2$ score would be expected in advance. As discussed in Sect. IIIA, we emphasize that the network must be asked to predict unseen data from unseen categories in a generalizability test.

At the end of this subsection, we address three points. First, our machine learning experiments shows that the contribution of input and feature transforms (see Fig. 4) to increasing the accuracy and feature transforms (see Fig. 4) to increasing the accuracy of predicting the permeability of three dimensional point clouds is insignificant (less than 0.1%). Thus, one may optionally remove these two transforms from the neural network to make it faster and lighter. Second, an important feature of the point-cloud neural network is its scalability. Depending on the number of points in the training point clouds, one may make the network smaller or larger. Alternatively, one may investigate the effect of the network size on its performance. For example, the size of network can be reduced by scaling its MLPs by a factor of 0.25, which leads to MPLs with sizes of (16,16), (16,32,128), and (128,64,1) respectively from left to right as shown in Fig. 4. In this case, the number of trainable parameters of the network without input and feature transforms decreases from 809601 to 51873. Third, training the point-cloud neural network on a data set containing porous media with a great range of spatial correlation lengths is challenging mainly because such set in practice leads to point-cloud subsets with a comparatively big difference between $N_{\text{max}}$ and $N_{\text{min}}$. As discussed in Sect. IIIA, $N$ is a hyper-parameter that needs to be tuned in the point-cloud neural network; however, when “$N_{\text{max}} – N_{\text{min}}$” is very large, the training process becomes demanding. In fact, by selecting an $N$ close to $N_{\text{min}}$, the corresponding geometries of point sets with $N \gg N_{\text{min}}$ are poorly represented. On the other hand, by choosing an $N$ close to $N_{\text{max}}$, point sets with $N \ll N_{\text{max}}$ contain unreasonably a great number of repeated points, which eventually appear as redundant data to the point-cloud network and lead to decreasing the network performance. Moreover, our machine learning experiments show that a moderate $N$ (e.g., arithmetic or geometric mean of $N_{\text{min}}$ and $N_{\text{max}}$) is not an ideal option as well. Hence, one of our future study plans is to resolve these types of limitations from the proposed point-cloud deep learning framework. It is conjectured that such improvements could positively affect the generalizability of the network as well.

C. Potentials for fluid flow field predictions

In this article, our main focus is the prediction of permeability directly from the digital rock images. However, an alternative approach for the permeability prediction is to first predict the entire velocity fields in the pore spaces using a machine learning framework and then compute the permeability from the predicted velocity field. This approach has been so far taken by several researchers (see e.g., Refs. 23 and 24). In this approach, a neural network is used as a replacement of conventional numerical solvers to provide an end-to-end mapping from the geom-
metric of porous media to the fluid field of interest in the pore space. Due to high complexity in geometries of natural porous media, an efficient geometry representation in neural networks is necessary. CNNs as deep learning tools have been so far utilized for predicting the velocity fields in porous media. For instance, Santos et al.\textsuperscript{24} have utilized convolutional neural networks to predict the velocity field and the permeability of three-dimensional porous media; the cross symbol (×) indicates that training is impossible due to limitation of GPU memory.

There are two common approaches to represent the geometry of porous media in case of using CNNs. The first approach is to mask the pixels associated with the grains (see e.g., Ref. \textsuperscript{24}). There are two major shortcomings with this approach. The first one is that for each numerical array (representing the porous media) a huge number of pixels have to be masked, specifically for porous media with low porosity. In fact, a considerable portion of computational capacity of CNNs is wasted by taking this strategy. The second one is that for digital rock images with high resolutions, a huge (and uncommon) memory size on Graphics Processing Units (GPUs) is necessary in order to load the entire domain of interest even with a batch size of one. This issue becomes highlighted specifically for prediction of flow fields in three dimensional porous media. For instance, Santos et al.\textsuperscript{24} have reported that when it was impossible for them to train their own CNN over the entire simulation domain. From a computer vision point of view, a possible solution would be breaking the entire domain into a few subdomains. Although it might resolve the memory issue, it would bring other concerns and constrains for CNNs training and the velocity field prediction. A full discussion on this issue can be found in Sect. 3.1 of Ref. \textsuperscript{24}. The minor issue of this approach is relevant to programming, from a computer science point of view. An efficient function needs to be written to handle the pixel-masking procedure for a large number of training data, each one with a different pattern of fluid flow channels. In this approach, CNNs learn over training data that the fluid flow fields in pore spaces are a function of the number and pattern of the masked pixels. It is important to mention that this technique has been widely used in the area of fluid mechanics for deep learning flows over bluff bodies or airfoils (see e.g., Ref. \textsuperscript{57}).

The second approach is to label the input array using two different digit numbers: one representing the pore spaces and another representing the grain (solid) portions. Similarly, the corresponding pixels of pore spaces in the output array takes the numerical value of the velocity field, whereas the corresponding pixels of grain spaces in the output array takes the same number as input. In comparison, with the first approach, this scheme is easier to program and implement and also consumes less wall time over each epoch of training. On the other hand, the main difficulty with this approach is that CNNs not only have to learn the fluid flow fields in pore spaces, but also have to learn the geometry of grain spaces (see e.g., Ref. \textsuperscript{23}). There are three major shortcomings with this approach. The first and second issues are similar to the first approach: wasting considerable computational resources of CNN frameworks and requiring an unreasonable memory size on GPUs even for batching one sample from data set. The third major shortcoming is that machine learning experiments showed that CNNs have troubles identifying the pore spaces versus the grain spaces, specifically when the geometry of flow cluster becomes highly complicated and the effective porosity of the rock decreases. For instance, CNNs proposed by Da Wang et al.\textsuperscript{23} predicted the velocity fields (regardless the accuracy of its magnitude) in regions where the flow does not even exist (i.e., in grain spaces). Note that there are a few alternative methods to represent the pore spaces as the input of CNNs, such as using the Euclidean distance transform function (see e.g., Refs. \textsuperscript{23} and \textsuperscript{24}), instead of using a single number. Although these alternatives might increase the CNN performance, the fundamental issues addressed here remains unchanged. In summary, both of these two approaches suffer from modeling and involving the grain spaces in a CNN deep learning framework. To resolve the following shortcomings:

| Batch size | 8        | 16       | 32       | 64       | 128      | 256      | 512      | 1024     | 2048     |
|------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| R$^2$ score| 0.73434  | 0.68299  | 0.92704  | 0.93244  | 0.95803  | 0.98238  | 0.97599  | ×         | ×        |
| Minimum relative error (%) | 0.096    | 0.300    | 0.079    | 0.320    | 0.007    | 0.097    | 0.279    | ×         | ×        |
| Maximum relative error (%) | 116.177  | 80.346   | 80.026   | 73.766   | 77.470   | 79.800   | 57.745   | ×         | ×        |

FIG. 10. Voxel and point cloud representations of one of Berea sandstone samples as a natural porous medium used for exploring the generalizability of our deep learning framework.
these issues, we suggest only taking the pore space of a porous medium and representing it as a set of points that constructs a point cloud. Point clouds represent respectively the surface and volume of pore spaces of two and three dimensional porous media. Consequently, one may use the segmentation component of PointNet\cite{62} to establish an end-to-end mapping between the spatial coordinates of each point of a cloud and the numerical values of the velocity vector at that point. It is conjectured that PointNet++ \cite{32} and KPconv \cite{43} would have a higher performance in comparison with PointNet\cite{32} because they pay more attention to local features of a given geometry.

Moreover, designing an efficient cost function in such problems is critical (see e.g., Sect. 2.3.2 of Ref. \cite{24}). Cost functions so far used are mainly based on $L^1$ or $L^2$ norm error of the velocity field.\cite{23,24} To enhance the performance of such neural networks and accuracy of the velocity field prediction, we suggest two strategies. Both of these two strategies are based on adding information of the flow governing equations to neural network cost functions. The first strategy leads to a supervised deep learning approach, while the second one results in an unsupervised (or semi-supervised) methodology. The first approach is to add the residual of the continuity and Navier-Stokes equations (Eqs. \ref{eq:1} to \ref{eq:2}) to the cost function. This approach has been carried out in other research areas (see e.g., Refs. \cite{57} and \cite{59}). The second approach is to use the technology of the Physics Informed Neural Network (PINN) \cite{20,22}. In PINNs, the cost function is defined based on the governing equations of the problem of interest as well as the desired initial and boundary conditions, while there is no need of labeled data for training. One may refer to Refs. \cite{60} \cite{62} for a deeper discussion on PINNs. Note that there is no mechanism in the current version of PINNs to capture the variations in the geometry of problem domains. In other words, the parameters (e.g., weights and bias) of PINNs are not a function of the geometry of physical domains. Thus, the combination of PointNet\cite{32} (or other point-cloud based neural networks) with PINNs has the potential to resolve this issue.

IV. SUMMARY

In this study, we introduced a novel point-cloud based deep learning configuration for permeability predictions of digital porous media. We designed the architecture of this configuration according to the classification branch of PointNet\cite{32}. Taking the advantages of the point-cloud based deep learning methodology, limitations on GPU memory requirements were relaxed and selecting higher batch sizes compared to CNNs became possible. It was mainly due to dramatically diminishing the size of network inputs by only taking the boundary of solid matrix and pore spaces in a porous medium via point cloud representations, rather than taking its whole volume via voxel representations. Freedom in the choice of batch size provided the chance of exploring a relatively wide range of batch sizes to obtain the highest possible accuracy of the permeability prediction. We concentrated on synthetic digital rocks as test cases. According to the metric of coefficient of determination, our deep learning technique achieved an excellent accuracy for the predicted permeability of both two and three dimensional porous media. Compared to a numerical LBM solver, the point-cloud neural network predicted the permeability of test set a few thousand times faster. Finally, we discussed the generalizability of the point-cloud neural network by examining it over two unseen categories: real-world samples; and synthetic samples but with unseen spatial correlation lengths.
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