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ABSTRACT
In this paper, we propose a method to estimate the proximity of an acoustic reflector, e.g., a wall, using ego-noise, i.e., the noise produced by the moving parts of a listening robot. This is achieved by estimating the times of arrival of acoustic echoes reflected from the surface. Simulated experiments show that the proposed non-intrusive approach is capable of accurately estimating the distance of a reflector up to 1 meter and outperforms a previously proposed intrusive approach under loud ego-noise conditions. The proposed method is helped by a probabilistic echo detector that estimates whether or not an acoustic reflector is within a short range of the robotic platform. This preliminary investigation paves the way towards a new kind of collision avoidance system that would purely rely on audio sensors rather than conventional proximity sensors.

Index Terms— Robot/Drone audition, ego-noise, echo detection, robotics.

1. INTRODUCTION

Within the context of robot audition, ego-noise is defined as the noise generated by the moving parts of a robotic platform, e.g., the rotors of a drone [1]. Ego-noise is a source of problems in many robotic applications, as it corrupts audio recordings captured by microphones, as available in many Human-Robot Interaction (HRI) systems [2, 3]. For this reason, ego-noise reduction is an active area of research that plays an important role in many autonomous systems, and has enabled applications such as speech recognition for HRI [4] or acoustic scene analysis [5].

The structure of ego-noise has been investigated by several authors in the past. For instance, [6] investigates the spectral content of a multimotor aerial vehicle (MAV) and shows that the ego-noise is a combination of harmonic and broadband components. According to the authors, the noise spectra vary dynamically with the motor speed. Furthermore, because of the rigid mounting of the microphones with respect to the motors, the acoustic mixing can be assumed stationary. In [5], the authors exploit both the spectral and the spatial characteristics of ego-noise to train a dictionary that is used for ego-noise reduction.

While robotic platforms are almost always accompanied by ego-noise, only a few studies have attempted to use it constructively in the literature. For instance, in [7, 8], the authors emphasize that ego-noise carries useful information about the motor system’s movements and the characteristics of the environments. More specifically, in [7], the authors propose a forward model to predict the dynamics of the motor system of a wheeled robot. Two experiments are set to test the predictive capabilities of the model. The first experiment uses ego-noise predictions to classify velocity profiles from the auditory signals acquired by the robot, while the second experiment shows that auditory predictions can be used to detect changes in the environment, e.g., changes in the inclination of the surface where the robot is moving. Furthermore, in [9], the authors investigate the possibility of estimating a robot’s motion from its ego-noise, i.e., “audio-based odometry”. According to the authors, audio-based odometry presents advantages over laser- and visual-based odometry because it is not affected by changing light conditions.

In this paper, we follow this notion of using the ego-noise constructively rather than treating it as an interference, by proposing an estimator for acoustic reflectors based on the time difference of echo (TDOE). The TDOE was introduced in [10] as the time difference of arrival between the direct sound source signal and its first echo in a given channel. When the source is near the receiver, the distance from the source-receiver system to the nearest acoustic reflector is half the TDOE multiplied by the speed of sound. Hence, TDOE estimation is identified to distance estimation in this paper. To estimate the TDOE, we will exploit the comb-filtering effect that emerges from the direct-path component of the sound source mixing with its delayed version, due to the presence of the acoustic reflector [11]. Recently, a number of methods have been proposed to use early acoustic echoes constructively for audio signal processing applications, e.g., in sound source localization [10], sound source separation [12], robust speaker verification [13] or room geometry reconstruction [14, 15, 16]. While the latter generalizes our study, it uses clean multi-channel room impulse responses (RIR) rather than a single noisy ego-noise signal. Accurately measuring RIRs is a time-consuming and costly process that is not suitable for robotic applications.

Conventionally, proximity sensors based on ultrasounds, lasers, or infrared lights are used to detect and localize rigid surfaces in an environment. The authors of [17] notably used laser sensors and a Kinect to estimate the positions of acoustic reflectors in a room to inform a sound source localization method. Here, we postulate that the acoustic structure of the ego-noise naturally produced by a robot carries enough information that may help in detecting and localizing acoustic reflectors solely based on audio recordings. In our previous works [18, 19, 20], we proposed an active/intrusive approach where a loudspeaker emitting a known broadband signal was attached to a drone in order to probe the environment using times of arrival. In contrast, in this work, we propose removing the loudspeaker from the setup and develop a method solely utilizing the drone’s ego-noise to detect an acoustic reflector with a single microphone. Throughout this study, we assume that the direct-path component of the ego-noise within the microphone signal is known. A number of techniques could be envisioned to estimate it, e.g., dictionary learning or model-based methods calibrated using prior measurements in an anechoic chamber, e.g., [5, 18, 19, 20], or using close-range microphones placed next to the ego-noise sources as references. This aspect is beyond the scope of this paper and is left for future iterations of this research. Here, we focus on the specific question of whether an uncontrolled ego-noise signal, as opposed to a controlled emitted
broadband signal, is sufficient to probe an environment for nearby reflectors.

First, we develop a statistically optimal TDOE estimator to solve this problem in the least-square sense. Then, we introduce a probabilistic echo-detector that helps our estimator distinguishing an acoustic reflector from empty space. Simulated experiments show that the proposed non-intrusive method is capable of accurately estimating distances of 1 meters or less and outperforms our previously proposed intrusive approach under loud ego-noise conditions. To the best of our knowledge, this is the first time that ego-noise echoes stemming from acoustic reflectors are used in a constructive way in the context of robot audition, and in particular in drone audition.

The remainder of this paper is organized as follows. Section 2 formulates the signal model and the problem. Section 3 describes the proposed TDOE estimator based on our model. Section 4 evaluates the performance and robustness of the proposed solution. Finally, Section 5 concludes and provides directions for future work.

2. PROBLEM FORMULATION

Consider a setup with a single microphone that records both the ego-noise generated by the rotors of a drone, \( x_d[n] \), and a background noise from the environment. The signal model is then:

\[
y[n] = (h * s)[n] + v[n] = x[n] + v[n], \tag{1}
\]

where \( h \) is the impulse response from the ego-noise source to the microphone. The source signal \( s[n] \) is generated by the drone while \( v[n] \) is the white Gaussian background noise. The signal \( x[n] \) is the ego-noise of the drone that we will use to facilitate TDOE estimation. We now proceed to decompose the observed ego-noise signal, \( y[n] \), as the sum of individual reflections from the source signal:

\[
y[n] = \sum_{q=1}^{\infty} g_q s[n - \tau_q] + v[n], \tag{2}
\]

where \( q = 1 \) indexes the direct path component and \( q > 1 \) the acoustic reflections, \( \tau_q \) represents the time of arrival of the q-th direct or reflected source signal, while \( g_q \) is the corresponding gain or attenuation due to the inverse square law of sound propagation and to the sound-absorbent material at the acoustic reflector, assuming frequency-independence in this work. Acoustic impulse responses have a certain structure, which can be classified into two parts: an early part and a late part. The early part is sparse in time and contains the direct-path as well as the early reflections while the late part is characterized by a stochastic, dense and decaying tail of late reflections [21]. This suggests to divide the signal model as follows:

\[
y[n] = \sum_{\tau=1}^{R} g_{\tau} s[n - \tau] + v'[n], \tag{3}
\]

where \( R \) is the number of considered early reflections and \( v'[n] \) is composed of late reflections and background noise. Furthermore, we can rewrite (3) in a compact expression by separating \( x[n] \) into the direct-path and early reflection components as:

\[
y[n] = x_d[n] + x_r[n] + v'[n], \tag{4}
\]

where \( x_d[n] = g_1 s[n - \tau_1] \) is the direct path component, and \( x_r[n] = \sum_{\tau=2}^{R} g_{\tau} s[n - \tau] \) contains all the early reflections. While the direct path component \( x_d[n] \) is always present, the reflection component \( x_r[n] \) vanishes from the microphone signal if the robotic platform is not near any acoustic reflector. In drone audition applications, the microphones are often set in a fixed location with respect to the rotors. This fact could be used to estimate the direct path component using additional close-range microphones placed next to the rotors. Alternatively, a direct path estimation method calibrated in anechoic conditions could be derived. This is out of the scope of this paper, and we assume here that the direct path component \( x_d[n] \) is known. Moreover, we are only interested in detecting one acoustic reflector, e.g., the closest one for obstacle avoidance, so we set \( R = 2 \) to estimate the first reflection. If we vectorize (4) and express it in terms of the gains and delays, we can approximate the signal model as shown:

\[
y[n] = g_d D_{\tau} s[n] + g_r D_{\tau} s[n] + v'[n], \tag{5}
\]

\[
y[n] = [y[n] \ y[n+1] \ldots y[n+N-1]]^T, \tag{6}
\]

where \( D_{\tau} \) is a cyclic shift register that delays the unknown rotor signal \( s[n] \) by \( \tau \) samples and \( g \) is the gain of the signal. Note that \( D_{\tau} \) is an identity matrix whose columns are cyclically shifted to the right by \( \tau \), which approximates a true delay operator. Similarly, we can decompose (5) into vectorized direct-path and reflection components, \( x_d[n] \) and \( x_r[n] \). Since \( x_c[n] \) is a delayed version of the direct-path component, (4) can be expressed as shown:

\[
y[n] = x_d[n] + g_d D_{\tau} x_d[n] + v'[n], \tag{7}
\]

\[
y[n] = [y[n] \ y[n+1] \ldots y[n+N-1]]^T, \tag{8}
\]

3. TDOE ESTIMATION BASED ON LEAST-SQUARES FIT

Let \( y \in \mathbb{R}^N \) contain \( N \) consecutive samples of the observed signal at a given time. Assume that the corresponding direct-path component \( x_d \) is known. Then, we can estimate \( \Delta \tau \) and \( \alpha \) from (7) in the least-squares sense by solving the following problem:

\[
\{\Delta \tau, \alpha\} = \arg \min_{\Delta \tau, \alpha} \| y - (I + \alpha D_{\tau}) x_d \|^2 \tag{9}
\]

\[
\{\Delta \tau, \alpha\} = \arg \min_{\Delta \tau, \alpha} J(\Delta \tau, \alpha). \tag{10}
\]

Note that, assuming the background noise is white and Gaussian, the resulting estimators will also be maximum likelihood estimators. The cost function in (9) can be rewritten as follows:

\[
J(\Delta \tau, \alpha) = \| y - (I + \alpha D_{\tau}) x_d \|^2 \tag{11}
\]

\[
= \| y \|^2 - 2y^T (I + \alpha D_{\tau}) x_d + x_d^T (I + \alpha D_{\tau})^T (I + \alpha D_{\tau}) x_d. \tag{12}
\]

By zeroing the derivative of (10) with respect to \( \alpha \) we get:

\[
\frac{\delta J}{\delta \alpha} = -y^T D_{\tau} x_d - x_d^T D_{\tau}^T y
\]

\[
+ x_d^T D_{\tau}^T x_d + x_d^T D_{\tau} x_d + 2\alpha x_d^T D_{\tau}^T x_d = 0. \tag{13}
\]

By observing that \( D_{\tau}^T D_{\tau} = I \), this becomes:

\[
- (y - x_d)^T D_{\tau} x_d + x_d^T D_{\tau}^T (y - x_d) + 2\alpha \|x_d\|^2 = 0 \tag{14}
\]
where $\alpha$ has an interesting interpretation. It can be viewed as a cross-correlation between the known direct path $x_d$ and the observed signal without direct path $y - x_d$. Now, by inserting back (13) into (8), removing constant terms and simplifying, we obtain:

$$\Delta \hat{\tau} = \arg \max_{\Delta \tau} \tilde{\alpha}(\Delta \tau)^2. \quad (14)$$

This expression can be maximized over a finite, predefined set of candidate delays $\Delta \tau$ to obtain the desired least-square estimate $\Delta \hat{\tau}$.

4. ECHO DETECTOR

Solving (8) will always give a TDOE estimate no matter where the drone is positioned in 3D space. However, we require a mechanism to distinguish whether this estimate belongs to an acoustic reflector or is an artifact stemming from the background noise. This detection is thus vital if using the TDOE estimator for, e.g., collision avoidance as it will help remove spurious estimates. Therefore, we resolve this problem by introducing an echo detector. The decision about whether an observation contains an acoustic reflection can be formulated as a detection problem [22]. Let us consider the following two hypotheses:

$$H_0 : y[n] = x_d[n] + v[n],$$

$$H_1 : y[n] = x_r[n] + x_d[n] + v[n], \quad (15)$$

where $H_0$ is the null hypothesis and refers to a situation where the observation only includes the direct-path component $x_d[n]$ and white Gaussian background noise $v[n]$, with variance $\sigma_v^2$ and mean 0, i.e., $\mathcal{N}(0, \sigma_v^2)$. In contrast, $H_1$ refers to the situation when a reflected signal $x_r[n]$ from an acoustic reflector is observed, in addition to $v[n]$ and $x_d[n]$. The observation interval is $n \in [0, N - 1]$ and the generalized likelihood ratio test (GLRT) is given as:

$$\mathcal{L}(n) = \frac{p(y; x_r[n], H_1)}{p(y; H_0)} > \gamma. \quad (17)$$

In other words, in order to detect if an observation $n$ belongs to $H_1$, its GLRT should be greater than $\gamma$. The probability density functions (PDFs) for the two hypotheses are given as shown:

$$p(y; x_r[n], H_1) = \frac{1}{(2\pi\sigma_v^2)^{N/2}} \exp\left(-\frac{||y[n] - x_r[n] - x_d[n]||^2}{2\sigma_v^2}\right),$$

$$p(y; H_0) = \frac{1}{(2\pi\sigma_v^2)^{N/2}} \exp\left(-\frac{||y[n] - x_d[n]||^2}{2\sigma_v^2}\right), \quad (18)$$

where $\sigma_v^2$ is the variance of the background noise, $v[n]$.

Note that in order to compute $\mathcal{L}(n)$, an estimate $\hat{x}_r[n]$ of the unknown reflected component $x_r[n]$ is needed. One way of obtaining such estimate would be to use the estimates of section 3, i.e., $\hat{x}_r[n] = \hat{\alpha} \hat{\Delta} \hat{x}_d[n]$. However, this approach would strongly rely on the hypothesis that only one reflection exists in the observation. Instead, we propose to use a more straightforward estimate for $x_r[n]$ which is agnostic to the reflection model. Under the hypothesis $H_1$, directly maximizing the observed data likelihood with respect to $x_r$ by zeroing the derivative of the logarithm of (18) yields:

$$\frac{d \ln p(y; H_1)}{dx_r} = - (x_r[n] - y[n] + x_d[n]) = 0, \quad (20)$$

that is, the reflected signal is found by subtracting the direct-path component $x_d[n]$ from the observation $y[n]$, as shown:

$$\hat{x}_r[n] = y[n] - x_d[n]. \quad (21)$$

By inserting (21) into (18) and this back into (17) we get:

$$\ln \mathcal{L}(n) = \frac{\ln p(y; x_r[n], H_1)}{\ln p(y; H_0)} = \frac{(y[n] - x_d[n])^T(y[n] - x_d[n])}{2\sigma_v^2} > 2\sigma_v^2 \ln \gamma. \quad (22)$$

Hence, the criterion to detect an acoustic reflector is:

$$T(y) = ||y[n] - x_d[n]||^2 \overset{H_1}{\geq} 2\sigma_v^2 \ln \gamma. \quad (23)$$

In other words, for a reflector to be detected, the power of the reflected signal should be greater than a threshold that depends on the variance of the background noise $\sigma_v^2$. Note that this criterion will change under different noise conditions.
was set to 343 kHz to 1 kHz, the latter part is the white Gaussian noise set at 40 dB. The SDNR is calculated as the variance of the observed signal divided by the variance of the diffuse background environment noise. As can be seen, the accuracy of the proposed approach is 100% in that case.

We then evaluate the performance of the proposed approach against varying distances and under different SDNR values. In this experiment, the robotic platform moves at a distance of $[0.1 : 0.2 : 2\ m]$ from the acoustic reflector, while the SDNR of the environment changes for every simulation within an interval of $[−40 : 10 : 10]\ dB$. We conducted 100 Monte-Carlo trials for each (distance, SDNR) combination to obtain the results in Fig. 2. As can be seen, the proposed TDOE estimator (14) provides high accuracy and offers robustness from 0 dB and above but starts to fail under low SDNR values. Moreover, the proposed method can robustly estimate the distance of an acoustic reflector up to around 1 m.

5. EXPERIMENTS

Two experiments were conducted within a simulated room of dimensions $8 \times 6 \times 5\ m$. For these experiments, we simulated the drone ego-noise as a point source. The distance between the source and the microphone is 0.2 m. A signal generator [23] was used to generate the response of a moving sound source and a receiver. The signal generator convolves the sound source, i.e., the rotor noise, with a time varying RIR. The RIR is generated using the image-source method, first proposed in [24]. The reverberation time was set to $T_{60} = 0.4\ s$, the FFT length was set to 2,048 samples while the speed of sound was set to 343 m/s. For the ego-noise sound source, we used the signal allMotors_70.wav from the DREGON dataset [1], which was recorded from a drone whose four rotors were set to a fixed speed of 70 rotations per second. A diffuse cylindrical background noise was generated from this signal using the method described in [25]. The background noise has two parts, the first part is the ego-noise of the drone which contributes to late reverberation [26] while the latter part is the white Gaussian noise set at 40 dB. The signal was then down-sampled from 44.1 kHz to 5,125.5 Hz in order to decrease the computational cost of simulating the moving source and the receiver.

5.1. Comparison and evaluation of the proposed estimator

In the first experiment, we compare the proposed method against our previously published approach [18]. The latter also estimates the distance of a nearby acoustic reflector based on its TDOE, but it utilizes an embedded loudspeaker to probe the environment with a known white-noise signal $s[n]$, i.e., an intrusive approach. Hence, in that case, the ego-noise is a disturbance in the acoustic reflector estimation. The purpose of this experiment is to test the limits of the intrusive approach under varying signal-to-ego-noise ratios (SENR). The SENR is computed in decibel (dB) as the variance of the probe signal, $\sigma_{\text{probe}}^2$, divided by the variance of the ego-noise $\sigma_{\text{ego}}^2$. The evaluation metric used is the accuracy, defined as the percentage of TDOEs that are within $\pm 10\%$ of the true TDOE, calculated from the actual distance of the robotic platform to the acoustic reflector. In this experiment, the distance to the acoustic reflector was fixed to 0.5 m. As seen in Fig. 1, the intrusive approach gradually fails for SENR values below −10 dB. For comparison, the figure also shows the accuracy obtained with the proposed approach, from the same distance, without using any probe signal (SENR=−∞) and under an observed-signal to diffuse-background-noise ratio (SDNR) of 40 dB. The SDNR is calculated as the variance of the observed signal including the direct-path and reflections, $\sigma_{y}^2$, divided by the variance of the diffuse background environment noise $\sigma_{n}^2$. As can be seen, the accuracy of the proposed approach is 100% in that case.

In Fig. 3, we simulate a scenario where we move the drone from one acoustic reflector to another, i.e., from $r_{se} = 0.1\ m$ to $r_{se} = 7.9\ m$, in order to test the TDOE estimator in (14) and the echo-detector in (24) on a larger set of distances. The value of $\ln(\gamma)$ was empirically set to 2,500. If the echo-detector is close to an acoustic reflector, then the detector assigns a value of 1. Otherwise, a value of 0 is assigned to indicate empty space. The experiment was conducted under an SDNR of 10 dB. In Fig. 3(a), we see that the gain estimate using (13) becomes higher as the drone gets closer to an acoustic reflector. Furthermore, as seen from Fig. 3(b), as the drone approaches an acoustic reflector, we are able to correctly estimate the TDOE up to a distance of around 1 m. The red line on Fig. 3(b) indicates the true distance and the corresponding TDOE (ground truth) to the acoustic reflector of the drone. However, at distances larger than 1 m, the estimator fails to estimate the TDOE. This is illustrated by the fluctuations in the center of the figure, followed by a linear decrease of TDOE estimates as the drone approaches the other wall. Finally, results from the echo-detector using the threshold value $T(\gamma)$ in (24) are shown in Fig. 3(c). From the figure, it is seen that the power of the reflected sound is higher than the threshold for reflectors that are closer than 0.5 m, allowing the method to detect them.

6. CONCLUSION AND FUTURE WORK

In this paper, we proposed a TDOE estimator and an echo detector to estimate the proximity of an acoustic reflector. These make use of the natural ego-noise of a robotic platform equipped with a microphone. The proposed method could lead to the development of new sound-based collision avoidance systems for, e.g., drones. With such a system, the platform would not need to utilize proximity sensors, e.g., infrared lights or ultrasounds, to prevent collisions into walls. According to preliminary simulated experiments, the proposed method is able to estimate a distance of up to 1 m and can distinguish an acoustic reflector from empty space based on the energy of the reflected signal which is compared to a predefined threshold. In future iterations of this project, we aim to investigate the estimation of the direct-path component, $x_{d}[n]$, which was assumed to be known throughout this paper. This is a very challenging problem on its own, which requires further investigation. It could be addressed using the known microphone placement together with close-range microphones placed next to the ego-noise sources, or using direct-path ego-noise models trained and calibrated in anechoic conditions.
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