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There is a natural equivalence relation on representations of the states of a given quantum system in a Hilbert space, two representations being equivalent iff they are related by a unitary transformation. There are two equivalence classes, with members of opposite classes being related by a conjugate-unitary (anti-unitary) transformation. These two conjugacy classes are related in much the same way as are the two imaginary units of a complex field, and there is a priori no basis on which to prefer one over the other in any individual case. This is potentially problematic in that the choice of conjugacy class of a representation determines the sign of energy and other quantities defined as generators of continuous symmetries of the system in question, so that it would appear that principles like conservation of energy for a compound system may hold or fail depending on relative choices of conjugacy class of representations of its subsystems. We show that for any finite set of quantum systems there are exactly two ways of choosing conjugacy classes of representations consistent with the usual tensor-product construction for representing the compound system composed of these. Each is obtained from the other by reversing the conjugacy of all the representations at once. The relation of unitary equivalence for representations of a single system is therefore uniquely extendible to representations of all systems that can interact with it.
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I. INTRODUCTION

To render a body of physics in the language of mathematics a number of more or less arbitrary conventions must typically be established and observed: $2\pi$ or not $2\pi$, that is often the question; and the placement of factors of $-1$ is frequently a matter of choice. The difficulty of maintaining these conventions increases with the in-difference of the alternatives and attains its maximum in the case of $\pm i$. The reason for this is obvious: there is no attribute that distinguishes $i$ from $-i$. If one were to replace every occurrence of `$i$' in a given text by `$-i$', the validity—indeed, the meaning—of the text would remain unaltered.

Typically, only real quantities have intrinsic physical significance. Complex numbers sometimes arise merely as a convenience—as, for example, in the analysis of periodic phenomena, where they allow imaginary exponentials to substitute for sine and cosine—and a casual approach to the choice of imaginary unit in these instances is innocuous. In the quantum theory, however, this choice seems to have greater significance. For example, the formula

$$U(t) = e^{iHt} \tag{1}$$

—or is it

$$U(t) = e^{-iHt} \tag{2}$$

—defining the hamiltonian $H$ from the time-evolution operators $U(t)$, is fundamental in quantum mechanics. The choice of sign in the exponent determines the sign of $H$ in this definition, and therefore the sign of the energy, which $H$ measures.

This problem cannot be defined away simply by declaring (1) or (2) as the correct definition. To see why, suppose $\mathcal{S}$ is a quantum system and $\mathcal{V}$ is a Hilbert space suitable for representing the states of $\mathcal{S}$. As we will show, there are two classes of representations of $\mathcal{S}$ in $\mathcal{V}$, such that any two representations in the same class are unitarily equivalent, while representations in different classes are related by a conjugate-unitary (anti-unitary) operator. There is no reason a priori to favor either class of representations; there is indeed no attribute in terms of which such a preference could be expressed in general; but the choice has consequences.

The time-evolution operations on $\mathcal{S}$ are real physical relationships, independent of, and definable without reference to, any mathematical representation. Once a representation is chosen they are representable as a unitary operator-valued function of a time coordinate, $t \mapsto U(t)$. From this a hamiltonian is defined—either by (1) or (2), as we will have decided ahead of time. The hamiltonian, which is an operator on $\mathcal{V}$, is now rendered physically meaningful via the same representation we started with, and we obtain the energy of $\mathcal{S}$. The problem is that the sign of the energy depends on the conjugacy class to which the representation belongs.

This ambiguity may be localized somewhat differently. Numbers in general, and complex numbers in particular, are not fixed objects, even in the abstract sense acceptable in mathematics. The phrase ‘complex numbers’ refers to any structure consisting of operations (called ‘addition’ and ‘multiplication’) on an arbitrary set of objects satisfying certain rules, by virtue of which it is a complex field. All complex fields have the same form (they are isomorphic), and any is as good as any other for any purpose. A Hilbert space $\mathcal{V}$, properly considered, incorporates a complex field $\mathbb{C}$ as part of its structure. Keeping this in mind, let us reconsider the procedure outlined above for coming up with the energy of $\mathcal{S}$. As be-
fore, there are two equivalence classes of representations of the states of \( \mathcal{S} \) by vectors of \( V \). A representation having been chosen, physical time-evolution is represented by a unitary group \( t \mapsto U(t) \) as before, and we would now like to define the hamiltonian operator by whichever of \( (1) \) or \( (2) \) we have decided ahead of time to use. But the complex field \( \mathbb{C} \) has two imaginary units (square roots of \(-1\)), either of which may be called ‘\( i \)’, and the sign of the energy depends on this perfectly arbitrary choice. In any instance, swapping imaginary units is equivalent to swapping conjugacy classes of representations, so this is the same problem in a different light.

The issue we have raised here for energy arises for any quantity defined as the hermitian generator of a continuous symmetry group, e.g., momentum as the generator of space-translation. It should be noted, however, that for a given system \( \mathcal{S} \) and Hilbert space \( V \), once the choice of conjugacy class and imaginary unit is made, it applies to all such relationships. In practice the choice for a given system or class of systems is made according to \textit{ad hoc} considerations, chief among which is the principle that if the range of energies available to a system is unbounded, it is only unbounded above, never below. There is nothing that prevents us from taking the opposite position—that energy can only be unbounded below—and we would then make the opposite choice of representation class (or imaginary unit) in each such case. The kinetic energy of a particle would be \(-\frac{1}{2}mv^2\), and putting a flame under a pot of water would draw energy out of it, actually lowering its temperature—which is not unreasonable, since temperature, which is the derivative of energy with respect to entropy, would be negative for most systems, including pots of water, so lowering the temperature increases its magnitude.

Clearly, in general, it would not do to effect such a reversal for one system and not for another. For example, if the systems can exchange energy then conservation of energy cannot hold for the combined system both before and after the reversal. It is worth noting that if energy were conserved in the latter case, all hell would break loose, rather literally, as energy poured endlessly from the negative-temperature to the positive-temperature system, increasing the entropy of both without limit and driving both temperatures to infinity. (Energy would flow from negative to positive temperature because that is the direction of increasing entropy for both systems. The apparent paradox of energy flowing from low to high temperature is resolved if we realize that negative temperatures are actually not very cold, but rather very hot; they can only be attained by heating past \( \infty \)—not by cooling past \( 0 \), which is impossible. The more appropriate parameter to describe this is \( \beta = 1/T \), the derivative of entropy with respect to energy, for which \( 0 \) is a perfectly acceptable value. For example, in a pure up-down charged spin system on a square grid, whose energy is the sum of the magnetic interactions of adjacent sites, the states of least energy are those with all spins up or all spins down, and the entropy is minimized. As energy is added, spins flip, and entropy increases until it reaches a maximum, then decreases until a state of maximum energy is attained, in which the spins are arranged in strict alternation, and entropy is again minimized. At the entropy maximum, \( \beta \) is by definition \( 0 \), and \( T = \pm \infty \). By definition, entropy increases as energy flows from lower to higher \( \beta \), regardless of sign.)

If the systems did not interact, of course, we would be spared this catastrophe; and upon reflection, we see that in this case nothing prevents us from switching the representation class for one system and not the other. There would be no adverse consequences for the physics of the composite system because they cannot be combined in any significant way. Since non-interacting systems cannot exchange energy, we would actually even retain energy conservation.

It would appear, then, that if there is an underlying principle that dictates the relative choice of representations (or imaginary units) of diverse systems, its source must lie in the quantum mechanics of composite systems.

To understand clearly the nature of the problem and its solution, we must examine carefully how complex numbers enter into the quantum theory, and what it means to choose, or not to choose, one imaginary unit over the other. This is obviously a rather delicate matter, and we must be quite precise regarding the mathematical structures with which we deal. Section \( \text{III} \) is devoted to developing an appropriate terminology and some basic principles, culminating with the crucial theorem of Wigner relating projective isometries to linear isometries in separable complex inner-product (SCIP) spaces. Section \( \text{IV} \) relates these to the \textit{similarity structure} of quantum systems, the \textit{similarity} of states \( \Psi \) and \( \Phi \) being the probability that the answer to the question ‘is the state \( \Psi \)?’ is ‘yes’ when the state is \( \Phi \) (and \textit{vice versa}).

Section \( \text{V} \) describes how formulas such as \( (1) \) and \( (2) \) arise and how the choice of representation affects the sign. Section \( \text{VI} \) shows that this matter of signs is not entirely straightforward: the conventional choice of sign of energy is in a reasonable sense the wrong one. Section \( \text{VII} \) applies these ideas to the operation of time-reversal by way of illustration. These three sections are not essential to the argument and may be omitted.

In Section \( \text{VII} \) we state and prove the main theorem, which we use in Section \( \text{VIII} \) to define the notion of \textit{compatibility} of representations of distinct physical systems in terms of their similarity structures \textit{vis-à-vis} that of that of the compound system formed from them. The familiar tensor product representation of a compound system is applicable iff compatible representations are used for all the constituent subsystems. Given a representation of any one system, this principle mandates the conjugacy class of the representation of any system with which it may be compounded, quite independently of the dynamics (time-translation behaviors) and any other physical properties of the systems in question.

One would think that a matter so basic to quantum mechanics would have been dealt with early in the his-
tory of the theory, and perhaps it has been. I have been unable to find any reference to the problem in the current literature (i.e., that which is available via the usual databases of scientific literature or Google. I would appreciate any relevant references the reader might know of.

II. MATHEMATICAL STRUCTURES

We define a real field to be a complete archimedean ordered field. A real field is therefore a structure

\[ R = (R, <, +, \cdot), \]

where \( R \) is a set, \( < \) is a binary relation on \( R \), and \( + \) and \( \cdot \) are binary operations on \( R \), with the several properties listed above, all of which apply to real numbers. \( R \) is the universe of the structure. In general we use \( | \cdot | \) to denote the universe of a structure, so \( |R| = R \) in this case. \( |\cdot| \) does double duty in this article. It denotes multiplication, and it is a placeholder for arguments of functions and relations, as in \( \cdot |\cdot| \). Any two real fields \( R = (R, <, +, \cdot) \) and \( R' = (R', <', +', \cdot') \) are isomorphic, i.e., there is a bijection (a one-one correspondence) \( \iota : R \to R' \) such that for all \( x, y \in R \),

\[
\begin{align*}
x < y & \iff \iota(x) < \iota(y) \\
\iota(x + y) & = \iota(x) + \iota(y) \\
\iota(x \cdot y) & = \iota(x) \cdot \iota(y).
\end{align*}
\]

Hence any real field serves as well as any other as “the real numbers”, and it is customary to use the concept of real number without specifying any particular real field.

Similarly, a complex field is a structure

\[ C = (C, R, <, +, \cdot) \]

such that \( + \) and \( \cdot \) are binary operations on \( C \), \( R \subseteq C \), \( < \) is a binary relation on \( R \), \( (R, +, \cdot) \) is a field, \( (R, <, +, \cdot) \) is a real field, and there exists \( j \in C \) such that \( j \cdot j = -1 \) and for all \( z \in C \) there exist \( x, y \in R \) such that \( z = x + y \cdot j \). Any two complex fields are isomorphic. We refer to an element \( j \) such that \( j \cdot j = -1 \) as an imaginary unit. Clearly, any complex field has two imaginary units, each the additive inverse of the other. For a complex field \( C = (C, R, <, +, \cdot) \) we define \( |C| \) to be \( C \).

We have noted above that given any two real fields there is an isomorphism that relates them. It is easily shown that this isomorphism is unique. Given two complex fields, on the other hand, there are two isomorphisms that relate them. These are easily constructed. Given complex fields \( C = (C, R, <, +, \cdot) \) and \( C' = (C', R', <', +', \cdot') \), their real parts are related by a unique isomorphism, say \( \rho : R \to R' \). Let \( j \in R \) and \( j' \in R' \) be such that \( j \cdot j = -1 \) and \( j' \cdot j' = -1 \cdot \cdot' \). Any isomorphism \( \iota \) of \( C \) with \( C' \) must extend \( \rho \) and must take each imaginary unit of \( C \) to an imaginary unit of \( C' \). So either \( \iota(j) = j' \) or \( \iota(j) = -j' \). It is easily shown that each of these choices extends uniquely to an isomorphism of \( C \) with \( C' \).

A complex field with distinguished imaginary unit, or complex field wdui, is a structure \( C = (C, R, <, +, \cdot, j) \), where \( j \) is an imaginary unit for \( (C, R, <, +, \cdot) \). An isomorphism of two complex fields wdui must by definition take the distinguished imaginary unit of one to that of the other, so in this case the isomorphism is unique.

The closest we can come to the notion of a real number in abstracto is a function \( F \) that assigns to each real field \( R \) an element \( F(\mathbb{R}) \in |R| \) in such a way that for any two real fields \( R \) and \( R' \), \( F(\mathbb{R}) \) and \( F(\mathbb{R}') \) correspond under the (unique) isomorphism of \( R \) with \( R' \). This does not work for complex fields, as the isomorphisms are not unique, but it does work for complex fields wdui. We may regard \( i \) as a specific complex number only in the weak sense that it is the distinguished imaginary unit of any complex field wdui.

An automorphism of a structure \( \mathcal{S} \) is an isomorphism of \( \mathcal{S} \) with itself. The automorphism group of \( \mathcal{S} \) is the set of automorphisms of \( \mathcal{S} \), together with the composition operation. A real field has only the identity automorphism, while a complex field has also the conjugation operation. A complex field wdui has only the identity automorphism.

A complex vector space is properly regarded as a structure \( V = (V, C, R, +, v_s, <, +, \cdot, j) \), where \( + : V \times V \to V \) and \( 
\sum_{n=1}^{\infty} \|u_n\|^2 \leq \sum_{n=1}^{\infty} u_n \|e_n\| \). We will use \( V \)'s, \( C \)'s, etc., and their congeners—e.g., \( V', V_0 \)—to denote the corresponding components of spaces denoted by \( V \) and its respective congeners.

Any SCIP space may be embedded as a dense subspace of a Hilbert space (by adjoining limits of all Cauchy sequences). An isomorphism of a dense subspace of a Hilbert space with a dense subspace of another Hilbert space extends uniquely to an isomorphism of the complete spaces, so the extension of a SCIP space to a Hilbert space is essentially unique, and much of the discussion of SCIP spaces is more conveniently carried out in terms of the corresponding Hilbert spaces. This is customary in quantum mechanics, but we will nevertheless be concerned primarily with SCIP spaces, as these are most closely tied to the physical structure of quantum mechanical systems.

An isomorphism of SCIP spaces

\[ V = (V, C, R, +v_s, <, +, \cdot, j) \]
and

\[ V' = (V', C', R', +', s', \langle \cdot | \cdot \rangle', <', +', ') \]

is technically a triple \((U, \eta, \rho)\), where \(U : V \rightarrow V'\), \(\eta : C \rightarrow C', \rho : R \rightarrow R'\), and the obvious conditions are satisfied. In particular, \(\rho\) is an isomorphism of the respective real fields, and \(\eta\) is an isomorphism of the respective complex fields. Since \(\rho\) is uniquely determined, we need not mention it, so we will indicate an isomorphism of SCIP spaces as \((U, \eta)\).

If \((C, +, \cdot) = (C', +', \cdot')\), i.e., if \(V\) and \(V'\) incorporate the same complex field, then \(\eta\) is either the identity or the conjugation map. In the former case \(U\) is a unitary map, in the latter case it is conjugate unitary, also called anti-unitary. In either case, we say that \(U\) is \(\eta\)-unitary; if we do not wish to specify \(\eta\), we say \(U\) is \(\ast\)-unitary. If \(V\) and \(V'\) are SCIP spaces with distinguished imaginary units we define unitary and conjugate-unitary maps from \(V\) to \(V'\) in the obvious way.

Given a SCIP space \(V = (V, C, R, +, v, s, \langle \cdot | \cdot \rangle, <, +, \cdot)\), we form its projective space \(\tilde{V} = (\tilde{V}, R, \langle \cdot | \cdot \rangle, <, +, \cdot)\), where

1. \(\tilde{V}\) is the set of rays, i.e., 1-dimensional subspaces, of \(V\); and
2. \(\langle \cdot | \cdot \rangle : \tilde{V} \times \tilde{V} \rightarrow R\) is the similarity operation defined by

\[ \langle r_0 | r_1 \rangle = |\langle v_0 | v_1 \rangle|^2, \]

where \(v_0 \in r_0\) and \(v_1 \in r_1\) are arbitrary vectors with norm 1.

We define the similarity of two nonzero vectors and the similarity of a nonzero vector and a ray by replacing each vector by the ray that contains it.

We define \(\tilde{v}\) to be the ray containing \(v\) for any nonzero \(v \in V\). Note that there is no notion of addition or multiplication of rays, and the range of the similarity operation is the set \(R\) of real numbers, so the complex numbers of \(C\) play no part in the structure of a projective space. For the purpose of this article we define a similarity space to be a structure \((S, R, \langle \cdot | \cdot \rangle, <, +, \cdot)\) that is isomorphic to the projective space of a SCIP space.

Clearly any isomorphism \((U, \eta)\) of one SCIP space \((V, C, R, +, v, s, \langle \cdot | \cdot \rangle, <, +, \cdot)\) with another \((V', C', R', +', s', \langle \cdot | \cdot \rangle', <', +', ')\) induces an isomorphism \(\tilde{U}\) of their projective spaces \((\tilde{V}, R, \langle \cdot | \cdot \rangle, <, +, \cdot)\) and \((\tilde{V}', R', \langle \cdot | \cdot \rangle', <', +', ')\) by the prescription that for any \(v \in V\), \(\tilde{U}v = (Uv)\). The following theorem of Wigner suggests that all isomorphisms of similarity spaces are obtainable in this way. (Wigner’s statement and proof were specific to the unitary, as opposed to conjugate-unitary, case. See [2] Chapter 2, Appendix A for a general proof.)

**Theorem 1** Suppose \(V\) and \(V'\) are SCIP spaces, and suppose \(\tilde{V} \rightarrow \tilde{V}'\) is an isomorphism of their projective spaces. Then there exists an isomorphism \((U, \eta)\) of \(V\) with \(V'\), such that for all \(v \in V\), \((Uv)' = \eta(v)\).

In particular, any automorphism of the projective space \(\tilde{V}\) is induced by an automorphism of the vector space \(V\).

It is easy to show that if \(\dim V \geq 2\), \(A\) and \(A'\) are \(\ast\)-linear operators on \(V\), and for all \(v \in V\), \(Av = A'v\) are proportional, then \(A\) and \(A'\) are proportional. In particular, if \((U, \eta)\) and \((U', \eta')\) are automorphisms of \(V\), then \(U = U'\) iff for some \(\alpha \in C\) of norm 1 (a phase factor), \(U = \alpha U'\). To avoid irrelevant complications, we will assume henceforth that all our vector spaces have dimension at least 2. It follows that a given automorphism \(\mu\) of \(V\) is induced either by a unitary or by a conjugate-unitary operator, but not both, and we say that \(\mu\) is unitary or conjugate-unitary on this basis.

Now suppose \(\mu\) is an automorphism of \(\tilde{V}\) and \(\nu\) is an isomorphism of \(\tilde{V}\) with another projective space \(\tilde{V}'\). Then \(\mu' = \iota \circ \mu \circ \iota^{-1}\) is an automorphism of \(\tilde{V}'\). By Wigner’s theorem there is an isomorphism \((W, \theta)\) of the underlying vector spaces \(V\) and \(V'\) that induces \(\mu\). If \(\mu\) is represented by \((U, \eta)\) then \(\mu'\) is represented by \((W, \theta) \circ (U, \eta) \circ (W, \theta)^{-1}\).

The automorphism \(\theta \circ \eta \circ \theta^{-1}\) of \((C', R', <', +', ')\) has the same conjugacy-type (identity or conjugation map) as \(\eta\), so \(\mu'\) has the same conjugacy type as \(\mu\).

Now suppose \(\mathcal{G} = (S, R, \langle \cdot | \cdot \rangle, +, \cdot)\) is a similarity space and \(\mu\) is an automorphism of \(\mathcal{G}\). Let \(V = (V, C, R, \langle \cdot | \cdot \rangle, <, +, \cdot)\) be a SCIP space such that \(\mathcal{G}\) is isomorphic to \(V\), say by an isomorphism \(\zeta\). Then \(\nu = \zeta \circ \mu \circ \zeta^{-1}\) is an automorphism of \(\tilde{V}\). Let \(\zeta'\) be another isomorphism of \(\mathcal{G}\) with a projective space \(\tilde{V}'\), and let \(\nu' = \zeta' \circ \mu \circ \zeta'^{-1}\) be the corresponding automorphism of \(\tilde{V}'\). Then \(\iota = \zeta' \circ \mu \circ \zeta^{-1}\) is an isomorphism of \(V\) with \(\tilde{V}'\), and \(\nu' = \iota \circ \nu \circ \iota^{-1}\), so \(\nu\) and \(\nu'\) have the same conjugacy-type, as noted in the preceding paragraph. We define the conjugacy-type of \(\mu\) to be the common conjugacy-type of all of its representations by projective automorphisms, i.e., an automorphism of a similarity space is unitary or conjugate-unitary according as its representations by projective automorphisms are unitary or conjugate-unitary.

It is perhaps a little surprising that the abstract structure of a similarity space, in which complex numbers have no direct role, should contain within it this element of conjugacy. Note that while isomorphisms of a similarity space \(\mathcal{G}\) with a different similarity space \(\mathcal{G}'\) do not individually have any attribute of conjugacy, they nonetheless fall into two equivalence classes, where \(\iota\) and \(\iota'\) are equivalent iff \(\iota' \circ \iota^{-1}\) (equivalently, \(\iota \circ \iota'^{-1}\)) is unitary.

Lest the reader to whom conjugate-linearity is a novel concept suppose that it is of no physical relevance and might safely be ignored, we mention that there is at least one operation in quantum mechanics that can only be represented by a conjugate-unitary operator, viz., time-reversal, as we show in Section [IV].
III. PHYSICAL STRUCTURE

Suppose \( \mathcal{S} \) is a physical system. We suppose that for each state \( \sigma \) of \( \mathcal{S} \) there is a measurement that corresponds to the question ‘is \( \mathcal{S} \) in the state \( \sigma \)?’, and we call this measurement \( M_\sigma \). It is a fundamental principle of quantum mechanics that for any states \( \sigma_0 \) and \( \sigma_1 \), the probability that \( M_\sigma \) yields a positive result when the state is \( \sigma_1 \) is equal to the probability that \( M_\sigma \) yields a positive result when the state is \( \sigma_0 \). We define the similarity \( (\sigma_0 \| \sigma_1) \) of states \( \sigma_0 \) and \( \sigma_1 \) to be this probability. We define the (physical) structure of \( \mathcal{S} \) to be \( (S, R, \langle \cdot \| \cdot \rangle, -, +, \cdot) \), where \( S \) is the set of physical states, \( (R, -, +, \cdot) \) is a real field, and \( \langle \cdot \| \cdot \rangle \) is the physical similarity operation with values in \( R \). Of course, this is really a physical structure of \( \mathcal{S} \), since the real field is arbitrary; but given the uniqueness of isomorphisms of real fields, all of these are related by unique isomorphisms that are the identity on \( S \). Note that our attitude here is that states \( \sigma \in S \) are actual physical entities or attributes, intrinsic to \( \mathcal{S} \), not mathematical abstractions.

The superposability principle of quantum mechanics, properly formulated, implies that \( S \) is the union \( \bigcup_n S_n \) of countably many sets, called superposition or superselection sectors, such that for each \( n \), \( (S_n, R, \langle \cdot \| \cdot \rangle, -, +, \cdot) \) is a similarity space, and for all \( m \neq n \), \( u \in S_m \), and \( v \in S_n \), \( \langle u \| v \rangle = 0 \). Each superposability sector comprises all states superposable with a given state, and states in distinct superposability sectors are orthogonal. To avoid unnecessary complications, we will assume that there is only one superposability sector for each of the systems under consideration—equivalently, we concern ourselves with a single superposability sector of each system. Hence \( \mathcal{S} = (S, R, \langle \cdot \| \cdot \rangle, -, +, \cdot) \) is isomorphic to the projective space of a SCIP space \( V \). Note that we do not require that \( V \) be complete, i.e., that it be a Hilbert space. This is because every nonzero vector of \( V \) is supposed to represent a physical state. If \( \mathcal{V} \) is the canonical extension of \( V \) to a Hilbert space, and \( A \) is a self-adjoint operator on \( V \) representing an unbounded quantity—e.g., energy in most cases of interest—there are nonzero vectors in \( \mathcal{V} \) that are not in the domain of \( A \). For these the energy is not defined (it is typically “infinite”), and they cannot represent physical states.

As noted in the preceding section for similarity spaces in general, by Wigner’s theorem, given any isomorphism \( \iota \) of \( \mathcal{S} \) with a projective space \( \mathcal{V} \) derived from a SCIP space \( V \), any automorphism \( \mu \) of \( \mathcal{S} \) is represented by an automorphism \( \langle \cdot, \eta \rangle \) of \( V \) in the sense that \( \mu \iota = \iota^{-1} \circ \overline{U} \circ \iota \). Assuming as we do that dim \( V \geq 2 \), \( U \) is uniquely determined by \( \iota \) and \( V \) up to a phase factor, and the conjugacy-type of \( \eta \) (either the identity or the conjugation map) is uniquely determined by \( \mu \), independent of representation.

IV. CONTINUOUS SYMMETRY GROUPS AND THEIR GENERATORS

The purpose of this section is to demonstrate the effect of the choice of representation on observables that arise as generators of continuous symmetry groups. It is largely motivational and is not required for the main result of this article.

The physics of a system \( \mathcal{S} \) is mostly a matter of its behavior under the action of symmetry groups. In particular, the dynamic of \( \mathcal{S} \) is just its behavior under time-translation. Given any symmetry operation on \( \mathcal{S} \) and any procedure by which two states \( \sigma \) and \( \sigma' \) might be distinguished, there is an entirely equivalent procedure that involves first transforming the states by the symmetry operation, and then applying the given procedure. It follows that the action of a symmetry operation on \( \mathcal{S} \) is an automorphism of \( (S, R, \langle \cdot \| \cdot \rangle) \). (Note that we have indicated the strictly numerical features of \( \mathcal{S} \), viz., \( R, -, \cdot \), and \( \cdot \), by the single symbol ‘\( R \)’. We may also use ‘\( R \)’ loosely to refer to \( R \). We will use this notation and the corresponding notation for complex fields without further comment.) The composition of any two symmetry operations is again a symmetry operation, and any symmetry operation has an inverse, so the symmetries of a given system from a group under composition. Accordingly, the theory of groups of automorphisms of similarity spaces is central to the quantum theory.

As the reader is well aware, even though the physical structure of \( \mathcal{S} \) and its automorphisms, in which complex numbers are nowhere to be seen, constitute physical reality, it is the representations of these entities in complex linear spaces that get all the mathematical attention in quantum mechanics. In the preceding section we have described the representation of similarity spaces—and therefore of physical systems—in linear spaces. We now turn to the topic of groups of automorphisms of similarity spaces. We will restrict our remarks to so-called 1-parameter groups \( \tau \mapsto A_\tau \), where \( \tau \) ranges over \( \mathbb{R} \), and \( A_{\tau + \tau'} = A_\tau \circ A_{\tau'} \).

As noted above, a physical system \( \mathcal{S} = (S, R, \langle \cdot \| \cdot \rangle) \) is isomorphic to a projective space, say \( V = (\mathcal{V}, \mathbb{R}, \langle \cdot \| \cdot \rangle) \), so the theory of automorphisms of \( \mathcal{S} = (S, R, \langle \cdot \| \cdot \rangle) \) is just that of \( \mathcal{V} \). Suppose \( \tau \mapsto A_\tau \) is a 1-parameter group of automorphisms of \( \mathcal{S} \) and \( \iota : S \rightarrow \mathcal{V} \) is an isomorphism. Let

\[
P_\tau = \iota \circ A_\tau \circ \iota^{-1}.
\]

\( \tau \mapsto P_\tau \) is a 1-parameter group of automorphisms of \( \mathcal{V} \). We know from Wigner’s theorem that for each \( \tau \in \mathbb{R} \), there is an automorphism \( \langle U, \eta \rangle \) of \( V = (\mathcal{V}, \mathbb{C}, \langle \cdot \| \cdot \rangle) \) such that

\[
\overline{U} = P_\tau,
\]

and that \( \eta \) is uniquely determined and \( U \) is determined up to a phase factor by this condition. We refer to choosing a representative \( \overline{U} \) as “adjusting the phase”. Following
the usual policy in physics of assuming as much regularity, or smoothness, of functions as is needed to allow the mathematical analysis to proceed, we suppose that the map \( \tau \mapsto P_\tau \) is sufficiently smooth that \( \eta \) is a continuous function of \( \tau \). Since \( \eta(0) = 1 \), the identity automorphism of \( \mathbb{C} \), the same is true of \( \eta \) for all \( \tau \), and we will omit its mention in the remainder of this discussion.

We note in passing that the requirement of unitarity by virtue of continuity does not apply to discrete symmetries, such as space-inversion, time-reversal, and charge-conjugation. In particular, as mentioned above and proven below, time-reversal is necessarily represented by a conjugate-unitary operator.

To obtain the usual mathematical setting of quantum mechanics, we require that the phases of the \( U_\tau \)'s be adjusted in such a way that the map \( \tau \mapsto U_\tau \) is itself a group. (See the appendix for a discussion of this.) We require also that \( \tau \mapsto U(\tau) \) be sufficiently smooth that the derivative

\[
\frac{dU_\tau u}{d\tau},
\]

for any \( \tau \in \mathbb{R} \), exist for a sufficiently large set of vectors \( u \in V \). Clearly this derivative is a linear function of \( u \) and its domain is a subspace of \( V \). Define an operator \( K \) by

\[
Ku = \left. \frac{dU_\tau u}{d\tau} \right|_{\tau = 0}.
\]

Since \( U_\tau \) is unitary for all \( \tau \),

\[
0 = \left. \frac{d(U_\tau u|U_\tau v)}{d\tau} \right|_{\tau = 0} = \langle Ku|v \rangle + \langle u|Kv \rangle,
\]

so \( K \) is skew-hermitian.

Conversely, if \( K \) is skew-hermitian, and we let \( W_\tau = \exp(\tau K) \), then for every \( u, v \in V \) and \( \tau \in \mathbb{R} \),

\[
\frac{d(W_\tau u|W_\tau v)}{d\tau} = \langle KW_\tau u|W_\tau v \rangle + \langle W_\tau u|KW_\tau v \rangle = 0,
\]

i.e., \( \langle W_\tau u|W_\tau v \rangle \) is a constant function of \( \tau \). Since \( W_0 = 1 \), \( \langle W_\tau u|W_\tau v \rangle = \langle u|v \rangle \) for all \( u, v \), and \( \tau \), i.e., \( W_\tau \) is unitary for all \( \tau \). Since \( \exp(\tau K + \tau' K) = \exp(\tau K) \exp(\tau' K) \), \( \tau \mapsto W_\tau \) is a 1-parameter unitary group, and indeed, \( W_\tau = U_\tau \). In other words, any sufficiently smooth 1-parameter unitary group is of the form \( \tau \mapsto \exp(\tau K) \) for a skew-hermitian operator \( K \). (This heuristic discussion is properly framed in terms of selfadjoint operators on Hilbert space, but as this discussion is for illustrative purposes only, we make no attempt at rigor. See the appendix for more on this.)

Recall that \( U_\tau \) is defined by \( P_\tau \) only up to a phase factor. Suppose \( c \in \mathbb{C} \) is imaginary, and let \( U'_\tau = \exp(\tau c)U_\tau \). Then \( U'_\tau \) is another unitary group that represents \( P \). The generator of this group is \( K' = K + c1 \). All smooth unitary representations of \( P \) are of this form. Hence the expectation and the eigenvalues just mentioned are determined by \( P \) up to an additive imaginary constant. In the example of the time-translation group this ambiguity corresponds to the fact that, in non-relativistic physics, absolute energy is meaningless—physical laws deal only in differences of energy. As mentioned in the introduction, this is not true in relativistic physics, and the quantum mechanical reason for this is that time-translation is incorporated into the larger and nonabelian Poincaré group. In this connection the theorem of Bargmann is relevant. See also [4, p. 234] for a general discussion of Bargmann’s and Wigner’s theorems and related issues.

There is, however, a deeper and unavoidable ambiguity in the choice of generators, which arises from the choice of conjugacy class of the initial projective representation \( \iota : S \to \tilde{V} \) and applies to all continuous symmetries. Recall that the projective group \( \tau \mapsto P_\tau \) is a mathematical representation of the physical group, \( \tau \mapsto A_\tau \). Specifically, \( P_\tau = \iota \circ A_\tau \circ \iota^{-1} \), where \( \iota : S \to \tilde{V} \) is the particular isomorphism by which physical states are represented by rays in \( V \). Any two such isomorphisms are related by an automorphism \( \mu \) of \( \tilde{V} \), which is represented by an automorphism \( (W, \eta) \) of \( V = (V, C, \mathbb{R}, \langle |\cdot| \rangle) \), where \( \eta \) is an automorphism of \( C \) and \( W \) is a unitary or conjugate-unitary operator according as \( \eta \) is the identity or the conjugation map.

Such a change of representation of physical states in \( \tilde{V} \) leads to a change of representation of the physical symmetry group whereby each group operator \( U_\tau \) is replaced by \( U_\tau' = WU_\tau W^{-1} \), and the generator \( K \) is replaced by \( K' = WKW^{-1} \). If \( W \) is unitary (i.e., \( \eta \) is the identity automorphism of \( C \)) nothing much has changed. In particular, the spectrum of \( K' \) is that of \( K \). For suppose \( u \) is a \( \kappa \)-eigenvector of \( K \) (with the usual work-around for continuous spectra). Let \( u' = Wu \). Then

\[
K'u' = WKW^{-1}(Wu) = W\kappa u = \kappa Wu = \kappa u',
\]

so \( u' \) is a \( \kappa \)-eigenvector of \( K' \). If \( W \) is conjugate-unitary, however,

\[
K'u' = W\kappa u = -\kappa Wu = -\kappa u',
\]

since \( \kappa \) is imaginary.

In a sense, this makes no difference, since to obtain (numerically and physically) real magnitudes for expectations and eigenvalues, we must multiply \( K \) by an imaginary unit, and we have two choices within \( C \) for this unit, say \( j \) and \( j' \). \( jK \) and \( j'K \) have the same spectrum. As discussed in the introduction, there is no basis on which to prefer one conjugacy class of representation in a given projective space over the other, and there is no basis on which to prefer one imaginary unit over the other. The effect of changing either one of these is to multiply the hermitian generators of all continuous symmetries of \( \mathfrak{G} \) by \(-1\); the effect of changing both at once is to leave things the same. We will refer to these choices as ‘setting the sign’ of the corresponding physical quantities. Note that setting the sign of one such quantity sets all the others for a given system. We take energy as a paradigm.
V. THE SIGN OF ENERGY

As discussed in the introduction, certain conventions have historically been invoked—if only implicitly—to set the sign of energy. For example, for many systems the energy is bounded below and unbounded above; this comports with our notion of energy as something of which a system has a definite quantity—more can always be added, but only so much can be removed before it is all gone. Alternatively—and, as it happens, consistently—the sign of energy is chosen so that entropy increases with increasing energy, i.e., temperature is positive. (Systems like the spin system mentioned above, which have states of negative temperature, are idealizations arrived at by ignoring physically important modes such as vibration.)

The purpose of this section is to show that familiar conventions regarding the sign of the generators of continuous symmetries are not always consistent. In particular, energy typically gets the opposite sign to that which would follow from a uniform treatment of time- and space-translation. This is true even in classical mechanics, where continuous symmetries lead to conserved quantities via the lagrangian formulation in a way entirely analogous to quantum mechanics, where continuous symmetries lead to conserved quantities via the lagrangian formulation in a way entirely analogous to quantum mechanics. So as not to extend this digression unduly, we will restrict our remarks to physical systems, we have:

1 For any state \( \Psi \) of a system \( \mathcal{S} \) and \( \Theta \) of an observer \( \mathcal{O} \), \( A\Psi \) appears to \( A\Theta \) as \( \Psi \) appears to \( \Theta \).

According to this rule, the (unitary) operator \( U^\xi_x \) given by

\[
{U^\xi_x}\Psi(t, x + \xi) = \Psi(t, x)
\]

represents spatial translation by the amount \( \xi \). The skew-hermitian generator of the group \( \xi \mapsto U^\xi_x \) is given by

\[
\{K^\xi_x\Psi\}(t, x) = \frac{d}{d\xi} \{U^\xi_x\Psi\}(t, x) = \frac{d}{d\xi} \Psi(t, x - \xi)
= -\partial_x \Psi(t, x).
\]

The same rule applied to time-translation gives the group \( U^\tau_t \) defined by

\[
{U^\tau_t}\Psi(t + \tau, x) = \Psi(t, x),
\]

with the skew-hermitian generator

\[
\{K^\tau_t\Psi\}(t, x) = -\partial_t \Psi(t, x) = \frac{j}{2m}\partial_x^2 \Psi(t, x)
= \frac{j}{2m} \{K^{\tau^2}_t\Psi\}(t, x).
\]

The momentum and energy operators are obtained by multiplying \( K^\xi \) and \( K^\tau \) by imaginary units, of which there are two. To decide which one we want to use, we examine the motion of the particle.

The expectation of the position at time \( t \) is

\[
\langle \Psi|X\Psi_t \rangle = \int dx \overline{\Psi(t, x)}x\Psi(t, x),
\]

where \( X \) is the position operator on the instantaneous statespace given by

\[
\{X\psi\}(x) = x\psi(x);
\]

and

\[
\langle \Psi|X\Psi_t \rangle = \int dx \overline{\Psi(t, x)}x\Psi(t, x),
\]
\[\frac{d}{dt}\langle \Psi(t)|X|\Psi(t)\rangle = \int dx \left( \partial_t \Psi(x,t) \Psi(t,x) + \overline{\Psi(t,x)} \partial_t \Psi(t,x) \right) = \frac{1}{2m} \int dx \left( j \frac{\partial^2 \Psi(t,x)}{\partial x^2} x \Psi(t,x) - j \overline{\Psi(t,x)} x \partial_x^2 \Psi(t,x) \right) = \frac{1}{2m} \int dx \left( j \partial_x^2 \Psi(t,x) x \Psi(t,x) - j \overline{\Psi(t,x)} x \partial_x^2 \Psi(t,x) \right) = \frac{j}{m} \langle \Psi(t)|\{K^x\}|\Psi(t)\rangle.\]

We now use the formula
\[\text{momentum} = \text{mass} \times \text{velocity}, \quad (6)\]

Note that momentum and velocity are signed quantities, so that as long as mass is positive \(\text{(6)}\) stipulates that momentum and velocity have the same sign, i.e., direction. We conclude that the hermitian operator
\[P \overset{\text{def}}{=} -jK^x\]

measures momentum.

Consistency would require that we obtain the energy operator from the skew-hermitian generator of time-translation in the same way, i.e.,
\[E = -jK^t.\]

From \(\text{(5)}\) we obtain
\[E = \frac{1}{2m} K^x t^2 = -\frac{1}{2m} p^2,\]

so \(\text{energy} = -\text{momentum}^2/2m.\)

Of course, this is not the usual formula for kinetic energy, but as we have discussed above, it is an acceptable formula as long as we adopt the corresponding convention for all physical systems. It should be noted that inserting a minus sign in \(\text{(6)}\) changes nothing, as it is equivalent to replacing \(j\) by the other imaginary unit. The reason this discrepancy does not arise in conventional treatments is that time-translation by the amount \(\tau\) is ordinarily defined in terms of the evolution operator \(E_\tau\), which acts on the instantaneous (Schrödinger) state according to the rule: \(E_\tau \Psi\) is the state \(\psi\) after it has been allowed to evolve for a time \(\tau\), i.e.,
\[E_\tau \Psi_t = \Psi_{t+\tau}.\]

If we define \(U'\) as the operator on global states given by
\[\{U' \Psi\}_t = E_\tau \Psi_t = \Psi_{t+\tau},\]

then \(U'_\tau = U^1_{\tau^{-1}}\), where \(U^1\) is the time-translation operator defined above according to the same general rule as \(U^x\), and

\[2 \text{ for any state } \Psi \text{ of a system } \mathcal{S} \text{ and } \Theta \text{ of an observer } \mathcal{D}, U_\tau \Psi \text{ appears to } \Theta \text{ as } \Psi \text{ appears to } U'_\tau \Theta,\]

just the opposite of Rule \(\text{I}\).

As noted above, in classical lagrangian mechanics, if we parameterize the history of a system by an arbitrary parameter \(\tau\) and make time a function of \(\tau\), the canonical momentum for the time coordinate is \(-1\) times the usual energy. It really is just historical accident that we assign the sign we do to energy.

VI. TIME-REVERSAL

This section is devoted to justifying the assertion made in section \(\text{I}\) that time-reversal must ordinarily be conjugate-unitary. A demonstration of this fact provides an illuminating exercise in the management of projection representatives and conjugate-unitary operations, as well as some assurance that such operations are an essential feature of quantum mechanics, not a mathematical oddity. Suppose therefore that a system \(\mathcal{S}\) enjoys time-reversal symmetry. Let \(\tau \mapsto A_\tau\) be the time-translation group of \(\mathcal{S}\), and let \(T\) be time-reversal. Choose some fixed projection representation \(i : \mathcal{S} \to \hat{V}\) of \(\mathcal{S}\). Let \(U\) be a unitary representation of \(A_\tau\), and let \(T\) be an \(\eta\)-unitary representation of \(T\) (via \(i\)). Note that \(\eta\) is uniquely determined by \(T\), i.e., by the physical operation of time-reversal, independently of the choice of \(i\) (and \(V\) and \(\mathcal{C}\)). Since \(A_{-\tau} = T \circ A_\tau \circ T^{-1}\), \(U_{-\tau} = U_\tau T\), \(U_{\tau'} = U_{\tau+\tau'}\), where \(\alpha_\tau\) is a phase factor. For \(\tau', \tau' \in \mathbb{R}\),
\[U_{-(\tau+\tau')} = U_{-\tau} U_{-\tau'} = \alpha_\tau T \circ U_\tau \circ T^{-1} \circ \alpha_\tau T \circ U_\tau' \circ T^{-1} = \alpha_\tau T \circ U_\tau \circ \eta(\alpha_\tau) T^{-1} \circ T \circ U_\tau' \circ T^{-1} = \alpha_\tau \eta(\eta(\alpha_\tau)) T \circ U_\tau \circ U_\tau' \circ T^{-1} = \alpha_\tau \alpha_\tau T \circ U_{\tau+\tau'} \circ T^{-1},\]

so \(\alpha_{\tau+\tau'} = \alpha_\tau \alpha_\tau\), and with the usual assumptions of smoothness, for some \(\alpha \in \mathbb{R}\), \(\alpha_\tau = \exp(i\alpha)\). (\(i\) is a fixed imaginary unit. In this discussion issues related to the choice of imaginary unit and conjugacy class of statevector representation are not germane, and we revert to the customary name for the distinguished imaginary unit.) Let \(H\) be such that \(U_\tau = \exp(i\tau H)\). Then
\[e^{-i\tau H} = e^{i\alpha_\tau T e^{i\tau H} T^{-1}}.\]

Differentiating and evaluating at \(\tau = 0\) we have
\[-iH = i\alpha 1 + T i H T^{-1} = i\alpha 1 + \eta(i) T H T^{-1},\]
so

$$H = i\eta(i)THT^{-1} - a1.$$  

(7)

(Note that $i\eta(i)$ is 1 or $-1$ according as $\eta$ is the conjugation map or the identity map on $\mathbb{C}$; in particular, it is real.)

As discussed above, either $H$ or $-H$ measures the energy; it doesn’t matter which. Let $v \in V$ with $\|v\| = 1$ represent a physical state $\sigma$. The expectation of $H$ for $\sigma$ is

$$\langle v|Hv \rangle = \langle v|i\eta(i)THT^{-1}v - av \rangle = i\eta(i)\eta(\langle T^{-1}v|HT^{-1}v \rangle) - a$$

$$= i\eta(i)\langle T^{-1}v|HT^{-1}v \rangle - a,$$  

(8)

since $i\eta(i)$ is real, $T^{-1}$ is $\eta$-unitary, and $H$ is hermitian, so $\langle T^{-1}v|HT^{-1}v \rangle$ is real.

$T^{-1}v$ represents $T\sigma$, and we see that the expectation of $H$ for $T\sigma$ is therefore $i\eta(i)$ times that for $\sigma$, minus $a$.

If $\eta$ is the identity automorphism of $\mathbb{C}$ then $i\eta(i) = \eta^2 = -1$, so in this case time-reversal changes the sign of energy increments, which is impossible for any system whose energy spectrum is unbounded in one direction and not the other, which is essentially all real physical systems.

If $\eta$ is complex conjugation then $i\eta(i) = 1$, so from (7) we obtain

$$THT^{-1} = H + a1,$$

and

$$T^2HT^{-2} = H + 2a1.$$  

But $T^2$ is a multiple of the identity, and $T^{-2}$ is the reciprocal multiple of the identity, so $T^2HT^{-2} = H$, and $a = 0$. By virtue of (8), the expectation of energy is therefore unchanged by time-reversal.

Note that we have not only shown that, for a system with time-reversal symmetry, time-reversal is represented by a conjugate-unitary operator, but also that the energy of a state is the same as that of the time-reversed state.

VII. REPRESENTATIONS OF COMPOUND SYSTEMS

We have shown that the choice of conjugacy class of representation of physical systems is linked to the sign of certain physical quantities, including energy. We have also shown that the choice of conjugacy class in a given case is just as arbitrary as—is indeed essentially equivalent to—the choice of imaginary unit in a complex field.

And we have shown that the standard choice of energy operator is the opposite of what it reasonably should be. On the other hand, we have discussed the disastrous consequences of changing the conjugacy class of representation (and therefore the sign of energy) of any given system independently of another system with which it can interact. The fact that “all hell would break loose” if we did so cannot be the only bar to this. Moreover, ad hoc rules for the choice of representation based on the spectra of generators of continuous symmetries, or on conservation principles derived from such symmetries, are useless for systems that do not enjoy the symmetries in question.

Is it possible that in such cases the conjugacy classes of representations of diverse systems are unlinked? It hardly seems likely, and in this section we show how and why the conjugacy class of representation of any system is tied to that of any other system with which it may be meaningfully composed.

As discussed above, given a physical system $S = (\mathcal{S}, \mathbb{R}, (\cdot|\cdot))$ and a SCIP space $V = (V, \mathbb{C}, \mathbb{R}, (\cdot,\cdot))$ such that $\mathcal{S}$ is isomorphic to the projective space $\mathbb{P}$, the sign of energy and all other physical symmetry generators is determined by the choice of conjugacy class of the isomorphism $\iota: \mathcal{S} \to V$ and the choice of imaginary unit in $\mathbb{C}$. Without loss of generality, therefore, we may replace the complex field $\mathbb{C} = (\mathbb{C}, \mathbb{R}, <,+,\cdot>)$ by a complex field wdiu $\mathbb{C}(j) = (\mathbb{C}, \mathbb{R}, <,+,\cdot,j)$, where $j$ is either imaginary unit for $\mathbb{C}$. Complex fields wdiu are like real fields in that there is a unique isomorphism relating any two of them, so without loss of generality we may regard all complex fields wdiu, wherever they occur, as identical. We will use ‘$i$’ to denote the distinguished imaginary unit in this (these) field(s). All the ambiguity now resides in the conjugacy class of the isomorphism used to obtain the projective representation of any given physical system.

Suppose $\mathfrak{A}$ and $\mathfrak{B}$ are quantum systems. To avoid irrelevant complications, we suppose $\mathfrak{A}$ and $\mathfrak{B}$ to be distinguishable in the following sense. Given particular states $\alpha$ of $\mathfrak{A}$ and $\beta$ of $\mathfrak{B}$, a unique state $\alpha\beta$ of the compound system $\mathfrak{C} = \mathfrak{A}\mathfrak{B}$ is determined. Moreover, if either $\alpha \neq \alpha'$ or $\beta \neq \beta'$ then $\alpha\beta \neq \alpha'\beta'$. In other words, there is a well defined map,

$$\alpha, \beta \mapsto \alpha\beta,$$

from $\mathfrak{A} \times \mathfrak{B}$ to $\mathfrak{C}$, and this map is one-to-one.

Recall that the similarity of physical states $\sigma$ and $\sigma'$ is the probability that the answer to the question ‘is the state $\sigma$’? is ‘yes’ when the state is $\sigma$. It is a basic principle that questions of this form for $\mathfrak{A}$ and for $\mathfrak{B}$ are commuting quantum observables. In general, any observation that asks only about $\mathfrak{A}$ commutes with any observation that asks only about $\mathfrak{B}$.

It follows that if $\varepsilon_1 = \alpha_1\beta_1$ and $\varepsilon_2 = \alpha_2\beta_2$ are two elements of $\mathfrak{E}$ that happen to be pure product states,

$$\langle \varepsilon_1|\varepsilon_2 \rangle = \langle \alpha_1|\alpha_2 \rangle\langle \beta_1|\beta_2 \rangle.$$  

(9)

As before, we let $\mathfrak{A}$, $\mathfrak{B}$, and $\mathfrak{E}$ be SCIP spaces, and let $\iota^{\mathfrak{A}}$, $\iota^{\mathfrak{B}}$, and $\iota^{\mathfrak{E}}$ be isomorphisms of $\mathfrak{A}$, $\mathfrak{B}$, and $\mathfrak{E}$ with their respective projective spaces. As discussed in Section II, the respective real fields of these structures are related by unique isomorphisms, so we may suppose them all to be the same field without loss of generality. Indeed, we have implicitly supposed this to be the case, in order that
be meaningful. We refer to this common real field as $\mathbb{R}$. As discussed just above, we may suppose the respective complex fields to be with distinguished imaginary unit, so that they too are related by unique isomorphisms, and we may also suppose these all to be the same field, which we refer to as $\mathbb{C}$. Note that if we suppose at the outset that the vector spaces involved all incorporate the same complex field, there is no need to suppose that it has a distinguished imaginary unit.

The map $\alpha, \beta \mapsto \alpha \beta$ corresponds to a map $T : \tilde{A} \times \tilde{B} \to \tilde{E}$ satisfying:

$$\langle T(\alpha_1, \beta_1)|T(\alpha_2, \beta_2) \rangle = \langle \alpha_1||\alpha_2\rangle \langle \beta_1|\beta_2 \rangle.$$  \hspace{1cm} (10)

This basic identity, generalized to an arbitrary finite number of constituent systems, is the starting point for the following fundamental theorem.

**Theorem 2** Suppose $A_1, A_2, \ldots, A_N$, and $E$ are SCIP spaces of dimension at least 2, and suppose $T : A_1 \times \cdots \times A_N \to E$ satisfies

$$\langle T(\alpha_1, \ldots, \alpha_N)|T'(\alpha'_1, \ldots, \alpha'_N) \rangle = \langle \alpha_1||\alpha'_1\rangle \cdots \langle \alpha_N||\alpha'_N \rangle.$$  \hspace{1cm} (11)

Then there is a map $T : A_1 \times \cdots \times A_N \to E$ that represents $T$ and has the following two properties. First, $T$ is $*$-linear in each of its arguments. That is, there is an $N$-sequence $\eta = \langle \eta_1, \ldots, \eta_N \rangle$ of automorphisms of $\mathbb{C}$ (each individually either the identity or the conjugation map), such that $T$ is $\eta_n$-linear in its $n$th argument for $n = 1, \ldots, N$. Second, $T$ satisfies the $\eta$-unitarity condition:

$$\langle T(\alpha_1, \ldots, \alpha_N)|T(\alpha'_1, \ldots, \alpha'_N) \rangle = \eta_1(\langle \alpha_1|\alpha'_1 \rangle) \cdots \eta_N(\langle \alpha_N|\alpha'_N \rangle).$$  \hspace{1cm} (12)

Note that the supposition of single complex field is required in order that (12) make sense.

**Proof** The proof is by induction on $N$. For $N = 1$, the theorem is just Wigner’s theorem. We now suppose the theorem to be true for $N = M$ and will prove it for $N = M + 1$. We therefore suppose that $A_1, A_2, \ldots, A_N$, and $E$ are SCIP spaces, and that $T : \tilde{A}_1 \times \cdots \times \tilde{A}_N \to \tilde{E}$ satisfies (11) with $N = M + 1$.

Condition (12) may be replaced by the two conditions:

1. If $\alpha_n \perp \alpha'_n$ for some $n \in \{1, \ldots, N\}$ then $T(\alpha_1, \ldots, \alpha_N) \perp T(\alpha'_1, \ldots, \alpha'_N)$.
2. $\|T(\alpha_1, \ldots, \alpha_N)\| = \|\alpha_1\| \cdots \|\alpha_N\|$.

To show that these conditions suffice, suppose that $T$ is $\eta_n$-linear in its $n$th argument for each $n \in \{1, \ldots, N\}$, where each $\eta_n$ is an automorphism of $\mathbb{C}$ (either the identity or the conjugation map)—and let $\alpha_n, \alpha'_n \in A_n$ be given for all $n \in \{1, \ldots, N\}$. We want to evaluate $\langle T(\alpha_1, \ldots, \alpha_N)|T(\alpha'_1, \ldots, \alpha'_N) \rangle$, assuming $T$ satisfies Conditions (11) and (12).

For each $n \in \{1, \ldots, N\}$, let $\theta_{n1}$ and $\theta_{n2}$ be an orthogonal pair of normalized vectors in $A_n$ such that $\alpha_n = a_{n1} \theta_{n1} + a_{n2} \theta_{n2}$, for some $a_{n1}, a_{n2}$, and $\alpha'_n = a'_{n1} \theta_{n1} + a'_{n2} \theta_{n2}$, for some $a'_{n1}, a'_{n2}$. (To avoid trivial cases, we have assumed that $\dim A_n \geq 2$ for all $n$.) Using the $\eta$-linearity of $T$ we may write:

$$T(\alpha_1, \ldots, \alpha_N) = \sum_{i_1=1}^{2} \cdots \sum_{i_N=1}^{2} \eta_1(a_{1i_1}) \cdots \eta_N(a_{Ni_N}) T(\theta_{1i_1}, \ldots, \theta_{Ni_N}),$$

$$T(\alpha'_1, \ldots, \alpha'_N) = \sum_{i_1=1}^{2} \cdots \sum_{i_N=1}^{2} \eta_1(a'_{1i_1}) \cdots \eta_N(a'_{Ni_N}) T(\theta_{1i_1}, \ldots, \theta_{Ni_N}).$$

We therefore have:

$$\langle T(\alpha_1, \ldots, \alpha_N)|T(\alpha'_1, \ldots, \alpha'_N) \rangle = \sum_{i_1=1}^{2} \cdots \sum_{i_N=1}^{2} \eta_1(a_{1i_1}) \cdots \eta_N(a_{Ni_N}) \eta_1(a'_{1i_1}) \cdots \eta_N(a'_{Ni_N})$$

$$= \left( \sum_{i=1}^{2} \eta_1(a_{1i}) \eta_1(a'_{1i}) \right) \cdots \left( \sum_{i=1}^{2} \eta_N(a_{Ni}) \eta_N(a'_{Ni}) \right)$$

$$= \eta_1(\langle \alpha_1|\alpha'_1 \rangle) \cdots \eta_N(\langle \alpha_N|\alpha'_N \rangle),$$

as claimed.

We now construct a map $T$ as desired. It will be
convenient to refer to $V_N$ as $B$, and to indicate sequences of length $M$ by an underline, with various conventions, such as: ‘$\underline{\alpha}$’ to mean ‘$\alpha_0, \alpha_1, \ldots , \alpha_M$’, ‘$\underline{\alpha} \in \underline{A}$’ to mean ‘$\alpha_n \in A_n$ for $n = 1, \ldots , M$', and ‘$\underline{\alpha}, \underline{\beta}$’ to mean ‘$\alpha_1, \ldots , \alpha_M, \beta_1, \ldots , \beta_M$’. (Recall that $N = M + 1$.)

Let $\underline{\alpha}_0 \in \underline{A}$ and $\beta_0 \in B$ be arbitrary unit vectors. Let $\underline{\alpha}_0 = \underline{\theta}_0$ and $\beta_0 = \underline{\beta}_0$. $T(\underline{\alpha}_0, \beta_0)$ may be taken to be any unit vector $\theta_0$ in the ray $T(\underline{\alpha}_0, \beta_0)$. $T$ is uniquely determined by the choice of $\theta_0$, as the following construction will show. Since $\theta_0$ is determined up to a phase factor, the same will be true of $T$.

Define $V : \underline{A}_1 \times \cdots \times \underline{A}_M \to \underline{E}$ by:

$$V(\underline{\alpha}) = T(\underline{\alpha}, \beta_0).$$

By the induction hypothesis there are automorphisms $\eta = \eta_1, \ldots , \eta_M$ of $C$ and an $\eta$-unitary map $V : A_1 \times \cdots \times A_M \to E$ that represents $V$, which is determined up to a phase factor. We fix the phase by requiring $V(\underline{\alpha}_0) = \theta_0$.

For any $\underline{\alpha} \in \underline{A}$ define $U_{\underline{\alpha}}$ by:

$$U_{\underline{\alpha}}(\underline{\beta}) = T(\underline{\alpha}, \underline{\beta}).$$

Given a nonzero $\underline{\alpha} \in \underline{A}$, we apply Wigner’s Theorem to $U_{\underline{\alpha}}$ and obtain a $\star$-unitary map $U : B \to \mathbb{E}$ that represents $V$, which is determined up to a phase factor $S_0$. Let $S_0 = 0$. One can show by a topological or by an algebraic argument that $S_0$ is either linear for all $\underline{\alpha}$ or conjugate-linear for all $\underline{\alpha}$. We define $\eta_N$ to be the automorphism of $C$ that is common to all the $S_0$’s.

Finally, we define

$$T(\underline{\alpha}, \underline{\beta}) = S_{\underline{\alpha}}(\underline{\beta}).$$

(13)

Our construction has guaranteed that for all $\underline{\alpha} \in \underline{A}$ and $\beta \in B$, $(T(\underline{\alpha}, \underline{\beta}))^\dagger = T(\underline{\alpha}^\dagger, \underline{\beta})$, so $T$ represents $T$. From this it follows that Condition 3 is satisfied. Since $\|\beta_0\| = 1$ by choice, and $V(\cdot)$ is $\star$-unitary,

$$\|T(\underline{\alpha}, \underline{\beta})\| = \|S_{\underline{\alpha}}(\underline{\beta})\| = \|S_{\underline{\alpha}}(\underline{\beta_0})\| = \|V(\underline{\alpha})\| = \|\alpha_1\| \cdots \|\alpha_M\| \|\beta\|,$$

so Condition 3 is satisfied.

It remains to be shown that $T(\cdot)$ is $(\eta, \eta_N)$-linear. It is straightforward to show that:

$$T(\underline{\alpha}, b\underline{\beta}) = \eta_1(\alpha_1) \cdots \eta_M(\alpha_M) \eta_N(b) T(\underline{\alpha}, \underline{\beta}).$$

It is equally simple to show that $T$ is additive in its last argument, as

$$T(\underline{\alpha}, \beta + \beta') = S_{\underline{\alpha}}(\beta + \beta') = T(\underline{\alpha}, \beta) + T(\underline{\alpha}, \beta').$$

Proving additivity in each of the first $M$ arguments is more involved. For notational convenience, we will carry out the proof for the first argument, but it clearly generalizes to any of the first $M$ arguments. Let $\alpha_m \in \mathbb{E}_m$, $m \in \{2, \ldots , M\}$, and $\beta \in B$ be fixed. Let $\alpha$ stand for $\alpha_2, \ldots , \alpha_M$, with related conventions homologous to those involving $\alpha_1$.

We may then derive the general formula as arguments. Let $\alpha_m = \alpha_1^m \theta_1 + a_m \theta_2$, and $\alpha = \alpha_1 \theta_1 + a_2 \theta_2$. Using the multiplicativity and orthogonal additivity properties (for multiples of $\theta_1$ and $\theta_2$) we have

$$S_{(\alpha + \alpha')}(\beta) = S_{\alpha, \beta} + S_{\alpha', \beta}.$$}

Suppose for the moment that we have this identity for the case $\alpha \perp \alpha'$. We may then derive the general formula as follows. Given arbitrary $\alpha, \alpha' \in \mathbb{A}_1$, let $\theta_1, \theta_2 \in \mathbb{A}_1$ and $a_1, a_2, a'_1, a'_2 \in \mathbb{C}$ be such that $\theta_1 \perp \theta_2$, $\alpha = a_1 \theta_1 + a_2 \theta_2$, and $\alpha' = a'_1 \theta_1 + a'_2 \theta_2$. Using the multiplicativity and orthogonal additivity properties (for multiples of $\theta_1$ and $\theta_2$) we have

$$S_{(\alpha + \alpha')}(\beta) = S_{(\alpha, \beta)} + S_{(\alpha', \beta)}.$$}

as claimed.

All that’s left is to prove orthogonal additivity, so suppose $\alpha \perp \alpha'$ and let $\alpha'' = \alpha + \alpha'$. If either $\alpha$ or $\alpha'$ is 0, the result is trivial, so we henceforth assume that neither vanishes. By the pythagorean property of the inner product, $\langle \alpha'' \rangle = 1$. It follows from Condition 4 that

$$\langle T(\alpha', \beta) \rangle = \langle T(\alpha', \beta) \rangle = \langle T(\alpha', \beta) \rangle = \langle T(\alpha', \beta) \rangle = 1.$$

By Condition 4, $T(\alpha, \beta, \alpha') \perp T(\alpha', \beta, \alpha)$, so $T(\alpha', \beta, \alpha')$ is a linear combination of $T(\alpha, \beta, \alpha')$ and $T(\alpha', \beta, \alpha)$. (By
the pythagorean property of the inner product,
\[ 1 = \langle T(\alpha''', \hat{\alpha}, \beta) \rangle T(\alpha', \hat{\alpha}, \beta) \rangle + \langle T(\alpha''', \hat{\alpha}, \beta) \rangle T(\alpha', \hat{\alpha}, \beta) \rangle + \langle T(\alpha''', \hat{\alpha}, \beta) \rangle T(\alpha', \hat{\alpha}, \beta) \rangle, \]

where \( \gamma \perp T(\alpha', \hat{\alpha}, \beta), T(\alpha', \hat{\alpha}, \beta) \) is such that \( T(\alpha'', \hat{\alpha}, \beta) \) is a linear combination of \( T(\alpha', \hat{\alpha}, \beta), T(\alpha', \hat{\alpha}, \beta) \), and \( \gamma \). If \( T(\alpha', \hat{\alpha}, \beta) \) were not a linear combination of \( T(\alpha', \hat{\alpha}, \beta), T(\alpha', \hat{\alpha}, \beta) \), the third term would be nonzero, violating (13).

In terms of the \( S \) maps, we therefore have
\[ S_{\alpha''', \hat{\alpha}}(\beta) = a S_{\alpha, \hat{\alpha}}(\beta) + \alpha' S_{\alpha', \hat{\alpha}}(\beta), \quad (16) \]
for some \( a, \alpha' \). We wish to show that
\[ S_{\alpha''', \hat{\alpha}}(\beta) = S_{\alpha, \hat{\alpha}}(\beta) + S_{\alpha', \hat{\alpha}}(\beta), \quad (17) \]
If \( \beta \) is proportional to \( \beta_0 \), the additivity we are seeking to prove is just the additivity of \( V(\cdot) \), so we now assume that \( \beta \) is not proportional to \( \beta_0 \). Write \( \beta \) in the form
\[ \beta = b\beta_0 + \beta_1, \]
where \( \beta_0 \perp \beta_1 \) and \( \beta_1 \not= \beta \).

By the \( \eta_N \)-linearity of the \( S \) maps, we have
\[ S_{\alpha''', \hat{\alpha}}(\beta) = \eta N(b) S_{\alpha'', \hat{\alpha}}(\beta_0) + S_{\alpha'', \hat{\alpha}}(\beta_1). \quad (18) \]
Similarly,
\[ S_{\alpha, \hat{\alpha}}(\beta) = \eta N(b) S_{\alpha, \hat{\alpha}}(\beta_0) + S_{\alpha, \hat{\alpha}}(\beta_1), \quad (19) \]
and
\[ S_{\alpha', \hat{\alpha}}(\beta_1) = \eta N(b) S_{\alpha', \hat{\alpha}}(\beta_0) + S_{\alpha', \hat{\alpha}}(\beta_1). \quad (20) \]
Replacing `\( \beta' \)` in (16) by `\( \beta_1' \)`, we have:
\[ S_{\alpha'', \hat{\alpha}}(\beta_1) = a_1 S_{\alpha, \hat{\alpha}}(\beta_1) + a'_1 S_{\alpha', \hat{\alpha}}(\beta_1), \quad (21) \]
for appropriate \( a_1 \) and \( a'_1 \). By the definition of the \( S \) maps
\[ S_{\alpha'', \hat{\alpha}}(\beta_0) = V(\alpha''), \hat{\alpha} = V(\alpha, \hat{\alpha}) + V(\alpha', \hat{\alpha}) = S_{\alpha, \hat{\alpha}}(\beta_0) + S_{\alpha', \hat{\alpha}}(\beta_0). \quad (22) \]
Substituting (16), (19), (21), and (22) in (18), we obtain:
\[ \eta N(b) S_{\alpha, \hat{\alpha}}(\beta_0) + S_{\alpha', \hat{\alpha}}(\beta_0) \]
\[ + a_1 S_{\alpha, \hat{\alpha}}(\beta_1) + a'_1 S_{\alpha', \hat{\alpha}}(\beta_1) \]
\[ = a(\eta N(b) S_{\alpha, \hat{\alpha}}(\beta_0) + S_{\alpha, \hat{\alpha}}(\beta_1)) \]
\[ + \alpha'(\eta N(b) S_{\alpha', \hat{\alpha}}(\beta_0) + S_{\alpha', \hat{\alpha}}(\beta_1)). \]
Since \( S_{\alpha, \hat{\alpha}}(\beta_0), S_{\alpha, \hat{\alpha}}(\beta_1), S_{\alpha', \hat{\alpha}}(\beta_0), \) and \( S_{\alpha', \hat{\alpha}}(\beta_1) \) are mutually orthogonal and nonzero (by virtue of our assumptions that \( \alpha, \alpha', \alpha_1, \ldots, \alpha_{M}, \beta_0, \) and \( \beta_1 \) do not vanish), they are independent, so we can match the coefficients on the left and right sides above to obtain in particular \( \eta N(b) = a \eta N(b) \) and \( \eta N(b) = a' \eta N(b) \). If \( \beta \) is not orthogonal to \( \beta_0 \), then \( b \not= 0 \), so \( a = a' = 1 \), and (16) is the desired identity.

To handle the case that \( \beta \) is orthogonal to \( \beta_0 \) we simply write \( \beta = \beta' + \beta'' \) where \( \beta' \) and \( \beta'' \) are not orthogonal to \( \beta \). Since the \( S \) maps are linear, (17) for \( \beta \) follows from (17) for \( \beta' \) and \( \beta'' \).

VIII. COMPATIBILITY OF REPRESENTATIONS

It is important to remember that the analysis in the preceding section is predicated on the assumption that the complex fields incorporated in the spaces \( A_1, \ldots, A_N, \) and \( E \) are either all the same field, or are fields with distinguished imaginary unit. In the latter case, the existence of unique isomorphisms relating the fields renders it equivalent to the former case, with the added feature of a distinguished imaginary unit. We will henceforth suppose that all vector spaces incorporate the same complex field, with or without a distinguished imaginary unit. As we saw in Section [IV] a choice of imaginary unit is required to determine the sign of generators of continuous symmetry groups, such as the energy operator.

We have noted above that the choices of conjugacy classes of representations of several systems \( A_1, \ldots, A_N \) may be expected to be dependent if the systems “may be meaningfully combined”. It is now clear that this should mean that the composite system \( E = A_1 \cdots A_N \) satisfies the superposition principle, so that \( E \) is isomorphic to the full projective space of a SCIP space, not just to the subset of rays corresponding to pure-product states. Theorem 2 depends on this. We say that the systems are composable in this case.

Suppose now that \( A_1, \ldots, A_N \) are composable, and let \( E = A_1 \cdots A_N, \) with \( E \) isomorphic to \( V \) and \( A_n \) isomorphic to \( V_n \) for each \( n \). Given states \( \alpha_n \) and \( \alpha'_n \) of \( A_n \) for each \( n \), if we let \( \epsilon = \alpha_1 \cdots \alpha_N \) and \( \epsilon' = \alpha'_1 \cdots \alpha'_N \),
\[ \langle \epsilon | \epsilon' \rangle = \langle \alpha_1 | \alpha'_1 \rangle \cdots \langle \alpha_N | \alpha'_N \rangle \]
Theorem 2 tells us that there is a map \( T : A_1 \times \cdots \times A_N \rightarrow E \) that is \( \star \)-unitary in each of its arguments, such that if \( \alpha_n \) represents \( \alpha_n \) for each \( n \), \( T(\alpha_1, \ldots, \alpha_N) \) represents \( \alpha_1 \cdots \alpha_N \). Of course, \( T \) depends on the particular state-vector representations we have chosen for \( A_1, \ldots, A_N, \) and \( E \), but by changing, if necessary, the conjugacy class of one or more of these representations, we can arrange that \( T \) be unitary in all its arguments. There are exactly two ways of doing this, each being obtained from the other by reversing all the conjugacies at once.

Recall that the tensor product of vector spaces \( A_1, \ldots, A_N \) is a vector space \( E \) and a non-degenerate multilinear map \( T : A_1 \times \cdots \times A_N \rightarrow E \), such that the image of \( T \) spans \( E \). We write \( A \otimes \cdots \otimes A_N \) for \( E \), and \( \alpha_1 \otimes \cdots \otimes \alpha_N \) for \( T(\alpha_1, \ldots, \alpha_N) \). If the \( A_n \)s are inner product spaces, we further require that \( T \) be unitary in each of its arguments.

Theorem 2 therefore says that if \( A_1, \ldots, A_N \) are composable distinguishable quantum systems, representable in the SCIP spaces \( A_1, \ldots, A_N, \) there are exactly two choices of conjugacy classes for the representations \( t_n : A_n \rightarrow A_n \), such that there exists a representation \( t : A_1 \cdots A_N \rightarrow (A_1 \otimes \cdots \otimes A_N) \) of the compound system in the tensor product such that \( \alpha_1 \cdots \alpha_N \) is represented by \( \alpha_1 \otimes \cdots \otimes \alpha_N \).

We will say that representations \( t_A \) and \( t_B \) of composable systems \( A \) and \( B \) are compatible if they are consis-
tent with a tensor product representation in this sense. In this way a choice of representation for a given system $\mathfrak{A}$ determines a choice of conjugacy class of representations for all systems $\mathfrak{B}$ with which it is composable. The relationship of compositibility of physical systems in quantum mechanics is surely quite general, perhaps universal. Interactions of quantum systems typically take pure-state states to mixed states, so if $\mathfrak{A}$ and $\mathfrak{B}$ interact—or if there is any possibility of interaction—they are composable. As discussed in the introduction, if there is no such possibility there is no reason a choice of representation of $\mathfrak{A}$ should constrain the choice of representation of $\mathfrak{B}$.

It is important that the notion of compatibility we have defined be an equivalence relation; otherwise it might impose inconsistent constraints on representations. We obtain the reflexivity property by stipulating that any representation is compatible with itself. (This is just a definition for the sake of completeness. It has nothing to do with composing a system with itself, which is not meaningful in the context of this discussion.) The symmetry condition is trivially satisfied. It remains only to show the transitivity property, i.e., if $\iota_A$ is compatible with $\iota_B$, and $\iota_B$ is compatible with $\iota_C$, then $\iota_A$ is compatible with $\iota_C$. An examination of the proof of Theorem [2] for the case $N = 3$ shows that this is true.

IX. CONCLUSION

Suppose we stumble across a quantum system $\mathfrak{A}$ lying in the road, we pick it up and examine it, and we determine that as a similarity space $\mathfrak{A} = (A, \mathbb{R}, \langle \cdot \mid \cdot \rangle)$ it is isomorphic to a SCIP space $A = (A, \mathbb{C}, +, v, s, \langle \cdot \mid \cdot \rangle)$ via some isomorphism $\iota^A$; if we have not already chosen an imaginary unit, any isomorphism—which, representation—is as good as any other. To work this system into the rest of physics as we know it, however, we must choose an imaginary unit. Which one to choose? Our main result is that there is always exactly one choice that renders $\iota^A$ compatible with all the representations we are already using for other systems with which $\mathfrak{A}$ is composable, in the sense that for any such representation $i^B : \mathfrak{B} \to \mathbb{B}$, there is a representation $i : \mathfrak{A} \mathfrak{B} \to A \otimes \mathfrak{B}$ such that for all $\alpha$ and $\beta$, $i(\alpha \beta) = \iota^A(\alpha) \otimes i^B(\beta)$. Alternatively, if our complex field has an imaginary unit at the outset, then the conjugacy class of $\iota^A$ is constrained by the compatibility requirement. The constraint is imposed solely by the similarity structure of $\mathfrak{A} \mathfrak{B}$ vis-à-vis those of $\mathfrak{A}$ and $\mathfrak{B}$.

Only after we have employed the compatibility requirement to fix the conjugacy class of the representation of $\mathfrak{A}$ may we proceed to use the behavior of $\mathfrak{A}$ under various continuous transformation groups such as time- and space-translation to define the corresponding observables—energy, momentum, etc.—from the skew-hermitian generators of the action on these groups on $\mathfrak{A}$. The signs of these observables are thereby fixed for $\mathfrak{A}$ relative to any of the various systems composable with it. We may change all these signs at once, but we may not change any of them individually.

X. APPENDIX

Recall that a 1-dimensional physical symmetry group corresponds to a map $\mathbb{R} \ni \tau \mapsto A_\tau$ that is a homomorphism of the additive group of the reals into the group of automorphisms of the projective space $V$ of a SCIP space $V$. As above, we make the physically reasonable assumption that $A_\tau$ is sufficiently smooth that the conjugacy class of $A_\tau$ cannot change (from unitary to conjugate-unitary) discontinuously and therefore cannot change at all, so for every $\tau$, the operator representations of $A_\tau$ are unitary. To obtain the usual mathematical setting of quantum mechanics, we must show that there exists a sufficiently well behaved group $\tau \mapsto U_\tau$ of unitary operators on $V$, such that for each $\tau \in \mathbb{R}$, $U_\tau = A_\tau$.

The following two theorems provide a definition of “sufficiently good behavior”. The first is due to Stone [5].

Theorem 3 Suppose $\tau \mapsto U_\tau$ is a 1-parameter group of operators on a Hilbert space $H$, and suppose $U_\tau$ is strongly continuous, i.e., for any $u \in \mathcal{H}$ and $\tau_0 \in \mathbb{R}$, $\lim_{\tau \to \tau_0} U_\tau u = U_{\tau_0} u$. Then there is a selfadjoint operator $K$ on $H$, such that for all $\tau \in \mathbb{R}$, $U_\tau = \exp(\tau K)$. For $u \in \text{dom } L$,

$$ Ku = \frac{dU_\tau u}{d\tau} \bigg|_{\tau=0}, $$

and the derivative exists iff $u \in \text{dom } K$.

The second is due to von Neumann [6].

Theorem 4 Suppose $\tau \mapsto U_\tau$ is a 1-parameter group of operators on a Hilbert space $H$, and suppose that for all $u, v \in \mathcal{H}$, the function $f \mapsto \langle U_\tau u \mid v \rangle$ is measurable. Then $U_\tau$ is strongly continuous.

If we are not concerned with “good behavior” we can show the existence of such a group quite easily (assuming the axiom of choice). By Zorn’s lemma (the version of the axiom of choice most immediately applicable here) there exists a maximal set $T$ of real numbers such that the equation $\sum_{n=1}^N a_n \tau_n = 0$ cannot be satisfied with $N$ finite, $\tau_1, \ldots, \tau_N$ distinct members of $T$, and $a_1, \ldots, a_n$ integers not all 0. Any real number then has a representation $\sum_{n=1}^N a_n \tau_n$, with $\tau_1, \ldots, \tau_N$ distinct elements of $T$, which is unique up to permutation. For each $\tau \in T$ we let $U_\tau$ be such that $U_{\tau} = A_{\tau}$ (using the axiom of choice again). For $\tau = \sum_{n=1}^N a_n \tau_n$, we let $U_\tau = \prod_{n=1}^N U_{\tau_n}^a$.

This construction is essentially useless because it does not provide any mechanism to insure that the resulting representation is measurable in the sense of von Neumann’s theorem. Indeed, we may deliberately choose the operators $U_\tau$, $\tau \in T$ so that the group $\tau \mapsto U_\tau$ is quite
pathological. The same sort of construction, by the way, can be used to obtain groups $\tau \mapsto A_\tau$ of projective automorphisms that are equally pathological, which, presumably, actual physical symmetries are not. The following heuristic argument suggests that a sufficiently smooth-projective group has a sufficiently well behaved linear representation. In practice the existence of smooth linear representations is assumed at the outset, as this appears to model physical reality. We use the term ‘smooth’ informally; it generally corresponds to ‘differentiable’ in a suitable sense.

To infer the existence of a well behaved linear representation $\tau \mapsto U_\tau$ we must assume sufficient smoothness of the projective group $\tau \mapsto A_\tau$. Specifically, we assume that for any $r \in \mathbb{V}$, the function $\tau \mapsto A_\tau(r)$ is smooth at $\tau = 0$ in the sense that there exist a nonzero $u \in r$ and a $v \in \mathbb{V}$ (we will casually use ‘$\mathbb{V}$’ for $|\mathbb{V}|$) such that

$$d^2 \langle A_\tau(r) \parallel u + \tau v \rangle = 0,$$

(23)

The second derivative occurs here because $\langle r \parallel r' \rangle$ is in effect 1 minus the square of the “distance” between the rays $r$ and $r'$. If we used the first derivative in (23), the fact of its vanishing would not have much import as $\langle r \parallel r' \rangle$ always attains its maximum value (which is 1) when $r = r'$, so its derivative, if it exists, vanishes.

It is convenient to require that $v$ be orthogonal to $u$ and to specify that $\|u\| = 1$. A simple computation shows that for any $v_0, v_1$ orthogonal to such a normalized $u$,

$$\frac{d^2}{d\tau^2} (u + \tau v_0 \parallel u + \tau v_1) = -2\|v_0 - v_1\|^2,$$

from which it follows that (23) can hold for at most one $v$ orthogonal to $u$.

For each $\tau \in \mathbb{R}$, a unitary representative $U_\tau$ of $A_\tau$ is specified by giving the value of $U_\tau u$. Since $\|u + \tau v\|$ is constant to first order at $\tau = 0$, we may set $U_\tau u = u + \tau v$ for “infinitesimal” $\tau$, and extend this specification to all $\tau$ by the group property. We define a partial linear operator $K$ by

$$Kw = \left. \frac{dU_\tau w}{d\tau} \right|_{\tau = 0},$$

if this derivative exists; otherwise $w \notin \text{dom } K$. Note that $u \in \text{dom } K$ and $Ku = v$. Using the group property again we find that for any $\tau \in \mathbb{R}$, $U_\tau u \in \text{dom } K$ and $KU_\tau u = U_\tau v$. For $w \in \text{dom } K$, let

$$U'_\tau w = e^{\tau K}w.$$

Then $U'_\tau$ and $U_\tau$ agree on $\text{dom } U' = \text{dom } K$. If ‘God’s in his Heaven - [and] All’s right with the world’[7] (which is, after all, the essential heuristic assumption, refreshing in its naïveté), $\text{dom } K$ is dense in $\mathbb{V}$, and $U$ is the unique continuous extension of $U'$ to $\mathbb{V}$.
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