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Abstract—Multi-robot systems can benefit from reinforcement learning (RL) algorithms that learn behaviours in a small number of trials, a property known as sample efficiency. This research thus investigates the use of learned world models to improve sample efficiency. We present a novel multi-agent model-based RL algorithm: Multi-Agent Model-Based Policy Optimization (MAMBPO), utilizing the Centralized Learning for Decentralized Execution (CLDE) framework. CLDE algorithms allow a group of agents to act in a fully decentralized manner after training. This is a desirable property for many systems comprising of multiple robots. MAMBPO uses a learned world model to improve sample efficiency compared to model-free Multi-Agent Soft Actor-Critic (MASAC). We demonstrate this on two simulated multi-robot tasks, where MAMBPO achieves a similar performance to MASAC, but requires far fewer samples to do so. Through this, we take an important step towards making real-life learning for multi-robot systems possible.

I. INTRODUCTION

Reinforcement Learning (RL) for multi-robot systems in the real world can be prohibitively expensive due to the large amount of time required, as well as the possibility of breaking hardware from trial and error of the algorithm [1]. Training in a simulation is possible, but it introduces a reality-gap, meaning that the performance may not transfer to the real world due to simulator imperfections. Therefore, to (re-)train in the real-world, there is a need for sample-efficient learning algorithms, i.e., algorithms that can learn behaviors with a small number of trials.

This research proposes the use of model-based learning to improve sample efficiency of multi-agent RL. The idea is to learn a model of the world dynamics to generate additional training data, speeding up the learning process. To do this, we introduce a novel model-based multi-agent RL algorithm: Multi-Agent Model-Based Policy Optimization (MAMBPO), which is a multi-agent adaptation of the Model-Based Policy Optimization (MBPO) algorithm [2]. We demonstrate MAMBPO on two multi-agent domains, showing that it is more sample-efficient than state-of-the-art model-free approaches. MAMBPO adopts the Centralized Learning for Decentralized Execution (CLDE) framework. The CLDE framework allows centralized information to be used during training to improve the stability and performance of the algorithms. Then, during execution, no centralized information is required and all agents act fully decentralized, a desirable characteristic in many multi-robot systems [3]. A diagram of the framework is shown in Figure 1. To the best of our knowledge, this is the first application of learning with a generative world model within the CLDE framework.

This paper is structured as follows. Section II details related works and establishes the novelty of our approach. Section III introduces MAMBPO, explaining how it combines CLDE learning and model-based RL. In Section IV MAMBPO is tested on two benchmark domains: cooperative navigation and cooperative predator-prey. Section V discusses the main conclusions and future work towards real-life learning for multi-robot systems.

II. RELATED WORK

Various CLDE algorithms for continuous action spaces have been developed. Multi-Agent Deep Deterministic Policy Gradient (MADDPG) is a CLDE variant of the single-agent DDPG algorithm [4]. MADDPG, suitable for cooperative, competitive, and mixed domains, uses centralized critics that take the concatenated joint observations and actions of all agents as an input and outputs the estimated value for a single agent. The actors are decentralized, taking only the agents’ own observations as an input and outputting a deterministic action. Iqbal and Sha proposed Multi-Actor-Attention-Critic (MAAC) [5], using an attention mechanism to improve the scalability. Another alternative is a maximum entropy variant called Multi-Agent Soft Actor-Critic (MASAC). In maximum entropy RL, agents have an incentive to maximize exploration within the policy. This can increase both stability as well as sample efficiency [5], [6]. MASAC will serve as our model-free benchmark, and is integrated for policy optimization in our model-based algorithm.
Model-based learning has recently shown great sample-efficiency improvements for single-agent domains. Early model-based RL approaches suffer from poor asymptotic performance due to a phenomenon known as model bias, where agents exploit inaccuracies in a model, resulting in suboptimal policies in the real environment. Recent work utilizes models that explicitly and simultaneously take into account aleatoric and epistemic uncertainty, for example through the use of ensembles of stochastic neural network models [7], reducing the impact of model bias. Such models have resulted in algorithms that are comparable to state-of-the-art model-free algorithms in terms of asymptotic performance, yet are able to learn with up to an order of magnitude greater sample efficiency [2].

Few works combine CLDE and model-based learning. Krupnik et al. [8] proposed the use of Model-Predictive Control based on the learned world model. However, this requires using the model during execution, which in turn requires centralized information, making it unsuitable for decentralized execution. Other research investigates the possibility of using a model to not only predict the environment but also predict the policies of opposing agents in 2-agent competitive domains [9]. This approach, however, was only evaluated on a task where the opponent agent has a fixed policy, rather than being an opponent that is learning concurrent to the agent itself, which then does not address non-stationarity.

III. METHODOLOGY

In this section, we present our RL method termed MAMBPO. Section III-A describes the problem and relevant notation. Section III-B explains MAMBPO and its two main components: policy optimization through Multi-Agent Soft Actor-Critic (MASAC) and model-based learning through Model-Based Policy Optimization (MBPO).

A. Problem Description & Notation

In this research, we consider the problem of a group of agents interacting cooperatively within an environment, formalized in the Decentralized Partially Observable Markov Decision Process (Dec-POMDP) framework [10]. This framework is illustrated in Figure 2. At every timestep $t$, every agent $i \in \{1, ..., n\}$ simultaneously receives an individual observation $o_{i}^{t}$ from a joint observation $o_{i} := \{o_{i}^{t}\}_{i=1}^{n}$. An action $a_{i}^{t}$ is then sampled from a (stochastic) policy ($\pi^{t}$), such that $a_{i}^{t} \sim \pi^{t}(\cdot | o_{i}^{t})$. We use the $\pi^{t}(\cdot | o_{i}^{t})$ notation to indicate the full probability distribution of $\pi^{t}$ and we use the notation $\pi^{t}(a_{i}^{t} | o_{i}^{t})$ to indicate the probability density function at a particular value $a_{i}^{t}$. The concatenation of the actions from all agents is the joint action, denoted $a_{t} := \{a_{i}^{t}\}_{i=1}^{n}$. Note that we use superscripts to indicate individual observations ($o_{i}^{t}$) and actions ($a_{i}^{t}$) rather than the joint observation ($o_{t}$) and action ($a_{t}$), which are indicated in bold and without a superscript. Similarly, we use $\pi$ to indicate the joint policy of all agents. The environment takes the joint action and a hidden environment state $s_{t}$ to (stochastically) produce a new hidden state through sampling from the state-transition function $P$, such that $s_{t+1} \sim P(\cdot | s_{t}, a_{t})$. The environment then produces a joint observation and reward through the observation function $O$ and reward function $R$ respectively: $o_{t+1} \sim O(s_{t+1}), r_{t+1} \sim R(s_{t+1})$. The goal for each agent is to find policy $\pi^{t}$ that maximizes the expected return, which is the expected value of the cumulative reward, discounted with some factor $\gamma$ over time until some terminal condition is reached: $E(G_{k}) = E[\sum_{t=t_{\text{terminal}}}^{T} \gamma^{-t} r_{t+1}]$. The state-action value $Q$ is a measure for the expected return of an agent given a certain starting state $s_{t}$ joint policy $\pi$ and initial joint action $a_{t}:

$$Q^{\pi}(s_{t}, a) = E_{\pi}[\sum_{t=t_{\text{terminal}}}^{T} \gamma^{-t} r_{t+1} | s_{t}, a_{t}] = a$$

A Dec-POMDP can either have finite sets of states, actions, and observations, or it can have continuous state-, action-, and observation-spaces. In this article, we consider Dec-POMDPs of the continuous type.

![Figure 2: Description of the interaction between the agents and the environment in a Dec-POMDP.](image)

B. Multi-Agent Model-Based Policy Optimization

Our novel MAMBPO algorithm is a combination of model-based RL and CLDE. The core idea is that it is easier for an agent to learn a model of the world than it is to optimize a policy. Therefore, MAMBPO learns a world model and then uses this world model to generate additional experience to train the agent’s policy on. We train the policy through MASAC, a CLDE variant of Soft Actor-Critic [5], [6]. This two-step process of model learning and policy optimization allows for improved sample efficiency compared to directly optimizing a policy. A high level overview of the algorithm can be seen in [Algorithm 1]. Agents interact with the environment and a centralized replay buffer ($B_{\text{env}}$) is used to store the transitions. Periodically, a centralized world model ($\hat{p}_{\text{world}}$) is trained on this replay buffer. The world model is then used to generate additional samples, stored in a separate replay buffer ($B_{\text{model}}$). We supplement this second replay buffer with a small amount (in our case 10%)
of real environment data, similar to the original MBPO implementation [2]. The second replay buffer, $B_{model}$, is used to train the actor and critic networks. The key insight that allows this algorithm to perform sample-efficient learning is that the larger diversity in the replay buffer from generating rollouts through the model makes it possible to increase the number of gradient updates $G$, without overfitting the actors or critics. The following paragraphs will explain the two main components in more detail. Section III-Ba explains the model learning and experience generation. Section III-Bb explains the policy optimization.

a) **Model-Based Learning through MBPO:** To learn a world model and generate experience to train the policy on, we adapt the single-agent MBPO algorithm [2] to be suitable for multi-agent domains. Our adaptation uses a centralized world model ($\hat{p}_0$) that predicts the reward and observations for the next time step given the joint observation of our current time step and the joint action of all agents: $o_{t+1}, r_{t+1} \sim \hat{p}_0(o_t, a_t)$. The remainder of the model architecture, learning, and usage is performed similar to the original implementation. To summarize, we use an ensemble of stochastic neural networks to prevent model bias. The network is trained on the replay buffer as a maximum likelihood estimator for the next observation and rewards. This critic, through taking the joint action of all agents as an input, removes the non-stationarity of the environment.

The actor-critic architecture splits up the agent into two separate components: an actor that performs action selection given an observation and a critic that serves as an estimator for the return given a selected joint observation and action. The critic for an agent $i$ is thus a function of the joint observation and joint action of all agents and serves as an estimator for the expected return: $Q_{\varphi_i}(o_t, a_t) \approx Q^*(s_t, a_t)$. This critic, through taking the joint action of all agents as an input, removes the non-stationarity of the environment.

For this approximation to be a good estimator, the joint observation $o_t$ must contain similar information to the full system state $s_t$. The actor of agent $i$ stochastically selects an action given its individual observation: $a_t^i = \pi_{\phi_i}(\cdot|o_t^i)$. In this article, we consider both the actor and the critic to be neural networks, with parameters $\phi_i$ and $w^i$ respectively.

After every time step, the actors and critics are trained by taking a number of gradient descent steps using a batch of sampled transitions from the replay buffer. In MASAC, the entropy of the policy is maximized simultaneously to maximizing the expected return. This encourages exploration, stabilizing training and improving sample efficiency [6], [5].

The critic is trained through temporal difference learning, where the target for the critic is set to the following:

$$y = r_{t+1} + \gamma \left( \hat{Q}_{\varphi_i}(o_{t+1}, a_{t+1}) - \alpha \log \pi_{\phi_i}(a_{t+1}^i|o_{t+1}^i) \right),$$

$$a_{t+1} \sim \pi(\cdot|o_{t+1})$$  \hspace{1cm} (1)

Without the log term, this function is equivalent to standard temporal difference learning used in RL. The log term is an additional term used in (MA) Soft Actor-Critic which rewards policies that have a high entropy. Here, $\alpha$ is a weight that determines the level of entropy regularization. In our implementation, we automatically tune this weight during training by tracking a reference entropy of the policy. The critic’s loss function is set to be the mean squared error of this target with the current Q-value estimator:

$$\mathcal{L}_{Q_i} (w^i, B) = \left( \hat{Q}_{\varphi_i}(o_t, a_t) - y \right)^2,$$

$$\left( o_t, a_t, r_{t+1}, o_{t+1} \right) \sim B, \quad a_{t+1} \sim \pi(\cdot|o_t)$$  \hspace{1cm} (2)

For the actor, the goal is to maximize the expected return and entropy of the agent’s policy. The policy is thus updated through the policy gradient with the following loss function:

$$\mathcal{L}_{\pi} \left( \phi^i, B \right) = - \left( \hat{Q}_{\varphi_i}(o_t, a_t) - \alpha \log \pi_{\phi_i}(a_{t+1}^i|o_{t+1}^i) \right),$$

$$\left( o_t, a_t \right) \sim B, \quad a_t \sim \pi(\cdot|o_t)$$  \hspace{1cm} (3)

IV. **Experiments & Results**

This section tests MAMBPO against MASAC, its model-free counterpart. The test domains and hyperparameters are detailed in Section IV-A and Section IV-B, respectively. The results are shown in Section IV-C.
A. Environment Descriptions

We test using two benchmark domains from the multi-agent particle environments benchmark suite [11], [4], simulating agents in a 2D space. We use a modified version of the suite [12] that allows continuous actions for each agent: agents output a desired acceleration in the x- and y-direction. Each episode consists of 25 time steps.

![Illustrations of the two benchmark domains.](image)

(a) Cooperative navigation (b) Cooperative predator-prey

Fig. 3: Illustrations of the two benchmark domains.

a) Cooperative navigation: In this task, agents need to simultaneously cover three target locations whilst avoiding collisions with each other. Both the agents and targets are spawned at random locations at the start of each episode. The agents receive a cooperative reward based on the distance between each target and the closest agent to that target. The agents perceive the relative locations of all other agents as well as those of all targets. The domain is illustrated in Figure 3a. This task requires coordination without communication to determine which agent should cover which target.

b) Cooperative predator-prey: In this task, three collaborating agents need to catch a prey. This domain is a modification of the simple-tag domain of the multi-agent particle environments benchmark environment suite. The prey policy is replaced with a fixed heuristic to move away from predators when predators are close. The predators receive a reward for every time step at least one predator is on top of the prey. The domain is illustrated in Figure 3b. Catching the prey requires less coordination amongst agents compared to the cooperative navigation domain. However, this domain is of interest because it contains sparse rewards, which can complicate learning.

B. Hyperparameters and Experiment setup

For a fair comparison between MAMBPO and MASAC, the hyperparameters are kept constant between both environments and both algorithms. Both algorithms use the same code, with the exception of a switch that determines whether to train the model $\tilde{p}_\theta$ and whether to use $\mathcal{B}_\text{model}$ for training the actors and critics. The only hyperparameter that is varied between the two algorithms is the number of gradient steps performed per environment step, as we hypothesize that setting this to a higher value benefits from the larger diversity in the replay buffer in the case of model-based learning. For a fair comparison, we test the model-free learning algorithm using both the higher number of gradient steps (10) as well as the smaller number of gradient steps (1). Our low value for gradient steps is the standard value used in single-agent SAC algorithms, but it is still significantly higher than the values used in previous research on these multi-agent domains, as we found this to improve performance for both algorithms. In MAMBPO, we set the model rollout length to 1 time step. This was also found to work well in the original MBPO implementation. The full hyperparameter settings can be found in Table I.

C. Results

a) Rewards on benchmark domains: The results of MAMBPO against MASAC can be seen in Figure 4 for both domains. MAMBPO results in higher rewards for a given number of episodes, requiring between $1.7 \times$ (cooperative navigation) and $3.7 \times$ (predator-prey) fewer episodes to reach the final score achieved by the standard (1 step) MASAC algorithm. Increasing the number of gradient steps performed in MASAC does not improve performance or, in the case of predator-prey, prohibits learning altogether.

b) Success rates on benchmark domains: For the cooperative navigation task, an episode is successful if all three targets are simultaneously covered for at least 1 time step without any collisions occurring during the episode. We show the success rates at different stages of learning in Table II. Although the success rates for both algorithms remain relatively modest (at most 37.1%), MAMBPO outperforms MASAC by 16.3 percentage points halfway during training, and 11.2 percentage points after 5000 episodes. Of the unsuccessful
(a) Cooperative navigation. The average cumulative reward per episode of MASAC (1 step) after 5000 training episodes is reached by MAMBPO after only 2980 episodes. This corresponds to about a 1.7 times improvement in sample efficiency.

(b) Cooperative predator-prey. The average cumulative reward per episode of MASAC (1 step) after 5000 training episodes is reached by MAMBPO after only 1340 episodes. This corresponds to about a 3.7 times improvement in sample efficiency.

Fig. 4: Comparison between the performance of MAMBPO and MASAC on the two benchmark tasks. The number of steps indicates the number of gradient steps performed per real environment step. The results are smoothed using a moving average filter with a filter size of 200 episodes. The bold lines and shaded areas indicate the mean and standard error of the mean over 5 independent runs respectively.

---

c) Model quality: The performance of agents is overlaid with the quality of the world model in [Figure 6]. We do this by generating a number of trajectories in the environment using the current actor, and measure the mean coefficient of determination ($R^2$) between the single-step predictions of the model and the true single-step rewards and observations. In both domains, after approximately 2500 episodes of training, the model does not improve further, even though there are still large inaccuracies in the model. In the cooperative navigation domain, agents continue learning until the end of training, indicating that the model quality is not a bottleneck. In the predator-prey domain, however, the agents stop improving at a similar point in training as when the model quality stops improving. This indicates that model-quality might be limiting the final performance of agents. When we investigate the $R^2$ of individual observations rather than the mean $R^2$ of all observations (not shown in the figure), we see that the model performs worse in predicting observations of velocities compared to positions. The velocity of the prey in the predator-prey domain is the most difficult to predict ($R^2 \approx 0.60$). This is likely because the actions that the prey takes are not directly visible to the model. Rather, the prey uses a fixed heuristic to move around which is a part of the environment and only the relative velocity of the prey can be observed by the agents themselves. We also find that the model has more difficulty in predicting the reward of the predator-prey domain, compared to the navigation domain. This might be caused by the sparseness and highly non-smooth nature of the rewards in the predator-prey domain.

Another important aspect of model quality is model bias. As mentioned in the methodology, ensembles of networks were used to reduce the amount of model bias in our algorithm. Model bias causes the agents to learn to exploit inaccuracies in the model, leading to lower performance. The bias can be assessed by comparing the expected rewards of model predictions with real environment rewards. As shown in [Table III], the differences in rewards are limited, with no
substantial evidence of model bias using 1250 samples.

V. DISCUSSION AND CONCLUSION

The goal of this study is to contribute towards making real-life online learning for groups or even swarms of robots possible, which requires sample-efficient multi-agent RL. To study the potential benefits of model-based learning on sample efficiency for multi-robot systems, we designed and evaluated a new CLDE algorithm: MAMBPO. Using this algorithm, we were able to improve the sample efficiency of a model-free baseline, as demonstrated on two benchmark domains, highlighting the potential benefits of model-based learning.

Our tests indicate that model-based learning can improve sample efficiency. The degree of the improvement varies per domain, as is also the case for the single-agent MBPO [2]. However, although MAMBPO is able to significantly improve sample efficiency, our tests still required thousands of trials to reach desirable performance. Thus, more improvements are needed to reach our goal of real-life learning for multi-robot systems. One development would be to improve model learning speed and quality, for example through regularization [13]) or scalability (for example through attention [5]). Another development would be to improve the policy optimization approach. MAMBPO is a model-based version of Multi-Agent Soft-Actor-Critic; yet model-based enhancements can also be explored for other (currently) model-free algorithms such as Attention-Actor-Critic [5] or Q-MIX [14]. In addition, it should be studied how these algorithms can be scaled up to perform in more complex, real-world tasks. A solution could be to combine sim-to-real learning [15] with model-based RL, such that the agents do not need to start from scratch when acting in the real world.