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Abstract. The aim of the present study was to investigate the properties of paper-and-pencil data collection instruments developed to measure Computational Thinking (CT) based on several variables. Thus, keywords were identified and used in searches conducted in various databases. The outcomes of the search were analyzed based on the inclusion/exclusion criteria and 64 studies that focused on CT measurement were identified. Content analysis findings were classified under several themes. Based the present study findings, it was determined that the number of tools developed to measure CT demonstrated an increasing trend over time. Furthermore, it was found that the above-mentioned studies included mainly tests. Moreover, it was observed that the processes of ensuring validity and reliability were not clearly specified for more than half of the paper-and-pencil data collection instruments designed to measure CT. Based on the findings, several recommendations were presented for future studies and implementations in the related field.
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1. Introduction

Information communication technologies, advanced with the innovations in computer science in the current information age, became an integral part of the everyday life. These technologies, included in every walk of life, while facilitating human life on the one hand, lead to certain transformations by affecting social relations, culture and lifestyles on the other. These changes lead to an increasing complexity in daily problems experienced by individuals and in the need to improve problem-solving skills compatible with the requirements of the current era. Thus, Computational Thinking (CT), which was a term first used by Papert (1980) and took the attention of researchers by the study
of Wing (2006) in the following years, was described as a quality that 21st century individuals should possess in order to systematically analyze the problems they face and to develop and implement the most adequate solutions (Denning, 2009; Guzdial, 2008; ISTE, 2016; Juškevičienė & Dagienė, 2018; Wing et al., 2005).

CT became a popular topic that numerous researchers focused on due to its increasing significance (Selby, 2014). Accordingly, various research were conducted to allow the students to acquire CT skills. Therefore, the literature includes studies conducted to develop CT skills through the use of games, computer programs, robots and software programming (Atmatzidou & Demetriadis, 2016; Berland & Wilensky, 2015; Bers, 2010; Denner et al., 2014; Pellas & Peroutseas, 2016), to identify and develop perception and proficiency in CT (Bower et al., 2017; Ling et al., 2017; Park & Jeon, 2015), and to integrate CT in the curriculum and to develop related curricula (Angeli et al., 2016; Bers et al., 2014; Israel et al., 2015). Measurement of the CT skills was considered as the most significant issue in all studies. This was also denoted as an important issue in the literature (de Araujo et al., 2016; Hadad & Lawless, 2015; Shute et al., 2017). Within the above-mentioned scope, it becomes imperative to measure CT skills effectively to allow future studies on CT skills to achieve their objectives.

1.1. Measuring CT Skills

Measurement is based on the numerical expression of observed qualities, and therefore makes these observations valid for everyone, and is an indispensable part of scientific approach (Bandalos, 2018; Lester et al., 2014). Similarly, measuring CT skills became highly significant in order to understand the effectiveness of the studies and applications that anticipate the development of CT skills. Thus, the methods and measurement tools used to obtain accurate measurements became critical (Reynolds et al., 2010). On the other hand, the measurement of CT skills includes a principal topical weakness and although there are several methods used to measure CT in the literature, there is no commonly accepted approach (García-Peñalvo & Mendes, 2017; Gonzalez, 2015; Shute et al., 2017). This leads to a challenge for researchers both in measuring the validity and reliability of CT measurement and in comparing the findings obtained with different methods (Grover & Pea, 2013; Kim et al., 2013; Shute et al., 2017).

In literature, several studies on the measurement of CT skills utilized analytical tools such as Dr. Scratch and Alice to determine the performance of fulfilling a submitted task (Denner et al., 2014; Werner et al., 2012). Similarly, there are studies that investigated the development of CT within the context of robotics (Atmatzidou & Demetriadis, 2016; Jaipal-Jamani & Angeli, 2017; Sullivan & Heffernan, 2016). Furthermore, there are studies in the literature that aimed to determine the development in CT skills through interviews and observation (Cetin, 2016; Israel et al., 2015). Moreover, several paper-and-pencil data collection instruments such as scales, questionnaires, tests and rubric forms were utilized to measure CT skills. Related studies
include the utilization of scales to measure the level of CT and the self-efficacy perception in CT instruction (Korkmaz et al., 2017; Özçınar & Öztürk, 2018), other studies utilized questionnaires to measure attitude, perception and self-confidence towards CT (Hutchins et al., 2017; Ling et al., 2017; Yadav et al., 2014), and achievement tests and rubrics to measure students’ knowledge and skills in CT (Berland & Wilensky, 2015; Chang, 2017; Jenkins, 2015).

Although there are several approaches in measuring CT skills, paper-and-pencil data collection instruments such as scales, questionnaires, tests and rubric forms are significant due to their frequent use in literature (Atmatzidou & Demetriadis, 2016; Yadav et al., 2014). However, it was considered that the validity and reliability of the above-mentioned data collection tools could lead to more reliable research outcomes in CT. Although various paper-and-pencil data collection instruments were developed to measure CT skills in literature, the lack of research that examined the qualities of these data collection instruments indicates a significant gap. This lack raises curiosity about the efficiencies and qualifications of the data collection tools developed to measure CT which is a multidimensional skill. Similarly, studies conducted with content analysis to further understand CT emphasized the neglected aspects in the measurement of CT skills (Ilic et al., 2018; Kalelioğlu, 2018; Özyurt & Özyurt, 2015; Shute et al., 2017).

Considering that studies conducted with content analysis on education technologies are instructive for new research (Akbulut &; Cardak, 2012; Hew, Kale, & Kim, 2007; Mikropoulos & Natsis, 2011; Shih et al., 2008), it is possible to suggest that examining the qualities of paper-and-pencil data collection tools developed to measure CT skills using content analysis becomes significant in presenting ideas that facilitate the development of more competent measurement tools and determining more effectively the success of the activities carried out to gain the CT skills. Therefore, the present study focused on the investigation of paper-and-pencil data collection instruments developed to measure CT skills. For this aim, following research questions were specified:

1. What is the distribution of CT measurement tools based on years?
2. What is the distribution of CT measurement tools based on the publication characteristics?
3. What is the distribution of CT measurement tools based on the objectives?
4. What is the distribution of CT measurement tools based on the measurement tool type?
5. What is the distribution of CT measurement tools based on the focused sample characteristics?
6. What is the distribution of CT measurement tools based on validity methods?
7. What is the distribution of CT measurement tools based on reliability methods?
8. What is the distribution of CT measurement tools based on the factors and items characteristics?
9. What is the distribution of CT scales based on factor analysis statistics?
2. Method

2.1. The Research Model

In the present study which was designed as a systematic literature review, comprehensive database search was conducted on related databases based on the developed search strategies according to the research questions. Subsequent to the analysis of the studies with inclusion/exclusion criteria, the remaining studies were assessed using a control form developed by the authors. Content analysis method was employed in data analysis. This method was preferred due to its proficiency in comparison, classification and correlation of the collected data (Weber, 1990).

2.2. Search Strategies

The article search was conducted in Web of Science, ERIC, Science Direct, Scopus, ProQuest, Google Scholar. Along with the keyword “Computational Thinking”, additional keywords such as “measure”, “assess”, “scale”, “test” “validity”, “reliability” were used based on the capabilities of the database search engines both in English and Turkish languages. The following search strings were used in English:

“Computational thinking” OR “CT” AND “measure”  
“Computational thinking” OR “CT” AND “assess”  
“Computational thinking” OR “CT” AND “scale”  
“Computational thinking” OR “CT” AND “test”  
“Computational thinking” OR “CT” AND “validity”  
“Computational thinking” OR “CT” AND “reliability”

Furthermore, studies conducted with content analysis in the literature were also taken into consideration and the studies that were considered adequate for the scope of the present study were also included. In case the full text publications were not accessible, journals and corresponding authors were contacted to retrieve the full texts. The article search was carried out between October 17 and 19, 2018. A total of 117 publications were obtained in the search.

2.3. The Inclusion/Exclusion Criteria

Similar to all systematic review studies, inclusion/exclusion criteria were determined based on the present study research questions. The criteria that helped to determine the selection of the studies for the systematic review were as follows:

- A topic directly related to CT content,  
- Published as an article, proceeding, thesis or book/book chapter,  
- Presence of a paper-and-pencil measurement tool developed for CT,  
- An accessible full-text publication.
The first criterion was the choice of topic. Due to its content, CT is considered as a multidisciplinary topic that addresses various fields. Thus, the search results could include publications in several research fields. Given such extensive context, studies that were not directly related to CT such as mathematical computational theories and models were excluded from the analysis. The second criterion focused on the analysis of different types of publications. The third criterion was employed to include studies where CT was the main objective and that developed a paper-and-pencil measurement instrument. Hence, it was ensured that the studies that tackled CT as an additional objective and that did not contribute to CT skills measurement were excluded from the present study. The last criterion was related to the presence of a full-text publication and access. The criterion aimed to eliminate publications such as abstract proceedings, which did not include detailed information on the topic. Furthermore, all non-full-text publications were excluded from the study. Besides, bibliographies of the studies that meet the criteria were examined to reach the maximum number of studies and thus, it was aimed to reach different studies about CT measurement. In line with this method, the study conducted by Özçınar & Öztürk, (2018) was reached as an extra. Finally, 64 out of the 117 accessed studies were included in the study.

2.4. Data Collection Instruments

The study validity and the reliability are significant considerations. Validity refers to an impartial observation of the phenomenon (Kirk & Miller, 1986), and reliability refers to the reproducibility of research findings (Merriam & Tisdell, 2015). In this context, in order to ensure the validity and reliability of the present study, a Computational Thinking Assessment Tool Control Form (CTATCF) was developed by the authors to investigate the publications that developed paper-and-pencil data collection instruments. In the development process of CTATCF, the essential characteristics that measurement tools should possess were determined based on the research questions. Furthermore, the general topics used in content analysis in the literature were also taken into consideration (Akbulut & Cardak, 2012; Hinkin, 1995; Shih et al., 2008). In the subsequent phase, three measurement and evaluation experts were consulted for their opinion on the CTATCF. The form, finalized based on the expert opinions, is presented in Table 1.

| Criteria                        | Options                                      |
|---------------------------------|----------------------------------------------|
| Indexes                         | SSCI/SCI/SCI-Exp, ProQuest, Other            |
| Journal Titles                  |                                              |
| Subjects of Journals            |                                              |
| Years                           | 2010...2018                                  |
| Type of Publications            | Thesis, Article, Book, Book chapter, Proceedings |

Continued on next page
2.5. Data Analysis

Spreadsheet software was used during the data analysis in the present study. The CTATCF criteria and criteria options were entered in the spreadsheet columns in the software. The revealed options during the analysis were added to the preliminary options. After the completion of the CTATCF using these criteria and options, descriptive statistics such as frequency and percentage were conducted based on the research questions. An article was counted more than once in the analysis when it contained several options. This information was useful for the researchers in classifying and summarizing the obtained data (Lomax & Hahs-Vaughn, 2012). Two authors, who published several articles on CT, worked independently during the data analysis process. In the analysis, Cohen’s Kappa statistic was calculated to determine the inter-rater agreement between the encoders and it was found as $\kappa = .94$ for the overall analysis, $\kappa = .90$ for the objective criterion, $\kappa = .92$ for the criterion of validation methods, $\kappa = .95$ for the criterion of reliability methods. Hence, it was possible to suggest that there was a high degree of agreement between the encoders (Landis & Koch, 1977). On the other hand, more in-depth controls were conducted by the authors on several studies that did not explicitly and distinctly defined the characteristics included in the CTATCF. However, in cases where agreement could not be achieved, a measurement and evaluation expert was consulted.

2.6. Limitations

It is not possible to examine all studies in the literature in a systemic review (Van der Kleij et al., 2015). Thus, the present study has several limitations. The first limitation is related to the database selection, employed inclusion/exclusion criteria, and the search strategies used in the database search engines. Another limitation is the final date when the search was conducted. Categorically, the CTATCF, developed and used for the analysis of the studies by the authors, could as well be considered as a limitation.
3. Results

3.1. Distributions Based on Years and Trends

The distribution of studies on CT measurement tools varied based on the year of publication. The annual distribution of the articles is presented in Fig. 1.

The total number of publications in the last 4 years was 46 (71.9%). The total number of publications in the previous 5 years was only 18 (28.1%). Thus, it is possible to suggest that the publication of studies on measurement tools started in 2010, remained stationary until 2015, yet increased after 2015.

3.2. Distribution Based on the Publication Type, Journal, Journal Field, Index and Research Field

Findings indicated that 27 studies on measurement tools were proceedings (42.2%), 23 were articles (35.9%), 11 were theses (17.2%), and 3 were book chapters (4.7%). It could be observed that the articles, which constituted a significant portion of these studies, were published in 20 different journals. It was determined that 15 (65.2%) studies were published in journals indexed in SCI/SSCI/SCI-Exp. This finding could be considered as an indication that the studies were published in widely respected scientific journals. It was observed that the most articles were published in ACM Transactions on Computing Education, Computers & Education, and Computers in Human Behavior, two articles each. It was found that these journals, published in the field of measurement tool development, mainly accepted manuscripts in the fields of education and instructional technologies (65%), computer science and technology (20%) and educational sciences (10%).
3.3. Distribution Based on the Objectives

It was determined that the aims of the studies on CT measurement tool development were concentrated in 10 main themes. These objectives are presented in Table 2.

The most significant of the above-mentioned objectives was measuring the CT levels (42.9%). It was followed by the measurement of CT skills (37.1%), the measurement of CT self-efficacy (5.7%), and determination of the attitudes towards CT (5.7%). Given these findings, it was possible to suggest that the studies mostly focused on measuring CT levels and skills (80.0%). Thus, it could be stated that other objectives were neglected.

3.4. Distribution Based on the Type and Quality of the Measurement Tool

The analysis demonstrated that the most commonly used type of measurement tool was tests (\( f = 36 \)). It was followed by surveys (\( f = 13 \)), rubrics (\( f = 6 \)) and questionnaires (\( f = 5 \)), respectively. It was found that the number of studies conducted on scale development was quite low (\( f = 2 \)). On the other hand, it was revealed that studied measurement tools mostly included open-ended questions (38.6%). Open-ended questions were followed by Likert-type questions (29.3%) and multiple-choice questions (22.6%). Furthermore, the finding that 4 reviewed studies did not include any discussion on the quality of the measurement tool was noteworthy.

3.5. Distribution Based on Sample Population and Size

The majority of the studies conducted to measure CT focused on a target student population (79.7%). Student population was followed by the teacher population (16.4%), one
of the major stakeholders in education. The first of the two intended populations included secondary school students (46.8%), high school students (12.6%), primary school students (10.1%) and university students (8.8%). Only one study was conducted with pre-school students, who could be considered to be a significant focus in CT studies. On the other hand, the teacher population included secondary school \( (f = 5) \) and primary school \( (f = 4) \) teachers, respectively. In this group, only two studies were conducted with pre-service teachers intended population, and these studies were conducted with pre-school and high-school teachers. It was noteworthy that the number of studies conducted with high school teachers was quite insignificant, despite the frequent selection of high school students. Furthermore, it was also a significant finding that the number of studies conducted with university students and faculty members were insufficient. On the other hand, the fact that pre-school students and teachers were not included as an intended population was another issue that required attention. These findings indicated that the objective that CT was a skill to be adopted by each individual in every aspect of daily life was not fully met. The decrease observed in sample population was observed in the sample size as well.

The study sample sizes are presented in Table 3. The majority of the studies were carried out with a sample size between 0 and 100 subjects (51.6%). This range was followed by the studies that were conducted with sample sizes of 101 and 200 (23.4%). As presented in Table 3, there were studies on measurement tools that required high intended population sizes, however the number of studies that exceeded a sample size of 501 was quite low (6.3%). Furthermore, it was determined that four studies provided no information on the sample size. Thus, it could be stated that the information on the sample was not clearly presented.

### Table 3

Sample size of the studies

| Sample Size     | \( f \) | %    |
|-----------------|--------|------|
| 0–100           | 33     | 51.6 |
| 101–200         | 15     | 23.4 |
| 201–300         | 3      | 4.7  |
| 301–400         | 4      | 6.3  |
| 401–500         | 1      | 1.6  |
| 501 and higher  | 4      | 6.3  |
| Unspecified     | 4      | 6.3  |
| **Total**       | 64     | 100.0|

3.6. Distribution Based on the Methods Utilized to Determine Validity

In the reviewed studies, the methods utilized to determine validity were grouped under 10 themes, as presented in Table 4.
As summarized in Table 4, it could be observed that the most common validation method was to conduct a pilot study (13.7%). This method was followed by expert opinion (6.8%), construct validity (6.8%), content validity (4.1%) and language validity (4.1%) methods. On the other hand, it was a noteworthy finding that the majority of studies did not specify which method was used to determine validity (56.2%). Thus, it was possible to suggest that these studies were insufficient in terms of validity. Furthermore, it was determined that the EFA and CFA groups were selected from different groups in two scale development studies analyzed in the present study.

### Table 4
Methods to determine validity

| Methods                  | f  | %    |
|--------------------------|----|------|
| Unspecified              | 41 | 56.2 |
| Pilot study              | 10 | 13.7 |
| Expert opinion           | 5  | 6.8  |
| Construct validity       | 5  | 6.8  |
| Content validity         | 3  | 4.1  |
| Language validity        | 3  | 4.1  |
| Predictive Validity      | 2  | 2.7  |
| Face validity            | 1  | 1.4  |
| Criterion validity       | 1  | 1.4  |
| Concurrent validity      | 1  | 1.4  |
| Convergent validity      | 1  | 1.4  |
| **Total**                | 73 | 100.0|

3.7. Distribution Based on the Methods Utilized to Determine Reliability

The methods used to estimate reliability in reviewed studies are presented in Table 5. Thus, Cronbach alpha was determined as the most commonly employed method (16.7%). This method was followed by inter-rater reliability (8.3%), test-retest (5.6%) and split-half (4.2%) methods. The analysis results indicated that the majority of the studies did not provide information about the methods used to estimate reliability (59.7%). Thus, it could be argued that more than half of the reviewed studies neglected the reliability factor.

Several methods were employed for item analysis in the reviewed studies in the current study as presented in Table 6. These methods were upper-lower group analysis (27% \( f = 2 \)), item total correlation (\( f = 2 \)), item effect size (\( f = 2 \)) and item difficulty index (\( f = 1 \)). It was determined that the remaining studies employed none of these methods (\( f = 58 \)). This approach by the majority of the reviewed studies could be interpreted as an evidence that the researchers did not pay sufficient attention to item analysis.
Table 5
Methods to determine reliability

| Methods                        | f  | %   |
|--------------------------------|----|-----|
| Unspecified                    | 43 | 59.7|
| Cronbach alpha                 | 12 | 16.7|
| Inter-rater reliability        | 6  | 8.3 |
| Test-retest                    | 4  | 5.6 |
| Split-half                     | 3  | 4.2 |
| KR20                           | 1  | 1.4 |
| Item total correlation         | 1  | 1.4 |
| Upper-lower group analysis     | 1  | 1.4 |
| McDonald’s ω                   | 1  | 1.4 |
| **Total**                      | **72** | **100.0** |

Table 6
Methods regarding item analysis

| Methods                        | f  | %   |
|--------------------------------|----|-----|
| Upper-lower group analysis of 27% | 2  | 3.1 |
| Item total correlation         | 2  | 3.1 |
| Item effect size               | 2  | 3.1 |
| Item difficulty index          | 1  | 1.5 |
| Unspecified                    | 58 | 89.2|
| **Total**                      | **65** | **100.0** |

3.8. Distribution Based on the Factors and Number of Items Utilized

In the present study, the measurement tool factors and item counts were also analyzed. Analysis findings are presented in Table 7.

The majority of the studies included 4 (f = 11) or 5 factors (f = 11), as presented in Table 7. These structures were followed by 3- (f = 7) and 6-factor (f = 6) tools, respectively. The fact that a significant number of studies (f = 15) did not address the factor count was a significant finding.

When the tools employed in the studies were analyzed based on item count, it was determined that the majority of the studies included 0 to 10 items (34.4%). This was followed by the studies that included 21 to 30 items (23.4%) and 11 to 20 items (12.5%). In Table 6, it could be observed that the item counts were not specified in 11 reviewed studies. This finding could be interpreted as an evidence that these studies did not provide adequate information on item structures.

Factors employed in reviewed studies are presented in Table 8. As seen in Table 8, the factor frequencies were determined respectively as CT skills (f = 163), CT Concepts
(f = 76), CT Patterns (f = 28), affective CT achievements (f = 9) and cognitive achievements (f = 7). The analysis results indicated that among the 47 CT skills, abstraction (f = 36), algorithmic thinking (f = 12), decomposition (f = 12) and sequence of steps (f = 10) were the most frequently employed factors. Hence, it was possible to suggest that despite the use of a wide variety of skills, there was an agreement on the significance of certain skills. It was determined that 20 factors were used within the context of CT Concepts. The most commonly used factors were loops (f = 15), algorithms (f = 12) and conditions (f = 7). Therefore, it could be stated that this finding, consistent with the analysis results in CT skills, demonstrated the understanding about the importance of several basic factors. It was determined that 14 factors were used in CT patterns, 8 in affective CT achievements, and 6 in cognitive achievements. The factors in these main themes indicated a homogenous distribution, as presented in Table 8. This finding could be interpreted as a lack of consensus on the factors involved in these themes, in contrast to the heterogeneity experienced with CT skills and CT Concepts.

3.9. Distribution Based on Factor Analysis Statistics in Scale Development Studies

The article search, conducted based on the criteria defined in the present study, indicated that there were no scale adaptation studies and only two scales were developed. The fit indices for these studies are presented in Table 9. Initially, it was observed that both studies explicitly reported EFA and CFA statistics. These statistics and the factors included in the studies are listed in Table 9.

It could be stated that the factors used in the study were similar to other measurement tools presented in Table 8 based on the factor count and the factors used in measure-
### Table 8
Factors employed in the studies

| CT Skills                      | f  | CT Skills        | f  | CT Concepts   | f  | CT Patterns | f  | Cognitive Achievements Towards CT | f  |
|-------------------------------|----|------------------|----|---------------|----|-------------|----|-----------------------------------|----|
| Abstraction                   | 36 | Connecting       | 2  | Loops         | 15 | Collision   | 3  | CT Term Definition                | 2  |
| Algorithmic thinking          | 12 | Correctness      | 2  | Algorithm     | 12 | Absorption  | 3  | CT Term Recognition               | 1  |
| Decomposition                 | 12 | Relationship     | 2  | Conditions    | 7  | Generation  | 3  | CT and Other Disciplines Relation| 1  |
| Sequence of Steps             | 10 | Required Task    | 2  | Control Flow  | 6  | Transportation | 3 | Teaching methods of CT            | 1  |
| Pattern recognition           | 6  | Logic            | 1  | Variable      | 6  | Diffusion   | 3  | CT Vocabulary                     | 1  |
| Transfer                      | 5  | Critical Thinking| 1  | Debugging     | 6  | Hill climbing | 2 | Physical Access to CT tools       | 1  |
| Simulation                    | 5  | Reasoning Problems| 1 | Basic CT Concepts | 4 | Manipulation | 2 | Affective Achievements Towards CT | f |
| Data Analysis                 | 5  | Automating Solutions| 1 | Functions     | 3  | Transformation | 2 |
| Parallelization               | 5  | Reuse            | 1  | Data          | 2  | Movement    | 2  | Perceived ease of CT integration | 2  |
| Problem Solving               | 5  | Remix            | 1  | Sorting       | 2  | Push        | 1  | Attitude Towards CT               | 1  |
| Evaluation                    | 5  | Comparison       | 1  | Searching     | 2  | Pull        | 1  | Motivational Access to CT         | 1  |
| Collaboration/Cooperation      | 4  | Recall           | 1  | Testing       | 2  | Strategy    | 1  | Perception of Computing           | 1  |
| Identifying Possible Solutions| 4  | Application      | 1  | Basics of Programming | 2 | Proximity  | 1  | Perceived usefulness of CT        | 1  |
| Formulating Problems          | 3  | Clarity          | 1  | Boolean Logic | 1  | Percent chance | 1 | Self-efficacy                     | 1  |
| Conditional Logic             | 3  | Efficiency       | 1  | Binary Numbers | 1 |             |    | Self-interest                      | 1  |
| Modularity/Modularizing       | 3  | Analogy          | 1  | Cryptology    | 1  |             |    | Behavioral Intention              | 1  |
| Design Solution               | 3  | Mathematical Resolution| 1 | User input | 1 |             |    |                                  |    |
| Questioning                   | 3  | Spatial Reasoning| 1  | Event handlers| 1 |             |    |                                  |    |
| Resources                     | 3  | Process          | 1  | Objects       | 1  |             |    |                                  |    |
| Automation                    | 2  | Expressing       | 1  | Thread synchronization | 1 |             |    |                                  |    |
| Pattern Generalization        | 2  | Inference        | 1  |              |    |             |    |                                  |    |
| Creativity                    | 2  |                 |    |              |    |             |    |                                  |    |
| **Total**                     | 163| **Total**        | 76 | **Total**     | 28 | **Total**   | 16 |                                  |    |
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ments. On the other hand, the researchers stated that EFA and CFA statistics reflected adequate coefficients for the relevant scales (Korkmaz et al., 2017; Özçınar & Öztürk, 2018). Despite the scale studies were infrequent in the literature, it was determined that studies on the development of data collection tools conducted validity and reliability studies meticulously.

4. Conclusions and Further Research

The present study focused on the analysis of 64 studies on the development of paper-and-pencil measurement tools for CT based on their publication years, types, research fields, the aim of the measurement tools developed in these studies, their intended population and population size, the methods adopted to determine validity and reliability, factor and item counts in measurement tools, factors employed in measurement, and EFA and CFA statistics. The present study findings were considered to contribute to future development of quality CT measurement instruments.

Although the concept of CT dates back to the 1980, the present study findings suggested that paper-and-pencil data collection instruments, developed to measure CT skills, emerged only around 2010 in the literature. Thus, it was possible to suggest that CT skill measurement approaches were relatively new. Furthermore, it was determined that the studies on the topic exhibited an increasing trend since 2010. This finding was not consistent with other study results in the literature (Ilic et al., 2018; Şahiner & Kert, 2016). However, it was possible to emphasize that the topic of CT measurement gained significance and an increasing number of researchers started to investigate the topic (Lim, 2015; Selby, 2014; Weintrop, 2016).

The paper-and-pencil data collection instruments that were developed to measure CT were mainly proceedings and articles. These were followed by theses and book chapters, respectively. Based on the finding that CT was scrutinized in different types of

| Scales | EFA Statistics | CFA Statistics | Factors |
|--------|----------------|----------------|---------|
| (Korkmaz et al., 2017) | Explained variance=56.12 | $\chi^2$/df= 3.232 | 1. Creativity |
| | KMO= 0.88 | RMSEA= 0.062 | 2. Algorithmic Thinking |
| | Bartlett= 7727.897 | SRMR= 0.044 | 3. Cooperativity |
| | ($\chi^2$=7727.897; sd=406; p<.001) | CFI= 0.95 | 4. Critical thinking |
| | | AGFI= 0.90 | 5. Problem solving |
| (Özçınar & Öztürk, 2018) | Explained variance=77.91 | $\chi^2$/df= 2.81 | 1. Teaching the design of problem |
| | KMO= 0.960 | RMSEA= 0.08 | 2. Teaching the algorithmic thinking |
| | Bartlett= 7025.68 | SRMR= 0.05 | 3. Teaching the evaluation |
| | ($\chi^2$=7025.68, p<.01) | NNFI= 0.98 | 4. Course planning and teaching methods regarding CT |
| | | CFI= 0.98 | |
| | | GFI= 0.77 | |
publications, it was possible to argue that CT was a prevalent subject (Denning, 2009; Guzdial, 2008; ISTE, 2016). On the other hand, it was noteworthy that the number of peer-reviewed articles was relatively lower when compared to that of the proceedings, and the number of dissertations that included the criticism of an expert jury was relatively small. The subject fields of the journals, where the CT measurement studies were published, included the fields of education and instruction technologies, computer science and educational sciences. This finding was not consistent with the fact that CT is a skill that should be included in every aspect of life (Ilic et al., 2018; National Research Council, 2010; Wing, 2006).

It was determined that the tools designed to measure CT mainly focused on the determination of CT levels and measurement of CT skills (Basu et al., 2017; Berland & Wilensky, 2015; Chen et al., 2017; Grover et al., 2015; Zhong et al., 2016). There are relatively limited number of studies that focused on measuring CT based on affective variables such as self-efficacy, attitude, self-esteem and perception. Furthermore, it was established that the number of measurement tools designed to determine adequate educational CT strategies, the effective use of CT in syllabi, and the competency levels of educational games in CT development was quite low (Bort & Brylow, 2013; Haseski et al., 2017; Wolz et al., 2011). Although the objective of CT level and skill measurement was prioritized, it was considered that conducting measurements based on different dimensions and contexts could provide a more comprehensive information about CT.

It was observed that the tools developed to measure CT mainly included tests. The reason for the extensive use of tests to measure CT was considered to be due to the ease and low cost associated with test development and application (Lane et al., 2016; Murchan & Shiel, 2017; Reynolds et al., 2009). This finding was inconsistent with the previous research findings which indicated the use of questionnaires as a prominent measurement tool in the field of educational technologies. (Goktas et al., 2012; Hew et al., 2007; Simsek et al., 2009). It was also established that the least used data collection tools included scales, checklists and inventories. Although valid and reliable measurements could be conducted with all utilized data collection instruments, the number of scales structurally validated with statistical analyzes were quite low in the literature, thus, this was considered as a certain problem in CT measurement (Ilic et al., 2018). Furthermore, open-ended questions were frequently used to measure CT. Such an approach stemmed from the fact that open-ended questions were easy to develop and could facilitate data collection from the participants (Fein, 2012; Haladyna & Rodriguez, 2013; Wright, 2008). Open-ended questions were followed by Likert-type and multiple-choice questions, respectively. It was considered that these question types were preferred due to their intermittent measurement properties and provision of simplicity in answering and scoring (Coulacoglou & Saklofske, 2017; Domino & Domino, 2006; Groth-Marnat & Wright, 2016). On the other hand, it was considered that four reviewed studies, which did not indicate the nature of the questions utilized, negatively affected the repeatability of these studies by other researchers.

In the reviewed studies, the intended population mainly included students. This finding was consistent with the findings in studies conducted with content analysis in the
literature (Hsu et al., 2018; Ilic et al., 2018; Shute et al., 2017; Şahiner & Kert, 2016). It was suggested that the reason for insistence on the students as the intended population was due to ease of access and the aim to deliver CT skills at early ages in the formal education process. Besides, it was a remarkable finding that preschool students were the least preferred population in the study samples. This approach was not consistent with the CT approach, which is important for individuals of all ages (Williamson, 2016; Wing et al., 2005). It was established that teachers were the second most preferred intended population, following the students. Similarly, Kalelioğlu (2018) expressed that teachers were selected as the intended population, following the students. On the other hand, it was determined that there were quite few studies that focused on faculty members, high school and preschool teachers as their intended population. Similarly, it was determined that the number of studies that focused on pre-service teachers as their intended population was only a few. It was an interesting finding that high school students were often preferred as the intended population, while high school teachers were hardly included in the studies. In other respects, it was a noteworthy finding that pre-school students and teachers were not selected as the intended population. It could be stated that this finding was not consistent with the idea that CT was a skill that should be acquired by every individual in all aspects of daily life (Cecilia Martinez & Emilia Echeveste, 2015; Lu & Fletcher, 2009). Although, the fact that the selection of students in different age groups was consistent with the idea that CT was significant for individuals of all ages (National Research Council, 2010; Wing, 2008), non-inclusion of several age groups contradicted this fact.

It was determined that studies were conducted mainly with a sample size of up to 100 subjects. It was concluded that the number of studies conducted with larger sample sizes than 200 individuals was relatively small. This finding was consistent with the findings of previous research that investigated CT studies using content analysis in literature (Ilic et al., 2018; Şahiner & Kert, 2016). Four studies included no information on sample size. This approach contradicted with the requisite of specifying sample size in the methodology section in the studies (Henson & Roberts, 2006).

Various methods were used to ensure the validity of the data collection tools developed to measure CT. On the other hand, a major shortcoming was identified as the lack of statements on the means used to ensure validity in more than half of the reviewed studies. Furthermore, several studies that indicated that they consulted expert opinions for validity lacked adequate information on the details of the process of obtaining expert opinion, thus their validity was affected negatively. Considering that the validity of the measurement tool is a prerequisite for accurate measurements (Borsboom et al., 2004; Drost, 2011; Maraun, 2012), it was possible to suggest that half of the developed data collection tools were inadequate for conducting valid measurements.

It was found that several studies reported adequate reliability coefficients for the data collection tools to measure CT (DeVellis, 2012; Huck, 2008; Kline, 2000). On the other hand, a major shortcoming was determined in more than half of the reviewed studies, which entailed failure to specify the method that was used to determine reliability. The reliability of a measurement tool is considered as an absolute prerequisite to conduct accurate measurements (Krippendorff, 2008; Murphy & Davidshofer, 2005; Urbina,
It was determined that the factor counts in the data collection tools developed to measure CT ranged between 2 and 15. This finding was consistent with the idea that CT should have a multi-component structure (Basawapatna et al., 2011; Román-González et al., 2017; Shute et al., 2017). In other respects, one of the four reviewed studies did not report the measurement factors and did not provide adequate information on the related data collection tools. This finding was considered to negatively affect the validity and reliability of the related research. Furthermore, it was concluded that data collection tools with up to 30 items were preferred frequently. Similarly, it was reported that the scales developed in social sciences included less than 30 items (Hinkin, 1995; Morgado et al., 2018). On the other hand, it was observed that number of items was not reported in several reviewed studies that focused on measurement tool development. Thus, it could be argued that there was not adequate information on data collection tool item structures.

It was observed that the factors in the data collection tools designed to measure CT were mainly based on CT skills (Atmatzidou & Demetriadis, 2016; Bers et al., 2014; Kazimoglu, 2013; Weese, 2017). It was considered that this was due to the reflection of the frequent use of CT in practice. CT Skills was followed by CT Concepts and CT Patterns (Angeli & Jaipal-Jamani, 2018; Basawapatna et al., 2011; Penmetcha, 2012; Worrell et al., 2015). It was considered that the reason for this was based on the fact that programming and computer applications use was predominant in CT measurement, which was based on programming and computer sciences (Israel et al., 2015; Kim et al., 2013; Pellas & Peroutseas, 2016). In other respects, findings revealed that factors on affective achievements in CT and cognitive achievements in CT were the least used factors (Bean et al., 2015; Hutchins et al., 2017; Özçınar & Öztürk, 2018; Webb, 2013). It was considered that this was due to the predominance of application skills in CT measurement, the theoretical knowledge on the concept, and the insignificance of the sensory achievements. Considering the fact that affective features in a situation, concept, or case are important for individuals to take action, it was possible to assert that a relatively low measurement of psychological characteristics in CT could be considered as a problem, since these traits could support the individuals to voluntarily develop CT skills.

The findings indicated that the frequency of the codes under each factor used to measure CT were similar. Thus, it was determined that abstraction, algorithmic thinking, decomposition and sequence of steps were commonly included in CT skills (Atmatzidou & Demetriadis, 2016; Djambong & Freiman, 2016; Weese & Feldhausen, 2017). Furthermore, loops, algorithms and conditional structures were prevalent within the scope of CT Concepts (Bort & Brylow, 2013; Fadjo, 2012; Grover et al., 2014; Román-González et al., 2017). It was considered that the reason of these approaches stemmed from the fact that certain structures and skills were considered more important, although there was no consensus on using the programming structures and skills in measuring CT, which was based on programming (García-Peñalvo, 2018; Kazimoglu et al., 2012). However, CT patterns, cognitive achievements in CT and affective achievements in CT
were the least studied factors (Bean et al., 2015; Leonard et al., 2015; Webb, 2013). This was due to the fact that literature did not exhibit a dominant trend in factor selection. This approach was considered as an important limitation for CT measurement using various dimensions and its comprehension.

Two CT measurement scales were identified in the literature. These scales were “Computational Thinking Scale”, developed by Korkmaz et al. (2017) and “The Scale for Self-Efficacy Perception Towards Computational Thinking Instruction”, developed by Özçınar and Öztürk (2018). Although paper-and-pencil scales were infrequent in the literature, the above-mentioned data collection tools included meticulous validity and reliability studies and met relevant criteria (Thompson, 2004; Snedecor & Cochran, 1989; Pallant, 2001; Byrne, 2016; Hooper et al., 2008). On the other hand, it was considered that limited and valid scale studies on CT measurement were a major gap in the literature. Thus, it could be suggested that the factors that these scales were based on were the most commonly studied factors in the literature and consistent with the present study findings.

Recommendations for future studies:

1. It is essential to develop data collection instruments that effectively meet the validity and reliability criteria and report these qualifications in detail and the studies should clearly report the research methodology utilized in CT studies.
2. Data collection tools that measure CT in various contexts such as educational digital games, CT integration in course plan, and affective traits should be developed.
3. It is important to study various populations to measure CT. Hence, in further studies on CT, valid and reliable data collection tools should be developed to measure CT skills of individuals particularly at kindergarten and university level, employed in different professions, and elderly individuals.
4. It is necessary to conduct studies that would adopt a larger sample size and with higher generalizability in CT measurement.
5. It is essential to conduct studies that focus on the consistencies between the paper-and-pencil measurement tools developed for CT and other methods used to measure CT.
6. Similar studies could be conducted to examine the validity and reliability of CT measurement methods other than the paper-and-pencil applications.
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