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SUMMARY  Service function chain (SFC) is a series of ordered virtual network functions (VNFs) for processing traffic flows in the virtualized networking environment of future networks. In this paper, we present a mathematical model and dynamic programming based scheme for solving the problem of SFC placement on substrate networks equipped with network function virtualization (NFV) capability. In this paper, we first formulate the overall cost of SFC placement as the combination of setup cost and operation cost. We then formulate the SFC placement problem as an integer linear programming (ILP) model with the objective of minimizing the overall cost of setup and operation, and propose a delay aware dynamic programming based SFC placement scheme for large networks. We conduct numeric simulations to evaluate the proposed scheme. We analyze the cost and performance of network under different optimization objectives, with and without keeping the order of VNFs in SFC. We measure the success rate, resources utilization, and end to end delay of SFC on different topologies. The results show that the proposed scheme outperforms other related schemes in various scenarios.
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1. Introduction

In the era of the fifth generation (5G) mobile communication, new services and applications are emerging, and the network is required to provide various types of services. For example, 4K video services require enhanced mobile broadband (eMBB) communication, self-driving cars require high bandwidth, ultra-reliable and low latency communication (URLLC), and smart cities with densely deployed IoT devices require massive machine type communication (mMTC)[1].

With the advent of new technologies such as network function virtualization (NFV) [2] and software-defined networking (SDN), the different types of services be offered by creating virtual network slices over the same physical network infrastructure. The NFV and SDN also provide a platform to adjust the resources (e.g., CPU, memory, storage and bandwidth) allocated for a network function of the virtual network slice as the service demand increases. However, we require new mechanisms to determine the required amount of resources by network service whose resource demand changes dynamically so that the network resources allocated to the service processing the traffic can be timely adapted in order to maintain the quality of service requirements. Improperly network resource allocation for the service will result in either high resource waste, or invalid service level agreement, and decreases the user experiences. Therefore, the network resources must be utilized efficiently to reduce the capital expenditure (CAPEX) and operating expenditure (OPEX).

In addition to the data forwarding, network functions (NF) are essential to improve security, enhance performance and reduce cost [3]. Traditional network functions are vendor-specific, lack of scalability and flexibility because they are permanently fixed with hardware [4]. Due to this hardware-based fashion, it is difficult and error-prone for traditional networks to add or expand services since the capacity, location and type of functions have been fixed once the networks are deployed. Thus, the network resources must be over-provisioned to cope with the potential increase in the future demand of resources.

Network function virtualization (NFV) decouples the network functions from hardware. NFV enables the network function to run on a piece of generic hardware instead of dedicated one. By utilizing virtualization technology, network functions can be virtualized by installing the virtualized network function (VNF) into virtual machine or container. The VNF can be installed, configured, migrated and adjusted automatically for services to adapt to the dynamically changing demands of network and computation resources.

Despite these advantages of NFV, there many issues yet to be solved. One fundamental issue is the VNF placement of a service function chain (SFC). An SFC defined by the Internet Engineering Task Force (IETF) is an ordered set of network functions for processing traffic flows [5]. In the context of NFV, an SFC is composed of several VNFs, which could be deployed across the physical network. An SFC placement problem is to find out a set of appropriate substrate nodes and path through the substrate network for SFC realizing functions, so that the CPU and bandwidth requirements of the SFC are fully satisfied. The selected set of substrate nodes and path must guarantee the end to end latency requirement and the required order of VNFs in the SFC. The placement of VNFs in SFC is significantly important since a proper placement of VNFs can achieve maximum profit and minimum cost by efficiently utilizing network resources such as CPU, memory and bandwidth, as well as improving the performance, availability and reliability. Figure 1 shows an example of SFC deployment on substrate network.
In this paper, we separate the overall cost of deploying SFC into operation cost and setup cost, and formulate the SFC placement problem as an Integer Linear Programming (ILP) model with the objective of minimizing the overall costs of setup and operation, while satisfying the bandwidth and CPU constraints. We propose a dynamic programming based SFC placement scheme to adapt to large networks as well as guarantee the end-to-end delay requirements of SFC. We also consider guaranteeing the intended order of VNFs, which is a critical requirement for SFCs.

The contributions of this work are as given below.

1. We define the setup and operation costs and formulate the SFC placement problem as an ILP model with the objective of minimizing these costs. The model takes CPU and bandwidth resources as constraints, and satisfies the latency requirements and the order of VNFs in SFC.

2. We propose a dynamic programming based SFC placement scheme to guarantee the end-to-end delay of SFC in the substrate network as well as satisfying the CPU, bandwidth and order constraints.

3. We carry out experimental study to evaluate the cost performance of the network under variation optimization objectives, and we found the setup cost is affected most under different objectives.

4. We perform experimental study on the cost performance of network with and without keeping the order of VNFs in SFC requests. We found that the overall cost of network is higher with keeping the order of VNFs in SFC.

5. We perform experimental study of delay aware dynamic programming based SFC placement scheme. The results show that the scheme can adapt to different network topologies.

The rest of this paper is organized as follows. Section 2 presents the related works. Section 3 defines the setup and operation costs and describes the ILP model. Sections 4 and 5 present the experimental study of the cost and performance. Section 6 concludes this paper.

2. Related Work

Standardization activities and research are ongoing in the field of NFV. There are many published white papers [2], [6], use cases [7], and surveys [8]–[10] of NFV.

Authors in [11]–[14] investigated the virtual network embedding (VNE) problems to find and allocate network resources for configuring virtual networks. Although the SFC placement problem is related to VNE problem, it is more specific to guaranteeing the order of VNFs in the SFC.

A. Dwaraki et al. [15] proposed an adaptive SFC placement based on layered graphs [18] to achieve minimum end to end latency of SFC. N. Huin et al. [16] also utilized the layered graphs and formulated the SFC placement problem into two ILP. The authors also investigated the best compromise between the number of nodes to host one type of VNFs and the bandwidth requirements. Y. Xu et al. [17] proposed a reliable SFC placement scheme by avoiding a single-point failure in the network of layered graphs.

A. Tomassilli et al. [19] formulated the problem as a set cover problem and minimized the total deployment cost while keeping the order of VNFs in SFC. The authors proposed a naïve and faster greedy algorithm, and an optimal algorithm for tree topologies. R. Cohen et al. [20] formulated the SFC placement problem as a facility location problem and a generalized assignment problem to minimize overall network cost. J. Liu et al. [21] proposed a dynamic service function chain deployment and readjustment model that jointly optimize the deployment of new users’ SFCs and the readjustment of in-service users’ SFCs and consider the trade-off between resource consumption and operational overhead.

However, these works only consider network resources such as CPU and bandwidth but do not take the latency or order of VNFs in SFC into consideration. They assume that the SFC paths in the substrate network have been predefined and consider the placement of VNFs along the predefined paths only. They do not consider the operation or setup cost.

3. Network Cost and Problem Model

In this section, we define the network setup and operation costs. Then, we formulate the SFC placement problem as an ILP model with the objective of minimizing the overall cost of setup and operation.

3.1 Network Setup and Operation Costs

The network setup cost is defined as the cost charged only once during the process of placing a VNF on a substrate node, such as the license fee of the VNF. This cost is supposed to be machine type independent and only related to the type of VNF the machine hosts and the number of machines to host it, without considering how much resource this type of VNF consumed or how many SFCs share this.
type of VNF on the same machine. The setup cost can be minimized by the collocation of same type VNFs in the same machine.

The operation cost is the cost of processing a unit of VNF on a substrate node. Differing from the setup cost, the operation cost is machine type dependent, which means different machines process the same type of VNF at different costs. The operation cost is charged based on the amount of CPU requirement of the VNF as well as the type of machine. The operation cost can be minimized by finding the optimal location for processing VNFs for each SFC request at the least cost.

3.2 Modeling of Substrate Network

We model a substrate network as a directed graph \( G = (V, E) \), where \( V \) and \( E \) represent the set of substrate network nodes and edges, respectively. \( C_e \) denotes the CPU resource capacity of \( v \in V \). \( B_{(u,v)} \) and \( L_{(u,v)} \) denote the bandwidth resource capacity and the latency of edge \((u, v)\), respectively, where \((u, v) \in E\).

A. Modeling of type of VNF

We use the following notations to represent the type and cost of VNF.

\( \varphi_\gamma \): a set of VNF types and \( \gamma (\gamma \in \Gamma) \) is a type of VNF.

\( \omega_{\gamma,v} \): per CPU operation cost for \( \gamma \) type VNF on substrate network node \( v \).

The operation cost for an SFC, which requests \( a \) amount of CPU to operate VNF \( f \) on the substrate network node \( v \), is calculated as

\[
\text{operation cost} = a \cdot \omega_{\gamma,v}
\]

B. Modeling of SFC request

The SFC request is modeled with 5-tuple \((s_i, d_i, l_i, b_i, \gamma_i)\), where \( i \) is the \( i \)-th SFC request in the SFC requests set.

\( s_i \): source node of SFC \( i \) in the substrate network, where \( s_i \in V \).

\( d_i \): destination node of SFC \( i \) in the substrate network, where \( d_i \in V \) and \( d_i \neq s_i \).

\( l_i \): maximum end-to-end latency requirement of SFC \( i \). The end-to-end latency of a path for an SFC request cannot exceed this value.

\( b_i \): bandwidth requirement of SFC \( i \). Here, we assume that the bandwidth requirements between any two neighbor VNFs in SFC are identical.

\( \gamma_i \): a vector of ordered VNFs of SFC \( i \), and \( g_{i,j} \) is the \( j \)-th VNF in \( \gamma_i \).

\( \gamma_i \): a vector of ordered VNF types for SFC \( i \). It has the same size as \( \gamma_i \). Specifically, \( t_{i,j} \in \Gamma \) represents the type of \( g_{i,j} \), i.e., the type of the \( j \)-th VNF in \( \gamma_i \).

\( c_i,j \): a vector of CPU resource requirement for SFC \( i \). It has the same size as \( \gamma_i \). Specifically, \( c_{i,j} \) represents the CPU resource requirement of \( g_{i,j} \), i.e., the CPU resource requirement of the \( j \)-th VNF in \( \gamma_i \).

C. Decision variables

\( x_{\gamma,v} \): a Boolean variable that equals 1 if the type of VNF \( \gamma \) is deployed on substrate network node \( v \), and 0 otherwise.

\( y_{i,j,v} \): a Boolean variable that equals 1 if the \( j \)-th VNF in the \( i \)-th SFC is deployed on the substrate network node \( v \), and 0 otherwise.

\( z_{i,(u,v)} \): a Boolean variable that equals 1 if the edge \((u, v)\) is on the path of the \( i \)-th SFC where \((u, v) \in E\).

\( k_{i,v} \): an integer variable that indicates the rank of substrate node \( v \) along the path of the \( i \)-th SFC in the substrate network. This variable ranks the node along the path in the substrate network for one SFC request to avoid loop and keep VNFs’ order in SFC.

D. Constraints

1) Node CPU capacity constraints:

\[
\sum_j y_{i,j,v} \cdot c_{i,j} \leq C_v \quad \forall v \in V
\]

Equation (1) ensures that for all SFC requests, the total CPU requirements of VNFs that deployed on the substrate network node \( v \in V \) cannot exceed the CPU capacity of node \( v \).

2) Placement constraints:

\[
\sum_v y_{i,j,v} = 1 \quad \forall j \text{ in } i, \quad \forall i
\]

Equation (2) ensures that for any VNF in an SFC request, and for any SFC request, the VNF should be deployed on one and only one substrate network node.

\[
\sum_v y_{i,j,v} \leq 1 \quad \forall i, \forall v \in V
\]

Equation (3) ensures that no more than two VNFs in one SFC request are deployed on the same substrate network node, i.e., Eq. (3) prevents the collocation of two or more VNFs in one SFC request.

\[
x_{i,v} = 1 \text{ if } y_{i,j,v} = 1 \quad \forall i, \forall v \in V
\]

Equation (4) ensures that if the \( j \)-th VNF in the \( i \)-th SFC is a \( t_{i,j} \) type of VNF, and this VNF is placed on the substrate network node \( v \), then node \( v \) must be able to host the \( t_{i,j} \) type VNF.

\[
y_{i,j,v} = 0, \text{ if } v = s_i, \quad \forall i, \quad j \tag{5}
\]

\[
y_{i,j,v} = 0, \text{ if } v = d_i, \quad \forall i, \quad j \tag{6}
\]

Equations (5) and (6) ensure that VNFs in SFC requests cannot be deployed on the source node and destination node of SFC in the substrate network.

3) Bandwidth constraints:

\[
\sum_v z_{i,(u,v)} \cdot b_i \leq B_{(u,v)} \quad \forall (u, v) \in E
\]
Equation (7) ensures that the total bandwidth requirement of all SFC requests cannot exceed the total capacity of substrate network bandwidth for any substrate edge \((u, v) \in E\).

4) Latency constraints:
\[
\sum_{(u,v) \in E} z_{i,(u,v)} \cdot L_{(u,v)} \leq l_i \quad \forall i
\]  
(8)

Equation (8) ensures that for any SFC request, the path latency in the substrate network for this SFC request cannot exceed the maximum latency requirement of the SFC.

5) Flow constraints:
\[
\sum_{(u,v) \in E} z_{i,(u,v)} - \sum_{(v,u) \in E} z_{i,(v,u)} = 0
\]
\[\forall u, v \in E, u \neq s_i, v \neq d_i, \forall i\]  
(9)

\[
\sum_{u \in R} z_{i,(u,v)} - \sum_{v \in R} z_{i,(v,u)} = 0
\]
\[\forall v \in R, R \text{ is a set of } v \text{'s neighbor nodes}, v \neq s_i, v \neq d_i, \forall i\]  
(10)

Equation (11) ensures that for any substrate network node \(v\), \(R\) is a set of \(v\)'s neighbor nodes. If \(v\) is neither source node nor destination node, the amount of incoming flow entering node \(v\) is always equal to the amount of outgoing flow leaving node \(v\) (i.e., the number of edges ending at node \(v\) is always equal to the number of edges starting from node \(v\)).

Equation (12) ensures that if substrate network node \(v\) is source node, there are always a certain amount of outgoing flow leaving node \(v\) (i.e., one edge starting from node \(v\)); if substrate network node \(v\) is destination node, there are always a certain amount of incoming flow starting from node \(v\) (i.e., one edge ending at node \(v\)).

\[
z_{i,(u,v)} + z_{i,(v,u)} \leq 1 \quad \forall (u,v) \in E \quad \forall i
\]  
(13)

Equation (13) ensures that one edge in the substrate network can be traveled at most once.

\[
\sum_{(u,v) \in E} z_{i,(u,v)} = 1 \text{ if } y_{i,j,v} = 1 \quad \forall (u,v) \in E \quad \forall i
\]  
(14)

\[
\sum_{(u,v) \in E} z_{i,(v,u)} = 1 \text{ if } y_{i,j,v} = 1 \quad \forall (u,v) \in E \quad \forall i
\]  
(15)

Equations (14) and (15) ensure that the path must travel through the substrate network node \(v\) if the \(j\)-th VNF in the \(i\)-th SFC is deployed on node \(v\).

\[
k_{i,u} - k_{i,v} \geq 1 - |V| \cdot (1 - z_{i,(u,v)}) \quad \forall (u,v) \in E \quad \forall i
\]  
(16)

\[
k_{i,u} = 0 \text{ if } u = s_i \quad \forall i
\]  
(17)

Equations (16) and (17) ensure that no isolated loop is generated in the network. An isolated loop is a path that starts from a substrate node and ends at the same substrate node. All nodes in the loop satisfy constraints (11), but this loop is apart from the path of SFC, which starts from source node, ends destination node and connects the nodes that host VNFs. To avoid this isolated loop, we assign the substrate node along the path of SFC a rank number as shown in (16) (17). If \(z_{i,(u,v)}\) is equal to 1, that \((u,v) \in E\) is on the path of SFC, and node \(v\) comes after \(u\) as it is a directed graph, the rank of \(v\), \(k_{i,v}\), is always higher than the rank of \(u\), \(k_{i,u}\). If \(z_{i,(u,v)}\) is equal to 0, it has no impact on the rank of nodes \(u\), \(v\), since \(|V|\) is the number of nodes in substrate network. It is obvious that the destination node will always have a higher rank than the source node. Thus, the path will never travel back to the source node, and the possibility of isolated loops is eliminated.

7) VNFs order constraints:
\[
k_{i,u} - k_{i,v} \geq 0 \text{ if } y_{i,j,+1,v} = 1 \text{ and } y_{i,j,v} = 1
\]
\[\forall i, j, \forall u, v \in V\]  
(18)

Equation (18) ensures that if substrate network node \(u\), \(v\) can host the \((j+1)\)-th and \(j\)-th VNF in one SFC request, respectively, then substrate node \(u\) should come after substrate node \(v\) in the flow path to keep the order of VNFs.

E. Optimization objective

The objective is to minimize the setup cost and operation cost. Total setup cost \(S\) is defined as
\[
S = \sum_{\gamma \in \Gamma} \sum_{v \in V} x_{v,\gamma} \cdot \varphi_{v}\gamma
\]

Here, \(x_{v,\gamma}\) is a Boolean variable that equals 1 if the type of VNF \(\gamma\) is deployed on substrate network node \(v\) and \(\varphi_{v}\gamma\) is the setup cost of \(\gamma\) type VNF on one substrate node.

\[
\sum_{v \in V} x_{v,\gamma} \cdot \varphi_{v}\gamma
\]
indicates the number of nodes in the substrate which host \(\gamma\) type of VNF, and \(\sum_{v \in V} x_{v,\gamma} \cdot \varphi_{v}\gamma\) is the summation of setup cost for \(\gamma\) type VNF.

By minimizing the setup cost, one type of VNF can be deployed on as minimum number of substrate network nodes as possible. Here we have assumed that VNF license fee is issued accorded to the number of machines hosting it.

Operation cost \(O\) is defined as
\[
O = \sum_{i} \sum_{j} \sum_{v} y_{i,j,v} \cdot c_{i,j} \cdot \omega_{i,j,v}
\]

Here, \(\omega_{i,j,v}\) is per CPU operation cost for substrate node \(v\) operating VNF \(g_{i,j}\), and \(c_{i,j}\) is the amount of CPU requirement for VNF \(g_{i,j}\). Thus, \(y_{i,j,v} \cdot \omega_{i,j,v}\) is the total operation cost for substrate node \(v\) operating VNF \(g_{i,j}\). This objective sums up all the cost of VNFs of all SFC requests. By minimizing this operation cost, the VNFs can be deployed with a minimum cost of substrate network nodes.

The final optimization objective is to minimize \(S\),
which is the summation of setup and operation costs, as given below:

\[
\text{Minimize } \mathcal{C} = S + O
\]

F. Network resource utilization ratio

The network resource utilization ratio is defined as:

\[
r = \frac{\xi_u}{\xi_t}
\]

Where \(\xi_u\) is the summation of network resource requirements of all deployed SFC requests, and \(\xi_t\) is the summation of total network resource capacity. Network resource can be bandwidth or CPU, and if it is bandwidth resource, \(\xi_u\) and \(\xi_t\) are defined as:

\[
\xi_u = \sum_{i} \sum_{(u,v) \in E} z_{i,(u,v)} \cdot b_i \quad \xi_t = \sum_{(u,v) \in E} B_{(u,v)}
\]

and if it is CPU resource, \(\xi_u\) and \(\xi_t\) are defined as:

\[
\xi_u = \sum_{i} \sum_{j} \sum_{v \in V} y_{i,j,v} \cdot c_{i,j} \quad \xi_t = \sum_{v \in V} C_v
\]

4. Dynamic Programming Based Optimal Algorithm

In this section, we propose a dynamic programming (DP) based SFC placement scheme which achieves the minimum end to end latency in the SFC with respect to the CPU and bandwidth constraints, as well as guaranteeing the order of VNFs specified in SFC. In this scheme, we assume that the source (src) and destination (dst) of SFC have been decided prior to running this algorithm. Both src and dst do not request CPU resource, but only request bandwidth resources.

4.1 Algorithm Description

In the SFC placement, the basic problem is to find a suitable location in the substrate network for deploying a VNF while satisfying all constraints. The SFC placement problem is solved by finding appropriate nodes for all VNFs of the SFC. Intuitively, when deploying one VNF, we must consider and recalculate the location for its precedents and decedents, which is incomputable in large networks. By leveraging DP technique, our scheme calculates the location for one VNF only once, without recalculating its precedents and decedents. The scheme calculates feasible locations and stores the information of the feasible locations for VNFs as the order of VNF in SFC. By backtracking the path from the destination to source node, the scheme can guarantee the order of VNFs, which is a critical requirement for SFC placement.

To examine the feasibility of a substrate node for deploying a VNF, the scheme uses the following three metrics: CPU resource sufficiency, connectivity, and bandwidth resource sufficiency.

The scheme also introduces four matrices \(A\), \(L\), \(P\), and \(T\) to store the information of feasible locations. Specifically, \(A(v, f)\) is a Boolean value that is set to true, if substrate node \(v\) is feasible to host VNF \(f\). This matrix is used for examining the connectivity between two neighboring VNFs. \(L(v, f)\) records the minimum latency from the substrate node that hosts src to the substrate node \(v\) on which VNF \(f\) is deployed. This matrix is used to find the minimum end to end latency of SFC. \(P(v, f)\) stores the path composed of the substrate nodes along this path. This matrix is used for backtracking the complete path from src to dst. \(T(v, f)\) is a temporary substrate network state of residual CPU resources and residual bandwidth resources, if the VNF \(f\) was placed on substrate node \(v\). This matrix is necessary since once a VNF is deployed on a substrate node, the deployment of succeeding VNFs needs to refer to a new network state, such as available amount of CPU and bandwidth resources.

Algorithm 1 and Algorithm 2 show the detail of the scheme. In Algorithm 1, for any VNF \(f\) in SFC, the mapping scheme checks the feasibility of all substrate nodes whether they could host \(f\). If all substrate node cannot host
vnf, the algorithm terminates and returns fail. If at least one node is feasible to host f, the algorithm continues to map the next VNF.

Algorithm 2 shows the detail of checking the feasibility of nodes one by one for hosting a VNF f. The procedure first examines whether substrate node v has sufficient available CPU resources for hosting f. If n has no sufficient CPU resources, the algorithm immediately returns false (note A(v, f) is initialized as false). If v has sufficient available CPU resources for f, the algorithm then checks the connectivity and bandwidth sufficiency between n and all other substrate nodes that could host the precedent of v.

From line 6 in Algorithm 2, for any substrate node v' (v' ≠ v), if A(v', f) = true, which indicates that v' is feasible to host f_p, where f_p is the precedent of f, the algorithm finds shortest path p_{ov'} between v and v' in terms of latency. If the shortest path p_{ov'} exists, and p_{ov'} has sufficient available bandwidth to satisfy the bandwidth request between f_p and f, the algorithm calculates the summation of L(v', f_p) (i.e. the latency from src to v') and the latency of p_{ov'}. The algorithm returns false if one of the following three conditions is satisfied: A(v', f_p) is not true, no shortest path p_{ov'} exists, and the available bandwidth of p_{ov'} is not sufficient.

From line 11 in Algorithm 2, it tries to find the minimum latency path between all pairs of v and v'. After all iterations of v' ∈ substrate nodes, v' ≠ v, L(v, f) is set to the lowest value of the latencies of all possible paths from src to v, via v'. Simultaneously, the procedure updates A(v, f) by true, which indicates that v is feasible for hosting f, updates P(v, f) by concatenating P(v', f_p) and p, which is the path from src to v, updates T(v, j) by T(v', f_p), which is the network state if f_p were deployed on v'. It finally allocates CPU and bandwidth values on T(v, f) as requested for f.

Since Algorithm 1 starts from the first VNF (the one next to src since the location of src has been pre-determined), to iterate VNFs in SFC one by one, the specific order of VNFs in SFC can be guaranteed. For any VNF f, if there is a substrate node v, so that Algorithm 2 could return true, there must exist a path in substrate network, which connect all VNFs orderly from src to f. And it can be easily understood that this path has sufficient CPU and bandwidth resources, as well as a minimum latency for allocation.

4.2 Extraction of Route Information

In scheme, if the connectivity, CPU and bandwidth requirements are satisfied, the algorithm will return success and the recorded information P(v_{src}, dst) where v_{src} is the substrate network node which hosts dst in the SFC. P(v_{src}, dst) is composed of a set of paths for connecting two neighboring VNFs in SFC. For example, P(v_{src}, dst) = [v_{src}, [v_{f_1},..., v_{f_p}], [v_{f_1},..., v_{f_p}],..., [v_{f_1},..., v_{f_p}], [v_{f_1},..., v_{f_p}]] and each element of P, e.g. [v_{f_1},..., v_{f_p}], is a set of substrate node in which the first node (say v_{f_1}) hosts VNF f_{p_1}, and the last node (say f) hosts VNF f. f_{p_1} and f are neighbors and f_{p_1} is preceding f. The nodes between v_{f_1} and v_{f_2} in [v_{f_1},..., v_{f_p}] are in the path from v_{f_1} to v_{f}. Thus, once the algorithm succeeds to obtain P, it can easily extract the route information.

4.3 Matrices Initialization

The scheme refers to the information stored in the nodes which is feasible to host the precedent of a VNF, checks the connectivity, and selects the minimum latency path between two substrate nodes that host src and dst of SFC. Thus, the scheme needs the initialization of matrices for backtracking from dst to src. Since src is pre-determined, the matrices are initialized as follows:

Set A(v_{src}, src) = true and all other elements in A as false, where v_{src} is the substrate node which hosts src of SFC. Set L(v_{src}, src) = 0 and all other elements in L as infinity. Set P(v_{src}, src) = [[src]] and all other elements in P as null. Set T(v_{src}, src) as a copy of network state which contains the currently available CPU and bandwidth resources, and all other elements in T as null.

4.4 Computation Complexity

The scheme finds proper locations in the substrate network for hosting the VNFs one by one in the specific order of SFC. This requires |V| times iterations, which is equal to the number of VNFs in SFC. For each VNF, the scheme examines all substrate network nodes |V| times, and in each examination of substrate node, the scheme checks the connectivity |V| − 1 times. Thus, the computation complexity is $O(|V|^2)$.

4.5 Consideration on Ultra-Large-Scale Network

For ultra-large-scale substrate network, we consider that the network could be divided into clusters. Each cluster is composed of proper number of nodes, such as 100. Then, within this range, it can be solved very well by applying our scheme. In addition, the cluster method is also necessary if taking latency into account. For instance, due to the latency constraint, the solution can be obtained from only within a certain size area of the network, thus, no need to search the whole network to find the solution. However, how to divide the large network into clusters is outside the scope of this paper, and we add this consideration to our future work.

5. Experimental Evaluation of ILP Model

In this section, we study the effects of different optimization objectives on the overall network cost. We also study the cost and performance of network with and without maintaining the order of VNFs in SFC requests.

5.1 Parameter Setting

The substrate network topology is consisting of six nodes and nine edges as shown in Fig. 1. Similar to [21], the CPU capacities of nodes and bandwidth capacities of edges are
randomly chosen from [80, 100] units, and the latency of each edge is randomly chosen from [2, 3] units. The substrate network supports 4 VNF types. The number of VNFs in one SFC is chosen from [2, 4] randomly. The CPU requirement for one VNF is chosen from [3, 5] units, and the bandwidth requirement is chosen from [4, 6] units, randomly. The end to end latency requirement of one SFC is a value obtained by multiplying the number of VNFs in the SFC and a number randomly chosen from [4, 6]. The source and destination nodes of an SFC request are randomly chosen from the substrate network nodes, and they cannot be the same node. To evaluate the proposed SFC placement model, and for comparison of different costs, setup cost and operation cost are modeled as uniformly distributed within [5, 10]. This setting of costs can be suitable for early stage of operation of the network, when the setup cost and operation cost are comparable. The numbers of SFC requests for once experiment vary from 5 to 40. All the SFC requests arrive at the network at the same time. To increase the statistical accuracy, we generated 50 independent SFC requests and averaged the results.

5.2 Cost with Different Optimization Objectives

Figure 2 shows the results of different costs at three different objectives: (1) $S + O$, where both setup cost and operation cost are considered jointly as the objective, (2) only $O$, where only operation cost is considered as the objective, and (3) only $S$, where only setup cost is considered as the objective. Figure 2 (a) shows the results of setup cost at different objectives. The $x$-axis is the number of SFC requests. The setup cost has an upper-limit since the setup cost depends only on the type of VNFs and the numbers of substrate network nodes which host the VNFs. The value of setup cost is small when the number of SFC requests is small. This indicates that same type VNFs in different SFC requests are collocated on one or few substrate network nodes. As the number of SFC request increases, the setup cost increases, since only a small number of substrate network nodes can no longer satisfy the requirements of SFC requests for one type of VNF. Thus, the number of substrate network nodes for hosting one type of VNF must be increased to provide more resources, which increases the setup cost. Finally, the setup cost reaches the upper-limit, indicating that for one type of VNF has been deployed on almost all nodes in the substrate network. An interesting result shows that the setup cost increases much faster when the optimization objective is only $O$. This is reasonable since when the objective is only minimizing operation cost, the model finds solutions that have least operation cost without considering the collocation of the same type of VNF even when the network workload is light, which results in a high setup cost. However, when the optimization objective is only $S$, the collocation of same type of VNF is considered as the most important target to slow increasing of setup cost.

Figure 2 (b) shows the results of operation cost at different optimization objectives. Note that the operation cost incurs in the substrate node processing VNFs, and this cost varies according to the type of substrate nodes as well as the type of VNF. When only setup cost (only $S$) is taken as the objective, operation cost is higher than that at other objectives, since the model tries to find as few substrate nodes as possible to collocate the same type VNFs without considering whether these nodes process the VNF at a lower cost.

Figure 2 (c) shows the overall cost which is the summation of setup cost and operation cost. The overall cost is in a near-linear fashion which is similar to the operation cost shown in Fig. 2 (b). Comparing operation cost with setup cost in $y$-axis, the operation cost dominates the main part of the overall cost which results a similar trend as operation cost.

5.3 The Impact of Keeping Order of VNFs in an SFC

Keeping the specified order of VNFs in SFC is critical for some SFCs to realize the whole service, such as an encryption function must come before the decryption function. However, in some other scenarios, VNFs in SFC are independent and unrelated, and placing them in an order is not necessary. For instance, as illustrated in [5], in an SFC composed of three VNFs of Intrusion Detection System (IDS), Intrusion Prevention System (IPS) and Firewall, the VNFs can be in an arbitrary order. In addition, with the rapid softwareization of network functions, new types of VNFs may emerge and they may or may not require to be placed in an order. Therefore, as in [24], to analysis how the order affects the cost and resource utilization, we conduct the experiments by keeping and not keeping the order of VNFs in an SFC request, and provide a comparison in terms of setup.
cost, operation cost, and bandwidth utilization.

Figure 3 shows setup cost, operation cost and bandwidth utilization ratio with and without keeping the order of VNFs. The setup cost without keeping the order of VNFs is much smaller compared to that with keeping the order. This is because the model has more degrees of freedom to find optimal solutions when relaxing the constraint of the order of VNFs in the SFC requests. It shows that the setup cost increases gradually when not keeping order of VNFs. This is because the model would not look for a new node to arrange the resource provisioning if one node hosting a type of VNF has sufficient CPU resources.

Figure 3 (b) shows the operation cost with and without keeping the order of VNFs in SFC requests. The operation cost without keeping the order of VNFs is smaller than the one with keeping the order of VNFs since the model can find and use the substrate node as solution which has the least operation cost for one type of VNF when not considering the order constraint, and this leads a lower operation cost.

Figure 3 (c) shows the results of bandwidth utilization ratio with and without keeping the order of VNF in SFC requests. The bandwidth utilization without keeping the order of VNFs is larger than that with keeping the order of VNFs in SFC requests. Since the summation of setup cost and operation cost is the optimizing objective, which is dependent on both the number of nodes, and location of nodes, the model only solves the problem by finding the most optimal nodes which have least cost, without taking the constraint of order of VNFs in SFC.

6. Experimental Evaluation of Dynamic Programming-Based Scheme

We conducted a numerical simulation to evaluate our dynamic programming-based scheme by a simulator written in Python. We generated the network topology on basis of Erdős-Rényi graph [22], [23].

Similar to [14], [15], [19], the number of nodes in substrate network is taken as 50, and the connectivity probability of any two nodes is set to 0.1, 0.2, and 0.5. Specifically, the probability value of 0.1 indicates that the substrate network is sparsely connected with few links, such as Germany50[19], [25], which contains 50 nodes and 88 links; the probability value of 0.5 indicates that the substrate network is a densely connected network; such as a partial mesh network; the probability value of 0.2 indicates that the substrate network is in between the sparse and dense networks. The CPU capacity of a node and bandwidth capacity of a link in substrate network are randomly chosen from 50 to 100 units, respectively, and the latency of a link is randomly chosen from 1 to 5 units. The CPU capacity of a node and bandwidth capacity of a link in substrate network are randomly chosen from 50 to 100 units, respectively, and the latency of a link is randomly chosen from 1 to 5 units.

Similar to [14], the number of VNFs in an SFC is randomly chosen from 2 to 6. The CPU request of a VNF and the bandwidth request between two neighboring VNFs are randomly chosen from 1 to 50 units, respectively. Different from the experiments of ILP, which all SFC requests arrived at the same time, in this experiment, the SFC requests arrived at and left from the substrate network dynamically. SFC request arrived in a Poisson process with a mean of 5 seconds and each request had an exponential lifetime with a mean of 500 seconds. If the two or more SFC requests arrived in a very short interval and the previous one had not yet been deployed, following SFC requests were inserted into a queue to wait. The total number of SFC requests were 500.

6.1 Performance of Deployment Success Rate

Figure 4 (a) shows the success rate as the SFC requests arrive at the substrate network. We evaluated the success rate on three different substrate network topologies, whose edge connectivity probability $p$ were 0.1, 0.2, and 0.5. Three topologies have the same trend, that, at low workload, the success rate is 100% since the network resource is sufficient for deploying all incoming SFC requests. As more SFC requests arrived, the network load got heavier and the success rate decreased and finally converged to around 70% when $p = 0.2$ and $p = 0.5$, and 60% when $p = 0.1$.

6.2 Performance of CPU Utilization

Figure 4 (b) shows the CPU utilization ratio as the number
of SFC request arrived at the substrate network. We evaluated the CPU utilization on three different substrate network topologies, whose edge connectivity probability $p$ were 0.1, 0.2, and 0.5. At the low network workload, the trend of CPU utilization rate is gradually increased since the resource of network is sufficient for SFC requests. As more SFC requests arriving, the workload grows high and finally converged at a high value of about 80%.

Figure 4(c) shows the end to end latency of SFC on three substrate network topologies, whose edge connectivity probability $p$ are 0.1, 0.2, and 0.5. We vary the number of VNFs in SFC and statistic the average end to end latency of SFCs, which have been successfully deployed on the substrate network. The end to end latency increases as the number of VNFs in SFC increasing since a longer SFC will need a longer path in the substrate network and results in a longer end to end latency. From the view of substrate network, the end to end latency of SFC gets larger when the edge connectivity probability is small, such as $p = 0.1$. This is because a lower network edge connectivity probability results in a smaller number of edges in the substrate network, and traffic from one VNF needs travel a longer path to the next VNF which results in a longer end to end latency.

7. Conclusion and Future Work

In this paper, we separated the cost of deploying VNFs of SFC into setup cost and operation cost, and formulated the SFC placement as an ILP model with the objective of minimizing overall costs by taking CPU and bandwidth resources as constraints, as well as satisfying the latency requirements and order of VNFS in SFC. We also proposed a delay-aware dynamic programming based SFC placement scheme for large network. The experiment study demonstrated that different optimization objectives can affect the network cost, especially the setup cost. We also found that the setup cost and operation cost increased when keeping the order of VNFS in SFC. The numeric simulation on the proposed scheme showed that our scheme outperformed in different scenarios.

In future work, we extend our scheme with the dynamic resource adjustment for SFC requests according to different service level agreement (SLA) on the means of real-time resource utilization prediction. For ultra-large-scale substrate network, we consider to divide the network into small clusters to obtain the optimal solution. We conduct the experiments on different topologies and more practical environments in addition to numeric simulations.
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