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Abstract

Using a general network model with multiple activities, we analyse a planner’s welfare maximising interventions taking into account within-activity network spillovers and cross-activity interdependence. We show that the direction of the optimal intervention, under sufficiently large budgets, critically depends on the spectral properties of two matrices: the first matrix depicts the social connections among agents, while the second one quantifies the strategic interdependence among different activities. In particular, the first principal component of the interdependence matrix determines budget resource allocation across different activities, while the first (last) principal component of the network matrix shapes the resource allocation across different agents when network effects are strategic complements (substitutes). We explore some comparative statics analysis with respective to model primitives and discuss several applications and extensions.
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1 Introduction

Network models have made major contributions to the understanding of equilibrium activity in a variety of markets, such as criminal effort (Ballester et al. 2006, 2010), public goods (Bramoullé and Kranton 2007; Allouch 2015; Elliott and Golub 2019), and research and development (Goyal and Moraga-Gonzalez 2001; König et al. 2019). These models take into account the significant spillover effects present in these activities to guide government intervention, see, for instance, the key player problem in Ballester et al. (2006), and the optimal targeting interventions in Galeotti et al. (2020). Nevertheless, it is important to consider that an intervention affects not only the intended activity, but also creates spillovers into other markets. For example, Goldstein (1985) showed that there are important strategic interactions between drug consumption and criminal activity, and so the predicted effects of an intervention that reduces criminal activity will be imprecise if the effects on the drug market is not taken into consideration. Therefore, in this paper, we discuss the implementation of government interventions when the players simultaneously participate in multiple activities.

We adopt the multiple activity network model in Chen et al. (2018b), and extend to the situation where the interactions between activities are not homogeneous. That is, we allow for the strength and type of interaction between each pair of activities to differ. In doing so, we define a matrix of strategic interdependence, and find that the eigendecomposition of this interdependence matrix, in combination with the network matrix, plays a significant role in determining the optimal intervention and welfare. Our analysis generalizes the principal component analysis in Galeotti et al. (2020) to a multiple activity setting. In particular, we obtain analogous “simple” interventions that the planner can adopt to obtain an asymptotically optimal welfare.

We also establish results on the allocation of the planner’s budget when the budget is large, both across activities, and across agents within an activity. We show that the two allocations are in a sense independent of each other, and are determined solely by the eigenvectors of the two matrices mentioned before - the matrix of strategic interdependence and the network adjacency matrix. More precisely, we show that the first principal component of the interdependence matrix determines budget resource allocation across different activities, while the first (last) principal component of the network matrix shapes the resource allocation across different agents when network effects are strategic complements (substit-
tutes). We also perform some comparative statics analysis to obtain monotonicity results in the case where activities are complements.

To broaden the scope of our study, we also consider the loss in welfare due to the restriction in intervention (called partial intervention) whereby the planner is unable to intervene in certain activities. This could be due to a lack of infrastructure to facilitate effective targeted intervention. For example, using the example of drug consumption above, there may be underground supply chains that the planner is unable to control. Consequently, the planner could decide to focus on intervening in the dimension of criminal activity, and indirectly influence drug consumption through the strategic interdependence. In this paper, we show that when the activities are complements and the budget is large, a restriction in the intervention space will lead to a percentage loss in total social welfare among the players, and this welfare loss is proportional to the number of restricted activities. On the other hand, there is no loss in the case of substitutable activities as long as at least two activities are available for intervention. These results showcase the difference between complementary and substitute activities, where we see that increasing the intervention space is more important when the activities are complements. In contrast, when the budget is small, there are decreasing marginal benefits to the number of activities that the planner intervenes in regardless of the type of strategic interactions. This trend thus lies between the extreme cases observed when the planner’s budget is large, and provides another consideration for policy implementation.

Finally, we find that the impact of a restriction in the planner’s intervention is larger when the intensity of the strategic interactions or the network spillovers are strong. Intuitively, the maximum welfare returns to the budget is larger in these cases due to the greater strategic relationships in effort levels that the planner can exploit with a suitable choice of intervention, but the planner is unable to do so under a restricted intervention space. Similarly, the effect of a restriction is also greater for denser graphs when there are strategic complementarities among the agents due to the network spillovers. On the other hand, the effect of an increase in interconnectedness between the agents is ambiguous when there are strategic substitutabilities instead, as the additional linkages can result in a decrease in consumption.

We also consider several extensions to our model. Firstly, we relax our assumptions to allow for the network spillovers to be different in each activity. We find
that our main results on the spectral properties of the optimal intervention are still largely applicable with some modifications. In particular, the first and last principal components of the adjacency matrix still feature prominently in the optimal intervention. We also studied the problem of nonnegative interventions, which is where the planner is only able to shift incentives in one direction. This is relevant in situations where a planner may find it impractical to decrease accessibility to an activity such as education, and thus is only able to incentivise further participation. While the problem is in general shown to be NP-hard, our simulations offered some intuition to the optimal interventions, and may still guide policy direction. Finally, we offer an alternative interpretation of our model in a monopoly setting. A price discriminating monopolist distorts the market in a manner equivalent to the targeted interventions we study, but aims to maximize its total profit instead of the consumers’ welfare. We show that the results in Candogan et al. (2012) and Bloch and Quérou (2013) can be generalized to our case of a multiple-good market.

Throughout our analysis, we assume that the underlying network structure is the same across all activities.\footnote{In one extension, Chen et al. (2018b) consider a model with multiple distinct networks.} While this seems restrictive, as a first exploration into interventions on multiplex networks, our model still lends itself to various economic applications. For example, under the same criminal social network, players may choose their involvement in both drug consumption and criminal activity. A planner could then choose to target each activity separately—the planner could decrease criminal activity by increasing law enforcement and police presence, or reduce drug consumption by an intervention in the drug market. Since the players enjoy complementary effects from participation in both activities (Goldstein 1985), our results suggest that the planner should allocation equal amounts into the intervention on both activities. A planner who ignores the cross-activity interactions and only intervenes in one dimension would incur a significant decrease in optimal welfare.

Another multiple activity setting, where consumers instead participate in substitutable activities, can be found in a social network with the consumers choosing their participation levels among numerous video-sharing and networking platforms such as Facebook, Instagram, and Tiktok. Our results thus imply that a planner who wants to maximize utility from these could simply focus their efforts on promoting the usage of just one or two applications.
Related Literature

There is a range of other literature in both the multi-activity dimension, as well as the study of interventions. Ballester et al. (2006) introduced the seminal single-activity network model, showing that the equilibrium activity level is related to the Katz-Bonacich centralities of the network. Belhaj and Deroian (2014) extends the single-activity model to the case of agents participating in two perfectly substitutable activities, and Chen et al. (2018b) generalises the analysis to arbitrary strategic interactions between multiple activities. Walsh (2019) also considers a network model where agents invest in two public goods. Gagnon and Goyal (2017) develop a multi-activity model where individuals in a social network choose whether to participate in their network and whether to participate in the market.

In the area of network interventions, a wide variety of methods have been proposed in Valente (2012) for a planner to conduct. Structural interventions, such as in Ballester et al. (2006), Golub and Lever (2010), Cai and Szeidl (2018) and Sun et al. (2021), adjust activity levels through modifying the network structure. The creation or deletion of links in such interventions affects the centralities of the agents, which leads to a change in the equilibrium. Other papers such as Demange (2017) and Galeotti et al. (2020) have considered characteristic interventions, where the planner instead modifies the agents’ intrinsic valuations of the activities. Such characteristic interventions are the main focus of our paper.

A closely related field of research is that of discriminatory pricing within a network of consumers, where a decrease in price for a consumer has a similar effect as an increase in intrinsic utility. Chen et al. (2018a, 2022) study the optimal pricing for both monopolies and oligopolies, as well as the implications on total welfare, while Ushchev and Zenou (2018) considers a version with product varieties. Fainmesser and Galeotti (2020) allows for incomplete information of the network structure.

However, to the best of our knowledge, the previous literature has only analysed characteristic interventions in a single activity. Therefore, this is the first attempt in including interventions into a multiple activity network model. Our paper follows and extends the methodology in Galeotti et al. (2020) to analyse

---

2 See Zenou and Zhou (2022) for recent developments in network models with nonlinear responses.

3 Kor and Zhou (2022) analyze joint interventions in both characteristics of nodes and weights on the links that connect nodes.
a novel set of issues that appear only in the setting with multiple activities. For instance, we study the effects of restrictions on the planner’s intervention space, and highlight the importance of cross-activity interdependence in shaping the optimal interventions. Our paper and Galeotti et al. (2020), together, provide a more complete theory about targeting interventions in networks with complex interactions across agents and across activities.

The remainder of this paper is organized as follows. Section 2 introduces the model, as well as the key assumption and notations used in this paper. Section 3 solves for the equilibrium and analyses some comparative statics. Section 4 broadens the scope of the model by considering a case where the planner is limited in its interventions, and Section 5 explores several other extensions which apply the model in different contexts. Finally, Section 6 concludes the paper. Appendix A presents some preliminary mathematical results, and Appendix B provides the proofs of the results presented in this paper.

# 2 Model

We introduce a general multi-activity network model and analyze the optimal interventions.

**Network** Consider a network game where a set of agents $\mathcal{N} = \{1, 2, \cdots, n\}$ participate in a set of activities $\mathcal{K} = \{1, 2, \cdots, k\}$, with $k \geq 2$.\footnote{When $k = 1$, the network model reduces to the single activity model discussed in Ballester et al. (2006) and Bramoullé and Kranton (2007), with the optimal intervention characterized thoroughly by Galeotti et al. (2020).} Let $G = (g_{ij})$ be the adjacency matrix of the network, allowing for arbitrarily weighted graphs, so that $g_{ij} \in \mathbb{R}_+$ for all $i, j \in \mathcal{N}$.\footnote{For unweighted graphs, we have the specific case $g_{ij} \in \{0, 1\}$ for all $i, j \in \mathcal{N}$.} We also assume that $g_{ii} = 0$ for all $i \in \mathcal{N}$, that is, there are no self-loops. Further assume that $G$ represents an undirected network, so that $G$ is symmetric, i.e., $g_{ij} = g_{ji}$ for all $i, j \in \mathcal{N}$.

**Payoffs** Each agent $i$ chooses actions $x_i = (x_{i1}^1, x_{i1}^2, \cdots, x_{ik}^k) \in \mathbb{R}^k$ simultaneously, where each $x_{is}^s$ represents agent $i$’s level of participation in activity $s \in \mathcal{K}$. We
suppose that the payoff to each agent $i$ is given by the utility function

$$U_i(x_i; x_{-i}, a) = \sum_{s \in K} a_s^i x_s^i - \left( \frac{1}{2} \sum_{s \in K} (x_s^i)^2 + \frac{1}{2} \sum_{s \in K} \sum_{t \in K, t \neq s} \beta_{st} x_s^i x_t^i \right) + \delta \sum_{s \in K} \sum_{j \in N} g_{ij} x_s^i x_j^s. \tag{1}$$

We explain the utility function (1) term by term. For each $i \in N$ and $s \in K$, the parameter $a_s^i$ represents player $i$'s intrinsic marginal utility from activity $s$. The cost of actions consists of two parts: the first is the sum of the quadratic term $\frac{1}{2} (x_s^i)^2$ over $s$; the second is the sum of interaction terms $\beta_{st} x_s^i x_t^i$ over different activities $s \neq t$. Here $\beta_{st}$ represents the degree of strategic substitutability or complementarity between the activities $s$ and $t$:

$$\partial^2 U_i / \partial x_s^i \partial x_t^i = -\beta_{st},$$

so a positive $\beta_{st}$ corresponds to the case where the activities are substitutes, while a negative $\beta_{st}$ corresponds to the case where the activities are complements. When $\beta_{st} = 0$, there are no direct interactions between the activities. Note that without loss of generality, we can let $\beta_{st} = \beta_{ts}$, otherwise we can replace them with their average without changing the utility function. We will impose some regularity condition on the $\beta_{st}$ to guarantee convexity of the utility function.

Lastly, the third term captures the total network externalities enjoyed by agent $i$, where $\delta$ represents the strength of the network externalities. We assume that the strength of these externalities is the same for each activity. Notice that, for each $s$,

$$\partial^2 U_i / \partial x_s^i \partial x_j^s = \delta g_{ij},$$

so the sign of $\delta$ determines the strategic interaction between agents, and an increase in $|\delta|$ reflects an increase in the intensity of these network spillovers. Ballester et al. (2006) investigates the case of $\delta > 0$, representing strategic complementarities between the agents in a model of a network with a single activity. On the other hand, $\delta < 0$ corresponds to strategic substitutability between agents, as in the model of a public good network by Bramoullé and Kranton (2007). When $\delta = 0$, there are no network effects and each agent receives utility only based on their own choices of actions. Both Ballester et al. (2006) and Bramoullé and Krant-
ton (2007) consider a single activity network model. Note that in our setting, the
network effects aggregate over different activities.

Throughout this paper, we reserve the indices $i, j$ to represent players and $s, t$ to
represent activities. For convenience, we introduce the following notation:

$$
\begin{align*}
\mathbf{a}^s &= \begin{bmatrix} a_1^s \\ \vdots \\ a_n^s \end{bmatrix} \in \mathbb{R}^n, \\
\mathbf{a}^k &= \begin{bmatrix} a_1^k \\ \vdots \\ a_k^k \end{bmatrix} \in \mathbb{R}^{kn}, \\
x^s &= \begin{bmatrix} x_1^s \\ \vdots \\ x_n^s \end{bmatrix} \in \mathbb{R}^n, \text{ and } \\
x^k &= \begin{bmatrix} x_1^k \\ \vdots \\ x_k^k \end{bmatrix} \in \mathbb{R}^{kn}.
\end{align*}
$$

**Targeted Intervention** We let $\hat{\mathbf{a}}$ be the original vector of the agents’ marginal
utilities. The social planner intervenes by shifting $\hat{\mathbf{a}}$ to a new vector
$a$, with the
aim of maximizing the total social welfare

$$W(a) = \sum_{i \in \mathcal{N}} U_i(x_i^*(a); x_{-i}^*(a), a),$$

where $x^*(a)$ denotes the equilibrium activity level given the planner’s choice of $a$
(see Proposition 1 for the equilibrium characterization). In other words, $x_i^*(a)$ is a
best response to $x_{-i}^*(a)$ for all $i$. This intervention comes at a cost to the planner,
which we will model using a quadratic cost as $\|a - \hat{a}\|^2$ following Galeotti et al.
(2020). We assume that the planner can incur a maximum expenditure of $C \in \mathbb{R}^+$,
and thus solves the constrained optimization problem

$$\begin{align*}
\max_{a \in \mathbb{R}^{kn}} & \quad \sum_{i \in \mathcal{N}} U_i(x_i^*(a); x_{-i}^*(a), a) \\
\text{s.t.} & \quad (a - \hat{a})^T(a - \hat{a}) \leq C, \quad \text{(Budget constraint)} \\
& \quad x_i^*(a) \in \arg\max_{x_i \in \mathbb{R}^k} U_i(x_i; x_{-i}^*(a), a) \text{ for all } i \in \mathcal{N}. \quad \text{(Agents' equilibrium)}
\end{align*}$$

We write the optimal choice of intervention as $a^*(C)$, with a corresponding total
welfare of $W(a^*(C)) = W^*(C)$.

### 2.1 Assumptions and Notation

We first define some standard matrices. Let $I_p$ be the $p \times p$ identity matrix, $0_p$ be
the $p \times p$ matrix of zeroes, and $J_p$ be the $p \times p$ matrix of ones.

Given a real symmetric matrix $M$, define $\lambda_{\max}(M)$ and $\lambda_{\min}(M)$ be the largest
and smallest eigenvalues of $M$ respectively. Also denote their respective eigenspaces
by $E_{\max}(M)$ and $E_{\min}(M)$. Note that since $G$ is nonnegative, by the Perron-Frobenius theorem, we have that $\lambda_{\max}(G) \geq 0 \geq \lambda_{\min}(G) \geq -\lambda_{\max}(G)$.

Define the strategic interdependence matrix

$$
\Phi = \begin{pmatrix}
0 & \beta_{12} & \cdots & \beta_{1k} \\
\beta_{21} & 0 & \cdots & \beta_{2k} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{k1} & \beta_{k2} & \cdots & 0
\end{pmatrix},
$$

and further write

$$
\tilde{\Phi} = I_k + \Phi.
$$

We observe that $\Phi$ and $\tilde{\Phi}$ are both symmetric, $\lambda_{\min}(\tilde{\Phi}) = 1 + \lambda_{\min}(\Phi)$, and $E_{\min}(\tilde{\Phi}) = E_{\min}(\Phi)$.

Throughout the paper, we impose the following assumption:

**Assumption 1.** $1 + \lambda_{\min}(\Phi) - \lambda_{\max}(\delta G) > 0$.

This assumption is equivalent to $\lambda_{\min}(\tilde{\Phi}) - \lambda_{\max}(\delta G) > 0$, which specifies a sufficient condition to ensure that the underlying network game among agents has a unique Nash equilibrium for any $a$. Note that Assumption 1 directly implies that $\tilde{\Phi}$ is positive definite. When the network externalities are positive, $\delta > 0$ and $\lambda_{\max}(\delta G) = \delta \lambda_{\max}(G) \geq 0$. On the other hand, when the network externalities are negative, $\delta < 0$ and $\lambda_{\max}(\delta G) = \delta \lambda_{\min}(G) \geq 0$. In all cases, we have $\lambda_{\min}(\tilde{\Phi}) > \lambda_{\max}(\delta G) \geq 0$, so $\tilde{\Phi}$ is positive definite. Thus each agent’s payoff is concave in her own strategy. Assumption 1 makes sure the network effects are not too strong.

Assumption 1 generalizes the condition on the spectral radius of $G$ as found in previous literature. Suppose the interaction between any pair of activities is the same, so that $\beta_{st} = \beta$ for all $s,t$. Then the distinct eigenvalues of $\Phi$ are $(k-1)\beta$ and $-\beta$. Therefore, Assumption 1 reduces to the requirement that

$$
1 - \beta - \lambda_{\max}(\delta G) > 0 \quad \text{and} \quad 1 + (k-1)\beta - \lambda_{\max}(\delta G) > 0,
$$

which is equivalent to the condition stated in Chen et al. (2018b). As a further specialization, when the activities are independent and $\beta_{st} = 0$ for all $s,t$, we have $\Phi = 0_k$ and $\lambda_{\min}(\Phi) = 0$. Thus Assumption 1 reduces to $1 - \lambda_{\max}(\delta G) > 0$, which is further simplified to $\delta < \frac{1}{\lambda_{\max}(G)}$ when $\delta > 0$ (see Ballester et al. (2006)).
and $|\delta| < -\frac{1}{\lambda_{\text{min}}(\mathbf{G})}$ when $\delta < 0$ (see, for instance, Bramoullé and Kranton (2007)). Finally, for any matrices $\mathbf{A}_{m \times n}$ and $\mathbf{B}_{p \times q}$, let $\otimes$ denote the Kronecker product, where $\mathbf{A} \otimes \mathbf{B}$ represents the block matrix

$$
\begin{bmatrix}
a_{11}\mathbf{B} & \cdots & a_{1n}\mathbf{B} \\
\vdots & \ddots & \vdots \\
am_{11}\mathbf{B} & \cdots & a_{nn}\mathbf{B}
\end{bmatrix}.
$$

3 Analysis

3.1 Optimal Intervention

We first derive the equilibrium activity profile among agents and the aggregate equilibrium payoff, fixing $a$.

**Proposition 1.** Suppose Assumption 1 holds. There exists a unique equilibrium in which the agents choose activity levels

$$
x^*(a) = [\tilde{\Phi} \otimes \mathbf{I}_n - \mathbf{I}_k \otimes \delta \mathbf{G}]^{-1}a,
$$

for a total equilibrium welfare of

$$
W(a) = \frac{1}{2}a^T[\tilde{\Phi} \otimes \mathbf{I}_n - \mathbf{I}_k \otimes \delta \mathbf{G}]^{-1}(\tilde{\Phi} \otimes \mathbf{I}_n)[\tilde{\Phi} \otimes \mathbf{I}_n - \mathbf{I}_k \otimes \delta \mathbf{G}]^{-1}a.
$$

For simplicity, we will write

$$
P = \frac{1}{2}[\tilde{\Phi} \otimes \mathbf{I}_n - \mathbf{I}_k \otimes \delta \mathbf{G}]^{-1}(\tilde{\Phi} \otimes \mathbf{I}_n)[\tilde{\Phi} \otimes \mathbf{I}_n - \mathbf{I}_k \otimes \delta \mathbf{G}]^{-1},
$$

(3)

so that $W(a) = a^TPa$. Proposition 1 generalises the equilibrium results found in previous literature to the case of multiple heterogeneous activities, and the proof can be found in Appendix B. Relating our results to the existing literature, we illustrate Proposition 1 with a few simple cases.

**One activity** When there is only one activity, then $k = 1$, $\tilde{\Phi} = \mathbf{I}_1$, so

$$
x^*(a) = (\mathbf{I}_n - \delta \mathbf{G})^{-1}a, \text{ and } W(a) = \frac{1}{2}a^T(\mathbf{I}_n - \delta \mathbf{G})^{-2}a.
$$

This reduces to the equilibrium obtained in Ballester et al. (2006), where activity
levels are equal to the Katz-Bonacich centralities of each agent, and welfare proportional to the squared activity levels. Galeotti et al. (2020) studies the optimal targeted intervention under this framework.

**Two activities** When there are two activities \((k = 2)\), we have \(\Phi = \begin{pmatrix} 1 & \beta \\ \beta & 1 \end{pmatrix}\), where we let \(\beta_{12} = \beta_{21} = \beta\) by the symmetry assumption. We can expand the tensor products to obtain the equilibrium activity levels

\[
x^*(a) = \left( I_n - \delta G \begin{pmatrix} \beta & I_n \\ \beta & I_n - \delta G \end{pmatrix} \right)^{-1} a = \left( \begin{pmatrix} I_n - \delta G & \beta I_n \\ \beta I_n & I_n - \delta G \end{pmatrix} \right)^{-1} a.
\]

Writing \(M^+ = [(1 + \beta)I_n - \delta G]^{-1}\) and \(M^- = [(1 - \beta)I_n - \delta G]^{-1}\), the solution (see Chen et al. (2018b)) is given by

\[
\begin{bmatrix} x^1 \\ x^2 \end{bmatrix} = \frac{1}{2} \left[ M^+(a^1 + a^2) + M^-(a^1 - a^2) \right] + \frac{1}{2} \left[ M^+(a^1 + a^2) - M^-(a^1 - a^2) \right].
\]

Therefore, \(M^+\) determines the total action over both activities, while \(M^-\) determines the difference in action between both activities. Finally, the total welfare is

\[
W(a) = \frac{1}{2} a^T \left( I_n - \delta G \begin{pmatrix} \beta & I_n \\ \beta & I_n - \delta G \end{pmatrix} \right)^{-1} \left( \begin{pmatrix} I_n - \delta G & \beta I_n \\ \beta I_n & I_n - \delta G \end{pmatrix} \right)^{-1} a
\]

\[
= \frac{1}{2} x^T \left( \begin{pmatrix} I_n & \beta I_n \\ \beta I_n & I_n - \delta G \end{pmatrix} \right) x
\]

\[
= \frac{1}{2} \left[ (x^1)^T x^1 + 2\beta(x^1)^T x^2 + (x^2)^T x^2 \right]
\]

\[
= \frac{1}{4} \left[ (1 + \beta)(a^1 + a^2)^T (M^+)^2(a^1 + a^2) + (1 - \beta)(a^1 - a^2)^T (M^-)^2(a^1 - a^2) \right].
\]

The presence of the cross-activity interaction term \(2\beta(x^1)^T x^2\) means that the total welfare is no longer equal to the squared activity levels. Instead, welfare can again be decomposed into two parts involving the total marginal utilities and the difference in marginal utilities, in a manner similar to the equilibrium \(x^*\).

However, further equilibrium analysis via expanding the relevant tensor products will not be feasible for large number of activities. Instead, we reformulate the planner’s optimization problem (2) using the above equilibrium characterization
to obtain a constrained quadratic maximization problem:

$$\max_{a \in \mathbb{R}^{kn}} a^T Pa$$

s.t. $(a - \hat{a})^T (a - \hat{a}) \leq C.$

We then exploit general results of constrained quadratic programming, which we collectively state in Lemma 1. Lemma 1 is applicable both in our paper and Galeotti et al. (2020), given the structural similarity in the underlying programs.

**Lemma 1.** Let $S$ be a positive definite matrix, and $v$ a vector in $\mathbb{R}^n$. Then the solution $x^*$ to the maximization problem

$$\max_{x \in \mathbb{R}^n} V(x) = x^T S x + v^T x$$

s.t. $x^T x \leq C$

satisfies

(a) $\lim_{C \to \infty} \frac{V(x^*)}{C} = \lambda_{\text{max}}(S)$, and for any unit vector $u \in E_{\text{max}}(S)$, $\lim_{C \to \infty} \frac{V(\sqrt{C} u)}{V(x^*)} = 1$,

(b) $\lim_{C \to \infty} \frac{\|\text{proj}_{E_{\text{max}}(S)} x^*\|}{\|x^*\|} = 1$.

Furthermore, if $v \neq 0$, we have

(c) $\lim_{C \to 0} \frac{V(x^*)}{\sqrt{C}} = \|v^T\|,$

(d) $\lim_{C \to 0} \frac{\|\text{proj}_{x^*} x\|}{\|x\|} = 1$.

Lemma 1 shows that as $C \to \infty$, the solution to (4) simply hinges on the largest eigenvalue of $P$ and its corresponding eigenspace. Consequently, our problem reduces to obtaining the spectral decomposition of $P$, which can be rewritten as

$$P = \frac{1}{2}[\Phi^{\frac{1}{2}} \otimes I_n - \Phi^{-\frac{1}{2}} \otimes \delta G]^{-2}.\footnote{Given a positive definite matrix $M$, the square root of $M$, written $M^{\frac{1}{2}}$, is the unique positive definite matrix satisfying $(M^{\frac{1}{2}})^2 = M.$}$$

Here we make use of the fact that $\Phi^{\frac{1}{2}} \otimes I_n$ and $\Phi^{-\frac{1}{2}} \otimes \delta G$ are simultaneously diagonalizable since they commute. Let $Q \Lambda Q^{-1}, R \Sigma R^{-1}$ be spectral decompositions of $\Phi$ and $\delta G$, respectively. Then

$$P = \frac{1}{2}[(Q \otimes R)(\Lambda^{\frac{1}{2}} \otimes I_n - \Lambda^{-\frac{1}{2}} \otimes \Sigma)(Q \otimes R)^{-1}]^{-2}.$$
\[ \frac{1}{2} (\mathbf{Q} \otimes \mathbf{R})^2 (\Lambda_{1/2}^2 \otimes \mathbf{I}_n - \mathbf{A}_{1/2}^2 \otimes \mathbf{\Sigma})^{-2} (\mathbf{Q} \otimes \mathbf{R})^{-2}, \]

so the eigenvalues of \( \mathbf{P} \) are the entries of the diagonal matrix

\[ \frac{1}{2} (\Lambda_{1/2}^2 \otimes \mathbf{I}_n - \mathbf{A}_{1/2}^2 \otimes \mathbf{\Sigma})^{-2}, \]

which are

\[ \frac{1}{2} [\lambda_i(\tilde{\Phi})^{1/2} - \lambda_i(\tilde{\Phi})^{-1/2} \lambda_j(\delta \mathbf{Q})]^{-2} \text{ for } i = 1 \cdots k \text{ and } j = 1 \cdots n. \quad (5) \]

Equation (5) fully characterizes the spectral properties of \( \mathbf{P} \).

Employing Lemma 1, we now state our first main result regarding the planner’s optimal intervention policy.

**Theorem 1.** Suppose Assumption 1 holds.\(^8\)

(a) As the planner’s budget \( C \to \infty \),

\[ \lim_{C \to \infty} \frac{W^*(C)}{C} = \frac{\lambda_{\min}(\tilde{\Phi})}{2(\lambda_{\min}(\tilde{\Phi}) - \lambda_{\max}(\delta \mathbf{G}))^2} \equiv \Gamma(\Phi, \delta \mathbf{G}). \]

(b) Furthermore, if \( \mathbf{u} \in E_{\min}(\Phi), \mathbf{v} \in E_{\max}(\delta \mathbf{G}) \) are unit vectors, then the intervention \( \mathbf{\tilde{a}}(C) = \sqrt{C} \mathbf{u} \otimes \mathbf{v} + \mathbf{\hat{a}} \) is asymptotically optimal in the sense that

\[ \lim_{C \to \infty} \frac{W(\mathbf{\tilde{a}}(C))}{W^*(C)} = 1. \]

Theorem 1 characterizes the growth rate of the optimal welfare \( W^* \) and provides a simple intervention \( \mathbf{\tilde{a}} \) to achieve \( W^* \) asymptotically under large budgets. Our result implies that the planner does not need to identify the prior marginal utilities to be able to implement an asymptotically efficient intervention. The term \( \Gamma(\Phi, \delta \mathbf{G}) \) measures the marginal return of the planner’s budget, as

\[ \lim_{C \to \infty} \frac{W^{*'}(C)}{C} = \lim_{C \to \infty} \frac{W^*(C)}{C} = \Gamma(\Phi, \delta \mathbf{G}) \]

by Theorem 1 and L’Hospital’s rule.

\(^8\)The expression in Theorem 1(a) is well defined when Assumption 1 holds. When \( \lambda_{\min}(\tilde{\Phi}) - \lambda_{\max}(\delta \mathbf{G}) \leq 0 \), the network effects are too strong, so the optimal welfare is unbounded and no Nash equilibrium exists.
Theorem 1 extends and generalises the results obtained in Galeotti et al. (2020) with a single activity to a network setting with multiple activities, and where the interaction between each pair of activities can be arbitrary. Here, in addition to the adjacency matrix $G$ of the network, there is another matrix $\Phi$, describing the strategic interactions between the multiple activities, that is crucial in determining the optimal intervention and welfare.

**Proposition 2.** Let $\Gamma(\Phi, \delta G)$ be defined as in Theorem 1. Then

$$\frac{\partial \Gamma(\Phi, \delta G)}{\partial \lambda_{\text{max}}(\delta G)} > 0 \text{ and } \frac{\partial \Gamma(\Phi, \delta G)}{\partial \lambda_{\text{min}}(\Phi)} < 0.$$ 

Note that $\Gamma(\Phi, \delta G)$ depends only on the smallest eigenvalue of $\lambda_{\text{min}}(\Phi)$ and the largest eigenvalue of $\lambda_{\text{max}}(\delta G)$. From Theorem 1(a), $\Gamma(\Phi, \delta G)$ is equal to the asymptotic return to the budget, $W^*(C)/C$. Therefore, a larger value of $\Gamma(\Phi, \delta G)$ would imply a greater effect of the budget on welfare gain. Consequently, Proposition 2 shows that when the budget is sufficiently big, the planner’s intervention will be more effective in the following two cases:

(i) $\delta G$ has a large spectral radius, so the maximum social multiplier effect that can be caused by the network externalities is large, which the planner exploits by choosing the intervention in the direction of the first principal component.

(ii) $\Phi$ has a small last eigenvalue, so the minimum cost incurred by the cross-activity terms of the utility function is small and the planner can conduct a more cost-efficient intervention by intervening in the direction of the last principal component.

For ease of notation, we introduce another assumption:

**Assumption 2.** $E_{\text{min}}(\Phi) = \text{span}(u)$ and $E_{\text{max}}(\delta G) = \text{span}(v)$ for some unit vectors $\|u\| = \|v\| = 1$.

Assumption 2 implies that the dimensions of $E_{\text{min}}(\Phi)$ and $E_{\text{max}}(\delta G)$ are both one, and holds generically. This ensures that the optimal intervention is essentially unique,9 and $\lim_{C \to \infty} \rho(u \otimes v, a^*) = \pm 1$, where $\rho$ represents the cosine

---

9There can be another optimal intervention obtained by multiplying by $-1$, but this transformation does not affect our subsequent results.
We define the components of the planner’s expenditure grouped by activities and individuals:

\[ B_s(a) = \sum_{i=1}^{n} (a_i^s - \hat{a}_i^s)^2 \] is the total expenditure on activity \( s \),

\[ B_j(a) = \sum_{t=1}^{k} (a_t^j - \hat{a}_t^j)^2 \] is the total expenditure on individual \( j \).

By definition, \( \sum_{s=1}^{k} B_s(a) = \sum_{j=1}^{n} B_j(a) = C \).

**Corollary 1.** Suppose Assumptions 1 and 2 hold.

(a) Across-layer allocation. For any activities \( s, t \) with \( u_t \neq 0 \),

\[ \lim_{C \to \infty} \frac{B_s(a^*)}{C} = u_s^2, \quad \text{and} \quad \lim_{C \to \infty} \frac{B_t(a^*)}{C} = \left( \frac{u_s}{u_t} \right)^2. \]

(b) Within-layer allocation. For any individuals \( i, j \) with \( v_j \neq 0 \),

\[ \lim_{C \to \infty} \frac{B_i(a^*)}{C} = v_i^2, \quad \text{and} \quad \lim_{C \to \infty} \frac{B_j(a^*)}{C} = \left( \frac{v_i}{v_j} \right)^2. \]

Corollary 1 follows from Theorem 1(b), and shows that the planner’s expenditure in each activity or individual only depends on the entries of the corresponding eigenvectors. Galeotti et al. (2020) established Corollary 1(b) for a single activity network. Here we extend the result to the multi-activity setting, and show that budget allocation remains proportional to the squares of the entries of the principal components.

**Proposition 3.** Suppose all activities are pairwise complements, that is, \( \beta_{st} \leq 0 \) for all \( s, t \). Then there exists \( u \in E_{\min}(\Phi) \) such that \( u_s \geq 0 \) for all \( s \).

Proposition 3 shows that when activities are complements, for each agent, the planner can choose to adjust marginal utilities in the same direction across activities. This allows the planner to exploit the complementarities across activities, since agents obtain maximum utility when his activity levels are all positive or

---

10See Galeotti et al. (2020), or Lemma 1(b) in Appendix A.
all negative.

**Proposition 4.** Suppose all activities are pairwise substitutes, that is, \( \beta_{st} \geq 0 \) for all \( s,t \), with strict inequality for some \( s,t \). Then for all \( u \in E_{\min}(\Phi) \), there exists \( s,t \) such that \( u_s > 0 \) and \( u_t < 0 \).

Proposition 4 shows a contrasting result for the case of substitute activities. Now, the planner will instead adjust the marginal utilities in different directions across activities to maximize welfare. These two propositions together highlight a significant difference between complementary and substitute activities.

**Example 1.** We illustrate the above results on a network over five agents, and first consider the base case of having only one activity (Fig. 1). A green node represents an intervention in the positive direction, while a red node represents an intervention in the negative direction. The size of the node depicts the magnitude of the intervention.\(^{11}\)

![Figure 1: Optimal intervention for single-activity networks](image)

These illustrate the contrasting effects of the network spillovers on the optimal intervention. As shown in Galeotti et al. (2020), when \( \delta > 0 \), the planner follows the first principal component of the adjacency matrix and intervenes in the positive direction. However, when \( \delta < 0 \), the planner follows the last principal component of the adjacency matrix, and increases the marginal utilities of some agents, while decreasing those of others.

**Example 2.** We continue with the previous example, increasing the number of activities that the agents participate in to three. The four figures below showcase all possible permutations of complementary or substitute activities and spillovers. Figures 2(a) and 2(b) extend the case of strategically complementary spillovers in Example 1(a) to a three activity network, while Figures 2(c) and 2(d) are the corresponding extension of Example

\[^{11}\text{The adjacency matrix } G = \begin{pmatrix} 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 \\ 1 & 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{pmatrix} \text{ has five distinct eigenvalues}: \lambda_1 = \lambda_{\text{max}} = 2.343, \lambda_2 = 0.471, \lambda_3 = 0, \lambda_4 = -1, \lambda_5 = \lambda_{\text{min}} = -1.814, \text{ so Assumption 2 holds.}\]
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1(b), with strategically substitutive spillovers.\textsuperscript{12}

\begin{figure}[h]
\centering
\begin{tabular}{cc}
\includegraphics[width=0.4\textwidth]{figure2a.png} & \includegraphics[width=0.4\textwidth]{figure2b.png} \\
(a): $\beta_{st} < 0$, $\delta > 0$ & (b): $\beta_{st} > 0$, $\delta > 0$
\end{tabular}
\begin{tabular}{cc}
\includegraphics[width=0.4\textwidth]{figure2c.png} & \includegraphics[width=0.4\textwidth]{figure2d.png} \\
(c): $\beta_{st} < 0$, $\delta < 0$ & (d): $\beta_{st} > 0$, $\delta < 0$
\end{tabular}
\caption{Optimal intervention for multi-activity networks}
\end{figure}

Figures 2(a) and 2(c) correspond to pairwise complementary activities. As in Proposition 3, the planner interventions in the same direction across activities. This is particularly evident in Figure 2(c), where the planner intervenes negatively for the central agent for all activities.

On the other hand, Figures 2(b) and 2(d) feature pairwise substitute activities to demonstrate Proposition 4. The last principal component chosen is only negative in the second entry, leading to the inversion of the signs in activity two.

\textsuperscript{12}We choose the strategic interdependence matrix $\Phi = \pm \begin{pmatrix} 0 & 0.2 & 0.3 \\ 0.3 & 0 & 0.4 \\ 0.3 & 0.4 & 0 \end{pmatrix}$ with eigenvalues $\lambda_1 = 0.608, \lambda_2 = -0.189, \lambda_3 = -0.419$ in the positive case, and $\lambda_1 = 0.419, \lambda_2 = 0.189, \lambda_3 = -0.608$ in the negative case, so Assumption 2 holds.
3.2 Comparative Statics

**Proposition 5.** Suppose Assumption 1 holds, and we have matrices \( \Phi = \{\beta_{st}\} \), \( \Phi' = \{\beta'_{st}\} \) satisfying \( \beta'_{st} \leq \beta_{st} \leq 0 \) for all \( s, t \). Then \( \Gamma(\Phi'', \delta G) \geq \Gamma(\Phi', \delta G) \).

Proposition 5 provides an easier method of comparing the marginal returns of the planner’s budget. Instead of having to evaluate the minimal eigenvalue of the strategic interdependence matrices as in Proposition 2, we show that as long as the activities are all pairwise complements \( (\beta_{ij} \leq 0 \text{ for all } i, j) \), any increase in the magnitude of the strategic interactions will result in an increase in welfare. However, this monotonicity result does not apply in the case of substitute activities, which we demonstrate in the below example.

**Example 3.** Suppose \( \lambda_{\text{max}}(\delta G) = 0.2 \), and let

\[
\Phi = \begin{pmatrix}
0 & 0.2 & 0.3 \\
0.2 & 0 & \beta_{23} \\
0.3 & \beta_{23} & 0
\end{pmatrix}.
\]

We verify that Assumption 1 holds for \( \beta_{23} \in \{0.1, 0.2, 0.3\} \), and obtain the following table.

| \( \beta_{23} \) | 0.1 | 0.2 | 0.3 |
|-----------------|-----|-----|-----|
| \( \Gamma \)    | 1.48| 1.4 | 1.56|

Here, the intermediate value of \( \beta_{23} = 0.2 \) results in a decreased effectiveness of the planner’s intervention compared to a lower or higher \( \beta_{23} \). Therefore, it is in general unclear if more strategic interaction among the agents will be beneficial for the agents.

The scope of Proposition 5 can be widened by considering the following transformations on the betas. For any \( t \), we can replace

\[ x^t, \hat{a}^t, \beta_{t1}, \beta_{t2}, \ldots, \beta_{tk} \text{ by } -x^t, -\hat{a}^t, -\beta_{t1}, -\beta_{t2}, \ldots, -\beta_{tk} \]

with no effect on the equilibrium welfare and intervention. In particular, when there are three activities, these transformations allow for the division of the possible signs of the betas to two equivalence classes.
Therefore, with three activities, any situation with exactly two positive $\beta_{st}$ is isomorphic to the situation of having all complementary activities, and the monotonicity result in Proposition 5 will hold.

### 3.3 Small Budgets

We also consider the other end of the spectrum, where the planner’s budget is small.

**Proposition 6.** Suppose Assumption 1 holds, and the original marginal utilities are not all zero.

(a) The optimal welfare satisfies

$$
\lim_{C \to 0} \frac{W^*(C) - W^*(0)}{\sqrt{C}} = \|P\tilde{a}\|.
$$

(Note that $P$ is defined in (3).)

(b) The optimal intervention satisfies

$$
\lim_{C \to 0} \rho(P\tilde{a}, a^*) = 1.
$$

Proposition 6 shows that when budgets are small, the original vector of marginal utilities $\tilde{a}$ play a crucial role in determining the optimal intervention. This is in contrast with Theorem 1, where the original marginal utilities are not relevant and it is the spectral properties of the matrices $\Phi$ and $G$ that are important instead.

Another key difference between small and large budgets is the growth rate of welfare. For $C \to 0$, Proposition 6(a) shows that the optimal gain in welfare is of order $\sqrt{C}$, while we have seen from Theorem 1(a) that as $C \to \infty$, the planner can obtain a welfare gain that is linear in $C$. This implies that the planner experiences
significant diminishing marginal returns to the size of the budget when the bud-
get is small, but eventually the marginal returns plateaus to a positive constant
$\Gamma(\Phi, \delta G)$. Therefore, while the initial intervention is the most cost-effective, an
increase in the budget will still be meaningful for the planner across all budget
sizes.

4 Partial Interventions

We turn to a modified version of the planner’s problem, where the planner is
only able to intervene in a subset $\mathcal{L} = \{1, \cdots, l\} \subseteq \mathcal{K}$ of the activities avail-
able.\footnote{This can always be achieved by a relabelling of the activities.} When $\mathcal{L} = \mathcal{K}$, we obtain the original formulation of the problem. Under
such a restriction, the planner solves the optimization problem (2), but with an
additional constraint:

$$
\max_{\mathbf{a} \in \mathbb{R}^l} \sum_{i \in \mathcal{N}} U_i(x^*_i(\mathbf{a}); x^*_{-i}(\mathbf{a}), \mathbf{a})
$$

s.t. $x^*_i(\mathbf{a}) \in \operatorname{argmax}_{x_i \in \mathbb{R}^k} U_i(x_i; x^*_{-i}(\mathbf{a}), \mathbf{a})$ for all $i \in \mathcal{N}$, (Agents’ equilibrium)

$(\mathbf{a} - \hat{\mathbf{a}})^T(\mathbf{a} - \hat{\mathbf{a}}) \leq C$, (Budget constraint)

$a^s = \hat{a}^s$ for all $s \in \mathcal{K} \setminus \mathcal{L}$. (Intervention restriction)

In this section, our focus is to study the difference in the planner’s decisions
when planner faces a restriction in the intervention, which we parametrize by $l$.
Therefore, we extend our previous notation and denote the optimal intervention
as $\mathbf{a}^*(l, C)$, and optimal welfare $W^*(l, C)$. Additionally, to simplify our analysis
and focus on the key issue of a restricted intervention space, we assume that the
cross-activity interactions are homogeneous, so that $\beta_{st} = \beta$ for all $s \neq t$.

**Assumption 3.** In other words, we have $\Phi = \beta(J_k - I_k)$.

4.1 Analysis

The agents’ choice of $x^*$ is unaffected by the restriction in the planner’s interven-
tion space, so we know from Proposition 1 that the planner chooses a feasible
intervention $a$ to maximize $a^T P a$. Define $H = K \setminus L$, and decompose

$$a = \begin{bmatrix} a^L \\ a^H \end{bmatrix}, \hat{a} = \begin{bmatrix} \hat{a}^L \\ \hat{a}^H \end{bmatrix}, P = \begin{bmatrix} P^{LL} & P^{LH} \\ P^{HL} & P^{HH} \end{bmatrix}$$

in the natural way, so that $a^L$ and $\hat{a}^L$ are length $\ell n$ vectors, and $P^{LL}$ is an $\ell n \times \ell n$ matrix. The restriction on the intervention means that $a^H = \hat{a}^H$, so we can then rewrite the problem (6) as

$$\max_{a^L \in \mathbb{R}^{\ell n}} a^T P a = (a^L)^T P^{LL} a^L + 2(\hat{a}^H)^T P^{HL} a^L + (\hat{a}^H)^T P^{HH} \hat{a}^H$$

s.t. $(a^L - \hat{a}^L)^T (a^L - \hat{a}^L) \leq C.$

Applying Lemma 1 in Appendix A to problem (7), we obtain the following result for the asymptotic welfare and intervention for large budgets.

**Proposition 7.** Let $W^*(l, C)$ be the solution to the optimization problem (7), and suppose that Assumption 1 holds.

(a)$$\lim_{C \to \infty} \frac{W^*(l, C)}{C} = \lambda_{\max}(P^{LL})$$

$$= \begin{cases} 1 - \beta & l \geq 2 \text{ and } \beta \geq 0; \\ \frac{1}{2(k+1)(1-\beta)}(k-l)(1-\beta) & \text{otherwise.} \end{cases}$$

(b)$$\lim_{C \to \infty} \frac{\|\text{proj}_{E_{\max}(P^{LL})} (a^L)^*\|}{\| (a^L)^* \|} = 1.$$ 

This generalises the cosine similarity result obtained in Galeotti et al. (2020) to eigenspaces of arbitrary dimension - in particular, when $E_{\max}(P^{LL}) = \text{span}\{a_0\}$ is of dimension one, the ratio in Proposition 7 is by definition equivalent to $\rho((a^L)^*, a_0)$. We see below in Theorem 2 that there are important cases in our multiple activity setting where the maximum eigenvalue occurs with large multiplicity, and this generalisation using the projection operator is useful.\(^1\) More practically, Lemma 1 also tells us that any other direction in this eigenspace will

\(^1\)We could, by following the guidelines in Galeotti et al. (2020), analytically solve and implement this optimal intervention by finding the Lagrange multiplier of the budget constraint.
be almost optimal. Therefore, we can choose a more convenient vector lying in
the eigenspace as an approximation for our intervention, and have the following:

**Theorem 2.** Suppose Assumption 1 holds. Let \( u \) be any unit vector in \( E_{\text{max}}(\delta G) \). Then
the following interventions \( \tilde{a}(C) \) satisfy \( \lim_{C \to \infty} \frac{W_k(\tilde{a}(C))}{W_k(1,C)} = 1 \):

(i) When the activities are complements, i.e., \( \beta < 0 \), we can choose the intervention
\[
\tilde{a} = \sqrt{\frac{C}{T}}(u^T, \ldots, u^T, 0^T, \ldots, 0^T)^T + \hat{a}.
\]

(ii) When the activities are substitutes, i.e., \( \beta > 0 \),

(iia) If \( l > 1 \), we choose
\[
\tilde{a} = \sqrt{\frac{C}{2}}(u^T, -u^T, 0^T, \ldots, 0^T)^T + \hat{a}.
\]

(iib) If \( l = 1 \), we choose
\[
\tilde{a} = \sqrt{C}(u^T, 0^T, \ldots, 0^T)^T + \hat{a}.
\]

As in Theorem 1(b), we construct simple interventions that only depend on the
eigenvectors of the network matrix. Under homogeneous cross-activity interactions, we find that when the activities are complements, the planner should inter-
vene equally in all the possible activities, where the within-activity intervention
remains parallel to \( u \in E_{\text{max}}(\delta G) \) as in Galeotti et al. (2020). As the planner
becomes able to intervene in more activities, he can spread out the intervention and get closer to the optimal intervention of the unrestricted case. This explains
why the optimal welfare increases as the planner intervenes in more activities.

On the other hand, when the activities are substitutes, the planner can apply
a partial intervention in only two activities and still obtain an almost optimal
welfare. This is done by conducting an intervention parallel to \( u \in E_{\text{max}}(\delta G) \) in
both activities, but in opposite directions - the marginal utility of one activity is
increased, while the other is decreased. This is because in the case of substitute
products, it is inefficient for agents to choose large amounts of multiple activities,
so the planner focuses on encouraging one activity while discouraging the other.

**Remark 1.** In both cases, when \( \delta > 0 \), the eigenvector \( u \in \lambda_{\text{max}}(G) \) is unique up to
multiplication by \(-1\) by the Perron-Frobenius theorem. On the other hand, when \( \delta < 0 \),
no such result exists. This is because the dimension of the eigenspace of \( \lambda_{\text{min}}(G) \) can
be up to \( n - 1 \), such as in the case of a complete network with an equal weight on each edge. Taking these results together, we see that we can only be certain that the eigenspace \( E_{\text{max}}(P^{\mathcal{L}}) \) is of dimension 1 when \( \delta > 0 \) and \( \beta < 0 \).

We return to our aim of evaluating the impact of an intervention restriction on the optimal welfare. To do so, we denote by \( \hat{W} \) the original welfare without any intervention, and define the welfare improvement ratio as

\[
\eta_k(l, C) = \frac{W^*(l, C) - \hat{W}}{W^*(k, C) - \hat{W}}, \quad 1 \leq l \leq k.
\]

For convenience, we also write

\[
\eta_k(l, \infty) = \lim_{C \to \infty} \eta_k(l, C).
\]

Clearly, \( \eta_k(l, C) \) is nondecreasing in \( l \) since an increase in \( l \) expands the feasible set for the planner while leaving the objective unchanged, so \( 0 \leq \eta_k(l, C) \leq \eta_k(l', C) \leq \eta_k(k, C) = 1 \) for all \( 1 \leq l \leq l' \leq k \). This captures the fraction of welfare gain the planner can achieve when there is a restriction in the intervention to \( l \) activities, compared to the case where there is no such restriction. This thus provides a measure of the benefit of intervening in more activities, giving an indication of the usefulness of having more instruments of intervention for the planner.

To further simplify our expressions, we define

\[
\alpha \equiv \frac{(1 + (k - 1)\beta)(1 - \beta - \lambda_{\text{max}}(\delta G))^2}{(1 - \beta)(1 + (k - 1)\beta - \lambda_{\text{max}}(\delta G))^2}.
\]

Here \( \alpha \) depends on the number of activities, \( k \), the degree of complementarity, \( \beta \), and the network effects, \( \delta G \), but is independent of the intervention restriction, \( l \). Under Assumption 1, we can show that when the activities are complements \((\beta < 0)\) then \( \alpha > 1 \), when the activities are substitutes \((\beta > 0)\) then \( 0 < \alpha < 1 \), and when the activities are independent \((\beta = 0)\) then \( \alpha = 1 \).

We have the following theorem on the behaviour of \( \eta_k \) when the budget is large.

**Theorem 3.** Suppose Assumptions 1 and 3 hold.
(i) If the activities are substitutes, i.e., $\beta > 0$, then

$$
\eta_k(l, \infty) = \begin{cases} 
\frac{1}{k}(k - 1 + \alpha), & l = 1; \\
1, & l \geq 2. 
\end{cases} 
$$

(ii) If the activities are complements, i.e., $\beta < 0$, then

$$
\eta_k(l, \infty) = \frac{1}{k} \left( l + \frac{k - l}{\alpha} \right). 
$$

Theorem 3 follows directly from Proposition 7. From equation (9), when activities are substitutes, there is a loss in welfare when the planner can only intervene in one activity, but the planner can reach an asymptotically optimal intervention as long as there are at least two activities that can be intervened in. That is,

$$
\eta_k(1, \infty) < \eta_k(2, \infty) = \eta_k(3, \infty) = \cdots = \eta_k(k, \infty) = 1.
$$

Furthermore, the planner is able to achieve at least $\frac{k - 1}{k}$ of the optimal welfare even when there is only one activity available for intervention ($l = 1$), so the welfare loss will be small if the agents are simultaneously participating in many activities. As a result, a social planner does not need to consider implementing a variety of intervention channels across the multiple activities when the activities are substitutes, and it suffices to focus on one or two of them.

On the other hand, when the activities are complements, Theorem 3(ii) shows that the planner cannot reach an optimal welfare whenever there are activities the planner is unable to intervene in. That is,

$$
\eta_k(1, \infty) < \eta_k(2, \infty) < \cdots < \eta_k(k, \infty) = 1.
$$

Furthermore, we see from (10) that the asymptotic welfare ratio is linear in $l$, which implies that the gain in relative welfare is linear in the number of restricted activities.\footnote{Formally, we obtain $\partial \eta_k(l, \infty) / \partial l = (\alpha - 1)/(\alpha k)$.} This demonstrates a stark contrast between the cases where the activities are substitutes or complements. Only when the activities are complements does the planner benefit from intervention in multiple activities. This induces an increase in the agents’ participation in more activities and hence improves total welfare from the positive interactions between them.
Finally, when the activities are independent, we have $\beta = 0$, thus, $a = 1$ and $\eta_k(l, \infty) = 1$ for all $k$ and $l$. The planner asymptotically reaches the same level of welfare regardless of the number of activities that can be intervened in. In this situation, the planner only cares about the relative consumption across agents for each activity, and not the relative consumption across activities.

Theorem 3 generalizes the findings in Galeotti et al. (2020) to a setting with multiple activities. We see that the presence of interactions between the activities, as well as the restriction on the number of activities that the planner can intervene in, play a significant role in determining the effectiveness of the intervention. In particular, a 2-activity partial intervention is sufficient in the case where the activities are substitutes, but a partial intervention will not be as effective as a complete intervention when the activities are complements.

To complete our analysis, we also obtain the welfare loss for small budgets.

Theorem 4. Suppose Assumption 1 holds, and the original marginal utilities are not all zero. For all $\beta$ and $l$,

$$\lim_{C \to 0} \eta_k(l, C) = \frac{\|P_L \hat{a}\|}{\|P \hat{a}\|}.$$

In particular, if the activities are homogeneous with $\hat{a}^s = \hat{a}^t$ for all $s, t \in K$, then

$$\lim_{C \to 0} \eta_k(l, C) = \sqrt{\frac{T}{k}}.$$

In contrast to the result for large $C$, here the original marginal utility $\hat{a}$ is crucial in determining the optimal welfare gain, while there is no significant dependence on the sign of $\beta$. This echoes the result for the single activity case in Galeotti et al. (2020). Therefore, in general, the choice of activities that allow for intervention will affect the results.

Since we have that

$$\sum_{s \in L} \|P^{(s)} \hat{a}\|^2 = \|P_L \hat{a}\|^2,$$

given a fixed number of activities $l$, there exists a choice of $L$ with $|L| = l$ such that $\eta_k(l, C) \geq \sqrt{\frac{T}{k}}$. This shows that as long as the planner is able to pick the activities to intervene in, there are decreasing marginal returns to the number of activities in which the planner intervenes. This is in contrast to the linear gains found in Theorem 3. Therefore, when the budget is small, it is important for the
planner to choose to intervene in the correct activities, after which including other activities will provide a smaller welfare gain. In particular, if the activities are homogeneous, then all choices of $L$ of the same size result in the same welfare, and equality always holds.

We illustrate above results on the optimal welfare for a simple network below.

**Example 4.** Consider a dyad network\(^{16}\) over three activities, setting $\delta = 0.1$, and suppose the activities are ex ante homogeneous with $\hat{a}^1 = \hat{a}^2 = \hat{a}^3 = (2, 1)^T$. Letting the number of activities that allow for interventions to vary, we obtain the following plots for optimal welfare as the budget $C$ ranges from 0 to 40:

![Plots of optimal welfare against budget for varying intervention restrictions](image)

(a) $\beta = 0.4$  
(b) $\beta = -0.4$

**Figure 3**: Optimal welfare against budget for varying intervention restrictions

As we expect from Proposition 7, the graphs in Figures 3(a) and 3(b) exhibit linear growth as $C$ grows large. In Figure 3(a), the curves for $l = 2$ and $l = 3$ are almost identical, reflecting our result in Theorem 3 that when the activities are substitutes ($\beta > 0$), an intervention in two activities is always sufficient to obtain an almost optimal welfare. On the other hand, Figure 3(b) shows the necessity of intervening in more activities in the case of complementary activities ($\beta < 0$), and the incremental effect of an additional activity is asymptotically constant. On the other hand, we see that the gap between the curves $l = 1$ and $l = 2$ is larger than the gap between $l = 2$ and $l = 3$ when $C$ is small, as we have seen in Theorem 4.

\(^{16}G_{dyad} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \)
4.2 Comparative Statics

As a counterpart to Proposition 5, we examine how the normalized welfare $\Gamma$ is affected by a change in the model parameters in this case.

**Proposition 8.** Suppose Assumption 1 holds, and $\Phi = \beta(J_k - I_k)$. Then for any $1 \leq l \leq k$,

(i) $\Gamma(\Phi, \delta G, l)$ is increasing in $\lambda_{\text{max}}(\delta G)$.

(ii) $\Gamma(\Phi, \delta G, l)$ is increasing in $|\beta|$.

Here, the homogeneity of the cross-activity interactions allows us to extend the monotonicity result to the case of substitute activities. An increase in the intensity of either the cross-activity interactions or the network spillovers will lead to an increase in the effectiveness of the intervention, as these spillovers serve to propagate the effects of the intervention throughout the network and act as a multiplier for the equilibrium welfare gain. Of further interest is the effect of these model parameters on the welfare ratio discussed in Theorem 3. From Theorem 3, we know that

$$\lim_{C \to \infty} \frac{\partial \eta_k(l, C, G)}{\partial \alpha} = \begin{cases} \frac{-k-l}{ka^2}, & \beta < 0; \\ \frac{1}{k}, & \beta > 0, \ l = 1; \\ 0, & \text{otherwise}. \end{cases}$$

Therefore, we obtain the following comparative statics effects on the welfare ratio.

**Proposition 9.**

(i) $\eta_k(l, \infty)$ is weakly decreasing in $\lambda_{\text{max}}(\delta G)$.

(ii) $\eta_k(l, \infty)$ is weakly decreasing in $|\beta|$.

Proposition 9 shows that the welfare ratio moves in the opposite direction of the welfare gain. Having stronger cross-activity interactions or network spillovers instead decrease the welfare ratio, making it more important for the planner to have access to intervention in all activities.

While the interpretation of a change in $\beta$ is straightforward, we want to link changes in the network structure $G$ to the spectral radius of $\delta G$. We first define a partial ordering on the set of networks. Given two graphs $G$ and $G'$, we write $G \prec G'$ if $g_{ij} \leq g'_{ij}$ for all $i, j$. In particular, $G \prec G'$ whenever $G$ represents a subgraph of $G'$ over the same set of agents. We have the following standard results on the largest and smallest eigenvalues of $G$. 
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Fact 1. (i) If $G \triangleleft G'$, then $\lambda_{\max}(G) \leq \lambda_{\max}(G')$.
(ii) If $G \triangleleft G'$ and $G'$ is bipartite, then $\lambda_{\min}(G) \geq \lambda_{\min}(G')$.

Using this characterization, we can restate part (i) of Proposition 9.

Proposition 10. Let $G \triangleleft G'$.
(i) If $\delta > 0$, then $\eta_k(l, \infty, G) \geq \eta_k(l, \infty, G')$.
(ii) If $\delta < 0$ and $G'$ is bipartite, then $\eta_k(l, \infty, G) \geq \eta_k(l, \infty, G')$.

Therefore, increasing the connectivity of the network will decrease the welfare ratio when either $\delta > 0$, or $\delta < 0$ and $G'$ is bipartite. That is, when the network spillovers are positive, a denser network would result in a greater welfare loss from a partial intervention, but the effect is in general ambiguous when the spillovers are negative.

5 Extensions

5.1 Heterogeneous Network Externalities

In the previous sections, we have imposed that the strength of the network spillovers $\delta$ is the same for each activity. We now relax this assumption, such that each activity $s$ has its own corresponding coefficient $\delta_s$. That is, each agent now receives a total utility of

$$U_i = \sum_{s \in K} a^s_i x^s_i - \left( \frac{1}{2} \sum_{s \in K} (x^s_i)^2 + \frac{1}{2} \sum_{s \in K} \sum_{t \in K; t \neq s} \beta_{st} x^s_i x^t_i \right) + \sum_{s \in K} \sum_{j \in N} \delta_s g_{ij} x^s_i x^j_i. \quad (11)$$

It is useful to define a new matrix of spillovers $\Delta = \text{diag}(\delta_1, \ldots, \delta_k)$ to capture the varying network externalities. The consumer's equilibrium choice of actions, following the similar argument as in Proposition 1, can be shown to be

$$x^* = [\Phi \otimes I_n - \Delta \otimes G]^{-1}a, \quad (12)$$

with the corresponding total welfare given by

$$W(a) = \frac{1}{2}a^T [\Phi \otimes I_n - \Delta \otimes G]^{-1} (\Phi \otimes I_n) [\Phi \otimes I_n - \Delta \otimes G]^{-1} a. \quad (13)$$
Here we need to impose the following assumption, which generalizes Assumption 1 to ensure the well-behavedness of model under heterogeneous $\delta_s$.

**Assumption 1'.** The matrix $\tilde{\Phi} \otimes I_n - \Delta \otimes G$ is positive definite.

Assumption 1' is equivalent to the condition that $\tilde{\Phi} - t\Delta \succ 0$ for all eigenvalues $t$ of $G$.\(^{17}\) Under our baseline model of homogeneous network externalities, that is, $\delta_s = \delta$ for all $s$, then Assumption 1' reduces to the condition $\lambda_{\text{min}}(\tilde{\Phi}) > \lambda_{\text{max}}(\delta G)$ and we recover Assumption 1. Also, when $\delta_s > 0$ for all $s$, Assumption 1' reduces to $\tilde{\Phi} - \lambda_{\text{max}}(G)\Delta \succ 0$, while when $\delta_s < 0$ for all $s$, Assumption 1' instead reduces to $\tilde{\Phi} - \lambda_{\text{min}}(G)\Delta \succ 0$.

To state the optimal intervention under heterogeneous $\delta_s$, we define the matrix

$$M(t) = \tilde{\Phi} - 2t\Delta + t^2\Delta \tilde{\Phi}^{-1} \Delta, \quad t \in \mathbb{R}. $$

In our analysis, $M(t)$ performs a similar role to $\tilde{\Phi}$, but takes into account the effects of $\Delta$ to an extent parametrized by a scalar $t$.

**Proposition 11.** Suppose Assumption 1' holds, and $\hat{a} = 0$.\(^{18}\)

(a) If $\delta_s > 0$ for all $s$, then the optimal intervention satisfies $a^* = \sqrt{C}u \otimes v$ for some $v \in E_{\text{max}}(G)$ and $u \in E_{\text{min}}(M(\lambda_{\text{max}}(G)))$.

(b) If $\delta_s < 0$ for all $s$, then the optimal intervention satisfies $a^* = \sqrt{C}u \otimes v$ for some $v \in E_{\text{min}}(G)$ and $u \in E_{\text{min}}(M(\lambda_{\text{min}}(G)))$.

Similarly to Theorem 1, Proposition 11 is obtained by a spectral analysis of the matrix $P$, which we provide in the following Proposition:

**Proposition 12.** Let $\{(t_i, v_i)\}_{i=1}^n$ be a set of orthogonal eigenpairs of $G$. For each $i$, let $\{(\mu_{ji}, u_{ji})\}_{j=1}^k$ be a set of orthogonal eigenpairs of the matrix $M(t_i)$. Then $\{(\mu_{ji}^{-1}, u_{ji} \otimes v_i)\}$ is a set of orthogonal eigenpairs of $P$.

Proposition 12 identifies a set $k \times n$ orthogonal eigenpairs of $P$, so they must contain all the eigenvalues of $P$. By applying Lemma 1, Proposition 11 follows by selecting the largest eigenvalue of $P$ and choosing its corresponding eigenspace as the optimal intervention.

Proposition 11 shows that our previous results on the within-activity intervention

\(^{17}\)For symmetric matrices $A$ and $B$, we write $A \succ B$ if $A - B$ is positive definite.

\(^{18}\)For general $\hat{a}$, we could state asymptotic optimality results of such $a^*$ stated in Proposition 11 under large $C$ in the similar spirit to Theorem 1. We omit the details for brevity.
are robust to including heterogeneity in the strength of the network spillovers. If the network generates positive spillovers for each activity, the optimal intervention will still follow the first eigenvector of $G$, while if the network generates negative spillovers for each activity, the optimal intervention will follow the last eigenvector of $G$. The optimal across-activity intervention no longer follows the principal components of $\Phi$, but instead can be expressed in terms of the spectral properties of a new matrix $M(t)$, which captures both the cross-activity interactions $\Phi$ and the heterogeneous within-activity spillovers $\Delta$.

We provide a simple example of the effects of varying $\Delta$ on the optimal across-activity interaction below.

**Example 5.** Let $k = 2, \Phi = \begin{bmatrix} 1 & -0.3 \\ -0.3 & 1 \end{bmatrix}$, $\delta_1 = 0.1$, and $G$ be an arbitrary cycle graph. The table below illustrates the optimal intervention for varying $\delta_2$.\(^{19}\)

| $\delta_2$ | 0.1       | 0.2       | 0.3       |
|------------|----------|----------|----------|
| $u$        | $(0.707, 0.707)^T$ | $(0.483, 0.876)^T$ | $(0.390, 0.921)^T$ |
| $u_1/u_2$  | 1        | 0.551    | 0.423    |

By Proposition 11, the cross-activity intervention is proportional to the eigenvector $u$, so $u_1/u_2$ represents the ratio of the amount of intervention between activities 1 and 2 (see Corollary 1). When $\delta_2 = 0.1$, we have homogeneous spillovers as in our baseline model, and the planner performs an equal amount of intervention in each activity. Intuitively, as $\delta_2$ increases, we see that the ratio $u_1/u_2$ decreases, as the larger spillovers in activity 2 leads to an increase in the effectiveness of intervention, and a larger proportion of the planner’s budget will be allocated to activity 2.

### 5.2 Nonnegative Interventions

We return to the baseline model (2), but now assume that the planner is only able to conduct a nonnegative intervention. That is, we must have $a^* \geq \hat{a}$. For instance, for a planner seeking an intervention in education, a reduction in an individual’s returns to education could be seen as unethical. Therefore, it is reasonable for a planner to be bound by such a constraint in an applied setting.

\(^{19}\) Note $\lambda_{\text{max}}(G) = 2$ with corresponding eigenvector $v = (\frac{1}{\sqrt{n}}, \cdots, \frac{1}{\sqrt{n}})^T$. For each $\delta_2$, the vector $u$ in the table is given by the last eigenvector of $M(\lambda_{\text{max}}(G)) = M(2)$ by Proposition 11(a).
For simplicity, we suppose that \( \hat{a} = 0 \). Applying Proposition 1, we can write this problem as

\[
\begin{align*}
\max_{a \in \mathbb{R}^{kn}} & \quad W(a) = a^T P a \\
\text{s.t.} & \quad a^T a \leq C, \quad a \geq 0.
\end{align*}
\] (14)

When \( \delta > 0 \) and \( \beta_{st} \leq 0 \) for all \( s, t \), we know from Proposition 3 and Example 1 that the optimal unconstrained intervention is already nonnegative. Therefore, the additional constraint is not binding, and does not affect the solution. However, if \( \delta < 0 \) or \( \beta_{st} > 0 \) for some \( s, t \), the optimal unconstrained intervention will be negative in some component, and is not feasible. We can still perform a spectral analysis to obtain a necessary condition:

**Proposition 13.** Suppose \( a^* \) solves (14). Let the support of \( a^* \) be the set of indices \( S = \{ i : a_i^* > 0 \} \), and let \( a_S^* \) be the subvector of \( a^* \) induced by the indices in \( S \). Similarly, let \( P_S \) be the principal submatrix of \( P \) induced the indices in \( S \). Then \( a_S^* \in E_{\max}(P_S) \), and \( \frac{W(a^*)}{C} = \lambda_{\max}(P_S) \).

Proposition 13 implies that we can obtain the optimal intervention by simply checking for each principal submatrix of \( P \) for a nonnegative eigenvector, and finding the maximum eigenvalue among them. While this process may seem inefficient, the following proposition suggests that we will not be able to do much better.

**Proposition 14.** The problem (14) is NP-hard.

Consequently, adding the nonnegativeness constraints in the intervention problem increases its computational complexity.

Finally, we make use of two sample networks from Galeotti et al. (2020), to illustrate the optimal nonnegative intervention in the single activity case, i.e., \( k = 1 \). Both of these graphs can be checked to be 3-regular.

**Example 6.** The following diagrams illustrate a representative optimal intervention\(^{20}\) for \( \delta = -0.05 \) and \( \delta = -0.2 \) (Fig. 4). Nodes coloured black receive zero intervention, while red nodes are labelled by their normalized optimal intervention, \( \frac{a_i^*}{\sqrt{C}} \).

Observe that when \( |\delta| \) is small, the nodes with positive intervention forms an independent set, but this is not the case when \( |\delta| \) is large. Recall from Proposition 1 (or see Ballester

\(^{20}\)Multiple optimal interventions exist due to the symmetries of the graph, but they are equivalent up to a graph automorphism.
Figure 4: Optimal nonnegative interventions
et al. (2006)) that for single-activities, we can simplify the expression for welfare as 
\[ 2a^T P_a = a^T [I - \delta G]^{-2} a, \] 
so a Taylor expansion at \( \delta = 0 \) gives

\[ 2a^T P_a \approx a^T a + 2\delta a^T Ga. \]

Recall \( a^T a = C. \) Intuitively, for \( \delta \) sufficiently close to zero, we maximize the linear term \( 2\delta a^T Ga. \) Since \( \delta < 0 \), it suffices to minimize \( a^T Ga = \sum_{i,j} g_{ij} a_i a_j \), which equals zero if and only if the support of \( a \) must be an independent set of \( G \). See panel (a) of the above figure. On the other hand, when \( |\delta| \) is large, the higher order terms in the Taylor expansion\(^{21}\) become more significant, and we observe a trade-off between minimizing the odd-length paths which decrease total welfare, and maximizing the even-length paths which increase welfare. We expect similar results to hold for other graphs as well.

5.3 An Alternative Intervention Model - Pricing

Besides welfare-maximizing interventions, we show that our model can also find applications in other contexts. Here, we consider a model where a monopolist provides multiple goods to a network of consumers, as a generalization of Chen et al. (2018a). We assume that the firm faces constant marginal costs, which we denote by the vector \( c = (c_1, \ldots, c_n)^T \), where \( c_s \) represents the marginal cost of producing good \( s \) to consumer \( i \). Furthermore, we assume that \( c_s > a_s \) for all \( s, i \) to ensure that the firm can obtain positive profits. The firm then chooses a price vector \( p = (p_1, \ldots, p_n)^T \), where \( p_s \) represents the price of good \( s \) to consumer \( i \). Consumer \( i \) thus incurs a total cost of \( \sum_{s=1}^{k} p^s_i x^s_i \) from purchasing the quantity \( x_i \), resulting in a total utility of

\[ U_i = \sum_{s \in \mathcal{K}} (a^s_i - p^s_i)x^s_i - \left( \frac{1}{2} \sum_{s \in \mathcal{K}} (x^s_i)^2 + \frac{1}{2} \sum_{s \in \mathcal{K}} \sum_{t \neq s} \beta_{st} x^s_i x^t_i \right) + \sum_{s \in \mathcal{K}} \sum_{j \in \mathcal{N}} \delta_s g_{ij} x^s_i x^t_j \]

For a given price vector \( p \), the equilibrium demand, using (12), is given by

\[ x^* = [\Phi \otimes I_n - \Delta \otimes G]^{-1} (a - p). \]

\(^{21}\) \[ 2a^T P_a = a^T a + 2\delta a^T Ga + 3\delta^2 a^T G^2 a + \cdots. \]
The firm thus solves the profit-maximizing problem

$$\max_{p \in \mathbb{R}^n} \pi = (p - c)^T x^* = (p - c)^T [\Phi \otimes I_n - \Delta \otimes G]^{-1} (a - p)$$

(15)

**Proposition 15.** Suppose Assumption 1' holds. The solution to (15) is

$$p^* = \frac{a + c}{2},$$

with a corresponding maximal monopoly profit

$$\pi^* = \frac{1}{4} (a - c)^T [\Phi \otimes I_n - \Delta \otimes G]^{-1} (a - c).$$

That is, the firm sets prices equal to the average of the intrinsic marginal utilities of the consumers and the marginal costs of production. The network structure and cross-activity interactions are irrelevant in determining optimal pricing, and only contributes to the equilibrium quantities and profit. This network-independent pricing result generalizes the optimal pricing problem for a single good (see Candogan et al. (2012) and Bloch and Quérou (2013)) to multiple products, and we find that similar results hold in this setting. We admit that the network independence result here is due to certain special features of the model (such as linear demand and no competition). See Bloch (2015) for a survey of targeted pricing in social networks and Chen et al. (2018a, 2022) for settings with competitive pricing.22

6 Conclusion

We analyse the problem of a welfare-maximizing intervention on a heterogeneous multiplex network using principal component analysis. By solving a general quadratic programming problem, we show when the planner’s budget is large, the optimal intervention and welfare can be simply described by the spectral properties of two matrices, one representing the within network spillovers among the agents, and the other representing the strategic interdependence between activities. We study the effect of this interdependence on welfare, and find

22Relatedly, Galeotti et al. (2022) study taxation in a network market under an oligopolistic setting, and find that optimal taxes and surplus can also be described in terms of the spectral properties of the network.
that when activities are pairwise complements, the marginal welfare gained from the planner’s budget increases with the degree of complementarity. Furthermore, we establish a class of strategic interdependencies that exhibit the same property. We also consider the problem for small budgets, and show that in contrast, the optimal intervention becomes dependent on the original utilities and not the spectral decomposition. However, our paper only considers the situation where underlying network is the same across each activity, and future research may be able to weaken this strong assumption.

As an application of our model, we have also studied a related problem where the planner is unable to intervene in all activities. We analyse the optimal welfare under such a constraint, and find that there are significant differences in the results depending on whether activities are substitutes or complements, as well as the size of the budget. In particular, we find that when activities are substitutes, the planner has little incentive to intervene in more than two activities as long as all the spillovers are taken into account when deciding on the choice of intervention. This can have useful policy implications, as a planner does not have to spend resources in developing instruments for intervention in each activity. In this extension, we focus on the case where the interaction between each pair of activities is the same, and it would be interesting for future research to analyse the key activity/layer problem in situations where the cross-activity interactions are heterogeneous.\footnote{We are grateful to Francis Bloch for this comment.}

We believe that the richer network structures offered by such multiplex networks can lead to further interesting results, and allow for the modelling of more economic scenarios. Our paper focuses on studying a formulation of the optimal intervention problem. Further research can be done to extend other results on single-activity networks to the multiple activity case, such as other issues in intervention, or to study network formation and design in multiplex networks. See, for instance, Cheng et al. (2021) on how to sustain cooperation among players embedded in multiple social relations, and Joshi et al. (2020) and Billand et al. (2021) on models of formation of multilayer networks.
APPENDIX

A Two Useful Lemmas

This section contains the proof of Lemma 1, which characterizes the solutions to a general quadratic programming problem. For completeness, we include Lemma 2 as an extension of Lemma 1 to the case of intermediate budgets, which largely follows Galeotti et al. (2020).

Proof of Lemma 1. Let \( y = C^{-1/2}x \), so we solve

\[
\begin{align*}
\max_{y \in \mathbb{R}^{2n}} & \quad Cy^T Sy + \sqrt{C}v^T y \\
\text{s.t.} & \quad y^T y \leq 1.
\end{align*}
\]

In general, we can solve for the optimal \( y \) by maximizing the Lagrangian

\[
\mathcal{L} = Cy^T Sy + \sqrt{C}v^T y + \lambda(y^T y - 1).
\]

This has first order conditions

\[
2CSy + \sqrt{C}v + 2\lambda y = 0 \\
y^T y = 1,
\]

but there is no closed form solution to the system. We thus focus our analysis on the cases \( C \to \infty \) and \( C \to 0 \).

(a) We bound each term of the objective function individually. It is known that the problem

\[
\begin{align*}
\max_{y \in \mathbb{R}^{2n}} & \quad Cy^T Sy \\
\text{s.t.} & \quad y^T y \leq 1.
\end{align*}
\]

has a maximum of \( \lambda_{\max}(S)C \), which is attained for any \( y \in E_{\max}(S) \) such that \( \|y\| = 1 \).

Also, for any \( y \) with \( y^T y \leq 1 \), we have \( |\sqrt{C}v^T y| \leq \sqrt{C}\|v\|\|y\| \).

Therefore, \( V^* \in [\lambda_{\max}(S)(C - \sqrt{C}\|v\|), \lambda_{\max}(S)(C + \sqrt{C}\|v\|)] \). Since \( \|v\| \) is a fixed constant, we have \( \lim_{C \to \infty} \frac{V^*}{C} = \lambda_{\max}(S) \).

Also, \( V^*(\sqrt{C}u) \geq \lambda_{\max}(S)(C - \sqrt{C}\|v\|) \) for all unit \( u \in E_{\max}(S) \), so \( \lim_{C \to \infty} \frac{V^*(\sqrt{C}u)}{V^*(x^*)} = \lambda_{\max}(S) \).
(b) Since $S$ is symmetric, we can write $S = UDU^T$, where $D$ is a diagonal matrix consisting of the eigenvalues of $S$, and $U = [u_1, u_2, \ldots, u_{2n}]$ is an orthogonal matrix consisting of the corresponding eigenvectors. If $S$ has only one eigenvalue the result is trivial, so let $\theta$ be the second largest eigenvalue of $S$.

Since $U$ forms a basis of $\mathbb{R}^{2n}$, we can uniquely write $\frac{x}{\|x\|} = \sum_{i=1}^{2n} k_i u_i$ for some $k_i \in [-1, 1]$ and $\sum_{i}^{2n} k_i^2 = 1$. Then

$$\frac{x^T S x}{\|x\|^2} = \left( \sum_{i=1}^{2n} k_i u_i \right)^T S \left( \sum_{i=1}^{2n} k_i u_i \right)$$

$$= \left( \sum_{i=1}^{2n} k_i u_i \right)^T \left( \sum_{i=1}^{2n} k_i d_{ii} u_i \right)$$

$$= \sum_{i=1}^{2n} k_i^2 d_{ii} u_i^T u_i + \sum_{i \neq j}^{} k_i k_j d_{jj} u_i^T u_j$$

$$= \sum_{i=1}^{2n} k_i^2 d_{ii} + 0$$

$$\leq \sum_{\{u_i \in \text{E}_{\text{max}}(S)\}} k_i^2 \lambda_{\text{max}}(S) + \sum_{\{u_i \notin \text{E}_{\text{max}}(S)\}} k_i^2 \theta$$

$$= \lambda_{\text{max}}(S) - \left( 1 - \sum_{\{u_i \in \text{E}_{\text{max}}(S)\}} k_i^2 \right) \left( \lambda_{\text{max}}(S) - \theta \right)$$

Let $A$ be the submatrix of $U$ containing the columns of $U$ which lie in $E_{\text{max}}(S)$. Then $A$ is a projection matrix for $E_{\text{max}}(S)$, so

$$\|\text{proj}_{E_{\text{max}}(S)} x\|^2 = \|A(A^T A)^{-1} A^T x\|^2 = x^T A A^T A A^T x = x^T A A^T x = \|A^T x\|^2$$

$$= \|x\|^2 \sum_{\{u_i \in \text{E}_{\text{max}}(S)\}} \left( \sum_{j=1}^{2n} k_j u_j \right)^2$$

$$= \|x\|^2 \sum_{\{u_i \in \text{E}_{\text{max}}(S)\}} k_i^2$$
As $C \to \infty$, from part (a), $\frac{x^T S x}{\|x\|^2} \to \lambda_{\text{max}}(S)$, hence we have

$$\sum_{u_i \in E_{\text{max}}(S)} k_i^2 = \frac{\|\text{proj}_{E_{\text{max}}(S)} x\|^2}{\|x\|^2} \to 1.$$  

(c) We again bound each term of the objective function individually. Following part (a), we have $Cy^T Sy \in [-\lambda_{\text{max}}(S)C, \lambda_{\text{max}}(S)C]$, while $\sqrt{C}v^T y$ has maximum $\sqrt{C}\|v\|$. Thus $V^* \in [\sqrt{C}\|v\| - \lambda_{\text{max}}(S)C, \sqrt{C}\|v\| + \lambda_{\text{max}}(S)C]$. Given that $\|v\| > 0$, we have $\lim_{C \to 0} \frac{V(x^*)}{\sqrt{C}} = \|v\|$. 

(d) Let $\epsilon > 0$. For any $C < \frac{\epsilon\|v\|}{2\lambda_{\text{max}}(S)}$, we must have

$$V(y^*) \geq \sqrt{C}\|v\| - \lambda_{\text{max}}(S)C$$

$$\implies C(y^*)^T Sy^* + \sqrt{C}v^T y^* \geq \sqrt{C}\|v\| - \lambda_{\text{max}}(S)C$$

$$\implies \lambda_{\text{max}}(S)C + \sqrt{C}v^T y^* \geq \sqrt{C}\|v\| - \lambda_{\text{max}}(S)C$$

$$\implies v^T y \geq \|v\| - 2\lambda_{\text{max}}(S)\sqrt{C}$$

$$\implies \frac{\|\text{proj}_y y\|}{\|y\|} = \frac{v^T y}{\|v\||y|} \geq 1 - \frac{2\lambda_{\text{max}}(S)\sqrt{C}}{\|v\||y|} > 1 - \epsilon.$$ 

Since $y$ is a scalar multiple of $x$, the desired result follows.

**Lemma 2.** Let $S$ be a positive definite matrix. Let $S = UDU^T$ be a diagonalization of $S$, so $d_{ii} = \lambda_i(S)$ are the eigenvalues of $S$. Write $\bar{v} = U^Tv$, $\bar{x} = U^Tx$. The solution to

$$\max_{x \in \mathbb{R}^n} V(x) = x^T S x + v^T x$$

$$\text{s.t. } x^T x \leq C.$$ 

is

$$\bar{x}_i = \frac{\bar{v}_i}{2(\mu - \lambda_i(S))},$$

where $\mu$ satisfies the equation

$$\sum_{i=1}^n \frac{\bar{v}_i^2}{4(\mu - \lambda_i(S))^2} = C.$$
Proof of Lemma 2. We have $x^T S x = \bar{x}^T D \bar{x} = \sum_{i=1}^{n} \lambda_i(S) \bar{x}_i^2$, so the original problem can be reformulated as

$$
\max_{\bar{x} \in \mathbb{R}^n} \sum_{i=1}^{n} \left( \lambda_i(S) \bar{x}_i^2 + \bar{v}_i \bar{x}_i \right) \\
\text{s.t. } \sum_{i=1}^{n} \bar{x}_i^2 \leq C.
$$

Consider the Lagrangian

$$
L = \sum_{i=1}^{n} \left( \lambda_i(S) \bar{x}_i^2 + \bar{v}_i \bar{x}_i \right) + \mu (C - \sum_{i=1}^{n} \bar{x}_i^2).
$$

The first order conditions are

$$
\frac{\partial L}{\partial \bar{x}_i} = 2 \lambda_i(S) \bar{x}_i + \bar{v}_i - 2 \mu \bar{x}_i = 0 \forall i,
$$

so

$$
\bar{x}_i = \frac{\bar{v}_i}{2(\mu - \lambda_i(S))}.
$$

The constraint $x^T x \leq C$ thus implies that $\mu$ satisfies the equation

$$
\sum_{i=1}^{n} \frac{\bar{v}_i^2}{4(\mu - \lambda_i(S))^2} = C.
$$

When applied to the quadratic program (2), Lemma 2 implicitly determines the optimal intervention $x^*$ and welfare $W(x^*)$ in terms of the spectral decomposition of $P$.

B Proofs

Proof of Proposition 1. Adapting from Chen et al. (2018b), the agents’ choice $x$ satisfies the first order conditions

$$
a_i^s - x_i^s - \sum_{t \neq s} \beta_{st} x_t^i + \delta \sum_{j \neq i} g_{ij} x_j^s = 0
$$
for all $i \in \mathcal{N}$, $s \in \mathcal{K}$. In matrix form, this is

$$0 = a - x - (\Phi \otimes I_n)x + (I_k \otimes \delta G)x = a - [I_k \otimes I_n + \Phi \otimes I_n - I_k \otimes \delta G]x,$$

so

$$x = [\tilde{\Phi} \otimes I_n - I_k \otimes \delta G]^{-1}a.$$

Therefore, the total welfare across all agents is

$$W(a) = \sum_{i \in \mathcal{N}} \left( \sum_{s \in \mathcal{K}} a_i^s x_i^s - \frac{1}{2} \sum_{s \in \mathcal{K}} (x_i^s)^2 - \frac{1}{2} \sum_{s \in \mathcal{K}} \sum_{t \in \mathcal{K}, t \neq s} \beta_{st} x_i^s x_i^t + \delta \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{N}} g_{ij} x_i^s x_j^s \right)$$

$$= a^T x - \frac{1}{2} x^T I_{kn} x - \frac{1}{2} x^T (\Phi \otimes I_n)x + x^T (I_k \otimes \delta G)x$$

$$= x^T \left[ (\Phi \otimes I_n - I_k \otimes \delta G) - \frac{1}{2} (I_k \otimes I_n) - \frac{1}{2} (\Phi \otimes I_n) + (I_k \otimes \delta G) \right] x$$

$$= \frac{1}{2} x^T (\Phi \otimes I_n)x$$

$$= \frac{1}{2} a^T [\Phi \otimes I_n - I_k \otimes \delta G]^{-1} (\Phi \otimes I_n) [\Phi \otimes I_n - I_k \otimes \delta G]^{-1} a.$$

**Proof of Theorem 1.** The expression in (5) is decreasing in $\lambda(\tilde{\Phi})$ and increasing in $\lambda(\delta G)$. Therefore, the expression is maximized at the smallest eigenvalue of $\tilde{\Phi}$ and the largest eigenvalues of $\delta G$. Theorem 1 then follows from an application of Lemma 1.

**Proof of Proposition 2.** Proposition 2 follows directly from Theorem 1(a).

**Proof of Corollary 1.** Since $\lim_{C \to \infty} \rho(u \otimes v, a^*) = \pm 1$, we have

$$\lim_{C \to \infty} \frac{B^s(a^*)}{C} = \lim_{C \to \infty} \frac{\sum_{i=1}^n (a_i^{s*})^2}{C} = \lim_{C \to \infty} \frac{C \sum_{i=1}^n (u_i v_i)^2}{C} = (u_i)^2.$$

The other limits can be obtained similarly.

**Proof of Proposition 3.** Let $M = I_k - \Phi$. Then $M$ is a nonnegative matrix, by the Perron-Frobenius theorem, the largest eigenvalue $\lambda_{max}(M)$ has a corresponding nonnegative eigenvector $u$. Note that $\lambda_{max}(M) = 1 - \lambda_{min}(\Phi)$, so $u$ is the desired nonnegative eigenvector in $E_{min}(\Phi)$.

**Proof of Proposition 4.** Here $\Phi$ is a nonnegative matrix, so by the Perron-
Frobenius theorem, the largest eigenvalue is at least the smallest row sum, which is 1. Furthermore, \( \text{tr}(\Phi) = k \). Suppose \( \lambda_{\text{max}}(\Phi) = 1 \), then all the eigenvalues of \( \Phi \) are 1, but that means that \( \beta_{st} = 0 \) for all \( s, t \), a contradiction. Thus \( \lambda_{\text{max}}(\Phi) > 1 \), and \( \lambda_{\text{min}}(\Phi) < 1 \). Let \( u \) be an element of \( E_{\text{min}}(\Phi) \). If \( u \geq 0 \), then \( \lambda_{\text{min}}(\Phi) u = \Phi u \geq I_k u = u \), a contradiction. Thus \( u \) must have both positive and negative components.

**Proof of Proposition 5.** Since \( \beta_{st} \leq 0 \) for all \( s, t \), by the Perron-Frobenius theorem, we have that \( \lambda_{\text{max}}(-\Phi) = \lambda_{\text{min}}(\Phi) \) is weakly monotone in its entries, so \( \lambda_{\text{min}}(\Phi') \leq \lambda_{\text{min}}(\Phi) \). By Proposition 2, \( R(\Phi, \delta \Gamma) \) is decreasing in \( \lambda_{\text{min}}(\Phi) \), so \( R(\Phi', \delta \Gamma) \geq R(\Phi, \delta \Gamma) \).

**Proof of Proposition 6.** This result follows from an application of parts (c) and (d) of Lemma 1 on the optimization problem (2).

**Proof of Proposition 7.** Let

\[
M_+ = [(1 + (k - 1)\beta)I_n - \delta \Gamma]^{-1}, \quad \text{and} \quad M_- = [(1 - \beta)I_n - \delta \Gamma]^{-1}.
\]

Then (see Chen et al. (2018b))

\[
P^{CL} = \frac{1 - \beta}{2} I_l \otimes M_- + \frac{1}{2k} J_l \otimes [(1 + (k - 1)\beta)M_+ - (1 - \beta)M_-].
\]

We can apply a similar method as in Theorem 1 (see (5)) to obtain the eigenvalues of \( P^{CL} \) as

\[
\frac{\lambda_i(J_l)(1 + (k - 1)\beta)}{2k(1 + (k - 1)\beta - \lambda_i(\delta \Gamma))^2} + \frac{(k - \lambda_i(J_l))(1 - \beta)}{2k(1 - \beta - \lambda_i(\delta \Gamma))^2} \quad \text{for} \quad i = 1 \ldots n, \quad j = 1 \ldots l.
\]

When \( l > 1 \), the eigenvalues of \( J_l \) are \( l \) and 0, so the eigenvalues of \( P^{CL} \) are

\[
\frac{l(1 + (k - 1)\beta)}{2k(1 + (k - 1)\beta - \lambda_i(\delta \Gamma))^2} + \frac{(k - l)(1 - \beta)}{2k(1 - \beta - \lambda_i(\delta \Gamma))^2} \quad \text{and} \quad \frac{1 - \beta}{2(1 - \beta - \lambda_i(\delta \Gamma))^2}
\]

for \( 1 \leq i \leq n \).

When \( l = 1 \), the unique eigenvalue of \( J_l \) is 1, so the eigenvalues of \( P^{CL} \) are

\[
\frac{1 + (k - 1)\beta}{2k(1 + (k - 1)\beta - \lambda_i(\delta \Gamma))^2} + \frac{(k - 1)(1 - \beta)}{2k(1 - \beta - \lambda_i(\delta \Gamma))^2}
\]

for \( 1 \leq i \leq n \).
To obtain the largest eigenvalue in each case, define the function $f(a, b) := \frac{1 + a}{2(1 + a - b)^2}$ on the domain $a > -1$, and $a + 1 > b$. Then

$$\frac{\partial f}{\partial a} = - \frac{1 + a + b}{2(1 + a - b)^3} < 0, \quad \frac{\partial f}{\partial b} = \frac{(1 + a)}{(1 + a - b)^3} > 0,$$

so $f$ is decreasing in $a$ and increasing in $b$. When $l = 1$, the eigenvalues of $PLC$ are $f(-\beta, \lambda_i(\delta G))$, which is thus maximized when $\lambda_i(\delta G)$ is maximum, so the largest eigenvalue is $f(-\beta, \lambda_{\text{max}}(\delta G))$.

When $l > 1$, the eigenvalues of $PLC$ are $f(-\beta, \lambda_i(\delta G))$ and $\frac{l}{k} f((k - 1)\beta, \lambda_i(\delta G)) + \frac{k - 1}{k} f(-\beta, \lambda_i(\delta G))$. The latter is larger if and only if $f((k - 1)\beta, \lambda_i(\delta G)) > f(-\beta, \lambda_i(\delta G))$, which is equivalent to the condition $\beta < 0$ since $f$ is decreasing in its first argument. Thus the largest eigenvalue is $f(-\beta, \lambda_{\text{max}}(\delta G))$ when $\beta > 0$, and is $\frac{l}{k} f((k - 1)\beta, \lambda_{\text{max}}(\delta G)) + \frac{k - 1}{k} f(-\beta, \lambda_{\text{max}}(\delta G))$ when $\beta < 0$.

**Proof of Theorem 2.** Suppose $\beta < 0$, and let $u \in E_{\text{max}}(\delta G)$, $v \in E_{\text{max}}(J_l)$. Then we have

$$PLC(v \otimes u) = \frac{1 - \beta}{2} v \otimes \frac{1}{(1 - \beta - \delta \lambda_j)^2} u + \frac{l}{2k} v \otimes \left( \frac{1 + (k - 1)\beta}{1 + (k - 1)\beta - \lambda_j} - \frac{1 - \beta}{1 - \lambda_j} \right) u$$

$$= \lambda_{\text{max}}(PLC)(v \otimes u),$$

so $v \otimes u$ is in the eigenspace of $\lambda_{\text{max}}(PLC)$. By Lemma 1, $v \otimes u$ is asymptotically optimal. Furthermore, we know that $E_{\text{max}}(J_l) = \text{span}\{1_l\}$, which means that the planner should choose to conduct the same intervention $lu$ across all activities for some scalar $t$.

Suppose $\beta > 0$ and $l > 1$ instead, so we choose $u \in E_{\text{max}}(\delta G)$, $v \in E_{\text{min}}(J_l)$. A similar expansion of $PLC(v \otimes u)$ implies that $v \otimes u$ is in the eigenspace of $\lambda_{\text{max}}(PLC)$. Since $-1$ is an eigenvalue of $J_l$ with multiplicity $l - 1$, the choice of $v$ is no longer unique. In particular, $(1, -1, 0, \cdots, 0)^T$ is a possible choice of $v$, giving the simple intervention we constructed.

**Proof of Theorem 3.** Theorem 3 follows directly from Proposition 7.

**Proof of Theorem 4.** Applying Lemma 1 to (7)(c), we obtain that for all $1 \leq l \leq k$,

$$\lim_{C \to 0} \frac{W^*(l, C) - \hat{W}}{\sqrt{C}} = 2 \left\| \begin{bmatrix} PLC & PCLH \end{bmatrix} \hat{a} \right\|. $$

This gives the first part of Theorem 4.
Now suppose $\hat{a}^s = \hat{a}^t$ for all $s, t$. Then for all $l$, we have $P^c \hat{a} = 1_l \otimes P^{(1)} \hat{a}$, so $\|P^c \hat{a}\| = \sqrt{l} \|P^{(1)} \hat{a}\| \propto \sqrt{l}$, and hence $\lim_{C \to 0} \eta_k(l, C) = \sqrt{k}$.

**Proof of Proposition 8.** Proposition 8 follows directly from Proposition 7(a).

**Proof of Proposition 9.** From the proof of Proposition 7, the function $f(a, b) = \frac{1 + a^2}{2(1 + a - b)^2}$ is decreasing in $a$. Then

$$\alpha = \frac{f(k - 1)\beta, \lambda_{\text{max}}(\delta G)}{-\beta, \lambda_{\text{max}}(\delta G)}$$

is decreasing in $\beta$. Therefore, by Theorem 3, when $\beta < 0$, the welfare improvement ratio $\lim_{C \to \infty} \eta_k(l, C)$ is increasing in $\beta$, while when $\beta > 0$, the welfare improvement ratio $\lim_{C \to \infty} \eta_k(1, C)$ is decreasing in $\beta$ instead.

**Proof of Proposition 10.** Proposition 10 follows directly from Fact 1 and Proposition 9(i).

**Proof of Proposition 11.** By Lemma 1, the optimal intervention corresponds to $\lambda_{\text{max}}(P) = \frac{1}{\lambda_{\text{min}}(P - I)}$ since Assumptions 1 and 1' imply that $P$ is positive definite. By Proposition 12, $\lambda_{\text{min}}(P^{-1})$ is equal to $\min_t \lambda_{\text{min}}[M(t)]$ as $t$ varies across the eigenvalues of $G$. Choose any $x \in \mathbb{R}^k$ with $x^T x = 1$. Then

$$\frac{d(x^T[M(t)]x)}{dt} = x^T(-2\Delta + 2t\Delta \Phi^{-1}\Delta)x.$$ 

Let $S = \Delta - t\Phi^{-1}\Delta$, so that $\frac{d(x^T[M(t)]x)}{dt} = -2x^T S x$.

(a) Define the square root of $\Delta$ as $\Delta^{1/2} = \text{diag} (\sqrt{\delta^1}, \ldots, \sqrt{\delta^k})$, so that we have $S = \Delta^{1/2}(I - \lambda\Delta^{1/2}\Phi^{-1}\Delta^{1/2})\Delta^{1/2}$.

When $\lambda_{\text{min}}(G) \leq t \leq 0$, it is clear that

$$\Delta^{1/2} \Phi^{-1} \Delta^{1/2} \succ 0 \implies I_k - t\Delta^{1/2} \Phi^{-1} \Delta^{1/2} \succ 0 \implies S \succ 0.$$ 

Suppose instead $0 < t \leq \lambda_{\text{max}}(G)$. Then from Assumption 1',

$$\Phi - t\Delta \succ 0 \implies \Delta^{-1/2} \Phi \Delta^{-1/2} \succ t I_k \implies \lambda_{\text{min}}(\Delta^{-1/2} \Phi \Delta^{-1/2}) > t$$

$$\implies \lambda_{\text{max}}(\Delta^{-1/2} \Phi \Delta^{-1/2}) < \frac{1}{t} \implies \Delta^{1/2} \Phi^{-1} \Delta^{1/2} < \frac{1}{t} I_k$$
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Thus for all \( t \in [\lambda_{\min}(G), \lambda_{\max}(G)] \) and \( x \neq 0 \), we have \( x^T S x > 0 \), and \( x^T [M(t)]^2 x \) is decreasing in \( t \). Therefore, \( \min_x x^T M(t) x = \lambda_{\min}(M(t)) \) is decreasing in \( t \), so \( \lambda_{\min}(P^{-1}) \) is obtained when \( t = \lambda_{\max}(G) \) and \( \mu = \lambda_{\min}(M(t)) \), with corresponding eigenvector \( u \otimes v \) satisfying \( u \in E_{\min}(M(t)) \) and \( v \in E_{\max}(G) \).

(b) Define \( D = -\Delta \), then \( d(x^T M(t) x) = \frac{dx^T (D + tD\Phi^{-1}D) x}{dt} \). A similar argument as in part (a) shows that \( D + tD\Phi^{-1}D \) is positive definite, hence \( x^T M(t) x \) is increasing in \( t \) and the optimal intervention \( u \otimes v \) satisfies \( u \in E_{\min}(M(t)) \) and \( v \in E_{\min}(G) \).

**Proof of Proposition 12.** We have

\[
\mathcal{P}^{-1} = [\Phi \otimes I_n - \Delta \otimes G][\Phi \otimes I_n - \Delta \otimes G]
\]

so for any \( u_{ji}, v_i \),

\[
\mathcal{P}^{-1}(u_{ji} \otimes v_i) = \Phi u_{ji} \otimes I_n v_i - 2\Delta u_{ji} \otimes G v_i + \Delta \Phi^{-1} \Delta u_{ji} \otimes G^2 v_i
\]

Hence \( (\mu_{ji}^{-1}, u_{ji} \otimes v_i) \) is an eigenpair of \( \mathcal{P} \). It remains to show that these eigenvectors are orthogonal. Take any \( u_{ji} \otimes v_i \) and \( u_{lk} \otimes v_k \). If \( i = k \), then by construction, \( u_{ji} \) and \( u_{lk} \) are orthogonal eigenvectors of \( M(t_i) \), so \( (u_{ji} \otimes v_i)^T (u_{lk} \otimes v_k) = 0 \times v_i^T v_i = 0 \). Otherwise \( i \neq k \), so \( v_i \) and \( v_k \) are orthogonal vectors of \( G \) and \( (u_{ji} \otimes v_i)^T (u_{lk} \otimes v_k) = u_{ji}^T u_{lk} \times 0 = 0 \).

**Proof of Proposition 13.** Since \( a_i^* = 0 \) for all \( i \notin S \), we have \((a^*)^T P a^* = (a_S^*)^T P_S a_S^* \). Furthermore, since \( a_S^* \) is strictly positive, it must be a local maximum of the function \( f(z) = z^T P_S z \) in the domain \( \{ z : z^T z \leq C \} \). Therefore, \( a_S^* \) must satisfy \( a_S^* \in E_{\max}(P_S) \), and \( \frac{(a_i^*)^T P a_i}{C} = \frac{(a_S^*)^T P_S a_S^*}{C} = \lambda_{\max}(P_S) \).

**Proof of Proposition 14.** Let \( S = \{ a : a \in \mathbb{R}^{kn}, a^T a \leq C, a \geq 0 \} \). For any \( z \in \mathbb{R} \), we have

\[
\max_{a \in S} a^T P a > z \iff \exists (a \in S) a^T P a > z
\]
\[ \iff (a \in S) \ a^T (P - \frac{z}{C} I) a > 0 \]
\[ \iff (a \in S) \ a^T (\frac{z}{C} I - P) a < 0 \]
\[ \iff \frac{z}{C} I - P \notin CoPn, \]

where CoPn denotes the set of copositive matrices. By Murty and Kabadi (1987), the problem of checking whether a symmetric matrix is copositive is an NP-hard problem. Therefore, the nonnegative intervention problem \( \max_{a \in S} \ a^T P a \) is also NP-hard.

**Proof of Proposition 15.** Under Assumption 1', the matrix \( \tilde{\Phi} \otimes I_n - \Delta \otimes G \), which is symmetric, is positive definite, so does its inverse. Therefore, the profit \( \pi(p) \), defined in (15), is strictly concave in \( p \). It suffices to check the first order conditions. Differentiating the profit function in (15), we obtain the first order condition

\[ \pi'(p^*) = [\Phi \otimes I_n - \Delta \otimes G]^{-1} (a - p^*) - [\tilde{\Phi} \otimes I_n - \Lambda \otimes G]^{-1} (p^* - c) = 0, \]

so \( a - p^* = p^* - c \), giving the optimal price vector \( p^* = \frac{a + c}{2} \), with corresponding profit following from substituting back into (15).
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