Abstract—“To be considered for the 2017 IEEE Jack Keil Wolf ISIT Student Paper Award.” We consider the problem of estimating mutual information between dependent data, an important problem in many science and engineering applications. We propose a data-driven, non-parametric estimator of mutual information in this paper. The main novelty of our solution lies in transforming the data to frequency domain to make the problem tractable. We define a novel metric—mutual information in frequency—to detect and quantify the dependence between two random processes across frequency using Cramér’s spectral representation. Our solution calculates mutual information as a function of frequency to estimate the mutual information between the dependent data over time. We validate its performance on linear and nonlinear models. In addition, mutual information in frequency estimated as a part of our solution can also be used to infer cross-frequency coupling in the data.
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I. INTRODUCTION

Identifying the dependence relationships among multiple data streams sampled from a system is a problem of interest in many science and engineering applications. Typically, we sample data for a finite duration and are interested in detecting and quantifying the dependence between the data. For instance, given electrocorticographic (ECoG) recordings from different spatial locations in the brain, we are interested in detecting if the activity at two different locations is independent or not, and if not, quantifying their dependence [1]. Mutual information (MI), introduced by Shannon in 1948 [2], is a powerful and well developed tool that has been used to detect if two data streams are independent and to quantify any dependence using a non-negative scalar [3]. In this paper, we focus on estimating mutual information between two data streams from a finite number of samples.

Estimating mutual information from independent and identically distributed (i.i.d.) data is a well-studied problem and a good review of the popular algorithms is provided in [4]. However, data samples recorded from real-world systems like brain are usually dependent across time. Even with dependent data, if the underlying model is known to be linear and Gaussian, mutual information can be estimated using the power spectral density [3] or coherence [5]. In most real-world problems, the underlying model is not known. The main contribution of this paper is that we develop a novel data-driven algorithm to estimate the MI between two stochastic processes from dependent data without imposing any parametric model assumptions.

The key idea behind our approach is to estimate the MI by transforming the time-domain random processes to stochastic processes in frequency using Cramér’s spectral representation [5]–[7]. We then define a novel measure of dependency in frequency called ‘mutual information in frequency’ between different frequency components of stochastic processes, which is equivalent to coherence for Gaussian processes. Mutual information in frequency can be viewed as a generalization of coherence to non-Gaussian processes. Note that we developed mutual information in frequency to identify cross-frequency coupling (dependence in data across frequency) in neuroscience and applied to ECoG recordings from brains of epilepsy patients [8]. We estimate MI variations between the two observed data streams in frequency and in time by dividing the data into sufficiently long non-overlapping windows. The MI between the two processes is calculated by estimating the MI between the groups of frequencies in the two processes with statistically significant MI in frequency. The proposed MI estimator converges to the true value for Gaussian data and our simulation results demonstrate it works well for nonlinear models. In addition to quantifying the dependence between the data streams, MI in frequency, calculated as a step in our proposed algorithm, identifies the frequency bands containing the common information between the underlying random processes. Identifying cross-frequency coupling plays an important role in understanding neuronal computation and learning [9].

II. PROBLEM STATEMENT

Let $X$ and $Y$ denote two discrete-time random processes. We consider the problem of estimating the MI between them, $\hat{I}(X;Y)$, from dependent, but identically distributed data points, $(x[n], y[n]) \in \mathbb{R}^2$, $n = 0, 1, \cdots, (N - 1)$. The mutual information rate between two stochastic processes, $X$ and $Y$ is defined as

$$ I(X; Y) = \lim_{N \to \infty} \frac{1}{N} I(X^N; Y^N) , $$

where $X^N = (X[0], \cdots, X[N - 1]), Y^N = (Y[0], \cdots, Y[N - 1])$ are $N$-element random vectors. We need to estimate the mutual information between two $N$-element random vectors to estimate $\hat{I}(X; Y)$ using [1]. This problem can be solved...
if the underlying model is linear and Gaussian by estimating MI in the frequency domain [4, 5]. However, explicit calculations for most real-world applications is impossible, since the underlying model is unknown and can potentially be highly nonlinear [4]. The main idea behind our solution is that computing mutual information in the frequency domain in a data-driven manner not only makes the problem much more computationally tractable, but also provides insights into the nature of dependence.

To achieve this, we first define mutual information in frequency, $MI_{XY}(\lambda_i, \lambda_j)$, a novel metric that detects and quantifies the statistical dependence between $\lambda_i$ and $\lambda_j$. $\lambda_i$ and $\lambda_j$ are the normalized frequencies. We then propose a data-driven estimator, based on k-nearest neighbors (k-NN), to estimate MI in frequency from data. The statistical significance of the resulting estimates is tested by permuting the data under null hypothesis. With $\Lambda_x$ and $\Lambda_y$ denoting the frequency components having statistically significant non-zero values of mutual information, our proposed estimate of mutual information between $X$ and $Y$, $\hat{I}(X;Y)$, is estimated using the information between all the frequencies in $\Lambda_x$ and $\Lambda_y$ respectively.

### III. Mutual Information in Frequency

Consider two discrete-time real-valued stochastic processes $X$ and $Y$. We proceed to define the mutual information in frequency, $MI_{XY}(\lambda_i, \lambda_j)$, between $\lambda_i$ and $\lambda_j$ component of $X$ and $Y$ respectively, where $\lambda_i, \lambda_j \in [0, 1]$ are the normalized frequencies. Assuming $X$ is a second order stationary, mean-square continuous, zero mean process, there exists an orthogonal increment process $\tilde{X}(\lambda)$, called the spectral process or the Cramér’s representation [5]-[7] of $X$ at $\lambda_i$, that satisfies

$$X[n] = \frac{1}{\pi} e^{2\pi n \lambda_i} d\tilde{X}(\lambda_i) \text{, and } \mathbb{E}[d\tilde{X}(\lambda_i)^2] = ds_X(\lambda_i),$$

where $s_X(\lambda_i)$ is the spectral distribution function of $X$ and $d\tilde{X}(\lambda_i) \in \mathbb{C}$ is called the spectral process increments of $X$ at normalized frequency $\lambda_i$. Similarly let $d\tilde{Y}(\lambda_j) \in \mathbb{C}$ denote the increments of spectral processes of $Y$ at normalized frequencies $\lambda_j$. Let $P(d\tilde{X}_R(\lambda_i), d\tilde{X}(\lambda_i), d\tilde{Y}_R(\lambda_j), d\tilde{Y}(\lambda_j))$ be the joint probability density of the four dimensional random vector of the real and imaginary parts of $d\tilde{X}(\lambda_i)$ and $d\tilde{Y}(\lambda_j)$. Also, let $P(d\tilde{X}_R(\lambda_i), d\tilde{X}(\lambda_i))$ and $P(d\tilde{Y}_R(\lambda_j), d\tilde{Y}(\lambda_j))$ denote the corresponding two-dimensional marginal densities. The mutual information between $X$ at frequency $\lambda_i$ and $Y$ at $\lambda_j$ is defined as

$$MI_{XY}(\lambda_i, \lambda_j) = I\left(\{dX_R(\lambda_i), d\tilde{X}(\lambda_i)\};\{d\tilde{Y}_R(\lambda_j), d\tilde{Y}(\lambda_j)\}\right),$$

where $I\left(\{\cdot, \cdot\};\{\cdot, \cdot\}\right)$ is the standard mutual information between two pairs of two dimensional real-valued random vectors [5]. The MI between two different frequencies $\lambda_i, \lambda_j$ in the same process $Y$ is similarly defined as

$$MI_{YY}(\lambda_i, \lambda_j) = I\left(\{d\tilde{Y}_R(\lambda_i), d\tilde{Y}(\lambda_i)\};\{d\tilde{Y}_R(\lambda_j), d\tilde{Y}(\lambda_j)\}\right).$$

MI in frequency defined in [5, 4] is a non-negative number that is zero if the two frequency components are independent, and, if they are dependent, quantifies the common information between them. MI in frequency between two processes [3] is not symmetric in general: $MI_{XY}(\lambda_i, \lambda_j) \neq MI_{YX}(\lambda_j, \lambda_i)$. The MI between the components of $Y$ at frequencies $\lambda_j$ and $\lambda_j$, $MI_{YY}(\lambda_j, \lambda_j)$, is $\infty$, a consequence of the fact that $[d\tilde{Y}_R(\lambda_j), d\tilde{Y}(\lambda_j)]$ is a continuous-valued random vector. Mutual information in frequency is equivalent to coherence for linear, Gaussian models and can be viewed as a generalization of coherence for non-Gaussian processes. More details about the mutual information in frequency metric and its application in neuroscience are given in [8].

### IV. Data-Driven MI Estimator

The proposed data-driven MI estimation algorithm takes in $N$ samples of $X$ and $Y$ as input and outputs the mutual information between $X$ and $Y$, $\hat{I}(X;Y)$, without assuming a parametric model for the relationship between data.

#### Algorithm 1: Mutual Information Estimator

**Data** - $(x[n], y[n])$, for $x[n], y[n] \in \mathbb{R}, n \in [0, N-1]$.  
**Output** - $\hat{I}(X;Y)$

**Algorithm**

A) Select an appropriate value for $N_f$ and divide the data into $N_s$ windows such that $N_f \times N_s = N$.  
B) Estimate $\hat{MI}_{XY}(\lambda_i, \lambda_j)$, where $\lambda_i = \frac{i}{N_f}, \lambda_j = \frac{j}{N_f}, \forall (i, j) \in [0, N_f - 1]$.  
C) Find the sets $\Lambda_x, \Lambda_y$, such that $\hat{MI}_{XY}(\lambda_i, \lambda_j)$ is statistically significant $\forall \lambda_i, \lambda_j \in \Lambda_x, \Lambda_y$, where $i, j \in [0, N_f - 1]$. Let $P, Q$ respectively denote the cardinality of $\Lambda_x, \Lambda_y$.  
D) Let $d\tilde{X}_R(\Lambda_x) = [d\tilde{X}(\lambda_{j_2}), \ldots, d\tilde{X}(\lambda_{j_{2P}})] \in \mathbb{R}^{2P}$ and $d\tilde{Y}(\Lambda_y) = [d\tilde{Y}(\lambda_{i_1}), \ldots, d\tilde{Y}(\lambda_{i_Q})] \in \mathbb{R}^{2Q}$. The mutual information between $X$ and $Y$ is given by

$$\hat{I}(X;Y) = \frac{1}{\max(P, Q)} \hat{I}(d\tilde{X}(\Lambda_x); d\tilde{Y}(\Lambda_y)),$$

where the MI on right hand side is estimated from $N_s$ i.i.d samples using any nonparametric MI estimator [4].

#### A. Choosing $N_f$

The first step of the algorithm is finding the appropriate value for $N_f$, which essentially encodes the length of dependence in the data and we assume data in different windows are independent of each other. Ideally, consecutive windows should be separated to ensure no dependence across windows,
but our simulation results demonstrate that no separation between windows doesn’t affect performance significantly. In addition, $N_f$ also determines the frequency resolution of our MI in frequency estimates. Assuming the underlying distribution is stationary and satisfies a mixing assumption [10], the $N$ samples of $X$ are split into $N_c$ non-overlapping windows with $N_f = \frac{N}{N_c}$ data points in each window. Let us denote the samples in the $l^{th}$ window of $X$ and $Y$ respectively by $N_f$ element one-dimensional vectors, $x^l$ and $y^l$, for $l = 1, 2, \cdots , N_c$.

**B. Data-Driven Estimator of MI in Frequency**

The second step of the algorithm involves estimating mutual information in frequency, $\hat{M}_{XY}(\lambda_i, \lambda_j)$, between $\lambda_i$ component of $X$ and $\lambda_j$ component of $Y$, where $\lambda_i = \frac{i}{N_f}$, $\lambda_j = \frac{j}{N_f}$, $\forall (i, j) \ni i, j \in [0, N_f - 1]$. The data-driven MI in frequency estimator, $\hat{M}_{XY}(\lambda_i, \lambda_j)$, consists of two steps: first estimating samples of spectral process increments, $\tilde{d}_X(\lambda)$, and $\tilde{d}_Y(\lambda)$ at $\lambda_i$ and $\lambda_j$ respectively and then estimating MI from these samples using a data-driven estimator.

1) **Estimation of Samples of Spectral Process Increments:** Let us focus on estimating samples of the random variable $\tilde{d}_X(\lambda_i)$. Let $\mathcal{F}\{x^l\}(\alpha)$ denote the discrete-time Fourier transform (DTFT) of $x^l$ at normalized frequency $\alpha$. For $\lambda_i = \frac{i}{N_f} \ni [0, 1]$ and $i \in [0, N_f - 1]$, let us define $\tilde{d}^{x_l}(\lambda_i)$ and integrated Fourier spectrum, $\tilde{d}^{x}(\lambda_i)$, by

$$
\tilde{d}^{x_l}(\lambda_i) = \mathcal{F}\{x^l\}(\lambda_i) \quad \text{and} \quad \tilde{d}^{x}(\lambda_i) = \sum_{m=0}^{N} \mathcal{F}\{x^l\}(\lambda_m). \quad (5)
$$

It is shown in [10] that the random variable for which $\tilde{d}^{x}(\lambda_i)$ is just one realization tends to the spectral process of $X$ at $\lambda_i$ in mean of order $\gamma$, for any $\gamma > 0$, as the number of samples goes to infinity. Also, $\tilde{d}^{x_l}(\lambda_i)$, which is the increment in $\tilde{d}^{x}(\lambda_i)$ between $\lambda_i$ and $\lambda_i + d\lambda_i$ is just the DTFT of the samples in window $i$. Calculating the DTFT with the FFT for each of the $N_s$ windows separately yields an $N_f \times N_s$ matrix, whose $i^{th}$ row, $\tilde{d}_X(\lambda_i) = [\tilde{d}^{x_l}(\lambda_i), \tilde{d}^{x_l}(\lambda_j), \cdots , \tilde{d}^{x_l}(\lambda_{N_f})]$ is the complex-valued vector containing $N_s$ samples of $d\tilde{X}(\lambda_i)$, the spectral process increments of $X$ at $\lambda_i = \frac{i}{N_f}$. The $l^{th}$ element of $\tilde{d}_X(\lambda_i)$, $\tilde{d}^{x_l}(\lambda_i)$, is a particular realization of $d\tilde{X}(\lambda_i)$. A similar procedure is used to obtain the $N_s$ samples of the spectral process increments of $Y$ at $\lambda_j = \frac{j}{N_f}$, $j \in [0, N_f - 1]$ and the resulting data samples are denoted by $\tilde{d}_Y(\lambda_j) = [\tilde{d}^{y_l}(\lambda_j), \tilde{d}^{y_l}(\lambda_j), \cdots , \tilde{d}^{y_l}(\lambda_{N_f})]$.

2) **Data-Driven MI in Frequency Estimator:** $\hat{M}_{XY}(\lambda_i, \lambda_j)$ is now estimated from $\tilde{d}^{x_l}(\lambda_i) \in \mathbb{R}^{2}$ and $\tilde{d}^{y_l}(\lambda_j) \in \mathbb{R}^{2}$, for $l = 1, 2, \cdots , N_s$. A good review of various non-parametric estimators of mutual information is provided in [4]. We compared the performance of a plug-in kernel density estimator (KDE) [4], [11] and a k-nearest neighbor based estimator (k-NN) [4], [12] for mutual information. We found that the k-NN based estimator outperforms the KDE based estimator in terms of bias and rate of convergence [8]. We apply the first version of the algorithm in [12] to two-dimensional random variables $\tilde{d}_X(\lambda_i)$ and $\tilde{d}_Y(\lambda_j)$ to compute $\hat{M}_{XY}(\lambda_i, \lambda_j)$. Consider the joint four dimensional space $(d\tilde{X}(\lambda_i), d\tilde{Y}(\lambda_j)) \in \mathbb{R}^{4}$. The distance between two data points with indices $l_1, l_2 \in [1, N_s]$ is calculated using the infinity norm, according to max $\{|d\tilde{X}^{l_1}(\lambda_i) - d\tilde{X}^{l_2}(\lambda_i)|, |d\tilde{Y}^{l_1}(\lambda_j) - d\tilde{Y}^{l_2}(\lambda_j)|\}$.

Let $\epsilon_l$ denote the distance between the data sample $(d\tilde{X}^{l_1}(\lambda_i), d\tilde{Y}^{l_1}(\lambda_j))$ and its $K^{th}$ nearest neighbor, for $l = 1, 2, \cdots , N_s$. We used $K = 3$ in this paper. Let $n_{l_1}^{x}$ and $n_{l_1}^{y}$ denote the number of samples of $d\tilde{X}(\lambda_i)$ and $d\tilde{Y}(\lambda_j)$ within an infinity norm ball of radius less than $\epsilon_l$, centered at $d\tilde{X}^{l_1}(\lambda_i)$ and $d\tilde{Y}^{l_1}(\lambda_j)$ respectively. The mutual information in frequency between $X$ and $Y$ at normalized frequencies $\lambda_i$ and $\lambda_j$ is given by

$$
\hat{M}_{XY}(\lambda_i, \lambda_j) = \psi(K) + \psi(N_s) - \frac{1}{N_s} \sum_{l=1}^{N_s} \left( \psi(n_{l_1}^{x} + 1) + \psi(n_{l_1}^{y} + 1) \right), \quad (6)
$$

where $\psi(\cdot)$ is the Digamma function.

3) **Statistical Significance Testing:** To test the statistical significance of this estimate, we permute the elements in the $N_s$ samples of $d\tilde{X}(\lambda_i)$ randomly and estimate the MI in frequency between the permuted vector and the $N_s$ samples of $d\tilde{Y}(\lambda_j)$ using (6). We permute $N_p$ times to obtain $N_p$ permuted MI in frequency estimates, under the null hypothesis of independence. The permuted MI estimates will be almost zero, since the permutations make the spectral processes almost independent. If the actual MI estimate, $\hat{M}_{XY}(\lambda_i, \lambda_j)$, is judged larger than all the permuted $N_p$ estimates, then there is a statistically significant dependence between the processes at these two frequencies.

**C. Identifying Coupled Frequencies**

The third step in the proposed algorithm involves identifying the set of frequency components in $X$ and in $Y$, denoted by $\Lambda_x$ and $\Lambda_y$ respectively, that have statistically significant MI in frequency estimates. This can be graphically visualized by plotting the statistically significant MI in frequency estimates on a two-dimensional image grid (see Fig. 2), whose rows and columns correspond to frequencies of $X$ and $Y$ respectively and identifying the frequency pairs with significant MI in frequency estimates. This is a big positive feature of our solution. In addition to quantifying the dependence between $X$ and $Y$ by a non-negative scalar, we can also characterize the cross-frequency coupling between the data streams. There is a lot of interest in inferring cross-frequency coupling from data in areas like neuroscience [9] and our proposed MI estimator infers it along the way for free.

**D. Estimating Mutual Information**

The fourth and final step in the proposed algorithm estimates mutual information between the spectral process increments of $X$ and $Y$ at frequencies in $\Lambda_x$ and $\Lambda_y$ respectively. With $P, Q$ denoting the cardinality of $\Lambda_x, \Lambda_y$ respectively, let $d\tilde{X}(\Lambda_x)$ and $d\tilde{Y}(\Lambda_y)$ denote the $2P$ and $2Q$-dimensional random vector comprising the spectral process increments of $X, Y$. 

at all frequencies in $\Lambda_x$ and $\Lambda_y$ respectively. We already computed $N_s$ i.i.d. samples of these two random vectors to estimate pairwise MI in frequency estimates in step 2 of the algorithm. The desired MI estimate is computed from the mutual information between a $2P$ and $2Q$-dimensional random vector of spectral process increments, which is estimated using a k-nearest neighbor based estimator [12], according to

$$\hat{I}(X;Y) = \frac{1}{\max(P,Q)} \int \left( d\tilde{X}(\Lambda_x); d\tilde{Y}(\Lambda_y) \right).$$  \hspace{1cm} (7)

The MI estimator in (7) can be further simplified for linear, Gaussian models. Without loss of generality, consider two Gaussian processes $X$ and $Y$, related by

$$y[n] = h[n] * x[n] + w[n],$$  \hspace{1cm} (8)

for some $h[n], w[n]$, where $h[n]$ is a linear time-invariant (LTI) filter and $W$ is colored Gaussian noise independent of $X$. For this class of models, (7) can be further simplified to

$$\hat{I}(X;Y) = \frac{1}{\pi f_T} \sum_{i=0}^{N_f/2} \tilde{M}_{XY}(\lambda_i; \lambda_i), \text{ where } \lambda_i = \frac{i}{\pi f_T}. \hspace{1cm} (9)$$

This result obtains because linear models do not introduce cross-frequency dependencies. Independently, we can also prove for this class of models that, MI between $X$ and $Y$ is related to MI in frequency according to [8]

$$I(X;Y) = \int_{0}^{0.5} \tilde{M}_{XY}(\lambda; \lambda) \, d\lambda. \hspace{1cm} (10)$$

It is easy to see that the right hand side of (7) is just the Riemann sum of the integral on the right hand side of (10), which converges to the true value as $N_T$ tends to infinity. This implies the proposed estimator converges to the true value for Gaussian processes.

Note that the MI estimation algorithm proposed in this section does not make any parametric assumptions on the underlying model between $X$ and $Y$. The computation of MI via (7) can be greatly simplified by clustering the frequencies in $\Lambda_x$ and $\Lambda_y$ into groups without any significant dependencies across groups and using the chain rule of mutual information. In addition, if we observe after step 3 that significant MI in frequency estimates occur only at $(\lambda_i, \lambda_i); \forall i \in [0, N_f - 1]$, then the MI can be estimated using (9).

V. PERFORMANCE ON SIMULATED DATA

We demonstrate the performance of the proposed estimator on data generated from four different models - two linear models and two nonlinear models.

A. Linear Models

The data were generated from the model [8], where $x[n], w[n]$ are i.i.d Gaussian noise with variances $\sigma_x^2, \sigma_w^2$ respectively and independent. We applied the proposed algorithm to estimate $\tilde{I}(X;Y)$ using $N_f = 64$ and $N_s = 10^4$ and averaged using 10 different random number generator seeds for two different filters $h[n]$.

1) Lowpass Filter: The filter unit-impulse response is $h = \lfloor \beta, 1 - \beta \rfloor$, for $\beta \in [0, 1]$. We generated samples of random processes $X$ and $Y$ for different values of $\beta \in [0, 1]$ with $\sigma_x = \sigma_w = 1$. For each value of $\beta \in [0, 1]$, we calculated the true value of mutual information between $X$ and $Y$, $I(X;Y)$, by using the analytical expression[12] derived in [13]. The true MI value, $I(X;Y)$ and our MI estimate, $\hat{I}(X;Y)$, obtained from Algorithm 1 are plotted for different values of $\beta$ in Fig. 1a. It is seen that the proposed estimator correctly estimates the true value of MI, without the knowledge of the underlying model.

2) Bandpass Filter: We now consider a 33-tap bandpass filter with passband in the normalized frequency range [0.15, 0.35]. We then generated samples of $X$ and $Y$ from this model for different value of noise power, $\sigma_w \in [0.5, 2]$ and $\sigma_x = 1$. Note that our estimator does not assume any parametric model for the underlying data and is purely a data-driven estimator. The true value of MI, $I(X;Y)$, numerically computed using the power spectral density (chapter 10 in [3]), and the MI estimate, $\hat{I}(X;Y)$, obtained from Algorithm 1 are plotted in Fig. 1b. Again, the proposed MI estimator correctly estimates the MI between these two processes.

B. Nonlinear Models

Consider a square nonlinearity wherein the data are generated from

$$y[n] = x[n]^2 + w[n],$$  \hspace{1cm} (11)

where $W$ is a white Gaussian noise with standard deviation $\sigma_w$. Computing the true value of mutual information between $X$ and $Y$ numerically is nontrivial. We therefore, use the proposed algorithm to estimate $\tilde{I}(X;Y)$ for different values of $\sigma_w \in [0, 10]$, with $N_f = 32, N_s = 10^4$ and averaged using 10 different random number generator seeds, to determine if the mutual information estimate is decreasing with increasing $\sigma_w$ as expected. We consider two different models for $X$ such that the samples of $X$ are dependent across time.

1) Random Cosine with Squared Nonlinearity: The samples of $X$ are generated from a random cosine wave,

$$x[n] = A \cos(2\pi \lambda n + \theta),$$  \hspace{1cm} (12)

Note that for this particular model, mutual information is equal to the directed information from $X$ to $Y$ and the analytical expression is given in equation (18) in [13].
where \( A \) is a Rayleigh random variable with parameter 1, \( \theta \) is a uniform random variable between 0 and \( 2\pi \), and \( \lambda' = \frac{\lambda}{2} \). It is very clear that the common information between these two processes will be present between \( \lambda' \) component of \( X \) and the \( \{0,2\lambda'\} \) components of \( Y \). This cross-frequency dependence is confirmed by Fig. 2a, which plots the estimates of pairwise mutual information in frequency between \( X \) and \( Y \) generated with \( \sigma_w = 1 \) and obtained from [6]. We observe that significant dependencies occur only at \((\lambda',0)\) and \((\lambda',2\lambda')\) frequency pairs. As a result, \( P = 1, Q = 2 \). The MI estimate from the proposed algorithm, \( \hat{I}(X;Y) = \frac{1}{2} \hat{I}(d\tilde{X}(\lambda');\{d\tilde{Y}(0),d\tilde{Y}(2\lambda')\}) \) is plotted in Fig. 2b. The MI estimate decreases with increasing \( \sigma_w \) as expected. In addition, we note for this model that the DC component of \( Y \) does not contain any extra information about \( X \), given the \( 2\lambda' \) component of \( Y \). Therefore, we expect \( \frac{1}{2} \hat{I}(d\tilde{X}(\lambda');\{d\tilde{Y}(0),d\tilde{Y}(2\lambda')\}) = \frac{1}{2} \hat{I}_{XY}(\lambda';2\lambda') \), a result verified in Fig. 2b, since the two curves are very close.

2) Two Random Cosines with Squared Nonlinearity: The samples of random process \( X \) are generated according to

\[
x[n] = A_1 \cos(2\pi n + \theta_1) + A_2 \cos(2\pi n + \theta_2),
\]

where \( A_1, A_2 \) are independent Rayleigh random variables with parameter 1, \( \theta_1, \theta_2 \) are independent uniformly distributed random variables between 0 and \( 2\pi \), and \( \lambda = \frac{\lambda'}{2} \). After some basic algebra, it is easy to see that these pairwise frequency dependencies between \( X \) and \( Y \) occur at \((\lambda',0), (\lambda',2\lambda'), (\lambda',\lambda'+\lambda'), (\lambda'',0), (\lambda'',\lambda'+\lambda'), (\lambda'',2\lambda') \). Fig. 3a plots the estimates of pairwise MI in frequency between \( X \) and \( Y \) generated with \( \sigma_w = 1 \) and obtained from the data-driven algorithm described in section IV-B. The algorithm correctly identifies all the dependent frequency pairs and \( P = 2, Q = 5 \). We then apply the algorithm described in section IV and plot the estimates the MI for different values of noise standard deviation \( \sigma_w \) in Fig. 3b. Again, the MI decreases with increasing noise power, as expected. These four different models demonstrate the performance and accuracy of the proposed data-driven MI estimator.

VI. CONCLUSIONS

In this paper, we developed a data-driven estimator for mutual information between dependent data. The proposed MI estimator converges to the true value for Gaussian data and performs well on data from nonlinear models. The main novelty of the proposed algorithm lies in utilizing frequency domain to estimate a time-domain metric and defining a measure of information in frequency, referred to as mutual information in frequency, that detects and quantifies statistical dependence. Going forward, the performance of the proposed estimator needs to analyzed for specific families of nonlinear relationships in data. In addition, we also successfully applied the mutual information in frequency metric to electrocorticographic recordings from human brain to infer the cross-frequency coupling mechanisms underlying epileptic activity.
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