Lower bounds of the minimum eigenvalue for $M$-matrices
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Abstract

Some monotone increasing sequences of the lower bounds for the minimum eigenvalue of $M$-matrices are given. It is proved that these sequences are convergent and improve some existing results. Numerical examples show that these sequences are more accurate than some existing results and could reach the true value of the minimum eigenvalue in some cases.

MSC: 15A06; 15A15; 15A48

Keywords: $M$-matrix; nonnegative matrix; Hadamard product; spectral radius; minimum eigenvalue

1 Introduction

For a positive integer $n$ ($n \geq 2$), $N$ denotes the set $\{1,2,\ldots,n\}$, and $\mathbb{R}^{n \times n}(\mathbb{C}^{n \times n})$ denotes the set of all $n \times n$ real (complex) matrices throughout. For $A = [a_{ij}] \in \mathbb{R}^{n \times n}$, we write $A \geq 0$ if $a_{ij} \geq 0$, $i,j \in N$. If $A \geq 0$, we say $A$ is nonnegative.

A matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$ is called a nonsingular $M$-matrix if $a_{ij} \leq 0$, $i \neq j$, $i,j \in N$ and the inverse of $A$, denoted by $A^{-1}$, is nonnegative. Denote by $M_n$ the set of all $n \times n$ nonsingular $M$-matrices (see [1]). If $A$ is a nonsingular $M$-matrix, then there exists a positive eigenvalue of $A$ equal to $\tau(A) = \rho(A^{-1})^{-1}$, where $\rho(A^{-1})$ is the perron eigenvalue of the nonnegative matrix $A^{-1}$. It is easy to prove that $\tau(A) = \min \{ |\lambda| : \lambda \in \sigma(A) \}$, where $\sigma(A)$ denotes the spectrum of $A$. $\tau(A)$ is called the minimum eigenvalue of $A$ (see [2]). If $G$ is the diagonal matrix of an $M$-matrix $A$, then the spectral radius of the Jacobi iterative matrix $J_A = G^{-1}(G-A)$ of $A$, denoted by $\rho(J_A)$, is less than 1 (see [3]).

For two real matrices $A = [a_{ij}]$ and $B = [b_{ij}]$ of the same size, the Hadamard product of $A$ and $B$ is
where $A \circ B = [a_{ij}b_{ij}]$. If $A \in M_n$ and $B \geq 0$, then it is clear that $B \circ A^{-1} \geq 0$ (see [2]).

Let $A = [a_{ij}] \in \mathbb{R}^{n \times n}, a_{ii} \neq 0, i \in N$, and $A^{-1} = [\alpha_{ij}]$. For $i, j, k \in N, j \neq i, t = 1, 2, \ldots$, denote

\[
d_i = \frac{\sum_{j \neq i} |a_{ij}|}{|a_{ii}|}, d = \max_{i \in N} d_i, \varphi_i = \frac{1}{a_{ii} - \sum_{k \neq i} |a_{ik}|d_k}; r_i = \max_{j \neq i} \left\{ \frac{|a_{ij}|}{|a_{jj}| - \sum_{k \neq j, i} |a_{jk}|} \right\}, m_{ji} = \frac{|a_{ji}| + \sum_{k \neq j, i} |a_{jk}|r_i}{|a_{jj}|},
\]

\[
h_i = \max_{j \neq i} \left\{ \frac{|a_{jj}|m_{ji} - \sum_{k \neq j, i} |a_{jk}|m_{ki}}{|a_{jj}|} \right\}, u_{ji} = \frac{|a_{ji}| + \sum_{k \neq j, i} |a_{jk}|m_{ki}h_i}{|a_{jj}|}, u_i = \max_{j \neq i} \{u_{ij}\}.
\]

\[
u_{ji}^{(0)} = u_{ji}, p_{ji}^{(t)} = \frac{|a_{ji}| + \sum_{k \neq j, i} |a_{jk}|p_{ki}^{(t-1)}}{|a_{jj}|}, \phi_i^{(t)} = \max_{j \neq i} \{p_{ij}^{(t)}\},
\]

\[
h_i^{(t)} = \max_{j \neq i} \left\{ \frac{|a_{jj}|p_{ji}^{(t)} - \sum_{k \neq j, i} |a_{jk}|p_{ki}^{(t)}}{|a_{jj}|} \right\}, u_{ji}^{(t)} = \frac{|a_{ji}| + \sum_{k \neq j, i} |a_{jk}|p_{ki}^{(t)}h_i^{(t)}}{|a_{jj}|}, \varphi_i^{(t)} = \frac{1}{a_{ii} - \sum_{j \neq i} |a_{ij}|p_{ji}^{(t)}}.
\]

Recall that $A = [a_{ij}] \in \mathbb{C}^{n \times n}$ is called diagonally dominant if $d_i \leq 1$ for all $i \in N$. If $d_i < 1$, we say that $A$ is strictly diagonally dominant. It is well known that a strictly diagonally dominant matrix is nonsingular. $A$ is called weakly chained diagonally dominant if $d_i \leq 1$, $J(A) = \{ i \in N : d_i < 1 \} \neq \emptyset$ and for all $i \in N/J(A)$, there exist indices $i_1, i_2, \ldots, i_k$ in $N$ with $a_{i_1i_{l+1}} \neq 0, 0 \leq l < k - 1$, where $i_0 = i$ and $i_k \in J(A)$. Notice that a strictly diagonally dominant matrix is also weakly chained diagonally dominant (see [3]).

Estimating the bounds for the minimum eigenvalue of $M$-matrices is an interesting subject in matrix theory, it has important applications in many practical problems (see [3-12]) and various refined bounds can be found in [3-8]. Hence, it is necessary to estimate the bounds for $\tau(A)$.

In [3], Shivakumar et al. gave the following bounds for $\tau(A)$: Let $A = [a_{ij}] \in M_n$ be weakly chained diagonally dominant and $A^{-1} = [\alpha_{ij}]$. Then

\[
\min_{i \in N} \sum_{j=1}^{n} a_{ij} \leq \tau(A) \leq \max_{i \in N} \sum_{j=1}^{n} a_{ij}, \tau(A) \leq \min_{i \in N} a_{ii} \text{ and } \frac{1}{\max_{i \in N} \sum_{j=1}^{n} \alpha_{ij}} \leq \tau(A) \leq \frac{1}{\min_{i \in N} \sum_{j=1}^{n} \alpha_{ij}}. \quad (1)
\]

Subsequently, Tian and Huang [4] obtained a lower bound for $\tau(A)$ using the spectral radius of the Jacobi iterative matrix $J_A$ of $A$: Let $A = [a_{ij}] \in M_n$ and $A^{-1} = [\alpha_{ij}]$. Then

\[
\tau(A) \geq \frac{1}{[1 + (n - 1)\rho(J_A)] \max_{i \in N} \alpha_{ii}}. \quad (2)
\]

Furthermore, when $A$ is a strictly diagonally dominant $M$-matrix, they provided lower bound for $\tau(A)$ which depend only on the entries of $A$: If $A = [a_{ij}] \in M_n$ is strictly diagonally dominant, then

\[
\tau(A) \geq \frac{1}{[1 + (n - 1)d] \max_{i \in N} \varphi_i}. \quad (3)
\]
In 2013, Li et al. \cite{5} improved (2) and (3), and presented the following result: Let \( A \in M_n \) and \( A^{-1} = [\alpha_{ij}] \). Then
\[
\tau(A) \geq \frac{2}{\max_{i \neq j} \left\{ \alpha_{ii} + \alpha_{jj} + ((\alpha_{ii} - \alpha_{jj})^2 + 4(n-1)^2 \alpha_{ii} \alpha_{jj} \rho^2(J_A))^\frac{1}{2} \right\}}. \tag{4}
\]
Furthermore, when \( A \) is a strictly diagonally dominant \( M \)-matrix, they also obtained lower bound for \( \tau(A) \) which depend only on the entries of \( A \): If \( A = [a_{ij}] \in M_n \) is strictly diagonally dominant, then
\[
\tau(A) \geq \frac{2}{\max_{i \neq j} \left\{ \phi_i + \phi_j + \left[ \psi_{ij}^t + 4(n-1)^2 \phi_i \phi_j \right]^\frac{1}{2} \right\}} \tag{5},
\]
where \( \phi_{ij} = \max\{\phi_i, \phi_j\} - \min\{a_{ii}^{-1}, a_{jj}^{-1}\} \).

In 2015, Wang and Sun \cite{6} gave the following result: Let \( A = [a_{ij}] \in M_n \) and \( A^{-1} = [\alpha_{ij}] \). Then
\[
\tau(A) \geq \frac{2}{\max_{i \neq j} \left\{ \alpha_{ii} + \alpha_{jj} + [(\alpha_{ii} - \alpha_{jj})^2 + 4(n-1)^2 \alpha_{ii} \alpha_{jj} \rho^2(J_A))^\frac{1}{2} \right\}} \tag{6}.
\]

Recently, Zhao and Sang \cite{7} obtained the following result: Let \( A = [a_{ij}] \in M_n \) and \( A^{-1} = [\alpha_{ij}] \). Then, for \( t = 1, 2, \ldots, \)
\[
\tau(A) \geq \frac{2}{\max_{i \neq j} \left\{ \alpha_{ii} + \alpha_{jj} + [(\alpha_{ii} - \alpha_{jj})^2 + 4(n-1)^2 \alpha_{ii} \alpha_{jj} \rho^2(J_A))^\frac{1}{2} \right\}} = \tilde{\Upsilon}_t. \tag{7}
\]
Similarly, they presented lower bounds for \( \tau(A) \) which depend only on the entries of \( A \) in the case of \( A \) is a strictly diagonally dominant \( M \)-matrix: If \( A = [a_{ij}] \in M_n \) is strictly diagonally dominant, then for \( t = 1, 2, \ldots, \)
\[
\tau(A) \geq \frac{2}{\max_{i \neq j} \left\{ \phi_i^{(t)} + \phi_j^{(t)} + \left[ (\psi_{ij}^{(t)})^2 + 4(n-1)^2 \phi_i^{(t)} \phi_j^{(t)} \rho^2(J_A))^\frac{1}{2} \right\}} = \tilde{\Upsilon}_t, \tag{8}
\]
where \( \psi_{ij}^{(t)} = \max\{\phi_i^{(t)}, \phi_j^{(t)}\} - \min\{a_{ii}^{-1}, a_{jj}^{-1}\} \).

Next, we continue to research the problems mentioned above and give several convergent sequences of the lower bounds for \( \tau(A) \). Numerical examples show that the new lower bounds are more accurate than these lower bounds obtained by inequalities (1)-(8).

2 Some lemmas

In this section, we give some lemmas, which will be useful in the following proofs.
Lemma 1. \[2\] Let \(A, B \in \mathbb{R}^{n \times n}\), and let \(X, Y \in \mathbb{R}^{n \times n}\) be diagonal matrices. Then

\[X(A \circ B)Y = (XAY) \circ B = (XA) \circ (BY) = (AY) \circ (XB) = A \circ (XBY).\]

Lemma 2. \[2\] Let \(A = [a_{ij}] \in \mathbb{C}^{n \times n}\). Then all the eigenvalues of \(A\) lie in the region

\[\bigcup_{i,j \in \mathbb{N}, i \neq j} \left\{ z \in \mathbb{C} : |z - a_{ii}| |z - a_{jj}| \leq \sum_{k \neq i} |a_{ki}| \sum_{k \neq j} |a_{kj}| \right\} .\]

Lemma 3. \[7\] If \(A = [a_{ij}] \in M_n\) is strictly diagonally dominant, then \(A^{-1} = [\alpha_{ij}]\) exists, and for all \(i, j \in \mathbb{N}, j \neq i, t = 1, 2, \ldots,\)

(a) \(1 > r_i \geq m_{ji} \geq u_{ji} = u_{ji}^{(0)} \geq p_{ji}^{(1)} \geq u_{ji}^{(1)} \geq p_{ji}^{(2)} \geq u_{ji}^{(2)} \geq \cdots \geq p_{ji}^{(t)} \geq u_{ji}^{(t)} \geq \cdots \geq 0;\)

(b) \(\alpha_{ji} \leq p_{ji}^{(t)} \alpha_{ii}; \frac{1}{\alpha_{ii}} \leq \alpha_{ii} \leq \phi_i^{(t)} .\)

Lemma 4. \[9\] If \(A = [a_{ij}] \in M_n\) is strictly diagonally dominant, then \(A^{-1} = [\alpha_{ij}]\) exists, and for all \(i \in \mathbb{N},\)

\[\alpha_{ii} \geq \frac{1}{\sum_{k \neq i} b_{ki} p_{ki}^{(t)}}.\]

Lemma 5. \[10\] If \(A^{-1}\) is a doubly stochastic matrix, then \(Ae = e, A^T e = e,\) where \(e = [1, 1, \ldots, 1]^T .\)

3 \ Main results

In this section, we present our main results.

Theorem 1. Let \(A = [a_{ij}] \in M_n, B = [b_{ij}] \geq 0,\) and \(A^{-1} = [\alpha_{ij}]\). Then, for \(t = 1, 2, \ldots,\)

\[\rho(B \circ A^{-1}) \leq \max_{i \neq j} \frac{1}{2} \left\{ \left( b_{ii} \alpha_{ii} + b_{jj} \alpha_{jj} \right) + \left( b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj} \right)^2 + 4 \alpha_{ii} \alpha_{jj} \left( \sum_{k \neq i} b_{ki} p_{ki}^{(t)} \right) \left( \sum_{k \neq j} b_{kj} p_{kj}^{(t)} \right) \right\} \]

\[\leq \max_{i \in \mathbb{N}} \left\{ \left( b_{ii} + \sum_{k \neq i} b_{ki} p_{ki}^{(t)} \alpha_{ii} \right) \right\} .\]

Proof. (a) Since \(A\) is an \(M\)-matrix, there exists a positive diagonal matrix \(X,\) such that \(X^{-1} AX\) is a strictly diagonally dominant \(M\)-matrix (see \[2\]), and, by Lemma 1

\[\rho(B \circ A^{-1}) = \rho(X^{-1} (B \circ A^{-1}) X) = \rho(B \circ (X^{-1} AX)^{-1}).\]

Hence, for convenience and without loss of generality, we assume that \(A\) is a strictly diagonally dominant matrix.
Let $\lambda = \rho(B \circ A^{-1})$, then $\lambda \geq b_{ii} \alpha_{ii}, \forall i \in N$. By Lemma 2 and Lemma 3, there are $i, j \in N, i \neq j$ such that

$$|\lambda - b_{ii} \alpha_{ii}| |\lambda - b_{jj} \alpha_{jj}| \leq \left( \sum_{k \neq i} b_{ki} \alpha_{ki} \right) \left( \sum_{k \neq j} b_{kj} \alpha_{kj} \right) \leq \left( \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \left( \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \right)$$

i.e.,

$$\alpha_{ii} \alpha_{jj} \left( \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \left( \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \right),$$

hence,

$$(\lambda - b_{ii} \alpha_{ii})(\lambda - b_{jj} \alpha_{jj}) \leq \alpha_{ii} \alpha_{jj} \left( \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \left( \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \right). \quad (9)$$

From 4, we have

$$\lambda \leq \frac{1}{2} \left\{ b_{ii} \alpha_{ii} + b_{jj} \alpha_{jj} + \left[ (b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj})^2 + 4\alpha_{ii} \alpha_{jj} \left( \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \left( \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \right) \right]^{\frac{1}{2}} \right\},$$

that is,

$$\rho(B \circ A^{-1}) \leq \frac{1}{2} \left\{ b_{ii} \alpha_{ii} + b_{jj} \alpha_{jj} + \left[ (b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj})^2 + 4\alpha_{ii} \alpha_{jj} \left( \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \left( \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \right) \right]^{\frac{1}{2}} \right\}$$

$$\leq \max_{i \neq j} \frac{1}{2} \left\{ b_{ii} \alpha_{ii} + b_{jj} \alpha_{jj} + \left[ (b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj})^2 + 4\alpha_{ii} \alpha_{jj} \left( \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \left( \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \right) \right]^{\frac{1}{2}} \right\}.$$

(b) Without loss of generality, for $i, j \in N, i \neq j$, assume that

$$b_{jj} \alpha_{jj} + \alpha_{jj} \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \leq b_{ii} \alpha_{ii} + \alpha_{ii} \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)},$$

i.e.,

$$\alpha_{jj} \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \leq b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj} + \alpha_{ii} \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)}.$$

Let $\Delta_{ij} = \left[ (b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj})^2 + 4\alpha_{ii} \alpha_{jj} \left( \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \left( \sum_{k \neq j} b_{kj} \alpha_{kj}^{(t)} \right) \right]^{\frac{1}{2}}$. Then

$$\Delta_{ij} \leq \left[ (b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj})^2 + 4\alpha_{ii} \left( \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \left( b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj} + \alpha_{ii} \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)} \right) \right]^{\frac{1}{2}}$$

$$= \left[ (b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj} + 2\alpha_{ii} \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)})^2 \right]^{\frac{1}{2}}$$

$$= b_{ii} \alpha_{ii} - b_{jj} \alpha_{jj} + 2\alpha_{ii} \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)}.$$

Further, we have

$$b_{ii} \alpha_{ii} + b_{jj} \alpha_{jj} + \Delta_{ij} \leq 2b_{ii} \alpha_{ii} + 2\alpha_{ii} \sum_{k \neq i} b_{ki} \alpha_{ki}^{(t)},$$
Proof. By Lemma 3, we have
\[ \rho(B \circ A^{-1}) \leq \max_{i \neq j} \frac{1}{2} \left\{ b_{ii} \alpha_{ii} + b_{jj} \alpha_{jj} + \Delta_{ij} \right\} \leq \max_{i \in \mathbb{N}} \left\{ \left( b_{ii} + \sum_{k \neq i} b_{ki} p^{(t)}_{ki} \right) \alpha_{ii} \right\}. \]

The proof is completed. \( \Box \)

**Theorem 2.** Let \( A = [a_{ij}] \in M_n \) and \( A^{-1} = [\alpha_{ij}] \). Then, for \( t = 1, 2, \ldots, \)
\[ \tau(A) \geq \frac{1}{\max_{i \neq j} \left\{ \alpha_{ii} + \alpha_{jj} + \left[ (\alpha_{ii} - \alpha_{jj}) + 4 \alpha_{ii} \alpha_{jj} \sum_{k \neq i} p^{(t)}_{ki} \sum_{k \neq j} p^{(t)}_{kj} \right]^{1/2} \right\}} = \Gamma_t. \] (10)

**Proof.** Let all entries of \( B \) in Theorem 1 be 1. Then
\[ \rho(A^{-1}) \leq \max_{i \neq j} \frac{1}{2} \left\{ \alpha_{ii} + \alpha_{jj} + \left[ (\alpha_{ii} - \alpha_{jj}) + 4 \alpha_{ii} \alpha_{jj} \sum_{k \neq i} p^{(t)}_{ki} \sum_{k \neq j} p^{(t)}_{kj} \right]^{1/2} \right\}. \] (11)

From inequality (11) and \( \tau(A) = \frac{1}{\rho(A^{-1})} \), the conclusion follows obviously. \( \Box \)

Similar to the proof of Theorem 2 the following theorem is obtained easily.

**Theorem 3.** Let \( A = [a_{ij}] \in M_n \) and \( A^{-1} = [\alpha_{ij}] \). Then, for \( t = 1, 2, \ldots, \)
\[ \tau(A) \geq \max_{i \in \mathbb{N}} \left\{ \left( 1 + \sum_{k \neq i} p^{(t)}_{ki} \right) \alpha_{ii} \right\} = \Omega_t. \]

**Theorem 4.** The sequence \( \{\Gamma_t\} \) (\( \{\Omega_t\} \)) obtained from Theorem 2 (Theorem 3) is monotone increasing with an upper bound \( \tau(A) \) and, consequently, is convergent.

**Proof.** By Lemma 3 we have \( 1 > p^{(t)}_{ji} \geq p^{(t+1)}_{ji} \geq 0, j, i \in N, j \neq i, t = 1, 2, \ldots. \) Thus, \( \{\Gamma_t\} \) (\( \{\Omega_t\} \)) is monotonically increasing sequence. Hence, the sequence \( \{\Gamma_t\} \) (\( \{\Omega_t\} \)) is convergent. \( \Box \)

**Remark 1.** From Theorem 4 and the proof of Theorem 2 it is easily to see that if \( A = [a_{ij}] \in M_n \) and \( A^{-1} = [\alpha_{ij}] \), then \( \tau(A) \geq \Gamma_t \geq \Omega_t \), \( t = 1, 2, \ldots. \)

Let \( A \) is a strictly diagonally dominant \( M \)-matrix. Then two new lower bounds for \( \tau(A) \), which depend only on the entries of \( A \), are obtained.

**Theorem 5.** If \( A = [a_{ij}] \in M_n \) is strictly diagonally dominant, then for \( t = 1, 2, \ldots, \)
\[ \tau(A) \geq \frac{2}{\max_{i \neq j} \left\{ \phi_i^{(t)} + \phi_j^{(t)} + \left[ (\phi_i^{(t)})^2 + 4 \phi_i^{(t)} \phi_j^{(t)} \sum_{k \neq i} p^{(t)}_{ki} \sum_{k \neq j} p^{(t)}_{kj} \right]^{1/2} \right\}} = \bar{\Gamma}_t, \] (12)

where \( \phi_{ij}^{(t)} = \max\{\phi_i^{(t)}, \phi_j^{(t)}\} - \min\left\{ \frac{1}{a_{ii} - \sum_{k \neq i} b_{ki} p^{(t)}_{ki}}, \frac{1}{a_{jj} - \sum_{k \neq j} b_{kj} p^{(t)}_{kj}} \right\}. \)
Proof. Let $A^{-1} = [\alpha_{ij}]$. Since $A \in M_n$ is strictly diagonally dominant, we have, by Lemma 3 and Lemma 4, that

$$\frac{1}{a_{ii} - \sum_{k \neq i} \frac{a_{ik}a_{kj}}{a_{kk}}} \leq \alpha_{ii} \leq \phi_i^{(t)}, \ i \in N. \quad (13)$$

Then

$$(\alpha_{ii} - \alpha_{jj})^2 \leq \left[ \max\{\phi_i^{(t)}, \phi_j^{(t)}\} - \min\left\{ \frac{1}{a_{ii} - \sum_{k \neq i} \frac{a_{ik}a_{kj}}{a_{kk}}}, \frac{1}{a_{jj} - \sum_{k \neq j} \frac{a_{jk}a_{kj}}{a_{kk}}} \right\} \right]^2 \quad (14)$$

By Theorem 2, inequalities (13) and (14), we have

$$\tau(A) \geq \frac{2}{\max_{i \neq j} \left\{ \alpha_{ii} + \alpha_{jj} + \left( (\alpha_{ii} - \alpha_{jj})^2 + 4\alpha_{ii}\alpha_{jj} \sum_{k \neq i} p_{ki}^{(t)} \sum_{k \neq j} p_{kj}^{(t)} \right)^{\frac{1}{2}} \right\}} \geq \frac{2}{\max_{i \neq j} \left\{ \phi_i^{(t)} + \phi_j^{(t)} + \left[ (\phi_{ij}^{(t)})^2 + 4\phi_i^{(t)}\phi_j^{(t)} \sum_{k \neq i} p_{ki}^{(t)} \sum_{k \neq j} p_{kj}^{(t)} \right]^\frac{1}{2} \right\}}.$$ 

The proof is completed. \qed

Similar to the proof of Theorem 5, the following theorem is obtained easily.

**Theorem 6.** If $A = [a_{ij}] \in M_n$ is strictly diagonally dominant, then for $t = 1, 2, \ldots,$

$$\tau(A) \geq \frac{1}{\max_{i \neq j} \left\{ (1 + \sum_{k \neq i} p_{ki}^{(t)}) \phi_i^{(t)} \right\}} = \tilde{\Omega}_t. \quad (15)$$

**Theorem 7.** The sequence $\{\tilde{\Gamma}_t\}$ ($\{\tilde{\Omega}_t\}$), $t = 1, 2, \ldots$ obtained from Theorem 2 (Theorem 4) is monotonically increasing with an upper bound $\tau(A)$ and, consequently, is convergent.

**Proof.** By Lemma 3 we have $1 > p_{ji}^{(t)} \geq p_{ji}^{(t+1)} \geq 0, j, i \in N, j \neq i, t = 1, 2, \ldots$. Then, by the definitions of $\phi_i^{(t)}$, it is easy to see that the sequence $\{\phi_i^{(t)}\}$ is monotonically decreasing. Further, by the definition of $\phi_{ij}^{(t)}$, we know that the sequence $\{\phi_{ij}^{(t)}\}$ is also monotonically decreasing. Thus, $\{\tilde{\Gamma}_t\}$ ($\{\tilde{\Omega}_t\}$) is monotonically increasing sequence. Hence, the sequence $\{\tilde{\Gamma}_t\}$ ($\{\tilde{\Omega}_t\}$) is convergent. \qed

**Theorem 8.** Let $A = [a_{ij}] \in M_n$ with $a_{11} = a_{22} = \cdots = a_{nn}$, and $A^{-1} = [\alpha_{ij}]$ be doubly stochastic. Then,
for $t = 1, 2, \ldots$,

(a) $\Gamma_t \geq \Omega_t \geq \frac{1}{[1 + (n - 1)\rho(J_A)] \max_{i \in N} \alpha_{ii}}$.

(b) $\Gamma_t \geq \max_{i \neq j} \left\{ \alpha_{ii} + \alpha_{jj} + \left[ (\alpha_{ii} - \alpha_{jj})^2 + 4(n - 1)^2 \alpha_{ii} \alpha_{jj} \rho(J_A)^2 \right]^\frac{1}{2} \right\} \geq \frac{1}{[1 + (n - 1)\rho(J_A)] \max_{i \in N} \alpha_{ii}}$.

(c) $\widetilde{\Omega}_t \geq \frac{1}{[1 + (n - 1)d] \max_{i \in N} \varphi_i}$.

(d) $\widetilde{\Gamma}_t \geq \frac{2}{\max_{i \neq j} \{ \varphi_i + \varphi_j + \left[ \varphi_i^2 + 4(n - 1)^2 \varphi_i \varphi_j d^2 \right]^\frac{1}{2} \}}$.

Proof. Since $A^{-1}$ is doubly stochastic, by Lemma [5] we have $|a_{ii}| = \sum_{j \neq i} |a_{ij}| + 1 = \sum_{j \neq i} |a_{ji}| + 1$. Then for any $i \in N$, $r_i = \max_{j \neq i} \left\{ \frac{|a_{ij}|}{a_{ii} - \sum_{k \neq j, i} |a_{kj}|} \right\} = \max_{j \neq i} \left\{ \frac{|a_{ji}|}{\sum_{k \neq j, i} |a_{kj}|} \right\} = \frac{\max_{j \neq i} |a_{ij}|}{\max_{j \neq i} |a_{ji}|}$. Since $f(x) = \frac{x}{1+x}$ is an increasing function on $(0, +\infty)$, we have

$$r_i = \frac{\max_{j \neq i} |a_{ij}|}{1 + \max_{j \neq i} |a_{ij}|} \leq \frac{\sum_{j \neq i} |a_{ij}|}{1 + \sum_{j \neq i} |a_{ij}|} = \frac{\sum_{j \neq i} |a_{ji}|}{|a_{ii}|} = 1 - \frac{1}{|a_{ii}|}, i \in N.$$

Since $J_A = \begin{bmatrix} 0 & -\frac{a_{12}}{a_{11}} & \cdots & -\frac{a_{1n}}{a_{11}} \\ -\frac{a_{21}}{a_{22}} & 0 & \cdots & -\frac{a_{2n}}{a_{22}} \\ \vdots & \vdots & \ddots & \vdots \\ -\frac{a_{n1}}{a_{nn}} & -\frac{a_{n2}}{a_{nn}} & \cdots & 0 \end{bmatrix} \geq 0$, then the ith row sum is $d_i = \frac{\sum_{j \neq i} |a_{ij}|}{|a_{ii}|} = 1 - \frac{1}{|a_{ii}|}, i \in N$. Further, from $a_{11} = a_{22} = \cdots = a_{nn}$, we have $d_i = d_j, i, j \in N, i \neq j$. Hence, $\rho(J_A) = d = 1 - \frac{1}{|a_{ii}|}, i \in N$. Combining with Lemma [3] we have that $1 > \rho(J_A) = d \geq r_i \geq \varphi_i \geq \varphi_i^{(t)} \geq 0, i, j \in N, i \neq j, t = 1, 2, \ldots$.

Obviously,

$$(n - 1)\rho(J_A) = (n - 1)d \geq \sum_{j \neq i} p_{ji}^{(t)}, \varphi_i \geq \varphi_i^{(t)}, i, j \in N, i \neq j, t = 1, 2, \ldots \quad (16)$$

From inequality (16) and Remark [1] clearly, the conclusion (a) follows. From inequality (16), Theorem 4.2 in [5] and Theorem [2] the conclusion (b) follows. From inequality (16) and Theorem [5] the conclusion (c) follows.

Since $\frac{1}{a_{ji}} - \sum_{k \neq j, i} \frac{a_{ik} a_{jk}}{a_{kk}} \geq \frac{1}{a_{ii}}, \varphi_i \geq \varphi_i^{(t)}, i \in N, t = 1, 2, \ldots$ then by the definitions of $\varphi_{ij}^{(t)}$ and $\phi_{ij}^{(t)}$, we have $\varphi_{ij} \geq \phi_{ij}^{(t)}, i, j \in N, i \neq j, t = 1, 2, \ldots$. Further, from inequality (16) and Theorem [5] the conclusion (d) follows.

### 4 Numerical examples

In this section, several numerical examples are given to verify the theoretical results.
Example 1. Let

\[
A = \begin{bmatrix}
27 & -2 & -4 & -1 & -3 & -3 & -4 & -5 & -1 & -3 \\
-2 & 34 & -13 & -2 & -4 & -2 & -5 & 0 & -3 & -2 \\
-3 & -5 & 34 & -6 & -4 & -3 & -5 & -2 & -3 & -2 \\
0 & -3 & -4 & 38 & -13 & -4 & -1 & -4 & -3 & -5 \\
-3 & -3 & -1 & -11 & 41 & -9 & -2 & -3 & -4 & -4 \\
-3 & -5 & -2 & -3 & -6 & 35 & -1 & -5 & -5 & -4 \\
-5 & -2 & 0 & -5 & 0 & -7 & 34 & -8 & -1 & -5 \\
-1 & -4 & -3 & -2 & -5 & -1 & -9 & 32 & -1 & -5 \\
-4 & -4 & -2 & -4 & -4 & -3 & -2 & -1 & 33 & -8 \\
-5 & -5 & -4 & -3 & -1 & -2 & -4 & -3 & -11 & 37.9
\end{bmatrix}
\]

It is easy to verify that \(A \in M_{10}\). Since \(a_{10,10} = 37.9 < 38 = \sum_{j \neq 10} |a_{10,j}|\), \(A\) is not strictly diagonally dominant and weakly chained diagonally dominant. Hence inequalities (1), (3), (5), (8), (12) and (15) cannot be used to estimate the lower bounds of \(\tau(A)\). Numerical results obtained from Theorem 3.1 of [4], Theorem 4.1 of [5], Theorem 4 of [6], Theorem 3 of [7] and Theorem 3 of [7] i.e., inequalities (2), (4), (6), (7) and (10) are given in Table 1 for the total number of iterations \(T = 10\). In fact, \(\tau(A) = 0.8873\).

Table 1: The lower upper of \(\tau(A)\)

| Method               | \(t\) | \(\Upsilon_t\) | Method               | \(t\) | \(\Gamma_t\) |
|----------------------|-------|---------------|----------------------|-------|-------------|
| Theorem 3.1 of [4]   |       | 0.7195        | Theorem 2            |       | 0.7905      |
| Theorem 4 of [5]     |       | 0.7223        | Theorem 3 of [7]     | \(t = 1\) | 0.7380      |
| Theorem 4.1 of [5]   |       | 0.7260        |                      | \(t = 1\) | 0.7905      |
| Theorem 3 of [7]     | \(t = 1\) | 0.7380        |                      | \(t = 2\) | 0.8328      |
|                      | \(t = 2\) | 0.7870        |                      | \(t = 3\) | 0.8569      |
|                      | \(t = 3\) | 0.8123        |                      | \(t = 4\) | 0.8659      |
|                      | \(t = 4\) | 0.8231        |                      | \(t = 5\) | 0.8708      |
|                      | \(t = 5\) | 0.8289        |                      | \(t = 6\) | 0.8737      |
|                      | \(t = 6\) | 0.8319        |                      | \(t = 7\) | 0.8749      |
|                      | \(t = 7\) | 0.8336        |                      | \(t = 8\) | 0.8754      |
|                      | \(t = 8\) | 0.8344        |                      | \(t = 9\) | 0.8757      |
|                      | \(t = 9\) | 0.8349        |                      | \(t = 10\) | 0.8759      |
|                      | \(t = 10\) | 0.8351        |                      |       |             |
Example 2. Let

\[
A = \begin{bmatrix}
41 & -12 & -1 & -5 & -3 & -3 & -4 & -4 & -3 & -3 \\
-9 & 42 & -15 & -2 & 0 & -4 & 0 & -3 & -4 & -4 \\
-1 & -5 & 43 & -13 & -3 & -3 & -5 & -4 & -4 & -4 \\
-3 & -5 & -6 & 36 & -9 & -4 & -3 & -1 & 0 & -4 \\
-4 & -3 & -5 & -2 & 34 & -10 & -2 & -1 & -4 & -2 \\
-3 & -1 & -4 & -2 & -1 & 37 & -15 & -5 & -2 & -3 \\
-5 & -2 & -2 & -2 & -4 & -2 & 35 & -8 & -5 & -4 \\
-5 & -5 & -1 & -4 & -5 & -3 & 0 & 33 & -6 & -3 \\
-5 & -3 & -4 & -3 & -3 & -2 & -2 & -3 & 37 & -11 \\
-3 & -5 & -4 & -2 & -5 & -5 & -3 & -3 & -8 & 38.1
\end{bmatrix}
\]

It is easy to see that \(A \in M_{10}\) is strictly diagonally dominant. Next, we use only the entries of \(A\) to give the lower bounds of \(\tau(A)\). Numerical results obtained from Theorem 4.1 of \([3]\), Corollary 3.4 of \([4]\), Corollary 4.4 of \([5]\), Corollary 1 of \([7]\), Theorem 14 of \([8]\), and Theorem \([9]\) i.e., inequalities \([10], [3], [5], [8]\) and \([12]\) are given in Table 2 for the total number of iterations \(T = 10\). In fact, \(\tau(A) = 1.0987\).

| Method                  | \(t\)  | \(\tilde{\Upsilon}_t\) | Method                  | \(t\)  | \(\tilde{\Gamma}_t\) |
|------------------------|--------|-------------------------|------------------------|--------|-------------------------|
| Theorem 4.1 of \([3]\)  | 0.1000 |                         | Theorem 5              | 0.6288 |
| Corollary 3.4 of \([4]\)| 0.1265 |                         | Corollary 1 of \([7]\)  | 0.6219 |
| Theorem 14 of \([8]\)   | 0.1300 |                         | Corollary 4.4 of \([5]\)| 0.1559 |
| \(t = 1\)              | 0.6219 |                         | \(t = 1\)              | 0.6288 |
| \(t = 2\)              | 0.8035 |                         | \(t = 2\)              | 0.8192 |
| \(t = 3\)              | 0.9018 |                         | \(t = 3\)              | 0.9302 |
| \(t = 4\)              | 0.9565 |                         | \(t = 4\)              | 0.9968 |
| \(t = 5\)              | 0.9838 |                         | \(t = 5\)              | 1.0337 |
| \(t = 6\)              | 0.9994 |                         | \(t = 6\)              | 1.0533 |
| \(t = 7\)              | 1.0085 |                         | \(t = 7\)              | 1.0649 |
| \(t = 8\)              | 1.0125 |                         | \(t = 8\)              | 1.0718 |
| \(t = 9\)              | 1.0142 |                         | \(t = 9\)              | 1.0760 |
| \(t = 10\)             | 1.0147 |                         | \(t = 10\)             | 1.0785 |

Remark 2. Numerical results in Table 1 and Table 2 show that:

(a) Lower bounds obtained from Theorem \([2]\) and Theorem \([5]\) are bigger than these corresponding bounds in \([3-8]\).

(b) These sequences obtained from Theorem \([2]\) and Theorem \([5]\) are monotone increasing.

(c) These sequences obtained from Theorem \([2]\) and Theorem \([5]\) approximates effectively to the true value of \(\tau(A)\).
Example 3. Let $A = [a_{ij}] \in \mathbb{R}^{10 \times 10}$, where $a_{ii} = 10, a_{ij} = -1, i, j \in N, i \neq j$. It is easy to see that $A \in M_{10}$ is strictly diagonally dominant. By Theorem 2, Theorem 3 and Theorem 6 for $T = 10$, respectively, we all have $\tau(A) \geq 1$ when $t = 1$. In fact, $\tau(A) = 1$.

Remark 3. Numerical results in Example 3 show that the lower bounds obtained from Theorem 2, Theorem 3 and Theorem 6 could reach the true value of $\tau(A)$ in some cases.

5 Further work

In this paper, we present several convergent sequences to approximate $\tau(A)$. Then an interesting problem is how accurately these bounds can be computed. At present, it is very difficult for the authors to give the error analysis. We will continue to study this problem in the future.
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