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Unusual phase boundary of the magnetic-field-tuned valence transition in CeOs$_4$Sb$_{12}$
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The phase diagram of the filled skutterudite CeOs$_4$Sb$_{12}$ has been mapped in fields $\mu_0 H$ of up to 60 T and temperatures $T$ down to 0.5 K using resistivity, magnetostriiction, and megahertz conductivity. The valence transition separating the semimetallic low-$H$, low-$T$ $\mathcal{L}$ phase from the metallic high-$H$, high-$T$ $\mathcal{H}$ phase exhibits a very unusual, wedge-shaped phase boundary, with a nonmonotonic gradient alternating between positive and negative. The expected “elliptical” behavior of the phase boundary of a valence transition with $H^2 \propto T^2$ originates in the $H$ and $T$ dependence of the free energy of the $f$ multiplet. Here, quantum oscillation measurements suggest that additional energy scales associated with a quantum critical point are responsible for the deviation of the phase boundary of CeOs$_4$Sb$_{12}$ from this textbook behavior at high $H$ and low $T$. The distortion of the low-$H$, high-$T$ portion of the phase boundary may be associated with the proximity of CeOs$_4$Sb$_{12}$ to a topological semimetal phase induced by uniaxial stress.
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I. INTRODUCTION

Valence transitions, in which $f$ electrons undergo a temperature- and/or magnetic-field-driven transformation from itinerant to quasilocalized, are associated with significant changes in material properties [1–3] and dramatic alterations to the Fermi surface [1,4]. Perhaps the best known is the $\gamma - \alpha$ transition in Ce and its alloys, which leads to a spectacular sample volume collapse [2,3]. Valence transitions are also thought to be responsible for the onset of the “hidden wave (SDW) formation, was observed in CeOs$_4$Sb$_{12}$ below 1 K at $H = 0$ [8,18,19]. The transition temperature $T_{SDW}$ was seen to increase with increasing field to 2 K at 7 T and subsequently to decrease [1,9,10] and be suppressed around 15 T.

In Ref. [1], an attempt to trace the high-temperature limits of the $\mathcal{L} - \mathcal{H}$ boundary was made using $\chi = \partial M/\partial H$...
contours, where \( M \) is the magnetization. However, subsequent experiments suggested that \( \chi \) was not an accurate indicator of the phase transition, prompting the current comprehensive series of measurements that reveal the much more unusual behavior shown in Fig. 1.

Our choice of techniques for clarifying the phase boundary is based on previous experimental evidence of the valence transition in cerium-based systems. The strongest indicator of this valence transition is the drastic change in unit cell volume. Magnetoestriction measurements indicating the change in sample length as a function of field can very sensitively detect such volume changes and allow for precise determination of the critical field of the phase transition. Owing to the small relative changes in resistivity \( \rho \) was previously interpreted as the \( H - L \) phase boundary completion. Top inset: example of the elliptical dotted line is a guide to the eye of a plausible \( L \) phase boundary expected for valence transitions. Bottom inset: field dependence of the effective mass.

II. EXPERIMENTAL DETAILS

CeOs\(_4\)Sb\(_{12}\) single crystals were prepared using a molten-flux technique [15] with Sb excess (details can be found in [1]). Several single crystals [cubic space group \( T_h^3 \) (\textit{Im\bar{3}}), No. 204] were obtained from the same growth batch. Four bar-shaped crystals (samples B1–B4) were used to measure standard four-probe resistivity with the current applied along the [100] axis.

Magetofield fields up to 15 T (30 T) were provided by superconducting (water-cooled resistive) magnets. A proximity-detector-oscillator (PDO) technique was used for contactless (MHz) conductivity measurements in pulsed magnetic fields. Shifts in the PDO frequency \( f \) are caused by alterations in the sample skin depth [22,23], leading to \( \Delta f \propto -\Delta \rho \) for small relative changes in resistivity \( \rho \) [22]. Magnetoestriction was measured in pulsed fields by the fiber Bragg grating technique [24]. The magnetic field was applied along [001] for all measurements.

III. RESULTS

A. Resistivity-temperature sweeps at fixed field

Figure 2(a) shows \( \rho(T) \) for crystals B1–B4 at zero field. In agreement with previous studies [9,15], resistivity initially decreases upon cooling, reaching a minimum at \( T = T_{\text{min}} \). Below this temperature, \( \rho(T) \) increases strongly. The minimum in \( \rho \) was previously interpreted as the \( H - L \) transition [1]. In contrast to that earlier work, our study shows that the exact value of \( T_{\text{min}} \) at \( H = 0 \) is strongly sample dependent, ranging from 17.5 to 48.5 K for the four crystals measured. Similar sample-dependent variations in the low-temperature magnetic and transport properties of other Ce-based skutterudites were observed in [25,26] and attributed to a delicate balance between competing scattering effects and the influence of magnetic impurities. A more detailed discussion of the sample dependence in our measurements is provided in Sec. IV C.

Note that there is a small but consistent hysteresis between cooling and warming through the \( \rho(T) \) minimum, with \( T_{\text{min}} \) being higher on cooling than on warming [inset of Fig. 2(a)]. The difference \( \Delta T \) increases with temperature-sweep rate, but it is always nonzero even for the slowest temperature changes. With decreasing temperature-sweep rate \( \Delta T \) converges to \( \approx 0.5 \) K, indicating that it originates from a phase transition rather than a lag in thermal equilibrium.

As mentioned in the Introduction, similar hysteretic behavior in \( \rho \) was observed close to the valence transition in Ce-based materials [3,20,21] but also close to the valence transitions in YbInCu\(_4\) [27], supporting the proposal [1] that the valence of Ce in CeOs\(_4\)Sb\(_{12}\) changes at \( T_{\text{min}} \).

The shape of the \( \rho(T) \) curves changes significantly when a magnetic field is applied. Figure 2(b) shows normalized resistivity curves \( \rho(T)/\rho(300 \text{ K}) \) for sample B4 for fields up to 15 T. Increasing the magnetic field initially shifts the position of the minimum to higher temperatures; subsequently, \( T_{\text{min}} \) is almost field independent between 3 and 15 T but then decreases [inset of Fig. 2(c)] for higher fields.

The transition to the ordered SDW phase manifests itself by a kink in the \( \rho(T) \) curve, marked by down arrows in the inset of Fig. 2(b). Similar features were observed at the transition to the SDW in earlier measurements [9], and the behavior of \( T_{\text{SDW}} \) in our data agrees with the results in [9].

For \( \mu_0 H > 3 \) T, a local \( T_{\text{max}} \) maximum develops at temperature \( T_{\text{max}} \) just above \( T_{\text{SDW}} \) [up arrows in the inset of Fig. 2(b)] and moves higher with increasing field. \( T_{\text{max}} \) shows an almost linear field dependence (open diamonds in Fig. 3); in addition, as \( H \) grows, the \( \rho(T) \) maximum becomes broader and lower. These trends continue for fields up to 30 T [Fig. 2(c)].
FIG. 2. (a) Resistivity $\rho$ [normalized to $\rho(300\,\text{K})$] of all four measured crystals (B1–B4) at $H = 0$ for $0.6 \leq T \leq 140\,\text{K}$. Inset: resistivity hysteresis between warming (red) and cooling (blue) for sample B4 at low fields. Arrows mark the minimum. (b) Normalized $\rho(T)$ of sample B4 for several fields $\leq 15\,\text{T}$. An arrow at high temperatures indicates increasing field; note that the resistivity maximum at low temperatures decreases with increasing field. Inset: low-$T$ behavior of $\rho(T)$ between 2.5 and 6 T. Up arrows mark the emerging maximum for $\mu_0H \geq 3\,\text{T}$; down arrows mark the SDW transition. (c) Normalized resistivity of sample B1 for $15 \leq \mu_0H \leq 30\,\text{T}$. Curves are offset for clarity. Black arrows mark the inflection point for $\mu_0H > 15\,\text{T}$. Inset: $\rho$ minimum; arrows track the suppression of $T_{\text{min}}$ with increasing field.

As will be clear from Fig. 1, for fields higher than 10 T, it is possible for a temperature sweep at constant field to traverse the valence transition twice: $\mathcal{H} \rightarrow \mathcal{L}$, followed by $\mathcal{L} \rightarrow \mathcal{H}$. In this context, the $\rho(T)$ maximum at $T_{\text{max}}$ is a precursor that occurs before the restoration of metallic behavior at low $T$ and high $H$, but it does not indicate a phase transition. No hysteresis was observed around the maximum, supporting the interpretation that the valence does not change at $T_{\text{max}}$. For $\mu_0H \geq 10\,\text{T}$, we find a $\rho(T)$ inflection point at $T = T_{\text{infl}}$ below which metallic resistivity $\rho(T) = \rho_0 + AT^2$ is obeyed. It is this inflection point that we attribute to the valence transition. $T_{\text{infl}}$ is marked by down arrows in Fig. 2(c) and indicated by solid squares in Figs. 1 and 3. For fields between 3.5 T, where the $\rho(T)$ maximum first emerges, and approximately 9 T, the SDW phase interposes itself, and $T_{\text{infl}}$ is not visible. Nevertheless, within the region between $T_{\text{max}}$ and $T_{\text{SDW}}$, CeOs$_4$Sb$_{12}$ begins to revert to metallic behavior [i.e., $\rho(T)$ falls as $T$ decreases].

B. MHz conductivity and magnetostriction at fixed temperatures in pulsed magnetic fields

We will now turn to the high-$H$, low-$T$ part of the $\mathcal{L} \rightarrow \mathcal{H}$ phase boundary that partially coincides with the SDW phase suppression. This portion of the phase boundary was initially identified using PDO experiments for $T \leq 4\,\text{K}$ [1]. Here, we use the same technique to track the transition to higher temperatures. Figure 4(a) shows the PDO frequency change in CeOs$_4$Sb$_{12}$ in fields of up to 60 T and temperatures between 0.7 and 40 K. For low temperatures a pronounced maximum exists at low fields, followed by a sharp decrease of $-\Delta f$ and a minimum at high fields. Since $-\Delta f$ is proportional to $\Delta \rho$, we can analyze the PDO $-\Delta f$ data in a manner analogous to how we analyzed the $\rho(T)$ data. The maxima in both properties have the same field dependence, and the PDO maximum continues to move linearly to higher fields with increasing temperature. As in the $\rho(T)$ data, the maximum is the precursor of a change from semimetallic behavior (L phase) to metallic character (H phase) and not a phase transition. The succeeding drop in $\rho$ (or $-\Delta f$) is commensurate with removing Ce $f$ electrons from the L semimetallic ground state with its ultraheavy effective masses, with the resulting Fermi energy shift producing the larger, almost spherical Fermi surface (with light-mass quasiparticles) of the H phase predicted by theory and observed in experiment [1, 16, 17]. As in Ref. [1], we identify the $\mathcal{L} \rightarrow \mathcal{H}$ transition as the inflection point within the fall in $-\Delta f$ [arrows in Fig. 4(a)]. Hysteresis occurs between PDO data recorded with rising and falling field, again suggestive of the lossy kinetics typical of valence transitions [3].

Magnetostriction measurements were carried out in pulsed magnetic fields of up to 60 T and for temperatures between 0.5 and 40 K in order to track sample volume changes that
accompany the valence transition [2–4]. Typical results are shown in Fig. 4(b) as fractional change in length ($\Delta L/L$) versus field. The $L - H$ phase transition is marked by a change in slope: the initial decrease of $\Delta L/L$ slows down and is reversed or becomes flat, causing an elbow in the data. Note again that only 1 in 17 atoms in CeOs$_4$Sb$_{12}$ is cerium, which is expected to lead to a smoother structural transition compared to elemental or slightly doped cerium [2,3].

Linear functions are fitted to the data below and above the elbow; the transition field is defined as the point at which the gradient of the data is equal to the mean gradient of the two linear functions and is indicated by arrows in the graph. Examples of raw and averaged data are shown in Sec. S1 of the Supplemental Material [28]. At low temperatures, the valence transition follows the established SDW border to lower field approaches, and SDW phases at lower field are not served experimentally. The cross sections of the calculated Fermi surfaces are quite small ($\approx 100$ times smaller than in the $H$ phase; see Supplemental Material, Sec. S3, for more information [28]), and the quasiparticles are expected to possess heavy masses [15–17]. Very low temperatures would therefore be required to observe quantum oscillations from heavy quasiparticles. However, the presence of the ordered SDW phase below 2 K would prevent their observation in this temperature regime because of the accompanying Fermi surface reconstruction.

A discussion of whether the field-tuned $L - H$ transition might be affected by the quantum limit of quantum oscillations in the $L$ phase can be found in Sec. S3 of the Supplemental Material [28].

IV. DISCUSSION

A. Phase diagram

The $T - H$ phase diagram determined by the PDO, magnetostriction, and transport data ($T_{\text{min}}$ and $T_{\text{mon}}$) for B1–B4 is shown in Fig. 1 with linear axes and in Fig. 3 in logarithmic scaling. The SDW phase boundaries were taken from Refs. [8–11]; the high-field data above 10 T correspond closely to our measurements. The position of the valence transition could be determined quite precisely and agrees for different techniques. Further indications of a thermodynamic phase transition are the hysteresis in transport and PDO and the change in behavior of the lattice indicated by magnetostriction.

It is obvious that the “wedge-shaped” phase boundary surrounding the $L$ phase is very unusual indeed: on the high-$T$, low-$H$ side of the phase diagram, the $H - L$ transition temperature $T_{\text{min}}$, as mentioned above, differs for different samples, ranging from 17.5 to 48.5 K at $H = 0$. Additionally, with increasing field for $0 \leq \mu_0 H \leq 2$ T, the transition at first moves rapidly to higher temperatures (i.e., has a positive gradient). Subsequently, $T_{\text{min}}$ hardly changes between 2 and 15 T but eventually decreases in higher fields. Among the different samples, the difference between the $T_{\text{min}}$ values decreases above 2 T but remains at least 4 K up to 30 T.

On the low-$T$, high-$H$ side, the metallic $H$ phase is restored. The field-induced $L - H$ transition and SDW phase destruction coincide below $T \approx 2$ K and above 10 T. A simple
interpretation is that the SDW formation is dependent on details of the \( L \)-phase Fermi surface topology [30]; once the \( L \) phase is removed by the valence transition, the SDW will inevitably be destroyed. However, we will see below that the death of the SDW and the \( L - \mathcal{H} \) phase boundary are, chicken-and-egg-like, much more subtly entwined than in this simple interpretation. Whereas the low-\( T \) part of the high-field phase boundary has a (relatively conventional) negative gradient, above \( T = 2 \) K, the phase boundary assumes a positive gradient; the \( L - \mathcal{H} \) transition moves toward higher field with increasing temperature, showing an almost linear \( H, T \) relationship up to 28 K.

The local minimum in \( \rho(T) \), indicating the \( \mathcal{H} - L \) transition, and the \( \rho(T) \) maximum, a precursor to the \( L - \mathcal{H} \) transition, move closer for increasing field, resulting in a plateau-like feature at 30 T [see Fig. 2(c)]. This convergence shows that the temperature range for which the \( L \) phase is stable shrinks with increasing field. Extrapolating the measured points suggests that above approximately 55 T, \( \mathcal{H} \) should be the only stable phase of CeOs\(_4\)Sb\(_{12}\). A logarithmic scaling of the phase diagram displays this behavior more clearly, as shown in Fig. 3 [31].

### B. Energy scales and quantum criticality

The \( L - \mathcal{H} \) phase boundary is clearly different from most others encountered in condensed-matter physics; unlike, e.g., a mean-field boundary [32] or the “domes” observed in many correlated-electron systems such as organic, high-\( T_c \), and pnictide superconductors [30,33–35], the gradient of the boundary in \( T, H \) space does not change monotonically but alternates positive, negative, positive, negative. By the same token, it clearly deviates from the elliptical (\( H^2 \propto T^2 \)) behavior found for field-induced valence transitions in other cerium-based systems [2,3] and uranium compounds [5].

The elliptical phase boundary usually associated with valence transitions is driven by the \( T \) and \( H \) dependencies of the free energy of the quasilocalized \( f \) multiplet [4]. The energies of the Fermi liquids on either side of the phase boundary will depend only slightly on \( H \) and \( T \), so the multiplet’s free energy dominates the situation and drives the valence transition. The \(-TS\) (where \( S \) is entropy) term in the free energy means the phase in which the multiplet is populated will always be the ground state at high \( T \) and high \( H \) [3,4], the multiplet’s simple partition function resulting in the \( H^2 \propto T^2 \) elliptical boundary [4]. The deviation of CeOs\(_4\)Sb\(_{12}\) from this simple behavior implies that one or more additional energy scales that depend strongly on \( H \) and/or \( T \) are present.

Turning first to the low-\( T \), high-\( H \) portion of the valence transition, recall that the \( \mathcal{H} \)-phase quasiparticle effective mass appears to diverge as the \( \mathcal{H} - L \) transition approaches [Fig. 4(c)]. The antiferromagnetic PrOs\(_4\)As\(_{12}\) shows a similar mass increase on approaching the phase boundary of its magnetic ground state [36]. Such effective-mass increases are frequently associated with proximity to a quantum critical point (QCP) [33,34,36]. In the case of CeOs\(_4\)Sb\(_{12}\), the QCP is most likely associated with the field-driven SDW collapse (Figs. 1 and 3). As \( T \to 0 \), the entropy \( S \) will diminish as well in accordance with the third law of thermodynamics, leaving any other energy scale to dominate [37]. As a consequence, strong quantum fluctuations—probably antiferromagnetic—around the QCP will greatly perturb the Fermi liquids’ free energy on either side of the \( L - \mathcal{H} \) boundary [38], challenging the dominance of the multiplet’s \(-TS\) contribution [4].

### C. Sample dependence

Moving to the high-\( T \), \( H \to 0 \) portion of the \( L - \mathcal{H} \) transition, the most striking feature is the initial, large, positive gradient. Qualitatively similar behavior is seen in the phase diagram of a reduced-dimensionality antiferromagnet [39]; in that case, the effect is attributed to fluctuations affecting the system’s free energy. However, the phase-boundary gradient reversal measured in Ref. [39] is much less marked than that in CeOs\(_4\)Sb\(_{12}\) (Fig. 1). Moreover, there is no obvious reason why the mechanism of Ref. [39] would yield the strong sample dependence seen here.

The \( \mathcal{H} \) phase of CeOs\(_4\)Sb\(_{12}\) is thought to be highly unusual among Ce compounds in that a very small application of uniaxial stress can transform it into an unusual topological semimetal [17]. It is therefore possible that the inclusions (fraction of a percent level) of elemental Ce or Os in otherwise very high quality crystals recently observed in neutron scattering experiments [40] result in local regions of varying uniaxial stress inducing topologically protected “domains.” The number of domains would likely be very dependent on sample quality, and even small variations in strain within the same batch could give rise to the observed sample dependence. In addition, the band structure associated with such states can be sensitively dependent on magnetic field (see, e.g., Refs. [29,41] and references therein), perhaps leading to the initial positive gradient of the \( L - \mathcal{H} \) boundary. Experimentally, the presence of even a small fraction of topologically protected quasiparticles in an otherwise unremarkable Fermi liquid can have a disproportionate effect on measurable macroscopic properties [29]. Analogous effects may well impact the unusual low-\( H \), high-\( T \) curvature of the CeOs\(_4\)Sb\(_{12}\) valence transition.

### V. SUMMARY

In summary, the \( H-T \) phase diagram of CeOs\(_4\)Sb\(_{12}\) has been mapped using resistivity, magnetostriiction, and MHz conductivity. The semimetallic \( L \) phase and the metallic \( \mathcal{H} \) phase are separated by a valence transition that exhibits a wedge-shaped phase boundary that is clearly distinct from the textbook elliptical phase boundary usually followed by valence transitions. Field-dependent effective masses revealed by Shubnikov–de Haas oscillations within the \( \mathcal{H} \) phase show an increasing \( m^* \) as the field drops toward the \( \mathcal{H} - L \) phase boundary, suggesting proximity to a QCP. The associated magnetic fluctuations may be responsible for the anomalous \( H, T \) dependence of the valence transition at high field. The unusual low-\( H \), high-\( T \) portion of the phase boundary may, in contrast, be associated with the proximity of CeOs\(_4\)Sb\(_{12}\) to a topological semimetal induced by uniaxial stress, resulting in strongly sample dependent behavior.

Data presented in this paper resulting from the UK effort will be made available [45].
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