Towards studying the structural differences between the pion and its radial excitation
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We present an exploratory lattice QCD investigation of the differences between the valence quark structure of pion and its radial excitation π(1300) in a fixed finite volume using the leading-twist factorization approach. We present evidences that the first pion excitation in our lattice computation is a single particle state that is likely to be the finite volume realization of π(1300). An analysis with reasonable priors result in better estimates of the excited state PDF and the moments, wherein we find evidence that the radial excitation of pion correlates with an almost two-fold increase in the momentum fraction of valence quarks. This proof-of-principle work establishes the viability of future lattice computations incorporating larger operator basis that can resolve the structural changes accompanying hadronic excitation.

I. INTRODUCTION

The parton structure of pion has garnered both experimental [1–10] as well as theoretical efforts [11–20]. A better determination of the quark structure of pion is also part of the goals of upcoming experimental facilities [21, 22]. In addition to experimental determinations, due to the recent breakthroughs in computing parton structure using the Euclidean lattice QCD simulations via leading-twist perturbative factorization approaches (Large Momentum Effective Theory [23, 24], short-distance factorization of the pseudo distribution [25, 26], current-current correlators [27–29], which has also been dubbed as good lattice cross sections [29], and Refs [30–34] for extensive reviews on the methodology), the valence quark structure of pion has also been investigated from first-principle QCD computations [35–42]. The large-x behavior of the valence pion PDF has been an unresolved issue that has been approached using all the above lines of attack, with the promise of being settled in the near future by lattice computations with finer lattices, realistic physical pion masses and with the usage of highly boosted pion states to reduce higher-twist effects that might be amplified [43–45] near x = 1.

The considerable interest in the quark structure of pion is due to its special role as the Nambu-Goldstone boson of chiral symmetry breaking in QCD. The grand goal of this research direction is to understand the aspects of mass-gap generation in QCD via the quark-gluon interaction within the pion. The large-x behavior of pion PDF has been proposed to hold the key to make this connection (c.f., [46]). While the enigmatic aspect of QCD is the presence of nonvanishing mass-gap between the vacuum and the ground-states of various quantum numbers even in the chiral limit (except the pseudo-scalar, which is an exception), it is equally enigmatic that there are non-zero mass-gaps amongst the excited states in the tower of excited spectrum as well. To contrast, if the trace-anomaly was absent in QCD, there would not be mass-gaps between the vacuum and the various ground-states, nor between the excited states. Given the stark dissimilarity between the vanishing mass of a pion in the chiral limit and the nonvanishing masses of its excited states in the same limit, it is reasonable to expect any differences between the quark and gluon structures of the ground-state pion and its excited states could help us understand the mechanism behind spontaneous symmetry-breaking and the mass-gap generation better. In this respect, there have been prior lattice computations to study the decay constants of the pion and its radial excitation [47, 48], where the decay constant of the radial excitation is expected to vanish in the chiral limit unlike that of the ground-state pion [49]. Closely related to the decay constant, the distribution amplitudes of the pion and its radial excitation have also been previously studied using the Dyson-Schwinger Equation [50]. With the lattice computation of PDFs now possible, a novel theoretical research direction to study not just the differences between the long-distance behaviors of the ground and the excited states, but to study the differences in their internal structural properties is promising. In this respect, we should also point to a previous study [51] of the Δ+ baryon on the lattice, which differs by both mass and angular momentum from that of the proton. Since there is also experimental thrust to understand exotic gluon excitations of mesons in Jefferson Lab 12 GeV program [52], studies as the present one on the parton structure of simpler radial excitations, might be helpful phenomenologically by providing a case to contrast the exotic transitions with.

It is the aim of this paper to point to the possibility of
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II. DETAILS ON TWO-POINT FUNCTION ANALYSIS AND EVIDENCES FOR \( \pi(1300) \) AS THE FIRST-EXCITED STATE

In Refs [35, 37], we previously studied the valence PDF of pion at two fine lattice spacings of 0.04 fm and 0.06 fm. In this section, we discuss the numerical evidences in these previous computations that the first excited state, occurring in the spectral decompositions of the two-point and the three-point functions, is likely to be a single particle state, and that it corresponds to the first pion radial excitation \([53], \pi(1300)\). We will do this by first showing that the excited state energy obtained by the two- and three-state fits to the pion two-point function is consistent with a single particle energy-momentum dispersion relation. Then, we will notice that the mass of this state obtained from the \( P_z = 0 \) correlator lies close to 1.3 GeV, the pole mass of \( \pi(1300) \), and the discrepancy is only about 200 MeV. A source of this discrepancy could simply be the heavier than physical pion mass used in this work.

Another source could be that the first excited state is computed in a fixed finite volume, and it can differ from the pole mass of the actual resonance in the infinite volume limit. Below, we elaborate further.

In this work, we solely concentrate on the \( a = 0.04 \) fm lattice spacing ensemble used in [35], which consists of \( L_t \times L^3 \) lattices with \( L_t = L = 64 \). We used Gaussian smeared-source smeared-sink set-up (SS), as well as the smeared-source point-sink set-up (SP) to determine the two-point functions of pion,

\[
C_{2\text{pt}}(t_z) = \langle \pi(P, t_z)\pi^\dagger(P, 0) \rangle .
\] (1)

In the above construction, we used momentum (boosted) quark smearing [54] to improve the signal for the boosted hadrons. We have discussed the details of the parameters used in the source-sink construction, as well as our analysis methods for the two-point function in our previous publication Ref [35]. It is worth pointing out that we were able to obtain a visible signal for the first excited state in the \( a = 0.04 \) fm computation, that we will describe in the next section, because the smearing radius of the quark sources was kept constant in lattice units instead of in physical units; namely, for the \( a = 0.06 \) fm ensemble with an optimal tuning, the radius of Gaussian source was 0.312 fm, whereas on the \( a = 0.04 \) fm ensemble, our choice resulted in a radius of 0.208 fm which is smaller than the optimal one.

We analyzed the spectral content of the two-point function through fits to the two- and three-state Ansatz; namely

\[
C_{2\text{pt}}(t_z) = \sum_{i=0}^{N_{\text{states}}-1} |A_i|^2 \left( e^{-E_it_z} + e^{-E_i(L_t-t_z)} \right) ,
\] (2)
with $N_{\text{state}} = 2$ and 3 respectively. The amplitudes $A_i$ and the energies $E_i$ are the fit parameters in this analysis. The reason for using two different choices of source and sink is to fold; first, the SP correlator has a larger contribution from the excited state and second, to check for the consistency between the energies extracted using the two independent set of correlators. We checked for the robustness of the fit parameters by varying the range of source-sink separation, $t_s \in [t_{\text{min}}, t_{\text{max}}]$, used in the fits and by making sure that the parameters have plateaued. In [35], we studied only pions boosted along the $z$-direction. For this work, we also used pions boosted with spatial momenta $\mathbf{P} = (P_x, P_y, P_z)$ with non-zero $P_y$ and $P_z$ for the two-point function analysis, and obtained their ground state pion energy $E_0$ as a function of $\mathbf{P}$ using two-state fits to both SP and SS correlators. We were able to isolate the ground state energy well using a fit range shorter than $t_s \in [0.56 \text{ fm}, 32a]$, whose values were consistent between both the SS and SP correlators. The resulting values of the ground-state $E_0(\mathbf{P})$ followed the continuum dispersion relation,

$$E_0(\mathbf{P})^2 = M_a^2 + |\mathbf{P}|^2,$$

with $M_a = 0.3$ GeV, to a very good accuracy even up to our largest momentum $|\mathbf{P}| = 2.42$ GeV on our fine lattice. Having demonstrated that the actual lattice results for the ground state satisfied our expectations about a single particle pion state, we simply used the values of $E_0(\mathbf{P})$ from Eq. (3) to fix the values of $E_0$ in the spectral decomposition in Eq. (2) and determined the other free parameters; namely the amplitudes of the ground and first excited state, and the energy of the first excited state.

We determined the first excited state energy $E_1(\mathbf{P})$ using (1) two-state fits to the SS and SP correlators with fixed value taken from the dispersion relation for $E_0$, and (2) by using three-state fits to the SS correlator with fixed $E_0$ and imposing a prior on $E_1$ with the central value and width of the prior set to the best fit value of $E_1$ and its error obtained from the two-state fit to the SP correlator. In Fig. 1, we show the dependence of $E_1$ on the fit range $[t_{\text{min}}, 32a]$. Each panel corresponds to the six different momenta $\mathbf{P} = (0, 0, P_z)$, and for each momentum, we have shown the $t_{\text{min}}$ dependence of $E_1$ from the two-state fit. The best fit values of $E_1$ plateau for $t_s \geq 10a$. First, we notice that the best fit value of $E_1(P_z = 0) = 1.456(92)$ GeV, numerically lies close to the central value of the 1.3 GeV physical mass of the pion radial excitation. This difference of about 200 MeV between the lattice result and physical value for the first excited state is also close to the 150 MeV difference between the mass of pion in our lattice computation and physical pion mass. This observation initially lead us to identify the first excited state on the lattice with the pion radial excitation.

In Fig. 1, we also show the value of $E_1(\mathbf{P})$ expected from a single particle dispersion relation with a mass $M_1 = E_1(\mathbf{P} = 0) = 1.5$ GeV. We find that the best fit values of $E_1$ indeed approach the expected continuum.
values for non-zero momenta. This shows that the first excited state is likely to be a single particle eigenstate, and not a pseudo single particle state that effectively captures a continuum of multiparticle states. In the case of pion, such a possible multiparticle excited state is a three pion state with zero angular momentum and with their total isospin being 1. For our ensemble, we estimate the invariant mass of such a state to be 0.9 GeV, which is much smaller than the first excited state we are finding. One possibility is that the Gaussian source we are using does not have an overlap with the three pion state due to its vastly different delocalized spatial distribution compared to a localized single particle state. To summarize our evidence for observing \( \pi(1300) \), we plot the energy-momentum dispersion relation for the ground state and the first excited state in the left panel of Fig. 2. For \( E_1 \), we have shown its estimates from the two-state fits with prior on \( E_0 \), and from three-state fits with prior on \( E_0 \) and \( E_1 \) as described above — these are shown as the blue filled and open squares in the figure, and they can be seen to agree well with each other. We find that both \( E_0 \) and \( E_1 \) agree with their respective single particle dispersion curves. From the three-state fits with priors on \( E_0 \) and \( E_1 \), we were able to estimate the second excited state \( E_2 \), which must capture the tower of excited states above \( \pi(1300) \). In the right panel of Fig. 2, we have shown these estimates for \( E_2 \) as the black triangle points, and shown it in comparison to \( E_0 \) and \( E_1 \). We will use results on the spectrum from the three-state fit in the further analysis of three-point functions.

Having demonstrated that the first-excited state observed in our computation is likely to be the first radial excitation of pion, we will henceforth work under the assumption that this is indeed the case, and ask for the properties of this excited state given this justified assumption. In the rest of the paper, we will refer to the first excited state on our lattice computation by \( \pi' \), rather than calling it as \( \pi(1300) \). This is because the mass of the first excitation on our lattice is not 1300 MeV, and for the sake of brevity. We will also simply label the first excited state mass \( M_1 \) as \( M_{\pi'} \).

### III. EXTRACTION OF EXCITED STATE BILOCAL QUARK BILINEAR MATRIX ELEMENT

In order to determine the required bilocal quark bilinear matrix elements of the boosted \( \pi \) and \( \pi' \), we computed the three-point function

\[
C_{3pt}(z, \tau; t_s) = \left\langle \pi_S(P, t_s)O(z, \tau)\pi_S^1(P, 0) \right\rangle,
\]

with both the source and sink smeared. The bilocal operator involving quark and antiquark separated spatially by distance \( z \) is

\[
O(z, \tau) = \sum_x \left\{ \bar{u}(x + \mathcal{L})\gamma_i W_z(x + \mathcal{L}, x)u(x) \right\},
\]

where \( x = (\tau, x) \) with \( \tau \) being the time-slice where the operator is inserted, and the quark-antiquark being displaced along the \( z \)-direction by \( \mathcal{L} = (0, 0, 0, z) \). The bilocal operator is made gauge-invariant by using a straight Wilson-line \( W_z \) constructed out of 1-HYP smeared gauge links. Since we are interested only in the parton distribution function in this paper, we used \( P = (0, 0, P_z) \) that is along the direction of Wilson-line for the three-point function computations. We used,

\[
P_z = \frac{2\pi}{\alpha L} n_z,
\]

with \( n_z = 0, 1, 2, 3, 4, 5 \). The spectral decomposition of the three-point function

\[
C_{3pt}(t_s, \tau; z, P_z) = \sum_{i,j} A_i^* A_j h_{ij}(z, P_z) e^{-E_i(t_s - \tau) - E_j \tau},
\]

contains information on all the matrix elements between \( i \)-th and \( j \)-th states with pion quantum number

\[
h_{ij}(z, P_z) = \langle E_i, P_z | O(z) | E_j, P_z \rangle.
\]

We obtained the values of the amplitudes \( |A_i| \) and the energies \( E_i \) from the analyses of \( C_{2pt} \). We fixed them to the central values from the three-state fits. One can extract the matrix elements \( h_{ij} \) by fitting the \( t_s \) and \( \tau \) dependence of \( C_{3pt} \) data to the spectral decomposition above, with \( h_{ij} \) being the unknown fit parameters. In practice, for the cross-terms such as \( A_i^* A_j h_{01} \), we simply treated the real part of such whole factors together as the fit parameters, whereas for the diagonal terms only the magnitudes \( |A_i| \) enter, and therefore, we were able to resolve the diagonal matrix elements \( h_{ii} \) without any phase ambiguity.

We implemented this analysis by first forming the standard ratio

\[
R(t_s, \tau; z, P_z) \equiv \frac{C_{3pt}(t_s, \tau; z, P_z)}{C_{2pt}(t_s; P_z)},
\]

so that the leading term in this ratio as \( t_s \to \infty \) is the ground state matrix element \( h_{00} \). In [35], we presented detailed analysis of the ratio \( R \) using both the two-state and three-state fits. In that work, we found that a simple two-state fit was enough to obtain \( h_{00} \) which was consistent with a more elaborate three-state fit as well as with the summation method. On the one hand, a simple two-state fit is not justified here, as we are interested in the first excited state, and therefore, at least one more state other than the first excited state should be included in the analysis. On the other hand, a full three-state analysis involving 9 independent fit parameters will make the determinations of \( h_{11} \) noisy. Therefore, we experimented with variations of the three-state fit by reducing the number of parameters in the fit and by imposing prior on the...
ground state matrix element \( h_{00} \) from the two-state fit. We first performed the full three-state fit with 9 parameters, which we call as the fit of type-1. Then, in a fit of type-2, we imposed a prior on \( h_{00} \) keeping all other fit parameters of the full state fit to be free; for the prior and its width we took the value of \( h_{00} \) and its statistical error from the two-state analysis of the three-point function. In a fit of type-3, in addition to imposing the prior on \( h_{00} \), we also assumed that we can ignore the second-excited state matrix element \( h_{22} \), thereby reducing the fit parameters to 8 (or effectively 7, due to the prior). In all the three Ansätze, we kept all the matrix elements which involved the first excited state.

In Fig. 3, we show \( \pi^\prime \) matrix element, \( h_{11} \), as a function of \( z \) at the three largest momenta. The different colored symbols are the extrapolations using the above three types of three-state Ansätze. For \( n_z = 3 \), the type-1, nine-parameter three-state fit actually performs better than when constraints are imposed. However, this is not true at the higher \( n_z = 4, 5 \) momenta, which are crucial to ensure that the momenta are larger than the \( \pi^\prime \) mass. For \( n_z = 3 \), the type-2 fit results in noisier estimates of \( h_{11} \) compared to type-1, whereas the type-3 fit results are consistent with type-1 results with a slight reduction in errors. Therefore, we find that the type-3 Ansatz leads to a reasonable reduction in the statistical errors with only the assumption that \( h_{22} \) matrix element can be ignored. In fact, from the unconstrained type-1 fits, we found that the resulting values for \( h_{22} \) were consistent with zero and it was merely making the results noisier. Therefore, the usage of type-3 Ansatz to obtain better estimates of \( h_{11} \) seems to be justified. We tried reducing the number of parameters further by ignoring the cross-terms \( h_{12} \) and \( h_{21} \), but it resulted in unreasonably ultra-precise estimations of \( h_{11} \), showing that such constraints rule out most of the parameter space — it would have been a positive outcome if there was a strong theoretical underpinning to ignoring the cross-terms, but in the absence of such a justification, we avoided using such stricter constraints. From the fit results for \( n_z = 5 \) shown in the rightmost panel of Fig. 3, the usage of type-3 fit renders \( h_{11} \) at this momentum unusable. In the analysis of PDF that follows, we will use the values of \( h_{11} \) obtained using type-3 Ansatz for the extrapolations, and we will also show results from the type-1 fits to contrast it against.

The bilocal operator \( O \) needs to be multiplicatively renormalized [55–57]. The details pertaining to renormalization as applied to our computations are described in detail in [35, 37]. One possibility is to determine the renormalization factors \( Z_{\gamma\gamma}(z, P^R) \) in the RI-MOM scheme [58–60] using off-shell quarks at momentum \( P^R = (P^z, P^\perp) \),

\[
\frac{h_{\pi^\prime\pi^\prime}(z, P_z, P^R)}{Z_{\gamma\gamma}(0, P^R)h_{11}(0, P_z)} = \frac{h_{11}(z, P_z)}{h_{11}(0, P_z)} \frac{h_{00}(0, P_0^z)}{h_{11}(0, P_z)}. \tag{10}
\]

In addition to the multiplicatively renormalizing the operator, the ratio with the corresponding matrix element at \( z = 0 \), helps reduce lattice corrections and any overall systematical corrections, so that the expectation value of the isospin charge of pion is 1 by construction at all momenta. Another possibility is to form renormalization group invariant ratios [26, 35, 61, 62] between the bare matrix elements at two different momenta,

\[
\mathcal{M}_{\pi^\prime\pi^\prime}(z, P_z, P^0_0) = \left( \frac{h_{11}(z, P_z)}{h_{11}(0, P^0_0)} \right) \left( \frac{h_{00}(0, P^0_0)}{h_{11}(0, P_z)} \right). \tag{11}
\]

In the above ratio, the UV divergence of the operator is exactly canceled between the two bare matrix elements. Similar to an improved version of the RI-MOM scheme we defined in Eq. (10), the double ratio at non-zero \( z \) and \( z = 0 \) matrix elements in the above equation ensures that the isospin charge is normalized to 1. Since the UV divergence does not depend on the external states, the two matrix elements in the ratio need not be for the same hadron. Therefore, we also construct the following ratio using the ground state pion matrix element as

\[
\mathcal{M}_{\pi^\prime\pi}(z, P_z, P^0_0) = \left( \frac{h_{11}(z, P_z)}{h_{11}(0, P^0_0)} \right) \left( \frac{h_{00}(0, P_0^z)}{h_{11}(0, P_z)} \right). \tag{12}
\]

For the above ratio, we take our determination of \( h_{00}(z, P^0_0) \) from [35]. In the next section, we will discuss the relation of the above matrix elements to the PDF via the one-loop leading-twist perturbative matching.
Before performing any double ratio, we can use the $z = 0$ renormalized matrix element to perform a simple cross-check. The pion source $\pi(P_z, t_s)$ can excite only one unit of the isospin charge, and hence each of the states that occurs in the spectral decomposition of the pion two-point function will carry unit isospin (up to terms due to wrap-around effects, which are negligible for heavy excited states). Therefore, measuring the isospin of our first excited state before imposing any normalization condition serves as a cross-check of the excited state extrapolations. In Fig. 4, we show $Z_{\gamma t \gamma t}(z = 0, P_z)$ as a function of $P_z$ after renormalization in RI-MOM scheme. It is the isospin charge modulo the quark wavefunction renormalization which is nearly 1 at this lattice spacing [37]. At $P_z = 0$, our ground-state matrix element determination suffers from 2% lattice periodicity effects [35], that in turn affects all the fitted parameters in the three-state fit, particularly resulting in a value of $Z_{\gamma t \gamma t} h_{11}$ slightly larger than 1. At all other non-zero $P_z$, the extracted isospin of the first excited state is consistent with 1, lending more confidence in the reliability of our extrapolations.

![Figure 4](image)

**FIG. 4.** The RI-MOM renormalized local matrix element $(\text{mod } Z_0 \approx 1)$ at $z = 0$ with $(P_z^R, P_t^R) = (1.93, 3.34)$ GeV is shown as a function of $P_z$ for pion (blue) and $\pi'$ (red) as obtained from the three-state type-3 fit. The wrap-around effect present in the three-point function at $P_z = 0$ is not accounted for in the plot.

### IV. COMPARISON OF THE PDFS OF $\pi$ AND $\pi'$

We used our estimates of $h_{11}$ from the type-1 and type-3 fits to obtain the PDF of $\pi'$. For this, we used the twist-2 OPE expressions [61] corresponding to the renormalized matrix elements described above. For the RI-MOM matrix element at renormalization scale $P^R$, the twist-2 expression is

$$h_{\pi'\pi'}^{R}(z, P_z, P^R) = 1 + \sum c_n \rho^{R}(\mu, P^R, z^2) (x^n)_{\pi'} \left( -i P_z z \right)^n,$$

where the sum above runs over only the even values of $n$ for the valence PDF of the pion and its excitations due to the isospin symmetry. The 1-loop expression for the RI-MOM Wilson coefficients is given in [35] using results in [31, 63]. The terms $(x^n)_{\pi'}(\mu) = \int \frac{1}{\pi} x^n f_\pi(x, \mu) dx$ are the moments of the valence PDF $f_\pi(x, \mu)$ of the first excited state in the $\overline{\text{MS}}$ scheme at factorization scale $\mu$.

We will consistently use $\mu = 3.2$ GeV for all the determinations in this paper. The twist-2 OPE expression for the ratio scheme [61] is

$$M_{\pi'\pi}(z, P_z, P^R_0) = \frac{1 + \sum c_n (\mu^2 z^2)(x^n)_{\pi'} \left( -i P_z z \right)^n}{1 + \sum c_n (\mu^2 z^2)(x^n)_{\pi} \left( -i P_z z \right)^n},$$

using the expressions for the Wilson coefficients $c_n$ given in [61, 64]. Here, we also present results using a variant of the ratio scheme $M_{\pi'\pi}$ described in the last section, and it has the leading twist expression,

$$M_{\pi'\pi}(z, P_z, P^R_0) = \frac{1 + \sum c_n (\mu^2 z^2)(x^n)_{\pi'} \left( -i P_z z \right)^n}{1 + \sum c_n (\mu^2 z^2)(x^n)_{\pi} \left( -i P_z z \right)^n},$$

where the moments $(x^n)_{\pi}$ are those of the ground state pion. We take their values from our analysis of pion on the same ensemble presented in [35]. Since the mass of $\pi'$ is about 1.5 GeV, we took care of target mass correction at leading twist by replacing $(P_z)^n \rightarrow (P_z)^n \sum_{k=0}^{n/2} \binom{n-k}{k}! \left( \frac{M_{\pi'}^2}{4\pi^2} \right)^{k}$ in the above expressions [65, 66]. We work under the assumption that any target mass correction that can occur at higher twist are negligible. In order to justify this further, we eventually used only the matrix elements at the two highest momenta corresponding to $P_z = 1.93$ and 2.42 GeV as we discuss below.

We performed two kinds of analysis. In a model independent analysis, we fitted the renormalized matrix elements spanning a range of $P_z > P^R_0$ and $z \in [z_{\text{min}}, z_{\text{max}}]$ using their respective leading twist expressions above, with the even moments $(x^n)_{\pi'}$ as the independent fit parameters. In the second kind of model dependent analysis, we assumed a two-parameter functional form of valence excited state PDF,

$$f_\pi(x) = N x^\alpha (1 - x)^\beta,$$

and fitted the resulting moments (which are functions of $\alpha$ and $\beta$) to best describe the $z$ and $z P_z$ dependences of the data. This enabled us to reconstruct the $x$-dependent PDF. Since the data for the excited state is noisy, we could not improve the above parametrization by adding additional small-$x$ terms, as we did for the pion in [35]. In the future, one needs to perform a similar analysis with multiple functional forms of the PDF Ansatz to quantify the amount of systematic error.

---

1 The nomenclature followed in this paper is such that $(x^n)$ is the $n$-th moment.
The excited state matrix elements renormalized in three different schemes (ratios $M_{\pi',\pi}$, $M_{s',s}$ and RI-MOM $h^R$ from left to right) are shown as a function of $z_{P_z}$. The data points of the same momenta are shown using same colored symbols. The top panels show largest three momenta and the bottom one includes only the largest two. The bands are the fits using the respective leading-twist OPEs to data assuming a two-parameter functional form of the PDF.

We first describe our reconstruction of the PDF using the two-parameter functional form. In Fig. 5, we put together the renormalized bilocal matrix elements at different fixed momenta and show them as a function of $z_{P_z}$. The left, middle and the right panels are in the two ratio schemes, $M_{s',\pi}$ and $M_{s',s}$, and in the RI-MOM scheme with $(P^R, P^R_\perp) = (1.93, 3.34)$ GeV respectively. We have used the first non-zero momentum, $P^z_0 = 0.48$ GeV as the reference momentum to construct the ratios, which is slightly above $\Lambda_{\text{QCD}}$ and also contributes minimally to the statistical noise. In the top panels, the data from the three highest momenta are shown, whereas in the bottom panels, only the two highest momenta, $P_z = 1.93$ and 2.41 GeV, which are larger than the excited state mass of 1.5 GeV are shown. The bands are the expectations based on the best fits using the two-parameter PDF Ansatz; the bands are colored in the same manner as the corresponding data points at different momenta. For the cases shown in the top panel, we performed the fits using all the three momenta shown, and over a range of quark-antiquark separation $z \in [2a, 0.6 \text{ fm}]$. Given the noisy data compared to that of the ground state pion, we could not perform an ideal analysis, where one would want to keep range of $z$ even smaller than what is used here. We skipped $z = a$ to avoid the $(P_z a)^2$ lattice correction [35]. Overall, the fits can be seen to perform well regardless of the momenta included in the analysis. However, upon a close inspection of the analyses in the top-panel, we find that the evolution of the data with $P_z$ at different fixed $z_{P_z}$ has opposite trends between the data and the fits; namely, the central values of the data have a decreasing tendency from $P_z = 1.45$ GeV to 2.41 GeV (albeit well within errors), whereas the fitted bands have the opposite behavior. This indicates the presence of possible higher twist corrections when matrix elements at momentum $P_z = 1.45$ GeV, which is comparable to the mass of the excited state, is included in the analysis. On the other hand, in the lower-panel, the data at the two highest momenta are compatible with each other and the fitted bands are also seen to be describing the data well. Therefore, to be cautious, we will simply include the data at the two highest momenta in the analysis henceforth.

In Fig. 6, we show the $x$-dependent valence PDF of the excited state, $f_s(x)$, that is reconstructed based on the two-parameter Ansatz fits in the real-space shown as bands in the bottom panels of Fig. 5. The right panel of Fig. 6 is based on fits to the matrix elements obtained using type-3 extrapolation, whereas the left one is using the type-1 extrapolation. We have compared the PDF
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\[ f_s(x), \quad \text{type-3} \]

---

\[ f_s(x), \quad \text{type-1} \]
determinations as obtained from the fits to the matrix elements in the three different renormalization schemes. For comparison, the central value of the ground state pion PDF from the same ensemble [35] is shown as the dashed green line. First, the usage of type-1 extrapolated matrix elements results in very noisy PDF that cannot be used to find any hints of structural differences; within the large errors, the excited pion PDF is consistent with the ground state PDF. On the other hand, the usage of type-3 extrapolated matrix element does result in better determined PDFs. Therefore, let us focus on the right panel of Fig. 6. The consistency amongst the estimates from different renormalization schemes, which differ also in their matching formulas, is reassuring. Using $\mathcal{M}_{\pi'\pi'}$, we found the PDF is parametrized by $\{\alpha, \beta\} = \{0.4(3), 1.1(2)\}$. It is very clear that the PDF of the radial excitation is different from the ground state — the excited state PDF is consistently above the pion PDF starting from an intermediate $x \approx 0.3$ to large-$x$. There is a tendency in the excited state PDF to vanish at small-$x$, but it is not conclusive given the errors and also due to possibly large higher-twist effects contaminating the small-$x$ regime. Thus, the overall trend seems to be that the valence PDF of the radial excitation is shifted towards larger-$x$ compared to the ground state valence PDF. This points to smaller momentum fraction being carried by gluons and sea quarks in the radially excited state compared to the pion.

In Fig. 7, we compare the first four valence PDF moments of the radial excitation obtained using the model-dependent and model-independent analyses. The results for $\pi'$ from various fitting procedures are shown on the left part of the plot, and the values for the pion, taken from our previous work on the same ensemble [35], are shown on the right part of the figure. For the model-independent fits, we used the first three even moments $\langle x^2 \rangle, \langle x^4 \rangle$ and $\langle x^6 \rangle$ themselves as the fit parameters. We also imposed the inequality conditions between the valence moments as discussed in [35]. Similar to the PDF Ansatz fits, we present the results of the fits over a $z$-range of $[2a, 0.6 fm]$ in Fig. 7; the model-independent fits to type-1 and type-3 matrix elements are labeled as A and B in Fig. 7. Since we cannot determine the odd moments directly by this model-independent procedure, only the results for $\langle x^2 \rangle$ and $\langle x^4 \rangle$ are shown for them. The results for the moments as inferred from the two-parameter fits, using the relation $\langle x^n \rangle = \int_0^1 x^n f_v(x) dx$, are also shown for $\pi'$ in Fig. 7; the results from fits to type-1 and type-3 $\mathcal{M}_{\pi'\pi'}$ are labeled as C and D, whereas the ones from fits to type-3 $\mathcal{M}_{\pi'\pi}$ matrix element are labeled as E. It is comforting that the PDF Ansatz fits result in values of the even moments that are consistent with those from the model-independent fits. This also gives us the confidence in the indirect determination of the odd moments via this procedure. To justify this indirect method, taking the case of pion where the phenomenological values of the odd moments are known, in [35], we found that similar analysis via fits to PDF Ansätze resulted in values of the odd moments that agreed reasonably well with the phenomenological values.

It is at once striking that the moments of $\pi'$ are larger than that of the pion, especially in the case of the lowest two-moments $\langle x \rangle$ and $\langle x^2 \rangle$. Quantitatively, by taking the values of $\{\langle x \rangle, \langle x^2 \rangle\}$ from the method “D” in Fig. 7, we see that they are $\{0.40(4), 0.21(3)\}$ for $\pi '$, which is to be compared with $\{0.2289(96), 0.1083(47)\}$ for the pion. This is the reason we observed the valence PDF of $\pi'$ to be above that of the pion at higher values of $x$. There-
The lowest four valence PDF moments of the pion radial excitation \( \pi' \) is compared with those of the ground state pion \( \pi \). For the radial excitation, both the even and odd moments extracted from the two-parameter PDF Ansatz fit are shown along with direct model independent estimates of even moments: (A) model-independent fit to type-1 \( M_{a'\pi'} \). (B) model-independent fit to type-3 \( M_{a'\pi'} \). (C) PDF Ansatz fit to type-1 \( M_{a'\pi'} \). (D) PDF Ansatz fit to type-3 \( M_{a'\pi'} \). (E) PDF Ansatz fit to type-3 \( M_{a'\pi} \). The dashed line connect the central values of \( \pi' \) moments to that of \( \pi \), to aid the eye.

Therefore, at a scale of 3.2 GeV, only 20% of the \( \pi' \) momentum fraction comes from gluons and sea quarks, which forms a larger 56% component for the ground state pion. Thus, within the two-parameter PDF Ansatz analysis, it appears that the valence quarks carry almost twice the momentum fraction in the radial excitation of the pion compared to its ground state. This link could simply be a correlation or perhaps be causal, which needs to be investigated using simpler models.

\[ \langle x \rangle, \langle x^2 \rangle, \langle x^3 \rangle, \langle x^4 \rangle, \langle x^n \rangle \]

V. CONCLUSIONS AND OUTLOOK

In this work, we presented a proof-of-principle computation of the first excited state of the pion determined in a fixed finite volume and at a fixed fine lattice spacing. We argued that the first excited state is most likely to be a single particle state since its energy satisfies a single particle dispersion relation. Also, the mass of the state compares well with the central value of the experimentally observed radial excitation, which is however a resonance in the infinite volume limit. Given the observations, we hypothesized that the first excitation on our lattice is that of the pion radial excitation, \( \pi(1300) \).

With a reasonable reduction in the number of unknown parameters in the three-state fits to the three-point function involving the bilocal quark bilinear operator, we were able to extract the boosted \( \pi(1300) \) matrix elements. We performed a model-independent analysis to obtain the even valence PDF moments, and used model-dependent PDF Ansatz fits to reconstruct the \( x \)-dependent valence PDF at a scale of \( \mu = 3.2 \) GeV. We found evidences that in indicate that (1) the valence PDF of \( \pi(1300) \) consistently lies above that of pion for intermediate and large- \( x \) regions, thereby indirectly, implying a reduced role of gluons and sea quarks in the excited state. (2) Quantitatively, the lower moments of \( \pi(1300) \) were about twice larger than that of \( \pi \).

The present work was meant only as a pilot study towards understanding how the ground and excited states of hadrons differ. Therefore, this study can be made more rigorous in at least three major ways — (1) One could either render the radial excitation to be stable single-particle state by using a larger unphysical pion mass (e.g., \( 51 \)), or one needs to perform a dedicated pion mass size scaling study of the excited state PDF in order to make connection with the actual resonance state in the thermodynamic limit. (2) Usage of larger operator basis in two-point functions that will lead to a more sophisticated spectroscopy of pion correlators leading to a more convincing determination of the first excited state as well as its quantum numbers. (3) Incorporating similar techniques for the three-point function for a reliable determination of the excited state matrix element without involving any reduction in number of fit parameters as done here.

As a concluding remark, in the absence of a microscopic theory of the transition from pion to its radial excitation, we propose the following momentum differential as a useful quantity. To motivate the quantity, one can consider a process, such as \( \pi' \rightarrow \pi + (\pi\pi)_{8\text{-wave}} \), for a special instance with both \( \pi' \) and \( \pi \) after the transition are at rest in the lab frame, and the difference in their masses carried by other product states. In such an artificially constructed experimental outcome, one could ask how the change, \( \Delta P^+= (M_{\pi'} - M_{\pi}) / \sqrt{2} \), compares to the change in the average momentum \( \Delta \langle k^+ \rangle = (M_{\pi'} \times 2 \langle x \rangle_{\pi'} - M_{\pi} \times 2 \langle x \rangle_{\pi}) / \sqrt{2} \) of the two valence partons in \( \pi' \) and \( \pi \). This motivates the construction of the Lorentz invariant ratio,

\[ \zeta = \frac{2M_{\pi'} \langle x \rangle_{\pi'} - 2M_{\pi} \langle x \rangle_{\pi}}{M_{\pi'} - M_{\pi}}, \quad (17) \]

as a measure to correlate the structural changes to the differences in the masses. Using \( \Delta M = 1.2 \) GeV, we find that the fraction \( \zeta \) ranges from 0.78 to 0.99 given the variations within 1-\( \sigma \) errors on the first moments we discussed above. Even if we discount a 2-\( \sigma \) variation, the fraction is at least 0.68. Even such a simple-minded modeling of the excitation tells us that the changes to the dynamics of valence parton could play an major role in exciting a pion.
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