The minimal channel: a fast and direct method for characterising roughness
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Abstract. Roughness only alters the near-wall region of turbulent flow and leaves the outer-layer unaffected, making it a prime candidate for the minimal-span channel framework which only captures the near-wall flow. Recently, Chung et al. (J. Fluid Mech., vol. 773, 2015, pp. 418–431) showed that the minimal-span channel can accurately characterise the hydraulic behaviour of roughness. Following on from this, we aim to further optimise the minimal-span channel framework by primarily noting that the outer layer it produces is inherently incorrect, and as such modifications to this region can be made to improve performance. Firstly, a half-height channel with slip wall is shown to reproduce the near-wall behaviour seen in a standard channel, but with half the number of grid points. Next, a forcing model is introduced into the outer layer of a half-height channel. This reduces the high streamwise velocity associated with the minimal channel and allows for a larger computational time step. The streamwise length of the channel is also investigated independent of the previous improvements, and suggests the minimum length should be at least 3 times the spanwise width and also 1000 viscous-units long, whichever is longer. Finally, an investigation is conducted to see if varying the roughness Reynolds number with time is a feasible method for obtaining the full hydraulic behaviour of a rough surface, instead of running multiple simulations at fixed roughness Reynolds numbers.

1. Introduction
Numerical simulations of wall-bounded turbulent flows represent a challenging computational problem, as both small and large scales need to be represented. The former requires a fine grid to resolve the small viscous scales, while the latter requires a large domain to capture the large outer-layer motions. However, pioneering work by [1, 2] into minimal-flow units showed that only a small computational domain can be used to exclusively capture the turbulent near-wall cycle, independent of the large outer scales. This is achieved by simply restricting the domain of the channel to a small size, where the spanwise and streamwise lengths are prescribed in terms of viscous units. Ref. [1] showed that turbulence could be maintained in the form of the near-wall cycle of the buffer layer when the spanwise domain width was only on the order of $100 \nu / U_\tau$; here $\nu$ is the kinematic viscosity and $U_\tau = \sqrt{\tau_w / \rho}$ is the friction velocity, defined using the wall shear stress $\tau_w$ and the fluid density $\rho$. This was further supported by future studies into minimal-flow units [3–5]. In particular the work of [3] showed that the minimal-span channel can also capture the logarithmic layer of turbulent flows.

An important aspect of minimal-span channels is that the near-wall flow is accurately captured up until a critical wall-normal location, $z_c$. Above this point, the streamwise velocity...
Another issue is that the streamwise velocity is extremely large in the altered outer layer above has some drawbacks; namely the flow is ‘bursty’, resulting in large fluctuations in the flow channels, when compared with full-span channels. However, the use of minimal-span channels was shown that the roughness function could be accurately computed from minimal-span channels, to reduce the centreline velocity and improve the computational time step. Finally, an investigation independent of the previous improvements is conducted in which the bulk velocity (and hence roughness Reynolds number) is varied with time, to see if the full hydraulic behaviour of the rough surface can be obtained. This is of interest as currently multiple (steady) simulations are needed to obtain the $\Delta U^+$ vs $k^+$ curve.

In the context of roughness, the central question is how to relate the geometry of a rough surface to its hydraulic behaviour; namely, what value the (Hama) roughness function, $\Delta U^+$, takes [8]. This quantity reflects the flow retardation, or velocity shift, that the roughness has on the flow when compared to a smooth wall, for matched friction Reynolds numbers, $Re_\tau = U_\tau h/\nu$ (here $h$ is the half-channel height, boundary layer thickness, or pipe radius). For a given surface, $\Delta U^+$ can be obtained from various models and approximations, or directly from full-scale experiments and numerical simulations. The former are of varying accuracy and depend on the model selected and the rough surface in question, while the latter can be prohibitively expensive. In particular, full scale numerical simulations suffer from the drawbacks mentioned above, in that both small- and large-scale motions need to be captured. However, roughness is thought to primarily alter only the near-wall flow, in a region called the roughness sublayer which extends $3–5k$ from the wall, where $k$ is some characteristic height of the roughness [9]. Outside the roughness sublayer, in the outer layer, the flow is only changed insofar as it depends on the friction velocity $U_\tau$. This is the basis of Townsend’s outer-layer similarity hypothesis [10] which has received significant attention and has been supported by several rough-wall studies [9,11,12] and also numerical simulations with modified boundary conditions [13–15]. If we assume Townsend’s hypothesis holds, then it follows that the roughness only alters the near-wall region of the flow which therefore makes it a prime candidate for use in the minimal-flow framework.

Recently, we have applied the idea of minimal-span channels to the roughness problem [5]. It was shown that the roughness function could be accurately computed from minimal-span channels, when compared with full-span channels. However, the use of minimal-span channels has some drawbacks; namely the flow is ‘bursty’, resulting in large fluctuations in the flow statistics over time, which requires a long averaging time to obtain statistically stationary data. Another issue is that the streamwise velocity is extremely large in the altered outer layer above $z_c$, which places a restriction on the time step due to the Courant-Friedrichs-Lewy (CFL) condition.

In this paper, we aim to improve the minimal-span channel method for roughness. This is achieved by noting that the outer layer in minimal-flow units is meaningless as it does not represent a true turbulent flow, so alterations to this region are made while ensuring the near-wall behaviour remains unchanged. To this end, a series of optimisations to the minimal channel are performed. Firstly, only half of the channel is simulated, with a slip wall placed at the channel centreline. Second, a forcing model is applied to the outer layer of the half-height channel, to reduce the centreline velocity and improve the computational time step. Finally, an investigation of the streamwise domain length is performed, independent of the previous improvements. While the flow will still be bursty, which is an intrinsic aspect of minimal flow units [16,17], these improvements reduce the impact that it has as the long time-scale burstiness can be simulated faster. Finally, an investigation independent of the previous improvements is conducted in which the bulk velocity (and hence roughness Reynolds number) is varied with time, to see if the full hydraulic behaviour of the rough surface can be obtained. This is of interest as currently multiple (steady) simulations are needed to obtain the $\Delta U^+$ vs $k^+$ curve.
2. Numerical Method

We conduct Direct Numerical Simulations (DNS) using the same finite difference code as in [5], which uses a fully conservative fourth-order staggered-grid scheme. Time integration is performed using the third-order low-storage Runge–Kutta scheme of [18], and the fractional-step method of [19] is used. The Navier–Stokes equations are

\[ \nabla \cdot \mathbf{u} = 0, \quad \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\mathbf{u} \mathbf{u}) = -\frac{1}{\rho} \nabla p + \nabla \cdot (\nu \nabla \mathbf{u}) + \mathbf{F} + \mathbf{G} + \mathbf{K}, \]

where \( \mathbf{u} = (u, v, w) \) is the velocity in the streamwise \((x)\), spanwise \((y)\) and wall-normal \((z)\) directions, \( t \) is time, and \( p \) is pressure. \( \mathbf{G} = G_x(t) \mathbf{i} \) is the spatially invariant, time-varying streamwise forcing term which drives the flow at constant mass flux. The flow is solved in a moving reference frame so that the mass flux is zero at all times, although all equations in this paper are given in the stationary reference frame. Solving in a moving reference frame permits a larger computational time step [20], as well as reducing high-wavenumber convective disturbances produced by finite difference schemes [21]. \( \mathbf{F} = -\alpha F(z,k)u/u\mathbf{i} \) is a roughness model based on the work of [22] which applies a forcing in the streamwise direction which opposes the flow. The roughness factor \( \alpha = 1/(40k) \) is kept constant for all simulations, with the roughness height \( k = h/40 \). The function \( F(z,k) \) is a simple step function which applies the roughness forcing close to the top and bottom no-slip channel walls at \( z = 0 \) and \( z = 2h \),

\[ F(z,k) = \begin{cases} 1, & \text{if } z < k \text{ or } 2h - k < z, \\ 0, & \text{otherwise}. \end{cases} \]

This roughness model removes any spanwise or streamwise roughness length scales from the problem and allows for simpler computations as the same smooth-wall grid can be used. This is a similar approach to [23], although there the author used an \( F \propto u\mathbf{i} \) scaling. The final term in (1), \( \mathbf{K} \), is a forcing function which damps the velocity in the outer layer of the minimal channel. It has the form

\[ K_i = -\lambda c_i(z_d) \left( \langle u_i(x,y,z,t) \rangle - \langle u_i(z_d,t) \rangle \right) |\langle u_i(x,y,z,t) \rangle - \langle u_i(z_d,t) \rangle|, \]

where angled brackets denote the spatial average of the instantaneous velocity over a wall-parallel plane. The factor \( \lambda \) has units of inverse time and in this study has a value of \( \lambda h/U_r \approx 1 \). The parameter \( \Gamma(z,z_d) \) is similar to the function \( F(z,k) \) of the roughness forcing model in that it prescribes where the damping is applied, namely in the outer layer of the channel,

\[ \Gamma(z,z_d) = \begin{cases} 1, & \text{if } z > z_d \text{ and } z < 2h - z_d, \\ 0, & \text{otherwise}. \end{cases} \]

The value of \( z_d \) should be greater than the critical wall-normal location, \( z_c \), of the minimal-span channel, so that the forcing does not contaminate the healthy turbulence of the near-wall flow. Several different values of \( z_d \) are tested and will be presented in the following section. In (3), the term \( \langle u_i(z_d,t) \rangle \) is the wall-parallel spatially averaged velocity at \( z_d \). This is present to reduce the magnitude of the streamwise velocity; the minimal channel has a very high streamwise velocity which prevents a time step restriction from the CFL number. The forcing is in this form so that the velocity is forced to remain at the same level as at \( z = z_d \). This outer-layer damping is similar to the masks employed in [6], which damp fluctuations in the outer-layer region of minimal channels. The current forcing model is fairly crude in that it simply sets the streamwise velocity to be approximately that at \( z = z_d \), however it will be shown to work reasonably well for the
Figure 1: Half-height minimal-span channel, showing the roughness forcing zone (2) and the outer-layer damping zone (3). No-slip wall at $z = 0$ and slip wall at $z = h$.

The equivalent sandgrain roughness, $k_s^+$, is a single dynamic parameter that is used to describe the hydraulic behaviour of roughness. It is defined so that the roughness function collapses for all data in the fully rough regime, when the friction factor no longer depends on the bulk-velocity Reynolds number [24]. However, each rough surface will have a unique behaviour in the transitionally rough regime. It is an expensive process to determine the full hydraulic behaviour, as a range of simulations need to be conducted for the different roughness Reynolds numbers, each requiring a different body-fitted grid. Moreover, for constant mass flux simulations as in this study, the mass flux is altered until the friction Reynolds number is close to the desired value. The log layer of the flow is not easily identifiable for low Reynolds number simulations, so the roughness function is calculated assuming the smooth- and rough-wall flows have matched $Re_{\tau}$. This means that differences in $Re_{\tau}$ introduce a level of uncertainty into the estimate of $\Delta U^+$.

It is desirable to conduct a simulation in which only a single grid is used, and the bulk velocity is changed over time. This is a similar approach to how experimental studies are performed, and will allow a sweep through a range of roughness Reynolds numbers. In order to obtain statistics at a desired friction Reynolds number, the flow is averaged over a small window in which the instantaneous friction Reynolds number is close to the desired one. Within this window, the flow is assumed to be quasi steady. An important consideration which will be investigated here is whether acceleration effects become significant and distort the estimation of $\Delta U^+$, that is, how quickly can the bulk velocity be varied.

The sweep will start with the highest friction number to be tested, $Re_{\tau,\text{start}}$, and will then be decelerated via an adverse pressure gradient. This results in the CFL restriction gradually reducing as the simulation progresses and also ensures an adequate grid resolution at the start.
Table 1: Description of the simulations performed. All simulations done as both smooth and rough walls. Entries: $Re\tau$, nominal friction Reynolds numbers; $L$, domain length; $N$, number of grid points; $\Delta$, grid-spacing in viscous units, subscript $w$ and $h$ refers to the wall-normal grid spacing at the wall and channel centre; $z_+^*$, location where the outer-layer damping begins (3). $L_z/h = 2$ denotes standard-height (two no-slip walls), $L_z/h = 1$ denotes half-height channel (one no-slip wall and one slip wall). $\Delta t_S^+$ and $\Delta t_R^+$ is the smooth- and rough-wall time step. Roughness height fixed at $k = h/40$ so $k^+ \approx 15$ at $Re\tau = 590$, and $k^+ \approx 50$ at $Re\tau = 2000$.

| $Re\tau$ | $L_x/h$ | $L_y/h$ | $L_z/h$ | $N_x$ | $N_y$ | $N_z$ | $\Delta x^+$ | $\Delta y^+$ | $\Delta z_{h/w}^+$ | $z_+^*$ | $\Delta t_S^+ / \Delta t_R^+$ |
|----------|---------|---------|---------|-------|-------|-------|-------------|-------------|----------------|--------|-----------------|
| 590      | $2\pi$  | 3707    | 1854    | 2     | 384   | 384   | 256        | 9.7         | 4.8            | 0.04    | 7.2             | -      | 0.26/0.29       |
| 590      | $2\pi$  | 3707    | 1854    | 1     | 384   | 384   | 128        | 9.7         | 4.8            | 0.04    | 7.2             | -      | 0.29/0.32       |
| $S_1$: Full-span channel |
| 590      | $2\pi$  | 3707    | 118     | 2     | 384   | 384   | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.35/0.40       |
| 590      | $2\pi$  | 3707    | 118     | 1     | 384   | 384   | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.36/0.41       |
| 590      | $2\pi$  | 3707    | 236     | 2     | 384   | 48    | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.37/0.39       |
| 2000     | 0.59$\pi$ | 3707    | 300     | 1     | 384   | 384   | 60         | 9.7         | 5.0            | 0.02    | 8.2             | -      | 0.24/0.31       |
| $S_2$: Minimal-span channel, half-height channel with outer-layer damping |
| 590      | $2\pi$  | 3707    | 236     | 1     | 384   | 48    | 256        | 9.7         | 4.9            | 0.04    | 7.2             | 100    | 0.48/0.59       |
| 590      | $2\pi$  | 3707    | 236     | 1     | 384   | 48    | 256        | 9.7         | 4.9            | 0.04    | 7.2             | 150    | 0.46/0.54       |
| 590      | $2\pi$  | 3707    | 236     | 1     | 384   | 48    | 256        | 9.7         | 4.9            | 0.04    | 7.2             | 200    | 0.44/0.51       |
| 590      | $2\pi$  | 3707    | 236     | 1     | 384   | 48    | 256        | 9.7         | 4.9            | 0.04    | 7.2             | 300    | 0.41/0.47       |
| $S_{3a}$: Minimal-span, half-height channel with outer-layer damping (wider span) |
| 2000     | 0.59$\pi$ | 3707    | 300     | 1     | 384   | 384   | 60         | 9.7         | 5.0            | 0.02    | 8.2             | 300    | 0.29/0.37       |
| 2000     | 0.59$\pi$ | 3707    | 300     | 1     | 384   | 384   | 60         | 9.7         | 5.0            | 0.02    | 8.2             | 400    | 0.24/0.35       |
| $S_{3b}$: Minimal-span, half-height channel with outer-layer damping (increased $Re\tau$) |
| 590      | 0.1$\pi$ | 185     | 118     | 2     | 24    | 24     | 256        | 7.7         | 4.9            | 0.04    | 7.2             | -      | 0.28/0.32       |
| 590      | 0.16\pi | 297     | 118     | 2     | 48    | 24     | 256        | 6.2         | 4.9            | 0.04    | 7.2             | -      | 0.24/0.27       |
| 590      | $\pi/4$ | 463     | 118     | 2     | 48    | 24     | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.36/0.42       |
| 590      | $\pi/2$ | 927     | 118     | 2     | 96    | 24     | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.36/0.42       |
| 590      | $\pi$   | 1854    | 118     | 2     | 192   | 24     | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.36/0.41       |
| $S_{3c}$: Minimal-span, standard-height channel, varying streamwise length |
| 590      | 0.1$\pi$ | 185     | 354     | 2     | 24    | 72     | 256        | 7.7         | 4.9            | 0.04    | 7.2             | -      | 0.37/0.45       |
| 590      | 0.16\pi | 297     | 354     | 2     | 48    | 72     | 256        | 6.2         | 4.9            | 0.04    | 7.2             | -      | 0.31/0.40       |
| 590      | $\pi/4$ | 463     | 354     | 2     | 48    | 72     | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.46/0.52       |
| 590      | $\pi/2$ | 927     | 354     | 2     | 96    | 72     | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.43/0.46       |
| 590      | $\pi$   | 1854    | 354     | 2     | 192   | 72     | 256        | 9.7         | 4.9            | 0.04    | 7.2             | -      | 0.38/0.40       |
| $S_{3d}$: Minimal-span, standard-height channel, varying streamwise length (wider span) |
| 590      | 2\pi    | 3707    | 354     | 2     | 384   | 80     | 256        | 9.6         | 4.4            | 0.04    | 7.2             | -      | 0.38/0.43       |
| $S_5$: Temporal sweep (at initial conditions) |

of the simulation. This means that at the final friction Reynolds number, $Re_{\tau, end} < Re_{\tau, start}$, the grid resolution would be finer than necessary, which for the current simulations would have 4–5 times more cells than if a conventional steady simulation were conducted.

Models for how to vary the bulk velocity over time, $U_b(t)$, could be made to ensure that there occurs a certain number of turnover times of the largest captured eddy in the minimal-span
channel. This would require information on the characteristic time scale of the eddies, which would change with $Re_\tau$. However, as a preliminary study into the feasibility of this approach, we will vary it linearly with time,

$$\frac{dU_b}{dt} = A = (U_{b,end} - U_{b,start})/\Delta T,$$

where $U_{b,end}$ is the desired end point of the simulation (the bulk velocity corresponding to $Re_\tau = 180$), and $\Delta T$ is a time scale which should be sufficiently long enough that acceleration effects are not significant to the flow. The initial bulk velocity, $U_{b,start}$, is set corresponding to a friction Reynolds number of $Re_{\tau,\text{start}} = 590$ and different values of $A$ are tested. An initial value of $A$ is selected such that over the course of the sweep $tU_{\tau,0}/h = 30$, with subsequent runs using 2$A$ and 4$A$. In these cases of a higher rate of change of $U_b$, multiple sweeps are run from different initial conditions with the results ensemble averaged, to ensure that statistics are obtained over the same amount of simulation time. For example, the case where the gradient is quadrupled, four sweeps are conducted with four different initial conditions. This is visualised in figure 2(a), which shows the change in the friction Reynolds number as a function of time. An important consideration with this technique is that the friction velocity and hence the normalised spanwise domain width $L_y^+ \approx Re_\tau$ will vary with time. The domain width must remain larger than 100 viscous units at all times to ensure the turbulent flow is sustained, which may necessitate multiple stages in the sweep if $L_y^+$ becomes too small. Each stage in the sweep should be set up such that $L_y^+ \gtrsim 100$.

A non-dimensional measure of the flow acceleration is the pressure gradient parameter,

$$\Delta_p = \frac{\nu}{\rho U_b^2} \frac{dp}{dx}. \quad (6)$$

Various experimental studies of decelerating boundary layers show that mild decelerations of $\Delta_p < 0.01$ have small ($\lesssim 3\%$) errors in calculating $U_\tau$ from methods based on assuming zero pressure gradients [25, 26]. While we are interested in channel flow as opposed to boundary layers, this value should still be useful in providing an indication as to whether acceleration effects will be significant. Ref. [27], meanwhile, compared a step acceleration with a slow ramp up in which the bulk velocity was linearly varied in a channel such that $-\Delta_p \approx 0.73$ (favourable pressure gradient). Acceleration effects were still seen in this slow ramp up. Note

Figure 2: (a) Instantaneous Reynolds number and (b) pressure gradient parameter (6) of the smooth-wall temporal sweep, against viscous time. The cases with faster sweeps have multiple runs (shown by grey lines) and are ensemble averaged. $A$ is the linear rate of change of $U_b$ (5).
that for steady channel flow, the pressure gradient parameter is $\Delta_p = -1/Re_\tau < 0$, which for the current simulations at $Re_\tau = 590$ takes a value of $-0.0017$. In the current study, three different sweep rates are studied. As shown in figure 2(b), the linear variation in $U_b$ results in the pressure gradient parameter being maximum at the end of the simulation, when $Re_\tau \approx 180$. The different sweeps will therefore be referred to by their maximum pressure gradient parameter, which are $\Delta_{p,Re_\tau=180} \approx (0.03, 0.07, 0.15)$. These values place the sweeps considered in this study into the range between negligible ($\Delta_p < 0.01$) and noticeable ($-\Delta_p > 0.73$) pressure gradient effects, and are much larger than the steady value ($-\Delta_p = 0.0017$).

3. Results

3.1. Half-height channel (sets $S_1$ and $S_2$)

The effect of using a half-height (open) channel is investigated first. This channel has a slip wall positioned at the channel centreline, so only half of the channel needs to be simulated. This reduces the size of the grid by a half when compared to a conventional standard-height channel with two no-slip walls. The simulations are detailed in table 1 as sets $S_1$ and $S_2$. Here, the streamwise length is fixed at $L_+ \approx 3700$ and there is no outer-layer damping, $K_i = 0$.

Figure 3 shows the effect of the half-height channel in terms of the mean velocity profile, when compared to the standard-height channel. This is done for both smooth and rough walls, as well as full-span and minimal-span channels. For clarity, the full-span and minimal-span channels are shown in different figures, however the near-wall behaviour is identical up until $z_c = 0.4L_y \Rightarrow z_c^+ \approx 50$, as observed in [5]. Both sets of figures show that the use of the half-height channel with slip wall has a negligible effect on the flow. The main difference is seen in the wake region, where the half-height channel restricts the outer-layer structures, resulting in a slight decrease in the mean velocity. Crucially, this difference is the same for both smooth and rough walls, meaning that the difference between them, $U^+_S - U^+_R$, is the same. Moreover, the change in the half-height channel occurs above the critical wall-normal location, where the minimal-span flow is already altered compared to the full-span flow. The root-mean-squared velocity fluctuations (not shown) also show good agreement between half- and standard-height channels in the near-wall region, in agreement with previous open channels [28–30]. There is some variation between the two in the outer region although this is to be expected.

Essentially, the near-wall flow is preserved, despite the imposition of an outer-layer boundary.
condition. This echoes the work of [6], who showed that the near-wall cycle is preserved despite damping of outer-layer fluctuations. The half-height channel is effectively a less restrictive boundary condition than this damping, as the flow retains velocity fluctuations in the outer-layer. Importantly, it shows that only half the domain needs to be simulated without significant near-wall detriment.

3.2. Outer-layer damping (sets $S_{3a}$, $S_{3b}$, and $S_{3c}$)

The outer-layer flow is now damped through use of the $K_i$ forcing term (3) in a half-height channel. This is done to reduce the large centreline velocity (figure 3b) of the minimal-span channel, which places a restriction on the time step due to the CFL number. The streamwise domain length is fixed at $L_x^+ \approx 3700$, and other relevant parameters are detailed in table 1 under set $S_3$. The height where the damping begins, $z_d$, is investigated with several different positions in channels of two different spanwise widths; $L_y^+ \approx 120$ (set $S_{3a}$) and $L_y^+ \approx 240$ (set $S_{3b}$). These minimal channels will have a healthy turbulence region up to $z_c^+ \approx 47$ and $z_c^+ \approx 94$, respectively.

Figure 4 shows the mean streamwise velocity profile for smooth- and rough-wall minimal-span channels, for both of the spanwise widths. The smallest spanwise width, $L_y^+ \approx 120$ (figure 4a,b)
Figure 5: Streamwise velocity profile for (a) smooth- and (b) rough-wall half-height channels at \( \text{Re}_c = 2000 \) (set \( S_{3c} \)). Line styles are same as figure 4, however full-span smooth-wall channel data taken from [31] and damping heights are \( z_d^+ = [200, 300] \), shown by circles.

has four different positions for \( z_d \) examined, with values of \( z_d^+ = (100, 150, 200, 250) \). In all cases, the damping tries to restricts the streamwise velocity above \( z > z_d \) to the value of \( U(z = z_d) \). It is clear in the smooth-wall flow (figure 4a) that the two smallest values of \( z_d^+ = 100 \) and 150 are too close to the wall, resulting in an increase in the streamwise velocity below \( z_d \). In particular, \( z_d^+ = 100 \) results in an obvious overestimation of \( \Delta U^+ \), as seen in the inset of figure 4(b). A value of \( z_d^+ = 150 \) has a similar, although not as strong of an effect. This is clearly not desirable and suggests that a value of \( z_d^+ \geq 200 \) is recommended for this spanwise width.

To investigate how the location of \( z_d \) is related to \( z_c \) will require cases with a larger spanwise domain width, as \( z_c \approx 0.4L_y \). This is done in figure 4(c,d), where the spanwise width is now \( L_y^+ \approx 240 \). Here, three different positions for \( z_d \) are analysed, with values of \( z_d^+ = (200, 250, 300) \). There is little difference in the near-wall profiles of the three different \( z_d \) positions. This suggests that, even though \( z_c \) has doubled, we still require the damping to begin at least 200 viscous-units away from the wall. Having the outer-layer damping begin closer to the wall (i.e. reducing \( z_d \)) seems to lead to an increase in viscous stress in the log-layer and even buffer layer (figure 4a), resulting in an overestimation of the mean streamwise velocity.

Next, the friction Reynolds number is increased to \( \text{Re}_c = 2000 \) (set \( S_{3c} \)). Since the roughness height is fixed as a ratio of the channel half-height, \( k = h/40 \), then the roughness Reynolds number increases to \( k^+ = 50 \). The spanwise width also needs to be increased to submerge the roughness sublayer in healthy turbulence [5], here it takes a value of \( L_y^+ = 300 \) so that the critical wall-normal location is \( z_c^+ \approx 120 = 2.4k \). Figure 5 shows the mean velocity profile for these higher \( \text{Re}_c \) simulations in which \( z_d^+ = (200, 300) \). Only smooth-wall full-span channel data is available from [31] to compare with the minimal-span channel, and good agreement is seen up until \( z^+ \approx 120 \) (figure 5a). Here, both positions of \( z_d \) produce velocity profiles which compare well with the minimal-span channel with no outer-layer damping.

Recall that the purpose of this outer-layer damping is to reduce the computational time step, which is limited by the CFL number, \( \text{CFL} = \max_{1 \leq i \leq 3} (|u_i|\Delta t/\Delta x_i) \). Here \( |u_i| \) is the maximum instantaneous velocity in the \( i \)th direction and \( \Delta x_i \) is the corresponding grid spacing at that location. Note that the viscous CFL number does not become significant in any of the simulations performed here. For minimal-span channels at \( \text{Re}_c = 590 \) with no outer-layer damping, the maximum CFL number occurs in the outer layer due to the large streamwise velocity. We see the time step improves by roughly 20–24% with the use of the outer-layer damping (table 1, set
than without (set $S_d$). This means the simulations can be completed quicker and hence use less computational resources. However, at higher friction Reynolds numbers of $Re_* = 2000$ (set $S_{da}$), the time step for the smooth wall with outer-layer damping is unaltered compared to the case without (set $S_2$). This is due to the use of the cosine mapping to define the wall-normal grid, which produces a very fine grid near the wall especially for high Reynolds number cases. As a result of such a small $\Delta z$, the wall-normal CFL number is now maximum and this occurs in the near-wall region, which is independent of the outer-layer damping. If a more appropriate mapping was used for these high friction Reynolds numbers, we would expect a similar improvement in time step as at $Re_* = 590$.

The most appropriate position for $z_d$ is difficult to establish from the above data. A minimum of $z_d^+ = 200$ seems necessary to ensure that the damping does not interact with the near-wall flow. It also seems reasonable that $z_d$ should scale in some way on $z_c$, for larger domain widths. The three sets of simulations suggest that $z_d$ should be roughly two times $z_c$, so a tentative rule of thumb would be $z_d^+ \gtrsim \max(200, 2z_c^+)$. For an appropriate wall-normal mapping, this allows a 20–24% improvement in the computational time step.

3.3. Streamwise domain length (sets $S_{da}$ and $S_{db}$)

In the previous simulations, the streamwise length was fixed at $L_x/h = 2\pi$, which corresponds to a viscous length of about $3700\nu/U_*$ at $Re_* = 590$. This is regarded as being a suitable length for full-span simulations at this friction Reynolds number [32]. However, this length is only necessary due to the large outer-layer structures which are present in the full-span simulations, which have streamwise lengths on the order of the channel half-height, $h$. The minimal-span channel only captures the inner flow, so it is likely a shorter length can be used.

The near-wall cycle of the buffer layer produces streaky structures with streamwise lengths of 1000 viscous units [33]. However, these low- and high-speed streaks are nearly two-dimensional, which suggests they could be represented in the infinite ($k_x = 0$) mode and hence the domain length doesn’t have to be this long. These streaks are accompanied by quasi-streamwise vortices [34], which extend into the logarithmic layer. These have streamwise lengths which scale as roughly 2–3 times their spanwise width [3,7]. The minimum spanwise domain width that can sustain turbulence is around 100 viscous units [1], which means the smallest vortices that need to be captured would have a streamwise length of 200–300 viscous units. Simulations with larger spanwise domain widths would produce vortices with longer streamwise lengths, so that the largest captured eddy would have spanwise and streamwise lengths of $\lambda_y = L_y$ and $\lambda_x = 2–3L_y$.

Two different spanwise domain widths are investigated for varying the streamwise length (table 1, set $S_1$). Firstly, the smallest width of $L_y^+ = 120$ (set $S_{da}$) would have the largest eddies having streamwise lengths of $\lambda_x^+ = 240–350$. Various streamwise domain lengths of $L_x^+ = (190, 300, 460, 930, 1850)$ are chosen to see how this affects the largest eddies. The second spanwise domain width of $L_y^+ = 350$ (set $S_{db}$) would be able to capture larger eddies, the largest of which would have a streamwise length of roughly $\lambda_x^+ = 710–1100$. The same set of streamwise domain lengths are simulated for this wider domain. A standard-height channel is used, with no outer-layer damping, $K_i = 0$.

Figure 6 shows the mean velocity profile for the two spanwise widths, for all the streamwise lengths tested. For the smaller domain width (figure 6a,b), the shortest streamwise lengths of $L_x^+ \approx 190$ and 300 result in a reduction in the smooth-wall velocity above $z^+ \gtrsim 20$. There is also a slight increase in the centreline velocity. As a result, the difference in smooth- and rough-wall velocity (inset of figure 6b) decreases relative to the full-span and longer minimal-span cases. Note that while the grid resolution is different for these shorter channels (set $S_{da}$, table 1) which may explain this effect, it will later be seen in the wider channels that have the same grid resolution differences (set $S_{db}$) that this is not the case. Little discernible difference can be seen between the longer streamwise lengths of $L_x^+ \geq 460$, in agreement with the scalings
discussed above. This also indicates that the low- and high-speed streaks, with lengths of 1000 viscous units, do not need to be explicitly captured. The case of $L^+_x \approx 300 = 2.5L^+_y$ produces an incorrect profile and this suggests that a minimum streamwise length of $L^+_x = 3L^+_y$ is required, especially for narrow channels in which $z_c$ is closer to the buffer layer than log layer of the flow.

The smallest streamwise length of $L^+_x \approx 190$ was unable to sustain turbulence for a prolonged period. It would decay to a laminar state after $T^+ = tU^2_2/\nu \approx 14.8 \times 10^4$ in the smooth-wall channel, and after $T^+ \approx 9.7 \times 10^4$ in the rough-wall channel. The data shown in the previous figures for this streamwise length is averaged only when the flow is turbulent. This behaviour is similar to what was observed in [1], who showed that turbulence could not be maintained in channels with streamwise lengths of around 200 viscous units. As discussed above, this is because it is shorter than the quasi-streamwise vortices which have streamwise lengths of $\lambda_x^+ \approx 200–300$.

The larger spanwise domain (figure 6c,d) shows that the shortest streamwise length of $L^+_x = 190$ restricts the size of the eddies so that the spanwise size of the largest eddy is smaller than the spanwise width of the domain. The resulting velocity profile more closely resembles that of the narrower spanwise width seen in figure 6(a,b). Interestingly, the streamwise length of $L^+_x \approx 300$ appears to agree quite well with the cases with longer lengths. This is in contrast to the narrow domain (figure 6a), which shows a clear difference for $L^+_x \approx 300$. Even the case with $L^+_x \approx 460 = 1.3L^+_y$ is producing a velocity profile and roughness function comparable to that of

Figure 6: Streamwise velocity profile for varying streamwise length for (a,c) smooth- and (b,d) rough-wall standard-height channels. Spanwise domain width is (a,c) $L^+_y \approx 120$ (set $S_{4a}$) and (b,d) $L^+_y \approx 350$ (set $S_{4b}$). Line styles are: black, full-span channel; grey, minimal-span channel with varying streamwise length (dark grey is longer), refer table 1; Vertical dashed line indicates the roughness height $k = h/40$. Insets of (b,d) shows difference in smooth and rough wall flows.
channels with longer streamwise lengths, despite not having the requisite scaling of $L_+^x \gtrsim 2-3L_+^y$ discussed above. This is similar to the results of [35] who looked at wide spanwise channels with very short streamwise lengths. The velocity profiles they obtained look similar to a full-span full-length channel, and there is no apparent increase in streamwise velocity in the outer layer that is characteristic of minimal-span channels. A possible explanation for the results seen here is that the wall-normal critical location $z_c^+ \approx 140 = 0.24h^+$ is outside the log-layer, which is generally believed to end at $z \approx 0.15h$ [36]. As such, the expected streamwise length scale of $2-3L_y$ is no longer appropriate in the outer layer. In this case, the largest eddy at the edge of the logarithmic layer would have a streamwise length of roughly $\lambda_c^+ \approx 440-660$, potentially explaining why the simulation with $L_+^x \approx 460$ still produces a reasonable velocity profile.

Given the above results, it is possible to restrict the streamwise length to $L_x = 3L_y$. However, for very narrow channels this can result in a streamwise domain length less than 1000 viscous units. While it appears the buffer-layer streaks do not need to be captured in the domain, having such a small streamwise domain exasperates the bursty nature of the minimal-span channel [17]. Only one or maybe two quasi-streamwise vortices are present in the domain, which makes obtaining converged statistics difficult as the simulation needs to be run for a significantly long time. We believe that a minimum streamwise length of roughly 1000 viscous units seems a reasonable length in these cases, so that several quasi-streamwise vortices are present. As with the spanwise domain width recommendations in [5], the streamwise length should be larger than the characteristic streamwise length scale of the roughness, $\lambda_{r,x}$, if it were present. As such, we have $L_x \gtrsim \max(3L_y, 1000\nu/U_\tau, \lambda_{r,x})$.

### 3.4. Temporal Sweep (set $S_5$)

In this section, the temporal sweep ($S_2$) is performed in a standard-height channel, with no outer-layer damping ($K_i = 0$) and a streamwise length of $L_x/h = 2\pi$, corresponding to $L_+^x \approx 3700$ at the start of the sweep (table 1). The roughness height is fixed at $k = h/40$, so the roughness Reynolds number varies as $15 \lesssim k^+ \lesssim 50$. Three different sweeps were conducted in which the pressure gradient parameter at the end of the sweep is $\Delta_p,Re_\tau=180 = (0.03, 0.07, 0.15)$.

Figure 7 shows the mean velocity profiles for the fastest and slowest sweeps, comparing the sweep data with full-span steady-flow data at the highest and lowest friction Reynolds numbers tested. Figure 7(a,b) shows the mean velocity for the slowest sweep, when the pressure gradient parameter (6) at $Re_\tau \approx 180$ was $\Delta_p,Re_\tau=180 = 0.03$. Figure 7(c,d) shows the mean velocity for the fastest sweep, with $\Delta_p,Re_\tau=180 = 0.15$. To obtain statistics for a desired $Re_\tau$, time-averaging is performed over a window of $\pm 10\%$ of that value. At the initial friction Reynolds number of the simulation, $Re_\tau = 590$, both the sweeps (figure 7a,c) show good agreement with the full-span channel in the near-wall region. As the spanwise width is $L_y/h = 0.6$, then the critical wall-normal location is approximately $z_c^+ = 3L_y^+ = 142$ which agrees well with the figure. As $\Delta_p$ is not significant yet (figure 2b) then there is little difference between the two sweeps.

However, at the end of the sweep when the friction Reynolds number is close to $Re_\tau = 180$ and the $\Delta_p$ is maximum, then differences start to emerge. The slowest sweep (figure 7b) has reasonable agreement very close to the wall below $z^+ \lesssim 15$, but the pressure gradient has reduced the streamwise velocity compared to the full-span steady flow. Importantly though is that the difference between the smooth and rough-wall flows (inset of figure 7b) agrees quite well with the full-span data. Taking the difference between two flows with the same weak pressure gradient ostensibly still produces a correct estimate of $\Delta U^+$. However, when the pressure gradient is increased to $\Delta_p,Re_\tau=180 = 0.15$ (figure 7d) then larger differences are seen. The near-wall region has been noticeably changed, and the difference in smooth and rough wall velocity (inset) is seen to overestimate the full-span data. Note that the data have been ensemble averaged over four runs, so that the amount of time the flow is averaged over is the same as in the slowest sweep. This therefore indicates that the overestimation of $\Delta U^+$ is a direct result of the stronger
pressure gradient.

The roughness function $\Delta U^+$ is now computed from the difference in smooth and rough-wall flows at matched $U_\tau$ values. As seen in the insets of figure 7, the smooth- and rough-wall velocity difference is not constant with $z^+$ as in the steady data. This indicates that the flow has not been averaged for long enough at the desired $Re_\tau$ value. As such, multiple sweeps from different initial conditions would need to be conducted to obtain a converged outer region. However, for the purposes of this investigatory study, the velocity difference is averaged from the crest of the roughness to the channel centre to obtain an estimate of $\Delta U^+$. This is done for a range of friction Reynolds numbers, with the resulting data plotted in figure 8 against the equivalent sandgrain roughness, $k_s^+$. Ideally, the temporal sweep data (lines) should agree with the steady flow data (black symbols). Indeed, the temporal sweep does show promise in this regard, especially for the weaker pressure gradient cases (slower sweeps). It is especially good considering the level of error that is normally associated with experimental studies (grey circles).

It appears as though the sweep approach to determining the hydraulic behaviour of roughness could work, although only for the slowest sweep tested. Hence, a pressure gradient parameter of $\Delta_p \leq 0.03$ is required, which is close to the recommendation in [25] that zero pressure gradient conditions can be assumed when $\Delta_p \leq 0.01$. A value of $\Delta_p \geq 0.07$ results in pressure gradient effects that lead to inaccuracies in $\Delta U^+$. Future studies could prescribe a constant value of $\Delta_p$ rather than linearly varying the bulk velocity, as this would ensure pressure gradient effects
Figure 8: Hama roughness function for the temporal sweep with modelled roughness at fixed $k = h/40$, where $k_s^+ \approx 1.6k^+$. Symbols: grey circles, uniform sand grains of Nikuradse (1933) [37]; black symbols, steady flow data for the same modelled roughness [5]; blue solid line, sweep data for $\Delta p,Re_x=180 = 0.03$ (slowest sweep); green dashed line, sweep data for $\Delta p,Re_x=180 = 0.07$; red dotted line, sweep data for $\Delta p,Re_x=180 = 0.15$ (fastest sweep).

remain negligible, while efficiently traversing the range of roughness Reynolds numbers.

4. Conclusions
In this paper, a series of improvements to the minimal-span channel were investigated. The goal is to obtain a direct measure of $\Delta U^+$ by only capturing the relevant near-wall scales. Three improvements are suggested. First, a half-height channel was used in which a slip-wall is positioned at the channel centre. This allows for the number of grid points to be halved, at the cost of running the simulation for twice as long to reach the same level of statistical convergence. It is up to the user to balance this trade off between memory and time. Second, a forcing was applied to the outer layer to reduce the centreline velocity. This allowed for an improvement in the time step of around 20–24%, although this did not extend to higher friction Reynolds numbers due to the grid using a cosine mapping in the wall-normal direction. The present data suggest that the location at which the forcing starts should be $z^+ \gtrsim \max(200, 2z_{ci}^+)$. The first constraint is present for very narrow channels where $z_{ci}^+$ is close to the wall, as the forcing will interfere with the near-wall flow otherwise. Third, the streamwise length was investigated, independent of the previous two improvements. It appears that the length should be long enough to capture the largest log-layer eddy which implies $L_x = 3L_y$, where $L_y \gtrsim \max(100\nu/U_T, k/0.4, \lambda_{r,y})$ is obtained from the guidelines in [5], $\lambda_{r,y}$ being some characteristic spanwise length scale. However, for very narrow channels the bursty nature of the minimal-span channel and small spatial domain makes obtaining converged statistics a very time-consuming process, so a minimum length of 1000 viscous units is necessary. As such, the recommendation for the streamwise domain length is $L_x \gtrsim \max(3L_y, 1000\nu/U_T, \lambda_{r,x})$, where $\lambda_{r,x}$ is the characteristic streamwise length scale of the roughness. Finally, a temporal sweep was conducted to see if the full roughness behaviour could be obtained by varying the roughness Reynolds number. A simple linear variation in the bulk velocity was tried, with three different rates of change investigated. This was independent of the previous improvements. It was shown that the slowest rate of change, with a final pressure gradient parameter value of $\Delta p,Re_x=180 = 0.03$ could reasonably predict some of the $\Delta U^+$ vs $k_s^+$ curve. Larger values of $\Delta p$ resulted in substantial flow changes compared to the steady flow and so are not feasible.

It is important to consider the cost of the minimal-span channel relative to the full-span
channel. Both the memory and computational time need to be analysed, where the former can be easily described by the grid size while the latter is more involved. In standard DNS full-span channel studies, at least 10 large-eddy turnover times are recommended to obtain converged first- and second-order statistics (see for example [31]). For a full-span channel this corresponds to $T = 10U_\tau/h$. However, if we only want to converge statistics up to the height $z = z_c < h$, then we only need 10 eddy turnovers of this $z_c$-sized eddy and so $T_{z_c} = 10U_\tau/z_c$. This argument assumes a fairly large spatial domain so that there are actually a large number of $z_c$-sized eddies present in the full-span channel at any instant. In a minimal-span channel, only a few such eddies could be present in the small domain at any instant. We would therefore need to run the simulation for long enough to observe the same number of $z_c$-sized eddies as would be seen in the full-span channel, presumably resulting in the same level of convergence. This costing argument together with user-decided trade-offs is to be detailed in a future paper.
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