PYTHAGORAS, BINOMIAL, AND DE MOIVRE REVISITED THROUGH DIFFERENTIAL EQUATIONS
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\textbf{Abstract.} The classical Pythagoras theorem, binomial theorem, de Moivre’s formula, and numerous other deductions are made using the uniqueness theorem for the initial value problems in linear ordinary differential equations.

1. Background

The Pythagoras, binomial, and de Moivre theorems are among the most important formulas in mathematics with wide applications. Hundreds of algebraic, geometric, and dynamic proofs of the more than twenty five hundred years old pythagoras theorem are available in the literature (see the excellent review by Loomi [1] and also a collection of over hundred proofs of Pythagoras theorem available online at \url{https://www.cut-the-knot.org/pythagoras/index.shtml} [2]), and discovery of its new proofs still continues. As an evidence to this, we mention that Hirschhorn [3] and Luzia [4] use geometric approach, Zimba [5] provides a beautiful trigonometric proof, while Lengvárszky [6] uses integration to prove the Pythagoras theorem. The classical proofs of the binomial theorem [7, 8, 9] and de Moivre’s formula [10, Ch. 8, pp. 106–107], [11] using mathematical induction are also well known. In fact several other proofs of the binomial theorem can be found in the literature using combinatorial [12], probabilistic [13], and calculus approaches [14, 15]. However, the proofs using ordinary differential equations are not known much. For instance, Staring [16] settles the Pythagoras theorem by solving a first order nonlinear ordinary differential equation. The binomial theorem is also proved in Ungar [17, pp. 874, Eq. 6] using an addition theorem for linear ordinary differential equations. Recently, Singh [18] has obtained de Moivre formula using calculus. His proof is based on the fact that if derivative of a complex valued function of a real variable vanishes identically on the real line, then the function is constant. In this paper we have proved these results using uniqueness theorem for linear initial value problems.

The uniqueness theorem for the solution of an initial value problem in a system of first order linear differential equations is well known (see [19, pp. 229, Th. 7.4]). An equivalent form for $m$th order linear problem is as follows: given a positive integer $m$; $a_1(t), \ldots, a_m(t)$, and $b(t)$ as continuous complex valued functions of the real variable $t$ on an open interval $I$ (either bounded or unbounded) containing
a real number \( t_0 \), the \( m \)th order linear initial value problem

\[
y^{(m)}(t) + a_1(t)y^{(m-1)}(t) + \ldots + a_m(t)y(t) = b(t),
\]

\[
y(t_0) = y_0, \ y'(t_0) = y_1, \ldots, y^{(m-1)}(t_0) = y_{m-1}
\]

has a unique solution on the interval \( I \).

2. Pythagoras, binomial, and de Moivre

To establish Pythagoras, binomial, and de Moivre theorems, we use the aforementioned uniqueness of the solution of a first order \((m = 1)\) initial value problem in linear ordinary differential equations.
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\caption{Diagram showing the triangle \( ABC \) with the angle \( ACB = t \) and the angle \( ABC = \pi/2 \) (in radians).}
\end{figure}

**Theorem 1** (Pythagoras). Let \( ABC \) be the triangle, right angled at its vertex \( B \) as shown in Fig. If \(|AB|, |BC|, \text{ and } |AC|\) denote the lengths of the sides \( AB, BC, \text{ and } AC \) of the triangle \( ABC \), respectively, then

\[
|AB|^2 + |BC|^2 = |AC|^2.
\]  

**Proof.** Observe that the first order homogenous initial value problem

\[
w'(t) = 0, \ w(0) = 0
\]

is satisfied by \( w(t) = \cos^2 t + \sin^2 t - 1 \) as well as the zero function. By uniqueness of the solution, \( w(t) = 0 \) for all \( t \), which proves that

\[
\cos^2 t + \sin^2 t = 1,
\]

for all real \( t \). Now if we take \( t \) as the angle \( ACB \) in the triangle \( ABC \), we have \( \sin t = |AB|/|AC| \) and \( \cos t = |BC|/|AC| \). Using these in (4), we get (2). \qed
Theorem 2 (Binomial). For a positive integer \( n \) and real \( t \), the following holds.

\[
(1 + t)^n = 1 + \sum_{k=1}^{n} \frac{n!}{k!(n-k)!} t^k.
\] (5)

Proof. Observe that if (5) holds for all \( t > -1 \) then taking limit as \( t \to -1^+ \) on both sides of (5), we get the result for \( t = -1 \) as well. Also, if (5) holds for all \( t > -1 \) then it holds for all \( t < -1 \) since if that is the case then we can write

\[
(1 + t)^n = t^n (1 + \frac{1}{t})^n = t^n \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} \left( \frac{1}{t} \right)^{n-k} = \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} t^k.
\]

Thus, it is sufficient to prove (5) for \( t > -1 \). So, consider the initial value problem

\[
y'(t) - \frac{n}{1 + t} y(t) = 0, \quad y(0) = 0, \quad t > -1,
\] (6)

which has the zero function as its unique solution for \( t > -1 \). Letting \( \psi(t) = (1 + t)^n - 1 - \sum_{k=1}^{n} \frac{n!}{k!(n-k)!} t^k \) for \( t > -1 \), differentiating it with respect to \( t \), and multiplying throughout by \((1 + t)\), we get

\[
(1 + t)\psi'(t) = n(1 + t)^n - (1 + t) \sum_{k=1}^{n} \frac{n!}{k!(n-k)!} k t^{k-1}
\]

\[
= n(1 + t)^n - \sum_{k=1}^{n} \frac{n!}{(k-1)!(n-k)!} (t^{k-1} + t^k)
\]

\[
= n(1 + t)^n - n - \sum_{k=2}^{n} \frac{n! t^{k-1}}{(k-1)!(n-k)!} - \sum_{k=1}^{n} \frac{n! t^k}{(k-1)!(n-k)!}
\]

\[
= n(1 + t)^n - n - \sum_{k=1}^{n-1} \frac{n!}{k!(n-k-1)!} t^k - \sum_{k=1}^{n} \frac{n!}{(k-1)!(n-k)!} t^k
\]

\[
= n(1 + t)^n - n - \sum_{k=1}^{n-1} \frac{n!}{(k-1)!(n-k-1)!} \left( \frac{1}{k} + \frac{1}{n-k} \right) t^k - nt^n
\]

\[
= n \left\{ (1 + t)^n - 1 - \sum_{k=1}^{n-1} \frac{n!}{k!(n-k)!} t^k - t^n \right\}
\]

\[
= n \left\{ (1 + t)^n - 1 - \sum_{k=1}^{n} \frac{n!}{k!(n-k)!} t^k \right\} = n\psi(t),
\]

which together with the observation that \( \psi(0) = 0 \) shows that \( \psi(t) \) satisfies (6). By uniqueness of the solution, we have \( \psi(t) = 0 \), as desired. \( \square \)

Theorem 3 (de Moivre). For any integer \( n \) and a real number \( t \), \( (\cos t + i \sin t)^n = \cos nt + i \sin nt \), where \( i = \sqrt{-1} \).

Proof. The zero function \( (y(t) = 0) \) satisfies the initial value problem

\[
y'(t) - iny(t) = 0, \quad y(0) = 0.
\] (7)
Letting \( \varphi(t) = (\cos t + i \sin t)^n - \cos nt - i \sin nt \), differentiating it with respect to \( t \), and using the product rule of derivatives therein, we get

\[
\varphi'(t) = n(\cos t + i \sin t)^{n-1}(-\sin t + i \cos t) + n \sin nt - i n \cos nt
\]

\[
= in(\cos t + i \sin t)^n - in(\cos nt + i \sin nt) = in\varphi(t).
\]  

(8)

From (8) and the fact that \( \varphi(0) = 0 \), it follows that \( \varphi \) is also a solution of the initial value problem (7). By uniqueness of the solution, \( \varphi(t) = 0 \) for all \( t \), that is, \((\cos t + i \sin t)^n - \cos nt - i \sin nt = 0\), which proves the assertion. \( \square \)

**Remark 1.** The proofs of binomial and de Moivre formulas in [15] and [18], respectively, can be translated to fit in the present study. More precisely, both the functions

\[
y_1(t) = \frac{1}{(1 + t)^n} + \sum_{k=1}^{n} \frac{n!}{k!(n-k)!} \frac{t^k}{(1+t)^n}, \quad t > -1
\]

as well as

\[
y_2(t) = (\cos t + i \sin t)^{-n}(\cos nt + i \sin nt)
\]

satisfy the same initial value problem

\[
y'(t) = 0, \quad y(0) = 1,
\]

which at once prove using the uniqueness that \( y_1(t) = 1 \) for \( t > -1 \) and \( y_2(t) = 1 \) for all \( t \). The case \( y_1(t) = 1 \) for \( t \leq -1 \) can be treated in the same way as in the proof of Theorem 2.

Numerous other applications of the uniqueness theorem can be obtained, such as the following ones, which we leave to the reader for further exploration.

### 3. Euler’s formula

The complex exponential \( e^{it} \) of a real variable \( t \) can be defined as the unique solution of the initial value problem \( y' - iy = 0; \quad y(0) = 1 \). Since the function \( \cos t + i \sin t \) also satisfies this initial value problem, it follows by uniqueness that

\[
e^{it} = \cos t + i \sin t.
\]  

(9)

### 4. Trigonometric identities

For any real numbers \( c \) and \( t \), both the functions \( y_1(t) = \sin(t + c) \) as well as \( y_2(t) = \sin t \cos c + \cos t \sin c \) satisfy the second order initial value problem

\[
y''(t) + y(t) = 0; \quad y(0) = \sin c, \quad y'(0) = \cos c.
\]

By uniqueness, \( y_1(t) = y_2(t) \) for all \( t \), which proves that

\[
\sin(t + c) = \sin t \cos c + \cos c \sin t.
\]  

(10)

Many other identities about the trigonometric functions can be proved the same way after formulating appropriate initial value problems for them.
5. Sum of geometric progression

The initial value problem

\[ y' + \frac{1}{t-1}y = \frac{nt^{n-1}}{t-1}; \quad y(0) = 1, \quad t < 1 \]

is satisfied by both the functions \( y_1(t) = 1 + \sum_{k=1}^{n-1} t^k \) as well as \( y_2(t) = \frac{1-t^n}{1-t} \). By uniqueness, \( y_1(t) = y_2(t) \) for \( t < 1 \). For \( t > 1, \frac{1}{t} < 1 \); so we have \( 1 + \sum_{k=1}^{n-1} t^k = t^{n-1}y_1(1/t) = t^{n-1}y_2(1/t) = \frac{1-t^n}{1-t} \). Thus, we have

\[ 1 + \sum_{k=1}^{n-1} t^k = \frac{1-t^n}{1-t} \text{ for all } t \neq 1. \quad (11) \]

**Remark 2.** Differentiating both sides of (11) with respect to \( t \) and multiplying by \( t \), we get \( \sum_{k=1}^{n} (k-1)t^{k-1} = t \frac{d}{dt} \left( \frac{1-t^n}{1-t} \right) \) for all \( t \neq 1 \).

6. Sum of arithmetic-geometric progression

Given three real numbers \( a, t, \) and \( r \neq 1 \), the formula for the sum of arithmetic-geometric progression

\[ \sum_{k=1}^{n} \{ a + (k-1)t \}r^{k-1} = a \frac{1-r^n}{1-r} + tr \frac{1-nr^{n-1} + (n-1)r^n}{(1-r)^2}, \quad (12) \]

can be verified through the initial value problem

\[ y''(t) = 0; \quad y(0) = a \frac{1-r^n}{1-r}, \quad y'(0) = r \frac{d}{dr} \left( \frac{1-r^n}{1-r} \right), \quad r \neq 1, \]

which is satisfied by each of the left hand side and right hand side of (12) for all \( t \) (see Remark 2 for the initial condition \( y'(0) \)).

Taking limit as \( r \to 1 \) on both sides of (12) and solving the limit in the right hand side using L’Hospital rule, we get

\[ \sum_{k=1}^{n} \{ a + (k-1)t \} = \frac{n}{2} \{ 2a + (n-1)t \}, \quad (13) \]

which provides an alternative proof of the formula for the sum of an arithmetic progression to \( n \) terms, which otherwise is often done using the famous Gauss’s clever trick.
7. Sum of sine and cosine series

Given a real number $a$ and $0 < t < 2\pi$, one can verify the formulas

\[ \sum_{k=0}^{n-1} \cos(a + kt) = \frac{\cos\{a + (n - 1)t/2\} \sin\{nt/2\}}{\sin(t/2)}, \]
\[ \sum_{k=0}^{n-1} \sin(a + kt) = \frac{\sin\{a + (n - 1)t/2\} \sin\{nt/2\}}{\sin(t/2)} \]

as follows. Here, both the functions $y_1(t) = e^{ia} \sum_{k=1}^{n} e^{i(k-1)t}$ as well as $y_2 = e^{ia e^{int-1}}$ satisfy the initial value problem

\[ y' + \frac{ie^{it}}{e^{it} - 1} y = \frac{ie^{i(a+n)t}}{e^{it} - 1}, \quad y(\pi) = e^{ia} \frac{1 - (-1)^n}{2}, \quad 0 < t < 2\pi. \]

By uniqueness, $y_1(t) = y_2(t)$ for all $0 < t < 2\pi$, which on comparing real and imaginary parts recover the two formulas in (14).

The present approach highlights the importance of the uniqueness theorem of initial value problems of linear ordinary differential equations in obtaining classical results such as the present ones. The uniqueness theorem may therefore be introduced to the students at schools and colleges at the level, where the fundamental theorem of calculus and differential equations are introduced to them. The present technique may be useful for stimulating the student who is familiar with ordinary differential equations. Such an enthusiast will enjoy these entertaining applications.
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