Mean field approaches to the totally asymmetric exclusion process with quenched disorder and large particles
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The process of protein synthesis in biological systems resembles a one dimensional driven lattice gas in which the particles (ribosomes) have spatial extent, covering more than one lattice site. Realistic, nonuniform gene sequences lead to quenched disorder in the particle hopping rates. We study the totally asymmetric exclusion process with large particles and quenched disorder via several mean field approaches and compare the mean field results with Monte Carlo simulations. Mean field equations obtained from the literature are found to be reasonably effective in describing this system. A numerical technique is developed for computing the particle current rapidly. The mean field approach is extended to include two-point correlations between adjacent sites. The two-point results are found to match Monte Carlo simulations more closely.
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I. DESCRIPTION OF MODEL

The process of protein synthesis, called “translation,” can be modeled using a driven lattice gas in one dimension. This type of model is well understood when all particle hopping rates are uniform, but a model for the real biological process requires nonuniform particle hopping rates. Direct Monte Carlo simulation of such models is possible when only a few genes are involved. However, it is desirable to perform large-scale simulations to fit translation models to experimental data collected for many genes simultaneously. For this purpose, Monte Carlo approaches would be computationally too slow. Therefore, other analytical or computational methods are needed.

In this paper, we address the issue of quenched disorder (site-dependent hopping rates) in a driven lattice gas model for translation. The paper is organized as follows. The model is first described and its connection to biological protein synthesis explained. Section II contains a brief summary of known results. In Section III we use a simple coarse-grained approach to obtain crude, approximate solutions. Section IV treats our central topic: application of a mean field method to the problem of quenched disorder. Analytical and computational results are presented. In Section V we extend the mean field approach to include two-point correlations for better accuracy. We close with a brief summary and discussion of how these methods may be applied to problems of interest, such as fitting translation models to experimental data.
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The excluded volume constraint is implemented by insuring the spacing between ribosomes is no less than 12 sites, the approximate number of codons that a ribosome blocks. Quenched disorder arises because there is non-uniformity in the hopping (elongation) rates along the chain. This effect occurs because at each codon, a ribosome has to “wait” for the appropriate aa-tRNA before continuing, and the various aa-tRNA’s are present in nonequal abundances.

The model we employ is the same as in [1]. We model an mRNA with N codons as a chain of sites, each of which is labeled by i. The first and last sites, i = 1, N, are associated with the start and stop codons, respectively. At any time, attached to the mRNA are ribosomes (particles). Being a large complex of molecules, each ribosome will cover ℓ sites (codons), with ℓ = 12 typically. Any site may be covered by a single ribosome or none. In case of the latter, we will refer to the site as “empty” or “occupied by a hole.” To locate the ribosome, we arbitrarily choose the lowest site covered. For example, if the first ℓ sites are empty, a ribosome can bind in an initiation step, and then it is said to be “on site i = 1.” We define \( n_i \) to be the ribosome density at site i, where only the left end of the ribosome is counted. (In [1, 2], particles were located by their right end, but either choice leads to the same rules of motion.) We also define the coverage density \( \rho_i = \sum_{s=0}^{\ell-1} n_{i-s} \), which is the probability that site i is covered by some portion of a ribosome.

Next, we specify the dynamics of our model. An attached ribosome located at site i will move to the next site \((i+1)\) with a rate \( k_i \), provided site \( i+\ell \) is empty. For Monte Carlo simulations, it is convenient to update configurations in discrete time units \( \Delta t \). In implementing the simulations, it is better to use probabilities \( p_i = k_i \Delta t \), so that a ribosome on site i will be moved (or not) with probability \( p_i \) (or \( 1-p_i \)). We purposefully associate these hopping probabilities with a site because a site is associated with a particular codon. Thus, the hopping rate from that site may depend on the relative abundance of the appropriate aa-tRNA. Apart from these probabilities, another aspect of our simulations is random sequential updating: i.e., during each Monte Carlo step (MCS), \( M+1 \) particles are chosen at random, in sequence, to attempt moves. They are selected from a pool that includes the \( M \) particles on the lattice plus another unbound particle that can initiate if there are \( \ell \) holes at the beginning of the chain.

In our computational studies, systems begin empty and are run for long enough to reach steady state. After steady state is attained, data including the current and density distribution can be collected. Density data is typically collected every 100 MCS. We often use continuous time Monte Carlo because it runs far more quickly than and provides the same results as standard Monte Carlo. Using continuous time Monte Carlo also avoids the need to specify a fixed time step \( \Delta t \).

In our studies of real mRNA sequences, we use gene sequences from *Escherichia coli* strain MG1655, obtained from [11]. Elongation rates at each codon are estimated using commonly accepted values for the availability of tRNA in *E. coli* [12]. The rate at each codon is assumed proportional (with an arbitrary proportionality constant) to the availability of the appropriate tRNA that can decode the codon, as in [12]. Corresponding data are not available for estimating initiation and termination rates, so we choose various rates of interest to study.

## II. SUMMARY OF PREVIOUS RESULTS

Extensive investigations of the simple totally asymmetric exclusion process (TASEP, defined as point particles hopping with unit rate along a line) with open boundaries can be found in the literature. We first consider studies of uniform systems. Exact analytic results for the \( \ell = 1 \) steady state exist [14, 15]. Systems with extended objects (\( \ell > 1 \)) have been less frequently investigated but have also been understood from various approaches. Using a mean field approach, MacDonald *et al.* derived mean field equations for the average site occupation \( \langle n_i \rangle \) and considered both closed [1] and open [2] systems. In the former case, exact solutions were found, leading to a current vs. density relation. For the latter, the authors resorted to numerical solutions to find the phase diagram for a variety of initiation and termination rates. Lakatos and Chou [3] considered uniform open systems with extended objects. Using a discrete Tonks gas partition function, they derived the current vs. density relation first presented by MacDonald *et al.* [1]. Via a refined mean field theory, they extended this result to predict currents and bulk densities for the open system, which they confirmed by Monte Carlo simulations. Finally, Shaw *et al.* [4] used an extremal principle [10] based on domain wall theory [17] to obtain the phase diagram, with currents and bulk densities, for the uniform open system. They also found approximate density profiles (related to the coverage density \( \rho \)) from a continuum limit. From all of these studies, the \( \ell > 1 \) phase diagram is well known. Depending on the initiation (or injection) and termination (or depletion) rates, the system will settle into one of three phases. From their dominant characteristics, the three phases are known as low density, high density, and maximal current. The initiation and termination probabilities are often referred to as \( \alpha \) and \( \beta \) in the literature. A phase diagram in this \( \alpha-\beta \) plane has been determined, showing second order transitions between the maximal current phase and the others, as well as a first order transition between the high- and low-density regions.

When disorder is introduced, i.e., not all the \( p_i \) ’s are equal, then methods for exact analytic approaches fail (except in the extremely dilute limit, where only the motion of a single particle is of concern [18]). Indeed, even a single slow rate in a *closed* system poses serious difficulties [19, 20, 21]. However, Kolomeisky [22] obtained
approximate steady state solutions and phase diagrams for an open system with a single nonuniform rate in the bulk by splitting the system into two smaller systems connected by the nonuniform rate. Tripathy and Barma considered a closed system, but with a finite fraction of identical slow sites. Based on a combination of Monte Carlo simulations and numerical solutions of mean field equations, they found current-density relations. Further references on TASEP with disorder may be found in a recent review. All of these studies are restricted to $\ell = 1$. Studies of disorder in systems with $\ell > 1$ have been fairly limited. Shaw et al. considered an open system with $\ell > 1$ and a single nonuniform rate in the bulk. As was done for $\ell = 1$, the system was divided into two smaller systems connected by the nonuniform rate. Steady state currents and bulk densities to either side of the nonuniform site were obtained.

III. SIMPLE COARSE-GRAINING APPROACH

We consider briefly an approximate method motivated by the method of Shaw et al. Their particle hopping rate in the bulk was 1, except for the nonuniform rate $q$ at special site $k$. Important in their analysis is the parameter

$$q_{\text{eff}} = \frac{\ell}{1/q + (\ell - 1)}.$$  

This parameter appears in the current passing from the left sublattice into the right sublattice:

$$J = q_{\text{eff}} \frac{\rho_{\text{left}}}{\ell} \frac{(1 - \rho_{\text{right}})}{(1 - \rho_{\text{right}} + \rho_{\text{right}}/\ell)},$$

where $\rho_{\text{left}}$ and $\rho_{\text{right}}$ are the bulk densities in the left and right sublattices. We note that $q_{\text{eff}}$ is the same as $\ell K_{\ell,k}$ in the notation of [1, 2], where

$$K_{\ell,i} = \left(\sum_{j=1}^{i+\ell-1} \frac{1}{K_j}\right)^{-1}$$

is a coarse-grained rate for translating $\ell$ sites.

The form of Eq. [1] motivates us to suggest that

$$J = \ell K_{\ell,i} \frac{\rho_{\ell}}{\ell} \frac{1 - \rho_{1}}{1 - \rho_{1} + \rho_{1}/\ell}$$

in regimes in which the coverage density $\rho$ is slowly varying in $i$. Because $\rho$ and $K_{\ell}$ are both coarse-grained over a distance $\ell$, a relationship between them is unsurprising. Eq. [2] can be solved for $\rho_{1}$:

$$\rho_{1} = \frac{1}{2K_{\ell,i}} \left[ K_{\ell,1} + J - J/\ell \right.$$  

$$\pm \sqrt{(K_{\ell,1} + J - J/\ell)^2 - 4JK_{\ell,i}} \right].$$

IV. MEAN FIELD APPROACH

We next turn to a mean field approach, using equations first developed by MacDonald et al. The equations were applied only to uniform systems, but we will find that they can be successfully applied to nonuniform systems. Here the location of a particle is determined by the location of its left end. The particle density at site $i$ is $n_i$, and the hole density at site $i$ is $1 - \sum_{x=0}^{i-1} n_{i-x}$. For a particle to move from site $i$ to $i + 1$, producing a current, site $i + \ell$ must be empty. The method is “mean field” in the sense that some correlations have been neglected. The conditional probability that site $i + \ell$ is empty given that site $i$ contains a particle is replaced by the condi-

FIG. 1: Coverage density profile for the ompA gene of E. coli when elongation rates are limiting. Bold curve is Monte Carlo simulation result, and lighter curve is coarse-grained prediction from Eq. for the ompA gene when elongation rates are limiting (i.e., initiation and termination rates are sufficiently large). The value for current $J$ in Eq. is taken from Monte Carlo simulations of ompA. The agreement between the coarse-grained result and Monte Carlo simulations is good in low density regions but is poorer in high density regions because long range correlations become more important, an effect not captured by coarse-graining over the relatively short distance $\ell$. Finally, we note that Eq. [2] can be used only when the current $J$ is known, either from Monte Carlo simulations or from some analytical means.
tional probability that site \( i + \ell \) is empty given that site \( i \) contains either a particle or a hole. That is,

\[
P(\bullet \rightarrow \circ | \bullet = ?) = \frac{P(\bullet \rightarrow \circ)}{P(\bullet \rightarrow \circ) + P(\bullet \rightarrow \bullet)}
\]

\[
\approx P(\bullet \rightarrow \circ | ? = ?)
\]

\[
= \frac{P(\bullet \rightarrow \circ) + P(\bullet \rightarrow \bullet)}{1 - \sum_{s=1}^{\ell} n_{i+s}}
\]

where we use \( \bullet \) to denote a filled site and \( \circ \) to denote an empty site.

The mean field assumption for the conditional probability leads to the following equations for the time evolution of the \( \{n_i\} \):

\[
\begin{align*}
\frac{dn_1}{dt} &= k_0 \left( 1 - \sum_{s=1}^{\ell} n_s \right) - k_1 n_1 + \frac{1 - \sum_{s=1}^{\ell} n_{i+s}}{1 - \sum_{s=1}^{\ell} n_{i+s} + n_{i+\ell}} \\
\frac{dn_i}{dt} &= k_{i-1} n_{i-1} - k_i n_i + \frac{1 - \sum_{s=1}^{\ell} n_{i-1+s}}{1 - \sum_{s=1}^{\ell} n_{i-1+s} + n_{i+\ell}} - k_i n_i + \frac{1 - \sum_{s=1}^{\ell} n_{i+s}}{1 - \sum_{s=1}^{\ell} n_{i+s} + n_{i+\ell}} \\
\frac{dn_{N-\ell+1}}{dt} &= k_{N-\ell} n_{N-\ell} - k_{N-\ell+1} n_{N-\ell+1} - k_{N-\ell+1} n_{N-\ell+1} \\
\frac{dn_N}{dt} &= k_{N-1} n_{N-1} - k_N n_N 
\end{align*}
\]

where \( \ell \) is a given constant,

\[
\begin{align*}
J &= k_0 \left( 1 - \sum_{s=1}^{\ell} n_s \right) \\
n_i &= \frac{J}{k_i} \left( 1 - \sum_{s=1}^{\ell} n_{i+s} + n_{i+\ell} \right) \\
n_i &= \frac{J}{k_i} 
\end{align*}
\]

for \( i = 1, \ldots, N - \ell \).

We present an argument for the validity of this iterative approach. First, a physically meaningful solution will have particle density \( n_i \in (0,1) \) and coverage density \( \sum_{s=1}^{\ell} n_{i+s} \in (0,1) \) for all \( i \). (Endpoints of the interval are excluded if there is to be nonzero current flow.) Suppose that for some \( i, J > k_i (1 - \sum_{s=1}^{\ell} n_{i+s}) \). Then from Eq. 5a, \( n_i > 1 - \sum_{s=1}^{\ell} n_{i+s} \), meaning that \( \sum_{s=1}^{\ell} n_{i+s} > 1 \), which is a contradiction. So we see that \( J \leq k_i (1 - \sum_{s=1}^{\ell} n_{i+s}) \) for all \( i \). (Note that although we have not dealt separately with \( i = N - \ell + 1, \ldots, N \), Eq. 5c is consistent with the previous statement.) Thus, \( J \) cannot be too large if physical solutions are to be obtained.

Next, we show that the densities \( \{n_i\} \), while within physical ranges, are increasing functions of \( J \). Consider two different \( J \) values: \( J_0 \) with its associated densities \( \{n_i\} \) and \( J_1 \) with its densities \( \{m_i\} \), which we assume to be in physical ranges. Suppose that \( J_1 > J_0 \). Clearly \( m_i > n_i \) for \( i = N - \ell + 1, \ldots, N \). Using induction on the remaining \( i \), it can be shown from Eq. 5a that

\[
m_i - n_i > \frac{J_0 1 - \sum_{s=1}^{\ell} m_{i+s} + m_{i+\ell}}{k_i} - \frac{J_0 1 - \sum_{s=1}^{\ell} n_{i+s} + n_{i+\ell}}{k_i} = \frac{J_0}{k_i} \left( 1 - \sum_{s=1}^{\ell} m_{i+s} \right) \left( 1 - \sum_{s=1}^{\ell} n_{i+s} \right)
\]

\[
> 0.
\]
Therefore, the densities \( \{ n_i \} \) increase with increasing \( J \).

Finally, we again consider Eq. \( 5a \). The left side increases monotonically with increasing \( J \), and the right decreases monotonically with increasing \( J \), while densities are in physical ranges. If we follow the iterative approach, \( J \) values that lead to \( \sum_{s=1}^{\ell} n_{i+s} > 1 \) or \( J > k_0 \left( 1 - \sum_{s=1}^{\ell} n_s \right) \) are too large and should be decreased. On the other hand, \( J \) values that lead to \( J < k_0 \left( 1 - \sum_{s=1}^{\ell} n_s \right) \) are too small and should be increased. One can start with upper and lower bounds for the current (from [4]) and use bisection to converge to the correct current. If a physical solution exists, it is unique and should be found by this method.

Note that the upper bound for \( J \) from [4],

\[
J \leq \left( \sum_{s=0}^{\ell-1} \frac{1}{k_{i+s}} \right) \tag{6}
\]

for all \( i \), applies also to the mean field equations. This can be shown from

\[
\sum_{s=1}^{\ell} \frac{J}{k_{i+s}} = \sum_{s=1}^{\ell} n_{i+s} \frac{1 - \sum_{s=1}^{\ell} n_{i+s+t}}{1 - \sum_{s=1}^{\ell} n_{i+s+t} + n_{i+s+t}} \leq \sum_{s=1}^{\ell} n_{i+s} \leq 1.
\]

In practice, computing iterative solutions for \( \{ n_i \} \) and adjusting \( J \) by bisection is effective in finding \( J \) and finding \( n_i \) values that are low density (downstream of the current-limiting region). Table I shows that there is fairly good agreement (within 5%) between the mean field current and the actual current (from Monte Carlo simulations) for various real gene sequences of \( E. \) coli. However, numerical problems arise in finding \( n_i \) values that are high density (upstream of the current-limiting region). For high density solutions, we have observed that there generally exists a very narrow range for \( J \), with a width less than machine precision, for which the smaller \( J \) values will fail to satisfy Eq. \( 5a \) because the densities are too small, and for which the larger \( J \) values will lead to nonphysical densities. An example of this phenomenon is shown in Fig. 2.

We next present an argument for why high density solutions are associated with numerical difficulties. For convenience, we assume that the \( k_i \) are uniformly 1, and we seek uniform density solutions. Eq. \( 4b \) gives an iterative map for \( n_i \). We assume that a fixed point \( n^* \) exists. It will then satisfy

\[
n^* = J \frac{1 - (\ell - 1)n^*}{1 - \ell n^*}.
\]

We find high density and low density fixed points,

\[
n^*_\pm = \frac{1}{2\ell} \left[ 1 + J (\ell - 1) \pm \sqrt{[1 + J (\ell - 1)]^2 - 4\ell J} \right].
\]

Suppose the densities \( n_{i+1}, \ldots, n_{i+\ell} \) are slightly perturbed from the high density fixed point, so that \( n_j =
ometry requires that \( n_+ + \delta \), where \( |\delta| \ll 1 \), for \( j = i + 1, \ldots, i + \ell \). Then
\[
n_i = J \frac{1 - (\ell - 1) n_+ - (\ell - 1) \delta}{1 - \ell n_+ - \ell \delta} = n_+ + \frac{4J}{1 - (\ell - 1) J + \sqrt{[1 + J (\ell - 1)]^2 - 4\ell J}} \delta^2 + O(\delta^3).
\]
To determine stability of the high density fixed point, we consider the \( \delta \) prefactor:
\[
a \equiv \frac{4J}{1 - (\ell - 1) J + \sqrt{[1 + J (\ell - 1)]^2 - 4\ell J}}.
\]
For currents in the expected range, \( J \in (0, 1/(1 + \sqrt{\ell})^2) \) (cf. \( \[2\]), \( a > 1 \) so that the high density fixed point is unstable. A similar argument shows the stability of the low density fixed point. Although these ideas are proven here only for uniform density solutions, our numerical results (such as those in Fig. \( \[2\]) lead us to believe that the nonuniform density case is similar. It appears that small numerical imprecisions prevent us from accurately finding high density solutions, while low density solutions can be easily found.

Finding steady state high density mean field solutions is a nontrivial problem. We have attempted multidimensional Newton’s method approaches to solve Eq. \( \[5\] \) for \( \{n_i\} \) and \( J \), but these have their own difficulties. Convergence often fails unless the initial guess is very near the solution. The most reliable method is to start with an empty lattice and integrate Eq. \( \[3\] \) to steady state. Although integration is computationally slow, it consistently produces density profiles that are reasonable and similar to the Monte Carlo simulation density profiles. Agreement is best in the low density regime, when the correlations neglected by the mean field theory are less important (data not shown). In the high density regime, the mean field results underestimate the correlations between adjacent particles. An example of this discrepancy is shown for a uniform system in Fig. \( \[8\] \).

\section{V. MEAN FIELD WITH TWO-POINT CORRELATIONS}

To obtain more accurate solutions for density profiles, especially in the high density regime, we extend the mean field theory to include two-point correlations between adjacent sites. Variables in the two-point mean field theory are densities of bonds, indexed by \( i \), where bond \( i \) connects site \( i \) to site \( i + 1 \). There are four types of bond densities, which we denote as follows: \( n_{\circ,\circ} \), hole-hole pairs \( (\circ-\circ) \); \( n_{\circ,\bullet} \), particle-hole pairs \( (\circ-\bullet) \); \( n_{\bullet,\circ} \), hole-particle pairs \( (\bullet-\circ) \); and \( n_{\bullet,\bullet} \), particle-particle pairs \( (\bullet-\bullet) \). Geometry requires that
\[
n_{\circ,i} + n_{\bullet,i} = n_{\circ,i+1} + n_{\bullet,i+1} \tag{7}
\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Particle density profile for a uniform system with initiation rate 1, elongation rates 1, and termination rate 0.1. The system had \( N = 150 \) and \( \ell = 12 \). Density peaks (every \( \ell \) sites) are displayed as symbols: filled squares are the Monte Carlo simulation result, open triangles are the prediction from the original mean field theory, and open diamonds are the prediction from the two-point mean field theory. Non-peak densities are displayed as curves; non-peak results from all three methods overlap.}
\end{figure}

and
\[
n_{\circ,i} + n_{\bullet,i} = n_{\circ,i+1} + n_{\bullet,i+1}. \tag{8}
\]

A third equation,
\[
1 = n_{\bullet,i} + n_{\circ,i} + \sum_{s=1}^{\ell} (n_{\circ,i+s} + n_{\bullet,i+s}),
\]
can be written because each lattice site is occupied by either a hole or some part of a particle. However, this third equation is linearly dependent on Eqs. \( \[7\] \) and \( \[8\] \).

We can use Eqs. \( \[7\] \) and \( \[8\] \) to eliminate \( n_{\bullet,i} \) and \( n_{\circ,i} \) from the problem, so we will write differential equations for the time evolution of only the two remaining types of densities, \( n_{\circ,i} \) and \( n_{\bullet,i} \). Fluxes into and out of each state take the form of a product of the appropriate rate constant, the density of the state that may evolve, and the conditional probability that adjacent particles and holes are arranged appropriately for the evolution to occur. For example, a hole-hole pair at bond \( i \) will evolve to a particle-hole pair at bond \( i \) with rate
\[
k_{i-1} n_{\circ,i} P(\bullet-0-0|?-0-0).
\]

We make mean field assumptions for the conditional probability, similar to that of MacDonald et al. \( \[1\] \). For example,
\[
P(\bullet-0-0|?-0-0) \approx P(\bullet-0-0|?-0-0) = \frac{n_{\circ,i-1}}{n_{\circ,i-1} + n_{\circ,i-1}}.
\]
Thus the flux of hole-hole pairs at site $i$ to particle-hole pairs at site $i$ is

$$k_{i-1} n_{\sigma,i} \frac{n_{\sigma,i-1} - n_{\sigma,i-1} \times n_{\sigma,i}}{n_{\sigma,i-1} + n_{\sigma,i}}$$

The resulting differential equations for time evolution of the bond densities in the bulk are

$$\frac{dn_{\sigma,i}}{dt} = k_{i-1} n_{\sigma,i} \frac{n_{\sigma,i-1} - n_{\sigma,i-1} \times n_{\sigma,i}}{n_{\sigma,i-1} + n_{\sigma,i}} + k_{i-1} n_{\sigma,i} - k_{i-1} n_{\sigma,i}$$

(9a)

$$\frac{dn_{\sigma,i}}{dt} = k_{i-1} n_{\sigma,i} \frac{n_{\sigma,i-1} - n_{\sigma,i-1} \times n_{\sigma,i}}{n_{\sigma,i-1} + n_{\sigma,i}} - k_{i-1} n_{\sigma,i}$$

(9b)

We also have boundary conditions, and for convenience, we assume that particles enter the lattice one site at a time, so that only the first site must be free for initiation to occur. We also assume that a particle whose right edge is on site $N$ can leave the lattice, freeing the final $\ell$ sites. Particle-particle bonds thus cannot exist in the final $\ell$ sites. Then the boundary conditions are, for initiation,

$$\frac{dn_{\sigma,1}}{dt} = k_{1+\ell} n_{\sigma,1} \frac{n_{\sigma,1+\ell} - n_{\sigma,1+\ell} \times n_{\sigma,1}}{n_{\sigma,1+\ell} + n_{\sigma,1}} + k_{0} n_{\sigma,1} - k_{1} n_{\sigma,1}$$

$$\frac{dn_{\sigma,1}}{dt} = k_{0} n_{\sigma,1} - k_{1+\ell} n_{\sigma,1} \frac{n_{\sigma,1+\ell} - n_{\sigma,1+\ell} \times n_{\sigma,1}}{n_{\sigma,1+\ell} + n_{\sigma,1}}$$

and, for $i = N - \ell + 1, \ldots, N$,

$$\frac{dn_{\sigma,i}}{dt} = k_{i-1} n_{\sigma,i} \frac{n_{\sigma,i-1} - n_{\sigma,i-1} \times n_{\sigma,i}}{n_{\sigma,i-1} + n_{\sigma,i}} - k_{i} n_{\sigma,i}$$

$$\frac{dn_{\sigma,i}}{dt} = 0.$$

VI. CONCLUSIONS

We have considered one-dimensional driven lattice gas models with large particles and quenched disorder. Mean field theories were found to be effective in computing quantities of interest. The mean field equations originally proposed by MacDonald et al. [12] for uniform systems were found to work equally well for nonuniform systems. An iterative method allowed easy and rapid computation of the steady state current through the system. Steady state particle densities were also computed by this method, although only when the system was in a low-density phase. We have gained some insight into the numerical difficulties that arise in obtaining high density solutions. Direct integration of differential equations for the time evolution of particle densities can always be used to find the steady state densities. We found good agreement between the mean field current and the Monte Carlo current. Agreement between the densities was also adequate, though not as good in the high density regime.

We extended the mean field approach to two-point correlations, using similar mean field approximations for conditional probabilities. Currents and particle densities were obtained more accurately from the two-point mean field theory than from the original.

Although the two-point mean field theory is an im-
provement on the original theory, Fig. 8 shows that it still does not capture all of the correlations necessary to reproduce high density profiles. The theory could be further extended to include three-point correlations (such as the density of particle-particle-hole triplets). However, the number of independent variables and equations, as well as the complexity of the equations, would increase as more correlations are added. Also, numerical instabilities might still exist so that solutions could be found only by integration. We therefore feel that it is not convenient to extend the method to include higher-order correlations.

We conclude that mean field approaches can be effective in studying disordered systems. If one is primarily interested in the current through the system, this quantity can be computed rapidly using iteration and bisection. We expect the iteration and bisection method to be quite valuable in future studies, because the calculated protein production rates could be compared to experimental data (e.g., data in Fig. 8) and used in fitting of unknown rate constants.
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