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Abstract
We develop a variational theory of geodesics for the canonical variation of the metric of a totally geodesic foliation. As a consequence, we obtain comparison theorems for the horizontal and vertical Laplacians. In the case of Sasaki foliations, we show that sharp horizontal and vertical Laplacian comparison theorems for the sub-Riemannian distance may be obtained as a limit of horizontal and vertical Laplacian comparison theorems for the Riemannian distances approximations. As a corollary we prove that, under suitable curvature conditions, sub-Riemannian Sasaki spaces are actually limits of Riemannian spaces satisfying a uniform measure contraction property.
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1 Introduction

In the last few years there has been major progress in understanding curvature type invariants in sub-Riemannian geometry and their applications to partial differential equations. In that topic, one can distinguish two main lines of research:

- A Lagrangian approach to curvature which is based on second variation formulas for sub-Riemannian geodesics and an intrinsic theory of sub-Riemannian Jacobi fields. We refer to [6,7] and to the recent memoir [4] and its bibliography for this theory, see also [22] and [34].
- An Eulerian approach to curvature which is based on Bochner type inequalities for the sub-Laplacian as initiated in [16] (see also [26,27]).

The two methods have their own advantages and inconveniences. The first approach is more intrinsic and yields curvature invariants from the sub-Riemannian structure only. Though it gives a deep understanding of the geodesics and, in principle, provides a general framework, it is somehow challenging to compute and to make use of those invariants, even in simple examples like Sasakian spaces (see [5,32,33]). The second approach is more extrinsic and produces curvature quantities from the sub-Riemannian structure together with the choice of a natural complement to the horizontal distribution. Actually, the main idea in [16] is to embed the sub-Riemannian structure into a family of Riemannian structures converging to the sub-Riemannian one. Sub-Riemannian curvature invariants appear then as the tensors controlling, in a certain sense, this convergence. Since it requires the existence of a good complement allowing the embedding, this approach is a priori less general but it has the advantage to make available the full power of Riemannian tensorial methods to large classes of sub-Riemannian structures and is more suited to the study of subelliptic PDEs and their connections to the geometry of the ambient space (see for instance [13] for a survey).

In the present paper, we aim at filling a gap between those two approaches by studying the variational theory of the geodesics of the Riemannian approximations in the setting of totally geodesic foliations. Our framework is the following. Let \((M, g, \mathcal{F})\) be a totally geodesic Riemannian foliation on a manifold \(M\) with horizontal bracket generating distribution \(\mathcal{H}\). The
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sub-Riemannian structure we are interested in is \((M, \mathcal{H}, g_\mathcal{H})\) where \(g_\mathcal{H}\) is the restriction of \(g\) to \(\mathcal{H}\). It can be approximated by the family of Riemannian manifolds \((M, g_\varepsilon)\) obtained by blowing up the metric \(g\) in the direction of the leaves (see formula 2.3). A natural sub-Laplacian for \((M, \mathcal{H}, g_\mathcal{H})\) is the horizontal Laplacian \(\Delta_{\mathcal{H}}\) of the foliation. Our main interest is then in uniform Hessian and sub-Laplacian comparison theorems for the Riemannian distances approximations of the sub-Riemannian distance. Namely, we wish to estimate \(\Delta_{\mathcal{H}} r_\varepsilon\) everywhere it is defined, where \(r_\varepsilon\) denotes the distance from a fixed point for the distance associated to \(g_\varepsilon\) and deduce a possible limit comparison theorem for \(\Delta_{\mathcal{H}} r_0\), where \(r_0\) denotes now the sub-Riemannian distance. Obviously, relevant estimates may not be obtained by standard Riemannian comparison geometry based on Ricci curvature. Indeed, the basic idea in classical comparison theory is to compare the geometry of the manifold to the geometry of model spaces which are isotropic in the sense that all directions are the same for the energy cost of geodesics. In our setting, when \(\varepsilon \to 0\) the horizontal directions are preferred and geodesics actually do converge to horizontal curves. Quantitatively, when \(\varepsilon \to 0\) the Riemannian Ricci curvature of the metric \(g_\varepsilon\) diverges to \(-\infty\) in the horizontal directions and \(+\infty\) in the vertical directions. To obtain relevant uniform estimates for \(\Delta_{\mathcal{H}} r_\varepsilon\), it is therefore more natural to develop a comparison geometry with respect to model foliations. In all generality, the classification of such model foliations is a difficult task. However, when the foliation is of Sasakian type it becomes possible to develop a sectional curvature comparison theory with respect to the models:

- The Heisenberg group as a flat model;
- The Hopf fibration \(S^1 \to S^{2n+1} \to \mathbb{CP}^n\) as a positively curved model;
- The universal cover of the anti de-Sitter fibration \(S^1 \to \text{AdS}_{2n+1} \to \mathbb{CH}^n\) as a negatively curved model.

This point of view will allow us to prove a horizontal Hessian comparison theorem, as well as a uniform sub-Laplacian comparison theorem for \(\Delta_{\mathcal{H}} r_\varepsilon\) that actually has a limit when \(\varepsilon \to 0\) (see Theorem 3.1). For instance, we obtain that for non-negatively curved Sasakian foliations (in the sense of Theorem 3.1), one has:

\[
\Delta_{\mathcal{H}} r_0 \leq \frac{n + 2}{r_0}
\]

where \(n\) is the dimension of the horizontal distribution. In view of the known results by Agrachev and Lee in dimension 3 (see [2,3]), the constant \(n + 2\) is sharp.

The paper is organized as follows. In Sect. 2, we work in any totally geodesic foliations and compute the second variation formula of Riemannian \(g_\varepsilon\)-geodesics with respect to variations in horizontal directions only. As a consequence we deduce a first family of sub-Laplacian comparison theorems under weak and general conditions (see Theorem 2.7). We deduce several consequences of those estimates, like a sharp injectivity radius estimate (Corollary 2.11) or a Bonnet–Myers type theorem (Corollary 2.13). It is remarkable, but maybe unsurprising, that the tensors controlling the trace of the horizontal index form are the same tensors that appear in the Weitzenböck formula (see [19,28]) for the sub-Laplacian. In fact, we will prove in Sect. 2.6 that this family of sub-Laplacians comparison theorems may actually also be proved by using the generalized curvature dimension inequalities introduced in [16,26,27]. Though the generalized curvature dimension inequality implies many expected byproducts of a sub-Laplacian comparison theorem like uniform volume doubling properties for the sub-Riemannian balls (see [15]), there is no limit in Theorem 2.7 when \(\varepsilon \to 0\). It seems that stronger geometric conditions are needed to prove a uniform family of sub-Laplacian comparison theorems that has a limit when \(\varepsilon \to 0\). To the best of our knowledge, it is therefore still an open question to decide whether the sub-Riemannian curvature dimension inequality alone implies a measure contraction property of the underlying metric measure space.
In Sect. 3, we work in the framework of Sasakian foliations and prove under suitable conditions a uniform family of horizontal Hessian and sub-Laplacian comparison theorems. It should come as no surprise that for the sub-Laplacian comparison theorem, the assumptions are stronger than in Sect. 2. The main theorem is Theorem 3.1. It is proved as a consequence of a uniform family of Hessian comparison theorems (Theorem 3.5). The idea behind the proof of Theorem 3.5 is pointed out above: we develop a comparison geometry with respect to Sasakian model spaces of constant curvature. In those Sasakian model spaces Jacobi fields can be computed explicitly (see “Appendix 2”). We point out that the computation of Jacobi fields in those model spaces is not straightforward, and to the best of our knowledge is new in this form. The novelty in our computations is that we work with a family of connections first introduced in [13]. These connections are natural generalizations of the Levi-Civita connection and are suited to the setting of Riemannian foliations with totally geodesic leaves. Though the connections are not torsion free, their adjoints are metric, and it is therefore easy to develop the formalism of Jacobi fields in this framework (see “Appendix 1”). In the final part of the paper, we explore then some consequences of the sub-Laplacian comparison theorems in terms of measure contraction properties. In particular, in the non-negatively curved case we obtain the interesting fact that the family of Riemannian manifolds \((\mathcal{M}_\epsilon, g_\epsilon)\), \(\epsilon > 0\), uniformly satisfies the measure contraction properties \(\text{MCP}(0, n + 4)\) despite the fact that when \(\epsilon \to 0\) the Riemannian Ricci curvature of the metric \(g_\epsilon\) diverges to \(-\infty\) in the horizontal directions and \(+\infty\) in the vertical directions. We also obtain sharp sub-Riemannian type Bonnet–Myers theorems (see Theorem 3.2).

Our method is connected to both of the previously mentioned Eulerian and Lagrangian approaches to sub-Riemannian manifolds, which is respectively expressed in Sects. 2 and 3. The relations between positive curvature and compactness found in Corollary 2.13 also appear in [16] where the Eulerian approach is used. We point out that the sub-Riemannian comparison theorem for Sasakian manifolds has first been proved with the Lagrangian approach in [2,32], however our method yields Riemannian comparison theorems which are new in this setting, see Theorem 3.7. In particular, it is interesting to note that the sub-Riemannian comparison theorem can be seen as a limit of Riemannian comparison theorems. Our results for the measure contraction property in Theorem 3.11 provide an alternative proof for a result first stated in [33, Theorem 1.1], but the method to get an explicit measure contraction property of the approximating metric is new, see [30, Theorem 1.2] for related results obtained with the Lagrangian approach. See [8,40] for measure contraction properties of Carnot groups.

To conclude, let us point out that we expect the methods developed in the paper to be general and for instance that they can be generalized in the context of H-type foliations that were introduced in [18].

2 Horizontal and vertical Laplacian comparison theorems on Riemannian foliations

2.1 Framework

Throughout the paper, we consider a smooth connected \(n + m\) dimensional manifold \(\mathcal{M}\) which is equipped with a Riemannian foliation with a bundle like metric \(g\) and totally geodesic \(m\) dimensional leaves. We moreover always assume that the metric \(g\) is complete and that the horizontal distribution \(\mathcal{H}\) of the foliation is bracket-generating. We denote by \(\mu\) the Riemannian reference volume measure on \(\mathcal{M}\).
As is usual, the sub-bundle $\mathcal{V}$ formed by vectors tangent to the leaves is referred to as the set of \textit{vertical directions}. The sub-bundle $\mathcal{H}$ which is normal to $\mathcal{V}$ is referred to as the set of \textit{horizontal directions}. Saying that the foliation is totally geodesic and Riemannian means that:

\[(\mathcal{L}_X g)(Z, Z) = 0, \quad (\mathcal{L}_Z g)(X, X) = 0, \quad \text{for any } X \in \Gamma^\infty(\mathcal{H}), Z \in \Gamma^\infty(\mathcal{V}). \quad (2.1)\]

The literature on Riemannian foliations is vast, we refer for instance to the classical reference [46] and its bibliography for further details.

The Riemannian gradient will be denoted $\nabla$ and we write the horizontal gradient as $\nabla^H$, which is the projection of $\nabla$ onto $\mathcal{H}$. Likewise, $\nabla^V$ will denote the vertical gradient. The horizontal Laplacian $\Delta^H$ is the generator of the symmetric closable bilinear form:

\[\mathcal{E}^H(f, g) = -\int_{\mathcal{M}} \langle \nabla^H f, \nabla^H g \rangle^H d\mu, \quad f, g \in C^\infty_0(\mathcal{M}).\]

The vertical Laplacian may be defined as $\Delta^V = \Delta - \Delta^H$ where $\Delta$ is the Laplace-Beltrami operator on $\mathcal{M}$. We have

\[\mathcal{E}^V(f, g) := -\int_{\mathcal{M}} \langle \nabla^V f, \nabla^V g \rangle^V d\mu = \int_{\mathcal{M}} f \Delta^V g d\mu, \quad f, g \in C^\infty_0(\mathcal{M}).\]

The hypothesis that $\mathcal{H}$ is bracket generating implies that the horizontal Laplacian $\Delta^H$ is locally subelliptic and the completeness assumption on $g$ implies that $\Delta^H$ is essentially self-adjoint on the space of smooth and compactly supported functions (see for instance [12]).

\section{2.2 Canonical variation of the metric}

In this section, we introduce the canonical variation of the metric and study some of its basic properties. The Riemannian metric $g$ can be split as

\[g = g^H \oplus g^V, \quad (2.2)\]

and we introduce the one-parameter family of rescaled Riemannian metrics:

\[g^\varepsilon = g^H \oplus \frac{1}{\varepsilon} g^V, \quad \varepsilon > 0. \quad (2.3)\]

It is called the canonical variation of $g$ (see [20], Chapter 9, for a discussion in the submersion case). The Riemannian distance associated with $g^\varepsilon$ will be denoted by $d^\varepsilon$. It should be noted that $d^\varepsilon, \varepsilon > 0$, form an increasing (as $\varepsilon \downarrow 0$) family of distances converging pointwise to the sub-Riemannian distance $d_0$.

Let $x_0 \in \mathcal{M}$ be fixed and for $\varepsilon \geq 0$ denote

\[r^\varepsilon(x) = d^\varepsilon(x_0, x).\]

The cut-locus $\text{Cut}^\varepsilon(x_0)$ of $x_0$ for the distance $d^\varepsilon$ is defined as the complement of the set of $y$’s in $\mathcal{M}$ such that there exists a unique length minimizing normal geodesic joining $x_0$ and $y$ and $x_0$ and $y$ are not conjugate along such geodesic (see [1]). The global cut-locus of $\mathcal{M}$ is defined by

\[\text{Cut}^\varepsilon(\mathcal{M}) = \{(x, y) \in \mathcal{M} \times \mathcal{M}, \ y \in \text{Cut}^\varepsilon(x)\}.

\textbf{Lemma 2.1} [1,39] Let $\varepsilon \geq 0$. The following statements hold:
1. The set $\mathbb{M} \setminus \text{Cut}_x(x_0)$ is open and dense in $\mathbb{M}$.
2. The function $(x, y) \to d_\epsilon(x, y)^2$ is smooth on $\mathbb{M} \times \mathbb{M} \setminus \text{Cut}_x(\mathbb{M})$.

It is proved in [12] that since the foliation is totally geodesic, we have for every $\epsilon > 0$,

$$\Gamma(f, \|\nabla^g_t f\|^2_{g_\epsilon}) = \langle \nabla^g_t f, \nabla^g_t \Gamma(f) \rangle_{g_\epsilon}$$

where $\Gamma(f) = \|\nabla^g_t f\|^2_{g}$ is the carré du champ operator of $\Delta_t^g$ and $\nabla^g_t$ the Riemannian gradient for the metric $g_\epsilon$. Applying this equality with $f = r_\epsilon$, we obtain that outside of the cut-locus of $x_0$,

$$\langle \nabla^g_t r_\epsilon, \nabla^g_t \Gamma(r_\epsilon) \rangle_{g_\epsilon} = 0. \quad (2.4)$$

This implies that $\Gamma(r_\epsilon)$ is constant on $g_\epsilon$ distance minimizing geodesics issued from $x_0$. Likewise, denoting $\Gamma^V(f) = \|\nabla^g f\|^2_{g}$, we obtain that $\Gamma^V(r_\epsilon)$ is constant on $g_\epsilon$-distance minimizing geodesics issued from $x_0$.

The following lemma will be useful:

**Lemma 2.2** Let $x \in \mathbb{M}$, $x \neq x_0$ which is not in $\cup_{n \geq 1} \text{Cut}_{1/n}(x_0)$, then

$$\lim_{n \to +\infty} \|\nabla^g r_{1/n}(x)\|_g = 1.$$ 

**Proof** Let $\gamma_n : [0, 1] \to \mathbb{M}$ be the unique, constant speed, and length minimizing $g_{1/n}$ geodesic connecting $x_0$ to $x$. From (2.4), one has $d_{1/n}(x_0, x)\|\nabla^g r_{1/n}(x)\|_g = \|\gamma_n'(0)\|_{\mathcal{H}}$. We therefore need to prove that $\lim_{n \to \infty} \|\gamma_n'(0)\|_{\mathcal{H}} = d_0(x_0, x)$. Let us observe that

$$\|\gamma_n'(0)\|^2_{\mathcal{H}} + n\|\gamma_n'(0)\|^2_V = d_{1/n}(x_0, x)^2.$$ 

Therefore, $\lim_{n \to \infty} \|\gamma_n'(0)\|^2_V = 0$. Let us now assume that $\|\gamma_n'(0)\|_{\mathcal{H}}$ does not converge to $d_0(x_0, x)$. In that case, there exists a subsequence $n_k$ such that $\|\gamma_{n_k}'(0)\|_{\mathcal{H}}$ converges to some $0 \leq a < d_0(x_0, x)$. For $f \in C_0^\infty(\mathbb{M})$ and $0 \leq s \leq t \leq 1$, we have

$$|f(\gamma_{n_k}(t)) - f(\gamma_{n_k}(s))| \leq (\|\gamma_{n_k}'(0)\|_{\mathcal{H}}\|\nabla^g f\|_{\infty} + \|\gamma_{n_k}'(0)\|_V\|\nabla^g f\|_{\infty})(t - s).$$

From Arzelà-Ascoli’s theorem we deduce that there exists a subsequence which we continue to denote $\gamma_{n_k}$ that converges uniformly to an absolutely continuous curve $\gamma$, such that $\gamma(0) = x_0$, $\gamma(1) = x$. We have for $f \in C_0^\infty(\mathbb{M})$ and $0 \leq s \leq t \leq 1$,

$$|f(\gamma(t)) - f(\gamma(s))| \leq a\|\nabla^g f\|_{\infty}(t - s).$$

In particular, we deduce that

$$|f(x) - f(x_0)| \leq a\|\nabla^g f\|_{\infty}.$$ 

Since it holds for every $f \in C_0^\infty(\mathbb{M})$, one deduces

$$d_0(x_0, x) = \sup\{|f(x) - f(x_0)|, f \in C_0^\infty(\mathbb{M}), \|\nabla^g f\|_{\infty} \leq 1\} \leq a.$$ 

This contradicts the fact that $a < d_0(x_0, x)$. 

$\square$
2.3 Horizontal and vertical index formulas

There is a first natural connection on $\mathcal{M}$ that respects the foliation structure, the Bott connection, which is given as follows:

$$\nabla_X Y = \begin{cases} 
\pi_H(\nabla^e_X Y), & X, Y \in \Gamma^\infty(\mathcal{H}), \\
\pi_H([X, Y]), & X \in \Gamma^\infty(\mathcal{V}), Y \in \Gamma^\infty(\mathcal{H}), \\
\pi_V([X, Y]), & X \in \Gamma^\infty(\mathcal{H}), Y \in \Gamma^\infty(\mathcal{V}), \\
\pi_V(\nabla^e_X Y), & X, Y \in \Gamma^\infty(\mathcal{V}), 
\end{cases}$$

where $\nabla^e$ is the Levi-Civita connection for $g$ and $\pi_H$ (resp. $\pi_V$) the projection on $\mathcal{H}$ (resp. $\mathcal{V}$). It is easy to check that for every $\varepsilon > 0$, this connection satisfies $\nabla^e g_\varepsilon = 0$. A fundamental property of $\nabla$ is that $\mathcal{H}$ and $\mathcal{V}$ are parallel.

The torsion $T$ of $\nabla$ is given as

$$T(X, Y) = -\pi_V[\pi_H X, \pi_H Y].$$

For $Z \in \Gamma^\infty(\mathcal{V})$, there is a unique skew-symmetric endomorphism $J_Z : \mathcal{H}_X \to \mathcal{H}_X$ such that for all horizontal vector fields $X$ and $Y$,

$$g_H(J_Z(X), Y) = g_V(Z, T(X, Y)), \quad (2.5)$$

where $T$ is the torsion tensor of $\nabla$. We extend $J_Z$ to be 0 on $\mathcal{V}$. Also, if $Z \in \Gamma^\infty(\mathcal{H})$, from (2.5) we set $J_Z = 0$.

In the sequel, we shall make extensive use of the notion of adjoint connection. Adjoint connections naturally appear in the study of Weitzenböck type identities (see [25,28]). If $D$ is a connection on $\mathcal{M}$, the adjoint connection of $D$ will be denoted $\hat{D}$ and is defined by

$$\hat{D}_X Y = D_X Y - T^D(X, Y)$$

where $T^D$ is the torsion tensor of $D$. Metric connections whose adjoint connections are also metric are the natural generalizations of Levi-Civita connections (see [28] and “Appendix 1”).

The adjoint connection of the Bott connection is not metric. For this reason, for computations, we shall rather make use of the following family of connections first introduced in [13]:

$$\nabla^e_X Y = \nabla_X Y - T(X, Y) + \frac{1}{\varepsilon} J_Y X,$$

and we shall only keep the Bott connection as a reference connection. It is readily checked that $\nabla^e g_\varepsilon = 0$. The adjoint connection of $\nabla^e$ is then given by

$$\hat{\nabla}^e_X Y = \nabla_X Y + \frac{1}{\varepsilon} J_X Y,$$

thus $\hat{\nabla}^e$ is also a metric connection. It moreover preserves the horizontal and vertical bundle, in contrast to the connection $\nabla^e$ which does not have this property.

For later use, we record that the torsion of $\hat{\nabla}^e$ is

$$\hat{T}^e(X, Y) = T(X, Y) - \frac{1}{\varepsilon} J_Y X + \frac{1}{\varepsilon} J_X Y.$$
The Riemannian curvature tensor of $\hat{\nabla}^\varepsilon$ is easily computed as

$$\hat{R}^\varepsilon(X, Y)Z = R(X, Y)Z + \frac{1}{\varepsilon} J_T(X, Y)Z + \frac{1}{\varepsilon^2} (J_X J_Y - J_Y J_X)Z + \frac{1}{\varepsilon} (\nabla_X J)Y Z - \frac{1}{\varepsilon} (\nabla_Y J)X Z$$

where $R$ is the curvature tensor of the Bott connection.

Since $\nabla^\varepsilon$ and $\hat{\nabla}^\varepsilon$ are both metric, observe that the Levi-Civita connection $\nabla^{g_\varepsilon}$ for the metric $g_\varepsilon$ is given by

$$\nabla^{g_\varepsilon} X Y = \nabla^\varepsilon X Y + \frac{1}{2} T(X, Y) - \frac{1}{2\varepsilon} J_X Y - \frac{1}{2\varepsilon} J_Y X. \quad (2.7)$$

We point out that working with $\nabla^\varepsilon$ and $\hat{\nabla}^\varepsilon$ instead of the Levi-Civita connection $\nabla^{g_\varepsilon}$ greatly simplifies some computations (see Remark 2.5 and Sect. 3), whereas we can still freely use simple second variation formulas (see “Appendix 1”).

The following lemma is obvious.

**Lemma 2.3** (Geodesic equation) The equation for $g_\varepsilon$-geodesics is

$$\nabla_{\gamma'} \gamma' + \frac{1}{\varepsilon} J_{\gamma'} \gamma' = 0.$$

**Proof** The equation for $g_\varepsilon$ geodesics is $\nabla^{g_\varepsilon} \gamma' = 0$, and one concludes with (2.7). $\square$

After these preliminaries, we are now ready to prove one of the main results of the section. As before, let $d_\varepsilon$ be the distance of $g_\varepsilon$. Let $x_0 \in \mathbb{M}$ be any point and define $r_\varepsilon = r_\varepsilon(x_0)$ by

$$r_\varepsilon(x) = d_\varepsilon(x_0, x).$$

**Proposition 2.4** (Horizontal and vertical index formulas) Let $\nabla^2$ denote the Hessian of the Bott connection $\nabla$. If $x$ is not in the cut-locus of $x_0$ with respect to $g_\varepsilon$, and if $\gamma$ is the unique $g_\varepsilon$ geodesic from $x_0$ to $x$ parametrized by arc length, then:

(a) For every $v \in \mathcal{H}_x$ and vector field $Y$ along $\gamma$, taking values in $\mathcal{H}$ and satisfying $Y(0) = 0$ and $Y(r_\varepsilon(x)) = v$, we have

$$\nabla^2 r_\varepsilon(v, v) \leq I_{\mathcal{H}, \varepsilon}(Y, Y)$$

where

$$I_{\mathcal{H}, \varepsilon}(Y, Y) = \int_0^{r_\varepsilon(x)} \left( \|\hat{\nabla}_Y^2 Y\|^2_g(t) + \langle R(\gamma', Y)\gamma', Y \rangle_g(t) \right) dt$$

$$+ \frac{1}{\varepsilon} \int_0^{r_\varepsilon(x)} \left( (\nabla_2 T)(Y, Y', \gamma')(t) \right)$$

$$+ \frac{1}{4\varepsilon} \|J_Y Y\|^2_g(t) - \frac{1}{4\varepsilon} \|J_{\gamma'} Y\|^2_g(t) \right) dt.$$

(b) For every $w \in \mathcal{V}_x$ and vector field $Z$ along $\gamma$, taking values in $\mathcal{V}$ and satisfying $Z(0) = 0$ and $Z(r_\varepsilon(x)) = w$, we have

$$\nabla^2 r_\varepsilon(w, w) \leq I_{\mathcal{V}, \varepsilon}(Z, Z)$$

where

$$I_{\mathcal{V}, \varepsilon}(Z, Z) = \frac{1}{\varepsilon} \int_0^{r_\varepsilon(x)} \left( \|\nabla_{\gamma'} Z\|^2_g(t) + \langle R(\gamma', Z)\gamma', Z \rangle_g(t) \right) dt.$$
Proof We prove (a). The proof of (b) follows by a similar and even simpler computation. From the classical theory (see Lemma 4.2 in the “Appendix”) one has:

\[ \nabla^2 r_\varepsilon(v, v) \leq I_{\mathcal{H}, \varepsilon}(Y, Y), \]

where

\[ I_{\mathcal{H}, \varepsilon}(Y, Y) = \int_0^{r_\varepsilon} \left( \| \hat{\nabla}_{Y'}^\varepsilon Y \|^2_\varepsilon - \langle \hat{R}^\varepsilon(Y', Y)Y, Y' \rangle_\varepsilon - \langle \hat{T}^\varepsilon(Y, \hat{\nabla}_{Y'}^\varepsilon Y), Y' \rangle_\varepsilon \right) dt. \]

Since Y is horizontal, one has

\[ \hat{R}^\varepsilon(Y', Y)Y = R(Y', Y)Y + \frac{1}{\varepsilon} J_{T(Y', Y)}Y - \frac{1}{\varepsilon} (\nabla Y)_{Y'}Y \]

and

\[ \hat{T}^\varepsilon(Y, \hat{\nabla}_{Y'}^\varepsilon Y) = T(Y, \hat{\nabla}_{Y'}^\varepsilon Y). \]

In particular, we deduce that

\[ \langle \hat{T}^\varepsilon(Y, \hat{\nabla}_{Y'}^\varepsilon Y), Y' \rangle_\varepsilon = \frac{1}{\varepsilon} \langle J_{Y'}Y, \nabla_{Y'}Y \rangle_{\mathcal{H}} + \frac{1}{\varepsilon^2} \| J_{Y'}Y \|^2_{\mathcal{H}}. \]

To conclude the proof, we observe that

\[ \| \hat{\nabla}_{Y'}^\varepsilon Y \|^2_\varepsilon - \frac{1}{\varepsilon} \langle J_{Y'}Y, \nabla_{Y'}Y \rangle_{\mathcal{H}} = \| \nabla_{Y'}Y \|^2_{\mathcal{H}} + \frac{1}{\varepsilon^2} \| J_{Y'}Y \|^2_{\mathcal{H}} - \frac{3}{4\varepsilon^2} \| J_{Y'}Y \|^2_{\varepsilon}. \]

\[ \square \]

Remark 2.5 By using (2.7), a lengthy but routine computation shows that the Riemannian curvature tensor of the Levi-Civita connection is given by

\[
R^{\varepsilon}(X, Y)Z = R(X, Y)Z - \frac{1}{2} (\nabla_X T)(Y, Z) + \frac{1}{2} (\nabla_Y T)(X, Z) + \frac{1}{2\varepsilon} (\nabla_X J)Z X - \frac{1}{2\varepsilon} (\nabla_Y J)X Z + \frac{1}{2\varepsilon} (\nabla_X J)Z Y - \frac{1}{2\varepsilon} (\nabla_Y J)X Z + \frac{1}{4\varepsilon} T(X, J_Y Z + J_Z Y) + \frac{1}{4\varepsilon^2} J_X (J_Y Z + J_Z Y) X - \frac{1}{4\varepsilon} J_{T(Y, Z)}X Y + \frac{1}{4\varepsilon} T(Y, J_X Z + J_Z X) + \frac{1}{4\varepsilon} J_{T(X, Z)}Y. \tag{2.8}
\]

Using this formula and the usual index formulas for the Levi-Civita connection yield the same horizontal and vertical index formulas, however using the adjoint connection \( \hat{\nabla}^\varepsilon \) greatly simplifies computations.

2.4 Horizontal Laplacian comparison theorem

We now introduce the relevant tensors which will be used to control the index forms. The horizontal divergence of the torsion \( T \) is the \((1, 1)\) tensor which in a local horizontal frame
\[ X_1, \ldots, X_n \] is defined by
\[ \delta H T(X) := -\sum_{j=1}^{n} (\nabla_{X_j} T)(X_j, X). \]

Going forward, we will always assume in the sequel of the paper that the horizontal distribution \( H \) satisfies the Yang–Mills condition, meaning that \( \delta H T = 0 \) (see [12,26,27] for the geometric significance of this condition).

We will denote by \( \text{Ric}_H \) the horizontal Ricci curvature of the Bott connection, that is to say the horizontal trace of the full curvature tensor \( R \) of the Bott connection. Using the observation that \( \nabla \) preserves the splitting \( H \oplus V \) and from the first Bianchi identity, it follows that \( \text{Ric}_H(X, Y) = \text{Ric}_H(\pi H X, \pi H Y) \) (see the computation in the proof of Lemma 3.4 for details).

If \( Z_1, \ldots, Z_m \) is a local vertical frame, the \((1, 1)\) tensor
\[ J^2 := \sum_{\ell=1}^{m} J_{Z_{\ell}} J_{Z_{\ell}} \]
does not depend on the choice of the frame and may globally be defined.

**Remark 2.6** A simple computation (see for instance Theorem 9.70, Chapter 9 in [20]) gives the following result for the Riemannian Ricci curvature of the metric \( g_\varepsilon \). For every \( X \in \Gamma^\infty(H) \) and \( Z \in \Gamma^\infty(V) \),
\[
\text{Ric}_{g_\varepsilon}(Z, Z) = \text{Ric}_V(Z, Z) - \frac{1}{4\varepsilon^2} \text{Tr}(J^2 Z) \\
\text{Ric}_{g_\varepsilon}(X, Z) = 0 \\
\text{Ric}_{g_\varepsilon}(X, X) = \text{Ric}_H(X, X) + \frac{1}{2\varepsilon}(J^2 X, X)_H,
\]
where \( \text{Ric}_V \) is the Ricci curvature of the leaves as sub-manifolds of \((M, g)\).

Let \( x_0 \in M \) be fixed and for \( \varepsilon > 0 \) let
\[ r_\varepsilon(x) = d_\varepsilon(x_0, x). \]
We assume that globally on \( M \), for every \( X \in \Gamma^\infty(H) \) and \( Z \in \Gamma^\infty(V) \),
\[
\text{Ric}_H(X, X) \geq \rho_1(r_\varepsilon)\|X\|_H^2, \quad -(J^2 X, X)_H \leq \kappa(r_\varepsilon)\|X\|_H^2, \quad -\frac{1}{4} \text{Tr}(J^2 Z) \geq \rho_2(r_\varepsilon)\|Z\|_V^2,
\]
for some continuous functions \( \rho_1, \rho_2, \kappa \).

**Theorem 2.7** Consider the operator \( \Delta_H \) \( = \text{Tr}_H \nabla^2 = \text{div} \nabla_H \). Let \( x \in M \), \( x \neq x_0 \) and \( x \) not in the \( d_\varepsilon \) cut-locus of \( x_0 \). Let \( G : [0, r_\varepsilon(x)] \to \mathbb{R}_{\geq 0} \) be a differentiable function which is positive on \((0, r_\varepsilon(x)]\) and such that \( G(0) = 0 \). We have
\[
\Delta_H r_\varepsilon(x) \leq \frac{1}{G(r_\varepsilon(x))^2} \int_{0}^{r_\varepsilon(x)} \left( n G'(s)^2 - \left[ \left( \rho_1(s) - \frac{1}{\varepsilon} \kappa(s) \right) \Gamma(r_\varepsilon)(x) + \rho_2(s) \Gamma^V(r_\varepsilon)(x) \right] G(s)^2 \right) ds.
\]
**Proof** Let $γ$ be the unique length parametrized $g_ε$-geodesic between $x_0$ and $x$. Let $X_1, \ldots, X_n$ be a horizontal orthonormal frame along $γ$ such that
\[
\nabla_{γ'} X_i + \frac{1}{2ε} J_γ X_i = \hat{\nabla}_γ^2 X_i = 0.
\]
We have
\[
\Delta_{\nabla_γ} r_ε(x) = \sum_{i=1}^n \nabla^2 r_ε(X_i, X_i).
\]
Consider now the vector fields along $γ$ defined by
\[
Y_i = \frac{G(s)}{G(r_ε(x))} X_i, \quad 0 ≤ s ≤ r_ε(x).
\]
Using Proposition 2.4 and the Yang–Mills condition one finds
\[
\sum_{i=1}^n I_{\nabla,ε}(γ, Y_i, Y_i)
= \sum_{i=1}^n \int_0^{r_ε(x)} \left( ∥\nabla_{γ'} Y_i + \frac{1}{2ε} J_γ Y_i∥_ε^2 - \langle R(γ', Y_i) Y_i, γ' \rangle_ε \right.
\left. + ∥T(Y_i, γ')∥_ε^2 - \frac{1}{4ε^2} ∥J_γ Y_i∥_ε^2 \right) dt
= \frac{1}{G(r_ε(x))} \int_0^{r_ε(x)} nG'(s)^2 + \sum_{i=1}^n G(s)^2 \left( - \langle R(γ', X_i) X_i, γ' \rangle_ε + ∥T(X_i, γ')∥_ε^2 \right.
\left. - \frac{1}{4ε^2} ∥J_γ Y_i∥_ε^2 \right) ds
= \frac{1}{G(r_ε(x))} \int_0^{r_ε(x)} nG'(s)^2 + G(s)^2
\left( - \text{Ric}_γ(γ', γ') - \frac{1}{ε^2} γ'(γ', γ')_γ + \frac{1}{4ε^2} \text{Tr}_γ(J_γ^2) \right) ds
≤ \frac{1}{G(r_ε(x))} \int_0^{r_ε(x)} \left( nG'(s)^2 - \left( ρ_1(s) - \frac{1}{ε^2} \text{Tr}_γ(J_γ^2) \right) ∥γ'(s)∥_γ^2 \right.
\left. + \frac{ρ_2(s)}{ε^2} ∥γ'(s)∥_γ^2 \right) G(s)^2 ds.
\]
From (2.4), one has
\[
∥γ'(s)∥_γ^2 = Γ(r_ε(x), s), \quad ∥γ'(s)∥_γ^2 = ε^2 Γ^\vee(r_ε(x), s),
\]
which completes the proof. \qed

**Remark 2.8** Since $Γ(r_ε) + ε Γ^\vee(r_ε) = 1$, one can rewrite the previous inequality as
\[
\Delta_{\nabla_γ} r_ε(x) ≤ \frac{1}{G(r_ε(x))^2} \int_0^{r_ε(x)} \left( nG'(s)^2 - \left( ρ_1(s) - \frac{1}{ε^2} (κ(s) + ρ_2(s)) \right) Γ(r_ε(x)) + \frac{ρ_2(s)}{ε^2} \right) G(s)^2 ds.
\]
Optimizing the function $G$ in the previous theorem when $\rho_1, \rho_2, \kappa$ are constants yields:

**Corollary 2.9** Assume that the functions $\rho_1, \kappa, \rho_2$ are constant. Then, for $x \neq x_0$ not in the $d_}\varepsilon$ cut-locus of $x_0$,

$$\Delta H r_\varepsilon(x) \leq F(r_\varepsilon(x), \Gamma(r_\varepsilon)(x)),$$

where

$$F(r, \gamma) = \begin{cases} \sqrt{n\kappa_e(\gamma)} \cot(\sqrt{\frac{\kappa_e(\gamma)}{n}} r), & \text{if } \kappa_e(\gamma) > 0, \\ \frac{n}{r}, & \text{if } \kappa_e(\gamma) = 0, \\ \sqrt{n|\kappa_e(\gamma)|} \coth(\sqrt{\frac{|\kappa_e(\gamma)|}{n}} r), & \text{if } \kappa_e(\gamma) < 0, \end{cases}$$

and

$$\kappa_e(\gamma) = \left(\rho_1 - \frac{1}{\varepsilon}(\kappa + \rho_2)\right) \gamma + \frac{\rho_2}{\varepsilon}, \quad \gamma \in [0, 1].$$

In particular, since $\Gamma(r_\varepsilon)$ is always between 0 and 1, we get:

**Corollary 2.10** Assume that the functions $\rho_1, \kappa, \rho_2$ are constant. Denote

$$\kappa_e = \min\left(\rho_1 - \frac{\kappa}{\varepsilon}, \frac{\rho_2}{\varepsilon}\right),$$

For $x \neq x_0 \in \mathbb{M}$, not in the $d_\varepsilon$ cut-locus of $x_0$

$$\Delta H r_\varepsilon(x) \leq \begin{cases} \sqrt{n\kappa_e} \cot(\sqrt{\frac{\kappa_e}{n}} r_\varepsilon(x)), & \text{if } \kappa_e > 0, \\ \frac{n}{r_\varepsilon(x)}, & \text{if } \kappa_e = 0, \\ \sqrt{n|\kappa_e|} \coth(\sqrt{\frac{|\kappa_e|}{n}} r_\varepsilon(x)), & \text{if } \kappa_e < 0. \end{cases} \quad (2.9)$$

We conclude this section with two easy corollaries from our horizontal Laplacian comparison theorem.

**Corollary 2.11** (Injectivity radius estimate) Assume that the functions $\rho_1, \kappa, \rho_2$ are constant with $\rho_2 > 0$. Then, for $x_0 \in \mathbb{M}$ the $d_\varepsilon$ distance of $x_0$ to its cut-locus is less than $\pi \sqrt{\frac{n\varepsilon}{\rho_2}}$.

**Proof** Let $x_0 \in \mathbb{M}$. Let us denote by $\mathcal{L}_{x_0}$ the leaf going through $x_0$ and consider a $g_\varepsilon$ length parametrized geodesic $\gamma$ in $\mathcal{L}_{x_0}$ such that $\gamma(0) = x_0$. From Corollary 2.9 one has

$$\Delta H r_\varepsilon(\gamma(s)) \leq \sqrt{\frac{n\rho_2}{\varepsilon}} \cot\left(\sqrt{\frac{\rho_2}{n\varepsilon}} s\right).$$

One deduces that

$$\lim_{s \to \pi \sqrt{\frac{n\varepsilon}{\rho_2}}} \Delta H r_\varepsilon(\gamma(s)) = -\infty.$$ 

Therefore, $r_\varepsilon(\gamma(s))$ can not be differentiable at $s = \pi \sqrt{\frac{n\varepsilon}{\rho_2}}$. We deduce that the $d_\varepsilon$ distance of $x_0$ to its cut-locus is less than $\pi \sqrt{\frac{n\varepsilon}{\rho_2}}$. \square

**Remark 2.12** A first version of this theorem is proved in [11] in the case where the foliation is the Reeb foliation of a Sasakian manifold (in that case $\rho_2 = \frac{n}{4}$).
Corollary 2.13 (Bonnet–Myers type theorem) Assume that the functions $\rho_1, \kappa, \rho_2$ are constant with $\rho_1, \rho_2 > 0$, then $\mathbb{M}$ is compact. Moreover, for $\varepsilon > \frac{\kappa}{\rho_1}$,

$$\text{diam}(\mathbb{M}, d_\varepsilon) \leq \pi \sqrt{\frac{n}{\kappa_\varepsilon}},$$

where

$$\kappa_\varepsilon = \min \left( \frac{\rho_1 - \kappa}{\varepsilon}, \frac{\rho_2}{\varepsilon} \right).$$

Proof Let $x_0 \in \mathbb{M}$ and $\varepsilon > \frac{\kappa}{\rho_1}$. From Corollary 2.10, one has for $x \neq x_0$, not in the $d_\varepsilon$ cut-locus of $x_0$

$$\Delta^\varepsilon r_\varepsilon(x) \leq \sqrt{n\kappa_\varepsilon} \cot \left( \sqrt{\frac{\kappa_\varepsilon}{n}} r_\varepsilon(x) \right).$$

We deduce from Calabi’s lemma that any point $x$ such that $d_\varepsilon(x_0, x) \geq \pi \sqrt{\frac{n}{\kappa_\varepsilon}}$ has to be in the cut-locus of $x_0$. Let now $x \in \mathbb{M}$ arbitrary. If $x$ is not in the cut-locus of $x_0$, then $d(x_0, x) < \pi \sqrt{\frac{n}{\kappa_\varepsilon}}$. If $x$ is in the cut-locus of $x_0$ then for every $\eta > 0$ there is at least one point $y$ in the open ball with center $x$ and radius $\eta$ such that $y$ is not in the cut-locus of $x_0$. Thus $d(x_0, x) \leq \pi \sqrt{\frac{n}{\kappa_\varepsilon}} + \eta$. □

Remark 2.14 That the conditions $\rho_1 > 0$ and $\rho_2 > 0$ are sufficient for compactness of $\mathbb{M}$ was also proved in [16]. By using heat equation methods, the first Bonnet–Myers theorem in this situation was obtained, which also prove that the sub-Riemannian diameter of $\mathbb{M}$ satisfies the bound

$$\text{diam}(\mathbb{M}, d_0) \leq 2\sqrt{3\pi} \sqrt{\frac{\kappa + \rho_2}{\rho_1\rho_2} \left( 1 + \frac{3\kappa}{2\rho_2} \right)} n.$$

2.5 Vertical Laplacian comparison theorem

Let $x_0 \in \mathbb{M}$ be fixed and, as before, for $\varepsilon > 0$ denote

$$r_\varepsilon(x) = d_\varepsilon(x_0, x).$$

We assume that globally on $\mathbb{M}$, for every $Z \in \Gamma^\infty(V)$,

$$\text{Ric}_V(Z, Z) \geq \rho_3(r_\varepsilon) \|Z\|_V^2,$$

where $\text{Ric}_V$ is the vertical Ricci curvature of the Bott connection (this is also the Ricci curvature of the leaves of the foliation as sub-manifolds of $(\mathbb{M}, g)$), and where $\rho_3$ is some continuous function.

Theorem 2.15 Let $x \in \mathbb{M}$, $x \neq x_0$, not in the $d_\varepsilon$ cut-locus of $x_0$. Let $G : [0, r_\varepsilon(x)] \to \mathbb{R}_{\geq 0}$ be a differentiable function which is positive on $(0, r_\varepsilon(x))$ and such that $G(0) = 0$. We have

$$\Delta^\varepsilon r_\varepsilon(x) \leq \frac{1}{G(r_\varepsilon(x))^2} \int_0^{r_\varepsilon(x)} \left( \frac{m}{\varepsilon} G'(s)^2 - \rho_3(s)\varepsilon \Gamma^V(r_\varepsilon(x))G(s)^2 \right) ds.$$

The proof is similar to that of Theorem 2.7. As an immediate corollary we deduce:
Corollary 2.16 Assume that the function $\rho_3$ is constant. Then, for $x \neq x_0$ not in the cut-locus of $x_0$,

$$\Delta_\mathcal{V} r_\varepsilon(x) \leq F(r_\varepsilon(x), \Gamma^\mathcal{V}(r_\varepsilon)(x))$$

where

$$F(r_\varepsilon, \Gamma^\mathcal{V}(r_\varepsilon)) = \begin{cases} 
\sqrt{m_1 \rho_3 \Gamma^\mathcal{V}(r_\varepsilon)} \cot \left( \sqrt{\frac{\rho_3 \varepsilon}{m}} \right), & \text{if } \rho_3 > 0, \\
\frac{m}{\varepsilon r_\varepsilon}, & \text{if } \rho_3 = 0, \\
\sqrt{-m_1 \rho_3 \Gamma^\mathcal{V}(r_\varepsilon)} \coth \left( \sqrt{\frac{\rho_3 \varepsilon}{m}} \right), & \text{if } \rho_3 < 0.
\end{cases}$$

2.6 Horizontal and vertical Bochner formulas and Laplacian comparison theorems

It is well-known that on Riemannian manifolds the Laplacian comparison theorem may also be obtained as a consequence of the Bochner formula. In this section, we show that Theorems 2.7 and 2.15 may also be obtained as a consequence of Bochner type identities. The methods developed in the previous sections are more powerful to understand second derivatives of the distance functions (see Sect. 3), but using Bochner type identities and the resulting curvature dimension estimates has the advantage to be applicable in more general situations (see [16,26,27] for the general framework on curvature dimension inequalities).

We first recall the horizontal and vertical Bochner identities that were respectively proved in [14,19] (see also [26,27] for generalizations going beyond the foliation case).

Theorem 2.17 (Horizontal and vertical Bochner identities) For $f \in C^\infty(\mathbb{M})$, one has

$$\frac{1}{2} \Delta_\mathcal{H} \|df\|^2 - \langle d \Delta_\mathcal{H} f, df \rangle = \|\nabla^{\varepsilon}_H df\|^2 + \langle \text{Ric}_H(df), df \rangle + \frac{1}{\varepsilon} \langle J^2(df), df \rangle,$$

and

$$\frac{1}{2} \Delta_\mathcal{V} \|df\|^2 - \langle d \Delta_\mathcal{V} f, df \rangle = \|\nabla^{\varepsilon}_{H^\mathcal{V}} f\|^2 + \varepsilon \|\nabla^{\varepsilon}_{V^\mathcal{V}} f\|^2 + \varepsilon \langle \text{Ric}_V(df), df \rangle.$$

Proof The first identity is Theorem 3.1 in [19]. The second identity may be derived from Proposition 2.2 in [14].}

Those two Bochner formulas may be used to prove general curvature dimension estimates respectively for the horizontal and vertical Laplacian.

We introduce the following operators defined for $f, g \in C^\infty(\mathbb{M})$,

$$\Gamma(f, g) = \frac{1}{2}(\Delta_\mathcal{H}(fg) - g \Delta_\mathcal{H} f - f \Delta_\mathcal{H} g) = \langle \nabla_\mathcal{H} f, \nabla_\mathcal{H} g \rangle_{\mathcal{H}},$$

$$\Gamma^\mathcal{V}(f, g) = \langle \nabla^\mathcal{V} f, \nabla^\mathcal{V} g \rangle_{\mathcal{V}},$$

and their iterations which are defined by

$$\Gamma_2^{\mathcal{H}}(f, g) = \frac{1}{2}(\Delta_\mathcal{H}(\Gamma(f, g)) - \Gamma(g, \Delta_\mathcal{H} f) - \Gamma(f, \Delta_\mathcal{H} g)),$$

$$\Gamma_2^{\mathcal{H}, \mathcal{V}}(f, g) = \frac{1}{2}(\Delta_\mathcal{H}(\Gamma^\mathcal{V}(f, g)) - \Gamma^\mathcal{V}(g, \Delta_\mathcal{H} f) - \Gamma^\mathcal{V}(f, \Delta_\mathcal{H} g)),$$

$$\Gamma_2^{\mathcal{V}, \mathcal{H}}(f, g) = \frac{1}{2}(\Delta_\mathcal{V}(\Gamma(f, g)) - \Gamma(g, \Delta_\mathcal{V} f) - \Gamma(f, \Delta_\mathcal{V} g))$$

\(\square\) Springer
and
\[ \Gamma^V_2(f, g) = \frac{1}{2}(\Delta_V(\Gamma^V(f, g)) - \Gamma^V(g, \Delta_V f) - \Gamma^V(f, \Delta_V g)) \]

As a straightforward consequence of Theorem 2.17, we obtain the following generalized curvature dimension inequalities for the horizontal and vertical Laplacians.

**Theorem 2.18**  
1. Assume that globally on \( M, \) for every \( X \in \Gamma^\infty(\mathcal{H}) \) and \( Z \in \Gamma^\infty(\mathcal{V}) \),

\[
\text{Ric}_\mathcal{H}(X, X) \geq \rho_1(r_\varepsilon) \|X\|_{\mathcal{H}}^2, \quad -(J^2X, X)_\mathcal{H} \leq \kappa(r_\varepsilon) \|X\|_{\mathcal{H}}^2, \\
-\frac{1}{4} \text{Tr}\_\mathcal{H}(J^2_Z) \geq \rho_2(r_\varepsilon) \|Z\|_{\mathcal{V}}^2,
\]

for some continuous functions \( \rho_1, \rho_2, \kappa. \) For every \( f \in C^\infty(M) \), one has

\[
\Gamma^\mathcal{H}_2(f, f) + \varepsilon \Gamma^\mathcal{V}_2(f, f) \geq \frac{1}{n}(\Delta_\mathcal{H} f)^2 + \left( \rho_1(r_\varepsilon) - \frac{\kappa(r_\varepsilon)}{\varepsilon} \right) \Gamma(f, f) + \rho_2(r_\varepsilon) \Gamma^V(f, f).
\]

2. Assume that globally on \( M, \) for every \( Z \in \Gamma^\infty(\mathcal{V}) \),

\[
\text{Ric}_\mathcal{V}(Z, Z) \geq \rho_3(r_\varepsilon) \|Z\|_{\mathcal{V}}^2,
\]

for some continuous functions \( \rho_3. \) For every \( f \in C^\infty(M) \) one has

\[
\Gamma^\mathcal{V}_2,\mathcal{H}(f, f) + \varepsilon \Gamma^\mathcal{V}_2(f, f) \geq \frac{\varepsilon}{m}(\Delta_\mathcal{V} f)^2 + \varepsilon \rho_3(r_\varepsilon) \Gamma^\mathcal{V}(f, f).
\]

**Proof** The proof of 1. follows from

\[
\|\nabla^\varepsilon df\|^2 \geq \|\nabla^\mathcal{H}_f f\|^2 - \frac{1}{4} \text{Tr}\_\mathcal{H}(J^2_{df}) \geq \frac{1}{n}(\Delta_\mathcal{H} f)^2 + \rho_2(r_\varepsilon) \Gamma^\mathcal{V}(f, f),
\]

where we refer to the proof of Theorem 3.1 in [19] for the details. The proof of 2. is immediate. \( \square \)

For an alternative proof of Theorems 2.7 and 2.15, we shall need the easily proved following lemma.

**Lemma 2.19** We have

\[
\lim_{x \to x_0} r_\varepsilon(x)^2 \Delta_\mathcal{H} r_\varepsilon(x) = \lim_{x \to x_0} r_\varepsilon(x)^2 \Delta_\mathcal{V} r_\varepsilon(x) = 0.
\]

We are now in position to give a second proof of Theorem 2.7.

**Proof** (Second proof of Theorem 2.7) Let \( \gamma(t), 0 \leq t \leq r_\varepsilon(x), \) be the unique length parametrized \( g_\varepsilon \)-geodesic between \( x_0 \) and \( x \). We denote

\[
\phi(t) = \Delta_\mathcal{H} r_\varepsilon(\gamma(t)), \quad 0 < t \leq r_\varepsilon(x).
\]

From Theorem 2.18, we get the differential inequality

\[
-\phi'(t) \geq \frac{1}{n}(\phi(t))^2 + \left( \rho_1(t) - \frac{\kappa(t)}{\varepsilon} \right) \Gamma(r_\varepsilon)(x) + \rho_2(t) \Gamma^\mathcal{V}(r_\varepsilon)(x), \tag{2.10}
\]

\( \square \)
because $\Gamma(r_\varepsilon)$ and $\Gamma^\nabla(r_\varepsilon)$ are constants along $\gamma$. We now notice the lower bound
\[
\frac{1}{n}(\phi(t))^2 \geq 2 \frac{G'(t)}{G(t)} \phi(t) - n \frac{G'(t)^2}{G(t)^2}.
\]
Using this lower bound in (2.10), multiplying by $G(t)^2$, and integrating from 0 to $r_\varepsilon(x)$ yields the expected result thanks to lemma 2.19. □

The second proof of Theorem 2.15 is identical.

### 3 Horizontal and vertical Hessian and Laplacian comparison theorems on Sasakian foliations

It is remarkable that Theorem 2.7 does not require any assumption on the dimension or curvature of the vertical bundle. However, when $\varepsilon$ goes to 0 the upper bound for $\Delta_{\mathcal{H}}r_\varepsilon$ blows up to $\infty$, whereas it is known that in some situations one may expect a horizontal Laplacian comparison theorem for the sub-Riemannian distance $d_0$. Indeed, for instance in the 3-dimensional Heisenberg group it is known that in the distributional sense
\[
\Delta_{\mathcal{H}}r_0 \leq \frac{4}{r_0}
\]
where $r_0$ is the distance to a fixed point, and the constant 4 is sharp. This horizontal Laplacian comparison theorem for the sub-Riemannian distance has been first generalized in 3-dimensional Sasakian manifolds by Agrachev and Lee [2]. See also a version proved in higher dimensional Sasakian manifolds by Lee and Li [32].

Inspired by some of the results in [30,38], we prove in this section that for Sasakian manifolds, a comparison theorem for the sub-Riemannian distance may be obtained as a limit when $\varepsilon \to 0$ of a comparison theorem for the distances $r_\varepsilon$. With respect to [2,30,32], we obtain an explicit and simple upper bound for $\Delta_{\mathcal{H}}r_\varepsilon$ which is sharp when $\varepsilon \to 0$, and in our opinion the method and computations are more straightforward and shorter. Our method has also the advantage to easily yield a Hessian comparison theorem for the distance $r_\varepsilon$, $\varepsilon > 0$ (such Hessian comparison theorem is not explicitly worked out in [32]) and a vertical Laplacian comparison theorem (see Theorem 3.9).

We now describe the setting of Sasakian manifolds (see [21] for further details about Sasakian geometry). Let $(\mathbb{M}, \theta, g)$ be a complete K-contact Riemannian manifold with Reeb vector field $S$. The Bott connection coincides with the Tanno’s connection that was introduced in [45] and which is the unique connection that satisfies:

1. $\nabla\theta = 0$;
2. $\nabla S = 0$;
3. $\nabla g = 0$;
4. $T(X, Y) = d\theta(X, Y)S$ for any $X, Y \in \Gamma^\infty(\mathcal{H})$;
5. $T(S, X) = 0$ for any vector field $X \in \Gamma^\infty(\mathcal{H})$.

It is easy to see that the Reeb foliation is of Yang–Mills type if and only if $\delta_{\mathcal{H}}d\theta = 0$. Equivalently, if we introduce an operator $J := J_S$, this condition writes $\delta_{\mathcal{H}}J = 0$. If $\mathbb{M}$ is a strongly pseudo convex CR manifold with pseudo-Hermitian form $\theta$, then the Tanno’s connection is the Tanaka–Webster connection. In that case, we have then $\nabla J = 0$ (see [24]) and thus $\delta_{\mathcal{H}}J = 0$. CR manifold of K-contact type are called Sasakian manifolds (see [24]). Thus, the Reeb foliation on any Sasakian manifold is of Yang–Mills type.
Throughout the section, we assume that the Riemannian foliation on $\mathbb{M}$ is the Reeb foliation of a Sasakian structure. The Reeb vector field on $\mathbb{M}$ will be denoted by $S$ and the complex structure by $J$. The torsion of the Bott connection is then

$$T(X, Y) = \langle JX, Y \rangle_{\mathcal{H}} S.$$  

Therefore with the previous notations, one has

$$J_Z X = \langle Z, S \rangle JX.$$  

In this setting, the formula (2.6) for the curvature of the adjoint connection greatly simplifies:

$$\hat{R}^\epsilon(X, Y)Z = R(X, Y)Z + \frac{1}{\epsilon} J_{T(X, Y)Z} = R(X, Y)Z + \frac{1}{\epsilon} \langle JX, Y \rangle_{\mathcal{H}} Z.$$  

In a Sasakian space, for every non-vanishing horizontal vector field $X$, $T^1\mathbb{M}$ is always generated by $[X, \mathcal{H}]$ and $\mathcal{H}$. Therefore the sub-Riemannian structure on a Sasakian foliation is fat (see [41] for a detailed discussion of such structures). In particular all sub-Riemannian geodesics are normal and from Corollary 6.1 in [39], for every $x \in \mathcal{M}$, the distance function $x \to r_0(x)$ is locally semi-concave in $\mathbb{M} \setminus \{x_0\}$. In particular, it is twice differentiable almost everywhere. Also, from Corollary 32 in [9], $x \neq x_0$ is in $\text{Cut}_0(x_0)$ if and only if $r_0$ fails to be semi-convex at $x$. Therefore, $\text{Cut}_0(x_0)$ has $\mu$ measure 0. Finally, at any point $x$ for which the function $x \to r_0(x)$ is differentiable, there exists a unique length minimizing sub-Riemannian geodesic and this geodesic is normal.

We now introduce the relevant tensors to state the horizontal Laplacian comparison theorem. We first define a symmetric two-tensor $K_{\mathcal{H},J}$ such that for a horizontal vector field $X \in \Gamma^\infty(\mathcal{H})$,

$$K_{\mathcal{H},J}(X, X) = \frac{1}{\|X\|_{\mathcal{H}}^2} \langle R(X, JX)JX, X \rangle_{\mathcal{H}},$$

at points where $X$ does not vanish. The quantity $K_{\mathcal{H},J}$ is sometimes called the pseudo-Hermitian sectional curvature of the Sasakian manifold (see [10] for a geometric interpretation). It can be seen as the CR analog of the holomorphic sectional curvature of a Kähler manifold. We will also denote

$$\text{Ric}_{\mathcal{H},J}(X, X) = \text{Ric}_{\mathcal{H}}(X, X) - K_{\mathcal{H},J}(X, X).$$

Recall that for an $n$-dimensional Riemannian manifold with Ricci curvature bounded from below by $(n-1)k$, the usual Laplacian comparison theorem states that $\Delta r \leq (n-1)F_{\text{Ric}}(r, k)$ where

$$F_{\text{Ric}}(r, k) = \begin{cases} \sqrt{k} \cot \sqrt{k}r & \text{if } k > 0, \\ \frac{1}{r} & \text{if } k = 0, \\ \frac{1}{k} \coth \frac{1}{k}r & \text{if } k < 0. \end{cases}$$

Furthermore, for 3-dimensional Sasakian manifolds with $K_{\mathcal{H},J} \geq k$ on horizontal vectors, we have the mentioned sharp inequality $\Delta_{\mathcal{H}}r \leq F_{\text{Sas}}(r, k)$ of [2], where

$$F_{\text{Sas}}(r, k) = \begin{cases} \frac{\sqrt{k} \sin \sqrt{k}r - \sqrt{k}r \cos \sqrt{k}r}{2 - \cos \sqrt{k}r \sin \sqrt{k}r} & \text{if } k > 0, \\ \frac{2}{r} & \text{if } k = 0, \\ \frac{\sqrt{|k|} \sqrt{|k|}r \cosh \sqrt{|k|}r - \sinh \sqrt{|k|}r}{2 - \cosh \sqrt{|k|}r + \sqrt{|k|}r \sin \sqrt{|k|}r} & \text{if } k < 0. \end{cases}$$
We generalize this result to arbitrary dimensions in our main result.

**Theorem 3.1** (Horizontal Laplacian comparison theorem) Let \((M, F, g)\) be a Sasakian foliation with sub-Riemannian distance \(d_0\). Define \(r_0(x) = d(x_0, x)\). Assume that for some \(k_1, k_2 \in \mathbb{R}\)

\[
K_{\mathcal{H}, J}(v, v) \geq k_1, \quad \text{Ric}_{\mathcal{H}, J}^\perp(v, v) \geq (n - 2)k_2, \quad v \in \mathcal{H}, \|v\|_g = 1.
\]

Then outside of the \(d_0\) cut-locus of \(x_0\) and globally on \(M\) in the sense of distributions,

\[
\Delta_{\mathcal{H}} r_0 \leq F_{\text{Sas}}(r_0, k_1) + (n - 2)F_{\text{Rie}}(r_0, k_2).
\]

It is known that the holomorphic sectional curvature determines the whole curvature tensor, however there exist explicit examples of manifolds with positive holomorphic sectional curvature without any metric of positive Ricci curvature (see [29]). As a consequence it is likely that there exist examples for which \(k_1\) and \(k_2\) do not have the same sign.

Theorem 3.1 will be proved in the next sections. As a by-product of the proof of this theorem, we first point out a straightforward corollary.

**Theorem 3.2** (Sub-Riemannian Bonnet–Myers theorems) Let \((M, F, g)\) be a Sasakian foliation.

1. Assume that for some \(k_1 > 0\), we have

\[
K_{\mathcal{H}, J}(v, v) \geq k_1, \quad v \in \mathcal{H}, \|v\|_g = 1.
\]

Then \(M\) is compact, the fundamental group \(\pi_1(M)\) is finite and

\[
\text{diam}(M, d_0) \leq \frac{2\pi}{\sqrt{k_1}}.
\]

2. Assume \(n > 2\) and that for some \(k_2 > 0\), we have

\[
\text{Ric}_{\mathcal{H}, J}^\perp(v, v) \geq (n - 2)k_2, \quad v \in \mathcal{H}, \|v\|_g = 1.
\]

Then \(M\) is compact, the fundamental group \(\pi_1(M)\) is finite and

\[
\text{diam}(M, d_0) \leq \frac{\pi}{\sqrt{k_2}}.
\]

**Remark 3.3** The same Bonnet–Myers type theorems with identical assumptions were obtained in [5] (see Corollaries 5.6, 5.8) by completely different methods. As observed in [5], the diameter upper bounds are sharp in the case of the Hopf fibration \(S^1 \to S^{2n+1} \to \mathbb{C}P^n\) (the sub-Riemannian diameter is \(\pi\) in that case).

### 3.1 The curvature tensor on Sasakian manifolds

The following lemma will be useful:

**Lemma 3.4** Let \((M, F, g)\) be a Sasakian foliation. Then, for all \(X, Y \in \Gamma^\infty(M)\),

\[
\langle R(X, Y)Y, X \rangle_{g_e} = \langle R(X_{\mathcal{H}, Y_{\mathcal{H}}}, Y_{\mathcal{H}})Y_{\mathcal{H}}, X_{\mathcal{H}} \rangle_{\mathcal{H}}.
\]

\(\text{ Springer} \)
Proof Observe first that from the first Bianchi identity, with \( \circ \) denoting the cyclic sum, we have
\[
\circ R(X, Y)Z = \circ T(T(X, Y), Z) + \circ (\nabla_X T)(Y, Z) = 0.
\]
The fact that \( \nabla \) preserves the metric, gives us \( \langle R(\cdot, \cdot)v, v \rangle_{g_e} = 0 \). Hence, as \( \nabla \) also preserves both subbundles \( \mathcal{H} \) and \( \mathcal{V} \), one obtains
\[
\langle R(X, Y)Y, X \rangle_{g_e} - \langle R(X_\mathcal{H}, Y_\mathcal{H})Y_\mathcal{H}, X_\mathcal{H} \rangle_{g_e}
= \langle R(X_\mathcal{H}, Y_\mathcal{H})Y_\mathcal{H}, X_\mathcal{H} \rangle_{g_e} + \langle R(X_\mathcal{V}, Y_\mathcal{H})Y_\mathcal{H}, X_\mathcal{H} \rangle_{g_e}
+ \langle R(X_\mathcal{H}, Y_\mathcal{H})Y_\mathcal{V}, X_\mathcal{V} \rangle_{g_e} + \langle R(X_\mathcal{V}, Y_\mathcal{V})Y_\mathcal{H}, X_\mathcal{V} \rangle_{g_e}
= \langle \circ R(X_\mathcal{H}, Y_\mathcal{H})Y_\mathcal{H}, X_\mathcal{H} \rangle_{g_e} - \langle Y_\mathcal{H}, \circ R(X_\mathcal{V}, Y_\mathcal{H})X_\mathcal{H} \rangle_{g_e} + \langle \circ R(X_\mathcal{V}, Y_\mathcal{H})Y_\mathcal{H}, X_\mathcal{H} \rangle_{g_e}
+ \langle Y_\mathcal{H}, \circ R(X_\mathcal{H}, Y_\mathcal{V})X_\mathcal{V} \rangle_{g_e}
+ \langle \circ R(X_\mathcal{V}, Y_\mathcal{H})Y_\mathcal{V}, X_\mathcal{V} \rangle_{g_e} + \langle R(X_\mathcal{V}, Y_\mathcal{V})Y_\mathcal{V}, X_\mathcal{V} \rangle_{g_e}
= \langle R(X_\mathcal{V}, Y_\mathcal{H})Y_\mathcal{V}, X_\mathcal{V} \rangle_{g_e} = 0,
\]
where in the last equality we used the fact that the leaves are one-dimensional. \( \square \)

3.2 Horizontal Hessian comparison theorem

Throughout this section, we will rely on the following functions. For \( r, \mu \in \mathbb{R} \), we define
\[
\phi_\mu(r) = \begin{cases} 
\sinh \sqrt{\mu r} & \text{if } \mu > 0, \\
r & \text{if } \mu = 0, \\
\sinh \frac{\sqrt{\mu r}}{\sqrt{|\mu|}} & \text{if } \mu < 0,
\end{cases}
\]
and
\[
\psi_\mu(r) = \begin{cases} 
\sinh \frac{\sqrt{\mu r} - \sqrt{\mu r}}{\mu^{3/2}} & \text{if } \mu > 0, \\
\frac{1}{6} r^3 \frac{\sqrt{|\mu|} - \sin \sqrt{|\mu|}}{\sqrt{|\mu|}^{3/2}} & \text{if } \mu = 0, \\
\frac{1}{|\mu|^{3/2}} \left( \frac{1}{r} \tan \sqrt{|\mu|} r - \sqrt{|\mu|} \right) & \text{if } \mu < 0.
\end{cases}
\]
Notice that \( \psi_\mu(r) = \int_0^r \int_0^{s_2} \phi_\mu(s_1) \, ds_1 \, ds_2 \). We finally introduce the following function:
\[
\Psi_\mu(r) = \begin{cases} 
\frac{1}{\mu^{3/2}} \left( \sqrt{\mu} - \frac{1}{r} \tanh \sqrt{\mu r} \right) & \text{if } \mu > 0, \\
\frac{1}{r^2} & \text{if } \mu = 0, \\
\frac{1}{|\mu|^{3/2}} \left( \frac{1}{r} \tan \sqrt{|\mu|} r - \sqrt{|\mu|} \right) & \text{if } \mu < 0.
\end{cases}
\]
Using trigonometric and hyperbolic identities, we can verify that
\[
F_{\text{Rie}}(r, k) = \frac{\phi'_{-k}(r)}{\phi_{-k}(r)}, \quad F_{\text{Sas}}(r, k) = \frac{\phi'_{-k}(r)}{\phi_{-k}(r)} \Psi_{-k}(r/2). \tag{3.1}
\]
As before, let \( x_0 \in \mathbb{M} \) be fixed and for \( \epsilon \geq 0 \) denote
\[
r_\epsilon(x) = d_\epsilon(x_0, x).
\]
If \( v \in \mathcal{H}_\epsilon \) is a non-zero vector, we define the space \( \mathcal{L}_f(v) \) to be the subspace of \( \mathcal{H}_\epsilon \) orthogonal to \( v \) and \( J_\epsilon v \). Observe that \( \dim \mathcal{L}_f(v) = n - 2 \) and that \( u \in \mathcal{L}_f(v) \) if and only if it is orthogonal to \( u \) and satisfies \( T(u, v) = 0 \). Theorem 3.1 will be proved as a consequence of the following horizontal Hessian comparison theorem.

Theorem 3.5 (Horizontal Hessian comparison theorem) Let \( (\mathbb{M}, \mathcal{F}, g) \) be a Sasakian foliation. Let \( k_1, k_2 \in \mathbb{R} \) and \( \epsilon > 0 \). Let \( x \neq x_0 \) be a point that is not in the \( g_\epsilon \) cut-locus of \( x_0 \).
1. If \( \| \nabla H r_{\varepsilon}(x) \|_g^2 > 0 \), then
\[
\nabla^2 H r_{\varepsilon}(\nabla H r_{\varepsilon}(x), \nabla H r_{\varepsilon}(x)) \leq \frac{\min(\| \nabla H r_{\varepsilon}(x) \|_g^2, 1 - \| \nabla H r_{\varepsilon}(x) \|_g^2)}{r_{\varepsilon}(x)}.
\]

2. Assume that \( \| \nabla H r_{\varepsilon}(x) \|_g^2 > 0 \) and that for every local vector field \( X \in \Gamma^\infty(\mathcal{H}) \), \( \| X \|_\mathcal{H} = 1 \),
\[
(R(X, JX)JX, X)_{\mathcal{H}} \geq k_1.
\]

Then,
\[
\frac{1}{\lambda_{\varepsilon}} \nabla^2 r_{\varepsilon}(J\nabla H r_{\varepsilon}(x), J\nabla H r_{\varepsilon}(x)) \leq \frac{\phi'_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon})}{\phi_{-\lambda_{\varepsilon}k_2}(r_{\varepsilon})} \leq \lambda_{\varepsilon} \Psi_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon}) + \varepsilon
\]
where \( \lambda_{\varepsilon} = \| \nabla H r_{\varepsilon}(x) \|_g^2 \).

3. Assume that \( \| \nabla H r_{\varepsilon}(x) \|_g^2 > 0 \) and that for all local vector fields \( X, Y \in \Gamma^\infty(\mathcal{H}) \), \( \| X \|_g = \| Y \|_g = 1 \), and \( Y \in \mathcal{L}_J(X) \),
\[
(R(X, Y)Y, X)_{\mathcal{H}} \geq k_2.
\]

Then, for any horizontal unit vector \( v \in \mathcal{L}_J(\nabla H r_{\varepsilon}(x)) \),
\[
\nabla^2 r_{\varepsilon}(v, v) \leq \frac{\phi'_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon})}{\phi_{-\lambda_{\varepsilon}k_2}(r_{\varepsilon})}
\]
where \( \lambda_{\varepsilon} = \| \nabla H r_{\varepsilon}(x) \|_g^2 \).

4. If \( \nabla H r_{\varepsilon}(x) = 0 \), then \( \nabla^2 r_{\varepsilon}(v, v) \leq \frac{1}{2} \frac{\phi'_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon}/2)}{\phi_{-\lambda_{\varepsilon}k_2}(r_{\varepsilon}/2)} \) for any unit \( v \in \mathcal{H}_x \).

**Remark 3.6** Observe that the set of \( x \in M \) such that \( \nabla H r_{\varepsilon}(x) = 0 \) is a bounded set of measure zero included in the leaf passing through \( x_0 \).

**Proof** In the proof, to simplify notations, we often simply write \( r = r_{\varepsilon}(x) \) and \( \lambda = \| \nabla H r_{\varepsilon}(x) \|_g^2 \). For any vector field \( Y \) along a geodesic \( \gamma \), we will use \( Y' \) for the covariant derivative with respect to the adjoint connection \( \hat{\nabla}_{\gamma'}^{\varepsilon} \) and we identify vectors and their corresponding parallel vector field along \( \gamma \).

1. From the index lemma, one has
\[
\nabla^2 H r_{\varepsilon}(\nabla H r_{\varepsilon}, \nabla H r_{\varepsilon}) \leq I_{\varepsilon}(\gamma, X, X)
\]
where \( \gamma \) is the unique length parametrized geodesic connecting \( x_0 \) to \( x \) and \( X = \frac{\gamma'}{r_{\varepsilon}} \). An immediate computation gives
\[
I_{\varepsilon}(\gamma, X, X) = \frac{\Gamma(r_{\varepsilon})}{r_{\varepsilon}}.
\]
Therefore
\[
\nabla^2 H r_{\varepsilon}(\nabla H r_{\varepsilon}, \nabla H r_{\varepsilon}) \leq \frac{\Gamma(r_{\varepsilon})}{r_{\varepsilon}}.
\]

We now observe that
\[
\| \nabla H r_{\varepsilon} \|^2_{\mathcal{H}} + \varepsilon \| \nabla H r_{\varepsilon} \|^2_{\mathcal{V}} = 1.
\]
As a consequence
\[ \nabla_{\mathcal{H}} \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2 + \varepsilon \nabla_{\mathcal{V}} \| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2 = 0 \]
and
\[ \nabla_{\mathcal{V}} \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2 + \varepsilon \nabla_{\mathcal{V}} \| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2 = 0. \]

From the first equality we deduce
\[ (\nabla_{\mathcal{H}} \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2, \nabla_{\mathcal{H}} r_{\varepsilon})_{\mathcal{H}} + \varepsilon (\nabla_{\mathcal{H}} \| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2, \nabla_{\mathcal{H}} r_{\varepsilon}) = 0, \]
and therefore,
\[ \nabla_{\mathcal{H}}^2 r_{\varepsilon}(\nabla_{\mathcal{H}} r_{\varepsilon}, \nabla_{\mathcal{H}} r_{\varepsilon}) + \varepsilon \nabla_{\mathcal{H}, \mathcal{V}} r_{\varepsilon}(\nabla_{\mathcal{V}} r_{\varepsilon}, \nabla_{\mathcal{V}} r_{\varepsilon}) = 0. \]

Similarly, from the second equality we have
\[ \nabla_{\mathcal{V}}^2 r_{\varepsilon}(\nabla_{\mathcal{V}} r_{\varepsilon}, \nabla_{\mathcal{V}} r_{\varepsilon}) + \varepsilon \nabla_{\mathcal{V}}^2 r_{\varepsilon}(\nabla_{\mathcal{V}} r_{\varepsilon}, \nabla_{\mathcal{V}} r_{\varepsilon}) = 0. \]

Since the Sasakian foliation is totally geodesic, it is easy to check that \( \nabla_{\mathcal{V}}^2 = \nabla_{\mathcal{H}}^2 \) (see [14]). Consequently,
\[ \nabla_{\mathcal{H}}^2 r_{\varepsilon}(\nabla_{\mathcal{H}} r_{\varepsilon}, \nabla_{\mathcal{H}} r_{\varepsilon}) = \varepsilon \nabla_{\mathcal{V}}^2 r_{\varepsilon}(\nabla_{\mathcal{V}} r_{\varepsilon}, \nabla_{\mathcal{V}} r_{\varepsilon}). \]

From the vertical index form in Proposition 2.4 one has
\[ \nabla_{\mathcal{V}}^2 r_{\varepsilon}(\nabla_{\mathcal{V}} r_{\varepsilon}, \nabla_{\mathcal{V}} r_{\varepsilon}) \leq \frac{\| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2}{\varepsilon r_{\varepsilon}}. \]

This yields
\[ \nabla_{\mathcal{H}}^2 r_{\varepsilon}(\nabla_{\mathcal{H}} r_{\varepsilon}, \nabla_{\mathcal{H}} r_{\varepsilon}) \leq \varepsilon \frac{\| \nabla_{\mathcal{V}} r_{\varepsilon} \|_{\mathcal{V}}^2}{r_{\varepsilon}} = \frac{1 - \| \nabla_{\mathcal{H}} r_{\varepsilon} \|_{\mathcal{H}}^2}{r_{\varepsilon}} = 1 - \Gamma(r_{\varepsilon}). \]

2. The proof of 2. is the most difficult. The idea is to use an almost Jacobi field based on the computations of “Appendix 2” (to which we refer for further details). Let \( \gamma \) be the unit speed geodesic joining \( x_0 \) and \( x \). Define
\[ C_{\varepsilon} = \lambda \left( \psi_{-\lambda k_1}(r)^2 - \psi_{-\lambda} z k_1(r) \psi_{-\lambda} z k_1(r) + \varepsilon r \psi_{-\lambda} z k_1(r) \right), \]
\[ G_{\varepsilon}(t) = \frac{1}{C_{\varepsilon}} \left( \psi_{-\lambda k_1}(r) \psi_{-\lambda k_1}(t) + \left( \varepsilon r - \psi_{-\lambda} k_1(r) \right) \psi_{-\lambda k_1}(t) \right) \]
and
\[ Y(t) = \frac{1}{\lambda} G_{\varepsilon}(t) J_Z \gamma'_{\mathcal{H}} + (\varepsilon \psi_{-\lambda k_1}(r) t + G_{\varepsilon}(t)) S, \]
This vector field satisfies
\[ Y'' - T(\gamma', Y') + \frac{1}{\varepsilon} J_Y Y'_{\mathcal{H}} + \lambda k_1 Y_{\mathcal{H}} - \frac{1}{\varepsilon} J T(\gamma', Y) Y'_{\mathcal{H}} = 0 \]
with boundary conditions \( Y(0) = 0 \) and \( Y(r) = \frac{1}{\sqrt{\lambda}} J Y'_{\mathcal{H}} \).
Computations with the index form and Lemma 3.4 give us

\[ I_\varepsilon(Y, Y) = \int_0^r \left( Y', Y' - T(\gamma', Y) + \frac{1}{\varepsilon} J_T(Y', Y) \right) dt \]

\[ = \int_0^r \left( R(\gamma', Y) Y + \frac{1}{\varepsilon} J_Y(Y', Y) \right) dt \]

\[ = \langle Y(r), Y'(r) \rangle_{g_\varepsilon} - \frac{1}{\varepsilon} \int_0^r \langle T(Y, Y'), Y' \rangle_{g_\varepsilon} dt \]

\[ = \langle Y(r), Y'(r) \rangle_{g_\varepsilon} - \frac{1}{\varepsilon} \int_0^r \left( (R(\gamma', Y) Y, Y') - k_1 \lambda \| Y_\gamma \|_{g_\varepsilon}^2 \right) dt \]

\[ \leq \lambda G''_\varepsilon(r). \]

We finally compute

\[ \lambda G''_\varepsilon(r) = \frac{1}{C_\varepsilon} \left( \lambda \psi''_{-\lambda k_1}(r) \psi''_{-\lambda k_1}(r) - \psi''_{-\lambda k_1}(r) \psi''_{-\lambda k_1}(r) \right) + \varepsilon r \psi''_{-\lambda k_1}(r) \]

\[ = \frac{r \psi''_{-\lambda k_1}(r)}{C_\varepsilon} \left( \lambda \psi_{-\lambda k_1}(r) + \varepsilon \right). \]

From the proof of Lemma 5.1 (b), we know that \( C_\varepsilon = r \psi''_{-\lambda k_1}(r) (\lambda \psi_{-\lambda k_1}(r/2) + \varepsilon), \)

therefore we obtain that

\[ \lambda G''_\varepsilon(r) = \frac{\psi''_{-\lambda k_1}(r)}{\psi''_{-\lambda k_1}(r)} \left( \lambda \psi_{-\lambda k_1}(r) + \varepsilon \right) = \frac{\phi'_{-\lambda k_1}(r)}{\phi_{-\lambda k_1}(r)} \lambda \psi_{-\lambda k_1}(r) + \varepsilon \]

\[ = \frac{\phi'_{-\lambda k_1}(r)}{\phi_{-\lambda k_1}(r)} \lambda \psi_{-\lambda k_1}(r/2) + \varepsilon. \]

3. Let \( X \) be defined as

\[ X(t) = \frac{\phi'_{-\lambda k_2}(t)}{\phi_{-\lambda k_2}(r)} v_0. \]

Observe that since this vector field solves the equation

\[ 0 = X'' - T(\gamma', X') + \frac{1}{\varepsilon} J_T(\gamma', X') + k_2 \lambda X - \frac{1}{\varepsilon} J_\gamma(\gamma', X') \]

and satisfies \( T(\gamma', X) = 0 \), we have

\[ I_\varepsilon(X, X) \leq \langle X(r), X'(r) \rangle + \frac{1}{\varepsilon} \int_0^r \langle X(t), JX'(t) \rangle_{g_\varepsilon} dt \leq \frac{\phi'_{-k_2 \lambda}(r)}{\phi_{-k_2 \lambda}(r)}, \]

4. Define a vector field \( X \) by

\[ X(t) = \frac{1}{2 \left( 1 - \cos \frac{r}{\sqrt{\varepsilon}} \right)} \left( \left( 1 + \cos \frac{r - t}{\sqrt{\varepsilon}} - \cos \frac{r}{\sqrt{\varepsilon}} - \cos \frac{t}{\sqrt{\varepsilon}} \right) v_0 \right) \]

\[ - \left( \sin \frac{r - t}{\sqrt{\varepsilon}} - \sin \frac{r}{\sqrt{\varepsilon}} + \sin \frac{t}{\sqrt{\varepsilon}} \right) J_{\gamma'} v_0. \]
By computations similar to Lemma 5.1 (c), $X(t)$ is a Jacobi field. Hence
\[
I_\varepsilon(X, X) = (X(r), X'(r)) = \frac{\sin \frac{r}{\sqrt{\varepsilon}}}{2\sqrt{\varepsilon} \left(1 - \cos \frac{r}{\sqrt{\varepsilon}}\right)} = \frac{1}{2\sqrt{\varepsilon}} \cot \frac{r}{2\sqrt{\varepsilon}} = \frac{1}{2\varepsilon} \phi_{1/\varepsilon}(r/2).
\]

\[\square\]

### 3.3 Horizontal Laplacian comparison theorem

We now turn to the proof of Theorem 3.1. The first part of the theorem is a straightforward application of Theorem 3.5 and standard arguments, choosing an orthonormal basis at $x$:

\[
\begin{align*}
&\left\{ \frac{1}{\|\nabla_{\mathcal{H}} r_\varepsilon\|_g} \nabla_{\mathcal{H}} r_\varepsilon, \frac{1}{\|\nabla_{\mathcal{H}} r_\varepsilon\|_g} J \nabla_{\mathcal{H}} r_\varepsilon, v_1, \ldots, v_{n-2} \right\}
\end{align*}
\]

with $v_1, \ldots, v_{n-2}$ orthonormal basis of the space $\mathcal{L}_J(\nabla_{\mathcal{H}} r_\varepsilon(x))$. From this result, we obtain the following statement.

**Theorem 3.7** (Horizontal Laplacian comparison theorem for $d_\varepsilon$) *Let $(M, \mathcal{F}, g)$ be a Sasakian foliation. Let $k_1, k_2 \in \mathbb{R}$ and $\varepsilon > 0$. Assume that for every $X \in \Gamma^\infty(\mathcal{H})$, $\|X\|_g = 1$,

\[K_{\mathcal{H}, J}(v, v) \geq k_1, \quad \text{Ric}_{\mathcal{H}, J}(v, v) \geq (n - 2)k_2, \quad v \in \mathcal{H}, \|v\|_g = 1.
\]

Let $x \neq x_0$ which is not in the cut-locus of $x_0$. Define $\lambda_\varepsilon(x) = \|\nabla_{\mathcal{H}} r_\varepsilon(x)\|^2$ and assume $\lambda_\varepsilon(x) > 0$. Then at $x$ we have

\[\Delta_{\mathcal{H}} r_\varepsilon \leq \frac{1}{r_\varepsilon} \min \left\{ 1, \frac{1}{\lambda_\varepsilon} - 1 \right\} + (n - 2) \frac{\phi'_{-\lambda_\varepsilon k_2}(r_\varepsilon)}{\phi_{-\lambda_\varepsilon k_2}(r_\varepsilon)} + \frac{\phi'_{-\lambda_\varepsilon k_1}(r_\varepsilon)}{\phi_{-\lambda_\varepsilon k_1}(r_\varepsilon)} \frac{\lambda_\varepsilon}{\lambda_\varepsilon} \frac{\Psi_{-\lambda_\varepsilon k_1}(r_\varepsilon)}{\lambda_\varepsilon} + \varepsilon.
\]

In order to obtain Theorem 3.1, we need to prove that we can take the limit as $\varepsilon \to 0$. Since the cut-locus of $x_0$ for the metric $g_\varepsilon$ has measure zero, by usual arguments (Calabi’s trick), we have in the sense of distributions:

\[\Delta_{\mathcal{H}} r_\varepsilon \leq \frac{1}{r_\varepsilon} \min \left\{ 1, \frac{1}{\lambda_\varepsilon} - 1 \right\} + (n - 2) \frac{\phi'_{-\lambda_\varepsilon k_2}(r_\varepsilon)}{\phi_{-\lambda_\varepsilon k_2}(r_\varepsilon)} + \frac{\phi'_{-\lambda_\varepsilon k_1}(r_\varepsilon)}{\phi_{-\lambda_\varepsilon k_1}(r_\varepsilon)} \frac{\lambda_\varepsilon}{\lambda_\varepsilon} \frac{\Psi_{-\lambda_\varepsilon k_1}(r_\varepsilon)}{\lambda_\varepsilon} + \varepsilon.
\]

Indeed, from Calabi’s lemma, one has $\mathbb{M} = \textbf{Cut}_\varepsilon(x_0) \cup \Omega$ where $\Omega$ is a star-shaped domain. Take now a family of smooth star-shaped domains $\Omega_\eta \subset \Omega$, with $\lim \Omega_\eta = \Omega$ obtained by shrinking $\Omega$ in the $r_\varepsilon$ direction. Consider now a function $f \in C^\infty_0(\mathbb{M})$ which is non-negative. One has

\[
\int_\mathbb{M} r_\varepsilon \Delta_{\mathcal{H}} f \, d\mu = - \int_\mathbb{M} \langle \nabla_{\mathcal{H}} f, \nabla_{\mathcal{H}} r_\varepsilon \rangle d\mu = - \lim_{n \to \infty} \int_{\Omega_n} \langle \nabla_{\mathcal{H}} f, \nabla_{\mathcal{H}} r_\varepsilon \rangle d\mu
\]

where we used in the last equality $\|\nabla_{\mathcal{H}} r_\varepsilon\| \leq 1$ and $\nabla_{\mathcal{H}} f$ bounded. Similarly,

\[
\int_\mathbb{M} r_\varepsilon \Delta_{\mathcal{V}} f \, d\mu = - \int_\mathbb{M} \langle \nabla_{\mathcal{V}} f, \nabla_{\mathcal{V}} r_\varepsilon \rangle d\mu = - \lim_{n \to \infty} \int_{\Omega_n} \langle \nabla_{\mathcal{V}} f, \nabla_{\mathcal{V}} r_\varepsilon \rangle d\mu.
\]

From Green’s formula, we have

\[- \int_{\Omega_n} \langle \nabla_{\mathcal{H}} f, \nabla_{\mathcal{H}} r_\varepsilon \rangle d\mu \leq \int_{\Omega_n} (\Delta_{\mathcal{H}} r_\varepsilon) f \, d\mu + \int_{\Omega_n} \langle \nabla_{\mathcal{V}} f, \nabla_{\mathcal{V}} r_\varepsilon \rangle g_\varepsilon \, d\mu + \varepsilon \int_{\Omega_n} (\Delta_{\mathcal{V}} r_\varepsilon) f \, d\mu.
\]
When $n \to \infty$, we have $\int_{\Omega_n} \langle \nabla \nabla f, \nabla \nabla r_\varepsilon \rangle_{g_\varepsilon} d\mu + \varepsilon \int_{\Omega_n} (\Delta \nabla r_\varepsilon) f d\mu \to 0$. This means that for every smooth, non-negative and compactly supported function $f$,

$$\int_{\mathcal{M}} (\Delta \mathcal{H}(f)) r_\varepsilon d\mu \leq \int_{\mathcal{M}} \left( \frac{1}{r_\varepsilon} \min \left\{ 1, \frac{1}{\lambda_\varepsilon} - 1 \right\} + (n - 2) \frac{\phi'_{-\lambda_\varepsilon k_2}(r_\varepsilon)}{\phi_{-\lambda_\varepsilon k_2}(r_\varepsilon)} + \frac{\phi'_{-\lambda_\varepsilon k_1}(r_\varepsilon)}{\phi_{-\lambda_\varepsilon k_1}(r_\varepsilon)} \right) \frac{\lambda_\varepsilon \Psi_{-\lambda_\varepsilon k_1}(r_\varepsilon) + \varepsilon}{\lambda_\varepsilon \Psi_{-\lambda_\varepsilon k_1}(r_\varepsilon/2) + \varepsilon} f d\mu.$$ 

Taking the limit as $\varepsilon \to 0$ yields the result, thanks to Lemma 2.2 and Eq. (3.1).

### 3.4 Proof of Theorem 3.2

The proof is relatively similar to the proof of Corollary 2.13. We will only prove $k_1 > 0$, since the proof of $k_2 > 0$ is almost identical. Let $\varepsilon > 0$. Since

$$\lim_{r_\varepsilon \to \frac{2\pi}{\sqrt{\lambda_\varepsilon k_1}}} \frac{\phi'_{-\lambda_\varepsilon k_1}(r_\varepsilon)}{\phi_{-\lambda_\varepsilon k_1}(r_\varepsilon)} \frac{\lambda_\varepsilon \Psi_{-\lambda_\varepsilon k_1}(r_\varepsilon) + \varepsilon}{\lambda_\varepsilon \Psi_{-\lambda_\varepsilon k_1}(r_\varepsilon/2) + \varepsilon} = -\infty,$$

one deduces from Theorem 3.5 that if $x$ is not in the cut-locus of $x_0$, then $d_\varepsilon(x_0, x) \leq \frac{2\pi}{\sqrt{\lambda_\varepsilon k_1}}$. We conclude from Lemma 2.2 that for almost every $x$, we have $d_0(x_0, x) \leq \frac{2\pi}{\sqrt{\lambda_\varepsilon k_1}}$.

To complete the proof, we note first that since the foliation is Riemannian, for every sufficiently small neighborhood $U$ in $\mathcal{M}$ such that $\pi_U : U \to M_U = U / \mathcal{F} U$ is smooth map of manifolds, there exist a Riemannian metric $g_\varepsilon$ on $M_U$ such that $g_\mathcal{H} = \pi^* g_U$. Furthermore, if $R_U$ denotes the curvature of the Levi-Civita connection of $g_U$ and $R$ is the curvature of the Bott connection, then for any vector fields $X$ and $Y$ on $U$, we have

$$\langle R(X_\mathcal{H}, Y_\mathcal{H}) Y_\mathcal{H}, X_\mathcal{H} \rangle_\mathcal{H} = \left\langle R_U(\pi_U^* X, \pi_U^* Y) \pi_U^* X, \pi_U^* Y \right\rangle_{g_U}$$

See [26, Section 3.1] for details. In conclusion, $k_1$ only depends on the Riemannian geometry of $M_U$ for all sufficiently small neighborhoods $U$ of $\mathcal{M}$. Next, let $\tilde{\pi} : \tilde{\mathcal{M}} \to \mathcal{M}$ denote the universal cover of $\mathcal{M}$. Consider the foliation and metric $(\tilde{\mathcal{M}}, \tilde{\mathcal{F}}, \tilde{g})$ obtained by pulling these back from $\mathcal{M}$. The foliation $\mathcal{F}$ is then Riemannian with totally geodesic leaves since the equations of (2.1) only depend on local properties. The same is true for the requirements for the foliation to be Sasakian, so if we can show that its pseudo-Hermitian curvature $\tilde{K}$ will be bounded from below by $k_1$. However, this is true, since for every sufficiently small neighborhood $\tilde{U}$ such that $\tilde{\pi} : \tilde{U} \to U = \pi(U)$ is an isometry and such that $\tilde{U} / \tilde{\mathcal{F}} \tilde{U}$ is a manifold, we have that $\tilde{U} / \tilde{\mathcal{F}} \tilde{U}$ is isometric to $\tilde{M}_U$ as well. The result follows.

### 3.5 Vertical Hessian and Laplacian comparison theorems

One can also easily prove vertical Hessian and Laplacian comparison theorems.

**Theorem 3.8** (Vertical Hessian comparison theorem) Let $(\mathcal{M}, \mathcal{F}, g)$ be a Sasakian foliation. Let $k_1 \in \mathbb{R}$ and $\varepsilon > 0$. Let $x \neq x_0$ be a point that is not in the $g_\varepsilon$ cut-locus of $x_0$. Assume
that \( \| \nabla^H t_{r, e}(x) \|_g^2 > 0 \) and that for every \( X \in \Gamma^\infty(\mathcal{H}) \), \( \| X \|_g = 1 \),

\[
K_{\mathcal{H}, j}(X, X) \geq k_1 .
\]

Then, for any \( g \)-unit vertical vector \( z \in V_x \),

\[
\nabla^2 r_{r, e}(z, z) \leq \frac{\phi_{-\lambda, k_1}(r_e)}{\phi_{-\lambda, k_1}(r_e)(\varepsilon r_e - \psi_{-\lambda, k_1}(r_e)) + \psi'_{-\lambda, k_1}(r_e)}
\]

where \( \lambda_e = \| \nabla^H r_{r, e}(x) \|_g^2 \).

Note that a simple computation shows \( \psi'_{-\lambda, k_1}(r_e)^2 - \phi_{-\lambda, k_1}(r_e)\psi_{-\lambda, k_1}(r_e) > 0 \) if \( r_e > 0 \) for \( \varepsilon \geq 0 \). Actually, when \( k_1 > 0 \),

\[
\psi'_{-\lambda, k_1}(r_e)^2 - \phi_{-\lambda, k_1}(r_e)\psi_{-\lambda, k_1}(r_e) = \frac{4}{\lambda_e^2 k_1^2} \sin \left( \frac{\sqrt{\lambda_e k_1 r_e}}{2} \right) \sin \left( \frac{\sqrt{\lambda_e k_1 r_e}}{2} \right) - \frac{\sqrt{\lambda_e k_1 r_e}}{2} \cos \left( \frac{\sqrt{\lambda_e k_1 r_e}}{2} \right) > 0
\]

since \( r_e \leq r_0 \leq 2\pi/\sqrt{k_1} \leq 2\pi/\sqrt{\lambda_e k_1} \) by Theorem 3.2. Other cases can be discussed similarly.

**Proof** The proof is somewhat similar to the proof of Theorem 3.5 (2), so we omit the details. The idea is to consider the vector field defined along a geodesic \( \gamma \) by

\[
X = \left( C_1 \phi_{-\lambda, k_1}(t) - \frac{C_0}{\varepsilon} \psi'_{-\lambda, k_1}(t) \right) JZ \gamma' + \left( C_0 \left( t - \frac{1}{\varepsilon} \psi_{-\lambda, k_1}(t) \right) + C_1 \psi'_{-\lambda, k_1}(t) \right) Z,
\]

where \( Z \) is parallel transport of \( z \) along \( \gamma \) for the adjoint connection \( \hat{\nabla}^{\varepsilon} = \nabla + \frac{1}{\varepsilon} J \) and \( C_0, C_1 \) are the constants such that \( X(r_e) = z \).

As an immediate corollary, we deduce:

**Corollary 3.9** (Vertical Laplacian comparison theorem) *Let \((\mathbb{M}, \mathcal{F}, g)\) be a Sasakian foliation. Let \( k_1 \in \mathbb{R} \) and \( \varepsilon > 0 \). Assume that for every \( X \in \Gamma^\infty(\mathcal{H}) \), \( \| X \|_g = 1 \),

\[
K_{\mathcal{H}, j}(X, X) \geq k_1 .
\]

Let \( x \neq x_0 \) which is not in the cut-locus of \( x_0 \). Define \( \lambda_{\varepsilon}(x) = \| \nabla^H r_{r, e}(x) \|_g^2 \) and assume \( \lambda_{\varepsilon}(x) > 0 \). Then at \( x \) we have

\[
\Delta_{\varepsilon} r_{r, e} \leq \frac{\phi_{-\lambda, k_1}(r_e)}{\phi_{-\lambda, k_1}(r_e)(\varepsilon r_e - \psi_{-\lambda, k_1}(r_e)) + \psi'_{-\lambda, k_1}(r_e)^2} .
\]

Therefore, outside of the \( d_0 \) cut-locus of \( x_0 \) and globally on \( \mathbb{M} \) in the sense of distributions,

\[
\Delta_{\varepsilon} r_0 \leq \frac{\phi_{-k_1}(r_0)}{-\phi_{-k_1}(r_0) \psi_{-k_1}(r_0) + \psi'_{-k_1}(r_0)^2} .
\]

**Remark 3.10** When \( k_1 = 0 \), the theorem yields \( \Delta_{\varepsilon} r_0 \leq \frac{12}{r_0} \).
3.6 Measure contraction properties

As an application of Theorem 3.1, we will show measure contraction properties of the metric measure spaces \((M, d_\varepsilon, \mu)\), \(\varepsilon \geq 0\) (see [35, 43, 44] for standard corollaries of the measure contraction properties). To state it, we prepare some notations. Let \(\varepsilon \geq 0\). Let \(E_t : C([0, 1]; \mathbb{M}) \to \mathbb{M}\) be the evaluation map for \(t \in [0, 1]\) given by \(E_t(\gamma) = \gamma_t\). For a probability measure \(\nu\) on \(\mathbb{M}\) and \(x_0 \in \mathbb{M}\), there exists a probability measure \(\Pi\) on the space of (constant speed) minimal geodesics \(\text{Geo}_\varepsilon(\mathbb{M})\) on \((\mathbb{M}, g_\varepsilon)\) satisfying \((e_0)_t^*\Pi = \delta_{x_0}\) and \((e_1)_t^*\Pi = \nu\). Such a \(\Pi\) is called a dynamic optimal coupling from \(\delta_{x_0}\) to \(\nu\). In our case, we have a measurable map \(G_\varepsilon : \mathbb{M} \to \text{Geo}_\varepsilon(\mathbb{M})\) so that each \(G_\varepsilon(x)\) is a minimal \(g_\varepsilon\) geodesic from \(x_0\) to \(x\) by a measurable selection theorem (the existence of such map is classical when \(\varepsilon > 0\) and we refer to [33] in the case \(\varepsilon = 0\)). Then, the push-forward measure \(G_\varepsilon^*\) indeed provides a dynamic optimal coupling from \(\delta_{x_0}\) to \(\nu\). For \(\gamma \in \text{Geo}_\varepsilon(\mathbb{M})\), we denote the \(g_\varepsilon\)-length of \(\gamma\) by \(\ell(\gamma)\) (we omit \(\varepsilon\) for simplicity of notations). Let \(\mu\) denote the volume measure of \(g\). For \(A \in \mathcal{B}(\mathbb{M})\) (Borel set in \(\mathbb{M}\)) with \(\mu(A) \in (0, \infty)\), let \(\bar{\mu}_A\) be a probability measure on \(\mathbb{M}\) given by the normalization of the restriction of \(\mu\) on \(A\): \(\mu := \mu(A)^{-1}\mu|_A\).

Again, we write \(\lambda_\varepsilon : \mathbb{M} \to \mathbb{R}\) for the function \(\lambda_\varepsilon(x) = \|\nabla H_e(x)\|^2\). By slight abuse of notation, let us also define \(\lambda_\varepsilon : \text{Geo}_\varepsilon(\mathbb{M}) \to \mathbb{R}\) such that for any constant speed geodesic \(\gamma \in \text{Geo}_\varepsilon(\mathbb{M})\) starting at \(x_0\), \(\lambda_\varepsilon(\gamma) = \frac{\|H_\varepsilon(\gamma(t))\|^2}{\ell(\gamma)}, t \in [0, 1]\) which is a constant by (2.4).

Additionally, let us define a function \(\Phi_{\varepsilon, \lambda, \kappa}\) and \(\Xi_{\varepsilon, \kappa}\) for \(\varepsilon > 0, \lambda \in (0, 1]\) and \(\kappa \in \mathbb{R}\) by:

\[
\Phi_{\varepsilon, \lambda, \kappa}(r) := \begin{cases} 
\lambda(2\kappa^{-1} - 1) - r\phi_{-\kappa}(r) + \varepsilon\phi_{-\kappa}(r), & \kappa \neq 0, \\
r\lambda r^2 + 12\varepsilon, & \kappa = 0,
\end{cases}
\]

\[
\Xi_{\varepsilon, \kappa}(r) := \frac{\phi_{-\kappa}(r)}{\phi_{-\kappa}(\varepsilon r - \psi_{-\kappa}(r)) + \psi_{-\kappa}(r)^2}.
\]

We also write \(\Phi_{\kappa} := \Phi_{0, 1, \kappa}\).

**Theorem 3.11** (Measure contraction property) *Let \((\mathbb{M}, \mathcal{F}, g)\) be a Sasakian foliation. Assume that for constants \(k_1, k_2 \in \mathbb{R}\) and for every \(X \in \Gamma^\infty(\mathcal{H})\) with \(\|X\|_g = 1\),

\[
K_{\mathcal{H}, J}(X, X) \geq k_1,
\]

and,

\[
\text{Ric}_{\mathcal{H}, J}(X, X) \geq (n - 2)k_2.
\]

(1) *For every \(\varepsilon > 0\), \(A \in \mathcal{B}(\mathbb{M})\) with \(\mu(A) \in (0, \infty)\) and \(x_0 \in \mathbb{M}\), there exists a dynamic optimal coupling \(\Pi\) on the space of (constant speed) minimal geodesics \(\text{Geo}_\varepsilon(\mathbb{M})\) from \(\delta_{x_0}\) to \(\bar{\mu}_A\) such that the following holds:

\[
\mu \geq (e_t)^{\frac{t}{1 + \alpha}} \left( \frac{\lambda_\varepsilon^{n-2}(t\ell(y))\Phi_{\varepsilon, \lambda, \kappa}(t\ell(y))}{\phi_{-\kappa}(\ell(y))\Phi_{\varepsilon, \lambda, \kappa}(\ell(y))} \Xi_{\varepsilon, \kappa}(r)dr \right) \mu(A) \Pi.
\]

\(\square\) Springer
(2) For any $A \in B(M)$ with $\mu(A) \in (0, \infty)$ and $x_0 \in M$, there exists a dynamic optimal coupling $\Pi$ from $\delta_{x_0}$ to $\bar{\mu}_A$ on the space of (constant speed) minimal geodesics $\text{Geo}_0(M)$ such that the following holds:

$$\mu \geq (e_t)_{\bar{c}} \left( \frac{t\phi_{-k_2}^{n-2}(t\ell(y'))\Phi_{k_1}(t\ell(y'))}{\phi_{-k_2}^{n-2}(\ell(y'))\Phi_{k_1}(\ell(y'))} \mu(A)\Pi \right).$$

**Remark 3.12** Theorem 3.11 (2) asserts the same inequality as in [33, Theorem 1.1]. As we will see below, our approach gives an alternative simple proof of this result.

A strong connection between Laplacian comparison theorems and measure contraction properties in an infinitesimal form are known (see [30], [36, Section 6.2] for instance; cf. (3.7) below). Here we will give a detailed proof for completeness. One reason why we prefer it is on the fact that Laplacian comparison theorem is described in terms of Laplacian and distance while measure contraction property is formulated in terms of distance and measure. Laplacian, distance and measure are mutually related in Riemannian geometry but the same relation is not obvious (even not always true) in sub-Riemannian setting. Another reason is on the fact we are formulating the measure contraction property in an integrated form. Thus the presence of cut locus should be treated somehow. It can be problematic when $\varepsilon = 0$. Thus we first show the measure contraction property when $\varepsilon > 0$ and let $\varepsilon \to 0$ instead of showing it directly from the Laplacian comparison theorem when $\varepsilon = 0$.

**Proof** (1) In the case $\varepsilon > 0$, we closely follow the argument in [35, Section 3]. For $x_0 \in M$, let $D_{\varepsilon}(x_0) \subset T_{x_0}M$ be the maximal domain of the $g_{\varepsilon}$-exponential map $\exp_{x_0,\varepsilon}$ at $x_0$. That is, $\overline{M \setminus \exp_{x_0,\varepsilon}(D_{\varepsilon}(x_0))}$ is the $g_{\varepsilon}$ cut-locus $\text{Cut}_{\varepsilon}(x_0)$ of $x_0$. Let $\mu_{\varepsilon}$ be the Riemannian measure for $g_{\varepsilon}$. By definition, we can easily see $\mu_{\varepsilon} = \varepsilon^{-1/2}\mu$. Thus it suffices to show the assertion for $\mu_{\varepsilon}$ instead of $\mu$, since our goal (3.6) is linear in $\mu$. We denote the density of $(\exp_{x_0,\varepsilon})^*\mu_{\varepsilon}$ in polar coordinate $(r, \xi)$ $(r > 0, \xi \in T_{x_0}M, |\xi| = 1)$ on $D(x_0)$ by $A_{\varepsilon, x_0}(r, \xi)$. Then we know

$$\frac{\partial}{\partial r} A_{\varepsilon, x_0}(r, \xi) = \Delta_{\varepsilon} r_{\varepsilon} (\exp_{x_0,\varepsilon}(r, \xi)) \cdot A_{\varepsilon, x_0}(r, \xi),$$

where $\Delta_{\varepsilon}$ is the Laplace-Beltrami operator for $g_{\varepsilon}$ (see [23, Theorem 3.8] or [37, Section 9.1]). Since $\Delta_{\varepsilon} = \Delta_{\gamma} + \varepsilon \Delta_{\gamma}'$, by Theorem 3.1 and Corollary 3.9 (see the comment after Theorem 3.8 also) together with (3.1) and a simple computation,

$$\Delta_{\varepsilon} r_{\varepsilon} \leq \frac{1}{r_{\varepsilon}} \min \left\{ 1, \frac{1}{\lambda_{\varepsilon}} - 1 \right\} + (n - 2) \frac{\phi'_{-\lambda_{\varepsilon}k_2}(r_{\varepsilon})}{\phi_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon})} + \frac{\phi'_{-\lambda_{\varepsilon}k_2}(r_{\varepsilon})}{\phi_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon})} \lambda_{\varepsilon} \Psi_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon}) + \varepsilon$$

$$+ \varepsilon \Xi_{\varepsilon, \lambda_{\varepsilon}k_1}(r_{\varepsilon})$$

$$= \frac{1}{r_{\varepsilon}} \min \left\{ 1, \frac{1}{\lambda_{\varepsilon}} - 1 \right\} + (n - 2) \frac{\phi'_{-\lambda_{\varepsilon}k_2}(r_{\varepsilon})}{\phi_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon})} + \frac{\phi'_{-\lambda_{\varepsilon}k_2}(r_{\varepsilon})}{\phi_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon})} \lambda_{\varepsilon} \Psi_{-\lambda_{\varepsilon}k_1}(r_{\varepsilon}) + \varepsilon \Xi_{\varepsilon, \lambda_{\varepsilon}k_1}(r_{\varepsilon})$$

When $\lambda_{\varepsilon} > 0$. Recall that, as observed after (2.4), $\lambda_{\varepsilon} = \lambda_{\varepsilon}(\exp_{x_0,\varepsilon}(r, \xi))$ does not depend on $r$. Thus, we regard it constant when we fix $\xi$. Then by integrating (3.7) in $r$ with applying this inequality, for $0 < r_1 < r_2$ with $(r_2, \xi) \in D(x_0)$, we obtain

$$\frac{A_{\varepsilon, x_0}(r_2, \xi)}{A_{\varepsilon, x_0}(r_1, \xi)} \leq \frac{\Theta(\lambda_{\varepsilon}, r_2)}{\Theta(\lambda_{\varepsilon}, r_1)},$$

where

$$\Theta(\lambda, r) := r^{\min\{1, \lambda^{-1} - 1\}} \phi_{-\lambda k_2}^{n-2}(r) \phi_{-\lambda, k_1}(r) \exp \left( \varepsilon \int_{r}^{r'} \Xi_{\varepsilon, \lambda k_1}(s) ds \right).$$
for some \( c > 0 \). Let \( f \in C^\infty_0(\mathbb{M}) \) supported on \( \exp_{x_0}(tD(x_0)) \) with \( f \geq 0 \). It suffices to show the integral of \( f \) by \( \mu \) is larger than the integral of \( f \) by the right hand side of (3.6), since the measure on the right hand side of (3.6) is supported on \( \exp_{x_0}(tD(x_0)) \) by definition. Let \( G_x: \mathbb{M} \to \text{Geo}_{\varepsilon}(\mathbb{M}) \) be the map mentioned at the beginning of this subsection for \( \nu = \tilde{\mu}_A \).

Since \( \left( \exp_{x_0}^{-1} \right) \mu(tD(x_0)) = 0 \), with keeping Remark 3.6 in mind, we have

\[
\int_{\mathbb{M}} f \, d\mu = \int_{D(x_0)} f(\exp_{x_0}(r, \xi)) A_{x_0}(r, \xi) \, dr \, d\xi
\]

\[
= \int_{D(x_0)} f(\exp_{x_0}(tr, \xi)) t A_{x_0}(r, \xi) \, dr \, d\xi
\]

\[
\geq \int_{D(x_0)} f(\exp_{x_0}(tr, \xi)) \frac{\Theta(\lambda_x, tr)}{\Theta(\lambda_x, r)} A_{x_0}(r, \xi) \, dr \, d\xi
\]

\[
= \int_{D(x_0)} f(e_t(G_x(\exp_{x_0}(r, \xi)))) \frac{\Theta(\lambda_x, tr)}{\Theta(\lambda_x, r)} A_{x_0}(r, \xi) \, dr \, d\xi
\]

\[
= \int_{\text{Geo}_{\varepsilon}(\mathbb{M})} f(e_t(y)) \mu(A) \frac{\Theta(\lambda_x, t \ell(y'))}{\Theta(\lambda_x, \ell(y'))} (G_x)_\sharp \tilde{\mu}_A(dy).
\]

Here the inequality follows from (3.8), and we have used \( \mu(\text{Cut}_\varepsilon(p)) = 0 \) in the last identity. (2) Subdividing \( A \) by taking an intersection with annuli (with respect to \( d_0 \)), we may assume that \( A \) is bounded. Then our claim may be studied only in a (closed) \( d_0 \)-ball of sufficiently large radius. Let \( f \in C^\infty_0(\mathbb{M}) \) with \( f \geq 0 \). Following a naive idea, we apply (3.6) to integrations of \( f \) and let \( \varepsilon \downarrow 0 \) with the Fatou lemma. Indeed, the density of the right hand side of (3.8) is non-negative. By the proof of (1), we may assume also that \( \Pi \) in (3.6) is of the form \((G_x)_\sharp \tilde{\mu}_A\).

By Lemma 2.2, we have \( \lim_{\varepsilon \downarrow 0} \lambda_x(x) = 1 \) \( \mu \)-a.e. This implies that \( \lim_{\varepsilon \to 0} \lambda_x(G_x(x)) = 1 \). By (1), it is sufficient to take the limit of \( \lambda_x \) in Fatou’s lemma. Note that \( \ell(G_x(x)) = d_\varepsilon(x, x) \) and hence \( \ell(G_x(x)) \to d_0(x_0, x) = \ell(G_0(x)) \) as \( \varepsilon \downarrow 0 \). Thus the conclusion follows once we have \( e_t(G_x(x)) \to e_t(G_0(x)) \) for \( \mu \)-a.e. \( x \). Suppose \( x \notin \text{Cut}_0(x_0) \). Let us take a decreasing sequence \((\varepsilon_n)_{n \in \mathbb{N}}\) with \( \varepsilon_n \to 0 \). Since \( d_\varepsilon \) is non-increasing in \( \varepsilon \),

\[
d_{\varepsilon_1}(x, e_t(G_{\varepsilon_n}(x))) \leq d_{\varepsilon_n}(x, e_t(G_{\varepsilon_n}(x))) = (1 - t)d_{\varepsilon_n}(x_0, x).
\]

Since the right hand side converges to \((1 - t)d_0(x_0, x)\), \((e_t(G_{\varepsilon_n}(x)))_{n \in \mathbb{N}}\) is a \( d_{\varepsilon_1} \)-bounded sequence. Thus there is a subsequence \((\varepsilon_n(k))_{k \in \mathbb{N}}\) such that \( \lim_{k \to \infty} e_t(G_{\varepsilon_n(k)}(x)) \) exists. We denote the limit by \( y \). Then, for \( k < k' \),

\[
d_{\varepsilon_n(k)}(x_0, e_t(G_{\varepsilon_n(k)}(x))) \leq d_{\varepsilon_n(k)}(x_0, e_t(G_{\varepsilon_n(k)}(x))) = td_{\varepsilon_n(k)}(x_0, x),
\]

\[
d_{\varepsilon_n(k)}(e_t(G_{\varepsilon_n(k)}(x)), x) \leq d_{\varepsilon_n(k)}(e_t(G_{\varepsilon_n(k)}(x)), x) = (1 - t)d_{\varepsilon_n(k)}(x_0, x).
\]

By letting \( k' \to \infty \) and \( k \to \infty \), we have

\[
d_0(x_0, y) \leq td_0(x_0, x), \quad d_0(y, x) \leq (1 - t)d_0(x_0, x).
\]

By the triangle inequality \( d_0(x_0, x) \leq d_0(x_0, y) + d_0(y, x) \), both of the last two inequalities must be equalities. Since \( x \notin \text{Cut}_0(x_0) \), \( G_0(x) \) is a unique minimal geodesic from \( x \) to \( x \). Hence we have \( y = e_t(G_0(x)) \). Thus the claim holds since the limit \( y \) is independent of the choice of a subsequence and \( \text{Cut}_0(x_0) \) is of \( \mu \)-measure zero. □

We now recall the following definition (see [35,43,44]).

**Definition 3.13** Let \((X, \delta, \nu)\) be a metric measure space. Assume that for every \( x_0 \in X \) there exists a Borel set \( \Omega_{x_0} \) of full measure in \( X \) (that is \( \nu(X \setminus \Omega_{x_0}) = 0 \)) such that any point of
\( \Omega \) is connected to \( x \) by a unique distance minimizing geodesic \( t \to \phi_{t,x}(X), t \in [0,1] \), starting at \( x \) and ending at \( x_0 \). We say that \( (X, \delta, \nu) \) satisfies the measure contraction property \( \text{MCP}(0, N), N \geq 0 \), if for every \( x_0 \in X, t \in [0,1] \) and Borel set \( U \),

\[ \nu(\phi_{t,x}(U)) \geq (1-t)^N \nu(U). \]

**Remark 3.14** On a \( N \)-dimensional Riemannian manifold, the measure contraction property \( \text{MCP}(0, N) \) is known to be equivalent to non-negative Ricci curvature, see [35]. However, as the next corollary shows, on a \( N_1 \)-dimensional Riemannian manifold, the measure contraction property \( \text{MCP}(0, N_2) \) with \( N_2 > N_1 \) does not imply any Ricci lower bound (such phenomenon was already observed by Rifford [38]).

As an easy consequence of Theorem 3.11, we deduce:

**Corollary 3.15** Let \( (\mathbb{M}, \mathcal{F}, g) \) be a Sasakian foliation such that

\[ K_{\mathcal{H}, J} \geq 0, \quad \text{Ric}_{\mathcal{H}, J^\perp} \geq 0. \]

Then, for every \( \varepsilon > 0 \), the metric measure space \( (\mathbb{M}, d_{\varepsilon}, \mu) \) satisfies the measure contraction property \( \text{MCP}(0, n+4) \). Moreover, the metric measure space \( (\mathbb{M}, d_0, \mu) \) satisfies the measure contraction property \( \text{MCP}(0, n+3) \) and the constant \( n+3 \) is sharp.

This corollary is interesting because, as observed earlier in Remark 2.6, the Ricci tensor of the metric \( g_{\varepsilon} \) for the Levi-Civita connection blows up to \(-\infty\) in the directions of the horizontal space when \( \varepsilon \to 0 \). Such similar situations are pointed out in Lee [31].

**Proof** Under the assumption, from Theorem 3.1 and Corollary 3.9, we have

\[ \Delta_{\mathcal{H}} r_{\varepsilon} \leq \frac{1}{r_{\varepsilon}} \min \left\{ 1, \frac{1}{\lambda_{\varepsilon}} - 1 \right\} + \frac{n+2}{r_{\varepsilon}}, \]

and

\[ \Delta_{\mathcal{V}} r_{\varepsilon} \leq \Xi_{\varepsilon, 0}(r_{\varepsilon}) = \frac{1}{\varepsilon r_{\varepsilon} + \frac{r_{\varepsilon}^3}{12}}. \]

Therefore,

\[ \Delta_{\mathcal{H}} r_{\varepsilon} + \varepsilon \Delta_{\mathcal{V}} r_{\varepsilon} \leq \frac{1}{r_{\varepsilon}} \min \left\{ 1, \frac{1}{\lambda_{\varepsilon}} - 1 \right\} + \frac{n+3}{r_{\varepsilon}} - \frac{r_{\varepsilon}}{12\varepsilon + r_{\varepsilon}^2}. \]

As before, we deduce that for any \( A \in \mathcal{B}(\mathbb{M}) \) with \( \mu(A) \in (0, \infty) \), there exists a dynamic optimal coupling \( \Pi \) from \( \delta_{x_0} \) to \( \tilde{\mu}_A \) such that the following holds:

\[ \mu \geq (e_t)_{\varepsilon} \left( t^{n+3 + \min\{1, \lambda_{\varepsilon}^{-1} - 1\}} \sqrt{\frac{12\varepsilon + \ell(\gamma)^2}{12\varepsilon + t^2\ell(\gamma)^2} \mu(A) \Pi} \right) \geq (e_t)_{\varepsilon} \left( t^{n+4} \mu(A) \Pi \right). \tag{3.9} \]

Thus the former assertion holds. Letting \( \varepsilon \to 0 \) in (3.9) yields the latter result. \( \Box \)
3.7 Horizontal Hessian comparison theorem for the sub-Riemannian distance

To conclude the paper, we comment on the Hessian comparison theorem in the case that was let open, namely $\varepsilon = 0$. It does not seem easy to directly take the limit $\varepsilon \downarrow 0$ in Theorem 3.5. However, one can still prove some Hessian comparison theorem for the sub-Riemannian distance with the aid of Theorem 3.11. For simplicity of the discussion, we restrict ourselves to the case of non-negative horizontal sectional curvature and focus on the worst possible direction in the Hessian comparison theorem. We first prove the following slight improvement of Theorem 3.5, in the case $k_1 = k_2 = 0$.

**Theorem 3.16** Let $(\mathcal{M}, \mathcal{F}, g)$ be a Sasakian foliation. Let $\varepsilon > 0$. Assume that the horizontal sectional curvature of the Bott connection is non-negative, namely for all horizontal fields $X, Y$,

$$\langle R(X, Y)Y, X \rangle_{\mathcal{H}} \geq 0.$$ 

Let $x \neq x_0$ which is not in the $g_\varepsilon$ cut-locus of $x_0$. Let $X \in T_x \mathcal{M}$ which is horizontal and such that $\|X\|_{\mathcal{H}} = 1$. Then, one has at $x$,

$$\nabla^2 r_\varepsilon(X, X) \leq \frac{1}{r_\varepsilon} + \frac{\langle X, \nabla r_\varepsilon \rangle^2_{\mathcal{H}}}{r_\varepsilon} + \frac{1}{4\varepsilon} \frac{r_\varepsilon \|T(X, \nabla r_\varepsilon)\|^2_{\mathcal{H}}}{1 + \|\nabla r_\varepsilon \|^2_{\mathcal{H}}/12\varepsilon}.$$ 

**Proof** Let $\gamma$ be the unique length parametrized geodesic connecting $x_0$ to $x$. We consider at $x$ the vertical vector

$$Z = \frac{1}{2}\frac{T(X, \gamma')} {1 + \frac{r_\varepsilon^2 \|\gamma'\|^2_{\mathcal{H}}}{12\varepsilon}}.$$ 

We still denote by $Z$ the vector field along $\gamma$ which is obtained by parallel transport of $Z$ for the Bott connection $\nabla$. We will also still denote by $X$ the vector field along $\gamma$ which is obtained by parallel transport of $X \in T_{x_0} \mathcal{M}$ for the adjoint connection $\hat{\nabla}^\varepsilon = \nabla + \frac{1}{\varepsilon} J$. We now consider the vector field $Y$ defined along $\gamma$ by:

$$Y(t) = -\frac{1}{2\varepsilon} t(t - r_\varepsilon) JZ \gamma' + \frac{t}{r_\varepsilon} X + \left(t - \frac{1}{2\varepsilon} \left( \frac{t^3}{3} - \frac{1}{2} r_\varepsilon^2 t^2 \right) \|\gamma'\|^2_{\mathcal{H}} \right) Z + \frac{t^2}{2r_\varepsilon} T(\gamma', X).$$ 

From Lemma 4.1 and the index lemma, one has

$$\nabla^2 r_\varepsilon(X, X) \leq \int_0^{r_\varepsilon} \left( \langle \nabla_{\gamma'}^\varepsilon, \nabla_{\gamma'}^\varepsilon, Y \rangle_{\mathcal{H}} - \langle \hat{R}^\varepsilon(\gamma', Y)Y, \gamma' \rangle_{\mathcal{H}} \right) dt.$$ 

We now observe that

$$\langle \hat{R}^\varepsilon(\gamma', Y)Y, \gamma' \rangle_{\mathcal{H}} = \langle R(\gamma', Y)Y, \gamma' \rangle_{\mathcal{H}} - \|T(Y, \gamma')\|_{\mathcal{H}}^2 = \langle R(\gamma'_{\mathcal{H}}, Y_{\mathcal{H}})Y_{\mathcal{H}}, \gamma'_{\mathcal{H}} \rangle_{\mathcal{H}} - \|T(Y, \gamma')\|_{\mathcal{H}}^2 \geq -\|T(Y, \gamma')\|_{\mathcal{H}}^2.$$ 

Therefore we have

$$\nabla^2 r_\varepsilon(X, X) \leq \int_0^{r_\varepsilon} \left( \langle \nabla_{\gamma'}^\varepsilon, \nabla_{\gamma'}^\varepsilon, Y \rangle_{\mathcal{H}} + \|T(Y, \gamma')\|_{\mathcal{H}}^2 \right).$$
A lengthy but routine computation yields
\[
\int_0^{r_\varepsilon} \left( \langle \nabla_{\gamma'}^\varepsilon Y, \hat{\nabla}_{\gamma'}^\varepsilon Y \rangle_\varepsilon + \| T(Y, \gamma') \|_\varepsilon^2 \right) dt \\
= \frac{1}{r_\varepsilon} + \frac{\langle X, \nabla_{\mathcal{H}_\varepsilon r_\varepsilon} \rangle^2_\varepsilon}{r_\varepsilon} + \left( \frac{r_\varepsilon}{\varepsilon} + \frac{r_\varepsilon^3}{12\varepsilon^2} \| \nabla_{\mathcal{H}_\varepsilon r_\varepsilon} \|_\varepsilon^2 \right) \| Z \|_\varepsilon^2 \\
+ \frac{1}{2\varepsilon} \| T(X, \gamma') \|_\varepsilon^2 + \left( \frac{r_\varepsilon}{\varepsilon} + \frac{r_\varepsilon^3}{12\varepsilon^2} \| \nabla_{\mathcal{H}_\varepsilon r_\varepsilon} \|_\varepsilon^2 \right) \langle Z, T(\gamma', X) \rangle_\varepsilon.
\]

Using the fact that
\[ \text{one gets} \]
\[
Z = \frac{1}{2} \frac{T(X, \gamma')}{1 + \frac{r_\varepsilon^2 \| \gamma' \|_\varepsilon^2}{12\varepsilon^2}},
\]

one gets
\[
\int_0^{r_\varepsilon} \langle \nabla_{\gamma'}^\varepsilon Y, \hat{\nabla}_{\gamma'}^\varepsilon Y \rangle_\varepsilon + \| T(Y, \gamma') \|_\varepsilon^2 = \frac{1}{r_\varepsilon} + \frac{\langle X, \nabla_{\mathcal{H}_\varepsilon r_\varepsilon} \rangle^2_\varepsilon}{r_\varepsilon} + \frac{1}{4\varepsilon} \frac{r_\varepsilon \| T(X, \nabla_{\mathcal{H}_\varepsilon r_\varepsilon}) \|_\varepsilon^2}{1 + \frac{\| \nabla_{\mathcal{H}_\varepsilon r_\varepsilon} \|_\varepsilon^2}{12\varepsilon^2}}.
\]

The proof is then complete. \( \square \)

Observe that we always have
\[
\frac{1}{r_\varepsilon} + \frac{\langle X, \nabla_{\mathcal{H}_\varepsilon r_\varepsilon} \rangle^2_\varepsilon}{r_\varepsilon} + \frac{1}{4\varepsilon} \frac{r_\varepsilon \| T(X, \nabla_{\mathcal{H}_\varepsilon r_\varepsilon}) \|_\varepsilon^2}{1 + \frac{\| \nabla_{\mathcal{H}_\varepsilon r_\varepsilon} \|_\varepsilon^2}{12\varepsilon^2}} \leq \frac{4}{r_\varepsilon}
\]
and therefore
\[
\nabla_{\mathcal{H}_\varepsilon r_\varepsilon}^2(X, X) \leq \frac{4}{r_\varepsilon}.
\]

We conclude with the following (non-optimal) sub-Riemannian Hessian comparison theorem.

**Theorem 3.17** (Sub-Riemannian Hessian comparison theorem) Let \( (\mathbb{M}, \mathcal{F}, g) \) be a Sasakian foliation. Assume that the horizontal sectional curvature of the Bott connection is non-negative. Let \( X \in \Gamma^\infty(\mathcal{H}) \) be a smooth vector field such that \( \| X \|_{\mathcal{H}} = 1 \). For \( x \in \mathbb{M} \setminus \text{Cut}_0(x_0) \), one has
\[
\nabla_{\mathcal{H}_\varepsilon r_0}^2(X, X) \leq \frac{4}{r_0}.
\]

**Proof** A difficulty in the proof is that we have no topological information about the set \( \text{Cut}_0(x_0) \cup_{n \geq 1} \text{Cut}_{1/n}(x_0) \), thus taking pointwise limits is made difficult. It is however possible to bypass this difficulty by using optimal transportation tools. Let \( x \in \mathbb{M} \setminus \text{Cut}_0(x_0) \) and \( v \in \mathcal{H}_x \) with \( \| v \| = 1 \).

From Lemma 2.1, we know that \( \mathbb{M} \setminus \text{Cut}_0(x_0) \) is an open set, so there exists an open set \( U \) containing \( x_0 \) so that \( U \subset \mathbb{M} \setminus \text{Cut}_0(x_0) \). Then, there exists at least one minimal sub-Riemannian geodesic \( \gamma : [0, 1] \to \mathbb{M} \) such that \( \gamma_0 = x \) and \( \gamma_1 = v \). We can assume that \( \gamma \) is included in \( U \). We denote \( z := \gamma_1 \) and \( y := \gamma_1/2 \). Let \( (\varepsilon_n)_{n \in \mathbb{N}} \) be a decreasing sequence with \( \lim_{n \to \infty} \varepsilon_n = 0 \). For a sufficiently small \( \delta > 0 \), let \( A := B_0(z, \delta) \) and apply Theorem 3.11 (2) to this choice of \( A \). Then we can easily see that \( (\varepsilon_t)_{z} \Pi \leq C \mu \) for some constant \( C = C(t, \delta) > 0 \) for each \( t \). Since \( r_{\varepsilon_n} \) is smooth a.e. for each \( n \in \mathbb{N} \), Fubini’s theorem...
implies that, for Π-a.e. sub-Riemannian-minimal geodesics σ, \( r_{\varepsilon_n} \) is twice differentiable at \( \sigma_t \) for each \( n \in \mathbb{N} \). Then, for each \( h \in C^\infty_0((0, 1)) \) with \( h \geq 0 \), we have

\[
\int_0^1 h''(t) r_{\varepsilon_n}(\sigma_t) \, dt = \lim_{\eta \downarrow 0} \int_0^1 \frac{h(t + \eta) + h(t - \eta) - 2h(t)}{\eta^2} r_{\varepsilon_n}(\sigma_t) \, dt \\
= \lim_{\eta \downarrow 0} \int_0^1 h(t) \frac{r_{\varepsilon_n}(t + \eta) + r_{\varepsilon_n}(t - \eta) - 2r_{\varepsilon_n}(t)}{\eta^2} \, dt \\
= \int_0^1 h(t) \nabla^2 r_{\varepsilon_n}(\dot{\sigma}_t, \dot{\sigma}_t) \, dt \\
\leq 4 \int_0^1 \frac{h(t)}{r_{\varepsilon_n}(\sigma_t)} \, dt.
\]

Now we take \( n \to \infty \) in the last inequality, after integration by \( \Pi \). Thus we obtain

\[
\int_{\text{Geo}_0(\mathcal{M})} \int_0^1 h''(t) r_0(\sigma_t) \, dt \, \Pi(d\sigma) \leq 4 \int_{\text{Geo}_0(\mathcal{M})} \int_0^1 \frac{h(t)}{r_0(\sigma_t)} \, dt \, \Pi(d\sigma).
\]

Let

\[
\tilde{r}(t) := 4 \int_{\text{Geo}_0(\mathcal{M})} \frac{1}{r_0(\sigma_t)} \, \Pi(d\sigma).
\]

Let \( g(t, s) := \min\{s(1 - t), t(1 - s)\} \) be the Green function of \(-d^2/ds^2\) on \([0, 1]\) with the Dirichlet boundary condition. Then we have

\[
\int_0^1 h''(t) \left( \int_0^1 g(t, s) \tilde{r}(s) \, ds \right) \, dt = -\int_0^1 h(t) \tilde{r}(t) \, dt,
\]

and hence

\[
\int_0^1 h''(t) \left( \int_{\text{Geo}_0(\mathcal{M})} r_0(\sigma_t) \, \Pi(d\sigma) + \int_0^1 g(t, s) \tilde{r}(s) \, ds \right) \, dt \leq 0.
\]

Thus the distributional characterization of convex functions (see [42, Theorem 1.29] for instance), yields that

\[
\int_{\text{Geo}_0(\mathcal{M})} r_0(\sigma_t) \, \Pi(d\sigma) + \int_0^1 g(t, s) \tilde{r}(s) \, ds
\]

is concave since it is continuous in \( t \). Thus we have

\[
\frac{1}{2} \int_{\text{Geo}_0(\mathcal{M})} r_0(\sigma_0) \, \Pi(d\sigma) + \frac{1}{2} \int_{\text{Geo}_0(\mathcal{M})} r_0(\sigma_1) \, \Pi(d\sigma) \\
\leq \int_{\text{Geo}_0(\mathcal{M})} r_0(\sigma_{1/2}) \, \Pi(d\sigma) + \int_0^1 g \left( \frac{1}{2}, s \right) \tilde{r}(s) \, ds.
\]

Hence, by letting \( \delta \downarrow 0 \), and using the proof of Theorem 3.11 (2), we obtain

\[
\frac{1}{2} r_0(x) + \frac{1}{2} r_0(z) - r_0(y) \leq 4 \int_0^1 g \left( \frac{1}{2}, s \right) \frac{1}{r_0(\sigma_t)} \, ds.
\]

Then the conclusion follows by dividing the last inequality by \( d_0(x, y)^2 \) and letting \( d_0(x, y) = d_0(x, z) \to 0 \).\( \square \)
4 Appendix 1: Second variation formulas and index forms

In this appendix, for the sake of reference, we collect without proofs several formulas used in the text. The main point is that the classical theory of second variations and Jacobi fields (see [23]) can be reformulated by using a connection which is not necessarily the Levi-Civita connection. To make the formulas and computations as straightforward and elegant as for the Levi-Civita connection, the only requirement is that we have to work with a metric connection whose adjoint is also metric.

Let \((\mathcal{M}, g)\) be a complete Riemannian manifold and \(\nabla\) be an affine metric connection on \(\mathcal{M}\). We denote by \(\hat{\nabla}\) the adjoint connection of \(\nabla\) given by

\[
\hat{\nabla}_XY = \nabla_XY - T(X, Y),
\]

where \(T\) is the torsion tensor of \(\nabla\). We will assume that \(\hat{\nabla}\) is a metric connection. This is obviously equivalent to the fact that for every smooth vector fields \(X, Y, Z\) on \(\mathcal{M}\), one has

\[
\langle T(X, Y), Z \rangle = -\langle T(X, Z), Y \rangle. \tag{4.1}
\]

Observe that the connection \((\nabla + \hat{\nabla})/2\) is torsion free and metric, it is therefore the Levi-Civita connection of the metric \(g\). Let \(\gamma : [0, T] \to \mathcal{M}\) be a smooth path on \(\mathcal{M}\). The energy of \(\gamma\) is defined as

\[
E(\gamma) = \frac{1}{2} \int_0^T \|\gamma'(t)\|^2 dt.
\]

Let now \(X\) be a smooth vector field on \(\gamma\) with vanishing endpoints. One considers the variation of curves \(\gamma(s, t) = \exp^{\nabla}(sX(\gamma(t)))\) where \(\exp^{\nabla}\) is the exponential map of the connection \(\nabla\). The first variation of the energy \(E(\gamma)\) is given by the formula:

\[
\int_0^T \langle \gamma', \nabla_\gamma'X + T(X, \gamma') \rangle dt = \int_0^T \langle \gamma', \hat{\nabla}_\gamma'X \rangle dt = -\int_0^T \langle \hat{\nabla}_\gamma'\gamma', X \rangle dt.
\]

As a consequence, the critical curves of \(E\) are the geodesics of the adjoint connection \(\hat{\nabla}\):

\[
\hat{\nabla}_\gamma'\gamma' = 0.
\]

These critical curves are also geodesics for \(\nabla\) and for the Levi-Civita connection and thus distance minimizing if the endpoints are not in the cut-locus. One can also compute the second variation of the energy at a geodesic \(\gamma\) and standard computations yield

\[
\int_0^T \left( \langle \nabla_\gamma'X, \hat{\nabla}_\gamma'X \rangle - \langle \hat{R}(\gamma', X)X, \gamma' \rangle \right) dt \tag{4.2}
\]

where \(\hat{R}\) is the Riemann curvature tensor of \(\hat{\nabla}\). This is the formula for the second variation with fixed endpoints. This formula does not depend on the choice of connection \(\nabla\).

The index form of a vector field \(X\) (with not necessarily vanishing endpoints) along a geodesic \(\gamma\) is given by

\[
I(\gamma, X, X) = \int_0^T \left( \langle \nabla_\gamma'X, \hat{\nabla}_\gamma'X \rangle - \langle \hat{R}(\gamma', X)X, \gamma' \rangle \right) dt.
\]
If $Y$ is a Jacobi field along the geodesic $\gamma$, one has
\[ \hat{\nabla}_{\gamma'} \nabla_{\gamma'} Y = \hat{\nabla}_{\gamma'} \hat{\nabla} Y = \hat{R}(\gamma', Y)\gamma' \]
because $\hat{\nabla}_{\gamma'} \gamma' = 0$. The Jacobi equation therefore writes
\[ \hat{\nabla}_{\gamma'} \nabla_{\gamma'} Y = \hat{R}(\gamma', Y)\gamma'. \tag{4.3} \]

We have then the following results:

**Lemma 4.1** Let $x_0 \in \mathbb{M}$ and $x \neq x_0$ which is not in the cut-locus of $x$. We denote by $r = d(x_0, \cdot)$ the distance function from $x_0$. Let $X \in T_x \mathbb{M}$ be orthogonal to $\nabla r(x)$. At the point $x$, we have
\[ \nabla^2 r(X, X) = I(\gamma, Y, Y) \]
where $\gamma$ is the unique length parametrized geodesic connecting $x_0$ to $x$ and $Y$ the Jacobi field along $\gamma$ such that $Y(0) = 0$ and $Y(r(x)) = X$.

Combining this with the index lemma yields:

**Lemma 4.2** Let $x_0 \in \mathbb{M}$ and $x \neq x_0$ which is not in the cut-locus of $x$. Let $X \in T_x \mathbb{M}$. At $x$, we have
\[ \nabla^2 r(X, X) \leq \int_0^r \left( \langle \nabla_{\gamma'} \tilde{X}, \hat{\nabla}_{\gamma'} \tilde{X} \rangle - \langle \hat{R}(\gamma', \tilde{X})\tilde{X}, \gamma' \rangle \right) dt \]
where $\gamma$ is the unique length parametrized geodesic connecting $x_0$ to $x$ and $\tilde{X}$ is any vector field along $\gamma$ such that $\tilde{X}(0) = 0$ and $\tilde{X}(r(x)) = X$.

### 5 Appendix 2: Jacobi fields on Sasakian manifolds of constant sectional curvature

In this Appendix, we compute the Jacobi fields of the metric $g_\varepsilon$ on Sasakian manifolds of constant sectional curvature. An important difference with respect to [11] is that we work with the adjoint connection $\hat{\nabla}_\varepsilon = \nabla + \frac{1}{\varepsilon} J$ instead of the Tanaka–Webster (= Bott) connection. We assume that the Riemannian foliation on $\mathbb{M}$ is a Sasakian foliation. As in Sect. 3, the Reeb vector field on $\mathbb{M}$ will be denoted by $S$ and the complex structure by $J$. We refer for instance to Chapter 2 in [47] for a discussion about Sasakian model spaces from the point of view of sub-Riemannian geometry.

We use the notations of Sect. 3. For any vector field $Y$ along $\gamma$, we will use $Y'$ for the covariant derivative with respect to $\hat{\nabla}_\varepsilon$. Whenever we use the word parallel, it is with respect to $\hat{\nabla}_\varepsilon$. We identify vectors and their corresponding parallel vector field. We define $\phi_\mu$, $\psi_\mu$ and $\Phi_\mu$ as in Sect. 3.

**Lemma 5.1** Let $R$ be the curvature of the Bott connection $\nabla$ and assume that for some $k \in \mathbb{R},$
\[ \langle R(v, w)w, v \rangle = k \| v \wedge w \|^2_{g_\mathcal{H}}, \quad v, w \in \mathcal{H}. \]
Let $\gamma : [0, r] \to \mathbb{M}$ be a geodesic of unit speed with respect to $g_\varepsilon$.
(a) Let $Y$ be the Jacobi vector field along $\gamma$ such that $Y(0) = 0$ and $Y(r) = v_0 \in \mathcal{H}_\gamma(r)$. Assume that $\gamma_\gamma' \neq 0$ and that $v_0$ is orthogonal to $JY'$ and $\gamma'$. Finally, if

$$\mu_Y = \frac{\|\gamma'\|_g^2 - 1}{4\varepsilon} - \|\gamma'\|_g^2 k < 0,$$

assume that $\sqrt{-\mu_Y} r < \pi$. Then

$$Y(t) = \frac{\phi_{\mu_Y}(t)}{\phi_{\mu_Y}(r)} \left( \cos \left( \frac{\langle S, \gamma' \rangle_{g, (r-t)} - \langle \gamma, \gamma' \rangle_{g, (r-t)} }{2} \right) v_0 - \sin \left( \frac{\langle S, \gamma' \rangle_{g, (r-t)} }{2} \right) Jv_0 \right). \quad (5.1)$$

(b) Assume that $\gamma$ is a horizontal curve. Let $Y$ be the Jacobi vector field along $\gamma$ such that $Y(0) = 0$ and $Y(r) = JY'_{\gamma}(r)$. If $k > 0$, assume that $\sqrt{r} \leq \pi$. Then

$$C_\varepsilon = \psi^{-2}_{-k}(r)^2 - \psi^{-1}_{-k}(r) \psi^{-1}_{-k}(r) + \varepsilon r \psi^{-2}_{-k}(r) > 0, \quad (5.2)$$

and $Y(t)$ is given by

$$Y(t) = \frac{1}{C_\varepsilon} \left( \psi^{-1}_{-k}(r) \psi^{-1}_{-k}(t) + (\varepsilon r - \psi_{-k}(r)) \psi^{-1}_{-k}(t) \right) JY'(t)$$

$$+ \frac{1}{C_\varepsilon} \left( \psi_{-k}(r) \psi_{-k}(t) - \psi_{-k}(r) \psi_{-k}(t) + \varepsilon(r \varepsilon - t \psi_{-k}(r)^2) \right) S(t).$$

(c) Let $\gamma : [0, r] \to \mathbb{M}$ be vertical with $r < 2\pi \sqrt{\varepsilon}$. Then any Jacobi field $Y$ with $Y(0) = 0$ and $Y(r) = v_0 \in \mathcal{H}_x$, is given by

$$Y(t) = \frac{1}{2} \left( 1 - \cos \frac{r}{\sqrt{\varepsilon}} \right) \left( \left( 1 + \cos \frac{r - t}{\sqrt{\varepsilon}} - \cos \frac{r - t}{\sqrt{\varepsilon}} - \cos \frac{r}{\sqrt{\varepsilon}} \right) v_0 \right.$$

$$- \langle \sqrt{\varepsilon} S, \gamma' \rangle_{g, \varepsilon} \left( \sin \frac{r - t}{\sqrt{\varepsilon}} - \sin \frac{r}{\sqrt{\varepsilon}} + \sin \frac{t}{\sqrt{\varepsilon}} \right) Jv_0 \right). \quad (5.3)$$

In fact, this is a Jacobi-field along all vertical geodesics on a Sasakian manifold without any assumption on the curvature.

**Proof** The Jacobi equation for a vector field $Y$ is given by

$$0 = \hat{\nabla}_{\gamma'} \hat{\nabla}_{\gamma'} Y - \hat{R}_{\gamma'} (\gamma', Y) \gamma'$$

$$= Y'' - T(\gamma', Y') - \frac{1}{\varepsilon} J_{\gamma'} Y' + \frac{1}{\varepsilon} J_{Y'} \gamma' - R(\gamma', Y) \gamma' - \frac{1}{\varepsilon} J_{T(\gamma', Y)} \gamma'. \quad (5.4)$$

Define $X = \pi_{\gamma} Y$ and $(Y, S)_g = F$. Equation (5.4) then becomes

$$F'' = (J_{\gamma'} X)'_g,$$

$$X'' = -k\|\gamma'\|^2_g X + (S, \gamma')_g JX' - \frac{1}{\varepsilon} (F' - (J_{\gamma'} X)_g) J_{\gamma'}.$$

Note that $C_0 = F' - (J_{\gamma'} X)_g$ is constant and so $C_0 J_{\gamma'}$ is a parallel vector field.

(a) We assume that $X$ is contained in the orthogonal complement of $J_{\gamma'}$ and $\gamma'$ which is a parallel vector bundle along $\gamma$. Given this assumption and initial condition $F(0) = 0$, we have $F = C_0 t$. From the condition $F(r) = 0$, we must have $C_0 = 0$, and so $X$ is a solution of

$$X'' = -k\|\gamma'\|^2_g X + (S, \gamma')_g JX'. $$
Define $Z = X + iJX$. Then

$$Z'' + i(S, γ')_g Z' + \|γ''_H\|_g^2 kZ = 0.$$  

The solution with initial condition $Z(0) = 0$ is

$$Z(t) = e^{-i(S, γ')_g t/2} \phi_{μγ}(t)(X_0 + iJX_0),$$

where $X_0$ is some parallel vector field and

$$μ_γ = -\frac{(S, γ')_g^2}{4} - k\|γ'_H\|_g^2 = -\frac{1 - \|γ''_H\|_g^2}{4\varepsilon} - k\|γ'_H\|_g^2.$$  

Using that $Z(r) = v_0 + iJv_0$ and taking the real part of $Z$, we get the result.

(b) If $γ$ is horizontal, then we are left so solve

$$F'' = \langle Jγ', X' \rangle_g,$$

$$X'' = -kX - \frac{1}{ε}C_0Jγ'.$$

Write $X = fJγ'$. Then $C_0 = F' - f$ and

$$f'' + kf = -\frac{1}{ε}C_0.$$  

The solution, given the initial condition, is

$$f(t) = C_1φ_{-k}(t) - \frac{C_0}{ε} \int_0^t φ_{-k}(s)ds = C_1ψ''_{-k}(t) - \frac{C_0}{ε}ψ'_{-k}(t),$$

for some constant $C_1$. This means that

$$F(t) = C_0 \left( t - \frac{1}{ε}ψ_{-k}(t) \right) + C_1ψ'_{-k}(t).$$

Then we need to solve the equations $C_1ψ''_{-k}(r) - C_0\frac{1}{ε}ψ'_{-k}(r) = 1$ and $C_0(r - \frac{1}{ε}ψ_{-k}(r)) + C_1ψ'_{-k}(r) = 0$. If $C_ε$ is as in (5.2), the solution is

$$C_0 = -\frac{εψ'_{-k}(r)}{C_ε}, \quad C_1 = \frac{εr - ψ_{-k}(r)}{C_ε}. $$

To complete the proof, we need to show that the denominator is in fact non-zero. However, this follows from the observation that

$$ψ''_{μ}(r) - ψ_{-k}(r) = rψ'_{μ}(r)ψ_{μ}(r/2),$$

so $C_ε = rψ''_{μ}(r)(ψ_{μ}(r/2) + ε) = rψ_{μ}(r)(ψ_{μ}(r/2) + ε)$.

(c) Define $s = (\sqrt{ε}S, γ')_g, s \in (-1, 1)$. Since $R(γ', ·) = 0$, when $γ$ is vertical, we need no assumptions on the curvature. The equation for a Jacobi vector field is now

$$F'' = 0,$$

$$X'' = \langle S, γ' \rangle_g, JX' = \frac{s}{\sqrt{ε}}JX'.$$

Define $Z = X + iJX$. With initial and final conditions, we have $F = 0$ and

$$Z(t) = \frac{1 - e^{-ist/\sqrt{ε}}}{1 - e^{-isr/\sqrt{ε}}}(v_0 + iJv_0).$$

Taking the real part, the result follows. □
References

1. Agrachev, A.: Any sub-Riemannian metric has points of smoothness. Dokl. Math. 79(1), 45–47 (2009)
2. Agrachev, A., Lee, P.: Bishop and Laplacian comparison theorems on three-dimensional contact sub-Riemannian manifolds with symmetry. J. Geom. Anal. 25(1), 512–535 (2015)
3. Agrachev, A., Lee, P.: Generalized Ricci curvature bounds for three dimensional contact subriemannian manifolds. Math. Ann. 360(1–2), 209–253 (2014)
4. Agrachev, A., Barilari, D., Rizzi, L.: Curvature: a variational approach. Mem. Amer. Math. Soc. 256(1225), (2018)
5. Agrachev, A., Barilari, D., Rizzi, L.: Sub-Riemannian curvature in contact geometry. J. Geom. Anal. 27(1), 366–408 (2017)
6. Agrachev, A., Zelenko, I.: Geometry of Jacobi curves. I. J. Dyn. Control Syst. 8(1), 93–140 (2002)
7. Agrachev, A., Zelenko, I.: Geometry of Jacobi curves. II. J. Dyn. Control Syst. 8(2), 167–215 (2002)
8. Barilari, D., Rizzi, L.: Sharp measure contraction property for generalized H-type Carnot groups. Commun. Contemp. Math. 20(6), 1750081 (2018)
9. Barilari, D., Rizzi, L.: Sub-Riemannian interpolation inequalities. Invent. Math. (2018). https://doi.org/10.1007/s00222-018-0840-y
10. Barletta, E.: On the pseudohermitian sectional curvature of a strictly pseudoconvex CR manifold. Differ. Geom. Appl. 25(6), 612–631 (2007)
11. Barletta, E., Dragomir, S.: Jacobi fields of the Tanaka–Webster connection on Sasakian manifolds. Kodai Math. J. 29(3), 406–454 (2006)
12. Baudoin, F.: Sub-Laplacians and hypoelliptic operators on totally geodesic Riemannian foliations. In: Geometry, Analysis and Dynamics on Sub-Riemannian Manifolds, vol. 1, pp. 259–321. EMS Ser. Lect. Math., Eur. Math. Soc., Zürich (2016)
13. Baudoin, F.: Stochastic analysis on sub-Riemannian manifolds with transverse symmetries. Ann. Probab. 45(1), 56–81 (2017)
14. Baudoin, F., Bonnefont, M.: Curvature-dimension estimates for the Laplace–Beltrami operator of a totally geodesic foliation. Nonlinear Anal. 126, 159–169 (2015)
15. Baudoin, F., Bonnefont, M., Garofalo, N.: A sub-Riemannian curvature-dimension inequality, volume doubling property and the Poincaré inequality. Math. Ann. 358(3–4), 833–860 (2014)
16. Baudoin, F., Garofalo, N.: Curvature-dimension inequalities and Ricci lower bounds for sub-Riemannian manifolds with transverse symmetries. J. Eur. Math. Soc. (JEMS) 19(1), 151–219 (2017)
17. Baudoin, F., Garofalo, N.: Comparison theorems for subelliptic operators (2018) (in progress)
18. Baudoin, F., Grong, E., Molino, G., Rizzi, L.: H-type foliations (2018). arXiv:1812.02563
19. Baudoin, F., Kim, B., Wang, J.: Transverse Weitzenböck formulas and curvature dimension inequalities on Riemannian foliations with totally geodesic leaves. Commun. Anal. Geom. 24(5), 913–937 (2016)
20. Besse, A.: Einstein manifolds. Reprint of the 1987 edition. In: Classics in Mathematics. Springer, Berlin (2008)
21. Boyer, C.P., Galicki, K.: Sasakian Geometry. Oxford Mathematical Monographs. Oxford University Press, Oxford (2008)
22. Chang, S.-C., Kuo, T.-J., Lin, C., Tie, J.: CR sub-Laplacian comparison and Liouville-type theorem in a complete noncompact Sasakian manifold. J. Geom. Anal. (2018). https://doi.org/10.1007/s12220-018-0056-9
23. Chavel, I.: Riemannian Geometry: A Modern Introduction. Cambridge Tracts in Mathematics, vol. 108. Cambridge University Press, Cambridge (1993)
24. Dragomir, S., Tomassini, G.: Differential Geometry and Analysis on CR Manifolds, vol. 246. Birkhäuser, Basel (2006)
25. Elworthy, K.D., Le Jan, Y., Li, X.-M.: On the Geometry of Diffusion Operators and Stochastic Flows. Lecture Notes in Mathematics, vol. 1720. Springer, Berlin (1999)
26. Grong, E., Thalmaier, A.: Curvature-dimension inequalities on sub-Riemannian manifolds obtained from Riemannian foliations: part I. Math. Z. 282(1–2), 99–130 (2016)
27. Grong, E., Thalmaier, A.: Curvature-dimension inequalities on sub-Riemannian manifolds obtained from Riemannian foliations: part II. Math. Z. 282(1–2), 131–164 (2016)
28. Grong, E., Thalmaier, A.: Stochastic completeness and gradient representations for sub-Riemannian manifolds. Potential Anal. (2018). https://doi.org/10.1007/s11118-018-9710-x
29. Hitchin, N.: On the curvature of rational surfaces. In: Proceedings of Symposia in Pure Mathematics, vol. 27 (1975)
30. Lee, P.: Ricci curvature lower bounds on Sasakian manifolds (2015). arXiv:1511.09381
31. Lee, P.: On measure contraction property without Ricci curvature lower bound. Potential Anal. 44(1), 27–41 (2016)
32. Lee, P., Li, C.: Bishop and Laplacian comparison theorems on Sasakian manifolds. Commun. Anal. Geom. 26(4), 915–954 (2018)
33. Lee, P., Li, C., Zelenko, I.: Ricci curvature type lower bounds for sub-Riemannian structures on Sasakian manifolds. Discrete Contin. Dyn. Syst. 36(1), 303–321 (2016)
34. Li, C., Zelenko, I.: Differential geometry of curves in Lagrange Grassmannians with given Young diagram. Differ. Geom. Appl. 27(6), 723–742 (2009)
35. Ohta, S.: On the measure contraction property of metric measure spaces. Comment. Math. Helv. 82(4), 805–828 (2007)
36. Ohta, S.: On the curvature and heat flow on Hamiltonian systems. Anal. Geom. Metr. Spaces 2, 81–114 (2014)
37. Petersen, P.: Riemannian Geometry. Graduate Texts in Mathematics, vol. 171. Springer, Berlin (2006)
38. Rifford, L.: Ricci curvatures in Carnot groups. Math. Control Relat. Fields 3(4), 467–487 (2013)
39. Rifford, L., Trélat, E.: Morse–Sard type results in sub-Riemannian geometry. Math. Ann. 332(1), 145–159 (2005)
40. Rizzi, L.: Measure contraction properties of Carnot groups. Calc. Var. Partial Differ. Equ. 55(3), 60 (2016)
41. Rizzi, L., Silveira, P.: Sub-Riemannian Ricci curvatures and universal diameter bounds for 3-Sasakian manifolds. To appear in J. Inst. Math. Jussieu (2015). arXiv:1509.05410
42. Simon, B.: Convexity: An Analytic Viewpoint. Cambridge Tracts in Mathematics, vol. 187. Cambridge University Press, Cambridge (2011)
43. Sturm, K.-T.: On the geometry of metric measure spaces I. Acta Math. 196(1), 65–131 (2006)
44. Sturm, K.-T.: On the geometry of metric measure spaces II. Acta Math. 196(1), 133–177 (2006)
45. Tanno, S.: Variation problems on contact Riemannian manifolds. Trans. Am. Math. Soc. 314(1), 349–379 (1989)
46. Tondeur, P.: Foliations on Riemannian Manifolds. Universitext. Springer, New York (1988)
47. Wang, J.: Sub-Riemannian heat kernels on model spaces and curvature dimension inequalities on contact manifolds. Ph.D. dissertation thesis, Purdue University (2014)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.