Gender Bias in Depression Detection Using Audio Features
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Abstract—Depression is a large-scale mental health problem and a challenging area for machine learning researchers in detection of depression. Datasets such as Distress Analysis Interview Corpus - Wizard of Oz (DAIC-WOZ) have been created to aid research in this area. However, on top of the challenges inherent in accurately detecting depression, biases in datasets may result in skewed classification performance. In this paper we examine gender bias in the DAIC-WOZ dataset. We show that gender biases in DAIC-WOZ can lead to an overreporting of performance. By different concepts from Fair Machine Learning, such as data re-distribution, and using raw audio features, we can mitigate against the harmful effects of bias.
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I. INTRODUCTION

Depression is a mental health disorder that causes severe symptoms for individuals. Typical emotional symptoms include lasting feelings of unhappiness, hopelessness, and a lack of interest or enjoyment. The speech of individuals with depression has been characterised as lifeless or flat, and delivered in a monotone fashion [1]. Depression is a common and costly mental health disorder. McManus et al. [2] reported in 2014 that 3.8% of adults in England suffered from depression and, according to the OECD [3], the cost of mental health in the UK was around 4% of GDP (£106bn) in 2015.

Machine learning techniques have successfully been applied to many health-related areas [4], [5] and therefore have the potential to improve depression detection. The Distress Analysis Interview Corpus - Wizard of Oz (DAIC-WOZ) dataset [6] was designed to facilitate research into depression detection and was released as part of the 2016 Audio-Visual Emotion Challenge (AVEC) [7]. DAIC-WOZ contains interviews from 189 participants: 57 diagnosed with post-traumatic stress disorder or depression, and 132 who are not.

The ground truth labels in DAIC-WOZ were obtained through a depression diagnosis questionnaire, the Patient Health Questionnaire 8 (PHQ-8) [8], which consists of 8 questions. Every participant in the DAIC-WOZ answered the 8 questions by assigning an integer score in the range 0 – 3. Once all the questions were completed, the scores were added together to give a depression rating, $r$ out of 24, where $r < 10$ is classified as not depressed and $r \geq 10$ is classified as depressed.

Traditional machine learning algorithms such as Support Vector Machines (SVM) were used by the AVEC 2016 [7] organisers as an audio baseline classification system. Since then, deep learning methods have also been applied to DAIC-WOZ including Convolutional Neural Networks (CNN) [9]–[11], Fully Connected Deep Neural Networks [12], and Recurrent Neural Networks (RNN) [10], [11], along with hand-crafted features, including the spectrogram [11] and the mel-spectrogram [10].

However, when machine learning is used to tackle health-related problems, such as depression detection, considerations must be taken to ensure that these models do not incorporate bias [13]. Bias can result in subjects with protected characteristics, such as race or gender, being unfairly penalised. This can occur due to many factors such as poor data collection standards [14] or the data processing in machine learning models [14].

Fair Machine Learning (Fair ML) [15] is an area of research that explores the idea of fair, unbiased classification, in an attempt to work towards a fairer society through the use of machine learning. Fair ML techniques have been used in healthcare domains such as the paralinguistics community to detect dementia [16].

We show in this paper that the DAIC-WOZ dataset contains gender bias and that this bias can negatively affect the resulting accuracy of machine learning models using audio features. We also find that deep learning models based on raw audio are more robust to gender bias than ones based on other common hand-crafted features, such as mel-spectrogram.

Our paper is organised as follows. Section II explores the background on the DAIC-WOZ dataset and Fair ML. Section III discusses the baseline model architecture, Section IV explores our proposed method, Section V explores the bias problem and how to mitigate against it and Section VI concludes the paper.

II. DAIC-WOZ, DEPRESSION DETECTION, AND FAIRNESS

A. DAIC-WOZ Dataset

To gather the data for the DAIC-WOZ dataset, interviews were conducted between each participant and a virtual interviewer (“Ellie”) controlled by a researcher in another room [17]. The audio and facial features of the participants were recorded (Figure 1). The interviews range from 7 minutes to 35 minutes.

For Machine Learning purposes, the DAIC-WOZ dataset is divided into a training set of 107 files (76 non-depressed (ND) interviews and 31 depressed (D) interviews), a validation set of 35 minutes. Every participant in the DAIC-WOZ answered the 8 questions by assigning an integer score in the range 0 – 3. Once all the questions were completed, the scores were added together to give a depression rating, $r$ out of 24, where $r < 10$ is classified as not depressed and $r \geq 10$ is classified as depressed.

Traditional machine learning algorithms such as Support Vector Machines (SVM) were used by the AVEC 2016 [7] organisers as an audio baseline classification system. Since then, deep learning methods have also been applied to DAIC-WOZ including Convolutional Neural Networks (CNN) [9]–[11], Fully Connected Deep Neural Networks [12], and Recurrent Neural Networks (RNN) [10], [11], along with hand-crafted features, including the spectrogram [11] and the mel-spectrogram [10].

However, when machine learning is used to tackle health-related problems, such as depression detection, considerations must be taken to ensure that these models do not incorporate bias [13]. Bias can result in subjects with protected characteristics, such as race or gender, being unfairly penalised. This can occur due to many factors such as poor data collection standards [14] or the data processing in machine learning models [14].

Fair Machine Learning (Fair ML) [15] is an area of research that explores the idea of fair, unbiased classification, in an attempt to work towards a fairer society through the use of machine learning. Fair ML techniques have been used in healthcare domains such as the paralinguistics community to detect dementia [16].

We show in this paper that the DAIC-WOZ dataset contains gender bias and that this bias can negatively affect the resulting accuracy of machine learning models using audio features. We also find that deep learning models based on raw audio are more robust to gender bias than ones based on other common hand-crafted features, such as mel-spectrogram.

Our paper is organised as follows. Section II explores the background on the DAIC-WOZ dataset and Fair ML. Section III discusses the baseline model architecture, Section IV explores our proposed method, Section V explores the bias problem and how to mitigate against it and Section VI concludes the paper.

II. DAIC-WOZ, DEPRESSION DETECTION, AND FAIRNESS

A. DAIC-WOZ Dataset

To gather the data for the DAIC-WOZ dataset, interviews were conducted between each participant and a virtual interviewer (“Ellie”) controlled by a researcher in another room [17]. The audio and facial features of the participants were recorded (Figure 1). The interviews range from 7 minutes to 35 minutes.

For Machine Learning purposes, the DAIC-WOZ dataset is divided into a training set of 107 files (76 non-depressed (ND) interviews and 31 depressed (D) interviews), a validation set
of 35 files (23 ND interviews and 12 D interviews), and a test set of 47 files. The distribution of data for the test set is hidden due to the AVEC competition.

To maintain the privacy of the participants, the raw visual data is not released. Instead, visual features based on the OpenFace framework \cite{18} and the FACET toolbox \cite{19} were extracted. Raw audio files, sampled at 16 kHz, are provided.

B. Gender Bias in DAIC-WOZ

As previous researchers have noted, we can see from Table I that there is a high-level class imbalance of roughly 2:5 in terms of D:ND interviews in the training set.

In addition, we also see a gender bias in Table I that has not been explicitly acknowledged by previous researchers. While the ratio of D:ND females is roughly 5:8, the ratio of D:ND males in the dataset is 2:7. Thus the frequency of individuals with depression in the dataset differs between genders, such that $p(D | g = f) > p(D | g = m)$ where $g$ is gender, $f$ is female and $m$ is male. We also see a similar class imbalance as well as gender bias in the validation set in Table II.

C. Training on Separate Gender Subsets

Based on research indicating that depressive symptoms can differ depending on gender \cite{20}, some authors split DAIC-WOZ into two gendered subsets, one containing the female interviews and one containing the male interviews \cite{12, 21, 22}. These authors \cite{12, 21, 22} did not report awareness of the gender bias.

While these authors reported improved performance detecting depression on DAIC-WOZ compared to not splitting the dataset, deep learning benefits from large amounts of data, therefore training two separate models on subsets of the larger training data may lead to reduced performance.

In addition, gender differences in speech signals are well known \cite{23}. Huang et al. \cite{24} proposed to reduce gender dependency in speech signals by applying z-normalisation to every audio signal based on gender according to, $\tilde{x} = (x - \mu) / \sigma$, where $x$ is the input feature, $\mu$ and $\sigma$ are the mean and standard deviation of the features in the DAIC-WOZ training set split by gender and $\tilde{x}$ is the normalised feature. Huang et al. \cite{24} did not compare results before and after gender normalisation and did not comment on the larger gender bias in the dataset.

In this paper, we will discuss ways to deal with gender bias in the training set without creating two gendered subsets. To do this, let us explore some recent work on fair machine learning to resolve gender bias.

D. Fair Machine Learning

In Fair Machine Learning (Fair ML), we are interested in making sure that protected characteristics, such as race or gender, are treated equally. One Fair ML approach, statistical parity \cite{25}, is designed to ensure that an acceptance rate, such as admission to a University programme, is the same regardless of the protected characteristics of an individual, i.e.:

$$P[R = 1 | A = a] = P[R = 1 | A = b] \quad (1)$$

where $R$ is the score and $A$ is a protected characteristic.

Another principle that Fair ML follows, known as sufficiency, says a target label $Y = 1$ is independent of a protected characteristic, $A$, given some score $R = r$, i.e.:

$$P[Y = 1 | R = r, A = a] = P[Y = 1 | R = r, A = b] \quad (2)$$

An example of sufficiency, there should be an equal probability that two individuals actually have cancer given they received the same score regardless of their protected characteristic.

Krawczyk \cite{26} mentions several approaches for ensuring an unbiased classifier, including data generation techniques such as data sub-sampling, the process of equalising the number of examples from each class in the dataset by randomly selecting a portion of examples from the majority classes.

For more examples of fairness criteria and alternative definitions, additional work can be found at \cite{27-29}.

In this paper, we will determine the effects of gender bias in the DAIC-WOZ dataset on a deep learning model and apply data sub-sampling techniques from Krawczyk \cite{26} to tackle this bias.

III. DepAudioNet

Our model will be based on “DepAudioNet” of Ma et al. \cite{10}, which was one of the best models in AVEC 2016 to utilise deep learning with audio-only processing for depression detection.
A. File Processing

DepAudioNet [10] extracts mel-spectrogram features (mel filter bank with 40 frequency bins) using a Hamming window of length $w = 1024$, and hop size $h = 512$. Next, the features from each audio signal are normalised according to the z-normalisation $(\tilde{x} = (x - \mu)/\sigma)$ where $\tilde{x}$ is the normalised feature, $x$ is the feature from the input audio signal, $\mu$ and $\sigma$ are the mean and standard deviation calculated based on the features from each individual audio signal.

Ma et al. [10] randomly crop every normalised feature to the same size as the shortest audio signal. To account for the DAIC-WOZ D:ND class imbalance (ND > D), they then randomly sub-sample the ND features to train with an equal number of D and ND examples. They then split the resulting feature into multiple temporal segments of size $N_{seg} = 120$ to be used as input for DepAudioNet.

B. Model Architecture

Figure 2(a) shows the overall DepAudioNet architecture. The source code for DepAudioNet is not available and so we reproduced the model through details given in the paper [10] using reasonable assumptions for unspecified aspects.

We experimented on the validation data to set the initial learning rate (LR) and rate of decay of the LR ($\lambda$) as no details in [10] were given. We initialised the LR to 0.001 and decayed the LR by a factor of 0.9 every $\lambda_{epoch}$ equal to 2 or 3. We used the Adam optimiser, the F1-Score to measure the accuracy of the model, and the Binary Cross Entropy Loss to update the network weights.

C. DepAudioNet Reproduction Results

As confirmation of successful reproduction, our reproduction achieved comparable results to those reported in [10]. As we can see from Table III, the performance of our reproductions with $\lambda = 2$ and $\lambda = 3$ are slightly better than the performance reported by Ma et al. [10].

IV. PROPOSED RAW AUDIO MODEL

We hypothesise that features such as the mel spectrogram used in DepAudioNet may emphasise pitch or vocal tract information that may be a proxy for gender, which could result in utilising the gender bias of DAIC-WOZ. To test the robustness of the mel-spectrogram features against the gender bias of DAIC-WOZ, we compared our reproduced DepAudioNet with an alternative raw audio model, Figure 2(b).

Our proposed raw audio model follows the pre-processing outlined in Section III-A except that we use raw audio as our input instead of extracting a mel-spectrogram. The input size of the raw audio features is calculated according to $r = N_{seg} \times h$.

The kernel of the convolutional filter for our raw audio model matched the window and hop size from the mel spectrogram analysis from Section III-A ($K = 1024$, $S = 512$, $P = 276$), where $K$ is the kernel size, $S$ is the stride length, and $P$ is the zero padding. These values were chosen so that the output dimensions of the convolutional filter would match those used by Ma et al. [10]. We also experimented with an additional convolutional filter (shown by red dotted arrow in Figure 2(b)) added after the first with parameters $\{K = 3, S = 1, P = 1\}$ (a 1D version of the convolutional filter in DepAudioNet shown in Figure 2(a)).

A. Results of Proposed Raw Audio Model

From Table III, our proposed raw audio model with a single convolutional filter performed comparably, within ±1%, to the results reported by Ma et al. [10]. When we added an extra convolutional layer, our proposed raw audio model surpassed the performance of Ma et al. [10] and our reproduced DepAudioNet models.

In the next section we will evaluate the effect of the gender bias of the DAIC-WOZ and show how using raw audio as input adds robustness against this type of bias.

V. IMPACT OF GENDER BIAS

We saw in Table I (Section II-A) that the number of training examples varies according to class (D:ND) and gender (female/male). While Ma et al. [10] addressed the (D:ND) class imbalance by sub-sampling the ND examples, they did not report on gender bias.

Following the data re-distribution approach of Krawczyk [26] we performed data sub-sampling to have equal data in all quadrants of Table I. We split the training data into the four quadrants in Table I (f, D), (f, ND), (m, D), (m, ND).
We then randomly sub-sampled the audio signals from every quadrant with respect to the quadrant with the fewest examples, in this case 14 audio signals from depressed males (m, D). Following this process, our training data equally represents every quadrant found in Table I and ensures independence [25] from gender, such that \( p(D \mid g = f) = p(D \mid g = m) \) from the perspective of the training data.

### A. Results of Gender Balance

The results after training the models following gender balance are shown in Table IV. The performance of DepAudioNet* (our reproduction of Ma et al. [10]) (rows 1 and 3 respectively) drops by 14.0% and 13.4% respectively after we employ gender balance (rows 2 and 4 respectively) from .627 to .539 (row 1 to row 2), and .634 to .549 (row 3 to row 4).

Our results using the proposed raw audio model vary. While using one convolutional filter (rows 5 and 7 respectively), we see a performance boost of 0.82% and 3.43% respectively (rows 6 and 8 respectively) after applying gender balance. But the addition of the second convolutional filter (rows 9 and 11 respectively) shows a drop in performance of 4.78% and 4.36% respectively after gender balance (rows 10 and 12 respectively), albeit less than the drop found using DepAudioNet*.

We can see (rows 1 to 2 and rows 3 to 4) that the (f, D) performance of DepAudioNet* drops more than our raw audio model (rows 5 to 6, 7 to 8, 9 to 10, and 11 to 12).

The performance drop of DepAudioNet* suggests that DepAudioNet* may use gender-based information. Finally, we can see that performance on the minority class (m, D) increases across all models (with the exception of rows 1 to 2). Our proposed raw audio model shows superior results to DepAudioNet* in terms of overall performance and performance difference after applying gender balancing. These results suggest that raw audio may be more robust to gender bias than using the mel-spectrogram for this task.

We recognise the limitations of this study as we have only tested the robustness of the mel-spectrogram and raw audio on one dataset and one model architecture. However, as a proof of concept our results suggest that further analysis would be beneficial to concretely determine the effect of gender bias on various datasets and input features.

### VI. Conclusion

We have studied potential gender bias in the DAIC-WOZ dataset. In Section V we removed gender bias through data re-distribution by balancing the training data quadrants from Table I. Data re-distribution helps the classifier to learn in an unbiased manner by ensuring independence from gender with respect to the training data.

We showed in Table IV that leaving the dataset unaltered can result in overreporting performance due to the gender bias (shown by performance drops after applying gender balancing techniques), especially when using the mel-spectrogram.

We found that using raw audio can provide a classification that is more robust to gender bias than the mel-spectrogram as shown by the performance changes before and after gender balancing. Using raw audio can also outperform results using the mel-spectrogram despite the network architecture being optimised for the mel-spectrogram and not raw audio.

In future work, it would be interesting to explore other datasets which exhibit gender bias, and the robustness of different features against dataset bias. In addition, it would be useful to examine the robustness of other popular hand-crafted features such as the Mel-Frequency Cepstral Coefficients (MFCC). We would like to determine the efficacy of approaches such as gender normalisation on the gendered subsets of DAIC-WOZ [24] to tackle the gender bias of DAIC-WOZ as well.
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