Non-exponential Fidelity Decay in Randomized Benchmarking with Low-Frequency Noise
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We show that non-exponential fidelity decays in randomized benchmarking experiments on quantum dot qubits are consistent with numerical simulations that incorporate low-frequency noise. By expanding standard randomized benchmarking analysis to this experimental regime, we find that such non-exponential decays are better modeled by multiple exponential decay rates, leading to an instantaneous control fidelity for isotopically-purified-silicon MOS quantum dot qubits which can be as high as 99.9% when low-frequency noise conditions and system calibrations are favorable. These advances in qubit characterization and validation methods underpin the considerable prospects for silicon as a qubit platform for fault-tolerant quantum computation.

Randomized benchmarking experiments quantify the accuracy of quantum gates by estimating the average decay in control fidelity as a function of the number of operations applied to a qubit. Benchmarking enjoys several advantages over the traditional methods of characterizing gate fidelity that involve quantum process tomography, namely that it is insensitive to state preparation and measurement (SPAM) errors, and scales efficiently with the system size. As such, benchmarking protocols (see Figure 1) have become a standard against which different qubit technologies and architectures are compared. Benchmarking experiments have been performed in many different technologies, including trapped ions, superconducting qubits, nuclear magnetic resonance architectures, nitrogen-vacancy centers in diamond, semiconductor quantum dots in silicon, and phosphorous atoms in silicon. Most experiments are fitted using an exponential fidelity decay, which is in line with original theoretical predictions, and consistent with the assumption of weak correlation between noise on the gates that is important for accurate fidelity estimates.

When the assumptions of randomized benchmarking are violated, there is no guarantee of observing the characteristic exponential decay curves determined by the average fidelity. This has been noted before in NMR experiments due to spatial inhomogeneity across the sample as well as in numerical simulations of 1/f noise. Recent experimental results in spin-based silicon metal-oxide-semiconductor (Si-MOS) quantum dot qubits have also shown non-exponential fidelity decay, and here we directly apply our theoretical modelling to these experiments, but our conclusions are widely applicable.

Here we argue that non-exponential fidelity decay is indeed indicative of a dephasing-limited decay caused by non-Markovian noise. We first propose a numerical simulation method that incorporates time-dependent effects, primarily a drift in frequency detuning. This detuning drift and other time-dependent low-frequency noise sources lead to decay curves that are effectively integrated over an ensemble of experimental results, each with slightly different "instantaneous" average fidelities, i.e., fidelities that are approximately stable over the course of a single benchmarking run, but that

![Randomized Benchmarking Protocol](image_url)

**FIG. 1.** a) Randomized benchmarking consists of applying multiple sequences of random Clifford gates, a final recovery Clifford to ensure that each sequence ends with the qubit in an eigenstate, and reading out the qubit state. In interleaved randomized benchmarking, an additional test-Clifford gate is inserted in between the random Cliffords. b) Bloch sphere representation for the breakdown of a general noisy operation $C_N$ into an ideal $C_I$ rotation followed by a noise operation D.

Drift over the course of the entire sequence of experiments. These simulations show good qualitative agreement with the observed non-exponential decay from the experiments on isotopically-purified silicon quantum dot qubits. We then give a more quantitative analysis that compares two very simple models that both give good fits to the data: the first is a simplified version of the drift model that postulates that each experimental run has one of only two possible average fidelities; the second model attributes the non-exponential decay to fluctuating SPAM errors. Both of these models have only one additional parameter over the standard benchmarking model, but our quantitative likelihood analysis shows that the simplified drift model is much more probable.

The conclusion of this analysis for the SiMOS quantum-dot qubit is that, while the total average fidelity over a long series of benchmarking runs is 99.6%, the instantaneous fidelity can be as high as 99.9% or more when naturally fluctuating environmental noise sources and system calibrations are most favorable. Achieving such high fidelities for single-qubit gate operations gives optimism for exceeding the demanding error thresholds for fault-tolerant quantum computation.
I. BENCHMARKING REVIEW

The standard randomized benchmarking procedure involves subjecting a quantum system to long sequences of randomly sampled Clifford gates followed by an inversion step and a measurement, as depicted in Figure 1. The unitary operations of the Clifford group G are those that map the set of Pauli operators to itself under conjugation. They are a discrete set of gates that exactly reproduce the uniform average gate fidelity, averaged over the set of all input pure states [16].

An alternate version known as interleaved benchmarking [8] inserts a systematic application of a given gate, such as the H gate shown in Figure 1. The difference from the reference sequence gives information about the specific average gate fidelity of the given gate, rather than the average fidelity additionally averaged over the ensemble of gates.

Consider a general noise process D, depicted in Figure 1, which represents the deviation of a noisy Clifford gate C_N from an ideal unitary Clifford operation C_I:

\[ C_N = DC_I. \]

We note that the above equation uses the formalism of completely positive maps [17], and the multiplication corresponds to composition of maps. The standard approach to randomized benchmarking makes the assumption that D does not depend on the choice of C_I or other details such as time, but our simulations and of course real experiments will include such a dependence.

The fundamental result of randomized benchmarking [2] is that for sufficiently well-behaved noise the observed fidelities only depend on the average error operation \( \mathcal{E}_D \) averaged over the Clifford group G given by

\[ \mathcal{E}_D = \frac{1}{|G|} \sum_{C_I \in G} C_I DC_I^{-1}, \]

as well as any SPAM errors present in the system. Furthermore, standard tools from representation theory reduce this average error operation to one that is nearly independent of D, and is characterized by just a single parameter p. In particular, it is a depolarizing channel \( \mathcal{E} \) with \( p = p(D) \) being the polarization parameter (i.e., the probability of the information remaining uncorrupted as it passes through the channel). For a d-dimensional quantum system, the action of the depolarizing channel is given by

\[ \mathcal{E}(\rho) = p\rho + (1-p)\frac{I}{d}, \]

and the polarization parameter is related to the noisy deviation D by the average gate fidelity \( \bar{F}_{\text{avg}}(D) \) according to \[2\]

\[ \bar{F}_{\text{avg}}(D) = \int d\psi \langle \psi | D(\langle \psi | \langle \psi |)| \psi \rangle) = p + \frac{1-p}{d}, \]

where the integral is a uniform average over all pure states.

For a randomized benchmarking sequence comprised of \( m + 1 \) total Clifford gates (including the +1 for the recovery operation), the average sequence fidelity is given by \[2\]

\[ \bar{F}_m = Ap^m + B. \]

Here the parameters A and B quantify the SPAM errors and are given by \[2\]

\[ A = \text{Tr}[ED(\rho - \frac{I}{d})], \quad B = \text{Tr}[ED(\frac{I}{d})], \]

and \( \rho \) and E are the noisy state preparations and measurements implemented instead of the ideal desired states and measurements.

A typical benchmarking experiment proceeds by estimating \( \bar{F}_m \) for several values of m and fitting to the model in Eq.[2] to extract the p, A, and B fit parameters, and then using Eq.[1] to report an ensemble average of the average gate fidelities \( \bar{F}_{\text{avg}} \) of the gates.

This derivation of Eq.[2] assumes certain features about the noise, namely that it has negligible time and gate dependence, and that non-Markovian effects are not present at timescales on the order of the gate time. The limits to the validity of this assumption have been probed before [15, 18, 19], and in particular it was noted via numerical simulations by Epstein et al. [15] that the exponential model of fidelity decay no longer holds in the presence of 1/f noise, resulting in a noise floor to the accuracy of the benchmarking experiment.

II. NON-EXPONENTIAL FIDELITY DECAY

A clear deviation from the fidelity decay predicted by Eq.[2] has been observed in a silicon quantum dot qubit [12]. In order to understand the possible origin of this deviation, we have used the qubit characteristics to numerically simulate randomized benchmarking with a realistic noise model. In the experiment, the qubit is defined by the spin state of a single electron. A magnetic field \( B_0 = 1.4 \text{T} \) is applied to create a Zeeman splitting and the qubit is operated using electron spin resonance (ESR) techniques by applying an AC magnetic field with frequency \( \omega_0 = \frac{g\mu_B B_0}{h} \). A Rabi \( \pi \)-pulse is realized in \( \tau_{\text{op}} = 1.0 \mu s \) and using a Ramsey sequence the dephasing time \( T_2^* = 120 \mu s \) has been obtained [12]. In between consecutive pulses, a waiting time \( \tau_w = 0.5 \mu s \) has to be incorporated, due to the operation of the analog microwave source.

The set of Clifford gates is generated using the set \([\pm X, \pm \frac{\pi}{2} X, \pm Y, \pm \frac{\pi}{2} Y]\) that are realized using Rabi pulses, and the identity simulated with a waiting time equal to a \( \pi \)-pulse. The noise processes which determine \( T_2^* \) can be modelled as a random walk of the detuning \( \Delta \omega \) away from the ideal operation frequency \( \omega_0 \), over timescales greater than a single run of a random Clifford sequence. In order to simulate an ensemble of results, the \( \Delta \omega \) term is selected randomly from a Gaussian distribution of normalized variance:

\[ \sigma_\Delta = \frac{\tau_{\text{op}}}{2\pi \sqrt{2 \ln(2) T_2^*}}. \]

Using this distribution, we have numerically simulated benchmarking experiments and the results are shown in Fig. 2. The individual traces correspond to a given detuning \( \Delta \omega \) and result in the “instantaneous” fidelity of the qubit. While the individual traces are decaying exponentially, the averaged fidelity (bold blue) obtained from the Gaussian ensemble is
clearly non-exponential. We have also included the case of a Lorentzian distribution of detunings (red), resulting in a non-exponential decay as well. In the simulation, the only error source is dephasing, whereas in the experiment, other errors might be present such as pulse-errors. Inclusion of such errors will still result in non-exponential decays, provided dephasing is a significant source of error. We note that in the experiment, Ramsey sequences have been performed between sequences to recalculate the resonance frequency of the qubit and to compensate drifts due to, for example, the superconducting magnet. These drifts, in combination with errors in setting the resonance frequency, result in an apparent \(T_2^*\) in the randomized benchmarking experiment that is dependant upon the duration of the data acquisition, causing a faster decay of the ensemble averaged sequence fidelity.

As low-frequency drift of the qubit resonance frequency can lead to non-exponential fidelity decay, we hypothesize that some ensemble of experiments with varying decay rates is the correct explanation for the non-exponential behaviour of the experimental benchmarking data. To support this hypothesis, we use the Akaike information criterion to show that a simple model allowing for differing fidelity rates better explains the data than an alternative explanation that assumes fluctuating SPAM errors in the standard (zeroth order) model.

### A. Eliminating the constant for a single-qubit randomized benchmarking model

The parameters \(A\) and \(B\) in Eq. (2) are nuisance parameters that do not convey information about the desired fidelity. Eliminating one of these parameters, in this case \(B\), will further constrain the zero order model and allows deviations to be more clearly identifiable. A further advantage of removing the parameter \(B\) is to allow fitting of a linear function on a logarithmic scale. In Ref. [12] the randomized benchmarking protocol was modified to eliminate \(B\) from the zero order model. We first provide a theoretical justification for this approach, which we note applies only to qubits (\(d = 2\)), and demonstrate that the resulting data highlight the deviation of the measured data from the expected exponential decay model.

Recall that the zero-order model fits the average fidelity of a gate sequence to a simple formula as follows [2]:

\[
\tilde{F}_m = A^\dagger p^m + B^\dagger,
\]

where the qubit is initialized as \(|\uparrow\rangle\), the final gate in the random benchmarking sequence is chosen to return the state to \(|\uparrow\rangle\), and \(\tilde{F}_m\) is the survival probability of this state. To eliminate the constant \(B^\dagger\) from this sequence it is only necessary to perform similar randomized sequences, save that the final \((m + 1)\)th gate is set to change the state to \(|\downarrow\rangle\). For these runs, we consider the survival probability for yielding the measurement outcome \(E^\dagger\), where in the ideal case the final state \(\rho = E^\dagger = |\downarrow\rangle\langle\downarrow|\). This is the survival probability for each run \(\bar{F}_m\). Under the same assumptions we have

\[
\bar{F}_m = A^\dagger p^m + B^\dagger.
\]

Combining these two equations by defining \(\hat{F}_m = \tilde{F}_m - (1 - \bar{F}_m)\), we have:

\[
\hat{F}_m = \hat{A}p^m + (B^\dagger + B^\ddagger) - 1, \tag{5}
\]

where \(\hat{A} = A^\dagger + A^\ddagger\).

Recall that \(B^\dagger = \text{Tr}[E^\dagger D(1/d)]\), where \(D\) is the average noise operator. For the \(\bar{F}_m\) runs, the derivation is identical, apart from the final change to the \(|\downarrow\rangle\) state, so we have \(B^\ddagger = \text{Tr}[E^\ddagger D(1/d)]\). Noting that \(E^\dagger + E^\ddagger = 1\) for qubits (\(d = 2\)) and that \(D\) is trace-preserving and assuming the error on the final \(X\) gate is negligible, \(B^\ddagger\) can be re-expressed as follows:

\[
B^\ddagger = \text{Tr}[E^\ddagger D(1/2)] = \text{Tr}[(1 - E^\dagger)D(1/2)]
= \text{Tr}[D(1/2)] - \text{Tr}[E^\dagger D(1/2)]
= 1 - B^\dagger. \tag{6}
\]

Therefore by subtracting the average results of the data-set \((1 - \bar{F}_m)\) from the average results of the data-set \(\hat{F}_m\) we can obtain a data set that is distributed according to the model

\[
\hat{F}_m = A^\dagger p^m \tag{7}
\]

under the standard benchmarking assumptions on the noise.
FIG. 3. Semi-log plot of $F_m - (1 - F_m)$ for the reference sequence of randomized benchmarking on a silicon quantum dot qubit [12]. Both the two fidelity model and a single fidelity model including residual SPAM can fit the data, but for the single fidelity model an unreasonably large SPAM has to be included.

The data from Ref. [12] consist of 8 data sets (one reference set and 7 interleaved sets). For each data set, gate sequences of the lengths {2, 3, 5, 8, 13, 21, 30, 40, 50, 70, 100, 150} were measured, where for each gate sequence length ($m$) the randomized protocol was carried out 500 times and randomly distributed over $F_m^1$ and $F_m^2$. This amount of randomization is at least an order of magnitude more than in previous experiments [1, 5, 7–11, 13]. Each randomized protocol was performed 50 times in order to estimate the survival probability.

**B. Analysis of experimental data**

To quantify the quality of our fits, we require estimates of the variance in the data of Ref. [12]. The observed variance of the data matched to within 5–40% of the theoretical upper bounds derived in Ref. [13] when the gate length was shorter than 20 (so that the $m(1 - F_{avg}) << 1$ assumption discussed in that reference was satisfied). Accordingly, the observed experimental variance was used as a reliable estimate of the actual variance of the distribution. It should be noted that the observed variance actually decreased for gate lengths of 100 or greater. One explanation for this unexpected behaviour is that some of the sequences become saturated to something close to a completely mixed state before reaching those sequence lengths.

Figure 3 shows the data from the reference dataset plotted on a semi-log plot. The confidence bounds are 95% and the data is clearly non-linear (i.e. the decay is not a simple exponential). Similar deviation from the linear fit was noted in each of the data sets, with the best-fit linear model consistently underestimating $F_m$ for $m \geq 100$.

Two possible explanations are considered. First, it may not be possible to entirely eliminate the constant term ($B$) due to a violation of one of the assumptions in the above derivation. A second explanation is that low-frequency noise leads to de-tuning, and hence time-dependent errors on the gates in some of the experiments. The first, which we denote the residual SPAM model, can be modelled by reverting to a formula of the form $F_m = \tilde{A} p^m + \tilde{B}$, where now $\tilde{B}$ represents residual SPAM errors that were not eliminated under the assumptions that led to the derivation of Eq. [7]. We consider the simplest possible model for the second explanation – the two fidelity model – by fitting the fidelity decay to a formula of the form $F_m = \tilde{A} p^m + \tilde{A} q^m$. This represents an attempt to model the data by simplifying the ensemble of experiments by reducing them to just two different *equally weighted sequence behaviours*: one with a high-fidelity rate (related by the usual measure to $p$) and one with a lower fidelity rate (similarly related to $q$). This model has fewer parameters than the Gaussian or Lorentzian drift models, and is much easier to fit. In this interpretation, we have successfully eliminated the $B$ parameter as per Eq. [7] but time variation gives us the two different polarization parameters $p$ and $q$, with the decay rate for each sequence sampled randomly with equal probability. As can be seen in Figure 3, both models fit the data substantially better than the simple exponential of the zero order model.

Although the residual SPAM model produces a good fit to the experimental data, it does so with the equivalent of an unusually large SPAM parameter $\tilde{B}$ of around 0.14, corresponding to a $B^\dagger$ of 0.57. This represents in the theoretical model a very large bias in the expectation value of the spin-up measurement on the completely mixed state away from 0.5, which is not observed in the experiment. This suggests that this model may not be best for explaining the observed data.

To compare these two models quantitatively, it is possible to calculate the log likelihood and Akaike information criterion [21] for the two models. Because we don’t have the actual distribution of the test statistic, we make the assumption that the samples contained in the underlying data are independent and the Gaussian distributed limit is appropriate. This assumption is well-justified as we have a large number of independent data sets. The distribution $F_m$ can therefore be approximated by a Gaussian distribution with a variance esti-
explanation of the non-exponential curve seen in the data. This physically motivated supports its adoption as the most likely version of the drift model, the fact that it fits the data well and fidelity model better explains the data, significantly so on all can then be calculated using standard methods.

Histogram of spin-up outcome are shown in red while blue represents data with expected characteristic spread of the actual underlying ensemble of fidelities from which the benchmarking data are sampled. Such an interpretation is natural and compelling, however it remains an open problem to quantify such a connection more carefully. In particular, it would be interesting to give a direct connection to a more general drift model, since these are easier to interpret physically, but much harder to fit and analyze statistically.

By considering the non-exponential decay manifesting as the average over an ensemble of results, the fidelity can be considered to be operating under two regimes as depicted in Figure 4a. Firstly, dominating the observed fidelity decay at low $m$, there is rapid and short-lived decay due to traces of large detuning $\Delta \omega$. Secondly, for large $m$, there is an approximately exponential tail due to long-lived traces of smaller detuning. The second regime can be approximated as exponential due to the larger detuning frequencies becoming negligible as $m$ increases. In Figure 4a, each of the data points are an average over 25,000 experimental repetitions as presented by the two accompanying histograms (Figure 4b for $m = 2$ and Figure 4c for $m = 150$). Each histogram separately shows the measured probability, averaged over 50 repetitions, for the spin-up and spin-down observables as expected at the end of a noiseless version of the applied random sequence. From the second regime of Figure 4a, we can see that many experiments within the ensemble of measurements have an instantaneous fidelity at least as high as 99.9%.

### C. Interpreting the two fidelity model

Since the two fidelity model is the quantitatively preferred model, a natural question arises: how should we interpret the model parameters? The obvious interpretation of the two parameters $p$ and $q$ is as presented in Table II that their difference represents the characteristic spread of the actual underlying ensemble of fidelities from which the benchmarking data are sampled. Such an interpretation is natural and compelling, however it remains an open problem to quantify such a connection more carefully. In particular, it would be interesting to give a direct connection to a more general drift model, since these are easier to interpret physically, but much harder to fit and analyze statistically.

By considering the non-exponential decay manifesting as the average over an ensemble of results, the fidelity can be considered to be operating under two regimes as depicted in Figure 4a. Firstly, dominating the observed fidelity decay at low $m$, there is rapid and short-lived decay due to traces of large detuning $\Delta \omega$. Secondly, for large $m$, there is an approximately exponential tail due to long-lived traces of smaller detuning. The second regime can be approximated as exponential due to the larger detuning frequencies becoming negligible as $m$ increases. In Figure 4a, each of the data points are an average over 25,000 experimental repetitions as presented by the two accompanying histograms (Figure 4b for $m = 2$ and Figure 4c for $m = 150$). Each histogram separately shows the measured probability, averaged over 50 repetitions, for the spin-up and spin-down observables as expected at the end of a noiseless version of the applied random sequence. From the second regime of Figure 4a, we can see that many experiments within the ensemble of measurements have an instantaneous fidelity at least as high as 99.9%.

### III. CONCLUSIONS

We have analyzed the non-exponential decay in randomized benchmarking experiments on Si-MOS quantum dot qubits, and found that the most plausible explanation of this decay is drift in detuning frequencies. Our simulation of temporal integration over a spectrum of time-dependent detuning fre-

| Dataset | $p$  | $q$  | $F^{p/p}_{avg}$ | $F^{q/q}_{avg}$ | $F^{p/p}_{avg}$ | Uncertainty |
|---------|-----|-----|----------------|----------------|----------------|-------------|
| Ref     | 0.995 | 0.959 | 99.9%         | 99.9%         | 98.9%         | - 0.06%     |
| I       | 0.993 | 0.946 | 99.9%         | 99.6%         | 98.7%         | 0.3%        |
| X       | 0.993 | 0.952 | 99.9%         | 99.8%         | 98.9%         | 0.2%        |
| X/2     | 0.993 | 0.947 | 99.9%         | 99.7%         | 98.7%         | 0.2%        |
| -X/2    | 0.991 | 0.947 | 99.9%         | 99.7%         | 98.7%         | 0.2%        |
| Y       | 0.993 | 0.964 | 99.9%         | 99.9%         | 99.1%         | 0.3%        |
| Y/2     | 0.991 | 0.952 | 99.9%         | 99.8%         | 98.9%         | 0.2%        |
| -Y/2    | 0.990 | 0.911 | 99.9%         | 97.8%         | 97.8%         | 0.2%        |
frequencies qualitatively reproduces the observed fidelity decay of previously conducted experiments [12]. In addition, we have quantitatively ruled out a competing model by showing agreement of a simplified ensemble (the two fidelities model) that is much more probable. This yields confidence that detuning drift is the correct explanation for the origin of such a non-exponential fidelity decay.

Fitting the randomized benchmarking data with a two-fidelity model demonstrates that silicon MOS quantum dot qubits already exhibit an “instantaneous” control fidelity of 99.9%. We anticipate that this value is the relevant fidelity for quantifying the achievable performance of these gates for quantum computation, since improvements in the readout fidelity and use of a fast Ramsey protocol to calibrate the resonance frequency for each experiment [22] could result in an ensemble fidelity that matches the best instantaneous fidelity which is ultimately defined by fixed errors.

These results raise several intriguing questions. The first is to quantitatively link the simple and easy to analyze two fidelity model to the Gaussian or Lorentzian drift models. Alternatively, directly fitting a drift ensemble to the data would risk overfitting, and is already difficult for the simple case of Gaussian-distributed detunings.

Finally, there is at least one other natural competing explanation for the non-exponential decay. It might be the case that long benchmarking sequences saturate the exponential decay rates and have slower decay on very long timescales. If this were the case, then fitting to sequences that were “too long” would certainly bias one toward seeing non-exponential decay and reporting fidelities that were higher than warranted by the analysis. Therefore, deriving stopping criteria for the maximum sequence length and deriving tests that rule out this alternate explanation is a further important open question for future work.
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