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Abstract

In this paper we introduce the notion of a $d$-dimensional cycle which is a homological generalization of the idea of a graph cycle to higher dimensions. We examine both the combinatorial and homological properties of this structure and use these results to describe the relationship between the combinatorial structure of a simplicial complex and its simplicial homology. In particular, we show that over any field of characteristic 2 the existence of non-zero $d$-dimensional homology corresponds exactly to the presence of a $d$-dimensional cycle in the simplicial complex. We also show that $d$-dimensional cycles which are orientable give rise to non-zero simplicial homology over any field.

Keywords: simplicial homology, support complex, $d$-dimensional cycle, graph cycle, homological $d$-cycle, pseudo $d$-manifold, non-zero homology, simplicial complex

1 Introduction

In combinatorial commutative algebra one of the goals is to find descriptions of algebraic properties of monomial ideals through the characteristics of associated combinatorial structures such as the Stanley-Reisner complex or the facet complex. In the case that the facet complex is 1-dimensional we can look at the monomial ideal as the edge ideal of a graph. In this case significant relationships have been found between the combinatorial structure of the graph and the algebraic characteristics of the ideal. For example, it is shown in [11] that the edge ideal of a graph has a linear resolution if and only if the complement of the graph is chordal. In [14] it is determined that the edge ideal of a chordal graph is Cohen-Macaulay if and only if it is unmixed. In higher dimensions these types of results are often not complete classifications. Rather, there are many interesting theorems showing that certain classes of simplicial complexes or hypergraphs have associated ideals with certain algebraic properties. For several examples see [7], [8], [12], [16], and [22].
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Often, however, there exist complete characterizations of algebraic features of square-free monomial ideals that are generated in any degree in terms of the simplicial homology of their associated simplicial complexes. For example, a theorem of Reisner from [18] gives a condition for the Stanley-Reisner ring of a simplicial complex to be Cohen-Macaulay in terms of the simplicial homology of the complex and some of its subcomplexes. In [10] Fröberg classifies the monomial ideals with linear resolutions through the simplicial homology of their Stanley-Reisner complexes and their induced subcomplexes. Nevertheless a simplicial complex may be thought of as a purely combinatorial object and so the question arises as to whether or not one may attribute the existence of non-zero homology in a simplicial complex to a combinatorial structure present in that complex. This is an interesting mathematical question in its own right, but at the same time its possible solution has the potential to enable easier translation between algebraic properties of monomial ideals and the combinatorial framework.

Despite the substantial use of simplicial homology in classifying algebraic properties and the concrete combinatorial nature of the theory there appears to be very little literature on the explicit combinatorial structures necessary for a simplicial complex to exhibit non-zero simplicial homology. However, studies have been made into the combinatorics of acyclic simplicial complexes – those for which simplicial homology vanishes in all dimensions. In [15] Kalai gave a characterization of the $f$-vectors of such simplicial complexes. This was followed by work of Stanley in [19] on a combinatorial decomposition of these complexes. On the other hand, the literature relating to the combinatorial structures associated with non-zero simplicial homology is scant. In [9] Fogelsanger studied the rigidity of the 1-skeletons of the support complexes of minimal $d$-cycles and concluded that these 1-skeletons are rigid graphs when embedded in $\mathbb{R}^d$. However, the question remains as to whether or not one may describe non-zero homology in a simplicial complex using purely combinatorial properties.

In this paper we introduce the notion of a $d$-dimensional cycle. This is a homological generalization to higher dimensions of the idea of a graph cycle. We examine the structure of these higher-dimensional cycles and prove results about their combinatorial properties. We will then show that, over fields of characteristic 2, non-zero $d$-dimensional homology can be attributed to the presence of $d$-dimensional cycles. We also show that orientable $d$-dimensional cycles lead to non-zero homology over fields of any characteristic.

In [5] and [6] the results of this paper are used to study the combinatorial structure of simplicial complexes whose Stanley-Reisner ideals have linear resolutions.
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2 Preliminaries

2.1 Simplicial complexes and simplicial homology

An (abstract) simplicial complex $\Delta$ is a family of subsets of a finite vertex set $V(\Delta)$ that is closed under taking subsets. In other words, if $S \in \Delta$ and $S' \subseteq S$ then $S' \in \Delta$. These subsets are called faces of $\Delta$ and the elements of $V(\Delta)$ are the vertices of $\Delta$. Those faces which are maximal with respect to inclusion are referred to as facets of $\Delta$ and if the facets of $\Delta$ are $F_1, \ldots, F_k$ then we
\[ \Delta = \langle F_1, \ldots, F_k \rangle. \]

The **dimension** of a face \( S \) of \( \Delta \) is defined to be \(|S| - 1 \) and it is denoted \( \text{dim } S \). A face of dimension \( d \) is referred to as a \( d \)-**face**. The **dimension** of the simplicial complex \( \Delta \), \( \text{dim } \Delta \), is the maximum dimension of any of its faces. We say that \( \Delta \) is **pure** when all of its facets have the same dimension. If \( \Delta \) contains all possible faces of dimension \( d \) then \( \Delta \) is \( d \)-**complete**. A \( d \)-**simplex** is a simplicial complex with a single facet of dimension \( d \). A **subcomplex** of the simplicial complex \( \Delta \) is a simplicial complex whose faces are a subset of the faces of \( \Delta \).

An ordering of the vertices in a face \( S \) of a simplicial complex is called an **orientation** of \( S \) and two orientations are **equivalent** when one is an even permutation of the other. A \( d \)-face with a choice of one of these orientations is referred to as an **oriented \( d \)-face**. We denote by \([v_0, \ldots, v_d]\) the equivalence class of the \( d \)-face having vertices \( v_0, \ldots, v_d \) and with the orientation \( v_0 < \cdots < v_d \).

Letting \( A \) be any commutative ring with identity we define \( C_d(\Delta) \) to be the free \( A \)-module whose basis is the oriented \( d \)-faces of \( \Delta \) with the relations \([v_0, v_1, \ldots, v_d] = -[v_1, v_0, \ldots, v_d]\). We call the elements of \( C_d(\Delta) \) \( d \)-**chains** and we call the simplicial complex whose facets are the \( d \)-faces in a \( d \)-chain having non-zero coefficients the **support complex** of the \( d \)-chain.

The natural boundary map homomorphism \( \partial_d : C_d(\Delta) \to C_{d-1}(\Delta) \) is defined by

\[
\partial_d([v_0, \ldots, v_d]) = \sum_{i=0}^{d} (-1)^i[v_0, \ldots, v_{i-1}, v_{i+1}, \ldots, v_d]
\]

for each oriented \( d \)-face \([v_0, \ldots, v_d]\). We call the elements of the kernel of \( \partial_d \) the \( d \)-**cycles** and the elements of the image of \( \partial_d \) the \((d-1)\)-**boundaries**. We define the \( d \)-**th simplicial homology group** of \( \Delta \) over \( A \), \( H_d(\Delta; A) \), to be the quotient of the group of \( d \)-cycles over the group of \( d \)-boundaries.

We can further define a surjective homomorphism \( \epsilon : C_0(\Delta) \to A \) by \( \epsilon(v) = 1 \) for all \( v \in V(\Delta) \). We can then define the **reduced homology group of \( \Delta \) in dimension** \( 0 \) as

\[ \tilde{H}_0(\Delta; A) = \ker \epsilon / \text{im } \partial_1. \]

Setting \( \tilde{H}_i(\Delta; A) = H_i(\Delta; A) \) for \( i > 0 \) we obtain the \( i \)-th **reduced homology group** of \( \Delta \).

The \( d \)-th simplicial homology group of a simplicial complex \( \Delta \) measures the structure of the “holes” of dimension \( d \) in \( \Delta \). Our aim in this paper is to give concrete descriptions of these holes. Specifically, we examine the support complexes of \( d \)-cycles from a combinatorial point of view.

For a more in-depth explanation of simplicial homology we refer the reader to [17].

### 2.2 Graph Theory

A **finite simple graph** \( G \) consists of a finite set of **vertices** denoted \( V(G) \) and a set of **edges** denoted \( E(G) \) where the elements of \( E(G) \) are unordered pairs from \( V(G) \). In this paper we will use the term **graph** to refer to a finite simple graph. A 1-dimensional simplicial complex can be thought of as a graph where the edges are given by the 1-faces of the simplicial complex.

A vertex \( v \) of a graph \( G \) is said to be **incident** with an edge \( e \) of \( G \) if \( v \) is a vertex of \( e \). The **degree** of a vertex \( v \) is the number of edges with which \( v \) is incident.
A **path** in a graph $G$ is a sequence of vertices $v_0, \ldots, v_n$ from $V(G)$ such that $\{v_{i-1}, v_i\} \in E(G)$ for $1 \leq i \leq n$. A **connected** graph is a graph in which every pair of vertices is joined by a path.

A **cycle** in a graph $G$ is an ordered list of distinct vertices $v_0, \ldots, v_n$ from $V(G)$ where $\{v_{i-1}, v_i\} \in E(G)$ for $1 \leq i \leq n$ and $\{v_n, v_0\} \in E(G)$. In Figure 1 we give an example of a graph cycle on six vertices.

![Graph cycle on six vertices.](image)

**Figure 1:** Graph cycle on six vertices.

### 3 Motivation

Many of the homological classifications used in commutative algebra are based on the vanishing of simplicial homology in certain simplicial complexes. We would like to turn this property into an explicitly combinatorial one and so our goal is to relate the concept of non-zero homology in a simplicial complex to the existence of a specific combinatorial structure in that complex which is distinct from the more algebraic notion of a $d$-chain.

It is not difficult to show that this goal is achievable for non-zero simplicial homology in dimension 1. In this case, the combinatorial structure associated to non-zero homology is the graph cycle. This can be deduced from [2, Chapters 4 and 5], but in this section we provide an explicit proof of this relationship as motivation for the general case. The techniques used in this proof also illustrate our overall approach to this problem.

First we recall the following well-known lemma from graph theory. A proof can be found in [21, Section 1.2].

**Lemma 3.1.** If $G$ is a finite simple graph in which every vertex has degree at least 2 then $G$ contains a cycle.

**Theorem 3.2 (Non-zero 1-dimensional homology corresponds to graph cycles).** For any simplicial complex $\Delta$ and any field $k$, $\tilde{H}_1(\Delta; k) \neq 0$ if and only if $\Delta$ contains a graph cycle, which is not the support complex of a 1-boundary.

**Proof.** Suppose that $\tilde{H}_1(\Delta; k) \neq 0$. Then $\Delta$ contains a 1-cycle $c$ that is not a 1-boundary. We may assume that the support complex $\Omega$ of $c$ is minimal with respect to this property. In other words no strict subset of the 1-faces of $c$ is the support complex of a 1-cycle which is not a 1-boundary. First we would like to show that $\Omega$ is a connected graph.

The 1-cycle $c$ is of the form

$$c = \alpha_1 F_1 + \cdots + \alpha_n F_n$$  

(1)
for some oriented 1-faces \( F_1, \ldots, F_n \) of \( \Delta \) and where \( \alpha_i \in k \). If \( \Omega \) is not connected then we can partition the 1-faces \( F_1, \ldots, F_n \) into two sets having no vertices in common. Without loss of generality let these two sets be \( \{ F_1, \ldots, F_\ell \} \) and \( \{ F_{\ell+1}, \ldots, F_n \} \). Since

\[
\partial_1(c) = \partial_1(\alpha_1 F_1 + \cdots + \alpha_n F_n) = 0
\]

and since there are no vertices shared between the two sets we must have

\[
\partial_1(\alpha_1 F_1 + \cdots + \alpha_\ell F_\ell) = 0 \text{ and } \partial_1(\alpha_{\ell+1} F_{\ell+1} + \cdots + \alpha_n F_n) = 0
\]

and so \( \alpha_1 F_1 + \cdots + \alpha_\ell F_\ell \) and \( \alpha_{\ell+1} F_{\ell+1} + \cdots + \alpha_n F_n \) are both 1-cycles. By the assumption of minimality of \( \Omega \) we know that these 1-cycles must also be 1-boundaries. However, since \( c \) is the sum of these two 1-chains and they are both 1-boundaries, \( c \) must be a 1-boundary as well, which is a contradiction. Therefore \( \Omega \) must be a connected graph.

Next, note that the degree of all vertices in \( \Omega \) must be at least two. This follows since \( \partial_1(c) = 0 \) and this may only be achieved if all vertices present cancel out in this sum. Therefore each vertex must appear at least twice. Hence by Lemma \([3,1]\) we know that \( \Omega \) contains a graph cycle. Let \( v_0, \ldots, v_m \) be the vertices in this cycle where \( v_i \) is adjacent to \( v_{i+1} \) for \( 0 \leq i \leq m-1 \) and \( v_m \) is adjacent to \( v_0 \). By relabeling if necessary we may assume that \( F_1, \ldots, F_m \) are the oriented 1-faces corresponding to the edges in this cycle with \( F_i = \varepsilon_i[v_i, v_{i+1}] \) for \( 0 \leq i \leq m-1 \) and \( F_m = \varepsilon_m[v_m, v_0] \) where \( \varepsilon_i = \pm 1 \) depending on the orientation of \( F_i \). Suppose that \( m < n \). Then

\[
\varepsilon_1 F_1 + \cdots + \varepsilon_m F_m = \sum_{i=0}^{m-1} [v_i, v_{i+1}] + [v_m, v_0]
\]

is a 1-chain and it is straightforward to see that

\[
\partial_1(\varepsilon_1 F_1 + \cdots + \varepsilon_m F_m) = 0.
\]

Let \( b = \alpha_1 \varepsilon_1(\varepsilon_1 F_1 + \cdots + \varepsilon_m F_m) \). Then

\[
\partial_1(b) = \alpha_1 \varepsilon_1 \partial_1(\varepsilon_1 F_1 + \cdots + \varepsilon_m F_m) = 0
\]

and so \( b \) is a 1-cycle. We also have

\[
\partial_1(c - b) = \partial_1(c) - \partial_1(b) = 0 - 0 = 0
\]

and so \( c - b \) is also a 1-cycle. Now \( m < n \) and so by our assumption of minimality of \( \Omega \) we know that \( b \) is a 1-boundary. Since

\[
c - b = (\alpha_2 - \alpha_1 \varepsilon_1 \varepsilon_2) F_2 + (\alpha_3 - \alpha_1 \varepsilon_1 \varepsilon_3) F_3 + \cdots (\alpha_m - \alpha_1 \varepsilon_1 \varepsilon_m) F_m + \alpha_{m+1} F_{m+1} + \cdots + \alpha_n F_n,
\]

it is supported on a strict subset of the 1-faces of \( \Omega \) and so, by the assumption of minimality, \( c - b \) is a 1-boundary also. Therefore, since both \( b \) and \( c - b \) are 1-boundaries and \( c = b + (c - b) \) then \( c \) is a 1-boundary. This is a contradiction and so we must have \( m = n \). Therefore \( \Omega \) itself is a graph cycle.

Next we will show that \( \Omega \) is not the support complex of a 1-boundary. First we show that for any 1-cycle of the form

\[
d = \beta_1 F_1 + \cdots + \beta_n F_n
\]
for non-zero $\beta_1, \ldots, \beta_n \in k$ we have $\beta_1 = \cdots = \beta_n$. Let $v_1^i, v_2^i$ be the two vertices belonging to the 1-face $F_i$. Since $d$ is a 1-cycle we have

$$0 = \partial_1(d) = \beta_1 v_1^1 - \beta_2 v_2^1 + \cdots + \beta_n v_1^n - \beta_n v_2^n$$

and, since $\Omega$ is a graph cycle, each $v_i^j$ appears exactly twice in (2) as it belongs to two 1-faces. Therefore if $F_i$ and $F_j$ are any two 1-faces which share a vertex then we get $\beta_i = \beta_j$ from (2) and so any two 1-faces sharing a vertex have the same coefficient. Since $\Omega$ is connected we have $\beta_1 = \cdots = \beta_n$.

Therefore $\alpha_1 = \cdots = \alpha_n$ in (1) and if there exists a 1-cycle in $\Delta$ with $\Omega$ as a support complex which is also a 1-boundary then this implies that $c$ is also a 1-boundary after multiplication by a constant in $k$. This is a contradiction and so $\Omega$ is a graph cycle which is not the support complex of a 1-boundary.

Conversely, suppose that $\Delta$ contains a graph cycle $\Omega$, which is not the support complex of a 1-boundary. Let $v_0, \ldots, v_k$ be the vertices of $\Omega$ where $v_i$ is adjacent to $v_{i+1}$ for $0 \leq i \leq k - 1$ and $v_k$ is adjacent to $v_0$. Then

$$c = \sum_{i=0}^{k-1} [v_i, v_{i+1}] + [v_k, v_0]$$

is a 1-chain whose support complex is $\Omega$ and it is easy to see that $\partial_1(c) = 0$. Therefore $c$ is a 1-cycle, and by assumption it is not a 1-boundary. Therefore $\tilde{H}_1(\Delta; k) \neq 0$.

\[\qed\]

4 \hspace{1cm} \textit{d-Dimensional Cycles}

The role of the graph cycle in graph theory is substantial. The existence, frequency, and lengths of cycles in a graph play important roles in many different areas of graph theory such as connectivity, perfect graphs, graph colouring, networks, and extremal graph theory. Higher-dimensional versions of the graph cycle such as the Berge cycle (Berge [1]) and the simplicial cycle (Caboara et al. [4]) have been introduced to extend the usefulness of this concept to hypergraphs or simplicial complexes.

In recent years, with the introduction of edge ideals of graphs by Villarreal in [20], the influence of the graph cycle has extended into combinatorial commutative algebra. As we saw in Section 3, the graph cycle, when thought of as a simplicial complex, is exactly the right structure to describe non-zero simplicial homology in dimension one. We would like to extend the idea of a graph cycle to higher dimensions in order to capture the idea of non-zero higher-dimensional simplicial homology.

When we examine the support complexes of “minimal” homological $d$-cycles we see that such complexes must be connected in a particularly strong way. We will use the following definitions.

\textbf{Definition 4.1} (\textit{d-path, d-path-connected, d-path-connected components}). A sequence $F_1, \ldots, F_k$ of $d$-dimensional faces in a simplicial complex $\Delta$ is a \textbf{d-path} between $F_1$ and $F_k$ when $|F_i \cap F_{i+1}| = d$ for all $1 \leq i \leq k - 1$. If $\Delta$ is a pure $d$-dimensional simplicial complex and there exists a \textbf{d-path} between each pair of its $d$-faces then $\Delta$ is \textbf{d-path-connected}. The maximal subcomplexes of $\Delta$ which are \textbf{d-path-connected} are called the \textbf{d-path-connected components} of $\Delta$.
Note that a $d$-path-connected simplicial complex is sometimes referred to as strongly connected (see, for example, [3]). In Figure 2a we give an example of a 2-path between the 2-faces $F_1$ and $F_2$. Figure 2b shows a pure 2-dimensional simplicial complex with two 2-path-connected components shown by different levels of shading.

![Diagram](image)

(a) A 2-path between $F_1$ and $F_2$

(b) 2-path-connected components

Figure 2: Examples for path-connected complexes.

A graph cycle is characterized by two features. It is connected and each of its vertices is of degree two. By generalizing these two properties we arrive at our combinatorial definition of a higher-dimensional cycle.

**Definition 4.2 ($d$-dimensional cycle).** If $\Omega$ is a pure $d$-dimensional simplicial complex such that

1. $\Omega$ is $d$-path-connected, and
2. every $(d - 1)$-face of $\Omega$ belongs to an even number of $d$-faces of $\Omega$

then $\Omega$ is a $d$-dimensional cycle.

Notice that, by definition, a $d$-dimensional cycle has only one $d$-path-connected component. We will see in Proposition 4.13 that a $d$-dimensional cycle must contain at least $d + 2$ facets.

Several examples of 2-dimensional cycles are given in Figure 3.

One of the properties of a $d$-dimensional cycle is that it contains $(d - 1)$-dimensional cycles as subcomplexes. As an example, in Figure 4 we have a 2-dimensional cycle containing a 1-dimensional cycle within the 2-faces containing the vertex $v$. The 1-dimensional cycle is shown with dotted lines.

**Proposition 4.3 ($d$-Dimensional cycles contain $(d - 1)$-dimensional cycles).** Let $v$ be a vertex of a $d$-dimensional cycle $\Omega$ and let $F_1, \ldots, F_k$ be the $d$-faces of $\Omega$ containing $v$. The $(d - 1)$-path-connected components of the simplicial complex

$$\langle F_1 \setminus \{v\}, \ldots, F_k \setminus \{v\} \rangle$$

are $(d - 1)$-dimensional cycles.

**Proof.** Let $\Omega' = \langle F_1 \setminus \{v\}, \ldots, F_k \setminus \{v\} \rangle$ and let $\Omega'_v$ be a $(d - 1)$-path-connected component of $\Omega'_v$ with $(d - 1)$-faces $F_{i_1} \setminus \{v\}, \ldots, F_{i_\ell} \setminus \{v\}$. To show that $\Omega'_v$ is a $(d - 1)$-dimensional cycle we need only show that each of its $(d - 2)$-faces is contained in an even number of the faces $F_{i_1} \setminus \{v\}, \ldots, F_{i_\ell} \setminus \{v\}$. Let $f$ be a $(d - 2)$-face of $\Omega'_v$. Note that, for $1 \leq r \leq \ell$, $f$ is a $(d - 2)$-face of $F_{i_r} \setminus \{v\}$ if and only if $f \cup \{v\}$ is a $(d - 1)$-face of $F_{i_r}$. The face $f \cup \{v\}$ belongs to
Figure 3: Examples of 2-dimensional cycles.

Figure 4: 2-dimensional cycle containing a 1-dimensional cycle.

an even number of the $d$-faces in $\Omega$ since $\Omega$ is a $d$-dimensional cycle. Since these faces all contain $v$ they belong to the set $\{F_1, \ldots, F_k\}$ and thus $f \cup \{v\}$ belongs to an even number of the $d$-faces $F_1, \ldots, F_k$. Note that, after removing $v$ from these $d$-faces, they are $(d-1)$-path-connected in $\Omega_v$ since they all contain $f$. Hence, with $v$ removed, these faces all lie in $\Omega'_v$ and so $f$ is contained in an even number of the faces $F_i \setminus \{v\}, \ldots, F_i \setminus \{v\}$. Therefore $\Omega'_v$ is a $(d-1)$-dimensional cycle.

In contrast to Proposition 4.3, we can also create higher-dimensional cycles from lower-
dimensional ones under certain homological conditions over $\mathbb{Z}_2$ by joining an additional vertex to the facets of the cycle. For an illustration of this construction see Figure 5.

![diagram](image.png)

(a) The 1-dimensional cycle $\Omega$

(b) $\Omega$ as the support complex of a 1-boundary and the vertex $v$

(c) The 2-dimensional cycle $\Phi$

Figure 5: Example of construction in Proposition 4.4

**Proposition 4.4** *(d-Dimensional cycles extend to (d + 1)-dimensional cycles in some cases).*

Let $\Delta$ be a simplicial complex containing the $d$-dimensional cycle $\Omega$ whose $d$-faces are $F_1, \ldots, F_k$. If there exist $(d + 1)$-faces $A_1, \ldots, A_\ell$ in $\Delta_{V(\Omega)}$ such that, over $\mathbb{Z}_2$ we have

$$\partial_{d+1} \left( \sum_{i=1}^\ell A_i \right) = \sum_{j=1}^k F_j$$

and no strict subset of $\{A_1, \ldots, A_\ell\}$ also satisfies (3) then

$$\Phi = \langle F_1 \cup v, \ldots, F_k \cup v, A_1, \ldots, A_\ell \rangle$$

is a $(d + 1)$-dimensional cycle for any vertex $v \notin V(\Omega)$.

**Proof.** We will first show that each $d$-face of $\Phi$ is contained in an even number of the $(d+1)$-faces of $\Phi$. Let $f$ be any $d$-face of $\Phi$. We have three cases to consider.

First suppose that $v \in f$. In this case, $f$ is not contained in any of the $A_i$’s and so $f$ is a subset of $F_j \cup \{v\}$ for some $j$. So we have $f \setminus \{v\} \subseteq F_j$. Since $\Omega$ is a $d$-dimensional cycle $f \setminus \{v\}$ belongs to an even number of the $d$-faces $F_1, \ldots, F_k$. Therefore $f$ belongs to an even number of the $(d+1)$-faces $F_i \cup \{v\}$ and so belongs to an even number of the $(d+1)$-faces of $\Phi$.

Now suppose that $v \notin f$ and that $f$ belongs to at least one $(d + 1)$-face of the form $F_j \cup \{v\}$ for some $j$. In this case we must have $f = F_j$ and so $f \not\subset F_i \cup \{v\}$ for any $i \neq j$. Thus $f$ appears exactly once on the right-hand-side of (3) and since this equation holds over $\mathbb{Z}_2$, $f$ must be contained in an odd number of the $A_i$’s. Hence overall $f$ is contained in an even number of the $(d+1)$-faces of $\Phi$.
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Finally suppose that $v \notin f$ and that $f$ does not belong to any $(d + 1)$-faces of the form $F_j \cup \{v\}$. Then $f$ is not a $d$-face of $\Omega$. Again, since (3) holds over $\mathbb{Z}_2$, we know that $f$ belongs to an even number of the $A_i$’s. Thus $f$ is contained in an even number of the $(d + 1)$-faces of $\Phi$.

Therefore we know that the $(d + 1)$-path-connected components of $\Phi$ are $(d + 1)$-dimensional cycles. Note that the $(d + 1)$-faces $F_i \cup \{v\}$ all lie in the same $(d + 1)$-path-connected component of $\Phi$ since $\Omega$ is $d$-path-connected. Recall from above, for any $j$, a $d$-face belonging to $F_j \cup \{v\}$ which does not contain $v$ is equal to $F_j$ and must belong to at least one of the $A_i$’s by (3). Thus at least one of the $A_i$’s belongs to the $(d + 1)$-path-connected component of $\Phi$ which contains the $F_j \cup \{v\}$’s. Therefore if $\Phi$ has any other $(d + 1)$-path-connected component then it consists solely of a strict subset of the $A_i$’s. Without loss of generality let these faces be $A_1, \ldots, A_r$ where $r < \ell$. We know that these $(d + 1)$-path-connected components are all $(d + 1)$-dimensional cycles and so, as we will see in Proposition 5.1, which says that the sum of the $(d + 1)$-faces of such a cycle form a homological $(d + 1)$-cycle, we have that

$$\partial_{d+1} \left( \sum_{j=1}^{r} A_j \right) = 0$$

and so

$$\partial_{d+1} \left( \sum_{j=1}^{\ell} A_j \right) = \partial_{d+1} \left( \sum_{j=1}^{r} A_j \right) + \partial_{d+1} \left( \sum_{j=r+1}^{\ell} A_j \right) = \partial_{d+1} \left( \sum_{j=r+1}^{\ell} A_j \right).$$

Therefore by (3) we have

$$\partial_{d+1} \left( \sum_{j=r+1}^{\ell} A_j \right) = \sum_{i=1}^{k} F_i$$

which contradicts the minimality of our choice of $A_1, \ldots, A_\ell$. Hence $\Phi$ has only one $(d + 1)$-path-connected component and so it is a $(d + 1)$-dimensional cycle.

The notion of a $d$-dimensional cycle extends the classical concept of a pseudo $d$-manifold that appears in algebraic topology. See for example [17].

**Definition 4.5 (pseudo $d$-manifold).** A pure $d$-dimensional $d$-path-connected simplicial complex $\Delta$ is a pseudo $d$-manifold if every $(d - 1)$-face of $\Delta$ is contained in exactly two $d$-faces of $\Delta$.

Notice that the 2-dimensional cycles in Figures 3a through 3d are all examples of pseudo 2-manifolds. The simplicial complexes in Figures 3c and 3d are not pseudo 2-manifolds as they have 1-faces belonging to more than two 2-faces.

Notice that a graph cycle is a 1-dimensional cycle, but a 1-dimensional cycle need not be a graph cycle. See Figure 3 for an example. With this in mind, we introduce a notion of minimality into the idea of a $d$-dimensional cycle.

**Definition 4.6 (face-minimal $d$-dimensional cycle).** A $d$-dimensional cycle $\Omega$ is face-minimal when there are no $d$-dimensional cycles on a strict subset of the $d$-faces of $\Omega$.

Notice that a 1-dimensional cycle is a graph cycle if and only if it is face-minimal. In Figure 3 the only 2-dimensional cycle which is not face-minimal is 3c.
Lemma 4.7 \textit{(d-Dimensional cycles can be partitioned into face-minimal cycles).} Any $d$-dimensional cycle $\Omega$ can be written as a union of face-minimal $d$-dimensional cycles $\Phi_1, \ldots, \Phi_n$ such that every $d$-face of $\Omega$ belongs to some $\Phi_i$ and such that $\Phi_i$ and $\Phi_j$ have no $d$-faces in common when $i \neq j$.

\begin{proof}
If $\Omega$ is a face-minimal $d$-dimensional cycle then we are done. So suppose that $\Omega$ is not face-minimal and let $\Phi_1$ be a face-minimal $d$-dimensional cycle on a strict subset of the $d$-faces of $\Omega$. Consider the $d$-path-connected components of the complex $\Omega_1$ whose facets are the $d$-faces of $\Omega$ not belonging to $\Phi_1$. We claim that each such component is a $d$-dimensional cycle. Since each component is $d$-path-connected by definition, we need only show that each $(d-1)$-face of the complement is contained in an even number of $d$-faces.

Let $\Psi$ be one of the $d$-path-connected components of $\Omega_1$ and let $f$ be a $(d-1)$-face of $\Psi$. Suppose first that $f$ also belongs to one of the $d$-faces of $\Phi_1$. Since $\Phi_1$ is a $d$-dimensional cycle $f$ belongs to an even number of its $d$-faces. However $\Omega$ is also a $d$-dimensional cycle and $f$ belongs to an even number of its $d$-faces. Since $\Omega_1$ is the complex whose facets are the $d$-faces of $\Omega$ not in $\Phi_1$ $f$ belongs to an even number of $d$-faces in $\Omega_1$. However the collection of all $d$-faces of $\Omega_1$ containing $f$ is clearly $d$-path-connected and so these $d$-faces all lie in $\Psi$. Hence $f$ belongs to an even number of $d$-faces of $\Psi$.

If $f$ does not belong to any $d$-faces of $\Phi_1$ then all of the $d$-faces of $\Omega$ which contain $f$ lie in $\Omega_1$. Since there are an even number of such faces and they are $d$-path-connected they all lie in $\Psi$. Hence $f$ belongs to an even number of $d$-faces of $\Psi$. Therefore each $d$-path-connected component of $\Omega_1$ is a $d$-dimensional cycle.

Each of these components is either a face-minimal $d$-dimensional cycle, or contains a face-minimal $d$-dimensional cycle on a strict subset of its $d$-faces. We may repeat the argument above on the simplicial complex whose facets are the $d$-faces of $\Omega_1$ belonging to the components that are not face-minimal cycles. Iterating this procedure we see that, since we have a finite number of $d$-faces, eventually the procedure must terminate. We are left with face-minimal cycles $\Phi_1, \ldots, \Phi_n$ in which every $d$-face of $\Omega$ belongs to some $\Phi_i$ and, by our construction, no two distinct cycles $\Phi_i$ and $\Phi_j$ share a $d$-face. \hfill \qed

Proposition 4.8. A pseudo $d$-manifold is a face-minimal $d$-dimensional cycle.

\begin{proof}
Let $\Delta$ be a pseudo $d$-manifold. Then $\Delta$ is $d$-path connected and every $(d-1)$-face in $\Delta$ belongs to exactly two $d$-faces. Hence $\Delta$ is a $d$-dimensional cycle. Suppose that $\Delta$ is not face-minimal. By Lemma 4.7 we can partition $\Delta$ into face-minimal $d$-dimensional cycles $\Phi_1, \ldots, \Phi_n$ where $n \geq 2$. Since $\Delta$ is $d$-path connected there must exist some pair of indices $i, j$ with $i \neq j$ with $F_1 \in \Phi_i$ and $F_2 \in \Phi_j$ where $F_1 \cap F_2 = f$ for some $(d-1)$-face $f$ of $\Delta$. Since $\Phi_i$ is a $d$-dimensional cycle then $f$ belongs to an even number of $d$-faces of $\Phi_i$ and similarly $f$ belongs to...

Figure 6: A 1-dimensional cycle which is not a graph cycle.
an even number of $d$-faces of $\Phi_j$. By Lemma 4.7, these $d$-faces are all distinct which means that $f$ belongs to at least four $d$-faces of $\Delta$. This is a contradiction since $\Delta$ is a pseudo $d$-manifold. Hence $\Delta$ is a face-minimal $d$-dimensional cycle. 

The converse of this theorem does not hold. The simplicial complex in Figure 3f, a triangulated sphere pinched along a 1-dimensional face, is a counter-example. It is a face-minimal 2-dimensional cycle, but it is not a pseudo 2-manifold as it has a 1-dimensional face, $\{x, y\}$, belonging to four distinct 2-dimensional faces.

A pseudo $d$-manifold can be classified as either orientable or non-orientable and this idea can be generalized to the case of $d$-dimensional cycles. Recall from Section 2 that an orientation of a face in a simplicial complex is simply an ordering of its vertices.

**Definition 4.9 (induced orientation).** Let $F$ be an oriented $d$-face of a simplicial complex $\Omega$ and let $v$ be any vertex of $\Omega$ contained in $F$. The **induced orientation** of the $(d-1)$-face $F \setminus \{v\}$ is given in the following way:

- if $v$ is in an odd position of the ordering of the vertices of $F$ then the orientation of $F \setminus \{v\}$ is given by the ordering of its vertices in the orientation of $F$;
- if $v$ is in an even position of the ordering of the vertices of $F$ then the orientation of $F \setminus \{v\}$ is given by any odd permutation of the ordering of its vertices in the orientation of $F$.

**Example 4.10.** Let $\Delta$ be a simplicial complex containing the oriented 4-face $[a, b, c, d, e]$. The induced orientation of the 3-face $\{a, b, d, e\}$ is $a < b < d < e$ and the induced orientation of the 3-face $\{a, c, d, e\}$ is $a < c < e < d$.

Notice that a $(d-1)$-face which belongs to more than one oriented $d$-face in a simplicial complex will have an induced orientation corresponding to each oriented $d$-face to which it belongs. These induced orientations may be non-equivalent.

**Definition 4.11 (orientable $d$-dimensional cycle).** Let $\Omega$ be a $d$-dimensional cycle. If it is possible to choose orientations of the $d$-faces of $\Omega$ such that for any $(d-1)$-face of $\Omega$ its induced orientations are divided equally between the two orientation classes then we say that $\Omega$ is **orientable**. Otherwise $\Omega$ is **non-orientable**.

Note that when we talk about the oriented $d$-faces of an orientable $d$-dimensional cycle we are referring to any set of orientations that is consistent with Definition 4.11.

Many of the combinatorial complexities that exist in higher dimensions are not present in the 1-dimensional case. Non-orientable cycles are an example of this.

**Proposition 4.12.** Any 1-dimensional cycle is orientable.

**Proof.** Let $\Omega$ be a 1-dimensional cycle. If $\Omega$ is face-minimal then it is a graph cycle. It is straightforward to see that any graph cycle is orientable by choosing a “direction” in which to traverse the cycle and orienting each face in a way that is consistent with this direction.

If $\Omega$ is not face-minimal then by Lemma 4.7 we can partition the 1-faces of $\Omega$ into face-minimal 1-dimensional cycles $\Phi_1, \ldots, \Phi_n$ where $n \geq 2$. For each $1 \leq i \leq n$, $\Phi_i$ is orientable.

Let $v$ be any vertex of $\Omega$. Then $v$ belongs to some subset of the cycles $\Phi_1, \ldots, \Phi_n$. In each such cycle there are two induced orientations of $v$ and they are opposite to each other. Thus overall the induced orientations of $v$ in $\Omega$ are divided equally between the two orientation classes. Therefore $\Omega$ is orientable. 

\[\square\]
The 2-dimensional cycles given in Figure 3 are all examples of orientable 2-dimensional cycles except for the triangulation of the real projective plane given in Figure 12 which is a non-orientable 2-dimensional cycle.

One particularly simple, orientable $d$-dimensional cycle is the boundary of a $(d+1)$-simplex. We denote the $d$-dimensional $d$-complete complex on $n$ vertices by $\Lambda^d_n$.

**Proposition 4.13 (The smallest $d$-dimensional cycle is the boundary of a $(d+1)$-simplex).** A $d$-dimensional cycle can have no fewer than $d+2$ vertices. If $\Omega$ is a $d$-dimensional cycle on $d+2$ vertices then $\Omega = \Lambda^d_{d+2}$. In addition, $\Lambda^d_{d+2}$ is an orientable $d$-dimensional cycle.

**Proof.** It is clear that any $d$-dimensional cycle must have at least $d+2$ vertices since a single $d$-face contains $d+1$ vertices. It is easy to see that any two $d$-faces of $\Lambda^d_{d+2}$ have $d$ vertices in common and so are connected by a $d$-path. Also, each set of $d$ vertices in $\Lambda^d_{d+2}$ belongs to exactly two $d$-faces. Hence $\Lambda^d_{d+2}$ is a $d$-dimensional cycle.

Conversely, let $\Omega$ be any $d$-dimensional cycle on $d+2$ vertices. There are only $d+2$ possible $d$-faces on a set of $d+2$ vertices and so in order to show that $\Omega$ is $d$-complete we must show that it has $d+2$ distinct $d$-faces. Let $F$ be any $d$-face of $\Omega$ and let $f$ be one of its $(d-1)$-faces. We know that $f$ must belong to at least one other $d$-face of $\Omega$ since it is a $d$-dimensional cycle. There is only one vertex $v$ of $\Omega$ not already contained in $F$ and so $f \cup \{v\}$ must be a $d$-face of $\Omega$. Since $F$ contains $d+1$ of these distinct $(d-1)$-faces which all must lie in another $d$-face of $\Omega$ this gives rise to $d+1$ distinct $d$-faces of $\Omega$ which all contain $v$. Therefore $\Omega$ contains $d+2$ distinct $d$-faces including $F$. Hence $\Omega$ is $d$-complete and so $\Omega = \Lambda^d_{d+2}$.

We would like to show that $\Lambda^d_{d+2}$ is orientable. Each $(d-1)$-face of $\Lambda^d_{d+2}$ belongs to just two $d$-faces and so we need to ensure that there is a way to orient the $d$-faces of $\Lambda^d_{d+2}$ so that the orientations induced on each $(d-1)$-face are opposite to each other.

We propose assigning orientations to the $d$-faces in the following way. Suppose that $v_1, \ldots, v_{d+2}$ are the vertices of $\Lambda^d_{d+2}$. Let the orientation of each $d$-face be the induced orientation that results from thinking of the $d$-face as a subface of the oriented simplex $[v_1, \ldots, v_{d+2}]$.

Let $f$ be any $(d-1)$-face of $\Lambda^d_{d+2}$. We know that $f$ belongs to exactly two $d$-faces of $\Lambda^d_{d+2}$ which we will call $F$ and $G$. Since $\Lambda^d_{d+2}$ has $d+2$ vertices then we have $V(\Lambda^d_{d+2}) \setminus f = \{v_s, v_t\}$ for some $1 \leq s < t \leq d+2$ where, without loss of generality, we have $v_s \in F$ and $v_t \in G$. Since $s < t$ we know that $v_s$ appears before $v_t$ in the ordering above. The ordering induced on $f$ by $F$ is achieved by first removing $v_t$ from $[v_1, \ldots, v_{d+2}]$ to induce an ordering on $F$ and then removing $v_s$ to induce an ordering on $f$, applying odd permutations where necessary. The ordering induced on $f$ by $G$ is achieved by first removing $v_s$ from $[v_1, \ldots, v_{d+2}]$ to induce an ordering on $G$ and then removing $v_t$ to induce an ordering on $f$, again applying odd permutations where necessary. Note that the removal of $v_t$ does not change whether or not $v_s$ is in an even or odd position in the ordering since it appears before $v_t$. However removing $v_s$ before $v_t$ causes $v_t$ to move either from an even position to an odd one or from an odd one to an even one. Consequently the orientation of $f$ induced by $F$ is necessarily an odd permutation of the orientation induced by $G$. Therefore the two orientations of $f$ are opposite. Hence $\Lambda^d_{d+2}$ is an orientable $d$-dimensional cycle. □

**Example 4.14.** The hollow tetrahedron $\Lambda^2_3$ is shown in Figure 7. It is the boundary of a 3-simplex and, by Proposition 4.13, it is the 2-dimensional cycle on the smallest number of vertices.
5 A Combinatorial Condition for Non-zero Homology

In this section we will show that a $d$-dimensional cycle is the right combinatorial structure to describe the idea of non-zero $d$-dimensional homology over a field of characteristic 2. We will also show that orientable $d$-dimensional cycles produce non-zero $d$-dimensional homology over any field.

We begin by investigating the relationship between the combinatorial structure of a simplicial complex and its simplicial homology over $\mathbb{Z}_2$. In this field the role played by the coefficients in a $d$-chain is reduced to indicating whether or not a face is present. As well since $-1 = 1$ over $\mathbb{Z}_2$ the concept of an orientation of a face is unnecessary as all orientations of a face are equivalent. This allows us to more easily examine the connections between the combinatorics of the simplicial complex and the more algebraic concepts of the $d$-cycle and the $d$-boundary. In fact, over $\mathbb{Z}_2$, we lose no information when we translate between the $d$-chain $\sum_{i=1}^{m} F_i$ and the support complex $\langle F_1, \ldots, F_m \rangle$. This makes the field $\mathbb{Z}_2$ an ideal setting to investigate the correspondence between complexes which generate non-zero simplicial homology and their combinatorial properties.

The following proposition demonstrates the relationship between $d$-dimensional cycles and homological $d$-cycles over $\mathbb{Z}_2$.

**Proposition 5.1 (Relationship between $d$-dimensional cycles and homological $d$-cycles).** If $\Omega$ is a $d$-dimensional cycle with $d$-faces $F_1, \ldots, F_k$ then $\sum_{i=1}^{k} F_i$ is a homological $d$-cycle over $\mathbb{Z}_2$. Conversely, if $\sum_{i=1}^{k} F_i$ is a homological $d$-cycle over $\mathbb{Z}_2$ then the $d$-path-connected components of $\langle F_1, \ldots, F_k \rangle$ are $d$-dimensional cycles.

**Proof.** Let $\Omega$ be a $d$-dimensional cycle with $d$-faces $F_1, \ldots, F_m$. Setting $c = \sum_{i=1}^{m} F_i$ and applying the boundary map $\partial_d$ over $\mathbb{Z}_2$ we have

$$\partial_d(c) = \sum_{i=1}^{m} (e_{i1}^d + \cdots + e_{id+1}^d)$$

where $e_{i1}^d, \ldots, e_{id+1}^d$ are the $d+1$ edges of dimension $d-1$ belonging to $F_i$. Since the faces $F_1, \ldots, F_m$ form a $d$-dimensional cycle each $(d-1)$-dimensional face appears in an even number of the faces $F_1, \ldots, F_m$. Hence, since our coefficients belong to $\mathbb{Z}_2$, we have $\partial_d(c) = 0$ and so $c$ is a $d$-cycle.

Let $c = F_1 + \cdots + F_m$ be a $d$-cycle over $\mathbb{Z}_2$. Applying the boundary map $\partial_d$ we have

$$0 = \partial_d(F_1 + \cdots + F_m) = \sum_{i=1}^{m} (e_{i1}^d + \cdots + e_{id+1}^d)$$

![Figure 7: The 2-dimensional 2-complete simplicial complex.](image)
where \( e_1^i, \ldots, e_{d+1}^i \) are the \( d+1 \) edges of dimension \( d-1 \) belonging to \( F_i \). If the support complex of \( c \) is not \( d \)-path-connected then we can partition this complex into \( n \) \( d \)-path-connected components \( \Phi_1, \ldots, \Phi_n \) where \( n \geq 2 \). Let \( P_i \subseteq \{1, \ldots, m\} \) be such that \( F_j \in \Phi_i \) if and only if \( j \in P_i \). Note that \( P_1, \ldots, P_n \) form a partition of \( \{1, \ldots, m\} \). Since \( \Phi_1, \ldots, \Phi_n \) have no \( (d-1) \)-faces in common, for each \( 1 \leq i \leq n \) we must have

\[
\sum_{j \in P_i} (e_1^j + \cdots + e_{d+1}^j) = 0
\]

and so, since our sum is over \( \mathbb{Z}_2 \), we see that each \( (d-1) \)-face occurring in \( \Phi_i \) belongs to an even number of the \( d \)-faces in \( \{F_j \mid j \in P_i\} \). Therefore \( \Phi_i \) is a \( d \)-dimensional cycle and hence the \( d \)-path-connected components of the support complex of \( c \) all form \( d \)-dimensional cycles.

Due to the close association between homological \( d \)-cycles and \( d \)-dimensional cycles over the field \( \mathbb{Z}_2 \) we are able to obtain a necessary and sufficient combinatorial condition for non-zero homology over any field of characteristic 2.

**Theorem 5.2 (When simplicial homology vanishes in characteristic 2).** Let \( \Delta \) be a simplicial complex and let \( k \) be a field of characteristic 2. Then \( \tilde{H}_d(\Delta; k) \neq 0 \) if and only if \( \Delta \) contains a \( d \)-dimensional cycle, the sum of whose \( d \)-faces is not a \( d \)-boundary.

**Proof.** By application of the Universal Coefficient Theorem given in [13] Theorem 3A.3] and the property of faithful flatness we find that for any field \( k \) of characteristic 2 we have \( \tilde{H}_d(\Delta; k) \neq 0 \) if and only if \( \tilde{H}_d(\Delta; \mathbb{Z}_2) \neq 0 \). Therefore we need only prove the theorem in the case that \( k = \mathbb{Z}_2 \).

Suppose that \( \tilde{H}_d(\Delta; \mathbb{Z}_2) \neq 0 \). Then \( \Delta \) contains a \( d \)-cycle \( c \) that is not a \( d \)-boundary. We may assume that the support complex of \( c \) is minimal with respect to this property. In other words no strict subset of the \( d \)-faces of \( c \) has a sum that is also a \( d \)-face occurring in \( \Phi_i \). First we would like to show that the support complex of \( c \) is \( d \)-path connected.

Since we are in \( \mathbb{Z}_2 \), the \( d \)-cycle \( c \) is of the form

\[
c = F_1 + \cdots + F_m
\]

for some \( d \)-faces \( F_1, \ldots, F_m \) of \( \Delta \). Since \( c \) is a \( d \)-cycle then applying the boundary map \( \partial_d \) we have

\[
0 = \partial_d(F_1 + \cdots + F_m) = \sum_{i=1}^{m} (e_1^i + \cdots + e_{d+1}^i)
\]

where \( e_1^i, \ldots, e_{d+1}^i \) are the \( d+1 \) edges of dimension \( d-1 \) belonging to \( F_i \). If the support complex of \( c \) is not \( d \)-path-connected then, without loss of generality, we can partition its set of \( d \)-faces into two sets, \( \{F_1, \ldots, F_\ell\} \) and \( \{F_{\ell+1}, \ldots, F_m\} \) such that these two sets have no \( (d-1) \)-faces in common. Hence we must have

\[
\sum_{i=1}^{\ell} (e_1^i + \cdots + e_{d+1}^i) = 0 \quad \text{and} \quad \sum_{i=\ell+1}^{m} (e_1^i + \cdots + e_{d+1}^i) = 0.
\]

In other words we have

\[
\partial_d(F_1 + \cdots + F_\ell) = 0 \quad \text{and} \quad \partial_d(F_{\ell+1} + \cdots + F_m) = 0
\]
and so $F_1 + \cdots + F_\ell$ and $F_{\ell+1} + \cdots + F_m$ are both $d$-cycles. By our assumption of minimality these $d$-cycles are both $d$-boundaries. Hence in $\Delta$ there exist $(d+1)$-faces $G_1, \ldots, G_r$ and $H_1, \ldots, H_t$ such that

$$\partial_{d+1} \left( \sum_{i=1}^r G_i \right) = F_1 + \cdots + F_\ell \quad \text{and} \quad \partial_{d+1} \left( \sum_{i=1}^t H_i \right) = F_{\ell+1} + \cdots + F_m.$$

But then we have

$$\partial_{d+1} \left( \sum_{i=1}^r G_i + \sum_{i=1}^t H_i \right) = F_1 + \cdots + F_m$$

which is a contradiction since $F_1 + \cdots + F_m$ is not a $d$-boundary. Therefore the support complex of $c$ must be $d$-path-connected. Hence, by Proposition 5.1 the support complex of $c$ is a $d$-dimensional cycle. Hence $\Delta$ contains a $d$-dimensional cycle the sum of whose $d$-faces is not a $d$-boundary.

Conversely suppose that $\Delta$ contains a $d$-dimensional cycle with $d$-faces $F_1, \ldots, F_m$ such that $\sum_{i=1}^m F_i$ is not a $d$-boundary. By Proposition 5.1 we know that $\sum_{i=1}^m F_i$ is a $d$-cycle. It follows that $\tilde{H}_d(\Delta; \mathbb{Z}_2) \neq 0$.

When we broaden the scope of our investigations to study simplicial homology over an arbitrary field we must keep in mind examples such as the triangulation of the real projective plane given in Figure 3d. The simplicial homology of this complex changes significantly depending on the field under consideration. In particular this complex has non-zero 2-dimensional homology only over fields of characteristic 2. As we saw in Section 4 the triangulation of the real projective plane is an example of a non-orientable 2-dimensional cycle. It is this notion of orientability which leads us to a sufficient condition for a simplicial complex to have non-zero homology over any field. First we see that orientable $d$-dimensional cycles are homological $d$-cycles over any field.

**Lemma 5.3 (Orientable $d$-dimensional cycles are $d$-cycles).** The sum of the oriented $d$-faces of an orientable $d$-dimensional cycle is a homological $d$-cycle over any field $k$.

**Proof.** Let $\Omega$ be an orientable $d$-dimensional cycle with $d$-faces $F_1, \ldots, F_m$ and let

$$c = F_1 + \cdots + F_m$$

where $F_1, \ldots, F_m$ are given orientations consistent with Definition 4.11. For $1 \leq i \leq m$ let $e_1^i, \ldots, e_{d+1}^i$ be the $d+1$ faces of dimension $d-1$ belonging to $F_i$. Applying the boundary map to $c$ we have, without loss of generality,

$$\partial_d(c) = \sum_{i=1}^m \sum_{j=1}^{d+1} (-1)^{j+1} e_j^i. \quad (4)$$

Notice that every $(d-1)$-face of $\Omega$ occurs an even number of times in (4) since $\Omega$ is a $d$-dimensional cycle. Furthermore, because $\Omega$ is orientable the number of times that the $(d-1)$-face appears with a positive sign is equal to the number of times that it appears with a negative sign. Hence we get $\partial_d(c) = 0$ and so $c$ is a homological $d$-cycle. \hfill $\square$
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Theorem 5.4 (Orientable $d$-dimensional cycles give non-zero homology over all fields). If a simplicial complex $\Delta$ contains an orientable $d$-dimensional cycle, the sum of whose oriented $d$-faces is not a $d$-boundary, then $\tilde{H}_d(\Delta; k) \neq 0$ for any field $k$.

Proof. Let $\Omega$ be the orientable $d$-dimensional cycle in $\Delta$ given by our assumption and with $d$-faces $F_1, \ldots, F_m$. By Lemma 5.3 we know that the $d$-chain $c = F_1 + \cdots + F_m$ is a homological $d$-cycle where $F_1, \ldots, F_m$ are oriented according to Definition 4.11. By assumption, $c$ is not a $d$-boundary and so $\tilde{H}_d(\Delta; k) \neq 0$.

The converse of this theorem does not hold as can be seen from the example of the triangulation of the real projective plane. As mentioned above this simplicial complex has non-zero 2-dimensional homology over any field of characteristic 2, but this complex contains no orientable 2-dimensional cycles. The whole simplicial complex is, however, a non-orientable 2-dimensional cycle. Thus far we have been unable to find any counter-examples to the converse of Theorem 5.4 in the case that the field in question has characteristic 0.

A triangulation of the mod 3 Moore space $\Delta$, shown in Figure 8, is another interesting counter-example to the converse of Theorem 5.4. First, this is an example of a simplicial complex which has non-zero 2-dimensional homology only over fields of characteristic 3. Second, and even more of note, is that $\Delta$ contains no orientable or non-orientable 2-dimensional cycles. Notice that $\Delta$ is the support complex of a minimal 2-dimensional homological cycle over fields of characteristic 3, in the sense that removing any of its facets leaves a simplicial complex with no 2-dimensional homology. Also, in some sense, $\Delta$ is quite close to being a 2-dimensional cycle. All but three of its 1-faces each lie in exactly two 2-dimensional faces. The remaining three 1-faces lie in three 2-dimensional faces each. These 1-faces are $\{x, y\}$, $\{x, z\}$, and $\{y, z\}$. The face $\{x, y, z\}$ is not a face of $\Delta$, but by adding this face to $\Delta$ we obtain the 2-dimensional cycle shown in Figure 9.

![Figure 8: A triangulation of the mod 3 Moore space.](image)

It is clear from the example of the mod 3 Moore space that one may have non-zero homology over fields of finite characteristic without having $d$-dimensional cycles present. However, thus far we have been unable to find any counter-examples to the converse of Theorem 5.4 in the case that the field in question has characteristic 0.

The difficulty in trying to prove the converse of Theorem 5.4 for the general case is in linking the algebraic notion of a homological $d$-cycle with general field coefficients to the combinatorics of its underlying support complex. In particular, when the field coefficients of a $d$-chain are not all equal in absolute value it is difficult to find a combinatorial description of the role played by
the coefficients. Over \( \mathbb{Z} \) it seems that many “minimal” homological \( d \)-cycles have coefficients which are constant up to absolute value. Unfortunately the simplicial complex in Figure 9 does not satisfy this property. In this case, as a homological 2-cycle over \( \mathbb{Z} \), the coefficients of all facets but \( \{x, y, z\} \) can be chosen to be 1 in absolute value whereas the coefficient of \( \{x, y, z\} \) must be 3.
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