Abstract—Weight decay is often used to ensure good generalization in the training practice of deep neural networks with batch normalization (BN-DNNs), where some convolution layers are invariant to weight rescaling due to the normalization. In this paper, we demonstrate that the practical usage of weight decay still has some unsolved problems in spite of existing theoretical work on explaining the effect of weight decay in BN-DNNs. On the one hand, when the non-adaptive learning rate e.g. SGD with momentum is used, the effective learning rate continues to increase even after the initial training stage, which leads to an overfitting effect in many neural architectures. On the other hand, in both SGDM and adaptive learning rate optimizers e.g. Adam, the effect of weight decay on generalization is quite sensitive to the hyperparameter. Thus, finding an optimal weight decay parameter requires extensive parameter searching.

To address those weaknesses, we propose to regularize the weight norm using a simple yet effective weight rescaling (WRS) scheme as an alternative to weight decay. WRS controls the weight norm by explicitly rescaling it to the unit norm, which prevents a large increase to the gradient but also ensures a sufficiently large effective learning rate to improve generalization. On a variety of computer vision applications including image classification, object detection, semantic segmentation and crowd counting, we show the effectiveness and robustness of WRS compared with weight decay, implicit weight rescaling (weight standardization) and gradient projection (AdamP).
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I. INTRODUCTION

Because of its benefits for training and generalization, batch normalization (BatchNorm, BN) [17] has become a standard component in modern neural networks and is widely employed in many machine learning applications, e.g., image recognition [11], semantic segmentation [3] and object detection [32]. Despite being widely used, BN is still not well-understood in many aspects. One mystery about deep neural networks with BN (BN-DNNs) is why such a neural network, whose prediction is invariant to scaling of its most weights, is affected by weight decay (WD), an explicit regularization controlling the $l_2$ norms of weights (denoted as weight norms). Existing works [13], [20], [40] hypothesize that weight-scale invariant networks, including networks with BN and WeightNorm [34], need penalties on the weight norms to increase the effective learning rate to achieve faster convergence and better generalization [21]. In their empirical study [13], [20], the validity of the effective learning rate hypothesis is demonstrated.

Although the effective learning rate argument explains the improved generalization of weight decay from a theoretical point of view, the practical usage of weight decay in BN-DNs still has some obstacles. In this paper, we first show the weaknesses of weight decay in optimization with both adaptive and non-adaptive learning rates. We use the popular Adam [18] as the representative of adaptive learning rate optimizers, which adjusts learning rates for individual parameters based on their uncentered variance estimates. Non-adaptive learning rate optimizers do not normalize the learning rate based on any moment estimate, e.g. SGD with momentum. For the SGD training with Adam, the effectiveness of weight decay is generally weakened. Figs. 2b1 & b2 show the test accuracy of AdamW [26] (decoupling weight decay from the Adam momentum estimation) when VGG16-BN [35] and ResNet18 [11] are trained on CIFAR10 [19] with different hyperparameters of weight decay. The result demonstrates that, even when a large $\lambda$ like 5e-2 is used, the weight decay has almost no effect on the generalization performance of AdamW training. Fig. 2a show the gradient magnitude of one conv layer during AdamW training. Compared to no weight decay, the optimization with $\lambda$=5e-2 has the similar gradient norm vanishing phenomenon. For SGD training with a non-adaptive learning rate, Figs. 2b3 & b4 show that the generalization performance is largely determined by the hyperparameters, while Figs. 2a3 & a4 show that the effective learning rate is either too small or too large when an improper hyperparameter is chosen. After the first learning rate decay, the gradient norm still keeps increasing which is shown to lead to an overfitting effect in Fig. 1.

In this paper, we analyze the above weaknesses of weight decay by revisiting the training dynamics of weight in BN-
DNNs. We find that to address those difficulties, a proper regularization scheme is needed to both control the weight norm and keep gradient norms stable. Given the above observations, we propose to replace WD by a simple yet effective method that rescales weight norms to the unit norm during training, which we call weight rescaling (WRS). WRS does not affect the network’s prediction, but its weight controlling effect prevents the gradient magnitude being too small to escape from bad local minimum and, on the other hand, does not induce a large oscillation of gradient magnitudes. By analyzing the structure of convolutional kernels, it is unveiled that both WRS and WD learn sparse kernels compared with training without regularization, indicating that WRS and WD have similar regularization effects. Finally, the experimental result of tuning hyperparameters on a variety of neural networks and datasets suggests that WRS is not as sensitive as WD to hyperparameters, and hence WRS is a more robust regularization method than WD.

In summary, our paper has 3 main contributions. First, we revisit the effective learning rate argument of weight decay and unveil the difficulty of using weight decay in optimization with both non-adaptive and adaptive learning rates. Second, we propose to use a simple yet effective regularization method, called weight rescaling (WRS), that controls the weight norm but also prevents large gradient magnitudes from hurting generalization. Finally, WRS is empirically demonstrated to be effective compared to WD, weight standardization [30], bounded weight normalization [13] and AdamP [12], and robust to its hyperparameter across different computer vision tasks, neural architectures and datasets.

The rest of this paper is organized as follows. Section II discusses related work and Section III introduces the background on batch normalization and the empirical difficulties of WD in both adaptive and non-adaptive learning rate optimization. Section IV revisits the weight norm dynamics of BN-DNNs, analyzes the reason of WD’s weaknesses, and Section V proposes the weight rescaling scheme to alleviate those problems. Section VI gives experimental results in a variety of computer vision applications, which demonstrates the effectiveness of WRS compared with weight decay and several recent baselines.

II. RELATED WORK

We first review related work on explaining weight decay regularization with and without BatchNorm. We then review normalization/standardization schemes for improving optimization.

A. Weight Decay Regularization and BatchNorm

Several works have studied the effects of weight decay regularization and its effect on BatchNorm DNNs. As the first work to investigate the relationship between $l_2$ regularization and normalization in DNNs, [36] shows that the weight norm is determined by the hyperparameter in $l_2$ regularization and the learning rate, but the relationship between weight norm and generalization is not considered. They also propose to scale weights to the unit norm during training to decouple the entanglement of learning rate and weight decay. However, [36] is mainly focused on the effective learning rate analysis and does not empirically show the impact of effective learning rate on the performance. Our work extends the analysis of [36] to practical training and demonstrates the weaknesses of weight decay in terms of optimization. In addition, we carry out extensive experiment evaluations over various tasks and
neural networks to show the effectiveness and robustness of WRS.

[13], [40] also explain the effect of WD on the generalization of BN-DNNs via an effective learning rate. [13] proposes to fix the weight matrix norm during training, but their bounded WeightNorm (BWN) is based on WeightNorm, which is shown to be not as good as BatchNorm [8] in many vision tasks. [25] proposes an alternative to WD that avoids the weight-scale-shifting-invariance effect in standard neural networks with ReLU activations, achieving better adversarial robustness than WD. However, the regularization minimizes a product of all weight norms and causes unbalanced weight norms in different layers, which impedes the optimization [29] and hurts generalization. In contrast, our WRS balances weight norms at different layers and improves generalization.

[2], [23] consider the convergence rate of BN-DNN with and without WD, while our work focuses on the effect of WD on generalization in practical training. [33] analyzes the effect of BN in SGD and demonstrates that the scale-invariant layers make the SGD optimization similar to Adam optimization constrained on a unit-norm hypersphere, while our work handles the problems of WD in practical training and aims to address those issues with WRS.

B. Weight Norm Constrained Optimization

We next review normalization or standardization schemes that aim to improve DNN optimization. [14] proposes WRS in BN-DNNs but to solve the problem of weight-scale-shifting invariance in deep homogeneous neural networks [25], i.e., weight scales in different layers can be arbitrarily shifted between layers while keeping the same network function. However, the scale-invariance property in BN-DNNs is different from the scale-shifting invariance problem in homogeneous DNNs. More importantly, we propose to use WRS as regularization to replace WD and demonstrate its effectiveness in various neural architectures and datasets, while [14] trains NN with WRS+WD and does not find the regularization effect of WRS.

Weight standardization (WS) [30] and [15] propose to keep weights at unit norm implicitly during training by designing a specific weight function. The fundamental difference is that WS is a reparameterization approach and the normalization function needs to be back-propagated; in contrast, our WRS is independent of the back-propagation. Our experiments show that WS still needs WD to achieve competitive performance (Fig. 6b) so the drawbacks of WD is not address in WS. In image classification tasks, when WD is added in WS networks, WRS in large-scale datasets still outperforms WS (Tab. 1).

AdamP [12] observes that the momentum-based optimizer does not have a large effective learning rate as the momentum will increase the weight norms. To increase the effective learning rate, AdamP proposes to project a weight vector’s momentum variable to its orthogonal space so that the weight norm is not rapidly increased. Similar to [12], [4] proposes an optimizer on Riemannian manifold, which updates the parameters in tangent space and maps the parameters back to the manifold by parallel translation. In contrast, our work aims to address the instable optimization induced by WD and directly rescales weight norms to prevent weight norms from increasing. Despite its simplicity, we empirically demonstrate that on a large-scale dataset, our rescaling approach is stronger than AdamP. Moreover, when combining AdamP and WRS, the performance can be further improved. Note that we only compare with AdamP since [12] shows that the Grassmann optimizer [4] does not work as well as AdamP especially on large-scale datasets.

[39] proposes to learn embeddings lying on a hypersphere by imposing a regularization term in the objective function, which is the squared $l_2$ distance of the embedding and a pre-defined radius. Our paper aims to regularize the weights instead of the last layer’s representations. The weight norm constraint in our work is explicitly imposed by rescaling instead of minimizing a quadratic regularization function.

III. BACKGROUND AND ISSUES OF WEIGHT DECAY

We first introduce notations of a BN-DNN and then demonstrate the practical issues of weight decay in this section. The notation and analysis are based on a fully-connected network, and a similar analysis on convolution neural networks is shown in the Appendix.
A. BatchNorm Deep Neural Network (BN-DNN)

A BN-DNN is denoted as $f_\Theta : \mathbb{R}^D \mapsto \mathbb{R}^K$, where $D$ is the dimension of an input sample $x_i$ and $K$ is the number of classes in classification or the dimension of output in regression. The input $X = \{x_i\}_{i=1}^N$ and label $Y = \{y_i\}_{i=1}^N$ are sampled from an unknown distribution $D$. We assume that the BN-DNN is composed of a number of BN layers, comprising a sequence of weight multiplication, batch normalization and activation function [17]. The BN layer is

$$h_{i+1}^{(l)} = \phi(BN(W_{i}^T h_{i}^{(l)})),$$

where $h_{i}^{(l)} \in \mathbb{R}^{H_{i} \times 1}$ is the $i$th hidden variable of $l$th layer, $W_i \in \mathbb{R}^{H_i \times H_{i-1}}$ is the weight matrix of $l$th layer, $BN$ represents the BatchNorm operation, $\phi(x)$ is the ReLU activation function, and we define the input as $h_0^{(i)} = x_i$. The BatchNorm operation is an element-wise operation, $\|\cdot\|_F$ is denoted as weight norm in effect magnifies the learning rate, which is needed for SGD optimization to achieve good generalization. However, the theoretical explanation does not settle the issues of WD in practical training. Here we reveal the weaknesses of weight decay training in Adam and SGD (with momentum) respectively.

a) Adaptive learning rate: To demonstrate the problem with weight decay in optimization with adaptive learning rate e.g. AdamW, we train two representative networks (VGG16-BN [35] and ResNet18 [11]) on CIFAR10 [19] using AdamW. In VGG16, we set batch size as 100, total training epoch as 100 and initial learning rate as 0.001. The learning rate is divided by 10 in the 30th and 60th epochs. In ResNet18, we set batch size as 100, total training epoch as 200 and initial learning rate as 0.001. The learning rate is divided by 10 in the 60th, 120th and 160th epochs. In Fig. 2a we visualize dynamics of effective gradient norms of a shallow layer (VGG16’s 2nd layer and ResNet18’s 3rd layer), which is defined as the ratio of gradient norm and weight norm. The accuracy for different hyperparameters of WD is visualized in Fig. 2b. The gradient norm is computed using the normalized gradients by the second-order momentum, i.e. the actual gradients applied to parameters.

There are several main observations in the experiment. First, comparing the effective gradient norm of WD off and WD=5e-2 (Fig. 2a1 and a2), the effective gradient norm in Adam training is quite insensitive to the weight decay hyperparameter within some range. Only when a relatively large WD is used (5e-1) will the effective learning rate be obviously increased. Second, WD improves the generalization in a small range of hyperparameters. For example, in Fig. 2b2 only WD=5e-1 improves the generalization by an obvious margin. Third, when a good hyperparameter of WD is used, i.e., WD=5e-1, the effective gradient norms continues to increase as a result of decreasing weight norms, especially in the middle stage of optimization, which may lead to unstable optimization and performance degradation.

b) Non-Adaptive learning rate: The non-adaptive learning rate experiment setting is the same as adaptive learning rate one, except that the initial learning rate is 0.1. To better visualize the trend of effective gradient norms, we compute the exponential moving average of gradient norms with 0.6 as the exponent in Fig. 2a3 and a4. First, the effective gradient norm is sensitive to the WD hyperparameter, i.e. WD=5e-4 is good enough for improved generalization. However, the sensitivity also leads to the small range of good hyperparameters; when WD=5e-3 the effective gradient norm is too large and the resulting generalization is severely affected. Second, we also observe that the effective gradient norm consistently increases (even after the learning rate decay) as a result of consistently regularized weight norms. Fig. 1 shows the ablation study that indicates the regularization effect results in an overfitting effect on three image classification datasets.

In conclusion, we unveil the instability of gradient as training proceeds when a large weight decay is used in both optimizers and the difficulty of hyperparameter selection as a result of sensitivity to WD parameter. In the following

1We add BatchNorm to all conv layers in VGG16 throughout this paper.
sections, we first introduce the weight norm dynamics in BN-DNN training and provide our explanation for the observed phenomenon.

**IV. ANALYSIS OF WEIGHT DECAY**

We next introduce the dynamics of weight norms during training and give an intuition on the reason why WD is not robust in practical training. We consider both the ideal case of continuous-time optimization with infinitesimal learning rate, as well as the practical case of discrete-time optimization with larger learning rate. Based on the analysis, we propose to use an explicit weight norm control to regularize BN-DNNs and show its effectiveness and robustness with empirical evidence.

**A. Dynamics of Weight Norms in Continuous-Time Domain**

Gradient flow, i.e., SGD with an infinitesimal learning rate, provides insights on the optimization of DNNs [1], [6]. Here we revisit the analysis on dynamics of weight norms during training via gradient flow [2]. Using the chain rule, the gradient flow of the $l_2$ norm of weight vector $W_{l,j}(t)$ is

$$\frac{d}{dt} \|W_{l,j}(t)\|^2 = 2\langle W_{l,j}(t), \frac{dW_{l,j}(t)}{dt} \rangle,$$

(4)

where the gradient flow of $W_{l,j}(t)$ follows the negative direction of the gradient of loss since we use SGD. By deriving the gradient of loss w.r.t. $W_{l,j}(t)$, we have the following lemma [2] (complete proofs appear in Appendix A).

**Lemma 3.1** Given a network as in Sec. III-A, which is trained using SGD to minimize the loss $\hat{R}_\Theta$ (i.e., without weight decay), the gradient flow of the weight norms in BN layers is zero, i.e., $\frac{d\|W_{l,j}(t)\|^2}{dt} = 0$.

There are several implications of not using WD arising from Lemma 3.1. First, when the learning rate is infinitesimal, the weight norms in BN layers remain the same as their initializations. Second, in the continuous-time domain, the weight in a BN layer only changes its direction and the scaling is controlled by another parameter $\gamma_{l,j}$, which is the same as WeightNorm [34]. Figure 3a-b shows the dynamics of weight norm in MLP and VGG16. To simulate the infinitesimal learning rate, we set the learning rate as $1e^{-6}$. Thus, the behavior of weight norm in Figure 3a is quite different from the large learning rate training in other figures.

Next we consider the weight norm during optimization when weight decay is used, yielding the following corollary.

**Corollary 3.2** Given a network as in Sec. III-A, which is trained using gradient descent to minimize the loss $\hat{R}_\Theta$ and $l_2$ regularization $\lambda \sum_{l=0}^L \|W_{l}\|^2_F$, the weight norm in a BN layer follows an exponential decay, i.e., $\|W_{l,j}(t)\|^2 = \|W_{l,j}(0)\|^2 \exp(-2\lambda t)$.

Hence using WD in this domain leads to an exponential decay of weight norm. Fig. 3a shows an example of decaying weight norms due to WD in fully-connected NNs. The exponential decay of WD indicates that the gradient flow of SGD with WD leads to shrinking weight norms, and the optimal solution is with zero norm. Thus, the dynamics lead to a degenerate solution, and may cause poor optimization procedures. To address this, we propose a better training scheme, WRS, which has the same regularizing effect and does not lead to degenerate solutions.

**B. Dynamics of Weight Norms in Discrete-time Domain**

The infinitesimal learning rate assumption in the continuous domain is not realistic since in practice the initial learning rate is generally large [40]. Fortunately, given the orthogonality between gradients and weights, it is straightforward to derive a discrete-time weight norm dynamics. The change of norm is related to the difference between the weight norms of two consecutive optimization steps, i.e. $\Delta_{l,j}(t) = \|W_{l,j}(t+1)\|^2 - \|W_{l,j}(t)\|^2$. Let the learning rate be $\eta(t)$, then we have the following corollary when WD is not used.

**Corollary 3.3** Given network as in Sec. III-A and the network is trained by SGD to minimize $\hat{R}_\Theta(X, Y)$ (i.e., without weight decay), we have $\Delta_{l,j}(t) = \eta(t)^2 \|\frac{\partial R_{\Theta}(X, Y)}{\partial W_{l,j}(t)}\|^2$.

When the learning rate $\eta(t)$ goes to infinitesimal, the training enters the continuous-time domain and Lemma 3.1 holds, i.e. $\Delta_{l,j}(t) \rightarrow 0$. The corollary shows that in practice, without weight decay, the weight norm always increases and the amount of increase is determined by the magnitude of its gradient and the learning rate. Fig. 3b shows the change of norms in one convolution layer of VGG16 [35].

As mentioned in previous sections, weight norms have no effect on the prediction and thus generalization of a BN-DNN. However, the weight norm is related to the gradient norm or effective learning rate in existing literature [13]. Specifically, the gradient norm is proportional to the reciprocal of weight norm.

$$\|\nabla W_{l,j}\| \propto \frac{1}{\|W_{l,j}\|_{\Sigma_l^{(h)}}} \propto \frac{1}{\|W_{l,j}\|^2_{l_2}}.$$  

(5)

The weight norm dynamics indicate that if there is no weight decay or other forms of weight constraint, weight norms in BN-DNNs will continuously increase so the gradient norm will continuously decrease (see yellow lines in Fig. 2a). The decreased gradient norms lead to unsatisfactory generalization and slow convergence during training [21]. Therefore, during SGD optimization of a BN-DNN, a weight controlling scheme is necessary to maintain sufficiently large gradients for better convergence and generalization. However, Section III-B reveals the problems of weight decay when used in practical training. We next analyze the reason for those issues by investigating the effective learning rate of WD in Adam and SGD.

**C. The Effective Learning Rate in Adam**

In the previous section, the effective learning rate is shown to be increasing as the weight norm is decreasing. However, in the adaptive learning rate of Adam, the effect of increased
effective learning rate is reduced. Recall that the Adam optimizer has the following update rule,

\[
\nabla \theta_t := \nabla \theta_t \hat{R}(\theta_t), \\
m_t := \beta_1 m_{t-1} + (1 - \beta_1)\nabla \theta_t, \\
v_t := \beta_2 v_{t-1} + (1 - \beta_2)\nabla \theta_t^2, \\
\hat{m}_t := m_t / (1 - \beta_1^t), \\
\hat{v}_t := v_t / (1 - \beta_2^t), \\
\theta_t := \theta_{t-1} - \eta \hat{m}_t / (\sqrt{\hat{v}_t} + \epsilon) ,
\]

where the \( \beta_1 \) and \( \beta_2 \) momentum values are often set as 0.9 and 0.999. Compared with SGD+momentum, the actual learning rate in Adam is \( \eta \hat{m}_t / (\sqrt{\hat{v}_t} + \epsilon) \) which is adaptive based on the uncentered second-order momentum estimate and related to the gradient norms. Recall that the gradient norm in BN is proportional to the reciprocal of weight norm, which makes the effective learning rate invariant to weight norm. Thus in Figs. 2a1 & a2, even when weight decay is applied, the effective gradient norm still decreases and the performance improvement is not evident. Only when a large \( \lambda \) is used, the effective gradient norm can be increased as a result of decreased weight norm. On the other hand, as indicated by Figs. 2b1 and b2, when \( \lambda \) is too large, the resulting generalization will deteriorate as a result of oscillating gradients. Thus, selecting an optimal WD parameter requires a non-trivial hyperparameter search as a result of the vulnerability of training to hyperparameter selection.

D. The Instable Optimization Caused by WD

When a non-adaptive learning rate is used, the effective gradient norm increases drastically as weight decay is enforced. So the optimal \( \lambda \) in SGDM is much smaller than that in AdamW. At the same time, because of the sensitivity of SGDM to \( \lambda \), the optimal value also needs careful tuning in practice. Another interesting finding is that during the middle stage of training, the effective gradient norm increases as a result of decreased weight norms as shown by Figs. 2a3 & 2a4. To investigate how the increasing weight norm affects the performance, we visualize the test accuracy of ResNet18 trained on CIFAR10 when an optimal \( \lambda \) is used for all epochs and for only 0-60 epochs in Fig. 1. The result demonstrates that during the middle training stage, weight decay makes the network to overfit as a result of large gradient norms. The same phenomenon can also be observed in a larger network (WideResNet [38]) and larger datasets (CIFAR100 and Tiny ImageNet [5]) in Fig. 1. This overfitting effect is related to the time effect of weight decay [9], which means that the weight decay mainly works at the initial training stage and has virtually no effect if applied after the learning rate decay. Our work connects the overfitting effect of WD after the learning rate decay to the consistently increasing gradient norms.

V. WEIGHT RESCALING REGULARIZATION

The analyses and observations from the previous sections brings a question about the regularization effect of weight decay: can we have a regularization method that constrains the weight norm but does not lead to drastically large gradients and unsatisfactory training behavior in AdamW and SGD? One simple solution is to only apply weight decay at the initial training stage, i.e. before the learning rate decay. However,
such a solution does not solve the issue of hyperparameter sensitivity of weight decay.

In this paper, we consider a simple but effective solution to this problem, i.e. rescaling weight norm to the unit norm every \( \tau \) steps of SGD update, which we denote as weight rescaling (WRS). WRS has several benefits in practice. First, the hyperparameter \( \tau \) in WRS does not need careful tuning. Fig. 2b shows the robustness of performance with respect to the step parameter in WRS compared with the sensitivity of WD. Second, the gradients in WRS are more stable than those in WD as shown by Fig. 2a. The stable gradients do not incur the overfitting effect after the learning rate decay as shown by Fig. 1. Finally, the implementation of WRS is easy and there is almost no additional time cost when WRS is used. In summary, the WRS is an effective and robust alternative to WD in practical training. In the experiment, we give more results of WRS on more computer vision tasks, including training from scratch and fine-tuning from a pre-trained model. We present the algorithm of WRS in Algorithm 1. Note that the weight parameters in convolution or fully connected layers are not included in the WD, while the BN layers’ parameters are penalized by WD.

A. The Regularization Effect of WRS on Model Parameters

To observe how WRS regularizes the weights, we investigate the distribution of learned convolution kernel parameters for VGG16. We fit a generalized Gaussian distribution (GGD) [28] to the learned weight values in a convolution layer, where we use all values in the weight matrix to estimate the GGD’s parameters. The shape parameter \( \beta_{GG} \) of the GGD controls the tail shape of the distribution: \( \beta_{GG} = 2 \) corresponds to a Gaussian distribution; \( \beta_{GG} < 2 \) corresponds to a heavy-tail distribution with lower values giving fatter tails (\( \beta_{GG} = 1 \) is a Laplacian); \( \beta_{GG} > 2 \) gives light-tail distributions, and \( \beta_{GG} \to \infty \) yields uniform distribution around 0 (i.e., no tails). In other words, a large \( \beta_{GG} \) indicates that more kernel parameters are around zero, while a small \( \beta_{GG} < 2 \) indicates the kernel has a more sparse structure.

Using a well-trained VGG16 on CIFAR10, we fit GGDs for kernel parameters in all 13 conv layers, and plot the \( \beta_{GG} \) versus layers in Fig. 4b before and after projecting weights to their input span. The input space projection is computed by collecting features of all training data in each layer and computing \( \mathbf{U}_l \) by eigendecomposition of \( \Sigma_l \), which is estimated by

\[
\Sigma_l = \frac{1}{N_{tr}} \sum_{i} h_l^{(i)} h_l^{(i)T} - \mu_l \mu_l^T. \tag{12}
\]

Fig. 4b has three implications. First, from the first layer to the final layer, conv parameters become less sparse if we observe after the input span projection (ISP). Second, when we consider ISP of weights, SGD with WD leads to more sparse kernels than vanilla SGD (Fig. 4.b1). However, the sparsity cannot be observed from the parameter space directly (Fig. 4.b2). This result demonstrates that it is necessary to check the regularization effect on sparsity from the ISP space and we next compare the WD and WRS in inducing sparse kernels.

Fig. 4a shows that when observed from ISP, in the 6th conv layer, WRS has a similar distribution shape to WD, while in the deeper 9th layer, WRS’s distribution shape is between WD and vanilla SGD. However, if we observe from the parameter space, WRS has the least sparse weight structures in both layers. In Fig. 5, the histograms of conv parameters after ISP show that training with WRS or WD leads to sparse distributions, but without WD the distribution looks similar to a Gaussian. Fig. 4b further demonstrates that WRS has similar sparse structures as WD in initial layers, and similar parameter distributions as WD-off training at final layers, indicating the network needs a sparse structure at initial layers instead of final layers to achieve better performance. We also visualize the time-dependent effect of WD and WRS on VGG16 and CIFAR10 in Fig. 6. Same as WD, WRS has its main effect during the initial training stage. The difference is that WRS improves the generalization even when applied in the final training stage.

Algorithm 1 The Algorithm of Weight ReScaling (WRS)

**Input:** Training data \( D_{tr} \), Initialized model \( f_{\Theta} \), Empirical Risk \( r(\cdot, \cdot) \), Maximum Step \( T \), Batch Size \( B \), Learning Rate \( \eta \), Weight Decay \( \lambda \), WRS Step \( \tau \).

**Output:** Optimized model \( f_{\Theta} \).

1: \( t \leftarrow 1 \).

2: Define \( R(\{x_i, y_i\}_1^B) = \frac{1}{B} \sum_{i=1}^{B} \frac{\partial r(f_{\Theta}(x_i), y_i)}{\partial \Theta} \).

3: while \( t < T \) do

4: Sample \( B \) training samples \( \{x_i, y_i\}_1^B \) from \( D_{tr} \).

5: Compute the raw gradient \( g = -\nabla R(\{x_i, y_i\}_1^B) \).

6: Update moment estimates and compute the effective gradient \( p \).

7: Update parameters: \( \Theta(t+1) = \Theta(t) - tp - \eta \Theta_{BN}(t) \) \# \( \Theta_{BN} \) is the batch normalization layers’ parameters.

8: if \( t \% \tau == 0 \) then

9: \# WRS update, assume 0 – (L - 1) layer is the convolution layer and the final layer is a fully connected layer. The convolution kernel has the form of \( W_l \in \mathbb{R}^{K_l \times C_{l-1} \times C_l} \) and the fully connected layer’s weight has the form \( W_l \in \mathbb{R}^{H_l \times K_l} \).

10: for \( l = 0 : L \) do

11: \# Loop over the convolution layers

12: \# Skip BN layers

13: \( W_l[]; j; i = W_l[]; j; i \| W_l[]; j; i \|_2 \), \forall i.

14: end for

15: if Classification Task then

16: \( W_L[]; i = W_L[]; i \| W_L[]; i \|_2 \), \forall i. \# Normalize the output layer for classification tasks.

17: end if

18: end if

19: end while

In summary, we demonstrate that WRS has a similar regularization effect of inducing sparse conv kernels as WD, especially for early layers, while also having the benefit of stable training, robustness to hyperparameter value and achieves a competitive image classification performance.
next section provides a more systematic empirical study on the
effectiveness of WRS.

VI. EXPERIMENT

In this section, we demonstrate the effectiveness of training
BN-DNNs with weight rescaling (WRS), compared to weight
decay (WD) and weight standardization with weight decay
(WS+WD) through experiments on different neural networks
and computer vision tasks.

A. Image Classification

We apply WRS to different neural architectures and image
classification datasets and compare the performance to WD,
and WS+WD.

1) Datasets: CIFAR10, CIFAR100 [19] and Tiny ImageNet
[5] are used as the datasets. For CIFAR10 and CIFAR100,
we use the same data preprocessing procedure: 1) normalize
pixel values to [0, 1]; 2) apply random horizontal flipping,
random brightness, random contrast, random hue, random
saturation and crop images after zero-padding 32 × 32 images
to 38 × 38 ones. For Tiny ImageNet, we use the similar data
preprocessing procedure but zero-pad 64 × 64 images to 72 × 72
before random cropping.

2) Methods: We test on three classical BN-DNNs, VGG16,
ResNet18 [11] and WideResNet-28-10 [38]. Note that the
original ResNet and WideResNet architectures have some conv
layers without BN, and here we add BN for all convolution
layers in this experiment to make a thorough comparison.

Since SGD often has worse performance than SGD with
momentum (SGDM) or Adam and is more frequently used
in practice, we only use SGDM and Adam in our experiment.
If AdamW is not explicitly mentioned, we use the original
Adam in the experiment. For WD, we apply weight decay
on all conv kernels and γ’s in the BN layers. For WRS, we
rescale conv kernels and weight vectors to the unit norm every
τ optimization steps, and apply weight decay on parameters
of BN layers. Note that the weight decay for γ does not
interfere with our analyses for fully-connected layer weights
in previous sections, since we do not make any assumptions
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paired t-tests (see caption of Table I). This result demonstrates that, in general, WRS improves generalization over WD when using advanced optimizers. Fig. 8 shows the result of WRS and WD using different hyperparameters when AdamW or SGDM is used in large-scale datasets. Although in some cases, WRS does not improve over WD, it is evident that the WRS has stronger robustness to hyperparameter selection than WD.

Fig. 6b compares WRS with bounded WN (BWN) with mean-only BN [13] and WD. Although the convergence of BWN is faster than WRS and WD at the first training stage, BWN hurts the final accuracy in general. In addition to the performance benefit, WRS is easier to implement and robust to different NN architectures compared to BWN. For example, training with BWN on VGG16 always leads to exploding gradients and does not converge in our experiment.

B. Comparison of Variations of Adam

The differences between AdamP [12] and WRS are discussed in Section II. AdamP is proposed to increase the effective learning rate by projecting the momentum to the orthogonal space of a weight matrix, so that the update mainly alters the direction instead of radius of the vector. In contrast, WRS is a more straightforward way of constraining the weight norms by explicitly rescaling the weight. We compare the two optimization methods for training the standard ResNet18 and WideResNet on Tiny ImageNet.

Table II shows the result of AdamW, AdamP and their combination with WRS. We find that AdamP and AdamW+WRS are both effective in improving the performance of AdamW. In particular, on WideResNet, AdamW+WRS has a benefit over AdamP.

In this experiment, we also try an input-channel normalization version of WRS, denoted as “WRS(IC)”, where the rescaling operation divides $W[i, j, ; s]$ by $\| W[i, j, ; s] \|_2$, using the terminology in Algorithm 1. That is, with WRS(IC) the rescaling operation is applied separately on each spatial location of the convolution kernel. The WRS(IC) has a large benefit over WRS, especially on the larger network, since WRS(IC) also stabilizes the weight norm and may encourage each kernel position to learn useful features. On Tiny ImageNet, WRS(IC) achieves the best result on both neural networks, indicating that the explicit rescaling is a promising technique to explore in the future.

| Optimizer     | Model       | Test Acc.   |
|---------------|-------------|-------------|
| AdamW         | ResNet18    | 57.67(1.25) |
|               | WideResNet  | 60.99(1.48) |
| AdamP         | ResNet18    | 62.14(3.60) |
|               | WideResNet  | 62.91(6.37) |
| AdamW+WRS     | ResNet18    | 62.17(4.60) |
|               | WideResNet  | 63.30(3.44) |
| AdamP+WRS     | ResNet18    | 61.99(3.99) |
|               | WideResNet  | 63.05(3.17) |
| AdamW+WRS(IC) | ResNet18    | 62.39(2.57) |
|               | WideResNet  | 66.27(4.00) |
| AdamP+WRS(IC) | ResNet18    | 62.80(3.30) |
|               | WideResNet  | 65.96(3.37) |

TABLE II: Comparison of AdamP and WRS on Tiny ImageNet with ResNet18 and WideResNet. Both AdamP and AdamW+WRS are effective with AdamW+WRS achieving the better result on WideResNet. The best performance for the two models is achieved by a variant of WRS that rescaling the conv kernel in the input channel dimension, denoted as WRS(IC).

C. More Computer Vision Tasks

We compare WRS with WD on BN-DNNs from more computer vision tasks. Different from the previous experiment where the model is trained from scratch, the training starts from a pre-trained model so the optimization is a fine-tuning process. The result shows that WRS has better performance than WD in transfer learning optimization.

1) Object Detection: We use YOLOv3 [32] as the model in the object detection task because of its heavy use of BatchNorm layers and faster training and inference. The original DarkNet53 [31] trained by ImageNet was chosen to initialize the backbone. We trained the network by 100 epochs with 0.01 initial learning rate and 8 batch size. The learning rate would change by the cosine schedule. The optimizer was SGDM with 0.0005 weight decay. The input size was set to 640×320 and we use mAP@0.5 as the evaluation metrics. We use the large-scale COCO 2014 dataset [24], which includes 82,783 training images, 40,504 validation images and 80 classes. The training is on 117,263 images from training and validation set, and the evaluation is on 5,000 validation images.

Fig. 7 shows that WRS is consistently better than WD after the first several epochs and converges faster than WD. The final mAP of WRS is 2.2 larger than that of WD. Fig. 9 shows the precision, recall and F score curve of WRS and WD during training, and WRS is better than WD in terms of all metrics.

2) Semantic Segmentation: DeepLabv3 [3] is used in the semantic segmentation task since it has a BatchNorm layer after every convolution layer and these BatchNorm layers turn out to be essential to the training and generalization of DeepLabv3 [3]. We use ResNet101 as the backbone and initialize it with weights pre-trained on ImageNet and train DeepLabv3 using AdamW optimizer. Batch size is 10, initial learning rate is 1e-4, weight decay is 2e-4 and learning rate is scheduled as polynomial function where the end learning rate is 1e-6. The output stride is set as 16. The model is trained for 52 epochs. WRS uses a stepsize of 10. We use the augmented PASCAL VOC 2012 semantic segmentation dataset [7], [10]. There are 10,582 training images and 1,449 validation images. We use the mean Intersection Over Union (mIOU) metric for
Fig. 8: Effectiveness and robustness of WRS to hyperparameters. The best performance is denoted with colored text. On a variety of computer vision tasks, WRS has a comparable performance of WD and its robustness to hyperparameter values is stronger in SGD and AdamW. On Tiny ImageNet and CityScape, WRS achieves better performance than WD.

Fig. 9: Object detection: comparison of a) F1 score, b) Precision, and c) Recall when training YOLOv3 with WRS and WD.

semantic segmentation in this experiment.

Fig. 7.2 shows the mIOU on the validation set during training. Our WRS achieves better performance (mIOU increase of 2.52) and faster convergence, compared to WD. Fig. 8.5 shows the mIOU using different hyperparameters in WRS and WD, where WD is always better than WD.

3) Crowd Counting: We test the performance of WRS on this regression task, where the goal is to predict a crowd density map from an input image. CSRNet [22] is used as the model, where all convolution layers except for the output one are equipped with BN. WRS is used for all conv layers before the output. VGG16 is selected as the backbone, which is initialized by an ImageNet pre-trained model. We minimize the Bayesian loss [27] in this experiment. UCF-QNRF [16] is the dataset, containing 1201 training images and 334 test images. WD and WRS use the same weight decay parameter (1e-4) and learning rate (1e-4). The batch size is 32 and cropping size is 512. WRS uses a stepsize of 1. The model is trained for 300 epochs. No learning rate decay is used throughout the training. We split the training set into training and validation images and choose the model with the best MAE on the validation images as our final model.

On the test set, WRS improves the MAE/MSE by 7.3/2.5 compared to WD (96.5/173.8 versus 103.8/176.3). Fig. 7.3 shows the validation MSE during WRS and WD training, where WRS achieves better performance than WD at the end. To better visualize the trend, the curve is smoothed with an exponential moving average of 0.9. Note that in the QNRF dataset the validation set generally has more people than the test set so the MSE on the validation set is usually higher than that of the test set.

VII. CONCLUSION

In this paper, the weaknesses of WD in practical training are revealed, i.e. the strong sensitivity to hyperparameters and the overfitting effect after the learning rate decay. By reviewing the weight norm dynamics of BN-DNNs during training, we conclude that controlling weight norm is necessary but WD is not the only choice. Therefore, we propose to regularize the training with the explicit weight rescaling (WRS) method. Our empirical studies demonstrate the effectiveness and robustness of WRS across various CV tasks, different neural architectures, and datasets. The limitation of this work is that the proposed WRS is only tested on major computer vision tasks so its benefit is unknown for other scale-invariant networks and applications like Transformer [37]. In future work, we will investigate the efficacy of WRS in other applications and scale-invariant neural architectures.

Acknowledgements. This work is supported by grants from the Research Grants Council of the Hong Kong Special Administrative Region, China (CityU 11212518 and CityU 11215820).

APPENDIX

APPENDIX A

PROOF OF LEMMAS AND COROLLARIES

Here we provide proofs of the Lemmas and Corollaries in our paper.

A. Proof of Lemma 3.1

Lemma 3.1 Suppose that we have a network as defined in the main paper, which is trained using SGD to minimize the loss $R\Theta$, then the gradient flow of $l_2$ norms of the weights in BatchNorm layers is zero.

\[ \frac{d\|W_{i,j}(t)\|_2^2}{dt} = 0. \]  

(13)

Proof. Using a minibatch of data $(X^{(B)}, Y^{(B)}) = \{x_i, y_i\}_{i=1}^B$, we derive the gradient of the empirical loss with respect to $W_{i,j}(t)$.

\[ \frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{i,j}(t)} = \sum_{i=1}^B \frac{\partial r^{(i)}(t)}{\partial h^{(i)}_{i+1,j}(t)} \frac{\partial h^{(i)}_{i+1,j}(t)}{\partial W_{i,j}(t)} , \]  

\[ \frac{\partial r^{(i)}(t)}{\partial h^{(i)}_{i+1,j}(t)} = \frac{\partial (x_i^T h^{(i)}_{i+1,j}(t))}{\partial h^{(i)}_{i+1,j}(t)} \frac{\partial (h^{(i)}_{i+1,j}(t))^T}{\partial W_{i,j}(t)} \]  

\[ \frac{\partial (h^{(i)}_{i+1,j}(t))}{\partial W_{i,j}(t)} = \begin{cases} 1 & \text{if } i = j = 0, \\ 0 & \text{otherwise} \end{cases} \]  

\[ \frac{\partial (x_i^T h^{(i)}_{i+1,j}(t))}{\partial h^{(i)}_{i+1,j}(t)} = x_i \]  

Therefore, the gradient flow is zero.
where \( \tilde{h}_{t+1,j}(t) \) is the \( i \)th output of BatchNorm layer. The second gradient is

\[
\frac{\partial \tilde{h}_{t+1,j}(t)}{\partial W_{l,j}} = \gamma_l \left[ \frac{h^{(i)} - \mu^{(B)}}{\Sigma_l^{(B)}} - \frac{W_{l,j}^T (h^{(i)} - \mu^{(B)})}{\|W_{l,j}\|^2} \Sigma_l^{(B)} W_{l,j} \right] 
\]

where we omit \( t \) for clarity. This gradient is equal to

\[
\frac{\partial h_l(j)}{\partial W_{l,j}} = \gamma_l \left[ \frac{h^{(i)} - \mu^{(B)}}{\Sigma_l^{(B)}} - \frac{W_{l,j}^T (h^{(i)} - \mu^{(B)})}{\|W_{l,j}\|^2} \Sigma_l^{(B)} W_{l,j} \right]
\]

Consider the inner product of this gradient and \( W_{l,j} \),

\[
W_{l,j}^T \frac{\partial h_l(j)}{\partial W_{l,j}} = \gamma_l \left[ \frac{h^{(i)} - \mu^{(B)}}{\Sigma_l^{(B)}} W_{l,j} - \frac{W_{l,j}^T (h^{(i)} - \mu^{(B)})}{\|W_{l,j}\|^2} \Sigma_l^{(B)} W_{l,j} \right] \]

\[
= \gamma_l \frac{W_{l,j}^T (h^{(i)} - \mu^{(B)})}{\|W_{l,j}\|^2} - \frac{W_{l,j}^T (h^{(i)} - \mu^{(B)})}{\|W_{l,j}\|^2} \Sigma_l^{(B)} W_{l,j} \]

Similarly, if we consider the inner product of the gradient \( \frac{\partial R_{\Theta}(X, Y)}{\partial \Theta_l(j)} \) and \( W_{l,j} \), we also have

\[
\left< \frac{\partial R_{\Theta}(X, Y)}{\partial \Theta_l(j)}, W_{l,j}(t) \right> = 0. \tag{14}
\]

Thus, the differential equation of \( W_{l,j}(t) \) is

\[
\frac{d\|W_{l,j}(t)\|^2}{dt} = -2 \left< \frac{\partial R_{\Theta}(X, Y)}{\partial \Theta_l(j)}, W_{l,j}(t) \right> = 0.
\]

This completes the proof. Notice that we do not make any assumptions on the value of \( \gamma_l \), so using weight decay for \( \gamma_l \) does not invalidate this lemma.

### B. Proof of Corollary 3.2

**Corollary 3.2** Suppose that we have a network as in the main paper and the network is trained using gradient descent to minimize the loss \( R_\Theta \) and \( l_2 \) regularizations \( \frac{\lambda}{2} \sum_{l=0}^{L} \|W_l\|^2 \), then the weight \( l_2 \) norm in a BatchNorm layer follows an exponential decay.

\[
\|W_{l,j}(t)\|^2 = \|W_{l,j}(0)\|^2 \exp(-2\lambda t). \tag{15}
\]

**Proof.** The ODE in SGD with weight decay is

\[
\frac{d\|W_{l,j}(t)\|^2}{dt} = -2 \left< \frac{\partial R_{\Theta}(X, Y)}{\partial \Theta_l(j)}, W_{l,j}(t) \right> + \lambda \|W_{l,j}(t)\|^2 = -2 \left< \frac{\partial R_{\Theta}(X, Y)}{\partial \Theta_l(j)}, W_{l,j}(t) \right> - 2 \|W_{l,j}(t)\|^2 \lambda W_{l,j}(t)
\]

Using the result from Lemma 3.1 (13), we know that the first term is 0. So if there is weight decay in the training, the dynamics of weight \( l_2 \) norm is

\[
\frac{d\|W_{l,j}(t)\|^2}{dt} = -2 \|W_{l,j}(t)\|^2 \lambda W_{l,j}(t) = -2\lambda \|W_{l,j}(t)\|^2. \tag{16}
\]

This ordinary differential equation has the form

\[
\dot{x}(t) = -2\lambda x(t), \quad x(0) = x_0,
\]

whose solution is \( x(t) = x_0 \exp(-2\lambda t) \). Similarly, the solution to the ODE in (16) is

\[
\|W_{l,j}(t)\|^2 = \|W_{l,j}(0)\|^2 \exp(-2\lambda t). \tag{18}
\]

This completes the proof.

### C. Proof of Corollary 3.3

**Corollary 3.3** Suppose that we have a network as in the main paper and the network is trained by SGD to minimize \( R_\Theta(X, Y) \), then we have

\[
\Delta_{l,j}(t) = \eta(t)^2 \|\frac{\partial R_{\Theta}(X, Y)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}\|^2_2. \tag{19}
\]

**Proof.** We derive the corollary as follows

\[
\Delta_{l,j}(t) = \|W_{l,j}(t+1)\|^2_2 - \|W_{l,j}(t)\|^2_2 = \|W_{l,j}(t) - \eta(t) \frac{\partial R_{\Theta}(X, Y)}{\partial W_{l,j}(t)}\|^2_2 - \|W_{l,j}(t)\|^2_2
\]

\[
= \|W_{l,j}(t)\|^2_2 - 2\eta(t) \left< W_{l,j}(t), \frac{\partial R_{\Theta}(X, Y)}{\partial W_{l,j}(t)} \right> + \eta(t)^2 \|\frac{\partial R_{\Theta}(X, Y)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}\|^2_2 - \|W_{l,j}(t)\|^2_2
\]

\[
\Delta_{l,j}(t) = \eta(t)^2 \|\frac{\partial R_{\Theta}(X, Y)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}\|^2_2 - \|W_{l,j}(t)\|^2_2.
\]

Note that in Lemma 3.1, we do not use the continuous-time property when deriving (14), and thus (14) still holds in the discrete-time domain. Thus, we have \( \left< W_{l,j}(t), \frac{\partial R_{\Theta}(X, Y)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)} \right> = 0 \), and substituting yields (18).

### APPENDIX B

**Formulation of Convolution Neural Networks**

As we explain in the main paper, convolution neural networks (CNNs) are special cases of fully-connected neural networks. Now we show that the lemmas and corollaries still hold for CNNs with BatchNorm. A weight in a MLP \( \mathbf{W}_l \in \mathbb{R}^{H_l \times H_{l+1}} \) corresponds to a convolution kernel \( \mathbf{K}_l \in \mathbb{R}^{K_l \times K_l \times C_{l-1} \times C_l} \) in a CNN, where \( K_l \) is the size of conv kernel, \( C_{l-1} \) and \( C_l \) are the number of input and output channels. The BatchNorm for one neuron in a MLP corresponds to the BatchNorm for one conv channel in a CNN. If we use \( \mathbf{W}_l^{(K)} \in \mathbb{R}^{K_l \times K_l \times C_{l-1} \times 1} \) to denote the conv kernel for \( j \)th output channel and replace \( W_{l,j} \) with \( W_{l,j}^{(K)} \) in previous sections, our derivations also holds. The only difference is that a conv kernel is applied multiple times while a weight is multiplied once for one input point. So some summation terms need to be rewritten as a sum over input image patches. For example, the gradient of empirical risk with respect to the conv kernel \( W_{l,j}^{(K)} \) is

\[
\frac{\partial R_{\Theta}(X, Y)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}^{(K)}} = \sum_{i=1}^{B} \sum_{m=1}^{S_{t+1}} \frac{\partial \tilde{h}_{t+1,j,m}^{(i)}}{\partial W_{l,j}^{(K)}} \frac{\partial h_{t+1,j,m}^{(i)}}{\partial \Theta_l(j)} \frac{\partial h_{t+1,j,m}^{(i)}}{\partial W_{l,j}^{(K)}} (t),
\]

where \( S_{t+1} \) is the number features in one channel of \((l+1)\)th layer. The second gradient is

\[
\frac{\partial h_{t+1,j,m}^{(i)}}{\partial W_{l,j}^{(K)}} = \gamma_l \left[ \frac{h^{(i)} - \mu^{(B)}}{\Sigma_l^{(B)}} \frac{W_{l,j}^T (h^{(i)} - \mu^{(B)})}{\|W_{l,j}\|^2} \Sigma_l^{(B)} W_{l,j} \right].
\]

where \( h_{t+1,j,m}^{(i)} \) is the image/feature patch for its output \( \tilde{h}_{t+1,j,m}^{(i)} \), \( \mu^{(B)} \) and \( \Sigma^{(B)} \) are the mean and covariance computed on image/feature patches for the convolution. We can multiply \( W_{l,j}^{(K)} \) with the gradient and get the same result as Lemma 3.1 for CNNs. Corollary 3.2 and 3.3 can also be easily derived for CNNs.
