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Abstract: In this article, we analyze the propagation of Wigner measures of a family of solutions to a system of semi-classical pseudodifferential equations presenting eigenvalues crossings on hypersurfaces. We prove the propagation along classical trajectories under a geometric condition which is satisfied for example as soon as the Hamiltonian vector fields are transverse or tangent at finite order to the crossing set. We derive resolvent estimates for semi-classical Schrödinger operator with matrix-valued potential under a geometric condition of the same type on the crossing set and we analyze examples of degenerate situations where one can prove transfers between the modes.

1 Introduction and main results

1.1 Resolvent estimate and nontrapping condition

In this paper, we are concerned with the semi-classical Schrödinger operator acting in $L^2(\mathbb{R}^d, \mathbb{C}^N)$,

$$P(\varepsilon) = -\frac{\varepsilon^2}{2}\Delta \cdot \text{Id} + M(x)$$

where $\text{Id}$ is the $N \times N$ identity matrix and $M$ is a smooth, self-adjoint $N \times N$ matrix-valued potential. We require a long range behaviour of $M$: the matrix $M$ has a limit $M_\infty$ at infinity and there exists $\rho > 0$ such that

$$\forall \alpha \in \mathbb{N}^d, \forall x \in \mathbb{R}^d, \ |\partial_x^\alpha (M(x) - M_\infty)| = O_\alpha \left(\langle x \rangle^{-\rho - |\alpha|}\right),$$

(1.2)

where $\langle x \rangle = (1 + |x|^2)^{1/2}$. The operator $P(\varepsilon)$ is self-adjoint with domain $H^2(\mathbb{R}^d, \mathbb{C}^N)$ (see [43]). We define its resolvent

$$R(z, \varepsilon) = (P(\varepsilon) - z)^{-1}$$

for $z$ in the resolvent set. As already seen in [32], the limiting absorption principle is valid on any interval $I \Subset (\|M_\infty\|_\infty; +\infty)$. This means that, for any $s > 1/2$ and any fixed $\varepsilon > 0$,

$$\sup_{\text{Re } z \in I, \text{Im } z \neq 0} \| \langle x \rangle^{-s} R(z, \varepsilon) \langle x \rangle^{-s} \|_{L^2 \to L^2} < \infty.$$ 

(1.3)

It turns out that the size of the previous supremum with respect to $\varepsilon$ is important for scattering theory. Roughly speaking, it is $O(\varepsilon^{-1})$ for non resonant scattering and larger, up to some $\exp(\varepsilon^{-1})$.
with $c > 0$, when a resonance is present. In the scalar case (cf. [46, 49, 50]), the non resonant situation is characterized in term of a nontrapping condition on the classical trajectories of the Hamiltonian field associated to the operator. In the matricial case, the treatment is much more complicated. Known results depend on the codimension of the eigenvalues crossings: see [29] (no crossing), [30, 32] (codimension one crossing), and [18] (codimension two crossing). Here we focus on the second situation.

For codimension one eigenvalues crossing, an assumption on the matricial structure of $M$ was used in [32]. Our aim in the present paper is to weaken this assumption as much as possible. As in [32], we focus on the situation where there exists $m \in \{1, \ldots, N\}$ such that

$$M(x) = \sum_{j=1}^{m} E_j(x) \Pi_j(x),$$

where, denoting by $C_{N,N}$ the algebra of $N \times N$ complex matrices,

$$E_1, \ldots, E_m \in C^\infty(\mathbb{R}^d, \mathbb{R}), \quad \Pi_1, \ldots, \Pi_m \in C^\infty(\mathbb{R}^d, C_{N,N}),$$

and for all $x$, the $\Pi_j(x)$ are orthogonal projectors satisfying $\Pi_j(x)\Pi_k(x) = 0$ if $j \neq k$. (1.6)

We will also assume that if $j \neq k$, $E_j$ differs from $E_k$ at least in an large open subset of $\mathbb{R}^d$. In [32] it is shown that this situation occurs under reasonable assumptions in the case of codimension 1 crossing. We will call it a smooth crossing by opposition to situations (occurring in codimension 2 or 3 crossings) where the eigenvalues and/or the eigenprojections develop singularities. The crossing set is the closed subset of $\mathbb{R}^d$

$$C = \{x \in \mathbb{R}^d; \exists j, k; \ E_j(x) = E_k(x) \text{ and } j \neq k\}.$$ (1.4)

We will also call crossing set the corresponding subset $\Gamma$ of $T^*\mathbb{R}^d$:

$$\Gamma = \{(x, \xi) \in T^*\mathbb{R}^d, \ x \in C\} = \bigcup_{j=1}^{m} \Gamma_j,$$

where $\Gamma_j = \{(x, \xi) \in T^*\mathbb{R}^d; \exists k \neq j, \ E_j(x) = E_k(x)\}$. (1.5)

We say that the crossing is of codimension 1 when $C$ is a smooth codimension 1 submanifold of $\mathbb{R}^d$, which is equivalent to say that $\Gamma$ is a smooth codimension 1 submanifold of $T^*\mathbb{R}^d$. In the sequel we will make a weaker assumption, assuming that each of the $\Gamma_j$ is included in a codimension 1 submanifold $\Sigma_j$. This covers of course the case of codimension 1 crossing, but also the cases of codimension 2 and 3 crossing, when the crossing is smooth. We emphasize however that this smoothness condition is not satisfied for generic codimension 2 and 3 crossing, and that our result has more impact in the codimension 1 case.

Consider for $j = 1 \ldots m$ the eigenvalues $\lambda_j(x, \xi) = -\frac{1}{2} |\xi|^2 + E_j(x)$ of the semi-classical symbol of $P(\varepsilon)$. We denote its Hamilton field by

$$H_j(x, \xi) = (\nabla_\xi \lambda_j(x, \xi), -\nabla_x \lambda_j(x, \xi)) = (\xi, -\nabla_x E_j(x)).$$

Let $\Sigma_j(\infty; H_j)$ be the set of points $(x, \xi)$ in $\Sigma_j$ where $H_j$ is tangent at infinite order to $\Sigma_j$. If $\Sigma_j$ is given (locally) by the equation $\gamma_j(x) = 0$, then $\Sigma_j(\infty; H_j)$ is (locally) the set of point such that $H_j^* \gamma_j(x) = 0$, for all $k$ in $\mathbb{N}$. Our first result gives the desired characterization of the non-resonant situation under a purely geometric condition. For the sake of clarity we do not give yet the stronger condition possible (see Theorem [1.3] below).
Let \( \rho_j(t; x^*, \xi^*) = (x_j(t; x^*, \xi^*), \xi_j(t; x^*, \xi^*)) \) be the maximal solution of the Hamilton equation
\[ \dot{\rho}_j := dp_j/dt = H_j(\rho_j) \]
with initial condition \( \rho_j(0) = (x^*; \xi^*) \). Observe that the flow \( \rho_j \) is complete since \( E_j \) is smooth. We say that \( \lambda_j \) (or \( H_j \) or \( \rho_j \)) is non-trapping at energy \( E \in \mathbb{R} \) if, for all \((x^*; \xi^*) \in \lambda_j^{-1}(E)\),
\[
\lim_{|t| \to \infty} |x_j(t; x^*; \xi^*)| = +\infty. \tag{1.7}
\]

**Theorem 1.1.** Let \( M \) satisfy (1.2), (1.4), (1.5), and (1.6). Assume that for all \( j \), \( \Gamma_j \) is included in a smooth submanifold \( \Sigma_j \) of codimension 1 of \( T^*\mathbb{R}^d \). Take an open interval \( I_0 \subset (\|M_{\infty}\|_{\infty}; +\infty) \). Assume that, for all \( j \in \{1, \ldots, m\} \), \( \Sigma_j(\infty; H_j) \cap \lambda_j^{-1}(I_0) \) is finite or countable. Then, the following conditions are equivalent:

(i) for all \( j \in \{1, \ldots, m\} \) and all \( E \in I_0 \), \( \lambda_j \) is non trapping at energy \( E \);

(ii) for all interval \( I \subseteq I_0 \), for all \( s > 1/2 \), there exist \( \varepsilon_0 > 0 \) and \( C_{s,1} > 0 \) such that, for all \( \varepsilon \in (0; \varepsilon_0) \),
\[
\sup_{Re z \in I, Im z \neq 0} \|\langle x(-s)R_z^\varepsilon(x)\rangle \|_{L^2 \to L^2} \leq C_{s,1} \varepsilon . \tag{1.8}
\]

**Remark 1.2.** In particular, if for all \( j \) the flow \( H_j \) is (outside \( \{\xi = 0\}\)) transverse or tangent to finite order to the \( j \)-th crossing set \( \Gamma_j \), then the conditions (i) and (ii) are equivalent.

Actually, we can construct, for each \( j \), some subset \( \mathcal{F}_j \) of \( \Sigma_j(\infty; H_j) \), depending on \( \Sigma_j \) and on \( H_j \), such that Theorem 1.1 still holds true when the countability condition on \( \Sigma_j(\infty; H_j) \cap \lambda_j^{-1}(I_0) \) is replaced by the less restrictive condition \( \mathcal{F}_j \cap \lambda_j^{-1}(I_0) = \emptyset \). A precise definition of the set \( \mathcal{F}_j \) is given in Subsection 3.3 via Definitions 3.3 and 3.4.

The conditions of Theorem 1.1 (and also of its refined version with the condition on \( \mathcal{F}_j \)) bear only on the eigenvalues \( \lambda_j \) and do not depend on the projectors \( \Pi_j \). We will now combine them with the condition on the matricial structure of \( M \) which was introduced in [32]. The potential \( M \) satisfies the special condition at the crossing if, for all \( j \in \{1, \ldots, m\} \), the projector \( \Pi_j \) is conormal to \( \Sigma \), that is, for any \( x \in \mathcal{C} \) and \( \xi \) in the tangent space \( T_x\mathcal{C} \) of \( \mathcal{C} \) at \( x, \xi \cdot \nabla \mathcal{H}_j(x) = 0 \). Under this special condition at the crossing and some technical one at infinity (in the \( x \) variable), that may be removed by the arguments of [18], it was proved in [32], that the conditions (i) and (ii) of Theorem 1.1 are equivalent. The following theorem implies Theorem 1.1 and the result of [32].

**Theorem 1.3.** Let \( M \) satisfy (1.2), (1.4), (1.5), and (1.6). Let \( I_0 \) be an open interval included in \((\|M_{\infty}\|_{\infty}; +\infty)\) and assume that, for all \( j \in \{1, \ldots, m\} \), the function \( (x, \xi) \mapsto \xi \cdot \nabla \mathcal{H}_j(x) \) vanishes on \( \mathcal{F}_j \cap \lambda_j^{-1}(I_0) \). Then, the conditions (i) and (ii) of Theorem 1.1 are equivalent.

As already mentioned, for precise definition of the set \( \mathcal{F}_j \), see Definition 3.3 and Section 3.3. The proof of Theorem 1.3 crucially relies on the propagation result in Theorem 1.6 below.

**Remark 1.4.** The special condition at the crossing from [32] requires the vanishing of the functions \( (x, \xi) \mapsto \xi \cdot \nabla \mathcal{H}_j(x) \) on points where the Hamilton field \( H_j \) is tangent to \( \Sigma \). Here we assume the same vanishing on the much smaller set \( \mathcal{F}_j \). A typical situation where \( \mathcal{F}_j \) is not empty is when \( \Sigma_j \) contains a piece of a trajectory of the Hamiltonian field \( H_j \). In Section 4 we produce an example of this kind for which Theorem 1.6 does not apply, its conclusion is even false, and the vanishing condition of Theorem 1.3 is not satisfied. This strongly suggests that Theorem 1.3 does not holds true if this vanishing condition is removed.
Remark 1.5. Thanks to [12], there exists $\lambda_0 > 0$ such that the function $(x, \xi) \mapsto x \cdot \xi \cdot \mathrm{Id}$ is a global escape function at all energy $\lambda \in (\lambda_0, +\infty)$ for the matrix-valued symbol $p : (x, \xi) \mapsto |\xi|^2 \cdot \mathrm{Id} + M(x)$ in the sense of [30]. By Theorem 2.3 in [30] (which actually holds true with the same proof for all matricial dimension $N$), we get (ii) of Theorem 1.3 for $I_0 = (\lambda_0; +\infty)$. Assume now that the assumptions of Theorem 1.3 are satisfied. We derive from Theorem 1.3 that all energy $\lambda \in (\lambda_0, +\infty)$ is non trapping for all fields $H_j$. Then, as in [18], one can upperbound the resolvent in (1.8) by $C \varepsilon^{-1} \lambda^{-1/2}$, where $C$ only depends on $\lambda_0$. Arguing as in [18], one gets local in time $H^s$ estimates, smoothing effect and Strichartz estimates, and one can prove existence and uniqueness of solutions of non-linear semi-classical Schrödinger equation with matrix-valued potentials in a situation where the potential do not decrease at infinity.

1.2 Codimension 1 crossings and Wigner measures

A key argument in the proof of Theorem 1.3 is a result on propagation of Wigner measures in the potential do not decrease at infinity. We first recall a few facts about Wigner measures (see [23], [24], [25], [37] or the survey [6]). Consider (\psi_{\varepsilon})_{\varepsilon>0}$ a bounded family in the weighted $L^2$-space $L^2_{\varepsilon}(\mathbb{R}^d; C^N) := L^2(\mathbb{R}^d; C^N; (x)^{\lambda}dx)$, for some $s \geq 0$. Then there exists a positive hermitian Radon measure $\mu$ and a sequence $\varepsilon_k$ going to 0 as $k$ goes to $+\infty$ such that

$$\forall a \in C^\infty_0(\mathbb{R}^{2d}; C^{N,N}), \quad (\text{op}_{\varepsilon_k}(a) \psi^{\varepsilon_k}, \psi^{\varepsilon_k}) \longrightarrow \text{tr} \int_{\mathbb{R}^{2d}} a(x, \xi) d\mu(x, \xi).$$

(1.9)

Here $\text{op}_{\varepsilon}(a)$ denotes the semi-classical Weyl quantization of $a$, namely the operator defined by

$$\text{op}_{\varepsilon}(a) f(x) = \int_{\mathbb{R}^{2d}} a \left( \frac{x + x'}{2}, \xi \right) e^{i\varepsilon \xi \cdot (x-x')} f(x') \frac{dx' d\xi}{(2\pi \varepsilon)^d}. \quad (1.10)$$

We recall here that, when $a \in C^\infty_0(\mathbb{R}^{2d})$, (1.10) defines an operator which is continuous, uniformly with respect to $\varepsilon$, from $L^2_{\varepsilon}$ to $L^2$ and from $L^2_{\varepsilon, \text{loc}}$ to $L^2_{\text{loc}}$. At many places in this paper, we shall use well-known properties of semi-classical pseudodifferential calculus. See [12, 35] for details.

The matrix-valued measure $\mu$ describes the oscillation of the sequence $(\psi^{\varepsilon_k})_k$ which are exactly of size $1/\varepsilon_k$ or smaller. Such measure is called a Wigner measure associated to the family $(\psi^\varepsilon)_\varepsilon$. It is a positive hermitian matrix-valued measure in the sense that for all scalar positive smooth compactly supported test-function $a$, the quantity $\int a(x, \xi) d\mu(x, \xi)$ is a positive hermitian matrix.

Let $m \in \{1, \ldots, N\}$ and consider $m$ real-valued smooth functions $(\lambda_j)_{j=1,\ldots,m}$, $m$ matrix valued smooth functions $(\Pi_j)_{j=1,\ldots,m}$ on $\mathbb{R}^{2d}$. Again we assume that the $\Pi_j(x, \xi)$ are orthogonal projectors satisfying $\Pi_j \Pi_k \equiv 0$ if $j \neq k$. Let

$$Q(x, \xi) = \sum_{j=1}^m \lambda_j(x, \xi) \Pi_j(x, \xi).$$

We will also assume that $Q$ satisfies, for some real $r_1$ and $r_2$,

$$\forall \alpha, \beta \in \mathbb{N}^d, \exists C_{\alpha, \beta} > 0, \left| \partial^\alpha_x \partial^\beta_\xi Q(x, \xi) \right| \leq C_{\alpha, \beta} (1 + |x|)^{r_1-|\alpha|} (1 + |\xi|)^{r_2-|\beta|}. \quad (1.11)$$

Let us mention that the result and the computations of this subsection are essentially local, so one can probably relax assumption (1.11) on $Q$.
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We consider a family $((\psi^\varepsilon)_{\varepsilon>0})$ such that for all $\varepsilon$, $\psi^\varepsilon$ belongs to the domain of $\text{op}_\varepsilon(Q)$. We assume that the family is bounded in $L^2(\mathbb{R}^d; \mathbb{C}^N)$ and satisfies, on some open subset $\Omega$ of $\mathbb{R}^d$,

$$\text{op}_\varepsilon(Q)\psi^\varepsilon = o(\varepsilon) \text{ in } L^2(\Omega, \mathbb{C}^N), \text{ as } \varepsilon \to 0.$$  

We define again the crossing set $\Gamma$ by

$$\Gamma = \bigcup_{j=1}^m \Gamma_j, \quad \Gamma_j = \{ (x, \xi) \in T^*\Omega; \exists k \neq j, \lambda_j(x, \xi) = \lambda_k(x, \xi) \} \quad (1.13)$$

and we assume that for all $j$, $\Gamma_j$ is included in a codimension 1 submanifold $\Sigma_j$.

As above, for $1 \leq j \leq m$, we denote by $H_j$ the Hamiltonian vector fields associated with the functions $\lambda_j$ and by $\Sigma_j(\infty; H_j)$ the set of points $(x, \xi)$ in $\Sigma_j$ where $H_j$ is tangent at infinite order to $\Sigma_j$. We can define the previous closed subset $F_j$ of $\Sigma_j(\infty; H_j)$, that contains all the characteristic curves of $H_j$ that are included in $\Sigma_j$. Recall that $F_j$ is empty if $\Sigma_j(\infty; H_j)$ is at most countable. Here again, we refer to Definitions 3.3 and 3.4 for a precise definition.

Finally, for smooth matrix-valued functions $a, b$ on $T^*\mathbb{R}^d$, the Poisson bracket $\{a, b\}$ is the matrix-valued function defined by $\nabla_\xi a \cdot \nabla_x b - \nabla_x a \cdot \nabla_\xi b$. Setting, for all $j$,

$$B_j = -\frac{1}{2}\{\Pi_j, Q + \lambda_j \text{Id}\} \quad (1.14)$$

$$R_j = \{\lambda_j, \Pi_j\}, \Pi_j + \frac{1}{2} \sum_k (\lambda_k - \lambda_j)\Pi_j\{\Pi_k, \Pi_j\} \quad (1.15)$$

our propagation result is the following

**Theorem 1.6.** Let $\mu$ be any Wigner measure of the family $((\psi^\varepsilon)_{\varepsilon>0})$ and $j \in \{1, \cdots, m\}$. Let $\omega$ be a bounded open neighborhood of some $(x^*, \xi^*) \in \Omega \times \mathbb{R}^d$ such that $\overline{\omega} \subset \Omega \times \mathbb{R}^d$. Assume that $B_j$ vanishes on $F_j \cap \omega$. Then as distributions on $\omega$,

$$H_j (\Pi_j, \mu \Pi_j) = [R_j, \Pi_j \mu \Pi_j]. \quad (1.16)$$

In particular, the trace of $\Pi_j \mu \Pi_j$ is invariant under the flow of $H_j$.

**Remark 1.7.** If $(x^*, \xi^*) \not\in \Sigma_j$, then (1.16) holds true on small enough $\omega$ without any assumption on $B_j$.

**Remark 1.8.** Replacing the operator $\text{op}_\varepsilon(Q)$ by $D_t - \text{op}_\varepsilon(Q)$, one can show that any Wigner measure $\mu$ of the time-dependent family $((\psi^\varepsilon)_{\varepsilon>0})$ satisfies

$$(\partial_t - H_j)(\Pi_j \mu \Pi_j) = [R_j, \Pi_j \mu \Pi_j].$$

**Remark 1.9.** Theorem 1.6 actually implies the same theorem for $((\psi^\varepsilon)_{\varepsilon>0})$ bounded in some $L^2_s$ with $s > 0$ and satisfying (1.12) with $L^2(\Omega, \mathbb{C}^N)$ replaced by $L^2(\mathbb{R}^d; \mathbb{C}^N)$ (see Remark 3.4).

**Remark 1.10.** If $Q(x, \xi) = \frac{1}{2} |\xi|^2 + M(x)$ with $M$ as in (1.3), then $\text{op}_\varepsilon(Q) = P(\varepsilon)$ and

$$B_j(x, \xi) = \frac{1}{2} \xi \cdot \nabla \Pi_j(x), \quad R_j = [\xi \cdot \nabla \Pi_j(x), \Pi_j(x)].$$

Motivated by the comments in Remark 1.4 we also analyse in Section 4 a strongly degenerated situation which is excluded in Theorem 1.6. Finally, in the Appendix, we give a microlocal normal form which should be of interest for studying at any order in $\varepsilon$ a solution to a partial differential equation close to a non-degenerated point in a codimension 1 crossing.
1.3 Comments on the results

The analysis of the propagation of Wigner measures in presence of eigenvalue crossing has been the subject of intensive works in the last ten years. The existing results are usually devoted to generic situations where the Hamiltonian vector fields associated with the eigenvalues are transverse to the crossing set (see [14]–[17]). Theorem 1.6 covers more general situations where the Hamiltonian fields may be tangent to this set. To our knowledge, it is the first result on the propagation of Wigner measure in presence of eigenvalue crossing in a degenerated situation. We point out that G. Hagedorn gave an important pioneer contribution to such propagation phenomena in [27], where he presented a systematic study of the propagation of a Gaussian wave packet through generic crossings of various codimension. We also want to quote the thesis of U. Karlsson [33] for the construction of a parametrix in the presence of a smooth eigenvalue crossing and the work of M. Brassart [2] who studied codimension 1 eigenvalue crossings in a periodic situation.

Finally, let us mention that, for codimension 2 and 3 crossings, normal forms have been obtained by Y. Colin de Verdière in [6] and [10]. These important results yield a very detailed description of the solution close to some generic point in the crossing. We give here a similar normal form for codimension 1 crossing in the Appendix under a non-degeneracy condition consisting in assuming the transversality of the classical trajectories to the crossing set and the fact that the gap between the eigenvalues vanish at order 1 on the crossing set.

Concerning the resolvent estimates, there are many results for smooth, scalar Schrödinger operators (see [3, 13, 21, 22, 31, 46, 47, 50]). For less regular but still scalar potential, we quote [7, 8]. In the matricial case, there are rather few results since propagation results like Theorem 1.6 are difficult to obtain. Indeed, it is rather involved to control the influence of eigenvalues crossings. We quote [18, 29, 30, 32]. On the related question of existence of resonances for matrix Schrödinger operators, we mention [20, 42], where only $2 \times 2$ matrix operators are considered. Notice that the mentioned resolvent estimates are of great interest for semiclassical, molecular scattering theory (a theory for chemical reactions), since a matricial Schrödinger operator is a toy model for real molecules.

Let us say a few words about the proofs. The proof of Theorem 1.3 follows the strategy of [32]. The necessity of the non trapping condition is proved following the method of X.P. Wang in [50], as adapted in [18] using Wigner measures (in particular without the condition at infinity of [32]). We refer to [4] for a similar proof. The sufficiency of the non trapping condition is, as in [31, 32], obtained by contradiction using the method of N. Burq in [3], which is inspired by an argument of G. Lebeau in [36], and also by the use of a rescaled Mourre estimate at space infinity derived in [32] (see also [31]). The idea is to use Wigner measure to show that some particular sequence, which negates the resolvent bound, tends to 0 in $L^2_{loc}$. One step of the proof is to show, using the long-range condition (1.2), that the Wigner measure is compactly supported. This is done in [32] and follows from the rescaled Mourre estimate. The new ingredient in the proof of Theorem 1.6 is the propagation of the Wigner measures at the crossing set, which follows from Theorem 1.6 under much weaker assumptions than in [32]. The proof of this result relies on an induction on the order of tangency of the flow, reminiscent of an argument due to R.B. Melrose and J. Sjöstrand in the context of propagation of singularities of boundary value problems [39]. A standard induction, as in [39], gives the propagation around points of the crossing set where the flow has a finite order contact with the crossing set. Here we use a transfinite induction to get the propagation in a larger set that may also contains some points with infinite order contact. Finally, the study of the degenerated situation in Section 4 relies on the use of a two-scale Wigner measure (see [40, 16]) to describe more precisely the behaviour of the Wigner measure at the crossing set.
The organization of the paper is the following. The two steps of the proof of Theorem 1.3, which are by now classical, are quickly sketched in Section 2, assuming that Theorem 1.6 is true. The latter is proved in Section 3. Then, in Section 4, we analyze the strongly degenerated situation mentioned above. Finally, in the Appendix, a normal form is given in a non-degenerate situation.
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2 Non-trapping condition and resolvent estimate

Here we assume Theorem 1.6 true and we prove Theorem 1.3. We do not need to understand what is the set $\mathcal{F}_j$. Its meaning is relevant for the proof of Theorem 1.6 only.

2.1 The necessity of the non-trapping condition

Let us first focus on the necessity of the non-trapping condition. We adapt the arguments in [18], which are inspired by [50]. Let $E \in \mathcal{I}_0$ and $\theta \in C^\infty_0(I_0)$ with $\theta = 1$ near $E$. Let $I$ be the support of $\theta$. The resolvent estimate (1.8) implies that, for $s > 1/2$ and uniformly w.r.t. $\varepsilon \in [0, \varepsilon_0]$, the function $\langle \psi \rangle^{-s}$ is $P(\varepsilon)$-smooth on $I$ (see Theorem XIII 25 in [44]). Therefore there exists a constant $C_0$ such that for any $\varepsilon \in [0, \varepsilon_0]$ and any $\psi \in L^2$

$$\int_{\mathbb{R}} \left\| \langle \psi \rangle^{-s} \theta (P(\varepsilon)) e^{-itP(\varepsilon)}\psi \right\|_{L^2}^2 dt \leq C_0 \|\psi\|_{L^2}^2. \tag{2.1}$$

We are going to prove that if $(x_j(t), \xi_j(t))_{t \in \mathbb{R}}$ is a classical trajectory of $H_j$ of energy $E$, that is contained in $\lambda_j^{-1}(E)$, then

$$\forall T > 0, \quad \int_{-T}^{+T} \langle x_j(t) \rangle^{-s} dt \leq C_0. \tag{2.2}$$

This property implies that $E$ is non-trapping (cf. [50]). Let us prove (2.2). Consider a trajectory $(x_j(t), \xi_j(t))_{t \in \mathbb{R}}$ of $H_j$ of energy $E$ and let $(\psi_0^\varepsilon)_{\varepsilon > 0}$ be a by one bounded family in $L^2(\mathbb{R}^2, \mathbb{C}^N)$ having only one Wigner measure $\mu_0$ such that

$$\mu_0 = c_0 \delta(x - x_j(0)) \otimes \delta(\xi - \xi_j(0)) \Pi_j(x).$$

One can actually choose coherent states microlocalized at $(x_j(0), \xi_j(0))$, for instance. We consider $\psi^\varepsilon(t) = e^{-itP(\varepsilon)\psi_0^\varepsilon}$. The family $(\psi^\varepsilon)_{\varepsilon > 0}$ satisfies

$$\frac{1}{i} \partial_t \psi^\varepsilon + P(\varepsilon)\psi^\varepsilon = 0, \quad \psi^\varepsilon_{|t=0} = \psi_0^\varepsilon.$$

Let $\mu_t$ be a Wigner measure of $(\psi^\varepsilon(t))_{\varepsilon > 0}$. Let $k \neq j$. By Theorem 1.6 the measure $\Pi_{k \mu_t} \Pi_k$ satisfies a linear differential equation with initial data $\Pi_{k \mu_0} \Pi_k = 0$, thus it is zero. Since $\Pi_{k \mu_t} \Pi_j$ is absolutely continuous w.r.t. $\Pi_k \mu_t \Pi_k$ and $\Pi_{j \mu_t} \Pi_j$, it is also zero. Thus $\mu_t = \Pi_{j \mu_t} \Pi_j$. Theorem 1.6 yields

$$\text{tr} \mu(t, x, \tau, \xi) = c_0 \delta(x - x_j(t)) \otimes \delta(\xi - \xi_j(t)) \otimes \delta(\tau + \lambda_j(x, \xi)) \otimes dt. \tag{2.3}$$
Let \( p(x, \xi) = \frac{|\xi|^2}{2} + M(x) \) be the symbol of \( P(\varepsilon) \). Take \( T > 0 \) and a non-negative, smooth, compactly supported, scalar function \( (t, x, \xi) \mapsto a(t, x, \xi) \) such that
\[
\forall t \in [-T, T], \quad a(t, x_j(t), \xi_j(t)) = 1 \quad \text{and} \quad (1 - \theta(p))a(t, \cdot, \cdot) = 0 . \quad (2.4)
\]
By (2.1) and the fact that \( \|\psi_0\|_{L^2} \leq 1 \), for all \( \varepsilon \),
\[
\int_{-T}^{+T} \left( \text{op}_\varepsilon(a(t, x, \xi))(x)^{-s} \theta(P(\varepsilon)) \psi^\varepsilon(t) \right) \langle x \rangle^{-s} \theta(P(\varepsilon)) \psi^\varepsilon(t) \right) \|_{L^2} dt \leq C_0. \quad (2.5)
\]
We first observe that, uniformly w.r.t. \( t \in [-T, T] \),
\[
\langle x \rangle^{-s} \text{op}_\varepsilon \left( a(t, x, \xi) \right) \langle x \rangle^{-s} = \text{op}_\varepsilon \left( \langle x \rangle^{-2s} a(t, x, \xi) \right) + o(1) \quad \text{in} \quad L^2(\mathbb{R}^d) .
\]
Then, the functional calculus and (2.4) give, in \( L^2(\mathbb{R}^d) \),
\[
\text{op}_\varepsilon \left( \langle x \rangle^{-2s} a(t, x, \xi) \right) \left( 1 - \theta(P(\varepsilon)) \right) = \text{op}_\varepsilon \left( \langle x \rangle^{-2s} a(t, x, \xi) \left( 1 - \theta(p(x, \xi)) \right) \right) + o(1) = o(1)
\]
where by matricial functional calculus for fixed \( (x, \xi) \), \( \theta(p(x, \xi)) = \sum_{1 \leq j \leq n} \theta(\lambda_j(x, \xi)) \Pi_j(x) \). Therefore, writing \( \psi^\varepsilon(t) = \theta(P(\varepsilon)) \psi^\varepsilon(t) + (\text{Id} - \theta(P(\varepsilon)))\psi^\varepsilon(t) \),
\[
\int_{-T}^{+T} \left( \text{op}_\varepsilon(a(t, x, \xi)) \langle x \rangle^{-s} \theta(P(\varepsilon)) \psi^\varepsilon(t) \right) \langle x \rangle^{-s} \theta(P(\varepsilon)) \psi^\varepsilon(t) \right) \|_{L^2} dt + o(1).
\]
Using (2.5) and passing to the limit \( \varepsilon \to 0 \), we get, since \( a \) is scalar and satisfies (2.4),
\[
\int_{-T}^{+T} \int a(t, x, \xi) \langle x \rangle^{-2s} \text{tr} \mu(x, \xi) dt = \int_{-T}^{+T} a(t, x_j(t), \xi_j(t)) \langle x_j(t) \rangle^{-2s} dt = \int_{-T}^{+T} \langle x_j(t) \rangle^{-2s} dt \leq C_0 ,
\]
whence (2.2).

### 2.2 The sufficiency of the non-trapping condition

Now we assume that the non trapping condition is fulfilled on some open interval \( I_0 \) included in \( (|M(\varepsilon)|_{\infty}; +\infty) \) and we prove the resolvent estimate (1.8) by contradiction. Suppose that, for some interval \( I \in I_0 \), some \( s > 1/2 \), and some \( \varepsilon_0 > 0 \), (1.8) is false. Then it is shown in [22] that the following situation occurs: there exist a sequence \( (\varepsilon_n) \in (0; \varepsilon_0)^N \) tending to 0, a sequence \( (f_n) \) of \( H^2(\mathbb{R}^d) \)-functions, a sequence \( (z_n) \in \mathbb{C}^N \) such that \( \Re z_n \to E \in I \), \( (\Im z_n) / \varepsilon_n \to 0 \), \( (f_n) \) is bounded in \( L^2_{\text{loc}}(\mathbb{R}^d) \), has a unique Wigner measure \( \mu \), and the \( L^2 \)-norm \( \| (x)^s (P(\varepsilon_n) - z_n) f_n \|_{L^2} \) is \( o(\varepsilon_n) \). Furthermore, the long range condition (1.2) implies the existence of some \( R > 0 \) such that
\[
\lim_{n \to \infty} \int_{|x| \geq R} \langle x \rangle^{-2s} |f_n(x)|^2 dx = 0. \quad (2.6)
\]
This implies in particular that \( \mu \) is nonzero and supported in the compact set
\[
\left( \bigcup_{1 \leq j \leq m} \lambda_j^{-1}(E) \right) \cap \{(x, \xi); |x| \leq R\}. \quad (2.7)
\]
Taking $\tau \in C_0^\infty(\mathbb{R}^d)$ such that $\tau = 1$ near the set $\{x \in \mathbb{R}^d; |x| \leq R\}$, one can show, by direct computations, that the sequence $(g_n)$, defined by $g_n = \tau f_n$, is bounded in $L^2(\mathbb{R}^d)$, has $\mu$ as unique Wigner measure, and satisfies $\|(P(\varepsilon_n) - \Re e z_n)g_n\| = o(\varepsilon_n)$ (as in [7]). In view of Remark 1.10 we can apply Theorem 1.6 to $(g_n)$. Since, for all $j$, the scalar measure $\text{tr} \Pi_j \mu \Pi_j$ is compactly supported and invariant under the flow of $H_j$, the non-trapping condition for $H_j$ imposes that $\text{tr} \Pi_j \mu \Pi_j = 0$. Since the diagonal terms of the matricial measure $\Pi_j \mu \Pi_j$ (recall that $\Pi_j$ may have rank > 1) are non-negative, they all vanish. Since the off-diagonal terms of $\Pi_j \mu \Pi_j$ are absolutely continuous w.r.t. the diagonal terms, they also vanish. Thus, $\Pi_j \mu \Pi_j = 0$ for all $j$. Since the measures $\Pi_k \mu \Pi_j$ with $k \neq j$ are absolutely continuous w.r.t. $\Pi_k \mu \Pi_k$ and $\Pi_j \mu \Pi_j$, they all vanish and $\mu = 0$, yielding the desired contradiction.

Remark 2.1. Under the previously mentioned special condition at the crossing, it is shown in [32] that, for all $j$, the matricial measure $\Pi_j \mu \Pi_j$ is actually invariant under the flow of $H_j$. Here we use a weaker information namely the propagation result in Theorem 1.6.

The derivation of the properties of $(g_n)$ is quite immediate here. In [7] it is more complicated due to the presence of singularities.

3 Propagation of Wigner measures

In this section, we prove Theorem 1.6. First we explain in the next remark why the extension of Theorem 1.6 announced in Remark 1.9 holds true.

Remark 3.1. Assume that $(\psi^\varepsilon)_{\varepsilon > 0}$ bounded in some $L^2_\omega$ with $s > 0$ and satisfy (1.12) with $L^2(\Omega, C^N)$ replaced by $L^2_\omega(\Omega, C^N)$. Given a bounded open subset $\omega$ of $\Omega$ with $\partial \omega \subset \Omega$, take functions $\tau_1, \tau_2 \in C_0^\infty(\Omega)$ such that $\tau_1 \tau_2 = \tau_2$ and $\tau_2 = 1$ near $\omega$. Let $Q_1$ be defined by $\tau_2 \text{op}_c(Q) = \text{op}_c(Q_1)$ and $\phi^\varepsilon = \tau_1 \psi^\varepsilon$. Then we can apply Theorem 1.6 for $(\phi^\varepsilon)_{\varepsilon > 0}$ and $Q_1$. This yields (1.16) for any Wigner measure of $(\psi^\varepsilon)_{\varepsilon > 0}$ on this $\omega$.

Without loss of generality, we may assume that $(\psi^\varepsilon)_\varepsilon$ has only one Wigner measure $\mu$. It is a straightforward consequence of the functional calculus and equation (1.12) that

$$\text{supp} \mu \subset \{\det(Q(x, \xi)) = 0\} = \bigcup_{1 \leq j \leq N} \{\lambda_j(x, \xi) = 0\}.$$ 

Let us consider $\chi \in C_0^\infty(\Omega \times \mathbb{R}^d; \mathbb{R})$ such that $\chi = 1$ on $\partial \omega$. We set $\psi^\varepsilon_j := \text{op}_c(\chi \Pi_j)\psi^\varepsilon$. Notice that $\Pi_j$ may behave badly at infinity and may not belong to a good symbolic class. However $\chi \Pi_j \in C^\infty(\mathbb{R}^d)$ and the family $(\psi^\varepsilon_j)_{\varepsilon > 0}$ is bounded in $L^2$. The Wigner measure of $(\psi^\varepsilon_j)_\varepsilon$ is $\mu_j = \chi^2 \Pi_j \mu \Pi_j$. Denoting by $\mu_{ij}$ the joint measure of $(\psi^\varepsilon_j)_\varepsilon$ and $(\psi^\varepsilon_j)_\varepsilon$, for a matrix-valued test function $a$ supported in $\omega$,

$$\lim_{\varepsilon \to 0} \langle \text{op}_c(a) \psi^\varepsilon_j, \psi^\varepsilon_j \rangle = \text{tr} \left( \int a(x, \xi) d\mu_j(x, \xi) \right),$$

$$\lim_{\varepsilon \to 0} \langle \text{op}_c(a) \psi^\varepsilon_j, \psi^\varepsilon_j \rangle = \text{tr} \left( \int a(x, \xi) d\mu_{ij}(x, \xi) \right)$$

The first step of the proof consists in proving the following proposition which is a consequence of the analysis performed in Section 6 of [25] and in [26]. For the convenience of the reader, we give a proof below in order to emphasize the specific features due to the crossing. We recall that, for all $j$, the set $\Gamma_j$ is defined in (1.13) and is included in some codimension one submanifold $\Sigma_j$. 
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### Proposition 3.2
For all \( j \in \{1, \cdots, N\} \), there exists a measure \( \nu_j \) absolutely continuous with respect to \( \mu_j \) such that, as distributions on \( \omega \),

\[
H_j \mu_j = [R_j, \mu_j] + \nu_j, \quad \operatorname{Supp} \nu_j \subset \Gamma_j \cap \omega \tag{3.2}
\]

where \( R_j \) is defined in (1.15). Besides, in \( \omega \) and outside \( \Gamma_j \), \( \mu \Pi_j = \Pi_j \mu = \mu_j \).

In the following subsection, we prove Proposition 3.2. Then we study a class of matricial equations containing (3.2) in a second subsection. Finally, the third subsection is devoted to the conclusion of the proof of Theorem 1.6.

### 3.1 Proof of Proposition 3.2
We work microlocally in \( \omega \). Let us first prove the commutation relation of \( \mu \) with \( \Pi_j \) outside \( \Gamma_j \). This is equivalent to the fact that for \( k \neq j \), \( \Pi_k \mu \Pi_j = 0 \) on \( \omega \setminus \Gamma_j \), i.e. to

\[
\forall j \in \{1, \cdots, N\}, \forall k \neq j, \forall a \in C^\infty_0(\omega \setminus \Sigma_j, \mathbb{C}^{N,N}), \quad (\operatorname{op}_\varepsilon(\Pi_k a \Pi_j) \psi^\varepsilon, \psi^\varepsilon) \xrightarrow{\varepsilon \to 0} 0, \tag{3.3}
\]

Since \( \lambda_j \neq \lambda_k \) on the support of \( a \), \( \frac{1}{\lambda_k - \lambda_j} \Pi_k a \Pi_j \in C^\infty_0 \) and

\[
\Pi_k a \Pi_j = \left[ Q, \frac{1}{\lambda_k - \lambda_j} \Pi_k a \Pi_j \right].
\]

Therefore, (3.3) follows from

\[
(\operatorname{op}_\varepsilon(\Pi_k a \Pi_j) \psi^\varepsilon, \psi^\varepsilon) = \left( \operatorname{op}_\varepsilon(Q), \operatorname{op}_\varepsilon \left( \frac{1}{\lambda_k - \lambda_j} \Pi_k a \Pi_j \right) \right) \psi^\varepsilon, \psi^\varepsilon + O(\varepsilon) = O(\varepsilon).
\]

We focus now on the proof of the transport equation (1.16). Since \( \chi_j \) may also not belong to a good symbol class, we introduce a function \( \check{\chi} \in C^\infty_0(\Omega \times \mathbb{R}^d; \mathbb{R}) \) such that \( \chi = \check{\chi} \chi \). By symbolic calculus,

\[
\operatorname{op}_\varepsilon(\check{\chi} \lambda_j) \psi_j^\varepsilon = \operatorname{op}_\varepsilon(\check{\chi} \lambda_j) \operatorname{op}_\varepsilon(\chi \Pi_j) \psi^\varepsilon = \operatorname{op}_\varepsilon(\check{\chi} \lambda_j \chi \Pi_j) \psi^\varepsilon + \varepsilon \operatorname{op}_\varepsilon(\{\check{\chi} \lambda_j, \chi \Pi_j\}/(2)) \psi^\varepsilon + o(\varepsilon),
\]

\[
o(\varepsilon) = \operatorname{op}_\varepsilon(\chi \Pi_j) \operatorname{op}_\varepsilon(Q) \psi^\varepsilon = \operatorname{op}_\varepsilon(\chi \Pi_j Q) \psi^\varepsilon + \varepsilon \operatorname{op}_\varepsilon(\{\chi \Pi_j, Q\}/(2i)) \psi^\varepsilon + o(\varepsilon)
\]

in \( L^2 \). Since \( \chi \Pi_j Q = \check{\chi} \lambda_j \chi \Pi_j \), this yields

\[
\operatorname{op}_\varepsilon(\check{\chi} \lambda_j) \psi_j^\varepsilon = \frac{\varepsilon}{i} \operatorname{op}_\varepsilon(\tilde{B}_j) \psi^\varepsilon + o(\varepsilon),
\]

where

\[
\tilde{B}_j = \frac{1}{2} (-\{\chi \Pi_j, Q\} + \{\check{\chi} \lambda_j, \chi \Pi_j\}) = -\frac{1}{2} \{\chi \Pi_j, Q + \check{\chi} \lambda_j \text{Id}\}.
\]

Thus, for \( a \in C^\infty_0(\omega, \mathbb{C}^{N,N}) \),

\[
\frac{\varepsilon}{i} (\operatorname{op}_\varepsilon(a), \operatorname{op}_\varepsilon(\check{\chi} \lambda_j)) \psi_j^\varepsilon = \frac{\varepsilon}{i} \left( \operatorname{op}_\varepsilon(a) \operatorname{op}_\varepsilon(\check{\chi} \lambda_j) \psi_j^\varepsilon \right) - \frac{\varepsilon}{i} \left( \operatorname{op}_\varepsilon(a) \operatorname{op}_\varepsilon(\check{\chi} \lambda_j) \psi_j^\varepsilon \right) = \left( \operatorname{op}_\varepsilon(a) \operatorname{op}_\varepsilon(\tilde{B}_j) \psi^\varepsilon \right) + \left( \operatorname{op}_\varepsilon(a) \psi_j^\varepsilon, \operatorname{op}_\varepsilon(\tilde{B}_j) \psi^\varepsilon \right) + o(1) \tag{3.4}
\]

\[
= \left( \operatorname{op}_\varepsilon \left( \Pi_j a \tilde{B}_j + \tilde{B}_j^* a \Pi_j \right) \psi^\varepsilon, \psi^\varepsilon \right) + o(1), \tag{3.5}
\]
where $\tilde{B}^*_j = \frac{1}{2}(\{Q, \chi \Pi_j \} + \{\tilde{\chi} \lambda_j, \chi \Pi_j \}) = \frac{1}{2}(Q + \tilde{\chi} \lambda_j \text{Id}, \chi \Pi_j)$. On one hand,

$$\lim_{\varepsilon \to 0} \frac{i}{\varepsilon} \left(\left(\text{op}_\varepsilon(a), \text{op}_\varepsilon(\chi \lambda_j)\right) \psi^\varepsilon, \psi^\varepsilon \right) = -\text{tr} \int (H_j a)(x, \xi) d\mu_j(x, \xi) = \text{tr} \int a(x, \xi)d(H_j \mu_j)(x, \xi),$$

(3.6)

since $\tilde{\chi} = 1$ on the support of $a$, and, on the other hand,

$$\lim_{\varepsilon \to 0} \left(\text{op}_\varepsilon \left(\Pi_j a \tilde{B}_j + \tilde{B}^*_j a \Pi_j \right) \psi^\varepsilon, \psi^\varepsilon \right) = \text{tr} \left(\int (\Pi_j a \tilde{B}_j + \tilde{B}^*_j a \Pi_j) d\mu(x, \xi)\right)$$

$$= \text{tr} \left(\int a(\tilde{B}_j d\mu(x, \xi)\Pi_j + \Pi_j d\mu(x, \xi)\tilde{B}^*_j)\right) = \text{tr} \int a \tilde{\nu}_j(x, \xi),$$

(3.7)

where $\tilde{\nu}_j = \tilde{B}_j \mu \Pi_j + \Pi_j \mu \tilde{B}^*_j$. In view of $\chi = 1$ on $\varpi$, we have in $\omega$,

$$\tilde{\nu}_j = B_j \mu \Pi_j + \Pi_j \mu \tilde{B}^*_j$$

(3.8)

with $B_j$ defined in (1.14). Let us study now $\tilde{\nu}_j$. This measure describes the limit of the term (3.4), therefore it is absolutely continuous with respect to the Wigner measure of $(\psi^\varepsilon)^j$, namely $\mu_j$. Let us focus on $\tilde{\nu}_j 1_{\Gamma^c_j}$, where $1_{\Gamma^c_j}$ denotes the characteristic function of the complement $\Gamma^c_j$ of $\Gamma_j$. The computation below is done in [25] and [26]. We write it for the sake of completeness. In view of the commutation relation $\mu \Pi_j = \Pi_j \mu$ outside $\Gamma_j$, we have

$$\tilde{\nu}_j 1_{\Gamma^c_j} = (B_j \mu \Pi_j + \mu \Pi_j B^*_j) 1_{\Gamma^c_j}.$$  

Besides, writing $Q = \sum_{1 \leq k \leq m} \lambda_k \Pi_k$, (1.14) implies that

$$2B_j = \{\lambda_j, \Pi_j\} - \sum_{1 \leq k \leq m} \left(\lambda_k \{\Pi_j, \Pi_k\} + \{\Pi_j, \lambda_k\} \Pi_k\right),$$

$$2B^*_j = \{\lambda_j, \Pi_j\} + \sum_{1 \leq k \leq m} \left(\lambda_k \{\Pi_k, \Pi_j\} + \Pi_k \{\lambda_k, \Pi_j\}\right).$$

Since $\Pi^2_j = \Pi_j$, $\Pi_j \{\lambda_j, \Pi^2_j - \Pi_j\} \Pi_j = 0$ and $\Pi_j \{\lambda_j, \Pi_j\} \Pi_j = 0$. Therefore

$$\left(\{\lambda_j, \Pi_j\} \Pi_j \mu + \mu \Pi_j \{\lambda_j, \Pi_j\}\right) 1_{\Gamma^c_j} = \left(\left\{\{\lambda_j, \Pi_j\}, \Pi_j\right\}, \mu_j\right) 1_{\Gamma^c_j}.$$  

(3.9)

Using the general fact that $A\{B, C\} - \{A, B\} C = \{AB, C\} - \{A, BC\}$, we observe that, $k \neq j$,

$$\{\Pi_k, \Pi_j\} = \{\Pi^2_j, \Pi_j\} = \Pi_k \{\Pi_j, \Pi_j\} - \{\Pi_k, \Pi_j\} \Pi_j,$$

$$-\{\Pi_j, \Pi_k\} = -\{\Pi^2_j, \Pi_k\} = \Pi_j \{\Pi_k, \Pi_j\} - \{\Pi_j, \Pi_k\} \Pi_j,$$

yielding

$$-\lambda_k \left(\{\Pi_j, \Pi_k\} \Pi_j \mu - \mu \Pi_j \{\Pi_k, \Pi_j\}\right) 1_{\Gamma^c_j} = \lambda_k \left[\Pi_j \{\Pi_k, \Pi_j\} \Pi_j, \mu_j\right] 1_{\Gamma^c_j}.$$  

(3.11)

The previous bracket identity with $A = B = C = \Pi_j$ implies that $\Pi_j \{\Pi_j, \Pi_j\} = \{\Pi_j, \Pi_j\} \Pi_j$, whence

$$\Pi_j \{\Pi_j, \Pi_j\} = \Pi^2_j \{\Pi_j, \Pi_j\} = \Pi_j \{\Pi_j, \Pi_j\} \Pi_j, \{\Pi_j, \Pi_j\} \Pi_j = \{\Pi_j, \Pi_j\} \Pi^2_j = \Pi_j \{\Pi_j, \Pi_j\} \Pi_j.$$  

(3.12)

Replacing both $\Pi_j$’s inside the bracket by $\text{Id} - \sum_{k \neq j} \Pi_k$ and using (3.10) with $k \neq j$ replaced by $k \neq l$, we obtain

$$\Pi_j \{\Pi_j, \Pi_j\} \Pi_j = \sum_{k \neq j} \Pi_j \{\Pi_k, \Pi_k\} \Pi_j.$$  

(3.13)
By (3.12) and (3.13),

$$- \lambda_j \left( \{ \Pi_j, \Pi_j \Pi_j \Pi_j - \mu \Pi_j \Pi_j \Pi_j \right) 1_{\Gamma_j} = - \lambda_j \sum_{k \neq j} \left[ \Pi_j \{ \Pi_k, \Pi_j \Pi_j, \mu_j \} \right] 1_{\Gamma_j}. \quad (3.14)$$

Collecting the different pieces (3.9), (3.11) and (3.14), we obtain

$$2 \nu_j 1_{\Gamma_j} = \left[ 2 \{ \lambda_j, \Pi_j, \Pi_j \} + \sum_k (\lambda_k - \lambda_j) \Pi_j \{ \Pi_k, \Pi_j \Pi_j, \mu_j \} \right] 1_{\Gamma_j}. \quad (3.15)$$

By (3.6) and (3.7), $H_{\rho \Pi_j} = \nu_j$ that is $H_{\rho \Pi_j} = [R_j, \mu_j] + \nu_j$, where $R_j$ is defined by (1.14) and

$$\nu_j = \nu_j 1_{\Gamma_j}. \quad (3.15)$$

3.2 Analysis of a transport equation with a measure valued source term

We work in a larger setting than those of Theorem 1.6. We consider an open subset $\Omega$ of $\mathbb{R}^D$ ($D \geq 1$), $\Sigma$ a smooth hypersurface of $\Omega$, and

$$H = \sum_{j=1}^{D} a_j \frac{\partial}{\partial x_j} =: a \cdot \nabla \quad (3.16)$$

a $C^\infty$ vector field on $\Omega$ with no singular point (i.e. $\forall x \in \Omega, H(x) \neq 0$) and with real valued coefficients $a_j$. Let $\hat{x} \in \Sigma$ and $\omega$ be an open neighborhood of $\hat{x}$ in $\Omega$ such that $\Sigma \cap \omega = \{ \gamma = 0 \}$, where $\gamma$ is smooth on $\omega$ and $\nabla \gamma$ does not vanish on $\Sigma \cap \omega$. We start with a few definitions.

- $\hat{x} \in \Sigma(0; H)$ if and only if $H$ is transverse to $\Sigma$ at $\hat{x}$, that is $H\gamma(\hat{x}) \neq 0$.
- $\hat{x} \in \Sigma(k; H)$, $k \in \mathbb{N}^*$ if and only if $H^k \gamma(\hat{x}) = \ldots = H^{k+1} \gamma(\hat{x}) = 0$ and $H^k(\hat{x}) = 0$ for all $k \in \mathbb{N}$.

In the two first cases, we say that $\Sigma$ has a finite order contact with $H$. In the sequel we shall need some notions and results of set theory, in particular the notions of ordinals and of transfinite induction. We refer to [34, 35, 48] for details.

**Definition 3.3.** Define by transfinite recursion the set $F(\alpha; H; \Sigma)$, where $\alpha$ is an ordinal, by:

- $F(0; H; \Sigma) = \Sigma(\infty; H)$.
- If $\alpha = \beta + 1$ is a successor ordinal, $F(\alpha; H; \Sigma)$ is obtained by taking off from $F(\beta; H; \Sigma)$ the open subset of points $\hat{x} \in F(\beta; H; \Sigma)$ for which there exists an open neighborhood $U$ of $\hat{x}$ and an hypersurface $\Theta$ such that $(U \cap F(\beta; H; \Sigma)) \subset (U \cap \Theta)$ and such that $H$ has only contact of finite order with $\Theta$ at $\hat{x}$ (i.e. $\hat{x} \in \Theta(k; H)$ for some $k \in \mathbb{N}$).
- If $\alpha = \bigcup_{\beta < \alpha} \beta$ is a limit ordinal, then $F(\alpha; H; \Sigma) = \bigcap_{\beta < \alpha} F(\beta; H; \Sigma)$.

Notice that $F(0; H; \Sigma)$, and thus any $F(\alpha; H; \Sigma)$, is a closed subset of $\Omega$. Furthermore, $F(\cdot; H; \Sigma)$ is non increasing: $F(\beta; H; \Sigma) \subset F(\alpha; H; \Sigma)$ if $\beta > \alpha$. The family of all $F(\alpha; H; \Sigma)$ is a family of closed subsets of $\mathbb{R}^D$, which is well-ordered for the inclusion. Using that $\mathbb{R}^D$ has a countable basis consisting of open subsets one may show that this family is countable, and thus may be indexed by a countable ordinal. As a consequence, there exists a (countable) ordinal $\beta_0$ such that $F(\alpha; H; \Sigma) = F(\beta_0; H; \Sigma)$, for all $\alpha > \beta_0$.  
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Definition 3.4. We denote by $\mathcal{F}(H; \Sigma) = F(\beta_0; H; \Sigma)$. In the context of Theorems 1.3 and 1.6 we will write, for $j = 1, \ldots, m$, $\mathcal{F}_j = \mathcal{F}(H_j; \Sigma_j)$, where $\Sigma_j$ is an hypersurface containing the eigenvalues crossing and $H_j$ is the Hamiltonian flow associated to the function $\lambda_j$.

In this section, we prove

Proposition 3.5. Let $\mu$ be a matrix-valued Radon measure on $\Omega$, such that, as distributions,

$$H\mu + b\mu + \mu c = \nu,$$

where $b$ and $c$ are smooth matrix-valued functions on $\Omega$ and $\nu$ is a matrix-valued Borel measure on $\Omega$ absolutely continuous w.r.t. $\mu$. Assume furthermore that

$$\text{supp} \nu \subset \Sigma.$$  (3.18)

Then $\text{supp} \nu \subset \mathcal{F}(H; \Sigma)$.

Remark 3.6. Proposition 3.5 implies that, in the sense of distributions on the open set $\Omega \setminus \mathcal{F}(H; \Sigma)$,

$$H\mu + b\mu + \mu c = 0.$$  (3.17)

The proof of Proposition 3.5 proceeds in three steps. In Lemma 3.7 we prove that $1_{\Sigma(0; H)}\nu = 0$, then, in Lemma 3.8, that $1_{\Sigma(k; H)}\nu = 0$ for all $k \in \mathbb{N}$. These two facts imply that $\text{Supp} \nu \subset F(0; H; \Sigma)$ and we can conclude the proof by transfinite induction.

Lemma 3.7. Let $H, b, c$ and $\Sigma$ be as in Proposition 3.5. Then $1_{\Sigma(0; H)}\mu = 1_{\Sigma(0; H)}\nu = 0$.

Proof

This is a classical property; we give a proof for the sake of completeness.

Since $\nu$ is absolutely continuous w.r.t. $\mu$, it suffices to show $1_{\Sigma(0; H)}\mu = 0$. We must show a local property, namely that if $\tilde{x} \in \Sigma(0; H)$, there exists an open neighborhood $U$ of $\tilde{x}$ such that $1_{U \cap \Sigma(0; H)}\mu = 0$. Let $\tilde{x} \in \Sigma(0; H)$.

Step 1. Reduction of the problem. We first show that we may assume (locally) that $H = \frac{\partial}{\partial x_1}$, i.e. that we may assume that near $\tilde{x}$, $\mu$ satisfies an equation of the form

$$\frac{\partial}{\partial x_1}\mu + b\mu + \mu c = \nu.$$  (3.19)

Consider a neighborhood $U$ of $\tilde{x}$ such that $\Sigma$ is defined, in $U$, by the equation $\gamma = 0$, where $\gamma$ is a $C^\infty$ function such that $\nabla \gamma(x) \neq 0$ for all $x$ in $U$. Using that $H$ is transverse to $\Sigma$ in $\tilde{x}$, and taking a smaller neighborhood $U$ of $\tilde{x}$ if necessary, one may find a $C^\infty$ diffeomorphism $\chi$ from an open subset $V$ of $\mathbb{R}^\beta_0$ to $U$ such that

$$\forall f \in C^\infty_0(U), \quad \frac{\partial}{\partial y_1}(f \circ \chi) = (Hf) \circ \chi.$$  (3.18)

Define the measures $\mu_1$ and $\nu_1$ in $V$ by

$$\forall f \in C^0_\infty(U), \quad \langle \mu_1, f \circ \chi \rangle = \langle \mu, f \rangle, \quad \langle \nu_1, f \circ \chi \rangle = \langle \nu, f \rangle.$$  (3.17)

By (3.17) and (3.19), for $f \in C^0_\infty(U)$,

$$\langle \frac{\partial}{\partial y_1}\mu_1, f \circ \chi \rangle = -\langle \mu_1, \frac{\partial}{\partial y_1}(f \circ \chi) \rangle = -\langle \mu_1, (Hf) \circ \chi \rangle = -\langle \mu, Hf \rangle$$

$$= \langle H\mu, f \rangle + \langle (\nabla \cdot a)\mu, f \rangle = \langle \nu, f \rangle - \langle \mu, bf \rangle - \langle \mu, fc \rangle + \langle \mu, (\nabla \cdot a)f \rangle$$

$$= \langle \nu_1, f \circ \chi \rangle - \langle (b \circ \chi - (\nabla \cdot a)\circ \chi)\mu_1, f \circ \chi \rangle - \langle \mu_1(c \circ \chi), f \circ \chi \rangle.$$
Thus \((\partial/\partial y_1)\mu_1 + b_1\mu_1 + \mu_1 c_1 = \nu_1\) in \(V\), with smooth \(b_1 := b \circ \chi - (\nabla \cdot a) \circ \chi\) and \(c_1 := c \circ \chi\).

**Step 2. Proof of the vanishing of** \(1_{\Sigma} \mu\) **near** \(\hat{x}\). We now assume that (3.19) holds near \(\hat{x} \in \Sigma(0; H)\), where \(H = \partial/\partial x_1\). Of course one may assume \(\hat{x} = 0\). Let \(U\) a small open neighborhood of 0 such that \(\Sigma \cap U = \{ \gamma(x) = 0 \}\) where \(\gamma\) is real and smooth, and \(\partial_x \gamma \geq c_0 > 0\) on \(U\). Consider \(\chi \in C^\infty_0(\mathbb{R}; \mathbb{R})\) a bounded function such that \(\chi'(0) = 1\). Let \(\psi \in C^\infty_0(U)\) with matrix values. Then \(\phi := (1/\partial_x \gamma) \psi \in C^\infty_0(U)\). By (3.19), for all \(\varepsilon > 0\),

\[
\langle \partial_x \mu, \chi(\gamma/\varepsilon) \phi \rangle = \langle \mu, \chi(\gamma/\varepsilon) \psi \rangle - \langle \mu, \chi(\gamma/\varepsilon) b \phi \rangle - \langle \mu, \chi(\gamma/\varepsilon) c \phi \rangle = O(\varepsilon^0).
\]

Therefore

\[
O(\varepsilon^0) = \langle \partial_x \mu, \chi(\gamma/\varepsilon) \phi \rangle = -\langle \mu, \chi(\gamma/\varepsilon) \partial_x \phi \rangle - \frac{1}{\varepsilon} \langle \mu, \chi'(\gamma/\varepsilon)(\partial_x \gamma) \phi \rangle = O(\varepsilon^0).
\]

Multiplying by \(\varepsilon\) and letting \(\varepsilon\) go to 0, we arrive at: \(\langle \mu, (\partial_x \gamma) 1_{\Sigma} \phi \rangle = 0\). Thus \(\langle \mu, 1_{\Sigma} \psi \rangle = 0\) and \(1_{\Sigma} \mu\) vanishes on \(U\).

We next show that we can extend the preceding Lemma to finite order tangency.

**Lemma 3.8.** Let \(H, b, c\) and \(\Sigma\) be as in Proposition 3.5. For all \(k \geq 0\), \(1_{\Sigma(k; H)} \mu = 1_{\Sigma(k; H)} \nu = 0\).

**Proof**

We will use, in a simpler setting, an induction argument on the order at which \(H\) is tangent to \(\Sigma\) which is related to the argument in [39] Section 4 (see also a similar argument in the context of defect measures in [31]).

As \(\nu\) is absolutely continuous w.r.t. \(\mu\), it is sufficient to show \(1_{\Sigma(k; H)} \mu = 0\), for all \(k \geq 0\). Let us prove this assertion by induction. By Lemma 3.7 the property holds for \(k = 0\). Assume that, for some \(k \geq 0\),

\[
1_{\Sigma(0; H)} \mu = 1_{\Sigma(1; H)} \mu = \ldots = 1_{\Sigma(k; H)} \mu = 0.
\]

(3.20)

Let \(\hat{x} \in \Sigma(k + 1; H)\). By the definition of \(\Sigma(k + 1; H), H^{k+1} \gamma(\hat{x}) = 0\) and \(H^{k+2} \gamma(\hat{x}) \neq 0\). Let \(U\) be a small neighborhood of \(\hat{x}\) such that

\[
\forall x \in U, \quad H^{k+2} \gamma(x) \neq 0.
\]

(3.21)

By (3.21), the set

\[
\Xi := \{ x \in U, \ H^{k+1} \gamma(x) = 0 \}
\]

is an hypersurface and \(H\) is transverse to \(\Xi\). The support of \(\nu\) is included in \(\Sigma = \bigcup_{0 \leq j \leq \infty} \Sigma(j; H)\). Furthermore, \(\nu\) is absolutely continuous with respect to \(\mu\), thus (3.21) implies that \(\text{supp}\nu \subset \bigcup_{k+1 \leq j \leq \infty} \Sigma(j; H)\). In particular, \(\text{supp}\nu \cap U \subset \Xi\). By Lemma 3.7 with \(\Sigma\) replaced by \(\Xi\) and \(\Omega\) replaced by \(U\),

\[
1_{\Sigma(k+1; H) \cap U} \mu = 1_{\{ x \in U, \ H^{k+1+1} \gamma(x) = 0, H^{k+2} \gamma(x) \neq 0 \}} \mu = 0,
\]

which completes the induction argument.

We can now close the proof of Proposition 3.5.

**Proof**

We will show by transfinite induction that for all ordinal \(\alpha\), \(\text{supp} \nu \subset F(\alpha; H; \Sigma)\). For simplicity,
denote \( F(\alpha; H; \Sigma) \) by \( F(\alpha) \). By Lemma 3.5, \( \nu \) vanishes on \( \Sigma(k; H) = 0 \), for all \( k \). Using that \( \text{supp} \, \nu \subset \Sigma \) and that
\[
\Sigma \setminus \bigcup_{0 \leq k < \infty} \Sigma(k; H) = \Sigma(\infty; H) = F(0)
\]
is a closed set, we get that \( \text{supp} \, \nu \subset F(0) \).

Let us take an ordinal \( \alpha > 0 \) and assume that \( \text{supp} \, \nu \subset F(\beta) \) for all \( \beta < \alpha \). If \( \alpha \) is a limit ordinal, then by the induction hypothesis \( \text{supp} \, \nu \subset \bigcap_{\beta < \alpha} F(\beta) = F(\alpha) \).

If \( \alpha = \beta + 1 \) for some \( \beta \), then we know by the induction hypothesis that \( \text{supp} \, \nu \subset F(\beta) \). Let \( x \in F(\beta) \setminus F(\alpha) \). This means that there exists an open neighborhood \( U \) of \( x \) in \( \Omega \) such that \( F(\beta) \cap U \subset \Theta \), where \( \Theta \) is a codimension 1 submanifold of \( U \) which has only finite order contact with \( H \). By induction hypothesis, \( \text{supp} \, \nu \cap U \subset \Theta \). By Lemma 3.8, \( \text{supp} \, \nu \cap U = 0 \), which shows that \( x \not\in \text{supp} \, \nu \). Thus \( \text{supp} \, \nu \subset F(\alpha) \), which ends the proof of Proposition 3.5. \( \square \)

Let us finally have a closer look at the set \( \mathcal{F}(H; \Sigma) \). We first notice that if \( \Sigma \) contains a piece \( (x(s))_{s \in (0, s_0)} \) of a characteristic curve of the field \( H \), then so does \( \Sigma(\alpha; H) \) for all ordinal \( \alpha \), and thus \( \mathcal{F}(H; \Sigma) \) is not empty. A sufficient condition for \( \mathcal{F}(H; \Sigma) \) to be empty is given by the following proposition, which we will prove by a classical argument using Baire’s Theorem.

**Proposition 3.9.** Let \( \Sigma \) be a codimension 1 submanifold in an open subset \( \Omega \) of \( \mathbb{R}^D \) and \( H \) a smooth vector field in \( \Omega \). Assume
\[
\Sigma(\infty; H) \subset \bigcup_{j \in J} Z_j , \tag{3.22}
\]
where \( \{Z_j\}_{j \in J} \) is a finite or countable family of hypersurfaces that have only a finite order contact with \( H \). Then \( \mathcal{F}(H; \Sigma) = \emptyset \).

In particular, if \( \Sigma(\infty; H) \) is at most countable or is an hypersurface with only finite order contact with \( H \), then \( \mathcal{F}(H; \Sigma) \) is empty.

**Proof**
Denote again \( F(\alpha; H; \Sigma) \) by \( F(\alpha) \) for simplicity. We will show by induction on the ordinal \( \alpha \) that the property \( P(\alpha) \):

“For all ordinal \( \beta \) such that \( \beta < \alpha \) and \( F(\beta) \neq \emptyset \), \( F(\alpha) \) is strictly included in \( F(\beta) \).”

holds for all ordinal \( \alpha \). It is classical that this implies that \( F(\alpha) \) is empty if \( \alpha \) is large enough.

The property \( P(0) \) holds trivially.

Let \( \alpha > 0 \) be an ordinal and assume that \( P(\gamma) \) holds for any \( \gamma < \alpha \). First assume that \( \alpha \) is a limit ordinal. Let \( \beta < \alpha \) and assume that \( F(\beta) \) is not empty. Then \( \beta + 1 < \alpha \), and the property \( P(\beta + 1) \) implies that \( F(\beta + 1) \) is strictly included in \( F(\beta) \). As a consequence, \( F(\alpha) \) is strictly included in \( F(\beta) \), which shows \( P(\alpha) \).

It remains to treat the case when \( \alpha = \beta + 1 \) is a successor ordinal. Assume that \( F(\alpha) = F(\beta) \). Using assumption \( 3.22 \) and that \( F(\beta) \subset F(\alpha) \), we get
\[
F(\beta) = \bigcup_{j \in J} (F(\beta) \cap Z_j) . \tag{3.23}
\]

The sets \( F(\beta) \cap Z_j \) are closed in \( F(\beta) \). We will show that they have empty interior in \( F(\beta) \). If not, there would exist an open subset \( U \) of \( \Omega \) such that \( \emptyset \neq F(\beta) \cap U \subset F(\beta) \cap Z_j \). As \( Z_j \) is an hypersurface which have only finite order contact with \( H \), we would get by the definition of \( F(\alpha) = F(\beta + 1) \) that \( F(\alpha) \cap U \) is empty, contradicting the fact that \( F(\alpha) = F(\beta) \).
The union (3.23) is thus a countable union of closed subsets of \( F(\beta) \) that have empty interior in \( F(\beta) \). By Baire Theorem in the complete metric space \( F(\beta) \), we get that \( F(\beta) \) has empty interior in itself, which shows of course that \( F(\beta) \) is empty, concluding the proof of the induction argument and thus of Proposition 3.9.

### 3.3 Proof of the propagation

Let us now conclude the proof of Theorem 1.6. Recall that \( \mu_j = \Pi_j \mu \Pi_j \) on \( \omega \) (see before (5.1)). By Proposition 3.2, \( H_j \mu_j \) is given by (3.26) and (3.33), and \( \text{supp} \nu_j \subset \Gamma_j \cap \omega \). Since \( \Gamma_j \) is included in a codimension one submanifold \( \Sigma_j \), Proposition 3.3 shows that \( \text{supp} \nu_j \subset \omega \cap F_j \), where \( F_j = F(H_j; \Sigma_j) \) (cf. Definition 3.4). Since the matrix \( B_j \) vanishes on \( \omega \cap F_j \), by assumption, so does also \( \nu_j \). Thus \( \nu_j = 0 \). This closes the proof of Theorem 1.6.

### 4 Highly degenerated situations

In this section, we give an example of \( 2 \times 2 \) matrix valued potential \( M \) as in (1.4) for which the assumptions of Theorem 1.1 are not satisfied. Furthermore the conclusion of Theorem 1.6 (and therefore its hypothesis) is also false in that case.

**The potential:** We choose \( d = N = 2 \) and take \( d_1 : \mathbb{R} \to \mathbb{R} \) a smooth function such that \( d_1(0) > 0 \). Take \( \chi : \mathbb{R} \to \mathbb{R} \) a smooth function such that \( \chi = 0 \) on \([0;1]\) and positive outside. Let

\[
d(x_1,x_2) = \chi(x_2)d_1(x_1)
\]

and, for some \( k \in \mathbb{R} \),

\[
M(x) = d(x)\text{Id} + \exp\left(-\frac{1}{|x_1|}\right)V(x_2) \quad \text{where} \quad V(x_2) = \begin{pmatrix} \cos(2k\pi x_2) & \sin(2k\pi x_2) \\ \sin(2k\pi x_2) & -\cos(2k\pi x_2) \end{pmatrix}.
\]

The crossing set is \( C = \{x_1 = 0\} \). We denote by \( \lambda^\pm(x), \Pi^\pm(x_2) \) the eigenvalues and eigenprojectors associated with \( M \):

\[
\lambda^\pm(x) = \chi(x_2)d_1(x_1) \pm \exp\left(-\frac{1}{|x_1|}\right),
\]

\[
\Pi^+(x_2) = \frac{1}{2} \begin{pmatrix} 2\cos^2(k\pi x_2) & \sin(2k\pi x_2) \\ \sin(2k\pi x_2) & 2\sin^2(k\pi x_2) \end{pmatrix}, \quad \Pi^-(x_2) = \frac{1}{2} \begin{pmatrix} 2\sin^2(k\pi x_2) & -\sin(2k\pi x_2) \\ -\sin(2k\pi x_2) & 2\cos^2(k\pi x_2) \end{pmatrix}.
\]

We are concerned with the time-dependent semiclassical Schrödinger equation

\[
i\epsilon\partial_t\psi^\varepsilon = -\frac{\varepsilon^2}{2}\Delta\psi^\varepsilon + M(x)\psi^\varepsilon
\]

with initial data \( \psi^\varepsilon_0 \), such that \( (\psi^\varepsilon_0)_{\varepsilon > 0} \) is bounded in \( L^2(\mathbb{R}^2) \).

**The classical trajectories:** The trajectories \( s \mapsto (x_1^\pm(s), x_2^\pm(s), \xi_1^\pm(s), \xi_2^\pm(s)) \) satisfy

\[
\dot{x}_1^\pm(s) = \xi_1^\pm(s), \quad \dot{\xi}_1^\pm(s) = -\chi(x_2^\pm(s))d_1'(x_1^\pm(s)) + \frac{x_1^\pm(s)}{|x_1^\pm(s)|^3}e^{-1/|x_1^\pm(s)|}
\]

\[
\dot{x}_2^\pm(s) = \xi_2^\pm(s), \quad \dot{\xi}_2^\pm(s) = -\chi'(x_2^\pm(s))d_1(x_1^\pm(s)).
\]
Besides, there exists a sequence \( \varepsilon_{k} \) such that for all \( t \in [0, 1/\eta] \) and for all \( a \in C_{0}^{\infty}(\mathbb{R}^{2d}, C_{0}^{2,2}) \),
\[
(\text{op}_{\varepsilon_{k}}(a)\psi^{x_{k}}(t), \psi^{x_{k}}(t)) \xrightarrow{k \to +\infty} \text{tr} \int_{\mathbb{R}^{2d}} a(x, \xi) d\mu_{t}(dx, d\xi).
\]
Besides,
\[
\mu_{t}(x, \xi) = \delta(x_{1}) \otimes \delta(x_{2} - t\eta) \otimes \delta(\xi_{1}) \otimes \delta(\xi_{2} - \eta) \left( a^{+}\Pi^{+}(0) + a^{-}\Pi^{-}(0) \right).
\]
For each \( \nu \) with initial condition \( \psi \), solving the transport equation (4.8), we obtain \( \mu, \nu \) replaced by \( \Psi \), \( \nu \) is continuous and \( \psi \). The proof of this proposition relies on the analysis of the two-scale Wigner measure associated with \( \Psi \). Let us now prove the Lemma. By (4.2), \( \delta \), \( \mu \) satisfies (1.12) with \( \Omega = \{ x \in \mathbb{R}^2 ; |x| < 2 \} \) and \( \theta \in C_0^\infty (\mathbb{R}^2) \) such that \( \theta = 1 \) near \( \Omega \). The family \( (\psi^\epsilon_{\nu})_{\epsilon > 0} \) satisfies (1.12) with \( Q(x, \xi) = (|\xi|^2 / 2 + d(x)) I_d + \theta(x) M(x) \). Except the vanishing condition on the \( B_1 \), the assumptions of Theorem 1.6 are satisfied.

Remark 4.2. We deduce from (4.7) that the measures \( \mu_\pm = \Pi_\pm \mu_\pm \) satisfy

\[
\mu_\pm(x, \xi) = \delta(x_1) \otimes \delta(x_2 - t\eta) \otimes \delta(\xi_1) \otimes \delta(\xi_2 - \eta) \Pi_\pm(\eta) (a^+ \Pi^+(0) + a^- \Pi^-(0)) \Pi_\pm(\eta).
\]

We observe that, depending on the choice of \( k \), it is possible to have energy transfers between the modes. More precisely, in view of (4.1), we have the following facts:

- For \( k \in \mathbb{Z} + 1/2 \), between \( t = 0 \) and \( t = 1/\eta \), the mass \( a^+ \) is transferred from the plus mode to the minus one. The conclusion of Theorem 1.6 is not true.
- For \( k \notin \mathbb{Z} \cup (\mathbb{Z} + 1/2) \), between \( t = 0 \) and \( t = 1/\eta \), there is some partial transfer from one mode to the other. The conclusion of Theorem 1.6 is false.
- For \( k = 0 \), the conclusion of Theorem 1.6 holds true since the \( B \), defined in (1.14) vanish on the crossing.

Proof

The proof of this proposition relies on the analysis of the two-scale Wigner measure associated with \( \psi^\epsilon(t) \) which is given by the following lemma.

Lemma 4.4. There exists a sequence \( (\epsilon_k) \) and a family of nonnegative Radon measure \( \nu_t \) such that for all \( t \in [0, 1/\eta] \) and for all \( a \in C_0^\infty (\mathbb{R}^{2d+1}, C^2) \),

\[
\left( \text{op}_{\epsilon_k} \left( a \left( x, \xi, \frac{x_1}{\epsilon^\alpha} \right) \right) \psi^\epsilon_k(t), \psi^\epsilon_k(t) \right) \longrightarrow \int_{\mathbb{R}^{2d} \times \mathbb{R}} a(x, \xi, y) d\nu_t(dx, d\xi, dy).
\]

Besides, \( t \mapsto \nu_t \) is continuous and \( \nu_t \) satisfies the transport equation

\[
\partial_t \nu + \xi \cdot \nabla_x \nu - \nabla_x a \cdot \nabla_\xi \nu = 0 \tag{4.8}
\]

with initial condition \( \nu_0 = \nu \), given by (4.3).

Solving the transport equation (4.8), we obtain

\[
\nu_t(x, \xi, y) = \delta(x_1) \otimes \delta(x_2 - t\eta) \otimes \delta(\xi_1) \otimes \delta(\xi_2 - \eta) \left( \gamma_+^+(y) \Pi^+(0) + \gamma^-_-(y) \Pi^-(0) \right).
\]

For each \( t \in [0, 1/\eta] \), the sequence \( (\psi^\epsilon(t))_k \) has a unique Wigner measure \( \mu_t \) given by (4.4) with \( \mu, \nu \) replaced by \( \mu_t, \nu_t \) respectively. This yields (4.6) and (4.7). \( \square \)

Let us now prove the Lemma.

Proof

Consider a symbol \( a \in C_0^\infty (\mathbb{R}^{2d+1}, C^2) \) and let us analyze the quantity

\[
I^\epsilon(t) = \left( \text{op}_\epsilon \left( a \left( x, \xi, \frac{x_1}{\epsilon^\alpha} \right) \right) \psi^\epsilon(t), \psi^\epsilon(t) \right).
\]

By (4.2),

\[
\frac{d}{dt} I^\epsilon_a(t) = (K^\epsilon \psi^\epsilon(t), \psi^\epsilon(t)) \text{ with } K^\epsilon = \frac{1}{\epsilon^\alpha} \left[ \text{op}_\epsilon \left( a \left( x, \xi, \frac{x_1}{\epsilon^\alpha} \right) \right), -\frac{\epsilon^2}{2} \Delta + M(x) \right].
\]

We use the scaling operator $T$ defined by
$$\forall f \in L^2(\mathbb{R}^2), \quad Tf(x) = \varepsilon^\gamma f(x_1\varepsilon, x_2).$$

It is unitary on $L^2(\mathbb{R}^2)$. In $\mathcal{L}(L^2(\mathbb{R}^d))$, $K_\varepsilon$ can be written as
$$\frac{T^*}{i\varepsilon} \left[ \text{op}_1 \left( a(x_1, x_2, x_1\varepsilon^{-\gamma}, x_2) \right) , \varepsilon^2 - \varepsilon^2 \frac{\partial^2}{2} + d(x_1, x_2) + e^{-1/(\varepsilon|x_1|)} V(x_2) \right] T$$
$$= \text{op}_e \left( \xi \cdot (\partial_x a)(x, \xi, x_1\varepsilon^{-\gamma}) - \nabla d(x) \cdot (\partial_t a)(x, \xi, x_1\varepsilon^{-\gamma}) \right)$$
$$+ \varepsilon^{1-2\alpha} \mathcal{L}_{\alpha, a} \left( \xi_1 \partial_y a(x_1, x_2, x_1\varepsilon^{-\gamma}, x_2) \right) T + o(1). \quad (4.9)$$

Here we used that there exists a constant $C$ such that on the support of $a(x_1, x_2, x_1\varepsilon^{-\gamma}, x_2)$, we have $|x_1| \leq C$, therefore $Q^{1/(\varepsilon|x_1|)}$ goes to 0 uniformly, as $\varepsilon$ goes to 0.

This implies that $(K_\varepsilon \psi(t), \psi(t))$ is uniformly bounded. Therefore, by Ascoli theorem, considering a dense subset of $C_0^\infty(\mathbb{R}^{2d+1}, \mathbb{C}^{2,2})$, and then arguing by diagonal extraction, one can find a sequence $(\varepsilon_k)$ such that, for all $a \in C_0^\infty(\mathbb{R}^{2d+1}, \mathbb{C}^{2,2})$, $L_{\varepsilon_k, a}(t)$ has a limit as $k$ goes to $+\infty$, uniformly w.r.t. $t$. Besides, observing that
$$(K \psi(t), \psi(t)) \xrightarrow{\varepsilon \to 0} (\xi \cdot \partial_x a(x, \xi, y) - \nabla d(x) \cdot \partial_t a(x, \xi, y), \nu_4)$$
by (4.9), we obtain the transport equation (4.8). \hfill \square

## A Appendix: Normal form for non degenerated codimension 1 crossing

We present here a normal form in the spirit of [9], [10] and [15]. We consider a generic class of non-degenerated crossings in two matricial dimensions. We take a $\mathbb{C}^{2,2}$-valued symbol $Q$ and decompose it into a scalar part plus a trace free matrix:
$$Q(x, \xi) = \phi_0(x, \xi) \text{Id} + \begin{pmatrix} \phi_1(x, \xi) & \phi_2(x, \xi) + i\phi_3(x, \xi) \\ \phi_2(x, \xi) - i\phi_3(x, \xi) & -\phi_1(x, \xi) \end{pmatrix}. $$

Here the functions $\phi_0, \ldots, \phi_3$ are real-valued and $C^\infty$. The eigenvalues are the functions
$$\lambda^{\pm}(x, \xi) = \phi_0(x, \xi) \pm \sqrt{\phi_1(x, \xi)^2 + \phi_2(x, \xi)^2 + \phi_3(x, \xi)^2}. $$

The crossing set is the set
$$\Gamma = \{(x, \xi) \in T^*\mathbb{R}^d; \phi_1(x, \xi) = \phi_2(x, \xi) = \phi_3(x, \xi) = 0\}. $$

We assume that, near some point $(x^*, \xi^*) \in \Gamma$, $\Gamma$ is a codimension one submanifold of $T^*\mathbb{R}^d$ given by some equation $\gamma(x, \xi) = 0$ with $\nabla \gamma \neq 0$ on $\Gamma \cap \Omega_0$ where $\Omega_0$ is an open neighborhood of $(x^*, \xi^*)$.

Following [9], [10] and [17], we say that this codimension 1 crossing is non degenerated in $(x^*, \xi^*)$ if
$$(\{\phi_0, \phi_1\}, \{\phi_0, \phi_2\}, \{\phi_0, \phi_3\}) \neq (0, 0, 0).$$
Proposition A.1. If the codimension 1 crossing is non degenerated in \((x^*, \xi^*)\), then
\[ \{\phi_0, \gamma\}(x^*, \xi^*) \neq 0. \] \hspace{1cm} (A.1)
and the Hamiltonian vector fields \(H_{\lambda^\pm}(x^*, \xi^*)\) are transverse to the crossing set.

Proof
The fact that \(\gamma = 0\) is an equation of the crossing set yields that there exist a neighborhood \(\Omega_1\) of \((x^*, \xi^*)\) and smooth functions \(u_j(x, \xi), 1 \leq j \leq 3\) such that
\[ \phi_j(x, \xi) = \gamma(x, \xi)u_j(x, \xi), \quad \forall j \in \{1, 2, 3\}, \quad \forall (x, \xi) \in \Omega_1. \]
In view of \(\gamma(x^*, \xi^*) = 0\), we obtain
\[ \forall j \in \{1, 2, 3\}, \quad \{\phi_0, \phi_j\}(x^*, \xi^*) = u_j(x^*, \xi^*)\{\phi_0, \gamma\}(x^*, \xi^*). \]
Therefore, the quantities \(u_j(x^*, \xi^*)\) may not be all equal to 0 and \(\{\phi_0, \gamma\}(x^*, \xi^*) \neq 0\).
Besides, the vector fields \(H_{\lambda^\pm}\) are transverse to the crossing set if and only if \(H_{\lambda^\pm} \gamma(x^*, \xi^*) \neq 0\).

We observe that
\[ H_{\lambda^\pm} \gamma(x^*, \xi^*) = \{\lambda^\pm, \gamma\}(x^*, \xi^*) \]
\[ = \{\phi_0, \gamma\}(x^*, \xi^*) \pm \left\{ \sqrt{\phi_1^2 + \phi_2^2 + \phi_3^2}, \gamma \right\}(x^*, \xi^*). \]
As \(\gamma(x^*, \xi^*) = 0\) and \(\phi_j = \gamma u_j, 1 \leq j \leq 3\), we get
\[ H_{\lambda^\pm} \gamma(x^*, \xi^*) = \{\phi_0, \gamma\}(x^*, \xi^*) \neq 0, \]
whence the proposition. \(\square\)

Before stating the main result, let us recall some basic facts about canonical transforms and Fourier integral operators. The phase space \(\mathbb{R}^{2d}\) has the structure of the cotangent space \(T^*\mathbb{R}^d\) which is a symplectic space endowed with the 2-form \(\omega = d\xi \wedge dx\). A canonical transform is a local change of symplectic coordinates, i.e. a local diffeomorphism which preserves the symplectic structure. One can associate with a canonical transform an operator \(U\) called Fourier Integral Operator, which is a unitary bounded operator of \(L^2(\mathbb{R}^d)\) satisfying convenient properties that we explain now. The reader will find in [15] a complete analysis of Fourier Integral Operator, the presentation chosen here is the one of [10].

Once given the canonical transform \(\kappa\) in some open set \(\Omega\), one constructs a \(C^1\) path \(\delta \mapsto \kappa(\delta), \delta \in [0, 1]\) linking \(\text{Id}\) to \(\kappa\) (see [10] Lemma 1). The fact that \(\kappa(\delta)\) preserves the symplectic structure of \(T^*\mathbb{R}^d\) yields that \(\frac{d}{d\delta} \kappa(\delta) \circ \kappa(\delta)^{-1}\) is a Hamiltonian vector field on \(T(\mathbb{R}^d)\) above \(\Omega\). Therefore, there exists a smooth function \(f(\delta)\) such that \(\kappa(\delta)\) solves
\[ \frac{d}{d\delta} \kappa(\delta) = H_{f(\delta)} \kappa(\delta), \quad \kappa(0) = \text{Id}, \quad \kappa(1) = \kappa. \]

Define the family of unitary operators \(U^\varepsilon(\delta)\) by
\[ i\varepsilon \frac{d}{d\delta} U^\varepsilon(\delta) = \text{op}_{\varepsilon}(f(\delta)) U^\varepsilon(\delta), \quad U^\varepsilon(0) = \text{Id}, \quad \delta \in [0, 1]. \] \hspace{1cm} (A.2)
Then, we are interested in the operator $U$ defined by

$$U := U^\varepsilon(1).$$

This operator satisfies the following formula known as Egorov’s Theorem (see Section 2.2 in [10])

$$\forall a \in C^\infty_0(\mathbb{R}^{2d}),\ U^*\text{op}_\varepsilon(a)U = \text{op}_\varepsilon(a \circ \kappa) + O(\varepsilon^2) \text{ in } L^2(\mathbb{R}^d). \quad (A.3)$$

The operator $U$ is a Fourier Integral Operator associated with $\kappa$.

Observe that finding the operator $U$ or finding the function $f$ are equivalent questions; we will use this fact in the proof of the following theorem.

**Theorem A.2.** If the matrix $Q$ presents a non degenerated codimension 1 crossing in $(x^*, \xi^*)$, then for all $N \in \mathbb{N}$, there exist a canonical transform $\kappa_N$ from a neighborhood of $(x^*, \xi^*)$ into a neighborhood $\Omega$ of 0

$$\kappa_N(x, \xi) = (s, z, \sigma, \zeta), \ (s, \sigma) \in \mathbb{R}^2, \ (z, \zeta) \in \mathbb{R}^{d-1} \times \mathbb{R}^{d-1}$$

smooth $\mathbb{C}$-valued functions $(\gamma_j)_{1 \leq j \leq N}$ and smooth matrices $(B_j(z, \zeta))_{0 \leq j \leq N}$ such that if $U_N$ is a Fourier integral operator associated with $\kappa_N$ then for all $a \in C^\infty_0(\Omega)$, in $L^2(\mathbb{R}^d)$,

$$\text{op}_\varepsilon(a) (U_N^* \text{op}_\varepsilon(B_N^*)^* \text{op}_\varepsilon(Q) \text{op}_\varepsilon(B_N^*) U_N) = \text{op}_\varepsilon(a) \text{op}_\varepsilon \left( \alpha_0 \text{Id} + \begin{pmatrix} s & \varepsilon \gamma_N(z, \xi) \\ \varepsilon^{-1} \gamma_N(z, \xi) & -s \end{pmatrix} \right) + O(\varepsilon^{N+1})$$

$$B_N^\varepsilon = B_0 + \varepsilon B_1 + \cdots + \varepsilon^N B_N, \ \gamma_N = \gamma_1 + \gamma_2 \cdots + \varepsilon^{N-1} \gamma_N,$$

where $\alpha_0 = \text{sgn}(\{\phi_0, \gamma\}(x^*, \xi^*))$ besides, $B_0^\varepsilon B_0 = \lambda^{-1} \text{Id}$ with $\lambda(x^*, \xi^*) \neq 0$.

**Remark A.3.** This theorem allows to turn microlocally the equation $\text{op}_\varepsilon(Q)\psi^\varepsilon = 0$ into

$$\frac{\varepsilon}{i} \partial_x u^\varepsilon = \begin{pmatrix} s & \Gamma_N \varepsilon \\ \varepsilon\Gamma_N^\varepsilon & -s \end{pmatrix} u^\varepsilon + O(\varepsilon^{N+1})$$

where $\Gamma_N^\varepsilon$ is an operator commuting with $s$ and $\partial_x$. The solutions of such systems are described in Proposition 7 of [17].

**Proof**

We proceed in two steps, following the strategy of [9]: we first work on the classical symbols and find $B_0$ and $\kappa$, then we work on the operator level and find $B_j$ for $j \geq 1$. Assume that $\{\phi_0, \gamma\}(x^*, \xi^*) > 0$.

We first use that $\{\phi_0, \gamma \sqrt{u_1^2 + u_2^2 + u_3^2}\}(x^*, \xi^*) > 0$, thus by Lemma 21.3.4 in [28], there exists a positive function $\lambda = \lambda(x, \xi)$ such that

$$\left\{ \lambda \phi_0, \lambda \gamma \sqrt{u_1^2 + u_2^2 + u_3^2} \right\}(x, \xi) = 1.$$ 

Then, we set

$$\sigma(x, \xi) = \lambda(x, \xi) \phi_0(x, \xi), \ s(x, \xi) = \lambda(x, \xi) \gamma(x, \xi) \sqrt{u_1^2(x, \xi) + u_2^2(x, \xi) + u_3^2(x, \xi)}.$$ 

We then have

$$\lambda(x, \xi)Q(x, \xi)$$

$$= \sigma(x, \xi) \text{Id} + \frac{s(x, \xi)}{u_1^2(x, \xi) + u_2^2(x, \xi) + u_3^2(x, \xi)} \begin{pmatrix} u_1(x, \xi) & u_2(x, \xi) + iu_3(x, \xi) \\ u_2(x, \xi) - iu_3(x, \xi) & u_1(x, \xi) \end{pmatrix}.$$
The matrix \( \frac{1}{\sqrt{u_1^2 + u_2^2 + u_3^2}} \begin{pmatrix} u_1 & u_2 + iu_3 \\ u_2 - iu_3 & -u_1 \end{pmatrix} \) smoothly diagonalizes in a neighborhood of the point \((x^*, \xi^*)\). There exists \( B = B(x, \xi) \) smooth and orthogonal such that

\[
\lambda(x, \xi) B^*(x, \xi) Q(x, \xi) B(x, \xi) = \sigma(x, \xi) \text{Id} + s(x, \xi) \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

The fact that \( \{\sigma, s\}(x, \xi) = 1 \) yields that by the Darboux theorem, there exists a canonical transform \( \kappa_0 \) such that

\[
(\lambda B^*QB) \circ \kappa_0^{-1}(s, z, \sigma, \zeta) = \sigma \text{Id} + s \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Let us consider now a Fourier integral operator \( U_0 \) associated with \( \kappa_0 \). Setting \( B_0 = \sqrt{\lambda B} \), we have

\[
U_0^* \text{op}_\varepsilon(B_0)^* \text{op}_\varepsilon(Q) \text{op}_\varepsilon(B_0) U_0 = U_0^* \text{op}_\varepsilon(B_0^*Q B_0) U_0 + \varepsilon \text{op}_\varepsilon(R_1)
\]

where we have used symbolic calculus and the definition of \( U_0 \). It remains now to get rid of the rest term \( R_1 \) (which is self-adjoint) by modifying the canonical transform \( \kappa_0 \) and the matrix \( B_0 \). We proceed by induction: we suppose that we have find \( \kappa_N, U_N, B_0, \cdots, B_N \) and \( \gamma_1, \cdots, \gamma_N \) such that microlocally near \((0, 0)\) we have in \( L(L^2(\mathbb{R}^d)) \)

\[
U_N^* \text{op}_\varepsilon(B_N^*)^* \text{op}_\varepsilon(Q) \text{op}_\varepsilon(B_N) U_N = \text{op}_\varepsilon(Q_0 + \Gamma_N^\varepsilon) + \varepsilon^{N+1} \text{op}_\varepsilon(R_N) + O(\varepsilon^{N+2})
\]

where

\[
Q_0(s, \sigma) = \sigma \text{Id} + \begin{pmatrix} s & 0 \\ 0 & -s \end{pmatrix}, \quad \Gamma_N = \begin{pmatrix} 0 & \gamma_N^\varepsilon \\ \gamma_N^\varepsilon & 0 \end{pmatrix}.
\]

We decompose \( R_N \) as

\[
R_N = p_N \text{Id} + \begin{pmatrix} d_N & v_N \\ \overline{v}_N & -d_N \end{pmatrix} = \tilde{R}_N + \begin{pmatrix} 0 & \gamma_{N+1} \\ \overline{\gamma}_{N+1} & 0 \end{pmatrix},
\]

where \( \gamma_{N+1}(z, \zeta) = v_N(0, z, 0, \zeta) \), so that for some smooth functions \( g \) and \( h \),

\[
v_N(s, z, \sigma, \zeta) = \gamma_{N+1}(z, \zeta) + sg(s, z, \sigma, \zeta) + \sigma h(s, z, \sigma, \zeta).
\]

We claim that we can find a function \( f \) and a matrix \( D \) such that

\[
\{f, Q_0\} + D^* Q_0 + Q_0 D + \tilde{R}_N = 0.
\]  \hspace{1cm} (A.4)

Let us postpone the proof of this claim at the end of the proof.

We then choose

\[
B_{N+1} = B_0 D,
\]
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and we compose $\kappa_N$ with a perturbation of the identity constructed from $f$. We use a family of canonical transforms $\chi^\epsilon(\delta)$ for $\delta \in [0, 1]$ which satisfy

$$\frac{d}{d\delta} \chi^\epsilon(\delta) = H_{\epsilon^{N+1} f} \circ \chi^\epsilon(\delta), \quad \chi^\epsilon(0) = \text{Id}.$$ 

If $U^\epsilon(\delta)$ is a Fourier integral operator associated with $\chi^\epsilon(\delta)$, we have by (A.2)

$$\frac{d}{d\delta} (U^\epsilon(\delta)^* \op_{\epsilon}(a) U^\epsilon(\delta)) = \epsilon^{N+1}U^\epsilon(\delta)^* \op_{\epsilon}(\{f, a\}) U^\epsilon(\delta) + O(\epsilon^{N+2}) \quad \text{in} \quad \mathcal{L}(L^2(\mathbb{R}^d)).$$

Consider

$$C^\epsilon(\delta) = U^\epsilon(\delta)^* \left[ U_N^* \op_{\epsilon} ((B_N^*)^* + \delta \epsilon^{N+1} B_{N+1}^*) \op_{\epsilon}(Q) \op_{\epsilon} (B_N^* + \delta \epsilon^{N+1} B_{N+1}) U_N \right.$$

$$\left. - (1 - \delta) \epsilon^{N+1} \op_{\epsilon}(\tilde{R}_N) \right] U^\epsilon(\delta).$$

Setting

$$U_{N+1} = U_N \circ U^\epsilon(1),$$

we have, microlocally near $(0, 0)$

$$C^\epsilon(0) = \op_{\epsilon}(Q_0 + \Gamma^\epsilon_{N+1}) + O(\epsilon^{N+2}),$$

$$C^\epsilon(1) = U_{N+1}^* \op_{\epsilon} ((B_{N+1}^*)^*) \op_{\epsilon}(Q) \op_{\epsilon}(B_{N+1}^*) U_{N+1}.$$ 

Besides, by symbolic calculus, we obtain in $\mathcal{L}(L^2(\mathbb{R}^d))$

$$C^\epsilon(\delta) = U^\epsilon(\delta)^* \left[ \op_{\epsilon} \left( Q_0 + \Gamma^\epsilon_N + \delta \epsilon^{N+1}(B_{N+1}^* Q B_0 + B_0^* Q B_{N+1}) + \delta \epsilon^{N+1} \tilde{R}_N \right) \right] U^\epsilon(\delta)$$

$$+ O(\epsilon^{N+2})$$

where we have used $B_0^* Q B_0 = Q_0$. Therefore, in view of (A.2),

$$\frac{d}{d\delta} C^\epsilon(\delta) = \epsilon^{N+1} U^\epsilon(\delta)^* \op_{\epsilon}(\{f, Q_0\} + D^* Q_0 + Q_0 D + \tilde{R}_N) U^\epsilon(\delta) + O(\epsilon^{N+2}) = O(\epsilon^{N+2})$$

in $\mathcal{L}(L^2(\mathbb{R}^d))$. Integrating between $\delta = 0$ and $\delta = 1$, we get

$$C^\epsilon(1) = C^\epsilon(0) + O(\epsilon^{N+2}) \quad \text{in} \quad \mathcal{L}(L^2(\mathbb{R}^d)),$$

which gives the next step of the induction argument.

It remains to prove that one can solve (A.4). We write

$$\tilde{R}_N = p_N(0, z, 0, \zeta) \text{Id} + d_N(0, z, 0, \zeta) J + s R_N^{(1)} + \sigma R_N^{(2)}, \quad J = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$ 

In view of $\{f, Q_0\} = -\partial_s f \text{Id} + \partial_x f J$, setting

$$f(s, z, \sigma, \zeta) = \tilde{f}(s, z, \sigma, \zeta) + s p_N(0, z, 0, \zeta) - \sigma d_N(0, z, 0, \zeta)$$
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we are reduced to find $\tilde{f}$ and $D$ such that
\[ \{\tilde{f}, Q_0\} + D^*Q_0 + Q_0D + sR^{(1)}_N + \sigma R^{(2)}_N = 0. \] (A.5)

For this, we consider $Q_\delta = Q_0 + \delta \left( sR^{(1)}_N + \sigma R^{(2)}_N \right)$ for small $\delta$. The strategy is to prove that there exist a matrix $B_\delta$ and a canonical transform $\kappa_\delta$ such that
\[ B_\delta^* (Q_\delta \circ \kappa_\delta) B_\delta = Q_0. \]

Differentiating this last relation with respect to $\delta$ and putting $\delta = 0$, one solves the homological equation (A.5). Let us consider the symbol $Q_\delta$. We have
\[ Q_\delta = \sigma \left( \text{Id} + \delta R^{(2)}_N \right) + s \left( J + \delta R^{(1)}_N \right). \]

The matrix $\text{Id} + \delta R^{(2)}_N$ is symmetric and invertible for $\delta$ small enough in a neighborhood of 0. Thus, if $C_1 = \left( \sqrt{\text{Id} + \delta R^{(2)}_N} \right)^{-1}$ then $C_1 = C_1^*$ and
\[ C_1 Q_\delta C_1 = \sigma \text{Id} + sC_1(J + \delta R^{(1)}_N)C_1. \]

We observe that
\[ C_1(J + \delta R^{(1)}_N)C_1 = J + O(\delta), \quad \text{tr} \left( C_1(J + \delta R^{(1)}_N)C_1 \right) = O(\delta), \]

therefore, we can write $C_1(J + \delta R^{(1)}_N)C_1 = J + \delta R^{(3)}_N$ and
\[ C_1 Q_\delta C_1 = \left( \sigma + s\delta \text{tr} \left( R^{(3)}_N \right) \right) \text{Id} + s \left( J + \delta R^{(4)}_N \right), \quad \text{tr}(R^{(4)}_N) = 0. \]

One easily see that the matrix $C_1 Q_\delta C_1$ has a codimension 1 crossing as long as $\delta$ is small enough so that the eigenvalues of $\delta R^{(4)}_N$ are smaller than 1. Therefore, by the first step of our proof, there exist a matrix $B_1$ and a canonical transform $\kappa(\delta)$ such that
\[ (B_1^* C_1 Q_\delta C_1 B_1) \circ \kappa(\delta) = Q_0. \]

Setting $B(\delta) = (C_1 B_1) \circ \kappa(\delta)$, one closes the proof of the normal form result.
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