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ABSTRACT

Time series imputation is a fundamental task in understanding sequential data. Existing methods either rely on recurrent models that suffer heavily from error compounding or fail to exploit the hierarchical information of temporal data, both of which degrade performance severely with sparsely observed data. In this work, we reformulate time series as sets and propose a novel non-recurrent imputation model, Non-Recurrent Time Series Imputation (NRTSI), that does not impose any recurrent structures. Taking advantage of the set formulation, we design a principled and efficient hierarchical imputation procedure. In addition, NRTSI can perform multiple-mode stochastic imputation, directly handle irregularly-sampled time series, and handle data with partially observed dimensions. Empirically, we show that NRTSI achieves state-of-the-art performance on multiple benchmarks.

Index Terms— Time Series, Non-recurrent Models, Set Modeling, Transformer, Hierarchical Methods

1. INTRODUCTION

Missing values are common in real-world time series, e.g. trajectories often contain missing data due to unreliable sensors or object occlusion. Recovering those missing values is useful for the downstream analysis of time series. Modern approaches impute missing data in a data-driven fashion. For example, recurrent neural networks (RNNs) are applied in [1, 2, 3], methods built on Neural Ordinary Differential Equations (NODEs) [4] are proposed in [5, 6, 7], and a family of models called Neural Process [8] that learns a distribution over functions based on the observed data could also be leveraged. However, these existing works all have their own deficiencies. Models that are built on RNNs or NODEs usually employ a sequential imputation order, meaning that the imputed data \( x_t \) at timestep \( t \) is predicted based on the already imputed data \( x_{t-1} \) at the previous timestamp \( t-1 \). Since \( x_{t-1} \) inevitably contains errors, \( x_t \) is even more inaccurate and the errors will accumulate through time, resulting in poor long-horizon imputations for time series that are sparsely observed. This problem is known as error compounding in the fields of time series analysis [9, 10] and reinforcement learning [11]. Neural Process models [8] do not impose any recurrent structures. However, they impute all the missing data at once without exploiting the hierarchical information of temporal data.

In this work, we propose NRTSI, a Non-Recurrence Time Series Imputation model. One of our key insights is that when imputing missing values in time series, the valuable information from the observed data is what happened and when. This information is most naturally represented as a set of (time, data) tuples. We propose a novel imputation model to encode observed data as a set of (time, data) tuples and impute the unobserved missing data. This is in stark contrast to previous works (e.g. NAOMI [12]) where observed data are embedded recurrently so that the temporal information (when things happened) is unnecessarily entangled with the order of points being processed. Our natural set representation not only disentangles the data processing order from the temporal information, but also enables us to design an hierarchical imputation strategy that is efficient and principled. To the best of our knowledge, we are the first to jointly leverage the set formulation of time series and hierarchical imputation. Without the set formulation, we have to use the inferior hierarchical algorithm in [12] due to the RNN sequential constraints; without the hierarchical formulation, we find directly using set formulation (e.g. [13, 8]) leads to much worse imputation performance. Despite its simplicity, we find that NRTSI effectively alleviates the problems of the existing methods in a single framework. Our contributions are as follows: (1) We reinterpret time series as a set of (time, data) tuples and propose a time series imputation approach NRTSI. (2) We propose an effective hierarchical imputation strategy that takes advantage of the non-recurrent nature of NRTSI and imputes data in a multi-resolution fashion. (3) We show that NRTSI can flexibly handle irregularly-sampled data, data with partially observed time dimensions, and perform stochastic imputations for non-deterministic data. (4) We perform experiments on a wide range of datasets to demonstrate state-of-the-art performance of NRTSI. Codes: https://github.com/lupalab/NRTSI.

2. RELATED WORK

Time Series Imputation Deep generative models offer a flexible framework for imputation. Several variants of RNNs [2, 3, 14] are proposed to impute time series. Models based on NODEs [4], such as LatentODE [5], ODE-RNN [6] and NeuralCDE [7], are also proposed to impute irregularly-sampled data. Generative adversarial networks are leveraged in [15, 16]. However, all of these works are recurrent. NAOMI [12] performs time series imputation via a non-recurrent imputation procedure that imputes from coarse to fine-grained resolutions using a divide-and-conquer strategy. However, NAOMI relies on RNNs to process observed time points, which limits its application for irregularly-sampled time data and loses the opportunity to efficiently impute multiple time points in parallel.

Set Formulation of Time Series Similar to NRTSI, SeFT [13], attentive neural process (ANP) [8] and Conditional Score-based Diffusion Models (CSDM) [17] view a temporal sequence as an unordered set. SeFT has shown that this set formulation is superior to several strong recurrent baselines for time series classification. However, only time series classification is considered in SeFT and [18], while we propose a novel model that targets at time series imputation and allows effective information exchanges between observed data and missing data. Although ANP is applicable for the imputation task, the information of what timesteps to impute (target input) is not utilized when ANP uses self-attention to compute the representations of observed data (context input/output pairs). Multi-Time Attention Networks (mTAN) [19] learn an embedding of continuous time values and use an attention mechanism for interpolation and classifica-
Motivation To remedy the error compounding problem discussed in Section 1, we reinterpret time series as a set of (time, data) tuples. The set formulation allows us to conveniently develop a hierarchical scheme that reduces the number of imputation steps required compared to the sequential scheme and thus effectively alleviates the error compounding problem. It also directly enables imputing irregularly sampled time points, since the set can contain tuples for arbitrary time points. Note that since the time information is provided in the (time, data) tuples, the sequential order of the time series is not lost, and we can easily transform the set back to a sequence.

Formulation Throughout the paper, we denote a set as \( X = \{x_i\}_{i=1}^N \) with set elements \( x_i \in X \), where \( X \) represents the domain of each set element. We denote a time series with \( N \) observations as a set \( S = \{s_i\}_{i=1}^N \), where each observation \( s_i \) is a tuple \((t_i, x_i)\), where \( t_i \in \mathbb{R}^+ \) denotes the observation time and \( x_i \in \mathbb{R}^d \) represents the observed data. Given an observed time series \( S \), we aim to impute the missing data based on \( S \). We also organize data to impute as a set \( \hat{S} = \{\hat{s}_i\}_{i=1}^M \), where \( M \) is the number of missing time points. Each set element \( \hat{s}_j \) is a tuple \((\hat{t}_j, \Delta \hat{t}_j)\), where \( \hat{t}_j \in \mathbb{R}^+ \) is a timestep to impute and \( \Delta \hat{t}_j \in \mathbb{R}^+ \) denotes the missing gap (i.e. the time interval length between \( \hat{t}_j \) and its closest observed time in \( S \)). Formally, \( \Delta \hat{t}_j \) is defined as \( \Delta \hat{t}_j = \min_{t_i, x_i \in S} |t_i - \hat{t}_j| \).

Note that both \( \hat{t}_j \) and \( t_i \) can be real-valued scalars rather than fixed grid points, which enable NRTSI to handle irregularly-sampled timesteps. The missing gap \( \Delta \hat{t}_j \) is essential for our hierarchical imputation procedure. As will be discussed in Sec 3, we select a subset \( G \subseteq \hat{S} \) to impute at each hierarchy level based on the missing gap of the target time points. The imputation results are denoted as \( H = \{h_j\}_{j=1}^M \) with \( h_j \in \mathbb{R}^d \), where \( H \) is predicted using an imputation model \( f \) as \( H = f(G; S) \).

Hierarchical Imputation Generative models have benefited from exploiting the hierarchical structure of data [20, 21]. Here, we propose to leverage a multi-resolution procedure for time series imputation. Specifically, we divide the missing time points into several hierarchy levels using their missing gaps (i.e. the closest distance to an observed time point). Intuitively, missing data that are far from the observed data are more difficult to impute. According to their missing gaps, we can either impute from (nearby) small gap time points to (faraway) large gap ones or vice versa. Empirically, we find starting from (faraway) large missing gaps works better (as also indicated by [12]). Given the imputed values at the current hierarchy level, the imputation at the higher hierarchy level will depend on those values. Note that the hierarchical imputation inevitably introduces some recurrent dependencies among missing time points, but since the number of hierarchy levels is typically much smaller than the number of missing time points, the error compounding problem of NRTSI is not as severe as the sequential models. We illustrate the imputation procedure in Fig 1 where at each hierarchy level NRTSI can impute multiple missing points in parallel thanks to the set representation of time series.

Imputation Model To reduce the imputation error at each level, we utilize a separate imputation model \( f_l \) for each level \( l \). The model takes in a set of known time points \( S \) (either observed or previously imputed at lower hierarchy levels) and imputes the values for a set of target time points \( G \). Theoretically, any set modeling method can be seamlessly plugged in. Representative methods include DeepSets [22], ExNODE [23], kernel methods [24, 25], and attention models [26, 27, 28, 29]. In this work, we adopt the self-attention mechanism in Transformers for its established strong capability of modeling long-range interactions.

Implementation At each hierarchy level \( l \), a subset of missing time points \( G \) are first selected based on their missing gaps \( \Delta \hat{t}_j \), then the imputation model \( f_l \) imputes the missing values by \( H = f_l(G; S) \), where \( S = \{\{\hat{t}_i, x_i\}\} \) and \( G = \{\hat{t}_j\} \). Here \( \phi: \mathbb{R} \rightarrow \mathbb{R}^d \) is the time encoding function proposed in [13] to provide information of time to Transformers. Note that \( \Delta \hat{t}_j \) are ignored here since they are only used to define the hierarchy levels. The elements in \( S \) and \( G \) are transformed to tensors by concatenating the data \( x \in \mathbb{R}^d \) and the time encoding vector \( \phi(t) \). Since the elements in \( G \) do not contain \( x \), we use \( d \)-dimensional zero vectors \( 0 \in \mathbb{R}^d \) as placeholders. We also add a binary scalar indicator to distinguish missing values and observed values. That is,

\[
\begin{align*}
\text{s}_i = \langle \phi(t_i), x_i \rangle & \in S \quad \Rightarrow \quad \text{s}_i = [\phi(t_i), x_i, 1] \in \mathbb{R}^{d+d+1}, \\
\text{g}_j = \phi(\hat{t}_j) & \in G \quad \Rightarrow \quad \text{g}_j = [\phi(\hat{t}_j), 0, 0] \in \mathbb{R}^{d+d+1},
\end{align*}
\]

where \([\cdot]\) represents the concatenation operation. Now that the elements in \( S \) and \( G \) are all transformed to vectors with same dimensionality, we can combine them into one set and pass it through the imputation model \( f^{(l)} \), i.e. \( H = f^{(l)}(S; G) \). Specifically, we implement \( f^{(l)} \) by the following steps:

\[
\begin{align*}
S^{(1)} & \cup G^{(1)} = f_{\text{in}}(S \cup G) \\
S^{(2)} & \cup G^{(2)} = f_{\text{enc}}(S^{(1)} \cup G^{(1)}) \\
H & = f_{\text{out}}(G^{(2)}).
\end{align*}
\]

At the first step, a linear layer \( f_{\text{in}} : \mathbb{R}^{d+d+1} \rightarrow \mathbb{R}^{d_h} \) maps the input data to a high-dimensional space in a point by point fashion. Then, a Transformer encoder \( f_{\text{enc}} : \mathbb{R}^{d_h} \rightarrow \mathbb{R}^{d_h} \) is used to model the interactions between \( S^{(1)} \) and \( G^{(1)} \). The Transformer encoder is composed of multiple alternating multi-head self-attention layers.
Section 4, we minimize the negative log-likelihood of a Gaussian datasets, we use Mean Square Error (MSE), i.e. to this scenario. We modify the hierarchical algorithm to impute partially observed, i.e. only a subset of features is missing at that time. Our hierarchical imputation procedure can be easily extended to this scenario. We modify the hierarchical algorithm to impute the timesteps with the most missing dimensions first rather than the timesteps with the largest missing gap. We also modify the data representation to $s_i = [\phi(t_i), x_i, m_i] \in \mathbb{R}^{d + 4 + d}$ where $m_i \in \{0, 1\}^d$ is a binary mask indicating which dimensions are observed.

### 4. EXPERIMENTS

In our experiments, extensive hyperparameter searching is performed for all the baselines. For fair comparisons, we use the same training/validation/testing splits for all the methods. During training, we follow previous works [12, 14, 5] to randomly mask out a subset of observed data and use the mask data as the ground truth imputation target to train models. We use the same method to randomly mask out data for all the methods. Experiments conducted in this paper are repeated 5 times to compute the standard deviations.

#### Billiards Ball Trajectory

Billiards dataset [30] contains regularly-sampled trajectories of Billiards balls in a rectangular world. Each trajectory is rolled out for 200 timesteps. We report MSE, Simiuosty, step change and reflection to wall, as reported in [12] to assess the realism of the imputed trajectories. We follow the setting in [12] and compare to all baselines mentioned there. We also include ANP [8], mTAN [19] and CSDI [17] as baselines. Results are reported in Table 1, where Expert denotes the ground truth trajectories. Following [12], we randomly select 180 to 195 timesteps as missing for each trajectory. From Table 1, we can see NRTSI reduces the $L_2$ loss by 64% compared to NAOMI and compares favorably to other baselines. In Fig 3, we visualize the hierarchical imputation procedure. The final imputed trajectory not only aligns well with the ground truth but also maintains a constant speed and straight lines between collisions. In Fig 3 (g), (h), we respectively show the forward prediction (predict the last 195 missing values based on the first 5 observed values) results of NAOMI and NRTSI. The trajectories predicted by NRTSI is more accurate and realistic compared to NAOMI, indicating the advantage of using a non-recurrent imputation model.

#### Traffic Time Series

The PEMS-SF traffic [31] is a multivariate dataset with 963 dimensions at each time point, which represents the freeway occupancy rate from 963 sensors. The occupancy rate is regularly-sampled every 10 minutes throughout the day, resulting in the length of each time series being 144. Time series in this dataset is non-stationary as statistical properties (e.g. mean of the occupancy rate) are not constant over time. Similar to the Billiards experiment above, we train and evaluate using MSE loss. We also compare to the same set of baselines as the Billiards experiment. Following [12], we generate masked sequences with 122 to 140 missing values at random and repeat the testing set 100 times. The MSE losses are
Table 3: MuJoCo dataset MSE loss (10\(^{-3}\)) comparison.

| Method  | 10% | 20% | 30% | 50% |
|---------|-----|-----|-----|-----|
| RNN-GRU-D | 19.69 ± 0.0 | 14.21 ± 0.0 | 11.34 ± 0.0 | 7.48 ± 0.0 |
| ODE-RNN | 16.47 ± 0.0 | 12.09 ± 0.0 | 9.86 ± 0.0 | 6.65 ± 0.0 |
| NeuralCDE | 13.32 ± 0.71 | 10.71 ± 0.37 | 8.35 ± 0.49 | 6.09 ± 0.41 |
| Latent-ODE | 3.66 ± 0.0 | 2.95 ± 0.0 | 3.00 ± 0.0 | 2.85 ± 0.0 |
| ANP | 7.65 ± 0.47 | 4.03 ± 0.38 | 3.21 ± 0.36 | 2.97 ± 0.33 |
| CSDI | 6.64 ± 0.35 | 3.79 ± 0.37 | 2.96 ± 0.31 | 2.62 ± 0.32 |
| mTAN | 5.90 ± 0.45 | 3.17 ± 0.36 | 2.51 ± 0.32 | 2.35 ± 0.28 |
| NAOMI | 4.42 ± 0.41 | 2.32 ± 0.35 | 1.46 ± 0.13 | 0.93 ± 0.11 |
| NRTSI | 4.06 ± 0.36 | 1.22 ± 0.11 | 0.65 ± 0.09 | 0.26 ± 0.02 |

(a) 5 timesteps observed (b) 2 timesteps observed

Fig. 4: Imputed trajectories of football players.

reported in Table 2.

MuJoCo Physics Simulation MuJoCo is a physical simulation dataset created by [5] using the “Hopper” model from the Deepmind Control Suite [32]. Initial positions and velocities of the hopper are randomly sampled such that the hopper rotates in the air and falls on the ground. The dataset is 14-dimensional. MSE loss is used to train and evaluate NRTSI. Baseline models include Latent-ODE [5], ODE-RNN [5], GRU-D [2], NeuralCDE [7], ANP [8], mTAN [19], CSDI [17] and NAOMI [12]. We report the MSEs with different observation rates in Table 3. NRTSI compares favorably to all baselines with 20%, 30% and 50% observed data. When only 10% data are observed, NRTSI is comparable to Latent-ODE and NAOMI.

Football Player Trajectory This dataset is from the NFL Big Data Bowl 2021 [33], which contains the 2D trajectories of 6 offensive players and is therefore 12-dimensional. During training and testing, we treat all players in a trajectory equally and randomly permute their orders. Every time series contain 50 regularly-sampled time points. This dataset is stochastic since there could be many possible trajectories based on the sparsely observed data. Therefore, we follow [34] to use minMSE to evaluate the precision and the ratio between avgMSE and minMSE to evaluate the diversity of multiple imputed trajectories. Similar to [12], we also use average trajectory length and step change to assess the quality of imputation. For this dataset, we minimize the negative log-likelihood as in (4). For each trajectory, we randomly select 40 to 49 timesteps as missing. According to the discussion in Sec 3, data with missing gaps larger than 4 are imputed by one, while data with smaller missing gaps are imputed in parallel. We compare to baselines such as Latent-ODE, NAOMI, CSDI and ANP that can impute stochastically. We also compare to methods such as Latent-ODE, NAOMI, CSDI and ANP.

Table 4: Quantitative comparison on Football Player Trajectory. A larger avgMSE / minMSE indicates better diversity. Other statistics closer to the expert indicate better performance.

| Models | Latent-ODE | NAOMI | CSDI | ANP | NRTSI | Expert |
|--------|------------|-------|------|-----|-------|--------|
| step change (×10\(^{-5}\)) | 1.47 ± 0.154 | 3.27 ± 0.216 | 1.54 ± 0.297 | 1.75 ± 0.211 | 2.40 ± 0.087 | 2.48 ± 0.08 |
| avg length | 1.96 ± 0.009 | 0.25 ± 0.006 | 0.20 ± 0.009 | 0.14 ± 0.007 | 0.175 ± 0.004 | 0.173 ± 0.004 |
| mMSE (×10\(^{-5}\)) | 19.53 ± 4.44 | 4.07 ± 0.848 | 1.82 ± 1.055 | 6.62 ± 0.881 | 1.908 ± 0.101 | 1.908 ± 0.100 |
| avgMSE / minMSE | 1.68 ± 0.09 | 1.12 ± 0.07 | 1.53 ± 0.07 | 1.19 ± 0.10 | 2.13 ± 0.08 | — |

NAOMI to handle irregularly-sampled data, which we call NAOMI-\(\Delta_t\). The time gap information between observations is provided to the RNN update function of NAOMI-\(\Delta_t\). We also compare to ANP, mTAN and CSDI which can handle irregularly-sampled data. According to Table 5, NRTSI outperforms the baselines by a large margin despite extensive hyperparameter search for these baselines. To investigate the poor performance of Latent-ODE, NeuralCDE, and ANP, we visualize their imputed trajectories with different numbers of observed data and find that when the observation is dense (150 points observed), they all perform well. However, they have difficulty predicting the correct trajectories when the observation becomes sparse (e.g. with only 5 points observed). The excellent performance of NRTSI and NAOMI-\(\Delta_t\) indicates the benefits of the multiresolution imputation procedure. Furthermore, the superiority of NRTSI over NAOMI-\(\Delta_t\) demonstrates the advantage of the proposed set modeling approach.

Partially Observed Time Series The air quality dataset [35] and the gas sensor dataset [36] are used to evaluate the partially observed scenario. Data in these datasets are 11 and 19-dimensional respectively. For both datasets, we follow RDIS [14] to select 48 consecutive timesteps to construct one regularly-sampled time series. We compare NRTSI to RDIS, BRITS, Latent-ODE, NeuralCDE, CSDI and mTAN. In Table 6, we report the MSEs by randomly masking out some dimensions for all timesteps with different missing rates. NRTSI outperforms the baselines on all of the missing rates.

5. CONCLUSION AND DISCUSSION

In this work, we introduce a novel time-series imputation approach named NRTSI. NRTSI represents time series as a set and leverages a Transformer-based architecture to impute the missing values. We also propose a hierarchical imputation procedure where missing data are imputed in the order of their missing gaps. NRTSI is broadly applicable to numerous applications, such as irregularly-sampled time series, partially observed time series, and stochastic time series. Extensive experiments demonstrate that NRTSI achieves state-of-the-art performance on commonly used imputation benchmarks. Throughout the experiments, we conduct an extensive hyperparameter search for the baselines to make sure they perform as well as they can. We find that the best configurations of these baselines are not improved by increasing their model capacities. Thus, the superiority of NRTSI is due to the novel architecture rather than naively using more parameters.
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