Controlling the dynamic range of a Josephson parametric amplifier
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One of the central challenges in the development of parametric amplifiers is the control of the dynamic range relative to its gain and bandwidth, which typically limits quantum limited amplification to signals which contain only a few photons per inverse bandwidth. Here, we discuss the control of the dynamic range of Josephson parametric amplifiers by using Josephson junction arrays. We discuss gain, bandwidth, noise, and dynamic range properties of both a transmission line and a lumped element based parametric amplifier. Based on these investigations we derive useful design criteria, which may find broad application in the development of practical parametric amplifiers.

I. INTRODUCTION

Due to the rapidly evolving field of quantum optics and information processing with superconducting circuits the interest in low-noise amplifiers has dramatically increased in the past five years and has lead to a body of dedicated research on Josephson junction based amplifiers [1,15]. The most successful quantum limited detectors which have so far been realized in the microwave frequency range are based on the principle of parametric amplification [16–19]. Josephson parametric amplifiers (JPAs) have not only been used to generate squeezed radiation [6,13,20,22], but moreover enabled the realization of quantum feedback and post-selection based experiments [23–25], the efficient displacement measurement of nanomechanical oscillators [27] and the exploration of higher order photon field correlations [28,29].

While JPAs have been demonstrated to operate close to the quantum limit, their performance is to date mostly limited by their relatively small dynamic range. Here, we discuss the control of the dynamic range by making use of Josephson junctions arrays in the parametric amplifier circuit, which we have already employed in recent experiments [29,30]. After reviewing the principles of parametric amplification we discuss bandwidth and noise constraints in dependence on the circuit design, based on which we derive simple strategies for optimized circuit design.

II. PRINCIPLES OF PARAMETRIC AMPLIFICATION

A. Parametric processes at microwave frequencies

In quantum optics the word parametric is used for processes in which a non-linear refractive medium is employed for mixing different frequency components of light. Such processes are parametric in the sense that a coherent pump field, applied to a nonlinear medium, modulates its refractive index, which appears as a parameter in a semi-classical treatment. This time-varying parameter is affecting modes with frequencies detuned from the frequency of the pump field and can stimulate their population with photons. The energy for creating these photons is provided by the pump field.

The refractive index in optics is equivalent to the impedance of electrical circuits. In order to realize parametric processes at microwave frequencies we therefore modulate an effective impedance. This is achieved by varying the parameters of either a capacitive or an inductive element in time. Although there have been early proposals for fast time-varying capacitances [31], it now is considered to be more convenient to make use of dissipationless Josephson junctions for this purpose. In a regime in which the current I flowing through a Josephson junction is much smaller than its critical current IC ≡ 2eEJ/h its associated inductance is approximately L ≈ 1/2(I/IC)2. Applying an AC current through the junction using appropriate microwave drive fields therefore leads to the desired time-varying impedance. Because of the proportionality of the inductance L to the square of the current I2(t), such a drive results in a four-wave mixing process [32].

The effective impedance can alternatively be modulated by varying the magnetic flux threading a superconducting quantum interference device (SQUID) loop [5] such that the effective inductance is proportionally to the AC current (I(t) flowing in the loop, L ≈ (1 + I(t)/I0). The quantity I0 in this expression depends on the DC flux bias point of the SQUID loop. Since the relation between current and inductance is in this case linear, the magnetic flux drive results in a three-wave mixing process [33].

In order to enhance parametric amplification in a well-controlled frequency band while suppressing it for frequencies out of this band, the modulated Josephson inductance is frequently integrated into a microwave frequency resonator. This is the simplest way to control the band in which parametric amplification occurs. A number of variations of this basic idea are now explored. The circuit design has recently been modified to achieve a spatial separation of signal and idler modes [4,21,34,35] and to build traveling wave amplifiers, in which a field is amplified while propagating in forward direction coaxially with a pump field [36,37]. Various drive mechanisms ranging from single and double pumps [3] to magnetic flux drives [5,39,40] have been explored. Being aware of this variety of possible approaches, we focus here on a single mode (degenerate) parametric amplifier driven with one pump tone close to its resonance frequency.

B. Circuit QED implementation of a parametric amplifier

The JPA essentially is a weakly nonlinear oscillator, in which the nonlinearity is provided by Josephson tunnel junctions. In practice, this is typically realized either as a transmission line resonator shunted by a SQUID [4,12,15], see Fig. 1, or as a lumped element nonlinear oscillator [11]. The use of a SQUID instead of single tunnel junction guarantees tunability of the resonance frequency. Since resonator-based parametric amplifiers provide amplification in a narrow band
only, tunability is highly desirable to match the band of amplification with the frequency of the signal to be amplified.

The relevant part of the Hamiltonian which describes the parametric amplifier considered here can be written as

$$H_{\text{JPA}} = \hbar \omega_0 A^\dagger A + \hbar K/2 (A^\dagger)^2 A^2,$$

where $A$ labels the annihilation operator of the intra-resonator field. Expressions for the resonance frequency $\omega_0/2\pi$ and the effective Kerr nonlinearity $K$ are derived in Section IV based on the full circuit model. In the following section we analytically study the dynamics of this system using the input-output formalism. Before presenting the mathematical derivations, we qualitatively describe different dynamical regimes of this nonlinear oscillator and explain the mechanism which leads to amplification.

If we assume for the moment that the JPA has no internal losses, all the incident power is reflected from the resonator and the classical response (i.e., reflection coefficient) is completely specified by the phase $\varphi$ of the reflected field. In contrast to a linear system, where $\varphi$ only depends on the frequency $\omega/2\pi$, it also depends on the power of the probe field in the case of a nonlinear oscillator. In Fig. 1(b), the theoretically expected value of $\varphi$ is plotted as a function of the probe amplitude for two characteristic drive frequencies below (blue) and above (red). The small differences in amplitude of the input field translate into large changes in $\varphi$ of the output field $\alpha_{\text{out}}$ (red ellipse). If we interpret the arrow in Fig. 1(c) as a constant pump field and its difference to the points on the blue circle as an additional signal, the signal is either amplified or deamplified depending on its phase relative to the pump.

We illustrate this process leading to amplification by plotting the resonator response for input fields $\alpha_{\text{in}}$ with slightly varying amplitude and phase. In Fig. 1(c) we indicate the input fields by a blue circle around the mean value (arrow). The nonlinear resonator is coupled with rate $\kappa$ to a transmission line, through which the pump and signal fields propagate. Based on this model and the Hamiltonian in Eq. (1) we obtain the following equation of motion for the intra-resonator field

$$\dot{A} = -i\omega_0 A - iK A^\dagger A A - \kappa + \gamma + \sqrt{\kappa} A_{\text{in}}(t) + \sqrt{\gamma} b_{\text{in}}(t).$$

In addition to the coupling to transmission line modes $A_{\text{in}}(t)$ with rate $\kappa$ we account for potential radiation loss mechanisms by introducing the coupling to modes $b_{\text{in}}(t)$ with loss rate $\gamma$, compare Fig. 1(a). A boundary condition equivalent to

$$A_{\text{out}}(t) = \sqrt{\kappa} A(t) - A_{\text{in}}(t),$$

FIG. 1: (a) Circuit diagram of a transmission line resonator based parametric amplifier. The resonator is coupled with capacitance $C_\alpha$ to a transmission line where input and output modes are spatially separated using a circulator. A $20\text{ dB}$ directional coupler between the $\lambda/4$ resonator and the circulator is used to apply the pump field required for modulating the SQUID inductance. The second port of the directional coupler can be used to interferometrically cancel out the pump tone reflected from the sample. (b) Phase of the reflected probe signal vs. drive power for two characteristic drive frequencies below (blue) and above (red). (c) Illustration of the nonlinear oscillator response in the quadrature plane. The blue circle represents various input fields $\alpha_{\text{in}}$ close to the one indicated by the gray circle in (a). Due to the nonlinear response of the resonator they are transformed into output fields $\alpha_{\text{out}}$ indicated by the red ellipse.
also holds for the loss modes. When operating the device as a parametric amplifier, the input field $A_{in}$ is typically a sum of a strong coherent pump field and an additional weak signal field. Since this signal carries at least of the vacuum noise, it is treated as a quantum field. In this formalism this particular situation is accounted for by decomposing each field mode into a sum of a classical part and a quantum part

$$
A_{in}(t) = (a_{in}(t) + \alpha_{in}) e^{-i\omega_p t},
$$

$$
A_{out}(t) = (a_{out}(t) + \alpha_{out}) e^{-i\omega_p t},
$$

$$
A(t) = (a(t) + \alpha) e^{-i\omega_p t},
$$

(4)

where $\alpha$, $\alpha_{in}$, $\alpha_{out}$ represent the classical parts of the field which are associated with the pump, while $a$, $a_{in}$, $a_{out}$ account for the quantum signal fields. Since all $\alpha$’s are complex numbers the modes $\alpha$ satisfy the same bosonic commutation relations as modes $A$ do. By multiplying the field modes defined in Eq. (1) with the additional exponential factor $e^{-i\omega_p t}$, one works in a frame rotating at the pump frequency $\omega_p$. The strategy is to first solve the classical response for the pump field $\alpha$ exactly and then linearize the equation of motion for the weak quantum field $a$ in the presence of the pump. Finally, we derive a scattering relation between input modes $a_{in}$ and reflected modes $a_{out}$.

The steady state solution for the coherent pump field is determined by

$$
\left(i(\bar{\omega}_0 - \omega_p) + \frac{\kappa + \gamma}{2}\right) + i K a^2 a^* = \sqrt{\kappa} \alpha_{in},
$$

(5)

which follows immediately by substituting Eq. (4) into Eq. (2) and collecting only the c-number terms. By multiplying both sides with their complex conjugate we get to the equation

$$
\frac{\kappa}{(\kappa + \gamma)^2} |\alpha_{in}|^2 = \left(\frac{(\omega_p - \bar{\omega}_0)}{\kappa + \gamma}\right)^2 + \frac{1}{4} |a|^2 - \frac{2(\omega_p - \bar{\omega}_0) K}{(\kappa + \gamma)^2} |a|^4 + \left(\frac{K}{\kappa + \gamma}\right)^2 |a|^6,
$$

(6)

which determines the average number of pump photons $|\alpha|^2$ in the resonator. Eq. (6) reduces to

$$
1 = (\delta^2 + \frac{1}{4}) n - 2\delta \xi n^2 + \xi^2 n^3,
$$

(7)

by defining the scale invariant quantities

$$
\delta \equiv \frac{\omega_p - \bar{\omega}_0}{\kappa + \gamma},
$$

$$
\bar{a}_{in} \equiv \sqrt{\kappa} \alpha_{in} / (\kappa + \gamma),
$$

$$
\xi \equiv \frac{|\bar{a}_{in}|^2 K}{\kappa + \gamma},
$$

$$
n \equiv \frac{|a|^2}{|\bar{a}_{in}|^2}.
$$

(8)

$\delta$ is the detuning between pump and resonator frequency in units of the total resonator linewidth, $\bar{a}_{in}$ is the dimensionless drive amplitude, and $\xi$ is the product of drive power and non-linearity, also expressed in dimensionless units. Finally, $n$ is the mean number of pump photons in the resonator relative to the incident pump power. As an important consequence, we notice from Eq. (8) that only the product of drive power and nonlinearity determines the dynamics but not each quantity itself. Therefore, a small nonlinearity can at least in principle be compensated by increasing the drive power. Properties such as the gain-bandwidth product are therefore independent of the strength of the nonlinearity. Furthermore, the solutions of Eq. (7) for negative $\xi$ values are identical to those for positive $\xi$ up to a sign change in $\delta$. Since $\xi$ is negative for the Josephson parametric amplifier, we focus on this particular case.

Equation (7) is a cubic equation in $n$ and can therefore be solved analytically. We do not present the lengthy solutions here explicitly, but assume in the following that we have an explicit analytical expression for $n$ in terms of $\delta$ and $\xi$. In Fig. 2(b) we plot $n$ for various parameters $\xi$ as a function of $\delta$. At the critical value $\xi_{crit} = -1/\sqrt{27}$ the derivative $\partial n / \partial \delta$ diverges and thus the response of the parametric amplifier becomes extremely sensitive to small changes. For even stronger effective drive powers $\xi/\xi_{crit} > 1$ the cubic Eq. (7) has three real solutions. The solutions for the high and low photon numbers are stable, while the intermediate one is unstable. The system bifurcates in this regime as mentioned earlier. The critical detuning below which the system becomes bistable is $\delta_{crit} = -\sqrt{3}/2$. The critical point $(\xi_{crit}, \delta_{crit})$ is the one at which both $\partial \delta / \partial n$ and $\partial^2 \delta / \partial^2 n$ vanish. In scale invariant units the maximal value of $n$ is 4, which is reached at the detuning $\delta = 4\xi$.

Experimentally, the device properties are characterized by measuring the complex reflection coefficient $\Gamma \equiv \alpha_{out}/\alpha_{in}$. Based on the input-output relation $\alpha_{out} = \sqrt{\kappa} \alpha_{in}$ and Eq. (5) we evaluate this reflection coefficient as

$$
\Gamma = \frac{\kappa}{\kappa + \gamma} - \frac{1}{2} i \delta + \frac{i \xi n}{1}.
$$

(9)

In Fig. 2(c) we plot the absolute value of the reflection coefficient at $\xi = \xi_{crit}$ for various loss rates $\gamma$. For vanishing losses $\gamma = 0$ all the incident drive power is reflected from

![FIG. 2: (a) Schematic of the input-output model used for calculating the response of the parametric amplifier in the presence of additional loss modes. (b) Normalized pump field photon number $n$ in the resonator as a function of reduced pump frequency $\delta$ for effective drive strengths $\xi/\xi_{crit} = 0.01, 0.5, 1, 2$, where $\xi_{crit} = -1/\sqrt{27}$. (c) Absolute value of the reflection coefficient $|\Gamma|$ for different coupling ratios $\kappa/(\kappa + \gamma) = 1, 0.8, 0.5$.](image-url)
the device and $|Γ| = 1$. Note that also in this case the resonance is clearly visible in the phase of the reflected signal (not shown here). When the loss rate $γ$ becomes similar to the external coupling rate $κ$ part of the radiation is dissipated into the loss modes. In the case of critical coupling $γ = κ$ all the coherent power is transmitted into the loss modes at resonance. This is equivalent to the case of a symmetrically coupled $λ/2$ resonator, for which the transmission coefficient is one at resonance [43].

B. Linearized response for weak (quantum) signal fields

Under the assumption that the photon flux associated with the signal $a_{in}^†a_{in}$ is much smaller than the photon flux of the pump field $|α_{in}|^2$, we can drop terms such as $Kα^†α$, because they are small compared to the leading terms $Kα^†ακ$ and $Ka^†ακ$. By neglecting these terms we obtain a linearized equation of motion for $a$ in the presence of the pump field. In order to preserve the validity of this approximation even for larger input signals, the amplitude $α$ of the pump field needs to be increased. Experimentally, this can be achieved by reducing the strength of the nonlinearity $K$. Substituting Eq. (3) into Eq. (2) and keeping only terms which are linear in $a$ one finds

$$\dot{a}(t) = i\left(\omega_p - \tilde{ω}_0 - 2K|α|^2 + \frac{iκ + γ}{2}\right)a(t) - iKκα^†a(t) + \sqrt{κ}a_{in}(t) + \sqrt{γ}b_{in}(t). \quad (10)$$

Since Eq. (10) is linear, we can solve it by decomposing all modes into their Fourier components

$$a(t) \equiv \sqrt{\frac{κ + γ}{2π}} \int_{-∞}^{+∞} dΔ e^{-iΔ(κ + γ)t} a_Δ \quad (11)$$

and equivalently for $a_{in,Δ}$ and $b_{in,Δ}$. Note that the detuning $Δ$ between signal frequencies and the pump frequency, is expressed here in units of the linewidth $κ + γ$. Substituting the Fourier decompositions into Eq. (10) and comparing the coefficients of different harmonics, results in

$$0 = \left(i(\delta - 2ξn - Δ) - \frac{1}{2}\right)a_Δ - iξne^{i2φ}a_Δ^† + \tilde{c}_{in,Δ}, \quad (12)$$

where $\tilde{c}_{in,Δ} \equiv (\sqrt{κ}a_{in,Δ} + \sqrt{γ}b_{in,Δ})/(κ + γ)$ is the sum of all field modes incident on the resonator. Furthermore, in Eq. (12) $φ$ is the phase of the intra-resonator pump field, defined by $α = |α|e^{iφ}$. The fact that Eq. (12) couples modes $a_Δ$ and $a_Δ^†$ can be interpreted as a wave mixing process. In order to express $a_Δ$ in terms of the input fields $c_{in,Δ}$, Eq. (12) is rewritten as a matrix equation

$$\begin{pmatrix} \tilde{c}_{in,Δ} \\ \tilde{c}_{in,−Δ}^† \end{pmatrix} = \begin{pmatrix} i(−δ + 2ξn − Δ) + \frac{1}{2} & iξne^{i2φ} \\ −iξne^{−i2φ} & i(δ − 2ξn − Δ) + \frac{1}{2} \end{pmatrix} \begin{pmatrix} a_Δ \\ a_{−Δ}^† \end{pmatrix}. \quad (13)$$

By inverting the matrix on the right hand side, the quantum part of the intra-resonator field $a_Δ$ is expressed in terms of the incoming field $\tilde{c}_{in,Δ}$

$$a_Δ = \frac{i(δ − 2ξn − Δ) + \frac{1}{2}}{(iΔ − λ−)(iΔ − λ+)} \tilde{c}_{in,Δ} + \frac{−iξne^{i2φ}}{(iΔ − λ−)(iΔ − λ+)}\tilde{c}_{in,−Δ} \quad (14)$$

with $λ_{±} = \frac{1}{2} ± \sqrt{(ξn)^2 − (δ − 2ξn)^2}$. Using Eq. (3), the final transformation between input and output modes is

$$\begin{align} a_{out,Δ} &= gs_Δa_{in,Δ} + gt_Δa_{in,−Δ}^† + \sqrt{g_Δ}(gs_Δ + 1)b_{in,Δ} + \sqrt{g_Δ}gt_Δb_{in,−Δ}^† \quad (15a) \\
\gamma/κ \to 0 &\Rightarrow gs_Δa_{in,Δ} + gt_Δa_{in,−Δ}^† \quad (15b) \end{align}$$

with

$$gs_Δ = -1 + \frac{κ}{κ + γ} \frac{i(δ − 2ξn − Δ) + \frac{1}{2}}{(iΔ − λ−)(iΔ − λ+)} \quad (16)$$

and

$$gt_Δ = \frac{κ}{κ + γ} \frac{−iξne^{i2φ}}{(iΔ − λ−)(iΔ − λ+)}. \quad (17)$$

Eq. (15b) is the central result of this calculation. The output field at detuning $Δ$ from the pump frequency is a sum of the input fields at frequencies $Δ$ and $−Δ$ multiplied with the signal gain factor $gs_Δ$ and the idler gain factor $gt_Δ$, respectively. The additional noise contributions introduced via the loss modes $b_{in,Δ}$ vanish in the limit $γ/κ \to 0$. In the ideal case $γ = 0$, the coefficients $gs_Δ$ and $gt_Δ$ satisfy the relation

$$G_Δ \equiv |gs_Δ|^2 = |gt_Δ|^2 + 1 \quad (18)$$

and Eq. (15b) is identical to a two-mode squeezing transformation [19] with gain $G_Δ$. The two-mode squeezing transformation describes a linear amplifier in its minimal form.
(compare Ref. [50]), of which we discuss characteristic properties in the following section.

C. Gain, bandwidth, noise and dynamic range

For simplicity we consider the case of no losses $\gamma = 0$, for which the parametric amplifier response is described by Eq. (15b). An incoming signal at detuning $\Delta$ is thus amplified by the power gain $G_\Delta = |g_{S,\Delta}|^2$ and mixed with the frequency components at the opposite detuning from the pump. Characteristic properties of the parametric amplifier, such as the maximal gain and the bandwidth, are thus encoded in the quantity $g_{S,\Delta}$ as a function of pump-resonator detuning $\delta$, effective drive strength $\xi$ and detuning between signal and pump $\Delta$.

In Fig. 3(a) we plot the gain $G_\Delta$ for zero signal detuning $\Delta = 0$ as a function of $\delta$ and $\xi$. We find that the maximal gain increases with increasing drive strength $\xi$ while the optimal value for $\delta$ at which this gain is reached, shifts approximately linearly with increasing $\xi$. The optimal values for $\delta$ are indicated as a dashed white line in Fig. 3(a). Mathematically, the gain diverges when $\xi$ approaches the critical value $\xi_{\text{crit}}$. In practice, the gain is limited to finite values due to the breakdown of the stiff pump approximation [8] (see discussion below).

By changing the pump parameters $\xi$ and $\delta$ we can adjust the gain $G_\Delta$ to a desirable value, which is typically about 20 dB. Note that the gain can become smaller than one, in the presence of finite internal losses $\gamma > 0$. Once the pump parameters are fixed we characterize the bandwidth of the amplifier by analyzing the gain as a function of the signal detuning $\Delta$. In Fig. 3(b) we plot the gain as a function of $\Delta$ for the indicated values of $\xi/\xi_{\text{crit}}$ and the corresponding optimal pump detunings $\delta$ (compare dashed white line in (a)). When the gain is increased, the band of amplification becomes narrower. This is quantitatively expressed by the gain bandwidth relation $\sqrt{G_\Delta B} \approx 1$, where $B$ is the detuning $\Delta$ for which the gain reaches half of its maximal value. Remember that $\Delta$ is defined in units of the resonator linewidth $\kappa + \gamma$, which means that the amplifier bandwidth equals approximately the resonator linewidth divided by the square root of the gain. The gain curves are well approximated by Lorentzian lines as indicated by the dashed black lines in Fig. 3(b). This Lorentzian approximation becomes better with increasing gain. The gain-bandwidth relation suggests that the amplifier bandwidth can be increased by lowering the total quality factor of the resonator. There are, however, several technical challenges to overcome when increasing the bandwidth. One of them is closely related to the dynamic range of the amplifier. In the derivation made in the previous sections we have assumed that the solution of the classical drive field is unaffected by the additional signal and quantum fluctuations at the input. This is known as the stiff pump approximation [8], which assumes that the pump power at the output is equal to the pump power at the input. This is of course an approximation, since the pump field provides the energy which is necessary for amplifying the input signal. The stiff pump approximation is valid as long as the pump power is significantly larger than the total output power of all amplified (quantum) signals and vacuum fluctuations [5]. The minimum amount of energy transfer from the pump field into other modes is set by the amplification of vacuum noise within the band of amplification. According to Eq. (15b) the integrated photon flux at the output of the JPA is equal to

$$P_{\text{out}} = \hbar \omega_p \kappa \int d\Delta \langle a_{\text{out}}^\dagger a_{\text{out}} \rangle = \hbar \omega_p \kappa \int d\Delta (G_\Delta - 1),$$

when only vacuum fluctuations are incident at the input.

As an example, the realistic parameter configuration $\{G_0, \omega_p, \kappa/2\pi, N_0\} = \{7 \text{ GHz}, 100 \text{ MHz}, 20 \text{ dB}\}$ corresponds to a power of amplified vacuum noise of about $-100$ dBm. If we want the pump power to be 20 dB higher than this value, the Kerr nonlinearity $|K|/2\pi$ needs to be smaller than $\sim 10$ kHz, which is calculated using Eq. 9. In Section IV we discuss how this nonlinearity can be decreased by making use of multiple SQUIDs connected in series.

When operating the JPA, we also have to understand its behavior in terms of added noise. In the ideal case with zero loss rate ($\gamma = 0$), the input-output relation of the parametric amplifier in Eq. (15b) has the minimal form of a scattering mode amplifier [19]. The amplification process reaches the vacuum limit as long as the input modes are cooled into the vacuum. In practice, however, the device may have finite loss $\gamma$ which increases the effectively added noise by a factor of $(\kappa + \gamma)/\kappa$. This is due to the additional amplified noise, which originates from the modes $b_{\text{in}}$ and contributes to the output field $a_{\text{out}}$ (compare Eq. 15b). Another potential source of noise is related to the stability of the resonance frequency of the parametric amplifier. Magnetic flux noise in the SQUID loop may lead to a fluctuating resonance frequency and thus a fluctuating effective gain.

IV. EFFECTIVE SYSTEM PARAMETERS FROM DISTRIBUTED CIRCUIT MODEL

In the previous section we have analyzed the model of a nonlinear resonator with resonance frequency $\omega_0$, Kerr nonlinearity $K$ and decay rate $\kappa$. Here, we explicitly derive this effective Hamiltonian from the full circuit model of a $\lambda/4$ -
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FIG. 3: (a) Parametric amplifier gain $G_\Delta = |g_{S,\Delta}|^2$ vs. pump tone detuning $\delta$ and drive strength $\xi$ at zero signal detuning $\Delta$ and for $K = \gamma$. For increasing drive strength $\xi$ the detuning for maximum gain is indicated by the dashed white line. A cut through the data for the highest value $\xi = 0.98 \xi_{\text{crit}}$ is shown as the solid white line in the bottom part. (b) Gain as a function of signal detuning $\Delta$ for the indicated drives strengths $\xi/\xi_{\text{crit}}$ and optimal pump detuning. The exact gain curves (solid lines) are well approximated by Lorentzian lines (black dashed lines).
transmission line resonator, which is terminated by a SQUID loop at the short-circuited end and coupled capacitively to a transmission line, see Fig. 4(a). These calculations allow us to determine \( \omega_0, K, \kappa \) from the distributed circuit parameters and give insight into potential limitations of the effective model. We also compare the obtained parameter relations with those of a lumped element parametric amplifier.

### A. Resonator mode structure in the linear regime

In order to find the normal mode structure of the system, we first neglect its capacitive coupling to the transmission line as indicated in Fig. 4.[2]. The derivation is similar to the one in Ref. [31]. Dissipation effects due to the environment are discussed in Section IV C.

The total Lagrangian of the system in the magnetic flux field \( \Phi(x) \) has a transmission line part and a term which describes the SQUID at position \( x = d \) (Fig. 4).

\[
\mathcal{L} = \int_0^d dx \left\{ \frac{1}{2} \left( \partial_x \Phi(x)^2 \right) - \frac{1}{2l} \left( \partial_x \Phi(x)^2 \right)^2 \right\} + E_J \cos \left( \frac{\Phi(d)}{\varphi_0} \right)
\]

(20)

with the reduced flux quantum \( \varphi_0 = h/2e \). Since we work in a limit in which the plasma frequency of the SQUID is much larger than the resonance frequencies of interest, we can neglect the self-capacitance of the SQUID. The SQUID is furthermore described as a single junction with tunable effective Josephson energy \( E_J \).

We first investigate the linear regime of the system, in which the cosine potential of the SQUID is approximated as a quadratic potential.

\[
E_J \cos \left( \frac{\Phi(d)}{\varphi_0} \right) \approx \text{const} - \frac{1}{2} \left( \frac{\Phi(d)}{\varphi_0} \right)^2
\]

(21)

Due to the spatial derivative in the Lagrangian in Eq. (20) all local fields in the chain are coupled to their next neighbors and the normal mode structure is found by solving the Euler-Lagrange equation \( \partial_t (\partial_x \mathcal{L}/\partial \Phi_n) - \partial \mathcal{L}/\partial \Phi = 0 \) of the transmission line resonator. This results in the wave equation

\[
v^2 \partial_x^2 \Phi(x) - \partial_t^2 \Phi(x) = 0,
\]

(22)

with the phase velocity \( v = 1/\sqrt{c l} \), of which the general solution can be written as a sum of normal modes

\[
\Phi(x) = \sum_{j=0}^{\infty} \phi_j \cos(k_j x).
\]

(23)

The valid wavevectors \( k_j \) are determined by the boundary conditions at the two ends of the \( \lambda/4 \) transmission line. The open end at \( x = 0 \) requires that the current \( \partial_x \Phi(x)/l \) vanishes, which is implicitly satisfied by choosing the cosine ansatz in Eq. (23). On the shorted end the boundary condition is modified by the presence of the Josephson junction. In order to determine this boundary condition, we evaluate the Euler-Lagrange equation at position \( x = d \). For this purpose it is convenient to write the Lagrangian in a discretized form, see Fig. 4(c) and compare Ref. [31]:

\[
\mathcal{L} = \lim_{n \to \infty} \sum_{j=1}^{n} \Delta x \left\{ \frac{1}{2} (\partial_{\phi_j} \Phi_j)^2 - \frac{1}{l} \left( \Phi_j - \Phi_{j-1} \right)^2 \right\} - \frac{1}{2} E_J \left( \frac{\Phi_n}{\varphi_0} \right)^2
\]

(24)

where \( \Phi_n = \Phi(x = d) \) and \( \Delta x = d/n \). Evaluating \( \partial_t (\partial_L/\partial \Phi_n) - \partial \mathcal{L}/\partial \Phi_n = 0 \) leads to the equation

\[
\frac{1}{l} \partial_{\phi_j} \Phi_j + E_J \frac{\Phi_j}{\varphi_0} = 0.
\]

(25)

Substituting the ansatz (23) into Eq. (25) and comparing the resulting coefficients of the independent variables \( \phi_j \), results in the transcendental equation

\[
k_j d \tan(k_j d) = l d E_J \frac{\Phi_j}{\varphi_0} \equiv l d L_j.
\]

(26)

Here, we have defined the Josephson inductance \( L_j = \varphi_0^2/E_J \). The infinite set of solutions \( k_j \) of this equation determines the normal modes structure of the system in the linear regime. In the limit in which the SQUID inductance \( L_j \) vanishes, Eq. (26) is solved by the poles of \( \tan(k_j d) \), and we recover the normal modes of the \( \lambda/4 \) resonator

\[
k_j^{(0)} d = \frac{\pi}{2} (1 + 2j) \quad \text{with} \quad j \in \{0, 1, 2, 3, ...\}.
\]

(27)

As a first order correction to this result in the limit of \( L_j/ld \ll 1 \), we expand Eq. (26) to first order in \( (k_j^{(0)} - k_j)d \) and find \( k_j L_j/ld = (k_j^{(0)} - k_j) d \) or equivalently

\[
k_j \approx k_j^{(0)} \frac{1 + L_j/ld}{1}
\]

(28)
For the fundamental mode with \( j = 0 \) this linearized approximation is typically accurate even for inductance ratios up to \( L_3/ld \approx 0.5 \), whereas for the higher harmonic modes the linearized equation breaks down for much smaller values of \( L_3/ld \). A comparison between the exact solution based on Eq. (26) and the approximate solution in Eq. (28) is shown in Fig. 5 for the first three resonant modes. When higher harmonics are expected to be relevant one should solve Eq. (26) numerically in order to determine the exact wave numbers \( k_j \).

**B. Kerr nonlinear terms and effective Hamiltonian**

Using the normal mode decomposition in Eq. (23) we re-express the Lagrangian in Eq. (20) as a sum of oscillators which are only coupled via the boundary condition imposed by the SQUID. For the purposes of parametric amplification the phase drop across the junction is desired to be small, \( \Phi_n/\varphi_0 \approx 1 \), i.e. the current flowing through the Josephson junction is small compared to its critical current. We can therefore expand the SQUID cosine potential and take into account only the first non-quadratic correction

\[
E_J \cos \left( \frac{\Phi_n}{\varphi_0} \right)^2 = \text{const} - \frac{1}{2} E_J \left( \frac{\Phi_n}{\varphi_0} \right)^2 + \frac{1}{4!} E_J \left( \frac{\Phi_n}{\varphi_0} \right)^4 + \ldots
\]  

(29)

In Section V we discuss under which circumstances such an approximation may break down. Substituting the normal mode decomposition Eq. (23) into the Taylor expansion of the Lagrangian results in

\[
\mathcal{L} = \sum_{j=1}^{\infty} \left( \dot{\phi}_j C_j \dot{\phi}_j - \phi_j L_j^{-1} \phi_j \right) + \sum_{j, k, l=1}^{\infty} N_{ijkl} \phi_i \phi_j \phi_k \phi_l
\]

(30)

with the effective capacitances and inductances

\[
C_j = E_J \int_0^d dx \cos^2 (k_j x) = \frac{E_J}{d} \left( 1 + \frac{\sin(2k_j d)}{2k_j d} \right),
\]

\[
L_j^{-1} = L_J^{-1} \cos^2 (k_j d) + \frac{k_j^2}{4} \int_0^d dx \sin^2 (k_j x)
\]

(31)

and the nonlinearity coefficients

\[
N_{ijkl} = \frac{1}{24} E_J \varphi_0^{-4} \prod_{m=1}^{\infty} \cos(k_m d).
\]

(32)

As expected the linear part of the Lagrangian is diagonal in the normal mode basis. It describes a set of uncoupled \( LC \) oscillators for which the effective resonance frequencies coincide with the product of phase velocity and wave vector \( \omega_j = k_j v = 1/\sqrt{L_J C_J} \).

Based on the Lagrangian function \( \mathcal{L} \) we derive the Hamiltonian by introducing the conjugate charge variables \( q_i = \delta \mathcal{L}/\delta \dot{\phi}_i \). Performing a Legendre transformation and taking only self-interactions and two-mode interactions into account, results in the Hamiltonian

\[
\mathcal{H} = \frac{1}{2} \sum_{i=1}^{\infty} \left( q_i C_i^{-1} q_i + \phi_i L_i^{-1} \phi_i \right) - 3 \sum_{j \neq \ell} N_{ijj\ell} \phi_i \phi_j \phi_j \phi_{\ell} - \sum_{i} N_{iijj} \phi_i^4.
\]

(33)

In a quantum regime \( q_i \) and \( \phi_i \) are operators which satisfy the commutation relation \([\phi_j, q_k] = \delta_{jk} h/\imath i\) and it is convenient to write the Hamiltonian in terms of normal mode annihilation and creation operators

\[
\phi_j = \imath \phi_{qpt,j} (a_j^\dagger - a_j) \quad q_j = q_{qpt,j} (a_j + a_j^\dagger)
\]

(34)

with \( q_{qpt,j} = \sqrt{h \omega_j C_j/2} \) and \( \phi_{qpt,j} = \sqrt{h/2 \omega_j C_j} \). The abbreviation \( \text{zpf} \) stands for zero point fluctuations. Performing a rotating wave approximation (i.e. removing all terms with an unequal number of creation and annihilation operators), and neglecting the small photon number independent frequency shifts due to the nonlinear terms (i.e. Lamb shifts) we arrive at

\[
\mathcal{H} = \sum_{i=1}^{\infty} \hbar \omega_i a_i^\dagger a_i + \frac{\hbar K_{ii}}{2} a_i^\dagger a_i^\dagger a_i a_i + \sum_{j \neq \ell} \hbar K_{ij} a_j^\dagger a_i a_j a_{\ell}
\]

(35)

with

\[
K_{ij} = -\frac{E_J}{2h} \left( \frac{\phi_{qpt,j}}{\varphi_0} \right)^4 \cos^2 (k_j d) \cos^2 (k_j d).
\]

(36)

The quantity \( K_{00} \) is the Kerr nonlinearity of the fundamental mode, which is used for the parametric amplification process. The terms proportional to \( K_{ij} \) with unequal \( i \neq j \) are cross Kerr interaction terms which couple different modes to each other. Such an interaction can for example be used for counting the number of photons in one mode by probing another one with a coherent field \([53, 60]\), similarly to a dispersive qubit measurement. Note that the values resulting from Eq. (36) are divided by the square of the number of SQUIDs, if an array is used instead of a single SQUID, as discussed in the following section.
C. Decay rate and resonance frequency correction for low $Q$ resonators

Since the parametric amplifier bandwidth is proportional to the decay rate $\kappa$, typical devices are designed to have a low external quality factor, which is achieved by increasing the coupling capacitance $C_n$ between transmission line and resonator (Fig. 1). The coupling of an oscillator to the environment shifts its resonance frequency $\omega_j \rightarrow \tilde{\omega}_j$ [48], which can be significant if the coupling rate is large. When designing parametric amplifier devices, it is therefore necessary to take these shifts into account. Based on the effective inductance and capacitances calculated in Eq. (31) we find

$$\tilde{\omega}_j^2 \approx \frac{\omega_j^2}{1 + C_n/C_j} = \frac{1}{(C_j + C_n)L_j}$$

and $\kappa_j \approx \frac{\tilde{\omega}_j^2C_n^2R}{C_n + C_j}$

for resonance frequency and decay rate of the $j$'th mode of the parametric amplifier device. The external quality factor is given by $Q_j \equiv \tilde{\omega}_j/\kappa_j$.

D. Lumped element JPA

As already mentioned in the introduction, a JPA can also be realized as a lumped element resonator by shunting a SQUID with a large capacitance $C_j$ [10][11]. In this case the resonator is described by the transmon Hamiltonian [61], which in the deep transmon limit $E_j \gg E_C \equiv \hbar^2/2C_j$ takes the form of Eq. (1) with anharmonicity $K \approx E_C/h$ and resonance frequency $\omega_0 \approx 1/\sqrt{2L_jC_j}$. Also for this type of resonators the coupling rate $\kappa$ to the transmission line can be designed independently of $E_j$ and $E_C$ by designing an appropriate capacitive network. Similarly as for the transmission line JPA, the description in terms of the effective Hamiltonian Eq. (1) is based on the assumption that for relevant resonator fields the phase drop across the Josephson junctions is small (compare Eq. (29)). In the following section we study the validity of this approximation when the resonator is driven close to the bifurcation point where we expect parametric amplification to occur and analyze its implications for realizing a parametric amplifier with large bandwidth and dynamic range.

V. BANDWIDTH AND DYNAMIC RANGE CONSTRAINTS

A. Validity of the quartic approximation

For deriving the Hamiltonian in Eq. (1), or more generally Eq. (35), we have expanded the SQUID cosine potential to quartic order in the dimensionless flux variable $\Phi_n/\varphi_0$, where $\Phi_n \equiv \Phi(x = d)$ is the phase drop across the SQUID. To guarantee that this approximation holds when we operate the device in the parametric amplification regime, we have to make sure that $\Phi_n/\varphi_0$ is small even close to the bifurcation point. This is equivalent to evaluating if the current flowing through the SQUID at corresponding drive powers is small compared to the critical current.

To characterize the validity of the low order expansion of the cosine potential, we define the maximal coherent field inside the resonator $\alpha_{\text{max}}$ as the one for which $\Phi_n \equiv \varphi_0$. This is the coherent amplitude, at which the current flowing through the SQUID equals its critical current. According to Eq. (34) and Eq. (23) a coherent field $\alpha$ in mode $j$ leads to a maximal amplitude of $\Phi_n = \varphi_{\text{zpf},j}2\alpha\cos(k_jd)$ across the tunnel junctions, based on which we define the critical amplitude as

$$\alpha_{\text{max},j} = \frac{\varphi_0}{\varphi_{\text{zpf},j}} \frac{1}{2\cos(k_jd)} = \frac{\varphi_0}{\varphi_{\text{zpf},j}} \frac{ld}{2L_jk_jd\sin(k_jd)}$$

(38)

The low order expansion of the cosine potential is only valid if the field inside the resonator $\alpha$ is much smaller than this maximal amplitude $\alpha \ll \alpha_{\text{max}}$. In Section III A we have found that the photon number in a resonator mode at the bifurcation point is $N_{\text{crit}} = (\kappa + \gamma)/\sqrt{3K}$. The ratio between $N_{\text{crit}}$ and the maximal coherent photon number $N_{\text{max},j} \equiv |\alpha_{\text{max},j}|^2$, which we would like to keep small, is given by

$$\frac{N_{\text{crit}}}{N_{\text{max},j}} = \frac{8\kappa}{\sqrt{3}E_j} \frac{h}{\varphi_{\text{zpf}}} \left(\frac{\varphi_0}{\varphi_{\text{zpf}}}ight)^2$$

(39)

with the two interesting limits

$$\frac{N_{\text{crit}}}{N_{\text{max},j}} = \left\{\begin{array}{ll}
\frac{8}{\sqrt{3}} Q^{-1} \frac{ld}{E_j}, & \text{for } L_j \ll ld \\
\frac{16}{3} Q^{-1}, & \text{for lumped element JPA}
\end{array}\right.$$  

(40)

This is an important result, which sets clear constraints on both the maximally achievable bandwidth and the dynamic range of the JPA. Increasing the bandwidth, i.e. decreasing $Q$, leads to an increase of $N_{\text{crit}}/N_{\text{max},j}$. On the other hand a larger bandwidth requires a larger pump field in order to provide the necessary power to amplify (at least) the vacuum noise. Larger pump fields can only be achieved by decreasing the Kerr nonlinearity $K$, which requires a decrease in $L_J$. This leads, on the other hand, to a larger ratio $N_{\text{crit}}/N_{\text{max}}$ as illustrated in Fig. 6.

Interestingly, we find that in the lumped element case the Josephson inductance $L_J$, and with it the Kerr nonlinearity $K$, can in principle be made smaller without affecting $N_{\text{crit}}/N_{\text{max}}$. However, in practice a small Josephson inductance has to be compensated by a large lumped element capacitor to retain the desired resonance frequency, which is challenging to realize without introducing additional parasitic geometric inductances. It therefore seems difficult to build a parametric amplifier with large bandwidth and high dynamic
range at the same time using a single SQUID only. In the following we show how one can keep $N_{\text{crit}}/N_{\text{max}}$ constant while decreasing the nonlinearity and thus increasing the dynamic range of the amplifier, by replacing the single SQUID with a serial array of $M$ SQUIDs of $M$-times larger Josephson energy per SQUID (Fig. 7).

B. Josephson junction arrays

For simplicity we assume that all SQUIDs in the array have the same effective Josephson energy $M E_J$. Since the spatial extent of the junction is still small compared to typical resonance wavelengths, we can treat the array as a lumped element. To derive the nonlinearity of the oscillator for this situation we investigate how the different terms in the Lagrangian vary with $M$.

Assuming that the phase drop from the flux node at the end of the transmission line resonator to the ground is homogeneously distributed over the array, we have the same phase drop $\Phi_n/M$ across each SQUID, see Fig. 7. As a result the quadratic term in the Lagrangian scales as

$$\frac{E_J}{2} \frac{\Phi_n^2}{M} \rightarrow \sum_{i=1}^{M} \frac{ME_J}{2} \left( \frac{\Phi_n}{M} \right)^2 = \frac{E_J}{2} \Phi_n^2$$

and thus remains constant. This agrees with our expectation, since the total linear Josephson inductance has not been changed. However, the quartic term scales like

$$\frac{E_J}{24} \frac{\Phi_n^4}{M^2} \rightarrow \sum_{i=1}^{M} \frac{ME_J}{24} \left( \frac{\Phi_n}{M} \right)^4 = \frac{1}{M^2} \frac{E_J}{24} \Phi_n^4,$$

which leads to a quadratic decrease in the effective Kerr nonlinearity $K \rightarrow K/M^2$ and thus a quadratic increase in $N_{\text{crit}} \propto M^2$. Furthermore, the maximal photon number also scales as $N_{\text{max}} \propto M^2$ since the critical current of each junction is larger by a factor of $M$. In other words, the ratio $N_{\text{crit}}/N_{\text{max}}$ only depends on the total Josephson inductance whereas the bifurcation power increases quadratically in $M$. We thus conclude that the dynamic range of a JPA can be increased without affecting the amplifier bandwidth, by using an array of SQUIDs instead of a single SQUID. This conclusion is valid for both the transmission line JPA and the lumped element JPA.

In practice, the Josephson energies in the array are not all equal due to inhomogeneous coupling to the external magnetic flux and scatter in the critical current of Josephson junctions due to unavoidable variations in fabrication. A quantitative analysis of the influence of such variations of Josephson energies on the parametric amplifier characteristics could be an interesting task for future studies. This would help to quantify limitations in the accessible tuning range of the parametric amplifier and a realistic understanding of the breakdown of the low order expansion of the cosine potential. For such an approach the methods used in Ref. [62] could turn out to be useful.

VI. CONCLUSION

In summary, we have presented a detailed analysis of Josephson junction based parametric amplifiers, including a discussion of bandwidth, noise and dynamic range. By establishing relations between basic JPA properties and designable circuit parameters we have been able to derive two simple design strategies to achieve optimized JPA performance. On the one hand the contribution of the Josephson inductance to the total effective inductance of the resonant circuit has to be chosen sufficiently large. On the other hand the use of SQUID arrays instead of single SQUIDs provides the possibility to enhance the strength of the pump field close at the bifurcation point and with it the dynamic range of the JPA.
