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We provide a Boltzmann-type kinetic description for dilute polymer solutions based on two-fluid theory. This Boltzmann-type description uses a quasiequilibrium based relaxation mechanism to model collisions between a polymer dumbbell and a solvent molecule. The model reproduces the desired macroscopic equations for the polymer-solvent mixture. The proposed kinetic scheme leads to a numerical algorithm which is along the lines of the lattice Boltzmann method. Finally, the algorithm is applied to describe the evolution of a perturbed Kolmogorov flow profile, whereby we recover the major elastic effect exhibited by a polymer solution, specifically, the suppression of the original inertial instability.

DOI: 10.1103/PhysRevE.106.044501

I. INTRODUCTION

The numerical modeling of flows of polymeric liquids is often done via micro-macro simulations where one couples a continuum Navier-Stokes solver with a microscopic solver for the polymer dynamics. One of the simplest micromechanical approaches for modeling dilute polymer solutions in this manner is to treat them as a suspension of noninteracting elastic dumbbells immersed in a Newtonian solvent [1,2]. For Hookan dumbbells, it is also possible to obtain a macroscopic constitutive equation for the stress tensor in closed form (the Oldroyd-B model [1–3]), and thereby, have a purely microscopic constitutive equation for the stress tensor in closed form [4–6]. In most of the micro-macro approaches, the macroscopic flow solver, which solves the equations of motion using standard numerical techniques (finite difference or finite element), is coupled with microscopic Brownian dynamics (BD) simulations where one solves a large system of Langevin equations for the actual polymer molecules (the so-called CONFESSIT approach), or equivalent Brownian configuration fields, to obtain ensemble-averaged configuration statistics [7–10]. Thus, in this approach, while the kinetic theory of polymer dynamics, based on an underlying Fokker-Planck equation, is considered, the solvent is still treated at the mesoscopic level. In recent years, kinetic-theory-based solvers such as the lattice Boltzmann (LB) formulation have emerged as an alternative to direct solvers of Navier-Stokes equations [11–13]. Due to the efficiency of such solvers, instead of micro-macro coupling, meso-micro coupling, wherein mesoscopic solvent flow solvers [LB, dissipative particle dynamics (DPD), or multiparticle collision dynamics (MPCD)] replace the macroscopic flow solvers, is increasingly being advocated [14–18]. In many of these cases, the polymer-solvent coupling is achieved by a simple dissipative ansatz [14,17]. It would be natural to provide a kinetic theory framework where, along the lines of the original and classical case of gaseous mixtures [19,20], the solvent and solute are both modeled at the mesoscopic level. In the present case, this would imply a Boltzmann (or BGK)-based description of the solvent and a Fokker-Planck-type description of the polymer, and the aforementioned dissipative coupling would then emerge naturally in the resulting moment equations. A number of discrete algorithms exist where some version of polymer kinetic or constitutive equation is solved along with an LB solver for the fluid [21–23]. To the best of our knowledge, however, a Boltzmann- (or Fokker-Planck-) type kinetic formulation, which can describe the two-fluid dynamics of a polymer-solvent mixture, does not exist.

Moreover, any attempt to extend the original Boltzmann mixture theory has to consider fundamental issues absent in the kinetic theories for mixtures of structureless particles [19,20]. For example, modeling the polymer-solvent mixture needs one to account for the internal microstructure of the polymer molecules. It is the existence of these internal configurational degrees of freedom that lead to the characteristic entropic elasticity associated with flexible polymer chains. The momentum balance for a polymer solution may be written in the form [24]:

$$\frac{\partial J}{\partial t} + \frac{\partial}{\partial r}(\rho U) = -\frac{\partial}{\partial r}(p + P_{\text{osmotic}}) + \frac{\partial}{\partial r} \cdot (\Pi_S + \Pi_P),$$  \hspace{1cm} (1)

where $\rho$ is the total density, $J$ is the total momentum density, $p$ the hydrodynamic pressure, $\Pi_S = \eta_S [\nabla u_S + (\nabla u_S)^T]$ is the Newtonian viscous stress tensor with $\eta_S$ being the solvent viscosity, $P_{\text{osmotic}}$ is the additional osmotic stress due to the...
suspended polymer molecules, and $\Pi_P$ is the polymeric elastic stress tensor arising due to the nonlocal nature of momentum transport via the polymeric back-bone, and as mentioned above, reliant on internal degrees of freedom for its existence. The different stress contributions in the momentum balance above are well understood in terms of their relative importance [1]. The formulation of a phase-space kinetic theory for a polymer-solvent mixture raises the immediate question as to how to model the emergence of a nonlocal polymeric stress from the local collision picture of Boltzmann kinetic theory. Unlike the case of a simple gas mixture, such a nonlocal contribution emerges from describing the polymeric solute (modeled as a bead-spring chain with $N$ beads, say) in terms of an $N$-particle distribution function. Thus, any detailed kinetic model of a polymeric solution needs to couple the $N$-particle kinetic theory of the solute (the precise value of $N$ being dictated by the micromechanical model used; $N = 2$ for a dumbbell) with the single-particle kinetic theory of the solvent. Such a scenario requires new ingredients to be incorporated in a Boltzmann-type kinetic theory for mixtures of simple gases. For example, what does one mean by a collisional event? Does one speak of a collision between a bead and solvent or one between an effective sphere formed by the chain and the solvent molecule (see Fig. 1). What are the collisional invariants and set of slow moments in such a kinetic theory? Further, it is not obvious $a$ priori if, starting from a nonlocal description of a polymer dumbbell, the local collision inherent in Boltzmann kinetic theory can provide a set of slow moments in such a kinetic theory?

In the rheological context, the characteristic timescales of interest ensure that the polymer concentration is almost always regarded as uniform. This is reflected in the vast majority of macroscopic constitutive equations in polymer rheology being derived based only on the (internal) conformational degrees of freedom of the polymer molecules. The positional degrees of freedom are irrelevant owing to the small center-of-mass diffusivities of the suspended macromolecules, and the resulting long timescales that typically characterize the development of concentration inhomogeneities. There are at least two exceptions to this rule. The first is the dynamics of polymer-solvent mixtures close to the critical point where the enhanced osmotic compressibility renders concentration fluctuations important. It is known that elastic stresses associated with the dynamics of the inhomogeneous polymer concentration field, when coupled to an ambient shear flow, lead to enhanced scattering in the single phase region above the critical point [25,26]. In attempting to model these concentration fluctuations, which differ qualitatively from those of simple fluid mixtures close to the critical point, researchers have used two-fluid equations at the continuum level [24,27–30]. In these models, the independent variables of interest are the polymer and solvent mass and momentum densities. The component mass densities satisfy the respective continuity equations. The momentum balance for the Newtonian solvent involves the familiar viscous stress, while the polymer is also acted on by a combination of osmotic and elastic stresses that are nontrivial functions of the polymer concentration. Such a coupling mechanism between the polymer stresses and concentration, as proposed in Ref. [27], has often been used to explain the shear banding in polymer solutions and other complex fluids [31,32]. In addition, each of these species is acted on by an interphase drag force that resists any relative motion. The second scenario where the inhomogeneity of the polymer concentration field becomes important is in shearing flows of polymer solutions in confined geometries, specifically microfluidic channels [33]. In these cases, the polymer residence time becomes long enough to be comparable to the timescale of stress-driven migration in the transverse direction; essentially on account of the disparity between the longitudinal and transverse channel dimensions. There have been several attempts to explain the phenomenon of stress-driven migration that leads to concentration inhomogeneities manifesting as near-wall depletion layers [34–37]. Some of these efforts again are kinetic-theory-based with the solvent still treated as a continuum [38,39], while others employ a more formal approach based on the Hamiltonian theory of nonequilibrium thermodynamics [40,41]. A third scenario where the diffusive degrees of freedom of the suspended microstructure are of importance is shear-bandining instabilities that are known to occur in wormlike micellar solutions [32].

Keeping in mind the aforementioned earlier approaches to the dynamics and rheology of polymer solutions, the two-component phase-space kinetic theory for polymer solutions formulated in this paper leads to a computationally efficient numerical algorithm that allows for the (1) the characterization of complex flows, both nonviscometric laminar and turbulent, of polymer solutions free of closure approximations that characterize earlier macroscopic constitutive-equation-based approaches (for instance, see [42,43]); (2) prediction of near-critical dynamics of polymer molecules without the approximation underlying earlier phenomenological descriptions; and (3) prediction of stress-driven migration of polymer molecules in confined geometries, and the associated characterization of wall-depletion layers.

The paper is organized as follows. A brief description of the Boltzmann-based kinetic theory of a binary (simple) gas mixture is given in Sec. II. Then in Sec. III we describe the kinetic-theory-based approach for a polymer solvent mixture, wherein the polymer is modeled as a dumbbell and the solvent molecules are structureless particles, and the moment equations for which are consistent with the phenomenological...
description used in the analysis of concentration fluctuations in near-critical polymer solutions. In Sec. IV the collision model for a binary gas mixture required within the framework of a numerical implementation, is discussed. The drawback of the single relaxation time approximation of the BGK collision model is pointed out to begin with, which is that of having a fixed Schmidt (Sc) number. This is followed by the introduction of quasiequilibrium-based collision models with a tunable Schmidt number. Section V deals with a quasiequilibrium-based collision model for a polymer-solvent mixture, which is shown to reproduce the desired continuum description. The discrete numerical scheme is discussed in Sec. VI where, starting with the description of the popular two-dimensional lattice model for solvent in Sec. VI A, we introduce the unconventional hyper-lattice model to solve for the two-particle distribution function of polymer dumbbell in Sec. VI B. This is followed by a review of the time discretization scheme, and the boundary conditions in the discrete orientation space, in Sec. VI C. In Sec. VII the effect of polymers in the suppression of inertial instabilities is illustrated for the specific case of a Kolmogorov flow. Finally, the work is summarized in Sec. VIII.

II. THE BOLTZMANN EQUATION FOR A BINARY MIXTURE

In this section, we briefly recall the Boltzmann model as applied to a binary gas mixture [44,45]. In a binary gas mixture consisting of two components with masses \( m_j \) \( (j = A, B) \), in addition to the self-collisions of the A and B particles, cross-collisions between the A and B particles also occur. Thus, as shown in Fig. 2, three kinds of collisions can occur at a given spatial location \( x \) at any instant in time. The kinetic equations governing the evolution of the probability distribution functions of the individual components \( f_A(x, v_A, t) \) and \( f_B(x, v_B, t) \) are

\[
\frac{\partial}{\partial t} f_A(x, v_A, t) + v_A \cdot \frac{\partial f_A}{\partial x} = \frac{\Omega_{AA}(f_A, f_A) + \Omega_{AB}(f_A, f_B)}{\Omega_A},
\]

\[
\frac{\partial}{\partial t} f_B(x, v_B, t) + v_B \cdot \frac{\partial f_B}{\partial x} = \frac{\Omega_{BA}(f_B, f_A) + \Omega_{BB}(f_B, f_B)}{\Omega_B},
\]

where \( f_j(x, v_j, t) \) denotes the probability density of finding a molecule of component \( j (j = A \text{ or } B) \) at position \( x \) and time \( t \). \( \Omega_{AA}, \Omega_{BB} \) are the self-collision contributions and \( \Omega_{AB}/\Omega_{BA} \) is the cross-collision contribution which is expressed as [46]

\[
\Omega_{AB}(f_j, J_k) = \int d\nu'_j d\nu_k d\nu'_k [f_j(x, \nu'_j, t)f_k(x, \nu_k, t)]
\]

\[
+ f_j(x, \nu_j, t)f_k(x, \nu_k, t)[\omega(\nu'_j, \nu'_k | \nu_j, \nu_k)].
\]

The transition probability density, \( \omega(\nu'_j, \nu'_k | \nu_j, \nu_k) \) in Eq. (3), defines the probability that a binary collision between molecules of the components \( j \) and \( k \) at a given location \( x \), with velocities \( \nu_j \) and \( \nu_k \), leads to velocities \( \nu'_j \) and \( \nu'_k \) in accordance with the laws of an elastic collision:

\[
m_j \nu_j + m_k \nu_k = m_j \nu'_j + m_k \nu'_k,
\]

\[
m_j \nu_j^2 + m_k \nu_k^2 = m_j \nu'_j^2 + m_k \nu'_k^2.
\]

The transition probability, \( \omega \), is symmetric with respect to its dependence on the pre- and postcollisional velocities,

\[
\omega(\nu_j, \nu_k | \nu'_j, \nu'_k) = \omega(\nu'_j, \nu'_k | \nu_j, \nu_k).
\]

reflecting the detailed balance that exists at equilibrium. Self-collisions do not affect mass, momentum and energy conservation. Cross-collisions too do not affect the mass conservation, and one obtains the usual continuity equations for the individual components. However, momentum and kinetic energy are exchanged between components via cross-collisions in such a manner that the total momentum and energy are conserved.

Using the kinetic equations (2), the evolution equations for the component momenta, defined by \( J_j = \langle m_j \nu_j, f_j \rangle \), are given by [46]

\[
\frac{\partial J_A}{\partial t} + \frac{\partial}{\partial x} \cdot P_A = \Omega_{AB}, m_A v_A,
\]

\[
\frac{\partial J_B}{\partial t} + \frac{\partial}{\partial x} \cdot P_B = \Omega_{BA}, m_B v_B,
\]

where the component momentum fluxes (or stress tensors) are defined by \( P_j = \langle m_j \nu_j \nu_j, f_j \rangle \) in the above equations, and the angular brackets denote a velocity-space average with respect to \( f_j \), so \( \langle \phi, f_j \rangle = \int \phi f_j d\nu_j \). Using (3), we get

\[
\langle \Omega_{AB}, m_A v_A \rangle = m_A \int d\nu_A d\nu' A d\nu_B d\nu' B [v'_A - v_A] 
\times f_A(x, \nu'_A, t)f_B(x, \nu'_B, t)\omega,
\]

\[
\langle \Omega_{BA}, m_B v_B \rangle = m_B \int d\nu_A d\nu' A d\nu_B d\nu' B [v'_B - v_B] 
\times f_A(x, \nu'_A, t)f_B(x, \nu'_B, t)\omega.
\]

Using momentum conservation given by (4), in (7), we get

\[
\langle \Omega_{AB}, m_A v_A \rangle + \langle \Omega_{BA}, m_B v_B \rangle = 0.
\]

Thus, the cross-collisions between the two species are solely responsible for momentum exchange, and the corresponding

---

*FIG. 2. Schematic showing different types of collision in a binary gas mixture.*
flux can be defined as
\[ V_D = \frac{\tau_{AB}}{2}(\langle \Omega_{AB}, m_A v_A \rangle - \langle \Omega_{BA}, m_B v_B \rangle) \]
where \( V_D \) is the diffusion flux that characterizes the aforementioned exchange process, and the associated timescale \( \tau_{AB} \) is the mean free time which can be extracted from the cross-collision contribution \( \Omega_{AB} \) (or \( \Omega_{BA} \)). The equations for the component momenta, in terms of diffusion flux, then take the form
\[
\frac{\partial J_A}{\partial t} + \frac{\partial}{\partial x} \cdot P_A = \frac{V_D}{\tau_{AB}} \\
\frac{\partial J_B}{\partial t} + \frac{\partial}{\partial x} \cdot P_B = -\frac{V_D}{\tau_{AB}}.
\]
\( \text{(10)} \)
By subtracting one equation from another in Eq. (10) and using Chapman-Enskog expansion, the Stefan-Maxwell binary diffusion equations can be recovered which relate \( \tau_{AB} \) and the diffusion coefficient, \( D_{AB} \), as \( D_{AB} = (X_A X_B / m_A m_B) \tau_{AB} P \), where \( X_i (m_i / n) \) is the individual component mole fraction, \( P(= n k_B T) \) is the thermodynamic pressure of the system and \( m_A [= \rho_A \rho_B / (\rho_A + \rho_B)] \) is the reduced mass with \( \rho_j = (m_j, f_j) \) [44,45]. The formal expression for the diffusion flux is provided in Sec. IV where collision models for the binary gas mixtures are discussed in detail. From the relations governing \( J_A \) and \( J_B \) [Eq. (10)], and with \( J = J_A + J_B \), one obtains
\[
\frac{\partial J}{\partial t} + \frac{\partial}{\partial x} \cdot P = 0,
\]
\( \text{(11)} \)
with \( P = P_A + P_B \) which is consistent with the total mixture momentum being conserved. Similarly, the evolution of the component stress tensors is governed by equations of the form
\[
\frac{\partial}{\partial t} P_j + \frac{\partial}{\partial x} \cdot Z_j = (\Omega_{jj}, m_j v_j v_j) + (\Omega_{jk}, m_j v_j v_j),
\]
\( \text{(12)} \)
where \( j \neq k \), and \( Z_j \) is a third-order tensor which represents the flux corresponding to \( P_j \), and can be written in terms of the distribution function as \( Z_j = (m_j v_j v_j v_j, f_j) \). The trace of Eq. (12) for \( j = A, B \) corresponds to the evolution of the component kinetic energies. Energy conservation per collision, as stated in Eq. (4), implies that the total kinetic energy is conserved [that is, \( \text{tr}(P) \) is a constant].

The dynamics of the solute (polymer modeled as a dumbbell) is governed by a two-particle distribution function \( f^{(2)}(x_1, x_2, v_1, v_2, t) \) which defines the probability of finding the dumbbell such that the bead 1 is at \( x_1 \) with velocity \( v_1 \) and bead 2 is located at \( x_2 \) with velocity \( v_2 \) at any instant of time \( t \). The mass density of the polymer component at the position \( x \) is then defined as
\[
\rho_S = \langle m_S, f^{(1)}_S \rangle, \quad J_S = \rho_S u_S = \langle m_S v_S, f^{(1)}_S \rangle, \quad \rho_S T_S = \langle m_S (v_S - u_S)^2, f^{(1)}_S \rangle.
\]
\( \text{(13)} \)

The simplest micromechanical theory of the polymer solution is based on a two-component mixture with one of the components being a structureless solvent particle of mass \( m_S \) and the other component being a polymer dumbbell consisting of two point masses (each of mass \( m_B \)) connected by a massless spring; a schematic of the model appears in Fig. 3. The spring force is a function of the relative separation of the pair of masses, being given by \( F_i (x_2 - x_1) \) (for \( v, \xi = 1, 2 \)) such that \( F_1 = -F_2 \). Based on the schematic of the model shown in Fig. 3, we extend the Boltzmann paradigm summarized in Sec. II to the case of a dilute polymer solution.

As before, the dynamics of the solvent phase is governed by the single-particle distribution function \( f^{(1)}(x, v_S, t) \) which denotes the probability of finding a solvent molecule at position \( x \) with velocity \( v_S \) at time \( t \). The subscripts \( S, P \) denote solvent and polymer, respectively; note the added superscript I which helps draw a distinction to the pair probability that is relevant to the polymeric dumbbell and does not appear in the description of the simple gas mixture above. The solvent mass density \( \rho_S \), momentum density \( \rho_S u_S \), and temperature \( T_S \) are defined as
\[
\rho_S = \langle m_S, f^{(1)}_S \rangle, \quad J_S = \rho_S u_S = \langle m_S v_S, f^{(1)}_S \rangle, \quad \rho_S T_S = \langle m_S (v_S - u_S)^2, f^{(1)}_S \rangle.
\]
\( \text{(14)} \)
which accounts for contributions of both beads. Therefore, \( \rho_p = 2 m_B n_p \), where \( n_p \) is the number density of polymers. Along the same lines, it is natural to define the momentum density and the stress tensor as [47]

\[
J_p(x, t) = m_B \int v_{p1} f_p^{II}(x_1, x_2, v_{p1}, v_{p2}, t) \delta(x - x_1) d v_{p1} d v_{p2} \, dx_1 \, dx_2 \\
+ m_B \int v_{p2} f_p^{II}(x_1, x_2, v_{p1}, v_{p2}, t) \delta(x - x_2) d v_{p1} d v_{p2} \, dx_1 \, dx_2,
\]

\[
P_p(x, t) = m_B \int v_{p1} v_{p1} f_p^{II}(x_1, x_2, v_{p1}, v_{p2}, t) \delta(x - x_1) d v_{p1} d v_{p2} \, dx_1 \, dx_2 \\
+ m_B \int v_{p2} v_{p2} f_p^{II}(x_1, x_2, v_{p1}, v_{p2}, t) \delta(x - x_2) d v_{p1} d v_{p2} \, dx_1 \, dx_2.
\]

The stress, \( P_p \) in Eq. (16) constitutes only the kinetic contribution to the stress tensor, resulting from the (ballistic) motion of the beads across a surface. The entropic stress arising due to the interparticle force is discussed later in this section. The trace of \( P_p \) would be the sum of the averaged kinetic energies of the two beads which constitute a part of the osmotic pressure. The total osmotic pressure would be the sum of the kinetic energies of the two beads (compressive) and the trace of the entropic stress (tensile), this sum being proportional to the number density of dumbbells. Further, as implicit in the definitions above, a solvent-bead collision at the location of interest can involving either of the two beads. The momentum balance for each of these collisions may be written as

\[
m_s v_S + m_B v_{p1} = m_S v_{S1} + m_B v_{p1}
\]

and

\[
m_s v_S + m_B v_{p2} = m_S v_{S2} + m_B v_{p2}.
\]

The elementary collisions involved in the polymer solution are more complicated owing to the internal degree of freedom associated with the polymer molecule (dumbbell). Unlike the binary gas mixture in Sec. II, binary cross-collisions are now nonlocal. Therefore, the polymer dumbbell will collide with the solvent molecule located at \( x \) if either of its beads is located at \( x \) with the other bead separated by a finite distance \( Q \) (see Fig. 4). Here it should be pointed out that the kinetic description of the polymer solution simplifies in terms of a one particle probability distribution defined as

\[
f_p^I(x, v_p, t) = \int d x_2 d v_{p2} f_p^{II}(x, x_2, v_p, v_{p2}, t) \\
+ \int d x_1 d v_{p1} f_p^{II}(x_1, x, v_{p1}, v_p, t),
\]

which corresponds to the probability of finding either of the beads of the dumbbell at \( x \) with velocity \( v_p \). Before we introduce the simplified form of the kinetic equations, we present another way of representing the dumbbell configuration space which is shown in Fig. 5, where the configuration of a polymer dumbbell is defined in terms of \( r \) and \( Q \) with \( Q = x_2 - x_1 \). This corresponds to either bead 1 or 2 being at location \( r \) (the other being at \( r \pm Q \)), with velocity \( v_p \). The velocity of the end-to-end vector \( Q \) is denoted as \( \dot{Q} \). The center of mass, in this notation, is located at \( r = R_v \), where \( R_v = (-1)^i Q / 2 \) is the vector from the center of mass of the dumbbell to the \( i^{th} \) bead; the velocity associated with the center of mass being \( v_p - R_v \). This \( (r, Q) \) coordinate system will eventually be used in our kinetic modeling. The one-particle distribution function for the polymer, as defined by Eq. (19), takes the following form in \( r - Q \) coordinates:

\[
f_p^I(r, v_p, t) = \sum_i \int f_p^{II}(r - R_v, Q, v_p - R_v, \dot{Q}, t) v Q \, d Q \, d \dot{Q}.
\]

Having clarified the basic elements involved in the probabilistic description, we now extend the kinetic model of the binary mixture in Sec. II to the case of a polymer solution using the collision picture given in Fig. 4. The model given below describes the dynamics of the solvent molecules using the one-particle distribution function \( f_S^I(x, v_S, t) \) and that of the polymer dumbbells using the two-particle distribution function \( f_p^{II}(x_1, x_2, v_{p1}, v_{p2}, t) \), and in addition, accounts for the nonlocal collision picture in Fig. 4.

The evolution equation for the solvent probability density, in a manner similar to the simple gas model given in the previous section, can be written as

\[
\left( \frac{\partial}{\partial t} + v_S \frac{\partial}{\partial x} \right) f_S^I(x, v_S, t) = \Omega_{SS}(f_S^I, f_S^I) + \Omega_{SP}(f_S^I, f_p^{II}).
\]

where \( \Omega_{SS} \) accounts for the collisions between the solvent molecules, and has a form analogous to the collision terms in
Sec. II, $\Omega_{SP}$ accounts for the cross-collision between a solvent molecule and a polymer dumbbell, and in explicit form, is given by

$$\Omega_{SP}(f^S_1, f^H_1) = \int d\mathbf{v}_S^1 d\mathbf{v}_P^1 d\mathbf{v}_P^2 d\mathbf{v}_P^2 d\mathbf{x}_2 \left[ f^S_1(x, v^S_1, t)f^H_1(x, x_2, v^P_1, v^P_2, t) - f^S_1(x, v^S_1, t)f^H_1(x, x_2, v^P_1, v^P_2, t) \right] \omega_1,$$

$$+ \int d\mathbf{v}_S^2 d\mathbf{v}_P^2 d\mathbf{v}_P^2 d\mathbf{v}_P^2 d\mathbf{x}_1 \left[ f^S_2(x, v^S_2, t)f^H_1(x_1, v^P_1, v^P_2, t) - f^S_2(x, v^S_2, t)f^H_1(x_1, v^P_1, v^P_2, t) \right] \omega_2,$$

where the short-hand notations

$$\omega_1 \equiv \omega(v^S_1, v^P_1 | v^S_2, v^P_2), \quad \omega_2 \equiv \omega(v^S_2, v^P_2 | v^S_1, v^P_1)$$

are used for the transition probabilities. The first integral on the right-hand side of Eq. (22) accounts for both the direct and inverse collisions between a solvent molecule and the first bead of the dumbbell. The solvent molecule moving with velocity $v_s$ collides with the first bead moving with velocity $v_{p1}$, and located at $x$, with both switching to postcollisional velocities $v^{'S}_1$ and $v^{'P}_1$ with probability $\omega_1$. Conversely, a solvent molecule with precollisional velocity $v^{'S}_1$ can collide with the first bead of the polymer with velocity $v^{'P}_1$, leading to velocities $v_s$ and $v_{p1}$. Similarly, the second integral term accounts for the collision between solvent and the second bead of the polymer dumbbell. In terms of the reduced single-particle distribution $f^S_2$ [see Eq. (19)], the cross-collision term in Eq. (22) may be rewritten as

$$\Omega_{SP}(f^S_1, f^H_1) = \int d\mathbf{v}_S^1 d\mathbf{v}_P d\mathbf{v}_P^2 \left[ f^S_1(x, v^S_1, t)f^H_1(x, v^P_2, t) - f^S_1(x, v^S_1, t)f^H_1(x, v^P_1, t) \right] \omega_1,$$

which is now analogous to the cross-collision term in the Boltzmann equation for the simple gas mixture as given in Eq. (3) [48]. Similarly, the kinetic equation for the evolution of the pair-probability characterizing the polymer solute is

$$\left( \frac{\partial}{\partial t} + \mathbb{V}_P \frac{\partial}{\partial x_1} + \mathbb{V}_P \frac{\partial}{\partial x_2} + \frac{F_1}{m_1} \frac{\partial}{\partial v^P_1} + \frac{F_2}{m_2} \frac{\partial}{\partial v^P_2} \right) \int f^H_1(x_1, x_2, v^P_1, v^P_2, t) = \Omega_{PS}(f^S_1, f^H_1),$$

where $F_1$ and $F_2$ are the entropic spring forces acting on the beads of the dumbbell. These forces are of the general form $F_i = (-1) \zeta f(Q)$ where $f(Q) = Q$ for the Hookean dumbbell, and $f(Q) = \frac{Q}{Q_{max}}$ for a FENE dumbbell where $L_{Qmax}$ represents the maximum extension of the dumbbell. In these expressions is the spring constant. In the case where the underlying polymer molecule is well represented by a freely jointed bead-rod chain with $N$ beads, connected by rods of length $a$, one has $H = 3k_B T/((N-1)a^2)$. In Eq. (25), the self-collision contribution ($\Omega_{SP}$) corresponding to the collisions between beads of different polymers (dumbbells) has been neglected since this contribution is negligibly small in the dilute limit under consideration. Moreover, modeling polymer-polymer interactions in the framework of hard-sphere collisions is not straightforward since instead of bouncing off each other, actual polymer coils tends to interpenetrate one another. These interactions are crucial to account for critical overlap concentration, a parameter of significant importance in semidilute polymeric solutions. A conformation dependent mean-field force, as discussed in Refs. [49–52], can be used to introduce polymer-polymer interactions in the current framework. This force can be modeled alongside the spring force. However, capturing the fluctuations of polymers concentration (phase-separation) in the vicinity of the critical point is more complicated and also requires a nontrivial dependence of osmotic pressure on polymer concentration which can be provided in an ad hoc manner in the current framework. The cross-collision term (between solvent molecule and polymer dumbbell) $\Omega_{PS}$ is given as

$$\Omega_{PS}(f^S_1, f^H_1) = \int d\mathbf{v}_S^1 d\mathbf{v}_P d\mathbf{v}_P^2 \left[ f^S_1(x, v^S_1, t)f^H_1(x_1, x_2, v^P_1, v^P_2, t) - f^S_1(x_1, x_2, v^P_1, v^P_2, t)f^H_1(x, v^P_1, v^P_2, t) \right] \omega_1,$$

$$+ \int d\mathbf{v}_S^2 d\mathbf{v}_P d\mathbf{v}_P^2 \left[ f^S_1(x_1, x_2, v^S_2, t)f^H_1(x, v^P_1, v^P_2, t) - f^S_1(x, v^S_2, t)f^H_1(x_1, x_2, v^P_1, v^P_2, t) \right] \omega_2,$$

where, the first term on the right-hand side accounts for the collision between a solvent molecule and bead 1 located at $x_1$ and the second term accounts for the collision between a solvent molecule and bead 2 located at $x_2$. Using the definition of $f^H_1$ as given in (20) and (25) may again be written in terms of $f^H_1$ as

$$\left( \frac{\partial}{\partial t} + \mathbb{V}_P \frac{\partial}{\partial x} \right) f^H_1(x, v^P_1, t) + \frac{1}{m_1} \frac{\partial}{\partial v^P_1} \left[ \int d\mathbf{x}' d\mathbf{v}' F(x - x') \left[ f^H_1(x', v^P_1, v^P_2, t) + f^H_1(x', v^P_1, v^P_1, t) \right] \right]$$

$$= \int d\mathbf{v}_S^2 d\mathbf{v}_P d\mathbf{v}_P^2 \left[ f^S_1(x, v^S_1, t)f^H_1(x, v^P_1, v^P_2, t) - f^S_1(x, v^S_2, t)f^H_1(x, v^P_1, v^P_2, t) \right] \omega_1.$$

which bears a closer resemblance to the kinetic equation (21) for the solvent, but for the obvious change of subscript ($S \leftrightarrow P$). The exception is, of course, the entropic force between the beads that still depends on the pair probability density ($f^H_1$). It is worth commenting briefly on the timescales underlying the description based on Eq. (27). There are two such timescales: The first one of $O(m_1/H)^{1/2}$ for the Hookean dumbbell, which characterizes the short-time oscillatory dynamics of the bead under the action of the entropic restoring force, and the second of $O(\zeta/4H)$, $\zeta$ being the
friction coefficient, that characterizes the overdamped relaxation of the beads under an instantaneous balance between the entropic spring force and a frictional force. Based on an analogy with the motion of a Brownian particle under the action of a harmonic potential [53], the prevalence of underdamped \textit{vis-à-vis} overdamped dynamics depends on the relative magnitudes of the aforementioned timescales and thus, on the ratio \((m_0H)^{1/2}/\zeta\). The dynamics is overdamped for \((m_0H)^{1/2}/\zeta \ll 1\), which is the limit that is relevant to polymer molecules, and thus, the timescale characterizing the polymeric configuration dynamics is \(O(\zeta/4H)\).

\textit{A priori} it is not obvious that local conservation laws exist in this system. Therefore, in what follows, the set of conservation laws arising from the kinetic description given by Eq. (21) and Eq. (25) is discussed. Similar to the Boltzmann equation for the simple gas mixture, cross-collisions conserve mass in the present model. Furthermore, as expected, the total momentum is conserved, while individual momenta are not; note that, unlike the binary gas mixture, the natural way to define solute momentum density is by

\[
\frac{\partial \rho_S + \partial_x \cdot \mathbf{J}_S}{\partial t} = m_S \int d\mathbf{v}_S d\mathbf{v}_1 d\mathbf{v}_1' f_{S}^0(x, \mathbf{v}_S) f_{P}^0(x, \mathbf{v}_1') \omega(\mathbf{v}_S, \mathbf{v}_1 | \mathbf{v}_S, \mathbf{v}_1') - \int d\mathbf{v}_S d\mathbf{v}_1 d\mathbf{v}_1' f_{S}^0(x, \mathbf{v}_S) f_{P}^0(x, \mathbf{v}_1') \omega(\mathbf{v}_S, \mathbf{v}_1 | \mathbf{v}_S, \mathbf{v}_1')
\]

\[
= 0,
\]

which implies the mass conservation for the solvent. Similarly, the evolution of the solvent momentum density of the solvent is given by

\[
\frac{\partial \mathbf{J}_S + \partial_x \cdot \mathbf{P}_S}{\partial t} = m_S \int d\mathbf{v}_S d\mathbf{v}_1 d\mathbf{v}_1' [f_{S}^0(x, \mathbf{v}_S, t) f_{P}^0(x, \mathbf{v}_1, t) - f_{S}^0(x, \mathbf{v}_S, t) f_{P}^0(x, \mathbf{v}_1', t)] \omega_1
\]

\[
= m_S \int d\mathbf{v}_S d\mathbf{v}_1 d\mathbf{v}_1' [\mathbf{v}_S - \mathbf{v}_1'] f_{S}^0(x, \mathbf{v}_S, t) f_{P}^0(x, \mathbf{v}_1, t) \omega_1,
\]

where \(\mathbf{P}_S\) denotes the solvent momentum flux, and similar to the binary gas mixture, the term on the right-hand side of the equation accounts for the momentum exchange between the solvent and polymer components.

Unlike the solvent, showing the existence of mass conservation for the polymer phase is a little more subtle owing to the nonlocality of the dumbbell. The evolution equation for the polymer mass density, defined via Eq. (14), shows the existence of such a conservation law. This evolution equation is written, using Eq. (25), as

\[
\frac{\partial \rho_P + \partial_x \cdot \mathbf{J}_P}{\partial t} = m_B \int d\mathbf{x}_2 d\mathbf{v}_1 d\mathbf{v}_2 \Omega_{PS}(x_1, x_2, \mathbf{v}_1, \mathbf{v}_2, t) \delta(x - x_1) + m_B \int d\mathbf{x}_2 d\mathbf{v}_1 d\mathbf{v}_2 \Omega_{PS}(x_1, x_2, \mathbf{v}_1, \mathbf{v}_2, t) \delta(x - x_2),
\]

\[
= 0,
\]

which, on using symmetry of the transition probability, reduces to the usual continuity equation for the polymer component as

\[
\frac{\partial \rho_P + \partial_x \cdot \mathbf{J}_P}{\partial t} = 0,
\]

where the momentum density of the polymer phase \(\mathbf{J}_P\) has been defined in Eq. (15). The evolution equation for the polymer momentum density takes the form

\[
\frac{\partial \mathbf{J}_P + \partial_x \cdot \mathbf{P}_P - \mathbf{I}}{\partial t} = m_B \int d\mathbf{v}_S d\mathbf{v}_1 d\mathbf{v}_1' d\mathbf{v}_2 d\mathbf{v}_2' [f_{S}^0(x, \mathbf{v}_S, t) f_{P}^0(x, \mathbf{v}_2, \mathbf{v}_2', t) - f_{S}^0(x, \mathbf{v}_S, t) f_{P}^0(x, \mathbf{v}_1, \mathbf{v}_1', t)] \omega_1
\]

\[
+ m_B \int d\mathbf{v}_S d\mathbf{v}_1 d\mathbf{v}_1' d\mathbf{v}_2 d\mathbf{v}_2' d\mathbf{x}_1 d\mathbf{x}_2 f_{S}^0(x, \mathbf{v}_S, t) f_{P}^0(x, \mathbf{v}_1, \mathbf{v}_1', t) - f_{S}^0(x, \mathbf{v}_S, t) f_{P}^0(x, \mathbf{v}_2, \mathbf{v}_2', t)] \omega_2
\]

\[
= m_B \int d\mathbf{v}_S d\mathbf{v}_1 d\mathbf{v}_1' [\mathbf{v}_S - \mathbf{v}_1'] f_{S}^0(x, \mathbf{v}_S) f_{P}^0(x, \mathbf{v}_1) \omega_1,
\]

where the symmetry of the transition probability has again been used for the collision term. The term \(\mathbf{I}\) on the left-hand side of Eq. (32) is defined as

\[
\mathbf{I}(x, t) = \int \mathbf{F}(x_2 - x) \psi(x, x_2, t) dx_2 - \int \mathbf{F}(x - x_1) \psi(x_1, x, t) dx_1,
\]

where the condition \(\mathbf{F}_1 = -\mathbf{F}_2 \equiv \mathbf{F}\) is used, with the configuration distribution function \(\psi\) being defined as

\[
\psi(x_1, x_2, t) = \int d\mathbf{v}_1 d\mathbf{v}_2 f_{P}^0(x_1, x_2, \mathbf{v}_1, \mathbf{v}_2, t).
\]
The local collision of the solvent molecule with individual bead will result in an impulse which is communicated down the backbone of the polymer dumbbell. This motion can also be understood as the nonlocal momentum transfer due to stretching of the polymer spring, the effect of which in polymer momentum density evolution [Eq. (32)] is represented by the term \( J \).

Coming back to the term, \( J \), the integral of which over all space is given by

\[
\int dx J(x, t) = \int dx dx_2 F(x_2 - x) \psi(x, x_2, t) - \int dx dx_1 F(x - x_1) \psi(x_1, x, t) = 0.
\]

(35)

Thus, global momentum conservation is not affected by \( J \), and it can, in fact, be defined as the divergence of a second-order tensor as

\[
J = \frac{\partial}{\partial r} \cdot \Theta. \tag{36}
\]

To see this, we note that \( J \) [Eq. (33)] can be rewritten in \((r, Q)\) coordinates as

\[
J(r, t) = \sum_p \int F_v(Q) \psi(r - r_v, Q, t) dQ.
\]

(37)

Further, assuming the configuration probability density to vary slowly over a dumbbell length, and expanding the configuration distribution function \( \psi \) in a Taylor series [47] as

\[
\psi(r - R_v, Q, t) = \psi(r, Q, t) - R_v \cdot \frac{\partial}{\partial r} \psi(r, Q, t) + \frac{R_v R_v}{2} \frac{\partial^2}{\partial r \partial r} \psi(r, Q, t) + \cdots,
\]

(38)

which gives (36) with

\[
\Theta(r, t) = \int \psi(r, Q, t) Q F dQ.
\]

(39)

which is the usual form of the polymeric configurational stress tensor; for Hookean dumbbells, the expression reduces to the spring constant \( H \) times the conformation tensor given as

\[
\Theta(r, t) = \int \psi(r, Q, t) Q F dQ.
\]

Equation (32) therefore takes the form

\[
\frac{\partial J_v}{\partial t} + \frac{\partial}{\partial r} \cdot (P_v + P_S - \Theta) = m_B \int dv_S d\nu_S d\nu_{S1} d\nu_{p1} [v_p - v_p'] f_S(x, v_{S1}) f_P^1(x, v_{p1}) \omega_1.
\]

(40)

It should be noted that while the above expansion of the configuration probability density, in yielding the usual elastic stress tensor, is restricted to the characteristic flow dimension being much larger than the polymer radius of gyration, the kinetic theory formulation above is not limited by this assumption. For instance, the term \( I \), in its original form in Eq. (32), allows for a nonlocal stress tensor in cases where the flow or geometric dimension starts to become comparable to the radius of gyration [54].

Finally, the evolution equation for the total momentum density \( J = J_F + J_S \), obtained by adding those for the component momenta [Eqs. (29) and (40)] is

\[
\frac{\partial J}{\partial t} + \frac{\partial}{\partial r} \cdot (P_v + P_S - \Theta) = 0.
\]

(41)

This conservation form for the total momentum density also implies that the evolution of the momentum densities of the solvent and polymer [Eqs. (21) and (25)] can, similar to the gas mixture, be rewritten in terms of a diffusion velocity as

\[
\frac{\partial J_F}{\partial t} + \frac{\partial}{\partial r} \cdot P_F(r, t) = \frac{1}{\tau_{PS}} V_D,
\]

\[
\frac{\partial J_S}{\partial t} + \frac{\partial}{\partial r} \cdot P_S(r, t) = \frac{1}{\tau_{PS}} V_D + \frac{\partial}{\partial r} \cdot \Theta,
\]

(42)

where, using Eq. (29), \( V_D \) is defined as

\[
V_D = \tau_{PS} m_S \int dv_S d\nu_S d\nu_{S1} d\nu_{p1} [v_S - v_S'] f_S(x, v_{S1}) f_P^1(x, v_{p1}) \omega_1,
\]

(43)

Here \( \tau_{PS} \) can again be understood as a timescale associated with the drag force which resists the velocity difference between the two components [24,29].

To conclude, in this section starting from a Boltzmann-like kinetic description of the solvent-polymer mixture in phase space, a set of conversation laws, analogous to those obtained in Refs. [24,27–30], have been obtained for the polymer solution. Indeed, these equations must be reproduced by any model equation written for this system. In subsequent sections, a simple BGK-type model is developed, where these equations are used as consistency conditions.

IV. COLLISION MODEL FOR BINARY GAS MIXTURE

Having introduced the kinetic theory framework for both the binary gas and the polymer-solvent mixtures, we now move on to a brief description of the corresponding collision models for purposes of numerical implementation. As already seen in Sec. II, any self-consistent collision model for the binary gas mixture should obey the following properties:
(1) The self-collision does not affect mass, momentum, and energy conservation:

$$ \Omega_{jj}, m_j \left\{ \begin{array}{c} 1 \\ \frac{1}{\tau} \end{array} \right\} = 0. \quad (45) $$

(2) The cross-collision does not affect mass conservation, but leads to momentum and energy exchanges between components such that the total momentum and energy are conserved:

$$ \langle m_j \Omega_{jk} \rangle = 0 \text{ with } j \neq k (= A, B), \quad (46) $$

$$ \langle \Omega_{AB}, m_A v_A \rangle + \langle \Omega_{BA}, m_B v_B \rangle = 0, \quad (47) $$

$$ \left\{ \Omega_{AB}, m_A v_A^2 \right\} + \left\{ \Omega_{BA}, m_B v_B^2 \right\} = 0, \quad (48) $$

with \( j = A, B \).

(3) Indifferentiability: The mixture description reduces to the single-component description when the components become mechanically equivalent. Thus, when \( m_A = m_B \), the total distribution \( f = f_A + f_B \) must obey the single species Boltzmann equation [19,48].

$$ \Omega_j = \frac{1}{\tau} \left[ f_j^{MB}(\rho_j, U, T) - f_j \right], \quad (54) $$

where \( U = J/\rho \) is the total mixture velocity and \( \rho = \rho_A + \rho_B \) is the mixture mass density. This gives the following form for the rate of change of the nonconserved mixture moments:

$$ \left\{ \Omega_j, m_j v_j \right\} = -\frac{1}{\tau} (P - P^{eq}), \quad (55) $$

where \( P^{eq} = nk_BT_0 I + \frac{J^2}{\rho} \). Equation (55) shows that for the BGK model, the mass diffusion flux and the pressure tensor relax on the same timescale \( \tau \), which results in a fixed Schmidt number, \( Sc \) (the ratio of the momentum and mass diffusivities) of order unity. One needs at least two different timescales associated with the relaxation rates of the mass diffusion and momentum fluxes, which suggests that the usual BGK collision kernel is not an appropriate model for binary gas mixtures. The single relaxation time approximation is even more inappropriate for polymer-solvent mixtures where due to low center-of-mass diffusivities, polymer mass transfer modes have the extremely long relaxation times, in turn leading to very large values of \( Sc \).

In Refs. [44,45,57] a collision model for binary mixtures, based on an intermediate quasiequilibrium state, has been proposed in order to have a tunable \( Sc \). They followed the concept of a quasiequilibrium as explained in Fig. 6. As shown therein, there is a fast relaxation of the distribution function \( f \) towards the quasiequilibrium \( f^* \), followed by a slow relaxation towards the equilibrium state \( f^{eq} \). Both stages of relaxation can be modeled as BGK-type terms with \( \tau^{-1}_1 \) and \( \tau^{-1}_2 \) as the respective rates of relaxation. The equilibrium distribution function \( f^{eq} \) is evaluated in the usual manner by minimizing the \( H \) function under the constraints of fixed

FIG. 6. Scheme showing the relaxation of \( f \) to \( f^{eq} \) through a quasiequilibrium state \( f^* \).
slow variables $M^{\text{slow}}$. The quasiequilibrium, $f^*$, is found by minimizing the $H$ function under the constraints of fixed quasilequilibrium variables which, in the present case, can be taken as the individual component momenta [44] or the stresses [57]. The simplest generalization of the BGK model using $f^*$ and the component momenta as quasiconserved variables can be written as

$$\Omega_j = \frac{1}{\tau_1} [f_j^*(\rho_j, u_j, T_j) - f_j] + \frac{1}{\tau_2} [f_j^q(\rho_j, U, T) - f_j^*(\rho_j, u_j, T_j)], \quad (56)$$

where the component velocities are defined by $u_j = J_j/\rho_j$. It is worth noting that in order to satisfy the $H$ theorem, a proper ordering of the relaxations is required which in the present case corresponds to $\tau_1 \leq \tau_2$ [57,58]. Using the fact $P^* = P^{\text{eq}}$, it can be seen that

$$\sum_{j=1}^{A,B} \langle \Omega_j, m_j v_j v_j \rangle = -\frac{1}{\tau_1} (P - P^{\text{eq}}),$$

$$\frac{1}{2}((\Omega_A, m_A v_A) - (\Omega_B, m_B v_B)) = -\frac{1}{\tau_2} V_D, \quad (57)$$

so that the pressure tensor and the diffusion mass flux now relax on different timescales. A Chapman-Enskog expansion shows that the first order nonequilibrium contributions to the pressure tensor $P$ and the mass diffusion flux $V_D$ (note that $V_D^0 = 0$) are [44]

$$P^{\text{eq}} = P - P^{\text{eq}} = -\tau_1 n k_B T \left[ \frac{\partial U}{\partial r} + \left( \frac{\partial U}{\partial r} \right)^T - 2\partial S \cdot \frac{\partial \rho}{\rho} \cdot U \right],$$

$$V_D = \tau_2 n k_B \left[ \frac{\partial \rho}{\rho} \frac{\partial (n k_B T)}{\partial r} - \frac{\partial \rho}{\rho} \frac{\partial (n k_B T)}{\partial r} \right]. \quad (58)$$

It is evident from Eq. (58) that the shear viscosity $\mu$ is proportional to the relaxation time $\tau_1$ as $\mu = n k_B T \tau_1$. Further, and after some rearrangement, the diffusion coefficient $D_A$ can be related to the relaxation time $\tau_2$ giving tunable Sc where $Sc = \mu/(\rho D_A)$. Although tunable, Sc is not arbitrary. The choice of the quasiequilibrium defined by (56), and the implied ordering of the relaxation times, leads to an upper bound on Sc: $Sc \leq Sc^*$. The threshold Schmidt number $Sc^*$ depends on the component mass fraction $Y_i(\rho_i/\rho)$ and mole fractions $X_i(n_i/n)$, being given by $Sc^* = (Y_A Y_B)/(X_A X_B)$; the details of the calculation can be found in [44]. If the component molecular masses, $m_j$, are of the same order, $Sc^*$ comes out to be the ratio of masses in the dilute limit, and thus use of (56) restricts one to Sc’s of order unity or smaller. This is a particularly severe limitation for the polymer-solvent system of interest since, as already mentioned, the small diffusivities of the polymer molecules imply that the typical Schmidt numbers for such systems are very large.

In order to avoid the aforementioned Sc limitation, the elements of the stress tensor $P_j$ of individual components, can instead be chosen as the set of quasiconserved variables, with the slow variables being the individual mass densities $\rho_j$ and total momentum density $J = \rho U$, for purposes of minimizing the $H$ function. Denoting the resulting quasiequilibrium as $f^{**}(\rho_j, U, P_j)$, the collision integral takes the following form:

$$\Omega_j = \frac{1}{\tau_1} [f_j^{**}(\rho_j, U, P_j) - f_j] + \frac{1}{\tau_2} [f_j^q(\rho_j, U, T) - f_j^{**}(\rho_j, U, P_j)]. \quad (59)$$

The nonconserved mixture moments now take the form

$$\sum_{j}^{A,B} \langle \Omega_j, m_j v_j v_j \rangle = -\frac{1}{\tau_1} P^{\text{eq}},$$

$$\frac{1}{2}((\Omega_A, m_A v_A) - (\Omega_B, m_B v_B)) = -\frac{1}{\tau_2} V^{\text{eq}}, \quad (60)$$

and a Chapman-Enskog expansion, similar to the above case, leads to the the expressions for the pressure tensor and the mass diffusion flux same as given by Eq. (58) but with the only difference that $\tau_1$ and $\tau_2$ are interchanged. This means that the viscosity $\mu$ is now related to $\tau_2$ and the diffusion coefficient $D_A$ to $\tau_1$. The limitation on Sc is therefore reversed, being given by $Sc \geq Sc^*$, which is appropriate to the polymer-solvent mixture. Thus, between them, the two (component momenta and stress-tensor based) quasiequilibria formulations cover the entire range of Sc [44,45,59].

V. COLLISION MODELING FOR POLYMER-SOLVENT MIXTURE

As discussed in Sec. III, the polymer dumbbell collides with the solvent molecule only if the location of the solvent coincides with the location of either of the beads of dumbbell. In order to properly handle the nonlocal polymer-solvent interaction, the required system of kinetic equations are given by

$$\left( \frac{\partial}{\partial t} + v_S \cdot \frac{\partial}{\partial r} \right) f^0_S(r, v_S, t) = \Omega_S = \Omega_{SS} + \Omega_{SP},$$

$$\left( \frac{\partial}{\partial t} + v_1 \cdot \frac{\partial}{\partial x_1} + v_2 \cdot \frac{\partial}{\partial x_2} + \frac{F_1}{m_B} \cdot \frac{\partial}{\partial v_1} + \frac{F_2}{m_B} \cdot \frac{\partial}{\partial v_2} \right) \times f^0_S(x_1, x_2, v_1, v_2, t) = \Omega_{PS}, \quad (61)$$

where the collision operators $\Omega_S$ and $\Omega_{PS}$ should be modeled such that the continuum level description, given by (42), is recovered. Similar to the mixture model for the binary gas, one needs two relaxation times in order to have a tunable Sc, and in particular, to be able to access the large Sc’s of interest [44,45]. On using the quasiequilibrium-based relaxation method described above, with the component momenta being the quasiconserved variables, the solvent collision term in (61) takes the form

$$\Omega_S = \frac{1}{\tau_1} [f^{MB}_S(\rho_S, u_S, T_S) - f^0_S] + \frac{1}{\tau_2} [f^{MB}_S(\rho_S, U, T) - f^{MB}_S(\rho_S, u_S, T_S)], \quad (62)$$

where $f^{MB}_S(\rho_S, u_S, T)$ is the Maxwell-Boltzmann distribution about the solvent velocity $u_S$ and $f^{MB}_S(\rho_S, U, T)$ is the Maxwell-Boltzmann distribution about the solution velocity $U$. 
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The collision term in the polymer kinetic equation (62) must account for the collisions with each of the two beads of the dumbbell; recall that, in \( \mathbf{r}, \mathbf{Q} \) coordinates, the bead coordinates corresponding to these collisions are \( (x_1, x_2) \equiv (r, r + \mathbf{Q}) \) and \( (x_1, x_2) \equiv (r - \mathbf{Q}, r) \); the corresponding coordinates for the center of mass and configuration (the dumbbell end-to-end vector) are \( (r + \frac{\mathbf{Q}}{2}, \mathbf{Q}) \) and \( (r - \frac{\mathbf{Q}}{2}, \mathbf{Q}) \), respectively. Thus, recalling Eq. (26), one may write

\[
\Omega_{PS}(f_p^{\mathcal{I}}, f_p^{\mathcal{II}}) \equiv \Omega_{PS}^{(1)} \left[ f_p^{\mathcal{I}} f_p^{\mathcal{II}} \left(r + \frac{\mathbf{Q}}{2}, v_p + \frac{\mathbf{Q}}{2}, t \right) \right] + \Omega_{PS}^{(2)} \left[ f_p^{\mathcal{I}} f_p^{\mathcal{II}} \left(r - \frac{\mathbf{Q}}{2}, v_p - \frac{\mathbf{Q}}{2}, t \right) \right],
\]

where each of the \( \Omega_{PS}^{(\nu)} \)'s are given by a quasiequilibrium ansatz similar to that of the solvent above:

\[
\Omega_{PS}^{(\nu)} = \frac{1}{\tau_1} \left[ f_p^{\mathcal{II}} - f_p^{\mathcal{II}} \right] + \frac{1}{\tau_2} \left[ f_p^{\mathcal{II}} - f_p^{\mathcal{II}} \right],
\]

with the arguments of the distributions involved being different for \( \nu = 1 \) and 2. Thus, the equilibrium distributions in \( \Omega_{PS}^{(1)} \) and \( \Omega_{PS}^{(2)} \) are

\[
\begin{align*}
\Omega_{PS}^{(1)} &= \left\{} \begin{array}{l}
\phi \left(r + \frac{\mathbf{Q}}{2}, v_p + \frac{\mathbf{Q}}{2}, \right) = \psi \left(r + \frac{\mathbf{Q}}{2}, \right) \left(\frac{m_B}{2\pi k_B T}\right)^{3/2} \exp \left[-\frac{m_B (v_p - U(r) - v\mathbf{Q})^2}{2k_B T} - \frac{m_B (v_p + \mathbf{Q} - U(r + \mathbf{Q}) - v\mathbf{Q})^2}{2k_B T}\right] \end{array}\right.
\end{align*}
\]

\[
\begin{align*}
\Omega_{PS}^{(2)} &= \left\{} \begin{array}{l}
\phi \left(r - \frac{\mathbf{Q}}{2}, v_p - \frac{\mathbf{Q}}{2}, \right) = \psi \left(r - \frac{\mathbf{Q}}{2}, \right) \left(\frac{m_B}{2\pi k_B T}\right)^{3/2} \exp \left[-\frac{m_B (v_p - U(r) - v\mathbf{Q})^2}{2k_B T} - \frac{m_B (v_p - \mathbf{Q} - U(r - \mathbf{Q}) - v\mathbf{Q})^2}{2k_B T}\right] \end{array}\right.
\end{align*}
\]

respectively, and the corresponding quasiequilibria are

\[
\begin{align*}
\Omega_{PS}^{(1)} &= \left\{} \begin{array}{l}
\phi \left(r + \frac{\mathbf{Q}}{2}, v_p + \frac{\mathbf{Q}}{2}, \right) = \psi \left(r + \frac{\mathbf{Q}}{2}, \right) \left(\frac{m_B}{2\pi k_B T}\right)^{3/2} \exp \left[-\frac{m_B (v_p - U(r) + v\mathbf{Q})^2}{2k_B T} - \frac{m_B (v_p + \mathbf{Q} - U(r + \mathbf{Q}) + v\mathbf{Q})^2}{2k_B T}\right] \end{array}\right.
\end{align*}
\]

\[
\begin{align*}
\Omega_{PS}^{(2)} &= \left\{} \begin{array}{l}
\phi \left(r - \frac{\mathbf{Q}}{2}, v_p - \frac{\mathbf{Q}}{2}, \right) = \psi \left(r - \frac{\mathbf{Q}}{2}, \right) \left(\frac{m_B}{2\pi k_B T}\right)^{3/2} \exp \left[-\frac{m_B (v_p - U(r) - v\mathbf{Q})^2}{2k_B T} - \frac{m_B (v_p - \mathbf{Q} - U(r - \mathbf{Q}) - v\mathbf{Q})^2}{2k_B T}\right] \end{array}\right.
\end{align*}
\]

Note that the \( f_p^{\mathcal{II}} \) and \( f_p^{\mathcal{III}} \) are factorized Maxвелlians in \( r \) and \( \mathbf{Q} \) space with \( \psi \) corresponding to the pair probability characterizing the dumbbell configuration. The velocities used in equilibrium distributions [Eq. (65)] comes from the local velocity of the solution, \( U \) as well as due to the contribution of spring force and the corresponding velocities in the quasi equilibrium distribution [Eq. (66)] are the local velocity of the polymer phase given as \( \psi \mathbf{u} = \int v_p f_p^{\mathcal{II}} d v_p d \mathbf{Q} \) and \( \psi \mathbf{u}^3 = \int \mathbf{Q} f_p^{\mathcal{III}} d v_p d \mathbf{Q} \). As already discussed, one requirement of the above model is that it should recover the continuum description involving the spatial coordinate (\( r \)) alone, detailed in Sec. III, after integration over the remaining degrees of freedom. A further, stricter, requirement is that the well-known Smoluchowski equation for the configuration distribution function in \( (r, \mathbf{Q}) \) space must be recovered from

the primitive phase-space description, given by (61) and (64), after integration over the velocity degrees of freedom [1]. In order to show that the model does lead to the expected form of the Smoluchowski equation over longer length and timescales, we first define bead-averaged version of any quantity \( \phi \) in configuration space as \( \phi(r, \mathbf{Q}, t) = \sum_v \phi(r - R_v, \mathbf{Q}, t) \). Using this definition, we define three lower order moments, the zeroth-order moment \( \langle\langle (1) \rangle\rangle \) and first-order moments \( \langle\langle F(r, \mathbf{Q}, t) \rangle\rangle \) and \( \langle\langle F^2(r, \mathbf{Q}, t) \rangle\rangle \), which are the phase-space averaged momentum density for \( v_p \) and \( \mathbf{Q} \), respectively. In other words, \( \psi = \langle\langle (1) \rangle\rangle \) and \( \psi = \langle\langle (v_p) \rangle\rangle \) and \( \psi = \langle\langle (\mathbf{Q}) \rangle\rangle \) with the operator \( \langle\langle \cdots \rangle\rangle \) for any arbitrary quantity \( \phi \) being defined as \( \langle\langle \phi \rangle\rangle = \sum_v \int d v_p d \mathbf{Q} f_p^{\mathcal{II}}(r + R_v, \mathbf{Q}, v_p + \mathbf{Q}, t) \) with \( \sum_v \) describing the sum over the contribution of both the beads. The evolution equation of the zeroth (\( \psi \)) and two first order
moments ($J'$ and $J^Q$) takes the following form:

$$\frac{\partial}{\partial t}J' + \frac{\partial}{\partial r} F' + \frac{\partial}{\partial Q}J^Q = 0,$$

$$\frac{\partial}{\partial t}J^Q + \frac{\partial}{\partial r} P^Q + \frac{\partial}{\partial Q}P^{Q,Q} = \frac{1}{\tau_2} \langle J^Q_{eq} - J^Q \rangle,$$  \tag{67}

where the terms $P'$, $P^Q$, and $P^{Q,Q}$ appearing in the set of equations represented by the second equation (67) are the phase-space averaged second order stress tensors represented as $\langle \langle (v_p, v_p) \rangle \rangle$, $(\langle QQ \rangle )$, and $(\langle v_p Q \rangle )$ respectively.

The explicit form of quasiequilibria distribution function [Eq. (66)] results in $\langle \langle (v_p, Q) \rangle \rangle$ to be $J^Q$, hence canceling the contribution of first terms of collision operator as represented in Eq. (64). Here the subscript of $\lambda$ ($\lambda$ being $*$ or $\text{eq}$)

$$\frac{\partial \psi}{\partial t} + \frac{\partial}{\partial r}[\psi U + \sum_v \left( F_v \frac{\partial}{\partial Q} \psi (r - R_v, Q, t) \right)] + \frac{\partial}{\partial Q} \left[ \psi Q \frac{\partial U}{\partial r} - \frac{2F}{\zeta} \right] = \frac{k_B T}{\zeta} \left( \frac{\partial^2 \psi}{\partial r^2} + 2 \frac{\partial^2 \psi}{\partial Q^2} \right).$$ \tag{69}

In the dilute limit, the above equation recovers the desired Smoluchowski equation for the homogeneous case [7,8] and diffusion equation (for the polymer concentration) for the inhomogeneous case [40,41,47] (see the Appendix). By integrating out the conformation degrees of freedom, the polymer mass density $\rho_p$, the momentum density $J_p$, and stress tensor given by Eq. (14), Eq. (15), and Eq. (16), can also be defined in the following manner:

$$\rho_p(r, t) = \int dQ m_B \psi(r, Q, t), \quad J_p(r, t) = \int dQ m_B J(r, Q, t), \quad P_p(r, t) = \int dQ m_B P(r, Q, t).$$ \tag{70}

Subsequently, Eqs. (67) together with solvent description gives the individual mass conservation represented as

$$\frac{\partial \rho_{(S,P)}}{\partial t} + \frac{\partial \rho_{(S,P)}}{\partial r} = 0,$$ \tag{71}

and momentum conservation as

$$\frac{\partial J_S}{\partial t} + \frac{\partial P_S}{\partial r} = \frac{V_D}{\tau_2}, \quad \frac{\partial J_P}{\partial t} + \frac{\partial P_P}{\partial r} (P_P - \Theta) = \frac{V_D}{\tau_2},$$ \tag{72}

where the solvent and polymer phase change momentum through the drag term $V_D$. It should be emphasized that these are the set of continuum equation which are desired from the present kinetic model [24,27-30]. The drawback of this model is that it will limit the maximum attainable Sc to be equal to mass ratio in the limit of dilute solution [44,57]. In order to avoid this limitation, the relevant collision model is [57]

$$\Omega_S = \frac{1}{\tau_1} \left[ f^*_{\text{MB}}(\rho_S, U, P_S) - f_S \right] + \frac{1}{\tau_2} \left[ f^*_{\text{MB}}(\rho_S, U) - f_S^* \right],$$

$$\Omega_P = \frac{1}{\tau_1} \left[ f^{\text{eq}}_{\text{MB}}(\psi, U, P^{r,Q}_P) - f_P^{\text{eq}} \right] + \frac{1}{\tau_2} \left[ f^*_{\text{MB}}(\psi, U, P^{r,Q}_P) - f_P^{*\text{eq}} \right].$$ \tag{73}

such that $\langle f^*_{\text{MB}}; v_p \rangle = P^*_{\text{MB}}$ and $\langle \langle (v_p v_p, v_p Q, QQ) \rangle \rangle = P^{r,Q,Q}_{\text{MB}}$.

This model will give the moment chain the same as Eq. (67) but with the relaxation time $\tau_1$ instead of $\tau_2$, and therefore the lower limit on Sc will become $\text{Sc}^*$ for the dilute solution, which was the upper limit in the previous model. Physically, the two models differ in terms of the fixed quasivariables. In the first model where $\text{Sc}^*$ is the upper limit, the velocity of individual component is a quasivariable. It means that the system first relaxes to a state with a fixed component velocity and then relaxes to a state which has fixed mass averaged velocity. In the model where $\text{Sc}^*$ is the lower limit, the quasivariable is the pressure tensor of the individual component.

VI. NUMERICAL SCHEME

The lattice Boltzmann scheme is conventionally used as Navier-Stokes equations solver. In the LB formulation, one works with a set of discrete populations $f = \{f_i\}$ which corresponds to predefined discrete velocities $c_i$ ($i = 1, \ldots, N$) to represent the original continuous system [12,60]. In recent years, we have shown that the configurational dynamics of a polymer molecule, that arises from deformation by shear and relaxation by Brownian diffusion, can be effectively recovered when the latter is replaced by a BGK-type relaxation [61,62]. In this section, using a two-dimensional setup, we develop a discrete two fluid kinetic model for polymer solution along the lines of a lattice Boltzmann formulation. The framework
used to represent the solvent and polymer phases is discussed in in Secs. VI A and VI B, respectively.

A. Lattice Boltzmann model for solvent

The solvent phase is represented by probability distribution function \( f_\text{s} \) (the superscript “s” is removed for simplicity) and the discrete evolution equation of interest is

\[
\partial_t f_{\text{s}} + c_i \partial_{x_i} f_{\text{s}} = \frac{1}{\tau_1} (f_{\text{s}}^\text{eq} - f_{\text{s}}) + \frac{1}{\tau_2} (f_{\text{s}}^\text{eq} - f_{\text{s}}^\text{eq}).
\]  

(74)

We choose the D2Q9 model with nine discrete velocities \( c_i \) \( (i = 0, \ldots, 8) \) given as

\[
c_i^\text{s} = c^\text{s} \left\{ \begin{array}{ll}
(0, 0) & \text{if } i = 0 \\
\frac{2}{\sqrt{3}}, \frac{1}{\sqrt{3}} & \text{if } i = 1, 2, 3, 4 \\
\frac{2}{\sqrt{15}}, \frac{2}{\sqrt{15}} & \text{if } i = 5, 6, 7, 8,
\end{array} \right.
\]

with the following weights:

\[
w_i = \left\{ \begin{array}{ll}
\frac{1}{6} & \text{for } i = 0 \\
\frac{1}{3} & \text{for } i = 1, 2, 3, 4 \\
\frac{1}{2} & \text{for } i = 5, 6, 7, 8.
\end{array} \right.
\]

(76)

The lattice sound speed \( c_{s} \) is related to the magnitude of discrete velocity \( c^\text{s} \) as \( c^2 = 3c^\text{s}^2 \). The macroscopic observables, such as mass density \( \rho_s \), momentum density \( \mathbf{J}_s(\rho, \mathbf{u}_s) \), and stress tensors \( \mathbf{P}_s \) are defined as \( \sum_i f_{\text{s}}(1, c^\text{s}, c^\text{s} \mathbf{e}_i) \equiv \{\rho_s, \mathbf{J}_s, \mathbf{P}_s\} \). The discrete form of the equilibrium distribution function takes the following form [63–65]:

\[
f_{\text{s}}^\text{eq} = w_i \rho_s \left[ 1 + \frac{c_i^\text{s} \cdot \mathbf{U}}{c_i^\text{s}} + \frac{(c_i^\text{s} \cdot \mathbf{U})^2}{2 c_i^\text{s}} - \frac{2 (\mathbf{U} \cdot \mathbf{U})}{c_i^\text{s}}\right],
\]

(77)

an approximate expression that can be be improved (by including higher-order terms in \( U/c_s \)) if needed; recall that \( U \) in Eq. (77) is the total velocity of the solution. Depending on the collision model, the discrete quasi-equilibrium distributions take different forms [44,45]. The one where momenta are quasi-conserved variables, takes the following form:

\[
f_{\text{s}}^\text{eq} = w_i \rho_s \left[ 1 + \frac{c_i^\text{s} \cdot \mathbf{U}}{c_i^\text{s}} + \frac{(c_i^\text{s} \cdot \mathbf{U})^2}{2 c_i^\text{s}} - \frac{2 (\mathbf{U} \cdot \mathbf{U})}{c_i^\text{s}}\right],
\]

(78)

whereas the one with component stress tensors, as the quasi-conserved variables, takes the form:

\[
f_{\text{s}}^\text{eq} = \rho_s \left[ 1 + \frac{c_i^\text{s} \cdot \mathbf{U}}{c_i^\text{s}} + (\mathbf{P}_s - \rho_s c_i^\text{s} \mathbf{e}_i) : (c_i^\text{s} c_i^\text{s} - c_i^\text{s} \mathbf{e}_i)\right].
\]

(79)

Macroscopic quantities pertaining to the mixture, like \( U \) in Eq. (79), may be calculated using the information about the polymer phase, the discrete model of which is described in the subsequent section.

B. Lattice Boltzmann model for polymer

We first recall the distribution function for polymer which does not differentiate between the location of the two beads for the numerical convenience, as

\[
f_p(r, \mathbf{Q}, \mathbf{v}_p, \mathbf{Q}, t) = \sum_v f_v^\text{eq}(r - R_v, \mathbf{Q}, \mathbf{v}_p - R_v, \mathbf{Q}, t). \]

(80)

For the polymeric solute, to solve a two-dimensional problem in position-orientation space (the orientation being characterized by a single angle), we need to resolve a four-dimensional \( r - \mathbf{Q} \) space as shown in Fig. 7. We chose an unconventional hyperlattice velocity model, the D4Q25 model, to represent the discrete two-particle distribution function of polymer dumbbell in two-dimensional setup. The discrete velocities \( \{c^p_1, c^p_2, c^p_3, c^p_4\} \equiv \{v_1, v_2, Q_{1r}, Q_{1q}\} \) of the D4Q25 velocity model are given in Table I.

Using the conditions

\[
\sum_i w_i = 1, \quad \sum_i w_i c^p_i v^p_i = c^p \delta_{\alpha\beta},
\]

\[
\sum_i w_i c^p_i c^p_i \epsilon^p_{i \gamma} \epsilon^p_{i \beta} = c^2 (\delta_{\alpha\beta} \delta_{\gamma\nu} + \delta_{\alpha\gamma} \delta_{\nu\beta} + \delta_{\alpha\nu} \delta_{\gamma\beta})
\]

the associated weights can be found as \( w_0 = 1/3 \) and \( w_{1-36} = 1/36 \) with \( c^p = 3 \sqrt{\delta} \) where \( \delta \) is the lattice sound speed for D4Q25 model. The evolution of discrete population is given as

\[
\left( \frac{\partial}{\partial t} + v_{\alpha} \frac{\partial}{\partial x_{\alpha}} + \frac{\partial}{\partial Q_{\alpha}} + \frac{\partial}{\partial Q_{\alpha}} \right) f_p(r, \mathbf{Q}, \mathbf{v}_p, \mathbf{Q}, \mathbf{Q}, t)
\]

\[
= \frac{1}{\tau_1} (f_p - f_p^\text{eq}) + \frac{1}{\tau_2} (f_p^\text{eq} - f_p).
\]

(82)

| TABLE I. Discrete velocity set. |
|-------------------------------|
| \(| r_x, r_y, Q_x, Q_y | \)|
| \(0, 0, 0, 0 | 0, 0, 0, 0 |
| \(\pm c^p, \pm c^p | 0, 0, 0, 0 |
| \(0, \pm c^p | \pm c^p, 0, \pm c^p |
| \(0, 0, \pm c^p | \pm c^p, 0, \pm c^p |
| \(0, 0, 0, \pm c^p | \pm c^p, 0, \pm c^p |
| \(0, 0, 0, 0 | \pm c^p, \pm c^p, \pm c^p ) |
The moments in conformation ($r - Q$) space are defined as 
$$\sum f_j(1, v, Q, v, v, v, \dot{Q}) = \{\psi, J^c, \dot{P}^Q, \dot{P}^Q, \dot{P}^Q, \dot{P}^Q\}.$$ 
For simplicity, the discrete equilibrium distribution can be expressed up to linear order (as opposed to quadratic order in the solvent case) as 
$$f_{\text{eq}} = \frac{w_j}{c_{ij}^2} \left( \psi + \frac{J^c \cdot v}{c_{ij}^2} + \frac{P^Q \cdot \dot{Q}}{c_{ij}^2} \right), \quad (83)$$
where the value of $J^c$ and $P^Q$ is given by Eq. (68). The quasiequilibrium distributions take the following form:
$$f_{\text{eq}} = \frac{w_j}{c_{ij}^2} \left( \psi + \frac{J^c \cdot v}{c_{ij}^2} + \frac{P^Q \cdot \dot{Q}}{c_{ij}^2} \right) + \frac{P^Q}{c_{ij}^2} \left( \frac{\dot{Q} - \psi \cdot c_{ij}^2 \delta}{c_{ij}^2} \right). \quad (84)$$
for the collision model with competent momenta as quasi-conserved variables, whereas the one with component stress tensors, as the quasiconerved variables, takes the form
$$f_{\text{eq}} = \frac{w_j}{c_{ij}^2} \left( \psi + \frac{J^c \cdot v}{c_{ij}^2} + \frac{P^Q \cdot \dot{Q}}{c_{ij}^2} \right) + \frac{P^Q}{c_{ij}^2} \left( \frac{\dot{Q} - \psi \cdot c_{ij}^2 \delta}{c_{ij}^2} \right). \quad (85)$$

C. Time discretization

This section reviews the time discretization scheme. In the lattice Boltzmann scheme, Eqs. (74) and (82) are discretized in time by applying the implicit trapezoidal rule between time $t$ as
$$f_{ji}(x + c^\Delta t, t + \Delta t) = f_{ji}(x, t) + \frac{\Delta t}{2} \left( \Omega_j f_{ji}(x, t) \right) + \Omega_j f_{ji} \left[ f_{ji}(x + c^\Delta t, t + \Delta t) \right], \quad (86)$$
where $j = S, P$ and $\Omega_S, P$ represents the collision operator for solvent or polymer [11]. In order to make the method explicit, following auxiliary function, $g_{ji}$, is introduced which depends on original distribution function, $f_{ji}$, as
$$g_{ji} = f_{ji} - \frac{\Delta t}{2} \left[ \frac{1}{\tau_1} (f_{ji} - f_{ji}^*) + \frac{1}{\tau_2} (f_{ji}^* - f_{ji}^{\text{eq}}) \right]. \quad (87)$$
After the transformation, the resultant discrete equation becomes
$$g_{ji}(x + c^\Delta t, t + \Delta t) = g_{ji}(x, t) (1 - 2\beta) + 2\beta \left[ \left( 1 - \frac{\tau_1}{\tau_2} \right) f_{ji}^* + \frac{\tau_1}{\tau_2} f_{ji}^{\text{eq}} \right], \quad (88)$$
where $\beta \equiv \Delta t/(2\tau_1 + \Delta t)$. Since $g_{ji}$ depends on the both $f_{ji}^*$ and $f_{ji}^{\text{eq}}$, the collision model requires the evaluation of the moments in term of $f_{ji}$. Therefore,
$$\rho_S(f_S) = \rho_S(g_S), \quad \psi(f_P) = \psi(g_P);$$
$$J_S(f_S) = \frac{2\tau_1}{\Delta t} J_S(g_S) + \rho_S U, \quad J_P(f_P) = \frac{2\tau_1}{\Delta t} J_P(g_P) + J_{Q, \text{eq}}.$$ \quad (89)

It is worth mentioning at this point that in order to calculate polymeric contribution to the total velocity, $U$, we need to further integrate out the conformation dependence of polymer momentum density. Therefore, the dependence of the transformation into the auxiliary function, $g$, on total moments looks like $\rho(f) = \rho(g)$ and
$$U(f) = U(g) + (\Delta t/2\tau_1) \Theta(g)/\rho. \quad (90)$$
Finally, the initial condition on $\psi(r, Q, t)$ at every location in $r$ is given as
$$\psi(r, Q, t) = 0 \quad \text{for } |Q| \leq \sqrt{b} \quad \text{elsewhere}, \quad (91)$$
where $N^{\text{eq}} = 2\pi b^{3/2} B[3/2, (b + 2)/2]$ and $B(x, y)$ is the Beta function. The FENE spring force has a singularity at $Q = \sqrt{b}$ for limiting the maximum extension of the spring up to a length of $\sqrt{b}$. The simulation domain in $Q$ space is limited inside a circle of radius $\sqrt{b}$ as shown in Fig. 7. The bounce-back boundary condition is applied at the boundaries of the circle [11,12,66].

VII. VISCOELASTIC KOLMOGOROV FLOW

In this section, we validate the kinetic theory formulation detailed in the earlier sections by showing that the presented model is capable of capturing the viscoelastic effects exhibited by polymer solutions. We choose the Kolmogorov flow for this purpose. In this flow, a unidirectional body force varying sinusoidally in space, and represented as $f = F \cos(y/1, 0)$, is used to induce a parallel flow with velocity $U \cos(y/1)$. The magnitude of the force is given as $F = \eta U/\xi^2$, with $\eta$ being the viscosity.

The Newtonian Kolmogorov flow becomes linearly unstable for Reynolds number (Re) greater than $\sqrt{2}$ [67], the essentially inviscid instability arising from the presence of inflection points in the base-state sinusoidal velocity profile. For the case of a dilute polymer solution, effects of elasticity have been shown to stabilize the Newtonian inflectional instability associated with a shear layer [68]. The stabilization arises because the stretched polymers lead to the perturbed shear layer acting as a deformed elastic membrane, and the resulting restoring force leads to the damping of short-wavelength perturbations (see the Appendix by Hinch in [68]). Subsequent efforts [69–73] have examined the susceptibility of Kolmogorov flow; and other wall-bounded unidirectional shearing flows, to elastoinertial instabilities. Very recently, elasticity alone has been shown to destabilize a unidirectional shearing flow [74], even in the absence of inertia. The mechanism underlying the aforementioned elastoinertial and purely elastic instabilities is currently under examination, and the subsequent nonlinear evolution is therefore beyond the scope of the present numerical investigation.

For purposes of numerically verifying the stabilizing action of elasticity on Kolmogorov flow, we consider a unit cell in two-dimensional physical space, of side $2\pi$, discretized using 72 grid points. We use 32 grid points to discretize the conformation space. Periodic boundary conditions are used in both spatial directions for the solvent as well as the polymer solver. A Gaussian random field is used to seed the instability.
FIG. 8. Time dynamics of the enstrophy, the rms polymer extension, and the corresponding vorticity fields at time $t = 2000$, convection time units at $Re = 3.5$, and $\beta = 0.5$ with varying $Wi$. in the flow. In our study, we use $l = 1/4$, implying that the unit cell incorporates four periods of the Kolmogorov profile. The Reynolds number, $Re$, is defined using the kinematic viscosity of solution, $\nu$, as $U1/\nu$. The additional physical parameters needed for the viscoelastic case are as follows. The first parameter is $\beta$ which represents the ratio of the solvent viscosity $\eta_s$ to the solution viscosity ($\eta_s + \eta_p$), with the polymeric contribution to the viscosity $\eta_p = n_p k_B T \tau_R$; here $n_p$ is the polymer number density and the timescale $\tau_R (= \zeta / 4H)$ characterizes the restoring action of the spring force. Next, we have the Weissenberg number defined as $Wi = U \tau_R / l$. Finally, for the FENE dumbbells used to represent the polymer molecules, there also arises the maximum extensibility parameter $b$. For our calculations, $b$ is set to be 25; for choices of the other parameters used, the value of $Sc$ lies between 0.05 and 4.0. To explore the effect of polymer-induced elasticity, we consider a scenario where the flow is unstable to infinitesimal amplitude perturbations in the Newtonian limit; accordingly, $Re = 3.5$.

Figure 8 shows the vorticity fields ($\omega = \nabla \times u$ with $u$ being the flow velocity) characterizing the saturated nonlinear state, and the temporal development of global quantities—both the enstrophy (defined as $1/2 \int (\omega \cdot \omega) \, dx \, dy$) and the root-mean-square extension of the polymer [defined as $Q_{rms}(x, y, t) = \sqrt{\langle \psi Q^2 \rangle / \langle \psi \rangle}$, where $\psi$ is the conformation probability density and can be understood as the zeroth moment of the pair-probability distribution characterizing the polymer molecule, that is, $\psi = \sum_i f_{Pi}$]. The temporal development of the enstrophy may be explained as follows. On short timescales, momentum diffusion arising from the induced forcing leads to the laminar sinusoidal velocity profile for all three $Wi$ examined. For the two smaller $Wi$’s, there is a decrease in the enstrophy on longer timescales, corresponding to the onset of the inflectional instability mentioned above. The onset of instability, and the associated velocity fluctuations at the chosen $Re$ lead to a higher rate of viscous dissipation, in turn leading to a mean profile that is still nearly sinusoidal but with a smaller amplitude. This smaller amplitude leads to a lower enstrophy and is responsible for the aforementioned decrease in enstrophy. Note that this decrease happens on a shorter timescale for $Wi = 0.1$ owing to the instability having a nearly Newtonian character. For $Wi = 2.5$, the decrease is delayed, and has a marginally smaller magnitude, reflecting an elasticity-induced stabilization. The corresponding vorticity field plot shows that the saturated state for $Wi = 2.5$ is characterized by a larger length scale in the streamwise direction; this increase in the characteristic length scale is consistent with the tendency of the stresses arising from stretched polymers acting to damp out the shorter wavelength perturbations arising from an inflectional instability [68]. On increasing $Wi$ to 5, the instability disappears, which is likely due to the dominant unstable modes shifting to wavelengths that are larger than the size of the periodic domain; correspondingly, the enstrophy remains at the plateau value, corresponding to the laminar profile, for all time. The plots of the root-mean-square polymer extension field reflect the trends in the enstrophy variation mentioned above.

In order to understand what actually happens due to the nonhomogeneity of flow on polymer, we first consider the case for $Wi = 0.1$. For this low $Wi$, the polymer feedback to the flow will be minimal. Figures 9(a)–9(c) show, respectively the scenario just before and after the instability and for much longer times corresponding to the nonlinear saturated state. To orient the reader, in Fig. 9(a) we have also plotted the sinusoidal forcing over four periods, used to initiate the Kolmogorov flow. Before instability onset, at $t = 70$, the figure shows the expected one-dimensional variations of the norm of velocity gradient (defined as $|\partial_x u_x + \partial_y u_y|$) and
FIG. 9. Spatial distribution of global quantities (the norm of the fluid velocity gradient and the rms-polymer extension field), for $Re = 3.5$ and $Wi = 0.1$, at three different time instants corresponding to before and just after instability onset, and corresponding to the long-time saturated state. (a) $t = 70$ (b) $90$ (c) Saturated state ($t = 2000$).

polymer extension fields, with the greatest extensions correlating to the maximum values of the velocity gradient. At $t = 97$, when the inflectional instability has just developed, one starts to observe the emergence of two-dimensional variations in the aforementioned fields in Fig. 9(b). Finally, the saturated two-dimensional fields are shown in Fig. 9(c), corresponding to $t = 2000$. For the small $Wi$ chosen, one notes the modest of $Q_{rms}$ which fluctuates around 0.2 which is the equilibrium extension value, $l_0$ for the chosen parameter $b$ (i.e., $1/\sqrt{25}$); the polymer concentration field remains virtually homogeneous for all times.

Similar to the previous case, for $Wi = 2.5$, we again considered three time instances: Just before and after the instability and at a long time corresponding to the nonlinear saturated state in Fig. 10. At $t = 400$, Fig. 10(a) shows that the flow remain in the unidirectional laminar state, with both the velocity gradient and the polymer extension exhibiting a one-dimensional variation. As expected, the peak values associated with the polymer extension are higher than those corresponding to the earlier figure with $Wi = 0.1$ (see Fig. 8). In Fig. 10(b), corresponding to $t = 700$, a time considerably longer than that for $Wi = 0.1$, there are signatures associated with the onset of an instability owing to the appearance of a long-wavelength modulation of the original base-state contours of both the velocity gradient and polymer extension. Figure 10(c) shows that the saturated instability in the velocity gradient, as mentioned earlier, is now characterized by a larger length scale in the streamwise direction and the polymer extension is now fully concentrated in the extremum of flow gradient. For $Wi = 5$ (not shown), the polymers completely suppress the original inertial instability, as already mentioned, and as a result, the velocity gradient and polymer extension fields remain similar to the base laminar state as shown in either Fig. 9(a) or Fig. 10(a); the only difference being that $Q_{rms}$ now attains a higher value (close to 0.5), nearly twice that for $Wi = 0.1$.

VIII. CONCLUSION

We have presented a kinetic-level coupling of polymer-solvent system in phase space using a Boltzmann-type formulation for binary mixtures. Unlike binary gas mixtures of simple molecules, one encounters an asymmetry in the description of the individual components. This happens because the polymer molecule, as modeled by a dumbbell, is represented by a two-particle distribution function, whereas the solvent phase molecule is represented by a single-particle distribution function. The detailed kinetic scheme also results in a continuum picture where dissipative coupling between the two phases (an ad hoc assumption in earlier efforts) occurs naturally. The present kinetic formulation leads to the Smoluchowski equation equation governing the configurational dynamics of the polymer molecules. Using this kinetic description, a numerical algorithm is then built along the lines of the usual lattice Boltzmann technique. Finally, via numerical simulation of two-dimensional viscoelastic Kolmogorov flow, we are able to recover one of the principal effects of suspended polymers on an ambient shearing flow: That of the suppression of inflectional instabilities due to inertia, in turn leading to a saturated nonlinear state characterized by a length scale that increases with increasing $Wi$. In the presence scheme, the polymer-solvent coupling occurs in velocity space via the equilibrium distribution that involves a contribution from the spring force. There is no restriction on the
form of the spring force that is used, thereby eliminating the need of any closure approximations. Therefore, this scheme has the potential to advance our understanding of viscoelastic flow phenomena, including instabilities, particularly in cases where the polymer molecules are represented by realistic micromechanical models, going beyond the Hookean dumbbell/bead-spring representations.

Finally, it is worth commenting on the computation expense involved. The current scheme explores the dynamics in the configuration-cum-position space of of polymer molecule. As a result, there is an additional overhead in terms of memory requirement. If the system size of the presented flow is extended to three dimensions with 72 grid points in real space and 32 grid points in configuration ($Q$-) space, the realistic memory requirement is estimated around 5−7 TB. A typical computing cluster of 32 nodes, (assuming 24 cores per node) and assuming memory of 8 GB per core, will have around 6.0 TB RAM. Thus, due to intrinsic parallel nature of current algorithm such simulations are quite feasible. This coupling scheme is expected performs extremely well for lower dimension polymer models like dumbbell for a wide range of Wi as compared to its stochastic counterpart [75]. However, the RAM requirement dramatically increases with the increase in number of bead for $N$-bead polymer model. Furthermore, for problems where conformation fluctuations do play a crucial role, for instance, in the translocation of DNA molecules through nanopores [76], the current LB framework can be generalized to a fluctuating one along the lines represented by Adhikari et al. [77], however, with an increase in computation time.
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**APPENDIX: CHAPMAN-ENSKOG EXPANSION**

In this Appendix, using a multiscale Chapman-Enskog expansion, it is shown that in the present BGK-type collision model [Eq. (64)], the correct slow dynamics of configuration distribution function is recovered in the dilute limit for both the homogeneous as well as inhomogeneous case. In the Chapman-Enskog multiscale expansion, $f_p^{II}$ is expanded as

$$f_p^{II} = f_p^{eqII} + \tau f_p^{(1)II} + \tau^2 f_p^{(2)II} + \cdots$$

such that $\int f^{(n)II} dQ dv = 0$ for $n > 1$.

(A1)
The moment equation (67) at the zeroth order is
\[ \tau \text{ constant.} \]
Therefore on integrating the
\[ \text{which gives the configuration distribution evolution as} \]
\[ \text{where the leading order contribution to equilibrium values are} \]
\[ \text{which is the desired Smoluchowski equation in the homogeneous flow scenario.} \]

In order to obtain the polymer density equation,
\[ \text{in the dilute limit} \]
\[ \text{is characteristic timescale for velocity fluctuations defined as} \]
\[ \text{The time derivative is also expanded as} \]
\[ \text{The moment equation (67) at the zeroth order is} \]
\[ \text{which gives the configuration distribution evolution as} \]
\[ \text{where} \tau \text{ is characteristic timescale for velocity fluctuations defined as} \]
\[ \text{1. Homogeneous flow in dilute limit} \]
\[ \text{In the dilute limit} U(r, t) \approx u_S(r, t) \text{ and for homogeneous flows the elements of velocity gradient tensor } \nabla u_S \text{ can be taken as constant. Therefore on integrating the } r \text{ degrees of freedom from Eq. (A6), one gets} \]
\[ \text{which is the desired Smoluchowski equation in the homogeneous flow scenario.} \]

\[ \text{2. Density diffusion equation in dilute limit} \]
\[ \text{In order to obtain the polymer density equation, } Q \text{ degrees are integrated out from Eq. (A6), which gives} \]
\[ \text{after multiplying with } m_B. \text{ The last term of the above equation is given as} \]
\[ \text{Using the total momentum conservation at the macroscopic level,} \]
\[ \text{we get} \]
\[ \text{The consequence of this is that the nonconserved moments can also be expanded in powers of smallest timescale } \tau \text{ (} \tau_{1,2} \text{ depending on collision model) around their equilibrium values. For example, the momentum and the second-order moments, } M(\mathbf{r}, J^0, P^0, P^Q, P^{\mathbb{Q}}) \text{ have the following expansions:} \]
\[ M = M^{eq} + \tau M + \cdots, \]  
\[ \text{where the leading order contribution to equilibrium values are} \]
\[ J^{eq} = \psi(r, Q, t) U + \sum_{\nu} \left( \frac{F_{\nu}}{\zeta} \psi(r - R_{\nu}, Q, t) \right), \]
\[ J^{Qeq} = \psi(r, Q, t) Q \cdot \frac{\partial U}{\partial r} - \psi(r, Q, t) \frac{2F}{\zeta}, \]
\[ P^{eq} = \psi(r, Q, t) \frac{k_B T}{m_B} \delta, \quad P^{Qeq} = \sum_{\nu} (-1)^{\nu} \psi(r - R_{\nu}, Q, t) \delta, \quad P^{Qeq} = 2\psi(r, Q, t) \frac{k_B T}{m_B} \delta. \]
In the dilute limit \( \rho_p/\rho \to 0 \), therefore the term \( \Sigma \to 0 \). In terms of number density (\( \rho_p = 2n_pm_B \)), we get

\[
\frac{\partial}{\partial t} n_p(r,t) + \frac{\partial}{\partial r_\alpha} \left( n_p U_\alpha + \frac{1}{2\zeta} \frac{\partial}{\partial \rho} \Theta_{\alpha\beta} \right) = \frac{k_B T}{\zeta} \frac{\partial^2 n_p}{\partial r^2},
\]
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