MOMENT CONVEXITY OF SOLVABLE LOCALLY COMPACT GROUPS

DANIEL BELTIȚĂ AND MIHAI NICOLAE

Abstract. We introduce moment maps for continuous unitary representations of general topological groups. For solvable separable locally compact groups, we prove that the closure of the image of the moment map of any representation is convex.

1. Introduction

For any continuous unitary representation $\pi: G \to U(H)$ of a finite-dimensional Lie group its moment map (\cite{Wi89, Mi90, Wi92}) is

$$\Psi_\pi: H_\infty \setminus \{0\} \to \mathfrak{g}^*, \quad \Psi_\pi(v) = \frac{1}{i} \langle d\pi(\cdot)v, v \rangle \langle v, v \rangle,$$

where $H_\infty$ is the space of smooth vectors, and its moment set is $I_\pi := \overline{\Psi_\pi(H_\infty \setminus \{0\})} \subseteq \mathfrak{g}^*$, that is, the closure of the image of the moment map the dual space of the Lie algebra of $G$. Representations of solvable Lie groups share a remarkable convexity property:

Theorem 1.1 (\cite{AL92}). If $G$ is any solvable finite-dimensional Lie group, then for any continuous unitary representation $\pi: G \to U(H)$ its moment set $I_\pi$ is convex.

Moment sets and moment maps were originally motivated by studies in symplectic geometry, and yet the above statement depends only on Lie theory and representation theory, so not on differential geometry. Therefore, in view of the successful Lie theory that was developed for various topological groups, including all connected locally compact groups (see for instance \cite{HM07} and \cite{BCRS1}), it is natural to ask the following question.

Problem 1.2. Does Theorem 1.1 carry over to general solvable topological groups, or at least to solvable pro-Lie groups?

The present paper offers an affirmative answer to the above problem in the case of separable locally compact groups (Theorem 5.2). Our proof needs the locally compactness hypothesis via the Haar measure in Proposition 2.10 and via the use of group $C^*$-algebras further on, and separability of these $C^*$-algebras is required for certain arguments involving direct integrals of representations in Lemma 4.3 and the proof of Proposition 4.4. Despite these technical restrictions, we found it useful to introduce the notion of a moment map for continuous unitary representations of arbitrary topological groups (Definition 3.1) and to derive some of its basic properties in that general setting. Note that Theorem 1.1 trivially holds true if $\pi$ is replaced by any representation of a Banach-Lie group for which $H_\infty = \{0\}$ (see \cite{BN08} for a specific example). We will explore elsewhere.
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other instances when Problem 1.2 can be answered in the affirmative and its relations to the method of coadjoint orbits in the spirit of [W89].

2. Preliminaries

### Lie theory for topological groups.

We use differential calculus on topological groups as developed in [BCR81]; see also [BB11] and [BNi14].

Unless otherwise mentioned, $G$ is any topological group and $\mathcal{H}$ is any complex Hilbert space with its unitary group $U(\mathcal{H}) := \{ T \in B(\mathcal{H}) \mid TT^* = TT^* = 1 \}$ regarded as a topological group with respect to the strong operator topology (i.e., the topology of pointwise convergence). Denoting by $C(\cdot, \cdot)$ the spaces of continuous maps, one defines

$$\mathcal{L}(G) := \{ \gamma \in C(\mathbb{R}, G) \mid (\forall t, s \in \mathbb{R}) \quad \gamma(t + s) = \gamma(t)\gamma(s) \}.$$  

This set is endowed with the topology of uniform convergence on compact subsets of $\mathbb{R}$. If $\varphi : H \to G$ is any continuous homomorphism of topological groups, then one defines

$$\mathcal{L}(\varphi) : \mathcal{L}(H) \to \mathcal{L}(G), \quad \gamma \mapsto \varphi \circ \gamma$$

and it is easily checked that one thus obtains a functor $\mathcal{L}(\cdot)$ from the category of topological groups to the category of topological spaces.

The **adjoint action** of the topological group $G$ is the mapping

$$\text{Ad}_G : G \times \mathcal{L}(G) \to \mathcal{L}(G), \quad (g, \gamma) \mapsto \text{Ad}_G(g)\gamma := g\gamma(g^{-1}),$$

which is continuous [HM07] Prop. 2.28 and homogeneous in the sense that $\text{Ad}_G(g)(r\cdot \gamma) = r \cdot (\text{Ad}_G(g)\gamma)$ for all $r \in \mathbb{R}$, $g \in G$, and $\gamma \in \mathcal{L}(G)$, where one defines

$$(\forall r, t \in \mathbb{R})(\forall \gamma \in \mathcal{L}(G)) \quad (r \cdot \gamma)(t) := \gamma(rt).$$

For $r = -1$ and $\gamma \in \mathcal{L}(G)$ we denote $-\gamma := (-1) \cdot \gamma \in \mathcal{L}(G)$.

Let an arbitrary open subset $V \subseteq G$ and $\mathcal{Y}$ be any real locally convex space. If $\varphi : V \to \mathcal{Y}, \gamma \in \mathcal{L}(G)$, and $g \in V$, then we denote

$$(D_\gamma \varphi)(g) := \lim_{t \to 0^+} \frac{\varphi(g\gamma(t)) - \varphi(g)}{t} \quad (2.2)$$

if the limit in the right-hand side exists. Similarly for

$$(D^R_\gamma \varphi)(g) := \lim_{t \to 0^-} \frac{\varphi(g\gamma(t)) - \varphi(g)}{t} = (D_{-\text{Ad}_G(g^{-1})\gamma} \varphi)(g). \quad (2.3)$$

One defines $C^1(V, \mathcal{Y})$ as the set of all functions $\varphi \in C(V, \mathcal{Y})$ for which the function $D\varphi : V \times \mathcal{L}(G) \to \mathcal{Y}, \quad (D\varphi)(g; \gamma) := (D_\gamma \varphi)(g)$

is well defined and continuous. One also denotes $D\varphi := D^1_\varphi$.

Now let $n \geq 2$ and assume the space $C^{n-1}(V, \mathcal{Y})$ and the mapping $D^{n-1}$ have been defined. Then $C^n(V, \mathcal{Y})$ is defined as the set of all $\varphi \in C^{n-1}(V, \mathcal{Y})$ for which the function $D^n \varphi : V \times \mathcal{L}(G) \times \cdots \times \mathcal{L}(G) \to \mathcal{Y}, \quad (g; \gamma_1, \ldots, \gamma_n) \mapsto (D_{\gamma_n} \cdots (D_{\gamma_1} \varphi) \cdots ))(g)$

is well defined and continuous.

Moreover $C^\infty(V, \mathcal{Y}) := \bigcap_{n \geq 1} C^n(V, \mathcal{Y})$ and $C^\infty_0(V, \mathcal{Y})$ is the set of all $\varphi \in C^\infty(V, \mathcal{Y})$ having compact support. If $\mathcal{Y} = \mathbb{C}$, then we write simply $C^n(G) := C^n(V, \mathbb{C})$ etc., for $n = 1, 2, \ldots, \infty$. 

It will be convenient to use the notations
\[ D_\gamma \varphi := D_{\gamma_n} (D_{\gamma_{n-1}} \cdots (D_{\gamma_1} \varphi) \cdots) : G \to \mathcal{Y} \]
\[ D_\gamma^R \varphi := D_{\gamma_n}^R (D_{\gamma_{n-1}}^R \cdots (D_{\gamma_1}^R \varphi) \cdots) : G \to \mathcal{Y} \]
whenever \( \gamma := (\gamma_1, \ldots, \gamma_n) \in \mathcal{L}(G) \times \cdots \times \mathcal{L}(G) \) and \( \varphi \in C^n(G, \mathcal{Y}) \).

**Definition 2.1** ([BN14 Def. 3.1]). We endow the function space \( C^\infty(V, \mathcal{Y}) \) with the locally convex topology defined by the family of seminorms \( p_{K_1, K_2} \) introduced as follows. Denote
\[ (\forall k \geq 1) \quad \mathcal{L}^k(G) := \mathcal{L}(G) \times \cdots \times \mathcal{L}(G)_k \text{ times} \cdot \]
For every \( k \geq 1 \), any compact subsets \( K_1 \subseteq \mathcal{L}^k(G) \) and \( K_2 \subseteq V \), and any continuous seminorm \( | \cdot | \) on \( \mathcal{Y} \), we define \( \rho_{K_1, K_2} : C^\infty(V, \mathcal{Y}) \to [0, \infty) \) by
\[ \rho_{K_1, K_2} : \mathcal{L}^k(G) = \begin{cases} \sup\{|(D_\gamma^R f)(x)| \mid \gamma \in K_1, x \in K_2\} & \text{if } K_1 \neq \emptyset, \\ \sup\{|f(x)| \mid x \in K_2\} & \text{if } K_1 = \emptyset. \end{cases} \]
For the sake of simplicity we always omit the seminorm \( | \cdot | \) on \( \mathcal{Y} \) from the above notation, by writing simply \( \rho_{K_1, K_2} \) instead of \( \rho_{K_1, K_2} \).

**Proposition 2.2.** If \( G \) is any topological group and \( \mathcal{Y} \) is any locally convex space, then the following assertions hold.

1. Fix any open set \( V \subseteq G \). If for all \( k \geq 1 \), compact sets \( K_1 \subseteq \mathcal{L}^k(G) \) and \( K_2 \subseteq V \), and continuous seminorm \( | \cdot | \) on \( \mathcal{Y} \) one defines \( \rho_{K_1, K_2} : C^\infty(V, \mathcal{Y}) \to [0, \infty) \) by
\[ \rho_{K_1, K_2} := \begin{cases} \sup\{|(D_\gamma^R f)(x)| \mid \gamma \in K_1, x \in K_2\} & \text{if } K_1 \neq \emptyset, \\ \sup\{|f(x)| \mid x \in K_2\} & \text{if } K_1 = \emptyset, \end{cases} \]
then one thus obtains a family of seminorms that determines the topology of \( C^\infty(V, \mathcal{Y}) \) introduced in Definition 2.1.

2. For all \( g \in G \) and \( \gamma \in \mathcal{L}(G) \), the operators
\[ D_\gamma, D_\gamma^R, \lambda(g), \rho(g) : C^\infty(G, \mathcal{Y}) \to C^\infty(G, \mathcal{Y}) \]
are well-defined and continuous, where
\[ (\lambda(g)f)(x) := f(gx) \quad \text{and} \quad (\rho(g)f)(x) := f(xg) \quad \text{for all } x \in G \text{ and } f \in C^\infty(G, \mathcal{Y}). \]

**Proof.** For the proof it is convenient to denote for all \( k \geq 1 \), \( \gamma := (\gamma_1, \ldots, \gamma_k) \in \mathcal{L}^k(G) \), and \( x \in G \),
\[ \gamma^x := (\text{Ad}_G(x^{-1})\gamma_1, \ldots, \text{Ad}_G(x^{-1})\gamma_k), \]
\[ -\gamma := (-\gamma_1, \ldots, -\gamma_k). \]
We now proceed with the proof of the two assertions from the statement.

1. Let \( K_2 \subseteq G \) and \( K_1 \subseteq \mathcal{L}^k(G) \) be any compact sets and \( | \cdot | \) be any continuous seminorm on \( \mathcal{Y} \), which will be however omitted from the notation, writing simply \( \rho_{K_1, K_2} =: \rho_{K_1, K_2} \).

It follows by (2.3) that for all \( f \in C^\infty(V, \mathcal{Y}) \) and \( x \in V \) one has
\[ (D_\gamma f)(x) = (D_\gamma^R f)(x) \]
hence \( \rho_{K_1, K_2}(f) \leq \rho_{K_3, K_2}(f) \) where
\[ K_3 := \{-\gamma^x \mid \gamma \in K_1, x \in K_2\}. \]
Also, writing \( (D^R f)(x) = (D_{-\gamma x^{-1}} f)(x) \), one obtains \( q_{K_1,K_2}(f) \leq p_{K_4,K_2}(f) \), where
\[
K_4 := \{ -\gamma x^{-1} \mid \gamma \in K_1, x \in K_2 \}.
\]
To conclude the proof, it remains to show that \( K_3 \) and \( K_4 \) are compact subsets of \( L^k(G) \).
The set \( K_3 \) is the image of the compact set \( K_2 \times K_1 \) through the map
\[
G \times \Lambda^k(G) \to \Lambda^k(G), \quad (x,\gamma) \mapsto -\gamma x,
\]
while the set \( K_4 \) is the image of the compact set \( K_2 \times K_1 \) through the map
\[
G \times \Lambda^k(G) \to \Lambda^k(G), \quad (x,\gamma) \mapsto -\gamma x^{-1}.
\]
Both these maps are continuous since \( D^k \) is continuous.

For the operator \( \lambda(g) : C^\infty(G,Y) \to C^\infty(G,Y) \) we use the method of proof of
\[\text{Prop. 3.9], which establishes that } \lambda(g) \text{ is well defined. Moreover, for any } k \geq 1 \text{ one has the homeomorphism}
\[
F_k^g : \mathfrak{L}(G) \times \cdots \times \mathfrak{L}(G) \times G \to \mathfrak{L}(G) \times \cdots \times \mathfrak{L}(G) \times G, \quad (\beta, x) \mapsto (\beta, gx).
\]
Iterating \[\text{Rem. 3.8], one obtains } D^k(\lambda(g)f) = (D^k f) \circ F_k^g \text{ for all } f \in C^\infty(G,Y), \text{ and this shows as above that for any continuous seminorm } | \cdot | \text{ on } Y \text{ and all compact sets } K_2 \subseteq G \text{ and } K_1 \subseteq \Lambda^k(G) \text{ one has } p_{K_1,K_2}(\lambda(g)f) = p_{K_1,K_2}(f), \text{ where } K_2 := gK_2\text{ hence the linear operator } \lambda(g) : C^\infty(G,Y) \to C^\infty(G,Y) \text{ is continuous.}
\]
For the operator \( \rho(g) \) one can similarly obtain \( (D^R)^k(\rho(g)f) = ((D^R)^k f) \circ F_k^g \), where
\[
\tilde{F}_k^g : \mathfrak{L}(G) \times \cdots \times \mathfrak{L}(G) \times G \to \mathfrak{L}(G) \times \cdots \times \mathfrak{L}(G) \times G, \quad (\beta, x) \mapsto (\beta, xg).
\]
It follows that \( q_{K_1,K_2}(\rho(g)f) = q_{K_1,K_2}^g(f) \), where \( K_2 := K_2 g \), for any continuous seminorm \( | \cdot | \) on \( Y \), all compact sets \( K_2 \subseteq G \) and \( K_1 \subseteq \Lambda^k(G) \), and any \( f \in C^\infty(G,Y) \). Since the seminorms \( q_{K_1,K_2} \) determine the topology of \( C^\infty(G,Y) \) by Assertion \[\text{(I), we see that the linear operator } \rho(g) : C^\infty(G,Y) \to C^\infty(G,Y) \text{ is continuous.}
\]
If \( \gamma \in \mathfrak{L}(G) \) then for every \( f \in C^\infty(G,Y) \) one has \( p_{K_1,K_2}(D_{\gamma} f) = p_{K_1,K_2}(f) \) and \( q_{K_1,K_2}(D_{\gamma}^R f) = q_{K_1,K_2}(f) \), where \( K_1' := \{ \gamma \} \times K_1 \subseteq \mathfrak{L}^{k+1}(G) \), with the convention \( \{ \gamma \} \times \emptyset = \{ \gamma \} \). This shows that both the linear operators \( D_{\gamma}, D_{\gamma}^R : C^\infty(G,Y) \to C^\infty(G,Y) \) are continuous, and the proof ends. \( \square \)

In the following we use pro-Lie groups (that is, topological groups that are isomorphic to limits of some projective systems of Lie groups) and their Lie theory, for which we refer to the excellent monograph \[HM07\]. Pro-Lie groups were called LP-groups in \[BCR81, Bos76\].

**Lemma 2.3** (Yamabe’s theorem). Connected locally compact groups are pro-Lie groups.

*Proof*. This follows by \[HM07\ Th. 3.39 (Def. A \Rightarrow Def. B)], since every locally compact group is complete \[HM07\ Rem. 1.31] and every connected locally compact group contains arbitrarily small co-Lie subgroups by \[MZ55\ Th. 4.6, pag. 175]. \( \square \)

**Lemma 2.4**. Every pro-Lie group \( G \) is a pre-Lie group, in the sense that:
The space $\mathfrak{L}(G)$ has the structure of a locally convex Lie algebra over $\mathbb{R}$, whose scalar multiplication, vector addition and bracket satisfy the following conditions for all $t, s \in \mathbb{R}$ and $\gamma_1, \gamma_2 \in \mathfrak{L}(G)$:
\[
(t \cdot \gamma_1)(s) = \gamma_1(ts);
\]
\[
(\gamma_1 + \gamma_2)(t) = \lim_{n \to \infty} (\gamma_1(t/n)\gamma_2(t/n))^n;
\]
\[
[\gamma_1, \gamma_2](t^2) = \lim_{n \to \infty} (\gamma_1(t/n)\gamma_2(t/n)\gamma_1(-t/n)\gamma_2(-t/n))^n,
\]
where the convergence is uniform on compact subsets of $\mathbb{R}$.

For every nontrivial $\gamma \in \mathfrak{L}(G)$ there exists a function $\varphi$ of class $C^\infty$ on some neighborhood of $1 \in G$ with $(D_\gamma \varphi)(1) \neq 0$.

Proof. See [BCR81, Prop. 1.3.1(3)].

Smooth vectors for representations of topological groups. By representation we mean a continuous unitary representation, hence a group homomorphism $\pi: G \to U(\mathcal{H})$ for which the map $G \times \mathcal{H} \to \mathcal{H}, (g, y) \mapsto \pi(g)y$ is continuous.

The space of smooth vectors has been widely used in representation theory of finite-dimensional Lie groups; see also [Ne10] for a deep study of smooth vectors of representations of infinite-dimensional Lie groups. This space was introduced in representation theory of general topological groups in [Bos76] (see also [BB11] for more versions of this notion).

**Definition 2.5.** The space of smooth vectors for the representation $\pi$ is
\[
\mathcal{H}_\infty := \{v \in \mathcal{H} \mid \pi(\cdot)v \in C^\infty(G, \mathcal{H})\}.
\]

One endows $\mathcal{H}_\infty$ with the locally convex topology for which the injective linear map
\[
A: \mathcal{H}_\infty \to C^\infty(G, \mathcal{H}), \quad v \mapsto \pi(\cdot)v \tag{2.5}
\]
is a homeomorphism onto its image, where the image of the above map is regarded as a subspace of the locally convex space $C^\infty(G, \mathcal{H})$ endowed with the topology introduced in **Definition 2.1**.

Before continuing we note that if $G$ is a Banach-Lie group, then the above topology on the space of smooth vectors is in general different from the topology introduced in [Ne10, Sect. 4], however these topologies agree in the case of finite-dimensional Lie groups.

**Remark 2.6.** We record for later use the following easy observations.

1. $\text{Ran} \ A = \{\psi \in C^\infty(G, \mathcal{H}) \mid (\forall x, y \in G) \ \psi(xy) = \pi(x)\psi(y)\}$ and this is a closed linear subspace of $C^\infty(G, \mathcal{H})$.
2. For every $\psi \in \text{Ran} \ A$ and $y \in G$ one has $\psi(y) \in \mathcal{H}_\infty$, and $\psi(1) = A^{-1}(\psi)$.
3. The set $\mathcal{H}_\infty$ is a linear subspace of $\mathcal{H}$ that is invariant under $\pi(x)$ and $d\pi(\gamma)$ for all $x \in G$ and $\gamma \in \mathfrak{L}(G)$, and the operators $\pi(x), d\pi(\gamma): \mathcal{H}_\infty \to \mathcal{H}_\infty$ are continuous (using Proposition 2.2).
4. The inclusion map $\mathcal{H}_\infty \hookrightarrow \mathcal{H}$ is continuous since it is equal to the composition of $A$ with the evaluation map $C^\infty(G, \mathcal{H}) \to \mathcal{H}, \psi \mapsto \psi(1)$, which is continuous.
5. The operator $A$ intertwines the representation $\pi(\cdot)|_{\mathcal{H}_\infty}$ and the right regular representation of $G$ on $C^\infty(G, \mathcal{H})$, that is, $(A(\pi(x)v))(y) = (Av)(yx)$ for all $x, y \in G$ and $v \in \mathcal{H}$. For $\gamma \in \mathfrak{L}(G)$ and $x = \gamma(t)$ with $t \in \mathbb{R}$, this implies $(A(d\pi(\gamma)v))(y) = (D_\gamma(\pi)v)(y)$ (see [22]), that is, $A(d\pi(\gamma)v) = D_\gamma(\pi)v$.
Remark 2.7. Let \( \pi_j : G \to U(H_j) \) be any representation with its corresponding space of smooth vectors \( H_{j, \infty} \) for \( j = 1, 2 \). If \( T : H_1 \to H_2 \) is a bounded linear operator with the property \( T\pi_1(x) = \pi_2(x)T \) for all \( x \in G \), then \( T(H_{1, \infty}) \subseteq H_{2, \infty} \).

Definition 2.8. The derivative of the representation \( \pi : G \to U(H) \) is
\[
d\pi : \mathfrak{L}(G) \to \text{End}(H_{\infty}), \quad d\pi(\gamma)y := \lim_{t \to 0} \frac{\pi(\gamma(t))y - y}{t}
\]
for every \( \gamma \in \mathfrak{L}(G) \) and \( y \in H_{\infty} \). Moreover, for every \( k \geq 1 \) and \( \gamma = (\gamma_1, \ldots, \gamma_k) \in \mathfrak{L}^k(G) \) we define the linear operator
\[
d\pi(\gamma) : H_{\infty} \to H_{\infty}, \quad d\pi(\gamma)y := d\pi(\gamma_1) \cdots d\pi(\gamma_k)y.
\]

Lemma 2.9. Let \( G \) be any topological group and \( \pi : G \to U(H) \) be any unitary representation. Then for every integer \( k \geq 1 \), compact set \( K \subseteq \mathfrak{L}^k(G) \), and vector \( v \in H_{\infty} \), one has
\[
\lim_{x \to 1} \sup_{\gamma \in K} \|d\pi(\gamma)v - d\pi(\Ad_G(x)\gamma)v\| = 0, \quad (2.6)
\]
where \( \Ad_G : G \times \mathfrak{L}^k(G) \to \mathfrak{L}^k(G) \) is defined componentwise.

Proof. For \( \gamma = (\gamma_1, \ldots, \gamma_k) \in \mathfrak{L}^k(G) \) one has
\[
d\pi(\gamma)v - d\pi(\Ad_G(x)\gamma)v = d\pi(\gamma_1) \cdots d\pi(\gamma_k)v - d\pi(\Ad_G(x)\gamma_1) \cdots d\pi(\Ad_G(x)\gamma_k)v
\]
hence by Remark 2.6, for \( (\gamma_1, \ldots, \gamma_k) \in \mathfrak{L}^k(G) \),
\[
A(d\pi(\gamma)v - d\pi(\Ad_G(x)\gamma)v) = D^k(\Ad_G(x)\gamma)v - D^k(\Ad_G(x)\gamma)v.
\]
Therefore (2.6) is equivalent to the fact that for \( f := Av \in C^\infty(G, H) \) one has
\[
\lim_{x \to 1} \sup_{\gamma \in K} \|(D^k(\Ad_G(x)\gamma)v)(1)\| = 0,
\]
that is,
\[
\lim_{x \to 1} \sup_{\gamma \in K} \|(D^k(\Ad_G(x)\gamma)v)(1)\| = 0.
\]
To prove the above equality, define
\[
\varphi : G \times \mathfrak{L}^k(G) \to \mathfrak{L}^k(G), \quad \varphi(x, \gamma) := D^k(\Ad_G(x)\gamma).
\]
Since \( f \in C^\infty(G, H) \), the function \( D^k(\Ad_G(x)\gamma)v \) is continuous, hence composing it with the continuous map \( \Ad_G : G \times \mathfrak{L}^k(G) \to \mathfrak{L}^k(G) \), one obtains that \( \varphi \) is continuous. Then the map \( G \to C(K, H), x \mapsto \varphi(x, \cdot)|_K \) is continuous by [Fo15 Th. 1], and we are done. \( \square \)

We will need the following result which might be regarded as a very simple version of the Dixmier-Malliavin theorem [DM78], saying that the Garding space is equal to the space of smooth vectors for all unitary representations of finite-dimensional Lie groups. Throughout the following, by smooth \( \delta \)-family on a locally compact group \( G \) we mean a family of functions \( \{f_W\}_{W \in \mathcal{W}} \), where \( \mathcal{W} \) is a neighborhood base at \( 1 \in G \), and for every \( W \in \mathcal{W} \) one has \( \operatorname{supp} f_W \subseteq W \), \( 0 \leq f_W \in C^\infty(G) \), and \( \int_G f_W(x) dx = 1 \).

Proposition 2.10. Let \( G \) be any locally compact group and \( \pi : G \to U(H) \) be any representation extended to
\[
\pi : L^1(G) \to \mathcal{B}(G), \quad \pi(f) = \int_G f(x)\pi(x)dx.
\]
If \( f \in C_0^\infty(G) \) and \( v \in \mathcal{H} \), then \( \pi(f)v \in \mathcal{H}_\infty \) and
\[
(\forall \gamma \in \mathcal{L}(G)) \quad \text{d}\pi(\gamma)(\pi(f)v) = \pi(D^{\gamma}_\gamma f)v.
\] (2.7)
Moreover, for every smooth \( \delta \)-family \( \{f_W\}_{W \in \mathcal{W}} \) the set \( \{\pi(f_W)v \mid W \in \mathcal{W}, \ v \in \mathcal{H}\} \) is a dense subset of \( \mathcal{H}_\infty \).

**Proof.** If \( \gamma \in \mathcal{L}(G), t \in \mathbb{R}, \ v \in \mathcal{H}, \) and \( f \in C_0^\infty(G) \), then \( \pi(f)v \in \mathcal{H}_\infty \) by [Bos76, Lemma 3.1], and moreover
\[
\pi(\gamma(t))(\pi(f)v) = \int_G f(x)\pi(\gamma(t)x)vdx = \int_G f(\gamma(-t)x)\pi(x)vdx
\]
hence by differentiation at \( t = 0 \) one obtains (2.7). For all \( v \in \mathcal{H} \) and \( W \in \mathcal{W} \) define \( v_W := \pi(f_W)v \in \mathcal{H}_\infty \). One has
\[
v - v_W = \int_G f_W(x)vdx - \int_G f_W(x)\pi(x)vdx = \int_G f_W(x)(v - \pi(x)v)dx
\] (2.8)
hence using \( 0 \leq f_W \in C^\infty(G) \) and \( \int_G f_W(x)dx = 1 \), one obtains
\[
\|v - v_W\| \leq \int_W f_W(x)||v - \pi(x)v||dx \leq \sup_{x \in W} ||v - \pi(x)v||
\]
and therefore \( \lim_W ||v - v_W|| = 0 \). On the other hand, using (2.7),
\[
(\forall y \in \mathcal{G}) \quad (A(v - v_W))(y) = \pi(y)(v - v_W)
\]
and this implies \( \limsup_{y \in \mathcal{G}} ||(A(v - v_W))(y)|| = \lim_{W} ||v - v_W|| = 0 \).

If \( v \in \mathcal{H}_\infty \), \( k \geq 1 \), and \( \gamma \in \mathcal{L}^k(G) \), one has \( D^{\gamma}_\gamma A = A \circ \text{d}\pi(\gamma) : \mathcal{H}_\infty \to C^\infty(G, \mathcal{H}) \) by Remark 2.6, hence using (2.8), one obtains
\[
(D^{\gamma}_\gamma A(v - v_W))(y) = (A(\text{d}\pi(\gamma)(v - v_W)))(y)
\]
\[
= \int_W f_W(x)\pi(y)(\text{d}\pi(\gamma)v - \text{d}\pi(\gamma)\pi(x)v)dx
\]
\[
= \int_W f_W(x)\pi(y)(\text{d}\pi(\gamma)v - \pi(x)\text{d}\pi(Ad_G(x^{-1})\gamma)v)dx.
\]
Note that under the above integral one can write
\[
\text{d}\pi(\gamma)v - \pi(x)\text{d}\pi(Ad_G(x^{-1})\gamma)v = (1 - \pi(x))\text{d}\pi(\gamma)v
\]
\[
+ \pi(x)(\text{d}\pi(\gamma)v - \text{d}\pi(Ad_G(x^{-1})\gamma)v),
\]
hence using again \( 0 \leq f_W \in C^\infty(G) \), and \( \int_G f_W(x)dx = 1 \), one obtains for all \( y \in \mathcal{G} \),
\[
||(D^{\gamma}_\gamma A(v - v_W))(y)|| \leq \sup_{x \in W} (||(1 - \pi(x))\text{d}\pi(\gamma)v|| + ||\text{d}\pi(\gamma)v - \text{d}\pi(Ad_G(x^{-1})\gamma)v||).
\]
It then easily follows by Lemma 2.9 that \( \lim_W A(v - v_W) = 0 \) in \( C^\infty(G, \mathcal{H}) \) (see Definition 2.1), that is, \( \lim_W v_W = v \in \mathcal{H}_\infty \). \( \square \)

**Corollary 2.11.** Let \( G \) be any connected locally compact group and \( N_0(G) \) be the family of compact normal subgroups \( N \subseteq G \) for which \( G/N \) is a Lie group. Fix any \( N_0 \in N_0(G) \) with the corresponding projection \( p : G \to G/N_0 \), and let \( \pi_0 : G/N_0 \to U(\mathcal{H}) \) be any representation with its space of smooth vectors \( \mathcal{H}_\infty(\pi_0) \).

Then for every \( N \in N_0(G) \) with \( N \subseteq N_0 \) the space of smooth vectors of the representation \( G/N \to U(\mathcal{H}), gN \mapsto \pi_0(gN_0) \) is equal to \( \mathcal{H}_\infty(\pi_0) \). Also, \( \mathcal{H}_\infty(\pi_0) \) is a dense subspace of the space \( \mathcal{H}_\infty(\pi) \) of smooth vectors of the representation \( \pi := \pi_0 \circ p : G \to U(\mathcal{H}) \).
Proof. The first assertion is clear since the homomorphism \( G/N \to G/N_0 \), \( xN \mapsto xN_0 \) is a covering map. For the second assertion, recalling the canonical isomorphism of \( G \) onto the projective limit of Lie groups \( \lim_{N_0 \subseteq N} G/N_0 \) (see [HM07]), one can use Proposition 2.10 for a suitable \( \delta \)-family consisting of functions of the form \( x \mapsto f(xN) \), where \( N \in N_0(G) \) with \( N \subseteq N_0 \), and \( f \in C_0^\infty(G/N) \). \( \square \)

3. Moment sets of representations of topological groups

Definition 3.1. For any representation of a topological group \( \pi : G \to U(\mathcal{H}) \), its moment map is

\[
\Psi_\pi : \mathcal{H}_\infty \setminus \{0\} \to \mathbb{R}^{\mathcal{L}(G)}, \quad \Psi_\pi(v) = \frac{1}{\langle v, v \rangle} \langle d\pi(\cdot)v, v \rangle.
\]

The set \( \mathbb{R}^{\mathcal{L}(G)} \) of all functions \( \mathcal{L}(G) \to \mathbb{R} \) is endowed with the topology of pointwise convergence, and one defines the closed moment set \( I_\pi \) of the representation \( \pi \) as the closure in \( \mathbb{R}^{\mathcal{L}(G)} \) of the image of the moment map \( I_\pi^0 := \Psi_\pi(\mathcal{H}_\infty \setminus \{0\}) \), that is, \( I_\pi := \overline{I_\pi^0} \).

Lemma 3.2. Let \( G \) be any pro-Lie group. Then for every representation \( \pi : G \to U(\mathcal{H}) \) and every \( v \in \mathcal{H}_\infty \setminus \{0\} \) the function \( \Psi_\pi(v) : \mathcal{L}(G) \to \mathbb{R} \) is linear and continuous.

Proof. It was noted in [Bo87, Anm. 2.1, page 235] that \( d\pi(\cdot)v : \mathcal{L}(G) \to \mathcal{H} \) is a continuous linear map, hence our assertion follows at once. \( \square \)

For every real topological vector space \( \mathcal{Y} \) we denote by \( \mathcal{Y}^* \) the weak dual of \( \mathcal{Y} \), that is, the space of all continuous linear functionals on \( \mathcal{Y} \) endowed with the topology of pointwise convergence. Then Lemma 3.2 shows that for any representation \( \pi : G \to U(\mathcal{H}) \) of a pro-Lie group one has \( \Psi_\pi : \mathcal{H}_\infty \setminus \{0\} \to \mathcal{L}(G)^* \).

Lemma 3.3. If \( G \) is any topological group, then for every representation \( \pi : G \to U(\mathcal{H}) \) its moment map \( \Psi_\pi : \mathcal{H}_\infty \setminus \{0\} \to \mathbb{R}^{\mathcal{L}(G)} \) is continuous.

Proof. We must check that for every \( \gamma \in \mathcal{L}(G) \) the function

\[
\mathcal{H}_\infty \setminus \{0\} \to \mathbb{R}, \quad v \mapsto (\Psi_\pi(v))(\gamma) = \frac{1}{\langle v, v \rangle} \langle d\pi(\gamma)v, v \rangle
\]

is continuous. This follows since both the map \( d\pi(\gamma) : \mathcal{H}_\infty \to \mathcal{H}_\infty \) and the inclusion map \( \mathcal{H}_\infty \hookrightarrow \mathcal{H} \) are continuous (Remark 2.6). Compare also [Bo87] Lemmas 6.1–6.3. \( \square \)

Proposition 3.4. Let \( \pi : G \to U(\mathcal{H}) \) be any representation and \( \{\mathcal{H}_j\}_{j \in J} \) be any family of closed linear subspaces of \( \mathcal{H} \) satisfying the following conditions:

1. For every \( j_1, j_2 \in J \) there exists \( j_3 \in J \) with \( \mathcal{H}_{j_1} + \mathcal{H}_{j_2} \subseteq \mathcal{H}_{j_3} \), and one defines \( j_1 \leq j_2 \) if and only if \( \mathcal{H}_{j_1} \subseteq \mathcal{H}_{j_2} \).
2. If \( p_j : \mathcal{H} \to \mathcal{H}_j \) is the orthogonal projection onto \( \mathcal{H}_j \) for arbitrary \( j \in J \), then

\[
(\forall v \in \mathcal{H}) \lim_{j \in J} p_j(v) = v \text{ in } \mathcal{H}.
\]

3. For all \( j \in J \) one has \( \pi(G)\mathcal{H}_j \subseteq \mathcal{H}_j \), which defines \( \pi_j : G \to U(\mathcal{H}_j) \), \( x \mapsto \pi(x)|_{\mathcal{H}_j} \).

Then \( I_\pi = \bigcup_{j \in J} I_{\pi_j} = \bigcup_{j \in J} I_{\pi_j} \). If moreover \( I_{\pi_j} \) is convex for all \( j \in J \), then also \( I_\pi \) is convex.
Proof. For every \( j \in J \), denoting by \( \mathcal{H}_{j, \infty} \) the space of smooth vectors for the representation \( \pi_j \), one has \( \mathcal{H}_{j, \infty} = \mathcal{H}_j \cap \mathcal{H}_{\infty} \), and this implies \( I^0_{\pi_j} \subseteq I^0_{\pi} \), hence \( \bigcup_{j \in J} I^0_{\pi_j} \subseteq I_{\pi} \).

To prove the converse inclusion, let \( v \in \mathcal{H}_{\infty} \) arbitrary. For all \( j \in J \) and \( x \in G \) one has \( p_j \pi(x) = \pi_j(x) p_j \), hence Remark \[6.7\] implies \( p_j(\mathcal{H}_{\infty}) \subseteq \mathcal{H}_{j, \infty} \). In particular \( p_j(v) \in \mathcal{H}_{j, \infty} = \mathcal{H}_j \cap \mathcal{H}_{\infty} \subseteq \mathcal{H}_{\infty} \). We now prove that

\[
\lim_{j \in J} p_j(v) = v \text{ in } \mathcal{H}_{\infty}.
\]

In fact, \( (A(p_j(v)))(y) = \pi(y) p_j(v) = p_j \pi(y) v \) for all \( y \in G \), and then \[3.1\] implies \[3.2\].

Now, using Lemma \[3.3\]

\[
\Psi_{\pi}(v) = \lim_{j \in J} \Psi_{\pi_j}(p_j(v)) = \lim_{j \in J} \Psi_{\pi_j}(p_j(v)) \in \bigcup_{j \in J} I^0_{\pi_j} \subseteq \bigcup_{j \in J} I_{\pi_j}
\]

and this completes the proof of the equalities from the statement.

The convexity assertion follows from these equalities, since the closure of any upwards directed family of closed convex sets is in turn convex. \( \square \)

The following result was suggested by [Wi92, Lemma 2.1].

**Proposition 3.5.** If \( \pi_j : G \to U(\mathcal{H}_j) \) is any representation for \( j = 1, \ldots, m \), and one defines \( \pi := \pi_1 \oplus \cdots \oplus \pi_m \), then one has

\[
I^0_{\pi} = \{ t_1 f_1 + \cdots + t_m f_m | f_j \in I^0_{\pi_j}, \ 0 \leq t_j \leq 1 \text{ for } j = 1, \ldots, m, \text{ and } t_1 + \cdots + t_m = 1 \}.
\]

If moreover \( I_{\pi_j} \) is convex for \( j = 1, \ldots, m \), then also \( I_{\pi} \) is, and \( I_{\pi} = \text{conv}(I_{\pi_1} \cup \cdots \cup I_{\pi_m}) \).

**Proof.** Let \( \mathcal{H} := \mathcal{H}_1 \oplus \cdots \oplus \mathcal{H}_m \), and \( \mathcal{H}_{j, \infty} \) be the space of smooth vectors for the representation \( \pi_j \) for \( j = 1, \ldots, m \). Using Remark \[6.7\] one can see that

\[
\mathcal{H}_{\infty} = \{ v_1 \oplus \cdots \oplus v_m | v_j \in \mathcal{H}_{j, \infty} \text{ for } j = 1, \ldots, m \}.
\]

Moreover, if \( v_j \in \mathcal{H}_{j, \infty} \setminus \{0\} \) for \( j = 1, \ldots, m \), and \( v := v_1 \oplus \cdots \oplus v_m \), then it is easily checked that

\[
\Psi_{\pi}(v) = \frac{\|v_1\|^2}{\|v\|^2} \Psi_{\pi_1}(v_1) + \cdots + \frac{\|v_m\|^2}{\|v\|^2} \Psi_{\pi_m}(v_m)
\]

with \( \|v\|^2 = \|v_1\|^2 + \cdots + \|v_m\|^2 \), and the conclusion follows at once. \( \square \)

The following proposition is a generalization of [AL92, Prop. 4.2] from finite-dimensional Lie groups to arbitrary topological groups, with a slightly different proof that relies on the above Proposition \[3.4\].

**Proposition 3.6.** If \( \pi_j : G \to U(\mathcal{H}_j) \) is any representation for which \( I_{\pi_j} \) is convex for all \( j \in J \), then for the representation \( \pi := \bigoplus_{j \in J} \pi_j \) one has \( I_{\pi} = \overline{\text{conv}(I_{\pi_j})} \) and this is a convex set.

**Proof.** Use Proposition \[3.4\] for the family of finite orthogonal direct sums of representations \( \pi_j \), and then compute the closed momentum set of each of these finite sums by means of Proposition \[3.5\]. \( \square \)

The last results of the present section were suggested by [Wi92, Lemma 2.2] on finite-dimensional representations.
Proposition 3.7. Let $\phi: G_1 \rightarrow G_2$ be any morphism of topological groups and define $P: \mathbb{R}^{\mathbb{R}(G_2)} \rightarrow \mathbb{R}^{\mathbb{R}(G_1)}$, $P(f) := f \circ \varphi(\phi)$. For any representation $\pi: G_2 \rightarrow U(H)$ denote by $H_\infty(\pi)$ and $H_\infty(\pi \circ \phi)$ the spaces of smooth vectors of the representations $\pi$ and $\pi \circ \phi$, respectively. Then $H_\infty(\pi) \subseteq H_\infty(\pi \circ \phi)$ and $P(I_\pi) \subseteq I_{\pi \circ \phi}$. If moreover $H_\infty(\pi)$ is dense in $H_\infty(\pi \circ \phi)$, then $P(I_\pi) = I_{\pi \circ \phi}$. If in addition $I_\pi$ is convex, then also $I_{\pi \circ \phi}$ is.

Proof. First note that for every $\psi \in C^\infty(G_2, H)$ one has $\psi \circ \phi \in C^\infty(G_1, H)$, and
\[
D^k(\psi \circ \phi)(x, \gamma_1, \ldots, \gamma_k) = (D^k\psi)(\varphi(x), \phi \circ \gamma_1, \ldots, \phi \circ \gamma_k)
\]
for all $x \in G_1$, $k \geq 1$ and $\gamma_1, \ldots, \gamma_k \in \Sigma(G_1)$ (see e.g., [HCR81, Th. 1.3.2.2(i)])

For every $v \in H_\infty(\pi)$ one has $\pi(\cdot)v \in C^\infty(G_2, H)$, hence the above remark implies $(\pi \circ \phi)(\cdot)v \in C^\infty(G_1, H)$, that is, $v \in H_\infty(\pi \circ \phi)$. Moreover, it is easily checked that
\[
\Psi_{\pi \circ \phi}(v) = \Psi_\pi(v) \circ \varphi(\phi) = P(\Psi_\pi(v)).
\]

Now, if $H_\infty(\pi)$ is dense in $H_\infty(\pi \circ \phi)$, then $I_{\pi \circ \phi} = \overline{\Psi_{\pi \circ \phi}(H_\infty(\pi) \setminus \{0\})}$ by Lemma 3.3.

Therefore, using (3.4), one obtains $I_{\pi \circ \phi} = P(I_\pi)$, and the equality $P(I_\pi) = I_{\pi \circ \phi}$ follows at once. Finally, if $I_\pi$ is convex, then its image through the linear map $P$ is convex, and so is the closure that image, that is, $I_{\pi \circ \phi}$. This completes the proof.

Corollary 3.8. Let $G$ be any topological group. If $\pi: G \rightarrow U(H)$ is any representation with $\dim H < \infty$, then $H_\infty = H$.

Proof. Regarding the identity map $\text{id}_{U(H)}: U(H) \rightarrow U(H)$ as a representation of the Lie group $U(H)$ (using the hypothesis $\dim H < \infty$), it is clear that $H_\infty(\text{id}_{U(H)}) = H$. On the other hand, Proposition 3.7 implies $H_\infty(\text{id}_{U(H)}) \subseteq H_\infty(\text{id}_{U(H)} \circ \pi) = H_\infty(\pi)$, hence $H \subseteq H_\infty(\pi)$, and we are done.

4. Moment sets for representations of locally compact groups

In this section we consider only representations of locally compact groups, since this hypothesis allows us to use $C^*$-algebras in the study of their representation theory.

Notation 4.1. If $G$ is any locally compact group and $\pi: G \rightarrow U(H)$ is any representation, then we denote again by $\pi$ both its corresponding representation of the Banach $*$-algebra $L^1(G)$ and its extension to the group $C^*$-algebra $C^*(G)$, that is, the enveloping $C^*$-algebra of $L^1(G)$. The kernel of the $*$-representation $\pi: C^*(G) \rightarrow \mathcal{B}(H)$ is denoted by $\text{Ker } C^*(\pi)$.

The proofs of Propositions 4.2–4.4 below are merely adaptations of the method of proof of [AL92, Prop. 5.1] using also some ideas from [Nee00, Sect. X.6].

Proposition 4.2. If $G$ is any locally compact group and $\pi_j: G \rightarrow U(H_j)$ for $j = 1, 2$ are any representations with $\text{Ker } C^*(\pi_1) \supseteq \text{Ker } C^*(\pi_2)$, then $I_{\pi_1} \subseteq \overline{\text{conv}(I_{\pi_2}^0 \setminus \{0\})} \subseteq \text{conv}(I_{\pi_2})$.

Proof. The proof proceeds in three steps.

Step 1. By Lemma 3.3 it suffices to check that for every vector $w$ in some dense subset of $H_{1,\infty}$ one has
\[
\Psi_{\pi_1}(w) \in \overline{\text{conv}(I_{\pi_2}^0)}.
\]
To this end we will use the dense subset of $H_{1,\infty}$ provided by Proposition 2.10 and hence we will check (4.4) for $w = \pi_1(f)v$, where $v \in H_{1,\infty}$ with $\|v\| = 1$, and $f \in C_0^\infty(G)$.

Step 2. At this step we fix $\gamma \in \mathfrak{L}(G)$, and let $\varepsilon > 0$ be also fixed for the moment. Since $\text{Ker } C^*(\pi_1) \supseteq \text{Ker } C^*(\pi_2)$, it follows by [Dit64, Prop. 3.4.2(i)] that for every finite
set $F \subseteq C^*(G)$ there exist an integer $n \geq 1$ and some vectors $\eta_1, \ldots, \eta_n \in \mathcal{H}_2$ with 

$$\sum_{k=1}^{n} \|\eta_k\|^2 = 1$$

and for all $a \in F$,

$$|\langle \pi_1(a)v, v \rangle - \sum_{k=1}^{n} \langle \pi_2(a)\eta_k, \eta_k \rangle| < \varepsilon.$$  \hfill (4.2)

We use the above property for $F = \{f^* \ast f, f^* \ast D^Rf\}$, using the notation \textcolor{red}{[2.3]}. For any $u \in \mathcal{H}_{3,\infty}$ and $a = f^* \ast D^Rf$ one has by (2.7),

$$\langle \pi_j(\tilde{a})u, u \rangle = \langle \pi_j(D^Rf)u, \pi_j(f)u \rangle = \langle \tilde{a} \pi_j(\pi_j(f))u, \pi_j(f)u \rangle$$

hence (4.2) implies

$$\left|\left(\Psi_{\pi_1}(\pi_1(f)v))\right) - \sum_{k=1}^{m} \frac{\|\pi_2(f)\eta_k\|^2}{\|\pi_1(f)v\|^2} (\psi_{\pi_2}(\pi_2(f)\eta_k))\right| < \frac{\varepsilon}{\|\pi_1(f)v\|^2}.$$  \hfill (4.3)

Then

$$\left|\left(\Psi_{\pi_1}(\pi_1(f)v))\right) - \delta_{\varepsilon} \sum_{k=1}^{m} t_k (\psi_{\pi_2}(\pi_2(f)\eta_k))\right| < \frac{\varepsilon}{\|\pi_1(f)v\|^2}$$

where $t_k := \|\pi_2(f)\eta_k\|^2 / \sum_{i=1}^{n} \|\pi_2(f)\eta_i\|^2$ and $\delta_{\varepsilon} := \left(\sum_{i=1}^{n} \|\pi_2(f)\eta_i\|^2\right) / \|\pi_1(f)v\|^2$, hence $t_1, \ldots, t_n \in [0, 1]$ and $t_1 + \cdots + t_n = 1$. In particular $\psi_{\varepsilon} := \sum_{k=1}^{m} t_k \Psi_{\pi_2}(\pi_2(f)\eta_k) \in \text{conv}(I_{\pi_2}).$

On the other hand, using $\textcolor{red}{[4.2]}$ for $a = f^* \ast f$, one obtains

$$\left|\|\pi_1(f)v\|^2 - \sum_{i=1}^{n} \|\pi_2(f)\eta_i\|^2\right| < \varepsilon$$

that is, $|1 - \delta_{\varepsilon}| < \varepsilon / \|\pi_1(f)v\|^2$. Consequently, also taking into account (4.3), we see that for $w = \pi_1(f)v$ and arbitrary $\gamma \in \Lambda(G)$, there exist families $\{\delta_{\varepsilon}\}_{\varepsilon>0}$ in $(0, \infty)$ and $\{\psi_{\varepsilon}\}_{\varepsilon>0}$ in $\text{conv}(I_{\pi_2})$ satisfying $\lim_{\varepsilon \to 0} \delta_{\varepsilon} = 1$ and $\lim_{\varepsilon \to 0} \psi_{\varepsilon}(\gamma) = (\Psi_{\pi_1}(w))(\gamma)$, hence

$$\lim_{\varepsilon \to 0} \psi_{\varepsilon}(\gamma) = (\Psi_{\pi_1}(w))(\gamma).$$  \hfill (4.4)

We will use this fact in the next step of the proof in order to obtain $\textcolor{red}{[4.1]}$.

Step 3. Assume that $\textcolor{red}{[4.1]}$ does not hold for $w = \pi_1(f)v$ as above. Since $\text{conv}(I_{\pi_2})$ is a closed convex subset of the locally convex space $\Lambda(G)^*$ (see Lemmas \textcolor{red}{[2.8]} and \textcolor{red}{[3.2]}, it follows by \textcolor{red}{[Ru91]} Th. 3.4(b)) that there exist a real number $t > 0$ a continuous linear functional $\Gamma: \Lambda(G)^* \to \mathbb{R}$ with

$$\Gamma(\Psi_{\pi_1}(w))) + t < \Gamma(\psi)$$

for all $\psi \in \text{conv}(I_{\pi_2})$. Since $\Lambda(G)^*$ is a topological subspace of $\mathbb{R}^{\Lambda(G)}$, hence is endowed with the topology of pointwise convergence on $\Lambda(G)$, it follows by \textcolor{red}{[Ru91]} Th. 3.10 that there exists $\gamma \in \Lambda(G)$ such that $\Gamma(\psi) = \psi(\gamma)$ for all $\psi \in \Lambda(G)^*$, and therefore

$$(\Psi_{\pi_1}(w))(\gamma) + t < \psi(\gamma)$$

for all $\psi \in \text{conv}(I_{\pi_2})$. If we use the above property for $\psi = \psi_{\varepsilon}$, we obtain a contradiction with (4.4), and we are done. \hfill \Box
Let $\pi: \mathcal{A} \to \mathcal{B}(\mathcal{H})$ be any cyclic $*$-representation of a separable $C^*$-algebra. Then there exist a compact metric space $Z$ with a probability Radon measure $\mu$, a measurable field of Hilbert spaces $\{\mathcal{H}_\zeta\}_{\zeta \in Z}$, a vector $\int_0^\oplus w_\zeta d\mu(\zeta) \in \int_0^\oplus \mathcal{H}_\zeta d\mu(\zeta)$, a measurable field of irreducible $*$-representations $\{\sigma_\zeta: \mathcal{A} \to U(\mathcal{H}_\zeta)\}_{\zeta \in Z}$ and a unitary operator $V: \mathcal{H} \to \int_0^\oplus \mathcal{H}_\zeta d\mu(\zeta)$ satisfying the following conditions:

1. One has $V\pi(a)V^{-1} = \int_0^\oplus \sigma_\zeta(a)d\mu(\zeta)$ and $w$ is a cyclic vector for that representation.
2. For every $a, b \in \mathcal{A}$ the function $\zeta \mapsto \langle \sigma_\zeta(a)w_\zeta, \sigma_\zeta(b)w_\zeta \rangle$ is continuous on $Z$.

Proof. Extending $\pi$ to the unitization of $\mathcal{A}$ if necessary, we may assume that $\mathcal{A}$ is unital. Let $w \in \mathcal{H}$ be any cyclic vector for $\pi$ with $\|w\| = 1$, and define the state $\varphi: \mathcal{A} \to \mathbb{C}$, $\varphi(\cdot) := \langle \pi(\cdot)v, v \rangle$. Denoting by $S$ the set of all states of $\mathcal{A}$, viewed as a compact metric space with the weak-topology (since $\mathcal{A}$ is separable), it follows by [BR87] 4.1.3, 4.1.11, 4.1.25, 4.2.5] that there exists a probability Radon measure $\mu$ on $S$ which is an orthogonal measure and satisfies

$$\varphi = \int_S \zeta d\mu(\zeta)$$

and $\mu(P) = 1$, where $P$ is the set of pure states of $\mathcal{A}$. Since $\mu$ is an orthogonal measure and $\pi$ is unitary equivalent to the GNS representation of $\mathcal{A}$ associated with the state $\varphi$ (since $v$ is a cyclic vector), it follows by [BR87] 4.4.9] that there exists a unitary operator $V: \mathcal{H} \to \int_0^\oplus \mathcal{H}_\zeta d\mu(\zeta)$ with $V\pi(\cdot)V^{-1} = \int_0^\oplus \sigma_\zeta(\cdot)d\mu(\zeta)$ and $Vw = \int_0^\oplus w_\zeta d\mu(\zeta)$, where for every $\zeta \in S$ one denotes by $\sigma_\zeta: \mathcal{A} \to B(\mathcal{H}_\zeta)$ its corresponding GNS representation with the unit cyclic vector $w_\zeta \in \mathcal{H}_\zeta$ with $\zeta(\cdot) = \langle \sigma_\zeta(\cdot)w_\zeta, w_\zeta \rangle$. Then for every $a, b \in \mathcal{A}$ and $\zeta \in S$ one has

$$\langle \sigma_\zeta(a)w_\zeta, \sigma_\zeta(b)w_\zeta \rangle = \langle \sigma_\zeta(b^*a)w_\zeta, w_\zeta \rangle = \zeta(b^*a)$$

and this depends continuously on $\zeta \in S$ since $S$ is endowed with the weak topology. Then the conclusion is obtained if we define $Z$ as the closure of $P$ in $S$. \hfill $\Box$

Proposition 4.4. Let $G$ be any separable locally compact group and $\pi: G \to U(\mathcal{H})$ be any representation such that $I_\pi$ is convex for every irreducible representation $\sigma: G \to U(\mathcal{H}_\sigma)$ with $\text{Ker} \, C^*(\sigma) \supseteq \text{Ker} \, C^*(\pi)$. Then $I_\pi$ is convex.

Proof. Let $\pi = \bigoplus_{j \in J} \pi_j$ be a decomposition of $\pi: C^*(G) \to \mathcal{B}(\mathcal{H})$ into cyclic representations. By Proposition 3.6 it suffices to prove that for every $j_0 \in J$ the set $I_{\pi_{j_0}}$ is convex. One has $\text{Ker} \, \pi = \bigcap_{j \in J} \text{Ker} \, \pi_j \supseteq \text{Ker} \, \pi_{j_0}$, hence every $\sigma: G \to U(\mathcal{H}_\sigma)$ with $\text{Ker} \, C^*(\sigma) \supseteq \text{Ker} \, C^*(\pi_{j_0})$ also satisfies $\text{Ker} \, C^*(\sigma) \supseteq \text{Ker} \, C^*(\pi)$, hence $I_{\sigma}$ is convex by hypothesis. Thus $\pi_{j_0}$ satisfies the condition from the hypothesis and then, replacing $\pi$ by $\pi_{j_0}$, we may assume that $\pi$ is a cyclic representation.

But then, using Lemma 3.3 we may also assume that there exist a compact metric space $Z$ with a positive measure $\mu$, a measurable field of Hilbert spaces $\{\mathcal{H}_\zeta\}_{\zeta \in Z}$ and
a measurable field of irreducible representations \( \{ \sigma_\zeta : G \to U(H_\zeta) \}_{\zeta \in Z} \) such that \( H = \int_\oplus H_\zeta d\mu(\zeta) \) and \( \pi = \int_\oplus \sigma_\zeta d\mu(\zeta) \).

Using the method of proof of [Ne00 Th. X.6.16(ii)], one can find a \( \mu \)-null set \( Z_0 \subseteq Z \) with \( \ker C_\pi(\pi) = \ker C_\mu(\pi) \), where \( \pi = \bigoplus_{\zeta \in Z_0} \sigma_\zeta \). Then the representation \( \bar{\pi} \) is convex by Proposition 3.6 and by Proposition 4.2 one further obtains \( I_\pi \subseteq I_{\bar{\pi}} \).

To prove that \( I_\pi \) is convex, we will now check the converse inclusion \( I_\pi \subseteq I_{\bar{\pi}} \). Using Proposition 3.6 and its proof, it suffices to prove that for every finite set \( F = \{ \zeta_1, \ldots, \zeta_m \} \subseteq Z \setminus Z_0 \) the representation \( \pi_F := \bigoplus_{j=1}^m \sigma_{\zeta_j} \) satisfies \( I_{\pi_F} \subseteq I_\pi \). To this end, using Proposition 2.10 and Lemma 3.3 it suffices to prove that for arbitrary \( v = v_{\zeta_1} \oplus \cdots \oplus v_{\zeta_m} \in \bigoplus_{\zeta \in Z_0} H_\zeta \) and \( f \in C_0^\infty(G) \) with \( \| \pi_F(f)v \| = 1 \) one has

\[
\Psi_{\pi_F}(\pi_F(f)v) \in I_\pi. \tag{4.5}
\]

Using (530) and \( \| \pi_F(f)v \| = 1 \), one obtains

\[
\Psi_{\pi_F}(\pi_F(f)v) = \Psi_{\pi_F}(\sigma_{\zeta_1}(f)v_{\zeta_1} \oplus \cdots \oplus \sigma_{\zeta_m}(f)v_{\zeta_m}) = \sum_{j=1}^m \| \sigma_{\zeta_j}(f)v_{\zeta_j} \|^2 \Psi_{\sigma_{\zeta_j}}(\sigma_{\zeta_j}(f)v_{\zeta_j}) \tag{4.6}
\]

For every \( \varepsilon > 0 \) let \( h^\varepsilon := (h_1^\varepsilon, \ldots, h_m^\varepsilon) \in C(Z)^m \) with \( 0 \leq h_j^\varepsilon \) on \( Z \), \( h_j^\varepsilon = 1 \) on some neighborhood of \( \zeta_j \in Z \), supp \( h_j^\varepsilon \) contained in the open ball \( B_\varepsilon(\zeta_j) \) in \( Z \) of center \( \zeta_j \) and radius \( \varepsilon \), \( \| h_j^\varepsilon \|_{L^2(Z, \mu)} = 1 \), and \( (\sup h_j^\varepsilon) \cap (\sup h_k^\varepsilon) = \emptyset \) if \( j \neq k \). Since the representation \( \sigma_{\zeta_j} : C^*(G) \to B(H_\zeta) \) is irreducible, it follows by Kadison’s transitivity theorem [Di64, Cor. 2.8.4] that there exists \( a_j \in C^*(G) \) with \( \sigma_{\zeta_j}(a_j)w_{\zeta_j} = v_{\zeta_j} \), where \( \int_\oplus w_\zeta d\mu(\zeta) \in H \) is the unit vector given by Lemma 4.3. Define

\[
v^\varepsilon := \sum_{j=1}^m \int_Z h_j^\varepsilon(\zeta)\sigma_{\zeta}(a_j)w_\zeta d\mu(\zeta) \in H,
\]

hence

\[
\pi(f)v^\varepsilon = \sum_{j=1}^m \int_Z h_j^\varepsilon(\zeta)\sigma_{\zeta}(f)\sigma_{\zeta}(a_j)w_\zeta d\mu(\zeta). \tag{4.7}
\]

Since \( (\sup h_j^\varepsilon) \cap (\sup h_k^\varepsilon) = \emptyset \) for \( j \neq k \), it follows that

\[
\| \pi(f)v^\varepsilon \|^2 = \sum_{j=1}^m \int_Z h_j^\varepsilon(\zeta)^2\| \sigma_{\zeta}(f)\sigma_{\zeta}(a_j)w_\zeta \|^2 d\mu(\zeta)
\]

\[
= \sum_{j=1}^m \| \sigma_{\zeta_j}(f)v_{\zeta_j} \|^2 + \sum_{j=1}^m \int_Z h_j^\varepsilon(\zeta)^2(\| \sigma_{\zeta}(fa_j)w_\zeta \|^2 - \| \sigma_{\zeta}(fa_j)w_\zeta \|^2) d\mu(\zeta)
\]

since \( \sigma_{\zeta_j}(fa_j)w_{\zeta_j} = \sigma_{\zeta_j}(f)\sigma_{\zeta_j}(a_j)w_{\zeta_j} = \sigma_{\zeta_j}(f)v_{\zeta_j} \) and \( \| h_j^\varepsilon \|_{L^2(Z, \mu)} = 1 \). Now recalling that \( \sup h_j^\varepsilon \subseteq B_\varepsilon(\zeta_j) \) and the functions \( \zeta \mapsto \| \sigma_{\zeta}(fa_j)w_\zeta \| \) are continuous for \( j = 1, \ldots, m \) (see Lemma 4.3), and using Lebesgue’s dominated convergence theorem, it follows that

\[
\lim_{\varepsilon \to 0} \| \pi(f)v^\varepsilon \|^2 = \sum_{j=1}^m \| \sigma_{\zeta_j}(f)v_{\zeta_j} \|^2 = \| \pi(f)v \|^2 = 1. \tag{4.8}
\]
Moreover, using (2.7), one has for arbitrary \( \gamma \in \mathfrak{L}(G) \)
\[
\langle d\pi(\gamma)\pi(f)v, \pi(f)v \rangle = \langle \pi(D^R_\gamma f)v, \pi(f)v \rangle
\]
\[
= \sum_{j=1}^{m} \int_Z h_j^\gamma(\zeta)^2 \langle \sigma_\zeta(D^R_\gamma f)\sigma_\zeta(a_j)v, \sigma_\zeta(f)\sigma_\zeta(a_j)v \rangle d\mu(\zeta)
\]
where we also used (4.7) and the fact that \( \text{supp} h_j^\gamma \cap \text{supp} h_k^\gamma = \emptyset \) for \( j \neq k \). Since the functions
\[
\zeta \mapsto \langle \sigma_\zeta(D^R_\gamma f)\sigma_\zeta(a_j)v, \sigma_\zeta(f)\sigma_\zeta(a_j)v \rangle = \langle \sigma_\zeta(D^R_\gamma f)a_jv, \sigma_\zeta(f)a_jv \rangle
\]
are continuous by Lemma [1.3.2], one obtains as above by (2.7)
\[
\lim_{\varepsilon \to 0} \langle d\pi(\gamma)\pi(f)v, \pi(f)v \rangle = \sum_{j=1}^{m} \langle \sigma_\zeta(D^R_\gamma f)\sigma_\zeta(a_j)v, \sigma_\zeta(f)\sigma_\zeta(a_j)v \rangle
\]
\[
= \sum_{j=1}^{m} \langle d\sigma_\zeta(\gamma)\sigma_\zeta(f)v_j, \sigma_\zeta(f)v_j \rangle = (\Psi_{\pi,F}(\pi(f)v))(\gamma)
\]
where the latter equality follows by (1.6). Now, by (1.8), one has
\[
\lim_{\varepsilon \to 0} (\Psi_{\pi,F}(\pi(f)v))(\gamma) = (\Psi_{\pi,F}(\pi(F)v))(\gamma).
\]
Since \( \gamma \in \mathfrak{L}(G) \) is arbitrary, this implies (1.9) and completes the proof. \( \square \)

**Corollary 4.5.** Let \( G \) be any separable locally compact group. If the closed moment set of every irreducible representation of \( G \) is convex, then this property is shared by every representation of \( G \).

**Proof.** Use Proposition [1.3.2] \( \square \)

### 5. Main result

It is convenient to make the following definition. More detailed information on solvable topological groups can be found in [HM07], Chs. 7 and 10, and [Bos76].

**Definition 5.1.** A topological group \( G \) is called solvable if for every neighborhood \( V \) of \( 1 \in G \) there exists an integer \( k \geq 0 \) with \( G^{(k)} \subseteq V \). Here \( G = G^{(0)} \supseteq G^{(1)} \supseteq \cdots \) is the descending derived series of \( G \) defined by the condition that \( G^{(k+1)} \) is the closed subgroup of \( G \) generated by the set \( \{ xy^{-1}y^{-1} \mid x, y \in G^{(k)} \} \).

**Theorem 5.2.** Let \( G \) be any solvable separable locally compact group. Then the closed moment set of every representation of \( G \) is convex.

**Proof.** We may assume that \( G \) is connected, since \( \mathfrak{L}(G) \) depends only on the connected \( 1 \)-component of \( G \). As Corollary [5.3.2] shows, it suffices to prove that for every irreducible representation \( \pi: G \to U(\mathcal{H}) \) its closed moment set \( I_\pi \) is convex. Using [Mag1] Cor. to Lemma 1, there exists \( N_0 \in \mathcal{N}_0(G) \) with \( \pi = \pi_0 \circ p \), where we use notation from Corollary [2.1.1]. By that corollary, \( \mathcal{H}_\infty(\pi_0) \) is dense in \( \mathcal{H}_\infty(\pi) \), hence Proposition [3.7] shows that if we check that \( I_{\pi_0} \) is convex, then \( I_\pi \) is convex as well. But \( I_{\pi_0} \) is a convex set by [AL92] Th. 13, since \( \pi_0: G/N_0 \to U(\mathcal{H}) \) is a representation of a connected finite-dimensional Lie group which is solvable by [HM07] Th. 10.18. This completes the proof. \( \square \)
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