Lp-LIOUVILLE THEOREMS ON COMPLETE SMOOTH
METRIC MEASURE SPACES

JIA-YONG WU

Abstract. We study some function-theoretic properties on a complete smooth
metric measure space \((M, g, e^{-f} dv)\) with Bakry-Émery Ricci curvature bounded
from below. We derive a Moser’s parabolic Harnack inequality for the \(f\)-heat
equation, which leads to upper and lower Gaussian bounds on the \(f\)-heat
kernel. We also prove \(L^p\)-Liouville theorems in terms of the lower bound of
Bakry-Émery Ricci curvature and the bound of function \(f\), which generalize
the classical Ricci curvature case and the \(N\)-Bakry-Émery Ricci curvature case.

1. Introduction and main results
1.1. Background. Let \((M, g)\) be an \(n\)-dimensional complete Riemannian mani-
ofld and \(f\) be a smooth function on \(M\). We define a symmetric diffusion operator
\(\Delta_f\) (or \(f\)-Laplacian), which is given by
\[
\Delta_f := \Delta - \nabla f \cdot \nabla,
\]
where \(\Delta\) and \(\nabla\) are the Laplacian and covariant derivative of the metric \(g\). The
\(f\)-Laplacian \(\Delta_f\) is the infinitesimal generator of the Dirichlet form
\[
\mathcal{E}(\phi_1, \phi_2) = \int_M (\nabla \phi_1, \nabla \phi_2) d\mu, \quad \forall \phi_1, \phi_2 \in C_0^\infty(M),
\]
where \(\mu\) is an invariant measure of \(\Delta_f\) given by \(d\mu = e^{-f} dv\), and where \(dv\) is the
volume element induced by the metric \(g\). It is well-known that \(\Delta_f\) is self-adjoint
with respect to the weighted measure \(d\mu\). The triple \((M, g, e^{-f} dv)\) is customarily
called a complete smooth metric measure space. On this measure space, we often
consider the \(f\)-heat equation
\[
\left(\frac{\partial}{\partial t} - \Delta_f\right) u = 0
\]
instead of the classical heat equation. If the function \(u\) is independent of time \(t\),
then \(u\) is a \(f\)-harmonic function. In this paper, we denote by \(H(x, y, t)\) the \(f\)-heat
kernel, that is, for each \(x \in M\), \(H(x, y, t) = u(y, t)\) is the minimal solution of the
\(f\)-heat equation with \(u(y, 0) = \delta_x(y)\). Equivalently, \(H(x, y, t)\) is the kernel of the
semigroup \(P_t = e^{t\Delta_f}\) associated to the Dirichlet form \(\mathcal{E}(\phi, \phi)\).
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On the smooth metric measure space \((M,g,e^{-f}\,dv)\), following Bakry and Œmery [1] and [2] (see also [23] and [25]), we define the Bakry-Œmery Ricci curvature
\[
\text{Ric}_f := \text{Ric} + \text{Hess}(f),
\]
where \(\text{Ric}\) denotes the Ricci curvature of the manifold and \(\text{Hess}\) denotes the Hessian with respect to the manifold metric. The Bakry-Œmery Ricci curvature is a natural extension of the Ricci curvature. If \(f\) is constant, \(\text{Ric}_f\) returns to the Ricci curvature \(\text{Ric}\). The Bakry-Œmery Ricci curvature has been extensively studied because it often shares interesting properties with the ordinary Ricci curvature. For example, there exists an interesting Bochner type identity
\[
\Delta_f |\nabla u|^2 = 2|\text{Hess}(u)|^2 + 2\langle \nabla u, \nabla \Delta_f u \rangle + 2\text{Ric}_f(\nabla u, \nabla u).
\]
This identity is parallel to the Bochner identity in the classical Ricci curvature case, and plays an important role in studying comparison theorems (see [42]). For more extended results, the interested reader can consult [3], [4], [8], [14], [24], [25], [26], [38], [39], [41] and [43].

Also, the Bakry-Œmery Ricci curvature has become an important object of study in geometry analysis, in large part due to so-called gradient Ricci solitons. Recall that a complete manifold \((M,g)\) is a gradient Ricci soliton if for some function \(f\) on \(M\) and some constant \(\rho\) we have that
\[
\text{Ric}_f = \rho g.
\]
The soliton is called expanding, steady or shrinking if, respectively, \(\rho < 0\), \(\rho = 0\) and \(\rho > 0\). Ricci solitons possess many interesting geometric and topological properties. See, for example, [6], [7] and [30] for nice explanations on this subject.

Recently, there has been renewed interest in the Bakry-Œmery Ricci curvature and its modified version, the \(N\)-Bakry-Œmery Ricci curvature, defined by
\[
\text{Ric}^N_f := \text{Ric} + \text{Hess}(f) - \frac{df \otimes df}{N},
\]
where \(N\) is a positive constant. For example, Catino, Mantegazza, Mazzieri and Rimoldi [9], Petersen and Wylie [31], and Pigola, Rimoldi and Setti [33] established various Liouville-type or rigidity theorems about these curvatures. Prior to their works, X.-D. Li [23] studied a \(L^1\)-Liouville theorem in case the \(N\)-Bakry-Œmery Ricci curvature is bounded below by a negative quadratic polynomial of the distance function. That is an extension of the classical \(L^1\)-Liouville theorem on Ricci curvatures, proved by P. Li [19]. However, as X.-D. Li said in Subsection 8.6 of [23], we cannot prove a \(L^1\)-Liouville theorem if we only assume a lower bound of the same kind on \(\text{Ric}_f\). Indeed, we can not obtain a Li-Yau type parabolic Harnack inequality under only this curvature assumption. Here it is natural to pose the following problem: What are the optimal geometric or analytic conditions on the smooth metric measure space in order that the Li-Yau parabolic Harnack inequality holds?

In the recent papers [28], [29], Munteanu and Wang partially answered to the above question. In particular, they derived gradient estimates and Liouville properties for positive \(f\)-harmonic functions under suitable growth assumption on \(f\). Their theorems take the form of Yau’s classical result on positive \(f\)-harmonic functions, but the proof they adopt is new and quite different in spirit from Yau’s direct application of the Bochner formula [45]. Their approach essentially relies on the
well-known De Giorgi-Nash-Moser theory. This motivates our proof of Theorem 1.1 in this paper.

1.2. Main results. The purpose of this paper is to further study geometric inequalities for the $f$-heat equation and $L^p$-Liouville theorems for $f$-harmonic functions on complete smooth metric measure spaces. One contribution of this paper is to provide suitable weighted curvature conditions which assure the validity of various well-known geometric inequalities, such as a local $f$-volume doubling property, a local $f$-Neumann Poincaré inequality and a local $f$-mean value inequality, etc. Another contribution of this paper is that we used those geometric inequalities to prove new $L^p$-Liouville theorems on complete smooth metric measure spaces.

This paper can be divided into two parts. In the first part, borrowing the idea of Munteanu and Wang [28, 29], we will derive some geometric inequalities, such as parabolic Harnack inequalities, Hölder continuity estimates and $f$-heat kernel estimates on complete smooth metric measure spaces. We first present a parabolic Harnack inequality on complete smooth metric measure spaces.

**Theorem 1.1.** Let $(M, g, e^{-f} dv)$ be an $n$-dimensional complete noncompact smooth metric measure space. If $\text{Ric}_f \geq -(n-1)K$ and $|f|(x) \leq A$ for some nonnegative constants $K$ and $A$, then there exist a constant $c(n, A)$ such that, for any $0 < R \leq \infty$ and ball $B_o(r)$, $0 < r < R$ and for any smooth positive solution $u$ of the $f$-heat equation in the cylinder $Q = B_o(r) \times (s-r^2, s)$, we have

$$\sup_{Q_-} u \leq e^{c(n,A)(1+Kr^2)} \cdot \inf_{Q_+} u,$$

where $Q_- := B_o(\frac{1}{2}r) \times (s-\frac{1}{4}r^2, s-\frac{1}{2}r^2)$ and $Q_+ := B_o(\frac{1}{2}r) \times (s-\frac{1}{4}r^2, s)$.

The sketch of the proof of Theorem 1.1 will be given in Section 2. The proof follows by the Moser iteration technique [27], which involves a local Sobolev inequality on a smooth metric measure space. Munteanu and Wang [29] used a similar technique to derive an elliptic Harnack inequality for $f$-harmonic functions. When the metric measure space is a Riemannian manifold, that is, the function $f$ is constant, this result was obtained independently by Saloff-Coste [34] and Grigor'yan [15].

A standard consequence of Theorem 1.1 is a strong Liouville theorem for any $f$-harmonic function (see Corollary 3.2). Theorem 1.1 also implies two-sided $f$-heat kernel bounds. This result is essentially analogous to the case of heat equation on Riemannian manifolds in [36] (see also [17]).

**Theorem 1.2.** Let $(M, g, e^{-f} dv)$ be an $n$-dimensional complete noncompact smooth metric measure space. If $\text{Ric}_f \geq -(n-1)K$ and $|f|(x) \leq A$ on the ball $B_o(2R)$ for some nonnegative constants $K$ and $A$, then there exist positive constants $c_i$, $i = 5, 6, 7, 8$, depending only on $n$ and $A$ such that

$$\frac{e^{-c_5(1+Kt)}}{V_f(B_x(\sqrt{t}))} \exp \left( -c_5 \frac{d^2(x,y)}{t} \right) \leq H(x, y, t) \leq \frac{e^{c_8(1+Kt)}}{V_f(B_x(\sqrt{t}))} \exp \left( -c_7 \frac{d^2(x,y)}{t} \right)$$

for any $x, y \in B_o(R/2)$ and $0 < t < R^2/4$, where $V_f(B_x(\sqrt{t}))$ denotes the $f$-volume of the ball $B_x(\sqrt{t})$ with respect to $e^{-f} dv$.

**Remark 1.3.** Theorem 1.2 gives an accurate description of the coefficients of two-sided $f$-heat kernel bounds. It will be crucial in the proof of Theorem 1.6.
The proof strategy of Theorem 1.2 is different from the classical Li-Yau trick \cite{19}. In \cite{19}, two-sided Gaussian bounds on the heat kernel are obtained by the Li-Yau gradient estimate. However, in our case it seems to be impossible to adopt Li-Yau gradient estimate method directly in order to derive upper and lower bounds on the $f$-heat kernel on complete smooth metric measure spaces. In our approach, Gaussian bounds on the $f$-heat kernel rely on the Moser’s parabolic Harnack inequality and the integral estimate of the $f$-heat kernel due to Davies \cite{12}, thus our arguments are similar to the ones of Saloff-Coste \cite{34,35,36} and Grigor’yan \cite{15}. Please see Section 4 for a detailed discussion.

In the second part of this paper, we will investigate various $L^p$-Liouville theorems for $f$-harmonic functions on complete noncompact metric measure space $(M,g,e^{-f}dv)$ under different assumptions on $Ric_f$ and $f$.

We first start recalling a $L^p$-Liouville theorem for positive $f$-subharmonic functions when $1 < p < \infty$, which extends the result in the classical case in \cite{46}. This was originally proved in \cite{32}; see also \cite{33}.

**Theorem 1.4** (Pigola, Rigoli and Setti \cite{32}). Let $(M,g,e^{-f}dv)$ be an $n$-dimensional complete smooth metric measure space. For any $1 < p < \infty$, there does not exist any nonconstant, nonnegative, $L^p(\mu)$-integrable $f$-subharmonic function.

We now deal with the $L^p$-Liouville theorem in case of $0 < p < 1$. In this case we obtain an analogous result to that obtained by Li and Schoen in \cite{21}. See Subsection 6.1 for a detailed discussion.

**Theorem 1.5.** Let $(M,g,e^{-f}dv)$ be an $n$-dimensional complete noncompact smooth metric measure space. Assume that $f$ is bounded, and there exists a constant $\delta(n) > 0$ depending only on $n$, such that, for some point $o \in M$, the Bakry-Émery Ricci curvature satisfies

$$Ric_f \geq -\delta(n)r^{-2}(x),$$

whenever the distance from $o$ to $x$, $r(x)$, is sufficiently large. Then any nonnegative $L^p(\mu)$-integrable ($0 < p < 1$) $f$-subharmonic function must be identically zero.

Finally, motivated by the P. Li’s work \cite{19} and X.-D. Li’s generalization \cite{23}, we obtain a new $L^1$-Liouville theorem on smooth metric measure spaces.

**Theorem 1.6.** Let $(M,g,e^{-f}dv)$ be an $n$-dimensional complete noncompact smooth metric measure space. Assume that $f$ is bounded, and there exists a constant $C > 0$, such that, for some point $o \in M$, the Bakry-Émery Ricci curvature satisfies

$$Ric_f \geq -C(1 + r^2(x)),$$

where $r(x)$ denotes the distance from $o$ to $x$. Then any nonnegative $L^1(\mu)$-integrable $f$-subharmonic function must be identically constant.

Theorem 1.6 partially answers to a question posed by X.-D. Li (see Subsection 8.6 in \cite{23}). Its proof is similar to the arguments of \cite{19}, where a critical step is the usage of the upper Gaussian bound on the $f$-heat kernel proved in Theorem 1.2. A detailed discussion shall be carried out in Subsection 6.2.

**Remark 1.7.** We remark that the absolute value of a $f$-harmonic function is a nonnegative $f$-subharmonic. Therefore we can conclude that a complete metric measure space does not admit any nonconstant $L^p(\mu)$-integrable $f$-harmonic function under the same hypotheses of Theorems 1.4, 1.5 and 1.6 respectively.
**Remark 1.8.** As many recent authors said in [13], [40] and [44], if the condition on $f$ bounded is replaced by $|\nabla f|$ bounded, then similar results to Theorems 1.5 and 1.6 can be immediately obtained by modifying the arguments of [23]. Indeed, the conditions $\text{Ric}_f \geq -(n-1)K$ and $|\nabla f| \leq a$ imply that

$\text{Ric}_f^N \geq -(n-1) \left( K + \frac{a^2}{N(n-1)} \right)$.

The rest of this paper is organized as follows. In Section 2, we present a local $f$-volume doubling property, a local $f$-Neumann Poincaré inequality and a local Sobolev inequality on complete smooth metric measure spaces. After that, following the arguments of Saloff-Coste [34] or Grigor’yan [15], we establish a Moser’s version of parabolic Harnack inequality. In Section 3, using the parabolic Harnack inequality, we obtain a Hölder continuity estimate for the $f$-heat equation, which implies a strong Liouville theorem. In Section 4, we prove two-sided Gaussian bounds on the $f$-heat kernel on complete smooth metric measure spaces. In Section 5, we derive a $f$-mean value inequality on complete smooth metric measure spaces, which is similar to the case of harmonic functions on a manifold, obtained by Li and Schoen [21]. In Section 6, we establish $L^p$-Liouville theorems on complete smooth metric measure spaces by following the ideas in [19] and [21].

### 2. Poincaré, Sobolev and Harnack inequalities

Let $\Delta_f = \Delta - \nabla f \cdot \nabla$ be the $f$-Laplacian on a complete smooth metric measure space $d\mu = e^{-f}dv$ on a complete Riemannian manifold. For a set $\Omega$, we will denote by $V(\Omega)$ the volume, and by $V_f(\Omega)$ the $f$-volume of $\Omega$. Throughout this section, we will assume

$\text{Ric}_f \geq -(n-1)K$ and $|f(x)| \leq A$

for some nonnegative constants $K$ and $A$. Under these assumptions, we have the validity of the $f$-Laplacian and $f$-volume comparison results.

**Lemma 2.1** (Wei and Wylie [42]). Let $(M, g, e^{-f}dv)$ be an $n$-dimensional complete noncompact smooth metric measure space. If $\text{Ric}_f \geq -(n-1)K$ and $|f(x)| \leq A$ for some nonnegative constants $K$ and $A$, then along any minimizing geodesic starting from $x \in M$ we have

$\Delta_f r(x,y) \leq (n-1+4A)\sqrt{K} \coth \sqrt{Kr}$

for any $0 < r < R$, where $r(x,y) := d(x,y)$ is the distance function. Hence along any minimizing geodesic starting from $x \in M$ we have

$$\frac{V_f(B_x(r_2))}{V_f(B_x(r_1))} \leq \frac{V_{n+4A}^n(K r_2)}{V_{n+4A}^n(K r_1)}$$

(2.1)

for any $0 < r_1 < r_2 < R$. Here $V_{n+4A}^n(K r)$ is the volume of the radius $r$-ball in the model space $M_{n+4A}^n(K)$, the simply connected model space of dimension $n+4A$ with constant curvature $K$.

From (2.1), we easily deduce that

$V_f(B_x(2r)) \leq 2^{n+4A}e^{C(n,A)\sqrt{K}r} \cdot V_f(B_x(r))$

(2.2)

for any $0 < r < R$. This inequality implies that the local $f$-volume doubling property holds. This property will play a crucial role in our paper. We say that
a complete smooth metric measure space \((M, g, e^{-f} dv)\) admits a local \(f\)-volume doubling property if for any fixed \(0 < R < \infty\), there exists a constant \(C(R)\) such that
\[
V_f(B_x(2r)) \leq C(R) \cdot V_f(B_x(r))
\]
for any \(0 < r < R\) and \(x \in M\). Note that, when \(K = 0\), the above inequality holds with \(R = +\infty\), and it called the global \(f\)-volume doubling property.

By Lemma 2.1 following the Buser’s proof [5] or the Saloff-Coste’s alternate proof (Theorem 5.6.5 in [36]), we can easily get a local Neumann Poincaré inequality in the setting of smooth metric measure spaces.

**Lemma 2.2.** Let \((M, g, e^{-f} dv)\) be an \(n\)-dimensional complete noncompact smooth metric measure space, and denote by \(r(x)\) the distance function from a fixed origin \(o \in M\). If \(\text{Ric}_f \geq -(n-1)K\) and \(|f|(x) \leq A\) for some nonnegative constants \(K\) and \(A\), then
\[
(2.3) \quad \int_{B_o(r)} |\varphi - \varphi_{B_o(r)}|^2 e^{-f} dv \leq e^{c_1(1+\sqrt{Kr})} \cdot r^2 \int_{B_o(r)} |\nabla \varphi|^2 e^{-f} dv
\]
for any \(x \in M\) such that \(0 < r(x) < R\) and \(\varphi \in C^\infty(B_o(r))\), where \(\varphi_{B_o(r)} := V_f^{-1}(B_o(r)) \int_{B_o(r)} \varphi e^{-f} dv\). The constant \(c_1\) depends only on the dimension \(n\) and \(A\).

**Remark 2.3.** Inequality (2.3) implies that a local \(f\)-Neumann Poincaré inequality holds. In [28], Munteanu and Wang proved a \(f\)-Neumann Poincaré inequality when \(\text{Ric}_f \geq 0\). In [29], they only obtained the validity of a \(f\)-Neumann Poincaré inequality uniformly at small scales. But in our case, the \(f\)-Poincaré inequality can hold on balls of any radius due to a stronger assumption on \(f\), which is a crucial step on the proof of \(L^1\)-Liouville theorem. Because in the course of proof of \(L^1\)-Liouville result, we need to let the radius of balls tend to infinity. Also note that when \(f\) is constant, (2.3) was obtained by Saloff-Coste (see (6) in [35] or Theorem 5.6.5 in [36]).

Combining Lemma 2.1 Lemma 2.2 and the argument in [34], we have a local Sobolev inequality, which is one of the key technical points needed to apply Moser’s iterative technique to derive parabolic Harnack inequalities for the \(f\)-heat equation.

**Lemma 2.4.** Let \((M, g, e^{-f} dv)\) be an \(n\)-dimensional complete noncompact smooth metric measure space. If \(\text{Ric}_f \geq -(n-1)K\) and \(|f|(x) \leq A\) for some nonnegative constants \(K\) and \(A\), then for any constant \(p > 2\), there exists a constant \(c_2\), depending on \(n\) and \(A\) such that
\[
(\int_{B_o(r)} |\varphi|^p e^{-f} dv)^{\frac{2}{p}} \leq \frac{e^{c_2(1+\sqrt{Kr})}}{V_f(B_o(r))^\frac{p}{2}} \int_{B_o(r)} (|\nabla \varphi|^2 + r^{-2} |\varphi|^2) e^{-f} dv
\]
for any \(x \in M\) such that \(0 < r(x) < R\) and \(\varphi \in C^\infty(B_o(r))\).

**Sketch proof of Lemma 2.4.** The proof is nearly the same as that of Theorem 2.1 in [34] or Theorem 3.1 in [35] except for our discussion with respect to the weighted measure \(e^{-f} dv\). When \(f\) is constant, this result was confirmed by Saloff-Coste [34] (see also Theorem 3.1 in [35]). We refer the reader to these papers for a nice proof.

□
Remark 2.5. In Lemma 2.4 the local Sobolev inequality is different from Munteanu-Wang’s Neumann Sobolev inequality (Lemma 3.3 in [29]). Here we mainly follow the arguments of Saloff-Coste [34] to derive the local Sobolev inequality, whereas Munteanu and Wang proved their local Neumann Sobolev inequality adapting the same arguments as in [13]. Note also that, while Munteanu and Wang [29] established the local Neumann Sobolev inequality only on the unit balls due to a weaker hypothesis on the oscillation of \( f \) on unit balls, our local Sobolev inequality holds on balls of any radius, due to a stronger assumption on \( f \).

We shall now present a result concerning the Harnack inequality for the \( f \)-heat equation, which is very much similar to the case when \( f \) is constant, obtained by Saloff-Coste [34] and Grigor’yan [15].

**Theorem 2.6.** Let \((M,g,e^{-f}dv)\) be an \( n \)-dimensional complete noncompact smooth metric measure space. Fix \( 0 < R \leq \infty \). Assume that (2.2) and (2.3) are satisfied up to this \( R \). Then there exist constants \( c_3 \) depending on \( n \) and \( A \) such that, for any \( B_o(r), \ o \in M, \ 0 < r < R \) and for any smooth positive solution \( u \) of the \( f \)-heat equation in the cylinder \( Q = B_o(r) \times (s - r^2, s) \), we have

\[
\sup_{Q_-} \{ u \} \leq e^{c_3(1 + Kr^2)} \cdot \inf_{Q_+} \{ u \},
\]

where \( Q_- := B_o(\frac{1}{2}r) \times (s - \frac{1}{4}r^2, s - \frac{1}{2}r^2) \) and \( Q_+ := B_o(\frac{1}{2}r) \times (s - \frac{1}{4}r^2, s) \).

**Sketch proof of Theorem 2.6** The proof is the weighted case of the arguments of [34] or [35]. Indeed this result follows from the standard Moser’s technique. Since the conditions of Theorem 2.6 imply a family of local Sobolev inequalities due to Lemma 2.4 combining the local volume doubling property, it is enough to run the Moser’s iteration procedure to prove Theorem 2.6 as explained in [34] or [35].

Combining Lemmas 2.1, 2.2 and Theorem 2.6 we immediately have that:

**Corollary 2.7.** Let \((M,g,e^{-f}dv)\) be an \( n \)-dimensional complete noncompact smooth metric measure space. If \( \text{Ric}_f \geq -(n-1)K \) and \( |f(x)| \leq A \) for some nonnegative constants \( K \) and \( A \), then there exist a constant \( c(n,A) \) such that, for any ball \( B_o(r), \ o \in M, \ 0 < r < R \) and for any smooth positive solution \( u \) of the \( f \)-heat equation in the cylinder \( Q = B_o(r) \times (s - r^2, s) \), we have

\[
\sup_{Q_-} \{ u \} \leq e^{c(n,A)(1 + Kr^2)} \cdot \inf_{Q_+} \{ u \},
\]

where \( Q_- := B_o(\frac{1}{2}r) \times (s - \frac{1}{4}r^2, s - \frac{1}{2}r^2) \) and \( Q_+ := B_o(\frac{1}{2}r) \times (s - \frac{1}{4}r^2, s) \).

**Remark 2.8.** In [37] and [17], Saloff-Coste and Grigor’yan have confirmed that the conjunction of the \( f \)-volume doubling property and the \( f \)-Neumann Poincaré inequality is equivalent to a parabolic Harnack inequality for the \( f \)-heat equation. Our novel feature in this section is that we take into account suitable weighted curvature condition which implies the validity of these inequalities.

3. Liouville theorem

In this section, we will apply the parabolic Harnack inequality to obtain a quantitative Hölder continuity estimate for a solution to the \( f \)-heat equation, and hence derive a strong Liouville property under some suitable assumptions on \( \text{Ric}_f \) and \( f \).

First, we give the Hölder continuity estimate for any solution of the \( f \)-heat equation. When \( f \) is constant this was established in Theorem 5.4.7 of [36].
Theorem 3.1. Under the same assumptions of Theorem 2.6, there exist $\theta \in (0, 1)$, $\alpha \in (0, 1)$ and $A_\kappa = 4 \theta^{-1} (1 - \kappa)^{-\alpha} > 1$, $\kappa \in (0, 1)$, such that any solution $u$ of the $f$-heat equation in $Q = B_0(r) \times (s - r^2, s)$, satisfies

$$\sup_{(y,t), (y',t') \in Q_\kappa} \left\{ \frac{|u(y,t) - u(y',t')|}{|t - t'|^{1/2} + d(y,y')^{\alpha}} \right\} \leq \frac{A_\kappa}{r^\alpha} \sup_{Q} |u|,$$

where $Q_\kappa := B_0(\kappa r) \times (s - \kappa r^2, s)$.

Proof. The proof is nearly the same as in [27] (see also [36]) which uses the parabolic Harnack inequality. For the reader’s convenience, we include a detailed proof of this result. For any non-negative solution $v$ of the $f$-heat equation in $Q$, by Theorem 2.6 we have

$$\frac{1}{V_f(Q_+)} \int_{Q_+} v d\bar{\mu} \leq \max_{Q_+} \{ v \} \leq e^{c(n,A)(1+Kr^2)} \min_{Q_+} \{ v \},$$

where $Q_- := B_0\left(\frac{1}{r^2}\right) \times (s - \frac{3}{2}r^2, s - \frac{1}{2}r^2)$ and $Q_+ := B_0\left(\frac{1}{r^2}\right) \times (s - \frac{1}{2}r^2, s)$, and where $V_f(Q_-)$ denotes the volume of $Q_-$ with respect to the space-time volume form $d\bar{\mu}$. Now we let $u$ be a solution, which is not necessarily non-negative, and let $M_u, m_u$ be the maximum and minimum of $u$ in $Q$. Similarly, let $M_u^+, m_u^+$ be the maximum and minimum of $u$ in $Q_+$. Define

$$\mu_u^- := \frac{1}{\mu(Q_-)} \int_{Q_-} v d\bar{\mu},$$

where $d\bar{\mu}$ denotes the natural product measure on $R \times M$: $d\bar{\mu} = dt \times d\mu$, and where $d\mu = e^{-f} dv$. Applying (3.1) to the non-negative solutions $M_u - u, u - m_u$ yields

$$M_u - \mu_u^- \leq e^{c(n,A)(1+Kr^2)}(M_u - M_u^+)$$

and

$$\mu_u^- - m_u \leq e^{c(n,A)(1+Kr^2)}(m_u^+ - m_u),$$

which imply that

$$(M_u - m_u) \leq e^{c(n,A)(1+Kr^2)}(M_u - m_u) - e^{c(n,A)(1+Kr^2)}(M_u^+ - m_u^+).$$

If we define the oscillations

$$\omega(u, Q) := M_u - m_u \quad \text{and} \quad \omega(u, Q_+) := M_u^+ - m_u^+$$

of $u$ over $Q$ and $Q_+$, then

$$\omega(u, Q) \leq \theta \omega(u, Q),$$

where we assume $e^{c(n,A)(1+Kr^2)} > 1$, and hence $\theta = 1 - e^{-c(n,A)(1+Kr^2)} \in (0, 1)$.

Now we consider $(y, t), (y', t') \in Q_\kappa$. Let

$$\rho = 2 \max\{ d(y,y'), \sqrt{t-t'} \}$$

with $t \geq t'$. Then $(y', t')$ belongs to $Q_0 := B_0(\rho) \times (t - \rho^2, t)$. We also define $\rho_i = 2 \rho_{i-1}, \rho_0 = \rho$ and $Q_i := B_0(\rho_i) \times (t - \rho_i^2, t)$ for all $i \geq 1$. We easily see that

$$(Q_i)_+ = Q_{i-1}.$$

Hence, as long as $Q_i$ is contained in $Q$, (3.2) yields

$$\omega(u, Q_{i-1}) \leq \theta \omega(u, Q_i) \quad \text{and} \quad \omega(u, Q_0) \leq \theta^i \omega(u, Q_i).$$

Below, we consider two cases. If $\rho \leq (1 - \kappa)r$, let $k$ be the integer such that

$$2^k \leq (1 - \kappa)r / \rho < 2^{k+1}.$$
Since \((y,t) \in Q_\kappa\), it follows that
\[
Q_k = B_y(2^k \rho) \times (t - 4^k \rho^2, t) \\
\subset B_y((1 - \kappa)r) \times (t - (1 - \kappa)^2 r^2, t) \\
\subset B_o(r) \times (s - r^2, s) = Q.
\]
Hence we have
\[
\omega(u, Q_0) \leq \theta^k \omega(u, Q) \leq \theta^{-1}(1 - \kappa)^{-\alpha} \left( \frac{2}{\rho} \right)^\alpha \omega(u, Q)
\]
with \(\alpha = -\log_2 \theta\). This implies
\[
\left| u(y,t) - u(y',t') \right| \leq \frac{A_\kappa}{r^\alpha} \sup_{B_0(r)} \{|u|\}
\]
and conclusion follows, where \(A_\kappa := 4\theta^{-1}(1 - \kappa)^{-\alpha}\). The second case is trivial.

Using the Harnack inequality and the Hölder continuity estimate, we immediately derive the following Liouville theorem.

**Corollary 3.2.** Let \((M, g, e^{-f} dv)\) be an \(n\)-dimensional complete noncompact smooth metric measure space. Assume that \(\text{Ric}_f \geq 0\) and \(|f(x)| \leq A\) for some nonnegative constant \(A\). Then any solution \(u\) of the \(f\)-harmonic equation which is bounded from below (or above) is constant. Moreover, there exists an \(\alpha \in (0, 1]\) such that any \(f\)-harmonic function \(u\) which satisfies

\[
\lim_{r \to \infty} \left( r^{-\alpha} \cdot \sup_{B_o(r)} \{|u|\} \right) = 0
\]

for some fixed \(o \in M\) is constant.

**Remark 3.3.** Corollary 3.2 was also proved by Munteanu and Wang [28]. We emphasize that this result can be regarded as a direct consequence of Theorem 1.1.

If \(f\) is constant and \(\alpha = 1\), then Corollary 3.2 returns to Cheng’s Liouville property in [11]. If \(f\) is constant, this case appeared in [36] (see also Theorem 4.3 in [34]).

**Proof of Corollary 3.2** We start to prove the first part of corollary. The conditions of corollary imply the parabolic Harnack inequality (Corollary 2.7, \(K = 0\)) and hence the corresponding elliptic Harnack inequality. Assume that \(u\) is a solution of the \(f\)-harmonic equation which is bounded from below (if \(u\) is bounded from above, we then consider \(-u\), which is still bounded from below). Let

\[
m(u) := \inf_{\overline{M}} \{|u|\}.
\]

Applying the elliptic Harnack inequality in the ball \(2B = B_o(2r)\) to the non-negative function \(v = u - m(u)\), we have that

\[
\sup_B \{|u - m(u)|\} \leq C(n, A) \cdot \inf_B \{|u - m(u)|\}.
\]

As the radius of \(B = B_o(r)\) tend to infinity, \(\inf_B \{|u - m(u)|\}\) tends to zero. Therefore we conclude that \(u = m(u)\) is constant.

Below we will prove the second part of corollary. Because \(u\) has sublinear growth by condition \((3.3)\), then \(\alpha\) can be taken in the interval \((0, 1)\). Let \(\alpha\) be as given by Theorem 3.1. Let \(u\) be a function satisfying \(\Delta_f u = 0\) and condition \((3.3)\). Fix
some \( x \in M \) and \( y \) such that \( d(x, y) \leq 1 \). Applying Theorem 3.3 to \( u \) in a ball \( B_R = B_o(R) \) with \( R \) so large that \( x, y \in \frac{1}{2}B_R \), we find that

\[
|u(x) - u(y)| \leq \frac{C}{R^a} \sup_{B_R} \{|u|\},
\]

where constant \( C \) is independent of \( R \). Since the above inequality holds for all \( R \) large enough, we can let \( R \) tend to infinity to obtain that \( |u(x) - u(y)| = 0 \). Since \( x, y \in M \) with \( d(x, y) \leq 1 \) are arbitrary and \( M \) is connected, we conclude that \( u \) must be constant. \( \square \)

4. Two-sided Gaussian bounds on \( f \)-heat kernel

In this section, we shall obtain upper and lower bound estimates for the \( f \)-heat kernel on complete noncompact metric measure space. The proof seems to be different from the classical discussion of Li and Yau in [22]. Our argument is similar to the discussion in Grigor’yan [15] and Saloff-Coste [34].

First, we show that the local \( f \)-Neumann Poincaré inequality and the the local \( f \)-volume doubling property imply a lower bound on the \( f \)-heat kernel. To achieve this, we begin with by the following important lemma.

**Lemma 4.1.** Under the same assumptions of Theorem 2.6, there exists a constant \( c_4 := c_4(n, A) \) such that, for any \( x, y \in B_o(\frac{1}{2}R) \), and any \( 0 < s < t < \infty \) and any non-negative solution \( u \) of the \( f \)-heat equation in \( M \times (0, \infty) \),

\[
\ln \left( \frac{u(x, s)}{u(y, t)} \right) \leq c_4 \left[ K + \frac{1}{R^2} + \frac{1}{s} \right] (t-s) + \frac{d^2(x, y)}{t-s}.
\]

**Sketch proof of Lemma 4.1.** Since Theorem 2.6 implies a parabolic Harnack inequality, it is sufficient to prove the above inequalities by carefully choosing different space-time solutions. Please see Corollary 5.4.4 in [36] or Corollary 5.4 in [35] for a detailed proof. \( \square \)

Using Lemma 4.1, we can get a lower bound on the \( f \)-heat kernel on complete metric measure spaces.

**Proposition 4.2.** Under the same assumptions of Theorem 2.6, there exists a constant \( c_5 := c_5(n, A) \) such that, for any \( x, y \in B_o(\frac{1}{2}R) \) and any \( 0 < t < \infty \), the \( f \)-heat kernel \( H(x, y, t) \) satisfies

\[
H(x, y, t) \geq H(x, x, t) \exp \left[ -c_5 \left( 1 + \frac{t}{R^2} + Kt + \frac{d^2(x, y)}{t} \right) \right].
\]

Moreover, there exists a constant \( c_6 := c_6(n, A) \) such that, for any \( x, y \in B_o(\frac{1}{2}R) \) and any \( 0 < t < R^2 \)

\[
H(x, y, t) \geq e^{-c_6(1+Kt)} \frac{V_f(B_x(\sqrt{t}))}{V_f(B_{\sqrt{t}}(\sqrt{t}))} \exp \left( -c_5 \frac{d^2(x, y)}{t} \right).
\]

**Proof.** The proof follows from that of Theorem 5.4.11 in [36] with minor modifications. In fact using Lemma 4.1, we let \( u(y, t) = H(x, y, t) \) with \( x \) fixed and \( s = t/2 \) and then we get (4.1), where we used the fact that \( H(x, x, t) \) is non-increasing.

Below we prove (4.2). Note that the conditions of the proposition imply a parabolic Harnack inequality, which leads to the on-diagonal \( f \)-heat kernel lower bound
for all $x \in M$ and $0 < t < R^2$. Indeed we fix $0 < t < R$ and consider $\phi$ be a smooth function such that $0 \leq \phi \leq 1$, $\phi = 1$ on $B := B_2(\sqrt{t})$ and $\phi = 0$ on $M \setminus 2B$. Define

$$u(y,t) = \begin{cases} P_t \phi(y) & \text{if } t > 0 \\ \phi(y) & \text{if } t \leq 0, \end{cases}$$

$P_t = e^{t \Delta_f}$ be the heat semigroup of $\Delta_f$ on $L^2(M,\mu)$. Obviously, $u(y,t)$ satisfies $(\partial_t - \Delta_f)u = 0$ on $B \times (-\infty, \infty)$. Applying the parabolic Harnack inequality, first to $u$, and then to the $f$-heat kernel $(y,s) \to H(x,y,s)$, we have

$$1 = u(x,0) \leq e^{c(1+Kt)} u(x,t/2)$$

$$= e^{c(1+Kt)} \int_{B(x,\sqrt{t})} H(x,y,t/2) \phi(y) d\mu(y)$$

$$\leq e^{c(1+Kt)} \int_{B(x,2\sqrt{t})} H(x,y,t/2) d\mu(y)$$

$$\leq e^{2c(1+Kt)} V_f(B_x(2\sqrt{t})) H(x,x,t)$$

$$\leq e^{2c(1+Kt)} V_f(B_x(\sqrt{t})) 2^{n+4A} e^{C(n,A) \sqrt{Kt}} H(x,x,t),$$

where in the last inequality we used (2.2). This gives (4.3) as desired. Hence (4.2) then easily follows by (4.1) and (4.3).

Secondly, we can show that the local $f$-Neumann Poincaré inequality and the local $f$-volume doubling property also imply an upper bound on the $f$-heat kernel. To achieve this, the following integral estimate is critically useful due to Davies [12].

**Lemma 4.3** (Davies [12]). Let $(M,g,e^{-f} dv)$ be an $n$-dimensional complete smooth metric measure space. Let $\lambda_1 > 0$ be the bottom of the $L^2$-spectrum of the $f$-Laplacian. Assume that $B_1$ and $B_2$ are bounded subsets of $M$. Then

$$\int_{B_1} \int_{B_2} H(x,y,t) d\mu(y) d\mu(x) \leq e^{-\lambda_1 t} V_f(B_1)^{1/2} V_f(B_2)^{1/2} \exp \left( -\frac{d^2(B_1,B_2)}{4t} \right),$$

where $d(B_1,B_2)$ denotes the distance between the sets $B_1$ and $B_2$.

We now give an upper bound on the fundamental solution of the $f$-heat equation.

**Proposition 4.4.** Under the same assumptions of Theorem 2.6 there exist constants $c_7$ and $c_8$ such that, for any $x,y \in B_o(\frac{1}{2} R)$ and $0 < t < R^2/4$, the $f$-heat kernel $H(x,y,t)$ satisfies

$$H(x,y,t) \leq e^{c_8(1+Kt)} V_f(B_x(\sqrt{t})) \exp \left( -c_7 \frac{d^2(x,y)}{t} \right).$$

**Proof.** Fix a fixed $y \in B_o(x)$ and $\delta > 0$, applying Lemma 4.1 to the positive solution $u(x,t) = H(x,y,t)$ by taking $s = t$ and $t = (1+\delta)t$,

$$H(x,y,t) \leq H(x',y,(1+\delta)t) \cdot \exp \left\{ c_4 \left[ \left( K + \frac{1}{R^2} + \frac{1}{t} \right) \delta t + \frac{d^2(x,x')}{\delta t} \right] \right\}. $$
Integrating over \( x' \in B_x(\sqrt{t}) \) gives
\[
H(x, y, t) \leq \exp \left[ c_4 \left( (K + R^{-2}) \delta t + \delta + \frac{1}{\delta} \right) \right] V_f^{-1}(B_x(\sqrt{t}))
\]
\[
\times \int_{B_x(\sqrt{t})} H(x', y, (1 + \delta)t) d\mu(x').
\]
(4.5)

Applying Lemma 4.1 and the same argument to the positive solution
\[
u(y, t) = \int_{B_x(\sqrt{t})} H(x', y, t) d\mu(x'),
\]
by taking \( s = (1 + \delta)t \) and \( t = (1 + 2\delta)t \), we obtain
\[
\int_{B_x(\sqrt{t})} H(x', y, (1 + \delta)t) d\mu(x') \leq \exp \left[ c_4 \left( (K + R^{-2}) \delta t + \delta + \frac{1}{\delta} \right) \right] V_f^{-1}(B_y(\sqrt{t}))
\]
\[
\times \int_{B_y(\sqrt{t})} \int_{B_x(\sqrt{t})} H(x', y', (1 + 2\delta)t) d\mu(x') d\mu(y').
\]

Substituting this into (4.5) yields
\[
H(x, y, t) \leq \exp \left[ 2c_4 \left( (K + R^{-2}) \delta t + \delta + \frac{1}{\delta} \right) \right] V_f^{-1}(B_x(\sqrt{t})) V_f^{-1}(B_y(\sqrt{t}))
\]
\[
\times \int_{B_y(\sqrt{t})} \int_{B_x(\sqrt{t})} H(x', y', (1 + 2\delta)t) d\mu(x') d\mu(y').
\]

Combining this with Lemma 4.3 we have
\[
H(x, y, t) \leq \exp \left[ 2c_4 \left( (K + R^{-2}) \delta t + \delta + \frac{1}{\delta} \right) \right] - \lambda_1 t
\]
\[
\times V_f^{-1/2}(B_x(\sqrt{t})) V_f^{-1/2}(B_y(\sqrt{t}))) \exp \left[ -\frac{d^2(B_x(\sqrt{t}), B_y(\sqrt{t}))}{4(1 + 2\delta)t} \right].
\]
(4.6)

Notice that if \( d(x, y) \leq 2\sqrt{t} \), then \( d(B_x(\sqrt{t}), B_y(\sqrt{t})) = 0 \) and hence
\[
-d^2(B_x(\sqrt{t}), B_y(\sqrt{t})) = 0 \leq 1 - \frac{d^2(x, y)}{4(1 + 2\delta)t}
\]
and if \( d(x, y) > 2\sqrt{t} \), then \( d(B_x(\sqrt{t}), B_y(\sqrt{t})) = d(x, y) - 2\sqrt{t} \) hence
\[
-\frac{d^2(B_x(\sqrt{t}), B_y(\sqrt{t}))}{4(1 + 2\delta)t} = -\frac{(d(x, y) - 2\sqrt{t})^2}{4(1 + 2\delta)t} \leq -\frac{d^2(x, y)}{4(1 + 2\delta)t} + \frac{1}{2\delta}
\]
Therefore in any case, (4.6) becomes
\[
H(x, y, t) \leq \exp \left[ 1 + 2 \left( c_4 + \frac{1}{4} \right) \left( (K + R^{-2}) \delta t + \delta + \frac{1}{\delta} \right) \right] - \lambda_1 t
\]
\[
\times V_f^{-1/2}(B_x(\sqrt{t})) V_f^{-1/2}(B_y(\sqrt{t}))) \exp \left( -\frac{d^2(x, y)}{4(1 + 2\delta)t} \right).
\]
(4.7)

Now we want to estimate \( (K + R^{-2}) \delta t + \delta + \frac{1}{\delta} \) in (4.7). Let
\[
\delta = \min \left\{ \epsilon, \left( (K + R^{-2})t \right)^{-1/2} \right\}.
\]
If \( \left( (K + R^{-2})t \right)^{-1/2} \leq \epsilon \), then
\[
(K + R^{-2}) \delta t + \delta + \frac{1}{\delta} \leq 2 \left( (K + R^{-2})t \right)^{1/2} + \epsilon.
\]
If \([ (K + R^{-2})t ]^{-1/2} > \epsilon\), then we have
\[
(K + R^{-2})\delta t + \delta + \frac{1}{\delta} \leq \left[ (K + R^{-2})t \right] \epsilon + \epsilon + \frac{1}{\epsilon}.
\]
\[
\leq \left[ (K + R^{-2})t \right]^{1/2} + \epsilon + \frac{1}{\epsilon}.
\]
Hence, in either case, the right hand side of (4.7) can be estimate by
\[
H(x, y, t) \leq \exp \left[ 1 + 2 \left( c_4 + \frac{1}{4} \right) \left( 2 \left[ (K + R^{-2})t \right]^{1/2} + \epsilon + \frac{1}{\epsilon} \right) - \lambda_1 t \right]
\times V_f^{-1/2}(B_x(\sqrt{t}))V_f^{-1/2}(B_y(\sqrt{t}))\exp \left( -\frac{d^2(x, y)}{4(1 + 2\epsilon)t} \right).
\]
Moreover the volume doubling property implies (see, e.g., Lemma 5.2.7 in [36]) that
\[
V_f(x, \sqrt{t}) \leq C(n, A) \exp \left( C(n, A)\sqrt{Kt} \cdot \frac{d(x, y)}{\sqrt{t}} \right) V_f(y, \sqrt{t})
\leq C(n, A) \exp \left( \bar{C}(n, A, \epsilon)Kt + \frac{d^2(x, y)}{8(1 + 2\epsilon)t} \right) V_f(y, \sqrt{t}).
\]
Substituting this into (4.8) and using \(0 < t < R^2/4\), then the theorem follows. \(\Box\)

Combining Lemmas [21, 22] and Propositions [12, 14] immediately yields two-sided \(f\)-heat kernel bounds on complete noncompact metric measure spaces.

**Theorem 4.5.** Let \((M, g, e^{-f}dv)\) be an \(n\)-dimensional complete noncompact smooth metric measure space. If \(\text{Ric}_f \geq -(n-1)K\) and \(|f(x)| \leq A\) on \(B_o(2R)\) for some nonnegative constants \(K\) and \(A\), then there exist positive constants \(c_i\), \(i = 5, 6, 7, 8\), depending on \(n\) and \(A\) such that the \(f\)-heat kernel \(H(x, y, t)\) satisfies
\[
e^{-c_6(1+Kt)} \frac{d^2(x, y)}{t} \leq H(x, y, t) \leq e^{c_7(1+Kt)} \frac{d^2(x, y)}{t} \exp \left( -c_8d^2(x, y) \right)
\]
for any \(x, y \in B_o(R/2)\) and \(0 < t < R^2/4\).

**Remark 4.6.** In [37] and [17], Saloff-Coste and Grigor’yan have proved that the conjunction of the \(f\)-volume doubling property and the \(f\)-Neumann Poincaré inequality is equivalent to the two-sided \(f\)-heat kernel bounds, whereas we give concrete weighted curvature condition to achieve these estimates.

### 5. \(f\)-Mean Value Inequality

In this section, the main objective is to derive a mean value inequality on complete noncompact metric measure space, which is a natural generalization of the Li-Schoen’s result in [21]. First, we give the following Poincaré inequality.

**Theorem 5.1.** Let \((M, g, e^{-f}dv)\) be a complete noncompact smooth metric measure space. Let \(o \in M\) and \(R > 0\). If \(\text{Ric}_f \geq -(n-1)K\) and \(|f(x)| \leq A\) for some nonnegative constants \(K\) and \(A\), then for any \(\alpha \geq 1\), there exists constants \(C_3\) and \(C_4\) depending only on \(\alpha\), \(n\) and \(A\) such that
\[
\int_{B_o(R)} |\phi|^{\alpha} d\mu \leq C_3 \left( \frac{R}{1 + \sqrt{K}R} \right)^{\alpha} e^{C_4(1+\sqrt{K}R)} \int_{B_o(R)} |\nabla \phi|^{\alpha} d\mu
\]
for any compactly supported function $\phi$ on $B_o(R)$. In particular, the first Dirichlet eigenvalue $\mu_1$ of $f$-Laplacian on $B_o(R)$ satisfies

$$\mu_1 \geq C_3^{-1} \left( \frac{R}{1 + \sqrt{KR}} \right)^{-2} e^{-C_4(1 + \sqrt{KR})}.$$  

**Sketch proof of Lemma 5.1.** The proof is exactly the same as that of Corollary 1.1 proved by Li-Schoen [21] except that the classical Laplacian comparison is replaced by the generalized Laplacian comparison (see Lemma 2.1)

$$\Delta_f r(x) \leq (n - 1 + 4A) \sqrt{K} \coth \sqrt{Kr}$$

$$\leq \frac{n - 1 + 4A}{r} + (n - 1 + 4A) \sqrt{K}.$$

Besides this, all the integration calculations should be done with respect to the new measure $\mu$. To save the length of paper, we omit details of the proof. □

We now proceed to derive the $L^2$ $f$-mean value inequality by Theorem 5.1, which is a weighted version of Li-Schoen’s result in [21].

**Theorem 5.2.** Let $(M, g, e^{-f} dv)$ be a complete noncompact smooth metric measure space. Assume that $\text{Ric}_f \geq -(n - 1)K$ with $|f(x)| \leq A$ for some nonnegative constants $K$ and $A$. Let $o \in M$ and $R > 0$, and let $u$ be a nonnegative $f$-subharmonic function defined on $B_o(R)$. There exists a constant $C_5$, depending only on $n$ and $A$ such that for any $\tau \in (0, 1/2)$ we have

$$\sup_{B_o((1 - \tau)R)} u^2 \leq e^{c(n,A)(1 + \sqrt{KR})V_f^{-1}(B_o(R))} \int_{B_o((1 - \tau)R)} u^2 d\mu.$$

**Proof.** The proof is similar to the Li-Schoen’s proof of Theorem 1.2 in [21]. We include it here for the reader’s convenience. Let $h$ be a harmonic function on $B_o((1 - 2^{-1}\tau)R)$ obtained by the solving the Dirichlet boundary problem

$$\Delta_f h = 0 \quad \text{on} \quad B_o((1 - \tau/2)R),$$

and

$$h = u \quad \text{on} \quad \partial B_o((1 - \tau/2)R).$$

Since $u$ is nonnegative, by the maximum principle, the function $h$ is positive on the ball $B_o((1 - 2^{-1}\tau)R)$. Moreover,

$$u \leq h \quad \text{on} \quad B_o((1 - \tau/2)R).$$

Using Lemmas 2.1, 2.2 and 2.4 by the Moser iteration argument as in [28], we have the following elliptic Harnack inequality

$$\sup_{B_o((1 - \tau)R)} h \leq e^{c(n,A)(1 + \sqrt{KR})} \inf_{B_o((1 - \tau)R)} h,$$

where $c$ depends only on $n$ and $A$. In particular,

$$\sup_{B_o((1 - \tau)R)} u^2 \leq \sup_{B_o((1 - \tau)R)} h^2$$

$$\leq e^{c(n,A)(1 + \sqrt{KR})} \inf_{B_o((1 - \tau)R)} h^2$$

$$\leq e^{c(n,A)(1 + \sqrt{KR})V_f^{-1}(B_o((1 - \tau)R))} \int_{B_o((1 - \tau)R)} h^2 d\mu.$$
Below we will estimate the $L^2(\mu)$-norm of $h$ in terms of the $L^2(\mu)$-norm of $u$. By the triangle inequality, we have

\begin{equation}
\int_{B_o((1-\tau)R)} h^2 d\mu \leq 2 \int_{B_o((1-\tau)R)} (h-u)^2 d\mu + 2 \int_{B_o((1-\tau)R)} u^2 d\mu \\
\leq 2 \int_{B_o((1-\tau/2)R)} (h-u)^2 d\mu + 2 \int_{B_o(R)} u^2 d\mu.
\end{equation}

(5.2)

Since $(h-u)$ vanishes on $\partial B_o((1-\tau/2)R)$ we can apply Theorem 5.1 to show that

\begin{equation}
\int_{B_o((1-\tau/2)R)} (h-u)^2 d\mu \leq C_3 R^2 e^{C_4(1+\sqrt{KR})} \int_{B_o((1-\tau/2)R)} |\nabla (h-u)|^2 d\mu
\end{equation}

where we have used the triangle inequality again. Since the Dirichlet integral of $h$ is least among all functions which coincide with $h$ on the boundary, from above we conclude that

\begin{equation}
\int_{B_o((1-\tau/2)R)} (h-u)^2 d\mu \leq \frac{4C_3 R^2 e^{C_4(1+\sqrt{KR})}}{(1+\sqrt{KR})^2} \int_{B_o((1-\tau/2)R)} |\nabla u|^2 d\mu.
\end{equation}

(5.3)

Now we use the fact that $u$ is $f$-subharmonic to estimate the Dirichlet integral of $u$ in terms of the $L^2$-norm of $u$. We have for any $\phi$ with compact support in $B_o(R)$

\[
0 \leq \int_{B_o(R)} \phi^2 u \Delta f u d\mu \\
= -\int_{B_o(R)} \phi^2 |\nabla u|^2 d\mu + 2 \int_{B_o(R)} \phi u \langle \nabla \phi, \nabla u \rangle d\mu \\
\leq -\int_{B_o(R)} \phi^2 |\nabla u|^2 d\mu + 2 \left( \int_{B_o(R)} \phi^2 |\nabla u|^2 d\mu \right)^{1/2} \left( \int_{B_o(R)} u^2 |\nabla \phi|^2 d\mu \right)^{1/2}.
\]

Thus

\[
\int_{B_o(R)} \phi^2 |\nabla u|^2 d\mu \leq 4 \int_{B_o(R)} u^2 |\nabla \phi|^2 d\mu.
\]

We let $\phi(r(x))$ be a cut-off function given by a function of $r(x) = r(o, x)$ alone, such that $\phi(r) = 1$ on $B_o((1-\tau/2)R)$, $\phi(r) = 0$ on $\partial B_o(R)$, and satisfying

\[
|\nabla \phi| \leq \frac{c}{rR}.
\]

Then the above inequality becomes

\[
\int_{B_o((1-\tau/2)R)} |\nabla u|^2 d\mu \leq \frac{4c^2}{r^2 R^2} \int_{B_o(R)} u^2 d\mu.
\]
Combining this with (5.1), (5.2) and (5.3) yields (5.4)

\[
\sup_{B_o((1-\tau)R)} u^2 \leq C \left( \frac{32e^2C_3\tau^{-2}eC_3(1+\sqrt{R})}{(1+\sqrt{R})^2} + 2 \right) V_f^{-1}(B_o((1-\tau)R)) \int_{B_o(R)} u^2 d\mu \\
\leq C\theta^{-C_3(1+\sqrt{R})eC_3(1+\sqrt{R})} V_f^{-1}(B_o((1-\tau)R)) \int_{B_o(R)} u^2 d\mu
\]

for some new constants \( C_i = C_i(n, A), i = 6, 7, 8 \). To finish the proof, we also need to estimate the \( f \)-volume of \( B_o(R) \) in terms of the volume of \( B_o((1-\tau)R) \). Recall the bound for \( \Delta f r^2 \):

\[
\Delta f r^2 \leq 2(n+4A) + 2\sqrt{K} (n-1+4A)r,
\]

and hence

\[
\int_{B_o(t)} \Delta f r^2 d\mu \leq 2(n+4A)V_f(t) + 2\sqrt{K} (n-1+4A) \int_{B_o(t)} rd\mu,
\]

where \( V_f(t) = Vol_f(B_o(t)) \). By Green formula, since

\[
\int_{B_o(t)} \Delta f r^2 d\mu = \int_{\partial B_o(t)} \frac{\partial r^2}{\partial r} d\sigma = 2t \frac{\partial V_f(B_o(t))}{\partial t},
\]

then

\[
tV_f(t) \leq (n+4A)V_f(t) + \sqrt{K} (n-1+4A)tV_f(t).
\]

Hence the function \( t^{-(n+4A)}e^{-\sqrt{K}(n-1+4A)t}V_f(t) \) is decreasing in \( t \geq 0 \). Therefore

(5.5) \( V_f^{-1}(B_o((1-\tau)R)) \leq V_f^{-1}(B_o(R))\left(\frac{1}{1-\tau}\right)^{n+4A} \cdot e^{\sqrt{K}R\tau(n-1+4A)} \),

where \( 0 < \tau < 1/2 \). Combining this with (5.2) completes the proof of theorem. \( \square \)

In the following, we show that the \( L^p \) \( f \)-mean value inequality for any \( p \in (0, 2] \) is a formal consequence of that given in Theorem 5.2

**Theorem 5.3.** Under the same assumption of Theorem 5.2, for any \( p \in (0, 2] \), there exists a constant \( c \) depending only on \( n, p, \) and \( A \) such that

\[
\sup_{B_o((1-\tau)R)} u^p \leq \tau^{-c(1+\sqrt{R})} V_f^{-1}(R) \int_{B_o(R)} u^p d\mu
\]

for any \( \tau \in (0, 1/2) \), where \( V_f^{-1}(R) := V_f^{-1}(B_o(R)) \).

**Proof.** The proof is similar to the proof of Theorem 2.1 in [21]. However, for the sake of completeness, we include the details here. By Theorem 5.2 for any \( \delta \in (0, 1/2] \), \( \theta \in [1/2, 1-\delta] \), we have

\[
\sup_{B_o(\theta R)} u^2 \leq \delta^{-C_3(1+\sqrt{R})} V_f^{-1}((\theta + \delta)R) \int_{B_o((\theta+\delta)R)} u^2 d\mu.
\]

Since \( \theta + \delta \geq 1/2 \), this inequality implies

\[
\sup_{B_o(\theta R)} u^2 \leq \delta^{-C_3(1+\sqrt{R})} V_f^{-1}(2^{-1}R) \int_{B_o((\theta+\delta)R)} u^2 d\mu.
\]
We also note that
\[
\int_{B_\delta((\theta+\delta)R)} u^2 \, d\mu \leq \left( \sup_{B_\delta((\theta+\delta)R)} u^2 \right)^{1-p/2} \int_{B_\delta((\theta+\delta)R)} u^p \, d\mu.
\]
Hence
\[
\sup_{B_\delta(\theta R)} u^2 \leq \delta^{-C_5 (1+\sqrt{KR})} V_f^{-1} (2^{-1} R) \left( \sup_{B_\delta((\theta+\delta)R)} u^2 \right)^{1-p/2} \int_{B_\delta((\theta+\delta)R)} u^p \, d\mu.
\]
If we set
\[
M(\theta) := \sup_{B_\delta(\theta R)} u^2
\]
and
\[
N := V_f^{-1} (2^{-1} R) \int_{B_\delta(R)} u^p \, d\mu,
\]
we have shown
\[
M(\theta) \leq N \delta^{-C_5 (1+\sqrt{KR})} M(\theta + \delta)^{1-p/2}
\]
for any \(\delta \in (0, 1/2]\) and \(\theta \in [1/2, 1-\delta]\). Choosing
\[
\theta_0 = 1 - \tau \quad \text{and} \quad \theta_i = \theta_{i-1} + 2^{-i} \tau
\]
for \(i = 1, 2, 3, \ldots\), we have that
\[
M(\theta_{i-1}) \leq N \delta^{-C_5 (1+\sqrt{KR})} M(\theta_i)^\lambda,
\]
where \(\lambda = 1 - p/2\) and \(N_1 = N \delta^{-C_5 (1+\sqrt{KR})}\). Iterating yields
\[
M(\theta_0) \leq K \sum_{i=1}^{\infty} 2^{\lambda i} \delta^{C_5 (1+\sqrt{KR})} \lambda^{i-1} M(\theta_j)^\lambda
\]
for any \(j \geq 1\). Letting \(j\) tend to infinity yields
\[
M(\theta_0) \leq (\tau - C_9 (1+\sqrt{KR})) \left[ V_f^{-1} (2^{-1} R) \int_{B_\delta(R)} u^p \, d\mu \right]^{2/p},
\]
where \(C_9\) depends only on \(n, p\) and \(A\). By the definition of \(M(\theta_0)\), we have
\[
\sup_{B_\delta((1-\tau)R)} u^p \leq (\tau^{-2^{-1}p} C_9 (1+\sqrt{KR}) V_f^{-1} (2^{-1} R) \int_{B_\delta(R)} u^p \, d\mu.
\]
Finally, by the relation (5.5), i.e.,
\[
V_f^{-1} (2^{-1} R) \leq C(n, A) e^{C (1+\sqrt{KR})} V_f^{-1} (R),
\]
the theorem follows. \(\square\)

6. \(L^p\)-Liouville Theorem

In this section, we will study various \(L^p\)-Liouville theorems on complete noncompact smooth metric measure spaces. Our results extend the classical \(L^p\)-Liouville theorems obtained by Li and Schoen in [21] and P. Li [19] and their weighted versions proved by X.-D. Li in [23].
6. The $0 < p < 1$ case. For $0 < p < 1$, we have a new weighted version of Li-Schoen’s $L^p$-Liouville theorem in [21].

**Theorem 6.1.** Let $(M, g, e^{-f} dv)$ be an $n$-dimensional complete noncompact smooth metric measure space. Assume that $f$ is bounded, and there exists a constant $\delta(n) > 0$ depending only on $n$, such that, for some point $o \in M$, the Bakry-Émery Ricci curvature satisfies

$$\text{Ric}_f \geq -\delta(n)r^{-2}(x),$$

whenever the distance from $o$ to $x$, $r(x)$, is sufficiently large. Then any nonnegative $L^p(\mu)$-integrable ($0 < p < 1$) $f$-subharmonic function must be identically zero.

**Proof of Theorem 6.1.** The proof is similar to the arguments of Li and Schoen (see Theorem 2.5 in [21]). Since the arguments leading to Theorem 5.3 are local, by choosing more or less $\beta > 0$, the $\Delta_o$-mean value inequality

$$\int_{B(x,R)} u^p d\mu \leq 2c(1+\sqrt{K(x,5R/R)}V_{f}^{-1}(R))\int_{B_o(R)} u^p d\mu$$

for nonnegative $f$-subharmonic functions $u$ on $B_x(5R)$, where $\text{Ric}_f \geq -(n-1)K(x,5R)$ and $|f|(x) \leq A$ for some nonnegative constants $K$ and $A$ on $B_x(5R)$. Here the constant $c$ depends on $u$, $p$ and $A$. In the following, we will use (6.1) to show that $u$ must vanish at infinity if the nonnegative function $u$ is $f$-subharmonic on $M$ with $u \in L^p(\mu)$ ($0 < p < 1$). In fact, by the volume comparison theorem mentioned above, under the hypothesis on $\text{Ric}_f$ and $f$, $M$ must be of $f$-infinite volume and $u$ must be identically zero.

Let $x \in M$ and consider a minimal geodesic $\gamma$ joining $o$ to $x$ such that $\gamma(0) = o$ and $\gamma(T) = x$, where $T = r(o, x)$. We then define a set of values $\{t_i \in [0, T] \}_{i=0}^k$ satisfying

$$t_0 = 0, \quad t_1 = 1 + \beta, \quad \ldots, \quad t_i = 2 \sum_{j=0}^{i} \beta^j - 1 - \beta^i,$$

where $\beta > 1$ to be chosen later, and $t_k = 2 \sum_{j=0}^{k} \beta^j - 1 - \beta^k$ is the largest such value with $t_k < T$. We denote the points $x_i = \gamma(t_i)$ and they obviously satisfy

$$r(x_i, x_{i+1}) = \beta^i + \beta^{i+1}, \quad r(o, x_i) = t_i \quad \text{and} \quad r(x_k, x) < \beta^k + \beta^{k+1}.$$

Moreover, the set of geodesic balls $B_{x_i}(\beta^i)$ cover $\gamma([0, 2 \sum_{j=0}^{k} \beta^j - 1])$ and they have disjoint interiors. We now claim that

$$V_f(B_{x_i}(\beta^i)) \geq C \left( \frac{\beta^{n+4A}}{(\beta + 2)^{n+4A} - \beta^{n+4A}} \right) V_f(B_o(1))$$

for a fixed $\beta > 2/(2^{1/n} - 1)^{-1} > 1$. The proof of this claim essentially follows the arguments of Cheeger-Gromov-Taylor in [10]. For the sake of completeness, we will outline the proof of this claim again.

For each $1 \leq i \leq k$, a relative comparison theorem (see (4.10) in [12]) argument shows that

$$V_f(B_{x_i}(\beta^i)) \geq D_i \left[ V_f(B_{x_i}(\beta^i + 2\beta^{i-1})) - V_f(B_{x_i}(\beta^i)) \right] \geq D_i V_f(B_{x_{i-1}}(\beta^{i-1})), $$
where
\[ D_i = \frac{\int_0^{\beta^i} e^{K(x_i, \beta^i + 2\beta^{i-1})} \sinh^{n-1+4A} t dt}{\int_0^{(\beta^i+2\beta^{i-1})} e^{K(x_i, \beta^i + 2\beta^{i-1})} \sinh^{n-1+4A} t dt}, \]

since \( \text{Ric}_f \geq -(n - 1)K(x_i, \beta^i + 2\beta^{i-1}) \) and \( |f(x) \leq A \) for some nonnegative constants \( K \) and \( A \) on \( B_{x_i}(\beta^i + 2\beta^{i-1}) \). Iterating this inequality, we conclude that

\[ V_f(B_{x_n}(\beta^k)) \geq V_f(B_{o}(1)) \prod_{i=1}^{k} D_i. \]

Since \( r(o, x_i) = 2 \sum_{j=0}^{i} \beta^j - 1 - \beta^i \), the curvature assumption implies that

\[ \sqrt{K(x_i, \beta^i + 2\beta^{i-1})} \leq \sqrt{\delta(n)} \cdot \left( \frac{\beta - 1}{2\beta^i - \beta - 1} \right) \]

for sufficiently large \( i \). Hence

\[ \beta^i \sqrt{K(x_i, \beta^i + 2\beta^{i-1})} \leq \sqrt{\delta(n)} \cdot \frac{(\beta - 1)^{\beta^i}}{2\beta^i - \beta - 1} = \sqrt{\delta(n)} \cdot \frac{(\beta - 1)^{\beta}}{2 - \beta^i - \beta - 1} \]

which can be made arbitrarily small for a fixed \( \beta > 2/(2^{1/n} - 1)^{-1} > 1 \) by choosing \( \delta(n) \) to be sufficiently small. Hence \( D_i \) has the following approximation

\[ D_i \sim \frac{(\beta^i)^{n+4A}}{(\beta^i + 2\beta^{i-1})^{n+4A} - (\beta^i)^{n+4A}} = \frac{\beta^{n+4A}}{(\beta + 2)^{n+4A} - \beta^{n+4A}} \]

by simply approximating \( \sinh t \) with \( t \). Hence (6.2) follows by combining (6.3).

In the following, we shall estimate \( V_f(B_x(\beta^{k+1})) \). We achieve it by two cases.

Case 1: \( r(x, x_k) \leq \beta^k(\beta - 1) \). In this case, we see that

\[ B_{x_k}(\beta^k) \subset B_x(\beta^{k+1}) \]

and hence

\[ V_f(B_{x_k}(\beta^k)) \leq V_f(B_x(\beta^{k+1})). \]

Combining this with (6.2), we conclude that

\[ V_f(B_x(\beta^{k+1})) \geq C \left( \frac{\beta^{n+4A}}{(\beta + 2)^{n+4A} - \beta^{n+4A}} \right)^k V_f(B_{o}(1)). \]

Case 2: \( r(x, x_k) > \beta^k(\beta - 1) \). In this setting, we see that

\[ B_{x_k}(\beta^k) \subset B_x(r(x, x_k) + \beta^k) \setminus B_x(r(x, x_k) - \beta^k). \]

Using a relative comparison theorem, we have that

\[ V_f(B_x(\beta^k)) \geq D \left[ V_f(B_x(r(x, x_k) + \beta^k)) - V_f(B_x(r(x, x_k) - \beta^k)) \right] \geq D \cdot V_f(B_{x_k}(\beta^k)), \]
where

\[
D = \frac{\int_0^{\beta_k} \sqrt{K(x,r(x,x_k) + \beta^k)} \sinh^{n-1+4A} t \, dt}{\int (r(x,x_k) + \beta^k) \sqrt{K(x,r(x,x_k) + \beta^k)} \sinh^{n-1+4A} t \, dt}
\]

Argument as above, since

\[
(r(x,x_k) + \beta^k) \sqrt{K(x,r(x,x_k) + \beta^k)} \leq (\beta^{k+1} + 2\beta^k) \sqrt{K(x,r(x,x_k) + \beta^k)}
\]

\[
\leq \frac{\sqrt{\delta(n)}}{2} : \beta (\beta - 1)
\]

can be made sufficiently small, we can approximate \(D\) by

\[
D \sim \frac{\beta^{n+4A}}{(\beta + 2)^{n+4A}}.
\]

Combining this with (6.2) yields

\[
V_f(B_x(\beta^{k+1})) \geq 
C \frac{\beta^{n+4A}}{(\beta + 2)^{n+4A}} \frac{\beta^{n+4A}}{(\beta + 2)^{n+4A} - \beta^{n+4A}}^{k+1} V_f(B_o(1))
\]

\[
\geq \tilde{C} \frac{\beta^{n+4A}}{(\beta + 2)^{n+4A} - \beta^{n+4A}}^k V_f(B_o(1)),
\]

where \(\tilde{C}\) depends on \(n, A\) and \(\beta\). In any case, (6.4) is valid.

If we let \(x \to \infty\), the value \(k \to \infty\). Note that the choice of \(\beta\) ensures that

\[
\frac{\beta^{n+4A}}{(\beta + 2)^{n+4A} - \beta^{n+4A}} > 1,
\]

and hence the right hand side of (6.4) tends to infinity.

On the other hand, let us now apply to any point \(x\) sufficiently far from \(o\). The assumption of theorem asserts that \(R \sqrt{K(x,5R)}\) is bounded from above. Combining this fact with (6.1), we have

\[
u^p(x) \leq CV^{-1}_f(B_o(R)),
\]

where \(C\) also depends on the \(L^p\)-norm of \(u\). Using the value \(R = \beta^{k+1}\) in (6.5), the right hand side of (6.5) vanishes as \(x \to \infty\), thus proving that \(u(x) \to 0\) as \(x \to \infty\) and Theorem 6.1 follows by the maximum principle. \(\square\)

6.2. The \(p = 1\) case. The proof of this case is more complex. We shall follow the arguments of Li [19] (see also [20] and [23]) to derive the following result.

**Theorem 6.2.** Let \((M,g,e^{-f} dv)\) be an \(n\)-dimensional complete noncompact smooth metric measure space. Assume that \(f\) is bounded, and there exists a constant \(C > 0\), such that, for some point \(o \in M\), the Bakry-Émery Ricci curvature satisfies

\[\text{Ric}_f \geq -C(1 + r^2(x)),\]

where \(r(x)\) denotes the distance from \(o\) to \(x\). Then any nonnegative \(L^1(\mu)\)-integrable \(f\)-subharmonic function must be identically constant.

Following the trick of P. Li [19] (see also [23]) to prove Theorem 6.2, at first, we need the following integration by parts formula.
Theorem 6.3. Under the same assumptions of Theorem 6.2, for any nonnegative $L^1(\mu)$-integrable $f$-subharmonic function $g$, we have

$$\int_M \Delta_f g H(x, y, t) g(y) d\mu(y) = \int_M H(x, y, t) \Delta_f g(y) d\mu(y).$$

Proof of Theorem 6.3. Similar to the proof of Theorem 1 in [19] (see also Theorem 6.1 in [23]), applying the Green formula on $B_o(R)$, we have

$$\left| \int_{B_o(R)} \Delta_f g H(x, y, t) g(y) d\mu(y) - \int_{B_o(R)} H(x, y, t) \Delta_f g(y) d\mu(y) \right|$$

$$= \left| \int_{\partial B_o(R)} \frac{\partial}{\partial r} H(x, y, t) g(y) d\mu_{\sigma, R}(y) - \int_{\partial B_o(R)} H(x, y, t) \frac{\partial}{\partial r} g(y) d\mu_{\sigma, R}(y) \right|$$

$$\leq \int_{\partial B_o(R)} |\nabla H|(x, y, t) g(y) d\mu_{\sigma, R}(y) + \int_{\partial B_o(R)} H(x, y, t) |\nabla g|(y) d\mu_{\sigma, R}(y),$$

where $\mu_{\sigma, R}$ denotes the weighted area measure induced by $\mu$ on $\partial B_o(R)$. In the following we shall prove that the above two boundary integrals vanish as $R \to \infty$, which can be achieved by five steps.

Step 1. In Theorem 6.3 we show that any nonnegative subharmonic function $g(x)$ must satisfy

$$\sup_{B_o(R)} g(x) \leq e^{c(1+R \sqrt{K(R)})} V_f^{-1}(2R) \int_{B_o(2R)} g(y) d\mu(y)$$

for some constant $c = c(n, A)$, where $-(n-1)K(R)$ is the lower bound of the Bakry-Émery Ricci curvature on $B_o(4R)$ and $|f| \leq A$. Applying our theorem assumption, we have the estimate

$$\sup_{B_o(R)} g(x) \leq C e^{cR^2} V_f^{-1}(2R) \|g\|_{L^1(\mu)}$$

for some constants $\alpha := \alpha(n, A)$ and $C := C(n, A)$. Consider $\phi(y) = \phi(r(y))$ to be a nonnegative cut-off function such that $0 \leq \phi \leq 1$, $|\nabla \phi| \leq \sqrt{3}$ and

$$\phi(r(y)) = \begin{cases} 
1 & \text{on } B_o(R + 1) \setminus B_o(R), \\
0 & \text{on } B_o(R - 1) \cup (M \setminus B_o(R + 2)).
\end{cases}$$

Since $g$ is $f$-subharmonic function, by the Schwarz inequality we have

$$0 \leq \int_M \phi^2 g \Delta_f g d\mu = - \int_M \nabla(\phi^2 g) \nabla g d\mu$$

$$= -2 \int_M \phi g \nabla \phi \nabla g d\mu - \int_M \phi^2 |\nabla g|^2 d\mu$$

$$\leq 2 \int_M |\nabla \phi|^2 g^2 d\mu - \frac{1}{2} \int_M \phi^2 |\nabla g|^2 d\mu.$$
Then using the definition of $\phi$ and \ref{6.6}, we have that
\[
\int_{B_o(R+1)\backslash B_o(R)} |\nabla g|^2 d\mu \leq 4 \int_M |\nabla \phi|^2 g^2 d\mu \leq 12 \int_{B_o(R+2)} g^2 d\mu
\]
\[
\leq 12 \sup_{B_o(R+2)} g \cdot \|g\|_{L^1(\mu)}
\]
\[
\leq \frac{C e^{\alpha(R+2)^2}}{V_f(2R+4)} \cdot \|g\|^2_{L^1(\mu)}.
\]

On the other hand, using the Schwarz inequality, we get
\[
\int_{B_o(R+1)\backslash B_o(R)} |\nabla g| d\mu \leq \left( \int_{B_o(R+1)\backslash B_o(R)} |\nabla g|^2 d\mu \right)^{1/2} \cdot [V_f(R+1)\backslash V_f(R)]^{1/2}
\]
\[
\leq \left( \int_{B_o(R+1)\backslash B_o(R)} |\nabla g|^2 d\mu \right)^{1/2} \cdot V_f(2R+4)^{1/2}.
\]

Combining the above two inequalities, we have
\[
(6.7) \quad \int_{B_o(R+1)\backslash B_o(R)} |\nabla g| d\mu \leq C_{10} e^{\alpha R^2} \cdot \|g\|_{L^1(\mu)},
\]
where $C_{10} = C_{10}(n, A)$.

**Step 2.** We first estimate the $f$-heat kernel $H(x, y, t)$. Recall that, by Theorem \ref{4.5}, the $f$-heat kernel $H(x, y, t)$ satisfies
\[
H(x, y, t) \leq \frac{e^{cs(1+K(R)t)}}{V_f(B_x(\sqrt{t}))} \exp \left(-c_7 \frac{d^2(x, y)}{t} \right)
\]
for all $x, y \in B_o(R)$ and $0 < t < R^2/8$, where $-(n-1)K(R)$ is the lower bound of the Bakry-Émery Ricci curvature on $B_o(2R)$. Here the constants $c_7$ and $c_8$ depending on $n$ and $A$. Combining this with the assumption of our theorem, we deduce that
\[
(6.8) \quad H(x, y, t) \leq \frac{C}{V_f(B_x(\sqrt{t}))} \exp \left(-c_7 \frac{d^2(x, y)}{t} + \alpha R^2 t \right)
\]
for all $x, y \in B_o(R)$ and $0 < t < R^2/8$. Then combining \ref{6.7} with \ref{6.8} gives
\[
J_1 := \int_{B_o(R+1)\backslash B_o(R)} H(x, y, t)|\nabla g|(y) d\mu(y)
\]
\[
\leq \left( \sup_{y \in B_o(R+1)\backslash B_o(R)} H(x, y, t) \right) \int_{B_o(R+1)\backslash B_o(R)} |\nabla g| d\mu
\]
\[
\leq \frac{C_{11} \|g\|_{L^1(\mu)}}{V_f(B_x(\sqrt{t}))} \cdot \exp \left[-c_7 \frac{(R - d(o, x))^2}{t} + \alpha R^2 t + \alpha R^2 \right],
\]
where $C_1 = C_1(n, A)$. Note that
\[
-c \left( R - d(o, x) \right)^2 + \alpha R^2 t + \alpha R^2 \\
= \left(\alpha t + \alpha - \frac{ct}{t}\right) R^2 + 2\alpha t R d(o, x) - c \frac{d^2(o, x)}{t} \\
\leq \left(\alpha t + \alpha - \frac{ct}{t}\right) R^2 + \frac{ct}{2t} R^2 + c \frac{d^2(o, x)}{t} \\
= \left(\alpha t + \alpha - \frac{ct}{2t}\right) R^2 + c \frac{d^2(o, x)}{t}.
\]
Thus, for $T$ sufficiently small and for all $t \in (0, T)$ there exists some fixed constant $\beta > 0$ such that
\[
J_1 \leq C_1 \|g\|_{L^1(\mu)} V_f^{-1}(B_x(\sqrt{t})) \cdot \exp \left( -\beta R^2 t + c \frac{d^2(o, x)}{t} \right).
\]
Hence, for all $t \in (0, T)$ and all $x \in M$, $J_1$ tends to zero as $R$ tends to infinity.

**Step 3.** Below we shall estimate the gradient of $H$. Here we adapt the Li’s proof trick (see Section 18 in [20]). Consider the integral with respect to $d\mu$:
\[
\int_M \phi^2(y)|\nabla H|^2(x, y, t) = -2 \int_M \langle H(x, y, t)\nabla \phi(y), \phi(y)\nabla H(x, y, t) \rangle \\
- \int_M \phi^2(y)H(x, y, t)\Delta f H(x, y, t) \\
\leq 2 \int_M |\nabla \phi|^2(y) H^2(x, y, t) + \frac{1}{2} \int_M \phi^2(y)|\nabla H|^2(x, y, t) \\
- \int_M \phi^2(y)H(x, y, t)\Delta f H(x, y, t).
\]
This implies
\[
\int_{B_o(R+1) \setminus B_o(R)} |\nabla H|^2 \leq \int_M \phi^2(y)|\nabla H|^2(x, y, t) \\
\leq 4 \int_M |\nabla \phi|^2 H^2 - 2 \int_M \phi^2 H \Delta f H \leq 12 \int_{B_o(R+2) \setminus B_o(R-1)} H^2 + 2 \int_{B_o(R+2) \setminus B_o(R-1)} H |\Delta f H| \\
\leq 12 \int_{B_o(R+2) \setminus B_o(R-1)} H^2 + 2 \left( \int_{B_o(R+2) \setminus B_o(R-1)} H^2 \right)^{\frac{1}{2}} \left( \int_M (\Delta f H)^2 \right)^{\frac{1}{2}}.
\]
It is known that the heat semi-group is contractive in $L^1(\mu)$, hence
\[
\int_M H(x, y, t)d\mu(y) \leq 1.
\]
Using this and (6.8), we can estimate
\[
\int_{B_o(R+2) \setminus B_o(R-1)} H^2(x, y, t)d\mu \leq \sup_{y \in B_o(R+2) \setminus B_o(R-1)} H(x, y, t) \\
\leq \frac{C_{12}}{V_f(B_x(\sqrt{t}))} \times \exp \left[ -c \left( R - 1 - d(o, x) \right)^2 \right] + \alpha R^2 t.
\]
Also, we claim that there exists a constant $C_{13} > 0$ such that

$$
(6.11) \quad \int_M (\Delta_f H)^2(x, y, t) d\mu \leq \frac{C_{13}}{t^2} H(x, x, t).
$$

To prove this inequality, we first derive the inequality for any Dirichlet $f$-heat kernel $H$ defined on a compact subdomain of $M$. Using the fact that $f$-heat kernel on $M$ can be obtained by taking limits of Dirichlet $f$-heat kernels on a compact exhaustion of $M$, then (6.11) follows. Indeed, if $H(x, y, t)$ is a Dirichlet $f$-heat kernel on a compact subdomain $\Omega \subset M$, using the eigenfunction expansion, then $H(x, y, t)$ can be written as the form

$$
H(x, y, t) = \sum_{i} e^{-\lambda_i t} \psi_i(x) \psi_i(y),
$$

where $\{\psi_i\}$ are orthonormal basis of the space of $L^2(\mu)$ functions with Dirichlet boundary value satisfying the equation

$$
\Delta_f \psi_i = -\lambda_i \psi_i.
$$

Differentiating with respect to the variable $y$, we have

$$
\Delta_f H(x, y, t) = -\sum_{i} \lambda_i e^{-\lambda_i t} \psi_i(x) \psi_i(y).
$$

Noticing that $s^2 e^{-2s} \leq C_{13} e^{-s}$ for all $0 \leq s < \infty$, therefore

$$
\int_M (\Delta_f H)^2 d\mu(y) \leq C_{13} t^{-2} \sum_{i} e^{-\lambda_i t} \psi_i^2(x) = C_{13} t^{-2} H(x, x, t)
$$

and claim (6.11) follows. Now combining (6.9), (6.10) and (6.11), we obtain

$$
\int_{B_o(R+1) \setminus B_o(R)} |\nabla H|^2 d\mu \leq C_{14} \left[ V_f^{-1} + t^{-1} V_f^{-1/2} H^+(x, x, t) \right] \times \exp \left[ -c_7 \frac{(R - 1 - d(o, x))^2}{2t} + \alpha R^2 t \right],
$$

where $V_f := V_f(B_x(\sqrt{t}))$. Applying Schwarz inequality, we have

$$
(6.12) \quad \int_{B_o(R+1) \setminus B_o(R)} |\nabla H| d\mu \leq [V_f(B_o(R + 1)) \setminus V_f(B_o(R))]^{1/2}
\times \left[ \int_{B_o(R+1) \setminus B_o(R)} |\nabla H|^2 d\mu \right]^{1/2}
\leq V_f^{1/2} (B_o(R + 1)) \left[ V_f^{-1} + t^{-1} V_f^{-1/2} H^+(x, x, t) \right]^{1/2}
\times \exp \left[ -c_7 \frac{(R - 1 - d(o, x))^2}{4t} + \alpha R^2 t \right].
$$
Therefore, by \((6.6)\), \((6.12)\) and Schwarz inequality we see that
\[
J_2 := \int_{B_o(R+1) \setminus B_o(R)} |\nabla H(x, y, t)| g(y) d\mu(y)
\]
\[
\leq \sup_{y \in B_o(R+1) \setminus B_o(R)} g(y) \cdot \int_{B_o(R+1) \setminus B_o(R)} |\nabla H(x, y, t)| d\mu(y)
\]
\[
\leq \frac{C \epsilon^2 (R+1)^2 \|g\|_{L^1(\mu)}}{V_f(B_o(2R+2))} \cdot V_f^{1/2}(B_o(R+1)) \left[ V_f^{-1} + t^{-1} V_f^{-\frac{1}{2}} \tilde{H}^{\frac{1}{2}}(x, x, t) \right]^{1/2}
\]
\[
\times \exp \left[ -c_7 \frac{(R - 1 - d(o, x))^2}{4t} + \frac{\alpha}{2} R^2 t \right]
\]
\[
\leq \frac{C \epsilon^2 (R+1)^2 \|g\|_{L^1(\mu)}}{V_f(B_o(2R+2))} \cdot \left[ V_f^{-1} + t^{-1} V_f^{-\frac{1}{2}} \tilde{H}^{\frac{1}{2}}(x, x, t) \right]^{1/2}
\]
\[
\times \exp \left[ -c_7 \frac{(R - 1 - d(o, x))^2}{4t} + \frac{\alpha}{2} R^2 t + 2\alpha R^2 \right],
\]
where \(V_f := V_f(B_o(\sqrt{t}))\). Similar to the discussion of \(J_1\), by choosing \(T\) sufficiently small, for all \(t \in (0, T)\) and all \(x \in M\), \(J_2\) also tends to zero when \(R\) tends to infinity.

**Step 4.** Recall that the co-area formula states that for all \(h \in \mathcal{C}_0^\infty(M)\),
\[
\int_{B_o(R+1) \setminus B_o(R)} h(y) d\mu(y) = \int_R^{R+1} \left[ \int_{\partial B_o(r)} h(y) d\mu_{\sigma, r}(y) \right] dr,
\]
where \(\mu_{\sigma, r}\) denotes the weight area-measure induced by \(\mu\) on \(\partial B(o, r)\). By the mean value theorem, for any \(R > 0\) there exists \(\bar{R} \in (R, R+1)\) such that
\[
J := \int_{B_o(R)} [H(x, y, t)|\nabla g|(y) + |\nabla H|(x, y, t)g(y)] d\mu_o(\bar{R})(y)
\]
\[
= \int_{B_o(R+1) \setminus B_o(R)} [H(x, y, t)|\nabla g|(y) + |\nabla H|(x, y, t)g(y)] d\mu(y)
\]
\[
= J_1 + J_2.
\]
By step 2 and step 3, we know that by choosing \(T\) sufficiently small, for all \(t \in (0, T)\) and all \(x \in M\), \(J\) tends to zero as \(\bar{R}\) (and hence \(R\)) tends to infinity. Therefore we complete Theorem 6.3 for \(T\) sufficiently small.

**Step 5.** At last, using the semigroup property of the \(f\)-heat equation, we have
\[
\frac{\partial}{\partial(s+t)} \left( e^{(s+t)\Delta_f} g \right) = \frac{\partial}{\partial t} \left( e^{s\Delta_f} e^{t\Delta_f} g \right) = e^{s\Delta_f} \frac{\partial}{\partial t} \left( e^{t\Delta_f} g \right)
\]
\[
eq e^{s\Delta_f} e^{t\Delta_f} (\Delta_f g) = e^{(s+t)\Delta_f} (\Delta_f g)
\]
which implies Theorem 6.3 for all time \(t\).

\(\square\)

Now we can finish the proof of Theorem 6.2 following the idea in [19].

**Proof of Theorem 6.2.** Let \(g(x)\) be a nonnegative, \(L^1\)-integrable and \(f\)-subharmonic function defined on \(M\). Now we define
\[
g(x, t) := \int_M H(x, y, t) g(y) d\mu(y)
\]
with \( g(x, 0) = g(x) \). By Theorem 6.3

\[
\frac{\partial}{\partial t} g(x, t) = \int_M \frac{\partial}{\partial t} H(x, y, t)g(y) d\mu(y)
\]

\[
= \int_M \Delta f_y H(x, y, t)g(y) d\mu(y)
\]

\[
= \int_M H(x, y, t)\Delta f_y g(y) d\mu(y) \geq 0.
\]

Therefore we confirmed \( g(x, t) \) is increasing for all \( t \). On the other hand, under the assumption of our theorem, by Lemma 2.1 in [29] we conclude that

\[
V_f(B_o(R)) \leq C e^{c(n)R^2}
\]

holds for all \( R > 0 \), where \( C > 0 \) is a constant depending on \( A \) and \( B_o(1) \). Hence

\[
\int_1^\infty \frac{R}{\log V_f(B_o(R))} dR = \infty.
\]

By Grigor’yan’s result in [16] (see also Theorem 3.13 in [17]), this implies

\[
\int_M H(x, y, t) d\mu(y) = 1
\]

for all \( y \in M \) and \( t > 0 \). To finish our theorem, this equality implies

\[
\int_M g(x, t) d\mu(x) = \int_M \int_M H(x, y, t)g(y) d\mu(y) d\mu(x) = \int_M g(y) d\mu(y).
\]

Since \( g(x, t) \) is increasing in \( t \), we conclude that \( g(x, t) = g(x) \) and hence \( \Delta f g(x) = 0 \). On the other hand, for any positive constant \( a \), let us define a new function

\[ h(x) := \min\{g(x), a\}. \]

Then \( h \) satisfies

\[ 0 \leq h(x) \leq g(x), \quad |\nabla h| \leq |\nabla g| \quad \text{and} \quad \Delta f h(x) \leq 0. \]

In particular, it will satisfy the same estimates, (6.6) and (6.7), as \( g \). Hence we can show that

\[
\frac{\partial}{\partial t} \int_M H(x, y, t)h(y) d\mu(y) = \int_M H(x, y, t)\Delta f y h(y) d\mu(y) \leq 0.
\]

Note that \( h \) is still \( L^1 \), following the same argument as before, we have \( \Delta f h(x) = 0 \). By the regularity theory of \( f \)-harmonic functions, this is impossible unless \( h = g \) or \( h = a \). Since \( a \) is arbitrary and \( g \) is nonnegative, this implies \( g \) must be identically constant. \( \square \)

**Acknowledgments**

The work was initiated during the author visited the Academy of Mathematics and System Sciences of the Chinese Academy of Sciences in Spring 2012. The author would like to thank Professor X.-D. Li for his invitation hospitality and helpful discussions. He brought this problem to the author’s attention. The author would also like to thank the anonymous referee for pointing out a lot of expression errors and give many valuable suggestions that helped to improve the presentation of the paper.
L$^p$-LIOUVILLE THEOREMS ON METRIC MEASURE SPACES

REFERENCES

1. D. Bakry, L’hypercontractivité et son utilisation en théorie des semigroupes, 1-114, Lect. Notes in Math., vol. 1581, Springer-Verlag, Berlin/New York, 1994.

2. D. Bakry, M. Emery, Diffusion hypercontractivitives, in: Séminaire de Probabilités XIX, 1983/1984, in: Lecture Notes in Math., vol. 1123, Springer-Verlag, Berlin, 1985, pp. 177-206.

3. D. Bakry, Z.-M. Qian, Some new results on eigenvectors via dimension, and diameter and Ricci curvature, Adv. Math. 155 (2000), 98-153.

4. D. Bakry, Z.-M. Qian, Volume comparison theorems without Jacobi fields, in: Current Trends in Potential Theory, in: Theta Ser. Adv. Math., vol. 4, Theta, Bucharest, 2005, pp. 115-122.

5. P. Buser, A note on the isoperimetric constant, Ann. Sci. Ecole Norm. Sup. 15 (1982), 213-230.

6. H.-D. Cao, Recent progress on Ricci solitons, Recent advances in geometric analysis, Adv. Lect. Math. (ALM) 11, 1-38, International Press, Somerville, MA 2010.

7. H.-D. Cao, Geometry of complete gradient shrinking Ricci solitons, Geometry and Analysis (Vol. I), Adv. Lect. Math. (ALM) 17, 227-246, International Press, Somerville, MA 2011.

8. J. S. Case, Y.-J. Shu, G.-F. Wei, Rigidity of quasi-Einstein metrics, Diff. Geo. Appl., 29 (2011), 93-100.

9. G. Catino, C. Mantegazza, L. Mazzieri, M. Rimoldi, Locally conformally flat quasi-Einstein manifolds, J. Reine Ang. Math., 675 (2013), 181-189.

10. J. Cheeger, M. Gromov, M. Taylor, Finite propagation speed, kernel estimates for functions of the Laplace operator, and the geometry of complete Riemannian manifolds, J. Diff. Geom. 17 (1982), 15-53.

11. S.-Y. Cheng, Liouville theorem for harmonic maps, Geometry of the Laplace operator, Proc. Symp. Pure Math. vol. 36, AMS, (1980), 147-151.

12. E. B. Davies, Heat kernels and spectral theory, Cambridge Tracts in Mathematics, vol. 92, Cambridge U. Press, 1989.

13. N. T. Dung, C. J. A. Sung, Smooth metric measure spaces with weighted Poincaré inequality, Math. Z. (2012), DOI: 10.1007/s00209-012-1023-y

14. F.-Q. Fang, X.-D. Li, Z.-L. Zhang, Two generalizations of Cheeger-Gromoll splitting theorem via Bakry-Émery Ricci curvature, Annales de l’Institut Fourier 59 (2009), 563-573.

15. A. Grigor’yan, The heat equation on noncompact Riemannian manifolds. (Russian) Mat. Sb. 182 (1991), 55-87; translation in Math. USSR-Sb. 72 (1992), 47-77.

16. A. Grigor’yan, Analytic and geometric background of recurrence and nonexplosion of the Brownian motion on Riemannian manifolds, Bull. Amer. Math. Soc. 36 (1999), 135-249.

17. A. Grigor’yan, Heat kernels on weighted manifolds and applications, The ubiquitous heat kernel, Contemp. Math., vol. 398, Amer. Math. Soc., Providence, RI, 2006, pp. 93-191.

18. P. Hajłasz, P. Koskela, Sobolev meets Poincaré, C. R. Acad. Sci. Paris Sr. I Math. 320 (1995), 1211-1215.

19. P. Li, Uniqueness of L$^1$ solutions for the Laplace equation and the heat equation on Riemannian manifolds, J. Diff. Geom. 20 (1984), 447-457.

20. P. Li, Harmonic functions and applications to complete manifolds, XIV Escola de Geometria diferencial, IMPA, Rio de Janeiro (2006), ii+230pp. ISBN: 85-244-0249-0.

21. P. Li, R. Schoen, L$^p$ and mean value properties of subharmonic functions on Riemannian manifolds, Acta Math. 153 (1984), 279-301.

22. P. Li, S.-T. Yau, On the parabolic kernel of the Schrödinger operator, Acta Math. 156 (1986), 153-201.

23. X.-D. Li, Liouville theorems for symmetric diffusion operators on complete Riemannian manifolds, J. Math. Pure. Appl. 84 (2005), 1295-1361.

24. X.-D. Li, Perelman’s entropy formula for the Witten Laplacian on Riemannian manifolds via Bakry-Émery Ricci curvature, Math. Ann. 353 (2012), 403-437.

25. J. Lott, Some geometric properties of the Bakry-Émery-Ricci tensor, Comment. Math. Helv. 78 (2003), 865-883.

26. J. Lott, C. Villani, Ricci curvature for metric-measure spaces via optimal transport, Ann. of Math. 169 (2009), 903-991.

27. J. Moser, A Harnack inequality for parabolic differential equations, Comm. Pure Appl. Math. 17 (1964), 101-134.

28. O. Muntea, J. Wang, Smooth metric measure spaces with nonnegative curvature, Comm. Anal. Geom. 19 (2011), 451-486.
29. O. Munteanu, J. Wang, Analysis of weighted Laplacian and applications to Ricci solitons, Comm. Anal. Geom. 20 (2012), 55-94.
30. G. Perelman, The entropy formula for the Ricci flow and its geometric applications, arXiv: math.DG/0211159v1, 2002.
31. P. Petersen, W. Wylie, Rigidity of gradient Ricci solitons, Pacific Journal of Math. 241 (2009), 329-345.
32. S. Pigola, M. Rigoli, A.G. Setti, Vanishing theorems on Riemannian manifolds and geometric applications, J. Funct. Anal. 229 (2005), 424-461.
33. S. Pigola, M. Rimoldi, A.G. Setti, Remarks on non-compact gradient Ricci solitons, Math. Z. 268 (2011), 777-790.
34. L. Saloff-Coste, A note on Poincaré, Sobolev, and Harnack inequalities, Internat. Math. Res. Notices (1992), 27-38.
35. L. Saloff-Coste, Uniformly elliptic operators on Riemannian manifolds, J. Diff. Geom. 36 (1992), 417-450.
36. L. Saloff-Coste, Aspects of Sobolev-type inequalities. London Mathematical Society Lecture Note Series, 289. Cambridge University Press, Cambridge, 2002.
37. L. Saloff-Coste, The heat kernel and its estimates, Probabilistic approach to geometry, Adv. Stud. Pure Math., 57, 405-436, Math. Soc. Japan, Tokyo, 2010.
38. K.-T. Sturm, On the geometry of metric measure spaces. I, Acta Math. 196 (2006), 65-131.
39. K.-T. Sturm, On the geometry of metric measure spaces. II, Acta Math. 196 (2006), 133-177.
40. Y.-H. Su, H.-C. Zhang, Rigidity of manifolds with Bakry-Émery Ricci curvature bounded below, Geom. Dedicata 160 (2012), 321-331.
41. F.-Y. Wang, Equivalent semigroup properties for the curvature-dimension condition, Bull. Sci. Math. 135 (2011), 803-815.
42. G.-F. Wei, W. Wylie, Comparison geometry for the Bakry-Émery Ricci tensor, J. Diff. Geom. 83 (2009), 377-405.
43. J.-Y. Wu, Upper bounds on the first eigenvalue for a diffusion operator via Bakry-Émery Ricci curvature, J. Math. Anal. Appl. 361 (2010), 10-18.
44. J.-Y. Wu, Upper bounds on the first eigenvalue for a diffusion operator via Bakry-Émery Ricci curvature II, Results Math., 63 (2013), 1079-1094.
45. S.-T. Yau, Harmonic functions on complete Riemannian manifolds, Comm. Pure Appl. Math. 28 (1975), 201-228.
46. S.-T. Yau, Some function-theoretic properties of complete Riemannian manifolds and their applications to geometry, Indiana Math. J. 25 (1976), 659-670.