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Abstract
This research explores automated text classification using data from Low- and Middle-Income Countries (LMICs). In particular, we explore enhancing text representations with demographic information of speakers in a privacy-preserving manner. We introduce the Demographic-Rich Qualitative UPV-Interviews Dataset (DR-QI), a rich dataset of qualitative interviews from rural communities in India and Uganda. The interviews were conducted following the latest standards for respectful interactions with illiterate speakers (Hirmer et al., 2021a). The interviews were later sentence-annotated for Automated User-Perceived Value (UPV) Classification (Conforti et al., 2020), a schema that classifies values expressed by speakers, resulting in a dataset of 5,333 sentences. We perform the UPV classification task, which consists of predicting which values are expressed in a given sentence, on the new DR-QI dataset. We implement a classification model using DistilBERT (Sanh et al., 2019), which we extend with demographic information. In order to preserve the privacy of speakers, we investigate encoding demographic information using autoencoders. We find that adding demographic information improves performance, even if such information is encoded. In addition, we find that the performance per UPV is linked to the number of occurrences of that value in our data.
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1. Introduction

The interplay between language use and demographic factors has been widely studied in sociolinguistics (Labov, 1972; Extra and Gorter, 2001), and has more recently found application in NLP (Hovy, 2015; Vijayaraghavan et al., 2017). While this is an important step in NLP, most research on demographic-aware text representation examines only a handful of features. These are often modelled separately: however, in reality, identities are composite and stratified, and they result from the complex interplay and mutual influence of different demographic elements (McCall, 2005). Studying each element in isolation is therefore too simplistic and ultimately artificial (Herbelot et al., 2012). Moreover, almost all research in this area has focused on High-Income Countries, with a particular strong focus on the US (Blodgett et al., 2016). However, culturally-specific elements play an important role in defining someone’s identity and certain demographic aspects can be even more determinant in shaping a person’s language use, particularly in traditional societies where social roles can be more rigid (Jayachandran, 2020). This paper addresses some of the gaps mentioned above and makes the following contributions: (1) We focus on text classification with a rich set of demographic features, including less often considered attributes such as income and number of children. To our knowledge, it is the first time that such a comprehensive set of demographic features is investigated in NLP. (2) We collect and release the Demographic-Rich Qualitative UPV-Interviews Dataset (DR-QI), a new dataset for multi-class multi-label text classification collected as part of a sustainable development project in two Low- and Middle-Income countries (LMICs). Samples in DR-QI are labelled with the interviewees’ values they contain (User-Perceived Values or UPVs). (3) We implement a model which integrates textual and demographic features. To further protect speakers’ identities, we propose a simple recipe to protect such information. (4) Our experimental results show that a more comprehensive demographic representation of the speaker is beneficial for UPV classification, and that less studied demographic features contribute to the overall performance more than traditionally considered aspects. This holds true even when encoded in a privacy-preserving manner using an Autoencoder. This suggests new research directions for demographic-aware text classification, privacy-preserving representations, and more generally at the intersection of NLP and sustainable development.

2. Background

User-Perceived Values (UPVs) for Sustainable Projects Planning. We use the UPV framework to better understand what is important to rural communities in India and Uganda. UPV, as defined by
The sustainable uptake of energy services is crucial for achieving the Sustainable Development Goals (SDG), and biases, such as priming effect, are minimised (Hirmer et al., 2018). Decolonising AI. AI practices, even when striving for positive effects, often perpetuate colonial structures (Mohamed et al., 2020), to which language technologies are no exception (Bird, 2020). Likewise, AI for sustainable development initiatives risks perpetuating technological solutionism and paternalistic attitudes (Mohamed et al., 2020). Alternatively, a decolonial approach involves vulnerable communities having self-determination and being active participants in the design process, as for example in (Nekoto et al., 2020).

3. The DR-QI Dataset

The sustainable uptake of energy services is crucial for achieving the Sustainable Development Goals (SDG), in particular SDG 7 on energy access (EnDev, 2020). In line with this, the DR-QI dataset was collected as part of a wider project investigating the social, environmental and economic impact of off- and weak-grid energy appliances in Low- and Middle-Income Countries undertaken by the Efficiency for Access Coalition together with Rural Senses and SVT. As part of this, 214 interviews were conducted in two LMICs: India and Uganda. Data collection consisted of three parts, (i) the UPV game, (ii) a socio-economic survey, and (iii) the UPV game specific to four appliance types (namely: fan, fridge, TV and water pump). The aim was to shed light into perceived everyday challenges and needs of local communities, as well as to better understand the value placed on said appliances. This is important to ensure that potential users of energy initiatives are at the centre of decision-making. In this work we focus on the data collected as part of (i) and (ii).

3.1. Data Collection

Location of the communities and interviewee selection. We collected data from 214 interviewees across 138 rural communities: 56 in India and 68 in Uganda. The following interviewee sampling criteria were applied. Interviewees had to (a) cover a variety of ages; (b) have equal gender distribution; (c) have diverse occupations and (d) income ranges; and (e) cover both, appliance ownership or non-ownership.

Data collection setting. In total, for both Uganda and India, 12 local data collectors, with good knowledge of the local languages, were hired to carry out the interviews. In order to minimise interviewer bias (Frey, 2018; Matarazzo et al., 1963), data collectors took part in a training workshop where they practised mock interviews. The UPV Game. Following the methodology proposed by (Hirmer, 2018) and recently adopted in other NLP works (Conforti et al., 2020), we used the UPV game as a means to obtain responses from illiterate speakers. This method has successfully been used for data collection in LMICs (Hirmer and Guthrie, 2016), and biases, such as priming effect, are minimised (Hirmer et al., 2021). The UPV game is framed as a semi-structured interview, in which interviewees are asked to: (1) select 5 out of 45 presented items (2) rank the items in order of importance and, for each item, (3) explain why

---

Figure 1: Communities are constantly evolving. Data collected during fieldwork represent a snapshot of the community at a specific moment in time. NLP techniques can be used to reduce the data annotation bottleneck (pink arrow), thus allowing project design to be based on a reliable portrait of the community.
the item was selected. At this last stage why-probing is used to capture multiple layers of reasoning (Reynolds and Gutman, 1988) [Zaltman and Coulter, 1995] [Coulter and Zaltman, 1994].

Socio-economic survey. To contextualise the data collected from the UPV game, a socio-economic survey with the same participants was carried out.

Ethical considerations. Interviews followed the country’s COVID-guidance: data collectors and participants were provided with safety equipment. We followed the recommendations of Hirmer et al. (2021a) for respectfully contacting and interacting with community members. Each interview lasted between 1–2 hours. Interviewees were compensated with the equivalent of 1 day labour.

3.2. Data pre-processing and annotation

Following data collection, interviews were translated into English. This step was necessary not only because English constitutes the de-facto standard language of sustainable development (Coleman, 2010), but also to assure the protection of participants’ identity: as illiterate and isolated rural communities tend to display a high degree of language fragmentation (Hazen, 2002), precise geographic information could implicitly be released by directly sharing the original transcript.

Annotation process and Ethical Considerations. We hired 8 annotators based in LMICs, which were familiar with the local context in which the interviews were collected. Annotators received training and were asked to submit a short quiz to validate their understanding before they could start annotation work. We employed the original 58 UPV label schema proposed by Hirmer (2018) (the UPV label schema including definitions can be found in Appendix B). To ease the complex process of UPV annotation, we implemented a user-friendly platform. Each sentence was separately labelled by between 3 to 5 annotators. We only kept labels which were selected at least 3 times. The entire annotation process took 4 weeks. Annotators were paid a competitive salary appropriate to the local context.

We acknowledge that the choice of annotators might reinforce the emergence of bias (Waseem, 2016) [Sap et al., 2019] (Geva et al., 2019). To mitigate the presence of annotation bias in the DR-QI corpus, we largely followed the processes laid out by Hirmer et al. (2021a).

3.3. Data sharing

We release the DR-QI corpus under an Academic Free License agreement [3]. We are aware of the many ethical issues surrounding data collected from marginalised communities in locations with low democracy (Hovy and Spruit, 2016). Virtually all models trained on language data are dual-use (Benton et al., 2017): in order to avoid potential misuse, we will share our dataset only upon signing a data sharing agreement restricting the data usage to research only.

3.4. Data Analysis

In order to help future researchers’ assessment and effective usage of the data, we compiled a data statement (Bender and Friedman, 2018) for the DR-QI dataset (Appendix A).

Textual Features. The final corpus collects 5,333 annotated sentences. The sentences, which may present constructions typical of spoken language, are on average 12.7 tokens, with Ugandan speakers being more talkative than Indian speakers (15.5 vs 9.1 tokens per sentence). On average, each sample received 1.21 gold UPV annotations: an example of an annotated sentence is reported in Figure 3. This resulted in 77.7 average occurrences per UPV label, but with a very skewed UPV label distribution (Figure 4): the most common label (Income) occurs 562 times, and the least common (Morality) just once. This was expected, and was noticed in other works on UPV classification (Conforti et al., 2020).

Demographic Features. For each speaker, we considered 10 demographic features, each of which has been categorised in order to decrease the samples granularity. Features were selected based on the information collected in the socio-economic survey. While they do not aim in any way to be exhaustive in describing a speaker, they nevertheless constitute a considerably broader set then typical in NLP works. Due to the exploratory nature of this study, we leave a deeper analysis about feature correlation, and their implications in modeling, for future work. Features are self-reported by the speakers and fall into the following categories:

1. Gender: woman or man.
2. Marital Status: married, single, or other (widowed, divorced, ...).
3. Disability: yes or no.
4. Age ranges: 18-25, 25-35, 35-50, 50-60, 60+.
5. Education: None, Primary, Secondary, University, Vocational training.
6. Household Size: 1-4, 5-7, 8-10, 10+ people.
7. Number of children: 1-2, 3-4, 5-7, 7+.
8. Income (relative): low, middle, high.
9. Poverty Status: <$3.20, <$5.50, < $10 a day, or above the poverty rate (Roser and Ortiz-Ospina, 2013).
10. Occupation, distinguishing 16 job types.

The features’ distribution across Indian and Ugandan speakers (Figure 5) are largely similar. A first divergence can be observed in number of children, with Ugandan interviewees reporting a higher number of children (4.7 vs. 2.2 on average). This reflects culturally specific aspects of Ugandan and Indian societies. The number of children in rural Uganda remains high. This may be attributed to cultural norms and a lack of contraception (Nalwadda et al., 2010; Bbaale and Mpuuga, 2011). In contrast, India has seen a significant slow-down. This is partially due to its greater investment in family planning but also due to programmes of mass sterilisation (from 1976 to 1992) (Oliveira et al., 2014). Notably, reported education levels are considerably lower than in high-income societies (in line with Van Hiel et al. (2018)); moreover, the age distribution is centred around young and middle-aged people, with relatively few interviewees older than 60.

Discussion. We note that the DR-QI dataset contains a remarkably rich set of demographic features, many of which have never been considered in NLP research so far. Therefore, our dataset will be an invaluable source for future work exploring the impact and the combination of various demographic features on language processing. However, NLP research which includes any demographic information should not be disjointed from discussions about privacy preserving measures. As a first measure, to protect the speakers’ identity, we categorised any potentially granular information – such as age, household size, or income – into ranges. Secondly, to remove location-based information, we are only releasing the country where the interview was taken; more granular geographical features, such as the exact village name or its coordinates, are not released. Therefore, the study participants are not identifiable from the rest of the country population (resp. 45 million and 1.38 billion people in Uganda and India). Additionally, we manually went through all sentences in order to remove any identifiable information such as names of people, locations and companies.

Researchers, however, should be aware that all data can potentially be identifiable and therefore sensitive (Salganik, 2019), and could be misused (Tockar, 2014). Although our dataset is anonymised, we acknowledge that de-identification of (some of) our participants might potentially be possible, for example in the case that malicious users combined several other datasets with DR-QI (Sweeney, 2002; Narayanan and Shmatikov, 2008).

For this reason, as a further privacy-preserving countermeasure, in this paper we explore models which can take advantage of demographic information about the speakers by leveraging opaque encoded representations of such features (further discussion in Section 4.3).

4. Models for UPV Classification

We consider the task of UPV annotation where, given an interview input sentence $x$, a model has to predict the UPV label(s) $L$ that are mentioned in the text. Given the very large tagset considered (58 possible UPVs) and its extremely skewed distribution in our data, we adopt the same framework as in Conforti et al. (2020) and approach the task as a sequence of binary classification problems: that is, instead of directly predicting $x \rightarrow \{l_2, l_4\}$ (i.e. $x \rightarrow [0, 1, 0, 1]$ for a tagset $|T| = 4$), we predict $(x, l_1) \rightarrow 0, (x, l_2) \rightarrow 1, \text{etc.}$
4.1. Transformers
As a strong baseline, we employ a transformer-based classifier which employs DistilBERT (Sanh et al., 2019) as the main encoder. The model receives the input sentences as: [CLS] text [SEP] label [SEP], where text is the input sentence, and label is the textual representation of the UPV label. The relatedness of the given UPV label with the input text is predicted with a dense layer followed by a sigmoid operation on the hidden state $h_{[CLS]}$ of the special classification embedding [CLS].

4.2. Blending Demographic Attributes
We implement a simple architecture which integrates textual features with the speaker’s demographic information (module 2 in Figure 6): 

Text Encoder. We employ the same DistilBERT architecture introduced in Subsection 4.1.

Demographic Encoder. We one-hot encode the demographic features in 3.4 and concatenate them into a vector $d$. We obtain an encoded representation $h_d = relu(relu(d))$, where $relu$ is a dense layer with ReLU activations (Glorot et al., 2011).

Blending Signals. We combine the text and the demographic signals into $h_b$ as:

$$h_b = relu(h_d \oplus h_{[CLS]})$$ (1)

Output Layer. We finally predict the sample text’s relatedness with respect to the given label with a sigmoid operation on $h$.

4.3. Privacy-Preserving Demographic-Aware UPV Classification
A potentially problematic point of the model described in section 4.2 is that the demographic vector could potentially disclose sensitive information about participants. As discussed in Section 3.4, it might be debatable whether this is a real possibility in the case of our dataset. Nevertheless, as a further step to protect our participants’ identity, we experiment with a UPV classifier which takes as input an encoded, opaque demographic vector.

Methods. Research in privacy-preserving NLP has been widely addressed in recent literature (Feyisetan et al., 2020; Feyisetan et al., 2021). This topic assumes a particular relevance when considering that data from vulnerable communities can be particularly susceptible to exploitation (Christiaensen and Subbarao, 2011).

We want to obtain a hidden representation of the input sentence which captures the hidden correlations with its speaker’s demographic attributes. To this goal, we further process $h_b$ by passing it through a sequence of concatenation operations with the original text representation $h_{[CLS]}$ and dense layers with ReLU activations. Formally, we obtain the final hidden representation $h$ as:

$$h = relu(relu(h_b \oplus h_{[CLS]})) \oplus h_{[CLS]}$$ (2)

Output Layer. We finally predict the sample text’s relatedness with respect to the given label with a sigmoid operation on $h$. 

In our preliminary experiments, this simple approach performed better than more complex blending methods, such as bilinear transformations (Sawhney et al., 2020).
Figure 6: Overview of the demographic-aware models. Module 2 represents the UPV classifier (Sec. 4.2): blue, orange, and green arrows are textual, demographic, and blended signals. We also consider models which take as input encoded demographic vectors (Sec. 4.3) produced by a separately trained autoencoder (module 1).

2005; De Cenival, 2008). Adversarial training (Goodfellow et al., 2014; Ganin et al., 2016) is a popular method used to protect a number of potentially sensitive attributes, and it has been explored for various text classification tasks (Wang et al., 2019; Li et al., 2018; Barrett et al., 2019). However, such methods are practical when a relatively small number of features are considered, such as gender, age, and race (Elazar and Goldberg, 2018). In this paper, we use autoencoders (Ranzato et al., 2007) to produce an encoded representation of our one-hot encoded demographic vectors. Autoencoders have been successfully employed to obscure time-series sensitive sensor data (Malekzadeh et al., 2017), images (Krishna et al., 2021), and videos (D’Souza et al., 2020), with applications ranging from privacy-preserving facial expression recognition (Zeng et al., 2018) to various types of image classification tasks in the medical domain (Phan et al., 2016; D’Souza et al., 2020).

Models. Our model is composed of two separately trained modules (Figure 6): (1) a demographic autoencoder, and (2) the main UPV classifier, which takes the encoded demographic vector produced in (1) and combines it with textual features.

Demographic Autoencoder. First, we train an autoencoder to reconstruct the original one-hot encoded demographic vectors from their latent representations. Specifically, we jointly train an encoder $f_θ$ which maps an input demographic vector $d$ to its latent representation $e = f_θ(d)$. A decoder $g_θ$ then aims to reconstruct $d$ from $e$, as $d' = g_θ(e)$. $f_θ$ (resp. $g_θ$) takes the form of a sequence of four dense layers with ReLU activations of a decreasing (resp. increasing) number of units. Therefore, $(d, d') \in \mathbb{R}^n$ and $e \in \mathbb{R}^m$, with $n > m$.

UPV Classifier. We use the same classifier architecture described in Section 4.2, with the difference that it receives the compressed encoded latent representation $e$ instead of $d$ (Figure 6).

5. Experimental Setting

Data Splitting and Samples generation. We use a 60-15-25 train-dev-test split. We exclude UPVs that occur less than 10 times in DR-QI, leaving a total of 43 labels. We obtain positive samples by pairing up sentences from DR-QI with each gold label and generate synthetic negative samples (20 for training, 43 for evaluation) by pairing them with random labels which were not selected by the annotators. Following Conforti et al. (2020), we encourage the model’s generalisation by deforming input sentences with random word substitution, deletion, and insertion using EDA (Wei and Zou, 2019). We fine-tune the entire DistilBERT network during training.

Evaluation Framework. Following Conforti et al. (2020) we report precision, recall and F1 score. In the test set, we include all negative samples for each sentence: this is comparable to the real-world situation in which human annotators select from 43 UPV labels.

Computing Infrastructure. Models were implemented in TensorFlow (Abadi et al., 2015) and

| Model     | Trainable parameters | Avg runtime per epoch | $F_1$ on dev |
|-----------|---------------------|-----------------------|--------------|
| Baseline  | 66,363,649          | 675 s                 | 72.99        |
| Demographic | 67,584,257                | 587 s                 | 74.40        |
| Encoded demographic | 67,713,665            | 681 s                 | 74.06        |
| Autoencoder | 16,517                   | 72 s                  | -            |

Table 1: Hyperparameters used for training our models.

| Hyperparameter | Value |
|----------------|-------|
| UPV classification Learning rate | $5e^{-5}$ |
| Optimizer | Adam |
| Epochs | 25 |
| Batch size | 64 |
| Dropout probability | 0.2 |
| Max. sequence length | 54 |
| Early stopping patience | 7 |

| Model     | Hyperparameter | Value |
|-----------|----------------|-------|
| Autoencoder | Learning rate | 0.005 |
| Optimizer | Adam |
| Epochs | 25 |
| Batch size | 32 |
| Encoder dimensionality | 32 |

Table 2: Overview of the number of trainable parameters, the average runtime per epoch and the development set F1-score for each model.
Keras (Chollet and others, 2015), using Hugging-face (Wolf et al., 2020) to load DistilBert. In Table 4 we provide an overview of the hyperparameters used to train our models. We further report the number of trainable parameters, the training time per epoch and the F1-score on the development set for each model in Table 2.

Ethical Considerations. Training transformers requires large amounts of energy and, depending on the energy source, can emit large quantities of CO₂ (Strubell et al., 2019; Henderson et al., 2020). To minimise the environmental impact of this research, we used a pre-trained model, more specifically DistilBERT (Sanh et al., 2019). This considerably limited the training time: models took ~2 hours to train on a Microsoft Azure GPU. Moreover, the DistilBERT model might encode biases due to the data it was trained on (Bender et al., 2021). We note, however, that this element is beyond the scope of this research.

6. Experiments and Discussion

Model performance. Results in Table 3 show that including demographic information about the speaker is beneficial for UPV classification, with consistent gains in performance over all considered metrics. Interestingly, we do not observe a strong performance drop when encoding the demographic representations: a marginal decline in recall (−0.9) is compensated by an increase in precision (+1.8), resulting in an improved F1 score (+1.3). This seems to indicate that using autoencoders to produce encoded demographic representations constitutes a valid recipe to protect speakers’ identity, without sacrificing on classification performance. Moving to single-label classification, we report a correlation between a label’s support in the training data and the model’s performance (Figure 7). Particularly satisfactory results are obtained on faith, clean air, and entertainment. The upward spikes may be attributed to the presence of lexical clues such as God, air and recreation respectively. In turn, the large drop in performance for unburden (downward spike) could possibly be explained by the fact that this UPV is usually expressed very implicitly.

Ablation Experiments and Discussion. The models described above are provided with the entire range of demographic attributes discussed in Section 3.4. Separating the influence of different demographic attributes is complicated, as social identities intersect and overlap in complex and unique ways (Solomon et al., 2018; Jiang and Fellbaum, 2020). As a proxy for their relative importance, we investigate the impact of each demographic feature with a set of ablation experiments (Table 4). Results show that excluding the features related to economic status seems to have the highest impact on overall performance (income level -3.81, poverty status -3.63, occupation -2.55 in F1 score). The importance of such features for UPV classification on our data is unsurprising: in both India and Uganda, wealth status often correlates with people’s living conditions and thus access to basic services. This influences the value perception of dwellers, which are in turn, expressed in the UPVs (Hirmer and Guthrie, 2016). The other two features that seem to contribute substantially to UPV classification are number of children and disability (resp. -2.53 and -2.38 F1). Both elements can play a determinant role in shaping a person’s worldview and defining their priorities, and their influence might be even more pronounced in LMICs. In both case countries, disability is likely to hold social stigma and can result in an inability to actively partake in society (Abimanyi-Ochom and Mannan, 2014), partially due to a lack of access to services but also due to social segregation (Kumar et al., 2012; Mac-Seing et al., 2020). In contrast, parenthood commonly correlates with social status and community respect: in Uganda,
for example, having children is seen as societal and cultural obligation (Nattabi et al., 2012). Moreover, having a high number of children (as is often the case for those interviewed for DR-QI) can strongly affect poverty status, especially in countries where education is expensive. For example, primary and secondary universal education in Uganda is available, but it is not entirely free and the costs are often very poor (Tumwesigye, 2020).

Impact of Gender and Age for UPV Classification. Ablation experiments for age and gender deserve a separate discussion as they represent ‘classic’ demographic attributes commonly considered in NLP research (Hovy, 2015; Hovy and Søgaard, 2015; Elazar and Goldberg, 2018; Garimella et al., 2019). Beyond NLP, age and gender are consistently included in almost all demographic surveys (Hughes et al., 2016) and are often collected just because they constitute an “easy question to ask” (Larson, 2017). Our results, however, show that while gender has a relatively minor impact on overall performance (-0.93), removing age has a positive impact on performance (+1.04).

Implications Beyond UPV Classification. The results reported above highlight that including often neglected demographic features into modelling can play a considerably important role for text classification. Despite the longstanding interest of sociolinguists in the correlation between socio-economic class and language usage (Labov, 1972), such characteristics are rarely considered in NLP tasks. Our results show that these features can be promising to consider.

Intuitively, different demographic features describe different aspects of a speaker’s identity, which needs to be considered in its interdependent, composite nature (Lepori, 2020; Kumar B et al., 2021). This represents a very interesting outcome, which suggests that broadening the range of considered demographic features, motivated by an attentive analysis of the community under study, might constitute a very promising research direction for other NLP tasks and datasets.

Implications for Sustainable Project Implementation. Understanding which demographic features – beyond the ‘classic’ features such as gender and age – also shows which community groupings might be most beneficial when it comes to practical project implementation, which is important for achieving sustainable project development in LMICs. Project design and communication strategies can be better aligned with the needs of alternative community clusters and more significant links between values portrayed/communicated and the predominant demographic (Hirmer et al., 2021b). This in turn may result in improved project buy-in (Figure 1).

7. Conclusions

This paper studied the impact of a wide range of demographic features on automatic UPV classification whereby sentences are annotated with the values they contain. We collect and release DR-QI, an annotated dataset of interviews collected in two LMICs, which constitutes an invaluable resource for studying the interaction of textual and demographic features. Our experiments show that performance increases when demographic attributes are included, even when they are obscured using autoencoders; the relative simplicity of our model, which takes as inputs an interview’s sentence and one-hot encoded demographic features, leaves a lot of room for future research. Moreover, our results show that the relative importance of popular demographic features, such as gender and age, is negligible when compared to features such as income or occupation, thus opening up new interesting research directions for text classification.
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A. Datasheet for the DR-QI dataset

Data set name: Demographic-Rich Qualitative UPV-Interviews Dataset (DR-QI)

Data set developers: Josephine Tumwesige, Yau Ben-Or, Yair Perry, Vishal Narula, Stephanie Hirmer, Costanza Conforti, Goya van Boven

Data statement authors: Stephanie Hirmer, Costanza Conforti, Goya van Boven

Contacts: info@ruralsenses.com

A. Curation Rationale

The DR-QI dataset contains 5,333 sentences. The sentences constitute excerpts from 214 interviews, conducted in 56 rural villages in India and 68 villages in Uganda. The exact names of the villages in which interviews were collected are not released in order to protect the identity of participants. The interviews were part of a larger project to develop an impact framework for off-grid energy appliances in Low- and Middle-Income countries (LMICs).

The sentences in the DR-QI dataset were annotated with the User-Perceived Value (UPV) approach. The dataset contains additional demographic information for each speaker. The dataset releases the 5,333 translated sentences, along with their UPV annotations. For each speaker, ten self-reported categorical demographic features are included.
B. LANGUAGE VARIETY AND TRANSLATOR DEMOGRAPHIC
The sentences in the DR-QI dataset are in English. Sentences were translated from original transcriptions in 7 local languages.
To ensure translators could take area and tribe specific linguistic nuances into account, all translators were from the regions in which interviews were carried out.

C. SPEAKER DEMOGRAPHIC
Details on the speakers’ demographics are reported in Table 5. For each speaker the following self-reported demographic features are included: age, gender, marital status, disability (yes/no), education level, occupation, household size, number of children, income relative to the participants group from the same country, and absolute poverty status. All demographic features are categorical.

| Total speakers | 214 |
|----------------|-----|
| Gender         | Equal split women/men |
| Nationality    | Mostly Ugandan and Indian |
| Age            | Between 18 and 77. |
| Socio Economic Status | Variable: political and religious leaders excluded, as well as close family members. |

Table 5: Speakers Demographic in the DR-QI dataset.

D. ANNOTATOR DEMOGRAPHIC
The 8 annotators all lived in LMICs and were familiar with the local context of the interviews. Prior to starting the annotation process, annotators received a training workshop and took part in a short quiz. Annotations were carried out on a user-friendly platform. Annotators received a competitive salary that matched the local context.

E. SPEECH SITUATION
All interviews were collected between 2020 and 2021. The interviews were conducted in locations familiar to the interviewees, mostly open air. The interviews were conducted both individually and in groups of 6 people following standard focus group methods. To avoid direct inquiry, the interviews were conducted by means of the UPV game, which is described in detail in (Hirmer and Guthrie, 2016), resulting in semi-structured interactions. Even if the speech situation can be characterized as a dialogue, the interviewers were instructed to talk as little as possible, in order to avoid external influence, and to elicit answers to simple interactions such as why probing. As a consequence, many of the interviews may be better characterized as monologues.

F. TEXT CHARACTERISTICS
All translators were bilingual, but English wasn’t the native language of any of them. As a consequence, the DR-QI dataset contains some grammatical errors. Moreover, the DR-QI dataset contains many examples of oral constructions. Proper nouns (people, companies, locations, ...) in the DR-QI dataset are anonymized with a special tag.

G. RECORDING QUALITY
Original recordings aren’t released.

B. UPV Values Definitions
Figure 8 shows the UPV wheel and Table 6 reports the complete lists of UPV labels with their definitions, as they were provided to annotators.
Figure 8: User-Perceived Value (UPV) wheel showing three levels of value categorisation. UPVs are in the middle ring, while tier 2 (inner ring) and tier 1 (outer ring) are higher levels of categorisation.
| Tier 2 label | Tier 3 label | Definition |
|-------------|-------------|------------|
| Accessibility | Access to area | Having uninterrupted access between local areas. |
| | Availability of goods/products | Being able to get, find, or buy something in the area (good or service). |
| | Accessibility to services | Having continuous access to services. |
| Travel & Transportation Communication | Travel (of people) | Being able to move oneself and others from one place to another. |
| | Transportation (of goods) | Being able to transport something between locations. |
| | Contact | The ability to interact or communicate with others near or far. |
| | Conversation | The ability to be understood when conversing with others. |
| Safety, Security & Privacy | Safety (from animals, items, nature) | Being able to prevent harm from accidents resulting from environmental factors. |
| | Privacy | Being able to remain unobserved or disturbed by other people. |
| | Peace and Harmony | Being on good terms with others (e.g. community members, persons) |
| | Security (from people) | Being free from danger, violence and threat posed by other people (e.g. theft, attacks) |
| Education & Information | Knowledge attainment | Learning or being taught new knowledge. |
| | Information access | Being informed of current events (locally and globally). |
| | Skill attainment | Learning or being taught a new skill. |
| | Personal development (practicing) | Activities that improve living conditions and personal wellbeing. |
| Fundamentals (Water, Shelter, Food, Air) | Food security | A reliable and continuous supply of a diverse variety of foods. |
| | Shelter | A place giving protection from weather or danger. |
| | Clean Air | Ability to breathe clean air. |
| | Water security | The ability to have continuous access to clean water. |
| Health & Wellbeing | Longevity | The ability to extend one’s lifespan. |
| | Medical treatment | The ability to receive medical attention as a consequence of illness or injury. |
| | Preventive healthcare | Something that prevents illness or injury. |
| | Hygiene and Sanitation | Health-related cleanliness and treatment of waste. |
| | Stress | Something that is mentally or emotionally straining. |
| | Mental health | Ability to achieve mental, social, and emotional steadiness/wellbeing. |
| Expenditure | Capital cost | Fixed one-time expenditure incurred through the purchase of an item or service. |
| | Operational expenditure | The cost incurred during the operation of an item or service. |
| Income | Asset | Ownership of a commodity with potential economic future returns. |
| | Barter trade | The ability to exchange goods or services. |
| | Entrepreneurship | The ability or desire to start a business that is beyond the normal occupation in the particular area. |
| | Income | The ability to make money from the sale of a good or service. |
| Personal Efficiency & Unburden | Time benefit | The ability to accomplish a task with the minimum expenditure of time. |
| | Time management | The ability to work or plan towards a schedule. |
| | Performance (personal) | Productivity which someone achieves in his or her work. |
| | Unburden | The ability to simplify tasks, to make something easier. |
| Social norms, Tradition and Faith | Celebration // Rite | The activities associated with important events (ceremonial practice). |
| | Respect for others | Showing or feeling esteem or honor for someone or something. |
| | Mortality | Following accepted rules and conduct. |
| | Tradition | Expected customs embedded into the specific community culture. |
| | Faith | Belief in a god, or in the doctrines or teachings of religion or spiritualism. |
| Comfort, Fun & Pleasure | Appeal (senses) | Something that is pleasing to the senses (taste and smell). |
| | Aesthetics (items) | Something or someone that is pleasing to look at. |
| | Comfort | Being comfortable, leading to a positive feeling. |
| | Entertainment | Something that affords pleasure, diversion, or amusement. |
| | Remembrance | An association with a past event of emotional significance (positive or negative). |
| Quality & Functionality (product or service) | Durability | An item or service that continues reliably or endures for a long time. |
| | Productivity | An item or service that improves the rate of output or lead to increased yield. |
| | Usability | An item or service that is easy to operate, handle, or maintain (physical interaction). |
| | Functionality | Features of an item or service that serves a purpose well, fulfills a variety of uses and functions. |
| | Portability | An item or service that is easily carried, transported, or conveyed by hand. |
| | Quality | An item or service that exceeds others (i.e. excellent or good). |
| Freedoms, Rights & Equality | Freedom of choice | The ability to make choices without interference from individuals or states. |
| | Freedom of expression | The ability to express oneself without interference from individuals or states. |
| | Freedom to move | Freedom to move from one area to another. |
| | Independence | The ability to be and act independent from others. |
| | Existence | To be allowed to live and be recognised as a human being. |
| | Equality | Having the same opportunities and rights as others. |
| Acts for others & Duty | Caring for others | Displaying kindness and concern for people close to the individual. |
| | Duty (roll fulfilling) | The need to fulfill the tasks or responsibilities associated with a certain role. |
| | Altruism | The principle and practice of unselfish concern for the wellbeing of others. |
| The environment & Surrounding | Preservation of natural environment | The preservation of natural resources and animals. |
| | Recreation | Having access to a recreational space or activities. |
| | Natural surrounding | Being close to and having access to nature. |

Table 6: Complete lists of UPV labels with their definitions, as they were provided to annotators for the Demographic-Rich Qualitative UPV-Interviews Dataset.