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**Abstract**

In this paper, we propose an reconfigurable intelligent surface (RIS) enhanced spectrum sensing system, in which the primary transmitter is equipped with single antenna, the secondary transmitter is equipped with multiple antennas, and the RIS is employed to improve the detection performance. Without loss of generality, we adopt the maximum eigenvalue detection approach, and propose a corresponding analytical framework based on large dimensional random matrix theory, to evaluate the detection probability in the asymptotic regime. Besides, the phase shift matrix of the RIS is designed with only the statistical channel state information (CSI), which is shown to be quite effective when the RIS-related channels are of Rician fading or line-of-sight (LoS). With the designed phase shift matrix, the asymptotic distributions of the equivalent channel gains are derived. Then, we provide the theoretical predictions about the number of reflecting elements (REs) required to achieve a detection probability close to 1. Finally, we present the Monte-Carlo simulation results to evaluate the accuracy of the proposed asymptotic analytical framework for the detection probability and the validity of the theoretical predictions about the number of REs required to achieve a detection probability close to 1. Moreover, the simulation results show that the proposed RIS-enhanced spectrum sensing system can substantially improve the detection performance.
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I. Introduction

The ever-increasing spectrum demand to support ubiquitous communications will last in current and future wireless communication systems. Cognitive radio (CR), which is regarded as a key technology enabling efficient spectrum management [1], can substantially improve the spectrum efficiency [2]. In opportunistic CR, the secondary users are allowed to reuse the licensed spectrum allocated to the primary users when the primary users are inactive. Hence, the spectrum sensing technique, which helps the secondary users detect the activities of the primary users, becomes a fundamental technology of CR. As a consequence, spectrum sensing has attracted a lot of attention from both academia and industry in the past two decades.

To realize spectrum sensing of high quality under various practical constraints, many spectrum sensing algorithms have been proposed, such as energy detection [3], [4], matched filtering (MF)-based methods [4], [5], cyclostationary detection [6], [7], eigenvalue-based detection methods [8]–[14]. The detection performance can be improved by designing complex test statistics, and a recent line of works try to find optimal test statistics by exploiting the deep learning technique [15], [16]. On the other hand, there are also many results for analyzing the detection performance of some spectrum sensing algorithms [17]–[22]. In particular, [17] provides the analytical results for the error exponent of the generalized likelihood ratio test (GLRT) with the knowledge of large dimensional random matrix theory. The mathematical expressions of the false alarm probability and the detection probability are derived for the covariance-based detector [18], the Hadamard ratio detector [21], and Wilks’ detector [20]. Moreover, [22] proposes two eigenvalue-based detectors with invariant constant false alarm rate, using higher order moments of the eigenvalues of the sample covariance matrix. Besides, the closed-form formulas of the false alarm and detection probabilities of these two detectors are obtained with moment-based approximations. From the aforementioned results, it can be observed that the number of signal samples required to achieve a high detection probability is much larger than the number of sensing antennas when the sensing signal-to-noise ratio (SNR) is extremely low. Taking [8] as an example, to achieve a detection probability close to 1 at a SNR as low as $-18dB$, the number of signal samples should be more than $1.6 \times 10^5$ when the number of sensing antennas is 8 (see Fig. 5 in [8]). In addition, as pointed out in [2], using more signal samples for sensing means better detection performance but less time resource for the secondary data transmission. Therefore, how to reduce the number of signal samples required to achieve a high detection probability is quite significant to improve
the data transmission rate of the secondary users.

In conventional spectrum sensing approaches, many complex test statistics are designed to improve the detection performance since the sensing algorithms have to be adapted to the uncontrollable wireless environment. Recently, the emerged reconfigurable intelligent surface (RIS) provides us an efficient way to make the wireless environment programmable [23]–[25]. Besides, the recent advances in micro-materials show that the phase shifts of RIS can adapt to the changes of the wireless environment in real-time, thereby realize the reconfiguration of the wireless environment [26]. With the instantaneous channel state information (CSI), the RIS can be employed in various communication scenarios [27]–[30]. In particular, [27] proposes to exploit the RIS to realize physical layer security via solving a minimum-secrecy-rate maximization problem. [29] considers a resource allocation problem to maximize the energy efficiency in an RIS-assisted multiple-input multiple-output (MIMO) downlink communication system. In [28], it is shown that the RIS can be utilized to enhance the weighted sum-rate of the multiuser multiple-input single-output (MISO) downlink communication system. Besides, [30] proposes an RIS-assisted cognitive radio system, in which RIS is employed to improve the achievable rates of the secondary users. However, it is quite hard to acquire accurate instantaneous CSI of the RIS-related channels separately in practice because of the difficulty of the channel estimation [31]. Therefore, many robust approaches are proposed to deal with the imperfect CSI due to the channel estimation errors [28], [30], [32], [33]. Besides, the RIS is usually installed on the exterior walls of buildings, high towers, etc., to effectively reflect the electromagnetic (EM) wave in the air. Consequently, the RIS-related channels are likely to have constant line-of-sight (LoS) components. Hence, there are also many works studying how to design the RIS-assisted communication systems with only the statistical CSI [34]–[36].

In this paper, we propose an RIS-enhanced spectrum sensing system, in which the primary transmitter (PT) is equipped with signal antenna and the secondary transmitter (ST) performs spectrum sensing with multiple antennas. The RIS with multiple REs, whose phase shifts are designed with only the statistical CSI, is employed to improve the detection performance by enhancing the average sensing SNR. Our main contributions are summarized as follows.

- To the best of our knowledge, the proposed RIS-enhanced spectrum sensing system is one of the first works [37] that employ RIS in the spectrum sensing systems. This work is particularly applicable to IEEE 802.22 scenarios in which primary TV tower and spectrum sensor are static [5]. By introducing the RIS with multiple REs into the conventional
spectrum sensing systems, the detection probability can be substantially improved with the same number of signal samples.

- Without loss of generality, we adopt the maximum eigenvalue detection (MED) approach [8] to demonstrate the positive impact of the RIS on the detection performance. Correspondingly, with the knowledge of the spiked model from random matrix theory, we intuitively propose an analytical framework for evaluating the detection probability in the asymptotic regime, where both the number of antennas at ST and that of the signal samples go to infinity with a limit ratio.

- For the RIS-enhanced spectrum sensing system, we propose to design the phase shift matrix of the RIS with only the statistical CSI. We will see that the statistical design scheme is quite effective when the RIS-related channels are of Rician fading or LoS. In addition, we derive the asymptotic distributions of the equivalent channel gain under three possible conditions of the RIS-related channels, i.e., LoS, Rayleigh fading, and Rician fading.

- According to the proposed analytical framework for evaluating the detection probability and the derived asymptotic distributions of the equivalent channel gains, we provide the theoretical predictions about the number of REs required to achieve a detection probability close to 1. The Monte-Carlo simulation results justify the validity of the theoretical predictions.

The remainder of this paper is organized as follows. Section II illustrates the RIS-enhanced spectrum sensing system, and presents details of the maximum eigenvalue detection, including the proposed asymptotic analytical framework for evaluating the detection probability. Section III introduces the statistical phase shift design, and derives the asymptotic distributions of the equivalent channel gains under different RIS-related channel conditions. Section IV analyzes the necessary condition and the sufficient condition to achieve a detection probability close to 1, and provides the theoretical predictions about the number of REs required for meeting these two conditions, respectively. In Section V, we provide the Monte-Carlo simulation results to evaluate the validity of the analytical results. Besides, we investigate the impact of the number of signal samples and the channel characteristics on the number of REs required to achieve a high detection probability. Finally, Section VI concludes this paper.

**Notations:** The notations in this paper are as follows. Bold uppercase and lowercase symbols (e.g., x and X) are used to represent the column vectors and matrices, respectively. $X^H$ denotes the Hermitian of $X$, and $x^\dagger$ denotes the conjugate of $x$. In addition, $\| \cdot \|$, $E[\cdot]$, $\text{Tr}(\cdot)$ denote the Euclidean norm operator, the expectation operator and the trace operator, respectively. Further,
**II. RIS-enhanced Spectrum Sensing**

**A. Signal Model**

As shown in Fig. 1, we consider a RIS-enhanced spectrum sensing system, where the PT is equipped with single antenna and the ST is equipped with $N$ antennas. Besides, the RIS has $M$ passive REs to reflect the incident EM wave. Here, we use $d \in \mathbb{C}^N$, $f \in \mathbb{C}^M$ and $G \in \mathbb{C}^{N \times M}$ to denote the channels from PT to ST, from PT to RIS, and from RIS to ST, respectively. During the sensing interval, the ST can collect $n$ signal samples to determine whether the PT is active. Obviously, there are two hypotheses: $\mathcal{H}_0$, PT is inactive; and $\mathcal{H}_1$, PT is active. Thus, the received signal samples at the ST under $\mathcal{H}_0$ and $\mathcal{H}_1$ can be respectively written as

$$\mathcal{H}_0: x_k = u_k,$$

$$\mathcal{H}_1: x_k = (d + G\Phi f)s_k + u_k,$$

where $x_k$ denotes the $k$-th sample, $s_k$ is the $k$-th transmitted symbol of PT with $s_k \sim \mathcal{CN}(0, \sigma_s^2)$; $u_k \sim \mathcal{CN}(0, \sigma_u^2 I_N)$ denotes the additive white Gaussian noise (AWGN) at ST; $\Phi = \text{diag}([e^{j\phi_1}, \cdots, e^{j\phi_M}])$ denotes the phase shift matrix of the RIS, whose elements are considered to have unit-modulus [29].

**B. Maximum Eigenvalue Detection**

In this paper, we consider the maximum eigenvalue detection (MED) [8], to evaluate the impact of RIS on the detection performance. The MED method originates from the difference
of the population covariance matrices under the two hypotheses, which are defined as

\[ \mathcal{H}_0 : \mathbf{R}_{xx}^0 = \mathbb{E}[\mathbf{x}_k \mathbf{x}_k^H] = \mathbb{E}[\mathbf{u}_k \mathbf{u}_k^H] = \sigma_u^2 \mathbf{I}_N, \]  
(3)

\[ \mathcal{H}_1 : \mathbf{R}_{xx}^1 = \mathbb{E}[\mathbf{x}_k \mathbf{x}_k^H] = (\mathbf{d} + \mathbf{G} \Phi \mathbf{f})(\mathbf{d} + \mathbf{G} \Phi \mathbf{f})^H \sigma_s^2 + \sigma_u^2 \mathbf{I}_N. \]  
(4)

Obviously, \((\mathbf{d} + \mathbf{G} \Phi \mathbf{f})(\mathbf{d} + \mathbf{G} \Phi \mathbf{f})^H\) is a rank-1 matrix, \(\mathbf{R}_{xx}^1\) has only one eigenvalue that not equals to \(\sigma_u^2\), namely, the largest eigenvalue of \(\mathbf{R}_{xx}^1\), which equals \(\|\mathbf{d} + \mathbf{G} \Phi \mathbf{f}\|^2 \sigma_s^2 + \sigma_u^2\). Hence, the active PT can be detected by the largest eigenvalue of the population covariance matrix. In practice, we only have access to the sample covariance matrix, i.e.,

\[ \hat{\mathbf{R}}_{xx} = \frac{1}{n} \sum_{k=1}^{n} \mathbf{x}_k \mathbf{x}_k^H. \]  
(5)

When \(N\) is fixed and \(n\) goes to infinity, \(\hat{\mathbf{R}}_{xx}\) is a quite accurate approximation of \(\mathbf{R}_{xx}\), therefore the eigenvalues of \(\hat{\mathbf{R}}_{xx}\) approximate that of \(\mathbf{R}_{xx}\) well. However, when \(n\) is not sufficiently large, \(\hat{\mathbf{R}}_{xx}\) deviates significantly from \(\mathbf{R}_{xx}\). The eigenvalues of \(\hat{\mathbf{R}}_{xx}\) are actually random variables, which can be characterized with the results from random matrix theory [38].

In spectrum sensing, we mainly concern about two probabilities, namely, the false alarm probability \(P_{fa}\) and the detection probability \(P_d\). Denoting the two possible detection results, i.e, PT is inactive and PT is active, by \(\mathcal{D}_0\) and \(\mathcal{D}_1\), the two probabilities are respectively defined as

\[ P_{fa} = P(\mathcal{D}_1|\mathcal{H}_0), \quad P_d = P(\mathcal{D}_1|\mathcal{H}_1). \]  
(6)

Denoting \(\lambda_{max}\) the largest eigenvalue of the sample covariance matrices, the test statistic of MED is defined as

\[ T \overset{\Delta}{=} \frac{\lambda_{max}}{\sigma_u^2}, \]  
(7)

where \(\sigma_u^2\) is used to normalize the largest eigenvalue for simplicity’s sake.

C. Detection Threshold Determination

The test statistic, \(T\), can be regarded as the largest eigenvalue of \(\hat{\mathbf{R}}_{xx}\) when \(\sigma_u^2\) is set to 1. According to Neyman-Pearson lemma, the detection threshold \(\gamma\) can be determined with a given constraint on \(P_{fa}\), say, \(P_{fa} \leq \alpha\). Specifically, \(\gamma\) can be calculated by solving

\[ P(T > \gamma|\mathcal{H}_0) = \alpha. \]  
(8)

Noting that the sample covariance matrix under \(\mathcal{H}_0\) is actually a Wishart matrix [38], the asymptotic distribution of the largest eigenvalue is given as follows.
Proposition 1. Let $X_N \in \mathbb{C}^{N \times n}$ be a random matrix whose entries are independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and variance $1/n$. Denoting the largest eigenvalue of the Wishart matrix $X_N X_N^H$ by $\lambda_N^+$, as $N, n \to \infty$ with $c = \lim N/n < 1$, we have
\[
N^{\frac{2}{3}} \frac{\lambda_N^+ - (1 + \sqrt{c})^2}{(1 + \sqrt{c})^\frac{4}{3} \sqrt{c}} \xrightarrow{d} \frac{\mathcal{D}}{N, n \to \infty} X \sim F_2,
\]
where $\frac{\mathcal{D}}{N, n \to \infty}$ means convergence in distribution as $N, n \to \infty$ and $F_2$ is the Tracy-Widom distribution of order 2 [38].

With Proposition 1, the detection threshold can be determined by
\[
\gamma = N^{-\frac{2}{3}} (1 + \sqrt{c})^\frac{4}{3} \sqrt{c} F_2^{-1} (1 - \alpha) + (1 + \sqrt{c})^2,
\]
where the quantile function, i.e., $F_2^{-1}(\cdot)$, can be calculated with the tools provided by [39].

D. Detection Probability Evaluation

To evaluate the detection probability, we can resort to the single spiked model in random matrix theory. The single spiked model can be briefly described as follows [38].

Proposition 2. Let $T_N$ be a fixed $N \times N$ non-negative definite Hermitian matrix, $X_N \in \mathbb{C}^{N \times n}$ be a random matrix whose entries $X_{N,ij}$ are i.i.d. complex random variables such that
\[
\mathbb{E}(X_{N,11}) = 0, \quad \mathbb{E}(|X_{N,11}|^2) = 1, \quad \text{and} \quad \mathbb{E}(|X_{N,11}|^4) < \infty.
\]
Let $B_N = \frac{1}{n} T_N^{\frac{1}{2}} X_N X_N^H T_N^{\frac{1}{2}}$ denote the sample covariance matrix where $T_N^{\frac{1}{2}}$ is a Hermitian square root of $T_N$, with eigen-decomposition, we have $S \triangleq U_B B_N U_B^{-1} = \text{diag}(s_1^{(N)}, s_2^{(N)}, \ldots, s_N^{(N)})$.

For definiteness, we order the eigenvalues as $s_1^{(N)} \geq s_2^{(N)} \geq \cdots \geq s_N^{(N)}$. Similarly, for some unitary matrix $U_T$, we have $\Sigma \triangleq U_T T_N U_T^{-1} = \text{diag}(\tau, 1, \ldots, 1)$. With $N, n \to \infty$ and $\lim N/n \to c$,

- when $\tau < \sqrt{c} + 1$,
\[
N^{\frac{2}{3}} s_1^{(N)} - (1 + \sqrt{c})^2 \xrightarrow{d} \frac{\mathcal{D}}{N, n \to \infty} X \sim F_2,
\]

where $F_2$ denotes the Tracy-Widom distribution of order 2;

- when $\tau > \sqrt{c} + 1$,
\[
s_1^{(N)} \xrightarrow{d} \mathcal{N}(\mu_s, v_s),
\]
where
\[
\mu_s = \tau + \frac{c \tau}{\tau - 1}, \quad v_s = \frac{\tau^2}{n} \left(1 - \frac{c}{(\tau - 1)^2}\right).
\]
According to Proposition 2, the sample covariance matrix under $H_1$ can be modeled with the single spiked model. More specifically, when $\sigma^2_u = 1$, the distribution of $T$ under $H_1$ can be characterized with the single spiked model with $\tau = \|d + G\Phi f\|^2 \sigma^2_s + 1$. Further, let $\sigma^2_s = 1$ and $g \triangleq \|d + G\Phi f\|^2$, we have the following theorem.

**Theorem 1.** Consider a single spiked model where $\tau = g + 1$, we have the following conclusions.

- When $g + 1 < \sqrt{c} + 1$, i.e., $g < \sqrt{c}$,
  \[
  N^{\frac{2}{3}} \frac{T - (1 + \sqrt{c})^2}{(1 + \frac{\sqrt{c}}{\sqrt{c}})^{\frac{2}{3}} \sqrt{c}} \xrightarrow{P_{N,n \to \infty}} X \sim F_2,
  \]
  where $F_2$ denotes the Tracy-Widom distribution of order 2.

- When $g + 1 > \sqrt{c} + 1$, i.e., $g > \sqrt{c}$,
  \[
  T \xrightarrow{P_{N,n \to \infty}} X \sim N(\mu_T(g), \nu_T(g)) ,
  \]
  where
  \[
  \mu_T(g) = g + 1 + c + \frac{c}{g}, \quad \nu_T = \frac{(g + 1)^2}{n} \left(1 - \frac{c}{g^2}\right).
  \]

**Remark 1.** If the equivalent channel gain is very weak such that $g < \sqrt{c}$, the asymptotic distributions of the largest sample eigenvalue under $H_0$ and $H_1$ are the same, the MED method will fail to detect the activity of PT. As a consequence, we get a detection probability that is equal to the false alarm probability, i.e., $P_{fa} = P_d$. This actually provides us two effective ways to improve the performance of sensing algorithms. On the one hand, we can reduce $c$ by increasing the number of signal samples to let $g > \sqrt{c}$. This is widely observed in the existing literatures about spectrum sensing. On the other hand, we can increase the channel gain to achieve the same goal, and this is exactly the motivation of RIS-enhanced spectrum sensing systems.

Theorem 1 tells us, when $g$ is not large enough to exceed $\sqrt{c}$, the largest eigenvalue behaves the same as under $H_0$. When $g > \sqrt{c}$, the largest sample eigenvalue satisfies a spiked distribution as shown in (12). Therefore, the detection probability is given by

\[
P_d = \int_{\gamma}^{\infty} p(T|H_1) \, dT = \int_{\gamma}^{\infty} \int_{\gamma}^{\infty} p(T|g)p(g) \, dg \, dT
\]

\[
= \int_{\gamma}^{\infty} \int_{-\infty}^{\sqrt{c}} p(T|g)p(g) \, dg \, dT + \int_{\gamma}^{\infty} \int_{\sqrt{c}}^{\infty} p(T|g)p(g) \, dg \, dT
\]

\[
= P_{fa} \int_{-\infty}^{\sqrt{c}} p(g) \, dg + \int_{\gamma}^{\infty} \int_{\sqrt{c}}^{\infty} p(T|g)p(g) \, dg \, dT. \tag{14}
\]

It is worth noting that Theorem 1 and (14) are derived in the asymptotic regime, where $N, n \to \infty$ with $\lim N/n = c$. Obviously, the detection probability depends on the statistical
characteristic of the equivalent channel gain, i.e., $g$. To evaluate the impact of RIS on the detection performance, we have to clearly specifies the design for the phase shift matrix of the RIS and then analyze the impact of the RIS on the equivalent channel gain.

III. STATISTICAL PHASE SHIFT DESIGN AND CHANNEL GAIN ANALYSIS

The channel from PT to ST is usually of Rayleigh fading, i.e., $d \sim \mathcal{CN}(0, \beta_d I_N)$ with $\beta_d$ the pathloss from PT to ST. Without RIS, the equivalent channel gain becomes $\|d\|^2$. For large $N$, with the central limit theorem (CLT), we have

$$\|d\|^2 \sim \mathcal{N}(\mu_d, \nu_d),$$

where $\mu_d = N\beta_d$, $\nu_d = N\beta_d^2$. In the RIS-assisted systems, it is well-known that adaptively tuning the phase shift matrix of the RIS according to the channel variations in real-time can maximize the equivalent channel gain [23]–[25]. However, it is impossible for the secondary users to acquire the instantaneous CSI of the primary users in CR systems. Besides, it is quite difficult to perform separate channel estimation of the RIS-related channels for the low-cost passive REs. Thus, we consider to design the phase shift matrix of the RIS with only the statistical CSI. In addition, to achieve $g > \sqrt{c}$, the phase shift matrix can be designed to maximize the expectation of the equivalent channel gain. Obviously, the statistical phase shift design is most effective when the RIS-related channels, namely, $f$ and $G$, are LoS channels. Hence, we start the analysis from the LoS case, where $f$, $G$ are LoS channels.

A. Under Line-of-Sight (LoS) RIS-related Channels

When $f$, $G$ are LoS channels, we have $f = \sqrt{\beta_f}a_f$ with $\beta_f$ the pathloss from PT to RIS, where

$$a_f = [1, e^{j2\pi \frac{4}{\lambda} \sin \theta_f^{\text{AOA}}}, \ldots, e^{j2\pi \frac{4}{\lambda} (M-1) \sin \theta_f^{\text{AOA}}}]^T,$$

(16)

denotes the steering vector at RIS and $\theta_f^{\text{AOA}}$ is the angle of arrival (AOA) of $f$. Similarly, $G$ can be decomposed as $G = \sqrt{\beta_G}a_G b_G^H$ with $\beta_G$ the pathloss from RIS to ST, where

$$a_G = [1, e^{j2\pi \frac{4}{\lambda} \sin \theta_G^{\text{AOA}}}, \ldots, e^{j2\pi \frac{4}{\lambda} (N-1) \sin \theta_G^{\text{AOA}}}]^T,$$

(17)

$$b_G = [1, e^{j2\pi \frac{4}{\lambda} \sin \theta_G^{\text{AOD}}}, \ldots, e^{j2\pi \frac{4}{\lambda} (M-1) \sin \theta_G^{\text{AOD}}}]^T,$$

(18)
denote the two steering vectors at ST and RIS, respectively; $\theta^{(AOA)}_G$, $\theta^{(AOD)}_G$ are the angle of arrival (AOA) and the angle of departure (AOD) of $G$, respectively. Then, $\Phi$ can be statistically determined by solving a simple optimization problem, i.e.,

$$
\Phi = \arg \max_{\Phi} \mathbb{E}_{d,f,G} \{ \|d + G\Phi f\|^2 \}.
$$

(19)

Further, $d + G\Phi f$ can be rewritten as $d + \sqrt{\beta_f \beta_G} a_G b_G^H \Phi a_f$, (19) reduces to

$$
\Phi = \arg \max_{\Phi} \mathbb{E}_{d,f,G} \{ \|d\|^2 + \beta_f \beta_G \|a_G b_G^H \Phi a_f\|^2 \} = \arg \max_{\Phi} \beta_f \beta_G \|a_G b_G^H \Phi a_f\|^2.
$$

(20)

Noting that $b_G^H \Phi a_f$ is actually a scalar, therefore maximizing $|b_G^H \Phi a_f|$ is equivalent to (19).

Finally, we obtain the optimal phase shift matrix of RIS as

$$
\phi_i = \exp\left[ -j \angle b_G(i) a_f(i) \right], \quad i = 1, 2, \cdots, M,
$$

(21)

where $b_G(i), a_f(i)$ denote the $i$-th element of $b_G$ and $a_f$, respectively, and $\angle b_G(i) a_f(i)$ denotes the phase of $b_G(i) a_f(i)$.

With the optimized phase shift matrix, we have $d + G\Phi f = d + p a_f$, where $p \triangleq M \sqrt{\beta_f \beta_G}$.

Obviously, the cascaded channel, namely, $G\Phi f$, introduces a non-zero constant component $p a_f$, which improves the equivalent channel gain. Thus, the equivalent channel gain satisfies a non-central chi-square distribution. When $M, N$ are sufficiently large, we can obtain the following limit distribution of $g$ via the CLT:

$$
g \sim \mathcal{N}(\mu_g^{\text{LoS}}, \nu_g^{\text{LoS}}),
$$

(22)

where

$$
\mu_g^{\text{LoS}} = N \beta_d + M^2 N \beta_f \beta_G, \quad \nu_g^{\text{LoS}} = 2 M^2 N \beta_d \beta_f \beta_G.
$$

(23)

To validate the accuracy of (15) and (22), we provide the analytical results and the Monte-Carlo simulation results with $N \beta_d = -20dB, N = 64, M = 40, \beta_f \beta_G = -60dB$, as shown in Fig. 2. Obviously, the analytical results fit the simulation results well.
B. Under Rayleigh RIS-related Channels

In practice, the RIS-related channels are more likely to have LoS components, and therefore the statistical phase shift design is expected to be useful. In this section, we still consider the Rayleigh case where the RIS-related channels are of Rayleigh fading to provide more insights into the statistical phase shift design, since the Rayleigh case is also a special case of the Rician case we will introduce later. Under the Rayleigh case, the statistical phase shift becomes actually random phase shift design since both $f$ and $G$ are random. Hence, we provide the analysis under where $\Phi$ is randomly chosen. Denoting $r \triangleq \|G\Phi f\|^2$, for large $M$ and $N$, the distribution of $r$ converges to a Gaussian distribution as follows.

**Lemma 1.** Let $f \in \mathbb{C}^N$ with $f \sim \mathcal{CN}(0, \beta_f I_M)$, $G \in \mathbb{C}^{N \times M}$ with i.i.d. entries $G_{ij} \sim \mathcal{CN}(0, \beta_G)$, $\Phi \in \mathbb{C}^{M \times M}$ is a random diagonal matrix. For large $M$, $N$, $r = \|G\Phi f\|^2$ converges to a Gaussian distribution as

$$r \sim \mathcal{N}(\mu_r^\text{Ray}, \nu_r^\text{Ray}),$$

where

$$\mu_r^\text{Ray} = MN\beta_f\beta_G, \quad \nu_r^\text{Ray} = (M + N)MN\beta_f^2\beta_G^2.$$

**Proof.** See Appendix A.

With the CLT, we can infer that $g$ also satisfies a Gaussian distribution. Since $d$ is independent of $G\Phi f$, we have

$$\mathbb{E}[g] = \mathbb{E}[\|d + G\Phi f\|^2] = \mathbb{E}[\|d\|^2] + \mathbb{E}[\|G\Phi f\|^2] = \mu_d + \mu_r^\text{Ray}.$$

To derive the variance of $g$, we first approximate the cascaded channel, i.e., $G\Phi f$, with a Rayleigh fading channel $r \sim \mathcal{CN}(0, \beta_r I_N)$ since $f$, $G$ are Rayleigh fading channels and $\Phi$ is randomly chosen. Using the fact that $\|r\|^2$ and $\|G\Phi f\|^2$ have the same variance, we can obtain

$$\beta_r = \sqrt{\frac{\nu_r^\text{Ray}}{N}} = \sqrt{(M + N)M\beta_f\beta_G}.$$

Then, we approximate $d + G\Phi f$ with the summation of two independent Rayleigh channels, namely, $d$ and $r$, when we derive the variance of $g$. Via the CLT, the variance of $g$ is

$$\nu_g^\text{Ray} = N(\beta_d + \beta_r)^2 = N(\beta_d + \sqrt{(M + N)M\beta_f\beta_G})^2.$$

Therefore, the asymptotic distribution of $g$ under the Rayleigh case unfolds as the following proposition.
Proposition 3. For large $M$, $N$, the distribution of $g$ under the Rayleigh case is given by

$$g \sim \mathcal{N}(\mu_g^{\text{Ray}}, v_g^{\text{Ray}}),$$

where

$$\mu_g^{\text{Ray}} = N\beta_d + MN\beta_G\beta_f, \quad v_g^{\text{Ray}} = N(\beta_d + \sqrt{(M+N)M\beta_f\beta_G})^2.$$

Finally, we perform the Monte-Carlo simulations with $N\beta_d = -20dB$, $N = 64$, $M = 500$, $\beta_f\beta_G = -60dB$ to evaluate the accuracy of the derived asymptotic distribution of $g$. The results are shown in Fig. 3 and the analytical results fit the simulation results well.

C. Under Rician RIS-related Channels

Under the LoS case, the statistical phase shift design provides us a reliable cascaded channel to enhance the equivalent channel gain. On the other hand, under the Rayleigh case, if the phase shift matrix is not adaptively tuned according to the instantaneous CSI, the gain introduced by the RIS is much lower than the LoS case. This can be easily observed by comparing the mean value in (23) and that in (30). In a word, the LoS RIS-related channels are more suitable for deploying the statistical phase shift design. However, the LoS RIS-related channels cannot be always achieved due to the practical placement of the RIS. Hence, we here consider the more general Rician case where $f$ and $G$ are of Rician fading.

Let

$$f = \sqrt{\frac{\beta_f\kappa_f}{\kappa_f+1}}\bar{f} + \sqrt{\frac{\beta_f}{\kappa_f+1}}\tilde{f}, \quad G = \sqrt{\frac{\beta_G\kappa_G}{\kappa_G+1}}\bar{G} + \sqrt{\frac{\beta_G}{\kappa_G+1}}\tilde{G},$$

where $\bar{f} = a_f$, $\tilde{f}$, $\bar{G} = a_Gb_G^H$ with $a_f$, $a_G$, and $b_G$ defined in (16), (17) and (18), respectively; $\tilde{f} \sim \mathcal{CN}(0, I_M)$, $\tilde{G}$ has i.i.d. entries with $G_{ij} \sim \mathcal{CN}(0, 1)$; $\kappa_f$ and $\kappa_G$ are the Rician factors of $f$ and $G$, respectively. Again, we consider to statistically determine $\Phi$ by solving the optimization problem in (19). It can be imagined that the optimal phase shift matrix of RIS is still the solution
in (21). With the optimized $\Phi$, for large $M$, $N$, the distribution of $r = \|G\Phi f\|^2$ converges to a Gaussian distribution as follows.

**Lemma 2.** Denoting 
\[
\bar{\beta}_f \triangleq \frac{\beta_f \kappa_f}{\kappa_f + 1}, \quad \tilde{\beta}_f \triangleq \frac{\beta_f}{\kappa_f + 1}, \quad \bar{\beta}_G \triangleq \frac{\beta_G \kappa_G}{\kappa_G + 1}, \quad \tilde{\beta}_G \triangleq \frac{\beta_G}{\kappa_G + 1},
\]
(32) \[r = \|G\Phi f\|^2\] converges to a Gaussian distribution as
\[
r \sim \mathcal{N}(\mu_r^{\text{Ri}}, \sigma^r_r),
\]
(33) where
\[
\mu_r^{\text{Ri}} = M^2 N \bar{\beta}_f \bar{\beta}_G + MN(\bar{\beta}_f \tilde{\beta}_G + \tilde{\beta}_f \bar{\beta}_G + \tilde{\beta}_f \tilde{\beta}_G),
\]
(34) \[v_r^{\text{Ri}}\] is defined as
\[
v_r^{\text{Ri}} = 2M^3 N^2 \bar{\beta}_f \bar{\beta}_G^2 + 2M^3 N \bar{\beta}_f \tilde{\beta}_G \bar{\beta}_G + (2M^3 N + 4M^2 N^2 + 4M^2 N) \bar{\beta}_f \tilde{\beta}_G \bar{\beta}_G
\]
\[+ M^2 N^2 \bar{\beta}_f \tilde{\beta}_G^2 + 2M^2 N \bar{\beta}_f \bar{\beta}_G \tilde{\beta}_G + 2(M + N)MN \bar{\beta}_f \tilde{\beta}_G \bar{\beta}_G + (M + N)MN \bar{\beta}_f \tilde{\beta}_G \tilde{\beta}_G.
\]
(35)

**Proof.** See Appendix B. \qed

It is worth noting that Lemma 1 is actually a special case of Lemma 2 when $\kappa_f = \kappa_G = 0$. With the statistically determined $\Phi$, it can be observed that $\bar{f}$, $\Phi$, and $\bar{G}$ constitute an equivalent LoS component of $G\Phi f$. Thus, we can approximate $G\Phi f$ with an equivalent Rician fading channel, namely, $h = \bar{h} + \tilde{h}$, which satisfies $h \sim \mathcal{C}\mathcal{N}(\bar{h}, \sigma_h^2 I_N)$. For large $N$, with the CLT, $h \triangleq \|h\|^2$ converges to a Gaussian distribution as
\[
h \sim \mathcal{N}(N\sigma_h^2 + \|\bar{h}\|^2, N\sigma_h^4 + 2\|\bar{h}\|^2 \sigma_h^2).
\]
(36) Comparing (36) with (33), the corresponding equivalent parameters, i.e., $\|\bar{h}\|^2$ and $\sigma_h^2$, can be obtained via
\[
\|\bar{h}\|^2 = \sqrt{N\left(\frac{\mu_r^{\text{Ri}}}{N} - v_r^{\text{Ri}}\right)}, \quad \sigma_h^2 = \frac{\mu_r^{\text{Ri}}}{N} - \|\bar{h}\|^2.
\]
(37) With this approximation, $d + G\Phi f$ can also be approximated with a Rician fading channel whose LoS component is exactly $\bar{h}$. Besides, with the fact that $\bar{h}$ is independent of $d$, we have
\[
\bar{h} + d \sim \mathcal{C}\mathcal{N}(0, (\sigma_h^2 + \beta_d)I_N).
\]
(38) Finally, $d + G\Phi f$ can be approximated by $\bar{h} + \tilde{h} + d$. Obviously, $g \triangleq d + \bar{h} + \tilde{h}$ is another Rician fading channel which satisfies $g \sim \mathcal{C}\mathcal{N}(\bar{h}, (\sigma_h^2 + \beta_d)I_N)$. Thus, the asymptotic distribution of $g$ under the Rician case unfolds as the following proposition.
Fig. 4. Analytical results and Monte-Carlo simulation results for the p.d.f. of $\|G\Phi f\|^2$ and $\|d + G\Phi f\|^2$ under Rician RIS-related channels.

**Proposition 4.** For large $M$, $N$, with the CLT, the distribution of $g = \|g\|^2$ under the Rician case is given by

$$g \sim \mathcal{N}(\mu_{g}^{\text{Ri}}, \nu_{g}^{\text{Ri}}),$$

where

$$\mu_{g}^{\text{Ri}} = N(\sigma^2_h + \beta_d) + \|\bar{h}\|^2, \quad \nu_{g}^{\text{Ri}} = N(\sigma^2_h + \beta_d)^2 + 2\|\bar{h}\|^2(\sigma^2_h + \beta_d).$$

To validate the derived asymptotic distribution of $g$, the Monte-Carlo simulation results for $N\beta_d = -20dB$, $N = 64$, $M = 40$, $\beta_f\beta_G = -60dB$ are provided in Fig. 4 and are consistent with the analytical results.

**IV. HOW CAN WE ACHIEVE A DETECTION PROBABILITY CLOSE TO 1?**

In Section III, we have discussed the statistical phase shift design and have derived the asymptotic distributions of the equivalent channel gains for three cases of the RIS-related channels. Particularly, all the distributions are shown to be asymptotically Gaussian due to the CLT. However, it is still unclear that how to place the RIS or how many REs we need to achieve a significant improvement of the spectrum sensing performance. According to Remark 1, if the probability of $g < \sqrt{c}$ is almost 1, the asymptotic distributions of the test statistic under $\mathcal{H}_0$ and $\mathcal{H}_1$ are the same and thus the ST can not identify the active PT. Therefore, based on the relation between $\sqrt{c}$ and the asymptotic distribution of $g$, we may have three possible cases, which are illustrated in Fig. 5.

In Fig. 5, we use the red-shaded part and the blue-shaded part to denote the probability of $g < \sqrt{c}$ and that of $g > \sqrt{c}$, respectively. Besides, more details for the three cases are listed as follows.

- **Case 1**: the probability of $g < \sqrt{c}$ is almost 1, thus the p.d.f.’s of $T$ under $\mathcal{H}_0$ and $\mathcal{H}_1$ are almost surely the same, we have $P_d = P_{fa}$. 
• **Case 2**: the red-shaded part denotes the probability of that the p.d.f. of $T$ under $\mathcal{H}_0$ and $\mathcal{H}_1$ are the same, i.e., $P_d = P_{fa}$, and the blue-shaded part denotes the probability of that $T$ under $\mathcal{H}_1$ satisfies a spiked distribution as shown in (12).

• **Case 3**: the probability of $g > \sqrt{c}$ is almost 1, thus the p.d.f. of $T$ under $\mathcal{H}_1$ almost surely converges to a spiked distribution as shown in (12).

Obviously, if $g < \sqrt{c}$ with a nonzero probability, e.g., Case 1 and Case 2, the miss detection event will almost surely happens with a nonzero probability. To achieve a detection probability close to 1, i.e., $P_d \approx 1$, the probability of $g < \sqrt{c}$ are supposed to be as small as possible. Thus, Case 3 is exactly a necessary condition to achieve a detection probability close to 1, which means that, if $P_d \approx 1$ is achieved, the relation between the asymptotic distribution of $g$ and $\sqrt{c}$ must be as in Case 3. With the results in Section III, we know that the asymptotic distributions of $g$ under all the channel conditions converge to some specific Gaussian distributions. Without loss of generality, we let $g \sim \mathcal{N}(\mu_g, \sigma_g)$ with $\sigma_g = \sigma_g^2$. Using the Three-Sigma Rule for Gaussian distributions, we have

$$P(g > \mu_g - 3\sigma_g) \approx 0.9987. \quad (41)$$

Therefore, Case 3 can be approximately guaranteed by letting

$$\mu_g - 3\sigma_g > \sqrt{c}, \quad (42)$$

which can effectively achieve a near-zero probability of $g < \sqrt{c}$, or more accurately, $P(g < \sqrt{c}) < 0.0013$. Besides, $\mu_g$ and $\sigma_g$ are actually functions of $M$, e.g., (30), let $g_m(M) \triangleq \mu_g - 3\sigma_g$ and $M_{inf}$ be the solution to the equation $g_m(M) = \sqrt{c}$. With the fact that better detection performance can be achieved by employing more REs, we can see that $M_{inf}$ is actually the lower bound of $M$ to achieve a detection probability close to 1.

To achieve $P_d \approx 1$, we have to employ an RIS with more than $M_{inf}$ REs. However, it is still unknown that how many REs are required. Hence, we have to reconsider Case 3 where $g$ is almost surely larger than $\sqrt{c}$. Under Case 3, we recall that the p.d.f. of $T$ under $\mathcal{H}_1$ converges to a spiked distribution with mean $\mu_T(g)$ and variance $\sigma_T^2(g)$ as shown in (12). Therefore,
$P_d \approx 1$ can be achieved by letting $T > \gamma$ almost surely happens under $\mathcal{H}_1$. Using the Three-Sigma Rule again, we have

$$P(T > \mu_T(g) - 3\sigma_T(g)|g) \approx 0.9987, \forall g > g_0 > \sqrt{c}. \quad (43)$$

Thus, the sufficient condition to achieve $P_d \approx 1$ can be expressed as

$$\mu_T(g) - 3\sigma_T(g) > \gamma, \forall g > g_0. \quad (44)$$

To make the sufficient condition more clear, we first evaluate the monotonicity of $\mu_T(g) - 3\sigma_T(g)$ with respect to $g$. Let $f(g) \triangleq \mu_T(g) - 3\sigma_T(g)$, with (13), we have

$$f(g) = g + 1 + c + \frac{c}{g} - 3\sqrt{\frac{(g + 1)^2}{n}\left(1 - \frac{c}{g^2}\right)}, \quad (45)$$

where $g$ is defined in the interval $(\sqrt{c}, +\infty)$. Take the derivative of $f(g)$ with respect to $g$, we obtain

$$f'(g) = \frac{(g^2 - c)\left(\sqrt{n(g^2 - c)} + 3\right) - 3g^2(g + 1)}{g^2\sqrt{n(g^2 - c)}}. \quad (46)$$

It can be easily observed that the denominator of $f'(g)$ are always positive when $g > \sqrt{c}$, therefore the sign of $f'(g)$ only depends on the numerator, which is denoted by $f'_{num}$ in the context. Denoting $(\sqrt{c})^+$ a number which is a little larger than $\sqrt{c}$ but its limit is $\sqrt{c}$, i.e., $\lim(\sqrt{c})^+ = \sqrt{c}$, we have

$$\lim f'_{num}[\sqrt{c} +] = -3c(\sqrt{c} + 1) < 0. \quad (47)$$

Besides, consider an arbitrary value of $g$, namely, $m\sqrt{c}, m > 1$, we have

$$f'_{num}(m\sqrt{c}) = \left([\left(m^2 - 1\right)^{\frac{3}{2}}\sqrt{n} - 3m^3]\sqrt{c} - 3\right)c. \quad (48)$$

For large $m$, $(m^2 - 1)^{\frac{3}{2}}\sqrt{n}$ can be approximated by $m^3$, then we have $f'_{num}(m\sqrt{c}) = [(\sqrt{n} - 3)m^3\sqrt{c} - 3]c$. Moreover, the number of signal samples, namely, $n$, is much larger than $3^2$ and note that $\lim c = N/n$, thus $f'_{num}(m\sqrt{c})$ can be further approximated by $(\sqrt{N}m^3 - 3)c$, where we recall $N$ is the number of the antennas at ST. To conclude, $f'(m\sqrt{c})$ is negative when $m$ is smaller than a certain threshold $m_0$, and is always positive when $m$ becomes larger than $m_0$. This means that $f(g)$ decreases firstly and then increases as $g$ increases. Therefore, if the equation $f(g) = \gamma$ has two roots, (44) can be achieved by letting $g_0$ be the larger root. Besides, if the equation has a unique root or no root, $M_{inf}$ becomes sufficient to achieve a detection probability close to 1.

Via some preliminary numerical simulations, we find that the equation $f(g) = \gamma$ almost always has two roots when a reasonable false alarm probability is considered. Let $g_0$ be the larger root of the equation $f(g) = \gamma$, denoting $M_{PD}$ the solution to the equation $g_m(M) = g_0$, we finally
obtain the number of REs required to achieve a detection probability close to 1. Obviously, $M_{PD}$ is large enough to achieve $P_d \approx 1$ since it makes (42) and (44) hold at the same time. Hence, $M_{PD}$ actually provides us a theoretical prediction about the number of REs required to achieve $P_d \approx 1$.

V. SIMULATION RESULTS

In this section, we provide numerical simulations to compare the analytical results with the Monte-Carlo simulation results and evaluate the validity of the theoretical predictions about the number of REs required to achieve $P_d \approx 1$. In addition, we investigate the impact of the channel Rician factors on the number of REs required to achieve a high detection probability.

A. Simulation Setup

It is well-known that the detection performance mainly depends on the number of signal samples and the SNR for sensing. In conventional spectrum sensing systems, the SNR can be defined as

$$SNR = \frac{\sigma_s^2E[\|d\|^2]}{\sigma_u^2} = N\beta_d,$$

(49)

where we recall that $d$ denotes the channel from PT to ST. In the RIS-enhanced spectrum sensing system, $d$ should be substituted with $d + G\Phi f$.

In CR, the secondary user is supposed to detect the presence of the active PT with a high detection probability at a quite low SNR level, say, $-20dB$ [13]. Hence, we set $N\beta_d = -20dB$ in the following simulations. On the other hand, the cascaded channel, i.e., $G\Phi f$, usually suffers from the double fading effect [40], i.e., the pathloss of the cascaded channel is much lower than that of the direct-link channel $d$. The specific value of the pathloss of the cascaded channel mainly depends on the placement of the RIS, we here set $\beta_f \beta_G = -60dB$ without loss of generality. Besides, we set the false alarm probability, i.e., $\alpha$, to 0.1. The detection threshold can therefore be calculated by (10), in which $F_2^{-1}(1 - \alpha)$ can be computed with the tools provided in [39].

B. Accuracy of the Asymptotic Analytical Framework for Evaluating $P_d$ in the Finite Dimensional Regime

We recall that the proposed analytical framework for evaluating $P_d$ is supposed to be accurate in the asymptotic regime. However, the number of antennas at ST can not be infinitely large even
in the massive MIMO scenarios, where the number of antennas can be 64, 128 or even larger. With the fact that the Rayleigh case and the LoS case are actually special cases of the Rician RIS-related channels, we provide the results under the Rician RIS-related channels, where both $\kappa_f$ and $\kappa_G$ are set to 5 without loss of generality. Besides, from the analysis in Section II, the sensing performance mainly depends on the number of antennas at ST, i.e., $N$, and the number of signal samples, namely, $n = N/c$. To evaluate the impact of $N$ on the accuracy of the analytical framework, we fix $c = 0.01$ in the simulations, i.e., $n = 100N$. With these settings, the mean and variance of $g$ can be derived via (40). Then, the analytical $P_d$ can be computed by numerically evaluating the double integral as shown in (14). Besides, the Monte-Carlo simulation results are obtained via 1000 random realizations for each pair of $M$ and $N$ under each hypothesis. The results for different $N$’s are shown in Fig. 6.

As shown in all the subfigures in Fig. 6, we have $P_d = P_{fa}$ for both the theoretical results and the simulation results when RIS is not employed. This phenomenon is consistent with our analysis for Case 1 in Section IV. When the number of signal samples is not large enough to ensure $g > \sqrt{c}$ with a non-zero probability, we have $P_d \approx P_{fa}$. In the proposed RIS-enhanced spectrum sensing system, we can see that the detection probability increases as the number of REs increases. This is due to the fact that the RIS introduces an additional signal propagation path for improving the sensing SNR. Therefore, with the optimized phase shift matrix, $g > \sqrt{c}$ can almost surely holds by employing a large number of REs, which can be validated by the fact that the detection probability approaches 1 when the number of REs becomes large. To conclude, with enough REs, the RIS-enhanced spectrum sensing system can achieve $P_d \approx 1$ without requiring more signal samples.

However, it can also be observed that the analytical results deviate a little from the Monte-Carlo simulation results. The reason is that Theorem 1 actually holds in the asymptotic regime, where $N, n \rightarrow \infty$ with $N/n \rightarrow c$. When $N, n$ are not large enough, the asymptotic distributions
of $T$ as shown in (11) and (12) are shown to deviate a little from the true distributions [41]. Obviously, the simulation results with $N = 64$ is far away from the asymptotic regime and therefore the gap between the analytical results and simulation results appears. This can be verified by the simulation results shown in Fig. 6(b), Fig. 6(c), and Fig. 6(d). As $N$ becomes larger, the accuracies of the analytical results are improved. Thus, we can make a conjecture that the analytical results are accurate in the asymptotic regime.

Despite the deviations of the analytical results in the finite dimensional regime, it can be observed that the analytical results approximate the simulation results well under where the detection probability approaches 1. The reason is that, in the finite dimensional regime, the asymptotic distribution of $T$ under $H_1$ is not so accurate when $g$ is near $\sqrt{c}$, i.e., (11) is not accurate when $g$ is a little smaller than $\sqrt{c}$ and (12) is not accurate when $g$ is a little larger than $\sqrt{c}$. When $g$ is much larger than $\sqrt{c}$, (12) is still accurate for moderate $N$. Hence, we can infer that the theoretical predictions about the number of REs required to achieve $P_d \approx 1$ are quite accurate.

C. Validity of the Theoretical Predictions about the Number of REs Required to Achieve $P_d \approx 1$

In Section IV, we have provided the necessary condition and the sufficient condition of the number of REs required to achieve $P_d \approx 1$. We recall that $M_{\text{inf}}$ is the lower bound and $M_{\text{PD}}$ is large enough to achieve a detection probability close to 1. Here, we provide the Monte-Carlo simulation results to evaluate the validity of $M_{\text{inf}}$ and $M_{\text{PD}}$. The number of antennas at ST, namely, $N$, is fixed at 64. As aforementioned, more REs can ensure a higher $g$, and the RIS-enhanced spectrum sensing system can achieve $P_d \approx 1$ by letting $g > \sqrt{c}$ almost surely holds. As shown in Fig. 7, we plot the simulation results for the minimal number of REs required to achieve different levels of $P_d$, as $c$ increases. It is worth noting that when $N$ is fixed, larger $c$ means less signal samples for spectrum sensing. Besides, the theoretical $M_{\text{inf}}$ and $M_{\text{PD}}$ are also plotted to evaluate the validity of the theoretical predictions. Obviously, the simulation results are consistent with the theoretical predictions, i.e., $M_{\text{inf}}$ is the lower bound of the number of REs required to achieve a high detection probability and $M_{\text{PD}}$ is large enough to achieve $P_d \approx 1$. More specifically, $M_{\text{PD}}$ can achieve a detection probability as high as $1 - 10^{-5}$. In addition, it can be observed that more REs are required to achieve a higher detection probability.

However, for spectrum sensing problems, it may be not necessary to realize a detection probability as high as $1 - 10^{-3}$ or a higher one. For example, in IEEE 802.22 standard, achieving
D. Impact of the Rician Factors of RIS-related Channels

Beyond the number of REs, it is obvious that the RIS-related channel Rician factors, namely, $\kappa_f$ and $\kappa_G$, also have a large impact on the detection probability. In this section, we mainly investigate the impact of $\kappa_f$ and $\kappa_G$ on the number of REs required to achieve $P_d > 0.99$, since Fig. 8 shows that the theoretical predictions about the number of REs required to achieve
Fig. 9. Illustration for the number of REs required to achieve a detection probability close to 1 under different RIS-related channel conditions.

Fig. 10. Analytical results for the number of REs required to achieve $P_d > 0.99$ under Rayleigh RIS-related channels, i.e., $\kappa_f = \kappa_G = 0$.

Fig. 11. Analytical results for the number of REs required to achieve $P_d > 0.99$ under Rician RIS-related channels with different Rician factors.

$P_d > 0.99$ are rather accurate. Note that the LoS case and the Rayleigh case are actually special cases of Rician RIS-related channels, we first illustrate the impact of the Rician factors in Fig. 9, which is obtained under where $N = 64$, $M = 50$ and $c = 0.01$. In Fig. 9, we plot the theoretical false alarm probability, and two theoretical detection probabilities, i.e., with RIS and without RIS, with respect to the detection threshold. As $\gamma$ increases, all the three probabilities decrease from 1 to 0. Moreover, due to the low SNR and the lack of signal samples, the distributions of the test statistic under the two hypotheses are the same, the curve of $P_d$ without RIS is thus overlapped with that of $P_{fa}$. Besides, under the Rayleigh case, i.e., $\kappa_f = \kappa_G = 0$, the three
curves are almost overlapped because of the small number of REs and the random phase shift design. On the contrary, under the Rician case, the RIS-enhanced spectrum sensing system can achieve a higher $P_d$ while the $P_{fa}$ is kept to be small. In addition, by comparing Fig. 9(b) with 9(c), it can be observed that, with the same number of REs, the gain of $P_d$ is more significant when the Rician factors are larger.

On the other hand, to achieve the same $P_d$, we can infer that less REs are required when the Rician factors are larger. Thus, we here also provide theoretical results for the number of REs required to achieve $P_d > 0.99$ for different Rician factors when $N = 64, P_{fa} = 0.1$. When the RIS-related channels are of Rayleigh and the phase shift matrix is randomly chosen, the results are shown in Fig. 10. To cover the large pathloss of the cascaded channel, thousands of REs are required for the Rayleigh case. Similarly, the results for the Rician case are shown in Fig. 11. For the same $c$, i.e., the same number of signal samples, less REs are required to achieve the same $P_d$ as the channel Rician factors become larger. This phenomenon further justifies the fact that the statistical phase shift design approaches the optimal as the channel Rician factors go to infinity.

VI. Conclusion

In this study, we have proposed an RIS-enhanced spectrum sensing system to improve the detection performance without a large number of sensing signal samples. To this end, we have firstly proposed an asymptotic analytical framework for evaluating the detection probability of the MED approach. Then, we have presented the statistical design for the phase shift matrix of the RIS, which only requires the statistical CSI. With this design, the asymptotic distributions of the equivalent channel gains have been derived. Combined with the analytical framework for evaluating $P_d$, we have analyzed the necessary condition and the sufficient condition of the number of REs required to achieve a detection probability close to 1, respectively. Last but not least, the Monte-Carlo simulation results have been provided to evaluate the validity of the theoretical predictions, and the results have shown that the proposed RIS-enhanced can substantially improve the detection probability without more sensing signal samples.
APPENDIX

A. Proof of Lemma 1

Proposition 5. Consider a series of symmetric matrices \( A_1, A_2, \ldots, \) with \( A_M \in \mathbb{C}^{M \times M} \) which have uniformly bounded spectrum norm and a series of vectors \( x_1, x_2, \ldots, \) with \( x_M \in \mathbb{C}^M \) which have i.i.d. elements of zero mean, variance \( 1/M \) and eighth moment of order \( O(1/M^4) \), independent of \( A_M \). Then
\[
x_M^H A_M x_M - \frac{1}{M} \text{Tr}(A_M) \xrightarrow{a.s.} \lim_{M \to \infty}
\]
Besides, for the real case where the involved quantities are real and the entries of \( x_M \) have fourth order moment of order \( O(1/M^2) \), assume \( A_M \) has a limit spectrum density, \( F^A \), [42] gives a CLT for \( x_M^H A_M x_M - \frac{1}{M} \text{tr}(A_M) \), i.e.,
\[
\sqrt{M} \left[ x_M^H A_M x_M - \frac{1}{M} \text{Tr}(A_M) \right] \xrightarrow{D} Z \sim N(0, v),
\]
where the variance \( v \) depends on the limit spectrum density of \( A_M \), namely, \( F^A \), and the fourth moment of the entries of \( x_M \) as
\[
v = 2 \int t^2 \, dF^A(t) + \left( \mathbb{E}[x_{11}^4] - 3 \right) \left( \int t \, dF^A(t) \right)^2,
\]
and \( x_{11} \) satisfies the same distribution as the entries of \( x_M \) but with unit variance.

However, [42] only provides the results under the real case. When \( x_{11} \) is complex with \( \mathbb{E} x_{11}^2 = 0 \), we will show that the variance becomes
\[
v = \int t^2 \, df^A(t) + \left( \mathbb{E}[|x_{11}|^4] - 2 \right) \left( \int t \, dF^A(t) \right)^2.
\]

Proof. It can be verified that [43], [44]
\[
v = \mathbb{E} \left[ x_M^H A_M x_M - \frac{1}{M} \text{Tr}(A_M) \right]^2
\]
\[
= \frac{1}{M} \left[ \text{Tr}(A_M^2) + |\mathbb{E}(x_{11}^2)|^2 \text{Tr}(A_M A_M^H) \right] + \frac{1}{M} \sum_{i=1}^M A_{M,ii}^2 \left( \mathbb{E}|x_{11}|^4 - 2 - |\mathbb{E} x_{11}^2|^2 \right).
\]
Since \( A_M \) is Hermitian, therefore \( \text{Tr}(A_M^2) = \text{Tr}(A_M A_M^H) \) and the diagonal elements of \( A_M \) are real. In addition, with the law of large number (LLN), we have
\[
\lim_{M \to \infty} \frac{1}{M} \text{Tr}(A_M^2) = \frac{1}{M} \sum_{i=1}^M \lambda_i^2 = \int t^2 \, dF^A(t).
\]
On the other hand, using [45, Theorem 1], we can obtain
\[
\lim_{M \to \infty} \left| A_{M,ii} - \int t \, dF^A(t) \right| \xrightarrow{a.s.} 0.
\]
Therefore, for the real case with \( \mathbb{E} x_{11}^2 = 1 \) and the complex case with \( \mathbb{E} x_{11}^2 = 0 \), (52) and (53) can be easily obtained by substituting (55) and (56) into (54).
Let \( \tilde{f} \in \mathbb{C}^M \) be a complex Gaussian random vector with zero mean and covariance matrix \( \mathbf{I}_M \), \( \mathbf{G} \in \mathbb{C} \) be a matrix whose entries are i.i.d. complex Gaussian random variables with zero mean and unit variance, \( \Phi \) be an arbitrary complex diagonal matrix whose diagonal elements are of unit modulus. To obtain the distribution of \( \tilde{f}^H \Phi^H \tilde{G}^H \tilde{G} \Phi \tilde{f} \), we first give a scaled version of (51), i.e.,

\[
\tilde{f}^H \mathbf{A}_M \tilde{f} - \text{Tr}(\mathbf{A}_M) \xrightarrow{D_{M \to \infty}} Z \sim \mathcal{N}(0, Mv),
\]

where \( \mathbf{A}_M \), \( v \) are defined as aforementioned. (57) can be easily proved with the fact that \( \mathbb{E}[\tilde{f}^H \mathbf{A}_M \tilde{f}] = M \mathbb{E}[\mathbf{x}_M^H \mathbf{A}_M \mathbf{x}_M] \). Then, the asymptotic distribution of \( \tilde{f}^H \Phi^H \tilde{G}^H \tilde{G} \Phi \tilde{f} \) can be directly derived by letting \( \mathbf{A}_M = \Phi^H \tilde{G}^H \tilde{G} \Phi \) in (57). The expectation of \( \tilde{f}^H \mathbf{A}_M \tilde{f} \) is exactly \( \mathbb{E} \text{Tr}[\Phi^H \tilde{G}^H \tilde{G} \Phi] \) and the variance can be accurately approximated by \( Mv \) [42], while \( v \) depends on the limit spectrum density of \( \mathbf{A}_M \), namely, \( F^A \), and the fourth moment of the entries of \( \tilde{f} \).

Denoting the \( i \)-th column of \( \tilde{G} \) by \( \tilde{g}_i \), the expectation value can be calculated as

\[
\mathbb{E} \text{Tr}(\Phi^H \tilde{G}^H \tilde{G} \Phi) = \mathbb{E} \text{Tr}(\tilde{G}^H \Phi^H \tilde{G} \Phi) = \text{Tr}\left( \sum_{i=1}^N \mathbb{E}[\tilde{g}_i \tilde{g}_i^H] \right) = \text{Tr}(N \mathbf{I}_M) = MN.
\]

Note that both \( \tilde{f} \) and \( \tilde{G} \) are complex, the parameter, \( v \), in (57) can be computed by (53).

Specifically, the first order moment of \( F^A \) can be derived as

\[
\int t dF^A(t) = \lim_{M \to \infty} \frac{1}{M} \mathbb{E} \text{Tr}(\mathbf{A}_M) = \lim_{M \to \infty} \frac{1}{M} \mathbb{E} \text{Tr}(\Phi^H \tilde{G}^H \tilde{G} \Phi) = \frac{1}{M} MN = N.
\]

Besides, the second order moment of \( F^A \) can be decomposed as

\[
\int t^2 dF^A(t) = \lim_{M \to \infty} \frac{1}{M} \mathbb{E} \text{Tr}(\mathbf{A}_M^2) = \lim_{M \to \infty} \frac{1}{M} \mathbb{E} \text{Tr}(\Phi^H \tilde{G}^H \tilde{G} \Phi \Phi^H \tilde{G} \tilde{G} \Phi) = \lim_{M \to \infty} \frac{1}{M} \mathbb{E} \left[ \text{Tr} \left( \sum_{i=1}^N \mathbb{E}[\tilde{g}_i \tilde{g}_i^H] \sum_{j=1}^N \mathbb{E}[\tilde{g}_j \tilde{g}_j^H] \right) \right].
\]

The first component of (60) can be simply derived by

\[
\text{Tr} \left( \sum_{i=1}^N \mathbb{E}[\tilde{g}_i \tilde{g}_i^H] \sum_{j=1}^N \mathbb{E}[\tilde{g}_j \tilde{g}_j^H] \right) = \text{Tr}[N(N-1)\mathbf{I}_M] = (N-1)MN.
\]
Denoting $g_{ip}$ the $p$-th element of $g$, the second component of (60) becomes

$$\mathbb{E} \text{Tr} \left( \bar{g}_i \bar{\bar{g}}_i^H \bar{g}_i \bar{g}_i^H \right) = \mathbb{E} \text{Tr} \left( \bar{g}_i^H \bar{\bar{g}}_i \bar{g}_i \bar{g}_i^H \right) = \mathbb{E} \left[ g_{ip}^2 \right] + \sum_{q=1}^{M} \mathbb{E} \left[ |g_{ip}|^2 \right] = M(M - 1) + M \mathbb{E} \left[ |g_{ip}|^4 \right].$$

(62)

Note that $g_{ip}$ is a complex Gaussian random variable with zero mean and unit variance, we have $\mathbb{E} \left[ |g_{ip}|^4 \right] = 2$. Therefore, (60) becomes

$$\int t^2 \, df_A(t) = \lim_{M \to \infty} \frac{1}{M} [ (N - 1)MN + NM(M + 1) ] = (M + N)N.$$  

(63)

In addition, the entries of $\bar{f}$ are also i.i.d complex Gaussian random variables with zero mean and unit variance, i.e., $\mathbb{E} \left[ |x_{11}|^4 \right] = 2$, and (53) becomes

$$v = \int t^2 \, df_A(t) = (M + N)N.$$  

(64)

Substituting (58) and (64) into (57), the mean and variance of $\bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f}$ are $MN$ and $(M + N)MN$, respectively. Note that $f = \sqrt{\beta_f} \bar{f}$ and $G = \sqrt{\beta_G} \bar{G}$, the mean and variance of $r = \| G \Phi f \|^2$ are therefore

$$\mu_r = MN \beta_f \beta_G, \quad v_r = (M + N)MN \beta_f^2 \beta_G^2.$$  

(65)

B. Proof of Lemma 2

For ease of notation, let $r' = \| G' \Phi f' \|^2$, we here consider a simpler case where the coefficients, namely, $\beta_f, \beta_{\bar{f}}, \beta_G, \beta_{\bar{G}}$ defined in (32) are ignored, i.e, $f' = \bar{f} + \bar{\bar{f}}, \quad G' = \bar{G} + \bar{\bar{G}}$. As a consequence, $r'$ becomes

$$r' = \| (G + \bar{G}) \Phi (f + \bar{f}) \|^2 = \| G \Phi \bar{f} + G \Phi \bar{f} + \bar{G} \Phi \bar{f} + \bar{G} \Phi \bar{f} \|^2.$$  

(66)

Obviously, the expansion of (66) has 16 components as

$$r = \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f} + \bar{f}^H \Phi^H \bar{G}^H \bar{G} \Phi \bar{f}.$$  

(67)

According to the CLT, we can assume that $r'$ satisfies a Gaussian distribution with mean $\mu_{r'}$ and variance $v_{r'}$. The two parameters can then be calculated with

$$\mu_{r'} = \mathbb{E} [r'] , \quad v_{r'} = \mathbb{E} [r'^2] - \mathbb{E} [r']^2.$$  

(68)
Taking the expectation of (67), it can be observed that the expectations of 12 components of (67) are 0 since they have unpaired $\tilde{f}$ or $\tilde{G}$. Therefore, the remaining non-zero four components are

$$\mu_{\tilde{r}} = E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}] + E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}] + E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}] + E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}].$$

(69)

Obviously, with the statistical phase shift matrix design in (21), $\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}$ is a constant, i.e.,

$$E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}] = \bar{f}^H \Phi H \tilde{G}^H \tilde{G} \bar{f} = M^2 N.$$

(70)

With Proposition 5 and the fact that

$$E \text{Tr}(\tilde{G}^H \tilde{G}) = E \text{Tr}(G^H G) = MN,$$

$$E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}], E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}]$$

can be calculated by

$$E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}] = E \text{Tr}[\Phi H \tilde{G}^H \tilde{G} \Phi] = E \text{Tr}[\tilde{G}^H \tilde{G}] = MN,$$

(71)

$$E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}] = E \text{Tr}[\Phi H \tilde{G}^H \tilde{G} \Phi] = E \text{Tr}[\tilde{G}^H \tilde{G}] = MN.$$

(72)

Besides, $E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}]$ can be computed by

$$E[\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}] = E \text{Tr}[\tilde{G} \Phi \tilde{f}^H \tilde{G}^H \tilde{G} \tilde{f}] = E \text{Tr}[\tilde{G} \tilde{G}^H] = MN.$$

(73)

Finally, taking the ignored coefficients into consideration, we finally obtain

$$E[r] = M^2 N \beta_f \beta_G + MN(\beta_f \beta_G + \beta_f \beta_G + \beta_f \beta_G).$$

(74)

The variance of $r$ can be analyzed in a similar way. Firstly, we need to compute the expectations of all the components of $r^2$. Then, we can obtain the variance of $r$ by $E[(r - E[r])^2] = E[r^2] - E[r]^2$. For ease of notation, we again analyze the expectations of the components of $r^2$ at the beginning. It can be imagined that $r^2$ is a summation of totally 256 components since $r'$ has 16 additive components. Therefore, it is quite complex to perform one-by-one analysis for the expectations of all the components. In the following, we will see that the complexity can be substantially reduced with a simple observation from (67). With the fact that $E[\tilde{f}] = 0$, $E[\tilde{G}] = 0$ and $\tilde{f}$, $\tilde{G}$ are independent of the others, the expectation of the component containing an odd number of $\tilde{f}$ or $\tilde{G}$ is exactly 0. Thus, among the 256 additive components of $r^2$, we only need to focus on the square terms of the 16 components in (67), and the cross product terms in which the number of $\tilde{f}$ and that of $\tilde{G}$ are both even. For example, $(\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f})^\dagger \tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}$ contains two $\tilde{f}$’s and two $\tilde{G}$’s and therefore its expectation may not be 0. Besides, its complex conjugate, i.e., $(\tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f})^\dagger \tilde{f}^H \Phi H \tilde{G}^H \tilde{G} \tilde{f}$, which is
also a component of \( r'^2 \), has a possibly non-zero expectation. Following this train of thought, the number of components with possibly non-zero expectations can be reduced to 64, namely, 16 square terms of the components of (67) and 24 pairs of components with possibly non-zero expectations. To further reduce the number of components with possibly non-zero expectation of \( r'^2 \), we need to establish the following proposition firstly.

**Proposition 6.** Let \( \mathbf{x} \) be an \( N \)-dimensional random vector whose entries are i.i.d. complex Gaussian random variables with zero mean and variance \( 2\sigma^2 \), i.e., \( \mathbf{x} \sim \mathcal{CN}(0, 2\sigma^2 \mathbf{I}_N) \), \( \mathbf{a}, \mathbf{b} \) be two arbitrary \( N \)-dimensional vectors, which are independent of \( \mathbf{x} \), then we have

\[
\mathbb{E}[^H\mathbf{x} \mathbf{a}^H \mathbf{b}] = 0, \quad \text{or} \quad \mathbb{E}[\mathbf{a}^H \mathbf{b}^H \mathbf{x}] = 0.
\]

**Proof.** Proposition 6 can be proved with the fact that \( \mathbb{E}[x_m^2] = 0 \), where \( x_m \) denotes the \( m \)-th entry of \( \mathbf{x} \). Let \( x_m = p + qi \), where \( p, q \) denote the real part and imaginary part of \( x_m \), respectively. Obviously, \( p, q \) are two i.i.d. real Gaussian random variables with zero-mean and variance \( \sigma^2 \). Therefore, we have

\[
\mathbb{E}[x_m^2] = \mathbb{E}[(p + qi)^2] = \mathbb{E}[p^2] - \mathbb{E}[q^2] + 2\mathbb{E}[pq] i = 0.
\]

With \( \mathbb{E}[x_m] = 0 \) and \( \mathbb{E}[x_m^2] = 0 \), we have

\[
\mathbb{E}[\mathbf{a}^H \mathbf{b}^H \mathbf{x}] = \mathbb{E} \left[ \sum_{m=1}^{N} \sum_{n=1}^{N} a_m^* x_m b_n^* x_n \right]
= \sum_{m=1}^{N} \sum_{n=1}^{N} a_m^* b_n^* \mathbb{E}[x_m] \mathbb{E}[x_n] + \sum_{m=1}^{N} a_m^* b_m^* \mathbb{E}[x_m^2] = 0.
\]

Besides, \( \mathbb{E}[\mathbf{x}^H \mathbf{a} \mathbf{x}^H \mathbf{b}] = 0 \) can be proved in the same way. \( \square \)

Actually, Proposition 6 provides us more useful tricks to identify the components with zero expectation of \( r'^2 \). For example, \((\bar{\mathbf{f}}^H \Phi^H \mathbf{G}^H \mathbf{G} \Phi \bar{\mathbf{f}}) \dagger \bar{\mathbf{f}}^H \Phi^H \tilde{\mathbf{G}}^H \tilde{\mathbf{G}} \Phi \bar{\mathbf{f}} \) can be rewritten as \( \bar{\mathbf{f}}^H \mathbf{a} \bar{\mathbf{f}}^H \mathbf{b} \) with \( \mathbf{a} = \Phi^H \mathbf{G}^H \mathbf{G} \Phi \bar{\mathbf{f}} \) and \( \mathbf{b} = \Phi^H \tilde{\mathbf{G}}^H \tilde{\mathbf{G}} \Phi \bar{\mathbf{f}} \). With Proposition 6, its expectation is obviously zero. With this observation, the number of the components with non-zero expectation can be reduced to 34, i.e., 16 square terms of the components of (67) and 9 pairs of the components with possibly non-zero expectations. So far, we have to analyze the expectation of each of these components. The non-zero expectations of these components are summarized in Table I. Specifically, \( C_1, \ldots, C_{16} \) are exactly the 16 square terms of the components of (67). It is worth noting that, for each component of \( C_{17}, \ldots, C_{25} \), the expectation of itself and that of its complex conjugate are the same. Therefore, we only list one of each pair of the components with non-zero
where $A$ and $B$ are two arbitrary matrices. In particular, to derive the expectations of $C_6$ and $C_{16}$, we also require the following formula:

$$E[(x - E[x])^2] = E[x^2] - E[x]^2,$$

where $x$ is a real random variable with finite second order moment. We take $C_{16}$ as an example to show the details. With Lemma 1, $\tilde{f}^H \Phi^H \tilde{G}^H \tilde{G} \Phi \tilde{f}$ converges to a real Gaussian distribution of mean $MN$ and variance $(M + N)MN$. Then, with (79), we have

$$E[(\tilde{f}^H \Phi^H \tilde{G}^H \tilde{G} \Phi \tilde{f})^2] = (MN)^2 + (M + N)MN = (M + N + MN)MN.$$ 

Finally, we take the ignored coefficients, i.e., $\tilde{\beta}_f$, $\tilde{\beta}_f$, $\tilde{\beta}_G$, $\tilde{\beta}_G$, into consideration to obtain $E[r^2]$. Denoting $\beta_i$ the coefficient of $C_i$ ($i = 1, \ldots, 25$) in $r^2$, $E[r^2]$ can be written as

$$E[r^2] = \sum_{i=1}^{16} \beta_i E[C_i] + 2 \sum_{i=17}^{25} \beta_i E[C_i].$$
and the result is exactly
\[
\mathbb{E}[r^2] = M^4 N^2 \tilde{\beta}_f \tilde{\beta}_G + 4 M^3 N^2 \tilde{\beta}_f \tilde{\beta}_G + (2 M^3 N + 2 M^3 N^2) \tilde{\beta}_f \tilde{\beta}_G + (M^2 N^2) \tilde{\beta}_f \tilde{\beta}_G \\
+ (M + N + MN) MN \tilde{\beta}_f \tilde{\beta}_G + (2 M^3 N^2 + 6 M^2 N^2 + 2 M^3 N + 4 M^2 N) \tilde{\beta}_f \tilde{\beta}_G \\
+ 2 M^2 N^2 \tilde{\beta}_f \tilde{\beta}_G + (2 M^2 N^2 + 2 M^2 N) \tilde{\beta}_f \tilde{\beta}_G.
\]  
(82)

The variance of \( r \) can then be calculated by
\[
\nu_r^R = \mathbb{E}[(r - \mathbb{E}[r])^2] = \mathbb{E}[r^2] - \mathbb{E}[r]^2,
\]  
(83)

where \( \mathbb{E}[r^2], \mathbb{E}[r] \) are defined in (74) and (82), respectively.
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