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Abstract

Probabilistic diffusion models have achieved state-of-the-art results for image synthesis, inpainting, and text-to-image tasks. However, they are still in the early stages of generating complex 3D shapes. This work proposes Diffusion-SDF, a generative model for shape completion, single-view reconstruction, and reconstruction of real-scanned point clouds. We use neural signed distance functions (SDFs) as our 3D representation to parameterize the geometry of various signals (e.g., point clouds, 2D images) through neural networks. Neural SDFs are implicit functions and diffusing them amounts to learning the reversal of their neural network weights, which we solve using a custom modulation module. Extensive experiments show that our method is capable of both realistic unconditional generation and conditional generation from partial inputs. This work expands the domain of diffusion models from learning 2D, explicit representations, to 3D, implicit representations. Code is released at https://github.com/princeton-computational-imaging/Diffusion-SDF.

1. Introduction

Diffusion probabilistic models [51, 18] have become a popular choice for generative tasks and can produce impressive results, such as the images generated by DALL-E 2 [44] and Stable Diffusion [46] from text input. Diffusion models are a type of likelihood-based models whose training objective can be expressed as a variational lower bound [18, 53]. On a high level, they learn to gradually remove noise from a signal and repeat this process to generate samples from Gaussian noise. Recent advances [38, 10, 44, 46] show that diffusion models produce images with quality on par with state-of-the-art generative adversarial networks (GANs) [15] without the common drawbacks of mode collapse [38, 37] and unstable training [36, 2]. Diffusion has also been applied to 3D tasks although these works are still in the early stages of producing complex shapes. In this work, we investigate the generation of 3D shapes of neural signed distance functions via diffusion.

3D modeling and generation are essential to vision and graphics tasks. 3D generation of high-quality assets and large volumes of realistic data is often essential where training data is expensive to collect [24, 27, 47, 34, 48, 3]. Additionally, generation can be applied to 3D reconstruction of imperfect visual observations as there exists a one-to-many mapping that requires a probabilistic approach to solve. This has applications in self-driving [54, 67, 39] and robotics grasping [4, 22, 65] where occlusion and camera measurement errors are common.

We propose Diffusion-SDF, a generative model for shape completion, single-view reconstruction, and reconstruction of real-scanned point clouds. We choose neural signed distance functions (SDFs) [40] as the 3D representation to parameterize the surfaces described by various input signals such as point clouds and 2D images. They implicitly encode an object surface by the signed distances between 3D coordinate queries to their closest surface point through a coordinate-based MLP [40, 8]. Compared to discrete 3D representations [25, 30, 43, 13, 16], SDFs have proven to be a versatile representation that supports arbitrary resolution during test-time [55], small memory footprints [9], and strong generalization [8].

We make the following two key insights. First, implicit functions can directly be used as data and diffusing them amounts to learning the reversal of the neural network weights. Furthermore, we introduce geometrical constraints to produce complex shapes and outputs consistent with the geometry of conditioned inputs. Very recently, Dupont et al. [11] similarly diffuse implicit functions but do not address SDFs nor geometric constraints. Second, by using SDFs as a unified 3D representation, we condition training to learn a mapping between various input types and their possible reconstructions. Then, we leverage a probabilistic diffusion model to generate diverse completions. Thus, our work can be applied to shape synthesis and multi-modal shape completion.

The proposed method consists of two steps, shown in Fig. 2. First, we create a compressed representation of SDFs using modulation [11, 5, 31]. We find that diffusing SDFs is impractical due to the large number of parameters and the lack of a smoothed data distribution. Our modu-
Figure 1. Our method generates clean meshes with diverse geometries. (Top) Unconditional generations from training on multiple classes. (Bottom) Conditional generation given various visual inputs, such as partial point clouds (same point cloud overlaid on sample), real-scanned point clouds, and 2D images. Our method captures details of conditioned geometry, such as the handle of the pitcher.

lation module consists of learning a generalizable encoder and a regularized latent space to create latent vectors that map to individual SDFs when combined with an SDF base network. Second, we train a diffusion model with the previously created latent vectors as data points. We follow the conventional approach of learning the reverse diffusion process [18, 44], but we combine it with our modulation scheme to introduce geometric information. We show that this geometric constraint is essential for the method to complete shapes consistent with guided inputs. Furthermore, we experiment with various input types for guiding generation. Shown in Fig. 1, we validate the method by shape generation and completion with conditioning of partial point clouds from Acronym [12], real-scanned point clouds from YCB [4], and 2D images from ShapeNet [6]. Our method generates diverse and realistic shapes for multiple tasks. We make the following contributions:

- We propose a probabilistic generative model that creates clean and diverse 3D meshes.
- We solve a learning problem of diffusing the weights of implicit neural functions while providing geometric guidance through our modulation module.
- Our method reconstructs plausible outputs from various imperfect observations such as sparse, partial point clouds, single images, and real-scanned point clouds.
- Extensive experiments show that our method achieves favorable performance in shape generation and completion compared to existing methods.

2. Related Work

Diffusion Probabilistic Models Diffusion probabilistic models [51, 18] generate samples from a distribution by learning to gradually remove noise from a datapoint. Recent advances [38, 10, 44] show diffusion models produce high quality images without the drawbacks of mode collapse [38, 37] and unstable training [36, 2]. Diffusion has also been applied to 3D tasks although these works are still in the early stages of producing complex shapes.

One line of work [69, 28, 68] trained diffusion models to generate point clouds. Very recently, Dupont et al. [11] trained diffusion models on implicit neural representations but not SDFs. These existing methods perform unconditional generation and some only produce simple geometries. Our modulation scheme and conditioning mechanisms fix both of these issues. We also acknowledge concurrent works that combine diffusion and implicit functions; [42, 61] generate novel views from text and images with and without intermediate radiance fields, respectively.

Generative Modeling of 3D Shapes Many existing works [7, 45, 66, 60] that reconstruct partial scans and meshes are deterministic, but the relation between partial and completed shapes is a one-to-many mapping. To address this, [35, 63, 62, 69] proposed probabilistic models for generating multi-modal reconstructions that are consistent with partial inputs. Mittal et al. [35] train an autoregressive prior, Wu et al. [62] train a conditional GAN, Yan et al. [63] train a vector quantized deep implicit function (VQDIF), and Zhou et al. [69] train a diffusion model. We compare our method to these baselines.

More recently, some works [14, 20] have combined SDFs and generative modeling. Gao et al. [14] train on 2D image collections and combine differentiable rendering and 2D GANs. Hui et al. [20] is concurrent work that learns diffusion models. They convert SDFs into wavelet representations, then use them as input to diffusion models. Different from the proposed approach, this method cannot perform
conditional generation and learns to reverse wavelets as a surrogate to implicit functions.

Learning Implicit Signed Distance Functions  A rapidly growing body of work relies on implicit neural networks as an expressive scene representation that facilitates learning for 3D reconstruction and view synthesis tasks [40, 32, 33]. They use neural networks to map spatial coordinates to scene attributes, which offers a fully-differentiable and versatile way to represent 3D geometry. Park et al. [40] first proposed to map coordinates to signed distance values and reconstructed surfaces by interpolating grid points with signed distance values of zero.

Follow-up works [8, 41, 29] use point clouds as additional conditions to achieve greater detail, generalization, and unsupervised training. However, they condition their input on full-view point clouds with low levels of noise. Thus, they fail on real-world applications where one can only obtain partial and noisy point clouds. In this work, we close this gap and introduce a generative model that reconstructs plausible outputs for partial and noisy point clouds.

3. Diffusion Models and Neural SDFs

Background on Diffusion Probabilistic Models  While different variations of diffusion models exist, we describe a canonical one [51, 18]. From a data distribution $q(x)$, we denote a sampled datapoint as $x_0$, and iteratively add small Gaussian noise to obtain $x_1, x_2, \ldots, x_T$, until $x_T$ approximates an isotropic Gaussian. This forward step is a Markovian fixed process [18, 53] and can be defined as $q(x_1 \mid x_0) = \prod_{t=1}^{T} q(x_t \mid x_{t-1})$ and $q(x_T \mid x_0) = \mathcal{N}(x_T; \sqrt{1-\beta_t}x_{t-1}, \beta_t I)$ where $\beta_t$ is a variance schedule. In practice, we sample $x_t$ using a closed form parameterization $\sqrt{\alpha_t}x_0 + \sqrt{1-\alpha_t} \epsilon$ where $\alpha_t = 1 - \beta_t$, $\alpha_t = \prod_{i=1}^{t} \alpha_i$, and $\epsilon \sim \mathcal{N}(0, I)$.

The goal of each training iteration is to train a model $p_\theta$, often represented by a neural network, that inverts the forward diffusion (i.e., learns the reverse diffusion process): $p_\theta(x_0) = p(x_T) \prod_{t=1}^{T} p_\theta(x_t \mid x_{t-1})$ and $p_\theta(x_1 \mid x_0) = \mathcal{N}(x_1; \mu_\theta(x_0, t), \Sigma_\theta(x_0, t))$. The reverse process is also Markovian and we fix the variance $\Sigma_\theta$. The reverse conditional probability is tractable when conditioned on $x_0$: $q(x_t \mid x_0) = \mathcal{N}(x_t; \tilde{\mu}(x_0, t), \tilde{\Sigma}(t))$. We apply Bayes’ rule to rearrange the terms and represent $\tilde{\mu}(x_0, t) = \frac{\sqrt{\alpha_t}}{1-\alpha_t} x_t + \frac{\sqrt{1-\beta_t}}{1-\alpha_t} x_0$. The closed form parameterization of $x_t$ yields $\tilde{\mu}_t = \frac{1}{\sqrt{\alpha_t}} (x_t - \frac{1-\alpha_t}{\sqrt{\alpha_t}} \epsilon_t)$.

Thus, we can train our model to predict $\tilde{\mu}_t$, or alternatively, $\epsilon_t$ by rearranging the terms. This work predicts $\tilde{\mu}_t$ for generating SDF samples.

For generation, we start with $x_T \sim \mathcal{N}(0, I)$ and iteratively denoise $x_T$ with ancestral sampling [18]: $x_{t-1} = \mu_\theta(x_t, t) + \sigma_t \epsilon$ where $\sigma_t$ is the fixed standard deviation at timestep $t$ and $\epsilon \sim \mathcal{N}(0, I)$ is injected until the last step.

Background on Neural SDFs  While many works overfit SDFs to a single object [9, 55, 50], some have been able to learn SDFs conditioned on point cloud inputs that generate shapes from different categories. A successful approach is jointly training a PointNet encoder [43] and an SDF decoder [40, 8, 41], where shape features from the encoder are concatenated with 3D query points $x \in \mathbb{R}^3$ as input to the decoder. We denote the function $x, P \mapsto \Phi(x, P) = s$, where $P = \{p_i \in \mathbb{R}^3\}_{i=1}^N$ is a raw point cloud with $N$ points, $\Phi : \mathbb{R}^3 \times \mathbb{R}^{3 \times N} \to \mathbb{R}$ is the SDF that predicts the signed distance value for a 3D coordinate, conditioned on a point cloud, and $s$ denotes the predicted signed distance value between $x$ and the shape described by $P$. The surface boundary of the shape is its zero-level set $S_0(\Phi(P))$, which can be formulated as $S_0(\Phi(P)) = \{z \in \mathbb{R}^3 \mid \Phi(z, P) = 0\}$.

4. Diffusing Neural Signed Distance Functions

Illustrated in Fig. 2, the proposed method is composed of three major components: a modulation scheme to represent SDFs as individual latent vectors, a diffusion model that takes the latent vectors as distribution samples for training, and a custom encoder and attention mechanism for conditional generation. In the following, we describe the components of our method in detail.

4.1. Modulating SDFs

We use modulation [11, 5, 31] to create an alternate representation of SDFs. Directly diffusing thousands of SDFs, where one SDF represents one object, is difficult because one must first train all SDFs separately (which would take thousands of GPU hours) and the distribution of thousands of SDFs is challenging to learn. We show in our supplement that existing diffusion models cannot directly learn from SDFs as training data. Thus, we map SDFs, represented by MLPs, to 1D latent vectors with two objectives: the diffusion model needs to learn and sample from the distribution of latent vectors effectively, and generated outputs of the diffusion model are mapped back into an SDF. This amounts to designing a latent space that needs to be continuous (interpolation between latent vectors corresponds to interpolation of geometry), complete (all points in the latent space are meaningful), and sufficiently diverse for holding information of hundreds of categories.

To this end, we jointly train a conditional SDF representation and a VAE [21]. We opt for the architecture of GenSDF [8], which is capable of learning hundreds of diverse categories using a unified model, so we train one model instead of thousands of SDFs. Specifically, our modulation module (see Fig. 2), consisting of a PointNet encoder $\Psi$ and a VAE $\Theta$, takes in a raw point cloud $P =$
\{p_i \in \mathbb{R}^3\}_{i=1}^N \text{ with } N \text{ points, and outputs plane features } \pi \text{ and } \pi' \text{ and a latent vector } z \text{ as follows}

\pi = \Psi(P), \quad z = \Theta_{enc}(\pi), \quad \pi' = \Theta_{dec}(z), \quad \text{(1)}

where \(\Theta_{enc}, \Theta_{dec}\) are the encoder and decoder of the VAE, respectively. Equivalently, \(\pi' = (\Theta \circ \Psi)(P)\). Other than compression, the VAE regularizes the latent space. Next, we pass the concatenation of query points \(x \in \mathbb{R}^3\) and \(\pi'\) into the SDF network \(\Phi\). We denote the predicted signed distance value as \(s = \Phi(x|z)\). This formulation allows us to swap out different latent vectors \(z\) for producing different shape representations, including generated latents from the diffusion model which we show later.

The training objective of this latent parameterization is to learn accurate predictions of signed distance values and regularize the latent space of the VAE as

\[ L_{\text{mod}} = \|\Phi(x|z) - \text{SDF}(x)\|_1 + \beta(D_{KL}(q_\phi(z|\pi)||p(z))). \quad \text{(2)} \]

The first term of the RHS of Eq. (2) is an \(L_1\) loss between the predicted and ground truth signed distance values of our query points \(x\). Here, \(\text{SDF}(\cdot)\) denotes the ground-truth SDF operator that is defined for all \(x \in \mathbb{R}^3\). The second term is our KL-divergence loss [21] that regularizes the generated latent space to approach a target distribution. For given point cloud features \(\pi\), we describe the inferred posterior of the latent vectors \(z\) by a probability distribution \(q_\phi(z|\pi)\).

We regularize the posterior to match a prior \(p(z)\), which we set to be a Gaussian with zero-mean and standard deviation 0.25. Diffusion processes converge toward Gaussian distributions so modeling data to approximate this distribution results in faster and more stable training. We also add a constant \(\beta\) to control the strength of regularization, which we set to \(1e-5\). We do not use a VAE reconstruction loss.

Empirically our modulation method for implicit functions is capable of representing substantially more complex and diverse geometries compared to existing methods [11, 40]. We provide comparisons in the supplement.

### 4.2. Diffusing Modulation Vectors

Next, we use our sampled latent vectors \(z\) from the previous step as sample space for the proposed diffusion probabilistic model \(\Omega\), illustrated in Fig. 2. In every iteration, Gaussian noise is added to the latent vectors at random timesteps, and the model learns to denoise the vectors. Instead of predicting the added noise \(\epsilon\) as in the original DDPM [18], we follow Aditya et al. [44] and predict \(z_0\), the original, denoised vector. In other words, after we sample a timestep \(t\) and noise \(\epsilon\) to obtain \(z_t\) from input latent vector \(z_0\), the model learns to reconstruct \(z_0\). The loss function is

\[ L_{\text{diff}} = \|\Omega(z_t, \gamma(t)) - z_0\|_2, \quad \text{(3)} \]

where \(\gamma(\cdot)\) is a positional embedding and \(\|\cdot\|_2\) is MSE loss.

We concatenate \(z_t\) and \(\gamma(t)\) as input into the model, which has layers each consisting of attention [58], a fully connected layer, and normalization. We use the architecture of DALL-E-2 [44] because they use 1D vectors as input, similar to our case. In contrast, the standard DDPM [18] architecture is a UNet designed for images. During test time, our diffusion model performs generation iteratively as

\[ z' = (f_\circ \ldots \circ f_\theta)(z_T, T), \quad f(x_t, t) = \Omega(x_t, \gamma(t)) + \sigma_t \epsilon, \quad \text{(4)} \]

where \(z_T \sim \mathcal{N}(0, I)\), \(\sigma_t\) is the fixed standard deviation at the given timestep, and \(\epsilon \sim \mathcal{N}(0, I)\). We iteratively de-noise \(z_T\) until we obtain the final output \(z'\). Then, we pass
the generated latent vectors $z'$ back into the joint SDF-VAE model for marching cubes reconstruction.

4.3. Conditioning Mechanisms

One advantage of SDFs is their ability to represent 3D geometries from different modalities, such as point clouds and images [8, 57]. Given some input $y$, we can train a custom encoder $\Upsilon$ to extract shape features $\pi = \Upsilon(y)$ to guide training of the diffusion model. We primarily experiment with partial point clouds, but in Sec. 5.3, we show conditioning on real-scanned point clouds and 2D images.

We use the same architecture for our diffusion model described in the previous subsection, but add $\Upsilon$ and an additional cross-attention layer to each block. Our cross-attention layer is the same as that used in [36] and is defined as

$$\text{Attention}(Q, K, V) = \text{softmax}(\frac{QKT}{\sqrt{d_k}})V$$

(5)

where $Q = W_Q^{(i)} \cdot \Omega_t(z_t, \gamma(t)), K = W_K^{(i)} \cdot \pi, V = W_V^{(i)} \cdot \pi$. $\Omega_t(\cdot)$ is the output of an intermediate layer of $\Omega$ and $W_Q, W_K, W_V$ are learnable matrices. The cross-attention mechanism learns the mapping between the conditioned input and the geometry implicitly represented by the latent code. Eq. (3) is now conditioned on $\pi$ and we have

$$L_{c, \text{diff}} = ||\Omega(z_t, \gamma(t)|\pi) - z_o||_2.$$  

(6)

Generation steps are the same as in Eq. (4) but in each step $\pi$ is given as a condition

$$z' = (g \circ \ldots \circ g)(z_T, T, \pi), \quad g(x_t, t, \pi) = \Omega(x_t, \gamma(t)|\pi) + \sigma_t \epsilon$$

(7)

By conditioning our diffusion model during training, we can guide reconstructions during test time. Furthermore, we can generate multi-modal reconstructions due to the generative nature of diffusion models. Finally, to increase diversity and prevent overfitting, we follow [19]; every training iteration, with a certain probability we use a zero-mask instead of the shape feature as condition. In practice, we use the zero-mask with probability 80%.

4.4. End-to-End Training for Geometry Constraints

Our model consists of the creation of latent vectors through jointly training a conditional SDF and a VAE, and training the diffusion model using the latent vectors as input. These two modules can be trained end-to-end. As shown by the gray arrow in Fig. 2, the output of the VAE can directly be used as input to the diffusion model, whose output can then be fed into the VAE decoder for calculating its SDF loss. In practice, we found that training end-to-end from scratch took longer than training the modules separately since there are many building blocks. After the two modules complete training, however, we fine-tune them end-to-end. During training of the diffusion model individually, it can overfit to the input latent vectors since they are saved and fixed. When training end-to-end, the inputs are from the output of $(\Omega_{\text{enc}} \circ \Psi)(P)$ instead, which slightly vary each iteration, increasing generalization capabilities. Furthermore, the loss is originally based solely on the diffusion loss of the latent vectors, which does not have explicit geometrical constraints. By connecting the two modules, we introduce another SDF loss for the denoised latent vector, which guides SDF information to the diffusion model. This allows the model to generate more complex geometries. During this final stage of fine-tuning, we continue to use all the loss functions used in the separate modules, and add this additional constraint for end-to-end optimization

$$L_{\text{total}} = L_{\text{mod}} + L_{\text{c, diff}} + ||\Phi(x|z') - \text{SDF}(x)||_1,$$

(8)

where $z' = \Omega(z_t, \gamma(t)|\pi)$. We did not find it necessary to add weighing constants to the loss terms.

5. Experiments

Next, we validate the proposed method for generating shapes. In Sec. 5.1, we report results of unconditional generation initialized from Gaussian noise. In Sec. 5.2 we perform shape completion of sparse, partial point clouds, and, in this context, we compare and analyze existing related methods. In Sec. 5.3, we demonstrate different applications of our method by generating samples from real scanned, noisy point clouds, and 2D images. We end with an ablation study validating the design choices in Sec. 5.5.

Implementation We train our method as follows. First, we train our joint SDF-VAE model on full point clouds and corresponding query points and ground truth signed distance values. We combine the architecture of GenSDF [8] with a VAE [21] consisting of a 5-layer encoder and 5-layer decoder. The PointNet in GenSDF outputs three 2D plane features from the point cloud, which we concatenate and pass as input to the VAE. The bottleneck of the VAE ($z$ in Fig. 2) is a 1D latent embedding of an SDF, and we save them after training is complete. Next, we use the latent vectors as training data for the diffusion model. We follow the architecture of DALLE-2 [44, 59]. There are six blocks each consisting of a self-attention layer and a fully-connected layer. For conditional training, we introduce custom encoders for different inputs. We use a PointNet [43] for point clouds and ResNet 18 [17] for 2D images. We also add another cross-attention layer to each block of the diffusion model that learns key and value pairs from extracted shape features. Finally, we fine-tune both modules end-to-end by connecting them as illustrated in Fig. 2. We provide a full architecture description and training details in the supplement.
Datasets For unconditional generation and partial point cloud completion, we train and evaluate using Acronym [12]. Acronym is a processed subset of the popular ShapeNet [6] dataset and contains watertight, synthetic 3D meshes across 262 shape categories. We use three training splits. The first two are single categories: Chair and Couch. The third split uses all classes that prevent the model from overfitting to larger categories. For single-view reconstruction, we use the Airplane and Couch categories from ShapeNet [6] and their rendered 2D images as conditioning input. For real-scanned point clouds, we use YCB [4], a collection of point clouds acquired from multi-view RGBD captures.

Evaluation For unconditional generation, we follow Yang et al. [64] and use minimum matching distance (MMD), coverage (COV), and 1-nearest neighbor accuracy (1-NNA). MMD measures quality, COV measures diversity, and 1-NNA uses a classifier to measure the similarity of the reference and generated distributions, where 50% accuracy means the generated set is indistinguishable from the reference set. We generate the same number of samples as the reference set. For conditional generation (shape completion), we follow Wu et al. [62] and evaluate MMD, total mutual difference (TMD), and unidirectional Hausdorff distance (UHD). TMD measures diversity and UHD measures fidelity to the input partial point cloud. We generate 10 samples for every input partial point cloud in the reference set. For all metrics except UHD, we use Chamfer Distance (CD) [43] as the distance measure. We extract 2,048 points from each sample to calculate these metrics. Additionally, since generated results are random, we run evaluation 5 times and report the best set of metrics. We provide detailed formulations of all metrics in the supplement. For visualization, we run Marching Cubes [26] and render the resulting meshes.
5.1. Unconditional Generation

We train unconditional models on the three data splits mentioned above: Chair, Couch, and Multi-class. We compare to ShapeGAN [23], which generates SDFs, and PVD [69] and DPM3D [28], which both diffuse point clouds. Our method outperforms baselines in all metrics as reported in Tab. 1. Furthermore, our method has substantially higher diversity measured by coverage (COV), surpassing the second-best result by roughly 10% in all experiments. This is due to our regularized latent space, which allows the model to learn and interpolate from a continuous distribution. Our visualizations (Fig. 1 and Fig. 3) validate that our model generates clean 3D surfaces. We also calculate the average distance between the generations and each object in the reference set to confirm that our model is capable of producing diverse and unique shapes.

5.2. Conditional Generation for Shape Completion

Next, we assess the proposed method for shape completions of sparse, partial point clouds. During both training and testing, we randomly sample 128 points from a full point cloud, then crop 50% of points. We randomly select a viewpoint and remove the 64 furthest points from the viewpoint to obtain a partial point cloud, following Yu et al. [66]. We perform this cropping during training online in each iteration. We report quantitative results in Tab. 2 and show visualizations in Fig. 4. Previous works perform well on dense partial point clouds and we show results in our supplement. However, completing a sparse and partial point cloud is challenging. Methods such as ShapeFormer (SFormer) [63] and AutoSDF [35] fail under this setting because they quantize shapes into patches. Sparse point clouds mean there are very few patches to extract information from. PVD [69] produces noisy samples because they operate on discrete points and cannot interpolate smoothly from a learned prior distribution. cGAN [62] learns a regularized latent space so its generations are relatively clean and complete but are less diverse because its priors are less expressive due to the “prior hole problem” of VAEs, which diffusion models solve [68, 56, 1, 49].

Our method outperforms all baselines in MMD (quality) and TMD (diversity) but not UHD. The UHD metric measures fidelity by finding the largest distance between any partial input point and its nearest neighbor to the completed shape, so outliers determine the UHD value. We note that PVD [69] performs well under the UHD metric but generations are noisy and less realistic. Our visualizations in Fig. 4 show that our completions match the input well. Given indication of the style of the legs of a chair, our method produces plausible shapes accordingly.

5.3. Other Modalities for Conditioning

In our method, we formulate shape completion, single-view reconstruction, and reconstruction of real-scanned point clouds as a unified task. Essentially, we are learning a distribution over 3D shapes that we can sample from, given a condition. In Fig. 1 and Fig. 5, we show two additional modalities: real scanned, noisy point clouds and 2D images. A sample image for extracting the scanned point cloud is shown for reference, but was not used during training. For the former, we train from scratch using the YCB [4] dataset, a collection of point clouds acquired from multi-view RGBD captures. The point clouds are noisy and incomplete (e.g., the bottom of each object is on a table and not captured). For conditioning on 2D images, we use a pretrained ResNet 18 [17] as our encoder \( \Upsilon \).

5.4. Scalability and Interpolation

Large Training Datasets We investigate whether our VAE poses a bottleneck to learning large datasets. The single-category experiments (Chair, Couch) are performed on 558 and 366 meshes, respectively. Our multi-class split contains 4230 meshes. As such, without adjusting the architecture or number of parameters, our method scales without degradation in quality or creating artifacts. To further validate scalability, we experiment with 90% of the entire
Acronym dataset, 7148 meshes in total. The average Chamfer Distance (CD) of the SDF reconstructions of all 7148 meshes is \(0.92 \times 10^{-3}\), and \(0.87 \times 10^{-3}\) when reconstructing only the Couch category. This value is lower than training on the single Couch category, where the reconstruction CD is \(1.04 \times 10^{-3}\). This validates that our approach scales gracefully, learns better when we introduce more training data, and generalizes to out-of-distribution shapes as many categories have very few data (just 1-10 meshes) compared to the larger classes (300-500 meshes). See visualizations in the supplement.

**Latent Interpolation** In Fig. 6, we interpolate between generated samples by performing a linear combination of their respective latent vectors. The resulting vectors are decoded and meshed.

We analyze design choices that affect conditional generations. In Tab. 3, we report shape completion metrics for the Couch training split. We also define a consistency (CONS) metric for measuring fidelity, following our observation in Sec. 5.2 that UHD does not correlate closely with visual results. For CONS, we evaluate all points in the input partial point cloud using the generated SDF and take the average of the predicted signed distance values. If the points are to be present on the reconstructed surface, then by definition, the values of each point are close to 0. This metric also allows us to filter generations before running marching cubes, which reduces inference time while maintaining high-quality samples. For filtering, we sample the maximum number of meshes that can fit into one sampling batch (30 in our case), and keep the 10 meshes with the lowest consistency scores. Note that the CONS filter is only used for conditional generation, and not during training.

No end-to-end refers to skipping the fine-tuning stage explained in Sec. 4.4. Generations are clean and realistic but lack diversity and complexity. This confirms the end-to-end training scheme improves generalization and introduces geometrical constraints. Next, \(\omega\) refers to the ratio of guidance strength during generation: the final output is a linear combination of two generations with and without guidance: \((\omega + 1)z_c - (\omega)z_u\), where \(z_c\) is guided and \(z_u\) is unconditional [19]. In our experiments, we guide generations every iteration (i.e., \(\omega = 0\)) but depending on the use case, one can adjust this hyperparameter to determine the tradeoff between diversity and fidelity. See supplement for details. Then, we experiment with Concatenation instead of cross-attention for conditioning, following [44]. We diffuse the concatenation of the conditioned feature and noisy vector and rely on self-attention. We find both conditioning mechanisms lead to similar outputs, but concatenation increases dimensions and memory consumption significantly. Finally, we report quantitative values without filtering in no filt. We show that our CONS filter does not inflate MMD (quality) and TMD (diversity). We note that our model prioritizes generation quality and diversity, at the cost of the UHD metric. In future work, we plan to enforce the relationship between latent vectors of partial shapes and those of complete shapes to improve consistency.

### 6. Conclusion

We devise a probabilistic diffusion model that generates diverse shapes from a distribution of learned SDFs. We validate the proposed method for shape generation and completion of various input modalities. To further improve the method, we could speed up inference time of the diffusion model with techniques such as DDIM sampling [52], and we could enforce the relationship between the latents of partial shapes and those of complete shapes to improve interpretability and fidelity. There are also many avenues for exciting future work. Besides exploring other conditioning approaches, e.g., text-to-shape, we could learn appearance for generating realistic assets. We would also be interested in expanding Diffusion-SDF to full scene synthesis.
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