A Mechanism for Pockets of Predictability in Complex Adaptive Systems
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We document a mechanism operating in complex adaptive systems leading to dynamical pockets of predictability (“prediction days”), in which agents collectively take predetermined courses of action, transiently decoupled from past history. We demonstrate and test it out-of-sample on synthetic minority and majority games as well as on real financial time series. The surprising large frequency of these prediction days implies a collective organization of agents and of their strategies which condense into transitional herding regimes.
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The concept of complex adaptive feedbacks is increasingly used to understand the earth climate, immune systems, nervous systems, multicellular organisms, insect societies, ecologies, economies, human societies, stock markets, distributed computing systems, large-scale communication networks. A trademark of such systems is the occurrence of extreme events, which are in general believed to be unpredictable [1]. However, a few recent works suggest a degree of predictability in some cases, for instance associated with transient herding phases in the population of agents [2], or signaled by empirical patterns [3]. Previous attempts to examine the predictability of large systems and apply to distinct situations. The standard different payoffs of strategies define different mechanisms and apply to distinct situations. The standard

Different payoffs of strategies define different mechanisms and apply to distinct situations. The standard
MG corresponds to the payoff $g_j(t) = -a_j(t)A(t)$: if a strategy $j$ is in the minority ($a_j(t)A(t) < 0$), it is rewarded. In other words, agents in the MG try to be anti-imitative. Another payoff, for instance motivated by real financial markets, is $g_j(t) = a_j(t-1)A(t)$. In this case, the price is an increasing function of the excess demand $A(t)$ and the payoff reflects the tendency for a strategy to win if it has anticipated correctly the next market move. Our results apply equally well to these two as well as other payoffs.

Given the common information $\mu_m(t)$ at time $t$, we define the process of decoupling of a strategy as follows:

- A strategy $s_j$ is called $n$–time steps decoupled conditioned on $\mu_m(t)$ if the action $s_j(\mu_m(t+n+1))$ does not depend on $\mu_m(t+1),...,\mu_m(t+n)$.

- A strategy $s_j(\mu_m(t+n+1), \mu_m(t+1),...,\mu_m(t+n))$, whose action at time $t+n+1$ depends on at least one of the outcomes of $\mu_m(t+1),...,\mu_m(t+n)$, is coupled to the information flow.

An example, consider the strategy $s_3$. This strategy is one-time step decoupled conditioned on $\mu_3(t) = 000$ or $\mu_3(t) = 100$ since, in both realizations $\mu_3(t+1) = 000$ or $\mu_2(t+1) = 001$, the strategy’s action is $0$ at time $t + 2$. More generally, a strategy $s$ with $m = 3$ is one-step decoupled conditioned on the common information $\mu_3(t) = abc$ if $s(abc0) = s(bc1)$. It is then automatically decoupled conditioned on $\mu_3(t) = abc$ where $\mu = 1$ if $a = 0$ and $\mu = 0$ if $a = 1$. The fraction of one-step decoupled strategies conditioned on having only one pair $(abc, \overline{abc})$ decoupled is $\binom{2}{1}2^{-4} = 1/4$, since there are four possible pairs $(bc, bc)$ each having a probability $1/2$ that $s(abc0) = s(bc1)$.

The strategy $s$ is two-step decoupled conditioned on $\mu_3(t) = abc$ if $s(c00) = s(c01) = s(c10) = s(c11)$. For the general $m$ memory case, a strategy is one-step decoupled conditioned on $\mu_m(t) = c_1c_2...c_m$ if $s(c_2...c_0) = s(c_2...c_1)$. The fraction of one-step decoupled strategies on at least one pair of histories is $1 - 2^{-2^{m-1}}$, which is one minus the probability that none among the number $2^{m-1}$ of $(m - 1)$-plets obey $s(c_2...c_0) = s(c_2...c_1)$. A strategy is $n$-step coupled (with $n \leq m$) if $s(c_n+1...c_m\{\mu_n\})$ is independent of all possible $2^n$ histories $\{\mu_n\}$ of string length $n$. The fraction of $n$-step decoupled strategies conditioned on any $(m-n)$-plets only is $1 - (1 - 2^{-2^{m-1}})2^{m-n}$, because $2^{-2^{m-1}}$ is the probability for a given history to be $n$-step decoupled, thus $1 - (1 - 2^{-2^{m-1}})$ is the probability to be $n$-step coupled and there are $2^{m-n}$ $(m-n)$-plets. Thus, as soon as $n$ becomes larger than $\approx \log_2(m)$, the $n$-step decoupled strategies become extremely rare.

What is interesting about decoupled strategies is that they open the possibility that one can predict with certainty the future global action in two (or more) time steps ahead without having to know it at the next time step. This occurs when a majority of agents use decoupled strategies which combine to a majority action. Indeed, the common action of all the agents at time $t + n + 1$ can be written as the sum of two contributions, one stemming from coupled and the other from decoupled strategies (conditioned on the history $\mu_m(t)$):

$$A^{\mu_m(t)} = A^{\mu_{m}^{\text{coupled}}(t)} + A^{\mu_{m}^{\text{decoupled}}(t)}.$$  

The condition for certain predictability $n$ time steps ahead is therefore

$$|A^{\mu_{m}^{\text{decoupled}}(t + n + 1)}| > N/2.$$ 

We call these times when condition $3$ is met “prediction days.”

It is interesting to estimate the frequency of such prediction days that would be obtained if strategies and histories were randomly chosen. Let us first estimate the probability $P_{1}$ that a given agent is $n$-step decoupled. This is the probability that he is active and that his best strategy is $n$-step decoupled. The former is a fixed finite fraction $0 < \eta < 1$ of time. The probability that his best strategy is $n$-step decoupled is the product of the probability that his best strategy belongs to the set of possibly $n$-step decoupled strategies times the probability that the present history is decoupling for this strategy. The former is $1 - (1 - 2^{-2^{m-1}})2^{m-n}$ as shown above. The later is $1/2^{2^{m-1}}$, which is the probability for $2^n$ values $s(c_{n+1}...c_m\{\mu_n\})$ to be equal for all $2^n$ histories $\{\mu_n\}$. This gives

$$P_{1}(m,n) = \eta \left[ 1 - \left(1 - \frac{1}{2^{2^{m-1}}}ight)^{2^{m-n}} \right] \frac{1}{2^{2^{m-1}}}.$$ 

We have for instance $P_{1}(m = 3, n = 1) = 3\eta/8$; $P_{1}(m = 3, n = 2) = 11\eta/216$, $P_{1}(m \to +\infty, n = 1) \to \eta/2$ from below, and $P_{1}(m,n) < \eta/2$ for all $n \leq m$.

Assuming complete incoherence between the strategies and histories, the probability $P_{\text{pred}}$ that condition $4$ is met is

$$P_{\text{pred}} = \sum_{D} \left( \sum_{D_+ > \frac{D}{2}} \frac{D_+}{D} \right) \frac{1}{2^D},$$ 

where $D$ is the number of active decoupled agents and $D_+$ is the number among them who take a positive step. The factor $2$ comes from the two possible signs of $A^{\mu_{m}^{\text{decoupled}}(t)}$. The lower bound $\frac{D}{2} + \frac{D_+}{2} < D_+$ in the second sum ensures that condition $4$ is obeyed. The lower bound $D = N/2$ in the first sum expresses the
obvious fact that condition \( \Theta \) is met when the number of decoupled agents is at least \( N/2 \) (this lower bound is reached when they all agree). Now, the second sum is obviously bounded from above by 1. This yields

\[
\Pr_{\text{pred}} < \frac{2N}{N} < \frac{4}{2 - \Theta} < \frac{1}{2} N/2 , \quad (6)
\]

where the two last bounds use the fact that \( \Pr_{\text{pred}}(m,n) < \eta/2 < 1/2 \) for all \( n,m \). This result shows that in this scenario, as soon as one considers populations of agents of the order of a few tens or more, the probability to find a prediction day is exceedingly small. In our simulations below, we have used \( N = 25 \) and \( N = 101 \), which gives respectively \( \Pr_{\text{pred}} < 7 \cdot 10^{-4} \) and \( \Pr_{\text{pred}} < 2.5 \cdot 10^{-15} \).

Figure 1 shows a typical time series of \( A_{\text{decoupled}} \) as a function of time for the standard MG with \( N = 101 \), \( s = 12 \), \( m = 3 \). When strategies are randomized at each time step, there are no prediction day as expected from our above estimated probability which applies to this case and \( A_{\text{decoupled}} \) remains confined around zero within the strip delineated by the two horizontal lines at \( \pm 20 \). In constrast, Fig. 1 shows a surprisingly large fraction \( \rho_{\text{pred}} = 17.5\% \) for one-step prediction days and 3.5\% for two or more consecutive days which are predictive. This implies that the prediction days result from a collective organization of agents and of their strategies which condense into a herding regime characterized by a rather strong synchronization of both their decoupling and of their action conditioned on decoupling.

By scanning different values for the number \( s \) of strategies per agent and for the memory \( m \), figure 2 shows that the new phenomenon discovered here is a robust property of MG. We also compare the occurrence of our prediction days with a measure of predictability \( \theta \equiv \langle (\text{sign}[A^\mu])^2 \rangle \) introduced by Savit et al., where \( \langle (\text{sign}[A^\mu]) \rangle \) is the time-average of the collective action conditioned upon the occurrence of a given history \( \mu \), while the upper bar denotes the average over all possible histories. Previous works (see also figure 2) have shown that there is a critical value \( \alpha_c \approx \frac{1}{10} \) such that \( \theta \) goes from non-zero (statistically predictable regime) for \( \alpha > \alpha_c \) to zero (statistically unpredictable regime) for \( \alpha < \alpha_c \). Our simulations illustrate a case where our prediction days are in fact more frequent in the previously classified “statistically unpredictable” regime, showing that we are dealing with a fundamentally different property. Note that \( \rho_{\text{pred}} \) grows as \( \alpha \) decreases, i.e., when \( m \) decreases and \( N \) increases, in blatant contradiction with the expectations assuming incoherent and random choices. Again, this reinforces the evidence that the prediction days results from a special herding organization of the strategies in conjunction with the realized histories.

A major objection could be raised that the information required for identifying a prediction day includes, not only the common knowledge of past history but, the active strategies used by the agents, which are in general unobservable. Actually, it is possible to retrieve sufficient information on the strategies by using a methodology derived from Lamper et al., which allows one to invert a time series of observable collective action \( A(t) \) generated by a black-box game to
obtain an ensemble of so-called third-party games by optimizing a measure of the matching between the observed time series and synthetic time series generated with the third-party games. It is then possible to identify the prediction days in the third-party games. To quantify how these prediction days by third-party games provide a forecast for the black-box game, we use as a metric the success rate to forecast the correct sign of the global action $A$ on a prediction day identified by the third-party games compared with the success rate on other days. In particular, we monitor how these success rates vary with the predicted amplitude of $A_{\text{decoupled}}$. Since expression (3) shows that the larger it is, the more predictable is the global action. We find that, for both the MG as well as for the majority $S$-game, the former success rate shows the predicted behavior of increasing monotonically from 50% for small $A_{\text{decoupled}}$ to 100% for large $A_{\text{decoupled}}$. In contrast, we do not observe any significant prediction skill above 50% on non-prediction days. Rather than reporting these results in details on synthetic MG and $S$ games, we now show that our method works for real complex system of competing agents, and we take the stock market as a significant application. We use the return time series of the Nasdaq Composite index as the proxy for the global action $A(t)$, whose price trajectory is shown in figure 3. We construct ten third-party $S$-games (with the same parameters but different realizations of strategies endowed to the agents) calibrated on the first 61 daily returns to the left of the vertical dashed line in figure 3. We then feed to these third-party games the realized returns of the Nasdaq Composite and compare their predictions with the realized price. The predictions are issued at each close of the day for the next close, all third-party games being unchanged for the test over the second part of the time period from $t = 62$ to 123. Among the 62 out-of-sample days, we monitor our ten third-party games to detect a prediction day (we use a voting process among the ten third-party games to obtain better robustness), according to the active strategies and the predicted one-step ahead history for the next close. Conditioned on the detection of a prediction day, we issue a prediction of the sign of the next day return and compare it with the realized market return. The performance of this prediction scheme is reported in table 1 which is typical of our results. The important point is that the success rate ($\%$ in the table) increases with the predicted amplitude of $A_{\text{decoupled}}$, as for the synthetic MG and $S$-game mentioned above.

In contrast, the use of the third-party games for predicting each day the sign of the next return fails, as can be seen from the ten trajectories in the out-of-sample time interval. Our method has thus identified pockets of predictability in the Nasdaq index associated with the prediction of ensembles of decoupled strategies predicted by the third-party games.

**TABLE I**: Out-of-sample success rate $\%$ (second row) using different thresholds for the predicted global decoupled action (first row) of the third-party $S$-games calibrated to the Nasdaq Composite index. Nb (third row) is the number of days from $t = 62$ to 123 which have their predicted global decoupled action $|A_{\text{decoupled}}|$ larger than the value indicated in the first row.

| $|A|$ | 0 | 0.5 | 1 | 1.5 | 2 | 2.5 | 3 | 3.5 | 4 | 4.5 |
|-----|---|----|---|-----|---|-----|---|-----|---|-----|
| %   | 53 | 61 | 67 | 65 | 82 | 70 | 67 | 67 | 100 | 100 |
| Nb  | 62 | 49 | 39 | 23 | 17 | 10 | 6  | 3  | 2   | 1   |
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