Ensemble learning based classifier to predict depression caused due to pandemic
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Abstract. Pandemic caused due to Corona Virus Disease 2019 (COVID-19) affected each and every person life throughout the world. First wave of COVID-19 followed by second wave made situation more panic. Government declared Lockdown imposed strict prohibition on social gathering, unnecessary outing, travelling, and education. During home quarantine, people shared opinion, expressed views, feelings on social media. Home isolation and quarantine affected mental health of people which may lead to depression. Hence in this research article depression is predicted by implementing Neural Network based model. At first level this model implements text classification of COVID-19 based Tweets. Neural network model accuracy is 86.85%. In next level, using same tweet dataset as input, Ensemble learning based model is constructed. This model uses one of the boosting techniques known as Adaboost. Model is executed by varying Train-test-validation ratio. It is observed that accuracy of the model is improved. The model showed accuracy of 99.33 % successfully in every execution. Obtained results are compared with previous work in same area.
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1. Introduction
In March 2020, COVID-19 was declared as a pandemic situation throughout the world as the virus has spread in more than 190 countries within a short time span [1]. For reducing the speed of virus spread, nearly in all countries worldwide declared complete lockdown and which caused restrictions on public life [2]. “Social distancing” tried to avoid physical contact. Government enforced closure of educational institutes and non-essential businesses. Lockdown caused bans on travel, public gathering. It encouraged online education and work from home. These new guidelines resulted in a negative impact as loss of hope, frustration and depression. Depression affects physical and mental health [3].

People like labor relocated to native places. All kind of business was paused. Many people lost job due to cost-cutting strategy of management. These all circumstances caused economical burden nearly in each family. This kind of pressure also affected mental state. If mental health is monitored and depression predicted at early stage, then risk of mental disorder and suicide attempts can be controlled.

In this paper depression is predicted using social media posts. Social media platform has become first choice for sharing frustration feelings, to expressing their opinion. Twitter is most popular choice in social media due to number of characters permitted in tweet. Hence Twitter is good source for text classification [4].

So far research is not performed to predict depression caused due to Pandemic using Ensemble Learning based Text Classification. In this paper efforts are put in that direction. Dataset is formed by using Tweets related to corona virus on Twitter. These tweets contains keywords related to virus such
as ‘Lockdown’, ‘schools closed’, ‘pandemic’, ‘no social gatherings’, ‘home isolation’, ‘quarantine’, ‘infection’, ‘pandemic’ etc. Dataset contains nearly 2000 tweets divided into two classes with label 0 for non depressive tweets and Label 1 for depressive. A neural network is constructed to recognize depressive tweets. In this research, experiments are performed on Convolutional Neural Network (CNN) and adaboost classifiers are applied by varying Test-Train-Validation ratio. It is observed that accuracy obtained by adaboost based Ensemble Model is always better in every execution.

2. Previous Work
In text classification research work is already started. Text classification can be implemented using fuzzy neural network [5]. While artificial neural network can also be used for automatic text classification [6]. Research has also carried on comparison of algorithms used for text classification [7]. Some authors carried out literature survey in this area [8]. Text classification is applied for sentiment analysis of COVID-19 disease using tweets by applying machine learning and also conducted Geographic analysis [9]. In [10], the psychological effect of the pandemic in Italy has been evaluated by adopting psychometric self reporting methodology, as restrictions to conduct experimental research by meeting participants. Data was collected with technique CATI and CAWI means Computer assisted Telephonic and Web interview. Researchers’ job was made quite easy by making availability of open source data [11]. As research is being conducted on diagnosis of COVID-19 from X-ray and CT scan images, knowledge based recovery, emotion and sentiment analysis, these research works can be compared and analyzed. Sentiment analysis of social media posts can be implemented using Naïve bayes classifier [12]. Online survey can be conducted using email-link to find burden caused due to COVID-19 [13]. By conducting online survey, it is observed that COVID-19 caused negative impact on mental state [2]. During COVID-19, health care workers are playing major role by sacrificing personal life and devoting time to cure patients. But it increased stress in them, which can be assessed using self reports and artificial intelligence [14]. Social media use was increased during lockdown and social distancing. It is needed for reducing the spread of virus. People are online most of the time, to find latest updates and information. The extent upto which Social media was used and stress symptoms caused due to it can be studied [3]. Study was carried out in Italy and Germany through an online survey. Predictive model can be constructed to find stress, anxiety and depression in students by conducting survey using questionnaire [15-17]. An international online survey in 18 languages was conducted by researchers around the world for people having age greater than 18 to find impact of COVID-19 on mental health [18]. In [19] review of methods used for Sentiment Analysis in Healthcare workers has been performed before COVID-19, using their tweets. Some researchers found negative emotions in tweets from Brazil and USA during COVID-19 [20].

Ensemble learning can be used to improve accuracy of the model [21]. Research was carried on volatile stock exchange prediction using Ensemble learning and found improved accuracy. Using cluster ensemble robustness, scalability and accuracy can be improved [22]. By constructing model based on ensemble classifier, Malaria disease can be classified among individuals [23]. When searched for previous work based on Natural Language processing, found model based on deep learning which answers queries asked in natural language [24]. This is one of the applications of text processing. For extracting information from huge data machine learning tools like classification, regression etc can be used [25,26]. To extract huge information generated from patient’s medical data in healthcare applications, mining tools should be used [27]. If healthcare is based on network then its quality of service can be improved by modifying segment size [28].

From previous study it is clear that till now research has not carried out using Ensemble Learning to improve accuracy for predicting depression caused due to Pandemic. In this paper using Boosting techniques accuracy of prediction is improved.
3. Novel Prediction Methodology

3.1 Introduction

In this paper an effort is made to predict depression caused due to COVID-19, using tweets during pandemic. In first stage of research, model uses Neural Network. In the next level model uses Ensemble Learning.

3.1.1 Neural Network

Neural network is a model that behaves similar to human brain consisting biological neurons and nervous system. It is used to find complex patterns and relationship existing within a labeled data. Neural network is made up of layers called input layer, hidden layer, and output layer as indicated in Figure 1.

![Figure 1. Neural network](image1)

3.1.2 Ensemble Learning

Accuracy obtained by neural network is not satisfactory. Hence to improve Accuracy Ensemble model based on boosting is built. Ensemble model combines multiple machine learning models to show improvement in accuracy. It is implemented either using bagging or boosting. Bagging divides dataset and model is applied on sampled dataset and final prediction is average of each prediction. In boosting whole dataset is inputted to model, output of one model acts as input to next model. And final accuracy is better than original. Ensemble learning model is as shown in Figure 2.

![Figure 2. Ensemble learning](image2)
3.2 Proposed Methodology

3.2.1 Proposed Model
Proposed Model is shown in Figure 3. After collecting COVID-19 tweets dataset, preprocessing should be performed on data as it affects accuracy of model. During preprocessing data is cleaned means removal of emoji symbols, stopwords, punctuation marks etc. After cleaning data, it is labeled based upon negative emotion keywords like hopeless, locked, lonely, jobless, financial problem, no income, suicide, depressed, not interested, and useless. This labeled dataset is split into train-test and validation sets required for Neural Network and Adaboosting technique of Ensemble Learning. Then model is trained using Algorithm and evaluated.

![Proposed Network Model](image)

**Figure 3.** Proposed network model

3.2.2 Algorithm
Input : Tweets from ‘Tweets COVID-19’ dataset (3.3.1)
Steps:
1. Preprocessing: Data is cleaned with removal of emoji symbols, stopwords, punctuation marks etc.
2. Labeling: Tweets are divided into depressive tweets (labeled 1) and non depressive tweets (labeled 0) based on search of negative emotion keywords.
3. Splitting dataset: Labeled Dataset is divided into training set, validation set and test set.
4. Training phase: Using training set model is trained.
5. Validation: Using test and validation sets trained model is validated.
6. Evaluation: Model performance is evaluated based on training and validation accuracy and loss.
Output: Training and Validation Accuracy and Loss.

3.3 Experimental Results
3.3.1 Dataset
Dataset used for experiments is ‘Tweets COVID-19’. It contains the Twitter data on COVID-19 from early 2020 (March-June). It has parameters: Serial No, Date of the tweet(s), Time of the tweet(s) in IST, Source link, User ID, Language, Retweet counts, Hashtags (only related to COVID-19), User mentions (if any), Place of the tweet(s), Tweet body [29].

3.3.2 Results of Neural Network
Loss and Accuracy obtained from Algorithm on Neural Network is 0.389761140346527, 0.8685969114303589 respectively. Output obtained in each step is shown in Figure 4. Epoch in the output indicates that inputted dataset is divided into batches and epoch contains these batches. Each batch is used to train neural network. Output step indicates training and validation loss and accuracy obtained for each batch.

![Figure 4. Stepwise loss and accuracy](image)

Figure 5 and Figure 6 indicates plots of training and validation loss and accuracy.

![Figure 5. Training and validation accuracy](image)

![Figure 6. Training and validation loss](image)

In Figure 5, validation accuracy is more than training. In Figure 6 validation loss is less than training. This indicates that model is trained and validated correctly.

3.3.3 Results of Boosting Technique
In this paper Adaptive boosting known as Adaboost which is one of the boosting algorithms is used.
Adaboost builds strong classifier by combining many weak classifiers. It is operated in iterations. In each iteration by assigning different weights to weak classifiers, it gets predictions with improved accuracy. In this paper by varying train-test-validation ratio when model is executed multiple times, accuracy obtained is minimum 0.959910913 and maximum 0.993333333.

3.4 Result Analysis
Results obtained with application of Adaboost are compared with results of neural network as shown in Table 1.

| Exe No. | Neural Network | Adaboost1 | Adaboost2 | Adaboost3 |
|---------|----------------|-----------|-----------|-----------|
| Exe1    | 0.866369724    | 0.959910913 | 0.986666667 | 0.983333333 |
| Exe2    | 0.866369724    | 0.973273942 | 0.986666667 | 0.983333333 |
| Exe3    | 0.850779533    | 0.968819599 | 0.98 | 0.981666667 |
| Exe4    | 0.859688222    | 0.962138085 | 0.991111111 | 0.993333333 |
| Exe5    | 0.868596911    | 0.964365256 | 0.98 | 0.981666667 |

Table 1. Comparison of results
In Table 1, Exe1 to Exe5 are executions 1 to 5. Out of 2000 tweets Adaboost1 uses 70% dataset for training, 22.5% for validation and 7.5% for testing. Adaboost2 splits dataset as 70% for training and 22.5% for testing and does not use validation set. Adaboost3 splits dataset as 70% for training and 30% for testing. Same output is plotted in Figure 7.

Figure 7. Comparison of results
In Figure 7, it can be observed that in each execution Accuracy of Adaboost classifier is better than Neural Network ranging from 95.99 % to 99.33 %.

Results are compared with previous work in same area [30], as shown in Table 2.
### Table 2. Comparison with previous work

| Model     | Accuracy |
|-----------|----------|
| RF        | 0.86     |
| XGBoost   | 0.85     |
| SVC       | 0.85     |
| ETC       | 0.88     |
| DT        | 0.83     |
| Neural Network | 0.86   |
| Adaboost  | 0.99     |

Same comparison is shown graphically in the Figure 8.

In [30] the performance of machine learning models on COVID-19 tweets has been compared. Techniques used are RF (Random forest), XGBoost (eXtreme Gradient Boosting), SVC, ETC (meta-estimator), DT (Decision Tree). Using these 5 techniques accuracy observed is minimum 83% to maximum 88%. This accuracy when compared with neural network model and Adaboost implemented in this paper, Adaboost gives best accuracy upto 99%. Hence Adaboost improves accuracy of model by boosting its performance.

### 4. Conclusion and Future Work

When World was relaxing from First wave of COVID-19, second wave entered in India with increase in cases every day. Nearly each house was having people affected by virus and death rate was also increased. This created fear in the mind of people. Due to lockdown, restrictions were imposed on movement. Hence people relied on social media to get updated news and to share their feelings. Use of Facebook, Twitter increased. The messages getting circulated in social media impacts the mind of people. Some people may take news in positive way and utilize available time for improvement of health and skills. While some people will take it negatively, get panic and which makes them mentally unstable. In this paper COVID-19 Tweets are divided based on keywords and used to predict depression caused due to pandemic. In model1 Neural Network is built with accuracy 86.85 %. At next level Ensemble model is constructed using Adaboost classifier and accuracy was improved upto
99.33 %. Hence it can be concluded that boosting techniques of Ensemble Learning improves accuracy of prediction.

In future Ada boosting can be applied on other base classifiers.
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