Interpretable differential diagnosis for Alzheimer’s disease and Frontotemporal dementia
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Abstract. Alzheimer’s disease and Frontotemporal dementia are two major types of dementia. Their accurate diagnosis and differentiation is crucial for determining specific intervention and treatment. However, differential diagnosis of these two types of dementia remains difficult at the early stage of disease due to similar patterns of clinical symptoms. Therefore, the automatic classification of multiple types of dementia has an important clinical value. So far, this challenge has not been actively explored. Recent development of deep learning in the field of medical image has demonstrated high performance for various classification tasks. In this paper, we propose to take advantage of two types of biomarkers: structure grading and structure atrophy. To this end, we propose first to train a large ensemble of 3D U-Nets to locally discriminate healthy versus dementia anatomical patterns. The result of these models is an interpretable 3D grading map capable of indicating abnormal brain regions. This map can also be exploited in various classification tasks using graph convolutional neural network. Finally, we propose to combine deep grading and atrophy-based classifications to improve dementia type discrimination. The proposed framework showed competitive performance compared to state-of-the-art methods for different tasks of disease detection and differential diagnosis.
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1 Introduction

Alzheimer’s disease (AD) and Frontotemporal dementia (FTD) are the first and third leading causes of early-onset dementia [3]. The detection of these diseases is critical for the development of novel therapies. Besides, people with FTD are often misdiagnosed with AD, although these diseases have different clinical diagnostic criteria [27,33], due to similar clinical symptoms such as a behavior or language disorder [4] and brain atrophy [29]. This is especially true for behavioral variant of FTD (bvFTD) which is the most common variant of FTD [33]. Indeed, many studies have shown that cognitive tests fail to accurately identify FTD from AD population [14,30]. This raises the need for an early and accurate differential diagnosis to determine specific intervention and slow down the disease
progression. Consequently, a multi-class differential diagnosis method – able to differentiate AD, FTD and cognitively normal (CN) subjects – would be a highly valuable tool in clinical practice. Indeed, such tool can assist clinicians in making more informed decision in a general context.

The atrophy patterns of AD and FTD can be identified with the help of structural magnetic resonance imaging (sMRI) [9,28]. Moreover, the affected regions may be different between diseases [8]. Hence, it should be beneficial to use sMRI for disease detection and differential diagnosis. In the past, some methods have been proposed for this problem using volumetric and shape measurements obtained from sMRI [9,32]. However, the large majority of existing methods considered only binary classification problems (e.g., AD vs. CN, FTD vs. CN, FTD vs. AD). For the multi-class differential diagnosis, only a few works have been proposed [5,13,22]. Moreover, the majority of existing approaches in this domain used traditional machine learning methods based on handcrafted features that may not fully exploit the image information. Therefore, Deep learning methods have been recently studied. However, the results of these approaches are usually not easily interpretable. This limits our understanding about the disease patterns.

In this paper, we propose a new method to perform specific-disease diagnosis (i.e., AD vs. CN and FTD vs. CN) and differential diagnosis (i.e., AD vs. FTD and AD vs. FTD vs. CN). Our purpose is to expand the knowledge about dementia sub-types and to offer an accurate diagnosis tool in a real clinical scenario. To this end, our contributions are twofold. First, we generate a 3D grading map reflecting the abnormality level of brain structures. This interpretable biomarker may assist clinicians in localizing the abnormal regions of brain, allowing a deeper understanding about multiple disease signatures. To do so, we extend the recently proposed Deep Grading (DG) framework [30] by training it with multiple types of dementia (i.e., AD and FTD). Then, we classify these DG features using a graph convolutional neural network (GCN) [19] to better capture disease signatures. Second, we propose to ensemble the GCN decision with a support vector machine (SVM) using brain structure volumes to improve differential diagnosis accuracy. By combining structure grading and structure atrophy, the proposed framework offers state-of-the-art performance in both disease detection and differential diagnosis.

2 Materials and method

2.1 Datasets

In this study, we used 2036 MRIs extracted from multiple open access databases: the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [15], the Open Access Series of Imaging Studies (OASIS) [20], the Australian Imaging, Biomarkers and Lifestyle (AIBL) [10], the Minimal Interval Resonance Imaging in Alzheimer’s Disease (MIRIAD) [23] and the Frontotemporal lobar Degeneration Neuroimaging Initiative (NIFD) [1]. All the baseline T1-weighted MRIs available in these

1 Available at https://ida.loni.usc.edu/
Table 1. Number of participants used in our study.

| Dataset | CN  | AD  | FTD |
|---------|-----|-----|-----|
| ADNI1   | 191 | 191 |     |
| ADNI2   | 149 | 181 |     |
| AIBL    | 233 | 47  |     |
| OASIS3  | 658 | 97  |     |
| MIRIAD  | 23  | 46  |     |
| NIFD    | 136 |     | 74  |

databases were used. The NIFD dataset contains FTD patients and CN subjects while other datasets contain AD patients and CN subjects. In NIFD dataset, we only used the behavioral variant sub-type (bvFTD) which is the most prevalent form of FTD. We use all data available in ADNI1 (i.e., 191 AD and 191 CN) and 90 subjects from NIFD (i.e., 45 FTD, 45 CN) for training and validation. We use stratified splitting strategy to obtain 80% training and 20% validation data. To eliminate possible biases during training, the same number of patients and healthy people with no significant difference in age distribution were chosen. The other subjects (i.e., 1199 CN, 371 AD and 29 FTD) were used only at the final evaluation. Table 1 describes the number of participants of each dataset used in this study.

2.2 Preprocessing

The preprocessing of the T1w MRI consisted of 5 steps: (1) denoising [25], (2) inhomogeneity correction [37], (3) affine registration into MNI152 space (181 × 217 × 181 voxels at 1mm × 1mm × 1mm) [2], (4) intensity standardization [24] and (5) intracranial cavity (ICC) extraction [26]. Then, we used AssemblyNet [7] with its default hyper-parameters to segment 133 brain structures (see Figure 1). The brain structure segmentation was used to measure the structure volumes (i.e., normalized volume in % of ICC) and aggregate information to compute the structure grading (see Section 2.3 and Figure 1).

2.3 Method

Recently, a Deep Grading (DG) framework has been proposed for AD detection as an efficient and interpretable tool [30]. Here, we proposed to extend this approach to differential diagnosis and to combine it with atrophy-based features through an ensemble strategy (see Figure 1).

Grading-based classification: First, a preprocessed MRI was downsampled with a factor of 2 to reduce the computational cost. This was used to extract \( k \times k \times k \) (i.e., \( k = 5 \)) overlapping patches of the same size (i.e., \( 32 \times 48 \times 32 \) voxels) uniformly distributed across the whole brain. We used \( m = k \times k \times k \) (i.e., \( m = 125 \)) 3D U-Nets to grade these patches. Concretely, each of the \( m \)
patch locations was analyzed by one specific U-Net. This U-Net was trained to predict a 3D grading map whose each voxel reflects the degree of similarity to normal or abnormal group. The obtained grading values were assembled to reconstitute a global grading map which was interpolated to the original input size. The training procedure of deep grading part was similar to [30]. However, we considered the brain changes of both AD and FTD as abnormal patterns instead of specific patterns of AD. Thus, for the ground-truth, we assign the value 1 (resp. −1) to all voxels inside a patch extracted from an AD/FTD patient (resp. CN subject). All voxels outside of ICC are set to 0. After that, we computed $s = 133$ average grading scores (one per brain structure) using a structural segmentation (obtained with AssemblyNet [7]). By doing this, each subject is encoded into an $s$-dimensional vector. Then, we defined a fully-connected graph of $s$ nodes. Each node embeds structure grading score and subject’s age. A GCN classifier with 3 layers of 32 channels was used to classify this graph. While training the GCN model, due to the imbalance nature of training set, we applied oversampling technique to balance classes in order to make the model more robust.

**Atrophy-based classification:** Parallel to the deep grading model, we used the volume of the 133 brain structures as an additional feature vector to represent atrophy information. To exploit these features, we trained a linear SVM model for the same classification problem. The data used in training the SVM model was the same as training the deep grading model. We used a grid search of three kernels (linear, polynomial, and gaussian) and 500 values of the hyper-parameter $C$ in $[10^{-5}, 10^5]$ on the validation set for tuning hyper-parameters. During training, we used balanced weights (available in scikit-learn library [31]) to compensate for class imbalance.

Finally, we fused the probability vector of GCN and SVM by estimating their best linear combination on training data for the final decision. The training data used for the deep grading model and all the classifiers (i.e., GCN, SVM or ensemble) came from the same subjects.

3 Experimental results

3.1 Ablation study for binary classification tasks

Table 2 shows the results of our ablation study dedicated to binary classification tasks. First, we propose to perform dementia diagnosis (i.e., AD and FTD vs. CN), AD diagnosis (i.e., AD vs. CN), FTD diagnosis (i.e., FTD vs. CN) and 2-class differential diagnosis (i.e., AD vs. FTD).

**Multiple diseases training for specific disease classifications.** In this part, we assessed the influence of mixing multiple diseases in training for specific disease classifications. To do this, we trained deep grading model + classifier respectively with ADNI1 ($N = 382$), NIFD ($N = 90$) and ADNI1 + NIFD ($N = 472$) (see Table 2). For AD diagnosis, we observed that mixing AD and FTD (using ADNI1 + NIFD) during training can improve the model performance compared to training only on AD, CN subjects (see exp. 1 vs. 3; exp. 7 vs. 9). For FTD diagnosis, this training strategy yielded better results for all classifiers.
(see exp. 2 vs. 3; exp. 5 vs. 6; exp. 8 vs. 9). Overall, training on multiple diseases can improve, in most of cases, the performance compared to directly train the classifier for a specific task.

**Combining grading and atrophy for better diagnosis.** We observed that GCN based on DG features obtained the best results for almost all the binary diagnosis tasks compared to SVM with balanced accuracies (BACC) similar or higher than 88%. For 2-class differential diagnosis AD vs. FTD, SVM based on atrophy features outperformed GCN and obtained 89.5% in BACC. Consequently, we propose to combine both strategies in order to take advantage of the high capability of deep grading framework to detect pathologies and the good performance of atrophy-based classification to differentiate AD from FTD. As expected, the combined model (see exp. 9) yielded the best performance for all the considered classification tasks (see Table 2).

### 3.2 Performance for multi-disease classification

Table 3 presents the results obtained for the 3-class differential diagnosis (*i.e.*, AD vs. CN vs. FTD). We studied the performance of GCN using deep grading, SVM using brain structure volumes and the proposed combination. As previously, the proposed combination of deep grading and atrophy-based features obtained the best results. Indeed, this model yielded better performance for all of three metrics: accuracy (ACC), balanced accuracy (BACC) and area under curve (AUC). GCN obtained the best results only for FTD sensitivity. These ensembling results were then chosen to compare with current state-of-the-art methods.
Table 2. Ablation study of our method for binary classification tasks. We use the balanced accuracy (BACC) to assess the performance. The reported performances are the average of 10 repetitions and presented in %. Red: best result, Blue: second best result.

| No. | Training set | Classifier | Dementia diagnosis | AD diagnosis | FTD diagnosis | Differential diagnosis |
|-----|--------------|------------|--------------------|--------------|---------------|------------------------|
|     |              |            | Dem. vs. CN N = 1554 | AD vs. CN N = 1525 | FTD vs. CN N = 1183 | AD vs. FTD |
| 1   | ADNI1        | GCN        | -                  | 89.6         | -             | -                      |
| 2   | NIFD         | GCN        | -                  | 88.0         | -             | -                      |
| 3   | ADNI1+NIFD   | GCN        | **90.3**           | **90.1**     | **92.3**      | 74.6                   |
| 4   | ADNI1        | SVM        | -                  | 86.3         | -             | -                      |
| 5   | NIFD         | SVM        | -                  | 88.4         | -             | -                      |
| 6   | ADNI1+NIFD   | SVM        | 86.7               | 86.2         | 91.7          | **89.5**               |
| 7   | ADNI1        | Ensemble   | -                  | 89.9         | -             | -                      |
| 8   | NIFD         | Ensemble   | -                  | 88.4         | -             | -                      |
| 9   | ADNI1+NIFD   | Ensemble   | **90.5**           | **90.3**     | **93.3**      | **89.7**               |

Table 3. Performance of different models for the multiple disease classification. We denote "Sen." for sensitivity. The reported performances are the average of 10 repetitions and presented in %. The best performances are in red.

| Classifier | ACC   | BACC  | AUC   | CN Sen. | AD Sen. | FTD Sen. |
|------------|-------|-------|-------|---------|---------|----------|
| GCN        | 85.5  | 80.7  | 91.3  | 91.2    | 66.3    | 84.5     |
| SVM        | 89.3  | 83.4  | 94.8  | 92.9    | 77.9    | 76.9     |
| Ensemble   | **90.4** | **85.4** | **95.3** | **93.4** | **81.0** | 81.7     |

3.3 Comparison with state-of-the-art methods

Most of existing methods are based on classification using machine learning of volume-based or surface-based features. Kim et al. used a linear discriminant analysis to classify cortical thickness (Cth) for dementia diagnosis and 2-class differential diagnosis (i.e., AD vs. FTD) [18]. Möller et al. used an SVM to classify tissue density map for binary classification tasks [28]. In [41], Yu et al. computed volume-based scores and used a simple threshold for different classifications. Bron et al. used an SVM based on tissues density maps for many classification tasks. A few methods based on deep learning have been also proposed. Ma et al. used a generative adversarial network (GAN) to classify structure volumes and Cth for 3-class differential diagnosis [22]. In [13], Hu et al. used a Convolutional Neural Network (CNN) on intensities for multi-class classification.

Tables 4 and 5 respectively summarize the current performance of state-of-the-art methods proposed for binary classifications and 3-class classification. It should be noted that comparison has to be considered with caution. First, the data used for evaluation are not the same between methods. For instance, we use bvFTD patients (like [28]) while others mixed several variants [5,13,18,22]. The metrics can also be different, some studies (i.e., [13]) used ACC which is known to be sub-optimal when classes are unbalanced while other used BACC.
Table 4. Comparison of our method with current state-of-the-art methods for binary classification tasks. Our reported performances are the average of 10 repetitions and presented in %. Red: best result. The balanced accuracy (BACC) is used to assess the model performance except for [13] that used accuracy (ACC).

| Method              | Dementia diagnosis Dem. vs. CN | AD diagnosis AD vs. CN | FTD diagnosis FTD vs. CN | Differential diagnosis AD vs. FTD |
|---------------------|-------------------------------|------------------------|--------------------------|---------------------------------|
| CNN on intensities  | -                             | 77.2                   | 68.0                     | 81.3                            |
| LDA on Cth [18]     | 86.2                          | -                      | -                        | 89.8                            |
| SVM on tissue map   | -                             | 85.0                   | 72.5                     | 78.5                            |
| Threshold on volumes [41] | 85.7          | -                      | -                        | 83.0                            |
| Our method          | **90.5**                      | **90.3**               | **93.3**                 | **89.7**                        |

Table 5. Comparison of our method with current state-of-the-art methods for 3-class differential diagnosis AD vs. FTD vs. CN. Red: best result. We denote ACC for accuracy, BACC for balanced accuracy and AUC for area under curve.

| Method                     | ACC  | BACC | AUC  |
|----------------------------|------|------|------|
| SVM on tissue maps [5]     | -    | 75.0 | 90.0 |
| GAN on Cth and volume [22] | 88.3 | 85.3 | -    |
| CNN on intensities [13]    | 66.8 | -    | -    |
| Our method                 | **90.4** | **85.4** | **95.3** |

For binary classification problems (see Table 4), our method shows higher performance than other methods in specific disease diagnosis. For the 2-class differential diagnosis (AD vs. FTD) our result was comparable with the best one. For the 3-class differential diagnosis (see Table 5), our method presented better performance in all metrics compared to other studies. Furthermore, contrary to other deep learning based methods, we provide an interpretable grading map allowing to localize abnormal regions in brain (see Section 3.4). These results highlight the potential value of our method in clinical practice.

3.4 Interpretation of deep grading map

To assess the interpretability of the deep grading map, we computed the average grading map for each group (i.e., CN, AD and FTD). Figure 2 shows sagittal and coronal views of these average grading maps. For the group of healthy people (i.e., CN), all brain regions were detected as normal as expected. For the AD group, the average grading map highlighted regions around hippocampus. This area is well-known to be affected by AD [36]. For FTD group, the abnormal regions were localized around the ventromedial frontal cortex. This region presents significant atrophy in FTD patients [34].

We further investigated the top 10 structures with highest grading score in AD and FTD group. For AD group, eight over ten structures highlighted by the average grading map were known to be related to AD: left ventral diencephalon [21], left hippocampus [11], left amygdala and left inferior lateral ventricle [6].
left parahippocampal gyrus and left entorhinal area, left thalamus, left basal forebrain. For FTD group, we also found several structures related to the disease: bilateral anterior cingulate gyrus, left medial frontal cortex and right middle frontal gyrus, bilateral frontal pole.

Moreover, the abnormality map of FTD appeared asymmetric between left and right hemisphere. This result is in line with our current knowledge on this disease since bvFTD patients usually exhibit higher atrophy in the right hemisphere.

![Image](image.png)

**Fig. 2.** Average grading map per group of subjects in the MNI space with neurological orientation (with the right of the patient at the right).

### 4 Conclusion

In this paper, we proposed a new method for specific disease diagnosis (i.e., AD vs. CN, FTD vs. CN) and differential diagnosis (i.e., AD vs. FTD, AD vs. FTD vs. CN). Our purpose was to expand the knowledge about different dementia sub-types and offer an accurate diagnosis tool in a real clinical scenario. To this end, we extended a recent deep grading framework for multiple classification problems. First, we showed that our training strategy using multiple diseases (i.e., AD and FTD) can improve the performance of specific disease diagnosis. Second, we proposed to combine the high capacity in disease detection offered by structure grading with the high accuracy on differential diagnosis provided by structure atrophy. As a result, our ensembling models achieved state-of-the-art in performance for various classification tasks. Finally, the grading maps offer an
easily interpretable tool to investigate dementia signatures over the entire brain. The structures highlighted by our grading map highly correlate with current physiopathological knowledge on AD and FTD. This presents a potential value of our method in clinical practice.
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