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Abstract

In this paper, we consider deep neural networks for solving inverse problems that are robust to forward model mis-specifications. Specifically, we treat sensing problems with model mismatch where one wishes to recover a sparse high-dimensional vector from low-dimensional observations subject to uncertainty in the measurement operator. We then design a new robust deep neural network architecture by applying algorithm unfolding techniques to a robust version of the underlying recovery problem. Our proposed network - named Robust lEarned Shrinkage-Thresholding (REST) - exhibits an additional normalization processing compared to Learned Iterative Shrinkage-Thresholding Algorithm (LISTA), leading to reliable recovery of the signal under sample-wise varying model mismatch. The proposed REST network is shown to outperform state-of-the-art model-based and data-driven algorithms in both compressive sensing and radar imaging problems wherein model mismatch is taken into consideration.
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I. INTRODUCTION

Inverse problems, involving the recovery of a high-dimensional vector of interest from a low-dimensional observation vector, arise in various signal and image processing applications such as compressive sensing [1], [2], [9], synthetic aperture radar (SAR) [4], [5], medical imaging [6]–[8], and many more. Three major classes of approaches have been developed over the years to solve such inverse problems. Classical model-based techniques leverage knowledge of the underlying linear model to solve inverse problems via the formulation of optimization problems that include
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two terms in the objective: (1) a data fidelity term and (2) a data regularization term. The fidelity term encourages the solution to be consistent with the observations whereas the regularization encourages solutions that conform to a certain postulated data prior. For example, variational methods use a regularizer that promotes smoothness of the solutions \cite{10}, \cite{11} whereas sparsity-driven methods use regularizers that promote sparse solutions in some transform domain \cite{9}, \cite{12}.

More recent data-driven techniques “solve” an inverse problem by using powerful neural networks that learn how to map the model output to the model input based on a number of input-output examples \cite{13}–\cite{16}. These approaches offer various advantages over model based ones including higher performance and lower complexity. However, state-of-the-art data-driven approaches such as deep learning also exhibit various disadvantages: (i) they are often based on heuristic network designs requiring hand-crafted trial-and-error (ii) they typically lack interpretability, including physical meaning; and importantly (iii) they require rich datasets to learn the inverse operation mapping observations to quantities of interest that are not always available.

Finally, in view of the fact that the underlying inverse problem model is often (approximately) known in various settings, there has been increased interest in model-aware data-driven approaches to inverse problems. A popular model-aware data-driven approach relies on algorithm unfolding or unrolling \cite{17}–\cite{21}. It involves (i) the formulation of an optimization problem allowing to recover the quantities of interest from the observed quantities; (ii) the identification of an iterative algorithm to solve such an inverse problem; (iii) the conversion of such an iterative algorithm onto a network where each algorithm iteration corresponds to a network layer; and (iv) the optimization of the resulting network parameters using back-propagation based on a dataset. These methods have been applied to a wide range of signal and image processing problems such as compressive sensing \cite{19}, deblurring \cite{20}, super-resolution \cite{22}, \cite{23}, and many more, where it has been shown that they can deliver higher performance while offering interpretability in comparison to purely data-driven techniques \cite{30}.

An increasing challenge arising in inverse problems affecting the performance of these various approaches relates to the presence of mismatch between the actual model and the postulated one.

\footnote{Data-driven approaches shift the computational burden from the testing phase to the training phase. A neural network – once optimized – can deliver an estimate of the target quantity more rapidly than a classical optimization based method.}
due to erroneous modelling of the forward model [24], [25] or other anomalies. For example, in applications such as SAR imaging such a mismatch may arise from the motion error of the aircraft due to air disturbance. Likewise, in applications such as MRI imaging mismatch may arise from unexpected movement or jitter of the target object.

In scenarios where the mismatch between the true model and the postulated one is fixed, it has been shown that model-based approaches to inverse problems can suffer considerable degradation [25]; in contrast, data-driven techniques (including model aware data driven ones such as learnt iterative soft threshold algorithm (LISTA) [17]) are less affected because the inverse mapping corresponding to the actual model can still be learnt given enough training data. However, when the mismatch between the true model and the postulated one is not fixed but varies potentially across measurements over time – such as in the aforementioned SAR and MRI imaging settings – the performance of data-driven techniques, including model-aware ones, can be severely compromised. In fact, it has been shown that, in the presence of mismatch, the performance of model-based approaches to inverse problems may be significantly better than existing deep learning based methods [30].

Therefore, a number of approaches have recently emerged to successfully tackle model mismatch in inverse problems. For example, [26] proposed a total-least squares recovery algorithm allowing the reconstruction of a high-dimensional vector from low-dimensional noisy measurements in the presence of mismatch in the forward measurement operator. In [27], the authors proposed a matrix-uncertainty generalized approximate message passing algorithm in a Bayesian framework with informative priors allowing the reconstruction of high-dimensional vectors with random mismatch. There also exists various approaches to deal with model mismatch in different practical applications. The authors in [28] formulated a dynamic magnetic resonance imaging problem as a blind compressive sensing problem, wherein the forward-model is assumed to be integrated with unknown mismatch. In SAR applications, an alternating minimization strategy was proposed in [29] to simultaneously estimate the model mismatch and the sparse coefficients from the SAR data.

However, to the best of our knowledge, there has been less progress in the development of data-driven approaches, including deep learning ones, to inverse problems that are robust to model mismatch. There are some works relating to the design of deep neural networks robust to adversarial attacks [31], which are small imperceptible perturbations to the input data that seriously degrade the performance of an otherwise high-performing data-driven approaches.
These include techniques based on adversarial training [32], data pre-processing [33] and robust neural network design [34], [35]. However, robustness against model mismatches has not been addressed.

In this paper, we propose a new approach to design robust neural network architectures, leveraging unfolding techniques. This allows to solve the linear inverse problem subject to uncertainty in the measurement operator. In particular, by building upon a total least squares formulation of a inverse problem where one wishes to recover a high-dimensional vector from low-dimensional noisy measurements subject to model mismatch, we make the following contributions:

- We first develop a (robust) iterative soft threshold algorithm (ISTA) based solver to the underlying total least squares problem using conventional proximal gradient.
- We then map this robust ISTA solver onto a Robust lEarned Shrinkage Thresholding (REST) network using algorithm unfolding techniques whereby each robust ISTA iteration corresponds to a REST network layer.
- We demonstrate via experiments that REST can outperform various model-based and data-driven algorithms in compressive sensing and radar imaging problems.

The remainder of the paper is organized as follows: Section II formulates the linear inverse problem in the presence of mismatch in measurement operator. Section III describes the design of our proposed REST network. Sections IV and V present experimental results in compressive sensing and radar imaging tasks, respectively. Finally, in section VI, we draw conclusions.

The Appendix A presents experimental results in compressive sensing task to compare the performance of the proposed REST network with shared and unshared parameters in each layer. The Appendix B presents some alternative strategies to unfold REST network along with their performance in a simple compressive sensing task. The Appendix C presents experimental results in compressive sensing task to support our intuitions on the comparison between REST and LISTA.

II. PROBLEM FORMULATION

Consider a conventional linear inverse problem given by:

\[ y = Ax + e, \]
where \( y \in \mathbb{R}^{M \times 1} \) is an observation vector, \( x \in \mathbb{R}^{N \times 1} \) is the vector of interest, \( e \in \mathbb{R}^{M \times 1} \) is measurement noise, and \( A \in \mathbb{R}^{M \times N} \) models the inverse problem forward operator where \( N > M \). The goal is to reconstruct \( x \) from the observation \( y \) given a measurement matrix \( A \). These problems arise in various domains in signal and image processing, such as medical imaging systems \([37]\), high-speed videos \([38]\), single-pixel cameras \([39]\), and radar imaging \([40]\).

It is not generally possible to recover \( x \) from \( y \) when \( N > M \) unless one makes additional assumptions about the structure of the vector of interest. In particular, by postulating that \( x \) is sparse, a popular approach to recover \( x \) from \( y \) involves using the least-absolute shrinkage and selection operator (Lasso) \([41]\), which is a solution to

\[
\min_x \| y - Ax \|_2 + \lambda \| x \|_1, \tag{2}
\]

where \( \| \cdot \|_2 \) is the \( l_2 \) norm and \( \| \cdot \|_1 \) denotes the \( l_1 \)-norm. This optimization problem can be solved using the well-known iterative soft thresholding algorithm (ISTA) \([42]\) or ADMM \([43]\).

Alternatively, one can adopt algorithm unfolding or unrolling techniques \([20]\) to map such solvers onto a neural network architecture, whose parameters can then be further tuned using gradient descent or some variant based on the availability of a series of examples \( \{(x_i, y_i)\}_{i=1}^n \). Networks derived from ISTA or ADMM known as LISTA \([17]\) and ADMM-Net \([19]\) respectively, have been shown to perform much better than purely learnt networks (e.g. \([16]\)) or ISTA \([42]\) and ADMM \([43]\).

Consider now a more challenging scenario where the observation vector \( y \in \mathbb{R}^{M \times 1} \) is related to \( x \in \mathbb{R}^{N \times 1} \) as:

\[
y = (A + E)x + e. \tag{3}
\]

The model in \([1]\) differs from the model in \([3]\) in that the forward operator \( A \) - which is assumed to be known - is now contaminated by an error matrix \( E \), which is unknown. Therefore, one now needs to recover the vector of interest in the presence of model mismatch \( E \).

To recover \( x \) from \( y \) in this case, one may consider a robust version of LASSO, or an \( l_1 \) regularized version of total least squares \([26]\) as follows:

\[
\min_{x,E} \| [E \quad e] \|_2 + \lambda \| x \|_1, \quad \text{s.t.} \quad y = (A + E)x + e. \tag{4}
\]

Our goal is to build upon this formulation in order to design a data-driven approach using algorithm unfolding or unrolling techniques to recover \( x \) reliably from \( y \) in the presence of
model mismatch. Model mismatch can be divided into two categories according to whether the mismatch is varying or fixed for different samples:

1) **sample-wise fixed mismatch:** In this scenario, the model mismatch is fixed for different data samples. One can then reliably recover $x$ from $y$ using data driven approaches such as LISTA. The reason is that the inverse mapping corresponding to the actual model can be learnt given enough training data as varying samples share the same model mismatch.

2) **sample-wise varying mismatch:** In this scenario, the model mismatch is changing for different data samples, which is much more common in practical applications. It is very hard for existing data-driven approaches to deal with sample-wise varying model mismatch. There also appears to be less work on how to design data-driven approaches – especially deep learning ones – with sample-wise varying model mismatch.

Our goal is to design a data-driven approach using algorithm unfolding technique based on the formulation in (4) for sample-wise varying mismatch.

### III. ROBUST LEARNED SHRINKAGE-THRESHOLDING (REST) NETWORK

#### A. Robust ISTA

As shown in [26], the problem (4) can be solved in two different ways:

1) The first approach involves simultaneous recovery of $x$ and $E$ given $y$. This is possible by converting (4) into

$$
\min_{x,E} \|y - (A + E)x\|_2^2 + \|E\|_F^2 + \lambda \|x\|_1.
$$

(5)

2) By admitting the closed-form solution of $E$, the second approach converts the original total least squares optimization problem in (4) into the following optimization problem only related to $x$:

$$
\min_x \frac{\|y - Ax\|_2^2}{1 + \|x\|_2^2} + \lambda \|x\|_1.
$$

(6)

In [26], the optimization problem in (6) is solved by a two iteration loop method, which comprises an outer iteration loop based on the bisection method [44], and an inner iteration loop that relies on a variant of branch-and-bound (BB) method [45]. Here, we propose a proximal gradient method in order to design an iterative algorithm to recover $x$ from $y$, which will be utilized to unfold into a network. This proximal gradient method here can be seen as a robust version of the ISTA algorithm, because both ISTA and robust ISTA solve a $l_1$ regularized version...
of a least square problem using proximal gradient methods. However, robust ISTA deals with the optimization problem appearing in (6), where model mismatch is present, whereas ISTA deals with the optimization problem in (2).

Taking the gradient on the first term in (6) and executing a proximal step on the second term results in

$$x^{k+1} = S_{\mu\lambda}\{x^k - \mu g^k\},$$ (7)

where $\mu > 0$ is a step size, $x^k$ represents the estimation of $x$ in the $k$-th iteration, and $g^k$ denotes the gradient of the first term evaluated at $x^k$:

$$g^k = 2 \frac{[(1 + \|x^k\|^2_2)A^T(Ax^k - y) - \|y - Ax^k\|^2_2x^k]}{(1 + \|x^k\|^2_2)^2}.$$ (8)

The operator $S_{\mu\lambda}(\cdot)$ is the soft thresholding operator, and is applied element-wise on its vector argument as

$$S_{\mu\lambda}\{x\} = \text{sign}(x) \cdot \max(|x| - \mu\lambda, 0).$$ (9)

We next adopt unfolding techniques in order to map the robust recovery algorithm in (7) onto a robust neural network that can be used to recover high-dimensional sparse vectors from low-dimensional noisy measurements in the presence of model mismatch.

**B. Robust Learned Shrinkage-Thresholding Network**

We first use (8) in order to re-write (7) as follows:

$$x^{k+1} =
S_{\mu\lambda}\left(x^k + \frac{2\mu\|y - Ax^k\|^2_2x^k}{(1 + \|x^k\|^2_2)^2} x^k - \frac{2\mu A^T A}{1 + \|x^k\|^2_2} x^k + \frac{2\mu A^T y}{1 + \|x^k\|^2_2} \right).$$ (10)

Replacing $A$ in the first term by $A_1$, $A^TA$ in the second term by $A_2$, and $A^T$ in the third term by $A_3$, (10) becomes

$$x^{k+1} =
S_{\mu\lambda}\left(x^k + \frac{2\mu\|y - A_1 x^k\|^2_2 x^k}{(1 + \|x^k\|^2_2)^2} x^k - \frac{2\mu A_2}{1 + \|x^k\|^2_2} x^k + \frac{2\mu A_3}{1 + \|x^k\|^2_2} y \right).$$ (11)

We now map the iterative algorithm in (11) onto a neural network architecture using unfolding techniques. In particular, we firstly map each iteration of the algorithm onto a layer of the neural network. Such a layer produces an output $x^{k+1}$ – which is input to the next layer – based
on an input $x^k$ that undergoes a series of transformation such as linear transformations, linear scalings, and soft-thresholding operations. We then stack various such layers in order to produce an overall neural network. Such a network consisting of $K$ layers corresponds to $K$ iterations of the original robust ISTA algorithm, it accepts as input an initialization $x^0$, and it delivers as output an approximate solution $x^K$. Finally, we use different learnable parameters per network layer corresponding to the original parameters. Concretely, we choose learnable parameters $\lambda, \mu, A_1, A_2$ and $A_3$. Note that each layer in the proposed network share the same learnable parameters (i.e., $\lambda, \mu, A_1, A_2$ and $A_3$) are set to be the same in each layer) to give the network more restrictions to promote a better performance. We compare the performance of shared and unshared learnable parameters in each layer of REST in Appendix A.

The architecture of our network is depicted in Fig. 1. We note that depending on how we define the learnable parameters associated with (10) and (11) we may have slightly different neural network architectures. We elaborate on these possibilities in Appendix B.

1) Learning Algorithm: To optimize the learnable parameters we rely on a dataset containing a series of pairs $(x_l, y_l)$, $l = 1, \ldots, L$ where $x_l$ corresponds to the original sparse vector and $y_l$ corresponds to the observation vector derived from the linear model in (3) for some fixed forward operator $A$ and some unknown forward operator perturbation $E$, that may vary from example to example. Therefore, by fixing $A$ across training examples and letting $E$ and $n$ vary across training examples, we learn a network that is able to recover $x$ from $y = (A + E)x + n$ for any unknown model perturbation $E$.

We rely on a standard cost function measuring the difference between the network prediction
of the vector of interest and the ground truth vector of interest as follows:

$$\min_\theta \frac{1}{L} \sum_{l=1}^{L} \|\hat{x}^l - x^l\|_2^2$$  \hspace{1cm} (12)$$

where $\hat{x}^l$ corresponds to the network output given network input $y^l$, $x^l$ corresponds to the ground truth and $\theta$ aggregates the various learnable parameters. We then adopt standard gradient descent algorithms in order to learn the network parameters $\lambda, \mu, A_1, A_2$ and $A_3$.

C. REST vs LISTA
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Fig. 2. LISTA Neural Network Architecture.

We show in sequel that REST can perform substantially better than other unfolding approaches such as LISTA in the presence of inverse problems subject to model uncertainty. It is therefore instructive to compare the REST network architecture to the LISTA architecture (cf. Fig. 1 vs Fig. 2). The main difference between a layer in LISTA and in REST lies in two additional processing operations: 1) one corresponds to the second term in (11) and 2) the other corresponds to the normalization by $1 + \|x\|_2^2$. In fact, without these operations, the REST architecture immediately reduces to a network very similar to LISTA. These additional operations play a critical role in mitigation of sample-wise model mismatch. The first operation enlarges the number of parameters, allowing for a much better fit. In REST, we have $2M \times N + N \times N + 2$ learnable parameters in each layer and comparatively, we have $M \times N + N \times N + 1$ learnable parameters for LISTA. The second operation normalizes the output of each layer, promoting a more robust solution.

We perform various experiments in Appendix C to support our intuitions on the comparison between REST and LISTA.
IV. NUMERICAL RESULTS

We now conduct a series of experiments on a simple compressive sensing task where one wishes to recover a vector of interest from a noisy linear measurements, in the presence of model mismatch. We compare the performance of the proposed REST network to well-known LISTA and ADMM-Net as well as results for Basis Pursuit (BP) [47], ISTA [42], robust ISTA [26], and MU-GAMP [27] algorithms.

A. Experimental setup

Our experimental set-up involves the generation of synthetic data as follows: We generate 1100 different sample pairs \((x, y)\) where the matrix is \(A\) remains fixed, the matrix \(E\) varies from sample to sample, and the noise vector \(e\) and target vector \(x\) also vary from sample to sample. Up to 1000 of these sample pairs is used for training purposes for the learning-based approaches, i.e., REST, LISTA and ADMM-Net, and the remaining 100 samples are used for testing purposes (i.e. evaluation of the performance of the approaches) for all the different methods. The measurement vector \(y \in \mathbb{R}^{13}\) is generated per (3), the target vector \(x \in \mathbb{R}^{250}\) is sparse with four randomly chosen non-zero elements taking values uniformly in the interval \((0,1]\), and the noise vector \(e \in \mathbb{R}^{130}\) has i.i.d. Gaussian entries with zero mean and variance \(\sigma^2 = 0.03\). The matrix \(A \in \mathbb{R}^{130 \times 250}\) has i.i.d. Gaussian entries with zero mean and variance such that \(\|A\|_F = 10\). The matrix \(E \in \mathbb{R}^{130 \times 250}\) also has i.i.d. Gaussian entries with zero mean; furthermore, for samples in the training set we generate perturbation matrices \(E\) such that \(\|E\|_F \leq r\) and for samples in the testing set we generate perturbation matrices \(E\) such that \(\|E\|_F \leq r'\). This allows us to compare the performance of different learning-based approaches in scenarios where (a) there is no model mismatch in the training samples, in the testing samples, or across training and testing samples \((r = r' = 0)\) and (b) there is model mismatch in training samples, testing samples, or across training and testing samples \((r \neq 0\) or \(r' \neq 0)\).

We use the reconstruction mean squared error (MSE) to evaluate the performance of the different approaches.

\[
\text{MSE} = \sum_{l=1}^{L} \frac{1}{LN} \|x^l - \hat{x}^l\|_2^2,
\]

(13)

where \(\hat{x}^l\) corresponds to the network output given network input \(y^l\), \(x^l\) corresponds to the ground truth.
We consider the various networks listed in Table I. The learnable parameters of these networks in each layer are tied with shared parameters in each layer. Note that REST6, ADMM-Net8 and LISTA8 have similar parameter numbers, i.e., 765,012 parameters for REST6, 760,008 parameters for LISTA8 and 760,016 parameters for ADMM-Net8. However, the numbers of learnable parameters are different, i.e., 127,502 learnable parameters for REST6, 95,001 learnable parameters for LISTA8 and 95,002 learnable parameters for ADMM-Net8 as each layer share the same parameters. We then train the various networks by using stochastic gradient descent (SGD) with learning rate $l_r = 10^{-4}$ and batch size to be 32. We use 2000 epochs to train the networks.

**B. Experimental Results**

Fig. 3 depicts the training and testing loss in terms of the number of training epochs for the different networks shown in Table I for $r = r' = 5$ with 1000 training samples and 100 testing samples. We observe that LISTA and ADMM-Net converge faster than REST. However, REST fits the data much better than LISTA and ADMM-Net in the presence of model mismatch. In addition, the testing error in REST is lower than LISTA and ADMM-Net, and the generalization error - corresponding to the difference between testing and training errors - of REST is smaller than that of LISTA and ADMM-Net as the number of epochs increase. Notably, these trends also apply to other values of $r$ and $r'$.

Fig. 4 depicts training and testing loss vs number of training samples of the different networks shown in Table I for $r = r' = 5$ with 100 testing samples and 2000 epochs. We note again that training error is much lower for REST than LISTA and ADMM-Net, especially for a larger number of training points. This indicates that REST fits the training data much better than LISTA and ADMM-Net. Likewise, the testing error is also much lower for REST in comparison with LISTA and ADMM-Net. Fig. 4 also shows that in the presence of model mismatch, the
generalization error is smaller for REST than LISTA and ADMM-Net. Similar trends also apply for different values of $r$ and $r'$.

We next evaluate the performance of different approaches as a function of the degree of model mismatch present in training data ($r$) and testing data ($r'$). Table II depicts training errors ($10 \log_{10} \text{MSE}$) of REST, LISTA and ADMM-Net for different mismatch errors existing in the training data with 1000 training samples and 2000 epochs. It can be observed that when the $r = 0$ (i.e. when the forward model is fixed so that each training sample sees the same forward model), LISTA and ADMM-Net have smaller training errors than REST. This is because LISTA and ADMM-Net apply to inverse problems without any model mismatch. However, when the $r \geq 2$, LISTA and ADMM-Net do not fit well to the training data whereas REST does much better.

Table III depicts the testing errors ($10 \log_{10} \text{MSE}$) of different networks with different $r$ and $r'$ with 1000 training samples, 100 testing samples and 2000 epochs. We now comment on the performance under different mismatch regimes:
Fig. 4. Training and testing loss vs training set size with 100 testing samples and 2000 epochs $r = r' = 5$ with 2000 epochs. 
(a) REST6. (b) LISTA6. (c) LISTA8. (d) ADMM-Net6. (e) ADMM-Net8.

| Scenario $r = r'$ | REST6 | LISTA6 | LISTA8 | ADMM-Net6 | ADMM-Net8 |
|-------------------|-------|--------|--------|-----------|-----------|
| $r = 0$           | -2.61 | -3.70  | -3.74  | -3.96     | -3.98     |
| $r = 2$           | -1.98 | -1.14  | -1.15  | -1.57     | -1.57     |
| $r = 4$           | -1.67 | -0.97  | -1.02  | -1.01     | -1.05     |
| $r = 6$           | -1.28 | -0.61  | -0.66  | -0.70     | -0.73     |
| $r = 8$           | -1.06 | -0.34  | -0.36  | -0.48     | -0.49     |
| $r = 10$          | -0.94 | -0.29  | -0.28  | -0.48     | -0.11     |
| $r = 12$          | -0.81 | 0.29   | 0.28   | 0.12      | 0.11      |

- Scenario $r = r'$ = 0: This scenario is such that the training samples and the testing samples are subject to the same forward operator. It is clear that LISTA and ADMM-Net have better performance than REST because LISTA and ADMM-Net are specifically designed for inverse problems without any mismatch.
- Scenario $r \neq 0$ or $r' \neq 0$: This scenario is such that the training samples and/or the testing samples are subject to different forward operators. We can observe that – for a certain level of mismatch in the testing samples $r' > 0$ – the higher the amount of mismatch in the
TABLE III
TESTING LOSS ($10\log_{10}\text{MSE}$) FOR DIFFERENT NETWORKS WITH DIFFERENT $r$ AND $r'$ WITH 1000 TRAINING SAMPLES, 100 TESTING SAMPLES AND 2000 EPOCHS.

| Methods    | $r = 0$ | $r = 4$ | $r = 8$ | $r = 12$ | $r' = 0$ | $r' = 4$ | $r' = 8$ | $r' = 12$ |
|------------|---------|---------|---------|----------|---------|---------|---------|---------|
| REST6      | -2.57   | -1.58   | -0.99   | -0.74    | -2.40   | -1.72   | -1.22   | -1.01   |
| LISTA6     | -3.49   | -0.62   | 0.48    | 0.54     | -2.57   | -0.74   | -0.26   | 0.09    |
| LISTA8     | -3.49   | -0.65   | 0.47    | 0.52     | -2.56   | -0.79   | -0.27   | 0.07    |
| ADMM-Net6  | -3.77   | -0.53   | 0.62    | 0.81     | -2.91   | -1.03   | -0.48   | -0.13   |
| ADMM-Net8  | -3.78   | -0.54   | 0.61    | 0.80     | -2.90   | -1.05   | -0.51   | -0.16   |

TABLE IV
ERRORS ($10\log_{10}\text{MSE}$) OF TESTING DATA FOR DIFFERENT MODEL-BASED APPROACHES WITH DIFFERENT $r'$. 

|          | $r' = 0$ | $r' = 4$ | $r' = 8$ | $r' = 12$ |
|----------|---------|---------|---------|---------|
| BP       | -3.07   | -1.26   | 0.45    | 0.91    |
| ISTA     | -2.82   | -0.73   | 0.43    | 0.83    |
| Robust ISTA | -2.47   | -1.22   | -0.48   | -0.17   |
| MU-GAMP  | -2.39   | -1.30   | -0.99   | -0.70   |

As expected, comparing Table III to Table IV, without any model mismatch in the testing data ($r' = 0$), model-based approaches outperform REST (independently of the value of $r$); conversely, with model mismatch in the testing data ($r' > 0$), REST outperforms any of the model-based approaches, for any value of $r$ (the level of model mismatch in the training data).

We also evaluate the performance of the proposed REST network as a function of the number of layers. We use the aforementioned default experiment setting except that we now vary the training set, the higher the performance of the various unrolling approaches, i.e. REST, LISTA, and ADMM-Net. This is due to the fact that optimizing any of the networks with training data that is subject to different models inherently leads to a more robust network (i.e. this is an instance of robust training). We also observe that for a certain level of mismatch in the training samples $r > 0$ – the higher the amount of model mismatch in the testing samples the lower the performance of the various networks. Importantly, both in scenarios where $r > r'$, $r < r'$, or $r = r' \neq 0$, the proposed REST network outperforms any of the competing networks.
number of layers from 1 to 10. It is clear from Fig. 5 that the number of layers does not appear to affect significantly the training loss. In contrast, it is also clear that the number of layers can affect the testing loss. We attribute this observation to the fact that unfolding networks architecture comes with a strong inductive bias, so that training data can be well fitted with a small number of layers. However, when the number of network layers is small, the processing capacity of REST for complex data is poor. Although REST with a small number of layers can fit training data well, the performance is poor when it comes to the new data during testing procedure.

Finally, we evaluate the computational cost of the different approaches. The different algorithms were implemented on a work server with 4 NVIDIA Tesla V100 GPU. The running times (seconds) to train the networks REST6, LISTA6, LISTA8, ADMM-Net6 and ADMM-Net8 are 41.7s, 29.8s, 39.4s, 26.2s and 37.1s, respectively, while the running times of using the learnt networks to predict the results on testing data of REST6, LISTA6, LISTA8, ADMM-Net6 and ADMM-Net8 are $3.0 \times 10^{-4}\text{s}$, $7.8 \times 10^{-5}\text{s}$, $1.0 \times 10^{-4}\text{s}$, $7.9 \times 10^{-5}\text{s}$ and $1.0 \times 10^{-4}\text{s}$, respectively. The running time of BP, ISTA, robust ISTA and MU-GAMP algorithms are $8.3 \times 10^{-3}\text{s}$, $8.9 \times 10^{-3}\text{s}$, $2.2 \times 10^{-2}\text{s}$ and $3.7 \times 10^{-2}\text{s}$, respectively. Although the computational cost of the training phase is relatively high, optimized networks deliver estimation results much faster than the model-based approaches. Notably, training complexity of REST is not considerably higher than that of LISTA or ADMM-Net, with the slightly higher complexity offset by much better performance.
V. REST IN RADAR IMAGING

We finally apply the proposed REST network in a synthetic aperture radar (SAR) imaging application subject to model mismatch.

A. Problem formulation

We consider a SAR imaging problem where the radar transmits linear frequency modulated (LFM) pulses at a constant rate. Let $x_m$ and $y_n$ refer to the $m$th range gate and $n$th azimuth bin of the target SAR image $Z$, respectively, where $m = 1, 2, \cdots, M$ and $n = 1, 2, \cdots, N$. $M$ and $N$ represent the sample numbers of range and azimuth direction, respectively. It is assumed that $\tau$ and $t$ respectively represent the range and azimuth time, and $i = 1, 2, \cdots, I$ and $q = 1, 2, \cdots, Q$ index the range and azimuth time, where $I$ and $Q$ indicate the sample number of range and azimuth time, respectively. Set $s(\tau_i, t_q, x_m, y_n)$ as the received signal of the $q$th pulse in the $i$th sequence from the target located at $(x_m, y_n)$, which can be written as follows:

$$s(\tau_i, t_q, x_m, y_n) = \varphi(\tau_i, t_q, x_m, y_n)Z(x_m, y_n),$$

(14)

where $Z(x_m, y_n)$ denotes the reflector coefficient of the target located at $(x_m, y_n)$, and

$$\varphi(\tau_i, t_q, x_m, y_n) = \omega_r(\tau_i)\omega_a(t_q)$$

$$\cdot \exp \left\{-j\pi k_r \left( \tau_i - \frac{R(t_q, x_m, y_n)}{c} \right)^2 \right\}$$

$$\cdot \exp \left\{-j4\pi f_c \frac{R(t_q, x_m, y_n)}{c} \right\}.$$  

(15)

In (15), $j = \sqrt{-1}$, $f_c$ is the carrier frequency, $c$ is the speed of light, $k_r$ indicates the frequency modulation (FM) rate associated with the transmitted LFM signal, $\omega_r$ and $\omega_a$ denote range and azimuth envelope corresponding to rectangular window functions given by

$$\omega_r(\tau_i) = \begin{cases} 
1, & \text{if } |\tau_i - 2R(t_q, x_m, y_n)/c| < \frac{T_r}{2}, \\
0, & \text{otherwise},
\end{cases}$$

(16)

and

$$\omega_a(t_q) = \begin{cases} 
1, & \text{if } |t_q - y_n/v| < \frac{T_s}{2}, \\
0, & \text{otherwise}.
\end{cases}$$

(17)
where $T_r$ and $T_s$ denote the transmitted signal time width and synthetic aperture time, respectively, and $R(t_q, x_m, y_n)$ represents the instantaneous slant range from image position $(x_m, y_n)$ to the moving platform at azimuth time $t_q$

$$R(t_q, x_m, y_n) = \sqrt{(y_p + vt_q - y_n)^2 + (x_p - x_m)^2 + z_p^2},$$  

(18)

where $(x_p, y_p, z_p)$ denotes radar platform position at the time $t_q = 0$, and the radar platform is assumed to move along $y$ axis with constant velocity $v$. The corresponding SAR system configuration is illustrated in Fig. 6.

Assume the received signal at the $q$th pulse of the $i$th sequence is represented by $S(\tau_i, t_q)$, which can be written as follows:

$$S(\tau_i, t_q) = \sum_m \sum_n s(\tau_i, t_q, x_m, y_n) + \Gamma(\tau_i, t_q)$$

$$= \sum_m \sum_n \varphi(\tau_i, t_q, x_m, y_n)Z(x_m, y_n) + \Gamma(\tau_i, t_q),$$  

(19)

where $\Gamma(\tau_i, t_q)$ denotes the additive noise at $(\tau_i, t_q)$. The equation can be also rewritten as

$$y = Ax + e,$$  

(20)
where $y = \text{vec}(S)$, $x = \text{vec}(Z)$, $e = \text{vec}(\Gamma)$, $H$ is

$$A = \begin{bmatrix}
\varphi_{1,1,1,1} & \varphi_{1,1,2,1} & \cdots & \varphi_{1,1,M,N} \\
\varphi_{2,1,1,1} & \varphi_{2,1,2,1} & \cdots & \varphi_{2,1,M,N} \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{I,Q,1,1} & \varphi_{I,Q,2,1} & \cdots & \varphi_{I,Q,M,N}
\end{bmatrix}, \quad (21)$$

and $\varphi_{i,q,m,n} = \varphi(\tau_i, t_q, x_m, y_n)$. Subsequently, the radar imaging problem can be cast onto the problem:

$$\min_x \|y - Ax\|_2 + \lambda\|x\|_1. \quad (22)$$

In the practical application of SAR imaging, because of influence the of platform vibration, wind field, and turbulence, the antenna phase center of the radar platform might significantly deviate from the ideal trajectory, thus leading to errors in terms of instantaneous slant range $R(t_q, x_m, y_n)$. Errors in $R(t_q, x_m, y_n)$ introduce mismatch in the nominal measurement $A$ appearing in (20) and (22). In principle, it is possible to calculate errors of $R(t_q, x_m, y_n)$ using motion measurement data recorded by an ancillary measurement instrument such as inertial navigation system (INS), inertial measurement units (IMUs), and global positioning system (GPS). However, these measuring instruments are not precise enough for the required accuracy, and in many cases, there are no usable motion measurement data.

Suppose the slant range is

$$R'(t_q, x_m, y_n) = \sqrt{(y_p + vt_q - y_n - \Delta y_q)^2 + (x_p - x_m - \Delta x_q)^2 + (z_p - \Delta z_q)^2}, \quad (23)$$

where $\Delta x_q$, $\Delta y_q$ and $\Delta z_q$ denote the motion deviations from the nominal trajectory at azimuth time $t_q$ with respect to $x$, $y$ and $z$ directions, respectively. Replacing $R(t_q, x_m, y_n)$ in (15) and (21) by $R'(t_q, x_m, y_n)$ leads to a measurement model associated with the operator $A + E$ instead of $A$ only, where $E$ captures the difference between $R(t_q, x_m, y_n)$ and $R'(t_q, x_m, y_n)$. The original model in (20) then becomes

$$y = (A + E)x + e, \quad (24)$$

implying that we can leverage REST for SAR imaging applications.
Note, however, that in SAR imaging problem, the variables in (24) are complex rather than real. To use the proposed REST network, we decompose the variable into their real and imaginary parts.

### B. Experimental Results

We compare the performance of the proposed REST network to LISTA, ADMM-Net, BP, ISTA and robust ISTA, and MU-GAMP algorithms.

#### 1) Experimental setup: System and geometry parameters are listed in Table V. Here, we

| Parameter         | Value   |
|-------------------|---------|
| $f_c$: Carrier frequency | 10GHz   |
| $B_r$: Signal bandwidth | 400MHz  |
| $T_r$: Signal time width | 1.5μs   |
| $f_s$: Fast time sampling rate | 500MHz  |
| $T_s$: Synthetic aperture time | 2s      |
| $v$: Radar platform velocity | 200m/s  |
| $PRF$: Pulse repetition frequency | 800Hz   |
| $x_p$: Radar position in $x$ direction at $t = 0$ | 3km     |
| $y_p$: Radar position in $y$ direction at $t = 0$ | 0km     |
| $z_p$: Radar position in $z$ direction at $t = 0$ | 5km     |

randomly generate $\Delta x_q$, $\Delta y_q$ and $\Delta z_q$ in (23) with the constraint $\Delta x_q \in [-d, d]$, $\Delta y_q \in [-d, d]$ and $\Delta z_q \in [-d, d]$. Note that different values of $d$ correspond to different $r$ and $r'$.

In the training process, 400 different SAR images are used as reflector coefficient matrix $Z$, which are obtained by dividing each image in Fig. 7 (a)-(d) into 100 small images. As for the testing data, real SAR images are used as reflector coefficient matrix $Z$ by dividing the image in Fig. 8 into 256 small images. We set the size of single data as $M = 512$ and $N = 128$. Both real and imagery parts of noise vector $\eta$ have i.i.d. Gaussian entries with zero mean and variance $\sigma^2 = 0.01$. Then, values of $y$, $A$, $E$, $x$ and $e$ in radar imaging task can be generated for both training and testing data.

We consider the various networks listed in Table VI, wherein the learnable parameters of these networks in each layer are set to be tied. Note that REST4, ADMM-Net7 and LISTA7 have the
similar parameter numbers, i.e., 1,572,872 parameters for REST4, 2,293,767 parameters for LISTA7 and 2,293,774 parameters for ADMM-Net7. However, the numbers of learnable parameters are different, i.e., 393,218 learnable parameters for REST4, 327,681 learnable parameters for LISTA7 and 327,682 learnable parameters for ADMM-Net7.
We set two different training approaches to train REST4, LISTA4, LISTA7, ADMM-Net4 and ADMM-Net7:

- **Training strategy 1**: When generating training data, we set $d = 0$ (hence $E = 0$). In this case, there is no mismatch in the training data. We are interested in assessing how the performance of different designed networks compare in the presence of model mismatch at testing time without any form of training robustization.

- **Training strategy 2**: When generating training data, we set $d = 0.16$, and generate 400 different mismatch matrices. Among them, we observe that the maximum value of $\|E\|_F$ is 3.01, and therefore, $r = 3.01$. In this case, we model mismatch in both training and testing data in the sense that mismatch changes from sample to sample, so we are interested in assessing how the performance of different networks compare in the presence of model mismatch at testing time with a robust training approach.

The various networks are also trained by using SGD with learning rate $l_r = 4 \times 10^{-4}$ and batch size to be 32. We use totally 2000 epochs to train the networks.

2) **Experimental Results**: The evolution of the training loss in terms of the number of training epochs of different networks under training strategies 1 and 2 are shown in Fig. [9](a) and (b), respectively. It can be observed that in both training strategies 1 and 2, LISTA and ADMM-Net converge faster. However, when the training data contains model mismatch in training strategy 2, REST fits the data much better than LISTA and ADMM-Net.

The imaging results of different networks under training strategy 1 and training strategy 2...
are shown in Fig. [10] and [11] respectively. Note that in Fig. [10] and [11] in line with standard practice, we present the amplitude value of $\sigma$ and we combined the small images of testing data into a whole large image in order to better display the results. Imaging results by model-based approaches, i.e., BP, ISTA, robust ISTA and MU-GAMP, are shown in Fig. [12] In Fig. [10], [11] and [12] columns 1 to 5 correspond to reconstructed results of $d = 0$ and $r' = 0$, $d = 0.18$ and $r' = 1.05$, $d = 0.31$ and $r' = 2.04$, $d = 0.45$ and $r' = 2.97$, $d = 0.54$ and $r' = 4.01$ for the testing data, respectively. In Fig. [10] and [11] Rows 1 to 5 correspond to REST4, LISTA4, LISTA7, ADMM-Net4 and ADMM-Net7, respectively. In Fig. [12] rows 1 to 4 correspond to BP, ISTA, robust ISTA and MU-GAMP algorithms, respectively.

From Fig. [10], [11] and [12] we observe that for the learning-based approaches like REST, LISTA and ADMM-Net, the performance is better when the networks are trained in strategy 2. It shows that when mismatch is taken into consideration during training, the robustness of the networks to mismatch error is improved. In strategy 1, the reconstructed results of LISTA and ADMM-Net become seriously blurred when $r' = 2.04$, while the results of REST are blurred when $r' = 2.97$. This is due to the fact that the REST is especially designed for inverse problem with mismatch even when there is no attempt to robustify the network during training. In strategy 2, the reconstructed results of LISTA and ADMM-Net are seriously blurred when $r' = 2.97$, while results of REST are blurred when $r' = 4.01$. When $r' = 2.97$ and $r' = 4.01$, results of REST are much better than those of LISTA and ADMM-Net under the same training strategy. This shows that REST is also much more immune to model mismatch even when one attempts to robustify the various networks during training.

Robust ISTA and MU-GAMP have better performance than BP and ISTA. However, the
proposed REST outperforms Robust ISTA and MU-GAMP especially in the cases $r' = 2.97$ and $r' = 4.01$.

Fig. 10. Imaging results of different networks under training strategy 1. Columns 1 to 5 correspond to reconstructed results of $d = 0$ and $r' = 0$, $d = 0.18$ and $r' = 1.05$, $d = 0.31$ and $r' = 2.04$, $d = 0.45$ and $r' = 2.97$, $d = 0.54$ and $r' = 4.01$ for the testing data, respectively. Rows 1 to 5 correspond to REST4, LISTA4, LISTA7, ADMM-Net4 and ADMM-Net7, respectively.

Next, the image qualities corresponding to different algorithms and networks are measured quantitatively, using MSE of target vector $x$ to evaluate the reconstruction performance. The performance of different approaches is listed in Table VII, where T1 and T2 in the brackets represent that the networks are trained using strategy 1 and strategy 2, respectively. The observations obtained from Fig. 10, 11 and 12 could be verified by Table VII as well. In addition, we also note that:

- LISTA7 and ADMM-Net7 have slightly better performance than LISTA4 and ADMM-Net4 especially when the mismatch in testing data is large. This indicates that increasing the
number of layers in LISTA and ADMM-Net networks can improve the robustness, however, the improvement is very limited.

- The proposed REST network is much more robust to the mismatch error than the existing learning- and model-based approaches. Even REST trained in training strategy 1 has a better performance than LISTA and ADMM-Net trained in training strategy 2 and other model-based approaches.

VI. CONCLUSION

Deep learning has achieved significant successes in various signal and image processing tasks, but it is also vulnerable to various perturbations. By adopting algorithm unrolling techniques and
proposing a REST network, we show that it is possible to design neural network architectures that can reliably recover high-dimensional sparse vectors from low-dimensional noisy linear measurements in the presence of challenging sample-wise model mismatch. We also apply the proposed REST network to solve the synthetic aperture radar imaging problem, wherein model mismatch occurs due to motion uncertainty of the moving radar platform. Experiments on both compressive sensing and synthetic aperture radar imaging tasks show the proposed REST network outperforms state-of-the-art learning-based and model-based approaches in view of various additional operations that seem to endow the architecture with inherent robustness to mismatches.

VII. APPENDIX A

This appendix briefly introduces the performance of the proposed REST network with shared or unshared weights in each layer. We run various experiments (in line with the experimental set-
TABLE VII
MSE OF DIFFERENT APPROACHES WITH DIFFERENT $r'$. ($r = 0$ for strategy T1 and $r = 3.01$ for strategy T2)

| Methods            | $r' = 0$ | $r' = 1.05$ | $r' = 2.04$ | $r' = 2.97$ | $r' = 4.01$ |
|--------------------|---------|------------|------------|------------|------------|
| REST4(T1)          | 0.0054  | 0.0077     | 0.0096     | 0.046      | 0.10       |
| REST4(T2)          | 0.0077  | 0.0084     | 0.0097     | 0.013      | 0.074      |
| LISTA4(T1)         | 0.0011  | 0.012      | 0.096      | 0.17       | 0.29       |
| LISTA4(T2)         | 0.0069  | 0.0086     | 0.0097     | 0.059      | 0.19       |
| LISTA7(T1)         | 0.0010  | 0.017      | 0.087      | 0.16       | 0.24       |
| LISTA7(T2)         | 0.0052  | 0.0081     | 0.0094     | 0.051      | 0.16       |
| ADMM-Net4(T1)      | 0.00097 | 0.0096     | 0.088      | 0.16       | 0.24       |
| ADMM-Net4(T2)      | 0.0074  | 0.082      | 0.0096     | 0.056      | 0.18       |
| ADMM-Net7(T1)      | 0.00095 | 0.0097     | 0.087      | 0.15       | 0.22       |
| ADMM-Net7(T2)      | 0.0072  | 0.0080     | 0.0093     | 0.050      | 0.16       |
| BP                 | 0.0025  | 0.058      | 0.092      | 0.29       | 0.48       |
| ISTA               | 0.0022  | 0.063      | 0.095      | 0.25       | 0.44       |
| Robust ISTA        | 0.0069  | 0.0097     | 0.032      | 0.097      | 0.21       |
| MU-GAMP            | 0.0077  | 0.0092     | 0.029      | 0.090      | 0.19       |

TABLE VIII
TESTING LOSS ($10 \log_{10} \text{MSE}$) OF SHARED AND UNSHARED PARAMETERS OF REST WITH DIFFERENT $r$ AND $r'$ WITH 1000 TRAINING SAMPLES, 100 TESTING SAMPLES AND 2000 EPOCHS.

| Methods | $r = 0$ | $r = 4$ | $r = 8$ |
|---------|---------|---------|---------|
|         | $r' = 0$ | $r' = 4$ | $r' = 8$ | $r' = 12$ |
|         | $r' = 0$ | $r' = 4$ | $r' = 8$ | $r' = 12$ |
| REST-I  | -2.57   | -1.58   | -0.99   | -0.74   | -2.40   | -1.72   | -1.22   | -1.01   | -2.05   | -1.87   | -1.52   | -1.25   |
| REST-II | -2.62   | -1.60   | -0.99   | -0.78   | -2.41   | -1.70   | -1.23   | -1.01   | -2.01   | -1.86   | -1.51   | -1.23   |

up reported in Section IV-A). In Table VIII, we compare the testing loss ($10 \log_{10} \text{MSE}$) of shared and unshared parameters of REST with different $r$ and $r'$ with 1000 training samples, 100 testing samples and 2000 epochs, where REST-I and REST-II denote the shared and unshared parameters of REST, respectively. It can be observed from Table VIII that the networks with shared and unshared parameters have very similar performance. When the mismatch in testing data is large, i.e., $r' = 8$ and $r' = 12$, the shared parameters network has slightly better performance.

VIII. APPENDIX B

This appendix briefly overviews other options to turn the robust ISTA algorithm appearing in (10) onto other neural network structures, depending on how one selects the learnable parameters.
**Option 1:** This option is based on re-writing (10) as follows:

\[ x^{k+1} = S_{\mu \lambda} \left( A_1 x^k + A_2 y \right), \]  
where \( A_1 = I + \frac{2\mu\|y-Ax^k\|_2^2}{1+\|x^k\|_2^2} I - \frac{2\mu A^T A}{1+\|x^k\|_2^2} \) and \( A_2 = \frac{2\mu A^T}{1+\|x^k\|_2^2} \). We then set \( \mu \lambda, A_1 \) and \( A_2 \) as learnable parameters. Clearly, this leads to an unfolded network akin to LISTA, so this unfolding approach does not carry any advantage.

**Option 2:** This option is based on re-writing (10) as follows:

\[ x^{k+1} = S_{\mu \lambda} (x^k + \frac{2\mu_1}{(1+\|x^k\|_2^2)^2} x^k - \frac{2\mu A_1}{1+\|x^k\|_2^2} x^k + \frac{2\mu A_2}{1+\|x^k\|_2^2} y) \]

where \( \mu_1 = \mu\|y - Ax^k\|_2^2 \) and we have replaced \( A^T A \) in the third term by \( A_1 \), and \( A^T \) in the fourth term by \( A_2 \). Here, we set \( \mu \lambda, \mu_1, A_1 \) and \( A_2 \) as learnable parameters.

**Option 3:** This option is based on re-writing (10) as follows:

\[ x^{k+1} = S_{\mu \lambda} (x^k + \frac{2\mu\|y - A_1 x^k\|_2^2}{(1+\|x^k\|_2^2)^2} x^k - \frac{2\mu A_2}{1+\|x^k\|_2^2} x^k + \frac{2\mu A_3}{1+\|x^k\|_2^2} y) \]

where we have replaced \( A \) in the second term by \( A_1 \), \( A^T A \) in the third term by \( A_2 \), and \( A^T \) in the fourth term by \( A_3 \). Here, we set \( \lambda, \mu, A_1, A_2 \) and \( A_3 \) as learnable parameters. The option 3 leads to a network structure akin to the one deriving from (10) and (11).

**Option 4:** Finally, one can also re-write (10) as follows:

\[ x^{k+1} = S_{\mu \lambda} (x^k + \frac{2\mu y^T y x^k}{(1+\|x^k\|_2^2)^2} - \frac{4\mu y^T A_1 x^k x^k}{(1+\|x^k\|_2^2)^2} + \frac{2\mu x^T A_2 x^k x^k}{(1+\|x^k\|_2^2)^2} - \frac{2\mu A_2 x^k x^k}{1+\|x^k\|_2^2} + \frac{2\mu A_3 y}{1+\|x^k\|_2^2}) \]

where we have replaced the matrix \( A \) in the third term by \( A_1 \), \( A^T A \) in the fourth and fifth terms by \( A_2 \), and \( A^T \) in the sixth term by \( A_3 \). Here, we set \( \lambda, \mu, A_1, A_2 \) and \( A_3 \) as learnable parameters.

We run various experiments (in line with the experimental set-up reported in Section IV-A) in order to test the performance of the different unfolding options. In Table X, we compare the testing loss for different unfolding strategies of REST, where REST2-6, REST2-8, REST3-6 and...


TABLE IX  
DIFFERENT UNFOLDING STRATEGIES FOR REST.

| REST2-6 | REST unfolded by the 2nd strategy with 6 layers |
| REST2-8 | REST unfolded by the 2nd strategy with 8 layers |
| REST3-6 | REST unfolded by the 3rd strategy with 6 layers |
| REST4-6 | REST unfolded by the 4th strategy with 6 layers |

TABLE X  
TESTING LOSS ($10 \log_{10}$MSE) OF DIFFERENT UNFOLDING STRATEGIES OF REST WITH DIFFERENT $r$ AND $r'$ WITH 1000 TRAINING SAMPLES, 100 TESTING SAMPLES AND 2000 EPOCHS.

| Methods | $r' = 0$ | $r' = 4$ | $r' = 8$ | $r' = 12$ | $r' = 0$ | $r' = 4$ | $r' = 8$ | $r' = 12$ |
|--------|---------|---------|---------|---------|---------|---------|---------|---------|
| REST2-6 | -2.92 | -1.55 | -0.90 | -0.67 | -2.76 | -1.70 | -1.11 | -0.94 | -2.69 | -1.84 | -1.23 | -1.01 |
| REST2-8 | -2.94 | -1.57 | -0.94 | -0.69 | -2.76 | -1.71 | -1.14 | -0.97 | -2.73 | -1.86 | -1.24 | -1.06 |
| REST3-6 | -2.57 | -1.58 | -0.99 | -0.74 | -2.40 | -1.72 | -1.22 | -1.01 | -2.05 | -1.87 | -1.52 | -1.25 |
| REST4-6 | -2.59 | -1.57 | -0.99 | -0.73 | -2.41 | -1.72 | -1.22 | -1.02 | -2.05 | -1.86 | -1.52 | -1.26 |

REST4-6 represent the different unfolding strategies shown in subsection III-B. The definitions are shown in Table IX. Note that REST2-8 has similar parameter number as those of REST3-6 and REST4-6, i.e., 7616 parameters for REST2-8 and 7662 parameters for REST3-6 and REST4-6. It could be observed from Table X that the networks unfolded by the third and fourth schemes have similar performance, while the performance of the network by the second unfolding strategy is slightly worse. This motivated us to adopt the unfolding approach deriving from (10) and (11).

IX. APPENDIX C

In this appendix, we run various experiments (in line with the experimental set-up reported in Section IV-A) to support our intuitions on the comparison between REST and LISTA. As mentioned in Section III-C, the main difference between a layer in LISTA and in REST lies in two additional processing operations: 1) one corresponds to the second term in (11) and 2) the other corresponds to the normalization operation by $1 + ||x||^2_2$.

Here, we design two networks to be used for comparison with LISTA and REST. The first one is to delete the second term in (11) leading to

$$x^{k+1} = S_{\mu\lambda} \left( x^k - \frac{2\mu A_2}{1 + ||x^k||^2_2} x^k + \frac{2\mu A_3}{1 + ||x^k||^2_2} y \right).$$

(29)
TABLE XI
TESTING LOSS ($10 \log_{10}$MSE) OF DIFFERENT NETWORKS WITH DIFFERENT $r$ AND $r'$ WITH 1000 TRAINING SAMPLES, 100 TESTING SAMPLES AND 2000 EPOCHS.

| Methods | $r' = 0$ | $r' = 4$ | $r' = 8$ | $r' = 12$ | $r' = 0$ | $r' = 4$ | $r' = 8$ | $r' = 12$ |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| REST6   | -2.57   | -1.58   | -0.99   | -0.74   | -2.40   | -1.72   | -1.22   | -1.01   |
| NI6     | -2.77   | -1.62   | -0.69   | -0.13   | -2.44   | -1.70   | -0.87   | -0.31   |
| NI8     | -2.78   | -1.61   | -0.70   | -0.13   | -2.43   | -1.71   | -0.87   | -0.32   |
| NI6     | -3.50   | -1.77   | -0.73   | -0.22   | -2.78   | -1.32   | -1.08   | -0.47   |
| LISTA6  | -3.49   | -0.62   | 0.48    | 0.54    | -2.57   | -0.74   | -0.26   | 0.09    |
| LISTA8  | -3.49   | -0.65   | 0.47    | 0.52    | -2.56   | -0.79   | -0.27   | 0.07    |

Compared with LISTA, this network has the same parameter number with an additional normalization by $1 + \|x\|_2^2$.

The second network reduces the normalization in (11) resulting in

$$x^{k+1} = S_{\mu \lambda} \left( x^k + 2\mu \|y - A_1 x^k\|_2^2 x^k - 2\mu A_2 x^k + 2\mu A_3 y \right).$$

(30)

Compared with LISTA, the main difference is the second term in (30), which enlarges the number of parameters.

In Table XI, we compare the testing loss ($10 \log_{10}$MSE) of different networks mentioned above with different $r$ and $r'$ with 1000 training samples, 100 testing samples and 2000 epochs, where REST6, LISTA 6 and LISTA8 are defined in Table I and NI6, NI8 and NII8 are the network in (29) with 6 layers, network in (29) with 8 layers and the network in (30) with 6 layers, respectively. REST6, NI8 and LISTA8 have similar parameter numbers, i.e., 765,012 parameters for REST6, 760,008 parameters for LISTA8 and NI8. However, the numbers of learnable parameters are different, i.e., 127,502 learnable parameters for REST6, 95,001 learnable parameters for LISTA8 and NI8. It could be observed from Table XI that both NI and NII have smaller testing errors than LISTA and larger testing errors than REST when there is model mismatch in testing data, which indicates that both two additional processing operations promote the robustness of the network.
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