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Abstract—There is growing interest in affective computing for the representation and prediction of emotions along ordinal scales. However, the term ordinal emotion label has been used to refer to both absolute notions such as low or high arousal, as well as relation notions such as arousal is higher at one instance compared to another. In this paper, we introduce the terminology absolute and relative ordinal labels to make this distinction clear and investigate both with a view to integrate them and exploit their complementary nature. We propose a Markovian framework referred to as Dynamic Ordinal Markov Model (DOMM) that makes use of both absolute and relative ordinal information, to improve speech based ordinal emotion prediction. Finally, the proposed framework is validated on two speech corpora commonly used in affective computing, the RECOLA and the IEMOCAP databases, across a range of system configurations. The results consistently indicate that integrating relative ordinal information improves absolute ordinal emotion prediction.
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1 INTRODUCTION

Speech is one of the most natural forms of human communication and a key modality through which emotions are expressed. Consequently, speech emotion recognition (SER) has received increasing interest within the speech processing and Human-Computer Interaction research communities [1], [2], [3], [4], for potential application in a number of fields, such as psychology and health care, business and customer services, and the automotive industry [5]. Within affective computing systems, emotions are typically represented using either categorical labels or dimensional labels [4], [6], [7]. In the former case, emotions are represented as discrete categories using nominal labels (e.g., happy, sad, angry, etc.) [4], [6], [7]; and in the latter case, emotions are described using interval scales along affective dimensions such as arousal (activated vs deactivated) and valence (pleasant vs. unpleasant) [8], [9], [10]. Additionally, the interval labels can also be used to assign scalar values for arousal and valence at each time step, leading to a continuous time series emotion labels [11], [12]. Both nominal and interval labelling frameworks have been extensively utilised and investigated. However, the challenge of low inter-rater agreement, i.e., variability in labels reflecting variations in perception among different annotators, remains [12], [13]. This in turn introduces ambiguity in the labels used to train SER systems and increases uncertainty in the predictions [13].

A third framework for labelling which is receiving increasing attention in SER research is the ordinal labelling scheme, whereby dimensions such as arousal and valence are still used but instead of interval scales, ordinal scales are used [12], [14]. An ordinal scale is one which defines an order between elements of the scale, but no notion of distance is defined between the elements [14]. For instance, on a scale of low, medium and high, a definite order exists but it is not meaningful to discuss the ‘distance’ between the elements. Additionally, research in psychology has shown that people are better at discriminating among options than they are at assigning definitive values for what they perceive [14]. Consequently, several recent studies have advocated that ordinal labelling of emotions is better aligned with human perception, evidenced by lower inter-rater variability [15], [16], [17], [18], [19].

While the idea of using ordinal labels is appealing, their use in affective computing systems is fairly recent and the term has been used to refer to two related but distinct types of labels in the emotion recognition literature. In this manuscript, we introduce the terms absolute ordinal labels (AOL) and relative ordinal labels (ROL) to distinguish between these two types of ordinal labels which describe different aspects of emotions. Typically AOLs are obtained by asking annotators to select an element from a finite ordinal scale (e.g., [low arousal, medium arousal, high arousal]) [20], whereas ROLs are obtained by asking annotators to rank the...
segments within a speech utterance from the lowest arousal (or valence) to the highest arousal (or valence) [12]. As illustrated in Fig. 1c, AOLs denoted by different shades of blue take values from an ‘ordered class’, with each label providing an absolute and easily interpretable indication of the affective dimensions at that time (e.g., low arousal). ROLs, denoted by the position of red dots in Fig. 1b, indicate the rank of that segment with respect to all others within the utterance. These ranks retain the pairwise order relationship between all pairs of segments as inferred from the interval labels shown in Fig. 1a. ROLs provide a relative label indicating the affect at each time step with respect to other time steps, encapsulating a notion of how emotion changes but lacking an indication of an absolute level.

Both AOLs and ROLs are ordinal but are not equivalent and convey complementary information. Consider two speech segments that are only assigned AOLs – both labelled ‘low arousal’, even if annotators can determine which of the two corresponds to a lower arousal, the labelling scheme does not encode this. On the other hand, if the two segments are assigned ROLs – for instance, ‘A corresponds to lower arousal than B’, clearly, there is no indication of the absolute level of arousal and this label cannot distinguish between a scenario where A corresponds to low arousal level and B corresponds to a medium arousal level (Clip 1 in Fig. 1), and one where A corresponds to medium arousal level and B to a high arousal level (Clip 2 in Fig. 1). Current literature in affective computing typically utilises one or another, with both scenarios referred to as ‘ordinal labels’ [12], [21].

In this paper, we propose a framework that integrates both the absolute and relative ordinal information. We assume that AOLs are more readily interpretable and consequently the predictions of an emotion recognition system should be absolute ordinal quantities. Simultaneously we also recognise that ROLs are better aligned with the types of judgements humans are better at making, and consequently ROL should inform the training and outputs of the emotion prediction system. In the proposed framework, the AOLs are represented as states of a finite state Markov model, with the state transition probabilities predicted by a system trained using ROLs. The overall model, which we refer to as the dynamic ordinal Markov model (DOMM), thus incorporates both information about the emotion at a given time (state probabilities) as well as the change in emotion at a given time (state transition probabilities).

2 ORDINAL EMOTION PREDICTION SYSTEMS

In recent years, there has been growing interest in ordinal regression techniques for affective computing and these approaches have shown some advantages in utilising and modelling the ordinal nature of the labels [12]. In this section we summarise recent research on developing both relative and absolute ordinal emotion prediction systems. It should be noted that the terms ‘absolute ordinal’ and ‘relative ordinal’ are not used in the literature and the distinction is introduced in this paper.

2.1 Relative Ordinal Prediction System

Preference learning (PL), a popular framework for retrieval tasks, refers to a set of ordinal regression models that has become an appealing approach in affective computing. It ranks the samples in ascending/descending order of an emotional attribute. Cao et al. [22] describe the use of rankers for categorical emotion representation with different rankers trained for each emotion category. For ranking along emotional attributes or dimensions such as arousal and valence, the Ranking Support Vector Machine (RankSVM, a popular PL framework) has been adopted in a number of studies [21], [23], [24], [25], [26]. Deep neural network (DNN) based PL algorithms such as RankNet [21] and RBF-ListNet [24] have also drawn increasing attention within the field. Although the DNN based frameworks achieve slightly better performance; the training process requires large amounts of data and incur high computational costs [21].

Apart from preference learning methods, ordinal regression tasks have also been framed as binary classification problems, by decomposing the ordinal variables into an ensemble of pairs of classes in a staircase-like manner, leading to the Ordinal Binary Decomposition Approach [27]. Finally, naive approaches which involve treating ordinal labels as interval or nominal labels (and ignoring their ordinal nature) have also been investigated in the past. For instance, a conventional regression model can be trained by treating the relative ordinal labels \( r_1, \ldots, r_N \) as \( N \) different interval values \( [1, 2, \ldots, n, \ldots, N] \) (e.g., assign the rank order as real numerical values, \( r_n = n \)) [27], [28]. However, as stated in [27], [29] the regressor will be more sensitive to the converted values rather than the original rank order, which might degrade the performance of the regression models.

2.2 Absolute Ordinal Prediction System

AOLs have been adopted widely in current emotion recognition studies, but they are generally treated as nominal labels and the underlying ordinality is ignored. For instance, in a
few different studies [30], [31], [32], [33], affect labels in terms of low, medium and high arousal are utilised, but naïve nominal classifiers, such as support vector machine (SVM), are employed [31].

An alternative approach is the threshold method that assumes a continuous latent variable represents the emotional state, with appropriate thresholds dividing the range of the latent variable into a few ordered ranges corresponding to AOLs. The prediction model then learns a mapping function between the input features and the continuous hidden latent variable, which is then converted to an AOL. Several modelling methods can be utilised in this approach, such as cumulative link models [34], and proportional odds models [35].

Amongst truly ordinal prediction systems, the Ordinal Multi-class SVM (OMSVM) which was first proposed by Kim and Ahn [36] for credit ratings and has since been widely used in the area of financial and market analysis [37], [38], appears to be a very promising candidate. Additionally, a suitable ordinal binary decomposition approach can also be employed to model AOLs. Compared to the naïve approach and threshold methods, the binary decomposition method is more suitable since it can capture ordinal information without defining distances between ordered classes. Deep learning based ordinal binary decomposition is also possible but may not be suitable when training datasets are small [36], [39], [40].

3 PROPOSED DYNAMIC ORDINAL MARKOV MODEL

3.1 Combining Absolute and Relative Ordinal Information

The task of integrating two aspects of ordinal emotion labels with AOL reflecting the emotional state (static) and ROL indicating change in emotional state (dynamic) can be intuitively associated with a Markovian framework. A Markov model (MM) is a stochastic model describing a sequence of states, where the probability of occurrence of future states depends only on the current state [41]. In the context of ordinal emotion labels, AOL and ROL can be viewed as informing the state and transition probabilities of a MM. For instance, it is reasonable to expect that a positive change in the ROL (increase in rank) would indicate high probabilities for transitions from a ‘low’ arousal/valence state to a ‘medium’ arousal/valence state as well as ‘medium’ to ‘high’, while simultaneously indicating a low probability for other transitions (like ‘high’ to ‘medium’, ‘high’ to ‘low’, etc.). Similarly, a large negative change in ROL would indicate a high probability for a ‘High’ to ‘Low’ transition and a low probability for all other transitions.

This idea is illustrated in Fig. 2, with the position of the blue circles indicating the AOL with \(A_0\), \(A_1\), and \(A_2\) denoting low (L), medium (M) and high (H) arousal states respectively; and the values within the circles denoting the ROL (rank within a set of 100 time steps). The number on each arrow given by \(\Delta\) shows the change in ROL between two consecutive instances. It is clear that the value of \(\Delta\) carries information about the dynamics of the AOL, i.e., any change in \(A_t\). For example, the chances of erroneously predicting the AOL at time \(t_4\) as low or medium instead of high would be greatly reduced if the automatic system took into account that over the \(t_{3-4}\) transition, ROL change from rank 48 to 87 (i.e., \(\Delta = 39\)).

An overview of the proposed Dynamic Ordinal Markov Model (DOMM) based emotion prediction system is shown in Fig. 3. It comprises two subsystems which operate in parallel, one to predict AOLs and one to predict ROLs from the input features. The AOL prediction subsystem is designed to estimate state posteriors, \(P(\beta_{|t_{-1}}\mid \Delta_{at})\), given the input features, \(x_t\), at each time step \(t\). The possible states of the model, \(\beta\), correspond to the finite set of possible AOLs. In all the systems presented in this paper, there are possible states ‘low’, ‘medium’ and ‘high’ for arousal or valence.

The output of the ROL prediction subsystem is a rank, \(\alpha_t\), at each time step \(t\), from which state transition probabilities, \(P(\beta|\beta_{t-1}, \Delta_{at})\), are inferred based on the rank difference between consecutive time steps, \(\Delta\alpha_t = \alpha_t - \alpha_{t-1}\) as per Bayes theorem:

\[
P(\beta_t | \beta_{t-1}, \Delta_{at}) = \frac{P(\Delta_{at} | \beta_{t-1}, \beta_t) P(\beta_t | \beta_{t-1})}{P(\Delta_{at} | \beta_{t-1})}
\]

where \(P(\Delta_{at} | \beta_{t-1}, \beta_t)\) represents the probability of rank (ROL) difference \(\Delta_{at}\) given the state (AOL) at previous time step, \(\beta_{t-1}\), and the current state, \(\beta_t\); \(P(\Delta_{at} | \beta_{t-1})\) denotes the probability of a change in rank (ROL) of \(\Delta_{at}\) occurring, given previous state was \(\beta_{t-1}\); and \(P(\beta_t | \beta_{t-1})\) denotes the probability of transitioning from state \(\beta_{t-1}\) to state \(\beta_t\). Models for all three probabilities on the right-hand side of (1) can be inferred from labelled training data.

To model \(P(\Delta_{at} | \beta_{t-1})\), first all instances of ROL pairs \(\{\alpha_t, \alpha_{t-1}\\}\) with initial state \(\beta_{t-1} = L\) from the training data are selected and the corresponding set of \(\Delta_{at}\) values are computed. Kernel density estimation (KDE) [42], [43] is then carried out to obtain a model for \(P(\Delta_{at} | \beta_{t-1} = L)\). Similarly models for \(P(\Delta_{at} | \beta_{t-1} = M)\) and \(P(\Delta_{at} | \beta_{t-1} = H)\) are obtained.

Models for \(P(\Delta_{at} | \beta_{t-1}, \beta_t)\) can also be obtained by the same approach, by partitioning the dataset into 9 subsets corresponding to all combinations of \(\beta_{t-1}, \beta_t \in \{L, M, H\} \times \{L, M, H\}\), following by KDE. An example is illustrated in Fig. 4 with: Fig. 4a showing the histogram of \(\Delta_{at}\) for low-low (L-L) transitions (from the RECOLA dataset); Fig. 4b showing the histogram for high-low (H-L) transitions; and Fig. 4c showing the models for \(P(\Delta_{at} | \beta_{t-1} = L, \beta_t = L)\) and \(P(\Delta_{at} | \beta_{t-1} = H, \beta_t = L)\) obtained via KDE. It can be seen that \(\Delta_{at}\) is much more likely to take small positive or
negative values given L-L transitions, while it is much more likely to take large negative values given H-L transitions. Lastly, the probability $P(b_t \mid b_{t-1})$ is calculated as:

$$P(\beta_j = j \mid \beta_{t-1} = i) = \frac{N_{i-j}}{N}$$

where, $i, j \in \{L, M, H\}$; $N_i$ denotes the number of instances of state $i$ in the training data set; and $N_{i-j}$ denotes the number of instances of state $i$ followed by state $j$ in the training set.

Together, the state posteriors, $P(\beta_t \mid x_t)$, and the state transition probabilities, $P(\beta_t \mid \beta_{t-1}, \Delta t)$, describe a ‘dynamic’ ordinal Markov model (DOMM). Here the term ‘ordinal’ refers to the fact that the model represents ordinal labels and the term ‘dynamic’ refers to the fact that both the state posterior probabilities and the state transition probabilities are time-varying, with both dependent on the input features, $x_t$, at time $t$. Note that $\Delta t$ is estimated from $x_t$ by the ROL prediction subsystem and hence the state transition probabilities are also dynamically inferred from the input features. Given a sequence of input features, $\{x_t; t_1 \leq t \leq t_N\}$, the DOMM generates a state lattice and the most probable sequence of states (absolute ordinal labels) can be inferred using the Viterbi algorithm [44].

### 3.2 Subsystem Descriptions

Any appropriate machine learning models can be used as the AOL and ROL prediction subsystems in the proposed framework. In our experiments, we use an Ordinal Multiclass Support Vector Machine (OMSVM) as the AOL prediction...
orders. This idea is illustrated in Fig. 5, where it can be seen that the optimal hyperplane would be $\tilde{w}_1$ (instead of $\tilde{w}_2$) since the projections onto the hyperplane corresponding to ranks (ROLS) $1 > 2 > 3 > 4$ along the hyperplane (where ‘$>$’ denotes ‘preference’) still preserve its order.

4 DATABASE DESCRIPTION

None of the publicly available speech corpora include absolute and relative ordinal labels. Consequently, in this work we use the well-established RECOLA [53] and the IEMOCAP [54] databases and convert the interval labels to AOLS and ROLS.

4.1 RECOLA
The Remote Collaborative and Affective Interactions (RECOLA) dataset [53] is a widely used multimodal corpus containing both audio and video modalities. It consists of 23 dyadic interactions from 46 participants including 27 females and 19 males. The data used in the experiments reported in this paper corresponds to that used in the AVEC challenge 2016 [55], [56], which consists of 9 utterances each in the training and development sets (with no overlap) with each utterance having a duration of 5 minutes. Results on the development set are reported in this paper as test set labels have not been publicly released. Each utterance is also annotated by 6 raters with continuous arousal and valence ratings between -1 to 1 at a sampling interval of 40ms.

Delay compensation is applied to compensate the human perception delays in the labels as suggested in [57] with 4 seconds for arousal and 2 seconds for valence. Additionally, the labels are smoothed by averaging within 1sec windows, with 50% overlap between windows. This is in line with the suggested use of 1-3 second windows to capture the trend in the interval labels [58]. In total, each utterance (5 minute duration) comprised of 615 and 617 windows for arousal and valence.

4.1.1 Interval to AOL Conversion:
Absolute ordinal labels can be obtained by thresholding the interval labels into three ordinal levels - low, medium, and high. However, choosing these thresholds are a challenge and no commonly agreed upon thresholds exist [30], [59]. Therefore, a range of potentially suitable thresholds were analysed. Additionally, the conversion is carried out
and for each annotator and the final consensus AOL is inferred via majority vote among the 6 individual AOLs (one per annotator).

Given the label value $\tilde{y}_i$, representing the average arousal/valence intensity within each window and thresholds $\theta_1$ and $\theta_2$, the AOL is taken as Low, if $\tilde{y}_i \leq \theta_1$; Medium, if $\theta_1 < \tilde{y}_i \leq \theta_2$; and High, if $\tilde{y}_i > \theta_2$. To determine suitable values for $\theta_1$ and $\theta_2$, measures of label balance and inter-rater agreement after conversion are analysed. Label balance ($\gamma$) is computed based on the distribution of three classes occurred within training set. Specifically, the difference in relative frequency between the most and least frequent AOLs within training dataset is computed as $\gamma = \frac{|N_l - N_h|}{N}$, where $N_l$ and $N_h$ represent number of most and least frequent AOLs respectively, and $N$ is the total number of AOLs within the training set. A large $\gamma$ indicates highly imbalanced label distribution and vice versa. Inter-rater agreement refers to the level of consensus among the converted AOL across multiple annotators. It is quantified as the ratio of the number of frames where more than half of the raters agree on the same AOL. A reasonably high ratio corresponds to high inter-rater agreement.

There will be a trade-off between the level balance and level of agreement. For instance, thresholding all annotations into a single AOL leads to perfect agreement but also a highly skewed and uninformative label distribution. Whereas, equally spacing the thresholds is likely to lead to less distinguishable labels that are unlikely to be optimal except in the case of uniform distribution of interval labels, an unrealistic expectation since extreme affect labels are less frequent.

Finally, as arousal annotations were observed to be reasonably symmetrically distributed over [-1, 1], the thresholds $\theta_1$ and $\theta_2$ for arousal were also set to be symmetric, with $\theta_2 = -\theta_1$. A range of different values of $\theta_2$, within [0.08, 0.2] with a step size 0.02, was analysed. This region was selected based on the observation that the median arousal value from every annotator fell in the range [-0.067, 0.118] and we wanted to ensure that the ‘medium’ label always covers the median values. Both the label balance measure and the inter-rater agreement for the chosen range of thresholds are shown in Fig. 6a.

It was also observed that valence labels in RECOLA were skewed towards positive values and consequently the two thresholds, $\theta_1$ and $\theta_2$, were assumed to be symmetrical about 0.085 and instead analysed over the range $\theta_2 \in [0.13, 0.21]$ with $\theta_1 = 0.17 - \theta_2$. These ranges were also chosen so as to ensure the median label value from each annotator was covered by the ‘medium’ label. The label balance measure and inter-rater agreement variations across the range of $\theta_2$ is depicted in Fig. 6b.

In Fig. 6, the $x$-axis denotes the upper threshold $\theta_2$, and $\theta_1$ values, the left $y$-axis denotes the label balance and right $y$-axis denotes the inter-rater agreement levels. Label balance is plotted as the average $\gamma$ across all annotators (i.e., $\gamma$) and represented by a blue dashed line, and the inter-rater agreement level is indicated by the solid red line.

It can be seen from Fig. 6a that $\gamma$ tends to converge to the minima within the range $\theta_2 \in [0.14, 0.18]$, suggesting this would lead to the most balanced label distribution. The agreement level within this range is between 0.54 to 0.6 which is relatively high as well. It should also be noted that the higher agreement level outside this range for $\theta_2$ mostly likely arises from imbalanced labels – i.e., a large number of instances are assigned to one label. Similar findings were observed for valence, and threshold values ranging around $\theta_2 \in [0.16, 0.18]$ were found to be suitable. Finally, a different set of AOLs for different thresholds within the range $\theta_2 \in [0.12, 0.18]$ for arousal; and $\theta_2 \in [0.14, 0.18]$ for valence with step size 0.01 were inferred and all experiments were repeated using each set and the mean and standard deviation across them are reported in this paper.

### 4.1.2 Interval to ROL Conversion

ROls are similarly inferred from smoothed interval labels, obtained by first windowing the interval labels with 1 sec windows (with 50% overlap) and computing the mean within each window. A rank sequence of ROLs is then obtained by performing pairwise comparisons for each individual annotator, and global ROLs were inferred using the Qualitative Agreement (QA) method across all annotators [60]. Within each utterance, a matrix of pairwise comparisons amongst all windows for each individual annotator is first collected as shown in Fig. 7. A consensus matrix is then obtained via majority vote among matrices from all annotators and the final rank sequence of ROLs is obtained from this consensus matrix.
4.2 IEMOCAP

The Interactive Emotional dyadic MOtion CAPture database (IEMOCAP) [54] contains 12 hours of audio-visual recordings of 5 dyadic sessions from 5 pairs of actors. Both scripted dialogs and improvised dialogs are collected, and each dialog is segmented into speaker turns. In total the corpus contains 10039 turns with an average duration of 4.5 seconds and the entire dataset is used in our experiments. IEMOCAP is annotated at a turn level such that each turn is attached with both a categorical emotion label (i.e., happiness, anger, sadness, neutral state and frustration) and primitive based interval annotations (valence, activation, and dominance) on a 5-point scale (i.e., 1 -low/negative, 5 – high/positive). However, only the interval labels along arousal and valence within the range $\frac{1}{2}$ to $\frac{5}{5}$ are considered in this work and the experiments on IEMOCAP are carried out at the turn-level with the same leave-one-speaker-out cross validation as in [30].

A number of different conversion schemes has been employed to convert interval labels in IEMOCAP to AOLs, but they lack a consistent set of thresholds [30], [31], [40], [61], [62]. Therefore, we adopted the idea of clustering the labels in the dataset to identify suitable decision thresholds [61], [62]. Using K-means clustering, this led to the following thresholds for arousal:

- **Low**: $[1, 2.5]$
- **Medium**: $(2.5, 3.5)$
- **High**: $(3.5, 5]$

And these for valence:

- **Low**: $[1, 2.3]$
- **Medium**: $(2.3, 4]$,
- **High**: $[4, 5]$

Interval to ROL conversion in the IEMOCAP data was carried out in a similar manner to that in RECOLA, but based on pairwise comparisons between speaker turns instead of 1 second windows [21], [23].

The label conversions threshold adopted for both the IEMOCAP and RECOLA datasets are summarized in Table 1 and Table 2 shows the label distributions obtained after conversion for the training and test sets. Specifically, all the experimental results reported in this paper using the IEMOCAP database, the experiments are carried out with leave-one-speaker-out cross validation resulting in 10-fold cross validation. Consequently, the mean and standard deviation of number of turns used in training and testing set across the 10 folds are reported in Table 2. Similarly, all experiments on the RECOLA database, was conducted for different threshold settings, which results in different numbers for each class. The mean and standard deviation of samples across all thresholds is reported.

### 5 EXPERIMENT SETTINGS

#### 5.1 Features

The 88-dimensional extended Geneva Minimalistic Acoustic Parameter Set (eGeMAPS), a relatively standard feature set used in affective computing to simplify benchmarking, was used.

| Table 1 | Interval to Absolute Ordinal Label Conversions |
|---------|-----------------------------------------------|
| **Arousal** | | |
| Low | Medium | High |
| IEMOCAP | $[1, 2.5]$ | $(2.5, 3.5)$ | $(3.5, 5]$ |
| RECOLA | $[-1, \theta_{a1}]$ | $(\theta_{a1}, \theta_{a2})$ | $[\theta_{a2}, 1]$ |
| $\theta_{a1} \in [-0.12, -0.18]$ | $\theta_{a2} \in [0.12, 0.18]$ |

| **Valence** | | |
| Low | Medium | High |
| IEMOCAP | $[1, 2.3]$ | $(2.3, 4]$ | $(4, 5]$ |
| RECOLA | $[-1, \theta_{v1}]$ | $(\theta_{v1}, \theta_{v2})$ | $[\theta_{v2}, 1]$ |
| $\theta_{v1} \in [-0.03, 0.01]$ | $\theta_{v2} \in [0.14, 0.18]$ |

| Table 2 | Absolute Ordinal Labels Distribution |
|---------|----------------------------------------|
| **IEMOCAP** | | |
| Low | Medium | High |
| Training set | Arousal | $2786\pm42$ | $2703\pm36$ | $3474\pm74$ |
| | Valence | $2100\pm26$ | $2591\pm52$ | $2544\pm34$ |
| Testing set | Arousal | $309\pm42$ | $300\pm36$ | $386\pm74$ |
| | Valence | $233\pm70$ | $399\pm36$ | $282\pm35$ |

| **RECOLA** | | |
| Low | Medium | High |
| Training set | Arousal | $1555\pm274$ | $1730\pm948$ | $2250\pm674$ |
| | Valence | $1814\pm454$ | $2002\pm190$ | $1754\pm327$ |
| Testing set | Arousal | $2424\pm255$ | $1335\pm736$ | $1775\pm483$ |
| | Valence | $2175\pm428$ | $1868\pm162$ | $1528\pm372$ |
adopted for all the experiments reported in this paper [63],[64]. The feature set comprises of arithmetic mean and coefficient of variation functionals applied to 18 low-level descriptors (LLDs) extracted from the minimalistic acoustic parameter set along with another 8 functionals applied to pitch and loudness. Additional 7 LLDs are extracted from the extension parameter set with 4 statistics over the unvoiced segments, 6 temporal features, and 26 additional cepstral parameters and dynamic parameter [63]. The features were extracted using the OpenSMILE toolkit [65] and for additional details about eGeMAPS, readers are referred to [63].

5.2 System Parameters Settings

As previously mentioned, the AOL prediction subsystem in the proposed framework was implemented as an ordinal multiclass SVM (OMSVM) in the reported experiments. This OMSVM implementation used the ClassificationECOC MATLAB toolbox (an error correction output code multiclass classifier) [66]. The state posterior probabilities were then computed using the FitPosterior function [52].

The RankSVM model used in the ROL prediction subsystem was implemented using the toolkit referred to in [67]. It is trained using primal Newton method, which is known to be fast, [68], [69] and the maximum Newton step was set to be 20 as in [67]. Finally, both the OMSVM and RankSVM models utilised linear kernels and both used $c = 1 \times 10^{-4}$ as suggested in [31], [70].

5.3 Evaluation Metrics

5.3.1 AOL Prediction Evaluation Metrics

Unweighted Average Recall (UAR) is a standard metric used to quantify performance in nominal classification tasks [30], [31], and has also been utilised to report ‘classification accuracy’ even predicting AOLs [36]. We report UAR as one measure to allow comparison with existing literature. However, we also note that UAR does not take into account ordinality in the labels. For instance, incorrectly predicting ‘Low arousal’ as ‘Medium arousal’ or ‘High arousal’ both carry the same penalty although obviously the latter is a bigger error. Therefore, to take the ordinal nature of AOLs into consideration, we also report the weighted Cohen’s Kappa (WK) coefficient, $w_{i}$, which is used to measure the consistency between two AOL sequences. The coefficient, $w_{i}$, indicates the level of agreement between two different label sequences (predictions Vs ground truth) as given by (4), with $w_{i} = 1$ indicating perfect agreement and $w_{i} = 0$ indicating only chance agreement [71].

$$k_{w} = \frac{\sum_{i=1}^{3} \sum_{j=1}^{3} w_{ij} p_{ij} - \sum_{i=1}^{3} \sum_{j=1}^{3} w_{ij} p_{i} q_{j}}{1 - \sum_{i=1}^{3} \sum_{j=1}^{3} w_{ij} p_{i} q_{j}}$$

(4)

$$W = \begin{bmatrix}
1 & 0.5 & 0 \\
0.5 & 1 & 0.5 \\
0 & 0.5 & 1
\end{bmatrix}$$

(5)

Where $p_{ij} = \frac{n_{ij}}{N}$ denotes the proportion of each element of the $3 \times 3$ confusion matrix that maps the ground truth and prediction AOLs, $i, j \in \{1, 2, 3\}$ referred to AOL - low, medium, high, $p_{i} = \frac{n_{i}}{N}$ denotes the proportion of AOL $i$ of the ground truth with $n_{i}$ referred to the number of AOLs equal to $i$, $q_{j} = \frac{n_{j}}{N}$ denotes the proportion of AOL $j$ of the predictions with $n_{j}$ referred to the number of AOLs equal to $j$, $N$ denotes the total number of AOLs and $w_{ij}$ is the element of $i^{th}$ row and $j^{th}$ column of matrix $W$ defined in (5).

5.3.2 ROL Prediction Evaluation Metrics

To quantify the performance of the ROL prediction subsystem we adopt measure called precision at $k$ ($P@k$), which is widely used in the rank-based retrieval tasks and in preference learning tasks [21], [23]. It is a measurement of precision in retrieving top or bottom $k$% of the samples. It is calculated by first dividing ground truth labels into high and low groups following the rule that ROLs larger than median is collected in the high group and vice versa as shown in top section of Fig. 8. The prediction is counted as a success if the top $k$% of the predictions belong to high group and the bottom $k$% samples of the predictions are retrieved from the low group as depicted in Fig. 8.

The other commonly used metric for quantifying mismatch between two ranks is Kendall’s Tau [72]. It ranges from -1 to 1 indicating the range from completely antithesis to perfect matched, with 0 indicating the two ranks are independent [73]. Kendall’s Tau, $\tau$, is given as:

$$\tau = \frac{C - D}{n(n-1)/2}$$

(6)

where $T$ refers to total number of comparisons given by $T = \frac{n(n-1)}{2}$, with $n$ referring to the highest rank index. $C$ denotes the number of concordant pairs and $D$ denotes the number of discordant pairs.

It should be noted that both $P@k$ and $\tau$ are used to evaluate a single sequence of ROLs. In the reported experiments, $P@k$ and $\tau$ are first calculated for each utterance and the mean over all the utterances in the test set is then reported.

6 Experimental Results and Discussion

Prior to testing the proposed DOMM based prediction system, we quantify the performance of the AOL and ROL prediction subsystems individually based on the metrics outlined in the previous section. Experimental results on the IEMOCAP database are reported in terms of the mean and standard deviation computed across each fold of the 10-fold cross validation as discussed in section 4. Results on the RECOLA database are reported in terms of means and standard deviations of the performance metrics determined on the different AOL sets obtained using the identified range of thresholds ($\theta_{l}$ and $\theta_{u}$) for the interval label to AOL conversions (refer section 4.1).
Table 3 summarises the AOL prediction accuracies of the three systems evaluated on IEMOCAP that have been reported in recent literature [30], [31], [40]. Two of the three systems treat AOL as nominal labels and are implemented as conventional classification systems [30], [31]. Only the VGGish-CORAL system considers the ordinal nature of the labels [40]. More importantly, all three systems were evaluated using different subsets of IEMOCAP, precluding a direct comparison between the reported accuracies. It is also worth noting that despite the HMM and SVM systems being evaluated on the subset of IEMOCAP where both audio and video recordings are available, the number of utterances in both setups are different. Furthermore, the exact test and training utterances are not identified in the published literature. Consequently, since a direct comparison is not possible, our experiments are carried out on the entire IEMOCAP dataset.

### 6.1 OMSVM Performance

The performance of the OMSVM based AOL prediction subsystem evaluated on both IEMOCAP and RECOLA in terms of UAR and weighted Kappa are reported in Table 4. It can be seen that the prediction accuracies are significantly higher than chance (with chance level of 33.3%) and constitutes a reasonable baseline for AOL prediction without incorporating any information from relative ordinal labels.

Table 4 summarises the AOL prediction accuracies of the three systems evaluated on IEMOCAP that have been reported in recent literature [30], [31], [40]. Two of the three systems treat AOL as nominal labels and are implemented as conventional classification systems [30], [31]. Only the VGGish-CORAL system considers the ordinal nature of the labels [40]. More importantly, all three systems were evaluated using different subsets of IEMOCAP, precluding a direct comparison between the reported accuracies. It is also worth noting that despite the HMM and SVM systems being evaluated on the subset of IEMOCAP where both audio and video recordings are available, the number of utterances in both setups are different. Furthermore, the exact test and training utterances are not identified in the published literature. Consequently, since a direct comparison is not possible, our experiments are carried out on the entire IEMOCAP dataset.

### 6.2 RankSVM Performance

The performance of the RankSVM based ROL prediction subsystem is quantified in terms of both Kendall’s Tau and $P_{@k}$. Fig. 9 shows $P_{@k}$ for $k = 10\%$, $20\%$, $30\%$, $40\%$ and $50\%$. The solid lines correspond to arousal and dashed lines to valence with the red and blue colours representing performance on IEMOCAP and RECOLA respectively. On the IEMOCAP dataset, the RankSVM system achieves a $P_{@k}$ of around 95% and 65% for arousal and valence at $k = 10\%$ which is better than the 85% and 63% previously reported on the IEMOCAP dataset [21].

Additionally, recognising that $P_{@k}$ does not reflect the exact ranking order within the samples but only indicates...
the performance of retrieving top and bottom k% of samples, we also report Kendall’s Tau in Table 5. It can be seen that these r values are in line with previously reported values of 0.36 and 0.08 for arousal and valence respectively [21]. The performance of the RankSVM system for valence prediction is uniformly poorer than arousal rank prediction and while this is consistent with reported results on interval labels as well when using audio inputs [56], [74], the Kendall’s Tau value for valence rank prediction in IEMOCAP is close to chance. As previously mentioned, all reported results using the RECOLA dataset in recent literature has focused on interval prediction and not ordinal prediction and consequently cannot serve as a baseline for our experiments.

6.3 Evaluating the Proposed DOMM Framework

The DOMM framework was developed to integrate complementary information from independent AOL and ROL prediction subsystems. Noting that the proposed approach ultimately predicts AOLs, UAR and weighted Cohen’s kappa ($k_w$) are employed as performance metrics. Also recall that UAR does not take the ordinal nature of the labels into account, while $k_w$ does. The proposed system, denoted as DOMM_RS, is compared to the basic OMSVM system that does not make use of any relative ordinal information. In addition, we also report the performance of a version of the DOMM framework that uses rank difference ($\Delta\nu_t$) from the ground truth ROLs instead of the ROLs predicted by the RankSVM system. This system, denoted as DOMM_GT, serves as an indication of the upper bound of what is possible when integrating relative and absolute ordinal information with the DOMM framework.

The results from both IEMOCAP and RECOLA are reported in Table 6. It can be seen from these results that consistently, across both databases and across both arousal and valence, the DOMM_RS outperforms the OMSVM system and is in turn outperformed by the DOMM_GT system. Specifically, on IEMOCAP, DOMM_RS achieves absolute improvement of 3.5% for arousal and 4.8% for valence in terms of UAR and that of DOMM_GT is even higher with 8.6% and 11.1% for arousal and valence respectively. Significant improvement in terms of weighted kappa is also observed. Similar trends are also observed on the RECOLA dataset. These consistent trends strongly support the idea that absolute and relative ordinal labels contain complementary information and jointly modelling them has clear benefits. The performance discrepancy between DOMM_RS and DOMM_GT can be reasonably explained by the performance of the RankSVM based ROL prediction subsystem reported in Table 5.

Finally, in addition to the summary results in Table 6, we also provide comparisons between the three systems for each individual arousal and valence thresholds ($\theta_{a2}$ and $\theta_{v2}$) employed in our interval label to AOL conversion in Figs. 10 and 11. The red bar on the boxplots indicates the median values across different thresholds and each dot represents performance measured with each threshold. The dashed lines in the boxplots connect dots corresponding to the same threshold and is provided for ease of comparison of systems at the same threshold. It can be seen that the trends observable in Table 6 are even more evident with the additional detail in these figures and specifically DOMM_GT outperforms DOMM_RS, which in turn outperforms OMSVM across every all measures and when using any of the thresholds for interval to AOL conversion.

7 Conclusion

In the growing body of literature on ordinal emotion prediction, the term “ordinal emotion labels” has been used to refer to two related but different notions. In this paper, we explicitly distinguish between them and introduce the terminology absolute ordinal label (AOL) and relative ordinal label (ROL), conveying the different aspect of ordinality they embody. Following this, we establish that the complementary information encoded in these two different ordinal labelling schemes can be integrated in a joint model of emotion dynamics. Specifically, this novel framework, referred to as the dynamic ordinal Markov model (DOMM), integrates time varying absolute and relative ordinal information.

A realisable and computationally inexpensive, speech-based emotion prediction based on the proposed framework, making use of OMSVM and RankSVM based subsystems for AOL and ROL predictions was implemented to validate the proposed framework. The emotion prediction results obtained across a range of different configurations clearly indicates that integrating relative ordinal information can significantly improve absolute ordinal emotion prediction. The novel system is compared to both, a baseline OMSVM system that only models AOLS; and a version of the novel system that uses oracle ROLs (instead of predicted ROLs) to
serve as an indication of the upper bound on the predictive capabilities of the dynamic original Markov model. These experimental comparisons were carried out on both IEMO-CAP and RECOLA datasets, and in terms of both UAR and weighted Kappa. Consistently, in all comparisons, the joint model outperformed AOL only prediction. Finally, the comparison with the version using oracle ROLs suggest that improving the RankSVM based subsystem can lead to further gains in prediction accuracy.
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