Experiments and simulations of isochorically heated warm dense carbon foam at the Texas Petawatt Laser

ABSTRACT

An experimental and simulation study of warm dense carbon foams at ambient density (\(n_e \sim 10^{21} \text{ cm}^{-3}\)) is presented. This study of isochorically heated foams is motivated by their potential application in carbon-atmosphere white-dwarf envelopes, where there are modeling uncertainties due to the equation of state. The foams are heated on an approximately picosecond time scale with a laser-accelerated proton beam. The cooling and expansion of the heated foams can be modeled with appropriately initialized radiation-hydrodynamics codes; xRAGE code is used in this work. The primary experimental diagnostic is the streaked optical pyrometer, which images a narrow band of radiation from the rear surface of the heated material. Presented are xRAGE modeling results for both solid aluminum targets and carbonized resorcinol-formaldehyde foam targets, showing that the foam appears to cool slowly on the pyrometer because of partial transparency. So that simulations of cooling foam are processed properly, it is necessary to account for finite optical depth in the photosphere calculation, and the methods for performing that calculation are presented in depth.

I. INTRODUCTION

We are motivated to study warm dense matter (WDM) because of its prevalence in many physical systems relevant to high-energy-density physics, including imploding inertial-confinement-fusion capsules and astrophysical bodies such as stellar and giant-planet interiors. WDM is defined as a state of matter in which the Coulomb coupling parameter and the electron degeneracy parameter are both of order unity, thereby making it difficult to calculate the equation of state (EOS) and other transport properties. In the present experiment on heated carbon foam, the coupling parameter was near unity and the degeneracy parameter (the ratio of the kinetic energy to the Fermi energy) was between 2 and 8 depending on the shot. The present exploratory work was to determine whether we could (i) create and diagnose warm dense carbon plasmas with our isochoric heating platform and (ii) understand the results of our diagnostics via radiation-hydrodynamics modeling.

The motivation for the present work was to achieve laboratory conditions that are analogous to those in the atmospheres and envelopes of white-dwarf stars with carbon lines [DQ white dwarfs (DQWDS)] by heating carbon foams to between \(\sim 1 \text{ eV}\) and \(2 \text{ eV}\). However, the present work is also broadly applicable to studying the WDM EOS, which in many cases is not well constrained. White dwarfs are of interest as the final evolutionary phase for around 97% of all stars in the universe, most of which have either hydrogen- or helium-rich atmospheres. DQWDS constitute a class of helium-rich white dwarfs with substantial concentrations of carbon in their atmospheres, which is relevant to our carbon-foam experiments. The atmospheres of the subclass of hot DQWDS have effective temperatures in the range of \(18 \,000–25 \,000 \,\text{K} (1.5 \,\text{eV–}2 \,\text{eV})\). DQWD atmospheres have electron densities of up to \(10^{18} \text{ cm}^{-3}\), while their envelopes have electron densities of up to \(10^{23} \text{ cm}^{-3}\). This density–temperature regime is within the WDM parameter space, therefore laboratory studies can provide benchmarks for theoretical models of...
white-dwarf atmospheres and envelopes.\textsuperscript{4,5} However, note that measuring the carbon EOS or spectral lines will require diagnostics beyond those used in the present experiment. Kriether et al.\textsuperscript{1} emphasized recently the current interest in white-dwarf EOS properties, although they examined the behavior of the principal Hugoniot at pressures and temperatures far higher than those that we achieve with isochoric heating.

We can create WDM at the Texas Petawatt Laser (TPWL) facility by means of our isochoric heating platform, where we heat samples with a laser-accelerated proton beam on approximately picosecond timescales and probe them as they expand on approximately nanosecond timescales. Short-pulse lasers are ideal for isochoric heating experiments because of the amount of energy they can deliver on an approximately picosecond timescale; it is possible to heat matter with laser-accelerated proton beams,\textsuperscript{7} laser-accelerated ion beams,\textsuperscript{8,9} and even direct heating from the laser pulse.\textsuperscript{9} For our isochoric heating platform, we use protons with approximately melectrontvolt energy and accelerated via the target normal sheath acceleration (TNSA) mechanism\textsuperscript{10-12} that arises from the short-pulse laser interaction with 5-\textmu m-thick gold targets. Having heated the foam or foil to WDM conditions, we measure the surface brightness temperature with a streaked optical pyrometer (SOP).\textsuperscript{13} We can also measure the transmitted proton spectrum for energies above \textasciitilde 1.5 MeV on each shot with a Thomson parabola spectrometer (TPS).

To interpret the pyrometry data, we perform radiation-hydrodynamics simulations of the heated material. Because our eventual goal is to use our experimental measurements in conjunction with modeling to evaluate performance of different EOS tables and other models for this regime, it is important to have a modeling platform in place, including proper post-processing. This is consistent with other recent WDM experimental studies, which included complementary radiation-hydrodynamics simulations.\textsuperscript{14,15} For the simulations, we use the proton energy spectrum from a TPS to set up the initial simulation conditions. We use cold stopping powers from the Stopping and Range of Ions in Matter (SRIM) database to calculate the proton dE/dx, which becomes a spatial internal energy (SIE) profile that we then use as the energy source for our xRAGE simulations, in a manner described by Bang et al.\textsuperscript{16} This dE/dx calculation is necessary because xRAGE contains no physics regarding ion energy deposition. The simulated material then expands into a low-density background gas, and the material temperature in the simulated material is compared to the SOP measurements. We found that while optically thick materials (e.g., aluminum) conform to the idea of having an “emitting layer” (first discussed in 1993 by Celliers and Ng\textsuperscript{17}) around the critical surface of the wavelength viewed by the pyrometer, we needed to post-process the foam simulations differently to account for the partial transparency of the foam.

In this paper, we present our experimental methods in Sec. II, simulation methods in Sec. III, and results from probing and analyzing warm dense aluminum and carbon foams in Sec. IV, with an eye toward eventual applications in comparison with EOS theory. We demonstrate that we can create and observe the brightness temperature of warm dense carbon foams with a density of 60 mg/cm\textsuperscript{3}. In Sec. III, we present our post-processing technique for comparing our xRAGE radiation-hydrodynamics simulations with the brightness temperature measurements of the carbon foams. In Sec. V, we discuss applications of the experiments for eventual EOS measurements, and the relevance to DQWD atmospheres and envelopes.

II. EXPERIMENTAL METHODS

The experiments were performed at the TPWL facility,\textsuperscript{17,18} which delivers a short-pulse beam with 150-fs pulse duration and up to 150 J of energy. Its intensity contrast was measured in 2017 (see supplementary material) to be \textasciitilde 5 \times 10\textsuperscript{6} at 50 ps. It is amplified by optical parametric chirped pulse amplification followed by pulsed power amplification delivered by means of flashlamps in neodymium-doped glass. The short-pulse beam can be focused either by a f/3 off-axis parabola into the TC1 target chamber or by a f/40 spherical mirror into the TC2 target chamber.

The short-pulse TPWL beam is focused by an f/40 spherical mirror and irradiates a solid gold target with a spot size of around 100 \mu m. This laser–target interaction produces protons with energies of up to \textasciitilde 10 MeV and accelerated by TNSA. A secondary target (called the package) is mounted 300 \mu m behind the ion source and is heated by the proton beam to WDM conditions. Figure 1 shows the experiment schematically.

The target is positioned nearly normal to the laser beam, and the package is mounted directly behind and parallel to the target. Given the nature of standard TNSA interactions, we assume that the majority of the laser–target interaction occurs at the front of the target and that much of the laser light is reflected; the target is therefore angled at around 2° to prevent reflections back up the laser chain. The SOP images the rear surface of the package, while the TPS is placed behind the target to measure the energies of the TNSA protons. Figure 2 shows the layout of the experiment in the target chamber.

The TNSA targets were 5-\textmu m-thick gold foils, while the heating packages were 7-\mu m and 10-\mu m-thick aluminum foils or 100-\mu m-thick 60-mg/cc CRF (carbon) foams.\textsuperscript{11} Here, CRF stands for carbonized resorcinol-formaldehyde; the primary component is carbon, and we treat it as purely carbon in our simulations. We have measured the pore size in the foams to be less than 1 \mu m. We chose aluminum foils for our experiments because aluminum is a standard choice for WDM experiments and has been studied extensively.\textsuperscript{14,15} There is a modern EOS for aluminum in the SESAME database.\textsuperscript{18} Once we were able to observe heating in aluminum with our diagnostics, we moved on to the experimental package, namely the 60-mg/cc CRF foam.

The targets were mounted on either side of 300-\mu m-thick aluminum stacks, each with a 2-mm-diameter hole. The stack provided the spacing between the proton source and the heated package. Figure 3 shows a microscope image of a mounted target (with no heating package). We position the target such that the short-pulse beam hits the middle of the hole, but having a 2-mm target size mitigates the uncertainty in laser pointing and shot-to-shot jitter.

The two diagnostics for this experiment were the TPS,\textsuperscript{20,25} which was used to measure the energy spectrum of the protons accelerated via TNSA, and the SOP, which was used to measure the time-resolved blackbody emissions of the heated package.

Optical pyrometry is a standard diagnostic for determining plasma temperature from emission of optical radiation.\textsuperscript{24-28} The SOP used in this experiment was designed, built, and calibrated at the University of Texas.\textsuperscript{19} It is an optical telescope that collects the blackbody radiation from the heated package through a bandpass filter centered at 400 nm. A streak camera sweeps the received signal,
resulting in an image with one dimension in distance and one dimension in time. Using calibration of the optics and streak-camera response, the radiation is then converted into a brightness temperature in electronvolts. Figure 4 shows SOP sample data; Fig. 4(a) shows an example of a conversion from counts to brightness temperature, and Fig. 4(b) shows a resulting streak-camera image of temperature as a function of distance and time.

Figure 4(b) shows a sample streak-camera image where camera counts have been converted to brightness temperature through the calibration data in Fig. 4(a). The SOP measures both the spatial extent of the heating (in one dimension) and the time evolution of the heating. The resolution for this image is around 5 ps in time and 0.26 ± 0.02 pixels/μm in distance. Both the time resolution and the distance resolution can change based on the SOP settings; these settings are discussed in depth in Ref. 13. For the experiments discussed here, our primary interest is in the time evolution of the heating. However, for other applications such as heating a target with different material components by the same ion beam, the measurement of heating as a function of distance across the target is also needed. The measurement of the spatial extent of the heating is also an indirect measurement of the proton-beam divergence as it crosses the 300-μm vacuum gap between the TNSA source and the target, as well as its divergence within the target (because this measurement shows only the blackbody radiation from the back surface of the target). For the experiments discussed herein, the spatial extent of the heating varied from shot to shot but was consistently in the range of 300 μm–500 μm.

III. SIMULATION METHODS

The experiments are simulated in one dimension using xRAGE, an Eulerian radiation-hydrodynamics code developed at Los Alamos National Laboratory (LANL). As an Eulerian code, the fluid moves through a fixed grid, with adaptive mesh refinement to resolve regions of interest in more detail. The relevant physics models used in these simulations are hydrodynamics and partial ionization.
We considered 3T physics, thermal conduction, and radiation diffusion (using a multigroup diffusion model), but tests showed those were all small effects in this temperature–density regime.

To justify further why 3T physics produces only a small effect in this simulation work, our simulations showed an electron–ion temperature equilibration time of less than 50 ps if all energy has been deposited into the ions initially. Furthermore, this equilibration has no effect on the final post-processed simulation result. We use the default electron–ion coupling supplied by xRAGE [given by Eq. (3.61) in Ref. 30]; however, we acknowledge that there has been some work showing that the electron–ion equilibration may be slower in the WDM regime than most models predict,11 so 3T physics may have some unaccounted-for effect in this regime.

The experiment is modeled by setting a starting density and temperature for each region of the material, and then allowing the material to cool and expand into a low-density background gas. We model the CRF foam as a uniform sample of carbon with a starting density of 0.06 g/cm³, which means an implied porosity of around 97%. We check to see what affect this porosity might have on the foam behavior. We measure the maximum pore size of the foam to be less than 1 μm, and many pores are smaller. We use the estimate of the sound speed in the heated plasma as $c_s = \sqrt{\frac{k_B T_e m_i}{Z}}$. The ion density corresponding to the foam density of 60 mg/cm³ is $2.88 \times 10^{21}$ atoms/cm³ and the free-electron density is given by our xRAGE simulations ($\sim 10^{21}$ electrons/cm³), so we have $Z \approx 0.3$. This gives $c_s = 1.6 \mu$m/ns for $T_e = 1$ eV and $c_s = 2.7 \mu$m/ns for $T_e = 3$ eV. Therefore, the pores close on time scales of at most a few hundred picoseconds, which is far slower than the isochoric heating. This means that the foam lattice is heated uniformly and then expands inwardly uniformly to close the pores, as well as expanding outwardly. After 100 ps–500 ps, the foam lattice has transformed into a uniform expanding plasma. Our SOP diagnostic resolution cannot resolve the pores, so it sees only a uniformly heated plasma.

To set up the initial conditions from a TNSA proton beam depositing energy into the package, we use the SRIM database32 to calculate the proton stopping power in each zone of the material, from which we can calculate a corresponding specific internal energy (SIE) for each zone. To do this conversion, we follow calculations by Bang et al.,7 namely

$$\text{SIE} = \frac{dE}{dx} \cdot N_{\text{ions}} \cdot \text{(fraction not stopped in previous zones)} \frac{}{N_{\text{target}}}.$$ (1)

The resultant SIE is sourced into xRAGE, which has no model for proton energy deposition physics. The free parameter $N_{\text{ions}}$ is

---

**FIG. 3.** Microscope image of a mounted target. The gold foil is glued to the far side of the stalk. A heating package would be glued to the near side to create the necessary 300-μm spacing. To allow accurate imaging of the diagnostics on either side of the stalk, small wires are glued to the sides of the stalk.

**FIG. 4.** (a) Expected brightness temperature as a function of streak-camera counts, calculated from blackbody formula and calibration for optics transmission and streak-camera settings. The streak camera saturates at 4095 counts, and we attempt to run the experiment at a setting where the maximum brightness temperature occurs near but below the saturation point. The dashed red lines are the upper and lower bounds for the brightness temperature based on the measurement uncertainties. (b) Streak-camera image converted from counts to brightness temperature (shot 11 441; package: 10-μm aluminum). Adapted with permission from Roycroft et al., AIP Adv. 10, 045220 (2020). Copyright 2020 AIP Publishing LLC.
selected to give the starting temperature that matches best with the SOP observations. Note that \( N_{\text{ions}} \) is not the only possible free parameter in this simulation: we also ramp the proton energy deposition over time to simulate the rise in proton heating in accordance with the proton time of flight (~30 ps to cross the 250-\( \mu \)m vacuum gap, plus the time to arrive at the back surface of the given target). In the following paragraphs, we show the step-by-step implementation of the calculation described by Eq. (1).

First, we calculate the stopping power \( (\mathrm{dE}/\mathrm{dX}) \) for each zone of the material. We acknowledge that there is an effort to develop warm stopping power models, although we have used cold stopping power data to set up these simulations. Furthermore, for this experiment, the TPS did not measure counts for protons with energy less than ~1 MeV. Therefore, we made both a lower-bound estimate for the low-energy proton trend (i.e., a flat count for number of ions below the cutoff) as well as an upper-bound estimate, by fitting the spectrum to a simple exponential \( (y = a e^{-b x}) \), as in Ref. 34. The three proton spectra (no low-energy protons, cutoff assumption for low-energy protons, and exponential fit for low-energy protons) are shown in Fig. 5(a).

The energy deposited per proton into each zone of the material (in this case, CRF foam at 60 mg/cm\(^3\)) for the spectra in Fig. 5(a) is shown in Fig. 5(b). The fraction of the proton spectrum (with low-energy protons) shown in Fig. 5(a) that is stopped in each zone of the material is shown in Fig. 5(c).

The proton spectrum with the highest number of low-energy protons (i.e., the exponential fit) couples energy more effectively from the beam into the heated package. However, for the two \( \mathrm{dE}/\mathrm{dX} \) profiles [Fig. 5(b)], the relative amount of energy deposited at each zone point in the package is the same. We note that even for the exponential-fit spectrum, only a very small fraction of the protons are stopped in the sample, as shown in Fig. 5(c). The low-energy protons are indeed responsible for the majority of the heating, so they must be included in the setup for the simulation. However, because the two \( \mathrm{dE}/\mathrm{dX} \) profiles differ only in magnitude, using one spectrum or the other to initialize the simulation turns out to affect only the free parameter \( N_{\text{ions}} \) and therefore the laser-energy to proton-energy conversion factor, which is discussed further below and reported in Table I.

In this experiment, the TPS diagnostic was not calibrated for number of ions; therefore, a range of reasonable values is chosen for \( N_{\text{ions}} \) consistent with ~1% laser-energy to proton-energy conversion. For each sample shot discussed herein, Table I gives the laser-energy to proton-energy conversion needed to heat the package to the observed temperature. The literature-quoted value for highest laser-energy to proton-energy using TNSA is 9%. While the values in Table I are lower, this is expected because we were using a less tightly focused short-pulse beam; laser-to-proton energy conversion is expected to depend on the laser intensity on the target.

After the initial energy input, the material cools and expands into the vacuum, which we model as a low-density background gas (for these simulations, deuterium at 1 \( \times \) 10\(^{-4}\) g/cm\(^3\)). We read out profiles of material properties as a function of distance (e.g., density in each zone, material temperature in each zone) at each timestep. Figure 6 shows profiles at 0 ps, 100 ps, and 500 ps of material density and temperature for a simulation of a 10-\( \mu \)m-thick aluminum-foil package (shot 9626).

To compare the SOP lineouts with xRAGE, post-processing of the material temperature profiles is needed (note that when considering radiation diffusion, we found the radiation temperature to be equivalent to the material temperature throughout the simulated

### Table I. Laser energy to TNSA proton energy for each sample shot discussed herein; the energy conversion is based on the value of \( N_{\text{ions}} \) needed to heat the package to the measured temperature on shot.

| Shot number | Package          | Laser energy on shot (J) | Laser-to-proton energy conversion (cutoff spectrum) (%) | Laser-to-proton energy conversion (exp.-fit spectrum) (%) |
|-------------|------------------|--------------------------|--------------------------------------------------------|--------------------------------------------------------|
| 9 626       | 10-\( \mu \)m aluminum, solid | 123.0                    | ~1.5                                                   | ~1.3                                                   |
| 11 477      | ~100-\( \mu \)m CRF, 60 mg/cc | 98.9                     | ~3.2                                                   | ~2.2                                                   |
| 11 485      | ~100-\( \mu \)m CRF, 60 mg/cc | 100.4                    | ~0.8                                                   | ~0.5                                                   |
The literature shows that for optically thick heated packages starting at solid density, it is sufficient to compare the material temperature at a given "emitting layer" (i.e., the layer from which most of the thermal emission comes from) and the temperature read by the pyrometer, given that the optical depth [defined as $\tau = \rho \ast \kappa \ast s$ (density $\ast$ opacity $\ast$ optical path length), a dimensionless parameter] of the aluminum foils at this temperature is around 200. This emitting layer is near the critical density surface for the wavelength observed by the SOP. In Fig. 6(b), we plot the location of the 400-nm critical density on the temperature profiles. We calculate that location for each timestep, using electron density profiles calculated by xRAGE. We then plot a temporal lineout of the SOP image against the critical surface temperature at each time.

By contrast, the CRF foams start out as being underdense compared to $n_{cr}$ for 400-nm light, so calculating a critical density location is impossible. Figure 7 shows profiles at 0 ps, 100 ps, and 500 ps of material density and temperature for a simulation of shot 11 477 (the package was 100-µm-thick CRF with a starting density of 60 mg/cm$^3$). For the simulations shown in Fig. 7, we used SESAME EOS 7834. For 400-nm light, the foams have an optical depth of $\sim$2, so radiation comes from throughout the foam. Therefore, we must perform a photosphere calculation.

For this calculation, we find the specific intensity of the light emitted (from the simulated foam) and convert it into an equivalent blackbody temperature, which can then be compared to the SOP lineout data. This calculation follows the "fundamentals of radiative transfer" discussion by Rybicki and Lightman. We evaluate the solution to the radiative transfer equation $\frac{dI}{d\tau} = -I + S$, where $I$ is the specific intensity, $S$ is the source function, and $\tau$ is the optical depth. The solution for the transfer equation with a constant source is $I(\tau) = I(0)e^{-\tau} + S(1 - e^{-\tau})$, which means that the light coming from any material is equal to the light from the backlighter $I(0)$ diminished by $e^{-\tau}$ plus the self-emission represented by the source function. This form of the solution is useful for estimating the light intensity from any material, although for our calculation we take into account a non-constant source and changing optical depth.

For this experiment, we have no backlighter and our source is blackbody radiation. However, this source is non-constant because the blackbody function is temperature dependent (and the material is not heated completely uniformly). Therefore, we must integrate over the entire material (including a change of variables from optical depth to physical path length of light in the material). The specific intensity from a foam target is

---

**FIG. 6.** (a) Density profiles at 0 ps, 100 ps, and 500 ps for a sample aluminum-foil simulation (shot 9626). (b) Temperature profiles at 0 ps, 100 ps, and 500 ps for the same simulation as in (a), along with vertical lines showing the location of the 400-nm critical density at 100 ps and 500 ps.

**FIG. 7.** (a) Density profiles at 0 ps, 100 ps, and 500 ps for a sample CRF simulation (shot 11 477). (b) Temperature profiles at 0 ps, 100 ps, and 500 ps for the same simulation as in (a).
where $B$ is the blackbody function ($B(\nu, T) = \frac{2\hbar \nu^3}{c^2} \frac{1}{\exp(h\nu/k_B T) - 1}$), $s$ (cm) is the path length in the material, $\rho$ (g/cm$^3$) is the density of the material, and $\kappa$ (cm$^3$/g) is the opacity. Using this framework, we calculate the path length (accounting for the pyrometer’s angled line of sight to the heated package), opacity, and optical depth at each zone in the material, based on the material density and material temperature profiles from xRAGE at each timestep.

We use opacity data from LANL for all of these calculations. Our first step is to calculate the optical depth $\tau = \rho \kappa s$ at each point in the material. The optical depth at two different simulation time steps for a sample CRF shot (shot 11 477) is shown in Fig. 8.

After computing the blackbody function, path length, and optical depth at every point in the material for a given timestep, we evaluate Eq. (2) to obtain the specific intensity at that timestep. The intensity is then converted into an equivalent blackbody temperature and plotted against the SOP lineout at each timestep, allowing for direct comparison between the simulation and pyrometry measurement.

Ideally, both post-processing methods should give similar results for the aluminum-foil shots, where the optical depth is large ($\tau \gg 1$). Using both methods on a single simulation for the example aluminum-foil shot (shot 9626; see Fig. 9), the resulting equivalent temperatures are nearly identical for the first 100 ps of the simulation, with the opacity processing coming out marginally lower as the simulation progresses. The simulations in Fig. 9 have no energy ramp; instead, the simulation starts with the energy of the entire proton beam at $t = 0$. We set the simulation $t = 0$ as a time when the SOP measurement is sufficiently above the background.

IV. RESULTS FOR HEATING OF CRF AND COMPARISON WITH SIMULATION USING PHOTOSPHERE POST PROCESSING

Comparing the example aluminum SOP data (see Fig. 9) and the CRF SOP data (see Fig. 10) shows that the foam does not cool in the same way as does the aluminum. Unlike with the aluminum shots, the SOP shows little cooling of the CRF target; the temperature does not drop after the initial slight amount of cooling. However, with our post-processing method that accounts for partial transparency, the simulations account for the (lack of) cooling.

We succeeded in measuring the heating and proton spectra concurrently for two different temperature shots of heated 60-mg/cm$^3$ CRF packages, namely shots 11 477 and 11 485. Figure 10 shows SOP lineouts for brightness temperature as a function of time, plotted against three xRAGE simulations for each shot, showing an upper, middle, and lower bound for laser-energy to proton-energy conversion.

While these two shots were taken under similar conditions, a much higher peak brightness temperature was achieved on shot 11 477 because of more ions being accelerated and better coupling to the TPWL short-pulse beam (notably, the laser energy recorded for shot 11 485 was higher than that for shot 11 477; see Table 1). Such variation can be understood from changes in the focus of the laser on the primary target (the 5-μm-thick gold foil that is the source of the TNSA protons).
V. CONCLUSIONS

In this paper, we have presented an experimental and simulation platform for studying the WDM created by isochoric heating of carbon foam packages with a laser-accelerated TNSA proton beam. We showed that post-processed xRAGE simulations do a good job of matching the cooling trend for the first 500 ps of the experiments. We also showed that the opacity–photosphere method of processing the xRAGE simulations is necessary for processing simulations of foam packages. For optically thick aluminum foil targets, this processing method produced nearly the same result as reading the temperature from an "emitting layer" at $n$-critical.

A potential application of our CRF foam results is to help constrain the properties of carbon-atmosphere (DQ) white dwarfs. We compare our carbon foam plasma conditions with modern DQWD atmospheres in Fig. 11. The temperature of our two shots is consistent with DQ atmospheres, but our electron densities are between $10^{20}$ cm$^{-3}$ and $10^{21}$ cm$^{-3}$, which is three to four orders of magnitude higher than the atmosphere densities. These densities would correspond to the envelope, below the atmosphere. This higher-density case would still be of considerable interest for an EOS measurement, given that Bergeron et al. showed that pressure ionization has a strong effect on the ionization balance. Note that to probe the pressure ionization regime of white-dwarf envelopes, the foam would have to have a higher density ($\sim 10^{23}$ cm$^{-3}$ or 1 g/cm$^3$) and be considerably hotter ($\sim 50$ eV). Temperatures in this range are achievable with isochoric heating platforms and have been observed in experiments that were optimized for high temperature, using methods such as ion beam focusing. Alternatively, we could have a future experiment start with a carbon vapor at less than 1 mg cm$^{-3}$ to probe conditions closer to DQ atmosphere conditions. Another application of our results would be to explore the effects of partial ionization of mid-Z elements at near-solid densities.

With additional diagnostics, such as a Fourier domain interferometer to measure expansion and plasma reflectivity and/or radiography to measure expansion, as well as an optical spectrometer to measure photospheric spectral lines, this experimental and simulation platform could be used to measure EOS and also to compare with astrophysical theories regarding white-dwarf spectra.

SUPPLEMENTARY MATERIAL

See the supplementary material for the most recent TPWL pulse contrast measurement.

![Fig. 10. (a) SOP lineout and three xRAGE simulations for shot 11 477, which was hotter and had less noise on the SOP than shot 11 485, shown in (b). The calculations are shown with an energy ramp and without (simply adding all of the energy at the starting point). The laser-to-ion-beam energy conversion efficiency is shown for both the cutoff and exponential-fit spectra.](image1)

![Fig. 11. Models of warm and hot DQ atmosphere temperature and density, plotted alongside the same parameters in the xRAGE CRF simulations. The hot DQ models have a pure carbon composition, while the warm DQ models have $N(C)/N(He) = 0.1$. The electron density in the experiment is three to four orders of magnitude higher than the electron density for the DQ white-dwarf atmospheres.](image2)
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