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1. Introduction

In this article, we are concerned with the classical variational inequality (VI) problem, which is to find a point $x^* \in C$ such that

$$
\langle F(x^*), x - x^* \rangle \geq 0, \quad \forall x \in C.
$$

where $C$ is a closed convex set in Hilbert space $\mathcal{H}$, $\langle \cdot, \cdot \rangle$ denotes the inner product in $\mathcal{H}$ and $F : \mathcal{H} \to \mathcal{H}$ is the VI-associated mapping.

This problem is a fundamental problem in optimization theory and related fields. It captures various applications, such as partial differential equations, optimal control, and mathematical programming. There exist many iterative algorithms for solving the VI (1.1); For example, the extragradient method of Korpelevich [24] (also Antipin [2]), in which at each iteration of the algorithm, in order to get the next iterate $x^{k+1}$, two orthogonal projections
onto $C$ are calculated, according to the following iterative step. Given the current iterate $x^k$, calculate
\[
\begin{aligned}
y^k &= P_C(x^k - \beta_k F(x^k)) \\
x^{k+1} &= P_C(x^k - \beta_k F(y^k))
\end{aligned}
\] (1.2)
where $\beta_k \in (0, 1/L)$, and $L$ is the Lipschitz constant of $F$ (or $\beta_k$ is replaced by a sequence of $\{\beta_k\}_{k=1}^\infty$ which is updated by some adaptive procedure), see also the related work of Khobotov [23]. For an extensive and excellent book on theory, algorithms and applications of VIs, see Facchinei and Pang book, [16]. In this matter, see also the comparative numerical study regarding gradient and extragradient methods for solving VIs [18].

In this paper, we wish to focus on a close but different type of algorithms, known as projection and contraction algorithms (PC-algorithms). They are called projection and contraction algorithms, according to [20], because in each iteration projections are used and the distance of the iterates to the solution set of the VI monotonically converges to zero.

He [20] and Sun [27] developed a projection and contraction algorithm, which consist of two steps. The first one produces the $k$th iterate point $y^k$ in the same way as in the extragradient method:
\[
y^k = P_C(x^k - \beta_k F(x^k)).
\] (1.3)
but the second update of the next iteration $x^{k+1}$ step is updated via the following PC-algorithms:
\[
\text{(PC-algorithm I)} \quad x^{k+1} = x^k - \gamma \varrho_k d(x^k, y^k)
\] (1.4)
or
\[
\text{(PC-algorithm II)} \quad x^{k+1} = P_C(x^k - \gamma \varrho_k \beta_k F(y^k)),
\] (1.5)
where $\gamma \in (0, 2)$, $\beta_k \in (0, 1/L)$ (or $\{\beta_k\}$ which is updated by some self-adaptive rule),
\[
d(x^k, y^k) := (x^k - y^k) - \beta_k (F(x^k) - F(y^k))
\] (1.6)
and
\[
\varrho_k := \frac{\langle x^k - y^k, d(x^k, y^k) \rangle}{\|d(x^k, y^k)\|^2}.
\] (1.7)

Cai et al. [8, Theorem 4.1] proved the convergence of the PC-algorithms in Euclidean spaces. Dong et al. [14, Theorem 3.1] extended the results of [8] to Hilbert spaces and proved the weak convergence of the PC-algorithm (1.5). To present a direct consequence from these two results, we need to assume the following conditions on the VI (1.1).

**Condition 1.1.** The solution set of (1.1), denoted by $\text{SOL}(C, F)$, is nonempty.

**Condition 1.2.** The mapping $F$ is monotone, i.e.,
\[
\langle F(x) - F(y), x - y \rangle \geq 0 \quad \forall x, y \in \mathcal{H}.
\] (1.8)

**Condition 1.3.** The mapping $F$ is Lipschitz-continuous on $\mathcal{H}$ with constant $L > 0$, i.e., there exists $L > 0$ such that
\[
\|F(x) - F(y)\| \leq L \|x - y\| \quad \forall x, y \in \mathcal{H}.
\] (1.9)
Hence, we can now establish the following Theorem derived from [8] and [14].

**Theorem 1.4.** Assume that Conditions 1.1–1.3 hold. Then, any sequence \( \{x^k\}_{k=0}^{\infty} \) generated by the projection and contraction algorithms (1.3)–(1.7) weakly converges to a solution of the variational inequality (1.1).

The purpose of this paper is then to prove the bounded perturbation resilience (BPR) of the PC-algorithms for solving variational inequality (VI) problem in real Hilbert spaces. This would enable to apply the Superiorization methodology and also introduce inertial PC-algorithms. Moreover, we show that the perturbed algorithms converge at the rate of \( O(1/t) \).

The outline of the paper is as follows. In Sect. 2, we present definitions and notions that will be needed for the rest of the paper. In Sect. 3, the PC-algorithms with outer perturbations are presented and analyzed. Later in Sect. 4, the bounded perturbation resilience (BPR) of the PC-algorithms is proved, then in Sect. 5 we construct the inertial PC-algorithms. Finally in Sect. 6, we compare and demonstrate the algorithms performances with respect to the problem of sparse signal recovery.

## 2. Preliminaries

Let \( \mathcal{H} \) be a real Hilbert space with inner product \( \langle \cdot, \cdot \rangle \) and the induced norm \( \| \cdot \| \), and let \( D \) be a nonempty, closed and convex subset of \( \mathcal{H} \). We write \( x^k \to x \) to indicate that the sequence \( \{x^k\}_{k=0}^{\infty} \) converges weakly to \( x \) and \( x^k \to x \) to indicate that the sequence \( \{x^k\}_{k=0}^{\infty} \) converges strongly to \( x \). Given a sequence \( \{x^k\}_{k=0}^{\infty} \), denote by \( \omega_w(x^k) \) its weak \( \omega \)-limit set, that is, any \( \omega \in \omega_w(x^k) \) such that there exists a subsequence \( \{x^{k_j}\}_{j=0}^{\infty} \) of \( \{x^k\}_{k=0}^{\infty} \) which converges weakly to \( \omega \).

For each point \( x \in \mathcal{H} \), there exists a unique nearest point in \( D \), denoted by \( P_D(x) \). That is,

\[
\|x - P_D(x)\| \leq \|x - y\| \quad \text{for all } y \in D. \tag{2.1}
\]

The mapping \( P_D : \mathcal{H} \to D \) is called the metric projection of \( \mathcal{H} \) onto \( D \). It is well known that \( P_D \) is a nonexpansive mapping of \( \mathcal{H} \) onto \( D \), and further more firmly nonexpansive mapping. This is captured in the next lemma.

**Lemma 2.1.** For any \( x, y \in \mathcal{H} \) and \( z \in D \), it holds

- \( \|P_D(x) - P_D(y)\| \leq \|x - y\| \);
- \( \|P_D(x) - z\|^2 \leq \|x - z\|^2 - \|P_D(x) - x\|^2 \);

The characterization of the metric projection \( P_D \) [19, Sect. 3] is given in the next lemma.

**Lemma 2.2.** Let \( x \in \mathcal{H} \) and \( z \in D \). Then, \( z = P_D(x) \) if and only if

\[
P_D(x) \in D \quad \tag{2.2}
\]

and

\[
\langle x - P_D(x), P_D(x) - y \rangle \geq 0 \quad \text{for all } x \in \mathcal{H}, \quad y \in D. \tag{2.3}
\]
Definition 2.3. The normal cone of $D$ at $v \in D$ denote by $N_D(v)$ is defined as:

$$N_D(v) := \{d \in \mathcal{H} \mid \langle d, y - v \rangle \leq 0 \text{ for all } y \in D\}. \quad (2.4)$$

Definition 2.4. Let $B : \mathcal{H} \rightrightarrows 2^\mathcal{H}$ be a point-to-set operator defined on a real Hilbert space $\mathcal{H}$. The operator $B$ is called a maximal monotone operator if $B$ is monotone, i.e.,

$$\langle u - v, x - y \rangle \geq 0 \text{ for all } u \in B(x) \text{ and } v \in B(y), \quad (2.5)$$

and the graph $G(B)$ of $B$,

$$G(B) := \{(x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in B(x)\}, \quad (2.6)$$

is not properly contained in the graph of any other monotone operator.

It is clear ([26, Theorem 3]) that a monotone mapping $B$ is maximal if and only if, for any $(x, u) \in \mathcal{H} \times \mathcal{H}$, if $\langle u - v, x - y \rangle \geq 0$ for all $(v, y) \in G(B)$, then it follows that $u \in B(x)$.

Lemma 2.5 [4]. Let $D$ be a nonempty, closed and convex subset of a Hilbert space $\mathcal{H}$. Let $\{x^k\}_{k=0}^\infty$ be a bounded sequence which satisfies the following properties:

- every limit point of $\{x^k\}_{k=0}^\infty$ lies in $D$;
- $\lim_{n \to \infty} \|x^k - x\|$ exists for every $x \in D$.

Then, $\{x^k\}_{k=0}^\infty$ weakly converges to a point in $D$.

Lemma 2.6. Assume that $\{a_k\}_{k=0}^\infty$ is a sequence of nonnegative real numbers such that

$$a_{k+1} \leq (1 + \gamma_k)a_k + \delta_k, \quad \forall k \geq 0, \quad (2.7)$$

where the sequences $\{\gamma_k\}_{k=0}^\infty \subset [0, +\infty)$ and $\{\delta_k\}_{k=0}^\infty$ satisfy

- $\sum_{k=0}^\infty \gamma_k < +\infty$;
- $\sum_{k=0}^\infty \delta_k < +\infty$ or $\sup \delta_k \leq 0$.

Then, $\lim_{k \to \infty} a_k$ exists.

Proof. We prove the lemma only for $\sum_{k=0}^\infty \delta_k < +\infty$, when $\sup \delta_k \leq 0$, the proof is similar.

For any natural number $l$ such that $1 < l < k$, we have

$$a_{k+1} \leq (1 + \gamma_k)a_k + \delta_k$$

$$\leq (1 + \gamma_k)(1 + \gamma_{k-1})a_{k-1} + (1 + \gamma_k)\delta_{k-1} + \delta_k$$

$$\leq (1 + \gamma_k)(1 + \gamma_{k-1})\cdots(1 + \gamma_l)a_l + (1 + \gamma_k)\cdots(1 + \gamma_{l+1})\delta_l$$

$$\quad + \cdots + (1 + \gamma_k)\delta_{k-1} + \delta_k$$

$$\leq e^{\sum_{m=l}^k \gamma_m} \left(a_l + \sum_{m=l}^k \delta_m\right). \quad (2.8)$$

Now fix $l$ and take superior limit for $k$:

$$\lim_{k \to \infty} a_k \leq e^{\sum_{m=l}^{+\infty} \gamma_m} \left(a_l + \sum_{m=l}^{+\infty} \delta_m\right). \quad (2.9)$$
Thus,
\[ a_l \geq e^{-\sum_{m=1}^{+\infty} \gamma_m} \lim_{k \to +\infty} a_k - \sum_{m=l}^{+\infty} \delta_m. \]  
(2.10)

By taking now inferior limit for \( l \) in the inequality (2.10) with \( \sum_{k=0}^{+\infty} \gamma_k < +\infty \) and \( \sum_{k=0}^{+\infty} \delta_k < +\infty \), we get
\[ \lim_{k \to +\infty} a_k \geq \lim_{k \to +\infty} a_k, \]
which yields the existence of \( \lim_{k \to +\infty} a_k \).
\[ \Box \]

Another useful property which derives easily from the Cauchy–Schwarz inequality and the mean value inequality is the following lemma.

**Lemma 2.7.** Let \( a, b \in \mathcal{H} \), then
\[ |2\langle a, b \rangle| \leq \| b \| \| a \| ^2 + \| b \|. \]  
(2.12)

### 3. Convergence of the PC-algorithms with outer perturbations

In this section, we present two PC-algorithms with outer perturbations and analyze their convergence. We first discuss the PC-algorithm I with outer perturbations.

**Algorithm 3.1** (PC-algorithm I with outer perturbations). Choose an arbitrary starting point \( x^0 \in \mathcal{H} \). Given the current iterate \( x^k \in \mathcal{H} \), compute
\[ y^k = P_C(x^k - \beta_k F(x^k)) + e_1(x^k), \]
(3.1)
where \( \beta_k > 0 \) is selected such that
\[ \beta_k \| F(x^k) - F(y^k - e_1^k) \| \leq \nu \| x^k - y^k + e_1^k \|, \quad \nu \in (0, 1). \]  
(3.2)

Define
\[ d(x^k, y^k) = (x^k - y^k + e_1(x^k)) - \beta_k (F(x^k) - F(y^k - e_1(x^k))), \]  
(3.3)
and calculate
\[ x^{k+1} = x^k - \gamma \rho_k d(x^k, y^k) + e_2(x^k), \]
(3.4)
where \( \gamma \in (0, 2) \), and
\[ \rho_k := \frac{\varphi(x^k, y^k)}{\|d(x^k, y^k)\|^2}, \]
(3.5)
where \( \varphi(x^k, y^k) = \langle x^k - y^k + e_1(x^k), d(x^k, y^k) \rangle \).

For the convergence proof, we assume that the sequences of perturbations \( \{e_i(x^k)\}_{k=0}^{\infty}, i = 1, 2 \), are summable, i.e.,
\[ \sum_{k=0}^{\infty} \|e_i(x^k)\| < +\infty, \quad i = 1, 2. \]  
(3.6)

For simplicity, we denote \( e_i^k := e_i(x^k), i = 1, 2. \)
Lemma 3.2. Let \( \{\rho_k\}_{k=0}^{\infty} \) be a sequence defined by (3.5). Then, under Conditions 1.2 and 1.3, we have
\[
\rho_k \geq \frac{1 - \nu}{1 + \nu^2}. \tag{3.7}
\]

Proof. From the Cauchy–Schwarz inequality and Condition 1.3, it follows:
\[
\varphi(x^k, y^k) = \langle x^k - y^k + e^k_1, d(x^k, y^k) \rangle
= \langle x^k - y^k + e^k_1, (x^k - y^k + e^k_1) - \beta_k (F(x^k) - F(y^k - e^k_1)) \rangle
= \|x^k - y^k + e^k_1\|^2 - \beta_k \langle x^k - y^k + e^k_1, F(x^k) - F(y^k - e^k_1) \rangle
\geq \|x^k - y^k + e^k_1\|^2 - \beta_k \|x^k - y^k + e^k_1\| \|F(x^k) - F(y^k - e^k_1)\|
\geq (1 - \nu) \|x^k - y^k + e^k_1\|^2. \tag{3.8}
\]
Using Conditions 1.2 and 1.3, we obtain
\[
\|d(x^k, y^k)\|^2 = \|x^k - y^k + e^k_1 - \beta_k (F(x^k) - F(y^k - e_1(x^k)))\|^2
\geq \|x^k - y^k + e^k_1\|^2 - 2\beta_k \langle x^k - y^k + e^k_1, F(x^k) - F(y^k - e_1(x^k)) \rangle
\leq (1 + \nu^2) \|x^k - y^k + e^k_1\|^2. \tag{3.9}
\]
Combining (3.8) and (3.9), we obtain (3.7) and the proof is complete. \( \square \)

Theorem 3.3. Assume that Conditions 1.1–1.3 hold. Then, any sequence \( \{x^k\}_{k=0}^{\infty} \) generated by Algorithm 3.1 converges weakly to a solution of the variational inequality problem (1.1).

Proof. Let \( x^* \in SOL(C, F) \). By the definition of \( x^{k+1} \), we have
\[
\|x^{k+1} - x^*\|^2
= \|x^k - \gamma \rho_k d(x^k, y^k) + e^k_2 - x^*\|^2
= \|x^k - x^*\|^2 + \|\gamma \rho_k d(x^k, y^k) - e^k_2\|^2 - 2\langle x^k - x^*, \gamma \rho_k d(x^k, y^k) - e^k_2 \rangle
= \|x^k - x^*\|^2 + \|x^{k+1} - x^*\|^2 - 2\gamma \rho_k \langle x^k - x^*, d(x^k, y^k) \rangle + 2\langle x^k - x^*, e^k_2 \rangle. \tag{3.10}
\]
It holds
\[
\langle x^k - x^*, d(x^k, y^k) \rangle = \langle x^k - y^k + e^k_1, d(x^k, y^k) \rangle + \langle y^k - e^k_1 - x^*, d(x^k, y^k) \rangle. \tag{3.11}
\]
By the definition of \( y^k \) and Lemma 2.2, we get
\[
\langle y^k - e^k_1 - x^*, x^k - y^k + e^k_1 - \beta_k F(x^k) \rangle \geq 0. \tag{3.12}
\]
From Condition 1.2, it follows:
\[
\langle y^k - e^k_1 - x^*, \beta_k F(y^k - e^k_1) - \beta_k F(x^*) \rangle \geq 0. \tag{3.13}
\]
Since \( x^* \in SOL(C, F) \) and \( y^k - e^k_1 \in C \), we get from (1.1)
\[
\langle y^k - e^k_1 - x^*, \beta_k F(x^*) \rangle \geq 0. \tag{3.14}
\]
Adding up (3.12)–(3.14), we obtain
\[
\langle y^k - e^k_1 - x^*, d(x^k, y^k) \rangle \geq 0. \tag{3.15}
\]
From (3.11), we get
\[ \langle x^k - x^*, d(x^k, y^k) \rangle \geq \langle x^k - y^k + e_1^k, d(x^k, y^k) \rangle = \varphi(x^k, y^k). \] (3.16)

Substituting (3.16) into (3.10), we get
\[ \|x^{k+1} - x^*\|^2 \leq \|x^k - x^*\|^2 + \|x^{k+1} - x^k\|^2 - 2\gamma \rho_k \varphi(x^k, y^k) \\
+ 2\langle x^k - x^*, e_2^k \rangle. \] (3.17)

By Lemma 2.7,
\[ 2\langle x^k - x^*, e_2^k \rangle \leq \|e_2^k\| + \|e_2^k\| \|x^k - x^*\|^2. \] (3.18)

Again using the definition of \(x^{k+1}\), we have
\[ -2\gamma \rho_k \varphi(x^k, y^k) = -\frac{1}{\gamma} \|\gamma \rho_k d(x^k, y^k)\|^2 \\
= -\frac{1}{\gamma} \|x^k - x^{k+1} + e_2^k\|^2 \\
\leq -\frac{1}{\gamma} \|x^k - x^{k+1}\|^2 - \frac{1}{\gamma} \langle x^k - x^{k+1}, e_2^k \rangle \\
\leq -\frac{1}{\gamma} (1 - \|e_2^k\|) \|x^k - x^{k+1}\|^2 + \frac{2}{\gamma} \|e_2^k\|, \] (3.19)

where the last inequality follows by Lemma 2.7. Adding (3.17)–(3.19), we obtain
\[ \|x^{k+1} - x^*\|^2 \leq (1 + \|e_2^k\|) \|x^k - x^*\|^2 - \frac{1}{\gamma} (2 - \gamma - 2\|e_2^k\|) \|x^{k+1} - x^k\|^2 \\
+ \frac{2 + \gamma}{\gamma} \|e_2^k\|. \] (3.20)

From (3.6), it follows
\[ \lim_{k \to \infty} \|e_i^k\| = 0, \quad i = 1, 2. \] (3.21)

Therefore, we assume \(\|e_2^k\| \in [0, 1 - \frac{\gamma}{2} - \mu), \ k \geq 0\), where \(\mu \in (0, 1 - \frac{\gamma}{2})\). So, we get
\[ \|x^{k+1} - x^*\|^2 \leq (1 + \|e_2^k\|) \|x^k - x^*\|^2 + \frac{2 + \gamma}{\gamma} \|e_2^k\| - \frac{2\mu}{\gamma} \|x^{k+1} - x^k\|^2 \\
\leq (1 + \|e_2^k\|) \|x^k - x^*\|^2 + \frac{2 + \gamma}{\gamma} \|e_2^k\|. \] (3.22)

Using (3.6) and Lemma 2.6, the existence of the limit \(\lim_{k \to \infty} \|x^k - x^*\|^2\) is guaranteed and, hence, also the boundedness of the sequence \(\{x^k\}_{k=0}^\infty\).

From (3.22) and the existence of \(\lim_{k \to \infty} \|x^k - x^*\|^2\), it follows:
\[ \sum_{k=0}^\infty \|x^{k+1} - x^k\| \leq +\infty \] (3.23)

which implies
\[ \lim_{k \to \infty} \|x^{k+1} - x^k\| = 0. \] (3.24)
From (3.4), (3.5) and Lemma 3.2, we have
\[ \varphi(x^k, y^k) = \frac{1}{\rho_k \gamma^2} \| x^k - x^{k+1} + e^k_2 \|^2 \]
\[ \leq \frac{1 + \nu^2}{(1 - \nu) \gamma^2} \| x^k - x^{k+1} + e^k_2 \|^2 \]
\[ \leq \frac{2(1 + \nu^2)}{(1 - \nu) \gamma^2} [\| x^k - x^{k+1} \|^2 + \| e^k_2 \|^2]. \] (3.25)

Combining (3.8) and (3.25), we get
\[ \| x^k - y^k + e^k_1 \|^2 \leq \frac{2(1 + \nu^2)}{(1 - \nu) \gamma^2} [\| x^k - x^{k+1} \|^2 + \| e^k_2 \|^2]. \] (3.26)

Using (3.21) and (3.24), we have
\[ \lim_{k \to \infty} \| x^k - y^k + e^k_1 \| = 0. \] (3.27)

Now, we show \( \omega_w(x^k) \subseteq \text{SOL}(C, F) \). Due to the boundedness of the sequence \( \{x^k\}_{k=0}^{\infty} \), it has at least one weak accumulation point, we denote it by \( \hat{x} \in \omega_w(x^k) \). So, there exists a subsequence \( \{x^{k_i}\}_{i=0}^{\infty} \) of \( \{x^k\}_{k=0}^{\infty} \) which converges weakly to \( \hat{x} \). From (3.27), it follows that \( \{y^{k_i} - e^{k_i}_1\}_{i=0}^{\infty} \) also converges weakly to \( \hat{x} \). It is now left to show that \( \hat{x} \) also solves the VI (1.1).

Define the operator
\[ A_v = \begin{cases} f(v) + N_C(v), & v \in C, \\ \emptyset, & v \notin C. \end{cases} \] (3.28)

It is known that \( A \) is a maximal monotone operator and \( A^{-1}(0) = \text{SOL}(C, F) \). If \( (v, w) \in G(A) \), then we have \( w - F(v) \in N_C(v) \) since \( w \in A(v) = F(v) + N_C(v) \). Thus, it follows that
\[ \langle w - F(v), v - y \rangle \geq 0, \quad y \in C. \] (3.29)

Since \( y^{k_i} - e^{k_i}_1 \in C \), we have
\[ \langle w - F(v), v - y^{k_i} + e^{k_i}_1 \rangle \geq 0. \] (3.30)

On the other hand, by the definition of \( y^k \) and Lemma 2.2, it follows that
\[ \langle x^k - \beta_k F(x^k) + e^k_1 - y^k, y^k - e^k_1 - v \rangle \geq 0, \] (3.31)
and consequently,
\[ \langle \frac{y^k - e^k_1 - x^k}{\beta_k} + F(x^k), v - y^k + e^k_1 \rangle \geq 0. \] (3.32)
Hence, we have
\[
\langle w, v - y^{k_i} + e_1^{k_i} \rangle \\
\geq \langle F(v), v - y^{k_i} + e_1^{k_i} \rangle \\
\geq \langle F(v), v - y^{k_i} + e_1^{k_i} \rangle - \left( \frac{y^{k_i} - e_1^{k_i} - x^{k_i}}{\beta_{k_i}} + F(x^{k_i}), v - y^{k_i} + e_1^{k_i} \right) \\
= \langle F(v) - F(y^{k_i} - e_1^{k_i}), v - y^{k_i} + e_1^{k_i} \rangle \\
+ \langle F(y^{k_i} - e_1^{k_i}) - F(x^{k_i}), v - y^{k_i} + e_1^{k_i} \rangle \\
- \left( \frac{y^{k_i} - e_1^{k_i} - x^{k_i}}{\beta_{k_i}}, v - y^{k_i} + e_1^{k_i} \right) \\
\geq \langle F(y^{k_i} - e_1^{k_i}) - F(x^{k_i}), v - y^{k_i} + e_1^{k_i} \rangle \\
- \left( \frac{y^{k_i} - e_1^{k_i} - x^{k_i}}{\beta_{k_i}}, v - y^{k_i} + e_1^{k_i} \right),
\] (3.33)
which implies
\[
\langle w, v - y^{k_i} + e_1^{k_i} \rangle \geq \langle F(y^{k_i} - e_1^{k_i}) - F(x^{k_i}), v - y^{k_i} + e_1^{k_i} \rangle \\
- \left( \frac{y^{k_i} - e_1^{k_i} - x^{k_i}}{\beta_{k_i}}, v - y^{k_i} + e_1^{k_i} \right).
\] (3.34)
Taking the limit as \( i \to \infty \) in the above inequality, we obtain
\[
\langle w, v - \hat{x} \rangle \geq 0.
\] (3.35)
Since \( A \) is a maximal monotone operator, it follows that \( \hat{x} \in A^{-1}(0) = SOL(C, F) \). So, \( \omega_w(x^k) \subseteq SOL(C, F) \). Finally, since \( \lim_{k \to \infty} \|x^k - x^*\| \) exists, \( \omega_w(x^k) \subseteq SOL(C, F) \) and by using Lemma 2.5, we conclude that \( \{x^k\}_{k=0}^{\infty} \) weakly converges to a solution of the VI (1.1), which completes the proof.

Now that we proved the converges of the PC-algorithm I with outer perturbations, we follow Cai et al. [8] and show that that it converges at a \( O(1/t) \) rate.

**Lemma 3.4.** Let \( \{x^k\}_{k=0}^{\infty} \) and \( \{y^k\}_{k=0}^{\infty} \) be any two sequences generated by Algorithm 3.1. Then, we have
\[
\langle x - y^k + e_1^k, \gamma \rho_k \beta_k F(y^k - e_1^k) \rangle + \frac{1}{2} \left( \|x - x^k\|^2 - \|x - x^{k+1} + e_2^k\|^2 \right) \\
\geq \frac{1}{2} \gamma (2 - \gamma) \rho_k^2 \|d(x^k, y^k)\|^2, \quad \forall x \in C.
\] (3.36)
**Proof.** Notice that the projection equation (3.1) can be written as:
\[
y^k - e_1^k = PC(y^k - e_1^k - (\beta_k F(y^k - e_1^k) - d(x^k, y^k))).
\] (3.37)
From Lemma 2.2, we have
\[
\langle x - y^k + e_1^k, \beta_k F(y^k - e_1^k) - d(x^k, y^k) \rangle \geq 0, \quad \forall x \in C,
\] (3.38)
which implies
\[
\langle x - y^k + e_1^k, \beta_k F(y^k - e_1^k) \rangle \geq \langle x - y^k + e_1^k, d(x^k, y^k) \rangle, \quad \forall x \in C.
\] (3.39)
Due to (3.4), we have
\[ \gamma \rho_k d(x^k, y^k) = x^k - x^{k+1} + e_2^k, \] (3.40)
which with (3.39) yields
\[ \langle x - y^k + e_1^k, \gamma \rho_k \beta_k F(y^k - e_1^k) \rangle \geq \langle x - y^k + e_1^k, x^k - x^{k+1} + e_2^k \rangle. \] (3.41)
Now using the following identity for (3.41)
\[ (a - b, c - d) = \frac{1}{2}(\|a - d\|^2 - \|a - c\|^2) + \frac{1}{2}(\|c - b\|^2 - \|d - b\|^2), \] (3.42)
we obtain
\[ \langle x - (y^k - e_1^k), x^k - (x^{k+1} - e_2^k) \rangle \]
\[ = \frac{1}{2}(\|x - x^{k+1} + e_2^k\|^2 - \|x - x^k\|^2) \]
\[ + \frac{1}{2}(\|x^k + e_1^k - y^k\|^2 - \|x^{k+1} - y^k - e_2^k + e_1^k\|^2). \] (3.43)
Using \( x^{k+1} = x^k - \gamma \rho_k d(x^k, y^k) + e_2(x^k) \), and (3.5), we get
\[ \|x^k + e_1^k - y^k\|^2 - \|x^{k+1} - y^k - e_2^k + e_1^k\|^2 \]
\[ = \|x^k + e_1^k - y^k\|^2 - \|(x^k - y^k + e_1^k) - \gamma \rho_k d(x^k, y^k)\|^2 \]
\[ = 2\gamma \rho_k \langle x^k + e_1^k - y^k, d(x^k, y^k) \rangle - \gamma^2 \rho_k^2 \|d(x^k, y^k)\|^2 \]
\[ = \gamma (2 - \gamma) \rho_k^2 \|d(x^k, y^k)\|^2. \] (3.44)
Combining (3.41), (3.43) and (3.44), we get (3.36), and the desired result is obtained.

\[ \text{Theorem 3.5. Assume that Conditions 1.1–1.3 hold. Let} \{x^k\}_{k=0}^\infty \text{ and} \{y^k\}_{k=0}^\infty \text{ be any two sequences generated by Algorithm 3.1. For any integer} t > 0, \text{ there exists a point} \hat{y}_t \in C \text{ such that} \]
\[ \langle F(x), \hat{y}_t - x \rangle \leq \frac{1}{2\gamma \Upsilon_t} (\|x - x^0\|^2 + 2M), \forall x \in C, \] (3.45)
where
\[ \hat{y}_t = \frac{1}{\Upsilon_t} \sum_{k=0}^t \rho_k \beta_k (y^k - e_1^k), \ U_t = \sum_{k=0}^t \rho_k \beta_k, \text{ and} \]
\[ M = \sup_{k \in \mathbb{N}} \{\|x^{k+1} - x\| \} \sum_{k=0}^\infty \|e_2^k\|. \] (3.46)
Further, we also have
\[ \langle F(x), y_t - x \rangle \leq \frac{1}{2\gamma \Upsilon_t} (\|x - x^0\|^2 + 2M) + \frac{\|F(x)\|}{\Upsilon_t} \sum_{k=0}^t \rho_k \beta_k \|e_1^k\|, \forall x \in C, \]
where \( \Upsilon_t \) and \( M \) are defined as in (3.46), and
\[ y_t = \frac{1}{\Upsilon_t} \sum_{k=0}^t \rho_k \beta_k y^k. \] (3.48)
Proof. Take an arbitrary point \( x \in C \). By Condition 1.2, we have
\[
\langle x - y^k + e_1^k, \rho_k \beta_k F(y^k - e_1^k) \rangle \leq \langle x - y^k + e_1^k, \rho_k \beta_k F(x) \rangle,
\]
which with (3.36) implies
\[
\langle y^k - e_1^k - x, \rho_k \beta_k F(x) \rangle \leq \frac{1}{2\gamma} (\|x - x^k\|^2 - \|x - x^{k+1} + e_2^k\|^2)
\]
\[
\leq \frac{1}{2\gamma} (\|x - x^k\|^2 - \|x - x^{k+1}\|^2 - 2\langle x - x^{k+1}, e_2^k \rangle)
\]
\[
\leq \frac{1}{2\gamma} (\|x - x^k\|^2 - \|x - x^{k+1}\|^2 + 2\|x - x^{k+1}\||e_2^k|).
\]
(3.50)

Summing the inequalities (3.50) over \( k = 0, \ldots, t \), we obtain
\[
\left\langle \sum_{k=0}^{t} \rho_k \beta_k (y^k - e_1^k) - \left( \sum_{k=0}^{t} \rho_k \beta_k \right) x, F(x) \right\rangle 
\leq \frac{1}{2\gamma} \|x^0 - x\|^2 + \frac{M_1}{\gamma} \sum_{k=0}^{t} \|e_2^k\|,
\]
(3.51)

where \( M_1 = \sup_{k \in \mathbb{N}} \|x - x^{k+1}\| \). Using the notations of \( \Upsilon_t \) and \( \hat{y}_t \) in the above inequality, we derive
\[
\langle F(x), \hat{y}_t - x \rangle \leq \frac{1}{2\gamma \Upsilon_t} (\|x - x^0\|^2 + 2M), \quad \forall x \in C.
\]
(3.52)

From (3.51), it follows:
\[
\left\langle \sum_{k=0}^{t} \rho_k \beta_k y^k - \left( \sum_{k=0}^{t} \rho_k \beta_k \right) x, F(x) \right\rangle 
\leq \frac{1}{2\gamma} \|x^0 - x\|^2 + \frac{M_1}{\gamma} \sum_{k=0}^{t} \|e_2^k\| + \left\langle \sum_{k=0}^{t} \rho_k \beta_k e_1^k, F(x) \right\rangle,
\]
\[
\leq \frac{1}{2\gamma} \|x^0 - x\|^2 + \frac{M_1}{\gamma} \sum_{k=0}^{t} \|e_2^k\| + \|F(x)\| \sum_{k=0}^{t} \rho_k \beta_k \|e_1^k\|.
\]
(3.53)

Similarly with (3.52), we get (3.48) and the desired result is obtained. \( \square \)

Remark 3.6. From Lemma 3.2, it follows that
\[
\Upsilon_t \geq (t + 1) \gamma.
\]
(3.54)

So, due to (3.45), we get that Algorithm 3.1 converges at the rate of \( O(1/t) \).

Next, we wish to study the convergence (also its rate) of the PC-algorithm II with outer perturbations. The analysis follows similar lines as the one presented earlier for the PC-algorithm I, but it is presented next in full details for the convenience of the reader.
Algorithm 3.7 (PC-algorithm II with outer perturbations). Choose an arbitrary starting point $x^0 \in \mathcal{H}$. Given the current iterate $x^k \in \mathcal{H}$, compute
\begin{equation}
y^k = P_C(x^k - \beta_k F(x^k) + e_1(x^k)), \tag{3.55}
\end{equation}
where $\beta_k > 0$ is selected such that
\begin{equation}
\beta_k \|F(x^k) - F(y^k)\| \leq \nu \|x^k - y^k\|, \quad \nu \in (0,1). \tag{3.56}
\end{equation}
Calculate
\begin{equation}
x^{k+1} = P_C(x^k - \gamma \rho_k \beta_k F(y^k) + e_2(x^k)), \tag{3.57}
\end{equation}
where $\gamma \in (0,2)$,
\begin{equation}
\rho_k := \frac{\langle x^k - y^k, d(x^k, y^k) \rangle}{\|d(x^k, y^k)\|^2}, \tag{3.58}
\end{equation}
and
\begin{equation}
d(x^k, y^k) := (x^k - y^k) - \beta_k (F(x^k) - F(y^k)) + e_1(x^k). \tag{3.59}
\end{equation}

As previously mentioned, we assume that $e_1(x^k)$ and $e_2(x^k)$ satisfy (3.6), and in addition we also need to assume that
\begin{equation}
\|e_1(x^k)\| \leq \mu \|x^k - y^k\|, \tag{3.60}
\end{equation}
where $\mu \in [0,1-\nu)$.

Lemma 3.8. Let $\{\rho_k\}_{k=0}^\infty$ be a sequence which is defined by (3.58). Then, under Conditions 1.2 and 1.3, we have
\begin{equation}
\rho_k \geq \frac{1 - \nu - \mu}{1 + \nu^2 + \mu^2 + 2\mu + 2\nu\mu}. \tag{3.61}
\end{equation}

Proof. By the definition of $d(x^k, y^k)$, we get
\begin{align*}
\langle x^k - y^k, d(x^k, y^k) \rangle &= \|x^k - y^k\|^2 - \beta_k \langle x^k - y^k, F(x^k) - F(y^k) \rangle + \langle e_1, x^k - y^k \rangle \\
&\geq \|x^k - y^k\|^2 - \beta_k \|x^k - y^k\| \|F(x^k) - F(y^k)\| - \|e_1\| \|x^k - y^k\| \\
&\geq \|x^k - y^k\|^2 - \nu \|x^k - y^k\|^2 - \mu \|x^k - y^k\|^2 \\
&\geq (1 - \nu - \mu) \|x^k - y^k\|^2. \tag{3.62}
\end{align*}

On the other hand,
\begin{align*}
\|d(x^k, y^k)\|^2 &= \|x^k - y^k\|^2 + \beta_k^2 \|F(x^k) - F(y^k)\|^2 + \|e_1\|^2 + 2\langle e_1, x^k - y^k \rangle \\
&\quad - 2\beta_k \langle x^k - y^k, F(x^k) - F(y^k) \rangle - 2\beta_k \langle e_1, F(x^k) - F(y^k) \rangle \\
&\leq (1 + \nu^2 + \mu^2) \|x^k - y^k\|^2 + 2\|e_1\| \|x^k - y^k\| + 2\beta_k \|e_1\| \|F(x^k) - F(y^k)\|.
\end{align*}
\[
\begin{align*}
&\leq (1 + \nu^2 + \mu^2)\|x^k - y^k\|^2 + 2\mu\|x^k - y^k\|^2 + 2\nu\mu\|x^k - y^k\|^2 \\
&\leq (1 + \nu^2 + \mu^2 + 2\mu + 2\nu\mu)\|x^k - y^k\|^2.
\end{align*}
\] (3.63)

So, we get (3.61), and the proof is complete. \(\square\)

**Theorem 3.9.** Assume that Conditions 1.1–1.3 hold. Then, any sequence \(\{x^k\}_{k=0}^{\infty}\) generated by Algorithm 3.7 converges weakly to a solution of the variational inequality problem (1.1).

**Proof.** Let \(x^* \in SOL(C, F)\). By the definition of \(x^{k+1}\) and Lemma 2.1, we have
\[
\|x^{k+1} - x^*\|^2 \\
\leq \|x^k - \gamma\rho_k\beta_k F(y^k) + e^k - x^*\|^2 - \|x^k - \gamma\rho_k\beta_k F(y^k) + e^k - x^{k+1}\|^2 \\
= \|x^k - x^*\|^2 - \|x^{k+1} - x^*\|^2 - 2\langle x^{k+1} - x^*, \gamma\rho_k\beta_k F(y^k) - e^k \rangle \\
= \|x^k - x^*\|^2 - \|x^{k+1} - x^*\|^2 - 2\gamma\rho_k\beta_k \langle x^{k+1} - x^*, F(y^k) \rangle \\
+ 2\langle x^{k+1} - x^*, e^k \rangle.
\] (3.64)

Notice that the projection equation (3.55) can be written as:
\[
y^k = P_C(y^k - (\beta_k F(y^k) - d(x^k, y^k))).
\] (3.65)

So, from Lemma 2.2 we have
\[
\langle x - y^k, \beta_k F(y^k) - d(x^k, y^k) \rangle \geq 0, \quad \forall x \in C,
\] (3.66)
which with \(x^{k+1} \in C\) implies
\[
\langle x^{k+1} - y^k, \beta_k F(y^k) - d(x^k, y^k) \rangle \geq 0.
\] (3.67)

Since \(x^* \in SOL(C, F)\) and \(y^k \in C\), we get from (1.1)
\[
\langle y^k - x^*, \beta_k F(x^*) \rangle \geq 0.
\] (3.68)

Using (3.67) and (3.68), we get
\[
-2\gamma\rho_k\beta_k \langle x^{k+1} - x^*, F(y^k) \rangle \\
= -2\gamma\rho_k\beta_k \langle x^{k+1} - y^k, F(y^k) \rangle - 2\gamma\rho_k\beta_k \langle y^k - x^*, F(y^k) \rangle \\
\leq -2\gamma\rho_k \langle x^{k+1} - y^k, d(x^k, y^k) \rangle \\
= -2\gamma\rho_k \langle x^k - y^k, d(x^k, y^k) \rangle + 2\gamma\rho_k \langle x^k - x^{k+1}, d(x^k, y^k) \rangle \\
\leq -2\gamma\rho_k^2 \|d(x^k, y^k)\|^2 + 2\gamma\rho_k \|x^k - x^{k+1}\|\|d(x^k, y^k)\| \\
\leq -\gamma(2 - \gamma)\rho_k^2 \|d(x^k, y^k)\|^2 + \|x^k - x^{k+1}\|^2.
\] (3.69)

By Lemma 2.7,
\[
2\langle x^{k+1} - x^*, e^k \rangle \leq \|e^k\| + ||e^k||\|x^{k+1} - x^*\|^2.
\] (3.70)

Adding (3.64), (3.69) and (3.70), we obtain
\[
(1 - ||e^k||)\|x^{k+1} - x^*\|^2 \leq \|x^k - x^*\|^2 - \gamma(2 - \gamma)\rho_k^2 \|d(x^k, y^k)\|^2 + ||e^k||.
\] (3.71)

From (3.6), it follows:
\[
\lim_{k \to \infty} ||e^k|| = 0, \quad i = 1, 2.
\] (3.72)
Therefore, we assume \( \| e_2^k \| \in [0, 1/2), \ k \geq 0 \). So,
\[
1 \leq \frac{1}{1 - \| e_2^k \|} \leq 1 + 2\| e_2^k \| \leq 2. \tag{3.73}
\]

By (3.71) and (3.73), we have
\[
\| x^{k+1} - x^* \|^2 
\leq \frac{1}{1 - \| e_2^k \|} \| x^k - x^* \|^2 - \frac{\gamma(2 - \gamma)\rho_k^2}{1 - \| e_2^k \|} \| d(x^k, y^k) \|^2 + \frac{\| e_2^k \|}{1 - \| e_2^k \|}
\leq (1 + 2\| e_2^k \|)\| x^k - x^* \|^2 - \frac{\gamma(2 - \gamma)\rho_k^2}{1 - \| e_2^k \|} \| d(x^k, y^k) \|^2 + \| e_2^k \|(1 + 2\| e_2^k \|)
\leq (1 + 2\| e_2^k \|)\| x^k - x^* \|^2 + 2\| e_2^k \|. \tag{3.74}
\]

Following the proof of (3.24), we get
\[
\lim_{k \to \infty} \rho_k^2 \| d(x^k, y^k) \|^2 = 0. \tag{3.75}
\]

From (3.62) and Lemma 3.8, we get
\[
(1 - \nu - \mu)\| x^k - y^k \|^2 \leq \langle x^k - y^k, d(x^k, y^k) \rangle
= \rho_k \| d(x^k, y^k) \|^2
\leq \frac{1 + \nu^2 + \mu^2 + 2\nu + 2\mu \| d(x^k, y^k) \|^2}{1 - \nu - \mu} \tag{3.76}
\]

which with (3.75) yields
\[
\lim_{k \to \infty} \| x^k - y^k \|^2 = 0. \tag{3.77}
\]

Now the rest of the proof follows directly the proof of Theorem 3.3 and, therefore, we obtain the desired result. \( \square \)

The next step is to evaluate the convergence rate of Algorithm 3.7.

**Lemma 3.10.** Let \( \{ x^k \}_{k=0}^{\infty} \) and \( \{ y^k \}_{k=0}^{\infty} \) be given by Algorithm 3.7. Then, we have
\[
\langle x - y^k, \gamma \rho_k \beta_k F(y^k) \rangle + \frac{1}{2} \left( \| x - x^k \|^2 - \| x - x^{k+1} \|^2 \right) 
\geq \frac{1}{2} \gamma(2 - \gamma)\rho_k^2 \| d(x^k, y^k) \|^2 + \langle x - x^{k+1}, e_2^k \rangle, \quad \forall x \in C. \tag{3.78}
\]

**Proof.** Using (3.67), we get
\[
\langle x^{k+1} - y^k, \gamma \rho_k \beta_k F(y^k) \rangle 
\geq \gamma \rho_k (x^{k+1} - y^k, d(x^k, y^k)) 
= \gamma \rho_k (x^k - y^k, d(x^k, y^k)) 
- \gamma \rho_k (x^k - x^{k+1}, d(x^k, y^k)). \tag{3.79}
\]

To evaluate the last term of (3.79), we use (3.58) and get
\[
\gamma \rho_k \langle x^k - y^k, d(x^k, y^k) \rangle = \gamma \rho_k^2 \| d(x^k, y^k) \|^2. \tag{3.80}
\]

Using the Cauchy–Schwarz inequality, we get
\[
- \gamma \rho_k \langle x^k - x^{k+1}, d(x^k, y^k) \rangle \geq - \frac{1}{2} \| x^k - x^{k+1} \|^2 - \frac{1}{2} \gamma^2 \rho_k^2 \| d(x^k, y^k) \|^2. \tag{3.81}
\]
and obtain
\[
\langle x^{k+1} - y^k, \gamma \rho_k \beta_k F(y^k) \rangle \geq \frac{1}{2} \gamma (2 - \gamma) \rho_k \|d(x^k, y^k)\|^2 - \frac{1}{2} \|x^k - x^{k+1}\|^2.
\] (3.82)

By Lemma 2.2 and (3.57), we have
\[
\langle x^k - \gamma \rho_k \beta_k F(y^k) + e^k, x - x^{k+1} \rangle \leq 0, \quad \forall x \in C,
\] (3.83)
and consequently
\[
\gamma \rho_k \beta_k \langle F(y^k), x - x^{k+1} \rangle \geq \langle x^k + e^k, x - x^{k+1} \rangle, \quad \forall x \in C.
\] (3.84)

Using the identity \(\langle a, b \rangle = \frac{1}{2} (\|a\|^2 - \|a - b\|^2 + \|b\|^2)\) for the right hand side of (3.84), we obtain
\[
\gamma \rho_k \beta_k \langle F(y^k), x - x^{k+1} \rangle \geq \frac{1}{2} \|x^k + e^k - x^{k+1}\|^2 - \frac{1}{2} \|x^k - x\|^2 + \frac{1}{2} \|x - x^{k+1}\|^2 + \langle x - x^{k+1}, e^k \rangle.
\] (3.85)

Adding (3.82) and (3.85), we get (3.78) and the proof is complete. □

Now, in the same spirit of Theorem 3.5, by using Lemma 3.10, the convergence rate \(O(1/t)\) of Algorithm 3.7 is guaranteed.

**Theorem 3.11.** Assume that Conditions 1.1–1.3 hold. Let \(\{x^k\}_{k=0}^\infty\) and \(\{y^k\}_{k=0}^\infty\) be any sequences generated by Algorithm 3.1. For any integer \(t > 0\), we have a \(y_t \in C\) which satisfies
\[
\langle F(x), y_t - x \rangle \leq \frac{1}{2 \gamma \Upsilon_t} (\|x - x^0\|^2 + 2M), \quad \forall x \in C,
\] (3.86)
where
\[
y_t = \frac{1}{\Upsilon_t} \sum_{k=0}^t \rho_k \beta_k y^k, \quad \Upsilon_t = \sum_{k=0}^t \rho_k \beta_k, \quad \text{and} \quad M = \sup_{k \in \mathbb{N}} \{\|x^{k+1} - x\|\} \sum_{k=0}^\infty \|e^k\|.
\] (3.87)

**4. The bounded perturbation resilience of the PC-algorithms**

In this section, we prove the BPR of the PC-algorithms. This property is fundamental for the application of the superiorization methodology (SM).

**4.1. Bounded perturbation resilience**

The **superiorization methodology** of [10,11,21] which originates in the papers by Butnariu et al. [5–7] is intended for constrained minimization (CM) problems of the form:
\[
\text{minimize} \{\phi(x) \mid x \in \Psi\}
\] (4.1)
where \(\phi : \mathcal{H} \to \mathbb{R}\) is an objective function and \(\Psi \subseteq \mathcal{H}\) is the solution set another problem. Here and throughout this paper, we assume that \(\Psi \neq \emptyset\). Assume that the set \(\Psi\) is a closed convex subset of a Hilbert space \(\mathcal{H}\), then
(4.1) becomes a standard CM problem. Here we are interested in the case wherein \( \Psi \) is the solution set of another CM problem:

\[
\min_{x \in \Omega} \{ f(x) \mid x \in \Omega \}
\]

(4.2)
i.e., we wish to look at

\[
\Psi := \{ x^* \in \Omega \mid f(x^*) \leq f(x) \text{ for all } x \in \Omega \}
\]

(4.3)
assuming that \( \Psi \) is nonempty. If \( f \) is differentiable and we set \( F = \nabla f \), then the first-order optimality condition of the CM problem (4.2) translates to the following variational inequality problem of finding a point \( x^* \in C \) such that

\[
\langle F(x^*), x - x^* \rangle \geq 0, \quad \forall x \in C.
\]

(4.4)
The superiorization methodology (SM) strives not to solve (4.1) but rather to find a point in \( \Psi \) which is superior with respect to \( \phi \), i.e., has a lower, but not necessarily minimal, value of the objective function \( \phi \). This is done in the SM by first investigating the BPR of an algorithm designed to solve (4.2) and then proactively using such permitted perturbations in order to steer the iterates of such an algorithm toward lower values of the \( \phi \) objective function while not losing the overall convergence to a point in \( \Psi \).

So, we aim to prove the BPR of the PC-algorithms, which will then enable to apply the superiorization idea. To do so, we start by introducing the term The Basic Algorithm. Let \( \Theta \subseteq \mathcal{H} \) and \( \Psi \) be any problem with non-empty solution set \( \Psi \). Consider the algorithmic operator \( A_\Psi : \mathcal{H} \to \Theta \) which works iteratively by

\[
x^{k+1} = A_\Psi(x^k).
\]

(4.5)
For any arbitrary starting point \( x^0 \in \Theta \). Then, (4.5) is denoted as the Basic Algorithm. The BPR of such basic algorithm is defined next.

**Definition 4.1.** (Bounded perturbation resilience (BPR)) An algorithmic operator \( A_\Psi : \mathcal{H} \to \Theta \) is said to be bounded perturbations resilient if the following is true. If (4.5) generates sequences \( \{x^k\}_{k=0}^\infty \) with \( x^0 \in \Theta \), that converge to points in \( \Psi \), then any sequence \( \{y^k\}_{k=0}^\infty \), starting from any \( y^0 \in \Theta \), generated by

\[
y^{k+1} = A_\Psi(y^k + \lambda_k v^k), \quad \text{for all } k \geq 0,
\]

(4.6)
also converges to a point in \( \Psi \), provided that, (i) the sequence \( \{v^k\}_{k=0}^\infty \) is bounded, and (ii) the scalars \( \{\lambda_k\}_{k=0}^\infty \) are such that \( \lambda_k \geq 0 \) for all \( k \geq 0 \), and \( \sum_{k=0}^\infty \lambda_k < +\infty \), and (iii) \( y^k + \lambda_k v^k \in \Theta \) for all \( k \geq 0 \).

Definition 4.1 is needed only if \( \Theta \neq \mathcal{H} \), in which the condition (iii) is enforced in the superiorized version of the basic algorithm, see step (xiv) in the “Superiorized Version of Algorithm P” in [22, p. 5537] and step (14) in “Superiorized Version of the ML-EM Algorithm” in [17, Subsect. II.B]. This will be the case in the present work.

Treating the PC-algorithm as the Basic Algorithm \( A (A_\Psi) \), our strategy is to first prove the convergence of Algorithms 3.1 and 3.7 and then show how this yields the BPR of the algorithms according to Definition 4.1.
A superiorized version of any Basic Algorithm employs the perturbed version of the Basic Algorithm as in (4.6). A certificate to do so in the superiorization method, see [9], is gained by showing that the Basic Algorithm is BPR. Therefore, proving the BPR of an algorithm is the first step toward superiorizing it. This is done for the PC-algorithms in the next subsection.

4.2. The BPR of the PC-algorithms

In this subsection, we investigate the BPR of the PC-algorithms ((1.3)–(1.5)).

To this end, we firstly treat the right-hand side of (1.4) as the algorithmic operator $A_{\Psi}$ of Definition 4.1, namely we define for all $k \geq 0$,

$$A_{\Psi}(x^k) = x^k - \gamma \rho_k [(x^k - P_C(x^k - \beta_k F(x^k))] - \beta_k (F(x^k) - F(P_C(x^k - \beta_k F(x^k)))]$$

where $\gamma \in (0, 2)$,

$$\beta_k \|F(x^k) - F(P_C(x^k - \beta_k F(x^k))\| \leq \nu \|x^k - P_C(x^k - \beta_k F(x^k))\|,$$

$$\nu \in (0, 1),$$

and

$$\rho_k := \frac{\|x^k - P_C(x^k - \beta_k F(x^k))\|^2}{\|x^k - P_C(x^k - \beta_k F(x^k)) - \beta_k (F(x^k) - F(P_C(x^k - \beta_k F(x^k)))]\|^2} - \beta_k \frac{\langle x^k - P_C(x^k - \beta_k F(x^k)], F(x^k) - F(P_C(x^k - \beta_k F(x^k)))]\rangle}{\|x^k - P_C(x^k - \beta_k F(x^k)) - \beta_k (F(x^k) - F(P_C(x^k - \beta_k F(x^k)))]\|^2}.$$  

Identify the solution set $\Psi$ with the solution set of the VI problem (1.1) and identify the additional set $\Theta$ with $C$.

According to Definition 4.1, we need to show the convergence of any sequence $\{x^k\}_{k=0}^\infty$ that, starting from any $x^0 \in \mathcal{H}$, is generated by

$$x^{k+1} = x^k + \lambda_k v^k - \gamma \rho_k [(x^k + \lambda_k v^k - P_C(x^k + \lambda_k v^k - \beta_k F(x^k + \lambda_k v^k)))] - \beta_k (F(x^k + \lambda_k v^k) - F(P_C(x^k + \lambda_k v^k - \beta_k F(x^k + \lambda_k v^k))],$$

which can be rewritten as follows.

**Algorithm 4.2** (PC-algorithm I with bounded perturbations). Take arbitrarily $x^0 \in \mathcal{H}$. Given the current iterate $x^k \in \mathcal{H}$, compute

$$y^k = P_C((x^k + \lambda_k v^k) - \beta_k F((x^k + \lambda_k v^k))),$$

where $\beta_k > 0$ is selected to satisfy

$$\beta_k \|F(x^k + \lambda_k v^k) - F(y^k)\| \leq \nu \|x^k + \lambda_k v^k - y^k\|, \quad \nu \in (0, 1).$$

Define

$$d(x^k + \lambda_k v^k, y^k) = (x^k + \lambda_k v^k - y^k) - \beta_k (F(x^k + \lambda_k v^k) - F(y^k)),$$

and calculate

$$x^{k+1} = (x^k + \lambda_k v^k) - \gamma \rho_k d(x^k + \lambda_k v^k, y^k),$$
where $\gamma \in (0, 2)$, and
\[
\rho_k := \frac{\varphi(x^k + \lambda_k v^k, y^k)}{\|d(x^k + \lambda_k v^k, y^k)\|^2},
\] (4.15)

where $\varphi(x^k + \lambda_k v^k, y^k) = \langle x^k + \lambda_k v^k - y^k, d(x^k + \lambda_k v^k, y^k) \rangle$.

The sequences $\{v^k\}_{k=0}^{\infty}$ and $\{\lambda_k\}_{k=0}^{\infty}$ satisfy all the conditions of Definition 4.1.

Following the proof of Lemmas 3.2 and 3.8, we obtain the following lemma.

Lemma 4.3. Let $\{\rho_k\}_{k=0}^{\infty}$ be a sequence which is defined by (4.15). Then, under Conditions 1.2 and 1.3, we have
\[
\rho_k \geq \frac{1 - \nu}{1 + \nu^2}.
\] (4.16)

The next theorem establishes the BPR of the PC-algorithm I. The proof’s idea is to build a relationship between BPR and the convergence of Algorithm 3.1.

Theorem 4.4. Assume that Conditions 1.1–1.3 hold. Assume that the sequence $\{v^k\}_{k=0}^{\infty}$ is bounded, and the positive scalars $\{\lambda_k\}_{k=0}^{\infty}$ satisfy $\sum_{k=0}^{\infty} \lambda_k < +\infty$. Then, any sequence $\{x^k\}_{k=0}^{\infty}$ generated by Algorithm 4.2 converges weakly to a solution of the variational inequality problem (1.1).

Proof. Take arbitrarily $x^* \in SOL(C, F)$. By the definition of $x^{k+1}$, we have
\[
\|x^{k+1} - x^*\|^2 \leq \|x^k + \lambda_k v^k - x^*\|^2 + \gamma^2 \rho_k^2 \|d(x^k + \lambda_k v^k, y^k)\|^2 - 2\gamma \rho_k \langle x^k + \lambda_k v^k - x^*, d(x^k + \lambda_k v^k, y^k) \rangle.
\] (4.17)

Similar to (3.11)–(3.16), we have
\[
\langle x^k + \lambda_k v^k - x^*, d(x^k + \lambda_k v^k, y^k) \rangle \geq \varphi(x^k + \lambda_k v^k, y^k).
\] (4.18)

Substituting (4.18) into (4.17) and using $\rho_k = \varphi(x^k + \lambda_k v^k, y^k)/\|d(x^k + \lambda_k v^k, y^k)\|^2$, we have
\[
\|x^{k+1} - x^*\|^2 \\
\leq \|x^k + \lambda_k v^k - x^*\|^2 + \gamma^2 \rho_k^2 \|d(x^k + \lambda_k v^k, y^k)\|^2 \\
- 2\gamma \rho_k \varphi(x^k + \lambda_k v^k, y^k) \\
= \|x^k + \lambda_k v^k - x^*\|^2 - \gamma (2 - \gamma) \rho_k \varphi(x^k + \lambda_k v^k, y^k).
\] (4.19)

Again, using the definition of $x^{k+1}$, we have
\[
\rho_k \varphi(x^k + \lambda_k v^k, y^k) = \|\rho_k d(x^k + \lambda_k v^k, y^k)\|^2 \\
= \frac{1}{\gamma^2} \|x^{k+1} - (x^k + \lambda_k v^k)\|^2.
\] (4.20)

Combining the inequalities (4.19) and (4.20), we obtain
\[
\|x^{k+1} - x^*\|^2 \leq \|x^k + \lambda_k v^k - x^*\|^2 - \frac{2 - \gamma}{\gamma} \|x^{k+1} - (x^k + \lambda_k v^k)\|^2.
\] (4.21)
By Lemma 2.7, we have
\[ \|x^k + \lambda_k v^k - x^*\|^2 = \|x^k - x^*\|^2 + \lambda_k^2 \|v^k\|^2 + 2\lambda_k \langle x^k - x^*, v^k \rangle \leq (1 + \lambda_k \|v^k\|)\|x^k - x^*\|^2 + \lambda_k \|v^k\|, \]  
(4.22)
and
\[ \|x^{k+1} - (x^k + \lambda_k v^k)\|^2 = \|x^{k+1} - x^k\|^2 + \lambda_k^2 \|v^k\|^2 - 2\lambda_k \langle x^{k+1} - x^k, v^k \rangle \geq (1 - \lambda_k \|v^k\|)\|x^{k+1} - x^k\|^2 + \lambda_k \|v^k\|. \]  
(4.23)
Combining (4.21)–(4.23), we obtain
\[ \|x^{k+1} - x^*\|^2 \leq (1 + \lambda_k \|v^k\|)\|x^k - x^*\|^2 + \frac{2\lambda_k}{\gamma} \|v^k\| - \frac{2(1 - \gamma)}{\gamma} \lambda_k^2 \|v^k\|^2 - \frac{2 - \gamma}{\gamma} (1 - \lambda_k \|v^k\|)\|x^{k+1} - x^k\|^2. \]  
(4.24)
From the assumptions on \( \{\lambda_k\}_{k=0}^\infty \) and the fact that \( \{v^k\}_{k=0}^\infty \) is bounded, we have
\[ \sum_{k=0}^\infty \lambda_k \|v^k\| < +\infty, \quad \sum_{k=0}^\infty \lambda_k^2 \|v^k\|^2 < +\infty, \]  
(4.25)
which means that
\[ \lim_{k \to \infty} \lambda_k \|v^k\| = 0, \quad \lim_{k \to \infty} \lambda_k^2 \|v^k\|^2 = 0. \]  
(4.26)
Assume that \( \lambda_k \|v^k\| \in [0, \mu] \), where \( \mu \in [0, 1) \), then we get
\[ \|x^{k+1} - x^*\|^2 \leq (1 + \lambda_k \|v^k\|)\|x^k - x^*\|^2 + \frac{2\lambda_k}{\gamma} \|v^k\| - \frac{2(1 - \gamma)}{\gamma} \lambda_k^2 \|v^k\|^2 - \frac{2 - \gamma}{\gamma} (1 - \mu)\|x^{k+1} - x^k\|^2 \leq (1 + \lambda_k \|v^k\|)\|x^k - x^*\|^2 + \frac{2\lambda_k}{\gamma} \|v^k\| - \frac{2(1 - \gamma)}{\gamma} \lambda_k^2 \|v^k\|^2. \]  
(4.27)
Following the proof of (3.24), we get
\[ \lim_{k \to \infty} \|x^{k+1} - x^k\| = 0. \]  
(4.28)
Similar to (3.25), we get
\[ \varphi(x^k + \lambda_k v^k, y^k) \leq \frac{2(1 + \nu^2)}{(1 - \nu)\gamma^2} \|x^{k+1} - x^k\|^2 + \lambda_k^2 \|v^k\|^2. \]  
(4.29)
Using Lemma 2.7 and the proof of (3.8), we have
\[ \varphi(x^k + \lambda_k v^k, y^k) \geq (1 - \nu)\|x^k + \lambda_k v^k - y^k\|^2 \geq (1 - \nu)(1 - \lambda_k \|v^k\|)\|x^k - y^k\|^2 + \lambda_k^2 \|v^k\|^2 - \lambda_k \|v^k\| \geq (1 - \nu)(1 - \mu)\|x^k - y^k\|^2 + \lambda_k^2 \|v^k\|^2 - \lambda_k \|v^k\|. \]  
(4.30)
From (4.29) and (4.30), we obtain
\[ ||x^k - y^k||^2 \leq \frac{1}{(1 - \mu)} \left( \frac{2(1 + \nu^2)}{[(1 - \nu)\gamma]^2} [||x^{k+1} - x^k||^2 + \lambda_k^2 ||v^k||^2] + \lambda_k ||v^k|| \right), \]
which with (4.26) and (4.28) yields
\[ \lim_{k \to \infty} ||x^k - y^k||^2 = 0. \]
Now following the lines of Theorem 3.3, the rest of the proof is completed.

Similar to Theorem 3.5, we get the convergence rate of Algorithm 4.2.

**Theorem 4.5.** Assume that Conditions 1.1–1.3 hold. Let \( \{x^k\}_{k=0}^\infty \) and \( \{y^k\}_{k=0}^\infty \) be any two sequences generated by Algorithm 4.2. For any integer \( t > 0 \), we have a \( y_t \in C \) which satisfies
\[ \langle F(x), y_t - x \rangle \leq \frac{1}{2\gamma \Upsilon_t} (||x - x^0||^2 + 2M), \quad \forall x \in C, \]
where
\[ y_t = \frac{1}{\Upsilon_t} \sum_{k=0}^t \rho_k \beta_k y^k, \quad \Upsilon_t = \sum_{k=0}^t \rho_k \beta_k, \quad \text{and} \quad M = \sup_{k \in \mathbb{N}} \{||x^k - y||\} \sum_{k=0}^\infty \lambda_k ||v^k||. \]

Next, we investigate the BPR of the PC-algorithm II. We treat the right-hand side of (1.5) as the algorithmic operator \( A_\Psi \) of Definition 4.1, namely we define for all \( k \geq 0 \),
\[ A_\Psi(x^k) = P_C[x^k - \gamma \beta_k \rho_k F(P_C(x^k - \beta_k F(x^k))], \]
where \( \gamma \in (0, 2) \), \( \beta_k \) and \( \rho_k \) are defined as in (4.8) and (4.9), respectively.
According to Definition 4.1, we need to show the convergence of any sequence \( \{x^k\}_{k=0}^\infty \) generated by
\[ x^{k+1} = P_C[x^k + \lambda_k v^k - \gamma \beta_k \rho_k F(P_C(x^k + \lambda_k v^k - \beta_k F(x^k + \lambda_k v^k)))], \]
for any starting point \( x^0 \in \mathcal{H} \).

**Algorithm 4.6** (PC-algorithm II with bounded perturbations). Take arbitrarily \( x^0 \in \mathcal{H} \). Given the current iterate \( x^k \in \mathcal{H} \), compute
\[ y^k = P_C((x^k + \lambda_k v^k) - \beta_k F((x^k + \lambda_k v^k))), \]
where \( \beta_k > 0 \) is selected via (4.12)
Define \( d(x^k + \lambda_k v^k; y^k) \) as in (4.13). Calculate
\[ x^{k+1} = P_C[x^k + \lambda_k v^k - \gamma \beta_k \rho_k F(y^k)], \]
where \( \gamma \in (0, 2) \), \( \rho_k \) is defined as in (4.15).
The sequence \( \{v^k\}_{k=0}^{\infty} \) and the scalars \( \{\lambda_k\}_{k=0}^{\infty} \) satisfy all the conditions in Definition 4.1.

Following the proof of Theorems 3.9 and 4.4, we get the convergence of Algorithm 4.6.

**Theorem 4.7.** Assume that Conditions 1.1–1.3 hold. Assume that the sequence \( \{v^k\}_{k=0}^{\infty} \) is bounded, and the positive scalars \( \{\lambda_k\}_{k=0}^{\infty} \) satisfy \( \sum_{k=0}^{\infty} \lambda_k < +\infty \). Then, any sequence \( \{x^k\}_{k=0}^{\infty} \) generated by Algorithm 4.6 converges weakly to a solution of the variational inequality problem (1.1).

**Theorem 4.8.** Assume that Conditions 1.1–1.3 hold. Let \( \{x^k\}_{k=0}^{\infty} \) and \( \{y^k\}_{k=0}^{\infty} \) be any two sequences generated by Algorithm 4.2. For any integer \( t > 0 \), we have a \( y_t \in C \) which satisfies

\[
\langle F(x), y_t - x \rangle \leq \frac{1}{2\gamma \Upsilon_t} (\|x - x^0\|^2 + 2M), \quad \forall x \in C, \tag{4.39}
\]

where

\[
y_t = \frac{1}{\Upsilon_t} \sum_{k=0}^{t} \rho_k \beta_k y^k, \quad \Upsilon_t = \sum_{k=0}^{t} \rho_k \beta_k, \quad \text{and} \quad M = \sup_{k \in \mathbb{N}} \{\|x^{k+1} - x\|\} \sum_{k=0}^{\infty} \lambda_k \|v^k\|. \tag{4.40}
\]

5. Construction of the inertial PC-algorithms

In this section, we construct four classes of inertial PC-algorithms using outer perturbations and bounded perturbations, i.e., identifying the \( e_i^k, \ k = 1, 2 \) and \( \lambda_k, v^k \) with special values.

The inertial-type algorithms originate from the heavy ball method of the second-order dynamical systems in time [1] and speed up the original algorithm without the inertial effects. Recently, there are increasing interests in studying inertial-type algorithms, see for example [1,3,13,25] and the references therein.

Using Algorithm 3.1, we construct the following inertial PC-algorithm I (iPC I-1 for short):

\[
\begin{cases}
    y^k = P_C(x^k - \beta_k F(x^k)) + \alpha_{k}^{(1)}(x^k - x^{k-1}), \\
    d(x^k, y^k - \alpha_k^{(1)}(x^k - x^{k-1})) = (x^k - y^k + \alpha_k^{(1)}(x^k - x^{k-1})) \\
    - \beta_k (F(x^k) - F(y^k - \alpha_k^{(1)}(x^k - x^{k-1}))), \\
    x^{k+1} = x^k - \gamma \rho_k d(x^k, y^k - \alpha_k^{(1)}(x^k - x^{k-1})) + \alpha_k^{(2)}(x^k - x^{k-1}).
\end{cases} \tag{5.1}
\]

where \( \gamma \in (0, 2), \ \alpha_{k}^{(i)} \in [0, 1], \ i = 1, 2 \), and \( \beta_k > 0 \) is selected to satisfy

\[
\beta_k \|F(x^k) - F(y^k - \alpha_k^{(1)}(x^k - x^{k-1}))\| \\
\leq \nu \|x^k - y^k + \alpha_k^{(1)}(x^k - x^{k-1})\|, \quad \nu \in (0, 1), \tag{5.2}
\]

and

\[
\rho_k := \frac{(x^k - y^k + \alpha_k^{(1)}(x^k - x^{k-1}))}{\|d(x^k, y^k - \alpha_k^{(1)}(x^k - x^{k-1}))\|^2}. \tag{5.3}
\]
For the convergence of the inertial algorithm, the following condition should be imposed on the inertial parameters $\alpha_k^{(i)}$, $i = 1, 2$,

$$
\sum_{k=0}^{\infty} \alpha_k^{(i)} \|x^k - x^{k-1}\| < +\infty, \quad i = 1, 2.
$$

(5.4)

**Remark 5.1.** Condition (5.4) can be enforced by a simple online updating rule such as, given $\alpha^{(i)} \in [0, 1]$, $i = 1, 2$

$$
\alpha_k^{(i)} = \min \{ \alpha^{(i)}, \zeta_k^{(i)} \},
$$

(5.5)

where $\zeta_k^{(i)} > 0$, $\zeta_k^{(i)} \|x^k - x^{k-1}\|$ is summable. For instance, one can choose

$$
\zeta_k^{(i)} = \frac{\zeta^{(i)}}{k^{1+\xi} \|x^k - x^{k-1}\|}, \quad \zeta^{(i)} > 0, \quad \xi > 0.
$$

(5.6)

In practical calculation, $\|x^k - x^{k-1}\|$ rapidly vanishes as $k \to \infty$. So most of the time, with proper choice of $\alpha^{(i)}$, (5.5) may never be triggered.

Similar to Theorem 3.3, we get the convergence of the inertial PC-algorithm I (5.1).

**Theorem 5.2.** Assume that Conditions 1.1–1.3 hold. Assume that the sequences $\{\alpha_k^{(i)}\}_{k=0}^{\infty}$, $i = 1, 2$ satisfy (5.4). Then, any sequence $\{x_k\}_{k=0}^{\infty}$ generated by the inertial PC-algorithm I (5.1) converges weakly to a solution of the variational inequality problem (1.1).

Using Algorithm 3.7, we construct the following inertial PC-algorithm II (iPC II-1):

$$
\begin{align*}
\begin{cases}
y^k &= P_C(x^k - \beta_k F(x^k) + \alpha_k^{(1)} (x^k - x^{k-1})), \\
x^{k+1} &= P_C(x^k - \gamma \beta_k \rho_k F(y^k) + \alpha_k^{(2)} (x^k - x^{k-1})).
\end{cases}
\end{align*}
$$

(5.7)

where $\gamma \in (0, 2)$, $\alpha_k^{(i)} \in [0, 1]$, $i = 1, 2$ and $\beta_k > 0$ is selected to satisfy

$$
\beta_k \|F(x^k) - F(y^k)\| \leq \nu \|x^k - y^k\|, \quad \nu \in (0, 1),
$$

(5.8)

and

$$
\rho_k := \frac{\langle x^k - y^k, d(x^k, y^k) \rangle}{\|d(x^k, y^k)\|^2},
$$

(5.9)

and

$$
d(x^k, y^k) := (x^k - y^k) - \beta_k (F(x^k) - F(y^k)) + \alpha_k^{(1)} (x^k - x^{k-1}).
$$

(5.10)

**Theorem 5.3.** Assume that Conditions 1.1–1.3 hold. Assume that the sequences $\{\alpha_k^{(i)}\}_{k=0}^{\infty}$, $i = 1, 2$ satisfy (5.4) and

$$
\alpha_k^{(1)} \|x^k - x^{k-1}\| \leq \mu \|x^k - y^k\|,
$$

(5.11)

where $\mu \in [0, \nu)$. Then, any sequence $\{x_k\}_{k=0}^{\infty}$ generated by the inertial PC-algorithm II (5.7) converges weakly to a solution of the VI problem (1.1).
Using Algorithm 4.2, we construct the following inertial PC-algorithm I (iPC I-2):

\[
\begin{align*}
\begin{cases}
  w^k &= x^k + \alpha_k(x^k - x^{k-1}) \\
  y^k &= P_C(w^k - \beta_k F(w^k)), \\
  d(w^k, y^k) &= (w^k - y^k) - \beta_k (F(w^k) - F(y^k)), \\
  x^{k+1} &= w^k - \gamma \rho_k d(w^k, y^k).
\end{cases}
\end{align*}
\]  

(5.12)

where \(\gamma \in (0, 2), \alpha^{(i)}_k \in [0, 1], i = 1, 2\) and \(\beta_k > 0\) is selected to satisfy

\[
\beta_k \|F(w^k) - F(y^k)\| \leq \nu \|w^k - y^k\|, \quad \nu \in (0, 1),
\]

and

\[
\rho_k := \frac{\langle w^k - y^k, d(w^k, y^k) \rangle}{\|d(w^k, y^k)\|^2}.
\]

(5.14)

We extend Theorem 4.4 to the convergence of the inertial PC-algorithm II.

**Theorem 5.4.** Assume that Conditions 1.1–1.3 hold. Assume that the sequence \(\{\alpha^{(i)}_k\}_{k=0}^\infty, i = 1, 2\) satisfies (5.4). Then, any sequence \(\{x^k\}_{k=0}^\infty\) generated by the inertial PC-algorithm I (5.12) converges weakly to a solution of the variational inequality problem (1.1).

Using Algorithm 4.6, we construct the following inertial PC-algorithm II (iPC II-2):

\[
\begin{align*}
\begin{cases}
  w^k &= x^k + \alpha_k(x^k - x^{k-1}) \\
  y^k &= P_C(w^k - \beta_k F(w^k)), \\
  x^{k+1} &= P_C(w^k - \gamma \beta_k \rho_k F(y^k)).
\end{cases}
\end{align*}
\]  

(5.15)

where \(\gamma \in (0, 2), \alpha^{(i)}_k \in [0, 1], i = 1, 2, \) and \(\beta_k\) and \(\rho_k\) are defined as (5.13) and (5.14), respectively.

We extend Theorem 4.8 to the convergence of the inertial PC-algorithms II.

**Theorem 5.5.** Assume that Conditions 1.1–1.3 hold. Assume that the sequence \(\{\alpha^{(i)}_k\}_{k=0}^\infty, i = 1, 2\) satisfy (5.4). Then, any sequence \(\{x^k\}_{k=0}^\infty\) generated by the inertial PC-algorithm II (5.15) converges weakly to a solution of the variational inequality problem (1.1).

**Remark 5.6.** In [12], using a different technique, the authors proved the convergence of the inertial PC-algorithm I (5.12) provided that \(\{\alpha_k\}_{k=0}^\infty\) is non-decreasing with \(\alpha_1 = 0, 0 \leq \alpha_k \leq \alpha < 1,\) and \(\sigma, \delta > 0\) are such that

\[
\delta > \frac{\alpha^2(1 + \alpha) + \alpha \sigma}{1 - \alpha^2}, \quad 0 < \gamma \leq \frac{2[\delta - \alpha((1 + \alpha) + \alpha \delta + \sigma)]}{\delta[1 + \alpha(1 + \alpha) + \alpha \delta + \sigma]}.
\]

(5.16)

They showed the efficiency and advantage of the inertial PC-algorithm I (5.12) with above inertial parameters through numerical experiments. But, inertial variants of the PC-algorithm II were not considered in [12]!
6. Numerical experiments

In this section, we compare and illustrate the performances of all the presented algorithms for the problem of sparse signal recovery problem. The algorithms are: the PC-algorithm I (1.4) (PC I), the PC-algorithm II (1.5) (PC II) the inertial PC-algorithm I (5.1) (iPC I-1), the inertial PC-algorithm II (5.7) (iPC II-1), the inertial PC-algorithm I (5.12) (iPC I-2), the inertial PC-algorithm I (5.15) (iPC II-2) and the inertial PC-algorithm I (5.12) with the inertial parameters satisfying the conditions in Remark 5.6 (iPC I for short).

Choose the following set of parameters. Take \( \sigma = 5 \), \( \rho = 0.9 \), \( \mu = 0.7 \) and \( \gamma = 1 \). For iPC I-1 and iPC II-1, set\(^{(6.1)}\)

\[
\alpha_k^{(i)} = \min\{\alpha^{(i)}, \zeta_k^{(i)}\},
\]

where \( \alpha^{(i)} \in (0, 1) \), and

\[
\zeta_k^{(i)} = \frac{\alpha^{(i)}}{k^2\|x_k - x_{k-1}\|}.
\]

Similarly, for iPC I-2 and iPC II-2, set\(^{(6.3)}\)

\[
\alpha_k = \min\{\alpha, \zeta_k\},
\]

where \( \alpha \in (0, 1) \), and

\[
\zeta_k = \frac{\alpha}{k^2\|x_k - x_{k-1}\|}.
\]

Take \( \alpha^{(i)} = 0.4 \) in iPC I-1. To guarantee the convergence of iPC II-1, the inertial parameters \( \alpha_k^{(1)} \) should satisfy the condition \((5.11)\). After running numerous simulations, we find that condition \((5.11)\) is satisfied when \( \alpha^{(1)} \) is taken in \((0, 0.4]\). So, we decided to choose \( \alpha^{(i)} = 0.4 \) in the presented example. We also take \( \alpha_k = 0.8 \) for iPC I-2 and iPC II-2, and \( \alpha_k = 0.79 \) for iPC I, respectively.

Example 6.1. Let \( x^0 \in \mathbb{R}^n \) be a \( K \)-sparse signal, \( K \ll n \). The sampling matrix \( A \in \mathbb{R}^{m \times n} (m \ll n) \) is stimulated by standard Gaussian distribution and vector \( b = Ax^0 + e \), where \( e \) is additive noise. When \( e = 0 \), it means that there is no noise to the observed data. Our task is to recover the signal \( x^0 \) from the data \( b \).

It is well known that the sparse signal \( x^0 \) can be recovered by solving the following LASSO problem \([28]\),

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2}\|Ax - b\|_2^2 \quad \text{s.t.} \quad \|x\|_1 \leq t,
\]

where \( t > 0 \). It is easy to see that the optimization problem \((6.5)\) is a special case of the VI problem \((1.1)\), where \( F(x) = A^T(Ax - b) \) and \( C = \{x \mid \|x\|_1 \leq t\} \). We can use the proposed iterative algorithms to solve the optimization problem \((6.5)\). Although the orthogonal projection onto the closed convex set \( C \) does not have a closed-form solution, the projection operator \( P_C \) can be
Table 1. Numerical results obtained by the proposed iterative algorithms when $m = 240, n = 1024$ in the noiseless case

| $K$-sparse signal | Methods | $\epsilon = 10^{-4}$ | $\epsilon = 10^{-6}$ |
|-------------------|---------|---------------------|---------------------|
|                   | Iter    | Obj                | Err                 | Iter    | Obj                | Err                 |
| $K = 20$          | PC I    | 443 8.5443e−4      | 0.0076              | 841 8.8686e−8      | 8.0044e−5        |
|                   | PC II   | 227 1.4410e−4      | 0.0032              | 409 1.6627e−8      | 3.5157e−5        |
|                   | iPC I   | 72 7.4506e−6       | 7.0980e−4          | 103 1.0550e−9      | 8.6892e−6        |
|                   | iPC I-1 | 118 2.4372e−5      | 0.0013              | 191 1.6450e−9      | 1.1226e−5        |
|                   | iPC I-2 | 56 6.0246e−6       | 3.8709e−4          | 99 7.6703e−10      | 7.3893e−6        |
|                   | iPC II-1| 131 3.5673e−5      | 0.0016              | 231 4.4078e−9      | 1.7965e−5        |
|                   | iPC II-2| 55 1.2499e−6       | 1.3129e−4          | 80 1.6088e−10      | 3.0994e−6        |
| $K = 30$          | PC I    | 732 0.0019         | 0.0166              | 1361 1.4492e−7     | 1.3025e−4        |
|                   | PC II   | 407 3.8218e−4      | 0.0076              | 689 2.9161e−8      | 5.9125e−5        |
|                   | iPC I   | 178 5.6970e−5      | 0.0029              | 275 4.0179e−9      | 2.1673e−5        |
|                   | iPC I-1 | 204 4.3636e−5      | 0.0026              | 295 5.7110e−9      | 2.5667e−5        |
|                   | iPC I-2 | 170 5.2038e−5      | 0.0028              | 259 3.4741e−9      | 2.0260e−5        |
|                   | iPC II-1| 235 9.0708e−5      | 0.0037              | 373 7.1864e−9      | 2.9215e−5        |
|                   | iPC II-2| 73 3.9273e−6       | 7.7454e−4          | 100 4.9113e−11     | 2.1110e−6        |
| $K = 40$          | PC I    | 1440 0.0041        | 0.0376              | 4548 5.7806e−7     | 5.2196e−4        |
|                   | PC II   | 867 0.0010         | 0.0188              | 2459 1.4600e−7     | 2.6236e−4        |
|                   | iPC I   | 398 1.6322e−4      | 0.0075              | 1074 2.2549e−8     | 1.0309e−4        |
|                   | iPC I-1 | 362 4.6840e−4      | 0.0116              | 1006 2.3931e−8     | 1.0636e−4        |
|                   | iPC I-2 | 382 1.4364e−4      | 0.0071              | 1009 1.9430e−8     | 9.5612e−5        |
|                   | iPC II-1| 498 2.5750e−4      | 0.0095              | 1329 3.5183e−8     | 1.2876e−4        |
|                   | iPC II-2| 210 3.1377e−5      | 0.0033              | 520 4.3266e−9      | 4.5213e−5        |

precisely computed in a polynomial time (see for example [15]). The following inequality was defined as the stopping criteria:

$$
\| x^{k+1} - x^k \| \leq \epsilon,
$$

(6.6)

where $\epsilon > 0$ is a given small constant. “Iter” denotes the iteration numbers. “Obj” represents the objective function value and “Err” is the 2-norm error between the recovered signal and the true $K$-sparse signal. We divide the experiments into two parts. One task is to recover the sparse signal $x^0$ from noise observation vector $b$ and the other is to recover the sparse signal from noiseless data $b$. For the noiseless case, the obtained numerical results are reported in Table 1. To visually view the results, Fig. 1 shows the recovered signal compared with the true signal $x_0$ when $K = 30$. We can see from Fig. 1 that the recovered signal is the same as the true signal. Further, Fig. 2 presents the objective function value versus the iteration numbers.

For the noise observation $b$, we assume that the vector $e$ is corrupted by Gaussian noise with zero mean and $\beta$ variances. The system matrix $A$ is the same as the noiseless case and the sparsity level $K = 30$. We list the numerical results for different noise level $\beta$ in Table 2.

From Tables 1 and 2, and Fig. 1, we conclude: (i) PC II behaves better than PC I; (ii) the inertial type algorithms improve the original algorithms;
Figure 1. (a1) is the true sparse signal, (a2)–(a8) are the recovered signal vs the true signal by “PC I”, “PC II”, “iPC I-1”, “iPC I-2”, “iPC II-1” “iPC II-2” and “iPC I”, respectively.

Figure 2. Comparison of the objective function value versus the iteration numbers of the different methods.
Table 2. Numerical results for the proposed iterative algorithms with different noise value $\beta$

| Variances $\beta = \epsilon = 10^{-4}$ | Methods | $\epsilon = 10^{-6}$ |
|---------------------------------|---------|------------------|
|                                 | Iter   | Obj   | Err   | Iter   | Obj   | Err   |
| 0.01                            | PC I   | 602   | 0.0065 | 0.0158 | 1435  | 0.0050 | 0.0130 |
|                                 | PC II  | 314   | 0.0058 | 0.0124 | 739   | 0.0050 | 0.0130 |
|                                 | iPC I  | 118   | 0.0057 | 0.0111 | 317   | 0.0050 | 0.0130 |
|                                 | iPC I-1| 146   | 0.0057 | 0.0114 | 342   | 0.0050 | 0.0130 |
|                                 | iPC I-2| 110   | 0.0057 | 0.0110 | 301   | 0.0050 | 0.0130 |
|                                 | iPC I-1| 170   | 0.0057 | 0.0115 | 402   | 0.0050 | 0.0130 |
|                                 | iPC I-2| 58    | 0.0057 | 0.0109 | 137   | 0.0050 | 0.0130 |
| 0.02                            | PC I   | 743   | 0.0213 | 0.0308 | 954   | 0.0224 | 0.0185 |
|                                 | PC II  | 395   | 0.0203 | 0.0262 | 466   | 0.0224 | 0.0185 |
|                                 | iPC I  | 161   | 0.0200 | 0.0242 | 175   | 0.0224 | 0.0185 |
|                                 | iPC I-1| 181   | 0.0201 | 0.0245 | 222   | 0.0224 | 0.0185 |
|                                 | iPC I-2| 152   | 0.0200 | 0.0241 | 157   | 0.0224 | 0.0185 |
|                                 | iPC I-1| 216   | 0.0201 | 0.0247 | 254   | 0.0224 | 0.0185 |
|                                 | iPC I-2| 65    | 0.0200 | 0.0235 | 89    | 0.0224 | 0.0185 |
| 0.05                            | PC I   | 564   | 0.1439 | 0.0541 | 1400  | 0.1344 | 0.0608 |
|                                 | PC II  | 302   | 0.1432 | 0.0522 | 683   | 0.1344 | 0.0607 |
|                                 | iPC I  | 112   | 0.1430 | 0.0511 | 298   | 0.1344 | 0.0607 |
|                                 | iPC I-1| 181   | 0.1430 | 0.0515 | 318   | 0.1344 | 0.0607 |
|                                 | iPC I-2| 105   | 0.1430 | 0.0511 | 281   | 0.1344 | 0.0607 |
|                                 | iPC I-1| 171   | 0.1430 | 0.0515 | 371   | 0.1344 | 0.0607 |
|                                 | iPC I-2| 66    | 0.1430 | 0.0510 | 110   | 0.1344 | 0.0607 |

(iii) iPC II-2 has best performance among the inertial type algorithms, while iPC II-1 behaves worst; (iii) the performance of iPC1, iPC1-1 and iPC1-2 is close and almost same.
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