Abstract—We introduce a new method for speeding up the inference of deep neural networks. It is somewhat inspired by the reduced-order modeling techniques for dynamical systems. The cornerstone of the proposed method is the maximum volume algorithm. We demonstrate efficiency on neural networks pre-trained on different datasets. We show that in many practical cases it is possible to replace convolutional layers with much smaller fully-connected layers with a relatively small drop in accuracy.
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1. INTRODUCTION

Recent studies [1–4] have shown the connection between deep neural networks and systems of ordinary differential equations (ODE). In these works, the output of the layer during the forward pass was treated as the state of a dynamical system at a given time. One of the effective methods for accelerating computations in dynamical systems is the construction of reduced models [5]. The classical approach for building such models is the Discrete Empirical Interpolation Method (DEIM; see [6]). The idea of DEIM is based on a low-dimensional approximation of the state vector, combined with efficient recalculation of the coefficients in this low-dimensional space through the selection of the submatrix of sufficiently large volume.

In this work, we use the above connection to build a reduced model of deep neural network for a given pre-trained (fully-connected or convolutional) network. We call this model Reduced-Order Network (RON). The reduced model is a fully-connected network that has smaller computational complexity than the original neural network. The complexity is defined as the number of floating-point operations (FLOP) required to propagate through the network. Thus, the inference of RON can be faster.

Following the reduced-order modeling approach, we assume that the outputs of some layers lie in low-dimensional subspaces. We will refer to this assumption as the low-rank assumption.

Let \( x \) be the object from the dataset, and \( z_k = z_k(x) \) be the vectorized output of the \( k \)th layer. We assume that there exists a matrix \( V_k \in \mathbb{R}^{D_k \times R_k} \) (\( D_k \gg R_k \)) such that

\[
z_k = V_k c_k,
\]

where \( c_k = c_k(x) \) are embeddings. The matrix \( V_k \) is the same for all \( x \). This simple linear representation itself can not help to reduce the complexity of neural networks, because all linear operations in a neural network are followed by non-linear element-wise functions. However, we propose how to approximate the next embedding based on the previous one.

As a result, under the low-rank assumption most fully-connected and convolutional neural networks\(^1\) can be approximated by fully-connected networks with a smaller number of processing units. In other words, instead of dealing with huge feature maps, we project the input of the entire network into a low-dimensional space and then operate with low-dimensional representations. We restore the output dimensionality of the model using a linear transformation. As a result, the complexity of neural networks can be significantly decreased.

---

\(^1\) We mean convolutional neural networks consisting of convolutions, non-decreasing activation functions, batch normalizations, maximum poolings, and residual connections.
Even if the low-rank assumption holds only very approximately, we still can use it to initialize a new network and then perform several iterations of fine-tuning.

Our main contributions are:

—We propose a new low-rank training-free method for speeding up the inference of pre-trained deep neural networks and show how to efficiently use the rectangular maximum volume algorithm to reduce the dimensionality of layers and estimate the approximation error.

—We validate and evaluate performance the proposed approach in a series of computational experiments with LeNet pre-trained on MNIST and VGG models pre-trained on CIFAR-10/CIFAR-100/SVHN.

—We show that our method works well on top of pruning techniques and allows us to speed up the models that have already been accelerated.

2. RELATED WORK

Recently, a series of approaches have been proposed to speed up inference in convolutional neural networks (CNNs) [25]. In this section, we overview the main ideas of different method families and highlight the differences between them and our approach.

Many different methods deal with a pre-trained network, which we call the teacher network, and an accelerated network, which we call the student network. This terminology comes from knowledge distillation [26–29] methods, where the softmax outputs of the teacher network are used as a target vector for the student network.

In Section 5.4, we compare our approach with different channel pruning methods. Such methods aim to prune redundant channels in the weight tensors and, hence, accelerate and compress the whole model. Pruned channels are selected due to special information criteria. For example, it can be a sum of absolute values of weights [30] or an average percentage of zeros [31].

There are two major approaches to channel pruning. The first approach is to deal with a single network and train it from scratch, adding extra regularization, which forces the channel-level sparsity of weights. Later on, some channels are considered to be redundant and have to be removed [18, 32]. It is usually an iterative procedure, which is computationally expensive, especially for very deep neural networks. The second approach involves both teacher and student networks. The student is trained to minimize the reconstruction error between feature maps of two models [23, 31, 22].

In [23], channel selection is made using LASSO regression, and the reconstruction is performed via least squares. In [22], the pruning strategy for a layer depends on the statistics of the next layer. In [18], it is proposed to multiply each channel on a unique learnable scalar parameter; then, the whole network is trained with a sparsity regularization on these scalar parameters. In [13], neural architecture search techniques are combined with channel pruning. Namely, the pruning strategy is generated by the LSTM network, which is trained in a reinforcement learning way.

In [12], Discrimination-aware Channel Pruning (DCP) algorithm is introduced. It is a multi-stage pruning method applied to the pre-trained network. At each stage of DCP, a network from the previous stage is trained with an additional classifier and discriminative loss. The least informative channels either pruned at a fixed rate or selected using a greedy algorithm. We refer to these approaches as to DCP and DCP-Adapt, accordingly.

Another related family of acceleration methods is low-rank methods, which uses matrix or tensor decomposition to estimate the informative parameters of deep neural networks. In most cases, a much lower total computational cost can be achieved by replacing a convolutional layer with a sequence of several smaller convolutional layers [33–36, 20]. Opposed to our approach, most low-rank methods are applied not to feature maps [21] but to weight tensors.

Finally, quantization [37, 38] methods worth mentioning. Such methods can significantly accelerate networks, but they usually require special hardware to reach a theoretical speed-up in practice.

3. BACKGROUND

In this section, we give a brief description of the rectangular volume algorithm (Subsection 3.1) and explain how to compute low-dimensional subspaces of embeddings (Subsection 3.2). This information is required to clearly understand what follows.
3.1. Maximum Volume Algorithm and Sketching

The rectangular maximum volume algorithm [28] is a greedy algorithm that searches for a maximum volume submatrix of a given matrix. The volume of a matrix $A$ is defined as

$$\text{vol}(A) = \det(A^\top A).$$

This algorithm has several practical applications [7, 8]. In this paper, we use it to reduce the dimensionality of overdetermined systems as follows.

Assume, $A \in \mathbb{R}^{D \times R}$ is a tall-and-thin matrix ($D \gg R$); and we have to solve a linear system

$$Ax = b,$$

with a fixed matrix $A$ for an arbitrary right-hand side $b \in \mathbb{R}^D$. The solution is typically given by

$$x = A^\dagger b,$$

where $A^\dagger = (A^\top A)^{-1} A^\top$ is the Moore–Penrose pseudoinversion of $A$. The issue is that a matrix-by-vector product with $R \times D$ matrix $A^\dagger$ costs too much. Moreover, for the ill-conditioned matrix, the solution is not very stable.

Instead of using all $D$ equations, we can select the most “representative” of them. For this purpose, we apply the rectangular maximum volume algorithm\(^2\) to the matrix $A$. It returns a set $P$ row indices ($R \leq P \ll D$), which corresponds to equations used for further calculations. In this work, we choose $P$ on the segment $[R, 2R]$.

A submatrix consisting of $P$ given rows can be viewed as $SA$, where $S \in \{0, 1\}^{P \times D}$. We call $S$ a sketching matrix. For convenience in notations, we assume that the rectangular maximum volume algorithm outputs a sketching matrix $S$. Thus, the system (3) can be solved as follows

$$x = (SA)^\dagger (Sb).$$

Selecting rows of $b$ is a cheap operation, so the complexity of computing $Sb$ is $O(P)$. If $(SA)^\dagger$ is precomputed, for any right-hand side we only have to carry out matrix-by-vector multiplication with a matrix of size $R \times P$.

3.2. Computation of Low-Dimensional Embeddings

Let $Z \in \mathbb{R}^{N \times D}$ be the output matrix of a given layer; each row of $Z$ corresponds to a training sample propagated through the part of the network ending with this layer.

The truncated rank-$R$ SVD of $Z^\top \in \mathbb{R}^{D \times N}$ is given by

$$Z^\top \approx V \sum_{D \times R} U^\top_{R \times N}.$$

Here the matrix $V$ corresponds to the linear transformation, which maps to the low-dimensional embedding subspace. To compute the matrix $V$, we use the matrix sketching algorithm based on hashing [30, 31]. For our applications, it is faster than randomized SVD.

4. METHOD

Our goal is to build an approximation of a given deep neural network (teacher) by another network (student) with much faster inference.

Most conceptual details of our approach are explained on a toy example of a multilayer perceptron (Subsection 4.1). Later on, we describe how to apply the proposed ideas to feed-forward convolutional neural networks (Subsection 4.2) and residual networks (Subsection 4.3).

\(^2\) https://bitbucket.org/muxas/maxvolpy
### 4.1. A Toy Example: MLP

In this subsection, we consider a simple fully-connected feed-forward neural network, or multilayer perceptron (MLP).

Hereinafter let $\psi_k$ ($k = 1, 2, \ldots, K$) be non-decreasing element-wise activation functions, e.g., ReLU, ELU or Leaky ReLU. Note that our method allows us to accelerate a part of the initial network, but for simplicity, we assume that the whole teacher network is used. Besides, without loss of generality, we suppose that all biases are equal to zero.

Let $z_0$ be an input sample. Being passed through $K$ layers of the teacher network, it undergoes the following transformations

$$z_1 = \psi_1(W_1 z_0), \quad z_2 = \psi_2(W_2 z_1), \quad \ldots, \quad z_K = W_K z_{K-1},$$

where $W_k \in \mathbb{R}^{D_k \times D_{k-1}}$ is a weight matrix of the $k$th layer.

Let $c_1, \ldots, c_K$ be the embeddings of $z_1, \ldots, z_K$. We have already known how to compute the linear transformation $V_k \in \mathbb{R}^{D_k \times R_k}$, which maps $z_k$ to $c_k$. This linear mapping is obtained using singular value decomposition (SVD) and is known in advance. Here the dimensionality of the $k$th embedding $R_k$ is much smaller than the number of features $D_k$.

The low-rank assumption for the first layer gives

$$z_1 \simeq V_1 c_1 \equiv \psi_1(W_1 z_0)$$

The boxed expression is a tall-and-skinny linear system with the matrix $V_1 \in \mathbb{R}^{R_1 \times R_k}$, the right-hand side vector $\psi_1(W_1 z_0)$ and the vector of unknowns $c_1$. If $S_1 \in \mathbb{R}^{R \times D_1}$ is a sketching matrix (Section 3.1) for the matrix $V_1$, we can compute the embedding as follows

$$c_1 \equiv (S_1 V_1) \psi_1(W_1 z_0) \equiv \left( \begin{array}{c} S_1 \psi_1 \end{array} \right) \left( \begin{array}{c} W_1 \end{array} \right) z_0.$$

Here we switch point-wise linearity $\psi$ and sampling $S_1$ because they commute pairwise.

The same technique can be applied for computing the second embedding $c_2$ using $c_1$. We write the low-rank assumption

$$z_2 \equiv \psi_2(W_2 z_1) \equiv \psi_2(W_2 V_1 c_1) \equiv V_2 c_2,$$

get the linear system

$$V_2 c_2 \equiv \psi_2(W_2 V_1 c_1)$$

and apply the rectangular maximum volume algorithm. If $S_2 \in \mathbb{R}^{R \times D_2}$ is a sketching matrix $V_2$, $c_2$ can be estimated as

$$c_2 \equiv (S_2 V_2) \psi_2(S_1 W_1 \psi_1) c_1.$$

The process can be continued for other layers. The output of the student network is computed as

$$z_k \equiv V_k c_K.$$

Suppose $s_k$ is the output of $\psi_k$. We can rewrite (13) in a better way

$$s_k \equiv \psi_k(S_k W_k z_0),$$

where $S_k \in \mathbb{R}^{R_k \times D_k}$ is a sketching matrix for the input to $\psi_k$. $$
As a result, instead of $K$-layer network with $L$ layers (7) we obtain a more compact $K + 1$-layer network (14).

The proposed approach is summarized in Algorithm 1.

\begin{algorithm}
\caption{Initialization of the student network}
\begin{algorithmic}
\State \textbf{Input:} teacher’s weights $\{W_1, \ldots, W_K\}$ and element-wise activation functions $\{\psi_1, \ldots, \psi_K\}$; subset of the training set $Z$ — a number of samples $\times$ number of input features matrix; $\{R_1, \ldots, R_K\}$ — sizes of the embeddings;
\State \textbf{Output:} student’s weights $\{\tilde{W}_0, \tilde{W}_1, \ldots, \tilde{W}_K\}$;
\State $\triangleright$ For simplicity, we use all $\{\psi_k\}_{k=1}^K$, but in fact we have to keep only two of them to compute a single weight of student.
\For{$k \leftarrow 1$ \textbf{to} $K$}
\State $Z$ $\leftarrow$ propagated through the $Z$ $k$th layer
\State $\Lambda, \Sigma, V_k$ $\leftarrow$ truncated_svd($Z^\top, R_k$)
\State $\triangleright$ In practice, we don’t store the whole $Z$, but use streaming randomized SVD algorithms.
\State $S_k$ $\leftarrow$ rect_max_vol($V_k$)
\EndFor
\State $\tilde{W}_0$ $\leftarrow$ $S_1 W_1$
\For{$k \leftarrow 1$ \textbf{to} $K - 1$}
\State $\tilde{W}_k$ $\leftarrow$ $S_k W_k V_{k-1}(S_{k-1} V_{k-1})^\dagger$
\EndFor
\State $\tilde{W}$ $\leftarrow$ $V_k(S_K V_K)^\dagger$
\State $\text{return} \{\tilde{W}_0, \tilde{W}_1, \ldots, \tilde{W}_K\}$
\end{algorithmic}
\end{algorithm}

Then, we propose to add batch normalizations into the accelerated model and perform several epochs of fine-tuning.

\section*{4.2. Convolutional Neural Networks}

\textbf{Convolution} is a linear transformation. We treat it as a matrix-by-vector product, and we convert convolutions to fully-connected layers. Two crucial remarks for this approach should be discussed.

Firstly, we vectorize all outputs. Do we lose the geometrical structure of the feature map? Only partially, because it is integrated into the initial weight matrices.

Secondly, the size of a single convolutional matrix is larger than the size of its kernel. However, these sizes can be compatible after compression if the number of channels is not big. So, as a result, a student model can be not only faster but even smaller than the teacher.

\textbf{Batch normalization} can be merged with the dense layer for inference. Thus, in the student model, we get rid of batch normalization layers but preserve the normalization property.

\textbf{Maximum pooling} is a local operation, which typically maps $2 \times 2$ region into a single value—the maximum value in the given region. We manage this layer by taking 4 times more indices and by applying maximum pooling after sampling.
4.3. Residual Networks

Residual networks [9–11] are popular models used in many modern applications. In contrast to standard feed-forward CNNs, they are not sequential. Such models have several parallel branches, the outputs of which are summed up and propagated through the activation function.

We approximate the output of each branch and the result as follows

\[ Vc \equiv \psi(Vc_1 + \ldots + Vc_k). \]  

(15)

The above expression is an overdetermined linear system. If \( S \) is a sampling matrix for matrix \( V \), the embedding \( e \) is computed as

\[ e \equiv (SV)^\dagger(\psi(SVc_1 + \ldots + SVc_k)). \]  

(16)

The rest steps of residual network acceleration are the same as for the standard multilayer perceptron (Section 4.1).

4.4. Approximation Error

Suppose \( e_k = Vc_k - z_k \) is an error of the low-rank approximation, thus

\[ S_k Vc_k = (S_k Vc_k)^\dagger S_k z_k + (S_k Vc_k)^\dagger S_k \epsilon_k \]  

(17)

and error of our algorithm equals to \( \epsilon_k := \| (S_k Vc_k)^\dagger S_k \epsilon_k \|_2 \). Since \( \| Vc_k^\dagger \|_2 = \| S_k \|_2 = 1 \),

\[ \| (S_k Vc_k)^\dagger S_k \|_2 = \| Vc_k^\dagger (S_k Vc_k)^\dagger S_k \|_2 \leq \| Vc_k^\dagger (S_k Vc_k)^\dagger \|_2. \]  

(18)

Due to the Lemma 4.3 and Remark 4.4 from the rectangular maximum volume paper [8],

\[ \| Vc_k^\dagger (S_k Vc_k)^\dagger \|_2 \leq \sqrt{1 + \frac{(D_k - P_k)R_k}{P_k + 1 - R_k}}. \]  

(19)

Hence,

\[ \epsilon_k \leq \sqrt{1 + \frac{(D_k - P_k)R_k}{P_k + 1 - R_k}} \| e_k \|_2. \]  

(20)

For example, if \( P_k = 1.5R_k \), approximation error \( \epsilon_k \) is \( O(\sqrt{D_k \| e_k \|_2}) \) for \( R_k = o(D_k) \).

5. EXPERIMENTS

Firstly, we provide empirical evidence that supports our low-rank assumption about the outputs of some layers. Secondly, we show the performance of RON for both fully-connected and convolutional neural network architectures. We compare models accelerated by RON with the baselines from DCP [12] and [13].

Datasets. We empirically evaluate the performance of RON on four datasets, including MNIST, CIFAR-10, CIFAR-100, and SVHN. MNIST is a collection of handwritten digits that contains 70000 images of size 28 × 28 with a training set of 60000 examples, and a test set of 10000 examples. CIFAR-10 consists of 32 × 32 color images belonging to 10 classes with 50000 training and 10000 testing samples. CIFAR-100 is similar to CIFAR-10, but it contains 100 classes with 500 training images and 100 testing images per class. SVHN is a real-world image dataset with house numbers that contains 73257 training and 26032 testing images of size 32 × 32.

5.1. Singular Values

Our method relies on the assumption, which states that the outputs of some layers can be mapped to a low-dimensional space. We perform this mapping using the maximum volume based approximation of the basis obtained through SVD. Figure 1 supports the feasibility of our assumption for two neural network architectures: VGG19 and ResNet56. Each subfigure corresponds to a specific architecture and depicts the singular values of blocks output matrices. It can be seen that the singular values decrease very fast for

3 In this paper, the given matrix is defined by \( C \).
some (deeper) blocks, which means that their outputs can be approximated by low-dimensional embeddings.

We use two strategies for rank selection: a non-parametric Variational Bayesian Matrix Factorization (VBMF, [14]) and a simple constant factor rank reduction.

Singular values are computed for matrices containing the whole training data. We use matrix sketching algorithm based on hashing and do not have to store the entire matrix in memory [15, 16].

5.2. Fully-Connected Networks

To illustrate our method, we first choose LeNet-300-100 and LeNet-500-100 architectures for MNIST. LeNet-300-100 is a fully-connected network with three layers: 784 × 300, 300 × 100, and 100 × 10 with ReLU activations. In LeNet-500-100, the hidden layers contain 500 and 100 neurons, respectively. We perform 15 iterations of the following procedure. First, we train the model with the learning rate $1 \times 10^{-3}$ for 25 epochs, then we train the model with the learning rate $5 \times 10^{-4}$ for the same number of epochs. After that, we apply our acceleration procedure with rank reduction rates equal to 0.7 and 0.75, respectively. Figure 2a shows the FLOP reduction rate together with the test accuracy.

In [13], LeNet-500-300 model is accelerated 6.06, 6.41, and 7.85 times, respectively, approximately without accuracy drop. Our method is able to achieve more than 8× acceleration (see Fig. 2b).
5.3. Convolutional Networks

We apply our method to VGG-like [17] architectures on CIFAR-10, CIFAR-100, and SVHN classification tasks. In our experiments, we use RON once to obtain an accelerated neural network (student), and then we fine-tune the network if needed. During student initialization (Algorithm 1), embedding sizes for CIFAR-10 are chosen using VBMF, while for CIFAR-100 and SVHN feature sizes are reduced by a pre-defined rate. Pre-trained teacher models for CIFAR-10 are available online\(^4\). They include VGG-19 and VGG-19 pruned with DCP [12] approach at 0.3. For the experiments with CIFAR-100 and SVHN we used pre-trained VGG-19\(^5\) and VGG-76 networks, correspondingly. When applying RON to VGG-like architecture, we accelerate several last convolutional layers of the network. For instance, the model RON (8–16) corresponds to the model with nine accelerated convolutional layers.

**RON without fine-tuning.** In this setting, we initialize a student network using Algorithm 1 and measure its acceleration and performance. For VGG-19 on CIFAR-10, RON can achieve 1.53× FLOP reduction with 0.09% accuracy increase without any additional fine-tuning (Table 1). We refer to [13] to provide evidence that RON (without fine-tuning) significantly outperforms one stage of channel pruning [13, 18] (w/o fine-tuning) when applied to the pre-trained VGG-19. The models with convolutional layers pruned at 0.1% pruning rate (i.e., FLOP reduction is around 1.23×) have more than 20% accuracy drop (Fig. 5 in [13]).

**RON with fine-tuning.** Fine-tuning the model accelerated with RON, we can achieve 2.3× FLOP reduction with 0.28% accuracy increase (Table 1) for VGG-19 on CIFAR-10. After the acceleration procedure, we perform 250 epochs of fine-tuning by SGD with momentum 0.9, weight decay 1e-4, and batch size 256. The initial learning rate is equal to 1e-2, and it is halved after ten training epochs without validation quality improvement. We use dropout during the fine-tuning.

VGG networks for CIFAR-100 (Table 2) and SVHN (Table 3) are less redundant, therefore, acceleration without accuracy drop is smaller than for CIFAR-10 dataset.

Note that compression can be performed iteratively by alternating RON and fine-tuning steps. The iterative approach takes much time, but it was shown for both pruning [12, 13, 18, 19] and low-rank [20] methods that it helps to reduce the accuracy degradation for high compression ratios.

**RON on top of the pruned network.** The motivation to use RON on top of pruned models is the following. Channel pruning methods tend to leave the most informative channels (e.g., in DCP [12] they look

\(^4\) [https://github.com/SCUT-AILab/DCP/wiki/Model-Zoo](https://github.com/SCUT-AILab/DCP/wiki/Model-Zoo)

\(^5\) [https://github.com/bearpaw/pytorch-classification](https://github.com/bearpaw/pytorch-classification)

\(^6\) [https://github.com/aaron-xichen/pytorch-playground](https://github.com/aaron-xichen/pytorch-playground)

---

**Table 1.** Accuracy and FLOP trade-off for the models accelerated with RON on CIFAR-10 dataset. DCP is a channel pruning method from [12]

| Model     | Modified layers | Acc@1 without fine-tuning | Acc@1 with fine-tuning | FLOP reduction |
|-----------|-----------------|---------------------------|------------------------|---------------|
| Teacher   | —               | —                         | 93.70                  | 1.00×         |
| RON       | 10 to 16        | 93.79                     | 94.10                  | 1.53×         |
| RON       | 9 to 16         | 93.46                     | 94.15                  | 1.68×         |
| RON       | 8 to 16         | 90.58                     | 94.24                  | 1.93×         |
| RON       | 7 to 16         | 85.79                     | 93.98                  | 2.30×         |
| RON       | 6 to 16         | 72.53                     | 93.12                  | 3.01×         |
| RON       | 5 to 16         | 58.12                     | 91.88                  | 3.66×         |
| DCP [12]  | —               | —                         | 93.96                  | 2.00×         |
| DCP + RON | 10 to 16        | 93.98                     | 94.24                  | 3.06×         |
| DCP + RON | 9 to 16         | 93.90                     | 94.27                  | 3.37×         |
| DCP + RON | 8 to 16         | 91.82                     | 94.01                  | 3.78×         |
| DCP + RON | 7 to 16         | 88.88                     | 93.97                  | 4.48×         |
| DCP + RON | 6 to 16         | 81.30                     | 93.26                  | 5.56×         |
| DCP + RON | 5 to 16         | 64.12                     | 91.5                   | 7.21×         |

\(^6\) [https://github.com/aaron-xichen/pytorch-playground](https://github.com/aaron-xichen/pytorch-playground)
for more discriminative channels) and eliminate the rest. However, a convolutional layer consisting of informative channels can still have a low-rank structure and, therefore, can be further accelerated using RON. For VGG-19 pruned with DCP [12] approach at 0.3% pruning rate, RON provides 4.48× FLOP reduction with 0.27% accuracy increase comparing to the initial VGG-19 while maintaining higher accuracy and better acceleration than the pruned baseline (Fig. 3).

### 5.4. Comparisons with Other Approaches

The advantage of our method is that it can be applied both alone and on top of pruning algorithms. We have aggregated our results (Table 1) with the information from the paper by Zhuang et al. [12] and present them in Table 4. We compare RON with ThiNet [22], channel pruning (CP) [23], network slimming [18] and width-multiplier method [24]. More details about related methods can be found in Section 2.

![Fig. 3. Accuracy and FLOP reduction for RON accelerated models on CIFAR-10 with fine-tuning (w/ fine-tuning) or without fine-tuning (w/o fine-tuning).](image-url)
6. DISCUSSION

We have proposed a method that exploits the low-rank property of the outputs of neural network layers. The advantage of our approach is the ability to work with a large class of modern neural networks and obtain a simple fully-connected student neural network. We showed that, in some cases, the student model has the same quality as a student network even without any fine-tuning.

The disadvantage of the Reduced-Order Network is that the number of parameters may increase when applied to wide convolutional networks on high-resolution images since the resulting network is dense. However, we have demonstrated that our method works well for neural networks with pruned channels, and such pruning allows us to reduce the number of features. The best application of our approach, in our opinion, is to further accelerate networks, which were produced by channel pruning algorithms.

Later on, we can try sparsification [39] and quantization techniques on top of our approach to mitigate this issue.

7. CONCLUSIONS

We have developed a neural network inference acceleration method that is based on mapping layer outputs to a low-dimensional subspace using the singular value decomposition and the rectangular maximum volume algorithm. We demonstrated empirically that our approach allows finding a good initial approximation in the space of new model parameters. Namely, on CIFAR-10 and CIFAR-100, we achieved accuracy on par or even slightly better than the teacher model without fine-tuning and reached acceleration up to $4.48\times$ with fine-tuning and no accuracy drop. We have supported our experiments with the theoretical results, including approximation error upper bound evaluation.
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