Percolation in a triangle on a square lattice
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Percolation on a plane is usually associated with clusters spanning two opposite sides of a rectangular system. Here we investigate three-leg clusters generated on a square lattice and spanning the three sides of equilateral triangles. If the position and orientation of the triangles relative to the lattice are uniformly randomized, one obtains an efficient method of determining the percolation threshold, on par with the most advanced Monte Carlo methods developed for the rectangular geometry. The universal crossing probability for three-leg clusters is geometry-independent, which opens a way for further improvements of the method.

I. Introduction

With a simple, purely geometrical definition and complex behavior that includes a phase transition, percolation has become an important theoretical model in statistical physics. It has also applications in various areas of science, like conductivity in strongly heterogeneous solids [1, 2], fluid flow in porous media [3, 4], epidemics [5], and thermal conductivity of composites [6].

While some critical exponents and crossing probabilities in 2-dimensional systems [7–11], as well as percolation thresholds in several particular models [12–14] are known rigorously, many results in this field have been obtained with computer simulations. Over the years, advanced numerical methods have been developed, like the Leath method [15–17], hull-generating walks [18, 19], gradient percolation [20–22], toroidal wrapping [23–25], spanning clusters [26, 27], rescaled particles [28], frontier tracking [29], parallelized percolation on distributed machines [30], dynamic programming [31], and the transfer matrix method [32, 33]. These methods, in all their diversity, share one common feature: they are usually implemented with the assumption that the system has a square (rectangular, hypercubic) geometry. This choice is quite natural: it corresponds to the most elementary and efficient computer data structure: array. It also facilitates implementation of useful boundary conditions, including wrapping boundaries. Wrapping boundaries, in turn, enable one to study percolation on cylinders and tori, the shapes for which strong theoretical results have been derived and for which boundary effects are minimized, which results in a faster convergence rate to the thermodynamic limit [23].

The symmetry of a rectangle is closely related to the required connectedness of a cluster: in spanning percolation the two sides that are checked for spanning are geometrically equivalent, and so are the remaining two. One expects that this configuration will produce quicker convergence to the thermodynamic limit than, for instance, a trapezoid. If one uses square systems, it is possible to investigate clusters that span or wrap in both directions simultaneously [23]. But what about spanning in other number of directions than two or four, for example, three? It was recently argued that the probability, $p_3$ that, in the thermodynamic limit, there exists a three-leg cluster touching the three sides of a triangle at the percolation threshold has a universal value $1/2$ [11, 34]. This result is supposed to be valid for any lattice and even systems of arbitrary shape, in which case their perimeter must be divided into three disjoint parts (arcs). For self-matching lattices this property holds even for finite systems.

The aim of the paper is to investigate whether the property of $p_3 \to 1/2$ can be used to develop an efficient method of finding the percolation threshold, $p_c$, for planar lattices. To this end, we investigate the well-known case of the site percolation on a square lattice, assuming, however, that the system is in the shape of an equilateral triangle, the simplest geometry with the three-fold symmetry corresponding to the three legs of the clusters. The precise value of $p_c$ in this model [33],

$$p_c = 0.592 746 050 792 10(2), \quad (1)$$

will be used as a reference value against which the method will be evaluated.

II. Method

We start from placing an equilateral triangle with sides of length $L$ on a square lattice (Fig. 1). Incompatibility of the symmetries of the triangle and the lattice gives rise to specific problems; for example, the number of lattice sites encompassed by a triangle is not invariant under translation and rotation, and the number of sites contained inside a triangle of side length $L$ only approximately scales as $L^2$, a problem particularly serious for small triangles. There are also problems of topological nature: if one side of the triangle is parallel to the $x$ axis, it cuts $\approx L$ lattice bonds, whereas the remaining two sides cut $\approx \sqrt{3}L$ bonds. Thus, the sides, even though of equal lengths, are not equivalent, which may have an adverse effect on the simulation convergence rate.

To mitigate these problems, for each $L$ we consider an ensemble of equilateral triangles randomly distributed...
FIG. 1. Geometry of the model. An equilateral triangle $ABC$ is located on a square lattice in such a way that its vertex $A$ is placed randomly inside $[0,1] \times [0,1]$ and the angle between side $AB$ and the direction of the $x$ axis is a random variable between 0 and 15 degrees. Circles, squares, and diamonds mark the “edge” site corresponding to three sides of the triangle. A three-leg percolating cluster must contain at least one site from each of these groups.

and oriented relative to the underlying lattice. Symmetries of the lattice and the triangle allow to restrict the ensemble to the cases where vertex $A$ is located on a square lattice in such a way that its vertex $x$ axis is a random variable between 0 and 15 degrees. Circles, squares, and diamonds mark the "edge" site corresponding to three sides of the triangle. A three-leg percolating cluster must contain at least one site from each of these groups.

Each simulation starts from randomization of the location and orientation of the triangle. Then, a minimum bounding box for the triangle is computed such that its corners are at lattice sites. This will be the arena of the simulation: rectangular geometry trivializes the computation of the neighboring sites. Next, the set of the sites encompassed by the triangle is determined. We shall call them “active sites”. Only active sites can be occupied as the cluster grows. Some of these sites are marked as edge sites. We define three groups of edge sites, each corresponding to a triangle side. A site is an edge site to side $AB$ if a nearest-neighbor bond starting at this site cuts $AB$. Two other groups are defined similarly for sides $BC$ and $CA$. A site can be an edge site for more than one side (for example, the lattice sites nearest to vertices $A$ and $B$ in Fig. 1). We define a three-leg percolating cluster as a cluster that contains at least one site from each of these groups.

When the geometry has been established, a list of active sites is shuffled randomly (we used the 64-bit Mersenne twister mt19937 random number generator from the standard C++ library). During simulation proper, subsequent elements are popped from this list and the corresponding sites are marked as occupied. With each new site occupied, the union-find algorithm [23, 35] is used to monitor clusters’ growth. It also updates the information about the edge groups each cluster has reached. To this end, before the simulation begins, the union-find assigns to each site three bits that are used to signal the property of being connected to a given group of edge sites. This property is updated whenever clusters merge. A simulation ends when, for some cluster, all these bits are set to 1, which indicates that a three-leg percolating cluster has just been formed. Finally, the number of occupied sites is recorded.

In this way we obtained the distribution of the probability $R(n; L)$ that for the ensemble of a randomly positioned and oriented equilateral triangles of side $L$, with $n$ of their internal sites occupied, there is a three-leg cluster that spans all of its sides. We introduce the occupation probability

$$p = \frac{n}{S(L)},$$

where $S(L) = (\sqrt{3}/4)L^2$ is the expected number of lattice sites contained inside the triangle, which, due to the randomization of its placement and orientation, is equal to its area. Clearly, at percolation, $0 < p < 1$. Note, however, that in principle a triangle can hold more than $S(L)$ lattice sites within itself, leading to the possibility of $p > 1$ when every or nearly every site is occupied. This, however, cannot happen at the onset of percolation; moreover, the upper bound for $p$ as $L \to \infty$ is 1, as it should.

An important quantity that we want to obtain from simulations is $R_L(p)$, the probability that, for site occupancy $p$, a triangle of side $L$ contains a cluster spanning all of its sides. While it is closely related to directly measured $R(n; L)$, the relation is, to some extent, unknown. First, we require $R_L(p)$ to be continuous, whereas $R(n; L)$ is discrete; second, $R(n; L)$ is not known exactly, but is estimated from simulations. The discrete nature of $R(n; L)$ is especially problematic for small $L$. For example, for $L = 4$ only for 8 values of $n$ is this function different from 0 and 1. The usual way of dealing with these problems is to fit the data to some function (e.g., linear) in a vicinity of $p$. Here, however, we use the canonical ensemble method [23]. Its main idea is to weight the values of a discrete-value function $F$ with coefficients from the corresponding binomial distribution,

$$F(p) = \sum_{n=0}^{N} \binom{N}{n} p^n (1-p)^{N-n} F(n),$$

where $N$ is the number of sites in the system. This, however, poses a subtle problem: our simulations are performed for an ensemble of triangles in which $N$ may take on many values for fixed $L$, and its mean value, $S(L)$, is non-integer. We solve this by replacing the binomial distribution with its normal approximation, $N(S(L)p, S(L)p(1-p))$. This leads to

$$R_L(p) = \frac{1}{\sigma \sqrt{2\pi}} \sum_{n=0}^{\lfloor S(L) \rfloor} \exp \left( -\frac{(n - \mu)^2}{2\sigma^2} \right) R(n; L),$$

where

$$\mu = S(L)p,$$
with \( \mu = S(L)p \), and \( \sigma^2 = S(L)p(1-p) \).

It is expected [34] that \( R_L(p_c) \to 1/2 \) as \( L \to \infty \) (Fig. 2). We can use this property to define an \( L \)-dependent approximation of the percolation threshold, \( p_L^* \), defined as the solution to

\[
R_L(p_L^*) = 1/2. \tag{5}
\]

It was suggested [27] that \( p_L^* \) can be approximated with

\[
p_L^* \approx p_c + L^{-1/\nu} \sum_{k=0}^M A_k L^{-k}, \tag{6}
\]

where \( \nu = 4/3 \) is a critical exponent [7], \( A_k \) are some nonuniversal parameters, and \( M \) is a cut-off. However, in our case the sites forming "edge groups" are situated inside the triangle, so the effective side length may differ from \( L \). We therefore introduce another parameter, \( \lambda \), that accounts for this uncertainty and helps to correct for the truncation of higher-order terms [26, 36],

\[
p_L^* \approx p_c + (L + \lambda)^{-1/\nu} \sum_{k=0}^M A_k (L + \lambda)^{-k}, \quad L \geq L_{\text{min}}. \tag{7}
\]

where \( L_{\text{min}} \) is the cut-off for the system size below which this approximation is invalid.

The uncertainties of \( p_L^* \) are estimated using the bootstrap method [37]. Next, the Levenberg–Marquardt algorithm for nonlinear least squares curve-fitting is applied to estimate the values of \( p_c, \lambda \), and \( A_k \) in Eq. (7). The cut-offs \( L_{\text{min}} \) and \( M \) are determined from the requirement that they should minimize the error estimate for \( p_c \). Quality of the fit was monitored with the regression standard error \( s = \sqrt{\chi^2/\text{dof}} \) (the square root of the chi-squared statistic per degree of freedom). For a good fit, \( s \) is close to or smaller than 1.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure2.png}
\caption{The probability \( R_L(p) \) that a triangle of side \( L \) with occupation probability \( p \) of its internal sites contains a three-leg percolating cluster. Inset: close-up of the intersection region.}
\end{figure}
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\includegraphics[width=\textwidth]{figure3.png}
\caption{\( p_L^* - p_c \) (symbols) and its approximation \( A_0/(L + \lambda)^{1+1/\nu} \) (line). Inset: \( \delta(L) = |p_L^* - p_c - A_0/(L + \lambda)^{1+1/\nu}| \), the error introduced by using (7) with \( M = 1 \) and \( L_{\text{min}} = 16 \).}
\end{figure}

III. RESULTS

We performed simulations of nearest-neighbor site percolation on a square lattice for triangles of side \( L \) ranging from 4 to 1440 (all lengths in lattice units). The total number of active sites inside the triangles was \( \approx 2 \cdot 10^{14} \) for each \( L \geq 16 \), and between \( 10^{12} \) and \( 10^{13} \) for each \( L < 16 \). The uncertainties of \( p_L^* \) were below \( 3 \cdot 10^{-7} \) for \( L \geq 16 \) and below \( 10^{-8} \) for \( L < 16 \).

The first question we investigated was the convergence rate in Eq. (7). Since \( R_L(p_c) \to 1/2 \) as \( L \to \infty \), and we use this limiting value in Eq. (5), \( p_L^* - p_c \) is expected to scale as \( L^{-1-1/\nu} \) [26, 27], which is equivalent to \( A_0 = 0 \) in (7). When we set \( M = 1 \) in (7) and used the best known value of \( p_c \), Eq. (1), we obtained \( A_0 = 3.5 \cdot 10^{-6} \pm 2 \cdot 10^{-6} \) with the regression standard error \( s \approx 0.6 \), in agreement with the convergence rate \( L^{-1-1/\nu} = L^{-7/4} \).

Setting \( A_0 = 0 \), we obtained \( A_1 = 0.20707(6) \), \( \lambda = 0.9942(25) \), and

\[
p_c = 0.59274610(4), \tag{8}
\]

with \( L_{\text{min}} = 16 \) and the regression standard error \( s \approx 0.7 \). This fit is shown in Fig. 3. The value of \( p_c \) is in agreement with Eq. (1). In terms of measurement precision, our method turns out to be at least on par with alternative simulation methods based on Monte Carlo sampling ([32, 38] and references therein). The value of \( s \) being less than 1 indicates that the fit is good: actually, the difference between \( p_L^* \) and its approximation \( p_c + A_1/(L + \lambda)^{1+1/\nu} \) is less than \( 2 \cdot 10^{-7} \) for all \( L \geq 16 \) (Fig. 3, inset). For \( 4 \leq L < 16 \) it behaves roughly as \( L^{-\omega} \) with \( \omega = 6.0(4) \). This suggests that \( A_2, A_3, A_4 \approx 0 \) in (7). However, fits in this region are poor and the hypothesis that three consecutive terms in (7) vanish should be taken with caution.

The role of \( \lambda \) in (7) is to help reduce both \( M \) and \( L_{\text{min}} \). One could do without it and set \( \lambda = 0 \), effectively reducing (7) to (6). This would require taking \( M = 3 \), with the total of 4 fitting parameters instead of 3.
The uncertainty of $\rho_c$ thus obtained would be higher by about 25% compared to the value reported in (8), which is acceptable, but the uncertainty of $A_1$ would be tripled.

Is randomization of the position and orientation of triangles necessary? When we fixed vertex $A$ at $(x, y)$ and $B$ at $(x + L, y)$ with $x = y = 0.5$, we found that the left hand side of (7) still exhibits the $\sim L^{-1-1/\nu}$ behavior, but it also contains a significant contribution of what can be regarded as noise (Fig. 4). Its magnitude is so large that it makes the method practically useless. When we set $x = 0.5$ and treated $y$ as a random variable uniformly distributed in $(0, 1)$, this “noise” was still present, though its magnitude was much smaller (data not shown). Thus, full randomization of triangles’ position and orientation appears necessary for lattice-based systems. However, for continuous systems (e.g. percolation of overlapping discs or squares [39]) this step can be omitted.

Using the canonical ensemble method to estimate $R_L(p)$ is crucial, because it works well even for small system sizes, where the discrete nature of $R(n; L)$ is quite problematic for other methods, e.g. those based on approximation. Further studies are necessary to check whether applying the exact canonical weighting could improve the validity of Eq. (7) for small $L$.

The simulations were run in parallel on several computers with varying computational power. Simulations depicted in Fig. 3 would have taken about 1.5 years if done only on the PC on which this paper was written (a four-core processor running 8 threads in parallel at 3.4 GHz). The computational overhead introduced by randomization of the triangle orientation is about 100% for very small systems ($L = 4$), but quickly drops to $\approx 10\%$ for $L \gtrsim 50$. The highest (multi-threaded) computational efficiency is obtained for $L \approx 64$, for which one occupied site is processed at $\approx 33$ processor clock cycles. It decreases $\approx 5$ times for the smallest and largest system sizes considered here, the former due to the randomization overhead, the latter due to processor cache misses.

![FIG. 4. $p_L - p_c$ for triangles with vertex $A$ fixed at (0.5, 0.5) and angle $\alpha = 0$. The dashed line is a guide to the eye with the slope $-1 - 1/\nu = -1.75$.](image)

IV. DISCUSSION

The method presented here can be applied to other system shapes (with an arbitrary division of their boundary into three compact regions), lattices, and cluster connectedness definitions, all with the universal three-leg crossing probability $1/2$. In contrast to this, universal spanning (“two-leg”) and wrapping probabilities are known only for some particular system shapes, e.g. rectangles, and for more complicated cases would have to be treated as an additional unknown. A disadvantage of our method is a rather slow convergence rate to the thermodynamic limit, most likely related to open boundary conditions [40].

The method can be generalized to more complex shapes, e.g., convex polygons. The bounding box can be determined from the maximum and minimum values of the vertex coordinates. Then one can iterate over each of the sites lying inside the bounding box and test if it lies inside the polygon and if so, if it is adjacent to any of the polygon’s sides. This general method can be used for complex networks, e.g., Penrose tiling [41]. A more efficient way is to shoot a small number of “rays” in such a way that they cut all internal sites of the polygon. In the case depicted in Fig. 1 they could be shot vertically or horizontally along the grid lines. If a ray hits a convex polygon, it enters the system at some point $q_1$ and leaves it at some $q_2$ ($q_1$ and $q_2$ can coincide). Any lattice site between $q_1$ and $q_2$ must be an internal site and all edge sites must lie in their close proximity. This reduces the computational complexity of discovering the edge sites from quadratic to linear in the characteristic system size. This method should be applicable for all networks based on regular lattices, including networks with voids and bottlenecks [42] and frustrated lattices [43]. Once the geometry of the system has been established, the remaining steps are essentially the same as in traditional methods.

The angle by which each system is rotated can be arbitrary. Here we reduced it to the range from 0 to 15 degrees only because for equilateral triangles some code simplifications are then possible. For example, no sites adjacent to edge $AB$ in Fig. 1 can have the same vertical coordinates.

Bond percolation can be treated in a very similar way. Rather than with active sites, one would deal with active bonds defined as those with at least one end lying inside the system. Edge bonds would be then defined as those that cut a given system edge.

Monte Carlo methods, including the one presented here, for simple planar lattice models have recently become overshadowed by transfer-matrix methods [33]. Still, we hope that our work can prove useful in more complicated cases, like networks with voids and bottlenecks, continuous models, or in higher-dimensions [44].
V. CONCLUSIONS

We have shown that Monte-Carlo simulations in systems with incompatible symmetries of their geometry and the underlying lattice can be efficient in determining the percolation threshold. The key step is randomization of the system orientation and position relative to the lattice. The computational overhead related to this additional step is acceptable. Although the convergence rate to the thermodynamic limit is slower than in some methods based on wrapping, this is compensated by very small (or perhaps even vanishing) values of several higher-order terms and the possibility of using small lattices.

Three-leg clusters have proved useful in determining the value of the percolation threshold. Their advantage is that the universal crossing probability associated with them is geometry-independent, which opens the room for further improvements of the method.
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