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Abstract

Existing works on sentiment analysis on product reviews suffer from the following limitations: (1) The knowledge of hierarchical relationships of products attributes is not fully utilized. (2) Reviews or sentences mentioning several attributes associated with complicated sentiments are not dealt with very well. In this paper, we propose a novel HL-SOT approach to labeling a product’s attributes and their associated sentiments in product reviews by a Hierarchical Learning (HL) process with a defined Sentiment Ontology Tree (SOT). The empirical analysis against a human-labeled data set demonstrates promising and reasonable performance of the proposed HL-SOT approach. While this paper is mainly on sentiment analysis on reviews of one product, our proposed HL-SOT approach is easily generalized to labeling a mix of reviews of more than one products.

1 Introduction

As the internet reaches almost every corner of this world, more and more people write reviews and share opinions on the World Wide Web. The user-generated opinion-rich reviews will not only help other users make better judgements but they are also useful resources for manufacturers of products to keep track and manage customer opinions. However, as the number of product reviews grows, it becomes difficult for a user to manually learn the panorama of an interesting topic from existing online information. Faced with this problem, research works, e.g., (Hu and Liu, 2004; Liu et al., 2005; Lu et al., 2009), of sentiment analysis on product reviews were proposed and have become a popular research topic at the crossroads of information retrieval and computational linguistics.

Carrying out sentiment analysis on product reviews is not a trivial task. Although there have already been a lot of publications investigating on similar issues, among which the representatives are (Turney, 2002; Dave et al., 2003; Hu and Liu, 2004; Liu et al., 2005; Popescu and Etzioni, 2005; Zhuang et al., 2006; Lu and Zhai, 2008; Titov and McDonald, 2008; Zhou and Chaovalit, 2008; Lu et al., 2009), there is still room for improvement on tackling this problem. When we look into the details of each example of product reviews, we find that there are some intrinsic properties that existing previous works have not addressed in much detail.

First of all, product reviews constitute domain-specific knowledge. The product’s attributes mentioned in reviews might have some relationships between each other. For example, for a digital camera, comments on image quality are usually mentioned. However, a sentence like “40D handles noise very well up to ISO 800”, also refers to image quality of the camera 40D. Here we say “noise” is a sub-attribute factor of “image quality”. We argue that the hierarchical relationship between a product’s attributes can be useful knowledge if it can be formulated and utilized in product reviews analysis. Secondly, Vocabularies used in product reviews tend to be highly overlapping. Especially, for same attribute, usually same words or synonyms are involved to refer to them and to describe sentiment on them. We believe that labeling existing product reviews with attributes and corresponding sentiment forms an effective training resource to perform sentiment analysis. Thirdly, sentiments expressed in a review or even in a sentence might be opposite on different attributes and not every attributes mentioned are with sentiments. For example, it is common to find a fragment of a review as follows:

Example 1: “...I am very impressed with this camera except for its a bit heavy weight especially with
extra lenses attached. It has many buttons and two main dials. The first dial is thumb dial, located near shutter button. The second one is the big round dial located at the back of the camera...”  
In this example, the first sentence gives positive comment on the camera as well as a complaint on its heavy weight. Even if the words “lenses” appears in the review, it is not fair to say the customer expresses any sentiment on lens. The second sentence and the rest introduce the camera’s buttons and dials. It’s also not feasible to try to get any sentiment from these contents. We argue that when performing sentiment analysis on reviews, such as in the Example 1, more attention is needed to distinguish between attributes that are mentioned with and without sentiment.

In this paper, we study the problem of sentiment analysis on product reviews through a novel method, called the HL-SOT approach, namely Hierarchical Learning (HL) with Sentiment Ontology Tree (SOT). By sentiment analysis on product reviews we aim to fulfill two tasks, i.e., labeling a target text \(^1\) with: 1) the product’s attributes (attributes identification task), and 2) their corresponding sentiments mentioned therein (sentiment annotation task). The result of this kind of labeling process is quite useful because it makes it possible for a user to search reviews on particular attributes of a product. For example, when considering to buy a digital camera, a prospective user who cares more about image quality probably wants to find comments on the camera’s image quality in other users’ reviews. SOT is a tree-like ontology structure that formulates the relationships between a product’s attributes. For example, Fig. 1 is a SOT for a digital camera\(^3\). The root node of the SOT is a camera itself. Each of the non-leaf nodes (white nodes) of the SOT represents an attribute of a camera\(^3\). All leaf nodes (gray nodes) of the SOT represent sentiment (positive/negative) nodes respectively associated with their parent nodes. A formal definition on SOT is presented in Section 3.1.

With the proposed concept of SOT, we manage to formulate the two tasks of the sentiment analysis to be a hierarchical classification problem. We further propose a specific hierarchical learning algorithm, called HL-SOT algorithm, which is developed based on generalizing an online-learning algorithm H-RLS (Cesa-Bianchi et al., 2006). The HL-SOT algorithm has the same property as the H-RLS algorithm that allows multiple-path labeling (input target text can be labeled with nodes belonging to more than one path in the SOT) and partial-path labeling (the input target text can be labeled with nodes belonging to a path that does not end on a leaf). This property makes the approach well suited for the situation where complicated sentiments on different attributes are expressed in one target text. Unlike the H-RLS algorithm, the HL-SOT algorithm enables each classifier to separately learn its own specific threshold. The proposed HL-SOT approach is empirically analyzed against a human-labeled data set. The experimental results demonstrate promising and reasonable performance of our approach.

This paper makes the following contributions:

\(\bullet\) To the best of our knowledge, with the proposed concept of SOT, the proposed HL-SOT approach is the first work to formulate the tasks of sentiment analysis to be a hierarchical classification problem.

\(\bullet\) A specific hierarchical learning algorithm is

---

\(^1\) Each product review to be analyzed is called target text in the following of this paper.

\(^2\) Due to the space limitation, not all attributes of a digital camera are enumerated in this SOT; \(m+/m-\) means positive/negative sentiment associated with an attribute \(m\).

\(^3\) A product itself can be treated as an overall attribute of the product.
further proposed to achieve tasks of sentiment analysis in one hierarchical classification process.

- The proposed HL-SOT approach can be generalized to make it possible to perform sentiment analysis on target texts that are a mix of reviews of different products, whereas existing works mainly focus on analyzing reviews of only one type of product.

The remainder of the paper is organized as follows. In Section 2, we provide an overview of related work on sentiment analysis. Section 3 presents our work on sentiment analysis with HL-SOT approach. The empirical analysis and the results are presented in Section 4, followed by the conclusions, discussions, and future work in Section 5.

2 Related Work

The task of sentiment analysis on product reviews was originally performed to extract overall sentiment from the target texts. However, in (Turney, 2002), as the difficulty shown in the experiments, the whole sentiment of a document is not necessarily the sum of its parts. Then there came up with research works shifting focus from overall document sentiment to sentiment analysis based on product attributes (Hu and Liu, 2004; Popescu and Etzioni, 2005; Ding and Liu, 2007; Liu et al., 2005).

Attributes-based sentiment analysis is to analyze sentiment based on each attribute of a product. In (Hu and Liu, 2004), mining product features was proposed together with sentiment polarity annotation for each opinion sentence. In that work, sentiment analysis was performed on product attributes level. In (Liu et al., 2005), a system with framework for analyzing and comparing consumer opinions of competing products was proposed. The system made users be able to clearly see the strengths and weaknesses of each product in the minds of consumers in terms of various product features. In (Popescu and Etzioni, 2005), Popescu and Etzioni not only analyzed polarity of opinions regarding product features but also ranked opinions based on their strength. In (Liu et al., 2007), Liu et al. proposed Sentiment-PLSA that analyzed blog entries and viewed them as a document generated by a number of hidden sentiment factors. These sentiment factors may also be factors based on product attributes. In (Lu and Zhai, 2008), Lu et al. proposed a semi-supervised topic models to solve the problem of opinion integration based on the topic of a product’s attributes. The work in (Titov and McDonald, 2008) presented a multi-grain topic model for extracting the ratable attributes from product reviews. In (Lu et al., 2009), the problem of rated attributes summary was studied with a goal of generating ratings for major aspects so that a user could gain different perspectives towards a target entity. All these research works concentrated on attribute-based sentiment analysis. However, the main difference with our work is that they did not sufficiently utilize the hierarchical relationships among a product attributes. Although a method of ontology-supported polarity mining, which also involved
ontology to tackle the sentiment analysis problem, was proposed in (Zhou and Chaovalit, 2008), that work studied polarity mining by machine learning techniques that still suffered from a problem of ignoring dependencies among attributes within an ontology’s hierarchy. In the contrast, our work solves the sentiment analysis problem as a hierarchical classification problem that fully utilizes the hierarchy of the SOT during training and classification process.

3 The HL-SOT Approach

In this section, we first propose a formal definition on SOT. Then we formulate the HL-SOT approach. In this novel approach, tasks of sentiment analysis are to be achieved in a hierarchical classification process.

3.1 Sentiment Ontology Tree

As we discussed in Section 1, the hierarchical relationships among a product’s attributes might help improve the performance of attribute-based sentiment analysis. We propose to use a tree-like ontology structure SOT, i.e., Sentiment Ontology Tree, to formulate relationships among a product’s attributes. Here, we give a formal definition on what a SOT is.

Definition 1 [SOT] SOT is an abbreviation for Sentiment Ontology Tree that is a tree-like ontology structure $T(v, v^+, v^-, T)$. $v$ is the root node of $T$ which represents an attribute of a given product. $v^+$ is a positive sentiment leaf node associated with the attribute $v$. $v^-$ is a negative sentiment leaf node associated with the attribute $v$. $T$ is a set of subtrees. Each element of $T$ is also a SOT $T'(v', v'^+, v'^-, T')$ which represents a sub-attribute of its parent attribute node.

By the Definition 1, we define a root of a SOT to represent an attribute of a product. The SOT’s two leaf child nodes are sentiment (positive/negative) nodes associated with the root attribute. The SOT recursively contains a set of sub-SOTs where each root of a sub-SOT is a non-leaf child node of the root of the SOT and represent a sub-attribute belonging to its parent attribute. This definition successfully describes the hierarchical relationships among all the attributes of a product. For example, in Fig. 1 the root node of the SOT for a digital camera is its general overview attribute. Comments on a digital camera’s general overview attribute appearing in a review might be like “this camera is great”. The “camera” SOT has two sentiment leaf child nodes as well as three non-leaf child nodes which are respectively root nodes of sub-SOTs for sub-attributes “design and usability”, “image quality”, and “lens”. These sub-attributes SOTs recursively repeat until each node in the SOT does not have any more non-leaf child node, which means the corresponding attributes do not have any sub-attributes, e.g., the attribute node “button” in Fig. 1.

3.2 Sentiment Analysis with SOT

In this subsection, we present the HL-SOT approach. With the defined SOT, the problem of sentiment analysis is able to be formulated to be a hierarchical classification problem. Then a specific hierarchical learning algorithm is further proposed to solve the formulated problem.

3.2.1 Problem Formulation

In the proposed HL-SOT approach, each target text is to be indexed by a unit-norm vector $x \in \mathcal{X}$, $\mathcal{X} = \mathbb{R}^d$. Let $\mathcal{Y} = \{1, \ldots, N\}$ denote the finite set of nodes in SOT. Let $y = \{y_1, \ldots, y_N\} \in \{0, 1\}^N$ be a label vector to a target text $x$, where $\forall i \in \mathcal{Y}$:

$$y_i = \begin{cases} 1, & \text{if } x \text{ is labeled by the classifier of node } i, \\ 0, & \text{if } x \text{ is not labeled by the classifier of node } i. \end{cases}$$

A label vector $y \in \{0, 1\}^N$ is said to respect SOT if and only if $y$ satisfies $\forall i \in \mathcal{Y}, \forall j \in A(i)$ : if $y_i = 1$ then $y_j = 1$, where $A(i)$ represents a set ancestor nodes of $i$, i.e., $A(i) = \{x: \text{ancestor}(i, x)\}$. Let $\mathcal{Y}$ denote a set of label vectors that respect SOT. Then the tasks of sentiment analysis can be formulated to be the goal of a hierarchical classification that is to learn a function $f: \mathcal{X} \rightarrow \mathcal{Y}$, that is able to label each target text $x \in \mathcal{X}$ with classifier of each node and generating with $x$ a label vector $y \in \mathcal{Y}$ that respects SOT. The requirement of a generated label vector $y \in \mathcal{Y}$ ensures that a target text is to be labeled with a node only if its parent attribute node is labeled with the target text. For example, in Fig. 1 a review is to be labeled with “image quality +” requires that the review should be successively labeled as related to “camera” and “image quality”. This is reasonable and consistent with intuition, because if a review cannot be identified to be related to a camera, it is not safe to infer that the review is commenting a camera’s image quality with positive sentiment.
3.2.2 HL-SOT Algorithm

The algorithm H-RLS studied in (Cesa-Bianchi et al., 2006) solved a similar hierarchical classification problem as we formulated above. However, the H-RLS algorithm was designed as an online-learning algorithm which is not suitable to be applied directly in our problem setting. Moreover, the algorithm H-RLS defined the same value as the threshold of each node classifier. We argue that if the threshold values could be learned separately for each classifiers, the performance of classification process would be improved. Therefore we propose a specific hierarchical learning algorithm, named HL-SOT algorithm, that is able to train each node classifier in a batch-learning setting and allows separately learning for the threshold of each node classifier.

Defining the $f$ function Let $w_1, \ldots, w_N$ be weight vectors that define linear-threshold classifiers of each node in SOT. Let $W = (w_1, \ldots, w_N)\top$ be an $N \times d$ matrix called weight matrix. Here we generalize the work in (Cesa-Bianchi et al., 2006) and define the hierarchical classification function $f$ as:

$$\hat{y} = f(x) = g(W \cdot x),$$

where $x \in \mathcal{X}, \hat{y} \in \mathcal{Y}$. Let $z = W \cdot x$. Then the function $\hat{y} = g(z)$ on an $N$-dimensional vector $z$ defines:

$$\forall i = 1, \ldots, N :$$

$$\hat{y}_i = \begin{cases} \mathcal{B}(z_i \geq \theta_i), & \text{if } i \text{ is a root node in SOT and \ } y_j = 1 \text{ for } j = \mathcal{P}(i), \\ 0, & \text{else} \end{cases}$$

where $\mathcal{P}(i)$ is the parent node of $i$ in SOT and $\mathcal{B}(S)$ is a boolean function which is 1 if and only if the statement $S$ is true. Then the hierarchical classification function $f$ is parameterized by the weight matrix $W = (w_1, \ldots, w_N)\top$ and threshold vector $\theta = (\theta_1, \ldots, \theta_N)\top$. The hierarchical learning algorithm HL-SOT is proposed for learning the parameters of $W$ and $\theta$.

Parameters Learning for $f$ function Let $D$ denote the training data set: $D = \{(r, l) | r \in \mathcal{X}, l \in \mathcal{Y}\}$. In the HL-SOT learning process, the weight matrix $W$ is firstly initialized to be a 0 matrix, where each row vector $w_i$ is a 0 vector. The threshold vector is initialized to be a 0 vector. Each instance in the training set $D$ goes into the training process. When a new instance $r_t$ is observed, each row vector $w_{i,t}$ of the weight matrix $W_t$ is updated by a regularized least squares estimator given by:

$$w_{i,t} = (I + S_t Q_{(i,t-1)} S_t^\top)^{-1} \times S_t Q_{(i,t-1)} (l_{i,t_1}, l_{i,t_2}, \ldots, l_{i,i_2 Q_{(i,t-1)}})^\top$$

(1)

where $I$ is a $d \times d$ identity matrix, $Q(i, t - 1)$ denotes the number of times the parent of node $i$ observes a positive label before observing the instance $r_t$, $S_t Q_{(i,t-1)} = [r_{i_1}, \ldots, r_{i_2 Q_{(i,t-1)}}]$ is a $d \times Q(i, t - 1)$ matrix whose columns are the instances $r_{i_1}, \ldots, r_{i_2 Q_{(i,t-1)}}$, and $(l_{i,t_1}, l_{i,t_2}, \ldots, l_{i,i_2 Q_{(i,t-1)}})^\top$ is a $Q(i, t - 1)$-dimensional vector of the corresponding labels observed by node $i$. The Formula 1 restricts that the weight vector $w_{i,t}$ of the classifier $i$ is only updated on the examples that are positive for its parent node. Then the label vector $\hat{y}_{r_t}$ is computed for the instance $r_t$, before the real label vector $l_{r_t}$ is observed. Then the current threshold vector $\theta_t$ is updated by:

$$\theta_{t+1} = \theta_t + \epsilon(\hat{y}_{r_t} - l_{r_t}),$$

(2)

where $\epsilon$ is a small positive real number that denotes a corrective step for correcting the current threshold vector $\theta_t$. To illustrate the idea behind the Formula 2, let $y'_t = \hat{y}_{r_t} - l_{r_t}$. Let $y'_{i,t}$ denote an element of the vector $y'_t$. The Formula 2 correct the current threshold $\theta_{i,t}$ for the classifier $i$ in the following way:

- If $y'_{i,t} = 0$, it means the classifier $i$ made a proper classification for the current instance $r_t$. Then the current threshold $\theta_i$ does not need to be adjusted.
- If $y'_{i,t} = 1$, it means the classifier $i$ made an improper classification by mistakenly identifying the attribute $i$ of the training instance $r_t$ that should have not been identified. This indicates the value of $\theta_i$ is not big enough to serve as a threshold so that the attribute $i$ in this case can be filtered out by the classifier $i$. Therefore, the current threshold $\theta_i$ will be adjusted to be larger by $\epsilon$.
- If $y'_{i,t} = -1$, it means the classifier $i$ made an improper classification by failing to identify the attribute $i$ of the training instance $r_t$ that should have been identified. This indicates the value of $\theta_i$ is not small enough to serve as a threshold so that the attribute $i$ in this case
Algorithm 1: Hierarchical Learning Algorithm HL-SOT

INITIALIZATION:
1: Each vector \( w_{i,1}, i = 1, ..., N \) of weight matrix \( W_1 \) is set to be 0 vector
2: Threshold vector \( \theta_1 \) is set to be 0 vector

BEGIN
3: for \( t = 1, ..., |D| \) do
4: Observe instance \( r_t \in \mathcal{X} \)
5: for \( i = 1, ..., N \) do
6: Update each row \( w_{i,t} \) of weight matrix \( W_t \) by Formula 1
7: end for
8: Compute \( \hat{y}_t = f(r_t) = g(W_t \cdot r_t) \)
9: Observe label vector \( l_t \in \mathcal{Y} \) of the instance \( r_t \)
10: Update threshold vector \( \theta_t \) by Formula 2
11: end for

END

The hierarchical learning algorithm HL-SOT is presented as in Algorithm 1. The HL-SOT algorithm enables each classifier to have its own specific threshold value and allows this threshold value to be separately learned and corrected through the training process. It is not only a batch-learning setting of the H-RLS algorithm but also a generalization to the latter. If we set the algorithm HL-SOT’s parameter \( \epsilon \) to be 0, the HL-SOT becomes the H-RLS algorithm in a batch-learning setting.

4 Empirical Analysis

In this section, we conduct systematic experiments to perform empirical analysis on our proposed HL-SOT approach against a human-labeled data set.

In order to encode each text in the data set by a \( d \)-dimensional vector \( x \in \mathbb{R}^d \), we first remove all the stop words and then select the top \( d \) frequency terms appearing in the data set to construct the index term space. Our experiments are intended to address the following questions: (1) whether utilizing the hierarchical relationships among labels help to improve the accuracy of the classification? (2) whether the introduction of separately learning threshold for each classifier help to improve the accuracy of the classification? (3) how does the corrective step \( \epsilon \) impact the performance of the proposed approach? (4) how does the dimensionality \( d \) of index terms space impact the proposed approach’s computing efficiency and accuracy?

4.1 Data Set Preparation

The data set contains 1446 snippets of customer reviews on digital cameras that are collected from a customer review website\(^4\). We manually construct a SOT for the product of digital cameras. The constructed SOT (e.g., Fig. 1) contains 105 nodes that include 35 non-leaf nodes representing attributes of the digital camera and 70 leaf nodes representing associated sentiments with attribute nodes. Then we label all the snippets with corresponding labels of nodes in the constructed SOT complying with the rule that a target text is to be labeled with a node only if its parent attribute node is labeled with the target text. We randomly divide the labeled data set into five folds so that each fold at least contains one example snippet labeled by each node in the SOT. For each experiment setting, we run 5 experiments to perform cross-fold evaluation by randomly picking three folds as the training set and the other two folds as the testing set. All the testing results are averages over 5 running of experiments.

4.2 Evaluation Metrics

Since the proposed HL-SOT approach is a hierarchical classification process, we use three classic loss functions for measuring classification performance. They are the One-error Loss (O-Loss) function, the Symmetric Loss (S-Loss) function, and the Hierarchical Loss (H-Loss) function:

- One-error loss (O-Loss) function is defined as:
  \[ L_O(\hat{y}, l) = \mathcal{B}(\exists i : \hat{y}_i \neq l_i), \]
  where \( \hat{y} \) is the prediction label vector and \( l \) is the true label vector; \( \mathcal{B} \) is the boolean function as defined in Section 3.2.2.

- Symmetric loss (S-Loss) function is defined as:
  \[ L_S(\hat{y}, l) = \sum_{i=1}^{N} \mathcal{B}(\hat{y}_i \neq l_i), \]

- Hierarchical loss (H-Loss) function is defined as:
  \[ L_H(\hat{y}, l) = \sum_{i=1}^{N} \mathcal{B}(\hat{y}_i \neq l_i \wedge \forall j \in A(i), \hat{y}_j = l_j), \]

\(^4\)http://www.consumerreview.com/
Table 1: Performance Comparisons (A Smaller Loss Value Means a Better Performance)

| Metrics | Dimensinality=110 |  | Dimensinality=220 |  |
|---------|--------------------|  |--------------------|  |
|         | H-RLS              | HL-flat               | HL-SOT              | H-RLS | HL-flat | HL-SOT |  |
| O-Loss  | 0.9812             | 0.8772                | 0.8443              | 0.9783 | 0.8591 | 0.8428 |  |
| S-Loss  | 8.5516             | 2.8921                | 2.3190              | 7.8623 | 2.8449 | 2.2812 |  |
| H-Loss  | 3.2479             | 1.1383                | 1.0366              | 3.1029 | 1.1298 | 1.0247 |  |

Figure 2: Impact of Corrective Step $\epsilon$

where $A$ denotes a set of nodes that are ancestors of node $i$ in SOT.

Unlike the O-Loss function and the S-Loss function, the H-Loss function captures the intuition that loss should only be charged on a node whenever a classification mistake is made on a node of SOT but no more should be charged for any additional mistake occurring in the subtree of that node. It measures the discrepancy between the prediction labels and the true labels with consideration on the SOT structure defined over the labels. In our experiments, the recorded loss function values for each experiment running are computed by averaging the loss function values of each testing snippets in the testing set.

### 4.3 Performance Comparison

In order to answer the questions (1), (2) in the beginning of this section, we compare our HL-SOT approach with the following two baseline approaches:

- **HL-flat**: The HL-flat approach involves an algorithm that is a “flat” version of HL-SOT algorithm by ignoring the hierarchical relationships among labels when each classifier is trained. In the training process of HL-flat, the algorithm reflects the restriction in the HL-SOT algorithm that requires the weight vector $w_{i,t}$ of the classifier $i$ is only updated on the examples that are positive for its parent node.

- **H-RLS**: The H-RLS approach is implemented by applying the H-RLS algorithm studied in (Cesa-Bianchi et al., 2006). Unlike our proposed HL-SOT algorithm that enables the threshold values to be learned separately for each classifiers in the training process, the H-RLS algorithm only uses an identical threshold values for each classifiers in the classification process.

Experiments are conducted on the performance comparison between the proposed HL-SOT approach with HL-flat approach and the H-RLS approach. The dimensionality $d$ of the index term space is set to be 110 and 220. The corrective step $\epsilon$ is set to be 0.005. The experimental results are summarized in Table 1. From Table 1, we can observe that the HL-SOT approach generally beats the H-RLS approach and HL-flat approach on O-Loss, S-Loss, and H-Loss respectively. The H-RLS performs worse than the HL-flat and the HL-SOT, which indicates that the introduction of separately learning threshold for each classifier did improve the accuracy of the classification. The HL-SOT approach performs better than the HL-flat, which demonstrates the effectiveness of utilizing the hierarchical relationships among labels.

### 4.4 Impact of Corrective Step $\epsilon$

The parameter $\epsilon$ in the proposed HL-SOT approach controls the corrective step of the classifiers’ thresholds when any mistake is observed in the training process. If the corrective step $\epsilon$ is set too large, it might cause the algorithm to be too
sensitive to each observed mistake. On the contrary, if the corrective step is set too small, it might cause the algorithm not sensitive enough to the observed mistakes. Hence, the corrective step $\epsilon$ is a factor that might impact the performance of the proposed approach. Fig. 2 demonstrates the impact of $\epsilon$ on O-Loss, S-Loss, and H-Loss. The dimensionality of index term space $d$ is set to be 110 and 220. The value of $\epsilon$ is set to vary from 0.001 to 0.1 with each step of 0.001. Fig. 2 shows that the parameter $\epsilon$ impacts the classification performance significantly. As the value of $\epsilon$ increase, the O-Loss, S-Loss, and H-Loss generally increase (performance decrease). In Fig. 2c it is obviously detected that the H-Loss decreases a little (performance increase) at first before it increases (performance decrease) with further increase of the value of $\epsilon$. This indicates that a finer-grained value of $\epsilon$ will not necessarily result in a better performance on the H-loss. However, a fine-grained corrective step generally makes a better performance than a coarse-grained corrective step.

4.5 Impact of Dimensionality $d$ of Index Term Space

In the proposed HL-SOT approach, the dimensionality $d$ of the index term space controls the number of terms to be indexed. If $d$ is set too small, important useful terms will be missed that will limit the performance of the approach. However, if $d$ is set too large, the computing efficiency will be decreased. Fig. 3 shows the impacts of the parameter $d$ respectively on O-Loss, S-Loss, and H-Loss, where $d$ varies from 50 to 300 with each step of 10 and the $\epsilon$ is set to be 0.005. From Fig. 3, we observe that as the $d$ increases the O-Loss, S-Loss, and H-Loss generally decrease (performance increase). This means that when more terms are indexed better performance can be achieved by the HL-SOT approach. However, considering the computing efficiency impacted by $d$, Fig. 4 shows that the computational complexity of our approach is non-linear increased with $d$’s growing, which indicates that indexing more terms will improve the accuracy of our proposed approach although this is paid by decreasing the computing efficiency.

5 Conclusions, Discussions and Future Work

In this paper, we propose a novel and effective approach to sentiment analysis on product reviews. In our proposed HL-SOT approach, we define SOT to formulate the knowledge of hierarchical relationships among a product’s attributes and tackle the problem of sentiment analysis in a hierarchical classification process with the proposed algorithm. The empirical analysis on a human-labeled data set demonstrates the promising results of our proposed approach. The performance comparison shows that the proposed HL-SOT approach outperforms two baselines: the HL-flat and the H-RLS approach. This confirms two intuitive motivations based on which our approach is proposed: 1) separately learning threshold values for
each classifier improve the classification accuracy; 2) knowledge of hierarchical relationships of labels improve the approach’s performance. The experiments on analyzing the impact of parameter $\epsilon$ indicate that a fine-grained corrective step generally makes a better performance than a coarse-grained corrective step. The experiments on analyzing the impact of the dimensionality $d$ show that indexing more terms will improve the accuracy of our proposed approach while the computing efficiency will be greatly decreased.

The focus of this paper is on analyzing review texts of one product. However, the framework of our proposed approach can be generalized to deal with a mix of review texts of more than one products. In this generalization for sentiment analysis on multiple products reviews, a “big” SOT is constructed and the SOT for each product reviews is a sub-tree of the “big” SOT. The sentiment analysis on multiple products reviews can be performed the same way the HL-SOT approach is applied on single product reviews and can be tackled in a hierarchical classification process with the “big” SOT.

This paper is motivated by the fact that the relationships among a product’s attributes could be a useful knowledge for mining product review texts. The SOT is defined to formulate this knowledge in the proposed approach. However, what attributes to be included in a product’s SOT and how to structure these attributes in the SOT is an effort of human beings. The sizes and structures of SOTs constructed by different individuals may vary. How the classification performance will be affected by variances of the generated SOTs is worthy of study. In addition, an automatic method to learn a product’s attributes and the structure of SOT from existing product review texts will greatly benefit the efficiency of the proposed approach. We plan to investigate on these issues in our future work.
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