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Abstract

In multi-document summarization, a set of documents to be summarized is assumed to be on the same topic, known as the underlying topic in this paper. That is, the underlying topic can be collectively represented by all the documents in the set. Meanwhile, different documents may cover various different subtopics and the same subtopic can be across several documents. Inspired by topic model, the underlying topic of a document set can also be viewed as a collection of different subtopics of different importance. In this paper, we propose a summarization model called STDS. The model generates the underlying topic representation from both document view and subtopic view in parallel. The learning objective is to minimize the distance between the representations learned from the two views. The contextual information is encoded through a hierarchical RNN architecture. Sentence salience is estimated in a hierarchical way with subtopic salience and relative sentence salience, by considering the contextual information. Top ranked sentences are then extracted as a summary. Note that the notion of subtopic enables us to bring in additional information (e.g., comments to news articles) that is helpful for document summarization. Experimental results show that the proposed solution outperforms state-of-the-art methods on benchmark datasets.

1 Introduction

Multi-document summarization (MDS) is useful in many applications, e.g., summarizing answers in forums (Song et al., 2017) and reports of burst events (Kedzie et al., 2016). In MDS, the documents in a set are assumed to share the same underlying topic. Given a set of documents to be summarized, the important information is collectively determined by all the documents in the set, rather than simple integration of key points in each document. Hence, the correlations among documents become crucial for identifying the important information to be included in a summary. Moreover, each sentence should not be interpreted independently. Its context (or the surrounding sentences) does affect the information expressed in a sentence (Nenkova et al., 2006; Ren et al., 2017). Therefore, both correlations among documents and contextual information within a single document should be considered in MDS.

Various methods have been developed for MDS. Graph-based models (Mihalcea and Tarau, 2004; Erkan and Radev, 2004) blend sentences from different documents together and attempt to leverage the correlations among documents to extract the most representative sentences. Nonetheless these methods are less effective when the sentence graph is not well connected. Thus, many studies attempt to construct well connected graphs, e.g., group sentences into clusters (Wan and Yang, 2008; Banerjee et al., 2015) and construct dense features with distributed embeddings (Yasunaga et al., 2017). However, these methods do not address the context information for sentences in each individual document. There are also models exploring fine-grained word or phrase level information (Li et al., 2015, 2017a,b). The resultant summary consists of salient words or phrases that are selected by integer linear programming (ILP). Recently, many studies have taken advantage of the strengths of neural models (Ren et al., 2017; Zhou et al., 2018; Lebanoff et al., 2018). However, these models are not designed to well deal with both correlations among documents in the set and the contextual information in each individual document.

To address the two aforementioned issues, we propose a subtopic-driven summarization solution, named STDS. To encode sequential context information, we adopt a hierarchical bidirectional RNN to produce representations for sentences,
documents, and the underlying topic. As stated earlier, within a document set, the documents may cover various subtopics and the same subtopic can be across several articles. These subtopics implicitly reflect the correlations among documents. Inspired by topic model (Blei et al., 2003), we simply assume that $k$ latent subtopics are depicted by the documents. We design our model to learn the representations of “subtopics” by itself, by assigning sentences to different subtopics in a soft manner instead of hard clustering. Thus, the underlying topic of a given document set can be presented from document view and subtopic view, in parallel. The subtopic view also gives us the flexibility of incorporating additional information (e.g., comments to news articles). Readers’ comments have been found useful for highlighting crucial information (Li et al., 2017a). The salience of subtopics are estimated by using attention mechanism (Bahdanau et al., 2015) with respect to the underlying topic generated from the document view. Similarly, relative sentence salience can be estimated for each subtopic by considering context information. By multiplying the saliences of subtopics and sentences, an overall ranking of sentences can be obtained. Top-ranked sentences are extracted as a summary within a given length limit. The contributions of this work are as follows:

- We propose to explore correlations among documents with “subtopics”. The subtopics and documents provide us parallel views of the underlying topic and enable sentence and subtopic salience estimation in an unsupervised fashion.

- We build up a unified model that tackles the correlations among documents and contextual information within each document together in an inherent way.

- Our model can be applied to documents with or without comments. Extensive experiments are conducted on benchmark datasets, i.e., RA-MDS and DUC 2004. The experimental results show that our STDS outperforms state-of-the-art baselines.

2 Related Work

2.1 Extractive Methods

Extractive methods select sentences from documents to form a summary. A typical framework is based on a graph, where sentences are vertices and similarities between sentences are edge weights, e.g., TextRank (Mihalcea and Tarau, 2004) and LexRank (Erkan and Radev, 2004). They apply a random walk to explore the relationships among sentences and then produce a sentence ranking. MEAD (Radev et al., 2000) is a centroid-based method, which ranks sentences based on a set of features, including centroid value, positional value, first sentence overlap and redundancy.

However, the graph-based models do not perform well when the sentence graph is not well connected. Wan and Yang (2008) claim that the document set is usually composed of a few themes, which are represented by sets of sentences. They apply conditional Markov Random Walk and HITS on clusters, separately. Alternatively, Haghighi and Vanderwende (2009) adopt a hierarchical Latent Dirichlet Allocation based model to discover the multiple themes within a document set. Similarly, Gong et al. (2010) use the theme structure to define the representation for each sentence. However, their solutions only consider statistical knowledge. Semantic and contextual information among sentences are neglected.

Following the idea of themes, Banerjee et al. (2015) suggest that the sentences in the most important document of the set are relevant to the sentences in the other documents. Hence, they cluster sentences based on those in the most important document. However, there may not always exist a most important document in the set. Further, the relationships among documents are not necessarily to be conclusive. In fact, there are many kinds of relationships among documents (e.g., similar, complementary, or evolutionary).

Liu et al. (2015) adopt the idea of reconstruction. They apply a two-level sparse representation model and reconstruct the document by extracted sentences with constraints. Similarly, Ma et al. (2016) try to minimize the reconstruction error between selected sentences and the document set with a neural model. Cao et al. (2017) make use of multi-task learning by incorporating classification task with summarization to train better sentence representations for reconstruction.

2.2 Abstractive Methods

Summarizing multiple documents in an abstractive way is even harder. The generation should take many inputs into account. Some abstrac-
tive methods on single document summarization have been proposed recently (See et al., 2017; Zhou et al., 2018), and they benefit from an attentive sequence-to-sequence model (Sutskever et al., 2014). In fact, abstractive approaches for MDS are more like words or phrases recombination.

Bing et al. (2015) propose an abstractive MDS solution. They extract salient noun and verb phrases from a constituency tree, then produce sentences with representative phrases via integer linear programming. Later, Li et al. (2017b; 2017c) adopt a similar two-stage model, but they first estimate sentence and phrase salience via an auto-encoder framework.

Recently, some studies have turned to readers’ comments to help identify crucial points to include in a summary. Li et al. (2015) propose a sparse coding method to generate summaries that not only cover key content in news but also focuses highlighted by readers’ comments. However, they do not consider semantic information. Later, they propose a deep learning method (Li et al., 2017a) that jointly models the focuses of news set and readers’ comments. But they do not tackle sequential context information among sentences and treat them as separate instances. In contrast, we deal with sequential context information within each document and the relationships among documents.

3 Preliminary

We define our problem as follows. Given a set of news documents on the same topic, \( D = \{d_1, d_2, ..., d_n\} \), we also have a set of comments \( C_i = \{c_{i,1}, c_{i,2}, ..., c_{i,k}\} \) for each document \( d_i \). Both news \( d_i \) and comment \( c_{i,j} \) consist of a sequence of sentences, i.e., \( d_i = \{s_1, s_2, ..., s_{|d_i|}\} \) and \( c_{i,j} = \{y_1, y_2, ..., y_{|c_{i,j}|}\} \). We aim to extract representative news sentences to summarize the set of news articles by considering both news and comments.

To better leverage comments, we explore the correlation between news and comments based on the dataset provided by Li et al. (2017a). The dataset contains 45 topics (i.e., sets of news articles), and each topic includes 10 news articles. The number of comments associated with each news article is not evenly distributed and ranges from 0 to 248. Overall, on average, each topic is associated with 215 comments and 940 comment sentences.

The correlations between news and comments determines how we use them. Thus, we make the following analysis. Since the news documents share the same topic, comments about one news may also be related to the others. Meanwhile, it is common for users to make comments after reading through several topic-related news articles. Thus, comments for one news could also contain information from related articles. To verify our assumption, we calculate the ratio of overlapped vocabulary for each news and its comments, over news vocabulary, and the average is 0.345. Against news-comments pairs, we compute the ratio of overlapped vocabulary for all the news and comments of the same topic, over news vocabulary, and the average is 0.447. Thus, considering comments as related to the whole news set is more reasonable than news-comment pairs, which coincides with (Li et al., 2015, 2017a).

In short, our model inputs are a news set \( D = \{d_1, d_2, ..., d_n\} \) with news sentences \( S \), and a set of comments \( C = \{c_1, c_2, ..., c_m\} \) with comment sentences \( Y \). Later, we will use boldface of each notation to represent its embedding.

4 Model Description

Our model tackles correlations among documents and sequential context in each individual document, through “subtopics” and hierarchical semantic embedding. We first introduce the embedding generation with context for sentences, documents, and subtopics in Sections 4.1 and 4.2. Then, we describe salience estimation for subtopics and sentences in Sections 4.3 and 4.4.

4.1 Sentence and Document Representation

We start representation generation from words, and pre-train word embedding \( W \in \mathbb{R}^{V \times u} \) by Word2Vec (Mikolov et al., 2013) on both news and comments, where \( V \) is the overall vocabulary.
Note that we use $u$ to represent the vector dimension throughout the model description (specific value settings are given in Section 5). The representations for news sentences $S$ and news documents $D$ are learned in a hierarchical structure, as shown in Figure 2. Specifically, the embeddings of words $w$ in each sentence are fed into a bidirectional RNN encoder-decoder framework (Cho et al., 2014), which inherently encodes word sequence information in sentence representations. GRU (Chung et al., 2014) is adopted as the basic RNN unit. Each sentence acts as both encoder input and decoder target. Thus, the encoder-decoder could be considered as an RNN auto-encoder. The concatenation of hidden vectors in both directions at the last step of the encoder is adopted as the sentence embedding $s = [\overrightarrow{h_i}; \overleftarrow{h_i}]^\top$. The comment sentence embedding $Y$ is generated in the same way. The loss function for the RNN encoder-decoder is:

$$L_e = - \sum_{X \in S \cup Y} \log p(X'|X; \theta) \quad (1)$$

where $X'$ is the predicted result and $\theta$ denotes the parameters.

Then, news sentence embeddings $s$ are fed into the next level bidirectional RNN in order, as shown in Figure 2, to generate a document representation $D \in \mathbb{R}^{[D] \times u}$. Note that no decoding process exists from sentence to document. At each encoding step for document embedding, we obtain the hidden vectors on both directions for each sentence, which contain contextual information along with sentences. We concatenate them as a context-enriched sentence embedding $\tilde{S} \in \mathbb{R}^{[S] \times u}$, where $\tilde{s}_i = [\overrightarrow{h_i}; \overleftarrow{h_i}]^\top$. Again, we take the concatenation of hidden vectors in both directions at the last step as the document embedding $d = [\overrightarrow{h_d}; \overleftarrow{h_d}]^\top$.

For now, the sequential contextual information in an individual document is encoded in the context-enriched sentence embedding $\tilde{S}$ with the hierarchical bidirectional RNN inherently.

### 4.2 Subtopic Representation

As stated in Section 1, we assume a news set contains $k$ latent subtopics, which are expected to be learned automatically from sentences of news and comments. This is because readers’ comments are found useful to highlight important information in news (Li et al., 2015, 2017a).

Recall that we construct a document embedding from news sentence representations $S$, which are generated from a word sequence. For subtopic representation, we also utilize $S$, and incorporate the comment sentence embedding $Y$. That is, we only take a single sentence without context information to build subtopic representations, as in a typical topic model. Then, a soft clustering is employed, so that sentences of news and comments $E = [S^\top; Y^\top] \in \mathbb{R}^{(|S|+|Y|) \times u}$ can be partial membership of multiple subtopics. Next, a non-linear transformation $\tanh$ is utilized to fuse clustered sentence information into subtopic representations $A \in \mathbb{R}^{k \times u}$ as follows:

$$A = \tanh((HE + b_h)U + b_u) \quad (2)$$

where $H, U, b_h, b_u$ are trainable parameters.

We hope that each subtopic embedding can represent a unique facet of the underlying topic. That means the overlap across different subtopics should be as small as possible. Inspired by Luxburg (2007), we constrain the subtopic embedding to be orthogonal with each other:

$$L_r = ||AA^\top - I_{k \times k}||. \quad (3)$$

### 4.3 Salience Estimation for Subtopic

The purpose of introducing subtopics is not to make the summary diverse. Instead, we aim to identify the important information (and relieve distractions from less crucial content) in the news set, through the notion of subtopics. This is achieved by subtopic salience estimation. We consider the underlying topic of a news set from two parallel perspectives, as shown in Figure 1: (i) the explicit composition of documents, and (ii) the implicit constitution of subtopics. Therefore, from either document view or subtopic view, we should...
be able to obtain similar representations for the underlying topic of the news set.

**From documents to the underlying topic.** We obtain a document representation \( d \) with a hierarchical RNN. Again, we adopt a bidirectional RNN to encode document embeddings to a topic representation \( t_d \), which is the concatenation of hidden vectors in both directions at the last step. Here, the document sequences do not significantly affect model performance in our experiments. In fact, one can also try to use a CNN to get \( t_d \). However, our experiments suggest RNN performs better than CNN.

**From subtopics to the underlying topic.** As we stated before, not all subtopics are equally important to the underlying topic. We estimate subtopic salience in order to focus on key information, i.e., to generate a distilled topic representation \( t_s \). This is different from the topic vector \( t_d \) constructed from documents, which encodes all information from all documents.

To estimate subtopic salience, we apply an attention mechanism (Bahdanau et al., 2015) on each subtopic representation \( a_i \) with respect to the topic representation \( t_d \), which encodes comprehensive information from documents:

\[
\alpha_i = \frac{\exp(e_i)}{\sum_{k=1}^{m} \exp(e_k)}, e_i = \mathbf{v}^T \tanh(\mathbf{H} a_i + \mathbf{U} t_d)
\]  

(4)

where \( \mathbf{H} \), \( \mathbf{U} \) and \( \mathbf{v} \) are trainable parameters. We feed the weighted subtopic embedding \( \alpha_i a_i \) into a bidirectional RNN. The reason for using an RNN is the same as that for \( t_d \) generation, mentioned above. The concatenation of hidden vectors in both directions at the last step is taken as the topic representation \( t_s \), generated from subtopics. Both topic representations \( t_a \) and \( t_d \) should be similar to each other, because they denote the same underlying topic. Since the two vectors are from identical structure as Siamese network (Koch et al., 2015), we adopt contrastive loss (Hadsell et al., 2006) to measure the distance between them:

\[
\mathcal{L}_s = \beta * (\max \{0, 1 - \mathbf{t}_d^T \mathbf{t}_s\})^2 + (1 - \beta) * (\mathbf{t}_d - \mathbf{t}_s)^2
\]

(5)

where \( \beta \) is a hyper-parameter, empirically set to 0.5.

**4.4 Salience Estimation for Sentence**

Note that, each sentence is also of different importance with respect to different subtopics, which is called relative sentence salience. Recall that we claim the sequential context information affects sentence salience. Thus, we adopt the context-enriched sentence embedding \( \tilde{s}_{j} \), (which is presented in Section 4.1), to estimate relative sentence salience \( \gamma_{i,j} \) for each subtopic \( a_i \), similar as Equation 4.

The subtopic representations are generated from both news \( S \) and comments \( Y \). On the other hand, the subtopics represent information conveyed by the news set. Thus, we should also be able to construct subtopic vectors solely based on news sentences. To avoid diminishing of comments \( Y \), we first use the context-enriched news sentence embedding \( \tilde{S} \) to approximate subtopic representations \( A \), similar as Equation 2:

\[
A \tilde{s} = \tanh(\gamma \tilde{S} \mathbf{H} + \mathbf{b}_h)
\]

(6)

where \( \mathbf{H} \) and \( \mathbf{b}_h \) are trainable parameters. \( \mathbf{A} \) and \( \mathbf{A} \tilde{s} \) should be similar and we measure the distance between them with contrastive loss:

\[
\mathcal{L}_a = \beta * (\max \{0, ||I - \mathbf{A} \mathbf{A}^T||\})^2 + (1 - \beta) * (\mathbf{A} - \mathbf{A} \tilde{s})^2
\]

(7)

where \( \beta \) is a hyper-parameter, empirically set to 0.5. With backpropagation, relative sentence salience scores \( \gamma \) can be learned.

The overall training objective becomes:

\[
\mathcal{L} = \mathcal{L}_c + \mathcal{L}_r + \mathcal{L}_l + \mathcal{L}_a.
\]

(8)

To obtain the global salience score for each sentence, we multiply the max relative salience of each sentence over subtopics \( \max \gamma_{i,j} \), with the corresponding subtopic salience \( \epsilon_{ij} \), (i.e., \( i = \text{arg} \max \gamma_{i,j} \)). Top ranked sentences are extracted as a summary with length limited (i.e., 100 words).

**5 Experiments**

**5.1 Datasets and Experimental Settings**

Our model is proposed to incorporate comments for summarization, but it can also be applied when no comments are available. Hence, we evaluate our model on two benchmark datasets: one includes comments and the other does not.

RA-MDS (Li et al., 2017a): This dataset includes comments and is the one we conduct analysis on in Section 3. For each topic, 4 reference summaries within 100 words are generated by human. The average news length is 27 sentences, and each sentence contains 25 words on average. To alleviate comment bias when generating subtopics, we randomly sample 50 comments
for each topic, and repeat the sampling 10 times. Thus, we obtain 450 news document sets. At test stage, for each topic, we randomly select 50 comments, together with the news set for evaluation.

**DUC2004**¹: The data is from Task 2 of DUC 2004. It has 50 topics, each of which consists of 10 news articles. For each topic, multiple reference summaries generated by human judges are provided.

**Experimental settings.** The notation \( u \) in Section 4 generally represents the hidden vector dimension. We set the word embedding dimension as 300. The hidden units for all GRU cells in one direction are 128, so the hidden vector dimension after concatenating both directions is 256. The dimensions of the linear operations in Equations 2 and 6 are also set to 256. We perform sensitivity experiments on the subtopic number and empirically set the number \( k \) to 5. The word embeddings are pre-trained on two datasets separately and are immutable during the training process.

The batch size is 1, which is the data from one news set. One iteration is training one batch of data. We adopt Adam (Kingma and Ba, 2015) as the optimizer. The learning rate is 0.001 and the value is decayed by 0.96 after 1,000 iterations. To reduce the vanishing and exploding gradient problems for RNN training, we apply gradient norm clipping strategy (Pascanu et al., 2013) and set the bounded norm as 1. We stop training when the loss stops decreasing after more than 3 iterations. Our model is implemented with TensorFlow version 1.3² and runs on a single GPU.³

### 5.2 Baseline Models

We compare our model with both traditional methods and state-of-the-art models on both datasets.

**Lead**: For news, the first several sentences usually act as good summarization. The news sentences are ordered chronologically and top ones are extracted until meeting the length limit.

**MEAD** (Radev et al., 2000): It detects the topics of given document set and uses information from the centroid of each topic to select sentences.

**LexRank** (Erkan and Radev, 2004), **TextRank** (Mihalcea and Tarau, 2004): Both are unsupervised graph-based models. They perform PageRank on a sentence graph, where sentence similarities are edge weights.

**APSM** (Bing et al., 2015): It extracts noun and verb phrases from a contiguity tree and estimates the phrase salience based on handcrafted features. Then, an integer linear programming process is employed to optimize the phrase selection.

**RA-Sparse** (Li et al., 2015): This model tackles reader-aware MDS problem. A sparse-coding-based method is used to calculate sentence salience by jointly considering news documents and readers’ comments.

**RAVASESum, RAVASESum/NC** (Li et al., 2017a): They explore the relationships between news and comments via representation matrix multiplication, from which a weight matrix is obtained. The magnitudes of the weight matrix are taken as sentence salience. Then, integer linear programming is used to optimize the summary construction. RAVASESum/NC removes readers’ comments from the input and trains the model solely based on news.

The methods below are baselines used on DUC 2004 dataset without comments.

**CLASSY04** (Conroy et al., 2004): It performs the best on the official DUC 2004 evaluation. It applies a Hidden Markov Model and uses topic signature as feature.

**GreedyKL** (Haghighi and Vanderwende, 2009): It focuses on words distribution, and aims to minimize the KL divergence between word probability distribution estimated from summary and that from the input using a greedy approach.

**RegSum** (Hong et al., 2014): This is a supervised method. It adopts weights estimated from three unsupervised methods with a set of handcrafted features for salience estimation.

**ILPSumm** (Banerjee et al., 2015): It groups similar sentences and generates K-shortest paths from sentences in each cluster using a word-graph structure. Then, it selects sentences from the set of shortest paths via ILP.

**AAPRW** (Wang et al., 2017): This is an adjustable affinity-preserving random walk model to keep the summary diverse.

**GRU-GCN** (Yasunaga et al., 2017): It employs an RNN to obtain sentence embedding and feeds them to a Graph Convolutional Network (GCN) as node features. High-level features are generated from the GCN for sentence salience estimation.

**CRSum, CRSum-SF** (Ren et al., 2017): CRSum

---

¹[https://www-nlpir.nist.gov/projects/duc/data.html](https://www-nlpir.nist.gov/projects/duc/data.html)

²[https://www.tensorflow.org/versions/r1.3/api_docs/python/](https://www.tensorflow.org/versions/r1.3/api_docs/python/)

³Tesla P100, 3,584 Cuda cores, 16G GPU memory.
Table 1: Full-length ROUGE \(F_1\) score of the proposed methods and baselines on RA-MDS dataset. “R” indicates ROUGE. All the ROUGE scores reported in this work are with significance test and the values fall in a 95% confidence interval with at most \(\pm 0.25\) of reported results calculated by the official ROUGE script with default settings. The best \(F_1\) scores are in bold and second best are underlined.

| Method      | R-1   | R-2   | R-SU4 |
|-------------|-------|-------|-------|
| Lead        | 0.384 | 0.110 | 0.144 |
| MEAD        | 0.402 | 0.141 | 0.171 |
| TextRank    | 0.402 | 0.122 | 0.159 |
| LexRank     | 0.425 | 0.135 | 0.165 |
| APSM        | 0.422 | 0.157 | 0.188 |
| RA-Sparse   | 0.442 | 0.157 | 0.188 |
| RAVAESum/NC | 0.437 | 0.162 | 0.189 |
| RAVAESum    | 0.443 | 0.171 | 0.196 |
| STDS/NC     | 0.443 | 0.163 | 0.177 |
| STDS        | 0.456 | 0.187 | 0.205 |

Table 2: ROUGE Recall for the proposed method and baselines on DUC 2004 dataset. Best Recall scores are in bold and second best are underlined.

| Method      | R-1   | R-2   |
|-------------|-------|-------|
| Supervised Method | CLASSY04 | 0.376 | 0.090 |
|              | RegSum | 0.386 | 0.098 |
|              | GRU-GCN | 0.382 | 0.095 |
|              | PG-MMR | 0.364 | 0.094 |
|              | CRSum | 0.382 | 0.097 |
|              | CRSum-SF | 0.395 | 0.106 |
| Unsupervised Method | LexRank | 0.359 | 0.075 |
|              | GreedyKL | 0.379 | 0.085 |
|              | AAPRW | 0.389 | 0.101 |
|              | ILPSum | 0.392 | 0.119 |
|              | STDS/NC | 0.397 | 0.107 |

exploits context features within sentences and among sentences with a two-level attention mechanism. CRSum-SF refers to the model combining surface features.

**PG-MMR** (Lebanoff et al., 2018): It leverages the Maximal Marginal Relevance method to select representative sentences from input documents avoiding duplicates, and uses an existing abstractive encoder-decoder model (See et al., 2017) to generate an abstractive summary.

**Our Model STDS**: We feed the first 25 words of each sentence and the first 27 sentences of each document into our model (i.e., which are the average numbers of words and sentences of RA-MDS dataset). Experimental results suggest no significant difference when feeding all the data. Since STDS requires readers’ comments, we only evaluate it on RA-MDS dataset.

**Our Model STDS/NC**: This is a variant of STDS without readers’ comments as input. The subtopic embeddings are generated solely based on news sentence embedding \(s\). For DUC 2004, the first 20 words of each sentence and the first 20 sentences of each document are fed into the model. The other settings remain the same. When no readers’ comments exists, our model can be applied in this manner and we test STDS/NC on both datasets.

**5.3 Performance Comparison**

We evaluate the models by pyrouge\(^4\), which is a python wrapper of the official ROUGE toolkit (Lin, 2004). We limit the summary length to 100 words on both datasets to compare with baselines. Following Li et al. (2017a), we report ROUGE \(F_1\) on RA-MDS in Table 1. For DUC 2004, we report ROUGE Recall following previous studies (Wang et al., 2017) in Table 2.

**RA-MDS**: From Table 1, we observe that our STDS outperforms all baselines on all of ROUGE-1, ROUGE-2 and ROUGE-SU4, which demonstrates the superiority of our model. By incorporating readers’ comments, STDS and RAVAESum achieve better results than STDS/NC and RAVAESum/NC. Thus, readers’ comments do help construct better summaries. The variant of our model, STDS/NC, achieves comparable performance with the best baseline, RAVAESum, on ROUGE-1. This shows the subtopics and contextually enriched semantic embedding are important for summarization.

MEAD, LexRank and TextRank all tackle correlations among documents, but they do not consider surrounding context influence. STDS and STDS/NC take both elements into consideration and perform much better than these baselines. Thus, context information contributes to better summaries. If this comparison is not direct enough because our models STDS and STDS/NC can benefit from neural model, we compare STDS and RAVAESum next. Both RAVAESum and STDS are neural models. The difference is that our STDS does not take all news and comment sentences as a whole set. STDS distributes sentences into different subtopics of varying importance and incorporates surrounding sentences as context to produce sentence representations. Our model performs better than RAVAESum. Therefore, both

---

\(^4\)https://pypi.python.org/pypi/pyrouge/0.1.0
subtopics and context information contribute to STDS’s good performance. Since our model is unified, \textit{i.e.}, sentence and subtopic salience estimation relies on both subtopics and contextual information), we cannot carry out ablation experiments to verify the effectiveness of the two factors individually.

**DUC 2004:** Note that our model STDS is designed to incorporate readers’ comments. When no comments are available, STDS/NC performs fairly well, as shown in Table 2. We observe that STDS/NC achieves comparable results as state-of-the-art unsupervised method ILPSum and supervised method CRSum-SF, and outperforms the other strong baselines. Both GRU-GCN and STDS/NC exploit the correlations among documents, but STDS/NC encodes contextual information into the sentence embedding. The better performance of STDS/NC than GRU-GCN indicates the effectiveness of surrounding context. Moreover, both CRSum and STDS/NC encode contextual information into sentence embedding, and STDS/NC outperforms the supervised CRSum. Thus, this suggests that our model benefits from the subtopics with different saliences. They provide a better understanding of the correlations among documents and lead to the important subtopics. With the comparisons, we demonstrate the effectiveness of both factors: subtopics and context information.

In a word, without training using reference summaries, STDS and STDS/NC outperform most baseline methods and achieve comparable results with state-of-the-art methods. This shows that our model can be applied to common situations without readers’ comments.

### 5.4 Case Study with Example Summary

We present one summary example in Table 3. The notations before extracted sentences represent document, sentence, and subtopic respectively. The number following \textit{d} is the document number, labeled in the raw dataset. The number after \textit{s} is the sentence position in the document. And the number following \textit{t} indicates the subtopic ranking position based on subtopic salience, which is the same as in Table 4.

As observed, the extracted summary aligns to content of \textit{r1}, \textit{r2} and \textit{r4} in reference summary. After checking the raw documents, we find few content is related to reference sentences \textit{r3} and \textit{r5}.

Table 4 shows the identified subtopic information of the same document set as for Table 3. We list the salience scores and top-ranked sentences to better understand the subtopics. We consider that the top-ranked sentence regarding each subtopic represents the main content of the subtopic. In

---

**Table 3:** Summary example.

| Subtopic Salience | Top-ranked sentence of the subtopic |
|-------------------|-------------------------------------|
| t1 0.312          | Facebook launches Internet.org app to let users access basic Internet services for free. |
| t2 0.284          | Facebook will pay Airtel for the bandwidth, Rosen said, but Airtel will benefit as users who are exposed to Internet services eventually decide to pay for broader, unrestricted access. |
| t3 0.197          | Online services accessible through the app range from AccuWeather to Google search, Wikipedia, a job search site as well as a breadth of health information. |
| t4 0.122          | The app works on Android phones as well as the simple “feature phones” that are used by the majority of people in Zambia, said Guy Rosen, product management director at Internet.org. |
| t5 0.085          | Mark Zuckerberg has said that making connectivity affordable and convincing people that the Internet is something they need are bigger hurdles to connecting people than “satellites or balloons.” |

**Table 4:** Subtopic example.
this case, the subtopics do capture different aspects of the document set. And they provide a structured way to understand the set of documents. The salience scores demonstrate that the subtopics are not equally important. The salience estimation of subtopics aims to facilitate the summarization process focusing on important information and reduce the distraction from trivial content. As in Table 3, the extracted summary sentences only cover two most important subtopics and they come from different documents. Thus, many overlaps exist among different documents, which complement each other and form the final subtopics identified by our model.

However, redundancy occurs in the extracted summary, e.g., both d2s1t1 and d8s3t1 mention “Internet.org app provide Internet services for free”. Besides, incoherence also exists, e.g., d8s3t1 should be in front of d3s4t2. This is the inherent drawback of extractive summarization. Thus, there is still great room for improvement. We will deal with these issues in our future work.

6 Conclusion

In this paper, we propose an unsupervised MDS solution, which deals with both sequential context information in a single document and the correlations among documents. Hierarchical RNN is adopted to encode context information in sentence and document embeddings. We transform correlations among documents into subtopics expressed by sentences in different documents. Readers’ comments are incorporated into subtopics formation to highlight important information in news. The subtopics provide us another angle to understand the underlying topic besides the document view. The sentence salience is estimated with subtopic salience and relative sentence salience in the hierarchical way as well. Extensive experiments show that the proposed model outperforms state-of-the-art baselines.
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