Global optimization and applications to a variational inequality problem

Abstract: In the present paper, we study the existence and convergence of the best proximity point for cyclic $\Theta$-contractions. As consequences, we extract several fixed point results for such cyclic mappings. As an application, we present some solvability theorems in the topic of variational inequalities.
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1 Introduction and preliminaries

Let $C$ and $D$ be two non-empty closed subsets of a complete metric space $(\mathcal{X}, \mathcal{d})$. A mapping $\Psi : C \cup D \to C \cup D$ is called cyclic if $\Psi(C) \subseteq D$ and $\Psi(D) \subseteq C$. In the case that $C \cap D \neq \emptyset$, the mapping $\Psi$ satisfying the contractive condition

$$\omega(\Psi x, \Psi y) \leq \gamma \omega(x, y),$$

where $0 < \gamma < 1$, has a fixed point in $C \cap D$ (note that $\Psi$ need not to be continuous [1]). On the other hand, an element $x^* \in C \cup D$ is a best proximity point of $\Psi$ if $\omega(x^*, \Psi x^*) = \inf \{\omega(z, \Psi z) : z \in C, \Psi z \in D\}$.

The existence and approximation of best proximity points is an important theme in optimization theory. Elderd and Veeramani [2] extended the result of Kirk et al. [1] and proved the existence and uniqueness of best proximity points in complete metric spaces.

Definition 1.1. [2] Let $C$ and $D$ be non-empty subsets of $(\mathcal{X}, \mathcal{d})$. A map $\Psi : C \cup D \to C \cup D$ is a cyclic contraction map if $\Psi(C) \subseteq D$, $\Psi(D) \subseteq C$ and for some $0 < \gamma < 1$,

$$\omega(\Psi x, \Psi y) \leq \gamma \omega(x, y) + (1 - \gamma)\inf\{\omega(z, \Psi z) : z \in C, \Psi z \in D\}.$$
Thagafi and Shahzad [3] provided a constructive answer to the question proposed by Elderd and Veeramani [2] on the existence of a best proximity point for a cyclic contraction map on a reflexive Banach space. Abkar and Gabeleh [4] have shown best proximity point theorems for cyclic contractions in ordered metric spaces. For more work in this direction, one can follow [5–11].

On the other hand, in 2014 the contractive condition of Banach was generalized by Jleli and Samet [12] in the following way:

$$\Theta(\varpi(\Psi x, \Psi y)) \leq [\Theta(\varpi(x, y))]^k,$$

for $0 \leq k < 1$ and $x, y \in X$, where $\Theta : [0, \infty) \rightarrow [1, \infty)$ satisfies

*(T_1)* $\Theta$ is non-decreasing;

*(T_2)* for the sequence $\{y_n\} \subseteq R^*$, $\lim_{n \to \infty} \Theta(y_n) = 1$ if and only if $\lim_{n \to \infty} (y_n) = 0$;

*(T_3)* there exist $0 < r < 1$ and $l \in (0, \infty)$ such that $\lim_{n \to \infty} \Theta \left( \frac{\Theta(y) - 1}{r} \right) = l$.

They [12] proved a version of Banach contraction principle for such mappings. The condition *(T_2)* can be replaced by the simpler condition:

*(T_2)* $\Theta(y) > 1$ for any $y > 0$.

Ahmad et al. [13] have used the following alternative condition:

*(T_3)* $\Theta$ is continuous on $(0, \infty)$.

The class of functions satisfying *(T_1)*, *(T_2)* and *(T_3)* is denoted by $\Lambda$. Many researchers have generalized (3) and have shown fixed point theorems for single and multivalued contractive mappings in many directions (see [13–19]).

In this article, we attempt to generalize the results of [1] and [2] for cyclic $\Theta$-contractions. We also obtain certain fixed point results for such type of contractions. Some few examples are presented to prove the significance of our findings. Moreover, as an application, we prove solvability theorems for variational inequality problems.

## 2 Best proximity point results

In this section, we present the notion of cyclic $\Theta$-contractions and discuss the existence and convergence of best proximity points for this kind of mappings in complete metric spaces.

**Definition 2.1.** Let $\mathcal{C}, \mathcal{D}$ be two non-empty subsets of $(X, \varpi)$. Let $\Theta \in \Lambda$ be a continuous function. A mapping $\Psi : \mathcal{C} \cup \mathcal{D} \rightarrow \mathcal{C} \cup \mathcal{D}$ is called a cyclic $\Theta$-contraction if $\Psi(\mathcal{C}) \subseteq \mathcal{D}, \Psi(\mathcal{D}) \subseteq \mathcal{C}$ and for all $x \in \mathcal{C}$ and $y \in \mathcal{D}$, we have

$$\Theta(\varpi(\Psi x, \Psi y)) \leq [\Theta(\varpi(x, y))]^k,$$

where $k \in (0, 1)$ and $\varpi(x, y) = \varpi(x, y) - \text{dist}(\mathcal{C}, \mathcal{D})$.

**Remark 2.1.** Every cyclic contraction in a classical sense is a cyclic $\Theta$-contraction for $\Theta(t) = e^t$ with $k \in (0, 1)$. Indeed, let $\Psi$ be a cyclic contraction on $\mathcal{C} \cup \mathcal{D}$, so for all $x \in \mathcal{C}$ and $y \in \mathcal{D}$, we have

$$\varpi(\Psi x, \Psi y) \leq k \varpi(x, y) + (1 - k) \text{dist}(\mathcal{C}, \mathcal{D}).$$

This implies that

$$\varpi(\Psi x, \Psi y) - \text{dist}(\mathcal{C}, \mathcal{D}) \leq k(\varpi(x, y) - \text{dist}(\mathcal{C}, \mathcal{D})).$$
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which further yields by taking exponential on both sides
\[ e^{a \omega(y,x,y)} \leq e^{k \omega(x,y)}. \]

Hence,
\[ \Theta(\omega'(\Psi(x, \Psi(y)))) \leq \Theta(\omega'(x, y)))^k. \]

**Remark 2.2.** From (5), one has \( \omega'(\Psi(x, \Psi(y)) \leq \omega'(x, y) \) for all \( x \in \mathcal{C} \) and \( y \in \mathcal{D}. \)

**Example 2.1.** Let \( \mathcal{X} = \{1, 2, 5, 6, 9\} \) be endowed with the metric \( \omega \) given as
\[
\omega(x, y) = \begin{cases} 5 & \text{if } x, y \in \{1, 5\}, \\ 6 & \text{if } x, y \in \{2, 6\}, \\ 0 & \text{if } x = y, \\ 1 & \text{otherwise}. \end{cases}
\]

Then \( (\mathcal{X}, \omega) \) is a complete metric space. Let \( \mathcal{C} = \{1, 2\} \) and \( \mathcal{D} = \{5, 6\} \) be subsets of \( \mathcal{X}. \) We have \( \text{dist}(\mathcal{C}, \mathcal{D}) = 1. \)

Define \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) by \( \Psi(1) = 5, \Psi(2) = 6, \Psi(5) = 2 \) and \( \Psi(6) = 1. \) Then \( \Psi(\mathcal{C}) = \mathcal{D}, \Psi(\mathcal{D}) = \mathcal{C}. \) If we take \( \Theta(t) = 5^t, \) then clearly, \( \Psi \) is a cyclic \( \Theta \)-contraction for all \( k \in (0, 1). \)

First, we give an approximation result.

**Lemma 2.1.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty subsets of a metric space \( (\mathcal{X}, \omega) \) and \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) be a cyclic \( \Theta \)-contraction. For \( x_0 \in \mathcal{C} \cup \mathcal{D}, \) the sequence \( \{x_n\} \) defined by \( x_{n+1} = \Psi x_n, n = 0, 1, 2, \ldots \), verifies
\[
\lim_{n \to \infty} \omega(x_n, x_{n+1}) = \text{dist}(\mathcal{C}, \mathcal{D}).
\]

**Proof.** If there is an integer \( n_0 \) so that \( \omega(x_{n_0}, x_{n_0+1}) = \text{dist}(\mathcal{C}, \mathcal{D}), \) the proof is done. Assume that for each \( n, \omega(x_n, x_{n+1}) > \text{dist}(\mathcal{C}, \mathcal{D}), \) so \( \omega'(x_n, x_{n+1}) > 0 \) for each \( n \in \mathbb{N}. \) One writes
\[
1 < \Theta(\omega'(x_n, x_{n+1})) \leq \Theta\left(\left(\Theta(\omega'(x_{n-1}, x_n))\right)^k\right) \\
\leq \Theta\left(\left(\Theta(\omega'(x_{n-2}, x_{n-1}))\right)^k\right) \\
\vdots \\
\leq \Theta\left(\left(\Theta(\omega'(x_0, x_1))\right)^k\right).
\]

Taking the limit as \( n \to \infty, \) we have
\[
\Theta(\omega'(x_n, x_{n+1})) \to 1.
\]

By \( (\Theta_2), \) we obtain
\[
\lim_{n \to \infty} \omega'(x_n, x_{n+1}) = 0. \tag{7}
\]

This gives that
\[
\lim_{n \to \infty} \omega(x_n, x_{n+1}) = \text{dist}(\mathcal{C}, \mathcal{D}). \quad \Box
\]

Next, the existence of a best proximity point for a cyclic \( \Theta \)-contraction mapping is as follows.

**Lemma 2.2.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty subsets of a metric space \( (\mathcal{X}, \omega) \) and \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) be a cyclic \( \Theta \)-contraction. If \( \{x_0\} \) and \( \{x_{n+1}\} \) have convergent subsequences in \( \mathcal{C} \) and \( \mathcal{D}, \) respectively, then there exists \( (x, y) \in \mathcal{C} \times \mathcal{D} \) such that
\[
\omega(x, \Psi x) = \text{dist}(\mathcal{C}, \mathcal{D}) = \omega(y, \Psi y) = \omega(x, y).
\]
Proof. Since $\Psi(\mathcal{C}) \subseteq \mathcal{D}$ and $\Psi(\mathcal{D}) \subseteq \mathcal{C}$, likewise in Lemma 2.1, we have a sequence $\{x_n\}$ in $\mathcal{C} \cup \mathcal{D}$ such that $\{x_{2n}\}$ is contained in $\mathcal{C}$ and $\{x_{2n+1}\}$ is contained in $\mathcal{D}$. Let $\{x_{2n}\}$ be a subsequence of $\{x_n\}$ such that

$$\lim_{k \to \infty} x_{2n} = x$$  \hspace{1cm} (8)

for some $x \in \mathcal{C}$. One writes

$$\text{dist}(\mathcal{C}, \mathcal{D}) \leq \omega(x, x_{2n-1}) \leq \omega(x, x_{2n}) + \omega(x_{2n}, x_{2n-1}).$$  \hspace{1cm} (9)

Taking the limit as $k \to \infty$ in (9) and using Lemma 2.1 with (8), we get

$$\lim_{k \to \infty} \omega(x, x_{2n-1}) = \text{dist}(\mathcal{C}, \mathcal{D}).$$  \hspace{1cm} (10)

Since $\Psi$ is a cyclic $\Theta$-contraction, we have

$$\Theta[\omega(\Psi x_{2n-1}, \Psi x)] \leq [\Theta(\omega(x_{2n-1}, x))]^k < \Theta(\omega(x_{2n-1}, x)).$$  \hspace{1cm} (11)

That is,

$$\omega(\Psi x_{2n-1}, \Psi x) < \omega(x_{2n-1}, x).$$  \hspace{1cm} (12)

Now,

$$\text{dist}(\mathcal{C}, \mathcal{D}) \leq \omega(\Psi x_{2n-1}, \Psi x) < \omega(x_{2n-1}, x),$$  \hspace{1cm} (13)

so, by letting $k \to \infty$ in (13) and using (8) and (10), we get $\omega(x, \Psi x) = \text{dist}(\mathcal{C}, \mathcal{D})$. Similarly, if $\{x_{2n+1}\}$ is a subsequence of $\{x_{2n}\}$ such that $x_{2n+1} \to y \in \mathcal{D}$ as $k \to \infty$. It can be proven that $\omega(y, \Psi y) = \text{dist}(\mathcal{C}, \mathcal{D})$. Furthermore,

$$\omega(x, y) = \lim_{n \to \infty} \omega(x_{2n}, x_{2n+1}) = \text{dist}(\mathcal{C}, \mathcal{D}).$$ \hfill \Box

Example 2.2. Let $\mathcal{X} = \mathbb{R}$ be equipped with the usual metric

$$\omega(x, y) = \lvert y - x \rvert.$$  

Consider $\mathcal{C} = \left[0, \frac{3}{10}\right]$ and $\mathcal{D} = \left[\frac{7}{10}, 1\right]$, then $\text{dist}(\mathcal{C}, \mathcal{D}) = \frac{2}{5}$. Define $\Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D}$ by

$$\Psi(x) = \begin{cases} 
\frac{7}{10} & \text{if } x \in \left[0, \frac{3}{20}\right] \subseteq \mathcal{C}; \\
1 - x & \text{if } x \in \left[\frac{3}{20}, \frac{3}{10}\right] \subseteq \mathcal{C}; \\
\frac{3}{10} & \text{if } x \in \left[\frac{7}{10}, \frac{41}{50}\right] \subseteq \mathcal{D}; \\
\frac{x}{2} - \frac{1}{5} & \text{if } x \in \left[\frac{41}{50}, 1\right] \subseteq \mathcal{D}; \\
\end{cases}$$

and $\Theta : (0, \infty) \to (1, \infty)$ by $\Theta(t) = \exp(t)$. Note that $\Psi(\mathcal{C}) \subseteq \mathcal{D}$ and $\Psi(\mathcal{D}) \subseteq \mathcal{C}$. Now, for $x = \frac{3}{20} \in \mathcal{C}$ and $y = \frac{41}{50} \in \mathcal{D}$, we have

$$\Theta[\omega(\Psi x, \Psi y)] = \Theta\left[\omega\left(1 - x, \frac{y}{2} - \frac{1}{5}\right)\right]$$

$$= \Theta\left[\omega\left(1 - x, \frac{y}{2} - \frac{1}{5}\right) - \omega(\mathcal{C}, \mathcal{D})\right]$$

$$= \Theta\left[\left\lfloor \left|\frac{y}{2} + x - \frac{6}{5}\right|\right\rfloor - \frac{2}{5}\right]$$

$$= \exp\left[\frac{6}{25}\right].$$
and
\[ [\Theta(\varphi(x, y))]^k = [\Theta(\varphi(x, y) - \varphi(\mathcal{C}, \mathcal{D}))]^k \\
= [\Theta(y - x) - \varphi(\mathcal{C}, \mathcal{D})]^k \\
= \left[ \Theta \left( \frac{27}{100} \right) \right]^k < \Theta \left( \frac{27}{100} \right) \\
= \exp \left[ \frac{27}{100} \right]. \]

This implies that
\[ \Theta(\varphi(\mathcal{Y}, \mathcal{Y})) = \exp \left[ \frac{6}{25} \right] < \exp \left[ \frac{27}{100} \right] = |\Theta(\varphi(x, y))|^k. \]

Hence, \( \Psi \) is a cyclic \( \Theta \)-contraction. Similarly, the inequality (4) holds for the remaining cases. Also, the sequences \( \{x_{2n} = \Psi^{2n}(0)\} \) and \( \{x_{2n+1} = \Psi^{2n+1}(0)\} \) have convergent subsequences in \( \mathcal{C} \) and \( \mathcal{D} \), respectively. Thus, all the conditions of Lemma 2.2 are satisfied and so there exists \( \frac{2}{10} \in \mathcal{C} \) such that
\[ \varphi(x, \mathcal{Y}) = \varphi \left( \frac{3}{10}, 1 - \frac{3}{10} \right) = \left| \frac{7}{10} - \frac{3}{10} \right| = \text{dist}(\mathcal{C}, \mathcal{D}). \]

**Lemma 2.3.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty subsets of a metric space \( (X, \varphi) \) and \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) be a cyclic \( \Theta \)-contraction. Then for every \( x_0 \in \mathcal{C} \), likewise in Lemma 2.1, there exists a sequence \( \{x_n\} \) in \( \mathcal{C} \cup \mathcal{D} \), which is bounded.

**Proof.** Suppose that \( x_0 \in \mathcal{C} \), by Lemma 2.1, there exists a sequence \( \{x_n\} \) in \( \mathcal{C} \cup \mathcal{D} \) such that \( \varphi(x_{2n}, x_{2n+1}) \) converges to \( \text{dist}(\mathcal{C}, \mathcal{D}) \). We claim that \( \{x_{2n}\} \) is bounded. On contrary, assume that \( \{x_{2n}\} \) is not bounded, then there exists \( q \in \mathbb{N} \) satisfying \( M < \varphi(x_{2n}, x_{2(n+q)+1}) \) and \( \varphi(x_{2n}, x_{2(n+q)+1}) \leq M \), where \( M = 2q \text{dist}(\mathcal{C}, \mathcal{D}) \). Thus, we have
\[ M < \varphi(x_{2n}, x_{2(n+q)+1}) \\
= \varphi(x_{2n}, x_{2(n+q)+1}) - \text{dist}(\mathcal{C}, \mathcal{D}) \\
\leq \varphi(x_{2n}, x_{2n+1}) + \varphi(x_{2n+1}, x_{2n+2}) + \cdots + \varphi(x_{2(n+q)}, x_{2(n+q)+1}) - \text{dist}(\mathcal{C}, \mathcal{D}) \\
= (\varphi(x_{2n}, x_{2n+1}) - \text{dist}(\mathcal{C}, \mathcal{D})) + (\varphi(x_{2n+1}, x_{2n+2}) - \text{dist}(\mathcal{C}, \mathcal{D})) \\
+ \cdots + (\varphi(x_{2(n+q)}, x_{2(n+q)+1}) - \text{dist}(\mathcal{C}, \mathcal{D})) + (2q \text{dist}(\mathcal{C}, \mathcal{D}) - \text{dist}(\mathcal{C}, \mathcal{D})) \\
\leq \varphi(x_{2n}, x_{2n+1}) + \varphi(x_{2(n+q)}, x_{2(n+q)+1}) + (2q - 1)\text{dist}(\mathcal{C}, \mathcal{D}). \]

Letting \( n \to \infty \) in (14) and using Lemma 2.1, we get
\[ M < M - \text{dist}(\mathcal{C}, \mathcal{D}), \]
which leads to a contradiction. We can also prove that \( \{x_{2n+1}\} \) is bounded and thus \( \{x_n\} \) is bounded. \( \square \)

**Theorem 2.1.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty subsets of a metric space \( (X, \varphi) \) and \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) be a cyclic \( \Theta \)-contraction. If either \( \mathcal{C} \) or \( \mathcal{D} \) is boundedly compact, then there exists \( x \in \mathcal{C} \cup \mathcal{D} \) such that \( \varphi(x, \mathcal{Y}) = \text{dist}(\mathcal{C}, \mathcal{D}) \).

**Proof.** It follows from Lemmas 2.2 and 2.3. \( \square \)

### 3 Particular case: fixed point results

In this section, we deduce some of the fixed point results for cyclic \( \Theta \)-contractions.
Theorem 3.1. Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty subsets of a metric space \((X, \omega)\) with \( \text{dist}(\mathcal{C}, \mathcal{D}) = 0 \) and \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) be a mapping satisfying \( \Psi(\mathcal{C}) \subseteq \mathcal{D} \) and \( \Psi(\mathcal{D}) \subseteq \mathcal{C} \). Assume that there exists \( \Theta \in \Lambda \) such that

\[
\Theta(\omega(\Psi x, \Psi y)) \leq [\Theta(\omega(x, y))]^k.
\]  
(15)

Then \( \Psi \) has a unique fixed point in \( \mathcal{C} \cap \mathcal{D} \) provided that \( \{x_n\} \) and \( \{x_{2n+1}\} \) have convergent subsequences in \( \mathcal{C} \) and \( \mathcal{D} \), respectively, where \( \{x_n\} \) is the sequence of \( \mathcal{C} \) such that \( \omega(x, x_{n+1}) \leq [\omega(x, x_n)]^k \). For uniqueness, suppose that \( \omega(x, x_{n+1}) \leq [\omega(x, x_n)]^k = \Theta(\omega(x, u)) \).

Proof. Since \( \text{dist}(\mathcal{C}, \mathcal{D}) = 0 \), equation (15) implies that \( \Psi \) is a cyclic \( \Theta \)-contraction. Hence, from Lemma 2.2, we have \( x \in \mathcal{C} \) and \( y \in \mathcal{D} \) with \( x = y \) such that \( \omega(x, \Psi y) = 0 \). Consequently, \( \mathcal{C} \cap \mathcal{D} \neq \emptyset \) and \( \Psi \) has a fixed point in \( \mathcal{C} \cap \mathcal{D} \). For uniqueness, suppose that \( u \in \mathcal{C} \cup \mathcal{D} \) such that \( \Psi u = u \) with \( x \neq u \), then by (15), we get

\[
\Theta(\omega(x, u)) = \Theta(\omega(\Psi x, \Psi u)) \leq (\Theta(\omega(x, u)))^k < \Theta(\omega(x, u)).
\]

It is a contradiction. Thus, \( x = u \).

Theorem 3.2. Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty subsets of a metric space \((X, \omega)\) with \( \text{dist}(\mathcal{C}, \mathcal{D}) = 0 \) and \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) be a mapping such that \( \Psi(\mathcal{C}) \subseteq \mathcal{D} \) and \( \Psi(\mathcal{D}) \subseteq \mathcal{C} \) satisfying (15). If \( \mathcal{C} \) and \( \mathcal{D} \) are boundedly compact, then \( \Psi \) has a unique fixed point in \( \mathcal{C} \cap \mathcal{D} \).

Proof. It follows from Lemma 2.3 and Theorem 3.1.

Remark 3.1. Recently, Radenović [9] showed that fixed point results for mappings satisfying cyclical contractive conditions appearing in [1] are equivalent to fixed point results for classical contractive mappings. It can be noted in the proof of Theorem 2.5 of [9] that to obtain cyclical-type theorems from classical results, completeness of metric space and closedness of subsets \( \mathcal{C} \) for all \( i \) are necessary, otherwise \( (\bigcap_{i=1}^m \mathcal{C}_i, \omega) \) is not a complete metric space. Therefore, Theorem 3.2 cannot be obtained from classical fixed point theorems by using the approach of Radenović [9].

Lemma 3.1. Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty subsets of a metric space \((X, \omega)\) such that \( \text{dist}(\mathcal{C}, \mathcal{D}) = 0 \). If \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) is a cyclic \( \Theta \)-contraction. Then likewise in Lemma 2.1, there exists a Cauchy sequence \( \{x_{2n}\} \) in \( \mathcal{C} \).

Proof. Let \( x_0 \in \mathcal{C} \). Given that \( \text{dist}(\mathcal{C}, \mathcal{D}) = 0 \), for all \( n \in \mathbb{N} \), from Lemma 2.1 we get

\[
\lim_{n \to \infty} \omega(x_n, x_{n+1}) = 0.
\]

(16)

We claim that for \( \varepsilon > 0 \), there exists \( N \in \mathbb{N} \) such that

\[
\omega(x_{2n}, x_{2n+1}) < \varepsilon,
\]

(17)

with \( n, m \geq N \). If not, then there exist two divergent sequences \( \{2n_k\}, \{2m_k + 1\} \subseteq \mathbb{N} \) such that

\[
\omega(x_{2n_k}, x_{2m_k+1}) \geq \varepsilon,
\]

(18)

for all \( k \in \mathbb{N} \). We assume that \( 2m_k + 1 \) is a minimal index for which (18) holds. Then for all \( k \in \mathbb{N} \),

\[
\omega(x_{2n_k}, x_{2m_k+1}) < \varepsilon.
\]

(19)

From (18) and (19), we have

\[
\varepsilon \leq \omega(x_{2n_k}, x_{2m_k+1}) \leq \omega(x_{2n_k}, x_{2m_k+1}) + \omega(x_{2m_k+1}, x_{2m_k}) + \omega(x_{2m_k}, x_{2m_k+1})
\]

\[
< \varepsilon + \omega(x_{2m_k+1}, x_{2m_k}) + \omega(x_{2m_k}, x_{2m_k+1}).
\]

(20)
Letting \( k \to \infty \) in (20) and using (16), we get
\[
\lim_{k \to \infty} \vartheta(x_{2n_k}, x_{2m_k+1}) = \epsilon. \tag{21}
\]
Now, by a triangular inequality, we have
\[
\vartheta(x_{2n_k}, x_{2m_k+1}) \leq \vartheta(x_{2n_k}, x_{2m_k-1}) + \vartheta(x_{2m_k-1}, x_{2m_k}) + \vartheta(x_{2m_k}, x_{2m_k+1}) \tag{22}
\]
and
\[
\vartheta(x_{2m_k-1}, x_{2m_k}) \leq \vartheta(x_{2m_k-1}, x_{2m_k}) + \vartheta(x_{2m_k}, x_{2m_k+1}) + \vartheta(x_{2m_k+1}, x_{2m_k}). \tag{23}
\]
Letting \( k \to \infty \) in (22) and (23) and using (16) and (21), we get
\[
\lim_{k \to \infty} \vartheta(x_{2m_k-1}, x_{2m_k}) = \epsilon. \tag{24}
\]
In view of (21) and (24), there is an integer \( k_0 \) so that \( \vartheta(x_{2n_k}, x_{2m_k+1}) > 0 \) and \( \vartheta(x_{2m_k-1}, x_{2m_k}) > 0 \) for each \( k \geq k_0 \). Thus, since \( \Theta \in \Lambda \), we have
\[
\Theta(\vartheta(x_{2n_k}, x_{2m_k+1})) \leq (\Theta(\vartheta(x_{2n_k-1}, x_{2m_k})))^k.
\]
Letting \( k \) tend to \( \infty \) and using again (21) and (24) lead to a contradiction. Hence, \( \{x_{2n_k}\} \) is a Cauchy sequence in \( \mathbb{C} \).

**Theorem 3.3.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty closed subsets of a complete metric space \( (X, \vartheta) \) such that \( \text{dist}(\mathcal{C}, \mathcal{D}) = 0 \). If \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) is a cyclic \( \Theta \)-contraction, then \( \Psi \) has a unique fixed point in \( \mathcal{C} \cap \mathcal{D} \).

**Proof.** Consider \( x_0 \in \mathcal{C} \), then by Lemma 3.1, there exists a Cauchy sequence \( \{x_{2n_k}\} \) in \( \mathcal{C} \). Since \( X \) is complete and \( \mathcal{C} \) is a closed subset of \( X \), there exists \( x^* \in \mathcal{C} \) such that \( x_{2n_k} \to x^* \) as \( n \to \infty \). Now, we have
\[
0 \leq \vartheta(x_{2m_k-1}, x^*) \leq \vartheta(x_{2m_k-1}, x_{2m_k}) + \vartheta(x_{2m_k}, x^*),
\]
so taking limit as \( n \to \infty \), we get that
\[
\vartheta(x_{2m_k-1}, x^*) \to 0.
\]
Similarly, \( \{x_{2m_k-1}\} \) is a Cauchy sequence in \( \mathcal{D} \), which converges to \( x^* \in \mathcal{D} \) as \( \mathcal{D} \) is closed in the complete metric space \( X \). Hence, \( \{x_{2n_k}\} \) and \( \{x_{2m_k-1}\} \) have convergent subsequences in \( \mathcal{C} \) and \( \mathcal{D} \), respectively. From Theorem 3.2, \( \Psi \) has a unique fixed point in \( \mathcal{C} \cap \mathcal{D} \).

If we take \( \Theta(t) = e^t \) in Theorem 3.3, we obtain the following main result of [1].

**Corollary 3.1.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be non-empty closed subsets of a complete metric space \( (X, \vartheta) \) such that \( \text{dist}(\mathcal{C}, \mathcal{D}) = 0 \). If \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) is a cyclic contraction, then \( \Psi \) has a unique fixed point in \( \mathcal{C} \cap \mathcal{D} \).

**Example 3.1.** Let \( X = \mathbb{R} \) be endowed with the usual metric \( \vartheta \). Consider \( \mathcal{C} = [-1, 0] \) and \( \mathcal{D} = [0, 1] \). Define \( \Psi : \mathcal{C} \cup \mathcal{D} \to \mathcal{C} \cup \mathcal{D} \) such that
\[
\Psi(x) = -\frac{x}{3}
\]
for all \( x \in \mathcal{C} \cup \mathcal{D} \) and \( \Theta : (0, \infty) \to (1, \infty) \) by \( \Theta(t) = 1 + t \). Note that \( \Psi(\mathcal{C}) \subseteq \mathcal{D} \) and \( \Psi(\mathcal{D}) \subseteq \mathcal{C} \). Now, for \( x \in \mathcal{C} \cup \mathcal{D} \), we have
\[
\Theta(\vartheta(x, y)) = \Theta\left(\left[-\frac{x}{3}, -\frac{y}{3}\right]\right) = \Theta\left(\left[\frac{|x - y|}{3}\right]\right)
\]
and
\[
[\Theta(\vartheta(x, y))]^k = [\Theta(|x - y|)]^k.
\]
This implies

\[ \Theta\left[ \frac{|x - y|}{3} \right] \leq [\Theta(|x - y|)]^k. \]

Hence, \( \Psi \) is a cyclic \( \Theta \)-contraction for all \( k \in (0, 1) \). Thus, all the conditions of Theorem 3.3 are satisfied and so there is a unique \( 0 \in \mathcal{C} \cup \mathcal{D} \) such that \( \Psi x = x \).

### 4 Application to a variational inequality problem

Let \( \mathcal{H} \) be a real Hilbert space with an inner product \( \langle \cdot, \cdot \rangle \) and an induced norm \( \| \cdot \| \). An element \( \mu^* \in \Omega \) (where \( \phi \neq \Omega \subseteq \mathcal{H} \)) is known as a best approximation if \( \|\mu - \mu^*\| = \mathfrak{D}(\mu, \Omega) \), where \( \mathfrak{D}(\mu, \Omega) = \inf_{v \in \Omega} \|\mu - v\| \) is called the error in approximating \( \mu \) by \( \Omega \). A metric projection map \( \mathfrak{P}_\Omega : \Omega \to \mathcal{H} \) such that for all \( \mu \in \mathcal{H} \),

\[ \mathfrak{P}_\mu \Omega: \Omega \ni v \mapsto \mu \in \mathcal{H} \]

is the set of all best approximations from \( \mu \) to \( \Omega \). This metric projection plays an important role for solving the variational inequality problem.

For a non-empty, closed and convex subset \( \Omega \subseteq \mathcal{H} \), \( f : \Omega \to \mathcal{H} \) is a given operator. The Hartman-Stampacchia variational inequality (HSVI) problem is defined as

\[ \text{P-I: } \text{HSVII}(f, \Omega) = \left\{ \begin{array}{l}
\text{find } \mu^* \in \Omega \text{ such that } \\
\langle f\mu^*, \mu - \mu^* \rangle \geq 0 \text{ for all } \mu \in \Omega
\end{array} \right. \]

and the Minty variational inequality (MVI) problem is defined by

\[ \text{P-II: } \text{MVI}(f, \Omega) = \left\{ \begin{array}{l}
\text{find } \mu^* \in \Omega \text{ such that } \\
\langle f\mu, \mu - \mu^* \rangle \geq 0 \text{ for all } \mu \in \Omega
\end{array} \right. \]

The HSVI has various applications in the field of engineering, physics and industry, while the MVI facilitates in the study of solvability of HSVI \( (f, \Omega) \), see [20].

**Definition 4.1.** [21] A mapping \( f : \Omega \to \mathcal{H} \) is called pseudomonotone if for all \( \mu, \nu \in \Omega \), \( \langle \mu - \nu, f(\nu) \rangle \geq 0 \) implies \( \langle \mu - \nu, f(\mu) \rangle \geq 0 \).

**Definition 4.2.** [21] Let \( \Omega \subseteq \mathcal{H} \) be a convex set. A mapping \( f : \Omega \to \mathcal{H} \) is hemicontinuous from the line segments of \( \Omega \) to the weak topology of \( \mathcal{H} \).

The following theorem establishes a relation between the problems: P-I and P-II.

**Theorem 4.1.** [21] Let \( \mathcal{H}(\tau) \) be a locally convex space, \( \Omega \subseteq \mathcal{H} \) be a closed convex set and \( f : \Omega \to \mathcal{H} \) be a pseudomonotone and hemicontinuous mapping. Then an element \( u_0 \in \Omega \) is a solution to the problem HSVI \( (f, \Omega) \) if and only if it is a solution to the problem MVI \( (f, \Omega) \).

It is known that, for each \( u \in \mathcal{H} \), there exists a unique nearest point \( \mathfrak{P}_\Omega(u) \in \Omega \) such that \( \|u - \mathfrak{P}_\Omega(u)\| \leq \|u - v\| \) for all \( v \in \Omega \) [20].

**Lemma 4.1.** [20] Let \( \Omega \) be a convex subset of the Hilbert space \( \mathcal{H} \), \( z \in \mathcal{H} \) and \( u \in \Omega \). Then \( u = \mathfrak{P}_\Omega(z) \) if and only if \( \langle z - u, v - u \rangle \leq 0 \) for all \( v \in \Omega \).

**Lemma 4.2.** [20] Let \( \Omega \) be a convex subset of Hilbert space \( \mathcal{H} \) and \( f : \Omega \to \mathcal{H} \). Then \( u \in \Omega \) is a solution of \( \langle fu, v - u \rangle \geq 0 \) for all \( v \in \Omega \) if and only if \( u = \mathfrak{P}_\Omega(u - \lambda f u) \), \( \lambda > 0 \).

Every set is clearly an approximately compact set in terms of itself. So the following findings are proven.
Theorem 4.2. Let \( \Omega \) be a non-empty, closed and convex subset of a real Hilbert space \( H \). Assume that for \( \mu \in \Omega \), there exists \( \Theta \in \Lambda \) such that for \( f : \Omega \to \Omega \), \( \Theta(I_\Omega - \lambda f) : \Omega \to \Omega \) satisfies

\[
\Theta(||P_\Omega(I_\Omega - \lambda f)\mu - P_\Omega(I_\Omega - \lambda f)v||) \leq (\Theta||\mu - v||)^k,
\]

where \( I_\Omega \) is the identity operator on \( \Omega \). Then for all \( v \in \Omega \) there exists a unique element \( u \in \Omega \) such that \( \langle fu, v - u \rangle \geq 0 \). Moreover, for a fixed element \( u_0 \in \Omega \), \( \lambda > 0 \) and \( n \in \mathbb{N} \cup \{0\} \), the sequence \( \{u_n\} \) with \( u_{n+1} = P_\Omega(u_n - \lambda gu_n) \) converges to \( u \).

Proof. Define \( g : \Omega \to \Omega \) by \( gx = P_\Omega(x - \lambda fx) \) for all \( x \in \Omega \), then \( g \) satisfies all the conditions of Theorem 3.3 by setting \( C = \mathbb{D} = \Omega \), and so \( g \) has a unique fixed point \( u \). Hence, by Lemma 4.2, \( \langle fu, v - u \rangle \geq 0 \) has a solution \( u \in \Omega \) for all \( v \in \Omega \) if and only if \( u \) is a fixed point of \( g \). This completes the proof.

Theorem 4.3. Suppose that all the conditions of Theorem 4.2 hold. Then for all \( v \in \Omega \), there exists a unique element \( u \in \Omega \) such that \( \langle fv, v - u \rangle \geq 0 \). Moreover, for a fixed element \( u_0 \in \Omega \), \( \lambda > 0 \) and \( n \in \mathbb{N} \cup \{0\} \), the sequence \( \{u_n\} \) with \( u_{n+1} = P_\Omega(u_n - \lambda gu_n) \) converges to \( u \).

Proof. From Theorems 4.1 and 4.2, we have the required results.

5 Conclusion

In this paper, we presented the existence and convergence of the best proximity point for cyclic \( \Theta \)-contractions. We derived several fixed point results for such mappings. As an application of the obtained results, we presented some solvability theorems in the topic of variational inequalities.
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