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Abstract. In this paper, we give an in-depth error analysis for surrogate models generated by a variant of the Sparse Identification of Nonlinear Dynamics (SINDy) method. We start with an overview of a variety of nonlinear system identification techniques, namely, SINDy, weak-SINDy, and the occupation kernel method. Under the assumption that the dynamics are a finite linear combination of a set of basis functions, these methods establish a linear system to recover coefficients. We illuminate the structural similarities between these techniques and establish a projection property for the weak-SINDy technique. Following the overview, we analyze the error of surrogate models generated by a simplified version of weak-SINDy. In particular, under the assumption of boundedness of a composition operator given by the solution, we show that (i) the surrogate dynamics converges towards the true dynamics and (ii) the solution of the surrogate model is reasonably close to the true solution. Finally, as an application, we discuss the use of a combination of weak-SINDy surrogate modeling and proper orthogonal decomposition (POD) to build a surrogate model for partial differential equations (PDEs).
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1. Introduction. Dynamical systems have an important position in science and engineering as a way to describe the evolution of a system in a quantifiable way. Occasionally, a system may have some unknown parameters or be completely unknown. In this setting, system identification techniques are leveraged to identify the system. If the dynamics are suspected to be linear, then a variety of techniques exist to identify the dynamics via the Fourier transform or Laplace transform [12]. However, when the dynamics are expected to be nonlinear, these techniques do not apply. To combat this, a variety of nonlinear identification techniques have been developed, including the SINDy technique [1].

SINDy (Sparse Identification of Nonlinear Dynamics) essentially makes two fundamental assumptions. One is that the dynamics can be represented as a finite linear combination of functions and the other is that this representation is sparse. Under these assumptions, the problem of system identification is reduced to a parameter estimation/identification
problem. As a data-driven technique, SINDy uses pointwise data from the system to create a linear system which describes the dynamics at the chosen points. This linear system is then solved using sparsity enforcing techniques, such as LASSO \cite{8, 25} and sequentially thresholded least-squares \cite{1, 28}.

One drawback to the SINDy technique is that the time derivative of system states is needed to build the linear system. These time derivatives often need to be estimated from the system states, which is untenable in the presence of noise. A common approach to address this issue is to apply low-pass filters to reduce the noise. However, it is known \cite{4} that low-pass filtering does not apply in certain situations such as handling EEG data \cite{16} in neuroscience or turbulence data \cite{24} in computational fluid dynamics, where high-frequency data is present. Hence, a technique which is robust to noise is preferable in these situations. Integral formulations of SINDy, such as the weak-SINDy technique developed by Messenger and Bortz \cite{14, 15} and the Occupation Kernel techniques developed by Rosenfeld et al. \cite{20, 21}, are naturally robust to noise as the derivative data is accessed in a circuitous fashion via integral equations. Weak-SINDy utilizes test functions to access the derivative data via integration by parts. Similarly, the Occupation Kernel technique uses test functions to access the derivative data via the fundamental theorem of calculus.

As stated above, a fundamental assumption of these nonlinear system identification techniques is that the dynamics are describable by a chosen finite basis of functions. However, if the dynamics are truly unknown, a practitioner is left to guess or use domain knowledge to choose a reasonable basis. Additionally, one may not be interested in identifying a system but in reducing a known but computationally expensive system to an inexpensive model which retains some properties of the original system. As the only required inputs for these techniques are choices of basis and system data, it is clear that these techniques will return some model, but the relevancy of this model to the underlying system is unclear.

This paper asserts in the case of weak-SINDy that if a reasonable basis, composed of functions known to be dense in an underlying Hilbert space, is chosen, then the returned system is a good approximation of the original and has solutions reasonably close to the original. Section 2 gives an overview of SINDy-type techniques, illuminates a projection property of weak-SINDy, and exemplifies the structural similarities between these SINDy-type techniques giving possible avenues for extensions of this work. In Section 3, we give an in-depth error analysis of the surrogate models generated by a simplified version of weak-SINDy. In particular, in the scalar ordinary differential equation (ODE) case, we show that (i) the surrogate dynamics converges towards the true dynamics and (ii) the solution of the surrogate model is reasonably close to the true solution, under the assumption of a bounded composition operator. In Section 4, this error analysis is extended to systems of ODEs, and the results are applied to identify a surrogate ODE system over coordinates defined by proper orthogonal decomposition (POD) for solutions to partial differential equations (PDEs), similar to the approach taken in \cite{18}. Section 5 contains a variety of numerical examples exemplifying the main results of this paper.

2. A general formulation of SINDy-type techniques. In this section, we review three SINDy-type techniques (Section 2.1), provide a unified formulation for these techniques
2.1. Review of three SINDy-type techniques. We begin with an overview of three SINDy-type techniques, including the original SINDy method [1]. These system identification techniques aim to identify an underlying dynamical system \( \dot{x} = f(x(t)) \) from measured or simulated solution data \( x \) in a time interval \([a, b]\). Here \( \dot{x} \) denotes the time derivative of \( x \), which will be used throughout this paper. An overarching assumption in these techniques is that \( f \) is assumed to be a linear combination of a finite set of functions \( \{\varphi_j\}_{j=0}^J \), i.e.,

\[
f(\cdot) = \sum_{j=0}^J w_j \varphi_j(\cdot), \quad w_j \in \mathbb{R}, \quad j = 0, \ldots, J.
\]

The SINDy-type technique then estimate the weights \( \{w_j\}_{j=0}^J \) from data that contains (part of) the solution \( x \) to the underlying system.

SINDy. Given \( \{x(t_k)\}_{k=0}^K \) at time steps \( \{t_k\}_{k=0}^K \), the original SINDy method [1] seeks weights \( \{w_j\}_{j=0}^J \) that satisfy

\[
\dot{x}(t_k) = \sum_{j=0}^J w_j \varphi_j(x(t_k)), \quad k = 0, \ldots, K,
\]

which is then formulated as a linear system

\[
(2.1) \quad b = Gw \quad \text{with entries} \quad b_k = \dot{x}(t_k), \quad G_{k,j} = \varphi_j(x(t_k)), \quad \text{and} \quad w_j = w_j.
\]

Additionally, the SINDy method makes a second fundamental assumption that the underlying dynamics are sparsely represented in the correct choice of basis. Hence the above linear system can be solved using a sparsity enforcing solver such as LASSO.

Astute readers will realize that the vector \( b \) is populated with the derivative data \( \dot{x}(t) \) at the prescribed time-steps. Ideally, the derivative data is measured, but in many cases it must be estimated using a variety of techniques. In the presence of measurement noise, this becomes increasingly harder to do. To circumvent this obstruction, integral formulations of SINDy have been created. Two techniques to the author’s knowledge are Messenger and Bortz’s weak formulation [14,15] and Rosenfeld et al.’s operator theoretic technique [20,21], which we introduce below.

weak-SINDy. The weak-SINDy method proposed in [14, 15] introduces a class of test functions \( \{\psi_k\}_{k=0}^K \) in addition the basis functions \( \{\varphi_j\}_{j=0}^J \) in the SINDy method. Throughout this paper, we refer to \( \{\varphi_j\}_{j=0}^J \) as a projection basis and \( \{\psi_k\}_{k=0}^K \) as a test function basis.

Given \( x(t), \forall t \in [a, b] \), the weak-SINDy method finds the weights \( \{w_j\}_{j=0}^J \) by solving

\[
(2.2) \quad \langle \dot{x}, \psi_k \rangle = \left< \sum_{j=0}^J w_j \varphi_j(x), \psi_k \right>, \quad k = 0, \ldots, K,
\]

where \( \langle \cdot, \cdot \rangle \) denotes the \( L^2 \) inner product on \([a, b]\). In matrix form, Eq. (2.2) is written as

\[
(2.3) \quad b = Gw \quad \text{with entries} \quad b_k = \langle \dot{x}, \psi_k \rangle \quad \text{and} \quad G_{k,j} = \langle \varphi_j(x), \psi_k \rangle,
\]

where the entries of \( b \) can be computed using integration by parts, i.e.,

\[
(2.4) \quad \langle \dot{x}, \psi_k \rangle = -\left< x, \dot{\psi}_k \right>,
\]
under the assumption that \( \{ \psi_k \}_{k=0}^K \) have compact support in \([a, b]\). Therefore, the weak-SINDy method avoids direct computations of \( \dot{x} \) by invoking \( \dot{\psi}_k \), the derivative of the test function, which is often known a priori.

**Remark 2.1.** While not the main focus of the paper, it should be noted that inaccuracies in the numerical approximations of the inner products will perturb both \( G \) and \( b \) and affect the final weights \( w \). For a reference on perturbed least squares problems see [27].

**Occupation kernel method.** The basic form of the operator-theoretic technique developed in [20, 21] is similar to weak-SINDy. Given \( x(t), \forall t \in [a, b] \) and a set of test functions \( \{ \psi_k \}_{k=0}^K \), the occupation kernel method solves

\[
\langle \dot{\psi}_k(x), \dot{x} \rangle = \left\langle \dot{\psi}_k(x), \sum_{j=0}^J w_j \varphi_j(x) \right\rangle, \quad k = 0, \ldots, K,
\]

where the left-hand side can be reformulated by

\[
\langle \dot{\psi}_k(x), \dot{x} \rangle = \int_a^b \dot{\psi}_k(x(t)) \dot{x} dt = \int_a^b \frac{d}{dt} (\psi_k(x(t))) dt = \psi_k(x(b)) - \psi_k(x(a)).
\]

Thus, the matrix formulation of Eq. (2.5) becomes

\[
b = Gw \quad \text{with entries} \quad b_k = \psi_k(x(b)) - \psi_k(x(a)) \quad \text{and} \quad G_{k,j} = \left\langle \varphi_j(x), \dot{\psi}_k(x) \right\rangle,
\]

which also avoid direct measurements or evaluations of \( \dot{x} \).

It should be noted that in [21] the test basis is chosen from a particular class of functions called reproducing kernels and the method is framed in the language of operators (see Section 2.2).  

**2.2. A general class of techniques.** In this section, we point out the structural similarities between the three techniques discussed in Section 2.1 by taking a Hilbert-space theory approach. Although this paper primarily focuses on the weak-SINDy method, the formulation presented in this section is expected to illuminate ways in which the primary analysis can be extended. In general, the SINDy-type techniques resolve the dynamics over a finite dimensional subspace of a Hilbert function space generated by the test functions, and system identification is achieved via enforcing a rule over this finite dimensional space. The weak-SINDy technique most obviously exemplifies this point. The original SINDy method and the occupation kernel method can be cast in this light as well.

**Definition 2.2.** A (real) Hilbert function space over a domain \( X \) is a Hilbert space of functions \( f : X \rightarrow \mathbb{R}^n \). A reproducing kernel Hilbert space is a Hilbert function space \( H \) in which the evaluation functional, \( E_x(f) := f(x) \), is continuous. By the Riesz representation theorem, there exists functions \( K_x \), called reproducing kernels, such that \( f(x) = \langle f, K_x \rangle_H \) for all \( f \in H \).

For a good reference on reproducing kernel Hilbert spaces consult [17].

Original SINDy has the same form as weak-SINDy (Eq. (2.3)), under the assumptions that \( x, \dot{x}, \text{and} \varphi_j(x) \) lie in the same reproducing kernel Hilbert space and that the test functions are chosen to be the reproducing kernels at the time-steps \( t_k \). Thus,

\[
\langle \varphi_j(x(t)), \dot{\psi}_k \rangle_H = \langle \varphi \circ x, K_{t_k} \rangle_H = \varphi_j(x(t_k)).
\]
It should be pointed out that the test functions could have also been chosen to be Dirac delta distributions. However, this paper takes the viewpoint that the test functions will form a finite dimensional subspace of the underlying Hilbert function space such that Hilbert space theory applies to the analysis. The theoretical sacrifice made here is the assumption that the solution and the basis functions lie in a reproducing kernel Hilbert space which equates to the assumption of some increased regularity.

Rosenfeld et al. also introduce theory alongside their technique using the language of reproducing kernel Hilbert spaces. We include part of the theory here to further illustrate the similarities between these techniques. In [20,21], solutions (considered as trajectories) are encoded as occupation kernels.

**Definition 2.3.** Let $H$ be a reproducing kernel Hilbert space in which the linear functional

$$g \mapsto \int_a^b g(x(t))dt$$

is bounded. By Riesz representation theorem, there exists a function $\Gamma_x \in H$ such that

$$\int_a^b g(x(t))dt = \langle g, \Gamma_x \rangle_H.$$

We will call $\Gamma_x$ the occupation kernel for trajectory $x$.

Intuitively, we can think of occupation kernels as the output of a feature map which takes trajectories to a function in a Hilbert space. The action of the dynamics are encoded as an operator called the Liouville operator in a similar fashion to which dynamics are encoded as Koopman/composition operators in Dynamic Mode Decomposition (DMD) [10,19].

**Definition 2.4.** The Liouville operator on $H$ with symbol $f$ is given by $A_f(g) = \dot{g} \cdot f$.

Under this viewpoint, $\int_a^b \dot{g}(x(t))f(x(t))dt = \langle A_f(g), \Gamma_x \rangle_H$. Therefore, the entries in the linear system Eq. (2.7) can be written as

$$b_k = \langle \psi_k, A_f^*(\Gamma_x) \rangle, \quad \text{and} \quad G_{j,k} = \langle \psi_k, A_{\varphi_j}^*(\Gamma_x) \rangle.$$

A few points should be made at this stage. Generally, $A_f$ is a densely defined operator and the properties of the symbol influence the properties of the operator, see [22]. Secondly, under this viewpoint, the success of Rosenfeld et al. method is tied to how similar the functions $A_f(\Gamma_x)$ and $A_{\sum_j w_j \varphi_j}^*(\Gamma_x)$ on the finite dimensional space generated by the test functions $\psi_k$. Finally, the entries in Eq. (2.3) can also be written in an operator form by invoking a composition operator $C_x(f) := f \circ x$, i.e.,

$$b_k = \langle C_x(f), \psi_k \rangle, \quad \text{and} \quad G_{j,k} = \langle C_x(\varphi_j), \psi_k \rangle.$$

Even though this paper does not take full advantage of this operator formulation, we expect the operator theoretic viewpoints of the SINDy-type techniques to open avenues for further analysis.
2.3. The projection property of the weak-SINDy technique. In the context of system identification, the techniques presented in Section 2.1 are shown to be successful when the dynamics can be written as a linear combination of the choice of basis functions. However, this assumption does not hold in general when generating a surrogate model for complex systems with these techniques. In this section, we show that the weak-SINDy technique acts as a projection operator that projects the underlying dynamics to the space spanned by the chosen basis.

As shown above, the weak-SINDy technique solves functional equations represented by a linear system Eq. (2.2) and then returns a linear combination of basis functions. Here we separate the weak-SINDy technique into three steps, referred to as the encoding, solving, and decoding steps, and formalize these steps as three mappings which we will call the encoder, solver, and decoder mappings, respectively. In the following definition, we will give precise descriptions of the space of the basis and test functions and define each mapping under the choice of basis and test functions.

Definition 2.5. Let $H$ be a Hilbert function space on a set $X$ and $\{\varphi_j^\lambda\}_{j=0}^K$ be a finite collection of functions in $H$. Let $\mathcal{H}$ be a Hilbert function space on a set $[a, b]$ and $F = \{\psi_k\}_{k=0}^J$ be a finite subset of basis functions in $\mathcal{H}$. Suppose that $x : [a, b] \rightarrow X$ defines a bounded composition operator $C_x : H \rightarrow \mathcal{H}$. We then define the following maps:

\[
\begin{align*}
E & : H \rightarrow \mathbb{R}^{K+1}, & E(g) &= [(g(x), \psi_0)_\mathcal{H} \ldots (g(x), \psi_K)_\mathcal{H}]^T, \\
S & : \mathbb{R}^{K+1} \rightarrow \mathbb{R}^{J+1}, & S(b) &= \arg\min_{w \in \mathbb{R}^{J+1}} \|Gw - b\| + \lambda\|w\|, \\
D & : \mathbb{R}^{J+1} \rightarrow H, & D(w) &= \sum_{j=0}^{J} w_j \varphi_j(x),
\end{align*}
\]

Equation (2.10)

where the entries of the matrix $G \in \mathbb{R}^{K+1 \times J+1}$ are given by $G_{k,j} = (\varphi_j(x), \psi_k)_\mathcal{H}$ and $\lambda \geq 0$ is a regularization parameter. We will refer to the maps $E$, $S$, and $D$ as the encoder, solver, and decoder mappings, respectively.

We note that the solver map $S$ is well-defined only if the problem $\min_{w \in \mathbb{R}^{J+1}} \|Gw - b\| + \lambda\|w\|$ has a unique minimizer. This requirement is usually satisfied in practice as $K$ is often chosen to be much greater than $J$. We assume that $S$ is well-defined throughout this paper.

Lemma 2.6. Let $S$ be the solver map defined in Definition 2.5. Let $\hat{w} = S(b)$ for some $b \in \mathbb{R}^{K+1}$, then $S(G\hat{w}) = \hat{w}$.

Proof. By contradiction, suppose $S(G\hat{w}) = w^* \neq \hat{w}$, then, since $S$ is well-defined,

\[
\|Gw^* - G\hat{w}\| + \lambda\|w^*\| < \|G\hat{w} - G\hat{w}\| + \lambda\|\hat{w}\|
\]

Equation (2.11)

\[
\Rightarrow \|G(w^* - \hat{w})\| + \lambda\|w^*\| < \lambda\|\hat{w}\|
\]

Thus, by the triangle inequality,

\[
\|Gw^* - b\| + \lambda\|w^*\| \leq \|G\hat{w} - b\| + \|G(w^* - \hat{w})\| + \lambda\|w^*\|
\]

Equation (2.12)

\[
< \|G\hat{w} - b\| + \lambda\|\hat{w}\|
\]

which contradicts to the assumption that $\hat{w} = S(b)$.
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Here we do not specify the choice of the norms in the fidelity term \( \|Gw - b\| \) and the regularization term \( \lambda \|w\| \) in the solver. In fact, the result in Lemma 2.6 holds for arbitrary norms in \( \mathbb{R}^{K+1} \) and \( \mathbb{R}^{J+1} \) as shown in the above proof.

With Lemma 2.6, we next show in Proposition 2.7 that the weak-SINDy technique is indeed a projection of the underlying dynamics to the space spanned by the basis function.

**Proposition 2.7.** Let \( V = \text{span}\{\phi_j\}_{j=0}^J \subset H \). Using the notation in Definition 2.5, the mapping defined by

\[
P : H \to V \subset H \quad P = D \circ S \circ E
\]

is a well-defined projection map.

**Proof.** We show that \( P \) is a projection map by proving that \( P^2 = P \). Let \( F \in H \) and suppose \( P(F) = (D \circ S \circ E)(F) = \sum_{j=0}^J \hat{w}_j \varphi_j(\cdot) \) for some \( \hat{w} \in \mathbb{R}^{J+1} \). From the definition of the solver operator \( S \) in Eq. (2.10), \( \hat{w} = S(E(F)) \). Applying \( E \) to \( P(F) \) gives

\[
(E \circ P)(F) = \begin{bmatrix}
\langle \sum_{j=0}^J \hat{w}_j \varphi_j(x), \psi_0 \rangle, & \cdots, & \langle \sum_{j=0}^J \hat{w}_j \varphi_j(x), \psi_K \rangle
\end{bmatrix}^\top = G \hat{w}.
\]

It then follows from Lemma 2.6 that

\[
(S \circ E \circ P)(F) = S(G \hat{w}) = \hat{w}.
\]

Thus, we have

\[
P^2(F) = (D \circ S \circ E \circ P)(F) = D(\hat{w}) = \sum_{j=0}^J \hat{w}_j \varphi_j(\cdot) = P(F).
\]

**2.4. weak-SINDy in the context of this paper.** The SINDy-type methods have been shown to be very efficient at system identification under the assumption that the underlying dynamics is a linear combination of the chosen finite set of basis functions. In this paper, we will abandon this assumption and rephrase the SINDy-type methods in the context of surrogate modeling. For system \( \dot{x} = f(x) \), if \( f \) is not in the span of the chosen finite set of basis functions \( \varphi_j \), the SINDy-type methods will return a model, which is shown in the preceding section to be a projection of the underlying dynamics in the case of weak-SINDy. In this section, we study the viability of the surrogate model and investigate the difference between the solution to the projected surrogate model and the original solution.

For the remainder of the paper, we focus on the weak-SINDy method, which is the most amenable to Hilbert space analysis techniques. We also make several simplifying assumptions. Namely, we assume:

(i) no regularization is used in solving the least squares problem Eq. (2.3),
(ii) the chosen set of basis functions \( \{\varphi_j\}_{j=0}^J \) spans \( \mathbb{P}_J \), where \( \mathbb{P}_J \) is the space of polynomials up to degree \( J \) over a domain,
(iii) the test functions form an orthonormal basis,
(iv) and the matrix \( G \) in Eq. (2.3) is full column rank. Together with assumptions (ii) and (iii), this assumption is effectively an assumption on the trajectory \( x(t) \).
We note that, unlike [15], we do not assume in the analysis that the test functions have compact support in the time interval. In this case, data at the endpoints are needed for integration by parts. In addition, the choice of polynomial basis functions allows us to leverage well-known polynomial approximation properties in the analysis. Finally, as portions of this paper contain multivariable results, we define the notion of “degree” used for multi-variable polynomials in this paper.

**Definition 2.8 (Degree of a multi-variable polynomial).** Let \( X \subset \mathbb{R}^N \). We say a multi-variable polynomial is of max degree \( J \) if all variables are of degree \( J \) or less. We define

\[
P_J(X) = \left\{ p(x) = \sum_j \alpha_j x^j : x \in X, \ j = (j_1, \ldots, j_N), \ \max_j j_\ell \leq J \right\},
\]

where \( J \) is the max degree. For convenience, \( |j|_\infty := \max_\ell j_\ell \).

### 3. Analysis of weak-SINDy approximation to scalar ODEs.

In this section, we analyze the weak-SINDy method in the case of approximating a scalar ODE

\[
\dot{x}(t) = f(x(t)), \quad x(a) = \eta, \quad \text{for } t \in [a, b],
\]

where \( f : X \to \mathbb{R} \) is the dynamics with \( X \) the range of \( x \), which for this paper we assume is bounded. We start from the following proposition, which bounds the difference between the approximate and original solutions by the error in the approximate system.

**Proposition 3.1.** Suppose \( x : [a, b] \to X \subset \mathbb{R} \) on some compact region \( [a, b] \) satisfies the ODE Eq. (3.1). Let \( \hat{x} : [a, b] \to X \) satisfy

\[
\dot{\hat{x}}(t) = p(\hat{x}(t)), \quad \hat{x}(a) = \eta
\]

for some \( p : X \to \mathbb{R} \). Then, \( \|x - \hat{x}\|_{L^\infty([a, b])} \leq (b - a)^{1/2}\|f \circ x - p \circ \hat{x}\|_{L^2([a, b])} \).

**Proof.** For each \( t \in [a, b] \), we have

\[
|x(t) - \hat{x}(t)| = \left| \int_a^t f(x(s)) - p(\hat{x}(s)) \, ds \right|
\]

\[
\leq \int_a^b |f(x(s)) - p(\hat{x}(s))| \, ds \leq (b - a)^{1/2}\|f \circ x - p \circ \hat{x}\|_{L^2([a, b])}
\]

by Hölder’s inequality. This concludes the proof since the bound holds for all \( t \in [a, b] \).

Motivated by Proposition 3.1, the goal of this section is to estimate

\[
\|f \circ x - p \circ \hat{x}\|_{L^2([a, b])},
\]

where \( p \) is the polynomial projection of the dynamics \( f \) given by the weak-SINDy method.

Applying the triangle inequality projection of the dynamics \( f \) given by the weak-SINDy method.

\[
\text{Applying the triangle inequality to Eq. (3.4) gives}
\]

\[
\|f \circ x - p \circ \hat{x}\|_{L^2([a, b])} \leq \|f \circ x - p \circ x\|_{L^2([a, b])} + \|p \circ x - p \circ \hat{x}\|_{L^2([a, b])}.
\]

We then provide an estimate on the first term on the right-hand side in Section 3.1 and take the second term into account in Section 3.2.
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Boundedness of composition operators will play an important role in this paper in establishing several inequalities using the standard operator bound.

\[(3.6) \quad \|Ax\|_H \leq \|A\|_{op}\|x\|_H \quad \text{where} \quad \|A\|_{op} = \sup\{\|Ax\|_H : \|x\|_H \leq 1\} \quad \text{for} \quad A : H \to H.\]

Additionally, boundedness of a linear operator is equivalent to continuity (in the norm topology).

A well-known theorem in \([5]\) proves boundedness of \(L^2\) composition operators under reasonable assumptions in the setting that the flowmap \(\phi\) is a self-mapping of a set \(S\) into itself. In the following Proposition 3.3, we give a slightly generalized version of this well-known theorem that is not restricted to self-mappings.

**Remark 3.2.** Here Proposition 3.3 is stated in the multi-dimensional setting. While the analysis in Section 3 focuses only on the one-dimensional case, the multi-dimensional statement is applicable in Section 4.

**Notation.** Let \(\mu\) be a measure on \(\mathbb{R}^n\) with \(\sigma\)-algebra \(\Sigma\) and \(A\) a finite measurable subset of \(\mathbb{R}^n\). Let \(\Sigma_A\) and \(\mu_A\) denote the restriction of the \(\Sigma\) and \(\mu\) to subsets of \(A\).

**Proposition 3.3.** Let \(\phi : B \to A := \phi(B)\) where \(A\) and \(B\) are finite measurable subsets of \(\mathbb{R}^n\). The composition operator \(C_\phi : L^p(A, \Sigma_A, \mu_A) \to L^p(B, \Sigma_B, \mu_B)\) given by

\[L^p(A, \Sigma_A, \mu_A) \ni f \mapsto f \circ \phi \in L^p(B, \Sigma_B, \mu_B)\]

is well defined and bounded if \(\mu_B(\phi^{-1}(E)) = 0\) whenever \(\mu_A(E) = 0\) and

\[\sup_{E \in \Sigma_A} \frac{\mu_B(\phi^{-1}(E))}{\mu_A(E)} < \infty.\]

Here, \(\|C_\phi\| = M^{\frac{1}{p}}\).

**Proof.** Note, if \(f \circ \phi(s) \neq g \circ \phi(s)\) then \(f(r) \neq g(r)\) for \(r = \phi(s)\). Let

\[S = \{s \in B \mid f \circ \phi(s) \neq g \circ \phi(s)\}\]

and

\[R = \phi(S) \subset A.\]

Note, if \(f = g\) almost everywhere in \(\mu_A\), then the condition \(\mu_B(\phi^{-1}(E)) = 0\) whenever \(\mu_A(E) = 0\) gives us that

\[0 \leq \mu_B(S) \leq \mu_B(\phi^{-1}(R)) = 0\]

since \(\mu_A(R) = 0\). Therefore the operator is well-defined. For simple functions \(f = \sum_i \alpha_i \chi_{E_i}\), the inequality

\[\|C_\phi f\|^p = \sum_i |\alpha_i|^p \mu_B(\phi^{-1}(E_i)) \leq \sum_i |\alpha_i|^p \mu_A(E_i) = M \|f\|^p\]

shows that \(\|C_\phi\|\) is bounded by \(M^{\frac{1}{p}}\), where the first equality follows from \(\|C_\phi \chi_E\|^p = \mu_B(\phi^{-1}(E))\). With the boundedness of \(C_\phi\),

\[\mu_B(\phi^{-1}(E)) = \|C_\phi \chi_E\|^p \leq \|C_\phi\|^p \mu_A(E) = \|C_\phi\|^p \mu_A(E)\]

shows that \(\|C_\phi\| \geq M^{\frac{1}{p}}\). Hence, \(\|C_\phi\| = M^{\frac{1}{p}}\).
3.1. Convergence of weak-SINDy approximation. In this section, we provide estimates of the approximation error $\|f \circ x - p \circ x\|_{L^2([a,b])}$ as the degrees of projection basis functions and test functions increase. Recall that the projection basis functions are denoted as $\varphi_j : X \rightarrow \mathbb{R}$, $j = 0, \ldots, J$ and the test functions are denoted as $\psi_k : [a, b] \rightarrow \mathbb{R}$, $k = 0, \ldots, K$. To simplify the presentation, here we focus on the case that both $\{\varphi_j\}$ and $\{\psi_k\}$ are chosen to be polynomials. The analysis extends to other choices of test functions, e.g., Fourier basis, as long as similar convergence properties are available.

The polynomial space spanned by the basis and test functions are denoted as $P_J(X)$ and $P_K([a, b])$, respectively. We define the operator that projects functions in $H^m$ onto $P_J(X)$ in the $L^2$ sense as $P_J$. It is then straightforward to verify that the weak-SINDy approximation obtained by solving the least squares problem $\min_{w \in \mathbb{R}^{J+1}} \|Gw - b\|_2$ with $G$ and $b$ defined in Eq. (2.3) is equivalent to the minimizing polynomial

$$p_{J,K}^* := \arg\min_{p \in P_J(X)} \|P_K(f \circ x - p \circ x)\|_{L^2([a,b])},$$

which is used throughout this section. Here the uniqueness of $p_{J,K}^*$ is guaranteed by the full column rank assumption of $G$ stated in Section 2.4, which is assumed throughout the paper along with other assumptions given therein.

To start the analysis, we first introduce the following notation.

**Notation.** Let $H^m(\Omega)$ denote the Hilbert Sobolev space of $L^2(\Omega)$ functions with $L^2$ distributional derivatives up to and including order $m$. Let $C^s(\Omega)$ be the space of $s$ times continuously differentiable functions on a set $\Omega$.

The following two estimates in Lemmas 3.5 and 3.6 for polynomial approximation errors are essential tools in the analysis in this section. In these two lemmas, the operator $P_J$ is defined as the $L^2$ projection operator from $H^m(\Omega)$ onto $P_J(\Omega)$.

**Remark 3.4.** In this section, we only need the single variable ($n = 1$) version of Lemmas 3.5 and 3.6. However, we state these two lemmas in the general multi-variable form since they are needed in the analysis of ODE system approximations considered in Section 4 (specifically for Theorem 4.3). In these lemmas, $J$ refers to the max degree when multi-variable polynomials are considered.

**Lemma 3.5.** Let $\Omega$ a bounded cube in $\mathbb{R}^n$. Suppose $u \in H^m(\Omega)$, for any real $m \geq 0$ then

$$\|u - P_J u\|_{L^2(\Omega)} \leq C J^{-m} \|u\|_{H^m(\Omega)},$$

where the constant $C$ is independent of $J$ and $u$.

**Proof.** See [3, Theorem 2.3].

**Lemma 3.6.** Let $\Omega$ be a bounded cube of $\mathbb{R}^n$, Suppose $u \in H^m(\Omega)$, then for any real $0 \leq s \leq m$ we have

$$\|u - P_J u\|_{H^s(\Omega)} \leq C J^{e(s,m)} \|u\|_{H^m(\Omega)}$$

with $e(s,m) = \begin{cases} 2s - m - \frac{1}{2} & s \geq 1 \\ \frac{3s}{2} - m & 0 \leq s \leq 1 \end{cases}$, where the constant $C$ is independent of $J$ and $u$.
where (3.9), Remark 3.7, we apply Lemma 3.5 and provide an upper bound for the third term in start, we apply the triangle inequality

\[ \|f \circ x - p^*_{J,K} \circ x\|_{L^2([a,b])} \leq \|f \circ x - \mathcal{P}_K(f \circ x)\|_{L^2([a,b])} + \|\mathcal{P}_K(f \circ x - p^*_{J,K} \circ x)\|_{L^2([a,b])} \]

and provide upper bounds for each of the three terms on the right-hand side independently. The upper bound for the first term follows from a direct application of Lemma 3.5, which requires the regularity information of \( f \circ x \). Here, we derive the regularity of \( f \circ x \) from regularity assumptions on the solution \( x \) and the composition operator \( C_x \).

Remark 3.7. Let \( x : [a, b] \to X \) be a function in \( C^s([a, b]) \). Since all polynomials \( p \) are \( C^\infty \), it follows that \( p \circ x \in C^s([a, b]) \) (and thus in \( H^s([a, b]) \)). Further, suppose \( f \in H^m(X) \) and \( C_x : H^s(X) \to H^s([a, b]) \) is a bounded operator for some \( s \in (0, m] \), then the boundedness of \( C_x \) implies that \( f \circ x \in H^s([a, b]) \).

Corollary 3.8. Suppose \( f \in H^m(X) \) and \( x \in C^s([a, b]) \) for some \( s \leq m \), then

\[ \|f \circ x - \mathcal{P}_K(f \circ x)\|_{L^2([a,b])} \leq C K^{-s} \|f \circ x\|_{H^s([a,b])} . \]

provided \( C_x : H^s(X) \to H^s([a, b]) \) is bounded.

Next, we give an estimate of the second term in Eq. (3.9) in the following proposition.

Proposition 3.9. Let \( f \in H^m(X) \) for some \( m > 0 \) and \( x : [a, b] \to X \), then

\[ \|\mathcal{P}_K(f \circ x - p^*_{J,K} \circ x)\|_{L^2([a,b])} \leq C \|C_x\|_{op} J^{-m} \|f\|_{H^m(X)} , \]

provided that the composition operator \( C_x \) is bounded in the \( L^2 \) sense.

Proof. By definition of \( p^*_{J,K} \) in Eq. (3.7), we have that

\[ \|\mathcal{P}_K(f \circ x - p^*_{J,K} \circ x)\|_{L^2([a,b])} \leq \|\mathcal{P}_K(f \circ x - p \circ x)\|_{L^2([a,b])}, \quad \forall p \in \mathbb{P}_J(X) . \]

Since \( \mathcal{P}_K \) is the minimum \( L^2 \) projection from \( \mathcal{H} \) to \( \mathbb{P}_K([a, b]) \), we have, \( \forall p \in \mathbb{P}_J(X) , \)

\[ \|\mathcal{P}_K(f \circ x - p \circ x)\|_{L^2([a,b])} \leq \|f \circ x - p \circ x\|_{L^2([a,b])} \leq \|C_x\|_{op} \|f - p\|_{L^2(X)} , \]

where \( \|C_x\|_{op} \) denotes the operator norm of \( C_x \) (see Eq. (3.6)). Now, define \( p_J := \mathcal{P}_J f \in \mathbb{P}_J(X) \), it then follows from Eq. (3.13) and Lemma 3.5 that

\[ \|\mathcal{P}_K(f \circ x - p_J \circ x)\|_{L^2([a,b])} \leq C \|C_x\|_{op} J^{-m} \|f\|_{H^m(X)} . \]

Plugging Eq. (3.14) into Eq. (3.12) leads to the desired bound.

Several of the results to follow require \( p \circ x \) to be of a fixed regularity for all polynomials \( p \). Based on Remark 3.7, \( p \circ x \) is of the same regularity for all polynomials \( p \). With Remark 3.7, we apply Lemma 3.5 and provide an upper bound for the third term in Eq. (3.9), \( \|p^*_{J,K} \circ x - \mathcal{P}_K(p^*_{J,K} \circ x)\|_{L^2([a,b])} \), in the following corollary.
Corollary 3.10. Suppose $x \in C^s([a, b])$, then

\begin{equation}
\| p_{J,K}^* \circ x - P_K^*(p_{J,K}^* \circ x) \|_{L^2([a, b])} \leq C K^{-s} \| p_{J,K}^* \circ x \|_{H^s([a, b])}, \quad J = 1, 2, \ldots .
\end{equation}

We note that since the constant $C$ in Eq. (3.15) comes from Lemma 3.5, $C$ is independent of $K$ and $p_{J,K}^*$. Therefore, we next show that $\| p_{J,K}^* \circ x \|_{H^s([a, b])}$ is bounded from above by a constant independent of $J$ and $K$. To bound $\| p_{J,K}^* \circ x \|_{H^s([a, b])}$, we will make use of two intermediate polynomials,

\begin{equation}
p_J := \arg\min_{p \in \mathcal{P}_J(X)} \| f - p \|_{L^2(X)} \quad \text{and} \quad q_J := \arg\min_{p \in \mathcal{P}_J(X)} \| f \circ x - p \circ x \|_{L^2([a, b])},
\end{equation}

where $p_J$ is the best $L^2$ polynomial approximation on $X$ and $q_J$ is the best polynomial approximation under composition with $x$. Proposition 3.11 states that, $p_{J,K}^*$ converges to $q_J$ as $K$ increases, and the proof is given in Appendix A. We will also show in Lemma 3.13 that $q_J \circ x$ converges to $p_J \circ x$ as $J$ increases. Since $p_J$ converges to $f$ as $J$ increases by Lemma 3.5, we will use these facts to bound $\| p_{J,K}^* \circ x \|_{H^s([a, b])}$ in Proposition 3.15.

Proposition 3.11. Under the assumption that the polynomial $q_J$ is uniquely defined, $p_{J,K}^* \in H^s(X)$ converges to $q_J \in H^s(X)$ in Sobolev norm as $K$ increases for any $s \geq 0$ and bounded domain $X$.

\textit{Proof.} This is a restatement of Proposition A.6, the proof of which is in Appendix A.

By expressing in terms of the test function basis $\{ \psi_k \}$, we note that $q_J$ solves the minimization problem:

\begin{equation}
\min_{p \in \mathcal{P}_J(X)} \sum_{k=0}^{\infty} | \langle f \circ x - p \circ x, \psi_k \rangle |^2
\end{equation}

and $p_{J,K}^*$ solves a truncated version:

\begin{equation}
\min_{p \in \mathcal{P}_J(X)} \sum_{k=0}^{K} | \langle f \circ x - p \circ x, \psi_k \rangle |^2
\end{equation}

It is clear that the minimal value of Eq. (3.18) converges to the one of Eq. (3.17) as $K \to \infty$. However, it is necessary to show that the minimizers converge as well. The convergence proof of the minimizers, i.e., the polynomials, is given in Appendix A, which makes use of strong convexity arguments of the objective functions in Eqs. (3.17) and (3.18).

Next, to show that $q_J \circ x$ converges to $p_J \circ x$, we need a generalized reverse Sobolev inequality as stated in the following Proposition 3.12, which is a single variable simplification of Proposition B.1 stated in Appendix B as and proved therein.

Proposition 3.12 (Generalized reverse Sobolev inequality). Suppose that $x \in C^s([a, b])$, $u$ is a $J$-th degree polynomial, then there exists a constant $C$ such that

\begin{equation}
\| u \circ x \|_{H^s([a, b])} \leq C J^{2s} \| u \circ x \|_{L^2([a, b])}.
\end{equation}
Proof. See the proof of Proposition B.1 in Appendix B.

Lemma 3.13. Define \( r_J = q_J - p_J \in \mathbb{P}_J(X) \). Let \( f \in H^m(X) \), \( x \in C^s([a,b]) \), and \( s \) be such that \( s < \frac{m}{2} \). Suppose that the composition operator \( C_x \) is bounded in the \( L^2 \) sense, then there exists a constant \( C \) such that

\[
\|r_J \circ x\|_{H^s([a,b])} \leq C \|C_x\|_{\text{op}} J^{2s-m} \|f\|_{H^m(X)}.
\]

Proof. From the definition of \( r_J \) and the triangle inequality, we have

\[
\|r_J \circ x\|_{L^2([a,b])} \leq \|f \circ x - q_J \circ x\|_{L^2([a,b])} + \|f \circ x - p_J \circ x\|_{L^2([a,b])}
\]

(3.21)

\[
\leq \|f \circ x - p_J \circ x\|_{L^2([a,b])} + \|f \circ x - p_J \circ x\|_{L^2([a,b])}
\]

\[
\leq 2\|C_x\|_{\text{op}} \|p_J - f\|_{L^2(X)} \leq 2C \|C_x\|_{\text{op}} J^{2s-m} \|f\|_{H^m(X)},
\]

where the definition of \( p_J \), the boundedness of \( C_x \), and Lemma 3.5 are used. The result then follows from Proposition 3.12.

Proposition 3.14. Let \( f \in H^m(X) \), \( x \in C^s([a,b]) \), and \( s \) be such that \( s < \frac{m}{2} \). Suppose that the composition operator \( C_x \) is bounded in both the \( L^2 \) and \( H^s \) sense, then we have

\[
\|q_J \circ x\|_{H^s([a,b])} \leq C J^{2s-m} \|f\|_{H^m(X)} + C J^{s(m)} \|f\|_{H^m(X)} + \|f \circ x\|_{H^s([a,b])}.
\]

Proof. By the triangle inequality,

\[
\|q_J \circ x\|_{H^s([a,b])} \leq \|q_J \circ x - p_J \circ x\|_{H^s([a,b])} + \|p_J \circ x - f \circ x\|_{H^s([a,b])} + \|f \circ x\|_{H^s([a,b])}
\]

(3.23)

\[
\leq \|q_J \circ x\|_{H^s([a,b])} + \|C_x\|_{\text{op}} \|p_J - f\|_{H^s(X)} + \|f \circ x\|_{H^s([a,b])}.
\]

We apply Lemma 3.13 to the first term, and the second term is bounded by Lemma 3.6.

Proposition 3.15. Let \( f \in H^m(X) \), \( x \in C^s([a,b]) \), and \( s \) be such that \( s < \frac{m}{2} \). Suppose that the composition operator \( C_x \) is bounded in the \( L^2 \) and \( H^s \) sense. Then, for some \( \tilde{C} > 0 \),

\[
\|p^s_{J,K} \circ x\|_{H^s([a,b])} \leq \|f \circ x\|_{H^s([a,b])} + \tilde{C},
\]

(3.24)

and thus

\[
\|p^s_{J,K} \circ x - \mathcal{P}_K(p^s_{J,K} \circ x)\|_{L^2([a,b])} \leq C K^{-s} (\|f \circ x\|_{H^s([a,b])} + \tilde{C}).
\]

(3.25)

Proof. By the triangle inequality,

\[
\|p^s_{J,K} \circ x\|_{H^s([a,b])} \leq \|(q_J \circ x - p^s_{J,K} \circ x)\|_{H^s([a,b])} + \|q_J \circ x\|_{H^s([a,b])}
\]

(3.26)

where \( \|(q_J \circ x - p^s_{J,K} \circ x)\|_{H^s([a,b])} \to 0 \) as \( K \to \infty \) by Proposition 3.11 and continuity of the composition operator. We bound \( \|q_J \circ x\|_{H^s([a,b])} \) by applying Proposition 3.14.

Since \( s < \frac{m}{2} \), \( J^{2s-m} \) and \( J^{s(m)} \) decrease as \( J \) increases, hence there exists some constant \( \tilde{C} > 0 \), independent of \( J \) and \( K \), such that \( \|p^s_{J,K} \circ x\|_{H^s([a,b])} \leq \|f \circ x\|_{H^s([a,b])} + \tilde{C} \), proving the first statement. Plugging this into Eq. (3.15) in Corollary 3.10 then leads to the second statement.
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With the three terms on the right-hand side of Eq. (3.9) bounded, the following theorem is then a direct consequence of Corollary 3.8, Proposition 3.9, and Proposition 3.15.

**Theorem 3.16.** Let $f \in H^m(X)$, $x \in C^s([a, b])$, and $s$ be such that $s < \frac{m}{2}$. Suppose that the composition operator $C_x$ is bounded in both the $L^2$ and $H^s$ sense. The approximation error

$$
\|f \circ x - p_{\hat{I}, J} \circ x\|_{L^2([a, b])} \leq C K^{-s} \|f \circ x\|_{H^s([a, b])} + C \|C_x\|_{\text{op}} J^{-m} \|f\|_{H^m(X)} + C K^{-s} (\|f \circ x\|_{H^s([a, b])} + \tilde{C}).
$$

(3.27)

3.2. Error estimates on the approximate solution from weak-SINDy. With the convergence of the consistency error shown in Theorem 3.16, we show in the following proposition that the difference between the original and approximate solutions is governed by the consistency error in a sufficiently small time interval.

**Proposition 3.17.** Consider the ODE given in Eq. (3.1) on time interval $[a, b]$. Suppose that the polynomial $p = p_{\hat{I}, J}$ defined in Eq. (3.7) satisfies

$$
\|f \circ x - p \circ x\|_{L^2([a, b])} \leq \varepsilon,
$$

(3.28)

for some $\varepsilon > 0$. Let $L_{[a, b]}$ denote the Lipschitz constant of $f$ on some time interval $[a, \beta] \subseteq [a, b]$ and $\hat{x}$ be the approximate solution in Eq. (3.2). Suppose that $[a, \beta]$ is sufficiently small such that $(\beta - a) L_{[a, b]} < 1$, then

$$
\|x - \hat{x}\|_{L^\infty([a, \beta])} \leq \frac{(\beta - a)^{1/2}}{1 - (\beta - a) L_{[a, b]}} \varepsilon.
$$

(3.29)

**Proof.** By the definition of Lipschitz constant $L_{[a, \beta]}$, we have

$$
\|p \circ x - p \circ \hat{x}\|_{L^2([a, \beta])} \leq \int_a^\beta L_{[a, \beta]} \|x(s) - \hat{x}(s)\|^2 ds \leq L_{[a, \beta]} \|x\|_{L^\infty([a, \beta])}^2 (\beta - a).
$$

(3.30)

The claim is then proved via a similar analysis as in Proposition 3.1, i.e. by Hölder’s inequality,

$$
\|x - \hat{x}\|_{L^\infty([a, \beta])} \leq (\beta - a)^{1/2} \|f \circ x - p \circ \hat{x}\|_{L^2([a, \beta])}
$$

(3.31)

$$
\leq (\beta - a)^{1/2} \left(\|f \circ x - p \circ x\|_{L^2([a, \beta])} + \|p \circ x - p \circ \hat{x}\|_{L^2([a, \beta])}\right)
$$

$$
\leq (\beta - a)^{1/2} \varepsilon + (\beta - a) L_{[a, \beta]} \|x - \hat{x}\|_{L^\infty([a, \beta])},
$$

where the last inequality follows from Eq. (3.28), $[a, \beta] \subseteq [a, b]$, and Eq. (3.30). \qed

4. weak-SINDy approximation to ODE systems and an application to POD discretization. In this section, we extend the convergence theorems in Section 3.1 for scalar ODEs to ODE systems. Our results readily generalize to the multi-variable setting as many of the proof techniques rely on Hilbert space methods (see Remark 4.1). As an application, we show how weak-SINDy techniques can be applied to POD system inference as considered in [18].
4.1. Analysis of weak-SINDy approximation to ODE systems. In this section, we will extend the error analysis in Section 3 to the case of systems of ODEs. Here $i$ is used as a component-wise index, e.g., $x_i$ denotes the $i$-th component of $x \in \mathbb{R}^N$. Consider the ODE system

\begin{equation}
\dot{x}(t) = f(x(t)), \quad x(a) = \eta \in \mathbb{R}^N, \quad \text{for } t \in [a, b],
\end{equation}

where $x(t) := [x_1(t), \ldots, x_N(t)]^T$ with $x_i : [a, b] \to X_i \subseteq \mathbb{R}$, $i = 1, \ldots, N$. The $i$-th component of $f : X^N \to \mathbb{R}^N$ is denoted as $f_i : X^N \to \mathbb{R}$, $i = 1, \ldots, N$, with $X^N := \bigotimes_{i=1}^N X_i$ denoting the Cartesian product of $X_i$. While the test functions $\psi_k : [a, b] \to \mathbb{R}$ remain identical to the one considered in Section 3, here we consider the set of basis functions to be $\{\varphi_j\}_{j=0}^J$ that spans $\mathbb{P}_J(X^N)$, the space of polynomials up to degree $J$ on $X^N$, where $j \in \mathbb{N}^N$ is a multi-index. Here $J$ refers to the max degree of a polynomial.

Remark 4.1. In this section, the domain $X^N$ defined above is no longer the range of the trajectory as in Section 3. This choice allows for definitions of the function spaces and the relevant polynomials $p_{f, q}$ and $p_{f, K}$ on $X^N$, which are used in the following analysis.

The weak-SINDy method approximates the ODE system in a component-wise manner. Specifically, for each component $f_i$ of the vector-valued function $f$, the weak-SINDy approximation is given by

\begin{equation}
p_{i, J, K} := \arg\min_{p \in \mathbb{P}_J(X^N)} \| \mathcal{P}_K(f_i \circ x - p \circ x) \|_{L^2([a, b])}.
\end{equation}

As in the scalar ODE case, the minimization problem in Eq. (4.2) can be written in the least-squares form, i.e.,

\begin{equation}
p_{i, J, K} = \sum_{|j|_\infty \leq J} u^{(i)}_j \cdot \varphi_j, \quad \text{with } u^{(i)} := \arg\min_{w} \| G w - b^{(i)} \|_2^2,
\end{equation}

where $G_{k, j} := \langle \varphi_j(x(\cdot)), \psi_k \rangle$ and $b^{(i)} := \langle \dot{x}_i, \psi_k \rangle = -\langle x_i, \dot{\psi}_k \rangle$.

To this end, we bound the difference between the approximate and original solutions following the same approach as in Proposition 3.1. Here, a few lemmas that were stated/proven in the multi-variable setting in Section 3 can be directly applied.

Proposition 4.2. Suppose that the system (4.1) has a solution $x : [a, b] \to X^N \subseteq \mathbb{R}^N$. Let $\tilde{x} : [a, b] \to X^N$ be a solution to the ODE system with dynamics $p : X^N \to \mathbb{R}^N$, i.e.,

\begin{equation}
\dot{x}(t) = p(x(t)), \quad \tilde{x}(a) = \eta.
\end{equation}

Then, $\|x_i - \tilde{x}_i\|_{L^\infty([a, b])} \leq (b - a)^{1/2} \| f_i \circ x - \tilde{x} - p_i \circ x \|_{L^2([a, b])}$ for $i = 1, \ldots, N$.

Using the same argument as in Section 3.1 leads to an estimate on the component-wise approximation error $\| f_i \circ x - p_{i, J, K} \circ x \|_{L^2([a, b])}$ as given in Theorem 4.3. The generalization from single-variable to multi-variable functions is rather straightforward, given that the main tools for polynomial approximation error estimations, Lemmas 3.5 and 3.6, are already stated in the multi-variable form and the generalized reverse Sobolev inequality in the multi-variable setting is readily stated in Proposition B.1 and proved in Appendix B.
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Theorem 4.3. Suppose \( f_i \in H^m(X^N) \), \( x \in C^s([a, b]) \) and \( s \) be such that \( s < \frac{m}{2} \). Further, suppose that the composition operator \( C_x \) is a bounded operator in both the \( L^2 \) and \( H^s \) sense, then the approximation error

\[
\| f_i \circ x - p_i^{*\text{J,K}} \circ x \|_{L^2([a,b])} \leq CK^{-s}\| f_i \|_{H^s([a,b])} + C \| C_x \|_{op} \| f_i \|_{H^m(X^N)}
\]

With this bound on the component-wise approximation error, we proceed with the following proposition to bound the difference between the original and approximate solutions following the same strategy as in Proposition 3.17.

Proposition 4.4. Consider ODE system (4.1) on time interval \([a, b]\). Suppose that the polynomial \( p_i = p_i^{*\text{J,K}} \) defined in Eq. (4.2) satisfies

\[
\| f_i \circ x - p_i \circ x \|_{L^2([a,b])} \leq \varepsilon ,
\]

for some \( \varepsilon > 0 \). Let \( L_{[a,\beta]} \) denote the Lipschitz constant of \( p_i \) on some time interval \([a, \beta] \subseteq [a, b]\) and \( \hat{x} \) be the approximate solution in Eq. (4.4). Suppose that \([a, \beta]\) is sufficiently small such that \((\beta - a)L_{[a,\beta]} < 1\), then

\[
\| x_i - \hat{x}_i \|_{L^\infty([a,\beta])} \leq \frac{(\beta - a)^{1/2}}{1 - (\beta - a)L_{[a,\beta]}} \varepsilon.
\]

4.2. POD Background. Suppose that we have the following PDE

\[
\partial_t u = F(u(x,t))
\]

for some function \( F \) with a unique solution \( u: \Omega \times [0, T] \to \mathbb{R} \). Discretization of the domain of \( u \) offers a way of approximating a PDE as an ODE system. However, depending on the necessary amount of points in the discretization these systems can be very high dimensional. To circumvent this high-dimensionality, one can choose to instead use a POD discretization. For a good overview of POD refer to [9,13,23]. Recently, as seen in [18], a non-intrusive method was devised to identify a system of ODEs over POD space. In [18], it was assumed that \( F \) has a representative system of ODEs that was at most quadratic in the temporal POD modes. Here we exemplify that the weak-SINDy technique can act as a non-intrusive method to create a surrogate system of ODEs over POD space. We start with a brief review of POD.

The goal of POD is to efficiently represent (project) a solution \( u(x, t) \) to a PDE in a finite number of modes so that,

\[
u(x, t) \approx \sum_{i=1}^{N} s_i(t) u_i(x).
\]

Here, we assume that \( x \in \Omega \subseteq \mathbb{R}^n \) is compact and \( t \in [0, T] \). In this section, we call \( \{u_i\}_{i=1}^{N} \) the spatial modes and \( \{s_i\}_{i=1}^{N} \) the temporal modes. To do this, we define an operator kernel \( R(x, y) \) by

\[
R(x, y) := \frac{1}{T} \int_{0}^{T} u(x, t) \otimes u(y, t) \, dt ,
\]
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which can be considered as the time-average of $u(x, t) \otimes u(y, t)$. If this function $R(x, y)$ is continuous, thus square integrable over the compact space $\Omega \times \Omega$, we have that $R$ is the kernel of a Hilbert-Schmidt integral operator. We can then define an operator $\mathcal{R}$ as

$$
(4.9) \quad [\mathcal{R}v](x) = \int_{\Omega} R(x, y)v(y) \, dy,
$$

which is self-adjoint since $R(x, y) = R(y, x)$. Therefore, the spectral theorem guarantees that there exists an orthonormal basis $\{u_i(x)\}_{i=1}^{\infty}$ of eigenfunctions of $\mathcal{R}$, which are considered as the spatial modes of $u(x, t)$. By orthogonality of $\{u_i(x)\}_{i=1}^{\infty}$, the temporal modes can be defined as

$$
(4.10) \quad s_i(t) = \int_{\Omega} u(x, t)u_i(x) \, dx = (u(x, t), u_i(x))_\Omega,
$$

where the inner product is taken over $\Omega$. In this paper, we refer to the temporal modes defined by Eq. (4.10) as the exact temporal modes.

In the next sections, we will exemplify the use of the weak-SINDy technique in finding a surrogate system of ODEs that govern the temporal POD modes. We split this into two sections, one in which weak-SINDy uses the exact temporal modes as input data, and another in which proxy temporal modes are defined and used as input data. The difference between the two modes are demonstrated in the numerical experiments in Section 5.

### 4.3. Generating a surrogate ODE system for the exact POD modes.

With the POD modes defined in Section 4.2, the solution can be expanded as $u(x, t) = \sum_{i=1}^{\infty} s_i(t)u_i(x)$. From Eq. (4.10), we have

$$
(4.11) \quad \dot{s}_i(t) = \langle \partial_t u(\cdot, t), u_i \rangle_\Omega = \langle F(u(\cdot, t)), u_i \rangle_\Omega, \quad i = 1, 2, \ldots.
$$

Assuming that the evolution of the first $N$ temporal modes is governed by an ODE system with some dynamics $f: \mathbb{R}^N \to \mathbb{R}^N$, i.e.,

$$
(4.12) \quad \dot{s}(t) = f(s(t)) \quad \text{with} \quad s(t) := [s_1(t) \cdots s_N(t)]^T,
$$

then, when $f$ is either unknown or expensive to evaluate, the weak-SINDy method can be applied to construct a surrogate model for $f$ from data $s$ as discussed in Section 4.1.

We note that $f$ is not an approximation of the differential operator $F$ that governs the solution $u$. However, constructing an approximation of $f$ allows us to model the temporal modes $s(t)$, while the spatial modes $u_i(x)$ remain constant.

Applying the weak-SINDy method to Eq. (4.12) leads to the surrogate model

$$
(4.13) \quad \dot{s}_i^\dagger = \sum_{j=0}^{J} w_j^{(i)} \cdot \varphi_j(s^\dagger), \quad i = 1, \ldots, N,
$$

where the weights $w_j^{(i)}$ are computed as given in Eq. (4.3). In the remainder of this paper, we refer to the solutions $s_i^\dagger$ of Eq. (4.13) as the surrogate temporal modes, which can be used to construct an approximate PDE solution

$$
\approx u^\dagger(x, t) := \sum_{i=1}^{N} s_i^\dagger(t)u_i(x).
$$
4.4. Generating a surrogate ODE system for proxy POD modes. When the exact temporal modes $s(t)$ are unavailable, they may be approximated by proxy temporal modes $s^*(t)$ governed by the following equation

$$
\dot{s}^*_i = \left\langle \partial_t \left( \sum_{\ell=1}^{N} s^*_\ell(t) u_\ell \right), u_i \right\rangle_{\Omega} = \left\langle F \left( \sum_{\ell=1}^{N} s^*_\ell(t) u_\ell \right), u_i \right\rangle_{\Omega}, \quad i = 1, \ldots, N,
$$

which can be written as the ODE system

$$
\dot{s}^* = g(s^*) \quad \text{with} \quad g_i := \left\langle F \left( \sum_{\ell=1}^{N} s^*_\ell(t) u_\ell \right), u_i \right\rangle_{\Omega}.
$$

Similar to the case of using exact POD modes, applying the weak-SINDy method to Eq. (4.15) leads to a surrogate model for the proxy POD modes.

Remark 4.5. We note that the exact and proxy POD modes are equivalent at the limit when the expansion degree $N \to \infty$.

5. Numerical Experiments. In this section, we demonstrate the accuracy of surrogate models generated by the weak-SINDy method for several ODEs and verify the theoretical results proved in Sections 3 and 4. In sections 5.1 and 5.2, we apply weak-SINDy to scalar ODEs with various regularity. In section 5.3, we consider the case when weak-SINDy is applied to a system of ODEs from POD approximations of a PDE, as discussed in Section 4. The ODEs considered in this section are solved using the odeint solver from the scipy package in Python with a very restrictive maximum time step size ($10^{-6}$) to minimize the effect of numerical discretization errors. The numerical solutions, $x(t)$, are then used to compute the matrix $G$ and vector $b$ defined in Eq. (2.3), where the integration-by-parts technique in Eq. (2.4) is used to avoid evaluations of $\frac{dx}{dt}$, and the integrals are performed using the function simpson in the scipy package [26]. The linear system (2.3) is then solved using the least squares solver lstsq provided in the numpy Python package [7]. In these numerical tests, monomials are used as the basis functions $\{\varphi_j\}_{j=0}^{J}$ and the test functions $\{\psi_k\}_{k=0}^{K}$ will be specified in each experiment.

5.1. Smooth scalar ODE. We first consider a simple example of a scalar ODE

$$
\dot{x} = f(x) := e^{-2x}, \quad x(0) = 0,
$$

over the time interval $[0, 1]$, which has a smooth analytic solution $x_a(t) = \frac{1}{2} \ln(2t + 1)$. To be consistent to other numerical tests in this section, we used a numerical solution $x(t)$ to Eq. (5.1) on a uniform grid in $t$ with step size $10^{-4}$ as the data for constructing surrogate models for Eq. (5.1).

5.1.1. Approximation errors. In this section, we use the normalized Legendre polynomials as test functions and explore the effect of the degrees $J$ and $K$ of the basis and test functions to various approximation errors of the resulting surrogate model. To demonstrate the convergence properties of approximation errors, we first recall the main triangle
inequality (3.9) used in the analysis in Section 3,
\[
\left\| f \circ x - p^*_J,K \circ x \right\|_{L^2([a,b])} \leq \left\| f \circ x - \mathcal{P}_K(f \circ x) \right\|_{L^2([a,b])} + \left\| \mathcal{P}_K(f \circ x - p^*_J,K \circ x) \right\|_{L^2([a,b])} + \left\| p^*_J,K \circ x - \mathcal{P}_K(p^*_J,K \circ x) \right\|_{L^2([a,b])},
\]
and explore how the choices of $J$ and $K$ affect the magnitude of each term.

Figure 1 reports the total approximation error (L) in solid blue lines and the upper bound (R1)+(R2)+(R3) in dashed orange lines for $K = 5, 10, 20$ and $J = 1, \ldots, 30$. In each figure, a vertical black dashed line is plotted at $J = K$. Figure 2 shows the magnitudes of (R1), (R2), and (R3) under the same setting in green, blue, and red lines, respectively.

Figure 1: The total approximation error (L) [solid blue lines] and the upper bound (R1)+(R2)+(R3) [dashed orange lines] plotted versus the degree of basis functions $J = 1, \ldots, 30$, for various degrees of test functions $K = 5, 10,$ and $20$. A vertical black dashed line is plotted at $J = K$.

Figure 2: The error terms (R1), (R2), and (R3) plotted versus the degree of basis functions $J = 1, \ldots, 30$ in green, blue, and red lines, respectively, for various degrees of test functions $K = 5, 10,$ and $20$. A vertical black dashed line is plotted at $J = K$.

The results in Figure 1 shows spectral convergence of the total approximation error (L) when $J \leq K$. We observe that the approximation error stops improving as $J$ increases when
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$J > K$, since the matrix $\mathbf{G}$ no longer satisfies the full column rank assumption considered in Section 2.4 and thus the linear system Eq. (2.3) becomes an under-determined system. From Figure 2, we notice that ($L$) closely reflects the approximation error in the test space ($R2$), which decays spectrally in this smooth example as stated in Proposition 3.9. In the case when $K = 20$, the value of ($R2$) stops decreasing at around $10^{-9}$ due to numerical integration errors. When the value of $K$ is low, the upper bound is dominated by ($R1$) and ($R3$), and the values of which decrease when $K$ grows as indicated in Lemma 3.5 and Proposition 3.15.

5.1.2. Approximation error with Fourier test functions. In this section, we repeat the tests in Section 5.1.1 with the test functions chosen to be part of the standard Fourier basis given by

$$\{\psi_k(t)\} := \{1\} \cup \{\sqrt{2}\cos(2\pi kt)\}_{k=1}^{K} \cup \{\sqrt{2}\sin(2\pi kt)\}_{k=1}^{K}.$$  

Figure 3 shows the values of the total approximation error ($L$), the individual terms ($R1$), ($R2$), ($R3$), and the upper bound ($R1$)+($R2$)+($R3$) for $J = 1, \ldots, 30$ and $K = 10$, which results in $2K + 1 = 21$ Fourier test functions.

From the results in Figure 3, we observe that the total error ($L$) still closely resembles the behavior of the projection error ($R2$) in the test space. In the case of Fourier test functions, the value of ($R2$) still converges spectrally when $J \leq K$ as when using Legendre polynomials as test functions (cf. Figure 2), since the convergence rate of ($R2$) is independent to the choice of test functions, as shown in Proposition 3.9. We also note that in Figure 3, ($R2$) saturates at around $10^{-11}$ due to numerical integration errors. Since the dynamics $f$ in Eq. (5.1) is not periodic, expansions with Fourier test functions converge much slower than the ones using Legendre polynomials, which significantly affects the values of ($R1$) and ($R3$). As shown in Figure 3, the error bound is still dominated by ($R1$) and ($R3$) even when $2K + 1 = 21$ Fourier test functions were used. The terms ($R1$) and ($R3$) are only expected to decrease when $K$ increases and are not expected decrease when
5.1.3. Convergence of the solution. In this section, we verify the convergence property in Proposition 3.17, which bounds the difference between \( x \) and \( \hat{x} \), the solutions to the ODE Eq. (5.1) and the associated surrogate model \( \dot{\hat{x}} = p^*(\hat{x}) \), respectively. Specifically, we demonstrate that, in a time interval \([a, b]\) that satisfies \( L(b-a) < 1 \) with \( L \) the Lipschitz constant of \( p^* \), the error \( \|\hat{x} - x\|_{L^\infty([a,b])} \) is indeed bounded by \( \varepsilon \frac{(b-a)}{1 - L(b-a)} \), where \( \varepsilon = \|f \circ x - p^* \circ x\|_{L^2([a,b])} \) as given in Proposition 3.17. Here the test functions are chosen to be the Fourier basis as in Section 5.1.2. We focus on the case that \( K = 20 \) and \( J = 5 \) with the approximate polynomial \( p^*_J \) from weak-SINDy denoted as \( p^* \) for simplicity. In this experiment, the solution to Eq. (5.1) was calculated over the time interval \([0, 3]\) using a uniform grid with step-size \( 3 \times 10^{-4} \).

To demonstrate the bound in Proposition 3.17, we set a threshold value \( s \leq 1 \) and compute \( \tau \in [0, 3] \) such that \( \tau L = s \), where the Lipschitz constant \( L \) of \( p^* \) is computed over the range of the analytic solution \( x(t) = \frac{1}{2} \ln(2t + 1) \) over time interval \([0, 3]\). With \( \varepsilon = \|f \circ x - p^* \circ x\|_{L^2([0,3])} \), the error bound over time frame \([0, \tau]\) is then given by \( \varepsilon \cdot \frac{\tau}{1 - s} \).

Figure 4 shows the computed solution error \( |x(t) - \hat{x}(t)| \) and the upper bound provided by Proposition 3.17 over time interval \([0, \tau]\). Here the upper bound is calculated with \( \varepsilon \approx 0.002 \), \( s = 0.8 \), and \( \tau \approx 0.4 \). The result validates the upper bound while suggesting that the estimate may not be sharp.

5.2. Scalar ODE – varying regularity. We next consider scalar ODEs of the form

\[
\dot{x}(t) = g_\alpha(x(t)), \quad x(0) = 2, \quad \text{with} \quad g_\alpha(x) = 1_{[-\frac{\pi}{2}, \frac{\pi}{2}]} \cos^\alpha(x) - \frac{1}{2},
\]

where 1 denotes the indicator function and \( \alpha \geq 0 \) is a tunable parameter for the regularity of \( g_\alpha \). Specifically, it can be shown that \( g_\alpha \in H^{\alpha+1/2}(X) \) for \( \alpha \geq 0 \). To ensure that the solution \( x \) exercises the non-smooth part of the dynamics \( g_\alpha \), we solve Eq. (5.2) on time interval \([0, 2]\) on a uniform grid in \( t \) with step size \( 10^{-4} \).

To highlight one of the significant changes the regularity of \( g_\alpha \) has on the projection error of weak-SINDy, we calculate \( \|P_K(g_\alpha \circ x - p^*_J \circ x)\|_{L^2([0,2])} \) ((R2) term in Section 5.1.1).
as $J$ increases. Here Legendre polynomials were used for both the test functions $\{\psi_k\}_{k=0}^{20}$ and the basis functions $\{\phi_j\}_{j=0}^J$. For each $\alpha \in \{1, 2, 3, 4\}$, Figure 5a plots $g_\alpha$ over the domain $[-2, 2]$. Figure 5b plots the projection error (R2) at $K = 20$ and varying basis function degree $J = 1, 2, \ldots, 20$ for each $\alpha$, with additional dashed lines indicating the expected convergence rate in $J$ from Proposition 3.9.

The observed results confirms that the convergence rate for the projection error given in Proposition 3.9.

![Figure 5](image)

(a) Dynamics $g_\alpha$  
(b) Projection error (R2) for each $g_\alpha$

5.2.1. Approximation Errors – varying regularity. In this section, we carry out the same computations as in Section 5.1.1 but on Eq. (5.2) with $\alpha = 1$ and $\alpha = 4$. Figures 6 and 8 reports the total approximation error (L) in solid blue lines and the upper bound $(R1)+(R2)+(R3)$ in dashed orange lines for $K = 5, 10, 20$ and $J = 1, \ldots, 30$. In each figure, a vertical black dashed line is plotted at $J = K$. Figures 7 and 9 shows the magnitudes of $(R1)$, $(R2)$, and $(R3)$ under the same setting in green, blue, and red lines, respectively. Figures 7 and 9 also feature a purple dashed line to indicate the expected convergence rates. The discussion of Section 5.1.1 carries over into this section as well.

5.3. Weak-SINDy surrogate for POD discretization of a PDE. In this section we consider a one-dimensional diffusion equation:

$$
(5.3) \quad \partial_t u = \beta(x) \partial_{xx} u
$$

with initial and boundary conditions given by

$$
(5.4) \quad u(x, 0) = x + \sin(2\pi x) + 1, \quad u(0, t) = 1, \quad u(1, t) = 2,
$$

over the domain $\Omega \times [0, T] = [0, 1] \times [0, 10]$. In each experiment, the solution $u(x, t)$ was numerically solved for using a FTCS scheme [11]. The intervals $[0, 1]$ and $[10, 10]$ were divided
Figure 6: For $\alpha = 1$, the total approximation error ($L$) [solid blue lines] and the upper bound ($R1$)+($R2$)+($R3$) [dashed orange lines] are plotted versus the degree of basis functions $J = 1, \ldots, 30$, for various degrees of test functions $K = 5, 10,$ and $20$. A vertical black dashed line is plotted at $J = K$.

Figure 7: With $\alpha = 1$ the error terms ($R1$), ($R2$), and ($R3$) are plotted versus the degree of basis functions $J = 1, \ldots, 30$ in green, blue, and red lines, respectively, for various degrees of test functions $K = 5, 10,$ and $20$. A vertical black dashed line is plotted at $J = K$ and a purple dashed line indicates the expected convergence rate.

into uniform grids with step size of $10^{-2}$ and $10^{-3}$ respectively. Step-sizes were chosen to maintain stability of the FTCS scheme with the chosen diffusivities. With the numerical solution $u(x, t)$, the spatial POD modes are calculated by solving a discretized version of Eq. (4.9) as a generalized eigenvalue problem using the `eigh` function in `scipy.linalg`. The exact temporal modes are computed using Eq. (4.10), where the integrals are performed using `scipy.integrate.simpson`. Again, the ODEs considered in this section are solved using the `scipy.integrate.odeint` solver with a maximum time step size ($10^{-5}$) to minimize the effect of numerical discretization errors. For consistency between experiments, all POD approximations were done using two spatial modes.

We apply the weak-SINDy method to construct surrogate models for the exact and proxy temporal modes in Sections 5.3.1 and 5.3.2, respectively for Eq. (5.3) with constant diffusivity factor $\beta$. In Section 5.3.3, we construct a weak-SINDy surrogate model for the exact temporal modes of Eq. (5.3) with $\beta$ a discontinuous function in space. In each experiment, a Fourier test basis $\{\psi_k(t)\} := \{1\} \cup \{\sqrt{2}\cos(2\pi kt)\}_{k=1}^{K} \cup \{\sqrt{2}\sin(2\pi kt)\}_{k=1}^{K}$
Figure 8: For $\alpha = 4$, the total approximation error $(L)$ [solid blue lines] and the upper bound $(R1)+(R2)+(R3)$ [dashed orange lines] are plotted versus the degree of basis functions $J = 1, \ldots, 30$, for various degrees of test functions $K = 5, 10,$ and $20$. A vertical black dashed line is plotted at $J = K$.

Figure 9: With $\alpha = 4$ the error terms $(R1)$, $(R2)$, and $(R3)$ are plotted versus the degree of basis functions $J = 1, \ldots, 30$ in green, blue, and red lines, respectively, for various degrees of test functions $K = 5, 10,$ and $20$. A vertical black dashed line is plotted at $J = K$ and a purple dashed line indicates the expected convergence rate.

for $K = 40$ and a monomial projection basis $\{\varphi_j(x)\} := \{x_1^{j_1} \cdots x_N^{j_N}\}_{j = (j_1, \ldots, j_N)}$ was used to generate the weak-SINDy surrogate models given by Eq. (4.13).

5.3.1. Exact POD modes of 1D diffusion equation with constant diffusivity. In this experiment, we consider Eq. (5.3) with a constant $\beta(x) := 5 \times 10^{-3}$. Applying the weak-SINDy method to the exact temporal modes with max basis degree $J = 1$ leads to the following coupled polynomial ODE model

$$
\begin{align*}
\dot{s}_0 &= 7.56 \times 10^{-4} - 1.76 \times 10^{-3} s_0 - 1.09 \times 10^{-2} s_1 - 1.18 \times 10^{-10} s_0 s_1 \\
\dot{s}_1 &= 1.35 \times 10^{-2} - 3.14 \times 10^{-2} s_0 - 1.96 \times 10^{-1} s_1 - 2.12 \times 10^{-9} s_0 s_1.
\end{align*}
$$

We denote the solution to Eq. (5.5) as $s_1^\dagger$, which is referred to as the surrogate temporal modes as introduced in Section 4.3.

In Figure 10, we plot the original solution $u$, the POD reconstruction from spatial mode $u_i$ and exact POD mode $s_i$, and the surrogate solution $u_i^\dagger$ from spatial mode $u_i$ and...
surrogate temporal mode $s_i^\dagger$.

Figure 10: The original solution $u(x, t)$ to Eq. (5.3) with constant $\beta$, its POD reconstruction, and a POD approximation $u^\dagger$ from the surrogate temporal modes $s_i^\dagger$.

In Figure 11, we plot the heat maps for the error between $u$ and its POD reconstruction and the error between the POD reconstruction and the surrogate solution $u^\dagger$ at each $x$ and $t$ in a logarithmic scale. For this tame example, we see that the POD reconstruction nearly replicates the original solution with a small number of modes, and the surrogate model provided by the weak-SINDy method gives accurate approximations to the exact temporal modes.

### 5.3.2. Proxy POD modes of 1D diffusion equation with constant diffusivity.

In this section, we will perform the same experiment as in Section 5.3.1 but using the proxy temporal modes defined in Section 4.4. The proxy temporal modes are obtained by solving the ODE system

\[
\dot{s}_i^\ast = \beta \cdot \left( \sum_{\ell=1}^{N} s_\ell^\ast(t) \partial_{xx} u_\ell(x) , u_i \right)_{\Omega} , \quad i = 1, \ldots, N ,
\]

with the initial condition given in Section 5.3.1. Here the derivatives are calculated via fourth order finite differences. Applying the weak-SINDy method to the proxy temporal modes with max basis degree $J = 1$ leads to the following coupled polynomial ODE model

\[
\begin{align*}
\dot{s}_0 &= 7.65 \times 10^{-4} - 1.79 \times 10^{-3} s_0 - 1.11 \times 10^{-2} s_1 - 1.20 \times 10^{-10} s_0 s_1 \\
\dot{s}_1 &= 1.34 \times 10^{-2} - 3.14 \times 10^{-2} s_0 - 1.96 \times 10^{-1} s_1 - 2.08 \times 10^{-9} s_0 s_1 .
\end{align*}
\]

The solutions to Eq. (5.7) are again denoted by $s_i^\dagger$, which are the surrogate temporal modes from the proxy POD modes $s_i^\ast$.

In Figure 12, we plot the heat maps for the error between $u$ and the proxy POD reconstruction from proxy temporal modes $s^\ast$ and the error between the proxy POD reconstruction and the surrogate solution $u^\dagger$ at each $x$ and $t$ in a logarithmic scale. As opposed to the
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case for exact temporal modes considered in Figure 11, here the proxy POD reconstruction error is observed to increase over time and is much greater than the surrogate error from weak-SINDy method, i.e., the surrogate POD approximation $u^\dagger$ is of similar quality to the proxy POD reconstruction from $s^*$, which justifies the use of weak-SINDy method for constructing surrogate models for proxy POD modes.

5.3.3. Exact POD modes of 1D diffusion equation with discontinuous diffusivity.

In this section, we explore the case when the diffusivity factor $\beta$ is a discontinuous function in $x$, specifically we consider

\begin{equation}
\beta(x) = 5 \times 10^{-3} \cdot H_{0.5}(x) \quad \text{with} \quad H_{0.5}(x) = \begin{cases} 
1 & \text{if } x \leq 0.5 \\
0 & \text{if } x > 0.5
\end{cases}.
\end{equation}

In Figure 13, we plot the first two spatial and temporal modes for the solution $u(x,t)$ to Eq. (5.3) with $\beta(x)$ given by Eq. (5.8). As shown in the figure, the exact temporal modes are continuous while the spatial modes exhibit a discontinuity, which is due to the discontinuity of $\beta$ in space.

We apply the weak-SINDy method and generate two surrogate models for the first two exact temporal modes (shown in Figure 13). The two surrogate models are of max degree one ($J=1$) and three ($J=2$), respectively. Figure 14 shows the original solution $u$ with discontinuous $\beta$ in Eq. (5.8), the POD reconstruction of $u$, and the surrogate solutions $u^\dagger$ from surrogate models with $J=1$ and $J=2$.

In Figure 15, we plot the error between $u$ and its POD reconstruction (Figure 15a), the error between the POD reconstruction of $u$ and $u^\dagger$ with $J=1$ (Figure 15b), and the
error between the POD reconstruction of $u$ and $u^\dagger$ with $J = 2$ (Figure 15c). It can be observed from Figure 15a that the POD reconstruction is not nearly accurate as in the case for constant $\beta$, due to the discontinuity of the solution in space. However, the results in Figures 15b and 15c indicate that the difference between the POD reconstruction and the surrogate solution $u^\dagger$ is still fairly small, especially when the max degree increases from $J = 1$ to $J = 2$, as expected from the error estimate in Theorem 4.3.

6. Conclusions. In this paper, error estimates for the surrogate models generated by the weak-SINDy technique with polynomial projection basis are provided. It was proved that (i) the dynamics of surrogate models generated by the weak-SINDy technique converges to the underlying dynamics as the basis degree increases and (ii) the surrogate solutions are reasonably close to the original solutions. The error estimates also provide a convergence rate of the surrogate dynamics that depends on the regularity of the dynamics and the resulting solutions. The analysis relies on the assumption that weak-SINDy procedure leads to a linear system with a unique solution, implying that the number of test functions $K$ needs to be greater than the number of projection basis $J$, which is verified in the numerical results. Numerical experiments of applying the weak-SINDy technique to generate surrogate models for POD approximations to PDEs were performed. The reported results confirm that, when the exact POD modes are unavailable (as in most practical scenarios), the error introduces by POD approximation often outweigh the surrogate modeling error, justifying the use of weak-SINDy surrogate models for POD approximation.
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Figure 13: The first two spatial and temporal modes of the solution \( u(x,t) \) to Eq. (5.3) with \( \beta(x) \) given by Eq. (5.8). As expected, since \( \beta(x) \) is spatially discontinuous, we see a discontinuity only in the spatial modes.

which has greatly improved the quality.

**Appendix A. Proof of Proposition 3.11.** In this section we give the full details to show that the polynomial \( p_{x,K}^* \) converges to the polynomial \( q_J \). As the proof will rely on the interplay of the matrix and functional form of the minimization problems, we will define the following maps for convenience.

**Definition A.1.** Let \( x : [a, b] \to X, f : X \to \mathbb{R} \), \( \{\psi_k\}_{k=0}^K \) be a finite subcollection of a polynomial orthonormal basis for \( L^2([a, b]) \) and \( \mathcal{P}_K \) be projection onto \( \text{span}\{\psi_k\}_{k=0}^K \). Given a polynomial \( p \in \mathcal{P}_J(X) \) we define the maps

\[
\chi : \mathbb{R}^{J+1} \to \mathcal{P}_J(X), \quad [a_0, \ldots, a_J]^\top \in \mathbb{R}^{J+1} \mapsto \mathcal{P}_J(X) \ni a_0 + a_1 x + \ldots + a_J x^J,
\]

\[
\rho_{f,K} : \mathcal{P}_J(X) \to \mathbb{R}, \quad \mathcal{P}_J(X) \ni p \mapsto \| \mathcal{P}_K(f \circ x - p \circ x) \|_2^2([a,b]),
\]

\[
\rho_{f,\infty} : \mathcal{P}_J(X) \to \mathbb{R}, \quad \mathcal{P}_J(X) \ni p \mapsto \| f \circ x - p \circ x \|_2^2([a,b]),
\]

and

\[
M_{f,K} : \mathbb{R}^{J+1} \to \mathbb{R}, \quad M_{f,K} := \rho_{f,K} \circ \chi
\]

\[
M_{f,\infty} : \mathbb{R}^{J+1} \to \mathbb{R}, \quad M_{f,\infty} := \rho_{f,\infty} \circ \chi.
\]
Figure 14: The original solution \( u(x, t) \) to Eq. (5.3) with discontinuous \( \beta \) in Eq. (5.8), the POD reconstruction of \( u \), and POD approximations \( u^\dagger \) from surrogate temporal modes \( s_i^\dagger \) with max degree \( J = 1 \) and \( J = 2 \).

Figure 15: The error between \( u \) and its exact POD reconstruction (Figure 15a) for discontinuous \( \beta \) and the error between the exact POD reconstruction and the approximate solution \( u^\dagger \) from surrogate models with \( J = 1 \) and \( J = 2 \) (Figures 15b and 15c) at each \( x \) and \( t \) in a logarithmic scale.

Note that the coefficients of \( p^{*, J, K}_l \), as a vector, is a minimizer of \( M_{f, K} \) and the coefficients of \( q_J \), as a vector, is a minimizer for \( M_{f, \infty} \).

**Lemma A.2.** If \( p^{*, J, K}_l \) is unique for all \( K \) and a fixed \( J \in \mathbb{N} \), the sequence of vectors \( \chi^{-1}(p^{*, J, K}_l) \) is bounded in \( \mathbb{R}^{J+1} \).

**Proof.** Let the \((k, j)\)-th entry of \( G^K \in \mathbb{R}^{(K+1)\times(J+1)} \) be \( \langle \varphi_j \circ x, \psi_k \rangle \). Let \( g^{K+1} \) be the \((K + 1)\)-th row of the matrix \( G^{K+1} \), i.e.

\[
G^{K+1} = \begin{bmatrix} G^K \\ g^{K+1} \end{bmatrix}.
\]
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Assume for some $K_0$ that $G^{K_0}$ is of full rank (i.e. a unique minimizer is assumed). Now,

$$w^\top (G^{K_0+1})^\top (G^{K_0+1}) w = w^\top (G^{K_0})^\top (G^{K_0}) w + w^\top (g^{K_0+1})^\top (g^{K_0+1}) w \geq w^\top (G^{K_0})^\top (G^{K_0}) w > 0$$

by the full rank assumption. Therefore, $(G^K)^\top (G^K)$ is positive definite for all $K \geq K_0$ and the eigenvalues are bounded away from zero for all $K \geq K_0$. For all $K \geq K_0$, let $w^K \in \mathbb{R}^{J+1}$ be such that $(G^K)^\top (G^K) w^K = (G^K)^\top b^K$ where $b^K = \langle \langle f \circ x, \psi_0 \rangle, \ldots, \langle f \circ x, \psi_K \rangle \rangle^\top$. Note, $w^K = \chi^{-1}(p^K)$. Therefore,

$$\|(G^K)^\top G^K w^K\|_2 = \|(G^K)^\top b^K\|_2$$

Here $\| \cdot \|_2$ refers to the vector 2-norm and the induced matrix norm and $\lambda_{\text{min}}(\cdot)$ refers to the minimum eigenvalue. From the definitions of $G^K$ and $b^K$, it is straightforward to see that $\|(G^K)^\top\|_2\|b^K\|_2$ is bounded for all $K$ by $\sqrt{\sum_{j=1}^J \|p_j \circ x\|_{L^2([a,b])}^2 \cdot \|f \circ x\|_{L^2([a,b])}}$ by orthogonality of the test functions $\{\psi_k\}$, which proves the claim.

**Lemma A.3.** If $f \in H^n(X)$, $x \in C^s([a,b])$, and $C_x : H^s(X) \to H^s([a,b])$ is bounded, then $M_{f,K}$ converges to $M_{f,\infty}$ uniformly as $K \to \infty$ over compact subsets of $\mathbb{R}^{J+1}$.

**Proof.** By Lemma 3.5

$$|M_{f,K}(\tilde{p}) - M_{f,\infty}(\tilde{p})| = \left| \|P_K(f \circ x - p)\|_{L^2([a,b])}^2 - \|f \circ x - p\|_{L^2([a,b])}^2 \right|$$

$$= \left| \|f \circ x - p \circ x - P_K(f \circ x - p \circ x)\|_{L^2([a,b])}^2 \right|$$

$$\leq \frac{\|f \circ x - p \circ x\|_{H^s([a,b])}^2 \cdot C}{K^{2s}}$$

for some constant $C$ independent of $f \circ x - p \circ x$ and $K$. In the above, $p = \chi(\tilde{p})$. Note that the regularity of $f \circ x - p \circ x$ is the same for all polynomials our assumption. As our functions act on a compact subset, this assures that $\|f \circ x - p \circ x\|_{H^s([a,b])} \cdot C$ is bounded. Therefore, $|M_{f,K}(\tilde{p}) - M_{f,\infty}(\tilde{p})|$ can be made arbitrarily small for any $\tilde{p}$ by choosing $K$ large enough.

**Proposition A.4.** Under the assumption that the maps $M_{f,K}$ and $M_{f,\infty}$ have unique minimizers, the maps $M_{f,K}$ and $M_{f,\infty}$ are strongly convex.

**Proof.** To prove that $M_{f,K}$ is a strongly convex map, we note that

$$M_{f,K}(\tilde{p}) = \left| P_K(f \circ x - p \circ x) \right|_{L^2}^2 = \|G^K \tilde{p} - b^K\|_2^2 \quad p = \chi^{-1}(\tilde{p})$$

Here it is clear that $2(G^K)^\top (G^K)$ is the Hessian for $M_{f,K}$. Assuming the uniqueness of minimizers, the proof of Lemma A.2 shows that $m_k = \lambda_{\text{min}}((G^K)^\top (G^K))$ is an increasing sequence bounded away from zero. This is enough to show strong convexity for all $M_{f,K}$ by using the matrix form of $M_{f,K}$ shown in Equation (A.1). With strong convexity of $M_{f,K}$ established for all $K$, the proof of strong convexity for $M_{f,\infty}$ is done by a limit argument.
Lemma A.5. If \( g : B \subset \mathbb{R}^{J+1} \to \mathbb{R} \) is strongly convex then there exists a constant \( C \) such that if \( x^* = \arg\min_{x \in B} g(x) \) and \( \varepsilon > 0 \) then \( |g(y) - g(x^*)| \leq \varepsilon \) implies \( \|y - x^*\|^2 \leq C\varepsilon \).

Proof. If \( g \) is a strongly convex function this is equivalent to
\[
g(y) \geq g(x) + \langle s_x, y - x \rangle + \frac{\mu}{2} \|y - x\|^2
\]
where \( s_x \) is a sub-differential at \( x \). As \( g \) is strongly convex, it has a unique minimizer, call it \( x^* \). At \( x = x^* \)
\[
g(y) - g(x^*) \geq \langle s_{x^*}, y - x^* \rangle + \frac{\mu}{2} \|y - x^*\|^2.
\]
As \( x^* \) is the minimum we have that 0 is a sub differential. Hence,
\[
g(y) - g(x^*) \geq \frac{\mu}{2} \|y - x^*\|^2
\]

Proposition A.6. Under the assumption of unique minimizers of \( M_{f,K} \) and \( M_{f,\infty} \), the coefficients of \( p_{J,K}^* \) converge to the coefficients of \( q_J \), i.e.
\[
\lim_{K \to \infty} \chi^{-1}(p_{J,K}^*) = \chi^{-1}(q_J).
\]

Proof. Let \( B \subset \mathbb{R}^{J+1} \) be a compact ball that contains \( \tilde{p}_{J,K} = \chi^{-1}(p_{J,K}^*) \) for all \( K \) and \( \tilde{q}_J = \chi^{-1}(q_J) \). Since \( M_{f,K} \) converges uniformly to \( M_{f,\infty} \) over compact sets, given an \( \varepsilon > 0 \) there exists a \( K_\varepsilon \) such that
\[
|M_{f,K} - M_{f,\infty}| < \varepsilon
\]
for all \( K \geq K_\varepsilon \) and \( \tilde{p} \in B \). By minimality, for all \( K \geq K_\varepsilon \) we have that
\[
M_{f,K}(\tilde{p}_{J,K}) \leq M_{f,K}(\tilde{q}_J) \leq M_{f,\infty}(\tilde{q}_J) + \varepsilon
\]
and
\[
M_{f,\infty}(\tilde{q}_J) \leq M_{f,\infty}(\tilde{p}_{J,K}) \leq M_{f,K}(\tilde{p}_{J,K}) + \varepsilon.
\]
By combining the above inequalities,
\[
|M_{f,\infty}(\tilde{q}_J) - M_{f,K}(\tilde{p}_{J,K})| \leq \varepsilon.
\]

By uniform convergence over \( B \), since \( \tilde{p}_{J,K} \in B \) we have
\[
|\tilde{p}_{J,K} - \tilde{q}_J| \leq \varepsilon
\]
for \( K \geq K_\varepsilon \). Combining Equations Eq. (A.2) and Eq. (A.3) gives us,
\[
|\tilde{p}_{J,K} - \tilde{q}_J| \leq 2\varepsilon.
\]
An application of Lemma A.5 gives us the result.
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Appendix B. A generalized reverse Sobolev inequality. In this appendix, we give a proof of a generalized reverse Sobolev inequality (Proposition B.1), valid for polynomials (either multi-variable or single variable) under composition with a mapping \( x(t) \in C^s([a, b]) \). The proof uses the approach taken in [2,3] towards proving the standard reverse Sobolev inequality (see Proposition B.2 for reference).

The statement we seek to prove is the following:

Proposition B.1 (Generalized reverse Sobolev inequality). Suppose \( x \in C^s([a, b]) \) and the rank assumption (assumption (iv) in Section 2.4) holds. If \( u \) is a \( J \)-th degree polynomial, then there exists a constant \( \tilde{C} \) such that

\[
\|u \circ x\|_{H^s([a, b])} \leq \tilde{C}J^{2s}\|u \circ x\|_{L^2([a, b])}.
\]

This is a generalized version from the standard reverse Sobolev inequality for polynomials:

Proposition B.2 (Polynomial reverse Sobolev inequality). Suppose \( u \in \mathbb{P}_J(\Omega) \), then there exists a constant \( C \) such that, for \( 0 \leq \nu \leq \mu \),

\[
\|u\|_{H^\nu(\Omega)} \leq C J^{2(\mu-\nu)}\|u\|_{H^\nu(\Omega)}.
\]

Proof. The proof can be found in [3, Lemma 2.4].

In [3], the standard reverse Sobolev inequality is proven by using some derived recurrence relations on the coefficients of a polynomial when expressed in a normalized Legendre polynomial basis. Using this specific polynomial basis, we get an inequality in terms of the coefficients which in turn is an inequality on the norms. Hence our proof rewrites Proposition B.2 back in terms of the coefficients (Lemma B.4). We then get bounds on the derivatives of a polynomial \( u \) composed with \( x \) using spectral bounds on an auxiliary matrix \( M_{\varphi,J,x} \) related to \( G \) and Lemma B.4. The full inequality is then proven by expanding via multi-variable Faà di Bruno formula (see [6]) and applying the assumption that \( x \in C^s([a, b]) \) which provides bounds on the derivatives.

To begin, we adopt the notation of [3] and state the relation between the expansion coefficients of a normalized Legendre series and the ones of its derivative.

Notation. The symbol \( \sum_{j=j_a}^{j_b} \) (with \( j_b \) possibly infinite) will denote the summation over all integers \( j \) such that \( j_a \leq j \leq j_b \) and \( j - j_a \) is even.

Lemma B.3. Let \( \varphi_j(y) = \lambda_j L_j \) the \( j \)-th normalized Legendre polynomial defined on \([-1, 1]\). Let \( u(y) = \sum_{j=0}^{\infty} \hat{u}_j \varphi_j(y) \) and \( \partial_y u(y) = \sum_{j=0}^{\infty} \hat{u}_j^{(1)} \varphi_j(y) \), then

\[
\hat{u}_j^{(1)} = 2\lambda_j \left( \sum_{p=j+1}^{\infty} \lambda_p \hat{u}_p \right).
\]

Proof. The result follows from the equations contained Section 2.3.2 in [2] for the standard Legendre polynomials, which is then extended to the case of normalized Legendre polynomials in Equation (2.21) found in [3].
Using Equation (B.3) in the multi-variable context allows for proving the following lemma. For the following lemma, we restate Proposition B.2 in different terms. While Proposition B.2 is written as an inequality of the polynomial norms, by orthonormality of the normalized Legendre polynomials, the proofs presented in [2, 3] can be interpreted as an inequality of the coefficients of a finite Legendre series (a polynomial) and the ones of its derivative. The lemma below is stated for multi-variable finite Legendre series with a multi-index indicated by a boldface letter. In the following, the notation $\hat{u}^{(q,i)}_j$ refers to the coefficients of the $q$-th partial derivative of $u$ in the $i$-th coordinate and $|j|_\infty$ refers to the max degree of a multi-index $j$.

**Lemma B.4.** Let $\varphi_j(y)$ be a tensor product of $\lambda_j L_j(y)$ with $\lambda_j = \sqrt{j_1 + \frac{1}{2}}$. Suppose that $u(y) = \sum_{|j|_\infty < J} \hat{u}_j \varphi_j(y)$ then

\[\|Du\|_{L^2}^2 \leq CJ^4 \|u\|_{L^2}^2,\]  

i.e.,

\[\sum_{|j|_\infty < J} \hat{u}^{(1,i)}_j \hat{u}^{(1,i)}_j \leq CJ^4 \sum_{|j|_\infty < J} \hat{u}_j \hat{u}_j.\]

Further,

\[\sum_{|j|_\infty < J} \hat{u}^{(q,i)}_j \hat{u}^{(q,i)}_j \leq CJ^4 \sum_{|j|_\infty < J} \hat{u}_j \hat{u}_j.\]

**Proof.** As stated in [3] the result relies on the coefficient relations in Equation (B.3) and follows the same structure as Lemma 2.1 in [3]. The general inequality (B.6) is a repeated application of (B.5).

To extend the result to the case where the polynomial $u$ is composed with $x$, we need the following definition.

**Definition B.5.** Let $\{\varphi_j(\cdot)\}_{|j|_\infty < J}$ be a basis of multi-variable normalized Legendre polynomials. Let $M_{\varphi,J,x}$ be the Gram matrix with entries given by

\[M_{\varphi,J,x}(j,\ell) = \langle \varphi_j(x(t)), \varphi_\ell(x(t)) \rangle_{L^2([a,b])},\]

where some ordering has been placed on the multi-indices.

By definition of the Gram matrix $M_{\varphi,J,x}$, we have that if $u = \sum_{|j|_\infty \leq J} \hat{u}_j \varphi_j(\cdot)$ and $v = \sum_{|j|_\infty \leq J} \hat{v}_j \varphi_j(\cdot)$, then

\[\langle u \circ x, v \circ x \rangle_{L^2([a,b])} = u^\top M_{\varphi,J,x} v,\]

where $u$ is a vector of coefficients $\hat{u}_j$ and likewise for $v$. In the following, we use the notation $C_x \partial^q u := (\partial^q u) \circ x$ to avoid confusion with $\partial^q_i (u \circ x)$. 
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Lemma B.6. Suppose that $M_{\varphi,J,x}$ is a positive definite matrix. If $u(y) = \sum |j|_\infty < J \hat{u}_j \varphi_j(y)$ and $\partial^q_i u(y) = \sum |j|_\infty < J \hat{u}^{(q,i)}_j \varphi_j(y)$, then

\[(B.9) \quad \|C_x \partial^q_i u\|_{L^2([a,b])} \leq \frac{\lambda_{\max}}{\lambda_{\min}} C J^{2q} \|C_x u\|_{L^2([a,b])},\]

where $\lambda_{\max}$ and $\lambda_{\min}$ are the maximum and minimum eigenvalues of $M_{\varphi,J,x}$.

Proof. Let $u$ and $u^{(q,i)}$ be vectors with entries given by $\hat{u}_j$ and $\hat{u}^{(q,i)}_j$ respectively. By an application of Lemma B.4

\[(B.10) \quad \|C_x \partial^q_i u\|_{L^2([a,b])} = u^\top M_{\varphi,J,x} u^{(q,i)} \leq \lambda_{\max} u^\top u \leq \lambda_{\max} C J^{4q} u^\top u.\]

At the same time,

\[(B.11) \quad \|C_x u\|_{L^2([a,b])} \geq \lambda_{\min} u^\top u.\]

Combining the above inequalities gives the intended result.

We now show that under the rank assumption (Section 2.4) we have that $M_{\varphi,J,x}$ is automatically positive definite.

Proposition B.7. Under the rank assumption, $M_{\varphi,J,x}$ is positive definite.

Proof. Suppose $M_{\varphi,J,x}$ is not positive definite. There exists a nonzero vector $v$ such that $v^\top M_{\varphi,J,x} v = 0$. Hence, $\|\nu \circ x\|_{L^2([a,b])} = 0$ for $\nu(y) = \sum_j \hat{v}_j \varphi_j(y)$, where $\hat{v}_j$ are the entries of $v$ and thus $v$ is a nonzero polynomial. Therefore, the existence of $\nu$ shows that the null space of $G$ is non-empty and thus $G$ cannot be full column rank which contradicts to the rank assumption.

With the above in place, we can now prove the main result of this section. We first make a small remark on the strategy of the remaining part of our proof.

Remark B.8. To get an idea of our proof strategy, consider the single variable version. We rewrite the derivative in terms of the composition operator.

\[(B.12) \quad \frac{d}{dt} (u \circ x(t)) = C_x \left( \frac{d}{dy} u(y) \right) \dot{x}(t).\]

If we further differentiate we have

\[(B.13) \quad \frac{d^2}{dt^2} (u \circ x(t)) = C_x \left( \frac{d}{dy} u(y) \right) \ddot{x}(t) + C_x \left( \frac{d^2}{dy^2} u(y) \right) (\dot{x}(t))^2.\]

The generalization of the above is given by the multi-variable Faà di Bruno formula. In the proof of Proposition B.1, we bound the terms of the form $C_x \partial^q_i u$ by applying Lemma B.6, and the derivatives of $x(t)$ are readily bounded from the regularity assumption of $x(t)$.

Proof of Proposition B.1. By applying the multi-variable Faà di Bruno formula, we express $\frac{d^q}{d\tau^q} u(x)$ in terms of the sums and products of $C_x \partial^q_i u$, $q \leq s$, and the time derivatives
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of $x(t)$. Since each $x_i \in C^s([a, b])$, the time derivatives of $x_i$ are bounded over the compact interval. We apply both the bound in Lemma B.6 and the $L^\infty$ bound on the time derivatives of $x_i(t)$ for each $i$ to achieve the desired result when $s$ is an integer. This result can then be extended to the non-integer derivative case via standard interpolation arguments.
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