RANDOM ATTRACTORS FOR DEGENERATE STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS
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Abstract. We prove the existence of random attractors for a large class of degenerate stochastic partial differential equations (SPDE) perturbed by joint additive Wiener noise and real, linear multiplicative Brownian noise, assuming only the standard assumptions of the variational approach to SPDE with compact embeddings in the associated Gelfand triple. This allows spatially much rougher noise than in known results. The approach is based on a construction of strictly stationary solutions to related strongly monotone SPDE. Applications include stochastic generalized porous media equations, stochastic generalized p-Laplace equations and stochastic reaction diffusion equations. For perturbed, degenerate p-Laplace equations we prove that the deterministic, infinite-dimensional attractor collapses to a single random point if enough noise is added. (The final publication is available at link.springer.com).

0. Introduction

We study the long time behavior of solutions to SPDE of the form

\begin{equation}
    dX_t = A(t, X_t)dt + dW_t + \mu X_t \circ d\beta_t,
\end{equation}

with drift $A$ satisfying a superlinear/degenerate coercivity property (cf. (A3) below) and $\mu \in \mathbb{R}$. Here, $\circ$ is the Stratonovich stochastic integral. Our analysis will be based on a variational formulation of (0.0) with respect to a Gelfand triple $V \subseteq H \subseteq V^\ast$. We extend known results on the existence of random attractors for quasilinear SPDE by allowing spatially much rougher noise, which in applications corresponds to assuming less spatial correlations. More precisely, we only require the Wiener process $W$ to take values in $H$ which is the natural choice of noise as far as trace-class noise is considered. This generalizes the results given in [6, 30]. In addition, we treat joint additive and real, linear multiplicative noise, which causes difficulties in establishing asymptotic a priori bounds (i.e. proving bounded absorption). The key point is to realize that starting from probabilistic (variational) solutions it is possible to construct \emph{\omega-wise} strictly stationary solutions (cf. Definition 1.11 below).

Probabilistic methods to analyze the long-time behavior of (0.0) in terms of the ergodicity of the corresponding Markovian semigroup often require non-degeneracy
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conditions for the noise. On the other hand, so far the construction of stochastic flows for quasilinear SPDE required spatial smoothness of the noise, thus excluding non-degenerate noise in many cases. Our construction remedies this obstacle and hence allows to combine ergodicity results with the essentially pathwise methods from the theory of random dynamical systems (RDS). We emphasize this point by proving that the $\infty$-dimensional attractor of perturbed, degenerate, deterministic $p$-Laplace equations collapses to a single random point if non-degenerate additive noise is included. While such a regularizing effect of additive noise in terms of reduction of the (fractal) dimension of the attractor is well-known for several systems with corresponding finite-dimensional deterministic attractor (cf. e.g. [7,16,35] and Section 2.4 below), the regularizing effect observed in this paper is stronger in the sense that an $\infty$-dimensional deterministic attractor is shown to reduce to a zero-dimensional random attractor.

The generation of RDS associated to SPDE is usually proven by transforming the SPDE into a random PDE. In case of SPDE driven by additive noise the transformation is based on subtracting the noise, which requires the noise to take values in the domain of the drift. However, for semilinear equations

$$dX_t = (AX_t + F(X_t))\,dt + dW_t,$$

it is well known that in the construction of an associated RDS the noise $W$ may be allowed to be an $\mathcal{H}$-valued process by instead subtracting the stationary Ornstein-Uhlenbeck process corresponding to the linear SPDE

$$dX_t = AX_t\,dt + dW_t.$$  

We generalize this method to quasilinear SPDE by constructing strictly stationary solutions to nonlinear SPDE of the form

$$dX_t = M(X_t)\,dt + dW_t,$$

where $M : V \to V^*$ is a strongly monotone operator. This enables us to use the regularizing property with respect to the noise that is built into the variational approach to SPDE. More precisely, for noise $W$ taking values in $H$ the strictly stationary solution takes values in the domain of $\mathcal{A}$, i.e. in $\mathcal{D}(\mathcal{A}) = V \subseteq H$ almost surely.

The standard transformation of (1.1) into a random PDE proceeds by first canceling the multiplicative noise, by setting $X^{(1)}(t,s;\omega) := e^{-\mu(t,\omega)}X(t,s;\omega)x$ and then by subtracting the resulting additive noise $X^{(2)}(t,s;\omega)x := X^{(1)}(t,s;\omega)x - \int_s^t e^{-\mu(t,\omega)r}\,dW_r(\omega)$. Thus, we have used the transformation $\tilde{T}(t,s;\omega)x := e^{-\mu(t,\omega)}x - \int_s^t e^{-\mu(t,\omega)r}\,dW_r(\omega)$ and $X^{(2)}$ solves an $\omega$-wise random PDE which can be used to deduce $\omega$-wise asymptotic a priori bounds needed to prove the existence of a random attractor. However, due to the $s$-dependence of the transformation mapping, asymptotic bounds for $X^{(2)}$ (for $s$ small enough) do not imply analogous bounds for $X$ since $\tilde{T}^{-1}(t,s;\omega)x$ is not necessarily uniformly bounded for all $s$ small enough. Instead of subtracting the integral $\int_s^t e^{-\mu(t,\omega)r}\,dW_r$ itself, it is therefor crucial for the analysis of the long-time behavior of (1.1) to base the transformation on a (nonlinear) strictly stationary solution $u : \mathbb{R} \times \Omega \to H$ corresponding to

$$u_t = u_s + \int_s^t M(u_r)\,dr + \int_s^t e^{-\mu r}\,dW_r, \quad \mathbb{P}\text{-a.s. } \forall s \leq t,$$

where $z_t$ is the stationary Ornstein-Uhlenbeck process for $dz_t = -z_t\,dt + d\beta_t$. The corresponding transformation $T(t;\omega)x := e^{-\mu t(\omega)}x - u_t(\omega)$ does not depend on the initial time $s$ anymore. In order to deduce asymptotic bounds we require bounds on the growth of $u_s$ as $s \to -\infty$. Such bounds may be derived from Birkhoff’s ergodic theorem as soon as we have proven $u_t$ to be strictly stationary (i.e. $u_t(\omega) = u_0(\theta_t\omega)$).
Again, this technique is applicable only for the stationary solution $u$, not for the integral $\int_0^t e^{-\mu \xi} \circ d W_t$ itself.

The usual approach to prove the existence of random attractors consists of two steps. First, the existence of a bounded attracting set is proven which corresponds to a uniform bound on the $H$-norm of the flow. In the second step this is used to prove the existence of a compact attracting set using bounds on some stronger norm $\| \cdot \|_S$ such that $S \hookrightarrow H$ is compact. The control of the stronger norm $\| \cdot \|_S$ requires the noise to be sufficiently smooth. In case of stochastic porous media equations (SPME) this essentially leads to the assumption of $\Delta W$ taking values in $V = L^p(O)$ \cite{30} or less restrictive $\nabla W$ taking values in $V = L^p(O)$ \cite{46}, while for stochastic reaction diffusion equations (SRDE) \cite{21} requires $W \in H^2(O) \cap H^1_0(O)$. For more details we refer to Section 3. Adapting a method from \cite{9} we prove compactness of the stochastic flow based only on the standard coercivity assumption of the variational approach to SPDE and on the compactness of the associated Gelfand triple $V \subseteq H \subseteq V^*$. Control of a stronger $\| \cdot \|_S$-norm thus becomes obsolete and we can allow rougher noise taking values in $H$.

In addition, we can drop the approximative coercivity property of the drift \cite{30} (H5)], which allows to treat generalized porous media equations and generalized $p$-Laplace equations. In particular, the framework of [3] is fully covered. For more details on SPME we refer to [3–5, 23–25, 33, 44, 45] and the references therein.

The long-time behavior of SPDE of the form (1.0) with degenerate drift fundamentally differs from the case of singular drifts (as e.g. stochastic fast diffusion equations). The case of singular SPDE has been treated in \cite{27}. These differences can already be observed in the deterministic case in which the solutions to the porous medium equation decay polynomially (cf. \cite{2}), while the fast diffusion equation exhibits finite time extinction (cf. \cite{48} and references therein). For further deterministic results on the existence of attractors for degenerate PDE we refer to \cite{9, 11, 13, 14, 18, 20, 21, 49} and the references therein.

In Section 1 we will recall the basic notions and results concerning stochastic flows, RDS and random attractors. In Section 2 we will provide our precise framework and state the main results. Applications to various SPDE are given in Section 3 and proofs of the results are provided in Section 4.

1. Stochastic Flows and RDS

We recall the framework of stochastic flows, RDS and random attractors. For more details we refer to \cite{11, 20, 21, 46}. Let $(H, d)$ be a complete separable metric space and $(\Omega, \mathcal{F}, \mathbb{P}, \{\theta_t\}_{t \in \mathbb{R}})$ be a metric dynamical system, i.e. $(t, \omega) \mapsto \theta_t(\omega)$ is $(B(\Omega) \otimes \mathcal{F}, \mathbb{P})$-measurable, $\theta_0 = \text{id}$, $\theta_{t+s} = \theta_t \circ \theta_s$ and $\theta_t$ is $\mathbb{P}$-preserving for all $s, t \in \mathbb{R}$.

**Definition 1.1.** A family of maps $S(t, s; \omega) : H \to H$, $s \leq t$ is said to be a stochastic flow, if for all $\omega \in \Omega$

(i) $S(s, s; \omega) = \text{id}_H$, for all $s \in \mathbb{R}$.

(ii) $S(t, s; \omega)x = S(t, r; \omega)S(r, s; \omega)x$, for all $t \geq r \geq s$, $x \in H$.

A stochastic flow $S(t, s; \omega)$ is called

(iii) continuous if $x \mapsto S(t, s; \omega)x$ is continuous for all $s \leq t$, $\omega \in \Omega$.

(iv) measurable if $\omega \mapsto S(t, s; \omega)x$ is measurable for all $t \geq s$, $x \in H$.

(v) a cocycle with respect to $\theta_t$ if $S(t, s; \omega)x = S(t - s, 0; \theta_s \omega)x$ for all $x \in H$, $t \geq s$, $\omega \in \Omega$.

The concept of RDS is closely related to cocycle stochastic flows. Let $\varphi$ be an RDS, i.e. $\varphi : \mathbb{R}_+ \times \Omega \times H \to H$ measurable, $\varphi(0, \omega) = \text{id}_H$ and

$$\varphi(t + s, \omega) = \varphi(t, \theta_s \omega) \circ \varphi(s, \omega), \quad \forall s, t \geq 0, \quad \omega \in \Omega.$$
Then \( S(t, s; \omega) := \varphi(t - s, \theta_t \omega) \) is a measurable cocycle stochastic flow. Conversely, let \( S(t, s; \omega) \) be a cocycle stochastic flow and \((t, \omega, x) \mapsto S(t, 0; \omega) x \) be measurable. Then \( \varphi(t, \omega) := S(t, 0; \omega) \) defines an RDS.

**Definition 1.2.** A function \( f : \mathbb{R} \to \mathbb{R}_+ \) is said to be

i. tempered if \( \lim_{r \to -\infty} f(r)e^{\eta r} = 0 \) for all \( \eta > 0 \).

ii. exponentially integrable if \( f \in L^1_{loc}(\mathbb{R}; \mathbb{R}_+) \) and \( \int_{-\infty}^{t} f(r)e^{\eta r}dr < \infty \) for all \( t \in \mathbb{R}, \eta > 0 \).

We note that the product of two tempered functions is tempered and the product of an exponentially integrable function is exponentially integrable if it is locally integrable. For two subsets \( A, B \subseteq \Omega \) we define

\[
d(A, B) := \begin{cases} 
\sup \inf d(a, b), & \text{if } A \neq \emptyset \\
\infty, & \text{otherwise.}
\end{cases}
\]

In the following let \( S(t, s; \omega) \) be a stochastic flow.

**Definition 1.3.** A family \( \{D(t, \omega)\}_{t \in \mathbb{R}, \omega \in \Omega} \) of subsets of \( \Omega \) is said to be

i. a random closed set if it is \( \mathbb{P}\text{-a.s. closed and } \omega \mapsto d(x, D(t, \omega)) \) is measurable for each \( x \in \mathbb{H}, t \in \mathbb{R} \). In this case we also call \( D \) measurable.

ii. right lower-semicontinuous if for each \( t \in \mathbb{R}, \omega \in \Omega \), \( y \in D(t, \omega) \) and \( t_n \downarrow t \) there is a sequence \( y_n \in D(t_n, \omega) \) such that \( y_n \to y \) or equivalently \( d(y, D(t_n, \omega)) \to 0 \).

iii. tempered if \( \omega \mapsto \|D(t, \omega)\|_H \) is a tempered function for all \( \omega \in \Omega \) (assuming \( H \) to be a normed space).

iv. strictly stationary if \( D(t, \omega) = D(0, \theta_t \omega) \) for all \( \omega \in \Omega, t \in \mathbb{R} \).

From now on let \( \mathcal{D} \) be a system of families \( \{D(t, \omega)\}_{t \in \mathbb{R}, \omega \in \Omega} \) of subsets of \( \mathbb{H} \).

**Definition 1.4.** A family \( \{K(t, \omega)\}_{t \in \mathbb{R}, \omega \in \Omega} \) of subsets of \( \mathbb{H} \) is said to be

i. \( \mathcal{D}\text{-absorbing, if there exists an absorption time } s_0 = s_0(\omega, D, t) \) such that

\[
S(t, s; \omega)D(s, \omega) \subseteq K(t, \omega), \quad \forall s \leq s_0,
\]

ii. \( \mathcal{D}\text{-attracting, if}

\[
d(S(t, s; \omega)D(s, \omega), K(t, \omega)) \to 0, \quad s \to -\infty
\]

for all \( D \in \mathcal{D}, t \in \mathbb{R} \) and \( \omega \in \Omega_0 \), where \( \Omega_0 \subseteq \Omega \) is a subset of full \( \mathbb{P}\text{-measure.} \)

**Definition 1.5.** A stochastic flow \( S(t, s; \omega) \) is called

i. \( \mathcal{D}\text{-asymptotically compact if there is a } \mathcal{D}\text{-attracting family } \{K(t, \omega)\}_{t \in \mathbb{R}, \omega \in \Omega} \) of compact subsets of \( \mathbb{H} \),

ii. compact if for all \( t > s, \omega \in \Omega \) and \( B \subseteq \mathbb{H} \) bounded, \( S(t, s; \omega)B \) is precompact in \( \mathbb{H} \).

We define the \( \Omega \)-limit set by

\[
\Omega(D, t; \omega) := \bigcap_{r < t} \bigcup_{\tau < r} S(t, \tau; \omega)D(\tau, \omega)
\]

and observe

\[
\Omega(D, t; \omega) = \{x \in \mathbb{H} | \exists s_n \to -\infty, x_n \in D(s_n, \omega) \text{ such that } S(t, s_n; \omega)x_n \to x \}.
\]

**Definition 1.6.** Let \( S(t, s; \omega) \) be a stochastic flow. A family of subsets \( \{A(t, \omega)\}_{t \in \mathbb{R}, \omega \in \Omega} \) of \( \mathbb{H} \) is called a \( \mathcal{D}\text{-random attractor for } S(t, s; \omega) \) if it satisfies \( \mathbb{P}\text{-a.s.}

i. \( A(t, \omega) \) is nonempty and compact for each \( t \in \mathbb{R} \).

ii. \( A \) is \( \mathcal{D}\text{-attracting.} \)
iii. $A(t, \omega)$ is invariant under $S(t, s; \omega)$, i.e. for each $s \leq t$

$S(t, s; \omega)A(s, \omega) = A(t, \omega)$.

In the above definition we do not require the random attractor to be strictly stationary, since we are also interested in the long-time behavior of stochastic flows that do not necessarily satisfy the cocycle property. We will observe below that the proof of existence of a random attractor for such time-inhomogeneous systems is very similar to the cocycle case. On the other hand, there are significant differences between random attractors in the sense of Definition 1.6 and strictly stationary random attractors. In particular, random attractors in the sense of Definition 1.6 are not necessarily unique even if

$\{ C \subseteq H | C \text{ compact} \} \subseteq D,$

in contrast to strictly stationary random attractors (cf. [15]). Similarly, the random attractors considered here are not necessarily connected even if the state space $H$ is.

The following theorem providing sufficient conditions for the existence of random attractors can be found in [24]. Let $o \in H$ be an arbitrary point in $H$.

**Theorem 1.7 (Existence of Random Attractors).** Let $S(t, s; \omega)$ be a continuous, $D$-asymptotically compact stochastic flow and let $K$ be the corresponding $D$-attracting family of compact subsets of $H$. Then

$$A(t, \omega) := \begin{cases} \bigcup_{D \in D} \Omega(D, t; \omega) & \text{if } \omega \in \Omega_0 \\ \{o\} & \text{otherwise} \end{cases}$$

defines a random $D$-attractor for $S(t, s; \omega)$ and $A(t, \omega) \subseteq K(t, \omega) \cap \Omega(K, t; \omega)$ for all $\omega \in \Omega_0$ (where $\Omega_0$ is as in Definition 1.6).

Let now $s \mapsto S(t, s; \omega)x$ be right-continuous locally uniformly in $x$ and $S(t, s; \omega)$ be measurable. Further assume that there is a countable family $D_0 \subseteq D$ consisting of right lower-semicontinuous random closed sets such that for each $D \in D$, $\omega \in \Omega$ there is a $D_0 \in D_0$ satisfying $D(t, \omega) \subseteq D_0(t, \omega)$ for all $t \in \mathbb{R}$ small enough. Then $A$ is a random closed set.

If in addition $S(t, s; \omega)$ is a cocycle and $D_0$ consists of strictly stationary sets, then $A$ is strictly stationary.

We now recall the notion of (stationary) conjugation mappings and conjugated stochastic flows (cf. [31, 32]).

**Definition 1.8.** Let $(H, d), (\tilde{H}, \tilde{d})$ be two metric spaces.

i. A family of homeomorphisms $\mathcal{T} = \{ T(t, \omega) : H \to \tilde{H} \}_{t \in \mathbb{R}, \omega \in \Omega}$ such that the maps $\omega \mapsto T(t, \omega)x, T^{-1}(t, \omega)y$ are measurable for all $t \in \mathbb{R}, x \in H, y \in \tilde{H}$, is called a conjugation mapping. $\mathcal{T}$ is called stationary if $T(t, \omega) = T(0, \theta_t \omega)$ for all $t \in \mathbb{R}, \omega \in \Omega$. In this case we set $T(\omega) := T(0, \omega)$.

ii. Let $Z(t, s; \omega), S(t, s; \omega)$ be stochastic flows. $Z(t, s; \omega)$ and $S(t, s; \omega)$ are said to be (stationary) conjugated, if there is a (stationary) conjugation mapping $\mathcal{T}$ such that

$S(t, s; \omega) = T(t, \omega) \circ Z(t, s; \omega) \circ T^{-1}(s, \omega)$.

An easy calculation shows that stationary conjugation mappings preserve the stochastic flow and cocycle property:

**Proposition 1.9.** Let $\mathcal{T}$ be a conjugation mapping and $Z(t, s; \omega)$ be a (measurable and continuous) stochastic flow. Then

$S(t, s; \omega) := T(t, \omega) \circ Z(t, s; \omega) \circ T^{-1}(s, \omega)$.
defines a conjugated (measurable and continuous) stochastic flow. If $T$ is stationary and $Z(t,s;\omega)$ is a cocycle then $S(t,s;\omega)$ is a cocycle.

Next, we note that the existence of a random attractor is preserved under conjugation. The proof of compactness, invariance and attraction for the conjugated attractor is immediate. Its measurability follows from the measurable selection Theorem [12, Theorem III.9].

**Theorem 1.10.** Let $S(t,s;\omega), Z(t,s;\omega)$ be stochastic flows conjugated by a conjugation mapping $T$ consisting of uniformly continuous mappings $T(t,\omega) : H \to H$. Assume that there is a $\tilde{D}$-attractor $\tilde{A}$ for $Z(t,s;\omega)$ and let

$$D := \{\{T(t,\omega)\tilde{D}(t,\omega)\}_{t \in \mathbb{R}, \omega \in \Omega} | \tilde{D} \in \tilde{D}\}.$$  

Then $\tilde{A}(t,\omega) := T(t,\omega)\tilde{A}(t,\omega)$ is a random $D$-attractor for $S(t,s;\omega)$. If $\tilde{A}$ is measurable then so is $A$.

We will require the following strong notion of stationarity:

**Definition 1.11.** A map $X : \mathbb{R} \times \Omega \to H$ is said to satisfy (crude) strict stationarity, if

$$X(t,\omega) = X(0, \theta_t\omega),$$

for all $\omega \in \Omega$ and $t \in \mathbb{R}$ (for all $t \in \mathbb{R}$, $\mathbb{P}$-a.s., where the zero-set may depend on $t$ resp.).

Since $\mathbb{P}$ is $\theta$-invariant, crude strict stationarity implies stationarity of the law. Constructions of stationary conjugation mappings are based on strictly stationary processes. Since most constructions in stochastic analysis, like stochastic integrals and solutions to stochastic differential equations are based on limits in $L^2(\Omega)$ or limits in probability, usually only crude strict stationarity is satisfied. The step from stochastic analysis to RDS thus requires the selection of indistinguishable strictly stationary versions. The following Proposition is an easy adaptation of [37, Proposition 2.8].

**Proposition 1.12.** Let $V \subseteq H$ and $X : \mathbb{R} \times \Omega \to H$ be a process satisfying crude strict stationarity. Assume that $X \in C(\mathbb{R}; H) \cap L^\alpha_{loc}(\mathbb{R}; V)$ for some $\alpha \geq 1$, $\mathbb{P}$-almost surely. Then there exists a process $\tilde{X} : \mathbb{R} \times \Omega \to H$ such that

i. $\tilde{X}(\omega) \in C(\mathbb{R}; H) \cap L^\alpha_{loc}(\mathbb{R}; V)$ for all $\omega \in \Omega$.

ii. $X$, $\tilde{X}$ are indistinguishable, i.e.

$$\mathbb{P}[X_t \neq \tilde{X}_t, \text{ for some } t \in \mathbb{R}] = 0,$$

with a $\theta$-invariant exceptional set.

iii. $\tilde{X}$ is strictly stationary.

### 2. Setup and Main Results

As mentioned in the introduction we will consider SPDE of the form

$$dX_t = A(t, X_t)dt + dW_t + \mu X_t \circ d\beta_t,$$

where $\mu \in \mathbb{R}$, $W : \mathbb{R} \times \Omega \to H$ is a trace class two-sided Wiener process in $H$ with covariance $Q$ and $\beta : \mathbb{R} \times \Omega \to \mathbb{R}$ is an independent two-sided real valued Brownian motion. The drift operator $A$ will be specified below. Note that $A$ may depend on a random parameter $\omega \in \Omega$ which for simplicity we suppressed in the notation of (2.1).

In this section we will state the main results and their assumptions, while the proofs are postponed to Section 4.
Let $H$ be a separable Hilbert space and $V$ be a reflexive Banach space continuously and densely embedded in $H$. This yields the Gelfand triple

$$V \subseteq H \subseteq V^*.$$  

In particular, there is a constant $\lambda > 0$ such that $\|v\|_V^2 \leq \lambda \|v\|_H^2$.

We assume $(W, \beta)$ to be given by their canonical realization on $\Omega := C(\mathbb{R}; H \times \mathbb{R})$ with the canonical filtration $\{F_t\}_{t \in \mathbb{R}}$ and Wiener shifts $\{\theta_t\}_{t \in \mathbb{R}}$. Let $\mathbb{P}$ be the law of $(W, \beta)$ on $H \times \mathbb{R}$. Then $(\Omega, \mathcal{F}, \{F_t\}_{t \in \mathbb{R}}, \{\theta_t\}_{t \in \mathbb{R}}, \mathbb{P})$ is an ergodic metric dynamical system. We denote the completion of $(\Omega, \mathcal{F}, \{F_t\}_{t \in \mathbb{R}}, \mathbb{P})$ by $(\Omega, \tilde{\mathcal{F}}, \{\tilde{F}_t\}_{t \in \mathbb{R}}, \mathbb{P})$.

Assume that

$$A : \mathbb{R} \times V \times \Omega \to V^*,$$

is such that $A(t, \cdot; \omega) : \mathbb{R} \times V \to V^*$ is $(\mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(V), \mathcal{B}(V^*))$-measurable for each $\omega \in \Omega$. We extend $A$ by 0 to $\mathbb{R} \times H \times \Omega$. Further, we assume that there are pathwise right-continuous mappings $C : \mathbb{R} \times \Omega \to \mathbb{R}$, $c : \mathbb{R} \times \Omega \to \mathbb{R}_+ \setminus \{0\}$, a function $f : \mathbb{R} \times \Omega \to \mathbb{R}$ with $f(\cdot, \omega) \in L^1_{loc}(\mathbb{R})$ and a constant $\alpha \geq 2$ such that

(A1) (Hemicontinuity) The map

$$s \mapsto v \cdot (A(t, v_1 + sv_2; \omega), v)_V$$

is continuous on $\mathbb{R}$,

(A2) (Monotonicity)

$$2v \cdot (A(t, v_1; \omega) - A(t, v_2; \omega), v_1 - v_2)_V \leq C(t, \omega) \|v_1 - v_2\|_H^2,$$

(A3) (Coercivity)

$$2v \cdot (A(t, v; \omega), v)_V \leq C(t, \omega) \|v\|_H^2 - c(t, \omega) \|v\|_V^p + f(t, \omega),$$

(A4) (Growth)

$$\|A(t, v; \omega)\|_V^{-p} \leq C(t, \omega) \|v\|_V^p + f(t, \omega),$$

for all $v, v_1, v_2 \in V$, $t \in \mathbb{R}$ and $\omega \in \Omega$.

**Remark 2.1.** The usual assumptions from the variational approach to SPDE (cf. Appendix A) are slightly more restrictive than (A1)-(A4). If we require in addition that $A$ is $F_t$-progressively measurable, $c, C$ are non-random, $f$ is $F_t$-adapted and $f \in L^1_{loc}(\mathbb{R}; L^1(\Omega))$ then Theorem 4.2.4 implies the existence of a unique, $F_t$-adapted solution in the sense of Definition A.1 to (2.1). Note that for us it will be crucial to work with the non-completed filtration $\tilde{F}_t$.

Throughout this paper we will work with the convention that $C, \tilde{C} : \mathbb{R} \times \Omega \to \mathbb{R}$, $c, \tilde{c} : \mathbb{R} \times \Omega \to \mathbb{R} \setminus \{0\}$ are generic pathwise right-continuous functions and $f, \tilde{f}$ are generic functions pathwise in $L^1_{loc}(\mathbb{R})$, each of which is allowed to change from line to line.

2.1. **Strictly stationary solutions.** As outlined in the introduction, the construction of strictly stationary solutions is a key ingredient for the construction of stochastic flows for $H$-valued noise and for the analysis of their long-time behavior. In this section we will consider strictly monotone SPDE of the form

$$dX_t = M(t, X_t)dt + B_t dW_t,$$

where $M : \mathbb{R} \times V \times \Omega \to V^*$ and $B : \mathbb{R} \times \Omega \to L_2(\mathbb{U}, H)$ satisfy (H1)-(H4) (cf. Appendix A) with respect to $(\Omega, \mathcal{F}, \{F_t\}_{t \in \mathbb{R}})$ and $M$ is strongly monotone, i.e. there exists a $c > 0$ such that

(H2') (Strong Monotonicity)

$$2v \cdot (M(t, v_1; \omega) - M(t, v_2; \omega), v_1 - v_2)_V \leq -c \|v_1 - v_2\|_V^2,$$

for all $v_1, v_2 \in V, t \in \mathbb{R}, \omega \in \Omega$, where $\alpha$ is as in (H3) (Appendix A).
Let $X(t,s;\omega)x$ denote the unique solution to (2.2) starting at time $s$ in $x \in H$, given by Theorem A.2.

**Theorem 2.2.** [Strictly stationary solutions]

Let $M, B$ be as above. If $\alpha = 2$ additionally assume that $t \mapsto E f_\xi$ is exponentially integrable. Then

i. There exists an $\mathcal{F}_t$-adapted, $\mathcal{F}$-measurable process $u \in L^2(\Omega; C(\mathbb{R}; H)) \cap L^\alpha(\Omega; L^\infty_p(\mathbb{R}; V))$ such that

$$
\lim_{s \to -\infty} X(t,s;\cdot)x = u_t,
$$

in $L^2(\Omega; H)$ for all $t \in \mathbb{R}$, $x \in H$.

ii. $u$ solves (2.2) in the following sense:

$$
(2.3) \quad u_t = u_s + \int_s^t M(r,u_r)dr + \int_s^t B_r dW_r, \text{ $\mathbb{P}$-a.s., } \forall t \geq s.
$$

iii. If $M, B$ are strictly stationary, then $u$ can be chosen to be strictly stationary with continuous paths in $H$ and satisfying $u(\omega) \in L^\infty_p(\mathbb{R}; V)$, for all $\omega \in \Omega$.

If moreover, $t \mapsto E f_\xi$ is exponentially integrable, then $t \mapsto \|u_t(\omega)\|_V^\alpha$ is $\mathbb{P}$-a.s. exponentially integrable: For each $\eta > 0$, $t \in \mathbb{R}$ there is a $C(\eta) > 0$ such that

$$
(2.4) \quad \mathbb{E} \int_{-\infty}^t e^{\eta r} \|u_r\|_V^\alpha dr \leq C(\eta) \int_{-\infty}^t e^{\eta r} (1 + E f_\xi) dr.
$$

For a related result for semilinear SPDE we refer to [8]. In order to analyze the random differential equations obtained by stationary transformations based on the stationary solutions constructed above, we will need some growth properties for them.

**Theorem 2.3.** Let the assumptions of Theorem 2.2 be satisfied with $M, B$ being strictly stationary, $k \in \mathbb{N}$ and $t \mapsto E f_\xi$ càdlàg. If $\alpha = 2$ additionally assume $t \mapsto E f_\xi^k$ to be exponentially integrable. Then

i. There exists a $\theta$-invariant set $\Omega_0 \subseteq \Omega$ of full $\mathbb{P}$-measure such that for $\omega \in \Omega_0$

$$
(2.5) \quad \frac{1}{t} \int_0^t \|u_r(\omega)\|_H^k dr \to E \|u_0\|_H^k, \quad t \to \pm \infty.
$$

ii. $\|u_t(\omega)\|_H^k$ grows sublinearly, i.e.

$$
\lim_{t \to \pm \infty} \frac{\|u_t(\omega)\|_H^k}{|t|} = 0.
$$

2.2. Generation of stochastic flows. We now return to the analysis of (2.1) with $A$ satisfying (A1)–(A4).

**Definition 2.4.** A continuous, $H$-valued, $\mathcal{F}_t$-adapted process $\{S(t,s;\omega)x\}_{t \in [s,\infty)}$ is a solution to (2.1) if for a.a. $\omega \in \Omega$: $S(\cdot, s;\omega)x \in L^p_\infty([s,\infty); V)$ and

$$
S(t,s;\omega)x = x + \int_s^t A(r, S(r,s;\omega)x; \omega)dr + \int_s^t \mu S(r,s;\omega)x \mathcal{d}\beta_r(\omega) + W_t(\omega) - W_s(\omega),
$$

for all $t \geq s$, where $\alpha$ is as in (A3).

In order to transform (2.1) into a random PDE using strictly stationary solutions we need to require

(V) There is an operator $M : V \to V^*$ satisfying (H1)–(H4), (H2') with the same coercivity exponent $\alpha$ as for $A$ in (A3).
This is an assumption on the underlying Gelfand triple \( V \subseteq H \subseteq V^* \) rather than on the actual SPDE. If \( V \) is a Hilbert space and \( \alpha = 2 \) (as e.g. for SRDE with sublinear reaction term) then \( M \) can be chosen to be the Riesz map \( iv : V \rightarrow V^* \). For many degenerate SPDE like stochastic generalized porous media equations and stochastic generalized degenerated \( p \)-Laplace equations such an operator \( M \) can also be easily found. For example, for the triple \( V = L^2(\Omega) \subseteq H = (H_0^1(\Omega))^* \subseteq V^* \) one can choose \( M(v) = \Delta|v|^{\alpha-2}v \).

The operator \( M \) is used to construct stationary solutions corresponding to \( dX_t = M(X_t)dt + dW_t \) that take values in \( V \) while \( W \) takes values in \( H \). If already \( W \in V \) then this regularizing property is not needed and we can just choose \( M = -Id_H \). Thus condition (V) can be dropped in this case.

Let \( X(t, s; \omega)x \) denote a variational solution to (\ref{2.1}) starting in \( x \) at time \( s \) (which in case of Remark 2.1 exists and is unique). In order to associate a stochastic flow to (\ref{2.1}) we transform the SPDE into a random PDE. First, we use a transformation in case of Remark 2.1.

For \( \tilde{X} \) the strictly stationary solution to
\[
\tilde{X}(t, s; \omega) = \mu_\omega \Phi(t, s; \omega)x
\]
for \( \Phi = (\tilde{X}(t, s; \omega)x) \) we obtain
\[
\langle \tilde{X}(t, s; \omega)x, v \rangle_H = \langle \mu_\omega \Phi(t, s; \omega)x, v \rangle_H
\]
\[
= \langle \mu_\omega x, v \rangle_H + \int_s^t \mu_\omega r \langle A(r, \mu_\omega^{-1} \tilde{X}(r, s; \omega)x), v \rangle_H dr
\]
\[
+ \left( \int_s^t \mu_\omega r \circ dW_r, v \right)_H + \mu \int_s^t \langle \tilde{X}(r, s; \omega)x, v \rangle_H z_r dr,
\]
P.a.s. for all \( v \in V \). The diffusion coefficients \( B_t := \mu_t \) satisfy \( \|B_t\|_{L_2} = \text{tr}(Q)|\mu_t|^2 =: f_t \). Since \( E f_t = \text{tr}(Q)E \mathbb{E}e^{-2\mu \omega} \) is constant, all conditions of Theorem 2.2 are satisfied for \( M, B \) (using assumption (V)). Let \( u_t \) be the \( F \)-measurable, \( \mathcal{F}_t \)-adapted, strictly stationary solution (given by Theorem 2.2) to
\[
du_t = -M(u_t)dt + \mu_t \circ dW_t.
\]
Defining \( \tilde{X}(t, s; \omega)x := X(t, s; \omega)x - u_t(\omega) \) we get
\[
\langle \tilde{X}(t, s; \omega)x, v \rangle_H = \langle \mu_\omega x - u_s, v \rangle_H + \int_s^t \mu_\omega r \langle A(r, \mu_\omega^{-1} (\tilde{X}(r, s; \omega)x + u_r)), v \rangle_H dr
\]
\[
+ \mu \int_s^t \langle (\tilde{X}(r, s; \omega)x + u_r) z_r, v \rangle_H dr + \int_s^t \langle \tilde{M}(u_r), v \rangle_H dr,
\]
P.a.s. for all \( v \in V \). Taken together we have used the following stationary conjugation mapping
\[
T_t(\omega) := \mu_\omega(\omega)y - u_t(\omega)
\]
and the conjugated process \( Z(t, s; \omega)x := T(t, \omega)X(t, s; \omega)T^{-1}(s, \omega)x \) satisfies
\[
Z(t, s; \omega)x = x + \int_s^t \mu_\omega A(r, \mu_\omega^{-1}(Z(r, s; \omega)x + u_r)) + \mu(Z(r, s; \omega)x + u_r)z_r + M(u_r)dr
\]
as an equation in \( V^* \). Let
\[
A_\omega(v, r) := \begin{cases} 
\mu_\omega A(r, \mu_\omega^{-1}(v + u_r)) + \mu u_r z_r + M(u_r), & \text{if } u_r \in V \\
\mu_\omega A(r, \mu_\omega^{-1}v), & \text{otherwise},
\end{cases}
\]
where for simplicity we suppressed the \( \omega \)-dependency of \( \mu_r \) and \( u_r \). Recall that for all \( \omega \in \Omega \) and almost all \( r \in \mathbb{R} \), we have \( u_r(\omega) \in V \). Hence from (2.7) we obtain
\[
Z(t, s; \omega)x = x + \int_s^t (A_\omega(r, Z(r, s; \omega)x) + \mu_z(\omega)Z(r, s; \omega)x) \, dr.
\]
In order to define the associated stochastic flow to (2.1) we will solve (2.8) for each \( \omega \in \Omega \) and then set
\[
S(t, s; \omega)x := T(t, \omega)\ominus T(t, \omega)(Z(t, s; \omega)x).
\]
Due to the time-inhomogeneity of the drift \( A \) we cannot expect the stochastic flow to be a cocycle in general. However, if the drift is strictly stationary, i.e.
\[
A(t, v; \omega) = A(0, v; \theta_t \omega), \quad \forall (t, v, \omega) \in \mathbb{R} \times V \times \Omega
\]
then the cocycle property will be obtained.

**Theorem 2.5.** Assume (A1)--(A4), (V). Then
i. \( Z(t, s; \omega), S(t, s; \omega) \) defined in (2.8), (2.10) are stationary conjugated continuous stochastic flows in \( H \).
ii. The maps \( t \mapsto Z(t, s; \omega)x, S(t, s; \omega)x \) are continuous, \( x \mapsto Z(t, s; \omega)x, S(t, s; \omega)x \) are continuous locally uniformly in \( s, t \) and \( s \mapsto Z(t, s; \omega)x, S(t, s; \omega)x \) are right-continuous.
iii. If \( A \) is \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(V) \otimes F, \mathcal{B}(V^*))\)-measurable then \( Z(t, s; \omega) \) and \( S(t, s; \omega) \) are measurable stochastic flows.
   If \( A \) is \( \mathcal{F}_t \)-adapted (i.e. \( A(t, \cdot, \cdot) \) is \((\mathcal{B}(V) \otimes \mathcal{F}_t, \mathcal{B}(V^*))\)-measurable for all \( t \in \mathbb{R} \)) then \( S(t, s; \omega)x \) is a solution of (2.1) in the sense of Definition 2.4.
iv. If \( A(t, v; \omega) \) is strictly stationary then \( Z(t, s; \omega) \) and \( S(t, s; \omega) \) are cocycles.

2.3. **Existence of a random attractor.** In order to obtain compactness of the stochastic flows constructed above we assume
(A5) The embedding \( V \subseteq H \) is compact.

In the following let \( \mathcal{D} \) be the system of all tempered sets and \( \mathcal{D}^b \) be the family of all deterministic bounded sets. We obtain

**Theorem 2.6** (Existence of a random attractor). Assume (A1)--(A5) and (V). Then
i. \( S(t, s; \omega) \) is a compact stochastic flow.
Assume that \( c, C \) are independent of time \( t \) and \( t \mapsto f(t, \omega) \) is exponentially integrable. For \( \alpha = 2 \) additionally assume \( C < \frac{1}{\lambda} \) in (A3). Then
ii. There is a random \( \mathcal{D} \)-attractor \( \mathcal{A} \) for \( S(t, s; \omega) \).
iii. If \( A \) is \((\mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(V) \otimes F, \mathcal{B}(V^*))\)-measurable and \( c, C \) in (A3) are \((\mathcal{F}, \mathcal{B}(\mathbb{R}))\)-measurable, then \( \mathcal{A} \) is measurable.
iv. If \( A \) is strictly stationary, then there exists a measurable, strictly stationary random \( \mathcal{D}^b \)-attractor for \( S(t, s; \omega) \).

The long-time behavior of solutions to (2.1) becomes especially simple under the following strong monotonicity condition
(A2') (Strong Monotonicity) There exist \( \lambda : \Omega \to \mathbb{R}_+ \setminus \{0\}, \alpha > 2 \) such that
\[
2_V \cdot (A(t, v_1; \omega) - A(t, v_2; \omega), v_1 - v_2)_V \leq -\lambda(\omega)\|v_1 - v_2\|_H^\alpha,
\]
for all \( v_1, v_2 \in V, t \in \mathbb{R}, \omega \in \Omega \). We will prove that in this case the random attractor consists of a single random point. A similar result has been obtained in [30] for additive noise taking values in \( V \). We generalize this result by allowing \( H \)-valued noise and additional real linear multiplicative noise. Let \( \mathcal{D}^g \) be the system of all families of subsets \( \{D(t, \omega)\}_{t \in \mathbb{R}, \omega \in \Omega} \) of \( H \).
Theorem 2.7. Let $A$ be $(B(\mathbb{R}) \otimes B(V) \otimes B(V^*))$-measurable, $\mathcal{F}_t$-adapted, satisfy (A1)-(A4), (A2') and assume (V). Then there exists an $\mathcal{F}$-measurable, continuous process $\eta : \mathbb{R} \times \Omega \to H$ such that $\mathbb{P}$-a.s.

$$\lim_{s \to -\infty} S(t, s; \omega)x = \eta(t, \omega), \quad \forall \ (t, x) \in \mathbb{R} \times H$$

and $\mathcal{A}(t, \omega) := \{\eta(t, \omega)\}$ defines a random $ \mathcal{D}^q $-attractor for $S(t, s; \omega)$. The speed of convergence is estimated by

$$\|S(t, s; \omega)x - \eta(t, \omega)\|_H^2 \leq \left( \left( \frac{\alpha}{2} - 1 \right) \lambda(\omega) \int_s^t e^{(\alpha-2)\mu(\beta(\omega)-\beta_t(\omega))} dr \right)^{\frac{\alpha}{\alpha-2}}.$$

If $A$ is strictly stationary then $\mathcal{A}$ can be chosen to be strictly stationary.

2.4. Random attractors for strongly mixing RDS. As outlined in the introduction, due to the possibility to consider non-degenerate trace class noise in the construction of RDS in Theorem 2.4, we may apply probabilistic results proving ergodicity of the associated Markovian semigroup in the applications. In this section we present a general result combining ergodicity and monotonicity of RDS to show that the minimal weak point/interval random attractor collapses to a single random point. This observation is of particular significance in the case of degenerate, perturbed $p$-Laplace equations since in the deterministic case the attractor can be shown to be infinite dimensional (cf. Section 3.1 below).

In the following we assume that there is a cone $H_+ \subseteq H$, i.e. a closed, convex set such that for all $\lambda \geq 0$ and $H_+ \cap -H_+ = \{0\}$. Then $V_+ := H_+ \cap V$ is a cone in $V$. This defines a partial order $\leq$ on $H$ and $V$ via $x \leq y$ if $y - x \in H_+$. For two elements $x, y \in H$ we define the interval $[x, y] = \{z \in H \mid x \leq z \leq y\}$. We further assume that $V_+$ is $H$-solid which means that each compact set $K \subseteq V$ is contained in an interval $[x, y] \subseteq H$, that the cone $H_+$ is normal, i.e. there is a $c > 0$ such that for all $0 \leq x \leq y$ we have $\|x\|_H \leq c\|y\|_H$ and the existence of a map $+: H \to H$ such that $x_+ \geq x, 0$ for all $x \in H$.

**Definition 2.8.** An RDS $\varphi$ is said to be

i. strongly mixing with ergodic measure $\mu$ if

$$\mathcal{L}(\varphi(t; \cdot)x) \xrightarrow{TV} \mu, \quad \text{for } t \to \infty,$$

in total variation norm, for all $x \in H$.

ii. order-preserving (or monotone), if $\varphi(t; \omega)x \leq \varphi(t; \omega)y$ for all $x \leq y, t \geq 0, \omega \in \Omega$.

For a detailed account on order-preserving RDS we refer to [15]. We will now work with a weaker concept of a random attractor, where the requirement of $P$-a.s. attraction is replaced by attraction in probability and only deterministic intervals are required to be attracted. Even this so-called weak interval random attractor will turn out to be of infinite fractal dimension for perturbed $p$-Laplace equations without additive noise (cf. Section 3.1 below).

**Definition 2.9.** Let $\varphi$ be an RDS. A random closed set $\{\mathcal{A}(\omega)\}_{\omega \in \Omega}$ is said to be a weak interval random attractor if

i. $\mathcal{A}(\omega)$ is nonempty and compact $P$-a.s.

ii. For every $x \leq y$, $x, y \in H$

$$d(\varphi(t; \cdot)[x, y], \mathcal{A}(\cdot)) \xrightarrow{P} 0, \quad \text{for } t \to \infty$$

in probability.

---

1 Note that while there will be an associated Markovian semigroup defined by $P_t f(x) := \mathbb{E}[f(\varphi(t; x))$ in the applications considered in Section 3, this is not true in general. For more details we refer to [17].
iii. \( \mathcal{A} \) is invariant under \( \varphi \), i.e. \( \varphi(t, \omega)A(\omega) = A(\theta_t\omega) \), \( \mathbb{P} \)-a.s.

A weak interval random attractor \( \mathcal{A} \) is said to be minimal if for each weak interval random attractor \( \tilde{\mathcal{A}} \) we have

\[
\mathcal{A} \subseteq \tilde{\mathcal{A}}, \quad \mathbb{P} \text{-a.s.}
\]

If we replace (2.10) by

\[
d(\varphi(t; \cdot) x, A(\cdot)) \overset{\mathbb{P}}{\rightarrow} 0, \quad \text{for } t \to \infty
\]

for all \( x \in H \), then \( \mathcal{A} \) is called a weak point random attractor. Obviously, each weak interval random attractor is a weak point random attractor.

**Remark 2.10.** Let \( \varphi \) be an order preserving, strongly mixing RDS. Then each weak point random attractor is a weak interval random attractor and thus these two classes of random attractors coincide.

The following theorem allows to use mixing properties of the Markovian dynamics to deduce the collapse of the minimal weak interval random attractor into a single random point.

**Theorem 2.11.** Let \( \varphi \) be an order preserving, strongly mixing RDS with ergodic measure \( \mu \) concentrated on \( V \). Then there exists a unique, minimal weak point/interval random attractor \( \mathcal{A}(\omega) = \{ v(\omega) \} \) given by a single random point \( v : \Omega \to H \) with \( v \in V \), \( \mathbb{P} \)-almost surely.

The proof of Theorem 2.11 will rely on a modification of [16, Proposition 2]. In the literature, several results related to Theorem 2.11 are known. In case of strongly monotone SPDE the dissipativity approach to existence and uniqueness of invariant measures (cf. e.g. [43, Theorem 4.3.9]) may be used to prove the existence of a random attractor consisting of a single random point (cf. Theorem 2.7). A similar approach has been taken in [41] to prove the existence of a stable stationary solution to the stochastic 2D-Navier-Stokes equation with additive noise and large viscosity. Since the dissipativity approach is based on strong monotonicity of the drift, the deterministic counterpart of the SPDE has a unique stable invariant solution and thus no regularization due to noise is observed.

In [7] it is shown that the random attractor corresponding to the one-dimensional Chafee-Infante equation perturbed by non-degenerate additive noise

\[
dX_t = (\Delta X_t + X_t - X_t^3)dt + dW_t, \quad \text{on } \mathcal{O} = [0, L], \text{ some } L > 0,
\]

\( X_t \equiv 0, \quad \text{on } \partial \mathcal{O}, \)

consists of a single random point. The proof relies on a known, rather strong bound on the random attractor \( \mathcal{A} \), namely its order-boundedness: There are random variables \( \underline{a}, \overline{a} \) in \( L^2(\mathcal{O}) \) such that

\[
\underline{a}(\omega) \leq \mathcal{A}(\omega) \leq \overline{a}(\omega), \quad \forall \omega \in \Omega.
\]

Such a property is not known for the SPDE considered in this paper. On the other hand, the method used in [7] only requires uniqueness of the invariant Markov measure, while we need to suppose that the RDS is strongly mixing.

For strongly mixing, white noise RDS \( \varphi \) satisfying an asymptotic, compact absorption property it is shown in [15] that there is a minimal random point attractor given by

\[
\mathcal{A}(\omega) = \text{supp } \mu_\omega, \quad \mathbb{P} \text{-a.s.,}
\]

where \( \mu_\omega := \lim_{t \to \infty} \varphi(t, \theta_{-t}\omega)\mu \) exists \( \mathbb{P} \)-a.s. in the weak*-topology due to [14]. If \( \varphi \) is order preserving and \( \mu(V) = 1 \) then we obtain by Theorem 2.11 that \( \text{supp } \mu_\omega \) is single-valued, in other words \( \mu_\omega = \delta_{v(\omega)} \).

For related results for SDE we refer to [19, 22] and the references therein.
3. Examples

3.1. Stochastic Generalized $p$-Laplace Equation. In consistency with our general results, $\alpha$ will take the role of $p$. Let $(M, g, \nu)$ be a $d$-dimensional weighted compact smooth Riemannian manifold with boundary equipped with Riemannian metric $g$, associated volume measure $\mu$ and $d\nu(x) := \sigma(x)d\mu(x)$ with $\sigma$ being a smooth, positive function on $M$. Further, let $\alpha > 2$ and $V := W_{0,1}^\alpha(M, \nu) \subseteq H := L^2(M, \nu)$, which is a compact embedding. We denote the inner product on $T_x M$ given by the Riemannian metric $g$ by $(\cdot, \cdot)_x$ and the associated norm by $|\cdot|_x$. Let $W_t$ be an $H = L^2(M, \nu)$-valued Wiener process. We consider the degenerate $p$-Laplace equation

\begin{equation}
(3.11) \quad dX_t = (\text{div}_x(\Phi(\nabla X_t)) + G(X_t) + g(t)) dt + dW_t + \mu X_t \circ d\beta_t,
\end{equation}

where $\Phi : M \times TM \times \Omega \to TM$ is measurable, $\Phi(x, \cdot, \omega) : T_x M \to T_x M$ is continuous and

\[
(\Phi(x, \xi, \omega) - \Phi(x, \tilde{\xi}, \omega), \xi - \tilde{\xi})_x \geq \lambda(\omega) |\xi - \tilde{\xi}|_x^2
\]

\[
(\Phi(x, \xi, \omega), \xi)_x \geq c(\omega)|\xi|_x^2 - f(\omega)
\]

\[
|\Phi(x, \xi, \omega)|_x^{\frac{1}{p-1}} \leq C(\omega)|\xi|_x + f(\omega), \quad \forall x \in M, \xi, \tilde{\xi} \in T_x M, \omega \in \Omega,
\]

with $f : \Omega \to \mathbb{R}$ being measurable, $c$ measurable, positive and $C, \lambda$ measurable, non-negative. In particular, this includes the standard nonlinearity $\Phi(x, \xi) := |\xi|^{p-2}\xi$. Further, let $G : \mathbb{R} \times \Omega \to \mathbb{R}$ be measurable, pathwise continuous with

\[
(G(u, \omega) - G(v, \omega))(u - v) \leq C(\omega)|u - v|^2
\]

\[
|G(u, \omega)|^{\frac{q}{q-1}} \leq C(\omega)(1 + |u|^q), \quad \forall v, u \in \mathbb{R}, \omega \in \Omega,
\]

for some $q \in (1, \alpha)$ and $g : \mathbb{R} \times \Omega \to H$ be measurable, exponentially integrable in $t$.

The $p$-Laplace operator then maps $V \times \Omega \to V^*$ by

\[
A(v, \omega)(w) = -\int_M (\Phi(x, \nabla v, \omega), \nabla w)_x d\nu(x), \quad v, w \in V, \omega \in \Omega.
\]

We obtain

**Example 3.1** (Generalized Stochastic $p$-Laplace Equation). There is an associated compact stochastic flow $S(t, s; \omega)$ to (3.11) with a measurable, random $D$-attractor $A$. If $g \equiv 0$ then $S(t, s; \omega)$ is a cocycle and there is a measurable, strictly stationary random $D^p$-attractor $A^p$. If $\lambda(\omega) > 0$ and $G \equiv 0$ then $A$ consists of a single random point.

**Remark 3.2.** In comparison to our results, in [22] the existence of a random attractor for

\[
dX_t = (\text{div}(|\nabla X_t|^{\alpha-2}\nabla X_t) + G(X_t)) dt + dW_t
\]

with Neumann boundary conditions on convex, open, bounded domains $O \subseteq \mathbb{R}^d$ and noise taking values in $W^{3,2}(O)$ has been proven.

In [32] the existence of a random attractor for similar equations of the form

\[
dX_t = (-\Delta (|\Delta X_t|^{\alpha-2}\Delta X_t) + |X_t|^qX_t) dt + W_t,
\]

with Dirichlet boundary conditions for $X_t$ and $\nabla X_t$, $2 \leq q \leq \alpha$ has been obtained for Wiener noise $W$ in $W^{3,2}(O)$.

Our results yield the existence of a random attractor for Wiener noise in $L^2(O)$ and for more general nonlinearities (with assumptions analogous to those in Example 3.1).
2.5. Then \( S \) where small initial supports.

on a bounded, smooth domain \( \mathcal{O} \subseteq \mathbb{R}^d \), with \( \eta > 0, \mu \geq 0, \sigma \geq 0 \) and \( \alpha > 2 \). Let \( \varphi \) be the RDS corresponding to (3.12), given by \( \varphi(t;\omega)x = S(t,0;\omega)x \).

3.1.1. Infinite dimensional random attractors. In the case \( \sigma = 0 \), i.e. if no additive noise is present, we will now prove that each weak interval random attractor is infinite dimensional.

A precompact set \( \mathcal{A} \subseteq H \) can be covered by a finite number of balls of radius \( \varepsilon \) for each \( \varepsilon > 0 \). Let \( N_\varepsilon(\mathcal{A}) \) be the minimal number of such balls. Then, the Kolmogorov \( \varepsilon \)-entropy of \( \mathcal{A} \) is defined by

\[
\Pi_\varepsilon(\mathcal{A}) := \ln(N_\varepsilon(\mathcal{A})).
\]

The fractal dimension of \( \mathcal{A} \) is defined by

\[
d_f(\mathcal{A}) = \limsup_{\varepsilon \to 0} \frac{\Pi_\varepsilon(\mathcal{A})}{\ln(\frac{1}{\varepsilon})}.
\]

We obtain

**Theorem 3.3.** Let \( \mathcal{A} \) be a weak interval random attractor for \( \varphi \). Then, the Kolmogorov \( \varepsilon \)-entropy of \( \mathcal{A} \) is bounded below by

\[
\Pi_\varepsilon(\mathcal{A}(\omega)) \geq C(\omega)\varepsilon^{-\frac{d(\alpha-2)}{2\alpha(\alpha-2)+d}}, \quad \mathbb{P} - a.s.,
\]

where \( C(\omega) > 0 \) is a constant which may depend on \( \alpha, d \). In particular, the fractal dimension \( d_f(\mathcal{A}(\omega)) \) is infinite \( \mathbb{P} \)-almost surely.

**Proof.** The proof is inspired by [26 Theorem 4.1]. In order to prove the lower bound on the Kolmogorov \( \varepsilon \)-entropy we consider the unstable manifold of the equilibrium point 0 defined by

\[
\mathcal{M}^+(0,\omega) := \{ u_0 \in H \mid \exists \text{ order bounded function } u : (-\infty,0] \to H, \text{ such that } \varphi(t;\theta_{-t}u)(-t) = u_0 \text{ for all } t \geq 0 \text{ and } \|u(t)\|_H \to 0 \text{ for } t \to -\infty \}.
\]

Since \( \mathcal{A}(\omega) \) attracts all deterministic, order bounded sets we have

\[
\mathcal{M}^+(0,\omega) \subseteq \mathcal{A}(\omega), \quad \mathbb{P} - a.s.
\]

Therefore, it is sufficient to derive a lower bound on the Kolmogorov \( \varepsilon \)-entropy for the unstable manifold of 0. The construction of appropriate elements in \( \mathcal{M}^+(0,\omega) \) will be based on a suitable time scaling of Barenblatt solutions with sufficiently small initial supports.

First, we transform (3.12) into a random PDE. Let

\[
\bar{Z}(t,s;\omega)x := e^{-\mu \beta_t(\omega) - \eta t}S(t,s;\omega) \left(e^{\mu \beta_t(\omega) + \eta s}u\right),
\]

where \( S(t,s;\omega) \) is the stochastic flow associated to (3.12) as constructed in Theorem 2.15. Then \( \bar{Z} \) solves

\[
\frac{d}{dt}\bar{Z}(t,s;\omega)x = e^{(\alpha-2)(\mu \beta_t(\omega) + \eta s)} \text{div}(|\nabla \bar{Z}(t,s;\omega)x|^{\alpha-2} \nabla \bar{Z}(t,s;\omega)x),
\]

for a.e. \( t \geq s \). In order to construct an element \( u_0 \in \mathcal{M}^+(0,\omega) \) we need to find an order bounded function \( u : (-\infty,0] \to H \) converging to 0 such that

\[
u_0 = \varphi(t;\theta_{-t}u)(-t) = S(0,-t;\omega)u(-t) = \bar{Z}(0,-t;\omega) \left(e^{-\mu \beta_{-t}(\omega) - \eta t}u(-t)\right),
\]
for all $t \geq 0$. Since $e^{\alpha^2 t(\omega) - \eta t} \to 0$ for $t \to \infty$ it is enough to find an order bounded (thus bounded) function $v : (-\infty, 0) \to H$ such that $u_0 = \bar{Z}(0, -t; \omega)v(-t)$. 

In the following we restrict onto a subset of full $\mathbb{P}$-measure on which the law of iterated logarithm holds, i.e. $\omega \in \Omega$ for which

$$\lim_{t \to \pm \infty} \frac{\beta_t(\omega)}{\sqrt{\log \log t}} = \sqrt{2}.$$ 

In order to find such an order bounded function $v$, we use a time scaling to transform (3.14) into the standard $p$-Laplace equation on a finite time interval. Let

$$f(t, \omega) := e^{(\alpha - 2) \mu \beta_t(\omega) + \eta t}, \quad F(t, \omega) := -\int_t^0 f(r, \omega) dr \in C^1(\mathbb{R}_+)$$

and $s_0(\omega) := -\lim_{t \to -\infty} F(t, \omega)$. Since $F$ is strictly increasing we may define $g(t, \omega) := F^{-1}(t, \omega)$, \quad $t \in (s_0(\omega), 0]$.

For ease of notation we will suppress the $\omega$-dependency of the time scaling $g$ in the following. We note $g \in C^1(s_0(0), 0)$ with $g'(t) = \frac{1}{f(g(t))} > 0$, $g(0) = 0$ and $g(t) \to -\infty$ for $t \to s_0$. Let $U(t, s; \omega)x := \bar{Z}(g(t), g(s); \omega)x$. Then

$$\frac{d}{dt} U(t, s; \omega)x = g'(t)f(g(t))\div (|\nabla U(t, s; \omega)x|^{\alpha - 2} \nabla U(t, s; \omega)x)$$

for a.e. $t \geq s$, $t, s \in (s_0, 0]$. It is well known that for each $x \in L^\infty(\mathcal{O})$ there is a unique solution $S(t)x$ to (3.14) with $S(s_0)x = x$ and $\sup_{t \in [s_0, 0]} \|S(t)x\|_\infty < \infty$. In particular, $S(t)x$ is order bounded in $H$. Uniqueness of (3.14) then implies

$$S(t)x = S(t - s)S(s)x = U(t, s; \omega)S(s)x, \quad \forall s \in (s_0, t].$$

Hence, $v(t) := S(F(t))x : (-\infty, 0] \to H$ is order bounded in $H$,

$$\bar{Z}(0, -t; \omega)v(-t) = U(0, F(-t); \omega)S(F(-t)x) = S(0)x = v(0)$$

and consequently $v(0) \in M^+(0, \omega)$.

In order to use this construction of elements $v(0) \in M^+(0, \omega)$ to derive a lower bound on the Kolmogorov $\varepsilon$-entropy of $M^+(0, \omega)$ we consider special solutions to (3.14) so that the final values $v(0) = S(0)x$ are sufficiently far apart (w.r.t. the $H$-norm). Recall that the Barenblatt solutions, given by

$$U(t, \xi) := t^{-k} \left( C(M) - q|\xi|^{-\frac{\alpha - 2}{\alpha}} t^{-\frac{\alpha - 2}{2}} \right) \frac{\alpha - 2}{\alpha},$$

with $k = \frac{1}{\alpha - 2 + \frac{\alpha}{2} q}, \quad q = \frac{\alpha - 2}{\alpha} \left( \frac{k}{2} \right)^{\frac{\alpha}{\alpha - 2}}$ solve (3.14) with

$$\supp U(t, \cdot) \subseteq B \left( t^{\frac{k}{\alpha}} \left( \frac{C(M)}{q} \right)^{\frac{\alpha - 2}{\alpha}}, 0 \right).$$

Here $C(M) = C(\alpha, d)M^{\frac{\alpha - 2}{\alpha(\alpha - 2)}}$ is a constant scaling with the total mass $M = \|U(t)\|_{L^1(\mathcal{O})}$. For $\varepsilon > 0$ small enough we can find a finite set $R_\varepsilon = \{\xi_i\} \subseteq \mathcal{O}$ such that

$$B(\varepsilon, \xi_i) \cap B(\varepsilon, \xi_j) = \emptyset, \quad \text{for } i \neq j$$

$$|R_\varepsilon| \geq C\varepsilon^{-d}$$

$$B(\varepsilon, \xi_i) \subseteq \mathcal{O}, \quad \forall i.$$
Choosing $M$ small enough (i.e. $M = C(\alpha, d) \left( (\varepsilon s_0)^{-\frac{2}{\beta}} \right)^{\frac{d}{2}}$) we can thus construct solutions to \eqref{eq:3.14} based on the Barenblatt solutions by

$$U^m(t, \xi) = \sum_{i=1}^{[R_1]} m_i U(t - s(x, \xi) - \xi)$$. 

for each $m \in \{0, 1\}^{[R_1]}$. By the choice of $C(M)$, $U^m$ satisfies Dirichlet boundary conditions. For $m_1 \neq m_2$ we observe

$$||U^{m_1}(0, \cdot) - U^{m_2}(0, \cdot)||_H \geq M = C(\alpha, d) \left( (\varepsilon s_0)^{-\frac{2}{\beta}} \right)^{\frac{d}{2}} \delta^{\frac{d}{2}}.$$

Hence,

$$\mathbb{H}_\delta(A(\omega)) \geq \mathbb{H}_\delta(M^+(0, \omega)) \geq \log_2 2^{[R_1]} \geq C(\omega) \delta^{-(\alpha-2)/2}, \mathbb{P} - a.s.$$

and

$$d_f(A(\omega)) \geq d_f(M^+(0, \omega)) = \limsup_{\delta \to 0} \frac{\mathbb{H}_\delta(M^+(0, \omega))}{\log_2(\frac{1}{\delta})} = \infty, \mathbb{P} - a.s.$$ 

\hfill \Box

3.1.2. Regularization by additive noise. We now consider \eqref{eq:3.12} with purely additive noise ($\mu = 0$), i.e.

$$dX_t = \text{div}((\nabla X_t)^{\alpha-2} \nabla X_t + \eta X_t) dt + \sigma dW_t.$$ 

By Theorem \ref{thm:3.3} we know that for $\sigma = 0$ the weak (random) interval attractor is infinite dimensional. We will now use Theorem \ref{thm:2.11} to prove that the random attractor is zero dimensional if the additive noise is non-degenerate. Let $Q^\frac{2}{\alpha} \in L(H)$ be injective and define

$$\|u\|_{Q^\frac{2}{\alpha}} := \begin{cases} \|y\|_U, & Q^\frac{2}{\alpha} y = u \\ \infty, & \text{otherwise.} \end{cases}$$

We obtain

\begin{corollary}
Assume $d \leq 2$ and

$$\|u\|_V^\alpha \geq c \|u\|_{Q^\frac{2}{\alpha}}^\alpha \|u\|_H^{\alpha-\sigma}, \quad \forall u \in V,$$

for some $\sigma \geq 2, \sigma > \alpha - 2$. Then there is a unique minimal weak interval attractor $A$ consisting of a single random point, i.e.

$$A(\omega) = \{v(\omega)\},$$

for some strictly stationary $v : \Omega \to H$ with $v \in V$, $\mathbb{P}$-almost surely.

\begin{proof}
Let $H_+ \subseteq H$ be the cone of all $x \in H$ such that $x(\xi) \geq 0$ for almost all $\xi \in \mathcal{O}$. Then $H_+$ is normal and we can define the positive part of $x \in H$ by $x_+(\xi) := \max(x(\xi), 0)$. Note that $V = W_0^1, 0(\mathcal{O}) \to C^0(\mathcal{O})$ since $d \leq 2$ and $\alpha \geq 2$. Therefore, bounded sets in $V$ are uniformly bounded and thus are contained in some interval in $H$. Consequently, $V_+ \subseteq H$-solid.

By \ref{thm:3.8} Theorem 1.4 the associated Markovian semigroup $P_t f(x) := E f(\varphi(t; \cdot)x)$ is strongly mixing with respect to some invariant measure $\mu$, i.e.

$$\mathcal{L}(\varphi(t; \cdot)x) = P_t^\alpha \mathcal{L}_x \overset{TV}{\to} \mu,$$

with $\mu(V) = 1$.

The proof that $\varphi$ is order-preserving proceeds similar to \ref{thm:2.4}. More precisely, we consider a non-degenerate approximation $\Phi^\varepsilon(\xi) = \xi \varepsilon^{\alpha-2} + \xi$ of $\Phi(\xi) = \xi \varepsilon^{\alpha-2}$ and a smooth approximation of the strictly stationary solution $u_0$ given by $u^\varepsilon_0 :=$
\(P_n u_t\), where \(P_n\) are the nonlinear Galerkin approximants as in [20]. Let \(Z^{n,\varepsilon}_x\) denote the corresponding approximating solution with initial condition \(x \in C^2(\Omega)\):

\[
dZ^{n,\varepsilon}_x = \text{div} \left( \Phi^\varepsilon (Z^{n,\varepsilon}_x + u^n) \right) dt.
\]

Unique existence of \(Z^{n,\varepsilon}_x\) follows from standard results and comparison results for second order parabolic quasilinear equations (cf. e.g. [33]) yield

\[
Z^{n,\varepsilon}_x \leq Z^{n,\varepsilon}_y,
\]

for all \(x, y \in C^2(\Omega)\) with \(x(\xi) \leq y(\xi)\), for all \(\xi \in \Omega\). Since the cone \(H_+\) is closed and by the choice of approximation we conclude that \(\varphi\) is order-preserving.

The claim now follows from Theorem 2.11 \(\Box\)

### 3.2. Stochastic Reaction Diffusion Equations

Let \((E, \mathcal{B}, m)\) be a finite measure space with countably generated \(\sigma\)-algebra \(\mathcal{B}\) and let \((L, \mathcal{D}(L))\) be a strictly negative-definite (i.e. \((Lv, v)_{L^2(m)} \leq -c\|v\|^2_{L^2(m)}, \forall v \in \mathcal{D}(L), \text{some } c > 0\), self-adjoint operator on \(H := L^2(m)\). We set \(m(f, g) := \int_E fg \, dm\), for \(f, g \in L^1(m)\), \((f, g)_{L^2(m)}\) and \(\|f\| := \|f\|_{L^2(m)}\). The corresponding Dirichlet space \(V = \mathcal{D}(\mathcal{E})\) is a Hilbert space with inner product \((v, w)_V := \mathcal{E}(v, w) := m(\sqrt{-L}v, \sqrt{-L}w), v, w \in V\). We consider the triple

\[
V := \mathcal{D}(\mathcal{E}) \subseteq H := L^2(m) \subseteq V^*.
\]

and assume that \(V \subseteq H\) is compact.

Let \(G : \mathbb{R} \times \mathbb{R} \times \Omega \rightarrow \mathbb{R}\) be measurable, \(G(t, \cdot, \omega)\) continuous for all \((t, \omega) \in \mathbb{R} \times \Omega\) and

\[
(G(t, u, \omega) - G(t, v, \omega)) (u - v) \leq \lambda(\omega)|u - v|^2
\]

\[
|G(t, u, \omega)|u|^2 \leq C(\omega)|u|^2 + f(t, \omega),
\]

with coefficient \(\sqrt{C(\omega)} < c\) and \(f(\cdot, \omega)\) being exponentially integrable. With \(M(v) := Lv\) we obtain

**Example 3.5.** The stochastic flow associated to the stochastic reaction-diffusion equation

\[
\begin{equation}
\label{eq:3.16}
\begin{aligned}
& dX_t = (LX_t + G(t, X_t))dt + dW_t + \mu X_t \circ d\beta_t,
& \text{where } W \text{ is an } H = L^2(m)\text{-valued Wiener process, has a measurable random } \mathcal{D}^2\text{-attractor } A. \text{ If } G \text{ is strictly stationary, then there is a measurable, strictly stationary random } \mathcal{D}^6\text{-attractor } A^6. \text{ If } \lambda(\omega) \leq 0, \text{ then } A \text{ consists of a single random point.}
\end{aligned}
\end{equation}
\]

**Remark 3.6.** In Example 3.3 we had to restrict to reaction terms \(G\) of at most linear growth due to the restrictions of the variational approach to \((S)PDE\) (cf. Appendix A). However, the main ideas also apply to SRDE with high-order reaction terms, i.e. let \(\Omega \subseteq \mathbb{R}^d\) be an open, bounded domain and consider

\[
\begin{equation}
\begin{aligned}
& dX_t = (\Delta X_t - |X_t|^{p-2}X_t + \eta X_t)dt + dW_t + \mu X_t \circ d\beta_t, \quad (p > 2).
& \text{In the construction of strictly stationary solutions the variational methods have to be replaced by a mild approach to SPDE (cf. e.g. [24]) where we choose}
& M(v) := \Delta v - |v|^{p-2}v
& \text{corresponding to the triple}
& V := W^{1,2}_0(\Omega) \cap L^p(\Omega) \subseteq H := L^2(\Omega) \subseteq V^*.
& \text{Using the strong monotonicity of the operator } M, \text{ strictly stationary solutions can be constructed similar to Theorem 2.14. The technique proving compactness of the stochastic flow by compactness of } V \subseteq H \text{ remains the same, which proves the existence of a random attractor for SRDE of the form (\ref{eq:3.17}) where } W \text{ is a Wiener process taking values in } L^2(\Omega). \text{ In comparison, in [21] Section 5 the existence}
\end{aligned}
\end{equation}
\]
Remark 3.9. Then the random attractor consists of a single random point. \(W\) has been proven for additive Wiener noise in \(H^{2}(\Omega)\) for \(3.3.\) Stochastic Porous Media Equation. Let \((E, \mathcal{B}, m)\) be as above and let \((L, \mathcal{D}(L))\) be a negative-definite, self-adjoint operator on \(L^{2}(m)\) with \(\text{Ker}(L) = \{0\}\). Define \(\mathcal{D}(\xi) := \mathcal{D}(\sqrt{-L})\), \(\mathcal{E}(u, v) := (\sqrt{-Lu}, \sqrt{-L}v)\), for \(u, v \in \mathcal{D}(\xi)\) and \(F_{\xi}\) to be the abstract completion of \(\mathcal{D}(\xi)\) with respect to \(||\cdot||^{2}_{\xi}\). Let \(\Phi : \mathbb{R} \times \mathbb{R} \times \Omega \to \mathbb{R}\) be measurable with \(\Phi(t, 0, \omega) = 0, \Phi(t, \cdot, \omega) \in C(\mathbb{R})\) and

\[
(\Phi(t, r, \omega) - \Phi(t, s, \omega))(r - s) \geq \lambda(\omega)|r - s|^{\alpha}
\]

\[
\Phi(t, r, \omega)r \geq c(\omega)|r|^{\alpha} - f(t, \omega)
\]

\[
|\Phi(t, r, \omega)|^{2} \leq C(\omega)|r|^{\alpha} + f(t, \omega), \ \forall s, r, t \in \mathbb{R}, \omega \in \Omega,
\]

for some \(\alpha > 2\), \(c\) positive, \(\lambda, C\) non-negative and \(f(\cdot, \omega)\) exponentially integrable. In particular, the standard nonlinearity \(\Phi(r) := |r|^{\alpha-2}r\) is included in our general framework. We assume

(L) The embedding \(F_{\xi} \subseteq L^{2}(m)\) is compact and dense.

This yields the compact Gelfand triple

\[
V := L^{2}(m) \subseteq H := F_{\xi}^{*} \subseteq V^{*}.
\]

We now present some more concrete examples for which (L) is satisfied.

Example 3.7. Let

i. \(E\) be a smooth, compact Riemannian \(d\)-dimensional manifold with boundary and \(L\) be the Friedrichs extension of a symmetric, uniformly elliptic operator of second order on \(L^{2}(m)\) with Dirichlet boundary conditions. For example, let \(L\) be the Dirichlet Laplacian on \(E\).

ii. \(E \subseteq \mathbb{R}^{d}\) be an open, bounded domain, \(L := (-\Delta)^{\beta}\) with its standard domain and \(\beta \in \frac{1}{2} \left(\frac{d-2}{2}, 1\right) \cap (0, 1]\).

Then (L) is satisfied.

Choosing \(M(v) := L\ (|v|^{\alpha-2}v) : V \to V^{*}\) we obtain

Example 3.8 (Stochastic Porous Media Equation). The stochastic flow associated to the stochastic porous media equation

\[
dx_{t} = (L\Phi(t, X_{t}) + \eta X_{t})\ dt + dW_{t} + \mu X_{t} \circ d\beta_{t},
\]

with \(\eta \in \mathbb{R}\) and \(W\) being an \(H = F_{\xi}^{*}\)-valued Wiener process, has a measurable random \(D\)-attractor \(A\). If \(\Phi\) is strictly stationary, then \(S(t, s; \omega)\) is a cocycle and there is a measurable, strictly stationary random \(D^{k}\)-attractor \(A^{k}\). If \(\lambda(\omega) > 0 \geq \eta\), then the random attractor consists of a single random point.

Remark 3.9. In \([6]\) the existence of random attractors for

\[
dx_{t} = \Delta\Phi(X_{t})dt + dW_{t}
\]

has been proven for additive Wiener noise in \(W^{1,\alpha}_{0}(\Omega)\) on open, bounded domains \(\Omega \subseteq \mathbb{R}^{d}\). Here, we only require \(W^{0,1,2}_{0}(\Omega)\) regularity of the noise.

Remark 3.10. Similar arguments as for the stochastic \(p\)-Laplace equation show that every weak interval attractor has infinite fractal dimension in the deterministic case with \(\eta > 0\) (cf. \([28]\)). On the other hand, in the case of sufficiently non-degenerate additive noise the weak interval random attractor collapses to a single random point, which can be shown as in Corollary 3.4.
4. Proofs

4.1. Comparison Lemma and a priori bounds. In [27] comparison Lemmata and a priori bounds for singular ODE have been shown. We will now prove similar results for superlinear/degenerate ODE.

Lemma 4.1 (Comparison Lemma). Let $\beta > 1$, $s \leq t$, $q \geq 0$, $h \in L^1([s,t])$ nonnegative and $v : [s,t] \to \mathbb{R}_+$ be an absolutely continuous subsolution of

$$y'(r) = -h(r)y(r)\beta, \quad r \in [s,t]$$

(4.19)

$$y(s) = q,$$

i.e. $v'(r) \leq -h(r)v(r)\beta$ for a.e. $r \in [s,t]$ and $v(s) \leq q$. Then

$$v(r) \leq \left( q^{-(\beta-1)} + (\beta-1) \int_s^r h(\tau)d\tau \right)^{-\frac{1}{\beta-1}}, \quad \forall r \in [s,t].$$

Proof. The proof proceeds as in [27], using that the unique nonnegative solution $y^\varepsilon$ to (4.19) with initial value $q + \varepsilon$ is given by

$$y^\varepsilon := \left( q + \varepsilon \right)^{-(\beta-1)} + (\beta-1) \int_s^r h(\tau)d\tau \right)^{-\frac{1}{\beta-1}} \leq q + \varepsilon.$$

□

Lemma 4.2 (A priori bound). Let $\beta > 1$, $p : \mathbb{R} \to \mathbb{R}_+$ càdlàg, $h \in C(\mathbb{R})$ positive, $q : \mathbb{R} \to \mathbb{R}_+$ and for each $s \in \mathbb{R}$ let $v(\cdot, s) : [s, \infty) \to \mathbb{R}_+$ be an absolutely continuous subsolution of

$$y'(r, s) = -h(r)y(r, s)\beta + p(r), \quad r \geq s$$

with $y(s, s) = q(s)$. Assume $\int_s^t h(\tau)d\tau \to \infty$, for all $t \in \mathbb{R}$ and $s \to -\infty$. Then, for each $t \in \mathbb{R}$ there is an $s_0 = s_0(t, p, h) \in \mathbb{R}$ and an $R = R(t, p, h) > 0$ such that for all $s \leq s_0$

$$v(t, s) \leq R.$$

Proof. We proceed similarly to [27]. Without loss of generality we assume $p(r) \geq \delta > 0$ for some $\delta > 0$ (otherwise redefine $p(r) := p(r) \vee \delta$).

Let $t \in \mathbb{R}$, $A(s) := \{ r \in [s, t] \mid \frac{h(r)}{2} v(r, s)\beta \leq p(r) \}$ and $a(s) = \sup A(s) \vee s$. We first show that there exists an $s_0 = s_0(t, p, h) \leq t$ such that $A(s) \neq \emptyset$ for all $s \leq s_0$. Let $s \leq t$ such that $A(s) = \emptyset$, i.e. $\frac{h(r)}{2} v(r, s)\beta > p(r)$, for all $r \in [s, t]$. Hence,

$$v'(r, s) \leq -h(r)v(r, s)\beta + p(r) \leq -\frac{1}{2} h(r)v(r, s)\beta, \quad \text{for a.e.} \ r \in [s, t].$$

By Lemma 4.1 and using the assumption $\int_s^t h(\tau)d\tau \to \infty$ we obtain

$$v(t, s) \leq \left( \frac{\beta-1}{2} \int_s^t h(\tau)d\tau \right)^{-\frac{1}{\beta-1}} \to 0, \quad \text{for} \ s \to -\infty.$$
Arguing as above we obtain
\[ v(t, s) \leq \left( v((a(s), s)^{-(\beta-1)} + \frac{\beta - 1}{2} \int_{a(s)}^{t} h(\tau)d\tau \right) \xrightarrow{\Delta n} 0, \]
for \( a(s) \to -\infty \). Since \( 0 < \left( \frac{2p(t)}{h(t)} \right)^{\frac{1}{A}} < v(t, s) \) this implies \( a(s) \geq a_1 = a_1(t, p, h) \)
for all \( s \leq s_0 \).

On \( [a(s), t] \) we have \( \frac{h(r)}{2} v(r, s)^{\beta} \geq p(r) \) and thus
\[ v(t, s) \leq v(a(s), s) - \int_{a(s)}^{t} h(\tau)v(\tau, s)^{\beta} d\tau + \int_{a(s)}^{t} p(\tau)d\tau \]
\[ \leq v(a(s), s) - \int_{a(s)}^{t} p(\tau)d\tau \]
\[ \leq \sup_{r \in [a(s), t]} \left( \frac{2p(r)}{h(r)} \right) \xrightarrow{\Delta n} R(t, p, h), \quad \forall s \leq s_0. \]

\( \square \)

4.2. Strictly stationary solutions (Theorem 2.2 & Theorem 2.3). In this section we will construct strictly stationary solutions to the SPDE
\[ dX_t = M(t, X_t)dt + B_t dW_t, \]
by letting \( s \to -\infty \) in \( X(t, s; \omega) \) and then selecting a strictly stationary version \( \eta \)
from the resulting stationary limit process by use of Proposition 1.12.

We will need the following elementary Lemma.

**Lemma 4.3.** Let \( s \in \mathbb{R}, t \geq s \) and \( h > 0 \). Then there is a \( \mathbb{P} \)-zero set \( N_{s, h} \in \mathcal{F} \)
such that
\[ \int_{s+h}^{t+h} B_t dW_t(\omega) = \int_s^t B_t dW_t(\theta_t h, \omega), \quad \forall \omega \in \Omega \setminus N_{s, h}. \]

**Proof.** By the construction of the stochastic integral, for any sequence of partitions \( \Delta^n(s, t) \) of \([s, t] \) with \( |\Delta^n(s, t)| \to 0 \) there is a subsequence of partitions \( \Delta^{n_k}(s, t) \) and a \( \mathbb{P} \)-zero set \( \bar{N}_s \in \mathcal{F} \) such that
\[ \int_s^t B_t dW_t(\omega) = \lim_{k \to \infty} \sum_{\Delta^{n_k}(s, t) ; t_i < t_{i+1}} B_{t_i}(\omega)(W_{t_{i+1} \wedge t}(\omega) - W_{t_i \wedge t}(\omega)), \]
for all \( \omega \in \Omega \setminus \bar{N}_s \). We can choose a \( \mathbb{P} \)-zero set \( N_s \in \mathcal{F} \) such that \( \bar{N}_s \subseteq N_s \). Hence, for \( \omega \in \Omega \setminus (N_{s+h} \cup \theta_h^{-1}N_s) =: N_{s, h} \)
\[ \int_{s+h}^{t+h} B_t dW_t(\omega) \]
\[ = \lim_{n \to \infty} \sum_{\Delta^{n}(s \cup h, h) ; t_i < t_{i+1}} B_{t_i}(\omega)(W_{t_{i+1} \wedge (t+h)}(\omega) - W_{t_i \wedge (t+h)}(\omega)) \]
\[ = \lim_{n \to \infty} \sum_{\Delta^{n}(s \cup h, h) ; t_i < t_{i+1}} B_{t_i-h}(\theta_h \omega)(W_{t_{i+1-h} \wedge t}(\theta_h \omega) - W_{t_i-h \wedge t}(\theta_h \omega)) \]
\[ = \int_s^t B_t dW_t(\theta_h \omega), \]
where we have selected a subsequence of partitions if necessary. \( \square \)
Proof of Theorem 2.2. Let $x \in H$ and $X(t, s; \omega)x$ denote the unique $\mathcal{F}_t$-adapted variational solution associated to

\begin{equation}
  dX_t = M(t, X_t)dt + B_t dW_t
\end{equation}

given by Theorem A.2.

(i): There is an $\mathcal{F}_t$-adapted, $\mathcal{F}$-measurable process $u : \mathbb{R} \times \Omega \to H$ such that

$$
\lim_{s \to -\infty} X(t, s; \cdot)x = u_t,
$$

in $L^2(\Omega; H)$ for each $t \in \mathbb{R}$, independent of $x \in H$.

Let $s_2 \geq s_1$ and $x, y \in H$. Then

$$
\frac{d}{dt} \|X(t, s_2; \omega)x - X(t, s_1; \omega)y\|^2_{H} = 2 \int V \cdot (M(t, X(t, s_2; \omega)x) - M(t, X(t, s_1; \omega)y), X(t, s_2; \omega)x - X(t, s_1; \omega)y) \\langle \omega \rangle \leq -c \|X(t, s_2; \omega)x - X(t, s_1; \omega)y\|^2_{H},
$$

for a.e. $t \geq s_2$ and $\mathbb{P}$-a.a. $\omega \in \Omega$. We apply Lemma 4.1 (Gronwall’s inequality for $\alpha = 2$) to conclude

\begin{equation}
\|X(t, s_2; \cdot)x - X(t, s_1; \cdot)y\|^2_{H} \leq \left\{ \begin{array}{ll}
((\beta - 1)c(t - s_2))^{-\frac{1}{\beta - 1} - 1} & \text{if } \beta > 1 \\
\|x - X(s_2, s_1; \omega)y\|^2_{H} e^{-c(t - s_2)} & \text{if } \beta = 1,
\end{array} \right.
\end{equation}

where $\beta = \frac{\alpha}{2}$, for all $t \geq s_2$. Since the right hand side is decreasing in $t$ this yields

$$
\mathbb{E} \sup_{r \in [t, \infty)} \|X(r, s_2; \cdot)x - X(r, s_1; \cdot)y\|^2_{H} \leq \left\{ \begin{array}{ll}
((\beta - 1)c(t - s_2))^{-\frac{1}{\beta - 1} - 1} & \text{if } \beta > 1 \\
\mathbb{E}\|x - X(s_2, s_1; \cdot)y\|^2_{H} e^{-c(t - s_2)} & \text{if } \beta = 1,
\end{array} \right.
$$

for all $t \geq s_2$.

If $\alpha = 2$ there is a $\delta(t) = C(f_t + 1)$ such that

$$
2 \int V \cdot (M(t, v), v) \\langle \omega \rangle + \|B_t\|^2_{L^2(U, H)} \leq -\frac{c}{2}\|v\|^2_{H} + \delta(t),
$$

for each $v \in V$ (cf. [43, Lemma 4.3.8]). Hence,

$$
\frac{d}{dt} \mathbb{E}\|X(t, s; \cdot)y\|^2_{H} = \mathbb{E}\left( 2 \int V \cdot (M(t, X(t, s; \cdot)y), X(t, s; \cdot)y) \\langle \omega \rangle + \|B_t\|^2_{L^2(U, H)} \right)
\leq -\frac{c}{2}\mathbb{E}\|X(t, s; \cdot)y\|^2_{H} + \mathbb{E}\delta(t),
$$

for a.e. $t \geq s_2$.

Thus, by Gronwall’s inequality and exponential integrability of $\mathbb{E}f_t$

$$
\mathbb{E}\|X(s_2, s_1; \cdot)y\|^2_{H} \leq e^{-\frac{\alpha}{2} \int_{s_1}^{s_2} \mathbb{E}\|X(s, \cdot)y\|^2_{H} + \int_{s_1}^{s_2} e^{\frac{\alpha}{2} \int_{r}^{s} \mathbb{E}\delta(r)dr} dr}
\leq e^{-\frac{\alpha}{2} \int_{s_1}^{s_2} (\mathbb{E}\|X(s, \cdot)y\|^2_{H} + \int_{-\infty}^{0} e^{\frac{\alpha}{2} \mathbb{E}\delta(r)dr} dr)}
\leq e^{-\frac{\alpha}{2} \int_{s_1}^{s_2} (\mathbb{E}\|X(s, \cdot)y\|^2_{H} + C)},
$$

for all $t \geq s$. We obtain

$$
\mathbb{E} \sup_{r \in [t, \infty)} \|X(r, s_2; \cdot)x - X(r, s_1; \cdot)y\|^2_{H}
\leq \left\{ \begin{array}{ll}
((\beta - 1)c(t - s_2))^{-\frac{1}{\beta - 1} - 1} & \text{if } \beta > 1 \\
2 (e^{\frac{\alpha}{2} \int_{s_1}^{s_2} \mathbb{E}\|X(s, \cdot)y\|^2_{H} + \int_{-\infty}^{0} e^{\frac{\alpha}{2} \mathbb{E}\delta(r)dr} dr}) e^{-c(t - s_2)} & \text{if } \beta = 1,
\end{array} \right.
$$

for all $t \wedge 0 \geq s$. Hence, $X(\cdot, s; \cdot)x$ is a Cauchy sequence in $L^2(\Omega; C([t, \infty); H))$ and

$$
u_t = \lim_{s \to -\infty} X(t, s; \cdot)x
$$
exists as a limit in $L^2(\Omega; H)$ for all $t \in \mathbb{R}$ and $u$ is $\mathcal{F}_t$-adapted. Since $X(\cdot, s; \cdot)x$ also converges in $L^2(\Omega; C([t, \infty); H))$ $u$ is continuous $\mathbb{P}$-almost surely and since $u$ is $\mathcal{F}$-measurable we can choose an indistinguishable $\mathcal{F}$-measurable version of $u$.

(ii) $u$ solves (3).
Let $t_0 \geq s_0 \geq s$. Then
\[
X(t, s; \omega)x = X(s_0, s; \omega)x + \int_{s_0}^{t} M(r, X(r, s; \omega)x)dr + \int_{s_0}^{t} B_r dW_r(\omega),
\]
for all $t \in [s_0, t_0]$ and $\mathbb{P}$-a.a. $\omega \in \Omega$. Using condition (H3) we obtain
\[
\mathbb{E}e^{-Ct_0} \|X(t_0, s; \cdot)x\|_H^2 = \mathbb{E}e^{-Cs_0} \|X(s_0, s; \cdot)x\|_H^2 - C \int_{s_0}^{t_0} \mathbb{E}e^{-Cr} \|X(r, s; \cdot)x\|_H^2 dr + \mathbb{E} \int_{s_0}^{t_0} e^{-Cr} \left( \nu \cdot \langle M(r, X(r, s; \cdot)x), X(r, s; \cdot)x \rangle_V + \|B_r\|_{L^2(\mathcal{U}; H)}^2 \right) dr \leq \mathbb{E}e^{-Ct_0} \|X(t_0, s; \cdot)x\|_H^2 - c\mathbb{E} \int_{s_0}^{t_0} e^{-Cr} \|X(r, s; \cdot)x\|_V^2 dr + \mathbb{E} \int_{s_0}^{t_0} e^{-Cr} f_s dr.
\]
Hence,
\[
c\mathbb{E} \int_{s_0}^{t_0} \|X(r, s; \cdot)x\|_V^2 dr \leq \mathbb{E}e^{-C(s_0 - t_0)} \|X(s_0, s; \cdot)x\|_H^2 + \mathbb{E} \int_{s_0}^{t_0} e^{-C(r - t_0)} f_s dr
\]
and the right hand side converges to $\mathbb{E}e^{-C(s_0 - t_0)} \|u_{s_0}\|_H^2 + \mathbb{E} \int_{s_0}^{t_0} e^{-C(r - t_0)} f_s dr$ for $s \to -\infty$. Thus $X(\cdot, s; \cdot)x$ is bounded in $L^2([s_0, t_0] \times \Omega; V)$. Since $\lim_{s \to -\infty} X(\cdot, s; \cdot)x = u$ in $L^2(\Omega; C([s_0, t_0]; H))$, it follows
\[
X(\cdot, s; \cdot)x \to u, \text{ in } L^2([s_0, t_0] \times \Omega; V).
\]
In particular, $u \in L^2(\Omega; \mathcal{L}_{loc}^\infty(\mathbb{R}; V))$. Let $s_n \to -\infty$. We observe (at least for a subsequence)
\[
M(\cdot, X(\cdot, s_n; \cdot)x) \to Y, \text{ in } L^2([s_0, t_0] \times \Omega; V^*).
\]
Since $X(\cdot, s; \cdot)$ and $M$ are $\mathcal{F}_t$-progressively measurable, so is $Y$. Let $v \in V$ and $\varphi \in L^2([s_0, t_0] \times \Omega)$. Then
\[
\mathbb{E} \int_{s_0}^{t_0} \nu \cdot (u_t, v) \varphi_t dt = \lim_{n \to \infty} \mathbb{E} \int_{s_0}^{t_0} \nu \cdot (X(t, s_n; \cdot)x, v) \varphi_t dt = \lim_{n \to \infty} \mathbb{E} \int_{s_0}^{t_0} \left( \nu \cdot (X(s_0, s_n; \cdot)x) + \int_{s_0}^{t} M(\tau, X(\tau, s_n; \cdot)x) d\tau + \int_{s_0}^{t} B_\tau dW_\tau, v \right) \varphi_t dt = \mathbb{E} \int_{s_0}^{t_0} \nu \cdot (u_{s_0} + \int_{s_0}^{t} Y_\tau, v + \int_{s_0}^{t} B_\tau dW_\tau, v) \varphi_t dt.
\]
Hence
\[
u \cdot (M(\tau, X(\tau, s; \cdot)x), X(\tau, s; \cdot)x) \leq \nu \cdot (M(\tau, X(\tau, s; \cdot)x), \Phi_\tau) + \nu \cdot (M(\tau, \Phi_\tau), X(\tau, s; \cdot)x - \Phi_\tau).
\]
By Itô’s formula
\[
\mathbb{E}\|u_{t_0}\|_H^2 = \mathbb{E}\|u_{s_0}\|_H^2 + \mathbb{E} \int_{s_0}^{t_0} \nu \cdot (Y_\tau, u_\tau) V + \|B_\tau\|_{L^2(\mathcal{U}; H)}^2 d\tau.
\]
Let $\Phi \in L^2([s_0, t_0] \times \Omega; V)$. We use the monotonicity trick
\[
\nu \cdot (M(\tau, X(\tau, s; \cdot)x), X(\tau, s; \cdot)x) \leq \nu \cdot (M(\tau, X(\tau, s; \cdot)x), \Phi_\tau) + \nu \cdot (M(\tau, \Phi_\tau), X(\tau, s; \cdot)x - \Phi_\tau).
\]
to obtain
\[\mathbb{E}\|X(t_0, s; \cdot)x\|_H^2 \leq \mathbb{E}\|X(s_0, s; \cdot)x\|_H^2 + \mathbb{E}\int_{s_0}^{t_0} V^* \langle M(\tau, X(\tau, s; \cdot)x), \Phi_\tau \rangle_V + V^* \langle M(\tau, \Phi_\tau), X(\tau, s; \cdot)x - \Phi_\tau \rangle_V + \|B_\tau\|_{L^2(U,H)}^2 d\tau.\]

Taking \(s \to -\infty\) yields
\[\mathbb{E}\|u_{t_0}\|_H^2 \leq \mathbb{E}\|u_{s_0}\|_H^2 + \mathbb{E}\int_{s_0}^{t_0} V^* \langle M(\tau, \Phi_\tau) - Y_\tau, u_\tau - \Phi_\tau \rangle_V + \|B_\tau\|_{L^2(U,H)}^2 d\tau.\]

Subtracting (4.24) leads to
\[0 \leq \mathbb{E}\int_{s_0}^{t_0} V^* \langle M(\tau, \Phi_\tau) - Y_\tau, u_\tau - \Phi_\tau \rangle_V d\tau.\]

By choosing \(\Phi = u - \varepsilon \tilde{\phi} v\) with \(v \in V\) and \(\tilde{\phi} \in L^\infty([s_0, t_0] \times \Omega)\), dividing by \(\varepsilon > 0\) and taking \(\varepsilon \to 0\) we obtain
\[0 = \mathbb{E}\int_{s_0}^{t_0} V^* \langle M(\tau, u_\tau) - Y_\tau, \tilde{\phi} v \rangle V d\tau.\]

Hence \(M(\tau, u_\tau) = Y_\tau\), \(dt \otimes \mathbb{P}\)-almost surely and thus \(\mathbb{P}\)-a.s.
\[u_t = u_{s_0} + \int_{s_0}^{t} M(\tau, u_\tau) d\tau + \int_{s_0}^{t} B_\tau dW_\tau, \text{ for all } t \geq s_0.\]

(iii): Let now \(M, B\) be strictly stationary. We prove crude stationarity for \(u\).
We first show \(X(t, s; \omega)x = X(0, s - t; \theta_t(\omega)x \text{ for all } t \geq s, \mathbb{P}\)-almost surely. Let \(h > 0, t \geq s\) and \(\tilde{X}_h(t)(\omega) := X(t - h, s - h; \theta_h(\omega)x).\) Then for \(\mathbb{P}\text{-a.a. } \omega \in \Omega\) (with zero set possibly depending on \(s, h, x\))
\[\tilde{X}_h(t)(\omega) = X(t - h, s - h; \theta_h(\omega)x)\]
\[= x + \int_{s-h}^{t-h} M(r, X(r, s - h; \theta_h(\omega)x); \theta_h(\omega)dr) + \left(\int_{s-h}^{t-h} B_r dW_r\right)(\theta_h(\omega))\]
\[= x + \int_{s-h}^{t-h} M(r, X(r, s - h; \theta_h(\omega)x); \omega)dr + \left(\int_{s-h}^{t-h} B_r dW_r\right)(\omega)\]
\[= x + \int_{s}^{t} M(r, \tilde{X}_h(r)(\omega); \omega)dr + \left(\int_{s}^{t} B_r dW_r\right)(\omega).\]

Hence \(X(t - h, s - h; \theta_h(\omega)x = X(t, s; \omega)x, \mathbb{P}\)-almost surely. In particular
\[(4.25)\]
\[X(0, s - t; \theta_t(\omega)x = X(t, s; \omega)x, \mathbb{P}\text{-almost surely (with zero set possibly depending on } t, s, x)\text{. For an arbitrary sequence } s_n \to -\infty \text{ there exists a subsequence (again denoted by } s_n) \text{ such that } X(t, s_n; \cdot)x \to u_t \text{ and } X(0, s_n - t; \cdot)x \to u_0 \mathbb{P}\text{-almost surely. Thus passing to the limit in (4.25) yields}\]
\[u_0(\theta_t(\omega)) = u_t(\omega), \text{ } \mathbb{P}\text{-almost surely (with zero set possibly depending on } t).\]

Since \(u \in L^\infty(\Omega; L^\infty_{petoc}(\mathbb{R}; V))\), in particular \(u(\omega) \in L^\infty_{petoc}(\mathbb{R}; V)\) for almost all \(\omega \in \Omega\) and since \(u\) is \(\mathcal{F}\)-measurable, we now use Proposition 11.12 to deduce the existence of an indistinguishable, \(\mathcal{F}\)-measurable, \(\mathcal{F}_t\)-adapted, strictly stationary, continuous process \(\tilde{u}\) such that \(\tilde{u}(\omega) \in L^\infty_{petoc}(\mathbb{R}; V)\) for all \(\omega \in \Omega\).

We can now proceed to prove (4.24). Let \(\eta \leq 1\) and note that by (H2)
\[V^* \langle M(t, v), v \rangle_V + \|B_t\|_{L^2(U,H)}^2 \leq -\frac{C}{2} \|v\|_V^2 + C(1 + f_t), \quad \forall v \in V.\]
By Itô’s formula and the product rule we obtain
\[
\mathbb{E}\|X(t, s; \cdot)\|_H^2 e^{\eta \theta t} \leq \mathbb{E}\|X(s_0, s; \cdot)\|_H^2 e^{\eta \theta s_0} - \frac{c}{2} \int_{s_0}^{t} e^{\eta \theta r} \mathbb{E}\|X(r, s; \cdot)\|_V^2 dr \\
+ \mathbb{E} \int_{s_0}^{t} e^{\eta \theta r} C(1 + f_r)dr + \eta \mathbb{E} \int_{s_0}^{t} e^{\eta \theta r} \mathbb{E}\|X(r, s; \cdot)\|_H^2 dr \\
\leq \mathbb{E}\|X(s_0, s; \cdot)\|_H^2 e^{\eta \theta s_0} - \left(\frac{c}{2} - \eta C\right) \mathbb{E} \int_{s_0}^{t} e^{\eta \theta r} \mathbb{E}\|X(r, s; \cdot)\|_V^2 dr \\
+ \mathbb{E} \int_{s_0}^{t} e^{\eta \theta r} C(1 + f_r)dr, \quad \forall s \leq s_0 \leq t.
\]

Letting \(s \to -\infty\) we conclude
\[
\mathbb{E}\|u_t\|_H^2 e^{\eta \theta t} + \left(\frac{c}{2} - \eta C\right) \mathbb{E} \int_{-\infty}^{t} e^{\eta \theta r} \mathbb{E}\|u_r\|_V^2 dr \leq \mathbb{E}\|u_{s_0}\|_H^2 e^{\eta \theta s_0} + \mathbb{E} \int_{s_0}^{t} e^{\eta \theta r} C(1 + f_r)dr.
\]

Stationarity of \(u\) implies
\[
\left(\frac{c}{2} - \eta C\right) \mathbb{E} \int_{-\infty}^{t} e^{\eta \theta r} \mathbb{E}\|u_r\|_V^2 dr \leq \mathbb{E} \int_{-\infty}^{t} e^{\eta \theta r} C(1 + f_r)dr.
\]

\(\square\)

**Proof of Theorem 2.3** (i): Since \(\|u_r(\omega)\|_H^2 = \|u_0(\theta_r \omega)\|_H^2\) and \(\theta\) is an ergodic dynamical system on \((\Omega, \mathcal{F}, \mathbb{P})\), (2.5) follows from Birkhoff’s ergodic theorem as soon as we have shown \(\|u_0\|_H \in L^1(\Omega)\). By (H2’) there are \(C, c > 0\) such that
\[
2\mathbb{E}\langle M(t, v), v \rangle_V + \|B_t\|^2_{L^2(U, H)} \leq -c\|v\|_H^2 + C + f_t.
\]

Application of Itô’s formula to \(\|\cdot\|_H^2\) yields (cf. [17, Lemma 2.2])
\[
\frac{d}{dt} \mathbb{E}\|X(t, s; \cdot)0\|_H^2 \leq -\frac{ck}{4} \left(\mathbb{E}\|X(t, s; \cdot)0\|_H^2\right)^{\frac{\alpha+1}{\alpha}} + C(k)\mathbb{E}(1 + f_t)^{\frac{k-2+\frac{\alpha}{2}}{\alpha}},
\]
for a.e. \(t \geq s\). If \(\alpha > 2\) then by Lemma 1.2
\[
\mathbb{E}\|X(0, s; \cdot)0\|_H^2 \leq C < \infty,
\]
for \(s\) small enough and for some constant \(C > 0\). For \(\alpha = 2\), by Gronwall’s inequality
\[
\mathbb{E}\|X(0, s; \cdot)0\|_H^2 \leq C(k)\mathbb{E} \int_{s}^{0} e^{\frac{ck}{2}}(C + f_r)^{\frac{k}{2}} dr \leq C < \infty.
\]

Fatou’s Lemma yields
\[
\mathbb{E}\|u_0\|_H^k \leq \liminf_{n \to \infty} \mathbb{E}\|X(0, s_n; \cdot)0\|_H^k \leq C < \infty
\]
and thereby (2.6).

(ii): By similar calculations as for (2.6) and by using Burkholder’s inequality we obtain
\[
\mathbb{E} \sup_{t \in [0, 1]} \|u_t\|_H^k \leq C \left(\mathbb{E}\|u_0\|_H^k + \mathbb{E} \int_{0}^{1} f_r^{\frac{k-2+\frac{\alpha}{2}}{\alpha}} dr\right) < \infty,
\]
i.e. \(\sup_{t \in [0, 1]} \|u_0(\theta_r \omega)\|_H^k \in L^1(\Omega)\). By the dichotomy of linear growth (cf. [1, Proposition 4.1.3.]) this implies
\[
\lim_{t \to \pm \infty} \frac{\|u_0(\theta_r \omega)\|_H^k}{|t|} = 0,
\]
on a \(\theta\)-invariant set of full \(\mathbb{P}\)-measure. \(\square\)
4.3. Generation of stochastic flows (Theorem 2.5).

Proof of Theorem 2.5. (i): We consider (2.8) as an $\omega$-wise random PDE. This viewpoint will be used to define the associated stochastic flow. In order to apply variational methods, we first use another transformation to cancel the linear term $\mu z, Z(s, t; \omega)x$ appearing in (2.8). Let $k(s, t; \omega) := e^{-\int_{r}^{t} \phi(s, \omega) \,dr}$. Then $\tilde{Z}(t, s; \omega)x = k(s, t; \omega)Z(t, s; \omega)x$ satisfies

$$
\tilde{Z}(t, s; \omega)x = x + \int_{s}^{t} k(s, r; \omega)A_{\omega}(r, k(s, r; \omega)^{-1}\tilde{Z}(r, s; \omega)x) \,dr, \quad \forall t \geq s,
$$

if and only if $Z(t, s; \omega)x$ satisfies (2.3). In order to obtain the existence of a unique solution to (2.3) for each fixed $(\omega, s) \in \Omega \times \mathbb{R}$, we thus need to verify the assumptions (H1)-(H4) (cf. Appendix A) for $(t, v) \mapsto k(s, t; \omega)A_{\omega}(t, s)$. These properties follow immediately from the respective properties for $A_{\omega}(t, v)$. We will check (H1)-(H4) for $A_{\omega}(t, v)$ on each bounded interval $[S, T] \subseteq \mathbb{R}$ and for each fix $\omega \in \Omega$. For ease of notation we suppress the $\omega$-dependency of the coefficients occurring in the following calculations. (H1) is immediate from (A1) for $A_{\omega}(t, v)$.

(H2): For $v_{1}, v_{2} \in V, \omega \in \Omega$ and $t \in [S, T]$ such that $u_{\varepsilon}(\omega) \in V$:

$$
2\varepsilon \cdot \langle A_{\omega}(t, v_{1}) - A_{\omega}(t, v_{2}), v_{1} - v_{2} \rangle_{V} \leq C(t)\|v_{1} - v_{2}\|_{H}^{2},
$$

For $t \in \mathbb{R}$ such that $u_{\varepsilon}(\omega) \not\in V$ the same calculation holds. This yields (H2) on $[S, T]$ for $A_{\omega}(t, v)$ by local boundedness of $C(t)$.

(H3): For $v \in V, \omega \in \Omega$ and $t \in \mathbb{R}$ such that $u_{\varepsilon}(\omega) \in V$:

$$
2\varepsilon \cdot \langle A_{\omega}(t, v_{1}) - A_{\omega}(t, v_{2}), v_{1} - v_{2} \rangle_{V} \leq C(t)\|v_{1} - v_{2}\|_{H}^{2} - c(t)\|v_{t}\|_{C}^{2} + f(t)\|v_{t}\|_{C}^{2} + \varepsilon_{1}\|v_{t}\|_{C}^{2} + \varepsilon_{3}\|v_{t}\|_{C}^{2} + \varepsilon_{2}\|v_{t}\|_{C}^{2}
$$

Using Young’s inequality for all $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3} > 0$ and some $C_{\varepsilon_{1}}, C_{\varepsilon_{2}}, C_{\varepsilon_{3}}$ we obtain

$$
2\mu \|A(t, \mu_{t}^{-1}(v + u_{t}))\|_{V} \|u_{t}\|_{V} \leq \varepsilon_{1}\mu_{t}^{2}\|A(t, \mu_{t}^{-1}(v + u_{t}))\|_{V}^{2} + C_{\varepsilon_{2}}\mu_{t}^{2}\|u_{t}\|_{V}^{2}
$$

and

$$
2\varepsilon \cdot \langle M(u_{t}), v \rangle_{V} \leq C_{\varepsilon}2\mu_{t}^{2}\|M(u_{t})\|_{V}^{2} + \varepsilon_{2}\mu_{t}^{2}\|v\|_{V}^{2},
$$

as well as

$$
2\varepsilon \cdot \langle A_{\omega}(t, v_{1}) - A_{\omega}(t, v_{2}), v_{1} - v_{2} \rangle_{V} \leq C_{\varepsilon}2\mu_{t}^{2}\|u_{t}\|_{V}^{2} + \varepsilon_{3}\|v_{t}\|_{H}^{2}.
$$

Using this in (4.26) yields

$$
2\varepsilon \cdot \langle A_{\omega}(t, v_{1}) - A_{\omega}(t, v_{2}), v_{1} - v_{2} \rangle_{V} \leq C(t)\|v + u_{t}\|_{H}^{2} - (c(t) - \varepsilon_{1}C(t))\mu_{t}^{2}f(t) + \varepsilon_{2}\mu_{t}^{2}f(t) + C_{\varepsilon}2\mu_{t}^{2}\|u_{t}\|_{V}^{2} + C_{\varepsilon}2\mu_{t}^{2}\|u_{t}\|_{H}^{2} + \varepsilon_{3}\|v\|_{H}^{2}
$$

and

$$
2\mu \|A(t, \mu_{t}^{-1}(v + u_{t}))\|_{V} \|u_{t}\|_{V} \leq C_{\varepsilon}2\mu_{t}^{2}\|u_{t}\|_{V}^{2} + \varepsilon_{3}\|v\|_{H}^{2}.
$$

Using this in (4.26) yields
Using
\[ \|v + u_t(\omega)\|_V^\alpha \geq 2^{1-\alpha}\|v\|_V^\alpha - \|u_t(\omega)\|_V^\alpha \]
we obtain (for \(\varepsilon_1\) small enough):
\[ 2\nu \cdot \langle A_\omega(t, v), v \rangle_V \leq (2(1 + \varepsilon_1))\|v\|_H^2 - (2^{1-\alpha}c(t) - \varepsilon_1 2^{1-\alpha}C(t) - 2\varepsilon_2)\|v\|_V^\alpha \]
\[ + \mu t^2 f(t) + \varepsilon_1 \mu t^2 f(t) + \mu t^2 - \alpha \left( \mu C_z + c(t) - \varepsilon_1 C(t) \right)\|u_t\|_V^\alpha \]
\[ + C_{\varepsilon_2} 2\mu t^{2-\alpha} \left( \|u_t\|_V^\alpha + M \right) + \left( 2C(t) + C_{\varepsilon_2} \mu t^2 \right)\|u_t\|_H^2. \]
Now choosing \(\varepsilon_1, \varepsilon_2\) small enough yields
\[ (4.27) \quad V \cdot \langle A_\omega(t, v), v \rangle_V \leq \tilde{C}(t)\|v\|_H^2 - \tilde{c}(t)\|v\|_V^\alpha + \tilde{f}(t), \]
with
\[ \tilde{f}(t) := \mu t^2 f(t) + \varepsilon_1 \mu t^2 f(t) + \mu t^2 - \alpha \left( \mu C_z + c(t) - \varepsilon_1 C(t) \right)\|u_t\|_V^\alpha \]
\[ + C_{\varepsilon_2} 2\mu t^{2-\alpha} \left( \|u_t\|_V^\alpha + M \right) + \left( 2C(t) + C_{\varepsilon_2} \mu t^2 \right)\|u_t\|_H^2. \]
By pathwise continuity of \(u_t, \mu_t, z_t\), local boundedness of \(c(t), C(t)\) and since \(u_\omega(\omega) \in L^2_{\text{loc}}(\mathbb{R}; V)\) for all \(\omega \in \Omega\) we have \(\tilde{f} \in L^1_{\text{loc}}(\mathbb{R})\). By choosing \(\varepsilon_1, \varepsilon_2\) small enough we obtain (H3) on \([S, T] \subseteq \mathbb{R}\). For \(t \in \mathbb{R}\) such that \(u_t(\omega) \not\in V\) the same calculation proves (H3).

(H4): For \(v \in V, \omega \in \Omega\) and \(t \in \mathbb{R}\) such that \(u_t(\omega) \in V\):
\[ \|A_\omega(t, v)\|_{V^\alpha}^- = \|\mu t A \left( t, \mu^{-1}(v + u_t) \right) + \mu tz_t + M(u_t)\|_{V^\alpha}^- \]
\[ \leq C \left( \|\mu t A \left( t, \mu^{-1}(v + u_t) \right)\|_{V^\alpha}^- + \|\mu \|_{V^\alpha}^- + \|M(u_t)\|_{V^\alpha}^- \right) \]
\[ \leq C \mu t^{2-\alpha} \left( \|v + u_t\|_V^\alpha + f(t) \right) + C \mu t^{2-\alpha} \left( \|u_t\|_V^\alpha + 1 \right) \]
\[ \leq \tilde{C}(t)\|v\|_V^\alpha + \tilde{f}_t, \]
with
\[ \tilde{f}_t := C \mu t^{2-\alpha} f(t) + CC(t)\mu t^{1-\alpha} \|u_t\|_V^\alpha + C \mu t^{2-\alpha} \left( \|M(u_t)\|_V^\alpha + 1 \right) \]
As before this yields (H4) on \([S, T]\). For \(t \in \mathbb{R}\) such that \(u_t \not\in V\) the same calculation proves (H4).

Hence (H1)–(H4) are satisfied for \(A_\omega\) for each \(\omega \in \Omega\) and by Theorem A.2 (applied to the deterministic situation) we obtain the existence of a unique solution
\[ Z(\cdot, s; \omega) x \in L^2_{\text{loc}}([s, \infty); V) \cap C([s, \infty); H) \]
to (2.8) for all \((s, \omega, x) \in \mathbb{R} \times \Omega \times H\). By uniqueness for (2.8) we have the flow property
\[ Z(t, s; \omega) x = Z(t, r; \omega) Z(r, s; \omega) x. \]
By Proposition 4.3.9 the family of maps given by
\[ S(t, s; \omega)x := T(t, \omega) \circ Z(t, s; \omega) \circ T^{-1}(s, \omega) \]
defines a stochastic flow.

(ii): Since \(T(t, \omega)y\) is continuous in \(t\) locally uniformly in \(y\), \(t \mapsto S(t, s; \omega)x\) is continuous. Proposition 4.2.10 implies
\[ \|Z(t, s; \omega)x - Z(t, s; \omega)x \|_{H^2}^2 \leq e^{C(t-s)} \|x - y\|_{H^2}^2. \]
for bounded $s \leq t$. Thus $x \mapsto Z(t, s; \omega)x$ is continuous locally uniformly in $s, t$. Moreover,
$$
\|Z(t, s_1; \omega)x - Z(t, s_2; \omega)x\|_H^2 = \|Z(t, s_2; \omega)Z(s_2, s_1; \omega)x - Z(t, s_2; \omega)x\|_H^2
\leq e^{C(t-s_2)}\|Z(s_2, s_1; \omega)x - x\|_H^2, \ \forall s_1 < s_2,
$$
which implies right-continuity of $s \mapsto Z(t, s; \omega)x$. This implies right continuity of $s \mapsto S(t, s; \omega)x$ and continuity of $x \mapsto S(t, s; \omega)x$ locally uniformly in $s, t$.

(iii): If $A$ is $(B(\mathbb{R}) \otimes B(V) \otimes F, B(V^*))$-measurable then measurability of $Z(t, s; \omega)$, $S(t, s; \omega)$ follows as in the proof of [30, Theorem 1.1].

The same argument proves $F_r$-adaptedness of $Z(t, s; \omega)x$ if $A$ is $F_r$-adapted. Applying the transformation backwards then shows that $S(t, s; \omega)x$ is a solution to (A4).

(iv): Assume that $A(t, v; \omega)$ is strictly stationary. Strict stationarity of $z_t$ and $u_t$ then implies $A_\omega(t, v) = A_\omega(0, v)$. By uniqueness for $Z(s, \omega)x$ we deduce
$$
Z(t, s; \omega)x = Z(t - s, 0; \theta_t \omega)x
$$
and $Z(t, s; \omega)$ is a cocycle. Since $T(t, \omega)$ is a stationary conjugation the same follows for $S(t, s; \omega)$.

4.4. Existence of Random Attractors (Theorem 2.6). For $\eta : \Omega \to \mathbb{R}_+ \setminus \{0\}$ let $D^\eta$ be the set of all sets of subexponential growth of order $\eta$, i.e. $\{D(t, \omega)\}_{t \in \mathbb{R}, \omega \in \Omega} \subseteq D^\eta$ if $\|D(s, \omega)\|_H = O(e^{\eta(s)})$ for $s \to -\infty$ and all $\omega \in \Omega$. Define $B(x, r) := \{y \in H \mid \|x - y\| \leq r\}$. First, we will prove bounded absorption for the stochastic flows $S(t, s; \omega)$, $Z(t, s; \omega)$.

Proposition 4.4 (Bounded absorption). Assume (A1)-(A4) and (V) with $c, C$ being independent of time $t$ and $f$ exponentially integrable. If $\alpha = 2$, additionally assume $C < \frac{1}{\alpha}$ in (A3). Then there is an $\eta : \Omega \to \mathbb{R}_+ \setminus \{0\}$ and a $\mathcal{D}^{\eta}$-absorbing family of bounded sets $\{F(t, \omega)\}_{t \in \mathbb{R}, \omega \in \Omega}$ for $S(t, s; \omega)$ and $Z(t, s; \omega)$. Moreover, there is a function $R : \mathbb{R} \times \Omega \to \mathbb{R}_+ \setminus \{0\}$ such that for all $D \in \mathcal{D}^{\eta}$ there is an absorption time $s_0 = s_0(D, t; \omega)$ such that
$$
Z(t, s; \omega)D(s, \omega) \subseteq B(0, R(t, \omega)),
$$
for all $s \leq s_0$, $\mathbb{P}$-almost surely.

Proof. Let $t \in \mathbb{R}$. From (4.27) and using the assumption in case $\alpha = 2$ we obtain
$$
\langle v, A_\omega(t, v) \rangle_V \leq -\bar{c}(\omega)\mu_1^{2-\alpha}(\omega)\|v\|_V^2 + \bar{f}(t, \omega),
$$
for some $\bar{c}(\omega) > 0$ and
$$
\bar{f}(t, \omega) = C\mu_1^2(\omega)f(t, \omega) + C\mu_1^{2-\alpha}(\omega)\|u_\tau(\omega)\|_V^2 + C\mu_1^{2-\alpha}(\omega)\|u_t(\omega)\|_V^2 + 1
\geq C(1 + z_t^2(\omega))\|u_t(\omega)\|_H^2 + C\mu_1^2(\omega).
$$

Hence,
$$
2\langle v, A_\omega(t, v) + \mu z_\tau(\omega)v, v \rangle_V \leq (-\bar{c}(\omega)\mu_1^{2-\alpha}(\omega) + \mu z_\tau(\omega))\|v\|_V^2 + \bar{f}(t, \omega), \ \forall v \in V
$$
and for a.e. $t \geq s$ we obtain
$$
\frac{d}{dt}\|Z(t, s; \omega)x\|_H^2 = \langle v, A_\omega(t, Z(t, s; \omega)x) + \mu z_\tau(Z(t, s; \omega)x), Z(t, s; \omega)x \rangle_V
\leq (-\bar{c}(\omega)\mu_1^{2-\alpha}(\omega) + \mu z_\tau(\omega))\|Z(t, s; \omega)x\|_H^2 + \bar{f}(t, \omega).
$$

By Birkhoff's ergodic theorem and dichotomy of linear growth [11, Proposition 4.1.3], there is a subset $\Omega_0 \subseteq \Omega$ of full $\mathbb{P}$-measure such that $\lim_{t \to \pm \infty} \int_0^t \mu z_\tau(\omega) d\tau \to \mu \mathbb{E}[z_0] = 0$, $\lim_{t \to -\infty} \int_0^t \mu z_\tau(\omega) d\tau \to \mathbb{E}[\mu_1^{2-\alpha}]$ for $s \to -\infty$ and all $\omega \in$
\( \Omega_0 \). Therefore, \( \mu_t(\omega) = e^{\alpha t}(\omega) \) is of subexponential growth and \( \bar{f} \) is exponentially integrable, \( \mathbb{P} \)-almost surely. Furthermore, there is an \( s_0(\omega) \leq 0 \) such that
\[
\frac{1}{t-s} \int_s^t (-\bar{e}(\omega)\mu^{2-\alpha}(\omega) + \mu z_\tau(\omega)) \, d\tau \leq -\eta(\omega),
\]
for all \( s \leq s_0(\omega), \omega \in \Omega_0 \) and some \( \eta : \Omega \to \mathbb{R} \setminus \{0\} \). Let \( D \in \mathcal{D}^n, x_\omega(\omega) \in D(s, \omega) \), i.e. there is a function \( C : \Omega \to \mathbb{R} \) such that \( \|D(s, \omega)\|_{\mathcal{H}} e^{\eta(\omega)s} \leq C(\omega) \) for all \( s \) small enough. For some \( \tilde{s}_0 = \tilde{s}_0(D, t; \omega) \) using Gronwall’s inequality we obtain
\[
\|Z(t, s; \omega)D(s, \omega)\|_{\mathcal{H}} \leq \|D(s, \omega)\|^2_{\mathcal{H}} e^{-\eta(\omega)(t-s)} + \int_s^t e^{-\eta(\omega)(t-r)} \bar{f}(r, \omega)dr
\]
\[
\quad + \int_{\tilde{s}_0}^t e^{f_\omega(-\bar{e}(\omega)\mu^{2-\alpha}(\omega) + \mu z_\tau(\omega))}d\tau \bar{f}(s, \omega)dr \leq C(\omega) + \int_{\tilde{s}_0}^t C(\omega) e^{-\eta(\omega)r}dr + \int_{\tilde{s}_0}^t \bar{f}(s, \omega)dr =: R(t, \omega), \quad \forall s \leq \tilde{s}_0, \mathbb{P} \text{-a.s.},
\]
where finiteness of the second summand follows from exponential integrability of \( \bar{f} \).

Since \( T(t, \omega) \) is a bounded map of subexponential growth this implies bounded absorption for \( S(t, s; \omega) \).

**Proof of Theorem 2.6**

(i): Compactness of the stochastic flows \( S(t, s; \omega), Z(t, s; \omega) \) follows as in [27].

(ii): We prove that \( Z(t, s; \omega) \) is \( \mathcal{D} \)-asymptotically compact. By Proposition 1.4 there is an \( \eta : \Omega \to \mathbb{R} \setminus \{0\} \) and a bounded \( \mathcal{D}^n \)-absorbing set \( F \). Let
\[
K(t, \omega) := Z(t, t-1; \omega)F(t-1, \omega), \quad \forall t \in \mathbb{R}, \omega \in \Omega.
\]
Since \( F(t-1, \omega) \) is a bounded set and \( Z(t, s; \omega) \) is a compact flow, \( K(t, \omega) \) is compact. Furthermore, \( K(t, \omega) \) is \( \mathcal{D}^n \)-absorbing:
\[
Z(t, s; \omega)D(s, \omega) = Z(t, t-1; \omega)Z(t-1, s; \omega)D(s, \omega) \subseteq Z(t, t-1; \omega)F(t-1, \omega) \subseteq K(t, \omega),
\]
for all \( s \leq s_0, \mathbb{P} \)-almost surely. By Theorem 1.7 and Theorem 1.10 this yields the existence of random \( \mathcal{D}^n \)-attractors \( A_2, A_3 \) for \( Z(t, s; \omega), S(t, s; \omega) \) respectively. Restricting the domain of attraction of \( A_2, A_3 \) to the system of all tempered sets \( \mathcal{D} \) thus yields the claim.

(iii): Let now \( A \) be \((B(\mathbb{R}) \otimes B(V) \otimes F, B(V^*))\)-measurable and \( c, C \) in \((A3) \) be \((F, B(\mathbb{R}))\)-measurable. Then \( \eta \) in Proposition 1.4 can be chosen \((F, B(\mathbb{R}))\)-measurable and we define
\[
\mathcal{D}_0 := \left\{ \{D^n(t, \omega) := B(0, e^{\eta(\omega)[t]}n)\}_{t \in \mathbb{R}, \omega \in \Omega} | n \in \mathbb{N} \right\}.
\]
Then
\[
A_2(t, \omega) = \bigcup_{n \in \mathbb{N}} \Omega(D^n, t; \omega)
\]
and Theorem 1.7 implies measurability of the random \( \mathcal{D}^n \)-attractors.

(iv): Now assume \( A \) to be strictly stationary. Then \( Z(t, s; \omega) \) and \( S(t, s; \omega) \) are cocycles and \( K \) is a \( \mathcal{D}^n \)-absorbing compact set. Hence, there exist measurable, strictly stationary random \( \mathcal{D}^n \)-attractors for \( Z(t, s; \omega) \) and \( S(t, s; \omega) \) by Theorem 1.7.
4.5. Stable equilibria (Theorem 2.7). We will need the following

Lemma 4.5. Let $\beta$ be a real-valued Brownian motion and $q, t \in \mathbb{R}$. Then
\[
\int_s^t e^{\beta_r - \beta_t} dr \to \infty, \quad \mathbb{P}\text{-a.s. for } s \to -\infty.
\]

Proof. Since $s \mapsto \int_s^t e^{\beta_r - \beta_t} dr$ is increasing as $s$ decreases, it is enough to prove divergence in probability. Observe
\[
\int_s^t e^{\beta_r - \beta_t} dr = \int_{s-t}^0 e^{\beta_{t-r} - \beta_t} dr = \int_{s-t}^0 e^{\beta_t - \beta_r} dr.
\]

Then there is a set $\Omega \in \Omega$ of full $\mathbb{P}$-measure such that
\[
\lim_{t \to -\infty} \int_{s-t}^0 e^{\beta_t - \beta_r} dr = 0
\]
for all $t > 0 \geq s \geq t$, $\omega \in \Omega$. In particular, there is an $\mathcal{F}$-measurable continuous process $\eta : \mathbb{R} \times \Omega \to H$ such that
\[
\lim_{s \to -\infty} S(t, s; \omega)x = \eta(t, \omega),
\]
for all $x \in H, t \in \mathbb{R}$, $\mathbb{P}$-almost surely.

Proof. We consider an alternative transformation of the SPDE (2.1). Since $S(t, s; \omega)x$ is a solution of (2.1),
\[
\tilde{Z}(t, s; \omega)x := \mu_t(x)S(t, s; \omega)x,
\]
with $\mu_t(x) := e^{-\mu \beta}$ satisfies
\[
\tilde{Z}(t, s; \omega)x = \tilde{Z}(t_1, s; \omega)x + \int_{t_1}^t \mu_r(x)A(r, \tilde{Z}(r, s; \omega)x)dr + \int_{t_1}^t \mu_r \circ dW_r(x)
\]
$\mathbb{P}$-a.s. for all $t_2 \geq t_1 \geq s$ (with $\mathbb{P}$-zero set possibly depending on $x, s$). By (A2') we obtain
\[
\frac{d}{dt} \|\tilde{Z}(t, s; \omega)x - \tilde{Z}(t_1, s; \omega)x\|^2_H \leq -\lambda(\omega)\mu_t(x)2^{-\alpha} \left( \|\tilde{Z}(t, s; \omega)x - \tilde{Z}(t_1, s; \omega)x\|^2_H \right)^{\frac{1}{2}},
\]
for a.e. $t \geq s_2 \geq s_1$ and by Lemma 4.4 to conclude
\[
\|\tilde{Z}(t, s; \omega)x - \tilde{Z}(t_1, s; \omega)x\|^2_H \leq \left( \frac{\alpha}{2} - 1 \right) \lambda(\omega) \int_{s_2}^t \mu_r(x)2^{-\alpha} dr \left( \frac{\alpha}{2} - 1 \right) \lambda(\omega) \int_{s_2}^t \mu_r(x)2^{-\alpha} dr
\]
for all $t \geq s_2$. Hence,
\[
\|S(t, s; \omega)x - S(t_1, s; \omega)x\|^2_H \leq \left( \frac{\alpha}{2} - 1 \right) \lambda(\omega) \int_{s_2}^t \mu_r(x)2^{-\alpha} dr \left( \frac{\alpha}{2} - 1 \right) \lambda(\omega) \int_{s_2}^t \mu_r(x)2^{-\alpha} dr
\]
for all $t \geq s_2$. Since both sides of the inequality are continuous in $x, t$ and right-continuous in $s_1, s_2$ the claim follows on a $\mathbb{P}$-zero set independent of $x, s_1, s_2, t$. By Lemma 1.6 the right hand side converges to 0 for $s_2 \to \infty$ and thus $S(t, s; \omega)x$ is a Cauchy sequence with limit $\eta(t, \omega)$ independent of $x$. Letting $s_1 \to -\infty$ in (4.30) then yields
\[
\|S(t, s; \omega)x - \eta(t, \omega)\|^2_H \leq \left( \frac{\alpha}{2} - 1 \right) \lambda(\omega) \int_{s_2}^t \mu_r(x)2^{-\alpha} dr \left( \frac{\alpha}{2} - 1 \right) \lambda(\omega) \int_{s_2}^t \mu_r(x)2^{-\alpha} dr
\]
for all $t \geq s_2$.  

Proof. Since $s \mapsto \int_s^t e^{\beta_r - \beta_t} dr$ is increasing as $s$ decreases, it is enough to prove divergence in probability. Observe
\[
\int_s^t e^{\beta_r - \beta_t} dr = \int_{s-t}^0 e^{\beta_{t-r} - \beta_t} dr = \int_{s-t}^0 e^{\beta_t - \beta_r} dr.
\]

The claim then easily follows from the Lévy arcsine law. □
\( \mathbb{P} \)-almost surely. In particular, the convergence holds locally uniformly in \( t \), which implies continuity of \( \eta \).

**Proof of Theorem 2.7.** By Lemma 4.6 we may define
\[
\mathcal{A}(t, \omega) := \{ \eta(t, \omega) \}.
\]

We shall show that this defines a global random \( \mathcal{D}^\eta \)-attractor for the stochastic flow \( S(t, s; \omega) \). Since \( \eta \) is \( \mathcal{F} \)-measurable, \( \mathcal{A}(t, \omega) \) is a random compact set. It remains to check the invariance and attraction properties for \( \mathcal{A}(t, \omega) \). The continuity of \( x \mapsto S(t, s; \omega)x \) and the flow property imply that
\[
S(t, s; \omega)\mathcal{A}(s, \omega) = \left\{ S(t, s; \omega) \lim_{r \to -\infty} S(s, r; \omega)x \right\} = \left\{ \lim_{r \to -\infty} S(t, r; \omega)x \right\} = \mathcal{A}(t, \omega),
\]
for all \( t \geq s, \omega \in \Omega_0 \). For any family of subsets \( D \in \mathcal{D}^\eta \) we have
\[
d(S(t, s; \omega)D(s, \omega), \mathcal{A}(t, \omega)) = \sup_{x \in D(s, \omega)} \| S(t, s; \omega)x - \eta(t, \omega) \|_H \to 0, \quad \text{for } t \to \infty,
\]
i.e. \( \mathcal{A}(t, \omega) \) is \( \mathcal{D}^\eta \)-attracting. Therefore, \( \mathcal{A} \) is a random \( \mathcal{D}^\eta \)-attractor for \( S(t, s; \omega) \). The bound on the speed of attraction follows immediately from the respective bound in Lemma 4.6.

If \( \mathcal{A} \) is strictly stationary then \( S(t, s; \omega) \) is a cocycle. Hence
\[
\eta(t, \omega) = \lim_{s \to -\infty} S(t, s; \omega)x = \lim_{s \to -\infty} S(0, s - t; \theta t \omega)x = \eta(0, \theta t \omega),
\]
on a \( \mathbb{P} \)-zero set possibly depending on \( t \). By [37, Proposition 2.8] we can choose a strictly stationary indistinguishable version of \( \eta \).

**4.6. Random attractors for strongly mixing RDS (Remark 2.10 & Theorem 2.11).**

**Proof of Remark 2.10.** By [16, Proposition 1] we know that for \( x \leq y, x, y \in H \) we have
\[
\| \varphi(t, \theta_{-t})x - \varphi(t, \theta_{-t})y \|_H \xrightarrow{p} 0, \quad \text{for } t \to \infty,
\]
where \( \xrightarrow{p} \) denotes convergence in probability. Since \( x_+ \geq 0, x \) this implies
\[
\| \varphi(t, \theta_{-t})x - \varphi(t, \theta_{-t})0 \|_H \xrightarrow{p} 0, \quad \text{for } t \to \infty,
\]
for all \( x \in H \). Let \( \mathcal{A} \) be a weak point random attractor and \( [x, y] \subseteq H \) be an interval in \( H \). Since \( \varphi \) is order-preserving,
\[
\varphi(t; \omega)[x, y] \subseteq [\varphi(t; \omega)x, \varphi(t; \omega)y],
\]
and thus
\[
\text{diam}(\varphi(t; \omega)[x, y]) \leq \text{diam}([\varphi(t; \omega)x, \varphi(t; \omega)y]).
\]
Since \( H_+ \) is normal we have
\[
\text{diam}([\varphi(t; \omega)x, \varphi(t; \omega)y]) \leq 2\epsilon \| \varphi(t; \omega)x - \varphi(t; \omega)y \|_H \xrightarrow{p} 0,
\]
by (4.31). Hence, \( \text{diam}(\varphi(t; \theta_{-t}\omega)[x, y]) \xrightarrow{p} 0 \) and \( d(\varphi(t; \theta_{-t}\omega)x, \mathcal{A}(\omega)) \xrightarrow{p} 0 \) for all \( x \in H \), which implies
\[
d(\varphi(t; \theta_{-t}\omega)[x, y], \mathcal{A}(\omega)) \xrightarrow{p} 0.
\]
\[ \square \]

**Proof of Theorem 2.11.** The proof relies on a modification of the proof of [16, Proposition 2]. Since \( \mu(V) = 1 \), we can find a sequence of compact sets \( K_n \subseteq V \) such that \( \mu(K_n) \geq 1 - 2^{-n-2} \). By the assumptions on \( V \) we can choose \( f_n, g_n \in H \) such that \( K_n \subseteq [f_n, g_n] \). Thus \( \mu([f_n, g_n]) \geq 1 - 2^{-n-2} \). Now we can proceed as in [16, Proposition 2] to prove the existence of an equilibrium \( v(\omega) \). I.e. \( v : \Omega \to H \) is an \( \mathcal{F}_{-\infty} \)-measurable random variable satisfying \( \varphi(t, \omega)v(\omega) = v(\theta t \omega) \).
Without loss of generality we may assume that $0 \in K_n$, thus $0 \in [f_n, g_n]$ for all $n \in \mathbb{N}$. As in [10], Proposition 2 we may then prove that $\varphi(t, \theta_{-s})0 \overset{p}{\to} v$. By (4.32) this implies

$$\varphi(t, \theta_{-t})x \overset{L^p}{\to} v, \text{ for } t \to \infty.$$  

Hence, $v$ is a weak point random attractor.

By Lemma 4.3 we have $\mathcal{L}(\varphi(t, \theta_{-t})x) \to \mathcal{L}(v)$ weakly. Hence, $\mu(V) = 1$ this implies $v(\omega) \in V$, $\mathbb{P}$-almost surely.

Let now $\mathcal{A}$ be another weak point/interval random attractor. For each $\varepsilon > 0$ there is a compact set $K_{\varepsilon} \subseteq V$ and $\Omega_{\varepsilon} \subseteq \Omega$ such that $v(\omega) \subseteq K_{\varepsilon}$ for all $\omega \in \Omega_{\varepsilon}$ and $\mathbb{P}[\Omega_{\varepsilon}] \geq 1 - \varepsilon$. Since $V$ is $H$-solid, all compact sets in $V$ are attracted by $\mathcal{A}$ in probability. Thus,

$$d(v(\omega), \mathcal{A}(\omega)) = d(\varphi(t; \theta_{-t})v(\theta_{-t}\omega), \mathcal{A}(\omega)) \leq d(\varphi(t; \theta_{-t})K_{\varepsilon}, \mathcal{A}(\omega)), \ \forall \omega \in \theta_{t}\Omega_{\varepsilon}.$$  

Let $\delta > 0$. Then,

$$\mathbb{P}[d(v, \mathcal{A}) > \delta] \leq \mathbb{P}[d(\varphi(t; \theta_{-t})K_{\varepsilon}, \mathcal{A}) > \delta + \varepsilon] \leq 2\varepsilon,$$

for all $t$ large enough. Hence, $v \in \mathcal{A}$, $\mathbb{P}$-almost surely and $\mathcal{A}$ is shown to be the minimal weak point/interval attractor. 

## Appendix A. Existence of unique solutions to monotone SPDE

We recall the variational approach to monotone SPDE (cf. [34,42,43]). Let $V \subseteq H \subseteq V^*$ be a Gelfand triple, $(\Omega, \mathcal{G}, \{\mathcal{G}_t\}_{t \in [0, T]}, \mathbb{P})$ be a normal filtered probability space and $W$ be a cylindrical Wiener process on some separable Hilbert space $U$. Further assume that

$$A : [0, T] \times V \times \Omega \to V^*, \ B : [0, T] \times V \times \Omega \to L_2(U, H)$$

are $\mathcal{G}_t$-progressively measurable. We extend $A, B$ by 0 to all of $[0, T] \times H \times \Omega$.

**Definition A.1.** A continuous, $H$-valued, $\mathcal{G}_t$-adapted process $\{X_t\}_{t \in [0, T]}$ is called a solution to

$$dX_t = A(t, X_t)dt + B(t, X_t)dW_t$$

if $X \in L^\alpha([0, T] \times \Omega; V)$ and $\mathbb{P}$-a.s.

$$X_t = X_0 + \int_0^t A(r, X_r)dr + \int_0^t B(r, X_r)dW_r, \ \forall t \in [0, T].$$

We assume that there are $\alpha > 1$, $c, C > 0$ and $f \in L^1([0, T] \times \Omega)$ positive and $\mathcal{G}_t$-adapted such that

(H1): (Hemicontinuity) The map $s \mapsto V^* \langle A(t, v_1 + sv_2), v \rangle_V$ is continuous on $\mathbb{R}$,  
(H2): (Monotonicity) $2 V^* \langle A(t, v_1) - A(t, v_2), v_1 - v_2 \rangle_V + \|B(t, v_1) - B(t, v_2)\|_{L_2(U, H)}^2 \leq C\|v_1 - v_2\|_H^2$,
(H3): (Coercivity) $2 V^* \langle A(t, v), v \rangle_V + \|B(t, v)\|_{L_2(U, H)}^2 + c\|v\|_V^2 \leq f_t + C\|v\|_H^2$,
(H4): (Growth) $\|A(t, v)\|_{V^*} \leq C\|v\|_V + f_t$,

for all $v_1, v_2, v \in V$ and $(t, \omega) \in [0, T] \times \Omega$. 
Theorem A.2 \(\text{(A.35), Theorem 4.2.4)}\). Assume \((H1)-(H4)\). Then, for every \(X_0 \in L^2(\Omega, G_0; H)\) \(\text{(A.35)}\), has a unique solution \(X\) satisfying
\[
E \left( \sup_{t \in [0,T]} \|X_t\|^2_H + \int_0^T \|X_r\|^\alpha_V dr \right) < \infty.
\]

REFERENCES

[1] Ludwig Arnold. *Random dynamical systems*. Springer Monographs in Mathematics. Springer-Verlag, Berlin, 1998.

[2] Donald G. Aronson and Lambertus A. Peletier. Large time behaviour of solutions of the porous medium equation in bounded domains. *J. Differential Equations*, 39(3):378–412, 1981.

[3] Viorel Barbu, Giuseppe Da Prato, and Michael Röckner. Existence and uniqueness of nonnegative solutions to the stochastic porous medium equation. *Indiana Univ. Math. J.*, 57(1):187–211, 2008.

[4] Viorel Barbu, Giuseppe Da Prato, and Michael Röckner. Some results on stochastic porous media equations. *Boll. Unione Mat. Ital.*, (9), 1(1):1–15, 2008.

[5] Viorel Barbu, Giuseppe Da Prato, and Michael Röckner. Existence of strong solutions for stochastic porous media equation under general monotonicity conditions. *Ann. Probab.*, 37(2):428–452, 2009.

[6] Wolf-Jürgen Beyn, Benjamin Gess, Paul Lescot, and Michael Röckner. The global random attractor for a class of stochastic porous media equations. *Comm. Partial Differential Equations*, 36(3):446–469, 2011.

[7] Tomás Caraballo, Hans Crauel, José A. Langa, and James C. Robinson. The effect of noise on the Chafee-Infante equation: a nonlinear case study. *Proc. Amer. Math. Soc.*, 135(2):373–382 (electronic), 2007.

[8] Tomás Caraballo, Peter E. Kloeden, and Björn Schmalfuß. Exponentially stable stationary solutions for stochastic evolution equations and their perturbation. *Appl. Math. Optim.*, 50(3):183–207, 2004.

[9] Alexandre N. Carvalho, Jan W. Cholewa, and Tomasz Dlotko. Global attractors for problems with monotone operators. *Boll. Unione Mat. Ital.* B Artic. Ric. Mat. (8), 2(3):693–706, 1999.

[10] Alexandre N. Carvalho and Cláudia B. Gentile. Comparison results for nonlinear parabolic equations with monotone principal part. *J. Math. Anal. Appl.*, 259(1):319–337, 2001.

[11] Alexandre N. Carvalho and Cláudia B. Gentile. Asymptotic behaviour of non-linear parabolic equations with monotone principal part. *J. Math. Anal. Appl.*, 280(2):252–272, 2003.

[12] Charles Castaing and Michel Valadier. *Convex analysis and measurable multifunctions*. Lecture Notes in Mathematics, Vol. 580. Springer-Verlag, Berlin, 1977.

[13] Jan W. Cholewa and Tomasz Dlotko. Global attractors in abstract parabolic problems, volume 278 of London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, 2000.

[14] Jan W. Cholewa and Anaíl Rodríguez-Bernal. Extremal equilibria for monotone semigroups in ordered spaces with application to evolutionary equations. *J. Differential Equations*, 249(3):485–525, 2010.

[15] Igor Chueshov. *Monotone random systems theory and applications*, volume 1779 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2002.

[16] Igor Chueshov and Michael Scheutzow. On the structure of attractors and invariant measures for a class of monotone random systems. *Dyn. Syst.*, 19(2):127–144, 2004.

[17] Hans Crauel. Markov measures for random dynamical systems. *Stochastics Stochastics Rep.*, 37(3):153–173, 1991.

[18] Hans Crauel. Global random attractors are uniquely determined by attracting deterministic compact sets. *Ann. Mat. Pura Appl.* (4), 176:57–72, 1999.

[19] Hans Crauel. White noise eliminates instability. *Arch. Math. (Basel)*, 75(6):472–480, 2000.

[20] Hans Crauel, Arnaud Debussche, and Franco Flandoli. Random attractors. *J. Dynam. Differential Equations*, 9(2):307–341, 1997.

[21] Hans Crauel and Franco Flandoli. Attractors for random dynamical systems. *Probab. Theory Related Fields*, 100(3):365–393, 1994.

[22] Hans Crauel and Franco Flandoli. Additive noise destroys a pitchfork bifurcation. *J. Dynam. Differential Equations*, 10(2):259–274, 1998.

[23] Giuseppe Da Prato and Michael Röckner. Weak solutions to stochastic porous media equations. *J. Evol. Equ.*, 4(2):249–271, 2004.
[24] Giuseppe Da Prato, Michael Röckner, Boris L. Rozovskii, and Feng-Yu Wang. Strong solutions of stochastic generalized porous media equations: existence, uniqueness, and ergodicity. Comm. Partial Differential Equations, 31(1-3):277–291, 2006.
[25] Giuseppe Da Prato and Jerzy Zabczyk. Stochastic equations in infinite dimensions, volume 44 of Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 1992.
[26] Messoud A. Efendiev and Sergey V. Zelik. Finite- and infinite-dimensional attractors for porous media equations. Proc. Lond. Math. Soc. (3), 96(1):51–77, 2008.
[27] Benjamin Gess. Random attractors for singular stochastic partial differential equations. arXiv:1111.0205v1, 2011.
[28] Benjamin Gess. Random attractors for stochastic porous media equations perturbed by space-time linear multiplicative noise. arXiv:1108.2413v1, 2011.
[29] Benjamin Gess. Strong solutions for stochastic partial differential equations of gradient type. J. Funct. Anal., 263(8):2355–2383, 2012.
[30] Benjamin Gess, Wei Liu, and Michael Röckner. Random attractors for a class of stochastic partial differential equations driven by general additive noise. J. Differential Equations, 251(4-5):1225 – 1253, 2011.
[31] Peter Imkeller and Christian Lederer. On the cohomology of flows of stochastic and random differential equations. Probab. Theory Related Fields, 120(2):209–235, 2001.
[32] Hannes Keller. Attractors of second order stochastic differential equations. Logos Verlag Berlin, Berlin, 2002.
[33] Jong U. Kim. On the stochastic porous medium equation. J. Differential Equations, 220(1):163–194, 2006.
[34] Nicolai V. Krylov and Boris L. Rozovski˘ı. Stochastic evolution equations. In Current problems in mathematics, Vol. 14 (Russian), pages 71–147, 256. Akad. Nauk SSSR, Vsesoyuz. Inst. Nauchn. i Tekhn. Informatsii, Moscow, 1979.
[35] Sergei B. Kuksin and Armen Shirikyan. On random attractors for systems of mixing type. Funktsional. Anal. i Prilozhen., 38(1):34–46, 2004.
[36] Olga A. Ladyˇ zenskaja, Vsevolod A. Solonnikov, and Nina N. Ural’ceva. Linear and quasilinear equations of parabolic type. Translated from the Russian by S. Smith. Translations of Mathematical Monographs, Vol. 23. American Mathematical Society, Providence, R.I., 1967.
[37] Jonathan C. Mattingly. Ergodicity of 2D Navier-Stokes equations with random forcing and large viscosity. Comm. Math. Phys., 206(2):273–288, 1999.
[38] Étienne Pardoux. Equations aux dérivées partielles stochastiques non linéaires monotones. PhD thesis, 1975.
[39] Claudia Prévôt and Michael Röckner. A concise course on stochastic partial differential equations, volume 1905 of Lecture Notes in Mathematics. Springer, Berlin, 2007.
[40] Jiagang Ren, Michael Röckner, and Feng-Yu Wang. Non-monotone stochastic generalized porous media equations. J. Differential Equations, 245(12):3898–3935, 2008.
[41] Björn Schmalfuss. Backward cocycle and attractors of stochastic differential equations. In V. Reitmann, T. Riedrich, and N. Koksch, editors, International Seminar on Applied Mathematics - Nonlinear Dynamics: Attractor Approximation and Global Behavior, pages 185–192. Technische Universität Dresden, 1992.
[42] Shingo Takeuchi and Tomomi Yokota. Global attractors for a class of degenerate parabolic equations. Electron. J. Differential Equations, 2006(127):1–12, 2006.
[43] Juan L. Vázquez. The porous medium equation. Oxford Mathematical Monographs. The Clarendon Press Oxford University Press, Oxford, 2007. Mathematical theory.
[51] Wenqiang Zhao and Yangrong Li. Existence of random attractors for a $p$-Laplacian-type equation with additive noise. *Abstr. Appl. Anal.*, pages 1–21, 2011.