Risk of estimators for Sobol sensitivity indices based on metamodels
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1. Introduction

Computational models have penetrated everywhere. Over the past decades, they have become so complicated that there is an increasing need for special methods of their analysis. This analysis is even more important since the advent of artificial neural networks. In the context of AI safety, we have faced the interpretability problem [1]: how can we explain the decision made by the neural network? For instance, such methods of analysis are especially important in medical applications, where almost every decision is accompanied by the most serious consequences [2].

Being an important tool for investigation of computational models, sensitivity analysis tries to find how different model input parameters influence the model output, what are the most influential parameters, and how to evaluate such effects quantitatively [3]. Sensitivity analysis allows to understand the behavior of computational models better. Particularly, it allows us to separate all input parameters into important (significant), relatively important and unimportant (nonsignificant) ones. Important parameters, i.e. parameters whose variability has a strong effect on the model output, may need to be controlled
more accurately. As complex computational models often suffer from overparametrization, by excluding unimportant parameters, we can potentially improve model quality, reduce parametrization and computational costs [4].

At its core, sensitivity analysis deals with the variation of the model response caused by the variability of model input parameters, where the latter may be controlled by the experimenter (adaptive design of experiments, active learning setting) or given a-priori (fixed sample [5]). As an example, in [6] image classification with Convolutional Neural Networks is considered, and by occluding different portions of the input image with a grey square and monitoring the output of CNN, it is revealed which parts of the scene are essential for the classification.

Sensitivity analysis includes a wide range of metrics and techniques including the Morris method [7], linear regression-based methods [8], variance-based methods [3], etc. See for details reviews [8, 9]. Among all the metrics, we focus on Sobol (sensitivity) index, a common way to evaluate the nonlinear influence of model parameters [10, 11]. Sobol indices quantify which portions of the output variance are explained by different input parameters and combinations thereof.

The approaches for the evaluation of Sobol indices are usually divided into Monte Carlo and metamodeling approaches. Monte Carlo approaches run the analyzed model and conduct high-dimensional numerical integration to estimate Sobol indices using direct formulas such as given in [12], SPF scheme [13], formulas of Kucherenko [14], Myshetzskay [15], Owen [16], etc. They are relatively robust [17], but require a large number of model runs for an accurate estimation of each index; see [12, 18, 19, 20] for more information on the accuracy and convergence of these methods. Thus, Monte Carlo approaches are impractical for a number of applications, where each model evaluation has a high computational cost.

On the other hand, metamodeling approaches allow one to reduce the required number of model runs [8]. Following this approach, we replace the original computational model with an approximating metamodel (also known as surrogate model or response surface) and use this approximation to calculate Sobol indices. Unlike the original model, the metamodel is easy to simulate and has a known internal structure. Commonly used metamodels include Polynomial Chaos Approximation [21], Gaussian process (GP) approximation [22], local polynomials [23] and others.

Confidence of metamodeling approaches

Following metamodeling approaches, we face the question of confidence in the results obtained: can we guarantee the closeness of the true Sobol index and its estimate, especially for a small training sample? What size of the training sample is needed? Although the metamodeling approach can be more efficient, its accuracy is more difficult to analyze compared to Monte Carlo. Indeed, even though procedures like cross-validation [4, 24] allow to evaluate the quality of metamodel, the accuracy of complex statistics (such as Sobol indices), derived
from this metamodel, has a complicated dependence on the metamodel structure and its quality. In general, the approach includes two sources of uncertainty: the metamodel error and the sampling (Monte Carlo) error, where the latter is related to the calculation of Sobol index from the metamodel (unless it is calculated analytically).

Several methods are proposed in the literature to solve this confidence problem, starting from a simple numerical simulation to more theoretical considerations. In [25], bootstrap-based confidence intervals are constructed for Sobol indices calculated from the Polynomial Chaos Approximation, and adaptive design is proposed for the computation of Sobol indices with a given accuracy. [22] proposes to approximate the original model with the Gaussian process metamodel and to use the metamodel simulation to estimate Sobol indices. In addition, the probability distribution of the estimated Sobol indices is obtained via numerical integration of the Gaussian process realizations generated from the trained metamodel. According to another method, the sampling error is estimated with bootstrap, and the metamodel error can be obtained as a solution of the multidimensional optimization problem, provided pointwise error bounds for the metamodel are given [26]. An extension of this approach to the Gaussian process metamodel is presented in [27].

Some authors consider the asymptotic approximation of Sobol indices distribution and confidence intervals using the δ-method [28] in the classical regression setting of non-random design and the presence of random noise in the analyzed model output [29, 30, 31]. [32] also gives an exact distribution of Sobol indices estimates in this setting. A similar idea, including the asymptotic approximation through the δ-method, is presented in [33]. In addition, asymptotic properties of conditional moments estimation based on local polynomials are considered in [23].

We should also mention [34], where a general theory on rates of convergence of the least squares estimate is proposed. Besides, the authors considered the asymptotic convergence of ANOVA components based on the least squares approximation.

Contribution

Although the estimation of Sobol indices with metamodels is widespread in practice, it lacks a theoretical justification. In this paper, we address the questions: what is the accuracy of metamodels-based Sobol indices, the risk of the estimate, and its rate of convergence?

Following these questions, we establish a relation between the metamodel error and Sobol indices errors; propose a method for indices quality control; and obtain the risk of Sobol indices evaluation in the random design setting for a general class of metamodels.

We assume that a target function is an element of some Hilbert space, and the approximation lies in its finite-dimensional subspace (the linear span of regressors). Two methods are exploited to estimate metamodels parameters: ordinary least squares and the projection method. In a non-parametric setting, we
study the asymptotic and non-asymptotic behavior of Sobol indices of all orders, including total-effects. The convergence rates and asymptotic selection of metamodel complexity are studied for different smoothness classes and for various metamodels that use Legendre, Chebyshev, and Trigonometric polynomials.

In addition, we pay special attention to the case of noiseless observations in which the model input parameters completely determine the output of the model i.e. the variance $\mathbb{V}(y|x) = 0$, and which often takes place in practice.

Table 1 summarizes the asymptotic results when the dimension of the approximation subspace grows with the increasing sample size. Our findings indicate that the absence of random noise in the output of the analyzed function, along with its high smoothness $^1$ and low dimension, is one of the main factors that provides the possibility of fast convergence rates of Sobol indices estimates.

The paper is organized as follows: in Section 2, we review the definition of Sobol indices, describe their evaluation using metamodels with tensor structure, and introduce two methods for the estimation of metamodel parameters. In Section 3, the main results are presented, including a general relation between the accuracy of arbitrary metamodel and the error of estimated indices, and specific relations for the two methods. In addition, a method for quality control is proposed. In Section 4, the obtained results are considered from an asymptotic point of view. Experimental results$^2$ are provided in Section 5. Proofs are given in Appendix A.

2. Sobol indices

2.1. Sobol-Hoeffding decomposition

Consider a function $y = f(x)$, where $x = (x_1, \ldots, x_d) \in \mathcal{X} \subseteq \mathbb{R}^d$ is a vector of input variables, $y \in \mathbb{R}^1$ is an output variable. Design space $\mathcal{X}$ is supposed to

---

$^1$See formal Definition 5 of smoothness in Section 4.

$^2$Python code is available at http://www.github.com/Ivanx32/sobol_indices
have a form $\mathcal{X} = \mathcal{X}_1 \times \ldots \times \mathcal{X}_d$ with $\mathcal{X}_i \subseteq \mathbb{R}$.

Let us assume that there is a prescribed probability measure $\mu$ on the design space, having the form of tensor product: $d\mu(x) = \otimes_{i=1}^d d\mu_i(x_i)$, where $\mu_i$ is a probability measure over $\mathcal{X}_i$. The corresponding distribution represents the uncertainty and/or variability of the input variables, modelled as a random vector $x = (x_1, \ldots, x_d)$ with independent components. In this setting, the model output $y = f(x)$ becomes a stochastic variable.

Suppose that the function $f$ is square-integrable w.r.t. $\mu$, i.e., $f \in L^2(\mathcal{X}, \mu)$ of real-valued functions on $\mathcal{X}$ square-integrable for $\mu$. We have the following unique Sobol-Hoeffding decomposition of the model output [10, 35] given by

$$f(x) = f_0 + \sum_{i=1}^d f_i(x_i) + \sum_{1 \leq i < j \leq d} f_{ij}(x_i, x_j) + \ldots + f_1 \ldots d(x_1, \ldots, x_d)$$

$$= \sum_{U \subseteq \{1, \ldots, d\}} f_U(x_U),$$

with $2^d$ terms which satisfy

$$E_i[f_U] \equiv E_{\mu_i}[f_U] = \int_{\mathcal{X}_i} f_U(x_U) d\mu_i(x_i) = 0 \text{ for } \forall i \in U,$$

where $U \subseteq \{1, 2, \ldots, d\}$ is an index set, $x_U$ is the vector with components $x_i$ for $i \in U$, and $f_U \equiv f_0 = E_\mu[f(x)]$. As a consequence, for $U, V \subseteq \{1, 2, \ldots, d\}$

$$E_\mu[f_U(x_U)f_V(x_V)] = 0 \text{ if } U \neq V.$$

Due to orthogonality of the summands, we can decompose the variance of the model output:

$$D = \text{Var}_\mu[f(x)] = \sum_{U \subseteq \{1, \ldots, d\}} \text{Var}_\mu[f_U(x_U)] = \sum_{U \subseteq \{1, \ldots, d\}} D_U. \quad (2.1)$$

In this expansion, $D_U \equiv \text{Var}_\mu[f_U(x_U)]$ is the contribution of the summand $f_U(x_U)$ to the output variance, also known as the partial variance.

Define for $\forall \mu[f] > 0$ Sobol sensitivity index $S_U$.

**Definition 1.** Sobol index of the subset $x_U$, $U \subseteq \{1, \ldots, d\}$ of model input variables is defined as

$$S_U = \frac{D_U}{D}. \quad (2.2)$$

Note that $S_U \in [0, 1]$ and $\sum_U S_U = 1$.  

---

3The probability measure is fixed and known a priori.

4To be precise, $L^2(\mathcal{X}, \mu)$ includes equivalence classes of functions that coincide $\mu$-almost everywhere.
Denote \( d\mu_U \triangleq \otimes_{i \in U} d\mu_i \), \( E_U \triangleq E_{\mu_U} \), \( V_U \triangleq V_{\mu_U} \), and \( \sim U \triangleq \{1, \ldots, d\} \setminus U \) (the subset of all input variables except the variables belonging to \( U \)). Then for \( U = \{i\} \) the sensitivity index (2.2) can be calculated as

\[
S_i = \frac{V_i [E_{\sim i}(f(x)|x_i)]}{V_\mu[f]}, \quad i = 1, \ldots, d,
\]

and for \( U = \{ij\} \)

\[
S_{ij} = \frac{V_{ij} [E_{\sim ij}(f(x)|x_i, x_j)]}{V_\mu[f]} - S_i - S_j, \quad i, j = 1, \ldots, d, \quad i \neq j.
\]

We also define the quantity that characterizes the “total” contribution of variables \( x_U \): total-effect index also known as total Sobol index.

**Definition 2.** Total-effect index of the subset \( x_U \), \( U \subseteq \{1, \ldots, d\} \) of model input variables is defined as

\[
T_U = \sum_{U \cap V \neq \emptyset} S_V - 1 - \sum_{U \cap V = \emptyset} S_V = \frac{E_{\sim U}(f_U(x)|x_{\sim U})}{V_\mu[f]}. \tag{2.3}
\]

Note that \( T_U \in [0,1] \) and \( T_{\{1,\ldots,d\}} = \sum_{U} S_U = 1 \). We can also formally define \( S_\emptyset = T_\emptyset = 0 \).

The question is how to efficiently calculate Sobol indices?

### 2.2. Metamodels-based sensitivity analysis

#### 2.2.1. Sobol indices and metamodels

Direct calculation of Sobol indices leads to computationally expensive multi-dimensional integration. To simplify this problem using the metamodeling approach, one can replace the original function \( f(x) \) with the approximation \( \hat{f}(x) \) that is better suited for computing of Sobol indices.

In general, metamodels-based sensitivity analysis includes the following steps: (a) the selection of the design of experiments; (b) generation of responses of the analyzed model; (c) selection and construction of the metamodel based on the obtained training sample, including its accuracy assessment; (d) the estimation of Sobol indices using the constructed metamodel. The last step is based either on a known internal structure of the metamodel or on Monte Carlo simulation of the metamodel itself that is computationally cheap.

As such an approximation, we consider an expansion in a series of \( \mu \)-orthonormal functions having a form of tensor product. Special cases of such approximation are Polynomial Chaos Approximation, low-rank tensor approximations (LRA) [36], Fourier approximation [37], etc. Besides, by using Karhunen-Loève decomposition one can reduce to this expansion Gaussian Process approximation [32].

Let us formally introduce the approximation of this type. Denote scalar product and norm for \( g, h \in L^2(\mathcal{X}, \mu) \) as \( \langle g, h \rangle_\mu = \int_{\mathcal{X}} g(x)h(x)d\mu(x) \), \( \|g\|_\mu^2 \triangleq \int_{\mathcal{X}} g(x)^2d\mu(x) \).
\|g\|_{L^2(\mathcal{X}, \mu)}^2 = \int_{\mathcal{X}} g^2(x) d\mu(x). The norm in Euclidean vector spaces is denoted by \( \| \cdot \| \).

Define the regressors. Suppose there exists a function set \( \{ \Psi_{\alpha}(x) \} \) in \( L^2(\mathcal{X}, \mu) \) parametrized with multi-index\(^5\) \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d \) that consists of \( \mu \)-orthonormal functions having a form of tensor product of \( d \) \( \mu \)-orthonormal univariate function families \( \{ \psi^{(i)}_{\alpha_i}, \alpha_i \in \mathbb{N} \} \) with \( \psi^{(i)}_{\alpha_i} \) and \( \psi^{(i)}_{\alpha_i} \) for each input dimension \( i = 1, \ldots, d \) that leads to \( \{ \Psi_{\alpha}(x) \} \) which contains at least the following \( 2^d \) elements: \( \Psi_{(0,0,\ldots,0)}(x) = 1, \Psi_{(1,0,\ldots,0)}(x) = \psi_1^{(1)}(x_1), \Psi_{(0,1,\ldots,0)}(x) = \psi_1^{(2)}(x_2), \ldots, \Psi_{(1,1,\ldots,1)}(x) = \prod_{i=1}^d \psi_1^{(i)}(x_i) \).

Define the metamodel with tensor structure. Let the approximation be the linear combination of \( N \) functions from the set \( \{ \Psi_{\alpha}(x), \alpha \in \mathcal{L}_N \} \) for some \( \mathcal{L}_N \subset \mathbb{N}^d \). In other words,

\[
\hat{f}(x) = \sum_{\alpha \in \mathcal{L}_N} \hat{c}_\alpha \Psi_{\alpha}(x), \quad x \in \mathcal{X}, \quad \hat{c}_\alpha \in \mathbb{R}. \tag{2.5}
\]

If the regressors \( \Psi_{\alpha} \) are \( \mu \)-orthogonal polynomials, then (2.5) corresponds to Polynomial Chaos Approximation.

One of the important advantages of the presented approximation type is that it allows to calculate Sobol indices analytically from the expansion coefficients. Indeed, it can be shown (see [32]) that for the function \( \hat{f} \) defined as (2.5) using the orthonormal set (2.4) it holds

\[
\|\hat{f}\|_{\mu}^2 = \sum_{\alpha \in \mathcal{L}_N} \hat{c}_\alpha^2, \quad \mathbb{E}_\mu[\hat{f}] = \hat{c}_0, \quad \mathbb{V}_\mu[\hat{f}] = \sum_{\alpha \in \mathcal{L}_N \setminus \{0\}} \hat{c}_\alpha^2, \tag{2.6}
\]

and if \( \mathbb{V}_\mu[\hat{f}] > 0 \), then Sobol index for \( x_\mathcal{U} \) variables of \( \hat{f}(x) \) reads

\[
\hat{S}_{\mathcal{U}}(\hat{c}) = \frac{\sum_{\alpha \in \mathcal{L}_N \setminus \{0\}} \hat{c}_\alpha^2}{\sum_{\alpha \in \mathcal{L}_N \setminus \{0\}} \hat{c}_\alpha^2}, \quad \mathcal{U} \subseteq \{1, \ldots, d\}, \mathcal{U} \neq \emptyset, \tag{2.7}
\]

\(^5\)We use the notation \( \mathbb{N} \triangleq \{0, 1, 2, \ldots\} \) for the set of all nonnegative integers and \( \mathbb{N}_+ \) for positive integers.
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where \( L_U \triangleq L_U[L_N] \) is the subset of \( L_N \) that consists of such multi-indices that only indices corresponding to variables \( x_U \) are nonzero: \( L_U = \{ \alpha \in L_N: \alpha_i > 0 \text{ for all } i \in U; \alpha_i = 0 \text{ for } i \notin U \} \). E.g. \( L_U[L_N] = \{ \alpha \in L_N: \alpha = (0, \ldots, \alpha_i, \ldots, 0), \alpha_i > 0 \} \). The vector of coefficients \( \hat{c}_\alpha, \alpha \in L_N \) is denoted as \( \hat{c} \in \mathbb{R}^N \).

Similarly, the total-effect index reads

\[
\hat{T}_U(\hat{c}) = \frac{\sum_{\alpha \in T_U} \hat{c}_\alpha^2}{\sum_{\alpha \in L_N \setminus 0} \hat{c}_\alpha^2}, \quad U \subseteq \{1, \ldots, d\}, \ U \neq \emptyset,
\]

(2.8)

where \( T_U \triangleq T_U[L_N] \) is the subset of \( L_N \) that consists of such multi-indices that at least one index corresponding to variables \( x_U \) is nonzero: \( T_U = \{ \alpha \in L_N: \sum_{i \in U} \alpha_i > 0 \} \).

Remark 2. Similar analytical expressions of Sobol indices for Polynomial Chaos was obtained in [38], and for Fourier approximation such an approach is exploited in Fourier amplitude sensitivity test (FAST) [39] and Random balance designs (RBD) [40].

In the next section, we consider the strategies for constructing an approximation based on a finite training sample.

2.2.2. Approximation construction

Consider some fixed nested sets of \( d \)-dimensional multi-indices

\[
\{0\} = L_1 \subset \cdots \subset L_N \cdots \subset L_\infty = N^d,
\]

(2.9)

where \( |L_N| = N \) for all \( N \in \mathbb{N}_+ \). We will refer to every \( L_N \) as the truncation set, as we assume that all expansion coefficients of the corresponding approximation, not belonging to \( L_N \), are zero: \( \hat{c}_\alpha \equiv 0 \) for \( \alpha \notin L_N \). Selecting \( N \), we define in some sense the complexity of the approximating model.

Denote the subspace of all linear combinations of \( \{ \Psi_\alpha, \alpha \in L_N \} \) as \( \nu_N \triangleq \text{span}\{ \Psi_\alpha, \alpha \in L_N \} \). Theoretical orthogonal projection of \( f \) onto \( \nu_N \) w.r.t. \( \mu \)-norm is defined as

\[
f_N \triangleq \arg \min_{f \in \nu_N} \| f - \hat{f} \|_\mu.
\]

(2.10)

Define also the residual

\[
e_N(x) \triangleq f(x) - f_N(x),
\]

(2.11)

then the error of the best approximation of \( f \) in the space \( \nu_N \) w.r.t. \( \mu \)-norm is \( \| e_N \|_\mu \). We have the following representation of arbitrary \( f \in L^2(\mathcal{X}, \mu) \):

\[
f(x) = e_\infty(x) + \sum_{\alpha \in N^d} c_\alpha \Psi_\alpha(x), \quad \text{with} \quad \sum_{\alpha \in N^d} c_\alpha^2 < \infty.
\]

(2.12)

The observation model. In general, the only information about \( f \) comes from the observations. We suppose that for some design of experiments \( D = \)
\( \{ \mathbf{x}_i \in \mathcal{X} \}_{i=1}^n \in \mathbb{R}^{n \times d} \) in the samples space \( \mathcal{X} \) we can obtain a set of model responses and form a training sample:

\[
S = (\mathbf{x}_i, y_i = f(\mathbf{x}_i) + \eta_i)_{i=1}^n,
\]

where \( \eta_i \) are i.i.d. realizations of random noise \( \eta \) with \( \mathbb{E}\eta = 0 \) and \( \mathbb{V}\eta = \sigma^2 < \infty \), independent from \( \mathbf{x} \). In the matrix form

\[
S = (\mathcal{D} \in \mathcal{X}, Y = f(\mathcal{D}) + \eta \in \mathbb{R}^n),
\]

where \( f(\mathcal{D}) \triangleq (f(\mathbf{x}_1), \ldots, f(\mathbf{x}_n))^T \) and \( \eta = (\eta_1, \ldots, \eta_n)^T \). We will consider both the general case of noisy observations and the special noiseless case corresponding \( \sigma^2 = 0 \). Noiseless case may also include situations when we can control the state of random generator inside the analyzed model.

Thus, we cannot obtain projection \( f_N \) directly but can try to do this numerically. We will describe two basic ways to estimate the expansion coefficients in (2.5) from the training sample \( S \) of size \( n \).

**Projection** method motivated by the RBD-like methods [40]. Starting from the representation (2.12) of \( f \), we have

\[
c_{\alpha} = \langle f, \Psi_{\alpha} \rangle_{\mu}, \quad \alpha \in \mathbb{N}^d.
\]

One can estimate the integral \( \langle f, \Psi_{\alpha} \rangle_{\mu} \) numerically. Replacing the scalar product with its empirical approximation based on the training sample, obtain

\[
\hat{c}_{\alpha} = \frac{1}{n} \sum_{i=1}^n y_i \Psi_{\alpha}(\mathbf{x}_i) = \frac{1}{n} \mathbf{Y}^T \Psi_{\alpha}(\mathcal{D}), \quad \alpha \in \mathcal{L}_N,
\]

where \( \Psi_{\alpha}(\mathcal{D}) \triangleq (\Psi_{\alpha}(\mathbf{x}_1), \ldots, \Psi_{\alpha}(\mathbf{x}_n))^T \in \mathbb{R}^N \). We have

\[
\hat{c} = \frac{1}{n} \Phi^T \mathbf{Y} \in \mathbb{R}^N,
\]

with the design matrix \( \Phi = \Psi(\mathcal{D}) = \{ \Psi_{\alpha}(\mathcal{D}), \alpha \in \mathcal{L}_N \} \in \mathbb{R}^{n \times N} \).

**Ordinary least squares** (OLS) method is often used for Polynomial Chaos Approximation construction [21] and in many other cases. Replace the theoretical norm in (2.10) with its empirical version:

\[
\hat{f}_{LS} = \underset{f \in \nu_{\mathcal{N}}}{\text{arg min}} \sum_{i=1}^n [y_i - \hat{f}(\mathbf{x}_i)]^2.
\]

Assuming \( \det(\Phi^T \Phi) \neq 0 \), this minimization problem leads to

\[
\hat{c} = (\Phi^T \Phi)^{-1} \Phi^T \mathbf{Y}.
\]

We will refer to the approximations constructed based on these two methods as \( \hat{f}^P \) and \( \hat{f}_{LS} \) correspondingly. Related Sobol indices, estimated via these two approximations using (2.7), are denoted as \( \hat{S}^P \) and \( \hat{S}_{LS} \) correspondingly. The next question is how the quality of approximation limits the quality of indices.

---

6This name may be misleading but allows us to distinguish between the methods.
3. Risk of Sobol indices estimation

We begin with a general outline of this section. At first, we consider the relationship of the distance between the function and its arbitrary approximation and the distance between corresponding Sobol indices (using various distance metrics). Based on this relation, we propose a method for quality control of indices estimates. In other words, the idea of the method is to establish a connection between the error of estimated Sobol indices that is difficult to measure, and the relatively easily measurable approximation error. In addition, we show that the presented error bounds are achievable and, in this sense, cannot be improved.

The second part of the section is devoted to the risk of Sobol indices estimates in the random design setting. We generalize the obtained results for the approximations having tensor structure, which were constructed based on the projection and least squares methods with randomly chosen design points.

All further results are valid for both Sobol indices and total-effects of all orders unless otherwise stated. In order to avoid duplication, we use the notation $S_U$ for indices of both types in theorems’ statements.

3.1. Error bounds

3.1.1. Main relationships

Our first goal is to assure that the closeness in some sense of the function and its arbitrary approximation $\hat{f} \approx f$ leads to the closeness of their (total) Sobol indices $\hat{S}_U$ and $S_U$. Note that the opposite is not true in general. To characterize the closeness of functions, we will use the relative error of approximation w.r.t. $\mu$-norm given by

$$E \triangleq \frac{\|f - \hat{f}\|_\mu}{\mu^{1/2}[f]}.$$  

**Theorem 1.** For any $f, \hat{f} \in L^2(\mathcal{X}, \mu)$ such that $\mu[f] > 0$, $\mu[\hat{f}] > 0$, it holds for corresponding Sobol and total-effect indices for $U \subseteq \{1, \ldots, d\}$

$$|S_U - \hat{S}_U| \leq \left\{ \sqrt{S_U(1 - \hat{S}_U)} + \sqrt{\hat{S}_U(1 - S_U)} \right\} \cdot E,$$  

$$\max_U |S_U - \hat{S}_U| \leq E.$$  

Excluding $\hat{S}_U$ from the right-hand side of (3.2), obtain the error bound for the Sobol indices.

**Corollary 1.** For any $f, \hat{f} \in L^2(\mathcal{X}, \mu)$ such that $\mu[f] > 0$, $\mu[\hat{f}] > 0$, it holds for corresponding Sobol and total-effect indices for $U \subseteq \{1, \ldots, d\}$

$$|S_U - \hat{S}_U| \leq \min \left\{ 1, \ E + 2\sqrt{S_U}, \ E + 2\sqrt{1 - S_U} \right\} \cdot E.$$  

$$\max_U |S_U - \hat{S}_U| \leq E.$$  

Excluding $\hat{S}_U$ from the right-hand side of (3.2), obtain the error bound for the Sobol indices.
In particular, assume that Sobol or total-effect index $S_U \in \{0, 1\}$ for some $U$ then

$$|S_U - \hat{S}_U| \leq \varepsilon^2. \quad (3.5)$$

As we see, the error bound of Sobol indices is proportional to the fraction of the standard deviation not explained by the approximation, and one can expect a decrease in this error, respectively, with an increase in the quality of the approximation.

**Remark 3.** The presented bounds are not associated with the specific type of approximation and the design of experiments. Therefore, these results are valid for arbitrary approximating models such as Polynomial Chaos, Gaussian processes, local polynomials, and others. The result obtained can be especially helpful for methods such as FAST and RBD that use Fourier approximation but not explicitly. No reliable methods for uncertainty assessment were available for these methods so far.

The following corollary gives the bound for the sum of errors of Sobol indices for all $2^d$ different subgroups of variables (not valid for total-effects).

**Corollary 2.** For any $f, \hat{f} \in L^2(\mathcal{X}, \mu)$ such that $\forall \mu[f] > 0, \forall \mu[\hat{f}] > 0$, it holds for corresponding Sobol indices for $U \subseteq \{1, \ldots, d\}$

$$\sum_U |S_U - \hat{S}_U| \leq 2 \cdot \varepsilon,$$  \quad (3.6)

$$\sum_U (S_U - \hat{S}_U)^2 \leq 2 \cdot \varepsilon^2. \quad (3.7)$$

**Example 1.** If $|f(x) - \hat{f}(x)| \leq 0.1 \cdot \varepsilon^{1/2}[f]$ for $x \in \mathcal{X}$ then the errors of Sobol and total-effect indices are bounded: $\max_U \{|S_U - \hat{S}_U|, |T_U - \hat{T}_U|\} \leq 0.1$. Besides, for Sobol indices $\sum_U |S_U - \hat{S}_U| \leq 0.2$ and $\sum_U (S_U - \hat{S}_U)^2 \leq 0.02$. Moreover, if for some variable groups $U, V \subseteq \{1, \ldots, d\}$ it holds $S_U = 0$ and $T_V = 0$ then $\max\{S_U, T_V\} \leq 0.01$.

The closeness of all Sobol indices of two functions does not necessarily lead to the closeness of functions. For example, consider a uniform measure $\mu$ on $[0, 1]^2$ and two functions: $f(x_1, x_2) = x_1$ and $\hat{f}(x_1, x_2) = \sin 2\pi x_1$. Although all Sobol indices (including total) of these functions are the same, the functions are not equal in the sense of $\mu$-norm, i.e. $\|f - \hat{f}\|_\mu > 0$.

### 3.1.2. A new method for quality control

Corollary 1 allows us to propose a new method for the quality control for Sobol and total-effect indices assessment. From a practical point of view, it may be useful to represent the inequality for errors of indices (3.4) in the form

$$|S_U - \hat{S}_U| \leq \min \left(1, \varepsilon_2 + 2\sqrt{\hat{S}_U}, \varepsilon_2 + 2\sqrt{1 - \hat{S}_U}\right) \cdot \varepsilon_2 \quad (3.8)$$
with $\mathcal{E}_2 \triangleq \|f - \hat{f}\|_\mu \cdot \min \{V_\mu^{-1/2}[f], V_\mu^{-1/2}[\hat{f}]\}$, which follows from the symmetry of Theorem 1 (and consequently Corollary 1) w.r.t. $f$ and $\hat{f}$.

In practice, to estimate $\mathcal{E}_2$ one can replace the theoretical approximation error $\|f - \hat{f}\|_\mu$ and the variances $V_\mu[f], V_\mu[\hat{f}]$ with their sample estimates. Particularly, to replace the true approximation error with Root Mean Square Error (RMSE), obtained with procedures like holdout method. In the noiseless case ($\sigma^2 = 0$) one can use the following estimate for the true error $\|f - \hat{f}\|_\mu$:

$$\text{RMSE} = \left\{ \frac{1}{n_{\text{test}}} \sum_{i=1}^{n_{\text{test}}} [f(x_i) - \hat{f}(x_i)]^2 \right\}^{1/2}, \quad (3.9)$$

where $\{x_i\}_{i=1}^{n_{\text{test}}}$ is a sample of size $n_{\text{test}}$ i.i.d. generated from the measure $\mu$ that is independent from the design $D$ and is not used for the construction of approximation $\hat{f}$. Note that some types of approximations $\hat{f}$ provide analytical expressions for their variances, see for example (2.6).

**Remark 4.** The obtained results can be also used for hypothesis testing. For example, according to (3.5), $\hat{T}_U > \mathcal{E}_2$ for some $U$ implies $T_U > 0$, and one can select a sample estimate of $\mathcal{E}_2$ as the significance threshold that separates relatively important variables and their groups from completely unimportant.

### 3.1.3. Tightness of error bounds

We present an illustration of Theorem 1 and Corollary 2 and show that the corresponding bounds are achievable. Consider two functions on $X \subseteq \mathbb{R}^d$ having simple additive forms, constructed as linear combinations of two elements $\Psi_{(1,0,...)}$ and $\Psi_{(0,1,...)}$ of the orthonormal set (2.4):

$$f(x) = c_1 \cdot \Psi_{(1,0,...)}(x) + c_2 \cdot \Psi_{(0,1,...)}(x),$$

$$\hat{f}(x) = \hat{c}_1 \cdot \Psi_{(1,0,...)}(x) + \hat{c}_2 \cdot \Psi_{(0,1,...)}(x), \quad (3.10)$$

where coefficients $c_1, c_2, \hat{c}_1, \hat{c}_2 \geq 0$, $c_1^2 + c_2^2 > 0$, $\hat{c}_1^2 + \hat{c}_2^2 > 0$. Taking into account $\Psi_{(1,0,...)}(x) = \psi_1^{(1)}(x_1)$ and $\Psi_{(0,1,...)}(x) = \psi_1^{(2)}(x_2)$, the corresponding Sobol and total-effect indices for $f$ and $\hat{f}$:

$$S_1 = T_1 = \frac{c_1^2}{c_1^2 + c_2^2}, \quad S_2 = T_2 = \frac{c_2^2}{c_1^2 + c_2^2}, \quad S_U = 0 \text{ for } U \notin \{\{1\}, \{2\}\},$$

$$\hat{S}_1 = \hat{T}_1 = \frac{\hat{c}_1^2}{\hat{c}_1^2 + \hat{c}_2^2}, \quad \hat{S}_2 = \hat{T}_2 = \frac{\hat{c}_2^2}{\hat{c}_1^2 + \hat{c}_2^2}, \quad \hat{S}_U = 0 \text{ for } U \notin \{\{1\}, \{2\}\}.$$
Fig 1: 2D example for the functions (3.10), where \( S_1 = \cos^2 \alpha, \hat{S}_1 = \cos^2 \beta, \) and \( \|f - \hat{f}\|_\mu \geq \|f\|_\mu \cdot |\sin(\alpha - \beta)|. \)

\[
\begin{align*}
\left| S_1 - \hat{S}_1 \right| &= \left| \cos^2 \alpha - \cos^2 \beta \right| = \sin(\alpha + \beta) \cdot |\sin(\alpha - \beta)| \\
&= \left( \sqrt{S_1(1 - \hat{S}_1)} + \sqrt{\hat{S}_1(1 - S_1)} \right) \cdot |\sin(\alpha - \beta)| \\
&\leq \left( \sqrt{S_1(1 - \hat{S}_1)} + \sqrt{\hat{S}_1(1 - S_1)} \right) \cdot \mathcal{E}.
\end{align*}
\]

Moreover, the last inequality turns into equality if we additionally require \( \langle f, \hat{f} \rangle_\mu \neq 0 \) and set \( \langle f, f - \hat{f} \rangle_\mu = 0, \) see Fig. 1. Thus, we can achieve the bound (3.2) for any \( S_1, \hat{S}_1 \in [0, 1] \) except two cases corresponding to \( \langle f, \hat{f} \rangle_\mu = 0, S_1 = 0, \hat{S}_1 = 1 \) and \( S_1 = 1, \hat{S}_1 = 0. \) It can be shown that in these two cases the index error does not reach the upper bound (3.2), but can be arbitrarily close to it.

One can summarize these arguments in the following theorem.

**Theorem 2.** For any subset \( \mathcal{U} \subseteq \{1, \ldots, d\} \) and any values \( S_\mathcal{U}, \hat{S}_\mathcal{U} \in (0, 1) \) there exists \( f, \hat{f} \in L^2(\mathcal{X}, \mu) \) having Sobol (total-effect) indices for \( \mathcal{U} \) variables equal \( S_\mathcal{U} \) and \( \hat{S}_\mathcal{U} \) correspondingly, such that

\[
|S_\mathcal{U} - \hat{S}_\mathcal{U}| = \left( \sqrt{S_\mathcal{U}(1 - \hat{S}_\mathcal{U})} + \sqrt{\hat{S}_\mathcal{U}(1 - S_\mathcal{U})} \right) \cdot \mathcal{E}. \tag{3.11}
\]

Select the coefficients \( c_1, c_2, \hat{c}_1, \hat{c}_2 \) such that \( \sin(\alpha + \beta) = 1 \) and \( \langle \hat{f}, f - \hat{f} \rangle_\mu = 0. \)
For example, we may take $\alpha = \pi/3$, $\beta = \pi/6$ and
\[
f(x) = \frac{1}{2} \cdot \Psi_{(1,0,...)}(x) + \frac{\sqrt{3}}{2} \cdot \Psi_{(0,1,...)}(x),
\]
\[
\hat{f}(x) = \frac{3}{4} \cdot \Psi_{(1,0,...)}(x) + \frac{\sqrt{3}}{4} \cdot \Psi_{(0,1,...)}(x).
\] (3.12)

One can see that $S_1 = \cos^2 \frac{\pi}{3} = 1/4$, $S_2 = 3/4$, $\hat{S}_1 = \cos^2 \frac{\pi}{6} = 3/4$, $\hat{S}_2 = 1/4$ and the bound (3.3) in Theorem 1 is achieved:
\[
\max_U \left\{ |S_U - \hat{S}_U|, |T_U - \hat{T}_U| \right\} = |S_1 - \hat{S}_1| = \varepsilon.
\] (3.13)

The bounds (3.6, 3.7) in Corollary 2 are also achieved:
\[
\sum_U |S_U - \hat{S}_U| = |S_1 - \hat{S}_1| + |S_2 - \hat{S}_2| = 2 \cdot \varepsilon,
\]
\[
\sum_U (S_U - \hat{S}_U)^2 = (S_1 - \hat{S}_1)^2 + (S_2 - \hat{S}_2)^2 = 2 \cdot \varepsilon^2.
\]

One can state the result (3.13) more formally in order to characterize the tightness of the bound presented in Theorem 1.

**Theorem 3.** For any $0 \leq \varepsilon \leq 1$ there exists $f, \hat{f} \in L^2(\mathcal{X}, \mu)$ such that $\forall U[f] > 0$, $\forall \mu[\hat{f}] > 0$ and for corresponding Sobol (total-effect) indices
\[
\max_{U \subseteq \{1,...,d\}} |S_U - \hat{S}_U| = \varepsilon \cdot \varepsilon.
\] (3.14)

Consequently, the error bound (3.3) can be overestimated, but it is achievable. Thus, the problem of accuracy of Sobol indices estimates is reduced to the assessment of approximation quality.

### 3.2. Risk bounds

In this section, we study how Sobol indices errors behave when the underlying approximation is constructed using the random design of experiments. At first, we generalize for this case the results of Section 3.1. Then, we consider the errors of Sobol indices for two presented methods of approximation construction, depending on the size of the training sample and the complexity of the approximating model.

#### 3.2.1. General results

All risk bounds in this paper are obtained under the condition of random design:

**Condition 1.** Suppose the design $\mathcal{D} = \{x_i\}_{i=1}^n$ is randomly i.i.d. sampled from the probability measure $\mu$. 

Consider an arbitrary approximation \( \hat{f} \) of function \( f \) constructed based on the training sample \( S \) of size \( n \). We assume that there is some fixed deterministic learning procedure that constructs the approximation from the given training sample (2.13):

\[
\mathcal{L}: (\mathcal{D}, Y = f(\mathcal{D}) + \eta) \rightarrow \hat{f},
\]

where fixed training sample leads to uniquely defined approximation \( \hat{f} \).

The following theorem establishes a connection between the risk of estimated Sobol indices \( E(S_U - \hat{S}_U)^2 \) and \( E|S_U - \hat{S}_U| \), and the quadratic risk of the approximation \( E\|f - \hat{f}\|^2_\mu \) if averaging occurs over random design points and noise realizations.

In what follows we will assume that \( V_\mu[f] > 0 \). If we could guarantee that the approximation does not degenerate into constant, then the generalization of Theorem 1 to this setting would be straightforward. However, this is not the case, and we need to take into account the possibility of constant approximation, which leads to undefined Sobol indices (see Definition 1). For this reason, we additionally define Sobol indices \( \hat{S}_U = 2^{-d} \) in the case of \( V_\mu[\hat{f}] = 0 \).

**Theorem 4.** Let \( \hat{f} \) be an arbitrary approximation of \( f \) that is constructed according to (3.15). Suppose that under Condition 1 of random design there exists \( E\|f - \hat{f}\|^2_\mu < \infty \). Then for corresponding Sobol and total-effect indices of \( f \) and \( \hat{f} \) it holds for \( U \subseteq \{1, \ldots, d\} \)

\[
\max_U E(S_U - \hat{S}_U)^2 \leq 2R^2,
\]

\[
E|S_U - \hat{S}_U| \leq 2R \left( R + \sqrt{S_U} \right),
\]

where \( R^2 = \frac{E\|f - \hat{f}\|^2_\mu}{V_\mu[f]} \).

**Remark 5.** Note that Theorem 4 does not impose any assumptions on the structure of approximating model, except (3.15). Particularly, the approximation does not need to have the tensor product form (2.5).

**Remark 6.** Using Markov’s inequality and (3.16), one can obtain probabilistic bounds for (total) Sobol indices estimates:

\[
P\left\{ \left| S_U - \hat{S}_U \right| \geq \gamma \right\} \leq 2\gamma^{-2} \cdot R^2 \text{ for } \gamma \in (0, 1].
\]

### 3.2.2. Projection method

Theorem 4 considers an approximation of general type. Now, we will study the behavior of the particular method to construct the approximation, starting with the projection method defined as (2.14).

---

8The choice of specific values is not important in further conclusions.
**Condition 2.** We additionally require $f$ to be bounded on $\mathcal{X}$:
\[
|f(x)| \leq L \quad \text{for } x \in \mathcal{X}.
\] (3.19)

In this setting, it is straightforward to estimate a bound for the risk of the approximation (3.18) and to obtain a corollary of Theorem 4 for the case of the projection method.

**Theorem 5.** Under Condition 1 of random design and boundedness Condition 2, for corresponding Sobol and total-effect indices of $f$ and $\hat{f}^p$ it holds for $U \subseteq \{1, \ldots, d\}$
\[
\max_{U} E(S_U - \hat{S}_U^p)^2 \leq 2 R_p^2,
\]
\[
E|S_U - \hat{S}_U^p| \leq 2 R_p \left( R_p + \sqrt{S_U} \right),
\]
where $R_p^2 = \frac{1}{\mu[f]} \cdot \|e_N\|_2^2 + \frac{L^2 + \sigma^2}{\mu[f]} \cdot \frac{N}{n}$. (3.20)

An evident corollary of the previous theorem is the sufficient condition for the convergence of Sobol indices in the mean square sense.

**Corollary 3.** Under the assumptions of Theorem 5, suppose additionally $\lim_{N \to \infty} \|e_N\|_\mu = 0$. Let $N = N(n)$,
\[
\frac{N}{n} \to 0 \quad \text{and} \quad N \to \infty \quad \text{as} \quad n \to \infty,
\]
then
\[
E(S_U - \hat{S}_U^p)^2 \xrightarrow{n \to \infty} 0.
\]

3.2.3. Ordinary least squares

The approximation of the least squares type (2.15) is especially sensitive to the design quality. Although according to (2.4),
\[
E \left[ \frac{\Phi^T \Phi}{n} \right] = I_N
\]
($I_N$ is the identity matrix of size $N \times N$), there is some probability of ill-conditioned normalized information matrix $\Phi^T \Phi/n$ that may lead to unbounded approximation with
\[
\hat{c} = \left( \frac{\Phi^T \Phi}{n} \right)^{-1} \frac{\Phi^T y}{n}.
\]

As a result, typical risk bounds for the least squares method in the random design case are obtained for the approximation with additionally truncated absolute values [41]. One consequence is that we cannot obtain risk bounds for Sobol indices directly from Theorem 4.

**Least squares stability.** Let us introduce the numerical characteristic often used in the random design setting that helps us to control the design quality.
Definition 3. For the orthonormal set \( \{ \Psi_\alpha, \alpha \in \mathcal{L}_N \} \) that satisfies (2.4) and for some fixed nested sets of \( d \)-dimensional multi-indices (2.9) define
\[
K_N = \sup_{x \in \mathcal{X}} \left[ \sum_{\alpha \in \mathcal{L}_N} \Psi_\alpha^2(x) \right].
\] (3.22)

Remark 7. \( K_N \) depends on the measure \( \mu \) and space \( \nu_N \). Although, the way one constructs the sequence (2.9) influences \( K_N \), it is independent on the choice of the orthonormal basis in \( \nu_N \). It can be shown that \( K_N \geq N \) and in general case \( K_N \) may be arbitrary large [42]. In cases that we will consider in Section 4, \( K_N \sim N \) or \( \sim N^2 \).

Denote the spectral norm of matrix \( A \in \mathbb{R}^{m \times p} \) as
\[
|||A||| = \max_{z \in \mathbb{R}^p : \|z\| \neq 0} \|Az\| / \|z\|.
\]

Following [42], we state a lemma that allows to bound the spectral norm of the normalized information matrix 9.

Lemma 1. Under Condition 1 of random design, for \( \delta \in (0, 1) \)
\[
P\left\{|||\Phi^T \Phi/n - I_N||| > \delta \right\} \leq 2N \exp\left[-c_\delta \cdot n / K_N\right],
\] (3.23)
where \( c_\delta = (1 + \delta) \ln(1 + \delta) - \delta > 0 \).

Lemma 1 leads to the condition on \( n \) and \( N \) that excludes the possibility of ill-conditioned information matrix with high probability.

Condition 3. For some fixed \( r > 0 \) the relation of \( N \) and \( n \) satisfies
\[
K_N \leq \kappa_r \cdot n / \ln n, \text{ where } \kappa_r = \frac{3 \cdot \ln(3/2) - 1}{2 + 2r}.
\] (3.24)

Under the Condition 3, we have based on Lemma 1
\[
P\left\{|||\Phi^T \Phi/n - I_N||| > 1/2 \right\} \leq 2n^{-r}. \] (3.25)

Indices stability. As the least squares estimate (2.16) can be degenerate if \( \det(\Phi^T \Phi) = 0 \), we additionally define \( \hat{c}_\alpha = 0 \) in this case.

Theorem 6. Under Condition 1 of random design and the stability Condition 3, for corresponding Sobol and total-effect indices of \( f \) and \( \hat{f}^{LS} \) it holds for \( \mathcal{U} \subseteq \{1, \ldots, d\} \)
\[
\max_{\mathcal{U}} \mathbb{E}\left((S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}^{LS})^2\right) \leq 2\mathcal{R}^2_{LS} + 2n^{-r},
\] (3.26)
\[
\mathbb{E}|S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}^{LS}| \leq 2\mathcal{R}_{LS} \left(\mathcal{R}_{LS} + \sqrt{S_{\mathcal{U}}}\right) + 2n^{-r},
\] (3.27)
where \( \mathcal{R}^2_{LS} = \frac{1.2}{\sqrt{\mu[f]} \cdot \|e_N\|_\mu^2 + \frac{4\sigma^2}{\sqrt{\mu[f]} \cdot N}} \).

9The proof can be found in [42], see the corrected version.
Note that, as Sobol indices are limited, we do not need to truncate large values of the approximation additionally. Besides, the previous result does not require a maximum absolute value of the function.

Consider a noiseless case.

**Corollary 4.** Under the assumption of Theorem 6 and provided noiseless observations i.e. \( \sigma^2 = 0 \), it holds

\[
\mathbb{E} (S_u - \hat{S}^{LS}_u)^2 \leq \frac{3}{\sqrt[3]{\mu[f]}} \|e_N\|_\mu^2 + 2n^{-r},
\]

\[
\mathbb{E} |S_u - \hat{S}^{LS}_u| \leq \frac{3}{\sqrt[3]{\mu[f]}} \|e_N\|_\mu^2 + \sqrt{S_u} \cdot \frac{3}{\sqrt[3]{\mu[f]}} \|e_N\|_\mu + 2n^{-r}.
\]  

(3.28)

(3.29)

We have the following sufficient conditions for indices convergence in the mean square sense.

**Corollary 5.** Under the assumptions of Theorem 6 (except Condition 3), suppose additionally \( \lim_{N \to \infty} \|e_N\|_\mu = 0 \). Let \( N = N(n) \),

\[
\frac{K_N \cdot \ln N}{n} \to 0 \quad \text{and} \quad N \to \infty \quad \text{as} \quad n \to \infty,
\]

then

\[
\mathbb{E} (S_u - \hat{S}^{LS}_u)^2 \xrightarrow{n \to \infty} 0.
\]

4. Asymptotic behavior

In this section, we discuss specific cases of approximation construction using various types of regressors, which are orthonormal w.r.t. different probability measures. For these particular approximations, we consider the interpretation of Theorem 5 and 6 from an asymptotic point of view. The results of this section are summarized in Table 1.

We suppose that the analyzed function has given smoothness defined as below.

**Definition 4.** A function \( f \) on \( \mathcal{X} \) is said to satisfy a Holder condition with exponent \( \beta \in (0, 1] \) if there is \( \gamma > 0 \) such that

\[
|f(x) - f(x_0)| < \gamma \|x - x_0\|^\beta
\]

for \( x, x_0 \in \mathcal{X} \).

**Definition 5.** Let \( m \) be a nonnegative integer, \( \beta \in (0, 1] \). Set \( p = m + \beta \). A function \( f \) on \( \mathcal{X} \) is said to be \( p \)-smooth if it is \( m \) times continuously differentiable on \( \mathcal{X} \) and

\[
D_\alpha f = \frac{\partial^{|\alpha|} f}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}
\]

satisfies a Holder condition with exponent \( \beta \) for all \( \alpha \) with \( |\alpha| = \sum_{i=1}^d \alpha_i = m \).

Thus, the function under analysis \( f(x) \) is assumed to be \( p \)-smooth.
4.1. Ordinary least squares in the noiseless case

Following Corollary 4, we start with the approximations based on OLS in the case of noiseless observations ($\sigma^2 = 0$, see the observation model in Section 2.2.2).

4.1.1. Legendre polynomials

Consider a uniform input distribution on $\mathcal{X} = [-1, 1]^d$. We exploit Legendre polynomials and ordinary least squares to approximate $f(x)$ and then calculate Sobol indices based on this expansion. The regressors are constructed as a tensor product of normalized univariate Legendre polynomials:

$$\{\Psi_{\alpha}(x) = \prod_{i=1}^{d} \psi_{\alpha_i}(x_i), \alpha \in \mathcal{L}_N\},$$

where $\psi_{\alpha}(x) = \hat{\psi}_{\alpha}(x)/\|\hat{\psi}_{\alpha}\|_\mu$ and $\hat{\psi}_{\alpha}(x)$ are univariate Legendre polynomials:

$$\hat{\psi}_0 = 1, \quad \hat{\psi}_1 = x, \quad \hat{\psi}_2 = \frac{1}{2}(3x^2 - 1), \quad \hat{\psi}_3 = \frac{1}{2}(5x^3 - 3x), \quad \ldots,$$

$$\hat{\psi}_\alpha = \frac{1}{2^{\alpha} \alpha!} \frac{d^\alpha}{dx^\alpha}(x^2 - 1)^\alpha \quad \text{with} \quad \|\hat{\psi}_{\alpha}\|_\mu = (2\alpha + 1)^{-1/2}, \quad \alpha \geq 0.$$

In all cases in this section to construct the truncation set $\mathcal{L}_N$, we use maximum degree truncation scheme that is suitable for our asymptotic analysis. For some $\alpha_{\text{max}} \in \mathbb{N}$ called maximum degree we have

$$\mathcal{L}_N = \{\alpha \in \mathbb{N}^d: \max_{i=1,\ldots,d} \{\alpha_i\} \leq \alpha_{\text{max}}\},$$

with $N = |\mathcal{L}_N| = (\alpha_{\text{max}} + 1)^d$.

After selection of the probability measure and the regressors, we can estimate $K_N$ to ensure the stability Condition 3:

$$K_N = \sup_{x \in \mathcal{X}} \left[ \sum_{\alpha \in \mathcal{L}_N} \Psi_{\alpha}^2(x) \right] = \sup_{x \in [-1,1]^d} \left[ \sum_{\alpha \in \mathcal{L}_N} \prod_{i=1}^{d} \psi_{\alpha_i}^2(x_i) \right]$$

$$= \sum_{\alpha \in \mathcal{L}_N} \prod_{i=1}^{d} \psi_{\alpha_i}^2(1) = \prod_{i=1}^{d} \sum_{\alpha = 0}^{\alpha_{\text{max}}} (2\alpha + 1) = (\alpha_{\text{max}} + 1)^{2d} = N^2,$$

here we used $\|\psi_{\alpha}\|_{L^\infty([-1,1])} \triangleq \sup_{[-1,1]} |\psi_{\alpha}(x)| = \psi_{\alpha}(1) = (2\alpha + 1)^{1/2}$. Calculation of $K_N$ for more general truncation schemes can be found in [43].

Thus, the stability Condition 3 takes the form:

$$N \leq \kappa_1^{1/2} \cdot \left[ \frac{n}{\ln n} \right]^{1/2}.$$
It remains to estimate the error $\|e_N\|_\mu$. One can do it using the inequality

$$\|e_N\|_\mu = \inf_{g \in \nu_N} \|f - g\|_\mu \leq \inf_{g \in \nu_N} \|f - g\|_{L^\infty(X)}.$$ 

Denote $d_N(f) \triangleq \inf_{g \in \nu_N} \|f - g\|_{L^\infty(X)}$. Asymptotic bounds for $d_N(f)$ are obtained in classical statistical literature. The space $\nu_N = \text{span}\{\Psi_\alpha, \alpha \in \mathcal{L}_N\}$ of multivariate Legendre polynomials with fixed maximal degree coincides with the space of multivariate algebraic polynomials with the same maximal degree\(^{10}\), therefore this two spaces have the same $d_N(f)$. According to [34], for multivariate algebraic polynomials of maximal degree $\alpha_{\text{max}}$ and $p$-smooth function $f$ we have up to constant factor\(^{11}\) $d_N(f) \lesssim \alpha_{\text{max}}^{-p} + n^{-r}$ and $d_N(f) \lesssim N^{-p/d}$.

Combining all parts, based on Corollary 4, we obtain an inequality

$$\mathbb{E}(S_U - \hat{S}_L)^2 \lesssim \|e_N\|_\mu^2 + n^{-r} \lesssim N^{-2p/d} + n^{-r} \lesssim \left(\frac{n}{\ln n}\right)^{-p/d} + n^{-r}.$$

Setting $r = p/d$, we have for Legendre polynomials

$$\mathbb{E}(S_U - \hat{S}_L)^2 \lesssim \left(\frac{n}{\ln n}\right)^{-p/d}. \tag{4.3}$$

For comparison see Table 1.

4.1.2. Chebyshev polynomials

Similarly to previous section, we continue our analysis for Chebyshev polynomials and the arcsine input distribution on $X = [-1, 1]^d$ having the density

$$p(x) = \prod_{i=1}^d \left(\frac{\pi}{\sqrt{1 - x_i^2}}\right)^{-1}, \quad x \in [-1, 1]^d.$$

The regressors are constructed as a tensor product of normalized univariate Chebyshev polynomials:

$$\psi_0 = 1, \quad \psi_1 = \sqrt{2} \cdot x, \quad \psi_2 = \sqrt{2} \cdot (2x^2 - 1), \quad \ldots, \quad \psi_\alpha = \sqrt{2} \cdot \cos(\alpha \arccos x),$$

with $K_N$ estimate:

$$K_N = \sup_{x \in X} \left[ \sum_{\alpha \in \mathcal{L}_N} \Psi_\alpha^2(x) \right] = \sup_{x \in [-1, 1]^d} \left[ \sum_{\alpha \in \mathcal{L}_N} \prod_{i=1}^d \psi_{\alpha_i}^2(x_i) \right]$$

$$= \sum_{\alpha \in \mathcal{L}_N} \prod_{i=1}^d \psi_{\alpha_i}^2(1) \leq \prod_{i=1}^{\alpha_{\text{max}}} \sum_{\alpha = 0}^{2^d \cdot (\alpha_{\text{max}} + 1)^d} 2^{d \cdot (\alpha_{\text{max}} + 1)^d} = 2^{d \cdot N},$$

\(^{10}\)The basis of this space can be constructed as a tensor product of univariate algebraic polynomials $1, x, x^2, \ldots, x^{\alpha_{\text{max}}}$.

\(^{11}\)Given two sequences of positive numbers $\{a_n\}$ and $\{b_n\}$, the notation $a_n \lesssim b_n$ means that $a_n/b_n$ is bounded.
we used $\|\psi_\alpha\|_{L^\infty([-1,1])} = \psi_\alpha(1) \leq \sqrt{2}$. The stability Condition 3 takes the form

$$N \leq \kappa_r \cdot \frac{n}{\ln n}.$$  

The error $\|e_N\|_\mu \leq d_N(f)$ is estimated similarly to Section 4.1.1. Thus,

$$\mathbb{E}(S_U - \hat{S}^{L_S}_{U})^2 \lesssim \|e_N\|_\mu^2 + n^{-r} \lesssim N^{-2p/d} + n^{-r} \lesssim \left(\frac{n}{\ln n}\right)^{-2p/d} + n^{-r}.$$  

Setting $r = 2p/d$, we obtain for Chebyshev polynomials

$$\mathbb{E}(S_U - \hat{S}^{L_S}_{U})^2 \lesssim \left(\frac{n}{\ln n}\right)^{-2p/d}.$$  

(4.4)

**4.1.3. Trigonometric polynomials**

We proceed with the analysis for a uniform input distribution defined on $\mathcal{X} = [0,1]^d$ and Trigonometric polynomials. For this case, we additionally require that $f(x)$ can be extended to a 1-periodic function in each of its arguments (which is equivalent to additional boundary conditions).

The regressors are constructed as a tensor product of normalized univariate Trigonometric polynomials:

$$\psi_0 = 1, \quad \psi_1 = \sqrt{2} \cdot \sin 2\pi x, \quad \psi_2 = \sqrt{2} \cdot \cos 2\pi x,$$

$$\psi_3 = \sqrt{2} \cdot \sin 4\pi x, \quad \psi_4 = \sqrt{2} \cdot \cos 4\pi x, \ldots$$

(4.5)

Assume $\alpha_{\text{max}}$ is even. We have the following $K_N$ estimate:

$$K_N = \sup_{[0,1]^d} \left[ \sum_{\alpha \in \mathcal{N}} \Psi_\alpha^2(x) \right]$$

$$= \sup_{[0,1]^d} \left[ (1 + 2 \sin^2(2\pi x_1) + 2 \cos^2(2\pi x_1) + \ldots + 2 \cos^2(\alpha_{\text{max}} \pi x_1)) \ldots \right.$$

$$\left. \ldots (1 + 2 \sin^2(2\pi x_d) + 2 \cos^2(2\pi x_d) + \ldots + 2 \cos^2(\alpha_{\text{max}} \pi x_d)) \right]$$

$$= \left(1 + \frac{\alpha_{\text{max}}}{2}\right)^d = N.$$

The stability Condition 3 takes the form

$$N \leq \kappa_r \cdot \frac{n}{\ln n}.$$  

The error $\|e_N\|_\mu \leq d_N(f)$. According to [34, 44], for such $p$-smooth functions $d_N(f) \lesssim (\alpha_{\text{max}}/2)^{-p} \lesssim N^{-p/d}$. Thus,

$$\mathbb{E}(S_U - \hat{S}^{L_S}_{U})^2 \lesssim \|e_N\|_\mu^2 + n^{-r} \lesssim N^{-2p/d} + n^{-r} \lesssim \left(\frac{n}{\ln n}\right)^{-2p/d} + n^{-r}.$$  

Setting $r = 2p/d$, we obtain for Trigonometric polynomials

$$\mathbb{E}(S_U - \hat{S}^{L_S}_{U})^2 \lesssim \left(\frac{n}{\ln n}\right)^{-2p/d}.$$  

(4.6)
4.2. Noisy case

In the case of observations with noise, we have similar results for Legendre, Chebyshev, and Trigonometric polynomials. Indeed, for the projection method of coefficients estimation, following Theorem 5 obtain

\[
E(S_U - \hat{S}_U^P)^2 \lesssim \|e_N\|_\mu^2 + \frac{N}{n} \lesssim N^{-2p/d} + \frac{N}{n}.
\]

Balancing the summands at the right side, find asymptotically optimal \(N(n)\) that minimizes the quadratic risk:

\[
N = n^{\frac{d}{2p + d}},
\]

and the corresponding quadratic risk

\[
E(S_U - \hat{S}_U^P)^2 \lesssim n^{-\frac{2p}{2p + d}}.
\]  

(4.7)

The presented asymptotics is not improved even if \(\sigma^2 = 0\). This rate corresponds to the Stone’s bound [45].

Back to ordinary least squares. Based on Theorem 6 for Legendre, Chebyshev, and Trigonometric polynomials, it holds

\[
E(S_U - \hat{S}_U^{LS})^2 \lesssim N^{-2p/d} + \frac{N}{n} + n^{-r}, \quad \text{with} \quad K_N \lesssim \frac{n}{\ln n}.
\]

Balancing the summands, obtain asymptotically optimal parameters that minimizes the risk (without the stability restriction on \(K_N\))

\[
N = n^{\frac{d}{2p + d}}, \quad r = \frac{2p}{2p + d}.
\]

The risk for Chebyshev and Trigonometric polynomials:

\[
E(S_U - \hat{S}_U^{LS})^2 \lesssim n^{-\frac{2p}{2p + d}},
\]  

(4.8)

which corresponds to the Stone’s bound. Finally for Legendre polynomials, due to the restriction \(K_N \lesssim n/\ln n\), we have

\[
E(S_U - \hat{S}_U^{LS})^2 \lesssim \begin{cases} 
    n^{-\frac{2p}{2p + d}}, & \text{if } p/d > 1/2; \\
    \left(\frac{n}{\ln n}\right)^{-p/d}, & \text{if } p/d \leq 1/2.
\end{cases}
\]

Table 1 summarizes asymptotic bounds for the risk of Sobol indices obtained in a different setting.

**Remark 8.** Although the obtained noisy rate (4.8) for the least squares method coincides with the Stone’s bound, the corresponding noiseless rates (4.4, 4.6) outperform this bound. There is no contradiction here, because Stone’s assumptions [45] imply \(\mathbb{V}(y|X) > 0\). See [46, 47, 48] for more information on noiseless rates.
5. Experiments

5.1. Test functions

The following two functions are commonly used for benchmarking in global sensitivity analysis.

**Sobol g-function.** Let \( x \) be uniformly distributed in the hypercube \([0,1]^d\),

\[
f(x) = \prod_{i=1}^{d} \left| \frac{4x_i - 2}{1 + c_i} \right| + c_i, \quad \text{with } c_i \geq 0, \ i = 1, \ldots, d.
\]

In our case \( d = 2 \), and we use two sets of parameters in different experiments: \( \{c_1 = 0, \ c_2 = 4\} \) and \( \{c_1 = 0, \ c_2 = 0.5\} \). Analytical expressions for the corresponding Sobol indices are available in [10]:

\[
S_U = \frac{1}{D} \prod_{j \in U} \frac{1}{3} (c_j + 1)^{-2}, \quad U \subseteq \{1, \ldots, d\},
\]

where \( D = \prod_{i=1}^{d} \left[ 1 + \frac{1}{3} (c_i + 1)^{-2} \right] - 1 \).

**Ishigami function.** Let \( x \) be uniformly distributed in the hypercube \([-\pi,\pi]^3\),

\[
f(x) = \sin x_1 + a \cdot \sin^2 x_2 + bx_3^4 \cdot \sin x_1, \quad a = 7, \ b = 0.1.
\]

Theoretical values for its Sobol indices can be found in [3]:

\[
S_1 = \frac{b \pi^4}{5v} + \frac{b^2 \pi^8}{50v} + \frac{1}{2v}, \quad S_2 = \frac{a^2}{8v}, \quad S_3 = 0,
\]

\[
S_{13} = \frac{8 b^2 \pi^8}{225v}, \quad S_{12} = S_{23} = S_{123} = 0,
\]

where \( v = a^2/8 + b \pi^4/5 + b^2 \pi^8/18 + 1/2 \).

5.2. Error bounds

Experiments in this section illustrate the results provided in 3.1, including justification of theoretical error bounds and the demonstration of the method proposed in 3.1.2. Observations are supposed to be noiseless (\( \sigma^2 = 0 \)).

**Approximating function.** All results of Section 3.1 are valid for arbitrary types of approximations. As an example, we use an approximation of the test functions based on multivariate Legendre polynomials (4.1), the least squares method, and hyperbolic truncation scheme [49] corresponding to

\[
\mathcal{L}_N = \{ \alpha \in \mathbb{N}^d : \|\alpha\|_q \leq t \},
\]

where \( \|\alpha\|_q \triangleq \left( \sum_{i=1}^{d} \alpha_i^q \right)^{1/q} \) with fixed \( q \in (0,1] \) and \( t \in \mathbb{N}_+ \) is a fixed maximal total degree of polynomials. The parameters of the truncation scheme are the following:
Fig 2: Different error metrics for Sobol and total-effect indices and their theoretical error bounds (3.3, 3.6, 3.7). The approximation error $\varepsilon$ is given by (3.1). Fixed number of regressors.

- Sobol g-function: $q = 0.5$, $t = 20$, $N = 91$ regressors;
- Ishigami function: $q = 0.75$, $t = 20$, $N = 815$ regressors;

**Theoretical error bounds** are shown in Figures 2, 3a, 4a. This group of experiments illustrates Theorem 1, Corollaries 1 and 2. Particularly, bounds (3.3, 3.4, 3.5, 3.6, 3.7) are demonstrated. In these figures, “bound($\varepsilon$, $S_U$)” and “bound($\varepsilon$, $T_U$)” correspond to the error bound (3.4), and may coincide with the relative error $\varepsilon$ or its square $\varepsilon^2$.

The relative error of approximation $\varepsilon$ is estimated based on (3.9) with an independent test sample of size $10^6$. As the regressors number is fixed, the quality of the model and indices accuracy cease to improve, starting with some sample size.

As one can see, most of the presented theoretical bounds overestimate the corresponding errors of Sobol indices, particularly for large sample sizes. Another observation is that estimates of small indices do tend to converge faster. Besides, the bound (3.4) is more accurate for such indices and especially good for zero Sobol and total-effect indices (in these cases for Ishigami function this bound coincides with $\varepsilon^2$). The same holds for the indices close to 1.

**Sample-based error bounds** are shown in Figures 3b, 4b. These bounds are based on relatively small samples and can be used in practice.
Theoretical bounds: (3.3) and bound$(\epsilon, S_U) / bound(\epsilon, T_U)$ given by (3.4)

Sample-based bounds: method proposed in 3.1.2 and bootstrap (5.1)

Fig 3: Sobol g-function. Errors of selected Sobol indices $|S_U - \hat{S}_U|$ and total-effects $|T_U - \hat{T}_U|$, and their theoretical and sample-based error bounds. True indices values of $S_1$, $T_2$ and $S_{12}$ are provided. Fixed $N = 91$ regressors.

The proposed method allows to estimate the error of Sobol and total-effect indices obtained from the approximating function. It is described in 3.1.2 and is based on (3.8). Following (3.9), we use 15% of the sample for holdout control of the approximation error.

For comparison, we examine sample-based error bounds based on the bootstrap method motivated by [25]. It is used $n_s = 100$ bootstrap subsamples to get error bounds for estimated Sobol indices from the formula of the sample standard deviation

$$err_U = 3 \cdot \sqrt{\frac{1}{n_s} \sum_{j=1}^{n_s} (\hat{S}_U^{(j)} - \bar{S}_U)^2}, \quad \text{with} \quad \bar{S}_U \triangleq \frac{1}{n_s} \sum_{j=1}^{n_s} \hat{S}_U^{(j)}, \quad (5.1)$$

where $\hat{S}_U^{(j)}$ is the Sobol index of the subset $U \subseteq \{1, \ldots, d\}$ of input variables obtained from the approximation described above, which was constructed based on the $j$-th bootstrap subsample. The error bounds for total-effects are calculated similarly. Note that due to random sampling with replacement and the lack of regularization in the least squares method, small sample sizes may lead to degenerate approximations and undefined bootstrap error bounds.
(a) Theoretical bounds: (3.3, 3.4, 3.5), where \( \text{bound}(\xi, \cdot) = \xi^2 \) for \( T_{12} \) and \( S_{123} \)

(b) Sample-based bounds: method proposed in 3.1.2 and bootstrap (5.1)

Fig 4: Ishigami function. Errors of selected Sobol indices \( |S_U - \hat{S}_U| \) and total-effects \( |T_U - \hat{T}_U| \), and their theoretical and sample-based error bounds. True indices values of \( S_1, T_{12} \) and \( S_{123} \) are provided. Fixed \( N = 815 \) regressors.

The experiments demonstrate that the bootstrap bounds may be overoptimistic for small sample sizes and overoptimistic for large samples. The latter can be explained by the fact that the method neglects the bias of the approximation, and its error estimate for indices can converge to zero even for inaccurate approximations.

Compared to bootstrap, the proposed method gives more conservative error estimates for large samples and relatively accurate estimates for small ones. Another of its properties is possible instability for very small samples, which is a consequence of high uncertainty of the approximation error obtained with holdout control. As it should be expected, the corresponding sample-based bound converges to the theoretical bound (3.4). Similar to the bound (3.4), the proposed method is more accurate for small (and close to 1) Sobol and total-effect indices.

5.3. Risk bounds

In this section, we will provide an illustration for Theorem 5 and 6. We numerically estimate the quadratic risk of Sobol and total-effect indices \( \max_U \left\{ \mathbb{E}(S_U - \right\)
(a) Least squares method for various regressors numbers. Noiseless case, $\sigma = 0$.

(b) Projection method for various regressors numbers. Noiseless case, $\sigma = 0$.

(c) Two methods for various noise levels $\sigma$. Legendre polynomials. $N = 25$ regressors.

Fig 5: Sobol g-function. Quadratic risk of Sobol and total-effect indices $\max \{ \mathbb{E}(S_U - \hat{S}_U)^2, \mathbb{E}(T_U - \hat{T}_U)^2 \}$ and the components of bounds (3.20, 3.26), depending on the regressors number and noise level.

$\hat{S}_U^2, \mathbb{E}(T_U - \hat{T}_U)^2 \}$ depending on the sample sizes and show how it relates to the components of risk bounds (3.20, 3.26) for the two methods of approximation construction, that is (up to additional constant factors)

$$\frac{\|e_N\|_2^2}{\mathbb{V}_\mu[f]} \cdot \frac{L^2 + \sigma^2}{\mathbb{V}_\mu[f]} \cdot \frac{N}{n} \cdot \frac{\sigma^2}{\mathbb{V}_\mu[f]} \cdot \frac{N}{n} \cdot n^{-r}.$$
(a) Least squares method for various regressors numbers. Noiseless case, $\sigma = 0$.

(b) Projection method for various regressors numbers. Noiseless case, $\sigma = 0$.

(c) Two methods for various noise levels $\sigma$. Legendre polynomials. $N = 216$ regressors.

Fig 6: Ishigami function. Quadratic risk of Sobol and total-effect indices $\max_{U} \{ \mathbb{E}(S_U - \hat{S}_U)^2, \mathbb{E}(T_U - \hat{T}_U)^2 \}$ and the components of bounds (3.20, 3.26), depending on the regressors number and noise level.

These components allow us to understand the behavior of the risk better than the obtained risk bounds, which can significantly overestimate the risk.

Numerical risk estimation is based on $n_{\text{run}} = 100$ independent random designs (and noise realizations if $\sigma > 0$). In order to estimate the best theoretical error $\| e_N \|_{\mu}^2$, we follow (3.9) and the least squares method using training and...
test samples of size $10^6$ each. Following (3.24), $r$ is calculated as
\[ r = \max \left\{ 0, \frac{3 \cdot \ln(3/2) - 1}{2} \cdot \frac{n}{K_N \ln n} - 1 \right\}. \] (5.2)

**Approximating function.** We use approximations of the test functions based on multivariate Legendre (4.1) and Trigonometric (4.5) polynomials, the least squares and the projection method, and the maximum degree truncation scheme (4.2).

**The effects of regressors number and the type of regressors** are shown in Figures 5a, 5b, 6a and 6b. Observations are noiseless. For comparison, we use regressors based on Legendre and Trigonometric polynomials, which are both orthogonal w.r.t. a uniform measure. The parameters of the truncation schemes are the following:

- Sobol $g$-function: $\alpha_{\text{max}} \in \{4, 6, 9\}$, $N \in \{25, 49, 100\}$ regressors;
- Ishigami function: $\alpha_{\text{max}} \in \{4, 5, 6\}$, $N \in \{125, 216, 343\}$ regressors;

The experiments demonstrate that the best theoretical error $\|e_N\|_\mu^2$ does influence “limiting risk”, which corresponds to almost constant values of estimated risk at large sample sizes. Although this best error can be much bigger than the indices risk, larger value of $\|e_N\|_\mu^2$ in most cases leads to larger limiting risk. As expected, an increase in the number of regressors $N$ corresponds to a decrease in limiting risk but also less stable estimates for small sample sizes. Note that different $N$ may correspond to almost the same approximation errors for the specific functions: compare $N = 125$ and $N = 216$ regressors in Figure 6a. In addition, the truncation scheme has a strong influence on the convergence speed (see, for comparison, Figure 2b).

In Figures 5a and 6a, one can see a big difference between the two regressors types when using least squares. Given the maximum degree truncation scheme, trigonometric polynomials with $K_N = N$ provide better stability for small sample sizes compared to Legendre polynomials with $K_N = N^2$. This stability is especially evident when limiting risks for the two types of regressors are close. The effect is not apparent in the case of the projection method. In general, regressors based on trigonometric polynomials perform better in all cases presented. Note, however, that Sobol $g$-function and Ishigami can be extended correspondingly to 1- and $2\pi$-periodic functions in each of their arguments, which provides better theoretical error $\|e_N\|_\mu^2$ for the trigonometric approximation of these specific functions compared to “aperiodic” ones.

According to (5.2), the minimal sample size that provides sensible estimates based on Theorem 6 increases considerably with increasing dimension and the maximum degree of the truncation scheme. In particular, in the case of Ishigami function and $N = 125$ regressors of Legendre type, it needs at least $n = 2,102,432 > 10^6$ design points to achieve $r > 0$.

**The effect of noise in observations** is presented in Figures 5c and 6c. Independent Gaussian noise is added to the output of the test functions. The standard deviation of the noise equals 0, $L/10$ and $2L$ with $L = \max_{x \in X} |f(x)|$. 
Regressors are based on Legendre polynomials. The parameters of the maximum degree truncation scheme are the following:

- Sobol g-function: $\alpha_{\text{max}} = 4$, $N = 25$ regressors;
- Ishigami function: $\alpha_{\text{max}} = 5$, $N = 216$ regressors;

As one can see, in comparison with least squares, the projection method is more stable for very small sample sizes $n \sim N$. Given the moderate sample size and low or zero noise level, the quadratic risk of the estimates for the least squares method decays significantly faster than $n^{-1}$ and correspondingly than the risk for the projection method. Large noise levels lead to similar behavior of the two methods, and the components of their risks bounds proportional to $N/n$ are close.

We can hypothesize that the three components of the obtained risk (3.26), namely $n^{-r}$, $\sigma^2/\mathbb{V}_m[f] \cdot N/n$ and $\|e_\delta^2/\mathbb{V}_m[f]$, correspond to three ranges of sample sizes with different rates of risk decay for the least squares method.

6. Conclusion

We address the problem of the accuracy and risk of metamodels-based Sobol indices in the random design setting. We obtained a general relation between the accuracy of arbitrary metamodel and the error of estimated Sobol indices; and the specific asymptotic and non-asymptotic relations for the two methods of parameters estimation for metamodels with tensor structure, including approximations based on multivariate Legendre, Chebyshev, and Trigonometric polynomials. Based on the obtained relation, we propose a method for Sobol indices quality control that demonstrates a good performance compared to an existing approach.

The results indicate that the risk convergence with sample growth for the least squares method in the noiseless case can be much faster in comparison with the noisy case and with the projection method. In particular, it is demonstrated theoretically and (for a certain range of sample sizes $n$) experimentally that the decay of quadratic risk can be much faster than $n^{-1}$ with increasing sample size and the number of regressors (see Table 1).

It is shown that the key factors that provide the possibility for fast convergence of Sobol indices estimates are the absence of noise in the output of the analyzed function, its high smoothness, and low dimension. Besides, the estimates of small and close to 1 indices tend to converge faster, and the obtained bounds and the proposed method are more accurate for such indices.
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Appendix A: Proofs

A.1. Proof of Theorem 1

1) We will prove the theorem not only for Sobol indices and total-effect indices but also for a general type of indices that takes into account the influence of arbitrary subsets of variables groups. Starting from Sobol-Hoeffding decomposition, divide the partial variances into two arbitrary disjoint groups:

\[
V_\mu[f(x)] = \sum_{u \subseteq \{1, \ldots, d\}} V_\mu[f_u(x_u)] = \sum_{u \in A} V_\mu[f_u(x_u)] + \sum_{u \in B} V_\mu[f_u(x_u)],
\]

where \( A \) and \( B \) are disjoint subsets of the set of all subsets of \( \{1, \ldots, d\} \), i.e. \( A \cap B = \emptyset \) and \( A \cup B = \{U: U \subseteq \{1, \ldots, d\}\} \). Define a general Sobol index of subset \( A \) as

\[
G_A \triangleq \frac{\sum_{u \in A} V_\mu[f_u(x_u)]}{V_\mu[f]} = \sum_{u \in A} S_U.
\]

Similarly, denote \( \hat{G}_A \triangleq \sum_{u \in A} \hat{S}_U \). Note that \( A = \{U\} \) corresponds to Sobol index: \( G_A = S_U \), and \( A = \{V: V \subseteq \{1, \ldots, d\}, U \cap V \neq \emptyset\} \) corresponds to total-effect index: \( G_A = T_U \).

2) Notice that all Sobol indices remain the same if we replace \( f \) and \( \hat{f} \) with the functions \( g = a_1 \cdot f + a_2 \) and \( h = b_1 \cdot \hat{f} + b_2 \) correspondingly, where \( a_1, a_2, b_1, b_2 \in \mathbb{R}, a_1 \neq 0, b_1 \neq 0 \).

Consider the inequalities

\[
\frac{\|f - \hat{f}\|^2_\mu}{V_\mu[f]} \geq \frac{\|(f - E_\mu f) - (\hat{f} - E_\mu \hat{f})\|^2_\mu}{V_\mu[f]} = \left\| \frac{f - E_\mu f}{\sqrt{V_\mu^1/f}} - \frac{\hat{f} - E_\mu \hat{f}}{\sqrt{V_\mu^1/f}} \right\|_\mu^2 
\]

\[
\geq \min_{k \in \mathbb{R}} \left\| \frac{f - E_\mu f}{\sqrt{V_\mu^1/f}} - k \cdot \frac{\hat{f} - E_\mu \hat{f}}{\sqrt{V_\mu^1/f}} \right\|_\mu^2 
\]

\[
= \left\| \frac{f - E_\mu f}{\sqrt{V_\mu^1/f}} - \frac{(f - E_\mu f, \hat{f} - E_\mu \hat{f})_\mu}{\sqrt{V_\mu^1/f}} \cdot \frac{\hat{f} - E_\mu \hat{f}}{\sqrt{V_\mu^1/f}} \right\|_\mu^2.
\]

Note that \( k_{min} = \arg\min_{k \in \mathbb{R}} \|p - k \cdot q\|_\mu^2 \) for \( p, q \in L^2(\mathcal{X}, \mu) \) corresponds to orthogonal projection of \( p \) onto \( q \) that leads to \( (q, p - k_{min} \cdot q)_\mu = 0 \).

3) If \((f - E_\mu f, \hat{f} - E_\mu \hat{f})_\mu = 0\) then \(\|f - \hat{f}\|_\mu^2 \geq \|f - E_\mu f\|_\mu^2 = V_\mu[f] + V_\mu[\hat{f}] > V_\mu[f] \) and (3.3) holds true, as its LHS does not exceed 1. Besides, (3.2) is also true, as

\[
\left|G_A - \hat{G}_A\right| = \left\{ \sqrt{G_A(1 - \hat{G}_A)} + \sqrt{\hat{G}_A(1 - G_A)} \right\} \cdot \left\{ \sqrt{G_A(1 - G_A)} - \sqrt{\hat{G}_A(1 - \hat{G}_A)} \right\} 
\]

\[
\leq \sqrt{G_A(1 - \hat{G}_A)} + \sqrt{\hat{G}_A(1 - G_A)}.
\]
Let $\text{Cov}_\mu[f, \hat{f}] \triangleq \langle f - \mathbb{E}_\mu f, \hat{f} - \mathbb{E}_\mu \hat{f} \rangle_\mu \neq 0$. Following (A.3), define $g, h \in L^2(\mathcal{X}, \mu)$ as

$$
g \triangleq \frac{f - \mathbb{E}_\mu f}{\sqrt{\mathbb{V}_\mu^1(f)}}, \quad h \triangleq \frac{\text{Cov}_\mu[f, \hat{f}]}{\sqrt{\mathbb{V}_\mu^1(f)} \cdot \sqrt{\mathbb{V}_\mu^1(\hat{f})}} \cdot \hat{f} - \mathbb{E}_\mu \hat{f}.
$$

(A.4)

The functions $g$ and $h$ have the same Sobol indices as $f$ and $\hat{f}$ correspondingly. In addition,

$$
\mathbb{V}_\mu[g] = 1, \quad \mathbb{E}_\mu[g] = 0, \quad 0 < \mathbb{V}_\mu[h] \leq 1, \quad \mathbb{E}_\mu[h] = 0, \quad \langle h, g - h \rangle_\mu = 0, \quad \text{(A.5)}
$$

and

$$
\|g - h\|^2_\mu \leq \|f - \hat{f}\|^2_\mu. \quad \text{(A.6)}
$$

Thus, it is sufficient to prove the theorem for the functions $g$ and $h$. To prove that, we will show that for any $A$ defined above

$$
\left| G_A - \hat{G}_A \right| \leq \left\{ \sqrt{G_A(1 - G_A)} + \sqrt{\hat{G}_A(1 - \hat{G}_A)} \right\} \cdot \|g - h\|_\mu. \quad \text{(A.7)}
$$

4) Using Sobol-Hoeffding decompositions of $g$ and $h$

$$
g(x) = \sum_{U \subseteq \{1, \ldots, d\}} g_U(x_U) = g_A + g_B, \quad h(x) = \sum_{U \subseteq \{1, \ldots, d\}} h_U(x_U) = h_A + h_B,
$$

where $g_A \triangleq \sum_{U \subseteq A} g_U(x_U)$, $g_B \triangleq \sum_{U \subseteq B} g_U(x_U)$, $h_A \triangleq \sum_{U \subseteq A} h_U(x_U)$, $h_B \triangleq \sum_{U \subseteq B} h_U(x_U)$. In addition, based on the decomposition properties

$$
\langle g_A, g_B \rangle_\mu = 0, \quad \langle h_A, h_B \rangle_\mu = 0, \quad \langle g_A, h_B \rangle_\mu = 0, \quad \langle h_A, g_B \rangle_\mu = 0.
$$

We have the following representations of general Sobol indices (A.2)

$$
G_A = \frac{\|g_A\|^2_\mu}{\|g\|^2_\mu}, \quad \hat{G}_A = \frac{\|h_A\|^2_\mu}{\|h\|^2_\mu}.
$$

(A.8)

5) We will need an auxiliary bound based on (A.5) and Cauchy-Schwarz inequality:

$$
\|h\|^2_\mu = \langle g, h \rangle_\mu = \langle g_A, h_A \rangle_\mu + \langle g_B, h_B \rangle_\mu \leq \|g_A\|_\mu \|h_A\|_\mu + \|g_B\|_\mu \|h_B\|_\mu,
$$

and therefore,

$$
\|h\|^4_\mu - \|g_A\|^2_\mu \|h_A\|^2_\mu - \|g_B\|^2_\mu \|h_B\|^2_\mu \leq 2 \cdot \|g_A\|_\mu \|h_A\|_\mu \|g_B\|_\mu \|h_B\|_\mu. \quad \text{(A.9)}
$$

6) Consider LHS of (A.7). Denote $\alpha \triangleq \arccos G_A^{1/2} \in [0, \pi/2]$, $\beta \triangleq \arccos \hat{G}_A^{1/2} \in [0, \pi/2]$ (see Fig. 1 for illustration in 2D case) then

$$
\left| G_A - \hat{G}_A \right| = \left| \cos^2 \alpha - \cos^2 \beta \right| = 1/2 \cdot \left| \cos 2\alpha - \cos 2\beta \right| = \sin(\alpha + \beta) \cdot \left| \sin(\alpha - \beta) \right|
$$

$$
= \left\{ \sqrt{G_A(1 - G_A)} + \sqrt{\hat{G}_A(1 - \hat{G}_A)} \right\} \cdot \left| \sin(\alpha - \beta) \right|. \quad \text{(A.10)}
$$
7) Compare $\omega \triangleq |\sin(\alpha - \beta)|$ and $\|g - h\|_{\mu}$. Based on (A.8, A.9),
\[
\omega^2 = \left\{ \sqrt{G_A(1 - G_A)} - \sqrt{\hat{G}_A(1 - G_A)} \right\}^2 = \left\{ \frac{\|g_A\|_{\mu}\|h_B\|_{\mu}}{\|g\|_{\mu}\|h\|_{\mu}} - \frac{\|g_B\|_{\mu}\|h_A\|_{\mu}}{\|g\|_{\mu}\|h\|_{\mu}} \right\}^2
\]
\[
= \frac{1}{\|h\|_{\mu}^2} \left\{ \|g_A\|_{\mu}^2 \cdot \|h_B\|_{\mu}^2 + \|g_B\|_{\mu}^2 \cdot \|h_A\|_{\mu}^2 - 2 \cdot \|g_A\|_{\mu} \|g_B\|_{\mu} \|h_A\|_{\mu} \|h_B\|_{\mu} \right\}
\]
\[
\leq \frac{1}{\|h\|_{\mu}^2} \left\{ \|g_A\|_{\mu}^2 \|h_B\|_{\mu}^2 + \|g_B\|_{\mu}^2 \|h_A\|_{\mu}^2 - \|h\|_{\mu}^4 + \|g_A\|_{\mu}^2 \|h_A\|_{\mu}^2 + \|g_B\|_{\mu}^2 \|h_B\|_{\mu}^2 \right\}
\]
\[
= \frac{1}{\|h\|_{\mu}^2} \left( \|g_A\|_{\mu}^2 + \|g_B\|_{\mu}^2 \right) \cdot \left( \|h_A\|_{\mu}^2 + \|h_B\|_{\mu}^2 \right) - \|h\|_{\mu}^4 \right\}
\]
\[
= 1 - \|h\|_{\mu}^2 = \|g - h\|_{\mu}^2,
\]
where the last equality follows from (A.5):
\[
\|g - h\|_{\mu}^2 = \|g\|_{\mu}^2 + \|h\|_{\mu}^2 - 2\langle g, h \rangle_{\mu} = 1 - \|h\|_{\mu}^2.
\]
8) Combining the results (A.6, A.10, A.11), obtain (A.7) and (3.2):
\[
\left| G_A - \hat{G}_A \right| \leq \left\{ \sqrt{G_A(1 - G_A)} + \sqrt{\hat{G}_A(1 - G_A)} \right\} \cdot \|g - h\|_{\mu}
\]
\[
\leq \left\{ \sqrt{G_A(1 - G_A)} + \sqrt{\hat{G}_A(1 - G_A)} \right\} \cdot \frac{\|f - \hat{f}\|_{\mu}}{\sqrt{\|f\|_{\mu}^2 - [f]}}.
\]
(A.12)

9) Finally, as $\sqrt{G_A(1 - G_A)} + \sqrt{\hat{G}_A(1 - G_A)} = \sin(\alpha + \beta) \leq 1$, (3.3) holds true.

A.2. Proof of Corollary 1

1) The case $\mathcal{E} = 0$ is trivial. Let $\mathcal{E} \neq 0$. The proof for Sobol indices and total-effects is the same. Denote $\delta \triangleq \left| S_U - \hat{S}_U \right| \in [0, 1]$ and consider the consequence of Theorem 1 for small indices:
\[
\delta \leq \left\{ \sqrt{S_U(1 - S_U)} + \sqrt{\hat{S}_U(1 - S_U)} \right\} \cdot \mathcal{E}
\]
\[
\leq \left\{ S_U^{1/2} + \hat{S}_U^{1/2} \right\} \cdot \mathcal{E} \leq \left\{ \sqrt{S_U} + \sqrt{\hat{S}_U} + \delta \right\} \cdot \mathcal{E}.
\]
(A.13)

2) The solution of the previous inequality w.r.t. $\delta$ is the union of intervals given as
\[
\frac{\delta^2}{\mathcal{E}^2} - 2S_U - \delta \leq 0 \quad \cup \quad \left\{ \frac{\delta^2}{\mathcal{E}^2} - 2S_U - \delta \geq 0, \right.\]
\[
\left. \left\{ \frac{\delta^2}{\mathcal{E}^2} - 2S_U - \delta \right\}^2 \leq 4S_U(\hat{S}_U + \delta). \right\}
\]
Based on these inequalities, obtain the bounds for $\delta$:

$$\delta \leq \frac{1}{2} \left( \varepsilon^2 + \sqrt{\varepsilon^4 + 8S_u \varepsilon^2} \right) \quad \cup \quad \delta \leq \varepsilon^2 + 2 \sqrt{S_u} \cdot \varepsilon.
$$

Taking into account $\frac{1}{2} \left( \varepsilon^2 + \sqrt{\varepsilon^4 + 8S_u \varepsilon^2} \right) \leq \varepsilon^2 + \sqrt{2} \sqrt{S_u} \cdot \varepsilon$ and $\delta \leq \varepsilon$, we have

$$|S_u - \hat{S}_u| \leq \min \left( 1, 2 \sqrt{S_u} + \varepsilon \right) \cdot \varepsilon.$$

(A.14)

3) Consider the consequence of Theorem 1 for the indices close to 1:

$$\delta \leq \left\{ \sqrt{S_u(1 - \hat{S}_u)} + \sqrt{\hat{S}_u(1 - S_u)} \right\} \cdot \varepsilon \leq \left\{ \sqrt{1 - S_u} + \sqrt{1 - \hat{S}_u} \right\} \cdot \varepsilon
$$

where we used $|1 - S_u) - (1 - \hat{S}_u)| = \delta$. The obtained inequality is similar to (A.13) and the corresponding solution is

$$|S_u - \hat{S}_u| \leq \min \left( 1, 2 \sqrt{1 - S_u} + \varepsilon \right) \cdot \varepsilon.$$

(A.15)

4) The final result is the combination of (A.14) and (A.15).

A.3. Proof of Corollary 2

1) Denote $\theta_u \triangleq \text{sign}(S_u - \hat{S}_u) \in \{-1, 0, 1\}$ for $U \subseteq \{1, \ldots, d\}$. Define $A \triangleq \{U: \theta_u \geq 0\}$ and $B \triangleq \{U: \theta_u = -1\}$.

Using the definition (A.2) of general Sobol index and the inequality (A.12) from the proof of Theorem 1, obtain

$$\sum_{U \subseteq \{1, \ldots, d\}} |S_u - \hat{S}_u| = \sum_U \theta_u \cdot (S_u - \hat{S}_u) = G_A - \hat{G}_A + \hat{G}_B - G_B$$

$$= |G_A - \hat{G}_A| + |\hat{G}_B - G_B| \leq 2 \cdot \varepsilon. \quad \text{(A.16)}$$

2) Let $V \subseteq \{1, \ldots, d\}$. Based on (A.16), we have

$$\left\{ \sum_u |S_u - \hat{S}_u| \right\}^2 = \sum_u (S_u - \hat{S}_u)^2 + \sum_{u \neq V} |S_u - \hat{S}_u| \cdot |S_V - \hat{S}_V| \leq 4 \cdot \varepsilon^2.$$

On the other hand,

$$0 = \left\{ \sum_u (S_u - \hat{S}_u) \right\}^2 = \sum_u (S_u - \hat{S}_u)^2 + \sum_{u \neq V} (S_u - \hat{S}_u) \cdot (S_V - \hat{S}_V).$$
Hence
\[
\sum_{\mathcal{U}} (S_{\mathcal{U}} - \hat{S}_{\mathcal{U}})^2 = - \sum_{\mathcal{U}, \mathcal{V}, \mathcal{U} \neq \mathcal{V}} (S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}) \cdot (S_{\mathcal{V}} - \hat{S}_{\mathcal{V}}) \leq \sum_{\mathcal{U}, \mathcal{V}, \mathcal{U} \neq \mathcal{V}} |S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}| \cdot |S_{\mathcal{V}} - \hat{S}_{\mathcal{V}}|.
\]

Finally, (3.7) follows from
\[
2 \cdot \sum_{\mathcal{U}} (S_{\mathcal{U}} - \hat{S}_{\mathcal{U}})^2 \leq \sum_{\mathcal{U}} (S_{\mathcal{U}} - \hat{S}_{\mathcal{U}})^2 + \sum_{\mathcal{U}, \mathcal{V}, \mathcal{U} \neq \mathcal{V}} |S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}| \cdot |S_{\mathcal{V}} - \hat{S}_{\mathcal{V}}| \leq 4 \cdot \varepsilon^2.
\]

\[\square\]

**A.4. Proof of Theorem 2**

1) For any fixed subset of variables \(\mathcal{U} \subseteq \{1, \ldots, d\}\) consider multi-index \(\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d\) such that \(\alpha_i = 1\) if \(i \in \mathcal{U}\), and \(\alpha_i = 0\) otherwise. Besides, let \(\beta = (\beta_1, \ldots, \beta_d) \in \mathbb{N}^d\) be the multi-index such that \(\beta_i = 1 - \alpha_i\) for \(i = 1, \ldots, d\).

Due to the assumption given in Remark 1, there exists \(\Psi_\alpha, \Psi_\beta \in L^2(X, \mu)\) which are the elements of the function set (2.4).

2) Select two functions in \(L^2(X, \mu)\):
\[
f(x) = \sqrt{S_{\mathcal{U}}} \cdot \Psi_\alpha(x_{\mathcal{U}}) + \sqrt{1 - S_{\mathcal{U}}} \cdot \Psi_\beta(x_{\sim \mathcal{U}}),
\]
\[
\hat{f}(x) = \delta_1 \cdot \sqrt{\hat{S}_{\mathcal{U}}} \cdot \Psi_\alpha(x_{\mathcal{U}}) + \delta_1 \cdot \sqrt{1 - \hat{S}_{\mathcal{U}}} \cdot \Psi_\beta(x_{\sim \mathcal{U}}),
\]
where \(\delta_1 \triangleq \sqrt{S_{\mathcal{U}}} \cdot \hat{S}_{\mathcal{U}} + \sqrt{(1 - S_{\mathcal{U}})(1 - \hat{S}_{\mathcal{U}})} > 0\). It is easy to see that these functions have Sobol (and total) indices equal \(S_{\mathcal{U}}\) and \(\hat{S}_{\mathcal{U}}\) for \(x_{\mathcal{U}}\) variables correspondingly. One can check that
\[
\varepsilon^2 = 1 - \delta_1^2 = \left| \sqrt{S_{\mathcal{U}}(1 - \hat{S}_{\mathcal{U}})} - \sqrt{\hat{S}_{\mathcal{U}}(1 - S_{\mathcal{U}})} \right|^2.
\]

3) Hence \(\left\{ \sqrt{S_{\mathcal{U}}(1 - \hat{S}_{\mathcal{U}})} + \sqrt{\hat{S}_{\mathcal{U}}(1 - S_{\mathcal{U}})} \right\} \cdot \varepsilon = |S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}|.
\]

\[\square\]

**A.5. Proof of Theorem 3**

1) Following Section 3.1.3, consider two functions in \(L^2(X, \mu)\):
\[
f(x) = \frac{1}{2} \cdot \Psi_{(1,0,\ldots)}(x) + \frac{\sqrt{3}}{2} \cdot \Psi_{(0,1,\ldots)}(x),
\]
\[
\hat{f}(x) = \frac{3}{4} \cdot \Psi_{(1,0,\ldots)}(x) + \frac{\sqrt{3}}{4} \cdot \Psi_{(0,1,\ldots)}(x) + \delta_2 \cdot \Psi_{(0,0,\ldots)}(x),
\]
where \(\delta_2 \triangleq \sqrt{S_{\mathcal{U}}} \cdot \hat{S}_{\mathcal{U}} + \sqrt{(1 - S_{\mathcal{U}})(1 - \hat{S}_{\mathcal{U}})} > 0\). It is easy to see that these functions have Sobol (and total) indices equal \(S_{\mathcal{U}}\) and \(\hat{S}_{\mathcal{U}}\) for \(x_{\mathcal{U}}\) variables correspondingly. One can check that
\[
\varepsilon^2 = 1 - \delta_2^2 = \left| \sqrt{S_{\mathcal{U}}(1 - \hat{S}_{\mathcal{U}})} - \sqrt{\hat{S}_{\mathcal{U}}(1 - S_{\mathcal{U}})} \right|^2.
\]

Hence
\[
\sum_{\mathcal{U}} (S_{\mathcal{U}} - \hat{S}_{\mathcal{U}})^2 = - \sum_{\mathcal{U}, \mathcal{V}, \mathcal{U} \neq \mathcal{V}} (S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}) \cdot (S_{\mathcal{V}} - \hat{S}_{\mathcal{V}}) \leq \sum_{\mathcal{U}, \mathcal{V}, \mathcal{U} \neq \mathcal{V}} |S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}| \cdot |S_{\mathcal{V}} - \hat{S}_{\mathcal{V}}|.
\]
where $\delta_2 \in \mathbb{R}$. According to (3.12, 3.13), if $\delta_2 = 0$ then (3.14) holds true with $\varepsilon = 1$. To obtain (3.14) for $\varepsilon \in (0, 1]$, one can set $\delta_2 = 1/2 \cdot \sqrt{1 - \varepsilon^2}/\varepsilon$. Indeed,

$$
\varepsilon \cdot \|f - \hat{f}\|_\mu \sqrt{\int \frac{d\mu}{f}} = \varepsilon \cdot \left[ 1/4 + \delta_2^2 \right]^{1/2} = \frac{1}{2} \max_\mu \left| S_\mu - \hat{S}_\mu \right| = \max_\mu \left| T_\mu - \hat{T}_\mu \right|.
$$

2) In the case of $\varepsilon = 0$ it is sufficient to consider the functions: $f(x) = \Psi_{(1,0,...)}(x)$ and $\hat{f}(x) = 2 \cdot \Psi_{(1,0,...)}(x)$. 

\section*{A.6. Proof of Theorem 4}

1) We use the notation $S_\mu$ for both Sobol indices and total-effects. Following Condition 1 and (2.13), define the measure $\rho$ over $\mathcal{X} \times \mathbb{R}$ and the measure $d\rho(D,Y) = \otimes_{i=1}^n d\rho(x_i, y_i)$ over the training samples space $\mathcal{X}^n \times \mathbb{R}^n$.

2) Taking into account (3.15), consider separately two domains in the training samples space $\mathcal{X}^n \times \mathbb{R}^n$: $\chi_0 \triangleq \{(D,Y) : \mu[f] = 0\}$ and $\chi^+ \triangleq \mathcal{X}^n \times \mathbb{R}^n \setminus \chi_0$.

3) Obtain a bound for the probability $P\{\mathcal{V}_{\mu}[\hat{f}] = 0\}$:

$$
\mathbb{E}[\|f - \hat{f}\|_\mu^2] = \left\{ \int_{\chi_+} + \int_{\chi^0} \right\} \|f - \hat{f}\|_\mu^2 d\rho(D,Y) \geq \|f - \hat{f}\|_\mu^2 \mu[f] \cdot P\{\mathcal{V}_{\mu}[\hat{f}] = 0\},
$$

as $\|f - \hat{f}\|_\mu^2 \geq \mathcal{V}_{\mu}[f]$ provided $\mathcal{V}_{\mu}[\hat{f}] = 0$. Thus,

$$
P\{\mathcal{V}_{\mu}[\hat{f}] = 0\} \leq \frac{\mathbb{E}[\|f - \hat{f}\|_\mu^2]}{\mathcal{V}_{\mu}[f]}. \tag{A.17}
$$

4) According to Theorem 1, if $\mathcal{V}_{\mu}[\hat{f}] > 0$ then

$$(S_\mu - \hat{S}_\mu)^2 \leq \frac{\|f - \hat{f}\|_\mu^2}{\mathcal{V}_{\mu}[f]},$$

and the risk takes the form:

$$
\mathbb{E}[(S_\mu - \hat{S}_\mu)^2] = \left\{ \int_{\chi_+} + \int_{\chi^0} \right\} (S_\mu - \hat{S}_\mu)^2 d\rho(D,Y)
\leq \int_{\chi_+} \frac{\|f - \hat{f}\|_\mu^2}{\mathcal{V}_{\mu}[f]} d\rho(D,Y) + 1 \cdot P\{\mathcal{V}_{\mu}[\hat{f}] = 0\} \tag{A.18}
\leq 2 \cdot \frac{\mathbb{E}[\|f - \hat{f}\|_\mu^2]}{\mathcal{V}_{\mu}[f]} = 2R^2,
$$

where we used (A.17) and $(S_\mu - \hat{S}_\mu)^2 \leq 1$.

5) Similarly to (A.18), we have based on Corollary 1

$$
\mathbb{E}[|S_\mu - \hat{S}_\mu|] \leq \int_{\chi_+} \left( \varepsilon^2 + 2\sqrt{S_\mu} \varepsilon \right) d\rho(D,Y) + 1 \cdot P\{\mathcal{V}_{\mu}[\hat{f}] = 0\}
\leq \mathbb{E}[\varepsilon^2] + 2\sqrt{S_\mu} \mathbb{E}[\varepsilon^2] + R^2 = 2R^2 + 2\sqrt{S_\mu} \cdot R.
$$
A.7. **Proof of Theorem 5**

1) By definition (2.10), the theoretical orthogonal projection $f_N$ is a linear combination of $\{\Psi_\alpha, \alpha \in \mathcal{L}_N\}$:

$$f_N(x) = \sum_{\alpha \in \mathcal{L}_N} c_\alpha \Psi_\alpha(x),$$

with some $c_\alpha \in \mathbb{R}$.

2) Let $\hat{f}^P$ be an approximation based on the training sample of size $n$ and $\{\hat{c}_\alpha\}$ be the corresponding estimated coefficients. For $\hat{c}_\alpha$ defined as (2.14) it holds for the expectation

$$\mathbb{E}[\hat{c}_\alpha] = \mathbb{E}[(f(x) + \eta)\Psi_\alpha(x)] = \mathbb{E}[f(x)\Psi_\alpha(x)] = c_\alpha,$$

and for the variance

$$\mathbb{V}[\hat{c}_\alpha] = \frac{1}{n} \mathbb{V}[(f(x) + \eta)\Psi_\alpha(x)] \leq \frac{1}{n} \mathbb{E}[(f(x) + \eta)^2 \Psi_\alpha^2(x)] = \frac{1}{n}(L^2 + \sigma^2).$$

3) We have $\|f - \hat{f}^P\|_\mu^2 = \|f - f_N\|_\mu^2 + \|f_N - \hat{f}^P\|_\mu^2 = \|e_N\|_\mu^2 + \sum_{\alpha \in \mathcal{L}_N} (c_\alpha - \hat{c}_\alpha)^2$. Then,

$$\mathbb{E}\|f - \hat{f}^P\|_\mu^2 = \|e_N\|_\mu^2 + \mathbb{E} \sum_{\alpha \in \mathcal{L}_N} (c_\alpha - \hat{c}_\alpha)^2 = \|e_N\|_\mu^2 + \sum_{\alpha \in \mathcal{L}_N} \mathbb{V}[\hat{c}_\alpha]$$

$$\leq \|e_N\|_\mu^2 + \frac{N}{n} (L^2 + \sigma^2).$$

4) It remains to apply Theorem 4.

A.8. **Proof of Theorem 6**

**Lemma 2.** Let $\Omega^+$ be the subset of $\mathcal{X} \times \mathbb{R}^n$ that includes training samples for which the spectral norm $|||\Phi^T \Phi/n - I_N||| \leq 1/2$. Under conditions of Theorem 6 it holds

$$\int_{\Omega^+} \|f - \hat{f}^{LS}\|_\mu^2 d\rho(D,Y) \leq \left(1 + \frac{4K\sigma}{ln n}\right) \|e_N\|_\mu^2 + 4\sigma^2 \cdot \frac{N}{n}.$$ 

**Proof of Lemma 2**

1) The proof includes modified versions of Theorem 2 and 3 in [42]. Denote the expansion coefficients of the best approximation (2.10) as $c \in \mathbb{R}^N$. We have $f_N(x) = c^T \Psi(x)$. Provided $\det(\Phi^T \Phi) \neq 0$,

$$\hat{c} = (\Phi^T \Phi)^{-1} \Phi^T Y = (\Phi^T \Phi)^{-1} \Phi^T (\Phi c + e_N(D) + \eta)$$

$$= c + (\Phi^T \Phi)^{-1} \Phi^T e_N(D) + \eta,$$
where \( e_N(\mathcal{D}) \triangleq (e_N(x_1), \ldots, e_N(x_n))^T \in \mathbb{R}^n \).

Hence

\[
\|e - \hat{e}\| = \left\| \left( \frac{\Phi^T \Phi}{n} \right)^{-1} \frac{\Phi^T (e_N(\mathcal{D}) + \eta)}{n} \right\|.
\]

2) By definition, \( \Omega^+ \) includes samples for which the spectral norm

\[
|||\Phi^T \Phi/n - I_N||| \leq 1/2.
\]

From (A.19) one can obtain on \( \Omega^+ \) domain

\[
1/2 \leq |||\Phi^T \Phi/n||| \leq 3/2,
\]

\[
2/3 \leq |||(\Phi^T \Phi/n)^{-1}||| \leq 2.
\]

Then, provided \((\mathcal{D}, Y) \in \Omega^+\)

\[
\|e - \hat{e}\| \leq 2 \left\| \frac{\Phi^T (e_N(\mathcal{D}) + \eta)}{n} \right\|.
\]

3) Back to the lemma’s statement

\[
\int_{\Omega^+} \|f - \hat{f}_{LS}\|^2 d\rho(\mathcal{D}, Y) \leq \|e_N\|^2 + \int_{\Omega^+} \|e - \hat{e}\|^2 d\rho(\mathcal{D}, Y)
\]

\[
\leq \|e_N\|^2 + \int_{\Omega^+} 4 \left\| \frac{\Phi^T (e_N(\mathcal{D}) + \eta)}{n} \right\|^2 d\rho(\mathcal{D}, Y)
\]

\[
\leq \|e_N\|^2 + 4 \mathbb{E} \left\| \frac{\Phi^T (e_N(\mathcal{D}) + \eta)}{n} \right\|^2
\]

\[
= \|e_N\|^2 + 4 \mathbb{E} \left\| \frac{\Phi^T e_N(\mathcal{D})}{n} \right\|^2 + 4 \mathbb{E} \left\| \frac{\Phi^T \eta}{n} \right\|^2.
\]

The last equality is valid due to \( \mathbb{E}\eta = 0 \) and the independence of \( \mathcal{D} \) and \( \eta \).

4) Taking into account \( \mathbb{E}[\Psi_\alpha(x_i)e_N(x_i)] = \mathbb{E}[\Psi_\alpha(x_j)e_N(x_j)] = 0 \), we have

\[
\mathbb{E} \left\| \frac{\Phi^T e_N(\mathcal{D})}{n} \right\|^2 = \mathbb{E} \sum_{\alpha \in \mathcal{L}_N} \left( \frac{1}{n} \sum_{i=1}^n \Psi_\alpha(x_i)e_N(x_i) \right)^2
\]

\[
= \frac{1}{n^2} \mathbb{E} \sum_{\alpha \in \mathcal{L}_N} \sum_{i=1}^n \sum_{j=1}^n \Psi_\alpha(x_i)e_N(x_j)\Psi_\alpha(x_j)e_N(x_j)
\]

\[
= \frac{1}{n^2} \mathbb{E} \sum_{\alpha \in \mathcal{L}_N} \sum_{i=1}^n \Psi_\alpha^2(x_i)e_N^2(x_i) = \frac{1}{n} \mathbb{E}_\mu \sum_{\alpha \in \mathcal{L}_N} \Psi_\alpha^2(x) e_N^2(x)
\]

\[
\leq \frac{K_N}{n} \mathbb{E}_\mu \|e_N(x)\|^2 \leq \frac{K_r}{\ln n} \|e_N\|_\mu^2.
\]
5) Similarly, using $E[\Psi_\alpha(x_i) \cdot \eta_j] = 0$,
\[
E \left[ \frac{\Phi^T \eta}{n} \right]^2 = E \left[ \sum_{\alpha \in \mathcal{Z}_N} \left( \frac{1}{n} \sum_{i=1}^{n} \Psi_\alpha(x_i) \cdot \eta_i \right)^2 \right] = \frac{1}{n} E \sum_{\alpha \in \mathcal{Z}_N} \Psi_\alpha^2(x) \cdot \eta^2 = \frac{N}{n} \sigma^2.
\]

6) Thus,
\[
\int_{\Omega^+} \|f - \hat{f}_{LS}\|^2 \mu(d\mathcal{D}, Y) \leq \left( 1 + \frac{4K\tau}{\ln n} \right) \|e_N\|^2 + 4\sigma^2 \cdot \frac{N}{n}.
\]

**Proof of Theorem 6**

1) We use the notation $S_\mathcal{D}$ for both Sobol indices and total-effects. Define two subsets of the training samples space $\mathcal{X}^n \times \mathbb{R}^n$. Let $\Omega^+ \triangleq \{(\mathcal{D}, Y) : \|\Phi^T \Phi/n - I_N\| \leq 1/2\}$ and $\chi^0$ be the subset of $\Omega^+$ that leads to constant approximation: $\chi^0 \triangleq \{(\mathcal{D}, Y) \in \Omega^+ : \forall \mu[\hat{f}_{LS}] = 0\}$. Note that $||\Phi^T \Phi/n - I_N||$ depends only on the design $\mathcal{D}$ and is independent from $Y$.

2) Similar to the derivation of (A.17) in the proof of Theorem 4,
\[
\int_{\Omega^+} \|f - \hat{f}_{LS}\|^2 \mu(d\mathcal{D}, Y) \geq \int_{\chi^0} \|f - \hat{f}_{LS}\|^2 \mu(d\mathcal{D}, Y) \geq \forall \mu[f] \cdot P\{\chi^0\},
\]
as $\|f - \hat{f}_{LS}\|^2 \geq \forall \mu[f]$ provided $\forall \mu[\hat{f}_{LS}] = 0$. Thus,
\[
P\{\chi^0\} \leq \frac{1}{\forall \mu[f]} \int_{\Omega^+} \|f - \hat{f}_{LS}\|^2 \mu(d\mathcal{D}, Y).
\]

(A.20)

3) The risk takes the form:
\[
E(S_\mathcal{D} - \hat{S}_{\mathcal{D}})^2 \leq \left\{ \int_{\mathcal{X}^n \times \mathbb{R}^n \setminus \Omega^+} + \int_{\Omega^+ \setminus \chi^0} + \int_{\chi^0} \right\} (S_\mathcal{D} - \hat{S}_{\mathcal{D}})^2 \mu(d\mathcal{D}, Y)
\]
\[
\leq P\{\mathcal{X}^n \times \mathbb{R}^n \setminus \Omega^+\} + \int_{\Omega^+ \setminus \chi^0} (S_\mathcal{D} - \hat{S}_{\mathcal{D}})^2 \mu(d\mathcal{D}, Y) + P\{\chi^0\},
\]
where we used $(S_\mathcal{D} - \hat{S}_{\mathcal{D}})^2 \leq 1$.

4) Following the notation (3.1), according to Theorem 1, if $\forall \mu[\hat{f}_{LS}] > 0$ then $(S_\mathcal{D} - \hat{S}_{\mathcal{D}})^2 \leq \varepsilon^2$. Using (3.25, A.20), obtain
\[
E(S_\mathcal{D} - \hat{S}_{\mathcal{D}})^2 \leq 2n^{-r} + \varepsilon^2 \mu(d\mathcal{D}, Y) + \int_{\Omega^+} \varepsilon^2 \mu(d\mathcal{D}, Y)
\]
\[
\leq 2 \int_{\Omega^+} \varepsilon^2 \mu(d\mathcal{D}, Y) + 2n^{-r}.
\]

5) Applying Lemma 2,
\[
E(S_\mathcal{D} - \hat{S}_{\mathcal{D}})^2 \leq \frac{2\tau_n}{\forall \mu[f]} \|e_N\|^2 + \frac{8\sigma^2}{\forall \mu[f]} \cdot \frac{N}{n} + 2n^{-r} \leq 2R_{LS}^2 + 2n^{-r},
\]
where \( \tau_n \overset{\text{def}}{=} 1 + 4 \kappa_r / \ln n \) with \( \tau_n \to 1 \) as \( n \to \infty \). Besides, Condition 3 of the theorem implies \( \kappa_r \leq 1/2 \cdot \left[ 3 \cdot \ln(\frac{3}{2}) - 1 \right] \) and \( n \geq 33 \). Then, corresponding values \( \tau_n < 1.2 \).

6) Similarly, based on Corollary 1:

\[
\mathbb{E} \left| S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}^{LS} \right| \leq P \left\{ \mathcal{D} \times \mathbb{R}^n \setminus \Omega^+ \right\} + \int_{\Omega^+ \setminus \chi^0} \left| S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}^{LS} \right| d\rho(D, Y) + P \left\{ \chi^0 \right\} \\
\leq 2n^{-r} + \int_{\Omega^+ \setminus \chi^0} \left[ \delta^2 + 2 \sqrt{S_{\mathcal{U}}} \delta \right] d\rho(D, Y) + \int_{\Omega^+} \delta^2 d\rho(D, Y) \\
\leq \int_{\Omega^+} \left( 2\delta^2 + 2 \sqrt{S_{\mathcal{U}}} \delta \right) d\rho(D, Y) + 2n^{-r} \\
\leq 2 \int_{\Omega^+} \delta^2 d\rho(D, Y) + 2 \sqrt{S_{\mathcal{U}}} \cdot \left\{ \int_{\Omega^+} \delta^2 d\rho(D, Y) \right\}^{1/2} + 2n^{-r} \\
\leq 2 R_{LS} \left( R_{LS} + \sqrt{S_{\mathcal{U}}} \right) + 2n^{-r}.
\]

\[\blacksquare\]

A.9. Proof of Corollary 5

The result follows from the inequality

\[
\mathbb{E} \left( S_{\mathcal{U}} - \hat{S}_{\mathcal{U}}^{LS} \right)^2 \leq \frac{2}{\mathbb{V}_f[f]} \left[ \left( 1 + \frac{4K}{n} \right) \left\| \varepsilon_N \right\|^2 + 4\sigma^2 \cdot \frac{N}{n} \right] \\
+ 2 \exp \left[ \frac{n}{K} \left( \frac{K_N \ln N}{n} - c_1/2 \right) \right],
\]

which is based on Lemma 1 and the proofs of Theorem 6 and Lemma 2. \(\blacksquare\)