Static-output feedback controller design for a class of nonlinear networked control systems with random delay and data packet dropout
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ABSTRACT
In this paper, the problems of stability and stabilization are investigated for a class of nonlinear networked control systems (NCSs) in the presence of random delay. First, network-induced random delay is modelled as a Markov chain, and the resulting closed-loop system is transformed into a Markovian jump system. Then, sufficient conditions for stochastic stability and stabilization of the underlying systems are derived via a new linear matrix inequalities (LMIs) formulation. Moreover, the stabilizing output feedback controller design is achieved by assuming some elements in the transition probability matrix to be unknown or unavailable because of the complexity of the network. Finally, numerical examples and simulations are carried out to show the usefulness of the designed controller.
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Introduction
Networked control systems (NCSs) are known as a control system communicating with sensors and actuators through a real-time network. Compared to the traditional point-to-point control systems, NCSs provide great advantages such as reduction of system wiring, ease of maintenance and diagnosis, and improvement of flexibility in system implementation (Ge, Tian, & Liu, 2007). Consequently, NCSs are applied in the various fields such as industrial automation, manufacturing plants, aircraft, heating, ventilating and air-conditioning systems, tele-robotic, remote surgery, unmanned aerial vehicles, and many other applications (Wang & Liu, 2008; Zhang, Gao, & Kaynak, 2013; Hespanha, Naghshtabrizi, & Xu, 2007).

However, the analysis and design of NCSs are complex due to the insertion of the communication network in the feedback control loop (Zhang, Branicky, & Phillips, 2001; Tipsuwan & Chow, 2003).

Despite the great advantages, communication networks in control loops are encountering some problems such as data packet dropout and network-induced delays, which will deteriorate the system performance as well as the stability. Therefore, over the past decades, a great deal of attention has been paid to analyse how such issues affect on the NCSs performance. For NCSs with different network protocols, the network-induced delay may be constant, time-varying, or even random variable (Zhang et al., 2013).

In practical applications, most of the protocols (such as round-robin and Ethernet) used in NCS cannot ensure a constant delay. Thus, time-varying or random delays are considered in the most studies. For instance, in Luo, Wang, Wei, Alsaadi, and Hayat (2016), an update matrix approach is developed to handle the time-varying yet periodic time delays resulting from the adoption of the round-robin protocol.

It should be noted that in the case of time-varying delays, the delay-range-dependent method is of less conservativeness compared with the delay-independent or delay-dependent results (Luo, Wang, Liang, Wei, & Alsaadi, 2016).

Recently, much attention has been paid to the modeling of random delay and data packet dropout with the Markov chain. Following that, the resulting closed-loop system will be known as a Markovian jump system (MJS), and one can use the well-known stability results of this specific class of systems to analyse such NCSs (Xiao, Hassibi, & How, 2000; Zhang, Shi, Chen, & Huang, 2005; Gao & Tang, 2011; Wu & Chen, 2007). It is noted that the behavior of such systems is determined by a transition probability matrix (TPM). Although the ideal knowledge on the transition probabilities simplifies the system analysis and design, obtaining completely known transition probabilities of a Markov chain practically are hard or even impossible due to the complexity of the network. Therefore, recent researches have been concentrated on the...
verification of the stability and stabilization conditions for this class of systems with uncertainties in transition probabilities. For this purpose, some approaches have been recently developed to overcome these uncertainties (Zhang & Boukas, 2009; Zhang & Lam, 2010; Braga, Morais, Oliveira, & Peres, 2013).

However, most of the results obtained in the aforementioned works have been concerned with linear systems. Evidently, it is important to investigate such problems for nonlinear systems (van de Wouw, Nešić, & Heemels, 2012; Zhang, Li, & Wang, 2015). Moreover, the full state of the plant cannot be directly measured, in practice. Therefore, it is more significant to exploit the output feedback controller for the NCSs design.

Summarizing the earlier discussion, in this paper, we are motivated to study the static-output feedback controller design for a class of nonlinear NCS involving random delay that is modeled via the MJSs approach with partly unknown transition probabilities. Besides, following obtained results in Zhang and Lam (2010) to deal with unknown elements in TPM, we try to design the controller in a less conservative way, and new LMI-based sufficient conditions are derived to compute the controller gains.

The rest of the paper is organized as follows: in Section 2, the modeling of the network-induced random delay as a Markov chain is described. We review some related preliminaries on MJSs in Section 3, followed by a controller design procedure will provide for the stabilization of the closed-loop system via new linear matrix inequalities (LMIs). Section 4 provides a numerical example to validate proposed results. Finally, concluding remarks are given in Section 5.

Notation: The superscript ‘T’ and ‘−1’ stand for matrix transposition and the matrix inverse, respectively. \( \mathbb{R}^{n \times m} \) stands for the \( n \)-dimensional Euclidean space, \( \mathbb{R}^{n \times m} \) is the set of \( (n \times m) \) real matrices. The notation \( P > 0 \) \( (P \geq 0) \) implies that \( P \) is a real symmetric and positive-definite (semi-positive-definite) matrix. \( I \) and \( 0 \) denote identity matrix and zero matrix with appropriate dimensions, respectively. \( Pr(\cdot) \) represents the occurrence probability of the event \( (\cdot) \). Furthermore, the symmetric term, in a symmetric block matrix, is denoted by an asterisk, and \( E(\cdot) \) refers to the mathematical expectation operator.

**Problem formulation**

The NCS considered in this study is illustrated in Figure 1. The considered structure includes three components: a nominal plant to be controlled, a network such as the Ethernet, and a controller. The nominal plant is described as follows:

\[
x(k + 1) = Ax(k) + Bu(k) + Ng(x(k)),
\]

where \( x(k) \in \mathbb{R}^n \) and \( u(k) \in \mathbb{R}^m \) are state vector and control input, respectively. \( y(k) \in \mathbb{R}^p \) is the output vector and \( g(x(k)) \) represents the nonlinear function. The matrices \( A, B, N, \) and \( C \) are real constant matrices with appropriate dimensions. Moreover, \( C \) is full-row rank \( (\text{rank}(C) = p) \).

The nonlinear function \( g(\cdot) \) with \( (g(0) = 0) \) satisfies the following sector-bounded condition:

\[
[g(x(k)) - T_1x(k)]^T[g(x(k)) - T_2x(k)] \leq 0, \tag{2}
\]

where \( T_1 \) and \( T_2 \) are constant real matrices with appropriate dimensions, and \( T = T_2 - T_1 > 0 \). Note that the nonlinear function \( g(\cdot) \) is said to belong to the sector \([ T_1, T_2 ]\).

**Remark 2.1:** The sector-bounded condition (2) is a more general condition of nonlinearity than the widely investigated Lipschitz condition. Therefore, recently, noticeable achievements have been made on design and filtering problems for systems with the sector-bounded condition (Zhang et al., 2015; Wei, Wang, & Han, 2013).

The mode-dependent output feedback control law is defined as follows:

\[
u(k) = K(\tau_k)y(k - \tau_k), \tag{3}
\]

where \( \tau_k \) is assumed to be bounded and is modelled by a Markov chain taking values in a finite set \( S = \{0, 1, \ldots, \tau\} \) with transition probability from mode \( i \) at time \( k \) to mode \( j \) at time \( k + 1 \), \( \pi_{ij} = Pr(\tau_{k+1} = j | \tau_k = i) \geq 0, \forall i, j \in S \), where \( \pi_{ij} \geq 0 \) and \( \sum_{j=0}^{\tau} \pi_{ij} = 1 \).

**Remark 2.2:** This model is quite general, data packet dropout in the network can be included naturally by considering \( Pr(\tau_{k+1} > \tau_k + 1) = 0 \) (Xiao et al., 2000). Especially, data packet dropout is seemed as a special case of the time delay.
For instant, assuming that \( \tau = 3 \), the TPM with partly unknown elements can be considered as follows:

\[
\Pi = \begin{bmatrix}
\pi_{11} & ? & ? & \pi_{14} \\
\pi_{21} & ? & ? & \pi_{24} \\
\pi_{31} & ? & ? & \pi_{34} \\
? & ? & ? & ?
\end{bmatrix},
\]

where ‘?’ represents the unknown or unavailable elements. Let \( S'_k, S'_{uk} (i \in S) \) be the column indices of the known and unknown elements, respectively, in the \( i \)th row in \( \Pi \) as follows (Zhang & Lam, 2010):

\[
S = S'_k \cup S'_{uk} \quad \text{for all} \quad i \in S,
\]

\[
S'_k = \{ j : \pi_{ij} \text{ is known} \},
\]

\[
S'_j = \{ j : \pi_{ij} \text{ is unknown} \}.
\]

Moreover, if \( S'_k \neq \emptyset \), then it can be described as follows:

\[
S'_k = (k'_1, \ldots, k'_m), \quad 1 \leq m \leq \tau.
\]

If we apply the control law (3) to system (1) and augment the state variable \( z(k) = [x^T(k) x^T(k-1) \ldots x^T(k-\tau)]^T \), then the closed-loop system is

\[
z(k+1) = (\hat{A} + BK(t_k)\hat{C}(t_k))z(k) + \bar{N}g(Hz(k)), \quad (4)
\]

where

\[
\hat{A} =
\begin{bmatrix}
A & 0 & \cdots & 0 & 0 \\
\bar{I} & 0 & \cdots & 0 & 0 \\
0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & I & 0
\end{bmatrix} \in \mathbb{R}^{(r+1)n \times (r+1)n},
\]

\[
\hat{B} =
\begin{bmatrix}
B \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{R}^{(r+1)n \times m},
\]

\[
\hat{C}(t_k) =
\begin{bmatrix}
0 & \cdots & 0 & C & 0 & \cdots & 0
\end{bmatrix} \in \mathbb{R}^{p \times (r+1)n}
\]

\[
\bar{N} =
\begin{bmatrix}
\bar{N} \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{R}^{(r+1)n \times n},
\]

\[
H = [I \ 0 \ \cdots \ 0] \in \mathbb{R}^{n \times (r+1)n}
\]

and all elements in \( \hat{C}(t_k) \) are zero, except the \( (r_k + 1) \)th block which is equal to \( C \).

Furthermore, for the nonlinear function \( g(x(k)) \) satisfying the sector-bounded condition (2) results in

\[
[g(Hz(k)) - \bar{T}_1z(k)]^T \times [g(Hz(k)) - \bar{T}_2z(k)] \leq 0,
\]

where \( \bar{T}_1 = [T_1 \ 0] \) and \( \bar{T}_2 = [T_2 \ 0] \). One can rewrite this equation as follows:

\[
\begin{bmatrix}
z(k) \\
g(Hz(k))
\end{bmatrix}^T
\begin{bmatrix}
\bar{T}_1^T \bar{T}_2 + \bar{T}_2^T \bar{T}_1 & \frac{1}{2} \bar{T}_1^T \bar{T}_2 \\
\frac{1}{2} \bar{T}_2^T \bar{T}_1 & I
\end{bmatrix}
\begin{bmatrix}
z(k) \\
g(Hz(k))
\end{bmatrix} \leq 0.
\]

### Main results

In this section, firstly, the stochastic stability definition of the NCS modelled by MJS (4) is introduced. Based on these preliminaries, and by assuming partly known transition probabilities, some sufficient conditions are derived to guarantee the stochastic stability of this class of nonlinear NCS via new LMIs.

**Definition 3.1:** The system (4) is stochastically stable, if

\[
\mathbb{E}[\sum_{k=0}^{\infty} \| z(k) \|^2 | z_0, t_0 ] < \infty \quad \text{for any initial state} \quad z_0 \in \mathbb{R}^n \quad \text{and} \quad t_0 \in S.
\]

We first investigate the stochastic stability result that serves as a theoretical basis for the subsequent design problem. In what follows, we define \( K(t_k = i) \triangleq K_i, \hat{C}(t_k = i) \triangleq \hat{C}_i, \) and \( P(t_k = i) \triangleq P_i \) for brevity.

**Theorem 3.1:** Consider the NCS in Figure 1. For the given controller gain matrices \( K_i \) the closed-loop system (4) is stochastically stable, if there exist matrices \( P_i > 0 \ (i \in S) \) satisfying the following equations:

\[
\Xi_j \triangleq
\begin{bmatrix}
-\bar{P}_j - \varepsilon \left( \frac{\bar{T}_1^T \bar{T}_2 + \bar{T}_2^T \bar{T}_1}{2} \right) & \bar{G}^T \bar{P} \bar{G} \quad \ast \\
\varepsilon \left( \frac{\bar{T}_1^T + \bar{T}_2}{2} \right) + \bar{N}^T \bar{P} \bar{N} & -\varepsilon I + \bar{N}^T \bar{P} \bar{N}
\end{bmatrix} < 0,
\]

\[
\forall j \in S'_k,
\]

where

\[
\bar{G} = (\hat{A} + \hat{B}K_i\hat{C}_i), \quad \bar{P}_j = (P_j^k + (1 - \pi_j^k)P_j),
\]

\[
P_j^k \triangleq \sum_{j \in S'_k} \pi_j^k P_j, \quad \pi_j^k \triangleq \sum_{j \in S'_k} \pi_j.
\]
Proof: Choose a Lyapunov function candidate as

\[ V(k) = z^T(k)P_{\tau(k)}z(k). \]

Then, we have

\[ \Delta V(k) = E[V(k+1, \tau(k+1))] - V(k, \tau(k)) \]

\[ = \sum_{j=0}^{r} \pi_j ((\hat{A} + \hat{B}K_i \hat{C}_i)z(k) + \hat{N}g(Hz(k)))^T \]

\[ \times P_j ((\hat{A} + \hat{B}K_i \hat{C}_i)z(k) + \hat{N}g(Hz(k))) - z(k)P_jz(k). \]

It follows that

\[ \Delta V(k) \leq \sum_{j=0}^{r} \pi_j ((\hat{A} + \hat{B}K_i \hat{C}_i)z(k) + \hat{N}g(Hz(k)))^T \]

\[ \times P_j ((\hat{A} + \hat{B}K_i \hat{C}_i)z(k) + \hat{N}g(Hz(k))) - z(k)P_jz(k) - \epsilon \left[ \frac{z(k)}{g(Hz(k))} \right]^T \]

\[ \times \left[ \frac{\hat{T}_1^T \hat{T}_2 + \hat{T}_2^T \hat{T}_1}{2} - \frac{\hat{T}_1^T + \hat{T}_2^T}{2} \right] \]

\[ \times \left[ \frac{z(k)}{g(Hz(k))} \right] < 0. \]

On the other hand

\[ \Psi_i \triangleq \sum_{j=0}^{r} \pi_j A_j^T P_j A_i = A_i^T \left( \sum_{j \in S_{uk}^i} \pi_j P_j + \sum_{j \in S_{uk}^i} \pi_j P_j \right) \]

\[ = A_i^T \left( \sum_{j \in S_{uk}^i} \frac{\pi_j}{1-\pi_k} (P_k^j + (1-\pi_k)P_j) A_i \right). \]

Note that \( A_i^T (P_k^j + (1-\pi_k)P_j) A_i < 0 \), \( \forall j \in S_{uk}^i \) implies that \( \Psi_i < 0 \). Thus, Equation (6) can be rewritten as follows:

\[ \left[ \frac{z(k)}{g(Hz(k))} \right]^T \Xi_i \left[ \frac{z(k)}{g(Hz(k))} \right] < 0. \]

Obviously, the above inequality holds if and only if \( \Xi_i < 0 \), and therefore we have

\[ E[V(k+1, \tau(k+1))] - V(k, \tau(k)) \leq -\beta \| \xi(k) \|^2, \]

where

\[ \xi(k) = \left[ \frac{z(k)}{g(Hz(k))} \right], \quad \beta = \min(\lambda_{\min}(-\Xi_i)). \]

and one can obtain that

\[ E \left( \sum_{k=0}^{\infty} \| \xi(k) \|^2 | \xi_0, \tau_0 \right) \leq \frac{1}{\beta} E[V(\xi_0)] < \infty, \]

which indicates that system (5) is stochastically stable according to Definition 3.1. This completes the proof of Theorem 3.1.

We are now in a position to deal with the static-output feedback controller design problem for the nonlinear NCS (1) with the effect of network-induced random delay.

**Theorem 3.2:** Consider the closed-loop system (4), and let \( \varepsilon > 0 \) be a given scalar. A desired output feedback controller of the form (3) exists if there exist matrices \( X_i > 0, G_i, M_i \), and \( Q \), satisfying

\[ Q \hat{C}_i = \hat{C}_i G_i, \]

\[ \Xi \triangleq \left[ \begin{array}{ccc} -G_i - G_i^T + X_i \varepsilon G_i \left( \frac{\bar{T}_1^T + \bar{T}_2^T}{2} \right) & \cdots & \Sigma_{13}^i \\ \cdots & \cdots & \cdots \\ \Sigma_{i}^i & \cdots & \Sigma_{33}^i \end{array} \right] < 0, \]

\[ \forall j \in S_{uk}^j \]

where

\[ \Sigma_{13}^i = \left[ \sqrt{\pi_{k}^{i}} (\hat{A}G_i + \hat{B}M_i \hat{C}_i)^T \cdots \sqrt{\pi_{k}^{i}} (\hat{A}G_i + \hat{B}M_i \hat{C}_i)^T \right] \]

\[ \times \left[ \sqrt{1 - \pi_{k}^{i}} (\hat{A}G_i + \hat{B}M_i \hat{C}_i)^T \cdots \sqrt{1 - \pi_{k}^{i}} (\hat{A}G_i + \hat{B}M_i \hat{C}_i)^T \right], \]

\[ \Sigma_{23}^i = \left[ \sqrt{\pi_{k}^{i}} \bar{N}_i^T \cdots \sqrt{\pi_{k}^{i}} \bar{N}_i^T \right] \]

\[ \Sigma_{33}^i = \text{diag} \left[ -X_{k_1}^i \cdots -X_{k_m}^i \right]. \]

Furthermore, if \( (X_i, G_i, M_i, Q_i) \) is a feasible solution of Equations (7) and (8), then the controller gains in the form of (3) can be computed by

\[ K_i = M_i Q_i^{-1}. \]

**Proof:** At first, pre- and post-multiplying Equation (5) by \( \text{diag}(G_i^T, I) \) and \( \text{diag}(G_i, I) \), respectively. Then, by setting \( K_i \hat{C}_i G_i \triangleq M_i \hat{C}_i \) and \( X_i \triangleq P_i^{-1} \), and using the Schur complement lemma, the following inequality is derived:

\[ \left[ -G_i^T X_i^{-1} - G_i^T \left( \frac{\bar{T}_1^T + \bar{T}_2^T}{2} \right) G_i \varepsilon G_i^T \left( \frac{\bar{T}_1^T + \bar{T}_2^T}{2} \right) \Sigma_{13}^i \right] < 0, \]

\[ \times \forall j \in S_{uk}^j. \]

Since \( -G_i^T X_i^{-1} \leq -G_i - G_i^T + X_i \) for \( X_i > 0 \), it is easy to verify that, if equation (8) holds, the inequality (10) is
satisfied. On the other hand, according to the definition $K_i \hat{C}_i G_i \hat{A}_{i} = M_i \hat{C}_i$, we can obtain (7) and (9) readily, and the proof is then completed.

Because of the equality condition (7), the results of Theorem 3.2 still cannot be implemented directly by using numerical software. Therefore, we first introduce the relative lemma, and then based on this lemma, the existence conditions of the controller are developed in Corollary 3.1.

**Lemma 3.1:** For $\hat{C}_i \in \mathbb{R}^{p \times (r+1)n}$ with rank equal to $p$, there always exist orthogonal matrices $U \in \mathbb{R}^{p \times p}$ and $V_i \in \mathbb{R}^{(r+1)n \times (r+1)n}$, for all $i \in S$ as follows:

$$
\hat{C}_i \triangleq U \hat{C}_i V_i = U \hat{C}_i \begin{bmatrix} V_{i1} & V_{i2} \end{bmatrix} = \begin{bmatrix} \Sigma & 0 \end{bmatrix},
$$

where $V_{i1} \in \mathbb{R}^{(r+1)n \times p}$, $V_{i2} \in \mathbb{R}^{(r+1)n \times [(r+1)n-p]}$ and $\Sigma = \text{diag}(\sigma_i)$, and $\sigma_i$ ($r = 1, \ldots, p$) are the nonzero singular values of $\hat{C}_i$.

Furthermore, if full-rank matrices $G_i \in \mathbb{R}^{(r+1)n \times (r+1)n}$ exist in the following structure:

$$
G_i = V_i \begin{bmatrix} G_{11} & 0 \\ G_{12} & G_{13} \end{bmatrix} V_i^T = V_{i1} G_{i1} V_{i1}^T + V_{i2} G_{i2} V_{i2}^T + V_{i2} G_{i3} V_{i2}^T,
$$

then there exist nonsingular matrices $Q_i \in \mathbb{R}^{p \times p}$ satisfying Equation (7) (Gao & Tang, 2011).

**Corollary 3.1:** The closed-loop system (5) is stochastically stable, if there exist matrices $X_i > 0$, $G_{i1}$, $G_{i2}$, $G_{i3}$, and $M_i$ for $i \in S$ satisfying the LMIs (8), where $G_i$ are defined by Equation (12). Furthermore, if there is a feasible solution, the controller gains $K_i$ ($i \in S$) can be given by

$$
K_i = M_i U \Sigma G_{i1}^{-1} \Sigma^{-1} U,
$$

where $U$ and $\Sigma$ are defined in Equation (11).

**Numerical simulations**

In this section, we evaluate the performance of the proposed controller through simulations.

**Example 4.1:** Consider the nonlinear NCS (1) with parameters given as follows:

$$
A = \begin{bmatrix} 0.5180 & 0.9641 \\ -0.3856 & 0.1806 \end{bmatrix}, \quad B = \begin{bmatrix} 0.4131 \\ 0.4063 \end{bmatrix},
$$

$$
C = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad N = \begin{bmatrix} -0.1 & 0 \\ 0 & 0.2 \end{bmatrix}.
$$

Besides the nonlinear function $g(x(k))$ is chosen as follows:

$$
g(x(k)) = \begin{bmatrix} -0.1x_1(k) + 0.15x_2(k) + \frac{0.1x_2(k) \sin(x_1(k))}{\sqrt{x_1^2(k) + x_2^2(k) + 10}} \\ -0.05x_1(k) + 0.05x_2(k) \end{bmatrix},
$$

which satisfies the sector-bonded condition (2) with

$$
T_1 = \begin{bmatrix} -0.4 & 0 \\ -0.2 & -0.3 \end{bmatrix}, \quad T_2 = \begin{bmatrix} 0.2 & 0.3 \\ 0.1 & 0.4 \end{bmatrix}.
$$

Furthermore, the delay $\tau_k$ is modeled by a Markov chain with $\tau = 3$ and the three cases of the TPM are considered as Table 1.

A possible system mode’s evolution using the Case I TPM is given in Figure 2.

By solving the LMIs in Corollary 3.1, we obtain the following mode-dependent controller gains (Table 2).

![Figure 2. The random realization of a Markov chain (Case I).](image-url)

**Table 1.** Different transition probability matrices.

|               | Partly unknown (Case I) | Partly unknown (Case II) | Completely unknown |
|---------------|-------------------------|--------------------------|-------------------|
| $\Pi$         | $\begin{bmatrix} 0.6 & ? & ? & 0 \\ ? & 0.4 & ? & 0 \\ 0.5 & 0.3 & ? & ? \\ 0.2 & ? & ? & ? \end{bmatrix}$ | $\begin{bmatrix} 0.3 & ? & ? & 0 \\ 0.3 & ? & ? & 0 \\ 0.5 & 0.2 & ? & ? \\ ? & ? & 0.1 & ? \end{bmatrix}$ | $\begin{bmatrix} ? & ? & ? & ? \\ ? & ? & ? & ? \\ ? & ? & ? & ? \\ ? & ? & ? & ? \end{bmatrix}$ |
Table 2. Controller gains for different cases.

|                      | Partly unknown (Case I) | Partly unknown (Case II) | Completely unknown |
|----------------------|-------------------------|--------------------------|-------------------|
|                      | $K_1 = 0.0867, \ K_2 = 0.1631,$ | $K_1 = 0.0541, \ K_2 = 0.2131,$ | $K_1 = 0.0419, \ K_2 = 0.1611,$ |
|                      | $K_3 = 0.0368, \ K_4 = -0.0023$ | $K_3 = 0.0358, \ K_4 = -0.0053$ | $K_3 = 0.0660, \ K_4 = -0.0121$ |

**Figure 3.** The system state trajectories with delay and by applying the designed output feedback controller (Case I).

**Figure 4.** The system state trajectories with delay and by applying the designed output feedback controller (Case II).

**Figure 5.** The system state trajectories with delay and by applying the designed output feedback controller (Case III).

**Figure 6.** The system state trajectories with delay and by applying the designed output feedback controller (the unstable plant).

Our obtained controller can guarantee that the nonlinear NCS (1) is stochastically stable. Figures 3–5 show the system state response after 100 Monte Carlo simulations. In addition, the initial condition is assumed to be $x_0 = \begin{bmatrix} 1 & -1 \end{bmatrix}^T$, and $\epsilon = 0.01$. It can be seen that the system is stabilized and our proposed method is effective.

**Example 4.2:** Consider the nonlinear NCS (1) with $A = \begin{bmatrix} 0.9 & 1 \\ 0.3 & -0.5 \end{bmatrix}$. The other system parameters and matrices are assumed to be the same as Example 4.1 with Case I TPM.

Using Corollary 3.1, the computed controller gains are

$K_1 = -1.4616, \ K_2 = -0.0475, \ K_3 = 0.0188, \ K_4 = -0.0359$.

**Figure 6** depicts the state responses of the closed-loop system, from which we can see that the unstable system can be effectively stabilized with the designed feedback controller.
Conclusions

In this study, new LMI conditions have been proposed to design a stabilizing controller for a class of nonlinear NCSs involving random transmission delay. At first, by modeling the network-induced random delay as a Markov chain, the closed-loop system is transformed into a MJS with partly known TPM. Then, by employing the newly derived stochastic stability conditions, the static-output feedback controller has been designed such that the closed-loop system is stochastically stable. Finally, the effectiveness of the developed technique has been illustrated by a numerical example.
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