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Abstract

This study is inspired by the recent development of “virtual material testing laboratory” in which the main equipment is a full field crystal plasticity modelling tool. Ample examples have demonstrated its applications to sheet forming operations. In those applications, the mechanical anisotropy originated from the crystallographic texture can be adequately described, such as r-values and earing. Formability is also another very important property in sheet metal forming, which yet have not been equipped in these virtual laboratories. Though theoretical models for formability can be dated back to 1885 due to Considère, all popular models at the moment suffer from their respective limitations. In this study, we explore the feasibility of applying full field crystal plasticity model for calculating formability limit diagram, avoiding using additional assumptions or models for determining the formability limits. The focus is placed on the texture dependence of the formability limit diagram.

I. Introduction

i. Formability limit diagram

In sheet metal forming, it is popular to use formability limit diagrams (FLDs) to guide the forming operation. A schematics of FLD is shown in Fig. 1a pioneered by Keeler [1] and Goodwin [2]. A FLD basically maps “safe” and “failure” areas of the applied principle strains, \( \varepsilon_{\text{major}} \) and \( \varepsilon_{\text{minor}} \), along certain strain paths (see Fig. 1b). In Fig. 1a, the safe area is below the critical strain and the failure area is above it. The critical strain in Fig. 1a is not the strain for fracture, but the strain at which the localized necking occurs. The strain for fracture is usually above the localized necking, and approximately linearly depends on \( \varepsilon_{\text{minor}} \) with a negative slope [3]. When the strain path is close to \( \varepsilon_{\text{major}} = \varepsilon_{\text{minor}} \), fracture might occur without any localized necking event [4].

Fig. 1 is a strain based FLD and only valid when the strain path is not changed. If the strain path is changed, the FLD will shift [5, 6]. When the shape of the formed component is to be complex or it undergoes multiple forming steps, ignoring the effect of the strain path change gives an inaccurate measure of the formability. This limitation of the strain based FLD gives rise to the development of stress-based FLD [6, 7, 8], in which the critical stress for localized necking is not sensitive to the strain path change. Despite the advantage of the stress based FLD over the conventional strain based FLD, accurately measuring stress is rather challenging, whereas measuring strain can be very accurate. Thus, the use of stress based FLD has not yet become a common engineering practice.

ii. Theoretical models for formability

Theoretically modeling FLD has been an active topic, and there are three popular families of theoretical models, i.e. the maximum force criteria (MFC), the Marciniak-Kuczynski model (MK), and the bifurcation theory (BT). Comprehensive reviews can be found in [9, 10, 11, 12]. Here, we give a brief sketch of them.

ii.1 Maximum force criteria (MFC)

Among the maximum force criteria (MFC) family, the first model can be traced back to Considère [13] who proposed the well-known Considère criterion, specifically for uniaxial tensile deformation, i.e.

\[
\frac{df_1}{d \varepsilon_1} = 0 \quad (1a)
\]

or

\[
\frac{d \sigma_1}{d \varepsilon_1} = \sigma_1 \quad (1b)
\]

where \( f_1 \) is the force in the tensile direction; and \( \sigma_1 \) and \( \varepsilon_1 \) are the corresponding respective Cauchy stress and strain.

This 1D formulation by Considère was later adopted by Swift [14], and extended to 2D case, i.e. biaxial loading, which is more relevant to sheet metal forming. Swift’s hypothesis reads:

\[
\frac{df_1}{d \varepsilon_1} = 0 \quad \text{and} \quad \frac{df_2}{d \varepsilon_2} = 0 \quad (2a)
\]

or

\[
\frac{d \sigma_1}{d \varepsilon_1} = \sigma_1 \quad \text{and} \quad \frac{d \sigma_2}{d \varepsilon_2} = \sigma_2 \quad (2b)
\]
Swift’s hypothesis is, however, rarely supported by experimental observations [11]. Both Considère and Swift’s criteria consider the case of diffuse necking. Also based on Considère’s idea, Hill proposed a criteria for localized necking [15]. In Hill’s criterion, two conditions should be fulfilled when a localized necking occurs. The first condition is that the direction of the band where localized necking occurs is the same to the direction where the elongation is zero; the second condition is that in the normal direction of the localized band the force becomes extremum. These two conditions read:

$$d\varepsilon_{tt} = 0 \quad (3a)$$

and

$$df_n = 0 \quad \text{or} \quad \frac{d\varepsilon_n}{d\varepsilon_n} = \sigma_n \quad (3b)$$

where \(n\) and \(t\) are the normal direction of the band and the direction along the band, respectively.

The MFC were further brought forward by Hora and co-workers [16, 17] based on the fact that localized necking takes place in plane strain condition. At the onset of localized necking, the deformation path represented by the incremental strain ratio should become zero, namely:

$$\beta = \frac{d\varepsilon_2}{d\varepsilon_1} = 0 \quad (4)$$

Thus the criterion is

$$\frac{\partial \varepsilon_1}{\partial \varepsilon_1} + \frac{\partial \varepsilon_1}{\partial \beta} \frac{d\beta}{d\varepsilon_1} = \sigma_1 \quad (5)$$

Though there are the numerical issues with Hora’s criterion when straight line segments exist on the yield surface [18], they are not directly caused by Hora’s criterion itself, but by the yield surface description [19]. Recently, Hora’s criterion has been reformulated to be more flexible with the yield functions, also extended to include strain rate sensitivity and anisotropic hardening effects [19].

ii.2 Marciniak-Kuczyński model (MK-model)

The Marciniak-Kuczyński model (MK-model) [20] is physically intuitive. It assumes a pre-existing geometrical imperfection in the sheet metal, and it gradually evolves to localized necking as the deformation progresses. The imperfection is usually modeled as a thin band, and geometrically characterized by (i) its orientation relative to the principle directions of the sheet metal and (ii) its reduced thickness [21].

The basic assumption in the MK-model implicitly separates the sheet metal into two regions, i.e. the region inside the band and the region outside the band. During deformation, two conditions are to be fulfilled [22]: (i) the continuity of the strain rate along the band; (ii) the mechanical equilibrium on the interface between the above mentioned two regions.

Localized necking occurs when a criterion (usually empirical) is met by comparing the kinematic evolutions in those two regions. This criterion can be the ratio of the strain rates in the major principal direction or the thickness direction, or the ratio of the equivalent strain rates [11], and it can also be the ratio of the principal strains [21].

Since those criteria which detect the occurrence of localized necking only involve the kinematic evolution, the constitutive law is independent of the localized necking.
Hence, the MK-model can be coupled with any constitutive laws, which lets the MK-model gain its flexibility in terms of modeling.

The postulate of a pre-existing geometrical imperfection in the MK-model is often criticized for being arbitrary, and the prediction is very sensitive to the two assumed geometrical characteristics of the pre-existing geometrical imperfection. The numerical value of the band orientation can be chosen in such a way that it corresponds to the minimum formability for a given strain path, and those minimum corresponding formability limits have been shown to be in good agreement with experiments (see for example in Ref. [23]). The value of the reduced thickness, on the other hand, can never be chosen in such a systematical way, and usually it is obtained by fitting the experiments. Even by fitting the same experiments, the obtained reduced thickness depends on the employed constitutive law [23], indicating the reduced thickness is hardly a physical quantity.

ii.3 Bifurcation theory (BT)

The bifurcation theory (BT) is theoretically and mathematically rigorous and sound [24]. Its essence is to inspect the stiffness matrix. It has certain similarities to the MK-model that a localized necking occurs also in a thin band rendering two regions inside and outside the band. The occurrence of the band and its geometrical characteristics are the predictions of BT, whereas in MK-model, the geometrical characters are assumed as model parameters.

Due to the similarities between BT and the MK-model, BT has shown to be the upper limit of MK-model, i.e. when the thicknesses inside and outside the band are the same [11]. This actually implies that the prediction by BT is likely to be overestimated, if assuming a reduced thickness would allow a good agreement with experiments.

In principle, BT can be coupled with any constitutive laws. Coupling with rate dependent constitutive laws would, however, gives an unrealistic prediction, e.g. the stress level when the localized necking occurs could be unrealistically high [25]. An interested reader can also refer to Appendix A for the mathematical origin that coupling BT with a rate dependent constitutive law would give an unrealistic prediction.

iii. Previous studies of using crystal plasticity for FLD prediction

According to the methods of realizing polycrystal simulations, the previous studies can be further cast into two groups: mean field and full field models.

iii.1 By mean field models

In the group of mean field models, the classical Taylor model [26, 27, 28, 29, 30, 31, 32, 33, 25] and the viscoplastic self-consistent model [34, 23, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44] are often applied. Essentially, a crystal plasticity formulation together with a numerical homogenization scheme provides the stress-strain relation of a polycrystalline material, i.e. a constitutive description. As mentioned above, both the MK-model and BT are very flexible in terms of the constitutive law. Hence, these mean field polycrystal models are usually coupled with the MK-model [26, 27, 28, 29, 30, 31, 32, 33, 25, 34, 23, 35, 37, 36, 38, 39, 42, 40, 41, 43, 44] or BT [25, 42, 44].

iii.2 By full field models

As for the group of the full field model, it has been so far exclusively based on crystal plasticity finite element method [45, 46, 47, 48, 49], and applying full field crystal plasticity models for FLD prediction deserves some discussion.

It should be firstly pointed out that the primary purpose of applying any full field models is to reveal physical processes at a lower length scale. In the case simulating the localized deformation, the element size should be in general smaller than the volume of the localized deformation. On the other hand, MFC and BT are both at the length scale of the components. It is in principle feasible to apply the MFC and BT in conjunction with the full field model, but it may lose all the essence of applying the full field models in the first place.

For sheet metal forming, it might be tempting to use 2D model with plane stress condition, but it should be noted that the single crystalline crystal plasticity formulation is not compatible with plane stress condition (see Section 8.3 in Ref. [50] for more detailed clarification). Hence, even for sheet metal forming simulations, it is more appropriate to use 3D crystal plasticity models with proper boundary conditions to fulfill macroscopic plane stress condition.

In the previous studies with 3D models [47, 48, 49], full field crystal plasticity models are usually coupled with the MK-model, i.e. introducing a geometrical imperfection in a finite element mesh. Direct coupling the MK-model with finite element method is rather straightforward, but this kind of simulations requires considerable computational resources as shown in [47]. Hence, simplifications are sometimes made to reduce the computational effort [48, 49].

iv. Motivation and scope of this study

The idea of introducing a geometrical imperfection in those above mentioned previous studies [47, 48, 49] is
to trigger a localization event. On the other hand, a localization event can also be triggered by microstructural heterogeneity, and polycrystalline materials are intrinsically heterogeneous. Hence, without a geometrical imperfection, a localized deformation event should naturally take place in a full field crystal plasticity simulation of a polycrystalline material, as already observed in many previous studies, e.g. in 2D plane strain simulations [51, 52, 53, 54, 55, 56, 57] or 3D uniaxial tension simulations [58, 59].

To simulate localized deformation, it is not necessary to introduce an initial geometrical imperfection to prompt localized deformation when using full field crystal plasticity models. More importantly, the geometrical characteristics of the initial imperfection assumed in the MK-model are not measurable quantities, whereas microstructure can be always measured and characterized by modern analytic techniques.

In this study, the primary aim is at assessing the feasibility of using full field polycrystalline crystal plasticity models for the prediction of FLD. The localization event is to be triggered by microstructural heterogeneity, instead of an initial geometrical imperfection.

We confine our focus in this study on (i) the right hand side of the FLD, (ii) the texture dependence, and (iii) face centered cubic (fcc) metals.

The rest of the text is organized as the follows: in Section II, we describe the employed crystal plasticity finite element method, the simulation setup, and the assumed initial orientation distributions; in Section i, the measurement of quantifying deformation localization employed in this study will be presented, as well as the evolution of the localized deformation at different strain paths; a criterion for the formability limit is to be proposed in Section ii; the calculated FLDs for different initial orientation distributions are presented in Section iii; in Section iv, some limitations of this study are discussed; we summarize this study in Section IV.

II. METHODOLOGY

i. Crystal plasticity

In this study, crystal plasticity finite element method (CP-FEM) is applied. CP is to incorporate the microscopic plastic deformation mechanisms into continuum mechanics, and CP-FEM is to use FEM as a numerical solver to solve mechanical equilibrium equations for the solids whose constitutive behavior is formulated by CP. The subject of CP-FEM is very well documented in [50, 60], here a brief description is provided.

i.1 Kinematics

In the present crystal plasticity formulation, the deformation gradient, \( F \), is decomposed into a plastic part and an elastic part,

\[
F = F_e F_p
\]

where \( F_p \) is the plastic deformation gradient, and \( F_e \) is the elastic deformation gradient. The above decomposition is to firstly deform the solid to an intermediate configuration transformed by \( F_p \) from the reference configuration. During this transformation, the solid is deformed plastically, thus being stress free. For convenience, \( F_p \) contains a rotation part which is equivalent to the rotation matrix of the crystallographic orientation. Consequently, the intermediate configuration corresponds to the crystal frame.

The transformation from the intermediate configuration to the current configuration is carried by \( F_e \). It contains the elastic stretching and a rotation part. The elastic stretching part is very close to a unity tensor for metals. The rotation part is to transform from the crystal frame to the sample frame. Thus, the rotation part in \( F_e \) is the inverse of the rotation matrix of the crystallographic orientation.

With Eq. (6), it is easy to show that

\[
L = L_e + \frac{F_e}{F_p} F_p^{-1}
\]

where \( L \) is the velocity gradient corresponding to \( F \), and \( L_e \) and \( L_p \) are the respective velocity gradients for \( F_e \) and \( F_p \). The plastic velocity gradient, \( L_p \), is a function of the stress measure at the intermediate configuration and the current microstructure,

\[
L_p = f (S, S_1, S_2, \cdots) \tag{8}
\]

where \( S \) is the second Piola-Kirchhoff stress, and \( S_i \) are the state variables describing the microstructure. Eq. (8) is essentially a constitutive law, and a specific form of it employed in this study will be given in the next section.

i.2 Constitutive law

In this study, we confine ourselves with the fcc crystal structure and only consider the dislocation slip as the plastic deformation mechanism. In this case, the specific form of Eq. (8) is

\[
L_p = \sum_{a=1}^{12} \gamma^a (m^a \otimes n^a) \tag{9}
\]

where \( \gamma^a \) is the shear rate on the slip system \( a \), and its shear direction is \( m^a \), shear plane normal is \( n^a \). The dyadic product, \( m^a \otimes n^a \), is termed as Schmid tensor.
As proposed by Peirce, Asaro, and Needleman [61], \( \dot{\gamma}_0 \) depends on the resolved shear stress, \( \tau^a \) on the shear plane, and the shear resistance, \( \tau_c^a \), of this slip system,

\[
\dot{\gamma}^a = \dot{\gamma}_0 \left| \frac{\tau^a}{\tau_c^a} \right| \text{sgn} (\tau^a)
\]  

(10)

where \( \dot{\gamma}_0 \) and \( a \) are material parameters.

\( \tau^a \) is obtained by projecting \( S \) on the corresponding Schmid tensor,

\[
\tau^a = S : (\mathbf{m}^a \otimes \mathbf{n}^a)
\]  

(11)

in which \( S \) is related to the elastic deformation gradient, \( F_e \), by

\[
S = C : (F_e^T F_e - I)/2
\]  

(12)

where \( C \) is the elastic stiffness tensor.

In this constitutive description, the microstructure is solely characterized by the slip resistance on the slip system, \( \tau_c^a \), and it saturates towards \( \tau_c^a \) due to slip activity on systems \( \beta \),

\[
\dot{\tau}^a_c = h_0 \left( 1 - \frac{\tau^a}{\tau_c^a} \right)^w h_{a\beta} \left| \dot{\gamma}^\beta \right|
\]  

(13)

where \( h_{a\beta} \) is a 12×12 matrix in which 1.0 is for the case when \( a \) and \( \beta \) are coplanar slip systems, and 1.4 otherwise. \( h_0 \) and \( w \) are material parameters.

Material parameters in Eqs. (10), (12) and (13) used in this study are listed in Table 1.

### Table 1: Material parameters used in Eqs. (10), (12) and (13). Note \( a = 1, \ldots, 12 \). \( \tau_0^a \) is the initial shear resistance of the slip system \( a \). * if \( a \) and \( \beta \) are coplanar slip systems. ** if \( a \) and \( \beta \) are not coplanar slip systems.

| \( \tau_0^a \) | \( \tau_0^a \) | \( \dot{\gamma}_0 \) | \( a \) | \( C_{11} \) | \( C_{12} \) | \( C_{44} \) |
|---|---|---|---|---|---|---|
| 31 MPa | 64 MPa | 0.001 | 20 | 106.75 GPa | 60.41 GPa | 28.34 GPa |
| \( w \) | 2.25 | 1.0* | | | | |
| \( h_0 \) | 75 MPa | | | | | |
| \( h_{a\beta} \) | 1.0* | | | | | |
| \( 1.4^{**} \) | | | | | | |

At the beginning, LS-Dyna passes a new deformation gradient, \( F \) and a new time step, \( \Delta t \) into the user defined material subroutine. By using a guessed \( F_p \) and Eq. (6), the elastic deformation gradient, \( F_e \), is obtained, which in turn is used to evaluate the second Piola-Kirchhoff stress, \( S \) (Eq. (12)). Then, a \( L_p \) is obtained by using the constitutive law described in the preceding section together with the newly evaluated \( S \). With the knowledge of \( L_p \), the guessed \( F_p \) is updated by using its rate, i.e. \( F_p = L_p F_p \) and the given \( \Delta t \). The updated \( F_p \) is then used to update \( S \), then update \( L_p \), which goes on to make a new update on \( F_p \). This loop continues until the variables, \( F_p, S \), and \( L_p \), are consistent with each other for the given \( F \) and the given time step \( \Delta t \).

Besides the above consistent loop, another consistent loop is also performed during the process of obtaining \( L_p \) by using the given \( S \). With the specific constitutive law in the preceding section, \( \dot{\gamma}^a \) and \( \dot{\tau}^a_c \) are to be consistent with each other at the end of this consistent loop. In general, the obtained \( L_p \) is to be consistent with the state variable \( S_i \) in Eq. (8) for any given constitutive laws at a given \( S \).

At the end of these consistent loops, the newly updated \( S \) and \( F_p \) are used to obtain the first Piola-Kirchhoff stress, \( P \), by

\[
P = FF_p^{-1}SF_p^{-T}
\]  

(14)

One may notice that the above expression is different from the usual conversion between \( P \) and \( S \), which is simply \( P = FS \). As described in Section i.1, \( S \) is the stress measure in the intermediate configuration transformed from the reference configuration by \( F_p \). Thus, \( S \) should be firstly transformed back from the intermediate configuration to the reference configuration.

Afterwards, the Cauchy stress, \( \sigma_e \), can be easily obtained by the usual conversion between \( P \) and \( \sigma_e \).

\[
\sigma_e = \frac{1}{\det(F)}PF^T
\]  

(15)

Then \( \sigma_e \) is returned to LS-Dyna.

### ii. Simulation setup

Sheet metals under biaxial tension is modeled. We use two meshes as shown in Fig. 2. The dimensions of the meshes are 4 mm × 4 mm × 1 mm and 8 mm × 8 mm × 1 mm (width × breadth × thickness). The element size is 0.2 mm × 0.2 mm × 0.2 mm, which renders the total number of elements to be 20 × 20 × 5 = 2000, and 40 × 40 × 5 = 8000, respectively. Full integration element with 8 integration points is used. A single orientation is
assigned to each integration point, and a certain orientation distribution is followed which is to be described in the next subsection (Section iii).

In this study, a periodic boundary condition (PBC) is applied to the above meshes to mimic an infinitive sheet metal under biaxial tension in x and y directions (see Fig. 2 for the coordinate system). PBC is applied to the faces normal to x or y axis. The PBC is described as follows [66, 67]:

- PBC on x-y plane: in Fig. 3a, the nodes A, B, D, and C are on an arbitrary plane whose normal is parallel to the z axis. The node \( N_{AB} \) is an arbitrary node on A–B, and its equivalent node on C–D is \( N_{CD} \). The node \( N_{AC} \) is another arbitrary node on A–C, and its equivalent node on B–D is \( N_{BD} \). The displacements, \( u \), of these nodes should fulfill the following relations:

\[
\begin{align*}
    u_{N_{AB}} - u_A &= u_{N_{CD}} - u_C \\
    u_{N_{AC}} - u_A &= u_{N_{BD}} - u_B \\
    u_B - u_A &= u_D - u_C
\end{align*}
\]  

(16a, 16b, 16c)

- PBC on z-x plane: in Fig. 3b, the nodes E, F, H, and G are on an arbitrary plane whose normal is parallel to the y axis. The node \( N_{EG} \) is an arbitrary node on E–G, and its equivalent node on H–F is \( N_{FH} \). The displacements, \( u \), of these nodes should fulfill the following relations:

\[
\begin{align*}
    u_{N_{EG}} - u_E &= u_{N_{FH}} - u_H \\
    u_G - u_E &= u_H - u_F
\end{align*}
\]  

(17a, 17b)

Since the simulation is meant for sheet metals, nodes on E–F are not equivalent to the nodes on G–H.

- PBC on y-z plane: in Fig. 3c, the nodes are constrained by the following conditions,

\[
\begin{align*}
    u_{N_{IK}} - u_I &= u_{N_{JL}} - u_J \\
    u_K - u_I &= u_L - u_J
\end{align*}
\]  

(18a, 18b)

Fig. 3d shows three control nodes, O, X, and Y. The translation and rotation of O is fully constrained. Prescribed displacements are applied to the nodes X and Y along the respective x and y position directions. The prescribed displacements on X and Y follow the relation that

\[
u_Y = L_0 \left( 1 + \frac{u_X}{L_0} \right)^\rho - L_0
\]  

(19)

where \( L_0 \) is the initial width or breadth of sheet unit cell (see Fig. 2). This leads to

\[
\ln \left( \frac{u_Y}{L_0} + 1 \right) = \ln \left( \frac{u_X}{L_0} + 1 \right)^\rho
\]  

(20)

\[
\varepsilon_{\text{minor}} = \rho \cdot \varepsilon_{\text{major}}
\]

where \( \rho = 0.0, 0.2, 0.4, 0.6, 0.8, \) and 1.0 for the mesh \( 20 \times 20 \times 5 \), and \( \rho = 0.0, 0.25, 0.5, 0.75, \) and 1.0 for \( 40 \times 40 \times 5 \).

iii. Initial texture

Six orientation distributions are considered: random, cube, Goss, copper, brass, and S. The latter five texture components are scattered around their ideal orientation by 15°, as shown in Fig. 4. For each texture component, five instances are created for each mesh. In Fig. 4, only one instance is shown for each mesh. All other instances can be found in Appendix B.

III. RESULTS AND DISCUSSION

i. Monitoring localized deformation

Strictly speaking, there is no quantitative measure for localized deformation or necking. Thus, in this section, we first discuss the measure employed in this study for quantifying localized deformation.

The localized deformation is quantified in this study from a statistical point of view. To illustrate, we show two examples for a random texture distribution instance.
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(i) Monitoring localized deformation

(a) Periodic boundary condition on $x-y$ plane

(b) Periodic boundary condition on $z-x$ plane

(c) Periodic boundary condition on $y-z$ plane

(d) Locations of control nodes

Figure 3: Periodic boundary condition applied on (a) $x-y$ (see Eq. (16)), (b) $z-x$ (see Eq. (17)), and (c) $y-z$ (see Eq. (18)) planes, and (d) three control nodes.

In Figs. 5 and 6, where the evolutions of the cumulative probability functions (CPFs) of $\varepsilon_{11}$ and $\varepsilon_{22}$ are shown.

In Fig. 5a when $\rho = 0.0$ (see Eq. (20)), at early stage of deformation, the distribution of $\varepsilon_{11}$ approximately follows the normal distribution. This is because the mean value, $\varepsilon_{11}^{\text{mean}}$, is approximately the same to the median value, $\varepsilon_{11}^{\text{median}}$. As the deformation progresses, $\varepsilon_{11}^{\text{mean}}$ and $\varepsilon_{11}^{\text{median}}$ deviate from each other, indicating the distribution becomes more and more asymmetric. As $\varepsilon_{11}^{\text{mean}}$ and $\varepsilon_{11}^{\text{median}}$ deviates apart, the distribution of $\varepsilon_{11}$ below $\varepsilon_{11}^{\text{median}}$ starts to evolve slowly, but the distribution above it advances quickly. Eventually, $\varepsilon_{11}^{\text{mean}}$ is mainly driven by the population above $\varepsilon_{11}^{\text{median}}$. These observations are consistent with the formation of a localized deformation in the direction of $\varepsilon_{11}$ (see the contour plots of $\varepsilon_{11}$ accompanying Fig. 5a). Fig. 5b shows that $\varepsilon_{22}^{\text{mean}}$ and $\varepsilon_{22}^{\text{median}}$ are always close to zero, which is consistent with the boundary condition of the plane strain tension ($\rho = 0.0$). Though, as the deformation progresses, the distribution of $\varepsilon_{22}$ becomes wider, yet there is no indication of localized deformation.

In Fig. 6 for $\rho = 1.0$, the mean values of $\varepsilon_{11}$ and $\varepsilon_{22}$ both deviate from their respective median values. In comparison with Fig. 5a, the deviations of the mean from the median values start at the earlier stage of the deformation.

Based on the observations in Figs. 5 and 6, we use the ratios, $\varepsilon_{ii}^{\text{mean}}/\varepsilon_{ii}^{\text{median}}$ ($i=1$ or 2), as the measure for observing the evolution of localized deformation. As illustrated in Figs. 5 and 6, $\varepsilon_{ii}^{\text{mean}}/\varepsilon_{ii}^{\text{median}} = 1$ indicates (approximately) homogenous deformation, and when it deviates from 1, the deformation becomes localized.
Figure 4: Orientation distributions in the simulations: (a) random, (b) cube, (c) Goss, (d) copper, (e) brass, and (f) S. The texture components are with 15° scatter. RD (rolling direction) coincides with x, and TD (transverse direction) coincides with y in Figs. 2 and 3. Note that 5 distribution instances for each orientation distribution and each mesh are used, and here we only show 1 instance for each mesh as examples. All the instances are shown in the Appendix B. The orientation generation was realized by using the method described in [68, 69, 70].

Figure 5: Evolution of the cumulative probability functions of (a) $\varepsilon_{11}$ and (b) $\varepsilon_{22}$ under plane strain tension, i.e. $\rho = 0.0$ (see Eq. (20)). The orientation distribution is random and the mesh is $20 \times 20 \times 5$.

$\varepsilon_{\text{mean}} / \varepsilon_{\text{median}}$ and $\varepsilon_{\text{mean}}^1 / \varepsilon_{\text{median}}^1 vs. \varepsilon_{\text{major}}$ are shown in Fig. 7. In most cases, at the early stage of deformation, the deformation is homogenous. At some point, the localized deformation takes place, indicated by a slope change from $\sim 0$ to nearly infinitive. This transition in slope is not sudden, but gradually.

There are some special cases that $\varepsilon_{22} / \varepsilon_{22}$ deviates from 1 almost instantaneously when the load is imposed, mostly notably in Fig. 7a for random, Fig. 7c for Goss and Fig. 7e for brass when $\rho$ is small, e.g. $\rho = 0.2$ and $\rho = 0.25$. The deformation in the direction of $\varepsilon_{22}$, however, is not mainly carried by those localizations, as there is only slight change in the slope. Only when the localization takes place in $\varepsilon_{11}$, the slope of $\varepsilon_{22}^\text{mean} / \varepsilon_{22}^\text{median}$ starts to increase quickly.

Fig. 7 reveals strong texture dependence of the localization evolution, still they can be put into two groups. The first group consists of random in Fig. 7a, cube in Fig. 7b, copper in Fig. 7d, and S in Fig. 7f. In this group, the localized deformation primarily occurs in the direction of $\varepsilon_{11}$, except for $\rho = 1.0$. In this group,
ii. Determination of formability limit

Fig. 8 shows $\Sigma_{11}$ vs. $\varepsilon_{11}^\text{mean}/\varepsilon_{11}^\text{median}$ and $\Sigma_{22}$ vs. $\varepsilon_{22}^\text{mean}/\varepsilon_{22}^\text{median}$. Note that $\Sigma_{11}$ and $\Sigma_{22}$ are global quantities obtained by averaging over all integration points. It shows that a decrease in $\Sigma_{11}$ or $\Sigma_{22}$ is always associated with localized deformation, when their respective $\varepsilon_{ii}^\text{mean}/\varepsilon_{ii}^\text{median}$ starts to deviate from 1. On the other hand, however, a localization does not necessarily cause a decrease in $\Sigma_{ii}$. An obvious example is $\Sigma_{22}$ in Fig. 8e for brass when $\rho = 0.2$ and 0.25 that even there is localization, and the magnitude of the localization is maintained and $\Sigma_{22}$ still continues to rise.

It should be noted that the texture evolution could possibly cause stress softening. Though the texture evolution is not analyzed in this study, based on the observations in Fig. 8, it seems localization is the predominant factor for the stress softening effect.

According to the observations in Fig. 8, we propose the formability limit criteria in this study to be the strains when either $\Sigma_{11}$ or $\Sigma_{22}$ reaches its maximum in their respective stress-strain curves. This criteria is essentially equivalent to Drucker’s stability criterion [71, 72].

This criterion is probably only applicable in a full field simulation, if there is no softening effect in the constitutive description of the materials. The stress decrease is a natural outcome of the simulation due to localized deformation as shown in Fig. 8. It should be mentioned that it is not new to apply this criterion to identify the formability limit, and it has been used in [73, 46].

Fig. 9 shows $\Sigma_{11}$, $\Sigma_{22}$, and other $\Sigma_{ij}$ vs. $\varepsilon_{\text{major}}$. The solid circles mark the locations of the maximum stress of $\Sigma_{11}$ or $\Sigma_{22}$ which is at a smaller $\varepsilon_{\text{major}}$ than the other. For copper in Fig. 9d, only $\Sigma_{11}$ exhibits softening effect, while there is no softening with $\Sigma_{22}$, which is consistent with Fig. 8d. For random in Fig. 9a, cube in Fig. 9b, and S in Fig. 9f, the softening effect of $\Sigma_{11}$ can be always observed, and the softening of $\Sigma_{22}$ can be observed when $\rho$ becomes larger.

For Goss in Fig. 9c and brass in Fig. 9e, above a certain $\rho$ value, $\Sigma_{11}$ starts to exhibits less softening effect than $\Sigma_{22}$. It is more pronounced for Goss that when $\rho$ is larger than 0.4, there is almost no softening in $\Sigma_{11}$.

There is an interesting observation in Fig. 9 that a stronger strain hardening is not always associated with a better formability. For example, when $\rho = 1.0$, the strain hardening of cube seems to be the lowest, yet it has the best formability. In the constitutive description in this study (see Section i.2), the true strain hardening capacity lies in individual slip systems (see Eq. (13) in Section i.2).
Figure 7: $\frac{\varepsilon_{\text{mean}}}{\varepsilon_{\text{median}}} / \varepsilon_{\text{median}}$ and $\frac{\varepsilon_{\text{mean}}}{\varepsilon_{\text{median}}}$ vs. $\varepsilon_{\text{major}}$ for different orientation distributions: (a) random, (b) cube, (c) Goss, (d) copper, (e) brass, and (f) S. For each orientation distribution, the results from the mesh $20 \times 20 \times 5$ are shown at the top row, and $40 \times 40 \times 5$ are at the bottom row. Each line corresponds to an orientation distribution instance. $\rho$ represents the strain path that $\varepsilon_{\text{minor}} = \rho \cdot \varepsilon_{\text{major}}$ (see Eq. (20)).
III RESULTS AND DISCUSSION

ii Determination of formability limit

Figure 7 (continued)
Figure 8: $\Sigma_{11}$ vs. $\epsilon_{11}^{\text{mean}}/\epsilon_{11}^{\text{median}}$ and $\Sigma_{22}$ vs. $\epsilon_{22}^{\text{mean}}/\epsilon_{22}^{\text{median}}$ for different orientation distributions: (a) random, (b) cube, (c) Goss, (d) copper, (e) brass, and (f) S. For each orientation distribution, the results from the mesh $20 \times 20 \times 5$ are shown at the top row, and $40 \times 40 \times 5$ are at the bottom row. Each line corresponds to an orientation distribution instance. $\rho$ represents the strain path that $\epsilon_{\text{minor}} = \rho \epsilon_{\text{major}}$ (see Eq. (20)). Note $\Sigma_{11}$ and $\Sigma_{22}$ are obtained by averaging over integration points.
Figure 8 (continued)
If the strain hardening effect is too strong due to the texture effect, the strain hardening capacity would be exhausted on slip system basis very quickly. Thus, the above observation is not in conflict with the fact that a stronger strain hardening favors a better formability.

iii. Calculated formability limit diagrams

By collecting the \( \epsilon_{\text{major}} \) where the maximum stress occurs in Fig. 9, the calculated FLDs are shown in Fig. 10. The mean and extrema values of different orientation distribution instances are shown in Fig. 11.

Though from a statistically point of view, all the orientation distribution instances for a given orientation distribution are the same (see Figs. 4 and B.1), the calculated FLDs still exhibit a certain scatter shown in Figs. 10 and 11. Yet, all the orientation distribution instances still follow the same FLD trend for a given orientation distribution. The scatter introduced by using different distribution instances is not entirely surprising, as the localized deformation is a local event which probably highly depends on the local spatial orientation distribution.

Fig. 11 also shows the calculated FLDs by using mesh \( 40 \times 40 \times 5 \) are slightly lower than those by \( 20 \times 20 \times 5 \). A possible reason is the application of PBC. If a localized deformation band is to be formed, the orientation or the shape of the band should fulfill the applied PBC. Thus, PBC may impose certain restriction to the localized deformation. In a larger unit cell, there is more freedom for the localized deformation band to adopt its orientation or shape which is less restricted by the imposed PBC.

The texture dependence revealed in Figs. 10 and 11 is that (i) cube has the best formability, and it is the only orientation distribution whose formability limit increases when \( \rho \) increases; (ii) random, copper, and S have comparable formability to each other, and all of them are better than Goss and brass; (iii) Goss has the poorest formability.

The calculated texture dependence in this study is actually in good agreement with Fig. 4(f) in Ref. [32]. This agreement is surprising for the main reason that the origin of the localized deformation in this study is the microstructural heterogeneity, while in Ref. [32] (MK-model in conjunction with Taylor model) it is a pre-defined geometrical imperfection. It seems the governing effect is only the texture.

This unexpected agreement can be perhaps rationalized as the follows. During the early stage of deformation, small grooves (similar to geometrical imperfection) on the surface develop due to the heterogeneous deformation at the grain scale. The geometrical orientations and the depths of these grooves can be random. Only some of them are able to grow eventually to a volume of localized deformation which carries the overall deformation. The above process has been observed in many studies [55, 56, 74] where full field CP-FEM is applied. Though in Ref. [32] a mean field model was applied, different groove orientations were tested and the one which gives the lowest formability was chosen.

Essentially, the major difference between this study and Ref. [32] is the selection process of the potentially growing grooves. Here, it is by numerically solving the mechanical equilibrium conditions, and in Ref. [32] it is by a brutal force search. MK-model ignores how a groove develops in the first place, but in a polycrystalline material, heterogeneous deformation always occurs, and the surface grooves could develop at very early stages of deformations (see Fig. 5, Fig. 6 and [55, 56, 74]). The above discussion offers a more reasonable physical picture of the MK-model than what has been being perceived that the postulate of a geometrical imperfection is arbitrary.

iv. Limitations of this study

The first limitation is FEM itself, as it requires considerable computational power. Though in this study DAMASK is implemented in such way that it is compatible with the share memory parallel version of LS-Dyna, and each simulation could be finished within a reasonable time frame, it still requires a lot of computational resources, e.g. multiple CPUs and a large amount of stack memory. An better alternative might be the spectral method based solver [75, 76], particularly given the recent demonstration of its capability of including free surface in the model [77].

The second limitation is the application of PBC. The main purpose of applying PBC is to model a very large sheet metal by a small unit cell where lower length scale microstructure information can be included. If a localized deformation band is to be formed, the orientation of the band should fulfill the applied PBC. This implies that PBC might restrict the orientation or shape of the localized deformation band, which would in turn potentially overestimate the formability. This restriction might be mitigated by using a larger simulation unit cell. This is because the restriction by PBC are mostly imposed on the boundaries of a simulation unit cell, and in a larger simulation unit cell, the fraction of elements that are less influenced by PBC would be higher.

IV. Summary

We demonstrate that it is feasible to apply full field crystal models to calculate the formability limit diagram without assuming any initial geometrical imperfection.
(a) random  (b) cube  (c) Goss  (d) copper  (e) brass  (f) S

Figure 9: $\Sigma_{11}$, $\Sigma_{22}$, and other $\Sigma_{ij}$ vs. $\varepsilon_{\text{major}}$ for different orientation distributions: (a) random, (b) cube, (c) Goss, (d) copper, (e) brass, and (f) S. Each line corresponds to an orientation distribution instance. $\rho$ represents the strain path that $\varepsilon_{\text{minor}}=\rho \varepsilon_{\text{major}}$ (see Eq. (20)). Note $\Sigma_{11}$ and $\Sigma_{22}$ are obtained by averaging over integration points. $\rho = 0.0$ and $\rho = 1.0$ are by both the meshes $20 \times 20 \times 5$ and $40 \times 40 \times 5$; $\rho = 0.2, 0.4, 0.6, 0.8$ are by the mesh $20 \times 20 \times 5$; and $\rho = 0.25, 0.5, 0.75$ are by the mesh $40 \times 40 \times 5$ (see Fig. 2). The solid circles mark the location of the maximum stress of $\Sigma_{11}$ or $\Sigma_{22}$ which is at a smaller $\varepsilon_{\text{major}}$ than the other.
Figure 10: Simulated right hand side of formability limit diagrams of the metal sheets with different orientation distributions. The results of the same orientation distribution instance are connected by lines.

Figure 11: Simulated right hand side of formability limit diagrams of the metal sheets with different orientation distributions. It only shows the mean and extrema values of different orientation distribution instances. All orientation distributions are shown in gray in each figure as a background.
The intrinsic microstructural heterogeneity in polycrystalline model is sufficient to trigger the localization event in the simulations.

In this study, the localized deformation is monitored by the statistical distributions of the strains. The observed localization is connected to the stress softening effect. Thus, the maximum stress appeared on the stress-strain curve is proposed as the criterion to identify the formability limit. By using this criterion, formability limit diagrams are constructed for different initial orientation distributions. It is observed that cube orientation exhibits the best formability; random, copper, and S are very comparable, but better than Goss and brass; and Goss has the poorest formability.

The texture dependence of the formability is surprisingly in good agreement with a previous study by using the MK-model where an initial geometrical imperfection is assumed. Though based on different physical origins or grooves induced by the early stage plastic deformation of polycrystalline materials could serve as the geometrical imperfection assumed in the MK-model. Thus, the crystallographic texture becomes the dominant effect on the resulting formability limit diagrams.

ACKNOWLEDGMENTS

The author would like to thank Dr. Martin Diehl and PD Dr. Franz Roters at Max-Planck-Institut für Eisenforschung, Düsseldorf, Germany for the initial discussion on incorporating DAMASK and LS-Dyna. The author would also like to express his gratitude to Dr. Tobias Erhart at DYNAmore GmbH, Stuttgart, Germany for the discussion of user defined subroutines in LS-Dyna. This work has been supported by the European Regional Development Fund (EFRE) in the framework of the EU-program 'TWB Investition in Wachstum und Beschäftigung Österreich 2014-2020', and the federal state Upper Austria.

A. INFEASIBILITY OF APPLYING BIFURCATION THEORY TO RATE DEPENDENT CONSTITUTIVE LAWS

Here we show the reason that it is infeasible to apply the bifurcation theory to rate dependent constitutive laws. First, we briefly describe the bifurcation theory formulated by Rice and co-workers [78, 79, 80, 81]. Consider the quasi-static rate fields, $\dot{F}$ and $\dot{P}$ (deformation gradient rate and first Piola-Kirchhoff rate), in a homogeneous solid which is being homogeneously deformed, and in this solid a localized band is formed. $F$ inside and outside the band is expressed as

$$F^b = \dot{F} + \Delta F$$  \hspace{1cm} (A.1)

where the superscripts $b$ and $o$ represent the quantities inside the band and outside the band, and $\Delta F$ is only within the band. If the $F$ is still continuous at the interface of the band, according to Hadamard compatibility condition for a singular interface inside a solid, Eq. (A.1) is written as

$$\dot{F}^b = \dot{F}^o + g \otimes n^b$$  \hspace{1cm} (A.2)

where $n^b$ is the normal direction of band in the reference configuration, and $|n^b| = 1$. $g$ is a vector which is unknown at the moment. The equilibrium condition at the interface requires that

$$n^b \dot{p}^b = n^b \dot{p}^o$$  \hspace{1cm} (A.3)

To proceed further, the relation between $F$ and $P$ is required. Here, we derive their relation according to the constitutive formulation in Section i. We start with Eq. (14) that

$$P = F F_p^{-1} S F_p^{-T}$$  \hspace{1cm} (A.4)

Its partial derivative with respect to time, $t$, reads

$$\frac{\partial P}{\partial t} = \frac{\partial F}{\partial t} F P^{-1} S F_p^{-T} + F \frac{\partial (F_p^{-1})}{\partial t} F_p^{-T} + F F_p^{-1} S \frac{\partial (F_p^{-T})}{\partial t}$$  \hspace{1cm} (A.5)

The partial derivative in the second term in Eq. (A.5), $\frac{\partial (F_p^{-1})}{\partial t}$, is derived as,

$$\frac{\partial F}{\partial t} F P^{-1} + F_p \frac{\partial (F_p^{-1})}{\partial t} = 0$$  \hspace{1cm} (A.6)

$$\frac{\partial (F_p^{-1})}{\partial t} = - F_p^{-1} \frac{\partial F}{\partial t} F_p^{-1} = - F_p^{-1} L_p$$

Similarly, the partial derivative in the fourth term in Eq. (A.5), $\frac{\partial (F_p^{-T})}{\partial t}$, can be expressed as,

$$\frac{\partial (F_p^{-T})}{\partial t} = - L_p \dot{F}_p^{-T}$$  \hspace{1cm} (A.7)
The partial derivative in the third term in Eq. (A.5), $\frac{\partial S}{\partial t}$, can be expanded according to the chain rule,

$$\frac{\partial S}{\partial t} = \frac{\partial S}{\partial F_e} : \frac{\partial F_e}{\partial t}$$  \hspace{1cm} (A.8)

First, we derive the analytical expression of $\frac{\partial S}{\partial F_e}$ in Eq. (A.8). According to Eq. (12), the partial derivative of $S$ with respect to $F_e$ is

$$\frac{\partial S}{\partial F_e} = \frac{1}{2} \partial \left[ C : \left( F_e^T F_e - I \right) \right]$$

where $C$ is the single crystalline elastic stiffness tensor. Writing Eq. (A.9) in induce form,

$$\frac{\partial (S)_{ij}}{\partial (F_e)_{pq}} = \frac{\partial \left[ C_{ijkl} \left( F_e^T \right)_{km} (F_e)_{ml} \right]}{\partial (F_e)_{pq}}$$

$$= C_{ijkl} \left[ \frac{\partial \left( F_e^T \right)_{km} (F_e)_{ml}}{\partial (F_e)_{pq}} + \left( F_e^T \right)_{km} \frac{\partial (F_e)_{ml}}{\partial (F_e)_{pq}} \right]$$

$$= C_{ijkl} \left[ \frac{\partial F_e}{\partial lq} \delta_{kp} \delta_{lq} + \left( F_e^T \right)_{km} \delta_{mp} \delta_{lq} \right]$$

$\delta_{ij}$ is the Kronecker delta tensor. Thus in the above equation, $m = p$ when $\delta_{mp} = 1$, otherwise $\delta_{mp} = 0$, then the indices $m$ can be all replaced by $p$.

$$2 \frac{\partial (S)_{ij}}{\partial (F_e)_{pq}} = C_{ijkl} \left[ \delta_{kp} \left( F_e^T \right)_{pl} + (F_e)_{pk} \delta_{lq} \right]$$

$$= C_{ijkl} \left( \left( F_e^T \right)_{pl} + \left( F_e^T \right)_{kp} \delta_{lq} \right)$$

For the first term on the right hand side of the above equation, $\delta_{lq} = 1$ when $k = q$, otherwise $\delta_{lq} = 0$; and for the second term $\delta_{lq} = 1$ when $l = q$, otherwise $\delta_{lq} = 0$, then, it can be simplified further as

$$2 \frac{\partial (S)_{ij}}{\partial (F_e)_{pq}} = C_{ijkl} \left( F_e^T \right)_{pl} + C_{ijkq} \left( F_e^T \right)_{kp}$$

Considering the symmetry of the elastic stiffness tensor $C$ that $C_{ijkq} = C_{ijkq}$, and $(F_e)_{pl} = \left( F_e^T \right)_{lp}$, then

$$2 \frac{\partial (S)_{ij}}{\partial (F_e)_{pq}} = C_{ijkl} \left( F_e^T \right)_{lp} + C_{ijkq} \left( F_e^T \right)_{kp}$$

Since $l$ and $k$ are both dummy indices going through 1,2,3, the two terms on the right hand side of the above equation are essentially equivalent, then

$$2 \frac{\partial (S)_{ij}}{\partial (F_e)_{pq}} = 2 \cdot C_{ijkl} \left( F_e^T \right)_{lp}$$

Thus, in tensor form it is written as,

$$\frac{\partial S}{\partial F_e} = CF_e^T : T$$  \hspace{1cm} (A.10)

where $T_{ijkl} = \delta_{ik} \delta_{lj}$. The second term on the right hand side of Eq. (A.8) can be derived according to Eq. (7),

$$\frac{\partial F_e}{\partial F_e} = F_e = L_e F_e = \left( L - F_e L_e F_e^{-1} \right) F_e$$  \hspace{1cm} (A.11)

Substituting the respective terms in Eq. (A.8) by Eqs. (A.10) and (A.11), we arrive at

$$\frac{\partial S}{\partial l} = \left( CF_e^T : F_e - L_e F_e \right) : \dot{F} - \left( CF_e^T F_e : L_p^T \right)$$  \hspace{1cm} (A.12)

Putting Eqs. (A.6), (A.7) and (A.12) into Eq. (A.5), and writing $\frac{\partial S}{\partial t}$ into $A$, then we have

$$\dot{P} = \dot{F} F_p^{-1} S F_p^{-T} - F F_p^{-1} F_p S F_p^{-T} + F F_p^{-1} \left( \left( CF_e^T : T \right) F_p^{-T} : \dot{F} \right) F_p^{-T}$$  \hspace{1cm} (A.13)

Grouping some terms together, one obtains

$$\dot{P} = (H_1 + H_2) : \dot{F} - H_3$$  \hspace{1cm} (A.14a)

where

$$H_1 = IF_p^{-1} S F_p^{-T}$$  \hspace{1cm} (A.14b)

$$H_2 = \left( F_p^{-1} \left[ T : \left( F F_p^{-1} \left( \left( CF_e^T : T \right) F_p^{-T} \right) \right) \right) \right$$  \hspace{1cm} (A.14c)

$$H_3 = FF_p^{-1} \left[ L_p S + SL_p^T + \left( CF_e^T F_e : L_p^T \right) F_p^{-T} \right]$$  \hspace{1cm} (A.14d)
We now put Eq. (A.14a) together with Eq. (A.2) into Eq. (A.3). Then the equilibrium condition of Eq. (A.3) is written as

\[ n^b \left[ \left( H_1 + H_2^b \right) : \left( F^o + g \otimes n \right) - H_3^b \right] = n^b \left[ \left( H_1^b + H_2^b \right) : F^o - H_3^b \right] \] (A.15)

At the inception of the band formation, the solid is still homogenous, thus \( H_1^b = H_1^b, H_2^b = H_2^0, \) and \( H_3^b = H_3^0, \) then it becomes

\[ n^b \left( H_1 + H_2 \right) n^b = 0 \] (A.16)

In the above equation, if \( g \neq 0 \) when a band formation is possible, then \( n^b \left( H_1 + H_2 \right) n^b \) must be a singular matrix, meaning the determinant of it must be zero. The term \( H_1 + H_2 \) in Eq. (A.16) is dominated by \( H_2. \) It is for the reason that \( H_2 \) is close to the elastic stiffness tensor at the order of magnitude of 100 GPa, and \( H_1 \) is at 100 MPa. In reality, only when \( F_p \) becomes unrealistically large (see Eq. (A.14c)), \( n^b \left( H_1 + H_2 \right) n^b \) being a singular matrix becomes possible.

The general problem with rate dependent constitutive law is that the plastic deformation cannot be incorporated into the tangent moduli relating \( F \) and \( P, \) such as in Eq. (A.14a) that \( H_3 \) is the plastic deformation part which is not incorporated with \( F. \)

### B. Pole figures of all orientation distribution instances

In Fig. 4 of Section iii, we show the pole figures of some instances of the initial orientation distributions. Here we show all the pole figures of the orientation distribution instances used in this study in Fig. B.1.
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