I. INTRODUCTION

The first gravitational-wave observation was made by the Laser Interferometer Gravitational-wave Observatory (LIGO) in 2015 [2, 3, 8]. To date, the LIGO Scientific Collaboration, together with VIRGO and KAGRA, have reported the detection of 90 gravitational-wave signals from merging compact binaries in the Gravitational-Wave Transient Catalogs [4, 6, 7, 9, 13, 32, 34]. Many groups have developed non-LVK catalogs, and while important, they are not the focus of our study [22, 25, 62, 66, 82]. These merging compact binaries include Binary Black Hole (BBH), Binary Neutron Star (BNS), and Neutron-Star-Black-Hole (NSBH) mergers. As each observation is merely a strain signal identified in each interferometer, extracting information from these signals requires a Bayesian statistical inverse technique: gravitational-wave parameter estimation.

Many groups have developed methodology to evaluate the agreement of a gravitational-wave signal to relativistic waveform models in a space of these parameters [12, 20, 62, 74, 89, 109]. There is additional consideration for events which may have electromagnetic counterparts, and a low latency parameter estimation pipeline must identify and localize such detections [1, 29, 39, 48, 50, 78, 98]. These groups strive to yield fast and accurate parameter estimates for the parameters of each event. The parameters associated with a given binary can be split into extrinsic parameters which depend on the orientation of a source relative to the observer, and the intrinsic parameters which do not. The astrophysical parameters of interest to study is the underlying population of merging binaries include the intrinsic parameters and distance ($d_\text{L}$). The intrinsic parameters of a binary black hole system (BBH) include the mass of each companion ($m_i$) as well as the dimensionless spin ($\chi_i$). For binary neutron star mergers, the tidal deformability of each companion ($\Lambda_i$) is also estimated. Collectively, these are the astrophysical parameters ($x$) of the compact binary merger. These describe a system without reference to the observer, and fully characterize the astrophysical properties of the underlying population of merging binaries.

Various methods are used to estimate various marginal likelihood functions for the astrophysical parameters of gravitational-wave events, after a standard Bayesian inference code has explored the full multidimensional posterior. [2, 28, 42, 54, 55, 67, 74]. These approximations enable us to better understand gravitational-wave sources, and perform hierarchical inference. These methods include nonparametric approximations such as RIFT [74], and sample-based estimates such as histograms and Kernel Density Estimates (KDEs) [54]. In practice, these methods may suffer from performance limitations and their own boundary condition limitations. Histograms in particular, face binning effects and a lack of smoothness. Better adapted non-parametric methods like carefully tuned Gaussian mixture models can significantly mitigate binning and smoothness effects; see e.g. [55] for an example with GW170817. The multivariate normal distribution, in particular, works well for describing the likelihood function for the astrophysical parameters of gravitational-wave events [2, 28, 67, 74]. A truncated set of samples can introduce bias in the standard method of implementing the multivariate normal distribution. Previously, we have introduced optimized fits for the bounded multivariate normal distribution in the aligned-spin case, which overcome this source of bias [41].
In this work, we introduce high dimensional bounded (truncated) multivariate Normal Approximate Likelihood (NAL) models in order to fully characterize precessing spin degrees of freedom for gravitational-wave events, as well as tidal parameters for binary neutron star mergers. We provide a detailed algorithm and code to perform the necessary constrained high-dimensional optimization of pertinent Gaussian parameters. We apply our algorithm to the gravitational-wave events observed by LIGO-Virgo-Kagra in their first three observing runs, finding simple (truncated) Gaussian likelihoods for the astrophysical parameters of interest for each event, which we report in an associated data release.

Accurate Gaussian likelihood approximations have enormous range of practical applications in gravitational-wave astrophysics. For example, because of their simplicity, they’re a compact and human-comprehensible expression of binary parameters. They’re also an extremely efficient to employ in large-scale population inference calculations, circumventing many problems associated with using finite sets of posterior samples (i.e., the “delta function” problem when a model avoids any sample; and more generally the voracious need for more samples from every event as observations are increasingly constraining). Furthermore, many groups are working to constrain astrophysical models such as the evolution of massive stellar binaries and the neutron star equation of state using methods such as Bayesian hierarchical inference [5, 19, 23, 24, 33, 42, 46, 51, 54, 55, 81, 95, 96, 100, 104, 106, 115–117].

Finally, truncated Gaussian approximations have immediate practical utility for low-latency parameter inference due to their swift evaluation and compact set of model parameters.

This paper is organized as follows. In section II, we describe the generation of the multivariate normal distribution from the LIGO catalog posterior samples, as well as the non-parametric Gaussian Process model. We justify their validity as approximations to the true likelihood describing an observation. In section III, we describe the properties of the likelihood models generated for each event. We summarize the immediate value of these models to other applications. Finally, we summarize the astrophysical consequences of our findings, and we infer properties of the underlying compact binary population in section V.

A. The rationale behind a simple likelihood approximation

In brief, our rationale is that current sample-based methods have intrinsic limitations. Although detailed and accurate approximations exist, a Gaussian approximation is fast, easy to interpret, and can be made without sacrificing more information than is lost through waveform systematics (see Figure 4).

Many of the impactful science goals deduced from the observed sample of gravitational wave observations can only be addressed by comparing the full sample of gravitational wave observations \( \{d_k\} \) to a (parametric) population model, which predicts the properties \( x \) of individual sources as random realizations of a population model \( p(x | \Lambda) \) where \( \Lambda \) are population model parameters. The consistency of any one gravitational wave observation and this population model can be quantified by a single-event marginal likelihood \( \ell_k(\Lambda) = \int dx \mathcal{L}_k(x)p(x | \Lambda) \), where the likelihood \( \mathcal{L}_k(x) \propto p(d_k | x) \) quantifies the probability that the observed data \( d_k \) is consistent with Gaussian noise plus a single merger signal with parameters \( x \). However, gravitational wave parameter inference results are currently usually characterized by discrete samples: fair draws from the posterior distribution \( \propto \mathcal{L}_k(x)p(x) \) for some fiducial prior [47]. Quantities like the marginal likelihood can be evaluated with these samples by reweighting; see, e.g., Appendix B in [114].

Unfortunately, many GW science objectives involve calculations where continuous inputs, not samples, might be preferable. These scenarios occur when the population model \( p(x | \Lambda) \) has sharp features, such as narrow subpopulation (e.g., black holes born with exactly zero spin, or neutron stars with a specific equation of state). When \( p(x | \Lambda) \) is very narrow, sample-based estimates for \( \ell_k \) break down [47, 49, 101]. Worse, as demonstrated by example Appendix B of [112], even ubiquitous spin prior reweighting can frequently introduce nominally infinite variance in pertinent Monte Carlo sums.

Fortunately, several techniques have been or are being developed to reconstruct the full GW likelihood, or more typically the likelihood marginalized over several nuisance parameters in \( x \) like the sky location and polarization. RIFT, the most well-developed, uses the marginal likelihood directly in its parameter inference [74, 85, 112], and the interpolated likelihood output has been directly used in EOS and population inference [11, 105, 117]; see also similar likelihood interpolation elsewhere for neutron stars [59]. Other groups are now prototyping methods to accurately reconstruct the likelihood overall [42, 55] and in limited circumstances [94].

Also, in early low-dimensional investigations using very few observable properties of \( x \), many groups have adopted a dangerous kernel-density-estimate approach (e.g., [54, 73, 77, 94, 113]), attempting to reconstruct the single-event (marginal) likelihood over a small number of parameters simply by reweighting and smoothing the available samples. While viable for a handful of dimensions for typical sets of \( \approx 10^4 \) posterior samples, such an approach breaks down when working with the eight (for precessing binary black holes) to ten (for precessing binary neutron stars) dimensions required for generic sources. Aside from being fairly inaccurate and unable to capture many observations, these KDE-based methods are generally very slow, with computational cost scaling as the training data size.

A fast, easy-to-interpret approximation to the (marginal) likelihood \( \mathcal{L} \) will be useful exactly insofar as
it enables sufficiently accurate population inferences. To assess the threshold at which an approximation begins to bias our population estimates, we consider a one-observable toy model: a Gaussian population of binaries with parameter \( x \) (standard deviation \( \sigma_{\text{pop}} \)), probed by Gaussian observations of \( x \) (standard deviation \( \sigma \)). We will assume our approximate likelihood model introduces random measurement errors \( \delta x \) with zero mean and standard deviation \( \sigma_{\text{sys}} \). In this model, we can measure the sample mean to be consistent with zero (e.g., by analogy to tests for zero average \( \chi_{\text{eff}} \)) to an accuracy 
\[
\sqrt{\left( \sigma_{\text{pop}}^2 + \sigma^2 + \sigma_{\text{sys}}^2 \right)/N}.
\]
For this type of measurement, so long as the systematic error is small compared to both the population and individual measurement error, we’ll still draw the conclusions about the average value of \( x \) with the same precision. Similarly, statements about the population width are only impacted if the systematic measurement error is comparable to or larger than the uncertainty in individual measurements or the population width. In short, unless dramatic, small random errors will usually average out.

More dangerous is the possibility that a likelihood approximation technique could be consistently biased (i.e., the mean of \( \delta x \) is not zero). For example, a likelihood approximation that was consistently but slightly biased against equal mass would, over time, produce evidence against all binaries being equal mass, even for a population of twins. To contaminate a population measurement with \( N \) observations, then, we would require a large bias of 
\[
\langle \delta x \rangle > \sqrt{\left( \sigma_{\text{pop}}^2 + \sigma^2 \right)/N},
\]
which is equivalent to shifting the mean by order \( 1/\sqrt{N} \) standard deviations. For the near future, with only \( N \lesssim 10^3 \) observations available, systematic biases smaller than the equivalent of a 3% shift in mean will be difficult to identify with population-level measurements, and then only if this hypothetical systematic produce a consistent impact one parameter for all events. [By contrast, waveform systematics often produces much larger differences, albeit in less-consistent parameter directions; see, e.g., \( [4, 7, 32, 34, 103] \).]

In this paper, we characterize distribution differences with the KL divergence 
\[
D(p||q) = \int p \ln p/q \, dx.
\]
For two Gaussian distributions, a difference of \( \sigma/\sqrt{N} \) in the sample mean with minimal shift in variance coresponds to a KL divergence of \( 1/2N \). We therefore adopt \( 1/2N \) as the most pessimistic scale for observationally-pertinent for KL divergences between observations, where \( N \) is a typical number of observations.

II. METHODS

The multivariate normal distribution has long been used for gravitational-wave likelihood approximation \( [2, 27, 83, 84, 90] \). However, many useful coordinates (such as mass ratio \( q \) and symmetric mass ratio \( \eta \)), for which gravitational wave events are well parameterized, are affected by finite boundary effects. This causes a displacement in the peak of the likelihood function from the mean or median of our parameter estimation samples (see Figure 1). By optimizing the parameters of the multivariate normal distribution, normalized on a finite interval, we

![Figure 1. Multivariate normal likelihood approximation using two methods: (left) implicit parameterization and (right) optimized parameterization. Diagonal plots are one-dimensional marginalizations of the likelihood function, normalized on our bounded interval. Off-diagonal plots represent two-dimensional marginalizations, with contours drawn enclosing [25, 50, 75] confidence intervals. The Publication-Samples waveform samples for GW190521 are used for this example.](image)
can overcome these limitations [41].

A. Bayesian Inference

Using full numerical relativity to simulate precessing merger events is the only way to fully characterize a binary black hole inspiral and merger in complete rigor. While some groups are actively working on this [2, 16, 22, 25, 58, 60, 64, 66, 76, 79, 93, 119], computational limitations impose difficulties on such parameter estimation implementations [107]. The catalog associated with the first part of LIGO’s third observing run (O3a) explains that phenomenological, effective one body, and numerical relativity surrogate waveform approximants are used in place of direct numerical relativity parameter estimation for the Gravitational-wave Transient Catalogs [7]. We know that this posterior is the product $L(x) \propto p(x)$, where $p(x)$ is a fiducial prior, and $L(x)$ is the marginal likelihood that a waveform with parameters $x$ describes a real gravitational-wave observation. In this study we include likelihood approximations with the parameter estimation samples provided in the Gravitational-Wave Transient Catalogs [4, 7, 30–32, 34]. For each event in LIGO–Virgo’s third observing run, we provide Cartesian-spin models as well as aligned-spin models for each of the high modal waveforms available in the publicly released samples for each event. Waveforms included in the associated data release include IMRPhenomD [65, 69], IMRPhenomPv2 [56, 68], IMRPhenomPv3 [70], IMRPhenomPv3HM [86], IMRPhenomXPHM [53, 91, 92], SEOBNRv3 [88, 102], SEOBNRv4 [21], SEOBNRv4PHM [38, 87], and NRSur7dq4 [108] as well as others [10, 43, 44, 61, 80, 99].

Developing a likelihood approximant from posterior samples without revisiting gravitational-wave strain data requires re-weighing fair draw posterior samples by the inverse prior for each set of astrophysical parameters studied [17]. The mass prior removed from each posterior is uniform in Cartesian spin components $M_{c,z}$. For parameterizations which include a distance parameter, the prior removed is as the inverse square of the luminosity distance. A uniform prior is assumed for neutron star tidal parameters.

\[ p(M_{c,z}, \eta) dM_{c,z} d\eta = \frac{4}{(M_{\text{max}} - m_{\text{min}})^2} \frac{M_{c,z} dM_{c,z} d\eta}{\eta^{6/5} \sqrt{1 - 4\eta}} \]  

(1)

This is consistent with prior work [74]. The prior in spin removed for each posterior is uniform in Cartesian spin components [26]. For parameterizations which include a distance parameter, the prior removed is as the inverse square of the luminosity distance. A uniform prior is assumed for neutron star tidal parameters.

B. Likelihood estimation

For parameters of which Gaussian noise is expected, but that face finite boundary constraints that significantly truncate a sampled distribution, direct inference of the $\mu$ and $\Sigma$ parameters for a bounded multivariate normal distribution (from the sample mean and covariance) is a poor approximation. As with any parametric model, an alternate construction of $\mu$ and $\Sigma$ for a bounded multivariate normal distribution is to optimize those model parameters. This optimization compares the bounded multivariate normal distribution $L(x|\mu, \Sigma) \propto G(x-\mu, \Sigma)$ to an estimate of the marginalized sample distribution for each combination of one and two astrophysical parameters of interest (normalized on a bounded interval). To illustrate the effectiveness of this method, Figure 1 shows the benefit of an optimized fit visually. In that example for GW190521, the offset in $\mu_\eta$ is 1.006$\sigma_\eta$ (from the optimized parameterization), where the marginals for the optimized method have an average KL divergence of 0.016, compared to the mean and covariance estimate’s 0.074. This demonstrates a clear increase in the optimized parameterization’s goodness of fit, over the simple inferred parameterization. More details about the estimation of this KL divergence statistic are included in Appendix B.

1. Multivariate normal parameterization

The Multivariate Normal distribution has many properties which are ideal for population models, such as triv- ial normalization and ease of drawing fair-draw independent identically distributed random samples. The peak of the multivariate normal likelihood is characterized by a set of parameters $\mu$. Its shape is determined by a characteristic covariance $\Sigma$. The multivariate normal likelihood is given by

\[ G(x - \mu, \Sigma) = \left(\frac{1}{2\pi^d \Sigma} \right)^{-\frac{1}{2}} \exp \left[ -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right] \]  

(2)

Values for each component of $\mu$ and $\Sigma$ can be inferred implicitly from the mean and covariance of a sample distribution. As seen in Figure 1, this has limitations when samples are affected by a finite boundary condition. We need to incorporate an assumption that our likelihood function $L(x), \propto G(x - \mu, \Sigma)$ inside of our bounded interval, and that $L(x) = 0$ outside of that interval.

We optimize the multivariate normal distribution as a parametric model using maximum likelihood estimation (see appendix B). The characteristic covariance parameters can be further decomposed to reduce degeneracy in our model. $\Sigma = \sigma \rho \sigma$ where $\sigma$ is a characteristic standard deviation, and $\rho$ is a characteristic correlation matrix. The correlation parameters have useful properties of symmetry ($\rho_{i,j} = \rho_{j,i}$), unity along the diagonal ($\rho_{i,i} = 1$), and are bounded within $-1 \leq \rho_{i,j} \leq 1$. A multivariate normal distribution with $k$ dimensions will have $k$ parameters in $\mu$, $k$ parameters in $\sigma$, and $(k^2 - k)/2$ parameters in $\rho$. These total $(k^2 + 3k)/2$.

A fully generic optimization of a parametric model describing the sample population would require an evaluation set $X_{eval}$ for the full dimensionality of our fit.
As the number of dimensions increases, the number of samples required would increase alongside it. At this stage, we take advantage of the fact that the multivariate normal distribution can be trivially marginalized to one- and two-dimensional marginals, without any loss of information. We fit all of the corresponding one- and two-dimensional marginals, \( G(x_i - \mu_i, \sigma_i) \) and \( G([x_i, x_j] - [\mu_i, \mu_j], [[\sigma_i^2, \sigma_i \sigma_j \rho_{ij}], [\sigma_i \sigma_j \rho_{ij}, \sigma_j^2]]) \), which are independently renormalized in their own bounded regions. In doing so, we also fit \( G(x - \mu, \Sigma) \).

The goodness of fit criterion for the NAL models are evaluated using a discretized Kullback-Leibler (KL) divergence, comparing the NAL approximation of \( L(x) \) to that of the Gaussian process for each marginalization (see appendix B for more about error reduction) [72].

2. Non-parametric likelihood estimation

Optimizing the multivariate normal distribution as a parametric model benefits from an intermediate estimation of the marginal sample density. [The underlying reweighted posterior samples characterize a higher-dimensional posterior than the one we seek to model with a Gaussian, with many nuisance parameters; we do not simply fit a multivariate Gaussian applied to the whole the 15-dimensional posterior.] Instead, we use the fact that any multivariate Gaussian is fully determined by all of its one and two-dimensional Gaussian marginal distributions. With this general feature, we can reconstruct our multivariate Gaussian by comparing our Gaussian model to an estimated full marginal likelihood on these much simpler (and numerically very stable) lower-dimensional marginal distributions.

One set of methods for identifying these one- and two-dimensional marginal densities is to use histograms with various smoothing and binning procedures that reduce the risk of overfitting or underfitting a sample [97], and many of these solutions are used in gravitational-wave likelihood estimation [36, 37, 42, 75, 118]. We note that some of these works [42, 74] make use of Gaussian Process Regression to interpolate samples of the gravitational-wave likelihood function for individual events.

Motivated by these and other prior works, we use Gaussian-process approximations to our (rewighted) low-dimensional posterior histograms, to produce smooth intermediate non-parametric likelihood estimates for our one- and two-dimensional marginal distributions. Our implementation of Gaussian processes toward this objective makes use of one- and two-dimensional histograms with a fixed bin width; see Appendix B for details. These marginal fits provide a smooth interpolation of the likelihood function derived from the catalog samples, normalized on our bounded interval.
III. RESULTS

Figure 4 highlights the agreement between NAL models and the sample distribution for the preferred samples of confident BBH events in O3 for both aligned and precessing spin parameterizations. We find that waveform systematic vastly outweigh the information lost when NAL models are used to represent the sample distribution. The KL divergence-based measure of the quality of each fit is available as part of the associated data release; see Appendix B for details. A bounded multivariate normal distribution in these parameters is sufficient for fully characterizing the astrophysical parameters of events without significant non-Gaussian features (such as bi-modality). This model has many useful properties, including a way to generate random samples, fast likelihood evaluation, symbolic marginalization and transformations, and parameters which describe the Maximum Likelihood Estimate (MLE), uncertainty, and parameter correlation. We provide fits for the mass parameters, distance, aligned spin, tidal deformability, and Cartesian spin components for available samples in the Gravitational-Wave Transient Catalogs [4, 7, 30–32, 34].

Figure 1 shows the advantages of these fits for three-dimensional likelihood approximations, using an aligned spin model. Figure 2 shows the agreement for fits to the tidal parameters $\tilde{\Lambda}$ and $\delta \tilde{\Lambda}$ with mass parameters. Tidal parameter fits are available for events/waveform combinations with catalog support, including fits for GW170817 and GW190425. Figure 3 shows an agreement for Cartesian spin components with high spin. Cartesian spin fits are available for event/waveform combinations with catalog support. Examples for different types of fits are provided in table I.

A. Catalog of models

Figure 5 illustrates some properties of our NAL fits for the GWTC-3 catalog. Specifically, this figure provides point estimates for each event based on our inferred Maximum Likelihood Estimate (MLE) values for $M_c$ and $\eta$ (i.e., it shows our inferred $\mu$ parameters for each event). Each point estimate is color-coded by a naive frequentist estimate of how similar the mass ratio $\eta$ is to equal mass, relative to each observation’s individual measurement error.

This figure demonstrates the practical utility of NAL for understanding, communicating, and representing GW parameter information: we can efficiently characterize individual events’ properties and highlight events with notably unique properties, such as unequal masses. For example, in this figure, the six events color-coded in green are manifestly noteworthy as potentially unequal-mass GW sources. The many familiar frequentist diagnostics enabled by NAL should help conceptually identify and differentiate between current and future clusters of observations.

As noted previously, our NAL estimates are distinct from and more accurate than estimates based on the sample mean or median of parameter estimation samples for events with significant effects from a finite boundary in parameter space, such as is seen in the symmetric mass ratio for events with equal mass. As demonstrated by Figure 5, many currently-detectable GW sources are are near or consistent with equal mass. Other parameters affected by similar finite boundary effects include spin ($-1 < \chi_{\text{eff}}$, $\chi_{i,j} < 1$) and neutron star deformability ($0 < \tilde{\Lambda}$), for which an out-of-bounds parameterization is not physical. As the shape of the mass distribution, the spin distribution, and the neutron star equation of state are key questions in this era of gravitational-wave astronomy, better estimates of these parameters are of immediate inherent value to studies of the gravitational-wave population.

We provide NAL fits for many characterizations of the astrophysical parameters for each event in the...
Gravitational-wave Transient Catalogs, for every available waveform approximant in the posterior samples released. We provide fits for Cartesian spin components and tidal deformability parameters for waveform approximants that support those parameters. Table II (in appendix C) outlines the types of fits available in our data products, as well as the prior removed from each associated set of samples.

### IV. APPLICATIONS

While providing a compact, interpretable representation of GW inferences provides the primary justification for using an NAL representation, our approach also opens up additional opportunities. The following sections briefly summarize two opportunities in low-latency parameter inference and in population inference, respectively; see

#### A. Opportunities for low latency parameter estimation

In the coming observing runs for ground-based gravitational-wave detectors, there is a need for model-ready parameterization solutions for the potential follow-up of electromagnetic counter-parts to gravitational-wave observations. Many groups are working to address this challenge, using a variety of methods [1, 29, 39, 48, 50, 78, 98]. Our Gaussian approximations can be efficiently built from sparse training data. We can train these Gaussians using either posterior samples or marginal likelihoods, such as the outputs of the RIFT parameter inference engine. As a result, NAL can be an ingredient in or an outcome of low-latency parameter inference. NAL parameterizations also offer an opportunity to interpret posterior sample outputs from other low-latency approaches such as the output of a neural net (for example, [39]).

As a concrete example, Figure 6 shows the results of reconstructing GW190412 with IMRPhenomD, based on marginal likelihoods for (detector-frame) masses and spins provided by RIFT on an initial, weakly-targeted set of candidate evaluation points in the neighborhood of the binary parameters flagged by a search for follow-up. In this proof-of-concept we employ the detector-frame masses without significant loss of generality, because most binary sources meriting follow-up will occur at low redshift and therefore have minimal practical difference between their detector and source frame masses. In this example, a set of points in \((\mathcal{M}_c, \eta, \chi_{\text{eff}})_k\) are

| Event          | Parameters                                                                 | KL Divergence | KL (simple) |
|----------------|----------------------------------------------------------------------------|---------------|-------------|
| GW190521       | \(\mathcal{M}_c = 65.6^{+0.5}_{-0.5} \, M_\odot, \eta = 0.2498^{+0.0002}_{-0.0002}, \chi_{\text{eff}} = 0.057^{+0.23}_{-0.23}\) | 0.016         | 0.071       |
| GW190408,181802| \(\mathcal{M}_c,z = 23.53^{+0.94}_{-0.94} \, M_\odot, \eta = 0.248^{+0.0017}_{-0.0017}, \chi_{\text{eff}} = -0.04^{+0.10}_{-0.10}\) \(d_L^{-1} = 6.7^{+1.6}_{-1.6} \times 10^{-4} \text{Mpc}^{-1}\) | 0.033         | 0.066       |
| GW190425       | \(\mathcal{M}_c = 1.438^{+0.03}_{-0.03} \, M_\odot, \eta = 0.227^{+0.0016}_{-0.0016}, \chi_{\text{eff}} = 0.09^{+0.05}_{-0.05}\) \(\tilde{\Lambda} = 208^{+87}_{-206}, \delta \tilde{\Lambda} = 37^{+188}_{-37}\) | 0.019         | 0.037       |
| GW190517,054101| \(\mathcal{M}_c = 25.9^{+2.5}_{-2.5} \, M_\odot, \eta = 0.2498^{+0.0002}_{-0.0023}, \chi_{1x} = 0.00^{+0.45}_{-0.45}, \chi_{2x} = 0.00^{+0.48}_{-0.48}, \chi_{1y} = 0.00^{+0.45}_{-0.45}, \chi_{2y} = 0.00^{+0.46}_{-0.46}, \chi_{1z} = 0.66^{+0.19}_{-0.10}, \chi_{2z} = 0.43^{+0.41}_{-0.41}\) | 0.004         | 0.019       |

Table I. Maximum likelihood estimates for choice parameters for a few events, using the “PublicationSamples” samples for GWTC-2. Uncertainties represent the characteristic standard deviation of each fit, adjusted for coordinate boundaries. Included are the KL divergences for the optimized parameterizations, compared with the simple parameterizations inferred from the sample mean and covariance.
evolved with RIFT to produce a marginal likelihood $\mathcal{L}$, which we in turn approximate using NAL. Including queuing and startup time, the marginal likelihoods can be evaluated within a few seconds, followed by a comparable timescale for the associated Gaussian approximation and posterior.

The NAL result closely conforms to the results of an extended RIFT analysis with comparable settings. While imperfectly capturing the full range of parameters allowed by more comprehensive physics and waveform systems, this fast approximation could be one fruitful method to quickly characterize binary sources, particularly for downstream rapid population analysis.

We defer a systematic demonstration of and validation study for NAL for low-latency PE to a dedicated publication.

**B. Population inference**

NAL models can also be efficiently used within population inference calculations, to evaluate the necessary event-marginal likelihoods $\int dx \mathcal{L}_n(x)p(x|\Lambda)$ that arise when assessing how well a set of individual event likelihoods $\mathcal{L}_n(x)$ match the predictions of a parameterized population $p(x|\Lambda)$, where $x$ are binary parameters and $\Lambda$ are population parameters. The NAL approach provides a fast likelihood and even natural Monte Carlo sampling method for $\mathcal{L}_n$, enabling us to efficiently evaluate each of these integrals.

The NAL method is particularly powerful when $p(x|\Lambda)$ is a generative model only available via Monte Carlo. Many astrophysical models are formulated by such Monte Carlo techniques, notably including isolated binary evolution but also many scenarios for dynamical formation [12, 19, 23, 33, 46, 96, 100, 106, 109, 116]. In our previous work we have demonstrated how to use these Gaussian approximations efficiently with these generative models [41, 45]. For some applications, a direct evaluation of the likelihood is desired, such as constraining the neutron star equation of state [42, 54, 55, 95, 117].

The fast likelihood evaluations afforded by NAL compare favorably to the speed and accuracy provided by other methods particularly in high dimensions. For instance, a kernel density estimate constructed using the fair draws from a posterior or likelihood will be slower by a factor that goes as the number of samples used to construct the estimate (as each sample is represented by a Gaussian for a standard KDE). This is worsened by the requirement of more and more samples for a kernel density estimate as the dimensionality of the space explored increases. When only a fixed number of samples are available, there is a limit to the number of dimensions that can be explored without losing accuracy.

To illustrate how NAL facilitate efficient comparisons of large population synthesis models to observations, Figure 7, drawn from VD’s Ph.D. dissertation [40], shows the likelihood comparison for a one-dimensional binary evolution study, focusing on the characteristic value for the Maxwellian black-hole kick velocity assumed by the binary evolution model. The M15 synthetic universe (the preferred model with the highest likelihood) is based on the M13 simulation from Belczynski et al. (2020)[19], with the only difference being the characteristic value of the Maxwellian black hole kick velocity assumed by the binary evolution model. The M15 synthetic universe (the preferred model with the highest likelihood) is based on the M13 simulation from Belczynski et al. (2020)[19], with the only difference being the characteristic value of the Maxwellian black hole kick velocity assumed by the binary evolution model.

We defer a systematic demonstration of and validation study for NAL for low-latency PE to a dedicated publication.
Figure 7. Illustration of the utility of NAL: This population synthesis example explores the agreement of binary evolution simulations to the observed confident detections in the first part of LIGO’s third observing run. The likelihood for each simulation is evaluated using NAL models to consider the agreement of each simulated binary to each gravitational-wave observation. This figure originally appeared in previous work [40].

Conclusions

In this paper, we demonstrate that using NAL models, we can take full advantage of the properties of the multivariate normal distribution without introducing a bias through finite boundary effects. We demonstrate further that these models succeed in reconstructing high dimensional likelihood functions for the parameter estimation samples with Cartesian spin components and tidal parameters. These likelihood models provide the full advantages of the properties of the multivariate normal distribution (fast evaluation, sampling methods, and symbolic transformations). Furthermore, the $\mu$ parameters of each significantly truncated Gaussian directly identify the location of maximum likelihood estimate more accurately than the sample mean or median. Therefore, NAL fits provide an advantage for population studies wherever the sample mean or median would be employed as the single parameter estimate for a gravitational-wave event.

Many other groups estimate the marginal likelihood function for each event directly from posterior samples [2, 28, 42, 54, 55, 67, 74]. While these methods have a high degree of accuracy, they suffer from computational limitations, especially for higher dimensional parameter spaces. Leading into O4, population studies will be forced to move away from using entire catalogs of samples to characterize the likelihood for each gravitational-wave event as the sensitivity of the detector increases and detections become more abundant [52]. This simple parametric approximation to that likelihood function provides a reliable tool which will continue to perform well as the scale of analysis increases, and already perform well to reconstruct the full astrophysical parameter space for gravitational-wave events in a computationally efficient way.

At the time of submission of this publication, we make the NAL models available publicly at https://gitlab.com/xevra/nal-data, as well as the code repository used to make these fits. Gravitational-Wave Approximate LiKelihood (GWALK) at https://gitlab.com/xevra/gwalk. An intermediate step in the construction of NAL models involves using a Gaussian Process Regression algorithm to model parameter estimation samples [111]. Our Gaussian Process code is available at https://gitlab.com/xevra/gaussian-process-api.
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**Appendix A: Impact of systematics on population inferences**

In the introduction, we outlined how systematic errors in our likelihood estimate propagate into population results. In this appendix, we provide a more generic treatment. Our approach applies to any systematic, be it deterministic or stochastic, notably including inaccuracy in the likelihood estimate (e.g., due to a Gaussian or other approximation; due to limited sample size) and including waveform systematics. Since stochastic systematics largely average out, our discussion will emphasize the impact of deterministic effects. In the discussion below, our notation will follow Appendix C in [116].

We consider a systematic controlled by one deterministic parameter $s$. This parameter could control interpolation between an exact and a gaussian approximation; waveform systematics; or some other measure of smallness. Each single-event likelihood realization $L(x|s)$ can be expanded in a series in $s$. For the purposes of this discussion we’ll only retain terms to linear order:

$$L(x|s) \simeq L(x|0) + s \partial_s L + \ldots$$

For simplicity omitting selection effects, the population likelihood $L_{\text{pop}}$ is the product of single-event likelihoods

$$L_{\text{pop}} = \prod_k L_k(x|s) \simeq \prod_k L_k(x|0) \left(1 + s \sum_k \partial_s L_k \right)$$

(A1)

To assess the impact of systematics in the limit of many observations, we consider the population-averaged log-likelihood, relative to a population $p(x|\Lambda)$:

$$\langle \ln L_{\text{pop}} \rangle_{\text{pop}} \equiv N \int p(x|\Lambda) \ln L(x|s)$$

$$\simeq \ln L_{\text{pop}}(0|\Lambda) + s N \int p(x|\Lambda) \partial_s \ln L(x|s)_{s=0}$$

(A2)

The first term characterizes the likelihood in the absence of systematics. In the limit of many observations, we assume this expression has a single global maximum, without loss of generality at the origin $\Lambda \simeq 0$. Expanding the first term to quadratic order in $\Lambda$ and the second term to linear order as

$$\ln L_{\text{pop}}(0|\Lambda) \simeq \text{const} - \frac{1}{2} \hat{N} \partial_s \Lambda$$

(A3)

$$G \equiv \int p(x|\Lambda) \partial_s \ln L(x|s)_{s=0} \simeq \text{const} + \Lambda \partial_s G$$

(A4)

we can show the population-averaged log likelihood has a global maximum of the form

$$\langle \ln L_{\text{pop}} \rangle_{\text{pop}} = \text{const} - \frac{1}{2} N \hat{\Gamma} \Lambda = \Lambda_0$$

(A5)

$$\Lambda_0 = s \hat{\Sigma} \partial_s G$$

(A6)

where $\hat{\Sigma} = \hat{\Gamma}^{-1}$ This final expression for $\Lambda_0$ expresses population hyperparameter biases in terms of (derivatives of) $G$, where $G$ represents population-averaged measurement errors. In short, we can calculate the expected impact of systematics on population hyperparameter inferences.

While exact results for realistic systematics like waveform uncertainty are computationally inaccessible or stochastic, we can capture the essential features of many systematic errors with simple toy models. Calculations of this form will reproduce the simple order-of-magnitude estimates described in the introduction.

**Appendix B: Optimization and Goodness of Fit for Non-parametric and Parametric Models**

1. Non-parametric Likelihood Interpolation

In this section, we describe how the Gaussian processes which describe the one- and two-dimensional marginal distributions are trained, and how error is systematically minimized at each step. Let $x$ refer to a one or two dimensional set of parameter space. We begin by using one- and two-dimensional histograms to model the density of the catalog samples. For some number of bins, $n$, a histogram is constructed, representing the posterior samples as a likelihood by weighing each sample by the inverse prior. In this section, we call the centers of each bin $X_n$, and the bin values, normalized as a density, $Y_n$. A Gaussian Process (GP), $f_n(x)$, is trained using $X_n$ and $Y_n$, with training error estimated from weighted histogram bins through the use of binomial fraction estimation:

$$\sigma_{\text{hist}} = \sqrt{p \times (1-p)}$$

(B1)

These Gaussian processes make use of sparse Cholesky decomposition and cython compiled basis functions [111]. We provide this GP as a library at https://gitlab.com/kxevra/gaussian-process-api.

We then construct a similar histogram with $n+1$ bins, along with a similar GP, $f_{n+1}(x)$, trained using $X_{n+1}$ and $Y_{n+1}$. We then cross-evaluate $f_n$ and $f_{n+1}$ on each respective training set.
\[ \delta Y_n = |Y_n - f_{n+1}(X_n)| \quad (B2) \]
\[ \delta Y_{n+1} = |Y_{n+1} - f_n(X_{n+1})| \quad (B3) \]

We call this the "residual error", and we find that by minimizing these errors, using the Kolmogorov-Smirnov test \([71]\), we select an optimal number of bins for our histogram. Once this optimization is complete, we train another GP using both sets of training data (for \(n\) and \(n+1\)). For this final model, training error is estimated using the sum in quadrature of histogram error and the residual error. This final GP for each marginalization, \(f(x)\), will therefore have finer resolution than either \(f_n(x)\) or \(f_{n+1}(x)\).

2. NAL Optimization and Error Handling

The goodness of fit criterion for the NAL models are evaluated using a discretized Kullback-Leibler (KL) divergence, comparing the NAL approximation of \(L(x)\) to that of the Gaussian process for each marginalization, \((f(x))\) \([72]\). The KL divergence describes the amount of information lost by us a distribution \(Q\) to describe a reference distribution, \(P\). The KL divergence of a discrete random variable \(x\), from a space \(\mathcal{X}\), is given by:

\[ \text{KL}(P|Q) = \sum_{x \in \mathcal{X}} p(x) \cdot \log \frac{p(x)}{q(x)} \quad (B4) \]

For two multivariate normal distributions, the KL divergence is known analytically:

\[ \text{KL}(P|Q) = \frac{1}{2} \left[ (\mu_2 - \mu_1)^T \Sigma_2^{-1} (\mu_2 - \mu_1) + \text{tr}(\Sigma_2^{-1} \Sigma_1) - \ln \left( \frac{\Sigma_1}{\Sigma_2} \right) - n \right] \quad (B5) \]

A two dimensional multivariate normal distribution offset in \(\mu\) by one \(\sigma\) in one dimension will therefore have a KL divergence of 0.5.

The evaluation of the KL divergence on each NAL model is carried out using a grid of 100 points in each dimension inside our bounded region (100 points for 1D marginalizations and 10,000 points for 2D marginalizations). We use a maximum likelihood estimate approach in optimizing the fit parameters for our higher-dimensional Gaussians, taking advantage of the one- and two-dimensional kl divergence information available. The mean of the one- and two dimensional kl divergences is used to describe the goodness of fit for each bounded multivariate-normal distribution included in the associated data release.

Appendix C: GWALK Parameterizations
Table II. Here, we define the parameterization labels used in our study, and the associated code/data releases.

In table II, we describe the labels used in the data release to keep track of the parameters included in each type of model. We further clarify that \( M_{\text{c,z}} \) is a detector-frame chirp mass, \( M_c \) is a source-frame chirp mass, \( \eta \) is the symmetric mass ratio, \( d_{\text{ref}}^{-1} \) is the inverse of the luminosity distance, \( \tilde{\Lambda} \) and \( \delta \) are the tidal parameters, \( \chi_{\text{eff}} \) is the aligned spin in the plane of the orbit, and \( \chi_i \) is the spin of the \( i \)-th object (1 or 2) in the \( j \)-dimension (x, y, or z). The labeling of the prior which is removed from the posterior samples for each fit is corresponds to the simplest parameterization label which removes the same prior. All models must account for the mass prior, and some must account for distance. The uninformative spin prior is removed for different spin parameterizations (see sec II A).
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