Modeling and Simulating the Aerobic Carbon Metabolism of a Green Microalga Using Petri Nets and New Concepts of VANESA

Abstract: In this work we present new concepts of VANESA, a tool for modeling and simulation in systems biology. We provide a convenient way to handle mathematical expressions and take physical units into account. Simulation and result management has been improved, and syntax and consistency checks, based on physical units, reduce modeling errors. As a proof of concept, essential components of the aerobic carbon metabolism of the green microalga *Chlamydomonas reinhardtii* are modeled and simulated. The modeling process is based on xHPN Petri net formalism and simulation is performed with OpenModelica, a powerful environment and compiler for Modelica. VANESA, as well as OpenModelica, is open source, free-of-charge for non-commercial use, and is available at: http://agbi.techfak.uni-bielefeld.de/vanesa.
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1 Introduction

Modeling biological systems is necessary to understand and predict behavior. Depending on available information about the system of interest, different modeling approaches can be selected, e.g. static versus dynamic, discrete versus continuous or deterministic versus probabilistic. There is a choice between rule-based systems, grammars and corresponding automata, or graph-based approaches such as Petri nets. This paper focuses on Petri net-based modeling and simulation. A basic knowledge of Petri nets is assumed. For an introduction to Petri nets, readers should consult [1]. The definition of hybrid Petri nets (HPN) is given in [2], and the extension of HPN to hybrid functional Petri nets (HFPN) is nicely described in [3].

One advantage of HPN is the flexibility of modeling. Even if very little information is available, a discrete Petri net approach can be applied. With advances in high throughput measurement techniques in systems biology, an increasing amount of large-scale biological data will be produced. These quantitative data sets enable the construction of (partially) quantitative models which can be realized using HFPN formalism.

Accurate modeling and simulation requires an appropriate formalism as well as efficient and accessible software. There are only few tools available which allow modeling and simulation of HFPN, such as Cell Illustrator [4] and Snoopy [5]. Cell Illustrator is a commercial tool with a graphical user interface (GUI) is designed for systems biology applications. The Petri net framework Snoopy offers various Petri net classes for modeling and simulation. The extended hybrid Petri net formalism (xHPN) [6] unifies different Petri net concepts, such as HPN, HFPN, and stochastic Petri nets [7], among others. It offers hybrid modeling using discrete, continuous, and stochastic transitions as well as discrete and continuous places and standard arcs, inhibitory arcs, and test arcs. Functions, depending not only on current marking of the Petri net, can be attached to any arc and to continuous transitions as speed function. Activation of transitions can be manipulated by boolean expressions.
Places may have upper and lower capacities. Furthermore, strategies for Petri net conflict solution can be set. A description of all available elements and attributes is given in [6], a brief mathematical definition is given in [8], and the extensive definition is given in [9]. xHPN has already been deployed in biological as well as in non-biological application cases. The open source library PNlib [6] implements the xHPN formalism and is written in the equation-based object-oriented modeling language Modelica [10]. Due to the complete specification of conflict handling within the formalism (and thus within the library), the library is independent of the software which is used for compilation and simulation. It leads to transparent and comparable simulation results, which is not the case for black box implementations. Free and commercial Modelica compilers are available, e.g. OpenModelica, JModelica, and Dymola [11].

VANESA [12] is a software for modeling, simulating and analyzing biological networks. A typical workflow is shown in Figure 1. The process of modeling can either be supported by data stored in the data warehouse or by creating a network manually, based on lab and/or literature data. The data warehouse DAWIS-M.D. [13] integrates several molecular biological databases, such as KEGG [14], Brenda [15] and PPI databases (IntAct [16], MINT [17], HPRD [18]). VANESA accesses the data warehouse via web service. The resulting network can be edited and further transformed into a Petri net. This transformation is necessary for simulation. Simulation is performed by the OpenModelica compiler (OMC) [19]. Petri nets are exported as Modelica models and are compiled with the Petri net library PNlib. Exporting the Modelica model and calling the OMC is done by VANESA in the background. The user only needs to interact with VANESA. After the simulation process is finished, simulation results are visualized in VANESA and can be examined. With these insights the model can be adjusted, which leads to a new run of the workflow. Additionally, biological networks as well as Petri nets can be analyzed by implemented graph algorithms.

![Figure 1: Workflow of VANESA: (1) create biological network using prior knowledge, (2) use the data warehouse, (3) transform biological network into Petri net, (4) perform Petri net simulation, (5) analyze Petri net and biological network, (6) insights could lead to new experiments and (7) share network with others [12].](image)

VANESA has already been applied in several case studies [12]. Facing the immense complexity of biological networks, detailed modeling often requires dealing with the integration of complex functions as they occur, e.g. in kinetics. This leads to the following new requirements:

- Support of kinetic equations including physical units
- New connection to simulation executable
Support of entire xHPN formalism

Advanced visualizations (simulation results, logical nodes)

VANESA allows modeling of sophisticated biological systems such as metabolism, which is influenced by many factors such as enzyme concentration and activity, concentration of metabolites and co-factors, inhibitory and amplifying effects. Knowledge of the impact of these factors and the dynamics of their kinetic interplay is essential for a complete understanding of the system.

The green alga \textit{C. reinhardtii} is one model organism which produces hydrogen under certain stress conditions [20]. Since improving hydrogen production is of enormous economic interest, an enhanced understanding of the system through modeling would facilitate commercial developments. One of the best ways to describe the behavior of a biological system in a large-scale industrial set-up is a deterministic model [21].

Predicting the evolution of the key factors of the metabolic system under consideration is of high interest due to an increasing amount of biotechnological production processes, e.g. biofuel [22], [23], hydrogen production [24], and amino acids [25].

The new features required to model such systems were analyzed, and the implementation of appropriate new concepts and features extends VANESA significantly. The current release of VANESA (0.3.2) containing the concepts and features is available from http://agbi.techfak.uni-bielefeld.de/vanesa. In order to demonstrate the functionality of our novel model platform, we chose a metabolic network mapping relevant aspects of the carbon metabolism of the green microalga \textit{C. reinhardtii} under aerobic growth conditions. This network comprises, inter alia, the gluconeogenesis.

2 Architecture/Implementation/Workflow

In the following, we describe important changes of VANESA, and compare them with the implementations of Cell Illustrator 4.0 (latest scientific publication) and Snoopy 1.21.

2.1 Mathematical Expressions and Physical Units

Extraction of parameters

The rate of change of metabolite concentrations is given by the kinetics of enzymes. The mathematical functions describing kinetics may have a simple or a rather complex structure with several parameters. Parameters, such as $k_m$ (Michaelis-Menten constant) values, may occur multiple times in one kinetic function, making the separation of parameter values and the mathematical function including these parameters desirable. In this manner the value of a parameter can be easily updated without changing the structure.

Syntax check and rendering

A kinetic function may consist of several fractions composed of nested terms which are usually grouped by brackets. This structure is distinct but may be non-intuitive for complex functions. Manually editing functions may introduce human error. Thus, we implemented an approach which parses functions and determines if they represent a valid mathematical function. If a mistake is detected, the position in the function is output, while if they are correctly parsed they are rendered easily recognizable in LaTeX.

Physical units

Each parameter has three attributes: name, value, and physical unit. For the process of modeling, units may remain unspecified. Units are taken into account before a simulation is performed. The OMC analyzes all mathematical expressions and parameters. For parameters and expressions which have not been assigned a unit, the appropriate unit is computed. If no unit can be assigned, feedback is given to the user. Additionally, it is verified that the unit of speed functions describes a change over time e.g. $\text{mol s}^{-1}$. Performing this analysis has two advantages, namely that wrong units can be detected very fast and that structural verification of expressions can reveal hidden mistakes. For example, the expression $(a - b)/c$ may be mistakenly given as $(a - b)/c$. The syntax of both expressions is valid, so the mistake cannot be revealed by the syntax check itself. If units are taken into account, $a$ and $b$ have to have the same unit and if unit of $a \neq$ unit of $\frac{b}{c}$ the mistake can be detected.

2.2 Further Modeling Features

Knock out of reactions
Knocking out a reaction is a common way to investigate the influence of this specific reaction on the modeled system. If a reaction is knocked out, it neither consumes nor produces any substances, which is equal to a maximum reaction rate of 0. For the simulation process of a Petri net, the maximum speed function of each knocked out transition is thus exported as 0. Alternatively, all connected arcs of a knocked out transition could be deleted, but this would change the topology of the Petri net.

**Constant metabolites**

In complex biological systems the concentration of almost every metabolite depends on reactions and in turn influences the reaction rates. In an early stage of modeling or for a thorough investigation of a system, it might be helpful to neglect the concentration dynamics of a particular metabolite, but not the numerical concentration value. In a Petri net a constant metabolite is represented by a place, where the weight of its incoming arcs is set to 0 and its outgoing standard arcs are replaced by test arcs.

**Logical elements**

In Petri nets, each place (or represented metabolite) may occur only once. Metabolites (such as ATP, ADP) which are involved in several reactions are represented by a single place. While in network visualization, one such place may occur multiple times in different positions as a visual aid, only one copy is present in the exported Petri net.

**Support of entire xHPN formalism**

In this version, the entire xHPN formalism is available for modeling. Support of speed functions for continuous transitions, conditions, and conflict solving strategies are among the important additional concepts that were added. Speed functions are beneficial for modeling kinetics. The reaction speed is represented by the maximum speed of the continuous transition. A continuous transition, in general, does not have a speed function as an attribute. Thus, the speed function was multiplied with the arc weight of each connecting arc.

### 2.3 Simulation and Visualization

The simulation of a Petri net is performed by employing OMC of OpenModelica release 1.12.0. The Petri net is exported as Modelica code, which is compiled together with the PNlib by OMC. The major change is the execution of the compiled simulation. In the past, the compiled simulation was executed and afterward, the file containing the simulation results was loaded and visualized. The major changes are described in the following.

**Connection to OMC**

Besides the compilation of the Petri net model, advanced features of OMC are used. One of these features is the unit check. Additionally, OMC performs further analysis and consistency checks of the model. All warnings and errors are then reported to the user.

The communication of VANESA and the simulation executable is realized by the TCP/IP Client-server model. VANESA is the server and waits for the connection of the simulation client. When the connection is established, the simulation result for each computed time step is sent as byte stream and processed. If problems occur while execution (such as numerical problems of the integrator), warnings and errors are shown to the user. Based on the simulation result and the feedback the user can stop the execution of the simulation and can adjust the model. It is not necessary to wait until the execution has finished.

**Visualization of simulation results**

Simulation results are dynamically visualized while the simulation is running. In contrast to previous releases, the user does not have to wait until the simulation process has finished. As for places, the chart shows the number of tokens for each time step, and for the transitions, the actual firing speed for each time step is shown. For arcs two functions are drawn, the actual token flow and the cumulated token flow. If multiple places are selected, the chart shows the number of tokens for the selected places. If only one node or arc is selected, the chart shows all stored simulation results of this entity.

The distribution of tokens for a particular time step can be shown by the use of the slider. If the slider is set to a specific time step, the number of tokens for this time step is drawn in each place. Transitions which are active at this time step are colored red.

If one simulation result is selected, the detailed view shows the tokens of all places for all time steps in a table and plots a chart for the tokens of each place. These charts are either scaled individually or have the same scaling. Individual scales focus on the individual properties of each place. Enabling a common scaling for all charts makes it possible to focus on the global behavior of change of tokens.

### 2.4 Exports and Documentation

**Graphics and simulation results**

...
The graph displaying the modeled system as well as charts showing simulation results, can be exported in various formats, such as PNG, SVG and PDF. Excerpts can also be created by zooming in on the desired area. A single simulation result can be exported in CSV format to analyze raw simulation data with external tools and to share the data. This export includes all attributes that are visualized in graphs (places, transitions and arcs). Additionally, this file can be also imported and mapped to the graph as a simulation result.

**LaTeX export**

Sharing a whole model is important for collaborative work and for the transparency. For this purpose, we implemented LaTeX export of models. This export generates a LaTeX file, which can be compiled as a PDF. It contains an image of the graph (as it is visualized in VANESA), all initial values, all equations showing preconditions, postconditions, speed functions, and all parameters of each equation. If the model takes units into account, the unit is exported for all initial values and parameters as well. In the table of initial values it is also indicated whether a place has a constant amount of tokens. If equations are disabled (in biology: “knocked-out”), it is also shown that their speed function equals 0. This automatically-generated document provides all information necessary to model or adapt the system.

**SBML L3v1 export**

The default format for storing and loading models of VANESA is Systems Biology Markup Language (SBML). Attributes of the model which are not supported by SBML natively are stored as SBML annotations. The model is stored independently of possible simulation results because simulation results would increase the size of the SBML file drastically, and further processing of simulation results with external tools will be easier using the more general CSV format. The export was updated to Level 3 version 1 [26]. Using JSBML library ensures that the saved model is a valid SBML model.

2.5 Comparison and Discussion of Features

An overview of the new features of VANESA in comparison to already implemented features of Cell Illustrator and Snoopy is provided in Table 1. Some of the features, such as (image) export of simulation results are implemented in Cell Illustrator and Snoopy, while some features are implemented in only one of the tools. Snoopy has a strong support of mathematical expressions and only lacks rendering of expression while modeling. In VANESA a LaTeX rendering of mathematical expressions is provided as export. Concepts of constant places and knocked out transitions are implemented in a very user friendly way as check boxes. In Snoopy constant places are also realized as check boxes and speed functions of transition are assigned to different function sets. For the simulation one function set has to be chosen. Cell Illustrator does not have a native support for the concept of constant places and knocked out transitions.

| VANESA feature                      | Cell Illustrator | Snoopy |
|-------------------------------------|------------------|--------|
| Extraction of variables             | no               | yes    |
| Syntax check                        | yes              | yes    |
| Rendering of expressions            | no               | no     |
| Physical units                      | yes              | no     |
| Knock out                           | (yes)            | yes    |
| Constant metabolites                | no               | yes    |
| Capacities                          | yes              | no     |
| Logical elements                    | no               | yes    |
| HFPN support                        | yes              | (yes)  |
| Definition of conflict handling     | yes              | no     |
| Visualization of sim. res. for places, transitions, arcs | yes, yes, no | yes, yes, no |
| Image export                        | yes              | yes    |
| LaTeX export                        | no               | yes    |

The major difference of VANESA and Snoopy is the Petri net formalism. Speed functions of transitions may only depend on constants and pre-places, but not on other places of the Petri net [26]. In Snoopy, the use of modifier arcs is mandatory to define reaction speeds which depend on other places than those representing substrates, but modifier arcs do not affect the network topology and the Petri net semantics. In contrast to Cell Illustrator, Snoopy does not provide enabling conditions, the concept of lower and upper capacities, and the definition of conflict handling (e.g. set priorities of transitions). A unique feature of VANESA is the visualization of the token flow of arcs.
In general, the use of bio-semantics in Snoopy allows for the coincidence of non-enabledness and zero speed functions yielding non-negative markings, which is accepted to permit significant performance enhancement but might not be desirable by the user. The recently published adaptive semantic [27] which ensures non-negative marking of pre-places is implemented in Snoopy for continuous Petri nets, but it does not apply for continuous parts of a hybrid Petri net. Thus, in continuous parts of a hybrid network, the number of tokens may get negative. In addition, if the speed function of a continuous transition in a continuous or hybrid Petri net becomes negative, the flow of tokens becomes reversed (from post-places to pre-places). This makes it very difficult to comprehend and compare the simulation results of Snoopy. The implementation of PNlib ensures the non-negativity of markings and speed functions.

3 Application

3.1 Characteristics of the Carbon Metabolism of *C. Reinhardtii*

The carbon metabolism of *C. reinhardtii* consists of many pathways, e.g. glycolysis, gluconeogenesis, citric acid cycle, fermentative pathways, etc. The modeler has to make a choice as to what extent different pathways are represented in the model. For our application case we want to demonstrate how metabolic pathways relevant for the algal behavior under aerobic conditions are transferred into a mathematical model.

Besides photoautotrophic growth using carbon dioxide and light energy for assimilation processes [28], this green freshwater alga can also consume acetate as a carbon and energy source to build up biomass under aerobic conditions (heterotrophic growth) [29].

The generation of sugars from non-sugar carbon sources proceeds via gluconeogenesis, which is the reverse pathway of glycolysis. In order to ensure metabolic flow in the direction of glucose production (Glc), some antagonistic reactions are catalyzed by dedicated enzymes. This enables a precise regulation depending on the metabolic situation in a cell. First, acetate is taken up and converted into acetyl coenzyme A (Acetyl-CoA). Acetyl-CoA feeds the tricarboxylic acid (TCA) cycle, and in the following oxaloacetate (OAA) is converted into phosphoenolpyruvate (PEP). PEP is then used for the synthesis of longer carbon chain compounds. An overview is displayed in Figure 2.
3.2 Data Sources and Challenges

Literature and databases represent important information sources if novel generated data is not available. We made use of BREND A [15] and a specific set of publications for the missing kinetic values describing reaction velocities $v_i; v_{33}, v_{35}, v_{44}[30], v_{37}, v_{56}[32], v_{28, v_{29}}[33], v_{2}[34], v_{17, v_{16}, v_{19}, v_{20}, v_{21}, v_{22}, v_{23}, v_{55, v_{56}}[35], v_{24}, v_{25}, v_{26}[36]$. In the best case, the publication provides the kinetics (speed function) with all its parameters for the desired enzyme. If a reaction is to be reversed, the kinetics can be transformed to provide the desired direction. If only parameters are available, a suitable kinetic law (such as reversible/irreversible Michaelis-Menten) has to be chosen and applied. Time in the model is given in minutes. Evidently, knowledge of the parameters as $k_m$ and $k_{cat}$ (turn-over rate) values is essential. Some of the used $k_m$ and $k_{cat}$ values were retrieved from selected publications and complemented with information from BREND A. Some parameters were set according to information about other species due to limited information about the corresponding enzymes of C. reinhardtii.

The entire set of these ordinary differential equations, parameters, and initial values can be found in the generated documentation in supplement.

Apart from speed functions and their parameters, initial concentrations for metabolites are essential for the model. Integration of these values into the model offers the user the opportunity to adjust the model to desired requirements, even if data on enzymes is solely taken from databases. In our example, all initial values are set according to own lab data, wherever possible. Model compartments are omitted. This results in exactly one initial concentration for each metabolite. Moreover, some metabolites held constant.

### 3.2.1 Estimation of Physiological Concentrations

Precise quantification of metabolic concentrations is often critical to achieve. As a consequence, there are only values for a few organisms available. Cellular concentrations of highly instable substances like NADH or ATP...
are rarely quantified. Therefore, we collected values from a huge variety of different species and looked at the ranges and the distribution of physiological concentrations. To avoid the influence of extremophilic species on the finally selected value, we calculated the median of each data set (\(n\) representing the number of data points). This method was applied to NADPH (\(n = 4\)), NADP\(^+\) (\(n = 34\)), NADH (\(n = 10\)), NAD\(^+\) (\(n = 40\)) and ATP (\(n = 11\)) (Supplementary Table 1). Due to a paucity of known intracellular concentrations, we extracted values of some substances from a single reference: \(O_2\) [37], reduced ferredoxin [38] and oxidized ferredoxin [38].

### 3.3 Model Construction with VANESA

VANESA and its new features were used to construct the model. First, the topology of the aerobic system was established by creating nodes for each reaction and metabolite and connecting the nodes with respect to the reactions. Metabolites that are involved in multiple reactions are modeled as references and occur many times. In the second step, speed functions and parameters were set. Syntax checks and rendering of these functions were applied to avoid modeling errors. In the end, initial concentrations were set to the metabolites. For the process of simulation, the created biological network was transferred into a continuous functional Petri net. Each reaction is represented by a continuous transition and each place describes the properties of a metabolite. Finally, the information on physical units was used to check the mathematical expressions of the Petri net with the help of OpenModelica.

### 3.4 Simulation Results

The newly implemented connection between VANESA and OpenModelica as well as the visualization of simulation results were applied. The model was simulated for 20 time units of the model (in this case, time is modeled in minutes), to reach a quasi-steady-state condition for the inner metabolites. The whole process of simulation took 172 seconds (32 s for compilation and 140 s for simulation) on a i7 desktop computer with 16GB RAM. The number of evaluated intervals was set to 1000 to calculate smooth and accurate results. Selected simulation results are shown in the following. Figure 3(A) shows the temporal development of the concentration of acetate, which is one of the main substrates of the model. It is consumed by reaction \(v_{35}\). The reaction speed of \(v_{35}\) over time is shown in Figure 3(B). It is closely related to the amount of metabolites which is consumed. The simulation results for the arc from acetate to reaction \(v_{35}\) are shown in Figure 3(C). The dashed line shows the momentary metabolite flow over time and the regular line shows the sum of metabolites until a certain time point. Obviously, the speed of \(v_{35}\) and the metabolite flow of Figure 3(C) are congruent. The simulation result of an intermediate metabolite, PEP, is shown in Figure 3(D). The initial amount gets consumed quickly, but then PEP accumulates until time point 6. The product of this model is glucose and its precursor G6P. G6P accumulates over time as shown in Figure 3(B), as well as glucose, shown in Figure 4(A). Although G6P is the precursor of glucose, it accumulates, because it is produced at a higher rate than it is consumed. It is important to have a close look at the scaling of the ordinates.

![Figure 3](image.png)  
**Figure 3:** Simulation results of acetate, \(v_{35}\), the arc connecting acetate and \(v_{35}\), and PEP.
4 Discussion and Conclusion

The new features implemented in VANESA significantly facilitated modeling the aerobic metabolism of *C. reinhardtii*. As the use of parameters and mathematical expressions from literature has been shown to be error-prone; syntax checks, consistency checks based on physical units, and the rendering of mathematical expressions are proven to be useful in avoiding mistakes. By this means, an executable model could be built and simulated easily. As the simulation results show, the dynamics are visible and the visible presentation of simulation results for each node and arc in the model helps to investigate and understand the biological process.

Due to assumptions inherent in certain kinetic laws, e.g. the concentration of the product being zero at the beginning, the simulation time in the model comprises additional time for processes that do not have to be considered in the living cell. There is, e.g. a prolonged transient response to be observed in the computer model. The time frame of the computer model could be calibrated, of course, but as comparative lab data is rather static in general (e.g. gas chromatography – "mass spectrometry measurements), it makes more sense to compare model and lab data, once a quasi-steady-state is reached. While precise quantitative lab data is not available at the moment, it can be checked, at least, whether the formation of G6P seems to be reasonable. In vivo data in *E. coli* indicate a distinct concentration of hexose-phosphates, estimated at around 8.8 mM [39]. This concentration appears to be comparable for growth on different carbon sources indicating that the pool of phosphorylated sugars remains more or less constant under different conditions and might also hold true for different organisms. In order to achieve more precise model validations flux measurements where the microalga is fed with labeled acetate could give more details on the aerobic carbon metabolism [40], [41]. Time course experiments might enable to observe relative changes in metabolite concentrations allowing a direct comparison to the simulation results. Thus, with the here mentioned simulation platform new insights of the metabolism of *C. reinhardtii* are possible. In the future, application of findings for useful purposes such as metabolic engineering approaches for e.g. established productions in the unicellular microalgae such as hydrogen or terpene [42], [43], [44] are aimed at. However, this approach is easily transference to other biological systems of industrial interest. Simulations of metabolic networks can support the identification of bottle-necks and metabolic burdens in order to increase e.g. biofuel productions.

This first model has some constraints, such as omitting compartments and neglecting temperature effects in lab data. Moreover, parameters from different species had to be included. Our approach, using extended hybrid Petri nets, makes it easy to extend and refine this model. It is also possible to include data from proteome and transcriptome as well.
The Petri net shows the dependencies and directions of metabolites and reactions, and the user is assisted with complex mathematical expressions and parameters, as they occur in kinetics. Thereby, mistakes are avoided. This shows that the combination of VANCESA, xHPN formalism implemented in PNlib, and Open-Modelica with all their features provides a powerful modeling and simulation environment to apply extended hybrid Petri nets in systems biology.
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