Correlation-Driven Transient Hole Dynamics Resolved in Space and Time in the Isopropanol Molecule
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The possibility of suddenly ionized molecules undergoing extremely fast electron hole (or hole) dynamics prior to significant structural change was first recognized more than 20 years ago and termed charge migration. The accurate probing of ultrafast electron hole dynamics requires measurements that have both sufficient temporal resolution and can detect the localization of a specific hole within the molecule. We report an investigation of the dynamics of inner valence hole states in isopropanol where we use an x-ray pump–x-ray probe experiment, with site and state-specific probing of a transient hole state localized near the oxygen atom in the molecule, together with an ab initio theoretical treatment. We record the signature of transient hole dynamics and make the first tentative observation of dynamics driven by
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frustrated Auger-Meitner transitions. We verify that the effective hole lifetime is consistent with our theoretical prediction. This state-specific measurement paves the way to widespread application for observations of transient hole dynamics localized in space and time in molecules and thus to charge transfer phenomena that are fundamental in chemical and material physics.
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I. INTRODUCTION

One of the most fundamental problems in photophysics is the electronic response of a quantum system to an impulse. Impulsive excitation creates time-dependent oscillations in the charge density, i.e., an electronic wave packet or superposition of electronic states. This electronic superposition resulting from ionization produces rapid evolution in the electron hole (here referred to as a “hole”) density that may result in movement of charge density within the molecular frame, a process termed “charge migration” [1].

While this initial charge dynamics is purely electronic in nature, eventually this charge disturbance will couple to other degrees of freedom in the system such as nuclear motion, leading to a localization of the charge. This transfer of electronic charge across molecular bonds is fundamental to an understanding of charge transfer phenomena [2,3], essential in the quantum description of various biological and electrochemical processes. A deeper knowledge of these fundamental processes, including concepts of charge directed reactivity [4], may be used to steer photochemical reactions.

Recent technological developments in generating short wavelength radiation has enabled laser-driven impulses in gas phase and condensed phase systems [5–8]. These short wavelength laser pulses can efficiently drive removal of inner valence electrons. For cations of moderately sized molecules, where the Auger-Meitner decay [9–11] of the inner-shell hole is energetically forbidden, electron correlation connects the initial inner valence hole (IVH) state of the molecule to a discrete set of eigenstates of the cation spaced by 0.1–1 eV. This is because these high-lying cationic eigenstates are not well described by a single electron configuration [12].

In our work we implement a new experimental method to study the dynamics of inner valence hole states, which provides state and site specificity along with the requisite temporal resolution. We report new results that advance our understanding of decoherence and charge transfer phenomena following impulsive ionization. We study inner valence hole states in the isopropanol cation. Distinct types of temporal evolution are found for superpositions of cation states originating from the removal of an electron from different molecular orbitals. In Fig. 1 we show the photoelectron spectrum of the isopropanol valence states [recorded using extreme ultraviolet (XUV) synchrotron radiation at 90 eV]. These cationic states are labeled according to the position of the hole in the dominant electron configuration, with the inner valence states \( 7a^{-1} \) and \( 6a^{-1} \) being of primary interest in the current study (from here on we simplify the nomenclature and refer only to \( 6a \) and \( 7a \)). We probe the hole states following impulsive x-ray ionization using time-resolved measurements supported by \textit{ab initio} theory.

Many-electron theory distinguishes two types of charge migration: (a) where there are a small number of states with different spatial locations within the molecule so that the oscillating charge cloud moves back and forth across the molecule [12] and (b) where one localized hole state is coupled to a large series of delocalized states so the charge motion is of the form of a “breathing” of the charge density around a single center [1,13]. The paradigm for case (a) is the familiar double-well system where population of a gerade and ungerade state superposition results in the probability density oscillations between the two centers. The paradigm for case (b) is fundamentally different—it is the Bixon-Jortner model for coupling of a bound state to a quasicontinuum [14,15] predicting initial rapid decay followed by partial revivals. While case (a) has been observed indirectly (i.e., not via electronic observables)

![FIG. 1. Photoelectron spectrum of isopropanol, recorded using XUV synchrotron radiation at 90 eV (blue line). Gray vertical lines mark the spectral intensity calculated using ADC(2)x, colored lines are contributions to the spectral intensity of different orbitals \( 8a \) (purple) to \( 5a \) (green). Black dashed line denotes the double-ionization potential of isopropanol at 28 eV, measured at EPFL using spectrally filtered HHG in a photoelectron-photoion coincidence set up. Inset: Ball and stick diagram of the isopropanol \textit{gauche} conformer. Our resonant x-ray probe interrogates the local electron density at the oxygen site (red). Abbreviations: DIP—double ionization potential.](image-url)
in experiments [3,16], case (b) has so far proven to be more elusive for experimental detection. Here, we report evidence of a direct observation of case (b), namely of the electronic motion that results in the quasieponential decay of the hole density in the vicinity of the initial localization. The hole formed in our experiment interacts strongly with a series of Auger-Meitner-type states, but has insufficient energy to decay through the emission of an Auger-Meitner electron. The mechanism is often referred to as frustrated Auger-Meitner configurations [17]. As the electron density cannot escape the molecular volume, there is some probability of return to its initial state before nuclear motion-driven dephasing occurs. Whether or not that return results in an observable oscillation in the hole density depends upon the degree of coherence of the superposition.

In principle, the states of the cation should be described by the full wave function, including both electronic and nuclear components. In practice, for polyatomic molecules it is often necessary to look to approximations for the inclusion of the nuclear part of the wave function. The current state of the art can allow, for example, coupling of 25 nuclear degrees of freedom to 23 electronic excited states [18,19], which has been applied to the study of ionization from HOMO orbitals in propiolic acid [18] as well as deeper bound states in naphthalene [19].

Here, we treat the electronic interactions at a sufficiently high accuracy [via the algebraic diagrammatic construction (ADC(2)x) method] to include the electronic correlations in the system. This is especially important for the inner valence states we are interested in, where charge migration is predicted to accompany frustrated Auger-Meitner transitions. To understand the importance of nuclear degrees of freedom in the charge dynamics, we conceptually separate the dynamical considerations into two parts: (i) the nuclear zero-point geometry spread (convolved with the inherent geometry spread due to a finite temperature sample) that introduces an additional fast dephasing to any coherent electronic dynamics [20] and (ii) the nuclear motion of the cation subsequent to ionization.

It is understood that there is strong influence from coupling to the nuclear part of the wave function through the zero-point geometry spread. This zero-point geometry spread will cause dephasing of the electronic superposition and so influences the observation of electronic state evolution even on a few femtosecond timescale. Simulations including the zero-point spread in nuclear geometry indicate, see Sec. III, that although decoherence of the electronic wave packet reduces visibility of any oscillatory dynamics, the initial fast decay should still be observable. On timescales typically greater than 10 fs, but with evidence that these effects can manifest faster than this [21–24], the dynamics of the different nuclear modes excited by the impulse also become important [20,25,26]. Thus, when considering an ensemble of molecules, it becomes essential to consider the distribution of molecules within the nuclear phase space (both position and momentum) at the time of the impulse and then to follow the dynamics, demanding the most advanced experimental and theoretical (i.e., with classical nuclear dynamics [27,28] and fully quantum approaches [29]) tools available to further our understanding.

Our measurement realizes a new method for probing the dynamical evolution of the electronic wave packet produced by impulsive ionization. Our calculations show that the dynamics of the 6a hole states are indeed dominated by frustrated Auger-Meitner processes, which leads to rapid decay of the localized state, but crucially without the energetically forbidden secondary electron emission. Since the emission of a secondary Auger-Meitner electron is energetically forbidden we cannot use measurements that rely on the direct Auger-Meitner emission from these states such as photoelectron streaking [30,31]. Instead we must use strategies to track the hole state evolution by probing directly the time-dependent hole state probability. To this end we monitor the delay-dependent amplitude of resonant oxygen 1s to inner valence excitations in the cation using a transient absorption methodology with short (few-femtosecond) x-ray pulse.

Earlier time-resolved measurements of impulse-driven charge motion relied on an XUV pump-strong infrared (IR) probe scheme [16,32], where the pump pulse is derived from a high harmonic generation (HHG) based source. Despite a clear few-femtosecond response of the system, a complete description of the influence of the IR field on the system dynamics is challenging within current theoretical capabilities, which makes a direct comparison with theory difficult.

In our work we show that by using advanced ultrashort x-ray pulses we can unambiguously monitor the inner valence hole decay with a state-specific, atomically localized probe that does not perturb the dynamics. With the advent of x-ray free-electron lasers (XFEL), few-femtosecond [33,34] and more recently attosecond [35] x-ray pulses are available with sufficient energy to both initiate and probe the cation dynamics via single-photon processes. In addition to simplifying the interpretation of the measurement [36], state and atomic site specificity can be attained by varying the probe photon energy. Our results demonstrate the first observation of states with dynamics driven by frustrated Auger-Meitner transitions and pave the way to quantitative studies of the onset and decay of quantum coherence in larger molecules and condensed phase systems.

II. X-RAY PUMP-PROBE MEASUREMENT FOR SITE-SPECIFIC, FIELD-FREE OBSERVATION

We measure gas phase isopropanol using an x-ray pump–x-ray probe pulse scheme at the AMO end station of the Linac Coherent Light Source (LCLS) free-electron laser [37,38]. We make use of the so-called “fresh slice” mode to generate two-color pairs of ultrashort x-ray pulses with a variable interpulse delay [33]. At each shot we record both the kinetic energy spectrum of the high-energy
electrons produced by the x-ray–matter interaction and the photon spectrum of the two x-ray pulses. In a first set of measurements the x-ray pulses were ~7 fs in duration, and in a second set of measurements they were reduced to around 2.5 fs in duration. In either case, a nonresonant pump pulse, with a photon energy of ~502 eV, is used to ionize the molecule. Since the pulse has a coherent bandwidth of ~1.1 eV, this ionization can form coherent superpositions of cationic states. We focus on superposition states created by electron correlation satellites of the inner valence states, as described above. However, it would also be possible to use this technique to study superposition states that are composed of cationic states with a single outer valence hole configuration.

We target the wave packet dynamics initiated by the removal of an electron from either the 6a or 7a molecular orbital (see Fig. 1 and discussion in Sec. III) and probe the hole formed by photoionization using a second x-ray pulse. The probe pulse is tuned to be resonant with the transition from the 1a orbital located on the oxygen atom to the vacated 6a and 7a orbitals, which have spectrally isolated transition energies around 514 and 516 eV, respectively (see Fig. 2). Site specificity is achieved because the resonant dipole transitions between the oxygen 1a and IVH state depend critically on the hole density in the vicinity of the oxygen site. A similar scheme, envisioned for an equivalent IVH in glycine, was discussed in detail in a recent paper by Cooper et al. [39]. Here, the probe is based upon the delay-dependent absorption of the resonant pulse into the vacant IVH. This leaves the molecule with an oxygen 1a core excitation, which will undergo rapid Auger-Meitner decay. We measure the yield of Auger-Meitner electrons as a function of the incident x-ray photon energy and interpulse delay to determine the transient absorption spectrum [40].

This technique provides both site and state selectivity, which is critical since the pump pulse can produce any of the valence hole and carbon core hole states (as is seen in Fig. 1 and verified by calculation for 500 eV ionization pulse). Moreover, there is a propensity for the ionization to produce outer valence hole states. However, the dynamics of the outer valence states will occur in a different spectral region compared to the inner valence hole states, and thus the two signals can be easily distinguished using our x-ray probe. While in this work we study the dynamics following inner valence ionization, our method can be straightforwardly extended to the outer valence region by increasing the probe photon energy. It is also important to note that while the pump pulse can also remove electrons from any of the valence and carbon core orbitals, the energy (502 eV) is below threshold for oxygen 1a core ionization, so there is no signal in the Auger channels due to the pump alone.

The probe photon energy is naturally sampled between ~512 and ~518 eV due to the inherent shot-to-shot fluctuation of the self-amplified spontaneous emission (SASE) process. For each subset of XFEL shots at similar pump and probe photon and pulse energies, we identify the residual photoemission spectrum recorded at delays close to \( \tau = 0 \) (\( \tau = -1 \) to \( +1 \) fs), compared to a late delay reference (\( \tau = 25 \) fs). Each residual spectrum is
normalized to the number of shots that contribute to it. We integrate this residual photoemission spectrum across the full electron kinetic energy spectrum, aggregate the residual spectra across different pulse energies, and observe a sharp resonant feature within the bandwidth of the probe pulse; see Fig. 3(a). We partition this feature into two regions (shaded red and blue), corresponding to the expected energetic position of the core-to-IVH transitions for the 6a (red) and 7a (blue) orbitals (~514.1 and ~516.3 eV, respectively). The gray shaded area demarcates an off-resonant region with good counting statistics which does not correspond to any expected resonance feature. The error bars shown are the standard error across the independent pump and pulse energy bins, as outlined above.

We investigate the temporal dependence of the residual electron signal at the two defined positions shown in Fig. 3(a). Figures 3(b) and 3(c) show the percentage change in signal above 501 eV kinetic energy in the residual electron spectrum. This corresponds to the region where the yield of normal Auger-Meitner electrons (measured during the experimental run at photon energy 650 eV) is highest, and the background photoelectrons are suppressed (see Fig. 2). We observe a time-dependent residual signal at the two identified resonance positions. As in Fig. 3(a), the error bars in both panels show twice the standard error across the independent subsets of XFEL shots defined by the binning procedure described above. We fit the two traces to an exponentially modified Gaussian and enforce a common time of arrival $t_0$ and x-ray pulse duration across both photon energies. The extracted $t_0$ is $-4.0 \pm 1.3$ fs and the extracted instrument temporal response (convolution of pump and probe pulse durations) is $6.3 \pm 2.8$ fs (FWHM), respectively. The time axis is defined by the voltage applied to the dispersive magnetic chicane through which the electron bunch passes, and the extracted value of $t_0$ along this axis is within the expected bounds for the fresh slice mode of operation [33]. The FWHM x-ray pulse duration is consistent with the nominal x-ray pulse pump and probe duration of 7 fs for these measurements. The decay time extracted from the fit at the low-energy side of the resonance Fig. 3(c) is $5.1 \pm 3.2$ fs. The decay time at the high-energy side of the resonance position, $13.4 \pm 7.0$ fs, is significantly longer.

The normalized yield of Auger-Meitner electrons is roughly twice as large in panel Fig. 3(c) as it is in Fig. 3(b). This is consistent with the dipole moments calculated for transitions from the oxygen 1a orbital to the 6a and 7a orbitals within the ADC(2)x framework. The calculated magnitude of the dipole moment for transitions to the 6a orbital is roughly twice as large as for the 7a orbital. The relatively large error bars on the experimental fit are a result of the low counting statistics in the data and the limited spectral resolution afforded by the natural SASE bandwidth of the probe pulse (see Fig. 2).

The lifetime extracted for the 6a hole is close to the instrument response limit. For future measurements, identifying nonexponential decay dynamics will require pulses shorter than the lifetime of the target state. In an additional dataset we use shorter (2.5 fs) x-ray pulses [34] to measure the short-lived 6a orbital resonance with increased timing resolution. The lower statistics in this dataset precluded the same analysis as for the results in Fig. 3. The difference between the on-resonance signal with a central probe photon energy determined to fall in the range 513–515 eV with a
in Fig. 3, consistent with shorter x-ray pulses. To quantify the measured rise time is significantly faster than that measured for the lifetime of this signal, we make an exponential fit to the maximum.

consistent with where the Auger-Meitner spectrum has a maximum within the electron binding energy range from 17 to 25 eV, with a time-dependent signal above the background lies for a resonant probe, compared to a nonresonant probe. The signal is integrated over the region of peak flux, between binding energies of 17 and 25 eV, revealing a time-dependent resonant Auger-Meitner signal. A fitted exponential decay convolved with a Gaussian measurement response function is fitted by bootstrapping across time and energy bins (see the Appendix A) and is shown in black. This resonance, which maps the 6a hole population, reveals a lifetime limited by the measurement response function of 1 ± 2 fs.

FIG. 4. Time dependence of excess Auger-Meitner electrons for a resonant probe, compared to a nonresonant probe. The signal is integrated over the region of peak flux, between binding energies of 17 and 25 eV, revealing a time-dependent resonant Auger-Meitner signal. A fitted exponential decay convolved with a Gaussian measurement response function is fitted by bootstrapping across time and energy bins (see the Appendix A) and is shown in black. This resonance, which maps the 6a hole population, reveals a lifetime limited by the measurement response function of 1 ± 2 fs.

similar number of shots lying outside this range was used to determine the excess electron spectra time dependence plotted in Fig. 4. The most prominent feature with a time-dependent signal above the background lies within the electron binding energy range from 17 to 25 eV, consistent with where the Auger-Meitner spectrum has a maximum.

The fractional increase in Auger-Meitner electron yield with binding energies in this range is shown in Fig. 4. The measured rise time is significantly faster than that measured in Fig. 3, consistent with shorter x-ray pulses. To quantify the lifetime of this signal, we make an exponential fit to the integrated signal and obtain a decay constant of 1 ± 2 fs and a Gaussian instrument response function of 3.8 ± 1.6 fs full width at half maximum, where the errors denote one standard deviation in fit parameters estimated via bootstrapping (see Appendix A). This instrument response function is consistent with the estimated parameters of 2.5 fs pulses.

The differential Auger-Meitner electron yield measurements require a large number of x-ray shots to gather enough data to establish statistically significant signals. As a consequence of long integration times there are a limited number of data points in the scan. The statistical error in the residual Auger-Meitner yield above the direct photoelectron background and the small number of delays that could be measured in the time available accounts for the uncertainties in the extracted value of the decay. Nevertheless, these measurements demonstrate that with the shortest x-ray pulses available to us we can measure the population of the transient states associated with impulsive ionization, utilizing the inherent jitter of our probe to isolate the transient population of different initial hole states.

III. DYNAMICS OF INNER VALENCE HOLE STATES IN ISOPROPAOL

We simulate the underlying electron dynamics expected to be resolved from the XFEL measurements by treating the photoionization dynamics in isopropanol within the sudden approximation [41] using an ab initio theoretical method ADC(2)X [42]. The advantage of this methodology is the ability to capture dynamics that are the result of electron correlation effects, as the wave functions of the cation can be expressed in terms of intermediate states of either one-hole ($\phi_i$) or two-hole–one-particle ($\phi_{ij}$) character:

$$|\Psi^{(N-1)}\rangle = \sum_i C_i \phi_i + \sum_{i<j,\alpha} C_{ij} \phi_{ij}.$$  

Here the $i, j$ indices indicate occupied Hartree-Fock orbitals in the neutral, i.e., hole indices in the cation, and $\alpha$ virtual orbitals in the neutral, or particle indices in the cation.

The inclusion of $\phi_{ij}$ configurations in the cation are vital, not just for describing the orbital relaxation effects upon ionization, but also the correlation-driven dynamics, particularly frustrated Auger-Meitner configurations [17], that can be observed in these small molecules upon sudden ionization. For cationic states produced by the removal of electrons from inner valence orbital this results in strong configuration interaction between $\phi_i$ and $\phi_{ij}$ configurations, leading to what is often termed the breakdown of the molecular orbital picture of ionization [43]—the states produced are no longer well characterized by a particular one-hole configuration in the ionized molecule.

For a short ionizing pulse with sufficiently high photon energy, the outgoing electron leaves the molecular volume on the few tens of attoseconds timescale. The resulting cationic state is then expressed within the sudden approximation as

$$|\Psi^{(N-1)}_{\text{sudden}}\rangle = \hat{a}_k |\Psi^{(N)}_0\rangle = \sum_n c_n |\Psi^{(N-1)}_n\rangle,$$

$$c_n = \langle \Psi^{(N-1)}_n | \hat{a}_k | \Psi^{(N)}_0 \rangle.$$  

Here, $\hat{a}_k$ is the annihilation operator associated with removing an electron from the $k$th molecular orbital of the neutral molecule, $\Psi^{(N)}_0$ is the ground state of the neutral, and $\Psi^{(N-1)}_n$ are the eigenstates of the cation. Within this approximation, therefore, the system at time $t = 0$ can be viewed as being in a
superposition of cationic eigenstates. This system will evolve with time, and can be temporally characterized by the survival probability of the initial state $S(t)$:

$$S(t) = \left| \langle \psi_{\text{sudden}}^{(N-1)}(t=0) | \psi_{\text{sudden}}^{(N-1)}(t) \rangle \right|^2 = \sum_n c_n^2 \exp(-iE_nt)^2.$$  

Full spatial and temporal characterization can be achieved by the calculation of time-dependent hole densities [44], or the time-dependent spin density [26,45].

Previous theoretical work has demonstrated the importance of zero-point vibrational motion in modeling the time evolution of the hole dynamics [20,25,46]. Even for the case of dynamics arising from a superposition of just two electronic states, which should give rise to simple oscillations, because the molecule is in fact in low-lying vibrational states, the electronic coherences do not have a single, well-defined, frequency [25]. This effect results in the significant degradation of the initial coherence [20], and potentially decoheres any electronic dynamics faster than the nuclear motion subsequent to ionization. We accounted for this for the states of interest by sampling the dynamics for a large number of initial geometries over the range of the zero-point spread.

For comparison, we also analyzed the dynamics expected upon removal of an electron from an inner valence orbital in the isopropanol molecule computed at the equilibrium geometry (gauche) and the anticonformer which lies 7.8 meV higher in energy [47]. Because the conformers are energetically very similar, we considered a 1:1 ratio of the two geometries. We show these results in Fig. 5.

**IV. DISCUSSION**

The resulting dynamics expected from the removal of an electron from different initial valence orbitals upon ionization of isopropanol can show very different behaviors. Figure 5(a) (purple curve) shows that the survival probability of the initial states produced by removing an electron from the 8a orbital remains static for the two conformer averaged geometries, which can be interpreted as the hole remaining in the 8a orbital. This is conserved when averaging over the zero-point sampling geometries (black curve).

In contrast, ionization from the more deeply bound orbitals, such as the 5a orbital shown by the green curve in Fig. 5(d) (two conformer geometry average), which lie above the double-ionization threshold, show very fast exponential decay resulting from Auger-Meitner transitions. The survival probability drops to zero, which can be interpreted as the 5a hole becoming completely filled again with an electron, consistent with the Auger-Meitner transition. The 5a orbital is filled by an outer valence electron and a secondary electron is emitted. Again these dynamics are conserved when averaging over the zero-point sampling geometries (black curve).

Between these two limiting cases, the temporal evolution resulting from removal of an electron from either the 6a [Fig. 5(c), red curve] or 7a [Fig. 5(b), blue curve] molecular orbitals shows more complicated dynamics. These are the two hole states probed in our measurements and for which a larger or smaller degree of breakdown of the molecular orbital picture of ionization is anticipated. For the case of removal of an electron from the 6a orbital, the initially localized hole decays over a few femtoseconds followed by a shallow oscillatory evolution with a period of 10–15 fs in the two-conformer geometry average. In contrast, when an electron is removed from the 7a orbital, the resulting superposition of states shows a slow decay spanning tens of femtoseconds. Both the initial hole states created when removing an electron from these orbitals are below the double-ionization threshold and therefore the Auger-Meitner relaxation channel is energetically forbidden. Instead, what happens in 6a is frustrated Auger-Meitner transitions, where the inner valence hole is filled by an outer valence electron and a second electron is excited to a virtual orbital, but is still bound to the molecular volume. This is not a fully relaxed state and therefore there is a chance that the reverse transition happens and the hole reappears in the inner valence orbital where it started, leading to a partial revival of the initial state. By careful selection of the $\phi_I$ configurations in the description of the cationic states, we have previously shown for trans-butadiene [15] that this type of transition can account for the dynamics observed in the inner valence region.

It should be noted that even in the two geometry sample there is a considerable difference in the dynamics expected from removal of an electron from the 7a orbital, as it is
particularly sensitive to the breaking of the symmetry between gauche and anticonformers. This symmetry breaking is the rotation of the OH moiety. For the anticonformer the dynamics are similar to those seen in the case of removal of an electron from the 8a orbital; following the orbital relaxation, the superposition of states remains stationary with a high component of the hole remaining in the 7a. The effect of breaking the symmetry in the gauche conformer leads to the slow oscillatory dynamics with a period of tens of femtoseconds.

We include the zero-point geometry spread by averaging over the distribution of nuclear geometries, which is expected to lead to a very fast dephasing on top of the few-femtosecond electronic diffusion of the hole and thus to the predicted damping of the coherent revivals. Removal of an electron from the 6a orbital in the averaged geometry regime still shows a rapid decay with a similar lifetime compared to the two conformer average, but no partial revivals of the initial state. Although the hole survival probability strictly deviates from a simple exponential decay, for quantitative comparison we extract an effective hole lifetime (1/e time constant, also referred to as decay time in this work) of 2.3 fs by means of a fit to the quasiexponential behavior of the first 5 fs. When an electron is removed from the 7a orbital, the averaged geometry picture shows a rapid but partial decay of the initial state, with this superposition remaining approximately static after 7 fs. This behavior is in complete contrast to the dynamics calculated at the equilibrium geometry which showed a very slow decay.

The disturbance of the electronic charge density as a result of ionization will also induce nuclear dynamics in the molecule, which may also be very fast [21,22,24]. This effect is not included in our calculations, as each of the sampled geometries uses the fixed-nuclei approximation when the survival probability is calculated. Nuclear motion after ionization will in reality modify all the survival probabilities, potentially modifying the decay by passage through conical intersections that aid localization of the hole on a timescale of tens of femtoseconds.

Our measurements provide evidence of some of the behavior found from the calculations for the 6a hole state, demonstrating that this is a transient hole state with only a few-femtosecond lifetime before relaxing into other states. We measure mutually consistent lifetimes of 5.1 ± 3.2 fs (Fig. 3) and 1 ± 2 fs (Fig. 4) in the two series of measurements with longer and shorter probe pulses, respectively. The calculations suggest that this behavior is dominantly driven by electron correlation dynamics and that the frustrated Auger-Meitner transitions are responsible for the very brief effective initial lifetime of 2.3 fs. Zero-point geometry effects will mask the partial revival dynamics in this case, but the fast decay component is confirmed in the measurements. This is in contrast to another recent study in glycine where oscillatory dynamics were observed [48]. The electron correlation mediated decay of the 6a hole state is too fast for postionization nuclear motion to play a dominant role in the observed dynamics. This is not necessarily the case for the 7a hole state, where a significant hole population survives zero-point energy effects. Indeed, for the 7a hole state the experimental measurements show a significantly longer decay (~13 fs). This is in contrast to the theoretical simulations, based only on the geometry averaged electron dynamics, which predict an initially fast decay followed by a stabilization. We therefore attribute this 13 fs decay to the missing relaxation channels in our simulation; channels opened up through postionization nuclear motion [19].

With our empirical data, which is limited in the number of statistics at each data point and the number of data points, it is not possible to separate the decay into different timescales; however, we postulate that decoherence from the spread of nuclear geometries dominates at the earliest timescales but that nuclear motion soon takes effect, such that a stabilization of hole population is not sustained.

To further investigate the contribution from the nuclear dynamics we performed auxiliary measurements using a XUV-IR measurement scheme (see Appendix B). While the x-ray pump-probe scheme directly probes the localized hole state dynamics, the IR probe is sensitive to the 2h1p states that are created by electron correlation or by nonadiabatic transitions. In this experiment, the time dependence of CH3+ fragments with significant kinetic energy release (KER) was recorded. The time-dependent yield of these fragments exhibits exponential decay with a decay constant of 13 fs. Because the high-KER fragments arise from Coulomb explosion of dicaticionic molecules induced by the strong IR field, their time dependence probes the nuclear dynamics on the dissociating caticionic potential energy surface by mapping the C—C bond distance to the KER of the fragments. The multiphoton nature of this fragmentation channel strongly favors the contribution of the states closest to the double-ionization threshold, the 7a and 6a hole states.

The 6a hole state decays very rapidly according to our x-ray measurements, and in this process the 2h1p states will be populated by frustrated Auger-Meitner transitions. The electronically longer-lived 7a hole state can also couple to 2h1p states via nonadiabatic transitions at conical intersections. While this mechanism may also be at play for the 6a state, the frustrated Auger-Meitner decay of the 6a hole will result very rapidly in the population of the longer-lived 2h1p satellite states, in the main on a faster timescale than the additional nonadiabatic dynamics. These nonadiabatic dynamics will contribute to the subsequent decay of the 2h1p states [19]. So we posit that both 6a and 7a states will contribute to the high-KER channel observed in our XUV-IR measurement, with a larger proportion from 6a due to the IR probing step requiring a lower order (third compared to fourth for 7a) multiphoton process.
While both the IR and x-ray probe methods used in this work have the potential to yield a comparable temporal resolution in measuring the inner valence hole state evolution following photoionization, the former does not permit any information to be directly obtained on the instantaneous localization of the hole. In contrast, the use of an x-ray core-to-IVH transition in the probe step allows the extra information on the instantaneous localization of the hole state to be established in a direct way. In particular, utilizing the resonance in the dipole transitions, we have been able to separate dynamics associated with ionization of specific valence orbitals. In this way, we were, for example, able to disentangle the rapid relaxation of the states associated with ionization of the 6a orbital, which occurs as a consequence of the set of correlation-driven satellite peaks.

Moreover, the IR probe requires a relatively strong (∼5 × 10^{12} W cm\(^{-2}\)) field to induce efficient ionization to the double continuum, which may in itself perturb significantly the fragile electronic correlation dynamics due to being near resonance with various valence shell transitions. In contrast, the x-ray probe is essentially weakly perturbative and far from resonant with any valence transitions.

Similarly, the x-ray probe, which does not drive vibrational or rotational transitions as a strong-field IR probe would, preserves the spread of the nuclear geometries present in the ensemble. While this means that the longer-lived oscillations, which may be present at a single molecular geometry level, are not observed, the rapid decay is reliant on the electron correlations which lead to the coherent superposition of eigenstates.

All valence hole states are created by the pump pulse in both the x-ray pump-probe measurements and the auxiliary XUV-IR measurements. In the former the measurement specificity comes from the resonant tuning of the probe x-rays that isolates the channel of interest, and this is central to the choice of this measurement scheme. We argue also that the multiphoton nature of the probe in our auxiliary measurement also leads to a discrimination in favor of the states closest to the double-ionization limit (dominated by 6a and its satellites but with some contribution from the 7a hole), but in this case the degree of specificity is less and cannot be readily controlled. Our XUV-IR measurement indicates that nuclear dynamics following inner valence ionization of isopropanol occur on a timescale that is long enough to have a negligible effect on the very fast decay of the 6a hole, consistent with the x-ray pump–x-ray probe measurements above. The contribution to the high-KER CH\(^+_1\)\(_2\) fragments is expected to come from 6a and 7a 2\(h1p\) satellite states. The decay lifetime identified by our XUV-IR measurements supports the hypothesis that the hole delocalization following ionization to these states is significantly affected by nuclear motion because the electronic timescales for these are longer than those for the 6a hole state. This nuclear dynamics contribution also offers an explanation for the deviation from theory for 7a between our x-ray pump–x-ray probe measurement and our theoretical calculations including the inherent spread of initial geometries in our molecular ensemble but excluding postionization nuclear motion [19].

V. CONCLUSION AND OUTLOOK

Our measurements with an x-ray pump-probe methodology have observed a highly transient hole corresponding to the removal of an electron from inner valence orbitals in the ionization of isopropanol. We have been able to demonstrate the capability to distinguish between the dynamics arising from the removal of an electron from the 6a and 7a orbitals using the variation of the probe photon energy. The extracted decay times for the 6a hole state survival probability from our two series of measurements with different x-ray pulse duration are 5.1 ± 3.2 and 1 ± 2 fs. Consistency is found between the observed dynamics arising from removal of an electron from the 6a orbital with simulations produced from considering zero-point energy spread; our theoretical calculations performed within the ADC(2)x framework predict 2.3 fs. This indicates that the nuclear motion postionization may be too slow to exert a significant effect on the dynamics of the 6a hole state survival probability. In contrast, consideration of postionization nuclear motion is required to fully understand the dynamics observed when an electron is removed from the 7a orbital. In particular, the longer-lived hole population, which survives beyond the initial decay and is predicted by our calculations, is not observed in our measurement. This is posited to be a result of hole decay due to nuclear motion and adiabatic transitions following inner valence ionization.

The timescale of C–C bond stretching following inner valence ionization is identified in our auxiliary XUV-IR experiment. Unlike our new x-ray pump–x-ray probe technique, the XUV-IR experiment does not allow for specificity of the ionized inner valence orbital. Our x-ray pump-probe measurements for the 6a hole state present the first tentative observation of the temporal signature of frustrated Auger-Meitner transitions.

We stress that we expect the 6a and 7a hole states dynamics to both be affected by coupling to the nuclear modes; however, in the former, electronic dynamics are so fast that nuclear motion is not the dominant cause of the observed dynamics—and instead the correlated electron dynamics and the zero-point geometry spread dephasing are playing the main role in what is observed. In contrast, the 7a hole state has significantly slower electronic dynamics (after the weak initial coherence decay) and here nuclear dynamics are expected to play a strong role—and we find the evidence for this in our x-ray pump-probe measurements.
The same methodology of x-ray pump–x-ray resonant probing can be applied with the newly developed enhanced SASE attosecond mode [49] (not available at the time of our experiment) recently demonstrated to generate pulses of 480 as duration in this photon energy range [35]. This will allow the full resolution of dynamics anticipated from the theoretical calculation for this hole state as well as the other inner valence states 5a, 7a, and 8a that span the behavior from fast Auger-Meitner decay to Koopmans-like [50] steady state behavior. As the bandwidth in this case may exceed the spacing between these states, the possibility of exciting a superposition of states from distinct orbital groups also arises.

Although in the case of the isopropanol molecule the hole dynamics are not migratory in the sense that the hole moves from one well-localized atomic center to another, they are migratory in the sense that the well-localized hole becomes delocalized through the frustrated Auger-Meitner transitions. The same method will be suitable for systems where the electronic wave packet moves through the molecular structure [case (a) in the discussion of Sec. I] and can track the hole migration through the molecule in time and space at one or even multiple atomic sites. The potential to probe charge migration and subsequent photochemical activity using x-ray pump-probe methodology with XFEL generated subfemtosecond pulses will deepen our understanding of the first moments following the photochemistry using x-ray pump-probe methodology with XFEL generated subfemtosecond pulses will deepen our understanding of the first moments following the photoionization of matter. This understanding is crucial to other fields of science such as photochemistry, photobiology, and atmospheric science.
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APPENDIX A: METHODS

1. Experimental methods

The main datasets, presented in a Sec. II, both use an x-ray pump and x-ray probe and were taken at the LCLS free-electron laser employing the two pulse–two color fresh slice operating mode [33] focused at the AMO end station. These two datasets differ in their nominal pulse durations and the range of delays covered. The data presented in Fig. 4 are taken with shorter pulse durations (approximately 2.5 fs) over a shorter delay range while the data presented in Fig. 3 use longer pulses (7 fs) and cover larger delays.

The x rays were generated with an electron beam energy of 3.96 GeV and the undulators and chicane operated in the fresh slice two color mode with a chicane adjustable delay from between ~15 to 25 fs. This provided the two pulses, one (the pump) around 502 eV, the other the probe at around the target resonances at 514 or 516 eV.

Pump and probe spectra were recorded for every shot using a downstream x-ray spectrometer and used to establish the central photon energies, bandwidth, and relative pulse energies of the pump and probe pulses. The spectrometer was an adapted version of the instrument described in Ref. [51], with a 1200 l/mm grating operated in the Rowland geometry imaging a mechanical slit onto a microchannel plate coupled to a phosphor screen. A gas detector was used to extract the absolute pulse energies. The correlation between the x-ray spectrometer and the gas detector confirmed that there was good x-ray pointing stability to ensure the x-ray spectrometer measurements were a high-fidelity diagnostic of the relative pulse intensities. The photon spectrum had an intrinsic spread and varied from shot to shot over a band of ~5 eV which allowed for the postselection of shots based on photon energy and was used to distinguish between the resonances (for the longer pulse datasets) and with off-resonant shots for comparison.

An x-ray transverse rf cavity streaking method (X band transverse deflecting cavity, XTCAV) [52] diagnostic could be used to monitor the pulse duration and jitter from the nominal delay settings, although for the shorter pulse series...
it had insufficient temporal resolution and so was used primarily to determine that the jitter was comparable to the pulse durations in the longer pulse series data. Simulation for parameters of this series indicates that the pulses are approximately 2.5 fs in duration [53]. The observed temporal jitter from the XTCAV analysis was ±2 fs for the short pulse data series, permitting us to use the chicane delay setting as the primary tool for timing the delay. Both pulses were focused to a spot size of ~2 μm using a series of Kirkpatrick-Baez mirrors. The isopropanol was prepared at 298 K and introduced into the focus of the x rays with a 50 μm diameter gas needle with careful monitoring of the constancy of the partial pressure through the experiment. The sample was delivered into the interaction region in the form of a low-density effusive gas beam. The photoelectrons were measured using a hemispherical electron analyzer (Scienta) with an energy resolution ~0.1 eV over the range of electron energies 470–510 eV (the region of interest) and correction made over this range for instrument response. Because of the need to identify a relatively weak signal (O 1σ Auger-Meitner electrons) against a large background of photoemission from many other channels, it required us to use a large number of laser shots at each delay to accumulate adequate measurement statistics (see Appendix A 2). We therefore address a limited number of delays, between −6 and 7 fs in approximately 2 fs steps in the shorter pulse dataset and between −15 and 25 fs in 13 steps concentrated at close to zero delay in the longer pulse dataset. To analyze the data the shots were selected to fall within a restricted range of pump-probe pulse energy ratios, the data normalized accounting for other variations (see Appendix A 2).

2. Data analysis

Free-electron laser data are intrinsically noisy due to the SASE emission’s dependence on the quantum stochastic nature of spontaneous emission and fluctuations in the properties of the electron injection into the undulators, leading to different pulse parameters (energies, intensities, spectral width, etc.). Shot-to-shot fluctuations lead to noisy signals, thus requiring increased statistics, and slower changes, such as small drifts which occur when tuning to change the time delay, can lead to time dependent artifacts. To negate possible artifacts caused by variation in parameters across different shots and different delay points, we sort the measured photoelectron spectra according to the single-shot pulse energy and photon energy of the x-ray pulses.

The dataset taken with longer x-ray pulses (Fig. 3) has sufficiently high counting statistics to allow a four-dimensional binning of the XFEL shots according to the measured pump pulse energy, probe pulse energy, time delay, and central photon energy of the probe pulse. Because the central photon energy of both pulses is well correlated in fresh slice operation (we measure $\rho = 0.75$ in this experiment), this effectively represents a binning in pump central photon energy as well. To avoid artifacts induced by the natural fluctuations inherent to XFEL operation, we determine the time-dependent residual photoelectron spectrum for each different pump pulse energy, probe pulse energy, and probe central photon energy. We use a time late ($\tau = 25$ fs) measurement as reference. The probe photon energy dependence of the yield of this time-dependent residual signal at times close to $t_0$ ($\tau = −1, 1$ fs) is investigated and found to show a sharp peak within the probe bandwidth. The expected transition energies from the oxygen 1σ to the 6σ and 7σ orbitals lie within this peak. To isolate signal due to a resonant probe interaction only, we compare the residual spectrum measured at probe photon energies on resonance with expected core-to-IVH transitions with the residual spectrum measured at off-resonant probe photon energies. We monitor the high kinetic-energy (>501 eV) photoelectron yield because this energetic region corresponds to the peak of the normal Auger-Meitner spectrum (measured at 650 eV incident photon energy in the same experiment), and has very limited contamination from other photoionization processes arising from the pump and probe pulses. We identify the time dependence of this yield across the full temporal range sampled by the x-ray pump–x-ray probe experiment.

For the dataset with shorter x-ray pulses (Fig. 4), the counting statistics were much lower. To account for this, we applied a variety of normalization and binning techniques. The effectiveness of this depends on the quality of the diagnostics, and can be measured by looking at the variance of the signal. For the normalization, this means finding the functional dependence of the signal, i.e., the electron kinetic energy spectra, on the diagnosed parameters. The two most important parameters to correct for were the total pulse energy, measured using a low-density N$_2$ gas detector [54], and the pump-probe intensity ratio, measured from the ratio of signal over appropriate spectral regions of the x-ray spectrometer. Given that the two-photon signal was expected to be a small feature on a dominant single-photon (photoelectron) signal, a linear normalization scheme was chosen for the pulse energy normalization. A large negative time delay was used for comparison. The reduced counting statistics of this dataset gave need to consider Auger-Meitner electrons at lower kinetic energies (489–497 eV), where the Auger-Meitner yield is largest but the direct photoelectron background is also more significant. For this reason, variation in the pump-probe intensity ratio required more sophisticated normalization as the dependence of the electron spectra on the pump-probe signal varies across the binding energy range of the electrons. Simply put, parts of the photoelectron spectrum dominated by pump excited electrons will increase with pump-probe ratio while probe-dominated regions will decrease. Therefore, a linear dependence was found individually for each energy bin, resulting in a “spectrum” of scaling factors and offsets. This
works well provided that the dependence is indeed linear, which is a good approximation in the case when shots are limited to a band of pump-probe ratios by the shot discrimination.

Despite the normalization and the randomization of the order of the run delays, there was still concern that variation of the FEL parameters between runs could have led to artifacts in the data. The pump-probe ratio was of particular concern. The simplest method of reducing this variation is to only allow shots within a specified, narrow band of values. This was done for the gas detector and the XTCAV delay. Doing this is effective, albeit some delay dependence persists if there is a skewed distribution within this narrow band, and there is an expensive reduction in the statistics. Therefore, an improved method was used. Firstly, a desired pump-probe ratio was chosen. Then shots outside of a broader band centered on this value were discarded. Remaining shots were binned according to their pump-probe ratio, then the bin bounding the desired value was identified. The minimum of the counts in the bin to the left of this bin and the counts in the bin to the right of this bin was then found and excess shots discarded from the more numerous bin. This was repeated for the bins 2 to the left and right, 3 to the left and right, etc. In this way, a symmetric distribution of shots centered around a desired value was reached, which was constant across all pump-probe delays.

The error bars shown in Fig. 4 were estimated from the standard deviation across electron kinetic bins. The error in the exponential fit parameters were estimated by bootstrapping the electron kinetic energy versus time delay dataset. Here the 928 data points were resampled (with replacement) 5000 times and an exponential fit was performed on each sample dataset. The median and standard deviation of the 5000 fits is then computed to give the results presented in the main text.

### 3. Theoretical methods

We modeled the average dynamics that one might expect given the uncertainty in the initial geometry at the point of ionization by the probe pulse. The molpro quantum chemistry package [55] was used to optimize the geometry of isopropanol and calculate the normal mode vibrational frequencies, at the Hartree-Fock level and using cc-pVTZ basis set. The Newton-x package [56,57] was then used to generate 500 sample geometries at a temperature of 300 K. In this model the coordinates and momenta are sampled according to their probability distribution assuming a harmonic vibrational state. For the vibrational ground state these initial conditions should match the Wigner distribution for the quantum harmonic oscillator.

We treat each of the sampled geometries independently, and recalculate for each the survival probabilities shown in Fig. 5. We use the same ADC(2)x description of the wave functions of the cationic states [Eq. (1)], assume sudden ionization, and again use the frozen-nuclei approximation during the time propagation, neglecting the effects of nuclear motion after the ionization event.

### APPENDIX B: AUXILIARY MEASUREMENT: STRONG-FIELD PROBING OF INNER VALENCE HOle DYNAMICS

The auxiliary measurement utilized an XUV pump and near-infrared (NIR) probe, and was conducted using a carrier-envelope phase stabilized titanium doped sapphire based chirped pulse amplifier (Femtolaser) of 4 fs, centered at 750 nm, to form the IR probe field and also to drive a gas-based high harmonics generation source to generate the XUV pump [58,59]. The spectral bandwidth necessary to generate these few-cycle pulses was achieved by propagation in a gas filled hollow core fiber and subsequent compression. The HHG spectrum had a 30 eV cutoff and was filtered from its driving laser with an aluminum foil, filtering energies below 17 eV. The intensity of the NIR probe field was set below the threshold for multiphoton ionization of neutral isopropanol molecules, i.e., corresponding to an intensity around $5 \times 10^{12}$ W cm$^{-2}$.

Previously it has been proposed that multiphoton laser enabled Auger-Meitner decay (LEAD) [60] or single-photon laser enabled Auger-Meitner decay (spLEAD) [61] schemes could be used to measure the hole dynamics that occur in molecules upon ionization of inner valence electrons, by tracing the survival probability onto the observation of secondary Auger-Meitner electrons. Recently, spLEAD transitions have been observed in atoms [62,63]. Here we use a few-cycle laser pulse to induce Coulomb explosion fragmentation of cations formed by XUV pulses by excitation to the dication. This provides information on the instantaneous C—C bond length in the cation, and hence nuclear dynamics, but does not directly probe the hole.

We ionized isopropanol molecules with attosecond (∼650 as) vacuum ultraviolet (XUV) pulses generated via HHG. The spectrum of the XUV pulse extended from 17 to 30 eV, which is sufficiently energetic to remove an electron from the 5a orbital and those less tightly bound. Such a large coherent bandwidth is sufficient to excite a superposition of states, corresponding to an initial configuration of 5a, 6a, or 7a, but not a superposition between these configurations. The XUV pump will ionize all of the valence states, and in principle the dynamics for the ensemble will be correspondingly complex; however, here again there is a high degree of probe specificity. The broadband IR probe causes multiphoton ionization. For the 6a and 7a states the ionization to the double continuum will involve 3 and 4 photons, respectively, whereas for the 8a state we require 5 photons and for the 9a 6 photons. Given our intensity, we are in the perturbative regime, so the signal will be strongly dominated by direct multiphoton ionization of 6a, 7a, as well as satellite $2h1p$-like channels.
that are generated via the lowest order process. Contributions from $8a$ and other states higher in energy are suppressed by the higher orders of multiphoton ionization required.

The XUV pulses were measured by streaking to have a duration of 650, as in Ref. [64]. The pump and probe were cofocused using a two-part piezoactivated mirror into an isopropanol gas jet. The interpulse delay could be controlled with a few tens of attosecond precision using the piezocontrolled motion of a split mirror system. The NIR probe pulse will further ionize any cation states created by the XUV pulse that are still surviving when it arrives, to produce dicaticonic final products via one- and two-photon excitation. Detection of the charged fragments carrying significant kinetic energy from Coulomb explosion is used as the detection channel of the resulting dications. The XUV-IR delay was controlled with 10 as precision in a range of $-20$ to $+60$ fs. Fragment ions were collected using a Wiley-McLaren [65] ion time-of-flight spectrometer. The spectrometer has sufficient momentum resolution to observe the kinetic energy release (forward-backward going ions giving rise to satellites around charge or mass peaks) associated with any fragment.

We found a fast transient signal in the yield of CH$_{3}^{+}$ fragment ions with a high kinetic energy release, as shown in Fig. 6. The extracted decay time of this transient is 13 fs. The high kinetic energy release is consistent with a Coulomb explosion of the dication species, and implies that this fragmentation channel arises from multiphoton dissociative ionization by the intense IR probe. Since this proceeds via the intermediate cation state, we can infer that nuclear dynamics are proceeding in this state so as to increase the distance between the partner ions at the moment of the Coloumb explosion and so quench the yield of high kinetic energy release fragments. Because of difficulties in accurately modeling the strong-field ionization of the cationic states, from this measurement it is difficult to confirm that there is no perturbation of the electronic dynamics by the probe. By consideration of the order of photon processes required to produce the CH$_{3}^{+}$ fragments, we anticipate this measurement to predominantly consist of cationic states produced from the removal of an electron from the 6$a$ orbital. The frustrated Auger-Meitner decay process results in the population of the 2$h\nu$ satellites of the 6$a$ orbital, and these states can also be populated by nonadiabatic transitions from the 7$a$ orbital. The IR probe is sensitive to these longer-lived states that are not directly probed in our state-specific x-ray pump-probe measurement. These contribute to the KER signal with a similar timescale nuclear motion to that observed in the x-ray pump-probe measurement of the 7$a$ hole state.

![FIG. 6. Transient high kinetic energy CH$_{3}^{+}$ ion yield, attributed to the decay of the intermediate cationic channel in isopropanol using an XUV pump at 20 eV and 650 as duration and a 4 fs IR probe to induce transitions to the second ionization continuum.](image)

[1] L. S. Cederbaum and J. Zobeley, *Ultrafast Charge Migration by Electron Correlation*, Chem. Phys. Lett. **307**, 205 (1999).
[2] V. May and O. Kühn, *Charge and Energy Transfer Dynamics in Molecular Systems* (John Wiley & Sons, New York, 2008).
[3] H. J. Wörner, C. A. Arrell, N. Banerji, A. Cannizzo, M. Chergui, A. K. Das, P. Hamm, U. Keller, P. M. Kraus, E. Liberatore *et al.*, *Charge Migration and Charge Transfer in Molecular Systems, Struct. Dyn.*, 4, 061508 (2017).
[4] F. Remacle, R. D. Levine, and M. A. Ratner, *Charge Directed Reactivity: A Simple Electronic Model, Exhibiting Site Selectivity, for the Dissociation of Ions*, Chem. Phys. Lett. **285**, 25 (1998).
[5] F. Krausz and M. Ivanov, *Attosecond Physics*, Rev. Mod. Phys. **81**, 163 (2009).
[6] E. Goulielmakis, Z.-H. Loh, A. Wirth, R. Santra, N. Rohringer, V. S. Yakovlev, S. Zherebtsov, T. Pfeifer, A. M. Azzeer, M. F. Kling, S. R. Leone, and F. Krausz, *Real-Time Observation of Valence Electron Motion, Nature (London)* **466**, 739 (2010).
[7] A. L. Cavalieri, N. Miller, T. Uphues, V. S. Yakovlev, A. Baltuka, B. Horvath, B. Schmidt, L. Blmel, R. Holzwarth, S. Hendel, M. Drescher, U. Kleineberg, P. M. Echenique, R. Kienberger, F. Krausz, and U. Heinzmann, *Attosecond Spectroscopy in Condensed Matter, Nature (London)* **449**, 1029 (2007).
[8] S. Neppl, R. Ernstorfer, E. M. Bothschafter, A. L. Cavalieri, D. Menzel, J. V. Barth, F. Krausz, R. Kienberger, and P. Feulner, *Attosecond Time-Resolved Photoemission from Core and Valence States of Magnesium*, Phys. Rev. Lett. **109**, 087401 (2012).
[9] P. Auger, *Sur les Rayons β Secondaires Produits dans un Gaz par des Rayons X*, C. R. Acad. Sci. F **177**, 169 (1923).
[10] L. Meitner, *Über den Zusammenhang Zwischen β- und γ-Strahlen*, Z. Phys. **9**, 145 (1922).
[11] L. Meitner, *Das β-Strahlenspektrum von UX$_{1}$ und seine Deutung*, Z. Phys. **17**, 54 (1923).
[12] A. I. Kuleff and L. S. Cederbaum, *Ultrafast Correlation-Driven Electron Dynamics*, J. Phys. B **47**, 124002 (2014).
[13] V. Averbukh, U. Saalmann, and J. M. Rost, Suppression of Exponential Decay in a Charged Environment, Phys. Rev. Lett. 104, 233002 (2010).

[14] M. Bixon and J. Jortner, Intramolecular Radiationless Transitions, J. Chem. Phys. 48, 715 (1968).

[15] J. Craigie, A. Hammad, B. Cooper, and V. Averbukh, Rates of Exponential Decay in Systems of Discrete Energy Levels by Stieltjes Imaging, J. Chem. Phys. 141, 014105 (2014).

[16] F. Calegari, D. Ayuso, A. Trabattoni, L. Belshaw, S. De Camillis, S. Anumula, F. Frassetto, L. Poletto, A. Palacios, P. Decleva et al., Ultrafast Electron Dynamics in Phenylenaline Initiated by Attosecond Pulses, Science 346, 336 (2014).

[17] P.S. Bagus, R. Broer, and E.S. Itlon, A New Near Degeneracy Effect for Photoemission in Transition Metals, Chem. Phys. Lett. 394, 150 (2004).

[18] V. Despré, N. V. Golubev, and A. I. Kuleff, Charge Migation in Propionic Acid: A Full Quantum Dynamical Study, Phys. Rev. Lett. 121, 203002 (2018).

[19] A. Marciniak, V. Despré, V. Loriot, G. Karras, M. Hervé, L. Quintard, F. Catoire, C. Joblin, E. Constant, A. Kuleff et al., Electron Correlation Driven Non-Adiabatic Relaxation in Molecules Excited by an Ultrashort Extreme Ultraviolet Pulse, Nat. Commun. 10, 337 (2019).

[20] M. Vacher, M. J. Bearpark, M. A. Robb, and J. P. Malhado, Electron Dynamics upon Ionization of Polyatomic Molecules: Coupling to Quantum Nuclear Motion and Decoherence, Phys. Rev. Lett. 118, 083001 (2017).

[21] S. Baker, J. S. Robinson, C. Haworth, H. Teng, R. Smith, C. Chiriş, M. Lein, J. Tisch, and J. P. Marangos, Probing Proton Dynamics in Molecules on an Attosecond Time Scale, Science 312, 424 (2006).

[22] K. S. Zinchenko, F. Ardana-Lamas, I. Seidu, S. P. Neville, J. van der Veen, V. U. Lanfaloni, M. S. Schuurman, and H. J. Wörner, Sub-7-Femtosecond Conical-Interaction Dynamics Probed at the Carbon k-Edge, Science 371, 489 (2021).

[23] D. R. Austin, A. S. Johnson, F. McGrath, D. Wood, L. Miseikis, T. Siegel, P. Hawkins, A. Harvey, Z. Maşın, S. Patchkovskii et al., Extracting Sub-Cycle Electronic and Nuclear Dynamics from High Harmonic Spectra, Sci. Rep. 11, 1 (2021).

[24] M. Galbraith, S. Scheit, N. Golubev, G. Reitsma, M. Zhaboronskov, V. Despré, F. Lepine, A. Kuleff, M. Vrakking, O. Kornilov et al., Few-Femtosecond Passage of Conical Intersections in the Benzene Cation, Nat. Commun. 8, 1 (2017).

[25] V. Despré, M. Steinberg, A. J. Jenkins, M. J. Bearpark, and M. A. Robb, Electron Dynamics Following Photoinization: Decoherence due to the Nuclear-Wave-Packet Width, Phys. Rev. A 92, 040502(R) (2015).

[26] D. Mendive-Tapia, M. Vacher, M. J. Bearpark, and M. A. Robb, Coupled Electron-Nuclear Dynamics: Charge Migration and Charge Transfer Initiated Near a Conical Intersection, J. Chem. Phys. 139, 044110 (2013).

[27] G. Worth, M. Robb, and B. Lasorne, Solving the Time-Dependent Schrödinger Equation for Nuclear Motion in One Step: Direct Dynamics of Non-Adiabatic Systems, Mol. Phys. 106, 2077 (2008).

[28] M. Vacher, D. Mendive-Tapia, M. J. Bearpark, and M. A. Robb, Electron Dynamics upon Ionization: Control of the Timescale through Chemical Substitution and Effect of Nuclear Motion, J. Chem. Phys. 142, 094105 (2015).

[29] A. J. Jenkins, K. E. Spinlove, M. Vacher, G. A. Worth, and M. A. Robb, The Ehrenfest Method with Fully Quantum Nuclear Motion (Qu-Eh): Application to Charge Migration in Radicalations, J. Chem. Phys. 149, 094108 (2018).

[30] M. Drescher, M. Hentschel, R. Kienberger, M. Uiberacker, V. Yakovlev, A. Scrinzi, T. Westerwalbesloh, U. Kleineberg, U. Heinze, and F. Krausz, Time-Resolved Atomic Inner-Shell Spectroscopy, Nature (London) 419, 803 (2002).

[31] D.C. Haynes, M. Wurzer, A. Schletter, A. Al-Haddad, C. Blaga, C. Bostedt, J. Bozek, M. Bucher, A. Camper, S. Carron et al., Clocking Auger Electrons, Nat. Phys. 17, 512 (2021).

[32] E. Perfetto, A. Trabattoni, F. Calegari, M. Nisoli, A. Marinelli, and G. Stefanucci, Ultrafast Quantum Interference in the Charge Migration of Tryptophan, J. Phys. Chem. Lett. 11, 891 (2020).

[33] A. A. Lutman, T. J. Maxwell, J. P. MacArthur, M. W. Guetg, N. Berrah, R. N. Coffee, Y. Ding, Z. Huang, A. Marinelli, S. Moeller et al., Fresh-Slice Multicolour X-Ray Free-Electron Lasers, Nat. Photonics 10, 745 (2016).

[34] A. A. Lutman, M. W. Guetg, T. J. Maxwell, J. P. MacArthur, Y. Ding, C. Emma, J. Krzywinski, A. Marinelli, and Z. Huang, High-Power Femtosecond Soft X Rays from Fresh-Slice Multistage Free-Electron Lasers, Phys. Rev. Lett. 120, 264801 (2018).

[35] J. Duris, S. Li, T. Driver, E. G. Champenois, J. P. MacArthur, A. A. Lutman, Z. Zhang, P. Rosenberger, J. W. Aldrich, R. Coffee et al., Tunable Isolated Attosecond X-Ray Pulses with Gigawatt Peak Power from a Free-Electron Laser, Nat. Photonics 14, 30 (2020).

[36] M. Lara-Astiaso, D. Ayuso, I. Tavernelli, P. Decleva, A. Palacios, and F. Martin, Decoherence, Control and Attosecond Probing of XUV-Induced Charge Migration in Biomolecules: A Theoretical Outlook, Faraday Discuss. 194, 41 (2016).

[37] K. R. Ferguson, M. Bucher, J. D. Bozek, S. Carron, J.-C. Castagna, R. Coffee, G. I. Curiel, M. Holmes, M. Holmes, J. Krzywinski, M. Meserschmidt, M. Minitti, A. Mitra, S. Moeller, P. Noonan, T. Osipov, S. Schorb, M. Swiggers, A. Wallace, J. Yin, and C. Bostedt, The Atomic, Molecular and Optical Science Instrument at the Linac Coherent Light Source Free-Electron Laser, Nat. Photonics 14, 30 (2020).

[38] T. Osipov, C. Bostedt, J.-C. Castagna, K. R. Ferguson, M. Bucher, S. C. Montero, M. L. Swiggers, R. Obaid, D. Rolles, A. Rudenko, J. D. Bozek, and N. Berrah, The LAMP Instrument at the Linac Coherent Light Source Free-Electron Laser, Rev. Sci. Instrum. 89, 035112 (2018).

[39] B. Cooper, P. Kolorenc, L. J. Frasinski, V. Averbukh, and J. P. Marangos, Analysis of a Measurement Scheme for Ultrafast Hole Dynamics by Few Femtosecond Resolution X-Ray Pump-Probe Auger Spectroscopy, Faraday Discuss. 171, 93 (2014).

[40] T. Wolf, R. H. Myhre, J. Cryan, S. Coriani, R. Squibb, A. Battistoni, N. Berrah, C. Bostedt, P. Bucksbaum, G. Coslovich et al., Probing Ultrafast ππ* ππ* Internal Conversion in Organic Chromophores via k-Edge Resonant Absorption, Nat. Commun. 8, 1 (2017).
A. A. Zholents and W. M. Fawley, A. Trofimov and J. Schirmer, Molecular Ionization Energies and Ground- and Ionic-State Properties Using a Non-Dyson Electron Propagator Approach, J. Chem. Phys. 123, 144115 (2005).

L. S. Cederbaum, W. Domcke, J. Schirmer, and W. V. T. Koopmans, Correlation Effects in the Ionization of Molecules: Breakdown of the Molecular Orbital Picture, Advances in Chemical Physics (John Wiley Sons, Ltd, New York, 2007), pp. 115–159.

J. Breidbach and L. S. Cederbaum, Migration of Holes: Formalism, Mechanisms, and Illustrative Applications, J. Chem. Phys. 118, 3983 (2003).

M. Vacher, D. Mendive-Tapia, M. J. Bearpark, and M. A. Robb, The Second-Order Ehrenfest Method, Theor. Chem. Acc. 133, 1505 (2014).

A. J. Jenkins, M. Vacher, R. M. Twidale, M. J. Bearpark, and M. A. Robb, Charge Migration in Polycyclic Norbornadiene Cations: Winning the Race Against Decoherence, J. Chem. Phys. 145, 164103 (2016).

K. Kahn and T. C. Bruce, Focal-Point Conformational Analysis of Ethanol, Propanol, and Isopropanol, Chem. Phys. Chem. 6, 487 (2005).

D. Schwickett, M. Ruberti, P. Koloren, S. Usenko, A. Przystawik, K. Baev, I. Baev, M. Braune, L. Bocklage, M. K. Czwalina et al., Electronic Quantum Coherence in Glycine Probed with Femtosecond X-Rays, arXiv: 2012.04852.

A. A. Zholents and W. M. Fawley, Proposal for Intense Attosecond Radiation from an X-Ray Free-Electron Laser, Phys. Rev. Lett. 92, 224801 (2004).

T. Koopmans, Über die Zuordnung von Wellenfunktionen und Eigenwerten zu den Einzelnen Elektronen eines Atoms, Physica (Utrecht) 1, 104 (1934).

J. Nordgren, G. Bray, S. Cramm, R. Nyholm, J.-E. Rubensson, and N. Wassdalh, Soft X-Ray Emission Spectroscopy Using Monochromatized Synchrotron Radiation, Rev. Sci. Instrum. 60, 1690 (1989).

D. Ratner, C. Behrens, Y. Ding, Z. Huang, A. Marinelli, T. Maxwell, and F. Zhou, Time-Resolved Imaging of the Microbunching Instability and Energy Spread at the Linac Coherent Light Source, Phys. Rev. ST Accel. Beams 18, 030704 (2015).

Z. Guo, M. W. Guetg, Y. Ding, A. Marinelli, J. Wu, Z. Huang, and A. A. Lutman, Simulation Analysis and Optimization of Fresh-Slice Multistage Free-Electron Lasers, Phys. Rev. Accel. Beams 23, 031304 (2020).

S. P. Hau-Riege, R. M. Bionta, D. D. Ryutov, and J. Krzywinski, Measurement of X-Ray Free-Electron-Laser Pulse Energies by Photoluminescence in Nitrogen Gas, J. Appl. Phys. 103, 053306 (2008).

H.-J. Werner, P. J. Knowles, G. Knizia, F. R. Manby, and M. Schütz, MOLPRO: A General-Purpose Quantum Chemistry Program Package, Comput. Mol. Sci. 2, 242 (2012).

M. Barbatti, M. Ruckenbauer, F. Plasser, J. Pittern, G. Granucci, M. Persico, and H. Lischka, Newton-X: A Surface-Hopping Program for Nonadiabatic Molecular Dynamics, Comput. Mol. Sci. 4, 26 (2014).

M. Barbatti, G. Granucci, M. Persico, M. Ruckenbauer, M. Vazdar, M. Eckert-Maksić, and H. Lischka, The On-the-Fly Surface-Hopping Program System Newton-X: Application to Ab Initio Simulation of the Nonadiabatic Photodynamics of Benchmark Systems, J. Photochem. Photobiol. A 190, 228 (2007).

D. Fabris, T. Witting, W. Okell, D. Walke, P. Mattia-Hernando, J. Henkel, T. Barillot, M. Lein, M. Marangos, and J. Tisch, Synchronized Pulses Generated at 20 eV and 90 eV for Attosecond Pump-Probe Experiments, Nat. Photonics 9, 383 (2015).

F. Frank, C. Arrell, T. Witting, W. Okell, J. McKenna, J. Robinson, C. Haworth, D. Austin, H. Teng, I. Walmsley et al., Invited Review Article: Technology for Attosecond Science, Rev. Sci. Instrum. 83, 071101 (2012).

P. Ranitovic, X. M. Tong, C. W. Hogle, X. Zhou, Y. Liu, N. Toshima, M. M. Murnane, and H. C. Kapteyn, Laser-Enabled Auger Decay in Rare-Gas Atoms, Phys. Rev. Lett. 106, 053002 (2011).

B. Cooper and V. Averbukh, Single-Photon Laser-Enabled Auger Spectroscopy for Measuring Attosecond Electron-Hole Dynamics, Phys. Rev. Lett. 111, 083004 (2013).

D. Jablonskyi, K. Ueda, K. L. Ishikawa, A. S. Kheifets, P. Carpeggiani, M. Reduzzi, H. Ahmadi, A. Comby, G. Sansone, T. Cszimidia et al., Observation and Control of Laser-Enabled Auger Decay, Phys. Rev. Lett. 119, 073203 (2017).

D. You, K. Ueda, M. Ruberti, K. L. Ishikawa, P. A. Carpeggiani, T. Cszimidia, L. G. Oldal, H. N. G. Sansone, P. K. Maroj et al., A Detailed Investigation of Single-Photon Laser Enabled Auger Decay in Neon, New J. Phys. 21, 113036 (2019).

T. Barillot, P. Matia-Hernando, D. Greening, D. Walke, T. Witting, L. Frasinski, J. Marangos, and J. Tisch, Towards XUV Pump-Probe Experiments in the Femtosecond to Sub-Femtosecond Regime: New Measurement of the Helium Two-Photon Ionization Cross-Section, Chem. Phys. Lett. 683, 38 (2017).

W. Wiley and I. McLaren, Time-of-Flight Mass Spectrometer with Improved Resolution, Rev. Sci. Instrum. 26, 1150 (1955).