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Abstract

Reinforcement learning has seen increasing applications in real-world contexts over the past few years. However, physical environments are often imperfect and policies that perform well in simulation might not achieve the same performance when applied elsewhere. A common approach to combat this is to train agents in the presence of an adversary. An adversary acts to destabilise the agent, which learns a more robust policy and can better handle realistic conditions. Many real-world applications of reinforcement learning also make use of goal-conditioning: this is particularly useful in the context of robotics, as it allows the agent to act differently, depending on which goal is selected. Here, we focus on the problem of goal-conditioned learning in the presence of an adversary. We first present DigitFlip and CLEVR-Play, two novel goal-conditioned environments that support acting against an adversary. Next, we propose EHER and CHER—two HER-based algorithms for goal-conditioned learning—and evaluate their performance. Finally, we unify the two threads and introduce IGOAL: a novel framework for goal-conditioned learning in the presence of an adversary. Experimental results show that combining IGOAL with EHER allows agents to significantly outperform existing approaches, when acting against both random and competent adversaries.

1 Introduction

Reinforcement Learning (RL) describes the problem of training an agent to perform desirable behaviours in an environment through a series of actions. Goal-conditioned learning extends this problem by introducing a specific goal that the agent needs to satisfy. The most natural realisation of this idea is through its applications in the field of robotics. However, it is typically infeasible to use real-world environments for training agents, since that can require a significant number of attempts. In some cases, such as in the operation of a robotic arm [Xing and Chang, 2019], this may be time-consuming. In others, such as in self-driving cars [Kiran et al., 2020], it could be dangerous.

To combat this problem, several real-world simulators have been designed for use in RL contexts. The de-facto standard among these is MuJoCo [Todorov et al., 2012], which provides an accurate model of real-world physics and supports a wide range of scenes. However, there are differences between simulated and real-world environments, from textural qualities in visual contexts to measurement errors and imperfect motors in control contexts. Pinto et al. [2017] have suggested that a randomly-acting adversary could be used to simulate modelling errors; if the agent can perform well in the presence of a random adversary, then it should be robust to imperfections of a physical environment.

This work considers the presence of an adversary in goal-conditioned learning—a natural fit for robotics, since robotic environments are often required to achieve variable goals, such as placing objects in a specified position. Moreover, improving on the ability of agents to achieve goals while handling adversaries is an important aim, as it allows robotic agents to perform a range of tasks in
“Put objects in the order:
Red, Blue, Green, Purple, Cyan”

“There is a red sphere, is there a blue
sphere to the right of it?”

Push Red Sphere 1 unit
North East

Push Red Sphere 2 units
South East

(a) The hierarchical approach taken by CLEVR-Play. The high-level agent determines which relationships should be true to satisfy some ordering. The low-level agent learns which objects to push and in which direction to satisfy the relationship.

Figure 1: Details about the goal-conditioned environments developed.

(challenging conditions (for example, clearing hazardous material [Amjadi et al., 2019], disposing of explosives [Jorgensen et al., 2019], helping blind people navigate [Akbari Hamed et al., 2019]).

With these motivations in mind, we present our main contributions: (1) two new goal-conditioned environments, DigitFlip and CLEVR-Play, which support adversarial players, (2) two novel goal-conditioned learning algorithms, EHER and CHER, which are built upon and evaluated against Hindsight Experience Replay (HER) [Andrychowicz et al., 2017] and (3) a new framework for learning in the presence of an adversary, IGOAL, which is evaluated on both proposed environments.

2 Goal-Conditioned Environments

2.1 CLEVR-Play

CLEVR-Robot [Jiang et al., 2019] combines the CLEVR dataset with a robotics action space, specifying high-level instructions (goals) as natural language questions about scenes. A goal is satisfied if the answer to the corresponding question is ‘yes’. The agent controls a point mass which can teleport exactly to any point in the scene and perform a push in any direction. Objects are moved by teleporting the point mass to a position close to them and pushing in the desired direction. CLEVR-Robot abstracts the problems involved in robotics environments in two main ways: (1) the point mass can move between locations without disturbing other objects in the scene and (2) after the point mass moves, the agent knows its exact location and is able to perform precise actions. In a real-world environment, there would also exist some uncertainty in the actions taken by the agent.

We extend CLEVR-Robot to account for these problems, removing the teleportation abstraction and introducing uncertainty via the presence of an adversary. The new environment, CLEVR-Play, differs from CLEVR-Robot in two ways: it uses a lower-level action space and it supports training in the presence of an adversarial player to emulate the uncertainty of physical environments. Actions in CLEVR-Robot are executed by the ‘point mass’ (which we refer to as the player) teleporting to a chosen location and then moving in a chosen direction. CLEVR-Play adopts a new relative action space, where moves are taken from the current position of the player, eliminating the ability to teleport around the scene. The new space includes actions representing the eight ordinal directions in 2D and a single action that represents the zero vector, corresponding to changes in velocity.

For the environment to exhibit the Markov property, the new state representation must capture both the position of the agent and its current velocity. We choose the raw MuJoCo physics data from the scene as the state encoding, avoiding an otherwise domain-specific representation and allowing the same training approach to be easily extended to any other MuJoCo environment.

Goals in CLEVR-Robot are specified in the form of high-level natural language sentences. The choice to use an action space that is more granular makes it hard for the agent to achieve these high-level goals. This is due to the requirements for the agent to learn long-term dependencies. Instead, CLEVR-Play uses the hierarchy shown in Figure 1a. A low-level agent is trained to move to a specific location in the scene and a higher-level agent is trained to use this ability to achieve the language goals. Since the environment includes obstacles that the agent can manipulate, a reward function must be chosen, which correctly incentivises the behaviour where the agent moves past obstacles.
While the median agent does still gain competency during training, the spread of results is substantial. As a result, EHER defines a mix-in.

Goals are introduced in the form of ‘target states’, so the goal space is identical to the state space. Andrychowicz et al. [2017] demonstrate the problem of goal-conditioned learning using a ‘bit-flipping’ environment. Training an agent in the bit-flipping environment shows that traditional RL algorithms are infeasible in the presence of goals. In addition, a technique such as HER allows the agent to improve on the basic reduction to an RL problem. However, approaches to goal-conditioned learning are already able to perform very well on the simple bit-flipping environment. In order to investigate more advanced techniques, we develop DigitFlip, a more challenging environment that presents the agent with the same problem as CLEVR-Play, but allowing the difficulty to be chosen arbitrarily. DigitFlip models a perpetual flip calendar (see Figure 1b) with a discrete action space, consisting of an $n$-length integer array, with each element $0 \leq v_i \leq r$. The agent is located at a position in the array (Figure 2a) and can perform actions (FLIP, MOVE) at each step. A FLIP at position $i$ will increment the value of $v_i$ modulo $r$. A MOVE increments the index of the agent position, modulo $n$.

Adding an adversarial player The adversary performs an action on the point-mass after each move by the agent. The (competent) adversary will deliberately target a location in the scene that is as far away as possible from the goal of the agent, making it hard for the agent to make progress. This represents the real-world uncertainty in the environment and prevents agents from relying on each move taking place precisely or deterministically.

### 2.2 DigitFlip

Andrychowicz et al. [2017] demonstrate the problem of goal-conditioned learning using a ‘bit-flipping’ environment. The state space is an $n$-length bit array and the action space is the set of integers $\{0, \ldots, n-1\}$. Performing the action $i$ flips $(0 \rightarrow 1$ or $1 \rightarrow 0)$ the $i^{th}$ bit in the current state vector. Goals are introduced in the form of ‘target states’, so the goal space is identical to the state space. A goal is satisfied if and only if it is equal to the current state of the environment.

Training an agent in the bit-flipping environment shows that traditional RL algorithms are infeasible in the presence of goals. In addition, a technique such as HER allows the agent to improve on the basic reduction to an RL problem. However, approaches to goal-conditioned learning are already able to perform very well on the simple bit-flipping environment. In order to investigate more advanced techniques, we develop DigitFlip, a more challenging environment that presents the agent with the same problem as CLEVR-Play, but allowing the difficulty to be chosen arbitrarily. DigitFlip models a perpetual flip calendar (see Figure 1b) with a discrete action space, consisting of an $n$-length integer array, with each element $0 \leq v_i \leq r$. The agent is located at a position in the array (Figure 2a) and can perform actions (FLIP, MOVE) at each step. A FLIP at position $i$ will increment the value of $v_i$ modulo $r$. A MOVE increments the index of the agent position, modulo $n$.

Adding an adversarial player In DigitFlip, the adversary is implemented in the same way as the agent. An additional element is added to the state space, as shown in Figure 2b, to represent the location of the adversary, which can perform the same actions as the agent. An adversary will competently act against an agent by aiming to change the state to one which is the furthest away from the target of the agent. With DigitFlip, this is easy to compute. A competent adversary aims for the state where each digit is $\frac{n}{2}$ ‘flip’ moves from the goal of the agent.

### 3 HER Improvements

By training an agent using HER on the DigitFlip($9,4$) environment, it is clear that HER has difficulty learning in complex environments. The success rate during training is shown in Figure 3. While the median agent does still gain competency during training, the spread of results is substantial. This is likely due to the fact that by default, HER chooses which goals to relabel at random. We therefore introduce two novel approaches, EHER and CHER, which aim to improve the performance of agents on average and reduce the spread of outcomes.

**EHER** Error-Prioritised Hindsight Experience Replay (EHER) is an HER extension which implements prioritisation in goal relabelling to speed up training. For each experience on a trajectory, EHER considers which goals would make this experience the most surprising to the current state of the $Q$-Network. To satisfy the requirements for a curriculum, it must additionally ‘mix in’ easier tasks. In this case, an ‘easier task’ is one which the agent can more closely determine the $Q$-value for. As a result, EHER defines a mix-in probability $\mu$ which controls how often a random goal will be used.
Figure 3: An agent trained using HER on the DigitFlip(9, 4) environment. On average, agents will gain some proficiency as training progresses, but the variance in performance is significant. This is likely due to there being a substantial random component to HER.

Algorithm 1: The EHER Goal Selection Strategy

Input: GMDP $M$, Trajectory $\tau$, Index $i$, Integer $k$, Mix-In Probability $P_\mu : \mathbb{N} \mapsto \{0, 1\}$, $Q$-Network $Q$ on Training Step $t$ with Discount Factor $\gamma$

Output: List $\{(g_0^*, r_0^*), \ldots , (g_{k-1}^*, r_{k-1}^*)\} \subset G \times \mathbb{R}$

1: $R = []$  
   // Initialise the relabelling list
2: goals = []
3: for $i' \leftarrow i$ to $|\tau|$ do
4:   $s, a, s' = \tau[i']$
5:   goals ← goals + $\{g|\text{SAT}(s', g)\}$  
   // Add satisfied goals
6: while $|R| < k$ do
7:   if rand$(0, 1) > \mu(t)$ then
8:     $g^* = \arg\max_{g \in \text{goals}} R((s, a, s'), g) + \gamma \max_{a'} [Q((s', g), a') - Q((s, g), a)]$
9:   else
10:     $g^* \sim \mathcal{U}(\text{goals})$
11:     goals.remove($g^*$)
12:     $r^* = R((s, a, s'), g^*)$
13. R.append($(g^*, r^*))$

Figure 4: The goal selection strategy for EHER. In general, experiences with a higher TD-error are prioritised. This is implemented by selecting a random goal for relabelling with a probability $\mu(t)$ at training step $t$ and selecting the experience with the highest TD-error otherwise.

for relabelling. If this probability is 1.0, then EHER is equivalent to HER. The goal selection strategy for EHER is given in Algorithm 1. We use a mix-in probability of $\mu = 0.5$ (detailed in Appendix E).

CHER Curiosity-prioritised Hindsight Experience Replay (CHER) is a modification to EHER which uses a curiosity-driven approach similar to RND exploration [Burda et al., 2018] to select goals. Just like with RND, CHER randomly initialises two networks, TARGET and PREDICT. Every time it encounters a new experience, it trains PREDICT to output the same value as TARGET. In general, the more novel a state and goal pair is, the higher the error between the networks should be. While EHER chooses which goals to use in relabelling by their TD-error, CHER chooses them based on the difference between the output of the TARGET and PREDICT networks.

4 IGOAL

Ideally, a well-trained agent should be able to achieve the required goal, irrespective of what adversary it faces. The most obvious way of training the agent to be robust to any adversary is against the worst-case, most competent adversary. However, if the agent plays against the adversary for long enough, it may ‘overfit’ its policy to counter the worst-case adversary and perform poorly when confronted with others. We thereby introduce Iterative Goal-Oriented Adversary Learning (IGOAL), an approach to training agents to combat unpredictable adversaries in goal-conditioned environments. IGOAL works by training an agent with policy $\pi$ against an adversary policy $\pi'$, where $\pi'$ is a copy of $\pi$ taken every $h$ steps. To bootstrap training, an agent initially trains against a random adversary. IGOAL resembles a self-play curriculum learning technique, but achieves a different objective. Whereas self-play uses...
Figure 5: Graphical representations of the difficulty and the size of the state space for DigitFlip environments with $r \in [1..9]$ and $n \in [3..9]$. Darker colours represent higher numerical values.

5 Experiments

5.1 DigitFlip Environment Difficulty

EHer and CHER are designed to improve on the performance of HER, so it is important to choose environments that cover a diverse range of difficulties as baselines. The difficulty of the DigitFlip environment is parameterised—it would be both impractical and redundant to fully evaluate every combination of $n$ and $r$. We chose three representative difficulties for each evaluation—easy, medium and hard—and explain the difficulty measure which guided and justified the choices.

In order to prevent experimenter bias, the process for determining the difficulty completely excluded the performance of EHER or CHER from consideration. Since the reward function is sparse in both environments, we use the success rate metric, which is unique to goal-conditioned environments. If the variance in the success rate of each model is low, then the metric is a reliable indicator of environment difficulty. For each environment, we trained and tested 5 independent DDQN [van Hasselt et al. 2015] models using HER, for 30000 steps, on 1000 randomly initialised episodes. Both success rate and model variance were recorded, along with the average successful episode length, to determine the relationship between episode length and environment parameters.

The measured success rate for each configuration is shown in Figure 5a, while Figure 5b illustrates the order of magnitude of the corresponding state spaces. In general, it can be seen that larger state spaces correspond to more difficult environments. Whereas the size of the state space $|S| = n(r + 1)^n$ increases more quickly with $r$ than with $n$, the difficulty decreases more quickly when $n$ is increased. We also empirically determined (see Appendix C) that the variance between the model success rates is negligible in all cases, thus depending primarily on $(n, r)$. Hence, we chose the following environments: $(4, 2)$—easy, $(9, 3)$—medium, $(9, 4)$—hard. The medium environment is used to determine an appropriate goal selection strategy; the easy and hard ones, to compare the performance of HER, EHER and CHER; the easy one, to evaluate the performance of IGOAL.

5.2 HER Algorithms

Easy DigitFlip To compare the performance of EHER, CHER and HER in the easy environment, we trained 6 models using each algorithm. The results are illustrated in Figure 6. CHER learns a successful policy more slowly than both EHER and HER, although all approaches eventually reach close to a success rate of 1.0. On the other hand, EHER learns the most quickly, although the improvement over HER is less substantial than in the medium environment (Figure 16 in Appendix B). This may suggest that HER already performs well in the easy environment due to its low complexity.

Hard DigitFlip We trained six models again using HER and EHER, with results shown in Figure 7. The most notable aspect of the agent performance is that the variance in model performance
Figure 6: A comparison of agents trained using HER, EHER and CHER in the easy DigitFlip(5, 3) environment. This value represents the average success rate achieved by an agent on 200 randomly initialised test episodes and is recorded at the end of every 4000 training steps. The EHER algorithm shown here uses the combined mix-in strategy (see Appendix B).

Figure 7: The average success rate on the hard DigitFlip(9, 4) environment, determined by 200 test episodes carried out by each agent after 80000 training steps. The solid line represents the median success rate; the shaded regions represent the inter-quartile range.

is far greater than in simpler environments—2 runs using HER appeared to not gain proficiency during training at all. EHER learns more quickly, more consistently and, on average, to a higher level of proficiency. However, the upper quartiles of both HER and EHER are very similar.

CLEVR-Play  EHER, CHER and HER were compared as previously: six models were trained and the success rate was recorded. Results (Figure 8) show that CHER has the greatest variance and EHER has the highest success rate in the long term. However, the performance of each algorithm is indistinguishable—perhaps due to the CLEVR-Play environment being very simple to learn, taking just 1000 training steps to achieve a consistent success rate of 1.0. From the results comparing EHER, CHER and HER, it is reasonable to conclude that EHER represents an improvement over HER, but that the improvement may only be significant in complex environments.

5.3 IGOAL

IGOAL is designed to train agents to achieve goals in the presence of an adversary. Hence, evaluating an agent against a deterministic policy might not give results that are indicative of general performance—for example, the agent may simply learn how to mitigate the effects of that adversary. A stochastic adversary maximises the entropy of the adversarial action at each step and thus provides a better benchmark, but may not present a sufficiently challenging situation to the agent. We therefore evaluated IGOAL in CLEVR-Play and DigitFlip on both random and competent adversaries.

Figure 8: A comparison of HER, EHER and CHER in the CLEVR-Play environment. While the difference in the performance of each approach is almost negligible, EHER is the most consistent and highest performing, which conforms with the observations in earlier experiments.
Random adversary We compared two approaches: the first uses HER and second uses EHER with IGOAL. If the agent performance is evaluated against adversaries that are predictable, then the results may not reflect how agents respond to an arbitrary adversary, so a random adversary (with entirely unpredictable actions) was first chosen to evaluate the performance of each agent.

The experiment in Figure 9 compares the agents trained in DigitFlip. The performance of the first agent is clearly affected by the presence of the random adversary, while agents trained with IGOAL learn the most quickly and exhibit the highest proficiency. Most surprisingly, agents trained with IGOAL and tested in the presence of a random adversary actually perform better than agents not exposed to any adversary at all. We repeated the same experiment in CLEVR-Play (Figure 10), with results following the same trend. The presence of an adversary reduces the performance of agents trained without IGOAL, but agents trained using IGOAL and tested in the presence of an adversary exhibit higher performance than those trained and tested without an adversary.

There are two obvious reasons that an agent trained using IGOAL and tested against an adversary might outperform agents that are not subject to an adversary: (1) the presence of an adversary makes the environment easier to solve and (2) the agent learns to counter the moves of the adversary during training. However, both of these explanations can be refuted. Firstly, the presence of an adversary made both environments more difficult to solve; on average it took about double the number of steps for the agent to achieve its goal in DigitFlip and the traditional HER agent took significantly longer to learn in the environment when the adversary was introduced. Secondly, IGOAL is tested against a random adversary with unpredictable moves; it could not possibly predict the adversaries actions ahead of time, nor could it have been trained to rely on a specific policy taken by the adversary. We can, however, investigate this further by testing against an adversary which is not random.

Competent adversary A competent adversary is considered one which can achieve a consistent success rate of 1.0 against a random adversary. If just a single ‘competent’ adversary were used in testing, then the result may not reflect the performance of the algorithm in the presence of an arbitrary adversary. Six competent adversaries are therefore trained independently using IGOAL. In testing, the adversary is required to act in the presence of one of these (unseen during training) at random. The results are shown in Figure 11. Agents trained using IGOAL perform significantly better both in
Figure 11: The success rate of two agents trained using EHER on the easy DigitFlip environment. One agent is trained using IGOAL and one without, against six pre-trained adversaries per episode. Both are tested against a (randomly-selected) difficult adversary. The solid line in the graph represents the median success rate among agents and the shaded region represents the inter-quartile range.

Figure 12: The average success rate of agents in the easy DigitFlip environment as training progresses. The green line represents agents trained with the final IGOAL version. Solid lines represent median performance and the shaded regions represent the inter-quartile range. The green line represents agents training in the presence of an adversary which is training in parallel.

the presence of a random and a competent adversary. Hence, it is possible to refute explanations of the success of IGOAL which rely on it learning to counter the moves of a specific adversary.

IGOAL first trains against a random adversary, then trains against itself. This bootstrapping approach means that IGOAL is able to achieve the substantial improvement over other methods without additional complexity. However, if IGOAL works because of a ‘curriculum’ effect, then it should not rely on the agent training against itself, providing the adversary that it trains against also improves. In the final experiment, two agents were trained in parallel: the first used EHER with IGOAL, while the second used EHER along with the modification that it was trained against the policy of the first agent. Figure 12 summarises the results of the final IGOAL experiment. The performance of agents trained with IGOAL is almost identical to the performance of agents trained with the modification. This provides evidence that the performance improvement provided by IGOAL occurs because agents are subject to a curriculum of increasing difficulty. As the IGOAL agent becomes more proficient in achieving goals, it also becomes a stronger adversary. With the modification, the adversary becomes more competent with the agent because it is being trained in parallel. The success rate during training of the second agent follows the same trajectory of an agent trained using IGOAL. From this, we deduce that the growing competence of the adversarial agent is key to the success of IGOAL.

6 Discussion

When considering the performance of EHER and CHER compared to traditional HER, it is clear that EHER demonstrates an improvement. The benefits of EHER over HER are more significant when used on environments with larger state spaces. CHER did not provide an improvement over EHER in any of the environments that were tested. The results also show that IGOAL significantly improves on the ability of an agent to achieve goals in the presence of an adversary. In addition, agents trained using IGOAL are able to perform well in the presence of both random and competent adversaries. In fact, agents trained without IGOAL appear unable to make any meaningful progress in the presence of an adversary. Not only does IGOAL lead to better performance in the presence of different adversaries, but it appears to be essential for learning when exposed to competent ones. Future work will include evaluating EHER and IGOAL on more complex environments and incorporating them as low-level agents in a hierarchical setup.
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A. Formalising Goal-Conditioned Environments

We formalise goal-conditioned environments by extending the theory surrounding MDPs. A GMDP has similar properties to the MDP structure, but is augmented with a goal space \( G \) and a goal-satisfaction relation \( SAT \subseteq S \times G \). An episode in a goal-conditioned environment is a tuple of a trajectory \( \tau \) and a goal \( g \). The reward function \( R \) is a function of an experience \( \epsilon \) and a goal \( g \).

A.1 Transforming GMDPs to MDPs

In order to apply the existing theory surrounding learning MDPs, it is possible to transform a GMDP \( (S, G, A, T, R, SAT) \) into a traditional MDP:

\[
GMDP(S, G, A, T, R, SAT) \equiv MDP(S \times G, A, T^*, R^*),
\]

(1)

where \( R^*((s, g), a, (s', g)) = R((s, a, s'), g) \) and \( T^*((s, g), (s', g)|a) = T(s, s'|a) \). Under this transformation, if a policy is optimal for the MDP, then it is also optimal for the GMDP. Hence, goal-conditioned learning can be performed using any existing RL algorithm.

A.2 The Goal-Satisfaction Relation

There are two different types of goal satisfaction discussed in the relevant literature: the case where each state uniquely maps to a single goal [Andrychowicz et al., 2017] and the case where each state may map to multiple goals or none. To see a motivation for each case, consider the two environments shown in Figure 13. In Figure 13a, the agent must move a single object to a goal position. It is then clear that, if the object is in some position \((x, y)\), it has satisfied the goal \((x, y)\). Hence, \( SAT(s, g) \iff s = g \). In Figure 13b, the agent is asked to arrange the environment into a specific configuration to achieve the goal. There are multiple elements in the scene and a goal could be specified in terms of any object. For example, a state having the red cylinder at \((x_{red}, y_{red})\) and a green cylinder at \((x_{green}, y_{green})\) would simultaneously satisfy the goals “move the red cylinder to \((x_{red}, y_{red})\)” and “move the green cylinder to \((x_{green}, y_{green})\). Approaches to goal-conditioned learning have focused on environments of either type [Jiang et al., 2019, Andrychowicz et al., 2017].

A.3 Reward Shaping

Designing a function \( R \) that incentivises an RL agent to perform desirable activities is known as reward shaping [Ng et al., 1999]. It is non-trivial to select a suitable reward function in goal-conditioned learning, because the function must take account of the explicitly defined goal.

Whereas in traditional RL the agent aims to achieve the highest value of discounted reward, in goal-conditioned learning the aim becomes achieving the goal with the assistance of the reward function. To be precise, the set of actions required to maximise the total discounted reward must be exactly those actions that achieve the goal in the fewest steps. Further, since the goal is variable, the reward function must maintain this property regardless of the goal. We refer to this as the agreement between a reward function \( R \) and a goal-satisfaction relation \( SAT \).

There are two common approaches to determining reward in goal-conditioned environments.

\footnote{Providing \( R \) agrees with \( SAT \). See Appendix A.3}
Figure 14: An example of a more complex goal-conditioned environment. In this case, the agent can fall into a pit, which will cause it to lose the game.

- **Binary Rewards**: The simplest reward for goal-conditioned environments is a binary reward. In this case, we define $R$ as:

$$R((s, a, s'), g) = \begin{cases} 0 & \text{if } \text{SAT}(s', g) \\ -1 & \text{otherwise} \end{cases}$$

It is easy to see how this approach agrees with any goal-conditioned environment. However, the signal is very sparse. Agents with sparse reward signals are known to learn more slowly [Eysenbach et al., 2018].

- **Distance-Based Rewards**: In some environments, a distance-like metric $D(s, g)$ exists between each state $s$ and goal $g$.

The reward function can then be defined in two ways, for a monotonically increasing function $f$:

- $R((s, a, s'), g) = f(-D(s', g))$ \textit{absolute credit}
- $R((s, a, s'), g) = f(D(s, g) - D(s', g))$ \textit{relative credit}

If $G = S$ then $D(s, g) = |s - g|$.

Each of these methods have been used in goal-conditioned environments to varying degrees of success. Andrychowicz et al. [2017] found that a binary reward signal outperformed each other option that was tried. For that reason, we utilise binary rewards.

## B Choosing a ‘Mix-In’ Probability

CHER and EHER select random goals to relabel from the trajectory (during training step $t$) with a certain probability $\mu(t)$, to reduce the risk of catastrophic forgetting. If goal relabelling is considered as a form of curriculum, then $\mu(t)$ can be thought of as a way of satisfying the requirement to ‘mix in’ easier tasks that the agent can already solve. Zaremba and Sutskever [2014] show that this problem is non-trivial for curricula, so it is impractical to aim for an optimal choice. We considered the following strategies:

- **Constant $\mu(t) = 0.5$**: This maintains an equal inclusion of ‘easier’ tasks with more useful ones.
- **Increasing $\mu(t) \propto t$**: In this case, as the agent gains proficiency, it samples more randomly. This could help to protect against forgetting and increase the rate of learning by focusing primarily on the more interesting goals at the start and generalising to the others.
- **Decreasing $\mu(t) \propto c - t$**: A decreasing strategy could be effective by learning more broadly at the start, then focusing on goals that are harder to learn as training progresses.
- **Constant $\mu(t) = 0.0$**: The agent may be protected from forgetting through existing mechanisms such as the replay buffer and exploration strategy, so no random experiences are needed.

To evaluate these approaches, we ran 5 experiments using EHER with each strategy. For the increasing and decreasing cases, $\mu(t)$ varied linearly from 0.0 to 1.0 or from 1.0 to 0.0, respectively. The criterion
for a successful model was that it maintained a high success rate. In order to appropriately determine the success rate, we recorded the median and quartile values across each of the 5 experiments as training progressed. Firstly, we investigated variable approaches to $\mu(t)$.

The success rate during training for the cases where $\mu(t)$ increases and decreases is shown in Figure 15. The agent trains more quickly in the case where $\mu(t)$ is decreasing. Figure 16 compares HER, $\mu(t) = 1.0$ and $\mu(t) = 0.5$. Note that $\mu = 1.0$ represents HER. Clearly, the most effective choice is $\mu(t) = 0.5$. While it was anticipated that $\mu(t) = 0.0$ might result in the agent forgetting some experiences, it was surprising to see that it actually performed the worst among all of the strategies that were tested.

A particularly useful insight into the failure of $\mu(t) = 0.0$ can be found by examining the values for TD-error during training. These are collected by taking the mean TD-error over each goal achieved in the trajectory of each episode during training. When aggregated, the mean TD-error is approximately indicative of how well an agent has learned the environment at any point. The TD-error was recorded during training for each of the 5 models for every strategy.

Plots representing TD-error over time are illustrated for different strategies in Figure 17. From this, we can see that any of the approaches where $\mu(t)$ increases, decreases, or is fixed at $0.5$ lead to a quicker reduction in uncertainty than traditional HER. Specifically, this biggest improvement over HER occurs at the start of training, which corresponds with the success rate plot in Figure 16.

Despite training focusing exclusively on the examples with the highest TD-error, the case where $\mu(t) = 0.0$ does not lead to the lowest TD-error in the long term. Figure 18 compares the TD-error in the cases of $\mu(t) = 0.0$ and $\mu(t) = 0.5$. By once again considering goal relabelling as a curriculum, the failure of $\mu(t) = 0.0$ corresponds to the observation made by Zaremba and Sutskever [2014] that easier tasks must be ‘mixed in’. In this case, a lower TD-error value being associated with a goal
Figure 17: The TD-error of episodes as training progresses for various mix-in strategies. The mean TD-error of all relabelling options is recorded after each training episode. A rolling average with a square window of length 20 is used to smooth the data. Six agents are trained for each policy. The solid line represents the median TD-error among the agents and the shaded region represents inter-quartile range. Of the strategies displayed, the agents trained using HER experience the highest TD-error at the start of training. A higher TD-error suggests lower familiarity with the environment.

Figure 18: The TD-error of agents trained using the ‘combined’ mix-in policy $\mu = 0.5$ from Figure 17 and using the ‘no mix-in’ policy $\mu = 0.0$. The solid lines represent median values taken across agents and the shaded regions represent the inter-quartile range. Despite only training on those experiences with a high TD-error, the ‘no mix-in’ policy actually records a higher TD-error among samples from the environment than the ‘combined’ approach.

suggests that an agent would find it ‘easier’ to achieve. Hence, by randomly selecting from these ‘easier’ goals, EHER is able to ‘mix in’ easier ‘tasks’ and make learning more effective.

C DigitFlip Model Success Rate

Figure 19: The variance between the success rates of the 5 models trained for each value of $n$ and $r$ in Figure 5. Lower values indicate that the models had more similar success rates. Since almost all of the values are very close to 0, the mean success rate is a reliable metric to use when determining how difficult an environment is. Darker colours represent higher numerical values.
D Experimental Details

Both DigitFlip and CLEVR-Play were implemented as OpenAI Gym environments. The implementations of EHER, CHER and IGOAL have also been integrated with the stable-baselines library. Models are trained using the default stable-baselines (Double) DQN implementation, with an epsilon-greedy exploration strategy. The value of epsilon is initialised to 1.0 and decays exponentially by a factor of 0.993 on each epoch to 0.1. The Q-value update step uses a discount factor of 0.9.

For each training epoch of CLEVR-Play, there are 50 cycles. At the start of each cycle, the parameters of the target network are copied into the primary network. When agents are trained on DigitFlip, the parameters are copied every 4000 steps. Updates to the primary network are applied using Polyak averaging with $\tau = 0.05$.

The learning rate used in all experiments is $5 \times 10^{-4}$. The buffer size used for experience replay is $2 \times 10^6$. The batch size is 64.