Classification of Consumer Goods Safety Cases Based on Improved Bayesian Model
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Abstract. Given the shortcomings of traditional multinomial naive Bayesian model, an improved multinomial Bayesian model based on feature weighting is first proposed. Second, in the weight setting of the model's feature selection items, the TF-IDF algorithm does not consider the distribution of feature items between and within classes, and a range of factors related to word distribution is proposed such as intra-class factors, inter-class factors, document set factors, and normalization factors, then an improved TF-IDF weighting algorithm is put forward. Finally, combined with the case of consumer product safety, the effectiveness and feasibility of the proposed model and algorithm are verified.
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1 Introduction
Due to the frequent occurrence of consumer goods safety incidents, the governments around the world have focused more attention on the safety of consumer goods. As an important information carrier of consumer goods safety incidents, the text information of cases contains a range of incidents-related factors, such as time of occurrence, scene of action, source of hazards and severity of injury. A large number of words and higher dimensions not only increase the burden on classification learning algorithm, but also reduce the classification effect of classifier. The improved Bayesian model can effectively solve the classification problem of consumer goods safety cases, especially in calculating the weight of feature items. The improved TF-IDF algorithm for feature weight helps build a vector space model of text by considering the distribution of feature items between and within classes. At last, the proposed model and algorithm are used for classifying the text of toy-related safety cases, so as to verify their validity and feasibility.1-7.

2 Improved Multinomial Naive Bayesian Model Based on Feature Weighting

2.1 Multinomial Naive Bayesian Model
In the multinomial naive Bayesian model, a document is deemed as a collection of well-ordered words,
and many characteristic words in different sequences correspond to the same document. Suppose a
document belongs to class C, and the probability that the characteristic word $t_j$ appears once is
$P(t_j \mid C_i)$. If the characteristic word $t_j$ appears $x_j$ times in the document, its probability of
occurrence shall be $P(t_j \mid C_i)^{x_j}$. The probability of occurrence for a set of words ordered in the
sequence shall be $\prod_j P(t_j \mid C_i)^{x_j}$. Its multinomial formula shall be written as follows:

$$P(d \mid C_i) = \binom{n}{x_1, x_2, \ldots} \prod_j P(t_j \mid C_i)^{x_j} = n! \prod_j \frac{P(t_j \mid C_i)^{x_j}}{x_j}$$  (1)

After optimization, Equation (2) is obtained:

$$P(C_i \mid d) \propto P(C_i)n! \prod_j \frac{P(t_j \mid C_i)^{x_j}}{x_j}$$  (2)

Where $x_j$ is the times that the characteristic word $t_j$ appears in the document, and $n = \sum_j x_j$.

$$P(t_j \mid C_i) = \frac{\text{Count}(t_j, C_i)}{\sum_j \text{Count}(t_j, C_i)}$$  (3)

To avoid the occurrence of zero value, Laplacian smoothing is used to process Equation (3):

$$P(t_j \mid C_i) = \frac{1 + \text{Count}(t_j, C_i)}{n + \sum_j \text{Count}(t_j, C_i)}$$  (4)

Where $\text{Count}(t_j, C_i)$ represents the times that the characteristic word $t_j$ appears in the
document belonging to the $C_i$ class, $\sum_j \text{Count}(t_j, C_i)$ represents the total number of all feature
words appearing in the $C_i$ class document, and $n$ is the total number of features in the feature set.

### 2.2 Improved Multinomial Naive Bayesian Model Based on Feature Weighting

Add a weight to each characteristic word. Given that different characteristic words have different
contributions to the text, an improved naive Bayesian classification model can be obtained after weighting:

$$P(C_i \mid d) \propto P(C_i)n! \prod_j \frac{P(t_j \mid C_i)^{x_j}}{x_j}$$  (5)

For the convenience of calculation, the logarithm on both sides of the equation above is taken to
obtain the final improved naive Bayesian classification model:

$$P(C_i \mid d) = \max \{\ln P(C_i) \sum_j (w_jx_j \ln P(t_j \mid C_i) - \ln x_j)\}$$  (6)

### 2.3 Calculate Feature Weight

In the improved multinomial naive Bayesian model, the feature items are generally calculated by the
TF-IDF algorithm. However, the TF-IDF algorithm relies too heavily on word frequency and ignores
the imbalance between classes. A valid feature item for classification shall not only reflect the content
of the class it belongs to, but also distinguish its class from other classes. Thus, an improved algorithm
based on the distribution of word class is proposed to improve the shortcomings of traditional weight
algorithm.
The distribution information of feature items, also known as the discrimination of feature frequency distribution, can be divided into two types: inter-class discrimination $DI_{ac}$ and intra-class discrimination $DI_{ac}$. Where,

$$DI_{ac} = \sqrt{\frac{\sum_{i=1}^{m} (tf(t, C_i) - \overline{tf(t, C)}) / (m-1)}{\overline{tf(t, C)}}}$$ \hspace{1cm} (7)$$

In Equation (7), $tf(t, C_i)$ represents the frequency at which the characteristic word $t$ appears in $C_i$, while $m$ is the total number of classes. $tf(t, C)$ is the total frequency at which $t$ appears on the text set, and $\overline{tf(t, C)} = \sum_{i=1}^{m} tf(t, C_i) / m$. $\overline{tf(t, C)}$ is the average frequency at which $t$ appears in each class, and

$$DI_{ac} = \sqrt{\frac{\sum_{j=1}^{n} (tf(t, d_j) - \overline{tf(t, C_i)}) / (n-1)}{\overline{tf(t, C_i)}}}$$ \hspace{1cm} (8)$$

In Equation (8), $tf(t, d_j)$ represents the frequency at which $t$ appears in the $j^{th}$ document, and $n$ is the total number of documents in the class. $tf(t, C_i)$ represents the total frequency at which $t$ appears in the class, and $\overline{tf(t, C_i)} = \sum_{j=1}^{n} tf(t, d_j) / n$. $\overline{tf(t, C_i)}$ represents the average frequency at which $t$ appears in each class, and $\overline{tf(t, C_i)} = \frac{1}{n} \sum_{j=1}^{n} tf(t, d_j)$.

Let $DI(t_i) = DI_{ac}(t_i) \times (1 - DI_{in}(t_i))$ represent the weighting that combines the distribution information of class based on traditional TF-IDF algorithm. The improved TF-IDF formula is as follows:

$$w_i = \frac{tf_i \times \log(N / n_i + L)}{\sqrt{\sum_{j=1}^{n} (tf_j^2 \times \log(N / n_j + L)^2)}} DI(t_i)$$ \hspace{1cm} (9)$$

3 Experimental Results and Analysis

3.1 Experimental Data
To verify the validity of the improved Bayesian model and TF-IDF feature weight algorithm, a total of 1,759 children's toy cases were selected as the object of study. Among them, 1,000 cases were randomly selected as the training set and 759 as the test set. First, label toy cases according to the type of injury, the type of injury is poisoning hazard, the mark is 0, the type of injury is suffocation or suffocation, the mark is 1, the type of chemical hazard is 2, the type of injury is cut The risk of injury is marked 3.

3.2 Results and Discussion
Given that different characteristic words have different contributions to text classification in traditional multinomial naive Bayesian model, an improved multinomial naive Bayesian model is proposed. In terms of the weight setting of feature selection items, since TF-IDF does not take into account the distribution of feature items between and within classes, and a range of factors related to word distribution is proposed such as intra-class factors, inter-class factors, document set factors, and normalization factors, then an improved IF-IDF algorithm is given. At last, the proposed model and

| Table 1. Classification results of toy cases with the risk of poisoning and asphyxia |
|-----------------------------------------------|
| Algorithms | Poisoning | Asphyxia |
|            | Recall ratio r(%) | Precision ratio p(%) | F1(%) | Recall ratio r(%) | Precision ratio p(%) | F1(%) |
| LDA       | 73.62      | 75.71      | 74.65 | 74.55 | 76.48      | 75.51 |
| QDA       | 79.33      | 79.07      | 79.20 | 80.62 | 79         | 79.81 |
| NBC       | 83.51      | 83.35      | 83.43 | 85.17 | 84.98      | 85.07 |
| KNN       | 85.07      | 87.11      | 86.08 | 85.89 | 87.26      | 86.57 |
| ANN       | 88.43      | 87.6       | 88.01 | 88.43 | 89.97      | 89.20 |
| Improved NBC | 88.31  | 88.73      | 88.52 | 90.31 | 90.71      | 90.51 |

The improved Bayesian model was compared with multiple methods in the experiment, such as Fisher’s Linear Discriminant Analysis (LDA), Fisher’s Quadratic Discriminant Analysis (QDA), Naive Bayes Classification (NBC), K-Nearest Neighbors (KNN) and Artificial Neural Networks (ANN).

These classification models and the improved naive Bayesian classification model were trained by the training set. The trained models were then used to test the test set and calculate the index of classification results. The recall ratio (r), precision ratio (p) and F1 were used to compare the performance of all classification models. The experimental results are shown in Table 1 and Table 2.

| Table 2. Classification results of toy cases with chemical hazards and cutting risk |
|-----------------------------------------------|
| Algorithms | Chemicals | Cutting |
|            | Recall ratio r(%) | Precision ratio p(%) | F1(%) | Recall ratio r(%) | Precision ratio p(%) | F1(%) |
| LDA       | 73.06      | 71.22      | 72.13 | 69.91 | 71.06      | 70.48 |
| QDA       | 80.35      | 81.26      | 80.80 | 73.63 | 77.62      | 75.57 |
| NBC       | 83.01      | 82.18      | 82.59 | 83.94 | 85.08      | 84.51 |
| KNN       | 84.93      | 83.99      | 84.46 | 85.52 | 84.93      | 85.22 |
| ANN       | 85.86      | 88.69      | 87.25 | 86.64 | 85.36      | 86.00 |
| Improved NBC | 87.97  | 88.37 | 88.17 | 91.55 | 89.52      | 90.52 |

It can be seen from the table that regarding the toy cases with a poisoning risk, the improved naive Bayesian model has a recall ratio (r) higher than LDA, QDA, NBC and KNN, and only second to ANN, but its precision ratio (p) and F1 are both higher than other models; regarding the toy cases with the risk of asphyxia and cutting, the improved naive Bayesian model has higher recall ratio (r), precision ratio (p) and F1 than all other models; regarding the toy cases with chemical hazards, the improved naive Bayesian model is only slightly inferior to ANN in terms of precision ratio (p), but superior to all other models in terms of recall ratio (r) and F1.

The empirical results show that the naive Bayesian model is effectively improved. Compared with the methods including LDA, QDA, NBC, KNN and ANN, the improved naive Bayesian model has advantages in classifying toy-related cases.

Conclusions

Given that different characteristic words have different contributions to text classification in traditional multinomial naive Bayesian model, an improved multinomial naive Bayesian model is proposed. In terms of the weight setting of feature selection items, since TF-IDF does not take into account the distribution of feature items between and within classes, and a range of factors related to word distribution is proposed such as intra-class factors, inter-class factors, document set factors, and normalization factors, then an improved IF-IDF algorithm is given. At last, the proposed model and
algorithm are applied to the text classification of toy-related safety cases. Experiments show that the proposed methods play an effective role in classifying the text of consumer goods safety cases.
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