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Abstract

We study Fell bundles on groupoids from the viewpoint of quantale theory. Given any saturated upper semicontinuous Fell bundle $\pi : E \to G$ on an étale groupoid $G$ with $G_0$ locally compact Hausdorff, equipped with a suitable completion $C^*$-algebra $A$ of its convolution algebra, we obtain a map of involutive quantales $p : \text{Max} A \to \Omega(G)$, where $\text{Max} A$ consists of the closed linear subspaces of $A$ and $\Omega(G)$ is the topology of $G$. We study various properties of $p$ which mimic, to various degrees, those of open maps of topological spaces. These are closely related to properties of $G$, $\pi$, and $A$, such as $G$ being Hausdorff, principal, or topological principal, or $\pi$ being a line bundle. Under suitable conditions, which include $G$ being Hausdorff, but without requiring saturation of the Fell bundle, $A$ is an algebra of sections of the bundle if and only if it is the reduced $C^*$-algebra $C^*_{\text{r}}(G, E)$. We also prove that $\text{Max} A$ is stably Gelfand. This implies the existence of a pseudogroup $\mathcal{I}_B$ and of an étale groupoid $\mathcal{B}$ associated canonically to any sub-$C^*$-algebra $B \subset A$. We study a correspondence between Fell bundles and sub-$C^*$-algebras based on these constructions, and compare it to the construction of Weyl groupoids from Cartan subalgebras.
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1 Introduction

This paper draws its motivation from well known relations between C*-algebras, groupoids, and quantales. These have been, so far, pairwise relations: one is the very prolific interplay between C*-algebras and locally compact groupoids [9,33,36], which pervades much of the modern literature on operator algebras and noncommutative geometry and, in the case of étale groupoids, has led to fruitful notions of “diagonal” for C*-algebras along with a geometric understanding of them in terms of étale groupoids, inverse semigroups, and Fell bundles [5–7,12,23,24,36,37]; another is the relation between groupoids and quantales [35,40], which in particular yields a biequivalence between the bicategories of localic étale groupoids and inverse quantal frames [42], and also a representation of étendues by inverse quantal frames [11] which is an instance of the general representation of Grothendieck quantales meanwhile developed in [14,16]; finally, each C*-algebra $A$ has an associated quantale $	ext{Max} A$ [30–32] that can be regarded as the “noncommutative spectrum” of $A$ and, if $A$ is unital, classifies $A$ up to a $*$-isomorphism [22]. It is fair to say that the relation between quantales and C*-algebras, which is the one that motivated the terminology “quantale” in the first place [29], is still the least well understood: in particular, despite the fact that the functor Max is a complete invariant of unital C*-algebras, it is not full and it is not clear how to obtain from it an equivalence of categories that generalizes Gelfand duality. See also [21].

The purpose of this paper is to merge these three threads, ultimately in order to gain better understanding about the quantales Max $A$, but also hoping to reframe the study of diagonals and Fell bundles in a language that may yield new insights and in particular provide generalized notions of diagonal that function as an algebraic counterpart for Fell bundles on more general étale groupoids than those hitherto considered, or even more geometric objects such as arbitrary Lie groupoids.

Overview. In section 2 we shall define maps of involutive quantales $p : Q \to X$ to be homomorphisms $p^* : X \to Q$, as is done in locale theory and was already the case for quantales in [31]. This is in line with the view of quantales as spaces in their own right. Any reasonable notion of open map should require at least the existence of a left adjoint $p_l$ of $p^*$ (the “direct image homomorphism” of $p$). If $p_l$ exists $p$ is said to semiopen. Semiopen maps for which $p_l$ is a homomorphism of $X$-modules provide a naive generalization of the notion of open map of locales, and we call them weakly open. A variant of this will be the notion of quantic bundle, which consists of a map $p : Q \to \Omega(G)$, where $\Omega(G)$ is the quantale of an étale groupoid $G$, which
is both surjective and semiopen and satisfies a two-sided version of a partial form of weak openness. A more restrictive notion is that of a stable quantic bundle, which is necessarily weakly open and can be regarded as an actual open map because of its pullback stability properties [13].

In section 2 we also introduce a slightly weaker form of stability for quantic bundles, called \( \mathcal{I} \)-stability, in whose definition the quantale \( Q \) is assumed to be stably Gelfand so that we may use the fact, proved in [13], that each projection \( b \in Q \) determines a pseudogroup \( \mathcal{I}_b \). This is relevant in this paper because the quantales \( \text{Max } A \) are stably Gelfand, as we show in Theorem 2.1 (cf. Example 2.1). Quantic bundles can be regarded as a particular type of “quantale over an étale groupoid”, in analogy with the view of Fell bundles as \( C^* \)-algebras over groupoids.

In section 3 we address a fairly general type of Fell bundle, requiring only upper semicontinuity of the norm and that the base groupoid \( G \) be étale with locally compact space of objects \( G_0 \), as in [7]. For a saturated Fell bundle of this kind, we begin by defining a notion of compatible \( C^* \)-norm on its convolution algebra. The completion of the convolution algebra in a compatible \( C^* \)-norm is a compatible \( C^* \)-completion. The conditions on compatible norms are very general, and for a large class of Fell bundles and groupoids they include the full norm and the reduced norm as examples (appendix C). We show, using results from [24], that for a continuous second countable Fell bundle on a Hausdorff groupoid the reduced \( C^* \)-algebra is the unique compatible \( C^* \)-completion which is faithful in the sense that it can be regarded concretely as an algebra of sections of the bundle (Theorem 3.10).

From a saturated Fell bundle \( \pi : E \to G \) and a compatible \( C^* \)-completion \( A \) one obtains a map of quantales \( \rho : \text{Max } A \to \Omega(G) \) (Theorem 3.12). Several properties of Fell bundles have a natural correspondence in the quantale language, for instance nondegeneracy of \( \pi \) is equivalent to \( \rho \) being a surjection. The purpose of this paper is to develop a dictionary that relates Fell bundles and their compatible completions to maps of quantales, in particular addressing openness-like properties of these. So in section 4 we study Fell bundles \( \pi \) and a special class of compatible completions \( A \), called localizable completions, which are necessarily faithful (Theorem 4.3) and for which the associated quantale map \( \rho \) is semiopen. Localizability is a strong property, as at least for trivial Fell bundles (so \( A \) is in fact an algebra of functions) it forces the base groupoids to be Hausdorff (Theorem 4.5). Conversely, we show, for Hausdorff groupoids that are also compact, that localizability of \( A \) is equivalent to faithfulness (Lemma 4.7, Theorem 4.8). Another example of localizable completion is \( C_0(X,E) \) for a \( C^* \)-bundle \( \pi : E \to X \) (Theorem 4.9).

In section 5 we address Fell bundles \( \pi : E \to G \) and localizable com-
pletions $A$ for which the map $p : \text{Max} A \to \Omega(G)$ is a quantic bundle. In particular, we see that if $\pi$ is saturated and abelian and $A$ is localizable then $p$ is a quantic bundle if and only if $\pi$ is a line bundle (Theorem 5.3). We also note that, if these equivalent conditions hold, $p$ is weakly open (Theorem 5.4). If, in addition, $G$ is a principal Hausdorff groupoid with discrete orbits then $p$ is a stable quantic bundle (Theorem 5.8), and we obtain a partial converse of this for trivial Fell line bundles: if $A$ is a localizable completion of the convolution algebra $C_c(G)$ and $p : \text{Max} A \to \Omega(G)$ is a stable quantic bundle then $G$ is necessarily a principal Hausdorff groupoid (Theorem 5.10).

Finally, in section 6 we take advantage of the fact that the quantales $\text{Max} A$ are stably Gelfand in order to study the pseudogroups $\mathcal{I}_B$ associated to sub-$C^*$-algebras $B \subset A$. Based on $\mathcal{I}_B$ one obtains a more general groupoid $\mathcal{B}$ than the Weyl groupoid $G(B)$ of §7, since by construction $G(B)$ is necessarily effective, and we do not need the existence of an approximate unit of $A$ in $B$. The comparison between $\mathcal{B}$ and $G(B)$ is based on relating $\mathcal{I}_B$ to the normalizer semigroup $N(B)$ in the sense of 23. In particular we show that if $B$ is abelian there is a homomorphism of involutive semigroups $\sigma : N(B) \to \mathcal{I}_B$ (Theorem 6.2). The definition of $\mathcal{I}_B$ is also more general than the inverse semigroups of slices of 12, because again the existence of an approximate unit of $A$ in $B$ is not required. We link these results to Fell bundles by comparing, for a Fell line bundle $\pi : E \to G$ with a localizable completion $A$ and corresponding quantic bundle $p : \text{Max} A \to \Omega(G)$, the pseudogroups $\mathcal{I}(G)$ and $\mathcal{I}_B$ for $B = p^*(G_0)$. This is expressed in full generality in terms of a comparison map $k : \Omega(\mathcal{B}) \to \Omega(G)$ (Theorem 6.3). We prove that $k$ is an isomorphism if and only if $p$ is an $\mathcal{I}$-stable quantic bundle (Theorem 6.8), so in such situations we have $\mathcal{B} \cong G$; that is, the groupoid $G$ can be recovered, up to isomorphisms, from the subalgebra $B$. Despite the generality provided by the construction of $\mathcal{I}_B$, it is interesting to note that the most general class of examples we have found, of $\mathcal{I}$-stable quantic bundles associated to Fell line bundles, arises from Fell bundles on topologically principal groupoids (Theorem 6.10). These are the groupoids considered in §7, and they are effective. This suggests that the appearance of topologically principal groupoids in this context is more fundamental than the construction of Weyl groupoids from Cartan subalgebras would lead us to believe.

Several interesting questions that deserve being further looked at are left open, notably concerning localizable completions, and we shall highlight some of them along the text.
2 Preliminaries

In this section we recall facts and terminology concerning involutive quantales, pseudogroups, and étale groupoids, as well as the relation of the latter to stably Gelfand quantales, and prove that the quantale $\text{Max} A$ of a $C^*$-algebra $A$ is stably Gelfand. We also introduce definitions that will be used throughout the paper, namely those of semiopen map and quantic bundle, as well as stable quantic bundles and $\mathcal{I}$-stable quantic bundles.

2.1 Involutive quantales

Quantales are semigroup objects in the monoidal category of sup-lattices, just as rings are semigroups in the category of abelian groups. Let us provide a brief introduction to these concepts. For general references on sup-lattices, locales, quantales, and quantale modules, see for instance \cite{18,19,34,39,47}. A brief introduction to locales is provided in appendix A.

**Sup-lattices.** Following common usage \cite{19}, we shall refer to complete lattices as sup-lattices. These are the partially ordered sets $L$ in which every subset $S \subset L$ has a join (supremum) $\bigvee S$, and therefore also a meet (infimum) $\bigwedge S$. Binary joins and meets are denoted by $a \lor b$ and $a \land b$, as usual in lattice theory. Other notations may be used according to convenience. The greatest element of $L$ is denoted by $1_L$ or simply 1, and the least element by $0_L$ or 0. These are, respectively, $\bigvee L = \bigwedge \emptyset$ and $\bigwedge T = \bigvee \emptyset$.

If $L$ and $M$ are sup-lattices, a mapping $f : L \to M$ is a homomorphism if it preserves joins; that is, for all $S \subset L$ we have

$$f(\bigvee S) = \bigvee_{a \in S} f(a) .$$

A mapping $f : L \to M$ if a homomorphism if and only if it has a right adjoint $g : M \to L$ (cf. \cite[IV.5]{26}), by which is meant a mapping that satisfies

$$f(x) \leq y \iff x \leq g(y)$$

for all $x \in L$ and $y \in M$. We write $f \dashv g$ in order to state that $g$ is right adjoint to $f$ (equivalently, $f$ is left adjoint to $g$). Similarly, a mapping has a left adjoint if and only if it preserves arbitrary meets.

If $f : L \to M$ and $g : M \to L$ are monotone maps, the condition $f \dashv g$ is also equivalent to the conjunction of the following two conditions, which are respectively called the unit and the co-unit of the adjunction:

$$x \leq g(f(x)) \quad \text{for all } x \in L ,$$

$$f(g(y)) \leq y \quad \text{for all } y \in M .$$
Quantales. By a quantale is meant a sup-lattice $Q$ equipped with an associative multiplication $(a,b) \mapsto ab$ satisfying
\[
a(\bigvee S) = \bigvee_{b \in S} ab \quad \text{and} \quad (\bigvee S)a = \bigvee_{b \in S} ba
\]
for all $a \in Q$ and $S \subset Q$. By an involutive quantale is meant a quantale $Q$ equipped with a semigroup involution $a \mapsto a^*$ such that
\[
(\bigvee S)^* = \bigvee_{a \in S} a^*
\]
for all $S \subset Q$. If a quantale $Q$ has a multiplication unit $e_Q$ (or just $e$) that turns it into a monoid we say that $Q$ is a unital quantale.

A homomorphism $f : X \to Q$ of involutive quantales is a homomorphism of involutive semigroups that is also a homomorphism of sup-lattices; that is, for all $S \subset X$ and $a,b \in X$ we have
\[
f(\bigvee S) = \bigvee_{a \in S} f(a), \quad f(ab) = f(a)f(b), \quad f(a^*) = f(a)^*.
\]
A homomorphism of unital involutive quantales is unital if it is a monoid homomorphism.

Let $Q$ and $X$ be involutive quantales. In analogy with the terminology for locales (cf. appendix A), by a (continuous) map $p : Q \to X$ will be meant a homomorphism $p^* : X \to Q$. The latter is called the inverse image homomorphism of $p$. If $p^*$ is injective we say that $p$ is a surjection. If both $Q$ and $X$ are unital involutive quantales and $p^*$ is a unital homomorphism we say that $p$ is unital.

Examples. Any locale $L$ is a unital involutive quantale with $ab = a \land b$ and $a^* = a$ for all $a,b \in L$, and $e = 1$. Conversely, if $Q$ is a quantale whose multiplication is idempotent and for which $1$ is a multiplication unit then $Q$ is necessarily a locale and the multiplication coincides with $\land$ \cite{19}.

Let $S$ be an involutive semigroup, such as an inverse semigroup. The powerset $\wp(S)$ is an involutive quantale under pointwise multiplication and involution. If $S$ is a monoid, $\wp(S)$ is a unital quantale with $e_Q = \{1_S\}$. The join of a subset $T \subset \wp(S)$ is its union $\bigcup T$.

If $A$ is a complex $*$-algebra we denote by $\text{Sub} A$ the involutive quantale that consists of the linear subspaces of $A$ under pointwise involution and with multiplication defined for all $V,W \in \text{Sub} A$ by
\[
V \odot W = \text{span}(V \cdot W),
\]
where $V \cdot W$ is the pointwise product of $V$ and $W$. The joins in $\text{Sub} A$ are sums of subspaces, which we denote by

$$\sum_{\alpha} V_{\alpha} = \text{span}(\bigcup_{\alpha} V_{\alpha})$$

for all families $(V_{\alpha})$ in $\text{Sub} A$. Then $\text{span} : \wp(A) \to \text{Sub} A$ is a surjective homomorphism of involutive quantales.

Given a $\ast$-homomorphism $f : A \to B$ between $\ast$-algebras we shall also write $\text{Sub} f$ for the homomorphism $\text{Sub} A \to \text{Sub} B$ defined by taking direct images: $\text{Sub} f(V) = f(V)$. This defines a functor $\text{Sub}$.

### 2.2 The spectrum of a C*-algebra

Let $A$ be a C*-algebra. By the *spectrum* of $A$ [30, 32] is meant the involutive quantale $\text{Max} A$ that consists of all the closed linear subspaces of $A$ ordered by inclusion, with pointwise involution and with multiplication, here denoted by concatenation, given by the closure of the linear span of pointwise multiplication:

$$VW := V \circ W = \text{span}(V \cdot W) = \text{span}\{ab \mid a \in V, b \in W\}.$$

The topological closure map on $\text{Sub} A$ defines a surjective homomorphism of involutive quantales

$$(-) : \text{Sub} A \to \text{Max} A.$$

If $f : A \to B$ is a $\ast$-homomorphism of C*-algebras we define, for all $V \in \text{Max} A$,

$$\text{Max} f(V) = \text{Max} f(V).$$

Then $\text{Max} f$ is a homomorphism, and in this way we obtain a functor $\text{Max}$ from the category of C*-algebras and $\ast$-homomorphisms to the category of involutive quantales and involutive homomorphisms.

The following is a useful property of the quantales $\text{Max} A$, from which it follows that these quantales are stably Gelfand (cf. section 2.3):

**Theorem 2.1.** Let $A$ be a C*-algebra, and let $V \in \text{Max} A$ be such that

$$V^*VV^*V \subset V^*V.$$

Then $V \subset VV^*V$.

**Proof.** $V^*V$ is self-adjoint, so the condition $V^*VV^*V \subset V^*V$ makes it a sub-C*-algebra of $A$. Let $(u_\lambda)$ be an approximate unit of $V^*V$, consisting of
positive elements in the unit ball of $V^*V$, and let $a \in V$. Then $a^*a \in V^*V$, and thus (in the unitization of $V^*V$) we have
\[
\lim_{\lambda} a^*a(1 - u_\lambda) = 0.
\]
So we also have $\lim_{\lambda} au_\lambda = a$ because
\[
\|a - au_\lambda\|^2 = \|a(1 - u_\lambda)\|^2 = \|(1 - u_\lambda)a^*a(1 - u_\lambda)\| \leq \|1 - u_\lambda\|\|a^*a(1 - u_\lambda)\| \leq \|a^*a(1 - u_\lambda)\|
\]
and thus we obtain $V \subset VV^*V$.

2.3 Étale groupoids

The relation between étale groupoids and inverse semigroups goes back a long way, but the connection of either of these to quantales is more recent [40] and we need to recall it here along with some related facts concerning stably Gelfand quantales as in [44]. The general correspondence involves localic groupoids, but in this paper we shall have no use for such generality, so we shall restrict to topological groupoids, to which we refer simply as groupoids, since no other kind will be considered.

**Groupoids.** A (topological) groupoid $G$ consists of topological spaces $G_0$ (the space of objects, or units) and $G_1$ (the space of arrows), together with continuous structure maps

\[
\begin{array}{ccc}
G_2 & \xrightarrow{m} & G_1 \\
\downarrow{i} & & \downarrow{r} \\
G_0 & \xrightarrow{d} & \end{array}
\]

where $G_2$ is the pullback of the domain and range maps:
\[
G_2 = \{(g, h) \in G_1 \times G_1 \mid d(g) = r(h)\}.
\]
The map $m$ is multiplication and $i$ is the inversion. The map $u$ is required to be a section of both $d$ and $r$, so from here on we adopt the common convention of identifying $G_0$ with a subspace of $G_1$ (with $u$ being the inclusion map), and we write $G$ both for the groupoid and its arrow space $G_1$. With this convention, and writing $gh$ instead of $m(g, h)$, as well as $g^{-1}$ instead of $i(g)$, the axioms satisfied by the structure maps are as follows:
• \( d(x) = x \) and \( r(x) = x \) for each \( x \in G_0 \);

• \( g(hk) = (gh)k \) for all \( (g,h) \in G_2 \) and \( (h,k) \in G_2 \);

• \( gd(g) = g \) and \( r(g)g = g \) for all \( g \in G \);

• \( d(g) = g^{-1}g \) and \( r(g) = gg^{-1} \) for all \( g \in G \).

It follows that the image of the pairing map \( \langle d, r \rangle : G \to G_0 \times G_0 \) is an equivalence relation on \( G_0 \). The equivalence classes are the \emph{orbits} of \( G \) (these are the connected components of \( G \) in the categorical sense), and the quotient space is denoted by \( G_0/G \). For each \( x \in G_0 \) we write \([x]\) for the orbit that contains \( x \), \( G_x \) for the subspace \( d^{-1}(\{x\}) \subset G \), \( G^x \) for \( r^{-1}(\{x\}) \), and \( I_x := G_x \cap G^x \) for the \emph{isotropy group} at \( x \); in other words \( I_x \) is the monoid of endomorphisms \( \text{hom}_G(x,x) \), which in this case is a group. Note that \([x] = r(G_x) = d(G^x)\).

A groupoid \( G \) is said to be \emph{étale} if \( d \) is a local homeomorphism, in which case the subspaces \( G_x \), \( G^x \), and \( I_x \) are discrete. If \( G \) is étale all the structure maps are local homeomorphisms and, hence, \( G_0 \) is an open subspace of \( G \). Conversely, any groupoid \( G \) such that \( d \) is an open map is étale if \( G_0 \) is open in \( G \) \cite[Theorem 5.18]{40}.

If \( G \) is an étale groupoid, its topology \( \Omega(G) \) is a unital involutive quantale under pointwise multiplication:

\[ UV = \{ gh \mid (g,h) \in G_2 \cap (U \times V) \} \quad \text{for all } U,V \in \Omega(G) ; \]

The involution is given by taking pointwise inverses,

\[ U^{-1} = \{ g^{-1} \mid g \in U \} \quad \text{for all } U \in \Omega(G) ; \]

and the multiplication unit is \( G_0 \).

For étale groupoids \( G \) such that \( G_0 \) is a sober (e.g., Hausdorff) space, the space \( G \) is also sober and the unital involutive quantale structure of \( \Omega(G) \) completely determines \( G \) up to structure preserving homeomorphisms.

**Example 2.2.** Let \( G \) and \( H \) be étale groupoids with \( G_0 \) and \( H_0 \) sober. A unital map \( \Omega(G) \to \Omega(H) \) can be identified with an \emph{algebraic morphism} from \( H \) to \( G \) in the sense of \cite{23,93}, in other words an action of \( H \) on \( G \) commuting with the right multiplication of \( G \). Such actions can be composed in order to form a category of étale groupoids, and thus \( \Omega \) becomes a contravariant functor from this category of groupoids to the category of unital involutive quantales with the unital maps as morphisms. See \cite{12}.
Pseudogroups. Pseudogroups are usually defined concretely to be semigroups of local symmetries on topological spaces. The corresponding algebraic abstraction is provided by the notion of inverse semigroup, in the same way that groups describe global symmetries. However, this algebraic abstraction may carry little or no topological information about the underlying spaces, and a more balanced definition that caters both for the topology and the symmetries is that of complete and infinitely distributive inverse semigroup. These are referred to as abstract complete pseudogroups in [40], but in this paper we call them simply pseudogroups, following [25].

Let us recall the main definitions concerning pseudogroups. In a semigroup \( S \) an element \( s \in S \) is said to have an inverse \( t \) if we have both \( s \cdot t = s \) and \( t \cdot s = t \). By an inverse semigroup is meant a semigroup \( S \) such that every element \( s \in S \) has a unique inverse, which we denote by \( s^{-1} \). Let \( S \) be an inverse semigroup. The set of idempotents of \( S \) is denoted by \( E(S) \), and the natural order of \( S \) is the partial order defined, for all \( s,t \in S \), as follows: \( s \preceq t \) if there exists \( f \in E(S) \) such that \( s = f \cdot t \). Two element \( s,t \in S \) are compatible if both \( s \cdot t^{-1} \in E(S) \) and \( s^{-1} \cdot t \in E(S) \), and a subset \( X \subset S \) is compatible if any two elements \( s,t \in X \) are compatible. Then \( S \) is said to be complete if every compatible subset \( X \subset S \) has a join \( \bigvee X \in S \) in the natural order. We note that \( E(S) \) is a compatible subset, and thus a complete inverse semigroup is necessarily a monoid with unit \( e = \bigvee E(S) \). Finally, a complete inverse semigroup \( S \) is infinitely distributive if for all \( s \in S \) and all compatible subsets \( X \subset S \) we have the distributivity law \( s \bigvee X = \bigvee_{x \in X} s \cdot x \).

In fact, a complete inverse semigroup \( S \) is infinitely distributive if and only if \( E(S) \) is a locale. If \( E(S) \) is isomorphic to the topology \( \Omega(G) \) of a topological space \( X \) the pseudogroup is spatial. For instance, given a topological space \( X \), the symmetric pseudogroup on \( X \) is the monoid \( I(X) \) of all the partial homeomorphisms on \( X \) (i.e., homeomorphisms whose domain and codomain are open subsets of \( X \)). This is a spatial pseudogroup, and we have \( E(I(X)) \cong \Omega(X) \).

Let \( G \) be an étale groupoid. The elements \( U \in \Omega(G) \) satisfying \( U^{-1} \cdot U \subset G_0 \) and \( U \cdot U^{-1} \subset G_0 \) are called partial units of the quantale \( \Omega(G) \) and they form a pseudogroup \( I(G) \) with the same multiplication of \( \Omega(G) \) and inverses given by the involution. This pseudogroup is spatial and its locale of idempotents is isomorphic to \( \Omega(G_0) \). Every spatial pseudogroup is of this form, up to isomorphism. The partial units of \( \Omega(G) \) are the same as the local bisections of \( G \), which are usually defined to be the open subsets \( U \subset G \) for which the restrictions \( d|_U \) and \( r|_U \) are injective. Such open subsets can also be described as being the images of the local bisection maps of \( G \), which are the local sections \( \alpha : \text{dom}(\alpha) \xrightarrow{\cong} U \subset G \) of \( d \) such that \( r \) is injective on \( U \), and thus
whose composition with \( r \) yields a homeomorphism \( r \circ \alpha : \text{dom}(\alpha) \to r(U) \) between open subsets of \( G_0 \). Alternatively, one could instead consider local sections of \( r \) on whose image \( d \) is injective. Where needed, we shall distinguish these two notions of local bisection map by referring to them as domain local bisection maps and range local bisection maps, respectively.

If \( S \) is a pseudogroup there is a unital involutive quantale \( \mathcal{L}^\vee(S) \) associated to it, which can be described concretely as consisting of the set of all the (necessarily nonempty) downsets of \( S \) which are closed under the formation of joins of compatible sets. The mapping \( S \to \mathcal{L}^\vee(S) \) defined by \( s \mapsto \downarrow s = \{ t \in S \mid t \leq s \} \) is a homomorphism of monoids that preserves joins of compatible sets and has the following universal property: given any unital involutive quantale \( Q \) and any homomorphism of monoids \( f : S \to Q \) that preserves joins of compatible sets, there is a unique homomorphism of unital involutive quantales \( f^\#: \mathcal{L}^\vee(S) \to Q \) that makes the diagram commute:

\[
\begin{array}{ccc}
S & \xrightarrow{\downarrow(-)} & \mathcal{L}^\vee(S) \\
\downarrow f & & \downarrow f^\# \\
& Q & 
\end{array}
\]

We note that \( \mathcal{L}^\vee(S) \) is also a locale, in fact an inverse quantal frame, and that \( \mathcal{L}^\vee \) is a functor that defines an equivalence of categories between the category of pseudogroups and the category of inverse quantal frames \[40\]. In particular, if \( G \) is an \( \acute{e} \text{tale} \) groupoid we have an isomorphism of unital involutive quantales \( \Omega(G) \cong \mathcal{L}^\vee(\mathcal{I}(G)) \). Moreover, due to the universal property of \( \mathcal{L}^\vee(S) \), the locale points of \( \mathcal{L}^\vee(S) \) can be identified with the compatibly prime filters of \( S \), by which we mean the filters \( F \subset S \) (in the usual sense of filters of a meet-semilattice) such that, for all compatible subsets \( X \subset S \), if \( \bigvee X \in F \) then \( x \in F \) for some \( x \in X \). These filters coincide with the sets that are usually called the germs of \( S \) \[27\], Corollary 5.7] (see also \[25\]). They can be given the structure of an \( \acute{e} \text{tale} \) groupoid \( \text{Germs}(S) \), and we have an isomorphism of pseudogroups \( S \cong \mathcal{I}(\text{Germs}(S)) \). Conversely, if \( G \) is an \( \acute{e} \text{tale} \) groupoid, there is an isomorphism of topological groupoids \( G \cong \text{Germs}(\mathcal{I}(G)) \).

**Stably Gelfand quantales.** A stably Gelfand quantale is an involutive quantale such that for all \( a \in Q \) we have

\[
aa^*a \leq a \implies aa^*a = a .
\]

Such quantales are useful in the study of sheaf theory for involutive quantales \[41\].
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Example 2.3. Let $G$ be an étale groupoid. The quantale $\Omega(G)$ is stably Gelfand because it satisfies $U \subset UU^{-1}U$ for all $U \in \Omega(G)$.

Example 2.4. Let $A$ be a C*-algebra. The spectrum $\text{Max} A$ (see section 2.2) is stably Gelfand, for if $V \in \text{Max} A$ and $VV^*V \subset V$ then $V^*VV^*V \subset V^*V$, and thus $VV^*V = V$, by Theorem 2.1.

Let $Q$ be a stably Gelfand quantale, and let $b \in Q$ be a projection (that is, an element such that $b^2 = b = b^*$). The set of partial units relative to $b$ is

$$I_b(Q) := \{a \in Q \mid a^*a \leq b, aa^* \leq b, ab \leq a, ba \leq a\}.$$ 

Under the multiplication of $Q$ this is a pseudogroup \cite{44}. Its unit is $b$, and its idempotents are the two-sided elements of the involutive subquantale $\downarrow(b) \subset Q$:

$$(2.1) \quad E(I_b(Q)) = T(\downarrow(b)) = \{a \leq b \mid ab \leq a, ba \leq a\}.$$ 

The inclusion $I_b(Q) \rightarrow Q$ extends to a homomorphism of involutive quantales $\varphi_b : L^*(I_b(Q)) \rightarrow Q$, hence defining a map of involutive quantales $p_b : Q \rightarrow L^*(I_b(Q))$ by the condition $p_b^* = \varphi_b$. If the pseudogroup $I_b(Q)$ is spatial we say that $b$ is a spatial projection. In this case we can identify $p_b$ with a map $p_b : Q \rightarrow \Omega(G)$, where $G = \text{Germs}(I_b(Q))$.

Example 2.5. Let $A$ be a C*-algebra. A projection $B \in \text{Max} A$ is precisely a sub-C*-algebra $B \subset A$. By (2.1) the locale of idempotents of the pseudogroup $I_B(\text{Max} A)$ coincides with $I(B)$, the locale of closed two-sided ideals of $B$. This is isomorphic to the Jacobson topology of the primitive spectrum of $B$, so $I_B(\text{Max} A)$ is a spatial pseudogroup.

2.4 Quantic bundles

Semiopen maps. Let $p : Q \rightarrow X$ be a map of involutive quantales. If $p^*$ has a left adjoint $p_!$ we say that $p$ is semiopen, as in \cite{38} for locales.

Lemma 2.6. Let $p : Q \rightarrow X$ be a semiopen map. Then, for all $a, b \in Q$,

$$(2.2) \quad p_!(ab) \leq p_!(a)p_!(b),$$

$$(2.3) \quad p_!(a^*) = p_!(a)^*.$$ 

Moreover, $p$ is surjective if and only if $p_!(p^*(x)) = x$ for all $x \in X$. 
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Proof. Let $a, b \in Q$. Then, using both the unit and the counit of the adjunction $p_! \dashv p^*$, we obtain (2.2):

$$p_!(ab) \leq p_!(p^*(p_!(a)p^*(b))) = p_!(p^*(p_!(a)p_!(b))) \leq p_!(a)p_!(b).$$

Let $a \in Q$. For all $x \in X$ we have

$$p_!(a^*) \leq x \iff a^* \leq p^*(x) \iff a \leq p^*(x)^* \iff ap^*(x)^* \iff p_!(a) \leq x^* \iff p_!(a)^* \leq x,$$

and thus $p_!(a^*) = p_!(a)^*$. The condition concerning surjectivity is an elementary property of adjunctions between sup-lattices.

Open maps and quantic bundles. Let $Q$ and $X$ be involutive quantales. A map $p : Q \to X$ is said to be weakly open if it is semiopen and $p_! : Q \to X$ is a homomorphism of left $X$-modules with respect to the $X$-module structure on $Q$ induced by “change of ring” along $p^*$; that is, for all $a \in Q$ and $x \in X$ we have

$$p_!(p^*(x)a) = xp_!(a). \tag{2.4}$$

Evidently, if $Q$ and $X$ are locales then $p$ is a weakly open unital map of unital involutive quantales if and only if it is open as a map of locales. We note that due to the involution we may equivalently consider right $X$-modules:

**Lemma 2.7.** A semiopen map $p : Q \to X$ of involutive quantales is weakly open if and only if $p_!$ is a homomorphism of right $X$-modules.

Proof. Let $p : Q \to X$ be weakly open. Then for all $a \in Q$ and $x \in X$

$$p_!(ap^*(x)) = p_!(p^*(x)^*a^*) = p_!(p^*(x)a^*)^* = (x^*p_!(a^*))^* = (x^*p_!(a))^* = p_!(a)x,$$

so $p_!$ is also right $X$-equivariant. Similarly, right $X$-equivariance implies (2.4).

Let $G$ be an étale groupoid. A map $p : Q \to \Omega(G)$ is said to be a quantic bundle over $G$ if it is both semiopen and surjective and moreover it satisfies the equation

$$p_!(ap^*(U)b) = p_!(a)Up_!(b) \tag{2.5}$$

for all $U \in \Omega(G)$ and all $a, b \in Q$ such that $p_!(a) \in \mathcal{I}(G)$ and $p_!(b) \in \mathcal{I}(G)$.

If, in addition, (2.5) holds for all $a, b \in Q$ we say that $p$ is a stable quantic bundle. This can be regarded as an actual open map of involutive quantales. 
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Lemma 2.8. Let \( p : Q \to \Omega(G) \) be a quantic bundle over \( G \). For all \( U \in \Omega(G) \) and all \( a \in Q \) such that \( p_!(a) \in \mathcal{I}(G) \) we have

\[
\begin{align*}
(2.6) \quad p_!(a p^*(U)) &= p_!(a) U , \\
(2.7) \quad p_!(p^*(U)a) &= U p_!(a) .
\end{align*}
\]

Moreover, if \( p \) is a stable quantic bundle then it is a weakly open map.

Proof. (2.6) and (2.7) are equivalent due to the quantale involutions (cf. Lemma 2.7), so we prove only (2.6), which follows from (2.5) and the surjectivity of \( p \):

\[
p_!(a p^*(U)) = p_!(a p^*(UG_0)) = p_!(a p^*(U)p^*(G_0)) = p_!(a) U p_!(p^*(G_0)) = p_!(a) U .
\]

The same reasoning applies to all \( a \in Q \) if \( p \) is a stable quantic bundle, so in this case \( p \) is weakly open. \(\square\)

Example 2.9. Let \( L \) be a locale and \( Y \) a topological space, regarded as a groupoid \( G = G_0 = Y \). Any quantic bundle \( p : L \to \Omega(Y) \) (equivalently, stable quantic bundle) is an open surjection of locales. The converse is not true. For instance, if \( L = \Omega(X) \) for a Hausdorff space \( X \), and \( p = \Omega(\varphi) \) for an open continuous map \( \varphi : X \to Y \), then \( p \) is a quantic bundle if and only if \( \varphi \) is injective. See [43].

\(\mathcal{I}\)-stable quantic bundles. Taking into account the pseudogroups associated to stably Gelfand quantales, a weakening of the notion of stable quantic bundle can be defined, as we now see.

Lemma 2.10. Let \( G \) be an étale groupoid, \( Q \) a stably Gelfand quantale, \( p : Q \to \Omega(G) \) a quantic bundle, and let \( b = p^*(G_0) \). The following conditions are equivalent:

1. \( p_!(s) \in \mathcal{I}(G) \) for all \( s \in \mathcal{I}_0(Q) \);
2. \( p_!(st) = p_!(s)p_!(t) \) for all \( s, t \in \mathcal{I}_0(Q) \);
3. \( p_!(sp^*(U)t) = p_!(s)U p_!(t) \) for all \( s, t \in \mathcal{I}_0(Q) \) and \( U \in \Omega(G) \).

Proof. (1) \(\Rightarrow\) (3). Assume that (1) holds and let \( s, t \in \mathcal{I}_0(Q) \) and \( U \in \Omega(G) \). Then, since \( p \) is a quantic bundle, (3) immediately follows.

(3) \(\Rightarrow\) (2). Assume that (3) holds and let \( s, t \in \mathcal{I}_0(Q) \). Then \( sbt \leq st \), and the following derivation together with Lemma 2.6 proves (2):

\[
p_!(st) \geq p_!(sb) = p_!(s p^*(G_0)t) = p_!(s)G_0 p_!(t) = p_!(s)p_!(t) .
\]
\(2\) \implies \(1\). Assume that \(2\) holds and let \(s \in \mathcal{I}_b(Q)\). Then
\[
p_t(s)^{-1}p_t(s) = p_t(s^*s) \leq p_t(b) = p_t(p^*(G_0)) \subset G_0,
\]
and, similarly, \(p_t(s)p_t(s)^{-1} \subset G_0\). Hence, \(p_t(s) \in \mathcal{I}(G)\).

A quantic bundle \(p : Q \to \Omega(G)\) is said to be \(\mathcal{I}\)-stable if it satisfies the equivalent conditions of Lemma 2.10. Clearly, every stable quantic bundle is \(\mathcal{I}\)-stable.

3 Fell bundles versus maps

Throughout this section every topological groupoid \(G\) will be assumed to be étale with locally compact Hausdorff object space \(G_0\). We note that \(G_0\), which is an open subspace of \(G\), is also closed if \(G\) is Hausdorff. In addition, each local bisection in \(\mathcal{I}(G)\) is homeomorphic to an open subset of \(G_0\), and thus it is locally compact Hausdorff, too. Hence, \(G\) is a locally Hausdorff and locally compact space (cf. [20, 33]).

3.1 Fell bundles on groupoids

The earlier works on Fell bundles over groupoids (see [24] and references therein) address Hausdorff groupoids and bundles with continuous norm. Although these will also play a role in this paper, we shall begin by working with a more general definition that applies to locally Hausdorff groupoids and which can be found in [6]. We recall it next.

**Basic definitions and facts.** By a Fell bundle on \(G\) will be meant an (upper semicontinuous) Banach bundle \(\pi : E \to G\) (cf. appendix [3]) equipped with a multiplication map
\[
m : E_2 \to E,
\]
where \(E_2 = \{(e, f) \in E \times E \mid (\pi(f), \pi(e)) \in G_2\}\), and an involution map
\[
(-)^* : E \to E,
\]
such that the following conditions hold, where we write \(ef\) instead of \(m(e, f)\), and \(E_g\) instead of \(\pi^{-1}(\{g\})\):

1. The multiplication is associative: for all \(e, f, g \in E\) such that \((e, f)\) and \((f, g)\) belong to \(E_2\) we have \((ef)g = e(fg)\).
2. The involution map satisfies, for all \((e, f) \in E_2\), the conditions \(e^{**} = e\) and \((ef)^* = f^*e^*\).

3. The projection of the bundle is functorial: for all \((e, f) \in E_2\) we have \(\pi(ef) = \pi(e)\pi(f)\) and \(\pi(e^*) = \pi(e)^{-1}\). (Equivalently, in terms of fibers, we have \(E_gE_h \subset E_{gh}\) and \((E_g)^* = E_{g^{-1}}\) for all \((g, h) \in G_2\).)

4. For each pair \((g, h) \in G_2\) the multiplication restricts to a bilinear map \(E_g \times E_h \to E_{gh}\).

5. For each \(g \in G\) the involution restricts to a skew-linear map \(E_g \to E_{g^{-1}}\).

6. For all \((e, f) \in E_2\) we have \(\|ef\| \leq \|e\|\|f\|\).

7. For all \(e \in E\) we have \(\|e\| = \|e^*\|\).

8. For all \(e \in E\) we have \(\|e^*e\| = \|e\|^2\).

9. For all \(e \in E\) we have \(e^*e \geq 0\).

If the bundle is continuous as a Banach bundle we say that it is a \textit{continuous Fell bundle}. And it is a \textit{second countable Fell bundle} if \(E\), and hence also \(G\), is second countable. Note that for each unit arrow \(x \in G_0\) the fiber \(E_x\) is a \(C^*\)-algebra (not necessarily unital). Hence, the norm on \(E_x\) is unique, and from this it follows, due to the condition \(\|e\|^2 = \|e^*e\|\), that there is a unique norm on \(E\) that makes it a Fell bundle. By a \(C^*\)-bundle will be meant a Fell bundle on a locally compact Hausdorff space (i.e., on a groupoid \(G\) such that \(G = G_0\)). If \(E_x\) is abelian for all \(x \in G_0\) the bundle is said to be \textit{abelian}. The zero of each \(E_g\) is denoted by \(0_g\) or simply \(0\) if there is no ambiguity. The Fell bundle is \textit{nondegenerate} if it does not have 0-dimensional fibers, and it is \textit{saturated} if for all \((g, h) \in G_2\) we have \(E_gE_h = E_{gh}\).

**Trivial Fell bundles.** Let \(F\) be a \(C^*\)-algebra. The projection \(\pi_2 : F \times G \to G\) is a trivial Banach bundle whose norm is given by \(\|(a, g)\| = \|a\|\), and it is a saturated Fell bundle, called a \textit{product Fell bundle}, if we define the multiplication and involution as follows, for all \((g, h) \in G_2\) and all \(a, b \in F\):

- \((a, g)(b, h) = (ab, gh)\);
- \((a, g)^* = (a^*, g^{-1})\).

Any Fell bundle which is isomorphic to a product Fell bundle \(\pi_2 : F \times G \to G\) via a fiberwise linear isometry that also preserves multiplication and the involution will be referred to as a \textit{trivial Fell bundle with fiber} \(F\). If \(\pi : E \to G\) is such a bundle, for all \(x \in G_0\) the \(C^*\)-algebra \(E_x\) is \(*\)-isomorphic to \(F\).
Sections. Let $\pi : E \to G$ be a Fell bundle. By a section of $\pi$ is meant a function (continuous or not) $s : G \to E$ such that $\pi \circ s = \text{id}_G$. The mapping $g \mapsto 0_g$ is the zero section of the bundle, and its image in $E$ is denoted by $0$. Under pointwise operations the sections form a complex vector space which we denote by $\Gamma(G, E)$. If $U \subset G$ is any subset we write $\Gamma(U, E)$ for the linear subspace of $\Gamma(G, E)$ consisting of those sections $s$ that vanish outside $U$, and $L^\infty(U, E)$ for the subset of $\Gamma(U, E)$ consisting of those sections whose pointwise norm is bounded in $U$. Also, if $U$ is open, we write $C(U, E)$ for the subspace of $\Gamma(U, E)$ whose sections are continuous on $U$, and, if $U$ is also Hausdorff, $C_0(U, E)$ is the subspace of $C(U, E)$ whose sections go to zero at infinity in $U$: $s \in C_0(U, E)$ if and only if for all $\epsilon > 0$ there is a compact subspace $K \subset U$ such that $\|s(g)\| < \epsilon$ for all $g \notin K$.

Lemma 3.1. Let $\pi : E \to G$ be a Fell bundle. There is an associative bilinear multiplication

$$(s, t) \mapsto st : C(U, E) \times C(V, E) \to C(UV, E)$$

which is defined, for every pair $U, V \in \mathcal{I}(G)$ and every $g \in UV$, by $st(g) = s(h)(k)$ where $h$ and $k$ are, respectively, the unique elements of $U$ and $V$ such that $g = hk$.

Proof. The uniqueness of $h$ and $k$ is clear from the fact that $d$ and $r$ restrict to injective mappings on $U$ and $V$. The bilinearity of the multiplication is obvious, and $st$ is a continuous section because $h$ and $k$ are obtained by composition of continuous maps, since $k = \beta(d(g))$ and $h = \alpha(r(k))$, where $\alpha$ and $\beta$ are the local bisection maps whose images are $U$ and $V$, respectively. Finally, associativity follows from the associativity of multiplication in the Fell bundle, since if $s_i \in C(U_i, E)$ we have $(s_1s_2)s_3(g) = s_1(g_1)s_2(g_2)s_3(g_3) = s_1(s_2s_3)(g)$, where $g = g_1g_2g_3$ is the unique decomposition of $g$ as a product of elements of $U_1$, $U_2$, and $U_3$.

Since $G$ is locally compact, the Fell bundle has enough sections in the following sense: for each $e \in E$ there is an open set $U \subset G$ containing $\pi(e)$ and a section $s \in \Gamma(C(U, E))$ such that $s(\pi(e)) = e$. This follows from the general result of Douady and dal Soglio-Herault [13, Appendix C] because $U$ can be taken to be Hausdorff, in which case the restricted Banach bundle $\pi|_{E_U} : E_U \to U$ (where $E_U := \pi^{-1}(U)$) has a locally compact Hausdorff base space and thus it has enough continuous sections (see appendix [13]). A consequence of this is that the image $\{0_g \mid g \in G\}$ of the zero section is a closed set of $E$ (Theorem [3.2]).
Line bundles and twists. By a Fell line bundle will be meant any Fell bundle whose fibers $E_g$ have complex dimension 1. In the case that $\pi$ is a trivial line bundle we identify the sections with complex valued functions on $G$ and write $\Gamma(G)$ instead of $\Gamma(G, E)$, $C(U)$ instead of $C(U, E)$, etc.

The unit section of a Fell line bundle $\pi : E \to G$ is defined to be the map $1 \in \Gamma(G_0, E)$ given by

$$1(x) = 1_x$$

where $1_x$ is the C*-algebra unit of $E_x \cong \mathbb{C}$.

For a Fell line bundle we have the following simple fact:

**Lemma 3.2.** Any Fell line bundle $\pi : E \to G$ is saturated. Hence, if $(e, f) \in E_2$ we have $ef = 0$ if and only if $e = 0$ or $f = 0$.

**Proof.** Let $(g, h) \in G_2$, and let $x = g^{-1}y$. For a Fell line bundle we have either $E_gE_h = E_{gh}$ or $E_gE_h = \{0_{gh}\}$. Hence, since $\|e^*e\| = \|e\|^2$ for all $e \in E_g$, we must have $E_{g^{-1}E_h} = E_x$. In addition, for all $f \in E_h \setminus \{0_h\}$ we have $1_x f \neq 0_h$ because $ff^* \in E_x$ and $\|1_x f f^*\| = \|ff^*\| = \|f\|^2$. It follows that

$$E_{g^{-1}}E_gE_h = E_xE_h = E_h,$$

so $E_gE_h \neq \{0_{gh}\}$ and we conclude that $\pi$ is saturated. $\square$

If $G$ is Hausdorff and $\pi : E \to G$ is a continuous Fell line bundle then $\pi$ is locally trivial (cf. appendix B), and thus it has a trivialization $\psi : U \times \mathbb{C} \to E_U$ over any open set $U \subset G$ for which there exists a nowhere zero section $s \in C(U, E)$, given by

$$\psi(g, z) = zs(g).$$

In this case we say that $\pi$ is a twist over $G$, and the pair $(G, \pi)$ is called a twisted groupoid. This terminology follows loosely that of [37], where the name twist refers instead to the associated principal bundle of $\pi$.

It follows from [10] Example 5.5] that the restriction $\pi|_{E_{G_0}} : E_{G_0} \to G_0$ of a twist $\pi : E \to G$ is necessarily a trivial bundle, and thus the unit section $1 : G_0 \to E$ is continuous. Hence, for a twist we have $C(G_0) \cong C(G_0, E)$, $C_c(G_0) \cong C_c(G_0, E)$, and $C_0(G_0) \cong C_0(G_0, E)$. The isomorphisms are, for each function $f : G_0 \to \mathbb{C}$, given by $f \mapsto f1$.

Supports. Let $\pi : E \to G$ be a Fell bundle, and let $U \subset G$ be an open set.

The open support $\text{supp}^\circ(s)$ of a section $s \in C(U, E)$ is defined by

$$\text{supp}^\circ(s) = \{g \in G \mid s(g) \neq 0_g\}.$$

Since $U$ is an open set, the set $\text{supp}^\circ(s)$ is itself open because the restricton $s|_U : U \to E$ is continuous and $\text{supp}^\circ(s) = (s|_U)^{-1}(E \setminus 0)$, where $E \setminus 0$ is open due to Theorem [B.2].
Lemma 3.3. Let \( \pi : E \to G \) be a Fell bundle, and let \( U, V \in \mathcal{I}(G) \), \( s \in C(U, E) \) and \( t \in C(V, E) \). Then
\[
\text{supp}^\circ(st) \subset \text{supp}^\circ(s) \text{supp}^\circ(t).
\]
If \( \pi \) is a line bundle we have
\[
\text{supp}^\circ(st) = \text{supp}^\circ(s) \text{supp}^\circ(t).
\]

Proof. \( \text{supp}^\circ(s) \text{supp}^\circ(t) = \{gh \mid s(g) \neq 0_g, t(h) \neq 0_h\} \) and \( \text{supp}^\circ(st) = \{gh \mid s(g)t(h) \neq 0_{gh}\} \), so the inclusion is immediate. In the case of a Fell line bundle the equality follows from Lemma 3.2.

The support \( \text{supp}(s) \) is the closure \( \text{supp}^\circ(s) \) in \( G \). We shall also use the notation \( \text{supp}_U(s) \) to denote the support of the restriction \( s|_U : U \to E \); that is,
\[
\text{supp}_U(s) = \text{supp}(s) \cap U.
\]

3.2 Convolution algebras

The usual definition of convolution algebras based on compactly supported functions needs to be adjusted in order to apply to non-Hausdorff groupoids. In this section we present an adaptation, for topological étale groupoids and Fell bundles, of the construction of the convolution algebra \( C^\infty_c(G) \) of the holonomy groupoid of a foliation, as introduced in [8]. See also [20, 33].

The adaptation is straightforward, but nevertheless we provide a detailed presentation that will be useful for the specific purposes of the following sections, and we also fix terminology and notation.

Compactly supported sections. Let \( \pi : E \to G \) be a Fell bundle. If \( V \) is any open and Hausdorff subspace of \( G \) we denote by \( C_c(V, E) \) the set of all the sections \( s \in C(V, E) \) whose restriction \( s|_V \) is compactly supported:
\[
C_c(V, E) := \{s \in C(V, E) \mid \text{supp}_V(s) \text{ is compact}\}.
\]
Equivalently,
\[
C_c(V, E) = \{s \in C(V, E) \mid \text{supp}^\circ(s) \subset K \subset V \text{ for some compact set } K\}.
\]
If \( \pi \) is a trivial Fell bundle with fiber \( A \) then \( C_c(V, E) \) can be regarded as a space of \( A \)-valued functions and we write \( C_c(V, A) \) instead of \( C_c(V, E) \), or \( C_c(V) \) (instead of \( C_c(V, \mathbb{C}) \)) in the case of line bundles.
Lemma 3.4. Let $\pi : E \to G$ be a Fell bundle, and $V \subset G$ an open Hausdorff subspace.

1. For all open sets $W \subset V$ we have $C_c(W, E) \subset C_c(V, E)$.

2. For all families $(V_\alpha)$ of open sets such that $V = \bigcup_\alpha V_\alpha$ we have
   
   $$C_c(V, E) = \sum_\alpha C_c(V_\alpha, E).$$

3. And we also have
   
   $$(3.1) \quad C_c(V, E) = \sum_{U \in \mathcal{I}(G)} C_c(U, E).$$

Proof. Let $W \subset V$ be an open set, let $s \in C_c(W, E)$, and let $K$ be a compact set such that $\text{supp}^\pi(s) \subset K \subset W$. Then $K$ is closed in $V$ because $V$ is Hausdorff. Another closed subset of $V$ is $Y := V \setminus \text{supp}^\pi(s)$, and we have $K \cup Y = V$. Write $t$ for the restriction $s|_V$. Then $t|_K$ is continuous because it is a restriction of $s|_W$, and $t|_Y$ is continuous because it is a restriction of the zero section. So $t$ is continuous or, equivalently, $s \in C(V, E)$. Hence, since $\text{supp}^\pi(s) \subset K \subset V$, we have $s \in C_c(V, E)$, showing that $C_c(W, E) \subset C_c(V, E)$. This proves (1).

Let $(V_\alpha)$ be a family of open sets of $G$ such that $\bigcup_\alpha V_\alpha = V$. Due to (1), for each $\alpha$ we have $C_c(V_\alpha, E) \subset C_c(V, E)$, and thus the following inclusion holds:

$$\sum_\alpha C_c(V_\alpha, E) \subset C_c(V, E).$$

For the converse inclusion let $s \in C_c(V, E)$, and let $V_1, \ldots, V_n$ be a finite subfamily of $(V_\alpha)$ covering $\text{supp}_V(s)$. Using a partition of unity (which exists because $\text{supp}_V(s)$ is a compact Hausdorff space) we may write $s = s_1 + \cdots + s_n$ with $s_i \in C_c(V_i, E)$ for all $i = 1, \ldots, n$, which means that $s \in \sum_\alpha C_c(V_\alpha, E)$ and thus we have

$$C_c(V, E) \subset \sum_\alpha C_c(V_\alpha, E).$$

This proves (2).

Finally, since $G$ is étale, $V$ is a union of local bisections, so (3) follows from (2). \qed

Given a Fell bundle $\pi : E \to G$, let us denote by $C^\sharp_c(G, E)$ the set of all the sections of $\pi$ which are compactly supported in local bisections:

$$C^\sharp_c(G, E) := \bigcup_{U \in \mathcal{I}(G)} C_c(U, E).$$
Lemma 3.5. Let $\pi : E \rightarrow G$ be a Fell bundle.

1. There is an associative multiplication $(s,t) \mapsto st$ on $C_c^r(G,E)$ defined by the formula

   $$st(g) = \begin{cases} 
   0 & \text{if } g \notin \text{supp}^\circ(s) \text{ supp}^\circ(t) \\
   s(h)t(k) & \text{if } g = hk \text{ with } h \in \text{supp}^\circ(s) \text{ and } k \in \text{supp}^\circ(t). 
   \end{cases}$$

2. For all $s,t \in C_c^r(G,E)$ and $\lambda \in \mathbb{C}$ we have $\lambda s \in C_c^r(G,E)$ and $(\lambda s)t = \lambda(st) = s(\lambda t)$.

3. For all $s,t,u \in C_c^r(G,E)$ if $t + u \in C_c^r(G,E)$ then $st + su$ and $ts + tu$ belong to $C_c^r(G,E)$ and $s(t+u) = st+su$ and $(t+u)s = ts+us$.

Proof. Let $U,V \in \mathcal{I}(G)$, and let $s \in C_c(U,V)$ and $t \in C_c(V,E)$. The product $st$ coincides with that of Lemma 3.3 so in order to prove (1) we need only show that $st \in C_c(UV,E)$. Let $K$ and $L$ be compact sets of $G$ such that $\text{supp}^\circ(s) \subset K \subset U$ and $\text{supp}^\circ(t) \subset L \subset V$. The pointwise product of compact sets of $G$ is compact (this is because $G_2$ is closed in $G_1 \times G_1$, which in turn follows from $G_0$ being Hausdorff), and thus $KL$ is compact. Hence, using Lemma 3.3 we obtain $\text{supp}^\circ(st) \subset \text{supp}^\circ(s) \text{ supp}^\circ(t) \subset KL \subset UV$, so $st \in C_c(UV,E)$. This proves (1). Then (2) is obvious, and for (3) let $s,t,u \in C_c^r(G,E)$ be such that $t+u \in C_c^r(G,E)$. We shall prove only the equation $s(t+u) = st+su$, as the other is similar. The main thing to keep in mind is that for any $v,w \in C_c^r(G)$ and $g \in G$ such that $G^r(g) \cap \text{supp}^\circ(v) \neq \emptyset$ there is $h$ such that $G^r(g) \cap \text{supp}^\circ(v) = \{h\}$ and $vw(g) = v(h)w(h^{-1}g)$. So let $g \in G$ be such that

   $$s(t+u)(g) \neq 0.$$ 

Then $s(t+u)(g) = s(h)(t+u)(k) = s(h)t(k) + s(h)u(k)$, where $G^r(g) \cap \text{supp}^\circ(s) = \{h\}$ and $k = h^{-1}g$. Also, we obtain $s(h)t(k) = st(g)$ and $s(h)u(k) = su(g)$, and thus $s(t+u)(g) = (st+su)(g)$. Now let $g \in G$ be such that

   $$(st+su)(g) \neq 0.$$ 

Then either $st(g) \neq 0$ or $su(g) \neq 0$, and either way we have $G^r(g) \cap \text{supp}^\circ(s) \neq \emptyset$. Then $s(t+u)(g) = s(h)t(k) + s(h)u(k)$ where $G^r(g) \cap \text{supp}^\circ(s) = \{h\}$ and $k = h^{-1}g$, and thus $(st+su)(g) = s(h)(t(k)+u(k)) = s(t+u)(g)$. Hence, $s(t+u) = st+su$. 

Let $\pi : E \rightarrow G$ be a Fell bundle. If $V \subset G$ is open but not necessarily Hausdorff, the linear combination on the right hand side of (3.3) still makes sense (because every local bisection $U \in \mathcal{I}(G)$ is Hausdorff) but not all
sections in it are necessarily continuous in $V$, so we use the following different notation:

$$
\Gamma_c(V, E) := \sum_{U \subset V} C_c(U, E).
$$

Making $V = G$ we obtain the space of compactly supported sections of the Fell bundle,

$$
\Gamma_c(G, E) = \sum_{U \in \mathcal{I}(G)} C_c(U, E) = \text{span}(C^I_c(G, E)),
$$

which by Lemma 3.4 coincides with $C_c(G, E)$ if $G$ is a Hausdorff groupoid.

Note that, again by Lemma 3.4, we could have defined $\Gamma_c(G, E)$ equivalently without any reference to local bisections (cf. [20, 33]):

$$
\Gamma_c(G, E) = \sum \{ C_c(V, E) \mid V \subset G \text{ is Hausdorff and open} \}.
$$

Similar conventions as before apply to trivial Fell bundles, namely for a trivial bundle $\pi : E \to G$ with fiber $A$ we write $\Gamma_c(V, A)$ instead of $\Gamma_c(V, E)$, or $C_c(V)$ in the case of a line bundle.

**Convolution and involution.** Let $\pi : E \to G$ be a Fell bundle. The convolution product of $\Gamma_c(G, E)$ is obtained from the product of Lemma 3.5(1) by bilinear extension. This is well defined due to Lemma 3.5(2–3). Equivalently, we obtain familiar formulas in terms of finite sums: for all $g \in G$ and $s, t \in \Gamma_c(G, E)$

$$
st(g) = \sum_{g = hk} s(h)t(k) = \sum_{k \in G_{d(g)}} s(gk^{-1})t(k) = \sum_{h \in G^{r(g)}} s(h)t(h^{-1}g).
$$

Also, given $U \in \mathcal{I}(G)$ we have a skew-linear map

$$
(3.2) \quad s \mapsto s^* : C_c(U, E) \to C_c(U^{-1}, E)
$$

defined by $s^*(x) = s(x^{-1})^*$ for all $x \in U$, and this extends in an obvious way to $\Gamma_c(G, E)$. These operations make $\Gamma_c(G, E)$ an involutive algebra that we refer to as the convolution algebra of the Fell bundle.

So for each Fell bundle $\pi : E \to G$ we have an associated involutive quantale $\text{Sub} \Gamma_c(G, E)$ and a mapping

$$
C_c(\cdot, E) : \mathcal{I}(G) \to \text{Sub} \Gamma_c(G, E)
$$

which to each $U \in \mathcal{I}(G)$ assigns $C_c(U, E)$. From the previous lemmas it follows that this mapping is a lax homomorphism of involutive semigroups that also preserves joins of compatible sets.
Lemma 3.6. Let $\pi : E \to G$ be a Fell bundle. The following properties hold:

1. For every compatible family $(U_\alpha)$ in $\mathcal{I}(G)$ we have $C_c(\bigcup_{\alpha} U_\alpha, E) = \sum_{\alpha} C_c(U_\alpha, E)$.

2. For all $U \in \mathcal{I}(G)$ we have $C_c(U^{-1}, E) = C_c(U, E)^*$.

3. For all $U, V \in \mathcal{I}(G)$ we have $C_c(U, E) \odot C_c(V, E) \subset C_c(UV, E)$.

Proof. Since $\mathcal{I}(G)$ is a complete inverse semigroup, a family $(U_\alpha)$ in $\mathcal{I}(G)$ is compatible if and only if $\bigcup_{\alpha} U_\alpha \in \mathcal{I}(G)$. So (1) follows from Lemma 3.4(3). Then (2) follows directly from the definition of the involution in (3.2), and (3) follows from the fact that for each $U, V \in \mathcal{I}(G)$ the multiplication in $C_c^\ell(G, E)$ restricts to a mapping $(s, t) \mapsto st : C_c(U, E) \times C_c(V, E) \to C_c(UV, E)$ (cf. proof of Lemma 3.51).

3.3 Compatible norms

Let us now define a very general notion of $C^*$-completion of the convolution algebra of a Fell bundle, which for a large class of bundles includes the reduced $C^*$-algebra and the full $C^*$-algebra as examples. For continuous second countable Fell bundles on Hausdorff groupoids this will lead to a description of reduced $C^*$-algebras that we may regard as an alternative abstract definition of them.

Basic definitions and facts. By a compatible $C^*$-norm (or simply a compatible norm) for a Fell bundle $\pi : E \to G$ is meant any $C^*$-norm $\| \|$ on $\Gamma_c(G, E)$ which satisfies, for all $s \in \Gamma_c(G, E)$,

\begin{align}
(3.3) \quad &\|s\|_\infty \leq \|s\|, \\
(3.4) \quad &\|s\|_\infty = \|s\| \quad \text{if } s \in C_c(U, E) \text{ for some } U \in \mathcal{I}(G).
\end{align}

The completion of $\Gamma_c(G, E)$ in a compatible norm is called a compatible $C^*$-completion (or simply a compatible completion).

We note that, for a local bisection $U \in \mathcal{I}(G)$, the closure of $C_c(U, E)$ in a compatible completion can be identified with $C_0(U, E)$.

Examples of compatible norms are, for a large class of Fell bundles and groupoids, the full norm and the reduced norm, and also any $C^*$-norm lying between them such as the norms in [3, 4] and references therein (cf. Theorem C.5 and Theorem C.8).
Evaluation maps. Let \( \| \cdot \| \) be a compatible norm for a Fell bundle \( \pi : E \to G \) and let us denote by \( A \) the corresponding compatible completion. The condition \( \| \cdot \|_{\infty} \leq \| \cdot \| \) implies that for each \( g \in G \) the mapping

\[
\Gamma_c(G, E) \to E_g \\
\Gamma \mapsto s(g)
\]

is linear and uniformly continuous, and thus it extends to a uniformly continuous linear evaluation map

\[
\text{eval}_g : A \to E_g .
\]

We note that each element of \( A \) is of the form \( a = \lim_k \sum_{i=1}^{n_k} s_{i,k} \) where each \( s_{i,k} \) is in \( C_c(U_{i,k}, E) \) for some \( U_{i,k} \in \mathcal{I}(G) \), and so \( \text{eval}_g(a) \) is a similar limit in \( E_g \).

\[
(3.5) \quad \text{eval}_g(a) = \lim_k \sum_{i=1}^{n_k} s_{i,k}(g) .
\]

If \( U \in \mathcal{I}(G) \) then any element \( a \in C_c(U, E) \cong C_0(U, E) \) can be regarded as a section of \( \pi \) and thus we shall write \( a(g) \) instead of \( \text{eval}_g(a) \) for each \( g \in G \).

The following is a useful formula for the evaluation of a product where one of the factors can be approximated by sections which are compactly supported in a given local bisection.

**Lemma 3.7.** Let \( \pi : E \to G \) be a Fell bundle and \( A \) a compatible completion. Let \( a \in A \) and \( b \in C_c(U, E) \) with \( U \in \mathcal{I}(G) \), and let \( g \in G \). Then \( U \cap G_{d(g)} \) is either empty or a singleton, and we have

\[
(3.6) \quad (s_n(t_n)(g) = \sum_{h=hk} s_n(h)t_n(k) .
\]

If \( U \cap G_{d(g)} = \emptyset \) we have \( t_n(k) = 0 \) for all \( k \) such that \( g = hk \), so the sum \( (3.6) \) is zero for all \( n \), and thus \( \text{eval}_g(ab) = 0_g \). Otherwise, since \( U \) is a local bisection (so \( d \) is injective when restricted to \( U \)), there is a unique arrow \( k \in U \cap G_{d(g)} \), and thus the sum \( (3.6) \) equals \( s_n(h)t_n(k) \) with \( h = gk^{-1} \). Then

\[
\text{eval}_g(ab) = \lim_n (s_n(h)t_n(k)) = \text{eval}_l(a)b(k) .
\]
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Let \( U, V \in \mathcal{I}(G) \). A consequence of Lemma 3.7 is that if \( a \in \mathbb{C}_c(U, E) \) and \( b \in \mathbb{C}_c(V, E) \) then for all \( g \in UV \) we have
\[
eval_g(ab) = a(h)b(k)
\]
where \( h \) and \( k \) are the unique arrows of \( G \) in \( U \) and \( V \), respectively, such that \( g = hk \). So \( \eval_g(ab) \) coincides with \( ab(g) \) as given by Lemma 3.1. In other words, the operation
\[
\mathbb{C}_c(U, E) \times \mathbb{C}_c(V, E) \rightarrow \mathbb{C}_c(UV, E)
\]
obtained by restricting the multiplication of \( A \) coincides with the general product of continuous sections of Lemma 3.1 and it follows that for each \( a \in \mathbb{C}_c(U, E) \) and \( b \in \mathbb{C}_c(V, E) \) we have the following formulas for the open supports (cf. Lemma 3.3): \( \supp^\circ(ab) \subset \supp^\circ(a) \supp^\circ(b) \) and, if \( \pi \) is a line bundle, \( \supp^\circ(ab) = \supp^\circ(a) \supp^\circ(b) \).

**Reduction of compatible norms.** Let \( \pi : E \rightarrow G \) be a Fell bundle and \( A \) a compatible completion. For each \( a \in A \) we define a section \( \hat{a} \in \Gamma(G, E) \) by, for all \( g \in G \),
\[
\hat{a}(g) = \eval_g(a) .
\]
The set of all such sections is denoted by \( \hat{A} \) and it is referred to as the *reduction* of \( A \). The linearity of \( \eval_g \) implies that \( \hat{A} \) is a linear subspace of \( \Gamma(G, E) \) and that the mapping
\[
A \rightarrow \hat{A} \\
a \rightarrow \hat{a}
\]
is linear. We shall refer to the latter as the *reduction map*. Its kernel is
\[
J = \bigcap_{g \in G} \ker \eval_g
\]
and thus it is a closed linear subspace, so \( \hat{A} \) is a Banach space with the norm
\[
\|\hat{a}\| = \inf_{b \in J} \|a + b\| ,
\]
which we refer to as the *reduction* of \( \| \| \). We also note that \( J \) is an ideal of \( A \), since if \( a \in J \) and \( t \in \mathbb{C}_c(U, E) \) for some \( U \in \mathcal{I}(G) \) we have, by Lemma 3.7, \( \eval_g(at) = 0 \) because \( \eval_h(a) = 0 \) for all \( h \in G \), and thus \( at \in J \). Similarly, \( ta \in J \). Hence, \( \| \| \) is a C*-norm and \( \hat{A} \) is a C*-algebra.
Faithful compatible norms. Let $\pi : E \to G$ be a Fell bundle, and let $A$ be a compatible completion. Note that for $s \in \Gamma_c(G, E)$ we have $\hat{s} = s$ but $\|s\| < \|s\|$ in general, for the condition $\| \| = \| \|$ on all $\Gamma_c(G, E)$ holds if and only if the reduction map $A \to \hat{A}$ is an isomorphism. If the latter conditions hold we say that the norm (and the completion) is \textit{faithful}. In such situations we shall always identify $A$ with $\hat{A}$, thus viewing $A$ concretely as a subspace of $\Gamma_c(G, E)$ and writing, e.g., $a(g)$ instead of $\text{eval}_g(a)$ or $\hat{a}(g)$.

Lemma 3.8. Let $\pi : E \to G$ be a Fell bundle and $A$ a compatible completion. If $\| \|$ is faithful and $s \in A$ is a limit of continuous compactly supported sections (i.e., $s \in C_c(G, E)$) then $s$ is continuous. Moreover, if $G$ is a Hausdorff groupoid we have $A \subset C_0(G, E)$.

Proof. Since $\| \|$ dominates the supremum norm, if $(s_n)$ is a sequence in $\Gamma_c(G, E)$ that converges to $s \in A$ then it converges uniformly. So if $s_n$ is continuous for all $n$ the section $s$ is continuous. If $G$ is Hausdorff then $\Gamma_c(G, E) = C_c(G, E)$, and the completion of $C_c(G, E)$ in the supremum norm is $C_0(G, E)$. Therefore the condition $\| \|_\infty \leq \| \|$ implies that the embedding $C_c(G, E) \to C_0(G, E)$ extends to a mapping $A \to C_0(G, E)$, so if $A$ is faithful it can be regarded as a subset of $C_0(G, E)$ as stated.

Let $\pi : E \to G$ be a Fell bundle and $A$ a faithful compatible completion. If $G$ is Hausdorff we have, for all $s \in A$, a restriction $s|_{G_0}$, which is continuous on $G_0$ and, moreover, since $G_0$ is both closed and open, is in $C_0(G_0, E)$. So we have a well defined restriction map

$$P : A \to C_0(G_0, E).$$

Lemma 3.9. Let $\pi : E \to G$ be a nondegenerate Fell bundle with $G$ Hausdorff, and $A$ a faithful compatible completion. The restriction map $P : A \to C_0(G_0, E)$ is a faithful conditional expectation.

Proof. $\|P\| \neq 0$ because the bundle is nondegenerate, and thus $\|P\| \geq 1$ because $P$ is an idempotent map. For all $a \in A$ we have $\|P(a)\| = \|P(a)\|_\infty$ because $A$ is compatible. Hence,

$$\|P(a)\| = \|P(a)\|_\infty \leq \|a\|_\infty \leq \|a\|,$$

so $\|P\| = 1$. Hence, $P$ is a conditional expectation [49] (see [1, Theorem II.6.10.2]). In order to prove that $P$ is faithful let $g \in G$ and write $x := g^{-1}g$. For all $s \in C_c(G, E)$ we have

$$s^*s(x) = \sum_{h^{-1}h = x} s^*(h^{-1})s(h) = \sum_{h^{-1}h = x} s(h)^*s(h) \geq s(g)^*s(g),$$
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where the inequality on the right follows from the fact that \( s(g)^* s(g) \) is either zero or one of the at most finitely many non-zero summands in \( \sum_h s(h)^* s(h) \), all of which are positive elements of the C*-algebra \( E_x \). Now let \((s_n)\) be a sequence in \( C_c(G, E) \) converging to \( a \). Then
\[
a^* a(x) = \lim_n s_n^* s_n(x) \geq \lim_n s_n(g)^* s_n(g) = a(g)^* a(g) ,
\]
and thus
\[
\|a^* a(x)\| \geq \|a(g)^* a(g)\| = \|a(g)\|^2 .
\]
So if \( P(a^* a) = 0 \) we have \( a^* a(x) = 0 \) for all \( x \in G_0 \), and thus \( a(g) = 0 \) for all \( g \in G \).

**Theorem 3.10.** Let \( \pi : E \to G \) be a continuous second countable saturated Fell bundle with \( G \) Hausdorff, and let \( A \) be a compatible completion. The following conditions are equivalent:

1. \( A \) is faithful;
2. \( A \) is *-isomorphic to \( C^*_r(G, E) \).

**Proof.** Lemma 3.9 tells us that if (1) holds the restriction map \( P : A \to p^*(G_0) \) is a faithful conditional expectation. This map extends the restriction map \( C_c(G, E) \to C_c(G_0, E) \), and, by definition, the compatible norm coincides with the supremum norm on \( C_c(G_0, E) \), so by [24, Fact 3.11] (cf. Lemma C.6) we conclude (2). Conversely, under the stated conditions any reduced C*-algebra is faithful (cf. Theorem C.7), so the implication (2) \( \Rightarrow \) (1) holds.

### 3.4 Saturated Fell bundles as quantale maps

Let \( \pi : E \to G \) be a Fell bundle. For each \( U \in \mathcal{I}(G) \) we shall refer to the closure \( \overline{C_c(U, E)} \cong C_0(U, E) \) as the restriction of \( A \) to \( U \) and we also denote it by \( A|_U \). The mapping \( A|_{(-)} : \mathcal{I}(G) \to \text{Max } A \) will be called the restriction map. We note that in the following lemma only the axiom (3.4) of compatible norms is needed.

**Lemma 3.11.** Let \( \pi : E \to G \) be a Fell bundle and \( A \) a compatible completion. The following properties hold:

1. For every compatible family \((U_\alpha)\) in \( \mathcal{I}(G) \) we have \( A|_{\bigcup \alpha U_\alpha} = \bigvee \alpha A|_{U_\alpha} \).
2. For all \( U \in \mathcal{I}(G) \) we have \( A|_{U^{-1}} = (A|_U)^* \).
3. For all \( U, V \in \mathcal{I}(G) \) we have \( A|_U A|_V \subset A|_{UV} \).
4. The bundle is nondegenerate if and only if the restriction map $A|_{(-)}$ is injective.

5. The bundle is saturated if and only if we have $A|_U A|_V = A|_{UV}$ for all $U, V \in \mathcal{I}(G)$.

Proof. The restriction map is obtained as a composition

$$\mathcal{I}(G) \to \text{Sub} \, \Gamma_c(G, E) \to \text{Sub} \, A \to \text{Max} \, A$$

whose two rightmost arrows are homomorphisms of involutive quantales (respectively Sub$i$ for the inclusion $i : \Gamma_c(G, E) \to A$, and the closure quotient $(-) : \text{Sub} \to \text{Max} \, A$), and the leftmost arrow is the assignment $U \mapsto C_c(U, E)$. Hence, (1), (2) and (3) follow immediately from Lemma 3.6.

For proving (4), let us first assume that the bundle is nondegenerate and prove that the restriction map is injective. Let $U, V \in \mathcal{I}(G)$ with $U \not\subset V$, and let $s \in C_c(U \setminus V, E)$. Since $G$ is locally compact, there are sections $u_{ij}^g \in C_c(U, E)$ and $v_{ij}^g \in C_c(V, E)$ such that $u_{ij}^g(\pi(e_{ij})) = e_{ij}$ and $v_{ij}^g(\pi(f_{ij})) = f_{ij}$, so we have

$$s(g) = \lim_{i} \sum_{j=1}^{n_i} (u_{ij}^g v_{ij}^g)(g)$$

with $\pi(e_{ij}) \in U$ and $\pi(f_{ij}) \in V$. Since $G$ is locally compact, for each $i$ and $j$ there are sections $u_{ij}^g \in C_c(U, E)$ and $v_{ij}^g \in C_c(V, E)$ such that $u_{ij}^g(\pi(e_{ij})) = e_{ij}$ and $v_{ij}^g(\pi(f_{ij})) = f_{ij}$, so we have

$$s(g) = \lim_{i} \sum_{j=1}^{n_i} (u_{ij}^g v_{ij}^g)(g)$$

For each $\epsilon > 0$ let $i$ be such that

$$\left\| \sum_{j=1}^{n_i} (u_{ij}^g v_{ij}^g)(g) - s(g) \right\| < \epsilon/2$$
The upper semicontinuity of the bundle norm ensures that there is $W_g \in \mathcal{I}(G)$ with $g \in W_g \subset UV$ such that for all $h \in W_g$ we have

$$\left\| \sum_{j=1}^{n_i} (u_{ij}^g v_{ij}^g)(h) - s(h) \right\| < \epsilon .$$

The sets $W_g$ form an open cover of $\text{supp}_{UV}(s)$, so select $g_1, \ldots, g_m$ such that $W_{g_1}, \ldots, W_{g_m}$ is a finite subcover. Let $\phi_1, \ldots, \phi_m$ be a partition of unity subordinate to the cover (this exists because $\text{supp}_{UV}(s)$ is a compact Hausdorff space), and let

$$t = \sum_{k=1}^{m} \phi_k \sum_{j=1}^{n_i} u_{ij}^{g_k} v_{ij}^{g_k} .$$

Then $t \in C_c(U, E) \otimes C_c(V, E)$ and we have, for all $h \in \text{supp}_{UV}(s)$,

$$\| t(h) - s(h) \| = \left\| \sum_{k=1}^{m} \phi_k(h) \sum_{j=1}^{n_i} (u_{ij}^{g_k} v_{ij}^{g_k})(h) - s(h) \right\|$$

$$= \left\| \sum_{k=1}^{m} \phi_k(h) \left( \sum_{j=1}^{n_i} (u_{ij}^{g_k} v_{ij}^{g_k})(h) - s(h) \right) \right\|$$

$$\leq \sum_{k=1}^{m} \phi_k(h) \left\| \sum_{j=1}^{n_i} (u_{ij}^{g_k} v_{ij}^{g_k})(h) - s(h) \right\| < \epsilon .$$

Since on $C_c(UV, E)$ the norm is the supremum norm and $t - s$ is compactly supported, we obtain $\| t - s \| < \epsilon$, and thus we have proved that

$$s \in \overline{C_c(U, E) \otimes C_c(V, E)} = A|_U A|_V .$$

Therefore $C_c(UV, E) \subset A|_U A|_V$, and so $A|_{UV} \subset A|_U A|_V$. Then (5) follows from (3). For the converse, assume that $A|_U A|_V = A|_{UV}$ for all $U, V \in \mathcal{I}(G)$. Let $(g, h) \in G_2$ and $e \in E_{gh}$. Let $U, V \in \mathcal{I}(G)$ be neighborhoods of $g$ and $h$, respectively. Choose $s \in C_0(UV, E)$ such that $s(gh) = e$. We have $C_0(0V, E) = C_0(U, E) C_0(V, E)$, so $s$ can be obtained as a limit

$$e = s(gh) = \lim_{i} \sum_{j=1}^{n_i} t_{ij} u_{ij} ,$$

with $t_{ij} \in C_c(U, E)$ and $u_{ij} \in C_c(V, E)$. Hence,

$$\forall \epsilon > 0, \exists \delta > 0, \forall s \in C_0(UV, E), \| s - e \| < \epsilon \Rightarrow \| s - e \| < \delta .$$

This completes the proof.

Therefore, the bundle is saturated. \hfill \Box
Now both axioms of compatible norms will be needed, namely in the second part of the following theorem when proving that $p$ is a surjection if $\pi$ is nondegenerate.

**Theorem 3.12.** Let $\pi : E \to G$ be a saturated Fell bundle and $A$ a compatible completion. There is a unique map of quantales $p : \text{Max } A \to \Omega(G)$ such that for all $U \subset \mathcal{I}(G)$ we have

$$p^*(U) = A|_U .$$

The map $p$ is, for all $V \in \Omega(G)$, defined by the condition $p^*(V) = \bigvee \alpha A|_{U_\alpha}$ for any family $(U_\alpha)$ in $\mathcal{I}(G)$ such that $V = \bigcup \alpha U_\alpha$. Moreover, $p$ is a surjection if and only if the bundle is nondegenerate.

**Proof.** The quantale $\Omega(G)$ is isomorphic to $\mathcal{L}^\vee(\mathcal{I}(G))$, which is the join-completion of $\mathcal{I}(G)$ (cf. section [2,3]). Hence, the universal property of this completion says, given any involutive quantale $Q$, that any homomorphism of involutive semigroups $\mathcal{I}(G) \to Q$ that preserves joins of compatible sets extends uniquely to a homomorphism of involutive quantales $\Omega(G) \to Q$. So the restriction map $A|_{(-)}$ extends uniquely to a homomorphism of involutive quantales $p^*$, as stated. If $p$ is a surjection the restriction map is injective and thus the bundle is nondegenerate. For the converse, assume that $\pi$ is nondegenerate and let $U, V \in \Omega(G)$ with $U \not\subset V$. Without loss of generality take $U \in \mathcal{I}(G)$ and $V = \bigcup \alpha V_\alpha$ where $V_\alpha \in \mathcal{I}(G)$ for each $\alpha$, and let $g \in U \setminus V$. For all $\alpha$ and all $t \in C_c(V_\alpha, E)$ we have $t(g) = 0$, and each $a \in p^*(V) = \bigvee \alpha C_c(V_\alpha, E)$ can be obtained as a limit

$$a = \lim_k \sum_{i=1}^{n_k} t_{ik}$$

where for all $i, k$ we have $t_{ik} \in C_c(V_\alpha, E)$ for some $\alpha$. Hence, $\text{eval}_j(a) = \lim_k 0 = 0$ (this limit is unique because $E_\alpha$ is Hausdorff). However, due to nondegeneracy there is $s \in C_c(U, E) \subset p^*(U)$ such that $s(g) \neq 0$, so $p^*(U) \not\subset p^*(V)$ and thus $p^*$ is injective.

In order to obtain a converse to the above theorem, namely yielding Fell bundles on $G$ out of maps $p : \text{Max } A \to \Omega(G)$, one may start by noticing that the Banach spaces $p^*(U)$ for $U \in \mathcal{I}(G)$ form an obvious saturated Fell bundle on the inverse semigroup $\mathcal{I}(G)$ (in the sense of [48] — see [12]), and thus also an action by $B$-$B$-bimodules on the $C^*$-algebra $B := p^*(G_0)$ [7, Theorem 4.8], which yields a Fell bundle (essentially unique) on $G$ because the restricted map $p^* : \Omega(G_0) \to A$ has its image in $I(B)$ and, being a fortiori a homomorphism of quantales, it commutes with joins [7, Theorem 6.1]. The ensuing correspondence between Fell bundles on $G$ equipped with compatible...
completions, on one hand, and maps of quantales $p : \text{Max } A \to \Omega(G)$, on the other, along with its functorial properties, deserves being studied in more detail but will not be addressed here.

4 Fell bundles versus semiopen maps

Throughout this section we adopt the same conventions concerning groupoids that were adopted in the beginning of section 3. Our purpose now is to investigate conditions under which the map $p : \text{Max } A \to \Omega(G)$ of Theorem 3.12 is a semiopen map of quantales, so we shall begin by studying general adjunctions $\sigma \dashv \gamma$, where $\sigma$ and $\gamma$ approximate the notions of open support map and restriction map, respectively. This is analogous to the adjunctions of [16], but now we address sections that are not continuous. With the exception of Lemma 4.1 in this section we shall deal with saturated Fell bundles. Apart from this no additional conditions will be required, except in Theorem 4.8 where it will also be assumed that the Fell bundles are continuous and second countable in order to freely use results from [24].

4.1 Open support as a left adjoint

Let $\pi : E \to G$ be a Fell bundle and $A$ a compatible completion. For each $V \in \text{Max } A$ let us define

$$\sigma(V) = \bigcup_{a \in V} \text{int}\{g \in G \mid \text{eval}_g(a) \neq 0\}.$$ 

This defines a mapping $\sigma : \text{Max } A \to \Omega(G)$. Note that the interior operator is needed in the above expression because, even though the zero section has closed image in $E$, the sections $s \in \Gamma_c(G, E)$ are not continuous and thus the sets $\{g \mid s(g) \neq 0\}$ need not be open, so the same applies more generally to the sets $\{g \mid \text{eval}_g(a) \neq 0\}$ with $a \in A$.

Now define $\gamma : \Omega(G) \to \text{Max } A$ by

$$\gamma(U) = \text{span}\{a \in A \mid \sigma((a)) \subset U\}.$$

**Lemma 4.1.** Let $\pi : E \to G$ be a Fell bundle and $A$ a compatible completion. Then $\sigma$ is left adjoint to $\gamma$. Therefore $\sigma$ is join preserving and $\gamma$ is meet preserving: for all families $(V_a)$ in \text{Max } A and $(U_a)$ in $\Omega(G)$ we have

$$\sigma(\bigvee_a V_a) = \bigcup_a \sigma(V_a),$$

$$\gamma(\bigwedge_a U_a) = \bigcap_a \gamma(U_a).$$
Proof. First define $\sigma' : \wp(A) \to \Omega(G)$ formally in the same way as $\sigma$: for all $S \in \wp(A)$

$$\sigma'(S) = \bigcup_{a \in S} \operatorname{int}\{g \in G \mid \operatorname{eval}_g(a) \neq 0_g\}.$$ 

Then define $\gamma' : \Omega(G) \to \wp(A)$ by the formula

$$\gamma'(U) = \{a \in A \mid \sigma'(\{a\}) \subset U\}.$$ 

It is clear that $\sigma'$ is left adjoint to $\gamma'$, for if $S \in \wp(A)$ and $U \in \Omega(G)$ we have the following equivalences:

$$\sigma'(S) \subset U \iff (\forall a \in S \ \operatorname{int}\{g \in G \mid \operatorname{eval}_g(a) \neq 0_g\} \subset U) \iff (\forall a \in S \ \sigma'(\{a\}) \subset U) \iff (\forall a \in S \ a \in \gamma'(U)) \iff S \subset \gamma'(U).$$

The adjunction $\sigma \dashv \gamma$ results from composing the adjunction $\sigma' \dashv \gamma'$ with the adjunction between $\wp(A)$ and $\operatorname{Max} A$ whose right adjoint is the inclusion of the latter into the former and whose left adjoint is the $\operatorname{span}(-)$ operator:

\[
\begin{array}{ccc}
\Omega(G) & \xleftarrow{\gamma'} & \wp(A) \\
& \xleftarrow{\sigma'} & \downarrow \text{inclusion} \\
& & \operatorname{Max} A
\end{array}
\]

\[\sigma \xleftarrow{\quad} \gamma \xleftarrow{\quad} \gamma' \xleftarrow{\quad} \sigma' \xleftarrow{\quad} \wp(A) \xleftarrow{\quad} \Omega(G)\]

4.2 Localizable completions

Let $\pi : E \to G$ be a saturated Fell bundle and $A$ a compatible completion. Let also $p : \operatorname{Max} A \to \Omega(G)$ be the associated quantale map. The compatible norm $\|\cdot\|$ (and the compatible completion $A$) is said to be localizable if

$$p^* = \gamma.$$ 

Localizability means that if $a \in \gamma(U)$ then $a$ can be approximated by compactly supported sections locally within $U$; that is, $a = \lim_n s_n$ with $s_n \in \Gamma_c(U, E)$ rather than just $s_n \in \Gamma_c(G, E)$, hence the terminology.

We note that only the inequality $\gamma \leq p^*$ is non-trivial:

\[\square\]
Lemma 4.2. Let $\pi : E \to G$ be a saturated Fell bundle and $A$ a compatible completion with associated quantale map $p : \text{Max} A \to \Omega(G)$. For all $U \in \Omega(G)$ we have $p^*(U) \subset \gamma(U)$.

Proof. Let $U \in \mathcal{I}(G)$. Then $p^*(U) = C_0(U, E)$. If $s \in C_0(U, E)$ then $\sigma(\langle s \rangle) \subset U$, so $s \in \gamma(U)$. Now let $U = \bigcup_\alpha U_\alpha$ be an arbitrary open set of $G$, with $U_\alpha \in \mathcal{I}(G)$ for all $\alpha$. Then, since $p^*$ preserves joins, we have

$$p^*(U) = \bigvee_\alpha p^*(U_\alpha) \subset \bigvee_\alpha \gamma(U_\alpha) \subset \gamma(U),$$

where the last step is a consequence of the monotonicity of $\gamma$.

Let $\pi : E \to G$ be a saturated Fell bundle. Note that localizability of a compatible completion $A$ implies that the map $p : \text{Max} A \to \Omega(G)$ is semiopen with direct image homomorphism $p^! = \sigma$ (it is not known whether semiopenness of $p$ implies localizability of $A$). In particular, if $A$ is localizable the conditions (2.2)–(2.3) of Lemma 2.6 apply to $\sigma$: for all $V, W \in \text{Max} A$

$$(4.1) \quad \sigma(VW) \subset \sigma(V)\sigma(W),$$
$$(4.2) \quad \sigma(V^*) = \sigma(V)^{-1}. $$

An important property of a localizable completion $A$ is that it is necessarily an algebra of sections:

Theorem 4.3. Every localizable completion is faithful.

Proof. Let $A$ be a localizable completion for a saturated Fell bundle $\pi : E \to G$, and let $a \in A$ be such that $\hat{a} = 0$. The latter condition is equivalent to the statement that $\text{eval}_g(a) = 0$ for all $g \in G$, which in turn implies that

$$\sigma(\langle a \rangle) = \text{int}\{g \in G \mid \text{eval}_g(a) \neq 0\} = \emptyset.$$

The unit of the adjunction $\sigma \dashv \gamma$ gives us the inclusion $\langle a \rangle \subset \gamma(\sigma(\langle a \rangle))$, and thus, using the equality $p^* = \gamma$ and the fact that $p^*$ preserves joins and, in particular, it preserves the least element, we obtain

$$a \in p^*(\emptyset) = \{0\}.$$

Hence, $a = 0$, showing that the kernel of the reduction homomorphism $A \to \hat{A}$ is $\{0\}$.
4.3 Non-Hausdorff groupoids

Our purpose now is to provide evidence suggesting that localizability of a compatible completion places strong constraints on the base groupoid $G$, to the extent that, at least in the case of trivial Fell bundles, $G$ must be Hausdorff. Let us motivate this by first looking at an example.

**Example 4.4.** Let us see an example of a non-Hausdorff groupoid $G$ such that no compatible completion of the convolution algebra $\Gamma_c(G)$ is localizable. We shall take $G$ to be the “real line with two zeros”, for which we have $G_0 = \mathbb{R}$, and $G_1$ is the quotient of $\mathbb{R} \times \mathbb{Z}_2$ by the equivalence relation that identifies $(x, 0)$ and $(x, 1)$ for all $x \neq 0$. If $x \neq 0$ we shall write $\bar{x}$ for the equivalence class $\{(x, 0), (x, 1)\}$, and the two singleton classes $\{(0, 0)\}$ and $\{(0, 1)\}$ are written $0_-$ and $0_+$, respectively. The structure maps $d$, $r$, and $u$ are defined as follows:

- $d(\bar{x}) = r(\bar{x}) = x$ for all $x \neq 0$;
- $d(0_-) = d(0_+) = r(0_-) = r(0_+) = 0$;
- $u(x) = \bar{x}$ for all $x \neq 0$;
- $u(0) = 0_-$.  

Hence, the multiplication is such that the isotropy is trivial over any $x \neq 0$, and it is isomorphic to $\mathbb{Z}_2$ over $0$. This is an étale groupoid, and the following subsets of $G_1$ are local bisections, both homeomorphic to $\mathbb{R}$:

$$U_+ := G_1 \setminus \{0_-\} , \quad U_- := G_1 \setminus \{0_+\} .$$

Let $f_- : U_- \to \mathbb{C}$ be any continuous compactly supported function on $U_-$ such that $f_-(0_-) = -1$. Let $f_+ : U_+ \to \mathbb{C}$ coincide with $-f_-$ on every $\bar{x}$ with $x \neq 0$, and let $f_+(0_+) = 1$, so $f_+$ is continuous on $U_+$. Extending $f_-$ and $f_+$ as zero on the remaining points of $G_1$ we have

$$f_- \in C_c(U_-) , \quad f_+ \in C_c(U_+) ,$$

and

$$f := f_- + f_+ \in \Gamma_c(G_1) .$$

Now $f$ is zero everywhere except at the points $0_-$ and $0_+$, where we have $f(0_-) = -1$ and $f(0_+) = 1$. Let $A$ be any compatible completion of $\Gamma_c(G)$. Then

$$\sigma(\langle f \rangle) = \text{int}\{g \in G_1 \mid f(g) \neq 0\} = \text{int}\{0_-, 0_+\} = \emptyset .$$

This means that $f \in \gamma(0)$, and thus $\gamma \neq p^*$ because $p^*$ preserves joins and this implies $p^*(\emptyset) = \{0\}$. Hence, $A$ is not localizable.
In this example localizability fails due to the condition $\gamma(\emptyset) \neq \{0\}$, which is only a particular case. The following proposition illustrates the general situation.

**Theorem 4.5.** Let $\pi : E \to G$ be a trivial Fell bundle with fiber $F$, and let $A$ be a compatible completion of $\Gamma_c(G,F)$. If $A$ is localizable then $G$ is Hausdorff.

**Proof.** We shall prove that if $G$ is not Hausdorff then $A$ is not localizable.

Assume that $G$ is not Hausdorff, and let $(g_\alpha)$ be a net in $G$ that converges to two distinct limits $g$ and $g'$. Let $U,U' \in \mathcal{I}(G)$ be such that $g \in U$ and $g' \in U'$, and fix $\alpha_0$ such that $g_\alpha \in U \cap U'$ for all $\alpha \geq \alpha_0$. Due to continuity of the domain map $d$ we have $d(g_\alpha) \to d(g)$ and $d(g_\alpha) \to d(g')$ in $G_0$, so $d(g) = d(g')$ because $G_0$ is Hausdorff. This implies that $g$ and $g'$ cannot belong to the same local bisection, so $g \notin U'$ and $g' \notin U$, and therefore $g_\alpha \notin \{g,g'\}$ for all $\alpha \geq \alpha_0$. Moreover, we have

$$d(U \cap d^{-1}(d(U) \cap d(U'))) = d(U' \cap d^{-1}(d(U) \cap d(U')))$$

so without loss of generality we shall assume that $d(U) = d(U')$. Then there is a homeomorphism $U \cong d(U) = d(U') \cong U'$ which restricts to the identity on $U \cap U'$: take for instance this to be $i = \beta \circ d : U \to U'$ where $\beta : d(U') \to U'$ is the local bisection with image $U'$. Let $s \in C_c(U,F)$ be such that $s(g) \neq 0$. Defining $t \in C_c(U',F)$ by

$$t = -s \circ i^{-1}$$

we have $t(g') \neq 0$ and we obtain a function $s + t \in C_c(U,F) + C_c(U',F) = \Gamma_c(G,F)$ such that $(s + t)(g) = s(g)$ and $(s + t)(g') = t(g')$. Moreover, $s + t$ is zero on $U \cap U'$. In particular, for all $\alpha \geq \alpha_0$ we have $(s + t)(g_\alpha) = 0$. Since any open neighborhood $V$ of either $g$ or $g'$ must contain such a $g_\alpha$, for any such $V$ we have

$$V \not\subset \{h \in G \mid (s + t)(h) \neq 0\},$$

and therefore $g \notin \sigma((s + t))$ and $g' \notin \sigma((s + t))$. Let $W = U \cap \sigma((s + t))$ and $W' = U' \cap \sigma((s + t))$. We have $W \cup W' = \sigma((s + t))$, and thus $s + t \in \gamma(W \cup W')$.

However,

$$p^*(W \cup W') = p^*(W) \vee p^*(W') = \overline{C_c(W,F)} + C_c(W',F),$$

and any function $u$ in $C_c(W,F) + C_c(W',F)$ must satisfy $u(g) = 0_g$ and $u(g') = 0_{g'}$; and, since eval$_g$ and eval$_{g'}$ are continuous maps and both $E_g$ and $E_{g'}$ are Hausdorff, so does any function $u \in p^*(W \cup W')$. Hence, $s + t \notin p^*(W \cup W')$, and therefore $\gamma \neq p^*$, i.e., $A$ is not localizable. \qed
4.4 Hausdorff groupoids

We have seen that localizability of a compatible completion implies faithfulness, and also that, at least for trivial Fell bundles, the underlying groupoid must be Hausdorff. From now on in this section we shall restrict to Hausdorff groupoids. As we shall see, for compact groupoids faithfulness and localizability are equivalent conditions. This shows, for compact groupoids and under the mild restrictions assumed in Theorem 3.10 that reduced C*-algebras are examples of localizable completions. Another class of examples will be obtained from C*-bundles, without any compactness restriction.

Let $G$ be Hausdorff and $A$ be a faithful compatible completion of a Fell bundle $\pi : E \to G$. Then, by Lemma 3.8 $A$ necessarily consists of continuous sections that vanish at infinity. This allows us to remove the interior operator in the definition of $\sigma$,

\[(4.3) \quad \sigma(a) = \text{supp}^o(a) = \{ g \in G \mid a(g) \neq 0 \},\]

and thus also the $\text{span}(-)$ operator can be removed from the definition of $\gamma$:

**Lemma 4.6.** Let $\pi : E \to G$ be a Fell bundle on a Hausdorff groupoid $G$, and let $A$ be a faithful compatible completion. For all $U \in \Omega(G)$ we have

$$\gamma(U) = \{ a \in A \mid \text{supp}^o(a) \subset U \}.$$  

**Proof.** It is straightforward to verify, using (4.3), that $\gamma(U)$ is closed under scalar multiplication and sums, and that due to continuity of the sections $a \in A$ it is also topologically closed.

**Lemma 4.7.** Let $\pi : E \to G$ be a saturated Fell bundle on a Hausdorff groupoid $G$, and let $A$ be a faithful compatible completion with associated quantale map $p : \text{Max}A \to \Omega(G)$.

1. For all $U \in \mathcal{I}(G)$ we have $p^*(U) = \gamma(U)$.

2. $A$ is localizable if and only if $\gamma$ is a join preserving map.

3. If $U \in \Omega(G)$ and $\overline{U}$ is compact then $p^*(U) = \gamma(U)$.

4. If $G$ is a compact groupoid then $A$ is localizable.

**Proof.** Proof of (1). Let $U \in \mathcal{I}(G)$. For all $s \in \gamma(U)$ we have both $\text{supp}^o(s) \subset U$ and, by Lemma 3.8, $s \in C_0(G, E)$. Hence, $s \in C_0(U, E) = p^*(U)$, so $p^*(U) = \gamma(U)$.  
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Proof of (2). \( A \) is localizable if and only if \( \gamma = p^* \), so localizability implies that \( \gamma \) preserves joins. For the converse assume that \( \gamma \) preserves joins, and let \( U \in \Omega(G) \). Let \( U = \bigcup_{\alpha} U_{\alpha} \) where \( U_{\alpha} \in \mathcal{I}(G) \). Then, using (1), we obtain

\[
\gamma(U) = \bigvee_{\alpha} \gamma(U_{\alpha}) = \bigvee_{\alpha} p^*(U_{\alpha}) = p^*(U).
\]

Proof of (3). Let \( U \in \Omega(G) \) with \( \overline{U} \) compact. Then there is a finite open cover of \( \overline{U} \) by local bisections \( U_i \in \mathcal{I}(G) \),

\[
\overline{U} \subset U_1 \cup \ldots \cup U_k,
\]

and since \( \overline{U} \) is a normal space there is a partition of unity \((\phi_i)\) of \( \overline{U} \) such that \( \phi_i \in C_c(U_i) \) for all \( i \in \{1, \ldots, k\} \). Then for all \( a \in \gamma(U) \) we have \( \text{supp}^o(\phi_i a) \subset U_i \cap \overline{U} \) for each \( i \); that is, \( \phi_i a \in \gamma(U_i \cap \overline{U}) \). Since \( \overline{U} \) is a normal space there is a partition of unity \((\phi_i)\) of \( \gamma(U_i \cap \overline{U}) \) such that \( \text{supp}^o(\phi_i a) \subset U_i \cap \overline{U} \) for each \( i \); that is, \( \phi_i a \in \gamma(U_i \cap \overline{U}) \). Since \( U_i \cap \overline{U} \in \mathcal{I}(G) \) we conclude, by (1), that \( \gamma(U_i \cap \overline{U}) = p^*(U_i \cap U) \), and thus

\[
a = \phi_1 a + \cdots + \phi_k a \in \bigvee_{i=1}^k p^*(U_i \cap \overline{U}) = p^*(U),
\]

so \( \gamma(U) = p^*(U) \).

Proof of (4). If \( \overline{U} \) is compact then \( \gamma(U) = p^*(U) \).

These results provide us with a class of examples of localizable completions:

**Theorem 4.8.** Let \( \pi : E \to G \) be a continuous second countable saturated Fell bundle on a compact Hausdorff groupoid \( G \), and let \( A \) be a compatible completion. The following conditions are equivalent:

1. \( A \) is faithful;
2. \( A \) is localizable;
3. \( A \) is \( \ast \)-isomorphic to \( C^*_r(G,E) \).

**Proof.** The implication (1) \( \Rightarrow \) (2) follows from Lemma 4.7(4). The implication (2) \( \Rightarrow \) (1) follows from Theorem 1.3. And the equivalence (1) \( \iff \) (3) follows from Theorem 3.10.

We conjecture that reduced C*-algebras should be localizable completions in a much larger class of examples involving non-compact groupoids, but we shall not pursue this in this paper. In any case, certainly the restriction to compact groupoids is not necessary, as the following proposition shows:
Theorem 4.9. Let $\pi : E \to X$ be a C*-bundle. Any compatible completion for $\pi$ is $*$-isomorphic to $C_0(X,E)$, and it is localizable.

Proof. Let $A$ be a C*-completion. By definition of compatible completion the norm $\| \|$ on $C_c(X,E)$ equals $\| \|_\infty$, so $A \cong C_0(G_0,E)$. And $p' = \gamma$, by Lemma 4.7(1), because all the open sets of $G$ are local bisections.

5 Fell bundles versus quantic bundles

Our aim now is to focus on Fell line bundles, which as we shall see are closely related to openness-like properties of the maps $p : \text{Max } A \to \Omega(G)$. In particular we shall see that, in the context of saturated Fell bundles and localizable completions, the Fell line bundles are precisely the abelian Fell bundles for which $p$ is a quantic bundle. And a strong form of openness of such quantic bundles in the sense of [43] is closely related to the principality of $G$. In this section we assume again that all the groupoids are étale with object space $G_0$ locally compact Hausdorff.

5.1 Fell line bundles

We begin by proving the following lemma, which will relate to weak openness of quantale maps (cf. Theorem 5.4).

Lemma 5.1. Assuming that $\pi : E \to G$ is a Fell line bundle and that $A$ is a compatible completion, we have, for all $U \in \Omega(G)$ and $V \in \text{Max } A$:

\begin{align*}
\sigma(V)U &\subset \sigma(V\gamma(U)) , \\
U\sigma(V) &\subset \sigma(\gamma(U)V) .
\end{align*}

Proof. In order to prove the inclusion $\sigma(V)U \subset \sigma(V\gamma(U))$ it suffices to take $U \in \mathcal{I}(G)$, for if $(U_\alpha)$ is a family in $\mathcal{I}(G)$ such that for all $\alpha$

$$
\sigma(V)U_\alpha \subset \sigma(V\gamma(U_\alpha))
$$

and $U = \bigcup_\alpha U_\alpha$, then

$$
\sigma(V)U = \bigcup_\alpha \sigma(V)U_\alpha \subset \bigcup_\alpha \sigma(V\gamma(U_\alpha)) \subset \sigma(V\gamma(U)) .
$$

Moreover, since $V = \bigvee_{a \in V} \langle a \rangle$ in $\text{Max } A$, it also suffices to consider $V$ to be of the form $\langle a \rangle$, due to join preservation of $\sigma$ and of the quantale multiplications. Hence, the condition to be proved is

\begin{equation}
\sigma(\langle a \rangle)U \subset \sigma(\langle a \rangle\gamma(U)) ,
\end{equation}
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with \( a \in A \) and \( U \in \mathcal{I}(G) \). Moreover, by Lemma \ref{lem:3.1} we have \( p^*(U) \subset \gamma(U) \), so it suffices to prove

\[
\sigma(\langle a \rangle)U \subset \sigma(\langle a \rangle C_0(U, E)).
\]

Note also that in \( \text{Max} A \) we have \( C_0(U, E) = \bigvee_{s \in C_c(U, E)} \langle s \rangle \), and thus

\[
\sigma(\langle a \rangle C_0(U, E)) = \bigcup_{s \in C_c(U, E)} \sigma(\langle a \rangle \langle s \rangle) = \bigcup_{s \in C_c(U, E)} \sigma(\langle as \rangle) = \bigcup_{s \in C_c(U, E)} \text{int}\{k \in G \mid \text{eval}_k(as) \neq 0\} = \bigcup_{s \in C_c(U, E)} \text{int}\{k_1k_2 \mid \text{eval}_{k_1}(a)s(k_2) \neq 0\}.
\]

The last of the above steps is justified because \( U \) is a local bisection, and thus, by Lemma \ref{lem:3.7} \( \text{eval}_k(as) \) can be replaced by \( \text{eval}_{k_1}(a)s(k_2) \) where \( k_2 \) is the unique arrow in \( U \) such that \( d(k_2) = d(k) \), with \( k_1 = kk_2^{-1} \).

Let then \( g \in \pi(\langle a \rangle) \) and \( h \in U \). By nondegeneracy there is \( s \in C_c(U, E) \) such that \( s(h) \neq 0 \). For all \( g' \in \pi(\langle a \rangle) \) and \( h' \in \text{supp}^\circ(s) \) we have \( \text{eval}_{g'}(a) \neq 0 \) and \( s(h') \neq 0 \), and thus, since \( \pi \) is a line bundle (cf. Lemma \ref{lem:2.6}) we have \( \text{eval}_{g'}(a)s(h') \neq 0 \) for all \( (g', k') \in G_2 \times (\pi(\langle a \rangle) \times \text{supp}^\circ(s)) \). Hence,

\[
gh \in \pi(\langle a \rangle) \text{supp}^\circ(s) \subset \text{int}\{k_1k_2 \mid \text{eval}_{k_1}(a)s(k_2) \neq 0\} \subset \sigma(\langle a \rangle C_0(U, E)).
\]

This proves \((5.3)\), so \((5.1)\) holds. Then \((5.2)\) follows by applying the involution to \((5.1)\) (cf. Lemma \ref{lem:2.7}). \(\square\)

### 5.2 Fell line bundles with localizable completions

Let us begin with a result whose proof is analogous to, but simpler than, that of Lemma \ref{lem:5.1}.

**Lemma 5.2.** Let \( \pi : E \to G \) be a Fell line bundle, and let \( A \) be a localizable completion. Then the associated map \( p : \text{Max} A \to \Omega(G) \) is a quantic bundle.

**Proof.** We need to prove that, for all \( U \in \Omega(G) \) and \( V, W \in \text{Max} A \) such that both \( p(V) \) and \( p(W) \) are in \( \mathcal{I}(G) \),

\[
(5.4) \quad p(V p^*(U) W) = p(V)up(W).
\]

It suffices to consider \( U \in \mathcal{I}(G) \), in which case \( p^*(U) = C_0(U, E) \). For each \( a \in V \) we have \( a \in p^*(p(V)) \) and so \( a \in C_0(p(V), E) \) because \( p(V) \in \mathcal{I}(G) \).
Similarly, for each $b \in W$ we have $b \in C_0(p_t(W), E)$. So for all $a \in V$, $s \in C_0(U, E)$ and $b \in W$ we have (cf. comments after Lemma 3.7)
\[
\text{supp}^\circ(asb) = \text{supp}^\circ(a) \text{supp}^\circ(s) \text{supp}^\circ(b).
\]
Hence,
\[
p_t(V \, p^*(U) \, W) = p_t(V \, C_0(U, E) \, W) \\
= p_t \left( \bigvee_{a \in V, \ s \in C_0(U, E), \ b \in W} \langle asb \rangle \right) \\
= \bigcup_{a \in V, \ s \in C_0(U, E), \ b \in W} \text{supp}^\circ(asb) \\
= \bigcup_{a \in V, \ s \in C_0(U, E), \ b \in W} \text{supp}^\circ(a) \text{supp}^\circ(s) \text{supp}^\circ(b) \\
= p_t(V) \, Up_t(W),
\]
thus proving (5.4). \hfill \Box

Let us now see a converse to the above result, which in fact gives us a characterization of Fell line bundles in terms of quantic bundles:

**Theorem 5.3.** Let $\pi : E \to G$ be a saturated Fell bundle and $A$ a localizable completion with associated quantale map $p : \text{Max} A \to \Omega(G)$. The following are equivalent:

1. $\pi$ is a Fell line bundle;
2. $\pi$ is abelian and $p$ is a quantic bundle.

**Proof.** (1 $\Rightarrow$ 2) Any Fell line bundle is abelian, so this implication is just the statement of Lemma 5.2.

(2 $\Rightarrow$ 1) Assume that $\pi$ is abelian and that $p$ is a quantic bundle. By Theorem 3.12 $\pi$ is nondegenerate, so let $e, f \in E_x \setminus \{0_x\}$ where $x$ is an arbitrary element of $G_0$. Let also $s, t \in C_c(G_0, E)$ be such that $s(x) = e$ and $t(x) = f$. Localizability implies $p_t = \sigma$ and, since $s$ and $t$ are continuous and supported in an open subspace of $G$, we have $p_t(\langle s \rangle) = \sigma(\langle s \rangle) = \text{supp}^\circ(s)$ and, similarly, $p_t(\langle t \rangle) = \text{supp}^\circ(t)$ (cf. comments preceding Lemma 3.3). Hence, using (2.3) and the fact that $G_0$ is the multiplication unit of the quantale $\Omega(G)$, we obtain
\[
x \in p_t(\langle s \rangle) \cap p_t(\langle t \rangle) = p_t(\langle s \rangle) \, G_0 \, p_t(\langle t \rangle) = p_t(s \, p^*(G_0) \, t) \\
= \bigcup_{a \in p^*(G_0)} \text{supp}^\circ(sat).
\]
So there is \( a \in p^*(G_0) = C_0(G_0, E) \) such that \( x \in \text{supp}^\circ(\text{sat}) \), which means that \( \text{sat}(x) = s(x)a(x)t(x) = ea(x)f \neq 0 \). Since \( \pi \) is abelian we have \( ea(x)f = efa(x) \), so also \( ef \neq 0 \). Therefore, we have proved that for all \( e, f \in E_x \) we have \( ef \neq 0 \) if \( e \neq 0 \) and \( f \neq 0 \), and thus \( E_x \cong \mathbb{C} \). This shows, since \( x \in G_0 \) is arbitrary, that the restricted bundle over \( G_0 \) has rank 1.

Due to saturation of \( \pi \), the fiber \( E_g \) over any \( g \in G \) is a Morita equivalence \( E_g^{-1}E_g^{-1} \)-bimodule, so \( \pi \) is a Fell line bundle.

We also note the following result, which is essentially a corollary of Lemma 5.1.

**Theorem 5.4.** Let \( \pi : E \to G \) be a Fell line bundle, and \( A \) a localizable completion. The associated semisopen map \( p : \text{Max} A \to \Omega(G) \) is weakly open.

**Proof.** This follows from (4.1) and Lemma 5.1 which imply that (5.1) becomes an equality, thus yielding the required equivariance of \( p \).

Note that, contrary to the situation in Theorem 5.3, there is no converse to Theorem 5.4, since \( p \) can be weakly open without \( \pi \) being a line bundle. As an example, take any \( C^* \)-bundle over a one point space \( \pi : A \to \{\ast\} \), with \( \sigma(V) = \{\ast\} \) for all \( V \neq \{0\} \), \( \sigma(\{0\}) = \emptyset \), \( \gamma(\{\ast\}) = A \), and \( \gamma(\emptyset) = \{0\} \). Then the \( C^* \)-algebra \( A \) is a localizable completion, and the map \( p = \gamma \) is weakly open.

### 5.3 Principal groupoids and stable quantic bundles

**Lemma 5.5.** Let \( \pi : E \to G \) be a Fell line bundle with \( G \) Hausdorff, and let \( A \) be a localizable completion with associated quantale map \( p : \text{Max} A \to \Omega(G) \). For all \( V, W \in \text{Max} A \) and all \( U \in \Omega(G) \) we have

\[
(5.5) \quad p_t(Vp^s(U)W) \subset p_t(V)p_t(W) .
\]

**Proof.** Since we are assuming that \( G \) is Hausdorff, (5.5) is equivalent to the statement that for all \( a, b \in A, U \in \mathcal{I}(G) \) and \( s \in C_c(U, E) \) we have

\[
(5.6) \quad \text{supp}^\circ(asb) \subset \text{supp}^\circ(a)U \text{supp}^\circ(b) .
\]

Let \( g \in \text{supp}^\circ(asb) \). This means that \( asb(g) \neq 0 \) and implies that for some decomposition \( g = hkl \) we have \( a(h) \neq 0 \), \( s(k) \neq 0 \), and \( b(l) \neq 0 \), so \( g \in \text{supp}^\circ(a)U \text{supp}^\circ(b) \), thus proving (5.6).
Recall that a groupoid $G$ is principal if $I_x = \{x\}$ for all $x \in G_0$. Equivalently, $G$ is principal if its pairing map $(d, r) : G \to G_0 \times G_0$ is injective, so $G$ can be identified with an equivalence relation and the pairing map defines a continuous bijection

\[(5.7) \quad \phi : G \to G_0 \times_{G_0/G} G_0 .\]

However, $\phi$ is not necessarily a homeomorphism (so the action of $G$ on $G_0$ does not necessarily define a principal $G$-bundle over $G_0/G$), and the orbits of $G$ are not necessarily discrete subspaces of $G_0$.

For the following two examples recall that the translation groupoid associated to a left action $(\alpha, x) \mapsto \alpha \cdot x$ of a discrete group $\Gamma$ on a topological space $X$ is the étale groupoid $G = \Gamma \ltimes X$ defined by

\[
\begin{align*}
G_1 &= \Gamma \times X \quad \text{with the product topology,} \\
G_0 &= \{1\} \times X , \\
d(\alpha, x) &= (1, x) , \\
r(\alpha, x) &= (1, \alpha \cdot x) , \\
(\alpha, \beta \cdot x)(\beta, x) &= (\alpha \beta, x) , \\
(\alpha, x)^{-1} &= (\alpha^{-1}, \alpha \cdot x) .
\end{align*}
\]

We note, in particular, that the orbits of $\Gamma \ltimes X$ coincide (modulo the isomorphism $X \cong \{1\} \times X$) with the orbits of the group action.

**Example 5.6.** Let $a \in \mathbb{R} \setminus \mathbb{Q}$ and consider the irrational rotation action of $\mathbb{Z}$ on the circle $S^1$ given by:

\[
(n, z) \mapsto n \cdot z = e^{2\pi i a n} z .
\]

This is a free action by diffeomorphisms on $S^1$ whose orbits are dense, so the translation groupoid $\mathbb{Z} \ltimes S^1$ is a principal étale Lie groupoid whose orbits are not discrete.

**Example 5.7.** Let $\Gamma$ be a discrete group acting on a topological space $X$ such that the quotient map $X \to X/\Gamma$ is a principal $\Gamma$-bundle. Then the translation groupoid $G = \Gamma \ltimes X$ is étale and $\phi$ is a homeomorphism, so the orbits of $G$ are discrete.

**Theorem 5.8.** Let $G$ be a Hausdorff principal groupoid whose orbits are discrete, let $\pi : E \to G$ be a Fell line bundle, and let $A$ be a localizable completion. Then the quantic bundle $p : \text{Max} A \to \Omega(G)$ is stable.
Proof. In order to show that \( p \) is stable it suffices, due to Lemma 5.5, to prove the inequality
\[(5.8) \quad p_l(V) p_l(W) \subset p_l(V p^*(U) W)\]
for all \( V, W \in \text{Max} \ A \) and all \( U \in \Omega(G) \), which in turn is equivalent to the statement that for all \( a, b \in A \) and \( U \in I(G) \) we have
\[(5.9) \quad \text{supp}^a U \text{supp}^b \subset \bigcup_{s \in C_c(U, E)} \text{supp}^{asb} . \]
Let then \( g \in \text{supp}^a U \text{supp}^b \), and consider a decomposition \( g = hkl \) such that \( a(h) \neq 0, k \in U \), and \( b(l) \neq 0 \). By hypothesis the orbit
\[O := [d(g)] \quad (= [r(g)] = d(G^r(g)) = r(G_{d(g)})\]
is discrete, and both \( r(k) \) and \( d(k) \) belong to it, so there are open sets \( U', U'' \subset G_0 \) such that
\[U' \cap O = \{r(k)\} \]
\[U'' \cap O = \{d(k)\} . \]
Let \( s \in C_c(U'UU'', E) \) be such that \( s(k) \neq 0 \). Due to principality of \( G \) and the fact that \( \pi \) is a line bundle we have
\[asb(g) = a(h)s(k)b(l) \neq 0 , \]
and thus \( g \in \text{supp}^a(\text{asb}) \), so (5.9) holds.

**Corollary 5.9.** Let \( X \) be a locally compact Hausdorff space. The map of quantales \( p : \text{Max} C_0(X) \to \Omega(X) \) defined by \( p^*(U) = C_0(U) \) for all \( U \in \Omega(X) \) is a stable quantic bundle.

Now we obtain a partial converse to Theorem 5.8, namely showing, for trivial Fell line bundles, that stability of quantic bundles implies principality of the base groupoids.

**Theorem 5.10.** Let \( A \) be a localizable completion of \( C_c(G) \), for some groupoid \( G \). If the map \( p : \text{Max} A \to \Omega(G) \) is a stable quantic bundle then \( G \) is a Hausdorff principal groupoid.

**Proof.** \( G \) is Hausdorff, by Theorem 4.5, since \( C_c(G) \) is the convolution algebra of a trivial Fell bundle. Now assume that \( p \) is a stable quantic bundle. In order to prove the remainder of the theorem we shall prove that if \( G \) is not
principal then \( p \) is not stable. Assume then that \( G \) is not principal, let \( x \in G_0 \) be such that the isotropy group \( I_x \) is not trivial, and let \( g \in I_x \setminus \{x\} \). Let \( U_g, U_x \in \mathcal{I}(G) \) be such that \( x \in U_x \) and \( g \in U_g \) (then \( x \notin U_g \) and \( g \notin U_x \)), and let \( s \in C_c(U_g) \) and \( t \in C_c(U_x) \) be such that \( s(g) = t(x) = 1 \), so defining \( a := s + t \in C_c(U_g \cup U_x) \) we have \( a(g) = a(x) = 1 \). Similarly, defining \( b := s - t \in C_c(U_g \cup U_x) \) we obtain \( b(g) = 1 \) and \( b(x) = -1 \). Consider now an arbitrary function \( v \in C_c(G_0) \), and note that \( avb(g) = avb(x) = 1 \), so defining
\[
supp^o(a) G_0 \supp^o(b) \nsubseteq supp^o(a p^*(G_0) b),
\]
which shows that \( p \) is not stable.

\[\square\]

## 6 Sub-C*-algebras

Let us study projections of stably Gelfand quantales in the case of the quantale \( \text{Max} \ A \) of a C*-algebra \( A \). This provides a quantale theoretic context in which to place a general correspondence between “diagonals” of C*-algebras and Fell bundles. We shall not pursue this idea to its fullest extent here, but we shall examine the construction of pseudogroups and groupoids from sub-C*-algebras and compare it with the construction based on normalizers used in [23, 37], and also with the slices of [12], in addition giving simple examples based on matrix algebras. The pseudogroups of sub-C*-algebras enable us to study \( \mathcal{I} \)-stable quantic bundles. We conclude that the Fell line bundles \( \pi : E \to G \) and localizable completions \( A \) for which the associated map \( p : \text{Max} \ A \to \Omega(G) \) is an \( \mathcal{I} \)-stable quantic bundle are precisely those for which \( G \) can be reconstructed from the subalgebra \( p^*(G_0) \subset A \). In addition, we find that a sufficient condition for \( \mathcal{I} \)-stability is that \( \pi \) be a second countable continuous Fell line bundle with \( G \) topologically principal and Hausdorff.

### 6.1 The pseudogroup of a sub-C*-algebra

Let \( A \) be a C*-algebra and \( B \subset A \) a norm-closed self-adjoint subalgebra. Then \( B \) is a projection of the stably Gelfand quantale \( \text{Max} \ A \), and we shall denote the associated pseudogroup \( \mathcal{I}_B(\text{Max} \ A) \) (see section [23]) simply by \( \mathcal{I}_B \). Recall that \( \mathcal{I}_B \) consists of all the norm-closed linear subspaces \( V \subset A \)
satisfying the following four conditions:

\[
\begin{align*}
V^*V & \subset B \\
VV^* & \subset B \\
VB & \subset V \\
BV & \subset V.
\end{align*}
\]

By (2.1) the locale of idempotents is \( E(\mathcal{I}_B) = I(B) \). It is order-isomorphic to the Jacobson topology of the primitive spectrum of \( B \), so \( \mathcal{I}_B \) is a spatial pseudogroup (cf. Example 2.5).

The construction of inverse semigroups from sub-C*-algebras in [23, 37] is based on normalizers. Let us study the way in which these relate to \( \mathcal{I}_B \).

Recall that the normalizer semigroup of \( B \) is

\[
N(B) = \{ n \in A | nBn^* \subset B \text{ and } n^*Bn \subset B \}.
\]

(We refer to the elements of \( N(B) \) as normalizers.) This is an involutive subsemigroup of \( A \), and it is closed for the topology of \( A \). It is also closed under scalar multiplication, but it is not in general closed under sums except in cases such as the following:

**Lemma 6.1.** Let \( m, n \in B \) be such that \( mB = nB \). Then \( m + n \in N(B) \).

**Proof.** We have

\[
(m + n)B(m + n)^* = mBm^* + mBn^* + nBm^* + nBn^* = mBm^* + nBn^* + mBm^* + nBn^* \subset B,
\]

and, similarly, noting that \( m^*B = (Bm)^* = (Bn)^* = n^*B \), we obtain \( (m + n)^*B(m + n) \subset B \), so \( m + n \in N(B) \).

**Remark.** Note that each \( V \in \mathcal{I}_B \) consists entirely of normalizers, for if \( n \in V \in \mathcal{I}_B \) we have

\[
nBn^* \subset VBV^* \subset VV^* \subset B,
\]

and similarly for \( n^*Bn \subset B \). So \( V \) is a slice in the sense of [12]; that is, it is a closed linear subspace of \( A \) contained in \( N(B) \) such that \( VB \subset V \) and \( BV \subset V \). Conversely, if \( V \) is a slice and if \( B \) contains an approximate unit of \( A \) one has \( V^*V \subset B \) and \( VV^* \subset B \) [12 Prop. 10.2], and therefore \( V \in \mathcal{I}_B \). Without the approximate unit requirement only the weaker conditions \( V^*BV \subset B \) and \( VBV^* \subset B \) are obtained. The definition of \( \mathcal{I}_B \) is therefore more general than the definition of an inverse semigroup based on slices, since it does not depend on approximate units.
Theorem 6.2. Let $A$ be a C*-algebra, and let $B$ be a norm-closed self-adjoint subalgebra. The assignment $n \mapsto BnB$ defines a lax homomorphism $\sigma : N(B) \to \mathcal{I}_B$ of ordered semigroups, in the sense that $\sigma(mn) \subseteq \sigma(m)\sigma(n)$ for all $m, n \in N(B)$, which moreover preserves the involution strictly. Furthermore, if $B$ contains an approximate unit of $A$ the image of $\sigma$ in $\mathcal{I}_B$ is join-dense. If $B$ is commutative (not necessarily containing an approximate unit of $A$) then $\sigma$ is a (strict) homomorphism of semigroups and we have $\sigma(n) = nB = Bn$ for all $n \in N(B)$.

Proof. We have $\sigma(n) \in \mathcal{I}_B$ for all $n \in N(B)$, for $(BnB)(BnB)^* = BnB^*B \subseteq BBB = B$, and the other three conditions of the definition of $\mathcal{I}_B$ are equally obvious. Hence, the mapping $\sigma : N(B) \to \mathcal{I}_B$, which clearly preserves involution, is well defined. And it is a lax homomorphism because, since $\mathcal{I}_B$ is an inverse semigroup, we have

$$\sigma(mn) = BmnB = (BmnB)(BmnB)^*(BmnB) = Bm(nBn^*)(m^*Bm)tB \subseteq BmBnB = \sigma(m)\sigma(n).$$

Let $V \in \mathcal{I}_B$ and $n \in V$. Then $n \in N(B)$ and $BnB \subseteq BVB \subseteq V$, so $\bigvee_{n \in V} \sigma(n) \subset V$. If in addition $B$ contains an approximate unit of $A$ then $n \in BnB$ for all $n \in V$, and thus $\bigvee_{n \in V} \sigma(n) = V$, showing that $\sigma(N(B))$ is join-dense in $\mathcal{I}_B$. Now assume that $B$ is commutative (not necessarily containing an approximate unit of $A$). Then we obtain

$$\sigma(m)\sigma(n) = BmBnB = BmB(BnB)(BnB)^*(BnB) = Bm[B(nBn^*)]BnB = Bm[(nBn^*)B]BnB = BmnBn^*BnB = Bmn[\sigma(n)^*\sigma(n)] \subset BmnB = \sigma(mn),$$

so $\sigma$ is a homomorphism. Finally, let $n \in N(B)$, and let $V = nB$. The following argument, where only the case $BV \subset V$ uses commutativity of $B$, shows that $V \in \mathcal{I}_B$:

$$VV^* = nBn^* \subset B; \quad V^*V = Bn^*nB = \sigma(n^*n) \subset \sigma(n)^*\sigma(n) \subset B; \quad VB = nB = V; \quad BV = BnB = (BnB)(BnB)^*(BnB) = B(nBn^*)BnB = (nBn^*)BBnB = nB(n^*Bn)B \subset nB = V.$$ 

The last case shows that $BnB \subset nB$ for all $n \in N(B)$. Let us prove the converse inclusion, again with $B$ commutative:

$$nB = V = VV^*V = nBBn^*nB = n\sigma(n^*n) = n\sigma(n^*)\sigma(n) = (nBn^*)B(nB) = B(nBn^*)nB \subset BnB.$$
Hence, if \( B \) is commutative we have \( nB = BnB \), and thus also \( Bn = BnB \), for all \( n \in N(B) \).

The hypothesis of commutativity of \( B \) cannot be omitted in general, as a simple example with \( A = B = M_2(\mathbb{C}) \) shows. Then \( N(B) = A, I_B = I(A) = \{ A, \{0\} \} \), and \( \sigma \) is the mapping \( A(-)A : A \to I(A) \). Take for instance

\[
X = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad Y = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Then \( AXYA = 0 \) but \( AXAYA \) contains \( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \), and thus \( \sigma(XY) \neq \sigma(X)\sigma(Y) \). Also, \( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \in AXA \), so \( AX \neq AXA \).

6.2 Groupoids from abelian sub-C*-algebras

Let \( A \) be a C*-algebra, and \( B \subset A \) a norm-closed self-adjoint subalgebra. Let us also assume that \( B \) is abelian. The pseudogroup \( I_B \) has locale of idempotents \( E(I_B) = I(B) \), which is isomorphic to the topology of the spectrum of \( B \). Let us denote this spectrum by \( X \). Any pseudogroup acts by conjugation on its locale of idempotents \([27]\). Since \( X \) is Hausdorff, it is a sober space and thus the conjugation action translates to an action by partial homeomorphisms on \( X \), in other words a homomorphism of pseudogroups valued in the symmetric pseudogroup of \( X \):

\[
\rho : I_B \to I(X) .
\]

Such an action defines an étale groupoid of germs whose object space is \( X \) and whose arrows \( g : x \to y \) are the germs of partial homeomorphisms \( s \in I(X) \) such that \( s(x) = y \) \([11, 27]\). Let us denote this groupoid by \( \mathfrak{B} \). Since \( X \) is locally compact, \( \mathfrak{B} \) is a locally compact and locally Hausdorff groupoid of the kind considered in section \([8]\). Notice that if \( B \) contains an approximate unit of \( A \) then every arrow of \( \mathfrak{B} \) can be obtained as the germ of an element \( nB (= Bn) \) for some \( n \in N(B) \) because \( \sigma(N(B)) \) is join-dense in \( I_B \), as we saw in Theorem \([6,2]\).

In addition to the groupoid we also obtain a map of involutive quantales (cf. section \([23,3]\))

\[
b : \text{Max } A \to \Omega(\mathfrak{B}) .
\]

We can see this as mimicking the construction of a Fell bundle from a Cartan subalgebra, now purely in terms of quantales. Conversely, from a groupoid \( G \) and a map

\[
p : \text{Max } A \to \Omega(G)
\]
we obtain a sub-C*-algebra $p^*(G_0) \subset A$. There may be several such maps, and many groupoids, yielding the same subalgebra of $A$. These are related in terms of the general properties of stably Gelfand quantales proved in [44, Theorem 6.1], which for convenience we restate here in the specific context of Max $A$:

**Theorem 6.3.** [44 Theorem 6.1] Let $A$ be a C*-algebra and $B \subset A$ a sub-C*-algebra. Then the corresponding map

$$b : \text{Max } A \rightarrow \Omega(B)$$

has the following universal property: for all groupoids $G$ and all maps

$$p : \text{Max } A \rightarrow \Omega(G)$$

such that $p^*(G_0) = B$ there is a unique map of unital involutive quantales

$$k : \Omega(B) \rightarrow \Omega(G),$$

referred to as the comparison map, such that the following diagram commutes:

\[
\begin{array}{ccc}
\text{Max } A & \xrightarrow{b} & \Omega(B) \\
\downarrow{p} & & \downarrow{k} \\
\Omega(G) & & 
\end{array}
\]

Moreover, if $p$ is a surjection then $k$ is a surjection.

Another groupoid can be obtained from the sub-C*-algebra $B$ by noticing that the image $\rho(\mathcal{I}_B)$ is itself a pseudogroup, which we shall denote by $\mathcal{I}'_B$. The inclusion $\mathcal{I}'_B \rightarrow \mathcal{I}(X)$ defines an action of $\mathcal{I}'_B$ on $X$. This yields another groupoid, now an effective groupoid because it arises from a faithful action. We denote this groupoid by $\mathcal{B}'$.

We note that the composition of $\rho$ with $\sigma$ defines an action of the normalizer semigroup on $X$:

$$\rho \circ \sigma : N(B) \rightarrow \mathcal{I}(X)$$

If $B$ contains an approximate unit of $A$ this action coincides with the action defined in [37], so $\mathcal{B}'$ coincides with the Weyl groupoid $G(B)$.

Let us conclude this section by seeing simple examples of groupoids $\mathcal{B}$ and $\mathcal{B}'$, as well as maps $b : \text{Max } A \rightarrow \Omega(B)$, based on matrix algebras.
Example 6.4. Let $A = M_n(\mathbb{C})$ and $B = \mathbb{C}I_n$. The normalizers are the scalar multiples of the $n \times n$ permutation matrices, and thus the groupoid $\mathcal{B}$ is the symmetric group $\mathfrak{S}_n$, which we shall identify with the group of $n \times n$ permutation matrices. (Here $\mathcal{B}'$ is the trivial groupoid with one object and one arrow.) Given $M \in \mathfrak{S}_n$, the map $b : \text{Max } A \to \Omega(\mathcal{B}) = \wp(\mathfrak{S}_n)$ is defined by $b^*(\{M\}) = CM$. For any $n \geq 2$ the map $b$ is not semiopen. In order to see this, consider first the case $n = 2$. The $2 \times 2$ permutation matrices do not span $A$, which means that $b^*(\mathcal{B}) \neq A$ and thus $b^*$ does not preserve the 0-ary meet, so it does not have a left adjoint. If $n \geq 3$ the permutation matrices are linearly dependent, so let $M \in \mathfrak{S}_n$ be a linear combination of $X := \mathfrak{S}_n \setminus \{M\}$. Then $b^*(\{M\}) \subset b^*(X)$, and thus $b^*(\{M\}) \cap b^*(X) \neq \{0\}$, but $b^*(\{M\} \cap X) = b^*(\emptyset) = \{0\}$, which means that $b^*$ is not meet preserving and thus, again, $b$ is not semiopen. It is also not a surjection, for $b^*(X) = b^*(\mathfrak{S}_n)$ and thus $b^*$ is not injective, but $b$ is a surjection if $n = 2$. Note that this example does not contradict our earlier results about localizable completions, for the latter imply that the group algebra $\mathbb{C}\mathfrak{S}_n$ (rather than $A$) is a localizable completion, so there is a quantic bundle $p : \text{Max } \mathbb{C}\mathfrak{S}_n \to \wp(\mathfrak{S}_n)$.

Example 6.5. Let $A = M_n(\mathbb{C})$ and let $B = D_n(\mathbb{C})$ be the set of $n \times n$ diagonal matrices. This is one of the motivating examples in [23]. Now the normalizers are matrices $M$ whose signature is a partial permutation matrix, where by signature of $M$ we mean the matrix $N$ defined for all $i, j$ by

$$n_{ij} = \begin{cases} 0 & \text{if } m_{ij} = 0 \\ 1 & \text{otherwise.} \end{cases}$$

Hence, $\mathcal{I}_B$ is the symmetric pseudogroup on $n$ elements, and thus the groupoid $\mathcal{B}$ is just the total binary relation (pair groupoid) on $n$ elements. The map $b : \text{Max } A \to \wp(\mathcal{B})$ is such that $b^*$ sends each partial permutation matrix $N$ to the linear subspace of $A$ consisting of all the matrices $M$ whose signature is less or equal to $N$ in the pointwise order. This example can be regarded an instance of Theorem 5.8, so $p$ is a stable quantic bundle. Indeed $\mathcal{B}$ has trivial isotropy, so $\mathcal{B} = \mathcal{B}'$.

Example 6.6. Let us see an example that lies between the two extremes illustrated in Example 6.4 and Example 6.5. Let $A = M_{n+1}(\mathbb{C})$ and $B \cong \mathbb{C}^2$ be the subspace of $A$ spanned by the two matrices

$$\begin{pmatrix} I_n & 0 \\ 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$

Then $\mathcal{B}_0$ is a discrete two point space. The normalizers are of the form

$$\begin{pmatrix} \lambda_1 M & 0 \\ 0 & \lambda_2 \end{pmatrix},$$
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where \( \lambda_1, \lambda_2 \in \mathbb{C} \) and \( M \) is an \( n \times n \) permutation matrix, so one of the points of \( \mathcal{B}_0 \) has isotropy group \( \mathcal{S}_n \) and the other has trivial isotropy. (Here \( \mathcal{B}' \) is just a discrete two point space.) Due to reasons similar to those of Example 6.4, the map \( b : \text{Max} A \to \varphi(\mathcal{B}) \) is not semiopen if \( n \geq 2 \), and it is not a surjection if \( n \geq 3 \).

### 6.3 Fell bundles versus \( \mathcal{I} \)-stable quantic bundles

Consider a saturated Fell bundle \( \pi : E \to G \) equipped with a compatible completion \( A \) with associated quantale map \( p : \text{Max} A \to \Omega(G) \). Then \( B := p^*(G_0) \) is a sub-\( C^* \)-algebra of \( A \), and the question naturally arises of how the map \( p : \text{Max} A \to \Omega(G) \) determined by the pair \( \pi, A \) relates to the map \( b : \text{Max} A \to \Omega(\mathcal{B}) \) determined by the subalgebra. In particular, we want to know how the pseudogroup \( \mathcal{I}_B \) compares with \( \mathcal{I}(G) \).

We begin by noticing that, independently of Fell bundles, we can say more about the universal property of Theorem 6.3 in the context of \( \mathcal{I} \)-stable quantic bundles (a similar property has been noticed in [44, Theorem 6.3] for stable quantic bundles):

**Lemma 6.7.** Let \( A \) be a \( C^* \)-algebra, \( B \subset A \) a sub-\( C^* \)-algebra, and \( b : \text{Max} A \to \Omega(\mathcal{B}) \) the corresponding map. If \( p : \text{Max} A \to \Omega(G) \) is an \( \mathcal{I} \)-stable quantic bundle such that \( p^*(G_0) = B \) then the comparison map \( k : \Omega(\mathcal{B}) \to \Omega(G) \) is a split surjection.

**Proof.** The inverse image homomorphism \( k^* : \Omega(G) \to \Omega(\mathcal{B}) \) is the unique homomorphism of unital involutive quantales whose restriction to \( \mathcal{I}(G) \) coincides with \( p^* \) (see the proof of [44, Theorem 6.1]). Since \( p \) is an \( \mathcal{I} \)-stable quantic bundle, by Lemma 2.10 the direct image homomorphism \( p^* \) restricts to a homomorphism of pseudogroups \( \psi : \mathcal{I}_B \to \mathcal{I}(G) \), which in turn extends via the functor \( \mathcal{L}^\vee \) to a homomorphism of unital involutive quantales \( \mathcal{L}^\vee(\psi) : \mathcal{L}^\vee(\mathcal{I}_B) \to \mathcal{L}^\vee(\mathcal{I}(G)) \), and thus to a homomorphism \( \psi^\sharp : \Omega(\mathcal{B}) \to \Omega(G) \), since \( \mathcal{L}^\vee(\mathcal{I}(G)) \cong \Omega(G) \) and \( \mathcal{L}^\vee(\mathcal{I}_B) \cong \Omega(\mathcal{B}) \). The map \( s \) defined by \( s^* = \psi^\sharp \) is such that \( k \circ s \) is the identity on \( \Omega(G) \). \( \square \)

Now we return to the context of Fell bundles. It turns out that, under suitable assumptions about a Fell line bundle \( \pi : E \to G \) and a localizable completion \( A \), the pseudogroup \( \mathcal{I}(G) \) can be recovered as a pseudogroup \( \mathcal{I}_B \) precisely when the quantic bundle determined by the pair \( \pi, A \) is \( \mathcal{I} \)-stable:

**Theorem 6.8.** Let \( \pi : E \to G \) be a Fell line bundle on a Hausdorff groupoid \( G \). Let also \( A \) be a localizable completion with associated quantic bundle \( p : \text{Max} A \to \Omega(G) \), let \( B = p^*(G_0) \) \((\cong C_0(G_0, E) \cong C_0(G_0))\), and let
\[ b : \text{Max } A \to \Omega(\mathcal{B}) \text{ be the map determined by } B. \] The following conditions are equivalent:

1. \( p \) is an \( \mathcal{I} \)-stable quantic bundle;
2. The comparison map \( k : \Omega(\mathcal{B}) \to \Omega(G) \) is an isomorphism.

\textbf{Proof.} The implication (2) \( \Rightarrow \) (1) is true essentially by definition of \( \mathcal{I} \)-stability (cf. Lemma 2.10). Let us prove (1) \( \Rightarrow \) (2). Assume that \( p \) is \( \mathcal{I} \)-stable. The homomorphism \( p^* \) restricts to an injective homomorphism of pseudogroups \( \phi : \mathcal{I}(G) \to \mathcal{I}_B \). Since the functor \( \mathcal{L}^\vee \) defines an equivalence of categories between pseudogroups and inverse quantal frames, \( \phi \) extends to an injective homomorphism of unital involutive quantales \( \mathcal{L}^\vee(\phi) : \mathcal{L}^\vee(\mathcal{I}(G)) \to \mathcal{L}^\vee(\mathcal{I}_B) \) or, equivalently, to an injective homomorphism \( \phi^\sharp : \Omega(G) \to \Omega(\mathcal{B}) \), and the comparison map \( k \) is defined by \( k^* = \phi^\sharp \). In order to show that \( k \) is an isomorphism we shall prove that \( \phi \) is also surjective with inverse given by the restriction of \( p_! \). Let \( V \in \mathcal{I}_B \). The assumption that \( p \) is \( \mathcal{I} \)-stable means that \( p_!(V) \in \mathcal{I}(G) \), and the unit of the adjunction \( p_! \dashv p^* \) gives us \( V \subset p^*(p_!(V)) \), so all we need to prove is the converse inclusion, which, since \( V \) is topologically closed, is equivalent to the inclusion

\[ (6.1) \quad C_c(p_!(V), E) \subset V. \]

Notice that \( p_!(V) = \bigcup_{a \in V} \text{supp}^\circ(a) \) and that for all \( a \in V \) we have \( Ba \subset V \), so in order to prove (6.1) it suffices to see that for all \( a \in V \) we have

\[ (6.2) \quad C_c(\text{supp}^\circ(a), E) \subset Ba. \]

Let \( s \in C_c(\text{supp}^\circ(a), E) \) and consider the quotient function

\[ \lambda = s/a : \text{supp}^\circ(a) \to \mathbb{C} \]

which is defined by letting \( \lambda(g) \) be the unique complex number, for each \( g \in \text{supp}^\circ(a) \), such that \( s(g) = \lambda(g)a(g) \) in \( E_g \). Then \( \lambda \) is continuous because \( \pi \) is locally trivial and, clearly, \( \lambda \in C_c(\text{supp}^\circ(a)) \), so \( \lambda \mathbf{1} \in B \), where \( \mathbf{1} : G_0 \to E \) is the unit section, and thus

\[ s = \lambda a = \lambda \mathbf{1} a \in Ba. \]

So we have proved (6.2) and, consequently, (6.1), as intended.

Not all Fell line bundles and localizable completions yield \( \mathcal{I} \)-stable quantic bundles, as the following example shows:
Example 6.9. Let $G$ be the finite discrete group $\mathbb{Z}_2 = \{0, 1\}$, and let $A$ be
the group algebra $\mathbb{C}G$, regarded as a faithful completion (hence localizable
because $\mathbb{Z}_2$ is a compact groupoid) of the trivial Fell bundle $\pi_1 : G \times \mathbb{C} \to G$.
Let also $p : \text{Max } A \to \varphi(G)$ be the corresponding quantic bundle. The
abelian subalgebra $p^*(\{0\})$ is $B = \mathbb{C}0$. Consider the element
$$v = \lambda 1 + \kappa 0$$
with $\lambda, \kappa \in \mathbb{C}$. We have
$$v^*v = vv^* = (|\lambda|^2 + |\kappa|^2)0 + (\bar{\lambda}\kappa + \bar{\kappa}\lambda)1,$$
and thus the element $n = \frac{1}{\sqrt{2}}1 + \frac{1}{\sqrt{2}}0$ satisfies
$$n^*n = nn^* = 0.$$
Hence,
$$n^*Bn = B \quad \text{and} \quad nBn^* = B,$$
so $n$ is a normalizer. But the support of $n$ is the whole of $G$, whereas $\mathcal{I}(G) = \{\{0\}, \{1\}\}$, so $p(nB) = G \notin \mathcal{I}(G)$, and thus $p$ is not $\mathcal{I}$-stable.

Finally, we obtain a sufficient condition for $\mathcal{I}$-stability:

Theorem 6.10. Let $\pi : E \to G$ be a second countable twisted groupoid with $G$
topologically principal and Hausdorff. The associated map
$$p : \text{Max } C^*_r(G, E) \to \Omega(G)$$
is an $\mathcal{I}$-stable quantic bundle.

Proof. Write $B$ for $p^*(G_0)$. The map $p$ is a quantic bundle and, by [37]
Proposition 4.8(ii)], for twisted groupoids satisfying the conditions of this
theorem we have $\text{supp}^\circ (n) \in \mathcal{I}(G)$ for all $n \in N(B)$. Let $V$ be an arbitrary
element of $\mathcal{I}_B$ and let $m, n \in V$. Then $m, n \in N(B)$ and, using Lemma [38],
we obtain
$$\text{supp}^\circ (m)^{-1} \text{supp}^\circ (n) = \text{supp}^\circ (m^*n) \subset p_i(V^*V) \subset p_i(B)$$
$$= p_i(p^*(G_0)) \subset G_0,$$
and, equally, $\text{supp}^\circ (m) \text{supp}^\circ (n)^{-1} \subset G_0$. This shows that the set
$$\{\text{supp}^\circ (n) \mid n \in V\}$$
is a compatible set of $\mathcal{I}(G)$, and thus $p_i(V)$, which coincides with the union
of open supports $\bigcup_{n \in V} \text{supp}^\circ (n)$, is in $\mathcal{I}(G)$. Therefore $p_i(\mathcal{I}_B) \subset \mathcal{I}(G)$, so $p$
is $\mathcal{I}$-stable. \qed
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It is interesting to note that the construction of $\mathcal{B}'$ forces the groupoid to be effective, whereas $\mathcal{B}$ is in principle more general, but that insofar as recovering the base groupoid $G$ of a Fell bundle from a sub-C*-algebra $B$ is concerned, under the conditions of the above theorems we are able to do it precisely in situations where the additional generality of $\mathcal{B}$ is lost, since topologically principal groupoids are effective [37, Proposition 3.6] and thus the conditions of Theorem [6.10] imply that we have $\mathcal{B} \cong \mathcal{B}'$.

A Locales

A.1 The category of locales

By a locale is meant a sup-lattice $L$ satisfying the infinite distributive law

$$a \land \bigvee_i b_i = \bigvee_i a \land b_i$$

for all $a \in L$ and all families $(b_i)$ in $L$, and a map of locales

$$f : L \to M$$

is defined to be a homomorphism of locales

$$f^* : M \to L,$$

namely a function that preserves all the joins and the finite meets; that is,

$$f^*(\bigvee_i a_i) = \bigvee_i f^*(a_i),$$

$$f^*(a \land b) = f^*(a) \land f^*(b),$$

$$f^*(1_M) = 1_L,$$

for all $a, b \in M$ and all families $(a_i)$ in $M$. The category of locales and their maps is denoted by $\text{Loc}$. The motivating example of a locale is the topology $\Omega(X)$ of a topological space $X$. The assignment $X \mapsto \Omega(X)$ can be extended to a functor

$$\Omega : \text{Top} \to \text{Loc}$$

by assigning to each continuous map $\varphi : X \to Y$ the map of locales

$$\Omega(\varphi) : \Omega(X) \to \Omega(Y)$$

which is defined by $\Omega(\varphi)^* = \varphi^{-1}$. Accordingly, for a map of locales $f$ we usually refer to $f^*$ as its inverse image homomorphism.
By a spatial locale is meant any locale which is isomorphic to one of the form $\Omega(X)$. And a topological space $X$ is sober if the mapping $x \mapsto \{x\}$ defines a bijection from $X$ to the set of irreducible closed sets of $X$. For instance any Hausdorff space is sober, since the irreducible closed sets are the singletons. The functor $\Omega$ restricts to an equivalence of categories between the full subcategory of $\text{Loc}$ whose objects are the spatial locales and the full subcategory of $\text{Top}$ whose objects are the sober spaces. We note that if $\varphi : X \rightarrow B$ is a local homeomorphism and $B$ is sober then so is $X$.

A.2 Open maps

If $\varphi : X \rightarrow Y$ is an open map of topological spaces the direct image homomorphism

$$\varphi_! : \Omega(X) \rightarrow \Omega(Y),$$

which is defined by $\varphi_!(U) = \varphi(U)$ for all $U \in \Omega(X)$, is left adjoint to the inverse image homomorphism:

$$\varphi_! \dashv \varphi^*.$$ 

Moreover, it satisfies the Frobenius reciprocity condition, which states that for all $U \in \Omega(X)$ and $V \in \Omega(Y)$ we have

$$\varphi_!(U \cap \varphi^{-1}(V)) = \varphi_!(U) \cap V.$$

Equivalently, taking into account that $\varphi^{-1}$ makes $\Omega(X)$ a $\Omega(Y)$-module by change of “base ring”, the Frobenius condition is equivalent to the statement that $\varphi_!$ is a homomorphism of $\Omega(Y)$-modules.

This leads to the definition of open map $f : L \rightarrow M$ between locales $L$ and $M$ as consisting of a map of locales whose inverse image homomorphism $f^*$ has a left adjoint, usually denoted by $f_!$, which is a left $M$-module homomorphism: for all $a \in L$ and $b \in M$ we have

$$f_!(a \land f^*(b)) = f_!(a) \land b.$$

If $\varphi : X \rightarrow Y$ is an open map of topological spaces then the locale map $\Omega(\varphi) : \Omega(X) \rightarrow \Omega(Y)$ is open. The converse is not true in general.

An important property of open maps of locales is that they are stable under pullback in $\text{Loc}$ along arbitrary maps of quantales.

B Banach bundles

Let us say that a topological space $X$ is locally Hausdorff if for each point $x \in X$ there is an open set $U \subset X$ containing $x$ which is Hausdorff in the
subspace topology. From here on X is an arbitrary but fixed locally Hausdorff space.

By a *Banach bundle* over X will be meant a topological space E equipped with a continuous open surjection

$$\pi : E \to X$$

such that, writing $$E_x$$ instead of $$\pi^{-1}(\{x\})$$ and $$E_U$$ instead of $$\pi^{-1}(U)$$ for all $$x \in X$$ and $$U \in \Omega(X)$$, the following conditions are satisfied:

1. for each $$x \in X$$ the fiber $$E_x$$ has the structure of a Banach space;
2. for each Hausdorff open set $$U \subset X$$, the set $$E_U$$ is a Hausdorff subspace of E;
3. addition is continuous on $$E \times_X E$$ to E;
4. for each $$\lambda \in \mathbb{C}$$, scalar multiplication $$e \mapsto \lambda e$$ is continuous on E to E;
5. $$e \mapsto \|e\|$$ is upper semicontinuous on E to $$\mathbb{R}$$;
6. for each $$x \in X$$ and each open set $$V \subset E$$ containing $$0_x$$, there is $$\varepsilon > 0$$ and an open set $$U \subset X$$ containing x such that $$E_U \cap T_\varepsilon \subset V$$, where $$T_\varepsilon$$ is the “tube” $$\{e \in E \mid \|e\| < \varepsilon\}$$.

Condition 6 is equivalent to stating that for each $$x \in X$$ the open “rectangles”

$$E_U \cap T_\varepsilon$$

with $$x \in U$$ form a local basis of $$0_x$$. It is also equivalent to the statement that for every net $$(e_\alpha)$$ in E, if $$\pi(e_\alpha) \to x$$ and $$\|e_\alpha\| \to 0$$ then $$e_\alpha \to 0_x$$ (the axiom of choice is needed for the converse implication).

Hence, in particular, the zero section of a Banach bundle is continuous. It can also be shown that scalar multiplication as an operation $$\mathbb{C} \times E \to E$$ is continuous, as mentioned in [6], hence generalizing the same fact that holds for continuous Banach bundles.

We shall refer to the classical definition of Banach bundle, as in [13], i.e., such that X and E are Hausdorff spaces and the norm $$\|\| : E \to \mathbb{R}$$ is continuous, simply as a *continuous Banach bundle*. Banach bundles are not necessarily locally trivial, but, as stated in [13], a continuous Banach bundle whose fibers are all of the same finite dimension is necessarily locally trivial. A proof of this can be found in [45].

We recall that if $$\pi : E \to X$$ is a continuous Banach bundle with X locally compact then $$\pi$$ has enough sections [13, Appendix C]. This conclusion remains true if the norm is only upper semicontinuous, as noted in [17], and thus Banach bundles on locally compact spaces have enough local sections:
Theorem B.1. Let $\pi : E \to X$ be a Banach bundle with $X$ locally compact. For all $e \in E$ there exists a Hausdorff open set $U \subset X$ containing $\pi(e)$ and a section $s \in C(U, E)$ such that $s(\pi(e)) = e$.

Proof. Let $e \in E$. Since $X$ is locally Hausdorff, there is a Hausdorff open set $U \subset X$ containing $\pi(e)$. The restricted bundle $$\pi|_{E_U} : E_U \to U$$ has both $E_U$ and $U$ Hausdorff, so it has enough continuous sections.

Another property of continuous Banach bundles with locally compact base spaces which is retained (albeit not in a straightforward way) if the norm is only upper semicontinuous is the following:

Theorem B.2. Let $\pi : E \to X$ be a Banach bundle on a locally compact locally Hausdorff space $X$. The image $0 = \{0_x \mid x \in X\}$ of the zero section is a closed set of $E$.

Proof. Let $(U_\alpha)$ be a cover of $X$ by Hausdorff open sets. Then $(E_{U_\alpha})$ is an open cover of $E$, so it suffices to prove that for each $\alpha$ the set $E_{U_\alpha} \setminus 0$ is open in $E_{U_\alpha}$. Hence, without loss of generality, we shall assume from now on that $X$ is Hausdorff. Then by definition so is $E$, which means that $\pi$ is a Banach bundle in the classical sense of [13], except that its norm is only assumed to be upper semicontinuous. By [45, Theorem 4.2] the evaluation mapping $$(s, x) \mapsto s(x) : C_0(X, E) \times X \xrightarrow{\text{eval}} E$$ is both continuous and open (the statement of that theorem applies to continuous Banach bundles but the part of the proof that establishes the properties of eval does not use lower semicontinuity). The triple $(\pi, C_0(X, E), \text{eval})$ is therefore a quotient vector bundle [45], and $0$ is closed in $E$ because $E$ is Hausdorff [45, Theorem 3.8].

C C*-algebras of Fell bundles

Throughout appendix C every groupoid $G$ will be assumed to be étale with locally compact Hausdorff space of objects $G_0 \subset G$ (and $G$ is Hausdorff in section C.3), and every Fell bundle $\pi : E \to G$ will be assumed to be second countable. It follows that the discrete subspaces $G_x \subset G$ must be countable. We make no claims that the results presented in this appendix are as general as possible, or that they are original, and we include them mostly with the purpose of providing explicit examples of compatible completions for a large class of Fell bundles.
C.1 I-norm

Let $\pi: E \rightarrow G$ be a Fell bundle. For each $s \in \Gamma_c(G, E)$ define the $I$-norm of $s$ to be

$$\|s\|_I = \sup_{x \in G_0} \left\{ \max \left( \sum_{g \in G_x} \|s(g)\|, \sum_{g \in G_x} \|s(g^{-1})\| \right) \right\}.$$ 

Lemma C.1. Let $\pi: E \rightarrow G$ be a Fell bundle. If $U \in \mathcal{I}(G)$ and $s \in L^\infty(U, E)$ then $\|s\|_I = \|s\|_\infty$.

Proof. Writing $\alpha$ and $\beta$, respectively, for the domain and range local bisection maps with image $U$, we have

$$\sum_{g \in G_x} \|s(g)\| = \|s(\alpha(x))\|,$$

$$\sum_{g \in G_x} \|s(g^{-1})\| = \|s(\beta(x))\|.$$ 

Hence,

$$\sup_{x \in G_0} \sum_{g \in G_x} \|s(g)\| = \sup_{x \in \text{dom}(\alpha)} \|s(\alpha(x))\| = \sup_{g \in U} \|s(g)\|,$$

$$\sup_{x \in G_0} \sum_{g \in G_x} \|s(g^{-1})\| = \sup_{x \in \text{dom}(\beta)} \|s(\beta(x))\| = \sup_{g \in G_0} \sum_{g \in G_x} \|s(g^{-1})\|,$$

and thus

$$\|s\|_I = \sup_{g \in U} \|s(g)\| = \|s\|_\infty.$$ 

Lemma C.2. Let $\pi: E \rightarrow G$ be a Fell bundle. Then $\| \cdot \|_I$ is an $*$-algebra norm on $\Gamma_c(G, E)$.

Proof. It is easy to see that $\|s\|_I = 0 \Rightarrow s = 0$, and that both $\|s + t\|_I \leq \|s\|_I + \|t\|_I$ and $\|zs\|_I = |z|\|s\|_I$ for all $z \in \mathbb{C}$ and all sections $s$ and $t$ such that $\|s\|_I < \infty$ and $\|t\|_I < \infty$. Since any section $s \in \Gamma_c(G, E)$ can be written as $s = s_1 + \cdots + s_n$ for sections $s_i \in C_c(U_i, E)$ with $U_i \in \mathcal{I}(G)$, we have, by Lemma C.1, $\|s\|_I \leq \sum_i \|s_i\|_\infty < \infty$, so $\| \cdot \|_I$ is a norm. It is also immediate that $\|s\|_I = \|s^*\|_I$. Finally, for all $s \in \Gamma_c(G, E)$ and $x \in G_0$ let $N_x(s) = \sum_{g \in G_x} \|s(g)\|$ and $M_x(s) = \sum_{g \in G_x} \|s(g^{-1})\|$, so that

$$\|s\|_I = \max \left\{ \sup_{x \in G_0} \{N_x(s), M_x(s)\} \right\} = \max \left( \sup_{x \in G_0} N_x(s), \sup_{x \in G_0} M_x(s) \right).$$
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We have:

\[
N_x(st) = \sum_{g \in G_x} \|st(g)\| = \sum_{g \in G_x} \| \sum_{h \in G_x} s(gh^{-1}) t(h) \| \leq \sum_{g,h \in G_x} \|s(gh^{-1})\| \|t(h)\|
\]

\[
\leq \sum_{h \in G_x} N_{r(h)}(s) \|t(h)\| \leq \sum_{h \in G_x} \|s\|_I \|t(h)\| \leq \|s\|_I \|t\|_I.
\]

Similarly, \(M_x(st) \leq \|s\|_I \|t\|_I\), and thus \(\|st\|_I \leq \|s\|_I \|t\|_I\).

C.2 Reduced and full C*-algebras

The following description of full and reduced C*-algebras is a loose adaptation to Fell bundles of the presentation of C*-algebras of non-Hausdorff groupoids of [20].

Let \(\pi : E \to G\) be a Fell bundle. For each \(x \in G_0\) and each \(g \in G_x\) the fiber \(E_g\) is a Hilbert \(E_x\)-module with inner product given by

\[\langle e, f \rangle = e^* f\]

and we define \(\ell^2(G_x, E)\) to be the direct sum of Hilbert modules \(\bigoplus_{g \in G_x} E_g\); that is, it is the set of sections \(\xi \in \Gamma(G_x, E)\) such that the sum

\[\sum_{g \in G_x} \langle \xi(g), \xi(g) \rangle\]

converges in \(E_x\). So \(\ell^2(G_x, E)\) is a Hilbert \(E_x\)-module with inner product defined by

\[\langle \xi, \zeta \rangle = \sum_{g \in G_x} \langle \xi(g), \zeta(g) \rangle\]

and norm given by

\[\|\xi\|_2 = \|\langle \xi, \xi \rangle\|^{1/2} = \left( \sum_{g \in G_x} \langle \xi(g), \xi(g) \rangle \right)^{1/2} = \left( \sum_{g \in G_x} \xi(g)^* \xi(g) \right)^{1/2}.
\]

Note that for all \(\xi \in \ell^2(G_x, E)\) and \(g \in G_x\) we have

\[\|\xi(g)\| \leq \|\xi\|_2\]

and that if \(\pi : E \to G\) is a line bundle we obtain a formula for the norm which is analogous to that of the Hilbert space \(\ell^2(G_x)\):
Lemma C.3. Let \( \pi : E \to G \) be a Fell line bundle, and let \( x \in G_0 \). Then for all \( \xi \in \ell^2(G_x, E) \) we have

\[
\|\xi\|_2 = \left( \sum_{g \in G_x} \|\xi(g)\|^2 \right)^{1/2}.
\]

Proof. Let \( \phi : E_x \to \mathbb{C} \) be a *-isomorphism. Then

\[
\|\xi\|_2^2 = \left\| \sum_{g \in G_x} \xi(g)^*\xi(g) \right\| = \left| \phi \left( \sum_{g \in G_x} \xi(g)^*\xi(g) \right) \right| = \sum_{g \in G_x} \phi(\xi(g)^*\xi(g)),
\]

where the last step is justified because \( \xi(g)^*\xi(g) \) is a positive element of \( E_x \) and thus \( \phi(\xi(g)^*\xi(g)) \) is a non-negative real number. Moreover, for each \( g \in G_x \) we have

\[
\phi(\xi(g)^*\xi(g)) = |\phi(\xi(g)^*\xi(g))| = \|\xi(g)^*\xi(g)\| = \|\xi(g)\|^2.
\]

Now for each \( x \in G_0 \) define the bilinear map

\[
\rho_x(-) : \Gamma_c(G, E) \times \ell^2(G_x, E) \to \Gamma(G_x, E)
\]
as follows:

\[
\rho_x(s)\xi(g) = \sum_{h \in G_x} s(gh^{-1})\xi(h) = \sum_{g=kh} s(k)\xi(h).
\]

Lemma C.4. Let \( \pi : E \to G \) be a Fell line bundle. The assignment \( \xi \mapsto \rho_x(s)\xi \) defines a bounded operator \( \rho_x(s) \) on \( \ell^2(G_x, E) \), whose norm satisfies

\[
\|\rho_x(s)\| \leq \|s\|_I.
\]

Proof. Both the conclusion that \( \pi_x(s)\xi \) is square-summable and the condition on the operator norm follow from the following calculation, which uses the Cauchy–Schwarz inequality and Lemma C.3.

\[
\left\| \sum_{g \in G_x} \langle \pi_x(s)\xi(g), \pi_x(s)\xi(g) \rangle \right\| \leq \sum_{g \in G_x} \|\pi_x(s)\xi(g)\|^2
\]

\[
= \sum_{g \in G_x} \| \sum_{h \in G_x} s(gh^{-1})\xi(h) \|^2 \leq \sum_{g, h \in G_x} \|s(gh^{-1})\|^2 \|\xi(h)\|^2 \leq \|s\|_I^2 \|\xi\|_2^2.
\]
Assuming now that $\pi : E \to G$ is a line bundle (as in the previous lemma), for all $s \in \Gamma_c(G, E)$ define

$$\|s\|_r = \sup_{x \in G_0} \|\rho_x(s)\|.$$ 

By construction $\| \|_r$ is a seminorm, and it satisfies

$$\| \|_\infty \leq \| \|_r$$

because for all $s \in \Gamma_c(G, E)$, $x \in G_0$ and $g \in G_x$ we have

$$\|s\|_r \geq \|\rho_x(s)\| \geq \|\rho_x(s)\delta_{1_x}\|_2 \geq \|\rho_x(s)\delta_{1_x}(g)\|
= \|\sum_{h \in G_x} s(gh^{-1})\delta_{1_x}(h)\| = \|s(g)\|.$$

Hence, $\| \|_r$ is a norm, the reduced $C^*$-norm on $\Gamma_c(G, E)$. Using Lemma C.4, for all $s \in \Gamma_c(G, E)$ we obtain

$$\|s\|_\infty \leq \|s\|_r \leq \|s\|_I,$$

so, by Lemma C.1, for all $U \in \mathcal{I}(G)$ and $s \in C_c(U, E)$ we get

$$\|s\|_\infty = \|s\|_r = \|s\|_I.$$

The reduced $C^*$-algebra of the bundle, $C^*_r(G, E)$, is the completion of $\Gamma_c(G, E)$ in the reduced norm.

Assume again that $\pi : E \to G$ is a Fell line bundle, and let $H$ be a Hilbert space. By an $I$-bounded representation

$$\rho : \Gamma_c(G, E) \to B(H)$$

will be meant a $*$-homomorphism such that for all $s \in \Gamma_c(G, E)$ we have

$$\|\rho(s)\| \leq \|s\|_I.$$

By Lemma C.4 the representations $\rho_x$ are I-bounded, so we have $\| \|_r \leq \| \|_f$ where $\| \|_f$ is the full norm on $\Gamma_c(G, E)$.

$$\|s\|_f = \sup\{\|\rho(s)\| \mid \rho \text{ is I-bounded}\} \quad (s \in \Gamma_c(G, E)).$$

The completion of $\Gamma_c(G, E)$ with respect to the full norm, $C^*(G, E)$, is the full $C^*$-algebra of the Fell bundle. Then $C^*_r(G, E)$ is a quotient of $C^*(G, E)$, and the various norms on the convolution algebra are related by

$$\| \|_\infty \leq \| \|_r \leq \| \|_f \leq \| \|_I.$$
Moreover, if \( U \in \mathcal{I}(G) \) and \( s \in C_c(U, E) \) we have, by Lemma C.1
\[
\|s\|_\infty = \|s\|_r = \|s\|_f = \|s\|_I.
\]

It follows, for Fell line bundles, that any C*-norm lying between the reduced norm and the full norm is a compatible norm:

**Theorem C.5.** Let \( \pi : E \to G \) be a Fell line bundle, let \( \|\cdot\|_\mu \) be a C*-norm on \( \Gamma_c(G, E) \) such that \( \|\cdot\|_r \leq \|\cdot\|_\mu \leq \|\cdot\|_f \), and let \( C^*_\mu(G, E) \) be the completion of \( \Gamma_c(G, E) \) in the norm \( \|\cdot\|_\mu \). Then \( C^*_\mu(G, E) \) is a compatible completion, and for all \( U \in \mathcal{I}(G) \) the closure \( C_c(U, E) \) in \( C^*_\mu(G, E) \) is isometrically isomorphic to \( C_0(U, E) \).

### C.3 Hausdorff groupoids

If \( G \) is Hausdorff there is a more elegant way of describing the reduced C*-algebra, moreover without rank restrictions on the Fell bundles. We follow [24], whose exposition is in the context of continuous Fell bundles, so from here on all our bundles will have continuous norm.

Let \( G \) be a Hausdorff groupoid and \( \pi : E \to G \) a continuous Fell bundle. Using the restriction map \( P : C_c(G, E) \to C_c(G_0, E) \) one defines a \( C_c(G_0, E) \)-valued inner product on \( C_c(G, E) \) by
\[
\langle s, t \rangle = P(s^*t).
\]

This makes \( C_c(G, E) \) a pre-Hilbert \( C_0(G_0, E) \)-module. For each \( s \in C_c(G, E) \) we define \( \|s\|_2 = \|(s, s)\|_\infty^{1/2} \) and denote the completion of \( C_c(G, E) \) under \( \|\cdot\|_2 \) by \( L^2(G, E) \). This is a Hilbert \( C_0(G_0, E) \)-module. Left multiplication \( C_c(G, E) \times L^2(G, E) \to L^2(G, E) \) is adjointable, so we obtain a \( * \)-monomorphism
\[
C_c(G, E) \to L(L^2(G, E)).
\]

The reduced C*-algebra is the completion of \( C_c(G, E) \) with respect to the operator norm, so we obtain a \( * \)-monomorphism
\[
C^*_r(G, E) \to L(L^2(G, E))
\]
and the restriction map \( P \) extends to a faithful conditional expectation
\[
P : C^*_r(G, E) \to C_0(G_0, E).
\]

Conversely, we have [24, Fact 3.11]:
Lemma C.6. Let $\pi : E \to G$ be a continuous Fell bundle on a Hausdorff groupoid $G$. The reduced norm $\| \|$ on $C_c(G, E)$ is the unique $C^*$-norm extending the supremum norm on $C_0(G_0, E)$ for which $P$ extends to the completion as a faithful conditional expectation.

Proof. Let $A$ be the $C^*$-completion of $C_c(G, E)$ in such a norm $\| \|$. Since $P$ extends to a conditional expectation $A \to C_c(G_0, E)$, left multiplication $C_c(G, E) \times L^2(G, E) \to L^2(G, E)$ extends to a continuous $*$-homomorphism $A \to L(L^2(G, E))$, which is injective because $P$ is faithful. Hence, $\| \|$ coincides with the operator norm of $L(L^2(G, E))$.

We also have $\| \|_\infty \leq \| \|_2 \leq \| \|_r$, and thus the assignment $a \mapsto \hat{a}$ factors through $C^*_r(G, E) :\pi^{-1} \to L^2(G, E) \to C_0(G, E)$.

Moreover, the fact that $P$ is faithful implies that $\iota$ is injective.

An explicit relation between the construction of $C^*_r(G, E)$ we have just seen and the Hilbert $E_x$-modules $\ell^2(G_x, E)$ described in section C.2 goes as follows. Let $V$ be the disjoint union $\bigsqcup_{x \in G_0} \ell^2(G_x, E)$, and write $\tilde{\pi} : V \to G_0$ for the natural projection. For each $s \in C_c(G, E)$ let $\tilde{s} : G_0 \to V$ be the section of $\tilde{\pi}$ defined, for each $x \in G_0$ and $g \in G_x$, by $\tilde{s}(x)(g) = s(g)$. Topologize $\tilde{\pi}$ as a Banach bundle using these sections as in [13, §II.13.18]. The mapping $(\cdot) : C_c(G, E) \to C_0(G_0, V)$ extends to an isomorphism $(\cdot) : L^2(G, E) \cong C_0(G_0, V)$, so we can regard each element $\xi \in L^2(G, E)$ concretely as a section of $\pi$ defined by, for each $g \in G$,

$$\xi(g) = \tilde{\xi}(g^{-1} g)(g).$$

Consequently, since $\iota : C^*_r(G, E) \to L^2(G, E)$ is injective, $C^*_r(G, E)$ itself can be regarded as an algebra of sections of $\pi$. This useful fact has been mentioned often in regard to twisted groupoids [36][37], and we record it here in the context of more general Fell bundles:

Theorem C.7. Let $\pi : E \to G$ be a continuous Fell bundle on a Hausdorff groupoid $G$. The extension $(\cdot) : C^*_r(G, E) \to C_0(G, E)$ of the inclusion $C_c(G, E) \to C_0(G, E)$ is injective.

We conclude this appendix by noting that in the present context of Fell bundles $\pi : E \to G$ on Hausdorff groupoids any representation

$$\rho : C_c(G, E) \to B(H)$$
is necessarily I-bounded \[28\]. Hence, we have
\[
\|\|_{\infty} \leq \|\|_r \leq \|\|_f \leq \|\|_I
\]
and Lemma C.1 gives us an analogue of Theorem C.5 for Fell bundles (without rank restrictions) on Hausdorff groupoids:

**Theorem C.8.** Let \( \pi : E \to G \) be a continuous Fell bundle on a Hausdorff groupoid, let \( \|\|_\mu \) be a \( C^* \)-norm on \( C_c(G,E) \) such that \( \|\|_r \leq \|\|_\mu \leq \|\|_f \), and let \( C^*_\mu(G,E) \) be the completion of \( C_c(G,E) \) in the norm \( \|\|_\mu \). Then \( C^*_\mu(G,E) \) is a compatible completion, and for all \( U \in \mathcal{I}(G) \) the closure \( C_c(U,E) \) in \( C^*_\mu(G,E) \) is isometrically isomorphic to \( C_0(U,E) \).

**References**

[1] B. Blackadar, *Operator algebras*, Encyclopaedia of Mathematical Sciences, vol. 122, Springer-Verlag, Berlin, 2006. Theory of \( C^* \)-algebras and von Neumann algebras; Operator Algebras and Non-commutative Geometry, III. MR2188261

[2] M. R. Buneci, *Groupoid categories*, Perspectives in operator algebras and mathematical physics, Theta Ser. Adv. Math., vol. 8, Theta, Bucharest, 2008, pp. 27–40. MR2433025 (2010b:22007)

[3] M. R. Buneci and P. Stachura, *Morphisms of locally compact groupoids endowed with Haar systems* (2005), available at https://arxiv.org/abs/math/0511613v1

[4] A. Buss, S. Echterhoff, and R. Willet, *Exotic crossed products* (2015), available at https://arxiv.org/abs/1510.02556v1

[5] A. Buss and R. Exel, *Twisted actions and regular Fell bundles over inverse semigroups*, Proc. Lond. Math. Soc. (3) 103 (2011), no. 2, 235–270, DOI 10.1112/plms/pdr006. MR2821242

[6] [5], *Fell bundles over inverse semigroups and twisted étale groupoids*, J. Operator Theory 67 (2012), no. 1, 153–205. MR2881538

[7] A. Buss and R. Meyer, *Inverse semigroup actions on groupoids*, Rocky Mountain J. Math. 47 (2017), no. 1, 53–159, DOI 10.1216/RMJ-2017-47-1-53. MR3619758

[8] A. Connes, *A survey of foliations and operator algebras*, Operator algebras and applications, Part I (Kingston, Ont., 1980), Proc. Sympos. Pure Math., vol. 38, Amer. Math. Soc., Providence, R.I., 1982, pp. 521–628. MR679730

[9] A. Connes, *Noncommutative Geometry*, Academic Press Inc., San Diego, CA, 1994. MR1303779 (95j:46063)

[10] V. Deaconu, A. Kumjian, and B. Ramadan, *Fell bundles associated to groupoid morphisms*, Math. Scand. 102 (2008), 305–319.

[11] R. Exel, *Inverse semigroups and combinatorial \( C^* \)-algebras*, Bull. Braz. Math. Soc. (N.S.) 39 (2008), no. 2, 191–313, DOI 10.1007/s00574-008-0080-7. MR2419901
Noncommutative Cartan subalgebras of $C^*$-algebras, New York J. Math. 17 (2011), 331–382. MR2811068

J. M. G. Fell and R. S. Doran, Representations of $*$-algebras, locally compact groups, and Banach $*$-algebraic bundles. Vol. 1, Pure and Applied Mathematics, vol. 125, Academic Press, Inc., Boston, MA, 1988. Basic representation theory of groups and algebras. MR936628 (90c:46001)

H. Heymans, Sheaves on Quantales as Generalized Metric Spaces, PhD thesis, Univ. Antwerp, 2010.

Sheaves on involutive quantales: Grothendieck quantales, Fuzzy Sets and Systems 256 (2014), 117–148, DOI 10.1016/j.fss.2013.07.008. MR3263495

H. Heymans and I. Stubbe, Grothendieck quantaloids for allegories of enriched categories, Bull. Belg. Math. Soc. Simon Stevin 19 (2012), no. 5, 861–890. MR3009020

K. H. Hofmann, Bundles and sheaves are equivalent in the category of Banach spaces, $K$-theory and operator algebras (Proc. Conf., Univ. Georgia, Athens, Ga., 1975), Springer, Berlin, 1977, pp. 53–69. Lecture Notes in Math., Vol. 575. MR0487491

P. T. Johnstone, Stone Spaces, Cambridge Studies in Advanced Mathematics, vol. 3, Cambridge University Press, Cambridge, 1986. Reprint of the 1982 edition. MR861951 (87m:54001)

A. Joyal and M. Tierney, An extension of the Galois theory of Grothendieck, Mem. Amer. Math. Soc. 51 (1984), no. 309, vii+71. MR756176 (86d:18002)

M. Khoshkam and G. Skandalis, Regular representation of groupoid $C^*$-algebras and applications to inverse semigroups, J. Reine Angew. Math. 546 (2002), 47–72, DOI 10.1515/crll.2002.045. MR1900993

D. Kruml, J. W. Pelletier, P. Resende, and J. Rosický, On quantales and spectra of $C^*$-algebras, Appl. Categ. Structures 11 (2003), no. 6, 543–560. MR2017650 (2004i:46107)

D. Kruml and P. Resende, On quantales that classify $C^*$-algebras, Cah. Topol. Géom. Différ. Catég. 45 (2004), no. 4, 287–296 (English, with French summary). MR2108195 (2006b:46096)

A. Kumjian, On $C^*$-diagonals, Canad. J. Math. 38 (1986), no. 4, 969–1008. MR854149 (88a:46060)

A. Kumjian, Fell bundles over groupoids, Proc. Amer. Math. Soc. 126 (1998), no. 4, 1115–1125, DOI 10.1090/S0002-9939-98-04240-3. MR1443836 (98i:46055)

M. V. Lawson and D. H. Lenz, Pseudogroups and their étale groupoids, Adv. Math. 244 (2013), 117–170, DOI 10.1016/j.aim.2013.04.022. MR3077869

S. Mac Lane, Categories for the working mathematician, 2nd ed., Graduate Texts in Mathematics, vol. 5, Springer-Verlag, New York, 1998. MR1712872 (2001j:18001)

D. Matsnev and P. Resende, Étale groupoids as germ groupoids and their base extensions, Proc. Edinb. Math. Soc. (2) 53 (2010), no. 3, 765–785, DOI 10.1017/S001309150800076X. MR2720249
[28] P. S. Muhly and D. P. Williams, *Equivalence and disintegration theorems for Fell bundles and their C*-algebras*, Dissertationes Math. (Rozprawy Mat.) **456** (2008), 1–57, DOI 10.4064/dm456-0-1. MR2446021

[29] C. J. Mulvey, *É*, Rend. Circ. Mat. Palermo (2) Suppl. **12** (1986), 99–104. Second topology conference (Taormina, 1984). MR853151 (87j:81017)

[30] ______, *Quantales*. Invited talk at the Summer Conference on Locales and Topological Groups (Curaçao, 1989).

[31] C. J. Mulvey and J. W. Pelletier, *On the quantisation of points*, J. Pure Appl. Algebra **159** (2001), no. 2-3, 231–295. MR1828940 (2002g:46126)

[32] ______, *On the quantisation of spaces*, J. Pure Appl. Algebra **175** (2002), no. 1-3, 289–325. Special volume celebrating the 70th birthday of Professor Max Kelly. MR1935983 (2003m:06014)

[33] A. L. T. Paterson, *Groupoids, inverse semigroups, and their operator algebras*, Progress in Mathematics, vol. 170, Birkhäuser Boston Inc., Boston, MA, 1999. MR1724106 (2001a:22003)

[34] J. Picado and A. Pultr, *Frames and locales — topology without points*, Frontiers in Mathematics, Birkhäuser/Springer Basel AG, Basel, 2012. MR2868166

[35] M. C. Protin and P. Resende, *Quantales of open groupoids*, J. Noncommut. Geom. **6** (2012), no. 2, 199–247, DOI 10.4171/JNCG/90. MR2914865

[36] J. Renault, *A groupoid approach to C*-algebras*, Lecture Notes in Mathematics, vol. 793, Springer, Berlin, 1980. MR584266 (82h:46075)

[37] ______, *Cartan subalgebras in C*-algebras*, Irish Math. Soc. Bull. **61** (2008), 29–63. MR2460017 (2009k:46135)

[38] P. Resende and S. Vickers, *Localic sup-lattices and tropological systems*, Theoret. Comput. Sci. **305** (2003), no. 1-3, 311–346, DOI 10.1016/S0304-3975(02)00702-8. Topology in computer science (Schloß Dagstuhl, 2000). MR2013577 (2004i:68130)

[39] P. Resende, *Lectures on étale groupoids, inverse semigroups and quantales*, SOCRATES Intensive Program 103466-1-2003-1-BE-ERASMUS-IPUC-3 — GAMAP: Geometric and Algebraic Methods of Physics and Applications (Univ. Antwerp, 2006), available at [https://www.researchgate.net/publication/265530468](https://www.researchgate.net/publication/265530468).

[40] ______, *Étale groupoids and their quantales*, Adv. Math. **208** (2007), no. 1, 147–209. MR2304314 (2008c:22002)

[41] ______, *Groupoid sheaves as quantale sheaves*, J. Pure Appl. Algebra **216** (2012), no. 1, 41–70, DOI 10.1016/j.jpaa.2011.05.002. MR2826418

[42] ______, *Functoriality of groupoid quantales. I*, J. Pure Appl. Algebra **219** (2015), no. 8, 3089–3109, DOI 10.1016/j.jpaa.2014.10.004. MR3320209

[43] ______, *Open maps of involutive quantales*, Appl. Categ. Structures, posted on 2017, DOI 10.1007/s10485-017-9506-y.

[44] ______, *The many groupoids of a stably Gelfand quantale*, 2017, [https://arxiv.org/abs/1706.06545v2](https://arxiv.org/abs/1706.06545v2).
[45] P. Resende and J. P. Santos, *Open quotients of trivial vector bundles*, Topology Appl. **224** (2017), 19–47, DOI 10.1016/j.topol.2017.04.001. MR3646416

[46] P. Resende and J. P. Santos, *Linear structures on locales*, Theory Appl. Categ. **31** (2016), no. 20, 502–541, available at [http://www.tac.mta.ca/tac/volumes/31/20/31-20.pdf](http://www.tac.mta.ca/tac/volumes/31/20/31-20.pdf).

[47] K. I. Rosenthal, *Quantales and Their Applications*, Pitman Research Notes in Mathematics Series, vol. 234, Longman Scientific & Technical, Harlow, 1990. MR1088258 (92e:06028)

[48] N. Sieben, *Fell bundles over r-discrete groupoids and inverse semigroups*, 1998. Unpublished draft, available at [http://jan.ucc.nau.edu/~ns46/bundle.ps.gz](http://jan.ucc.nau.edu/~ns46/bundle.ps.gz).

[49] J. Tomiyama, *On the projection of norm one in W*-algebras*, Proc. Japan Acad. **33** (1957), 608–612. MR0096140

---

**Centro de Análise Matemática, Geometria e Sistemas Dinâmicos**  
**Departamento de Matemática, Instituto Superior Técnico**  
**Universidade de Lisboa**  
**Av. Rovisco Pais 1, 1049-001 Lisboa, Portugal**  
**E-mail: pmr@math.tecnico.ulisboa.pt**