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Abstract
We prove the tightness of radially-symmetric solutions to 2D aggregation-diffusion equations, where the pairwise attraction force is possibly degenerate at large distance. We first reduce the problem into the finiteness of a time integral in the density on a bounded region, by introducing a new assumption on the interaction potential called the essentially radially contractive (ERC) property. Then we prove this finiteness by using the 2-Wasserstein gradient flow structure, combining with the continuous Steiner symmetrization curves and the local clustering curve. This is the first tightness result on the 2D aggregation-diffusion equations for a general class of weakly confining potentials, i.e., those $W(r)$ with $\lim_{r \to \infty} W(r) < \infty$, and serves as an important step towards the study of equilibration.

1 Introduction
In this paper we continue the study in [26] on the large time behavior of the aggregation-diffusion equation

$$\partial_t \rho + \nabla \cdot (\rho u) = \Delta (\rho^m), \quad u(t, x) = -\int \nabla W(x - y) \rho(t, y) \, dy, \quad m > 1,$$  

(1.1)

where $\rho(t, x)$ is the density distribution function of a large group of particles, $x \in \mathbb{R}^d$ being the spatial variable, $t \in \mathbb{R}_{\geq 0}$ being the temporal variable. The term $\nabla \cdot (\rho u)$ describes the pairwise attraction force among particles, given by a radial interaction potential $W = W(r)$, $r = |x|$, $W'(r) > 0$. The term $\Delta (\rho^m)$ with $m > 1$ is a porous-medium type diffusion term, modeling the localized pairwise repulsion forces among particles [24], making the particles less likely to concentrate. [1.1] arises naturally in the study of the collective behavior of large groups of swarming agents [21,22,23,28] and the chemotaxis phenomena of bacteria [25,17,16,15,4,3,9]. The 2D case ($d = 2$) is of significant importance because of its application in chemotaxis: in fact, (1.1) with $m = 1$ and $W$ being the Newtonian attraction is exactly the well-known Keller-Segel equation [20,17].
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(1.1) is (at least formally) the 2-Wasserstein gradient flow of the total energy, as the sum of the internal energy and the interaction energy

\[ E[\rho] = S[\rho] + I[\rho] := \frac{1}{m-1} \int \rho(x)^m \, dx + \frac{1}{2} \int \int W(x - y) \rho(y) \, dy \rho(x) \, dx, \]  

(1.2)

in the sense that

\[ \frac{dE}{dt} = -\| \frac{\delta E}{\delta \rho} \|^2 = - \int \left| u(t, x) - \frac{m}{m-1} \nabla (\rho(t, x)^{m-1}) \right|^2 \rho(t, x) \, dx, \quad E(t) := E[\rho(t, \cdot)]. \]  

(1.3)

Therefore, it is natural to study the *equilibration* of (1.1), i.e., when \( t \to \infty \), whether it is true that the solution \( \rho(t, \cdot) \) converges to a steady state \( \rho_\infty \), characterized by

\[ u_\infty(x) - \frac{m}{m-1} \nabla (\rho_\infty(x)^{m-1}) = 0, \quad \forall x \in \text{supp}\rho_\infty. \]  

(1.4)

We will also use the bilinear version of the interaction energy

\[ I[\rho_1, \rho_2] := \int \int W(x - y) \rho_1(y) \, dy \rho_2(x) \, dx, \quad I[\rho] = \frac{1}{2} I[\rho, \rho]. \]  

(1.5)

There has been a rich literature on the study of steady states of (1.1), including existence, uniqueness, structures, etc., see [2] [20] [27] [10] [18] [12] [8] [13] [7] [14], and we refer to [26] for a discussion on them. For the case \( m \geq 2 \) and \( W \) is no more singular than the Newtonian attraction near the origin, the results in [2] [12] [14] imply that the steady state exists, is unique, and is radially-decreasing.

However, there are very few existing results on the equilibration of (1.1). In fact, [18] proves the equilibration of radially-symmetric solutions for Newtonian attraction and its variant (to be precise, the convolution of the Newtonian potential with a radially-decreasing function with certain regularity), with exponential convergence rate. [12] proves the equilibration of general solutions for 2D Newtonian attraction, without an explicit convergence rate. Both results rely on the special structure of the Newtonian attraction potential.

To prove equilibration of (1.1) with general interaction potentials, the biggest difficulty is the issue of *tightness*, i.e., whether there holds

\[ \text{For all } \epsilon > 0, \text{ there exists } R > 0, \text{ such that } \int_{|x| > R} \rho(t, x) \, dx < \epsilon, \forall t \geq 0. \]  

(1.6)

Tightness could avoid a positive amount of mass from escaping to infinity, and provide compactness of the solution \( \{\rho(t, \cdot)\}_{t \geq 0} \). Tightness allows one to subtract a subsequence \( \{\rho(t_k, \cdot)\}_{k=1}^\infty \) with \( \lim_{k \to \infty} t_k = \infty, \) converging strongly, and then equilibration could follow from the energy balance (1.2).

Tightness is especially hard to obtain in the case of *weakly confining potentials*, defined as those \( W \) with \( \lim_{r \to \infty} W(r) < \infty \), because there is no hope to obtain tightness directly from the energy balance (1.2). The author’s recent work [26] gives the first result for the equilibration of (1.1) for a general class of weakly confining potentials. In [26], the key assumptions include the following: the spatial dimension \( d = 1 \); \( W(r) \) has a lower bound of the type \( r^{-\alpha} \) for large \( r \); \( m \) is large in the sense that \( m > \max\{\alpha, 2\} \); the initial data is radially-symmetric and the initial
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1 A density distribution \( \rho(x) \) is radially-symmetric if \( \rho \) is a function of \( r = |x| \), and radially-decreasing if \( \rho(r) \), as a function of \( r \), is decreasing on \([0, \infty)\).
energy is not too large. Under these assumptions, [26] proved the convergence to the steady state as \( t \to \infty \) with algebraic rate, in the sense that \( E(t) - E[\rho_\infty] \leq C(1 + t)^{-\gamma}, \gamma > 0 \).

The purpose of the current work is to generalize the tightness result in [26] from 1D to 2D, which would be the key step towards the study of equilibration of (1.1) in 2D. We first recall the 1D tightness obtained in [26], the uniform bound of the first moment: (where \( x \) is denoted as \( x \) in 1D)

\[
\int |x|\rho(t, x) \, dx < C, \quad \forall t \geq 0.
\]  

(1.7)

Its proof includes the following major steps:

- Reduce (1.7) to the finiteness of the time integral

\[
\int_0^\infty \int_{6R_1}^{5R_1} \rho(t, x) \, dx \, dt,
\]  

(1.8)

where \( R_1 > 0 \) is large. This is done by considering the \( \phi \)-moment \( m_\phi(t) = \int \phi(x)\rho(t, x) \, dx \), where \( \phi = \chi_{5R_1 \leq |x| \leq 6R_1} \ast |x| \), with \( |x| \) being the fundamental solution to the Laplacian operator. In the time evolution of the \( \phi \)-moment, the contribution from the attraction term is always negative, due to the convexity of \( \phi \), and the contribution from the diffusion term can be controlled by (1.8), using \( \Delta \phi = \chi_{5R_1 \leq |x| \leq 6R_1} \).

- Prove the finiteness of \( \int_0^\infty \int_{5R_1}^{6R_1} \mu(t, x) \, dx \, dt \), where \( \mu \) is the non-radially-decreasing part of \( \rho \) (see (2.37) through (2.40) for definition). Based on the gradient flow structure of (1.1), this is done by the continuous Steiner symmetrization (CSS), first introduced by [12] (denoted as CSS1), being a curve of density distributions, along which the total energy is decreasing whenever the initial distribution \( \rho \) is not radially-decreasing. A variant of it (denoted as CSS2) is designed to handle the degeneracy of \( W'(r) \) at large \( r \).

- Prove the finiteness of \( \int_0^\infty \int_{5R_1}^{6R_1} \rho^*(t, x) \, dx \, dt \), where \( \rho^* \) is the radially-decreasing part of \( \rho \). This is done by the local clustering curve, which is a way of transporting a given density distribution \( \rho \), imitating the formation of local clusters at low density regions. The latter has been numerically observed in [1, 11], and appears to be a key difficulty in the study of (1.1).

In the current work, we prove the tightness of 2D radially-symmetric solution to (1.1), see Theorem 2.1 under certain assumptions which will be specified later. The proof follows the same steps as [26], but two major new difficulties arise:

- In 2D, it is natural to take the test function \( \phi = \chi_{5R_1 \leq |x| \leq 6R_1} \ast \frac{1}{2\pi} \ln |x| \), with \( \frac{1}{2\pi} \ln |x| \) being the fundamental solution to the Laplacian operator, as a generalization to 1D. \( \phi(x) \sim C \ln |x| \) for large \( |x| \), and thus the uniform boundedness of the \( \phi \)-moment implies tightness. However, \( \phi \) is no longer convex (see Figure 1 in Section 2.2): in this case the attraction term may give positive contribution to the time evolution of the \( \phi \)-moment, making it out of control.

To handle this difficulty, we introduce a new concept called the essentially radially contractive (ERC) property for the interaction potential \( W \), see Theorem 2.2. The ERC
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2For radially-symmetric solution, one could rewrite (1.1) into a 1D PDE in the radial variable \( r \). However, in this paper we still use the original PDE (1.1) because it is more convenient for most of the techniques.
property basically says that the attraction among annuli far away from the origin does not increase the $\phi$-moment, and it can be guaranteed under a clean assumption (2.1). This assumption allows the attraction force $W'(r)$ to behave like $r^{-3-\epsilon}$, thus allowing weakly confining potentials. In fact, the Newtonian attraction is $W'(r) = r^{-1}$, and thus we allow the attraction force to be almost two orders more degenerate than the Newtonian, for large $r$.

• In 2D, the CSS curve is ineffective in decreasing the interaction energy, for (non-radially-decreasing) level sets of the form $\{x : r_j \leq |x| \leq R_j\}$ with $R_j \gg r_j$, see Figure 2 (left) in Section 2.4. Therefore the CSS curve cannot control the time integral of such ‘flat’ level sets.

To handle this difficulty, we manage to show that the ‘flat’ level sets, denoted as $\rho^\flat$, behave similarly to the radially-decreasing part, in terms of its degeneracy at large radius (see (2.44)), as well as the potential field generated by them (see Lemma 4.10). Therefore, the ‘sharp’ non-radially-decreasing part is controlled by CSS, while the ‘flat’ part, together with the radially-decreasing part, is controlled by the local clustering curve with an improved energy estimate.

Finally, we would like to give some intuitions about what one could expect for the tightness of general 2D solutions to (1.1). In fact, radially-symmetric solutions are ‘unstable’, in the following sense: when the initial data is close to but not exactly radially-symmetric, and the attraction force is well-localized, one expects the formation of local clusters within a relatively short time scale, which breaks the radial symmetry. In other words, if (intuitively) one uses some quantity $d(t)$ to measure the distance between $\rho(t, \cdot)$ and the set of radially-symmetric functions, then $d(t) \sim d(0)e^{\lambda t}$, $\lambda > 0$ within some time interval $[0, T]$.

However, such ‘instability’ should be distinguished from the concept of instability of steady states: in the former case, assuming equilibration holds, then $\rho(t, \cdot) \approx \rho_\infty$ if $t$ is large, with $\rho_\infty$ being radially-symmetric, which basically implies that $d(t)$ is uniformly small for all time if $d(0)$ is small; in the latter case, for unstable steady states, even if the initial data deviates from it by an arbitrarily small amount, this deviation will eventually grow to $O(1)$.

Therefore, we expect the general 2D solutions can be separated into two scenarios:

• $d(0)$ is small enough. Then $d(t)$ is small for all time, and the whole solution could be treated as a perturbation of radially-symmetric solutions studied in the current paper.

• Otherwise, one expects the emergence of a finite number of local clusters at some time $T$. Then we are more or less back to the 1D situation, in terms of tightness: for example, if there are only two clusters, centered at $(-a, 0)$ and $(a, 0)$, then it is less likely to have some mass escaping to infinity towards the $x_2$-direction, and one could focus on the tightness issue for the $x_1$-direction. In other words, a test function $\phi(x) \approx \chi_{5R_1 \leq |x_1| \leq 6R_1} \ast \frac{1}{2\pi} \ln |x|$, which grows like $|x_1|$ when $x_1$ is large, might work for the tightness estimates.

Therefore, despite its ‘instability’, the study of radially-symmetric solutions still appears to be an important step towards the study of general 2D solutions to (1.1).

The rest of this paper is organized as follows: in Section 2 we state the main result (Theorem 2.1), and give an outline of its proof, including the important intermediate results; in Section 3
we prove Theorem 2.2 which guarantees the ERC property under the assumptions of the main result; in Section 4 we give some lemmas which will be used in later proofs; in Section 5 we use the CSS curves and the local clustering curve to prove Theorem 2.4, the finiteness of the time integral in $\rho$.

2 The main result

In this paper, all $C$ (for large constants) and $c$ (for small constants) will denote positive constants which may depend on $W$, $m$, $\rho_{in}$, if not stated otherwise, and they may differ from line to line.

2.1 Assumptions

We propose the following assumptions:

• (A1) The interaction potential $W$ is radial: $W = W(r)$, $r = |x|$. $W$ is attractive: $W'(r) > 0$, $\forall r > 0$, and satisfies

\[-\alpha \leq \frac{rW''(r)}{W'(r)} \leq A, \quad \forall r > 0,\]

for some $1 < \alpha < 3$ and $A > 0$.

• (A2) The interaction potential $W$ satisfies the following upper bound:

\[W'(r) \leq Cr^{-1}, \quad \forall r > 0.\]  

• (A3) $m > (\alpha + 1)/2$.

• (A4) The initial data is radially-symmetric: $\rho_{in}(x) = \rho_{in}(r)$, non-negative, having compact support, $\|\rho_{in}\|_{L^\infty} < \infty$, and the total mass is normalized to 1: $\int \rho_{in}(x) dx = 1$.

• (A5) The initial data satisfies the sub-critical condition

\[E[\rho_{in}] < \frac{1}{2} \lim_{r \to \infty} W(r).\]  

We make the following remarks on the assumptions:

• It is important to notice that (A1) implies that

\[(W'(r)r^\alpha)' = W''(r)r^\alpha + \alpha W'(r)r^{\alpha-1} \geq 0,\]

and thus $W'(r)r^\alpha$ is an increasing function in $r$. In other words, there holds the lower bound

\[W'(r) \geq cr^{-\alpha} =: \lambda(r), \quad \forall r \geq 1.\]

One example which satisfies (A1) and (A2) is $W'(r) = r^{-1}(1 + r)^{-\epsilon}$ for any $\epsilon > 0$, which gives rise to a weakly confining potential $W(r)$, behaving like $r^{-(2-\epsilon)}$ for large $r$. 
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• The strength of the assumption (A1) is between structural and non-structural: on one hand it allows the potential $W(r)$ to change convexity as a function of $r$, but on the other hand it requires properties besides merely the size of $W'$ (the reader is invited to compare it with the assumption (A2) in [26]).

In fact, the precise form of (A1) is only used to guarantee the ERC property, as defined in Theorem 2.2. Other parts of the proof only rely on (A1) through (2.5). Therefore, the main theorem (Theorem 2.1) is still true if one replaces (A1) by the ERC property, in case (2.5) holds. Clearly (A1) is not a necessary condition for the ERC property, and it remains open to explore more families of ERC potentials.

• The assumption (A2) says that the potential $W$ is no more singular than the Newtonian attraction near the origin. In the proof, it implies Lemma 4.8 which is used frequently to estimate bad terms.

• In (A3), notice that it does not require $m \geq 2$, which allows situations where the steady states may not be unique, c.f. [14], and the existence of steady states is not implied by [2]. In other words, tightness can be guaranteed without having/knowing the existence and uniqueness of steady states. This is indeed also the case in the 1D result [26], but was not pointed out explicitly there.

• The assumption (A5) guarantees that at least a positive amount of mass always stays near the origin, see Lemma 4.9 (similar to the assumption (A6) in [26]). It looks different from the latter because the ‘everything runaway’ situation is different in 2D and 1D: in 2D (or multi-D) radially-symmetric solutions, when mass are running away to infinity, it scatters into larger and larger annuli; while in 1D radially-symmetric solutions, it is separated into two bulks of mass moving left and right.

2.2 The main result

**Theorem 2.1.** Let (A1)-(A5) be satisfied. Then the solution $\rho(t,x)$ to (1.1) has log-moment uniformly bounded in time:

$$\int \rho(t,x) \ln(1 + |x|) \, dx \leq C, \quad \forall t \geq 0.$$  \hfill (2.6)

This theorem gives the tightness [1.6] of the solution $\rho(t,x)$. We first give the proof of this theorem by assuming the intermediate results (namely, Theorem 2.2 and Theorem 2.4), and later turn to the discussion on them.

We will frequently use the variables $x, y \in \mathbb{R}^2$, and their polar coordinates are always denoted as

$$x = (r \cos \varphi, r \sin \varphi)^T, \quad y = (s \cos \theta, s \sin \theta)^T.$$  \hfill (2.7)

**Proof of Theorem 2.1**

**STEP 1:** the test function $\phi$.

Fix $R_1 > 0$ large enough. Define the radial test function $\phi(x) = \phi(r)$ by

$$\phi(x) = \chi_{7R_1 \leq |x| \leq 8R_1}(x) * \frac{1}{2\pi} \ln |x|,$$  \hfill (2.8)

\footnote{The curly $R_1$ should be distinguished from the $R_j$ appeared later in (2.39).}
which satisfies

$$\Delta \phi = \chi_{7 R_1 \leq |x| \leq 8 R_1}.$$  \hfill (2.9)

See Figure 1 for illustration.

We first show that the uniform-in-time bound of

$$m_\phi(t) := \int \phi(x) \rho(t, x) \, dx,$$  \hfill (2.10)

implies (2.6). We rewrite $\phi$ as

$$\phi(x) = \frac{1}{2\pi} \int_{7R_1 \leq |y| \leq 8R_1} \ln |x - y| \, dy = \frac{1}{2\pi} \int_{7R_1}^{8R_1} \int_{-\pi}^{\pi} \ln |x - y| \, d\theta \cdot s \, ds,$$  \hfill (2.11)

where we used the polar coordinates (2.7). Since $\phi$ is radially-symmetric, we may take $x = (r, 0)^T$, $r > 0$.

We claim that (viewing $\phi$ as a function of $r$)

$$\phi'(r) \geq 0, \forall r > 0; \quad \phi'(r) = 0, \forall 0 < r \leq 7R_1.$$  \hfill (2.12)

To see this, for any $s \geq 7R_1$,

$$\partial_r \int_{-\pi}^{\pi} \ln |x - y| \, d\theta = \frac{1}{2} \partial_r \int_{-\pi}^{\pi} \ln (r^2 + s^2 - 2rs \cos \theta) \, d\theta = \int_{-\pi}^{\pi} \frac{r - s \cos \theta}{r^2 + s^2 - 2rs \cos \theta} \, d\theta.$$  \hfill (2.13)

For $r > s$, the RHS is clearly positive. For $r < s$, using the fact that $\int_{-\pi}^{\pi} \ln |x - y| \, d\theta$ is harmonic and radially-symmetric in $\{x : |x| < s\}$, it is clearly constant in $x$. Combining the two cases and integrating in $7R_1 \leq s \leq 8R_1$ gives (2.12).

Therefore we have the lower bound

$$\phi(x) \geq \phi(0), \forall x.$$  \hfill (2.14)
Also, it is clear that \( \phi(x) \) behaves like \( C \ln|x| \) as \( |x| \to \infty \). Therefore it follows that the uniform-in-time bound of (2.10) implies (2.6).

Next we aim to show the uniform-in-time bound of (2.10). The time evolution of \( m_\phi \) is given by

\[
\frac{d}{dt} m_\phi = - \int \phi(x) \nabla \cdot (\rho(x)u(x)) \, dx + \int \phi(x) \Delta (\rho(x)^m) \, dx = \int \nabla \phi(x) \cdot u(x) \rho(x) \, dx + \int \Delta \phi(x) \rho(x)^m \, dx,
\]

(2.15)

where the \( t \)-dependence is omitted. Then the two terms on the RHS are treated separately.

**STEP 2:** the contribution from the interaction term.

Take \( R_1 \) large, so that Theorem 2.2 implies that (2.28) with \( R_1 \) replaced by \( 8R_1 \) holds for any \( r > s \geq R \) (where \( F[\phi, W](r, s) \) is defined in (2.27), and \( R \) is a large number given by Theorem 2.2 depending on \( R_1 \)). Then

\[
\begin{align*}
\int \nabla \phi(x) \cdot u(x) \rho(x) \, dx \\
= - \int \int \nabla \phi(x) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx \\
= - \frac{1}{2} \int \int (\nabla \phi(x) - \nabla \phi(y)) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx \\
= - \frac{1}{2} \int \int_{(r,s) \in [0,7R_1] \times [0,7R_1]} (\nabla \phi(x) - \nabla \phi(y)) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx \\
- \int \int_{(r,s) \in [7R_1,R] \times [7R_1,R]} (\nabla \phi(x) - \nabla \phi(y)) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx \\
- \int \int_{(r,s) \in [7R_1,\infty] \times [0,7R_1]} (\nabla \phi(x) - \nabla \phi(y)) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx \\
- \frac{1}{2} \int \int_{(r,s) \in [\infty,\infty] \times [\infty,\infty]} (\nabla \phi(x) - \nabla \phi(y)) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx \\
=: I_1 + I_2 + I_3 + I_4 + I_5,
\end{align*}
\]

where we used the symmetry between \( x \) and \( y \) in the second and third equalities.

We estimate \( I_1, I_2, I_3, I_4, I_5 \) as follows:

- By (2.12), \( I_1 = 0 \). Also,

\[
I_4 = - \int \int_{(r,s) \in [7R_1,\infty] \times [0,7R_1]} \nabla \phi(x) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx \leq 0,
\]

(2.17)

since

\[
\nabla \phi(x) \cdot \nabla W(x - y) = \frac{\phi'(r)W'(|x - y|)}{r \cdot |x - y|} x \cdot (x - y) \geq \frac{\phi'(r)W'(|x - y|)}{r \cdot |x - y|} (r^2 - rs) \geq 0,
\]

(2.18)

for any \( r > s \), using \( \phi'(r) \geq 0 \) from (2.12).

- To estimate \( I_2 \) and \( I_3 \), we consider two radially-symmetric sets \( A \) and \( B \) inside \( \{|x| \geq 7R_1\} \). By Lemma 4.8 (which also gives the fact that \( \| \nabla \phi \|_{L^\infty} < \infty \) when replacing \( W \) by \( \ln r \)),
we have
\[
\left| \int_B \nabla \phi(x) \cdot \nabla W(x - y) \rho(y) \, dy \right| \leq C \left| \int_B \nabla W(x - y) \rho(y) \, dy \right|
\]
\[
= C \left| \int_B \nabla W(x - y) \int_B \rho(u) \delta(|y| - u) \, du \, dy \right| \leq C \int_B \rho(u) \, du
\]
\[
= C \int_B \rho(u) \, du \leq C \int_B \rho(y) \, dy,
\]
where we used the notation \( \tilde{B} \) to denote the radial range of \( B \), and used the assumption \( B \subset \{ |x| \geq 7R_1 \} \) in the last inequality. Then integrating in \( x \in A \) and symmetrizing gives
\[
\int \int_{(r, s) \in A \times B} (\nabla \phi(x) - \nabla \phi(y)) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx \leq C \int_A \rho(y) \, dy \int_B \rho(y) \, dy.
\]
(2.20)
Applying this with \( A = B = \{ |x| \in [7R_1, R] \} \) and \( A = \{ |x| \in [7R_1, R] \} \), \( B = \{ |x| \in [R, \infty) \} \) gives
\[
|I_2| + |I_3| \leq C \int_{r \in [7R_1, R]} \rho(x) \, dx.
\]
(2.21)

\irc{Finally, we rewrite}
\[
I_5 = - \int \int_{(r, s) \in [R, \infty) \times [R, \infty), r > s} (\nabla \phi(x) - \nabla \phi(y)) \cdot \nabla W(x - y) \rho(y) \, dy \rho(x) \, dx
\]
\[
= -2\pi \int \int_{(r, s) \in [R, \infty) \times [R, \infty), r > s} F[\phi, W](r, s) s \rho(s) \, ds \rho(r) \, dr,
\]
(2.22)
by using the polar coordinates as in (2.7), and eliminating the \( \varphi \) variable by radial symmetry. Here \( F[\phi, W](r, s) \) is defined in (2.27). Then we have \( I_5 \leq 0 \) by Theorem 2.2 since \( \phi(x) = \int_{7R_1}^{8R_1} \phi_r(x) \, dx \), using the notation in (2.28).

Therefore
\[
\int \nabla \phi(x) \cdot \mathbf{u}(x) \rho(x) \, dx \leq C \int_{r \in [7R_1, R]} \rho(x) \, dx.
\]
(2.23)

\irc{STEP 3: the contribution from the diffusion term.}
By the construction of \( \phi \) as a convolution of \( \chi_{7R_1 \leq |x| \leq 8R_1} \) with the fundamental solution of the Laplacian, we have
\[
\int \Delta \phi(x) \rho(x)^m \, dx = \int_{7R_1 \leq |x| \leq 8R_1} \rho(x)^m \, dx \leq ||\rho||_{L^\infty}^{m-1} \int_{7R_1 \leq |x| \leq 8R_1} \rho(x) \, dx,
\]
(2.24)
using \( m \geq 1 \) and the uniform \( L^\infty \) bound in Lemma 4.3.

Combining STEP 1 and STEP 2 gives
\[
\frac{d}{dt} m_\phi \leq C \int_{|x| \in [7R_1, R]} \rho(x) \, dx.
\]
(2.25)
Integrating in \( t \) gives
\[
m_\phi(t) \leq m_\phi(0) + C \int_0^t \int_{|x| \in [7R_1, R]} \rho(t_1, x) \, dx \, dt_1.
\]
(2.26)
Then the uniform bound of \( m_\phi \) follows from Theorem 2.4 for \( R_1 \) large enough, applied to a finite union of annuli which covers \([7R_1, R]\).
2.3 The essentially-radially-contractive (ERC) property

We define $F[\phi, W](r, s)$ by

$$F[\phi, W](r, s) = \int_{-\pi}^{\pi} \left( \nabla \phi((r, 0)^T) - \nabla \phi((s \cos \theta, s \sin \theta)^T) \right) \cdot \nabla W \left( (r, 0)^T - (s \cos \theta, s \sin \theta)^T \right) d\theta,$$

which is the change in the $\phi$-moment coming from the interaction between two circles with radius $r$ and $s$. The arguments $\phi$ and $W$ may be omitted when it is clear from the context.

Theorem 2.2. (A1) implies that $W$ is essentially-radially-contractive (ERC), defined as the following property: for any $\mathcal{R}_1 > 0$, there exists $\mathcal{R} > \mathcal{R}_1$, such that

$$F[\phi_\varepsilon, W](r, s) \geq 0, \quad \phi_\varepsilon(x) := \delta(|x| - \varepsilon) * \frac{1}{2\pi} \ln |x|,$$

for all $0 < \varepsilon \leq \mathcal{R}_1$ and $r > s \geq \mathcal{R}$.

The issue of ERC is the main difference between the situation in 1D and 2D: for 1D one has the ERC property for any attractive potential $W$, in the sense that (2.28) holds with $F$ and $\phi_\varepsilon$ replaced by $F_{1D}[\phi, W](r, s) = \phi'(r - s)W'(r - s) + \phi'(r + s)W'(r + s)$, $\phi_\varepsilon(x) = \delta(|x| - \varepsilon) * |x|$, where $|x|$ is the fundamental solution of the Laplacian in 1D. In fact, this comes from the convexity of $\phi_\varepsilon$. However, in 2D, the ERC property may fail for some attractive potential $W$ due to the non-convexity of $\phi_\varepsilon(x)$, and one needs the extra assumption (A1) to guarantee the ERC property. To illustrate how (A1) helps with the ERC property, we prove the following

Proposition 2.3. Let $\alpha > 1$. For any $r > s > 0$,

$$F\left[\ln |x|, \frac{|x|^{-\alpha+1}}{-\alpha+1}\right](r, s) \geq 0 \iff \alpha \leq 3.$$

To prove this proposition, we introduce the following notations:

$$\beta = \frac{\alpha + 1}{2} > 1, \quad z = \frac{1}{2} \left( \frac{r}{s} + \frac{s}{r} \right) > 1,$$

which will be used in this proof, as well as Section 3.

Proof.

$$\nabla (\ln |x|) = \frac{x}{r^2}, \quad \nabla \left( \frac{|x|^{-\alpha+1}}{-\alpha+1} \right) = r^{-(\alpha+1)}x.$$

Thus (with the notations (2.30))

$$F(r, s) = \int_{-\pi}^{\pi} \left( (r - s \cos \theta)^2 + (s \sin \theta)^2 \right)^{-\beta} \left( \frac{1}{r} - \frac{1}{s} \cos \theta, -\frac{1}{s} \sin \theta \right)^T \cdot (r - s \cos \theta, -s \sin \theta) d\theta$$

$$= s^{-2\beta} \int_{-\pi}^{\pi} \left( \frac{r}{s} - \cos \theta \right)^2 + (\sin \theta)^2 \right)^{-\beta} \left( \frac{s}{r} - \cos \theta, -\sin \theta \right)^T \cdot (\frac{s}{r} - \cos \theta, -\sin \theta) d\theta$$

$$= s^{-2\beta} \int_{-\pi}^{\pi} \left( \frac{r^2}{s^2} + 1 - 2 \frac{r}{s} \cos \theta \right)^{-\beta} \left( 2 - \left( \frac{r}{s} + \frac{s}{r} \right) \cos \theta \right) d\theta$$

$$= 2^{-\beta+1} (rs)^{-\beta} f(z),$$

(2.32)

---

4In 1D the unit sphere consists of two points, corresponding to $\theta = 0, \pi$ in (2.27).
where
\[ f(z) := \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} (1 - z \cos \theta) \, d\theta, \quad z > 1. \]  \hfill (2.33)

To analyze the positivity of \( f(z) \), we use integration by parts to compute (for any \( \beta > 1 \))
\[
\int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta = \frac{1}{\beta - 1} \int_{-\pi}^{\pi} (z - \cos \theta)^{-1+\beta} \cos \theta \, d\theta \\
= \frac{1}{\beta - 1} \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta}(z \cos \theta - 1 + \sin^2 \theta) \, d\theta \\
= \frac{1}{\beta - 1} \left(-f(z) + \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta\right). \hfill (2.34)
\]

Therefore
\[
f(z) = (2 - \beta) \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta, \hfill (2.35)
\]
where the last integrand is non-negative. The conclusion follows by noticing that \( \beta \leq 2 \Leftrightarrow \alpha \leq 3 \).

Despite its simplicity, this proposition enables us to prove Theorem 2.2 by using comparison argument for \( W \) with the power-law potential \( r^{-\alpha+1}/(-\alpha + 1) \), in view of (2.4) (a consequence of (A1)). The difference between \( \phi_\epsilon \) and \( \ln |x| \) can be handled by perturbative arguments, if \( \alpha \) is strictly less than 3.

2.4 Finiteness of time integral in \( \rho \)

In this subsection we prove the following result, which was used in the last step of the proof of Theorem 2.1.

**Theorem 2.4.** For \( R_1 > 0 \) large enough, the solution \( \rho(t, x) \) to (1.1) satisfies
\[
\int_0^\infty \int_{7R_1 \leq |x| \leq 8R_1} \rho(t, x) \, dx \, dt < \infty. \hfill (2.36)
\]

The proof of Theorem 2.4 follows a similar approach as [26]: use the gradient flow structure of (1.1) and design curves of density distributions which decrease the total energy, c.f. Lemma 4.1. We introduce the \( h \)-representation (similar to [26]) of a radially-symmetric density distribution \( \rho(x) \), viewed as a function of \( r \):
\[
\rho(r) = \int_0^\infty \sum_j \chi_{I_j(h)}(r) \, dh, \hfill (2.37)
\]
where the level sets of \( \rho \) is decomposed as
\[
\{ r : \rho(r) \geq h \} = \bigcup_j I_j(h), \hfill (2.38)
\]
as a disjoint union of closed intervals\(^5\) with \( I_0 \) being the unique interval containing 0 (if there is such an interval). We write
\[
I_j = [r_j, R_j], \quad R_j > r_j, \hfill (2.39)
\]
\(^5\)We will always assume that the union in (2.38) is a finite union, and any \( I_j \) which is a single point is ignored. The general case can be treated by approximation arguments, which are omitted in this paper.
Figure 2: Left: the CSS1 curve for a slice $\tilde{I}_j = \{ x : r_j \leq |x| \leq R_j \}$. The red part is moving horizontally towards the center, and its area becomes small if $r_j << R_j$. Right: the decomposition (2.41). The blue part $\mu_\flat$ contains those slices with $r_j << R_j$.

In [26], we used the decomposition
\[
\rho(r) = \rho^*(r) + \mu(r), \quad \rho^*(r) = \int_0^\infty \chi_{I_0(h)}(r) \, dh, \tag{2.40}
\]
as its radially-decreasing and non-radially-decreasing parts, and used the continuous Steiner symmetrization (CSS) curves and the local clustering curve to control $\rho^*$ and $\mu$ respectively. However, in 2D, the CSS curves are not effective in decreasing the interaction energy if $r_j << R_j$, see Figure 2 (left). Therefore, for fixed $0 < \varepsilon < 1/4$, we need to further decompose $\mu$ and write
\[
\rho(r) = \rho^*(r) + \mu_\sharp(r) + \mu_\flat(r), \tag{2.41}
\]
where the sharp and flat parts of $\mu$ are defined as
\[
\mu_\sharp(r) = \int_0^\infty \sum_{j \geq 1, \text{sharp}} \chi_{I_j(h)}(r) \, dh, \quad \mu_\flat(r) = \int_0^\infty \sum_{j \geq 1, \text{flat}} \chi_{I_j(h)}(r) \, dh, \tag{2.42}
\]
where a radial interval $I_j(h), j \geq 1$ is called sharp if $r_j \geq \varepsilon R_j$, and otherwise flat. See Figure 2 (right) for illustration.

For the sharp part $\mu_\sharp$, the case $r_j << R_j$ is ruled out, and we handle its time integral by using the CSS curves and obtain

**Proposition 2.5.** For $R_1 > 0$ large enough, we have
\[
\int_0^\infty \int_{4R_1 \leq |x| \leq R_2} \mu_\sharp(t, x) \, dx \, dt < \infty, \tag{2.43}
\]
for any $R_2 > 4R_1$.\footnote{The $\varepsilon$ dependence will be suppressed when unnecessary. Also, $\varepsilon$ should be distinguished from any $\epsilon$ used in this paper.}
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For the flat part $\mu$, it shares the following property with $\rho^*$:

$$
\rho^*(r) + \mu_0(r) \leq C \frac{1}{r^2}, \quad \forall r > 0,
$$

(2.44)

which is the key property in the energy analysis in the local clustering curve, providing the degeneracy of the internal energy at large $r$. This enable us to handle both $\rho^*$ and $\mu_0$ by the local clustering curve, and obtain

**Proposition 2.6.** For $R_1 > 0$ large enough, we have

$$
\int_0^\infty \int_{7R_1 \leq |x| \leq 8R_1} (\rho^*(t,x) + \mu_0(t,x)) \, dx \, dt < \infty.
$$

(2.45)

Combining Propositions 2.5 and 2.6 gives Theorem 2.4.

### 3 Proof of Theorem 2.2: the ERC property

We start from some lemmas. Define

$$
\eta(\epsilon) := \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{1 - \epsilon \cos \theta}{(1 - \epsilon \cos \theta)^2 + (\epsilon \sin \theta)^2} \, d\theta,
$$

(3.1)

for $|\epsilon| < 1$. Then we have

**Lemma 3.1.** $\eta(\epsilon)$ is a smooth even function in $\epsilon$, satisfying the estimate

$$
|\eta'(\epsilon)| \leq C|\epsilon|, \quad |\eta(\epsilon) - 1| \leq C\epsilon^2, \quad \forall |\epsilon| \leq \frac{1}{2}.
$$

(3.2)

Furthermore

$$
\eta(\epsilon) \leq C, \quad \forall |\epsilon| < 1.
$$

(3.3)

**Proof.** The smoothness of $\eta(\epsilon)$ follows from the fact that the denominator $(1 - \epsilon \cos \theta)^2 + (\epsilon \sin \theta)^2$ is away from 0 near any fixed $|\epsilon| < 1$. The even property of $\eta(\epsilon)$ follows from

$$
\eta(\epsilon) = \frac{1}{\pi} \int_0^\pi \frac{1 - \epsilon \cos \theta}{(1 - \epsilon \cos \theta)^2 + (\epsilon \sin \theta)^2} \, d\theta,
$$

(3.4)

and the change of variable $\theta \to \pi - \theta$. Therefore $\eta'(0) = 0$ and (3.2) follows from $\eta(0) = 1$.

To see (3.3), for $\epsilon > \frac{1}{2}$,

$$
\eta(\epsilon) = \frac{1}{\pi} \int_0^\pi \frac{(1 - \epsilon) + \epsilon(1 - \cos \theta)}{[(1 - \epsilon) + \epsilon(1 - \cos \theta)]^2 + (\epsilon \sin \theta)^2} \, d\theta \leq C \int_0^\pi \frac{(1 - \epsilon) + \epsilon \theta^2}{[(1 - \epsilon) + \epsilon \theta^2]^2 + \epsilon^2 \theta^2} \, d\theta
$$

$$
\leq C \int_0^\pi \frac{(1 - \epsilon) + \theta^2}{\theta^2 + (1 - \epsilon)^2} \, d\theta \leq C \int_0^\pi \frac{1 - \epsilon}{\theta^2 + (1 - \epsilon)^2} \, d\theta + C = C \tan^{-1} \frac{\theta}{\sqrt{1 - \epsilon}} \bigg|_{\theta=0}^{\pi} + C \leq C.
$$

(3.5)

The uniform bound of $\eta(\epsilon)$ on $[0, \frac{1}{2}]$ follows from its smoothness.

Then we prove an estimate on an angular integral:
Lemma 3.2. Fix $1 < \beta < 2$. Then
\[
\frac{z - 1}{z} \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} \, d\theta \leq C \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta}(1 - z \cos \theta) \, d\theta, \quad \forall z > 1,
\] (3.6)
where $C$ depends on $\beta$.

The main point of this lemma is the behavior near $z = 1$; reformulating the RHS integral as $\int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta$ by (2.33) and (2.35), the $\sin^2 \theta$ factor in the integrand is degenerate near $\theta = 0$, which is exactly the place where the factor $(z - \cos \theta)^{-\beta}$ is most singular. The $z - 1$ factor on the LHS quantifies this degeneracy for $z$ near 1.

Proof. By (2.33) and (2.35), the integral on the RHS of (3.6) is
\[
\int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta}(1 - z \cos \theta) \, d\theta = (2 - \beta) \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta
\]
(3.7)
\[
\geq (2 - \beta) \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta + (2 - \beta) \int_{\pi/2}^{3\pi/4} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta
\]
\[
\geq (2 - \beta) \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta + c(z + 1)^{-\beta}.
\]

We write the LHS of (3.6) as
\[
\frac{z - 1}{z} \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} \, d\theta = \frac{1}{z} \int_{0}^{\pi} (z - \cos \theta)^{-\beta}(z - 1) \, d\theta
\]
\[
= \frac{2}{z} \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta}(z - 1) \, d\theta + \frac{2}{z} \int_{\pi/2}^{\pi} (z - \cos \theta)^{-\beta}(z - 1) \, d\theta
\]
\[
\leq \frac{2}{z} \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta}(z - 1) \, d\theta + C(z - 1)z^{-\beta - 1}
\]
\[
\leq 2 \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta}(z - 1) \, d\theta + C(z + 1)^{-\beta},
\] (3.8)
where we used $z > 1$. Therefore it suffices to prove
\[
I_L := \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta}(z - 1) \, d\theta \leq C \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta =: CI_R.
\] (3.9)

We cut the above integrals into $0 \leq \theta \leq \theta_1$ and $\theta_1 \leq \theta \leq \pi/2$, where $\theta_1 \in [0, \pi/2]$ is determined by
\[
\begin{cases}
\sin^2 \theta_1 = z - 1, & \text{if there exists such } \theta_1 \in (\theta_0, \pi/2); \\
\pi/2, & \text{otherwise}.
\end{cases}
\] (3.10)

For any $\theta$ with $\theta_1 < \theta \leq \pi/2$, it is clear that
\[
\sin^2 \theta \geq z - 1,
\] (3.11)
and thus
\[
\int_{\theta_1}^{\pi/2} (z - \cos \theta)^{-\beta}(z - 1) \, d\theta \leq \int_{\theta_1}^{\pi/2} (z - \cos \theta)^{-\beta} \sin^2 \theta \, d\theta.
\] (3.12)
By the definition of $\theta_1$ we have
\[
\min\{\sqrt{z-1}, \frac{\pi}{2}\} \leq \theta_1 \leq \frac{\pi}{2}\sqrt{z-1}.
\] (3.13)

Therefore
\[
\int_0^{\theta_1} (z - \cos \theta)^{-\beta} (z - 1) d\theta \leq \int_0^{\theta_1} (z - 1)^{-\beta} (z - 1) d\theta \leq C(z - 1)^{1-\beta} \theta_1,
\] (3.14)

and
\[
\int_0^{\pi/2} (z - \cos \theta)^{-\beta} \sin^2 \theta d\theta \geq \int_{\theta_1/2}^{\theta_1} \left(z - 1 + \frac{\theta^2}{2}\right)^{-\beta} \left(\frac{2}{\pi} \cdot \theta\right)^2 d\theta
\geq \int_{\theta_1/2}^{\theta_1} \left(z - 1 + \frac{\theta^2}{2}\right)^{-\beta} \left(\frac{2}{\pi} \cdot \theta\right)^2 d\theta \geq c(z - 1)^{1-\beta} \theta_1^{-\beta} \theta_1^3.
\] (3.15)

Now we compare the RHS of (3.14) and (3.15). If $\theta_1 = \pi/2$, then (3.13) gives $z - 1 \geq 1$.

Then
\[
(z - 1 + \theta_1^2)^{-\beta} \theta_1^2 \geq c, \quad (z - 1)^{1-\beta} \leq 1,
\] (3.16)

which gives $I_L \leq CI_R$. If $\theta_1 < \pi/2$, then (3.13) gives $\sqrt{z-1} \leq \theta_1 \leq \frac{\pi}{2}\sqrt{z-1}$. Therefore
\[
(z - 1 + \theta_1^2)^{-\beta} \theta_1^2 \geq c(z - 1)^{1-\beta},
\] (3.17)

which also gives $I_L \leq CI_R$.

\[\square\]

\textbf{Proof of Theorem 2.2} We first notice that (2.4) (a consequence of (A1)) implies that $W'(r)r^{\alpha}$ is an increasing function in $r$. Similarly
\[
(W'(r)r^{-A})' = W''(r)r^{-A} - AW'(r)r^{-A-1} \leq 0,
\] (3.18)

and thus $W'(r)r^{-A}$ is a decreasing function in $r$.

**STEP 1**: rescaling.

We will show that it suffices to prove the case when $R = 1$ and $R_1$ sufficiently small.

Assume this case has been proved. In the general case, we first notice the following rescaling:

\[
F[\phi_\epsilon, W](r, s) = \int_{-\pi}^{\pi} \left(\nabla \phi_\epsilon\left(\frac{r}{R}, 0\right)^T - \nabla \phi_\epsilon\left(\frac{s}{R} \cos \theta, \frac{s}{R} \sin \theta\right)^T\right) \cdot \nabla W\left(\frac{r}{R}, 0\right)^T - \left(s \cos \theta, s \sin \theta\right)^T\right) d\theta
\]
\[
= \int_{-\pi}^{\pi} \left(\nabla \phi_\epsilon\left(R\left(\frac{r}{R}, 0\right)^T - \nabla \phi_\epsilon\left(R\left(\frac{s}{R} \cos \theta, \frac{s}{R} \sin \theta\right)^T\right)\right) \cdot \nabla W\left(R\left(\frac{r}{R}, 0\right)^T - R\left(\frac{s}{R} \cos \theta, \frac{s}{R} \sin \theta\right)^T\right) d\theta
\]
\[
= \frac{1}{R^2} F[\tilde{\phi}, \tilde{W}](\frac{r}{R}, \frac{s}{R}),
\]

where
\[
\tilde{W}(r) = W(Rr), \quad \nabla \tilde{W}(x) = R\nabla W(Rx),
\] (3.20)

and
\[
\tilde{\phi}(r) = \phi_\epsilon(Rr), \quad \nabla \tilde{\phi}(x) = R\nabla \phi_\epsilon(Rx).
\] (3.21)
\( \hat{W} \) satisfies (2.1) (with the same constants \( \alpha \) and \( A \)) by noticing that

\[
\frac{r\hat{W}''(r)}{\hat{W}'(r)} = \frac{\mathcal{R}rW''(\mathcal{R}r)}{W'(\mathcal{R}r)}.
\]

(3.22)

\( \hat{\phi} \) can be written as

\[
\hat{\phi}(r) = \frac{1}{2\pi} \int \delta(|\mathcal{R}x - y| - \epsilon) \ln |y| \, dy
= \frac{1}{2\pi} \int \delta\left(|\mathcal{R}|(x - \frac{y}{\mathcal{R}}) - \frac{\epsilon}{\mathcal{R}}\right)(\ln |\frac{y}{\mathcal{R}}| + \ln \mathcal{R}) \, dy
= \frac{1}{2\pi\mathcal{R}} \int \delta\left(|x - \frac{y}{\mathcal{R}}| - \frac{\epsilon}{\mathcal{R}}\right)(\ln |y| + \ln \mathcal{R}) \, dy
= \frac{\mathcal{R}}{2\pi} \int \delta\left(|x - y| - \frac{\epsilon}{\mathcal{R}}\right)(\ln |y| + \ln \mathcal{R}) \, dy
= \mathcal{R}\phi_{\epsilon/\mathcal{R}}(x) + \frac{\mathcal{R}\ln \mathcal{R}}{2\pi} \int \delta\left(|y| - \frac{\epsilon}{\mathcal{R}}\right) \, dy,
\]

where the last term is independent of \( x \), and therefore \( \nabla \hat{\phi} = \mathcal{R}\nabla \phi_{\epsilon/\mathcal{R}} \). Then

\[
F[\hat{\phi}, \hat{W}](\frac{r}{\mathcal{R}}, \frac{s}{\mathcal{R}}) = \mathcal{R}F[\phi_{\epsilon/\mathcal{R}}, \hat{W}](\frac{r}{\mathcal{R}}, \frac{s}{\mathcal{R}}) \geq 0, \quad \forall r > s \geq \mathcal{R},
\]

(3.24)

by the assumed case, if \( \mathcal{R} \) is large enough so that \( \epsilon/\mathcal{R} \leq \mathcal{R}_1/\mathcal{R} \) is small enough.

**STEP 2:** expand \( F(r, s) \).

In the rest of the proof, we assume \( \mathcal{R} = 1 \) and \( \epsilon \leq \mathcal{R}_1 \) sufficiently small. We will omit the subscript of \( \phi_{\epsilon} \) and write it as \( \phi \).

Using \( \nabla W(x) = W'(|x|) \frac{x}{|x|} \), we write \( F(r, s) \) as

\[
F(r, s) = \int_{-\pi}^{\pi} \frac{W'(d_\theta)}{d_\theta} \left( \nabla \phi((r, 0)^T) - \nabla \phi((s \cos \theta, s \sin \theta)^T) \right) \cdot \left( (r, 0)^T - (s \cos \theta, s \sin \theta)^T \right) \, d\theta,
\]

(3.25)

where \( d_\theta \) is defined as (recall the definition of \( z \) in (2.30))

\[
d_\theta = \left|(r, 0)^T - (s \cos \theta, s \sin \theta)^T \right| = \sqrt{r^2 + s^2 - 2rs \cos \theta}, \quad d_\theta^2 = 2rs(z - \cos \theta).
\]

(3.26)

The radially-symmetric function \( \phi \) can be written as

\[
\phi(r) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln \left|(r, 0)^T - \epsilon(\cos \theta, \sin \theta)^T \right| \, d\theta = \frac{1}{4\pi} \int_{-\pi}^{\pi} \ln \left(r - \epsilon \cos \theta \right)^2 + (\epsilon \sin \theta)^2 \right| \, d\theta.
\]

(3.27)

Then

\[
\nabla \phi(x) = \frac{x}{r} \cdot \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{r - \epsilon \cos \theta}{(r - \epsilon \cos \theta)^2 + (\epsilon \sin \theta)^2} \, d\theta = \frac{x}{r^2} \eta(\frac{\epsilon}{r}),
\]

(3.28)

where \( \eta(\epsilon) \) is defined in (3.1). Then we write

\[
\left( \nabla \phi((r, 0)^T) - \nabla \phi((s \cos \theta, s \sin \theta)^T) \right) \cdot \left( (r, 0)^T - (s \cos \theta, s \sin \theta)^T \right)
= \left( \eta(\frac{\epsilon}{r}) - \eta(\frac{\epsilon}{s}) \right) \cdot \left( (r, 0)^T - (s \cos \theta, s \sin \theta)^T \right)
= 2 - \left( \frac{r}{s} + \frac{s}{r} \right) \cos \theta + \frac{1}{s} \left( \eta(\frac{\epsilon}{s}) - 1 \right)(r - s \cos \theta) + \frac{1}{s} \left( \eta(\frac{\epsilon}{s}) - 1 \right)(s - r \cos \theta).
\]

(3.29)
Therefore $F$ can be written as

$$F(r, s) = 2 \int_{-\pi}^{\pi} W'(d\theta) \cdot (1 - z \cos \theta) \, d\theta$$

$$+ \int_{-\pi}^{\pi} W'(d\theta) \cdot \left[ \frac{1}{r} \left( \eta\left(\frac{z}{r}\right) - 1\right) (r - s \cos \theta) + \frac{1}{s} \left( \eta\left(\frac{s}{z}\right) - 1\right) (s - r \cos \theta) \right] \, d\theta$$

$$= 2M + I,$$  

(3.30)

where $z$ is defined in (2.30).

**STEP 3**: the case $r \geq C_1 s$, where $C_1$ is large, to be determined. In this case we have $z \geq r/(2s) \geq C_1/2$.

By (3.26), we further write

$$W'(d\theta) = w(z - \cos \theta), \quad w(u) := \frac{W'(\sqrt{2rsu})}{\sqrt{2rsu}}.$$  

(3.31)

Notice that (2.1) implies

$$w'(u) = \frac{W''(\sqrt{2rsu})}{\sqrt{2rsu}} \cdot \sqrt{\frac{2rs}{u}} - \frac{W'(\sqrt{2rsu})}{\sqrt{2rsu}} \frac{1}{\sqrt{2u}}$$

$$\geq - \frac{\alpha}{\sqrt{2rsu}} \cdot \sqrt{\frac{2rs}{u}} - \frac{W'(\sqrt{2rsu})}{\sqrt{2rsu}} \frac{1}{\sqrt{2u}}$$

$$= - \beta \frac{w(u)}{u}$$

(3.32)

where $\beta$ is defined in (2.30), and similarly

$$w'(u) \leq \frac{A - 1}{2} \cdot \frac{w(u)}{u}.$$  

(3.33)

Integrating these differential inequalities in $u$, we see that for any $u > 0$,

$$w(z) \exp(-\beta \cdot \frac{1}{z} \cdot u) \leq w(z + u) \leq w(z) \exp(\frac{A - 1}{2} \cdot \frac{1}{z} \cdot u).$$

(3.34)

Therefore we proved the case $u \geq 0$ of

$$\left| \frac{w(z + u)}{w(z)} - 1 \right| \leq \exp(\frac{A}{z} u) - 1 \leq \frac{2A}{z}, \quad \forall |u| \leq 1,$$  

(3.35)

by assuming $A > \alpha$ without loss of generality, and $z \geq C_1/2$ large enough. The case $u < 0$ can be proved similarly.

**STEP 3-1**: estimate $M$. 
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Using (3.32) and (3.35), the term $M$ in (3.30) is estimated by

$$
M = \int_{-\pi}^{\pi} w(z - \cos \theta)(1 - z \cos \theta) d\theta \\
= \int_{-\pi}^{\pi} w(z - \cos \theta) d\theta - z \int_{-\pi}^{\pi} w(z - \cos \theta) \cos d\theta \\
= \int_{-\pi}^{\pi} w(z - \cos \theta) d\theta - z \int_{0}^{\pi} (w(z - \cos \theta) - w(z + \cos \theta)) \cos \theta d\theta \\
= \int_{-\pi}^{\pi} w(z - \cos \theta) d\theta - 2z \int_{0}^{\pi/2} (w(z - \cos \theta) - w(z + \cos \theta)) \cos \theta d\theta \\
= \int_{-\pi}^{\pi} w(z - \cos \theta) d\theta + 2z \int_{0}^{\pi/2} \int_{-\cos \theta}^{\cos \theta} w'(z + u) du \cos \theta d\theta \\
\geq \int_{-\pi}^{\pi} w(z - \cos \theta) d\theta + 2\beta z \int_{0}^{\pi/2} \int_{-\cos \theta}^{\cos \theta} \frac{w(z + u)}{z + u} du \cos \theta d\theta \\
\geq 2\pi(1 - \frac{2A}{z})w(z) - \pi \beta \cdot (1 + \frac{1}{z - 1}) \cdot (1 + \frac{2A}{z})w(z) \\
\geq cw(z),
$$

by taking $z \geq C_1/2$ large, since $\beta < 2$. See Figure 3 for illustration. Now $C_1$ is chosen so that the above estimate holds.

**STEP 3-2:** estimate $I$. 

---

Figure 3: The case $r \geq C_1s$. In the third equality of (3.36), the cancellation between $\theta$ and $\theta + \pi$ is used, as shown in the two arrows in the picture. This originates from the term $\nabla \phi((s \cos \theta, s \sin \theta)^T \cdot ((r, 0)^T - (s \cos \theta, s \sin \theta)^T)$ in (3.29), which is the inner product between an arrow and its corresponding dashed segment.
To estimate the term $I$ in (3.30), we notice that

$$\frac{1}{r} \left( \eta_{\frac{r}{r}}(\xi_{\frac{r}{r}}) - 1 \right)(r - s \cos \theta) + \frac{1}{s} \left( \eta_{\frac{s}{s}}(\xi_{\frac{s}{s}}) - 1 \right)(s - r \cos \theta)$$

$$= - \frac{1}{s} \left( \eta_{\frac{s}{s}}(\xi_{\frac{s}{s}}) - 1 \right)r \cos \theta + \left[ \frac{1}{r} \left( \eta_{\frac{r}{r}}(\xi_{\frac{r}{r}}) - 1 \right)(r - s \cos \theta) + \left( \eta_{\frac{s}{s}}(\xi_{\frac{s}{s}}) - 1 \right) \right].$$

By (3.2), the coefficient in front of $\cos \theta$ can be estimated by

$$\left| \frac{1}{s} \left( \eta_{\frac{s}{s}}(\xi_{\frac{s}{s}}) - 1 \right)r \right| \leq C\frac{\epsilon s^2 r}{s} \leq C\epsilon^2 z,$$

(3.38)

(3.38)

since $s \geq 1$, and the rest can be estimated by

$$\left| \frac{1}{r} \left( \eta_{\frac{r}{r}}(\xi_{\frac{r}{r}}) - 1 \right)(r - s \cos \theta) + \left( \eta_{\frac{s}{s}}(\xi_{\frac{s}{s}}) - 1 \right) \right| \leq C\epsilon^2,$$

(3.39)

(3.39)

since $r > s \geq 1$.

Notice that, first, as in the estimate of $M$,

$$\left| \int_{-\pi}^{\pi} w(z - \cos \theta) \cos \theta \, d\theta \right| \leq C\frac{w(z)}{z},$$

(3.40)

Next, by (3.35),

$$\int_{-\pi}^{\pi} w(z - \cos \theta) \, d\theta \leq Cw(z).$$

(3.41)

Therefore

$$|I| \leq C\epsilon^2 w(z),$$

(3.42)

and it can be absorbed by $M$ (see (3.36)) if $\epsilon$ is small enough. Therefore the proof of the case $r \geq C_1 s$ is finished.

**STEP 4:** the case $r < C_1 s$. In this case $z = \frac{1}{2} \left( \frac{r}{s} + \frac{s}{r} \right) \leq C_1 = C$ (since $C_1 = C_1(A, \beta)$ is already chosen).

We further write the main term $M$ into two parts, by comparing the potential $W$ with the potential $\frac{\epsilon^{n+1}}{\alpha + 1}$. Define

$$\theta_0 = \cos^{-1} \frac{1}{z} \in (0, \frac{\pi}{2}), \quad a_0 = W'(d_{\theta_0})d_{\theta_0}^{-\alpha}.$$ 

(3.43)

(3.43)

See Figure 4 (left) for illustration. Then we write

$$M = a_0 \int_{-\pi}^{\pi} d_{\theta}^{-2\beta} \cdot \left( 2 - \left( \frac{r}{s} + \frac{s}{r} \right) \cos \theta \right) \, d\theta$$

$$+ \int_{-\pi}^{\pi} \left( \frac{W'(d_{\theta})}{d_{\theta}} - a_0 d_{\theta}^{-2\beta} \right) \cdot \left( 2 - \left( \frac{r}{s} + \frac{s}{r} \right) \cos \theta \right) \, d\theta$$

$$= 2(2r s)^{-\beta} a_0 \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} \cdot (1 - z \cos \theta) \, d\theta$$

$$+ 2 \int_{-\pi}^{\pi} d_{\theta}^{-1} (W'(d_{\theta}) - a_0 d_{\theta}^{-\alpha}) \cdot (1 - z \cos \theta) \, d\theta$$

$$=: 2M_1 + 2M_2.$$ 

(3.44)

(3.44)

Lemma 3.6 implies $M_1 \geq 0$ with a lower bound. Then we estimate the terms $M_2$ and $I$ separately.
Figure 4: Left: the definition of $\theta_0$ separates the sign of the integrand in $M$, as defined in (3.30). Right: comparison with power-law interactions. For $r \leq d_{\theta_0}$, the integrand in $M$ is negative (bad), and $W'(r)$ is smaller than the power-law $a_0r^{-\alpha}$. For $r \geq d_{\theta_0}$, the integrand in $M$ is positive (good), and $W'(r)$ is larger than the power-law $a_0r^{-\alpha}$. When $r$ is even larger ($r \geq d_{\theta_1}$), $W'(r)$ is at least twice as large as $a_0r^{-\alpha}$, and the extra part (blue region) can be used to control $I$.

**STEP 4-1:** positivity of $M_2$.

By the definition of $a_0$, we have

$$W'(d_{\theta_0})d_{\theta_0}^\alpha = a_0. \quad (3.45)$$

By (2.4) and the increasing property of the map $\theta \mapsto d_\theta$ for $\theta \in (0, \pi)$, we have

$$(W'(d_\theta) - a_0d_\theta^{-\alpha}) \cdot (\cos \theta_0 - \cos \theta) \geq 0, \quad \forall \theta \in (-\pi, \pi). \quad (3.46)$$

Notice that $\cos \theta_0 - \cos \theta = \frac{1}{2}(1 - z \cos \theta)$ by (3.43), the definition of $\theta_0$. Therefore the integrand of $M_2$ is non-negative, which implies $M_2 \geq 0$. See Figure 4 (right) for illustration.

**STEP 4-2:** estimate $I$.

Noticing that $s < r \leq Cs$, we give the following estimate for the integrand of $I$:

$$\frac{1}{r} \left( \eta\left( \frac{r}{s} \right) - 1 \right) (r - s \cos \theta) + \frac{1}{s} \left( \eta\left( \frac{r}{s} \right) - 1 \right) (s - r \cos \theta)$$

$$= \frac{1}{r} \left( \eta\left( \frac{r}{s} \right) - 1 \right) (r - s) + \frac{1}{s} \left( \eta\left( \frac{r}{s} \right) - 1 \right) (s - r) + \left[ \frac{s}{r} \left( \eta\left( \frac{r}{s} \right) - 1 \right) + \frac{r}{s} \left( \eta\left( \frac{r}{s} \right) - 1 \right) \right] (1 - \cos \theta)$$

$$= [r - s] \cdot \left[ \frac{1}{r} - \frac{1}{s} \right] \left( \eta\left( \frac{r}{s} \right) - 1 \right) - \frac{1}{s} \left( \eta\left( \frac{r}{s} \right) - \eta\left( \frac{s}{r} \right) \right) \cdot 0 + \frac{s}{r} \left( \eta\left( \frac{r}{s} \right) - 1 \right) - \frac{r}{s} \left( \eta\left( \frac{r}{s} \right) - 1 \right) \right] (1 - \cos \theta)$$

$$\leq |r - s| \cdot \left[ \frac{1}{r} - \frac{1}{s} \right] \left| \eta\left( \frac{r}{s} \right) - 1 \right| + |r - s| \cdot \frac{1}{s} \cdot \left| \eta\left( \frac{r}{s} \right) - \eta\left( \frac{s}{r} \right) \right| + C \epsilon^2 (1 - \cos \theta) \frac{1}{r^2}$$

$$\leq C \epsilon^2 \left[ |r - s|^2 \frac{1}{r^4} + (1 - \cos \theta) \frac{1}{r^2} \right], \quad (3.47)$$

where we used (3.2) for small $\epsilon$. 
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Then notice that
\[ z^2 - 1 = \frac{(r + s)^2}{4r^2 s^2} (r - s)^2 \geq \frac{1}{4r^2} (r - s)^2, \tag{3.48} \]
which implies
\[ \frac{z - 1}{z} \geq \frac{1}{4} \frac{1}{r^2} (r - s)^2, \tag{3.49} \]
since \( z \leq C \).

We cut the \( I \) integral into \( |\theta| \leq \theta_1 \) and \( \theta > \theta_1 \), where \( \theta_1 > \theta_0 \) is determined by
\[ \begin{cases} W'(d_{\theta_1})d_{\theta_1}^\alpha = 2a_0, & \text{if there exists } \theta_1 \in (\theta_0, \pi); \\ \pi, & \text{otherwise.} \tag{3.50} \end{cases} \]

In the first case in (3.50), by (3.18), we have
\[ \left( \frac{d\theta}{d_{\theta_0}} \right) \alpha = 2 \frac{W'(d_{\theta_0})}{W'(d_{\theta_1})} \geq 2 \left( \frac{d_{\theta_0}}{d_{\theta_1}} \right)^A, \tag{3.51} \]
which implies
\[ \frac{1 - \frac{1}{z} \cos \theta_1}{1 - \frac{1}{r} \cos \theta_0} = \frac{d_{\theta_1}}{d_{\theta_0}} \geq 1 + c, \quad c = 2^{1/(A+\alpha)} - 1 > 0. \tag{3.52} \]

In the second case in (3.50), we have
\[ \frac{1 - \frac{1}{z} \cos \theta_1}{1 - \frac{1}{z} \cos \theta_0} = \frac{1 + \frac{1}{z}}{1 + \frac{1}{z}} \geq 1 + c, \tag{3.53} \]
since \( z \leq C \). Therefore
\[ 1 - z \cos \theta_1 = 1 - z^2 \left( 1 - \frac{1}{z} \cos \theta_1 \right) \geq 1 - z^2 \left( 1 - (1 + c)(1 - \frac{1}{z} \cos \theta_0) \right) \]
\[ = 1 - z^2 \left( 1 - (1 + c)(1 - \frac{1}{z}) \right) = 1 - z^2 (-c + \frac{1 + c}{z^2}) = c(z^2 - 1) \geq c(z - 1), \tag{3.54} \]
and the same holds when \( \theta_1 \) is replaced by any \( \theta \in [\theta_1, \pi] \).

**Case 1**: \( |\theta| \leq \theta_1 \). In this case \( W'(d_{\theta})d_{\theta}^\alpha \leq 2a_0 \).

\[ \int_{-\theta_1}^{\theta_1} \frac{W'(d_{\theta})}{d_{\theta}^\alpha} \left[ \frac{1}{r} \left( \eta \left( \frac{r}{z} \right) - 1 \right) (r - s \cos \theta) + \frac{1}{s} \left( \eta \left( \frac{s}{z} \right) - 1 \right) (s - r \cos \theta) \right] \right] d\theta \]
\[ \leq C a_0 e^2 \int_{-\pi}^{\pi} d_{\theta}^{\beta} \cdot \left( |r - s|^2 \frac{1}{r^4} + (1 - \cos \theta) \frac{1}{r^2} \right) d\theta \]
\[ = C a_0 e^2 (rs)^{-\beta} \left( \frac{1}{r^2} \cdot \frac{z - 1}{z} \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} d\theta + \frac{1}{r^2} \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} (1 - \cos \theta) d\theta \right). \tag{3.55} \]

by (3.47) and (3.49). To handle the second integral above,
\[ \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} (1 - \cos \theta) d\theta \]
\[ = 2 \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta} 2 \sin^2(\theta/2) d\theta + 2 \int_{\pi/2}^{\pi} (z - \cos \theta)^{-\beta} 2 \sin^2(\theta/2) d\theta \]
\[ \leq 4 \int_{0}^{\pi/2} (z - \cos \theta)^{-\beta} \sin^2 \theta d\theta + C \]
\[ \leq C \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} (1 - z \cos \theta) d\theta, \tag{3.56} \]
where we used (3.7) with \( z \leq C \). Then combined with Lemma 3.6 to handle the first integral on the RHS of (3.55), we obtain

\[
\int_{\theta_1}^{\theta_1} W'(d_\theta) \cdot \left| \frac{1}{r} \left( \eta \left( \frac{r}{s} \right) - 1 \right) (r - s \cos \theta) + \frac{1}{s} \left( \eta \left( \frac{s}{s} \right) - 1 \right) (s - r \cos \theta) \right| \, d\theta \\
\leq C a_0 \epsilon^2 (rs)^{-\beta} \frac{1}{r^{2\beta}} \int_{-\pi}^{\pi} (z - \cos \theta)^{-\beta} (1 - z \cos \theta) \, d\theta \leq C \epsilon^2 M_1, \tag{3.57}
\]

using \( r \geq 1 \).

Case 2: \(|\theta| > \theta_1\). The integral \( I \) with \(|\theta| > \theta_1\) is empty if \( \theta_1 = \pi \). Therefore we only need to consider the first case in (3.50).

We notice that for \(|\theta| > \theta_1\), (3.50) implies that

\[
W'(d_\theta) \geq \frac{1}{2} \left( \frac{W'(d_\theta)}{d_\theta} - a_0 d_\theta^{-2\beta} \right), \tag{3.58}
\]

and (3.54) with (3.49) implies that

\[
|r - s|^2 \leq Cr^2(1 - z \cos \theta), \quad z - 1 \leq C(1 - z \cos \theta). \tag{3.59}
\]

Therefore

\[
\int_{\theta_1 \leq |\theta| \leq \pi} W'(d_\theta) \cdot \left| \frac{1}{r} \left( \eta \left( \frac{r}{s} \right) - 1 \right) (r - s \cos \theta) + \frac{1}{s} \left( \eta \left( \frac{s}{s} \right) - 1 \right) (s - r \cos \theta) \right| \, d\theta \\
\leq C \epsilon^2 \int_{\theta_1 \leq |\theta| \leq \pi} \left( \frac{W'(d_\theta)}{d_\theta} - a_0 d_\theta^{-2\beta} \right) \cdot \left( |r - s|^2 \frac{1}{r^{2\beta}} + (1 - \cos \theta) \frac{1}{r^\beta} \right) \, d\theta \\
\leq C \epsilon^2 \frac{1}{r^2} \int_{\theta_1 \leq |\theta| \leq \pi} \left( \frac{W'(d_\theta)}{d_\theta} - a_0 d_\theta^{-2\beta} \right) \cdot (1 - z \cos \theta) \, d\theta \\
\leq C \epsilon^2 M_2, \tag{3.60}
\]

using \( r \geq 1 \) and the fact that the integrand in \( M_2 \), being the same as the last integrand, is nonnegative.

Finally, by choosing \( \epsilon \) small enough, we can absorb the integral \( I \) with \(|\theta| \leq \theta_1\) and \(|\theta| > \theta_1\) by \( M_1 \) and \( M_2 \) respectively, and therefore the proof of the case \( r < C_1 s \) is finished.

\[\square\]

4 Some lemmas

In this section we give some lemmas which will be used in the proof of Theorem 2.4.

4.1 Basic lemmas

From now on, \( \rho(t, \cdot) \) always denotes the solution to (1.1). \( \rho_t(\cdot) \) denotes a curve of density distribution, i.e., a family of density distributions parametrized by \( t \geq 0 \), starting from some given \( \rho = \rho_0 \). \( \rho_t \) may refer to different curves in different contexts.

We first state the following lemma which is a consequence of the 2-Wasserstein gradient flow structure of (1.1).
Lemma 4.1. Let \( \rho_t(x), 0 \leq t \leq t_1, t_1 > 0 \) satisfy \( \rho_0 = \rho_\text{in} \) and
\[
\partial_t \rho_t + \nabla \cdot (\rho_t \mathbf{v}_t) = 0, \tag{4.1}
\]
for some velocity field \( \mathbf{v}_t(x) \) with \( \int |\mathbf{v}_t|^2 \rho_t \, dx < \infty \). Assume
\[
\frac{d}{dt} \bigg|_{t=0} E[\rho_t] < 0. \tag{4.2}
\]
Then the solution \( \rho(t, x) \) to (1.1) satisfies
\[
\frac{d}{dt} \bigg|_{t=0} E[\rho(t, \cdot)] \leq -\left( \frac{d}{dt} E[\rho_t(\cdot)] \right)^2 \int |\mathbf{v}_t|^2 \rho_t \, dx \bigg|_{t=0} \tag{4.3}
\]
This lemma is the multi-dimensional version of Lemma 3.1 of [26], and can be proved in a similar way. Therefore we omit its proof. This lemma says that, as long as we can find a curve \( \rho_t \) which decreases the total energy, with its 2-Wasserstein cost \( \int |\mathbf{v}_t|^2 \rho_t \, dx \) being finite, then we obtain a lower bound for the energy dissipation rate of the solution \( \rho(t, \cdot) \).

The following lemma describes the cost of a CSS-type curve in the 2-Wasserstein sense, when the curve is described by the horizontal movement of the level sets at each level \( h \). It is the multi-dimensional analogue of Lemma 4.6 of [26], and can be proved in a similar way, and we omit its proof.

Lemma 4.2. Let \( \rho_t \) be defined by
\[
\rho_t(x) = \int_0^\infty \left( \chi_{S_0(h)}(x) + \sum_{j \geq 1} \chi_{S_{j,t}(h)}(x) \right) \, dh, \tag{4.4}
\]
where the sets \( S_{j,t}(h), j \geq 1 \) are translations of \( S_{j,0}(h) \) with speed 1:
\[
S_{j,t}(h) = S_{j,0}(h) + t \omega_j(h), \quad \omega_j(h) \in \mathbb{S}^1. \tag{4.5}
\]
Then at \( t = 0 \), \( \rho_t \) satisfies [4.1] with
\[
\mathbf{v}_0(x) = \frac{1}{\rho_0(x)} \int_0^{\rho_0(x)} \sum_{j \geq 1, x \in S_{j,0}} \omega_j(h) \, dh \tag{4.6}
\]
Furthermore, we have the estimate
\[
\int |\mathbf{v}_0|^2 \rho_0 \, dx \leq \int_0^\infty \sum_{j \geq 1} |S_{j,0}(h)| \, dh. \tag{4.7}
\]

The last estimate shows that, if some slices \( S_{j,t}(h), j \geq 1 \) are moving with speed 1 while other slices \( S_0(h) \) are not moving, then the cost of the curve \( \rho_t \) is bounded by the total mass of all moving mass.

The following lemma is a direct consequence of Theorem 1.1 of [19].

Lemma 4.3. The solution \( \rho(t, \cdot) \) to (1.1) satisfies
\[
\|\rho\|_{L^\infty((0,\infty) \times \mathbb{R}^2)} \leq C. \tag{4.8}
\]

Finally we show that the total energy is bounded from below:
Lemma 4.4. There exists $E_- \in \mathbb{R}$ such that

$$E[\rho(t, \cdot)] \geq E_-, \quad \forall t \geq 0. \quad (4.9)$$

Proof. (A2) implies that

$$W(r) = W(1) - \int_r^1 W'(s) \, ds \geq W(1) - C \int_r^1 \frac{1}{s} \, ds = W(1) + C \ln r, \quad \forall 0 < r \leq 1. \quad (4.10)$$

Therefore, for any $t, x$,

$$\int_{|x - y| \leq 1} W(x - y) \rho(t, y) \, dy \geq \min\{W(1), 0\} + C \|\rho\|_{L^\infty} \int_{|x - y| \leq 1} \ln |x - y| \, dy \geq a, \quad (4.11)$$

for some $a \in \mathbb{R}$, independent of $t, x$. Also,

$$\int_{|x - y| > 1} W(x - y) \rho(t, y) \, dy \geq \min\{W(1), 0\}. \quad (4.12)$$

Therefore,

$$I[\rho(t, \cdot)] \geq a + \min\{W(1), 0\}, \quad (4.13)$$

and then the conclusion follows from the positivity of $S[\rho(t, \cdot)]$.

4.2 Lemmas on the force field

In this subsection we give several lemmas, which will be used to quantify the energy change in the CSS curves.

We define the interaction energy between two horizontal ‘slices’ as

$$I_{x_2, y_2}[f, g] := \int \int W(x - y) f(x_1) g(y_1) \, dy_1 \, dx_1, \quad (4.14)$$

as a refined version of the bilinear interaction energy \([1.5]\), where $x = (x_1, x_2)^T$ and $y = (y_1, y_2)^T$, and $f$ and $g$ are functions of one variable.

In this subsection, all $\lambda$ appeared in an inequality denotes a positive lower bound of all possibly used values of $W'$. Therefore, $\lambda$ depends on $W$ and the parameters appeared in the statement. In the applications in later sections, the proper value of $\lambda$ will be made clear in the context.

In fact, all results in this subsection works for all radial attractive potentials and do not require the assumptions (A1)-(A5), except Lemma 4.8 which requires (A2).

Lemma 4.5. Let $\epsilon > 0, z > 0$. Then

$$\frac{d}{dt} \bigg|_{t=0} I_{x_2, y_2}[\chi(-z, z), \delta(\cdot - (\epsilon - t))] \leq 0, \quad (4.15)$$

where $I_{x_2, y_2}$ is defined in \([4.14]\). Furthermore, if $|x_2 - y_2| \leq \epsilon$, then

$$\frac{d}{dt} \bigg|_{t=0} I_{x_2, y_2}[\chi(-z, z), \delta(\cdot - (\epsilon - t))] \leq -\epsilon \lambda \min\{\epsilon, z\}. \quad (4.16)$$
Figure 5: Left: Lemma 4.5, decay of interaction energy when moving a point mass against an interval. This decay may become degenerate when \( c < |x_2 - y_2| \) (blue point), since the movement is horizontal, but the direction of the force may be almost vertical. This is avoided by the condition \( |x_2 - y_2| \leq c \). Right: Lemma 4.6, decay of interaction energy when moving an interval against an interval. The dashed red segment and the colored red segment denote the case of (4.23) and (4.24) respectively.

See Figure 5 (left) for illustration.

Proof. If \( \epsilon > z \), then

\[
\frac{d}{dt} \left|_{t=0} \right. \int_{x_2,y_2}[\chi_{[-z,z]}, \delta(\cdot - (\epsilon - t))] = \frac{d}{dt} \left|_{t=0} \right. \int \int W(x-y)\chi_{[-z,z]}(x_1)\delta(y_1 - (\epsilon - t)) \, dy_1 \, dx_1 \\
= \frac{d}{dt} \left|_{t=0} \right. \int \int W\left((x_1 - (\epsilon - t), x_2 - y_2)^T\right)\chi_{[-z,z]}(x_1) \, dx_1 \\
= \int \nabla W\left((x_1 - \epsilon, x_2 - y_2)^T\right) \cdot \hat{e}_1 \chi_{[-z,z]}(x_1) \, dx_1,
\]

(4.17)

where \( \hat{e}_1 \) denotes the unit vector \((1, 0)^T\). Notice that

\[
\nabla W\left((x_1 - \epsilon, x_2 - y_2)^T\right) \cdot \hat{e}_1 = \frac{W'(\sqrt{(x_1 - \epsilon)^2 + (x_2 - y_2)^2})}{\sqrt{(x_1 - \epsilon)^2 + (x_2 - y_2)^2}} (x_1 - \epsilon).
\]

(4.18)

Therefore the last integrand in (4.17) is always negative, since \( x_1 - \epsilon \leq z - \epsilon < 0 \) by \( \epsilon > z \), and \( W'(r) > 0 \). This proves (4.15) (for the case \( \epsilon > z \)).

Furthermore, if \( |x_2 - y_2| \leq c \), then

\[
\sqrt{(x_1 - \epsilon)^2 + (x_2 - y_2)^2} \leq \sqrt{(x_1 - \epsilon)^2 + (x_1 - \epsilon)^2} = \sqrt{2}|x_1 - \epsilon|, \quad \forall x_1 \leq 0.
\]

(4.19)
Therefore
\[\int W\left((x_1 - c, x_2 - y_2)^T\right) \cdot \tilde{e}_1\chi_{[-z, z]}(x_1) \, dx_1 \leq -\frac{1}{\sqrt{2}} \int_{-z}^0 W'\left(\sqrt{(x_1 - c)^2 + (x_2 - y_2)^2}\right) \, dx_1\]
\[\leq -\frac{1}{\sqrt{2}} \lambda z,\]
which proves (4.16) (for the case \(c > z\)).

If \(c \leq z\), then by symmetry we have
\[
\int W\left((x_1 - c, x_2 - y_2)^T\right) \cdot \tilde{e}_1\chi_{[-z, z]}(x_1) \, dx_1 = \int W\left((x_1 - c, x_2 - y_2)^T\right) \cdot \tilde{e}_1\chi_{[-2c-z, -z]}(x_1) \, dx_1,
\]
and the conclusion is obtained by using a translated version of the case \(c > z\).

\[\square\]

**Lemma 4.6.** Let \(c > 0, z > 0, z' > 0\). Then
\[
\frac{d}{dt}\bigg|_{t=0} T_{x_2, y_2}[\chi_{[-z, z]}, \chi_{[(c-t)-z', (c-t)+z']}] \leq 0.
\]
Furthermore, if \(c > z'\) and \(|x_2 - y_2| \leq c\), then
\[
\frac{d}{dt}\bigg|_{t=0} T_{x_2, y_2}[\chi_{[-z, z]}, \chi_{[(c-t)-z', (c-t)+z']}] \leq -c\lambda \min\{z, c\} z'.
\]
If \(|x_2 - y_2| \leq c - z - z'\), then
\[
\frac{d}{dt}\bigg|_{t=0} T_{x_2, y_2}[\chi_{[-z, z]}, \chi_{[(c-t)-z', (c-t)+z']}] \leq -c\lambda(S, S') \cdot |S| \cdot |S'|,
\]
for any \(S \subset [-z, z]\) and \(S' \subset [c - z', c + z']\), and \(\lambda(S, S')\) denotes a lower bound for all possibly used \(W'\) in the interaction between \((x_1, x_2)\) and \((y_1, y_2)\) with \(x_1 \in S\) and \(y_1 \in S'\).

Notice that the last condition \(|x_2 - y_2| \leq c - z - z'\) says that the horizontal distance between the closest pair of endpoints of the two intervals \(\{x_2\} \times [-z, z]\) and \(\{y_2\} \times [c - z', c + z']\) is at least their vertical distance \(|x_2 - y_2|\). See Figure 5 (right) for illustration.

**Proof.** We first show (4.22). If \(c > z'\), then
\[
\frac{d}{dt}\bigg|_{t=0} T_{x_2, y_2}[\chi_{[-z, z]}, \chi_{[(c-t)-z', (c-t)+z']}] = \int_{c-z'}^{c+z'} \frac{d}{dt}\bigg|_{t=0} T_{x_2, y_2}[\chi_{[-z, z]}, \delta(c - (c_1 - t))] \, dc_1,
\]
with \(c_1 > 0\) always holds. Then (4.22) follows from (4.15). If \(c \leq z'\), then by symmetry we have
\[
\frac{d}{dt}\bigg|_{t=0} T_{x_2, y_2}[\chi_{[-z, z]}, \chi_{[(c-t)-z', (c-t)+z']}] = \frac{d}{dt}\bigg|_{t=0} T_{x_2, y_2}[\chi_{[-z, z]}, \chi_{[z'-c-t, (c-t)+z']}],
\]
and (4.22) follows from the previous case.

To see (4.23), notice that in the case \(c > z'\) and \(|x_2 - y_2| \leq c\), in (4.25) there holds
\[
c_1 \geq |x_2 - y_2|, \quad \forall c \leq c_1 \leq c + z'.
\]
Then applying (4.16) to these \(c_1\) gives (4.23).
To see (4.24), we write
\[
\frac{d}{dt} \bigg|_{t=0} \mathcal{I}_{x_2,y_2} \left[ \chi_{[-z,z]} \cdot \chi_{[(\epsilon-t)-z',(\epsilon-t)+z']} \right] \\
= \int_{\epsilon-z'}^{\epsilon+z'} \frac{d}{dt} \bigg|_{t=0} \mathcal{I}_{x_2,y_2} \left[ \chi_{[-z,z]}, \delta(\cdot - (\epsilon_1 - t)) \right] \, dt_1 \\
= \int_{\epsilon-z'}^{\epsilon+z'} \nabla W \left( (x_1 - \epsilon_1, x_2 - y_2)^T \right) \cdot \epsilon_1 \, dt_1 \, dt_1,
\]
and \(|x_2 - y_2| \leq \epsilon_1 - x_1| always holds, due to the assumption \(|x_2 - y_2| \leq \epsilon - z - z'\). Therefore the integrand above is always negative, and those \((x_1, x_2)\) and \((y_1, y_2)\) with \(x_1 \in S\) and \(y_1 \in S'\) can be estimated in the same way as the proof of Lemma 4.5 to give (4.24).

\[\square\]

**Lemma 4.7.** Potential generated by a disk is attractive:
\[
\int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq R} \, dy \geq c \lambda \min \{R, |x|\}^2,
\]
for any \(x \neq 0\), \(R > 0\).

**Proof.** By radial symmetry, we may assume \(x = (r, 0)^T\), \(r > 0\) without loss of generality. Then \(\frac{x}{|x|} = \epsilon_1\).

Notice that
\[
- \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq R} \, dy \\
= \int_{-R}^{R} \frac{d}{dt} \bigg|_{t=0} \mathcal{I}_{x_2,0} \left[ \chi_{[\sqrt{R^2-x_2^2}, \sqrt{R^2-x_2^2}]} \cdot \delta(\cdot - (r-t)) \right] \, dx_2 \\
\leq -c \lambda \int_{x_2 \in [-R,R], |x_2| \leq r} \min \{r, \sqrt{R^2-x_2^2}\} \, dx_2,
\]
by Lemma 4.5.

For the case \(|x| = r > R\), we have
\[
\int_{x_2 \in [-R,R], |x_2| \leq r} \min \{r, \sqrt{R^2-x_2^2}\} \, dx_2 = \int_{x_2 \in [-R,R]} \sqrt{R^2-x_2^2} \, dx_2 = c \lambda R^2.
\]
For the case \(r \leq R\), we have
\[
\int_{x_2 \in [-R,R], |x_2| \leq r} \min \{r, \sqrt{R^2-x_2^2}\} \, dx_2 = \int_{x_2 \in [-r,r]} \min \{r, \sqrt{R^2-x_2^2}\} \, dx_2 \\
\geq \int_{x_2 \in [-r/2,r/2]} \min \{r, \sqrt{R^2-x_2^2}\} \, dx_2 \geq \int_{x_2 \in [-r/2,r/2]} \frac{1}{2} r \, dx_2 = c \lambda R^2.
\]
\[\square\]

**Lemma 4.8.** Assume (A2). Then the potential generated by a circle is Lipschitz:
\[
\left| \int \nabla W(x - y) \delta(|y| - R) \, dy \right| \leq C,
\]
for any \(x \in \mathbb{R}^2\), \(R > 0\). Furthermore, if \(|x| > R\), then
\[
\int \nabla W(x - y) \delta(|y| - R) \, dy \geq c \lambda R.
\]
Notice that the density distribution $\delta(|y| - R)$ has total mass $2\pi R$.

**Proof.** (4.34) can be proved similarly as the case $r > R$ of Lemma 4.7 and we omit its proof.

By radial symmetry, we may assume $x = (r, 0)^T$, $r > 0$ without loss of generality. Then the vector $\int \nabla W(x - y)\delta(|y| - R)\,dy$ is parallel to $\vec{e}_1$.

Then we compute

\[
\int \nabla W(x - y) \cdot \vec{e}_1 \delta(|y| - R)\,dy
\]

\[
= R \int_{-\pi}^{\pi} \nabla W\left((r - R \cos \theta, -R \sin \theta)^T\right) \cdot \vec{e}_1 \,d\theta
\]

\[
= R \int_{-\pi}^{\pi} W' \left(\sqrt{r^2 - 2rR \cos \theta + R^2}\right) \frac{r - R \cos \theta}{\sqrt{r^2 - 2rR \cos \theta + R^2}} \,d\theta.
\]

By the assumption (A2),

\[
W'(r) \leq C \frac{1}{r}.
\]

If $r > R$, then $r - R \cos \theta > 0$ for any $\theta$. Therefore

\[
\left|R \int_{-\pi}^{\pi} W' \left(\sqrt{r^2 - 2rR \cos \theta + R^2}\right) \frac{r - R \cos \theta}{\sqrt{r^2 - 2rR \cos \theta + R^2}} \,d\theta\right|
\]

\[
= R \int_{-\pi}^{\pi} W' \left(\sqrt{r^2 - 2rR \cos \theta + R^2}\right) \frac{r - R \cos \theta}{\sqrt{r^2 - 2rR \cos \theta + R^2}} \,d\theta
\]

\[
\leq CR \int_{-\pi}^{\pi} \frac{r - R \cos \theta}{r^2 - 2rR \cos \theta + R^2} \,d\theta
\]

\[
= \frac{CR}{r} \eta\left(\frac{R}{r}\right),
\]

where $\eta$ is defined in (3.1). Then the conclusion follows from the uniform bound (3.3).

If $r < R$, then define the reflected point $\tilde{r} = 2R - r$ which satisfies $\tilde{r} > R$. We claim

\[
|r - R \cos \theta| \leq \tilde{r} - R \cos \theta, \quad \sqrt{r^2 - 2rR \cos \theta + R^2} \geq c \sqrt{\tilde{r}^2 - 2\tilde{r}R \cos \theta + R^2}.
\]

The first inequality is clear. To see the second inequality, we separate into the following cases:

- If $|\theta| < 0.1(1 - \frac{1}{R})$, then

\[
\sqrt{r^2 - 2rR \cos \theta + R^2} = \sqrt{(r - R \cos \theta)^2 + (R \sin \theta)^2} \geq R \cos \theta - r
\]

\[
\geq R \left(1 - \frac{0.1^2}{2} \left(1 - \frac{r}{R}\right)^2\right) - r,
\]

and

\[
\sqrt{\tilde{r}^2 - 2\tilde{r}R \cos \theta + R^2} \leq \tilde{r} - R \cos \theta + R |\sin \theta| \leq \tilde{r} - R \left(1 - \frac{0.1^2}{2} \left(1 - \frac{r}{R}\right)^2\right) + 0.1R \left(1 - \frac{r}{R}\right).
\]

Taking quotient gives (with $y := r/R$)

\[
\frac{\sqrt{r^2 - 2rR \cos \theta + R^2}}{\sqrt{\tilde{r}^2 - 2\tilde{r}R \cos \theta + R^2}} \geq \frac{1 - 0.005(1 - y)^2 - y}{2 - y + 1 + 0.005(1 - y)^2 + 1 - y} = \frac{(1 - y)(0.995 + 0.005y)}{(1 - y)(2.005 - 0.005y)} \geq \frac{1}{3}
\]

for any $0 \leq y < 1$.  
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• If $0.1 \left(1 - \frac{R}{R_0}\right) \leq |\theta| \leq \frac{\pi}{2}$, then
\[
\sqrt{r^2 - 2rR \cos \theta + R^2} \geq R|\sin \theta| \geq \frac{2}{\pi}R|\theta|,
\]
and
\[
\sqrt{r^2 - 2\tilde{r}R \cos \theta + R^2} \leq \tilde{r} - R \cos \theta + R|\sin \theta| \leq \tilde{r} - R\left(1 - \frac{\theta^2}{2}\right) + R|\theta|
\leq R - r + 2R|\theta| \leq 10R|\theta| + 2R|\theta| = 12R|\theta|.
\]

• If $|\theta| \geq \frac{\pi}{2}$, then
\[
\frac{1}{2} \cos \theta + R^2 \geq R,
\]
\[
\sqrt{\tilde{r}^2 - 2\tilde{r}R \cos \theta + R^2} \leq \tilde{r} - R \cos \theta + R|\sin \theta| \leq \tilde{r} - R\left(1 - \frac{\theta^2}{2}\right) + R|\theta|
\leq 3R.
\]

This proves (4.38), and the conclusion follows from the previous case $r > R$.

\[\square\]

### 4.3 Consequence of the subcritical condition

We first show that, the subcritical condition $(A5)$ is the key to guarantee that a positive amount of mass will stay near the center:

**Lemma 4.9.** There exists $R_1 > 0$ large, and $c_\rho > 0$, such that
\[
\int_{|x| \leq R_1} \rho(t, x) \, dx \geq c_\rho, \quad \forall t \geq 0.
\]

**Proof.** $(A4)$ implies that for any $t \geq 0$, $\rho(t, \cdot)$ is non-negative, radially-symmetric, and has mass 1. $(A5)$ implies that there exists $R_0 > 0$ large and $\epsilon > 0$ small, such that
\[
E[\rho_{in}] \leq \frac{1}{2}W(R_0) - \epsilon.
\]
Therefore,
\[
E[\rho(t, \cdot)] \leq E[\rho_{in}] \leq \frac{1}{2}W(R_0) - \epsilon,
\]
for all $t \geq 0$.

Suppose on the contrary that for some $t \geq 0,$
\[
\int_{|x| \leq R_1} \rho(t, x) \, dx < c_\rho,
\]
for some large $R_1 > 0$ and small $c_\rho > 0$ to be determined. Then (omitting the dependence on $t$ from now on)
\[
\int_{|x| \geq R_1} \rho(x) \, dx > 1 - c_\rho.
\]
Therefore, at fixed $x = (r, 0)^T$ with $r > R_1/2$, the potential generated by $\rho$ can be written as (with $d_\theta$ as defined in (3.26))
\[
\int W(x - y) \rho(y) \, dy = \int_{0}^{\infty} \int_{-\pi}^{\pi} W(d_\theta) \, d\theta \rho(s) \, ds
\]
\[
= \iint_{\{0, \infty\} \times [-\pi, \pi]} \left(\{0, \infty\} \times [0, \theta_0]\right) \cup \left([r - R_0, r + R_0] \times [-\theta_0, \theta_0]\right) W(d_\theta) \, d\theta \rho(s) \, ds
\]
\[
+ \iint_{[r - R_0, r + R_0] \times [-\theta_0, \theta_0]} W(d_\theta) \, d\theta \rho(s) \, ds,
\]
Figure 6: The decomposition \((4.50)\). The blue region corresponds to the last term, which contains every point with \(d_\theta < R_0\).

where
\[
\theta_0 = \theta_0(r) = \frac{2R_0}{r},
\]
(4.51)
is small by taking \(r > \mathcal{R}_1/2\) large. See Figure 6 for illustration.

**STEP 1:** estimate the first term on the RHS of \((4.50)\).

We first claim that for any \((s, \theta) \in \left([0, \infty) \times [-\pi, \pi]\right) \setminus \left([r - \mathcal{R}_0, r + \mathcal{R}_0] \times [-\theta_0, \theta_0]\right)\), we have
\[
d_\theta \geq R_0.
\]
(4.52)
In fact, if \(|s - r| > \mathcal{R}_0\), then either \(|r - s \cos \theta| > \mathcal{R}_0\) or \(|s - r \cos \theta| > \mathcal{R}_0\) (depending on whether \(r > s\) or \(s > r\)). Thus (4.52) follows by noticing
\[
d_\theta = \sqrt{(r - s \cos \theta)^2 + (s \sin \theta)^2} = \sqrt{(s - r \cos \theta)^2 + (r \sin \theta)^2}.
\]
(4.53)
If \(|\theta| > \theta_0\), then (4.52) follows from
\[
|r \sin \theta| \geq r \cdot \frac{2}{\pi} \theta \geq r \cdot \frac{2}{\pi} \cdot \frac{2R_0}{r} \geq \mathcal{R}_0.
\]
(4.54)
Therefore
\[
\iint_{(0, \infty) \times [-\pi, \pi]} \left( \mathcal{W}(d_\theta) \right) W(d\theta) \, \mathrm{d}\theta \rho(s) \, \mathrm{d}s
\]
\[
\geq W(R_0) \iint_{(0, \infty) \times [-\pi, \pi]} \left( \mathcal{W}(d_\theta) \right) \mathrm{d}\theta \rho(s) \, \mathrm{d}s
\]
\[
= W(R_0) \left( 1 - \iint_{[r-R_0,R_0] \times [-\theta_0,\theta_0]} \mathrm{d}\theta \rho(s) \, \mathrm{d}s \right)
\]
\[
= W(R_0) \left( 1 - 2\theta_0 \int_{[r-R_0,R_0]} s \rho(s) \, \mathrm{d}s \right)
\]
\[
\geq W(R_0) \left( 1 - \frac{\theta_0}{\pi} \iint_{(0, \infty) \times [-\pi, \pi]} \mathrm{d}\theta \rho(s) \, \mathrm{d}s \right)
\]
\[
= W(R_0) \left( 1 - \frac{\theta_0}{\pi} \right).
\]

**STEP 2:** estimate the second term on the RHS of (4.50).

First notice that
\[
|s - r \cos \theta| \leq |s - r| + r(1 - \cos \theta) \leq R_0 + r \cdot \frac{\theta_0^2}{2} = R_0 + r \cdot \frac{2R_0^2}{r^2} \leq 2R_0,
\]
if \( r > R_1/2 \) is large enough. It follows that
\[
d_\theta = \sqrt{(s - r \cos \theta)^2 + (r \sin \theta)^2} \leq |s - r \cos \theta| + r|\theta_0| \leq 4R_0.
\]

Then, notice that (A2) implies that, for any \( 0 < u \leq 4R_0 \),
\[
W(u) = W(4R_0) - \int_u^{4R_0} W'(u_1) \, \mathrm{d}u_1 \geq W(4R_0) - C \int_u^{4R_0} \frac{1}{u_1} \, \mathrm{d}u_1
\]
\[
= \left( W(4R_0) - C \ln(4R_0) \right) + C \ln u =: A + C \ln u,
\]
(where \( A \) may be positive or negative). Therefore
\[
\iint_{[r-R_0,R_0] \times [-\theta_0,\theta_0]} W(d_\theta) \, \mathrm{d}\theta \rho(s) \, \mathrm{d}s
\]
\[
\geq A\int_{[r-R_0,R_0] \times [-\theta_0,\theta_0]} \mathrm{d}\theta \rho(s) \, \mathrm{d}s + C\int_{[r-R_0,R_0] \times [-\theta_0,\theta_0]} \ln d_\theta \, \mathrm{d}\theta \rho(s) \, \mathrm{d}s.
\]

As in (4.55), we have \( \iint_{[r-R_0,R_0] \times [-\theta_0,\theta_0]} \mathrm{d}\theta \rho(s) \, \mathrm{d}s \leq \frac{\theta_0}{\pi} \). To estimate the other term,
\[
\int_{-\theta_0}^{\theta_0} \ln d_\theta \, \mathrm{d}\theta = \frac{1}{2} \int_{-\theta_0}^{\theta_0} \ln \left( (s - r \cos \theta)^2 + (r \sin \theta)^2 \right) \, \mathrm{d}\theta
\]
\[
\geq \int_{-\theta_0}^{\theta_0} \ln |r \sin \theta| \, \mathrm{d}\theta \geq 2\theta_0 \ln \frac{2r}{\pi} + 2 \int_{\theta_0}^{\theta_0} \ln \theta \, \mathrm{d}\theta = 2\theta_0 \ln \frac{2r}{\pi} + 2(\theta_0 \ln \theta_0 - \theta_0).
\]

Therefore we obtain
\[
\iint_{[r-R_0,R_0] \times [-\theta_0,\theta_0]} W(d_\theta) \, \mathrm{d}\theta \rho(s) \, \mathrm{d}s
\]
\[
\geq - \left| A \right| \cdot \frac{\theta_0}{\pi} + C\left( 2\theta_0 \ln \frac{2r}{\pi} + 2(\theta_0 \ln \theta_0 - \theta_0) \right) \int_{[r-R_0,R_0]} \rho(s) \, \mathrm{d}s
\]
\[
\geq - \left| A \right| \cdot \frac{\theta_0}{\pi} + \min \left\{ C \left( 2\theta_0 \ln \frac{2r}{\pi} + 2(\theta_0 \ln \theta_0 - \theta_0) \right), 0 \right\},
\]
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where the last inequality follows from the fact that the total mass is 1.

**STEP 3:** estimate the potential for small $r$.

For $r = |x| \leq R_1/2$, we have

$$
\int W(x - y) \rho(y) \, dy = \int_{|y| > R_1} W(x - y) \rho(y) \, dy + \int_{|y| \leq R_1} W(x - y) \rho(y) \, dy. \tag{4.62}
$$

The first term is estimated by

$$
\int_{|y| > R_1} W(x - y) \rho(y) \, dy \geq W(R_1/2) \int_{|y| > R_1} \rho(y) \, dy \geq \min\{W(R_1/2), 0\}, \tag{4.63}
$$

since $|x - y| \geq R_1/2$ always holds in this case.

To estimate the second term on the RHS of (4.62), using the $L^\infty$ bound on $\rho$ (from Lemma 4.3 and the increasing property of $W$),

$$
\int_{|y| \leq R_1} W(x - y) \rho(y) \, dy \geq \int_{|y - x| \leq \delta} W(x - y) \|\rho\|_{L^\infty} \, dy \geq \|\rho\|_{L^\infty} \int_{|y| \leq \delta} (A + C \ln |y|) \, dy, \tag{4.64}
$$

using the notation (4.58), where the first inequality is obtained by minimizing among all possible $\rho$ with the same total mass and $L^\infty$ bound, and

$$
\delta = \sqrt{\frac{\int_{|y| \leq R_1} \rho(y) \, dy}{\pi \|\rho\|_{L^\infty}}} \leq \sqrt{\frac{c_\rho}{\pi \|\rho\|_{L^\infty}}}, \tag{4.65}
$$

is determined by $\int_{|y| \leq R_1} \rho(y) \, dy = \int_{|y - x| \leq \delta} \|\rho\|_{L^\infty} \, dy$.

Then notice that

$$
\int_{|y| \leq \delta} \ln |y| \, dy = 2\pi \int_0^\delta s \ln s \, ds = 2\pi (\frac{\delta^2}{2} \ln \delta - \frac{\delta^2}{4}), \tag{4.66}
$$

and we obtain

$$
\int W(x - y) \rho(y) \, dy \geq \min\{W(R_1/2), 0\} - C|A| \cdot \pi \delta^2 + C \cdot 2\pi (\frac{\delta^2}{2} \ln \delta - \frac{\delta^2}{4}). \tag{4.67}
$$

**STEP 4:** choose $R_1$ and $c_\rho$ to finalize.

Steps 1 and 2 imply that for any $|x| > R_1/2$,

$$
\int W(x - y) \rho(y) \, dy \geq W(R_0) \left(1 - \frac{\theta_0}{\pi}\right) + \left( - |A| \cdot \frac{\theta_0}{\pi} + \min \left\{ C \left(2\theta_0 \ln \frac{2r}{\pi} + 2\theta_0 \theta_0 - \theta_0 \right), 0 \right\} \right), \tag{4.68}
$$

By choosing $R_1$ large enough so that $r > R_1/2$ is large and $\theta_0 = 2R_0/r$ is small enough, we can obtain

$$
\int W(x - y) \rho(y) \, dy \geq W(R_0) - \epsilon/2, \quad \forall |x| > R_1/2. \tag{4.69}
$$

For $|x| \leq R_1/2$, from Step 3, by taking $c_\rho$ small,

$$
\int W(x - y) \rho(y) \, dy \geq \min\{W(R_1/2), 0\} - \epsilon, \quad \forall |x| \leq R_1/2, \tag{4.70}
$$

from (4.67) (recall 4.65), the definition of $\delta$, implying that $\delta$ can be made small if $c_\rho$ is small).
Therefore we obtain
\[ 2I[\rho] = \int \int W(x - y) \rho(y) \, dy \rho(x) \, dx \]
\[ = \int_{|x| > R_{1}/2} W(x - y) \rho(y) \, dy \rho(x) \, dx + \int_{|x| \leq R_{1}/2} W(x - y) \rho(y) \, dy \rho(x) \, dx \]
\[ \geq \int_{|x| > R_{1}/2} (W(R_{0}) - \epsilon/2) \rho(x) \, dx + \int_{|x| \leq R_{1}/2} (\min\{W(R_{1}/2), 0\} - \epsilon) \rho(x) \, dx \]
\[ \geq (1 - c_{\rho})(W(R_{0}) - \epsilon/2) + (\min\{W(R_{1}/2), 0\} - \epsilon)c_{\rho} \]
\[ \geq W(R_{0}) - \epsilon/2 - \left(W(R_{0}) + (\epsilon - \min\{W(R_{1}/2), 0\})\right)c_{\rho}. \]  
(4.71)

By further taking \( c_{\rho} \) small, we have
\[ \left|W(R_{0}) + (\epsilon - \min\{W(R_{1}/2), 0\})\right| \leq \frac{\epsilon}{4}, \]  
(4.72)
which contradicts (4.47).

Next we show that the mass near the center guaranteed by Lemma 4.9 provides enough attraction force towards the center, by the following lemma and its corollary:

**Lemma 4.10.** For any \( 0 < \delta < 1 \), there holds
\[ \int \nabla W(x - y) \cdot \frac{x}{|x|} \left(\rho^{*}(y) + \rho_{s}(y)\right) \, dy \]
\[ \geq c\lambda(r + \delta^{-1/2}) \int_{|y| \leq r} \left(\max\{\rho^{*}(y) - \delta, 0\} + \max\{\rho_{s}(y) - \delta, 0\}\right) \, dy - \frac{C\varepsilon^{2}}{r}. \]  
(4.73)

**Proof.** Using the \( h \)-representation (2.37),
\[ \int \nabla W(x - y) \cdot \frac{x}{|x|} \left(\rho^{*}(y) + \rho_{s}(y)\right) \, dy \]
\[ = \int_{0}^{\infty} \left[ \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq R_{0}(h)}(y) \, dy + \sum_{j \text{ flat}} \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq R_{j}(h)}(y) \, dy \right] \, dh \]
\[ = \int_{0}^{\infty} \left[ \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq R_{0}(h)}(y) \, dy + \sum_{j \text{ flat}} \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq R_{j}(h)}(y) \, dy \right] \, dh \]
\[ - \int_{0}^{\infty} \sum_{j \text{ flat}} \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq r_{j}(h)}(y) \, dy \, dh. \]  
(4.74)

In the last expression, the first term is the positive contribution from the potential generated by disks. Notice that by (2.44),
\[ R_{0}(h) \leq Ch^{-1/2}, \quad R_{j}(h) \leq Ch^{-1/2}, \quad \forall j \text{ flat.} \]  
(4.75)
Then Lemma 4.7, applied to those $h \geq \delta$, implies that
\[
\int_0^\infty \left( \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq R_0(h)}(y) \, dy + \sum_{j \text{ flat}} \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq R_j(h)}(y) \, dy \right) \, dh
\]
\[
\geq c \lambda (r + \delta^{-1/2}) \int_0^\infty \left( \min\{R_0(h), r\}^2 + \sum_{j \text{ flat}} \min\{R_j(h), r\}^2 \right) \, dh
\]
\[
\geq c \lambda (r + \delta^{-1/2}) \int_{|y| \leq r} \left( \max\{\rho^*(y) - \delta, 0\} + \max\{\rho_s(y) - \delta, 0\} \right) \, dy.
\]
(4.76)

For the negative contributions in (4.74) from $\{|y| \leq r_j(h)\}$, by (4.33) for $s > r/2$, together with a trivial estimate (which follows from (A2))
\[
\left| \int \nabla W(x - y) \cdot \frac{x}{|x|} \delta(|y| - s) \, dy \right| \leq C \frac{s}{r}, \quad \forall s \leq \frac{r}{2},
\]
we obtain
\[
\left| \int_0^\infty \sum_{j \text{ flat}} \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq r_j(h)}(y) \, dy \right| \, dh
\]
\[
\leq \int_0^\infty \sum_{j \text{ flat}} \int_0^{r_j(h)} \left| \int \nabla W(x - y) \cdot \frac{x}{|x|} \delta(|y| - s) \, dy \right| \, ds \, dh
\]
\[
\leq C \int_0^\infty \sum_{j \text{ flat}} \left( \int_0^{\min\{r_j(h), r/2\}} \frac{s}{r} ds + (r_j(h) - \min\{r_j(h), r/2\}) \right) \, dh
\]
\[
= C \int_0^\infty \sum_{j \text{ flat}} \left( \frac{\min\{r_j(h), r/2\}^2}{2r} + (r_j(h) - \min\{r_j(h), r/2\}) \right) \, dh.
\]
(4.78)

If $r_j(h) \leq r/2$, then the flatness of the interval $I_j$ gives
\[
\frac{\min\{r_j(h), r/2\}^2}{2r} + (r_j(h) - \min\{r_j(h), r/2\}) = \frac{r_j(h)^2}{2r} \leq \frac{C \varepsilon^2}{r} (R_j(h)^2 - r_j(h)^2).
\]
(4.79)
If $r_j(h) > r/2$, then we also have
\[
\frac{\min\{r_j(h), r/2\}^2}{2r} + (r_j(h) - \min\{r_j(h), r/2\}) = \frac{r}{8} + r_j(h) - \frac{r}{2} \leq r_j(h)
\]
\[
\leq \frac{2r_j(h)^2}{r} \leq \frac{C \varepsilon^2}{r} (R_j(h)^2 - r_j(h)^2).
\]
(4.80)

Therefore
\[
\left| \int_0^\infty \sum_{j \text{ flat}} \int \nabla W(x - y) \cdot \frac{x}{|x|} \chi_{|y| \leq r_j(h)}(y) \, dy \right| \, dh
\]
\[
\leq \frac{C \varepsilon^2}{r} \int_0^\infty \sum_{j \text{ flat}} (R_j(h)^2 - r_j(h)^2) \, dh = \frac{C \varepsilon^2}{r} \int \mu_s(y) \, dy \leq \frac{C \varepsilon^2}{r}.
\]
(4.81)

Combining everything together, we have
\[
\int \nabla W(x - y) \cdot \frac{x}{|x|} (\rho^*(y) + \rho_s(y)) \, dy
\]
\[
\geq c \lambda (r + \delta^{-1/2}) \int_{|y| \leq r} \left( \max\{\rho^*(y) - \delta, 0\} + \max\{\rho_s(y) - \delta, 0\} \right) \, dy - \frac{C \varepsilon^2}{r}.
\]
(4.82)
Corollary 4.11. Let \( R_1 \) be large enough such that Lemma 4.9 holds with \( c_\rho > 0 \), and \( R_2 > R_1 \). Let \( \varepsilon = \varepsilon(R_1, R_2, c_\rho) \) be small enough. Then
\[
\int \nabla W(x - y) \cdot \frac{x}{|x|} \left( \rho^*(y) + \rho_\delta(y) + \rho_\varepsilon(y) \chi_{|y| \leq R_1}(y) \right) dy \geq c\lambda(R_2 + CR_1),
\]
for any \( R_1 \leq |x| \leq R_2 \).

Proof. First notice that by (4.34),
\[
\int \nabla W(x - y) \cdot \frac{x}{|x|} \rho_\varepsilon(y) \chi_{|y| \leq R_1}(y) dy = \int_0^{R_1} \int \nabla W(x - y) \cdot \frac{x}{|x|} \delta(|y| - s) dy \rho_\varepsilon(s) ds
\]
\[
\geq c\lambda(R_1 + R_2) \int_0^{R_1} s \rho_\varepsilon(s) ds = c\lambda(R_1 + R_2) \int_{|y| \leq R_1} \rho_\varepsilon(y) dy.
\]
(4.84)

Therefore, by Lemma 4.10, for small \( \delta > 0 \),
\[
\int \nabla W(x - y) \cdot \frac{x}{|x|} \left( \rho^*(y) + \rho_\delta(y) + \rho_\varepsilon(y) \chi_{|y| \leq R_1}(y) \right) dy
\]
\[
\geq c\lambda(R_2 + \delta^{-1/2}) \left[ \int_{|y| \leq R_1} \rho_\varepsilon(y) dy + \int_{|y| \leq R_1} \left( \max\{\rho^*(y) - \delta, 0\} + \max\{\rho_\delta(y) - \delta, 0\} \right) dy \right] - \frac{C\varepsilon^2}{R_1}
\]
\[
\geq c\lambda(R_2 + \delta^{-1/2}) \left[ \int_{|y| \leq R_1} \rho_\varepsilon(y) dy + \int_{|y| \leq R_1} \left( \max\{\rho^*(y) - \delta, 0\} + \max\{\rho_\delta(y) - \delta, 0\} \right) dy \right] - \frac{C\varepsilon^2}{R_1}
\]
\[
\geq c\lambda(R_2 + \delta^{-1/2}) \left[ \int_{|y| \leq R_1} \rho_\varepsilon(y) dy + \int_{|y| \leq R_1} \left( \rho^*(y) + \rho_\delta(y) \right) dy - 2\pi \delta R_1^2 \right] - \frac{C\varepsilon^2}{R_1}
\]
\[
\geq c\lambda(R_2 + \delta^{-1/2})(c_\rho - 2\pi \delta R_1^2) - \frac{C\varepsilon^2}{R_1}.
\]
(4.85)

We choose \( \delta = \frac{c_\rho}{4\pi R_1} \) and then \( \varepsilon \leq c\sqrt{c_\rho \lambda(R_2 + \delta^{-1/2}) R_1} \) and obtain the conclusion.

\[
\square
\]

5 Proof of Theorem 2.4: CSS and local clustering curves

In this section we prove Theorem 2.4. We will prove Proposition 2.5 and Proposition 2.6 using the CSS curves and the local clustering curve, respectively.

Following (2.37), \( \rho(x) \) can be written as
\[
\rho(x) = \int_0^\infty \sum_j \chi_{I_j(h)}(x) dh, \quad \tilde{I}_j(h) := \{ x : |x| \in I_j(h) \}.
\]
(5.1)

Notice that \( \tilde{I}_j(h) \) can be decomposed as
\[
\tilde{I}_j = \tilde{I}^{(1)}_j \cup \tilde{I}^{(2)}_j
\]
\[
:= \{ x : |x_2| < r_j, \sqrt{r_j^2 - x_2^2} \leq |x_1| \leq \sqrt{R_j^2 - x_2^2} \} \cup \{ x : r_j \leq |x_2| \leq R_j, |x_1| \leq \sqrt{R_j^2 - x_2^2} \},
\]
(5.2)
and
\[
\chi_{I_j}(x) = \begin{cases} 
\chi_{\sqrt{r_j^2-x_2^2} \leq x_1 \leq \sqrt{R_j^2-x_2^2}}(x_1), & |x_2| < r_j \\
\chi_{|x_1| \leq \sqrt{R_j^2-x_2^2}}(x_1), & r_j \leq |x_2| \leq R_j
\end{cases}.
\] (5.3)

We will define curves of density distributions \(\rho_t\), starting from \(\rho = \rho(t_0, \cdot)\) as the solution to (1.1) at some time. In particular, the starting distribution \(\rho\) is radially-symmetric, non-negative, having total mass 1, and satisfies the \(L^\infty\) bound (Lemma 4.3).

5.1 CSS1 curve

Define the CSS1 curve \(\rho_t\) (as in [12]) for small \(t > 0\) by
\[
\tilde{I}^{(1)}_{j,t} = \left\{ x : |x_2| < r_j, \sqrt{r_j^2-x_2^2} - t \leq |x_1| \leq \sqrt{R_j^2-x_2^2} - t \right\}, \quad \forall h, \quad \forall j \geq 1,
\] (5.4)
and \(\tilde{I}^{(2)}_j\) stays unmoved. See Figure 2 (left) for illustration.

**Proposition 5.1.** For any \(R_3 > 0\), the CSS1 curve \(\rho_t\) satisfies
\[
\frac{d}{dt} \left|_{t=0} \right. E[\rho_t] \leq -c\varepsilon^2 \lambda(2R_3) \left( \int_{|x| \leq R_3} \mu_1(x) \, dx \right)^2.
\] (5.5)

It is important to notice that this estimate only gives energy dissipation from the sharp part \(\mu_1\), and becomes degenerate when \(\varepsilon\) gets small.

**Proof.** The internal energy \(S[\rho_t]\) is constant in \(t\) because each \(|\tilde{I}_{j,t}|\) is so, and (with the \(r_j^2 - x_2^2\) being too small' issue ignored)
\[
(m-1)S[\rho_t] = \int \rho_t(x)^m \, dx = \int_0^\infty \sum_j |\tilde{I}_{j,t}(h)| mh^{m-1} \, dh.
\] (5.6)

We compute the interaction energy change along \(\rho_t\):
\[
\frac{d}{dt} \left|_{t=0} \right. I[\rho_t] = \frac{1}{2} \int_0^\infty \int_0^\infty \sum_{j,j'} \frac{d}{dt} \left|_{t=0} \right. \mathcal{I}[\chi_{I_{j,t}(h)}, \chi_{I_{j',t}(h')}]. \, dh' \, dh.
\] (5.7)

---

\(^7\)This definition is problematic at those \(x_2\) with \(r_j^2 - x_2^2\) being too small, but this does not affect later estimates since we only care about arbitrarily small \(t > 0\). This issue will be ignored in the rest of this paper.
For fixed $h, h', j, j'$,

\[
\frac{d}{dt}\bigg|_{t=0} \mathcal{I}[X_{I_{j}(h)} X_{I'_{j'}(h')}] = \frac{d}{dt}\bigg|_{t=0} \int \int W(x - y)X_{I_{j}(h)}(x)X_{I'_{j'}(h')}(y) \, dy \, dx
\]

\[
= \frac{d}{dt}\bigg|_{t=0} \int_{r_j \leq |x| \leq R_j} \int_{r_j \leq |y| \leq R_j} \mathcal{I}_{x_2, y_2} [\chi_{|x| \leq \sqrt{R_j^2 - x_2^2}} \chi_{|y| \leq \sqrt{R_j^2 - y_2^2}}] \, dy_2 \, dx_2
\]

\[
+ \frac{d}{dt}\bigg|_{t=0} \int_{|x_2| < r_j} \int_{|y_2| < r_j} \mathcal{I}_{x_2, y_2} [\chi_{\sqrt{r_j^2 - x_2^2} - t \leq |x| \leq \sqrt{r_j^2 - x_2^2} - t'} \chi_{\sqrt{r_j^2 - y_2^2} - t \leq |y| \leq \sqrt{r_j^2 - y_2^2} - t'}] \, dy_2 \, dx_2
\]

\[
+ \frac{d}{dt}\bigg|_{t=0} \int_{|x_2| < r_j} \int_{|y_2| < r_j} \mathcal{I}_{x_2, y_2} [\chi_{\sqrt{r_j^2 - x_2^2} - t \leq |x| \leq \sqrt{r_j^2 - x_2^2} - t'} \chi_{- \sqrt{r_j^2 - y_2^2} + t \leq |y| \leq \sqrt{r_j^2 - y_2^2} + t}] \, dy_2 \, dx_2
\]

+ similar terms,

(5.8)

and 'similar terms' include those with $j, j'$ exchanged, or the signs of $x_1, y_1$ flipped. Notice that in the last expression of (5.8), the first term ($\tilde{I}_j^{(2)}$ with $\tilde{I}_j^{(2)}$) is zero because both intervals in $x_1$ and $y_1$ are not moving. The third term ($\tilde{I}_j^{(1)}$-right with $\tilde{I}_j^{(1)}$-right) is zero because both intervals are moving with the same speed 1 towards left. The second ($\tilde{I}_j^{(1)}$-right with $\tilde{I}_j^{(2)}$) and fourth ($\tilde{I}_j^{(1)}$-right with $\tilde{I}_j^{(1)}$-left) terms are negative, by Lemma 4.6

To give quantitative estimate, we consider the fourth term in the last expression of (5.8), with $I_j(h)$ and $I_{j'}(h')$ being sharp. For fixed $x_2, y_2$ with $|x_2| \leq r_j/2$ and $|y_2| \leq r_{j'}/2$, the horizontal distance between closest endpoints of the two intervals appeared in $\mathcal{I}_{x_2, y_2}$ is

\[
\sqrt{r_j^2 - x_2^2} - \left( - \sqrt{r_{j'}^2 - y_2^2} \right) \geq \frac{\sqrt{3}}{2} (r_j + r_{j'})
\]

(5.9)

Combined with the vertical distance bound $|x_2 - y_2| \leq \frac{1}{2}(r_j + r_{j'})$, we can apply (4.24) with

\[
S = \left[ \sqrt{r_j^2 - x_2^2}, \sqrt{R_j^2 - x_2^2} \right] \cap \left\{ x_1 : x_1^2 + x_2^2 \leq R_3 \right\},
\]

(5.10)

\[
S' = \left[ - \sqrt{R_j^2 - y_2^2}, - \sqrt{r_{j'}^2 - y_2^2} \right] \cap \left\{ y_1 : y_1^2 + y_2^2 \leq R_3 \right\},
\]

and obtain

\[
\frac{d}{dt}\bigg|_{t=0} \mathcal{I}_{x_2, y_2} [\chi_{\sqrt{r_j^2 - x_2^2} - t \leq x_1 \leq \sqrt{r_j^2 - x_2^2} - t'} \chi_{\sqrt{r_{j'}^2 - y_2^2} - t \leq y_1 \leq \sqrt{r_{j'}^2 - y_2^2} - t} - c \lambda(2R_3) \cdot |S| \cdot |S'|]
\]

(5.11)

Now we give a lower bound of $|S|$. If $R_j < R_3$, then $S = \left[ \sqrt{r_j^2 - x_2^2}, \sqrt{R_j^2 - x_2^2} \right]$. Then $|S| \geq R_j - r_j$ for any $|x_2| \leq r_j/2$. Integrating in $|x_2| \leq r_j/2$ gives

\[
\int_{|x_2| \leq r_j/2} |S| \, dx_2 \geq r_j (R_j - r_j) \geq c \varepsilon |\tilde{I}_j|,
\]

(5.12)

where we used $R_j \leq r_j/\varepsilon$ (from the sharpness of $I_j$) and $|\tilde{I}_j| = |\{ x : |x| \in I_j \}| = \pi (R_j^2 - r_j^2) \leq (1 + \frac{1}{2}) \pi (R_j - r_j)r_j$. 37
If $R_j \geq R_3$, then one can replace $R_j$ by $R_3$ and conduct the same estimate, and obtain
\[
\int_{|x_2| \leq r_j/2} |S| \, dx_2 \geq r_j (R_3 - r_j) \geq 1 \geq \alpha |I_j \cap \{|x| \leq R_3\}|,
\] (5.13)
which works for both cases.

Therefore we integrate (5.11) in $|x_2| \leq r_j/2$ and $|y_2| \leq r_j'/2$, and obtain
\[
\frac{d}{dt} \int_{t=0}^{\infty} \int_{|x_2| < r_j} I_{x_2,y_2} \{r_j \sqrt{r_j^2 - x_2^2} - t \leq \sqrt{r_j^2 - x_2^2} - t \leq \sqrt{R_j^2 - y_2^2} + t \leq -\sqrt{r_j^2 - y_2^2} + t\} \, dy_2 \, dx_2
\leq -c\lambda(2R_3) \cdot \varepsilon^2 \cdot |\tilde{I}_j \cap \{|x| \leq R_3\}| \cdot |\tilde{I}_j' \cap \{|x| \leq R_3\}|.
\] (5.14)

Then summing in $j, j'$ and integrating in $h, h'$ gives the conclusion.

\[\square\]

**Proposition 5.2.** For any $R_3 > 0$,
\[
\int_0^\infty \left( \int_{|x| \leq R_3} \mu_4(t, x) \, dx \right)^4 \, dt \leq C \frac{1}{\varepsilon^d \lambda(2R_3)^2}.
\] (5.15)

*Proof.* Lemma 4.2 implies that the cost of the CSS1 curve is bound by 1. Applying Lemma 4.1 to the CSS1 curve with Proposition 5.1, we get
\[
\frac{d}{dt} E[\rho(t, \cdot)] \leq -c\varepsilon^4 \lambda(2R_3)^2 \left( \int_{|x| \leq R_3} \mu_4(t, x) \, dx \right)^4.
\] (5.16)

Integrating in $t \in [0, \infty)$, the conclusion follows from the lower bound of $E$ (Lemma 4.4).

\[\square\]

### 5.2 CSS2 curve

Fix $R_1 \geq 1$ large enough, such that Lemma 4.9 applies.

Fix $R_2 > 4R_1$. If $I_j(h) = [r_j, R_j]$, $j \geq 1$ is sharp and contains $R_2$, then we split $I_j$ into
\[
I_j = I_{(j,1)} \cup I_{(j,2)} := [r_j, R_2] \cup [R_2, R_j].
\] (5.17)

Notice that $I_{(j,1)}$ and $I_{(j,2)}$ are also sharp. In this subsection, all the indices $j$ will refer to this ‘after-split’ version: $(j, 1)$ and $(j, 2)$ are different indices. Under this notation, all sharp intervals $I_j$ does not contain $R_2$ as an interior point.

**Lemma 5.3.** For fixed $I_j = [r_j, R_j] \subset (0, R_2)$ with $\frac{1}{2}(r_j + R_j) > R_1$, there exists a unique $0 < r_j^* \leq r_j$, such that for $|x_2| \leq r_j$,
\[
\frac{1}{2} \left( \sqrt{r_j^2 - x_2^2} + \sqrt{R_j^2 - x_2^2} \right) \in [R_1, R_2] \iff |x_2| \leq r_j^*.
\] (5.18)

For notational convenience, $r_j^*$ will be understood as $-1$ for those $I_j$ with $\frac{1}{2}(r_j + R_j) < R_1$, which agrees with (5.18).

*Proof.* It is clear that $\frac{1}{2} \left( \sqrt{r_j^2 - x_2^2} + \sqrt{R_j^2 - x_2^2} \right) \leq R_2$ always holds. Notice that $x_2 \mapsto \frac{1}{2} \left( \sqrt{r_j^2 - x_2^2} + \sqrt{R_j^2 - x_2^2} \right)$ is a decreasing function on $[0, r_2]$, whose value is $\frac{1}{2}(r_j + R_j) > R_1$ at $x_2 = 0$. Then the conclusion follows.

\[\square\]
Figure 7: The CSS2 curve, applied on a sharp $\tilde{I}_j$, with $R_j \leq R_2$. $r_j^*$ is determined by the condition that the midpoint of a slice $[\sqrt{r_j^2 - x_2^2}, \sqrt{R_j^2 - x_2^2}]$ (the blue curve) is equal to $R_1$. Only the red part (and its symmetric counterparts) are moving (towards the center) in the CSS2 curve.

Define the CSS2 curve $\rho_t$ by

$$\tilde{I}^{(1)}_{j,t} \cap (\mathbb{R} \times \{x_2\}) = \begin{cases} \sqrt{r_j^2 - x_2^2} - t \leq |x_1| \leq \sqrt{R_j^2 - x_2^2} - t, & |x_2| \leq r_j^* \\ \tilde{I}^{(1)}_{j,t} \cap (\mathbb{R} \times \{x_2\}), & \text{otherwise} \end{cases}$$

(5.19)

where $r_j^*$ is given as in Lemma 5.3, and everything else ($j = 0$, $j \geq 1$ flat, or $R_j > R_2$) stays unmoved. This definition does not cause collision of slices at the split point $|x| = R_2$ (i.e., between $I_{(j,1)}$ and $I_{(j,2)}$ in the original notation), because the condition $R_j \leq R_2$ guarantees that any radial interval like $I_{(j,2)}$ does not move. See Figure 7 for illustration.

**Proposition 5.4.** Assume $\varepsilon = \varepsilon(R_1, R_2)$ is small enough. The CSS2 curve $\rho_t$ satisfies

$$\frac{d}{dt} \bigg|_{t=0} E[\rho_t] \leq -\left(c - C \int_{R_2 \leq |y| \leq R_3} \mu_\varepsilon(y) \, dy \right) \cdot \int_{j \geq 1, \text{sharp}, R_j \leq R_2} \int_{|x_2| \leq r_j^*} \left(\sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2}\right) \, dx_2 \, dh,$$

(5.20)

for some large $R_3 = R_3(R_1, R_2)$, where $c$ and $C$ may depend on $R_1$ and $R_2$.

Notice that the last integral in $h$ is exactly the total moving mass (up to a constant multiple). We start by proving the following lemma concerning the area of the moving mass:
Lemma 5.5. Fix $0 < \kappa < 1$. For any $0 < r^*_1 \leq r_1 < R_1$,  
\[
\int_{|x_2| \leq \kappa r^*_1} \left( \sqrt{R_1^2 - x_2^2} - \sqrt{r_1^2 - x_2^2} \right) \, dx_2 \geq c_\kappa \int_{|x_2| \leq r^*_1} \left( \sqrt{R_1^2 - x_2^2} - \sqrt{r_1^2 - x_2^2} \right) \, dx_2. \tag{5.21}
\]

Notice that the constant $c_\kappa$ does not depend on the sharpness $r_1/R_1$.

**Proof.** First notice that  
\[
\sqrt{R_1^2 - x_2^2} - \sqrt{r_1^2 - x_2^2} = \frac{R_1^2 - r_1^2}{\sqrt{R_1^2 - x_2^2} + \sqrt{r_1^2 - x_2^2}},
\]
is an increasing function in $x_2$, for $0 \leq x_2 \leq r_1$. Thus  
\[
\sqrt{R_1^2 - x_2^2} - \sqrt{r_1^2 - x_2^2} \geq R_1 - r_1.
\]

If $r^*_1 \leq R_1/2$, then for any $0 \leq x_2 \leq r^*_1$,  
\[
\sqrt{R_1^2 - x_2^2} - \sqrt{r_1^2 - x_2^2} \leq \sqrt{R_1^2 - \min\{R_1/2, r_1\}^2 + \sqrt{r_1^2 - \min\{R_1/2, r_1\}^2}} \leq C \frac{R_1^2 - r_1^2}{R_1} \leq C(R_1 - r_1).
\]

Then the conclusion follows since the integrand in (5.21) is comparable for all possibly used $x_2$.

If $r^*_1 > R_1/2$, then  
\[
\int_{|x_2| \leq \kappa r^*_1} \left( \sqrt{R_1^2 - x_2^2} - \sqrt{r_1^2 - x_2^2} \right) \, dx_2 \geq 2\kappa r^*_1 (R_1 - r_1) \geq \kappa R_1 (R_1 - r_1),
\]
and  
\[
\int_{|x_2| \leq r^*_1} \left( \sqrt{R_1^2 - x_2^2} - \sqrt{r_1^2 - x_2^2} \right) \, dx_2 \leq C |\{x : r_1 \leq |x| \leq R_1\}| \leq C R_1 (R_1 - r_1).
\]

Then the conclusion follows.

**Proof of Proposition 5.4** Similar to the CSS1 curve, the internal energy $S[\rho_t]$ is constant in $t$.

To estimate the interaction energy change along $\rho_t$,  
\[
\frac{d}{dt} \bigg|_{t=0} T[\rho_t] = \frac{d}{dt} \bigg|_{t=0} T[\rho, \rho_t]
\]
\[
= \frac{d}{dt} \bigg|_{t=0} \int \sum_{j \geq 1, \text{sharp}, R_j \leq R_2} \mathcal{I}[\rho^* - \rho_0(y), \chi_{I_j, \tau(h)}] \, dh
\]
\[
+ \frac{1}{2} \frac{d}{dt} \bigg|_{t=0} \int \sum_{j' \geq 1, \text{sharp}, R_{j'} \leq R_2} \sum_{j \geq 1, \text{sharp}, R_j \leq R_2} \mathcal{I}[\chi_{I_{j', \tau(h')}}, \chi_{I_{j, \tau(h)}}] \, dh \, dh'
\]
\[
+ \frac{d}{dt} \bigg|_{t=0} \int \sum_{j \geq 1, \text{sharp}, R_j \leq R_2} \mathcal{I}[\mu_0(y) \chi_{|y| \geq R_2} \chi_{I_{j, \tau(h)}}, \chi_{I_{j, \tau(h)}}] \, dh,
\]
\]
where the symmetry between $(h, j)$ and $(h', j')$ is used in the second term on the RHS. Now we discuss the contribution from the three terms separately.
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**STEP 1**: radially-decreasing and flat parts: the first term on the RHS of (5.27), for fixed \((h,j)\).

First notice that this term is possibly nonzero only when

\[(R_j + r_j)/2 \geq R_1, \tag{5.28}\]

since otherwise \(\tilde{I}_{j,t}\) is constant in \(t\).

\[
\frac{d}{dt}
\begin{aligned}
\bigg|_{t=0}
\mathcal{I}[\rho^*(y) + \rho_5(y), \chi_{\tilde{I}_{j,t}}]\n\end{aligned}
\]

\[
= \frac{d}{dt}
\begin{aligned}
\bigg|_{t=0}
\int \int W(x - y)(\rho^*(y) + \rho_5(y)) \ dx \ \cdot \ \chi_{\tilde{I}_{j,t}}(x) \ dx
\end{aligned}
\]

\[
-2 \frac{d}{dt}
\begin{aligned}
\bigg|_{t=0}
\int_{|x_2| \leq r_j^*} \int \int W(x - y)(\rho^*(y) + \rho_5(y)) \ dy \ \cdot \ \chi_{\sqrt{R_j^2 - x_2^2} - t \leq x_1 \leq \sqrt{R_j^2 - x_2^2} - t} \ dx_1 \ dx_2
\end{aligned}
\]

\[
= -2 \int_{|x_2| \leq r_j^*} \int \int \nabla W(x - y) \cdot \vec{e}_1(\rho^*(y) + \rho_5(y)) \ dy \ \cdot \ \chi_{\sqrt{R_j^2 - x_2^2} - t \leq x_1 \leq \sqrt{R_j^2 - x_2^2} - t} \ dx_1 \ dx_2,
\tag{5.29}\]

where the second inequality follows from left-right symmetry. Here the integral domain \(|x_2| \leq r_j^*\) are exactly those moving slices, by (5.19).

Notice that the vector \(\int \nabla W(x - y)(\rho^*(y) + \rho_5(y)) \ dy\) is parallel to \(\frac{x}{|x|}\) by radial symmetry. Combined with Lemma 4.10 we have

\[
\int \nabla W(x - y) \cdot \vec{e}_1(\rho^*(y) + \rho_5(y)) \ dy \geq \left[ c\lambda(r + \delta^{-1/2}) \left( \int_{|y| \leq r} (\rho^*(y) + \rho_5(y)) \ dy - 2\pi\delta r^2 \right) \geq 0 - \frac{C\varepsilon^2}{r} \right] \cdot \frac{x_1}{r}.
\tag{5.30}\]

for any \(\delta > 0\) and \(x_1 > 0\), where we denote \(f_{\geq 0} := \max\{f, 0\}\) for any quantity \(f\). Therefore

\[
\frac{d}{dt}
\begin{aligned}
\bigg|_{t=0}
\mathcal{I}[\rho^*(y) + \rho_5(y), \chi_{\tilde{I}_{j,t}}]\n\end{aligned}
\]

\[
\leq - c\lambda(R_2 + \delta^{-1/2}) \int_{|x_2| \leq r_j^*} \int_{\sqrt{R_j^2 - x_2^2}} \left( \int_{|y| \leq r} (\rho^*(y) + \rho_5(y)) \ dy - 2\pi\delta r^2 \right) \geq 0 \cdot \frac{x_1}{r} \ dx_1 \ dx_2
\]

\[
+ C\varepsilon^2 \int_{|x_2| \leq r_j^*} \int_{\sqrt{R_j^2 - x_2^2}} \frac{x_1}{r^2} \ dx_1 \ dx_2.
\tag{5.31}\]

Notice that for \(|x_2| \leq r_j/2\),

\[
x_1 \geq \sqrt{r_j^2 - (r_j/2)^2} = \frac{\sqrt{3}}{2} r_j \quad \Rightarrow \quad \frac{x_1}{r} = \frac{x_1}{\sqrt{x_1^2 + x_2^2}} \geq c.
\tag{5.32}\]
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Therefore, the first term on the RHS of (5.31) can be estimated by
\[
\int_{|x_2| \leq r_j^*} \int_{\sqrt{r_j^2 - x_2^2}}^\infty \left( \int_{|y| \leq r} (\rho^*(y) + \rho_y(y)) \, dy \right) - 2\pi \delta r^2 \geq 0 \cdot \frac{x_1}{r} \, dx_1 \, dx_2
\]
\[
\geq c \int_{|x_2| \leq r_j^*/2} \int_{\sqrt{r_j^2 - x_2^2}}^{(\sqrt{r_j^2 - x_2^2} + \sqrt{R_j^2 - x_2^2})/2} \left( \int_{|y| \leq r} (\rho^*(y) + \rho_y(y)) \, dy \right) - 2\pi \delta R_j^2 \geq 0 \, dx_1 \, dx_2
\]
\[
\geq c \left( \int_{|y| \leq R_1} (\rho^*(y) + \rho_y(y)) \, dy \right) \cdot \int_{|x_2| \leq r_j^*/2} \left( \sqrt{R_j^2 - x_2^2} - \frac{r_j^2 - x_2^2}{2} \right) \, dx_2
\]
\[
\geq c \left( \int_{|y| \leq R_1} (\rho^*(y) + \rho_y(y)) \, dy \right) - 2\pi \delta R_j^2 \int_{|x_2| \leq r_j^*/2} \left( \sqrt{R_j^2 - x_2^2} - \frac{r_j^2 - x_2^2}{2} \right) \, dx_2,
\]
using \( r_j^* \leq r_j \) in the first inequality, \( r \geq \left( \sqrt{r_j^2 - x_2^2} + \sqrt{R_j^2 - x_2^2} \right) / 2 \geq R_1 \) and \( r \leq R_2 \) in the second inequality, and Lemma 5.5 (with \( \kappa = 1/2 \)) in the last inequality. The second term on the RHS of (5.31) can be estimated by
\[
e^2 \int_{|x_2| \leq r_j^*} \int_{\sqrt{r_j^2 - x_2^2}}^\infty \frac{x_1}{r^2} \, dx_1 \, dx_2
\]
\[
\leq e \int_{|x_2| \leq r_j^*} \int_{\sqrt{r_j^2 - x_2^2}}^{1/r} \frac{1}{r} \, dx_1 \, dx_2
\]
\[
\leq e \frac{1}{r_j} \int_{|x_2| \leq r_j^*} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) \, dx_2
\]
\[
\leq e R_1 \int_{|x_2| \leq r_j^*} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) \, dx_2,
\]
where the last inequality uses the flatness of \( I_j \), and \( R_j \geq R_1 \) (from (5.28)).

**STEP 2:** sharp parts inside \( R_2 \): the second term on the RHS of (5.27), for fixed \((h, j)\) and \((h', j')\).

Similar to the CSS1 analysis,
\[
\frac{d}{dt} \bigg|_t=0 \mathcal{I}[\chi_{I_{t^0}(h)} \cdot \chi_{I_{t^0}(h')}]
\]
\[
= \frac{d}{dt} \bigg|_t=0 \int_{|x_2| < r_j^*} \int_{r_j^*}^{y_2} \chi \sqrt{r_j^2 - x_2^2 - t} x_1 \, x_1 \, dx_2
\]
\[
+ \frac{d}{dt} \bigg|_t=0 \int_{|x_2| < r_j^*} \int_{y_2^*}^{y_2} \chi \sqrt{r_j^2 - x_2^2 - t} x_1 \, x_1 \, dx_2
\]
\[
+ \frac{d}{dt} \bigg|_t=0 \int_{|x_2| < r_j^*} \int_{r_j^*}^{y_2} \chi \sqrt{r_j^2 - x_2^2 - t} x_1 \, x_1 \, dx_2
\]
\[
+ \frac{d}{dt} \bigg|_t=0 \int_{|x_2| < r_j^*} \int_{y_2^*}^{y_2} \chi \sqrt{r_j^2 - x_2^2 - t} x_1 \, x_1 \, dx_2
\]
\[
+ \text{similar terms.}
\]
\[
(5.35)
\]
See Figure 8 for illustration.
Every $I_{x_2,y_2}$ appeared above is non-positive, since the moving (towards left) interval $x_1 \in \left[\sqrt{r_j^2-x_2^2}, \sqrt{R_j^2-x_2^2}\right]$ has center in $[R_1, R_2]$, and the $y_1$ interval either is moving with the same speed (the fourth term, being zero) or has center in $(-\infty, R_1)$, staying or moving towards right.

In the first, third, fifth terms, the $y_1$ intervals has center $c \in (-\infty, 0]$. If $|y_2| \leq R_1/4$ and $|x_2| \leq r_j/4$, then the horizontal difference of interval centers

$$\frac{1}{2} \left( \sqrt{R_j^2-x_2^2} + \sqrt{r_j^2-x_2^2} \right) - c \geq \frac{1}{2} \left( \sqrt{R_j^2-x_2^2} + \sqrt{r_j^2-x_2^2} \right) \geq \max\{ \sqrt{r_j^2-x_2^2}, R_1 \} \geq \max\{ \frac{\sqrt{3}}{2} r_j, R_1 \} \geq \frac{\sqrt{3}}{2} \max\{ r_j, R_1 \},$$

and the vertical difference

$$|x_2-y_2| \leq \frac{1}{4} (R_1 + r_j) \leq \frac{1}{2} \max\{ r_j, R_1 \}. \quad (5.37)$$

Therefore we can apply (4.23) to obtain

$$\left. \frac{d}{dt} \right|_{t=0} I_{x_2,y_2}[\chi_{\sqrt{r_j^2-x_2^2} - t \leq x_1 \leq \sqrt{R_j^2-x_2^2} - t}] \chi_{|y_1| \leq \sqrt{r_j^2-y_2^2}} \leq -c\lambda(2R_2) \cdot \min\left\{ \sqrt{R_j^2-y_2^2}, R_1 \right\} \cdot \left( \sqrt{R_j^2-x_2^2} - \sqrt{r_j^2-x_2^2} \right),$$

for the first term in (5.35), and similar holds for the third and fifth terms. Combining them
together and integrating in \( x_2, y_2 \), we obtain

\[
\frac{d}{dt} \int_{t=0}^{I} [\chi_{I_{j,t}(h)} \cdot \chi_{I_{j,t}(h^*)}]
\leq -c\lambda(2R_2) \cdot \int_{|y_2| \leq R_1/4} \min \left\{ \sqrt{R_j^2 - y_2^2} - \sqrt{\max\{R_j^2 - y_2^2, 0\}}, R_1 \right\} dy_2
\times \int_{|x_2| \leq \min(r_j, r_j/4)} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) dx_2
\leq -c\lambda(2R_2) \cdot |I_{j,t} \cap \{|y_2| \leq R_1/4\}| \cdot \int_{|x_2| \leq r_j} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) dx_2,
\]

(5.39)

by Lemma 5.5 (with \( \kappa = 1/4 \)). Also notice the lower bound

\[
\left| I_{j,t} \cap \{|y_2| \leq R_1/4\} \right| \geq \left| I_{j,t} \cap \{|\sin \theta| \leq R_1/(4R_2)\} \right| \geq c \frac{R_1}{R_2} |I_{j,t}|,
\]

(5.40)

since the radial set \( I_{j,t} \subset \{ y : |y| \leq R_2 \} \).

**STEP 3:** sharp parts outside \( R_2 \): the third term on the RHS of (5.27), for fixed \((h, j)\).

We use Lemma 4.8 to obtain (noticing that \( R_2 \geq 1 \) by assumption)

\[
\left| \int \nabla W(x - y) \mu_t(y) \chi_{|y| \leq R_3} \chi_{I_{j,t}} d\mu \right| \leq C \int_{R_2} \mu_t(r) dr,
\]

(5.41)

where \( R_3 > R_2 \) is to be determined. Also,

\[
\left| \int \nabla W(x - y) \mu_t(y) \chi_{|y| \geq R_3} \chi_{I_{j,t}} dy \right| \leq C \frac{1}{R_3 - R_2} \int \mu_t(y) \chi_{|y| \geq R_3} dy \leq C \frac{1}{R_3 - R_2},
\]

(5.42)

for any \( |x| \leq R_2 \), by (A2), since \( |x - y| \geq R_3 - R_2 \) for the LHS integral.

Therefore, since all the slices in \( I_{j,t} \) are moving at speed at most 1,

\[
\left| \frac{d}{dt} \int_{t=0}^{\bar{I}} [\mu_t(y) \chi_{|y| \geq R_2} \chi_{I_{j,t}}] \right|
\leq C \left( \int_{R_2} \mu_t(r) dr + \frac{1}{R_3 - R_2} \right) \int_{|x_2| \leq r_j} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) dx_2
\leq C \left( \frac{1}{R_2} \int_{R_2 \leq |y| \leq R_3} \mu_t(y) dy \times \frac{1}{R_3 - R_2} \int_{|x_2| \leq r_j} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) dx_2. \right.
\]

(5.43)

Combining the three steps together, summing in \( j \) and integrating in \( h \), we obtain

\[
\left| \frac{d}{dt} \int [\mu_t] \right|
\leq \left[ -c\lambda(R_2 + \delta^{-1/2}) \left( \int_{|y| \leq R_1} (\rho^*(y) + \mu_t(y)) dy - 2\pi \delta R_2^2 \right) + C \varepsilon R_1
\right.
\leq \left. c\lambda(2R_2) \frac{R_1}{R_2} \int_{|y| \leq R_2} \mu_t(y) dy + C \left( \frac{1}{R_2} \int_{R_2 \leq |y| \leq R_3} \mu_t(y) dy + \frac{1}{R_3 - R_2} \right) \right]
\cdot \int_{j \geq 1, \text{sharp}, R_j \leq R_2} \int_{|x_2| \leq r_j} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) dx_2 dh.
\]

(5.44)

Notice that the last integral is exactly the total moving mass (up to a constant multiple). Finally, we choose the parameters \( \delta, \varepsilon, R_3 \). We first notice that

\[
\int_{|y| \leq R_1} (\rho^*(y) + \mu_0(y)) dy \geq \int_{|y| \leq R_1} \mu_t(y) dy \geq \int_{|y| \leq R_1} \rho(y) dy \geq c_\rho,
\]

(5.45)
by Lemma 4.9. Therefore, by choosing $\delta = cR_1R_2^{-3}$ small enough, we may absorb the bad term $2\pi \delta R_2^2$. Then choosing $\varepsilon$ small enough and $\mathcal{R}_3$ large enough, we may absorb the bad terms $C\varepsilon \mathcal{R}_1$ and $C\frac{1}{\mathcal{R}_3 - \mathcal{R}_2}$ respectively. Then the conclusion follows.

\[ \square \]

**Proof of Proposition 2.5.** Define $\mathcal{R}_3$ as in Proposition 5.4. In this proof we omit the dependence of constants on $\mathcal{R}_1, \mathcal{R}_2, \mathcal{R}_3, \varepsilon$ for simplicity. Proposition 5.2 implies that for any $\varepsilon > 0$,

\[ \left| \left\{ t : \int_{|y| \leq \mathcal{R}_3} \mu_2(t, y) \, dy \geq \varepsilon \right\} \right| \leq \frac{C}{\varepsilon^4}. \quad (5.46) \]

Take $\varepsilon$ such that $C\varepsilon \leq c/2$ where $c, C$ are the constants appeared in (5.20). Then, except a set $T \subset [0, \infty)$ with $|T| < \infty$, one has

\[ \frac{d}{dt} \mathcal{E}[\rho(t, \cdot)] = -c \cdot \int_{j \geq 1, \text{sharp}, R_j \leq \mathcal{R}_2} \int_{|x_2| \leq r_j} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) \, dx_2 \, dh, \quad \forall t \notin T, \quad (5.47) \]

by applying Lemma 4.1 with Proposition 5.4 in view of the fact that the cost of the CSS2 curve is controlled by the total moving mass $\int \sum_{j \geq 1, \text{sharp}, R_j \leq \mathcal{R}_2} \int_{|x_2| \leq r_j} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) \, dx_2 \, dh$, by Lemma 4.2.

Notice that for fixed $j \geq 1$, sharp, $R_j \leq \mathcal{R}_2$, if $R_j \geq 4\mathcal{R}_1$, then

\[ \frac{1}{2} \left( \sqrt{R_j^2 - x_2^2} + \sqrt{r_j^2 - x_2^2} \right) \geq \frac{1}{2} \sqrt{R_j^2 - x_2^2} \geq \frac{1}{4} R_j \geq \mathcal{R}_1, \quad (5.48) \]

for any $|x_2| \leq \min\{R_j/2, r_j\}$. Therefore by definition $r_j^* \geq \min\{R_j/2, r_j\} \geq r_j/2$. Therefore

\[ \int_{|x_2| \leq r_j^*} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) \, dx_2 \, dh \geq \int_{|x_2| \leq r_j/2} \left( \sqrt{R_j^2 - x_2^2} - \sqrt{r_j^2 - x_2^2} \right) \, dx_2 \, dh \geq c|I_j|, \quad (5.49) \]

using the sharpness of $I_j$ (the last $c$ depends on $\varepsilon$). Combined with (5.47) and the lower bound of $E$ (Lemma 4.4), we obtain

\[ \int_{t \notin T} \int_{4\mathcal{R}_1 \leq |x| \leq \mathcal{R}_2} \mu_2(t, x) \, dx \, dt \leq C. \quad (5.50) \]

The finiteness of the integral in $t \in T$ follows from the finiteness of $T$ and the uniform $L^\infty$ bound of $\rho$ (Lemma 4.3).

\[ \square \]

**5.3 The local clustering curve**

Fix $\mathcal{R}_1 > 0$ large. Fix $2\mathcal{R}_1 \leq \tilde{\mathcal{R}} \leq 4\mathcal{R}_1$ to be determined. Define the local clustering curve $\rho_t$ by the velocity field

\[ v(x) = -\frac{|x| - \tilde{\mathcal{R}}}{\mathcal{R}_1} \cdot \chi_{\mathcal{R}_1 \leq |x| \leq \mathcal{R}_1} \cdot \frac{x}{|x|}, \quad (5.51) \]

i.e., $\rho_t$ satisfies

\[ \partial_t \rho_t + \nabla \cdot (\rho_t v) = 0, \quad (5.52) \]
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with initial data \(\rho_0 = \rho\). \(\rho_t\) is compressing the mass in \(\{ \tilde{R} \leq |x| \leq 8 R_1 \}\), and we have the lower bound

\[
\nabla \cdot v = \frac{1}{R_1} (-2 + \frac{\tilde{R}}{|x|}) \cdot \chi_{\tilde{R} \leq |x| \leq 8 R_1} (x) + \frac{8 R_1 - \tilde{R}}{R_1} \delta(|x| - 8 R_1) \geq - \frac{2}{R_1} \cdot \chi_{\tilde{R} \leq |x| \leq 8 R_1} (x). \tag{5.53}
\]

which means the compression effect is not too strong.

We recall the lemma of local clustering\(^8\) from [26]:

**Lemma 5.6** (Lemma of local clustering, Lemma 5.1 of [26]). Let \(R > 0\), \(\rho(x)\) be a decreasing non-negative function defined on \([R, 4R]\), and \(m > 1\). Then there exists \(r \in [R, 2R]\) such that

\[
\int_r^{4R} \rho(x)^m \, dx \leq a \int_r^{4R} (x-r) \rho(x) \, dx, \quad a = \frac{C_m}{R} \rho(R)^{m-1}. \tag{5.54}
\]

**Proposition 5.7.** Let \(R_1\) be large enough, and \(\varepsilon = \varepsilon(R_1, c_\rho)\) be small enough. Then there exists \(\tilde{R} \in [2R_1, 4R_1]\), such that the local clustering curve \(\rho_t\) satisfies

\[
\frac{d}{dt} E[\rho_t] \mid_{t=0} = E[\rho, \partial_t | t=0 \rho_t] \leq -c\lambda(C R_1) \cdot \int_{R \leq r \leq 8 R_1} (r - \tilde{R}) \rho(r) \, dr + C \int_{2 R_1 \leq |y| \leq 8 R_1} \mu_2 (y) \, dy, \tag{5.55}
\]

if

\[
\int_{2 R_1 \leq |y| \leq 3} \mu_2 (y) \, dy \leq c\lambda(C R_1), \tag{5.56}
\]

for some large \(R_3 = R_3(R_1)\).

**Proof.** **STEP 1:** estimate the decay of the interaction energy.

\[
\frac{d}{dt} E[\rho_t] = E[\rho, \partial_t | t=0 \rho_t] = \int W(x - y) \rho(x) \, dy \cdot \nabla \cdot (\rho(x) v(x)) \, dx \tag{5.57}
\]

by noticing that \(v(x)\) is zero except the range \(\tilde{R} \leq |x| \leq 8 R_1\). We decompose

\[
\int \nabla W(x - y) \rho(y) \, dy = \int \nabla W(x - y) \left( \rho^*(y) + \mu_1(y) + \mu_2(y) \chi_{|y| \leq \tilde{R}} (y) \right) \, dy + \int \nabla W(x - y) \mu_2(y) \chi_{|y| > \tilde{R}} (y) \, dy. \tag{5.58}
\]

Corollary 4.11 (with \(R_2 = 8R_1\)) shows that, for \(R_1\) large enough, for any \(\tilde{R} \leq |x| \leq 8R_1\),

\[
\int \nabla W(x - y) \cdot \frac{x}{|x|} \left( \rho^*(y) + \rho_1(y) + \rho_2(y) \chi_{|y| \leq R_1} (y) \right) \, dy \geq c\lambda(C R_1), \tag{5.59}
\]

if \(\varepsilon\) is small enough. Next, (5.41) and (5.42), with \(R_2\) replaced by \(\tilde{R} \geq 2R_1\), implies that, for any \(\tilde{R} \leq |x| \leq 8R_1\),

\[
\left| \int \nabla W(x - y) \mu_2(y) \chi_{|y| \leq \tilde{R}} (y) \, dy \right| \leq C \int_{2 R_1}^{R_3} \mu_2(r) \, dr + C \frac{1}{R_3 - 8 R_1}. \tag{5.60}
\]

\(^8\)The original lemma in [26] is stated with \(3R\) in the place of \(4R\), but this current version can be proved in exactly the same way.
Figure 9: The definition of $\rho^{**}$. In $\rho^*(r) + \mu_0(r)$, the right blue region is shifted towards left to obtain $\rho^{**}$. This change may make $\int_{\bar{R} \leq r \leq 8R_1} \rho^{**}(r) \, dr$ smaller than $\int_{\bar{R} \leq r \leq 8R_1} (\rho^*(r) + \mu_0(r)) \, dr$ since some mass is shifted out of the interval $[\bar{R}, 8R_1]$, and this is compensated by the third term in (5.66).

We take $R_3$ large enough so that $C \frac{1}{R_3 - 8R_1} \leq c\lambda(CR_1)/2$, and obtain

$$
\int \nabla W(x - y) \cdot \frac{x}{|x|} \rho(y) \, dy \geq c\lambda(CR_1) - C \int_{2R_1}^{R_3} \mu_0(r) \, dr.
$$

Therefore, under the assumption (5.56), we have

$$
\left. \frac{d}{dt} \right|_{t=0} I[\rho] \leq -c\lambda(CR_1) \int_{\bar{R} \leq |x| \leq 8R_1} \frac{|x| - \bar{R}}{R_1} \rho(x) \, dx \leq -c\lambda(CR_1) \int_{\bar{R} \leq r \leq 8R_1} (r - \bar{R}) \rho(r) \, dr.
$$

**STEP 2**: estimate the increment of the interaction energy.

$$
\left. \frac{d}{dt} \right|_{t=0} S[\rho] = -m \int \rho(x)^{m-1} \nabla \cdot (\rho(x)v(x)) \, dx = m(m-1) \int \rho(x)^{m-1} \nabla \rho(x) \cdot v(x) \, dx
$$

$$
= (m-1) \int \nabla (\rho(x)^m) \cdot v(x) \, dx = -(m-1) \int \rho(x)^m \nabla \cdot v(x) \, dx
$$

$$
\leq \frac{2(m-1)}{R_1} \int_{\bar{R} \leq |x| \leq 8R_1} \rho(x)^m \, dx \leq C \int_{\bar{R} \leq r \leq 8R_1} \rho(r)^m \, dr
$$

$$
\leq C \int_{\bar{R} \leq r \leq 8R_1} (\rho^*(r) + \mu_0(r))^m \, dr + C \int_{2R_1 \leq r \leq 8R_1} \mu_0(r) \, dr,
$$

using (5.53) in the first inequality, and the uniform bound of $\|\rho\|_{L^\infty}$ (from Lemma 4.3) in the last inequality.

To estimate the first term in the last expression above, we define $\rho^{**}(r)$ as the non-increasing rearrangement of $\rho^*(r) + \mu_0(r)$ on $[2R_1, 8R_1]$. See Figure 9 for illustration.
Then the RHS integral in (5.62) can be estimated as

\[
\int_{\mathcal{R} \leq r \leq s \mathcal{R}_1} (r - \mathcal{R}) \rho(r) \, dr \geq \int_{\mathcal{R} \leq r \leq s \mathcal{R}_1} (r - \mathcal{R})(\rho^*(r) + \mu_0(r)) \, dr \\
= \int_{2\mathcal{R}_1 \leq r \leq s \mathcal{R}_1} (r - \mathcal{R})\chi_{\mathcal{R} \leq r \leq s \mathcal{R}_1}(r)(\rho^*(r) + \mu_0(r)) \, dr \\
\geq \int_{2\mathcal{R}_1 \leq r \leq s \mathcal{R}_1} (r - \mathcal{R})\chi_{\mathcal{R} \leq r \leq s \mathcal{R}_1}(r)\rho^{**}(r) \, dr \\
= \int_{\mathcal{R} \leq r \leq s \mathcal{R}_1} (r - \mathcal{R})\rho^{**}(r) \, dr,
\]

since \((r - \mathcal{R})\chi_{\mathcal{R} \leq r \leq s \mathcal{R}_1}(r)\) is increasing on \([2\mathcal{R}_1, 8\mathcal{R}_1]\). Also notice that

\[
\rho^{**}(2\mathcal{R}_1) = \sup_{2\mathcal{R}_1 \leq r \leq s \mathcal{R}_1} (\rho^*(r) + \mu_0(r)) \leq \frac{C}{\mathcal{R}_1^2},
\]

by (2.44).

Now we claim

\[
\int_{\mathcal{R} \leq r \leq s \mathcal{R}_1} (\rho^*(r) + \mu_0(r))^m \, dr \\
\leq C \left( \int_{\mathcal{R} \leq r \leq s \mathcal{R}_1} \rho^{**}(r)^m \, dr + \frac{\rho^{**}(2\mathcal{R}_1)^{m-1}}{\mathcal{R}_1} \int_{\mathcal{R} \leq r \leq s \mathcal{R}_1} (r - \mathcal{R})\rho(r) \, dr \right),
\]

if \(\varepsilon < 1/4\). To see this, we write

\[
(\rho^*(r) + \mu_0(r))\chi_{2\mathcal{R}_1 \leq r \leq s \mathcal{R}_1}(r) = \int_0^\infty \left( \chi_{I_0 \cap [2\mathcal{R}_1, s \mathcal{R}_1]}(r) + \sum_{j \geq 1, \text{flat}} \chi_{I_j \cap [2\mathcal{R}_1, s \mathcal{R}_1]}(r) \right) \, dh. \tag{5.67}
\]

Clearly \(I_0 \cap [2\mathcal{R}_1, 8\mathcal{R}_1]\) stays the same under the non-increasing rearrangement \(\rho^{**}\), see the left blue region in Figure 9. For \(j \geq 1, \text{flat}, \text{if} \ \varepsilon < 1/4, \text{then} \ I_j \text{ cannot be a subset of} \ [2\mathcal{R}_1, 8\mathcal{R}_1]\). We separate into two cases:

- \(2\mathcal{R}_1 \in I_j\). In this case \(I_j \cap [2\mathcal{R}_1, 8\mathcal{R}_1]\) stays the same under the non-increasing rearrangement.
- \(2\mathcal{R}_1 \notin I_j\). In this case \(8\mathcal{R}_1 \in I_j\), and \(I_j \cap [2\mathcal{R}_1, 8\mathcal{R}_1]\) is shifted towards the center by the distance \(\tau_j = r_j - R_{j-1} > 0\), under the non-increasing rearrangement, see the right blue region in Figure 9.

Therefore

\[
\rho^{**}(r) = \int_0^\infty \left( \chi_{I_0 \cap [2\mathcal{R}_1, s \mathcal{R}_1]}(r) + \sum_{j \geq 1, \text{flat}, \ 2\mathcal{R}_1 \in I_j} \chi_{I_j \cap [2\mathcal{R}_1, s \mathcal{R}_1]}(r) \right) \, dh. \tag{5.68}
\]

Notice that for any function \(\psi(r) = \int_0^\infty \chi_{S(h)}(r) \, dh\) with \(S(h) = \{ r : \psi(r) \geq h \}\), one has

\[
\int \psi(r)^m \, dr = \int_0^{\infty} |S(h)| \cdot mh^{m-1} \, dh. \tag{5.69}
\]
Therefore, in (5.67) and (5.68), taking the intersection of every involved interval with $[\hat{R}, 8R_1]$ and integrating in $r$ gives

$$
\int_{\hat{R} \leq r \leq 8R_1} (\rho^*(r) + \mu_s(r))^m \, dr = \int_0^\infty \left( |I_0 \cap [\hat{R}, 8R_1]| + \sum_{j \geq 1, \text{flat}} |I_j \cap [\hat{R}, 8R_1]| \right) \cdot mh^{m-1} \, dh,
$$

and

$$
\int_{\hat{R} \leq r \leq 8R_1} \rho^{**}(r)^m \, dr = \int_0^\infty \left( |I_0 \cap [\hat{R}, 8R_1]| + \sum_{j \geq 1, \text{flat}, 2R_1 \in I_j} |I_j \cap [\hat{R}, 8R_1]| \right)
+ \sum_{j \geq 1, \text{flat}, 2R_1 \notin I_j} |(I_j - \tau_j) \cap [\hat{R}, 8R_1]| \right) \cdot mh^{m-1} \, dh.
$$

Also notice that

$$
\frac{\rho^{**}(2R_1)^{m-1}}{R_1} \int_{\hat{R} \leq r \leq 8R_1} (r - \hat{R}) \rho(r) \, dr \\
\geq \rho^{**}(2R_1)^{m-1} \int_{6R_1 \leq r \leq 8R_1} \rho(r) \, dr \\
\geq \rho^{**}(2R_1)^{m-1} \int_{6R_1 \leq r \leq 8R_1} (\rho^*(r) + \mu_s(r)) \, dr
$$

$$
\geq \int_{6R_1 \leq r \leq 8R_1} (\rho^*(r) + \mu_s(r))^m \, dr
\] = \int_0^\infty \left( |I_0 \cap [6R_1, 8R_1]| + \sum_{j \geq 1, \text{flat}} |I_j \cap [6R_1, 8R_1]| \right) \cdot mh^{m-1} \, dh,
$$

using $\hat{R} \leq 4R_1$ and the equality in (5.65).

Therefore, to show (5.66), the terms with $I_0$ and $I_j$, $j \geq 1$, flat, $2R_1 \in I_j$ in (5.70) can be controlled by (5.71), and it suffices to show that for any $j \geq 1$, flat, $2R_1 \notin I_j$, there holds

$$
|I_j \cap [\hat{R}, 8R_1]| \leq C |I_j \cap [6R_1, 8R_1]|,
$$

and thus controlled by (5.72). In fact, since $8R_1 \in I_j$, we may separate into two cases:

- If $I_j \cap [\hat{R}, 8R_1] \subset [6R_1, 8R_1]$, then (5.73) holds with $C = 1$, since $|I_j \cap [\hat{R}, 8R_1]| \leq |I_j|$ and $|I_j \cap [6R_1, 8R_1]| = |I_j \cap [\hat{R}, 8R_1]|$.

- Otherwise, we have $[6R_1, 8R_1] \subset I_j$ since $8R_1 \in I_j$. Therefore $|I_j \cap [6R_1, 8R_1]| = 2R_1$ and $|I_j \cap [\hat{R}, 8R_1]| \leq 8R_1 - \hat{R} \leq 6R_1$, and thus (5.73) holds with $C = 3$.

Therefore we have proved (5.66).

Now we choose $\hat{R}$ by Lemma 5.6 applied to $\rho^{**}(r)$ on $[2R_1, 8R_1]$, and then

$$
\int_{\hat{R} \leq r \leq 8R_1} \rho^{**}(r)^m \, dr \leq \frac{C}{R_1} \frac{\rho^{**}(2R_1)^{m-1}}{R_1} \int_{\hat{R} \leq r \leq 8R_1} (r - \hat{R}) \rho^{**}(r) \, dr.
$$

Combining with (5.66), we have

$$
\int_{\hat{R} \leq r \leq 8R_1} (\rho^*(r) + \mu_s(r))^m \, dr \leq C \frac{\rho^{**}(2R_1)^{m-1}}{R_1} \int_{\hat{R} \leq r \leq 8R_1} (r - \hat{R}) \rho(r) \, dr.
$$
STEP 3: take $R_1$ large to finalize.

Combining STEP 1 and STEP 2, we have

\[
\frac{d}{dt} \bigg|_{t=0} E[\rho_t] \leq \left( c\lambda(CR_1) - C\rho^*(2R_1)^{m-1} \right) \int_{R \leq r \leq 8R_1} (r - \tilde{R}) \rho(r) \, dr
\]

\[
+ C \int_{2R_1 \leq r \leq 8R_1} \mu_2(r) \, dr,
\]

under the assumption (5.56). By (2.5) (a consequence of (A1)) and (5.65),

\[
\lambda(CR_1) = cR_1^{-\alpha}, \quad \frac{\rho^*(2R_1)^{m-1}}{R_1} \leq CR_1^{-(2m-1)}.
\]

Therefore, with (A3), we can choose $R_1$ large enough, so that $C\rho^*(2R_1)^{m-1} \leq c\lambda(CR_1)/2$, and obtain the conclusion.

Proof of Proposition 2.6. By applying (5.55) to $\rho(t, \cdot)$ (the solution to (1.1)) for any fixed $t \geq 0$ and using (2.5) and Lemma 1.1 we obtain

\[
\frac{d}{dt} E[\rho(t, \cdot)]
\]

\[
\leq \left[ -c_1 R_1^{-\alpha} \int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr + C_1 \int_{2R_1 \leq |y| \leq 8R_1} \mu_2(t, y) \, dy \right]^2,
\]

provided that the quantity inside the bracket is negative, and (5.56) holds, i.e.,

\[
\int_{2R_1 \leq |y| \leq R_3} \mu_2(t, y) \, dy \leq c_2 R_1^{-\alpha}.
\]

Here $\tilde{R}(t)$ is determined by $\rho(t, \cdot)$, satisfying $2R_1 \leq \tilde{R}(t) \leq 4R_1$. The denominator in (5.78) is the cost of the local clustering curve, and $c_1, C_1, c_2$ are constants.

Then we define the sets $T_{1,2,3} \subset [0, \infty)$ as follows:

- $T_1$ contains those $t$ with $\int_{2R_1 \leq |y| \leq 8R_1} \mu_2(t, y) \, dy \geq c_2 R_1^{-\alpha}$. Proposition 2.5 shows that $|T_1| < \infty$. It follows that

\[
\int_{t \in T_1} \int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr \, dt < \infty.
\]

- $T_2$ contains those $t \notin T_1$ with

\[
\int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr \leq \frac{2C_1 R_1^\alpha}{c_1} \int_{2R_1 \leq |y| \leq 8R_1} \mu_2(t, y) \, dy.
\]

It follows that

\[
\int_{t \in T_2} \int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr \, dt \leq \frac{2C_1 R_1^\alpha}{c_1} \int_{t \in T_2} \int_{2R_1 \leq |y| \leq 8R_1} \mu_2(t, y) \, dy \, dt < \infty,
\]

where the second inequality uses Proposition 2.5.
$T_3 = [0, \infty) \setminus (T_1 \cup T_2)$. It then follows that (5.56) holds, and the quantity inside the bracket in (5.78) is less than $-\frac{c_1}{2} \int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr$, and then

$$\frac{d}{dt} E[\rho(t, \cdot)] \leq -cR_1^{-2\alpha} \left[ \int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr \right]^2 \leq -cR_1^{-2\alpha+1} \int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr,$$

(5.83)

for $t \in T_3$, using the fact that $0 \leq r - \tilde{R}(t) \leq CR_1$ for any $\tilde{R}(t) \leq r \leq 8R_1$. Therefore

$$\int_{t \in T_3} \int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr \, dt < \infty. \tag{5.84}$$

Combining the three parts gives

$$\int_0^\infty \int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr \, dt < \infty. \tag{5.85}$$

Then the final conclusion follows, by noticing that

$$\int_{\tilde{R}(t) \leq r \leq 8R_1} (r - \tilde{R}(t)) \rho(t, r) \, dr \geq cR_1 \int_{7R_1 \leq r \leq 8R_1} \rho(t, r) \, dr \geq c \int_{7R_1 \leq |x| \leq 8R_1} \rho(t, x) \, dx, \tag{5.86}$$

since $\tilde{R}(t) \leq 4R_1$.
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