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Abstract Quantum fluid (or hydrodynamic) models provide an attractive alternative for the modeling and simulation of the electron dynamics in nano-scale objects. Compared to more standard approaches, such as density functional theory or phase-space methods based on Wigner functions, fluid models require the solution of a small number of equations in ordinary space, implying a lesser computational cost. They are therefore well suited to study systems composed of a very large number of particles, such as large metallic nano-objects. They can be generalized to include the spin degrees of freedom, as well as semirelativistic effects such as the spin-orbit coupling. Here, we review the basic properties, advantages and limitations of quantum fluid models, and provide some examples of their applications.
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1 Introduction – Fluid models for classical and quantum plasmas

Recent decades have witnessed a remarkable surge of interest for the electronic properties of nano-scale objects, particularly when excited by electromagnetic radiation [11,53,54,78]. This is a very vast domain of research that encompasses
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all sorts of nano-objects (metallic films and nanoparticles, carbon nanotubes, semiconductor quantum dots . . .), new materials like graphene, as well as meta-materials whose structure can be engineered so as to display some particular electromagnetic properties. Potential applications are impressive, and range from high-performance computing (efficient storage and transfer of information), to nanophotonics [62, 67] (optical filters, waveguides), and even to the medical sciences (biomedical tests and sensors) [31, 70].

The electronic response of such systems (often in the out-of-equilibrium and nonlinear regimes) can be assimilated to that of a one-component quantum plasma and may be treated at different levels of approximations. For systems containing many interacting electrons, condensed-matter physicists and quantum chemists have developed various theoretical strategies, such as the time-dependent density functional theory (TDDFT) and time-dependent Hartree-Fock (TDHF) methods. TDDFT and TDHF are wavefunction-based methods, but they can be reformulated in the phase-space language familiar to plasma physicists by making use of Wigner functions. In a recent work [52], we reviewed the use of phase-space methods for applications to condensed matter and nanophysics. The first chapters of that work also discuss some general properties of solid-state plasmas.

Both approaches (wavefunction and phase space) are rather costly in terms of run-time and memory storage, especially for systems containing thousands of electrons. A possible, less costly alternative is provided by fluid models, which can be derived from the corresponding kinetic equations (Wigner for a fully quantum approach, or Vlasov for semiclassical modeling) by taking velocity moments of the distribution function [51]. Although some information is inevitably lost in this procedure, one can expect the fluid approach to be accurate enough to provide key insights on the underlying physical mechanisms, while at the same time remaining affordable in terms of computational cost. Like their classical counterparts, the validity of quantum fluid models is restricted to long wave lengths compared to the interparticle distance [40]. However, they can deal with nonlinear effects (large excitations), quantum effects (tunnelling), Coulomb exchange (an effect related to the Pauli exclusion principle), and electron-electron correlations.

In the fluid approach, the electron dynamics is described by a set of hydrodynamic equations (continuity, momentum balance, energy balance) that include quantum effects via the so-called Bohm potential. A considerable gain in computing time can be expected in comparison to Wigner or TDDFT simulations: indeed, TDDFT methods must solve $N \gg 1$ Schrödinger-like equations, while the phase space approach doubles the number of independent variables (positions and velocities). Hydrodynamic models were used in the past in condensed-matter physics, particularly for semiconductors [63] and, to a lesser extent, metal clusters [9, 22]. More recently, the quantum fluid description has been extended to include another important property of the electron, namely its spin [15]. The resulting fluid equations are much more involved than their spinless counterparts, but may find useful applications, in condensed-matter physics, to the emerging field of spintronics [33], and in plasma physics to the
study of highly polarized electron beams \cite{81,82}. Quantum fluid theory finds further applications to the dense plasmas produced in the interaction of solid targets with intense laser beams \cite{44}, to warm dense matter experiments \cite{23}, to quantum nanoplasmonics \cite{8,18,19,72}, and to compact astrophysical objects such as white dwarf stars \cite{75}.

The purpose of this short review is to present the results on quantum fluid models obtained in our research group at the University of Strasbourg during the last two decades. The bibliography on quantum plasmas has grown immensely during this period and it is hardly possible to do justice to all works on this topic. A recent paper \cite{13} has tried to summarize the status of present quantum fluid theory, as well as the prospects for future developments.

The present work is organized as follows. In section 2 we derive the fluid equations in the simplest case and describe their properties. In section 3 we discuss the range of validity of the fluid approach. In particular, the closure relations are analyzed by comparing the fluid and kinetic dispersion relations in two regimes of interest: fast Langmuir waves and slow ion acoustic waves. Section 4 contains a practical example of application of quantum fluid theory to plasmonic oscillations in a metallic nanoshell. Section 5 generalizes the fluid equations to take into account the electron spin. More advanced semirelativistic effects, such as the spin-orbit coupling, are also considered. In section 6 we discuss a variational formulation of the quantum fluid equations through an appropriate Lagrangian. The variational approach enables us to reduce the full fluid description to a set of a few ordinary differential equations, which can then be solved either analytically or numerically with little computational cost. Some applications to electronic modes in semiconductor quantum wells are also illustrated.

2 Quantum fluid models without spin

For a classical collisionless plasma, the electron dynamics is fully described by a probability distribution in the phase space $f(r,p,t)$, evolving in time according to the Vlasov equation. For a quantum electron gas, the corresponding statistical tool is the density matrix:

$$\rho(r,r') = \sum_{\alpha=1}^{N} p_{\alpha} \Psi_{\alpha}^{*}(r) \Psi_{\alpha}(r'),$$  \hspace{1cm} (1)

where $p_{\alpha}$ is the probability to be in the state $\Psi_{\alpha}$. In order to make contact with classical plasma physics, it is useful to introduce the Wigner distribution function, defined as

$$f(r,p,t) = \frac{1}{(2\pi \hbar)^3} \int d\lambda \exp \left( \frac{i p \cdot \lambda}{\hbar} \right) \rho \left( r + \frac{\lambda}{2}, r - \frac{\lambda}{2}, t \right).$$  \hspace{1cm} (2)
The Wigner function evolves in time according to the following Wigner equation

\[
\frac{\partial f}{\partial t} + \frac{p}{m} \cdot \nabla f = \frac{i e}{\hbar} \left( \frac{1}{(2\pi\hbar)^3} \int d\lambda dp' e^{i(p-p')\cdot\lambda} [V(r_+) - V(r_-)] f(r,p',t) \right),
\]

where \( e > 0 \) and \( m \) are the electron charge and mass respectively, the indices \( \pm \) denote the shifted positions \( r_{\pm} = r \pm \lambda/2 \), and the potential \( V(r,t) \) is either an external potential or a self-consistent potential obtained from Poisson’s equation (or the sum of both).

The Wigner approach allows one to recast the dynamics of a quantum electron gas in the familiar formalism of the classical phase space. But it should not be forgotten that the Wigner function, although real, can take negative values, and is therefore not a true probability distribution like its classical counterpart. Two comprehensive reviews of the Wigner phase-space methods applied to the description of quantum plasmas were published recently in this journal \cite{52,56}, to which we refer the reader for further details.

Fluid, or hydrodynamic, models are usually obtained by taking moments of the relevant phase-space distribution (Vlasov or Wigner). Thus, the \( k \)-th order moment is defined as:

\[
m_k(r,t) \equiv \int f(r,p,t) p \otimes p \cdots \otimes p \, dp,
\]

where the symbol \( \otimes \) denotes the tensor product. Clearly, \( m_k \) is a tensor of rank \( k \). Each moment obeys an evolution equation, which can be interpreted as a conservation law for a given physical quantity (mass, momentum, energy, etc.). The evolution equation for the moment of order \( k \) generally depends on the equation for the moment of order \( k + 1 \), thus forming an infinite hierarchy of equations. Hence, some further assumptions are needed in order to close this infinite system. Here, we will essentially consider two-moment fluid systems, based on the evolution of the electron density \( n(r,t) \) (zeroth order moment):

\[
\int f \, dp = \sum_{\alpha=1}^{N} p_\alpha \Psi^*_\alpha(r,t) \Psi_\alpha(r,t) \equiv n(r,t),
\]

and the electron current \( j(r,t) \) (first order moment):

\[
\int pf \, dp = \frac{i\hbar}{2} \sum_{\alpha=1}^{N} p_\alpha [\Psi^*_\alpha(r,t) \nabla \Psi_\alpha(r,t) - \Psi^*_\alpha(r,t) \nabla \Psi_\alpha(r,t)] \equiv j(r,t).
\]

A generalization of this procedure to higher order moments was also developed \cite{30}.

By integrating the Wigner equation \cite{3} over the momentum variable, we obtain the continuity equation (conservation of mass):

\[
\frac{\partial n}{\partial t} + \nabla \cdot (nu) = 0,
\]
where we used the mean velocity $u(r, t) \equiv j(r, t)/n(r, t)$. Multiplying the Wigner equation by $p$ and integrating yields the evolution equation for the mean velocity (momentum conservation law):

$$\frac{\partial u_i}{\partial t} + u_j(\partial_j u_i) = -\frac{1}{nm} \partial_j P_{ij} + \frac{e}{m} \partial_i V,$$

(8)

where we adopted the Einstein summation convention over repeated indices (this will be used systematically in the rest of this work). Note that Eq. (8) has the same form as the Euler equation in standard hydrodynamics.

The pressure tensor $P_{ij}$ is a second-order moment of the distribution function defined as

$$P_{ij} = \int w_i w_j f dp,$$

(9)

where we separated the mean fluid velocity $u$ from the velocity fluctuations $w \equiv v - u$. To obtain the evolution equation of the pressure tensor, one should take the second order moment of the Wigner equations, which would contain the third-order moment (energy flux), and so on and so forth. As we are aiming at a two-moment fluid model, we should try to obtain some closure relation that allows us to express $P_{ij}$ as a function of the lower order moments $n$ and $u$.

A simple closure can be achieved by writing the pressure tensor in terms of the electronic wave functions. Using Eqs. (2) and (9) and after some algebra, one is able to write the pressure tensor as follows:

$$P_{ij} = \frac{\hbar^2}{4m} \sum_\alpha p_\alpha \left[ (\partial_i \Psi_\alpha^*) (\partial_j \Psi_\alpha) + (\partial_j \Psi_\alpha^*) (\partial_i \Psi_\alpha) - \Psi_\alpha^* [\partial_i (\partial_j \Psi_\alpha)] - \Psi_\alpha [\partial_j (\partial_i \Psi_\alpha^*)] \right]$$

$$+ \frac{\hbar^2}{4mn} \left[ \sum_\alpha p_\alpha [\Psi_\alpha^* (\partial_i \Psi_\alpha) - \Psi_\alpha (\partial_i \Psi_\alpha^*)] [\Psi_\alpha^* (\partial_j \Psi_\alpha) - \Psi_\alpha (\partial_j \Psi_\alpha^*)] \right]^2.$$

(10)

In order to interpret this pressure tensor, we shall use the Madelung decomposition [49]:

$$\Psi_\alpha(r, t) = A_\alpha(r, t) \exp \left( \frac{iS_\alpha(r, t)}{\hbar} \right),$$

(11)

where $A_\alpha(r, t)$ is the amplitude of the wave function and $S_\alpha(r, t)$ its phase, both being real functions.

The individual particle density and velocity for each wave function are defined as:

$$n_\alpha(r, t) = A_\alpha^2(r, t), \quad u_\alpha(r, t) = \frac{1}{m} \nabla S_\alpha(r, t).$$

(12)
The connection with the global fluid variables \(n\) and \(u\), derived from the Wigner approach, is made by taking the statistical average of Eqs. (12), to obtain

\[
    n = \sum_{\alpha=1}^{N} p_{\alpha} n_{\alpha} \quad \text{and} \quad \langle u_\alpha \rangle \equiv u = \frac{1}{n} \sum_{\alpha=1}^{N} p_{\alpha} n_{\alpha} u_{\alpha}.
\]

(13)

Then using, Eqs. (11)-(13), one obtains a simpler form for the pressure tensor:

\[
    P_{ij} = \frac{mn}{2} \left( \langle u_i u_j \rangle - \langle u_i \rangle \langle u_j \rangle \right) + \frac{\hbar^2}{2m} \sum_{\alpha} p_{\alpha} \left[ (\partial_i \sqrt{n_{\alpha}})(\partial_j \sqrt{n_{\alpha}}) - \sqrt{n_{\alpha}} \left( \partial_i \left( \partial_j \sqrt{n_{\alpha}} \right) \right) \right] \equiv P^C_{ij} + P^Q_{ij}.
\]

(14)

The first term of the right-hand side \(P^C_{ij}\) has the form of a velocity dispersion, i.e., the same form as the standard definition of the pressure tensor in an ordinary classical gas. It is a statistical term which disappears for a pure quantum state, i.e., when only one quantum state is occupied in Eq. (1). Hence, we can use our knowledge of classical fluid dynamics to obtain appropriate closures for this “classical” pressure term. For instance, for an isotropic Maxwell-Boltzmann equilibrium at constant temperature \(T_e\) (isothermal transformation), one would have:

\[
    P^C_{ij} = \delta_{ij} P[n], \quad \text{with} \quad P[n] = \frac{nk_B T_e}{5m^{5/3}},
\]

(15)

The above examples are simple instances of equations of state (EOS).

The second term of the right side is proportional to Planck’s constant \(\hbar\), hinting at its quantum origin. Indeed, this quantum pressure term \(P^Q_{ij}\) has no classical counterpart and subsists even when only one state is occupied in Eq. (1). Hence, it is in virtue of this “quantum” pressure that the ground state of a quantum harmonic oscillator has a finite velocity dispersion, unlike a classical oscillator.

An exact closure for the quantum pressure can be found under the (rather restrictive) assumption that the amplitudes of all the wave functions are identical, i.e. \(n_{\alpha}(r,t) = n(r,t), \forall \alpha\). In this case one obtains:

\[
    P^Q_{ij} = \frac{\hbar^2}{2m} \left[ \left( \partial_i \sqrt{n} \right) \left( \partial_j \sqrt{n} \right) - \sqrt{n} \left[ \partial_i \left( \partial_j \sqrt{n} \right) \right] \right].
\]

(16)

To simplify even more, one can assume the isotropy of the pressure, i.e. \(P^Q_{ij} = P^Q \delta_{ij}\), yielding

\[
    P^Q[n] = \frac{\hbar^2}{2m} \left[ (\nabla \sqrt{n})^2 - \sqrt{n} \nabla^2 (\sqrt{n}) \right]
\]

(17)
where we have indeed expressed \( P^Q \) in terms of the electron density and its derivatives. This completes the closure procedure. We also note that the quantum pressure (17) can be rewritten in the form of a potential, by noting that

\[
\frac{\nabla P^Q}{m} = \nabla V_B, \tag{18}
\]

where \( V_B \) is the Bohm potential [12], defined as:

\[
V_B = -\frac{\hbar^2}{2m} \frac{\nabla^2 \sqrt{n}}{\sqrt{n}}. \tag{19}
\]

However, we note that the hypothesis of identical amplitudes for all the wave functions, although certainly sufficient to obtain an exact closure of the quantum pressure term, is by no means necessary for approximate closures. Indeed, the Bohm potential is in reality a quantum correction to the electron kinetic energy [57], as was already noticed by von Weizsäcker many years ago [79]. It can be derived from the standard Thomas-Fermi theory including gradient corrections, and it appears as the first gradient correction beyond the local density approximation. As a gradient correction, it disappears for a homogeneous density profile and is small for weak spatial modulations (long wave lengths). This suggests that the closure (17) is approximately correct for density gradients that are not too strong. A simple dimensional analysis shows that, for an electron gas at zero temperature, the scale length beyond which this closure is acceptable must be of the order of the Thomas-Fermi screening length \( \lambda_{TF} = \sqrt{2\varepsilon_0 E_F / (e^2 n_0)} \), where \( e \) is the absolute electron charge, \( \varepsilon_0 \) is the dielectric constant in vacuum, \( n_0 \) is a reference number density, and \( E_F = \frac{\hbar^2}{2m} \left( \frac{3\pi^2 n_0}{2} \right)^{2/3} \) is the Fermi energy.

Then, using the closure relations for the classical pressure (15) and the quantum pressure (17), one can rewrite the fluid equations (7) and (8) in the closed form:

\[
\begin{align*}
\frac{\partial n}{\partial t} + \nabla \cdot (nu) &= 0, \\
\frac{\partial u_i}{\partial t} + u_j (\partial_j u_i) &= \frac{\hbar^2}{2m^2} \partial_i \left[ \frac{\nabla^2 \sqrt{n}}{\sqrt{n}} \right] - \frac{1}{nm} \partial_j P + \frac{e}{m} \partial_i V. \tag{20}
\end{align*}
\]

The above quantum fluid equations (20) are usually referred to as the quantum hydrodynamic (QHD) model. The potential \( V(r, t) \) can often be written as the sum of an external potential \( V_{ext} \) and a self-consistent Hartree potential \( V_H \), which is a solution of the Poisson equation

\[
\nabla^2 V_H = \frac{en}{\varepsilon_0}. \tag{21}
\]

Equations (20)-(21) constitute a useful semiclassical mean-field model to treat the electron dynamics of a degenerate electron gas, simpler to implement numerically than the corresponding Wigner equation. They were used, for instance, to study the nonlinear electrons dynamics in metallic films [21] or,
more recently, monopole plasmon oscillations in a C$_{60}$ molecule \[68\] and in a metallic nanoshell \[68\].

Further, the total potential $V$ in Eq. (20) can be augmented to include non-ideal effects such as electronic correlations and the exchange interaction.

The exchange interaction stems from the fact that the many-body wave function of a system of uncorrelated fermions is not simply the product of single-particle wave functions, but rather has the form of a Slater determinant. This guarantees that the many-body wave function is antisymmetric (changes sign when two particles are interchanged), as it should be for fermions \[52\]. Both exchange and correlations can be included in the fluid models, following the approach of density functional theory (DFT), by defining appropriate potentials $V_C[n]$ and $V_X[n]$ that depend functionally on the electron density. The simplest choice is the so-called local density approximation (LDA) \[43\], whereby the exchange and the correlation functionals depend locally on the electron density. For instance, the LDA approximation for the exchange potential is:

$$V_X[n] = -\frac{e^2}{4\pi\epsilon_0} \left( \frac{3}{\pi} \right)^{1/3} n^{1/3}. \quad (22)$$

More sophisticated functionals have been designed to describe electron correlations in the transition region between the bulk and the outer surface of a nano-object \[4\]. Many other approximate functionals have been developed over the years (such as the generalized gradient approximation, GGA), making DFT methods a cornerstone of computational materials science and theoretical chemistry \[38\].

A recent benchmarking study compared the performances of various commonly used exchange-correlation functionals regarding their ability to describe electronic systems under external harmonic perturbations with different amplitudes and wave-numbers \[59\]. These functionals can be used in fluid models to extend their validity beyond the mean-field approximation.

Alternatively, the exchange interaction can be taken into account in a phase-space description, such as the Wigner or Vlasov equations. As the exchange is a two-body effect (beyond mean field), one must include corrections brought about by the two-body distribution function to derive a suitable kinetic equation \[84\]. Next, one can follow the same moment-taking procedure as above to obtain a set of fluid equations that include the electron exchange interaction, as was done very recently in Ref. \[26\].

Finally, we note that the fluid equations (20) can be viewed as a time-dependent generalization of the early Thomas-Fermi theory of the atomic electron gas \[71\]. Indeed, taking $\partial / \partial t = 0$ and $u = 0$ everywhere, and neglecting the quantum term (i.e., the Bohm potential), one gets:

$$-\frac{\nabla P}{n} + e\nabla V_H + e\nabla V_{\text{ext}} = 0.$$
Using Eq. (15), and defining the chemical potential $\mu$ as an integration constant, we obtain

$$-\frac{\hbar^2}{2m}(3\pi^2n)2/3 + eV_H[n] + eV_{ext} = \mu,$$

which is an integral equation for the ground-state density $n$ and is identical to the standard Thomas-Fermi equation [57].

3 Validity of quantum fluid models

3.1 Closure relations

As we have seen in the preceding section, the fluid equations need two further closure relations in order to form closed system – one for the classical pressure and one for the quantum pressure (or Bohm potential). The validity of the model thus relies on the accuracy of such closure hypotheses. Several recent works have analyzed this issue and suggested procedures to improve the simple closure relations mentioned above [28,61,77].

In this section, we will investigate the closure relations by computing the linear dispersion relations for the fluid model and the corresponding kinetic one (Wigner-Poisson) and comparing the two results. This will be done for two extreme cases of high-frequency Langmuir waves (plasmons) and low-frequency ion acoustic waves. It will appear clearly that the closure relations are not universal, but have rather to be adapted to the physical situation under study.

To fix the ideas, we choose a polytropic EOS for the classical pressure:

$$P = P_0 \left( \frac{n}{n_0} \right)^\gamma,$$

where $n_0$ is an equilibrium density and $P_0 = n_0 k_B T_e$ is the equilibrium pressure. By taking small fluctuations around the equilibrium ($n = n_0 + n_1 + \ldots$ and $P = P_0 + P_1 + \ldots$), one can write: $P_1 = \gamma k_B T_e n_1$. Thus, for $\gamma = 1$ one recovers the isothermal case for an ideal classical gas and for $\gamma = 5/3$ the ideal Fermi degeneracy pressure [see Eq. (15)].

For the quantum pressure, we stick with the isotropic expression (17) – or equivalently the Bohm potential (19) – but multiply it by a (yet arbitrary) factor $\zeta > 0$. It will be apparent in the forthcoming discussion that this factor need not be equal to unity.

In summary, we have constructed a two-parameter family of closure relations, spanned by the parameters $(\gamma, \zeta)$. In the next subsections, we will determine their values in two specific cases of linear wave propagation.
3.2 Linear dispersion relation: High-frequency Langmuir modes

**Kinetic theory** The kinetic dispersion relation for longitudinal Langmuir waves (plasmons) is obtained by linearizing the electron Wigner equation together with the Poisson equation for both electrons and fixed ions:

\[ \nabla V = e(n - n_0)/\varepsilon_0. \]  

(25)

The ions are supposed to be fixed and constitute a homogeneous neutralizing background with density \( n_0 \), equal to the equilibrium electron density. The linearization procedure yields the following longitudinal dielectric function:

\[ \epsilon(\omega, k) = 1 + \frac{\omega_p^2 m}{\hbar k^2 n_0} \int dv f(0)(v + \hbar k/2m) - f(0)(v - \hbar k/2m), \]  

(26)

where \( f(0)(v) \) is the equilibrium electron distribution function, \( n_0 = \int f(0) dv \) is the equilibrium density, and \( \omega_p = \sqrt{e^2 n_0/(m\varepsilon_0)} \) is the electron plasma frequency. Note that here we use the velocity \( v = p/m \) instead of the momentum.

To simplify the analysis, we consider a one-dimensional system along the direction of propagation of the Langmuir waves, denoted \( x \), and rename \( v_x \rightarrow v \) and \( k_x \rightarrow k \) for the wave vector. The dispersion relation \( \omega(k) \) is obtained by setting \( \epsilon(\omega, k) = 0 \), where \( \omega \) and \( k \) are, respectively, the complex frequency and the wave vector of the excitation modes. Finding the complete dispersion relation is in general a challenging problem, because of the presence of a singularity in the denominator of Eq. (26) (for a recent attempt at solving this problem rigorously, see [32]). The correct treatment of this singularity in the complex plane yields the imaginary part of the frequency, which represents Landau damping.

Here, we do not consider this effect and only focus on the real part of the frequency. Further, we make two assumptions, namely that (i) quantum effects are small and that (ii) the wavelength of the modes are large. The first assumption means that \( \hbar k/(2m) \ll v \). In this case, we can perform a Taylor expansion on \( f^{(0)}(v \pm \hbar k/2m) \), yielding:

\[ f^{(0)}(v \pm \hbar k/2m) = f^{(0)}(v) \pm f^{(0)'}(v) \frac{\hbar k}{2m} + \frac{1}{2!} f^{(0)''}(v) \left( \frac{\hbar k}{2m} \right)^2 + \cdots, \]  

(27)

where the apex denotes differentiation with respect to \( v \). Substituting into the dielectric function, one obtains:

\[ \epsilon(\omega, k) = 1 + \frac{\omega_p^2 m}{k n_0} \int dv \frac{f^{(0)'}(v)}{\omega - kv} + \frac{\omega_p^2 \hbar^2 k}{24 m^2 n_0} \int dv \frac{f^{(0)''}(v)}{\omega - kv} + \cdots. \]  

(28)

As expected, if we set \( \hbar = 0 \) in the above equation, we recover the dielectric function corresponding to the Vlasov-Poisson equations [47].

The second assumption (long wavelengths), implies that \( k \ll \omega/v \), hence there is no singularity in the denominator: in this limit, the frequency is real.
and Landau damping vanishes. This is of course consistent with fluid models, which also contain no Landau damping. By performing the expansion up to third order in $kv/\omega$:

$$\frac{1}{\omega - kv} = \frac{1}{\omega} + \frac{kv}{\omega^2} + \frac{k^2 v^2}{\omega^3} + \cdots,$$

the dielectric function becomes:

$$\epsilon(\omega, k) = 1 - \frac{\omega^2}{\omega^2} - 3\frac{k^2 \omega^2}{\omega^4} \langle v^2 \rangle - \frac{\omega^2 \hbar^2 k^4}{2m^2 \omega^4} + \cdots,$$

where we used the equilibrium mean square velocity, defined as

$$\langle v^2 \rangle = \frac{1}{n_0} \int f(0) v^2 dv.$$

(31)

Keeping only terms with small wave vector $k$ (long wavelength), we obtain the dispersion relation

$$\omega^2 = \omega^2_p + 3k^2 \langle v^2 \rangle + \frac{k^2 \hbar^2 k^4}{4m^2} + \cdots. \quad (32)$$

This is a quantum extension of the well-known Bohm-Gross dispersion relation, which was found earlier by several authors [50, 65]. Note that for a Maxwell-Boltzmann distribution $\langle v^2 \rangle = k_B T_e/m \equiv v_{th}^2$, whereas for a Fermi-Dirac at zero temperature (fully degenerate gas) $\langle v^2 \rangle = k_B T_F/(5m)$, where $T_F = \frac{\hbar^2}{2mk_B} (3\pi^2 n_0)^{2/3}$ is the Fermi temperature of the electron gas.

**Fluid theory** Next, we compute the fluid dispersion relation by linearizing the continuity and Euler equations (20), together with the Poisson equation for both electrons and fixed ions (25). We use the EOS (24) for the classical pressure and, as in the Wigner-Poisson case, restrict our analysis to one spatial dimension along $x$. We expand all quantities around the equilibrium $\{n_0, u_0 = 0, V_0 = 0\}$ by writing $n = n_0 + n_1, u = u_0 + u_1, v_1 = v_{th}$, etc., and neglect second order terms such as $n_1 u_1$. The first-order classical pressure reads as: $P_1 = \gamma k_B T_e n_1$.

Then, expressing all first-order quantities in term of plane waves

$$n_1(x, t) = \bar{n}_1 \exp(-i \omega t + i k x), \quad (33)$$

we arrive at the fluid dispersion relation:

$$\omega^2 = \omega^2_p + \gamma k^2 v_{th}^2 + \zeta \frac{k^2 \hbar^2 k^4}{4m^2}. \quad (34)$$

For a Maxwell-Boltzmann equilibrium ($\langle v^2 \rangle = v_{th}^2$), the kinetic (32) and fluid (34) dispersion relations become identical, for small wave vectors, if one chooses $\gamma = 3$ and $\zeta = 1$. Hence, comparison of the two models suffices to fully determine the closure relations, at least in the linear response regime. These closures can be understood as follows. For a classical ideal gas, the
polytropic exponent for an adiabatic and reversible (isentropic) transformation is 
\[ \gamma = \left( \frac{d + 2}{d} \right) \]
where \( d \) is the number of degrees of freedom (equal to the number of spatial dimensions for point-like particles). Then, one has to choose \( d = 1 \) because Langmuir waves (plasmons) propagate fast in one direction, with no exchange of energy in the transverse plane, so that only one degree of freedom is effectively active. The choice \( \zeta = 1 \) amounts to choosing the quantum propagation velocity of a free electron obeying the Schrödinger equation. Again, this choice is dictated by the fast motion of Langmuir waves, which, to lowest order in \( \hbar \), do not feel the Coulomb potential.

3.3 Linear dispersion relation: Low-frequency ion acoustic modes

Here, we discuss the linear response theory of ion acoustic waves (phonons), which are routinely observed in solid state plasmas [48]. For such waves, the phase velocity is intermediate between the ion and the electron thermal speeds:
\[ v_{th,i} \ll \omega \ll v_{th,e}, \]
where \( v_{th,i,e} = \sqrt{k_B T_{i,e}/m_{i,e}} \). It will also be assumed that the ions are classical and cold, i.e. \( T_i \ll T_e \), while the electrons are quantum. We shall follow the derivation detailed in [27] and [28].

**Kinetic theory** Under these hypotheses, and also assuming wave propagation along the \( x \) direction only, the Wigner-Poisson dielectric constant reads as:
\[ \epsilon(\omega,k) = 1 - \frac{\omega_p^2}{\omega^2} + \frac{\omega_p^2 m}{\hbar k^2 n_0} \int dv \frac{f_e^{(0)}(v+\hbar k/2m) - f_e^{(0)}(v-\hbar k/2m)}{\omega - kv}, \]
where \( \omega_p^2 = e^2 n_0/(m_{i,c} \varepsilon_0) \). The last term in Eq. 36 can be expanded in powers of \( \hbar \), yielding:
\[ \frac{\omega_p^2}{k n_0} \int \frac{f_e^{(0)\prime}(v)}{\omega - kv} dv + \frac{\hbar^2 \omega_p^2 k}{24n_0 m^2} \int \frac{f_e^{(0)\prime\prime\prime}(v)}{\omega - kv} dv + \ldots. \]
Because of the hypothesis 35, we can neglect the frequency \( \omega \) in the above expressions. Taking a Maxwell-Boltzmann distribution
\[ f_e^{(0)} = \frac{n_0}{\sqrt{2\pi v_{th,e}}} \exp \left( -\frac{v^2}{2v_{th,e}^2} \right), \]
we can compute the integrals:
\[ \int \frac{f_e^{(0)\prime}(v)}{v} dv = -\frac{n_0}{v_{th,e}^2}, \quad \int \frac{f_e^{(0)\prime\prime\prime}(v)}{v} dv = \frac{2n_0}{v_{th,e}^4}, \]
where we used \( \langle v^2 \rangle = v_{th,e}^2 \).
Inserting into the dielectric constant and setting $\epsilon(\omega, k) = 0$, yields the kinetic dispersion relation

$$\omega^2_{\text{kin}} = \frac{c_s^2 k^2}{1 + (1 - \frac{H^2}{12}) k^2 \lambda_D^2},$$

where $\lambda_D = \nu_{th,e}/\omega_{pe}$ is the Debye length, $c_s = \lambda_D \sqrt{\omega_{pi}} = \sqrt{k_B T_e/m_i}$ is the sound speed, and $H = \hbar \omega_{pe}/(k_B T_e)$ is a dimensionless parameter that measures the importance of quantum effects.

**Fluid theory** The relevant 1D fluid equations for the ions and the electrons read as follows

$$\partial_t n_{i,e} + \partial_x(n_{i,e} u_{i,e}) = 0,$$

$$m_e (\partial_t u_e + u_e \partial_x u_e) = e \partial_x V_H - \partial_x P_e + \zeta \hbar^2 \frac{\partial^2}{2 m_e} \partial_x \left( \frac{\partial^2 \sqrt{n_e}}{\sqrt{n_e}} \right),$$

$$m_i (\partial_t u_i + u_i \partial_x u_i) = -e \partial_x V_H,$$

$$\partial_x^2 V_H = -\frac{e}{\varepsilon_0} (n_i - n_e),$$

$$P_e = n_0 k_B T_e \left( \frac{n_e}{n_0} \right)^\gamma,$$

where we already neglected thermal and quantum effects for the ions. Further, we also neglect the electron inertia ($m_e \ll m_i$), so that the left-hand side of Eq. (40) vanishes.

We write all quantities as the sum of a homogeneous equilibrium term plus a small fluctuation: $n_{e,i} = n_0 + n_{e,i}(x, t)$, and similarly for $u_{e,i}$, $V_H$, and $P_e$. At equilibrium, $n_0 = V_{H,0} = 0$ and $P_{e1} = \gamma n_0 k_B T_e$. Then, we write all fluctuations as plane waves, as was done in Eq. (33). Looking for normal modes, we obtain after some algebra:

$$\omega^2_{\text{fluid}} = \frac{c_s^2 k^2 + \zeta \frac{H^2}{4} k^4 \lambda_D^2 \omega_{pi}^2}{1 + \gamma k^2 \lambda_D^2 + \zeta \frac{H^2}{4} k^4 \lambda_D^2 \omega_{pi}^2},$$

where $c_s = \sqrt{\gamma k_B T_e/m_i}$ is the sound speed.

In order to compare the kinetic and fluid results, we expand Eqs. (38) and (44) in powers of the wave number $k$ and retain terms up to $k^4$. We obtain:

$$\frac{\omega^2_{\text{kin}}}{c_s^2 k^2} = 1 - \left(1 - \frac{H^2}{12} \right) k^2 \lambda_D^2 + \ldots$$

$$\frac{\omega^2_{\text{fluid}}}{c_s^2 k^2} = 1 - \left(\gamma - \zeta \frac{H^2}{4} \right) k^2 \lambda_D^2 + \ldots,$$

which coincide for $\gamma = 1$ and $\zeta = 1/3$. The exponent $\gamma = 1$ can be explained by the ions evolving in the thermal bath of the electron population, which is at fixed temperature $T_e$. Hence, the ion fluid follows an isothermal transformation, which is indeed characterized by $\gamma = 1$. 
3.4 Discussion

From the above examples, it appears there is no universal closure relation that is valid for all regimes. Restricting ourselves to the polytropic form (24) for the classical pressure and the expression (17) – or equivalently the Bohm potential (19) – for the quantum pressure, yields a family of closure relations that depend on the two parameters \( \gamma \) and \( \zeta \). In the linear regime, the values of these two parameters depend on the frequency and the wavelength of the normal modes under consideration. Here, we have seen that the extreme cases \( \omega/k \gg v_{th,e} \) (Langmuir waves) and \( \omega/k \ll v_{th,e} \) (ion acoustic waves) yield different values for these two parameters, as was already noticed in [28].

The closure relations adopted here are all local, i.e., they depend on the value of the electron density at a certain spatial point. Moldabekov et al. [61] provided a general framework for such local closure relations in the various regimes of short or long wavelength, and small or large frequency. In addition, they generalized the Bohm potential to include non-local effects. Very recently, the same authors introduced the concept of many-body Bohm potential and showed how it can be used to improve the accuracy of the quantum fluid description [60].

In the sections above, we discussed the closure relations for the pressure and Bohm potential for a 3D electron gas (although the problem was further reduced to 1D, the assumptions for the closure assume a 3D gas). In connection to nanophysics, there exist materials where the electron dynamics effectively occurs in lower dimensions. Examples include 2D electron gases occurring in semiconductor heterostructures [39] or graphene layers [10], and 1D electron gases in nanowires and carbon nanotubes [69]. For these low-dimensional configurations, the closure relations for the quantum pressure (Bohm potential) are fundamentally different from the 3D case, and the resulting dispersion relations are different too. These issues were discussed in a recent work [58].

We conclude this section by noting the similarity between the quantum fluid approach and the time-dependent orbital-free density functional theory (OF-DFT) [80]. The latter is a description of the electron gas that is based uniquely on the electron density \( n(r) \) (like all versions of DFT), without requiring the calculation of pseudo-orbitals as is done in the more standard Kohn-Sham approach (for a brief discussion of DFT and its relationship to quantum plasmas, see [52]). The theorems of DFT ensure that a complete description of the electron gas can be obtained through the electron density alone, provided one is able to write down the exact energy functional

\[
E[n] = T[n] + E_{ext}[n] + E_H[n] + E_{XC}[n],
\]  

(47)

where the various terms on the right-hand side represent, respectively, the kinetic, external, Hartree, and exchange-correlation energies.

Next, we suppose that the kinetic energy functional may be written as \( T[n] = T_W[n] + T_0[n] \), i.e., the sum of a von Weizsäcker energy

\[
T_W[n] = \int \sqrt{n} \left( \frac{-\hbar^2}{2m} \right) \nabla^2 \sqrt{n} \, dr,
\]  

(48)
and a residual term \( T_\theta[n] \) (known as the Pauli functional, which will incorporate, among others, terms that pertain to the “quantum pressure” in the fluid formalism). Then, the function \( \Psi \equiv \sqrt{n} \) obeys a Schrödinger-like equation with a density-dependent effective potential

\[
V_{\text{eff}}[n] = \frac{\delta}{\delta n} \left( T_\theta[n] + E_{\text{ext}}[n] + E_H[n] + E_{\text{XC}}[n] \right),
\]

(49)

where \( \frac{\delta}{\delta n} \) denotes the functional derivative \[16,46\]. By generalizing to the time-dependent case and performing an inverse Madelung transformation, i.e. by writing \( \Psi = \sqrt{n} e^{iS/\hbar} \) [see Eq. (11)], one can derive a system of equations for \( n \) and \( u = \nabla S/m \) which is identical to our quantum fluid model. The theorems of DFT and TDDFT then ensure that it exists, at least in principle, an energy functional which renders the density-dependent equations exactly equivalent to the full N-body problem.

All this may seem in contradiction with the above statement that there is no universal closure relation for the fluid equations. However, for the time-dependent version of DFT, the energy functional may depend on the initial condition, hence different evolutions (Langmuir and acoustic waves, for instance) could require different functionals. Further work on the comparison between quantum fluid theory and time-dependent OF-DFT is needed to clarify those subtle issues.

4 Application: Electronic breathing modes in metallic nanoshells

Here, we apply the quantum fluid equation derived in section 2 to a particular class of nano-objects, namely metallic nanoshells, which are hollow structures with approximately spherical geometry, and radius in the range 20–100 nm\(^1\).

4.1 Model

As a minimal quantum fluid model for metallic nanoshells [53], we consider a spherically-symmetric system where all quantities depend only on the radial coordinate \( r \) and the time \( t \). The ion lattice is represented by a uniform continuous positive charge density (jellium), whereas the electrons are described by the following set of fluid equations. Atomic units (a.u.) are used in this section; these correspond to setting \( 4\pi\varepsilon_0 = e = \hbar = 1 \) in the formulas written in SI units. In atomic units and spherical co-ordinates, the continuity and Euler equations read as:

\[
\frac{\partial n}{\partial t} + \frac{1}{r^2} \frac{\partial}{\partial r} \left( nr^2 \right) = 0,
\]

(50)

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial r} = \frac{\partial V_H}{\partial r} + \frac{1}{2} \frac{\partial}{\partial r} \left( \nabla^2 \sqrt{n} \right) - \frac{1}{n} \frac{\partial P}{\partial r} - \frac{\partial V_{\text{XC}}}{\partial r},
\]

(51)

\[1\] Parts of this section appeared earlier as a conference proceeding [53]. They are reproduced here with permission.
where \( n \) is the electron number density, \( u \) is the mean radial velocity, \( P \) is the (isotropic) pressure, \( V_{XC} \) is the exchange and correlation potential. \( V_H \) is the Hartree potential obtained from Poisson’s equation: \( \nabla^2 V_H = 4\pi (n - n_i) \), where \( n_i(r) \) is the density of the ion jellium and \( \nabla^2 = \frac{1}{r^2} \partial_r (r^2 \partial_r) \) is the radial Laplacian operator. 

The second term on the right-hand side of Eq. (51) is the Bohm potential, which contains quantum effects to lowest order. For the exchange potential, we use the standard local density approximation (LDA):

\[
V_X[n] = -\frac{(3\pi^2)^{1/3}}{\pi} n^{1/3},
\]

(52)

and for the correlations we employ the functional proposed by Brey et al. [14], which yields the following correlation potential:

\[
V_C[n] = -\gamma \ln \left( 1 + \delta n^{1/3} \right),
\]

(53)

with \( \gamma = 0.03349 \) and \( \delta = 18.376 \) in atomic units. We further assume the electron temperature to be much lower than the Fermi temperature of the metal, so that the pressure can be approximated by that of a fully degenerate electron gas, as in Eq. (15).

With the aim of modelling metallic nanoshells, the ion jellium density \( n_i(r) \) is chosen to be constant and equal to \( n_0 \) inside a spherical shell of internal radius \( R_i \) and external radius \( R_e \), and zero outside. We further define the nanoshell mean radius \( R = (R_i + R_e)/2 \) and the thickness \( \Delta = R_e - R_i \). Assuming global charge neutrality, the total number of electrons inside the shell is:

\[
N = n_0 V = \frac{R^3 - R_i^3}{r_s^3},
\]

(54)

where \( V \) is the volume of the nanoshell and \( r_s \) is the Wigner-Seitz radius of the metal. Finally, the plasmon frequency can be written as: \( \omega_p = \sqrt{3/r_s^3} \). In the forthcoming sections, we will consider sodium nanoshells with \( r_s = 4 \).

4.2 Numerical results: ground state

Before considering the dynamical response of the system, we need to compute its ground state. This can be obtained as a stationary solution of Eqs. (50)-(51) which is computed numerically using an iterative relaxation procedure [21].

The electron density and effective potential profiles for two typical Na nanoshells containing respectively \( N = 1919 \) and \( N = 753 \) electrons are presented in Fig. 1. Both nanoshells have a central radius \( R = 40 \) a.u., but different thicknesses (\( \Delta = 10 \) and 25 a.u.). On the same figure, we also show the density profiles computed using a standard DFT code. The agreement is very good, and even more so considering that the fluid results (labeled QHD) require no more than a few minutes runtime on a standard desktop computer. In particular, the nonlocal spillout effect (electron density extending beyond
the steplike ion density profile) is well described by the QHD method, even for
the smaller structure (\(N = 753\)), where the spillout is very prominent and
the electron density is nowhere flat. For the larger nanoshell (\(N = 1919\)), the two
overdensities at the internal and external radii in the QHD density profile are
a lower-order quantum effect, a remnant of the well-known Friedel oscillations
visible in the corresponding DFT profile.

4.3 Numerical results: dynamics

Having computed the ground state of the electron system, we need to perturb
it slightly in order to induce some dynamical behavior. As we are interested in
plasmonic breathing modes, the perturbation will also be spherically symmet-
ric. For the excitation, we use an instantaneous Coulomb potential applied at
the initial time: \(V_{\text{ext}}(r, t) = z \tau \delta(t)\), where \(\delta\) is the Dirac delta function, \(z\) is
a fictitious charge quantifying the magnitude of the perturbation, and \(\tau\) is the
duration of the pulse.

In order to analyze the linear response of the system, we study the evolution
of the mean radius of the electron cloud, defined as:
\[
\langle r \rangle = \frac{1}{N} \int_{0}^{\infty} r n(r, t) 4\pi r^2 dr.
\]
The Fourier transform of \(\langle r \rangle\) in the frequency domain is shown in Fig. 2, left
frame. For the larger nanoshell (\(N = 1919\)), the frequency spectrum shows a
sharp peak near the plasmon frequency \(\omega_p = \sqrt{3/r_s^3} = 5.89\ eV\). This behavior
is compatible with the computed ground-state density profile (Fig. 1), which
displays a region of almost constant density in between the inner and outer
radii. In contrast, the spectrum of the smaller nanoshell (\(N = 753\)) is much
more fragmented and actually displays two principal peaks around the plas-
mon frequency, at about 5.6 eV and 6.2 eV, plus a number of smaller peaks at
lower energies.
Fig. 2 Linear-response frequency spectrum for two typical Na nanoshells containing $N = 1919$ (red solid lines) and $N = 753$ (blue dotted lines) electrons. Left frame: fluid (QHD) results; Right frame: TDDFT results. Reprinted with permission from [53].

Still on Fig. 2 (right panel), we show the monopolar polarizability $\alpha$ computed with a linear-response TDDFT code [55], using the same parameters and exchange-correlation functionals as for the fluid (QHD) simulations. The results compare rather favorably with the fluid ones. For $N = 1919$, one dominant peak is observed at 5.6 eV, i.e. slightly redshifted compared to the pure plasmon frequency. This redshift can be understood in terms of dissipative phenomena (such as Landau damping, i.e. the coupling of the plasmon mode to single-particle modes) that are not included in the fluid description. More interestingly, the spectrum of the smaller nanoshell ($N = 753$) reveals the same two-peak structure also observed in the fluid simulations, now with frequencies $\approx 5.16$ eV and 5.45 eV, again slightly redshifted compared to corresponding peaks in the fluid spectrum. The more complex spectrum observed for $N = 753$ is probably due to the shape of the ground state electron density, which looks more like a bell curve with no flat region inside the lattice jellium (see Fig. 1).

5 Fluid models with spin effects

The electrons are elementary fermions that carry not only an electric charge equal to $-e$, but also a magnetic moment (spin) equal to $\hbar/2$. The effect of the spin appears whenever the electron is immersed in a magnetic field. Even in the absence of an external field, an electron orbiting in the Coulomb potential of a positively-charged nucleus will feel the effect of a magnetic field in its own frame of reference (this “spin-orbit coupling” will be discussed in Sec. 5.4). Spin effects play an important role in many modern applications aimed at the storage and transfer of information, which go under the name of spintronics [33]. In plasma physics, polarized electron beams can now be created and precisely manipulated in the laboratory [20,64,81,82].

Some of the material presented in this section is taken from the PhD thesis of one of the co-authors [34].
5.1 General spin fluid equations

Fluid models that include spin effects are derived, as usual, from the corresponding kinetic (Wigner or Vlasov) equation by taking velocity moments. For spin-1/2 fermions, the Wigner function is no longer a scalar, but rather a $2 \times 2$ matrix \[5\]. The fully quantum evolution equation of such matrix Wigner function is extremely complicated and hence of limited practical use. In the semiclassical limit, this equation gives rise to a matrix spin-Vlasov equation, which treats the electron motion in a classical fashion while preserving the intrinsically quantum character of the spin degrees of freedoms \[35,37\]:

\[
\frac{\partial f_0}{\partial t} + v \cdot \nabla f_0 = -\frac{e}{m} (E + v \times B) \cdot \nabla_v f_0 + \frac{\mu_B}{2mc^2} (E \times \nabla), f_i
\]

\[
- \frac{\mu_B}{m} \nabla \left[ B_i - \frac{1}{2c^2} (v \times E) \right] \cdot \nabla_v f_i = \frac{\mu_B e}{2mc^2} [E \times (B \times \nabla_v)], f_i = 0. \tag{55}
\]

\[
\frac{\partial f_i}{\partial t} + v \cdot \nabla f_i = -\frac{e}{m} (E + v \times B) \cdot \nabla_v f_0 + \frac{\mu_B}{2mc^2} (E \times \nabla), f_0
\]

\[
- \frac{\mu_B}{m} \nabla \left[ B_i - \frac{1}{2c^2} (v \times E) \right] \cdot \nabla_v f_0 - \frac{\mu_B e}{2mc^2} [E \times (B \times \nabla_v)], f_0
\]

\[
- \frac{2\mu_B}{\hbar} \left\{ \left[ B - \frac{1}{2c^2} (v \times E) \right] \times f \right\} = 0, \tag{56}
\]

where $(f_0, f)$ are the four components of the $2 \times 2$ matrix Wigner function, and $f = (f_x, f_y, f_z)$. The factor $\hbar$ is hidden in the definition of the Bohr magneton $\mu_B = e\hbar/(2m)$. The quantum corrections in Eqs. (55)-(56) (terms preceded by $\mu_B$) couple the orbital $(f_0)$ and the spin $(f_i)$ components of the Wigner function through the Zeeman effect and the spin-orbit interactions. The latter are given by those terms preceded by $1/c^2$, signalling that the spin-orbit coupling is a relativistic effect. There are no quantum corrections to the orbital electron dynamics because they appear only at the second order in $\hbar$.

Starting from the spin-Vlasov Eqs. (55)-(56), we derive the fluid equations by taking velocity moments of the phase-space distribution functions. At first, we will only include the Zeeman interaction. To obtain the fluid closure, we will employ a general procedure based on the maximization of entropy (see section 5.2). Fluid models with spin-orbit effects will be discussed further in section 5.4.

Going back to the Vlasov equations (55)-(56), we note that the scalar and vector distribution functions $f_0(r, v, t)$ and $f(r, v, t)$ represent, respectively, the probability density for a particle to be at a point $(r, v)$ in the phase space and the probability density for that particle to have a spin directed along the direction of $f$. Hence $f_0$ incorporates all the information unrelated to the spin, while $f$ incorporates all information about the spin of the electron.

With these definitions, the particle density $n$ and the spin polarization $S$ of the electron gas are easily expressed as moments of the distribution functions
$f_0$ and $f$:

\[
    n(r, t) = \int f_0(r, v, t) dv, 
\]

\[
    S(r, t) = \frac{\hbar}{2} \int f(r, v, t) dv. 
\]

We further define the quantities

\[
    u = \frac{1}{n} \int v f_0 dv, 
\]

\[
    J^S_i = \frac{\hbar}{2} \int v_i f_0 dv, 
\]

\[
    P_{ij} = m \int w_i w_j f_0 dv, 
\]

\[
    \Pi_{ij} = \frac{\hbar}{2m} \int v_i v_j f_0 dv, 
\]

\[
    Q_{ijk} = m \int w_i w_j w_k f_0 dv, 
\]

where we separated the mean fluid velocity $u$ from the velocity fluctuations $w \equiv v - u$. Here, $P_{ij}$ and $Q_{ijk}$ represent the pressure and the generalized energy flux tensors. They coincide with the corresponding definitions for spin-less fluids with probability distribution function $f_0$. The spin-velocity tensor $J^S_i$ represents the mean fluid velocity along the $i$-th direction of the $\alpha$-th spin polarization vector, while $\Pi_{ij}$ represents the corresponding spin-pressure tensor $^2$. The evolution equations for the above fluid quantities are obtained by taking velocity moments of Eqs. (55) - (56):

\[
    \frac{\partial n}{\partial t} + \nabla \cdot (nu) = 0, 
\]

\[
    \frac{\partial S_\alpha}{\partial t} + \partial_i J^S_i + \frac{e}{m} (S \times B)_\alpha = 0, 
\]

\[
    \frac{\partial u_i}{\partial t} + u_j (\partial_j u_i) + \frac{1}{nm} \partial_j P_{ij} + \frac{e}{m} [E_i + (u \times B)_i] + \frac{e}{nm^2} S_\alpha (\partial_i B_\alpha) = 0, 
\]

\[
    \frac{\partial J^S_i}{\partial t} + \partial_j H_{ija} + \frac{e E_i}{m} S_\alpha + \frac{e}{m} \epsilon_{ijk} B_k J^S_j + \frac{e}{m} \epsilon_{jk\alpha} B_k J^S_{ij} + \frac{\mu_B \hbar}{2m} (\partial_i B_\alpha) n = 0, 
\]

\[
    \frac{\partial P_{ij}}{\partial t} + u_k \partial_k P_{ij} + P_{jk} \partial_k u_i + P_{jk} \partial_k u_j + P_{ij} \partial_k u_k + \partial_k Q_{ijk} + \frac{e}{m} \epsilon_{ki\alpha} B_k P_{jl} + \epsilon_{kij} B_k P_{dij} + \frac{e}{m} \sum_{\alpha} \left[ \partial_i B_\alpha (J^S_{j\alpha} - S_\alpha u_j) + \partial_j B_\alpha (J^S_{i\alpha} - S_\alpha u_i) \right] = 0. 
\]

---

$^2$ Strictly speaking a pressure tensor should be defined in terms of the velocity fluctuations $w_i w_j$, but this would unduly complicate the notation. Thus, we stick to the above definition of $\Pi_{ij\alpha}$ while still using the term “pressure” for this quantity.
A different set of fluid equations for spin-1/2 particles was derived by Brodin and Marklund [15] using a Madelung transformation on the Pauli wave function. Another fluid theory was derived by Zamanian et al. [85] from a Vlasov equation that includes the spin as an independent variable in an extended phase space [83]. More recently, a relativistic hydrodynamic model was obtained by Asenjo et al. [6] from the Dirac equation. These approaches usually lead to cumbersome equations that are in practice very hard to solve, either analytically or numerically, even in the nonrelativistic limit.

Still another approach is based on a generalization of the Bloch equations [2]. Instead of adding “spin-dependent” moments to the usual ones as was done above – see Eqs. (58), (60), and (62) – Andreev [2] treats separately the spin-up and spin-down components in the corresponding Pauli equation. Performing a Madelung transformation for each component, one arrives at a set of four fluid equations (two continuity and two Euler equations), which are then closed using an appropriate equation of state for the pressure.

Going back to our fluid model (64)-(68), some further hypotheses are needed to close the set of equations. We first note that, by definition, the following equation is always satisfied: \( \int w_i f_0 dv = 0 \). The same is not true, however, for the expression obtained by replacing \( f_0 \) with \( f_\alpha \) in the preceding integral. If we assume that such a quantity indeed vanishes, i.e. \( \int w_i f_\alpha dv = 0 \), we immediately obtain that

\[
J_{i\alpha}^S = u_i S_\alpha. \tag{69}
\]

Physically, this means that the spin is simply transported along the average fluid velocity. This is of course an approximation that amounts to neglecting some spin-velocity correlations [85].

With this assumption, Eq. (67) is no longer necessary and the system of fluid equations reduces to

\[
\begin{align*}
\frac{\partial n}{\partial t} + \nabla \cdot (nu) &= 0, \\
\frac{\partial S_\alpha}{\partial t} + u_i (S_\alpha) + \frac{e}{m} (S \times B)_\alpha &= 0, \\
\frac{\partial u_i}{\partial t} + u_j (\partial_j u_i) + \frac{1}{nm} \partial_j P_{ij} + \frac{e}{m} [E_i + (u \times B)_i] + \frac{e}{nnm^2} S_\alpha (\partial_i B_\alpha) &= 0, \\
\frac{\partial P_{ij}}{\partial t} + u_k \partial_k P_{ij} + P_{jk} \partial_k u_i + P_{ik} \partial_k u_j + P_{ij} \partial_k u_k + \partial_k Q_{ijk} \\
+ \frac{e}{m} [\epsilon_{ikl} B_k P_{jl} + \epsilon_{ikl} B_l P_{kl}] &= 0. \tag{73}
\end{align*}
\]

Interestingly, in Eq. (71) the spin polarization is now transported by the fluid velocity \( u \), as in the model of Zamanian et al. [85]. In order to complete the closure procedure, one can proceed in the same way as is usually done for spinless fluids, see section [2], for instance by assuming that the pressure is isotropic and replacing Eq. (73) with the polytropic expression [24].
5.2 Fluid closure: Maximum entropy principle

The maximum entropy principle (MEP) is a well-developed theory that has been successfully applied to various areas of gas, fluid, and solid-state physics \cite{1, 3, 66, 73}. The underlying assumption of the MEP is that, at equilibrium, the probability distribution function is given by the most probable microscopic distribution (i.e., the one that maximizes the entropy) compatible with some macroscopic constraints. The constraints are generally given by the various velocity moments, i.e., the local density, mean velocity, and temperature.

Here, we shall follow the derivation detailed in \cite{37}. In order to illustrate the application of the MEP theory to a spin system, we write the Hamiltonian as follows

$$H = \frac{m|v|^2}{2} + V(r)\sigma_0 + \mu_B B \cdot \sigma,$$  \hspace{1cm} (74)

where $\sigma_0$ is the $2 \times 2$ identity matrix and $\sigma$ is the vector of the Pauli matrices

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \hspace{1cm} (75)$$

The relevant entropy density is

$$s(\mathcal{F}) = \begin{cases} k_B \text{Tr} \left( \mathcal{F} \log \mathcal{F} - \mathcal{F} \right) & (\text{M-B}) \\ k_B \text{Tr} \left( \mathcal{F} \log \mathcal{F} + (1 - \mathcal{F}) \log(1 - \mathcal{F}) \right) & (\text{F-D}), \end{cases} \hspace{1cm} (76)$$

for Maxwell-Boltzmann (M-B) and Fermi-Dirac (F-D) statistics, respectively. Here, $\mathcal{F}$ is the $2 \times 2$ matrix Wigner function

$$\mathcal{F} = \frac{1}{2} \sigma_0 f_0 + \frac{1}{2} f \cdot \sigma. \hspace{1cm} (77)$$

The detailed calculations for three- and four-moment closures are given in \cite{37}. Here, we consider the simplest case where only three fluid moments (density $n$, mean velocity $u$, and spin polarization $S$) are kept.

For the M-B statistics, the pressure and the spin current at equilibrium turn out to be

$$P_{ij} = m \text{Tr} \left( \int v_i v_j \mathcal{F}_{eq} dv \right) - mn u^2 = nk_B T \delta_{ij} \hspace{1cm} (78)$$

$$J_{i\alpha}^S = S_{\alpha} u_i. \hspace{1cm} (79)$$

Thus, considering three fluid moments and M-B statistics, leads to the standard expression for the isotropic pressure of an ideal gas, together with the “intuitive” closure condition \cite{1} for the spin current tensor.

We repeated the above procedure for the F-D statistics and, as in the case of M-B, we recover the closure: $J_{i\alpha}^S = u_i S_{\alpha}$. For the pressure, we obtain

$$P = \frac{h^2}{5m} \frac{(6\pi^2)^{2/3}}{2^{5/3}} \left[ \left( \frac{n - \frac{2}{h} |S|}{\frac{2}{h} |S|} \right)^{5/3} + \left( \frac{n + \frac{2}{h} |S|}{\frac{2}{h} |S|} \right)^{5/3} \right]. \hspace{1cm} (80)$$
When the spin polarization vanishes, Eq. (80) reduces to the usual expression of the zero-temperature pressure of a spinless Fermi gas (15). This can be interpreted as the total pressure of a plasma composed by two populations (spin-up and spin-down electrons). Due to the Zeeman splitting, the density of the particles whose spin is parallel to the magnetic field is lower than the energy of the particles whose spin is antiparallel. Equation (80) shows that the two populations provide a separate contribution to the total fluid pressure.

5.3 Linear dispersion relation

We want to compute the effect of the spin dynamics on the linear dispersion relation for Langmuir waves. To describe the electron dynamics, we use the following fluid model:

\[
\frac{\partial n}{\partial t} + \nabla \cdot (nu) = 0, \tag{81}
\]

\[
\frac{\partial S_\alpha}{\partial t} + \partial_i (u_i S_\alpha) + \frac{e}{m} (S \times B)_\alpha = 0, \tag{82}
\]

\[
\frac{\partial u_i}{\partial t} + u_j (\partial_j u_i) + \frac{1}{m} \partial_i (-eV_H + V_{xc}) + \frac{e}{nm_2} S_\alpha \partial_i (B + B_{xc})_\alpha, \tag{83}
\]

where we have used the closure relations: \( J_{i\alpha} = u_i S^\alpha \) for the spin current, and \( P = n_0 k_B T (n/n_0)^{\gamma} \) for the isotropic pressure. The Hartree potential is a solution of Poisson’s equation: \( \nabla^2 V_H = \frac{e}{\epsilon_0} (n - n_0) \), where \( n_0 \) is the homogeneous ion density.

The above equations are essentially identical to Eqs. (70)-(72), with some extra terms:

1. The magnetic field \( \mathbf{B}(r, t) = \nabla \times \mathbf{A}(r, t) \) is a solution of the quasi-static Maxwell-Ampère equation

\[
\nabla^2 \mathbf{A}(r, t) = -\frac{e}{m} \mu_0 \nabla \times \mathbf{S}(r, t). \tag{84}
\]

Note that we did not consider the self-consistent magnetic field created by charge currents and neglected the Lorentz force in the momentum equation (83). The reason is that we focus on plasma waves propagating in a well-defined longitudinal axis, with no coupling to the other transverse directions. Hence, the only contribution to the magnetic field arises from the spin polarization \( \mathbf{S} \) and accounts for magnetic dipole interactions.

2. We include the exchange and correlation fields \( V_{xc}[n(r, t), m(r, t)] \) and \( B_{xc}[n(r, t), m(r, t)] \). Here, \( m = 2S/\hbar \) is the magnetization vector, which has the same dimensions as the electron density and can be used to compute the electron polarization rate: \( \eta = |m|/n \). Exchange and correlation potentials can be taken from the vast literature on DFT (see, for instance [55] [25]) and enable us to go beyond the mean-field approximation, where the only electron-electron interactions are those modeled by the self-consistent Hartree potential. For the present derivation, it is not necessary to provide an explicit form for the exchange and correlation fields.
To obtain the dispersion relation of plasma oscillations, we study the evolution of a small deviation from the equilibrium. The equilibrium state is given by a homogeneous electron gas with density $n_0$ and vanishing mean velocity ($u_0 = 0$), which is initially spin-polarized along the $z$ direction ($S = S_0 \hat{e}_z$). Assuming that the perturbations are plane waves propagating in the $x$ direction, we can express the fluid quantities as follows:

$$n(r, t) = n_0 + \delta n \exp \left[ i (kx - \omega t) \right],$$  \hspace{1cm} (85) 

$$S(r, t) = S_0 + \delta S \exp \left[ i (kx - \omega t) \right],$$  \hspace{1cm} (86) 

$$u(r, t) = \delta u \exp \left[ i (kx - \omega t) \right],$$  \hspace{1cm} (87) 

where the subscript 0 denotes quantities at equilibrium and the $\delta$ quantities are small perturbations. We write the self-consistent and the exchange-correlation fields in the same way as

$$\phi(r, t) = \delta \phi \exp \left[ i (kx - \omega t) \right],$$  \hspace{1cm} (88) 

$$B(r, t) = \delta B \exp \left[ i (kx - \omega t) \right],$$  \hspace{1cm} (89) 

$$V_{xc}[n, m] = V_{xc}[n_0, m_0] + \left( \delta n \left. \frac{\partial V_{xc}}{\partial n} \right|_{n_0 m_0} + \frac{2}{\hbar} \delta S \cdot \left. \frac{\partial V_{xc}}{\partial m} \right|_{n_0 m_0} \right) e^{i(kx-\omega t)},$$  \hspace{1cm} (90) 

$$B_{xc}[n, m] = B_{xc}[n_0, m_0] + \left( \delta n \left. \frac{\partial B_{xc}}{\partial n} \right|_{n_0 m_0} + \frac{2}{\hbar} \delta S \cdot \left. \frac{\partial B_{xc}}{\partial m} \right|_{n_0 m_0} \right)e^{i(kx-\omega t)},$$  \hspace{1cm} (91) 

Injecting Eqs. (85)-(91) into the fluid equations (81)-(83) and retaining only first-order terms yields the following dispersion relation:

$$\omega^2 = \omega_p^2 + k^2 \frac{k_B T}{m} + k^2 \frac{n_0}{m} \left( \frac{\partial V_{xc}}{\partial n} + \eta_0 \frac{\partial V_{xc}}{\partial m_z} + \eta_0 \mu_B \frac{\partial B_{xc}}{\partial n} + \eta_0 \mu_B \frac{\partial B_{xc}}{\partial m_z} \right) - k^2 \frac{\eta_0^2 \mu_B n_0}{m} \eta_0^2,$$  \hspace{1cm} (92) 

where $\eta_0 = |m_0|/n_0$ is the equilibrium polarization. The second term on the right-hand side is the usual thermal correction (Bohm-Gross), the next term represents the exchange-correlation corrections, and the last term derives from the self-consistent magnetic field [Maxwell-Ampère equation (84)]. Terms preceded by $\eta_0$ are due to the electron polarization.

The above dispersion relation (92) is identical (in the small wave number $k$ regime) to that obtained from the corresponding spin-Vlasov equations in [52] (see section 7.3), provided that the polytropic exponent is taken $\gamma = 3$, as was discussed earlier in section 3.2.
5.4 Spin-orbit coupling

In the above calculations, we constructed fluids models with spin effects by only considering the Zeeman interaction. The same procedure can be carried over to the case where spin-orbit interactions are included \[35\]. A straightforward integration of Eqs. (95) - (97), with respect to the velocity variable, leads to the following fluid equations:

\[
\begin{align*}
\frac{\partial n}{\partial t} + \nabla \cdot (n \mathbf{u}) &= 0, \\
\frac{\partial S_\alpha}{\partial t} + \partial_j \mathbf{J}_{\alpha j} + e m (\mathbf{S} \times \mathbf{B})_\alpha + \frac{e}{2mc^2} \epsilon_{jkl} \epsilon_{rij} E_k J^S_{ij} &= 0, \\
\frac{\partial u}{\partial t} + u_j (\partial_j u_i) + \frac{1}{nm} \partial_j P_{ij} + \frac{e}{m} [E_i + (\mathbf{u} \times \mathbf{B})_i] + \frac{e}{nm^2} S_\alpha (\partial_i B_\alpha) \\
+ \frac{\mu_B}{2mc^2 n} \epsilon_{jkl} [u_i \partial_j (E_k S_l) + E_j (\partial_k J^S_{il}) - (\partial_i E_k) J^S_{il} - (\partial_j E_k) J^S_{il}] &= 0, \\
\frac{\partial J^S_{ij}}{\partial t} + \partial_j \Pi_{ija} + \frac{eE_i}{m} S_\alpha + \frac{e}{m} \epsilon_{jkl} B_k J^S_{ja} + \frac{e}{m} \epsilon_{jkl} B_k J^S_{ij} + \frac{\mu_B \hbar}{2m} (\partial_i B_\alpha) n \\
+ \frac{\mu_B}{2mc^2} \epsilon_{kla} \partial_t (E_k u_i) - \frac{\mu_B}{2mc^2} \epsilon_{kla} (\partial_i E_i) n u_k + \frac{\mu_B}{\hbar c^2} \epsilon_{kla} \epsilon_{rsk} E_r \Pi^S_{irl} &= 0, \\
\frac{\partial P_{ij}}{\partial t} + u_0 \partial_i P_{ij} + P_{ik} \partial_0 u_i + P_{jk} \partial_0 u_j + P_{ij} \partial_0 u_k + \partial_k Q_{ijkl} + \frac{e}{m} [\epsilon_{kli} P_{jk} + \epsilon_{klj} P_{ik}] B_l \\
+ \frac{\mu_B}{m} [\partial_i B_k (J^S_{jk} - u_j S_k) + \partial_j B_k (J^S_{ik} - u_i S_k)] + \frac{\mu_B}{2mc^2} \epsilon_{rsk} \partial_s [E_r (\Pi^S_{irl} - u_i u_j S_l)] \\
+ \frac{\mu_B}{2mc^2} \epsilon_{rsk} E_r [\epsilon_{kli} (J^S_{rp} - u_j S_p) + \epsilon_{klj} (J^S_{rp} - u_i S_p)] B_l \\
- \frac{\mu_B}{2mc^2} \epsilon_{rsk} \partial_s [E_r (\Pi^S_{irl} - u_i J^S_{rl}) + \partial_j E_s (\Pi^S_{irl} - u_i J^S_{rl})] \\
- \frac{\mu_B}{2mc^2} u_i \epsilon_{rsk} \partial_s [E_r (J^S_{jl} - u_j S_l)] - \frac{\mu_B}{2mc^2} u_i \epsilon_{rsk} \partial_s [E_r (J^S_{dl} - u_d S_l)] &= 0,
\end{align*}
\]

where we introduced a new average velocity and a new spin current

\[
\mathbf{u} = \mathbf{u} - \frac{\mu_B}{2mc^2 n} \mathbf{E} \times \mathbf{S}, \quad \mathbf{J}^S_{ij} = J^S_{ij} + \frac{\mu_B}{2mc^2} \epsilon_{ijl} E_k n. \quad (98)
\]

Some further hypotheses are needed to close the above set of equations \[93\] - \[97\]. Inspecting the evolution equation \[97\] for the pressure tensor, one notices that most spin-dependent terms cancel if we set

\[
J^S_{\alpha j} = u_i S_\alpha \quad \text{and} \quad \Pi^S_{ij \alpha} = u_i J^S_{ij \alpha}. \quad (99)
\]

This is a generalization of the simple closure described in section \[5\] whereby both the spin density $S$ and the spin current $J^S_{ij \alpha}$ are transported by the mean fluid velocity $u_i$. 

Fluid descriptions of quantum plasmas

With this assumption, Eq. (96) and the definition of the spin-pressure $\Pi_{ij\alpha}$ are no longer necessary. The system of fluid equations simplifies to

$$\frac{\partial n}{\partial t} + \nabla \cdot (n \mathbf{u}) = 0, \quad (100)$$

$$\frac{\partial S_\alpha}{\partial t} + \partial_i(u_i S_\alpha) - \frac{\mu_B}{2mc^2} (\nabla \times n \mathbf{E})_\alpha + \frac{e}{m} \left[ \mathbf{S} \times \left( \mathbf{B} - \frac{1}{2c^2} \mathbf{u} \times \mathbf{E} \right) \right]_\alpha = 0, \quad (101)$$

$$\frac{\partial u_i}{\partial t} + u_j (\partial_j u_i) + \frac{1}{nm} \partial_j P_{ij} + \frac{e}{m} [E_i + (\mathbf{u} \times \mathbf{B})_i] + \frac{e}{nm^2} S_\alpha (\partial_i B_\alpha)$$

$$+ \frac{\mu_B}{2mc^2 n} \epsilon_{jkl} [E_j (\partial_k u_l) - u_k (\partial_j E_l)] S_l = 0, \quad (102)$$

$$\frac{\partial P_{ij}}{\partial t} + u_k \partial_k P_{ij} + P_{jk} \partial_k u_i + P_{ik} \partial_k u_j + P_{ij} \partial_k u_k + \partial_k Q_{ijk} + \frac{e}{m} \left[ \epsilon_{klj} P_{jk} + \epsilon_{klj} P_{ik} \right] B_l = 0. \quad (103)$$

Then, by supposing that the system is isotropic and adiabatic, i.e. $P_{ij} \propto n^{d+2} \delta_{ij}$ (where $d$ is the number of degrees of freedom) and $Q_{ijk} = 0$, one is able to close the system of fluid equation.

In summary, Eqs. (100)-(102), together with an adapted expression of the pressure, constitute a closed system of hydrodynamic equations including spin-orbit effects.

### 6 Variational approach to the quantum fluid models

#### 6.1 Basics: Lagrangian formulation of the fluid equations

We recall the quantum fluid equations considered in section\textsuperscript{2} written here in atomic units ($4\pi\varepsilon_0 = e = \hbar = 1$):

$$\frac{\partial n}{\partial t} + \nabla \cdot (n \mathbf{u}) = 0, \quad (104)$$

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = \nabla V_H + \nabla V_{\text{ext}} - \frac{\nabla P}{n} + \frac{1}{2} \nabla \left( \frac{\nabla^2 \sqrt{n}}{\sqrt{n}} \right), \quad (105)$$

$$\nabla^2 V_H = 4\pi n, \quad (106)$$

with the degenerate pressure $P = \frac{1}{5} (3\pi^2)^{2/3} n^{5/3}$.

The above fluid equations may be represented by a Lagrangian density $\mathcal{L}(n, \theta, V_H)$, where $\theta(r, t)$ is related to the velocity through $\mathbf{u} = \nabla \theta$. The expression of such Lagrangian density reads as:

$$\mathcal{L}(n, \theta, V_H) = \frac{n}{2} (\nabla \theta)^2 + n \frac{\partial \theta}{\partial t} + \frac{1}{8n} (\nabla n)^2 + \frac{3}{10} (3\pi^2)^{2/3} n^{5/3}$$

$$- n V_{\text{ext}} - n V_H - \frac{1}{8\pi} (\nabla V_H)^2. \quad (107)$$
By taking the Euler-Lagrange equations with respect to the three fields \( \chi_i = \{n, \theta, V_H\} \)

\[
\frac{\partial L}{\partial \chi_i} - \nabla \cdot \frac{\partial L}{\partial \nabla \chi_i} - \frac{\partial}{\partial t} \frac{\partial L}{\partial \dot{\chi}_i} = 0,
\]

one recovers exactly the quantum fluid equations (104)-(106).

So far, no approximations were made. In order to derive a tractable system of equations, one needs to specify a particular ansatz for the electron density.

In general, we posit that the density depends on the position \( r \) and, parametrically, on \( N \) functions of time \( d_1(t), \cdots, d_N(t) \), which are not specified for the moment. Hence we write:

\[
n(r, t) = N[r; d_1(t), d_2(t), \cdots, d_N(t)].
\]

With this assumption, the time dependence of the electronic density is embedded in the dynamical variables \( d_1(t), \cdots, d_N(t) \). The spatial profile \( N \) of the density can, for instance, be tuned to match the ground state of the system.

The reduced Lagrangian \( L \) is obtained by integrating the Lagrangian density over all space

\[
L \left( \{d_i(t)\}, \{\dot{d}_i(t)\} \right) = \int \mathcal{L} \left( r, \{d_i(t)\}, \{\dot{d}_i(t)\} \right) dr.
\]

Then, the Lagrangian \( L \) can be used to find the dynamical equations for the parameters \( d_i(t) \) through the Euler-Lagrange equations:

\[
\frac{\partial L}{\partial d_i} - \frac{d}{dt} \frac{\partial L}{\partial \dot{d}_i} = 0,
\]

which yield a system of differential equations such as

\[
\begin{align*}
\ddot{d}_1(t) &= f_1(d_1(t), \cdots, d_N(t)), \\
\ddot{d}_2(t) &= f_2(d_1(t), \cdots, d_N(t)), \\
& \vdots \\
\ddot{d}_N(t) &= f_N(d_1(t), \cdots, d_N(t)).
\end{align*}
\]

In summary, thanks to the above variational approach, the very complex non-linear many-body dynamics has been translated into a set of ordinary differential equations for the quantities \( d_i(t) \). The latter may be easily solved with standard numerical methods, such as Runge-Kutta.

For practical applications, the variational method can be difficult to use. Indeed, to find the Lagrangian (110) one has to specify, in addition to the electron density, an analytical expression for the fields \( \theta(r, t) \) and \( V_H(r, t) \) as functions of the dynamical variables. The field \( \theta(r, t) \) is related to the mean velocity and should satisfy the continuity equation (104), while the field \( V_H \) has to obey Poisson’s equation (106). It is worth insisting on the fact that we need to find analytical expressions of \( \theta \) and \( V_H \) to make the variational approach useful for applications. However, this can be difficult to do in practice and depends mostly on the mathematical expression that we assumed for
the electronic density, i.e. on the function $N$ in Eq. (109). Nevertheless, the procedure generally yields rather robust results. For instance, it was noted in [29] that, even for an approximate density profile, the resonant frequencies computed with the variational method are still very close to the exact ones, as will be shown in the forthcoming subsection.

6.2 Application I: Electronic breathing mode in a 1D quantum well

As an example of application of the variational method, we consider an electron gas trapped in a 1D harmonic potential. This is a situation that can be encountered when modeling the electron dynamics in a semiconductor quantum well. The evolution of the electron density $n(x,t)$ and mean velocity $u(x,t)$ is governed by the following 1D continuity and momentum equations

$$\frac{\partial n}{\partial t} + \frac{\partial}{\partial x} (nu) = 0, \quad (113)$$

$$\frac{\partial u}{\partial t} + \frac{u\partial u}{\partial x} = -\frac{1}{mn} \frac{\partial P}{\partial x} - \frac{1}{m} \frac{\partial V}{\partial x} + \frac{h^2}{2m^2} \frac{\partial^2 \sqrt{n}}{\partial x^2}, \quad (114)$$

where $m$ is the effective electron mass, $h$ is the reduced Planck constant, $P(x,t)$ is the electron pressure, and $V = V_{\text{conf}}(x) + V_H(x,t)$ is the effective potential, which is composed of a confining and a Hartree term. The Hartree potential obeys the Poisson equation, namely $V''_H = -e^2 n/\varepsilon$, where $\varepsilon$ is the effective dielectric permittivity of the material.

The pressure $P(x,t)$ in Eq. (114) is related to the electron density $n$ via a polytropic equation of state: $P = \pi k_B T (n/\bar{n})^\gamma$, where $\gamma = 3$ is the 1D polytropic exponent and $\bar{n}$ is the mean electron density.

The electrons are confined by a harmonic potential $V_{\text{conf}} = \frac{1}{2} \omega_0^2 m x^2$, where $\omega_0$ can be related to a fictitious homogeneous positive charge of density $n_0$ via the relation $\omega_0 = (e^2 n_0/m\varepsilon)^{1/2}$. We then normalize time to $\omega_0^{-1}$; space to $\lambda_0 = (k_B T/m)^{1/2}/\omega_0$; velocity to $\lambda_0 \omega_0$; energy to $k_B T$; and the electron density to $n_0$. Quantum effects are encapsulated in the scaled Planck constant $H = h \omega_0/k_B T$. These nondimensional units will be used in the rest of this section.

The system of Eqs. (113)–(114) corresponds to the following Lagrangian density:

$$\mathcal{L}(n, \theta, V_H) = \frac{1}{2} \left( \frac{\partial V_H}{\partial x} \right)^2 - n V_H - n \frac{\partial \theta}{\partial t} - \int n W(n') dn' - \frac{1}{2} \left( n \frac{\partial \theta}{\partial x} \right)^2 + \frac{H^2}{4n} \left[ \frac{\partial n}{\partial x} \right]^2 - n V_{\text{conf}}. \quad (115)$$

Parts of this section appeared earlier in Ref. [29]. Copyright (2009) by the American Physical Society.
The velocity field can be written as the gradient of the ancillary function \( \theta(x,t) \), as \( u = \frac{\partial \theta}{\partial x} \). The potential \( W(n) \) in Eq. (115) is a function of the pressure, \( W \equiv \int^n \frac{dP}{dn} \frac{dn'}{dn} = (3/2)(n/\pi)^2 \). The Euler-Lagrange equations with respect to \( n, \theta \) and \( V_H \) yield the equations of motion (113)–(114), as well as the Poisson equation for \( V_H \).

We further assume a Gaussian profile for the electron density
\[
n(x,t) = \frac{A}{\sigma} \exp \left[ -\frac{(x-d)^2}{2\sigma^2} \right],
\]
where \( d(t) \) and \( \sigma(t) \) are time-dependent functions that represent the center-of-mass (dipole) and the spatial dispersion of the electron gas, respectively. The constant \( A = N/\sqrt{2\pi} \), is defined in terms of the total number of electrons \( N = \int n \, dx \).

The other fields to be inserted in the Lagrangian (115) are \( \theta \) and \( V_H \) and they are determined by requiring that the continuity and Poisson equations are satisfied. Inserting the Ansatz of Eq. (116) into the continuity equation (113), one obtains:
\[
\theta = \left( \frac{\dot{\sigma}}{2\sigma} \right)(x-d)^2 + \dot{d}(x-d).
\]
The solution of the Poisson equation with a Gaussian electron density is
\[
V_H = -A \sigma e^{-\xi^2/2\sigma^2} - A \sqrt{\frac{\pi}{2}} \frac{\xi}{\sqrt{2\sigma}} \text{Erf} \left( \frac{\xi}{\sqrt{2\sigma}} \right) + \text{const},
\]
where Erf is the error function.

Finally, one obtains the Lagrangian
\[
L = \frac{1}{\sqrt{2\pi} A} \int L \, dx = \frac{d^2 + \sigma^2}{2} - \frac{d^2 + \sigma^2}{2} + \frac{\sqrt{2}}{2} A \sigma - \frac{\sqrt{3} A^2}{6\pi^2 \sigma^2} - \frac{H^2}{8\sigma^2},
\]
which only depends on the dipole \( d \) and the variance \( \sigma \) and their time derivatives. The Euler-Lagrange equations corresponding to the Lagrangian \( L \) read as
\[
\ddot{d} + d = 0,
\]
\[
\ddot{\sigma} + \sigma = \frac{\sqrt{2} A}{2} + \frac{\sqrt{3} A^2}{3\pi^2 \sigma^3} + \frac{H^2}{4\sigma^3}.
\]
The confining potential \( V_{\text{conf}} \) appears in the harmonic forces on the left-hand side of Eqs. (119) and (120). It should be noted that the equations for \( d \) and \( \sigma \) decouple for purely harmonic confinement. Equation (119) describes rigid oscillations of the electron gas at the effective plasmonic frequency, the so-called Kohn mode [42]. Equation (120) describes the dynamics of the breathing mode, i.e. coherent oscillations of the width of the electron density around an equilibrium value given by \( \ddot{\sigma} = 0 \). The three terms on the right-hand side of Eq. (120) represent respectively the Coulomb repulsion, the electron pressure, and the Bohm potential.
The frequency $\Omega = \Omega(A, H)$ of the breathing mode can be obtained by linearizing the equation of motion \eqref{eq:120} in the vicinity of the stable fixed point of $U(\sigma)$. The behavior of the breathing frequency with $A$ (which is proportional to the electron density) is shown in Fig. 3. For $A = 0$ (i.e., when the Coulomb interaction is switched off) the exact frequency is $\Omega = 2\omega_0$. For finite $A$, the breathing frequency decreases and approaches $\Omega = \omega_0$, for $A \to \infty$. This is due to the fact that, for large $A$, the electron density becomes flat and equal to $n_0$ (see the inset of Fig. 3), and is exactly neutralized by the ion density background. For such a spatially homogeneous system, one can use the results of the Bohm-Gross dispersion relation, which yields $\Omega = \omega_0$ for long wavelengths.

The above analytical results were compared to numerical simulations of the full Wigner-Poisson equations. The results of the simulations, also plotted in Fig. 3, agree very well with the theoretical curve based on the Lagrangian approach. The agreement slightly deteriorates for larger values of $A$, because the electron density deviates from the Gaussian profile due to strong Coulomb repulsion.

In summary, the variational method described here enabled us to obtain analytically the frequency of the breathing mode oscillations in the linear regime, with excellent agreement in comparison with “exact” Wigner-Poisson simulations. Nevertheless, the method is not restricted to the linear response and can be used for large perturbations as well. The only requirement is that the density ansatz \eqref{eq:116} is approximately verified.
6.3 Application II: Chaotic electron motion in a 3D nonparabolic anisotropic well

The same approach was later extended to the case of nonparabolic and anisotropic wells [36]. The confining potential is the sum of a harmonic and an anharmonic (but isotropic) part:

\[ V_{\text{conf}} = \frac{1}{2} (k_x x^2 + k_y y^2 + k_z z^2) + \zeta (x^2 + y^2 + z^2)^2, \]  

(121)

where \( k_i > 0 \) is the stiffness in the \( i \)-th direction and \( \zeta \geq 0 \) measures the relative strength of the anharmonic part of the potential.

The algebra is much more convoluted than in the preceding 1D case, but it is still possible to obtain a Lagrangian function \( L \) that depends on the six variables \( \{d_i(t), \sigma_i(t)\} \) and their time derivatives, where \( i = x, y, z \) denotes the Cartesian axes:

\[ L[d_i, \sigma_i, \dot{d}_i, \dot{\sigma}_i] = \frac{1}{N} \int \mathcal{L}dr = \frac{1}{2} \sum_i \left( \dot{\sigma}_i^2 + \dot{d}_i^2 \right) - U(d_i, \sigma_i), \]

(122)

where \( N \) is the total number of electrons and

\[ U(d_i, \sigma_i) = U_d(d_i) + U_\sigma(\sigma_i) + U_{ds}(d_i, \sigma_i). \]

The different potential terms read as:

\[ U_d = \frac{1}{2} \sum_i k_i d_i^2, \]

(123)

\[ U_\sigma = \frac{1}{2} \sum_i k_i \sigma_i^2 + \left( \sum_i \frac{1}{\sigma_i^2} \right) \left( \frac{1}{8} + \alpha_1 N \left[ \sigma_x \sigma_y \sigma_z \right]^{1/3} - \alpha_2 \beta \left[ \sigma_x \sigma_y \sigma_z \right]^{1/3} \right) \]

\[ + \alpha_3 \left[ \sigma_x \sigma_y \sigma_z \right]^{2/3} - \alpha_4 \left[ \sigma_x \sigma_y \sigma_z \right]^{1/3}, \]

(124)

\[ U_{ds} = \zeta \left[ \sum_i \left( 3 \sigma_i^4 + 6 \sigma_i^2 d_i^2 + d_i^4 \right) + \sum_{i \neq k} (\sigma_i^2 + \sigma_k^2) (\sigma_i^2 + \sigma_k^2) \right], \]

(125)

and represent respectively the dipole motion \( (U_d) \), the breathing motion \( (U_\sigma) \), and the coupling between the dipole and breathing dynamics \( (U_{ds}) \). Note that such coupling disappears for purely harmonic confinement \( (\zeta = 0) \). The \( \alpha_j \) are dimensionless coefficients. The equations of motion obtained from the Euler-Lagrange equations read as:

\[ \ddot{d}_i = -\frac{\partial U_d}{\partial d_i} - \frac{\partial U_{ds}}{\partial d_i}, \quad \ddot{\sigma}_i = -\frac{\partial U_\sigma}{\partial \sigma_i} - \frac{\partial U_{ds}}{\partial \sigma_i}. \]

(126)

Figure 4 shows the Poincaré maps in the \( (d_x, d_y) \) plane for increasing values of the initial excitation \( \delta \) \( [d_i = \delta, \; d_x = -\delta, \; d_y = \delta, \; d_z = 0], \) at \( t = 0 \). At low excitation, the motion is periodic. When \( \delta \) is increased, the phase space area progressively fills up, first in a regular way (up to \( \delta = 1 \)), and then in an irregular ergodic way. The latter behavior clearly indicates the presence of chaotic motion.
Fig. 4 Poincaré sections in the plane \((d_x, d_y)\) for different values of the initial excitation: \(\delta = 0.01\) (a), 0.1 (b), 1 (c), and 3 (d). The simulations were performed for an anisotropic well with \(k_x = k_y = 5, k_z = 1, N = 50,\) and \(\zeta = 0.01; a^*\) is a reference length. Reprinted with permission from [36]. Copyright (2016) by the American Physical Society.

7 Conclusions and perspectives

The aim of this short review was to present the results on quantum fluid models obtained in our research group at the University of Strasbourg during the last two decades. We covered the basics of quantum fluid models for systems of spinless particles, then extended the models to include the spin degrees of freedom, as well as semirelativistic corrections. In the last part, we outlined the bases of a variational approach which enables one to reduce the complexity of the fluid models to a set of simple ordinary differential equations for macroscopic quantities such as the center of mass and the width of the electron density. Several examples taken from past works illustrated the applications of quantum fluid theory to various physical systems, mainly issued from condensed matter and nanophysics. Other areas of possible interest for these methods include laser-plasma interactions [20] and warm dense matter [23, 24]. Applications to the astrophysics of compact objects [75] were not addressed here, but are surely an important area for future research.

Some care was devoted to establish the validity of the quantum fluid models under consideration (see section [3]). This was done by comparing the dispersion
relations obtained from the fluid models to those derived from a fully kinetic mean-field approach (Vlasov or Wigner). We analyzed in particular the limiting cases of high-frequency (Langmuir) and low-frequency (acoustic) waves. Checking the validity and limits of applicability of the various quantum fluid models is an issue that is unfortunately often neglected in the literature \cite{13}, and we encourage future investigators on these topics to do so systematically.

From a fundamental point of view, the relationships of the quantum fluid methods to the time-dependent density functional theory (TDDFT) \cite{52, 61} and Thomas-Fermi theory \cite{57} were highlighted in several past works. Much less explored is the close link to the so-called orbital-free density functional theory \cite{80}, which appears to be closely related to the present fluid theory. More work is needed to clarify the similarities and differences between the two approaches.

Finally, some effort should be directed to generalize the quantum fluid models in order to include non-ideal effects, such as dynamical correlations that lead to dissipation and damping. These effects are important on timescales going beyond the electron coherence time, which for standard metallic nano-objects is of the order of 100 fs.

In nanophysics, estimating the viscosity of a quantum electron gas is an open and interesting problem, with applications to graphene and other low dimensional materials \cite{45}.

There have been some attempts to include potentially dissipative effects in TDDFT. The most accomplished of such attempts is the so-called time-dependent current-density-functional theory developed by Vignale and Kohn \cite{76}, which uses the electron current density $j(r, t)$ as the basic building block, instead of the density $n(r, t)$. However, the relevant equations are mathematically very complicated and not easy to implement in practical situations.

Recently, using the Vignale and Kohn approach, Ciraci incorporated some viscosity terms in the quantum fluid equations \cite{17}.

For phase-space methods, the construction of dissipative terms can rely on the experience acquired in plasma physics, and some examples have been given in our earlier review \cite{52}. How to include such dissipative effects in quantum fluid models, both spinless and spin-dependent, is another important avenue for future research.
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