Spatial misregistration in hyperspectral cameras: lab characterization and impact on data quality in real-world images
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1 Introduction

Hyperspectral cameras capture images where every pixel contains spectral information of the corresponding small area of the depicted scene. Pushbroom cameras are currently the most used type of hyperspectral cameras. Pushbroom hyperspectral cameras can be made to acquire images with high spatial and spectral resolution. When used in geology, agriculture, the food industry, defense, etc., these instruments allow to efficiently and reliably collect spatial and spectral information. As useful as these instruments are, they are not perfect, and some pushbroom hyperspectral cameras are closer to perfection than others. In this paper, we will discuss spatial misregistration—one particular imperfection that is often overlooked or misunderstood by users of hyperspectral cameras.

The paper is organized as follows. We will start with discussing the nature of spatial misregistration and the error sources that contribute to it. Then, we will briefly describe two existing methods that are designed to characterize spatial misregistration in the lab for assessment of camera performance. In order to examine the validity of the two methods, we will compare the spatial misregistration predicted by the methods with the errors in spectra when acquiring images of real scenes. We will also show how the two methods can be combined to further improve the accuracy of the lab characterization.
In order to have realistic test conditions, good control over the comparison process, and enough data for drawing the conclusions, we will simulate various camera imperfections using images of real airborne scenes and known properties of real hyperspectral cameras as input. The discussion will be focused on hyperspectral cameras of the pushbroom type and spatial misregistration in the across-track direction. An earlier version of the manuscript was presented at SPIE Defense + Commercial Sensing 2020.

2 Nature of Spatial Misregistration

Keystone, point spread function (PSF) width, and shape difference all cause spatial misregistration errors. In real hyperspectral cameras, these error sources are present to various degrees. Figure 1 shows an example: (a) an image of a polychromatic point source on the sensor of a pushbroom hyperspectral camera and (b) the captured spectrum. Since the camera in this example has significant keystone (shift of the PSF position as a function of wavelength), as well as significantly different PSFs in different spectral channels, the captured spectrum of the point source is not correct.

Currently, it is usual to describe one or two of the above-mentioned error sources separately in the camera specifications: keystone is usually specified, whereas PSF width differences are specified much less frequently, whereas PSF shape differences are almost never shown. Each of these error sources leads to spatial misregistration errors in the acquired data: for a given spatial pixel the energy is not collected from exactly the same area in all spectral channels—instead, the area is somewhat different in different spectral channels. However, the size of these different error sources cannot be compared directly. We will demonstrate this with an example. Assume two cameras with the following specifications.

- Camera 1 has nearly identical PSF width and shape across the camera’s spatial and spectral range, but the keystone is 0.1 pixel.
- Camera 2 has almost perfect keystone correction, but the PSF full-width at half-maximum (PSF FWHM) varies between 0.5 and 0.7 pixel across the camera’s spectral range.

Although both keystone and PSF differences lead to errors in the acquired spectra, it would be difficult in this example to choose the camera with the smallest errors in the acquired data, since the given numbers cannot be directly compared. Is a keystone of 0.1 pixel (camera 1) better or worse than a PSF FWHM variation from 0.5 to 0.7 pixel (camera 2) with respect to spatial misregistration errors? Fortunately, it turns out that it may be possible to express all three error sources discussed above in a single number—making it possible to directly compare different

![Fig. 1](image-url) (a) Image of a polychromatic point source on the sensor of a pushbroom hyperspectral camera with large spatial misregistration. Only a single pixel column, representing one spatial pixel, is shown. A small bell-like curve in each spectral channel shows the shape of the corresponding PSF. Note the large keystone (PSF shift) and large differences in PSF width between different spectral channels. (b) True spectrum of the polychromatic point source and the captured spectrum of the same source. The large difference between the two spectra is caused by the large spatial misregistration of this particular hyperspectral camera.
cameras with respect to spatial misregistration errors. In the next section, we will present two methods for characterizing spatial misregistration, which do precisely this.

3 Two Methods for Characterizing Spatial Misregistration

In this paper, we discuss two different methods for characterizing spatial misregistration in hyperspectral cameras that are intended for assessment of camera performance. Both methods combine the effects of keystone and PSF width and shape differences into a single number that describes the spatial misregistration. The first method—which we will refer to as method 1—is an established method for quantifying coregistration, known since the 1990s. In 2012, the method was suggested for inclusion in a possible future standard for hyperspectral cameras.

The second method, which we will refer to as method 2, was proposed more recently (2015) to simplify the measurement procedure as well as to provide a more intuitive and straightforward way to calculate the expected misregistration errors for a hyperspectral camera. Since the data acquired by a hyperspectral camera may be postprocessed in order to reduce misregistration, both methods should be applied to the final hyperspectral datacube.

We will give a short summary of the two methods below. For simplicity, the methods will be explained for the one-dimensional case only, but both methods are also suitable for use in two dimensions. The methods use point source measurements for the calculations, and both methods can be explained in terms of the sampling point spread function (SPSF), which will be briefly described below.

3.1 Sampling Point Spread Function

The SPSF combines the effects of the optical PSF and the pixel response function (assuming that the PSF is approximately constant for a small part of the camera’s field of view around the pixel of interest). As an example, let us assume a sensor pixel that is uniformly sensitive to light inside its borders and completely insensitive to light outside the borders. Then considering just one spatial dimension, the pixel response function will look as shown in Fig. 2(a).

The SPSF in the across-track direction can be measured by first placing a point source well outside the pixel and then moving the point source in small steps across the field of view, i.e., in the across-track direction, while measuring the signal in the pixel for each position of the point source. When the point source is positioned far from the pixel, only a small percentage of the energy will hit the pixel due to the shape of the PSF. When the point source is positioned closer to the pixel—or especially inside the pixel—a larger portion of the energy will hit the pixel. The signal registered by the pixel as a function of point source position is the SPSF. Here is an example: when moving the PSF shown in Fig. 2(b) across the camera’s field of view and measuring the signal in a pixel that has a response function as shown in Fig. 2(a), the resulting SPSF will be as shown in Fig. 2(c).

The SPSF, when normalized so that the area under the curve is equal to 1, tells us how large fraction of the light ends up in the pixel for a given point source position. In the example in Fig. 2(c), 30% of the light ends up in the pixel when the point source is at some distance outside the pixel ($x = -0.8$), whereas 85% of the light ends up in the pixel when the point source is positioned at the center of the pixel ($x = 0$). A more general definition of the SPSF can be found.
in previously published literature, as well as information about how the SPSF could be measured in two dimensions.

In a hyperspectral camera with perfect spatial coregistration, the SPSFs will be identical across the entire wavelength range for any given spatial pixel. However, in a real camera, the SPSFs will be somewhat different in each spectral channel: they will be shifted somewhat relative to each other due to keystone, they will have somewhat different width at half-maximums, and the finer details of their shapes will also be somewhat different.

### 3.2 Method 1

Method 1 calculates the misregistration between two channels based on the measured SPSFs. This gives an upper bound on the absolute radiometric signal error for extended sources. Figure 3(a) shows an example of the normalized SPSFs for two channels $i$ (green) and $j$ (blue). The two SPSFs have different shapes and widths and are shifted compared to each other, which leads to misregistration. For instance, when the point source is at the left border of the pixel ($x = -0.50$), about 72% of the light in channel $i$ (green) ends up in the pixel, whereas only 22% of the light in channel $j$ (blue) ends up in the same pixel.

In order to calculate the misregistration, method 1 considers a scene consisting of two materials A and B [see Fig. 3(b)], where A is bright and B is completely dark. The amount of light from material A that ends up in the pixel of interest is in this case proportional to the integrals of the green and blue curves—in the area where material A is present—for channels $i$ and $j$, respectively. The difference between these two integrals, i.e., the area $\Delta w$ in Fig. 3(b), is said to be the misregistration,

$$\Delta w = \frac{1}{2} \int_{x} |f_j(x, y) - f_i(x, y)| dx,$$

where $f_i(x)$ is the SPSF for channel $i$ and the integral is taken across the entire length of the across-track image line.

The misregistration is always calculated for the case where the border is at the crossing point between the two SPSFs [as shown in Fig. 3(b)], since this is the position of the border that would give the largest error. The maximum misregistration for a given spatial pixel is, for this method, defined as the largest misregistration measured across all pairs of spectral channels, whereas the mean misregistration is calculated as the average across all channel pairs.

![Fig. 3](image-url) (a) Example of the normalized SPSFs for two channels $i$ (green) and $j$ (blue). (b) Border between two materials A and B. The border is positioned at the crossing point between the two SPSFs.
3.3 Method 2

Method 2 calculates the misregistration errors directly from the point source measurements without first forming the SPSFs. The method is based on a very basic principle: simply determine “how much of the energy collected by the hyperspectral camera ends up in the correct pixel in the final data cube.” For each point source position within the pixel, the misregistration is calculated as the relative difference between the energy measured in a given spectral channel [solid line in Fig. 1(b)] and the average energy across all spectral channels [dashed line in Fig. 1(b)]. The maximum misregistration is defined as the largest measured misregistration across all point source positions, whereas the mean misregistration is calculated as the average across all point source positions.

For easy comparison with method 1, method 2 can also be explained in the framework of SPSFs. Key differences between the two methods can then better be understood.

Figure 4 shows how misregistration for method 2 is defined and calculated in the SPSF framework. Green and blue curves represent the normalized SPSFs for channels $i$ and $j$, respectively, as before. The black curve is the mean of the green and the blue curve and is used as a reference. For a given point source position $x$, the black curve shows the fraction of light that would be recorded in the pixel of interest in each channel if there were no keystone or PSF differences in the system (i.e., zero misregistration). For instance, for position $x = -0.20$ approximately 60% of the light in a given channel would end up in the pixel of interest in the ideal case.

In reality, the pixel of interest will get more light in some spectral channels and less in others. In the example above, for position $x = -0.20$, the pixel of interest gets too much light in channel $i$ (green) and too little light in channel $j$ (blue). How large the deviation is ($\Delta S^i_x$, green vertical line) compared to the ideal value ($S^i_x$, black vertical line) tells us how large the errors in the system will be. The misregistration (for channel $i$ and position $x$) is, therefore, defined as the ratio $\Delta S^i_x / S^i_x$. This ratio is calculated for all channels and for different positions within the pixel of interest in order to determine the maximum and mean misregistrations. Note that only positions within the pixel of interest (white area in the figure) are used for the calculations, thereby avoiding using the tails of the SPSFs where the signal may be very low and difficult to measure.

4 Simulations

We will, in the next section, examine the impact of the previously discussed misregistration components on real-world data. We will also assess how well the two characterization methods quantify misregistration, i.e., how well the lab measurements correlate with misregistration errors in real scenes. In order to do this, we have simulated different cameras with various degrees of camera imperfections. The simulations focus on spatial misregistration in the across-track direction. Applicability of the results for spatial misregistration in the along-track direction, as well as spectral misregistration, is discussed briefly in Secs. 5.6 and 6. The simulations were done in Virtual Camera software using images of real scenes and PSFs of real hyperspectral cameras as input. The details of the simulations will be described below.
4.1 Simulated Misregistration Components (i.e., Camera Imperfections)

The following camera imperfections were simulated:

- keystone (PSF position changing as a function of wavelength),
- PSF width changing as a function of wavelength, and
- PSF shape changing as a function of wavelength.

The performance of 59 different cameras was simulated. Each camera has a total of 21 spectral channels where one or more imperfections are present to various degrees. All imperfections and their magnitudes in the tested cameras are described below. For details on the PSFs used for the simulations, see Figs. 5 and 6. Table 1 gives an overview of the imperfections in all tested cameras. Image noise (photon noise, etc.) is not included in the simulations, since we want to assess the impact of misregistration errors isolated from other possible sources of error in the data.

4.1.1 Keystone

The keystone is modeled as an offset in the PSFs’ spatial position that varies linearly across all spectral channels. For example, a keystone of 10% (of a pixel) means that the spatial offset is −0.05 pixel in spectral channel #1, 0 pixels in spectral channel #11, and +0.05 pixel in spectral channel #21. Cameras with keystones from 10% to 50% were examined. In a group of five cameras with varying keystones (Table 1), the first camera will have the smallest keystone (10%) and the fifth camera will have the largest keystone (50%). The second, third, and fourth cameras will have keystones of 20%, 30%, and 40%, respectively.

4.1.2 PSF width and shape changes across spectral channels

The PSFs used in the simulations are based on real PSFs of different shapes and widths, see Fig. 5. For some cameras, the PSF shape and width are kept constant across all spectral channels.

![Fig. 5](image)

**Fig. 5** Different real PSFs used in the simulations. The PSF width is expressed as the MTF value at the Nyquist frequency. (a)–(d) Symmetric PSFs with varying widths, (e), (f) two PSFs with the same width (MTF = 0.25) but distinctly different shapes (one very asymmetric and the other quite symmetric) at two different wavelengths \( \lambda_1 \) and \( \lambda_{101} \), and (g), (h) two PSFs with the same width (MTF = 0.50) but, again, two distinctly different shapes at two different wavelengths.
For other cameras, either the width or the shape is varying across spectral channels. The varying width or shape of the PSF is obtained by selecting one PSF for the first spectral channel and a second PSF for the last spectral channel, then morphing between the two PSFs for the channels between. This approach allows to have PSF sets that change across the spectral range in a controlled way, while addressing the misregistration factor being tested: for example, gradually increasing the PSF asymmetry across the spectral range while keeping the effective width of the PSF approximately constant.

**Table 1** Main characteristics of the cameras that are simulated.

| Group # | Camera # | PSF (expressed as MTF at Nyquist frequency) | Keystone (% of a pixel) |
|---------|----------|---------------------------------------------|-------------------------|
| 01      | 1 to 5   | 0.50                                        | 10 to 50                |
| 02      | 6 to 10  | 0.25 to 0.70                                | 0                       |
| 03      | 11 to 15 | 0.25 to 0.70                                | 10 to 50                |
| 04      | 16 to 20 | 0.25 (λ1 to λ101)                          | 0                       |
| 05      | 21 to 25 | 0.25 (λ1 to λ101)                          | 10 to 50                |
| 06      | 26 to 30 | 0.50 (λ1 to λ101)                          | 0                       |
| 07      | 31 to 35 | 0.50 (λ1 to λ101)                          | 10 to 50                |
| 08      | 36 to 40 | 0.25 to 0.70                                | 10                       |
| 09      | 41 to 45 | 0.25 (λ1 to λ101)                          | 10                       |
| 10      | 46 to 50 | 0.50 (λ1 to λ101)                          | 10                       |
| 11      | 51 to 55 | 0.25 to 0.70                                | 30                       |
| 12      | 56 to 60 | 0.25 (λ1 to λ101)                          | 30                       |
| 13      | 61 to 65 | 0.50 (λ1 to λ101)                          | 30                       |

The cameras are divided into 13 groups with 5 cameras in each group. When the cameras in a group have varying keystones, the first camera in the group has the smallest keystone and the last camera has the largest keystone. For instance, in group 7, camera 31 has 10% keystone and camera 35 has 50% keystone. The same applies for PSF width and shape variations. Note that the following six pairs of cameras are identical: 11/36, 21/41, 31/46, 13/53, 23/58, 33/63, so that there is a total of 59 different cameras.
For the simulations, the PSFs are morphed across 101 spectral channels, see Fig. 6. Then for a given camera, 21 of the channels are selected. In a group of five cameras (Table 1), the first camera will use spectral channels [41, 42, . . . , 51, . . . , 60, 61], the second camera will use spectral channels [31, 33, . . . , 51, . . . 69, 71], the third camera will use spectral channels [21, 24, . . . , 51, . . . 78, 81], the fourth camera will use spectral channels [11, 15, . . . , 51, . . . 87, 91], and the fifth camera will use spectral channels [1, 6, . . . , 51, . . . 96, 101]. The first camera will then have the smallest PSF variation and the fifth camera will have the largest PSF variation.

4.1.3 Combining different misregistration factors

Many of the tested cameras have more than one misregistration factor present. For example, for some cameras, both the PSF position (i.e., keystone) and the PSF width may change across spectral channels. For other cameras, keystone is combined with PSF shape differences.

4.2 Tested Cameras

The tested cameras can be divided into 13 groups. Each group explores a single misregistration factor or a particular combination of such factors. There are five cameras in each group. The misregistration factor (or factors) of interest gradually changes from the smallest value in the first camera of a group to the largest value in the fifth camera of the same group. Table 1 lists all tested cameras with a brief description of all tested misregistration factors.

4.3 Test Scenes

Two airborne scenes were chosen as camera input, see Fig. 7. The scenes have many objects of various sizes and contrast. If spatial misregistration is present in a hyperspectral camera, these scene features will cause errors in the acquired spectra.

The first scene (scene A) has both manmade and natural objects. The features in this scene that are expected to cause large errors in the acquired data due to spatial misregistration are:

- high-contrast borders between relatively large areas of low contrast and
- small high-contrast objects.

![Fig. 7](image-url)

**Fig. 7** Two airborne scenes used as input for the simulations: (a) scene A and (b) scene B. Scene A contains both manmade and natural objects. Scene B contains only natural objects. The images were acquired by HySpex Mjolnir V-1240 mounted in a gimbal on an octocopter. One of the near-infrared channels was used for the simulations. The images are radiometrically calibrated, but not georeferenced.
The second scene (scene B) has natural objects only. The features expected to cause large errors here are mainly small high-contrast objects.

### 4.4 Recording the Images

The input scenes are processed by the Virtual Camera software. A single spectral channel in the input scene image is used for all 21 channels in the simulated camera, i.e., all input spectral channels are identical. This approach ensures that we have precise knowledge about all spectra in the scene and keeps the input data clean of any misregistration present in the original hyperspectral data. Keystone and optical blur (PSF) are then added to the input, and the resulting image is recorded into the final datacube.

Note that the image used as input scene contains 7 times more pixels in the across-track direction than the recorded image. This allows to simulate subpixel details (across-track) in the scene that is being depicted.

### 4.5 Errors in the Recorded Images

Due to spatial misregistration (keystone and PSF differences), there will be errors in the recorded spectra. We want to estimate the size of these errors.

For a given spatial pixel, the true spectrum is a straight horizontal line, as shown in Fig. 8(a). This is because the input scene is identical in all spectral channels. How high or low this line lies depends on the content of that scene pixel. The corresponding true spectrum in the final datacube (also a horizontal line) may lie at a somewhat different height due to optical blur that causes leakage of the content of neighboring scene pixels into the pixel of interest [Fig. 8(b), red line].

This difference in height does not reflect an actual error in the spectrum. The recorded spectrum is still correct, i.e., the spectral integrity is preserved. However, due to the presence of keystoke and PSF variations across spectral channels, the actual value recorded in different channels [red dots in Fig. 8(b)] will deviate from the true value (red line). This deviation represents actual errors in the recorded spectrum.

The relative error $\Delta E^i_m$ for spatial pixel $m$ in spectral channel $i$ is given by

$$\Delta E^i_m = \frac{E^i_m - \overline{E}_m}{\overline{E}_m},$$

where $E^i_m$ is the energy recorded in spatial pixel $m$ in spectral channel $i$ and $\overline{E}_m$ is the mean energy recorded in spatial pixel $m$ given by

$$\overline{E}_m = \frac{1}{I} \sum_{i=1}^{I} E^i_m,$$

![Fig. 8](https://example.com/fig8.png)

**Fig. 8** Example of (a) true spectrum (blue line) in input scene versus (b) true (red line) and recorded (red dots) spectrum in the final data cube.
where \( I = 21 \) is the number of spectral channels. The mean value \( E_m \) is the true value, i.e., the value that would have been recorded in every spectral channel for pixel \( #m \) if there was no misregistration (keystone or PSF variations) in the system.

We can now calculate the standard deviation of the relative errors \( \Delta E_{std}^m \) for pixel \( #m \)

\[
\Delta E_{std}^m = \sqrt{\frac{1}{I} \sum_{i=1}^{I} (\Delta E_{ij}^i)^2}, \tag{4}
\]
as well as the maximum relative error \( \Delta E_{max}^m \) for pixel \( #m \)

\[
\Delta E_{max}^m = \frac{1}{2} \cdot \frac{E_{max}^m - E_{min}^m}{E_m}, \tag{5}
\]
where \( E_{min}^m \) and \( E_{max}^m \) are the minimum and maximum energies recorded across all spectral channels for pixel \( #m \).

For each camera, we have determined the maximum relative error \( \Delta E_{max} \) among all pixels in the image

\[
\Delta E_{max} = \max (\Delta E_{max}^m), \quad m = 1, 2, \ldots, M, \tag{6}
\]
where \( M \) is the total number of pixels in the image. We have also calculated the mean of the standard deviation of the relative errors \( \Delta E \) across all pixels in the image

\[
\Delta E = \frac{1}{M} \sum_{m=1}^{M} \Delta E_{std}^m. \tag{7}
\]

### 4.6 Simulated Point Source Measurements for Camera Characterization

The two characterization methods 1 and 2 require point source measurements in order to predict misregistration errors for a camera. We have, therefore, simulated point source measurements for all the cameras listed in Table 1.

The point source measurements are performed by moving a (simulated) point source in small steps across the pixel of interest in the across-track direction. In the simulations, we use 21 steps per pixel. Keystone and PSF variations across spectral channels are added to the input before recording into the final data cube. The measurements start and end well outside the pixel of interest in order to capture the whole SPSF. The SPSF will be used as a basis for the misregistration calculations by methods 1 and 2. Note that method 1 requires that the whole SPSF is captured, whereas method 2 only requires the part of the SPSF that is inside the pixel of interest to be captured.

### 4.7 Misregistration: Method 1

Method 1 is based on point source measurements and the calculations are performed directly on the resulting SPSFs.\(^5\) The SPSFs are normalized to 1 in each channel, i.e., for every point source position, the total energy recorded in a given channel is normalized to 1. When referring to recorded energy in the equations below, this is always the underlying assumption.

The misregistration \( \Delta E_{ij}^m \) between spectral channels \( \#i \) and \( \#j \) for spatial pixel \( #m \) (the pixel of interest) is calculated from

\[
\Delta E_{ij}^m = \frac{1}{2} \sum_{k=1}^{N} |E_{mk}^i - E_{mk}^j| \cdot \Delta x. \tag{8}
\]

Here \( N \) is the number of point source positions where \( E_{mk}^i, E_{mk}^j > 0 \), \( E_{mk}^i \) is the energy recorded in spatial pixel \( #m \) in spectral channel \( \#i \) when the point source is at position \( #k \), and \( \Delta x = 1/K \) where \( K = 21 \) is the total number of point source positions per pixel. Note that \( E_{mk} \) is the same
as (is equal to) the SPSF value in spectral channel \#i for point source position \#k, when pixel \#m is the pixel of interest. The sum is taken over all point source positions where the SPSF has a value larger than zero.

The maximum misregistration \( \Delta E_{mk}^{\text{max}} \) for pixel \#m can then be calculated from

\[
\Delta E_{mk}^{\text{max}} = \max(\Delta E_{mk}^i),
\]

across all band pairs \((i, j)\), whereas the mean misregistration \( \Delta E_m \) for pixel \#m is taken as the mean across all band pairs and can be calculated from

\[
\Delta E_m = \left( \frac{1}{\sum_{i=1}^{I-1}(I - 1)} \right) \cdot \sum_{i=1}^{I-1} \sum_{j=i+1}^{I} \Delta E_{mk}^i,
\]

where \( I = 21 \) is the total number of spectral channels.

### 4.8 Misregistration: Method 2

Method 2 is based on point source measurements and the calculations can be performed directly on the resulting SPSFs.\(^7\) The SPSFs are normalized to 1 in each channel, i.e., for every point source position the total energy recorded in a given channel is normalized to 1. When referring to recorded energy in the equations below, this is always the underlying assumption.

The misregistration \( \Delta E_{mk}^i \) for spatial pixel \#m (the pixel of interest) in spectral channel \#i when the point source is at position \#k is given by

\[
\Delta E_{mk}^i = \frac{E_{mk}^i - \overline{E}_{mk}}{\overline{E}_{mk}},
\]

where \( E_{mk}^i \) is the energy recorded in spatial pixel \#m in spectral channel \#i when the point source is at position \#k, and \( \overline{E}_{mk} \) is the mean energy recorded in spatial pixel \#m when the point source is at position \#k, given by

\[
\overline{E}_{mk} = \frac{1}{I} \sum_{i=1}^{I} E_{mk}^i,
\]

where \( I = 21 \) is the number of spectral channels. Note that \( E_{mk}^i \) is the same as (is equal to) the SPSF value in spectral channel \#i for point source position \#k when pixel \#m is the pixel of interest.

We can now calculate the standard deviation of the relative errors \( \Delta E_{mk}^{\text{std}} \) for pixel \#m when the point source is at position \#k

\[
\Delta E_{mk}^{\text{std}} = \sqrt{\frac{1}{I} \sum_{i=1}^{I} (\Delta E_{mk}^i)^2},
\]

as well as the maximum relative error \( \Delta E_{mk}^{\text{max}} \) for pixel \#m when the point source is at position \#k

\[
\Delta E_{mk}^{\text{max}} = \frac{1}{2} \cdot \frac{E_{mk}^{\text{max}} - E_{mk}^{\text{min}}}{\overline{E}_{mk}},
\]

where \( E_{mk}^{\text{min}} \) and \( E_{mk}^{\text{max}} \) are the minimum and maximum energies recorded across all spectral channels for pixel \#m when the point source is at position \#k.

We can then calculate the maximum misregistration \( \Delta E_{m}^{\text{max}} \) for pixel \#m (across all point source positions within the pixel)

\[
\Delta E_{m}^{\text{max}} = \max(\Delta E_{mk}^{\text{max}}), \quad k = 1, 2, \ldots, K,
\]
as well as the mean of the standard deviation for the misregistration \( \Delta E_m \) for pixel \( #m \) (across all point source positions within the pixel)

\[
\Delta E_m = \frac{1}{K} \sum_{k=1}^{K} \Delta E_{mk},
\]

where \( K = 21 \) is the number of point source positions within the pixel of interest.

5 Simulation Results and Analysis

In this section, we will present and discuss the results from the simulations.

5.1 Maximum Misregistration Errors in Real Scenes

We will first verify that each of the spatial misregistration components (keystone, PSF width, and PSF shape) causes errors in the acquired spectra and check how large these errors are. We will look at the relative errors and, for now, consider the maximum relative error for each camera in a given scene.

Let us consider the five cameras of group 1 in Table 1. These five cameras have keystones of 0.1 to 0.5 pixel, respectively. The PSF widths and shapes correspond to modulation transfer function (MTF) = 0.5 at the Nyquist frequency and are identical in all five cameras and in all spectral channels, i.e., the only error source is keystone. The results of the simulations for these five cameras are presented in Fig. 9. The red curve shows how the magnitude of maximum errors in the acquired spectra depends on the camera’s keystone value. Naturally, a larger keystone causes larger maximum spectral errors.

Let us consider a different example with five cameras that have no keystone, and where all five cameras have identical PSF shapes in all spectral channels. However, the PSF width in each camera changes across all spectral channels (group 2 in Table 1). Table 2 shows how much the MTF at Nyquist frequency changes across the spectral range for each camera. The blue curve in Fig. 9 shows how these differences in MTF (i.e., in PSF width) correspond to the maximum errors in the acquired spectra.

In the third example, the five tested cameras have no keystone and a constant PSF width corresponding to MTF = 0.5 at the Nyquist frequency. However, for each camera, the PSF shape varies across spectral channels (group 6 in Table 1). In camera 30, the variations are the largest:

![Fig. 9 Maximum errors in scene A caused by keystone (red curve, five cameras from group 1 in Table 1 with progressively increasing keystone); by differences in PSF width (blue curve, five cameras from group 2 in Table 1 with progressively increasing PSF width differences, see also Table 2 for the PSF width differences in each of the five cameras, expressed as MTF variations at the Nyquist frequency); by differences in PSF shape (green curve, five cameras from group 6 in Table 1 with progressively increasing PSF shape differences).](image-url)
Figs. 5(g)–5(h) show the two SPSFs with the largest difference in shape for this camera. PSFs for all other spectral channels are derived by morphing between these two PSFs [see Figs. 6(a)–6(f) for an example of such morphing]. The PSF shape variations in the other four cameras are smaller, as described in Sec. 4.1. The results of this simulation are presented in Fig. 9, where the green curve shows how the magnitude of the maximum errors in the acquired spectra depends on the differences in the PSF shape.

Based on the results above, it seems clear that misregistration is potentially an important source of error in hyperspectral data that may easily exceed the contribution of other error sources such as photon noise.

5.2 Maximum Misregistration Errors in Real Scenes versus Camera Characterization of Misregistration

We will now compare maximum misregistration errors in real scenes to camera characterization by methods 1 and 2. Spectral errors in real scenes—caused by misregistration factors of different types and magnitude—were investigated for 59 cameras. The same 59 cameras were also characterized by methods 1 and 2. We can now evaluate how well each characterization method predicts the errors caused by misregistration when acquiring spectra of real scenes.

Note that the 59 simulated cameras have misregistration errors that are different not only in magnitude but also in nature (see Fig. 9 for 15 camera examples). In a nutshell, we need to find a way to evaluate two lab characterization methods by comparing their results with 13 datasets (each containing five cameras), where each dataset has errors of different magnitudes and the nature of the errors is different between different datasets. This does not appear to be an easy task. How can we do this comparison without resorting to multidimensional graphs?

First, we place points on the graph with each point corresponding to the maximum relative error in the spectral data captured from a real scene for a given camera. There are 59 cameras, so there are 59 points. The cameras are ordered according to the magnitude of the maximum error: the camera with the smallest maximum error is the first from the left, the camera with the largest maximum error is farthest to the right, with all other cameras in between—ordered according to the magnitude of their maximum errors. Now we can place misregistration for each camera as calculated by method 1 in the same camera order that was used for the errors in the real scene, and the same can be done for method 2. Figure 10 shows the result for scene A, where any given index along the horizontal axis shows (for the same camera):

- maximum error in the acquired spectra in scene A (red),
- misregistration according to method 1 (blue), and
- misregistration according to method 2 (green).

In order to reliably predict the relative performance between different cameras, the misregistration curve calculated by a given characterization method should follow the red curve, i.e., each given point of the method curve should be higher than the adjacent point to the left and lower than the adjacent point to the right. If this is the case, the method is good at predicting a camera’s performance on real data relative to other cameras. We see that, although there are noticeable deviations from this criterion, method 1 and method 2 follow the shape of the red curve reasonably well. Method 2 has the advantage of predicting the magnitude of the maximum error in the real data more accurately.

Let us check the two characterization methods on scene B (Fig. 11). We see that the conclusions are still valid: both methods follow the red curve reasonably well with method 2 better.
Note, however, that for scene B, method 1 creates a smoother curve that better follows the shape of the red curve.

At first glance, it might seem that looking at the maximum error is not a reliable approach, because such an error would occur in a single specific location for a given scene and this error could have more or less random value. However, this turns out not to be the case. We have looked into the location and magnitude of the largest errors in the two scenes. Regarding the location of maximum errors, we find that the maximum errors occur in different locations of a given scene—depending on the nature of the camera’s spatial misregistration. Regarding the actual values of the largest errors, we find that the five largest errors (for a given camera) occur in different locations of a scene for different cameras. Further, for a given camera, we find that the five largest errors are very similar to each other in magnitude. A typical difference between the largest and the fifth largest error (for a given camera and scene) was found to be less than 3% of the error value, whereas the maximum observed difference was just above 11% of the error value.

Note that the two methods look at different scene features as sources of the maximum errors. Method 1 considers a sharp border between two different materials to give the largest error (Sec. 3.2), whereas method 2 considers a small (smaller than a pixel) bright object to give the maximum error (Sec. 3.3). In the two real scenes analyzed in this work, both the borders and the
small (subpixel sized) objects were found to cause the largest errors—depending on the nature of spatial misregistration in the camera.

The cameras that we have tested so far have one thing in common: their optics is reasonably sharp with MTF at the Nyquist frequency of 0.25 in the worst case (0.5 in many other cases). This is typical for optics that is designed to retrieve as much information as possible from the scene when using a given sensor. However, there are cameras where the resolution of the optics is significantly lower than the resolution of the sensor. We will, therefore, test one more set of five cameras where the PSF is so large that the MTF reaches 0 approximately at the Nyquist frequency [or, more precisely, at 0.95 of the Nyquist frequency, see Fig. 5(d) with the corresponding PSF]. The PSF size and shape will be identical for all cameras in all channels, whereas the keystone will be 10%, 20%, 30%, 40%, and 50% (of a pixel) in each camera, respectively. Let us now add errors from these five cameras to the graph (Fig. 12). This brings the total number of tested cameras to 64.

Method 1 (blue curve) still follows the shape of the red curve (real scene) reasonably well, but this is no longer the case for method 2. Although method 2 is better at predicting the maximum errors for sharper cameras, it clearly underestimates the misregistration errors in the five blurry cameras [indices 5, 14, 26, 34, and 44 in Fig. 12(a); indices 5, 16, 24, 37, and 44 in Fig. 12(b)]. Method 1, therefore, seems to more reliably predict the relative performance between different cameras when more blurry cameras are also considered. In other words, if a camera has smaller maximum misregistration according to method 1, then this camera is likely to also have smaller maximum misregistration errors in an image of a real scene. However, method 1 consistently

![Fig. 12 Maximum errors: (a) scene A and (b) scene B. The cameras are ordered according to the magnitude of their maximum error in scene A and scene B, respectively (index #1 represents the camera with the smallest maximum error, whereas index #64 represents the camera with the largest maximum error). The red curve shows the maximum error for each of the 64 tested cameras when depicting the corresponding scene. The blue curve shows the maximum error of the same 64 cameras as predicted by method 1. The green curve shows the maximum error of the same 64 cameras as predicted by method 2.](image)
underestimates the magnitude of the maximum errors. In the next section, we will show how the two methods can be combined in order to optimize the ability to predict both the magnitude of the maximum misregistration errors and the camera performance relative to other cameras.

5.3 Combining the Two Methods for more Accurate Camera Characterization

It is possible to improve the lab characterization of spatial misregistration by combining the two characterization methods. Note that even though method 2 may require fewer measurements for camera characterization, both methods can easily use the same measurement set (see Sec. 3 and Refs. 6 and 7). Below we will look at three possible approaches.

5.3.1 Approach 1

Approach 1 combines the more accurate prediction of maximum errors for sharper cameras by method 2 with the more accurate prediction of maximum errors for blurry cameras by method 1. For a given camera, the misregistration values calculated by each method are compared and the largest value of the two is considered to be that camera’s misregistration. Figure 13 shows misregistration errors calculated by method 1 (blue) and approach 1 (green) compared to errors in a real scene (red). We see that the errors of blurry cameras are still underestimated, but not as much as when method 2 is used alone.

Fig. 13 Maximum errors: (a) scene A and (b) scene B. The cameras are ordered according to the magnitude of their maximum error in scene A and scene B, respectively (index #1 represents the camera with the smallest maximum error, whereas index #64 represents the camera with the largest maximum error). The red curve shows the maximum error for each of the 64 tested cameras when depicting the corresponding scene. The blue curve shows the maximum error of the same 64 cameras as predicted by method 1. The green curve shows the maximum error of the same 64 cameras as predicted by approach 1.
5.3.2 Approach 2

We have previously discussed how method 1 seems to consistently underestimate the maximum misregistration errors. However, if the misregistration is always underestimated by the same percentage, then the misregistration prediction by method 1 could be improved by multiplying the calculated misregistration value by a given constant factor. For scene A, a factor of 1.25 seems to work well, see Fig. 14(a). It is, however, a necessary requirement that the same factor can be applied also to other scenes. Figure 14(b) shows the results when a factor 1.25 is used for scene B. Although this is a significantly different scene (as discussed in Sec. 4.3), we see that the factor 1.25 works well here, too. Results for approach 1 are also shown for comparison. Approach 2 (blue) seems to work better than approach 1 (green).

As previously noted, method 1 fits data well with respect to comparing cameras, but not for the actual size of observed maximum errors. If a camera user would like to know the approximate magnitude of the expected maximum errors, it may be useful to know that this number can be found by multiplying the result by the factor 1.25.

5.3.3 Approach 3

In approach 3, we compare the misregistration values calculated by method 2 and approach 2, and choose the largest value of the two to be the measured misregistration. Figure 15 shows the results. Results for approach 2 (light blue) are also included in the figure for comparison. Approach 3 (black) seems to work well for all tested cameras on both scenes and gives the best
results of all three approaches. The magnitude of the maximum errors is now predicted reasonably well, and the misregistration curve also follows the shape of the red curve (errors in the scene) quite well.

5.4 Mean Misregistration Errors in Real Scenes

So far, we have been discussing maximum errors—the errors that occur when a very high-contrast feature (a border or a small subpixel sized object) is placed in the worst position relative to the pixel center. When looking at the maximum misregistration error, we consider just two spectral channels (the two channels with the largest misregistration error between them). However, all other channels will have smaller errors. Therefore, in addition to knowing the maximum misregistration, it may be useful to know the mean misregistration when errors in all spectral channels and for various positions of high-contrast scene features are considered.

We will first check the magnitude of the errors in the acquired spectra, which are caused by each of the spatial misregistration components (keystone, PSF width, and PSF shape). Just as we did in Sec. 5.1 for the maximum errors, we will use the same 15 cameras and look at the relative errors. However, this time we will consider the mean relative error for each camera in a given scene. Figure 16 shows the results for scene A.

We can clearly see that all three misregistration components affect the mean misregistration error in the spectra when acquiring an image of a real scene. The mean errors are significantly smaller than the maximum errors (Fig. 9). This happens for several reasons. First, not all spectral channels have equally large misregistration factors (keystone and PSF differences). Second,
many scene features have low contrast, and therefore, cause relatively small errors. Finally, various scene features are positioned randomly relative to the pixel grid and the resulting misregistration errors are smaller for some of the positions than for others.

5.5 Mean Misregistration Errors in Real Scenes versus Camera Characterization of Misregistration

We will now compare the mean misregistration predicted by methods 1 and 2 with the mean misregistration errors in the two scenes. This will be done for 64 different cameras—similar to what we did in Sec. 5.2 for maximum misregistration. Figure 17 shows the results for both scenes. The red curve shows the mean misregistration errors in the scene, whereas the blue and green curves show the mean misregistration measured by methods 1 and 2, respectively. The data are arranged in the same way as before: the cameras are ordered according to the magnitude of the mean errors, where the camera with the smallest mean error is the first from the left, and the camera with the largest mean error is the farthest to the right. We see that the red curve is much lower than the blue and green curves for the two characterization methods—for both scenes. This makes sense since the scenes have both high- and low-contrast features, whereas the two methods only consider high-contrast features. What is important here is how well the curves for the two characterization methods follow the shape of the red curve for the errors in the scene, i.e., for a good characterization method, a larger measured mean misregistration should correspond to a larger mean error in the real scene.

We see that the curve for method 1 (blue) follows the shape of the red curve quite well for both scenes, whereas method 2 (green)—as before—underestimates the misregistration of blurry cameras (indices 6, 18, 28, 38, and 44 for scene A; indices 6, 16, 27, 37, and 44 for scene B) compared to sharper cameras. Method 2 is, therefore, less suitable for evaluation of sharp and blurry cameras simultaneously. For sharper cameras, method 2 works reasonably well, but method 1 seems to give the best prediction of camera performance relative to other cameras—with respect to mean misregistration errors.

5.6 Spatial Misregistration in the Along-Track Direction

The simulations in this paper were done in the across-track direction where the influence of the slit can be considered negligible. In the along-track direction, a sufficiently narrow slit (similar to the Airy disk size and smaller) will contribute to the PSF shape. Although this contribution is naturally taken into account during lab characterization, incorporating this contribution...
into simulations may be more challenging because the optical design software may not be capable of reproducing it. Nevertheless, since the same spatial misregistration factors are present also in the along-track direction, we expect the conclusions based on our simulations in the across-track direction to be valid in the along-track direction as well.

The majority of pushbroom hyperspectral cameras use a continuous scanning motion in the along-track direction during image acquisition. This motion blurs the SPSF in the along-track direction, and therefore, affects the errors caused by spatial misregistration. In principle, this motion should be taken into account when quantifying the misregistration. However, in the majority of cases, it may be more practical if the manufacturer specifies spatial misregistration without the scanning motion, since it is the user—i.e., not the manufacturer—who determines how the camera is used. The scanning movement per frame may be as large as a couple of across-track pixels or as small as zero (when the camera is moved along-track between exposures, but stays still during the image acquisition). In any case, the misregistration specification provided for a static camera will be useful for all scanning scenarios, because a camera that is the best in terms of spatial misregistration when there is no scanning motion, will still be the best camera if scanning motion is present.

6 Applicability of the Methods for Spectral Misregistration

Spectral misregistration—variable spectral shift across the field of view (smile), as well as size and shape differences of the spectral response function of the camera optics (equivalent of PSF) across the field of view—is another important characteristic of a hyperspectral camera.
High-contrast spectral features may sometimes be shaped as a border between a bright and a dark spectral region (such as the chlorophyll edge), but small features (such as atmospheric absorption lines) seem to be more common. Based on the results for spatial misregistration (see Fig. 9 for three types of spatial misregistration errors), it should be clear that all three above-mentioned factors will cause spectral misregistration. Analogous to SPSF in the spatial directions, in the spectral direction spectral response function (SRF) can be defined, and then both characterization methods can be used for quantifying this type of misregistration as well. For both methods, this can be done by illuminating the entire field of view of the camera by a narrow band source and scanning the wavelength of this source through the camera’s wavelength range. We have not performed simulations for spectral misregistration, but we would expect that the two characterization methods would behave similarly relative to each other and compared to errors in real scenes, as we have seen for spatial misregistration.

7 Conclusion

Using images of real scenes as input and simulating camera performance (based on real cameras’ PSFs), we have shown that the following three factors: keystone, PSF width differences, and PSF shape differences—cause spatial misregistration errors in real scenes. The magnitude of the errors depends on the magnitude of each of these factors. Therefore, when designing a high-quality hyperspectral camera, all these three factors should be considered. For example, there is probably not much point to try and reduce keystone to 2% or 3% of a pixel if the PSF width and shape are very different in different spectral channels.

After seeing the actual values of errors caused by spatial misregistration, it becomes very clear that spatial misregistration is one of the key quality parameters of a hyperspectral camera that may easily exceed the contribution of photon noise and largely determines the accuracy of the acquired spectra. It is also clear that characterizing spatial misregistration by just measuring keystone is not the most accurate approach, since both the PSF width and PSF shape differences may cause errors of comparable magnitude in the acquired spectra.

The results of our simulations show that spatial misregistration can be reliably quantified in the lab. Two different characterization methods have been investigated. Both methods quantify total spatial misregistration rather than separately characterizing the different misregistration components. This has the advantage of allowing to directly compare cameras that differ from each other both with respect to keystone and PSF width and shape variations. Method 1 provides a reliable way to compare the relative performance between all tested cameras, but the method underestimates the magnitude of the maximum errors. Method 2 allows to compare the performance of reasonably sharp cameras (with MTF ≥ 0.25 at Nyquist frequency) relative to each other and predicts well the magnitude of the maximum errors in the acquired spectra for these cameras. However, method 2 is less universally applicable than method 1, since method 2 noticeably underestimates the misregistration errors of blurry cameras relative to sharp cameras. For both mean and maximum errors, method 1 is sufficient when comparing cameras to each other and choosing the best one. By combining the two methods in a simple way, it is possible to also predict the magnitude of the maximum errors in the acquired spectra reliably for both sharp and blurry cameras. Combining the two methods also improves the accuracy of the camera comparison with respect to maximum errors.

The simulations shown in this paper were constructed to address a wide range of situations. The two test scenes used as input for the simulations have various high-contrast spatial features that are expected to give large errors in the acquired data due to spatial misregistration. Although it is not possible to claim that these scenes cover all possible scenarios, the two test scenes are quite different from one another and represent a quite wide range of situations relevant for hyperspectral imaging. The first scene contains high-contrast edges between relatively uniform areas as well as small subpixel sized objects, whereas the second scene mostly contains small objects. Both types of features are important for testing the two characterization methods since method 1 is based on the assumption that an edge between two different materials is the largest source of error, whereas method 2 considers point sources to be the largest offender. The range of keystone values chosen for the simulations represents reasonably well cameras of different qualities that
are available on the market today. Further, camera PSFs chosen for the simulations have various widths ranging from very sharp cameras to quite blurry ones. Some PSFs also have the same width but distinctly different shapes. Based on this input, hyperspectral cameras with different misregistration factors of different magnitudes were simulated, with each misregistration factor presented alone and in combination with other misregistration factors. In total, 64 different hyperspectral cameras with practically relevant misregistration factors were simulated and tested on the two input scenes. The results of these simulations show the impact of the misregistration factors on the accuracy of hyperspectral data and test the practical usefulness of the two tested lab characterization methods with respect to predicting and comparing spatial misregistration errors for different hyperspectral cameras.

Spectral misregistration can be analyzed and quantified in a similar way. Based on the results for spatial misregistration, we expect that the three components of spectral misregistration—variable spectral shift (smile) and variable width and shape of the spectral response function of the camera optics—will also all cause errors in the acquired spectra. Further, we expect that, with respect to spectral misregistration, the two characterization methods will behave similarly relative to each other and when compared to errors in real scenes, as we have observed for spatial misregistration.
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