HOMOLOGICAL PERCOLATION ON A TORUS: PLAQUETTES AND PERMUTOHEDRA
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ABSTRACT. We study higher-dimensional homological analogues of bond percolation on a square lattice and site percolation on a triangular lattice. By taking a quotient of certain infinite cell complexes by growing sub-lattices, we obtain finite cell complexes with a high degree of symmetry and with the topology of the torus $\mathbb{T}^d$. When random subcomplexes induce nontrivial $i$-dimensional cycles in the homology of the ambient torus, we call such cycles giant. We show that for every $i$ and $d$ there is a sharp transition from nonexistence of giant cycles to giant cycles spanning the homology of the torus.

We also prove convergence of the threshold function to a constant in certain cases. In particular, we prove that $p_c = 1/2$ in the case of middle dimension $i = d/2$ for both models. This gives finite-volume high-dimensional analogues of Kesten’s theorems that $p_c = 1/2$ for bond percolation on a square lattice and site percolation on a triangular lattice.

1. Introduction

Various models of percolation are fundamental in statistical mechanics; classically, they study the emergence of a giant component in random structures. From early in the mathematical study of percolation, geometry and topology have been at the heart of the subject. Indeed, Frisch and Hammersley wrote in 1963 [FH63] that, “Nearly all extant percolation theory deals with regular interconnecting structures, for lack of knowledge of how to define randomly irregular structures. Adventurous readers may care to rectify this deficiency by pioneering branches of mathematics that might be called stochastic geometry or statistical topology.”

The main geometric structure of interest in percolation theory thus far is often the existence of an infinite component or infinite path. A path which wraps around the torus can be seen as a finite volume analogue of this infinite
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component. We study events defined in terms of geometric structures that are higher-dimensional generalizations of such paths. The “homological percolation” property we consider is one that was recently studied by Bobrowski and Skraba [BS20, BS22]. The possibility of studying homological percolation in a 2-dimensional torus or surface of genus $g$ was discussed earlier in [LPSA94] and [Pin94, MDSA09]. The more general setting of $i$-dimensional homological percolation in a $d$-dimensional torus was, to our knowledge, first carefully studied in [BS20] and [BS22]. The setup is as follows.
For a random shape $S$ in the torus $\mathbb{T}^d$, let $\phi : S \rightarrow \mathbb{T}^d$ denote the natural inclusion map. Bobrowski and Skraba suggest that nontrivial elements in the image of the induced map $\phi_* : H_i(S; \mathbb{Q}) \rightarrow H_i(\mathbb{T}^d; \mathbb{Q})$ can be considered “giant $i$-dimensional cycles”. In the case $i = 1$, these correspond to paths that loop around the torus as in Figure 1 whereas for the case $i = 2$ and $d = 3$ they are “sheets” going from one side of the torus to the other, as illustrated in Figure 2.

In [BS20], Bobrowski and Skraba provide experimental evidence that the appearance of giant cycles is closely correlated with the zeroes of the expected Euler characteristic curve, and moreover that this behavior seems universal across several models. In [BS22] they focus on continuum percolation and show that giant cycles appear in all dimensions within the so-called thermodynamic limit where $nr^d$ is bounded. One interesting suggestion is that there is a sharp, convergent transition from the map $\phi_*$ being trivial to being surjective. They prove that such a transition occurs when $i = 1$, for every $d \geq 2$.

The Harris–Kesten theorem [Har60, Kes80] (see also [BR06b] for a short proof) establishes that for bond percolation in the square lattice, the critical probability for an infinite component to appear is $p = 1/2$. Kesten also showed that $p_c = 1/2$ for site percolation in the triangular lattice, using similar tools [Kes82].

We seek higher-dimensional homological analogues of these classical theorems. We take a step in this direction by proving finitary versions on certain flat tori with a high degree of symmetry. We will discuss first an analogue of bond percolation on a square lattice, and then an analogue of site percolation on a triangular lattice.

A natural analogue of bond percolation in higher dimensions is given by plaquette percolation, which was first studied by Aizenman, Chayes, Chayes, Fröhlich, and Russo in [ACC+83]. They were motivated by notions of random surfaces in physics coming from lattice gauge theories and three-dimensional spin systems—see Sections 1 and 7 of that paper. The plaquette model starts with the entire 1-skeleton of $\mathbb{Z}^3$ and adds 2-dimensional square cells, or plaquettes, with probability $p$ independently. The authors prove that the probability that a large planar loop is null-homologous undergoes a phase transition from an “area law” to a “perimeter law” that is dual to the phase transition for bond percolation in $\mathbb{Z}^3$. In particular, the critical probability for this threshold is at $p_c = 1 - \hat{p}_c$, where $\hat{p}_c$ is the threshold for bond percolation (this follows when their results are combined with those of [GM90]). They also show that infinite “surface sheets” appear at this threshold. At the end of their paper, the authors
defined \(i\)-dimensional plaquette percolation on \(\mathbb{Z}^d\) and suggested the study of analogous questions in higher dimensions.

Of particular interest are random \((d/2)\)-cells in even dimension \(d\). Clearly, if no intermediate phase exists in such a self-dual system, the transition point is \(p = 1/2\). The most promising model for future study is random plaquettes in \(d = 4\). [ACC+83]

One of the models we study is the following \(i\)-dimensional plaquette percolation model \(P\) on the \(d\)-dimensional torus. Let \(N \geq 1\) and consider the cubical complex \(T_N^d = \mathbb{Z}^d/(N\mathbb{Z})^d\). Take the entire \((i-1)\)-skeleton of \(T_N^d\) and add each \(i\)-face independently with probability \(p\).

We also study an analogue of site percolation in a triangular lattice. In general, site percolation is defined as a random induced subgraph of a graph where each vertex is open with probability \(p\), independently. For the special case of site percolation on a triangular lattice, it is often convenient to consider a “dual” model where one tiles the plane by regular hexagons, and every closed hexagon is included independently with probability \(p\). As observed by Bobrowski and Skraba in [BS20], this dual model generalizes naturally to higher dimensions—indeed, one can tile Euclidean space \(\mathbb{R}^d\) by regular permutohedra, and then include each closed permutohedron independently with probability \(p\).

More details, including a topological justification for referring to this as site percolation, are given below.

1.1. Main results. Our first set of results is in the case of plaquette percolation on the torus. Let \(d, N \in \mathbb{N}\), \(d > 1\), \(1 \leq i \leq d - 1\) and \(p \in (0, 1)\). As above, denote by \(T_N^d = \mathbb{Z}^d/(N\mathbb{Z})^d\) the regular cubical complex on the \(d\)-dimensional torus with \(N^d\) cubes of width one. Let \(H_i(X)\) be homology with coefficients in a fixed field \(F\). A brief review of homology can be found in Section 1.2. The choice of \(F\) only matters in the arguments of Section 3, which is reflected in the minor restrictions on the characteristic of \(F\) (denoted \(\text{char}(F)\)) stated in the main theorems. Roughly speaking, our proofs rely on three symmetries: the symmetry of the plaquette system with its dual, the symmetry of individual plaquettes (that is, the existence of a transitive group action on the set of plaquettes), and the symmetry properties of the homology groups of the torus. The hypotheses on the homology coefficient field are crucial for the third symmetry; they ensure that the homology groups of the torus are maximally symmetric in the sense that they are irreducible representations of the point symmetry group of the lattice. This ensures that there is a sharp transition from the appearance of the first non-zero giant cycle to the appearance of a basis of giant cycles. See the third paragraph of Section 1.6 for an example.
Define the plaquette system $P = P(i, d, N, p)$ to be the random set obtained by taking the $(i-1)$-skeleton of $\mathbb{T}^d_N$ and adding each $i$-face independently with probability $p$. Let $\phi : P \rightarrow \mathbb{T}^d_N$ be the inclusion, and let $\phi_* : H_i(P) \rightarrow H_i(\mathbb{T}^d_N)$ be the induced map on homology (defined in Section 1.2). Also, denote by $A^{\square} = A^{\square}(i, d, N, p)$ the event that $\phi_*$ is nontrivial, and denote by $S^{\square} = S^{\square}(i, d, N, p)$ the event that $\phi_*$ is surjective (we will hexagon superscripts for the corresponding events for permutohedral site percolation). For example, in Figure 1 the two giant cycles shown are homologous with standard generators for $H_1(\mathbb{T}^2)$, so we have the event $S^{\square}$.

Our main result for plaquette percolation is that if $d = 2i$, then $i$-dimensional percolation is self-dual and undergoes a sharp transition at $p = 1/2$.

**Theorem 1.** Suppose $\text{char}(\mathbb{F}) \neq 2$. If $d = 2i$ then

\[
\begin{aligned}
P_p(A^{\square}) &\rightarrow 0 & p < \frac{1}{2} \\
P_p(S^{\square}) &\rightarrow 1 & p > \frac{1}{2}
\end{aligned}
\]

as $N \rightarrow \infty$.

Using results on bond percolation on $\mathbb{Z}^d$, we also prove dual sharp thresholds for 1-dimensional and $(d-1)$-dimensional percolation on the torus.

**Theorem 2.** Let $\hat{p}_c = \hat{p}_c(d)$ be the critical threshold for bond percolation on $\mathbb{Z}^d$. If $i = 1$ then

\[
\begin{aligned}
P_p(A^{\square}) &\rightarrow 0 & p < \hat{p}_c \\
P_p(S^{\square}) &\rightarrow 1 & p > \hat{p}_c
\end{aligned}
\]

as $N \rightarrow \infty$.

*Furthermore, if $i = d - 1$ then

\[
\begin{aligned}
P_p(A^{\square}) &\rightarrow 0 & p < 1 - \hat{p}_c \\
P_p(S^{\square}) &\rightarrow 1 & p > 1 - \hat{p}_c
\end{aligned}
\]

as $N \rightarrow \infty$.*

In the above, we also show that the decay of $P_p(A^{\square})$ below the threshold and $P_p(S^{\square})$ above the threshold is exponentially fast for both $i = 1$ and $i = d - 1$.

For other values of $i$ and $d$ we show the existence of a sharp threshold function as follows. For each $N \in \mathbb{N}$, let $\lambda^{\square}(N, i, d)$ satisfy

\[
(1) \quad P_{\lambda^{\square}(N, i, d)}(A^{\square}) = \frac{1}{2}.
\]
Note that $P_p(A)$ is continuous as a function of $p$, so such a $\lambda(N, i, d)$ exists by the intermediate value theorem. Since the tori of different sizes do not embed nicely into each other, it is not obvious that $\lambda(N, i, d)$ should be convergent a priori.

We should mention that this choice of $\lambda(N, i, d)$ is somewhat arbitrary. We could replace $\frac{1}{2}$ in Equation 1 with any constant strictly between 0 and 1, for example, and the sharp threshold results we use would apply just as well. In several cases we show that $\lambda(N, i, d)$ converges, and in those cases the limiting value could also be taken as a constant threshold function.

Define

\[ p_c^\Box(i, d) = \limsup_{N \to \infty} \lambda(N) \]

and

\[ q_c^\Box(i, d) = \liminf_{N \to \infty} \lambda(N) . \]

With the understanding that these depend on choice of $i$ and $d$, which are always understood in context, we sometimes abbreviate to simply $p_c^\Box$, $q_c^\Box$, and $\lambda^\Box(N)$.

**Theorem 3.** Suppose $\text{char} (F) \neq 2$. For every $d \geq 2$, $1 \leq i \leq d - 1$, and $\epsilon > 0$

\[
\begin{align*}
\mathbb{P}_{\lambda^\Box(N) - \epsilon}(A^\Box) &\to 0 \\
\mathbb{P}_{\lambda^\Box(N) + \epsilon}(S^\Box) &\to 1
\end{align*}
\]

as $N \to \infty$.

Moreover, for every $d \geq 2$ and $1 \leq i \leq d - 1$ we have

\[ 0 < q_c^\Box \leq p_c^\Box < 1 \]

and $p_c^\Box(i, d)$ has the following properties.

(a) (Duality) $p_c^\Box(i, d) + q_c^\Box(d - i, d) = 1$.

(b) (Monotonicity in $i$ and $d$) $p_c^\Box(i, d) < p_c^\Box(i, d - 1) < p_c^\Box(i + 1, d)$ if $0 < i < d - 1$.

It follows that $p_c^\Box = q_c^\Box$ for $i = d/2$, $i = 1$, and $i = d - 1$, and we conjecture that this equality (and hence sharp threshold from a trivial map to a surjective one at a constant value of $p$) holds for all $i$ and $d$. Bobrowski and Skraba make analogous conjectures for the continuum percolation model in [BS22].

We also apply our methods to Bernoulli site percolation on the tiling of the torus by $d$-dimensional permutohedra, which was previously studied in [BS20].
The precise definitions are as follows. Let
\[ \hat{\mathbb{R}}^d := \left\{ (x_0, x_1, \ldots, x_d) : \sum_{k=0}^{d} x_k = 0 \right\}. \]

Recall that the root lattice \( \mathcal{A}_d \) is defined by
\[ \mathcal{A}_d := \hat{\mathbb{R}}^d \cap \mathbb{Z}^{d+1}. \]
The dual lattice is then defined by
\[ \mathcal{A}_d^* := \left\{ x \in \hat{\mathbb{R}}^d : \forall y \in \mathcal{A}_d, x \cdot y \in \mathbb{Z} \right\} \]
which is generated by the basis
\[ B := \{ 1 - de_k : 1 \leq k \leq d \}. \]
Here \( 1 \) is the vector whose entries all equal 1. The closed Voronoi cells of \( \mathcal{A}_d^* \) in \( \hat{\mathbb{R}}^d \) are \( d \)-dimensional permutohedra. When \( d = 2 \), \( \mathcal{A}_2^* \) is the triangular lattice and the permutohedra are hexagons. For the case \( d = 3 \), \( \mathcal{A}_3^* \) is the body-centered cubic lattice and the permutohedra are truncated octahedra (see [BA09] for a detailed exposition).

Consider the torus \( \mathbf{T}^d_N \) as the parallelepiped generated by \( \{ Nv : v \in B \} \) with opposite faces identified (we use boldface to distinguish from the plaquette structure on the torus). Define \( Q = Q(d, N, p) \) to be the random set obtained by adding each permutohedron independently with probability \( p \). The topological justification for calling this site percolation is that the adjacency graph on the permutohedra of \( Q \) is site percolation on the lattice \( \mathcal{A}_d^* \), a generalization of how site percolation on the triangular lattice is sometimes studied instead as face percolation on hexagons. Moreover, the topology of \( Q \) can be recovered from the information encoded in its adjacency graph as described in the second paragraph of Section 8.2. This key property is not shared by site percolation on the cubical lattice.

The giant cycle events are defined as before, except that \( i \)-dimensional giant cycles exhibit interesting behavior for all \( 1 \leq i \leq d - 1 \) (in the plaquette model \( P(i, d, N, p) \), all giant cycles in homological dimensions less than \( i \) are automatically present, and there can be no giant cycles in homological dimensions exceeding \( i \)). More precisely, let \( \varphi : Q \hookrightarrow \mathbf{T}^d_N \) be the inclusion, and let \( \varphi_{is} : H_i (Q) \to H_i (\mathbf{T}^d_N) \) be the induced maps for homology in each dimension. For each \( i \), Let \( A_i^\mathcal{O} \) be the event that \( \varphi_{is} \) is nonzero and let \( S_i^\mathcal{O} \) be the event that \( \varphi_{is} \) is surjective.
For each $N \in \mathbb{N}$, let $\lambda_i^\circ (N, d)$ satisfy

$$\mathbb{P}_{A_i^\circ (N, d)} (A_i^\circ) = \frac{1}{2}.$$ 

Define

$$p_i^\circ (d) = \limsup_{N \to \infty} \lambda_i^\circ (N, d)$$

and

$$q_i^\circ (d) = \liminf_{N \to \infty} \lambda_i^\circ (N, d).$$

**Theorem 4.** Suppose $\text{char } (\mathbb{F}) = 0$ or that $\text{char } (\mathbb{F})$ is an odd prime not dividing $d + 1$. For every $d \geq 2$, $1 \leq i \leq d - 1$, and $\epsilon > 0$

$$\begin{cases} 
\mathbb{P}_{A_i^\circ (N) - \epsilon} (A_i^\circ) \to 0 \\
\mathbb{P}_{A_i^\circ (N) + \epsilon} (S_i^\circ) \to 1
\end{cases}$$

as $N \to \infty$. For every $d \geq 2$ and $1 \leq i \leq d - 1$ we have

$$0 < q_i^\circ \leq p_i^\circ < 1.$$ 

In some cases $\lambda_i^\circ$ converges, namely

$$\lim_{N \to \infty} \lambda_i^\circ (N) = p_c(A^*_d),$$

$$\lim_{N \to \infty} \lambda_{d-1}^\circ (N) = 1 - p_c(A^*_d),$$

and if $d$ is even, then

$$\lim_{N \to \infty} \lambda_{d/2}^\circ (N) = \frac{1}{2},$$

even if we drop the assumption on $\text{char } (\mathbb{F})$. Moreover, $p_i^\circ (d)$ has the following properties.

(a) (Duality) $p_i^\circ (d) + q_{d-i}^\circ (d) = 1$.

(b) (Monotonicity in $i$ and $d$) $p_i^\circ (d) < p_i^\circ (d - 1) < p_{i+1}^\circ (d)$ if $0 < i < d - 1$.

In particular, when $d = 4$, the random set $Q$ exhibits three qualitatively distinct phase transitions at $p_c(A^*_4)$, $\frac{1}{2}$, and $1 - p_c(A^*_4)$, where $p_c(A^*_4)$ is the site percolation threshold for the lattice $A^*_4$. 


1.2. **Review of Homology.** We provide a brief review of the definition of homology with coefficients in a field $\mathbb{F}$. We focus on the case of subcomplexes of $\mathbb{T}_N^d$, which are relevant to plaquette percolation, though the definition easily generalizes to other regular CW complexes such as those obtained by site percolation on the permutohedral lattice. For a more comprehensive introduction to homology, please see a reference such as [Hat02]. A hands-on treatment specific to cubical complexes can also be found in Chapter 2 of [KMM04].

A subcomplex of $\mathbb{T}_N^d$ is a set $P$ that is the union of plaquettes in $\mathbb{T}_N^d$ of various dimensions, with the property that if $\tau$ is in the boundary of $\sigma$ and $\sigma \subset P$ then $\tau \subset P$. Denote the set of $i$-plaquettes of $P$ by $P^{(i)}$. Fix a field $\mathbb{F}$. For $0 \leq i \leq d$ define the $i$-dimensional chain group of $P$ with coefficients in $\mathbb{F}$ as the vector space of formal $\mathbb{F}$-linear combinations of the $i$-plaquettes of $P$:

$$C_i(P) = C_i(P; \mathbb{F}) := \left\{ \sum \sigma \in P^{(i)} c_\sigma \sigma : c_\sigma \in \mathbb{F} \right\}.$$  

The boundary maps $\partial_i : C_i(P) \rightarrow C_{i-1}(P)$ relate chain groups of different dimensions. Roughly speaking, if $\sigma$ is an $i$-plaquette then $\partial_i \sigma$ is the oriented sum of $(i-1)$-plaquettes adjacent to $\sigma$. The signs corresponding to the orientation must be chosen carefully in order so that the boundary operator satisfies the fundamental relation

$$\partial_i \circ \partial_{i-1} = 0.$$  

While the boundary of 0-plaquette $v$ is empty, the boundary of a 1-plaquette $(v_0, v_1)$ is $v_1 - v_1$, and the boundary of a two plaquette $(v_0, v_1, v_2, v_3)$ is $(v_0, v_1) + (v_1, v_2) + (v_2, v_3) - (v_0, v_3)$, the general formula is more complicated. We must first define a notation for $i$-plaquettes. Let $J = J(\sigma) = \{j_1, \ldots, j_i\}$ where $1 \leq j_1 < j_2 \ldots < j_i \leq d$. For $k \in J$, set $I_k = [x_k, x_k + 1]$ for some $x_k \in \{0, \ldots, N - 1\}$. On the other hand, for $k \in \{1, \ldots, d\} \setminus J$, let $I_k = \{x_k\}$ for some $x_k \in \{0, \ldots, N - 1\}$.

Then a general $i$-plaquette in $\mathbb{T}_d^N$ can be written uniquely in the form $\sigma = \prod_{k=1}^d I_k$. We can now define the boundary $\partial_i \sigma$ of a plaquette $\sigma \subset [0, 1]^d$ by

$$\sum_{l=1}^i (-1)^{i-l-1} \left[ \prod_{1 \leq k < j_l} I_k \times \{1\} \times \prod_{j_l < m \leq d} I_m - \prod_{1 \leq k < j_l} I_k \times \{0\} \times \prod_{j_l < m \leq d} I_m \right],$$

and by translating appropriately and extending linearly we define the boundary map $\partial_i : C_i(P) \rightarrow C_{i-1}(P)$.

Note that the dimension of $C_i (\mathbb{T}_N^d)$ is the number of $i$-plaquettes of $\mathbb{T}_N^d$, which grows as a polynomial in $N$. However, we can use the boundary maps
Figure 3. The torus $\mathbb{T}_3^2$ consisting of nine 2-plaquettes. The opposite sides of the larger square are identified so that the pair of single blue arrows match and pair of double blue arrows are each matched. The formal sum of the oriented edges indicated by the four black arrows on a 2-plaquette is its image under the boundary map $\partial_2$. Note that the sum of the boundaries of all of the 2-plaquettes is zero, so the sum of all of the plaquettes is an element of $Z_2(\mathbb{T}_3^2)$.

To define a quantity which does not depend on $N$, and will be topologically invariant more generally. The space of $i$-dimensional cycles of $P$ is the kernel of the linear transformation $\partial_i: Z_i(P) = \ker \partial_i$ and the space of $i$-dimensional boundaries is the image of $\partial_{i+1}: B_i(P) = \text{im} \partial_{i+1}$. By Equation 2, we have that $B_i(P) \subseteq Z_i(P)$ and the quotient vector space $Z_i(P)/B_i(P)$ is well-defined. This quotient of cycles modulo boundaries is the $i$-dimensional homology of $P$ and is denoted by $H_i(P; \mathbb{F})$ or $H_i(P)$ when the coefficient field is given by context.

For example, consider $\mathbb{T}_3^2$ shown in Figure 3. One can check that the only chains $a \in C_2(\mathbb{T}_3^2)$ that satisfy $\partial_2 a = 0$ are those that give the same coefficient to each 2-plaquette of $\mathbb{T}_3^2$. Thus $Z_2(\mathbb{T}_3^2)$ is one-dimensional. Moreover, $C_3(\mathbb{T}_3^2) = 0$, it follows that $B_2(\mathbb{T}_3^2) = 0$ and thus $H_2(\mathbb{T}_3^2)$ is also one-dimensional. A more laborious computation reveals that $H_1(\mathbb{T}_3^2)$ is two-dimensional and is generated by oriented paths at on the left side and bottom of Figure 3. More generally, it turns out that $H_i(\mathbb{T}^d)$ is a vector space of dimension $\binom{d}{i}$, and is generated by $i$-planes in the coordinate directions of $\mathbb{T}^d$. In theory, this can be found by performing an even more laborious computation using the cubical complex structure on $\mathbb{T}^d$. However, in practice, the homology of $\mathbb{T}^d$ is computed using the Künneth formula for homology, which gives an expression for the homology
Figure 4. The two torus $\mathbb{T}_1^2$ and a subcomplex $P$, shown in a square with periodic boundary conditions. Three cycles of $Z_1(P)$ are illustrated in bold on the right, each of which represents a different non-zero homology class. When these cycles are mapped to $H_1(\mathbb{T}_1^2)$ by $\phi_*$, two of them become boundaries and one (shown in bold) remains a non-zero cycle and is thus a giant cycle of $P$.

of a product space in terms of the homology of its factors (see Section 3b of [Hat02]). We describe $H_i(\mathbb{T}_d^N)$ at the beginning of Section 1.6.

We can now give a formal definition of a giant cycle. Let $P$ be a subcomplex of $\mathbb{T}_d^N$ and let $a \in Z_i(P)$ be an $i$-cycle representing an equivalence class $[a] \in H_i(P)$. Then $a$ is also an $i$-cycle of $\mathbb{T}_d^N$. Moreover, the equivalence class of $a$ in $H_i(\mathbb{T}_d^N) = Z_i(\mathbb{T}_d^N)/B_i(\mathbb{T}_d^N)$ only depends on the equivalence class of $a$ in $H_i(P) = Z_i(P)/B_i(P)$ because $B_i(P) \subseteq B_i(\mathbb{T}_d^N)$. More formally, if $a, b \in Z_i(P)$ are in the same homology class in $H_i(P)$ then $b = a + \partial_{i+1}c$ for some $c \in C_{i+1}(P)$. But $c$ is also an element of $C_{i+1}(\mathbb{T}_d^N)$, so $a$ and $b$ are in the same homology class in $H_i(\mathbb{T}_d^N)$. Therefore, we have a well-defined map on homology $\phi_* : H_i(P) \rightarrow H_i(\mathbb{T}_d^N)$, as illustrated in Figure 4. Then $a$ is a giant cycle if $\phi_*(a) \neq 0$ or, in other words, if $a$ is not a boundary in $H_i(\mathbb{T}_d^N)$.

1.3. Probabilistic tools. Let $X$ be a finite set and let $\mu_p$ be the Bernoulli($p$) product measure on the power set $\mathcal{P}(X)$ defined by including each element of $X$ independently with probability $p$. That is, if $Y \subseteq X$,

$$\mu_p(Y) = p^{|Y|} (1 - p)^{|X| - |Y|}.$$ 

An event $B$ is increasing if

$$Y_0 \subset Y_1, Y_0 \in B \implies Y_1 \in B.$$
We require Harris’s Inequality on increasing events \cite{Har60}, which is a special case of the FKG Inequality \cite{FKG71}.

\textbf{Theorem 5} (Harris’s Inequality). If \(B_1, \ldots, B_j\) are increasing events then

\[
\mathbb{P} \left( \bigcap_{k=1}^{j} B_k \right) \geq \prod_{k=1}^{j} \mathbb{P}(B_k).
\]

Another key tool for us is the following theorem of Friedgut and Kalai on sharpness of thresholds \cite{FK96}. Recall that the action of a group \(G\) on \(X\) is transitive if for every \(x, y \in X\), there is a \(g \in G\) such that \(g \cdot x = y\).

\textbf{Theorem 6} (Friedgut and Kalai). There exists a universal constant \(\rho > 0\) so that the following holds: Let \(B\) be an increasing event that is invariant under a transitive group action on \(X\). If \(\mu_p(B) > \epsilon > 0\) and

\[
q \geq p + \rho \frac{\log (1/(2\epsilon))}{\log (|X|)}
\]

then \(\mu_q(B) > 1 - \epsilon\).

We use two more technical results on connection probabilities in the subcritical and supercritical phases in bond percolation in \(\mathbb{Z}^d\) below. For clarity, we state them in Section 6 when they are needed.

\textbf{1.4. Definitions and notation.} To define the \textit{dual system of plaquettes} \(P(\square) = \mathcal{P}(i, d, N, p)\), let \((\mathbb{T}_N^d)\) be the regular cubical complex obtained by shifting \(\mathbb{T}_N^d\) by \(\frac{1}{2}\) in each coordinate direction. Each \(i\)-face of \(\mathbb{T}_N^d\) intersects a unique \((d - i)\)-face of \((\mathbb{T}_N^d)\) and they meet in a single point at their centers. For example, the faces \([0, 1]^i \times \{0\}^{d-i}\) and \([1/2]^i \times [-1/2, 1/2]^{d-i}\) intersect in the point \(\{1/2\}^i \times \{0\}^{d-i}\).

Define the dual system \(P(\square)\) to be the subcomplex of \((\mathbb{T}_N^d)\) consisting of all faces for which the corresponding face in \(\mathbb{T}_N^d\) is not contained in \(P\). See Figure 5. Observe that the distribution of \(\mathcal{P}(i, d, N, p)\) is the same as that of \(P(d - i, d, N, 1 - p)\). If \(B(\square)\) is an event defined in terms of \(P(\square)\) we will write \(\mathbb{P}_p(B(\square))\) to mean the probability of \(B(\square)\) with respect to the parameter \(p\) of \(P\).

We always use the notation \(\phi : P \hookrightarrow \mathbb{T}^d\) and \(\psi : P(\square) \hookrightarrow \mathbb{T}^d\) for the respective inclusion maps, and \(\phi_* : H_i(P) \to H_i(\mathbb{T}_N^d)\) and \(\psi_* : H_{d-i}(P(\square)) \to H_{d-i}(\mathbb{T}^d)\) for the induced maps on homology. Also, we consistently use notation \(A(i, d, N, p)\) for the event that \(\text{im} \phi_* \neq 0\), \(S(i, d, N, p)\) for the event
that $\phi_*$ is surjective, and $Z^\square = Z^\square(i,d,N,b)$ for the event that $\phi_*$ is zero. Denote by $A^\bullet$, $S^\bullet$, and $Z^\bullet$ the corresponding events for $\psi_*$.  

1.5. Proof sketch. We provide an overview of our main argument. Much of it is the same, mutatis mutandis, whether we are working with plaquettes or permutohedra. We will first prove our results with plaquettes, and then cover the changes that need to be made with permutohedra in Section 8. In the section on topological results (Section 2), we show that duality holds in the sense that $\text{rank } \phi_* + \text{rank } \psi_* = \text{rank } H_i(T^2)$ (Lemma 9). This is similar in spirit to results of [BS20] and [BS22] for other models of percolation on the torus including permutohedral site percolation. In particular, at least one of the events $A^\square$ and $A^\bullet$ occurs, $S^\square$ occurs if and only if $Z^\bullet$ occurs, and $S^\bullet$ occurs if and only if $Z^\square$ occurs.

Our strategy is to exploit the duality between the events $S^\square$ and $Z^\bullet = (A^\bullet)^c$. Toward that end, we show that a threshold for $A^\square$ is also a threshold for $S^\square$ in Section 3. First, we use the action of the point symmetry group, i.e. the group of symmetries of $T^N$ which preserve the origin, on the homology groups of the torus to show that there are constants $b_0$ and $b_1$ so that $P_p(S^\square) \geq b_0 P_p(A^\square)^{b_1}$. This follows from a more general result for events defined in terms of an irreducible...
representation of the point symmetry group (Lemma 10) and the fact that $H_i(\mathbb{T}^d; \mathbb{F})$ is an irreducible representation of the point symmetry group of $\mathbb{Z}^d$ assuming the characteristic of $\mathbb{F}$ does not equal 2 (Proposition 11). This is one point at which the argument differs for site percolation on the permutohedral lattice; to account for the symmetries of that lattice we include a different argument that assumes that the characteristic of $\mathbb{F}$ is not divisible by $d + 1$ (Proposition 22).

Recall that $\lambda^{\Box}$ was chosen such that

$$P_{\lambda^{\Box}(N,i,d)}(A^{\Box}) = 1/2.$$ 

By the above, it follows that $P_{\lambda^{\Box}(N)}(S^{\Box}) > b_0 \left(\frac{1}{2}\right)^{b_1}$. $S^{\Box}$ is increasing and invariant under the symmetry group of $\mathbb{T}^d$ so Friedgut and Kalai’s theorem on sharpness of thresholds (Theorem 6) implies that for any $\epsilon > 0$, $P_{\lambda^{\Box}(N)+\epsilon}(S^{\Box}) \to 1$ as $N \to \infty$.

The proof of Theorem 1 is then straightforward (Section 4). By duality

$$P_{1/2}(A^{\Box}) = P_{1/2}(A^{\Box}) \quad \text{and} \quad P_{1/2}(A^{\Box}) + P_{1/2}(A^{\Box}) \geq 1,$$

so $P_{1/2}(A^{\Box}) \geq 1/2$ for all $N$. It follows from the previous argument that $P_p(S^{\Box}) \to 1$ for $p > 1/2$. On the other hand, if $p < 1/2$ duality implies that

$$P_p(A^{\Box}) = 1 - P_p(S^{\Box}) = 1 - P_{1-p}(S^{\Box}) \to 0.$$ 

Next, in Section 5 we study the relationship between duality and convergence. We show that $p_c^{\Box}(i,d) + q_c^{\Box}(d-i,d) = 1$ by using Lemma 9 and applying Theorem 6 to $A^{\Box}$ above $p_c^{\Box}(d-i,d)$ and to $A^{\Box}$ below $q_c^{\Box}(i,d)$ (Proposition 15). It follows that the threshold for $A^{\Box}$ converges if and only if $p_c^{\Box}(d-i,d) + p_c^{\Box}(i,d) = 1$ (Corollary 16).

In Section 6 we show that homological percolation occurs at the critical threshold for bond percolation on $\mathbb{Z}^d$ by applying classical results on connection probabilities in the subcritical and supercritical regimes. This together with Lemma 9 demonstrates Theorem 2. The proof does not use the results of Section 3, so we are able to drop the assumption on char (F).

Finally, in Section 7 we complete the proof of Theorem 3 by showing the monotonicity property $p_c^{\Box}(i,d) < p_c^{\Box}(i,d-1) < p_c^{\Box}(i+1,d)$ if $0 < i < d - 1$, and corresponding result for the thresholds $q_c^{\Box}$ (Proposition 19). This is done by comparing percolation on $\mathbb{T}^d_N$ with percolation on a subset homotopy equivalent to $\mathbb{T}^{d-1}_N$. The proof of the corresponding result for permutohedral site percolation is different, but the overall idea is similar (Proposition 30).
1.6. **Examples.** We begin by describing the homology of the cubical complex $T^d_N$. $T^d_N$ is the product space $S^1 \times \cdots S^1$, where the $j$-th circle $S^1$ is the loop of length $N$ in the $j$-th coordinate direction passing through the origin. The homology of a product space is described by the Künneth formula for homology (see Section 3b of [Hat02]). It tells us that products of these circles generate the homology of the torus, in the sense that a basis for $H_k(T^d_N; \mathbb{F})$ is given by the $\binom{d}{k}$ (oriented) $k$-tori obtained from $(S^1)^k \times \{0\}^{d-k}$ by permuting the coordinates. More formally, we can write $H_k(T^d_N; \mathbb{F})$ as the exterior product $\bigwedge^k H_1(T^d_N; \mathbb{F})$: let $x_j$ denote a generator of the homology of the $j$-th coordinate circle of $T^d_N$. Then the the elements of the standard basis for $H_k(T^d_N; \mathbb{F})$ are written as $x_{i_1} \wedge x_{i_2} \wedge \ldots \wedge x_{i_k}$, where $i_1 < i_2 \cdots < i_k$. By anticommutativity, transposing $x_{i_l}$ and $x_{i_m}$ reverses the orientation of the homology class.

For example, the giant cycles in Figure 1 represent $x_1$ (it is homologous to the circle $S^1 \times \{0\}$, when oriented appropriately) and $x_2$ (corresponding to $\{0\} \times S^1$) respectively. Note that, in both cases, the complement contains cycles in the same homology classes of the ambient torus. Similarly, the standard generators $x_1, x_2, x_3$ for $H^1(T^3; \mathbb{F})$ are represented by the oriented circles $S^1 \times \{0\} \times \{0\}$, $\{0\} \times S^1 \times \{0\}$, and $\{0\} \times \{0\} \times S^1$. On the other hand, when $i = 2$ and $d = 3$, a basis is given by the homology classes corresponding to the oriented two-tori $S^1 \times S^1 \times \{0\}$ $(x_1 x_2)$, $S^1 \times \{0\} \times S^1$, $(x_1 \wedge x_3)$, and $\{0\} \times S^1 \times S^1$ $(x_2 \wedge x_3)$. These appear as planes when depicted in the cube with periodic boundary conditions. The giant cycle in Figure 2 is in the homology class $x_1 \wedge x_2$. 

**Figure 6.** An embedding of $T^2 \# \mathbb{R}P^2$ into $T^3$, shown in gray from two different perspectives, with periodic boundary conditions. The rainbow path is in some sense dual to this embedded surface; note that it goes twice around $T^3$. See the text for more details.
Consider the configuration depicted in Figure 5. Both $P$ and $P^*$ include cycles homologous to $x_1 + x_2$ in $H_1(\mathbb{T}^2; \mathbb{F})$ and we have rank $\phi_s = \text{rank } \psi_s = 1$. We can use this example to illustrate the importance of Lemma 10 to our proof, and to explain why our arguments break down in characteristic 2. Let $B$ be the event that $x_1 + x_2 \in \text{im } \phi_s$. Then $B$ is symmetric to the event $B' = \{g_1 - g_2 \in \text{im } \phi_s\}$. When $\text{char } (\mathbb{F}) \neq 2$, $(x_1 + x_2) + (x_1 - x_2) = 2g_1 \neq 0$ and $x_1 \in \text{im } \phi_s$. This implies that $x_2$ is also in the image of $\phi_s$. Thus $S = B \cap B'$. That is, we can use a non-zero probability of the event $B$ to “spin up” basis for $H_1(\mathbb{T}^2; \mathbb{F})$ with non-zero probability. However, if $\text{char } (\mathbb{F}) = 2$ then $(x_1 + x_2) + (x_1 - x_2) = 2x_1 = 0$ and the argument does not go through. This is related to the fact that $H_1(\mathbb{T}^2; \mathbb{Z})$ is an irreducible representation of the symmetry group of $\mathbb{T}^2$ when $\text{char } (\mathbb{F}) \neq 2$ but it has the invariant subspace $\text{span } (x_1 + x_2)$ when $\text{char } (\mathbb{F}) = 2$.

The three-dimensional example in Figure 6 further illustrates the dependence of the events $A$ and $B$ on $\mathbb{F}$. Here, $P$ is obtained by taking the “plane” $S^1 \times S^1 \times \{0\}$ in $\mathbb{T}^3$, removing two disks, and attaching a tube to the resulting boundaries so that it wraps around the torus in the orthogonal direction. Then $P$ is a non-orientable surface of genus 2 and is homeomorphic to the connected sum $\mathbb{T}^2 \# \mathbb{R}P^2$. When coefficients are taken in $\mathbb{Z}_2$, $P$ represents the homology class $x_1 \wedge x_2$ (the difference between the chains corresponding to $P$ and $S^1 \times S^1 \times \{0\}$ is the boundary of the interior of the tube) and rank $\text{im } \phi_s = 1$. On the other hand, the chain corresponding to $P$ is not a co-cycle in $C_2(P; \mathbb{Q})$; the plaquettes in the “plane” cannot be oriented so that their boundaries cancel out with both ends of the tube. Thus $H_2(P; \mathbb{Q}) = 0$ and $\text{im } \phi_s = 0$ if the coefficients are in $\mathbb{Q}$. Now, consider the dual rainbow path in the figure. When oriented appropriately, this cycle represents $2x_3$ in $H_1(P; \mathbb{Q})$ but is 0 in $H_2(P; \mathbb{Z}_2)$. That is, $x_3 \in \text{im } \psi_s$ when coefficients are taken in $\mathbb{Q}$ but not $\mathbb{Z}_2$. Observe that $x_1, x_2 \in \text{im } \psi_s$ regardless of the characteristic. In summary, the following events occur: $A(\mathbb{Z}_2)$, $\neg A(\mathbb{Z})$, $\neg S^1(\mathbb{Z}_2)$ and $S^1(\mathbb{Z})$, where we have indicated the coefficients in parentheses.

Finally, let us note that it is plausible that choosing $\mathbb{F} = \mathbb{Z}_2$ may lower the threshold for the event $A$, as non-orientable giant cycles could potentially appear before orientable ones. When $d = 2i$, these non-orientable cycles would have to wrap around the torus in multiple directions. Moreover, by duality, the standard generators of homology for the torus would appear at a strictly larger value of $\rho$ than when coefficients are taken in $\mathbb{Q}$. While we have not ruled out this possibility, we would consider it surprising.
2. Topological Results

In this section, we discuss a duality lemma which will be useful in many of our arguments. The model for the plaquette version is Lemma 3.1 of [BS20], which is formulated for the permutohedral lattice. We will use their notation which, for a subcomplex $X \subset \mathbb{T}_N^d$, defines

$$B_k(X) := \text{rank } \varphi_*,$$

where $\varphi_* : H_k(X) \to H_k(\mathbb{T}_N^d)$ is the map on homology induced by inclusion.

We first need to show a preliminary result demonstrating a relationship between the complement of $P$ and $P^\blacktriangleleft$, and to do so we make a short topological detour and recall the notion of homotopy (see Chapter 0 of [Hat02]). Let $X$ and $Y$ be two topological spaces and let $f, g : X \to Y$ be continuous functions. A homotopy between $f$ and $g$ is a continuous function $I : X \times [0, 1] \to Y$ satisfying $I(x, 0) = f(x)$ and $I(x, 1) = g((x)$ for every $x \in X$. Two such functions are called homotopic. We then say that $X$ and $Y$ are homotopy equivalent and write $X \simeq Y$ if there are continuous functions $f : X \to Y$ and $H : Y \to X$ such that $f \circ h$ is homotopic to $\text{id}_Y$ and $h \circ f$ is homotopic to $\text{id}_Y$.

A deformation retraction of $X$ onto a subspace $A$ is a homotopy between a function $f : X \to A$ that fixes $A$ and $\text{id}_A$. Note that a deformation retraction always gives a homotopy equivalence.

For the purposes of this article, one can think of a homotopy equivalence as a weaker version of a homeomorphism that preserves information such as homology groups. We only work with homotopies in the following lemma and in Section 8.

Lemma 7. $\mathbb{T}^d \setminus P$ deformation retracts to $P^\blacktriangleleft$.

**Proof.** Let $T^{(j)}$ and $T^{(j)}\blacktriangleleft$ denote the $j$-skeletons of $\mathbb{T}_N^d$ and $(\mathbb{T}_N^d)^\blacktriangleleft$, respectively, and let

$$S_j = T^{(d-j)} \setminus T^{(j)}.$$ 

Observe that $S_j$ is obtained from $T^{(d-j)}$ by removing the central point of each $(d - j)$-cell. Also, let

$$\hat{S}_j = T^{(d-j)} \setminus P.$$ 

We construct a deformation retraction from $\mathbb{T}^d \setminus P = \hat{S}_0$ to $P^\blacktriangleleft$ by iteratively collapsing $\hat{S}_j$ to $\hat{S}_{j+1}$ for $j < i$, then collapsing $\hat{S}_i$ to $P^\blacktriangleleft$.

For an $j$-cell $\sigma$ of $T^{(j)}$ with center point $q$ let

$$f_\sigma : \sigma \setminus \{q\} \times [0, 1] \to \sigma \setminus \{q\}$$
Figure 7. A part of the deformation retraction for the case $N = 3$, $d = 2$, $i = 1$. $P$ is shown in blue and $P^\bullet$ in orange. $\mathbb{T}^d \setminus P$ is first retracted to $\mathbb{T}^{(1)} \setminus P$ via the dashed gray arrows radiating from each vertex of $P$, then to $P^\bullet$ by the solid black arrows radiating from the midpoints of the edges of $P$.

be the deformation retraction from the punctured $j$-dimensional cube to its boundary along straight lines radiating from the center. Observe that the restriction of $f_\sigma$ to $(\sigma \setminus P) \times [0, 1]$ defines a deformation retraction from $\sigma \setminus P$ to $\partial \sigma \setminus P$ (for $j > d - i$); this is because $\sigma$ intersects $P$ in hyperplanes spanned by the coordinate vectors based at $q$. When projecting radially from $q$, points inside $\sigma \cap P$ remain inside $\sigma \cap P$ and points outside of $\sigma \cap P$ remain outside of $\sigma \cap P$.

For $x \in S_j$, let $\sigma (x)$ be the unique $(d - j)$-cell of $\langle \mathbb{T}^d_N \rangle^\bullet$ that contains $x$ in its interior. Define $G_j : S_j \times [0, 1] \to S_j$ by

$$G_j (x, t) = \begin{cases} f_{\sigma(x)} (x, t) & x \in S_j \setminus T^{d-j-1} \\ x & \text{otherwise} \end{cases}.$$ 

$G_j$ collapses $S_j$ to $T^{(d-j-1)}$ by retracting the punctured $(d - j)$-cells to their boundaries. It follows from the discussion in the previous paragraph that the restriction of $G_j$ to $\hat{S}_j \times [0, 1]$ defines a deformation retraction from $\hat{S}_j$ to $\hat{S}_{j+1}$.

Similarly, define $H : \hat{S}_i \times [0, 1] \to \hat{S}_i$ by

$$H (x, t) = \begin{cases} f_{\sigma(x)} (x, t) & x \in \hat{S}_i \setminus P^\bullet \\ x & \text{otherwise} \end{cases}.$$
That is, $H$ collapses the $(d - i)$-faces of $T^{(d-i)}$ that are punctured by $i$-faces of $P$ to deformation retract $\hat{S}_i$ to $P^\blacksquare$.

In summary, we can deformation retract $\mathbb{T}^d \setminus P$ via the function $F : \mathbb{T}^d \setminus P \times [0,i] \to T^d \setminus P$ defined by

$$F(x,t) = \begin{cases} G_0(x,t) & t \in [0,1] \\ G_j(F(x,j), t - j) & t \in (j,j+1], 0 < j < i \\ H(F(x,i), t - i) & t \in (i,i+1]. \end{cases}$$

In fact, the same deformation retraction works when $P$ is slightly thickened, which will be useful for the next Lemma. Let $P_\epsilon$ denote the $\epsilon$-neighborhood

$$P_\epsilon = \{ x \in \mathbb{T}^d_N : d(x,P) \leq \epsilon \}.$$

Corollary 8. For any $0 < \epsilon < 1/2$, the closure $(\mathbb{T}^d \setminus P_\epsilon)$ deformation retracts to $P^\blacksquare$.

Proof. Consider the deformation retraction as in Lemma 7 restricted to $(\mathbb{T}^d \setminus P_\epsilon)$. When a punctured $j$-cell $\sigma$ is retracted via $f_\sigma$, the property that points outside of $\sigma \cap P_\epsilon$ remain outside of $\sigma \cap P_\epsilon$ is preserved even though $\sigma \cap P_\epsilon$ now is a union of thickened hyperplanes. The deformation retractions $G_j$ and $H$ are defined by collapsing different cells via the functions $f_\sigma$, so the restricted retraction does not pass through $P_\epsilon$. \hfill \square

The next result is a key topological tool we use in many of our arguments. It is very similar to results of [BS20] and [BS22] for other models of percolation on the torus including Lemma 21 below. For convenience, let

$$D = \text{rank } H_i(\mathbb{T}^d) = \binom{d}{i}.$$

Lemma 9 (Duality Lemma). $\text{rank } \phi_* + \text{rank } \psi_* = D$. In particular, at least one of the events $A^\Box$ and $A^\blacksquare$ occurs, $S^\blacksquare \iff Z^\Box$, and $Z^\blacksquare \iff S^\Box$.

Proof. We proceed in similar fashion to Bobrowski and Skraba’s proof of Lemma 21. It would be impractical to attempt to give a fully self-contained proof, so we instead provide references to all of the technical tools required.
Let $\epsilon = 1/4$ and define $P^c_\epsilon := (\mathbb{T}^d_N \setminus P_\epsilon)$. Consider the commutative diagram

$$
\begin{array}{c}
H_i (P_\epsilon) \xrightarrow{i_\ast} H_i \left( \mathbb{T}^d_N \right) \xrightarrow{} H_i \left( \mathbb{T}^d_N, P_\epsilon \right) \xrightarrow{\delta_i} H_{i-1} (P_\epsilon) \\
H^{d-i} \left( \mathbb{T}^d_N, P^c_\epsilon \right) \xrightarrow{j^\ast} H^{d-i} \left( \mathbb{T}^d_N \right) \xrightarrow{} H^{d-i} \left( P^c_\epsilon \right) \xrightarrow{\delta^{d-i}} H^{d-i+1} \left( \mathbb{T}^d_N, P^c_\epsilon \right)
\end{array}
$$

where $i$ and $j$ are the inclusions of $P_\epsilon$ and $P^c_\epsilon$ respectively into $\mathbb{T}^d_N$. The group $H_k (X, Y)$ for a subspace $Y \subset X$ is called a relative homology group, which we will not define here but is described in Section 2.1 of [Hat02]. When $X$ and $Y$ are sufficiently nice (as is the case here), $H_k (X, Y)$ is the homology of the quotient space $X/Y$ obtained by identifying all points of $Y$. Also, the groups $H_k (X)$ and $H_k (X, Y)$ denote cohomology and relative cohomology groups, respectively. Since we are using field coefficients, these are just the dual vector spaces $\text{Hom} \left( H^k (X), \mathbb{F} \right)$ and $\text{Hom} \left( H^k (X, Y), \mathbb{F} \right)$.

Each row of the diagram is a part of the long exact sequence for a pair $(X, Y)$, a key tool relating the homology groups of a subspace with those of the ambient space. Here “exact” means that the image of each map is the kernel of the next. This sequence is also covered in Section 2.1 of [Hat02]. In order to see why the vertical maps are isomorphisms, we use classical tools from algebraic topology that relate the $k$-th homology to the $(d-k)$-th cohomology in a $d$-dimensional manifold. The isomorphisms $H_i (\mathbb{T}^d) \cong H^{d-i} (\mathbb{T}^d)$ and $H_{i-1} (\mathbb{T}^d) \cong H^{d-i+1} (\mathbb{T}^d)$ are from Poincaré Duality, a fundamental symmetry of the (co)homology of a closed manifold (Theorem 3.30 of [Hat02]). The isomorphisms $H_i (P_\epsilon) \cong H^{d-i} (\mathbb{T}^d_N, P^c_\epsilon)$ and $H_{i-1} (P_\epsilon) \cong H^{d-i+1} (\mathbb{T}^d_N, P^c_\epsilon)$ are from a generalization of Poincaré duality to manifolds with boundary called Lefschetz duality (Theorem 3.43 in [Hat02]). Lastly, whenever we have a commutative diagram with each row being exact and four vertical isomorphisms arranged as above, a general fact about commutative algebra called the Five Lemma (found at the end of Section 2.1 of [Hat02]) implies that the final vertical map is also an isomorphism.

Since the rows come from exact sequences, one can verify from a diagram chase that

$$
H_i (\mathbb{T}^d_N) \cong \text{im} \, i_\ast \oplus \text{im} \, j^\ast.
$$

Furthermore, since we are considering homology with field coefficients, $\text{rank} \, j^\ast = \text{rank} \, j_\ast$. Now by Corollary 8, $\left( \mathbb{T}^d_N \setminus P_\epsilon \right)$ retracts to $P_\epsilon$, and $P_\epsilon$ clearly retracts to $P$, so $\text{rank} \phi_\ast = \text{rank} \, i_\ast$ and $\text{rank} \psi_\ast = \text{rank} \, j^\ast$. Putting these together gives $\text{rank} \phi_\ast + \text{rank} \psi_\ast = D$. \qed
3. Surjectivity

The goal of this section is to show that if \( p > p^c \) then \( \mathbb{P}_p \left( S^c \right) \to 1 \) as \( N \to \infty \).

First, we will prove that \( \mathbb{P}_p \left( S^c \right) \geq b_0 \mathbb{P}_p \left( A^c \right)^{b_1} \) for some \( b_0, b_1 > 0 \) that do not depend on \( N \).

Recall that a vector space \( V \) that is acted on by a group \( G \) is called an irreducible representation of \( G \) if it has no proper, non-trivial \( G \)-invariant subspaces. That is, the only subspaces \( W \) of \( V \) so that \( \{ gw : g \in G, w \in W \} = W \) are \( \{0\} \) and \( V \).

**Lemma 10.** Let \( V \) be a finite dimensional vector space and \( Y \) be a set. Let \( \mathcal{A} \) be the lattice of subspaces of \( V \). Suppose \( f : \mathcal{P}(Y) \to \mathcal{A} \) is an increasing function, i.e. if \( A \subset B \) then \( f(A) \subset f(B) \). Let \( G \) be a finite group which acts on both \( Y \) and \( V \) whose action is compatible with \( f \). That is, for each \( g \in G \) and \( D \in \mathcal{P}(Y) \) \( g f(D) = f(gD) \). Let \( X \) be a \( \mathcal{P}(Y) \)-valued random variable with a \( G \)-invariant distribution that is positively associated, meaning that increasing events with respect to \( X \) are non-negatively correlated. Then if \( V \) is an irreducible representation of \( G \), there are positive constants \( C_0, C_1 \) so that

\[
\mathbb{P}_p \left( f(X) = V \right) \geq C_0 \mathbb{P}_p \left( f(X) \neq 0 \right)^{C_1},
\]

where \( C_0 \) only depends on \( G \) and \( C_1 \) only depends on \( \dim V \).

**Proof.** Let \( A_k = \{ D \in \mathcal{P}(Y) : \text{rank } f(D) \geq k \} \) and \( W_k = f(A_k) \). For a subspace \( W \) of \( V \) let \( \text{Stab}(W) \) denote the stabilizer of \( W \),

\[
\{ g \in G : gW = W \},
\]

and for \( H \leq G \) let

\[
L_k(H) = \{ D : \text{Stab}(f(D)) = H \} \cap A_k.
\]

Then in particular, since \( A_k = \bigcup_{H \leq G} L_k(H) \), there is a subgroup \( H' \) of \( G \) so that

\[
\mathbb{P}_p \left( X \in L_k(H') \right) \geq \frac{1}{c_G} \mathbb{P}_p \left( X \in A_k \right),
\]

where \( c_G \) is the number of subgroups of \( G \).

If \( H' = G \) then

\[
L_k(H') = L_k(G) = \{ D : f(D) = V \}
\]

because \( V \) is an irreducible representation of \( G \), and it follows that

\[
\mathbb{P}_p \left( f(X) = V \right) = \mathbb{P}_p \left( X \in L_k(H') \right) \geq \frac{1}{c_G} \mathbb{P}_p \left( X \in A_k \right).
\]
Otherwise, if $\text{Stab}(W) = H'$ then the orbit $\{gW : g \in G\}$ contains $|G| / |H'|$ elements, where the elements of each coset of $H'$ in $G$ have the same action on $W$. Let $\mathcal{B}$ be a collection of subspaces of $V$ that contains one element from each orbit of $\{W \in \mathcal{W}_k : \text{Stab}(W) = H'\}$ so
\[
f(L_k(H')) = \bigcup_{g \in G/H'} g\mathcal{B}.
\]
Taking $B := \{D : f(D) \in \mathcal{B}\}$, we have that
\[
L_k(H') = \bigcup_{g \in G/H'} gB.
\]
Let $g \in G \setminus H'$. The events $B$ and $gB$ are symmetric so
\[
\mathbb{P}_p(X \in B) = \mathbb{P}_p(X \in gB) = \frac{|H'|}{|G|} \mathbb{P}_p(L_k(H')) \geq \frac{1}{c_G|G|} \mathbb{P}_p(X \in A_k)
\]
using Equation 4. By construction, $gB \cap B \subseteq A_{k+1}$ and the positive association property of $X$ yields
\[
\mathbb{P}_p(X \in A_{k+1}) \geq \mathbb{P}_p(X \in B \cap gB)
\]
\[
\geq \mathbb{P}_p(X \in B)^2
\]
\[
\geq \left(\frac{1}{c_G|G|} \mathbb{P}_p(X \in A_k)\right)^2.
\]
Since either the preceding equation or Equation 5 holds for all $k$, we can conclude that there are positive constants $C_0(G, V)$ and $C_1(V)$ so that
\[
\mathbb{P}_p(f(X) = V) = \mathbb{P}_p(X \in A_{\dim V}) \geq C_0 \mathbb{P}_p(X \in A_1)^{2^{\dim V - 1}}
\]
\[
= C_0 \mathbb{P}_p(f(X) \neq 0)^{C_1}.
\]
Now it suffices to check the irreducibility of the homology of the torus as a representation of the point symmetry group of the cubical complex structure, which we recall is the group of symmetries that fix the origin. The point symmetry group on the $\mathbb{T}_N^d$ is the same as the point symmetry group of $\mathbb{Z}^d$. It is the subgroup of $O(N)$ generated by the permutations of the coordinate directions and reflections which reverse a coordinate direction. This is known as the hyperoctahedral group and can be written as $W_d = S_2 \wr S_d$, where $\wr$ denotes the wreath product.
Proposition 11. Let $\mathbb{F}$ be a field, $d > 0$, and $1 \leq i \leq d - 1$. $H_i(\mathbb{T}^d_N; \mathbb{F})$ is an irreducible representation of $W_d$ if and only if $\text{char}(\mathbb{F}) \neq 2$.

Proof. Recall from Section 1.6 that $H_k(\mathbb{T}^d_N; \mathbb{F})$ is isomorphic to the exterior product $\wedge^k H_1(\mathbb{T}^d_N; \mathbb{F})$. The action of the symmetry group $W_d$ on $H_k(\mathbb{T}^d_N; \mathbb{F})$ is induced by its action on $H_1(\mathbb{T}^d_N; \mathbb{F})$. That is, for $v_1 \wedge \ldots \wedge v_k \in \wedge^k H_1(\mathbb{T}^d_N; \mathbb{F})$ and $g \in W_d$, we have that $g(v_1 \wedge \ldots \wedge v_k) = gv_1 \wedge \ldots \wedge gv_k$.

In representation theory, this is simply called the $k$-th exterior power of the $W_d$-representation $H_1(\mathbb{T}^d_N; \mathbb{F}) \cong \mathbb{F}^d$. We will give a direct proof of irreducibility by showing that if $w \in \wedge^i \mathbb{F}^d \setminus \{0\}$ then $\langle W_d w \rangle = \langle \wedge^i \mathbb{F}^d \rangle$.

Let $w$ be an arbitrary non-zero element of $\wedge^i \mathbb{F}^d \setminus \{0\}$. By dividing by the leading coefficient if necessary we may write

$$w = x_{l_1} \wedge \ldots \wedge x_{l_1} + \ldots + cmx_{l_m} \wedge \ldots \wedge x_{l_m}.$$  

Let $\sigma_v \in S_d \leq W_d$ be a permutation so that

$$\sigma_w (x_{l_1} \wedge \ldots \wedge x_{l_1}) = x_1 \wedge x_2 \wedge \ldots \wedge x_i.$$  

For each $1 \leq k \leq d$, let $\rho_k \in W_d$ be the reflection about the hyperplane orthogonal to $x_k$, and let $f_k(v) := v + \rho_k(v)$ for $v \in \wedge^i \mathbb{F}^d$. Then

$$f_{i+1}(f_{i+2}(\ldots f_d (\sigma_w (w)))) = 2^{d-i} x_1 \wedge x_2 \wedge \ldots \wedge x_i.$$  

$\text{char}(\mathbb{F}) \neq 2$ so $2^{d-i} \neq 0$ and thus $x_1 \wedge x_2 \wedge \ldots \wedge x_i \in \langle W_d w \rangle$. But then using the action of $S_d \leq W_d$ on $x_1 \wedge x_2 \wedge \ldots \wedge x_i$, we can obtain a basis for $\wedge^i \mathbb{F}^d$. Thus $\langle W_d w \rangle = \wedge^i \mathbb{F}^d$ for any non-zero $w$ and the action of $W_d$ is irreducible. □

We can combine Lemma 10 with the preceding propositions to obtain the following corollary.

Corollary 12. Then there are constants $C_0, C_1 > 0$ not depending on $N, i$ such that

$$\mathbb{P}_p(S^c) \geq C_0 \mathbb{P}_p(A^c)^{C_1}.$$  

It is worth noting that Lemma 10 is more general than some of our other tools. For example, in the case of continuum percolation studied in [BS22], this Lemma can be used to show the analogue of Corollary 12 even in the absence of stronger duality results.
Proposition 13. Let \( \{Y_N\}_{N \in \mathbb{N}} \) be a sequence of finite sets with \( |Y_N| \to \infty \), each of which has a transitive action by a symmetry group \( H_N \). Also, let \( R(N, p) \) be the random set obtained by including each element of \( Y_N \) independently with probability \( p \), and suppose there are functions \( f_N : 
abla(Y_N) \to V \) which satisfy the hypotheses of Lemma 10 for some fixed symmetry group \( G \). Assume that \( G \) is a subgroup of \( H_N \) for all \( N \) and that the action of \( H_N / G \) on \( V \) is trivial. If \( f_N(\emptyset) = 0 \) and \( f_N(Y_N) \neq 0 \) for all sufficiently large \( N \) then there exists a threshold function \( \lambda(N) \) so that for any \( \epsilon > 0 \)

\[
\Pr(f_N(R(N, \lambda(N) - \epsilon)) = 0) \to 1 \\
\Pr(f_N(R(N, \lambda(N) + \epsilon)) = V) \to 1
\]

as \( N \to \infty \).

Proof. For a fixed value of \( N \), \( \Pr(f_N(R(N, p)) \neq 0) \) is an increasing, continuous function of \( p \) with

\[
\Pr(f_N(R(N, 0)) \neq 0) = 0
\]

and

\[
\Pr(f_N(R(N, 1)) \neq 0) = 1
\]

for all sufficiently large \( N \). By the intermediate value theorem we can choose \( \lambda(N) \) so that for all sufficiently large \( N \),

\[
\Pr(f_N(R(N, \lambda(N))) \neq 0) = 1/2.
\]

Then by Lemma 10 there exist \( C_0, C_1 > 0 \) such that

\[
\Pr(f_N(R(N, \lambda(N))) = V) \geq C_0 \Pr(f_N(R(N, \lambda(N))) \neq 0)^{C_1} = \frac{C_0}{2^{C_1}} > 0.
\]

Choose an \( \epsilon_0 \) between 0 and \( \frac{C_0}{2^{C_1}} \). Note that the event

\[
\{f_N(R(N, p)) = V\}
\]

is increasing in \( p \) and invariant under the action of \( H_N \). By assumption, \( H_N \) acts transitively on \( X \), so the hypotheses of Theorem 6 are met. Let \( \epsilon > 0 \). Re-arranging Equation 3 gives that

\[
\Pr(f_N(R(N, \lambda(N) + \epsilon)) = V) > 1 - \delta
\]

when

\[
\log(|Y_N|) > \frac{\rho \log(1/(2\delta))}{\epsilon}.
\]

On the other hand, the event \( \{f(R(N, p)^c) = 0\} \) is also increasing, so by a similar argument, \( \Pr(f_N(R(N, \lambda(N) - \epsilon)) = 0) \to 1 \). \( \square \)
In our models of interest, this tells us that $\lambda(N)$ is a sharp threshold functions of $N$ for the appearance of all giant cycles. We can then describe the behavior of both models below $q_c$ and above $p_c$.

**Corollary 14.** If $p > p_c(i, d)$ then

$$\mathbb{P}_p(S) \to 1,$$

and if $p < q_c(i, d)$

$$\mathbb{P}_p(A) \to 0.$$

4. **The Case $d = 2i$**

We now prove Theorem 1 that $p_c(i, 2i) = 1/2$ is a sharp threshold for $A$ when $d = 2i$.

**Proof of Theorem 1.** Half-dimensional plaquette percolation is self-dual so $\mathbb{P}_{1/2}(A) = \mathbb{P}_{1/2}(A^\Box)$. By Lemma 9 at least one of the events $A$ and $A^\Box$ must occur. Therefore,

$$2\mathbb{P}_{1/2}(A) = \mathbb{P}_{1/2}(A) + \mathbb{P}_{1/2}(A^\Box) \geq 1$$

and

$$\mathbb{P}_{1/2}(A) \geq 1/2$$

for all $N$. It follows that $p_c \leq 1/2$. Thus, if $p > 1/2$ then

$$\mathbb{P}_p(S) \to 1$$

as $N \to \infty$, and if $p < 1/2$ then

$$\mathbb{P}_p(A) \to 0$$

as $N \to \infty$ by Corollary 14.

5. **Sharpness and Duality**

In this section, we combine the Duality Lemma (Lemma 9) with Corollary 14 to examine the behavior of $\mathbb{P}_p(A)$ below $q_c(i, d)$ and above $p_c(i, d)$. We also relate these thresholds to $p_c(d - i, d)$ and $q_c(d - i, d)$.

Now we show a partial duality result for any $i$ and $d$.

**Proposition 15.**

$$p_c(i, d) + q_c(d - i, d) = 1.$$
Proof. Let \( p > p^\square_c (i, d) \). Then
\[
\mathbb{P}_p (A^\square) = 1 - \mathbb{P}_p (Z^\square) \quad \text{by definition}
\]
\[
= 1 - \mathbb{P}_p (S^\square) \quad \text{by Lemma 9}
\]
\[
\rightarrow 0 \quad \text{by Corollary 14}
\]
as \( N \rightarrow \infty \). Therefore, \( 1 - p \leq q^\square_c (d - i, d) \) for all \( p > p^\square_c (i, d) \) and
\[
(6) \quad p^\square_c (i, d) + q^\square_c (d - i, d) \geq 1.
\]

Until now, we have suppressed the dependence of probabilities of events on \( N \). To work with subsequences in this argument, denote the probability of an event \( B \) for \( P (i, d, N, p) \) by \( \mathbb{P}_{p, N} (B) \).

Let \( p < p^\square_c (i, d) \). Then there is a subsequence \( \{n_1, n_2, \ldots \} \) of \( \mathbb{N} \) for which
\[
\mathbb{P}_{p, n_k} (A^\square) \rightarrow 0.
\]
By Lemma 9
\[
\mathbb{P}_{p, n_k} (S^\square) \rightarrow 1
\]
so
\[
\limsup_{N \rightarrow \infty} \mathbb{P}_p (S^\square) = 1
\]
and \( 1 - p \geq q^\square_c (i, d) \) for all \( p < p^\square_c (i, d) \). Therefore,
\[
p^\square_c (i, d) + q^\square_c (d - i, d) \leq 1
\]
which holds with equality by Equation 6. \( \square \)

Propositions 13 and 15 show that duality between \( p^\square_c (i, d) \) and \( p^\square_c (d - i, d) \) is equivalent to the convergence of the threshold function \( \lambda^\square (N) \).

Corollary 16. The following are equivalent.

(a) \( \lim_{N \rightarrow \infty} \lambda^\square (N) \) exists.

(b) \( p^\square_c (i, d) = q^\square_c (i, d) \).

(c) \( p^\square_c (i, d) + p^\square_c (d - i, d) = 1 \).

In the next section, we demonstrate that the statements of Corollary 16 hold in the cases \( i = 1 \) and \( i = d - 1 \).
6. The Cases $i = 1$ and $i = d - 1$

We show that $p_c(1, d)$ and $q_c(1, d)$ coincide and equal the critical threshold for bond percolation on $\mathbb{Z}^d$, denoted here by $\hat{p}_c = \hat{p}_c(d)$. For $d = 2$, this is a special case of Theorem [1] so we may assume that $d \geq 3$.

We rely on two results from the classical theory of this system in the subcritical and supercritical regimes. In the former regime, we use Menshikov’s Theorem [Men86], also proven independently by Aizenman and Barsky [AB87], showing an exponential decay in the radius of the cluster at the origin.

For a vertex $x$ and a subset $S$ of $\mathbb{T}^d_N$ (or $\mathbb{Z}^d$), denote the event that $x$ is connected to a vertex in $S$ by a path of edges in $P$ by $x \leftrightarrow S$.

**Theorem 17** (Menshikov/Aizenman-Barsky). Consider bond percolation on $\mathbb{Z}^d$. If $p < \hat{p}_c$ then there exists a $\kappa(p) > 0$ so that

$$P_p (0 \leftrightarrow \partial[-M, M]^d) \leq e^{-\kappa(p)M}$$

for all $M > 0$.

In the supercritical regime, we use the following lemma of Grimmett and Marstrand [GM90] on crossing probabilities inside a rectangle (the formulation we write here is given as Lemma 7.78 in [Gri99]).

**Lemma 18.** Let $d \geq 3$ and $p > \hat{p}_c$. Then there is an $L > 0$ and a $\delta > 0$ so that if $N > 0$ and $x \in [0, N - 1]^{d-1} \times [0, L]$, the probability that 0 is connected to $x$ inside $P \cap ( [0, N - 1]^{d-1} \times [0, L] )$ is at least $\delta$.

**Proof of Theorem 2**. Consider plaquette percolation in $\mathbb{T}^d_N$ with $i = 1$. We will first apply Menshikov’s Theorem to show that the probability of a giant one-cycle limits to zero as $N \to \infty$ when $p < \hat{p}_c$.

Let $p < \hat{p}_c$ and let $M = \lfloor N/2 \rfloor$. For a vertex $x$ of $\mathbb{T}^d_N$, denote by $A_x$ the event that there is a connected, giant 1-cycle containing an edge adjacent to $x$. If $A_0$ occurs then $0 \leftrightarrow \partial[-M, M]^d$ because a 1-cycle contained in $[-M, M]^d$ is null-homologous in $\mathbb{T}^d_N$. Therefore,

$$P_p (A_x) \leq e^{-\kappa(p)M}$$

for all vertices $x$ of $\mathbb{T}^d_N$, using translation invariance and Theorem 17.

Let $X$ be the number of vertices in $\mathbb{T}^d_N$ that are contained in a connected, giant 1-cycle. $A^0 = \{ X \geq 1 \}$ so
\[ \mathbb{P}_p(A^c) = \mathbb{P}_p(X \geq 1) \leq \mathbb{E}_p(X) \text{ by Markov’s Inequality} = \sum_{x \in \mathbb{Z}^d} \mathbb{P}_p(A_x) \leq N^d e^{-\kappa(p)M} \text{ using Equation 7} = N^d e^{-\kappa(p)(N/2)} \]

which goes 0 as \( N \to \infty \).

Now we consider the supercritical case. Let \( p > p' > \hat{p}_c \) and let \( B_j \) be the event that there is a path of edges of \( P \) connecting 0 to \((N - 1)e_j\) inside of \([0, N - 1]^d\). By the previous lemma and by symmetry, there is a \( \delta > 0 \) so that \( \mathbb{P}_p(B_j) \geq \delta \) for every \( 1 \leq j \leq d \).

If \( B_j \) occurs, then the path obtained by adding the edge between \((N - 1)e_j\) and \( Ne_j = 0\) is a giant 1-cycle. As \( H_1(\mathbb{T}^d) \) is generated by the circles in the coordinate directions of \( \mathbb{T}^d_N \), it follows from Harris’ lemma that

\[ \mathbb{P}_{p'}(S^c) \geq (p')^d \mathbb{P}_{p'}\left( \bigcap_{1 \leq j \leq d} B_j \right) \geq (p')^d \mathbb{P}_{p'}(B_1) \geq (p')^d \delta^d. \]

Then by applying Theorem 6, we see that \( \mathbb{P}_p(S^c) \to 1 \) as \( N \to \infty \) as desired.

We have now proven the statement in Theorem 2 regarding the case of \( i = 1 \). The case of \( i = d - 1 \) follows immediately from an application of Lemma 9. \( \square \)

### 7. Monotonicity

Next, we prove that the critical probabilities \( \overline{p}_c(i, d) \) are strictly increasing in \( i \) and strictly decreasing in \( d \). This will complete the proof of Theorem 3.

Our strategy will be to compare percolation on \( \mathbb{T}^d_N \) with the thickened \((d - 1)\)-dimensional slice \( \mathbb{T}^d_N \cap \{0 \leq x_1 \leq 1\} \). Compare the first part of the proof to that of Lemma 4.9 of [BS22].

**Proposition 19.** For \( 0 < i < d - 1 \),

\[ \overline{p}_c(i, d) < \sqrt{p}_c(i, d - 1) < \overline{p}_c(i + 1, d) . \]

**Proof.** First, we will show that

\[ \overline{p}_c(i, d) \leq \overline{p}_c(i, d - 1) \leq \overline{p}_c(i + 1, d) . \]
Let $T = \mathbb{T}^d_N \cap \{x_1 = 0\}$ . $T$ is a torus of dimension $d - 1$ and, by a standard argument, the map on homology $\alpha_s : H_j(T) \to H_j(\mathbb{T}^d)$ induced by the inclusion $T \hookrightarrow \mathbb{T}^d$ is injective for all $j$. $P \cap T$ is distributed as $P(i, d - 1, N, p)$.

Define $A_{d-1}^\square$ to be the event that $\gamma_s : H_i(P \cap T) \to H_i(T)$ is non-zero, where $\gamma_s$ is induced by the inclusion $P \cap T \hookrightarrow T$. If $A_{d-1}^\square$ holds then $\alpha_s \circ \phi_s$ is also non-zero, as $\alpha_s$ is injective. But $\alpha_s \circ \gamma_s = \phi_s \circ \beta_s$, where $\beta_s$ is the map on homology $\beta_s : H_i(P \cap T) \to H_i(P)$ induced by the inclusion $P \cap T \hookrightarrow P$, so $\phi_s$ is also non-zero. It follows that $A_{d-1}^\square \implies A^\square$. Therefore $p_{c}^\square(i, d - 1) \geq p_{c}^\square(i, d)$ by the definition of that threshold.

Observe that $H_i(\mathbb{T}^d)$ is generated by the images of the maps on homology $H_i(\mathbb{T}^d \cap \{x_j = 0\}) \to H_i(\mathbb{T}^d)$ induced by the inclusions $\mathbb{T}^d \cap \{x_j = 0\} \hookrightarrow \mathbb{T}^d$ as $j$ ranges from 1 to $d$. Denote by $S_j$ the event that the map $H_i(\mathbb{T}^d \cap \{x_j = 0\}) \to H_i(\mathbb{T}^d \cap \{x_j = 0\})$ induced by inclusion is surjective and let $q > q_{c}^\square(i, d - 1)$. Then there is a subsequence $(n_1, n_2, \ldots)$ of $\mathbb{N}$ so that

$$\mathbb{P}_{p, n_k}(S_j) \to 1$$

as $k \to \infty$ for $j = 1, \ldots, d$. As $S \subset \bigcap_j S_j$, Harris’s Inequality implies that $\mathbb{P}_{p, n_k}(S) \to 1$ also. Therefore, $p > q_{c}^\square(i, d)$ and $q_{c}^\square(i, d - 1) \geq q_{c}^\square(i, d)$ for all $i$ and $d$. Combining this inequality (for a different choice of $i$ and $d$) with Proposition 15 we obtain

$$p_{c}^\square(i, d - 1) = 1 - q_{c}^\square(d - i - 1, d - 1) \leq 1 - q_{c}^\square(d - i - 1, d) = p_{c}^\square(i + 1, d),$$

which shows Equation 8.

It will be useful later in the argument to observe that these inequalities, together with Theorem 2 and known lower bounds on $\hat{p}_c$ (see [BR06a], for example), imply that

$$0 < p_{c}^\square(1, d) \leq p_{c}^\square(i, d) \leq p_{c}^\square(i, i + 1) < 1.$$  

Furthermore, we can show $p_{c}^\square(i, d) < p_{c}^\square(i, d - 1)$ using the thicker cross-section $T' = \mathbb{T}^d_N \cap \{0 \leq x_1 \leq 1\}$ . Note that an $i$-face $v$ of $T$ is in the boundary of a unique $(i + 1)$-face $w(v)$ of $T'$ that is not contained in $T$ (for example, if $v = \{0\} \times [0, 1]^i \times \{0\}^{d-i-1}$, then $w(v) = [0, 1]^{i+1} \times \{0\}^{d-i-1}$). The idea is to sometimes add $v$ to $T$ when the other $i$-faces of $w(v)$ are present, effectively increasing the percolation probability in $T$ by a small amount. However, we must be careful to do so in a way so that the $i$-faces remain independent.

The $i$-faces of $T'$ are divided into three subsets: those included in $T$, those which are perpendicular to $T$ (that is, $i$-faces not included in $T$ which intersect $T$ in their boundary), and those parallel to $T$ (that is, $i$-faces of the form $v + e_1$, where $v$ is an $i$-face of $T$). For an $i$-face $v$ of $T$, let $J(v)$ be the set of
all perpendicular $i$-faces that meet $v$ at an $i - 1$ face. $v, v + e_1,$ and $J(v)$ are the $i$-faces of the $(i + 1)$-face $w(v)$. Also, for a perpendicular $i$-face $u$ of $T'$, let $K(u) = \{v : u \in J(v)\}$. Note that for any $u$ and $v$

\begin{equation}
|J(v)| = 2i \quad \text{and} \quad |K(u)| = 2(d - i).
\end{equation}

We define a coupling between $i$-dimensional plaquette percolation $P'$ on $T'$ with probability $p$ and $i$-dimensional percolation $R$ with probability $p + p(1 - p)q^{2i}$ on $T$, where $q = q(p)$ is chosen to satisfy $p = 1 - (1 - q)^{2(d - i)}$. For all pairs $(v, u)$ where $v$ is an $i$-face of $T$ and $u \in J(v)$, define independent Bernoulli random variables $\kappa(u, v)$ to be 1 with probability $q$ and 0 with probability $1 - q$. Let $P' \subset T'$ be the subcomplex containing the $(i - 1)$-skeleton of $T'$ where each $i$-face in $T$ or parallel to $T$ is included independently with probability $p$, and the other $i$-faces $u$ of $T'$ are included if $\kappa(u, v) = 1$ for at least one $v \in K(u)$. Observe that

\[ P(u \in P') = 1 - P(\cap_{v \in K(u)} \{\kappa(u, v) = 0\}) = 1 - (1 - q)^{2(d - i)} = p \]

(using Equation 11), and that the faces $u$ are included independently. That is, $P'$ is percolation with probability $p$ on $T'$. On the other hand, define $R \subset T$ by starting with all faces of $P' \cap T$ and adding an $i$-face $v \notin P'$ if $v + e_1 \in P'$ and $\kappa(v, u) = 1$ for all $u \in J(v)$. Then $R$ is percolation on $T$ with probability $p + p(1 - p)q^{2i} > p$. See Figure 8.

As $p + p(1 - p)q^{2i}$ is a continuous function of $p$ and $0 < p^c(i, d - 1) < 1$ (Equation 10), we can choose $p$ to satisfy

\[ 0 < p < p^c(i, d - 1) < p + p(1 - p)q^{2i} < 1. \]

Then

\begin{equation}
\mathbb{P}_{p + p(1 - p)q^{2i}}(\xi_* \text{ is non-trivial}) \to 1
\end{equation}
as \( N \to \infty \) by Corollary 14, where \( \xi_* : H_i(R) \to H_i(T) \) is the map on homology induced by the inclusion \( R \hookrightarrow T \).

Extend \( P' \) to plaquette percolation \( P \) on all of \( T'_N \) by including the \( i \)-faces in \( T'_N \setminus T' \) independently with probability \( p \). If \( \sigma \) is an \( i \)-cycle of \( R \) we can write
\[
\sigma = \sum_j a_j u_j + \sum_k b_k v_k
\]
where \( u_j \notin P \) and \( v_k \in P \) for all \( j \) and \( k \). Then, by construction, we can form a corresponding \( i \)-cycle \( \sigma' \) of \( P \) by setting
\[
\sigma' = \sigma + \sum_j a_j \partial w(u_j).
\]
\( \sigma \) and \( \sigma' \) are homologous in \( T'_N \), so \( \alpha_* \circ \xi_* ([\sigma]) = \phi_* ([\sigma']) \). In particular, if \( \xi_* \) is non-trivial then \( \phi_* \) is non-trivial as well. Using Equation 12, it follows that
\[
P_p(A^\sqcap) \geq P_{p+p(1-p)q^2i} (\xi_* \text{ is non-trivial}) \to 1,
\]
as \( N \to \infty \). Therefore,
\[
p^\sqcap_c(i, d) \leq p < p^\sqcap_c(i, d - 1).
\]

We can define similar couplings between percolations on \( T'_N \cap \{x_j = 0\} \) and on \( T'_N \cap \{0 \leq x_j \leq 1\} \) for \( j = 1 \ldots d \). Combining these couplings with the argument leading to Equation 9 yields \( q^\sqcap_c(i, d) < q^\sqcap_c(i, d - 1) \). Then from Proposition 15 we obtain
\[
p^\sqcap_c(i, d - 1) = 1 - q^\sqcap_c(d - i - 1, d - 1) < 1 - q^\sqcap_c(d - i - 1, d) = p^\sqcap_c(i + 1, d).
\]

An alternative approach to the proof of Proposition 19 is to construct a third space \( T'' \) by attaching a new \((i + 1)\)-cube to each \( i \)-face of \( T \) along one of the cube’s \( i \)-faces. We can define inhomogeneous percolation \( P'' \) on \( T'' \) by starting with the \((i - 1)\)-skeleton of \( T'' \), adding each \( i \)-face of \( T \) and and each \( i \)-face parallel to \( T \) independently with probability \( p \), and adding the perpendicular \( i \)-faces independently with probability \( q \) (these faces play the same role as the random variables \( \kappa(u, v) \) above). Giant cycles in \( P'' \) are ones that are mapped
non-trivially to $H_i(T'')$ by the map on homology induced by the inclusion $P'' \hookrightarrow T''$, and they appear at a lower value of $p$ than $p_{c}^{\square}(i, d - 1)$ (precisely when they appear in $R$ as defined above). The proof is finished by observing that the quotient map $\pi : T'' \to T'$ identifying the corresponding perpendicular faces of neighboring cubes induces an injective map on homology, and therefore the existence of giant cycles in $P''$ implies the existence of giant cycles in $P$. This idea is illustrated in Figure 9. Note that our definition of giant cycles in $T''$ can be adapted to give a more general notion of homological percolation in the $i$-skeleton of a cubical or simplicial complex whose $i$-dimensional homology is nontrivial.

Proof of Theorem 3. By Equation 10, $q_c^{\square}(i, d), p_c^{\square}(i, d) \in (0, 1)$. The remaining statements follow from Corollary 14 and Propositions 15 and 19. □

Note that we could alternatively show that $p_c^{\square}(i, d), q_c^{\square}(i, d) \in (0, 1)$ by modifying the first section of the proof of Theorem 2 to work for the lattice of $i$-plaquettes in $\mathbb{Z}^d$ and using a Peierls-type argument to obtain the bound

$$\frac{1}{2d - i + 1} \leq q_c^{\square}(i, d) \leq p_c^{\square}(i, d) \leq 1 - \frac{1}{d + i + 1}.$$ 

Proof of Theorem 4. Theorem 4 follows from the proofs of Theorems 1, 2, and 3 with the adjustments for the permutohedral lattice noted throughout the paper. In particular, Lemma 9 and Propositions 11 and 19 are replaced by Lemma 21 and Propositions 22 and 30 respectively. □

8. PERMUTOHEXERAL SITE PERCOLATION

Most of our previous arguments can be applied to the permutohedral lattice with minimal modification. Here we highlight the major differences from each section.

First, since we are not dealing with cubical complexes, we will need a more general notion.

Definition 20 (Definition 2.38 of [Koz08]). A polyhedral complex in $\mathbb{R}^n$ is a collection $X$ of convex polytopes in $\mathbb{R}^n$ (of different dimensions) satisfying the following two properties.

- If $\sigma \in X$ and $\tau$ is a face of $\sigma$ then $\tau \in X$.
- If $\sigma_1, \sigma_2 \in X$ and $\sigma_1 \cap \sigma_2 \neq \emptyset$ then $\sigma_1 \cap \sigma_2$ is a face of $X$. 
It turns out to be convenient to treat $X$ as a collection of polytopes rather than as their union. The cubical complexes considered above are a special case of a polyhedral complex all of whose faces are cubes. Another special case is that of simplicial complexes, all of whose cells are simplices (recall that a $k$-simplex is the convex hull of $(k + 1)$ points in Euclidean space, assuming the points are in general position). There is also a related notion of an abstract simplicial complex, which we require below. Formally, an abstract simplicial complex is a family of sets which is closed under taking subsets (see Chapter 10 of [Ede14] for an elementary account or Section 9.1 of [Koz08] for a more in depth exposition). The combinatorial structure of a simplicial complex can be encoded as an abstract simplicial complex by taking the family consisting of all vertex sets of simplices in the complex.

The homology of a polyhedral complex is defined using a boundary map taking a $k$-dimensional cell to the signed sum of its $(k-1)$-faces. The details of this construction can be found in Chapter 3 of [Koz08]; they are analogous to those for the special case of cubical complexes. It is a standard result that homotopy equivalence preserves homology groups, regardless of the type of complex.

Next, the definition of the dual system is simpler for the permutohedral lattice. We define $Q^\bullet = Q^\bullet (d, N, p) := Q^c$, i.e. the polyhedral complex consisting of all permutohedra that are not included in $Q$ and their lower-dimensional faces. As mentioned before, a duality result for this setting was proven in [BS20].

**Lemma 21** (Bobrowski and Skraba). For $0 \leq k \leq d$,

$$B_k (Q) + B_{d-k} (Q^c) = \text{rank } H_k (T_d) .$$

Since $d$-dimensional permutohedra always meet along $(d-1)$-dimensional faces, it is not difficult to see that $B_k (Q^c) = B_k (Q^\bullet)$.

Sections 4 and 5 need essentially no changes, as does Section 6 once Theorem 17 is replaced with the analogous result on site percolation.

We are then left with Sections 3 and 7, both of which require adaptation.

### 8.1. Symmetries of $A_d^*$. In order to adapt Section 3 to the permutohedral lattice, we will need an analogue of Proposition 11. This is because the point symmetry group of $A_d^*$ is not $W_d$, but instead the symmetric group $S_{d+1}$.

**Proposition 22.** Let $\mathbb{F}$ be a field, $d > 0$, and $1 \leq k \leq d - 1$. $H_k (T_{N+1}^d; \mathbb{F})$ is an irreducible representation of $S_{d+1}$ if $\text{char } (\mathbb{F}) = 0$ or $\text{char } (\mathbb{F})$ is an odd prime that does not divide $d + 1$. 
Proof. First, we review the action of $S_{d+1}$ on $A_d^*$. The lattice $A_d^* \subset \mathbb{F}^{d+1}$ has a basis

$$B := \{1 - de_k : 1 \leq k \leq d\}.$$ 

Now $S_{d+1}$ acts on $\mathbb{F}^{d+1}$ by permuting the coordinates, and this restricts to an action on $A_d^*$ which permutes the elements of $B \cup \{1 - de_{d+1}\}$. The $\mathbb{F}$-vector space generated by $A_d^*$ is called the standard representation of $S_{d+1}$. Denote it by $\hat{F}_d$. Analogously to the square lattice, the actions of $S_{d+1}$ by lattice symmetries on $H_k(T_N^d; \mathbb{F}) \cong \wedge^k \mathbb{F}^d$ are given by the exterior powers of the standard representation.

The statement follows from more general results in the literature on the representation theory of the symmetric group. These are usually stated using language that is beyond the scope of this paper. We describe the required results from [Jam78] and sketch why they suffice. Please refer to that reference for an explanation of the terminology used in the remainder of this proof.

Let $\lambda$ be a partition of $\{1, \ldots, d+1\}$. As explained in Section 4 of [Jam78], $\lambda$ corresponds to a representation $\lambda^i$ of $S_{d+1}$ over any field, called a Specht module. In particular, $H_k(T_N^d; \mathbb{F}) \cong \wedge^k \mathbb{F}^d$ is isomorphic to the Specht module corresponding to the partition $\lambda = (d-k+1, 1, \ldots, 1)$ of $\{1, \ldots, d+1\}$. Theorem 4.9 of [Jam78] implies that if $\mathbb{F} \subset \mathbb{F}'$ and $\lambda^i$ is irreducible over $\mathbb{F}$ then it is irreducible over $\mathbb{F}'$. In particular, it suffices to consider the cases $\mathbb{F} = \mathbb{Q}$ and $\mathbb{F} = \mathbb{Z}_p$. When $\mathbb{F} = \mathbb{Q}$, the Specht modules are exactly the irreducible representations of the symmetric group by Theorem 4.12 of [Jam78]. This implies the first case of the proposition. The second case follows from Theorem 23.7 in the same reference.

\[ \square \]

8.2. Monotonicity. Now we obtain analogues of the results in Section 7 in the permutohedral setting. The idea of the proof is again to find a copy of $\mathbb{T}^{d-1}$ within $\mathbb{T}^d$, but the existence of such a sublattice is less immediately apparent than in the plaquette case. Let $O$ be a finite collection of permutohedra of $A_d^*$ and let $O = \cup_{\theta \in \sigma_0} \theta$.

We describe how the topology of $O$ is encoded in the adjacency graph of $O$. Let $G$ be a graph with vertex set $\{v_1, \ldots, v_n\}$. The clique complex or flag complex of $G$ is the abstract simplicial complex $\Delta(G)$ so that $(v_1, \ldots, v_i) \in \Delta(G)$ if and only if $v_j$ is adjacent to $v_i$ for $1 \leq j < l \leq k$. Denote the clique complex of the adjacency graph of $O$ by $\Delta(O)$.

**Proposition 23.** $O$ is homotopy equivalent to $\Delta(O)$.
Proof. We will show that $\Delta(O)$ coincides with another abstract simplicial complex called the nerve of $\mathcal{O}$. The nerve of a finite collection of sets $\mathcal{X} = \{X_1, \ldots, X_n\}$ is the simplicial complex $\text{Nerve} (\mathcal{X})$ with vertex set $\{X_1, \ldots, X_n\}$ so that

$$ (X_{i_1}, \ldots, X_{i_l}) \in \text{Nerve} (\mathcal{X}) \iff \bigcap_{j=1}^l X_{i_j} \neq \emptyset. $$

The nerve theorem — a standard result of combinatorial topology (see Section 3 of [BKRR23] for a relatively elementary proof) — states that if all nonempty intersections of subsets of $\mathcal{X}$ are convex then $\text{Nerve} (\mathcal{X})$ is homotopy equivalent to the union $\bigcup_{X \in \mathcal{X}} X$. This applies to $\mathcal{O}$, as the intersection of a collection of permutohedra of $A_{d}^*$ is either empty or is a shared face of the permutohedra.

It suffices to show that $\text{Nerve} (\mathcal{X}) = \Delta(O)$. This is true because the intersection of a collection of $k$ permutohedra of $A_{d}^*$ is non-empty if and only if each pair of permutohedra in the collection shares a $(d-1)$-face. If this holds, the intersection is then $(d-k+1)$-dimensional. In other words, the simplicial complexes $\text{Nerve} (\mathcal{O})$ and $\Delta(O)$ coincide, and the claim follows. For a proof of this fact, see Section 3 of [CKR19]. Note that the corresponding statement for $\mathbb{Z}^d$ is false, as two cubes can meet at a vertex. \hfill \Box

We now construct a subset of $A_{d}^*$ with the same pairwise adjacencies as $A_{d-1}$. Recall that

$$ \hat{\mathbb{R}}^d := \left\{ (x_0, x_1, \ldots, x_d) \in \mathbb{R}^{d+1} : \sum_{k=0}^d x_k = 0 \right\}. $$
Let
\[ v_1 = \left( \frac{-d}{d+1}, \frac{1}{d+1}, \ldots, \frac{1}{d+1} \right), \ldots, v_{d+1} = \left( \frac{1}{d+1}, \ldots, \frac{1}{d+1}, \frac{-d}{d+1} \right) \]
where the vectors have \((d + 1)\) coordinates. A \(\mathbb{Z}\)-basis for \(A_d^*\) is given by the vectors \(v_1, \ldots, v_d\), where we note that
\[
(13) \quad v_{d+1} = -(v_1 + \ldots + v_d).
\]

We require one more fact about the combinatorics of the permutohedral lattice.

**Lemma 24.** The permutohedron centered at the origin of \(A_d^*\) is adjacent to exactly the permutohedra centered at the points
\[
V_1 = \left\{ (a_1v_1 + \ldots + a_{d+1}v_{d+1}) : (a_1, \ldots, a_{d+1} \in \{0, 1\}^{d+1} \setminus \{0, 1\}) \right\}
\]
and all of these points are distinct. Here \(1 = (1, \ldots, 1)\).

**Proof.** This follows from Theorem 2.5 of \(\text{[BA09]}\). Let \(\theta\) be the permutohedron centered at the origin of \(A_d^*\), and let \(V_2\) be the set of the points at the centers of permutohedra adjacent to \(\theta\). Recall that the Delaunay triangulation of a set of points in general position is the dual complex of its Voronoi diagram. \(A_d^*\) is in general position (this is Lemma 3.4 of \(\text{[CKR19]}\)), so the permutohedra adjacent to \(\theta\) are those centered at points in the 1-neighborhood of \(0\) in the Delaunay triangulation. These are exactly the vertices which are contained in top-dimensional cells adjacent to the origin.

Theorem 2.5 of \(\text{[BA09]}\) states that all top-dimensional Delaunay cells may be obtained from the simplex with vertices
\[
(15) \quad 0, v_1, v_1 + v_2, \ldots, v_1 + \ldots + v_d
\]
by symmetries of \(A_d^*\). As such, \(V_2 \cup \{0\}\) is the set of vertices obtained from \(15\) by applying symmetries which map one of the vertices to \(0\).

The symmetries of \(A_d^*\) are translations and permutations of the coordinates. Applying permutations yields that \(V_1 \subset V_2\). We now verify that all vertices in \(V_2\) can be obtained only by a permutation of the coordinates. Consider a translated Delaunay cell containing \(0\), which without loss of generality is of the form
\[-v_1 - \ldots - v_k, -v_2 - \ldots - v_k, \ldots, 0, v_{k+1}, v_{k+1} + v_{k+2}, \ldots, v_{k+1} + \ldots + v_d.\]
Then by (13), we can write this as
\[ v_{k+1} + \ldots + v_d + v_{d+1}, \ldots, v_{k+1} + \ldots + v_{d+1} + v_1 + \ldots + v_{k-1}, 0, \]
\[ v_{k+1}, v_{k+1} + v_{k+2}, \ldots, v_{k+1} + \ldots + v_d, \]
which is obtained by a permutation. Thus \( V_2 \subset V_1 \). Finally, distinctness of the points in Equation 14 follows from the fact that the number of \((d - 1)\)-dimensional faces of the \(d\)-dimensional permutohedron is \(2^{d+1} - 2\). \(\square\)

Let \( L^\perp \) be the orthogonal complement of the line spanned by \( v_{d+1} \) in \( \mathbb{R}^d \). Notice that
\[ L^\perp = \left\{ v \in \mathbb{R}^d : v \perp (1, \ldots, 1, 0), v \perp e_{d+1} \right\} \]
so we can identify this space with \( \mathbb{R}^{d-1} \). Then \( A_{d-1}^* \) is spanned by the vectors \( w_1, \ldots, w_{d-1} \) where
\[ w_1 = \left( \frac{-(d+1)}{d}, \frac{1}{d}, \ldots, \frac{1}{d}, 0 \right), \ldots, w_d = \left( \frac{1}{d}, \ldots, \frac{1}{d}, -\frac{d+1}{d}, 0 \right) \]
Let \( \pi : \mathbb{R}^d \to \mathbb{R}^{d-1} \) be the orthogonal projection, and let \( S \) be the sublattice of \( A_d^* \) generated by \( v_1, \ldots, v_{d-1} \). That is, \( S \) is the intersection of \( A_d^* \) with the hyperplane \( x_d = x_{d+1} \).

**Lemma 25.** \( \pi \) maps \( S \) isometrically to \( A_{d-1}^* \). Moreover, the \( d \)-dimensional permutohedra centered at \( u_1, u_2 \in S \) are adjacent if and only if the \((d - 1)\)-dimensional permutohedra centered at \( \pi(u_1), \pi(u_2) \) are.

**Proof.** We have that
\[ v_i \cdot v_j = \begin{cases} \frac{d}{d+1} & i = j \\ -\frac{1}{d+1} & i \neq j \end{cases} \]
so
\[ \pi(v_1) = v_1 - \text{proj}_{v_{d+1}} v_1 = v_1 - \frac{v_1 \cdot v_{d+1}}{v_{d+1} \cdot v_{d+1}} v_{d+1} = v_1 + \frac{1}{d} v_{d+1} = \left( -\frac{d-1}{d}, 1, \ldots, \frac{1}{d}, 0 \right) = w_1, \]
and a similar computation shows that \( \pi(v_i) = w_i \) for \( i = 1, \ldots, d \). This implies the first claim.
The second claim follows from Lemma 24 applied to both $u_1, u_2 \in S$ and $\pi(u_1), \pi(u_2) \in A_{d-1}^*$.

**Proposition 26.** Let $\theta^d$ be the permutohedron centered at the origin of $A_d^*$, and let $F : A_{d-1}^* \to S$ be the inverse of $\pi |_S$. For any subset $E \subset A_{d-1}^*$,

$$ \bigcup_{w \in E} (\theta^d - 1 + w) \simeq \bigcup_{w \in E} (\theta^d + F(w)),$$

where $\simeq$ denotes homotopy equivalence.

**Proof.** By the previous lemma, the two sets of permutohedra have the same adjacency graph. Thus, it follows from Proposition 23 that their unions are homotopy equivalent.

We now show that we can “replace” a permutohedron of $S$ with a certain set of permutohedra outside of $S$ in a way that preserves giant cycles. Let $\theta$ be a permutohedron centered at a point of $S$, which we assume without loss of generality is the origin. We partition the neighbors of $\theta$ into three disjoint sets. Let

$$U(\theta) = \bigcup_{(a_1, \ldots, a_{d-1}) \in \{0, 1\}^d} (\theta + a_1 v_1 + \ldots + a_{d-1} v_{d-1} + v_{d+1})$$

be the neighbors of $\theta$ contained in the translate $S + v_{d+1}$, let

$$V(\theta) = \bigcup_{(a_1, \ldots, a_d) \in \{0, 1\}^d \setminus \{0, 1\}} (\theta + a_1 v_1 + \ldots + a_{d-1} v_{d-1} + a_d v_d + a_d v_{d+1})$$

be those neighbors which are contained in $S$, and let

$$W(\theta) = \bigcup_{(a_1, \ldots, a_{d-1}) \in \{0, 1\}^d} (\theta + a_1 v_1 + \ldots + a_{d-1} v_{d-1} + v_d)$$

be the neighbors contained in $S - v_{d+1}$. Observe that these three sets consist of the neighbors of $\theta$ centered at points satisfying $x_{d+1} > x_d$, $x_{d+1} = x_d$, and $x_{d+1} < x_d$, respectively.

Let $X_1 := \partial \theta \cap U(\theta)$ and $X_2 := \partial \theta \cap W(\theta)$. We now show that faces of $\theta$ are either contained in $X_1$ or $X_2$ or have a subface that is.

**Lemma 27.** Let $1 \leq i \leq d-1$ and let $\tau$ be an $i$-dimension face of $\theta$ that is neither contained in $X_1$ nor $X_2$. Then $\tau$ is orthogonal to the hyperplane $x_d = x_{d+1}$. In addition, it has an $(i-1)$-dimensional face contained in $X_2$. 
Proof. We begin by noting two preliminary facts regarding a general face $\sigma$ of $\theta$. Suppose that $\sigma$ is the intersection of permutohedra centered at points $p_1, \ldots, p_k$ of $A^*_d$. Fact 1: if not all of the points $p_1, \ldots, p_k$ are contained in $S$, then $\sigma$ is a face of $X_1$ or $X_2$. This is true because $\{U(\theta), V(\theta), W(\theta)\}$ is a partition of the neighbors of $\theta$. Fact 2: as the permutohedra are Voronoi cells, $\sigma$ is contained in the intersection of the hyperplane bisectors for each pair of points in $\{p_1, \ldots, p_k\}$. In particular, if $\{p_1, \ldots, p_k\} \subseteq S$ then each of these bisectors is orthogonal to the hyperplane $x_d = x_{d+1}$ and $\sigma$ is orthogonal to that hyperplane, as well.

Now suppose that $\tau$ is the intersection of the permutohedra $\theta_1 = \theta, \ldots, \theta_{d-i+1}$ centered at points $p_1, \ldots, p_{d-i+1}$ of $A^*_d$. By Fact 1 above, $p_1, \ldots, p_{d-i+1}$ are in $S$. It then follows from Fact 2 that $\tau$ is orthogonal to the hyperplane $x_d = x_{d+1}$. As $\tau$ is bounded, it contains a face $\tau'$ that is not orthogonal to $x_d = x_{d+1}$. A second application of Fact 2 yields that $\tau'$ is the intersection of permutohedra, at least one of which is not contained in $S$. By Fact 1, $\tau'$ is a face of either $X_1$ or $X_2$. □

In the next two lemmas, we use a standard construction from combinatorial algebraic topology: if $A$ is a polyhedral complex, $\sigma$ is a cell of $A$ not contained in any higher-dimensional cells, $\tau \subset \sigma$ is a face of $\sigma$ with $\dim \tau = \dim \sigma - 1$, and $\sigma$ is the only higher-dimensional neighbor of $\tau$, then $A$ deformation retracts to the polyhedral complex $A \setminus \{\sigma, \tau\}$. In this context, $\tau$ is called a free face and the deformation retraction is called an elementary collapse. This notion is usually defined for simplicial complexes (see Definition 6.13 of [Koz08]) but is also valid for more general polyhedral complexes (an even more general notion is given in Definition 11.12 of [Koz08]). We now consider the topological structure of $X_1$ and $X_2$.

**Lemma 28.** $X_1$ and $X_2$ are homeomorphic to $(d - 1)$-dimensional balls.

Proof. $X_1$ and $X_2$ are symmetric so we may consider $X_2$ alone. We will show that $\theta \cap \{x_d \geq x_{d+1}\}$ deformation retracts to $X_2$. This will suffice, as the former set is a $(d - 1)$-dimensional ball (it is the bisection of the boundary of a convex polyhedron by a hyperplane).

As a preliminary step, we note that $X_1$ is contained in $\{x_d < x_{d+1}\}$. First, one can verify directly from Lemma 24 that if $\theta_1 \in U(\theta)$ and $\theta_2 \in W(\theta)$ then $\theta_1$ and $\theta_2$ are not adjacent and $\theta_1 \cap \theta_2 = \emptyset$. Thus $X_1 \cap X_2 = \emptyset$. This implies that $X_1$ does not intersect $\{x_d = x_{d+1}\}$, because $X_1$ and $X_2$ are symmetric about that hyperplane.
Let $\theta'$ be the polyhedron obtained from $\theta$ by subdividing each $i$-dimensional cell $\sigma$ that intersects the plane $x_d = x_{d+1}$ into two $i$-dimensional cells $\sigma^+ = \sigma \cap \{ x_d \geq x_{d+1} \}$ and $\sigma^- = \sigma \cap \{ x_d \leq x_{d+1} \}$, and adding a new $(i-1)$-dimensional cell $\sigma^0 = \sigma \cap \{ x_d = x_{d+1} \}$. It is easily checked that this produces a well-defined polyhedron (note that all faces of $\theta$ that intersect this hyperplane are orthogonal to it). We deform $Y = \theta' \cap \{ x_d \geq x_{d+1} \}$ to $X_2$ by elementary collapses, in order by decreasing dimension. Suppose that we have removed all $(i+1)$-dimensional faces of $Y \setminus X_2$, and that $\tau$ is an $i$-dimensional face of $Y \setminus X_2$. Since $X_1 \subset \{ x_d < x_{d+1} \}$, it follows from Lemma 27 that $\tau$ must be orthogonal to $x_d \geq x_{d+1}$. Then, by construction, $\tau$ is one of the faces $\sigma^-$ described above, and it has a free face $\sigma^0$. Thus, we may remove $\sigma^-$ and $\sigma^0$ by an elementary collapse. \hfill $\Box$

Now we are ready to construct a deformation retraction that allows us to replace $\theta$ with $U(\theta)$.

**Lemma 29.** Let $Q = \bigcup_{w \in E} (\theta^d + F(w))$ for some $E \subset S$. There is a deformation retraction from $Q \cup \theta \cup U(\theta)$ to $Q \cup U(\theta) \setminus \theta$.

**Proof.** Let $\theta' \in V(\theta)$ and let $p = a_1 v_1 + \ldots + a_{d-1} v_{d-1} + a_d v_d + a_{d+1} v_{d+1}$ be the point at its center, for $(a_1, \ldots, a_d) \in \{ 0, 1 \}^d \setminus \{ 0, 1 \}$. If $a_{d+1} = 0$ then, by Lemma 24, both $\theta'$ and $\theta$ are adjacent to the permutohedron of $W(\theta)$ centered at $p + v_d$. Otherwise, they both neighbor the permutohedron of $W(\theta)$ centered at $p - v_{d-1}$. It follows that every $(d-1)$-face in $\theta \cap V(\theta)$ contains a $(d-2)$-face in $X_2$.

Let $f$ be a $(d-1)$-dimensional face of $X_2$. Then $f$ is a face of two permutohedra of $A_d^*; \theta$ and another permutohedron contained in $W(\theta)$. Since $Q \cup \theta$ and $W(\theta)$ share no $d$-cells, $Q \cup \theta$ has a free face $f$ and thus deformation retracts to $Q \setminus \theta$. Then since $X_2$ is homeomorphic to a $(d-1)$-dimensional ball by Lemma 28, $\partial \theta \setminus f$ deformation retracts to $\partial \theta \setminus X_2$.

We now iteratively collapse the faces of $Y = \theta \setminus (Q \cup U(\theta))$, from dimension $k = d - 1$ down to dimension $k = 1$. Assume that we have already removed all faces of $Y$ of dimension at least $k+1$ and let $\tau$ be a $k$-face of the partially collapsed complex. By Lemma 27, $\tau$ has a $(k-1)$-subface $\tau'$ contained in $X_2$. Then $\tau' = \tau \cap \theta'$ where $\theta'$ is a permutohedron on $W(\theta)$. As such, all $k$-faces containing $\tau'$ — with the exception of $\tau$ — are faces of $\theta'$ and therefore are faces of $X_2$. It follows that $\tau'$ is a free face of $\tau$. Therefore, we may remove $\tau$ and $\tau'$ via an elementary collapse. Once all of the collapses are made, we are then left with $Q \cup U(\theta) \setminus \theta$ as desired. \hfill $\Box$
We are now ready to prove strict monotonicity.

**Proposition 30.** \( p_i^O (d) < p_i^O (d - 1) < p_{i+1}^O (d) \)

**Proof.** Let \( S \) and \( S' \) be the sets of permutohedra centered at points of \( S \) and \( S \cup (S + v_{d+1}) \), respectively.

The inequalities \( p_i^O (d) \leq p_i^O (d - 1) \leq p_{i+1}^O (d) \) follow from Proposition 26, via an argument identical to that for Proposition 19. The proofs of the strict inequalities are also similar to the case of plaquette percolation. Here, \( S \) and \( S' \) play the roles of \( T \) and \( T' \), respectively.

By Lemma 29, \( Q \cup \theta \cup U ( \theta ) \) deformation retracts to \( Q \cup U ( \theta ) \setminus \theta \), so if there is a giant cycle in \( Q \cup \theta \), there is also a giant cycle in \( Q \cup U ( \theta ) \). The rest of the argument is nearly identical to that for Proposition 19: site percolation with probability \( p \) on \( S' \) can be coupled with site percolation on \( S \) with a slightly higher parameter by sometimes including \( \theta \) when all permutohedra in \( U ( \theta ) \) are present. There is overlap between the sets \( U ( \theta ) \), but this is dealt with in a similar manner as in the plaquette construction. This argument yields the strict inequality \( p_i^O (d) < p_i^O (d - 1) \). We also obtain the strict inequality \( p_i^O (d - 1) < p_{i+1}^O (d) \) by the same duality argument as before.

\[ \square \]

9. **Future directions**

It seems that not much is known about percolation with higher-dimensional cells or homological analogues of bond or site percolation.

- Do \( \lambda^O (N, i, d) \) and \( \lambda_i^O (N, d) \) converge as \( N \to \infty \) for all \( i, d \)?
- Can the minor restrictions on the characteristic of the coefficient field of the homology be removed?
- Are there scaling limits for plaquette percolation? For bond percolation in the plane at criticality, conjecturally we get SLE. This could be a reasonable question to approach experimentally.
- Is there a limiting distribution for rank \( \phi_* \) at criticality, as \( N \to \infty \)? When \( d = 2i \), our results imply that the distribution is symmetric and the expectation satisfies \( \mathbb{E}[\text{rank } \phi_*] = \binom{d}{d/2}/2 \), but at the moment we do not know anything else.
- One of the most interesting possibilities we can imagine would be a generalization of the Harris–Kesten theorem when \( d = 2i \), on the whole lattice \( \mathbb{Z}^d \) rather than on the torus \( T_N^d \). One possibility might
be to compactify $\mathbb{R}^d$ to a torus $T^d$. In various proofs of the Harris–Kesten theorem, a key step is to go from crossing squares to crossing long, skinny rectangles—see, for example, Chapter 3 of [BR06a]. One difficulty is that we do not currently have a high-dimensional version of the Russo–Seymour–Welsh method, passing from homological “crossings” of high-dimensional cubes to long, skinny boxes.
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