Intrinsic evaluation of language models for code-switching
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Abstract

Language models used in speech recognition are often either evaluated intrinsically using perplexity on test data, or extrinsically with an automatic speech recognition (ASR) system. The former evaluation does not always correlate well with ASR performance, while the latter could be specific to particular ASR systems. Recent work proposed to evaluate language models by using them to classify ground truth sentences among alternative phonetically similar sentences generated by a finite transducer. Underlying such an evaluation is the assumption that the generated sentences are linguistically incorrect. In this paper, we first put this assumption into question, and observe that alternatively generated sentences could often be linguistically correct when they differ from the ground truth by only one edit. Secondly, we showed that by using multi-lingual BERT, we can achieve better performance than previous work on two code-switching data sets. Our implementation is publicly available on Github.1

1 Introduction

Code-switching (CS) is the phenomenon where a multilingual speaker alternates between the use of multiple languages in the same utterance (Yow et al., 2018). This practice is common among bilingual speakers, e.g., Chinese (Lyu et al., 2010), Spanish or Hindi-speakers (Khanuja et al., 2020b) who are bilingual in English. To build automatic speech recognition (ASR) systems for CS utterances, a good language model is important, especially when CS training data is often scarce.

Language models (LMs) are an important part of text generation systems in applications such as machine translation and ASR systems. Intrinsic evaluations of LMs are often performed using perplexity, a measurement of how well a LM predicts a test sample. However, previous work has noted that perplexity does not correlate well with ASR performance (e.g. Chen et al., 1998; Gonen and Goldberg, 2019). Extrinsic evaluations of LMs with ASR performance, on the other hand, might be over-fitting to the ASR used in the evaluation. To address this problem, Gonen and Goldberg (2019) proposed a new evaluation metric based on a classification task. First, given a ground truth sentence, they used finite state transducers (FST) to generate a set of phonetically similar sentences. They evaluate LMs based on the task of identifying the ground truth sentence from this set of sentences. LMs can thus be evaluated based on the accuracy of this task, independent of any specific ASR. For this evaluation task, Gonen and Goldberg (2019) proposed a discriminative model that outperformed generative baselines on a English-Spanish (EN-ES) CS test set. However, such an evaluation criteria assumes that all generated sentences are linguistically incorrect. In this paper, we make two contributions

1. We found that generated sentences with only one modification from the ground truth could be linguistically correct, violating the assumption that such sentences are negative examples. This poses a problem both during training and evaluation. To alleviate this problem, we propose to generate sentences with at least two edits from the ground truth, and

1https://github.com/sikfeng/language-modelling-for-code-switching

Figure 1: Examples of alternatives sentences generated to be phonetically similar to the first sentence. Translations provided in brackets.
2. We fine-tuned multi-lingual BERT (mBERT) to improve their published results on their data set. We also experimented with a second English and Chinese (EN-ZH) CS data set.

## 2 Related Work

The phenomenon of CS is well studied in linguistics (e.g. Poplack, 2000). Earlier work often focuses on EN-ES code-switching, studying minorities who claim Spanish as their mother tongue in the English-speaking America. Today, there is also much interest in the Indian languages code-switched with English, due to the large number of Indians using social media (e.g. Khanuja et al., 2020a; Gupta et al., 2021). Recently, researchers in Singapore have collected a CS data set of EN and ZH (Lyu et al., 2010), reflecting the EN-ZH bilingual culture in Singapore and Malaysia.

Research on CS often focuses on downstream NLP tasks: Khanuja et al. (2020b) built a data set called GlueCos to evaluate NLP performance on CS data; Winata et al. (2021) examined the effectiveness of multi-lingual embedding such as mBERT on downstream tasks such as part-of-speech tagging. The first EN-ZH LM was designed by Vu et al. (2012) using statistical machine translation techniques. With deep learning, LMs were also trained directly on CS data (Kumar et al., 2020). Luo et al. (2018) trained an end-to-end EN-ZH CS speech recognition models, using a connectionist temporal classification and attention based model. Qin et al. (2020) used data-augmentation with CS data as an approach to facilitate cross-lingual transfer learning. Winata et al. (2019) used a sequence-to-sequence model to generate CS data for data augmentation. Gonen and Goldberg (2019) pre-trained a BiLSTM (Bidirectional Long Short Term Memory) on monolingual data before fine-tuning on CS data. In this paper, we propose to replace this approach by fine-tuning mBERT (Devlin et al., 2019). We show that our model outperformed BiLSTM (Gonen and Goldberg, 2019) on both EN-ES and EN-ZH data.

Gonen and Goldberg (2019) generated alternative sentences with similar phonemes, and assumed that these generated sentences are linguistically incorrect, using them as negative examples in training and evaluation. However, Dautriche et al. (2017) have found that word form similarity increases with semantic similarity across a number of languages. Hence, making a single phonetically similar edit on a ground truth sentence might result in another correct sentence. We propose to constraint generated sentences to have at least 2 differences from the ground truth to reduce this possibility.

## 3 Generating evaluation data sets

We experimented on two data sets: the EN-ES data used in (Gonen and Goldberg, 2019), created from the Bangor Miami Corpus, and the EN-ZH SEAME corpus (Lyu et al., 2010), collected from residents of Singapore and Malaysia who are bilingual in EN and ZH.

To generate sets of alternative monolingual and code-switched sentences, we took the same approach as Gonen and Goldberg (2019). First, we convert a sequence of language tagged words (either CS or monolingual) into a sequence of the matching phonemes (using pronunciation dictionaries); then we decode the sequence of phonemes into new sentences, which include words from either language (possibly both); During decoding, we allow minor changes in the sequence of phonemes to facilitate the differences between the languages. These steps can be easily implemented using composition of finite-state transducers (FSTs). We used the FST provided by (Gonen and Goldberg, 2019) for the EN-ES data. To build the FST for EN-ZH, we obtained word probabilities for Chinese words from the Mandarin Chinese News Text Corpus, while we used the English word probabilities provided by Gonen and Goldberg (2019). We used the jieba tokenizer\(^2\) to segment Chinese words, and mapped the Chinese pinyin provided by CC-CEDICT.\(^3\)

We observed that if we substitute only one word, the altered sentence could sometimes still be linguistically correct. For example, in the CS sen-

---

\(^2\)https://github.com/fxsjy/jieba  
\(^3\)https://www.mdbg.net/chinese/dictionary?page=cedict
language models are usually trained generatively to generate positive sentences. Gonen and Goldberg (2019) proposed a discriminative BiLSTM model by training the BiLSTM to discriminate between ground truth positive sentences with synthetically generated negative sentences. They used as their base model a 2-layer BiLSTM using DyNet (Neubig et al., 2017). The objective of their discriminative training was to assign a higher score to ground truth sentences compared to synthetically generated negative sentences. They generate alternative sentences with at least two differences from the original sentence. This increased the probability that the generated sentences are linguistically incorrect, so that they serve their purpose as negative sentences both for training and for evaluation. For each sentence, we generated an alternative set that contains monolingual (for both languages) and CS sentences. The FST is not always able to produce sufficient alternatives for a given sentence: if the FST generates less than 5 alternatives for any type, we discard that set. We capped the number of alternatives of each type to 10, and hence each set has at most 30 sentences. We did a train-validation-test set split such that both the validation and test set contain 1,000 alternative sets each. For EN-ES, the training set consists of 1,021 CS sets, 7,171 EN sets, 3,489 ES sets, while for EN-ZH, it contains 20,689 CS sets, 6,515 EN, and 7,050 ZH sets.

4 Discriminative Training

Language models are usually trained generatively to generate positive sentences. Gonen and Goldberg (2019) proposed a discriminative BiLSTM model by training the BiLSTM to discriminate between ground truth positive sentences with synthetically generated negative sentences. They used as their base model a 2-layer BiLSTM using DyNet (Neubig et al., 2017). The objective of their discriminative training was to assign a higher score to ground truth sentences compared to synthetically generated ones. We denote $s_0$ as the original ground truth sentence, and $\text{alt}(s_0)$ to be the set of alternative sentences generated for $s_0$. Each sentence is scored using $\text{score}(s) = w \cdot \text{BiLSTM}(s)$, where $w \in \mathbb{R}^n$ is a learnable parameter vector in the model, with $n$ the dimension of the embedding.

The loss function for each alternative set is

$$\sum_{s \in \text{alt}(s_0)} \max(0, \text{WER}(s_0, s) + \text{score}(s) - \text{score}(s_0)),$$

where $\text{WER}(s_0, s)$ is the word-error-rate between sentences $s_0$ and $s$. In our experiments, we followed Gonen and Goldberg (2019) and set the dimensions in the hidden BiLSTM to 650, in a 2-layer BiLSTM. Since the transformer based BERT has a bigger model size, we also experimented with a 3-layer BiLSTM, which should increase the capacity of the model. However, we found that adding a layer to BiLSTM did not improve its performance on our data sets.

4.1 Discriminative mBERT

As BERT (Devlin et al., 2019) has shown to work well for many linguistic tasks, we propose to replace the BiLSTM with the pre-trained multilingual BERT (mBERT). mBERT was pre-trained on the entire Wikipedia dump for 104 languages, including English and Chinese. The mBERT embedding for the sentence is the hidden state of the [CLS] token, with a dimension of 768.

We implemented our approach using the Huggingface transformers library (Wolf et al., 2020), which provides a collection of pre-trained models. We fine-tuned the pre-trained multi-lingual BERT models provided by this library, with the same loss function as Equation 1. We experimented with different networks on the mBERT embedding, such as using 1, 2 and 3 linear layers, as well as using LayerNorm or ReLU on the layers.

5 Experimental Results

In this section, we describe the empirical comparison between BiLSTM and mBERT on the two data sets, and analyze the results.

We experimented with different versions of BiLSTM on the EN-ZH data. For the monolingual data sets, we experimented with using (1) only the alternative sets generated from SEAME, (2) only the alternative sets from Mandarin Chinese News Text Corpus and OpenSubtitles, and (3) all of the above. We obtained the best results with (3). Using a 3-layer BiLSTM did not improve results, which could be due to insufficient training data.

We compare the different versions of mBERT in Table 1. We observe that the models that use 2 linear layers over the mBERT embedding performed the best among the mBERT models. As the results obtained by the variants of mBERT is close, we compare the results of the 2-layer mBERT model with its LayerNorm and ReLU variants, using the McNemar statistical test (Smith and Ruxton, 2020). We found that the results are not significantly different at the p-value of 0.05.

For the EN-ES data, we follow closely the setup of Gonen and Goldberg (2019). Results are shown in Table 2. We re-run the code released by Gonen
Table 1: Results of mBERT with discriminative finetuning for 5 epochs on the EN-ZH data set.

| Model                  | Validation set | Test set |
|------------------------|----------------|----------|
|                        | CS  | EN     | ZH     | All  | CS  | EN     | ZH     | All  |
| BiLSTM                 | 94.50 | 90.60 | 91.70 | 92.27 | 94.90 | 92.40 | 91.40 | 92.90 |
| $w \cdot h$            | 98.30 | 95.80 | 94.10 | 96.07 | 98.60 | 95.60 | 95.30 | 96.50 |
| + LayerNorm            | 98.20 | 95.90 | 94.60 | 96.23 | 98.00 | 95.50 | 94.80 | 96.10 |
| + ReLU                 | 98.20 | 95.70 | 94.70 | 96.20 | 98.10 | 95.90 | 96.40 | 96.80 |
| $w_2(w_1 \cdot h + b)$ | 97.70 | 96.30 | 95.10 | 96.37 | 98.40 | 96.00 | 96.10 | 96.90 |
| + LayerNorm            | 98.30 | 96.40 | 95.10 | 96.60 | 98.50 | 96.40 | 95.40 | 96.77 |
| + ReLU                 | 98.10 | 95.90 | 96.40 | 96.60 | 98.50 | 96.40 | 95.40 | 96.77 |

Table 2: Results of mBERT with discriminative finetuning for 5 epochs on the EN-ES data set.

| Model                  | Validation set | Test set |
|------------------------|----------------|----------|
|                        | CS  | EN     | ES     | All  | CS  | EN     | ES     | All  |
| BiLSTM                 | 71.20 | 88.82 | 83.13 | 83.00 | 69.60 | 87.22 | 82.10 | 81.50 |
| $w \cdot h$            | 84.40 | 94.81 | 85.94 | 90.00 | 82.80 | 94.73 | 84.82 | 89.20 |
| + LayerNorm            | 84.40 | 95.61 | 85.50 | 90.30 | 79.20 | 94.93 | 82.49 | 89.20 |
| + ReLU                 | 84.00 | 95.81 | 84.71 | 90.94 | 84.00 | 95.54 | 82.88 | 89.20 |
| $w_2(w_1 \cdot h + b)$ | 84.40 | 96.61 | 84.71 | 90.60 | 83.60 | 96.35 | 82.88 | 90.40 |
| + LayerNorm            | 85.60 | 95.81 | 84.74 | 90.50 | 85.60 | 96.12 | 84.44 | 90.50 |
| + ReLU                 | 83.60 | 96.41 | 83.13 | 89.90 | 79.60 | 96.35 | 84.82 | 89.20 |
| $w_3(w_2 \cdot (w_1 \cdot h + b_1) + b_2)$ | 85.60 | 96.01 | 85.54 | 90.80 | 83.20 | 96.35 | 85.99 | 90.40 |
| + LayerNorm            | 83.60 | 95.41 | 83.13 | 89.40 | 81.20 | 96.35 | 81.32 | 88.70 |
| + ReLU                 | 82.80 | 95.21 | 84.34 | 89.40 | 81.20 | 96.35 | 84.05 | 89.70 |

Table 3: Results of monolingual BERT (bert-large-uncased-whole-word-masking and hfl/chinese-bert-wwm-ext) and mBERT (bert-base-multilingual-cased) models on instances with 30 alternatives per set.

| Language (model) | Validation set | Test set |
|------------------|----------------|----------|
| CS (mBERT)       | 97.17          | 97.53    |
| EN (mBERT)       | 93.70          | 92.90    |
| EN (BERT)        | **95.70**      | **95.90**|
| ZH (mBERT)       | 94.00          | 93.40    |
| ZH (BERT)        | **96.30**      | **95.50**|

Table 4: Count of the ranks of scores of alternative sentences using mBERT with $w_2 \cdot (w_1 \cdot h + b)$.

| Rank of average scores | Validation set | Test set |
|------------------------|----------------|----------|
| CS> EN > ZH             | 174 | 293 | 7 | 165 | 304 | 5 |
| CS > ZH > EN            | 428 | 15 | 199 | 465 | 27 | 209 |
| EN > CS > ZH            | 74 | 619 | 4 | 63 | 588 | 6 |
| EN > ZH > CS            | 12 | 32 | 4 | 12 | 38 | 1 |
| ZH > CS > EN            | 287 | 18 | 763 | 284 | 20 | 764 |
| ZH > EN > CS            | 25 | 23 | 23 | 11 | 23 | 15 |

and Goldberg (2019) on our generated data sets where alternative sentences are generated with at least 2 differences from the ground truth. We arrive at the same conclusions as before: mBERT does better than BiLSTM, and the different variants of our mBERT models achieved similar results.

5.1 Discussion

Monolingual BERT vs mBERT: we investigate using monolingual BERT instead of mBERT for monolingual only test sets. Table 3 shows that, while the EN and ZH BERT models outperform mBERT, mBERT does reasonably well on both EN and ZH only data, showing that mBERT is robust even on monolingual data, and could be the preferred model on user-created content which might include any CS data.

Ranking of alternative sentences of different types: From Table 4, we can observe that (i) the scores of sentences of the same language as the ground truth are higher, (ii) when the ground truth is monolingual, the CS sentences are often scored higher than sentences of the other language. This
makes sense as generated CS alternatives can still retain words and grammatical structure from the original sentence, while sentences in the other language would need to have all words generated, and (iii) ZH alternatives are ranked higher than EN alternatives for CS sentences. This could be due to the fact that in the SEAME data, the main language is ZH and the switch to EN was often just for one word or phrase (Lyu et al., 2010).

6 Conclusion

In this work, we proposed to modify the evaluation of language models proposed by Gonen and Goldberg (2019). While the evaluation proposed by Gonen and Goldberg (2019) provided for a simple approach to intrinsic evaluation of language models for ASR, we highlighted the problem of using linguistically correct sentences as negative examples, introducing noise both in the training and in the evaluation process. We proposed a simple solution to this problem by requiring a minimum edit distance between the generated samples and the ground truth. In addition, we showed that mBERT outperforms BiLSTM on two code-switching data sets using this evaluation criteria.
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