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Abstract—In this paper, a novel three-dimensional (3D) non-stationary geometry-based stochastic model (GBSM) for the fifth generation (5G) and beyond 5G (B5G) systems is proposed. The proposed B5G channel model (B5GCM) is designed to capture various channel characteristics in (B)5G systems such as space-time-frequency (STF) non-stationarity, spherical wavefront (SWF), high delay resolution, time-variant velocities and directions of motion of the transmitter, receiver, and scatterers, spatial consistency, etc. By combining different channel properties into a general channel model framework, the proposed B5GCM is able to be applied to multiple frequency bands and multiple scenarios, including massive multiple-input multiple-output (MIMO), vehicle-to-vehicle (V2V), high-speed train (HST), and millimeter wave-terahertz (mmWave-THz) communication scenarios. Key statistics of the proposed B5GCM are obtained and compared with those of standard 5G channel models and corresponding measurement data, showing the generalization and usefulness of the proposed model.

Index Terms—3D space-time-frequency non-stationary GBSM, massive MIMO, mmWave-THz, high-mobility, multi-mobility communications.

I. INTRODUCTION

The growing requirement of high data rate transmission caused by the popularization of wireless services and applications results in a spectrum crisis in current sub-6 GHz bands. To address this challenge, the fifth generation (5G)/beyond 5G (B5G) wireless communication systems will transmit data using millimeter wave (mmWave)/terahertz (THz) bands in multiple propagation scenarios, e.g., high-speed train (HST) and vehicle-to-vehicle (V2V) scenarios [1]. The short wavelengths of mmWave-THz bands make it possible to deploy large antenna arrays with high beamforming gains that can overcome the severe path loss [2]. Revolutionary technologies employed in 5G and B5G wireless communication systems such as massive multiple-input multiple-output (MIMO), HST, V2V, and mmWave-THz communications introduce new channel properties, such as spherical wavefront (SWF), spatial non-stationarity, oxygen absorption, etc. These in turn will set new requirements to standard (B)5G channel models, i.e., supporting multiple frequency bands and multiple scenarios, as follows [3], [4]:

1) Multiple frequency bands, covering sub-6 GHz, mmWave, and THz bands;
2) Large bandwidth, e.g., 0.5–4 GHz for mmWave bands and 10 GHz for THz bands;
3) Massive MIMO scenarios: spatial non-stationarity and SWF;
4) HST scenarios: temporal non-stationarity including parameters’ drifting and clusters’ appearance and disappearance over time;
5) V2V scenarios: temporal non-stationarity and multi-mobility, i.e., the transmitter (Tx), receiver (Rx), and scatterers may move with time-variant velocities and heading directions;
6) Three-dimensional (3D) scenarios, especially for indoor and outdoor small cell scenarios;
7) Spatial consistency scenarios, i.e., closely located links experience similar channel statistical properties.

In massive MIMO communications, the large arrays make the channel spatially non-stationary, which means channel parameters and statistical properties vary along array axis [4]. For example, measurement results in [5] and [6] showed that the angles of multipath components (MPCs) drift across the array, justifying the SWF assumption of the channel. This implies that travel distances from every Tx antenna element to the Rx/scatterers at each time instant (if temporal non-stationarity is considered) have to be calculated, resulting in high model complexity [7]–[9]. Measurements in [10] and [11] revealed that the mean delay, delay spread, and cluster power can vary across the large array. Here, a cluster is a group of MPCs having similar properties in delay, power, and angles. Note that the cluster power variation over array has not been considered in most massive MIMO channel models [7]–[9]. Furthermore, when large arrays are adopted, clusters
illustrate a partially visible property. Some clusters are visible over the whole array, while other clusters can only interact with part of the array [6], [12]. In [13] and [14], the partially visibility of clusters was modeled by introducing the concept of “BS-visibility region (VR)”. Other researches such as [7] and [15] described the partial visibility of clusters using birth-death or Markov processes. In general, how to efficiently and synthetically model the non-stationarities in the time and space domains has to be solved in the (B)5G channel modeling.

In V2V channels, channel parameters and statistical properties are time-varying caused by the motions of the Tx, Rx, and scatterers [16]. Besides, channel measurements showed that clusters of V2V channels can exhibit a birth-death behavior, i.e., appear, exist for a time period, and then disappear [4]. Large numbers of V2V channel models were designed as pure geometry-based stochastic model (pure-GBSM) [17], [18]. The scatterers of those models were assumed to be located on regular shapes, which are less versatile than those of the WINNER/3GPP models [19], [20]. More realistic V2V channel models, e.g., [21] and [22], were developed based on channel measurements. However, the motions of scatterers were neglected. Furthermore, the variations of velocity and trajectory of the Tx/Rx were not taken into account.

The HST channels share some similar properties with V2V channels, e.g., large Doppler shifts and temporal non-stationarity. Widely used standard channel models, e.g., WINNER II [23] and IMT-Advanced channel models [24] can be applied to HST scenarios where the velocity of train can be up to 350 km/h. However, those models are developed on temporal wide-sense stationary (WSS) assumption. The HST channel model in [25] was developed based on IMT-Advanced channel model [24] by taking into account the time-varying angles and cluster evolution. More general HST channel model was proposed in [26], which extended the elliptical model by assuming velocity and moving direction variations. However, the above-mentioned models are two-dimensional (2D) and can only be applied to the scenarios where the transceiver and scatterers are sufficiently far away. In [27], a 3D non-stationary HST channel model was proposed, which can only be used in tunnel scenarios. In [28], a tapped delay line model was presented for various HST scenarios, e.g., viaduct and cutting. The fidelity of the model relies on the model parameters obtained from ray-tracing, resulting in high computation complexity.

For the mmWave-THz communications, high frequencies result in large path loss and render the mmWave-THz propagation susceptible to blockage effects and oxygen absorption [3]. Compared with sub-6 GHz bands, the mmWave-THz channels are sparser [29]. High delay resolution is required in channel modeling due to the large bandwidth. Rays within a cluster can have different time of arrival, leading to unequal ray powers [20]. Besides, as the relative bandwidth increases, the channel becomes non-stationary in the frequency domain, which means the uncorrelated scattering (US) assumption may not be fulfilled [30]. Furthermore, directional antennas are often deployed to overcome the high attenuation at mmWave-THz frequency bands. In [31], a 2D mmWave V2V channel model was proposed. The influence of directional antennas was represented by eliminating the clusters outside the main lobe of antenna patterns. MmWave-THz channel models should faithfully recreate the spatial, temporal and frequency characteristics for every single ray, such as the models in [32] and [33]. However, those models are oversimplified and cannot support time evolution since the model parameters are time-invariant.

Apart from modeling channel characteristics in various scenarios, another challenge for (B)5G channel modeling lies in how to combine those channel characteristics into a general modeling framework. Standard channel models aim to solve this problem. In order to achieve smooth time evolution, the COST 2100 channel model introduces the “VR”, which indicates whether a cluster can be “seen” from the mobile station (MS). The clusters are considered to physically exist in the environments and do not belong to a specific link. Thus, closely located links can experience similar environments, justifying the spatial consistency of the model. However, the COST 2100 channel model can only support sub-6 GHz bands. Furthermore, massive MIMO and dual-mobility were not supported. The QuaDriGa [34] channel model is extended from 3GPP TR36.873 [35] and support frequencies over 0.45–100 GHz. The model parameters were generated based on spatially correlated random variables. Links located nearby share similar channel parameters and therefore supports spatial consistency. However, the complexities of those models are relatively high and the dual-mobility was neglected. The 3GPP TR38.901 [29] channel model extended the 3GPP TR36.873 by supporting the frequencies over 0.5–100 GHz. The oxygen absorption and blockage effect for the mmWave bands were modeled. However, for high-mobility scenarios, the clusters fade in and fade out were not considered, which results in limited ability for capturing time non-stationarity. Besides, the dual-mobility and SWF cannot be supported. Note that all the above-mentioned standard channel models assumed constant cluster power for different antenna elements and did not consider scatterers movements.

A GBSM called more general 5G channel model (MG5GCM) aims at capturing various channel properties in 5G systems [9]. Based on a general model framework, the model can support various communication scenarios. However, the azimuth angles, elevation angles, and travel distances between Tx/Rx and scatterers were generated independently. The model can only evolve along the time and array axes, and neglected the non-stationary properties in the frequency domain. The locations of scatterers were implicitly determined by the angles and delays, which makes the model difficult to achieve spatial consistency. Besides, it neglected the dynamic velocity and direction of motion of the Tx, Rx, and scatterers. Through above analysis, we find that none of these standard channel models can meet all the 5G channel modeling requirements. Considering these research gaps, this paper proposes a general (B)5G channel model (B5GCM) towards multiple frequency bands and multiple scenarios. The contributions of this paper are listed as follows:

1) The system functions, correlation functions (CFs), and power spectrum densities (PSDs) of space-time-frequency (STF) stationary and non-stationary channels are pre-
sent. A general 3D STF non-stationary ultra-wideband channel model is developed. By setting appropriate channel model parameters, the model can support multiple frequency bands and multiple scenarios.

2) A highly accurate approximate expression of the 3D SWF is proposed, which is more scalable and efficient than the traditional modeling method and can capture spatial and temporal channel non-stationarities. The cluster evolutions along the time and array axes are jointly considered and simulated using a unified birth-death process. The smooth power variation over the large arrays is modeled by a 2D spatial lognormal process.

3) The novel ellipsoid Gaussian scattering distribution is proposed which can jointly describe the azimuth angles, elevation angles, and distances from the Tx(Rx) to the first(last)-bounce scatterers. By tracking the locations of the Tx, Rx, and scatterers, the spatial consistency of the channel is supported.

4) The proposed B5GCM takes into account a multi-mobility communication environment, where the Tx, Rx, and scatterers can change their velocities and moving directions.

5) Key statistics including local STF-CF, local spatial-Doppler PSD, local Doppler spread, and array coherence distance are derived and compared with standard 5G channel models. However, it is valid only if the channel satisfies certain conditions. For example, when the distance from the Tx to the Rx (or a cluster) is less than the Rayleigh distance, i.e., 

$$R_h(r, t, \tau; \Delta r, \Delta t, \Delta \tau)$$

$$= \mathbb{E}\{h(r, t, \tau)h^*(r - \Delta r, t - \Delta t, \tau - \Delta \tau)\}$$

$$R_H(r, t, f; \Delta r, \Delta t, \Delta f)$$

$$= \mathbb{E}\{H(r, t, f)H^*(r - \Delta r, t - \Delta t, f - \Delta f)\}$$

$$R_s(\varpi, \nu, \tau; \Delta \varpi, \Delta \nu, \Delta \tau)$$

$$= \mathbb{E}\{s(\varpi, \nu, \tau)s^*(\varpi - \Delta \varpi, \nu - \Delta \nu, \tau - \Delta \tau)\}$$

where $\mathbb{E}\{\cdot\}$ indicates ensemble average and $(\cdot)^*$ stands for complex conjugation, $\Delta r, \Delta t, \Delta f$ are space, time, and frequency lags, respectively. A channel is STF non-stationary if $R_H(r, t, f; \Delta r, \Delta t, \Delta f)$ is not only a function of $\Delta r, \Delta t, \Delta f$, but also relies on $r, t, f$. Its simplification, i.e., WSS over $r, t, f$ is widely used in the existing channel models. However, it is valid only if the channel satisfies certain conditions. For example, when the distance from the Tx to the Rx (or a cluster) is less than the Rayleigh distance, i.e., 

$$\frac{2L^2}{\lambda}$$

where $L$ denotes the aperture size of the antenna array and $\lambda$ is the carrier wavelength, the spatial WSS condition is fulfilled [8]. The temporal WSS assumption is valid as long as the channel stationary interval is larger than the observation time. Finally, when the relative bandwidth of the channel is small (typically less than 20% of the carrier frequency), the channel becomes WSS in the frequency domain. Considering the STF WSS conditions, the 6D CFs in (3)-(5) can be reduced to

$$R_h(r, t, \tau; \Delta r, \Delta t, \Delta \tau) = S_h(\tau; \Delta r, \Delta t)\delta(\Delta \tau)$$

$$R_H(r, t, f; \Delta r, \Delta t, \Delta f) = R_H(\Delta r, \Delta t, \Delta f)$$

$$R_s(\varpi, \nu, \tau; \Delta \varpi, \Delta \nu, \Delta \tau) = C_s(\varpi, \nu, \tau)\delta(\Delta \varpi)\delta(\Delta \nu)\delta(\Delta \tau)$$

where $\delta(\cdot)$ is the Dirac function, $S_h(\tau; \Delta r, \Delta t)$ is space time correlation, delay PSD and $C_s(\varpi, \nu, \tau)$ is spatial-Doppler Doppler delay PSD. Fig. 1 shows the complete CFs and their simplifications by the STF WSS assumption.

Another important function is the STF-varying spatial-Doppler Doppler delay PSD, since it plays a central role in
deriving other correlation/spectrum functions. For example, (3)–(5) are written as
\[
R_{h}(r, t, \tau; \Delta r, \Delta t, \Delta \tau)
= \iiint C_{s}(r, t, f; \omega, \nu, \tau)e^{2\pi i(\omega \Delta r \lambda^{-1} + \nu \Delta t + f \Delta \tau)}d\omega d\nu df
\]
(9)
\[
R_{H}(r, t, f; \Delta r, \Delta t, \Delta f)
= \iiint C_{s}(r, t, f; \omega, \nu, \tau)e^{2\pi i(\omega \Delta r \lambda^{-1} + \nu \Delta t - f \Delta \tau)}d\omega d\nu df
\]
(10)
\[
R_{s}(\omega, \nu; \tau; \Delta \omega, \Delta \nu, \Delta \tau)
= \iiint C_{s}(r, t, f; \omega, \nu, \tau)e^{2\pi i(-\omega \tau \lambda^{-1} - \nu \tau + f \Delta \tau)}dr d\tau df.
\]
(11)
The STF-varying spatial-Doppler PSD, Doppler PSD, and delay PSD can be obtained by integrating \(C_{s}(r, t, f; \omega, \nu, \tau)\) over other two dispersion domains, and are expressed as
\[
G_{s}(r, t, f; \omega) = \iint C_{s}(r, t, f; \omega, \nu, \tau)d\nu d\tau
\]
(12)
\[
Q_{s}(r, t, f; \nu) = \iint C_{s}(r, t, f; \omega, \nu, \tau)d\omega d\tau
\]
(13)
\[
P_{s}(r, t, f; \tau) = \iint C_{s}(r, t, f; \omega, \nu, \tau)d\omega d\nu.
\]
(14)
The STF-varying spatial-Doppler PSD, Doppler PSD, and delay PSD describe the average power distribution at space \(r\), time \(t\), and frequency \(f\) over the spatial-Doppler, Doppler, and delay domains, respectively. Note that STF-varying delay PSD \(P_{d}(r, t, f; \tau)\) is also called STF-varying power delay profile (PDP).

III. THE 3D NON-STATIONARY ULTRA-WIDEBAND MASSIVE MIMO GBSM

Let us consider a massive MIMO communication system. As is shown in Fig. 2, large uniform linear arrays (ULAs) with antenna spacings \(\beta^{T}\) and \(\beta^{R}\) are deployed at the Tx and Rx, respectively. Symbol \(\beta^{T(R)}_{A}\) is the tilt angle of Tx(Rx) antenna array in the \(xy\) plane, \(\beta^{T(R)}_{E}\) is the elevation angle of the Tx(Rx) antenna array relative to the \(xy\) plane. For clarity, only the \(n\)th \((n = 1, \ldots, N_{qp}(t))\) cluster is shown in this figure. The \(n\)th path is represented by one-to-one pair clusters, i.e., \(C_{n}^{A}\) at the Tx side and the cluster \(C_{n}^{Z}\) at the Rx side. \(N_{qp}(t)\) is the total number of paths in the link between the \(p\)th \((p = 1, \ldots, M_{T})\) Tx antenna \(A_{p}^{T}\) and the \(q\)th \((q = 1, \ldots, M_{R})\) Rx antenna \(A_{q}^{R}\) at time instant \(t\). The propagation between \(C_{n}^{A}\) and \(C_{n}^{Z}\) is abstracted by a virtual link [23]. There could be other clusters between \(C_{n}^{A}\) and \(C_{n}^{Z}\), introducing more than two reflections/interactions between the Tx and Rx. When the delay of the virtual link is zero, the multi-bounce rays reduce to single-bounce rays. In this model, the Tx, Rx, and clusters are allowed to change their velocities and trajectories. The movements of the Tx, Rx, \(C_{n}^{A}\), and \(C_{n}^{Z}\) are described by the speeds \(s^{X}(t)\), travel azimuth angles \(\alpha_{X}^{A}(t)\), and travel elevation angles \(\alpha_{X}^{E}(t)\), respectively. The superscript \(X \in \{T, R, A, Z\}\) denotes the Tx, Rx, \(C_{n}^{A}\), and \(C_{n}^{Z}\), respectively. The azimuth angle of departure (AAoD) and elevation AoD (EAOd) of the \(n\)th ray in \(C_{n}^{A}\) transmitted from \(A_{1}^{T}\) are denoted by \(\phi_{A,m}^{T}\) and \(\phi_{E,m}^{T}\), respectively. Similarly, \(\phi_{A,m}^{R}\) and \(\phi_{E,m}^{R}\) stand for the azimuth angle of arrival (AAoA) and elevation AoA (EAOa) of the \(n\)th ray in the \(C_{n}^{Z}\) impinging on \(A_{1}^{R}\), respectively. The EAOa, EAOA, AAoD, and AAoA of the line-of-sight (LoS) path are denoted by \(\phi_{E,L}^{T}\), \(\phi_{E,L}^{R}\), \(\phi_{A,L}^{T}\), and \(\phi_{A,L}^{R}\), respectively. The distances \(A_{1}^{T} - S_{m}^{A}\), \(S_{m}^{Z} - A_{1}^{R}\), and \(A_{1}^{T} - A_{1}^{R}\) are denoted by \(d_{m}^{A}\), \(d_{m}^{Z}\), and \(D\), respectively, where \(S_{m}^{A}\) \((m = 1, \ldots, M_{n})\) is the \(m\)th scatterer in \(C_{n}^{A}\). Note that the above-mentioned departure/arrival angles and the distances \(d_{m}^{A}\), \(d_{m}^{Z}\), and \(D\) are the initial values at time \(t_{0}\). The time-variation of the proposed model is described in the remainder of this section. The parameters in Fig. 2 are defined in Table I.

A. Channel Impulse Response

Considering small-scale fading, path loss, shadowing, oxygen absorption, and blockage effect, the complete channel matrix is given by \(\mathbf{H} = [PL \cdot SH \cdot BL \cdot OL] \cdot \mathbf{H}_{s}\), where \(PL\) denotes the path loss. Widely used path loss model can be found in [40], which has been recommended as the path loss model for 5G systems. \(SH\) denotes the shadowing and is modeled as lognormal random variables [40]. The blockage loss \(BL\) caused by humans and vehicles is taken from [3]. The oxygen absorption loss \(OL\) for mmWave and THz communications can be found in [41] and [42], respectively. Note that \(PL, SH, BL,\) and \(OL\) are in power level, which can be transformed into the corresponding dB values as \(10 \log_{10}(\alpha)\), where \(\alpha \in \{PL, SH, BL, OL\}\).
The small-scale fading is represented as a complex matrix $\mathbf{H}_t = [h_{qp}(t, \tau)]_{M_t \times M_Z}$, where $h_{qp}(t, \tau)$ is the CIR between $A^T_p$ and $A^R_q$ and expressed as the summation of the LoS and non-LoS (NLoS) components, i.e.,

$$h_{qp}(t, \tau) = \sqrt{\frac{K_R}{K_R + 1}} h^L_{qp}(t, \tau) + \sqrt{\frac{1}{K_R + 1}} h^N_{qp}(t, \tau)$$  \hspace{1cm} (15)$$

where $K_R$ is the K-factor. The NLoS components $h^N_{qp}(t, \tau)$ can be written as

$$h^N_{qp}(t, \tau) = \sum_{n=1}^{N_{qp}(t)} \sum_{m=1}^{M_t} \left[ \begin{array}{c} F_{p,v}(\phi^V_{R,m}, \phi^V_{A,m}) \\ F_{p,h}(\phi^H_{R,m}, \phi^H_{A,m}) \end{array} \right] \left[ \begin{array}{c} \text{cos}(\phi^V_{R,m}) \\ \text{sin}(\phi^V_{R,m}) \end{array} \right] \cdot \left[ \begin{array}{c} \text{cos}(\phi^H_{R,m}) \\ \text{sin}(\phi^H_{R,m}) \end{array} \right] \cdot \sqrt{\frac{\mu_{m,n}}{N_{K,m,n}}} e^{j\frac{\mu_{m,n}}{2}\tau_{m,n}(t)} \delta(\tau - \tau_{m,n}(t))$$  \hspace{1cm} (16)$$

where $\{\cdot\}^T$ denotes transposition, $f_c$ is the carrier frequency, $F_{p,v}$ and $F_{p,h}$ are the antenna patterns of $A^T_p(A^R_q)$ for vertical and horizontal polarizations, respectively. Note that the proposed propagation channel model is designed to be antenna independent, which means different antenna patterns can be applied without modifying the basic model framework. Symbol $\Sigma_{m,n}$ stands for the cross polarization power ratio [20], $\mu$ is co-polar imbalance, $\phi^V_{R,m}, \phi^H_{R,m}, \phi^V_{A,m}, \phi^H_{A,m}$ are initial phases with uniform distribution over $(0, 2\pi)$, $P_{qp,m}(t)$ and $\tau_{m,n}(t)$ are the powers and delays of the $m$th ray in the $n$th cluster between $A^T_p$ and $A^R_q$ at time $t$, respectively. Considering large sizes of antenna array and high-mobility scenarios, the non-stationarities on time axis and array axis have to be considered. The number of clusters $N_{qp}(t)$, the power of ray $P_{qp,m}(t)$, and the propagation delay $\tau_{m,n}(t)$ are modeled as space and time-dependent. The propagation delay $\tau_{m,n}(t)$ is determined as

$$\tau_{m,n}(t) = d_{m,n}(t) / c + \hat{\tau}_{m,n}.$$  \hspace{1cm} (17)$$

Here, $c$ denotes the speed of light, $\hat{\tau}_{m,n}$ indicates the delay of the link between $S^A_m$ and $Z^A_n$, and is modeled as $\hat{\tau}_{m,n} = \hat{d}_{m,n} / c + \tau_{c,\text{link}}$, where $\hat{d}_{m,n}$ is the distance of $S^A_m$ to $Z^A_n$, $\tau_{c,\text{link}}$ is a non-negative variable randomly generated according to exponential distribution [43]. The travel distance $d_{m,n}(t)$ is expressed as $d_{m,n}(t) = ||d^T_{m,n}(t) + d^R_{m,n}(t)||$, where $|| \cdot ||$ stands for the Frobenius norm, $d^T_{m,n}(t)$ and $d^R_{m,n}(t)$ are the vector from $A^T_p$ to $S^A_m$ and the vector from $A^R_q$ to $S^Z_n$ at time $t$, respectively. Since the symmetry of the propagation, only the first-bounce propagation between $A^T_p$ and $S^A_m$ is described. For the sake of clarity, Fig. [3] shows the projection of propagation between the Tx and $S^A_m$ on the $xy$ plane. Considering the time-varying speeds and trajectories of the Tx and $C^A_n$, $d^T_{p,m}(t)$ is calculated as

$$d^T_{p,m}(t) = d^T_{m,n} - |\vec{l}_p| + \int_0^t (\vec{v}(t) - \vec{v}^A(t)) dt$$  \hspace{1cm} (18)$$

where

$$d^T_{m,n} = d^T_{m,n} \begin{bmatrix} \text{cos}(\phi^T_{E,m}) \text{cos}(\phi^T_{A,m}) \\
\text{cos}(\phi^T_{E,m}) \text{sin}(\phi^T_{A,m}) \end{bmatrix}^T$$  \hspace{1cm} (19)$$

and

$$\vec{l}_p = \delta_p \begin{bmatrix} \text{cos}(\beta^E_{A}) \text{cos}(\beta^A_{E}) \\
\text{cos}(\beta^E_{A}) \text{sin}(\beta^A_{E}) \end{bmatrix}^T$$  \hspace{1cm} (20)$$

$$\vec{v}(t) = v^T(t) \begin{bmatrix} \text{cos}(\alpha^T_{E}(t)) \text{cos}(\alpha^A_{E}(t)) \\
\text{cos}(\alpha^T_{E}(t)) \text{sin}(\alpha^A_{E}(t)) \end{bmatrix}^T$$  \hspace{1cm} (21)$$

$$\vec{v}^A(t) = v^A(t) \begin{bmatrix} \text{cos}(\alpha^E_{A}(t)) \text{cos}(\alpha^A_E(t)) \\
\text{cos}(\alpha^E_{A}(t)) \text{sin}(\alpha^A_E(t)) \end{bmatrix}^T$$  \hspace{1cm} (22)$$

Here $\delta_p = (p - 1)\delta^T$, indicates the distance of $A^T_p$ to $A^R_q$. For most cases, the Tx, Rx, and scatterers move in the $xy$ plane. For conciseness, we use $\vec{v} = |\vec{v}^T - \vec{v}^A|$, and $\alpha^T = \arg\{\vec{v}^T - \vec{v}^A\}$ to denote the relative speed and angle of motion of the Tx w.r.t. $C^A_n$, respectively, where $\arg\{\cdot\}$ calculates the argument of a 2D vector. When the Tx, Rx and clusters move with constant speeds along straight trajectories, by extending the 2D parabolic wavefront [44] into 3D time non-stationary case, travel distance $d^T_{p,m}(t) = |\vec{d}^T_{p,m}(t)|$ is approximated
can be determined as

\[
\omega = \omega_p - \omega_m T
\]

The SWF term in (23) tends to zero and the non-WSS term in (23) reduces to

\[
d_{p,m}^T(t) \approx d_{p,m}^T - \cos(\omega_p^T)v_t^T t - \cos(\theta^T)\delta_p + \frac{\sin^2(\omega_p^T)v_t^T t - \cos(\theta^T)\delta_p}{2d_{p,m}^T}.
\]

(28)

3) Case III: WSS & SWF: When both time WSS and PWF conditions are fulfilled. The angle \(\omega_p^T\) is simplified according to (26). The travel distance in (23) reduces to a fundamental expression, which can be found in most of the existing channel models as [19, 23, 24, 35]

\[
d_{p,m}^T(t) \approx d_{p,m}^T - \cos(\omega_p) v_t^T t - \cos(\theta^T)\delta_p.
\]

(29)

For the Rx side, \(d_{p,m,q}^R\), \(\theta^R\), and \(\omega^R_q\) are obtained by replacing the superscript “T” and subscript “p” with “R” and “q” in (18–29), respectively. Here, we briefly discuss the influence of the Doppler shifts on the proposed model. In [16] the phase rotation associated with time-varying travel distance is given as

\[
\varphi_{q,p,m,\tau}(t) = 2\pi f_c d_{q,p,m}^T(t),
\]

and is decomposed as

\[
\varphi_{q,p,m}(t) = 2\pi f_c(d_{q,p,m}^T(t) + d_{q,p,m}^R(t))/c + \tau_m.
\]

The Doppler shift can be estimated as

\[
f_m(t) = \frac{d\varphi_{q,p,m}(t)}{dt}.
\]

(30)

where \(\varphi_{q,p,m}^{LV}\) and \(\varphi_{q,p,m}^{HH}\) are random phases with uniform distribution over \([0, 2\pi]\), \(\tau_{qp}^L(t)\) are space and time-variant propagation delay of the LoS path, and determined as \(\tau_{qp}^L(t) = D_{qp}(t)/c\), where \(D_{qp}(t) = \|\vec{D}_{qp}(t)\|\) is the distance between \(A_p^R\) and \(A_q^R\). The vector \(\vec{D}_{qp}(t)\) is calculated as

\[
\vec{D}_{qp}(t) = \vec{D} + \vec{r}_{q} - \vec{r}_{p} + \int_0^t \vec{v}^R(t) - \vec{v}^T(t) dt.
\]

(31)

where \(\vec{D} = [D, 0, 0]\). When the Tx and Rx travel in the horizontal plane with constant velocity, \(D_{qp}(t)\) can be determined as

\[
[D_{qp}(t)]^2 = [D + \cos(\alpha^R)v^R t - \cos(\alpha^T)v^T t - \cos(\beta^E_A)\cos(\beta^E_B)\delta_p + \cos(\beta^E_A)\cos(\beta^E_B)\delta_q^2 + \sin(\beta^E_A)v^R t - \sin(\alpha^T)v^T t - \cos(\beta^E_B)\sin(\beta^E_A)\delta_p] + \cos(\beta^E_A)\sin(\beta^E_A)\delta_q^2 + \sin(\beta^E_B)\delta_p - \sin(\beta^E_B)\delta_q^2.
\]

(32)

Equation (23) gives an efficient and scalable approach for modeling the 3D SWF under time non-stationary assumption. The first term in (23) gives the travel distance of \(A_p^T - S_m^A\) link based on plane wavefront (PWF) and temporal WSS assumptions. The second and third term account for the non-stationary properties of the channel in the space and time domains, respectively. Under certain conditions, the travel distance in (23) can be further simplified.

1) Case I: non-WSS & PWF: When small antenna arrays are used, i.e., \(\delta_p \ll d_{p,m}^T\), the angle \(\omega_p^T\) becomes constant for different antenna elements and (25) reduces to

\[
\cos(\omega^T) = \cos(\alpha^T - \phi_{A,m}^T) \cos(\beta_{E,m}^T).
\]

(26)

Note that the subscript “p” has been omitted for convenience. The SWF term in (23) tends to zero and \(d_{p,m}^T(t)\) reduces to

\[
d_{p,m}^T(t) \approx d_{p,m}^T - \cos(\omega_p^T)v_t^T t - \cos(\theta^T)\delta_p
\]

\[
+ \frac{\sin^2(\omega_p^T)v_t^T t - \cos(\theta^T)\delta_p}{2d_{p,m}^T}.
\]

Fig. 3. The projection of the propagation between the Tx and \(S_m^A\) on the \(xy\) plane.

2) Case II: WSS & SWF: For slow-moving scenarios or short time periods, i.e. \(v^T t \ll d_{p,m}^T\), the non-WSS term in (23) tends to zero, which makes the model stationary over the time. The travel distance in (23) reduces to
The space and time-varying transfer function $H_{qp}(t, f)$ is calculated as the Fourier transform of $h_{qp}(t, \tau)$ w.r.t. $\tau$, i.e.,

$$H_{qp}(t, f) = \sqrt{\frac{K_R}{K_R + 1}} H_{qp}^L(t, f) + \sqrt{\frac{1}{K_R + 1}} H_{qp}^N(t, f).$$

(33)

For simplicity, we use omnidirectional antennas and consider vertical polarization. The LoS and NLoS components of the transfer function are written as

$$H_{qp}^L(t, f) = \exp\{j2\pi \tau_{qp}(f_c - f)\}$$

(34)

$$H_{qp}^N(t, f) = \sum_{n=1}^{N_{qp}(t)} \sum_{m=1}^{M_n} \sqrt{P_{qp,m,n}(t)} \times \exp\{j[\theta_{mn} + 2\pi \tau_{qp,m,n}(f_c - f)]\}.$$  (35)

For the case when the system bandwidth is relatively large, e.g., $B/f_c > 20\%$, the frequency dependence of the channel cannot be neglected and the US assumption may not be fulfilled \{30\}. A typical approach for the non-US assumption is to model the path gain as frequency-dependent \{33\}. The NLoS components of the space and time-varying transfer function is rewritten as

$$H_{qp}^N(t, f) = \sum_{n=1}^{N_{qp}(t)} \sum_{m=1}^{M_n} \sqrt{P_{qp,m,n}(t)} \times \exp\{j[\theta_{mn} + 2\pi \tau_{qp,m,n}(f_c - f)]\}.$$  (36)

where $\gamma_{mn}$ is an environment-dependent random variable.

B. Space and Time-Varying Ray Power

For most of the standard 5G channel models, e.g., [9], [20], and [41], the cluster powers are constant for different antenna elements, which may be inconsistent with the measurement results \{10\}. Based on [20], the ray power between $A_p^T$ and $A_p^R$ at time $t$ is given as

$$P'_{qp,m,n}(t) = \exp(-\tau_{qp,m,n}(t) f_c - 1 r_r/D_S) 10^{-\frac{Z_n}{10}} \cdot \xi_n(q, p)$$

(37)

where $Z_n$ is the per cluster shadowing term in dB, $D_S$ is the root mean square (RMS) delay spread, $r_r$ denotes the delay distribution proportionality factor and determined as the ratio of the standard deviation of the delays to the RMS delay spread \{29\}. The smooth power variations over the transmit and receive arrays can be simulated by a 2D spatial lognormal process $\xi_n(q, p)$, and can be calculated as $\xi_n(q, p) = 10^{\mu_n(q, p) + \sigma_n^2 (\xi_n(q, p))/10}$ where $\mu_n(q, p)$ is the local mean and $\sigma_n(q, p)$ is a 2D Gaussian process, which account for the path loss and shadowing along the large arrays, respectively. The final ray powers are obtained by normalizing $P'_{qp,m,n}(t)$ as

$$P_{qp,m,n}(t) = P'_{qp,m,n}(t) / \sum_{n=1}^{N_{qp}(t)} \sum_{m=1}^{M_n} P'_{qp,m,n}(t).$$

(38)

The space and time-varying ray power can be simplified under certain condition. For example, when conventional antenna array is employed at the Rx, the 2D spatial lognormal process $\xi_n(q, p)$ reduces to one-dimensional (1D) process $\xi_n(q)$. Imposing $\xi_n(q, p) = 1$ indicates farfield condition is fulfilled at both ends. Furthermore, if the delays within a cluster are resolvable, the cluster power can be generated by replacing $r_{qp,m,n}(t)$ with cluster delay $r_{qp,m,n}(t)$, where $r_{qp,m,n}(t) = \{\sum_{m=1}^{M_n} \tau_{qp,m,n}(t)\}/M_n$. The ray powers within a cluster are equally determined as

$$P'_{qp,m,n}(t) = \frac{1}{M_n} \exp\left(-\gamma_{qp,n}(t) f_c - 1 r_r/D_S\right) 10^{-\frac{Z_n}{10}} \cdot \xi_n(q, p).$$

(39)

Finally, the ray powers are normalized as (38).

C. Unified Space-Time Evolution of Clusters

Channel measurements have shown that in high-mobility scenarios, e.g., V2V and HST scenarios, clusters exhibit a birth-death behavior over time \{21\}. In massive MIMO communication systems, similar properties can be observed on the array axis \{9\}. Here, the space-time cluster evolutions are modeled in a uniform manner. For the Tx side, the probability of a cluster remains over time interval $\Delta t$ and antenna element spacing $\delta_p$ can be calculated as

$$P_{\text{remain}}(\Delta t, \delta_p) = \exp\left(-\lambda_R[\varepsilon_T^1]^2 + (\varepsilon_T^2)^2 - 2\varepsilon_T^1 \varepsilon_T^2 \cos(\alpha_A^T - \beta_A^T)] \right)^{\frac{1}{2}}.$$  (40)

The process is described by the cluster generation rate $\lambda_G$ and cluster recombination (disappearance) rate $\lambda_R$, which can be estimated as in \{45\}. Note that $\lambda_G$ and $\lambda_R$ are related to characteristics of scenarios and antenna patterns. In (40), $\varepsilon_T^1 = \delta_p \cos(\beta_A^T)/D_A^c$ and $\varepsilon_T^2 = v^T \Delta t/D_S^c$ characterize the position differences of transmit antenna element on array and time axes, respectively. Symbols $D_A^c$ and $D_S^c$ are scenario-dependent correlation factors in the array and time domains, respectively. Typically values of $D_A^c$ and $D_S^c$ such as 10 m and 30 m can be chosen, which are the same order of correlation distances in \{9\}, \{20\}.

For the Rx side, the probability of a cluster exist over time interval $\Delta t$ and element spacing $\delta_q$, i.e., $P_{\text{remain}}(\Delta t, \delta_q)$, is calculated similarly. Since each antenna element has its own observable cluster set, only a cluster can be seen by at least one Tx antenna and one Rx antenna, it can contribute to the received power. Therefore, the joint probability of a cluster exist over $\Delta t$ and $\delta_q$ is calculated as

$$P_{\text{remain}}(\Delta t, \delta_p, \delta_q) = P_{\text{remain}}(\Delta t, \delta_p) \cdot P_{\text{remain}}(\Delta t, \delta_q).$$

(41)

The mean number of newly generated clusters is obtained by

$$E\{N_{new}\} = \frac{\lambda_G}{\lambda_R}[1 - P_{\text{remain}}(\Delta t, \delta_p, \delta_q)].$$

(42)

D. Ellipsoid Gaussian Scattering Distribution

The Gaussian scatter density model (GSDM) has widely been used in channel modeling for various communication scenarios and validated by the measurement data \{46\}, \{47\}. In GSDM, the scatterers are gathered around their center and usually modeled by certain shapes, e.g., discs in 2D
models and spheres in 3D models [43]. However, channel measurements indicate that the spatial dispersions of scatterers within a cluster, which can be described by cluster angular spread (CAS), cluster delay spread (CDS), and cluster elevation spread (CES), are usually unequal [3], [19]. Based on the aforementioned assumption, the positions of scatterers centering on the origin of coordinates are modeled as

\[
p(x', y', z') = \frac{\exp\left(- \frac{x'^2}{2\sigma_D^2} - \frac{y'^2}{2\sigma_A^2} - \frac{z'^2}{2\sigma_E^2}\right)}{(2\pi)^{3/2} \sigma_D \sigma_A \sigma_E}\]

where \(\sigma_D, \sigma_A,\) and \(\sigma_E\) are the standard deviations of the Gaussian distributions and characterize the CDS, CAS, and CES, respectively. The scatterers centering around the spherical coordinates \((\vec{d}, \phi_E, \phi_A)\) can be obtained by shifting the above-mentioned cluster using the following transformation

\[
\begin{bmatrix}
x' \\
y' \\
z'
\end{bmatrix} = \begin{bmatrix}
\cos(\phi_E) - \sin(\phi_E) & 0 & 0 \\
\sin(\phi_E) & \cos(\phi_A) & 0 \\
0 & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
x - \vec{d} \\
y \\
z
\end{bmatrix} \begin{bmatrix}
\cos(\phi_E) & 0 & -\sin(\phi_E) \\
0 & 1 & 0 \\
\sin(\phi_E) & 0 & \cos(\phi_E)
\end{bmatrix}
\]

where \(\vec{d}\) denotes the distance from the Tx/Rx to the center of the cluster, \(\phi_E\) and \(\phi_A\) are the mean values of the elevation angles and azimuth angles of scatterers, respectively. Note that the orientation of the cluster toward the Tx/Rx is constant through the aforementioned transformation, which ensures the values of CDS, CAS, and CES remain unchanged. By substituting \(x = d \cos(\phi_E) \cos(\phi_A), \ y = d \cos(\phi_E) \sin(\phi_A), \) and \(z = d \sin(\phi_E)\) in (44), after some manipulations, the angle distance joint distribution can be obtained as

\[
p(d, \phi_E, \phi_A) = \left| J(x', y', z') \right| \cdot p(x', y', z')
\]

\[
x' = d \cos(\phi_E) \sin(\phi_A) \sin(\phi_E) - \vec{d}
\]

\[
y' = d \cos(\phi_E) \sin(\phi_A) \sin(\phi_E)
\]

\[
z' = d \sin(\phi_E) \cos(\phi_E) - \cos(\phi_A) \cos(\phi_E) \sin(\phi_E)
\]

where

\[
J(x', y', z') = \begin{vmatrix}
\frac{\partial x'}{\partial \phi_E} & \frac{\partial x'}{\partial \phi_A} & \frac{\partial x'}{\partial d} \\
\frac{\partial y'}{\partial \phi_E} & \frac{\partial y'}{\partial \phi_A} & \frac{\partial y'}{\partial d} \\
\frac{\partial z'}{\partial \phi_E} & \frac{\partial z'}{\partial \phi_A} & \frac{\partial z'}{\partial d}
\end{vmatrix} = -d^2 \cos(\phi_E).
\]

By imposing \(\tau_{m_n} = 0\) in (17), the multi-bounce rays reduce to single-bounce rays. The delay angle joint distribution for the cluster can be obtained based on (45) by transform parameter \(d\) into \(\tau\), i.e.,

\[
p(\tau, \phi_E^X, \phi_A^X) = \left| J(d^X) \right| \cdot p(d^X, \phi_E^X, \phi_A^X)
\]

where

\[
d^X = \frac{(\tau c)^2 - D^2}{2\tau c - 2D \cos(\phi_E^X) \cos(\phi_A^X)}
\]

\[
J(d^X) = \frac{d d^X}{d \tau} = \frac{\epsilon[D^2 + (\tau c)^2 - 2Dc \cos(\phi_E^X) \cos(\phi_A^X)]}{2\tau c - 2D \cos(\phi_E^X) \cos(\phi_A^X)}
\]

Fig. 4. (a) Theoretical and (b) simulated ellipsoid Gaussian scattering distribution (\(\sigma_D = 8, \sigma_A = 10, \sigma_E = 6, \vec{d} \sim \mathcal{N}(100, 10)\) m. and \(X \in \{T, R\}\). The angular parameters and travel distances of the first- and last-bounce propagations becomes interdependent. The relationship between them can be expressed as

\[
\tan(\theta_E^T) = \frac{d^R \cos(\theta_E^R) \sin(\theta_A^R)}{D + d^R \cos(\theta_E^R) \cos(\theta_A^R)}
\]

\[
\tan(\theta_A^T) = \frac{d^R \sin(\theta_E^R)}{\left[D^2 + (d^R)^2\right]^{1/2} + 2D \cdot d^R \cos(\theta_E^R) \cos(\phi_A^R)^{1/2}}
\]

\[
d^T = \left[D^2 + (d^R)^2 + 2D \cdot d^R \cos(\theta_E^R) \sin(\phi_A^R)^{1/2}\right].
\]

Note that the subscripts \(m_n\) are omitted for clarity. Unlike the WINNER/3GPP channel models [19], [20], [35], where the clusters are randomly generated for every link in the proposed model, the clusters are assumed to physically exist in the propagation environments. Thus, spatial consistency can be achieved based on the locations of clusters. This makes it possible to predict channel state information (CSI) based on the channel associated with nearby users or in the previous time snapshots. For instance, in HST scenarios, different trains travel to the same location of the track will see similar environments and hence have similar channel behaviors. Channel can be estimated from the communication process of last trains or nearby remote radio heads (RRHs) [49].

Fig. 4 shows the theoretical and simulated ellipsoid Gaussian scattering distribution. The mean angles, i.e., \(\bar{\phi}_E\) and \(\bar{\phi}_A\) are obtained from [20] in urban micro-cell scenario, NLoS case. The distances between the Tx and the center of the first-bounce cluster follows a Gaussian distribution, i.e., \(\mathcal{N}(100, 10)\) m. The simulated result is obtained using Monte Carlo method and a total of 500 rays are generated. A good consistency between theoretical and simulated results can be observed.

By adjusting the model parameters or components, the proposed model can be applied to various scenarios. Let’s take mmWave-THz scenario as an example. The path loss, shadowing, oxygen absorption, and blockage attenuation components can be replaced with those at mmWave-THz bands. The sparsity of MPCs can be represented by adjusting the number of clusters and the number of rays within a cluster. The remarkable birth-death behaviour of clusters over time resulting from large propagation loss can be modeled by increasing the cluster generation rate \(\lambda_G\) and recombination rate \(\lambda_R\). The antenna patterns in [16] can be replaced with
those of high-directional antennas, which are often used in mmWave-THz communications.

IV. STATISTICAL PROPERTIES

A. Local STF-CF

The local STF-CF between $H_{qp}(t, f)$ and $H_{q'p'}(t, f - \Delta f)$ is defined as

$$R_{qp,q'p'}(t; \Delta r, \Delta t, \Delta f) = \mathbb{E}\{ H_{qp}(t, f) H_{q'p'}^*(t - \Delta t, f - \Delta f) \}.$$  \hspace{1cm} (53)

By substituting (53) into (55), the STF-CF is further written as

$$R_{qp,q'p'}(t; \Delta r, \Delta t, \Delta f) = \frac{K_R}{K_R + 1} R_{qp,q'p'}^L(t; f; \Delta r, \Delta t, \Delta f)$$

$$+ \frac{1}{K_R + 1} \sum_{n=1}^{N_{qp}(t)} R_{qp,q'p'}^N(t; f; \Delta r, \Delta t, \Delta f)$$ \hspace{1cm} (54)

where the LoS and NLoS components of the STF-CF can be obtained as

$$R_{qp,q'p'}^L(t; f; \Delta r, \Delta t, \Delta f) = \left[ P_{qp}^L(t) P_{q'p'}^L(t - \Delta t) \right]^{\frac{1}{2}}$$

$$\times e^{j \frac{2\pi}{\lambda} \left( d_{qp,m}(t) - d_{q'p',m}(t - \Delta t) \right)} e^{j \frac{2\pi\Delta t}{\lambda} \left( d_{qp,m}(t - \Delta t) \right)}$$ \hspace{1cm} (55)

$$R_{qp,q'p'}^N(t; f; \Delta r, \Delta t, \Delta f) = P_{\text{remain}}(\Delta \tau, \Delta r) \cdot \mathbb{E}\{ \sum_{m_n=1}^{M_n} a_{m_n}$$

$$e^{j \frac{2\pi}{\lambda} \left( d_{qp,m_n}(t) - d_{q'p',m_n}(t - \Delta t) \right)} e^{j \frac{2\pi\Delta t}{\lambda} \left( d_{qp,m_n}(t - \Delta t) \right)} \}$$ \hspace{1cm} (56)

where $\Delta r = \{ \Delta r_T, \Delta r_R \}$, $\Delta r_T = \delta_p = \delta_p$, $\Delta r_R = \delta_q - \delta_q$, $a_{m_n} = \left[ P_{qp,m_n}(t; \Delta \tau, \Delta r) \right]^{\frac{1}{2}} \left[ (f - f_T) \right]^{\gamma_{m_n}}$, $P_{\text{remain}}(\Delta \tau, \Delta r)$ is the joint probability of a cluster survives from $t - \Delta t$ to $t$ on time axis and from $A_p^T$ to $A_p^R$ and from $A_q^T$ to $A_q^R$ on array axes.

For the stationary case, i.e., the model is stationary over $r$, $t$, and $f$. We further assume that the delays within a cluster are irresolvable. By setting $P_{\text{remain}}(\Delta \tau, \Delta r) = 1$, $\gamma_{m_n} = 0$, $a_{m_n} = 1/M_n$ and removing the SWF and non-WSS terms in (23), the NLoS components of STF-CF reduces to

$$R_{qp,q'p'}^N(t; f; \Delta r, \Delta t, \Delta f) = \mathbb{E}\{ \sum_{m_n=1}^{M_n} \frac{1}{M_n}$$

$$\times e^{j \frac{2\pi}{\lambda} \left( \cos \theta R + \cos \theta \Delta r_T + \cos \omega T + \cos \omega R \Delta r_R \right) d_{qp,m_n}(t - \Delta t) \} \}.$$ \hspace{1cm} (57)

Note that the CF in this case is still STF-dependent. By imposing $\Delta f = 0$, i.e., removing the frequency selectivity, the CF becomes WSS in the space and time domains, i.e., only relies on $\Delta r$ and $\Delta t$. Similarly, the CF is WSS in the frequency domain when the time selectivity and space selectivity are ignored, i.e., setting $\Delta t = 0$, $\Delta r = 0$.

B. Local Spatial-Doppler PSD

The local spatial-Doppler PSD can be obtained as the Fourier transform of spatial CF $R_{q,p,q',p'}(t; \Delta r, 0, 0)$ w.r.t. $\Delta r$. For the Tx side, the local spatial-Doppler PSD is obtained as

$$G_{q,p,q',p'}(t; \omega) = \int R_{q,p,q',p'}(t; \Delta r_T, 0, 0) e^{-j \frac{2\pi}{\lambda} \omega \Delta r_T} d\Delta r_T.$$ \hspace{1cm} (58)

Note that $\Delta r_R = 0$ indicates two links share the same receive antenna. The local spatial-Doppler PSD in (58) describes the distribution of average power on the spatial-Doppler frequency axis at antenna $A_p^T$, time $t$, and frequency $f$.

C. Local Doppler Spread

The instantaneous frequency provides a measure of the energy distribution of a signal over the frequency domain and is important for signal recognition, estimation, and modeling. The instantaneous frequency, which is given by the instantaneous Doppler frequency, is estimated as $\dot{f}(t)$, where $\dot{f}(t)$ accounts for the phase change of the channel [50]. Based on (16), the instantaneous Doppler frequency of the proposed model is given by $v_{qp,m_n}(t) = \frac{d^2}{dt^2} \left( d_{qp,m_n}(t) + d_{qp,m_n}^R(t) \right)$, and is further expressed as

$$v_{qp,m_n}(t) = - \frac{\nu^T}{\lambda} \cos(\omega_p^T) - \frac{\nu_R}{\lambda} \cos(\omega_q^R)$$

$$+ \frac{\sin^2(\omega_p^T)}{\lambda(d_{m_n}^T - \cos(\theta_T)^2 \delta_{p})} + \frac{\sin^2(\omega_q^R)}{\lambda(d_{m_n}^R - \cos(\theta_R)^2 \delta_{q})}.$$ \hspace{1cm} (59)

Note that the instantaneous Doppler frequency varies with time caused by the movements of the Tx, Rx, and scatterers. The advantage of (59) w.r.t. other channel models such as [17] and [9] lies in that the Doppler frequency can be written as the summation of two components. The first two terms of (59) are the conventional Doppler frequency expression in stationary case. The last two terms of (59) accounts for the time-variation of the Doppler frequency in the non-stationary case. Finally, the local Doppler spread can be calculated as

$$B^{(2)}_v(t) = \left( \mathbb{E}[v_{qp,m_n}(t)^2] - \mathbb{E}[v_{qp,m_n}(t)]^2 \right)^{\frac{1}{2}}.$$ \hspace{1cm} (60)

D. Array Coherence Distance

As a counterpart of coherence time and coherence bandwidth, the array coherence distance is the minimum antenna element spacing during which the spatial CF equals to a given threshold $c_{\text{thresh}}$. The transmit antenna array coherence distance can be expressed as

$$I_p(c_{\text{thresh}}) = \min\{|\Delta r_T| : |R_{q,p,q',p'}(t; \Delta r_T, 0, 0)| = c_{\text{thresh}}\}$$ \hspace{1cm} (61)

where $c_{\text{thresh}} \in [0, 1]$. The receive antenna array coherence distance can be calculated similarly. In (61), small values of $c_{\text{thresh}}$ results in the minimum distance between two antenna elements over which the channels can be considered as independent. However, larger values of $c_{\text{thresh}}$ provide the maximum antenna spacing within which the channels do not change significantly.
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V. RESULTS AND ANALYSIS

In this section, results of important statistics of the B5GCM are presented. Some of the statistics including spatial CF, cluster VR length, cluster power variation, Doppler spread, and delay spread are compared with the corresponding channel measurement data. In the simulation, the parameters such as carrier frequency, antenna height, Tx-Rx separation, and velocity of the Tx/Rx are set according to the corresponding measurements. Only a small number of parameters, such as \( \lambda_R \), \( D^A \), \( \sigma_n \), \( \sigma_{AS} \), \( \sigma_{ES} \), and \( \sigma_{DS} \), which differentiate the proposed model as compared to conventional ones, are determined by fitting statistical properties to the channel measurement data.

The rest of parameters are randomly generated according to the 3GPP TR38.901 channel model. Unless otherwise noted, the following parameters are used for simulation: \( f_c = 2.6 \) GHz, \( M_T = 128 \), \( M_R = 1 \), \( \beta'^{A}_m = \pi/6 \), \( \beta'^{B}_m = 0 \), \( \mu = 1 \), \( D = 100 \) m, \( \lambda_R = 6.79/\text{m} \), \( \lambda_G = 81.56/\text{m} \), \( D^c = 9.93 \) m, \( \sigma_n = 0.054 \). In addition, and half-wave dipole antennas with vertical polarization are adopted in simulations.

For the parameters listed above, the local temporal, frequency, and spatial CFs of the proposed model are shown in Fig. 5. Specifically, the local temporal CFs at 0 s, 1 s and 2 s are shown in Fig. 5(a). Note that the analytical results are generated by imposing \( \Delta r = 0 \) and \( \Delta f = 0 \) in (53). The simulation results are obtained based on two channel transfer functions separated by different time. The time-variations of temporal CFs result from the motions of the Tx, Rx and the survival probability of the cluster, which make the model non-stationary in the time domain. Fig. 5(b) presents the frequency CFs of the B5GCM. The frequency CFs vary with frequency due to the frequency dependence of the path gains, indicating the frequency non-stationarity of the proposed model. Fig. 5(c) provides the comparison of the local spatial CFs of the B5GCM, 3GPP TR38.901, and the measurement data. Note that the space differences have been normalized w.r.t. antenna spacing. The measurement was carried out at 2.6 GHz in a court yard scenario, where a 7.3 m 128-element virtual ULA is used. The antenna forming the virtual ULA is spaced at half-wavelength and illustrates omnidirectional pattern in the azimuth plane. The result shows that the spatial CFs of the B5GCM provide a better consistency with the measurement data than those of the 3GPP model. This is because the 3GPP model neglected the effect of SWF. Besides, the non-stationarity over large antenna array was neglected.

The simulated cumulative distribution functions (CDFs) of VR length and slope of cluster power variation on the array are presented in Figs. 6 and 7 respectively. The measurement used for comparison was carried out at 2.6 GHz in a campus scenario, where an omnidirectional antenna moves along a rail with a half-wavelength spacing, constituting a 128-element virtual ULA. The model parameters were chosen by minimizing the error norm \( \varepsilon = \sum_{m=1}^{2} w_m E\{|F_m - F_m(P)|^2\} \), where \( F_m \) and \( F_m \) are the measured and derived statistics, respectively. \( w_m \) is the weight of the mth error norm and satisfying \( w_1 + w_2 = 1 \), \( P = \{\lambda_R, D^A, \sigma_n\} \) is parameter set to be jointly optimized. Note that we impose \( \lambda_G/\lambda_R = 12 \) to ensure a constant cluster number along the array. It is found that \( \lambda_R = 6.79/\text{m} \), \( D^A = 9.93 \) m, and \( \sigma_n = 0.054 \) can be chosen as a good match. The results show that increasing the cluster recombination rate leads to a shorter VR, which indicates a larger spatial non-stationarity. Furthermore, results
in Fig. 7 suggest that large values of $\sigma_n$ can increase the cluster power variation over the array. However, the channel model in [9] assumed that the cluster powers are constant along the array, which may underestimate the spatial non-stationarity of massive MIMO channels.

Fig. 8 shows the simulated normalized spatial-Doppler PSDs, which are obtained according to (58). For the SWF case, the variations of spatial-Doppler PSDs along the transmit array are caused by the large size of the transmit antenna aperture. However, for the PWF case, the values of spatial-Doppler PSDs are constant over the array, which may result in inaccurate performance estimations of massive MIMO systems. Besides, Fig. 9 shows the simulated array coherence distance based on (61). Note that the coherence distances have been normalized w.r.t. antenna spacing. The results indicate that the spatial non-stationarity, which is caused by SWF and PWF, affects the performance of massive MIMO systems.

Fig. 10 compares the Doppler spread of the B5GCM with the measurement data [51]. The Doppler spread is obtained according to (60). The channel measurement was conducted at 5.9 GHz in highway, rural, and suburban environments. The $x$-axis of this figure is the effective speed, which is defined as $v_{\text{eff}} = \sqrt{(v_{\text{L}})^2 + (v_{\text{R}})^2}$. A good consistency among the simulated, analytical results, and the corresponding measurement data can be observed. Noting that the Doppler spread illustrates a nonzero value when $v_{\text{eff}} = 0$. It stems from...
the extra Doppler shifts due to the motion of scatterers, and cannot be obtained by the models assuming static clusters [19], [20], [35].

The simulated angle power spectrum (APS) of AoD of the B5GCM is shown in Fig. 11. The result is obtained using the multiple signal classification (MUSIC) algorithm [52]. A sliding window consisting of 12 consecutive antennas is shifted along the array in order to capture the channel non-stationaries in the space domain. Besides, the birth-death process of clusters along the transmit array can be seen. Some clusters with strong powers are observable along the whole array. Other weak power clusters only appear to part of the array. The power of clusters vary smoothly over the array can be observed due to the spatial lognormal process. Moreover, the angles of rays experience linear drifts along the array caused by the nearfield effects, which has been validated by several channel measurement campaigns [5], [6].

The CDF of the RMS delay spreads of the B5GCM and the measurement data in [53] are compared in Fig. 12. The measurements were conducted at 58 GHz in three indoor scenarios, i.e., Lecture room (Room G), Laboratory room (Room H), and Lecture room (Room F). Both the Tx and Rx antennas are equipped with motionless bicone antennas. The different RMS delay spreads for the three propagation environments are caused by different distributions of scatterers within cluster. Good agreements between the results of the B5GCM and measurement data show the usefulness of the proposed model.

VI. CONCLUSIONS

This paper has proposed a novel 3D STF non-stationary GBSM for 5G and B5G wireless communication systems. The proposed model is applicable to various communication scenarios, e.g., massive MIMO, HST, V2V, and mmWave-THz communication scenarios. Important (B)5G channel characteristics have been integrated, including SWF, cluster power variation over array, Doppler shifts caused by motion of scatterers, time-variant velocity and trajectory, and spatial consistency.

Note that the above-mentioned channel characteristics have not been fully considered in the current 5G channel models, e.g., MG5GCM [9], 3GPP TR38.901 [20], and IMT-2020 channel models [11]. Furthermore, this paper has presented a general modeling framework. The model can reduce to a variety of simplified channel models according to channel properties of specific scenarios, or be applied to new communication scenarios by setting appropriate model parameters. Key statistics of the proposed model have been derived, some of which have been validated by measurement data, illustrating the generalization and usefulness of the proposed model.
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