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Abstract

Most of the existing deep learning based methods for vessel segmentation neglect two important aspects of retinal vessels, one is the orientation information of vessels, and the other is the contextual information of the whole fundus region. In this paper, we propose a robust Orientation and Context Entangled Network (denoted as OCE-Net), which has the capability of extracting complex orientation and context information of the blood vessels. To achieve complex orientation aware, a Dynamic Complex Orientation Aware Convolution (DCOA Conv) is proposed to extract complex vessels with multiple orientations for improving the vessel continuity. To simultaneously capture the global context information and emphasize the important local information, a Global and Local Fusion Module (GLFM)
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is developed to simultaneously model the long-range dependency of vessels and focus sufficient attention on local thin vessels. A novel Orientation and Context Entangled Non-local (OCE-NL) module is proposed to entangle the orientation and context information together. In addition, an Unbalanced Attention Refining Module (UARM) is proposed to deal with the unbalanced pixel numbers of background, thick and thin vessels. Extensive experiments were performed on several commonly used datasets (DRIVE, STARE and CHASEDB1) and some more challenging datasets (AV-WIDE, UoA-DR, RFMiD and UK Biobank). The ablation study shows that the proposed method achieves promising performance on maintaining the continuity of thin vessels and the comparative experiments demonstrate that our OCE-Net can achieve state-of-the-art performance on retinal vessel segmentation.

**Keywords:** Retinal vessel segmentation, self-attention mechanism, non-local, feature extraction

---

1. **Introduction**

Retinal vessel segmentation is very helpful for ophthalmologists to diagnose eye-related diseases such as glaucoma, hypertension, diabetic retinopathy (DR) and arteriosclerosis [1], because changes of the vessel morphology and structure can indicate some symptoms of pathology. However, manual segmentation of retinal blood vessels is a time-consuming and laborious process because the structure of vessels is extremely complicated. In addition, manual labelling is also error-prone because there are numerous capillaries throughout the whole fundus images, which are very narrow in width and have low local contrast against to the fundus background, and these thin
vessels are easily mislabeled or missed during the process of manual annotation. Therefore, automated fundus vessel segmentation [2] [3] [4] is very meaningful and necessary for ophthalmologists to achieve a more accurate and rapid diagnosis of ophthalmic diseases.

However, vessel segmentation of the fundus images is a very challenging task. The blood vessels themselves have complex geometric structures, and arteries and veins usually have different widths. In the whole vascular system, different vascular branches have different orientations, and the capillaries are usually very small and it is difficult to separate thin vessels from the fundus background, which is easy to be ignored. In addition, the fundus images also contain various lesion areas, and the characteristics of some lesions are very similar with blood vessels, so these vessel-like lesions are easily wrongly segmented as blood vessels.

In order to overcome these challenging problems, many traditional vessel segmentation methods [5] [6] [7] have been proposed and achieved good results. These traditional methods usually use some manually designed filters [5] [8] to extract vascular features, and some machine learning-based methods use classifiers [9] to classify each pixel of the fundus image.

In recent years, deep learning [10] [11] has been widely used in the area of medical image processing [12] [13], and has achieved great success. Particularly, many efficient segmentation networks have been proposed [4] [14] [15] and the most well known is UNet [16] architecture. UNet is widely used in medical image segmentation, such as vascular segmentation [15], lesion area segmentation[17], organ and tissue segmentation[18].

To improve the accuracy of vascular segmentation, most of previous deep
learning-based fundus vessel segmentation methods attempt to increase the
depth and width of the networks, and expand the receptive field by stacking
numerous local convolution kernels. However, most of these methods pay lit-
tle attention to two important information of fundus vessels: the orientation
and the context information, which are great important for accurate vessel
segmentation.

As for the orientation information, unlike the instance segmentation in
natural images, the blood vessels in fundus images have extremely complex
orientation information due to numerous furcations and branches. Capturing
this complex orientation information is very helpful to improve the accuracy
of vessel segmentation and the continuity of thin vessels. As for the context
information, in the whole vasculature, the overall skeleton of blood vessels
presents certain distribution patterns, for example, the symmetry and rela-
tive position, orientation and shape of each blood vessel branch relative to
the whole vascular skeleton. In addition, some vessels are occluded by les-
sions, which makes them difficult to be detected. Capturing global context
information can allow the network to learn the distribution of blood vessels
from a holistic perspective, which can alleviate the problem of occlusion.
This is the motivation of this work.

We highlight the contributions of this work as follow:

• An Orientation and Context Entangled Network (OCE-Net) is pro-
posed for retinal vessel segmentation by simultaneously capturing the
orientation and context information of blood vessels.

• A Dynamic Complex Orientation Aware Convolution (DCOA Conv) is
proposed to capture complex vessels with multiple orientations.
• A novel Global and Local Fusion Module (GLFM) is proposed to simultaneously modelling the global long-range dependencies and focusing attention on local thin vessels.

• An Orientation and Context Entangled Non-local (OCE-DNL) block is proposed to entangle the orientation and context information by introducing correlation into vanilla Non-local operation.

• An Unbalanced Attention Refining Module (UARM) is designed to refine the output features and cope with the unbalanced problem among the background, thick and thin vessels.

• Extensive experiments on multiple widely used datasets show that our method outperforms many other recent methods and achieves state-of-the-art performance.

The remaining parts of this paper are organized as follows. In Section 2, we describe some related works on vessel segmentation, self-attention mechanism and convolutional operators. In Section 3, we present a novel framework named OCE-Net and its modules. In Section 4, we introduce the retinal fundus datasets and the evaluation metrics used in this work. In Section 5, we conduct extensive ablation and comparison experiments and analyze the function of each module in detail. In Section 7, a comprehensive conclusion is presented and the future work is discussed.

2. Related Works

2.1. Traditional Vessel Segmentation Methods

Many traditional methods have been proposed for vessel segmentation. Among these methods, some of them tried to leverage orientation aware
Figure 1: The network architecture of the proposed Orientation and Context Entangled Network (OCE-Net). Plain Conv and DCOA Conv are used to extract the plain and the orientation-aware features, and the SAFM is used for fusing these two features, both of which are essential for extracting the information of vessels. GLFM and MSFM are used to capture context information and entangle the plain and orientation together. UARM is used to focus more attention on the thin vessels.
filters to capture the orientation features of vessels. For example, Zhang et al. [19] detected retinal blood vessels by matched filter with the first-order derivative of Gaussian (FDOG), which leveraged the orientation selectivity of matched filter. Soares et al. [8] adopted a multi-scale two-dimensional (2D) Gabor wavelet transform to extract features and used Bayesian classifier to classify each pixel as vessel or non-vessel, which is the first work to introduce Gabor filter into vessel detection. Azzopardi et al. [20] proposed trainable COSFIRE filters to achieve orientation selectivity. All these works took the orientation into consideration, however, none of them can handle more than one orientation at a time. Inspired by these works, we aim to develop a module that can capture complex orientations of vessels.

There are other traditional methods, for example, HED [21] proposed an effective edge detection algorithm which can be introduced to conduct vessel segmentation. By taking vessel segmentation as line detection task, LineDet [22] proposed a vessel segmentation method by using line operators and support vector machine (SVM) for classification. Based on LineDet, MS-LineDet [23] applied line detectors at varying scales and changed the length of the basic line operators. These line detection based methods have the advantage of improving vessel connectivity, but they always misdetect other tissues as blood vessels easily.

In general, these traditional methods leverage the intrinsic characteristics of vessels and achieve good performance. However, the features extracted by these traditional methods lack of discriminability, so they always fail to distinguish capillaries from the fundus background, which results in failure on the detection of thin vessels.
2.2. Deep Learning Vessel Segmentation Methods

Deep learning methods for retinal vessel segmentation outperform traditional methods when successfully trained on large-scale datasets with manual labels. Among them, there are many groundbreaking works, for example, DRIU [4] used a basic network and designed two specialized layers to perform blood vessel and optic disc segmentation, which is a pioneering work to introduce deep learning into retinal vessel segmentation. DeepVessel [24] viewed the vessel segmentation as a boundary detection task and introduced Conditional Random Field (CRF) to capture long-range interactions between pixels, which is the first attempt to take context information into consideration. V-GAN [25] introduced Generative Adversarial Networks (GANs) into vessel segmentation to extract clear and sharp vessels with less false positives, which is the first work to introduce GAN into retinal vessel segmentation. VGN [26] incorporated graph convolutional network into CNN to learn the graphical connectivity of vessels.

In addition, some works tried to improve the plain UNet by introducing some novel modules. For example, Attention UNet [27] introduced an attention gate into UNet for better feature learning and integration with channel attention, in contrast, SA-UNet [28] tried to introduce spatial attention into UNet. DUNet [15] introduced deformable convolution into UNet to adaptively fit the shape of vessels, however, the deformable convolution is very computation-intensive. Inspired by DUNet, a module (DCOA Conv) that can fit the orientation of vessels will be developed in this work.

Other works were dedicated to segment thick and thin vessel separately. JL-UNet [29] proposed a segment-level loss to focus more on the thickness
consistency of thin vessels. Yan et al. [30] proposed a three-stage model to segment thick and thin vessels separately for addressing the imbalance problem between them. These works inspired us to develop a module (UARM) that can focus attention separately on thick and thin vessels.

Moreover, there are some works that aimed at capturing multi-scale features of vessels. For example, in order to deal with the varying widths and directions of vessel structures, SWT-FCN [31] proposed a multiscale Fully Convolutional Neural Network by combining the multiscale analysis and using the Stationary Wavelet Transform. BTS-DSN [32] proposed a multi-scale deeply supervised network with short connections for vessel segmentation. CTF-Net [33] proposed a coarse-to-fine SegNet for preserving multi-scale features information. CC-Net [34] proposed a cross-connected convolutional neural network to better learn features. These works inspired us to propose the OCE-DNL that can leverage the multi-scale features by fusing them together.

In addition, some methods tried to improve the connectivity of vessels. For example, DeepDyn [35] proposed a stochastic training scheme for deep neural networks in order to balance the precision and recall. To improve the continuity of thin vessels, SkelCon [36] proposed a light-weight network by introducing skeletal prior and contrastive loss during the training.

Even retinal vessel segmentation performance are largely improved, all of the above methods ignored the complex orientations of vessels and the context information of the whole fundus images, which are important for maintaining the continuity and connectivity of vessels.
2.3. Non-local and Self-Attention Mechanism

Non-local (NL) [37] and Self-Attention (SA) [38] were proposed to model the long-range dependencies without the distance constraints of pixels. Both of them calculated the affinities between the key and query vectors obtained from the same features for capturing the self-correlated attention map. Non-local neural network [37] computed the response at a position by calculating the weighted sum of the features at all positions in images inspired by NL applied in image denoising [39].

There are some works aiming to improve the performance of NL. For example, GCNet [40] found the relationship of Non-local and SE block [41] and combined them to further improve NL. Disentagled non-local (DNL) [42] used whitening operator to disentangle the vanilla NL into the pairwise and unary branches for better learning the within-region clues and the salient boundaries. Both of them got insight of NL and improved NL successfully. Self-attention (SA) mechanism [38] was proposed in Transformer [38] to capture the global context information of sequence embeddings in natural language processing (NLP).

However, Non-local is very computationally expensive. In order to reduce the computational cost of NL, Ccnet [43] aimed to reduce the computational complexity of self-attention. In addition, in order to further extend the ability of SA, Bello et al. [44] combined the vanilla convolution and self-attention to obtain better performance. Furthermore, Ramachandran et al. [45] presented that self-attention can serve as an effective stand-alone layer, which was a very interesting discovery. DAN [46] introduced self-attention into scene segmentation for adaptively integrating local features with their
global dependencies considering the local and global features are equally important, whose motivation is in line with ours.

In this paper, we adopted Non-local and Self-Attention for capturing context information of fundus images and extended the capacity of non-local by introducing cross-correlation mechanism into the vanilla non-local.

2.4. Variants of Convolution Operator

Convolution is a basic operator in CNN for extracting deep representative features [47] [10]. Based on vanilla convolutions, a number of efficient variants of convolution operator have been designed to extend the representation ability of the vanilla convolution.

For instance, some methods aimed to enable the plain convolution operators with the ability of learning the shape of objects. For example, Active Convolution [48] adaptively learned the shape of convolution during training. Deformable Convolution [49] [50] learned the offsets of the kernel shapes to fit the object shapes in ROI. Dynamic Region-Aware Convolution [51] learned to apply each convolution kernel on a single patch region to handle the complex and variable spatial distribution.

Others tried to endow the plain convolution operators with ability of learning the orientation information of objects, for example, Gabor Convolution [52] introduced Gabor filters with different orientations into vanilla convolution, but it can only learn a single orientation per channel and cannot capture complex orientations.

In addition, some methods dedicated to endow the plain convolution operators with the ability of integrating several kernels. For example, Cond-Conv was firstly proposed to integrate several convolution kernels and it [53]
learned specialized convolutional kernels for each example by introducing conditional parameters. Dynamic Convolution was further improved by introducing attention mechanism to learn the weights and the biases of each vanilla convolution and integrated them into a single convolution kernel [54].

All of the above convolution operators extended the capacities of vanilla convolution, however, most of them do not take the orientation of objects into consideration, and some of them [52] can only encode simple orientation information. In this paper, we proposed a novel convolution which has the ability of capturing complex orientations in order to fully extract the features of fundus vessels for improving the continuity of thin vessels.

3. Methodology

3.1. Overall Architecture

The network architecture of the proposed OCE-Net is shown in Fig. 1. The backbone of OCE-Net is the vanilla UNet [16], which is widely used in medical image segmentation. In the down-sampling stage, we use the proposed Dynamic Complex Orientation Aware Convolution (DCOA Conv) to extract the complex orientation features of vessels and employ the plain convolution to extract the plain features of the fundus images, and then a Selective Attention Fusion Module (SAFM) is utilized to fuse these two kinds of features (the reason for which will be explained in Section. 5.5). A Global and Local Fusion Module (GLFM) is proposed to play the role of attention gate of UNet for simultaneously capturing the global and local features of vessels. In the up-sampling stage, the extracted orientation aware features are used as the prior guidance for improving the continuity. At the end of the network, a Multi-Scale Fusion Module (MSFM) is introduced
with an Orientation and Context Entangled DNL (OCE-DNL) to entangle the orientation and context information together. Finally, an Unbalanced Attention Refining Module (UARM) is proposed to refine the output feature by focusing more attention on thin vessels.

3.2. Dynamic Complex Orientation Aware Convolution

Orientation of tissues is an important feature for medical image segmentation [8] [55]. In order to capture the complex orientation information of the blood vessels, a Dynamic Complex Orientation Aware Convolution (DCOA Conv) is proposed to extract the features of vessels with multiple orientations within the same receptive field. As shown in Fig. 2, in the proposed DCOA Conv, the oriented Gabor filters are generated from a pre-designed Gabor Filter Bank. The 2D Gabor function is defined as [56]

\[
G(x, y; \lambda, \theta, \psi, \sigma, \gamma) = \exp\left(-\frac{x'^2 + \lambda^2 y'^2}{2\sigma^2}\right) \exp(i(2\pi x' / \lambda) + \psi)
\]

where \( x' = x\cos(\theta) + y\sin(\theta) \) and \( y' = -x\sin(\theta) + y\cos(\theta) \). \( x \) and \( y \) are respectively the horizontal and vertical coordinates of pixels. \( \lambda \) indicates the wavelength of the gabor filter and it was set to \( 1/\sqrt{2} \). \( \theta \) represents the orientation of a filter. \( \psi \) is the phase offset and it was set to 0. \( \sigma \) denotes the standard deviation and it was set to 1. \( \gamma \) is the spatial aspect ratio and it was set to 1. As shown in Fig. 2, by setting different values for \( \theta \), filters with different orientations can be obtained. There are filters with 8 orientations, so the values of \( \theta \) were set to \( 2\pi \theta / i \), (i=1,2,...,7,8). Then these kernels are multiplied with eight vanilla convolution kernels, which aims to assign the filter kernels with orientation preference to the vanilla convolution whose kernel has no orientation selectivity. A batch normalization layer [57] is
used here for normalizing the weights of the Gabor kernels. Following the work in [54], an attention module is used to learn the weight coefficients of each oriented kernel for selecting the useful convolution operators and the attention coefficients were computed following the design in [54]. Note that the selection depends on the orientation of the vessels in the receptive field. If there is no vessel along the orientation of the receptive field, the weight coefficient of this oriented convolution would be set to 0 by the attention module and it would not be integrated into the final convolution kernel with multiple orientations.
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Figure 2: The proposed Dynamic Complex Orientation Aware Convolution (DCOA Conv).

Then the selected convolution kernels are integrated together to form a single convolution operator which has a kernel with multiple selective orientations. The DCOA Conv is written as
\[ DCOA = \sum_{i=1}^{8} w_i(K_i \otimes BN(G(\theta_i))) \quad (i = 1, 2, 3, \ldots, 8) \quad (2) \]

where \( G(\theta_i) \) is the composite Gabor kernels. \( BN \) denotes the Batch Normalization layer. \( K_i \) is the plain convolution kernel without orientation. \( \otimes \) means multiplication operator. \( w_i \) denotes the weight coefficient learned by the attention module. Our experiments have shown that choosing eight \((i = 8)\) orientations can encode the orientations of all blood vessels well. This composite convolution kernel has the ability of capturing the vessels with complex multiple orientations in a single receptive field. It is dynamic because the orientations of the final composite convolution kernel can be dynamically adjusted by learning to set different weight coefficients for different oriented convolution kernels based on the orientations of specific vessels.

As shown in Fig. 1, a DCOA Block now can be obtained by stacking DCOA Conv, Batch Normalization (BN) and ReLU function together for extracting orientation features \( F_o \):

\[ F_o = ReLU(BN(DCOA(F_{in}))) \quad (3) \]

where \( F_{in} \) means the input features. From Fig. 1, the basic block can be obtained by directly replacing the DCOA Conv in DCOA block with the vanilla convolution to extract the plain features without orientation preference. The kernel sizes of both vanilla convolution and DCOA Conv are set to 3x3 in their own blocks.

The DCOA Conv in DCOA block is used to capture complex orientations of vessels, however, DCOA Conv only focuses on the vessels along one or several orientations and ignores other important features that are not located
at these particular orientations, such as the fundus background and other non-vascular tissues, which are not oriented but also helpful for identifying blood vessels when serving as the important negative samples. Therefore, the best solution is to capture both the plain features and the orientation features extracted by the basic blocks and the DCOA blocks described above. In other words, the extracted orientation features should be viewed as the auxiliary prior, which are used to guide the segmentation of blood vessels.

As shown in Fig. 3, inspired by [58], a Selective Attention Fusion Module (SAFM) is introduced to fuse the plain and orientation features, which are respectively extracted by the basic block and the proposed DCOA block. Channel attention mechanism is used to select useful channels of both two kinds of features before fusion, because there are some redundant channels in both plain and orientation features of fundus images, which contain much noise and artifacts. The spatial attention [59] is used to focus more attention on the useful features in both two branches, because some tissues like exudates, hemorrhages and maculas have similar features with blood vessels, which may mislead the network to identify them as blood vessels.

The spatial attention $SPA$ is defined as

$$F_{spa} = SPA(F_{in}) = F_{in} \ast \delta(Conv(ReLU(Conv(F_{in}))))$$

where $F_{in}$ and $F_{spa}$ are respectively the input and output features of spatial attention. $Conv$ means the convolution operator a kernel of 3x3 size. $ReLU$ means the ReLU function. $\delta$ denotes the sigmoid function.

### 3.3. Global and Local Fusion Module

Convolution with the kernel of 3x3 size has a local receptive field and has been proved very important for many computer vision tasks. But such
Figure 3: The schematic of the Selective Attention Fusion Module (SAFM). The plain features and orientation features are fused with the help of channel-wise selection and spatial-wise attention. This SAFM is inspired by the framework of selective kernel network (SKNet) in [58].

Figure 4: The proposed Global and Local Fusion Module (GLFM).
convolution can not capture global contextual information of the whole input image, which is also very helpful for image segmentation [37] [46]. Retinal vessels have abundant context information [60], for example, the complex furcations and branches of blood vessels have their relative positions and sizes against the entire vascular system, which present a kind of symmetry from the view of the whole retinal fundus image. Furthermore, some local lesion areas may occlude the blood vessels, and the global context information can help reconstruct the occluded vessels and improve the continuity of vessels from a holistic view. In addition, thin vessels contain rich local detail information and has a more complex orientation diversity. In a word, capturing global context and local detail information are equally important for vessel segmentation. A Global and Local Fusion Module (GLFM) is proposed herein to achieve this goal.

As shown in Fig. 4, GLFM is composed of three pathways, i.e., low-level, high-level and global pathways. The squeeze-and-excitation operations $SE(.)$ [41] are used here for channel-wise integration because there is noise and other interference in the retinal fundus image. In both the low-level and high-level pathways, spatial attention $SPA(.)$ [59] with a 3x3 local convolution is used for focusing more attention on some local areas and vessel tissues. In addition, in the global pathway, both the low-level $F_L$ and high-level $F_H$ features are concatenated via $Concat(.)$ and used to model the global long-range dependencies via self-attention $SA(.)$ mechanism, then the global
context features $F_G$ are obtained.

$$F_{LL} = SPA(SE(F_L))$$
$$F_{HH} = SPA(SE(F_H))$$
$$F_G = SA(SE(Concat(F_H, F_L)))$$

where $F_{LL}$, $F_{HH}$ and $F_G$ denote the low-level local features, high-level features and global context features, respectively.

Finally, these three kinds of features are concatenated via $Concat(.)$ and fused via a 1x1 convolution $Conv(.)$ to contain the output features of $F_{glfm}$ which simultaneously captures the global context information and the local detail information.

$$F_{glfm} = Conv(Concat(F_{LL}, F_{HL}, F_G))$$

Figure 5: The schematic of Non-local (NL) [37], Disentangled Non-local (DNL) [42] and the proposed Orientation and Context Entangled Non-local (OCE-DNL). Due to space limitation, OCE-NL is not presented here. ‘Whiten’ here means whitening operator. Note that the functions of whiten operator in DNL are to: 1. reduce the correlation between features. 2. make features have the same variance. More details about the whitening operator can be found in [42].
3.4. Orientation and Context Entangled NL/DNL

In order to fully mine the association between plain and orientation features, inspired by Disentangled non-local (DNL) [42], an Orientation and Context Entangled DNL (OCE-DNL) is proposed to entangle the orientation and context information together, in which orientation information is used to guide MSFM to better learn context information and discriminate blood vessels from the plain features. The NL and DNL are defined as

\[
X_{out}^{NL}(x) = X_{in}(x) + W_{NL}(x_i, x_j) \cdot V(X_{in}(x))
\]

(7)

\[
X_{out}^{DNL}(x) = X_{in}(x) + W_{DNL}(x_i, x_j) \cdot V(X_{in}(x))
\]

where \(X_{in}(x)\) means the input features and \(x\) denotes the position of pixel in the features. \(V\) means the value vector of NL. \(W_{NL}\) and \(W_{DNL}\) represent the self-correlation weights (self-attention map) yielded by computing the affinities between the Query and Key vectors, respectively, which are defined as

\[
W_{NL}(x_i, x_j) = Q_i^T \cdot K_j
\]

(8)

\[
W_{DNL}(x_i, x_j) = (Q_i - \mu_Q)^T \cdot (K_j - \mu_K) + \mu_Q \cdot k_j
\]

where \(Q_i\) and \(K_j\) denote respectively the query and key vectors in NL. \((.)^T\) means the transposition operator. \(\mu_Q\) and \(\mu_K\) denote their mean values calculated by a whitening operation in DNL. \(x_i\) and \(x_j\) represent two different pixels in the input features.

We propose a novel non-local operator to explore the potential association between two related features by calculating their cross-correlation. To
our best knowledge, this is the first attempt to introduce cross-correlation (cross-attention) into the non-local that was originally designed to capture only self-correlation or self-attention. The proposed cross-correlation based entanglement is defined as

$$W_{OC\text{-}NL}(x_i, x_j; y_i, y_j) = (Q_i^T \cdot K_j) \cdot (\tilde{Q}_i^T \cdot \tilde{K}_j) \cdot (Q_i^T \cdot \tilde{K}_j)$$ (9)

$$W_{OC\text{-}DNL}(x_i, x_j; y_i, y_j) = [(Q_i - \mu_Q)^T \cdot (K_j - \mu_K)]$$
$$\cdot [(\tilde{Q}_i - \tilde{\mu}_Q)^T \cdot (\tilde{K}_j - \tilde{\mu}_K)] \cdot [(Q_i - \mu_Q)^T \cdot (\tilde{K}_j - \tilde{\mu}_K)]$$
$$+ (\mu_Q \cdot k_j) \cdot (\tilde{\mu}_Q \cdot \tilde{k}_j)$$ (10)

where $Q_i$ and $K_i$ denote respectively the query and key vectors of the plain features. $\tilde{Q}_i$ and $\tilde{K}_i$ denote respectively the query and key vectors of the orientation features. $\mu_Q$ and $\mu_K$ denote respectively the mean values of plain features which are calculated by a whitening operation [42]. $\tilde{\mu}_Q$ and $\tilde{\mu}_K$ denote the mean values of orientation features calculated by a whitening operation. $x_i$ and $x_j$ represent two different pixels in the plain features and $y_i$ and $y_j$ represent two different pixels in the orientation features. Note that the blue parts of Eq. 9 and 10 represent cross-correlation calculations.

As shown in Fig. 5, the multi-scale plain features outputted by the network and the multi-scale orientation features extracted in the down-sampling stage are decoupled into query and key vectors by 1x1 convolutions. As for the original non-local [37], only the self-correlation between the query and key of the plain feature is computed to obtain a self-attention map by multiplying them, and this self-attention map can model long-range dependencies and capture global context information. In order to calculate the cross-correlation
between two different features, the respective query and key vectors for the
two features are multiplied separately and the cross-attention maps can be
obtained. Then the self-attention map is used to capture the context inform-
ation in the plain features and the cross-attention map is used to model
the global relationship between the plain features and the prior orientation
features. Through computing cross-attention and applying cross-attention
maps to the plain features, the context and orientation information can be
entangled together into the final output features, which are ultimately used
to predict the vessels from the fundus background.

Leveraging multi-scale features is helpful for better vessel segmentation.
Inspired by [61], we design a Multi-Scale Fusion Module (MSFM) to fuse
multi-scale features including multi-scale plain features $F_i \in \mathbb{R}^{C \times H \times W}, (i, r = 1, 2, 3)$ and multi-scale orientation features $F_i^o \in \mathbb{R}^{C \times H \times W}, (i, r = 1, 2, 3)$, as shown in Fig. 6. The features at different scales are unified through
up-sampling $Up_i(.) (i = 1, 2, 3)$ and concatenated in the channel dimension.
Then these features are fused and dimensionally reduced through an 1x1
convolution, yielding the plain input feature $F_m$ and the orientation input

Figure 6: The proposed Multi-Scale Fusion Module (MSFM).
features $F_{in}^o$ for MSFM as follows

$$F_{in} = \text{Conv}(\text{Concat}(Up_1(F_1), Up_2(F_2), Up_3(F_3)))$$

$$F_{in}^o = \text{Conv}(\text{Concat}(Up_1(F_{in}^o), Up_2(F_{in}^o), Up_3(F_{in}^o)))$$

The core fusion module of MSFM is the proposed OCE-DNL, which is used to entangle the orientation and context information together by computing cross-correlation between the plain and the prior orientation features. And the output feature $F_{msfm}$ after fusion can be obtained by entangling the context and orientation information as follows

$$F_{msfm} = \delta(OCEDNL(F_{in}, F_{in}^o)) + F_{in}$$

where $\delta$ means the sigmoid function and $OCEDNL$ denotes the proposed OCE-DNL module.

### 3.5. Unbalanced Attention Refining Module

There are two kinds of unbalance in fundus images. One is the serious unbalance between the pixel numbers of blood vessels and the fundus background. The fundus background occupies the majority of pixels, while the blood vessels only take up a small proportion of total pixels. The other is the unbalance between the numbers of thick and thin vessels [30]. Thick vessels are generally large in width and hence occupy the majority of the blood vessels, while the width of thin vessels is usually 3-5 pixels. These unbalances make blood vessels difficult to be detected and identified from the background, and also make thin vessels harder to be detected due to their less prominent features. In order to deal with these unbalances, previous
deep learning methods [35] usually design class-balanced loss or introduce weighted coefficients into the pixel-wise loss functions for imposing more penalties on thin vessels [29]. Here we propose a novel approach to tackle this these unbalances from the perspective of visual attention mechanism.

As shown in Fig. 7, a novel Unbalanced Attention Refining Module (UARM) works to focus more visual attention on the vessels, especially the thin vessels. The proposed UARM is applied at the end of the network to refine the final output features of the network. Instead of directly applying spatial attention to the final output feature (the input feature $F_{in} \in \mathbb{R}^{C \times H \times W}$ of UARM), we first use a 1x1 convolution to reduce the dimension of the feature from 32 to 1 and use the softmax function to obtain a probability map $p(F_{in})$, which describes the probability that each pixel belongs to a vessel,
Then, a pre-defined $Sign(\cdot)$ function is used to separate the probability values into three intervals, corresponding to three different regions in the image. In other words, we divide the image into three different regions of high confidence, medium confidence and low confidence according to the probability of pixels belonging to vessels. The $Sign(\cdot)$ function is defined as

$$Sign(x) = \begin{cases} 
1 & 0 \leq x < 0.4 \\
0 & 0.4 \leq x < 0.7 \\
1 & 0.7 \leq x < 1.0 
\end{cases}$$

where $x$ means the probability of each pixel in the probability map $p(F_{in})$.

By setting two thresholds between 0 and 1 (these two thresholds are experimentally set to 0.4 and 0.7), we can separate the features $F_2$ with medium confidence regions. And high and low confidence regions are combined together and separated into features $F_1$ as well. $F_1$ and $F_2$ are formulated as

$$F_1 = F_{in} \otimes Sign(pF_{in}), \quad F_2 = F_{in} \otimes (1 - Sign(pF_{in}))$$

We found that the network usually pays more attention to the thick vessels and tends to ignore the thin vessels, that is, less attention is allocated to the ambiguous areas with medium confidence, where thin vessels are always located. Therefore, for such ambiguous regions, a deeper attention module $Att_d(\cdot)$ with stronger discrimination ability is solely applied to gain more attention. For the regions with high and low confidence, a shallow attention

$$p(F_{in}) = Softmax(Conv(F_{in}))$$
module $\text{Att}_s(.)$ is used because thick vessels (usually composed of pixels with high probability) and the fundus background (usually composed of pixels with low probability) are highly discriminable. The process of UARM is defined as

$$F_{uarm} = UARM(F_{in}) = \text{Att}_s(F_1) + \text{Att}_d(F_2)$$

(16)

where $F_{uarm}$ denotes the output features of UARM.

This unbalanced, biased approach for applying attention allows the network to better focus on uncertain areas that need more attention.

### 3.6. Loss Function

A Cross Entropy loss $L_{CE}$ is adopted as the loss function of our OCE-Net for vessel segmentation, which is defined as

$$L_{CE}(p, q) = -\sum_{k=1}^{N} p_k \ast \log(q_k)$$

(17)

### 4. Datasets and Materials

#### 4.1. Retinal Fundus Datasets

Our model was trained on three widely-used datasets, including DRIVE [62], STARE [63] and CHASEDB1 [64].

The DRIVE dataset contains 40 pairs of retinal fundus images with their corresponding labels, which were manually delineated by two human observers, and the labels of 1st observer are usually used as the ground truth. The size of each fundus image in DRIVE is $565 \times 584$ pixels, and the training and test sets are unoverlapped with each other, each of which contains 20 pairs of images.
The STARE dataset consists of 20 fundus images with their corresponding manual labels annotated by two human experts. The resolution of each image is $700 \times 605$ pixels. Generally, the first 10 images and their labels are used as training set, and the rest 10 images are used as test set.

The CHASEDB1 dataset contains 28 fundus images and their labels with a resolution of $999 \times 960$ pixels. The first 20 images are usually used as training set and the rest 8 images are considered as test set.

In order to evaluate the generalization performance of our model, we also tested our OCE-Net on some challenging datasets, including AV-WIDE [65], UoA-DR [66], RFMiD [67] and UK Biobank [68].

The AV-WIDE dataset contains 30 wide-FOV color images and the arteries and veins were annotated separately for artery-vein classification. The resolutions of images vary, but most of them are around $1300 \times 800$ pixels. The vessels are usually very thin in AV-WIDE. The UoA-DR dataset consists of 200 images with a resolution of $2124 \times 2056$ pixels, which were collected by University of Auckland. The RFMiD dataset contains 3200 fundus images. 1920 images of them are divided into the training set, 640 images are divided into the validation set and the rest 640 images are divided into the test set. The fundus images were captured by three different fundus cameras. The sizes of images vary, having the resolutions of $4288 \times 2848$ (277 images), $2048 \times 1536$ (150 images) and $2144 \times 1424$ (1493 images), respectively. The UKBB dataset contains 100K fundus images with the size of $2048 \times 1536$ pixels.

Note that instead of retraining the model on these datasets, we just tested on these challenging sets using the models already trained on DRIVE [62].
4.2. Evaluation Metrics

We evaluated our model with some frequently-used metrics, including F1 score (F1), accuracy (Acc), sensitivity (SE), specificity (SP) and area under the ROC curve (AUC), which are defined as

\[ SE = \text{Recall} = \frac{TP}{TP + FN} \quad SP = \frac{TN}{TN + FP} \]

\[ F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

\[ Acc = \frac{TP + TN}{TP + TN + FP + FN} \]

where \( TP \), \( TN \), \( FP \), and \( FN \) represent the numbers of true positive, true negative, false positive, and false negative pixels, respectively. In addition, we also adopted some improved metrics proposed by Gegundez et al. [69], including connectivity (C), overlapping area (A), consistency of vessel length (L) and the overall metric (F). The overall metric (F) is defined as

\[ F = C \times A \times L \]

Moreover, Yan et al. [70] proposed some other novel metrics, including \( rSE \), \( rSP \) and \( rAcc \), for improving the corresponding SE, SP and Acc metrics, respectively. We also used these newly-designed metrics to evaluate our model and compare with other methods. More details about these redefined metrics can be found in [70]. Besides that, the Matthews Correlation Coefficient (Mcc) [71] was also used to evaluate our model.
5. Experiments

5.1. Implementation details

We built our model using PyTorch framework [72]. The model was trained on a TITAN XP GPU with 12G memory. The Adam optimizer [73] and the Cosine Annealing Learning Rate (LR) were adopted during the training. Before training, the fundus images were converted from RGB to grayscale, then Gamma correction and CLAHE [74] were applied to enhance the lightness and contrast of the grayscale fundus images. The images were randomly cropped into patches with a size of $48 \times 48$ pixels due to the limitation of GPU memory and the number of cropped patches was set to 15000. The batch size was set to 32 and the total epoch was set to 50. The early stopping strategy was adopted and the epoch was set to 8.

5.2. Overall comparison with other methods

In order to evaluate the performance of our method and demonstrate its superiority, extensive quantitative and qualitative experiments have been conducted.

As shown in Table. 2, 3 and 4, we compared our method with numerous state-of-the-art methods on the DRIVE [62], STARE [63] and CHASEDB1 [64] datasets. In terms of the commonly used indicators, our method outperforms most of previous state-of-the-art methods especially on DRIVE.

Among these compared methods, BTS-DSN [32] neither focus more attention on local thin vessels and capture global context information, therefore, it achieved poor performance on both SE and SP. CSU-Net [60] developed a context path to capturing the global context of images but neglected to emphasize local details of thin vessel, therefore, it achieved good performance
on SP but relatively low in SE. CTF-Net [33] specially designed a Fine seg-
Net to deal with local thin vessels but neglected the global context of the
whole vascular system, therefore, it achieved high indicators on SE but low
on SP. Different from these methods, our OCE-Net captures both global and
local information of vessel as well as focuses more attention on thin vessels,
so OCE-Net achieves promising performance on both SE and SP.

As shown in Table 5, in terms of some newly redefined metrics, our
method also outperforms many other recent methods.

SkelCon [36] adopted the contrastive learning (CL) strategy to better fit
the shape of vessel for improving the connectivity of thin vessels, therefore,
it achieved better performance on vessel connectivity. However, it did not
capture global context information of vessels and focus more attention on
thin vessels, so it obtained poor performance on rSE and rSP indicators. In
comparison, thanks to taking both local and global information into consid-
eration, our OCE-Net can achieve better performance than SkelCon on both
rSE and rSP.

Note that in Table 4, on the CHASEDB1 dataset, CTF-Net [33] achieved
better F1 score and SP than our OCE-Net, which is mainly because the
fundus images in CHASEDB1 are quite different from the images in the
DRIVE and STARE datasets. As shown in Fig. 9, there are almost no
thin vessels in the images from CHASEDB1, but containing mainly thick
vessels. In addition, the orientations of the blood vessels in CHASEDB1
are also less complicated. However, our newly designed modules for OCE-
Net are mainly used to deal with thin vessels with complex orientations and
contexts. Therefore, our OCE-Net performed less effective on CHASEDB1
Table 1: Experiments conducted on DRIVE for performance comparison of segmenting thin vessels.

| Method       | Connectivity (C) | Overlapping Area (A) | Consistency (L) |
|--------------|------------------|----------------------|-----------------|
| UNet         | 91.34            | 85.72                | 78.66           |
| Attention UNet | 92.03            | 87.89                | 80.14           |
| Dense UNet   | 92.27            | 88.02                | 80.36           |
| OCE-Net      | 92.45            | 88.23                | 80.68           |

than on DRIVE and STARE. In addition, in terms of some novel indicators in Table. 5, SkelCon [36] achieved better performance on Connectivity (C) and Consistency (L), because SkelCon specially designed modules to improve the connectivity and consistency of vessels.

As shown in Fig. 8, on these three widely-used datasets, Our method achieves better visual segmentation results than the previous methods. Compared with other methods in Fig. 9, our method can effectively segment the thin blood vessels. In contrast, many other methods can not segment thin vessels well.

In addition, we also conducted quantitative comparison of detecting thin vessels on DRIVE. We used morphological image processing to separate out thin vessels. We chose three novel indicators including Connectivity (C), Overlapping Area (A) and Consistency (L), proposed in [70], because thin vessels are usually very small, therefore, it is not suitable to evaluate them with ACC and AUC. As shown in Table. 1, our OCE-Net achieved better performance on detecting thin vessels than other methods.
Table 2: Quantitative comparison with other state-of-the-art methods on DRIVE. Red: the best, Blue: the second best.

| Method                  | Year | F1  | Se  | Sp  | Acc | AUC  |
|-------------------------|------|-----|-----|-----|-----|------|
| 2nd observer [62]       | 2004 | N.A | 77.60 | 97.24 | 94.72 | N.A  |
| HED [21]                | 2016 | 80.89 | 76.27 | 98.01 | 95.24 | 97.58 |
| DeepVessel [24]         | 2016 | N.A | 76.12 | 97.68 | 95.23 | 97.52 |
| Orlando et al. [9]      | 2017 | N.A | 78.97 | 96.84 | 94.54 | 95.06 |
| JL-UNet [29]            | 2018 | 81.02 | 76.53 | 98.18 | 95.42 | 97.52 |
| CC-Net [34]             | 2018 | N.A | 76.25 | 98.09 | 95.28 | 96.78 |
| Att UNet [27]           | 2018 | 82.32 | 79.46 | 97.89 | 95.64 | 97.99 |
| Dense UNet [14]         | 2018 | 82.79 | 79.85 | 98.05 | 95.73 | 98.10 |
| Yan et al. [30]         | 2019 | N.A | 76.31 | 98.20 | 95.33 | 97.50 |
| BTS-DSN [32]            | 2019 | 82.08 | 78.00 | 98.06 | 95.51 | 97.96 |
| DUNet [15]              | 2019 | 82.49 | 79.84 | 98.03 | 95.75 | 98.11 |
| CTF-Net [33]            | 2020 | 82.41 | 78.49 | 98.13 | 95.67 | 97.88 |
| CSU-Net [60]            | 2021 | 82.51 | 80.71 | 97.82 | 95.65 | 98.01 |
| **OCE-Net (Ours)**      | 2022 | 83.02 | 80.18 | 98.26 | 95.81 | 98.21 |

Table 3: Quantitative comparison with other state-of-the-art methods on STARE dataset.

| Method                  | Year | F1  | Se  | Sp  | Acc | AUC  |
|-------------------------|------|-----|-----|-----|-----|------|
| HED [21]                | 2016 | 82.68 | 80.76 | 98.22 | 96.41 | 98.24 |
| Orlando et al. [9]      | 2017 | N.A | 76.80 | 97.38 | 95.19 | 95.70 |
| JL-UNet [29]            | 2018 | N.A | 75.81 | 98.46 | 96.12 | 98.01 |
| Att UNet [27]           | 2018 | 81.36 | 80.67 | 98.16 | 96.32 | 98.33 |
| CC-Net [34]             | 2018 | N.A | 77.09 | 98.48 | 96.33 | 97.00 |
| Dense UNet [14]         | 2018 | 82.32 | 78.59 | 98.42 | 96.44 | 98.47 |
| Yan et al. [30]         | 2019 | N.A | 77.35 | 98.57 | 96.38 | 98.33 |
| BTS-DSN [32]            | 2019 | **83.62** | **82.01** | 98.28 | **96.60** | **98.72** |
| DUNet [15]              | 2019 | 82.30 | 78.92 | 98.16 | 96.34 | 98.43 |
| **OCE-Net (Ours)**      | 2022 | **83.41** | **80.12** | **98.65** | **96.72** | **98.76** |
Table 4: Quantitative comparison with other state-of-the-art methods on CHASEDB1 dataset.

| Method              | Year | F1   | Se   | Sp   | Acc  | AUC  |
|---------------------|------|------|------|------|------|------|
| 2nd observer [62]   | 2004 | N.A  | 81.05| 97.11| 95.45| N.A  |
| HED [21]            | 2016 | 78.15| 75.16| 98.05| 95.97| 97.96|
| DeepVessel [24]     | 2016 | N.A  | 74.12| 97.01| 96.09| 97.90|
| Orlando et al. [9]  | 2017 | N.A  | 75.65| 96.55| 94.67| 94.78|
| JL-UNet [29]        | 2018 | N.A  | 76.33| 98.09| 96.10| 97.81|
| Att UNet [27]       | 2018 | 80.12| 80.10| 98.04| 96.42| 98.40|
| Dense UNet [14]     | 2018 | 79.01| 78.93| 97.92| 96.11| 98.35|
| Yan et al. [30]     | 2019 | N.A  | 76.41| 98.06| 96.07| 97.76|
| BTS-DSN [32]        | 2019 | 79.83| 78.88| 98.01| 96.27| 98.40|
| DUNet [15]          | 2019 | 79.32| 77.35| 98.01| 96.18| 98.39|
| CTF-Net [33]        | 2019 | 82.20| 79.48| 98.42| 96.48| 98.47|
| OCE-Net (Ours)      | 2022 | 81.96| 81.38| 98.24| 96.78| 98.72|

Table 5: Quantitative comparison of several newly proposed metrics [70] between our method and other methods on DRIVE dataset. Note that the model of SA-UNet [28] was reproduced by us in order to eliminate the inconsistency of indicators in different papers [15] [28].

| Method            | F   | C   | A   | L   | rSe  | rSp  | rAcc | Mcc  |
|-------------------|-----|-----|-----|-----|------|------|------|------|
| 2nd observer      | 83.75 | 100 | 93.98 | 89.06 | 85.84 | 99.19 | 95.74 | 76.00 |
| HED [21]          | 80.09 | 99.75 | 90.06 | 89.11 | 71.57 | 95.11 | 89.08 | 66.00 |
| DRIU [4]          | 80.43 | 99.56 | 91.52 | 88.23 | 82.36 | 96.85 | 93.13 | 71.61 |
| DeepVessel [24]   | 61.74 | 99.60 | 84.23 | 73.38 | 54.93 | 99.78 | 88.32 | 73.34 |
| V-GAN [25]        | 84.82 | 99.64 | 94.69 | 89.84 | 80.77 | **99.63** | 94.76 | 80.24 |
| JL-UNet [29]      | 81.06 | 99.61 | 93.08 | 87.35 | 76.11 | 99.57 | 93.53 | 78.98 |
| SWT-FCN [31]      | 83.92 | 99.73 | 94.36 | 89.11 | 79.63 | 99.64 | 94.48 | **80.53** |
| DeepDyn [35]      | 84.53 | 90.70 | 94.58 | 89.61 | 81.52 | 99.44 | **94.82** | 80.02 |
| DAP [75]          | 82.55 | 99.72 | 93.74 | 88.24 | 78.57 | 99.57 | 94.15 | 79.00 |
| DRIS-GP [55]      | 84.94 | 99.68 | **94.91** | 89.74 | 80.22 | **99.64** | 94.66 | **81.84** |
| SA-UNet [28]      | 83.19 | 99.61 | 93.96 | 88.89 | 80.01 | 99.32 | 94.53 | 79.67 |
| SkelCon [36]      | **85.30** | **99.85** | 93.58 | **91.26** | 83.23 | 98.59 | 94.61 | 80.30 |
| **OCE-Net**       | **85.83** | **99.80** | **95.07** | **90.43** | **83.83** | **99.29** | **95.30** | **80.40** |
Figure 8: Visual comparison with other state-of-the-art methods on DRIVE, CHASEDB1 and STARE datasets from top to bottom rows. The orange arrows indicate some details of segmentation. Please zoom in for better view.

Figure 9: Visual comparison with other state-of-the-art methods for segmenting thin vessels.
Table 6: Comparison between the proposed GLFM and other prevalent modules serving as attention gates on DRIVE.

| Method                              | F1   | Se   | Sp   | Acc  | AUC  |
|-------------------------------------|------|------|------|------|------|
| Baseline (UNet) [16]                | 82.11| 79.48| 97.94| 95.59| 97.85|
| + Attention Gate [27]               | 82.33| 79.12| 98.09| 95.68| 98.02|
| + CBAM [76]                        | 82.21| 79.26| 98.01| 95.64| 97.92|
| + Non-local [37]                   | 82.57| 79.88| 98.04| 95.73| 98.10|
| + DNL [42]                         | 82.37| 78.99| 98.02| 95.72| 98.10|
| + Self-Attention [38]              | 82.66| 79.32| 98.12| 95.73| 98.12|
| + GLFM (Proposed)                  | 83.00| 80.90| 97.92| 95.76| 98.16|

5.3. Comparison and ablation study of individual modules

5.3.1. Comparison between the proposed GLFM and other attention gates

The proposed GLFM can be viewed as an alternative of attention gates of U-shaped networks. We compared our GLFM with other attention blocks and self-attention blocks by individually adding different attention gates to the baseline UNet. Among the methods listed in Table 6, the original attention gate in [27] and CBAM block [76] can be viewed as the modules that only carry out ‘local’ attention. The NL, DNL, self-attention blocks can be seen as the methods that only apply ‘global’ attention. In contrast, the proposed GLFM not only exerts ‘local’ attention, but also applies ‘global’ attention.

From Table 6, the proposed GLFM outperforms all the ‘local’-only and ‘global’-only attention modules. This demonstrates that it is important to capture both of the global context information and the local details of vessels, because global context represents the overall structure information of blood vessels, while the local details focus more on the thin vessels. Without local attention, thin vessels would be missed easily.
5.3.2. Comparison between the proposed OCE-NL/OCE-DNL and other modules serving as core fusion module in MSFM

The proposed OCE-NL and OCE-DNL act as the core modules of the MSFM, which are used to entangle the context and orientation information. In order to prove the superiority of this entanglement mechanism, we conducted comparison by directly replacing the OCE-NL (OCE-DNL) with other prevalent modules for fair comparison, including vanilla NL, DNL and self-attention modules. The results shown in Table. 7 demonstrate that entangling orientation features with the output features of the network can effectively improve the reconstruction of vessels compared with vanilla NL and DNL. Because orientation features provide more concentration on blood vessels via the oriented constraints of DCOA Conv, which can act as a kind of auxiliary prior information and help the network reconstruct vessels better.

In Table. 7, 'Addition + DNL' means the plain and orientation features are added together by element-wise addition operation and then fed into DNL for fusion. 'Concat + DNL' means the plain and orientation features are concatenated together and a Conv1x1 operator is then applied to the features for dimension reduction, and then fed into DNL for fusion. The addition, concatenation and our proposed cross-correlated entanglement can be regarded as three independent ways for feature fusion. Compared with DNL without using orientation prior features, both 'Addition + DNL' and 'Concat + DNL' (both the plain and orientation features involved) gain a significant improvement over the 'plain features only' method, which indicates that orientation features can indeed help segment vessels better. Among the 'both plain and orientation features involved' methods, our proposed entanglement
is the best way to integrate the plain and orientation features together.

Table 7: Comparison between the proposed OCE-NL/OCE-DNL and other modules serving as core fusion block in MSFM on STARE.

| Method                      | F1    | Se    | Sp    | Acc   | AUC   |
|-----------------------------|-------|-------|-------|-------|-------|
| Baseline (UNet) [16]        | 80.87 | 74.82 | 98.78 | 96.24 | 98.17 |
| + Self-Attention [38]       | 82.22 | 77.77 | 98.64 | 96.43 | 98.40 |
| + Non-local (NL) [37]       | 81.06 | 75.55 | 98.87 | 96.40 | 98.46 |
| + DNL [42]                  | 80.89 | 75.36 | 98.96 | 96.36 | 98.49 |
| Addition + DNL              | 82.06 | 76.21 | 98.86 | 96.46 | 98.51 |
| Concat + DNL                | 82.32 | 75.29 | 98.89 | 96.54 | 98.53 |
| + OCE-NL (Proposed)         | 81.95 | 75.17 | 99.02 | 96.49 | 98.57 |
| + OCE-DNL (Proposed)        | 82.37 | 75.65 | 99.05 | 96.56 | 98.58 |

5.3.3. Comparison between the proposed DCOA Conv and other convolutions

We compared the proposed DCOA Conv with other prevalent variants of convolution. Note that we directly replaced all the vanilla convolution in the UNet with different convolution variants during testing for fair comparison.

In Table. 8, ‘Gabor Conv (4)/(8)’ and ‘DCOA Conv (4)/(8)’ mean that filters with 4 or 8 different orientations were adopted. ‘Dynamic Conv (4)/(8)’ means 4 or 8 kernels were used.

As shown in Table. 8, the proposed DCOA Conv outperforms other convolution operators when the number of orientation was set to 8. Note that Gabor Conv has side effect on vessel segmentation when it was inserted into the UNet baseline, because Gabor Conv can only encode a single orientation per channel, which can not capture the complex vessels with various orientations. This restriction limits the network to learn the complex orientation characteristics of blood vessels, resulting in poor performance.

Dynamic Conv (4) and Dynamic Conv (8) have similar effects because
Dynamic Conv improves the performance by adding more kernels, however, these kernels do not have orientation selectivity. When the number of kernels is 4 in Dynamic Conv, the feature extraction capability of network has reached its peak, therefore, increasing the number of kernels to 8 cannot improve the feature extraction capability.

In comparison, the proposed DCOA Conv has the ability of capturing complex multiple orientations, which succeeds in overcoming the disadvantage of Gabor Conv. Through our experiments, eight orientations are enough for our model to work well on the DRIVE dataset, and adding more orientations would not contribute much. Especially, the vascular orientation in the CHASEDB1 dataset is much simpler than that in the DRIVE dataset, with fewer thin vessels and less complexity of orientations, therefore, four orientations can well encode the orientation information for the CHASEDB1 dataset.

Deformable Conv improves the performance by fitting the kernel’s shapes to vessels (by learning the varying shapes of vessels). In comparison, our proposed DCOA Conv learns different orientations of vessels by integrating multiple oriented kernels together. These two methods improve the accuracy of vascular segmentation from two different starting points.

5.3.4. Why do we must fuse the plain and the orientation features together via SAFM?

As shown in Fig. 1, we fused the plain features extracted by basic blocks and the orientation features extracted by DCOA blocks together in the network via SAFM. Why is this fusion essential? In order to answer this important question, we conducted experiments to demonstrate that the fusion
Table 8: Comparison and ablation study between the proposed DCOA Conv and other prevalent convolution operators on DRIVE.

| Method                              | F1  | Se  | Sp  | Acc | AUC |
|-------------------------------------|-----|-----|-----|-----|-----|
| Baseline (UNet) [16]                | 82.11 | 79.48 | 97.94 | 95.59 | 97.85 |
| + Gabor Conv (4) [52]               | 81.43 | 78.85 | 97.89 | 95.48 | 97.73 |
| + Gabor Conv (8) [52]               | 81.78 | 77.99 | 98.12 | 95.52 | 97.82 |
| + DR Conv [51]                      | 82.11 | 79.29 | 98.03 | 95.63 | 97.93 |
| + Cond Conv [53]                    | 81.94 | 80.24 | 97.86 | 95.62 | 97.94 |
| + Dynamic Conv (4) [54]             | 82.22 | 80.15 | 98.00 | 95.69 | 98.08 |
| + Dynamic Conv (8) [54]             | 82.31 | 79.55 | 98.03 | 95.69 | 98.08 |
| + Deformable Conv V1 [49]           | 82.42 | 80.42 | 97.93 | 95.70 | 98.11 |
| + Deformable Conv V2 [50]           | 82.26 | 79.82 | 98.00 | 95.69 | 98.10 |
| + DCOA Conv (4)                     | 82.28 | 79.67 | 98.01 | 95.64 | 98.03 |
| + DCOA Conv (8)                     | 82.69 | 80.50 | 97.97 | 95.74 | 98.13 |

It is essential to involve the orientation information into the network. As shown in Table. 9, when we removed the DCOA block and SAFM from the OCE-Net, corresponding to the ’plain only’ mode, which can not capture the orientation information of vessels well. When we directly replaced the plain conv with the proposed DCOA Conv, corresponding to the ’orientation only’ mode, which only uses the DCOA Conv to extract orientation features. As we can see in Table. 9, the results of ’orientation only’ mode are significantly lower than those of ’plain only’ mode, which demonstrates that segmenting vessels with only orientation features would fail to gain promising results and even has side effects on the context-aware modules (GLFM, OCE-DNL), because except for the orientation features, other features such as fundus background and other tissues, can serve as negative samples against the blood vessels (positive samples) and also play an important role in accurately detecting vessels. Therefore, orientation features should be regarded as a kind of auxiliary prior guidance, used to help the
Table 9: Experiments conducted on CHASEDB1 for explaining for the necessity of SAFM. The underlined results indicate significant declined performance.

| Method                        | F1  | Se  | Sp  | Acc | AUC |
|-------------------------------|-----|-----|-----|-----|-----|
| Plain only                    | 81.42 | 83.19 | 97.97 | 96.56 | 98.62 |
| Orientation only (DCOA)       | 81.01 | 82.74 | 97.84 | 96.47 | 98.48 |
| Fusion by Conv1x1             | 71.76 | 60.76 | 98.96 | 94.97 | 98.61 |
| **Fusion by SAFM**            | 81.59 | 82.25 | 98.11 | 96.66 | 98.67 |

plain features for better reconstruction of vessels.

Considering that there are some redundant channels in both features and there is correlation between the channels of the two features, direct fusion using 1x1 convolution cannot achieve the best performance, what’s worse, when we replaced SAFM with Conv1x1 (the most commonly used fusion module) as the fusion module, the segmentation performance declines seriously, as indicated by the underlined results in Table. 9. In comparison, adopting SAFM as fusion module in the network instead of Conv1x1 can gain a distinct improvement.

5.3.5. Comparison between the proposed UARM and the vanilla spatial attention as the refining module

At the end of the network, the proposed UARM is adopted to refine the final output features by dealing with the unbalance problem among the fundus background, thick and thin vessels. The vanilla spatial attention is used here as the competitor in order to prove the effectiveness of our UARM. As shown in Table. 10, the vanilla spatial attention gains an improvement, and the proposed UARM is better than the vanilla spatial attention. In the UNet baseline, the attention of the network focuses more on the thick vessels which have more salient features and the thin vessels are usually neglected,
resulting in low segmentation accuracy. As shown in Fig. 10, UARM can allocate more attention to distinguish thin vessels and obtain a significant promotion.

Table 10: Comparison between the proposed UARM and the vanilla spatial attention serving as the final refining module on DRIVE.

| Method                        | F1  | Se  | Sp  | Acc | AUC |
|-------------------------------|-----|-----|-----|-----|-----|
| Baseline (UNet) [16]          | 82.11 | 79.48 | 97.94 | 95.59 | 97.85 |
| + Spatial Attention [59]      | 82.19 | 79.47 | 98.01 | 95.66 | 98.04 |
| + UARM (Proposed)             | 82.61 | 80.02 | 98.03 | 95.73 | 98.10 |

Figure 10: Ablation study of UARM in terms of visual attention map. More attention that network is paid on the thin vessels.

5.4. Overall ablation study for each proposed modules

In Table. 11, we conducted an overall ablation study for each of the proposed modules on CHASEDB1. Note that directly replacing the plain convolution with DCOA Conv would make the model worse and yield a dramatic performance reduction, as indicated by the underlined results in Table 11. Only with SAFM can plain features and orientation features be well fused. Note that the model referred here is the model equipped with the context-aware modules, such as GLFM and OCE-DNL. Directly replacing
Figure 11: Visual ablation study of each proposed module. Notice the last second column, when we directly replaced plain conv with DCOA Conv, the visual effect got worse, however, as shown in the last column, when we used SAFM to fuse the plain and orientation features, an improvement was witnessed. The corresponding quantitative results are listed in Table. 11.
Table 11: Overall ablation study for each proposed module on CHASEDB1. The underlined results indicate significant declined performance.

| Method                                  | F1   | Se   | Sp   | Acc  | AUC  |
|-----------------------------------------|------|------|------|------|------|
| Baseline (UNet)                         | 79.22| 79.10| 97.81| 96.30| 98.22|
| + DCOA Conv                             | 80.71| 79.38| 98.11| 96.45| 98.47|
| + GLFM                                  | 80.61| 79.93| 98.09| 96.47| 98.48|
| + GLFM + OCE-DNL                        | 81.33| 82.03| 97.98| 96.54| 98.58|
| + GLFM + OCE-DNL + DCOA Conv            | 81.01| 81.24| 97.92| 96.50| 98.48|
| + GLFM + OCE-DNL + Deformable Conv      | 80.31| 79.41| 98.32| 96.51| 98.49|
| + GLFM + OCE-DNL + Deformable Conv + SAFM| 81.29| 81.86| 98.12| 96.60| 98.62|
| + GLFM + OCE-DNL + DCOA Conv + SAFM + UARM | **81.59** | **82.25** | **98.11** | **96.66** | **98.67** |

the plain conv with the DCOA Conv in the vanilla UNet can actually gain an improvement, which indicates that there is an unexpected conflict between the vessel-aware conv and context-aware modules. This conflict will be discussed later in Section 5.5.

It is worth mentioning that directly replacing the plain convolution with Deformable Conv [49] [50] would unexpectedly make the performance (of the model with context-aware modules) worse as well. The reason is similar with the DCOA Conv mentioned before, because the Deformable Conv reshapes the convolution kernels (DCOA Conv also changes the shape of convolution kernels) to fit the vessels and inevitably neglects other important features like fundus background and other tissues, which can serve as important negative samples to help better detect blood vessels. When we adopted SAFM to fuse the plain features and the features extracted by deformable convolution together, a promotion on segmentation was also obtained like that when we fused the plain and orientation features together before, which emphasizes again that it is essential to integrate the plain features and the vessel-aware
features (shape-aware or orientation-aware) together.

5.5. The conflict between the vessel-aware conv and the context-aware modules

We reclaim that directly inserting DCOA Conv or Deformable Conv into a vanilla UNet without the context-aware modules (GLFM, OCE-DNL) can actually gain an improvement, but the performance of context-aware modules will be degraded when they work together with vessel-aware convolution. In other words, there is a conflict between the vessel-aware conv and the context-aware modules. The reasons are as follows. The vessel-aware conv extracts the local features with special orientations (DCOA Conv) or shapes (Deformable Conv), however, other features (background and non-vascular tissues) can not be extracted and encoded in these vessel-aware features. In contrast, context-aware modules work to capture the global context information by computing all the features in the fundus images, including the vascular and non-vascular features, which is the reason why 'orientation-only' mode in Table. 9 gains a relatively worse performance. This demonstrates again that both the plain and the orientation features are equally important. The function of the proposed SAFM is exactly to tackle the conflict and make the vessel-aware conv compatible with those context-aware modules, and our OCE-DNL is also a novel approach to entangle the vessel-aware features into the context information.

5.6. Comparison with other methods on other challenging test sets

In order to evaluate the generalization and robustness of our OCE-Net, we tested our model on several challenging test sets, including AV-WIDE [65], UoA-DR [66], RFMiD [67] and UK Biobank [68]. Note that all the models
Figure 12: Visual comparison on the AV-WIDE (the first row) and UoA-DR (the second row) datasets.

Figure 13: Visual comparison on the RFMiD (the first row) and UK Biobank (the second row) datasets.
involved in comparison were trained on DRIVE instead of re-training from scratch on these challenging datasets. For fair comparison, all the models involved here were trained and tested with grayscale fundus images rather than RGB images.

As shown in Fig. 12 and 13, our method outperforms other methods, including DRIU [4] and DRIS-GP [55], and gains a significant improvement over the baseline UNet [16]. Note that in the test on the UK Biobank [68] in the second row of Fig. 13, the orange arrows indicate the area where the thin vessels are severely obscured by the opacity, which are difficult to be detected, even with human eyes. In contrast, our method can detect these blurred and occluded vessels well, which demonstrates the strong power of the proposed OCE-Net.

| Test set                  | Method       | Se     | Sp    | Acc   | AUC   |
|---------------------------|--------------|--------|-------|-------|-------|
| DRIVE (trained on STARE)  | CC-Net [34]  | 72.17  | 98.20 | 94.86 | 93.27 |
|                           | BTS-DSN [32] | 72.92  | 98.15 | 95.02 | 97.09 |
|                           | OCE-Net      | 75.36  | 98.62 | 94.65 | 97.32 |
| STARE (trained on DRIVE)  | CC-Net [34]  | 74.99  | 97.98 | 95.63 | 96.21 |
|                           | BTS-DSN [32] | 71.88  | 98.16 | 95.48 | 94.86 |
|                           | OCE-Net      | 75.06  | 98.28 | 95.53 | 96.23 |

5.7. Cross validation

In order to test the generalization ability, we conducted cross validation experiments on DRIVE and STARE and compared with other methods. As shown in Table. 12, compared with other methods, our method achieves promising performance in terms of Se, Sp and AUC and comparable perfor-
mance in terms of Acc. This demonstrates the relatively better generalization ability of the proposed model.

Figure 14: Comparison of model parameters. Note that the size of circle indicates the number of model parameters. F1 score and AUC are used to evaluate the performance of models.

5.8. Comparison of Parameters

As shown in Fig. 14, we compared our OCE-Net with other state-of-the-art methods in terms of model parameters, F1 score and AUC. Our OCE-Net uses plain UNet as the backbone. The parameters of the UNet model are about 3.4MB. Our OCE-Net has about 6.3MB parameters after adding all the proposed modules (DCOA Conv, GLFM, OCE-DNL and UARM).
into the UNet backbone. In contrast, JL-UNet [29] is a large model with about 33MB parameters, however, it achieved the worst performance. CTF-Net [33], DRIU [4], Attention UNet [27] and BTS-DSN [32] have similar numbers of parameters (around 7MB) and similar performance. In addition, Dense Unet has about 11MB parameters and Deformable UNet (DUNet) has 7.4MB parameters, but both of them perform less effective than our OCE-Net. Our OCE-Net achieves the best performance in terms of F1 score and AUC without introducing too much parameters.

6. Discussion

We compared our OCE-Net with many other state-of-the-art methods in terms of both quantitative and qualitative ways. We reproduced the network models of many UNet-based methods and retrained them from scratch on our codes, such as Attention UNet and Dense UNet. And some methods provide original codes and segmentation results, such as JL-UNet and SkelCons, therefore we used their segmentation results for the comparison. However, some methods did not provide codes and results, such as DeepVessel, CC-Net, BTS-DSN and CSU-Net, we can only compare our methods with the data in their papers. In general, we believe that the comparison can prove the advantage of our work.

7. Conclusion

In this paper, a novel model called OCE-Net is proposed to simultaneously capture the orientation and context information of blood vessels as well as entangle them together. To this end, a novel convolution operator is designed to fit the vessels with complex orientations, and the experimental
results demonstrate that feature extraction along more specific orientations can improve vascular continuity and connectivity. In addition, a global and local fusion module is constructed to leverage both of the context and detail information of vessels, because context information can help the network perceive the whole vascular skeleton and deal with occlusion well. Moreover, a novel entanglement mechanism is developed to entangle the context and the orientation information by introducing cross-correlation into vanilla non-local. Finally, to deal with the unbalance among fundus background, thick and thin vessels, a novel attention module is proposed to refine the results by allocating more attention to the regions where the vessels have quite low discriminability.

Though promising performance have been obtained, there is still space for improving our model, considering that retinal vessel segmentation is quite challenging. For example, when fundus images contain various lesions, the continuity and connectivity of the extracted vessels are quite poor. As an important future work, we plan to build a graph model to perceive the entire vascular skeleton to better capture the context information and improve vascular connectivity.

8. Acknowledgment

This work was supported by Key Area R&D Program of Guangdong Province (2018B030338001), National Natural Science Foundation of China (62076055) and Medico-Engineering Cooperation Funds from UESTC (ZYGX2022YGRH013).
References

[1] Tao Li, Wang Bo, Chunyu Hu, Hong Kang, Hanruo Liu, Kai Wang, and Huazhu Fu. Applications of deep learning in fundus images: A review. Medical Image Analysis, 69:101971, 2021.

[2] Ana Maria Mendonca and Aurelio Campilho. Segmentation of retinal blood vessels by combining the detection of centerlines and morphological reconstruction. IEEE transactions on medical imaging, 25(9):1200–1213, 2006.

[3] Pawel Liskowski and Krzysztof Krawiec. Segmenting retinal blood vessels with deep neural networks. IEEE transactions on medical imaging, 35(11):2369–2380, 2016.

[4] Kevis-Kokitsi Maninis, Jordi Pont-Tuset, Pablo Arbeláez, and Luc Van Gool. Deep retinal image understanding. In International conference on medical image computing and computer-assisted intervention, pages 140–148. Springer, 2016.

[5] Subhasis Chaudhuri, Shankar Chatterjee, Norman Katz, Mark Nelson, and Michael Goldbaum. Detection of blood vessels in retinal images using two-dimensional matched filters. IEEE Transactions on medical imaging, 8(3):263–269, 1989.

[6] José Ignacio Orlando and Matthew Blaschko. Learning fully-connected crfs for blood vessel segmentation in retinal images. In international conference on medical image computing and computer-assisted intervention, pages 634–641. Springer, 2014.
[7] Qiaoliang Li, Bowei Feng, LinPei Xie, Ping Liang, Huisheng Zhang, and Tianfu Wang. A cross-modality learning approach for vessel segmentation in retinal images. IEEE Transactions on Medical Imaging, 35(1):109–118, 2015.

[8] João VB Soares, Jorge JG Leandro, Roberto M Cesar, Herbert F Jelinek, and Michael J Cree. Retinal vessel segmentation using the 2-d gabor wavelet and supervised classification. IEEE Transactions on Medical Imaging, 25(9):1214–1222, 2006.

[9] José Ignacio Orlando, Elena Prokofyeva, and Matthew B Blaschko. A discriminatively trained fully connected conditional random field model for blood vessel segmentation in fundus images. IEEE Transactions on Biomedical Engineering, 64(1):16–27, 2016.

[10] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556, 2014.

[11] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 770–778, 2016.

[12] Marcos Vinicius dos Santos Ferreira, Antonio Oseas de Carvalho Filho, Alcilene Dalilia de Sousa, Aristofanes Correa Silva, and Marcelo Gattass. Convolutional neural network and texture descriptor-based automatic
detection and diagnosis of glaucoma. Expert Systems with Applications, 110:250–263, 2018.

[13] Maryam Badar, Muhammad Haris, and Anam Fatima. Application of deep learning for retinal image analysis: A review. Computer Science Review, 35:100203, 2020.

[14] Xiaomeng Li, Hao Chen, Xiaojuan Qi, Qi Dou, Chi-Wing Fu, and Pheng-Ann Heng. H-denseunet: hybrid densely connected unet for liver and tumor segmentation from ct volumes. IEEE transactions on medical imaging, 37(12):2663–2674, 2018.

[15] Qiangguo Jin, Zhaopeng Meng, Tuan D Pham, Qi Chen, Leyi Wei, and Ran Su. Dunet: A deformable network for retinal vessel segmentation. Knowledge-Based Systems, 178:149–162, 2019.

[16] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-net: Convolutional networks for biomedical image segmentation. In International Conference on Medical image computing and computer-assisted intervention, pages 234–241. Springer, 2015.

[17] Caixia Kou, Wei Li, Zekuan Yu, and Luzhan Yuan. An enhanced residual u-net for microaneurysms and exudates segmentation in fundus images. IEEE Access, 8:185514–185525, 2020.

[18] Huazhu Fu, Jun Cheng, Yanwu Xu, Damon Wing Kee Wong, Jiang Liu, and Xiaochun Cao. Joint optic disc and cup segmentation based on multi-label deep network and polar transformation. IEEE transactions on medical imaging, 37(7):1597–1605, 2018.
[19] Bob Zhang, Lin Zhang, Lei Zhang, and Fakhri Karray. Retinal vessel extraction by matched filter with first-order derivative of gaussian. Computers in biology and medicine, 40(4):438–445, 2010.

[20] George Azzopardi, Nicola Strisciuglio, Mario Vento, and Nicolai Petkov. Trainable cosfire filters for vessel delineation with application to retinal images. Medical image analysis, 19(1):46–57, 2015.

[21] Saining Xie and Zhuowen Tu. Holistically-nested edge detection. In Proceedings of the IEEE international conference on computer vision, pages 1395–1403, 2015.

[22] Elisa Ricci and Renzo Perfetti. Retinal blood vessel segmentation using line operators and support vector classification. IEEE transactions on medical imaging, 26(10):1357–1365, 2007.

[23] Uyen TV Nguyen, Alauddin Bhuiyan, Laurence AF Park, and Kotagiri Ramamohanarao. An effective retinal blood vessel segmentation method using multi-scale line detection. Pattern recognition, 46(3):703–715, 2013.

[24] Huazhu Fu, Yanwu Xu, Stephen Lin, Damon Wing Kee Wong, and Jiang Liu. Deepvessel: Retinal vessel segmentation via deep learning and conditional random field. In International conference on medical image computing and computer-assisted intervention, pages 132–139. Springer, 2016.

[25] Jaemin Son, Sang Jun Park, and Kyu-Hwan Jung. Retinal vessel seg-
mentation in fundoscopic images with generative adversarial networks. arXiv preprint arXiv:1706.09318, 2017.

[26] Seung Yeon Shin, Soochahn Lee, Il Dong Yun, and Kyoung Mu Lee. Deep vessel segmentation by learning graphical connectivity. Medical image analysis, 58:101556, 2019.

[27] Ozan Oktay, Jo Schlemper, Loïc Le Folgoc, Matthew Lee, Mattias Heinrich, Kazumari Misawa, Kensaku Mori, Steven McDonagh, Nils Y Hammerla, Bernhard Kainz, et al. Attention u-net: Learning where to look for the pancreas. arXiv preprint arXiv:1804.03999, 2018.

[28] Changlu Guo, Márton Szemenyei, Yugen Yi, Wenle Wang, Buer Chen, and Changqi Fan. Sa-unet: Spatial attention u-net for retinal vessel segmentation. In 2020 25th international conference on pattern recognition (ICPR), pages 1236–1242. IEEE, 2021.

[29] Zengqiang Yan, Xin Yang, and Kwang-Ting Cheng. Joint segment-level and pixel-wise losses for deep learning based retinal vessel segmentation. IEEE Transactions on Biomedical Engineering, 65(9):1912–1923, 2018.

[30] Zengqiang Yan, Xin Yang, and Kwang-Ting Cheng. A three-stage deep learning model for accurate retinal vessel segmentation. IEEE journal of Biomedical and Health Informatics, 23(4):1427–1436, 2018.

[31] Américo Oliveira, Sergio Pereira, and Carlos A Silva. Retinal vessel segmentation based on fully convolutional neural networks. Expert Systems with Applications, 112:229–242, 2018.
[32] Song Guo, Kai Wang, Hong Kang, Yujun Zhang, Yingqi Gao, and Tao Li. Bts-dsn: Deeply supervised neural network with short connections for retinal vessel segmentation. *International journal of medical informatics*, 126:105–113, 2019.

[33] Kun Wang, Xiaohong Zhang, Sheng Huang, Qiuli Wang, and Feiyu Chen. Ctf-net: Retinal vessel segmentation via deep coarse-to-fine supervision network. In *2020 IEEE 17th International Symposium on Biomedical Imaging (ISBI)*, pages 1237–1241. IEEE, 2020.

[34] Shouting Feng, Zhongshuo Zhuo, Daru Pan, and Qi Tian. Ccnet: A cross-connected convolutional network for segmenting retinal vessels using multi-scale features. *Neurocomputing*, 392:268–276, 2020.

[35] Aashis Khanal and Rolando Estrada. Dynamic deep networks for retinal vessel segmentation. *Frontiers in Computer Science*, page 35, 2020.

[36] Yubo Tan, Kai-Fu Yang, Shi-Xuan Zhao, and Yong-Jie Li. Retinal vessel segmentation with skeletal prior and contrastive loss. *IEEE Transactions on Medical Imaging*, 2022.

[37] Xiaolong Wang, Ross Girshick, Abhinav Gupta, and Kaiming He. Non-local neural networks. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 7794–7803, 2018.

[38] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. *Advances in neural information processing systems*, 30, 2017.
[39] Antoni Buades, Bartomeu Coll, and J-M Morel. A non-local algorithm for image denoising. In 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05), volume 2, pages 60–65. IEEE, 2005.

[40] Yue Cao, Jiarui Xu, Stephen Lin, Fangyun Wei, and Han Hu. Gcnet: Non-local networks meet squeeze-excitation networks and beyond. In Proceedings of the IEEE/CVF International Conference on Computer Vision Workshops, pages 0–0, 2019.

[41] Jie Hu, Li Shen, and Gang Sun. Squeeze-and-excitation networks. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 7132–7141, 2018.

[42] Minghao Yin, Zhuliang Yao, Yue Cao, Xiu Li, Zheng Zhang, Stephen Lin, and Han Hu. Disentangled non-local neural networks. In European Conference on Computer Vision, pages 191–207. Springer, 2020.

[43] Zilong Huang, Xinggang Wang, Lichao Huang, Chang Huang, Yunchao Wei, and Wenyu Liu. Ccnet: Criss-cross attention for semantic segmentation. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 603–612, 2019.

[44] Irwan Bello, Barret Zoph, Ashish Vaswani, Jonathon Shlens, and Quoc V Le. Attention augmented convolutional networks. In Proceedings of the IEEE/CVF international conference on computer vision, pages 3286–3295, 2019.
[45] Prajit Ramachandran, Niki Parmar, Ashish Vaswani, Irwan Bello, Anselm Levskaya, and Jon Shlens. Stand-alone self-attention in vision models. Advances in Neural Information Processing Systems, 32, 2019.

[46] Jun Fu, Jing Liu, Haijie Tian, Yong Li, Yongjun Bao, Zhiwei Fang, and Hanqing Lu. Dual attention network for scene segmentation. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pages 3146–3154, 2019.

[47] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir Anguelov, Dumitru Erhan, Vincent Vanhoucke, and Andrew Rabinovich. Going deeper with convolutions. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1–9, 2015.

[48] Yunho Jeon and Junmo Kim. Active convolution: Learning the shape of convolution for image classification. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 4201–4209, 2017.

[49] Jifeng Dai, Haozhi Qi, Yuwen Xiong, Yi Li, Guodong Zhang, Han Hu, and Yichen Wei. Deformable convolutional networks. In Proceedings of the IEEE international conference on computer vision, pages 764–773, 2017.

[50] Xizhou Zhu, Han Hu, Stephen Lin, and Jifeng Dai. Deformable convnets v2: More deformable, better results. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 9308–9316, 2019.
[51] Jin Chen, Xijun Wang, Zichao Guo, Xiangyu Zhang, and Jian Sun. Dynamic region-aware convolution. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 8064–8073, 2021.

[52] Shangzhen Luan, Chen Chen, Baochang Zhang, Jungong Han, and Jianzhuang Liu. Gabor convolutional networks. IEEE Transactions on Image Processing, 27(9):4357–4366, 2018.

[53] Brandon Yang, Gabriel Bender, Quoc V Le, and Jiquan Ngiam. Cond-conv: Conditionally parameterized convolutions for efficient inference. Advances in Neural Information Processing Systems, 32, 2019.

[54] Yinpeng Chen, Xiyang Dai, Mengchen Liu, Dongdong Chen, Lu Yuan, and Zicheng Liu. Dynamic convolution: Attention over convolution kernels. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 11030–11039, 2020.

[55] Venkateswararao Cherukuri, Vijay Kumar Bg, Raja Bala, and Vishal Monga. Deep retinal image segmentation with regularization under geometric priors. IEEE Transactions on Image Processing, 29:2552-2567, 2019.

[56] Ye Yuan, Li-Na Wang, Guoqiang Zhong, Wei Gao, Wencong Jiao, Junyu Dong, Biao Shen, Dongdong Xia, and Wei Xiang. Adaptive gabor convolutional networks. Pattern Recognition, 124:108495, 2022.

[57] Sergey Ioffe and Christian Szegedy. Batch normalization: Accelerating deep network training by reducing internal covariate shift. In
[58] Xiang Li, Wenhai Wang, Xiaolin Hu, and Jian Yang. Selective kernel networks. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 510–519, 2019.

[59] Xu Qin, Zhilin Wang, Yuanchao Bai, Xiaodong Xie, and Huizhu Jia. Ffa-net: Feature fusion attention network for single image dehazing. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 34, pages 11908–11915, 2020.

[60] Bo Wang, Shengpei Wang, Shuang Qiu, Wei Wei, Haibao Wang, and Huiguang He. Csu-net: A context spatial u-net for accurate blood vessel segmentation in fundus images. IEEE Journal of Biomedical and Health Informatics, 25(4):1128–1138, 2020.

[61] Huisi Wu, Jiasheng Liu, Wei Wang, Zhenkun Wen, and Jing Qin. Region-aware global context modeling for automatic nerve segmentation from ultrasound images. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 35, pages 2907–2915, 2021.

[62] Joes Staal, Michael D Abràmoff, Meindert Niemeijer, Max A Viergever, and Bram Van Ginneken. Ridge-based vessel segmentation in color images of the retina. IEEE transactions on medical imaging, 23(4):501–509, 2004.

[63] AD Hoover, Valentina Kouznetsova, and Michael Goldbaum. Locating blood vessels in retinal images by piecewise threshold probing of
a matched filter response. IEEE Transactions on Medical Imaging, 19(3):203–210, 2000.

[64] Muhammad Moazam Fraz, Paolo Remagnino, Andreas Hoppe, Bun-yarit Uyyanonvara, Alicja R Rudnicka, Christopher G Owen, and Sarah A Barman. An ensemble classification-based approach applied to retinal blood vessel segmentation. IEEE Transactions on Biomedical Engineering, 59(9):2538–2548, 2012.

[65] Rolando Estrada, Michael J Allingham, Priyatham S Mettu, Scott W Cousins, Carlo Tomasi, and Sina Farsiu. Retinal artery-vein classification via topology estimation. IEEE Transactions on Medical Imaging, 34(12):2518–2534, 2015.

[66] Renoh Johnson Chalakkal, Waleed H Abdulla, and S Sinumol. Comparative analysis of university of auckland diabetic retinopathy database. In Proceedings of the 9th International Conference on Signal Processing Systems, pages 235–239, 2017.

[67] Samiksha Pachade, Prasanna Porwal, Dhanshree Thulkar, Manesh Kokare, Girish Deshmukh, Vivek Sahasrabuddhe, Luca Giancardo, Gwenolé Quellec, and Fabrice Mériaudeau. Retinal fundus multi-disease image dataset (rfmid): a dataset for multi-disease detection research. Data, 6(2):14, 2021.

[68] Cathie Sudlow, John Gallacher, Naomi Allen, Valerie Beral, Paul Burton, John Danesh, Paul Downey, Paul Elliott, Jane Green, Martin Landray, et al. Uk biobank: an open access resource for identifying the
causes of a wide range of complex diseases of middle and old age. PLoS medicine, 12(3):e1001779, 2015.

[69] Manuel Emilio Gegúñdez-Arias, Arturo Aquino, José Manuel Bravo, and Diego Marín. A function for quality evaluation of retinal vessel segmentations. IEEE transactions on medical imaging, 31(2):231–239, 2011.

[70] Zengqiang Yan, Xin Yang, and Kwang-Ting Cheng. A skeletal similarity metric for quality evaluation of retinal vessel segmentation. IEEE transactions on medical imaging, 37(4):1045–1057, 2017.

[71] Khan Bahadar Khan, Muhammad Shahbaz Siddique, Muhammad Ahmad, and Manuel Mazzara. A hybrid unsupervised approach for retinal vessel segmentation. BioMed Research International, 2020, 2020.

[72] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, et al. Pytorch: An imperative style, high-performance deep learning library. Advances in neural information processing systems, 32, 2019.

[73] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

[74] Stephen M Pizer, E Philip Amburn, John D Austin, Robert Cromartie, Ari Geselowitz, Trey Greer, Bart ter Haar Romeny, John B Zimmerman, and Karel Zuiderveld. Adaptive histogram equalization and its varia-
tions. Computer vision, graphics, and image processing, 39(3):355–368, 1987.

[75] Xu Sun, Huihui Fang, Yehui Yang, Dongwei Zhu, Lei Wang, Junwei Liu, and Yanwu Xu. Robust retinal vessel segmentation from a data augmentation perspective. In International Workshop on Ophthalmic Medical Image Analysis, pages 189–198. Springer, 2021.

[76] Sanghyun Woo, Jongchan Park, Joon-Young Lee, and In So Kweon. Cbam: Convolutional block attention module. In Proceedings of the European conference on computer vision (ECCV), pages 3–19, 2018.