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Abstract. Let $A$ be a finite-dimensional algebra over an algebraically closed field $k$. For any finite-dimensional $A$-module $M$ we give a general formula that computes the indecomposable decomposition of $M$ without decomposing it, for which we use the knowledge of AR-quivers that are already computed in many cases. The proof of the formula here is much simpler than that in a prior literature by Dowbor and Mróz. As an example we apply this formula to the Kronecker algebra $A$ and give an explicit formula to compute the indecomposable decomposition of $M$, which enables us to make a computer program.

1. Introduction

Throughout this paper $k$ is an algebraically closed field, and all vector spaces, algebras and linear maps are assumed to be finite-dimensional $k$-vector spaces, finite-dimensional $k$-algebras and $k$-linear maps, respectively. Furthermore all modules over an algebra considered here are assumed to be finite-dimensional left modules.

Let $A$ be an algebra, $\mathcal{L}$ a complete set of representatives of isoclasses of indecomposable $A$-modules. Then the Krull-Schmidt theorem states the following. For each $A$-module $M$, there exists a unique map $d_M: \mathcal{L} \to \mathbb{N}_0$ such that

$$M \cong \bigoplus_{L \in \mathcal{L}} L^{(d_M(L))},$$

which is called an indecomposable decomposition of $M$. Therefore, $M \cong N$ if and only if $d_M = d_N$ for all $A$-modules $M$ and $N$, i.e., the map $d_M$ is a complete invariant of $M$ under isomorphisms. Note that since $M$ is finite-dimensional, the support $\text{supp}(d_M) := \{ L \in \mathcal{L} \mid d_M(L) \neq 0 \}$ of $d_M$ is a finite set. We call such a theory a decomposition theory that computes the indecomposable decomposition of a module.

Now Krull-Schmidt theorem reduces the description of the module category to that of the full subcategory of indecomposable modules, for which the Auslander-Reiten theory was developed since 1970s in representation theory of algebras. Almost split sequences are the most important notion in the theory that combine indecomposable modules by irreducible morphisms, by which unknown indecomposables are computed from known ones. In many cases it enabled us to compute the Auslander-Reiten quiver (AR-quiver for short) of $A$ that is a combinatorial description of the category of modules over $A$, the vertex set of which can be identified with the list $\mathcal{L}$. It is constructed by gluing all meshes that is a visual form of almost split sequences over $A$. Thus all information on almost split sequences over $A$ are encoded in the AR-quiver in a visual way. Namely, if $0 \to X \to Y \to Z \to 0$ is an almost split sequence, and $Y = \bigoplus_{i=1}^n Y_i^{(a_i)}$ ($n \geq 1$) is an indecomposable decomposition of $Y$ with $Y_i$ pairwise
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non-isomorphic and \( a_i \geq 1 \) for all \( i \), then we express it by the quiver
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with a broken line between \( X \) and \( Z \) (note here that also both \( X, Z \) are indecomposable by definition of almost split sequences). The correspondence \( \tau : Z \mapsto X \) is called the \( AR\)-translation. For example, it has the forms

\[
\begin{align*}
X & \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow Z & \text{if } n = 2, a_1 = a_2 = 1, \text{ and } \\& \\
Y_1 & \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow Y_2 & \text{if } n = 1, a_1 = 2.
\end{align*}
\]

See [2] for details.

The purpose of this paper is to develop a decomposition theory by using the knowledge of \( AR\)-quivers. Thus in the case that \( L \) is already computed and all almost split sequences are known, we aim to compute

(I) \( d_M \) and

(II) a finite set \( S_M \) such that \( \text{supp}(d_M) \subseteq S_M \subseteq L \)

for all \( A \)-modules \( M \). Note that (II) is needed to give a finite algorithm. If \( A \) is representation-finite (i.e., if the set \( L \) is finite), then the problem (II) is trivial because we can take \( S_M := L \).

In the topological data analysis, to analyse the topological features of a point cloud \( C \), a set of points in \( \mathbb{R}^n \) for some fixed positive integer \( n \), the persistent homology \( M_C \) may be used that encodes topological information on \( C \). Namely, fix a sequence of positive real numbers \( r_1 < r_2 < \cdots < r_n \). For each \( i \) a simplicial complex \( X(r_i) \) is defined by considering balls of radius \( r_i \) with center \( c \) (\( c \in C \)). This defines a sequence \( M_C \) of \( k \)-th homologies:

\[
H_k(X(r_1)) \rightarrow H_k(X(r_2)) \rightarrow \cdots \rightarrow H_k(X(r_n))
\]

for a fixed dimension \( k \), which encodes the “lifetime” of the \( k \)-dimensional “hole”. Now the persistent homology \( M_C \) is just a module over the path algebra \( \Lambda_n = kQ_n \) of a quiver \( Q_n \) of the form

\[
1 \xrightarrow{\alpha_1} 2 \xrightarrow{\alpha_2} \cdots \xrightarrow{\alpha_{n-1}} n
\]

of Dynkin type \( A_n \) for some positive integer \( n \). Therefore to understand the topological features of a point cloud \( C \) we can use the knowledge of the map \( d_{M_C} \), which is nothing but the “persistence diagram” of \( C \). Usually the values of \( d_{M_C}(L) \) \( (L \in L) \) is presented by colors on \( L \), and \( L \) is expressed by a set of lattice points in a triangle. More precisely, the list \( L \) is given by \( \{ \langle b, d \rangle \mid 1 \leq b \leq d \leq n \} \) thanks to Gabriel’s theorem on representations of Dynkin quivers, where \( \langle b, d \rangle \) is given by

\[
0 \rightarrow \cdots \rightarrow 0 \rightarrow k \xrightarrow{1} k \xrightarrow{1} \cdots \xrightarrow{1} k \rightarrow 0 \rightarrow \cdots \rightarrow 0
\]

with \( k \) starting at the vertex \( b \) and stopping at \( d \) (this represents the “lifetime” \( d - b \), “birth” \( b \) and “death” \( d \) of a \( k \)-dimensional hole). Therefore there exists a 1-1 correspondence between \( L \) and the set \( \{ \langle b, d \rangle \mid 1 \leq b \leq d \leq n \} \), which is a subset of \( \mathbb{Z}^2 \) forming a triangle (See for instance papers [11] and [12]). Note that this set of vertices together with horizontal and vertical edges connecting them can be regarded as the underlying graph of the \( AR \)-quiver of \( \Lambda_n \). As an application of our decomposition
theory we gave an explicit formula for $\Lambda_n$-modules, i.e., for the persistent diagram (see formula (3.3) in Example 3.7). We refer the reader to [9], [4], [5] and [7] for details on persistent homology and/or topological data analysis.

To analyse some properties of a set of point clouds, e.g., a motion of a point cloud, persistent homologies were generalized to persistence modules $M$, which turn out to be modules over an algebra of the form $\Lambda_m \otimes_k \Lambda_n$, where we allow any orientation of $Q_m$ and $Q_n$. Namely, their underlying graphs have the form

$$1 \quad 2 \quad \cdots \quad l$$

of type $A_l$ for $l = m, n$. Also in this case we need to compute the persistence diagram $d_M$ to investigate the set of point clouds. It was done in [7] for the case $(m, n) = (2, 3)$. Our argument here can be applied to have a decomposition theory for persistence modules.

**Example 1.1.** The decomposition theory for polynomial algebras in one variable $A = k[x]$ is already well known. A finite-dimensional $A$-module is a pair $(V, f)$ of a finite-dimensional $k$-vector space $V$ and an endomorphism $f$ of $V$; by fixing a basis of $V$ we may regard $V = k^d$ for $d := \dim V$ and $f$ as a square matrix $M$ of size $d$. In this way we identify $(V, f)$ with $M$. In this case we may have $\mathcal{L} = \{J_i(\lambda) \mid i \geq 1, \lambda \in k\}$, where $J_i(\lambda)$ is the Jordan cell of size $i \geq 1$ with eigenvalue $\lambda \in k$. Let $\Lambda$ be the set of all distinct eigenvalues of $M$ and set $M_\lambda = M - \lambda E_d$ for $\lambda \in \Lambda$. Then the following is well known.

**Theorem 1.2.** The problems (I) and (II) are solved as follows.

**A solution to** (I): Let $i \in \mathbb{N}$ and $\lambda \in \Lambda$. Then

$$d_M(J_i(\lambda)) = \begin{cases} d + \text{rank } M_\lambda^2 - 2 \text{rank } M_\lambda & (i = 1) \\ \text{rank } M_\lambda^{i+1} + \text{rank } M_\lambda^{i-1} - 2 \text{rank } M_\lambda^i & (i \geq 2) \end{cases}$$

(Note that by setting $M_\lambda^0$ to be the identity matrix of size $d$, the first equality has the same form as the second.)

**A solution to** (II): $S_M = \{J_i(\lambda) \mid i \leq d, \lambda \in \Lambda\}$. 

In this paper, we will solve the problem (I) in the decomposition theory for any finite-dimensional algebra $A$. This turns out to be an extension of the result for $A = k[x]$ above. In particular, for the Kronecker algebra $A = kQ$ with $Q = ( \begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array} )$, we will give an explicit formula for the problem (I) and a solution to the problem (II).

After submitting the paper we are pointed out by Emerson Escolar and the referee that there was already a similar investigation [6] by Dowbor and Mróz in the literature, which we did not know before. Thus this work was done independently. We here list some relationships between their results and ours.

(i) They also have the same statement as Theorem 3.4 and its dual version, namely a solution to (I). Their proof is similar to the first version of ours using a “Cartan matrix” of the module category of an algebra $A$ and an AR-matrix of $A$ as its inverse, but the proof presented here does not use them and is much simplified by using the minimal projective resolutions of simple functors that are given by almost split sequences and sink maps into indecomposable injective modules (Proposition 3.3). They also used this as a basic fact but not efficiently, namely other considerations were superfluous for the proof.

(ii) Our Theorem 4.3 gives an explicit way of computation of the map $d_M$ for a module $M$ by using ranks of matrices constructed by the structure matrices of $M$, while they did not give such formulas explicitly.
(iii) Let $M := (\begin{array}{c} M(\alpha) \\ M(\beta) \end{array})$ be a representation of the Kronecker algebra, where $M(\alpha), M(\beta)$ are $d_2 \times d_1$ matrices. To solve the problem (II) we first compute a decomposition

\begin{equation}
M = P_M \oplus R'_M \oplus R(\infty)_M \oplus I_M
\end{equation}

of the module $M$ into the preprojective part $P_M$, the preinjective part $I_M$, the regular part $R(\infty)_M$ with parameter $\infty$, and the regular part $R'_M$ without parameter $\infty$ by using traces and a reject as follows:

\begin{equation}
R_M \oplus I_M = \text{Rej}_M(P_{d_2}), I_M = \text{Tr}_{R_M \oplus I_M}(I_{d_1}), \text{ and } R(\infty)_M = \text{Tr}_{R_M}(R_{d}(\infty)),
\end{equation}

where $R_M := R'_M \oplus R(\infty)_M$ is the regular part of $M$. By applying Theorem 4.3 to each of $P_M, R'_M, R(\infty)_M$, and $I_M$ we obtain the indecomposable decomposition of the module $M$. Note that each of these modules have the smaller dimensions than that of $M$, which reduces the complexity of the computation.

On the other hand Dowbor and Mróz uses Proposition 4.4 of [6] stating that the regular indecomposable module $R_n(\lambda)$ appears as a direct summand of $M$ if the following hold:

\begin{equation}
\lambda \text{ is a common root of all } (d_2 - \sum_{i=1}^{n_p} s_i) \text{-minors of the matrix } M(\alpha) - xM(\beta) \text{ regarded as polynomials in } k[x], \text{ where } P_M = P_1^{s_1} \oplus \cdots \oplus P_{n_p}^{s_{n_p}} \text{ and } x \text{ is a variable (see Theorem 2.1 below for the definition of } P_i, R_n(\lambda), i = 1, \ldots, s_{n_p}).
\end{equation}

The main difference between ours and theirs is in (1.3) and (1.4). To check (1.4) we need $\binom{d_1}{s} \cdot \binom{d_2}{s}$ calculations of determinants, where $s = d_2 - \sum_{i=1}^{n_p} s_i$. Their complexity seems to be much greater than that of (1.3) because the latter uses traces and rejects, which needs time but is computed only three times. Note also that the decomposition (1.2) given by (1.3) has an important meaning in its own right. For instance Iwata–Shimizu [8] was interested in each of the preprojective part $P_M$, the preinjective part $I_M$ and the regular part $R(\infty)_M$ with parameter $\infty$ and in that case it is needed to take out those parts separately, which is made possible by our method.

(iv) They investigated also the cases of general $A$-quivers and representation-finite string algebras.

2. Preliminaries

Let $m, n$ be non-negative integers. Then we denote by $M_{m,n}(k)$ the vector space of $m \times n$ matrices over $k$, and by $E_n$ the identity matrix of size $n$ for $n \geq 1$. By the isomorphism $M_{m,n}(k) \to \text{Hom}_k(k^n, k^m)$ sending each $M \in M_{m,n}(k)$ to the linear map given by the left multiplication by $M$ we identify $M_{m,n}(k)$ with $\text{Hom}_k(k^n, k^m)$, and regard each $M \in M_{m,n}(k)$ as the corresponding linear map $k^n \to k^m$. If $m$ or $n$ is zero, we denote the matrices corresponding to the zero maps $k^n \to k^m$ by $J_{m,n}$, respectively and call them empty matrices.

The Kronecker algebra $A$ is a path algebra of the quiver $Q = (\begin{array}{c} \alpha \\ \beta \end{array})$, and the category $\text{mod } A$ of finite-dimensional $A$-modules is equivalent to the category $\text{rep } Q$ of finite-dimensional representations of $Q$ over $k$. We usually identify these categories. Recall that a representation $M$ of $Q$ is a diagram

\begin{equation}
\begin{array}{c}
M(1) \\
M(2)
\end{array}
\end{equation}

of vector spaces and linear maps, and the dimension vector of $M$ is defined to be the pair $\dim M := (\dim M(1), \dim M(2))$. When $\dim M = (d_1, d_2)$, without loss of generality we may set $M(i) = k^{d_i}$ for $i = 1, 2$ and $M(\alpha), M(\beta) \in M_{d_2, d_1}(k)$. We denote $M$ by the pair of matrices $(M(\alpha), M(\beta))$.

We here list well known facts on the Kronecker algebra (see Ringel [10] 3.2 for instance).
Theorem 2.1. For the Kronecker algebra $A$ the following statements hold.

1. The list $\mathcal{L}$ of indecomposables is given as follows.
   - Preprojective indecomposables: $\mathcal{P} := \left\{ P_n := \left( \begin{bmatrix} E_{n-1} & 0 \\ 0 & E_{n-1} \end{bmatrix} \right) \bigg| n \geq 1 \right\}$.
   - Preinjective indecomposables: $\mathcal{I} := \left\{ I_n := ([E_{n-1}, 0], [0, E_{n-1}]) \bigg| n \geq 1 \right\}$.
   - Regular indecomposables: $\mathcal{R} := \left\{ R_n(\lambda) := (E_n, J_n(\lambda)), R_n(\infty) := ([J_n(0), E_n]) \bigg| n \geq 1, \lambda \in k \right\}$.

The dimension $\dim P_n = (n-1, n)$, $\dim I_n = (n, n-1)$, $\dim R_n(\lambda) = (n, n)$ for all $n \in \mathbb{N}$ and $\lambda \in \mathbb{P}^1(k) = k \cup \{\infty\}$.

2. The Auslander-Reiten quiver (AR-quiver for short) of $A$ has the following form:

   $\begin{array}{ccccccccccc}
   & \cdots & - & - & - & P_4 & - & - & - & \cdots & \vdots \\
   P_1 & - & - & - & P_3 & - & - & - & \cdots & - & I_1 \\
   & \cdots & - & - & - & P_2 & - & - & - & \cdots & - & I_3 \\
   \end{array}$

   In the above the rectangle part $R$ is given as the disjoint union of a family $(\mathcal{R}_\lambda)_{\lambda \in \mathbb{P}^1(k)}$ of “homogeneous tubes” $\mathcal{R}_\lambda$ that has the form

   $\begin{array}{ccccccc}
   & \vdots \\
   \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
   \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
   \end{array}$

   where dotted loops mean that for all $n \in \mathbb{N}$ the Auslander-Reiten translation $\tau$ sends $R_n(\lambda)$ to itself: $\tau R_n(\lambda) = R_n(\lambda)$.

3. Let $X, Y \in \mathcal{L}$. If $\text{Hom}_A(X, Y) \neq 0$, then $X$ is “on the left” of $Y$, i.e., one of the following occurs:
   - $X \cong P_m, Y \cong P_n$ with $m \leq n$,
   - $X \in \mathcal{P}, Y \in \mathcal{R} \cup \mathcal{I}$,
   - $X \cong R_m(\lambda), Y \cong R_n(\mu)$ with $\lambda = \mu$,
   - $X \in \mathcal{R}, Y \in \mathcal{I}$, or
   - $X \cong I_m, Y \cong I_n$ with $m \geq n$.

Remark 2.2. (1) Let $m, n \in \mathbb{Z}$ with $m \leq n$. Then we note that there exists a monomorphism $P_m \to P_n$ and an epimorphism $I_n \to I_m$.

(2) Now for $(a_1, a_2), (b_1, b_2) \in \mathbb{Z}^2$ we define $(a_1, a_2) \leq (b_1, b_2)$ if and only if $a_i \leq b_i$ for $i = 1$ and 2. Then if there exists a monomorphism $T \to U$ (or an epimorphism $U \to T$) in mod $A$, we have $\dim T \leq \dim U$.

3. Simple functors: a solution to the problem (I) in general

In this section we give a solution to the problem (I) by using Auslander-Reiten theory for an arbitrary algebra $A$. 

Definition 3.1. For an indecomposable $A$-module $L$ we set

$$S_L := \text{Hom}_A(L, -)/\text{radHom}_A(L, -) : \mod A \to \mod k.$$ 

It is well-known that $S_L$ is a simple functor.

Lemma 3.2. Let $M$ be an $A$-module. Then for any indecomposable $A$-module $L$ we have

$$d_M(L) = \dim S_L(M).$$

Proof. Since $L$ is indecomposable, $\text{End}_A(L)$ is a local algebra. Therefore $S_L(L) = \text{End}_A(L)/\text{rad}(\text{End}_A(L))$ is a finite-dimensional skew field over the algebraically closed field $k$, and hence $S_L(L) \cong k$. If $X \not\cong L$, then $\text{End}_A(L) = \text{rad}(\text{End}_A(L))$, and $S_L(X) = 0$. Thus

$$S_L(X) \cong \begin{cases} k & \text{if } X \cong L \\ 0 & \text{if } X \not\cong L \end{cases}$$

for all indecomposable $A$-modules $X$. Therefore, the indecomposable decomposition

$$M \cong \bigoplus_{L \in \mathcal{L}} L^{(d_M(L))}$$

of $M$ gives us

$$S_L(M) \cong k^{(d_M(L))},$$

which shows the assertion. \hfill $\square$

Recall the following fundamental statement in the Auslander-Reiten theory (see Auslander-Reiten \cite{[3]} or Assem-Simson-Skowroński \cite{[2]}, IV, 6.11.1):

Proposition 3.3. Let $L$ be an indecomposable $A$-module. When $L$ is non-injective, let $0 \to L \to \bigoplus_{X \in J_L} X^{(a(X))} \xrightarrow{g} \tau^{-1}L \to 0$ be an almost split sequence starting at $L$ with $J_L \subseteq \mathcal{L}$ and $a(X) \geq 1$ ($X \in J_L$). When $L$ is injective, let $f: L \to L/\soc L = \bigoplus_{X \in J_L} X^{(a(X))}$ be the canonical epimorphism (note that $J_L = \emptyset$ if $L$ is simple injective). Then the simple functor $S_L$ has a minimal projective resolution

$$0 \to \text{Hom}_A(\tau^{-1}L, -) \xrightarrow{\text{Hom}_A(g, -)} \bigoplus_{X \in J_L} \text{Hom}_A(X, -)^{(a(X))} \xrightarrow{\text{Hom}_A(f, -)} \text{Hom}_A(L, -) \xrightarrow{\text{can}} S_L \to 0,$$

where $g = 0$ and $\tau^{-1}L = 0$ if $L$ is injective.

Proposition 3.3 together with Lemma 3.2 readily gives us the following.

Theorem 3.4. Let $M$ be an $A$-module. Then for any indecomposable $A$-module $L$ we have

$$d_M(L) = \dim \text{Hom}_A(L, M) - \sum_{X \in J_L} a(X) \dim \text{Hom}_A(X, M) + \dim \text{Hom}_A(\tau^{-1}L, M).$$

Remark 3.5. When an algebra $A$ is of the form $kQ/I$ for some quiver $Q$ and some ideal $I$ of $kQ$, it is possible to compute $\dim \text{Hom}_A(H, M)$ for every $H, M \in \mod A$ by using the rank of a suitable matrix as follows, and thus $d_M(L)$ in Theorem 3.4 is computable. First regard $A$-modules $H$ and $M$ as representations $(H(i), H(\alpha))_{i \in Q_0, \alpha \in Q_1}$ and $(M(i), M(\alpha))_{i \in Q_0, \alpha \in Q_1}$ of $Q$, respectively. Then by definition we have

$$(3.1) \quad \text{Hom}_A(H, M) = \{(f_i)_{i \in Q_0} \in \prod_{i \in Q_0} \text{Hom}_k(H(i), M(i)) \mid M(\alpha)f_i = f_jH(\alpha), \forall \alpha : i \to j \text{ in } Q_1\}.$$

Therefore

$$\text{Hom}_A(H, M) \cong \{x \in k^N \mid Bx = 0\}.$$
where \( N := \sum_{i \in Q_0} \dim H(i) \dim M(i) \) and \( B \) is a \( c \times N \)-matrix given as the coefficient matrix of the homogeneous system of linear equations \( M(\alpha)f_i - f_j H(\alpha) = 0 \) for \( f_i \), where \( c := \sum_{\alpha:i \to j \in Q_1} \dim M(j) \dim H(i) \).

Hence we obtain the equality:

\[
\dim \text{Hom}_A(H, M) = N - \text{rank } B.
\]

**Example 3.6.** Let \( A := \mathbb{k}[x] \) be the polynomial algebra in one variable. Although it is an infinite-dimensional algebra, the category mod \( A \) of finite-dimensional \( A \)-modules is well understood because \( \mathbb{k}[x] \) is a principal ideal domain, and we can apply Auslander-Reiten theory to mod \( A \). It is easy to give all almost split sequences over \( \mathbb{k}[x] \). Namely, they are given as follows:

\[
\begin{align*}
0 \to J_1(\lambda) & \to J_2(\lambda) \to J_1(\lambda) \to 0, \\
0 \to J_i(\lambda) & \to J_{i-1}(\lambda) \oplus J_{i+1}(\lambda) \to J_i(\lambda) \to 0
\end{align*}
\]

for all \( i \geq 2 \) and \( \lambda \in \mathbb{k} \). This is verified by the similar argument used in the Nakayama algebra case (cf. [2] 4.1 Theorem). The reader may notice a similarity between (3.1) and (3.2), which will become clear now. Let \( M = (k^d, M) \) be an \( A \)-module. Then we have

\[
\dim \text{Hom}_A(J_i(\lambda), M) = d - \text{rank } M^i,
\]

which together with Theorem 3.4 and the formula (3.2) yields the formula (3.1).

Indeed, let \( X \in \mathbb{M}_{d,i}(k) \), and put \( X_j \) to be the \( j \)-th column of \( X \) \((j = 1, \ldots, i)\). Then by (3.1) \( X \in \text{Hom}_A(J_i(\lambda), M) \) iff \( MX = XJ_i(\lambda) = \lambda X + XJ_i(0) \) iff \( M^iX = XJ_i(0) \) iff \( M^i(X_1, \ldots, X_i) = (0, X_1, \ldots, X_{i-1}) \) iff \( M^i \) maps \( X_j \)'s as follows

\[
X_i \mapsto X_{i-1} \mapsto \cdots \mapsto X_1 \mapsto 0.
\]

Hence the correspondence \( X \mapsto X_i \) yields the isomorphism (the inverse is given by the correspondence \( v \mapsto [M^{-1}_i v, \ldots, M^i v, v] \))

\[
\text{Hom}_A(J_i(\lambda), M) \cong \{ v \in k^d \mid M^i v = 0 \} = \text{Ker } M^i,
\]

which shows the equality (3.3).

**Example 3.7.** Fix a positive integer \( n \) and set \( A := \Lambda_n = kQ_n \), where \( Q_n \) is a Dynkin quiver \( 1 \overset{\alpha_1}{\rightarrow} 2 \overset{\alpha_2}{\rightarrow} \cdots \overset{\alpha_{n-1}}{\rightarrow} n \) of type \( A_n \). Decomposition Theory for modules over this algebra has important applications in the topological data analysis (See the introduction). Let \( M := (M_i)^n_{i=1} := (k^{a_1} \overset{a_2}{\rightarrow} M_{a_2} \overset{a_3}{\rightarrow} M_{a_3} \overset{a_4}{\rightarrow} \cdots M_{a_n} \overset{a_{n-1}}{\rightarrow} k^{a_n}) \) be a representation of \( Q \) (i.e. an \( A \)-module). Then the morphism space \( \text{Hom}_A(\mathbb{I}(b, d), M) \) is the set of sequences \( (f_i : \mathbb{I}(b, d)(i) \to k^{a_i})^n_{i=1} \) that make the following diagram commutative:

\[
\begin{array}{ccccccccc}
0 & 0 & \cdots & 0 & 0 & k & 1 & \cdots & 1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
M_1 & M_2 & \cdots & M_{a_2} & M_{a_3} & \cdots & M_{a_n} & \cdots & M_{a_n} & \cdots & M_{a_n} & \cdots & M_{a_n} \\
k^{a_1} & M_{a_2} & \cdots & M_{a_2} & M_{a_3} & \cdots & M_{a_3} & \cdots & M_{a_3} & \cdots & M_{a_3} & \cdots & M_{a_3} \\
\mathbb{I}(b, d)(i) := \begin{cases} k & (b \leq i \leq d) \\
0 & \text{(otherwise)} \end{cases} & \quad \text{as in the introduction. In particular, if } d = n \text{ (namely } \mathbb{I}(b, d) \text{ is projective), then} \\
\text{Hom}_A(\mathbb{I}(b, n), M) \cong \{ (f_i)^n_{i=b} \mid M_b f_b = f_{b+1}, \ldots, M_{a_n} f_{a_n} = f_n \} \cong k^{a_n}, \\
\text{and if } d \leq n - 1, \text{ then} \\
\text{Hom}_A(\mathbb{I}(b, d), M) \cong \{ (f_i)^n_{i=b} \mid M_b f_b = f_{b+1}, \ldots, M_{a_n} f_{a_n} = f_n, M_d f_d = 0 \} \cong \{ f_b \in k^{a_n} \mid M_d M_{d-1} \cdots M_b f_b = 0 \}.
\end{array}
\]

Hence we obtain

\[
\dim \text{Hom}_A(\mathbb{I}(b, d), M) = a_b - \text{rank}(M_n M_{n-1} \cdots M_b),
\]
Define 4.1. Let \( M \in \mathcal{L} \) where we set \( P \in \mathcal{L} \) and Theorem 3.4 give us the formula

\[
\begin{align*}
&\text{the formula (3.4) and Theorem 3.4 give us the formula} \\
&d_M(\mathbb{I}(b, d)) = \begin{cases} \\
\text{rank}(M_d \cdots M_{b-1}) + \text{rank}(M_{d-1} \cdots M_b) \\
-\{\text{rank}(M_d \cdots M_{b-1}) + \text{rank}(M_d \cdots M_b)\} \quad (b < d) \\
\text{rank}(M_d M_{d-1}) + a_b - \{\text{rank}(M_d-1) + \text{rank}(M_d)\} \quad (b = d),
\end{cases}
\end{align*}
\]

where we set \( M_0 := 0 \) and \( M_n := 0 \). Therefore if we set

\[
R(b, d) := \begin{cases} \\
\text{rank}(M_d \cdots M_b) - \text{rank}(M_{d-1} \cdots M_b) \quad (b < d) \\
\text{rank}(M_b) - a_b \quad (b = d),
\end{cases}
\]

then we have

\[
d_M(\mathbb{I}(b, d)) = R(b - 1, d) - R(b, d)
\]

for each \((b, d) \in \{(i, j) \in \mathbb{Z}^2 \mid 1 \leq i \leq j \leq n\}\).

4. Solution to the problem (I) for the Kronecker algebra

Throughout the rest of this paper \( A \) is the Kronecker algebra. To apply Theorem 3.4 we compute the dimensions of the spaces Hom\(_A(L, M)\) for all \( L \in \mathcal{L} \) and \( M \in \text{mod } A \) following Remark 3.5.

**Definition 4.1.** Let \( M \) be an \( A \)-module. We first define the following matrices with \( n \geq 1 \), \( \lambda \in \mathbb{k} \) (note that \( P_1(M) = J_{0,1} \) is an empty matrix).

\[
P_n(M) := \begin{pmatrix}
M(\beta) & M(\alpha) & 0 & 0 & \cdots & 0 \\
0 & M(\beta) & M(\alpha) & 0 & \cdots & \\
0 & 0 & M(\beta) & M(\alpha) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & 0 & M(\beta) & M(\alpha)
\end{pmatrix}
\]

where \( n \) blocks and \( n - 1 \) blocks,
Assume that Proposition 4.2. composable as follows.

\[ I_n(M) := \begin{bmatrix}
M(\beta) & 0 & \cdots & 0 \\
M(\alpha) & M(\beta) & \cdots & 0 \\
0 & M(\alpha) & M(\beta) & \cdots \\
\vdots & \vdots & \cdots & \ddots \\
0 & 0 & \cdots & M(\beta) \\
0 & 0 & \cdots & 0 & M(\alpha)
\end{bmatrix} \]

\[ n \text{ blocks} \]

\[ R_n(\lambda, M) := \begin{bmatrix}
M_\lambda(\alpha, \beta) & 0 & \cdots & 0 \\
M(\alpha) & M_\lambda(\alpha, \beta) & \cdots & 0 \\
0 & M(\alpha) & M_\lambda(\alpha, \beta) & \cdots \\
\vdots & \vdots & \cdots & \ddots \\
0 & \cdots & 0 & M(\alpha) & M_\lambda(\alpha, \beta)
\end{bmatrix} \]

\[ n \text{ blocks} \]

\[ R_n(\infty, M) := \begin{bmatrix}
M(\alpha) & 0 & \cdots & 0 \\
-M(\beta) & M(\alpha) & \cdots & 0 \\
0 & -M(\beta) & M(\alpha) & \cdots \\
\vdots & \vdots & \cdots & \ddots \\
0 & \cdots & 0 & -M(\beta) & M(\alpha)
\end{bmatrix} \]

\[ n \text{ blocks} \]

where we put \( M_\lambda(\alpha, \beta) := \lambda M(\alpha) - M(\beta) \), and we define the following numbers.

\[ p_1(M) := 0, p_n(M) := \text{rank} P_n(M) (n \geq 2), \]

\[ i_0(M) := 0, i_n(M) := \text{rank} I_n(M) (n \geq 1), \]

\[ r_n(\lambda, M) := \text{rank} R_n(\lambda, M) (n \geq 1, \lambda \in \mathbb{P}^1(k)). \]

Using the data above we can compute the dimensions of Hom spaces \( \text{Hom}_A(L, M) \) with \( L \) indecomposable as follows.

**Proposition 4.2.** Let \( M \) be an \( A \)-module. Then we have the following formulas:

\[ \dim \text{Hom}_A(P_n, M) = \begin{cases} (n - 1)d_1 - p_{n-1}(M) & (n \geq 2) \\ d_2 & (n = 1) \end{cases} \]

\[ \dim \text{Hom}_A(I_n, M) = nd_1 - i_n(M) (n \geq 1) \]

\[ \dim \text{Hom}_A(R_n(\lambda, M) = nd_1 - r_n(\lambda, M) (n \geq 1, \lambda \in \mathbb{P}^1(k)). \]

**Proof.** Assume that \( n \geq 2 \). Let \((X, Y) \in M_{d_1,n-1}(k) \times M_{d_2,n}(k)\), and put \( X_i \) (resp. \( Y_i \)) to be \( i \)-th column of \( X \) \((i = 1, \ldots, n - 1)\) (resp. \( Y \) \((i = 1, \ldots, n))\). Then by \[ 5.1 \] \((X, Y) \in \text{Hom}_A(P_n, M)\) iff

\[ M(\alpha)X = Y \begin{bmatrix} E_{n-1} \\ 0 \end{bmatrix}, \quad M(\beta)X = Y \begin{bmatrix} 0 \\ E_{n-1} \end{bmatrix} \]

iff

\[ \begin{cases}
M(\alpha)X_1 = Y_1, M(\alpha)X_2 = Y_2, \ldots, M(\alpha)X_{n-1} = Y_{n-1} \\
M(\beta)X_2 = Y_2, M(\beta)X_3 = Y_3, \ldots, M(\beta)X_{n-1} = Y_{n-1}
\end{cases} \]
Let $B$ be the coefficient matrix of this equation. Then a direct calculation shows that $B$ is equivalent to $P_{n-1}(M) \oplus E_{nd_2}$. Therefore rank $B = nd_2 + p_{n-1}(M)$, which shows that $\dim \operatorname{Hom}_A(P_n, M) = (n-1)d_1 + nd_2 - \operatorname{rank} B = (n-1)d_1 - p_{n-1}(M)$, as desired. The remaining formulas are proved similarly.

Propositions 4.2 and Theorem 3.4 give us a solution to the problem (I) for the Kronecker algebra as follows.

**Theorem 4.3.** Let $M$ be an $A$-module. Then we have the following formulas:

$$d_M(P_n) = \begin{cases} 2p_n(M) - p_{n-1}(M) - p_{n+1}(M) & (n \geq 2) \\ d_2 - p_2(M) & (n = 1) \end{cases}$$

$$d_M(I_n) = \begin{cases} 2i_{n-1}(M) - i_n(M) - i_{n-2}(M) & (n \geq 2) \\ d_1 - i_1(M) & (n = 1) \end{cases}$$

$$d_M(R_n(\lambda)) = \begin{cases} r_{n-1}(\lambda, M) + r_{n+1}(\lambda, M) - 2r_n(\lambda, M) & (n \geq 2) \\ r_2(\lambda, M) - 2r_1(\lambda, M) & (n = 1) \end{cases}$$

Here we note that $d_M(P_1)$ and $d_M(I_1)$ have obvious meanings that $d_M(P_1) = \dim \operatorname{Coker}[M(\beta)/M(\alpha)]$ and $d_M(I_1) = \dim \operatorname{Ker}[M(\beta)/M(\alpha)]$.

**Proof.** Note that by Theorem 2.1 we know all the almost split sequences for the Kronecker algebra. Therefore we can apply Theorem 3.4. We first compute $d_M(P_1)$ and $d_M(I_1)$. Noting that $\dim \operatorname{Hom}_A(P_2, M) = d_1 - p_1(M) = d_1$ the almost split sequence starting at $P_1$ that is given by the mesh starting at $P_1$ in the AR-quiver shows that

$$d_M(P_1) = \dim \operatorname{Hom}_A(P_1, M) - 2 \dim \operatorname{Hom}_A(P_2, M) + \dim \operatorname{Hom}_A(P_3, M)$$

$$= d_2 - 2d_1 + 2d_1 - p_2(M) = d_2 - p_2(M)$$

$$= d_2 - \operatorname{rank}[M(\beta)/M(\alpha)] = \dim \operatorname{Coker}[M(\beta)/M(\alpha)].$$

Now since $I_1$ is simple and injective, we have $I_1/\operatorname{soc} I_1 = 0$ and $\tau^{-1}I_1 = 0$. Hence

$$d_M(I_1) = \dim \operatorname{Hom}_A(I_1, M) = d_1 - i_1(M)$$

$$= d_1 - \operatorname{rank}[M(\beta)/M(\alpha)] = \dim \operatorname{Ker}[M(\beta)/M(\alpha)].$$

Next we compute $d_M(P_n)$ for $n \geq 2$.

$$d_M(P_n) = \dim \operatorname{Hom}_A(P_n, M) - 2 \dim \operatorname{Hom}_A(P_{n+1}, M) + \dim \operatorname{Hom}_A(P_{n+2}, M)$$

$$= (n-1)d_1 - p_{n-1}(M) - 2(nd_1 - p_n(M)) + (n+1)d_1 - p_{n+1}(M)$$

$$= 2p_n(M) - p_{n-1}(M) - p_{n+1}(M),$$

as desired. The remaining cases are proved similarly.
5. Solution to the problem (II) for the Kronecker algebra

Let \( F : \bigoplus_{L \in \mathcal{L}} L^{(d_M(L))} \to M \) be an isomorphism. Then we have
\[
M = P_M \oplus R_M \oplus I_M,
\]
where \( P_M, R_M \) and \( I_M \) are the images of \( \bigoplus_{L \in \mathcal{L}} L^{(d_M(L))}, \bigoplus_{L \in \mathcal{P}} L^{(d_M(L))} \) and \( \bigoplus_{L \in \mathcal{L}} L^{(d_M(L))} \) by \( F \), respectively. To compute \( P_M, R_M \) and \( I_M \) we here use the module of a class of modules (see Anderson–Fuller [1] for details). Let \( \mathcal{U} \) be a class of modules in \( \text{mod} \ A \) and \( M \in \text{mod} \ A \). Recall that the trace \( \text{Tr}_M(\mathcal{U}) \) of \( \mathcal{U} \) in \( M \) and the reject \( \text{Rej}_M(\mathcal{U}) \) of \( \mathcal{U} \) in \( M \) are defined by
\[
\text{Tr}_M(\mathcal{U}) := \sum (\text{Im} f | f \in \text{Hom}_A(U, M) \text{ for some } U \in \mathcal{U}),
\]
and
\[
\text{Rej}_M(\mathcal{U}) := \bigcap \{ \text{Ker} f | f \in \text{Hom}_A(M, U) \text{ for some } U \in \mathcal{U} \}.
\]
When \( \mathcal{U} = \{ U \} \) is a singleton, we set \( \text{Tr}_M(U) := \text{Tr}_M(\mathcal{U}) \) and \( \text{Rej}_M(U) := \text{Rej}_M(\mathcal{U}) \). We cite the following from [1] 8.18 Proposition).

Lemma 5.1. Let \((M_i)_{i \in I}\) be a family of \( A \)-modules indexed by a set \( I \) and \( \mathcal{U} \) a class of modules in \( \text{mod} \ A \). Then we have
\[
\text{Tr}_{\bigoplus_{i \in I} M_i}(\mathcal{U}) = \bigoplus_{i \in I} \text{Tr}_{M_i}(\mathcal{U}) \quad \text{and} \quad \text{Rej}_{\bigoplus_{i \in I} M_i}(\mathcal{U}) = \bigoplus_{i \in I} \text{Rej}_{M_i}(\mathcal{U}).
\]

Proposition 5.2 (Calculation of \( R_M \oplus I_M \)). If \( \{f_1, \ldots, f_a\} \) is a basis of \( \text{Hom}_A(M, P_{d_2}) \), then we have
\[
\bigcap_{i=1}^{a} \text{Ker} f_i = R_M \oplus I_M \quad \text{and hence} \quad P_M \cong M/\left( \bigcap_{i=1}^{a} \text{Ker} f_i \right).
\]

Proof. By assumption it is obvious that \( \bigcap_{i=1}^{a} \text{Ker} f_i = \text{Rej}_M(P_{d_2}) \). Therefore, it is enough to show that
\[
\text{Rej}_M(P_{d_2}) = R_M \oplus I_M.
\]
By Lemma 5.1 we have
\[
\text{Rej}_M(P_{d_2}) = \text{Rej}_{P_M \oplus R_M \oplus I_M}(P_{d_2}) = \text{Rej}_{P_M}(P_{d_2}) \oplus \text{Rej}_{R_M}(P_{d_2}) \oplus \text{Rej}_{I_M}(P_{d_2}).
\]
By Theorem 2.13 we have \( \text{Hom}_A(R_M, P_{d_2}) = 0 \) and \( \text{Hom}_A(I_M, P_{d_2}) = 0 \), which shows that
\[
\text{Rej}_{R_M}(P_{d_2}) = R_M \quad \text{and} \quad \text{Rej}_{I_M}(P_{d_2}) = I_M.
\]
If a preprojective indecomposable module \( P_i \) is a direct summand of \( M \), then it follows from \( (i-1, i) = \dim P_i \leq \dim M = (d_1, d_2) \) that \( i \leq d_2 \) (see Remark 2.22). Therefore, we have \( P_M = \bigoplus_{i=1}^{d_2} P_i^{(a_i)} \) for some \( a_i \geq 0 \) (we identify \( P_i \) with \( F(P_i) \)), and then \( \text{Rej}_{P_M}(P_{d_2}) = \bigoplus_{i=1}^{d_2} (\text{Rej}_{P_i}(P_{d_2}))^{(a_i)} \). Now if \( i \leq d_2 \), then by Remark 2.21 we have a monomorphism \( P_i \to P_{d_2} \), which shows that \( \text{Rej}_{P_i}(P_{d_2}) = 0 \) for all \( i \leq d_2 \), and therefore
\[
\text{Rej}_{P_M}(P_{d_2}) = 0.
\]
Hence the equality (5.1) holds. \( \square \)

Proposition 5.3 (Calculation of \( I_M \)). If \( \{g_1, \ldots, g_b\} \) is a basis of \( \text{Hom}_A(I_{d_1}, R_M \oplus I_M) \), then we have
\[
\sum_{i=1}^{b} \text{Im} g_i = I_M.
\]

Proof. By assumption it is obvious that \( \sum_{i=1}^{b} \text{Im} g_i = \text{Tr}_{R_M \oplus I_M}(I_{d_1}) \). Therefore it is enough to show that
\[
\text{Tr}_{R_M \oplus I_M}(I_{d_1}) = I_M.
\]
By Lemma 5.1 we have
\[
\text{Tr}_{R_M \oplus I_M}(I_{d_1}) = \text{Tr}_{R_M}(I_{d_1}) \oplus \text{Tr}_{I_M}(I_{d_1}).
\]
By Theorem 2.1(3) we have $\text{Hom}_A(I_{d_1}, R_M) = 0$, which shows that

$$\text{Tr}_{R_M}(I_{d_1}) = 0.$$ 

If a preinjective indecomposable module $I_i$ is a direct summand of $M$, then it follows from $(i, i - 1) = \dim I_i \leq \dim M = (d_1, d_2)$ that $i \leq d_1$. Therefore we have $I_M = \bigoplus_{i=1}^{d_1} I_i^{(b_i)}$ for some $b_i \geq 0$ (we identify $I_i$ with $F(I_i)$), and then $\text{Tr}_{R_M}(I_{d_1}) = \bigoplus_{i=1}^{d_1} (\text{Tr}_{I_i}(I_{d_1}))^{(b_i)}$. Now if $i \leq d_1$, then we have an epimorphism $I_{d_1} \to I_i$, which shows that $\text{Tr}_{I_i}(I_{d_1}) = I_i$ for all $i \leq d_1$, and therefore

$$\text{Tr}_{I_i}(I_{d_1}) = I_M.$$ 

Hence the equality (5.2) holds. \hfill \Box

By Propositions 5.2 and 5.3 we have the following.

**Proposition 5.4 (Calculation of $R_M$).** Let $\{f_1, \ldots, f_a\}$ a basis of $\text{Hom}_A(M, P_{d_2})$ and $\{g_1, \ldots, g_b\}$ a basis of $\text{Hom}_A(I_{d_1}, \bigcap_{i=1}^a \ker f_i)$. Then we have

$$R_M \cong \left( \bigcap_{i=1}^a \ker f_i \right) / \left( \sum_{i=1}^b \text{Im} g_i \right).$$

By this isomorphism we identify $R_M$ with the right hand side. Since $R_M = (R_M(\alpha), R_M(\beta))$ is the direct sum of regular indecomposable modules, both $R_M(\alpha)$ and $R_M(\beta)$ are square matrices, say of size $d$. Put $R(\infty) := \text{Tr}_{R_M}(R_d(\infty))$. Note that $\text{Tr}_{R_M}(R_a(\infty)) = \text{Tr}_{R_M}(\bigoplus_{n=1}^d R_n(\infty))$ because there exists an epimorphism $R_n(\infty) \to R_{n+m}(\infty)$ for $n \geq m$. Then $R_M = R(\infty) \oplus R'$ for some $A$-submodule $R' = (X', Y')$ of $R_M$ such that $R'$ has no direct summand of the form $R_n(\infty)$ for any $n$ by Theorem 2.13(iii). [Decompose $R_M$ into indecomposables of the form $R_n(\lambda)$ with $n \geq 1, \lambda \in \mathbb{P}^1(k)$. Then $R'$ is given by the direct sum of those direct summands of the form $R_n(\lambda)$ with $\lambda \neq \infty$ because $R(\infty)$ is given by the direct sum of summands of the form $R_n(\infty)$. Note that $R'$ is also computed as $R' = \text{Rej}_{R_M}(R_d(\infty))$.] Since the matrix $X'$ is invertible, we have

$$R' \cong (E_l, (X')^{-1}Y')$$

for some $l \leq d$. Therefore, the set $\Lambda$ of eigenvalues of $(X')^{-1}Y'$ is finite.

Then by Propositions 5.2, 5.3 and 5.4 we obtain the following.

**Theorem 5.5.** Set

$$S_M := \{ P_i, I_j, R_k(\lambda) \mid 1 \leq i \leq d_2, 1 \leq j \leq d_1, 1 \leq k \leq d, \lambda \in \Lambda \cup \{ \infty \} \}.$$ 

Then this gives a solution to the problem (II) for the Kronecker algebra.

**Remark 5.6.** Note that if $R(\infty) = 0$, then we can replace $S_M$ by

$$\{ P_i, I_j, R_k(\lambda) \mid 1 \leq i \leq d_2, 1 \leq j \leq d_1, 1 \leq k \leq d, \lambda \in \Lambda \}.$$
6. Examples for the Kronecker Algebra

(1) For a preprojective module $M = P_3 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix}$ with $\dim M = (2, 3)$, we will compute $p_n(M)$ ($n \in \mathbb{N}$) and then we will give $d_M(P_n)$ ($n \in \mathbb{N}$). By Definition 4.1 we have $p_1(M) = 0$,

$p_2(M) = \text{rank} \begin{bmatrix} M(\beta) & M(\alpha) \\ M(\alpha) & 0 \end{bmatrix} = \text{rank} \begin{bmatrix} 0 & 1 \\ 1 & 0 \\ 0 & 0 \end{bmatrix} = 3$,

$p_3(M) = \text{rank} \begin{bmatrix} M(\beta) & M(\alpha) & 0 \\ 0 & M(\beta) & M(\alpha) \\ 0 & 0 & M(\beta) \end{bmatrix} = \text{rank} \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} = 6$,

$p_4(M) = \text{rank} \begin{bmatrix} M(\beta) & M(\alpha) & 0 \\ 0 & M(\beta) & M(\alpha) \\ 0 & 0 & M(\beta) \end{bmatrix} = \text{rank} \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} = 8$,

and

$p_5(M) = \text{rank} \begin{bmatrix} M(\beta) & M(\alpha) & 0 \\ 0 & M(\beta) & M(\alpha) \\ 0 & 0 & M(\beta) \end{bmatrix} = \text{rank} \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} = 10$.

Similarly, we have $p_n(M) = 2n$ for $n \geq 3$. Hence by Theorem 4.3 we have

$d_M(P_1) = 3 - p_2(M) = 0$,
$d_M(P_2) = 2p_2(M) - p_1(M) - p_3(M) = 6 - 0 - 6 = 0$,
$d_M(P_3) = 2p_3(M) - p_2(M) - p_4(M) = 12 - 3 - 8 = 1$,

and for $n \geq 4$,

$d_M(P_n) = 2p_n(M) - p_{n-1}(M) - p_{n+1}(M) = 2 \cdot 2n - 2(n - 1) - 2(n + 1) = 0$.

Thus we can confirm $d_M(P_3) = 1$ and $d_M(P_n) = 0$ for $n \neq 3$. 

Examples for the Kronecker algebra

6.
(2) For a module $M = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, 0_{2,2}$, $P_1 \oplus R_1(0) \oplus I_1$ with $\dim M = (2, 2)$, we will compute $\text{Rej}_M(P_2)$ and $\text{Tr}_{\text{Rej}_M}(P_2)(I_2)$. Recall that $P_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$. If $(X, Y) \in \text{Hom}_A(M, P_2)$, then we have $X = 0_{1,2}, Y = \begin{bmatrix} a & 0 \\ b & 0 \end{bmatrix}$ for some $a, b \in k$, and we can take $\begin{bmatrix} f_1 = (0_{1,2}, \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}), f_2 = (0_{1,2}, \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}) \end{bmatrix}$ as a basis of $\text{Hom}_A(M, P_2)$. Hence we have $
abla \text{Rej}_M(P_2) = \text{Ker} f_1 \cap \text{Ker} f_2 = (\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, 0_{1,2}) = R_1(0) \oplus I_1$

with $\dim \text{Rej}_M(P_2) = (2, 1)$ and have $M/\text{Rej}_M(P_2) \cong P_1$. Moreover, recall that $I_2 = (\begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix})$.

If $(X, Y) \in \text{Hom}_A(I_2, \text{Rej}_M(P_2))$, then we have $X = \begin{bmatrix} 0 & 0 \\ c & d \end{bmatrix}, Y = 0_{1,1}$ for some $c, d \in k$, and we can also take $\begin{bmatrix} g_1 = (0, 0, 0, 0, 0, 1), , g_2 = (0, 0, 0, 0, 0, 0, 1) \end{bmatrix}$ as a basis of $\text{Hom}_A(I_2, \text{Rej}_M(P_2))$. Therefore, we have $\nabla \text{Tr}_{\text{Rej}_M}(P_2)(I_2) = \text{Im} g_1 + \text{Im} g_2 = (I_{0,1}, J_{0,1}) = I_1$

with $\dim \text{Tr}_{\text{Rej}_M}(P_2)(I_2) = (1, 0)$, and $\text{Rej}_M(P_2)/\text{Tr}_{\text{Rej}_M}(P_2)(I_2) \cong R_1(0)$. Thus we can confirm the process to get $S_M = \{P_1, P_2, I_1, I_2, R_1(0)\}$ in Section 5.
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