Reconstructing the size of individual trees using log data from cut-to-length harvesters in *Pinus radiata* plantations: a case study in NSW, Australia
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**Abstract** With their widespread utilization, cut-to-length harvesters have become a major source of “big data” for forest management as they constantly capture, and provide a daily flow of, information on log production and assortment over large operational areas. Harvester data afford the calculation of the total log length between the stump and the last cut but not the total height of trees. They also contain the length and end diameters of individual logs but not always the diameter at breast height overbark (DBHOB) of harvested stems largely because of time lapse, operating and processing issues and other system deficiencies. Even when DBHOB is extracted from harvester data, errors and/or bias of the machine measurements due to the variation in the stump height of harvested stems from that specified for the harvester head prior to harvesting and diameter measurement errors may need to be corrected. This study developed (1) a system of equations for estimating DBHOB of trees from diameter overbark (DOB) measured by a harvester head at any height up to 3 m above ground level and (2) an equation to predict the total height of harvested stems in *P. radiata* plantations from harvester data. To generate the data required for this purpose, cut-to-length simulations of more than 3000 trees with detailed taper measurements were carried out in the computer using the cutting patterns extracted from the harvester data and stump height survey data from clearfall operations. The equation predicted total tree height from DBHOB, total log length and the small end diameter of the top log. Prediction accuracy for total tree height was evaluated both globally over the entire data space and locally within partitioned subspaces through benchmarking statistics. These statistics were better than that of the conventional height-diameter equations for *P. radiata* found in the literature, even when they incorporated stand age and the average height and diameter of dominant trees in the stand as predictors. So this equation when used with harvester data would outperform the conventional equations in tree height prediction. Tree and stand reconstructions of the harvested forest is the necessary first step to provide the essential link of harvester data to conventional inventory, remote sensing imagery and LiDAR data. The equations developed in this study will provide such a linkage for the most effective combined use of harvester data in predicting the attributes of individual trees, stands and forests, and product recovery for the management and planning of *P. radiata* plantations in New South Wales, Australia.
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Introduction

Originating from and developed in the Scandinavian countries since the 1970s (see Hellström et al. 2009; Nordfjell et al. 2010), cut-to-length (CTL) harvesters have been increasingly adopted and widely utilised in forest harvesting operations worldwide. Besides northern and other European countries, the utilisation of CTL technology has greatly improved the productivity of harvesting in many other countries around the world (e.g., Huyler and LeDoux 1999; Murphy 2003; Gerasimov et al. 2012, 2013; Strandgard et al. 2013; Olivera et al. 2016; Williams and Ackerman 2016), particularly in plantation forestry where trees are usually harvested before they become too large to be handled by machines and tree size is more uniform. The past 40 years has seen great technological advances in the mechanical design of harvesters and in the harvester head measurement and optimization systems as reviewed by Heinimann (2007), Nordfjell et al. (2010), Uusitalo (2010) and Malinen et al. (2016). However, the basic concept has remained the same among CTL harvesters of different makes, models and ages (Heinimann 2001; Uusitalo 2010; Spinelli et al. 2011; Malinen et al. 2016). All have a cutting head attachment that is capable of felling, delimbing, measuring and processing stems. A typical harvester head consists of (1) a chain saw to fell a tree at its base and cut the stem to length; (2) one or two pairs of curved delimbing knives that reach around the stem to remove branches; (3) two, three or four feed rollers to grasp the tree and to force the cut stem through the delimbing knives; (4) diameter sensors to measure the diameter overbark (DOB) of the cut stem; and (5) a measuring wheel to measure log length as the stem is fed through the head. Depending on the make and model of harvester, the diameter sensors are connected to either the top or the bottom delimbing knives or to the feeding roller arms, and diameter measurement depends on how wide the knives or feeding arms open (Nieuwenhuis and Dooley 2006; Miettinen et al. 2010). The diameter and length measurements are recorded by an onboard computer every time a log is cut. Based on the measurements, the computer system optimizes log cutting according to the pre-programmed specifications of log length, end diameters, quality and their price list to ensure the highest values are recovered from the trees being harvested.

Despite the sophisticated measurement and optimisation systems, the current generation of harvester heads are not able to measure stump height and diameter (i.e., large end diameter of the butt log) as the chain saw makes the first cut to fell a tree. They are also unable to measure the length from the last cut (i.e., small end of the top log) to the tip of the tree as this section does not pass through the harvester head. So it is impossible to obtain any data on total tree height as the trees are felled and bucked. Noncontact laser scanning methods to measure a tree stem before felling and during the cut-to-length process still remain as an experimental concept for harvester heads at this stage (Öhman et al. 2008; Miettinen et al. 2010; Vanclay 2011; Kong et al. 2015). The common and standard practice has been to assume an average stump height for all trees based on empirical data from post-harvesting surveys or to use a specified stump height of 10 cm as documented in StanForD 2010, the Standard for Forest Machine Data and Communication that has been developed, coordinated and maintained by Skogfors (the Forestry Research Institute of Sweden) since its initiation in 1988 (Arlinger et al. 2012). Even so, it is impossible to measure stump diameter right at the height of the first cut as the delimbing knives or the feed rollers for measuring diameter are mounted at a certain height above the chain saw. This height differs among the makes and models of harvesters. For example, the John Deere H290 harvester head measures DOB using the bottom delimbing knives that are mounted 20 cm above the saw, while the John Deere H480 uses the top knives that are 80 cm above the saw. In comparison, the Log Max 6000 measures DOB through its feed rollers 130 cm above the saw (J. Rombouts, pers. comm.). In such cases, the height of the first DOB measurement may vary from a minimum of 20 cm to a maximum of 130 cm above the stump, i.e., greater than the defined breast height of 1.3 m above ground level when stump height is included.

Many harvester heads currently in operation use the first DOB measurement to derive the overbark diameter at breast height (DBHOB, defined as 1.3 m above ground level in Australia). So DBHOB is normally an extrapolated diameter since the harvester head usually measures the first diameter some decimeters below 120 cm above the stump as documented in StanForD 2010. The first DOB measurement is also used in deriving the stump diameter, i.e., the large end diameter of the butt log through extrapolation. When DBHOB is a measured value, a height above stump height for taking the measurement must be specified (e.g. 120 cm in Finland and Sweden, and 110 cm in Norway) based on an assumed average stump height or on the mean stump height from postharvesting surveys (Holopainen et al. 2010). The measured DBHOB and other diameter measurements taken at 10-cm intervals starting at the height of the first diameter measurement can be stored together in individual stem files (.stm) in the onboard computer for deriving stem profiles through spline-based smoothing curves (e.g., Nummi and Möttönen 2004; Koskela et al. 2006; Barth and Holmgren 2013). In the most advanced harvester heads, diameter recordings can be obtained at much smaller (about 1 cm) intervals and stored in stem files. The data are filtered to remove noises due to branches, jitters, shakes and other causes before they are...
used to derive stem profiles from which DBHOB can be obtained (T. Pukkala, pers. comm.).

With their widespread utilization, CTL harvesters have become a major source of “big data” for forest management as they constantly capture and provide a daily flow of detailed information on log production and assortment as well as detailed diameter measurements of tree stems (Sellén 2016). Harvester data have been used in combination with conventional inventory data to develop harvester-based forest inventory systems (Stendahl and Dahlin 2002; Murphy et al. 2006; Holopainen et al. 2010) and with remote sensing imagery and LiDAR data to predict attributes of individual trees, stands and forests (Rasinmäki and Melkas 2005; Holmgren et al. 2012; Söderberg 2015), product recovery (Peuhkurinen et al. 2008; Barth and Holmgren 2013; Barth et al. 2015), and wood properties (Möller et al. 2003). Such combined use of harvester data creates a representation of the entire forest area in great detail, allowing forest managers to see what trees are standing where and to predict what volume or value of a certain product or a product mix the forest can yield. Operationally, harvester data have mainly been used to improve value recovery and production planning, to monitor product length mix from areas being harvested in thinning and clear-fell operations, and to reduce production risks through fewer rejects.

Harvester data afford the calculation of the total length between the stump and the last cut but not the total height of individual trees. Apart from log length, diameters and limited quality and defect information, other tree and stand attributes pertaining to the harvested forest no longer exist. As well-recognised and demonstrated in the literature (e.g., Kiljunen 2002; Maltamo et al. 2010; Söderberg 2015; Siipilehto et al. 2016), tree and stand reconstructions of the harvested forest are a necessary first step to provide the essential link for the most effective use of harvester data. This first step involves the estimation of DBHOB and total height of individual trees using harvester data. The need for estimating DBHOB arises when the harvester data set at hand or the extracted database from it contains only the length, volume and small end diameter of individual logs cut from each stem and stem-files are not available due to time lapse, operating and processing issues and system deficiencies. DBHOB may also not be recorded in the stem files as it is an optional variable in the StanForD standard. Total tree height can be calculated through the estimation of the length of the unprocessed top section of individual trees (Kiljunen 2002; Maltamo et al. 2010).

Pinus radiata D.Don is a major softwood plantation species in the Southern Hemisphere (Lewis et al. 1993; Mead 2013), and it covers a total area of approximately 772,100 ha in Australia (Downham and Gavran 2017). About one-third of this plantation resource is in the State of New South Wales (NSW). Following an initial experience of using imported machines from Sweden for thinning in the early 1980s, CTL harvesters were introduced into Australia for final harvesting in the early 1990s (Priddle 2005). Over the last 20 years, harvesting companies and/or contractors across Australia have gradually adopted the CTL technology, but with varying degrees of familiarity, sophistication and consistency in capturing, managing and using harvester data for forest management and planning. Monitoring and summarizing harvesting production and log yields have remained the main use of harvester data in many forestry companies. However, researchers have used harvester data to estimate harvester productivity and, in combination with terrestrial laser scanning, to determine tree value and log yields in P. radiata plantations (Strandgard et al. 2013; Murphy et al. 2010). A research project is currently being carried out to combine harvester data with airborne LiDAR to estimate stand volume and log yield of a plantation, for which trees and stands need to be reconstructed from harvester data. To facilitate such reconstructions, this study aims to develop (1) a system of equations for estimating DBHOB of trees from diameter overbark (DOB) measured by a harvester head at any height up to 3 m above ground level and (2) an equation to predict the total height of harvested stems from harvester data in the P. radiata plantations of NSW, Australia.

Materials and methods

Data

For accomplishing the objectives, it would be ideal if the total tree height and the stump height of harvested stems were available in addition to the number of logs, their lengths and end diameters recorded by harvesters. However, apart from log length and diameter, other tree attributes pertaining to the harvested stems could not be measured by harvester heads, posing a difficulty for the intended analysis. To overcome this difficulty, three data sets were used in combination to construct a simulated data set that not only included stump height and total tree height but also mimicked the cutting patterns of harvesters in operational harvesting. The first was a compilation of taper data with DBHOB, total tree height and sectional diameter measurements of a large number of sample trees. The taper data were used to (1) derive a set of relationships for converting diameter at the first point of measurement at a range of specified heights above ground level to DBHOB and (2) construct stem profiles of individual trees that were cut to length in the simulated log cutting. The second data set contained stump heights from postharvesting surveys, which were used to specify a stump height in the cutting
The third was a harvester data set with records of log length, volume and small end diameter of all logs cut from each stem. The harvester data were used to derive patterns for the simulated cutting of the constructed stem profiles. The combined use of the three data sets and the simulated CTL data fulfilled the data requirement of the study. To aid readers’ understanding of the coming sections of this paper, the entire data processing and analytical workflow was summarized and outlined in a flowchart (Fig. 1).

**Taper data**

The taper data included 3251 trees sampled from *P. radiata* stands across NSW over a period of thirty years. The data were previously used to develop taper and height–diameter equations.

---

**Fig. 1** A flowchart outlining the entire data processing and analytical workflow. The section numbers in the boxes indicate where the steps were described in the text.
functions (Bi and Long 2001; Bi et al. 2012), and conversion factors for DBHOB measured at different breast height (Zhang et al. 2015). As described by Bi and Long (2001), the sample trees had an age range between 10 and 47 years, and they were taken from both thinned and unthinned stands. Taper measurements were relatively consistent. The lowest measurements of both overbark and underbark diameters were taken at between 0.1 m to 0.3 m above ground, then another measurement was usually taken at 0.7 m before reaching the defined breast height of 1.3 m. Measurement intervals above breast height varied between 1.5 to 3 m depending on the height of the sample trees. The number of measurement points over the lower stem below 5 m varied mostly from 4 to 6 among the 3251 sample trees. For the purpose of this study, 86 trees that had underbark but not overbark taper measurements were excluded, leaving a total of 3165 trees in the taper data set (Fig. 2).

**Stump height data**

The data came from postharvesting surveys of stump height conducted as part of routine residue and waste assessment in clearfall operations using CTL harvesters between 2012 and 2015 in P. radiata plantations of the Snowy Region of Forestry Corporation of NSW (FCNSW). The region manages about 120,000 ha of P. radiata plantations on the south-west slopes of NSW and supplies customers 1.35 million m³ of sawlogs and 0.86 million m³ of pulpwood annually through long-term wood supply agreements according to the FCNSW’s 2016 forest management plan. The data contained height measurement of 4676 stumps from 125 transects established over 31 postharvesting sites (Fig. 3). Stump height was measured from ground level on the high side of the stump to a point level with the top of the stump, but stump diameter was not measured in the surveys. The length of transects varied from 50 to 400 m, but the majority of transects had a length of 200 m.

**Harvester data**

A sample of harvester data was also provided by the Snowy Region of FCNSW for the purpose of this study. The data contained a total of 16,243 stems/trees that were harvested and processed by CTL harvesters in routine second thinning operations in 22-year-old P. radiata plantations in seven compartments of Bungongo State Forest in the Tumut management area in 2013. Second thinning data were used as the trees cover a large range of tree height and DBHOB values. Each stem was cut into several logs numbered sequentially from the butt to the end near the tip and their length, overbark volume and small end diameter overbark (SEDOB) were recorded. But large end diameter overbark (LEDOB) of the butt log (i.e., stump diameter) was not available. A total of 65,287 logs were recorded in the sample data set. The cutting patterns were largely driven by the small log specifications for the domestic market, the sawlog specifications for Carter Holt Harvey Wood-products Australia, and the pulpwood specifications for Visy Industries. Both companies are major long-term customers of the Snowy Region of FCNSW. Stump height, DBHOB and total tree height were not available from the harvester data. Individual stem files for the stems were not recorded or not available due to the lapse of time.

As is often the case with harvester data, a number of erroneous and illogical records were detected following a careful data screening and exploratory data analysis. For the intended use of the harvester data in this study, i.e., to derive patterns for the simulated log cutting of the stem.

![Fig. 2 Scatter plot and frequency distributions of DBHOB and total tree height of the 3165 trees in the taper dataset. The lower and upper curves represent the 0.005th and the 0.995th nonlinear conditional quantiles (see Eq. 11 and text in Sect. 4.2.)](image-url)
profiles constructed from taper data, a two-stage data screening process was carried out. In the first stage, frequency distributions and descriptive statistics of the number of logs cut from individual stems and that of the total log length were examined. A total of 172 stems had 8 or more logs, including the extreme cases of 17, 18 and 42 logs cut from a single stem as recorded in the harvester data (Fig. 4). Some of these trees may have had multiple leaders and/or short defective sections. There were also five trees with a total log length less than 3 m, shorter than the shortest specified length for a pulp log. These 177 trees were removed from the data set. In the second stage, the sequentially numbered logs from each stem were examined in relation to their product specifications and in terms of their pattern of change in SEDOB over the accumulative log length, i.e., height above stump. Stems with more than half of its logs not assigned to any product category in the harvester data were considered to be dubious or deformed trees. Trees with the smallest SEDOB greater than 20 cm, i.e., the upper limit of the specified SEDOB (8–20 cm) for small logs, might be only partially processed by the harvester head due to breakage or other damage to the upper stem. A number of stems had the same values of recorded SEDOB for two or more logs that were cut at least 3 m apart, which might be caused by a bulge, a branch knot or simply recording errors of the harvester head. By contrast, there were other stems whose log SEDOB decreased far too rapidly when plotted against the cumulative log length. These cases might be associated with double or multiple leader trees that could not be marked by the harvester head. Considering the intended use of the harvester data in this study, these stems, 2422 in total, were also removed from the data set, leaving a final data set containing a total of 13,644 stems and 55,222 logs for the log cutting simulation. The relatively large proportion of defective stems was likely to reflect that the data were from a second thinning operation which has the removal of defective stems as a primary objective.

Converting DOB at any height below 3 m to DBHOB

Because the height of the first DOB measurement taken by a harvester head during tree harvest can vary from a minimum of 20 cm to a maximum of 130 cm above the stump, which can vary in height from less than 10 cm to 50 cm or more above ground level (Fig. 3), it would be ideal to be able to derive an estimate of DBHOB from DOB measured at any height within a defined range above ground level. Considering the makes, models and ages of all harvesters currently in operation, a range between 0 and 3 m above ground level was adopted to accommodate all possible heights of the first DOB measurement. Within this range, 30 heights from 0.05 to 2.95 m with an even interval of
0.1 m were selected to develop height-specific equations to convert DOB to DBHOB. However, actual field measurements of DOB at the 30 specified heights above ground level were not available from any sources of empirical data. To overcome this difficulty, the taper data were used to obtain numerically interpolated values of DOB at the 30 specified heights for each of the 3165 trees in the taper data set using piecewise cubic hermite interpolating polynomials (PCHIP) implemented in MATLAB (R2015b). This particular interpolation method was adopted because it was proven to be the most accurate after a detailed evaluation and comparison with three other methods including the polynomial interpolation of Lagrange, that of Newton, and cubic spline interpolation (Zhang et al. 2015). An example of DBHOB plotted against interpolated values of DOB at 8 of the 30 specified heights is shown in Fig. 5.

To convert DOB measured at any of the 30 specified heights to DBHOB, a system of 30 equations was specified as follows:

\[
\begin{align*}
\ln\text{DBHOB}_1 &= \alpha_{h_1} + \beta_{h_1} \ln \text{DOB}_{h_1} + \varepsilon_1 \\
\ln\text{DBHOB}_2 &= \alpha_{h_2} + \beta_{h_2} \ln \text{DOB}_{h_2} + \varepsilon_2 \\
\ln\text{DBHOB}_3 &= \alpha_{h_3} + \beta_{h_3} \ln \text{DOB}_{h_3} + \varepsilon_3 \\
\vdots & \quad \vdots \\
\ln\text{DBHOB}_{30} &= \alpha_{h_{30}} + \beta_{h_{30}} \ln \text{DOB}_{h_{30}} + \varepsilon_{30},
\end{align*}
\]

(1)

where \(\ln\) stands for natural logarithm, DBHOB is in cm, \(\text{DOB}_{h_1} \ldots \text{DOB}_{h_{30}}\) denote DOB in cm at the 30 specified heights \((h_1 \ldots h_{30})\) above ground level, ranging from 0.05 to 2.95 m at an even interval of 0.1 m, \(\varepsilon_1 \ldots \varepsilon_{30}\) are the corresponding error items that were assumed to jointly follow a multivariate normal (MVN) distribution with a zero mean vector and a positive definite covariance matrix. The system of 30 equations was first estimated by the ordinary least squares (OLS) estimator in the PROC MODEL procedure of SAS 9.4 without considering the inherent cross-equational error correlations. To take into account the inherent correlations, the system was also estimated by using the seemingly unrelated regression (SUR) estimator of Zellner (1962) to achieve greater efficiency in parameter estimation (Srivastava and Giles 1987). Mean squared error (MSE) and \(R^2\) values were computed for individual equations. The use of logarithmic regression in the system of equations would certainly incur bias in the estimation of DBHOB when the predicted values were back-transformed from logarithm. The existence of such an inherent bias in logarithmic regression has been well recognised (e.g., Baskerville 1972; Flewelling and Pienaar 1981; Snowdon 1991). To correct for such bias, Snowdon’s (1991) bias correction factor was calculated for each of the 30 system equations following parameter estimation so that DOB measured at any of the 30 specified heights could be converted to DBHOB as follows:

\[
\text{DBHOB} = \theta_h \exp (\alpha_h + \beta_h \ln \text{DOB}_h),
\]

(2)

where \(\text{DBHOB}\) denotes the converted value of DBHOB from DOB at height \(h\) \((i = 1, \ldots, 30)\) above ground level.
$\theta_h$ is the bias correction factor, and $\hat{a}_h$ and $\hat{b}_h$ are the estimated parameters.

Although the 30 specified heights covered a complete height range of the first DOB measurement by any harvester head regardless of its make, model and age, in practice the first DOB may not be taken exactly at any one of specified heights. In such cases, simple linear or the nearest interpolation of the estimated parameters and bias correction factors of the system equations in model (1) would be the two most obvious options for obtaining a unique set of parameters at any given height below 3 m above ground level for the conversion of DOB to DBHOB.

To evaluate the accuracy of these two approaches and of the system of equations in converting DOB to DBHOB at any height below 3 m, another data set was generated firstly by randomly selecting a height within each of the 29 intervals in between the 30 specified heights. The selected heights were based on random numbers generated from the uniform distribution but did not include the 30 specified heights at which the data were already used for parameter estimation. For these 29 randomly selected heights, the conversion parameters and bias correction factors were then derived from those for the 30 system equations in model (1) using the two interpolation methods: simple linear interpolation and the nearest interpolation, i.e., taking the estimated parameters and the calculated bias correction factor of the nearest specified height. In addition, 29 interpolated values of DOB were obtained also using PCHIP for each of the 3165 trees contained in the taper data set. These DOB values were finally converted to DBHOB using the the conversion parameters and bias correction factors obtained through the two interpolation methods. Using the observed and converted values of DBHOB, we calculated the mean error of prediction (MEP), the mean absolute error of prediction (MAEP), the mean squared error of prediction (MSEP), and the prediction coefficient of determination ($R_p^2$) for each of the randomly selected height as follows:

\[
\text{MEP} = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)}{n} \quad (3)
\]

\[
\text{MAEP} = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} \quad (4)
\]

\[
\text{MSEP} = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n} \quad (5)
\]

\[
R_p^2 = 1 - \frac{\left(\sum_{i=1}^{n} (y_i - \hat{y}_i)^2\right)}{\left(\sum_{i=1}^{n} (y_i - \bar{y})^2\right)} \quad (6)
\]

where $y_i$ represents the observed DBHOB of the $i$th tree in cm, $\hat{y}_i$ stands for the value of DBHOB converted from DOB at the selected height for the same tree, $\bar{y}$ is the mean observed DBHOB, and $n$ is the total number of
observations, equal to 3165 trees in this case. As reviewed by Huang et al. (2003), the four benchmarking statistics have been commonly used in evaluating the predictive performance of forest models as they assess the size, direction and dispersion of the prediction error. In particular, the MSEP is the measure of prediction accuracy commonly used in the statistical literature since it incorporates both the variance of prediction error and the bias of prediction (Wackerly et al. 1996). Analogous to the coefficient of determination $R^2$, $R_p^2$ is essentially the model efficiency coefficient originally proposed by Nash and Sutcliffe (1970). But unlike $R^2$, which ranges from 0 to 1, $R_p^2$ can range from $-\infty$ to 1. An $R_p^2$ of 1 corresponds to a perfect match of the predicted to the observed values, while an $R_p^2$ of 0 indicates that the model predictions are as accurate as the mean of the observed values. The observed mean is a better predictor than the model, the value of $R_p^2$ is less than 0, as the residual variance is larger than the variance of the observed data.

**Estimating total tree height from harvester data**

Because the stump height and the top section of a tree are not measured by the harvester head, it is impossible to develop equations for predicting total tree height using the harvester data per se. The harvester data must be used with the taper data to generate a data set that contained stump height (0.15 m, i.e., the average stump height over all sites in Fig. 3), the number of logs, their length, LEDOB and SEDOB values, and more importantly, the length of the top section of every tree. Such a data set was generated through simulated log cutting of the complete stem profiles of trees from ground to tip constructed from their taper data. The cutting patterns used in the CTL simulations were extracted from the harvester data for individual trees in the taper data set. The simulated data set would then enable the development of equations for predicting total tree height from harvester data.

**Cut-to-length (CTL) simulations**

During harvesting operations in *P. radiata* plantations, trees with DBHOB less than 10 cm are not harvested because they are unmerchantable. Thus, 66 trees of such sizes in the taper data set were not included in the log-cutting simulation, leaving 3099 trees in the data set. For each tree in this data set, the simulation went through the following steps: (1) estimating its potential total log length; (2) selecting the stem that was most similar in DBHOB and total log length from among the 13,644 stems in the harvester data; (3) adjusting the cutting pattern of the most similar stem before using it to locate the sequential cross-cut points on its stem profile that was interpolated from taper measurements; (4) calculating the DOB at each cutting point using the interpolated stem profile; (5) exporting the values of stump height, log number, length, LEDOB and SEDOB, and the length between the last cutting point to the tip of the tree to a holding data set for further analysis (Fig. 6).

To complete step 1, a nonlinear equation was derived first to predict the SEDOB of the top log (i.e., the smallest SEDOB of a stem) from DBHOB using the harvester data. After some exploratory analysis and comparisons of several model forms, the following equation form was adopted:

$$\text{SEDOB}_{TL} = \exp\left(a + \frac{b}{\text{DBHOB}}\right)$$  \hspace{1cm} (7)

where SEDOB$_{TL}$ is the SEDOB of the top log in cm, $a$ and $b$ are parameters. Equation (7) was fitted using median regression instead of the least squares method because of the extent of the spread of the 13,644 data points and at the same time because of the desire to avoid some outliers exerting an undue influence on the parameter estimates. The R package for quantile regression, quantreg (Koenker 2015, 2016, 2017), was used to estimate the two parameters for the 0.50th nonlinear conditional quantile. Because the harvester data did not contain DBHOB for the stems, the SEDOB of the first section, either a butt log or a much shorter waste or off-cut section between the stump and the second cutting point, was converted to DBHOB using the assumed stump height of 0.15 m. For stems with the second cutting height less than 3 m above ground level, the conversion used the system of equations derived above in Sect. 3. For other stems with the second cutting height greater than 3 m, a total of 46 equations were developed using the same taper data and methods as described in Sect. 3. These equations covered the range of the second cutting height from 3.05 to 7.05 m with a 0.1 m interval and from 7.05 to 9.55 with a 0.5 m interval. There were only more than 10 stems with the second cutting height above 7.05 m. As expected, the range of the estimated DBHOB for the stems was smaller than the range of DBHOB of trees in the taper dataset (Figs. 2 and 7).

After SEDOB$_{TL}$ was estimated, a complete stem profile from the ground to the tip was constructed numerically for each tree in the taper data set by interpolating through its observed values of DOB using PCHIP with an even interval of 0.1 m (Fig. 6). The interpolated DOB values were then compared systematically with the estimated SEDOB$_{TL}$ for the tree through a computer program. The height at which the interpolated DOB was the closest to the estimated SEDOB$_{TL}$ was taken as the height of the last cross-cut point. This height minus the assumed stump
height (0.15 m) was the estimated total log length for the tree in the CTL simulations.

In the second step, DBHOB and the estimated total log length of each tree in the taper data set were compared with that of every stem in the harvester data in order to select the most similar stem for the tree. A similarity index (SI) was calculated for each stem as follows:

$$SI = \sqrt{\left(D_H - D_T\right)^2 + \left(L_H - L_T\right)^2},$$  \hspace{1cm} (8)

where $D_H$ and $L_H$ represent the estimated DBHOB and the total log length of a stem in the harvester data set, while $D_T$ and $L_T$ stand for the DBHOB and the estimated total log length of the tree in the taper data set. The stem with the smallest value of SI among the 13,644 stems was selected as the most similar stem for the taper tree. Even so, the total log length of the most similar tree ($L_{H}$) still differed from that of the taper tree ($L_{T}$) as the taper samples were selected from across the state over a much wider diameter and height range than the trees contained in the harvester data (Figs. 2 and 7). The difference, calculated as $\Delta L = L_T - L_H$, varied from $-2.2$ to $16.0$ m, but its distribution was extremely positively skewed, with the first percentile at $-1.1$ m, the 5th percentile at $-0.3$ m, a median of zero, and the 90th, 95th and 99th percentiles at $1.6$, $5.3$ and $9.8$ m, respectively, among the 3099 taper trees used in the CTL simulations.

Because of these differences, some adjustment was made in the third step to the cutting pattern of the most similar tree before it was applied to the corresponding taper tree in the CTL simulations. In doing so, $\Delta L$ was evaluated against the range of log length for pulpwood, which varied...
from 3.6 to 6 m as specified by forest management and also shown by the harvester data. For trees with $\Delta L$ greater than or equal to 3.6 m, one or more pulp logs were cut above the last cutting height of the most similar stem to a length within the specified range in a way to minimize wastage. For trees with $\Delta L$ greater than 0 and less than 3.6 m, $\Delta L$ was added to the length of the top log of their most similar trees to form a longer section, which was then cut up in the same way as described above. For a small number of taper trees to form a longer section, which was then cut up in the top sections was between 3.0 and 8.8 m.

For trees with $\Delta L$ greater than 0 and less than 3.6 m, wastage was added to the length of the top log of their most similar trees was shortened by $\Delta L$. If the shortened length was equal to or greater than 3.6 m, it was taken as the length of the last log in the CTL simulations. Otherwise, the procedure described above for trees with $\Delta L$ greater than 0 and less than 3.6 m was repeated again. Following these adjustments, the difference between the estimated log length $L_E$ and the total log length actually realized in the simulations varied from 0 to a maximum of 1.2 m among the 3099 taper trees. The adjusted cutting patterns left little wastage in the top section of the taper trees in the simulations but kept any waste section that was cut from the lower stem of their most similar trees. In doing so, the simulated cutting patterns remained the most realistic, unlike some CTL and bucking-to-value simulations that used modelled taper curves (Malinen et al. 2007). In the final data set generated by the CTL simulations, SEDOBTL ranged from 3.9 to 20.4 cm with a median of 12.1 cm and the minimum total log length was 4.2 m, while the length of the top section varied from 1.2 to 14.0 m, with a median of 5.9 m, but the length of 90% of the top sections was between 3.0 and 8.8 m.

Using the adjusted cutting pattern for each taper tree, the cutting points were located on its interpolated stem profile and then the interpolated DOB values were obtained in the fourth step. Finally, in the fifth step, the values of stump height, log number, length, LEDOB and SEDOB, and the length between the last cut to the tip of the tree were exported to a holding data set for further analysis (Fig. 5). All steps of the CTL simulations were completed using a computer program written in C#.

**Estimating total tree height**

The data set generated from the CTL simulations of 3099 taper trees was randomly split into two parts, one containing 2099 trees for developing an equation to estimate total tree height and the other containing 1000 trees for testing its accuracy. Varjo (1995) formulated a model to predict the length of the top section of a tree that was not commercially harvested and processed by the harvester head for pine, spruce and birch species in Finland. The three predictor variables of this model included DBHOB, the total log length and the small end diameter underbark (SEDUB) of the top log. This model form was adopted for *P. radiata* after replacing the SEDUB with SEDOBTL (i.e., the SEDOB of the top log) in the model as shown below:

$$\ln L_{top} = a_1 + a_2L + a_3\text{SEDOB}_{TL} + a_4\ln L + a_5\ln DBHOB + a_6\ln \text{SEDOB}_{TL} + e,$$

where $L_{top}$ represents the length of the top section in meters, $L$ is the total log length in meters, DBHOB and SEDOBTL are in centimeters, and $e$ is the error term assumed to follow a normal distribution with zero mean. The parameters were estimated through ordinary least squares regression. The residuals from regression were examined by using both diagnostic plots and statistical tests to detect possible violations of the normality assumption. The diagnostic plots consisted of four plots: the observed stem volume plotted against fitted values with the line of unity, the corresponding residual plot, the normal quantile-quantile plot and the frequency distribution of the residuals.

To correct for log transformation bias, Snowdon’s (1991) bias correction factor was calculated following parameter estimation. Using the estimated $L_{top}$, the predicted total tree height was calculated as follows:

$$\hat{H} = H_5 + L + \theta \exp\left(\ln \hat{L}_{top}\right),$$

where $\hat{H}$ is the predicted total tree height in meters, $H_5$ is the stump height equal to 0.15 meters as used in the CTL simulations, $\theta$ is Snowdon’s bias correction factor, and $\ln \hat{L}_{top}$ is the predicted value of log transformed $L_{top}$ from Eq. (9). To evaluate the predictive performance of Eq. (10), the difference between the observed total tree height and $\hat{H}$ was calculated for every tree in the testing data set containing 1000 trees. Then the four benchmarking statistics as shown in Eqs. 3–6 were calculated.

To provide an alternative benchmarking comparison, total tree height was obtained from the overbark taper equation for *P. radiata* of Zhang et al. (2015) through a numerical search routine. This taper equation adopted the trigonometric variable-form taper model of Bi (2000), and its parameters were estimated using the same data as in Bi and Long (2001). The trigonometric variable-form taper model has been implemented in both commercial software and in-house forest resource management and decision support systems in Australia and New Zealand. As DOB at any height above ground level could be obtained through the equation of Zhang et al. (2015) for a given pair of DBHOB and total tree height, an intuitive but naive approach of estimating the total height of a tree with a given DBHOB and several values of DOB at log ends as in the form of harvester data would be to search for a particular total tree height that could best approximate the DOB values from a complete range of all possible total heights for the DBHOB.
To help define this search range, the three-parameter Chapman-Richards function was used:

\[ H = 1.3 + a(1 - e^{-bD})^c \]  

(11)

where \( H \) stands for total tree height in m, \( D \) is DBHOB in cm, and \( a, b, \) and \( c \) are parameters that will be estimated using quantile regression. This function had been shown to provide a more satisfactory fit to height and diameter data than many alternative model forms by Huang et al. (1992, 1999) and Bi et al. (2000, 2012). Two extreme nonlinear conditional quantile curves, the 0.005th and the 0.995th, in the form Eq. (11) were estimated using the R package quantreg, and the total tree height and DBHOB values of the 3165 trees in the taper dataset (Fig. 2). For a tree with a given DBHOB, the search range was then defined by the lower and upper quantile curves. A computer program was written to start the search from the minimum total tree height as determined by the lower quantile curve for the given DBHOB, and then to proceed with an increment of 0.1 m each time afterward until the maximum total tree height as determined by the upper quantile curve was reached. At each step of the search, a corresponding MSEP was calculated using the observed and estimated values of DOB in the way as shown in Eq. (5). The height that gave the smallest MSEP among all the searched heights was selected to be the estimated total tree height for the tree (Fig. 8). This numerical search routine was carried out to obtain another set of total height estimates for the 1000 trees in the testing data set. The accuracy of these estimates was compared with that of Varjo’s model in Eq. (10) through the four benchmarking statistics as shown in Eqs. 3–6.

This comparison evaluated the global predictive performance of the two approaches across all 1000 trees but not the local performance within any subspace of the data. For a more local evaluation, the entire data space of 1000 trees was divided into subspaces in three ways. First, the data were divided into four size classes according to DBHOB and tree height in a manner similar to that of Flewelling and Raynes (1993) and Bi (2000). The 0.50th nonlinear height–diameter quantile curve in the form of Eq. (11) was obtained using the R package quantreg; this median curve divided the 1000 trees into two halves, i.e., relative taller and shorter trees for a given DBHOB. Then the trees in each half were further divided into two parts depending on their diameter being smaller or larger than the median DBHOB. In this way, the 1000 trees were divided into four size classes, each having about a similar number of trees (Fig. 9). Second, the total log length of each tree was divided by its total tree height to obtain a log length ratio \( R_l \), which ranged from 0.46 to 0.88 among the 1000 trees. Because there were a total of 26 trees with \( R_l \) below 0.6 and only two trees with \( R_l \) below 0.5, this range was divided into three intervals: (1) \( R_l \leq 0.7 \), (2) \( 0.7 < R_l \leq 0.8 \) and (3) \( R_l > 0.8 \), containing 269, 530 and 201 trees, respectively. Third, the data were divided into seven groups according to the total number of logs cut from each stem which ranged from 1 to 9. Finally, the four benchmarking statistics as described above were calculated for both the Varjo’s model and the taper function over all subspaces of data to compare their local predictive performances.

---

**Fig. 8** An example of the changes in MSEP as the value of total tree height inputted into the taper equation increased from the smallest value \( H_{0.005} \) at the start of the numerical search routine, with an increment of 0.1 m at each step, to the largest value \( H_{0.995} \) at the end of the search. \( H_{0.005} \) and \( H_{0.995} \) represent the 0.005th and 0.995th conditional quantiles of total tree height for any given DBHOB (see Fig. 2). The height with the smallest MSEP was selected to be the predicted total tree height as indicated by the vertical line in the middle.

**Fig. 9** Total tree height plotted against DBHOB for the 1000 trees in the testing dataset. The entire data space was divided into four subspaces by the 0.50th nonlinear conditional height-diameter quantile curve and the median of DBHOB.
Results

As shown in Fig. 3, the average stump height over all 31 sites was 15 cm, but there was a large degree of variation across the 31 sites. At any particular site, stump height could vary from less than 10 cm to more than 50 cm in the extreme cases. Among the 31 sites, the average stump height varied from 8.2 to 24.4 cm with a median of 15.6 cm, while the median stump height varied from 7 to 24 cm with a median of 13 cm. In comparison, the 90th percentile of stump height varied from 15 to 32 cm across these sites.

Converting DOB at any height below 3 m to DBHOB

There were little differences between the OLS and SUR estimation in the calculated values of MSEP for DBHOB conversion using Eqs. 2 and 5 for most of the 30 specified heights. However, the OLS estimation had slightly smaller values of MSEP for heights between 2 and 3 m, therefore the OLS parameter estimates of the system of 30 equations were reported here. The estimated parameters and the calculated Snowdon’s bias correction factors for the system of 30 equations as specified in model (1) changed systematically as height increased from 0.05 to 2.95 m with an even interval of 0.1 m (Table 1). The estimated value of $\alpha$ gradually increased from nearly −0.32 at 0.05 m to about zero at 1.35 m, just above the defined breast height of 1.3 m, and finally to 0.26 at the height 2.95 m. As $\alpha$ increased, the estimated value of $\beta$ decreased from 1.04 at 0.05 m to almost 1 at 1.35 m, and finally to 0.96 at 2.95 m. The calculated bias correction factor was almost 1 in the close neighborhood of breast height. As height moved further away from breast height, it became increasingly larger and reached 1.001 at the two ends of the height range of 0.05 and 2.95 m. The mean squared error for the equations was the largest at the base height of 0.05 m, the smallest in the close neighborhood of breast height, and became increasingly larger again as height increased further above breast height.

These parameter estimates and bias correction factors in Table 1 were for the 30 specified heights only. Through simple linear or the nearest interpolation, parameters and correction factors were obtained for the estimation of DBHOB at any other height within the range of 0.05–2.95 m. The simple linear interpolation had little bias across the height range as shown by the values of MEP, while the nearest interpolation had slightly larger but still negligible bias in the estimation of DBHOB (Fig. 10). For both interpolation methods, the benchmarking statistic MAEP, i.e., the average size of error in the estimation of DBHOB, was within 1 cm except for the first three heights below 0.3 m. It followed a V-shaped pattern across the height range, with the smallest value sitting in between 1.25 and 1.35 m. Correspondingly, MSEP followed similar patterns across the height range for both interpolation methods.

Converting SEDOB of the first log to DBHOB

Parameter estimates and fitting statistics for the 46 equations that were used to convert SEDOB of the first log to DBHOB again showed systematic changes as height increased from 3.05 to 9.55 m (Table 2), continuing the trends shown in Table 1 for height from 0.05 to 2.95 m. The parameters of the 0.50th nonlinear conditional quantile curve in the form of Eq. (7) estimated by the R package

| $H$ (m) | $\alpha$ | $\beta$ | MSE $\times 10^{-3}$ | $\theta$ | $H$ (m) | $\alpha$ | $\beta$ | MSE $\times 10^{-3}$ | $\theta$ |
|--------|----------|--------|---------------------|--------|--------|----------|--------|---------------------|--------|
| 0.05   | −0.3182  | 1.0420 | 3.18                | 1.0014 | 0.55   | 0.0469   | 0.9927  | 0.09                | 1.0000 |
| 0.15   | −0.2967  | 1.0395 | 2.42                | 1.0010 | 1.65   | 0.0642   | 0.9900  | 1.34                | 1.0000 |
| 0.25   | −0.2745  | 1.0383 | 1.86                | 1.0008 | 1.75   | 0.0808   | 0.9874  | 0.19                | 1.0001 |
| 0.35   | −0.2501  | 1.0363 | 1.45                | 1.0006 | 1.85   | 0.0968   | 0.9850  | 0.25                | 1.0001 |
| 0.45   | −0.2233  | 1.0337 | 1.17                | 1.0004 | 1.95   | 0.1123   | 0.9826  | 0.33                | 1.0001 |
| 0.55   | −0.1969  | 1.0306 | 0.98                | 1.0003 | 2.05   | 0.1274   | 0.9802  | 0.41                | 1.0002 |
| 0.65   | −0.1700  | 1.0271 | 0.82                | 1.0002 | 2.15   | 0.1424   | 0.9778  | 0.51                | 1.0002 |
| 0.75   | −0.1436  | 1.0233 | 0.63                | 1.0001 | 2.25   | 0.1572   | 0.9754  | 0.62                | 1.0002 |
| 0.85   | −0.1179  | 1.0194 | 0.45                | 1.0001 | 2.35   | 0.1721   | 0.9729  | 0.74                | 1.0003 |
| 0.95   | −0.0922  | 1.0154 | 0.28                | 1.0000 | 2.45   | 0.1871   | 0.9703  | 0.87                | 1.0004 |
| 1.05   | −0.0663  | 1.0112 | 0.14                | 1.0000 | 2.55   | 0.2023   | 0.9675  | 0.10                | 1.0004 |
| 1.15   | −0.0400  | 1.0068 | 0.05                | 1.0000 | 2.65   | 0.2177   | 0.9646  | 1.12                | 1.0005 |
| 1.25   | −0.0133  | 1.0023 | 0.05                | 1.0000 | 2.75   | 0.2331   | 0.9617  | 1.24                | 1.0006 |
| 1.35   | 0.0099   | 0.9985 | 0.01                | 1.0000 | 2.85   | 0.2485   | 0.9587  | 1.34                | 1.0006 |
| 1.45   | 0.0287   | 0.9956 | 0.05                | 1.0000 | 2.95   | 0.2639   | 0.9556  | 1.44                | 1.0007 |
quantreg were 3.05 and −16.89 for a and b respectively. This curve was used for estimating the small end diameter overbark of the top log, SEDOBTL, of a taper tree from its DBHOB before calculating its total log length in the first step of CTL simulations. According to this curve, SEDOBTL increased from 4 to 17 cm as DBHOB increased from 10 to 80 cm, i.e., the complete diameter range of taper trees. The three parameters of the Chapman–Richards function (Eq. 11) were $a = 31.6$, $b = 0.0315$, $c = 1.6997$, for the 0.005th quantile ($H_{0.005}$) and $a = 49.6$, $b = 0.0281$, $c = 0.7078$ for the 0.995th quantile ($H_{0.995}$). The two extreme conditional quantile curves defined the range of total tree height for any given DBHOB in the numerical search routine for the most likely estimate through the trigonometric variable-form taper equation (see Fig. 2). For example, the search range determined by the pair of extreme quantiles ($H_{0.005}$, $H_{0.995}$) in meters were (10.0, 28.6), (22.6, 41.9) and (28.7, 47.1) for DBHOB equal to 20, 50 and 80 cm, respectively.

**Estimating total tree height**

The six estimated parameters of Varjo’s model in Eq. (9) were all significantly different from zero, and the model explained about 61% of the variation in the log transformed $L_{top}$ as indicated by a $t$ test for parameter estimates and the value of $R^2$ for the ordinary least squares regression (Table 3). The calculated bias correction factor was 1.0208. The more or less even spread of the residuals when plotted against the predicted values did not suggest the presence of heteroskedasticity (Fig. 11). However, the residual normal quantile plot showed that the residual
distribution had a slight departure from normality, which was confirmed by the Kolmogorov–Smirnov test at \( \alpha = 0.05 \) level. The distribution was not mesokurtic, but symmetric leptokurtic as the skewness of the residual distribution was only \(-0.06\), almost zero and the kurtosis was 4.42, larger than 3, the kurtosis of any univariate normal distribution. The 5th and the 95th percentile of the residual distribution were \(-0.33\) and 0.34, equal to 0.7 and 1.4 m after back-transformed from logarithm (Fig. 11). The predicted \( \ln L_{\text{top}} \) was back-transformed from logarithm, corrected for log-transformation bias, and included in Eq. (10) for the prediction of total tree height.

The benchmarking statistics calculated for Eq. (10) using the 1000 trees in the testing data set showed that there was little bias in its prediction of total tree height because the calculated value of MEP was \(-0.01\) m. The average size of the prediction error was 0.93 m as indicated by the value of MAEP, and 90% of the prediction errors fell between \(-1.8\) and 2.1 m. The value of MSEP was 1.60, and the prediction coefficient of determination \( R^2_p \) was 0.98 (Fig. 12). In comparison to Eq. (10), there was a small bias of \(-0.10\) m in the total tree height prediction obtained through the numerical search routine using the trigonometric variable-form taper function. The value of MAEP was larger, about 1.2 m, and 90% of the prediction errors fell between \(-2.5\) and 2.5 m. MSEP was 2.41, also larger, and \( R^2_p \) was 0.96, slightly smaller (Fig. 12). This comparison showed the comparative predictive performance of the two approaches globally across all 1000 trees.

When the entire data space of 1000 trees was divided into subspaces for a more local evaluation, greater differences in predictive performance emerged between the two

### Table 2
Parameter estimates, fitting statistics and Snowdon’s bias correction factors (\( h \)) for the system of 46 equations used to convert DOB to DBHOB at each specified height (H) above ground level

| H (m) | \( \beta \) | MSE | \( \theta \) | \( R^2 \) | H (m) | \( \beta \) | MSE | \( \theta \) | \( R^2 \) |
|-------|-----|-----|-----|-----|-------|-----|-----|-----|-----|
| 3.05  | 0.2792 | 0.9525 | 0.0015 | 1.0008 | 0.99 | 5.35 | 0.7032 | 0.8512 | 0.0064 | 1.0058 |
| 3.15  | 0.2944 | 0.9493 | 0.0016 | 1.0009 | 0.99 | 5.45 | 0.7294 | 0.8442 | 0.0069 | 1.0063 |
| 3.25  | 0.3097 | 0.9461 | 0.0017 | 1.0010 | 0.99 | 5.55 | 0.7565 | 0.8368 | 0.0075 | 1.0068 |
| 3.35  | 0.3250 | 0.9429 | 0.0018 | 1.0011 | 0.99 | 5.65 | 0.7845 | 0.8292 | 0.0082 | 1.0074 |
| 3.45  | 0.3404 | 0.9396 | 0.0019 | 1.0012 | 0.99 | 5.75 | 0.8132 | 0.8213 | 0.0088 | 1.0080 |
| 3.55  | 0.3560 | 0.9362 | 0.0020 | 1.0013 | 0.99 | 5.85 | 0.8429 | 0.8131 | 0.0096 | 1.0086 |
| 3.65  | 0.3718 | 0.9328 | 0.0021 | 1.0015 | 0.99 | 5.95 | 0.8741 | 0.8044 | 0.0104 | 1.0093 |
| 3.75  | 0.3879 | 0.9292 | 0.0022 | 1.0016 | 0.99 | 6.05 | 0.9072 | 0.7950 | 0.0113 | 1.0102 |
| 3.85  | 0.4042 | 0.9255 | 0.0023 | 1.0017 | 0.99 | 6.15 | 0.9432 | 0.7847 | 0.0124 | 1.0111 |
| 3.95  | 0.4208 | 0.9217 | 0.0025 | 1.0019 | 0.99 | 6.25 | 0.9835 | 0.7730 | 0.0139 | 1.0123 |
| 4.05  | 0.4378 | 0.9178 | 0.0026 | 1.0021 | 0.99 | 6.35 | 1.0330 | 0.7583 | 0.0160 | 1.0141 |
| 4.15  | 0.4551 | 0.9137 | 0.0028 | 1.0023 | 0.99 | 6.45 | 1.0418 | 0.7567 | 0.0152 | 1.0135 |
| 4.25  | 0.4729 | 0.9095 | 0.0030 | 1.0025 | 0.99 | 6.55 | 1.0959 | 0.7405 | 0.0175 | 1.0155 |
| 4.35  | 0.4911 | 0.9052 | 0.0032 | 1.0027 | 0.99 | 6.65 | 1.1282 | 0.7312 | 0.0187 | 1.0164 |
| 4.45  | 0.5096 | 0.9007 | 0.0034 | 1.0029 | 0.99 | 6.75 | 1.1528 | 0.7332 | 0.0174 | 1.0153 |
| 4.55  | 0.5285 | 0.8960 | 0.0036 | 1.0032 | 0.99 | 6.85 | 1.1340 | 0.7318 | 0.0170 | 1.0146 |
| 4.65  | 0.5479 | 0.8912 | 0.0039 | 1.0034 | 0.99 | 6.95 | 1.1826 | 0.7173 | 0.0190 | 1.0162 |
| 4.75  | 0.5678 | 0.8863 | 0.0042 | 1.0037 | 0.99 | 7.05 | 1.2029 | 0.7120 | 0.0191 | 1.0162 |
| 4.85  | 0.5884 | 0.8811 | 0.0045 | 1.0040 | 0.99 | 7.15 | 1.4941 | 0.6232 | 0.0331 | 1.0262 |
| 4.95  | 0.6096 | 0.8757 | 0.0048 | 1.0043 | 0.99 | 7.25 | 1.6877 | 0.5646 | 0.0434 | 1.0328 |
| 5.05  | 0.6316 | 0.8700 | 0.0051 | 1.0046 | 0.99 | 7.35 | 1.8265 | 0.5243 | 0.0479 | 1.0349 |
| 5.15  | 0.6544 | 0.8641 | 0.0055 | 1.0050 | 0.99 | 7.45 | 1.8622 | 0.5172 | 0.0470 | 1.0339 |
| 5.25  | 0.6783 | 0.8578 | 0.0059 | 1.0054 | 0.99 | 7.55 | 1.9382 | 0.4966 | 0.0491 | 1.0345 |

Interpolated data from all 3165 trees contained in the taper dataset were used in the estimation

### Table 3
Parameter estimates, their standard errors in brackets and Snowdon’s bias correction factor (\( h \)) for Varjo’s model in Eq. (9)

| \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) | \( a_5 \) | \( a_6 \) |
|-------|-----|-----|-----|-----|-----|
| \(-0.9983\) | \(-0.0082\) | \(-0.0753\) | \(0.6282\) | \(-0.8955\) | \(2.0736\) |
| \((0.1839)\) | \((0.0033)\) | \((0.0146)\) | \((0.0493)\) | \((0.0749)\) | \((0.0953)\) |

\( N = 2099 \ R^2 = 0.61 \ MSE = 0.0424 \ \theta = 1.0208 \)
approaches. First, over the four subspaces of data separated by the median height–diameter curve and the median DBHOB in Fig. 9, Varjo’s model showed a systematic pattern of bias in total tree height prediction. It underestimated the total tree height of relatively slenderer trees that were above the median height–diameter curve in subspace
I and II but overestimated that of the relatively squatter trees below the curve (Fig. 13). Either way, the bias was small, within ±0.31 m. In comparison, the numerical search routine tended to overestimate the total height of trees in subspace I and IV (i.e., smaller slender trees and larger squatter trees) by about 0.2 m, and it was almost unbiased for trees within subspace II and III as the values of MEP were about ±0.1 m. Except for MEP, Varjo’s model was superior to the numerical search routine as it had smaller MAEP and MSEP but larger $R^2_p$ than the taper function (Fig. 13). Secondly, across the three log length ratio ($R_l$) intervals, the bias was the smallest when $0.7 < R_l < 0.8$, with MEP approaching −0.12 and −0.32 m for Varjo’s model and the numerical search routine, respectively (Table 4). The values of MAEP and MSEP were also the smallest, and the corresponding $R^2_p$ was the largest for both approaches, being 0.98 and 0.97 for Varjo’s model and the numerical search routine. For the other two log length ratio intervals with $R_l > 0.8$, MEP was much larger in size, being 0.91 and −0.94 m for Varjo’s model and 1.18 to −1.24 m for the numerical search routine. The values of MAEP and MSEP were also larger and, correspondingly, the values of $R^2_p$ were smaller, being 0.93 and 0.95 for Varjo’s model and 0.91 and 0.93 for the numerical search routine. Again, Varjo’s model was superior to the numerical search routine across all three intervals (Table 4). Third, among the seven groups of the number of logs cut from each stem, MEP varied between −0.14 to 0.12 m for Varjo’s model, and between −0.67 to 0.29 m for the numerical search routine.

The values MAEP and MSEP were much larger, and those for $R^2_p$ were much smaller for the numerical search routine (Table 5).

### Discussion

The extent of variation in stump height within and across sites (Fig. 3) could be attributed to several factors. The design of the harvester head in the distance from the base of the head to the saw determines the minimum achievable stump height. Debris such as rocks and logs at the base of a tree may prevent a machine operator from felling the tree at a height close to the ground level because harvester heads are not designed to clear the debris. Felling trees on a slope tend to leave stumps that are higher on the downhill side. There were also differences in the skill and behavior of operators, and some might be better than others at keeping stumps short during harvesting. Double leaders and stem deformity or defects such as severe butt swell or sweep just above the base of a tree might force operators to cut a stump higher rather than to fell the tree closer to the ground level and to cut to waste a swept butt. Doing so would also avoid the need for a second cut.

As reviewed by Pond and Froese (2014), many equations have been developed to predict DBHOB from stump dimensions for a large number of coniferous and broad-leaved species in different forest types over the past 60 years for the reconstruction of preharvest stems and stand structures from postharvest data. These equations

![Fig. 13 Observed total tree height plotted against estimated values with a line of unity for Varjo’s model and the variable-form trigonometric taper equation over the four subspaces of data (see Fig. 9)
were based either on a constant stump height, as in the case of Corral-Rivas et al. (2007) or on a narrow range of variation in stump height (e.g., Bylin 1982; Westfall 2010; Pond and Froese 2014). The system of 30 equations developed in this study enables the estimation of DBHOB from DOB measured at any height below 3 m above ground level for *P. radiata* through simple linear or the nearest interpolation of the estimated parameters and bias correction factors. These equations will be applicable in cases where DBHOB was not directly measured, recorded or extrapolated by the harvester head during tree felling and log cutting. Even when DBHOB was measured and recorded, the accuracy of the machine measurements may need to be validated, and the recorded values may need to be adjusted or corrected if necessary. For example, unpublished data obtained by the second author from 100 southern pine trees with DBHOB ranging from 22 to 48 cm that were carefully cut for a wood quality study in northern NSW showed that the harvester head substantially underestimated DBHOB. The underestimation ranged from 1.7 to 8.8 cm, with a mean and a median of 4.1 and 4.2 cm. The range represented 5–25% of the observed DBHOB. There are a number of possible causes of harvester head diameter measurement errors, including use of the incorrect bark function, penetration or stripping of the bark during processing and poor harvester head calibration (Strandgard and Walsh 2012). In such cases, the system of equations can be applied to adjust or to correct the machine measured DBHOB by using stump dimensions from postharvesting surveys, the height above stump of the first DOB measured by the harvester head or the height of DBHOB measurement specified in the production instruction file of the harvester. Besides its application in the processing of harvester data, the system of equations can be used to reconstruct the sizes of individual trees and structures of stands directly from stump height and diameters. It can also be used to convert diameter measurements taken at different breast heights, e.g., from 1.4 to 1.3 m. In doing so, it was proved to be slightly more accurate than the conversion factor of Zhang et al. (2015).

Although the system of equations and the interpolation algorithms can be easily programmed and implemented, a potential drawback of the system of equations may still be the perceived inconvenience associated with the number of equations. Because the two estimated parameters and the bias correction factor changed systematically but nonlinearly with height above ground level as shown in Table 1, attempts were made to smooth the discrete values of each parameter into a continuous polynomial function of height within the defined range of 0.05 to 2.95 m. However, for

| Table 4 | Benchmarking statistics of prediction accuracy of total tree height for Varjo’s model and the variable-form trigonometric taper equation across the three total log length ratio classes |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Total log length ratio ($R_l$) | Number of trees | Varjo’s model | Taper equation |
| MEP (m) | MAEP (m) | MSEP | $R^2_p$ | MEP (m) | MAEP (m) | MSEP | $R^2_p$ |
| 0.45 < $R_l$ ≤ 0.7 | 269 | 0.91 | 1.05 | 2.44 | 0.93 | 1.18 | 1.30 | 3.19 | 0.91 |
| 0.7 < $R_l$ ≤ 0.8 | 530 | −0.12 | 0.79 | 1.01 | 0.98 | −0.32 | 1.04 | 1.73 | 0.97 |
| 0.8 < $R_l$ ≤ 0.9 | 201 | −0.94 | 1.16 | 2.02 | 0.95 | −1.24 | 1.44 | 3.10 | 0.93 |
| 0.45 < $R_l$ ≤ 0.9 | 1000 | −0.01 | 0.93 | 1.60 | 0.98 | −0.10 | 1.19 | 2.40 | 0.96 |

| Table 5 | Benchmarking statistics of prediction accuracy of total tree height for Varjo’s model and the variable-form trigonometric taper equation over 7 groups of trees where the number of logs including waste sections cut from each stem ranged from 1 to 9 |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Number of logs | Number of trees | Varjo’s model | Taper equation |
| MEP (m) | MAEP (m) | MSEP | $R^2_p$ | MEP (m) | MAEP (m) | MSEP | $R^2_p$ |
| 1/2 | 188 | −0.05 | 0.59 | 0.65 | 0.91 | 0.29 | 0.85 | 1.17 | 0.85 |
| 3 | 195 | 0.01 | 0.85 | 1.50 | 0.79 | −0.09 | 1.14 | 2.29 | 0.68 |
| 4 | 181 | 0.12 | 1.20 | 2.57 | 0.74 | −0.02 | 1.43 | 3.48 | 0.65 |
| 5 | 172 | −0.14 | 0.95 | 1.46 | 0.85 | −0.34 | 1.22 | 2.38 | 0.76 |
| 6 | 102 | −0.02 | 1.24 | 2.40 | 0.70 | −0.15 | 1.43 | 3.07 | 0.62 |
| 7 | 117 | 0.09 | 0.95 | 1.55 | 0.83 | −0.24 | 1.20 | 2.42 | 0.73 |
| 8/9 | 45 | −0.10 | 0.81 | 0.94 | 0.82 | −0.67 | 1.19 | 2.08 | 0.59 |
all degrees of polynomials from low to high that were explored, local bias in parameter prediction over a certain height range persisted for all three parameters. As a result, the attempted estimation of DBHOB through parameter prediction from the continuous polynomial functions was not as accurate as the estimation though simple linear interpolation and the nearest interpolation as previously described. Eventually, this parameter prediction approach was abandoned. As also recognized by Pond and Froese (2014), an alternative single equation approach based on the niloidal segment of a taper function for the lower stem may need to be explored in future research.

Varjo’s (1995) equations for predicting the length of the top part of the stem (L_{top}) were originally developed for pine, spruce and birch trees in Finland and were applicable to stems with the small end diameter of the top log (SEDUBTL) between 5 and 10 cm and the minimum log length of 1.5 m. His predictive equations have proved useful in reconstructing individual trees from harvester data (e.g., Palander et al. 2009; Vesa and Palander 2010; Siipilehto et al. 2016). Equation (9) for predicting L_{top} of P. radiata was based on Varjo’s (1995) model but with SEDUBTL replaced by SEDOBTL as a predictor. The value of SEDOBTL ranged from 3.9–19.6 cm, and the minimum log length was 4.2 m among the 2099 trees used in estimating the parameters of Eq. (9). This range of SEDOBTL was much wider and the minimum log length much greater than that stated for Varjo’s (1995) equations. The estimated Eq. (9) explained 61% or the variation in L_{top} as indicated by the value of \( R^2 \) in Table 3, but this fit statistic was not reported by Varjo (1995) for his equations.

However, when the predicted L_{top} was added to total log length and stump height in Eq. (10), the predicted total tree height was unbiased and the prediction coefficient of determination \( (R^2) \) was 0.98, much greater than 0.61 (Fig. 11). As shown by the benchmarking results using the 1000 trees in the testing data set, the average size of prediction error and MSEP were 0.93 m and 1.60, respectively, and 90% of the prediction errors were between –1.8 and 2.1 m. This predictive performance was superior to that of the numerical search routine through the trigonometric variable form taper equation, although the latter used all log length and end diameter data generated from the simulated cutting of each stem in the search. The benchmarking statistics of both approaches were compared with the diagnostic plots, fit and validation statistics of conventional height–diameter equations for P. radiata reported in the literature (e.g., Sánchez et al. 2003; Dorado et al. 2006). The comparisons suggested that both approaches when used with harvester data would outperform the conventional equations even when they incorporated stand age and the average height and diameter of dominant trees in the stand as predictors.

Varjo’s model underestimated the total tree height of relatively slenderer trees but overestimated that of relatively squat trees (Fig. 13). This systematic pattern of bias in total tree height prediction suggested that prediction accuracy might be improved by incorporating some measure of slenderness into the equation in future research. Over the three log length ratio intervals, Varjo’s model was the least biased and the most precise for the interval in the middle where \( 0.7 < R_t < 0.8 \). This range included 53% of the 1000 trees in the testing data set and would also be the case for the majority of trees during the final harvesting of plantations based on operational experience. If there were no predictive models available for estimating total tree height from harvester data, the numerical search routine would be an obvious method to use as its prediction accuracy would still be superior to that of the conventional height–diameter equations.

Tree and stand reconstructions of the harvested forest have been well recognised and demonstrated as the necessary first step to provide the essential link of harvester data to conventional inventory, remote sensing imagery and LiDAR data (e.g., Kiljunen 2002; Maltamo et al. 2010; Söderberg 2015; Siipilehto et al. 2016). The biometric functions developed in this study have enabled the reconstruction of not only individual trees but also stands and forests of postharvest P. radiata plantations from harvester data. They will provide such a linkage for the most effective combined use of harvester data in predicting the attributes of individual trees, stands and forests, and product recovery for the management and planning of P. radiata plantations in New South Wales, Australia. However, as illustrated by Holopainen et al. (2010) and Westfall and McRoberts (2017) in their studies, when applying these equations, the variation in stump height between and within harvested sites (Fig. 3) will need to be kept in mind as it represents a source of uncertainty in the estimation of both DBHOB and total heights. The site-specific variation in stump height may need to be examined and quantified to reduce the uncertainty and maintain the accuracy of estimation. At the same time, operators of CTL harvesters can be encouraged or required by forest management to leave stumps with a more uniform and lower stump height within and across the harvesting sites.
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