Controlled expansion of shell-shaped Bose–Einstein condensates
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Abstract
Motivated by the recent experimental realization of ultracold quantum gases in shell topology, we propose a straightforward implementation of matter-wave lensing techniques for shell-shaped Bose–Einstein condensates. This approach allows to significantly extend the free evolution time of the condensate shell after release from the trap and enables the study of novel quantum many-body effects on curved geometries. With both analytical and numerical methods we derive optimal parameters for realistic schemes to conserve the shell shape of the condensate for times up to hundreds of milliseconds.

1. Introduction

Many-body physics on shell topology has recently experienced a huge progress with the first creation of shell-shaped quantum gases [1, 2]. Inspired by the near-term availability of this novel topology, theoretical research has lead to new insights into quantum phenomena such as vortices [3–5], the Berezinskii–Kosterlitz–Thouless transition [6, 7], and the impact of dimensional as well as topological crossovers on the excitation spectrum [8, 9]. Consequences of the system being forced on a curved manifold may also influence ultracold chemistry [10] and few-body physics [11, 12], for example, in the form of confinement induced resonances [13–15].

Experimentally, two schemes have currently shown to be capable of creating shells: (i) radio-frequency (rf) dressing [16–20] in combination with a microgravity environment [1, 21], and (ii) an optically confined mixture of two Bose–Einstein condensates (BECs) employing a magic laser wavelength for trapping the mixture [2, 22, 23]. The latter scheme could also be realized in microgravity [22] and typically relies on a Feshbach resonance [24, 25] to tune the interspecies interaction that builds up the shell.

Although it is a stunning accomplishment that both schemes can produce shells of quantum gases, it is still hard to realize rather large shells while maintaining relevant atom–atom interactions to truly observe many-body phenomena [1, 26]. In fact, the current approaches allow only limited access to tune the interspecies interaction of atoms in the shell via Feshbach resonances while being trapped. This restriction is due to the fact that the rf-dressing approach requires position dependent magnetic fields together with constant rf fields to generate the trapping potential and, therefore, there is no freedom to apply another homogeneous magnetic field to take advantage of Feshbach resonances. Likewise, for the case of an optically trapped dual-species mixture, a specific magnetic background field is already required for most isotope combinations to adjust the repulsive interaction between the two species to form the shell in the first place. Consequently, additional Feshbach resonances can in general be applied only during free expansion of the shell after completely switching off the trap. However, without a confinement, the matter-wave dynamics of the released shell generally leads to a rapid increase of its thickness due to the atoms moving both outwards and inwards. Thus, observing shell-related many-body physics would usually be limited to few tens of milliseconds, until the atoms have reached the center and the shell structure is lost [2, 22, 26, 27].
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In order to overcome these restrictions we explore in this article the application of matter-wave lensing techniques [28–33] to shell-shaped BECs. By preparing a free expansion in which the shell structure is conserved for hundreds of milliseconds, we allow for sufficient time to further manipulate the atom cloud with free fields, e.g. by using magnetic Feshbach resonances or laser light. In particular, attractive interactions between the atoms could be used to further reduce and control the width of the shell dynamically or to enable the study of few-body effects, losses and molecule formation in curved geometries. Moreover, with our approach free expanding shells of quantum gas could be used as the starting point for atom interferometers to built novel quantum sensors which typically scale favorably with extended free evolution times.

Here we propose two schemes with their applicability depending on the setup initially used to prepare the shell: (i) delta-kick collimation (DKC) [29–33] relies on switching on the original trapping potential for a short time during free expansion to reduce the width of the momentum space distribution at the expense of a larger position space distribution which is well suited for optically confined mixtures, and (ii) excitation induced collimation [28, 32, 34], where a swift change of the trap parameters is used to induce an oscillation in the thickness of the shell before switching off the trap close to the point of maximum thickness. The latter is specifically designed to be used in setups based on rf dressing that do not allow the trapping potential to be switched completely off and on again at will due to mixing of different magnetic hyperfine sublevels. By deriving optimal conditions for the collimation sequence, we show that both techniques are capable of conserving the shell structure for several hundreds of milliseconds which can be used for extensive probing of the system.

This article is structured as follows. In section 2 we introduce an effective model to describe both the ground state and dynamics of a large spherically symmetric shell-shaped BEC, which can also be used as a powerful tool for future studies of shell-shaped quantum gases. Starting from the three-dimensional (3D) nonlinear Gross–Pitaevskii equation (GPE), we discuss two approximations to reduce the equation of motion to a one-dimensional (1D) linear Schrödinger equation and present a general analytic solution which is employed throughout the article. The DKC-inspired approach for lensing of shell-shaped BECs is presented in section 3, where we focus on controlling the thickness of the shell during its free expansion by varying multiple parameters involved in the process. Using our effective model, we derive conditions to conserve the shell structure for the longest possible times. At the end of the section a generalized version of DKC is discussed that can be used to describe excitation induced collimation. In section 4 we consider the application of an adapted scheme to rf-dressed potentials, where any change of the parameters needs to be adiabatic in order to not mix different magnetic hyperfine sublevels. We show that even with these restrictions the expansion dynamics of shell-shaped BECs can be controlled with similar success as in the DKC case. Our conclusion in section 5 is followed by two appendices which present the effective 1D model in detail. Appendix A contains an in-depth discussion concerning the approximations needed to apply the 1D model instead of the 3D GPE, whereas appendix B summarizes the analytical solutions derived for different time-profiles of the employed sequences.

2. Shell-shaped BECs

In this section we first present the general framework to study shell-shaped BECs with the 3D GPE and then introduce an analytical model based on the 1D Schrödinger equation, that enables an efficient description of the ground state and dynamics of shell-shaped BECs valid in the limit of large shell radius.

2.1. System under study

To describe a BEC consisting of \( N \) atoms of mass \( m \), in an external potential \( V(\mathbf{r}, t) \), we use the 3D nonlinear GPE

\[
\frac{i\hbar}{\partial t} \psi(\mathbf{r}, t) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(\mathbf{r}, t) + \frac{4\pi a_s^3}{m} |\psi(\mathbf{r}, t)|^2 \right] \psi(\mathbf{r}, t) \tag{1}
\]

for the macroscopic wave function \( \psi(\mathbf{r}, t) \) which is normalized according to the condition

\[
\int d^3 r |\psi(\mathbf{r}, t)|^2 = 1, \tag{2}
\]

where \( \mathbf{r} \equiv (x, y, z) \) is the position vector with the Cartesian coordinates \( x, y \) and \( z \). Here we assume that the atoms are interacting via a contact potential whose strength is determined by the \( s \)-wave scattering length \( a_s \).

In order to realize shell-shaped quantum gases two alternatives offer themselves which have both been demonstrated experimentally: either employing rf-dressing techniques to realize a bubble potential.
we have shown that for the ground state of a shell-shaped BEC the atom–atom interaction is the stronger requirement. As a result, the optimal regime for applying our stationary 1D Schrödinger equation, instead of the 3D version, as we have proven in appendix A.1, we have shown that for the ground state of a shell-shaped BEC the atom–atom interaction becomes negligible for large shell radius, more precisely for \( r_0 \gg \sqrt{\hbar m \omega_0} \). In other words, this inequality means that the atom–atom interaction term in equation (1), being of the order of \((4\pi \hbar^2 a_s / m)|V|/V_{\text{th}}\) with the shell volume \( V_{\text{th}} = 4\pi r_0^2 a_{\text{HO}} \), is small in comparison with the ground state energy \( \hbar \omega_0 \). Consequently, we can neglect the contribution from the interaction and use the 3D linear Schrödinger equation instead of the 3D nonlinear GPE to describe large shells.

2.2. Analytical model for large quantum gas shells

The GPE is a nonlinear partial differential equation involving three spatial and one temporal variables and generally it is not easy to solve analytically. By using the fact that the trapping potential \( V(r, t) \), equation (3), only depends on the radial coordinate \( r \equiv |r| \) and time \( t \), we can consider spherically symmetric solutions of equation (1) and therefore effectively reduce the number of relevant spatial dimensions from three to one. Still, in this case the dynamics of a BEC is in general too complicated to be described with a reliable analytical model. Hence, in order to enable an analytical description and to apply it for finding the conditions of the optimal expansion of a shell-shaped BEC, we consider in this article the case where the shell radius is much larger than the thickness of the shell. This limit is reached when the minimum \( r_0 \) of the trapping potential equation (3) is much larger than the characteristic size \( a_{\text{HO}} \equiv \sqrt{\hbar/m \omega_0} \) of the ground state in the harmonic oscillator of frequency \( \omega_0 \). In this regime we can apply two approximations which simplify the underlying differential equations and enable an analytical treatment.

In appendix A.2 we have shown that for the ground state of a shell-shaped BEC the atom–atom interaction becomes negligible for large shell radius, more precisely for \( r_0 \gg a_{\text{HO}} \). In other words, this inequality means that the atom–atom interaction term in equation (1), being of the order of \((4\pi \hbar^2 a_s / m)|V|/V_{\text{th}}\) with the shell volume \( V_{\text{th}} = 4\pi r_0^2 a_{\text{HO}} \), is small in comparison with the ground state energy \( \hbar \omega_0 \). Consequently, we can neglect the contribution from the interaction and use the 3D linear Schrödinger equation instead of the 3D nonlinear GPE to describe large shells.

When additionally \( r_0 \gg a_{\text{HO}} \), the ground state of a shell-shaped BEC can be well described by the stationary 1D Schrödinger equation, instead of the 3D version, as we have proven in appendix A.2. In this case the curvature of the shell is negligible and the system can be characterized with a single Cartesian position coordinate \( x \in (-\infty, \infty) \) drastically reducing the complexity of the spatial derivatives in equation (1).

Thus, if \( r_0 \gg \max\{a_{\text{HO}}, \sqrt{N a_{\text{HO}}}\} \), it is sufficient to apply the 1D stationary Schrödinger equation to obtain the ground state of the system. In fact, in many practical implementations \( N a_{\text{th}} \gg a_{\text{HO}} \) such that neglecting the interaction is the stronger requirement. As a result, the optimal regime for applying our analytical model is the non-interacting large-radius limit which can be accessed with rather modest experimental parameters, as we have shown in appendix A.

It is worth noting that in this limit the width of the shell can still be considered relatively thick or rather thin depending on the ratio between the shell width and the healing length of the system. In both cases our model can be applied as long as the above inequalities hold, ensuring that interaction effects are negligible and the shell does not connect at the center of the coordinate system.

In order to model the dynamics of the shell-shaped BEC in the case of the time-dependent frequency \( \omega_0 f(t) \), we use the 1D Schrödinger equation \((-\infty < x < \infty)\)

\[
\frac{i \hbar}{\partial t} \varphi(x, t) = \left\{ \frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + \frac{m \omega_0^2}{2} [f(t)]^2 (x - r_0)^2 \right\} \varphi(x, t)
\]

for the wave function \( \varphi(x, t) \equiv \sqrt{\frac{4\pi}{\lambda}} \psi(x, t) \) for \( x \geq 0 \), with \( \psi(r, t) \) being the spherically symmetric solution of the 3D GPE (1) and \( r \) substituted by \( x \). By comparing the analytical results obtained from equation (4) to the ones based on full 3D numerical simulations of the GPE, we show in section 3 that our 1D analytical model makes correct predictions as long as the atomic density \( |\psi(r, t)|^2 \) is zero around the origin, that is for \( 0 \leq r \leq a_{\text{HO}} \), during the whole dynamics. This requirement is equivalent to being in the non-interacting large-radius limit.
2.3. Solutions for the dynamics of large shells

We can now show that the problem of solving the partial differential equation (4) can indeed be reduced to solving a linear ordinary differential equation which enables an efficient determination of the time-dependent width of the shell. In particular, according to appendix B, the general solution of equation (4) can be written analytically for any initial wave function \( \varphi(x,0) \).

In our scheme, the shell-shaped BEC is initially prepared in a trapping potential \( V(r,t) \) of the form of equation (3) with \( f = 1 \) and \( r_0 \ll \max \left\{ \alpha_{1\text{HO}}, \sqrt{N}a_{\text{1HO}} \right\} \). According to appendix A, \( \varphi(x,0) \) then coincides very well with the normalized wave function

\[
\varphi(x,0) = \frac{1}{(\sqrt{\pi}\alpha_{1\text{HO}})^{1/2}} \exp\left\{-\frac{(x-r_0)^2}{2\alpha_{1\text{HO}}^2}\right\}
\]

of the ground state in the 1D harmonic oscillator.

Hence, the solution of equation (4) corresponding to this initial state reads

\[
\varphi(x,t) = \frac{1}{(\sqrt{\pi}\alpha_{1\text{HO}}\lambda)^{1/2}} \exp\left[-\left(\frac{1}{\lambda^2} - i\frac{\dot{\lambda}}{\omega_0\lambda}\right)(x-r_0)^2 - i\frac{\dot{\lambda}}{2}\right],
\]

where

\[
\Phi(t) = \omega_0 \int_0^t \frac{dt'}{[\lambda(t')]^2}
\]

is a time-dependent phase factor and \( \lambda = \lambda(t) \) with \( \dot{\lambda} \equiv d\lambda/dt \).

The time-dependent function \( \lambda(t) \) has to fulfill the corresponding Ermakov equation

\[
\frac{d^2}{dt^2} \lambda + \left[\omega_0 f(t)\right]^2 \lambda = \frac{\omega_0^2}{\lambda^3}
\]

with the initial condition \( \lambda(0) = 1 \) and \( \dot{\lambda}(0) = 0 \).

Although the Ermakov equation (8) is a nonlinear ordinary differential equation of second order, its solution can be represented in terms of solutions of the corresponding linear differential equation. Indeed, as shown also in appendix B, the solution of equation (8) is given by

\[
\lambda(t) = \sqrt{[\Lambda_1(t)]^2 + [\Lambda_2(t)]^2},
\]

where \( \Lambda_1(t) \) and \( \Lambda_2(t) \) are two linearly independent solutions of the linear differential equation

\[
\frac{d^2}{dt^2} \Lambda + \left[\omega_0 f(t)\right]^2 \Lambda = 0
\]

with the initial conditions \( \Lambda_1(0) = 1 \) and \( \dot{\Lambda}_1(0) = 0 \), and \( \Lambda_2(0) = 0 \) and \( \dot{\Lambda}_2(0) = \omega_0 \).

From a physics view-point, the function \( \lambda(t) \) defines the time dependence of the variance

\[
\sigma^2(t) \equiv \langle x^2 \rangle - \langle x \rangle^2 = \int_{-\infty}^{+\infty} x^2 |\varphi(x,t)|^2 dx - r_0^2 = \frac{1}{2} [\alpha_{1\text{HO}} \lambda(t)]^2
\]

of the position distribution \( |\varphi(x,t)|^2 \), with \( \varphi(x,t) \) given by equation (6), corresponding to the width of the quantum gas shell. Here we have used the fact that the mean value of the position

\[
\langle x \rangle(t) \equiv \int_{-\infty}^{+\infty} x |\varphi(x,t)|^2 dx = r_0
\]

is time-independent and coincides with the minimum of the trapping potential. Hence, the radius of the shell is constant during the dynamics.

Thus, the dynamics of a shell-shaped BEC trapped in the 3D harmonic potential equation (3) with large radius \( r_0 \) and, in particular, the time evolution of the shell width \( \sigma(t) \) are solely determined by the solutions \( \Lambda_1(t) \) and \( \Lambda_2(t) \) of the linear differential equation (10) for a given frequency profile \( f(t) \). In the following we apply this model to efficiently describe controlled expansion of shell-shaped BECs and to obtain optimal parameters for future experimental implementations.
3. Matter-wave lensing of shell-shaped BECs

In this section we analyze controlled expansion of shell-shaped BECs by applying the conventional DKC technique. Based on our 1D analytical model, we then derive the optimal parameters which allow us to keep both the shell radius and width almost constant for the longest possible free expansion times. Finally, we consider a more generalized scheme and discuss its applicability.

3.1. DKC with shell potentials

We start our analysis of shell-shaped BEC collimation from reminding the basic principles of the widely utilized scheme of DKC [28–33]. Indeed, this scheme consists of three steps: (i) a BEC prepared in a 3D harmonic potential is released from the trap at \( t = 0 \) and experiences a free expansion during the delay time \( t_d \), (ii) the initial harmonic potential is turned on again for a short kick time \( t_k \), and (iii) is switched off completely afterwards so that the BEC evolves freely. During the first step the BEC expands freely and increases its spatial size, accompanied by a conversion of interaction energy into kinetic energy. In the second step, the wave function of the BEC picks up a position-dependent phase proportional to the harmonic potential, similar to the well-known thin lens in optics. In this way, fast particles get a larger kick towards the center of the condensate compared to slower ones, resulting in a reduction of the width of the momentum distribution and consequently slowing down the expansion of the BEC.

Here we apply the DKC scheme to collimate a shell-shaped BEC by considering the following time profile

\[
f_{\text{DKC}}(t) = \begin{cases} 
0, & 0 < t \leq t_d \\
1, & t_d < t \leq t_d + t_k \\
0, & t_d + t_k < t 
\end{cases}
\]

for the trapping frequency of the bubble potential equation (3). Indeed, the scheme is fully determined by the delay time \( t_d \) and the kick time \( t_k \), while the strength of the kicking potential is chosen equally to the initial potential without loss of generality (see section 3.3).

In figure 1 we present the results of the delta-kick scheme, equation (13), with \( t_d \) = 30 ms and for different values of \( t_k \), applied to the typical case of a \(^{87}\)Rb BEC with \( N = 10^5 \) atoms, s-wave scattering length \( a_s = 5.29 \text{ nm} \), and trapping potential \( V(r, t) \) given by equation (3) with parameters \( f(0) = 1 \), \( r_0 = 60 \mu\text{m} \) and \( \omega_0 = 2\pi \cdot 50 \text{ Hz} \). The solid lines in figure 1(a) represent the time evolution of the standard deviation of the shell \( \sigma(t) \) obtained by solving the 3D GPE (1) numerically and correspond to the width of the radial density distributions plotted in figures 1(b)–(d).

Obviously, for \( t_k = 0 \), the shell only spreads up freely, as depicted by the solid black line in figure 1(a). For \( t_k = 0.3 \text{ ms} \) (red) we already observe a considerable slow down of the expansion, but in this case the shell width is still growing monotonically corresponding to a too short, undershooting lens. By further increasing the kick time the lens leads to an overshooting such that the width of the shell decreases directly after the delta-kick and then starts to grow once it reached its minimum extension. This behavior is exemplarily displayed for \( t_k = 1.0 \text{ ms} \) (green). The compromise between both regimes is given by the optimal kick time \( t_k = 0.367 \text{ ms} \) (orange) which only slightly overshoots and therefore keeps the shell width almost constant for several 100 ms of free expansion time. As we will show in more detail in the next section, there is indeed a certain value of \( t_k \) for a given delay time \( t_d \) leading to an optimal DKC performance such that the shell keeps its width for a long time without any external potential.

As the next step of our analysis, we quantitatively compare the results of the exact 3D numerical simulations with the prediction of the 1D model presented in section 2.3. In appendix B we have solved equation (10) with \( f(t) \) given by equation (13) and derived the analytical formulas for the functions \( \Lambda_1(t) \) and \( \Lambda_2(t) \). With the help of equations (9) and (11) we then obtain the shell width \( \sigma(t) \) and present its time dependence in figure 1(a) by dotted lines for the same values of \( t_k \). As a result, the solid and dotted lines are very close to each other as long as the width stays below 40 \( \mu\text{m} \), meaning that the 1D model describes the shell dynamics quite well in this regime. This behavior is in good agreement with the considerations of section 2.2 requiring the shell width to stay below the initial shell radius \( r_0 = 60 \mu\text{m} \). Obviously this condition gets violated for the strongly overshooting lens (green curve) leading to deviations between the 1D model and the full 3D numerical simulation. In particular, the 1D model cannot describe the merging of the shell at the center of the coordinate system that leads to a change of slope for the numerically obtained solid green and black curves.
Figure 1. (a) Dependence of the shell width $\sigma(t)$ on the expansion time $t$ obtained by numerical simulations of the 3D GPE, equation (1), (solid lines) compared to the analytical 1D model, equation (11), (dotted lines) for the time profile $f(t) = f_{\text{DKC}}(t)$, equation (13), with delay time $t_d = 30\,\text{ms}$ and different values of the kick time $t_k$ including the purely free expansion (black). (b)–(d) Time evolution of the radial distribution $|\psi(r,t)|^2$ for each of the nonzero values of $t_k$, respectively.

Moreover, slight deviations between the two approaches are due to the atom–atom interaction which is not taken into account by the 1D model. Indeed, neglecting the interaction requires $r_0/a_{\text{HO}} \gg p_{\text{Na}s}/a_{\text{HO}}$. For our parameters we have $r_0/a_{\text{HO}} \approx 39$ and $p_{\text{Na}s}/a_{\text{HO}} \approx 19$, such that the interaction still plays a minor, but relevant role.

Nevertheless, we can conclude that the 1D model predicts correct results as long as $\sigma(t) \ll r_0$ and the atom–atom interaction is not too strong.

3.2. Conditions for optimal lensing parameters

The results presented in figure 1 show that the DKC method works very well for keeping the width $\sigma(t)$ of a shell-shaped BEC at an almost constant value during the free evolution time $t$ when slightly overshooting the lens. Now we are interested in obtaining specific conditions for the timings $t_d$ and $t_k$ to extend this time as long as possible in future experiments.

A suitable measure to characterize the performance of the lens is then given by the time interval $\Delta t$, which corresponds to the free expansion time after the lens that is required until the shell BEC reaches again the width it initially had at the time of the lens $t_d + t_k$. Formally, $\Delta t$ can thus be defined by the relation

$$\sigma(t_d + t_k + \Delta t) = \sigma(t_d + t_k).$$

A comparison with figure 1 reveals that $\Delta t$ is rather short for a heavily overshooting lens (green curve) and maximal for slightly overshooting (orange curve).

By inserting the analytical formulas for the functions $\Lambda_1(t)$ and $\Lambda_2(t)$, derived in appendix B, into equation (9), we obtain from equations (11) and (14)

$$\Delta t(t_d, t_k) = t_d \frac{\omega_0 t_d \sin(2\omega_0 t_k) - 2\cos(2\omega_0 t_k)}{[\sin(\omega_0 t_k)]^2 + [\omega_0 t_d \sin(\omega_0 t_k) - \cos(\omega_0 t_k)]^2}.$$ 

We note that the right-hand side of equation (15) might be negative for certain values of $t_d$ and $t_k$ and we therefore set $\Delta t$ equal to zero in these nonphysical situations.

For a given $t_d$, $\Delta t$ reaches its maximum value when $t_k$ is given by

$$t_k^{(n)} = \frac{\pi n}{\omega_0} + \frac{1}{2\omega_0} \left[ \frac{\pi}{2} + \arctan \left( \frac{2}{\omega_0 t_d} \right) - \arctan \left( \frac{\omega_0 t_d}{2\sqrt{\omega_0^2 t_d^2 + 4}} \right) \right],$$

where $n$ is an integer.
with $n = 0, 1, 2 \ldots$. The function $t_{k}^{(n)}(t_{d})$ is a multi-valued one, resulting from the fact that $\Delta t$, equation (15), is a periodic function of $t_{k}$ with period $\pi/\omega_{0}$. Here we consider only the case $n = 0$ yielding the maximum value

$$\Delta t_{\text{max}}^{\text{DKC}} \equiv \Delta t(t_{d}, t_{k}^{(0)}) = t_{d} \sqrt{\omega_{0}^{2} t_{d}^{2} + 4}$$

(17)

of the time interval $\Delta t$, equation (15), which is an increasing function of $t_{d}$.

As an example, for the delay time $t_{d} = 30$ ms used in figure 1, we obtain from equations (16) and (17) the optimal kick time $t_{k}^{(0)} = 0.367$ ms corresponding to the time interval $\Delta t_{\text{max}} = 289$ ms.

In figure 2 the dependence of the time interval $\Delta t$, equation (15), on the delay time $t_{d}$ and kick time $t_{k}$ is visualized in a contour plot. In addition, the optimal kick time $t_{k}^{(0)}$, equation (16), is also displayed by the dashed blue line. As a result, the collimation of a shell is better for larger $t_{d}$ and smaller $t_{k}$ times. However, in order to realize a rather thin and almost non-spreading shell for a long time, the free expansion time $t_{d}$ should not be too large. In particular, for longer $t_{d}$, $\omega_{0} t_{d} \geq 1$, the thickness of the shell $\sigma$ increases linearly with $t_{d}$, namely $\sigma(t_{d}) \approx a_{\text{HO}} \omega_{0} t_{d} / \sqrt{2}$, as shown in appendix B. Hence, in order to ensure $\sigma(t_{d}) \ll r_{0}$ with $r_{0} > a_{\text{HO}}$, the delay time $t_{d}$ should obey the inequality $1 \ll \omega_{0} t_{d} \ll r_{0} / a_{\text{HO}}$.

Consequently, a slowly spreading shell can be realized in an experiment by utilizing the standard DKC scheme, corresponding to the time-profile $f_{g\text{DKC}}(t)$, equation (13), of the trapping frequency, provided the delay time $t_{d}$ and kick time $t_{k}$ obey the optimal condition equation (16) with $n = 0$, displayed by blue dashed line in figure 2. In this case the shell width stays below a certain threshold during the time interval $\Delta t_{\text{max}}^{\text{DKC}}$, equation (17), enabling the study of freely floating shells for extended times. This scheme is particularly relevant for optically trapped shells which can be based on dual-species mixtures [2, 22].

3.3. Generalized matter-wave collimation

As we will discuss in more detail in section 4 it is not possible in all physical setups to switch off the trapping potential completely before performing the delta-kick pulse. Therefore, we now present a generalization of the conventional DKC technique that consists of the following three steps: (i) for $0 < t < t_{d}$, the frequency $\omega_{0}(t)$ of the trap potential $V$, equation (3), is not set to zero but rather to a finite constant value $\omega_{0} f_{1}$ with $f_{1} > 0$, and (ii) for $t_{d} < t < t_{d} + t_{k}$, the trapping frequency is again changed to another value $\omega_{0} f_{2}$ with $f_{2} > 0$, followed by (iii) turning off the trapping potential completely, for $t > t_{d} + t_{k}$. Hence, our general scheme is described by the time profile

$$f_{g\text{DKC}}(t) = \begin{cases} f_{1}, & 0 < t \leq t_{d} \\ f_{2}, & t_{d} < t \leq t_{d} + t_{k} \\ 0, & t_{d} + t_{k} < t \end{cases}$$

(18)
of the trapping frequency. When choosing \( f_1 = 0 \) and \( f_2 = 1 \), sequence, equation (18), coincides with equation (13) and we obtain the previously discussed DKC scheme. The main idea behind this generalization is to induce width oscillations in the shell by changing the local trapping frequency and then switching off the trap at the point of maximum thickness in order to remove as much potential energy as possible, such that the cloud spreads slower afterwards.

By using these new parameters \( f_1 \) and \( f_2 \), we analyze how to best slow down the spreading of the shell-shaped BEC in comparison with the conventional DKC technique considered in section 3.2 when switching off the potential completely is not appropriate for the system under study. In order to find the optimal values for \( f_1 \) and \( f_2 \), we have again used the time interval \( \Delta t \), defined by equation (14), and maximized it with respect to \( t_h \) and \( t_d \) for given values of \( f_1 \) and \( f_2 \). As a result, \( \Delta t \) achieves its maximal value

\[
\Delta t_{\text{max}}^{(f_1, f_2)} = \frac{|f_1^2 - f_2^2|}{f_1^2 f_2^2 \omega_0} \tag{19}
\]

at the optimal values

\[
t_d^{(n)} = \frac{\pi}{2 \omega_0 f_1} (2n_1 + 1) \tag{20}
\]

and

\[
t_h^{(n)} = \frac{1}{2 \omega_0 f_2} \left[ 2\pi n_2 + \pi \Theta(f_1^2 - f_2) + \arccos \left( \frac{|f_1^2 - f_2^2|}{f_1^2 + f_2^2} \right) \right] \tag{21}
\]

of the time \( t_h \) and \( t_d \) for given \( f_1 \) and \( f_2 \), where \( n_{1,2} = 0, 1, 2 \ldots \) and \( \Theta(z) \) is the Heaviside step function, \( \Theta(x > 0) = 1 \) and \( \Theta(x < 0) = 0 \).

Now we can compare the efficiency of the generalized and standard DKC schemes to keep the shell width almost constant for longer free expansion time. Obviously, for realizing long-lived shells, one should avoid being close to the case \( f_1^2 = f_2 \) which leads to \( \Delta t_{\text{max}}^{\text{DKC}} = 0 \) according to equation (19). Consequently, there are two main scenarios that promise large values for \( \Delta t_{\text{max}}^{\text{DKC}} \) depending on the relation between \( f_1 \) and \( f_2 \):

(i) For \( f_1^2 \ll f_2 \), we obtain \( \Delta t_{\text{max}}^{\text{DKC}} \approx 1/(\omega f_2^2) \) and can distinguish two cases. The first case, \( f_1^2 \ll f_2 \) and \( f_1 \ll 1 \), resembles the standard DKC approach and the optimal values of \( t_d \), equation (20), and \( t_h \), equation (21), are given by \( t_d^{(0)} \to \infty \) and \( t_h^{(0)} \to 0 \). They agree with the results derived in section 3.2 and presented in figure 2. Moreover, the maximal time interval \( \Delta t_{\text{max}}^{\text{DKC}} \approx 1/(\omega f_2^2) = (2/\pi)^2 \omega_0 (t_h^{(0)})^2 \) is approximately the same as the one of the standard DKC scheme, \( \Delta t_{\text{max}}^{\text{DKC}} = \omega_0 t_d^{(0)} \), equation (17) for \( \omega_0 t_d \gg 1 \). In the second case, \( f_1^2 \ll f_2 \) and \( f_1 \gg 1 \), the generalized DKC scheme becomes less efficient compared to the standard one because the denominator of equation (19) grows when increasing \( f_1 \) beyond one. Physically, this case corresponds to inducing oscillations in a tighter trap compared to the initial one such that the quantum gas is compressed during the in-trap dynamics and more kinetic energy is left after release from the trap, leading to a faster spreading of the cloud.

(ii) For \( f_1^2 \gg f_2 \), we obtain \( \Delta t_{\text{max}}^{\text{DKC}} \approx (1/\omega f_2^2) (f_1^2/f_2)^2 \). As a result, for \( f_1 \gg f_2 \) and because of the large additional factor \( (f_1^2/f_2)^2 \), this novel regime of the generalized DKC scheme offers better performance compared to the first case of scenario (i). Here the main effect is obtained through oscillations in high frequency traps, with the delay time \( t_d \) being rather small and most of the collimation effect being due to the time \( t_h \) spent in the second trap.

4. Application to rf-dressed potentials

In this section we consider the case of rf-dressing for generating shell-shaped BECs and propose a realistic controlled expansion scheme enabling long-lived shells that takes into account all relevant experimental aspects.

4.1. rf dressed potentials

Nowadays, a promising approach to create shell-shaped BECs is to employ rf-dressed potentials [9, 16–19, 35]. In particular, we choose the commonly used model

\[
V_{\text{rf}}(r) = M_0 \frac{g_F}{|g_F|} \sqrt{ \frac{m \omega_0^4}{2 F} r^2 - h \Delta }^2 + (h \Omega)^2, \tag{22}
\]
where $M_F$ is the momentum projection of the total momentum $F$ of a dressed state in the hyperfine manifold with corresponding Landé factor $g_F$. The trap frequency $\omega_M$ of the static magnetic trap is chosen such that the potential of the highest trapped bare state is given by $V_{sl}(r) = m\omega_M^2/2$. Moreover, $\Delta$ is the detuning of the rf field with respect to the transition between neighboring bare states at the center of the trap, and $\Omega$ is the Rabi frequency proportional to the magnitude of the rf field.

The potential, equation (22), can be expanded around its minimum

$$r_0 = \left(2F \frac{\hbar \Delta}{m\omega_M^2}\right)^{1/2}$$

which yields

$$V_{rf}(r) \approx M_F \frac{g_F}{\langle g_F \rangle} h\Omega + \frac{m\omega_M^2}{2}(r - r_0)^2$$

with the local trap frequency

$$\omega_0 = \omega_M \left(\frac{2M_F g_F}{\langle g_F \rangle} \frac{\Delta}{\Omega}\right)^{1/2}.$$  

Thus, the rf potential $V_{rf}(r)$ can be approximated by a spherically symmetric harmonic oscillator shifted along the coordinate $r$ by $r_0$, that is the rf potential has the form of equation (3). Therefore, we might utilize the results based on the standard DKC scheme to an rf-dressed potential. However, the DKC technique would not work, since a sudden switch off and on of the potential result in a mixture of different $M_F$ states leading to atom losses in the shell. Furthermore, changing the trapping frequency $\omega_0$ too fast in time is also detrimental since the $M_F$ states need to follow the local magnetic field to feel the intended potential. To resolve these issues of employing an rf-dressed potential we present in the next section an adapted DKC approach that involves a continuous change of the trap frequency rather than sudden jumps.

### 4.2. Scheme and results for rf-dressed bubbles

To perform matter-wave lensing of a shell-shaped BEC initially created by rf-dressing with the potential (24) which has the form of equation (3), we model the time profile $f(t)$ with the following relation

$$f_{RF}(t) = \begin{cases} 
1 - (1 - f_1)t/t_r, & 0 < t < t_r \\
 f_1, & t_r < t \leq t_r + t_d \\
 0, & t_r + t_d < t 
\end{cases}$$

which is an adaption of the generalized DKC scheme discussed in section 3.3. Here the sequence starts with a linear ramp during the time $0 < t < t_r$ to reduce the trap frequency from $\omega_0$ to $f_1\omega_0$, which is then followed by keeping the trap frequency constant for the time $t_d$ until the trap is finally turned off at $t = t_r + t_d$. The linear ramp ensures that the trap parameters are changed slow enough to not mix different $M_F$ states. While keeping the trap constant afterwards with a reduced trap frequency the BEC will expand in that shallower trap and excite breathing oscillations. When the trap is switched off at the time the cloud has reached its maximum width, and therefore maximum potential energy, a huge amount of energy can be removed from the system leading to a slow free expansion of the cloud. This concept resembles the original DKC proposal by Chu et al. [28].

We have studied the performance of the lensing scheme with $f(t) = f_{RF}(t)$, equation (26), by carrying out numerical simulations of the 3D GPE (1) with ramping time $t_r = 5$ ms and different values of $t_d$. The results displayed in figures 3 and 4 are obtained for $^{85}$Rb atoms in the state $|F = 2, M_F = 2\rangle$, the minimum of the trap $r_0 = 61$ μm, the initial trap frequency $\omega_0 = 2\pi \cdot 100$ Hz, $f_1 = 0.1$ and $|g_F| = g_F$. The time evolution of the shell width $\sigma(t)$ is displayed by the corresponding solid lines in figure 3(a) and the dashed lines are the results of the 1D model, presented in section 2, with the analytical formulas for $\Lambda_{1,2}(t)$ derived in appendix B. In addition, for each of the nonzero values of $t_d$, we show in figures 3(b)–(d) the time evolution of the radial distribution $|\varphi(r, t)|^2 \equiv 4\pi r^2|\psi(r, t)|^2$.

By increasing $t_d$, we observe a transition from an undershooting lens, $t_d = 20$ ms, to an optimal collimation, $t_d = 24.75$ ms, and finally to an overshooting lens, $t_d = 30$ ms, for the adapted DKC scheme indicated by the red, orange, and green lines, accordingly. In the optimal case, $t_d = 24.75$ ms, the shell keeps
its shape for around 100 ms which is sufficient time to manipulate the shell with external fields and observe its response during free expansion.

To obtain the optimal values of the ramping $t_r$ and delay $t_d$ times as functions of the other system parameters, we again maximize the time $\Delta t$, defined by equation (14). By employing the analytical solutions $\Lambda_{1,2}(t)$ derived in appendix B for the time profile $f_{RF}(t)$, equation (26), we can express $\Delta t$ as a function of $t_r$ and $t_d$, as displayed in figure 4. Since $\Delta t$ is a periodic function of $t_d$ with period $\pi/(f_1 \omega_0)$, the interval for $t_d$ in figure 4 is restricted to one period. The three dots on the horizontal dashed line mark the values of $t_r$ and $t_d$ corresponding to subfigures (b)–(d) of figure 3, accordingly. As a result, the largest values of $\Delta t$ occur for small ramping times and $t_d \approx \pi/(2f_1 \omega_0) = 25$ ms. However, as discussed above, $t_r$ should not be taken too small for the rf potential to avoid mixing the $M_F$ states during the sequence.
4.3. Experimental feasibility

Now we discuss more precisely the experimental details of realizing the proposed adapted DKC scheme. The shell-shaped BEC of $^{87}$Rb atoms in the state $|F = 2, M_F = 2\rangle$ with $|g_F\rangle = g_F$ is prepared as the ground state of the rf potential with the trapping frequency $\omega_0 = 2\pi \cdot 100$ Hz and the minimum $r_0 = 61 \mu m$. According to equations (23) and (25), this corresponds to $\Delta = 2\pi \cdot 20$ kHz, $\omega_M = 2\pi \cdot 50$ kHz, and $\Omega = 2\pi \cdot 10$ kHz. In general, there are several ways of realizing the linear ramp of the trapping frequency $f_R(t)$, equation (26), while keeping $r_0$ constant at the same time.

One option is to increase the Rabi frequency $\Omega$ over time. In this way, as follows from equation (25), the Rabi frequency at the end of the ramp is given by $\Omega(t_r) = \Omega(0)/f_1^2$. For $f_1 = 0.1$ and $\Omega(0) = 2\pi \cdot 10$ kHz, we obtain $\Omega(t_r) = 2\pi \cdot 1$ MHz which seems to be too large even for state-of-the-art experiments with ultra-cold quantum gases. Additionally, the rotating wave approximation used for the rf-dressed potential equation (22) requires that the Rabi frequency is much smaller than the rf frequency. Thus, increasing $\Omega$ into the MHz regime is not an option and this approach is not sufficient on its own.

A second option is to keep $\Omega$ constant, but change both $\Delta$ and $\omega_M$ while keeping the ratio $\Delta/\omega_M^2$ constant during the ramp. Consequently, the static magnetic trap frequency $\omega_M$ and the rf detuning $\Delta$ need to follow the ramps

$$\omega_M^2(t) = \omega_M^2(0) \left[ 1 - (1 - f_1) t \right]$$

and

$$\Delta(t) = \Delta(0) \left[ 1 - (1 - f_1) t \right].$$

With $\omega_M(0) = 2\pi \cdot 50$ Hz and $\Delta(0) = 2\pi \cdot 20$ kHz, we obtain $\omega_M(t_r) = \sqrt{f_1} \omega_M(0) \approx 2\pi \cdot 15.8$ Hz and $\Delta(t_r) = f_1 \Delta(0) = 2\pi \cdot 2$ kHz at the end of the ramp. These values correspond to typical experimental parameters and therefore a successful implementation of this scheme seems feasible.

To further elaborate on the feasibility of our proposed scheme, the influence of a non-spherically symmetric potential, for instance in the form of a cylindrical symmetric setup, needs to be taken into account. In the case that the local trap frequency, equation (25), is the same along the shell (angle independent), then our scheme can directly be applied even if the shell is not a sphere but an ellipsoid. If there is an angle-dependent local frequency which cannot be compensated by other means, then the expansion rate will vary over the size of the shell leading to a reduced free evolution time compared with the case of spherical symmetry. However, to improve the shell conservation time for non-spherically symmetric setups one could take advantage of the collective excitations of the shell similarly to proposals and experiments with filled BECs [32, 34].

5. Conclusion

In this article we have studied and adapted different matter-wave lensing schemes to conserve the shape of a shell-shaped BEC as long as possible during its free expansion. These techniques enable shell-shaped ultracold atomic gases to be a reliable platform for exploring many-body quantum phenomena on curved manifolds.

By considering the case where the shell radius is large enough in comparison with the shell width and for not too strong interaction strengths, we have employed an effective 1D model, using the 1D Schrödinger equation instead of the 3D GPE, to describe both the ground state and dynamics of a spherically symmetric shell-shaped BEC. This model allowed us to derive analytic results for an arbitrary time profile of the trapping frequency. In particular, for the conventional DKC scheme, corresponding to a step-wise change of the trapping frequency, we have obtained the optimal delay and kick times as functions of the experimental parameters for which the shell width keeps almost constant during its free dynamics. For typical parameters of state-of-the-art experiments with atomic BECs, expansion times of several hundred milliseconds can be reached.

In addition, we have proposed an adapted DKC scheme, where the trapping frequency is not changed suddenly but continuously. This technique is particularly important for shell-shaped BECs prepared with and controlled by an rf-dressed potential, where a step-wise change of the frequency would result in undesirable mixing of the different magnetic hyperfine sublevels. By obtaining optimal conditions for such a collimation scheme, we have shown that the shell structure can indeed be conserved for about one hundred milliseconds.
Thus, we are confident that the results presented in our paper will boost the accessibility of freely floating shell-shaped BECs independent of the employed experimental platform and drive future advancement in quantum many-body physics [36]. Furthermore, the discussed techniques can also be extended to rings and other non-trivially shaped BECs for many useful applications.
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Appendix A. From 3D GPE to 1D Schrödinger equation

In this appendix we show that for a spherically symmetric harmonic oscillator with a large radial shift of its minimum the ground state of a resulting shell-shaped BEC can be well described by a 1D Schrödinger equation instead of a full 3D GPE.

A.1. The role of atom–atom interaction in shell-shaped BECs

By introducing the dimensionless time, \( \tau \equiv \omega_0 t \), and distance, \( \rho \equiv r/a_{\text{HO}} \), with the characteristic length \( a_{\text{HO}} \equiv \sqrt{\hbar/m\omega_0} \), as well as using the fact that the potential \( V(r, t) \), equation (3), depends only on \( r \), we arrive at the dimensionless 3D GPE

\[
\frac{1}{i} \frac{\partial}{\partial \tau} \phi(\rho, \tau) = \left\{ -\frac{1}{2} \frac{\partial^2}{\partial \rho^2} + v(\rho, \tau) + \frac{gN}{\rho^2} |\phi(\rho, \tau)|^2 \right\} \phi(\rho, \tau) \tag{A.1}
\]

for the dimensionless radial wave function \( \phi(\rho, \tau) \equiv \sqrt{4\pi a_{\text{HO}}^3} \phi(\rho, \tau) \). The interaction constant \( g = a_s/a_{\text{HO}} \) and the dimensionless external potential \( v(\rho, \tau) \) is given by

\[
v(\rho, \tau) = \frac{1}{2} [f(\tau)]^2 (\rho - \rho_0)^2 \tag{A.2}
\]

with \( \rho_0 \equiv r_0/a_{\text{HO}} \).

Moreover, it is worth emphasizing that we consider only the spherically symmetric solution of the 3D GPE (1) and the normalization condition for \( \phi(\rho, \tau) \) now reads

\[
\int_0^\infty d\rho |\phi(\rho, \tau)|^2 = 1. \tag{A.3}
\]

Now we investigate the role of atom–atom interaction in a shell-shaped BEC, prepared as the ground state in the potential \( v(\rho) = (\rho - \rho_0)^2 / 2 \), that is \( v(\rho, \tau) \), equation (A.2), with \( f(\tau) = 1 \). By applying the imaginary-time propagation method [37] to the time-dependent GPE (A.1), we have obtained the radial wave function \( \phi_0(\rho) \) for the ground state of the corresponding time-independent GPE.

This wave function \( \phi_0(\rho) \) is normalized according to condition (A.3) and determines the dependence of the kinetic, potential, interaction, and total energy per particles

\[
\mathcal{E}_\text{kin} \equiv \int_0^\infty d\rho \phi_0^2(\rho) \left( -\frac{1}{2} \frac{\partial^2}{\partial \rho^2} \phi_0(\rho) \right) = \frac{1}{2} \int_0^\infty d\rho |\frac{\partial}{\partial \rho} \phi_0(\rho)|^2, \tag{A.4}
\]

\[
\mathcal{E}_\text{pot} \equiv \frac{1}{2} \int_0^\infty d\rho (\rho - \rho_0)^2 |\phi_0(\rho)|^2, \tag{A.5}
\]
The general solution of the 3D stationary Schrödinger equation

$$-\frac{1}{2} \frac{\partial^2}{\partial \rho^2} \phi(\rho) + \frac{1}{2} (\rho - \rho_0)^2 \phi(\rho) = E \phi(\rho)$$

(A.9)

Figure A1. Dependence of the energies per particles $E_{\text{kin}} + E_{\text{pot}}$, $E_{\text{int}}$, and $E_{\text{GP}}$, defined by equations (A.4)–(A.7), as well as the overlap $F_{\text{GP}−S}$, equation (A.8), on the minimum position $\rho_0$ of the potential $(\rho - \rho_0)^2/2$. The solid lines in (a) and (b) are plotted for $g = 0.0035$ and $N = 10^4$, whereas the dashed green line corresponds to the total energy per particle $E_S$ of non-interacting atoms, that is $g = 0$. The horizontal axis of both figures has two different scaling: a linear one, for $0 \leq \rho_0 \leq 1$, and a logarithmic one, for $1 \leq \rho_0 \leq 100$.

The general solution of the 3D stationary Schrödinger equation, in this section we obtain the energy and the corresponding wave function of the ground state in the potential $v(\rho)$, equation (A.2), obtained by solving the Schrödinger equation. However, for large $\rho_0$, $\rho_0 > 10$, the interaction energy $E_{\text{int}}(\rho_0, g)$, red line, is substantially reduced and both the total energy $E_{\text{GP}}(\rho_0, g)$ and the sum $E_{\text{kin}} + E_{\text{pot}}$, blue line, therefore approach $E_S$.

In addition, we have calculated the overlap

$$F_{\text{GP}−S} \equiv \int_0^\infty d\rho \phi_0^* (\rho; g) \phi_0 (\rho; 0)$$

(A.8)

between the radial wave function $\phi_0(\rho; g)$ of the ground state of an interacting BEC and the one $\phi_0(\rho; 0)$ of a non-interacting BEC, $g = 0$. For $\rho_0 \to \infty$, the overlap $F_{\text{GP}−S}$ as the function of $\rho_0$ approaches unity, as displayed in figure A1(b).

Hence, we have shown that for large enough values of $\rho_0$ both the energy and the wave function of the ground state of a BEC in the potential $v(\rho) = (\rho - \rho_0)^2/2$ can accurately be described by a 3D Schrödinger equation without the need to solve the full 3D GPE.

A.2. From 3D to 1D Schrödinger ground state

By using a 3D stationary Schrödinger equation, in this section we obtain the energy and the corresponding wave function of the ground state in the potential $v(\rho) = (\rho - \rho_0)^2/2$ for any value of $\rho_0$. In addition, we show that for large $\rho_0$ this state coincides with the one of a 1D harmonic oscillator.

The general solution of the 3D stationary Schrödinger equation

$$E \phi(\rho) = \frac{1}{2} (\rho - \rho_0)^2 \phi(\rho)$$

(A.9)
for the wave function $\phi(\rho)$ with the corresponding energy $E$ is given by the linear superposition

$$\phi(\rho) = AD_\nu \left[ \sqrt{2} (\rho - \rho_0) \right] + BD_{-1-\nu} \left[ i \sqrt{2} (\rho - \rho_0) \right]$$

(A.10)

of the parabolic cylindrical functions $D_{\nu}(z)$ and $D_{-1-\nu}(iz)$ [38] with $\nu \equiv E - 1/2$.

The unknown constants $A$ and $B$ are determined by the boundary conditions

$$\lim_{\rho \to 0} \phi(\rho) = 0 \quad \text{and} \quad \lim_{\rho \to \infty} \phi(\rho) = 0,$$

(A.11)

giving rise to the wave function

$$\phi_n(\rho) = N_n(\rho_0) D_{E_n - \frac{1}{2}} \left[ \sqrt{2} (\rho - \rho_0) \right]$$

(A.12)

of the bound state ($n = 0, 1, 2, \ldots$) with the energy $E_n$, where we have used the fact that the function $D_{-1-\nu}(iz)$ diverges for $z \to +\infty$ [38]. In addition, the normalization constant $N_n(\rho_0)$ is determined by equation (A.3) and reads

$$N_n(\rho_0) = \left( \int_0^\infty d\rho \left[ \rho D_{E_n - \frac{1}{2}} \left[ \sqrt{2} (\rho - \rho_0) \right] \right]^2 \right)^{-\frac{1}{2}},$$

(A.13)

whereas the energy $E_n$ is defined as a solution (with $E_n > 0$) of the transcendental equation

$$D_{E_n - \frac{1}{2}} \left( -\sqrt{2}\rho_0 \right) = 0$$

for any given $\rho_0 > 0$.

Here we are only interested in finding the dependence of the energy $E_0$ of the ground state on $\rho_0$. This is obtained by solving equation (A.14). However, this equation is quite complicated and we therefore derive analytical formulas for $E_0(\rho_0)$ in two limiting cases of (i) small and (ii) large values of $\rho$.

In the case of a small shell radius, $\rho_0 \to 0$, we insert the Taylor series for the function $D_{E_n - \frac{1}{2}} \left( -\sqrt{2}\rho_0 \right)$ at its small argument into equation (A.14) and obtain the asymptotic expansion

$$E_0(\rho_0) \simeq \frac{3}{2} - \frac{2}{\sqrt{\pi}} \rho_0 + \frac{4}{\pi} \left[ 1 - \ln(2) \right] \rho_0^2$$

(A.15)

for the ground-state energy $E_0(\rho_0)$ as $\rho_0 \to 0$, where we have omitted all terms of smaller orders. It means that the ground-state energy $E_0(\rho_0)$ approaches the one of a 3D spherically symmetric harmonic oscillator, $E_0(0) = 3/2$. In this limit, the corresponding ground-state wave function

$$\phi_0(\rho) \simeq N_0(0) D_1 \left( \sqrt{2}\rho \right) = \frac{2\rho}{\pi^{1/4}} \exp \left( -\frac{\rho^2}{2} \right)$$

(A.16)

also coincides with one of the ground state of a 3D spherically symmetric harmonic oscillator. Here we have used the fact that $D_1(z) = z \exp(-z^2/4)$ [38] and calculated the normalization constant $N_0(\rho_0)$, equation (A.13), for $\rho_0 = 0$.

In the opposite case of a shell with large radius, $\rho_0 \to \infty$, we insert the Taylor series for the function $D_{E_n - \frac{1}{2}} \left( -\sqrt{2}\rho_0 \right)$, now at its large negative argument, into equation (A.14) and derive the asymptotic expansion

$$E_0(\rho_0) \simeq \frac{1}{2} + \frac{\rho_0}{\sqrt{\pi}} e^{-\rho_0^2}$$

(A.17)

for the ground-state energy $E_0(\rho_0)$ as $\rho_0 \to \infty$.

Since $E_0(\rho_0) = 1/2$ as $\rho_0 \to \infty$, the wave function of the ground state

$$\phi_0(\rho) \simeq \Phi_{1D}(\rho) = N_0(\infty) D_0 \left[ \sqrt{2} (\rho - \rho_0) \right] = \frac{1}{\pi^{1/4}} \exp \left[ -\frac{(\rho - \rho_0)^2}{2} \right]$$

(A.18)

approaches the one of the ground state of a 1D harmonic oscillator with the minimum located at $\rho_0$. In order to derive this result, we have used the relation $D_0(z) = \exp(-z^2/4)$ [38] and calculated again the corresponding normalization factor $N_0(\infty)$, equation (A.13), for $\rho_0 \to \infty$. 


Figure A2. Dependence of the ground-state energy $E_0$, defined by equation (A.14), of the 3D Schrödinger equation, equation (A.9), and the overlap $F_{3D-1D}$, equation (A.19), on the shift $\rho_0$ of the 3D spherically symmetric harmonic oscillator. The dashed red and green lines describe two asymptotic expansions for small, equation (A.15), and large, equation (A.17), values of $\rho_0$, accordingly.

To find the ground-state energy $E_0$ for any value of $\rho_0$, we solve equation (A.14) numerically and present this result in figure A2(a) by the solid blue line. For small and large values of $\rho_0$, this line perfectly reproduces the asymptotic behaviors given by equations (A.15) and (A.17), accordingly.

In addition, we have calculated the overlap

$$F_{3D-1D} = \int_0^\infty d\rho \phi_0^*(\rho)\Phi_{1D}(\rho)$$

(A.19)

between the 3D wave function $\phi_0(\rho)$, equation (A.12), of the ground state and the corresponding 1D wave function $\Phi_{1D}(\rho)$, equation (A.18), and present its dependence on $\rho_0$ in figure A2(b). It shows in the clearest way that the ground state of the spherically symmetric harmonic oscillator with large shift $\rho_0$ is well described by the one of the shifted 1D harmonic potential.

As a result, according to the consideration presented in appendix A.1, our system is already in the regime of large $\rho_0$ and therefore we can model the trapping potential by the 1D shifted harmonic oscillator and study collimation of a shell-shaped BEC.

Appendix B. The effective 1D analytical model

In this appendix we consider the dynamics of the wave function, being initially prepared in a Gaussian shape, in the 1D harmonic oscillator with a time-dependent frequency.

B.1. Quantum dynamics of the 1D harmonic oscillator with time-dependent frequency

The solution of the 1D Schrödinger equation

$$i \frac{\partial}{\partial \tau} \varphi(\xi, \tau) = \left\{ -\frac{1}{2} \frac{\partial^2}{\partial \xi^2} + \frac{1}{2} (f(\tau))^2 (\xi - \rho_0)^2 \right\} \varphi(\xi, \tau)$$

(B.1)

for the wave function $\varphi(\xi, \tau)$, with $\xi \equiv x/a_{HO}$ being the dimensionless coordinate, $\xi \in (-\infty, \infty)$, governed by a harmonic oscillator with a time-dependent dimensionless frequency $f(\tau)$ is given by

$$\varphi(\xi, \tau) = \int_{-\infty}^{+\infty} d\eta \, G(\xi, \tau; \eta, 0) \varphi(\eta, 0),$$

(B.2)

where $\varphi(\xi, 0)$ is the initial wave function.
The Green function
\[
G(\xi, \tau; \eta, 0) = \frac{1}{\sqrt{2i\pi \lambda(\tau)\lambda(0)\sin[\Phi(\tau) - \Phi(0)]}}
\times \exp \left\{ \frac{i}{2\lambda(\tau)} \left( \xi - \rho_0 \right)^2 - \frac{i}{2\lambda(0)} (\eta - \rho_0)^2 \right\}
\times \exp \left\{ i \left[ \frac{(\xi - \rho_0)^2}{2[\lambda(\tau)]^2} + \frac{(\eta - \rho_0)^2}{2[\lambda(0)]^2} \right] \cot[\Phi(\tau) - \Phi(0)] \right\}
\times \exp \left\{ -i \frac{(\xi - \rho_0)(\eta - \rho_0)}{\lambda(\tau)\lambda(0)\sin[\Phi(\tau) - \Phi(0)]} \right\}
\]  
(B.3)

is determined by the time-dependent functions
\[
\Phi(\tau) = \int_0^\tau d\tau' \left[ \frac{1}{\lambda(\tau')} \right]^2
\]  
(B.4)

and \(\lambda(\tau)\) with its derivative \(\dot{\lambda}(\tau) \equiv d\lambda(\tau)/d\tau\).

The function \(\lambda(\tau)\) is the solution of the Ermakov equation
\[
\frac{d^2}{d\tau^2} \lambda + [f(\tau)]^2 \lambda = \frac{1}{\lambda^3}
\]  
(B.5)

with the initial condition \(\lambda(0) = 1\) and \(\dot{\lambda}(0) = 0\).

Taking the initial wave function \(\varphi(\xi, 0)\) in the form of the normalized wave function
\[
\varphi(\xi, 0) = \frac{1}{\pi^{1/4}} \exp \left( -\frac{\lambda(0)^2}{2} \right)
\]  
(B.6)

of the ground state of the harmonic oscillator, equation (B.1), with \(f = 1\), we perform the integration in equation (B.2) and arrive at
\[
\varphi(\xi, \tau) = \left[ \frac{1}{\sqrt{\pi} \lambda(\tau)} \right]^{1/2} \exp \left( \frac{1 - i\lambda(\tau)}{2\lambda^2} \right) \left[ 1 - i\lambda(\tau) \right] \left( \xi - \rho_0 \right)^2 - \frac{i}{2} \Phi(\tau) \right].
\]  
(B.7)

Here we have used the facts that \(\Phi(0) = 0\) and \(\lambda(0) = 1\).

**B.2. Solution of the Ermakov equation**

The solution of the general form of the Ermakov equation
\[
\frac{d^2}{d\tau^2} \lambda + [f(\tau)]^2 \lambda = \frac{a}{\lambda^3},
\]  
(B.8)

with the initial conditions \(\lambda(0) = \alpha\) and \(\dot{\lambda}(0) = \beta\), where \(a, \alpha\) and \(\beta\) are some constants, is given by
\[
\lambda(\tau) = \left\{ \left[ \alpha \Lambda_1(\tau) + \beta \Lambda_2(\tau) \right]^2 + \frac{a}{\alpha^2} \left[ \Lambda_2(\tau) \right]^2 \right\}^{1/2}.
\]  
(B.9)

Here \(\Lambda_1(\tau)\) and \(\Lambda_2(\tau)\) are two linearly independent solutions of the corresponding second-order linear differential equation
\[
\frac{d^2}{d\tau^2} \Lambda + [f(\tau)]^2 \Lambda = 0
\]  
(B.10)

with the initial conditions: \(\Lambda_1(0) = 1\) and \(\dot{\Lambda}_1(0) = 0\), or \(\Lambda_2(0) = 0\) and \(\dot{\Lambda}_2(0) = 1\).

In the case of the generalized scheme of DKC the profile \(f(\tau)\) of the trapping frequency reads
\[
f_{gDKC}(\tau) = \begin{cases} 
    f_1, & 0 < \tau \leq \tau_d \\
    f_2, & \tau_d < \tau \leq \tau_d + \tau_k \\
    0, & \tau_d + \tau_k < \tau 
\end{cases}
\]  
(B.11)

with the constants \(f_1\) and \(f_2\), where \(\tau_d\) and \(\tau_k\) are the dimensionless time delay and the kick duration, respectively.
By taking \( a = 1, \alpha = 1, \text{and } \beta = 0 \) in equation (B.9) and solving equation (B.10) with \( f(\tau) \), equation (B.11), we obtain the solution of equation (B.5) in the form

\[
\lambda_{\text{gDKC}}(\tau) = \sqrt{\left[\Lambda_1^{(\text{gDKC})}(\tau)\right]^2 + \left[\Lambda_2^{(\text{gDKC})}(\tau)\right]^2},
\]

with \( \Lambda_1^{(\text{gDKC})}(\tau) \) and \( \Lambda_2^{(\text{gDKC})}(\tau) \) given by

\[
\Lambda_1^{(\text{gDKC})}(\tau) = \begin{cases} 
\cos(f_1 \tau), & 0 < \tau \leq \tau_d \\
\cos(f_1 \tau_d) \cos[f_2(\tau - \tau_d)] - (f_1/f_2) \sin(f_1 \tau_d) \sin[f_2(\tau - \tau_d)], & \tau_d < \tau \leq \tau_d + \tau_k \\
\cos(f_1 \tau_d) \cos(f_2 \tau_d) - (f_1/f_2) \sin(f_1 \tau_d) \sin(f_2 \tau_d) - \\
[f_2 \cos(f_1 \tau_d) \sin(f_2 \tau_d) + f_1 \sin(f_1 \tau_d) \sin(f_2 \tau_d)](\tau - \tau_d - \tau_k), & \tau_d + \tau_k < \tau
\end{cases}
\]

and

\[
\Lambda_2^{(\text{gDKC})}(\tau) = \frac{1}{f_1} \begin{cases} 
\sin(f_1 \tau), & 0 < \tau \leq \tau_d \\
\sin(f_1 \tau_d) \cos[f_2(\tau - \tau_d)] + (f_1/f_2) \cos(f_1 \tau_d) \sin[f_2(\tau - \tau_d)], & \tau_d < \tau \leq \tau_d + \tau_k \\
\sin(f_1 \tau_d) \cos(f_2 \tau_d) + (f_1/f_2) \cos(f_1 \tau_d) \sin(f_2 \tau_d) - \\
[f_2 \sin(f_1 \tau_d) \sin(f_2 \tau_d) - f_1 \cos(f_1 \tau_d) \cos(f_2 \tau_d)](\tau - \tau_d - \tau_k), & \tau_d + \tau_k < \tau
\end{cases}
\]

respectively.

In the case of the rf-dressing scheme we model the profile \( f_{RF}(\tau) \) of the trapping frequency by

\[
f_{RF}(\tau) = \begin{cases} 
1 - (1 - f_1)(\tau/\tau_r), & 0 < \tau \leq \tau_r \\
f_1, & \tau_r < \tau \leq \tau_r + \tau_k \\
0, & \tau_r + \tau_k < \tau
\end{cases}
\]

where \( f_1 \) is the constant, \( 0 < f_1 < 1, \tau_r \) and \( \tau_k \) are the dimensionless ramping time and the kick duration, respectively.

The solutions \( \Lambda_1^{(\text{RF})}(\tau) \) and \( \Lambda_2^{(\text{RF})}(\tau) \) of equation (B.10) corresponding to \( f_{RF}(\tau) \) read

\[
\Lambda_1^{(\text{RF})}(\tau) = \begin{cases} 
(\pi/2)z_0^{1/4}z_1^{1/4} \left[ J_{-3/4}(z_0)J_{1/4}(z) - J_{-3/4}(z_0)Y_{1/4}(z) \right], & 0 < \tau \leq \tau_r \\
\Lambda_1^{(\text{RF})}(\tau_r) \cos[f_1(\tau - \tau_r)] + [\Lambda_1^{(\text{RF})}(\tau)/f_1] \sin[f_1(\tau - \tau_r)], & \tau_r < \tau \leq \tau_r + \tau_k \\
\Lambda_1^{(\text{RF})}(\tau)(f_1 \tau_k) \cos(f_1 \tau_k) + [\Lambda_1^{(\text{RF})}(\tau)/f_1] \sin(f_1 \tau_k) - \\
[A_1^{(\text{RF})}(\tau_r)f_1 \sin(f_1 \tau_k) - \Lambda_1^{(\text{RF})}(\tau_r) \cos(f_1 \tau_k)](\tau - \tau_r - \tau_k), & \tau_r + \tau_k < \tau
\end{cases}
\]

and

\[
\Lambda_2^{(\text{RF})}(\tau) = \begin{cases} 
(\pi/2)z_0^{1/4}z_1^{1/4} \left[ J_{1/4}(z_0)J_{-1/4}(z) - J_{1/4}(z_0)Y_{1/4}(z) \right], & 0 < \tau \leq \tau_r \\
\Lambda_2^{(\text{RF})}(\tau_r) \cos[f_1(\tau - \tau_r)] + [\Lambda_2^{(\text{RF})}(\tau)/f_1] \sin[f_1(\tau - \tau_r)], & \tau_r < \tau \leq \tau_r + \tau_k \\
\Lambda_2^{(\text{RF})}(\tau)(f_1 \tau_k) \cos(f_1 \tau_k) + [\Lambda_2^{(\text{RF})}(\tau)/f_1] \sin(f_1 \tau_k) - \\
[A_2^{(\text{RF})}(\tau_r)f_1 \sin(f_1 \tau_k) - \Lambda_2^{(\text{RF})}(\tau_r) \cos(f_1 \tau_k)](\tau - \tau_r - \tau_k), & \tau_r + \tau_k < \tau
\end{cases}
\]

respectively. Here \( J_r(z) \) and \( Y_r(z) \) are the Bessel functions of the first and second kind [38]. Moreover, we have introduced the function

\[
z = z(\tau) = \frac{\tau_r}{2(1 - f_1)} \left[ 1 - (1 - f_1) \frac{\tau}{\tau_r} \right]^2
\]

as well as notations \( z_0 = z(0) = \tau_r/[2(1 - f_1)] \) and \( z_1 = z(\tau_r) = \tau rf_1^2/[2(1 - f_1)] \).

The constants \( \Lambda_1^{(\text{RF})}(\tau_r) \) and \( \Lambda_1^{(\text{RF})}(\tau) \) are given by

\[
\Lambda_1^{(\text{RF})}(\tau_r) = \frac{\pi}{2} z_0^{1/4}z_1^{1/4} \left[ J_{-3/4}(z_0)J_{1/4}(z_1) - J_{-3/4}(z_0)Y_{1/4}(z_1) \right]
\]

\[
\Lambda_1^{(\text{RF})}(\tau) = -\frac{\pi}{2} z_0^{1/4}z_1^{1/4} \left[ -J_{3/4}(z_0)J_{-3/4}(z_1) + J_{3/4}(z_0)Y_{-3/4}(z_1) \right]
\]

and

\[
\Lambda_2^{(\text{RF})}(\tau_r) = \frac{\pi}{2} z_0^{1/4}z_1^{1/4} \left[ J_{1/4}(z_0)J_{-1/4}(z_1) - J_{1/4}(z_0)Y_{1/4}(z_1) \right]
\]

\[
\Lambda_2^{(\text{RF})}(\tau) = -\frac{\pi}{2} z_0^{1/4}z_1^{1/4} \left[ J_{1/4}(z_0)J_{-1/4}(z_1) - J_{1/4}(z_0)Y_{1/4}(z_1) \right]
\]
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