Large field-of-view non-invasive imaging through scattering layers using fluctuating random illumination
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Non-invasive optical imaging techniques are essential diagnostic tools in many fields. Although various recent methods have been proposed to utilize and control light in multiple scattering media, non-invasive optical imaging through and inside scattering layers across a large field of view remains elusive due to the physical limits set by the optical memory effect, especially without wavefront shaping techniques. Here, we demonstrate an approach that enables non-invasive fluorescence imaging behind scattering layers with field-of-views extending well beyond the optical memory effect. The method consists in demixing the speckle patterns emitted by a fluorescent object under variable unknown random illumination, using matrix factorization and a novel fingerprint-based reconstruction. Experimental validation shows the efficiency and robustness of the method with various fluorescent samples, covering a field of view up to three times the optical memory effect range. Our non-invasive imaging technique is simple, neither requires a spatial light modulator nor a guide star, and can be generalized to a wide range of incoherent contrast mechanisms and illumination schemes.
Non-invasive optical imaging has important applications in various fields ranging from biotechnology\(^1,2\) to optical detection\(^3\). However, inhomogeneous samples, such as biological tissues, scatter light, which results in a complex speckle pattern on the detector\(^4,5\). With increasing depth, separating the low amount of ballistic light from the scattered light becomes a big challenge\(^6,7\). Over the years, many approaches have been put forward to overcome this problem by exploiting or suppressing the scattered light. With the development of spatial light modulators (SLMs), multiple ways to control and manipulate scattered light have been developed\(^8,9\). Several techniques have been proposed to focus light by making use of feedback signals to optimize the incident wavefront to recreate a focus that is then used for raster-scanning microscopy\(^10,11\). These techniques require access to both sides of the scattering layer to optimize the wavefront, which strongly limits their application in real-case scenarios. To overcome this, other strategies have been proposed based on wavefront shaping and various feedback signals such as fluorescence or ultrasound signals\(^11–13\). However, these approaches either require long acquisition times, entail the use of interferometric detection systems, or are limited to small fields of view (FoV). On the other hand, several techniques exploiting the angular speckle correlations, known as the optical memory effect (ME)\(^16–18\), have also been proposed for imaging objects hidden behind scattering media\(^19,20\). While these approaches are fast, their FoV is still limited by the ME range.

Linear fluorescence is widely used in biology and biomedical sciences\(^21–23\). It enables imaging of cellular, subcellular, or molecular components, and has the advantages of high spatial resolution, contrast, and speed. Recent advances have allowed both focusing and imaging through scattering media using fluorescent light. Even so, these methods either rely on the use of guide stars\(^11\), are limited to the ME range\(^24\), or need to characterize the scattering medium\(^25\).

Here, we present a robust approach that allows non-invasively image through static scattering layers far beyond the ME range. In comparison to previous works, the only requisite for our method to work is to generate changeable random illumination patterns at the sample plane. Given that this neither requires to characterize the medium transmission matrix nor focus light through it, its implementation can be achieved without the use of an adaptive optics or wavefront shaping system (for example, by using a rotating diffuser). Also, the image retrieval process is based on a deconvolution technique instead of previously used phase retrieval approaches, which simplifies the whole method. Once excited, each fluorescent emitter generates a unique speckle pattern on the detector, which constitutes its fingerprint. Each image captured by the camera is an incoherent fingerprint of the object, they are incoherent with each other. Given that multiple speckles or fingerprints illuminate different spatial regions of the object at the same time, a different incoherent sum of all fingerprints is measured by the camera for each orientation of the rotating diffuser. Although the captured images are low-contrast, random, and seemingly information-less, they contain all the fingerprints from the independent emitters of the object, but with time-varying weights. Furthermore, independent emitters within the ME range will produce correlated but shifted fingerprints on the camera\(^16\), while emitters outside the ME range will produce totally uncorrelated fingerprints. For a given speckle illumination, the captured image, \(I_{\text{fluo}}\), can be expressed as a linear superposition of those fingerprints with different weights. Thus, the camera image is given by:

\[
I_{\text{fluo}}(r, t) = \sum_{k=1}^{p} w_k(r) h_k(t),
\]

where \(I_{\text{fluo}}(r, t)\) corresponds to a low contrast fingerprint for the \(r\)th illumination, \(r\) is the spatial coordinate, \(w_k(r)\) represents the fingerprint of the \(k\)th independent emitter of the object, \(h_k(t)\) stands for the amount of excitation light at the \(k\)th emitter during the \(r\)th illumination, and \(P\) is the number of independent emitters. Given enough different random illuminations, a collection of frames can be used to retrieve each individual fingerprint, \(w_k(r)\), by using an NMF algorithm, that we will now explain in detail.

**Fingerprint demixing procedure.** After randomly exciting the object with a variety of \(t\) random speckles, a series of camera images, \(I_{\text{fluo}}(r, t)\), are collected. It is possible to retrieve the fingerprints, \(w_k\), corresponding to each independent emitter, from the measurements \(I_{\text{fluo}}(r, t)\) by finding the solution to the minimization problem\(^26\):

\[
\min_{W,H>0} \| I - WH \|_F^2,
\]

where \(\| M \|_F = \sqrt{\sum_{i,j} |M_{ij}|^2}\) stands for the Frobenius matrix norm. This minimization problem can be formulated as a low rank factorization, where the matrix \(I \in \mathbb{R}^{m \times t}\) contains all the \(I_{\text{fluo}}(r, t)\), can be approximated with two real positive matrices \(W \in \mathbb{R}^{m \times p}\) (the fingerprints) and \(H \in \mathbb{R}^{p \times t}\) (the temporal evolutions), where \(r\) are the pixels, \(p\) is the estimated rank of \(I\) and \(t\) indicates the frames. Since the collected images and the demixed fingerprints are positive, this problem corresponds exactly to the family of NMF problems. The NMF framework has been employed in demixing scenarios, both in structural imaging\(^27,28\) and functional imaging\(^27–29\). In our case, the estimated rank \(p\) approximately corresponds to the number of independent emitters \(P\) and it can be estimated from the data by minimizing the root mean squared residual of NMF as a function of the rank (see Supplementary 1).

**Fingerprint-based reconstruction.** After the demixing step, the fingerprints are retrieved. Due to the ME, emitters close to each other will produce highly correlated fingerprints, with a spatial shift that is directly determined by their relative position\(^30\). By exploring these correlations, a position map of the emitters can be recovered, thus yielding an image of the object. Several approaches can be used to explore the correlations and calculate the shifts between fingerprints. Usually, this process is performed by doing a cross-correlation between the fingerprints and locating...
the position of the maximum. However, here we introduce a novel approach based on deconvolution, that we denote as Fingerprint-based Reconstruction (FBR). Compared to the cross-correlation procedure, we found that this approach allows to suppress noise and strongly improves the quality of the reconstruction.

No matter if two emitters are within the same ME patch or not, one can perform the pairwise deconvolution of the \(i\)-th emitter by the \(k\)-th emitter, which can be written as:

\[
\arg\min_{o_{i,k}} \frac{\mu}{2} \|w_i - o_{i,k} \ast w_k\|^2 + \|o_{i,k}\|_{TV},
\]

where \(\mu\) is a regularization parameter, \(\ast\) denotes the convolution operator, \(\|f\|_2 = \sqrt{\sum_i |f_i|^2}\) indicates the \(L_2\) vector norm, and \(\|f\|_{TV} = \sum_i \sqrt{[D_x f_i]^2 + [D_y f_i]^2}\) represents the Total Variation norm (\(D_x\) and \(D_y\) are the forward finite-difference operators along the horizontal and vertical directions). The two fingerprints are denoted as \(w_i\) (considered as the “image”) and \(w_k\) (considered as the “point spread function”, or PSF). When the two emitters lay within one ME range, the pairwise deconvolution yields a uniform image with a narrow delta-like peak, which is located at a distance from the center given by the relative position of the two emitters \((r_{i,k} = r_i - r_k)\). If the two emitters are located beyond the ME range, the deconvolution yields noise.

For a given emitter \(k\), it is possible to obtain, \(O_k\), the partial image of the object in the vicinity of the emitter, by simply adding the result of all the pairwise deconvolutions related to that emitter, \(o_{i,k}\) (see Fig. 1b–d).

\[
O_k = \sum_{i=1}^{C} o_{i,k}.
\]

Even if the ensemble of emitters expands well beyond the ME range, the full spatial distribution can be recovered if the different isoplanatic patches are “connected” by emitters (see Fig. 1d). For example, if emitters \(i\) and \(k\) are beyond the ME range but emitter \(j\) is between them, we can always calculate the shift between them as \(r_{i,k} = r_{i,j} + r_{j,k}\). The global reconstruction \(O_{Global}\) can be obtained by composing all the partial images, \(O_k\), into one image, taking into account their relative positions with respect to the first emitter, \(T_{k,1}\):

\[
O_{Global} = \sum_{k=1}^{N} O_k (r - r_{k,1}).
\]
technique could be used to recover multi spectral or 3D objects. Another important future direction will be to explore the approach on dynamic scattering media to recover hidden objects inside of it. In that regard, our technique, in contrast with the ones based on the optical transmission matrix, does not require to characterize the medium to retrieve an image, as it only relies upon the varying video frames generated by the random illumination. However, while our approach could use the dynamic medium itself to generate random varying illumination patterns onto the embedded object, the NMF algorithm assumes that the fingerprints do not change during the acquisition process. To solve this, novel unmixing strategies, taking into account the dynamics of the system, should be explored.

In conclusion, we have shown a non-invasive technique to computationally retrieve images of objects hidden behind a static scattering medium from low-contrast fluorescent speckles using random illumination. We have demonstrated that our approach works with both sparse and continuous objects, even beyond the ME range, over previous autocorrelation approaches. Importantly, the proposed approach neither relies upon ballistic light nor uses wavefront shaping, and it is adaptable to various scattering media and objects. Our technique is flexible, robust, and opens a promising avenue towards deep fluorescence imaging in highly scattering media. Finally, it can be generalized to a wide range of incoherent contrast mechanisms and illumination schemes.

Methods

Experimental setup. A continuous-wave laser (λ = 532 nm, Coherent Sapphire) is expanded and illuminates the rotating holographic diffuser (Edmund, DG10). Then the modulated light is delivered onto the fluorescent sample through a 200 mm lens (LA1708-A, Thorlabs) and objective (Zeiss W "Plan-Apochromat" ×20, NA 1.0). After excitation, the fluorescence is scattered by the medium and collected with a 150 mm tube lens (L, AC254-150-A, Thorlabs), which is employed to produce an image onto the detector, a sCMOS camera (Hamamatsu ORCA Flash). Two dichroic filters (short pass 532 nm, Thorlabs and 533 nm notch MF525-39, Thorlabs) are used to block any signal that does not come from the fluorescence emission. The fluorescent objects, which are made of orange beads (540/560 nm, Invitrogen Fluospheres, size 1.0 μm) or pollen seeds (Carolina, Mixed Pollen Grains Slide, w.m.), are placed below the scattering medium. The

Fig. 2 Experimental results of imaging through a scattering medium with fluorescent beads. a, b Fluorescent images of beads recorded without scattering medium. c, d Reconstruction of the object using NMF + FBR approach. The estimated rank of NMF is ρ = 26 for (c) and ρ = 16 for (d). In both cases, t = 5120 fluorescent speckle patterns are captured. The exposure time of c, d is set to 15 ms and 20 ms, respectively. Dashed circles indicate the optical memory effect range.

Fig. 3 Experimental results of imaging through scattering media with continuous objects. Fluorescent images of different pollen seed structures (a, b) and different cellulose fiber structures (c, d) recorded without scattering medium. e–h Reconstruction of the objects with the NMF + FBR approach. The estimated rank for the NMF is ρ = 68 for (e), ρ = 85 for (f), ρ = 45 for (g), and ρ = 55 for (h), respectively. In both cases, t = 5120 fluorescent speckle patterns are recorded with an exposure time of 10 ms. Dashed circle indicates the optical memory effect range.
distance between the scattering medium and the fluorescent objects is 0.2 mm. A transmission pathway that consists of a microscope objective (Olympus νMPlan N’ 20× NA 0.4), a 150 mm tube lens (fL AC254 − 150 − A, Thorlabs), and CCD camera (Allied Vision, Manta), is used as a passive control only. This control part is used to correctly select the position of fluorescent object with a white light source (Moritex, MHAB 150W) and it also allows us to align the experimental setup. For the scattering medium, we either use a single holographic diffuser (Newport, 10DKIT-C1,10), or a combination of two (Newport, 10DKIT-C1,10 and 10DKIT-C1,1) in order to get different memory effect ranges.

The exposure time has been set from 10 ms to 20 ms, depending on the scattering medium and the fluorescent sample. Once captured, the speckle images, which contain few tens of speckle grains, are cropped from the raw images. Then, a high-pass Fourier Gaussian filter is employed to remove the background from the cropped images and the processed data set is analyzed with the NMF algorithm to obtain the fingerprint of each emitter. The experimental setup is shown in Supplementary 5.

In Fig. 2a, b, the size of each cropped image is 70 × 72 pixels, the number of patterns t is 5120, the scattering medium is a holographic difuser (Newport, 10DKIT-C1, 10°), and the exposure time is 15 ms, accounting for a total measurement time of 76.8 s. In Fig. 2c, d, the size of each cropped image is 64 × 66 pixels, the number of patterns t is 5120, the scattering medium are two holographic diffusers (Newport, 10DKIT-C1, 10° + 1°), and the exposure time is 20 ms, accounting for a total measurement time of 102.4 s. In Fig. 3, the size of each cropped image is 74 × 74 pixels for the pollen grains and 140 × 136 pixels for the cellulose fibers. The number of patterns t is 5120, the holographic difuser (Newport, 10DKIT-C1, 10°) is used as the scattering medium, and the exposure time is 10 ms, with a total measurement time of 51.2 s.

**NMF - fingerprint-based reconstruction algorithm.** For the NMF, knowing the rank of the system is necessary. The rank r is estimated by looking at the root mean square residual ∥Ifluo − WHL∥ as a function of rank r (detailed in Supplementary 1) and minimizing it. For the NMF, a random initialization is employed. The retrieved fingerprints are used as the input data of the FBR.

**Data availability**

Example datasets and the designs of the rotating difuser can be found at https://github.com/labGigan/speckimg30. Full datasets are available from the authors upon reasonable request.

**Code availability**

Reconstruction codes are available at https://github.com/labGigan/speckimg30.

Received: 16 July 2021; Accepted: 11 February 2022; Published online: 18 March 2022

**References**

1. Zhao, M., Beauregard, D. A., Loizou, L., Davletov, B. & Brindle, K. M. Non-invasive detection of apoptosis using magnetic resonance imaging and a targeted contrast agent. Nat. Med. 7, 1241–1244 (2001).
2. Artzi, N. et al. In vivo and in vitro tracking of erosion in biodegradable materials using non-invasive fluorescence imaging. Nat. Mater. 10, 890–890 (2011).
3. Kozloff, K. M. et al. Non-invasive optical detection of cathespin K-mediated fluorescence reveals osteoclast activity in vitro and in vivo. Bone 44, 190–198 (2009).
4. Goodman, J. W. Some fundamental properties of speckle. J. Opt. Soc. Am. 66, 1145 (1976).
5. Bender, N., Yilmaz, H., Bromberg, Y. & Cao, H. Customizing speckle intensity statistics. Optica 5, 595 (2018).
6. Abramson, N. Light-in-flight recording by holography. Opt. Lett. 3, 121 (1978).
7. Huang, D. et al. Optical coherence tomography. Science 254, 1178–1181 (1991).
8. Mosk, A. P., Lagendijk, A., Lerosey, G. & Fink, M. Controlling waves in space and time for imaging and focusing in complex media. Nat. Photon. 6, 283–292 (2012).
9. Rotter, S. & Gigan, S. Light fields in complex media: Mesoscopic scattering meets wave control. Rev. Mod. Phys. 89, 015005 (2017).
10. Vellekoop, I. M. & Mosk, A. P. Focusing coherent light through opaque strongly scattering media. Opt. Lett. 32, 2309 (2007).
11. Horstmeyer, R., Ruan, H. & Yang, C. Guidestar-assisted wavefront-shaping methods for focusing light into biological tissue. Nat. Photon. 9, 563–571 (2015).

12. Katz, O., Ramaz, F., Gigan, S. & Fink, M. Controlling light in complex media beyond the acoustic diffraction-limit using the acousto-optic transmission matrix. Nat. Commun. 10, 1–10 (2019).
13. Popoff, S. M. et al. Measuring the transmission matrix in optics: an approach to the study and control of light propagation in disordered media. Phys. Rev. Lett. 104, 1–4 (2010).
14. Hofer, M. & Brasselet, S. Manipulating the transmission matrix of scattering media for nonlinear imaging beyond the memory effect. Opt. Lett. 44, 2137 (2019).
15. Rosenfeld, M. et al. Acousto-optic phytography. Optica 8, 936–943 (2021).
16. Freund, I., Rosenbluh, M. & Feng, S. Memory effects in propagation of optical waves through disordered media. Phys. Rev. Lett. 61, 2328–2331 (1988).
17. Yilmaz, H. et al. Angular memory effect of transmission eigenchannels. Phys. Rev. Lett. 123, 203901 (2019).
18. Osnabruegge, G., Horstmeyer, R., Papadopoulos, I. N., Judkewitz, B. & Vellekoop, I. M. Generalized optical memory effect. Optica 4, 886 (2017).
19. Bertolotti, J. et al. Non-invasive imaging through opaque scattering layers. Nature 491, 232–234 (2012).
20. Katz, O., Heidemann, P., Fink, M. & Gigan, S. Non-invasive single-shot imaging through scattering layers and around corners via speckle correlations. Nat. Photon. 8, 784–790 (2014).
21. Ruan, H., Liu, Y., Xu, J., Huang, Y. & Yang, C. Fluorescence imaging through dynamic scattering media with speckle-encoded ultrasound-modulated light correlation. Nat. Photon. 14, 511–516 (2020).
22. Lichtman, J. W. & Conchello, J. A. Fluorescence microscopy. Nat. Methods 2, 910–919 (2005).
23. Mangeat, T. et al. Super-resolved live-cell imaging using random illumination microscopy. Cell Rep. Methods 1, 10009 (2021).
24. Hofer, M., Soeller, C., Brasselet, S. & Bertolotti, J. Wide field fluorescence epimicroscopy behind a scattering medium enabled by speckle correlations. Opt. Express 26, 9866 (2018).
25. Boniface, A., Dong, J. & Gigan, S. Non-invasive focusing and imaging in scattering media with a fluorescence-based transmission matrix. Nat. Commun. 11, 6154 (2020).
26. Berry, M. W., Browne, M., Langville, A. N., Pauca, V. P. & Plemmons, R. J. Algorithms and applications for approximate nonnegative matrix factorization. Comput. Stat. Data Anal. 52, 155–173 (2007).
27. Moretti, C. & Gigan, S. Readout of fluorescence functional signals through highly scattering tissue. Nat. Photon. 14, 361–364 (2020).
28. Pégard, N. C. et al. Compressive light-field microscopy for 3D neural activity recording. Optica 3, 517 (2016).
29. Pneumatikakis, E. A. et al. Simultaneous denoising, deconvolution, and demixing of calcium imaging data. Neuron 89, 285 (2016).
30. Zha, L. et al. Repository for “Large field-of-view non-invasive imaging through scattering layers using fluctuating random illumination” (v1.0.0). Zenodo. https://doi.org/10.5281/zenodo.5850465 (2021).

**Acknowledgements**

This research has been funded by the FET-Open (Dynamic-863203), European Research Council ERC Consolidator Grant (SMARTIES-724473), NIH Grant (1RF1NS13251-01), China Scholarship Council (CSC) (201906960055), S.G. acknowledges support from the Chan Zuckerberg Initiative (DTI-000000139).

**Author contributions**

L.Z., F.S., H.R. de A. X.X., and S.G. conceived the idea. C.M., A.d’A., and A.B. designed the optical system and the system control codes. L.Z. performed the experiments. L.Z. and F.S. analyzed the experimental data. All authors discussed the results and commented on the manuscript.

**Competing interests**

The authors declare no competing interests.

**Additional information**

**Supplementary information** The online version contains supplementary material available at https://doi.org/10.1038/s41467-022-29166-y.

**Correspondence** and requests for materials should be addressed to Sylvain Gigan.

**Peer review information** Nature Communications thanks Jacopo Bertolotti and the other anonymous reviewers for their contribution to the peer review of this work.

**Reprints and permission information** is available at http://www.nature.com/reprints

**Publisher’s note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
