Insights into Neural Architectures for Learning Numerical Concepts from Simple Visual Data
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Abstract—The paper reports some results on neural architectures for learning numerical concepts from visual data. We use datasets of small images with single-pixel dots (one to six per image) to learn the abstraction of small integers, and other numerical concepts (e.g. even versus odd numbers). Both fully-connected and convolutional architectures are investigated. The obtained results indicate that two categories of numerical properties apparently exist (in the context of discussed problems). In the first category, the properties can be learned without acquiring the counting skills, e.g. the notion of small, medium and large numbers. In the second category, explicit learning of counting is embedded into the architecture so that the concepts are learned from numbers rather than directly from visual data. In general, we find that CNN architectures (if properly crafted) are more efficient in the discussed problems and (additionally) come with more plausible explainability.

I. INTRODUCTION AND MOTIVATION

THE CONCEPTS of numbers and numerical properties develop primarily (e.g. [1], [2]) from sensory experiences, with visual inspection playing the pivotal role.

Researchers investigate the topic of learning numerical abstractions mainly (apart from actual and prospective applications) as a challenging AI/ML problem.

Initially, the works were focused on object counting rather than understanding the abstractions, with efforts on counting-by-localizing sub-tasks, e.g. [3]. This was an application-oriented approach, and some sources (e.g. [4]) indicate that true understanding of numbers may not be even needed to perform counting tasks in visual data.

Later, researchers expressed more interests in grasping/learning the concept of numbers and numerical abstractions. First, it was done in the context of human brain functioning (e.g. [5]) but recent works focus on machine learning aspects as well. In particular, visual data have been explicitly used as inputs to learning algorithms and architectures, e.g. [6], [7], [8]. Complexity of those visual inputs is usually limited to avoid complicated image processing sub-tasks, i.e. either binary [6], [7] or near-binary [8] low-resolution images are used.

In this paper, we follow the same approach. Using results of [6] and [8] as the starting point, we attempt to develop simple neural architectures for learning the concept of numbers (from a limited range 1 to 6) and other numerical abstractions which can exist within such a narrow range of integers. Examples of such abstract concepts are:

- even and odd numbers;
- small (1, 2), medium (3, 4) and large (5, 6) numbers;
- etc.

Formally, each concept is a division of integers (from 1 to 6 range) into classes. For example, enumeration from 1 to 6 corresponds to six classes (1), (2), (3), (4), (5) and (6), even and odd numbers form two classes (1, 3, 5) and (2, 4, 6), etc. Then, an input image should be assigned to the correct class based on the number of dots it contains.

In Section II, we explain the proposed methodology and overview the developed datasets. The considered neural architectures are also briefly explained. Section III presents the conducted experiments and achieved performances. Informal explanations of the trained architectures are provided there as well. The concluding Section IV highlights the most significant facts, underlines unsolved problems and proposes directions for the future work.

II. METHODOLOGY

A. Assumptions

In [6], two neural models are proposed for estimating numbers of white non-overlapping rectangles (up to 10) in small black images of 28 × 28 resolution.

In [7], more general (but still simple) tasks are discussed, i.e. estimating either the numbers of white isolated pixels or white connected components in 256 × 256 black images. The assumed numbers of counted objects are much larger (e.g. up to 3,000 isolated pixels).

In [8], the task is to count isolated pixels (up to 10) in 10 × 10 images. However, the images are only approximately binary with random polarity (bright pixels on dark backgrounds or another way around).

In this paper, the proposed scenario (based on the above approaches) is further simplified. Images are very small (7 × 7) and contain up to 6 dots. Such small numbers of dots are motivated by a well known psychological fact that humans can visually perceive (without explicit counting) at most 7 objects. The images are only approximately binary and their polarity is random.

We consider both fully-connected (FcNN) and convolutional (CNN) neural networks. This is motivated by inconclusive reports from the past papers, where pros and cons of both...
architectures are highlighted. Obviously, the considered architectures are rather simple to reflect small size and low complexity of input images.

B. Datasets

The developed dataset consists of 12,000 $7 \times 7$ near-binary images (6,000 dark images with bright dots and 6,000 images of the opposite polarity). The numbers of dots range from 1 to 6 (each number in 2,000 images).

Near-binary images are used to alleviate overfitting, and to more realistically represent the real-world visual conditions.

Figure 1 shows a small sample of dataset images.

For the actual training and testing, the dataset is divided into two parts of 6,000 images each (with the same ratio of all types of images). Only one half is used for training and validation, while the other half is used for testing only.

C. Neural architectures

As mentioned earlier, both FcNN and CNN architectures are considered. After extensive try-and-error tests (and partially following the ideas from [6] and [8]) we eventually propose two CNN and two FcNN architectures shown in Tables I-IV.

It can be noticed that (CNN1, CNN2) and (FcNN1, FcNN2) pairs are very similar. Actually, 'variant 2' architectures are obtained by embedding 'variant 1' (with 6 nodes in the terminal layer) and adding additional FC layer. In the embedded 'variant 1', its last layer is assumed to learn numbers from 1 to 6. Thus, the terminal layer of 'variant 2' architectures would infer the numerical abstractions from presumably learned concepts of enumeration. This is further explained in Section III (with some special cases separately discussed).

![Exemplary dataset images.](image1)

**TABLE I**

**FIRST CNN ARCHITECTURE (CNN1).**

| Layer   | Parameters | Activation |
|---------|------------|------------|
| input   | $7 \times 7$ | relu       |
| conv.   | $16 \times 3 \times 3$, str=1 | relu       |
| maxpool | $2 \times 2$, str=1     | tanh       |
| conv.   | $16 \times 2 \times 2$, str=1 | relu       |
| fc      | 7 outputs  | tanh       |
| fc      | 7 outputs  | softmax    |
| output  | 6 (or 2, or 3) outputs | softmax    |

Actually, the architectures can be much slimmer than presented here. For example, the first hidden layer of FcNN architectures can be reduced from 53 nodes to, for example, 20 nodes. The current size is proposed to satisfy theoretical conditions of approximation theorems.

Similarly, the number of filters in convolutional layers of CNN architectures can be much smaller (see Section III); the proposed numbers just provide safe margins.

**III. EXPERIMENTS AND RESULTS**

The proposed architectures were separately trained for various concepts, including:

- learning the concept of numbers from 1 to 6;
- differentiating between even and odd numbers;
- differentiating between medium (3, 4) numbers and other numbers (i.e. either small (1, 2) or large (5, 6));

![Training (continuous line) and validation (circles) accuracy plots for CNN1 learning numbers from 1 to 6.](image2)

**TABLE II**

**SECOND CNN ARCHITECTURE (CNN2).**

| Layer   | Parameters | Activation |
|---------|------------|------------|
| input   | $7 \times 7$ | relu       |
| conv.   | $16 \times 3 \times 3$, str=1 | relu       |
| maxpool | $2 \times 2$, str=1     | tanh       |
| conv.   | $16 \times 2 \times 2$, str=1 | relu       |
| fc      | 7 outputs  | tanh       |
| fc      | 7 outputs  | softmax    |
| output  | 6 (or 2, or 3) outputs | softmax    |

**TABLE III**

**FIRST FcNN ARCHITECTURE (FcNN1).**

| Layer   | Parameters | Activation |
|---------|------------|------------|
| input   | 49         |            |
| fc      | 53 outputs | tanh       |
| fc      | 7 outputs  | tanh       |
| fc      | 6 (or 2, or 3) outputs | softmax    |
| output  | 6 (or 2, or 3) outputs | softmax    |

**TABLE IV**

**SECOND FcNN ARCHITECTURE (FcNN2).**

| Layer   | Parameters | Activation |
|---------|------------|------------|
| input   | 53         |            |
| fc      | 53 outputs | tanh       |
| fc      | 6 outputs  | tanh       |
| fc      | 6 outputs  | softmax    |
| fc      | 2 (or 3) outputs | softmax    |
| output  | 2 (or 3) outputs | softmax    |

Fig. 1. Exemplary dataset images.
A. Learning numbers from 1 to 6

This task is the only one similar to the problems discussed in earlier papers (e.g. [4], [6], [7], [8], [9]).

We found that both CNN1 and FcNN1 architectures can easily learn to nearly flawlessly recognize the number of dots in test dataset images. As an example, Fig. 2 shows training performances of CNN1. The overall accuracies (on the test dataset, see Section II-B) are almost the same, i.e. 99.68% for CNN1 and 99.17% for FcNN1. However, the confusion matrices (given in Fig. 3) indicate more plausible performances of CNN1. Errors are located within classes with larger numbers of dots, i.e. in the scenarios where humans can make mistakes more frequently.

Examples of some incorrectly identified images are given in Fig. 4. At the first glance, they may look confusing even for humans.

B. Learning even and odd numbers

In this task, classification is not directly related to magnitudes of numbers but to their specific quantifiers (which should be identified by trained networks). In [5], it is argued that in human perception knowledge of numbers makes important contributions to acquiring meanings of such quantifiers. Our observations confirm this conclusion.

We find that 2-output architectures of CNN1 and FcNN1 type (i.e. the hidden layer for learning numbers is missing) are apparently unable to learn the abstraction of even and odd numbers. The most typical accuracy for CNN1 is the random-choice 50.00%. FcNN1 performs slightly better, reaching 60.48%. Thus, the architectures are unable to learn such numerical abstractions.

An exemplary plot of CNN1 performances during training is shown in Fig. 5.

When ‘variant 2’ architectures are used, the situation changes. Although accuracy of FcNN2 architecture deteriorates compared to FcNN1 (58.52% versus 60.48%), a significant improvement can be noticed for CNN2. Accuracy reaches 83.32% and training is very fast, as shown in Fig. 6.

In other words, if the concept of numerical values is embedded in the process (as explained in Section II-C) the convolutional architecture is able to quickly generalize the abstraction of even and odd numbers with reasonable accuracy. This can be considered a kind-of-projection of [5] observations onto machine learning domain.

C. Learning other numerical abstractions

The other exemplary numerical abstractions considered in the experiments are:

- *medium* numbers, i.e. (3, 4) versus all other numbers,
- various classes of *compact* and *disconnected* subsets of integers (see Table V).

In the first experiment, the overall conclusions are similar to Section III-B. CNN1 architecture achieves results equivalent to random choice (66.67% accuracy; a training plot shown in Fig. 7) while FcNN can reach 74.36%.

Again, a switch from CNN1 to CNN2 architecture significantly improves performances. With the concept of numbers embedded, CNN2 achieves almost perfect 99.38% accuracy, and the learning curve is very steep (see Fig. 8). For FcNN2, however, there is no real improvement.

In other experiments, various classes have been proposed within the range 1, 6; examples are shown in Table V. We
found that learning abilities of proposed architectures strongly depend on whether the classes consist of compact subsets of integers (e.g. even and odd numbers are disconnected classes).

For FcNN architectures (regardless the variant) the results are satisfactory only if the classes are compact. Table V contains a number of examples with the top accuracies obtained by FcNN architectures (either FcNN1 or FcNN2). The accuracy is always very high for compact classes, while for disconnected classes the results are unacceptable (often even below the level of random choice).

For CNN architectures the results are generally much better. For compact classes, almost perfect accuracies can be obtained both by CNN1 and CNN2, while for disconnected classes the results are unacceptable (often even below the level of random choice).

However, some interesting examples of disconnected classes have been identified, where even CNN1 are able to score near-level. For CNN architectures, however, the convolutional layers of successfully trained architectures are almost identical. Fig. 10 shows visual representations of $3 \times 3$ filters of the first convolutional layer for several such cases. It looks obvious that in all of them only one filter plays an active role (others are approx. averaging filters) and its apparent role is to detect isolated pixels. In contrast, this cannot be said for FcNN architectures.

D. Explainability issues

The complexity of proposed architectures is (deliberately) very low to correspond to low complexity of the input data. Therefore, it is possible to inspect the learned values of NN parameters, and informally explain their roles in the process.

Again, the conclusions are very different for FcNN and CNN architectures. In FcNN structures, it is hardly possible to identify any intuitive explanations for the obtained weights. The numbers look random, and even if some specific features (e.g. near-zero columns in the weight matrix of the second hidden layer) can be noticed, they do not exist in other nets trained to learn similar concepts.

For CNN structures, however, the convolutional layers of successfully trained architectures are almost identical. Fig. 10 shows visual representations of $3 \times 3$ filters of the first convolutional layer for several such cases. It looks obvious that in all of them only one filter plays an active role (others are approx. averaging filters) and its apparent role is to detect isolated pixels.

Fig. 11 presents the corresponding filters for an unsuccessfully trained CNN1 (see Fig. 5) for learning even and odd numbers. Again, only one active filter can be noticed, but its effective functionality is unclear. Thus, the failure of this architecture can be attributed to unsuccessful building of the first-layer filters.

Similarly, $2 \times 2$ filters of the second convolutional layer are virtually identical for all CNN architectures, and (again) only

### Table V

Accuracy of FcNN architectures in selected other problems.

| Classes   | accuracy | compact? |
|-----------|----------|----------|
| {1, 2} {3, 4} {5, 6} | 99.1% | YES |
| {1, 2} {3, 4, 5, 6} | 99.5% | YES |
| {1, 4} {2, 5} {3, 6} | 96.1% | NO |
| {2, 4} {1, 3, 5, 6} | 74.7% | NO |
| {3, 5} {1, 2, 4, 6} | 68.3% | NO |
| {4, 5} {1, 2, 5, 6} | 74.1% | NO |

![Fig. 7](image7.png)  
Training (continuous line) and validation (circles) accuracy plots for CNN1 learning to distinguish $\{3, 4\}$ from other numbers.

![Fig. 8](image8.png)  
Training (continuous line) and validation (circles) accuracy plots for CNN2 learning to distinguish $\{3, 4\}$ from other numbers.

![Fig. 9](image9.png)  
Training (continuous line) and validation (circles) accuracy plots for CNN1 learning numbers divisible by 3.

![Fig. 10](image10.png)  
First-layer of $3 \times 3$ filters for (from top to bottom): CNN1 for learning 1 to 6 numbers, CNN2 for learning even and odd numbers and CNN1 for learning numbers divisible by 3.

![Fig. 11](image11.png)  
First-layer of $3 \times 3$ filters in CNN1 unsuccessfully trained to distinguish between even and odd numbers.
one of the filters seems active (see Fig. 12). Apparently, its role is to accumulate large-magnitude instances of the first-layer results, i.e. to effectively count the number of dots.

Thus, the inferred explanations accurately correspond to the common-sense understanding of the investigated learning tasks.

IV. SUMMARY

The paper presents some insights into processes of learning basic numerical concepts from visual data (small near-binary images containing several single-pixel dots) by using simple FcNN and CNN architectures.

It was found that in case of concepts with classes forming compact subsets in the domain of integers (e.g. (1), (2) and (3, 4, 5, 6)) both FcNN’s and CNN’s can be trained to achieve nearly perfect accuracy on test datasets. However, for distributed classes (e.g. even and odd numbers) the conclusions are less straightforward.

For distributed classes, FcNN architectures are sometimes able to achieve accuracies above the random-choice level, but generally their performances are unsatisfactory. Typically, CNN’s in CNN1 variant also do not go above the random-choice levels. However, CNN2 architectures (where learning numbers is embedded into a hidden layer of the net) can achieve very high (or almost perfect) accuracies even for distributed classes. There are, nevertheless, specific cases where both CNN2 and CNN1 architectures can achieve almost perfect accuracy after very short learning period (with very steep learning curve). Further experiments and analysis are needed to better understand this phenomenon.

In many aspects, the obtained results supplement conclusions from past works on similar topics (mainly [6], [7] and [8]). In particular, we can (partially) support opinions from [7] about limited usefulness of fully connected architectures for counting tasks in visual data. The concepts of using small-scale CNN’s for learning numerical abstractions (proposed in [6]) is also confirmed.

However, conclusions from our earlier work [8] about limited capabilities of CNN architectures should be significantly revised.

Additionally, we found that in the investigated problems CNN architectures can be much better explained. In particular, the weights of convolutional filters nicely correspond to the intuitive understanding of the problems. In FcNN architectures, we did not find any regularities coinciding with the nature of learned problems.

Last but not least, our investigations can be (distantly) related to works discussing learning numerical concepts from neuropsychological perspectives. For example, relations between numerical and logical quantifiers are discussed in [5], while early stages of sensory-based counting abilities and understanding numbers by animals (from insects to humans) are presented in [1], [10], [11], [12] (and many other works).

We believe that similar investigations can be continued in the domain of AI agents and systems.
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