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Abstract

Discrete optimal transport solvers do not scale well on dense large problems since they do not explicitly exploit the geometric structure of the cost function. In analogy to continuous optimal transport, we provide a framework to verify global optimality of a discrete transport plan locally. This allows the construction of an algorithm to solve large dense problems by considering a sequence of sparse problems instead. The algorithm lends itself to being combined with a hierarchical multi-scale scheme. Any existing discrete solver can be used as internal black-box. We explicitly describe how to select the sparse sub-problems for several cost functions, including the noisy squared Euclidean distance. A significant reduction of run-time and memory requirements is observed.
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1 Introduction

1.1 Background and Motivation

Optimal transport (OT) is a classical optimization problem dating back to the seminal work of Monge and Kantorovich. Over the past decades it has been studied in great detail (see for example [36] for a comprehensive monograph and some historical context and also [3, 30] for helpful introductions to the subject). An important step was the polar factorization theorem [11] on $\mathbb{R}^n$ for the cost being the squared Euclidean distance. Since then, this result has been generalized to other convex functions on $\mathbb{R}^n$ [18], to the squared geodesic distance on Riemannian manifolds [24] and more general costs on Riemannian manifolds [8].

OT is also a successfully and widely applied tool in image processing, computer vision and statistics (e.g. [29, 28, 37, 12, 23, 17]). However, it is computationally more costly than ‘simple’ similarity measures such as $L^p$-distances or Bregman divergences. Consequently there is a need for efficient solvers.

Broadly speaking there are two classes of solvers: There are discrete (combinatorial) algorithms based on the finite dimensional linear programming formulation, such as the Hungarian method [21], the auction algorithm [9] (a parallelized GPU implementation is described in [35]), the network simplex [2] and more (e.g. [19]). They work for (almost) arbitrary cost functions, and are typically numerically robust w.r.t. input data regularity. They do not scale well for large, dense problems however, because the geometric structure of the cost function is not used. Alternatively, there are continuous solvers, based on the polar factorization theorem and the Monge-Ampère equation (e.g. [20, 14, 7]). These need not handle the full product space, but work directly with a transport map and thus can solve large problems more efficiently. But they only apply to a restricted family of cost functions (most prominently the squared Euclidean distance) and they are numerically more subtle (e.g. involving the Jacobian of the transport map), thus requiring some data regularity. The celebrated fluid-dynamics formulation [5] is more flexible but introduces the additional cost of a time-dimension.

For the particular case where the cost is a metric, there are specialized efficient solvers (see for example [22]). In addition, a wide range of approximate methods has been applied: wavelets [34], cost function thresholding [27], tangent space approximation [37] and entropic smoothing [15, 6] among others.
Multi-scale schemes have been proposed to accelerate exact solvers ([25, 32, 31, 26]). The original problem is approximated by a sequence of successively coarser problems. Starting from the coarsest resolution, the optimal coupling at a given scale will then provide a good initialization for the subsequent finer level. However, [25] is limited to the case of the squared Euclidean distance. The algorithm in [32] only uses the geometric structure of the cost implicitly by keeping the problem sparse via hierarchical consistency checks, requiring low level adaptions of the algorithm. The scheme presented in [26] is based on similar intuition as this article and works very well in practice but does not provide a rigorous framework for verifying global optimality (see Sect. 7 for a discussion).

So there is still a need for efficient discrete exact solvers that are more flexible than the continuous solvers (both in terms of cost functions and measure regularity), but which are still able to exploit the geometric structure of the cost function. Such an algorithm has been presented in [31], of which the present article is an extension.

1.2 Outline and Contribution

An important feature of continuous solvers is that under suitable conditions optimality of the transport plan can be verified by a local criterion: the transport map is the gradient of a convex function. However, discrete solvers must check optimality globally (e.g. all dual constraints must be verified). In this paper we develop a framework for the discrete setting to mimic the locality property of the continuum. Local then means that we only need to look at a sparse sub-problem, determined by the transport plan and the cost.

In Section 2 we establish notation and briefly recall some basic properties of discrete optimal transport. In Section 3, after gathering some intuition from the continuous setting, we develop a rigorous discrete framework for inferring global optimality of a coupling from local optimality on a suitable sparse sub-problem. For this we introduce the notion of ‘shielding neighbourhoods’. Based on these results, in Section 4, we design an algorithm that solves a dense problem via a sequence of sparse sub-problems. Convergence of the algorithm and global optimality of the resulting transport plan are proved. Any discrete OT solver can be used as internal sub-routine. We propose to combine this algorithm with a hierarchical multi-scale scheme to obtain good initializations and consequently low running-times. Section 5 is devoted to an important component of the algorithm: the efficient construction of sparse shielding neighbourhoods, exploiting the geometry of the underlying cost-function. We discuss several types of costs on $\mathbb{R}^n$ and also provide an example for the sphere to underline the generality of the concept. A particularly relevant case is the squared Euclidean distance over Cartesian grids which allows the highest acceleration (Remark 5.6). It is shown that unlike standard continuous solvers, the discrete method can tolerate certain types of noise and distortions of the cost. In Section 6 a series of numerical experiments is presented to demonstrate the efficiency of the scheme. We observe speed-ups of up to two orders of magnitude, depending on the problem class, and reduction in memory requirements by up to three orders with state-of-the-art solver software as compared to naively solving the dense problem, thus empirically verifying the efficiency of the multi-scale scheme. The test problems involved both smooth as well as locally concentrated measures and both ‘clean’ and noisy costs, thus indicating a wide range of practical applicability. A concluding discussion is provided in Section 7.

Compared to [31], in this article we provide more details on the multi-scale scheme (Sect. 4.2) and explain how the algorithm can be applied to more general types of problems (Sect. 5): point clouds beyond regular Cartesian grids and cost functions besides the squared Euclidean distance are considered. Moreover, the numerical experiments have been extended (Sect. 6).
2 Background on Optimal Transport

**Notation.** For measure spaces $A$ and $B$ denote by $\mathcal{P}(A)$ the space of probability measures over $A$. For a measurable map $f : A \to B$ and a measure $\mu \in \mathcal{P}(A)$ we denote by $f_\# \mu \in \mathcal{P}(B)$ the push-forward of $\mu$ given by $f_\# \mu(\sigma) = \mu(f^{-1}(\sigma))$ for measurable $\sigma \subset B$.

For a discrete finite set $A$ we write $|A|$ for its cardinality. For a measure $\mu \in \mathcal{P}(A)$ its support is defined by $\text{spt} \mu = \{a \in A : \mu(a) > 0\}$. For singletons we often just write $\mu(a) \overset{\text{def}}{=} \mu(\{a\})$ for $a \in A$. Write $\mathbb{R} = \mathbb{R} \cup \{\infty\}$. The space of $\mathbb{R}$-valued functions over $A$ is identified with $\mathbb{R}^{|A|}$ where we index the dimensions by elements of $A$. We write $2^A$ for the power set of $A$.

For a convex function $h : \mathbb{R} \to \mathbb{R}$ we denote by $\partial h(x)$ its sub-differential at $x$.

**Discrete Optimal Transport.** For two discrete finite sets $X, Y$ and two probability measures $\mu \in \mathcal{P}(X), \nu \in \mathcal{P}(Y)$ the set of couplings is given by

$$\Pi(\mu, \nu) = \{\pi \in \mathcal{P}(X \times Y) : \pi(\{x\} \times Y) = \mu(x), \pi(X \times \{y\}) = \nu(y) \ \forall \ x \in X, y \in Y\}.$$  

(2.1)

For a cost function $c : X \times Y \to \mathbb{R}$ the optimal transport problem consists of finding the coupling with minimal total transport cost:

$$\min_{\pi \in \Pi(\mu, \nu)} C(\pi) \ \text{with} \ C(\pi) = \sum_{(x,y) \in X \times Y} c(x,y) \pi(x,y)$$  

(2.2)

The problem is called feasible if its optimal value is finite. We call (2.2) the dense or full problem. For some $N \subset X \times Y$ we also consider problem (2.2) subject to the additional constraint $\text{spt} \pi \subset N$, which we call the problem restricted to $N$. We call $N$ a neighbourhood and say $N$ is feasible when the corresponding problem is feasible. The set of all possible neighbourhoods is given by $2^{X \times Y}$ (not all of them being feasible). We will call $\pi$ a local optimizer w.r.t. $N$ if it solves the corresponding restricted problem.

The dual problem to (2.2) is given by ([36, Chapter 5], see also [10, Chapters 4 and 7.8])

$$\max_{(\alpha,\beta) \in (\mathbb{R}^X,\mathbb{R}^Y)} \sum_{x \in X} \alpha(x) \mu(x) + \sum_{y \in Y} \beta(y) \nu(y)$$  

(2.3a)

subject to $\alpha(x) + \beta(y) \leq c(x,y)$ for all $(x,y) \in X \times Y$.  

(2.3b)

The relation between any primal and dual optimizers $\pi$ and $(\alpha, \beta)$ of the same transport problem is

$$\pi(x,y) > 0 \ \Rightarrow \ \alpha(x) + \beta(y) = c(x,y).$$  

(2.4)

Restricting the primal problem to $N$ corresponds to only enforcing the dual constraints (2.3b) on $N$. Analogously we speak of local dual optimizers $(\alpha, \beta)$ w.r.t. $N$. If $(\pi, (\alpha, \beta))$ are local primal and dual optimizers and $(\alpha, \beta)$ satisfy (2.3b) on $X \times Y$, then one has found optimizers for the full problem.

One goal of this paper is to find suitable small subsets $N$ such that the local optimizers $(\pi, (\alpha, \beta))$ w.r.t. $N$ are also optimal for the full problem.

3 Optimal Transport and Short-Cuts

3.1 Intuition from the Continuous Case

The discrete algorithm we present in this article is inspired by continuous optimal transport. Let us therefore recall some well-known results from the continuous setting.
Let $\mu, \nu$ be Lebesgue absolutely continuous measures on $\mathbb{R}^n$ with compact, convex support. Consider the continuous optimal transport problem between $\mu$ and $\nu$ w.r.t. the cost $c(x, y) = |x - y|^2$. Then by virtue of Brenier’s celebrated polar factorization theorem [11] we know that the optimal coupling is induced by a map which is the gradient of a convex function. Conversely, when a transport map is shown to be the gradient of a convex function then it is optimal.

Let now $T$ be any transport map, $T\sharp \mu = \nu$, with induced coupling $\pi = (\text{id}, T)\sharp \mu$ (see for example [36, Def. 1.2]). For simplicity let $T$ be a homeomorphism. We want to verify optimality of $T$. Let $\{U_i\}$ be an open covering of spt $\mu$. Then $\{V_i\}$ with $V_i = T(U_i)$ is an open covering of spt $\nu$. Let $\mu|_{U_i}$ and $\nu|_{V_i}$ be the restrictions of the measure $\mu$ to $U_i$ and $\nu$ to $V_i$. Then $T$ is also a transport map between $\mu|_{U_i}$ and $\nu|_{V_i}$ for all $i$. If $T$ is optimal for each restricted problem on $U_i \times V_i$ then optimality for the whole problem follows: when we know that $T$ is the gradient of a convex function on each $U_i$, by convexity of spt $\mu$ it follows that $T$ is the gradient of a convex function on spt $\mu$ and thus is the optimal transport map. Since the patches $U_i$ can be made arbitrarily small, optimality of a coupling $\pi$ can be verified on an arbitrary small open environment of spt $\pi$ on $(\mathbb{R}^n)^2$. This is illustrated in Fig. 1a.

The Monge property [13] is a simple discrete analogy in one dimension: one only needs to check whether two neighbours in $X$ can save costs by swapping mass. If there are no such neighbours then the coupling is optimal. In this paper we strive to find a discrete equivalent for higher-dimensional problems. We will return to this discussion for a brief comparison in Sect. 5.2, Remark 5.7.

3.2 Short-Cuts

Now we introduce the concept of short-cuts, a tool to temporarily remove constraints from the dual problem: dual constraints for which a short-cut exists need no longer be checked (see Fig. 1b)
Definition 3.1 (Short-Cut). For a neighbourhood $\mathcal{N} \subset X \times Y$ and a coupling $\pi$ with $\text{spt} \pi \subset \mathcal{N}$ let $((x_2, y_2), \ldots, (x_{n-1}, y_{n-1}))$ be an ordered tuple of pairs in $\text{spt} \pi$. We say $((x_2, y_2), \ldots, (x_{n-1}, y_{n-1}))$ is a short-cut for $(x_1, y_n) \in X \times Y$ if $(x_i, y_i+1) \in \mathcal{N}$ for $i = 1, \ldots, n-1$ and

$$c(x_1, y_n) \geq c(x_1, y_2) + \sum_{i=2}^{n-1} [c(x_i, y_{i+1}) - c(x_i, y_i)].$$

(3.1)

Proposition 3.2. For a set $\mathcal{N} \subset X \times Y$ let $(\pi, (\alpha, \beta))$ be a pair of local primal and dual optimizers. Assume for a pair $(x_1, y_n) \notin \mathcal{N}$ there exists a short-cut within $\mathcal{N}$. Then the dual constraint (2.3b) corresponding to $(x_1, y_n)$ is satisfied.

Proof. Let $((x_2, y_2), \ldots, (x_{n-1}, y_{n-1}))$ be a short-cut. From (2.3b) restricted to $\mathcal{N}$ and (2.4) we find

$$\beta(y_{i+1}) \leq c(x_i, y_{i+1}) - \alpha(x_i) \quad \text{for } i = 1, \ldots, n-1,$$

$$-\beta(y_i) = -c(x_i, y_i) + \alpha(x_i) \quad \text{for } i = 2, \ldots, n-1$$

and by summing these up one gets

$$\alpha(x_1) + \beta(y_n) \leq c(x_1, y_2) + \sum_{i=2}^{n-1} [c(x_i, y_{i+1}) - c(x_i, y_i)].$$

Validity of the dual constraint corresponding to $(x_1, y_n)$ follows from (3.1).

So is there a clever way to choose a small set $\mathcal{N}$ such that there is a short-cut for every $(x, y) \notin \mathcal{N}$? But explicitly checking existence of short-cuts for each pair is far too expensive. In the next section introduce a simple sufficient condition for the existence of short-cuts.

3.3 Shielding Condition

The shielding condition is a local criterion to ensure existence of short-cuts. This eventually allows the verification of global optimality via local optimality. The shielding condition is illustrated in Fig. 2.

Definition 3.3 (Shielding Condition). Let $x_A \in X$, $(x, y) \in X \times Y$ and $y_B \in Y$. We say $(x_s, y_s)$ shields $x_A$ from $y_B$ when

$$c(x_A, y_B) - c(x_s, y_B) > c(x_A, y_s) - c(x_s, y_s).$$

(3.2)

The shielding condition states that $\{(x_A, y_s), (x_s, y_B)\}$ is (‘strictly’) $c$-cyclically monotone [36, Chap. 5]. It implies that suitable $n$-tuples in $\text{spt} \pi$ are in fact short-cuts.

Proposition 3.4. For a given coupling $\pi$ let $(x_1, y_n) \in X \times Y$ and $((x_2, y_2), \ldots, (x_{n-1}, y_{n-1}))$ be an ordered tuple in $\text{spt} \pi$. If $(x_i, y_{i+1}) \in \mathcal{N}$ for $i = 1, \ldots, n-1$ and $(x_{i+1}, y_{i+1})$ shields $x_i$ from $y_n$ for $i = 1, \ldots, n-2$ then the tuple is a short-cut for $(x_1, y_n)$.

Proof. We need to show that (3.1) holds. For $i = 1, \ldots, n-2$ we have from (3.2)

$$c(x_i, y_n) - c(x_{i+1}, y_n) > c(x_i, y_{i+1}) - c(x_{i+1}, y_{i+1}).$$

Summing up yields $c(x_1, y_n) > \sum_{i=1}^{n-2} [c(x_i, y_{i+1}) - c(x_{i+1}, y_{i+1})] + c(x_{n-1}, y_n).$
When \((x_A, y_B)\) is shielded by \((x_s, y_s)\) (indicated by red and blue circles) then the constraint \((x_A, y_B)\) is implied by the constraints \((x_A, y_s)\), \((x_s, y_s)\) and \((x_s, y_B)\). Thus the problem of finding a short-cut for \((x_A, y_B)\) is reduced to the problem of finding a short-cut for \((x_s, y_B)\). If this can be repeated for all \(x_s\), eventually the constraint \((x_A, y_B)\) is implied by constraints in \(\mathcal{N}\) alone.

We now introduce a sufficient condition for a set \(\mathcal{N}\) such that short-cuts exist for all \((x, y) \notin \mathcal{N}\).

**Definition 3.5 (Shielding Neighbourhood).** For a given coupling \(\pi\) we say that a neighbourhood \(\mathcal{N} \subset X \times Y\), \(\mathcal{N} \supset \text{spt } \pi\) is shielding if for every pair \((x_A, y_B)\) \(\in X \times Y\) at least one of the following is true:

(i) \((x_A, y_B) \in \mathcal{N}\).

(ii) There exists some \((x_s, y_s)\) \(\in \text{spt } \pi\) with \((x_A, y_s) \in \mathcal{N}\) such that \((x_s, y_s)\) shields \(x_A\) from \(y_B\).

**Proposition 3.6 (Existence of Short-Cuts).** For a given coupling \(\pi\) let \(\mathcal{N}\) be a shielding neighbourhood. Then there exists a short-cut for every \((x_A, y_B)\) \(\in (X \times Y) \setminus \mathcal{N}\).

For the proof we use the following auxiliary algorithm.

**Algorithm 3.7.** Input: \((\mathcal{N}, \pi)\) as specified in Proposition 3.6, \((x_A, y_B)\) \(\in (X \times Y) \setminus \mathcal{N}\). Output: short-cut for \((x_A, y_B)\).

\[
n \gets 1; \quad x_1 \gets x_A
\]

\[
\text{while } (x_n, y_B) \notin \mathcal{N}:
\]

\[
\text{find } (x_{n+1}, y_{n+1}) \in \text{spt } \pi \text{ with } (x_n, y_{n+1}) \in \mathcal{N} \text{ such that } \backslash
\]

\[
(x_{n+1}, y_{n+1}) \text{ shields } x_n \text{ from } y_B
\]

\[
n \gets n + 1
\]

\[
\text{return } ((x_2, y_2), \ldots, (x_n, y_n))
\]

**Remark 3.8 (Pseudo-Code Syntax).** The pseudo-code syntax used in this article is based on Python, combined with mathematical expressions e.g. for set construction. \(x \gets y\) denotes value assignment to variables.

**Proof of Proposition 3.6.** We show that Algorithm 3.7 always terminates and returns a valid short-cut for any pair \((x_A, y_B) \notin \mathcal{N}\).

By virtue of Definition 3.5 in each iteration either the while-loop terminates or there exists a suitable pair \((x_{n+1}, y_{n+1})\) \(\in \text{spt } \pi\) shielding \(x_n\) from \(y_B\). Since the number of elements in \(\text{spt } \pi\)
is finite, either the loop eventually terminates or a cycle occurs. Assume we had found a cycle, i.e. \((x_i, y_i) = (x_k, y_k)\) for some \(i > 1, k \geq i + 1\). By adding up the shielding condition (3.2) around the cycle we find:

\[
\sum_{j=i}^{k-1} [c(x_j, y_{j+1}) - c(x_{j+1}, y_{j+1})] < \sum_{j=i}^{k-1} [c(x_j, y_B) - c(x_{j+1}, y_B)]
\]

\[
= c(x_i, y_B) - c(x_k, y_B) = 0
\]

Let \((\alpha, \beta)\) be any pair of corresponding local dual optimizers. The dual constraints (2.3b) on \(\mathcal{N}\) and the primal-dual relation (2.4) imply:

\[
0 = \sum_{j=i}^{k-1} [\alpha(x_j) - \alpha(x_{j+1})] \leq \sum_{j=i}^{k-1} \left[ (c(x_j, y_{j+1}) - \beta(y_{j+1})) - (c(x_{j+1}, y_{j+1}) - \beta(y_{j+1})) \right]
\]

\[
= \sum_{j=i}^{k-1} [c(x_j, y_{j+1}) - c(x_{j+1}, y_{j+1})]
\]

This contradiction implies that no cycles occur and the algorithm eventually terminates.

Once the iteration is terminated, Proposition 3.4 provides that \(((x_2, y_2), \ldots, (x_{n-1}, y_{n-1}))\) is a short-cut for \((x_A, y_B)\).

**Remark 3.9.** Note that the strict inequality in (3.2) is merely required to guarantee termination of Algorithm 3.7. Proposition 3.4 already follows from \(\geq\) in (3.2).

We emphasize that Algorithm 3.7 is not intended to be run to find short-cuts. This would be immensely more expensive than directly checking the corresponding dual constraint. It is merely a tool for the proof. We now summarize:

**Corollary 3.10 (Global Optimality from Local Optimality).** Let \(\pi\) be a local primal optimizer for a given feasible neighbourhood \(\mathcal{N}\) and let \(\mathcal{N}\) be shielding for \(\pi\). Then \(\pi\) is globally optimal.

**Proof.** Let \((\alpha, \beta)\) be any local dual optimizers w.r.t. \(\mathcal{N}\). From Proposition 3.6 follows existence of short-cuts for all dual constraints not covered by \(\mathcal{N}\) and by Proposition 3.2 follows that \((\alpha, \beta)\) are globally dual feasible. Due to strong duality of linear programs, \(\pi\) and \((\alpha, \beta)\) have vanishing duality gap, therefore \((\pi, (\alpha, \beta))\) are global primal and dual optimizers.

### 4 A Sparse Multi-Scale Algorithm

#### 4.1 Basic Algorithm

Corollary 3.10 can be used to construct an efficient sparse algorithm for large OT problems. The main ingredients of the algorithm are two maps:

(i) **solveLocal** : \(2^{X \times Y} \to \Pi(\mu, \nu)\) such that for \(\mathcal{N} \in 2^{X \times Y}\) the coupling **solveLocal**\((\mathcal{N})\) is locally primal optimal w.r.t. \(\mathcal{N}\). When \(\mathcal{N}\) is sparse, any discrete OT solver can quickly provide an answer.

(ii) **shield** : \(\Pi(\mu, \nu) \to 2^{X \times Y}\) such that for \(\pi \in \Pi(\mu, \nu)\) the neighbourhood **shield**\((\pi)\) is shielding for \(\pi\). It is important for efficiency that **shield**\((\pi)\) is sparse. To design such a map one must use the geometric structure of the cost function. In Sect. 5 we discuss how to implement **shield** for several costs.
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Corollary 3.10 entails a ‘chicken and egg’-problem: For a given $\mathcal{N}_1$ let $\pi_2 = \text{solveLocal}(\mathcal{N}_1)$. But if $\pi_2$ is not globally optimal, then $\mathcal{N}_1$ cannot be shielding w.r.t. $\pi_2$. Conversely, for some $\pi_2$ let $\mathcal{N}_2 = \text{shield}(\pi_2)$, but $\pi_2$ will only be locally optimal w.r.t. $\mathcal{N}_2$ if it is globally optimal. To find a configuration $(\mathcal{N}, \pi)$ such that both criteria are satisfied simultaneously, one can iterate both maps.

Algorithm 4.1 (solveSparse). Input: initial feasible neighbourhood $\mathcal{N}_1$. Output: global optimizer $\pi$, neighbourhood $\mathcal{N}$ which is shielding for $\pi$.

\begin{verbatim}
  k ← 1
do:
      π_{k+1} ← solveLocal(\mathcal{N}_k); \mathcal{N}_{k+1} ← shield(\pi_{k+1}); k ← k + 1
until (k > 2) and (C(\pi_k) = C(\pi_{k-1}))
return (\pi_k, \mathcal{N}_k)
\end{verbatim}

Proposition 4.2. For a feasible initial neighbourhood $\mathcal{N}_1$ Algorithm 4.1 terminates after a finite number of iterations and returns a global primal optimizer.

Proof. For $k > 1$ have $\mathcal{N}_k = \text{shield}(\pi_k)$ and $\pi_{k+1} = \text{solveLocal}(\mathcal{N}_k)$. So $\pi_k$ is a feasible coupling when computing the optimal $\pi_{k+1}$, with support restricted to $\mathcal{N}_k$. It follows $C(\pi_{k+1}) \leq C(\pi_k)$. Since the problem is finite-dimensional one must eventually find $C(\pi_{k+1}) = C(\pi_k)$ and the algorithm terminates. Then $\pi_k$ is locally optimal w.r.t. $\mathcal{N}_k$ and by construction $\mathcal{N}_k$ is shielding for $\pi_k$. Consequently $\pi_k$ and $\pi_{k+1}$ are globally optimal.

We have rigorously established that Algorithm 4.1 does terminate and return a global optimizer. In Sect. 6 we will demonstrate numerically that under two conditions it is in fact very efficient:

(i) As mentioned earlier, when $\mathcal{N}_k$ is sparse, calling the solver to compute the next coupling $\pi_{k+1} ← \text{solveLocal}(\mathcal{N}_k)$ will be fast. In Sect. 5 we will show how to implement shield for several costs.

(ii) When the initial guess $\mathcal{N}_1$ is good, only few iterations will be required. In Sect. 4.2 we present a heuristic multi-scale scheme that works well in practice.

4.2 Multi-Scale Scheme

The purpose of Algorithm 4.1 is to accelerate the solving of large problems by starting from a smart initial guess for the sparse neighbourhood and then quickly solving a sequence of sparse problems until convergence instead of trying to solve the dense problem directly. As in [25, 32, 26] we approximate the original problem by multiple levels of successively coarser problems and then solve the original problem from coarse to fine. At each resolution we use the support of the optimal coupling as initialization $\mathcal{N}_1$ at the subsequent finer scale.

It is verified empirically that this heuristic scheme works well in practice (see [25, 32, 26] and Section 6). Note however that we do not make any rigorous claims on the computational efficiency of it. See Sect. 7 for a discussion of the computational complexity.

We now describe the multi-scale scheme in some more detail.

Definition 4.3 (Hierarchical Partition and Multi-Scale Measure Approximation [32]). For a discrete set $X$ a hierarchical partition is an ordered tuple $(X_0, \ldots, X_K)$ of partitions of $X$ where $X_0 = \{\{x\}: x \in X\}$ is the trivial partition of $X$ into singletons and each subsequent level is
generated by merging cells from the previous level, i.e. for \( k \in \{1, \ldots, K \} \) and any \( x \in \mathcal{X}_k \) there exists some \( \tilde{X} \subset \mathcal{X}_{k-1} \) such that \( x = \bigcup_{k \in \mathcal{X}} \tilde{x} \). For simplicity we assume that the coarsest level is the trivial partition into one set: \( \mathcal{X}_K = \{X\} \). We call \( K > 0 \) the depth of \( \mathcal{X} \).

This implies a directed tree graph with vertex set \( \bigcup_{k=0}^{K} \mathcal{X}_k \) and for \( k \in \{1, \ldots, K \} \) we say \( x' \in \mathcal{X}_j \), \( j < k \), is a descendant of \( x \in \mathcal{X}_k \) when \( x' \subset x \). We call \( x' \) a child of \( x \) for \( j = k - 1 \), and a leaf for \( j = 0 \).

For some \( \mu \in \mathcal{P}(X) \) its multi-scale measure approximation is the tuple \( (\mu_0, \ldots, \mu_K) \) of probability measures \( \mu_k \in \mathcal{P}(\mathcal{X}_k) \) defined by \( \mu_k(\tilde{X}) = \mu(\bigcup_{k \in \mathcal{X}} \tilde{x}) \) for all subsets \( \tilde{X} \subset \mathcal{X}_k \) and \( k = 0, \ldots, K \).

For convenience we often identify \( \mathcal{X} \) with the finest partition level \( \mathcal{X}_0 \), the set of singletons, and \( \mu \) with \( \mu_0 \).

In the examples discussed in this article \( X \) and \( Y \) are point clouds in \( \mathbb{R}^n \) and the cost \( c \) is originally defined on the full continuous space \( \mathbb{R}^n \times \mathbb{R}^n \). We use hierarchical 2\(^n\)-trees as partitions (some minor adaptations are necessary for the sphere discussed in Sect. 5.4).

**Definition 4.4** (Hierarchical 2\(^n\)-trees and Hierarchical Costs). For a given finite point cloud \( X \subset \mathbb{R}^n \) and a desired depth \( K > 0 \) we first choose an axis-aligned hypercube \( Q_K \subset \mathbb{R}^n \) that contains \( X \). Correspondingly we set the coarsest partition layer to \( \mathcal{X}_K = \{X\} \). Then we divide \( Q_K \) into \( 2^n \) equal-sized smaller cubes \( \{Q_{K-1,i}\}_i \) parallel to the axes and set the corresponding partition layer to \( \mathcal{X}_{K-1} = \{X \cap Q_{K-1,i}\}_i \). Empty cubes may be ignored. We repeat this recursively until level 1 is reached. Then we add the layer of singletons \( \mathcal{X}_0 = \{\{x\} : x \in X\} \). Clearly this produces a valid hierarchical partition \( (\mathcal{X}_0, \ldots, \mathcal{X}_K) \) of \( X \).

Moreover, for each cube \( Q_{k,i} \) and the corresponding cell \( x_i \in \mathcal{X}_k \) at some partition level \( k > 0 \) we define the representative \( \text{rep}(x_i) \) as the center of \( Q_{k,i} \) and the radius \( \text{rad}(x_i) \) as half of the diameter of \( Q_{k,i} \) such that

\[
\text{for all } x \in Q_{k,i} \text{ have } |\text{rep}(x_i) - x| \leq \text{rad}(x_i) . \tag{4.1}
\]

For \( k = 0 \) we define for each \( x \in X \), i.e. \( \{x\} \in \mathcal{X}_0 \), \( \text{rep}([\{x\}]) = x \) and \( \text{rad}([\{x\}]) = 0 \).

We can now use the representatives to define a hierarchical cost function: for a cost function \( c : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \bar{\mathbb{R}} \) and two hierarchical \( 2^n \)-trees \( (\mathcal{X}_0, \ldots, \mathcal{X}_K) \) and \( (\mathcal{Y}_0, \ldots, \mathcal{Y}_K) \) let

\[
c_k : \mathcal{X}_k \times \mathcal{Y}_k \rightarrow \bar{\mathbb{R}}, \quad c_k(x, y) = c(\text{rep}(x), \text{rep}(y)). \tag{4.2}
\]

The radius will be useful for efficient construction of shielding neighbourhoods in Sect. 5.

Now the necessary ingredients are prepared to formally define the multi-scale variant of a discrete optimal transport problem.

**Definition 4.5** (Multi-Scale Representation of Optimal Transport Problem). Let \( X, Y \) be finite sets and \( \mu \in \mathcal{P}(X) \), \( \nu \in \mathcal{P}(Y) \). Let \( (\mathcal{X}_0, \ldots, \mathcal{X}_K) \) and \( (\mathcal{Y}_0, \ldots, \mathcal{Y}_K) \) be hierarchical partitions of \( X \) and \( Y \) with equal depth \( K \), let \( (\mu_0, \ldots, \mu_K) \) and \( (\nu_0, \ldots, \nu_K) \) be multi-scale measure approximations of \( \mu \) and \( \nu \) over the hierarchical partitions and let \( (c_0, \ldots, c_K) \) be a tuple of cost functions \( c_k : \mathcal{X}_k \times \mathcal{Y}_k \rightarrow \bar{\mathbb{R}}, \) \( k = 0, \ldots, K \).

Then for \( k = 0, \ldots, K \) we refer to the optimization problems (2.2) and (2.3) for the sets \( \mathcal{X}_k, \mathcal{Y}_k \), the marginals \( \mu_k, \nu_k \) and the cost \( c_k \) as the approximate problems at scale \( k \).

Note that the problem at scale \( k = 0 \) is identical to the original problem.

Finally, we describe how the sparse iterative Algorithm 4.1 is combined with the multi-scale scheme.
Algorithm 4.6 (solveMultiScale). Input: multi-scale OT problem. Output: global optimizer of original problem. Notes: solveDense(k) refers to solving the dense problem at scale k, solveSparse(k, N1) refers to calling Algorithm 4.1 at scale k with initial neighbourhood N1. (We are only interested in the optimal coupling π and neglect the final shielding neighbourhood, which is also returned by solveSparse.)

\[
\begin{align*}
k &\leftarrow K \\
\pi &\leftarrow \text{solveDense}(k) \\
\text{while } & k > 0: \\
& k \leftarrow k - 1 \\
& N_1 \leftarrow \{\} \\
& \text{for } (x, y) \in \text{spt } \pi: \\
& \quad N_1 \leftarrow N_1 \cup (\text{children}(x) \times \text{children}(y)) \\
& \pi \leftarrow \text{solveSparse}(k, N_1) \\
& \text{return } \pi
\end{align*}
\]

Remark 4.7 (Validity of Algorithm 4.6). For finite costs \( c < \infty \) it is easy to see that the initial \( N_1 \) constructed by Algorithm 4.6 are feasible and global optimality of the final coupling \( \pi \) is inherited from Algorithm 4.1.

If the cost can be infinite, there is no trivial relation between feasibility on different scales, as it depends on how mass will be distributed within the refined cells. In practice, potential infeasibility can be detected by adding ‘overflow’ bins with a sufficiently high finite cost.

Remark 4.8 (Choice of Hierarchical Cost Function). The choice how to define the hierarchical cost at coarser scales depends on the used algorithm. In [32] the cost of a cell was defined recursively by taking the minimum over the cost of its children. In this way, dual feasibility on the coarse scale implied dual feasibility on the refined scale, enabling the efficient localization of violated constraints.

Here we follow a different approach: In Definition 4.4 we assigned a representative to each partition cell and defined the hierarchical cost by evaluating an underlying continuous cost at the representatives. This is important for solving the problems at coarser levels in Algorithm 4.6. As will be discussed in Sect. 5, the geometry of the problem is a key ingredient to constructing shielding neighbourhoods. Hence, we must make sure that the coarser problems still look like transport problems on the same underlying continuous space. With the given setup, when solving the problem at scale \( k > 0 \), we can just forget about all levels \( 0 \leq i < k \) and pretend the finest level is given by the point clouds \( \{\text{rep}(x) : x \in X_k\} \) and \( \{\text{rep}(y) : y \in Y_k\} \).

Hence, from now on we can always assume to solve the finest layer.

5 Constructing Shielding Neighbourhoods

The concepts of Section 3 have been formulated for general cost functions. For the execution of solveSparse, Algorithm 4.1, we need a function shield that efficiently generates a sparse shielding neighbourhood for a given coupling. This is where the particular geometric structure of the cost function must be exploited.

In this Section we discuss how shield can be designed for different types of ground costs. We start by describing the general outline in Sect. 5.1. The particularly important case of the squared Euclidean distance on \( \mathbb{R}^n \) is treated in Sect. 5.2 and the concept of short-cuts is applied to the continuous setting. In Sect. 5.3 we consider more general strictly convex functions on \( \mathbb{R}^n \) and provide explicit formulas for the \( p \)-th power of the Euclidean distance. To demonstrate the
The generality of the concept, in Sect. 5.4, we look at the squared geodesic distance on the sphere. The extension to noisy and distorted variants of the above costs is discussed in Sect. 5.5.

For the squared Euclidean distance we give a rigorous bound on the cardinality of the constructed neighbourhood \( N \) (Proposition 5.3), showing that it will indeed be sparse. For the other cases we provide analogous intuitive arguments.

Different cost functions require different approximation techniques. Hence, this Section cannot be exhaustive and cover all possible costs. Instead we cover several important cases. By describing the underlying ideas and strategy we hope to enable the reader to transfer the results to other suitable cost functions.

5.1 General Considerations

The Basic Algorithm. We now describe the general strategy for constructing shielding neighbourhoods for a given coupling \( \pi \). Let us first give an informal description. We start by setting \( N = \text{spt} \pi \) (which is assumed to be sparse) and then try to add a small set of entries to make \( N \) shielding for \( \pi \). The idea is to find for each \( x_A \in X \) a suitably chosen small set of ‘shielding candidates’ \( \{(x_{s,i}, y_{s,i})\}_i \subset \text{spt} \pi \) such that ‘almost all’ \( y_B \in Y \) will be shielded from \( x_A \) by one of the candidates. Then, per \( x_A \), we only need to add a few elements to \( N \) and \( N \) will remain sparse.

From the brief review of the continuous setting in Sect. 3.1 we conjecture that it is reasonable that the \( X \)-part of the shielding candidates should form a small geometric neighbourhood of \( x_A \) in \( X \) to mimic the sets \( U_i \). So for each \( x_A \in X \) we fix a ‘shielding candidate set’ \( S(x_A) \subset X \) which contains a small ‘discrete neighbourhood’ around \( x_A \). We will briefly comment on this choice for each cost in the subsequent sections.

Moreover, for any \( x_s \in S(x_A) \) we need to find an element \( y_s \in Y \) such that \( (x_s, y_s) \in \text{spt} \pi \). To achieve this, from a given coupling \( \pi \) we will extract a map \( t : X \rightarrow Y \) such that \( (x, t(x)) \in \text{spt} \pi \) for all \( x \in X \). Of course, in a discrete setting such a map \( t \) need neither be injective nor surjective. However, this is not required for the functionality of the algorithm. Note that the extraction of the map can be performed efficiently, even for large problems, when \( \pi \) is stored in a suitable sparse data structure.

After having established the sets \( S(x_A) \) and the map \( t \) the algorithm can be stated more formally:

**Algorithm 5.1 (shield).** *Input: a coupling \( \pi \). Output: a shielding neighbourhood \( N \).*

\[
N \leftarrow \text{spt} \pi
\]

from \( \pi \) extract map \( t : X \rightarrow Y \) such that \( (x, t(x)) \in \text{spt} \pi \) for all \( x \in X \)

for \( x_A \in X : \)

\[
N \leftarrow N \cup \{(x_A, t(x_s)) : x_s \in S(x_A)\}
\]

\( \hat{Y} \leftarrow \{y_B \in Y : y_B \text{ is not shielded from } x_A \text{ by } \}

\{(x_s, t(x_s)) \text{ for any } x_s \in S(x_A)\}\)

\[
N \leftarrow N \cup \{(x_A, y_B) : y_B \in \hat{Y}\}
\]

return \( N \)

It is easy to verify that for a given coupling \( \pi \) this algorithm does indeed produce a valid shielding neighbourhood \( N \).

**Determining \( \hat{Y} \).** Since (step-iii) is within the loop over \( x_A \in X \) it would be inefficient to naively iterate over all \( y_B \in Y \) and having to check the shielding condition explicitly for each pair \( (x_A, y_B) \in X \times Y \) and shielding candidate \( (x_s, t(x_s)) \). Instead we will determine the set

\[
\hat{Y} \leftarrow \{y_B \in Y : y_B \text{ is not shielded from } x_A \text{ by } \}

\{(x_s, t(x_s)) : x_s \in S(x_A)\}\)
\( \hat{Y} \) in a hierarchical way, making use of the hierarchical structure introduced in Sect. 4.2. Let \((x_A, x_s, y_s) \in X \times X \times Y\) be a triplet with \(x_s \in S(X)\), \((x_s, y_s) \in \text{spt } \pi\). Introduce the family of functions

\[
\psi(x_1, x_2)(y) = c(x_1, y) - c(x_2, y).
\]

Then \(x_A\) is shielded from \(y_B\) by \((x_s, y_s)\) precisely if (see (3.2))

\[
\psi(x_A, x_s)(y_B) > \psi(x_A, x_s)(y_s).
\]

Let now \((\mathcal{Y}_0, \ldots, \mathcal{Y}_K)\) be a hierarchical partition over \(Y\). Assume we are given a hierarchical lower bound \(\hat{\psi}(x_A, x_s)\) of \(\psi(x_A, x_s)\) on \(\bigcup_{k=0}^{K} \mathcal{Y}_k\) as follows:

\[
\begin{align*}
\hat{\psi}(x_A, x_s)(\{y\}) &\overset{\text{def.}}{=} \psi(x_A, x_s)(y) \quad \text{for } y \in Y, \text{ i.e. } \{y\} \in \mathcal{Y}_0, \quad (5.3a) \\
\hat{\psi}(x_A, x_s)(y) &\leq \psi(x_A, x_s)(y) \quad \text{for } y \in \mathcal{Y}_k, k > 0, y \in y. \quad (5.3b)
\end{align*}
\]

So when

\[
\hat{\psi}(x_A, x_s)(y) > \psi(x_A, x_s)(y_s)
\]

then all leaves of \(y\) are shielded from \(x_A\) by \((x_s, y_s)\). Consequently one can determine \(\hat{Y}\) by doing a coarse-to-fine check of (5.4) over the hierarchical partition of \(Y\). We start at the coarse nodes and if the check fails recursively perform the test at finer levels until eventually the test succeeds or some leaves must be added to \(\hat{Y}\). This is more formally described by the next algorithm:

**Algorithm 5.2 (searchTree).** Input: \(x_A \in X\), set of shielding candidates \(\{(x_s, y_s)\}_i\), current level \(k \in \{0, \ldots, K\}\), current root cell \(y \in \mathcal{Y}_k\). Output: set of missed elements \(\hat{Y}\) that are leaves of \(y\). Notes: \(\text{searchTree}(x_A, \{(x_s, y_s)\}_i, k, y)\) refers to recursively calling this algorithm again with different parameters.

\[
\begin{align*}
\hat{Y} &\leftarrow \{} \\
\text{if } (\hat{\psi}(x_A, x_s)(y) \leq \psi(x_A, x_s)(y_s)) \text{ for all } (x_s, y_s) \in \{(x_s, y_s)\}_i: \\
&\text{if } k = 0: \\
&\quad \hat{Y} \leftarrow \hat{Y} \cup y \\
&\text{if } k > 0: \\
&\quad \text{for } y' \in \text{children}(y): \\
&\quad \hat{Y} \leftarrow \hat{Y} \cup \text{searchTree}(x_A, \{(x_s, y_s)\}_i, k - 1, y') \\
\text{return } \hat{Y}
\end{align*}
\]

Calling this algorithm with the initial parameters \((x_A, \{(x_s, t(x_s)) : x_s \in S(X)\}, K, Y)\) then returns the set \(\hat{Y}\) as desired (recall that we defined \(\mathcal{Y}_K = \{Y\}\), Definition 4.3). We will numerically verify that this hierarchical search requires significantly less calls than a naive dense search (see Fig. 10b).

We are now prepared to discuss various types of cost functions in more detail. We elaborate on how to choose \(S(\cdot)\) such that we expect sparse sets \(\hat{Y}\) and give explicit formulas for the bound \(\hat{\psi}(\cdot, \cdot)\). In the following Sections we assume that \(X\) and \(Y\) are discrete point clouds in \(\mathbb{R}^n\), and there is a cost defined on the full continuous space \(c : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}\). As specified in Definition 4.4 \((\mathcal{X}_0, \ldots, \mathcal{X}_K)\) and \((\mathcal{Y}_0, \ldots, \mathcal{Y}_K)\) are hierarchical 2\(^n\)-trees over \(X\) and \(Y\) with representatives, radii and a corresponding hierarchical cost function. For Sect. 5.4 we need to make some minor adaptations to the Riemannian setting.
Figure 3: Illustrating the shielding condition for the squared Euclidean distance. **Left:** A point $x_A \in X$ with four points $\{x_1, x_2, x_3, x_4\} = S(x_A)$. **Right:** Point cloud $Y$ (black dots), the faces of the polytope $P$ (blue line) go through the points $t(x_i)$ with outward normals $x_i - x_A$, $i = 1, \ldots, 4$ (red arrows). $x_A$ is shielded from all points outside of $P$ (green area) by some $(x_i, t(x_i))$, $x_i \in S(x_A)$.

### 5.2 Squared Euclidean Distance on $\mathbb{R}^n$

The squared Euclidean distance is perhaps the most prominent cost for optimal transport. It also allows a particularly simple geometric interpretation of the shielding condition.

In this section let $c(x, y) = |x - y|^2$. Then the shielding condition (3.2), see also (5.2), for a triplet $x_A$, $(x_s, y_s)$ and $y_B$ is equivalent to

$$
\psi(x_A, x_s)(y_B) - \psi(x_A, x_s)(y_s) > 0 \iff \langle x_s - x_A, y_B - y_s \rangle > 0.
$$

Consider the hyperplane through $y_s$, normal to $x_s - x_A$. Then $(x_s, y_s)$ shields $x_A$ from all $y_B$ that lie on the side facing in direction $x_s - x_A$. For a given $x_A \in X$ the set of points $y \in \mathbb{R}^n$ for which (5.5) is false for all $\{ (x_s, y_s = t(x_s)) : x_s \in S(x_A) \}$ is given by the polytope $P$ with faces through $y_s$ and outward normals $x_s - x_A$. Then $\hat{Y} = P \cap Y$ (for the map $t$ and the set $\hat{Y}$ see Algorithm 5.1, step-i and step-iii). An illustration of this is given in Fig. 3.

The next proposition formalizes that under ‘plausible’ regularity assumptions on $X$, $Y$ and the current coupling candidate $\pi$ the cardinality of $\hat{Y}$ is $\mathcal{O}(1)$ w.r.t. the cardinality of $Y$ and thus the cardinality of the generated shielding neighbourhood will be $\mathcal{O}(|X|)$ (as long as $|S(x_A)| = \mathcal{O}(1)$).

**Proposition 5.3** (Bound on Cardinality of $\hat{Y}$). Let $X$ and $Y \subset \mathbb{R}^n$ be finite sets, $\pi$ a coupling on $\mathcal{P}(X \times Y)$ and $S : X \rightarrow 2^X$ be an assignment of shielding candidate sets that satisfy:

(i) There is a constant $q \in (0, 1]$ such that for every $x_A \in X$ and any $v \in \mathbb{R}^n$ there is some $x_s \in S(x_A)$ such that

$$
\langle v, x_s - x_A \rangle \geq |v| \cdot |x_s - x_A| \cdot q.
$$

$q$ can be interpreted as the cosine of the half of the maximal angle between any two $x_1 - x_A$ and $x_2 - x_A$ for $x_1, x_2 \in S(x_A)$.

(ii) There is a bound $0 < D < \infty$ such that for any $x_A \in X$ and any $x_s \in S(x_A)$ we have $|x_A - x_s| < D$. 
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(iii) There is a constant $0 < \rho < \infty$ such that for any ball $B_R \subset \mathbb{R}^n$ of radius $R > 0$ we have $|Y \cap B_R| \leq \rho \cdot \text{vol}_n(B_R)$. Where vol$_n(B_R)$ gives the $n$-dimensional volume of the ball. The constant $\rho$ can be interpreted as an approximate upper bound on the point density in $Y$.

(iv) The coupling $\pi$ is spatially regular in the sense that one can extract a map $t$ from $\pi$ (cf. Algorithm 5.1, step-i) such that there is a constant $0 < L < \infty$ with $|t(x_1) - t(x_2)| \leq L \cdot |x_1 - x_2|$ for all $x_1, x_2 \in X$.

Then there is a constant $0 < C < \infty$ such that $\hat{Y} < C$ for all $x_A \in X$.

Proof. Let $t$ be a map extracted from $\pi$ with Lipschitz constant $L < \infty$. For a given $x_A$ and any $y_B \in \mathbb{R}^n$ there is some $x_s \in S(x_A)$ such that

$$(y_B - t(x_s), x_s - x_A) = (y_B - t(x_A) + t(x_A) - t(x_s), x_s - x_A)$$

$$\geq (|y_B - t(x_A)| \cdot |x_s - x_A| \cdot q - L \cdot |x_s - x_A|)^{\nu}$$

So for $|y_B - t(x_A)| > L \cdot D/q$ this is necessarily positive and thus the polytope $P$ of $y_T$ for which no shield exists must be contained in the closed ball $B(L \cdot D/q, t(x_A))$ of radius $L \cdot D/q$ around $t(x_A)$. Consequently, by (iii), $|\hat{Y}| \leq \rho \cdot \text{vol}_n(B(L \cdot D/q, t(x_A)))$ which does not depend on $|Y|$ or $|X|$.

Remark 5.4 (Interpretation of Proposition 5.3). Assumptions (i) to (iii) depend only on $X$ and $Y$ and are rather ‘realistic’. They are met by all examples in this article (with some exceptions for $x_A$ at the ‘boundary’ of $X$, see also Remark 5.6). Moreover assumptions (i) and (ii) provide useful guidance on how to choose $S(\cdot)$.

For a given $\pi$ one can determine a suitable constant $L$ for (iv) and thus in principle bound the size of $\mathcal{N}$ and consequently the complexity of the subsequent sparse problem. However, to estimate the full complexity of Algorithm 4.1 one would need to fix $L$ in advance, hence an a priori estimate on the regularity of $\pi$ is required. This is considerably more difficult and therefore in this article we refrain from attempting to give a complete rigorous complexity analysis of the full multi-scale scheme involving Algorithms 4.1 and 4.6. See also Sect. 7 for a discussion of the complexity.

Independent of Proposition 5.3 one can use the following function for the hierarchical search of $\hat{Y}$ outlined in the previous section (Algorithm 5.2).

Proposition 5.5. For a partition cell $y \in \mathcal{Y}_k$, $k = 1, \ldots, K$ a hierarchical lower bound for $\psi_{(x_A, x_s)}$ is given by

$$\hat{\psi}_{(x_A, x_s)}(y) = \psi_{(x_A, x_s)}(\text{rep}(y)) - 2|x_s - x_A| \text{rad}(y). \tag{5.7}$$

Proof. For some $y \in \mathcal{Y}_k$ check:

$$\psi_{(x_A, x_s)}(y) = |x_A - y|^2 - |x_s - y|^2 = |x_A|^2 - |x_s|^2 - 2\langle x_s - x_A, y - x_A \rangle$$

$$= |x_A|^2 - |x_s|^2 - 2\langle \text{rep}(y), x_A - x_s \rangle - 2\langle y - \text{rep}(y), x_A - x_s \rangle$$

$$= \psi_{(x_A, x_s)}(\text{rep}(y)) - 2\langle y - \text{rep}(y), x_A - x_s \rangle$$

$$\geq \psi_{(x_A, x_s)}(\text{rep}(y)) - 2|y - \text{rep}(y)| \cdot |x_A - x_s| \geq \hat{\psi}_{(x_A, x_s)}(y)$$

Therefore condition (5.3b) is satisfied.
Intuitively, for the representative \( \text{rep}(y) \) one has to take into account an additional margin proportional to \( \text{rad}(y) \) to make sure all potential leaves of \( y \) are on the right side of the hyperplane defined by (5.5).

**Remark 5.6** (Particular Case: Cartesian Grids). In many applications the discrete sets \( X \) and \( Y \) are not just random point clouds but lie on a Cartesian grid. Then \( Y \) can be determined directly via the grid structure without a hierarchical search.

For simplicity assume for now \( n = 2 \), higher dimensions work analogously. Assume \( X, Y \subset \mathbb{Z}^2 \subset \mathbb{R}^2 \) are regular orthogonal grids:

\[
X = \{0, \ldots, N_{X,1}\} \times \{0, \ldots, N_{X,2}\}, \quad Y = \{0, \ldots, N_{Y,1}\} \times \{0, \ldots, N_{Y,2}\}
\]

for some positive integers \( N_{Z,i} \), \( Z = X, Y, i = 1, 2 \). For every \( x_A \in X \) let \( S(x_A) \) be the 4-neighbourhood of \( x_A \) on the grid \( X \) (potentially incomplete at boundaries and corners). Then for any \( x_A \) with a complete neighbourhood one has

\[
\{x_s - x_A : x_s \in S(x_A)\} = \{(1, 0), (0, 1), (-1, 0), (0, -1)\}
\]

and consequently the polytope \( P \) for which condition (5.5) is false for all \( \{(x_s, y_s = t(x_s)) : x_s \in S(x_A)\} \) is a grid-aligned rectangle with sides going through the points \( y_s \). This set can be accessed directly without a search by using the grid structure.

Up to the points at the ‘boundary’ of \( X \) that do not have a full 4-neighbourhood, this set-up clearly satisfies assumptions (i) to (iii) of Proposition 5.3. Note further that the subset of \( X \) with incomplete 4-neighbourhoods is small compared to \( X \) for large grids. Therefore the effect of the boundaries on the size of \( \mathcal{N} \) is bounded. In practice, for a well-chosen initial coupling \( \pi \) one usually has that mass from the boundary of \( X \) is transported to the proximity of the corresponding boundary on \( Y \), hence the unbounded side of \( P \) does not have much overlap with \( Y \).

**Remark 5.7** (Application to the Continuous Problem). We now return to the discussion in Sect. 3.1 and apply the concept of short-cuts to the continuous problem in \( \mathbb{R}^n \). Given a transport map \( T \), locally optimal on all patches \( U_i \times V_i \), let the tuple of points \((y_1 = y_A, \ldots, y_n = y_B)\), \( y_i \in \text{spt} \nu \) be taken from a straight line between \( y_A \) and \( y_B \) in monotone order and sampled sufficiently fine such that every two successive points \( y_i, y_{i+1} \) lie in the same patch \( V_i \). Pick \( x_i \) such that \( T(x_i) = y_i \).

Since \( T \) is locally optimal on all \( U_i \times V_i \) one has for \( i = 1, \ldots, n - 2 \)

\[
c(x_i, y_i) + c(x_{i+1}, y_{i+1}) \leq c(x_i, y_{i+1}) + c(x_{i+1}, y_i)
\]

\[
\iff \langle x_{i+1} - x_i, y_{i+1} - y_i \rangle \geq 0
\]

\[
\iff \langle x_{i+1} - x_i, y_n - y_{i+1} \rangle \geq 0 \quad (\text{since } y_n - y_{i+1} \text{ and } y_{i+1} - y_i \text{ are co-linear})
\]

\[
\iff c(x_i, y_{i+1}) + c(x_{i+1}, y_n) \leq c(x_i, y_n) + c(x_{i+1}, y_{i+1}).
\]

It then follows that \((x_{i+1}, y_{i+1})\) is shielding \( x_i \) from \( y_n \) for \( i = 1, \ldots, n - 2 \) (see (3.2), (5.5) and Remark 3.9) and consequently the tuple \((x_2, y_2), \ldots, (x_{n-1}, y_{n-1}))\) is a short-cut for \((x_1, y_n)\). Therefore the transport map \( T \) is optimal.

We see that for the squared Euclidean distance the shielding condition follows from local optimality along straight lines, which explains why local optimality is still sufficient in 1-dimensional discrete problems. In higher dimensions we cannot always jump along straight lines between grid points and even small deviations may break the shielding condition. This is why we must explicitly keep track of \( \pi \) throughout Sections 3 and 5 and carefully choose the discrete equivalent of \( U_i \) and \( V_i \).
5.3 Strictly Convex Functions on $\mathbb{R}^n$

As discussed in Sect. 1.1, Brenier’s polar factorization theorem has been generalized to a large class of other convex costs. We now sketch how to construct shielding neighbourhood for strictly convex functions, discuss why we expect $\hat{Y}$ to be small and give an explicit formula for the hierarchical bound $\psi(x_A,x_s)$ (see (5.3b) and Algorithm 5.2) for the $p$-th power of the Euclidean distance, $p \in (1, \infty)$.

Throughout this section let $c(x,y) = h(x-y)$ for a strictly convex function $h : \mathbb{R}^n \to \mathbb{R}$. Then $\psi(x_A,x_s)$, cf. (5.1), is given by:

$$\psi(x_A,x_s)(y) = h(x_A - y) - h(x_s - y)$$  \hspace{1cm} (5.8)

This difference will not always have a simple closed form as for $c(x,y) = |x-y|^2$. Hence, we find a simpler approximate expression by means of the (strict) sub-gradient inequality:

$$\psi(x_A,x_s)(y) > \langle \xi, x_A - x_s \rangle \quad \text{with} \quad \xi \in \partial h(x_s - y)$$  \hspace{1cm} (5.9a)

$$\psi(x_A,x_s)(y) < \langle \xi, x_A - x_s \rangle \quad \text{with} \quad \xi \in \partial h(x_A - y)$$  \hspace{1cm} (5.9b)

A sufficient condition for $(x_s,y_s)$ shielding $x_A$ from $y_B$ is therefore:

$$\langle \xi_1 - \xi_2, x_A - x_s \rangle \geq 0 \quad \text{with} \quad \xi_1 \in \partial h(x_s - y_B), \xi_2 \in \partial h(x_A - y_s)$$  \hspace{1cm} (5.10)

**Remark 5.8** (Sparsity of $\hat{Y}$). We now give an informal analogue to Proposition 5.3. For every $x_A \in X$ let $S(x_A)$ be such that for any $v \in \mathbb{R}^n$ we can decompose

$$v = |v| \sum_{x_s \in S(x_A)} \lambda(x_s) \cdot (x_A - x_s)$$  \hspace{1cm} (5.11)

for non-negative coefficients $\lambda(x_s)$. For fixed $x_A$ and $y_B$ by monotonicity of the sub-differential we have

$$\langle \xi_1 - \xi_2, t(x_A) - y_B \rangle \geq 0 \quad \text{with} \quad \xi_1 \in \partial h(x_A - y_B), \xi_2 \in \partial h(x_A - t(x_A))$$  \hspace{1cm} (5.12)

Decomposing $t(x_A) - y_B$ with (5.11) we obtain

$$\langle \xi_1 - \xi_2, x_A - x_s \rangle \geq 0$$  \hspace{1cm} (5.13)

for some $x_s \in S(x_A)$. One could now assume some form of uniform convexity of $h$ (see for example [4]) and a lower bound on the maximal coefficient $\lambda(\cdot)$ to obtain a finite lower bound in inequality (5.13), depending on $|t(x_A) - y_B|$ and conversely assume some local regularity of the sub-differential to bound the error inflicted by choosing $\xi_1 \in \partial h(x_A - y_B)$ and $\xi_2 \in \partial h(x_A - t(x_s))$ to get from (5.12,5.13) to (5.10). However, in view of Remark 5.4 this would have little further consequences. Therefore we content ourselves here with the intuitive argument that in practice $\hat{Y}$ will be small when $h$ is ‘reasonably regular and convex’, which will later be confirmed numerically in Sect. 6.6. Additional insight can be gained from Fig. 4.

To actually construct shielding neighbourhoods one now needs to find a lower bound for (5.9a) on the hypercubes of the hierarchical $2^n$-tree. We give an explicit formula for $p$-th powers of the Euclidean distance, $p \in (1, \infty)$, but in principle this can be extended to other cost functions covered in [18].
Figure 4: Illustration of the shielding condition for $c(x, y) = |x - y|^p$ for various $p$ for a simple geometric set-up. For $x_A = (0, 0)$ and $(x_1, x_2, x_3, x_4) = (y_1, y_2, y_3, y_4) = ((1, 0), (0, 1), (-1, 0), (0, -1))$ the coloured lines show for which $y_B$ the pair $(x_A, y_B)$ is shielded by one of the $(x_i, y_i), i = 1, \ldots, 4$. For $p = 2$ the boundaries are given by straight lines (cf. Sect. 5.2), for $p > 2$ the curves are bent ‘inwards’, for $p < 2$ ‘outwards’. As $p \searrow 1$ the area of shielded elements becomes smaller. This could be remedied by adding additional shielding candidates at intermediate angles. For more general geometric set-ups the situation is more complicated, but the general behaviour remains.

**Proposition 5.9.** Let $h(x - y) = |x - y|^p$, $p \in (1, \infty)$. For a partition cell $y \in \mathcal{Y}_k$, $k = 1, \ldots, K$ a hierarchical lower bound for $\psi(x_A, x_s)$ is given by

$$\hat{\psi}(x_A, x_s)(y) = p R^{p-1} \cdot |x_A - x_s| \cdot \cos(\varphi)$$

where

$$\varphi = \min\{\pi, \angle(x_A - x_s, x_s - \text{rep}(y)) + \theta\}$$

$$\theta = \begin{cases} \arcsin(\text{rad}(y)/|x_s - \text{rep}(y)|) & \text{for } \text{rad}(y) < |x_s - \text{rep}(y)| \\ \pi & \text{else} \end{cases}$$

$$R = \begin{cases} \max\{0, |x_s - \text{rep}(y)| - \text{rad}(y)\} & \text{for } \cos(\varphi) \geq 0 \\ |x_s - \text{rep}(y)| + \text{rad}(y) & \text{else} \end{cases}$$

Here $\angle(a, b) = \arccos(|\langle a, b \rangle|/(|a| \cdot |b|))$ denotes the (unsigned) angle between the two vectors $a, b \in \mathbb{R}^n$. This formula is not very handy for further analytic manipulation but it can readily be implemented for usage in Algorithm 5.2. A proof of Proposition 5.9 is given in Appendix A.

### 5.4 Squared Geodesic Distance on Sphere

There is also an extension of the polar factorization to compact Riemannian manifolds (see Sect. 1.1). To demonstrate the flexibility of our framework, we now describe how to construct shielding neighbourhoods on the 2-dimensional unit sphere for the squared geodesic distance as cost.

Let $S_2$ be the 2-sphere in $\mathbb{R}^3$, denote by $d : S_2 \times S_2 \rightarrow \mathbb{R}_+$ the Riemannian geodesic distance on $S_2$ and let $X, Y \subset S_2$ be finite subsets of the sphere.

We need to slightly adapt the $2^n$-tree scheme for $\mathbb{R}^n$ as introduced in Def. 4.4. Start by generating a hierarchical $2^3$-tree (octree) $(X_0, \ldots, X_K)$ over $X \subset S_2 \subset \mathbb{R}^3$ with representatives at the cube-centers as before. Then for each partition cell $x$ its representative $\text{rep}(x) \in \mathbb{R}^3$ is
projected onto $\mathcal{S}_2$ by normalizing its length $\text{rep}(x) \leftarrow \text{rep}(x)/|\text{rep}(x)|$. Moreover, assign to each representative a metric radius $\text{rad}(x)$ such that $d(\text{rep}(x), x) \leq \text{rad}(x)$ for all $x \in \mathcal{X}$. Likewise, construct a hierarchical partition $(\mathcal{Y}_0, \ldots, \mathcal{Y}_K)$ with projected representatives and metric radii over $Y$.

Then as before define

$$c_k : \mathcal{X}_k \times \mathcal{Y}_k \to \mathbb{R}, \quad c_k(x, y) = d(\text{rep}(x), \text{rep}(y))^2. \quad (5.18)$$

**Remark 5.10** (Sparsity of $\hat{Y}$). Let us again make an informal argument for why we expect that there exists a sparse shielding neighbourhood. For fixed $x_A \in X$ and $y_B \in Y$ consider the following function:

$$F : X \times Y \to \mathbb{R}, \quad (x_s, y_s) \mapsto [c(x_A, y_B) - c(x_s, y_B)] - [c(x_A, y_s) - c(x_s, y_s)] \quad (5.19)$$

The pair $(x_s, y_s)$ shields $x_A$ from $y_B$ iff $F(x_s, y_s) > 0$ (see (3.2)). Note that $F(x_A, t(x_A)) = 0$. Now try to find some $(x_s, t(x_s))$ with $F(x_s, t(x_s)) > 0$. We assume that $x_s$ is close to $x_A$ and by regularity of $t$ that $t(x_s)$ is close to $t(x_A)$. Consequently we do a first order expansion of $F$ in the tangent spaces of $x_A$ and $t(x_A)$. Note that $\nabla_{y_s} F(x_A, y_s)|_{y_s = t(x_A)} = 0$ so the first order variation w.r.t. $y_s$ vanishes at $y_s = t(x_A)$. For the gradient in the first argument we find:

$$\nabla_{x_s} F(x_s, t(x_A))|_{x_s = x_A} = 2\left[\log_{x_A}(y_B) - \log_{x_A}(t(x_A))\right] \quad (5.20)$$

where $\log_{x_A}$ denotes the logarithmic map on $\mathcal{S}_2$ that assigns to a point $y \in \mathcal{S}_2$ the vector in the tangent space at $x_A$ that induces the geodesic which reaches $y$ at time 1. Ignoring issues like the cut locus we find that if $S(x_A)$ approximates the tangent space at $x_A$ sufficiently such that we can choose some $x_s$ lying in the direction given by $\log_{x_A}(y_B) - \log_{x_A}(t(x_A))$, we have found a shielding pair $(x_s, t(x_s))$.

After this intuitive argument we turn to the construction of a hierarchical bound for Algorithm 5.2. We approximate $\psi_{(\cdot, \cdot)}$ again via the sub-gradient inequality (cf. (5.1) and (5.9)):

$$\psi_{(x_A, x_s)}(y) = d(x_A, y)^2 - d(x_s, y)^2 \quad (5.21)$$

$$\psi_{(x_A, x_s)}(y_B) \geq \xi \cdot (d(x_A, y_B) - d(x_s, y_B)) \quad \text{for} \quad \xi = 2d(x_s, y_B). \quad (5.22)$$

We then find:

**Proposition 5.11.** For a partition cell $y \in \mathcal{Y}_k$, $k = 1, \ldots, K$ and two points $x_A, x_s \in X$ choose a coordinate system in $\mathbb{R}^3$ such that

$$x_A = \begin{pmatrix} 0 \\ \sin \theta_s \\ 0 \end{pmatrix}, \quad x_s = \begin{pmatrix} \sin \theta_s \\ 0 \\ \cos \theta_s \end{pmatrix}, \quad \text{rep}(y) = \begin{pmatrix} \sin \theta_B \cdot \cos \varphi_B \\ \sin \theta_B \cdot \sin \varphi_B \\ \cos \theta_B \end{pmatrix}$$

for suitable $\theta_s, \theta_B \in [0, \pi], \varphi_B \in (-\pi, \pi]$. Then a hierarchical lower bound for $\psi_{(x_A, x_s)}$ is given by

$$\hat{\psi}_{(x_A, x_s)}(y) = \xi \cdot \Delta d_{\text{min}} \quad (5.23)$$
\[ \Delta d_{\min} = \theta_{B,\text{min}} - \arccos(\sin \theta_s \cdot \sin \theta_{B,\text{min}} \cdot \cos \varphi_{B,\text{max}} + \cos \theta_s \cdot \cos \theta_{B,\text{min}}) \]  
\[ \varphi_{B,\text{max}} = \min\{\pi, |\varphi_B| + \Delta \varphi\} \]  
\[ \Delta \varphi = \begin{cases} \arccos \sqrt{\cos^2(\varphi(y) - \varphi(y)) \cdot \cos^2 \theta_B} & \text{if } \cos^2(\varphi(y)) > \cos^2 \theta_B \\
\pi & \text{else} \end{cases} \]  
\[ \theta_{B,\text{min}} = \max\{0, \theta_B - \text{rad}(y)\} \]  
\[ \xi = 2 d_s \]  
\[ d_s = \begin{cases} \max\{0, \theta_B - \text{rad}(y)\} & \text{if } \Delta d_{\min} > 0 \\
\min\{\pi, \theta_B + \text{rad}(y)\} & \text{else} \end{cases} \]

As in the previous Section, this function is not particularly suitable for further analytic manipulation but it can readily be implemented numerically. A proof is given in Appendix A.

### 5.5 Noisy Cost Functions

As discussed in Sect. 1.1 OT solvers based on the Monge-Ampère equation require a particular form of the ground cost and even small perturbations can make a PDE based solver inapplicable. This can be particularly frustrating when the perturbation is only local and thus will most likely not affect the global structure of the optimal coupling. Such ‘noisy’ costs arise for example in imaging, when geometric information is complemented by local image properties (e.g. [33]).

Since the shielding condition is an inequality and because the internal solver in Algorithm 4.1 can be combinatorial and thus does not rely on the cost function structure, the framework presented in this article can to some extent be adapted to the presence of noise.

Throughout this section let
\[ c(x, y) = c_{\text{geo}}(x, y) + \eta c_n(x, y) + \lambda c_L(x, y) \]  
where \( c_{\text{geo}} \) is any of the geometric cost functions discussed in Sections 5.2 to 5.4, \( c_n : X \times Y \rightarrow [0, 1] \) is bounded but otherwise arbitrary and \( c_L \) is 1-Lipschitz in the first argument, \( |c_L(x_1, y) - c_L(x_2, y)| \leq d(x_1, x_2) \) for the appropriate metric \( d \). Random local noise is modelled by \( c_n, c_L \) describes other cost contributions that may have long-range structure. The positive constants \( \eta \) and \( \lambda \) determine the relative strength of the components.

The shielding condition for this cost is
\[ [c(x_A, y_B) - c(x_s, y_B)] - [c(x_A, y_s) - c(x_s, y_s)] > 0 \]
\[ \Leftrightarrow \Delta c_{\text{geo}} + \eta \cdot \Delta c_n + \lambda \cdot \Delta c_L > 0 \]

with
\[ \Delta c_\chi = [c_\chi(x_A, y_B) - c_\chi(x_s, y_B)] - [c_\chi(x_A, y_s) - c_\chi(x_s, y_s)] \]

for \( \chi = \text{geo}, n, L \). Using the assumptions on \( c_n \) and \( c_L \) we find
\[ |\Delta c_n| \leq 2, \quad |\Delta c_L| \leq 2 d(x_A, x_s) \].

So a sufficient condition for shielding is
\[ \Delta c_{\text{geo}} > 2 \eta + 2 \lambda d(x_A, x_s) \]
which is the original shielding condition of \( c_{\text{geo}} \) with an additional but constant offset (if, as discussed above, we can bound \( d(x_A, x_s) \)). In the case of the squared Euclidean distance this means that the shielding hyperplanes are shifted outwards by an additional margin of \( \eta + \lambda \cdot |x_A - x_s| \). Proposition 5.3 can then be adapted appropriately and one can still bound the size of \( \hat{Y} \). Moreover, it is straight-forward to add this margin to the hierarchical bound \( \hat{\psi}_{(x_A, x_s)} \). Proposition 5.5 and the Cartesian case, Remark 5.6.

Recalling the informal discussions in Sections 5.3 and 5.4 this margin can in principle also be added to the bounds \( \hat{\psi}_{(x_A, x_s)} \) for those costs, but for the remainder of this article we will only consider noisy variants of the squared Euclidean distance.

6 Numerical Experiments

We now present a series of numerical experiments to demonstrate compatibility of the presented algorithm with current professional discrete solver software, efficiency of the multi-scale scheme and applicability of the scheme to practical problems. The code used for the numerical experiments is available from the author’s website.\(^1\)

6.1 Implementation Details

We use three different algorithms as internal solvers \texttt{solveLocal} in Algorithm 4.1: the network simplex [2] implementation of CPLEX [1], and the network simplex and cost scaling [19] implementations of the LEMON library [16]. In the following we refer to these algorithms by the short-hands \texttt{CPLEX}, \texttt{LEMON-NS} and \texttt{LEMON-CS}.

We measure and compare run-time, number of problem variables and other characteristics of solving test problems in different ways:

- **dense**: naive direct solving of the full dense problem,

- **grid**: directly using the grid structure, Remark 5.6,

- **tree-2**: hierarchical search for squared Euclidean distance, Proposition 5.5,

- **tree-p**: hierarchical search for \( p \)-th power of Euclidean distance, Proposition 5.9,

- **tree-sphere**: hierarchical search for geodesic distance on sphere, Proposition 5.11,

- **tree-noise**: hierarchical search for noisy squared Euclidean distance with noise slack, Sect. 5.5.

\( \text{Remark } 6.1 \) (Adaptive Re-Initialization). In principle we can use the algorithms mentioned above as mere black boxes, solving each problem \( \pi_{k+1} \leftarrow \texttt{solveLocal}(N_k) \) in Algorithm 4.1 from scratch.

However, when \( \pi_k \) is close to optimality we expect \( N_k \) to only change slightly between successive problems. Hence, we try to preserve solver information between iterations to accelerate subsequent solving of similar problems. For the CPLEX network optimizer this can be achieved

\({}^1\)\url{https://www.ceremade.dauphine.fr/~schmitzer/}
by using the functions \texttt{CPXNETgetbase()} and \texttt{CPXNETcopybase()} which extract and set a network basis for a given problem.

The user interface of the LEMON library does not provide similar functions. Instead we try a simple trick: let \((\alpha_k, \beta_k)\) be the local dual optimizers w.r.t. \(N_{k-1}\) (which are provided by the LEMON Algorithms). Then we create a dual feasible pair \((\alpha_{k+1,\text{init}}, \beta_{k+1,\text{init}})\) by first setting \((\alpha_{k+1,\text{init}}, \beta_{k+1,\text{init}}) \leftarrow (\alpha_k, \beta_k)\) and then reducing \(\alpha_{k+1,\text{init}}(x)\) appropriately whenever a dual constraint for some \((x, y) \in N_k\) is found to be violated. Then we call the algorithm with the modified cost \(\hat{c}(x, y) = c(x, y) - \alpha_{k+1,\text{init}}(x) - \beta_{k+1,\text{init}}(y)\). \(\hat{c}\) has the same primal optimizers as \(c\) and the dual optimizers are related by adding / subtracting the initial dual variables.

We refer to the variants with and without adaptive re-initialization by \texttt{init} and \texttt{noinit}.

**Remark 6.2** (Truncation). Note that the algorithms LEMON-NS and LEMON-CS internally only operate on integer data. So for application of these algorithms all problem data had to be truncated to a discrete grid of values. We set the resolution of this grid to \(10^{-9}\) (i.e. a measure of unit mass was approximated by \(10^9\) mass atoms) which implies a high practical resolution.

**Test Data.** Most experiments were performed on regular grids in \(\mathbb{R}^2\) with full support to ensure existence of the full 4-neighbourhood which was chosen for the shielding candidates \(S(\cdot)\), see also Remark 5.6. Assuming full support is also common for continuous solvers (e.g. [20, 7]). This can be ensured by adding a small constant measure. We observed that the solvers could handle very small constants and that thus the distortion of the problems was negligible. We considered grid sizes between 50 \(\times\) 50 and 512 \(\times\) 512, so the cardinalities of \(X\) and \(Y\) ranged between \(2.5 \cdot 10^5\) and \(2.6 \cdot 10^5\) and the dimensions of the full coupling spaces between \(6.3 \cdot 10^6\) and \(6.9 \cdot 10^{10}\). We considered transports between grids of equal size, i.e. \(|X| = |Y|\). The tested measures were generated by adding random Gaussians with eigenvalues of the covariance matrix ranging between 1.8 and \(\approx 100\). Some densities were then multiplied with discontinuous masks. So the test problems contain both smooth parts as well as strong Dirac-like local concentrations of mass and sharp discontinuities. We consider these to be challenging problems (see Fig. 7), representing a wide range of practical applications. All reported numbers are averaged over a collection of test problems (10 to 50 problems, depending on size).

### 6.2 Comparing Different Internal Solvers

We compare the run-times of the naive dense algorithms (\texttt{dense}) with using them as internal solvers \texttt{solveLocal(\cdot)} in Algorithm 4.1 combined with 4.6. For simplicity, for \texttt{shield(\cdot)} we choose the grid-based method (\texttt{grid}). For the multi-scale timing we sum the time it takes to solve all levels, from coarse to fine. The observed run-times and speed-ups (with \texttt{init} \texttt{run-times} were obtained on a single core of an Intel Xeon E5-2697 processor at 2.7 GHz.

The solving times per iteration in Algorithm 4.1 are plotted in Fig. 6a. For \texttt{noinit} the observed acceleration roughly ranges between 10 and 20 (as reported in [31]). For \texttt{init} the trick described in Remark 6.1 for the LEMON-\texttt{\*} algorithms does not seem to have any significant effect on the run-time of LEMON-\texttt{CS} whereas with its help LEMON-\texttt{NS} can be accelerated by up to almost two orders of magnitude. For \texttt{CPLEX} the dedicated re-initialization method allows a speed-up of well over \(10^2\). As the dense \texttt{CPLEX} solver is particularly slow for problem sizes of \(10^4\), the average time ratio even exceeds \(10^9\) for this problem size (\texttt{CPLEX} internally operates on \texttt{double} data, so a potential explanation for this divergence may be given by Remark 6.2). In particular for the
Figure 5: **Left:** Overall run-times of dense and sparse methods (grid-init and grid-noinit) for different internal sub-solvers. **Right:** Speed-up ratio of sparse solvers w.r.t. dense solver. Clearly the sparse multi-scale methods outperform the naive dense solvers. For LEMON-CS init does not accelerate solving relative to noinit. For LEMON-NS and in particular for CPLEX init leads to significantly further reduced run-times, resulting in speed-ups of around two orders of magnitude and more.

for re-initialized variants of CPLEX and LEMON-NS the reported speed-up consistently increases with problem size.

For simplicity and due to the availability of a dedicated re-initialization method, we focus on CPLEX in the following experiments, keeping in mind that similar solving times may be obtained with LEMON-NS while LEMON-CS performs less well.

### 6.3 Sparsity and Number of Iterations

The demonstrated speed-up relies on the sparsity of $N_k$ which also reduces the memory requirement of the algorithm. Our numerical findings are presented in Fig. 6b. The ratio $|N_k|/|X \times Y|$ is consistently decreasing with increasing problem size and we observe $|N_k| = O(|X|)$ as discussed in Sect. 5 (see in particular Proposition 5.3). The assumption that $\pi_k$ is spatially regular therefore seems appropriate. Even the sum $\sum_k |N_k|$ over all iterations of Algorithm 4.1 does scale as $O(|X|)$. On the test data the median number of iterations was 5, the 95% quantile was 8 iterations, thus numerically confirming the efficiency of the multi-scale scheme for obtaining good initializations (cf. Sect. 4.2).

Figure 7 gives an impression of the structure of $N_k$ during execution of Algorithm 4.1. We see that $N_k$ locally adapts to the regularity of the assignment: in regular areas only few elements in $N_k$ are needed per element $x \in X$. In irregular regions the size of the neighbourhood increases, but this is only a local effect. The regular regions are not affected by this. This indicates that the global regularity assumption on $\pi$ in Proposition 5.3 could be relaxed to a local variant in a potential complexity analysis of the method.
Figure 6: Left: Solving time for a single iteration in Algorithm 4.1 at the finest scale level. As discussed in Fig. 5, init is efficient for LEMON-NS and CPLEX. Right: Sparsity of shielding neighbourhoods for CPLEX (plots for LEMON-* look very similar). Maximum \((\max_k |N_k|/|X \times Y|)\) and cumulative \((\sum_k |N_k|/|X \times Y|)\) number of variables, divided by total number of variables (recall we chose \(|X| = |Y|\)) in the shielding neighbourhoods of the iterations in Algorithm 4.1 at finest scale. The fraction of relevant variables reduces with increasing problem size. The black lines give \(O(1/|X|)\) for comparison, indicating that the number of variables in \(N_k\) per \(x \in X\) is roughly constant. This illustrates that the shielding mechanism works as sketched in Proposition 5.3.

### 6.4 Larger Problems

The maximal problem size in the experiments presented in Sect. 6.2 is determined by the limitations of the dense solvers: above \(|X| = |Y| = 100 \times 100\) memory demand soon exceeds the capabilities of standard workstations and run-times become too large even for testing purposes. In this section we study the limits of the sparse solvers. We test two-dimensional data on grids up to size 512 \(\times\) 512 and three-dimensional cubes up to size 64 \(\times\) 64 \(\times\) 64, using the squared Euclidean distance as cost. The results are summarized in Fig. 8.

The observed sparsity for two dimensions is consistent with Fig. 6b. As expected from Sect. 5.2, in three dimensions the scaling is similar but with more coupling variables per \(x \in X\). With the presented algorithm 2d-problems up to about 256 \(\times\) 256 can be solved conveniently. For three dimensions the performance is weaker, due to the increased number of sparse variables.

While memory is no longer a practical limitation, the run-time scales super-linearly with the marginal size \(|X|\), thus eventually also becoming impractical. A direction of further research might be the consistent splitting of one large problem into smaller parts, avoiding the super-linear scaling and using multiple CPUs in parallel.

### 6.5 Comparing Different Shielding Construction Methods

For the squared Euclidean distance on regular grids we have presented three methods to construct shielding neighbourhoods: the direct method via exploiting the grid structure (grid, Remark 5.6), the hierarchical bound tree-2 (Proposition 5.5) and as a special case of the hierarchical bound tree-p (Proposition 5.9). We will now compare the efficiency of these methods. Note that
Figure 7: Analysis of shielding neighbourhood for a test problem with $|X| = |Y| = 100^2$. Left: For $x \in X$ let $N_x = N_k \cap \{(x) \times Y\}$, the $x$-row of the shielding neighbourhood $N_k$. Heat-map of $|N_x|/|Y|$ over $X$ after one iteration of Algorithm 4.1 ($k = 2$). Color range from 0 to 1%. Right: Average relative displacement map $t_{rel}(x) = \sum_y (y - x) \pi_k(x, y)/\mu(x)$ in polar coordinates over $X$.

The map $t_{rel}$ contains long displacements (> 20 pixels), sharp discontinuities and strong compression / expansion (the Jacobian determinant of $t_{rel}$ ranges from $10^{-2}$ to $10^2$), indicating a challenging test problem. We see that the sparsity adapts locally to the spatial regularity of the assignment. In regions where $t_{rel}$ is regular only few neighbours per element are necessary. $|N_x|$ rises at the discontinuities of $t_{rel}$, but this effect is local. Note that there is no rise in $|N_x|$ at the boundaries of the image (cf. Remark 5.6).

6.6 $|x - y|^p$ for various $p$.

Let us now compare $\text{tree-p}$ for different exponents $p$. In Fig. 11 results for various values of $p$ in [1.01, 2.5] are displayed. As expected, $\text{grid}$ performs best, $\text{tree-2}$ is only a little slower. The bound $\text{tree-p}$, containing more approximations, is less tight and therefore less efficient but still provides a significant speed-up over the dense method.

Additional insight can be gained from Fig. 10a which displays the average time to construct a shielding neighbourhood and Fig. 10b which displays the number of evaluations of the hierarchical bound $\hat{\psi}(\cdot, \cdot)$, (5.4), during the hierarchical search of $\hat{Y}$ by Algorithm 5.2, over the whole construction of a shielding neighbourhood (i.e. not just for one $x \in X$). It roughly scales as $O(|X|)$, i.e. the hierarchical search is in fact more efficient than a naive dense iteration over $Y$.
Figure 8: **Left:** Run-times of the sparse solver (grid-init) for 2d-data up to image size $512 \times 512$ ($|X| = |Y| \approx 2.6 \times 10^5$) and 3d-data up to cube size $64 \times 64 \times 64$. The dense 2d run-times (from Fig. 5) are given for comparison (the dense 3d run-times can be assumed to be similar). The green line marks run-time scaling of order $O(|X|^2)$, indicating that the performance of the sparse solver is super-linear (approximately quadratic) in the marginal size. Therefore, also the sparse solver eventually becomes impractically slow. **Left:** Sparsity of the shielding neighbourhoods for LemonNS, analogous to Fig. 6b. On 3d-data a similar behaviour is observed, with a higher number of variables per $x \in X$, owing to the higher dimension of the base space.

The difference in run-time stems largely from the C++ function $\text{pow}(\cdot)$, which is only required for $p \neq 2$ (cf. (5.14)), thus the case $p = 2$ takes somewhat less time, which accumulates over the number of all queries. This sensitivity to small performance differences in the code highlights the potential of further research on bounds like Proposition 5 to obtain simple and yet sufficiently accurate expressions, as well as computationally streamlined implementation thereof.

### 6.7 Noisy Costs

An important aspect of the presented discrete framework is the robustness towards noisy costs (Sect. 5.5). Here we consider the following set-up: $c_{\text{geo}} = |\cdot - \cdot|^2$, $c_n$ is randomly sampled from $[0,1]$ (in the hierarchical cost functions $c_k$, $k > 0$ this contribution can be ignored). For the Lipschitz part we chose:

$$c_L(x,y) = \frac{k_{\text{mag}}}{2\pi} \cdot \sin \left( \frac{2\pi}{k_{\text{mag}}} \cdot \langle k(y), x \rangle \right)$$

with

$$k(y) = (\cos \varphi(y), \sin \varphi(y))^\top, \quad \varphi(y) = \left( (1,1)^\top, y \right), \quad k_{\text{mag}} = 20.$$

So $c_L(x,y)$ is a sine in $x$ for each fixed $y$, its orientation given by $\varphi$ which is simply chosen to provide some ‘random’ angles for each $y \in \mathbb{R}^2$.

The corresponding weights $\eta$ and $\lambda$ where set to all combinations in $(\eta, \lambda) \in \{0,5,10,15\}^2$. For $|x_A - x_s| = 1$, as on the finest level of our Cartesian grid, this corresponds to additional slacks ranging from 0 to 30. This means that, compared to the clean squared Euclidean distance,
Figure 9: **Left:** Comparing run-time of dense approach and sparse algorithm for different shielding methods. **Right:** Implied speed-up relative to the dense solver.

As expected, **grid** is the most efficient variant, however **tree-2** takes only slightly more time. The less precise bound used in **tree-p** is somewhat slower but still achieves a speed-up of about 50 for $|X| = |Y| = 8100$, consistently increasing with problem size.

...a particular assignment could be distorted by as much as 30 pixels, which is a considerable fraction of the underlying image size. The corresponding numerical findings for $|X| = |Y| = 90^2$ are presented in Fig. 12. The overall solving-time increases with $\eta$ and $\lambda$, but even for the noisiest case that we considered, there remained a speed-up of almost one order of magnitude. The corresponding neighbourhood sizes increase with $\eta$. The value of $\lambda$ seems to have little impact. The neighbourhood sizes still scale as $O(|X|)$.

It is no surprise that the sparse method becomes less efficient with increasing noise. However, this decrease comes gradually. Unlike continuous solvers, there is no immediate breakdown when noise is added. The method remains applicable and useful.

### 6.8 Sphere

We sample points from the sphere $S_2$ and create test densities similar to $\mathbb{R}^n$ but instead of Gaussians we add radial ‘pseudo-Gaussians’ of the form $f(x) = A \cdot \exp(-d(x_0, x)^2/(2\sigma))$.

Numerical results using the hierarchical bound **tree-sphere**, Proposition 5.11, are summarized in Fig. 13. Again, we observe a speed-up, increasing with problem size, well exceeding one order of magnitude for the largest test problems. In this setting the time to construct shielding neighbourhoods exceeds the time required to solve the sub-problems. This is mostly due to the use of several trigonometric functions in Proposition 5.11. As we have learned in the $|x - y|^p$-experiments, even little computational effort per call adds up over the whole execution of the algorithm. Note however, that the sparsity ratios are comparable to that in $\mathbb{R}^n$ (Fig. 6b) and that also the relative number of calls of $\hat{\psi}(\cdot, \cdot)$ is decreasing, indicating the usefulness of the concept of shielding neighbourhoods even in this more general setting.

From this follows that further significant reduction of the run-time may be obtained by computationally streamlining the hierarchical bounds, without needing to change the solver.
Figure 10: **Left:** Time for construction of shielding neighbourhood for grid, tree-2 and tree-p. Time for subsequent sparse solving is given for comparison. **Right:** Number of evaluations of the bound $\hat{\psi}(\cdot,\cdot)$ during construction of a shielding neighbourhood, divided by $|X \times Y|$. The relative number of these calls decreases with problem size. The black line represents a scaling like $O(|X|)$. This means that the number of calls per element $x \in X$ is roughly constant and thus the hierarchical search is more efficient than the naive full iteration over all pairs. The kink between 4900 and 6400 is due to a new layer being added in the hierarchical partition.

### 7 Discussion and Conclusion

**Symmetry.** The concept of short-cuts and the shielding condition are symmetric in $X$ and $Y$. Symmetry is broken in Proposition 3.4. A more general, symmetric version of Proposition 3.4 can be established, providing a larger class of short-cuts. Consequently one could weaken the assumptions on shielding neighbourhoods in Def. 3.5. The advantage of the non-symmetric version chosen in this article becomes apparent in Algorithm 5.1 where the main loop is only over $X$. To exploit the increased flexibility of the symmetric formulation one would in general have to iterate over $X \times Y$, thus increasing the complexity of the construction. Moreover, as we have discussed for example in Proposition 5.3 and as demonstrated numerically, we already have $|N_k| = O(|X|)$, which will not be improved upon by a symmetric variant.

**Comparison with [26].** The approach presented in [26] is similar to solveSparse combined with solveMultiScale (Algorithms 4.1 and 4.6), in particular to the preliminary version presented in [31]. Discrete optimal transport problems are solved hierarchically from coarse to fine, while only looking at sparse sub-problems. The sparse region of interest on the finer scale is generated by taking the support of the coarse solution and adding neighbouring elements (in the product space). The intuition behind this is similar to the discussion presented in Section 3.1. This procedure is justified informally by arguing that the discrete optimal solution does converge weakly to the underlying optimal continuous coupling, which is known to live on a graph and by a sensitivity analysis of linear programming. However, no rigorous proof for the global optimality of the obtained solutions is given. The main focus of [26] lies in providing a fast practical method, which is demonstrated on a large set of numerical examples, involving the approximate reconstruction of the continuous Monge map, computation of free boundaries in optimal par-
Exponent $p$

|       | 1   | 1.5 | 2   | 2.5 |
|-------|-----|-----|-----|-----|
| $10^3$ | 100 | 100 | 100 | 100 |
| $10^4$ | 30  | 30  | 30  | 30  |
| $10^5$ | 10  | 10  | 10  | 10  |

Solving time/s
dense
tree-$p$

(a)

Figure 11: **Left**: Solving times for cost $c(x, y) = |x - y|^p$ for different $p$ for dense, and tree-$p$ for $p \in [1.01, 2.5]$. **Right**: Number of evaluations of the bound $\psi(\cdot, \cdot)$ during construction of a shielding neighbourhood and cardinality of $N$, divided by $|X| \times |Y| = |X|^2$. See also Fig. 10. For $p \searrow 1$ the sparse method becomes slower, caused by an increasing number of bound evaluations and neighbourhood variables. For $p \gg 1$ the situation stabilizes, resulting in almost constant number of calls, variables and run-time. However, for $p = 2$ the computation time of such a query is slightly lower (see text), thus resulting in an overall lower run-time.

Adding the neighbours of the support in the product space can be seen as a symmetrized version of (step-ii) in Algorithm 5.1 (cf. the above discussion on symmetry). However, there is no equivalent to (step-iii). For the squared Euclidean distance over a Cartesian grid and for smooth marginal densities we found that this works well in practice: after several iterations with the intuitive approach the solver would typically converge to the globally optimal solution, very similar to the full shielding method. This can be understood by looking at the geometric interpretation of the shielding condition in that case (Fig. 3): when the marginals are smooth, the assignment is usually spatially regular and therefore the interior of the polytope, which is not shielded, is very small (and thus step (step-iii) would not add many elements). However, for inhomogeneous densities, for $p \neq 2$ and for point clouds that do not lie on regular Cartesian grids, we observed that the intuitive method was prone to getting stuck in slightly sub-optimal couplings. While this is probably sufficient for many practical applications, it should be noted that at least for the standard scenario of squared Euclidean distance over Cartesian grids, the implementation of (step-iii) is very simple (see Remark 5.6) and thus global optimality can be ensured with little additional effort.

**Complexity.** Determining the overall complexity of Algorithm 4.6 is an important open question. It depends on various factors, including complexity characteristics of the internal solver, the sizes of the neighbourhoods $\{N_k\}_k$ and the number of outer iterations at each level in Algorithm 4.1. As pointed out in Remark 5.4, using statements like Proposition 5.3 to control the maximum size of the sparse neighbourhoods would require sufficiently strong a priori bounds on...
the regularity of the optimal couplings \( \{ \pi_k \}_k \) in Algorithm 4.1 over multiple iterations. To our knowledge such estimates are currently not available and thus a complete complexity analysis cannot be given here. We have however provided numerical evidence that the neighbourhood sizes scale as predicted by Proposition 5.3 and that the overall run-time is reduced significantly. Note further that this uncertainty only affects the efficiency of the scheme. Global optimality of the final result is rigorously established and is guaranteed even in cases where the method is very slow.

Conclusion. Dense optimal transport problems appear in many applications. Often it is known that the optimal coupling will have sparse support, but existing discrete solvers are not able to take advantage of this sparsity and thus scale poorly on large problems. Our paper provides a way of verifying global optimality of a coupling by only looking at a suitable shielding subset of the full product space. This can be interpreted as discrete equivalent for well-known continuum results. Based thereon we proposed an algorithm that provably solves dense problems globally via a sequence of sparse problems. This algorithm can be combined with coarse-to-fine multi-scale methods. A part of this algorithm is the efficient construction of sparse shielding sets, which must be adapted to the cost function. We explicitly discuss this construction for several costs on \( \mathbb{R}^n \) (including the squared Euclidean distance), the sphere and noisy variants thereof and gave some indications on why one can expect these sets to be sparse. The efficiency of the scheme in terms of run-time and sparsity was demonstrated numerically. Our algorithm thus allows the application of discrete solvers to larger problems, where continuum solvers may not be applicable either due to noisy costs or irregular marginals with strongly fluctuating densities.

Future work will comprise a more detailed study of other cost functions and more efficient implementations for hierarchical bounds needed for the construction of shielding neighbourhoods.
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A Additional Proofs

Proof of Proposition 5.9. For \( y \in \mathbf{y} \) write \( y = \text{rep}(\mathbf{y}) + \delta \) with \( |\delta| \leq \text{rad}(\mathbf{y}) \). \( h(z) = |z|^p \) is differentiable on \( \mathbb{R}^n \) with

\[
\partial h(z) = \{ \nabla h(z) \} = \{ p |z|^{p-1} n(z) \}
\]

where \( n(z) \) denotes normalizing the vector \( z \) to unit length. The ambiguity of \( n(z) \) at \( z = 0 \) is irrelevant as \( |z|^{p-1} = 0 \) in that case. So for convenience we define \( n(0) \) to be some arbitrary vector of unit length. From (5.9a) one finds:

\[
\psi(x_A, x_s)(y) > p |x_s - \text{rep}(\mathbf{y}) - \delta|^p \langle n(x_s - \text{rep}(\mathbf{y}) - \delta), x_A - x_s \rangle
\]

We now separately bound the inner product and the absolute value term. One has:

\[
\langle n(x_s - \text{rep}(\mathbf{y}) - \delta), x_A - x_s \rangle = |x_A - x_s| \cdot \cos(\angle(x_A - x_s, x_s - \text{rep}(\mathbf{y}) - \delta))
\]
We need to find an upper bound for the angle (using the triangle inequality on the 2-sphere):
\[
\angle(x_A - x_s, x_s - \text{rep}(y) - \delta) \leq \angle(x_A - x_s, x_s - \text{rep}(y)) + \angle(x_s - \text{rep}(y), x_s - \text{rep}(y) - \delta)
\]
\[
\angle(x_s - \text{rep}(y), x_s - \text{rep}(y) - \delta) \leq \frac{\arcsin(|\delta|/|x_s - \text{rep}(y)|)}{\pi}
\]
for \(|\delta| < |x_s - \text{rep}(y)| \leq \theta
\]
Since the maximal (unsigned) angle is \(\pi\), we eventually find:
\[
\angle(x_A - x_s, x_s - \text{rep}(y) - \delta) \leq \min\{\pi, \angle(x_A - x_s, x_s - \text{rep}(y)) + \theta\} = \varphi
\]
Depending on the sign of \(\cos(\varphi)\) we bound \(|x_s - \text{rep}(y) - \delta|\) from above or below which yields the expression for \(R\).

**Proof of Proposition 5.11.** Let \(S_1\) be the unit circle which we identify with the interval \((-\pi, \pi]\) ‘with its ends connected’. Denote by \(F : [0, \pi] \times S_1 \to S_2\) the map from spherical coordinates onto \(S_2\):
\[
F(\theta, \varphi) = \begin{pmatrix}
\sin \theta \cdot \cos \varphi \\
\sin \theta \cdot \sin \varphi \\
\cos \theta
\end{pmatrix}
\]
(A.1)
For some \(y \in \text{y}\) with \(d(y, \text{rep}(y)) \leq \text{rad}(y)\) clearly have:
\[
d(x_A, y) - d(x_s, y) \geq \inf\{d(x_A, y') - d(x_s, y') : y' \in S_2, d(y', \text{rep}(y)) \leq \text{rad}(y)\}
\]
Now find a relaxation of the feasible set on the r.h.s. to obtain a tractable lower bound. It can be shown that the metric ball around \(\text{rep}(y)\) is contained in a sufficiently large ‘rectangle’ in spherical coordinates. More precisely:
\[
\{y' \in S_2, d(y', \text{rep}(y)) \leq \text{rad}(y)\} \subset F(D)
\]
with
\[
D = D_\theta \times D_\varphi
\]
\[
D_\theta = [\max\{0, \theta_B - \text{rad}(y)\}, \theta_B + \text{rad}(y)\]
\]
\[
D_\varphi = \begin{cases}
[\varphi_B - \hat{\varphi}, \varphi_B + \hat{\varphi}] & \text{if } \cos^2 \text{rad}(y) > \cos^2 \theta_B \\
S_1 & \text{else}
\end{cases}
\]
\[
\hat{\varphi} = \arccos \sqrt{\frac{\cos^2 \text{rad}(y) - \cos^2 \theta_B}{1 - \cos^2 \theta_B}}
\]
where in \([\varphi_B - \hat{\varphi}, \varphi_B + \hat{\varphi}]\) we have to take into account the ‘wrapping around’ at \(-\pi\). The angle \(\hat{\varphi}\) can be obtained by computing the distance between the point \(\text{rep}(y)\) and a ‘meridian’ \(F([0, \pi] \times \{\varphi'\})\) and demanding that this distance may not be smaller than \(\text{rad}(y)\). This yields \(\hat{\varphi}\) as a minimal difference in longitude.
Let \(y' = F(\theta', \varphi')\). Recall that \(d(x, y) = \arccos(\langle x, y \rangle)\) where \(\langle \cdot, \cdot \rangle\) denotes the usual Euclidean inner product in \(\mathbb{R}^3\). Then
\[
d(x_A, y') - d(x_s, y') = \theta' - \arccos(\sin \theta_s \cdot \sin \theta' \cdot \cos \varphi' + \cos \theta_s \cdot \cos \theta').
\]
Minimize this over $F(D)$. For every $\theta' \in D_\theta$ the minimizing $\varphi'$ is as close to $-\pi$ (in the $S_1$-sense) as possible. For any $\varphi' \in D_\varphi$ the minimizing $\theta'$ is as close to 0 as possible. This yields $\theta_{B,\min}$ and $\varphi_{B,\max}$. Then, depending on the sign of $\Delta d_{\min}$ pick $\xi$ from the sub-differential at either the minimal or maximal end of possible distances.
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Figure 12: Noisy costs on $|X| = |Y| = 90^2$. **Top left:** Total solving time on noisy costs for dense and sparse algorithms. As expected, the sparse solving time increases with both types of noise (random and Lipschitz), while the dense solving time is hardly affected. **Top right:** Implied speed-up relative to dense solver. It decreases with increasing noise levels. But the method remains applicable and effective: even for $\eta + \lambda \cdot |x_A - x_s| = 30$ (which implies that local assignments can be distorted by as much as 30 pixels relative to the squared Euclidean distance) the speed-up is almost one order of magnitude. **Bottom left:** Sparsity of shielding neighbourhoods $N_k$. The Lipschitz distortion has less impact on the variable count than the random noise. (Not shown: the scaling of $|N_k|$ for different problem sizes is still $O(|X|).$) **Bottom right:** Time required for solving and constructing shielding neighbourhoods on finest scale level (sum over all iterations). With increasing noise levels the additional slack in the bound $\hat{\psi}(\cdot, \cdot)$ (cf. Sect. 5.5) requires more queries and thus increases the shielding time.
Figure 13: Sparse solving on the sphere. **Top left:** Average absolute solving time of dense and sparse solver. While the speed-up is not as strong as on $\mathbb{R}^n$, it still increases consistently with problem size and is well above one order of magnitude for the largest problem considered. **Top right:** Time for construction of shielding neighbourhood and subsequent sparse solving. **Bottom left:** Sparsity of shielding neighbourhood. Black line gives scaling of $O(|X|)$. **Bottom right:** Number of evaluations of the bound $\hat{\psi}_{(\cdot,\cdot)}$ during construction of a shielding neighbourhood, divided by $|X \times Y|$. See also Fig. 10.

In this setting the shielding time exceeds the solving time (see text for explanation). However, the low solving time and the plots on the bottom row show that the basic concept of shielding neighbourhoods is useful in this more general setting.