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Abstract

Domain adaptation (DA) aims to transfer discriminative features learned from source domain to target domain. Most of DA methods focus on enhancing feature transferability through domain-invariance learning. However, source-learned discriminability itself might be tailored to be biased and unsafely transferable by spurious correlations, i.e., part of source-specific features are correlated with category labels. We find that standard domain-invariance learning suffers from such correlations and incorrectly transfers the source-specifics. To address this issue, we intervene in the learning of feature discriminability using unlabeled target data to guide it to get rid of the domain-specific part and be safely transferable. Concretely, we generate counterfactual features that distinguish the domain-specifics from domain-sharable part through a novel feature intervention strategy. To prevent the residence of domain-specifics, the feature discriminability is trained to be invariant to the mutations in the domain-specifics of counterfactual features. Experimenting on typical one-to-one unsupervised domain adaptation and challenging domain-agnostic adaptation tasks, the consistent performance improvements of our method over state-of-the-art approaches validate that the learned discriminative features are more safely transferable and generalize well to novel domains.

1 Introduction

Domain shift is commonly encountered by machine learning practitioners that a model is trained in one specific distribution, denoted as the source domain, but applied to another different yet related distribution, denoted as the target domain. Domain adaptation (DA) is proposed to generalize learning machines and alleviate the performance degradations caused by domain shift, which is studied in varied fields, e.g., computer vision [1] and nature language processing [2].

The key to successful domain adaptation is to learn discriminative features from the source domain that are transferable to the target domain. Feature discriminability is generally learned via supervised training with labeled source data, and feature transferability is most studied and prevalently strengthened by learning domain-invariant features [3]. To this end, various DA approaches have
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The main contributions of our work are summarized as the following. 1) We show that feature discriminability might be damaged, as shown in [9, 10], which attempt to maintain source-learned feature discriminability by guiding the target domain to approach the source. However, we find that source-learned feature discriminability itself could be unsafely transferable because of spurious feature-label correlations which is commonly encountered in machine learning practice [11]. To dive into this issue, we perform domain adaptation on a colored Office-31 dataset, where colors are highly correlated with category labels. As shown in Figure 1(a), domain adversarial training, DANN [7], fails to get rid of such spurious correlations and incorrectly transfers the colors as “discriminative” features from the source to target. In Figure 1(a), we denote the colors as domain-specific features $V$ whose discriminability is domain-dependent while the object semantics are denoted as domain-sharable features $U$ which are consistently discriminative across domains. $U$ and $V$ are generally unknown in prior and entangled in feature space. Standard domain-invariance learning suffers from such correlations, especially when domain discrepancy in $V$ is more salient than that in $U$, which is common in DA practice, e.g., the dominated variations of image styles across domains in most of the DA testbeds [12, 13, 6]. In this case, standard domain discrepancy minimization is generally dominated by $V$, instead of by $U$, and $V$ is incorrectly transferred by learning a domain-invariant arbitrary mix-up between $P(V_S)$ and $P(V_T)$ with trivial transformations from $V_S$ to $V_T$, which deteriorates the learned feature discriminability and causes the performance drop of DANN by 27.9% in Figure 1(b).

In this paper, we intervene in the learning of feature discriminability with unlabeled target data to attenuate the above spurious correlations by proposing interventional domain adaptation (IDA) to learn discriminative features that are safely transferable. Concretely, assuming inputs $X_S = (U_S, V_S)$ and $X_T = (U_T, V_T)$ from the source $S$ and target $T$, respectively, we first generate counterfactual features $X_{S,T} = (U_S, V_T)$ and $X_{T,S} = (U_T, V_S)$ through a novel feature intervention strategy that distinguishes $U$ from $V$ in entangled feature space via an adversarially-trained feature attention module. Then, to prevent the domain-specifics from residing in the learned feature discriminability, we train both $F_S$ and $F_T$ to be invariant to the mutations of the domain-specifics with the counterfactual features, namely achieving $P(F_S|U_S, V_S)) = P(F_S|U_T, V_T)) = P(F_S|U_S)$ and $P(F_T|U_T, V_T)) = P(F_T|U_T, V_S)) = P(F_T|U_T)$.

The main contributions of our work are summarized as the following. 1) We show that feature discriminability learned from source domain could suffer from spurious feature-label correlations and be unsafely transferable. 2) We propose to intervene in the learning of feature discriminability with unlabeled target data to guide it to focus on domain-sharable part by performing mapping consistency over counterfactual features that are generated through a novel feature intervention strategy. 3) Extensive experimental results on both standard one-to-one unsupervised domain adaptation and...
Figure 2: Architecture of the proposed IDA for learning discriminative features that are safely transferable. The parameterized feature intervention operation $\mathcal{FI}(\cdot, \cdot, \cdot)$ is designed to distinguish domain-sharable feature $U$ and domain specific $V$. Minimizing $D(\cdot, \cdot)$ encourages the domain-invariant feature $F$ to focus on $U$ and get rid of $V$.

challenging domain-agnostic adaptation tasks demonstrate the promise of the proposed method by outperforming the state-of-the-art approaches. Further, the learned features are shown to generalize well to novel domains.

2 Related Work

Domain adaptation aims to transfer learned discriminative features from source to target domain. To strength features transferability, mainstream methods generally learn domain-invariant features \cite{3, 14}. Among them, the deep adversarial-domain-adaptation approaches are the most popular and have achieved the top performance \cite{7, 8, 15–18}. However, recent works show that domain-invariance learning could deteriorate the learned feature discriminability and propose various approaches to maintain or strengthen it \cite{9, 10, 19–21}. However, in this paper, we show that the source-learned discriminability itself could suffer from source-specific correlations and be of poor transferability, and propose to alleviate the correlations and learn discriminative features that are safely transferable.

3 Intervenational Domain Adaptation

We present the proposed method for unsupervised domain adaption. We are given a labeled source-domain dataset $D_S = (X_S, Y_S)$ and an unlabeled target-domain dataset $D_T = (X_T)$. The $D_S$ and $D_T$ are assumed to be sampled from two different but related distributions $P_S(X_S)$ and $P_T(X_T)$, respectively, with $P_S \neq P_T$. The ultimate goal is to transfer discriminative features learned from $D_S$ to $D_T$ to minimize the label prediction risk on $D_T$. Due to the commonly encountered data bias, DA methods could suffer from the spurious correlations between source-specific feature $V$ and label $Y$, and incorrectly transfer $V$ as important predictors. In this paper, we attenuate the above unsafely transferable correlations and guide the model to focus on the transfer of domain-sharable $U$ by learning domain-invariant feature $F$ which satisfies $P(F|U, V) = P(F|U)$.

The architecture of the proposed method is mainly composed of three parts, as shown in Figure 2. The feature extractor $E$ extracts feature $X$, the domain-invariant mapping $M$ transforms $X$ into domain-invariant representation $F$, and the classifier $C$ predicts label $Y$ upon $F$. We train the network with the following three objectives:

$$\mathcal{L} = J(f(X), Y) + \beta \mathcal{L}_{FI} + \gamma D(S, T),$$  \hspace{1cm} (1)
where $\mathcal{L}_{F, I}$ denotes feature intervention loss which guides the discriminability learning to get rid of domain-specific features and be safely transferable. $\mathcal{D}(S, T)$ measures domain discrepancy.

The $\beta$ and $\gamma$ are balance parameters. The detailed training procedure is provided in the supplementary materials. In the following sections, we first describe the feature intervention strategy for the $\mathcal{L}_{F, I}$, and then present the $\mathcal{D}(S, T)$ over the counterfactual features.

### 3.1 Intervening in Discriminability

In this section, we explain how to intervene in the learning of feature discriminability and guide it to focus on domain-sharable features. We first present a novel feature intervention strategy to generate counterfactual features. Then, we perform mapping consistency over the counterfactual features to encourage the learned discriminability to be independent of the domain-specifics.

#### 3.1.1 Counterfactual Feature Generation

We generate counterfactual features through attention-guided feature intervention. With inputs $X_S = (U_S, V_S)$ and $X_T = (U_T, V_T)$ from the source $S$ and target $T$, respectively, we learn discriminative representation $F_S$ and $F_T$ via supervised training with available source labeled data. To avoid $V$ being learned as important predictors for incorrect transfer, $F$ is guided to be conditionally independent of $V$, given $U$, namely satisfying $P(F_S(U_S, V_S)) = P(F_S(U_S, V_T))$ and $P(F_T(U_T, V_T)) = P(F_T(U_T, V_T))$ in which both $X_{S, T} = (U_S, V_T)$ and $X_{T, S} = (U_T, V_S)$ are counterfactual features. To generate them, we devise the following feature intervention strategy $\mathcal{FL}(\cdot, \cdot, \cdot)$:

$$\hat{x} = \mathcal{FL}(x_h^{y_a}, x_l^{y_b}, W) = a \cdot x_h^{y_a} + (1 - a) \cdot x_l^{y_b},$$

(2)

where $x_h^{y_a}$ and $x_l^{y_b}$, parents of the counterfactual feature $\hat{x}$, denote $n$-dimensional features with category label $y_a$ and $y_b$, and domain label $h$ and $l$, respectively. The intervention switch value $a = \sigma(x_h^{y_a}, x_l^{y_b}, W)$ is calculated by an attention module [22] that is parameterized by $W$ and with a sigmoid activation function $\sigma(\cdot)$. The attention module determines which part of the counterfactual features are going to be inherited from the two parent features, respectively. It is trained to distinguish $V$ from $U$ and guide the learning of $F$ in an adversarial manner against the $M$.

To be noted, we expect counterfactual features that are ideally with fully inherited or invariant $U$ across domains but variant $V$. However, the feature intervention could incorrectly mix up $U$ and then its influence on $F$ across domains. To alleviate this, the feature intervention is limited only within each category, where $U$ is expected to be invariant. Further, we train the whole model with the source-generated counterfactual feature $\mathcal{FL}(x_h^{y_a}, x_l^{y_b}, W)$ in a supervised manner which is of the same category label $y_a$ to its parents. Such training encourages the whole model to be insensitive to the feature interventions on $U$ within each category.

#### 3.1.2 Consistent Mapping

We guide the discriminability learning to focus on the domain-sharable $U$ and get rid of the domain-specific $V$ by optimizing the learned representation $F$ to be invariant to the cross-domain mutations of $V$ when conditioned on $U$. To this end, we first formulate the following distance measure $\mathcal{D}(\cdot, \cdot)$ over $F$:

$$\mathcal{D}(F_{x_h^{y_a}}, F_{x_l^{y_b}}) = \begin{cases} \|F_{x_h^{y_a}} - F_{x_l^{y_b}}\|_q & y_a = y_b; \\ \max(0, t_d - \|F_{x_h^{y_a}} - F_{x_l^{y_b}}\|_q) & y_a \neq y_b, \end{cases}$$

(3)

where $F_{x_h^{y_a}}$ (or $F_{x_l^{y_b}}$) denotes the representation of sample $x_h^{y_a}$ (or $x_l^{y_b}$) with label $y_a$ (or $y_b$) from domain $h$ (or $l$). The $t_d$ is distance threshold for samples from different categories. Minimizing the distance encourages samples from the same category to be mapped to consistent $F$ while samples from different categories to distinct $F$.

To achieve $F$’s independence of $V$, we perform mapping consistency over the counterfactual features. Concretely, counterfactual features that are composed of the same domain-sharable $U$ but different domain-specific $V$, namely $(U, V_S)$ and $(U, V_T)$, should be mapped by the $M$ into consistent or identical $F$, with the $V_S$ and $V_T$ assumed to be distinct across domains. To this end, we optimize $F$ to minimize the following objective:

$$\mathcal{L}_{F, I} = Q_S[\mathcal{D}(F_S, F_{S, S}) + \mathcal{D}(F_S, F_{S, T})] + Q_T[\mathcal{D}(F_T, F_{T, S}) + \mathcal{D}(F_T, F_{T, T})],$$

(4)
where $F_{S,S} = F_{FI(x_S,x_S,W)}$ and $F_{T,T} = F_{FI(x_T,x_T,W)}$ denote the representations of the source and target counterfactual features $FI(x_S,x_S,W)$ and $FI(x_T,x_T,W)$, respectively. $F_{S,T}$ and $F_{T,S}$ are the representations of the cross-domain counterfactual features $FI(x_S,x_T,W)$ and $FI(x_T,x_S,W)$, respectively. The $Q_{x_S}$ and $Q_{x_T}$ denote the label prediction certainty and are quantified as $Q_x = -e^{H(p)}$, where $H(\cdot)$ is the information entropy function and $p$ is the prediction probability of sample $x$. Since the target labels are unavailable, the pseudo-labels are utilized. The certainty-guided loss re-weighting to progressively reduce $F$’s dependency on $V$ is found to stabilize the training.

The domain-invariance mapping $M$ and intervention module are trained in an adversarial manner against each other to prevent the presence of domain-specific $V$ in the learned discriminability. Specifically, the intervention module is optimized to distinguish the domain-sharable $U$ from domain-specific $V$, detect $F$’s dependence on $V$, and generate counterfactual features that maximize the intervention loss in Equation [4]. Meanwhile, the $M$ is trained to guide both the discriminability and domain-invariance learning to focus on $U$ only by minimizing the intervention loss to reduce $V$’s influence on $F$.

### 3.2 Interventional Adversarial Training

We learn domain-invariant features to bridge the source and target domains by minimizing the distribution divergence between source $F_s$ and target $F_t$ via adversarial training. Specifically, we train an additional domain discriminator network $D$ to distinguish $F_s$ from $F_t$. The negative cross-entropy loss is used to measure how well the learned representation confuses the domain discriminator and as an indicator of domain discrepancy. To guide the domain-invariance learning to focus on domain-sharable $U$, the adversarial training is performed over the representation of the counterfactual features:

$$D(S,T) = E_{x_i,x_j \sim X_S} \log[D(F_{FI(x_i,x_j,W)})] + E_{x_i,x_j \sim X_T} \log[1 - D(F_{FI(x_i,x_j,W)})].$$ (5)

Following [7], we implement a gradient reverse layer (GRL) to reduce domain discrepancy.

### 3.3 Theoretical Insights

In this section, we show how IDA better controls target prediction risk. Following the theory of [3], let $H$ be the hypothesis class and $F$ be the discriminative feature where adaptation is performed with $S$ and $T$ domains, the target risk is upper-bounded by:

$$\forall h \in H, \varepsilon_T(h(F)) \leq \varepsilon_S(h(F)) + \frac{1}{2} d_H(S(F),T(F)) + \lambda,$$ (6)

where 1) $\varepsilon_S(h)$ denotes expected source risk; 2) $d_H(S(F),T(F))$ measures domain discrepancy over the adapted feature $F$ w.r.t. the hypothesis set $H$; 3) $\lambda = \min_{h \in H} (\varepsilon_S(h(F),f_S(F)) + \varepsilon_T(h(F),f_T(F)))$ is the optimal joint error on both domains, in which $f_S$ and $f_T$ are the underlying labeling functions. Because the labeling procedures only depend on $U$, instead of $V$, then $f_S(F) = f_S(U)$ and $f_T(F) = f_T(U)$. In the following, we discuss the error bound of DA methods with standard domain-invariance learning, as well as the proposed IDA. Since the first term $\varepsilon_S(h)$ is generally minimized to be negligibly small by source labeled data, we mainly consider the second and third term. The definitions of $V_S$, $V_T$, $U_S$, $U_T$, and $F = M(U,V)$ are given above.

**Standard Domain-invariance Learning.** The $M$ is optimized by both source supervised training and domain-invariance learning. Due to the correlation between $V_S$ and label $Y$, supervised training tends to map $V_S$ as important predictors into $F$ for classification, which is conflicting with domain-invariance learning because $V_s$ and $V_t$ are assumed to be distinct. A generally achieved tradeoff between the two objectives is an arbitrary mixup between $(U_S,V_S)$ and $(U_T,V_T)$. If $V$ dominates domain discrepancy and then domain-invariance learning, which is commonly encountered in practice, $V_t$ tends to be transformed by $M$ into $V_S$ for domain-invariance learning and thus only $V_S$ is mapped into $F$. Such a tradeoff satisfies both training objectives. In this case, while the second term is significantly reduced, the third term would be unboundedly enlarged, especially the target $\varepsilon_T(h(V_S),f_T(U_T))$, as verified in Figure [3]. This is because that $V_S$ is usually non-informative for target label prediction.

**IDA Method.** In contrast, IDA eases the above conflicts by explicitly guiding supervised training to focus on $U$ for discriminability. Concretely, with intervention on feature to reduce the correlation...
We evaluate the proposed IDA with two settings: 1) typical one-to-one which are sampled from the (W) and DSLR (AlexNet).

Table 1: Accuracy (%) on the Office31 dataset for one-to-one unsupervised domain adaptation (AlexNet).

| Method         | A→W     | D→W     | W→D     | A→D     | W→A     | D→A     | Avg   |
|---------------|---------|---------|---------|---------|---------|---------|-------|
| AlexNet       | 61.6 ± 0.4 | 95.4 ± 0.3 | 99.0 ± 0.2 | 63.8 ± 0.5 | 49.8 ± 0.4 | 51.1 ± 0.6 | 70.1  |
| DANN [7]      | 73.0 ± 0.5 | 96.4 ± 0.3 | 99.2 ± 0.3 | 72.3 ± 0.3 | 51.2 ± 0.5 | 53.4 ± 0.4 | 74.3  |
| ADDA [8]      | 73.5 ± 0.6 | 96.2 ± 0.4 | 98.8 ± 0.4 | 71.6 ± 0.4 | 53.5 ± 0.6 | 54.6 ± 0.5 | 74.7  |
| JAN [5]       | 74.9 ± 0.3 | 96.6 ± 0.2 | 99.5 ± 0.2 | 71.8 ± 0.2 | 55.0 ± 0.4 | 58.3 ± 0.3 | 76.0  |
| CDAN-M [24]   | 78.3 ± 0.2 | 97.2 ± 0.1 | 100.0 ± 0.0 | 76.3 ± 0.1 | 57.3 ± 0.3 | 57.3 ± 0.2 | 77.7  |
| BUMDA [25]    | 78.9 ± 0.4 | 96.9 ± 0.3 | 99.8 ± 0.2 | 77.8 ± 0.3 | 56.6 ± 0.5 | 57.4 ± 0.4 | 77.9  |
| MSTN [15]     | 80.5 ± 0.4 | 96.9 ± 0.1 | 99.9 ± 0.1 | 74.5 ± 0.4 | 60.0 ± 0.6 | 62.5 ± 0.4 | 79.1  |
| CADA-P [20]   | 83.4 ± 0.2 | 99.8 ± 0.1 | 100.0 ± 0.0 | 80.1 ± 0.1 | 59.8 ± 0.2 | 59.5 ± 0.3 | 80.4  |
| DM-ADA [18]   | 83.9 ± 0.4 | 99.8 ± 0.1 | 99.9 ± 0.1 | 77.5 ± 0.2 | 64.0 ± 0.3 | 64.6 ± 0.3 | 81.6  |

| Method         | A→W     | D→W     | W→D     | A→D     | W→A     | D→A     | Avg   |
|---------------|---------|---------|---------|---------|---------|---------|-------|
| Ours(fc5)     | 83.4 ± 0.2 | 99.8 ± 0.1 | 100.0 ± 0.0 | 80.1 ± 0.1 | 59.8 ± 0.2 | 59.5 ± 0.3 | 80.4  |
| Ours(fc7)     | 84.3 ± 0.4 | 99.3 ± 0.1 | 100.0 ± 0.0 | 82.6 ± 0.3 | 64.3 ± 0.4 | 64.9 ± 0.3 | 82.6  |

| Method         | A→W     | D→W     | W→D     | A→D     | W→A     | D→A     | Avg   |
|---------------|---------|---------|---------|---------|---------|---------|-------|
| Ours(fc7, L2P) | 82.9 ± 0.3 | 98.2 ± 0.4 | 99.8 ± 0.2 | 82.0 ± 0.3 | 62.3 ± 0.2 | 63.0 ± 0.3 | 81.4  |
| Ours(fc7, L1P) | 83.7 ± 0.2 | 98.8 ± 0.2 | 100.0 ± 0.0 | 82.6 ± 0.3 | 63.7 ± 0.3 | 64.1 ± 0.2 | 82.2  |

between $V_S$ and label $Y$, the source supervised training is guided to avoid M mapping $V_S$ as important predictors to $F$, thus both objectives focus on $U$. Since both labeling functions $f_S(U)$ and $f_T(U)$ are built on $U$, the third term is expected to be negligibly small while the second term is reduced significantly, as shown in Figure [5].

4 Experiments

We evaluate the proposed IDA with two settings: 1) typical one-to-one unsupervised domain adaptation; 2) domain-agnostic adaptation, a more challenging but practical problem of learning from one labeled source domain and adapting to unknown unlabeled target domains [23].

4.1 Setup

**Office-31.** This dataset is widely used for visual domain adaptation [12]. It consists of 4,652 images and 31 categories collected from three different domains: Amazon (A) from amazon.com, Webcam (W) and DSLR (D), taken by web camera and digital SLR camera in different environmental settings, respectively. The Colored Office-31 is a binary classification task by randomly assigning 15 categories from Office-31 with a novel category label “0” and the rest 16 categories with label “1”, which is inspired by [11].

**Office-home.** This is one of the most challenging visual domain adaptation datasets [13], which consists of 15,588 images with 65 categories of everyday objects in office and home settings. There are four significantly dissimilar domains: Art (Ar), Clipart (Cl), Product (Pr) and Real-World (Rw).

**Office-Caltech10.** This dataset contains the 10 common categories shared by Office-31 and Caltech-256 datasets. Besides the Amazon, DSLR, and Webcam, it includes a novel domain: Caltech (C), which are sampled from the Caltech-256 dataset.

**Implementation Details** We finetune the AlexNet pre-trained from the ImageNet. Following the DANN [7], a adaptation layer $f_{cb}$ with 256 units is added after the $fc7$ layer, where the feature intervention is performed. The attention module of the intervention operation consists of two fully-connected layers with a 256-units hidden layer and 4096-units output layer. We set $q = 2$ for the interventional feature distance and the weight of intervention loss $\beta = 0.1 * \gamma$. We set the distance threshold $t_4$ to be 9. We progressively increase the importance of the domain discrepancy and set $\gamma = \frac{2}{1 + \exp(k - m)} - 1$, where $k = -10$ and $m$ denotes the training progress ranging from 0 to 1. We use a similar hyper-parameter selection strategy as in DANN. All reported results are averaged from 5 runs.
### 4.2 One-to-one Unsupervised Domain Adaptation

Experiencing on the Office31 and the Office-home datasets, the results are reported in Table 1 and Table 2, respectively. The proposed Ours(fc7) outperforms the compared methods consistently. On the Office31 data, the advantages the proposed method over the compared are more distinct when the plain Webcam or DSLR domains act as source domain, in which case the learned discriminative features tend to overfit source labels and be unsafely transferable. This is also verified by the distinct performance improvements of IDA on the Office-home tasks with Real-world being the target domain, in which case diversified target features alleviate source-specific correlations through feature intervention and improve transferability of the learned features.

We explore where to perform the feature intervention and experiment on the conv5, fc6 and fc7 layers, respectively. As shown in Table 1 and Table 2, the performance improves as the intervention layer gets closer to the adaptation layer.

We further study different strategies to achieve the mapping consistency in Equation 4 to alleviate the spurious correlation. We experiment on the predicted probability with KL-divergence, L1-distance, and L2-distance. We find that the KL-divergence tends to cause unstable training and performing the consistency directly on the adaptation layer, which is proposed, achieves the best performance. Because, in this case, we are able to jointly optimize the discriminability and domain-invariance learning in the same feature layer and guide both to focus on the domain-sharable part.

### 4.3 Domain-agnostic Adaptation

We evaluate the transferability of the learned discriminative features on the domain-agnostic learning task of adaptation from one labeled source domain to unknown unlabeled target domains with the Office-Caltech10 dataset. As shown in Table 3, the proposed Ours(fc7) achieves the best performance on most of the tasks. Negative transfer [28] occurs on RTN and JAN. DADA is specifically designed...
for this task to explicitly disentangle features. The proposed IDA outperforms DADA by distinguishing domain-sharable features from domain-specifics through feature intervention and jointly guiding both domain-invariance and discriminability learning to focus on the domain-sharable part.

4.4 Analyses

4.4.1 Target Error Bound

We study the target-domain error bound on two representative tasks: \( A \rightarrow W \) using the Office-31 and \( W \rightarrow A,D,C \) using the Office-Caltech10. As formulated in Equation 6, the first term is generally ignorable, therefore, only the second term, domain discrepancy, and the third term, joint error of ideal hypothesis, are analyzed.

![Figure 3: Target error bound analyses with (a) for \( A \rightarrow W \) and (b) \( W \rightarrow A,D,C \), and t-SNE visualization of features by (c) AlexNet, (d) DANN, and (e) Ours (different colors denote different category labels).](image)

**Domain Discrepancy.** As suggested in [3], domain discrepancy is measured using \( A \)-distance, defined as \( d_A = 2(1 - 2\epsilon) \), where \( \epsilon \) is the generalization error of a domain classifier trained to distinguish source and target features. As shown in Figure 3, our method reduces domain discrepancy over fine-tuned AlexNet more significantly than DANN on both tasks.

**Error of Ideal Joint Hypothesis.** To evaluate the third term, we train a two-layer MLP classifier on the adapted features from both source and target, using their category labels, as done in [10]. Higher classification accuracy indicates better feature discriminability. As shown in Figure 3, DANN deteriorates feature discriminability with enlarged joint error. Our method enlarges the joint error negligibly on the \( A \rightarrow W \) task while reduces it on the \( W \rightarrow A,D,C \) task which indicates our method contributes to learning more discriminative features than using source labels only.

Combining the two terms above, we show that the proposed method reduces domain discrepancy significantly while keeping feature discriminability negligibly altered, thus successfully reducing the upper bound of target error.

4.4.2 Feature Visualization

To dive deeper into the learned discriminative features, we visualize them of both domains on the \( D \rightarrow A,W,C \) task of Office-Caltech10 using the t-SNE embedding [29]. In Figure 3, we visualize features of non-adapted models, DANN and the proposed IDA. Comparing to DANN, our method achieves better feature discriminability in target domain by keeping each category well separated while with much less false feature alignment.

4.4.3 Domain Generalization

We study domain generalization ability of learned features on the Office-Caltech10 dataset. We perform adaptation from one source to one target domain, and evaluate learned features in novel unseen domains. We experiment with four representative tasks, with results reported in Table 4. DANN improves feature transferability in the target domain but deteriorates the generalization ability over the AlexNet. The proposed IDA simultaneously enhances the feature transferability to the target domain and novel domains.
Table 4: Accuracy (%) on the Office-Caltech10 dataset for domain generalization (AlexNet).

| Method  | A→W W | C,D | D | A,C | A→D A | Avg  |
|---------|-------|-----|---|-----|-------|------|
| AlexNet | 75.0  | 86.2 | 98.6 | 69.8 | 83.6 | 86.1 | 91.7 | 85.0 | 87.2 | 81.8 |
| DANN    | 88.7  | 85.5 | 99.2 | 66.2 | 87.3 | 81.1 | 93.8 | 87.1 | 92.3 | 80.0 |
| Ours(fc6) | **94.1** | 91.9 | 99.8 | 77.7 | 93.0 | 88.9 | **96.0** | **89.1** | 95.7 | 86.9 |
| Ours(fc7) | **93.9** | **92.9** | **100.0** | **78.7** | **93.7** | 89.5 | 95.7 | 88.9 | **95.8** | **87.5** |
| Ours(fc7, L2P) | 93.0 | 91.9 | 100.0 | 76.9 | 92.8 | 88.9 | 94.9 | 87.0 | 95.2 | 86.2 |
| Ours(fc7, L1P) | 93.7 | 92.3 | **100.0** | 77.9 | 93.5 | 89.2 | 95.5 | 87.8 | 95.7 | 86.8 |

Figure 4: Discriminability visualization on the D→A task of DANN and the proposed method on the Office31 dataset. DANN pays attention to trivial features while our method focuses on stably transferable features.

### 4.4.4 Discriminability Visualization

The learned important predictors are highlighted to show the proposed IDA reduces the influence of spurious correlations and learns discriminative feature that are safely transferable. We utilize Grad-CAM [30] to visualize the class-discriminative feature map extracted from the last pooling layer in AlexNet on the challenging task D→A, with some samples shown in Figure 4. The features learned by DANN tend to focus on some trivial parts of the objects while our method pays more attention to the stably discriminative parts.

### 5 Conclusion

In this paper, we found standard domain invariance learning suffers from spurious correlations and would learn discriminative features that are inferiorly transferable. To address this issue, a novel interventional domain adaptation method was proposed to reduce the correlations and learn more transferable discriminative features. We generated counterfactual features via the proposed feature intervention strategy and intervened in the discriminability learning to guide it to get rid of the domain-specifics and focus on domain-sharable features. The experimental results on both one-to-one unsupervised domain adaptation and domain-agnostic adaptation tasks validated that our learned discriminative features are more transferable and generalize well to novel domains.

### Broader Impact

This domain adaptation method enables more unbiased and reliable data or knowledge utilization. It does not present foreseeable negative societal consequences.
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