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Abstract: With the growing population in the world, economic stability varies day by day. In case of India all banking transaction rules and regulations are taken by Reserve bank of India (RBI) whereas for other countries it is different. Therefore numerous academicians have projected their research on forecasting the currency exchange rate for diverse countryside. Foreign currency exchange rate prediction is a very pivotal task for international market. Hence researchers have explored different methods for predicting foreign currency exchange rate. In this work, we have taken Indian rupees (INR) with two different country’s data set such as Japanese yen (JPY) and Chinese Yuan (CNY) for daily, weekly and monthly prediction beforehand. We implemented a hybrid model of long short-term memory (LSTM) with K-nearest neighbour (KNN) which gives better opening price prediction accuracy on our dataset. The accuracy of the prediction results are measured by the help of performance standards such as mean absolute percentage error (MAPE) and root mean square error (RMSE).
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I. INTRODUCTION

Forecasting foreign exchange rate is a very pivotal factor for international transaction environment because all country’s economic condition has been determined by depending on currency exchange rate. It is not mandatory that today’s currency exchange rate will be same in tomorrow market, so all the times exchange rate is fluctuating. Therefore people have their eye on currency exchange rate while transferring or receiving money internationally. There are so many factors available which might be responsible for fluctuation in exchange rates such as inflation rates, interest rates, country’s current account balance of payments, Government debt, terms of trade, political stability & performance, recession, speculation etc. For this purpose economists and shareholders constantly have a tendency to predict the future exchange rates so that they can have faith on forecasting to derive monetary value. According to current international economy scenario, accurately predicting the foreign exchange rate is of vital part for any future investment. Therefore different methods have been implemented by different researchers for forecasting the currency exchange rates [1-5].

However, as is the case with forecasts, approximately all of these techniques are full of complications and not any one of them can be said to be hundred percent effectual in obtaining the precise future currency exchange rate. So every time model has been changed with the dataset and each have their own restrictions. Upon that constraint the method may work. In the long ago, numerous models have been projected for time series forecasting. Generally fashionable ones are recurrent neural networks (RNNs), Fuzzy Logic, auto regressive moving average (ARMA), auto regressive integrated moving average (ARIMA), support vector machine (SVM), convolutional neural network (CNN), etc. [6-11].

The main intention of this work is forecasting of future currency exchange rate for INR with JPY and CNY data using a novel hybrid forecasting model LSTM with KNN which would be helpful for all economists and shareholders in the world. From this analysis we have found that our proposed forecasting model achieved very well results concerning MAPE and RMSE. Whole part of our manuscript is organised as follows: literature works are depicted in segment 2, segment 3 describes the dataset description with proposed model, next in segment 4 we provide the details about methodology and experimental results and in last segment we have discussed the conclusion part.

II. LITERATURE WORKS

So far as currency exchange price is concerned numerous methods have been adopted. Here proposed LSTM-K-NN model has been thought of considering the following literatures. The author Yao, Jingtao et al. [12] have implemented neural network model for forecasting currency exchange rate. In this paper researcher emphasises on time series data and technical indicators for getting better currency exchange rate. Here they have taken the data set such as Japanese Yen, Deutsch Mark, British Pound, Swiss Franc and Australian Dollar etc.
Again other scientists Pandya, Chakradhara et al. [13] have proposed a novel artificial neural network model for forecasting foreign exchange rate using weekly Indian rupee/US dollar data set. In this paper author has compared their proposed model with other well-known techniques such as linear autoregressive and random walk models to aware about the accuracy among all. Researcher concludes that their model was suitable for policy makers and investor's in the foreign exchange market. Authors Yu, Lean et al. [14] have exposed their experiment on multistage nonlinear radial basis function (RBF) neural network ensemble learning for predicting the currency exchange rates. In this analysis they categorised their work in to number of stages. In first phase they have constructed single RBF neural network model. In next phase a conditional generalized variance (CGV) minimization method was used to choose the appropriate ensemble members. Finally in last phase, another RBF network was used for neural network ensemble for prediction purpose. For measuring the performance of the proposed model they have compared with other method and disclosed that forecasting based on proposed model gives better than those achieved using the other methods. Anastasakiset al. [15] have studied their research on forecasting foreign currency exchange rate using both parametric and non-parametric self-organising modelling algorithm for daily basis. The combined methodology is performing well using the dataset. The researchers Gill, S. S. et al. [16] have implemented their model neural networks for predicting currency exchange rate for Indian scenario. According to author forecasting currency exchange rate is a very tedious task for all scientist. Many more time series data with methods have been applied but all have not given that much of prediction accuracy. Therefore they have taken neural network model for forecasting currency exchange rate and it outperformed better using larger data set in lesser time.

III. DISCUSSION ABOUT DATA SET AND PROPOSED MODEL

A. Dataset Description

In every types of analysis, data set plays an important role. Without proper knowledge and accuracy of data investigation is useless. So, primary objective of every researcher is to concentrate on dataset before experiment. In this paper secondary data is used and is divided in to 2 parts. One branch is taken for training and other part is chosen for testing. Here we took two different countries currency exchange data set such as JPY and CNY for monthly, weekly and daily basis from [17] ‘http://in.investing.com/currencies’. The data was taken in the range from 3rd August 2009 to 1st August 2019. Out of 2780 samples 1946 samples are taken for training and 834 for testing. Sample data of JPY/INR is shown below in table-I [17](normalized dataset).

| Date     | Price | Open | High | Low | Change % |
|----------|-------|------|------|-----|----------|
| Aug 01, 2019 | 0.6420 | 0.6379 | 0.6456 | 0.6301 | 1.51%    |
| Jul 31, 2019  | 0.6392 | 0.6342 | 0.6352 | 0.6322 | -0.20%   |
| Jul 30, 2019  | 0.6316 | 0.6310 | 0.6348 | 0.6311 | -0.40%   |
| Jul 29, 2019  | 0.6316 | 0.6337 | 0.6343 | 0.6313 | -0.35%   |
| Jul 28, 2019  | 0.6337 | 0.6337 | 0.6337 | 0.6337 | 0.00%    |
| Jul 27, 2019  | 0.6357 | 0.6357 | 0.6357 | 0.6357 | 0.00%    |
| Jul 26, 2019  | 0.6364 | 0.6379 | 0.6368 | 0.6355 | -0.15%   |
| Jul 25, 2019  | 0.6364 | 0.6356 | 0.6357 | 0.6351 | -0.42%   |
| Jul 24, 2019  | 0.6370 | 0.6370 | 0.6352 | 0.6372 | -0.02%   |
| Jul 23, 2019  | 0.6370 | 0.6308 | 0.6351 | 0.6357 | -0.16%   |
| Jul 22, 2019  | 0.6352 | 0.6352 | 0.6352 | 0.6352 | 0.02%    |
| Jul 21, 2019  | 0.6352 | 0.6352 | 0.6352 | 0.6352 | 0.00%    |
| Jul 20, 2019  | 0.6351 | 0.6341 | 0.6341 | 0.6341 | -0.20%   |
| Jul 19, 2019  | 0.6351 | 0.6351 | 0.6351 | 0.6351 | 0.00%    |
| Jul 16, 2019  | 0.6411 | 0.6378 | 0.6422 | 0.6427 | 0.32%    |
| Jul 15, 2019  | 0.6410 | 0.6392 | 0.6392 | 0.6392 | 0.00%    |
| Jul 14, 2019  | 0.6410 | 0.6410 | 0.6410 | 0.6410 | 0.00%    |
| Jul 13, 2019  | 0.6403 | 0.6362 | 0.6362 | 0.6362 | -0.05%   |
| Jul 12, 2019  | 0.6403 | 0.6362 | 0.6362 | 0.6362 | -0.05%   |
| Jul 11, 2019  | 0.6403 | 0.6362 | 0.6362 | 0.6362 | -0.05%   |
| Jul 10, 2019  | 0.6403 | 0.6362 | 0.6362 | 0.6362 | -0.05%   |
| Jul 09, 2019  | 0.6403 | 0.6362 | 0.6362 | 0.6362 | -0.05%   |

B. Proposed Model

Global market fluctuates due to various factors. According to current international economy scenario, accurately predicting the foreign exchange rate is of vital part for any future investment. Therefore different methods have been implemented by different researchers for forecasting the currency exchange rates. In this manuscript we have adopted novel hybrid model for forecasting the currency exchange rate.

Figure 1 represents the flow of proposed model procedure. In our research we have taken currency exchange dataset of two countries like JPY and CNY for prediction reason. In stage 1 we have retrieved currency exchange data according to daily, weekly and monthly for aforementioned two countries. Then we have smoothed our retrieved data using technical indicators.
The exact aim of smoothing is to exterminiate noise and well again expose the signal of the underlying causal processes. After getting smoothing data we have applied normalization technique (min-max) upon that data.

In final phase we have implemented our proposed prediction LSTM with KNN model for forecasting of opening currency exchange rate on the basis of daily, weekly and monthly in separate way. Finally we have calculated prediction accuracy using performance measuring techniques such as MAPE and RMSE.

IV. TECHNOLOGY AND RESULT DEPICTION

A. Long Short-Term Memory (LSTM) Network

Normal mechanism of RNN is processing the time sequences and also it is giving consent to a “memory” of earlier put in to preserve inner state of the network, whichever might be then utilised to persuade the network yield. In case of conventional RNN, it reveals a higher capability of modelling nonlinear time sequence dilemma, such as verbal communication recognition, speechmodelling, and picture captioning. On the other hand, conventional RNN is incapable to instruct the point in time sequence plus lengthy time lags. To defeat with these types of problems a LSTM model is introduced.

LSTM model is generally treated as an extraordinary kind of RNN, which defeats the drawbacks and have designed to learn long term dependencies. LSTM networks are well-suited for classifying, processing and making predictions based on time series data, since there can be lags of unknown duration between important events in a time series. This model consists of a bunch of building blocks of memory. In this case every building block encloses with solitary or more self-connected memory compartments and this can be represented through three gates, that is, input gate, forget gate, and output gate. Figure 2 shows the block diagram of long short-term memory [18-22].

![Figure 2: the building blockplot of LSTM](image)

Input Gates

\[ b_x^i = \sum_{n=1}^{N} p_{nx} z_n^t + \sum_{h=1}^{G} p_{hx} a_t + \sum_{c=1}^{C} p_{cx} r^{t-1} \]  
\[ a_x^i = \sigma (b_x^i) \]  

Forget Gates

\[ b_f^i = \sum_{n=1}^{N} p_{nf} z_n^t + \sum_{h=1}^{G} p_{fh} a_t + \sum_{c=1}^{C} p_{cf} r^{t-1} \]  
\[ a_f^i = \sigma (b_f^i) \]  

Cells

\[ b_c^i = \sum_{n=1}^{N} p_{nc} z_n^t + \sum_{h=1}^{G} p_{hc} a_t + \sum_{c=1}^{C} p_{cc} r^{t-1} \]  
\[ r_c^i = a_f^i r^{t-1} + a_x^i g (b_c^i) \]  

Output Gates

\[ b_o^i = \sum_{n=1}^{N} p_{no} z_n^t + \sum_{h=1}^{G} p_{oh} a_t + \sum_{c=1}^{C} p_{co} r^{t-1} \]  
\[ a_o^i = \sigma (b_o^i) \]  

Cells Outputs

\[ a_c^i = a_o^i h (r_c^i) \]

B. K-Nearest Neighbors Algorithm

KNN algorithm is solitary of the most important classiﬁer technique which is used for classiﬁcation of data set and is also known as lazy algorithm. It is nonparametric innature. KNN algorithm is based on feature similarity: according with similarity amid the data points, classiﬁcation might be possible. Basically, this algorithm is utilised for classiﬁcation purpose. Most of cases researchers have implemented KNN method for prediction of non-linear products. The main motto of this algorithm is to classify the objects using majority voting procedure among neighbour data points and took the class which is getting major votes among all [23-26].

Steps of KNN Algorithm

Step 1: Before starting prediction procedure, first is to settle unconstraint about parameter where \( K \) is represented as number of nearest neighbours.

Step 2: In second step we compute the distance among the entire training samples plus query instances.

Step 3: After computation part is over, in next immediate step it sorts the distance which decides nearest neighbours on the basis of \( k^{th} \) least amount of distance.

Step 4: Next, it congregates the class of the nearest neighbours.

Step 5: Lastly, it uses the simple majority voting procedure of the nearest neighbours at the same time as the prediction value of the query instance.
V. RESULT DISCUSSION

In this paper we have chosen foreign currency exchange data for forecasting future rate. Data are scattered according with their country currency exchange rate. For forecasting we have utilized hybrid LSTM and KNN model. In this manuscript we have used Intel i3 with 4GB Hard disk and windows 7 operating system for executing our experiment and complete code is written using python 3.

The proposed algorithm for experimental work follows the steps below:

Steps 1: Arrangement of Dataset: In this phase, we have collected the data set INR with JPY and CNY according to monthly, weekly and daily basis as depicted in section III.

Step 2: Smoothing Dataset: As raw data are noisy in nature. So we go for smoothing the raw data using technical indicators which help to eliminate outliers from a data set in order to make a pattern more visible [27-28]. We have different currency exchange data so we have applied technical indicators for individual data. The technical indicators used here are mentioned in (10), (11), (12) and (13).

\[
TSI(b_0, r, s) = 100 \times \frac{EMA(EMA(c,r),s)}{EMA(EMA(c,r),s)}
\]  

(10)

\[
RSI = 100 - \frac{100}{1 + \frac{EMAC(c,r)}{EMAC(c,r)}}
\]  

(11)

\[
SMA_k = \frac{1}{2^{p+1}}(MA(k + P) + MA(k + P - 1) + \ldots + MA(k - P)}
\]  

(12)

\[
%R = \frac{high_{P_{days}} - close_{P_{today}}}{high_{P_{days}} - low_{P_{days}}} \times 100
\]  

(13)

Step 3: Scaling down the Dataset: Once smoothing is over we scale the data using min-max scaling. The main objective of scaling is to get a common scale by changing the numerical columns in currency exchange dataset without losing useful information. It also maintains the data integrity [28-29]. (14) shows the min-max normalization.

\[
\hat{r}^{jk} = \frac{n_{jk} - n_{\text{min}}}{n_{\text{max}} - n_{\text{min}}}
\]  

(14)

Where, \(n_{jk}\) denotes the \(j^{th}\) attribute value of \(j^{th}\) feature \(n_j\), designed for the dataset, \(k^{th}\) minimum value is \(n_{\text{min}}\) plus maximum value is \(n_{\text{max}}\) in addition to normalized price of \(j^{th}\) day is \(\hat{r}^{jk}\).

Step 4: Effectuation of LSTM-K-NN method: Now our data are equipped for execution means it has an accurate format then after we have applied our forecasting model LSTM with KNN for predicting the original opening price of currency exchange data. LSTMs are recurrent networks where it replaces each neuron by a memory unit. The unit contains an actual neuron with a recurrent self-connection. The vector of outputs from all memory units is the output of the LSTM network. Hence, LSTM is used here mainly for classification of exchange price. The main aspire to use KNN is to classify a new sample point into a class out of several classes in the database. Also KNN is simple to interpret with low computation time and high predictability. So both techniques are working well in individual basis but when we hybrid these two they gave improved results in case of opening currency exchange price prediction. The result graphs are depicted in figure 3 and figure 4 for daily exchange price prediction of JPY/INR and CNY/INR respectively.

Step 5: Performance Observance: To quantify the performance of our projected forecasting model for predicting foreign currency exchange rate, we use root mean squared error (RMSE) technique plus mean absolute percentage error (MAPE) which are shown below in (15) and (16).

\[
\text{RMSE} = \frac{1}{D} \sum_{j=1}^{D} (a_j - \hat{a}_j)^2
\]  

(15)

\[
\text{MAPE} = \frac{1}{D} \sum_{j=1}^{D} \left| \frac{a_j - \hat{a}_j}{a_j} \right| \times 100
\]  

(16)

Where, \(D\) is known as the sum of testing data, \(a_j\), \(\hat{a}_j\) are the required and forecasted outputs correspondingly.

The testing error values of daily, weekly and monthly predictions measured by the techniques such as MAPE and RMSE are mentioned in table-II and table-III.
Table-II: JPY vs. INR testing error values by LSTM-K-NN Model

| MAPE   | RMSE    |
|--------|---------|
| 0.0045 | 0.0190  |

Table-III: CNY vs. INR testing error values by LSTM-K-NN Model

| MAPE   | RMSE    |
|--------|---------|
| 0.1115 | 0.2162  |

VI. CONCLUSION

In this paper, we have presented the currency exchange opening price forecasting using a hybrid LSTM-K-NN model. For this purpose our primary work was valid and accurate data collection. After getting accurate raw data we have applied technical indicators for smoothing, min-max normalization for scaling the dataset and finally we found standard dataset which was ready for execution. As LSTM handles gradient problem and allows learning of long-term dependencies so it classified the currency exchange opening price well, KNN then classifies the profit or loss classes which exhibits its good predictability. Hence our proposed model gave better prediction results which were tested utilizing the standards such as MAPE and RMSE.
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