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Abstract—Vehicular communications disclose rich information about the vehicles and their whereabouts. Pseudonymous authentication secures communication while enhancing user privacy. To enhance location privacy, cryptographic mix-zones were proposed to facilitate vehicles covertly transition to new ephemeral credentials. The resilience to (syntactic and semantic) pseudonym linking (attacks) highly depends on the geometry of the mix-zones, mobility patterns, vehicle density, and arrival rates. We introduce a tracking algorithm for linking pseudonyms before and after a cryptographically protected mix-zone. Our experimental results show that an eavesdropper, leveraging standardized vehicular communication messages and road layout, could successfully link \( \approx 73\% \) of pseudonyms during non-rush hours and \( \approx 62\% \) of pseudonyms during rush hours after vehicles change their pseudonyms in a mix-zone. To mitigate such inference attacks, we present a novel cooperative mix-zone scheme that enhances user privacy regardless of the vehicle mobility patterns, vehicle density, and arrival rate to the mix-zone. A subset of vehicles, termed relaying vehicles, are selected to be responsible for emulating non-existing vehicles. Such vehicles cooperatively disseminate decoy traffic without affecting safety-critical operations: with \( 50\% \) of vehicles as relaying vehicles, the probability of linking pseudonyms (for the entire interval) drops from \( \approx 68\% \) to \( \approx 18\% \). On average, this imposes \( 28 \) ms extra computation overhead, per second, on the (relaying) vehicle side; it also introduces \( 1.46 \) KB/sec extra communication overhead by (relaying) vehicles and \( 45 \) KB/sec by RSUs for the dissemination of decoy traffic. Thus, user privacy is enhanced at the cost of low computation and communication overhead.

Index Terms---Privacy, Anonymity, Pseudonymity, Location Privacy, Mix Networks, Vehicular Communication, VANETs.

I. INTRODUCTION

Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communications seek to enhance transportation safety and efficiency. It has been well-understood that Vehicular Communication (VC) systems are vulnerable to attacks and that the privacy of their users is at stake. As a result, security and privacy solutions have been developed by standardization bodies (IEEE 1609.2 WG [11] and ETSI [2], [3]), harmonization efforts (Car2Car Communication Consortium (C2C-CC) [4]), and projects (SeVeCom [5], PRESERVE [6], and CAMP [7]). In VC systems, vehicles disseminate Cooperative Awareness Messages (CAMs) and Decentralized Environmental Notification Messages (DENMs) periodically at a high rate. To secure VC systems, a consensus towards using Public Key Cryptography (PKC) to protect V2V/V2I messages is reached: a set of Certification Authorities (CAs) constitutes the Vehicular Public-Key Infrastructure (VPKI), e.g., [7], [8], providing multiple anonymous credentials, termed pseudonyms, to legitimate vehicles. Vehicles switch from one pseudonym to a non-previous used one towards unlinkability of digitally signed messages, and improved sender privacy for V2V/V2I messages. Pseudonymity is conditional, in the sense that the corresponding long-term vehicle identity (Long Term Certificate (LTC)) can be retrieved by the VPKI entities if needed, e.g., for eviction of a faulty, misbehaving vehicle.

Due to the openness of wireless communication and dissemination of basic safety messages in plaintext (as confidentiality is not needed in VC systems [11], [9]), an external entity could eavesdrop communications, towards inferring vehiclesensitive information. Although pseudonymous authentication is a promising approach to protect user privacy, an adversary, eavesdropping all traffic in an area, could link successive pseudonymously authenticated messages. An adversary might observe an isolated pseudonym change, and associate the old and the new pseudonymous identifier through syntactic linking, e.g., [10], [11], [12], [13]. Alternatively, an adversary could leverage the physical constraints of the road layout [14], together with data in message payloads, e.g., location, velocity, time, acceleration, the length and width [1] of a victim’s vehicle, to predict its trajectory towards linking messages semantically, e.g., [11], [14], [18], [19]. Such information could be unique, or one of few (locally rare), and thus, it could be easily linked. While appropriate pseudonym provisioning policies alleviate syntactic linking, by issuing time-aligned pseudonyms [8], [20], [21], compromising user privacy by conducting semantic linking attacks is still feasible [2].

Different schemes were proposed, leveraging pseudonymous authentication primitives to mitigate inference, by an adversary, e.g., silent periods [26], [27], [28], [29], silent cascades [30], SLOW [11], and random encryption periods [31]. The common denominator among all silent period-based schemes is that vehicles refrain from transmitting CAMs in certain intervals. This would result in diminished situational awareness, e.g., collision avoidance [32], thus increased probability of an accident, notably near intersections with congested traffic conditions [33]; thus, the practicality of such schemes is questionable.

1Length and width of vehicles are specified with a precision of 10 centimeters [15], [16], [17].

2Connecting such anonymous location profiles to real identities of vehicle owners is the final step, e.g., tracing their commutes and identifying home/work locations, [21], [23], [24], the information obtained from Vehicular Social Networks (VSNs) [25], or full de-anonymization of vehicles by honest-but-curious VPKI entities [8].
Alternatively, vehicles could change their pseudonyms when approaching designated areas, termed mix-zones [34], [35], [36]. The Cryptographic Mix-Zone (CMIX) was initially proposed [37] in the VC systems to establish a cryptographically protected region at appropriate times and places, e.g., at road intersections. All legitimate vehicles within the mix-zone receive a symmetric session key from a Road-Side Unit (RSU), responsible for the initiation of the pseudonym transition process and the symmetric key updates [37]. Vehicles encrypt CAMs and opt in to change their pseudonyms while crossing these regions, towards pseudonym unlinkability (by an external eavesdropper). The achieved privacy protection level for such statically constructed mix-zones highly depends on the geometry of mix-zones, mobility patterns, and vehicle arrival rates. For example, based on the mix-zone geometries [38], or the traffic mobility pattern [39] and vehicle speed [14], [37], [40], [41], an adversary can link successive pseudonyms of a given vehicle by observing the mix-zone entry and exit points. Such schemes are mostly effective when vehicle density and arrival/exit rates of vehicles in/from the mix-zones are uniformly distributed. Moreover, a fraction of non-cooperative vehicles within the mix-zone could affect anonymity by simply not changing their pseudonyms in a mix-zone; this yields a smaller anonymity set size for the mix-zone, compared to the one when all vehicles switch their pseudonyms.

Recently, a \textit{chaff-based} CMIX scheme [42] was proposed: RSUs pre-generate and broadcast chaff CAMs to \textit{relaying} vehicles, responsible to periodically disseminate to emulate a non-existing (chaff) vehicle. This imposes significant computation overhead on RSUs and communication overhead: each RSU needs to sign all chaff CAMs and distribute them to each relaying vehicle. Moreover, the RSU needs to precisely predict trajectories of all vehicles in the neighborhood, to properly construct chaff CAMs for all chaff vehicles; the challenge lies in that traffic conditions are volatile, thus changes vehicles trajectories would invalidate (make relatively easily distinguishable) chaff CAMs. All these issues become clear in our performance evaluation in Sec. VI-F.

\textit{Contributions: }In this paper, we fundamentally re-design the well-known approach (in different domains, e.g., [43]) of introducing decoy traffic and re-design the VC-specific scheme [42], proposing a fully decentralized system (Sec. IV). We show how to enhance user privacy, notably in low-density areas and non-rush hour periods, and how to mitigate syntactic and semantic linking attacks without affecting the operation of safety applications (Sec. V). Our scheme (i) enhances user privacy regardless of the vehicle mobility patterns, density, and arrival rate (to the mix-zone(s)); at the same time, (ii) it balances user privacy protection and (communication and computation) overhead based on vehicle density and mobility pattern. Furthermore, our scheme incurs low (computation and communication) overhead and prevents abuse of the mechanism towards diminishing the performance of the system or harming user privacy (Sec. VI). We also (iii) introduce a tracking algorithm towards linking vehicles before and after a cryptographically protected mix-zone (Sec. VI-A). We leverage information in CAMs and the road layout towards linking pseudonyms syntactically and semantically, thus compromising user privacy. To mitigate such inference attacks, we introduce cooperative dissemination of decoy traffic: vehicles and RSUs emulate a non-existing vehicle by broadcasting decoy traffic in order to generate sufficiently many vehicles, thus diminishing the probability of linking two successive pseudonyms by an eavesdropper (Sec. VI). Our scheme efficiently and effectively enhances user privacy and it maintains strong user privacy protection for vehicles upon pseudonym change in a mix-zone in the presence of honest-but-curious system entities (Sec. V).

In the rest of the paper, we survey the state-of-the-art research efforts (Sec. II) and describe the system model, adversarial model, and the requirements (Sec. III). We present our novel CMIX scheme with decoy traffic (Sec. IV), followed by a qualitative analysis of security and privacy (Sec. V). We evaluate the performance of our scheme (Sec. VI) before conclusion and future work (Sec. VII).

\section{Related Work}

Due to the openness of wireless transmissions and dissemination of basic safety messages in plaintext (as confidentiality is not needed in VC systems [1], [2], [9], [17], [44], [45]), an external entity can arbitrarily eavesdrop VC systems [46], [47], [48]. With advances in broadcast technology to extend the transmission range of On-Board Units (OBUs) [49], Vehicular Ad-hoc Network (VANET) messages become increasingly accessible for an attacker. This information allows semantic linking attacks that rely on location and heading information of continuously broadcast CAMs [14]. Prior works, e.g., [37], [42], assume that the system entities that are fully trustworthy, i.e., RSUs and VPKI entities, could link successive pseudonyms belonging to a given vehicle. However, recent revelations of mass surveillance, e.g., [50], [51], show that assuming service providers are fully-trustworthy is no longer a viable approach. Thus, in [35], [37], [52], [53], the VPKI entities can easily link pseudonyms issued for the vehicles, thus tracking them for the entire trip duration. Unlike the chaff-based CMIX scheme [42] that requires vehicles provide their intended trajectory path to the RSUs, our scheme does not provide additional information and maintains strong user privacy protection upon pseudonym change in the presence of honest-but-curious system entities.

There are different solutions for location privacy: \textit{K-anonymity} [54] and dummy-based privacy protection schemes, e.g., [55], ensure that a target node is not distinguishable from at least K-1 nodes within an \textit{anonymity set} with respect to the information each node disseminates. However, safety applications require precise information to operate correctly, e.g., intersection collision warning [56]. Alternatively, one can rely on group signature schemes, e.g., [57], [58], [59], [60], [61], to enhance user privacy. However, the performance of safety-related applications could be degraded. For example, leveraging such anonymous authentication schemes by the majority of vehicles results in a 30% increase in cryptographic processing overhead [61]. Moreover, with all vehicle-sensitive information in CAMs and DENMs, e.g., location, velocity, and acceleration, a targeted node could be unique, or one of few, and thus, successive messages could be linked sequentially by an external observer.
Different pseudonym transition strategies, to prevent an attacker from inferring such information, have been proposed. To evade correlation attacks, each vehicle could turn its wireless transmitter off for a randomly chosen interval and change pseudonym within that silent period \[26, 62, 27\]. Based on the quality of service required for each application, this interval of being silent or being active can be dynamically adjusted \[30\]. Even though such schemes could improve user privacy, they impose a performance penalty on safety applications \[33\], thus jeopardizing human safety. To mitigate such a problem, vehicles could become silent and change their pseudonyms when their speed drops below 30 km/h since the risk of a fatal accident at a slow speed is expected to be low \[11\]. Alternatively, vehicles could change their pseudonyms when refilling fuel at a gas station \[63\], or each vehicle changes its pseudonyms randomly, e.g., every 5 minutes or every 1-3 KM \[12\]. However, an adversary can still conduct syntactic linking attacks due to a lack of synchronization among vehicles \[13\], or track vehicles across pseudonym changes by predicting their trajectories \[29\]. In general, any individually-determined or user-defined pseudonym changing strategy could act as user fingerprints, thus enabling an adversary to track users, i.e., syntactic linking attack.

Another line of study proposes pseudonym transitions strictly within CMIX \[37\], which does not impair transportation safety applications. A cryptographic mix-zone was initially proposed \[37\] in the VC systems to establish a graphically protected region at appropriate times and places, e.g., at intersections. When crossing these regions, vehicles change their pseudonyms privately while their communication is encrypted, which prevents syntactic and semantic linking attacks. However, the achieved privacy protection highly depends on the number of vehicles participating in the mix-zone, i.e., user privacy is degraded under low traffic density, e.g., in a highway scenario \[64\]. Moreover, an attacker could compromise unlinkability within a mix-zone based on the traffic mobility pattern and vehicle speed \[41\]. To counter this, vehicles could randomly switch lanes and speed prior to entering and/or crossing the mix-zones to confuse an adversary \[31, 65\]. However, such schemes would not be practical as they could seriously jeopardize human safety. Unlike such schemes, we provide privacy protection without affecting the operation of safety applications and regardless of variations in road layout, vehicle density, and mobility patterns.

Another alternative approach is to participate into a dynamic mix-zone, e.g., \[31\]: each OBU is provided with a global symmetric key, using it to initiate a pseudonym change process. However, an internal attacker could terminate the encryption period on behalf of any vehicle; this impairs the functionality and operation of the scheme, thus eliminating user privacy protection. A dynamic cooperative location privacy protection scheme was proposed \[66\]: time-aligned pseudonyms are issued for all vehicles to facilitate synchronous pseudonym changes. Upon reaching a pseudonym transition process, a dynamic mix-zone formation is initiated by a vehicle and all CAMs within each mix-zone is encrypted using a distinct symmetric session key \[66\]. However, in a low traffic density area where there are very few vehicles to cooperatively change pseudonyms, vehicles could be semantically linkable. Unlike such schemes, our system ensures that user privacy is strongly protected even in situations with inherently low traffic density, e.g., suburban areas, and during low traffic periods.

In order to mitigate inferences by a compromised RSU, an asymmetric group key agreement protocol by leveraging identity-based cryptography (not compatible with the standardization bodies, i.e., IEEE 1609.2 WG \[1\] and ETSI \[2\]) was proposed \[67\]: vehicles cooperatively conduct a group key agreement protocol to derive asymmetric keys. However, it is not clear how to determine the group size and handle dynamic changes of each group to perform group key agreement. Moreover, the pseudonyms (and their corresponding private keys) are generated by a Trusted Authority, i.e., a fully-trusted entity, and the keys are pushed to the vehicles; this raises concerns in terms of accountability and has not been adopted by standardization \[1\]. Furthermore, the ‘Trusted Authority’ could trivially link all pseudonyms belonging to a vehicle, and thus the pseudonymously authenticated messages towards tracking it for the entire duration of its presence in the system. Moreover, the scheme lacks an extensive performance evaluation, notably in terms of communication and computation overhead in highly congested traffic conditions.

MobiMix \[38, 68\] shows that an adversary could infer user-sensitive information based on the vehicle population in a mix-zone, the statistical behavior of the population, and the geometry of a mix-zone. To mitigate such inferences, it is proposed to dynamically adjust the geometry of a mix-zone based on multiple factors, e.g., the statistical behavior and the movement patterns of the users. But, an adversary could still perform semantic linking attacks when the traffic density is sparse \[69\]. Swing & Swap \[70, 71\] and MixGroup \[53\] propose to construct a region in which vehicles exchange their pseudonyms (and the corresponding private keys). But, such schemes do not achieve liability attribution and non-repudiation, which are basic requirements for a secure VC system \[1, 5, 9, 72\].

## III. Model and Objectives

### A. System Model and Assumptions

Fig. 1 shows an overview of secure and privacy-preserving VC systems. We assume a VPKI, shown on top of Fig. 1, with distinct entities and roles that registers vehicles in a domain \[73\] and issues pseudonyms, e.g., \[77, 8\]. The Root CA (RCA), the highest-level authority, certifies other lower-level authorities; the Long Term CA (LTCA) provides registered vehicles (and RSUs) with a Long Term Certificate (LTC), used to authorize the acquisition of pseudonyms from a Pseudonym CA (PCA) \[8\]. To facilitate the overall intra-domain and multi-domain operations, a vehicle first finds such information from a Lightweight Directory Access Protocol (LDAP) \[74\] server. This is carried out without disclosing the real identity of the vehicle. Any CMIX-based scheme requires vehicles change their pseudonyms whenever crossing a mix-zone. As a result, vehicles need several pseudonyms with overlapping lifetimes, compatible with the proposals of standardization bodies, i.e., IEEE 1609.2 WG \[1\] and ETSI \[2\]. This allows pseudonym
changes, without pseudonym reuse, to be straightforward, i.e., without extensive prior knowledge on CMIX placement, trip details, pseudonym lifetimes, etc.

Each vehicle triggers pseudonym acquisition process based on various factors. Our scheme requires sparse connectivity to the VPKI, allowing an OBU to be preloaded with numerous pseudonyms proactively, covering a longer period, e.g., a week or a month (should the connectivity be relatively scarce). We assume that a state-of-the-art VPKIs, e.g., [7], [8], [7], can provide pseudonyms in a timely manner. Moreover, we assume the VPKI pseudonym lifetime policy is the same for all registered vehicles, so that timing information does not harm user privacy.

OBUs and RSUs are equipped with Hardware Security Modules (HSMs). Private keys stored in an HSM cannot be extracted and only one pseudonym can be active at any time. In case of any deviation, pseudonymously authenticated messages can be used by a Resolution Authority (RA) to retrieve the long-term identity of the vehicle. The misbehaving entities should be evicted and revocation information be distributed. The certificates of higher-level authorities are installed on the OBUs and their clocks are (loosely) synchronized with the VPKI servers through Global Navigation Satellite System (GNSS) or other means, e.g., Network Time Protocol (NTP) servers over the Internet.

We assume that each vehicle and RSU have their own location information; RSUs could communicate with VPKI entities and they are aware of the road layout (within their communication ranges). We further assume that appropriate countermeasures are in place to prevent location spoofing, e.g., [7], towards enabling secure neighborhood discovery [7], and facilitating physical position verification [8]. Upon a pseudonym change inside a mix-zone, vehicles change their Media Access Control (MAC) and IP addresses to prevent location spoofing, e.g., [2], [3]. The impact of pseudonym change on the quality of services, e.g., geographic routing, or protocols, e.g., geographic routing, [83], [84], is orthogonal to our investigation.

The choice of RSUs to establish CMIXs depends on different factors, e.g., desired level of privacy, traffic conditions, physical constraints of the road layout, and efficiency; for example, the more mix-zones are constructed, the higher the frequency of changing pseudonyms becomes. This would result in higher number of unlinkable segments for any journey, thus, enhance user privacy. The frequent change of mix-zone location makes it even harder for an adversary to eavesdrop the communication: an adversary would need to deploy eavesdropping facilities near most, if not all, the RSUs to improve her chance, which seems to be practically infeasible. However, full deployment of mix-zones over all RSUs, i.e., mandating frequent pseudonym changes, could affect the operation of safety application and impose communication overhead. The VPKI system chooses a fraction of RSUs to establish a cryptographically protected mix-zone; in Fig. 1 two mix-zones are constructed, each established by an RSU, to facilitate private pseudonym changes. In our performance evaluation in Sec. VI, the mix-zones locations are fixed and known to an adversary, i.e., the best case for an adversary. Leveraging an optimal placement of mix-zones, e.g., [56], [87], in order to balance the achieved level of privacy and cost, is orthogonal to this investigation.

B. Adversarial Model

We consider the general adversary model in [5], [9] for secure and privacy-preserving VC systems and more specifically the adversarial model assumptions of CMIX schemes [35], [37], [42], [52], [53] that consider external eavesdroppers, possibly with broad or global coverage range. Along these lines, we assume that RSUs and participating users/vehicles are honest (i.e., trustworthy entities). We consider external adversaries with wireless receivers placed near each mix-zone, to eavesdrop VC systems to infer user-sensitive information towards harming user privacy. They passively eavesdrop communication of vehicles entering and exiting the mix-zone, covering all entry and exit points of the mix-zones, towards linking pseudonyms before and after a mix-zone. This is based on information derived from CAMs, e.g., timing, velocity, and location. We do not constrain the choice and design of the inference algorithm, i.e., a tracking algorithm to link two pseudonyms of a vehicle, prior to and after pseudonym change in a mix-zone. Rather, in order to achieve tangible results, we devise a tracking algorithm (see Sec. VI-A), orthogonal to the defense mechanism.

In addition, we explore the consequences of strengthening the adversarial model in Sec. VI-A. In particular, we consider (i) RSUs and VPKI entities that are honest-but-curious, i.e., entities complying with security protocols and policies, but motivated to profile users by collecting or inferring user sensitive information based on the execution of the protocols. Moreover, (ii) the collaboration (collision) of honest-but-curious entities that share information individually inferred by each (see Sec. VI-A for detailed security analysis). Finally, we consider (iii) a set of non-cooperative actions by registered vehicles that can affect the operation (or level) of protection of the scheme (and any CMIX scheme).

Extending the passive eavesdropper model: In this paper, we focus on the effect and improvement of the CMIX approach. The investigation can be extended to the entire network, considering the optimal placement of eavesdroppers,
increasing their coverage, and overall pseudonym usage. The adversarial model can be further strengthened if internal adversaries, including the non-cooperative vehicles joining the mix-zone, report the symmetric keys of the mix-zones and the observed communication to an external adversary (collection point). For example, an RSU could share a transcript of pseudonymously authenticated messages with an honest-but-curious VPKI entity to perform syntactic and semantic linking attacks. However, this adversarial model is beyond the scope of this investigation. Moreover, non-VC mechanisms such as traffic monitoring cameras (with object recognition techniques), Radio Frequency (RF)-based characteristics, e.g., angle-of-arrival [38], [39], physical layer device identification [40], [41], [42], and physical layer localization with additional equipments, e.g., [43], [44], [45], [46], which can localize vehicles based on the physical layer attributes of transmitters or identify decay traffic from the actual one, are out of scope and warrant a separate investigation. Further, attacks on GNSS are orthogonal to our work. In fact, the consequence of location spoofing would be that mix-zones are not formed properly; however, the effect is more dire for the VC systems to begin with. These extensions of the adversarial model is part of future work.

C. Requirements

Security and privacy requirements for V2X communications have been specified in the literature [9], and additional requirements for VPKI entities in [8]. The security and privacy requirements for the Certificate Revocation List (CRL) distribution are in [76], [77]. Beyond ‘conventional’ security requirements [9], it is ingrained in CMIX schemes to establish neighbors proximity (physical or communication neighborhood [79], [97], [98], [99], [100]). This can be done in a secure manner, e.g., with RSU/vehicle protocols, or increased protection of the vehicle location information [86]. In the following, we describe the security and privacy, as well as functional and performance, requirements for a privacy-preserving CMIX scheme.

R1. Privacy (anonymity and unlinkability): Vehicles should participate in the VC system anonymously, i.e., vehicles should communicate with others without revealing their long-term identifiers and credentials. Anonymity is conditional in the sense that the corresponding long-term identity can be retrieved by the VPKI entities, and accordingly, the long-term credential revoked if vehicles deviate from system policies. In order to achieve unlinkability, we need to diminish the inference by an eavesdropper upon pseudonym change, i.e., mitigating syntactic and semantic linking attacks.

R2. Availability: The system should ensure any legitimate vehicle is notified about CMIX parameters, e.g., the location, geometry, and the symmetric key corresponding to an approaching mix-zone, to facilitate their participate in the mix-zone. Moreover, a small fraction of bandwidth should be used for the distribution of mix-zone related material, to not interfere with the safety- and time-critical operations.

R3. Auditability and misbehavior detection: Auditability refers to the ability of a system to audit the processes and operations of the system entities. In case of any deviation, the system should be able to initiate a (resolution) process to identify the misbehaving entity. This essentially allows an RSU to interact with the VPKI system towards detecting misbehavior. Depending on the situation, appropriate actions could be initiated, e.g., de-anonymizing the misbehaving entity, and/or revoking its cryptographic materials and evicting it from further accessing the system. In the context of this work, each RSU monitors the behavior of vehicles when entering and exiting the mix-zone; if a substantial fraction of vehicles exit the mix-zone without changing their pseudonyms, the RSU would increase the percentage of decoy traffic in order to achieve a desired level of privacy protection.

R4. Efficiency and scalability: All mix-zone operations should be efficient and scale with the number of vehicles. The scalability results from fast generation and lightweight dissemination of the credentials, efficient operations, and fault-tolerant design to ensure that the system remains operational in the presence of benign failures or be resilient to resource depletion attacks.

IV. CMIX WITH DECOY TRAFFIC

A. System Overview

The VPKI system chooses a subset of RSUs, located near intersections where vehicles physically mix [37], to establish a cryptographically protected area and construct a CMIX for private pseudonym changes. RSUs are responsible for the initiation of the pseudonym transition process and maintaining a symmetric key to establish the encrypted region. To mitigate syntactic and semantic linking attacks, we introduce broadcasting decay traffic at each mix-zone. Such traffic emulates vehicles that do not exist in reality. The RSU at each mix-zone facilitates obtaining Chaff Pseudonyms (CPs) in order to generate chaff CAMs (or chaff DENMs). The purpose is to decrease the probability of linking two pseudonyms of a vehicle prior to and after pseudonym change. In case of sparse traffic (low vehicle density), RSUs could also emulate a chaff vehicle by periodically broadcasting chaff CAMs (signed under the private key of a chaff pseudonym). Our system can be configured so that for each vehicle, multiple seemingly identical chaff vehicles could (potentially) appear as if they uniformly exit from different exit points of a mix-zone. As a result, it is hard for an eavesdropper to identify actual traces based on the CAMs attributes, e.g., velocity, acceleration, mix-zone geometry, and time spent in a mix-zone. Each vehicle could request multiple chaff pseudonyms and multiple PCAs operating in a domain is straightforward.

Fig. 2 shows three mix-zones: the colored disks indicate the approximate encrypted range of a mix-zone; the blue dotted circles denote the transmission range of RSUs. The coverage range of eavesdroppers denoted by red dotted circles; for mix-zones B and C, the external adversaries eavesdrop all entry and exit points of the RSUs while for mix-zone A, the eavesdropper eavesdrops all entry and exit points of the mix-zone. The RSU coverage range can be either larger or smaller than the local
eavesdropper; however, the operation of our scheme does not depend on these ranges. The RSU range needs to always exceed the mix-zone range, simply in order to allow vehicles to execute the CMIX participation protocol, notably obtaining the mix-zone symmetric key. Black vehicles are the real ones while the white ones represent non-existing vehicles, i.e., the decoy traffic. Once a vehicle enters a mix-zone, it requests to obtain the mix-zone symmetric key. An RSU leverages its knowledge about the road layout and vehicles to determine how many chaff vehicles are required. In the case of sparse traffic density, an RSU generates synthetic CAMs, resembling the traces towards an exit point of the mix-zone. The system can be configured to have RSUs provide and/or emulate one (see mix-zone C in Fig. 2) or multiple (see mix-zone B in Fig. 2) chaff vehicles. In our scheme, each vehicle only provides its length to the RSU; this information is used by an RSU to coordinate with another vehicle in the mix-zone towards disseminating decoy traffic, i.e., generating synthetic CAMs towards resembling a non-existing, but seemingly identical, vehicle, exiting from an opposite exit point of the mix-zone. Each PCA pre-generates a distinct set of chaff public and private keys (chaff pseudonyms) and delivers them to an RSU, responsible for a mix-zone construction. Each vehicle could send a request to the RSU to obtain one chaff pseudonym. The RSU randomly assigns chaff pseudonyms to a subset of vehicles, termed relaying vehicles. The VPKI system cannot correlate a vehicle and a chaff pseudonym since the RSU randomly assigns a chaff pseudonym to a requesting vehicle. Note that accountability for chaff CAMs is not paramount as such (chaff) credentials are not valid and they cannot be used for any application. In case of deviation from system protocols, a misbehaving vehicle can still be identified (see Sec. IV-E).

B. Credentials Acquisition

A vehicle first requests an anonymous ticket [20], [21] from its LTCA, using it to interact with the desired PCA to obtain pseudonyms. Upon reception of a valid ticket, it generates Elliptic Curve Digital Signature Algorithm (ECDSA) public/private key pairs [11], [2] and sends the request to the PCA [20], [21]. Having received a request, the PCA verifies the ticket signed by the LTCA (assuming trust is established
between the two). Then, the PCA initiates a proof-of-possession protocol to verify the ownership of the corresponding private keys by the vehicle. Finally, the PCA issues the pseudonyms and delivers the response. In order to achieve full unlinkability, each pseudonym should be obtained with a single ticket. For detailed security protocols and comprehensive performance evaluation, we refer interested readers to [8], [20], [105], [75].

### C. Cryptographic Mix-zone Participation

Fig. 3 shows the mix-zone advertisement and chaff pseudonym acquisition protocols. An RSU periodically broadcasts the center of a mix-zone, $\text{Pos}_{\text{cmix}}$, its radius $R_{\text{cmix}}$, and timestamps, signed with the RSU private key: the RSU attaches it LTC as well (step 2, i.e., step 1 in Fig. 3). To join a mix-zone, the approaching vehicle first verifies the RSU LTC and then the mix-zone information, by validating the signature on the message (step 3.1). Each vehicle needs to obtain the mix-zone symmetric session key ($SK_{\text{cmix}}$), one chaff pseudonym ($CP$), and the current CF. It prepares a request and includes the vehicle length ($L_v$) and current timestamp ($t$); it signs the request with the private key corresponding to its currently valid pseudonym, and sends it to the RSU; it attaches its pseudonyms to facilitate message validation (step 3.3). Upon receipt of the request (step 3.4), the RSU verifies the signature (step 3.5) and delivers the response, first signed by the RSU and then encrypted by the vehicle’s pseudonymous public key (step 3.6). The response includes the mix-zone symmetric key ($SK_{\text{cmix}}$), a chaff pseudonym ($CP$), current CFs signed by the PCAs (\((CF_i)^{\sigma_{L_kpcam}}\)), and the timestamp. The RSU also provides the length of another vehicle ($L_v$), which needs to be emulated, i.e., disseminating chaff CAMs for it. Finally, the vehicle decrypts the response using its private key corresponding to the currently valid pseudonym (step 3.7) and it verifies the signature of the message using the public key of the RSU (step 3.8).

#### Cuckoo Filter (CF) Acquisition

The PCAs operating in a domain construct the CFs by inserting ‘enough’ chaff pseudonyms. The total number of required chaff pseudonyms depends on various factors, e.g., traffic conditions and desired level of privacy protection, further evaluated in Sec. VII. Each PCA pushes a (signed) distinct CF to each RSU operating a mix-zone. RSUs provides CFs upon request (see step 6 in Fig. 3). In case of being outside of an RSU communication range, each vehicle broadcasts a signed query to its neighbors to fetch the latest CFs, e.g., similarly to [106]. Upon receiving an authentic query for the missing CFs, each vehicle searches its local repository and randomly chooses one of the requested CFs and broadcasts it. The signed CF is encrypted with the (pseudonymous) public key of the requesting vehicle. Upon reception, it decrypts the content using the private key of the currently valid pseudonym, it validates the signature of the CF (signed by the PCA), and stores them locally (evaluated in Sec. VII).

Each vehicle could also directly request the PCA to obtain the CFs corresponding to the nearby mix-zones. Thus, it can filter out all chaff pseudonyms it might encounter throughout its trajectory. Upon identification of the physical location, e.g., [79], [97], [98], of the requesting vehicle, the PCA provides the CFs corresponding to the nearby mix-zones. The vehicle-PCA communication is over mutually authenticated Transport Layer Security (TLS) [107] tunnels (or Datagram TLS (DTLS) [108]) leveraging the PCA’s LTC and the vehicle’s currently valid pseudonym. Still, a vehicle might receive chaff CAMs while it has not yet received the corresponding CF to discard them; however, it is equipped with other sensing systems, e.g., Radar and Lidar, to detect such chaff vehicles. In this case, it conducts an online pseudonym validation, e.g., Online Certificate Status Protocol (OCSP) [8], [109], to check the validity status of the pseudonym. Evaluating the impact of introducing decoy traffic on the operation of safety applications in various traffic conditions remains as one of our future work.

#### Cuckoo Filter (CF) Acquisition

TABLE I

| Notation used in the protocols. |
|---------------------------------|
| $C_{\text{cert},un}$ | Long-term certificate of an RSU |
| $CP$ | Chaff Pseudonym |
| $CF$ | Cuckoo Filter corresponding to $\text{PCA}^i$ |
| $E_k(msg)$, $D_k(msg)$ | Encryption and decryption of $msg$ using key $k$ |
| $(K_{\text{iv}}, K_{\text{iv}})$ | Pseudonymous public/private key pairs |
| $L_v$ | Length of vehicle $i$ |
| $(LK, L_c)$ | Long-term public/private key pairs |
| $(msg)_{L_c}$ | A signed message with the vehicle’s private key |
| $(P_{\text{mix}})^{ \text{req} }$, $P_{\text{mix}}$ | A pseudonym signed by the PCA |
| $P_{\text{cmix}}, R_{\text{cmix}}$ | The center and radius of a mix-zone |
| $\text{Req}_{\text{sk/pc/cf}}$ | Requesting SK, CP, CF |
| $\text{Sign}(LK, msg)$ | Signing a message with the private key $(Lk)$ |
| $SK_{\text{cmix}}$ | Symmetric Session Key inside mix-zone $i$ |
| $t$ | Current timestamp |
| $\text{Verify}(LK, msg)$ | Verifying a message with the public key |

![Fig. 3. Mix-zones advertisement & chaff pseudonym acquisition protocols.](image-url)
We do not present the detailed protocol description and we collude with other system entities. Communication cannot distinguish among vehicles sets towards in a mix-zone, an external adversary, observing the encrypted communication cannot deduce the user information if vehicles collude with other system entities. The resolution. Moreover, we do not consider the disclosure of privacy implications when honest-but-curious system entities authorizes the operation of other entities [73], e.g., the LTCA, and the latter is involved in the process of PCA, and the LTCA, and the latter is involved in the process of handling the V2X communication in a mix-zone is encrypted and hidden from an external observer. Upon a pseudonym change originated from other mix-zones; this diminishes the probability that it provides towards linking successive pseudonyms upon pseudonym change or a pseudonym to a chaff one. An RSU infers no information during pseudonym changes since all the communication in a mix-zone is encrypted. An LTCA infers no information during pseudonym changes since all the communication in a mix-zone is encrypted. An LTCA infers no information during pseudonym changes since all the communication in a mix-zone is encrypted. An LTCA infers no information during pseudonym changes since all the communication in a mix-zone is encrypted. An LTCA infers no information during pseudonym changes since all the communication in a mix-zone is encrypted. A PCA can filter out the chaff pseudonyms it issued, but it cannot link any two pseudonyms upon pseudonym change or a pseudonym to a chaff one. An RSU knows a distinct set of chaff pseudonyms and the length of requesting vehicle. It can link a chaff pseudonym to the pseudonym of a requesting vehicle. They can infer all chaff pseudonyms, issued by PCAs, operating in a domain. They can infer all chaff pseudonyms, the length of vehicles and their pseudonyms. They can infer all chaff pseudonyms issued by all the PCAs and they can link a pseudonym to a chaff pseudonym. However, they cannot link two successive pseudonyms as they are issued fully unlinked. Colluding LTCA, PCAs, and RSUs can link all successive pseudonyms to their corresponding real identities.

### Table II

**Information held by honest-but-curious system entities.**

| Honest-but-curious (colluding) Entities | Information Leaked | Security and Privacy Implications |
|----------------------------------------|--------------------|-----------------------------------|
| LTCA                                   | ———               | An LTCA infers no information during pseudonym changes since all the communication in a mix-zone is encrypted. |
| PCA<sup>i</sup>                        | CP<sub>PCA</sub>   | A PCA can filter out the chaff pseudonyms it issued, but it cannot link any two pseudonyms upon pseudonym change or a pseudonym to a chaff one. |
| RSU<sup>j</sup>                        | CP<sub>RSU</sub>   | An RSU knows a distinct set of chaff pseudonyms and the length of requesting vehicle. It can link a chaff pseudonym to the pseudonym of a requesting vehicle. |
| LTCA, PCA<sub>i</sub>                  | CP<sub>PCA</sub>   | They can infer all chaff pseudonyms, issued by PCAs, operating in a domain. |
| LTCA, RSU<sub>j</sub>                  | CP<sub>PCA</sub>, P<sub>i</sub>, L<sub>i</sub> | They can infer all chaff pseudonyms, the length of vehicles and their pseudonyms. |
| PCA<sub>i</sub>, RSU<sub>j</sub>       | CP<sub>PCA</sub>, P<sub>i</sub>, L<sub>i</sub> | They can infer all chaff pseudonyms issued by all the PCAs and they can link a pseudonym to a chaff pseudonym. However, they cannot link two successive pseudonyms as they are issued fully unlinked. |
| LTCA, PCA<sub>i</sub> RSU<sub>j</sub>  | CP<sub>PCA</sub>, P<sub>PCA</sub>, id<sub>H</sub>, L<sub>i</sub> | Colluding LTCA, PCAs, and RSUs can link all successive pseudonyms to their corresponding real identities. |

### Table III

**Notation used in security & privacy analysis.**

| Notation | Description |
|----------|-------------|
| LTCA<sup>l</sup> | LTCA<sup>l</sup> operating in a domain |
| PCA<sup>k</sup> | PCA<sup>k</sup> operating in a domain |
| PCA<sub>H</sub> | A set of PCAs operating in a domain |
| RSU<sup>j</sup> | RSU<sup>j</sup> operating in a domain |
| RSU<sub>H</sub> | A set of RSUs operating in a domain |
| id<sub>H</sub> | Actual identities of the vehicles in a domain |
| P<sup>h</sup> | A pseudonym issued by PCA<sup>l</sup> |
| P<sub>I</sub> | Pseudonyms issued by the PCAs in a domain |
| CP<sub>RSU</sub> | Chaff pseudonyms issued by PCA<sup>l</sup> for RSU<sup>j</sup> |
| CP<sub>PCA</sub> | Chaff pseudonyms issued by a set of PCAs in a domain |

V. Security and Privacy Analysis

We discuss how our scheme satisfies the security and privacy requirements, as well as operational requirements defined in Sec. II-C. For a detailed analysis of the information held by the VPKI entities during pseudonym provisioning, we refer to [8], [27]. Here, we only consider the privacy-sensitive information that can be inferred by system entities during mix-zone operations and pseudonym changes. Table II represents the privacy implications when honest-but-curious system entities collude, based on the notation summarized in Table III. We do not include RCA and RA in our analysis; the former only authorizes the operation of other entities [73], e.g., the LTCA and the PCA, and the latter is involved in the process of resolution. Moreover, we do not consider the disclosure of information if vehicles collude with other system entities. The effect of colluding a set of vehicles, crossing a mix-zone operated by RSU<sup>j</sup>, would be equivalent to consider RSU<sup>j</sup> colludes with other system entities.

All the V2X communication in a mix-zone is encrypted and hidden from an external observer. Upon a pseudonym change in a mix-zone, an external adversary, observing the encrypted communication cannot distinguish among vehicles sets towards correlating their corresponding pseudonyms (R1). A single entity cannot fully de-anonymize a user, link two successive pseudonyms, or link a chaff pseudonym to a pseudonymous identifier of a given vehicle. An LTCA or a PCA can infer no information to harm user privacy during changing pseudonyms since all communication inside a mix-zone is encrypted. An external adversary observing the communication could distinguish among pseudonym and chaff pseudonym sets based on the timing information [8]. To eliminate any distinction, the PCA issues pseudonyms and chaff pseudonyms with fully overlapping lifetimes, thus, timing information cannot harm user privacy. Moreover, the VPKI system issues fully unlinkable pseudonyms for all vehicles, thus, even if two pseudonyms are obtained by the same requester, they cannot be linked since each is requested using a distinct ticket [8], [20], [21]. LTCA cannot differentiate between a chaff pseudonym and a real one. A PCA can only differentiate chaff pseudonyms that it issued; in other words, it cannot distinguish a chaff pseudonym, issued by another PCA, from a real one. Moreover, a PCA cannot infer any information towards correlating a chaff pseudonym and an actual pseudonym: the RSU randomly assigns one chaff pseudonym to a relaying vehicle.

An honest-but-curious RSU learns the length of a requesting vehicle during mix-zone symmetric key acquisition process. However, this does not reveal additional information since the length is already included in the CAMs, frequently disseminated by the vehicle; thus, unlike the chaff-based CMIX [42] that requires vehicles provide their intended trajectory path to the RSUs, our scheme does not provide additional information (in comparison with the CMIX scheme [37]) to the RSUs. An RSU operating a mix-zone cannot filter out chaff pseudonyms originated from other mix-zones; this diminishes the probability of linking two successive pseudonyms belonging to the same vehicle; however, an RSU can filter out chaff pseudonyms that it provides towards linking successive pseudonyms upon pseudonym changes in the mix-zone. We quantitatively evaluated the successful linkability in the presence of honest-but-curious RSUs in Sec. VI-F. Collusion by PCA<sub>A</sub> and PCA<sub>B</sub> results in filtering out chaff pseudonyms they issued; but, they cannot observe the encrypted communication. Collusion
by $RSU_H$ and $PCA_H$ enable them to decrypt the encrypted communication and filter out all chaff pseudonyms. A collusion of the LTCA, $PCA_H$, and $RSU_H$ enable them to link all pseudonyms issued in a given domain with their real identities. As a result, they can link any pseudonym to its prior or successive pseudonyms.

Issuing chaff pseudonyms, constructing and disseminating the CFs, and validating chaff pseudonym requests are all efficient processes (see Sec. VI-E). Each RSU, responsible for constructing a mix-zone, disseminates required information to the vehicles approaching the mix-zone, e.g., symmetric session key, mix-zone geometries, and CFs. This information is (signed by the RSU and) encrypted using the public key of a vehicle, approaching the mix-zone. All vehicle-RSU interactions are mutually authenticated using the currently valid vehicle’s pseudonym and we leverage RSUs and car-to-car epidemic distribution to disseminate the CFs (R2). Non-cooperative vehicles could ignore changing their pseudonyms in order to degrade the anonymity set size of the mix-zone. However, as it is shown in Sec. VI-E, such behavior does not degrade the user privacy protection. Vehicles could also repeatedly request to obtain multiple chaff pseudonyms from the RSUs, monopolizing a substantial portion of the chaff pseudonyms (constructed by the PCA and pushed to the RSUs); however, each vehicle is equipped with an HSM which guarantees all outgoing signatures are signed under the private key of a single valid pseudonym at any time. In case of deviating from the system security policy, suspicious activities or (high-rate) spurious requests are sent to the RA to initiate a process to (possibly) resolve a pseudonym, thus identifying the long-term identity of a misbehaving vehicle, i.e., the pseudonym owner, and thus, their credentials will be revoked (R3).

The efficiency of the system stems from efficient CF construction of chaff pseudonyms (minimal overhead on the PCA side) and very fast validation (membership check) of chaff pseudonyms from a CF (minimal overhead on the vehicle side) (R4). Our scheme does not introduce extra computation overhead on the RSU side (in comparison with the CMIX scheme [37]) during mix-zone advertisement and symmetric key distribution. We allocate a small fraction of bandwidth for CFs distribution, which is sufficient to timely distribute CFs to all legitimate vehicles approaching a mix-zone (see Sec. VI). Our scheme introduces communication overhead to disseminate decoy traffic to enhance user privacy. In order to balance communication overhead and user privacy protection, our scheme also provides fine-grained adaptive mechanism to adjust the amount of decoy traffic in various situations, i.e., less decoy traffic during the rush-hours or more decoy traffic in sparse traffic conditions. Given a data rate of several Mbit/sec for modern IEEE 802.11p interfaces [110], dissemination of decoy traffic does not pose a significant communication overhead. Sec. VI-E provides a detailed quantitative analysis of our scheme on computation and communication overhead: disseminating decoy traffic for all vehicles introduces resealable computation and communication overhead.

Each CF is signed by the corresponding PCA which generated the chaff pseudonyms. Upon receiving a request from a vehicle, an RSU encrypts the CF (along with symmetric key and a chaff pseudonym) with the public key of the pseudonymous certificate of requesting vehicle. Thus, an eavesdropper cannot identify the chaff pseudonyms to filter out the decoy traffic. Moreover, an adversary cannot infer the number of active chaff pseudonyms from the size of a CF: each PCA overfills the CF with extra chaff pseudonyms; thus the size of a CF remains constant. This results in hiding the number of active chaff pseudonyms from an eavesdropper as well as diminishing the need to frequently update the CF and re-broadcast the updated fingerprint. There is a trade-off: the higher the number of chaff pseudonyms is, the larger the CF size becomes, thus the less frequent CF updates and broadcast are. Obtaining a large CF (e.g., valid for a day) could enable an adversary to filter out all chaff pseudonyms during that period. Thus, the more frequent CF updates, the lower the vulnerability window becomes.

Changing pseudonyms require changing addresses across a vehicle’s protocol stack (i.e., MAC and IP addresses) to prevent their old and new pseudonyms from being (trivially) linked based on these interfaces [81], [82], [111], [112], [113]. For the CMIX scheme [37], each vehicle changes its addresses when changing pseudonym, i.e., once every pseudonym lifetime ($T_v$); however, by leveraging our scheme, each vehicle should change its IP and MAC addresses twice every beacon interval ($\gamma_v$), e.g., 20 times per second if $\gamma_v$ is 0.1s. To facilitate a fast handover, a vehicle could have potentially multiple virtual IP and MAC addresses at the same time, e.g., [114]. Thus, the relaying vehicles (and the RSUs), responsible for disseminating decoy traffic, would broadcast their actual CAMs and the chaff ones under distinct addresses. This eliminates (i) the trivial linking between the old and the new pseudonyms by the eavesdroppers, (ii) the ability of an adversary to filter out chaff CAMs based on the same interface identifier, and (iii) the need to change IP and MAC addresses twice every beacon interval.

Although communications inside the mix-zones are cryptographically protected, the physical properties of wireless radio signals, e.g., Received Signal Strength Indication (RSSI), time of arrival, Doppler shift, etc., could be used by an adversary to localize and identify propagation path from a transmitter, e.g., [91]. Tracking an object using such properties, e.g., [96], raises privacy concerns as such interfaces are uniquely associated with a single vehicle. Beyond that, by leveraging our scheme to disseminate decoy traffic, an adversary could filter out chaff CAMs from the actual ones since both are originating from the same transmitter, e.g., based on the Doppler shift and RSSI [115], [116], or by identifying the source Network Interface Card (NIC) of an IEEE 802.11 frame [91]. Based on our adversarial model, an adversary cannot differentiate decoy traffic from the actual ones using the properties of physical layer device identification. Leveraging such techniques to identify vehicles based on the signal’s device-of-origin and track them accordingly requires a stronger adversary with more sophisticated resources to conduct such attacks; this requires a detailed investigation and remains as our future work.

Any CMIX scheme requires the VPKI system issuing pseudonyms with overlapping intervals. This facilitates transition to a new pseudonym at any time, e.g., when encountering a mix-zone. All vehicles registered in the system are provided with HSMs, ensuring that private keys never leave the HSMs,
Algorithm 1 Syntactic and Semantic Linking Attacks

1: procedure LINKINGSUCCESSIVEPSEUDONYMS
2: Fetch eavesdropped beacon and road layout information
3: Classify eavesdropped beacons based on vehicle length
4: Create a list with the first & last seen beacons for each identifier
5: if
6: $\text{B}_i$ is the first seen message for beacon $B^i$
7: $\text{B}^i_f$ is the last seen message for beacon $B^i$
8: for Each $B^i_j$ in BEACON_SET do
9: if $B^i_j$ and $B^i_{j+1}$ are not correlated
10: if $\text{diff} \leq \text{MinTravTime} \& \& \text{diff} \leq \text{MaxTravTime}$ then
11: if pseudo-id for $B^i_j$ and $B^i_{j+1}$ not seen together then
12: if exists a road path from $B^i_j$ to $B^i_{j+1}$ then
13: $B^i_j$ and $B^i_{j+1}$ are correlated
14: end if
15: end if
16: end if
17: end for
18: end procedure

VI. QUANTITATIVE ANALYSIS

In order to evaluate the performance of our scheme, we need a tracking algorithm to conduct semantic and syntactic linking attacks. We do not constrain the choice and design of the tracking algorithm and we do not perform its performance. There are other tracking algorithms in the literature, e.g., [11], [14], [18]. For example, the tracking algorithm in [42] was based on an exposure metric leveraging a vehicle’s route length utilizing a pseudonym and the number of mix-zones traversed during a trip. However, in our work, we utilize a more sophisticated tracking algorithm by leveraging information in the CAMs in order to link two successive pseudonyms, thus tracking a vehicle. Due to the lack of a solid basis to compare the strength of the algorithms, we invented our own tracking algorithm, which is orthogonal to the defense mechanism.

A. Tracking Algorithm

We introduce a tracking algorithm towards conducting syntactic and semantic linking attacks. An adversary might observe an isolated pseudonym change, and associate the old and new pseudonymous identifiers through syntactic linking. Alternatively, an adversary could leverage physical constraints of the road layout, and CAMs or DENMs payload, e.g., location, velocity, and time, to predict a vehicle’s trajectory towards linking messages semantically. The goal of an adversary is to link two successive pseudonyms upon pseudonym change within a mix-zone. Algorithm 1 shows our tracking algorithm: it first fetches eavesdropped beacon information and the road layout information (step 1.2), i.e., step 2 in Algorithm 1. It then classifies beacons based on the length of the vehicles (step 1.3). Next, it selects the first and the last observed beacons corresponding to each pseudonymous identifier (step 1.4). It then removes the beacons that enter and exit the mix-zone with the same pseudonymous identifiers, i.e., filtering out trivially linked pseudonyms (step 1.5). The minimum and maximum time to traverse a mix-zone is calculated based on the mix-zone geometry and vehicle speed limits (steps 1.6 – 1.7). The algorithm aims at linking the last observed beacon, in fact, the one seen before entering the mix-zone, to one of the messages exiting the mix-zone. Two pseudonyms are deemed correlated (i.e., belonging to the same vehicle) if (i) the time difference between the two observed beacons is within the minimum and maximum time to traverse the mix-zone, (ii) the two pseudonyms have not been seen together (i.e., syntactic linking [13]), (iii) there exists a road path from the last seen beacon to the first seen beacon (direction is from an exit point to the entrance of the mix-zone, we placed an eavesdropper with receiving antennas at all exits of the mix-zone (steps 1.8 – 1.25).

B. Experimental Setup

We use OMNET++, the PREXT project [19], [118], and the Veins framework [119] to simulate a large-scale scenario using SUMO [120] with a realistic mobility trace, the LuST dataset [39], V2X communication is over IEEE 802.11p [110]. For CF dissemination, we assume there is one PCA, even though the extension of our implementation with multiple PCAs is straightforward. RSUs broadcast a CF data structure, constructed and signed by a PCA. For CF operations (insertion and membership test), we used PYBLOOM [121]. To effectively place the RSUs and mix-zones, we sorted the intersections with the highest numbers of vehicles passing by. We then placed 100 RSUs and selected 25 to be mix-zones based on these highly-visited intersections with non-overlapping radio ranges. This aims at maximizing the chance for the vehicles to cross at least one mix-zone during their trajectory. We configured the transmission range of RSUs and mix-zones to be 600 and 100 meters, respectively. Near each mix-zone, we placed an eavesdropper with receiving antennas (250 meters range) capturing all broadcasted beacons. But, it cannot observe the communication within a cryptographically protected mix-zone. Vehicles are provided with pseudonyms

| TABLE IV | SIMULATION PARAMETERS FOR THE EXPERIMENTS. |
|-----------------------------|---------------------------------|
| Parameters | Value | Parameters | Value |
| Beacon TX interval | 0.2s, 0.5s, 1s | Snapshot interval | 1s |
| Carrier frequency | 5.89 GHz | Number of RSUs | 100 |
| TX power | 20mW | RSUs transmission range | 600 meters |
| Physical layer bit-rate | 18Mbps | Number of Mix-zones | 25 |
| Sensitivity | -96dBm | Mix-zone transmission range | 100 meters |
| Throttle timer | 110s | Mix-Advertisement interval | (0s, 1s) |
| Area size | 15Km $\times$ 15Km | Number of eavesdroppers | 25 |
| Average trip duration | 692.8s | Eavesdropping range | 250 meters |
| Number of trips | 287,099 | Non-cooperative vehicles | 0%-50% |
| Number of vehicles | 136,259 | CF distribution bandwidth (bit) | 50 KBytes |
| Duration of simulation | 24 hours | CF TX interval | 1s |
| Rush-hour periods | 7-10, 12-14, 17-20 | Fraction of honest-but-curious RSUs | 0%-100% |

Thus mitigating Sybil attacks [17]. Note that chaff pseudonyms and their corresponding private keys are not required to be inside the HSMs; they can be stored in the OBUs. Thus, even if a vehicle is provided with multiple chaff pseudonyms, it cannot perform Sybil-based misbehavior since such chaff pseudonyms will be ignored by other vehicles and they cannot be used for any specific application.

We use OMNET++, the PREXT project [19], [118], and the Veins framework [119] to simulate a large-scale scenario using SUMO [120] with a realistic mobility trace, the LuST dataset [39], V2X communication is over IEEE 802.11p [110]. For CF dissemination, we assume there is one PCA, even though the extension of our implementation with multiple PCAs is straightforward. RSUs broadcast a CF data structure, constructed and signed by a PCA. For CF operations (insertion and membership test), we used PYBLOOM [121]. To effectively place the RSUs and mix-zones, we sorted the intersections with the highest numbers of vehicles passing by. We then placed 100 RSUs and selected 25 to be mix-zones based on these highly-visited intersections with non-overlapping radio ranges. This aims at maximizing the chance for the vehicles to cross at least one mix-zone during their trajectory. We configured the transmission range of RSUs and mix-zones to be 600 and 100 meters, respectively. Near each mix-zone, we placed an eavesdropper with receiving antennas (250 meters range) capturing all broadcasted beacons. But, it cannot observe the communication within a cryptographically protected mix-zone. Vehicles are provided with pseudonyms.
With overlapping intervals, compatible with the proposals of standardization bodies, i.e., IEEE 1609.2 WG \[\text{1}\] and ETSI \[\text{2}\]. They enter a cryptographically protected mix-zone and change their pseudonyms inside it. RSUs randomly assign a percentage of vehicles to be relaying ones to broadcast decoy traffic. Table \[\text{IV}\] shows the simulation parameters.

C. Metrics

To evaluate the performance of our scheme, we measure end-to-end delay to obtain CFs of chaff pseudonyms, i.e., from the time a vehicle approaches a mix-zone until it successfully downloads them. The maximum allocated bandwidth for CFs distribution, i.e., system parameter \(B\), is chosen to be much smaller than \(C\), the bandwidth the data link support. We choose a small amount of bandwidth (50 KB/s) in order not to interfere with safety-critical operations. We also evaluate additional computation and communication overhead, imposed by our scheme, on the overall VC system components.

For privacy evaluation\[\text{1}\], we consider average successful linkability, the ratio of correctly linking two successive pseudonyms, \(A\) and \(B\), belonging to the same vehicle (by leveraging Algorithm \[\text{1}\]). We also consider average tracking duration, i.e., average traversal distance by any single vehicle that the adversary (eavesdropper deployed across multiple locations) can cumulatively track. This implies the cumulative successive correct linking of pseudonyms (and thus CAMs) across multiple CMIXs (including the trajectories from one CMIX to the next one).

Fig. 4 exemplifies a snapshot of pseudonym transitions from an adversary’s viewpoint before and after a mix-zone. There are 5 pseudonym transitions happened in the mix-zone. The eavesdropper leverages algorithm \[\text{1}\] towards linking successive pseudonyms. Each arrow shows potential linkability between two pseudonyms based on algorithm \[\text{1}\]. The linkability success rate is calculated as the probability of linking two pseudonyms belonging to the same vehicle. With respect to the ground truth, the probability of success rate for linking pseudonym \(A\), \(Pr_A\), is 1, \(Pr_B\) is \(\frac{1}{2}\), \(Pr_C\) and \(Pr_E\) are zero, and \(Pr_D\) is \(\frac{1}{3}\).

Thus, the success rate for this example is \(\frac{1 + \frac{1}{2} + \frac{1}{3}}{5} = 0.36\).

\[\text{D. Summary of Results}\]

Our scheme incurs low communication and computation overhead: the size of a CF with 1K chaff pseudonyms \((\rho = 10^{-25})\) is 14.63 KB, which is sufficient to disseminate decoy traffic\[\text{7}\] for 50% of vehicles by all the mix-zones for an hour. Moreover, such information can be timely disseminated across a region: \(F_x(t = 6\ ms) = 0.99\) (Fig. \[\text{3}\] and Fig. \[\text{6}\]a). Further, the additional computation overhead for a vehicle to validate a chaff pseudonym by performing a CF membership test with 1K chaff pseudonyms \((\rho = 10^{-25})\) is 3.68e-4 ms, which is highly efficient and scalable even with modest Nexcom OBU\[\text{6}\] (Fig. \[\text{6}\]b) and Table \[\text{V}\].

We compare our scheme with the CMIX \[\text{37}\], namely the baseline scheme, and the chaff-based CMIX \[\text{42}\]. Enhancing user privacy, i.e., preventing linking two successive pseudonyms by disseminating decoy traffic (for all vehicles) incurs low communication and commutation overhead: in comparison with the baseline scheme \[\text{37}\], the average communication overhead by RSUs increases from 0.26 KB/sec to 0.88 KB/sec, the average computation overhead for an RSU increases from 0.6 ms to 0.64 ms, and the average computation overhead on the vehicle side increases from 2.05 ms to 14 ms (Fig. \[\text{8}\]). However, even with the modest computing resources, this extra computation overhead is reasonably low (Fig. \[\text{8}\]).

Our scheme outperforms prior works \[\text{47}, \text{42}\]: for the baseline scheme \[\text{37}\], an eavesdropper could successfully link \(\approx 68\%\) of pseudonyms after vehicles change their pseudonyms in a mix-zone. For chaff-based CMIX \[\text{42}\] with 50% decoy traffic, the average probability of linking pseudonyms is \(\approx 50\%\). In contrast, by leveraging our scheme with decoy traffic for 50% of the vehicles, the average probability of linking pseudonyms is \(\approx 19\%\) (Fig. \[\text{7}\] Fig. \[\text{9}\] Fig. \[\text{10}\] Fig. \[\text{11}\] Fig. \[\text{12}\] and Fig. \[\text{13}\]). Even in the presence of non-cooperative vehicles, not changing their pseudonyms while crossing the mix-zones, the average successful tracking is reasonably low (Fig. \[\text{14}\]).

\[\text{E. Performance Evaluation}\]

Representing chaff pseudonyms in a space-efficient CF trades off communication overhead for a false positive rate \((p)\) \[\text{101}\]. Fig. \[\text{5}\]a shows that the CF size linearly increases as the false positive rate decreases. For example, for 1000 chaff pseudonyms with \(p = 10^{-30}\) (with the optimal number of hash functions), the CF size is 17.55 KB. This eliminates

\[\text{\%}\]
the need to validate chaff CAMs, thus enabling the correct functionality of safety applications. Note that there could be multiple CFs from different PCAs and the chaff pseudonyms are pro-actively integrated into CFs while they are updated over time, i.e., removing the expired ones and adding new ones. Given a data rate of several Mbit/sec for modern IEEE 802.11p interfaces [110], dissemination of CF updates do not pose a significant communication overhead. For example, the average number of chaff pseudonyms, per hour, for all the mix-zones to disseminate 25%, 50%, 75%, and 100% of decoy traffic is 688, 1140, 1567, and 1929, respectively.

The PCA can concatenate hash values for chaff pseudonyms. Fig. 6(b) compares our PC-based chaff pseudonyms fingerprint size with the five approved hash algorithms [124]: SHA-1, SHA-224, SHA-256, SHA-384 and SHA-512, each producing hash digest size of 160, 224, 256, 384 and 512 bits, respectively. For instance, by employing SHA-256 (32 bytes output size) as the pseudonym serial number, the size of a fingerprint for 5,000 chaff pseudonyms becomes 156 KB; whereas employing our scheme results in 73.13 KB. Table V shows the latency for successful downloads all ‘pieces’ of a CF. Vehicle beacon frequency is $\gamma_b = 0.5$s and RSUs beacon frequency is $\gamma_{rsu} = 1$s. The maximum allocated bandwidth to disseminate the CFs is $B = 50$ KB/sec. In general, the higher the number of chaff pseudonyms, the larger CF size, thus the higher the latency to download CFs. For example, with 1000 chaff pseudonyms in a CF ($\rho = 10^{-30}$), 99% of the vehicles approaching a mix-zone received CF in less than 5s: $F_p(t=5s) = 0.99$. Fig. 7(b) compares the computation delays for validating chaff pseudonyms in a CF with different number of inserted chaff pseudonyms. We performed our experiments on the Nexcom OBU boxes [6] (Dual-core 1.66 GHz, 1GB memory). For example, the average latency to perform a 1000 membership check for a CF with 1000 chaff pseudonyms ($\rho = 10^{-25}$) is $\approx 0.368$ ms, i.e., the average latency to validate one chaff pseudonym is $3.68e-4$ ms. Table V shows the latency for validating chaff pseudonyms with different false positive rates. For example, the latency to validate 10K chaff pseudonyms with 10K items in a CF with $\rho = 10^{-25}$ is $\approx 3.611$ ms, i.e., $3.611e-4$ ms to validate one chaff pseudonym. This is the extra overhead to filter out a chaff pseudonym, if seen, and discard all incoming CAMs, signed under the private key of such a pseudonym. This shows that our scheme incurs minimal overhead on the vehicle side to filter out chaff pseudonyms from the real ones. We do not include latency for the PCA to insert chaff pseudonyms into a CF. Conducting such efficient operations on a PCA, with stronger computational resources, does not impose significant overhead. We refer to [77] on the evaluation of latency to insert items into a CF.

### F. Performance Comparison

Fig. 4(a) shows the CDF of anonymity set size for the baseline and our scheme: dissemination of decoy traffic would increase the anonymity set size of the vehicles inside the mix-zones. This would diminish the power of an adversary to successfully track vehicles upon exiting the mix-zones. This obviously trades off communication overhead for a higher privacy protection level (see Fig. 8(b)). Fig. 7(b) shows the total number of pseudonyms and chaff pseudonyms for the baseline (% of decoy traffic) and our scheme: the higher the percentage of decoy traffic is, the higher the number of chaff pseudonyms needed. For example, with 50% of vehicles chosen to be relaying nodes, $\approx 78K$ chaff pseudonyms needed for 24
hours (for all 25 mix-zones). This is helpful to disseminate the
decoy traffic via RSUs and the relaying vehicles. From our
experimental results, the average number of chaff pseudonyms,
per hour, required to disseminate 50% decoy traffic for each
mix-zone is 52. Thus, a PCA (assuming there is only one)
needs to construct a distinct CF with 52 chaff pseudonyms
for each mix-zone.

Fig. 8(a) compares the computation and communication
overhead for the CMIX [37], chaff-based CMIX [42], and
our scheme. For our experiments, we assumed that RSUs are
configured with n1-standard-1 on the Google Cloud Platform
(GCP) [26]. With this setup, the signature generation latency
for ECDSA 256 key size is ≈0.3 ms and verification latency
is ≈0.4 ms. Vehicles are provided with Nexcom boxes [6]:
the signature generation latency is ≈3 ms and the verification
latency is ≈3.5 ms. In our experiments, the size of a pseudonym
(and a chaff pseudonym) is 140 bytes and the size of a
CAM is 350 bytes [1, 15, 17, 127]. For the CMIX
scheme [37], the computation and communication overhead is
minimal: the average communication overhead for an RSU is
0.26 KB/sec and the average computation overhead is 0.6
ms. The communication overhead on the vehicles is zero
while the average communication overhead is 2.05 ms. For the
chaff-based CMIX [42], vehicles could request to obtain pre-
generated CAMs from an RSU, operating a mix-zone, for the
remaining trip duration. Our scheme outperforms the chaff-
based CMIX [42]: by disseminating 100% decoy traffic for
our scheme, the average communication overhead for an RSU
is 0.88 KB/sec while for the chaff-based CMIX, the overhead
is ≈72 KB/sec. The average computation overhead for an RSU
with our scheme is 0.64 ms while this is 45 ms for the chaff-
based CMIX scheme. Leveraging our scheme incurs higher
computation overhead on the vehicle side in comparison with
the chaff-based CMIX scheme [42] due to generation of chaff
CAMs: the computation overhead for our scheme is 14 ms
while this is 7 ms for the chaff-based CMIX scheme. However,
even with the modest Nexcom box [6] computing resources,
this extra computation overhead remains reasonably low.

Fig. 8(b) shows the total communication overhead for the
CMIX scheme [37], chaff-based CMIX scheme [42], and
our scheme. Mix-zones advertisement beaconing frequency is
γ_mz = 0.5 and vehicles broadcast CAMs at the frequency of
γ_v = 0.2. The size of a CF with 1K chaff pseudonyms
(ρ = 10^{-25}) is 14.63 KB. The communication overhead is
averaged every 300 seconds. As the figure shows, the total
communication overhead for the CMIX scheme [37] is minimal,
I.e., 6.146 KB/sec. However, the communication overhead
for the chaff-based CMIX [42] scheme reaches ≈8 MB/sec
when broadcasting chaff CAMs for all the vehicles. This is
mainly due to the pre-generation of chaff CAMs by the RSUs.
More precisely, RSUs pre-generate chaff CAMs and delivers
the relaying vehicles. Thus, it has significant communication
overhead during chaff CAMs acquisition process. In contrast,
our scheme imposes reasonable communication overhead to
the system even with the dissemination of decoy traffic for
all the vehicles: the total communication overhead during the
rush-hours reaches ≈1-1.5 MB/sec. This is due to the fact
the each relaying vehicle would only receive a chaff pseudonym
(along with the private key) from an RSU; thus, it has minimal
communication overhead during chaff pseudonym acquisition.

Based on the ground truth (included in the simulation results)
and leveraging our novel tracking algorithm, we compute the
average successful linkability metric towards linking
pseudonyms before and after a cryptographically protected
mix-zone. Fig. 9 shows the average pseudonym linkability
by the eavesdroppers for a full-day realistic mobility pattern
in the city of Luxembourg [39]. As we can see, the tracking
algorithm could link pseudonyms for the CMIX scheme with
high probability success rate during the non-rush hours period
(until system time 6). The probability of linking two successive
pseudonyms decreases when the traffic density increases; but
still, it can successfully link the pseudonyms with ≈63% success
rate at system time 7. By introducing decoy traffic for a
fraction of vehicles, one can reduce the linkability: with 50%
of vehicles to be the relaying vehicles, broadcasting decoy
traffic, the probability of linking drops from ≈63% to ≈17%
at system time 7. More so, one can eliminate (syntactic and
semantic) pseudonym linking attacks by disseminating decoy
traffic for all vehicles.

If the number of vehicles in a mix-zone is less than a
predefined (system parameter) threshold, the RSU generates
decoy traffic for all those vehicles. This stems from the results
of tracking algorithm: if there are few vehicles inside a mix-
zone, an adversary could easily track all those vehicles. In our
simulation, we defined this threshold to be two, i.e., if there
are one or two vehicles in a mix-zone, the RSU disseminates
decoy traffic for all vehicles. This is also visible in Fig. 9
during very sparse traffic conditions (at system time 1), the average
successful tracking is ≈7%-9%. Intuitively, the rate of decay
traffic should be inversely proportional to the traffic density, i.e., the higher the number of vehicles inside a mix-zone, the lower the probability of linking becomes, thus the less the number of chaff vehicles needed. Still, one needs to disseminate decoy traffic during the rush-hour periods: the probability of linking two successive pseudonyms during rush-hours, e.g., 7:00-10:00, is \( \approx 62\% \). This trades off pseudonyms unlinkability for (communication and computation overhead) cost, which is important for balancing the effects of chaff messages on communication overhead in dense traffic scenarios.

Fig. 10 compares the average successful linkability for the CMIX scheme [37], chaff-based CMIX scheme [42], and our scheme. The average successful linkability for the CMIX scheme [37] during non-rush hours (Fig. 10(a)) is \( \approx 73\% \); during rush-hours (Fig. 10(b)), it is \( \approx 62\% \). With the chaff-based CMIX scheme [42], an adversary could filter out chaff CAMs from the real ones since the chaff CAMs are pre-generated by the RSUs (without considering the vehicles mobility pattern): if the distance of two CAMs, signed under two distinct pseudonyms, is less than the length of a vehicle, a chaff vehicle would stand out. The higher the percentage of decoy traffic, the higher the probability of filtering out chaff CAMs, thus the higher the average successful linkability. In contrast, with our schemes, vehicles disseminate chaff CAMs according to the traffic conditions. For the chaff-based CMIX scheme [42] with 50% decoy traffic, the average successful linkability, during the rush hours (Fig. 10(b)), is \( \approx 46\% \) while with the same set up for our scheme, the average successful linkability, during the rush hours, is \( \approx 19\% \).

Fig. 11(a) considers the average successful linkability metric and compares the number of successfully linked pseudonyms sets for the baseline and our scheme. We refer to a successfully linked pseudonyms set as the number of pseudonyms, linked by the eavesdroppers, corresponding to the same vehicle. The figure shows the number of linked two-pseudonyms sets, three-pseudonyms sets, and four(-)+-pseudonyms sets. For the baseline scheme, the total number of linked pseudonyms sets is 21367, i.e., 21367 sets of pseudonyms, each corresponding to the same vehicle, were successfully linked by the eavesdroppers. The total number of vehicles with two-pseudonyms sets linked is 18343, and the total number of vehicles with three-pseudonyms sets is 2608. Our scheme reduces the number of linked pseudonyms sets: the higher the percentage of decoy traffic is, the lower the number of linked pseudonyms sets becomes. With 75% of decoy traffic, the total number of linked pseudonyms sets is 4168, the total number of vehicles, linked with two-pseudonyms sets is 4057, and the total number of vehicles, linked with three-pseudonyms sets is 109. In Fig. (11b), we consider the tracking duration metric, i.e., the total distance that was successfully tracked by the eavesdroppers. The average tracked distance diminishes by increasing the percentage of decoy traffic. These numbers were calculated based on the total number of linked pseudonyms sets and the distances observed by the eavesdroppers. More precisely, if eavesdroppers could link multiple-pseudonyms set corresponding to the same vehicle, then they could accumulate the total distance observed for all the CAMs, signed under the linked pseudonyms sets. For example, the average tracked distance for the baseline scheme [37] is 2093 meters; with 50% of vehicles disseminating decoy traffic, the average tracked distance becomes 1960 meters.

Fig. 12(a) shows the histogram of the number of pseudonym changes per trip. Vehicles only change their pseudonyms when they cross a mix-zone during their trip duration: 36% of the vehicles changed their pseudonyms only once, 38% changed twice, and 20% of them changed three times. There are also few vehicles changing their pseudonyms more than five times. The more mix-zones vehicles encounter, the higher the frequency of changing pseudonyms becomes; this would result in the higher number of unlinkable segments for any journey, thus enhancing user privacy protection. Fig. 12(b) - Fig. 12(e) show the histogram of successfully linked pseudonyms sets by the eavesdroppers for the baseline and our scheme. With the baseline scheme (Fig. 12(b)), the eavesdroppers could link 86% of two-pseudonyms sets while there are successfully linked sets with three-, four-, and five-pseudonyms. By disseminating decoy traffic, the percentage of linking pseudonyms sets decreases: with 75% of decoy traffic (Fig. 12(c)), the eavesdroppers link 97% of two-pseudonyms sets while there are very few three- or four-pseudonyms set, linked by the eavesdroppers (and no five- or six-pseudonyms sets). The higher the percentage of decoy traffic, the lower the probability of linking pseudonyms by the eavesdroppers, thus the smaller the number of linked pseudonyms sets and the distances observed by the eavesdroppers. More precisely, if eavesdroppers could link multiple-pseudonyms set corresponding to the same vehicle, then they could accumulate the total distance observed for all the CAMs, signed under the linked pseudonyms sets. For example, the average tracked distance for the baseline scheme [37] is 2093 meters; with 50% of vehicles disseminating decoy traffic, the average tracked distance becomes 1960 meters.
traffic for vehicles exiting the mix-zones, the total number of vehicles, tracked by the eavesdroppers, drastically decreases: with 75% of decoy traffic (Fig. 13(d)), the eavesdroppers could only link 1044 vehicles for 1 KM, 1576 vehicles for 2 KMs, and 837 vehicles for 3 KMs. Note that by disseminating 100% decoy traffic, the probability of linking two successive pseudonyms by the eavesdroppers is very low, thus such tracking becomes ineffective (see Fig. 9 and Fig. 14).

Fig. 14 shows the average success rates in the presence of non-cooperative vehicles that do not change their pseudonyms, while crossing the mix-zones. The average successful tracking for the CMIX scheme is higher than the one during the rush-hour periods: due to lower number of vehicles in a mix-zone, the probability of linking increases; still, non-cooperative vehicles that do not change their pseudonyms, when crossing a mix-zone, do not highly affect the anonymity set size. Fig. 14(c) shows the average successful tracking for the entire intervals: eavesdroppers could successfully link 68% of successive pseudonyms before and after pseudonym changes in the mix-zones.

The average successful tracking for our scheme is not considerably affected in the presence of non-cooperative vehicles thanks to dissemination of decoy traffic. Note that selection of non-cooperative vehicles is independent of selection of relaying vehicles, i.e., in each scenario, different sets of vehicles are selected to be non-cooperative. Thus, a direct comparison of the scenarios with different percentage of non-cooperative vehicles is not straightforward. In order to mitigate the effect of non-cooperative vehicles, an RSU could monitor the behavior of

![Histogram of successful linkability](image-url)
车辆在进入和退出混合区域时，如果车辆数量在混合区域中没有显著变化，RSU可以增加欺骗流量的比例。进一步的研究是我们未来的重点工作。

图15显示了在不改变混合区域大小的情况下，混合区域中欺骗流量比例变化对成功链接率的影响。对于基准方案，RSU中50%为诚实但好奇的RSU，其中链接率大约为36%。然而，通过引入100%的欺骗流量，该链接率会下降到约27%。说明引入欺骗CAMs不会完全消除混合区域内车辆的链接率。

VII. Conclusion and Future Work

我们提出了一个保护用户隐私的方案，无需考虑混合区域的几何形状、移动模式、车辆密度、到达率等因素。该系统增强了用户隐私保护，即使在操作安全应用时，也无需考虑计算和通信开销。进一步的研究表明，部署混合区域的范围可以影响整体通信和计算系统，从而提高系统性能。
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