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Abstract

The labelling of speech corpora is a laborious and time-consuming process. The ProsoBeast Annotation Tool seeks to ease and accelerate this process by providing an interactive 2D representation of the prosodic landscape of the data, in which contours are distributed based on their similarity. This interactive map allows the user to inspect and label the utterances. The tool integrates several state-of-the-art methods for dimensionality reduction and feature embedding, including variational autoencoders. The user can use these to find a good representation for their data. In addition, as most of these methods are stochastic, each can be used to generate an unlimited number of different prosodic maps. The web app then allows the user to seamlessly switch between these alternative representations in the annotation process. Experiments with a sample prosodically rich dataset have shown that the tool manages to find good representations of varied data and is helpful both for annotation and label correction. The tool is released as free software for use by the community.
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1. Introduction

Speech corpora are an essential part of speech research. In the analysis of prosody, annotation of the recorded material is a necessary part of the process of corpus creation. The purpose of annotation is to assign labels from a predetermined set that best characterise a particular aspect of the utterance. In prosody research this could be the type of intonation contour present in the utterance, but could also involve other variables, such as the prosodic correlates of syntactic junctures, or the presence of emphasis in certain parts of an utterance. Tune, grouping and emphasis are three in principle orthogonal linguistic dimensions of prosodic organization, and there may be additional paralinguistic factors in addition [1]. The annotation process of data on these prosodic phenomena often necessitates manual assignment of the labels by at least one expert, one utterance at a time. This is a tedious, time-consuming and expensive process.

We introduce the ProsoBeast Annotation Tool—a web app that seeks to facilitate the annotation process, making it easier to annotate similar intonation contours by clustering them in a 2D representation. The representation is fully interactive and it allows the annotator to closely inspect and compare the contour shapes and listen to the utterances when making a decision on the label. Projecting high-dimensional data to a 2D space is a lossy process that is not guaranteed to provide a useful representation. To this end, the tool integrates different state-of-the-art methods for dimensionality reduction including: PCA, t-SNE, Variational Autoencoders, and Recurrent Variational Autoencoders. The tool is made available as free software [4].

The purpose of the tool is manyfold. It can speed up the process of assigning labels to prosodic contours if they are already ‘ordered’ by similarity w.r.t. relevant acoustic dimensions. It could help reduce certain types of errors, for example misclassifying a tune because one has just listened to a radically different intonation tune that differed along many dimensions. It is also useful in finding potential errors in an existing annotation, since tunes that are annotated with different labels than their immediate neighbours, may have been misclassified. Finally, the tool can be useful in assessing whether the acoustic features currently used capture the perceptually relevant information. If the automatically generated map of the intonation contours does not align with the annotations, this could reveal that relevant acoustic cues have not been measured, or that the acoustic dimensions are somehow not represented in a way that reflect the way our perceptual system interprets them. We expect therefore that using the tool will also help us detect shortcomings in our understanding of the intonational phenomena involved.

2. Dimensionality Reduction Methods

The selection of dimensionality reduction methods that are integrated within the Prosody Annotation Tool, allows the users to obtain different 2D projections of their data. Moreover, since most of these methods contain stochastic elements, the user can process the data multiple times with each to obtain different representations. Three of the proposed methods work with fixed length data, and one works with variable length input. All of the methods are accessible through the web app user interface.

PCA. Principal component analysis is a deterministic algorithm that calculates a projection of the data onto an orthogonal coordinate system that optimally describes its variance [2]. The axes of the new orthonormal basis are the principle components of the data. The first of these is the axes that maximizes the variance of the projected data, and each successive one is the orthogonal axis to all the previous axes that maximizes the variance in the projected data. Although PCA is not a dimensionality reduction technique per se, it is often used to this end by projecting the data only onto the first few components.

t-SNE. t-distributed stochastic neighbour embedding is a nonlinear dimensionality reduction method for visualisation that maps similar high-dimensional objects onto nearby points in a 2D projection space, whilst mapping dissimilar objects to distant points in this space with high probability [3,4]. The t-SNE is able to visually cluster data based on its local structure, and to disentangle complex data with several manifolds. The algorithm is stochastic, i.e. it will output a different projection of the data for the same choice of hyperparameters if different random seeds are used. We use this to our advantage

[1] https://github.com/prosodylab/prosobeast-annotation-tool
in the annotation tool, as users can rerun the algorithm to get new visualisations of the data.

VAE. Variational autoencoders are an extension of the classical autoencoders — deep neural networks built to learn a compressed representation of the input data, i.e., an encoding scheme [5][6], as well as for learning meaningful signal representations [7][8][9][10]. VAEs differ in that they learn a probabilistic projection of the data onto a representation space, also called a latent space, which is continuous and allows for sampling and interpolation [11]. The VAE architecture shown in Fig. 1 consists of an encoder network responsible for projecting the input onto the learned latent space, and a decoder network which does the opposite and transforms back the original input. In fact, in VAEs the encoder maps the input to a probability distribution of the latent representation conditioned on the input. The decoder on the other hand, is used to train the encoder to preserve the information in the input relevant to its shape. In VAEs the encoder and decoder are built using a multilayered feedforward deep neural network (DNN).

RVAE. The limitation of the VAE architecture is that it can only be used with fixed length data. Recurrent VAEs (RVAEs) extend the VAE concept to sequence-to-sequence models that are inherently designed to handle variable length data [12]. For the purposes of the annotation tool, we designed and implemented an RVAE that uses positional encodings to augment the encoder input and to drive the decoder, shown in Fig. 1. In this way, we circumvent the need of having the conclusion of the decoding process depend on a prediction of an end-of-sequence symbol. The encodings comprise the two position ramps shown in Fig. 2. This is a generalisation of the Variational Recurrent Contour Generator introduced in the Variational Prosody Model [13].

In the case of VAEs and RVAEs, more than 2 dimensions might be needed to capture the complexity of the data in the latent space representation. To facilitate the visualisation of higher-dimensional latent spaces, the projected data can additionally be processed with the t-SNE to bring it down to 2D.

3. User Interaction

The ProsoBeast Annotation Tool is built as a lightweight WSGI web application using the Python Flask framework. Users can run the application on their local machine by running a Flask server or host it on a web server.

Initiation screen. The init screen shown in Fig. 3 allows the user to upload their data using a CSV file. The CSV file should contain the filename, information about the utterance, the given label, the location in a 2D representation (optional), and the \( f_0 \) values. Contours for which labels are not provided are automatically assigned a ‘No label’. Another CSV file is needed that specifies the full set of labels that will be used for annotation. This file can optionally specify the colour codes to use for each label. If colour codes are not provided, the tool will automatically generate ones, using grey for the ‘No label’ class. Finally, the init screen allows users to optionally upload an audio folder containing the utterance files referenced in the data CSV. This will allow playback of the audio files in the interactive visualisation.

Data spread calculation screen. The methods for calculating the prosody space projections data can be accessed through the Data spread screen. The user is automatically redirected to the data spread screen if no location data is provided in the data CSV. This screen can also be accessed via the main screen to calculate new data spreads for the data during annotation.

If the prosody data is of fixed length, then the user can use the PCA, t-SNE, and VAE methods. There are two VAE projection settings — one for a 2D latent space and one for a 4D latent space. For variable length data the user can use the RVAE with a preset 10D latent space. For both the 4D VAE and 10D RVAE, the latent space projection is processed via t-SNE to obtain the final 2D visualisation. To streamline the use of the tool, the default hyperparameters can be adjusted only via code. The PCA and t-SNE calculations are implemented using scikit-learn [14]. The VAE and RVAE models have been implemented using PyTorch for the VAE model training.

Main screen. The main mode of user interaction in the main screen shown in Fig. 4 is the interactive plot of the 2D representation of the data. It shows each utterance in the dataset represented by its pitch contour, coloured according to its label, if one has been assigned, or grey otherwise. The plot can be zoomed and scrolled to examine densely packed clusters more closely. When hovering over the contours, the filename of the utterance is given as well as the adjoining information. The contours can be clicked to hear the audio recording. If multiple representations are calculated, the user can switch between them via the buttons above the plot. Also, the scaling of the contours for each representation can be adjusted via the two sliders. The plot is rendered with JavaScript using the Bokeh.

Once a contour is selected it can be assigned a label using the radio buttons on the right of the plot. The contour remains selected across the generated representations, so the user can switch between them to find the one with appropriate clustering for that contour. On the far right, the tool has buttons that the user can use to replay the contour’s audio, restart labelling by reloading the saved label CSV, save the current labels in a label CSV, download the saved label CSV, calculate a new data spread, delete the current data spread, upload new labels for the current data, or go back to the init screen and upload new data.

4. Experiments

To assess the usefulness of the annotation tool we evaluated it using a sample prosody-rich dataset comprising utterances of variable lengths. We also used the dataset to evaluate the different algorithms for calculating the 2D representations.

4.1. Dataset

As a sample dataset we used a subset of the Intonation Bestiary dataset [15]. The dataset consists of productions of fixed carrier utterances that speakers were asked to pronounce with different intonation patterns in order to convey a certain meaning within a dialogue setting [16]. The speakers responded to a prerecorded utterance, and were given ‘stage directions’ about the precise intent of the utterance they were recording. There were three kinds of intent: i) utterance that contradicted a claim the interlocutor had made, ii) utterances that insinuated an implication in addition to what is asserted, and iii) utterances that expressed incredulity about what is asserted. These were intended to elicit different intonations: for contradiction — a falling contour with polarity focus [17] and the contradiction contour [18], for insinuations — the rise-fall-rise contour [19], and for incredulous utterances — question contours and also the incredulity contour [20]. Speakers produced a wide variety of contours including the expected ones, except the incredulity contour, which was exceedingly rare if present at all. Instead, speakers almost always used some version of a polarity-question rise to convey incredulity. [17] categorized the data into different tune cate-
Figure 1: Architecture of the Variational autoencoder (VAE) and the recurrent variational autoencoder (RVAE).
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Figure 2: Example position ramps for a pitch contour comprising 5 time steps. The first ramp encodes the distance to the end of the contour, and the second encodes the distance from its beginning.
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Figure 3: ProsoBeast annotation tool Initialisation screen.
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gories based on several annotations, which were consolidated based on consensus taking into account divergences and consistencies. Besides being prosodically rich, the dataset is also interesting because it contains data with varying length, i.e. the contours are superimposed on carrier sentences with 3 and 4 content words in a 2:1 ratio. Although this is only limited variability, it still allowed us to test run the tool’s 2D representation capabilities for variable length data.

We extracted the pitch contours from the data using Kaldi’s pitch extractor [21], in a two pass process as suggested by Hirst [22]. In the first pass we use Praat’s [23] default pitch bounds of 75 and 600 Hz. From all the extracted pitch values we only keep the ones whose Probabilities of Voicing (POV) pass a loose threshold of 0.2 out of 1. We then determine the 1st and 3rd quartiles of the kept pitch value distribution for each speaker. These are scaled with 0.25 and 1.5 to get the \( f_0 \) bounds with which we perform the second pass. We found that this approach led to satisfactory results in pitch extraction for most of the speakers in the dataset, dealing efficiently with octave jump errors. The \( f_0 \) contours were finally normalised to the log scale:

\[
\text{\( f_{0\text{norm}} = 240 \log_2 \left( \frac{f_0}{f_{0\text{ref}}} \right) \)}
\]  

(1)

where \( f_{0\text{ref}} \) is the reference pitch based on the maximum of the Kernel Density Estimation function for each speaker [24].

We sampled each pitch contour at 10, 30, 50, 70 and 90% of the duration of the stressed syllable nuclei of the carrier content words, which we call nuclei of interest (NOI). This approach, even though disregarding chunks of the utterance melody, allowed us to: i) keep the its most perceptually relevant parts, and ii) to represent the data with a fixed number of points, i.e. 15 and 20 samples for the 3 and 4 content word sentences, at 5 samples per NOI. Based on the extracted pitch data, we decided to keep only the utterances that had at least 50% of their NOI pitch values with POV greater than 0.2. The selection process resulted with 205 utterances with 3 NOI and 96 utterances with 4 NOI, or a total of 301 utterances, as shown in Table 1. For reproducibility, the data is made available for open use [25].

Table 1: Spread of the sample dataset.

| NOI per utterance | Utterances | Total NOI | Total pitch samples |
|-------------------|------------|-----------|---------------------|
| 3                 | 204        | 612       | 3060                |
| 4                 | 96         | 384       | 1920                |
| **Total**         | **300**    | **996**   | **4980**            |

[24] https://zenodo.org/record/4660054
4.2. 2D Projections

We applied the PCA, t-SNE and VAE dimensionality reduction techniques to the 3 NOI subset of the sample dataset, and the RVAE to the whole dataset. For the t-SNE we used a perplexity of 30, random initialisation and 5000 iterations. The 2D and 4D latent space VAE we used 2 hidden layers of 128 neurons each in the encoder and decoder. We use Gated Recurrent Units (GRUs) for the RVAE model with a hidden layer size of 512. For all neural models we use a 0.001 learning rate, $10^{-4}$ L2 regularisation, and the Adam optimiser [25]. We don’t fix the random seed so that the user can repeatedly use the methods to generate new prosody latent spaces. We made this choice of hyperparameters through experimentation with the sample dataset. The user can optimise these to their data using the data spread master script included in the code.

5. Results

The results from the 2D projection calculations with the different methods are shown in Fig. 5. For reproducibility, these are generated with a fixed random seed of 42. The colours of the contours correspond to their given labels. Additionally, the 4 content word utterances are marked with light yellow halos in the RVAE results, to emphasise its ability to produce a latent space representation of variable length data. As can be seen in the plots, for this dataset, the t-SNE gives a good spread of the data, which is much better than the results obtained with the PCA, and even the 2D VAE. The 4D VAE also does a good job at clustering similar contours nearby. The 10D RVAE is the only method that is able to successfully project longer and shorter contours in a single representation.

In the t-SNE, 4D VAE and 10D RVAE we can also see some misplaced contours. This is possibly due to the limitations of projecting high-dimensional data, that can be residing on multiple manifolds in the original high-dimensional space, onto a 2D representation. Running these methods with different random seeds might give improved results. This is why the tool allows the user to experiment with multiple representations using the same method and hopefully obtain a good trade-off of between well placed and misplaced contours. Nevertheless, all of the representations seem to grant an annotator a unique ‘look’ of the data that can aid in the annotation process — both for labelling unlabelled data and for correcting erroneous labels.

6. Conclusions

The proposed ProsoBeast annotation tool is designed to ease the labelling process of prosody rich corpora through the calculation and visualisation of 2D representations of the prosodical latent space of the data. The tool offers multiple state-of-the-art methods for calculating these projections, each seeking to cluster similar prosodic contours, while distancing dissimilar ones. The user can use each method a multitude of times to get different representations of their data, and can navigate between them easily via the main screen of the web application. The usefulness of the tool has been demonstrated with a sample dataset, and it remains to be evaluated on various data by the community.
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