Kinetic and thermodynamic insights into sodium ion translocation through the μ-opioid receptor from molecular dynamics and machine learning analysis
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Abstract

The differential modulation of agonist and antagonist binding to opioid receptors (ORs) by sodium (Na⁺) has been known for decades. To shed light on the molecular determinants, thermodynamics, and kinetics of Na⁺ translocation through the μ-OR (MOR), we used a multi-ensemble Markov model framework combining equilibrium and non-equilibrium atomistic molecular dynamics simulations of Na⁺ binding to MOR active or inactive crystal structures embedded in an explicit lipid bilayer. We identify an energetically favorable, continuous ion pathway through the MOR active conformation only, and provide, for the first time: i) estimates of the energy differences and required timescales of Na⁺ translocation in inactive and active MORs, ii) estimates of Na⁺-induced changes to agonist binding validated by radioligand measurements, and iii) testable hypotheses of molecular determinants and correlated motions involved in this translocation, which are likely to play a key role in MOR signaling.

Author summary

Notwithstanding years of research supporting the notion that μ-opioid receptor (MOR) function can be modulated by sodium ions (Na⁺), a complete understanding of Na⁺ translocation through the receptor and its effect on ligand binding at MOR requires additional information. Here, we use computer simulations to elucidate the energetics involved in sodium binding at inactive and active MOR, the timescales of sodium translocation through these receptor conformations, and the molecular determinants involved in this process.

Introduction

Evidence of allosteric modulation of receptor signaling by cations was first presented in the literature for opioid receptors (ORs). Specifically, sodium (Na⁺) and lithium, but not other...
monovalent or divalent cations, were shown to enhance receptor binding of opiate antagonists and to reduce the binding of opiate agonists, thus altering ligand properties in vivo [1].

Over the course of years, the original hypothesis that Na⁺ stabilizes an inactive conformation of the receptor was extended to several other G protein-coupled receptors (GPCRs) [2], but it was only recently supported by various ultra-high resolution crystal structures of inactive GPCRs, including that of δ-OR [3]. In this structure, Na⁺ was found to be bound at an allosteric site through coordination with two water molecules as well as receptor residues N131^{3.35}, S135^{3.39}, and D95^{5.50} (superscripts refer to the Ballesteros-Weinstein generic numbering scheme [4]). Notably, we observed a similar ion coordination in molecular dynamics (MD) simulation studies [5] of Na⁺ binding from the bulk solvent to the inactive α- and κ-OR (MOR and KOR, respectively) crystal structures embedded in a hydrated 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC)/10% cholesterol lipid bilayer and at physiological concentrations of Na⁺.

Unlike their inactive crystal structures, experimental structures of active GPCRs (e.g., those of MOR [6, 7]), show a collapsed ion binding site which likely results in weaker Na⁺ binding affinity and consequent ion departure from the receptor. How Na⁺ migrates into the cytosol has recently been described in the literature for the active state of the M2 muscarinic receptor [8]. One conclusion of that study is that Na⁺ egress into the cytosol occurs without significant energy barriers when the D^{2.50} is protonated and another fairly conserved residue, Y^{7.53}, is in an upward configuration. Notably, the intracellular egress of Na⁺ is further facilitated by the formation of a hydrated pathway connecting the orthosteric ligand binding pocket to the G protein binding site, a feature that has also been seen in experimental structures (e.g., those of active MOR [6, 7]) as well as in recent simulation studies of GPCRs such as the adenosine A₂A receptor [9] and the serotonin 5-HT₁A receptor [10].

Herein, using a combination of molecular dynamics (MD), Markov State Models (MSMs), and machine learning tools, we provide, for the first time, estimates of the timescales associated with Na⁺ translocation through the TM helix bundle of either active or inactive MOR conformations embedded in an explicit POPC/10% cholesterol lipid bilayer at a physiological concentration of Na⁺. Moreover, we present complete free-energy profiles of Na⁺ movement through these receptor states, estimates of Na⁺-induced changes to agonist binding validated by radioligand measurements, and testable hypotheses of the most important underlying motions and molecular determinants involved in Na⁺ translocation.

**Results and discussion**

To obtain both kinetic and thermodynamic estimates of Na⁺ translocation through active or inactive MOR states, we estimated a Multi-Ensemble Markov Model (MEMM) from a number of umbrella sampling (US) and independent, unbiased MD simulations, using the transition-based reweighted analysis method (TRAM) [11]. Details of this method are reported in the Methods section, while a summary of simulations we have run (S1 Table).

Simulations were run on inactive MOR with the key Na⁺-coordinating residue D114^{2.50} charged, and on active MOR with either a charged or a neutral (protonated) D114^{2.50} for the following reasons: a) the D^{2.50} protonation state is hypothesized to be dependent on the conformational state of the receptor [12], with calculated pKa values above physiological pH and an increased population of the D^{2.50} protonated state in active receptor conformations. While these conclusions were drawn for the β₂ adrenergic receptor (B2AR), the high degree of structural and sequence conservation of the sodium binding pocket across rhodopsin-like GPCRs [2] suggests transferability to the MOR as well; b) based on calculated pKa values, the proximity of Na⁺ favors a charged D^{2.50} state over the neutral one [13], whereas D^{2.50} likely becomes
protonated as Na\(^+\) moves away from this residue [8]; c) intracellular transfer of sodium is easier when D\(^{2.50}\) is protonated [8]; d) ligand-dependent G protein signaling is altered when D\(^{2.50}\) is mutated to a neutral amino acid in more than 25 different GPCRs [2]; and e) D\(^{2.50}\) is directly involved in Na\(^+\) coordination in ultra-high resolution crystal structures of inactive but not active GPCRs (e.g., compare inactive DOR [3] with active MOR [6] structures).

The MEMM framework was applied to coordinate trajectories from ~11 \(\mu\)s of combined US and unbiased MD simulations of inactive and active MOR systems. Trajectories obtained for each system were discretized into microstates encoding the Na\(^+\) position in the receptor, as well as the slowest protein degrees of freedom captured by time-lagged independent component analysis (tICA) of the conformation of protein residues near Na\(^+\) density values higher than the bulk value in either active or inactive MOR structures (see the Methods section for details of the selection of these residues, S2 Table for a complete list, and S1 Fig for their location in a representative active MOR state from MD).

**Spatial distribution of Na\(^+\) across the active and inactive MOR**

The three-dimensional spatial density distributions of Na\(^+\) across inactive or active MOR, the latter with either a charged or a protonated D\(^{114.2.50}\), were obtained from the corresponding combined trajectories of unbiased MD and US simulations (see the Methods section for details). As shown in Fig 1, clear differences exist in the spatial distribution of Na\(^+\) across the active and inactive MOR, with the inactive receptor structure (Fig 1a) exhibiting several more localized high-density regions for the ion (red hotspots) compared to active MOR (Fig 1b and 1c). Perhaps the most striking difference between the active and inactive MOR is the continuous Na\(^+\) density distribution observed through the entire TM bundle in the active, but not the inactive, MOR.

![Fig 1. Reweighted Na\(^+\) density heat maps of simulated active and inactive MOR systems.](https://doi.org/10.1371/journal.pcbi.1006689.g001)

**Fig 1. Reweighted Na\(^+\) density heat maps of simulated active and inactive MOR systems.** Residues D\(^{147.3.32}\), D\(^{114.2.50}\) and Y\(^{336.7.53}\) are displayed as sticks to roughly indicate the locations of the orthosteric ligand binding site, the Na\(^+\) allosteric binding site, and the Na\(^+\) density gap (in the simulated inactive MOR system only), respectively, in the (a) inactive MOR crystal structure, (b) active MOR crystal structure with charged D\(^{2.50}\), and (c) active MOR crystal structure with protonated D\(^{2.50}\). Dotted lines symbolize the location of lipid head groups. A blue-to-red color scale illustrates low-to-high Na\(^+\) densities.
Molecular determinants involved in Na\(^+\) translocation through inactive and active MOR systems

To generate testable hypotheses of the most important molecular determinants involved in Na\(^+\) translocation among residues close to high ion densities, we extracted lists of residue pairs (S3 Table) whose minimum heavy atom distance fluctuations had a correlation larger than 0.6 to the most dominant tIC\(_0\) and tIC\(_1\) components. Graphs illustrating these selected residue pairs on the inactive or active MOR crystal structures are shown in S2 Fig. These highly correlated inter-residue distance fluctuations to tIC\(_0\) and tIC\(_1\) (e.g., those involving the conserved, functionally important, NPxxY(x)\(_{5,6}\)F motif in rhodopsin-like GPCRs) can be interpreted as the main contributors to the slowest (and most important) motion modes in the simulated inactive and active MOR systems. For instance, out of a total of 176 residue pairs that are highly correlated to tIC\(_0\) in the simulated inactive MOR (S3 Table), Y336\(^{7.53}\), F343\(^{H8}\) and N332\(^{7.49}\) are involved in 89, 58, and 30 pairs, respectively, while other residues are only involved in 3 or fewer pairs. Notably, disruption of the interaction between rhodopsin residues corresponding to positions Y336\(^{7.53}\) and F343\(^{H8}\) in MOR has been shown to lead to rhodopsin activation [14].

Overall, the simulated active MOR systems exhibited a reduced number of highly correlated inter-residue distance fluctuations to the most dominant tIC\(_0\) and tIC\(_1\) components compared to the inactive simulated MOR (S3 Table), although most of them still involved residues of the NPxxY(x)\(_{5,6}\)F motif. While N332\(^{7.49}\) also stood out as a main contributor to the most important motions of the two simulated active MOR systems, Y336\(^{7.53}\) and F343\(^{H8}\) were found not to be involved in the most important motions in the active MOR system with a protonated D114\(^{2.50}\). Notably, recently published MD simulations of three different rhodopsin-like GPCRs [9] revealed that three distinct rotamer conformations of the conserved Y\(^{7.53}\) residue were correlated with the occlusion or opening of a continuous intrinsic water channel characteristic of an inactive or active conformational state of the receptor, respectively. The observed larger number of relevant tIC\(_0\) and tIC\(_1\) components involving Y336\(^{7.53}\) in the inactive MOR compared to the active receptor (S3 Table) suggests that Na\(^+\) translocation to the cytosol in inactive MOR is hindered by several residues that have to move in a concerted manner to enable Y336\(^{7.53}\) to change its rotameric state and allow opening of the continuous intrinsic water channel.

The highly correlated inter-residue distance fluctuations to tIC\(_1\) are very different in the simulated inactive and active MOR systems (S3 Table). While in the inactive MOR all highly-correlated pairs to tIC\(_1\) involve the conserved F289\(^{6.44}\) residue in concerted motion with TM1, TM2, and TM3 residues, in the active MOR simulated with a charged D114\(^{2.50}\), roughly half of the pairs are between residues located in the orthosteric ligand binding pocket (e.g., Y148\(^{3.33}\), Y149\(^{3.34}\), and N150\(^{3.35}\)) and residues at the allosteric Na\(^+\) binding site (e.g., A113\(^{2.49}\) and D114\(^{2.50}\)). In contrast, in the active MOR simulated with a protonated D114\(^{2.50}\), all but one highly-correlated pairs to tIC\(_1\) involve the so-called “rotamer toggle switch” W293\(^{6.48}\) in concerted motion with TM3, TM4, TM5, and TM7 residues. Notably, many of these residues have a known functional role [15], which, based on the above, might be due to their contribution to Na\(^+\) translocation.

Thermodynamics of Na\(^+\) translocation through both the inactive and active MOR

Using the MEMM framework (see Methods), we calculated the thermodynamics of Na\(^+\) translocation through both the inactive and active MOR. The derived free-energy profiles of inactive and active MOR are reported in Fig 2.
As seen in this figure, Na\(^+\) binding at its allosteric site (Na\(^+\) z-coordinate = 0) is ~6 kcal/mol more energetically favorable in the inactive MOR compared to the receptor active state at pH = 7 (up to ~11 kcal/mol compared to active MOR with a neutral D\(^{2.50}\)). This means that in the inactive MOR, the Na\(^+\) ion needs to overcome a significantly higher free-energy barrier to egress to the cytosol compared to the active MOR (especially the state with a neutral D\(^{2.50}\), where the free energy barrier for the translocation is the lowest), making ion egress less likely to occur in an inactive MOR structure.

**Kinetics of Na\(^+\) translocation through both the inactive and active MOR**

We also built MSMs to elucidate the kinetics of Na\(^+\) translocation in the inactive or active MOR. For this, we not only present the results of MOR simulated with either a charged or protonated D114\(^{2.50}\), but also those of a mixed model system at pH 7 that would capture, in principle, protonation changes of the residue (see Methods for details). Details of the MEMM construction and its validation are provided in the Methods section and S3 Fig, respectively. The microstates of the Markov model for each system were divided into a small set of metastable states, which were labeled according to the Na\(^+\) position relative to the receptor as "extracellular", "bound", or "cytoplasmic" states. The transition networks between these states are shown in Fig 3a for the inactive MOR, and in Fig 3b and 3c for active MOR with charged and protonated D114\(^{2.50}\), respectively. S4, S5 and S6 Tables report the transition times between these metastable states for inactive MOR, active MOR with charged D114\(^{2.50}\), and active MOR with protonated D114\(^{2.50}\), respectively. The observed larger number of Na\(^+\) bound states in the

![Free energy profiles](https://doi.org/10.1371/journal.pcbi.1006689.g002)
inactive MOR (Fig 3a) indicates a more rugged energy landscape than in the active receptor with multiple local minima that can trap the Na\(^+\) ion.

In order to obtain kinetic estimates of Na\(^+\) translocation that can be compared to experiments, we coupled the Markov model obtained from TRAM to a bulk state with a fixed ion concentration, and calculated Na\(^+\) transition times from extracellular bulk to bound states (Na\(^+\) binding; Fig 4a), from bound to extracellular states (Na\(^+\) dissociation; Fig 4b), and from bound to intracellular states (Na\(^+\) egress; Fig 4c) at different concentrations (see the Methods section).

As expected, the Na\(^+\) binding kinetics is highly concentration-dependent while the Na\(^+\) dissociation and egress kinetics are virtually independent on concentration. While the timescale of Na\(^+\) binding to the receptor is similar for the different receptor conformations, the timescales of Na\(^+\) dissociation and egress differ between inactive and active MOR. Specifically, based on the “mixed model” at pH 7, Na\(^+\) dissociation from the active MOR is estimated to take \(~0.3\) (0.2, 2.0) \(\mu\)s, which is significantly faster than in the inactive MOR (\(~5.5\) (3.0, 8.0) \(\mu\)s). This is consistent with the prediction that a Na\(^+\) bound state in the active MOR has significantly higher free energy compared to the inactive MOR. The Na\(^+\) egress timescales are estimated to be of the order of hundreds of milliseconds to \(~60\) s depending on whether the active MOR has a protonated or charged D114\(^2.50\), whereas Na\(^+\) leaves the inactive MOR state in \(~100\) seconds, suggesting that Na\(^+\) can more easily migrate to the cytosol in an active MOR with a protonated D114\(^2.50\) than in the inactive MOR. Notably, these predicted timescales are similar to the experimentally derived lifetimes of GPCR/G protein complexes [16, 17]. From the concentration-dependent MSM model, we estimated the Na\(^+\) binding affinity to be 23 mM (from 14 mM to 50 mM with errors) at a ligand-free, inactive MOR or significantly lower (850 mM; from 650 mM to 1.3 M with errors) at active MOR models with charged D\(^2.50\).
Fig 4. Estimated transition times of (a) Na$^+$ binding (from extracellular to bound states, in ns), (b) Na$^+$ dissociation (from bound to extracellular states, in μs), and (c) Na$^+$ egress (from bound to intracellular states, in s) as a function of extracellular Na$^+$ concentration. The Na$^+$ concentration in the cytoplasm is assumed to be constant. Transition times are calculated as the median of the mean first passage times calculated from individual bootstrap samples and the full sample. Confidence intervals were estimated as the differences from the 1st and 3rd quartiles.

https://doi.org/10.1371/journal.pcbi.1006689.g004
The corresponding values for the active models with a neutral D$_{2.50}$ and the model at a constant pH = 7.0 are in excess of 1 M.

**Na$^+$ modulation of ligand binding to MOR**

To explain Na$^+$ modulation of ligand binding to MOR, we applied the two-state receptor theory (see Methods), and used the free-energies obtained from the aforementioned models to calculate sodium-induced stabilization of the receptor inactive state relative to the active one. Given that antagonists bind with equal affinity to both active and inactive conformations of the receptor, this model is consistent with the observation that antagonist bound fractions are not affected by ion concentrations. In the case of a full agonist, we can quantitatively estimate the extent to which its bound fraction is modulated by the ion concentration. Specifically, assuming a binding affinity of ~4 nM [18] for MOR agonist DAMGO at the active conformation of the receptor, we estimated the relative bound fraction of DAMGO to active MOR at constant pH = 7 as a function of the ion concentration as described in the Methods section, and report these results in Fig 5, together with experimental values obtained by radioligand binding experiments.

The calculated percent reduction in agonist binding at increasing ion concentrations (solid line in Fig 5) by this simple model is in good agreement with the experimental data, and indicates that ligand binding modulation is triggered by the stabilization of the inactive conformation of the receptor in the presence of sodium, which affects orthosteric ligand binding affinity. The model estimates that 60 mM of Na$^+$ (with a confidence interval between 50 and 150 mM) are required to achieve a 50% reduction of DAMGO binding, in excellent agreement with the experimental value of 60 mM. For sodium concentrations above 200 mM, the simple model employed here slightly underestimates the effect of sodium, suggesting that direct interactions with the ligand or double occupation of the receptor by multiple ions might play a role at high ionic strength. Saturation experiments (see S5 Fig) are also in reasonable agreement with this simple allosteric model. In the presence of sodium (25 mM), the affinity of $^3$H-DAMGO does not appreciably change ($K_D$ 1.8 and 0.89 nM for control and sodium conditions) while the $B_{max}$ is lowered by 50% (333 fmol/mg protein to 156 fmol/mg protein). This is consistent with a shift of the receptor to an inactive state from an active one.

In summary, the combination of MD, MSMs, and machine learning tools is powerful in that it provides, for the first time, both kinetic and thermodynamic estimates of Na$^+$ translocation through active or inactive MOR states in a membrane mimetic environment and at a physiological concentration of Na$^+$. The results provide quantitative support to the notion that Na$^+$ can more easily egress from the cytosol in an active MOR with a protonated D$_{114}$ than in an inactive receptor, as well as testable hypotheses of the most important underlying motions and molecular determinants involved in Na$^+$ translocation.

**Methods**

**MD simulation details and systems setup**

The active and inactive MOR systems were modeled based on the respective crystal structures (PDB entries 5C1M and 4DKL, respectively). The missing loop between TM5 and TM6 in 4DKL was added as described previously [14, 19]. For the active MOR, the N-terminal region preceding residue M65 was removed and the missing residues on the helix 8 at the C-terminus was rebuilt using the Prime package included in the Schrödinger’s suite [20] to ensure both simulated systems had identical primary sequences. Both inactive and active MOR models were embedded in a POPC and cholesterol bilayer with a mixing POPC:cholesterol=9:1 ratio and an area of 79×79 Å$^2$. The membrane and protein were then neutralized and solvated with explicit TIP3P water and a NaCl concentration of 150 mM. The entire simulation systems
contained approximately 60,000 atoms with a volume of 79×79×106 Å³ and were assembled using the CHARMM-GUI webserver [21]. The CHARMM36 force field [22, 23] was used to model protein, lipids and ions and all molecular dynamics (MD) simulations were carried out using the NAMD software package [24]. Both inactive and active MOR systems were simulated in the NPT ensemble using the Nosé-Hoover Langevin piston method [25, 26] to maintain the pressure at 1 atm, and a Langevin thermostat to maintain the temperature around 310 K. Long-range electrostatic interactions were calculated using the Particle-Mesh Ewald (PME) algorithm [27]. The van der Waals interactions were switched off gradually between 10 and 12 Å. Periodic boundary conditions were applied to the simulation boxes, and an integration time step of 2 fs was used for all simulations. After a multi-step equilibration with gradually decreasing harmonic constraints on lipid and protein heavy atoms, following the CHARMM-GUI membrane builder equilibration protocol, an additional 60 ns unconstrained equilibration run was carried out. The last snapshot of this equilibration run was used as a starting point for umbrella sampling simulations.

Fig 5. Percent change in [³H]-DAMGO binding as a function of increasing concentrations of NaCl, reported for a concentration of [³H]-DAMGO of 1 nM, and assuming a [³H]-DAMGO binding constant of 4 nM. Circles represent values from radioligand binding experiments, the solid line represents the predictions from the simulation data while the shaded region corresponds to the errors associated with the predictions. Binding values are the means ± s.e.m. of three independent experiments. Error bars that are not visible are smaller than the size of the symbol. 

https://doi.org/10.1371/journal.pcbi.1006689.g005
Umbrella sampling and unbiased simulations

US simulations were carried out to enhance sampling of the Na\(^+\) ion translocation across the membrane through the interior of the TM helix bundle of MOR. A bias was applied to the Z-coordinate of a reference sodium ion, parallel to the normal vector of the membrane surface and measured from a reference position \((Z = 0)\) corresponding to the location of the Na\(^+\) allosteric binding site defined as the center of mass of the C\(_\alpha\) atoms of residues D114\(^{2.50}\), N150\(^{3.35}\), W293\(^{6.48}\), and Y326\(^{7.43}\) (the superscripts refer to the Ballesteros-Weinstein numbering scheme [4]). For each active and inactive MOR system, 157 starting configurations for US windows, uniformly spaced by 0.5 Å, were selected to cover the entire TM region of the protein and part of the bulk solvent (from \(Z = +40\) Å in the extracellular region to \(Z = -35\) Å in the intracellular region). The reference sodium ion was slowly pulled from one window to another. A harmonic biasing potential with a force constant of 10 kcal/(mol·Å\(^2\)) was applied along the Z variable to constrain the Na\(^+\) ion in the center of each window. A flat-bottom cylindrical constraint with radius of 15 Å was applied to avoid insufficient sampling of the reference ion in the bulk solvent and to prevent the disturbance by other ions. To prevent the drift of MOR in the membrane, a harmonic potential was applied to the head groups of POPC lipids with a force constant of 10 kcal/(mol·Å\(^2\)). Each US window was run for at least 7 ns (in addition to 1 ns of equilibration run) or until the relative entropy [28] reached values below 0.2 for an average simulation length of 11.8 ns and a maximum simulation length of 100 ns. To assess the kinetic behavior of the ion across the protein, we also carried out a set of unbiased simulations, starting from the last frame of each umbrella sampling window and running additional 12 ns of simulation. The same simulation settings as the biased simulations were used, while all restraint potentials on the sodium and the lipids were removed.

Three-dimensional sodium density distributions

3D density distribution maps were built using a grid-based approach. First, global translational and rotational motions of the protein in all simulation trajectories were removed by fitting to a reference structure using the protein C\(_\alpha\) atoms root mean square deviation (RMSD). Then, a 3D rectangular grid covering the entire TM domain of the protein and a small part of the bulk solvent was built using a uniform grid spacing of 1.25 Å in all directions and amounting to a volume of 30×30×70 Å\(^3\), and a total of 32,256 grid points. The 3D bins defined by the grid were used to obtain the reweighted probability for the reference ion’s 3D position using the data from both umbrella sampling and unbiased simulations and the weighted histogram analysis method (WHAM) estimator implemented in the python library PyEmma [29]. The reweighted density values were normalized to the averaged density values of the grid points in the bulk solvent (0.01 particles/nm\(^3\)). The results were saved as a dx grid file, which was subsequently rendered as layered 3D color maps using the visualization software Pymol [30].

Selection of input features for the time-lagged independent component analysis (tICA)

Sodium-interacting protein residues across the TM bundle were selected using the active MOR with charged D114\(^{2.50}\) as a reference structure, which has sodium density registered over a larger area compared to the three simulated MOR systems. A total of 105 residues within 4.4 Å from density grid points with values at least 7 times larger than the bulk region density were identified using an in-house python code. The pair-wise distances between residue heavy atoms as a function of time were extracted using PyEmma and used as input features for tICA [31]. tICA uses a linear transformation to
map the original input data $r(t)$ onto a new set of time-lagged independent components (see reference [31] for details). These components are correlated and their autocorrelation is maximal at a fixed lag-time [31]. Notably, the most dominant components span a linear subspace that contains the slowest, and therefore most relevant, degrees of freedom. These components can therefore provide the dimensional reduction that is necessary for the construction of a MSM [31, 32] using PyEmma. A lag time of 0.1 ns was used for our tICA calculations and the first two most dominant independent components, $tIC_0$ and $tIC_1$, were used to describe the protein dynamics portion of our final MSM, which includes the $Na^+$ motions as well.

The residue pairs whose minimum heavy atom distance fluctuations exhibited a larger than 0.6 correlation (the absolute value of the Pearson correlation coefficient) relative to $tIC_0$ and $tIC_1$ were considered the slowest (and most important) motion modes.

**Construction and clustering of the tICA free energy landscapes**

We projected trajectories of the inter-residue minimum distance fluctuations between heavy atoms of the 105 selected residues near $Na^+$ high-density regions onto the two most dominant independent components $tICA_0$ and $tICA_1$ with PyEmma and calculated the free energy landscapes of all three simulated MOR systems i.e., active MOR with either charged or protonated D114$^{2.50}$, and the inactive MOR. We included tICs extracted from both unbiased MD simulations and umbrella sampling to construct the combined free energy landscapes sampled in both sets of simulations. The combined landscapes were then subjected to k-means clustering using PyEmma. Different k values were selected depending on the complexity of the individual free-energy landscape. Specifically, we chose $k = 5, 7$ and $4$ for the inactive MOR, active MOR with charged D114$^{2.50}$, and active MOR with protonated D114$^{2.50}$ MOR, respectively. The resulting cluster centers were then used to assign the frames in trajectories from the unbiased and umbrella samplings simulations individually.

**Thermodynamic and kinetic estimates from multi-ensemble Markov model**

In order to optimally utilize both sets of unbiased MD and umbrella sampling simulations to derive equilibrium and kinetic properties of the system, we used the recently published transition-based reweighing method (TRAM) [11] to estimate a MEMM. This approach aims at overcoming the limitations of standard MD simulations (e.g., insufficient sampling of transition states) by integrating the results of enhanced sampling techniques such as umbrella samplings [11, 33].

Since the $Na^+$ binding, dissociation and egress from the TM bundle does not only depend on the $Na^+$ movement alone, but also on the protein conformational dynamics, we designed a MEMM that takes both aspects into account. The trajectories from both the biased and unbiased simulations were discretized into microstates encoding the $Na^+$ position, as well as the slowest protein degrees of freedom captured by tICA, which are represented by the transitions between the conformational states on the free energy landscape in the space of $tIC_0$ and $tIC_1$ approximated by the k-mean clusters of the landscape. Specifically, microstates were defined based on (i) the $z$ coordinate of the $Na^+$ ion, which was divided into 100 bins covering the entire range of the umbrella sampling, and (ii) $N$ k-means clustering of the two slowest $tIC_0$ and $tIC_1$ components, leading to a total of $N \times 100$ microstates, with $N = 6, 5$, and $4$ for the inactive MOR, active MOR with charged D114$^{2.50}$, and active MOR with protonated D114$^{2.50}$, respectively. We label the microstates as $(z, i)$, with $1 \leq z \leq 100$ and $1 \leq i \leq N$. The discretized trajectories were used together to obtain a maximum-likelihood TRAM estimation of the transition matrix in the unbiased thermodynamic state via the python package PyEmma [29].
lag time of 200 frames (or 0.4 ns), selected based on the convergence of the implied time scales, was used for TRAM.

The free-energy of the microstates $\tilde{G}(z, i)$ was obtained from the steady-state probabilities from the Markov model estimated from TRAM. In order to obtain the one-dimensional free energy profiles of the active and inactive MOR systems as a function of $z$, we integrated out the tICA dimensions via the relation:

$$G(z) = -k_B T \ln \left[ \sum_{i=1}^{N} \exp \left( -\frac{\tilde{G}(z, i)}{k_B T} \right) \right]$$

Next, we calculated the timescales employed by the reference sodium ion to bind to and dissociate from the extracellular side of the receptor, as well as to egress from the cytoplasmic side. Considering the much higher Na$^+$ concentrations in the extracellular region compared to the cytoplasmic side of the cell membrane under physiological conditions and the resulting unfavorable membrane potential, no ion binding from the intracellular side was taken into account.

For the kinetics estimates, sodium trajectories that crossed the periodic boundary between two unit cells along the $z$-direction were split in order to remove artificial transitions between microstates close to the intracellular side and the extracellular side (i.e. $z$~0 and $z$~100, respectively) without actually going through the receptor.

A kinetic model was constructed by first assigning all microstates from the MSM estimated from TRAM into a small number of metastable states ($N_{pcca} = 9, 5$ and 7 for inactive, active with charged D$^{2.50}$, and active with neutral D$^{2.50}$ MORs, respectively) by using the Perron-cluster cluster analysis [34] (PCCA+). A $N_{pcca} \times N_{pcca}$ transition matrix between the $N_{pcca}$ metastable states was then estimated using the Hummer-Szabo method [35], and a Markov model estimated from this transition matrix using the PyEMMA package.

Furthermore, metastable states were clustered into three groups depending on whether Na$^+$, occupied the intracellular, bound, or cytoplasmic regions, respectively. Specifically, microstate $(i, z)$ was assigned to the cytoplasmic state if $1 \leq z \leq 10$. A microstate belonging to one of the bins with $30 \leq z \leq 60$ was considered to belong to the ion bound state, whereas microstates with $90 \leq z \leq 100$ were considered to belong to the extracellular state. Each of the $N_{pcca}$ metastable states was then assigned to one of the three groups (intracellular, bound, or cytoplasmic) if 90% of its microstates belonged to such a group.

**Constant pH kinetic model for the active receptor**

In order to assess the effect of D$^{2.50}$ protonation on sodium binding, we constructed a kinetic model that combines the properties of the sodium binding to the receptor with charged and neutral D$^{2.50}$, which we label with indices $\alpha$ and $\beta$, respectively. Specifically, to establish a common reference state for the active model of MOR, we assumed that the pKa of D$^{2.50}$ in the absence of Na$^+$ nearby is $pK_a \approx 9$ [13], which corresponds to a free-energy difference of $\Delta G_0 \approx 2.6$ kcal/mol at physiological pH $\approx 7.0$. Using this shift, we expressed the free energy of the microstates $z$ of the MOR system with charged D$^{2.50}$ as

$$e^{(\text{Act})}_x(z) = e^{(\alpha)}_x(z) + \Delta G_0$$

where $e^{(\alpha)}_x(z)$ are the free-energies obtained from the simulation trajectories of the MOR system with charged D$^{2.50}$. We then obtained the thermodynamic properties for the combined
system as a function of the ion position as

\[
\exp \left( -\frac{e^{\Delta G(z)}}{k_B T} \right) = \exp \left( -\frac{e^{\Delta G(z)}}{k_B T} \right) + \exp \left( -\frac{e^{\Delta G(z)}}{k_B T} \right)
\]

where \(e^{\Delta G(z)}\) are the free-energies obtained from simulation trajectories of the MOR system with neutral \(D^{2.50}\), while the probability of observing a charged sidechain as a function of the ion position is:

\[
p_a(z) = \frac{1}{1 + \exp \left( -\frac{e^{\Delta G(z)} - e^{\Delta G(z)}}{k_B T} \right)} = \frac{1}{1 + \exp \left( -\frac{e^{\Delta G(z)}}{k_B T} \right)} = \exp \left( -\frac{\Delta G(z)}{k_B T} \right)
\]

We then modeled the rates for a fixed protonation state of \(D^{2.50}\) using the kinetic models obtained from analysis of the simulation run on MOR with either a charged or neutral \(D^{2.50}\):

\[
K(z, i; z', i') = K_a(z, i; z', i')
\]

where \(x = \alpha, \beta\) (i.e., charged and neutral \(D^{2.50}\) states, respectively), while \(z\) and \(i\) indicate, as before, the position of the sodium ion and the conformational microstate of the protein. Following the evidence from NMR [36] we modeled the protonation process for given \(z\) and \(i\) with a constant deprotonation rate (off-rate) \(k_{off}\):

\[
K(z, i; \beta; z', i'; x) = \delta(z, z')\delta(i, i')k_{off}
\]

Based on published work [36], we used \(k_{off} = 10^6 \text{s}^{-1}\). The protonation state that ensures that the free energy difference between the two protonation states is preserved is therefore

\[
K(z, i; \alpha; z', i') = \delta(z, z')\delta(i, i')k_{off}\exp \left( -\frac{\Delta G(z)}{k_B T} \right)
\]

while \(\delta(z, z')\delta(i, i')\) guarantees that only protonation events for a fixed ion position and side-chain conformations are possible. Finally, the rates between the PCCA macrostates \(a\) and \(b\) defined above were approximated as:

\[
K(a, x; b, x') = \sum_{i, i', a} \sum_{i, a} \pi_a(i, z)K(z, i; x'; i', x')
\]

The matrix \(K\) was used to calculate kinetic rates for the constant \(pH = 7.0\) model of the active MOR system.

**Kinetics at physiological sodium concentrations**

In order to address the effects of sodium at physiological concentrations, we supplemented the Markov model by coupling it to reference states corresponding to the intracellular and extracellular bulk with constant sodium concentrations \([Na^+]_{EC}\) and \([Na^+]_{IC}\), respectively. We modeled the kinetics of ions across the receptor stepwise [37], as follows:

\[
Na_{EC} + R \overset{k_{EC}}{\Rightarrow} Na\cdot R \overset{k_{EC}}{\Rightarrow} NaR \overset{k_{IC}}{\Rightarrow} Na\cdot R \overset{k_{IC}}{\Rightarrow} Na_{IC} + R
\]

where \(Na_{EC}\) and \(Na_{IC}\) indicate a cation in the extracellular or intracellular space, respectively and parenthesis indicate the formation of an encounter complex, defined as the presence of an ion within a cylinder of radius \(r_g = 1.5\) nm in the extracellular or intracellular region of the bulk. Rates \(k_{ab}\) were obtained from the estimated Markov model, while the rates for the
formation of the encounter complexes, $k_{EC}^{+}$ and $k_{IC}^{+}$, were obtained from the 3D Smoluchowski expressions for a given ion diffusion constant $D_{Na} \approx 20 \text{ nm}^2/\mu \text{s}$ and bulk concentration,

$$k_{EC}^{+} = 4\pi D_{Na} r_{EC}[Na^{+}]_{EC}$$  \hspace{1cm} (10)

where $r_{EC}$ is encounter complex radius. The rates of ion dissociation from the encounter complex, $k_{EC}$ and $k_{IC}$, determine the capture probabilities, $\gamma_{EC}$ and $\gamma_{IC}$ defined as the probability of an ion to take part in the binding reaction, conditional on having formed the encounter complex:

$$\gamma_{EC} = \frac{k_{EC}}{k_{EC} + \sum k_{ij}}$$ \hspace{1cm} (11)

A similar equation for $\gamma_{IC}$ was defined for the intracellular encounter complex. The values of $\gamma$ were estimated [38] from the unbiased simulations described in the text. The Na$^+$ binding, dissociation, and egress rates were calculated by coarse-graining the transition matrix corresponding to the stepwise kinetic model and defined, respectively, as the rate of transition between the extracellular unbound and the bound state, between the bound and the extracellular unbound state, and between the bound and the intracellular unbound state.

**Allosteric effects of ion binding**

We employed a minimal two-state model for receptor activation, which resulted in the same functional form as the operational Black-Leff model. Let $\tau_a$ and $\tau_b$ be the equilibrium constants between the active and inactive states of the ligand-free and ligand-bound receptors, respectively, and let $K$ and $K^*$ be the binding affinities of the ligand to the inactive and active receptor states, respectively. Then the fraction of receptors bound to a ligand is:

$$f_b = \frac{[L]}{L_{50} + [L]}$$  \hspace{1cm} (12)

where

$$L_{50} = K^* \frac{1 + \tau_a}{1 + \tau_b}$$ \hspace{1cm} (13)

Notably, for antagonists, $\tau_a \sim \tau_b$ and $L_{50}$ does not depend on the equilibrium. For full agonists, on the other hand, $\tau_b \ll \tau_a$ and therefore $L_{50} \approx K^*(1 + \tau_a)$. Thus, the percent change of the fraction of bound ligands at ligand concentration $x = [L]/L_{50}^{(0)}$ when the sodium concentration changes from 0 to $[Na^{+}]$ is:

$$\frac{\Delta f_b}{f_b} = \frac{f_{b}(\text{[Na}^{+}\text{])} - f_{b}(0)}{f_{b}(0)} = \frac{1 - \rho([\text{Na}^{+}])}{x + \rho([\text{Na}^{+}])}$$ \hspace{1cm} (14)

where $\rho([\text{Na}^{+}]) = L_{50}^{(\text{Na}^{+})}/L_{50}^{(0)}$. While varying concentrations of sodium can also affect the affinity of ligands ($K^*$), we posit, in agreement with the well-established assumption in the literature (see, e.g. [2] and references therein), that the dominant mechanism of modulation was through changes in the stability of the active and inactive states of the receptor ($\tau_a)$:

$$\rho([\text{Na}^{+}]) \approx \frac{\tau_b([\text{Na}^{+}])}{\tau_a^0}$$ \hspace{1cm} (15)

and we used the results from our simulations to estimate this ratio. Specifically, the kinetic models obtained from the TRAM estimation characterized the dynamics of two states of
the receptor. If we denote with \( p_i^{(\text{Ina.})} \) and with \( p_i^{(\text{Act.})} \) the probabilities obtained for the steady-state of the two models, we can express the relative free-energies of all the states of the receptor as

\[
\begin{align*}
\varepsilon_i^{(\text{Ina.})} &= -\log p_i^{(\text{Ina.})} \\
\varepsilon_i^{(\text{Act.})} &= -\log p_i^{(\text{Act.})} - \mu
\end{align*}
\]  

(16)

where we measure energies in units of the thermal energy \( kT \) and \( \mu \) is the activation free-energy of the receptor in the absence of sodium. Specifically, the fraction of receptors in the activated MOR state is

\[
f^* = \frac{\sum e^{-\varepsilon_i^{(\text{Act.})}}}{\sum e^{-\varepsilon_i^{(\text{Ina.})}} + \sum e^{-\varepsilon_i^{(\text{Ina.})}}} = \frac{e^{-\mu}}{e^{-\mu} + Z^{(\text{Ina.})}} Z^{(\text{Act.})}
\]  

(17)

where we indicated with \( Z^{(\text{Ina.})} \) and \( Z^{(\text{Act.})} \) the partition functions obtained summing over all the states of the respective systems. Thus

\[
\tau_u = \frac{1 - f^*}{f^*} = \frac{Z^{(\text{Ina.})}}{e^{-\mu} Z^{(\text{Act.})}}
\]  

(18)

which gives in the end:

\[
\rho([\text{Na}^+]) = \left( \frac{Z^{(\text{Ina.})}}{Z^{(\text{Act.})}} \right)_{[\text{Na}^+]} \left( \frac{Z^{(\text{Ina.})}}{Z^{(\text{Act.})}} \right)^{-1}_0
\]  

(19)

### Error estimations with bootstrapping

A bootstrapping procedure similar to the one described previously [11] was used to estimate the errors of free energy and transition times. For each simulation system, 12 bootstrap samples were obtained randomly selecting (with repetitions) unbiased trajectories for a total number of frames equal to 90% of the full sample. The resampled unbiased trajectories and the full set of umbrella sampling trajectories were then combined and used to construct individual MEMMs via TRAM. The transition times were estimated as the median of the mean first passage times calculated from individual bootstrap samples and the full sample. Confidence intervals were estimated as the differences from the 1st and 3rd quartiles.

### Binding experiments

Binding studies were carried out using membranes from CHO cells stably transfected with the MOR-1 clone, as previously described [39]. Membranes (200 μg protein) were prepared and binding assays carried out with \(^3\)H-DAMGO incubated at 25°C for 1.5 h in potassium phosphate buffer (50 mM, pH 7.4) with MgSO\(_4\) (5 mM) in a volume of 500 μl. At the end of the incubation, the samples were filtered over glass fiber filters and binding determined by scintillation counting. In each experiment, samples were assayed in triplicate and specific binding defined as the difference between total binding and binding in the presence of levallorphan (10 μM). Studies looking at the effects of varying concentrations of NaCl utilized the indicated concentration of NaCl with \(^3\)H-DAMGO (1 nM). Values are the average of three independent replications of each experiment.
Supporting information

S1 Table. Summary of number, type, and length of simulations. (DOCX)

S2 Table. List of mouse MOR residues selected for tICA analysis. (DOCX)

S3 Table. List of MOR residue pairs whose minimum heavy atom distance fluctuation has a correlation larger than 0.6 to the most dominant tICA₀ and tICA₁ components in the simulated active or inactive MOR systems. (DOCX)

S4 Table. Transition times (in μs) between metastable states obtained from the MSM constructed for the simulated inactive MOR system. The label "Inf" indicates the absence of transitions between two states. (DOCX)

S5 Table. Transition times (in μs) between metastable states obtained from the MSM constructed for the simulated active MOR system with a charged D₁₁₄<sup>2.50</sup>. The label "Inf" indicates the absence of transitions between two states. (DOCX)

S6 Table. Transition times (in μs) between metastable states obtained from the MSM constructed for the simulated active MOR system with a protonated D₁₁₄<sup>2.50</sup>. The label “Inf” indicates the absence of transitions between two states. (DOCX)

S1 Fig. Spatial location of the 105 residues listed in S1 Table in a representative active MOR state from molecular dynamics simulations shown in vertical and horizontal views. The Cα atoms of these residues are shown as spheres. (TIFF)

S2 Fig. Graphical illustration of MOR residue pairs whose minimum heavy atom distance fluctuations have a correlation larger than 0.6 to the most dominant tICA₀ and tICA₁ components. (TIFF)

S3 Fig. The MSM implied time scales as a function of lag-time for the first 10 eigenvalues obtained for each simulated MOR system. The data points correspond to the median estimated from all bootstraps samples and the full sample. The upper and lower error bars represent the differences between the median and 1<sup>st</sup> and 3<sup>rd</sup> quantiles, respectively. (TIFF)

S4 Fig. Fraction of Na<sup>+</sup>-bound receptor as a function of the extracellular sodium concentration for the inactive MOR (green), active MOR with charged D₁₁₄<sup>2.50</sup> (red), active MOR with protonated D₁₁₄<sup>2.50</sup> (brown), and active MOR at constant pH = 7 (orange). A dashed black line indicates 50% occupation probability that intersects the curves at the corresponding binding affinity values. The errors obtained from the bootstrap samples are shown as transparent colored bands around the lines. (TIFF)

S5 Fig. Saturation of <sup>3</sup>H-DAMGO binding in the absence and presence of NaCl. Binding of <sup>3</sup>H-DAMGO was carried out with for increasing ligand concentrations in the absence (red) and presence (blue) of NaCl (25 nM). Results are the means ± s.e.m. of three independent
replications. Nonlinear regression analysis of the curves is indicated by the solid lines. \(K_D\) values for control and NaCl groups (1.78 and 0.87 nM, respectively) were similar while \(B_{\text{max}}\) values revealed a decrease in the number of sites of 50% (333 fmol/mg protein to 156 fmol/mg proteins).

(TIFF)

**Acknowledgments**

We thank Dr. Roger Sunahara for useful discussions.

**Author Contributions**

- **Conceptualization:** Davide Provasi, Marta Filizola.
- **Data curation:** Xiaohu Hu, Yibo Wang, Amanda Hunkele.
- **Formal analysis:** Xiaohu Hu, Davide Provasi.
- **Funding acquisition:** Gavril W. Pasternak, Marta Filizola.
- **Resources:** Marta Filizola.
- **Supervision:** Gavril W. Pasternak, Marta Filizola.
- **Validation:** Gavril W. Pasternak.
- **Writing – original draft:** Xiaohu Hu, Marta Filizola.
- **Writing – review & editing:** Davide Provasi, Gavril W. Pasternak, Marta Filizola.

**References**

1. Pert CB, Pasternak G, Snyder SH. Opiate agonists and antagonists discriminated by receptor binding in brain. Science. 1973; 182(4119):1359–61. PMID: 4128222.
2. Katritch V, Fenalti G, Abola EE, Roth BL, Cherezov V, Stevens RC. Allosteric sodium in class A GPCR signaling. Trends Biochem Sci. 2014; 39(5):233–44. https://doi.org/10.1016/j.tibs.2014.03.002 PMID: 24767681.
3. Fenalti G, Giguere PM, Katritch V, Huang XP, Thompson AA, Cherezov V, et al. Molecular control of delta-opioid receptor signalling. Nature. 2014; 506(7487):191–6. https://doi.org/10.1038/nature12944
4. Ballesteros JA, Weinstein H. Integrated methods for the construction of three-dimensional models and computational probing of structure-function relations in G protein-coupled receptors. In: Stuart CS, editor. Methods in Neurosciences. Volume 25: Academic Press; 1995. p. 366–428.
5. Shang Y, LeRouzic V, Schneider S, Bisignano P, Pasternak GW, Filizola M. Mechanistic insights into the allosteric modulation of opioid receptors by sodium ions. Biochemistry. 2014; 53(31):5140–9. https://doi.org/10.1021/bi5006915 PMID: 25073009.
6. Huang WJ, Manglik A, Venkatakrishnan AJ, Laeremans T, Feinberg EN, Sanborn AL, et al. Structural insights into mu-opioid receptor activation. Nature. 2015; 524(7565):315–21. https://doi.org/10.1038/ncomms12944
7. Koehl A, Hu H, Maeda S, Zhang Y, Qu Q, Paggi JM, et al. Structure of the mu-opioid receptor-Gi protein complex. Nature. 2018; 558(7711):547–52. https://doi.org/10.1038/s41586-018-0129-7
8. Vickery ON, Carvalheira CA, Zaidi SA, Pisiakova AV, Katritch V, Zachariae U. Intracellular Transfer of Na(+) in an Active-State G-Protein-Coupled Receptor. Structure. 2017. https://doi.org/10.1016/j.str.2017.11.013
9. Yuan S, Filipk S, Palczewski K, Vogel H. Activation of G-protein-coupled receptors correlates with the formation of a continuous internal water pathway. Nat Commun. 2014; 5:4733. https://doi.org/10.1038/ncomms5733 PMID: 25203160.
10. Yuan S, Peng Q, Palczewski K, Vogel H, Filipk S. Mechanistic Studies on the Stereoselectivity of the Serotonin 5-HT1A Receptor. Angew Chem Int Ed Engl. 2016; 55(30):8661–5. https://doi.org/10.1002/anie.201603766 PMID: 27244650.
11. Wu H, Paul F, Wehmeyer C, Noe F. Multiensemble Markov models of molecular thermodynamics and kinetics. Proceedings of the National Academy of Sciences, USA. 2016; 113(23):E3221–30. https://doi.org/10.1073/pnas.1525092113 PMID: 27226302.

12. Ranganathan A, Dror RO, Carlsson J. Insights into the role of Asp79(2.50) in beta2 adrenergic receptor activation from molecular dynamics simulations. Biochemistry. 2014; 53(46):7283–96. https://doi.org/10.1021/bi5008723.

13. Vickers ON, Carvalheda CA, Zaidi SA, Piskiakov AV, Katritch V, Zachariae U. Intracellular Transfer of Na(+) in an Active-State G-Protein-Coupled Receptor. Structure. 2018; 26(1):171–80 e2. https://doi.org/10.1016/j.str.2017.11.013.

14. Fritze O, Filipek S, Kuksa V, Palczewski K, Hofmann KP, Ernst OP. Role of the conserved NPxxY(x)5,6F motif in the rhodopsin ground state and during activation. Proc Natl Acad Sci U S A. 2003; 100(5):2290–5. https://doi.org/10.1073/pnas.0435715100 PMID: 12601165.

15. Deupi X, Standfuss J. Structural insights into agonist-induced activation of G-protein-coupled receptors. Curr Opin Struct Biol. 2011; 21(4):541–51. https://doi.org/10.1016/j.sbi.2011.06.002 PMID: 21723721.

16. Ilyaskina OS, Lemoine H, Bunemann M. Lifetime of muscarinic receptor-G-protein complexes determines coupling efficiency and G-protein subtype selectivity. Proc Natl Acad Sci U S A. 2018; 115(19):5016–21. https://doi.org/10.1073/pnas.1715751115 PMID: 29686089.

17. Yabaluri N, Medzihradsky F. Reversible modulation of opioid receptor binding in intact neural cells by endogenous guanosine triphosphate. Mol Pharmacol. 1995; 48(4):690–5. PMID: 7476895.

18. Phillips JC, Braun R, Wang W, Gumbart J, Tajkhorshid E, Villa E, et al. Scalable molecular dynamics with NAMD. J Comput Chem. 2005; 26(16):1781–802. https://doi.org/10.1002/jcc.20289 PMID: 16222654.

19. Essmann U, Perera L, Berkowitz ML, Darden T, Lee H, Pedersen LG. A Smooth Particle Mesh Ewald Method. Journal of Chemical Physics. 1995; 103(19):8577–93. https://doi.org/10.1063/1.470648.

20. Martyna GJ, Tobias DJ, Klein ML. Constant-Pressure Molecular-Dynamics Algorithms. Journal of Chemical Physics. 1994; 101(5):4177–89. https://doi.org/10.1063/1.467468.

21. Feller SE, Zhang YH, Pastor RW, Brooks BR. Constant-Pressure Molecular-Dynamics Simulation—the Langevin Piston Method. Journal of Chemical Physics. 1995; 103(11):4613–21. https://doi.org/10.1063/1.470648.

22. Essmann U, Perera L, Berkowitz ML, Darden T, Lee H, Pedersen LG. A Smooth Particle Mesh Ewald Method. Journal of Chemical Physics. 1995; 103(19):8577–93. https://doi.org/10.1063/1.470117.

23. Zhu FQ, Hummer G. Convergence and error estimation in free energy calculations using the weighted histogram analysis method. Journal of Computational Chemistry. 2012; 33(4):453–65. https://doi.org/10.1002/jcc.21989 PMID: 22109354.

24. Scherer MK, Trendelkamp-Schroer B, Paul F, Perez-Hernandez G, Hoffmann M, Plattner N, et al. PyEMMA 2: A Software Package for Estimation, Validation, and Analysis of Markov Models. J Chem Theory Comput. 2015; 11(11):5525–42. https://doi.org/10.1021/acs.jctc.5b00743 PMID: 26574340.

25. The PyMOL Molecular Graphics System VS, LLC. The PyMOL Molecular Graphics System, Version 2.0 Schrodinger, LLC.

26. Pérez-Hernández G, Paul F, Giorgino T, De Fabritiis G, Noé F. Identification of slow molecular order parameters for Markov model construction. Journal of Chemical Physics. 2013;139.
32. Schwantes CR, Pande VS. Improvement in Markov State Model Construction Reveal Many Non-Native Interactions in the Folding of NTL9. Journal of Chemical Theory and Computation. 2013; 9:2000–9. https://doi.org/10.1021/ct300878a
33. Souaille M, Roux B. Extension to the weighted histogram analysis method: combining umbrella sampling with free energy calculations. Computer Physics Communications. 2001; 135(1):40–57.
34. Deufhard P, Dellnitz M, Junge O, Schütte C. Computation of Essential Molecular Dynamics by Subdivision Techniques. Computational Molecular Dynamics: Challenges, Methods, Ideas1999. p. 98–115.
35. Hummer G, Szabo A. Optimal Dimensionality Reduction of Multistate Kinetic and Markov-State Models. J Phys Chem B. 2015; 119(29):9029–37. https://doi.org/10.1021/jp508375q PMID: 25296279.
36. Wallerstein J, Weininger U, Khan MA, Linse S, Akke M. Site-specific protonation kinetics of acidic side chains in proteins determined by pH-dependent carboxyl (13)C NMR relaxation. J Am Chem Soc. 2015; 137(8):3093–101. https://doi.org/10.1021/ja513205s PMID: 25665463.
37. Plattner N, Doerr S, De Fabritiis G, Noe F. Complete protein-protein association kinetics in atomic detail revealed by molecular dynamics simulations and Markov modelling. Nat Chem. 2017; 9(10):1005–11. https://doi.org/10.1038/nchem.2785 PMID: 28937668.
38. Northrup SH, Allison SA, McCammon JA. Brownian dynamics simulation of diffusion-influenced bimolecular reactions. The Journal of Chemical Physics. 1984; 80:1517.
39. Pan XY, Xu J, Bolan EA, Abbadie C, Chang A, Zuckerman A, et al. Identification and characterization of three new alternatively spliced mu opioid receptor isoforms. Mol Pharmacol. 1999; 56:396–403.