Self-supervised Deep Learning for Reading Activity Classification

MD. RABIUL ISLAM, Osaka Prefecture University, Japan
SHUJI SAKAMOTO, Osaka Prefecture University, Japan
YOSHIHIRO YAMADA, Osaka Prefecture University, Japan
ANDREW VARGO, Osaka Prefecture University, Japan
MOTOI IWATA, Osaka Prefecture University, Japan
MASAKAZU IWAMURA, Osaka Prefecture University, Japan
KOICHI KISE, Osaka Prefecture University, Japan

Reading analysis can give important information about a user’s confidence and habits and can be used to construct feedback to improve a user’s reading behavior. A lack of labeled data inhibits the effective application of fully-supervised Deep Learning (DL) for automatic reading analysis. In this paper, we propose a self-supervised DL method for reading analysis and evaluate it on two classification tasks. We first evaluate the proposed self-supervised DL method on a four-class classification task on reading detection using electrooculography (EOG) glasses datasets, followed by an evaluation of a two-class classification task of confidence estimation on answers of multiple-choice questions (MCQs) using eye-tracking datasets. Fully-supervised DL and support vector machines (SVMs) are used to compare the performance of the proposed self-supervised DL method. The results show that the proposed self-supervised DL method is superior to the fully-supervised DL and SVM for both tasks, especially when training data is scarce. This result indicates that the proposed self-supervised DL method is the superior choice for reading analysis tasks. The results of this study are important for informing the design and implementation of automatic reading analysis platforms.
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1 Introduction

Reading analysis is essential for understanding and advancing human learning strategies because it is possible to obtain a wide variety of information from reading activities [54]. There are many different types of aspects of reading that can be analyzed and classified [41, 48, 11]. For example, one basic classification task is reading detection, where the objective is to detect whether the user is reading or not reading [7, 34]. Other research has tackled problems like identifying the type of text the user is reading, such as reading English text or Japanese text [21]. Finally, another reading activity classification task would be a problem-solving task such as confidence estimation in answering multiple-choice questions (MCQs) [74], which requires significant cognitive activity from the reader. In this paper, we use the term reading activity to cover not only the activity of reading plain text but also problem-solving tasks completed via reading.

There are multiple ways in which to approach this endeavor. Traditional machine learning methods have achieved satisfactory results in laboratory settings where features are manually selected. This requires additional feature engineering expertise. In addition, for the outside laboratory settings (in-the-wild) studies, these methods may not produce similar results [24] due to various reasons, such as noise which obfuscates important features that need to be extracted. Deep Learning (DL), on the other hand, has been successfully used to solve a broad set of difficult problems in the areas of image recognition [31, 9, 53], speech recognition [15, 51], natural language processing [40, 57], human activity recognition [56, 62, 28] and eliminated the need for manual feature engineering. The key to successful DL is to prepare enough labeled samples for successfully training the network. In most fields, the difficulty of having enough amount of labeled samples is a serious issue [55].

Lack of labeled data is also a problem for reading activity classification. Obtaining large and well-curated reading activity datasets is problematic because the annotation costs and the time it takes to generate a satisfactory dataset are prohibitive. In addition, the diversity of devices, types of embedded sensors, variations in specifications regarding sampling rates, and different deployment environments make dataset construction a challenge. For these reasons, it is very difficult to apply a fully-supervised DL method in this domain directly.

The self-supervised DL presents a potential solution to these problems. This method employs a “pretext” task to pre-train the network, before training for the task of interest (target task). Because labeled samples for
the pretext task is generated without manual labeling, the network can be trained with a much larger amount of data. In general, this helps to improve classification accuracy.

In the field of human activity recognition, some researchers have attempted to employ self-supervised DL to solve the issue of the lack of labeled data and found it effective [58,19,76]. For example, the method proposed by Saeed et al. [58] employs simple signal transformations such as flipping to produce the pretext task for sensor data. Because their task is to recognize human activities, both an accelerometer and a gyroscope are employed as sensors to distinguish human body movements that characterize each activity. However, we do not know whether similar approaches can be applied to cognitive activities requiring fewer bodily movements such as the reading, which is typically captured by sensors like an eye-tracker.

This research aims to clarify how effective the self-supervised DL is at solving the lack of labeled data issue in reading activity classification. As a step toward this goal, we propose a self-supervised DL method and evaluate it for two different but related reading activity classification tasks placed at two extreme points on the reading activity spectrum. The first one is reading detection, a physical-level reading activity, where periods of reading are identified throughout the day. The second one is confidence estimation in answering MCQs, which is an intensive cognitive level reading activity. This allows us to obtain a full picture of the effectiveness of the proposed self-supervised DL method across the reading activity spectrum. In the evaluation process, we recorded eye-movement using electrooculography (EOG) glasses for reading detection and measured eye gaze using an eye-tracker for confidence estimation. We compared the effectiveness of the proposed self-supervised DL method by training and evaluating the network for a different number of training samples per class, starting from the availability of all samples per class to 10 samples per class. We used the fully-supervised DL approach as a comparative method along with support vector machines (SVMs), a traditional machine learning method, as a baseline.

The results show that the proposed self-supervised DL method is superior compared to other methods at both tasks. Specifically, the proposed self-supervised DL method demonstrates better performance than the fully-supervised DL except at the largest number of training samples, where the proposed self-supervised DL method performs equally well. Although the fully-supervised DL performs worse than SVM with a smaller number of training samples, due to the impact of insufficient training samples, the proposed self-supervised DL method does not face this problem; it is always superior to SVM as well. The statistical analysis supports the above statements.

From the results, we conclude that the proposed self-supervised DL method is superior to other methods over a wide range of training samples on both tasks, and is comparable with the fully-supervised DL when the number of training samples available is high. This indicates that we can recommend the self-supervised DL method for any size of available training samples. This insight can help system designers and researchers more efficiently pursue reading activity classification.

The remainder of the paper is organized as follows: Section 2 presents related work on reading detection, confidence estimation, and self-supervised DL. Section 3 presents the proposed self-supervised DL method in detail for both reading detection and confidence estimation. Section 4 presents the details of datasets, and the data collection framework. In Section 5 we present the experimental conditions, results, and discussion about the results obtained. Finally, Section 6 presents the conclusion and future work.

## 2 Related Work

Our work relates to several active research areas, including reading detection, confidence estimation, and self-supervised DL. In this section, we describe how our work builds on these fields.

### 2.1 Reading Detection

Reading detection strategy varies depending on its purpose, and over the past years, researchers have proposed many methods for different kinds of automatic reading detection. For example, they have proposed methods for reading detection as a part of other human activities such as reading in transit [5,65], in office settings [6], and with talking [22,23] by exploring eye movements in controlled settings using classical machine learning approaches. In another eye-based activity recognition study [64], authors detected reading with desktop activities such as search and writing by using traditional machine learning methods. Many existing studies attempt to ex-
plore reading activity as an individual activity accomplishing different modes, such as regular reading, detailed reading, skimming, and spell-checking [66]. Researchers used traditional machine learning methods to detect whether the user is reading or skimming [29, 3], reading or searching [7] and reading or not reading [34, 24, 13] in laboratory settings. Furthermore, some methods attempt to explore the type of document read by the user. Towards this, Kunze et al. [32] proposed a method for document type detection using eye movement features. The authors evaluated their approach based on Japanese document types such as novel, manga, magazine, newspaper, and textbook in laboratory settings and applying classical machine learning techniques. Recently, Ishimaru et al. [21] proposed a classical machine learning method to classify the language of text segments, English or Japanese, read by the user. They were able to demonstrate an ability to differentiate the language of the text by analyzing eye movement data obtained through an in-the-wild study.

The literature on reading detection suggests a strong relationship between eye movements and reading activities. Moreover, the existing body of work provides evidence that eye movement plays a crucial role in reading detection, making it compelling to explore the development of eye-based reading detection systems. However, most of the proposed methods occur in laboratory settings use classical machine learning approaches except for some preliminary work that applies DL methods [24, 12]. Although some proposed methods using classical machine learning approaches produce satisfactory results in laboratory settings, they may not do so in-the-wild [21].

2.2 Confidence Estimation in Answering Multiple-choice Questions

MCQs are fundamental forms of assessing knowledge, ability, and user performance [16] and are the most popular since they are easy, quick, and offer more objective scoring. However, in this assessment, one critically common question arises: has the user answered correctly by chance or with confidence in their knowledge of the correct answer. A user may answer MCQs correctly and know the subject matter, but some other phenomena may also happen, such as when a user guesses the correct answer without any knowledge of understanding of the subject area [35, 42]. Another possibility is that a user may be skilled in strategies to answer MCQs correctly [43, 60]. Moreover, the user may have correct or incorrect knowledge and may answer correctly even though the user may be confused by other options [46], or the user may be confident even though the answer is incorrect. Correctness and incorrectness alone do not give the actual picture of the user’s concept and understanding, which is a significant drawback of MCQ assessment [63] whereby the user’s understanding of the subject material may be misunderstood [8]. Therefore, an assessment system must provide accurate information and give feedback. This feedback is essential for both users and instructors for developing further diagnoses [4]. However, it is not possible to manually track each user in a group, so there is a need to develop a way to estimate confidence automatically.

As a step toward this automatic confidence estimation, researchers propose some methods. Tsai et al. [69] analyzed user’s visual attention spans when solving MCQs by using eye-tracking under laboratory settings and with the application of a traditional machine learning method. This gives a picture of the user’s concept and understanding. The results show that successful problem solvers focus and spend more time examining relevant factors than irrelevant ones, while unsuccessful problem solvers spend more time decoding the problem, and have difficulty in recognizing the relevant factors. Yamada et al. [74] proposed a method to classify whether the user is confident or not when answering MCQs through manually selected features from the eye gaze recorded with an eye-tracker in a controlled environment. All these proposed methods occurred in laboratory settings and employed traditional machine learning approaches. This means that a significant challenge remains for in-the-wild datasets.

2.3 Self-supervised Deep Learning

In the past decade, the development and application of DL has successfully solved many problems in the field of ubiquitous computing [17, 62, 10, 49], pervasive intelligence [61, 75], health [47, 18, 25], and well-being [59, 37]. Most of the methods use fully-supervised DL approaches that need large and carefully labeled data that is feasible for use in domains such as computer vision [68, 44] but unfeasible in others, particularly because of the tremendous cost and amount of effort to manually label data. To overcome the innate limitations of the fully-supervised DL approaches, researchers introduced several unsupervised methods.
Recently, researchers proposed a DL technique called self-supervised DL \cite{2, 38, 1, 33} that encourages a network for representation learning by generating pretext tasks to utilize the massive amount of unlabeled data. Self-supervised DL is now an active research approach in various domains such as computer vision and robotics \cite{14, 80, 50, 52} and its achievements show that it is effective. When it comes to human activity recognition tasks, the same issue of the lack of labeled data occurs. Researchers attempted applying self-supervised DL for learning representations by utilizing some simple signal transformations such as flipping and adding noise \cite{58}. Their findings show that a self-supervised DL approach is effective in this domain.

Inspired by the recent success of applying self-supervised DL to address the issue of insufficient labeled data, we set out a research agenda to explore the generalize efficacy of self-supervised DL for eye movement sensory data for physical and cognitive intensive reading tasks. To the best of our knowledge, the work presented here is the first attempt at applying the self-supervised DL method in reading activity classification. The proposed self-supervised DL method is evaluated for two eye movement datasets that are collected in real-life settings without any major restrictions. We applied the proposed self-supervised DL method for in-the-wild datasets.

3 Proposed Method

We propose a self-supervised DL method for reading activity classification using sensor data, as shown in Figure 1 that consists of two stages. The first stage shown in the upper parts of Figures 1(a) and (b) is self-supervised pre-training consisting of solving the pretext task, automatically applied to a large collection of unlabeled sensor data. The second stage shown in the lower parts of Figures 1(a) and (b) is target task training, i.e., training of a reading activity classification network by fine-tuning the pre-trained base network using labeled sensor data.

To evaluate our method, we implemented the proposed self-supervised DL method on two very different reading activity tasks: reading detection and confidence estimation in answering MCQs. The reasons for this is that reading activities are distributed on a wide spectrum. For example, some activities are merely related to quantity of reading, such as reading periods or the number of read words. On the other hand, other activities involve the quality of reading such as understanding and confidence. To show the applicability of the proposed self-supervised DL method, we apply it to tasks which belong to these respective categories. We selected reading detection that segments reading periods from all activities and confidence estimation in answering MCQs. Another reason for selecting these two activities is that they are recorded by using two different devices: EOG glasses for reading detection, and an eye-tracker for confidence estimation. We consider that the proposed self-supervised DL method is general and effective enough if it works for both tasks using different devices. In the following, we explain details of the proposed self-supervised DL method for each task.

3.1 Reading Detection

Reading detection aims to identify periods of reading from all other activities. This is implemented as a classification task; the user activities are divided into short segments and then classified into different segments of activity.

The devices employed to measure reading detection are EOG glasses that generate EOG data of eye movements, and accelerometer (ACC) and gyroscope (GYRO) data from the movement of the EOG glasses themselves. From the EOG signals, we obtained data of horizontal and vertical eye movements (EOG_H and EOG_V). ACC and GYRO data consist of $x$, $y$ and $z$ components (ACC_X, ACC_Y, ACC_Z, GYRO_X, GYRO_Y and GYRO_Z). In total we collected eight different kinds of data. The details of data recording are described in Section 4.1.

As shown in Figure 1(a), the proposed self-supervised DL method is divided into two phases: self-supervised pre-training and training of the target task.

3.1.1 Self-supervised Pre-training

Self-supervised pre-training involves learning the representation of signal data by using a pretext task. For the pretext task, we employed the task proposed by Saeed et al. \cite{58}; the pretext task is to recognize the transformation applied to an input signal. For ACC and GYRO data, we employ eight transformations as shown in Figure 2. Because rotation is meaningless for EOG data, seven transformations excluding rotation are applied instead. Examples of transformed data for GYRO are shown in Figure 3. In the self-supervised pre-training, we solved
the eight-class classification (seven transformations + not transformed) problem for EOG data, and nine-class classification (eight transformations + not transformed) problem for ACC and GYRO data.

The red-dashed rectangle in the upper part of Figure 1(a) illustrates the base network trained by the pretext task. It consists of three Convolutional Neural Network (CNN) blocks for EOG, ACC and GYRO data, a CNN block that concatenates three CNN layers, and a global max-pooling layer. Each CNN block consists of three 1D CNN layers. The numbers of units in the CNN layers are 32, 64, and 96, respectively, and the kernel sizes are 24, 16, and 8, respectively. We applied batch normalization after each CNN layer, and a dropout layer after the global max-pooling layer. Finally, we added three classifiers at the end of the base network for EOG, ACC, and GYRO data, respectively. Each classifier consists of two fully connected (FC) layers, and the numbers of units in the FC layers are 256 and 512, respectively. We use Rectified Linear Unit (ReLU) [45] as the activation function for all CNN and FC layers, the softmax function as the output layer, and Adam [30] as the optimizer.

3.1.2 Target Task Training

The final step is the target task training. For the reading detection, we have four target classes: not reading (NR), reading English text (EN), reading Japanese horizontal text (JH), and reading Japanese vertical text (JV). Japanese
scripts can be written horizontally or vertically. Japanese horizontal writing is similar to English writing except there are no spaces between words, which causing different eye movements when reading the text. In the vertical writing system, characters are read from top to bottom, going right to left.

We use the pre-trained base network to create a reading detection network by fine-tuning the pre-trained base network using labeled sensor data with a supervised approach, as shown in the lower part of Figure 1(a). The FC layer in the target task training has 1024 units. We use the same activation function, optimizer, and output layer as used in the self-supervised pre-training of reading detection.

### 3.2 Confidence Estimation

Confidence estimation in answering MCQs involves classifying whether the answer is produced with confidence or not. The format for how we handled MCQs in this paper is shown in Figure 4; the user is asked to select one choice to fill in the blank. We employed an eye-tracker to describe the user’s behaviors. Unlike the classification of fixed length segments in the reading detection activity, the amount of sensor data varies in this task. To cope with such an issue, researchers of human activity recognition transformed time-series data into images to solve the classification task using CNN. We also convert the eye-tracking data by plotting eye gaze graphically as shown in Figure 5(a).

#### 3.2.1 Self-supervised Pre-training

In the pretext task for confidence estimation, we consider three image transformations as shown in Figures 5(b)–(d). The rotation is to apply $45^\circ$ anti-clockwise rotation to the original image. Reflection about $x$ and $y$ axes means...
the transformation of each pixel at \((x, y)\) to \((x, -y)\) and \((-x, y)\), respectively. In the self-supervised pre-training, we solve the four-class classification (three transformations + not transformed) problem.

The red-dashed box in the upper part of Figure 1(b) shows the base network that consists of two CNN blocks and a max-pooling layer after each CNN block. Besides, we add a dropout layer after the second max-pooling layer followed by a flatten layer. Each CNN block consists of two 2D CNN layers. The numbers of units of CNN layers are 8 for the first CNN block and 16 for the second CNN block, respectively. The kernel size is \(3 \times 3\) for all four CNN layers. We added a batch normalization after each CNN layer. At the end of the base network, we add a classifier consisting of two FC layers to identify the type of transformations applied, and the number of units of both FC layers is 36. We use ReLU as the activation function for all CNN and FC layers, the softmax function as the output layer, and the stochastic gradient descent as the optimizer. The input image size is \(64 \times 64 \times 3\).

### 3.2.2 Target Task Training

After the pre-training, the target task training is performed by replacing the FC layers of the pre-trained network and fine-tuning the pre-trained base network using labeled eye gaze image data. We designed the confidence estimation target task as a binary classification: confident or unconfident. For the target task training, the number
Can you give me a call when you ___ at the airport?

- arrive
- arrived
- will arrive
- are arrived

Figure 4: MCQ format used for confidence estimation. The user is asked to select one choice to fill in the blank.

(a) No transformation  (b) Rotation  (c) Reflection about y-axis  (d) Reflection about x-axis

Figure 5: Examples of transformed eye gaze image data in confidence estimation.

of units in the final FC layer is 64. We used the same input image size, activation function, optimizer, and output layer used in the self-supervised pre-training task for confidence estimation.

4 Data Collection

4.1 Reading Detection Datasets

We used two datasets for reading detection: a labeled dataset and an unlabeled dataset. We recorded data for both datasets using JINS MEME EOG glasses [27]. This is an eye-wear device developed by JINS, as shown in Figure 6(a) which equips EOG, ACC, and GYRO sensors. EOG is a technique that measures the corneo-retinal standing potential between the front and the back of the human eye. The EOG sensor consisting of left, right, and bridge electrodes, as shown in Figure 6(a), records the potential change due to eye movement in the horizontal and vertical directions. Let \( L \), \( R \), and \( B \) be the potentials of left, right, and bridge, respectively. The horizontal EOG and vertical EOG are calculated as \( L - R \) and \( B - \frac{L+R}{2} \), respectively. The JINS MEME is also equipped with a three-axis ACC sensor and a three-axis GYRO sensor, as shown in Figure 6(a), and those measure head movements. The sampling rate of EOG, ACC, and GYRO sensors is 100 Hz. We describe labeled and unlabeled datasets for reading detection in detail in the following two subsections.

4.1.1 Labeled Dataset for Reading Detection

For the labeled dataset, we employed OPU_RD dataset, which was introduced by Ishimaru et al. [21]. Ten participants were recruited for data collection. Each participant wore the JINS MEME glasses as shown in Figure 6(c) for about 12 hours a day for two days and was asked to read English documents, vertically written Japanese documents, and horizontally written Japanese documents for about 1 hour for each in a day. Participants also
Figure 6: Data recording for reading detection; (a) JINS MEME EOG glasses, and (b) and (c) a user reading text documents wearing narrative clip and JINS MEME EOG glasses.

(a) Not reading (NR)  (b) Reading English document (EN)  (c) Reading Japanese horizontal document (JH)  (d) Reading Japanese vertical document (JV)

Figure 7: Images taken with the narrative clip for each type of the user’s activity in reading detection.

had a small camera called narrative clip on their clothing to take frontal images every 30 seconds as shown in Figure 6(b). Some images taken with the narrative clip are shown in Figure 7.

The narrative clip was allowed to be removed in places where recording was inappropriate. Except for the above-mentioned conditions, no restrictions were imposed during data recording. Thus, the dataset can be regarded as “in-the-wild.” At the end of each day, participants labeled recorded data based on the images taken by the narrative clip. The summary of the participant’s activities on the first and second days is shown in Table 1. The data for classification were prepared as follows. First, the EOG, ACC, and GYRO data were split into segments by using a segment of size 30 seconds slid by 15 seconds. Thus segments overlap with each other. Figure 8 shows examples of segments. After that, each segment is labeled. Since the length of a segment and the frame rate of the narrative clip are the same, one label is assigned to one segment as shown in Figure 9(a). However,
Table 1: Recording time duration [minute] of labeled data for reading detection.

(a) Day 1

| Type of activity | p1  | p2  | p3  | p4  | p5  | p6  | p7  | p8  | p9  | p10 |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| NR               | 474 | 447 | 490 | 499 | 476 | 379 | 204 | 538 | 476 | 494 |
| EN               | 54  | 73  | 74  | 67  | 63  | 82  | 91  | 62  | 59  | 49  |
| JH               | 97  | 70  | 101 | 72  | 73  | 86  | 127 | 63  | 75  | 90  |
| JV               | 74  | 101 | 71  | 60  | 83  | 73  | 65  | 66  | 113 | 65  |

(b) Day 2

| Type of activity | p1  | p2  | p3  | p4  | p5  | p6  | p7  | p8  | p9  | p10 |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| NR               | 466 | 499 | 429 | 567 | 283 | 409 | 358 | 496 | 307 | 509 |
| EN               | 100 | 96  | 61  | 61  | 74  | 115 | 67  | 55  | 58  | 62  |
| JH               | 71  | 74  | 117 | 53  | 64  | 60  | 53  | 58  | 58  | 68  |
| JV               | 89  | 75  | 67  | 60  | 116 | 72  | 74  | 73  | 60  | 75  |

Figure 9: Data labeling in reading detection.

there are exceptional cases where two labels may be applied to one segment. This is because the frame rate of
the narrative clip fluctuates. In these cases, the most overlapping label is selected as shown in [Figure 9(b)].

EOG data sometimes suffers from bursts of noise of about several seconds as shown in [Figure 10] due to poor
contact of the EOG electrodes to the skin. We found such EOG segments and discarded them using the following
criterion: We set the noise judgment criteria as EOG values above $T \mu V$ or below $-T \mu V$ and exist for
continuous $t$ seconds to be considered as noise as shown in [Figure 10]. In this study, we set $T = 1,000 \mu V$ and
$t = 2$ seconds for the labeled dataset for noise determination. Also, the EOG, ACC, and GYRO data values deviate
from the reference values due to the differences in the mounting sensors. Therefore, we corrected the reference
value by subtracting the average value of segments from each segment of data. The number of segments of each
class included in the labeled dataset is shown in [Table 2].

4.1.2 Unlabeled Dataset for Reading Detection

We recruited 13 Japanese university students. Each participant wore a JINS MEME device for three to eight days
and read English document, horizontally written Japanese documents, and vertically written Japanese documents,
or did not read anything at all. The measurement time is about 20 to 60 hours per person, and the total recorded
time from all participants is 676 hours. In addition, we employed an unlabeled dataset that recorded EOG, ACC,
Table 2: Number of segments in the labeled dataset for reading detection.

| Type of activity | Number of segments | Before noise removal | After noise removal |
|------------------|--------------------|----------------------|--------------------|
| NR               | 35,228             | 32,708               |
| EN               | 5,724              | 5,340                |
| JH               | 6,166              | 5,792                |
| JV               | 6,161              | 5,798                |

and GYRO data when 39 experimental participants attended presentations at a conference. Because there is no restriction, these unlabeled datasets are considered “in-the-wild.” The unlabeled data totals about 1,359 hours. We also divided the unlabeled data into 30 seconds segments with 15 seconds overlap in the same manner as described for the labeled dataset. We discarded noisy segments using the noise judgment criteria with the parameters $T = 1,000 \, [\mu V]$ and $t = 0.01$ seconds and corrected the reference value. After noise removal, the total number of segments in the unlabeled dataset is 177,921.

4.2 Confidence Estimation Datasets

We also use a labeled dataset and an unlabeled dataset for confidence estimation. We used the Tobii 4C pro-upgraded eye-tracker [67], as shown in Figure 11(a), a stationary eye-tracker whose sampling rate is 90 Hz.

Figure 11: Data collection environment for confidence estimation.
4.2.1 Labeled Dataset for Confidence Estimation

We recruited 20 Japanese university students to generate the labeled dataset for confidence estimation. The data collection environment is shown in Figure 11. Each participant read and answered four-choice English grammatical questions on a computer screen. Right after answering each MCQ, participants were requested to assess the confidence behind their answer, which then became a label for the data. The summary of this dataset is shown in Table 3. The comparison with the labeled dataset for reading detection shown in Table 2, which is similar in size except NR case. However, the labeled dataset includes a serious skew in the number of confident and unconfident answers. This is because of the differences in English ability among the participants. We did not impose any restrictions during the data collection, so that this dataset is also considered “in-the-wild.”

4.2.2 Unlabeled Dataset for Confidence Estimation

We recorded the unlabeled data for confidence estimation as described above except there was no inquiry about the confidence. We recruited 80 Japanese high school students, with each participant reading and answering four-choice English vocabulary questions. The total number of samples in the unlabeled dataset is 57,460. Note that the age range of the participants and the contents of the four-choice questions are both different from that of the labeled dataset.

5 Experimental Results and Discussion

5.1 Reading Detection

5.1.1 Experimental Conditions

The purpose of the experiment is to evaluate the effectiveness of the proposed self-supervised DL method as compared to conventional methods. We selected the fully-supervised DL and SVM for this purpose. We are interested in the change of effectiveness as a function of the number of labeled training samples.

For the fully-supervised DL, we simply use the proposed self-supervised DL method for the target task without the pre-training; all the structure and parameters are identical to the proposed self-supervised DL method. Thus the results show the effectiveness of pre-training by using an unlabeled dataset. For SVM, the method described in [21] is used. This allows us to evaluate the impact of DL methods on reading activity classification. We used a total of ten features for SVM, the mean and variance of vertical and horizontal components of EOG data and the mean and variance of three axes components of ACC and GYRO data.

The training of each method was performed in the following way. For the proposed self-supervised DL method, we first applied the pre-training by using the transformed sensor data. In data transformation, we defined the parameters $m$, $n$, and $d$ in Figure 2 as $5 \leq m \leq 10$, $n = 2$, and $d = 90$, respectively. For each
unlabeled segment, we selected a transformation value, including no transformation, and applied it to the segment to produce pre-training data. Because only one transformation was applied to each segment, the number of transformed unlabeled samples is equal to the number of original unlabeled samples. We applied each transformation equally so that the chance rates for the EOG data, ACC data, and GYRO data are 12.5%, 11.1%, and 11.1%, respectively, where the first one is eight-class, and the latter two are nine-class classification. After this, the target task training was applied. As shown in Table 2, the number of available labeled samples is different for each class. We simply took all 5,340 samples (the smallest number) of “reading English” and downsampling other classes to have them match in size. Thus the chance rate for the target task is 25%. The same data were also employed for training the fully-supervised DL and SVM. We changed the number of labeled training samples per class for all three methods in the order of 10, 50, 100, 500, 1,000, and 5,340.

All of the above methods were evaluated with the user independent Leave-One-Participant-Out cross-validation approach as shown in Figure 12. In the target task training, 20% of the training data were randomly selected for validation, and the rest were employed for learning.

5.1.2 Results of Pre-training

Training and validation accuracy curves for EOG, ACC, and GYRO data are shown in Figure 13. The average test accuracy of the ten participants is 93.2% for EOG data, 95.5% for ACC data, and 95.3% for GYRO data. This high test accuracy primarily indicates that the network was trained well. The difference in EOG sensor data between the training and validation accuracy is slightly high, indicating the tendency of the network to overfit. Thus, the test accuracy for EOG data is also lower than that of the ACC and GYRO data. This happened because we could
not remove all the noisy segments from the EOG dataset.

5.1.3 Results of the Target Task

Figure 14 shows the reading detection result. It describes the change of average test accuracy for the number of labeled training samples per class. From this graph, we can observe the following. First, the proposed self-supervised DL method performs best for all cases regardless of the number of training samples. The proposed self-supervised DL method is more advantageous than the fully-supervised DL when the number of labeled training samples is smaller. This indicates the effectiveness of the self-supervised DL. As compared to SVM, the fully-supervised DL performs much better when the number of labeled training samples is larger. However, this advantage disappears when the number of labeled training samples decreases. This shows the limitation of the fully-supervised DL when a large enough number of training samples are not available. On the other hand, the proposed self-supervised DL method is always much better than SVM and is never inferior to the fully-supervised DL. In other words, we can always recommend to use the proposed self-supervised DL method.

Let us take a closer look at the performance of cases when the number of labeled training samples per class is 50 and 5,340. Figure 15 displays the results for each participant. For the case of 5,340 training samples, the advantage of the proposed self-supervised DL method over the fully-supervised DL depends on the participants. On the other hand, for the case of 50 training samples, the proposed self-supervised DL method is better than the fully-supervised DL for all participants.

To make sure whether the difference is significant or not, we applied the statistical analysis. The one-way repeated measures analysis of variance (ANOVA) test was first applied to the results of test accuracy. The null hypothesis is that the population means of all three methods are equal. Table 4 shows the results. We have confirmed that the null hypothesis was rejected with the significance level $p < 0.01$; at least one population mean is different from the rest for all cases of the number of training samples per class. Then the post-hoc paired t-test was applied for the further analysis. A null hypothesis here is that the population mean of one method is equal to that of another method. Because we have three methods, we conducted three t-test experiments for all combinations. Multiple comparisons for the three methods was mitigated by a Bonferroni correction. With the correction applied, significance is found if $p < 0.0033$. Results are shown in Table 5.
proposed self-supervised DL method and the fully-supervised DL, all but the case of 5,340 training samples, we have confirmed that the proposed self-supervised DL method is statistically significantly better than the fully-supervised DL. For the comparison with SVM, the advantage of the proposed self-supervised DL method is shown for all cases. For the comparison between the fully-supervised DL and SVM, we cannot reject the null hypothesis for the cases for smaller sample sizes (10 and 50).

We used a method called t-distributed Stochastic Neighbor Embedding (t-SNE) \[39\] to visualize the features learned by the proposed self-supervised DL method and the fully-supervised DL. Figure 16 is a visualization of the output of the global max-pooling layer in the network shown in the lower part of Figure 1(a). It is clear that the distributions for the 5,340 samples cases (b) and (d) are more clearly separated than those for the 50 samples cases (a) and (c). As compared with the distributions by the fully-supervised DL, the distributions by the proposed self-supervised DL method have clear separation. Thus, more distinctive features were learned via the proposed self-supervised DL method, which generates higher accuracy as compared to the fully-supervised DL.

Table 5: Post-Hoc Paired t-test result for reading detection.

| Pair                          | Parameter | Training samples per class |
|-------------------------------|-----------|---------------------------|
|                               |           | 10 | 50 | 100 | 500 | 1,000 | 5,340 |
| Proposed self-supervised DL   | t value   | 11.30 | 10.69 | 11.87 | 4.79 | 3.02 | 1.15 |
| and fully-supervised DL       | p value   | 0.000* | 0.000* | 0.000* | 0.001* | 0.014 | 0.278 |
| Proposed self-supervised DL   | t value   | 9.88 | 8.49 | 8.65 | 7.60 | 6.68 | 6.09 |
| and SVM                        | p value   | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* |
| Fully-supervised DL and SVM   | t value   | 0.68 | 1.88 | 4.26 | 6.70 | 6.69 | 6.04 |
|                               | p value   | 0.516 | 0.093 | 0.002* | 0.000* | 0.000* | 0.000* |

*p < 0.0033

---

Figure 15: Test accuracy for each participant of reading detection.

![Figure 15](image-url)

(a) 50 training samples per class
(b) 5,340 training samples per class

Table 4: Repeated Measures ANOVA test result for reading detection.

| Parameter                  | Training samples per class |
|----------------------------|---------------------------|
|                            | 10 | 50 | 100 | 500 | 1,000 | 5,340 |
| F value                    | 77.24 | 61.39 | 63.55 | 50.13 | 43.92 | 34.03 |
| p value                    | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* |

*p < 0.01
Figure 16: Visualisation of features using t-SNE for reading detection.

Table 6 shows the confusion matrices for the proposed self-supervised DL method, the fully-supervised DL, and SVM. We found the following tendencies:

- “Reading English” and “Reading horizontally written Japanese” tends to be confused, because both reading behaviors are dominated by horizontal eye movement. Among all the methods, the proposed self-supervised DL method was most effective at distinguishing these classes because it can learn slight differences in the reading behavior between these classes.

- Some “not reading” behaviors are misclassified into reading, because they contain similar behaviors by chance. Another reason is that participants sometimes read something unintentionally because we do not impose any restrictions on their behaviors. In other words, it was caused by the in-the-wild nature of the dataset.

- SVM confuses reading horizontally written and vertically written Japanese because of the less distinctive features.
### Table 6: Confusion matrices for reading detection.

(a) 50 samples per class for the proposed self-supervised DL method

| Predicted | NR  | EN  | JH  | JV  |
|-----------|-----|-----|-----|-----|
| Actual    |     |     |     |     |
| NR        | 240 | 114 | 96  | 46  |
| EN        | 100 | 240 | 121 | 35  |
| JH        | 117 | 185 | 166 | 28  |
| JV        | 61  | 51  | 36  | 348 |

(b) 5,340 samples per class for the proposed self-supervised DL method

| Predicted | NR  | EN  | JH  | JV  |
|-----------|-----|-----|-----|-----|
| Actual    |     |     |     |     |
| NR        | 345 | 67  | 54  | 30  |
| EN        | 161 | 237 | 84  | 14  |
| JH        | 161 | 127 | 189 | 19  |
| JV        | 76  | 24  | 15  | 381 |

(c) 50 samples per class for the fully-supervised DL

| Predicted | NR  | EN  | JH  | JV  |
|-----------|-----|-----|-----|-----|
| Actual    |     |     |     |     |
| NR        | 203 | 113 | 94  | 86  |
| EN        | 113 | 146 | 126 | 111 |
| JH        | 130 | 139 | 123 | 104 |
| JV        | 87  | 99  | 83  | 227 |

(d) 5,340 samples per class for the fully-supervised DL

| Predicted | NR  | EN  | JH  | JV  |
|-----------|-----|-----|-----|-----|
| Actual    |     |     |     |     |
| NR        | 338 | 56  | 71  | 31  |
| EN        | 144 | 196 | 141 | 15  |
| JH        | 163 | 115 | 197 | 21  |
| JV        | 76  | 13  | 19  | 388 |

(e) 50 samples per class for the SVM

| Predicted | NR  | EN  | JH  | JV  |
|-----------|-----|-----|-----|-----|
| Actual    |     |     |     |     |
| NR        | 209 | 91  | 89  | 107 |
| EN        | 92  | 111 | 123 | 170 |
| JH        | 92  | 118 | 131 | 155 |
| JV        | 68  | 117 | 130 | 181 |

(f) 5,340 samples per class for the SVM

| Predicted | NR  | EN  | JH  | JV  |
|-----------|-----|-----|-----|-----|
| Actual    |     |     |     |     |
| NR        | 238 | 65  | 146 | 47  |
| EN        | 85  | 73  | 239 | 99  |
| JH        | 79  | 75  | 223 | 119 |
| JV        | 51  | 61  | 219 | 165 |

### 5.2 Confidence Estimation

#### 5.2.1 Experimental Conditions

The purpose of the experiments is the same as the previous ones; we are interested in the effectiveness of the proposed self-supervised DL method as a function of the number of labeled training samples. We employed the same methods for comparison as we did for reading detection.

For the self-supervised pre-training, we applied the transformations to the unlabeled data as follows. For each image, we selected one of four transformations, including no transformation, as shown in Figure 5 and applied it. Because each transformation was selected equally, the chance rate of the pre-training was 25%.

After the pre-training, we created the target task network of confidence estimation by fine-tuning the pre-trained base network, as shown in the lower part of Figure 1(b). In this case, we used the labeled data. Although we applied Leave-One-Participant-Out cross-validation for reading detection, it is not appropriate for confidence estimation due to the seriously skewed distribution of confident and unconfident labels as shown in Table 3. We cannot balance the number of labels by simply applying over- nor under-sampling. Thus we took a different approach for data preparation for training and testing.

Figure 17 illustrates the procedure of data preparation. First we separated the data into confident and unconfident samples. Note that the number of samples available from each participant $s_i$ is different and the total number of confident samples is larger than unconfident ones. For each of the confident samples, we randomly assign a fold from $F_{1c}$ to $F_{10c}$ while keeping the number of samples in each fold is equal. For the case of unconfident samples, we also assigned each sample to one of the 10 folds $F_{1u}$ to $F_{10u}$ in the same way. In order to make the number of samples in $F_{1u}$ equal to that in $F_{1c}$, we applied oversampling by using a 5-degree rotation to randomly selected samples in each fold. Finally we combined $F_{ic}$ and $F_{iu}$ to form a fold $Fi$. By using the 10 folds of data, we applied the 10-fold cross-validation. In the training by using nine folds, we randomly selected 80%
for learning and the remaining 20% for validation. Because the number of training samples with the confident label is equal to that with the unconfident label for all folds, the chance rate of the classification is 50%.

In the case of the fully-supervised DL, we trained the network using only the labeled data. We used SVM as a baseline method using basic statistical features such as mean and variance. We calculated and used four features from one sample (one MCQ): means and variances of the two axes of the eye gaze to classify data samples. These two methods were also evaluated by the 10-fold cross-validation. We changed the number of labeled training samples per class for all three methods in the order of 10, 20, 50, 100, 150, 200, 300, 400, 500, 1,000, and 5,382.

5.2.2 Results of Pre-training

The average test accuracy of the pre-training experiment was 93.3%; this high test accuracy indicates that the base network was trained well. Figure 18 illustrates the training and validation accuracy curves for pre-training. The pre-trained network is good fit since the difference between the training and validation is almost zero.

5.2.3 Results of the Target Task

Figure 19 shows the results of the target task. Tendencies similar to the reading detection results were observed. The proposed self-supervised DL method performed the best regardless of the number of labeled training sam-

Figure 17: 10-fold cross-validation for confidence estimation.
Figure 18: Training and validation accuracy curve of the self-supervised pre-training experiment for confidence estimation.

Figure 19: Dependency of test accuracy to the number of labeled training samples per class for confidence estimation.

The performance of the fully-supervised DL dropped when the number of labeled training samples was insufficient. With confidence estimation, SVM was not always worst, though performance was limited even with a larger number of labeled samples. From these results, we can always recommend to use the proposed self-supervised DL method in the case of reading detection.
Table 7: Repeated Measures ANOVA test result for confidence estimation.

| Parameter      | Training samples per class |
|----------------|-----------------------------|
|                | 10  | 20  | 50  | 100 | 150 | 200 | 300 | 400 | 500 | 1,000 | 5,382 |
| F value        | 617.2 | 341.2 | 780.7 | 1472.1 | 453.4 | 492.7 | 486.4 | 537.9 | 510.5 | 615.6 | 876.3 |
| p value        | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* | 0.00* |

*p < 0.01

Table 8: Post-Hoc Paired t-test result for confidence estimation.

| Pair                          | Param. | Training samples per class |
|-------------------------------|--------|-----------------------------|
|                               | t value | 10  | 20  | 50  | 100 | 150 | 200 | 300 | 400 | 500 | 1,000 | 5,382 |
| Proposed self-supervised DL   |        | 44.96 | 23.51 | 35.14 | 41.33 | 34.91 | 25.38 | 7.21 | 1.89 | 2.21 | 2.78 | 4.28 |
| and fully-supervised DL       | p value | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.092 | 0.054 | 0.022 | 0.002* | 0.000* |
| Proposed self-supervised DL   |        | 20.51 | 12.95 | 28.24 | 39.69 | 21.43 | 25.03 | 26.19 | 23.15 | 22.11 | 33.28 | 33.12 |
| and SVM                       | p value | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* |
| Fully-supervised DL and SVM   |        | -10.54 | -22.24 | -11.10 | -18.75 | -2.80 | 7.67 | 19.66 | 25.41 | 25.48 | 22.20 | 28.72 |
| p value                       | 0.000* | 0.000* | 0.000* | 0.000* | 0.021 | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* | 0.000* |

*p < 0.0003

As we did for the results of reading detection, we also applied the statistical tests for the results of confidence estimation. Tables 7 and 8 show the results.

From the one-way repeated measures ANOVA test, we have confirmed that there exists at least one population mean is different from the rest. From the results of the post-hoc paired t-test, we have confirmed the following: For the comparison between the proposed self-supervised DL method and the fully-supervised DL, we found significant differences except for the cases of 400, 500, and 1,000 training samples. For the comparison between the proposed self-supervised DL method and SVM, all cases show a significant difference. For the comparison between the fully-supervised DL and SVM, we could not reject the null hypothesis for the case of 150 training samples per class, but it was rejected for all other cases. For the cases with the larger number of training samples, the fully-supervised DL worked better than SVM, and for the case with the smaller number of training samples, the opposite conclusion is held. From these results of statistical analysis, we can also confirm that our discussion of the performance comparison we made above has been supported.

Next, we show in Figure 20 the t-SNE results for 200 samples per class, and 5,382 samples per class for both the proposed self-supervised DL method and the fully-supervised DL. As compared to the results for reading detection, we have less separated distributions. However, we can still see that the distributions with 5,382 samples are better than those with 200 samples.

Table 9 shows the confusion matrices for 200 samples per class, and 5,382 samples per class cases for all three methods. From this table, we can find that for all the methods predictions were not biased with the larger number of training samples, but biased with the smaller number of training samples except for the case of the proposed self-supervised DL method.

Figure 21 shows some typical cases of correct and incorrect classification. In many cases, the user’s eye gaze was distributed like either Figure 21(a) or (b). The former is a typical confident behavior; the user spends less time and goes immediately to an answer. The latter is also a typical unconfident behavior; the user spends more time and looks at choices more carefully. However, we also observed some difficult cases as shown in Figures 21(c) and (d) which are unconfident and confident cases, respectively. The former is the case of an early surrender; the user quickly realizes that they do not know the answer. In this case, the user randomly selects a choice. The latter represents finding an answer after deliberation. A careful examination of the choices allows the user to select an answer with confidence. In general, these two cases are difficult to distinguish even by the proposed self-supervised DL method. To solve this issue, we need to introduce other sensors. For example, a camera to capture facial expression may be of help to obtain good features for classification.
(a) 200 samples per class for the proposed self-supervised DL method

(b) 5,382 samples per class for the proposed self-supervised DL method

(c) 200 samples per class for the fully-supervised DL method

(d) 5,382 samples per class for the fully-supervised DL method

Figure 20: Visualisation of features using t-SNE for confidence estimation.

Figure 21: Case study for confidence estimation; (a) data sample corresponds to confident class and correctly predicted, (b) data sample corresponds to unconfident class and correctly predicted, (c) data sample corresponds to unconfident class and incorrectly predicted, and (d) data sample corresponds to confident class and incorrectly predicted.

6 Conclusion

Automatic recording and reading behavior analysis allow users to examine their reading habits which can help with the development of reading strategies. Methods that use classical machine learning approaches and hand-
Table 9: Confusion matrices for confidence estimation.

(a) 200 samples per class for the proposed self-supervised DL method

| Actual | Predicted | Confident | Unconfident |
|--------|-----------|-----------|-------------|
| Confident | 402       | 197       |             |
| Unconfident | 186       | 412       |             |

(b) 5,382 samples per class for the proposed self-supervised DL method

| Actual | Predicted | Confident | Unconfident |
|--------|-----------|-----------|-------------|
| Confident | 468       | 131       |             |
| Unconfident | 150       | 448       |             |

(c) 200 samples per class for the fully-supervised DL

| Actual | Predicted | Confident | Unconfident |
|--------|-----------|-----------|-------------|
| Confident | 276       | 323       |             |
| Unconfident | 152       | 446       |             |

(d) 5,382 samples per class for the fully-supervised DL

| Actual | Predicted | Confident | Unconfident |
|--------|-----------|-----------|-------------|
| Confident | 468       | 131       |             |
| Unconfident | 161       | 437       |             |

(e) 200 samples per class for the SVM

| Actual | Predicted | Confident | Unconfident |
|--------|-----------|-----------|-------------|
| Confident | 426       | 173       |             |
| Unconfident | 328       | 270       |             |

(f) 5,382 samples per class for the SVM

| Actual | Predicted | Confident | Unconfident |
|--------|-----------|-----------|-------------|
| Confident | 390       | 209       |             |
| Unconfident | 257       | 341       |             |

crafted features may achieve good results in laboratory settings, but may not obtain satisfactory results in-the-wild. DL methods that can solve this issue that requires a large-sized labeled dataset to extract useful features. However, a large-sized labeled data collections are difficult to obtain. As a step towards tackling providing robust and feasible reading analysis, we have proposed a self-supervised DL method. We evaluated the effectiveness of the proposed self-supervised DL method by selecting two reading activities that explore physical reading and confidence, respectively. We evaluated both tasks with the proposed self-supervised DL method, the fully-supervised DL, and SVM.

The proposed self-supervised DL method for reading detection consists of two stages. In the first stage, we trained the network by solving pretext tasks automatically applied to the unlabeled data for representation learning. In the second stage, we created the reading detection target task network by fine-tuning the pre-trained base network using labeled data. Confidence estimation followed a similar process.

From the experimental results, we have confirmed that the proposed self-supervised DL method performs the best for both reading activity classification tasks compared to the fully-supervised DL method and SVM for all cases of the numbers of training samples. Therefore we can always recommend to use the proposed self-supervised DL method regardless of the available number of training samples.

Future work includes further improvement in accuracy of the proposed self-supervised DL method by introducing other sensors, as well as its application for other reading activity classification tasks using various sensors.
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