Contributions of Fe(III) to UV–Vis absorbance in river water: a case study on the Connecticut River and argument for the systematic tandem measurement of Fe(III) and CDOM
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Abstract Dissolved organic matter (DOM) impacts the structure and function of aquatic ecosystems. DOM absorbs light in the UV and visible (UV–Vis) wavelengths, thus impacting light attenuation. Because absorption by DOM depends on its composition, UV–Vis absorbance is used to constrain DOM composition, source, and amount. Ferric iron, Fe(III), also absorbs in the UV–Vis; when Fe(III) is present, DOM-attributed absorbance is overestimated. Here, we explore how differing behavior of DOM and Fe(III) at the catchment scale impacts UV–Vis absorbance and evaluate how system-specific variability impacts the effectiveness of existing Fe(III) correction factors in a temperate watershed. We sampled five sites in the Connecticut River mainstem bi-weekly for ~1.5 years, and seven sites in the Connecticut River watershed once during the summer 2019.

We utilized size fractionation to isolate the impact of DOM and Fe(III) on absorbance and show that variable contributions of Fe(III) to absorbance at 254 nm ($a_{254}$) and 412 nm ($a_{412}$) by size fraction complicates correction for Fe(III). We demonstrate that the overestimation of DOM-attributed absorbance by Fe(III) is correlated to the Fe(III):dissolved organic carbon concentration ratio; thus, overestimation can be high even when Fe(III) is low. $a_{254}$ overestimation is highly variable even within a single system, but can be as high as 53%. Finally, we illustrate that UV-Vis overestimation might impart bias to seasonal, discharge, and land-use trends in DOM quality. Together, these findings argue that Fe(III) should be measured in tandem with UV–Vis absorbance for estimates of CDOM composition or amount.
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Introduction

UV and visible (UV–Vis) light absorption in aquatic systems is commonly measured to elucidate dissolved organic matter (DOM) source, composition, and amount, and yet light absorption in the same wavelengths by iron complicates DOM characterization. DOM modulates the structure and function of aquatic ecosystems. Within aquatic ecosystems,
both the amount of DOM and its chemical composition determines its role. DOM influences the transport, removal, and availability of trace metals from aquatic systems through complexation, with greater complexation associated with DOM of higher aromaticity (Baken et al. 2011; Kikuchi et al. 2017). While DOM fuels heterotrophic production in aquatic systems (Wetzel 1992), DOM composition affects DOM availability to microbes, and therefore, the extent of its contribution to metabolism (Benner 2003). Because the colored component of DOM, colored dissolved organic matter (CDOM), absorbs light, it limits the amount of UV radiation and visible light in aquatic systems and affects water color (Bricaud et al. 1981); however, the amount of light absorption by CDOM is dependent on its concentration and composition, with differing light absorbing characteristics associated with DOM of different sources. Thus, UV–Vis absorbance can also be used to constrain DOM amounts, sources, and composition.

UV–Vis absorbance is a powerful tool for characterizing DOM chemical composition, or “quality,” and amount in aquatic systems. For example, Hernes and Benner (2003) found the DOM absorption coefficient at 350 nm ($a_{350}$) to be associated with dissolved lignin concentration. DOM molecular weight can be approximated using the log-transformed absorption slope from 275 to 295 nm ($S_{275-295}$) or the slope ratio ($SR$), which is the ratio of the slopes at 275–295 nm and 350–400 nm (Helms et al. 2008). Additionally, $S_{275-295}$ is often used in remote sensing algorithms to estimate DOC concentrations (Fichot and Benner 2011; Cao et al. 2018). DOC or CDOM amount can also be quantified from satellite imagery by estimating absorbance in the visible wavelengths, such as at 412 nm ($a_{412}$) (Mannino et al. 2014; Alcântara et al. 2017; Zhang et al. 2021), and correlating this to DOC concentration. Finally, DOM aromaticity is commonly approximated using the specific UV absorbance at 254 nm ($SUVA_{254}$), which is the absorption of DOM at 254 nm ($a_{254}$) divided by the DOC concentration (Weishaar et al. 2003); DOM aromaticity is a widely used parameter to determine the potential for the formation of carcinogenic disinfectant byproducts during water treatment (Kitis et al. 2002), as a predictor for trace metal complexation (Baken et al. 2011; Kikuchi et al. 2017), and as a proxy for DOM source. The advancement in these methods and analyses has allowed for a more comprehensive analysis of DOM quality and quantity across a variety of systems and at higher frequencies due to the speed and cost-efficiency of the methods.

DOM is operationally defined by discrete filter pore size cut-offs (<0.22 to <0.7 μm), and thus CDOM optical measurements are commonly performed on 0.22 μm filtrate. However, UV–Vis absorption by chemical species other than DOM has been acknowledged (Weishaar et al. 2003; Xiao et al. 2013; Poulin et al. 2014). The other dominant dissolved species that absorbs in similar wavelengths to DOM is iron. If iron is not measured, contributions of iron to UV–Vis absorbance can be mistaken for absorption by DOM, thereby introducing error to absorbance measurements at wavelengths where numerous DOM parameters are calculated (e.g., a$_{254}$, $a_{412}$, SUVA$_{254}$). While total dissolved iron in natural waters is composed of ferric and ferrous iron, Fe(III) and Fe(II), respectively, in general, iron absorption has been attributed to Fe(III), while the absorption of Fe(II) has been shown to be small relative to Fe(III) (Maloney et al. 2005) or negligible (Poulin et al. 2014).

Fe(III) UV–Vis absorption has been shown to increase linearly with Fe(III) concentration (Weishaar et al. 2003; Xiao et al. 2013; Poulin et al. 2014). Thus, studies that wish to report only the contribution of DOM to UV–Vis absorbance can correct for Fe(III) contributions to total UV–Vis absorbance by using the measured Fe(III) concentration and a wavelength-specific Fe(III) coefficient (i.e., a correction factor) developed by Poulin et al. (2014). However, while total iron and Fe(II) concentrations can be easily measured, Fe(III) concentrations, and therefore, the contributions of Fe(III) to UV–Vis absorbance, are rarely measured and reported in studies that aim to examine DOM quantity and quality using DOM UV–Vis absorption. This may be because measurements of Fe(III) concentrations are time-sensitive due to the rapid oxidation of Fe(II) in oxygenated circumneutral waters, and because the importance of iron correction in natural waters is reportedly variable. Therefore, reported values of DOM-attributed UV–Vis absorbance are likely overestimated in some systems.

While some studies have shown that the absorption of iron significantly contributes to UV–Vis absorbance and water color (Maloney et al. 2005; Kritzberg and Ekström 2012; Xiao et al. 2013, 2015;...
Poulin et al. 2014; Weyhenmeyer et al. 2014), others have shown that the contributions of iron to UV–Vis absorbance for iron concentrations typical of surface waters are negligible relative to the contributions of DOM (Weishaar et al. 2003; Asmala et al. 2012; Brezonik et al. 2019), indicating variability across systems. One potential driver for this variability is the ratio of iron to organic carbon, as this was observed to be highly correlated to the percent contribution of iron to water color in Finnish rivers (Xiao et al. 2015) and the Upper Great Lakes (Brezonik et al. 2019). Because both Fe(III) and DOM concentration and source have been shown to be driven by river discharge (Gaffney et al. 2008; Raymond and Saiers 2010; Ingri et al. 2018), season (Ingri et al. 2006; Shultz et al. 2018), and land use (Xiao et al. 2015), quantifying the impact of these factors on Fe(III) contributions to UV–Vis absorbance is necessary to determine when Fe(III) correction to UV–Vis DOM measurements might be essential and when Fe(III) absorption might be negligible. This is also particularly useful to retroactively evaluate potential Fe(III) interference in studies where DOM absorption coefficients or SUVA254 values are presented without also presenting Fe(III) concentrations or without Fe(III) correction.

The contribution of Fe(III) to UV–Vis absorbance per Fe(III) concentration might also be more variable than previously reported. Fe(III) absorption depends on its speciation (Sherman and Waite 1985; Stefánsson 2007; Loures et al. 2013) as well as its source (Poulin et al. 2014), and thus a single wavelength-specific coefficient to correct for Fe(III) contributions to UV–Vis absorbance in DOM measurements might be insufficient when Fe(III) absorption might be negligible. This is also particularly useful to retroactively evaluate potential Fe(III) interference in studies where DOM absorption coefficients or SUVA254 values are presented without also presenting Fe(III) concentrations or without Fe(III) correction.

Materials

Sampling sites

Five sites along a 214 km stretch of the Connecticut River mainstem were sampled every other week from July 2018 to March 2020 (Table 1, Fig. 1a). All sites are actively monitored U.S. Geological Survey (USGS) stream gages with stage, temperature, pH, dissolved oxygen, conductivity, turbidity and fluorescent DOM measured every 15 min, and two out of the five sites, Thompsonville and Middle Haddam, report discharge every 15 min (U.S. Geological Survey 2021). Measurements of instantaneous discharge at the time of sampling were also available for samples collected at Northfield (U.S. Geological Survey 2021). In addition to the bi-weekly sampling along the Connecticut River mainstem, seven sites ranging from headwaters to large rivers throughout the Connecticut River watershed were sampled once synoptically over two days during the summer 2019, from 8/28 to 8/29 (Table 2, Fig. 1b).
Table 1  Sites along the Connecticut River mainstem sampled bi-weekly

| Site | Location       | USGS ID   | Latitude  | Longitude  | Number of Samples | Median number of days between collection and 0.02 μm filtration
|------|----------------|-----------|-----------|-------------|-------------------|-----------------------------------------------------------------|
| NORT | Northfield, MA | 01161280  | 42.68333  | −72.47194   | 29                | 3 (8)                                                           |
| THOM | Thompsonville, CT | 01184000 | 41.98722  | −72.60583   | 29                | 2 (7)                                                           |
| HADD | Middle Haddam, CT | 01193050 | 41.54167  | −72.55361   | 29                | 1 (6)                                                           |
| ESSX | Essex, CT       | 01194750  | 41.35148  | −72.38437   | 31                | 1 (4)                                                           |
| OLYM | Old Lyme, CT    | 01194796  | 41.31250  | −72.34639   | 31                | 1 (4)                                                           |

*a* Maximum number of days between sample collection and 0.02 μm filtration in parentheses

![Fig. 1](image_url)  
**Fig. 1** The Connecticut River watershed (green) with a five sites along the Connecticut River mainstem sampled every two weeks and b seven sites sampled once during the summer 2019. Connecticut River watershed and sub-basin boundaries from U.S. Geological Survey (2022)

Table 2  Connecticut River watershed sites sampled once during the summer 2019

| Site (4-letter code)       | USGS ID   | Latitude  | Longitude  | Drainage area (km²) | Forest (%) | Wetland (%) | Agriculture (%) | Developed (%) |
|-----------------------------|-----------|-----------|------------|----------------------|------------|-------------|-----------------|--------------|
| Bunnell Brook (BUNN)        | 01188000  | 41.78621  | −72.96483  | 10.6                 | 66.2       | 9.8         | 10.3            | 11.5         |
| Farmington River Tariffville, CT (FARM) | 01189995 | 41.90828  | −72.75935  | 1494.0               | 70.2       | 8.1         | 3.2             | 14.3         |
| Nepaug River (NEPA)         | 01187800  | 41.82065  | −72.97010  | 61.6                 | 78.0       | 7.2         | 5.9             | 7.4          |
| Phelps Brook (PHEL)         | 01187830  | 41.79978  | −72.96488  | 6.5                  | 71.4       | 15.0        | 5.5             | 7.3          |
| Still River (STIL)          | 01186500  | 41.96792  | −73.03344  | 220.2                | 77.6       | 8.4         | 2.2             | 8.6          |
| Connecticut River Thompsonville, CT (THOM) | 01184000 | 41.98722  | −72.60583  | 25,019.3             | 79.5       | 4.5         | 5.5             | 5.5          |
| Farmington River Unionville, CT (UNIO) | 01188090 | 41.75555  | −72.88704  | 979.0                | 78.0       | 7.8         | 1.8             | 7.0          |
The percent land use for each designation was calculated for each sub-basin using the National Land Cover Database (NLCD) 2016 (available from www.mrlc.gov) in QGIS.

Sample collection and storage

Surface water samples were collected at each site using an acid-rinsed polypropylene bucket or jug, which was rinsed three times with sample water before collection. Samples were filtered on-site through Sterivex polyethersulfone membrane 0.22 μm filters (Sterivex #SVGP01050) using acid-washed PharMed BPT tubing and a peristaltic pump. All 0.22 μm filters and tubing were purged with at least 250 mL of milli-Q water, and then with at least 50 mL of sample. For Fe(II) collection in the Connecticut River mainstem bi-weekly sampling, an acid-washed Tygon E-3603 tube was attached to the outlet of a 0.22 μm filter and the tube placed in the bottom of an acid-washed 60 mL borosilicate glass amber bottle. The bottle was then over-filled three times with the 0.22 μm filtrate, the tube slowly removed, and the bottle capped immediately with PolyCone lined phenolic caps, ensuring that no air bubbles were trapped inside the sample bottle. This was placed immediately on ice, and then at 4 °C in the lab until further 0.02 μm sequential filtration and analysis. To collect water for operationally and truly dissolved total iron and DOM, two 120 mL HDPE bottles were filled with filtrate immediately after collection on-site. Both samples were immediately placed on ice in the field and then at 4 °C in the lab until subsequent filtration and analysis. All sample bottles were acid-soaked with 1 N HCl for at least 24 hours and then rinsed four times with Milli-Q water prior to use.

0.02 μm filtration of CT River mainstem samples

Half (about 30 mL for ferrous iron and 120 mL for total iron/DOM) of the 0.22 μm sample for the Connecticut River mainstem sites was sequentially filtered through a Whatman Anopore inorganic membrane (Anodisc) 0.02 μm filter (Whatman # 89203-116) to separate the operationally dissolved fraction into the truly dissolved, or soluble, (<0.02 μm) and colloidal (0.02–0.22 μm) size fractions. All filtering equipment (e.g., vacuum flask) was acid-soaked in 1 N HCl, rinsed four times with milli-Q water, and then baked at 450 °C for five hours. The sequential filtration of a portion of the 0.22 μm filtrate using the 0.02 μm filter was conducted on the Connecticut River mainstem samples within three days of collection for most samples (82%); however, some samples were filtered within three to seven days of collection due to the scheduling of sample pick-up and timing of high tide, and one sample was filtered after eight days of collection. In addition, the average amount of time between collection/0.22 μm filtration and 0.02 μm filtration varied by site due to our sampling strategy (Table 1). The 0.02 μm filters were placed on the vacuum filtration setup and rinsed with at least 300 mL of milli-Q water, and then with at least 10 mL of sample. Roughly 30 mL of the 0.22 μm Fe(II) filtrate was then 0.02 μm filtered, and Fe(II) was immediately measured on both size fractions. One of the two HDPE bottles containing 0.22 μm filtrate was then filtered through the 0.02 μm filter on the same vacuum setup, and transferred to a clean 120 mL HDPE bottle. The seven sites sampled as part of the summer 2019 sampling event were not 0.02 μm filtered.

Iron measurements

Fe(II) was measured using the 1,10-phenanthroline method (Hach Method 8146) on the Hach DR900 or the Hach FerroVer Pocket Colorimeter II immediately on-site after sampling and 0.22 μm filtering for the summer 2019 sites and immediately after 0.02 μm filtration for the Connecticut River mainstem sites; as such, the time between sample collection and Fe(II) measurement for the Connecticut River mainstem sites was the same as the amount of time between sample collection and 0.02 μm filtration (Table 1). Samples were stored un-acidified at 4 °C until measurement. Method details are described in Text S1. The measurement detection limit (Text S2, Table S1) was 0.006 mg L⁻¹.

Total iron was measured as total reducible iron using the Hach FerroVer method (Hach Method 8008) on either the Hach DR900 or the Hach FerroVer Pocket Colorimeter II within a median of 5 d after collection on samples stored un-acidified at 4 °C until measurement. Method details are described in Text S1. The measurement detection limit (Text S2, Table S1) was 0.010 mg L⁻¹. For a set of the samples collected at the Connecticut River at Thompsonville from August 2018 to October 2019, total dissolved
(<0.22 μm) iron concentrations that were measured using the Hach FerroVer method were compared to total dissolved (<0.45 μm) iron concentrations measured using inductively coupled plasma-atomic emission spectrometry (ICP-AES) (Fishman 1993; U.S. Geological Survey 2021). The two methods showed good agreement (Fig. S2), with <0.22 μm concentrations using the Hach FerroVer method only 11% (0.012 mg L⁻¹) lower, on average, than the <0.45 μm concentrations on ICP-AES. A small difference between the measurements is expected given the difference in filter pore size.

Fe(III) concentrations were calculated by subtracting the measured Fe(II) concentrations from the total Fe concentrations. It is important to note that here we report values below the measurement detection limits and that these values, therefore, will have higher uncertainty. While Fe(II) is rapidly oxidized to Fe(III) under the conditions typical of riverine surface waters and thus Fe(II) measurements are typically performed immediately after collection, our measurements of Fe(II) were performed within one to seven days of collection for the Connecticut River mainstem sites (Table 1), and thus likely represent the stable Fe(II) fraction, for example, complexed to DOM or sustained through DOM complexation reactions. The resulting Fe(III) concentrations calculated by difference are, therefore, more representative of the Fe(III) concentration at the time of spectrophotometric measurement, rather than the in-stream riverine Fe(III) concentrations, which are potentially lower. However, with respect to this analysis, it is the Fe(III) concentration at the time of measurement that is of interest, given the measurement of DOM spectrophotometric properties on samples refrigerated for short-term storage after collection is standard practice in many studies (Stedmon et al. 2003; Fellman et al. 2009; Spencer and Coble 2014; Mannino et al. 2019). For all measurements, the colloidal size fraction (0.02 to 0.22 μm) was calculated as the difference between the operationally dissolved (<0.22 μm) and truly dissolved (<0.02 μm) fractions (Gledhill and Buck 2012).

**Dissolved organic matter chemistry and optical analysis**

Dissolved organic carbon (DOC) concentrations for both size fractions were measured as non-purgeable organic carbon (NPOC) on a Shimadzu TOC-vCPH Analyzer (Shimadzu Corporation; Kyoto, Japan) within a median of 16 d after collection, and stored at 4 °C un-acidified before measurement. Standards and independent quality checks were measured for each run and were prepared according to Shimadzu protocol. Samples were acidified to 2% of 2 M HCl and sparged for five minutes as in Hosen et al. (2020). DOM ultraviolet–visible (UV–Vis) absorbance for both size fractions were performed on a Horiba Aqualog spectrometer (Horiba Scientific; Edison, NJ) within a median of 8 d after collection, and were stored at 4 °C without acidification until measurement, as both acidification and freeze/thaw have been shown to impact DOM absorption (Spencer et al. 2007). Samples were warmed to room temperature before measurement. UV–Vis absorbance was measured on a 1 cm pathlength from 239 to 800 nm at 3 nm increments with milli-Q water as a blank. Decadic UV–Vis absorption coefficients (a₂₅₄ and a₄₁₂) were calculated by dividing the measured absorbance at the particular wavelength (λ) by the path length:

\[
a_\lambda = \frac{A_\lambda}{l}
\]

As in Poulin et al. (2014), measured a_\lambda can be corrected for Fe(III) by multiplying a wavelength-specific Fe(III) coefficient (a correction factor) by the Fe(III) concentration, and subtracting that from the measured decadic absorption at that wavelength (Text S3). The specific UV absorbance at 254 nm (SUVA₂₅₄) was calculated by dividing a₂₅₄ by the DOC concentration, according to Weishaar et al. (2003). Fe(III)-corrected SUVA₂₅₄ was calculated by dividing the Fe(III)-corrected a₂₅₄ by the DOC concentration.

**Estimating Fe(III) contributions to UV absorption**

In order to quantify the contributions of Fe(III) and DOC to the operationally dissolved UV–Vis absorbance (<0.22 μm), coefficients for two different Fe(III) size fractions (truly dissolved, <0.02 μm, and colloidal, 0.02–0.22 μm) and operationally dissolved DOC (<0.22 μm) in the Connecticut River mainstem were derived using multiple linear regression and Type I ANOVA (Text S4). The same approach was also performed for Fe(III) and DOC in the operationally dissolved fraction (<0.22 μm) only. In order to derive these coefficients, we assume that the only
source of UV-Vis absorption in the operationally dissolved fraction is either DOC or Fe(III), as is also done in Kritzberg and Ekström (2012) and in Xiao et al. (2013). The only other known biogeochemical constituent commonly present in natural waters that could potentially absorb in the <0.22 μm fraction is nitrate (Weishaar et al. 2003), but dissolved nitrate concentrations in surface waters are too low to affect absorption at 254 nm (e.g., <40 mg L⁻¹, Weishaar et al. 2003). Furthermore, Fe(II) has been shown to have a negligible impact on UV–Vis absorbance (Poulin et al. 2014).

To determine the impacts of failing to correct for Fe(III) absorption when measuring UV–Vis absorbance, we calculated the percent overestimation of \( a_{254} \) (which is equal to the overestimation of SUVA\(_{254} \)) and \( a_{412} \) due to Fe(III) absorption, by dividing the difference in uncorrected and Fe(III)-corrected \( a_{254} \) or \( a_{412} \) by the Fe(III)-corrected \( a_{254} \) or \( a_{412} \). We use our operationally dissolved Fe(III) coefficient for 254 nm (see Eq. 2 in the “Results”) and 412 nm (see Eq. S2) for the Connecticut River mainstem. We also compare results for \( a_{254} \) to the results using the Poulin et al. (2014) Fe(III) coefficient for 254 nm (6.53 L mg⁻¹ m⁻¹) for both the Connecticut River mainstem sites and the tributary sites.

**Results**

**Connecticut River mainstem**

In the Connecticut River mainstem (Fig. 1a, Table 1), the percent difference in DOC between the operationally dissolved (<0.22 μm) and truly dissolved (<0.02 μm) fractions averaged 3.4 ± 3.8% (Fig. 2, Table 3), and the average absolute difference was 0.1 ± 0.1 mg L⁻¹. This was statistically different using a paired t-test \( (p < 0.001) \). The difference in DOC concentrations between the two fractions did not exceed 0.4 mg L⁻¹. Mainstem average operationally dissolved Fe(III) was around five times greater than truly dissolved Fe(III) (Table 3). Thus, 78.5 ± 20.9%, or 0.063 ± 0.039 mg L⁻¹, of Fe(III) was removed from the operationally dissolved fraction with subsequent 0.02 μm filtration (i.e., was colloidal) (Fig. 2, Table 3). The difference in Fe(III) between the operationally and truly dissolved size fractions was statistically significant using a paired t-test \( (p < 0.001) \).

The average operationally dissolved \( a_{254} \) was 11.5 ± 4.0 m⁻¹ and truly dissolved \( a_{254} \) was 10.1 ± 3.6 m⁻¹ (Table 3). This results in an \( a_{254} \) difference of 12.0 ± 5.5% between the operationally and truly dissolved fractions, which was nearly four times greater than the difference in DOC between the two fractions (Table 3). Similarly, there was a 21.2 ± 11.1% (0.2 ± 0.1 m⁻¹) difference in \( a_{412} \) between the operationally and truly dissolved fractions (Table 3), which is roughly seven times greater than the difference in DOC. SUVA\(_{254} \) averaged 3.5 ± 0.4 L mg⁻¹ m⁻¹ and 3.2 ± 0.3 L mg⁻¹ m⁻¹ in the operationally and truly dissolved fractions, respectively (Table 3), which is on average 9.1 ± 6.3%, or nearly three times, the difference in DOC between the two fractions (Table 3). For \( a_{254} \), \( a_{412} \), and SUVA\(_{254} \), the difference between the operationally and truly dissolved fractions was significant using a paired t-test \( (p < 0.001) \).

**Connecticut River tributary sites**

The average operationally dissolved DOC concentration in the seven tributary sites (Fig. 1b, Table 2) was 2.5 ± 0.8 mg L⁻¹. The average operationally
dissolved Fe(III) concentration was 0.167 ± 0.098 mg L⁻¹. Operationally dissolved \( a_{254} \) and \( a_{412} \) were 9.0 ± 1.8 m⁻¹ and 0.9 ± 0.2 m⁻¹, respectively. \( \text{SUVA}_{254} \) in the operationally dissolved fraction averaged 3.8 ± 1.0 L mg⁻¹ m⁻¹.

**Discussion**

**Difference between size fractions**

Size fractionation can be a useful tool to isolate the impacts of Fe(III) on UV–Vis absorbance. While size fractionation is commonly used to evaluate interactions between trace metals and DOM (Stolpe et al. 2010, 2012; Zhou et al. 2016; Wang et al. 2017), little attention has been given to using it as a method to isolate the impacts of absorbing colloidal material, like iron, present in operationally dissolved filtrate. In the Connecticut River mainstem, there was a negligible difference in DOC between the operationally dissolved (<0.22 μm) and truly dissolved (<0.02 μm) fractions, demonstrating that nearly all the DOM is truly dissolved (Table 3). Additionally, plotting DOC in the operationally versus truly dissolved fraction resulted in a strong positive relationship falling approximately on the 1:1 line (Fig. 3a). This indicates little presence of colloidal (0.02–0.22 μm) DOM in the Connecticut River mainstem.

While there was no difference in DOC between the operationally and truly dissolved fractions in our system, there was a difference in UV–Vis absorbance. \( a_{254} \) and \( a_{412} \) were four and six times greater, respectively, in the operationally dissolved fraction compared to the truly dissolved fraction (Table 3), suggesting the presence of absorbing colloidal material. Additionally, \( a_{254} \), \( a_{412} \), and \( \text{SUVA}_{254} \) deviated from the 1:1 line, with greater absorbance in the operationally dissolved fraction (Fig. 3b-d). While higher molecular weight DOM has been shown to be more highly absorbing (Chin et al. 1994), colloidal DOC concentrations were extremely low in the Connecticut River samples (0.1 mg L⁻¹, on average, maximum of 0.4 mg L⁻¹) and were not correlated to colloidal \( a_{254} \) or \( a_{412} \) (Fig. S3a-b). This demonstrates that the greater UV–Vis absorbance in the operationally dissolved fraction compared to the truly dissolved fraction is due to the presence of absorbing colloidal material that is not DOM.

Ferric iron in the colloidal fraction contributes to the greater UV–Vis absorbance in the operationally dissolved fraction compared to the truly dissolved fraction. For the Connecticut River mainstem, Fe(III) concentrations in the operationally dissolved fraction were five times greater than in the truly dissolved fraction; in fact, most Fe(III) was removed following 0.02 μm filtration, and thus Fe(III) was predominantly colloidal (Fig. 2, Table 3). Furthermore, while there was no relationship between colloidal \( a_{254} \) or \( a_{412} \) and colloidal DOC (Fig. S3a-b), there was a positive correlation between colloidal \( a_{254} \) or \( a_{412} \) and colloidal Fe(III) (Fig. S3c-d). This suggests that colloidal Fe(III) is the absorbing colloidal material that contributed to the greater UV–Vis absorbance in the operationally dissolved fraction compared to the truly dissolved fraction.

| DOC (mg L⁻¹) | <0.22 (mg L⁻¹) | <0.02 (mg L⁻¹) | 0.22–0.02 (mg L⁻¹) | 0.22–0.02 (%)
| Fe(III) (mg L⁻¹) | 0.079 (0.046) | 0.015 (0.015) | 0.063 (0.039) | 78.5 (20.9)
| \( a_{254} \) (m⁻¹) | 11.5 (4.0) | 10.1 (3.6) | 1.4 (0.7) | 12.0 (5.5)
| \( a_{412} \) (m⁻¹) | 1.0 (0.4) | 0.8 (0.4) | 0.2 (0.1) | 21.2 (11.1)
| \( \text{SUVA}_{254} \) (L mg⁻¹ m⁻¹) | 3.5 (0.4) | 3.2 (0.3) | 0.3 (0.2) | 9.1 (6.3) |

\( ^a \)Standard deviation listed in parentheses

\( ^b \)Calculated by difference. This difference is also equal to the colloidal size fraction

\( ^c \)Difference calculated by subtracting the operationally and truly dissolved \( \text{SUVA}_{254} \), not by dividing colloidal \( a_{254} \) and colloidal DOC
Variable Fe(III) contributions to UV–Vis absorbance

The two Fe(III) size fractions contribute to UV–Vis absorbance differently. Multiple linear regression determined the contributions of operationally dissolved DOC (<0.22 μm), colloidal Fe(III) (0.02–0.22 μm), and truly dissolved Fe(III) (<0.02 μm) on operationally dissolved a_{254} (<0.22 μm) for the Connecticut River mainstem:

\[
\text{a}_{254<0.22,\text{measured}} = 3.8(\pm 0.1)\text{DOC}_{<0.22} + 12.7(\pm 2.2)\text{Fe}^{3+}_{0.02<0.22} + 44.2(\pm 6.4)\text{Fe}^{3+}_{<0.02} - 2.3(\pm 0.3) \tag{1}
\]

DOC and both Fe(III) size fractions are in mg L\(^{-1}\) and a_{254} is in m\(^{-1}\). Coefficients for Fe(III) and DOC (L mg\(^{-1}\) m\(^{-1}\)) can be used to correct a_{254} measurements for Fe(III) contributions, as in Poulin et al. (2014) (Text S3). Standard error for each coefficient and the intercept is presented in parentheses following the coefficient or intercept. The multiple linear regression had an adjusted R\(^2\) of 0.94 (p < 0.001) and each individual coefficient (i.e., DOC <0.22 μm and both Fe(III) fraction sizes) was significant using Type I ANOVA (p <0.001). The tenfold cross-validation produced an R\(^2\) of 0.94 and a root mean square error (RMSE) of 0.98. The same approach in Eq. 1 was used for a_{412}, producing similar results (Equation S1). For a_{254}, the coefficient for colloidal Fe(III) was more than three times greater than the coefficient for operationally dissolved DOC. While the concentration of Fe(III) in the truly dissolved fraction was low, the coefficient for truly dissolved Fe(III) was four times greater than the coefficient for colloidal Fe(III), demonstrating greater absorption per unit concentration for truly dissolved Fe(III) than colloidal Fe(III).

The different coefficients for Fe(III) by size fraction demonstrate that Fe(III) coefficients may vary by speciation or source. This idea is consistent with other studies that report different absorption spectra for different species of Fe(III) (Sherman and Waite 1985; Stefánsson 2007; Loures et al. 2013) or for Fe(III) that is produced by Fe(II) oxidation (Stefánsson 2007; Poulin et al. 2014). The “soluble” or truly dissolved Fe(III) pool, defined as Fe(III) smaller than 0.02 μm
(Gledhill and Buck 2012), is likely mostly composed of a DOM-bound ferric iron pool (Stolpe et al. 2012; Joung and Shiller 2016) whereas the colloidal iron pool, from 0.02 to 0.22 μm, is predominantly inorganic iron, such as hydrous ferric oxides (Stolpe et al. 2012). Thus, the species and/or size class of iron is important in determining the contribution of Fe(III) to DOM absorption, and this contribution will likely change across systems, as the distribution of Fe(III) between size fractions varies.

We also derived a single operationally dissolved Fe(III) coefficient for operationally dissolved \( a_{254} \), as in other studies:

\[
a_{254<0.22, \text{measured}} = 4.1(\pm 0.1)DOC_{<0.22} + 16.8(\pm 2.2)Fe^{3+}_{<0.22} - 2.8(\pm 0.3) \]  

The multiple linear regression for the operationally dissolved Fe(III) fraction had an adjusted \( R^2 \) of 0.93 (\( p < 0.001 \)), and both coefficients (i.e., operationally dissolved Fe(III) and DOC) were significant using Type I ANOVA (\( p < 0.001 \)). The tenfold cross-validation produced an \( R^2 \) of 0.93 and an RMSE of 1.03. The coefficient for operationally dissolved Fe(III) was four times greater than the coefficient for DOC (Eq. 2). Equation S2 describes the operationally dissolved Fe(III) coefficient for \( a_{412} \), which showed a six times greater absorption by Fe(III) per unit concentration compared to DOC.

Fe(III) contributions to UV absorbance in our system are greater than previously reported estimates. While the linear increase in UV absorbance with increasing Fe(III) concentration observed in this study (Fig. S3c-d) is consistent with past findings (Weishaar et al. 2003; Xiao et al. 2013; Poulin et al. 2014; Brezonik et al. 2019), the Fe(III) coefficients derived in Eqs. 1 and 2 more sufficiently correct for Fe(III) interference. Applying Fe(III) corrections to both operationally and truly dissolved \( a_{254} \) using either the two Fe(III) size fraction coefficients (Eq. 1) or the operationally dissolved Fe(III) coefficient (Eq. 2) resulted in operationally and truly dissolved \( a_{254} \) and SUVA\(_{254}\) falling closer to the 1:1 line and having a lower MSE than for uncorrected \( a_{254} \) and SUVA\(_{254}\) (Fig. 4a, b, d, e). Results were similar for \( a_{412} \) (Fig. S4). The corrections for \( a_{254} \), and subsequently SUVA\(_{254}\), had a better fit (closer to the 1:1 line and lower MSE) than the Poulin et al. (2014) correction, for which there was little improvement compared to before correction (Fig. 4c, f). Fe(III)-corrected SUVA\(_{254}\) operationally versus truly dissolved plots using Eqs. 1 or 2 (Fig. 4d-e) had less scatter (higher \( R^2 \)) than both uncorrected SUVA\(_{254}\) (Fig. 3d) and the Poulin et al. (2014) corrected SUVA\(_{254}\) (Fig. 4f). This evidence suggests that a single, wavelength-specific Fe(III) correction factor for all systems may under- or overestimate the contribution of Fe(III) to UV–Vis absorbance.

Evaluating the effectiveness of Fe(III) correction

Given the lack of colloidal DOC in our system, we were able to use size fractionation to evaluate the effectiveness of Fe(III) coefficients (i.e., correction factors) in correcting UV–Vis absorbance measurements for Fe(III) by comparing the operationally versus truly dissolved fractions before and after Fe(III) correction (Fig. 4, Fig. S4). We evaluate the effectiveness of these correction factors using 1:1 lines and the mean square error (MSE).

The Poulin et al. (2014) Fe(III) coefficient underestimates the contributions of Fe(III) to \( a_{254}\) in the Connecticut River mainstem, while the Fe(III) coefficients derived in Eqs. 1 and 2 more sufficiently correct for Fe(III) interference. Applying Fe(III) corrections to both operationally and truly dissolved \( a_{254} \) using either the two Fe(III) size fraction coefficients (Eq. 1) or the operationally dissolved Fe(III) coefficient (Eq. 2) resulted in operationally and truly dissolved \( a_{254} \) and SUVA\(_{254}\) falling closer to the 1:1 line and having a lower MSE than for uncorrected \( a_{254} \) and SUVA\(_{254}\) (Fig. 4a, b, d, e). Results were similar for \( a_{412} \) (Fig. S4). The corrections for \( a_{254} \), and subsequently SUVA\(_{254}\), had a better fit (closer to the 1:1 line and lower MSE) than the Poulin et al. (2014) correction, for which there was little improvement compared to before correction (Fig. 4c, f). Fe(III)-corrected SUVA\(_{254}\) operationally versus truly dissolved plots using Eqs. 1 or 2 (Fig. 4d-e) had less scatter (higher \( R^2 \)) than both uncorrected SUVA\(_{254}\) (Fig. 3d) and the Poulin et al. (2014) corrected SUVA\(_{254}\) (Fig. 4f). This evidence suggests that a single, wavelength-specific Fe(III) correction factor for all systems may not sufficiently correct measurements of DOM UV–Vis absorbance for Fe(III) in all natural waters.

Applying the Fe(III) coefficient from Eq. 2 from the mainstem sites to the tributary sites results in a large over-correction of SUVA\(_{254}\). For example, the Fe(III)-corrected SUVA\(_{254}\) for Bunnell Brook using the Eq. 2 coefficient was 0.6 L mg\(^{-1}\) m\(^{-1}\) compared...
to 5.8 L mg\(^{-1}\) m\(^{-1}\) uncorrected. Thus, even our correction factors developed at a river mainstem do not hold for a tributary site only 37 km away from the closest Connecticut River mainstem site. Correction of UV–Vis absorbance for Fe(III) may also be more challenging in smaller streams because increased flashiness results in much greater variability in DOC and Fe(III) concentrations and DOM composition.

Fe(III)/DOC and UV–Vis overestimation

The percent overestimation of \(a_{254}\) and \(a_{412}\) is approximately proportional to the ratio of the concentration of Fe(III) to the concentration of DOC. At wavelength \(\lambda\), the percent overestimation of \(a_{\lambda}\) can be simplified to:

\[
\text{overestimation(\%)} = \frac{c.f. \times \text{Fe(III)}}{a_{\lambda,\text{Fe(III)corrected}}}
\]

where c.f. is the correction factor (Fe(III) coefficient) used. The concentration of DOC is highly correlated to UV–Vis absorbance (\(R^2 = 0.91\) and 0.83 for Fe(III)-corrected \(a_{254}\) and \(a_{412}\), respectively, \(p < 0.001\)), and so Eq. 3 can be substituted by the ratio of Fe(III)/DOC (Fig. S5 and S6). This explains why the contribution of Fe(III) to UV–Vis absorbance is shown to be correlated to the Fe(III)/DOC ratio (Xiao et al. 2013, 2015; Brezonik et al. 2019). As such, the Fe(III)/DOC ratio can be used to determine the importance of iron correction in a particular system (Fig. S5 and S6). Furthermore, contributions of Fe(III) to absorbance can be high even when Fe(III) concentrations are low, if DOC concentrations are low.
The ratio of Fe(III) to DOC

Factors such as stream size, discharge (Gaffney et al. 2008; Raymond and Saiers 2010; Xiao et al. 2015), and land use (Xiao et al. 2015) drive Fe(III) and DOC concentrations, sometimes separately, impacting the Fe(III)/DOC ratio. This decoupling may create systematic biases of UV–Vis absorbance and SUVA254. Below we demonstrate the potential pitfalls of Fe(III) biases on DOM composition and amount.

Stream size

Fe(III):DOC and, therefore, UV–Vis overestimation, may vary by stream size. Lower operationally dissolved Fe(III) concentrations have been observed with increasing stream order (Neubauer et al. 2013), whereas DOC concentrations are less consistently variable with increasing stream size (Table S3, Hosen et al. 2020). Thus, Fe(III):DOC is expected to decrease with increasing stream order. This was captured in our system. Both the Fe(III):DOC ratio and the overestimation of a254 or SUVA254 were, on average, almost four times greater in the seven tributary sites sampled synoptically during the summer of 2019 than in the Connecticut River mainstem, when using the same Fe(III) coefficient to correct for Fe(III) in both systems (Table S4). a254 and SUVA254 overestimation in the Connecticut River mainstem had a median of 14 ± 7% and a maximum overestimation of 31% using the Fe(III) coefficient from Eq. 2, and 5 ± 2% using the more conservative Poulin et al. (2014) coefficient. This was similarly observed in Xiao et al. (2015), in which catchments with a greater proportion of agriculture resulted in a greater riverine concentration of Fe(III) relative to DOC. Percent agricultural land was also weakly negatively correlated with percent forested land (R2 = 0.34, p = 0.17), and thus Fe(III):DOC and a254 and SUVA254 overestimation decreased with increasing forest cover as well (R2 = 0.58, p = 0.045). Failing to address or correct for Fe(III) across systems with varying land use could systematically overestimate DOM quantity or quality due to the differing interference of Fe(III).

Samples from the Connecticut River watershed demonstrate the potential for misinterpreting DOM quality across a land-use gradient. Iron interference was so high in sites with a large percentage of agriculture (and low percentage of forested area) that DOM aromaticity (determined by Fe(III)-uncorrected SUVA254) seemed to be mainly driven by percent forested land or percent agriculture (Fig. 5a, c, R2 > 0.60 and p < 0.05 for both). Correcting for Fe(III) using the Poulin et al. (2014) Fe(III) coefficient resulted in the relationship between SUVA254 and percent forest and percent agriculture weakening (Fig. 5a, c, R2 increased from 0.26 to 0.49 and p decreased from 0.24 to 0.08). This relationship with Fe(III)-corrected
SUVA$_{254}$ and percent wetland (originally biased by trends between Fe(III) and agriculture) is in line with studies that have shown that DOM aromaticity increased with percent wetland in a watershed and decreased with percent agriculture (Wilson and Xenopoulos 2008). These results demonstrate that by failing to correct for Fe(III) contributions to UV–Vis absorbance, observed trends in UV–Vis estimated DOM aromaticity and land use were actually dominated by relationships between Fe(III):DOC ratios and land use.

**Seasonality and discharge**

The seasonal variability in Fe(III):DOC observed here cautions against the presentation of seasonal DOM results based on UV–Vis absorbance without also presenting Fe(III) concentrations. This is particularly important given the same drivers of DOM composition and amount (e.g., DOM source) impact the Fe(III):DOC ratio. In the winter and at low flow, highly absorbing and aromatic (i.e., high SUVA$_{254}$) allochthonous DOM in the Connecticut River mainstem is low (Shultz et al. 2018; Hosen et al. 2020), resulting in both low DOC concentrations (low $a_{254}$ and low $a_{412}$) and expected lower SUVA$_{254}$. In our study, the Fe(III):DOC ratio was significantly greater in the winter than in the other three seasons ($p < 0.05$). Additionally, the Fe(III):DOC ratio and therefore $a_{254}$, $a_{412}$, and SUVA$_{254}$ overestimation was negatively correlated to discharge in the spring (Fig. 6a, $R^2 = 0.85$, $p < 0.001$). This could result in the weakening of seasonal and discharge-driven trends in DOM composition and amount (i.e., overestimating low SUVA$_{254}$ and low CDOM concentrations in the winter and at low flow in the spring). This is particularly problematic in systems that show a large variability in Fe(III) and/or DOC concentration seasonally or with discharge (e.g., small tributaries).

The source of iron also dictates the relationship between Fe(III) concentration and discharge. For example, both Stolpe et al. (2012) and Ingri et al. (2006) showed that two dominant types of Fe in boreal river systems, Fe(III)-oxyhydroxides and Fe complexed to DOM, varied with river discharge. If Fe(III) absorption is indeed speciation- or size-dependent as we suggest, the absorption of Fe(III) and, therefore, the total contribution of Fe(III) to UV–Vis absorbance, may also vary with discharge.
Thus, seasonal differences in both the discharge-driven controls on Fe(III) speciation and DOC coupling impact the importance of discharge in driving UV–Vis absorbance and overestimation. Consideration of Fe(III) is, therefore, imperative for studies of seasonal DOM composition and concentration.

Routine measurement of Fe(III) in tandem with CDOM optics

Using sequential filtration to derive size-specific Fe(III) coefficients provides challenges that make it difficult to recommend routinely adopting for studies employing CDOM UV–Vis measurements. Firstly, ultrafiltration through 0.02 μm is time and cost-intensive. Furthermore, while sequential filtration through 0.02 μm does, to some extent, separate two distinct pools of iron with different absorption properties (e.g., organically-bound Fe(III) and inorganic Fe(III)), it does not do so completely. Thus the contributions of different Fe(III) species to absorbance in the operationally dissolved fraction likely also vary from system to system; for example, the Fe(III) coefficients derived in Eqs. 1 and 2 for the Connecticut River mainstem could not be applied to the tributary sites. However, correcting $a_{254}$ or $a_{412}$ for Fe(III) using the system-specific coefficient for operationally dissolved Fe(III) in Eq. 2 corrected just as well, if not better, than the two Fe(III) coefficients in Eq. 1, suggesting that it is less important to use separate Fe(III) size fractions to correct for Fe(III), as long as the coefficients (i.e., correction factors) are system specific. Thus, including dissolved Fe(III) measurements in studies that measure DOM UV–Vis absorption is paramount.

Total Fe and Fe(II) concentrations can be easily measured using a field colorimeter or spectrophotometer. Following the methods here (e.g., Hach Method 8146 and Method 8008), total iron and Fe(II) can be measured with a field colorimeter. Alternatively, total Fe and Fe(II) concentrations can be measured on the same spectrophotometer and on the same filtered sample for which $a_{254}$ and $a_{412}$ is measured. For example, the filtered sample blank absorbance at the same wavelength that the 1,10-phenanthroline complex absorbs at (~508 nm) is typically already measured when CDOM absorbance is measured and can be subtracted from the absorbance measurement at the same wavelength after adding 1,10-phenanthroline for Fe(II) or the FerroVer reagent for total Fe. As such, ferric iron measurements can be easily conducted alongside CDOM UV–Vis absorbance measurements. Thus, inclusion of Fe(III) data should become standard practice when presenting CDOM UV–Vis absorbance.

Conclusions

This study provides an in-depth analysis testing existing Fe(III) coefficients (i.e., correction factors) used to correct for Fe(III) contributions to UV–Vis absorbance in natural water samples. We have shown that Fe(III) absorption at 254 nm and 412 nm results in significantly higher $a_{254}$, $a_{412}$, and $SUVA_{254}$ in operationally dissolved (<0.22 μm) natural water samples compared to when the majority of Fe(III), but not DOC, is removed by subsequent 0.02 μm filtration (truly dissolved fraction). While current Fe(III) coefficients used for Fe(III) correction apply broadly to the operationally dissolved fraction (e.g., Poulin et al. 2014), we demonstrated that colloidal (0.02–0.22 μm) and truly dissolved Fe(III) impacted UV absorbance differently, with truly dissolved Fe(III) having a greater contribution to absorbance than colloidal Fe(III) per unit concentration. This suggests variability in Fe(III) absorption by speciation or source and complicates the use of single, wavelength-specific Fe(III) coefficients (i.e., correction factors), proposed for correction of UV–Vis absorbance measurements. This complication was illustrated by the fact that existing coefficients commonly used for Fe(III) correction (Poulin et al. 2014) did not entirely account for Fe(III) contributions to measured $a_{254}$ and $SUVA_{254}$ in our system. Additional work is needed to characterize and evaluate the variability in Fe(III) UV–Vis absorption by size, speciation, and source in natural waters. Collectively, the evidence presented here argues that measurement of Fe(III) in studies employing DOM optics should become routine, even in systems where high Fe(III) concentrations are not to be expected. Failing to do so may lead to significant overestimation of DOM optical parameters such as $a_{254}$, $a_{412}$, and $SUVA_{254}$, and even more troubling, seasonal, discharge-driven, or land-use trends in DOM quality or quantity being unknowingly overshadowed by trends in Fe(III).
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