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IN MIXED-NORM WITH WEIGHTS FOR PARABOLIC EQUATIONS
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Abstract. We prove weighted mixed-norm $L^q_t(W^{2,p}_x)$ and $L^q_t(C^{2,\alpha}_x)$ estimates for $1 < p, q < \infty$ and $0 < \alpha < 1$, weighted mixed weak-type estimates for $q = 1$, $L^\infty_t(L^p_x) - BMO_t(W^{2,p}_x)$, and $L^\infty_t(C^{\alpha}_x) - BMO_t(C^{2,\alpha}_x)$, and a.e. pointwise formulas for derivatives, for solutions $u = u(t,x)$ to parabolic equations of the form
\[
\partial_t u - a^{ij}(t)\partial_{ij} u + u = f \quad t \in \mathbb{R}, \ x \in \mathbb{R}^n
\]
and for the Cauchy problem
\[
\begin{cases}
\partial_t v - a^{ij}(t)\partial_{ij} v + v = f & \text{for } t > 0, \ x \in \mathbb{R}^n \\
v(0, x) = g & \text{for } x \in \mathbb{R}^n.
\end{cases}
\]
The coefficients $a(t) = (a^{ij}(t))$ are assumed to be just bounded, measurable, symmetric and uniformly elliptic, that is, there exists $\Lambda > 0$ such that $\Lambda|\xi|^2 \leq a^{ij}(t)\xi_i\xi_j \leq \Lambda^{-1}|\xi|^2$, for all $\xi \in \mathbb{R}^n$, for a.e. $t \in \mathbb{R}$. We also show strong, weak type and BMO-Sobolev estimates with parabolic Muckenhoupt weights. It is quite remarkable that most of our results are new even for the classical heat equation
\[
\partial_t u - \Delta u + u = f.
\]

1. Introduction

In this paper we prove weighted mixed-norm $L^q_t(W^{2,p}_x)$ and $L^q_t(C^{2,\alpha}_x)$ estimates for $1 < p, q < \infty$ and $0 < \alpha < 1$, weighted mixed weak-type estimates for $q = 1$, $1 < p < \infty$ and $0 < \alpha < 1$, and weighted $L^\infty_t(L^p_x) - BMO_t(W^{2,p}_x)$ and $L^\infty_t(C^{\alpha}_x) - BMO_t(C^{2,\alpha}_x)$ estimates for solutions $u = u(t,x)$ to the parabolic equation
\[
\partial_t u - a^{ij}(t)\partial_{ij} u + u = f \quad t \in \mathbb{R}, \ x \in \mathbb{R}^n
\]
and solutions $v = v(t,x)$ of the Cauchy problem
\[
\begin{cases}
\partial_t v - a^{ij}(t)\partial_{ij} v + v = f & \text{for } t > 0, \ x \in \mathbb{R}^n \\
v(0, x) = g & \text{for } x \in \mathbb{R}^n.
\end{cases}
\]
The matrix of coefficients $a(t) = (a^{ij}(t))$ is assumed to be just bounded, measurable, symmetric $a^{ij}(t) = a^{ji}(t)$ and uniformly elliptic, that is, there exists $\Lambda > 0$ such that $\Lambda|\xi|^2 \leq a^{ij}(t)\xi_i\xi_j \leq \Lambda^{-1}|\xi|^2$, for all $\xi \in \mathbb{R}^n$, for a.e. $t \in \mathbb{R}$. We also show strong, weak type and BMO-Sobolev estimates with parabolic weights. Furthermore, we present explicit pointwise formulas for the derivatives of the solutions.
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Our first result is concerned with classical solvability and pointwise formulas for derivatives of solutions $u$ to \((1.1)\). We define the matrices

$$A_{t,\tau} = (A_{ij}(t, \tau)) = \int_{t-\tau}^{t} a_{ij}(r) \, dr \quad \text{for} \quad t \in \mathbb{R}, \quad \tau > 0.$$  

Then $A_{t,\tau}$ verifies $\Lambda \tau |\xi|^2 \leq A_{ij}(t, \tau) \xi_i \xi_j \leq \Lambda^{-1} \tau |\xi|^2$, for all $t \in \mathbb{R}, \quad \tau > 0$. Let

$$B_{t,\tau} = (B_{ij}(t, \tau)) = (A_{t,\tau})^{-1}$$

the inverse of $A_{t,\tau}$. Consider the following kernel

$$p(t, \tau, x) := \chi_{\tau>0} e^{-\tau} \exp\left( -\frac{1}{2} (B_{t,\tau} x, x) \right) \text{ for } t, \tau \in \mathbb{R}, \quad x \in \mathbb{R}^n.$$  

**Theorem 1.1** (Classical solvability). Let $f = f(t, x) \in L^p(\mathbb{R}^{n+1})$, $1 \leq p \leq \infty$, and define

$$u(t, x) = \int_{\mathbb{R}^{n+1}} p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau.$$  

Then

$$\|u\|_{L^p(\mathbb{R}^{n+1})} \leq \|f\|_{L^p(\mathbb{R}^{n+1})}.$$  

If $f \in C^2_c(\mathbb{R}^{n+1})$ then $u$ is the unique bounded classical solution to \((1.1)\) and the following pointwise limit formulas for its derivatives hold:

$$\partial_{ij} u(t, x) = \lim_{\varepsilon \to 0^+} \int_{\Omega_\varepsilon} \partial_{ij} p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau - f(t, x) I_{ij}(a)(t)$$  

and

$$\partial_t u(t, x) = \lim_{\varepsilon \to 0^+} \int_{\Omega_\varepsilon} \left( \partial_t + \partial_\tau \right) p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau + f(t, x) J(a)(t).$$  

Here $\Omega_\varepsilon = \{(\tau, y) \in \mathbb{R}^{n+1} : \max(|\tau|^{1/2}, |y|) > \varepsilon \}$ and, for $i, j = 1, \ldots, n$ and $t \in \mathbb{R}$,

$$I_{ij}(a)(t) = \int_{\{x : 2a(t)^{1/2} x \geq 1\}} e^{-|x|^2} \frac{(a(t)^{-1/2} x_i)(a(t)^{1/2} x_j)}{\pi^{n/2} |a(t)^{1/2} x|^2} \, dx$$  

and

$$J(a)(t) = \int_{\{x : 2a(t)^{1/2} x \leq 1\}} e^{-|x|^2} \frac{1}{\pi^{n/2}} \, dx.$$  

It is important to stress that, up to our knowledge, this is the first time the terms \((1.7)\) and \((1.8)\) are explicitly computed in the formulas for the derivatives \((1.5)\) and \((1.6)\) for solutions $u$ to a time-dependent coefficients equation like \((1.1)\). As our next results will show, such representations also hold a.e. and in the corresponding norms in the case when $f$ belongs to more general functional spaces.

The natural geometric setting for parabolic equations is the parabolic metric space, see Remark 3.4. The class of parabolic Muckenhoupt weights $PA_p(\mathbb{R}^{n+1})$ is the suited one for weighted Sobolev estimates. Observe that $PA_p(\mathbb{R}^{n+1})$ is different from the usual Muckenhoupt $A_p(\mathbb{R}^{n+1})$ class. In our next result we show weighted parabolic Sobolev estimates for \((1.1)\).

**Theorem 1.2** (Weighted parabolic Sobolev estimates). Let $f \in L^p(\mathbb{R}^{n+1}, w)$, for some $1 \leq p < \infty$ and $w \in PA_p(\mathbb{R}^{n+1})$. Then $u$ defined as in \((1.4)\) is in $L^p(\mathbb{R}^{n+1}, w)$, with

$$\|u\|_{L^p(\mathbb{R}^{n+1}, w)} \leq C_{n, p, A, w} \|f\|_{L^p(\mathbb{R}^{n+1}, w)}.$$  

Moreover, the following estimates hold.
(1) If $1 < p < \infty$ then $\partial_{ij}u, \partial_t u \in L^p(\mathbb{R}^{n+1}, w)$ and
$$\|\partial_{ij}u\|_{L^p(\mathbb{R}^{n+1}, w)} + \|\partial_t u\|_{L^p(\mathbb{R}^{n+1}, w)} \leq C_{n,p,\Lambda,\omega} \|f\|_{L^p(\mathbb{R}^{n+1}, w)}.$$ 

(2) If $p = 1$ then $\partial_{ij}u, \partial_t u \in \text{weak-}L^1(\mathbb{R}^{n+1}, w)$ and, for any $\lambda > 0$,
$$w\{(t, x) \in \mathbb{R}^{n+1} : |\partial_{ij}u| + |\partial_t u| > \lambda\} \leq \frac{C_{n,\Lambda,\omega}}{\lambda} \|f\|_{L^1(\mathbb{R}^{n+1}, w)}.$$ 

In both cases the representation formulas (1.5) and (1.6) hold true as limits in $L^p(\mathbb{R}^{n+1}, w)$ when $1 < p < \infty$, in the measure $w(t, x)\,dt\,dx$ when $p = 1$, and for a.e. $(t, x) \in \mathbb{R}^{n+1}$.

The case $p = \infty$ was left out of Theorem 1.2. We address this next, where we obtain a weighted parabolic Sobolev estimate for the sharp maximal function. For the notation see Section 3, in particular, (3.2) for the definition of $M^\#$, where $F$ is a Banach space.

**Theorem 1.3** (Weighted parabolic BMO estimate). Let $u$ be as in (1.4), where $f \in L^\infty_c(\mathbb{R}^{n+1})$. Let $w = w(t, x) > 0$ such that $w^{-1} \in PA_1(\mathbb{R}^{n+1})$ and suppose that $wf \in L^\infty(\mathbb{R}^{n+1})$. Then the following BMO estimate with weights for $\partial_{ij}u$ and $\partial_t u$ holds:
$$\|w \cdot M^\#_F(\partial_{ij}u)\|_{L^\infty(\mathbb{R}^{n+1})} + \|w \cdot M^\#_F(\partial_t u)\|_{L^\infty(\mathbb{R}^{n+1})} \leq C_{n,\Lambda,\omega} \|wf\|_{L^\infty(\mathbb{R}^{n+1})}.$$ 

We now present our mixed-norm $L^q(\mathbb{R}, \nu; W^{2,p}(\mathbb{R}^n, \omega))$ estimates, where $\nu$ and $\omega$ are Muckenhoupt $A_q(\mathbb{R})$ and $A_p(\mathbb{R}^n)$ weights, respectively.

**Theorem 1.4** (Mixed-norm weighted $L^q$-Sobolev estimates). Let $f \in L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))$ for some $1 \leq p, q < \infty$, where $\nu \in A_q(\mathbb{R})$ and $\omega \in A_p(\mathbb{R}^n)$. Then $u$ defined as in (1.4) is in $L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))$, with
$$\|u\|_{L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))} \leq C_{n,p,q,\Lambda,\nu,\omega} \|f\|_{L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))}.$$ 

Moreover, the following estimates hold.

(i) If $1 < p, q < \infty$ then $\partial_{ij}u, \partial_t u \in L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))$ and
$$\|\partial_{ij}u\|_{L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))} + \|\partial_t u\|_{L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))} \leq C_{n,p,q,\Lambda,\nu,\omega} \|f\|_{L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))}.$$ 

In this case, the representation formulas (1.5) and (1.6) hold true as limits in the norm of $L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))$ and for a.e. $(t, x) \in \mathbb{R}^{n+1}$.

(ii) If $q = 1$ and $1 < p < \infty$ then $\partial_{ij}u, \partial_t u \in \text{weak-}L^1(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))$ and, for any $\lambda > 0$,
$$\nu\{(t \in \mathbb{R} : \|\partial_{ij}u(t, \cdot)\|_{L^p(\mathbb{R}^n, \omega)} + \|\partial_t u(t, \cdot)\|_{L^p(\mathbb{R}^n, \omega)} > \lambda\} \leq \frac{C_{n,p,\Lambda,\nu,\omega}}{\lambda} \|f\|_{L^1(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega))}.$$ 

In this case, the representation formulas (1.5) and (1.6) hold true as limits in the measure $\nu(t)\,dt$ and in the norm of $L^p(\mathbb{R}^n, \omega)$, and for a.e. $(t, x) \in \mathbb{R}^{n+1}$.

Notice that Theorem 1.4 is neither a particular case of Theorem 1.2 nor implies it. For the endpoint case $q = \infty$ we have the following estimates. Recall the notation in (3.2).

**Theorem 1.5** (Mixed-norm weighted $L^\infty$-BMO Sobolev estimate). Let $u$ be as in (1.4), where $f \in L^\infty_c(\mathbb{R}; L^p(\mathbb{R}^n, \omega))$, for some $1 < p < \infty$ and $\omega \in A_p(\mathbb{R}^n)$. Let $\nu = \nu(t) > 0$ such that $\nu^{-1} \in A_1(\mathbb{R})$ and suppose that $\nu f \in L^\infty(\mathbb{R}; L^p(\mathbb{R}^n, \omega))$. Then the following $L^p$-BMO mixed-norm weighted estimate for $\partial_{ij}u$ and $\partial_t u$ holds:
$$\|\nu \cdot M^\#_{L^p(\mathbb{R}^n, \omega)}(\partial_{ij}u)\|_{L^\infty(\mathbb{R})} + \|\nu \cdot M^\#_{L^p(\mathbb{R}^n, \omega)}(\partial_t u)\|_{L^\infty(\mathbb{R})} \leq C_{n,p,\Lambda,\omega,\nu} \|\nu f\|_{L^\infty(\mathbb{R}; L^p(\mathbb{R}^n, \omega))}.$$ 

Our third set of main results regards mixed-norm $L^q(\mathbb{R}, \nu; C^{2,\alpha}(\mathbb{R}^n))$ estimates, where $\nu \in A_q(\mathbb{R})$ if $1 \leq q < \infty$, $\nu \equiv 1$ if $q = \infty$, and $0 < \alpha < 1$. 

Moreover, the following estimates hold.

(i) If \( 1 < q \leq \infty \) then \( \partial^j u, \partial^i u \in L^q(\mathbb{R}, \nu; C^{0,\alpha}(\mathbb{R}^n)) \) and
\[
\|\partial^j u\|_{L^q(\mathbb{R}, \nu; C^{0,\alpha}(\mathbb{R}^n))} + \|\partial^i u\|_{L^q(\mathbb{R}, \nu; C^{0,\alpha}(\mathbb{R}^n))} \leq C_{n,q,\alpha,\Lambda,\nu} \|f\|_{L^q(\mathbb{R}, \nu; C^{0,\alpha}(\mathbb{R}^n))}.
\]

In this case, the representation formulas (1.5) and (1.6) hold true as limits in the norm of \( L^q(\mathbb{R}, \nu; C^{0,\alpha}(\mathbb{R}^n)) \), and for a.e. \( t \in \mathbb{R} \) and uniformly in \( x \in \mathbb{R}^n \).

(ii) If \( q = 1 \) then \( \partial^j u, \partial^i u \in \text{weak}-L^1(\mathbb{R}, \nu; C^{0,\alpha}(\mathbb{R}^n)) \) and, for any \( \lambda > 0 \),
\[
\nu\{t \in \mathbb{R} : \|\partial^j u(t, \cdot)\|_{C^{0,\alpha}(\mathbb{R}^n)} + \|\partial^i u(t, \cdot)\|_{C^{0,\alpha}(\mathbb{R}^n)} > \lambda\} \leq C_{n,\alpha,\Lambda,\nu} \|f\|_{L^1(\mathbb{R}, \nu; C^{0,\alpha}(\mathbb{R}^n))}.
\]

In this case, the representation formulas (1.5) and (1.6) hold true as limits in the measure \( \nu(t)dt \) and in the norm in \( C^{0,\alpha}(\mathbb{R}^n) \), and for a.e. \( t \in \mathbb{R} \) and uniformly in \( x \in \mathbb{R}^n \).

We next turn our attention to the Cauchy problem (1.2). The next statement proves the existence and uniqueness of a classical solution and the representation formulas for its derivatives. We denote \( \mathbb{R}^{n+1}_+ = (0, \infty) \times \mathbb{R}^n \).

**Theorem 1.7** (Classical solvability for the Cauchy problem). Let \( g = g(x) \in L^p(\mathbb{R}^n) \) and \( f = f(t, x) \in L^p(\mathbb{R}^{n+1}_+) \), \( 1 \leq p \leq \infty \), and define
\[
v(t, x) = \int_0^t \int_{\mathbb{R}^n} p(t, \tau, y)f(t - \tau, x - y) \, dy \, d\tau + \int_{\mathbb{R}^n} p(t, t, y)g(x - y) \, dy.
\]

Then
\[
\|v\|_{L^p(\mathbb{R}^{n+1}_+)} \leq \|f\|_{L^p(\mathbb{R}_+^{n+1})} + \|g\|_{L^p(\mathbb{R}^n)}.
\]

If \( f \in C^2(\mathbb{R}^{n+1}_+) \) and \( g \in C^2(\mathbb{R}^n) \) then \( v \) is the unique bounded classical solution to the Cauchy problem
\[
\begin{aligned}
&\partial_t v - \sigma^i_j(t)\partial^i_j v + v = f &\quad &\text{for } t > 0, \ x \in \mathbb{R}^n \\
&v(0, x) = g &\quad &\text{for } x \in \mathbb{R}^n.
\end{aligned}
\]

In this case the following pointwise limit formulas hold:
\[
\partial^j v(t, x) = \lim_{\varepsilon \to 0} \int_0^t \int_{\mathbb{R}^n} \partial^j_{\varepsilon y_j} p(t, \tau, x - y) f(t - \tau, y) \, dy \, d\tau + \int_{\mathbb{R}^n} \partial^j_{y_j} p(t, t, y) g(x - y) \, dy
\]
and
\[
\partial_t v(t, x) = \lim_{\varepsilon \to 0} \int_0^t \int_{\mathbb{R}^n} (\partial_t + \partial_x) p(t, \tau, x - y) f(t - \tau, y) \, dy \, d\tau + \int_{\mathbb{R}^n} \partial_t p(t, t, y) g(x - y) \, dy + f(t, x).
\]

Our last main result contains the mixed-norm estimates and the formulas for derivatives for the Cauchy problem (1.2) when \( g = 0 \).
Theorem 1.8. Suppose that $f$ satisfies the assumptions in any of Theorems 1.2, 1.3, 1.4, 1.5 or 1.6, with $\mathbb{R}^{n+1}$ in place of $\mathbb{R}^{n+1}$. Let $v$ be the solution to the Cauchy problem
\[
\begin{align*}
\partial_t v - a^{ij}(t)\partial_{ij} v + v &= f & \text{for } t > 0, \ x \in \mathbb{R}^n \\
v(0, x) &= 0 & \text{for } x \in \mathbb{R}^n
\end{align*}
\]
given by (1.11). Then $v$ satisfies the corresponding estimates in those Theorems, with $\mathbb{R}^{n+1}$ in place of $\mathbb{R}^{n+1}$. Moreover, formulas (1.12) and (1.13) for the derivatives of $v$ hold true in the norm and a.e./pointwise senses as stated there, with $\mathbb{R}^{n+1}$ in place of $\mathbb{R}^{n+1}$.

Our results were initially inspired by the fundamental work on mixed-norm $L^q(L^p)$ and $L^q(C^a)$ a priori estimates for (1.1) by N. V. Krylov [10, 11, 12]. See also [4, 5, 14] for estimates in weighted Sobolev spaces. Parabolic singular integrals had been considered in the 1960’s by Fabes, Sadosky and Jones [7, 8, 9]. One of the main tools in Krylov’s approach is the use of the vector-valued Calderón–Zygmund theory for parabolic singular integrals.

In this paper we follow the philosophy introduced by A. P. Calderón [2] in the elliptic case. First, we solve (1.1) for compactly supported $C^2$ right hand sides $f$, and obtain the explicit formulas for the derivatives of $u$ (Theorem 1.1). As it can be seen, $\partial_t u$ and $\partial_{ij} u$ are expressed as principal value singular integrals acting on $f$ plus a multiplication operator by the bounded functions (1.7) and (1.8), see (1.5) and (1.6). As mentioned before, this seems to be the first time these terms are explicitly computed. The derivation of the multiplication operators (1.7) and (1.8) involves quite delicate real-variable arguments, see Subsection 2.2.

In a second step, and relying on the vector-valued version of Calderón’s method that was presented in [15], we are able to solve (1.1) when the right hand side $f$ is in more general classes, namely, the weighted $L^q$ spaces (Theorem 1.2) and the weighted mixed-norm classes $L^q(L^p)$ and $L^q(C^a)$ (Theorems 1.4 and 1.6, respectively). More concretely, we shall work with the vector-valued Calderón–Zygmund singular integrals theory in spaces of homogeneous type. Such machinery requires two ingredients: a kernel satisfying appropriate size and smoothness estimates, and the boundedness of the given operator in an $L^q_0$ space, for some $1 \leq q_0 \leq \infty$, see [16, 17]. In Theorems 1.2 and 1.4, which correspond to parabolic Riesz transforms, the natural exponent is $q_0 = 2$. This is consistent with the usual theory of Riesz transforms for elliptic PDEs considered by Calderón [2], where the Fourier transform readily shows the $L^2$ continuity. But for the weighted mixed-norm Hölder estimates of Theorem 1.6, the initial exponent is $q_0 = \infty$. The estimate can be found in Lemma 6.1.

On top of all this, with our approach we cover the end point cases $q = 1$, where weak-type estimates are found, and $BMO$ (Theorems 1.3 and 1.5). These are also novel, even for the classical heat equation.

To prove the $BMO$ estimates we will need to extend a result on weighted $BMO$ boundedness of singular integrals from [18] to the case of spaces of homogeneous type, see Theorem 3.3 which is of independent interest.

The estimates for the Cauchy problem (1.2) in Theorem 1.8 are obtained through a delicate comparison argument with the solution $u$ to (1.1). Indeed, this idea permits us to transfer the already known results for $u$ to $v$, see Section 7 for details.

2. Classical solvability: proofs of Theorems 1.1 and 1.7

In this section we present the proofs of Theorems 1.1 and 1.7. Towards this end we need a series of preliminary computational lemmas.

2.1. Computational lemmas. This subsection is devoted to several derivation formulas and estimates that will be useful for the proofs of Theorems 1.1 and 1.7.
Lemma 2.1. Let $B$ be an $n \times n$ symmetric constant matrix. For any $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$,

1. $\partial_{x_i} \exp \left( -\frac{1}{2} \langle Bx, x \rangle \right) = \frac{1}{2} \exp \left( -\frac{1}{4} \langle Bx, x \rangle \right) \left[ -B_{ij} + \frac{1}{2} (Bx)_i (Bx)_j \right].$
2. $\partial_{x_i x_k} \exp \left( -\frac{1}{4} \langle Bx, x \rangle \right) = \frac{1}{4} \exp \left( -\frac{1}{4} \langle Bx, x \rangle \right) \left[ B_{ij}(Bx)_k + B_{jk}(Bx)_i + B_{ki}(Bx)_j - \frac{1}{2} (Bx)_i (Bx)_j (Bx)_k \right].$

Proof. Denote $x = (x_1, \ldots, x_n)$ and $z = (z_1, \ldots, z_n).$ Given $z := \frac{1}{2} Bx$ and $w := \frac{1}{2} x,$ consider the function $f(z, w) = \exp(-\langle z, w \rangle).$ Then

$$\partial_{x_i} f(z, w) = \frac{1}{2} \exp(-\langle z, w \rangle) \left[ \sum_{k=1}^n \partial f / \partial z_k \partial x_i + \sum_{k=1}^n \partial f / \partial w_k \partial x_i \right],$$

(2.1)

Analogously, we define $g_i(z, w) = -z_i \exp(-\langle z, w \rangle).$ Then

$$\partial_{x_i} g_i(z, w) = \frac{1}{2} \left[ \sum_{k=1}^n \partial g_i / \partial z_k B_{ij} + \sum_{k=1}^n \partial g_i / \partial w_k \delta_{kl} \right].$$

Following the same ideas, if we define $h_{ij}(z, w) = \exp(-\langle z, w \rangle) \left[ -\frac{1}{2} B_{ij} + z_i z_j \right],$ then

$$\partial_{x_k} h_{ij}(z, w) = \exp(-\langle z, w \rangle) \left\{ -\frac{1}{2} (Bx)_k \left[ -\frac{1}{2} B_{ij} + \frac{1}{2} (Bx)_i (Bx)_j \right] + \frac{1}{4} (Bx)_k (Bx)_j + \frac{1}{4} (Bx)_i (Bx)_j \right\}.$$

□

Lemma 2.2. Let $A(t)$ and $B(t), t \in \mathbb{R},$ be nondegenerate, time dependent, $n \times n$ symmetric matrices with differentiable entries such that $B(t) = A(t)^{-1}.$ If we denote $' = \partial_t$ then

1. $B' = -BA'B;$
2. $(\det B)' = - (\det B') \operatorname{tr}(A'B);$
3. $\partial t (\det B)^{1/2} \exp(-\frac{1}{4} \langle Bx, x \rangle) = (\det B)^{1/2} \exp(-\frac{1}{4} \langle Bx, x \rangle) \left[ -\frac{1}{2} \operatorname{tr}(A'B) + \frac{1}{2} \langle A'Bx, Bx \rangle \right].$

Proof. For (i) we just need to observe that $0 = I' = (BA)' = B'A + BA',$ so that $B'A = -BA'.$ For (ii) we recall the well known Jacobi’s formula $(\det B)' = \operatorname{tr}((\adj B)' B'),$ where $\adj B = (\det B) B^{-1} = (\det B) A.$ Hence, by (i),

$$(\det B)' = - \operatorname{tr}( (\det B) A (BA'B) ) = - (\det B) \operatorname{tr}(A'B).$$

For (iii) we have

$$\partial t ((\det B)^{1/2} \exp(-\frac{1}{4} \langle Bx, x \rangle)) = \ldots$$
Proof. In order to check \((\ref{eq:proof})\) on the other hand, by Lemma 2.1, and Lemma 2.3. The function \(p(t, \tau, x) = \frac{1}{2} (\det B)^{-1/2} (\det B')^{\prime} \exp(-\frac{1}{4} (Bx, x)) + (\det B)^{1/2} \left(-\frac{1}{4} (B'x, x)\right) \exp(-\frac{1}{4} (Bx, x))\)

\[= (\det B)^{1/2} \exp(-\frac{1}{4} (Bx, x)) \left[-\frac{1}{2} \text{tr}(A'B) + \frac{1}{4} \langle A'Bx, Bx \rangle\right].\]

\[\square\]

**Lemma 2.3.** The function \(p(t, \tau, x) \geq 0\) defined in \((\ref{eq:proof})\) satisfies the following properties.

(i) For every \(t, \tau \in \mathbb{R}\) we have \(\int_{\mathbb{R}^n} p(t, \tau, x) \, dx = e^{-\tau} \).

(ii) For every \(t, \tau \in \mathbb{R}\) and \(x \in \mathbb{R}^n\),

\[\partial_\tau p(t, \tau, x) = 0 \quad \text{for every} \quad t, \tau \in \mathbb{R}\] and \(x \in \mathbb{R}^n\),

\[\partial_\tau p(t, \tau, x) = \left(-\frac{\partial a^{ij}(t) \partial_{\tau ij}}{2} + 1\right) p(t, \tau, x).\]

(iii) There exist constants \(C, c > 0\) depending on \(n\) and \(\Lambda\) such that, for every \(t, \tau \in \mathbb{R}\) and \(x \in \mathbb{R}^n\),

\[0 \leq p(t, \tau, x) \leq C e^{-\tau} \frac{e^{-\frac{|x|^2}{(c\tau)}}}{\tau^{n/2}},\]

\[|\partial_\tau p(t, \tau, x)| \leq C e^{-\tau} \frac{|x| e^{-\frac{|x|^2}{(c\tau)}}}{\tau^{n/2+1}},\]

\[|\partial_\tau p(t, \tau, x)| + |\partial_{\tau p}(t, \tau, x)| + |\partial_{\tau p}(t, \tau, x)| \leq C e^{-\tau/2} \frac{e^{-\frac{|x|^2}{(c\tau)}}}{\tau^{n/2+1}},\]

\[|\partial_\tau\partial_{\tau j} p(t, \tau, x)| + |\partial_{\tau j} p(t, \tau, x)| + |\partial_{\tau j} p(t, \tau, x)| \leq C e^{-\tau/2} \frac{e^{-\frac{|x|^2}{(c\tau)}}}{\tau^{n/2+3/2}}.\]

(iv) The Fourier transform of the function \(x \rightarrow p(t, \tau, x)\) is given, for any \(\xi \in \mathbb{R}^n\), by

\[\chi_{\tau > 0} \frac{e^{-\tau}}{(4\pi)^{n/2}} \exp\left(-\frac{|A_{1, \tau}^{1/2} \xi|^2}{2}\right) = \chi_{\tau > 0} \frac{e^{-\tau}}{(4\pi)^{n/2}} \exp\left(-\langle A_{1, \tau} \xi, \xi \rangle\right).\]

(v) For a function \(f \in L^2(\mathbb{R}^{n+1})\) let us define

\[T_\tau f(t, x) := \int_{\mathbb{R}^n} p(t, \tau, y) f(t - \tau, x - y) \, dy\]

for \(\tau \geq 0\) and \((t, x) \in \mathbb{R}^{n+1}\). Then, for any \(\tau_1, \tau_2 > 0\),

\[T_{\tau_1} T_{\tau_2} f(t, x) = T_{\tau_1 + \tau_2} f(t, x).\]

**Proof.** In order to check (i) it is enough to perform the change of variables \(\bar{x} = B_{t, \tau}^{1/2} x\). To see (ii) we shall compute the derivatives of the function \(p(t, \tau, x)\). As

\[\partial_1 A_{1, \tau} = a(t) - a(t - \tau), \quad \partial_\tau A_{1, \tau} = a(t - \tau),\]

by Lemma 2.2,

\[\partial_\tau p(t, \tau, x) = p(t, \tau, x) \left[-\frac{1}{2} \text{tr} \left((a(t) - a(t - \tau)) B_{1, \tau} x, B_{1, \tau} x\right)\right],\]

and

\[\partial_{\tau j} p(t, \tau, x) = p(t, \tau, x) \left[-\frac{1}{2} \text{tr} (a(t - \tau) B_{1, \tau} x) + \frac{1}{4} (a(t) - a(t - \tau)) B_{1, \tau} x, B_{1, \tau} x\right] - 1\].

On the other hand, by Lemma 2.1,

\[-a^{ij}(t) \partial_{ij} p(t, \tau, x) = p(t, \tau, x) \left[\frac{1}{2} a^{ij}(t) (B_{1, \tau})_{ij} - \frac{1}{4} a^{ij}(t) (B_{1, \tau} x)_i (B_{1, \tau} x)_j\right]\]

\[= p(t, \tau, x) \left[\frac{1}{2} \text{tr} (a(t) B_{1, \tau}) - \frac{1}{4} (a(t) B_{1, \tau} x, B_{1, \tau} x)\right].\]
where \( \nu \) (2.3) 

\[
\text{where (remember that } \tau > (2.2) \text{)}
\]

\( \Omega \)

observe that the matrix \( A_{ij}(t, \tau) \) satisfies

\[
A_{ij}(t, \tau_1 + \tau_2) = A_{ij}(t - \tau_1, \tau_2) + A_{ij}(t, \tau_1),
\]

for any \( \tau_1, \tau_2 > 0 \), and use (iv).

\[\square\]

2.2. Proof of Theorem 1.1. By Lemma 2.3(i), for any \( 1 \leq p \leq \infty \),

\[
\|u\|_{L^p(\mathbb{R}^{n+1})} \leq \int_{\mathbb{R}^{n+1}} p(t, \tau, y) \|f\|_{L^p(\mathbb{R}^{n+1})} \ dy \ d\tau = \|f\|_{L^p(\mathbb{R}^{n+1})}.
\]

Assume next that \( f \in C^2(\mathbb{R}^{n+1}) \). Uniqueness of bounded classical solutions to (1.1) follows from [10, Theorem 8.1.7]. Now, the argument we just performed above also shows that we can interchange the integral and the second derivatives \( \partial_{ij} \) to get

\[
\partial_{ij} u(t, x) = \int_{\mathbb{R}^{n+1}} p(t, \tau, y) \partial_{x,x} f(t - \tau, x - y) \ dy \ d\tau
\]

\[
= \lim_{\varepsilon \to 0} \int_{\Omega_\varepsilon} p(t, \tau, y) \partial_{y,y} f(t - \tau, x - y) \ dy \ d\tau.
\]

where \( \Omega_\varepsilon = \{(\tau, y) : \max(\tau^{1/2}, |y|) > \varepsilon \} \). Integration by parts gives

\[
\int_{\Omega_\varepsilon} p(t, \tau, y) \partial_{y,y} f(t - \tau, x - y) \ dy \ d\tau
\]

\[
= \int_{\partial \Omega_\varepsilon} p(t, \tau, y) \partial_{y} f(t - \tau, x - y) \nu_i \ dS(y, \tau)
\]

\[
- \int_{\Omega_\varepsilon} \partial_{y} p(t, \tau, y) \partial_{y} f(t - \tau, x - y) \ dy \ d\tau,
\]

where \( \nu_i \) is the \( i \)-th component of the exterior unit normal vector to \( \partial \Omega_\varepsilon \). Let us write

\[
(2.2) \quad \partial \Omega_\varepsilon = \partial \Omega_\varepsilon^1 \cup \partial \Omega_\varepsilon^2 \cup \partial \Omega_\varepsilon^3,
\]

where (remember that \( \tau > 0 \))

\[
\partial \Omega_\varepsilon^1 = \{(\tau, y) : |y| < \varepsilon, \tau^{1/2} = \varepsilon \},
\]

\[
\partial \Omega_\varepsilon^2 = \{(\tau, y) : |y| = \varepsilon, 0 < \tau^{1/2} < \varepsilon \},
\]

\[
\partial \Omega_\varepsilon^3 = \{(\tau, y) : |y| < \varepsilon, \tau^{1/2} = 0 \}.
\]

The exterior unit normal vector on \( \partial \Omega_\varepsilon^1 \) is \((-1, 0, \ldots, 0) \in \mathbb{R}^{n+1} \). Then

\[
\int_{\partial \Omega_\varepsilon^1} p(t, \tau, y) \partial_{y} f(t - \tau, x - y) \nu_i \ dS(y, \tau) = 0,
\]

and the same is true for the boundary integral over \( \Omega_\varepsilon^3 \). On the other hand, the unit normal of \( \partial \Omega_\varepsilon^2 \) is \( \frac{1}{\varepsilon}(0, -y) \). Hence, by Lemma 2.3

\[
\int_{\partial \Omega_\varepsilon^2} p(t, \tau, y) |\partial_{y} f(t - \tau, x - y)| \ dS(y, \tau) \leq C \int_0^\varepsilon \frac{e^{-\varepsilon^2/(4\tau)}}{\tau^{n/2}} \varepsilon^{n-1} \ d\tau = C\varepsilon \to 0,
\]
as $\varepsilon \to 0$. Again, integration by parts together with an analogous discussion of the boundary integrals gives

$$- \int_{\Omega_\varepsilon} \partial_{y_i} p(t, \tau, y) \partial_{y_j} f(t - \tau, x - y) \, dy \, d\tau$$

$$= \int_{\Omega_\varepsilon} \partial_{y_i} y_j p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau$$

$$- \int_{\partial \Omega_\varepsilon} \partial_{y_i} p(t, \tau, y) f(t - \tau, x - y) \nu_j \, dS(y, \tau)$$

$$=: I_1 - I_2.$$

The integral $I_1$ is the first term in (1.5). Let us rewrite $I_2$ as

$$I_2 = \int_{\partial \Omega_\varepsilon^2} \partial_{y_i} p(t, \tau, y)(f(t - \tau, x - y) - f(t, x)) \frac{y_j}{\varepsilon} \, dS(y, \tau)$$

$$+ f(t, x) \int_{\partial \Omega_\varepsilon^2} \partial_{y_i} p(t, \tau, y) \frac{y_j}{\varepsilon} \, dS(y, \tau)$$

$$=: I_{21} + I_{22}.$$

By Lemma 2.3 and the Mean Value Theorem we get

$$|I_{21}| \leq C \int_0^{\varepsilon^2} \int_{|y| = \varepsilon} |y|^2 \tau_{n/2} (\tau + |y|) \, dS(y) \, d\tau$$

$$\leq C \int_0^{\varepsilon^2} \frac{\varepsilon^{n+1} e^{-\varepsilon^2/(4\tau)}}{\tau^{n/2-1}} \, d\tau = C \varepsilon \to 0,$$

as $\varepsilon \to 0$. Now the integral in $I_{22}$ depends on $\varepsilon$ and $a^{ij}(t)$, so we call it $I_{ij}^\varepsilon(a)(t)$. By (2.1),

$$I_{ij}^\varepsilon(a)(t) = - \frac{1}{2} \int_0^{\varepsilon^2} \int_{|y| = \varepsilon} p(t, \tau, y)(B_{t, \tau} y)_i \frac{y_j}{\varepsilon} \, dS(y) \, d\tau$$

$$= \frac{1}{2} \int_0^{\varepsilon^2} e^{-\tau} \int_{|y| = \varepsilon} \exp \left( - \frac{1}{4} (B_{t, \tau} y, y) \right) \frac{(B_{t, \tau} y)_i}{\varepsilon} \, dS(y) \, d\tau$$

$$= \frac{1}{2} \int_0^{1} e^{-\tau} \int_{|y| = \varepsilon} \exp \left( - \frac{\varepsilon^2}{4} (B_{t, \varepsilon^2 \tau} y, y) \right) \frac{(B_{t, \varepsilon^2 \tau} y)_i \varepsilon}{\varepsilon} \, dS(y) \, d\tau.$$

Observe that $\varepsilon^2 B_{t, \varepsilon^2 \tau} \varepsilon^{-2} A_{t, \varepsilon^2 \tau} = I$. Hence

$$\lim_{\varepsilon \to 0} \varepsilon^2 B_{t, \varepsilon^2 \tau} = \left( \lim_{\varepsilon \to 0} \varepsilon^{-2} A_{t, \varepsilon^2 \tau} \right)^{-1}.$$

But

$$\lim_{\varepsilon \to 0} \varepsilon^{-2} A_{t, \varepsilon^2 \tau} = \tau \lim_{\varepsilon \to 0} \frac{1}{\tau} \int_{t-\varepsilon^2 \tau}^t a(r) \, dr = \tau a(t),$$

for a.e. $t$. Hence, by taking the limit as $\varepsilon \to 0$ in $I_{ij}^\varepsilon(a)(t)$, performing the change of variables $1/\tau = r^2$, and using polar coordinates,

$$I_{ij}(a)(t) = \lim_{\varepsilon \to 0} I_{ij}^\varepsilon(a)(t)$$

$$= \frac{1}{2} \int_0^1 \int_{|y| = 1} \frac{\exp \left( - \frac{1}{4} (a(t)^{-1} y, y) \right)}{\tau^{n/2+1} (4\pi)^{n/2} (\det a(t))^{1/2}} \, dS(y) \, d\tau$$

$$= \int_1^\infty \int_{|y| = 1} \frac{\exp \left( - \frac{1}{4} (a(t)^{-1} ry, ry) \right)}{\tau^{n/2} (\det a(t))^{1/2}} \, dS(y) \, r^{n-1} \, dr$$

$$= \int_{\{x: |2a(t)^{1/2} x| \geq 1\}} \frac{e^{-|x|^2}}{\pi^{n/2}} \frac{(a(t)^{-1/2} x)_i (a(t)^{1/2} x)_j}{|a(t)^{1/2} x|^2} \, dx.$$
Now we compute \( \partial_t u(t, x) \). In a similar fashion as before,

\[
\partial_t u(t, x) = \lim_{\varepsilon \to 0} \left[ \int_{\Omega_\varepsilon} \partial_\tau p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau \right. \\
- \left. \int_{\Omega_\varepsilon} p(t, \tau, y) \partial_x f(t - \tau, x - y) \, dy \, d\tau \right]
\]

Again, we decompose \( \partial \Omega_\varepsilon \) as in \( \ref{eq:2.2} \)–\( \ref{eq:2.3} \). Clearly, \( \nu_\tau = 0 \) on \( \partial \Omega^2_\varepsilon \). On the other hand,

\[
\int_{\partial \Omega^2_\varepsilon} p(t, \tau, y) f(t - \tau, x - y) \, dS(y, \tau) = \int_{|y| = \varepsilon} p(t, \tau, y) f(t - \tau, x - y) \, dS(y) = 0.
\]

Parallel to the spatial derivatives case we write

\[
\int_{\partial \Omega^1_\varepsilon} p(t, \tau, y) f(t - \tau, x - y) \nu_\tau \, dS(y, \tau)
\]

\[
= \int_{\partial \Omega^1_\varepsilon} p(t, \tau, y) \left( f(t - \tau, x - y) - f(t, x) \right) \nu_\tau \, dS(y, \tau)
\]

\[
+ f(t, x) \int_{\partial \Omega^1_\varepsilon} p(t, \tau, y) \nu_\tau \, dS(y, \tau)
\]

\[
=: J^1_\varepsilon + J^2_\varepsilon.
\]

Apply the Mean Value Theorem in \( J^1_\varepsilon \) and Lemma \( \ref{lem:2.3} \) to get

\[
\left| J^1_\varepsilon \right| \leq C \int_{\tau = \varepsilon^2} \int_{|y| < \varepsilon} e^{-|y|^2/(4\tau)} \frac{(\tau + |y|)}{\tau^{n/2}} \, dy \, d\tau
\]

\[
\leq C \varepsilon^{n-1} \int_0^\varepsilon r^{n-1} e^{-r^2/(4\tau)} \, dr = C\varepsilon \to 0,
\]

as \( \varepsilon \to 0 \), where we have assumed that \( \varepsilon < 1 \). On the other hand, by a limit argument similar to the one used for \( \partial_{ij} u \) before,

\[
\begin{align*}
J^2_\varepsilon &= \int_{|y| < \varepsilon} e^{-|y|^2} \frac{\exp \left( -\frac{1}{4} \langle \nu(t, y) \rangle \right)}{\left( 4\pi \right)^{n/2} (\det B_{t, \varepsilon^2})^{-1/2}} \, dy \\
&= \int_0^1 \int_{|y| = 1} e^{-|x|^2} \frac{\exp \left( -\frac{\varepsilon^2}{4} \langle B_{t, \varepsilon^2} y, ry \rangle \right)}{(4\pi)^{n/2} (\det (\varepsilon^2 B_{t, \varepsilon^2}))^{-1/2}} \, dS(y) r^{n-1} \, dr \\
&\quad \to \int_0^1 \int_{|y| = 1} \frac{\exp \left( -\frac{1}{4} \langle a(t)^{-1} ry, ry \rangle \right)}{(4\pi)^{n/2} (\det a(t))^{1/2}} \, dS(y) r^{n-1} \, dr \\
&\quad = \int_{\{x: |2a(t)^{1/2}x| \leq 1\}} e^{-|x|^2} \pi^{n/2} \, dx = J(a)(t).
\end{align*}
\]

This proves \( \ref{eq:1.6} \) and \( \ref{eq:1.8} \).
We finally check that \( \partial_t u - \alpha^{ij}(t) \partial_{ij} u + u = f \). Indeed, since

\[
a^{ij}(t) \frac{(a(t)^{-1/2} x_j)(a(t)^{1/2} x_i)}{|a(t)^{1/2} x|^2} = 1
\]

and \( \int_{\mathbb{R}^n} e^{-|x|^2} \, dx = \pi^{n/2} \), it is clear that

\[
J(a)(t) + \alpha^{ij}(t) I_{ij}(a)(t) = 1.
\]

The conclusion follows from Lemma 2.3(ii). This completes the proof of Theorem 1.1 \( \square \)

### 2.3. Proof of Theorem 1.7

The \( L^p \) estimates of \( v \) in terms of \( L^p \) norms of \( f \) and \( g \) follow like in the case of \( u \) and by using Lemma 2.3

As with Theorem 1.1 uniqueness is a consequence of [10] Theorem 8.1.7.

For the computation of derivatives, by linearity, it is enough to study the problems

\[
\begin{aligned}
\partial_t \varphi - \alpha^{ij}(t) \partial_{ij} \varphi + \varphi &= 0, \quad \text{for } t > 0, \ x \in \mathbb{R}^n, \\
\varphi(0, x) &= g(x), \quad \text{for } x \in \mathbb{R}^n,
\end{aligned}
\]

and

\[
\begin{aligned}
\partial_t \psi - a_{ij}(t) \partial_{ij} \psi + \psi &= f, \quad \text{for } t > 0, \ x \in \mathbb{R}^n, \\
\psi(0, x) &= 0, \quad \text{for } x \in \mathbb{R}^n,
\end{aligned}
\]

separately and then take \( v = \varphi + \psi \).

On one hand, the solution \( \varphi \) is given by

\[
\varphi(t, x) = \int_{\mathbb{R}^n} p(t, t, y) g(x-y) \, dy, \quad t \geq 0, \ x \in \mathbb{R}^n.
\]

It can be directly checked that this produces all the terms and properties in the statement related to the initial datum \( g \).

For the second problem, the solution is

\[
\psi(t, x) = \int_0^t \int_{\mathbb{R}^n} p(t, \tau, y) f(t-\tau, x-y) \, dy \, d\tau.
\]

Indeed, clearly \( \psi(0, x) = 0 \). To derive the formulas for the derivatives, we proceed as in the proof of Theorem 1.1 but with the appropriate changes due to the nature of the new ambient space \( \mathbb{R}^{n+1}_+ \). We sketch the computation here and leave details to the interested reader. We begin as in the proof of Theorem 1.1 but replacing the set \( \Omega_\epsilon \) by the set \( \Sigma_\epsilon = \{ (\tau, y) \in \mathbb{R}^{n+1}_+ : \tau > \epsilon \} \). Using integration by parts twice in space we obtain the first term in formula (1.12). For the derivative with respect to \( t \), we notice that \( \partial \Sigma_\epsilon = \{ (\tau, y) \in \mathbb{R}^{n+1}_+ : \tau = \epsilon \} \). Then parametric derivation and integration by parts yields

\[
\begin{aligned}
\partial_t \psi(t, x) &= \lim_{\epsilon \to 0} \int_{\mathbb{R}^n} \left( \partial_t + \partial_\tau \right) p(t, \tau, y) f(t-\tau, x-y) \, d\tau \, dy \\
&= \lim_{\epsilon \to 0} \int_{\mathbb{R}^n} \left( \partial_t + \partial_\tau \right) p(t, \tau, y) f(t-\tau, x-y) \, d\tau \, dy \\
&\quad + \lim_{\epsilon \to 0} \int_{\mathbb{R}^n} p(t, \tau, y) f(t-\tau, x-y) \, d\tau \, dy \\
&\quad + \lim_{\epsilon \to 0} \int_{\mathbb{R}^n} p(t, \tau, y) \left( f(t-\tau, x-y) - f(t, x-y) \right) \, d\tau \, dy \\
&\quad + \lim_{\epsilon \to 0} \int_{\mathbb{R}^n} p(t, \tau, y) f(t, x-y) \, dy
\end{aligned}
\]
Let $X$ be a set. A function $\rho : X \times X \to [0, \infty)$ is called a quasidistance in $X$ if for any $x, y, z \in X$ we have: (1) $\rho(x, y) = 0$ if and only if $x = y$, (2) $\rho(x, y) = \rho(y, x)$, and (3) $\rho(x, z) \leq \kappa(\rho(x, y) + \rho(y, z))$ for some constant $\kappa \geq 1$. We assume that $X$ has the topology induced by the open balls $B(x, r)$ with center at $x \in X$ and radius $r > 0$ defined as $B(x, r) := \{y \in X : \rho(x, y) < r\}$. Let $\mu$ be a positive Borel measure on $(X, \rho)$ such that, for some universal constant $C_d > 0$, we have $\mu(B(x, 2r)) \leq C_d \mu(B(x, r))$ (the so-called doubling property), for every $x \in X$ and $r > 0$. Then $(X, \rho, \mu)$ is called a space of homogeneous type.

It is clear that $\mathbb{R}^n$ with the usual Euclidean distance and the Lebesgue measure is a space of homogeneous type. See Remark 3.4 for the example of the parabolic metric space.

Let $w : X \to \mathbb{R}$ be a weight, namely, a measurable function such that $w(x) > 0$ for $\mu$-a.e. $x \in X$. Given a Banach space $E$, we denote by $L^p_E(X, w) = L^p(X, w; E)$, $1 \leq p \leq \infty$, the space of strongly measurable $E$-valued functions $f$ defined on $X$ such that $\|f\|_E$ belongs to $L^p(X, w(x)\,d\mu)$. When $w = 1$ we just write $L^p_E(X) = L^p(X; E)$. The norms are given by

$$\|f\|_{L^p(X; w; E)} = \left(\int_X \|f(x)\|^p_{E} w(x) \, d\mu\right)^{1/p}, \text{ when } 1 \leq p < \infty,$$

and

$$\|f\|_{L^\infty(X, w; E)} = \|f\|_{L^\infty(X, E)} = \sup_{x \in X} \|f(x)\|_E,$$

where the supremum is taken with respect to $\mu$. We use the notation

$$L^\infty_{E, c}(X) = L^\infty_c(X; E) = \{f \in L^\infty(X; E) : \text{supp}(f) \text{ is compact in } X\}.$$

**Definition 3.1** (Vector-valued Calderón–Zygmund operator on $(X, \rho, \mu)$). Let $E, F$ be Banach spaces. We say that a linear operator $T$ on a space of homogeneous type $(X, \rho, \mu)$ is a vector-valued Calderón–Zygmund operator if it satisfies the following conditions.

(I) Either there exists $1 \leq p_0 < \infty$ such that $T$ is bounded from $L^{p_0}(X; E)$ into $L^{p_0}(X; F)$; or $T$ is bounded from $L^\infty(X; E)$ into $L^\infty(X; F)$.

(II) For bounded $E$-valued functions $f$ with compact support, $Tf$ can be represented as

$$Tf(x) = \int_X K(x, y) f(y) \, d\mu, \text{ for } x \notin \text{supp}(f),$$

where, for fixed $x, y \in X$ such that $x \neq y$, the kernel $K(x, y)$ belongs to $\mathcal{L}(E, F)$, the space of bounded linear operators from $E$ to $F$ and, moreover, satisfies the following estimates:

(II.1) $\|K(x, y)\| \leq C \frac{\rho(x, y)}{\mu(B(x, \rho(x, y)))}$, for every $x \neq y$;

(II.2) $\|K(x, y) - K(x, y_0)\| + \|K(y, x) - K(y_0, x)\| \leq C \frac{\rho(y, y_0)}{\rho(x, y_0)\mu(B(y_0, \rho(x, y_0)))},$

whenever $\rho(x, y_0) > 2\rho(y, y_0)$;

where $\|\cdot\|$ denotes the operator norm, for some constant $C > 0$. 

The proof of Theorem 1.7 is complete. \qed
A weight \( w \) on \((X, \rho, \mu)\) is a Muckenhoupt \( A_p(X)\) weight, \(1 < p < \infty\), if there exists a constant \( C_w > 0 \) such that
\[
\left( \frac{1}{\mu(B)} \int_B w(x) \, d\mu \right) \left( \frac{1}{\mu(B)} \int_B w(x)^{1/(1-p)} \, d\mu \right)^{p-1} \leq C_w,
\]
for every metric ball \( B \subset X \). We say that \( w \in A_1(X) \) if there is a constant \( C_w > 0 \) such that
\[
\frac{1}{\mu(B)} \int_B w(y) \, d\mu(y) \leq C_w \inf_{x \in B} w(x),
\]
for every metric ball \( B \subset X \).

Let \((F, \| \cdot \|_F)\) be a Banach space. The \( F \)-sharp maximal function \( M_F^\# \) is given by
\[
M_F^\# g(x) := \sup_{B \subset X} \frac{1}{\mu(B)} \int_B \| g(y) - g_B \|_F \, d\mu,
\]
where \( g \) is a locally integrable function on \((X, \rho, \mu)\) with values in \( F \). The supremum above is taken over all metric balls \( B \subset X \) that contain the point \( x \), and \( g_B := \frac{1}{\mu(B)} \int_B g(y) \, d\mu \).

We say that \( g \) is in the \( F \)-valued \( BMO_F(X) = BMO(X; F) \) space if
\[
\| g \|_{BMO(F; X)} = \| M_F^\# g \|_{L^\infty(X)} < \infty.
\]

**Theorem 3.2** (Calderón–Zygmund Theorem). If \( T \) is a vector-valued Calderón–Zygmund operator on a space of homogeneous type \((X, \rho, \mu)\) as defined above then \( T \) extends as a bounded operator

(a) from \( L^p(X, w; E) \) into \( L^p(X, w; F) \), for any \( 1 < p < \infty \) and \( w \in A_p(X) \);
(b) from \( L^1(X, w; E) \) into weak-\( L^1(X, w; F) \), for any \( w \in A_1(X) \); and
(c) from \( L^\infty_c(X; E) \) into \( BMO(F; X) \).

Moreover, the maximal operator of the truncations defined by
\[
T^* f(x) = \sup_{\varepsilon > 0} \| T_\varepsilon f(x) \|_F = \sup_{\varepsilon > 0} \left\| \int_{\rho(x, y) > \varepsilon} K(x, y) f(y) \, d\mu \right\|_F
\]
is a bounded operator

(d) from \( L^p(X, w; E) \) into \( L^p(X, w) \), for any \( 1 < p < \infty \) and \( w \in A_p(X) \); and
(e) from \( L^1(X, w; E) \) into weak-\( L^1(X, w) \), for any \( w \in A_1(X) \).

In particular, the set
\[
\left\{ f \in L^p(X, w; E) : \lim_{\varepsilon \to 0^+} T_\varepsilon f(x) \text{ exists in } F \text{ for } \mu\text{-a.e. } x \in X \right\},
\]
is closed in \( L^p(X, w; E) \), for every \( 1 \leq p < \infty \).

For full details about the theory presented above see [3], [6], [13], [15], [16], [17].

Next we generalize a result from [18] to the context of vector-valued Calderón–Zygmund operators on spaces of homogeneous type. Observe that the following statement generalizes part (c) of Theorem 3.2 to include weights. The proof will be provided in the Appendix.

**Theorem 3.3** (Segovia–Torrea). Let \( T \) be a vector-valued Calderón–Zygmund operator on a space of homogeneous type \((X, \rho, \mu)\) as defined above. Suppose that \( w > 0 \) is a weight such that \( w^{-1} \in A_1(X) \). Then, for every \( f \in L^\infty_c(X; E) \) such that \( w f \in L^\infty(X; E) \), we have
\[
\| w M_F^\# (T f) \|_{L^\infty(X)} \leq C_{w, T, \rho, \mu} \| w f \|_{L^\infty(X; E)},
\]
where \( M_F^\# \) is the \( F \)-sharp maximal function \( (3.2) \).
Remark 3.4 (Parabolic metric space). The parabolic metric space is the space of homogeneous type \((X, \rho, \mu) = (\mathbb{R}^{n+1}, \rho, dtdx)\), where \(\rho\) is the parabolic distance defined by
\[
\rho((t, x), (\tau, y)) = \max(|t - \tau|^{1/2}, |x - y|), \quad \text{for } (t, x), (\tau, y) \in \mathbb{R}^{n+1},
\]
and \(dtdx\) is the Lebesgue measure on \(\mathbb{R}^{n+1}\). The parabolic ball centered at \((t, x) \in \mathbb{R}^{n+1}\) with radius \(r > 0\) is given by \(B((t, x), r) = \{(\tau, y) \in \mathbb{R}^{n+1} : \max(|t - \tau|^{1/2}, |x - y|) < r\}\). Then,
\[
|B((t, x), r)| = |B((0, 0), r)| \sim r^{n+2},
\]
so \(dtdx\) is a doubling measure. Notice next that for the case of the parabolic distance the right hand sides in conditions (II.1) and (II.2) read, for \(x = (t, x), y = (\tau, y)\) and \(y_0 = (\tau_0, y_0)\),
\[
\frac{C}{\mu(B(x, \rho(x, y)))} \sim \frac{C}{\rho(x, y_0)\mu(B(y_0, \rho(x, y_0)))} \sim \frac{|\tau - \tau_0|^{1/2} + |y - y_0|}{(|t - \tau_0|^{1/2} + |x - y_0|)^{n+3}},
\]
respectively. The set of points \(y \in X\) such that \(\rho(x, y) > \varepsilon\) that appears in (3.3) is
\[
\Omega_\varepsilon(t, x) := \{(\tau, y) \in \mathbb{R}^{n+1} : \max(|t - \tau|^{1/2}, |x - y|) > \varepsilon\}.
\]
The class of Muckenhoupt \(A_p\) weights \(w = w(t, x)\) in this particular case is called the parabolic \(A_p\) class and will be denoted by \(PA_p(\mathbb{R}^{n+1})\), \(1 \leq p < \infty\). The maximal function in the parabolic metric space is
\[
\mathcal{M}f(t, x) = \sup_{r \in \mathbb{R}^{n+1}} \frac{1}{|B((t, x), r)|} \int_{B((t, x), r)} |f(t, y)| dt \ dy
\]
where \(B((t, x), r)\) are the parabolic balls as defined above. It is known that \(\mathcal{M}\) is bounded in \(L^p(\mathbb{R}^{n+1}, w)\), for \(1 < p < \infty\) and \(w \in PA_p(\mathbb{R}^{n+1})\), and from \(L^1(\mathbb{R}^{n+1}, w)\) into weak-\(L^1(\mathbb{R}^{n+1}, w)\), for \(w \in PA_1(\mathbb{R}^{n+1})\) (see [1], also [17]). Moreover, \(w \in PA_1(\mathbb{R}^{n+1})\) if and only if there exists \(C > 0\) such that \(Mw(t, x) \leq Cw(t, x)\), for a.e. \((t, x) \in \mathbb{R}^{n+1}\).

4. PARABOLIC WEIGHTED SOBOLEV ESTIMATES: PROOFS OF THEOREMS 1.2 AND 1.3

4.1. Proof of Theorem 1.2. We begin with the proof of (1.9). From the first estimate in Lemma 2.3 (iii), and by taking into account the cases \(|y|^2/\tau > 1\) and \(|y|^2/\tau \leq 1\), it can be readily seen that given any \(N > 0\), there exist constants \(C_N, c_N > 0\) such that
\[
p(t, \tau, y) \leq C_N \frac{e^{-c_N|\tau|}}{(|\tau|^{1/2} + |y|)^{n+N}}
\]
for any \(t, \tau \in \mathbb{R}, y \in \mathbb{R}^n\). Consequently, \(p(t, \tau, y)\) can be bounded by a nonnegative, radially decreasing, integrable function in the parabolic metric space \(\mathbb{R}^{n+1}\). Therefore, there exists \(C_n > 0\) such that
\[
|u(t, x)| \leq C_n \mathcal{M}f(t, x).
\]
Now, (1.9) holds for \(p > 1\) because \(\mathcal{M}\) is bounded in \(L^p(\mathbb{R}^{n+1}, w)\), with \(w \in PA_p(\mathbb{R}^{n+1})\). For the case \(p = 1\), if \(w \in PA_1(\mathbb{R}^{n+1})\), and exactly as was done in (4.1),
\[
\int_{\mathbb{R}^{n+1}} |u(t, x)| w(t, x) dt dx \leq \int_{\mathbb{R}^{n+1}} |f(t, y)| \left[ \int_{\mathbb{R}^{n+1}} p(t, t - \tau, x - y) w(t, x) dt dx \right] d\tau dy 
\leq C \int_{\mathbb{R}^{n+1}} |f(t, y)| Mw(\tau, y) d\tau dy.
\]
Next, let us prove that the operators $R_{ij}$, $i, j = 1, \ldots, n$, defined by

$$R_{ij}f(t, x) = \lim_{\varepsilon \to 0^+} \int_{\Omega_\varepsilon} \partial_{y_i y_j} p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau - f(t, x)I_{ij}(a)(t)$$

are parabolic Calderón–Zygmund operators according to Definition 3.1, with Banach spaces $E = F = \mathbb{R}$ and $p_0 = 2$.

Let $f \in L^\infty_c(\mathbb{R}^{n+1})$. By using the convolution property of the Fourier transform on $\mathbb{R}^n$, Lemma 2.3 and Plancherel’s Theorem on $\mathbb{R}^{n+1}$,

$$\left\| \int_{\mathbb{R}} \int_{\mathbb{R}^n} \partial_{y_i y_j} p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau \right\|_{L^2(\mathbb{R}^{n+1})}^2 = \left\| \int_{\mathbb{R}} \xi \xi_j \hat{p}(t, \tau, \cdot)(\xi) \hat{f}(t - \tau, \cdot)(\xi) \, d\tau \right\|_{L^2(\mathbb{R}^{n+1})}^2$$

$$= \left\| \int_{\mathbb{R}} \xi \xi_j \chi_{\tau > 0} e^{-\tau} \frac{1}{(4\pi)^{n/2}} e^{-\langle A_\tau \xi, \xi \rangle} \hat{f}(t - \tau, \cdot)(\xi) \, d\tau \right\|_{L^2(\mathbb{R}^{n+1})}^2 \leq C \left\| \int_{\tau > 0} \left| \xi \right|^2 e^{-\langle A_\tau \xi, \xi \rangle} \left| \hat{f}(t - \tau, \cdot)(\xi) \right|^2 \, d\tau \right\|_{L^2(\mathbb{R}^{n+1})}^2 \leq C \left( \int_{\tau > 0} \left| \xi \right|^2 e^{-\langle A_\tau \xi, \xi \rangle} \left| \hat{f}(t - \tau, \cdot)(\xi) \right|^2 \, d\tau \right)^{1/2} \times \left( \int_0^\infty \left| \xi \right|^2 e^{-\langle A_\tau \xi, \xi \rangle} \, d\tau \right)^{1/2} \left\| f \right\|_{L^2(\mathbb{R}^{n+1})}^2 \leq C_{n, \Lambda} \int_{\mathbb{R}^{n+1}} \left| \hat{f}(s, \cdot)(\xi) \right|^2 \, d\xi \, ds = C_{n, \Lambda} \left| f \right|_{L^2(\mathbb{R}^{n+1})}^2.$$

This computation shows that the integral operator in the right hand side of formula (1.5) extends as a bounded operator from $L^{p_0}(\mathbb{R}^{n+1})$ into itself, for $p_0 = 2$. On the other hand, by making the change of variables $y = a(t)^{1/2} x$ and using the ellipticity of $a(t)$,

$$|I_{ij}(a)(t)| \leq \int_{\{x: |a(t)^{1/2} x| > 1\}} e^{-|x|^2} \frac{|a(t)^{-1/2} x| |a(t)^{1/2} x|}{|a(t)^{1/2} x|^2} \, dx = \int_{\{x: |2y| > 1\}} e^{-|a^{-1/2}(t)y|^2} \frac{|a(t)^{-1} y|}{|y|} \left| \det(a^{-1/2}(t)) \right| \, dx \leq C_{n, \Lambda} \int_{\mathbb{R}^n} e^{-|a| y|^2} \, dy = C_{n, \Lambda}.$$

Hence $I_{ij}(a)(t) \in L^\infty(\mathbb{R}^{n+1})$. Therefore, the operators $R_{ij}$ extend as bounded operators on $L^2(\mathbb{R}^{n+1})$. 

\[ \leq C \int_{\mathbb{R}^{n+1}} |f(\tau, y)| w(\tau, y) \, d\tau \, dy = C \| f \|_{L^1(\mathbb{R}^{n+1}, w)}. \]
In a similar way, by Lemma 2.3,

$$R_{ij} f(t, x) = \int_{\mathbb{R}^{n+1}} K_{ij}((t, x), (\tau, y)) f(\tau, y) d\tau dy, \quad \text{for } (t, x) \notin \text{supp}(f),$$

where the kernel $K_{ij}$ is given by

$$K_{ij}((t, x), (\tau, y)) \equiv K_{ij}(t, \tau, x, y) = \partial_{\theta}p(t, \tau, x - y).$$

The size and smoothness estimates for the kernel in (4.2) follow from Lemma 2.3. Indeed,

$$|K_{ij}((t, x), (\tau, y))| \leq C \chi_{t>\tau} e^{-|x-y|^2/(c(t-\tau))} \frac{1}{((t-\tau)^{1/2} + |x-y|)^{n+2}},$$

where

$$C \equiv \chi_{t>\tau} \left(1 + \frac{|x-y|}{(t-\tau)^{1/2}}\right)^{n+2} e^{-|x-y|^2/(c(t-\tau))} \frac{1}{((t-\tau)^{1/2} + |x-y|)^{n+2}} \leq \frac{C}{|t-\tau|^{1/2} + |x-y|)^{n+2}}.$$

In a similar way, by Lemma 2.3

$$|\partial_{x_k} K_{ij}((t, x), (\tau, y))| + |\partial_{y_k} K_{ij}((t, x), (\tau, y))| \leq C \chi_{t>\tau} e^{-c(t-\tau)} \frac{1}{((t-\tau)^{1/2} + |x-y|)^{n+3}},$$

and

$$|\partial_t K_{ij}((t, x), (\tau, y))| + |\partial_t K_{ij}((t, x), (\tau, y))| \leq C \chi_{t>\tau} e^{-c(t-\tau)} \frac{1}{((t-\tau)^{1/2} + |x-y|)^{n+4}} \leq \frac{C}{|t-\tau|^{1/2} + |x-y|)^{n+3}}.$$

Let $|t-\tau_0|^{1/2} + |x-y_0| \geq 2(|\tau-\tau_0|^{1/2} + |y-y_0|)$. If $(s, \theta)$ is an intermediate point between $(\tau, y)$ and $(\tau_0, y_0)$ then $|t-s|^{1/2} + |x-\theta| \geq C(|t-\tau_0|^{1/2} + |x-y_0|)$. By using the Mean Value Theorem,

$$|K_{ij}((t, x), (\tau, y)) - K_{ij}((t, x), (\tau_0, y_0))|$$

$$= |\nabla_{\tau,y} K_{ij}((t, x), (s, \theta)) \cdot (\tau-\tau_0, y-y_0)|$$

$$\leq |\nabla_{\tau,y} K_{ij}((t, x), (s, \theta))||\tau-\tau_0| + |\nabla_{\tau,y} K_{ij}((t, x), (s, \theta))||y-y_0|$$

$$\leq C \left(\frac{|\tau-\tau_0|}{(|t-s|^{1/2} + |x-\theta|)^{n+4}} + \frac{|y-y_0|}{(|t-s|^{1/2} + |x-\theta|)^{n+3}}\right)$$

$$\leq C \left(\frac{|\tau-\tau_0|^{1/2}(|t-\tau_0|^{1/2} + |x-y_0|)}{(|t-\tau_0|^{1/2} + |x-y_0|)^{n+3}} + \frac{|y-y_0|}{(|t-\tau_0|^{1/2} + |x-y_0|)^{n+3}}\right)$$

$$= C \frac{|\tau-\tau_0|^{1/2} + |y-y_0|}{(|t-\tau_0|^{1/2} + |x-y_0|)^{n+3}}.$$
In a completely analogous way we can prove, under the condition that \( |t - \tau_0|^{1/2} + |x - y_0| \geq 2(|\tau - \tau_0|^{1/2} + |y - y_0|) \), the estimate

\[
|K_{ij}((\tau, y), (t, x)) - K_{ij}((\tau_0, y_0), (t, x))| \leq C \frac{|\tau - \tau_0|^{1/2} + |y - y_0|}{(|\tau - \tau_0|^{1/2} + |x - y_0|)^{n+3}}.
\]

In other words the kernel \( K_{ij} \) satisfies the size and smoothness conditions (I.2) and (II.2) of Definition \( 3.1 \). Therefore, the conclusions on \( \partial_{ij} u \) of the statement follow from Theorem \( 3.2 \).

For the time derivative, we can prove that \( f \mapsto \partial_t u \) is a Calderón–Zygmund operator exactly as above, so that it shares the same boundedness properties than \( R_{ij} f \). Details are left to the interested reader.

The proof of Theorem \( 1.2 \) is completed. \( \square \)

4.2. Proof of Theorem \( 1.3 \). We showed in the proof of Theorem \( 1.2 \) that \( R_{ij} f(t, x) \) and \( f \mapsto \partial_t u \) are Calderón–Zygmund operators. Theorem \( 1.3 \) is therefore a direct corollary of Theorem \( 3.3 \). \( \square \)

5. Weighted mixed-norm Sobolev estimates: proofs of Theorems \( 1.4 \) and \( 1.5 \)

5.1. Proof of Theorem \( 1.4 \). Let us begin by proving (1.10). Let \( \mathbb{M}_\mathbb{R}^n \) denote the classical Hardy–Littlewood maximal operator on \( \mathbb{R}^n \), \( n \geq 1 \). Recall that the classical heat semigroup

\[
e^{-\Delta} f(x) = \frac{1}{(4\pi r)^{n/2}} \int_{\mathbb{R}^n} e^{-|x-y|^2/(4r)} f(y) \, dy
\]

which is defined for \( r > 0 \) and \( x \in \mathbb{R}^n \), satisfies the pointwise inequality

\[
\sup_{r > 0} |e^{-\Delta} f(x)| \leq C \mathbb{M}_{\mathbb{R}^n} f(x),
\]

for some constant \( C > 0 \), for every \( x \in \mathbb{R}^n \). Then, by the first estimate in Lemma \( 2.3(iii) \),

\[
|u(t, x)| \leq C \int_{-\infty}^t e^{-(t-\tau)} M_{\mathbb{R}^n} [f(\tau, \cdot)](x) \, d\tau.
\]

Thus, if \( p > 1 \),

\[
\|u(t, \cdot)\|_{L^p(\mathbb{R}^n, \omega)} \leq C \int_{-\infty}^t e^{-(t-\tau)} \| M_{\mathbb{R}^n} [f(\tau, \cdot)] \|_{L^p(\mathbb{R}^n, \omega)} \, d\tau
\]

\[
\leq C \int_{-\infty}^t e^{-(t-\tau)} \| f(\tau, \cdot) \|_{L^p(\mathbb{R}^n, \omega)} \, d\tau
\]

\[
\leq CM_{\mathbb{R}} [\| f(\cdot, \cdot) \|_{L^p(\mathbb{R}^n, \omega)}](t).
\]

In particular, if \( q > 1 \),

\[
\| u \|_{L^q(\mathbb{R}^n, \mathcal{L}^p(\mathbb{R}^n, \omega))} \leq C \| M_{\mathbb{R}} [\| f(\cdot, \cdot) \|_{L^p(\mathbb{R}^n, \omega)}] \|_{L^q(\mathbb{R}^n, \mathcal{L}^p(\mathbb{R}^n, \omega))} \leq C \| f \|_{L^q(\mathbb{R}^n, \mathcal{L}^p(\mathbb{R}^n, \omega))},
\]

while if \( q = 1 \),

\[
\int_{\mathbb{R}} \| u(t, \cdot) \|_{L^p(\mathbb{R}^n, \omega)^\mu(t)} \, dt \leq C \int_{\mathbb{R}} \| f(t, \cdot) \|_{L^p(\mathbb{R}^n, \omega)} \int_{\mathbb{R}} e^{-|t-\tau|} \mu(t) \, d\tau \, dt
\]

\[
\leq C \int_{\mathbb{R}} \| f(t, \cdot) \|_{L^p(\mathbb{R}^n, \omega)} M_{\mathbb{R}} \mu(\tau) \, d\tau
\]

\[
\leq C \int_{\mathbb{R}} \| f(t, \cdot) \|_{L^p(\mathbb{R}^n, \omega)} \mu(\tau) \, d\tau = C \| f \|_{L^1(\mathbb{R}^n, \mathcal{L}^p(\mathbb{R}^n, \omega))}.
\]
When $p = q = 1$ we can estimate
\[
\int_{\mathbb{R}^{n+1}} |u(t, x)| \nu(t) \omega(x) \, dt \, dx \\
\leq C \int_{\mathbb{R}^{n+1}} |f(\tau, y)| \left| \int_{\mathbb{R}} e^{-|t-\tau|} \frac{e^{-|x-y|^2/(c|t-\tau|)}}{|t-\tau|^{n/2}} \omega(x) \, dx \right| \nu(t) \, dt \, d\tau \\
\leq C \int_{\mathbb{R}^{n+1}} |f(\tau, y)| M_{\mathbb{R}^n} \omega(y) \left[ \int_{\mathbb{R}} e^{-|t-\tau|} |\nu(t)| \, dt \right] \, d\tau \\
\leq C \int_{\mathbb{R}^{n+1}} |f(\tau, y)| M_{\mathbb{R}^n} \omega(y) M_{\mathbb{R}} \nu(\tau) \, d\tau \\
\leq C \int_{\mathbb{R}^{n+1}} |f(\tau, y)| \omega(y) \nu(\tau) \, d\tau \, dy = C \|f\|_{L^1(\mathbb{R}, v, L^1(\mathbb{R}^n, \omega))}.
\]

This completes the proof of (1.10).

Let $1 < p < \infty$. Fix $\omega = \omega(x) \in A_p(\mathbb{R}^n)$ and let $E = F = L^p(\mathbb{R}^n, \omega)$. Let $\nu = \nu(t) \in A_p(\mathbb{R})$. It is easy to check that the tensor product weight $u(t, x) = \nu(t) \omega(x)$ belongs to $PA_p(\mathbb{R}^{n+1})$. Consider, as in the proof of Theorem 1.2, the singular integral operator
\[
R_{ij} f(t, x) = \lim_{\epsilon \to 0^+} \int_{\Omega_{\epsilon}(t, x)} K_{ij}(t, \tau, x - y) f(\tau, y) \, d\tau - f(t, x) I_{ij}(a)(t),
\]
where $K_{ij}(t, \tau, x - y)$ is given as in (4.2). Since $R_{ij}$ is bounded on $L^p(\mathbb{R}^{n+1}, w)$, for any $w \in PA_p(\mathbb{R}^{n+1})$, we obviously have that $R_{ij}$ is bounded on $L^p(\mathbb{R}; E)$. For every $t, \tau \in \mathbb{R}$ such that $t \neq \tau$, define the vector-valued kernel $K_{ij}(t, \tau) \in L(E, E)$ that acts on $\varphi \in E$ with compact support as
\[
(K_{ij}(t, \tau) \cdot \varphi)(x) = \int_{\mathbb{R}^n} K_{ij}(t, \tau, x - y) \varphi(y) \, dy.
\]

Given a function $f(t, x) \in L^p(\mathbb{R}; E)$ we consider the vector-valued function $t \mapsto f(t) \in E$, given by $f(t) = f(t, x)$, for a.e. $t \in \mathbb{R}$. We then define the vector-valued operator $R_{ij} : L^p(\mathbb{R}; E) \to L^p(\mathbb{R}; E)$ as
\[
R_{ij} f(t) = \int_{\mathbb{R}} K_{ij}(t, \tau) \cdot f(\tau) \, d\tau, \quad \text{for } t \notin \text{supp}(f).
\]

The classical heat semigroup $e^{t\Delta}$ is bounded on $L^p(\mathbb{R}^n, \omega)$, with constant independent of $r > 0$. Whence, for any $\varphi \in E$, by (4.3),
\[
\|K_{ij}(t, \tau) \cdot \varphi\|_E = \left\| \int_{\mathbb{R}^n} K_{ij}(t, \tau, x - y) \varphi(x - y) \, dy \right\|_{L^p(\mathbb{R}^n, \omega)} \\
\leq C\chi_{t>\tau} \left\| \int_{\mathbb{R}^n} \frac{e^{-|y|^2/(c(t-\tau))}}{((t-\tau)^{1/2})^{n+2}} \varphi(x - y) \, dy \right\|_{L^p(\mathbb{R}^n, \omega)} \\
= \frac{C\chi_{t>\tau}}{t-\tau} \|e^{c(t-\tau)\Delta} \varphi\|_{L^p(\mathbb{R}^n, \omega)} \\
\leq \frac{C}{|t-\tau|} \|\varphi\|_{L^p(\mathbb{R}^n, \omega)}.
\]

Similarly, by using (4.4),
\[
\|\partial_t K_{ij}(t, \tau) \cdot \varphi\|_E + \|\partial_{\tau} K_{ij}(t, \tau) \cdot \varphi\|_E \leq C\chi_{t>\tau} \left\| \int_{\mathbb{R}^n} \frac{e^{-|y|^2/(c(t-\tau))}}{((t-\tau)^{1/2})^{n+4}} \varphi(x - y) \, dy \right\|_{L^p(\mathbb{R}^n, \omega)}
\]
We make the identification 

These estimates show that \( K_{ij}(t, \tau) \in \mathcal{L}(E, E) \) is a vector-valued Calderón–Zygmund kernel on the space of homogeneous type \((\mathbb{R}, | \cdot |, dt)\). Therefore Theorem 3.2 applies. The same method also works for \( f \mapsto \partial_t u \). The proof of Theorem 1.4 is complete. \( \square \)

5.2. Proof of Theorem 1.5

In the proof of Theorem 1.4 we showed that \( R_{ij} \) are vector-valued Calderón–Zygmund operators in the weighted mixed-norm spaces, and similarly for \( f \mapsto \partial_t u \). The conclusion follows from Theorem 3.3 with \( X = \mathbb{R}, E = F = L^p(\mathbb{R}^n, \omega) \). \( \square \)

6. Weighted mixed-norm Holder estimates: proof of Theorem 1.6

We denote by \( C^{0, \alpha}(\mathbb{R}^n), 0 < \alpha < 1 \), the space of continuous functions \( \phi : \mathbb{R}^n \to \mathbb{R} \) such that

\[ [\phi]_{C^{0, \alpha}(\mathbb{R}^n)} = \sup_{x \neq y} \frac{|\phi(x) - \phi(y)|}{|x - y|^\alpha} < \infty. \]

We make the identification \( \phi_1 = \phi_2 \in C^{0, \alpha}(\mathbb{R}^n) \) if \( \phi_1 - \phi_2 \) is constant. Within this quotient space, \( [\phi]_{C^{0, \alpha}(\mathbb{R}^n)} \) becomes a norm and \( C^{0, \alpha}(\mathbb{R}^n) \) is a Banach space. A strongly measurable function \( f = f(t, x) \) belongs to \( L^q(\mathbb{R}, \nu; C^{0, \alpha}(\mathbb{R}^n)) \), with \( \nu \in A_q(\mathbb{R}) \) if \( 1 \leq q < \infty \), and \( \nu \equiv 1 \) if \( q = \infty \), if

\[ \|f\|_{L^q(\mathbb{R}, \nu; C^{0, \alpha}(\mathbb{R}^n))} = \|[f(t, \cdot)]_{C^{0, \alpha}(\mathbb{R}^n)}\|_{L^q(\mathbb{R}, \nu)} < \infty. \]

As before, we consider the singular integral operator

\[ R_{ij}f(t, x) = \lim_{\epsilon \to 0^+} \int_{\Omega_{\epsilon}(t, x)} K_{ij}(t, \tau, x - y) f(\tau, y) \, dy \, d\tau - f(t, x)I_{ij}(a)(t) \]

where \( K_{ij}(t, \tau, x - y) \) is given as in (4.2).

Lemma 6.1. Let \( f = f(t, x) \in L^\infty(\mathbb{R}; C^{0, \alpha}(\mathbb{R}^n)) \) for some \( 0 < \alpha < 1 \). Then

\[ \|R_{ij}f\|_{L^\infty(\mathbb{R}; C^{0, \alpha}(\mathbb{R}^n))} \leq C \|f\|_{L^\infty(\mathbb{R}; C^{0, \alpha}(\mathbb{R}^n))}. \]

The singular integral operator \( f \mapsto \partial_t u \) satisfies the same estimate.

Proof. The fact that \( R_{ij}f \) is measurable as a \( C^{0, \alpha}(\mathbb{R}^n) \)-valued function was proved by Krylov in [12] p. 819. We only need to consider \( T_{ij}f(t, x) \), because \( I_{ij}(a)(t) \in L^\infty(\mathbb{R}) \). Let \( x_1, x_2 \in \mathbb{R}^n \) and set \( \rho = |x_1 - x_2|^2 \). Since

\[ \int_{\mathbb{R}^n} K_{ij}(t, \tau, y) \, dy = 0, \]

for every \( t, \tau \in \mathbb{R}, i, j = 1, \ldots, n \), we can write

\[ T_{ij}f(t, x_1) - T_{ij}f(t, x_2) \]

\[ = \int_0^\rho \int_{\mathbb{R}^n} \tilde{K}_{ij}(t, \tau, y) (f(t - \tau, x_1 - y) - f(t - \tau, x_2)) \, dy \, d\tau \]

\[ + \int_0^\rho \int_{\mathbb{R}^n} \tilde{K}_{ij}(t, \tau, y) (f(t - \tau, x_2 - y) - f(t - \tau, x_2)) \, dy \, d\tau \]

\[ + \int_\rho^\infty \int_{\mathbb{R}^n} (\tilde{K}_{ij}(t, \tau, x_1 - y) - \tilde{K}_{ij}(t, \tau, x_2 - y)) (f(t - \tau, y) - f(t - \tau, x_1)) \, dy \, d\tau \]
\[ = I + II + III, \]

where \( K_{ij}(t, \tau, y) = \partial_{y_j} p(t, \tau, y) \) (compare with (4.2)). By applying (4.3) we can estimate

\[
|I| + |II| \leq C \| f(t, \cdot) \|_{C^0(R^n)} \| L^\infty(R) \int_0^\rho e^{-\tau} \int_{R^n} \frac{e^{-|y|^2/(c\tau)}}{\tau^{n/2+1}} \frac{|y|^{\alpha}}{\tau^{\alpha/2}} dy d\tau
\]

\[
\leq C \| f \|_{L^\infty(R; C^0(\cdot \subset R^n))} \int_0^\rho \tau^{-\alpha/2-1} d\tau
\]

\[
= C \| f \|_{L^\infty(R; C^0(\cdot \subset R^n))} |x_1 - x_2|^\alpha.
\]

For \( III \), let \( E(x) = \chi_{\tau>0} e^{-\tau} \frac{\exp(-\frac{1}{2}(B_t x) + \chi_{\tau>0} \exp(-\frac{1}{4}s^2)}{(4\pi)^{n/2}(\det B_t)^{-1/2}} \) and \( f(x) = [-\frac{1}{2} B_{ij} + \chi_{\tau>0} (B x)_i (B x)_j \). By using Lemma 2.1 we have

\[
|K_{ij}(t, \tau, x_1 - y) - K_{ij}(t, \tau, x_2 - y)| = E(x_1 - y)F(x_1 - y) - E(x_2 - y)F(x_2 - y)
\]

\[
= (E(x_1 - y) - E(x_2 - y))F(x_1 - y) + E(x_2 - y)(F(x_1 - y) - F(x_2 - y))
\]

\[
= A_1 + A_2.
\]

Consider the function \( s \mapsto \chi_{\tau>0} e^{-\tau} \frac{\exp(-\frac{1}{4}s^2)}{(4\pi)^{n/2}(\det B_t)^{-1/2}} \). By the mean value theorem there exists an intermediate real number \( \eta \) between \( |B_{t,\tau}^{1/2}(x_1 - y)| \) and \( |B_{t,\tau}^{1/2}(x_2 - y)| \) (we assume \( |B_{t,\tau}^{1/2}(x_1 - y)| \leq \eta \leq |B_{t,\tau}^{1/2}(x_2 - y)| \)), such that

\[
|A_1| \leq \left| \frac{d}{ds} \left( \chi_{\tau>0} e^{-\tau} \frac{\exp(-\frac{1}{4}s^2)}{(4\pi)^{n/2}(\det B_t)^{-1/2}} \right) \right|_{s=\eta} \left| B_{t,\tau}^{1/2}(x_1 - y) - B_{t,\tau}^{1/2}(x_2 - y) \right| \left| |F(x_1 - y)| \right|
\]

\[
\leq C \chi_{\tau>0} e^{-\tau} \eta \frac{\exp(-\frac{1}{4}\eta^2)}{(\det B_t)^{-1/2}} |x_1 - x_2| |F(x_1 - y)|
\]

\[
\leq C \chi_{\tau>0} e^{-\tau} \frac{|x_2 - y|}{\tau^{1/2}} \cdot \exp\left(-\frac{|x_1 - y|^2/\tau^2}{2}\right) \left| x_1 - x_2 \right| \left| \frac{1}{\tau} + \frac{|x_1 - y|^2}{\tau^2} \right|
\]

\[
\leq C \chi_{\tau>0} e^{-\tau} \left| |x_2 - x_1| + |x_1 - y| \right| \frac{\exp\left(-\frac{|x_1 - y|^2/\tau^2}{2}\right)}{\tau^{n/2}} \left| x_1 - x_2 \right| \left| \frac{1}{\tau} \right|
\]

\[
= C \chi_{\tau>0} e^{-\tau} \left| \frac{x_2 - x_1^2}{\tau^2} + \frac{|x_1 - x_2| |x_1 - y|}{\tau^2} \right| \exp\left(-\frac{|x_1 - y|^2/\tau^2}{2}\right).
\]

On the other hand, it is routine to check that for \( |B_{t,\tau}^{1/2}(x_1 - y)| \leq |B_{t,\tau}^{1/2}(x_2 - y)| \) one has

\[
|A_2| \leq C \chi_{\tau>0} e^{-\tau} \frac{|x_1 - x_2|}{\tau^2} \left( |x_1 - y| + |x_2 - y| \right) \frac{\exp\left(-\frac{|x_1 - y|^2/\tau^2}{2}\right)}{\tau^{n/2}}
\]

\[
\leq C \chi_{\tau>0} e^{-\tau} \left[ \frac{x_2 - x_1^2}{\tau^2} + \frac{|x_1 - x_2| |x_1 - y|}{\tau^2} \right] \frac{\exp\left(-\frac{|x_1 - y|^2/\tau^2}{2}\right)}{\tau^{n/2}}.
\]

Now we come back to the estimate for \( III \). We have

\[
|III| \leq C \| f \|_{L^\infty(R; C^0(\cdot \subset R^n))} \int_0^\infty e^{-\tau} \int_{R^n} \left[ \frac{x_2 - x_1^2}{\tau^2} + \frac{|x_1 - x_2| |x_1 - y|}{\tau^2} \right] \frac{\exp\left(-\frac{|x_1 - y|^2/\tau^2}{2}\right)}{\tau^{n/2}} |x_1 - y|^\alpha dy d\tau
\]
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\leq C\|f\|_{L^\infty(R;C^{0,\alpha}(\mathbb{R}^n))} \int_\rho^\infty \int_{\mathbb{R}^n} \left[ \frac{|x_1 - x_2|^2}{\tau^3} + \frac{|x_1 - x_2|}{\tau^2} \right] \tau^{\alpha/2} \exp\left( -\frac{|x_1 - y|}{(c\tau)} \right) dy d\tau

= C\|f\|_{L^\infty(R;C^{0,\alpha}(\mathbb{R}^n))} \int_\rho^\infty \int_{\mathbb{R}^n} \left[ \frac{|x_1 - x_2|^2}{\tau^3} + \frac{|x_1 - x_2|}{\tau^2} \right] \tau^{\alpha/2} d\tau

= C\|f\|_{L^\infty(R;C^{0,\alpha}(\mathbb{R}^n))} |x_1 - x_2|^\alpha.

Hence

|T_{ij}f(t, x_1) - T_{ij}f(t, x_2)| \leq C\|f\|_{L^\infty(R;C^{0,\alpha}(\mathbb{R}^n))} |x_1 - x_2|^\alpha,

for every \( x_1, x_2 \in \mathbb{R}^n \), uniformly in \( t \in \mathbb{R} \).

\[ \square \]

**Proof of Theorem 1.6.** Let \( E = F = C^{0,\alpha}(\mathbb{R}^n) \) and, for every \( t, \tau \in \mathbb{R} \) such that \( t \neq \tau \), define the vector-valued kernel \( K_{ij}(t, \tau) \in \mathcal{L}(E, E) \) that acts on \( \varphi \in E \) with compact support as

\[ (K_{ij}(t, \tau) \cdot \varphi)(x) = \int_{\mathbb{R}^n} K_{ij}(t, \tau, x - y) \varphi(y) dy. \]

Given a function \( f(t, x) \in L^\infty(\mathbb{R}; E) \) we consider the vector-valued function \( t \mapsto f(t) \in E, \) given by \( f(t) = f(t, x) \), for a.e. \( t \in \mathbb{R} \). We then define the vector-valued operator \( R_{ij} : L^\infty(\mathbb{R}; E) \to L^\infty(\mathbb{R}; E) \) as

\[ R_{ij}f(t) = \int_{\mathbb{R}} K_{ij}(t, \tau, x) \cdot f(\tau) d\tau, \text{ for } t \notin \text{supp}(f). \]

We first check that \( K_{ij}(t, \tau) \in \mathcal{L}(E, E) \) for every \( t \neq \tau \) with the corresponding size estimate. For any \( \varphi \in E \), by \( [4.3] \),

\[ |K_{ij}(t, \tau) \cdot \varphi(x_1) - K_{ij}(t, \tau) \cdot \varphi(x_2)| \leq \int_{\mathbb{R}^n} |K_{ij}(t, \tau, y)| |\varphi(x_1 - y) - \varphi(x_2 - y)| dy \]

\[ \leq C\chi_{|\tau|>\tau}[\varphi]_{C^\alpha(\mathbb{R}^n)} |x_1 - x_2|^\alpha \int_{\mathbb{R}^n} e^{-|y|^2/(c(\tau - t))} dy \]

\[ \leq \frac{C}{|\tau - t|}[\varphi]_{C^\alpha(\mathbb{R}^n)} |x_1 - x_2|^\alpha, \]

so that

\[ \|K_{ij}(t, \tau)\| \leq \frac{C}{|\tau - t|}. \]

Similarly, by using \( [4.4] \),

\[ [\partial_t K_{ij}(t, \tau) \cdot \varphi]_{C^\alpha(\mathbb{R}^n)} + [\partial_x K_{ij}(t, \tau) \cdot \varphi]_{C^\alpha(\mathbb{R}^n)} \leq C\chi_{|\tau|>\tau}[\varphi]_{C^\alpha(\mathbb{R}^n)} \int_{\mathbb{R}^n} e^{-|y|^2/(c(\tau - t))} dy \]

\[ \leq \frac{C}{|\tau - t|} [\varphi]_{C^\alpha(\mathbb{R}^n)}. \]

These estimates show that \( K_{ij}(t, \tau) \in \mathcal{L}(E, E) \) is a vector-valued Calderón–Zygmund kernel on the space of homogeneous type \( (\mathbb{R}, |\cdot|, dt) \). Therefore, Theorem \( 3.2 \) applies. The case \( f \mapsto \partial_t u \) is similar and we leave the details to the reader.

\[ \square \]

7. The Cauchy problem: proof of Theorem 1.8

**Proof of Theorem 1.8.** First, to prove that \( v \) satisfies the integrability properties in mixed normed spaces with weights, we can perform computations completely analogous to those done for the solution \( u \) given by \( [1.4] \). Details are therefore omitted.

Secondly, to obtain the estimates for the derivatives of \( v \), one would be tempted to apply again the Calderón–Zygmund theorem to the integral operators in \( [1.12] \) and \( [1.13] \).
Nevertheless, the set $\Sigma_\varepsilon$ appearing in the proof in Subsection 2.3 does not correspond to the standard truncations for Calderón–Zygmund operators as given by (3.3) and (3.5). Therefore we can not use the Calderón–Zygmund machinery as we did for $u$. Instead, prove the results we will do a comparison argument with the global case of $\mathbb{R}^{n+1}$. Consider the following difference
\[
\left| \int_{\Omega_\varepsilon} \partial_{y,j} p(t, \tau, y) f(t - \tau, x - y) \chi_{0 < \tau < t} \, dy \, d\tau - \int_{\varepsilon^2}^{t} \int_{\mathbb{R}^n} \partial_{y,j} p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau \right|.
\]
We have
\[
\left| (\chi_{\Omega_\varepsilon} - \chi_{\Sigma_\varepsilon}) \chi_{\tau < t} \partial_{y,j} p(t, \tau, y) \right| \leq C \chi_{|y| > \varepsilon} \chi_{\tau < \varepsilon} e^{-|y|^2/(c \tau)} \frac{\varepsilon^m}{\tau^{n/2 + 1}}.
\]
Since $\tau < \varepsilon^2 < |y|^2$, we get $|y|^2/(c \tau) \geq C$ and therefore, for any $m > 0$ there exists $C_m > 0$ such that
\[
e^{-|y|^2/(c \tau)} \leq C_m \left( \frac{\tau}{|y|^2} \right)^{m/2}
\]
and, in particular,
\[
e^{-|y|^2/(c \tau)} \frac{\tau^{-n/2 + 1}}{\tau^{n/2 + 1}} \leq C_n \left( \frac{1}{|y|^2} \right)^{n/2 + 1}.
\]
As a consequence,
\[
\left| (\chi_{\Omega_\varepsilon} - \chi_{\Sigma_\varepsilon}) \chi_{\tau < t} \partial_{y,j} p(t, \tau, x - y) \right| \leq C \chi_{|y| > \varepsilon} \chi_{\tau < \varepsilon} \left( \frac{\tau}{|y|^2} \right)^{m/2} \left( \frac{1}{|y|^2} \right)^{n/2 + 1}
\]
\[
\leq C \chi_{|y| > \varepsilon} \chi_{\tau < \varepsilon} \left( \frac{1}{|y|^2 + \tau} \right)^{m/2 + n/2 + 1}
\]
\[
= C \chi_{|y|^2 + \tau < 1} (y, \tau) + C \chi_{|y|^2 + \tau > 1} (y, \tau) \leq C \chi_{|y|^2 + \tau < 1} (y, \tau) =: \Phi(y, \tau).
\]
The function $\Phi(y, \tau)$ is decreasing, radially symmetric and integrable in $\mathbb{R}^{n+1}$. Therefore
\[
\sup_{\varepsilon > 0} \left| \int_{\Omega_\varepsilon} \partial_{y,j} p(t, \tau, y) f(t - \tau, x - y) \chi_{0 < \tau < t} \, dy \, d\tau - \int_{\varepsilon^2}^{t} \int_{\mathbb{R}^n} \partial_{y,j} p(t, \tau, y) f(t - \tau, x - y) \, dy \, d\tau \right| \leq \sup_{\varepsilon > 0} \int_{\mathbb{R}^{n+1}} e^{m/2} \Phi \left( \frac{y}{\varepsilon}, \frac{\tau}{\varepsilon^2} \right) \, dy \, d\tau,
\]
and this last operator is bounded in $L^p(\mathbb{R}^{n+1}, w) \in PA_p(\mathbb{R}^{n+1})$, $1 < p < \infty$, and from $L^1(\mathbb{R}^{n+1}, w)$ into weak-$L^1(\mathbb{R}_+^{n+1}, w), w \in PA_1(\mathbb{R}^{n+1})$.

On the other hand, to prove the boundedness in mixed norm Sobolev spaces with weights, we notice that
\[
\left| (\chi_{\Omega_\varepsilon} - \chi_{\Sigma_\varepsilon}) \chi_{\tau < t} \partial_{y,j} p(t, \tau, y) \right| \leq C \chi_{|y| > \varepsilon} \chi_{\tau < \varepsilon} e^{-|y|^2/(c \tau)} \frac{\varepsilon^m}{\tau^{n/2 + 1}}
\]
\[
\leq C e^{-|y|^2/(2c \tau)} e^{-\varepsilon^2/(2c \tau)} \frac{\tau^{n/2}}{\tau^{n/2}}.
\]
Hence we get the last conclusion of Theorem 1.8 for \( \partial w \). From this kernel estimate, and by manipulating with maximal functions as we did for \( u \), the \( L^q(\mathbb{R}, \nu; L^p(\mathbb{R}^n, \omega)) \) and weak-type estimates can be derived.

For the \( L^q(\mathbb{R}, \nu; C_0^{1, \alpha}(\mathbb{R}^n)) \) estimate, observe that, for any \( x_1, x_2 \in \mathbb{R}^n, \)

\[
\int_{\mathbb{R}^n+1} \frac{e^{-|y|^2/(c\tau)}}{\tau^{n/2}} \cdot \frac{1}{\varepsilon^2} \phi(\tau/\varepsilon^2) |f(t - \tau, x_1 - y) - f(t - \tau, x_2 - y)| \, dy \, d\tau \\
\leq C|x_1 - x_2|^\alpha \int_{\mathbb{R}} \frac{1}{\varepsilon^2} \phi(\tau/\varepsilon^2) [f(t - \tau, \cdot)]_{C_0^{1, \alpha}(\mathbb{R}^n)} \left[ \int_{\mathbb{R}^n} \frac{e^{-|y|^2/(c\tau)}}{\tau^{n/2}} \, dy \right] \, d\tau \\
= C|x_1 - x_2|^\alpha \int_{\mathbb{R}^n} \frac{1}{\varepsilon^2} \phi(\tau/\varepsilon^2) [f(t - \tau, \cdot)]_{C_0^{1, \alpha}(\mathbb{R}^n)} \, d\tau \\
\leq C|x_1 - x_2|^\alpha M_{R\{[f(\cdot, \cdot)]_{C_0^{1, \alpha}(\mathbb{R}^n)}\}}(t).
\]

The boundedness properties of the Hardy–Littlewood maximal function allow to prove the desired estimates.

Now we remind that for good enough functions the limit

\[
\lim_{\varepsilon \to 0} \left\{ \int_{\Omega_\varepsilon} \partial_{y_1} p(t, \tau, y) f(t - \tau, x - y) \, dy \right. \, d\tau \left. \right\}
\]

exists (see (1.5) and (1.12)). An application of the Banach principle of almost everywhere convergence gives the proof of the a.e. convergence of this last limit. On the other hand, by Theorems 1.2, 1.4 and 1.6 we have all the necessary convergence results for the limit

\[
\lim_{\varepsilon \to 0} \int_{\Omega_\varepsilon} \partial_{y_1} p(t, \tau, y) f(t - \tau, x - y) \, d\tau \, dy.
\]

Hence we get the last conclusion of Theorem 1.8 for \( \partial_1 v \).

For \( \partial_1 v \) we can proceed similarly, details are left to the interested reader. \( \square \)

**Appendix: Proof of Theorem 3.3**

In this section we fix a weight \( w > 0 \) such that \( w^{-1} \in A_1(\mathbb{X}) \). We first obtain a couple of properties about \( w^{-1} \) that will be needed in the proof of Theorem 3.3.

Weights in \( A_1(\mathbb{X}) \) satisfy a reverse Hölder inequality, see \( \mathbb{X} \) Theorem 1. Hence there exist constants \( \varepsilon > 0 \) and \( C > 0 \) such that, for any ball \( B \subset \mathbb{X} \) and any \( 1 \leq r \leq 1 + \varepsilon, \)

\[
\left( \frac{1}{\mu(B)} \int_B (w^{-1})^r \, d\mu \right)^{1/r} \leq \left( \frac{1}{\mu(B)} \int_B (w^{-1})^{1+\varepsilon_1} \, d\mu \right)^{1/(1+\varepsilon_1)} \\
\leq \frac{C}{\mu(B)} \int_B w^{-1} \, d\mu \leq C \inf_B w^{-1}.
\]

From (7.1) we immediately have that, for any \( 1 \leq r \leq 1 + \varepsilon, \)

\[
\frac{1}{\mu(B)} \int_B (w^{-1})^r \, d\mu \leq C \inf_B w^{-r},
\]

which means that \( w^{-r} \in A_1(\mathbb{X}) \). Therefore, as \( A_1(\mathbb{X}) \subset A_p(\mathbb{X}) \) for any \( p \geq 1 \) (see \( \mathbb{X} \) Proposition 7.2(1))), we conclude that

\[
w^{-r} \in A_r(\mathbb{X}), \quad \text{for any} \ 1 \leq r \leq 1 + \varepsilon.
\]
In the case when \(1 < r \leq 1 + \varepsilon\), this last condition reads,

\[
\left(\int_B w^{\frac{r}{r-1}} \, d\mu\right) \left(\int_B w^{-r} \, d\mu\right)^{\frac{1}{r-1}} \leq C \mu(B)^{\frac{1}{r-1}}.
\]

Let \(1/r + 1/r' = 1\). Then \(\frac{r}{r-1} = r', -r = \frac{r}{1-r'},\) and \(\frac{1}{r-1} = r' - 1\), so (7.2) can be written as

\[
\left(\int_B w^{r'} \, d\mu\right) \left(\int_B (w^r)^{\frac{1}{r-r'}} \, d\mu\right)^{r'-1} \leq C \mu(B)^{r'}.
\]

We have just proved that

\[
w^{r'} \in A_{r'}(X), \quad \text{for every } 1 < r \leq 1 + \varepsilon, \quad 1/r + 1/r' = 1.
\]

With (7.1) and (7.3) at hand we can now present the proof of Theorem 3.3.

**Proof of Theorem 3.3.** Let \(f \in L^\infty_c(X; E)\) such that \(w f \in L^\infty(X; E)\). Fix any metric ball \(B = B(x_0, \delta) \subset X\) with center at \(x_0 \in X\) and radius \(\delta > 0\). We use the notation \(c_B = B(x_0, c\delta)\), for \(c > 0\). Fix \(R > 5\kappa\), where \(\kappa \geq 1\) is the quasi-triangle inequality constant for the quasi-metric \(\rho\). We can write

\[
f = f \chi_{cRB} + f \chi_{(cRB)c} =: f_1 + f_2,
\]

Then \(Tf = Tf_1 + Tf_2\). If \(x \in B\) then \(x \notin \text{supp}(f_2)\) and we can write

\[
Tf_2(x) = \int_X K(x, y) f(y) \, d\mu(y),
\]

see (3.1). Hence we can define

\[
c_B = \frac{1}{\mu(B)} \int_B Tf_2(z) \, d\mu(z) = \frac{1}{\mu(B)} \int_B \int_X K(z, y) f_2(y) \, d\mu(y) \, d\mu(z) \in F.
\]

Now,

\[
\frac{1}{\mu(B)} \int_B \|Tf - c_B\|_F \, d\mu \leq \frac{1}{\mu(B)} \int_B \|Tf_1\|_F \, d\mu + \frac{1}{\mu(B)} \int_B \|Tf_2 - c_B\|_F \, d\mu =: I_1 + I_2.
\]

We estimate \(I_1\) and \(I_2\) separately.

We begin with \(I_1\). Pick any \(1 < r < 1 + \varepsilon\). We apply Hölder’s inequality, (7.1), and the fact that \(T\) is bounded from \(L^r(X, v; E)\) into \(L^{r'}(X, v; F)\), for \(v = w^{r'} \in A_{r'}(X)\) to get

\[
I_1 = \frac{1}{\mu(B)} \int_B w^{-1} \|Tf_1\|_F w \, d\mu
\]

\[
\leq \left(\frac{1}{\mu(B)} \int_B w^{-r} \, d\mu\right)^{1/r} \left(\frac{1}{\mu(B)} \int_B \|Tf_1\|_F^r w^{r'} \, d\mu\right)^{1/r'}
\]

\[
\leq C \inf_B w^{-1} \left(\frac{1}{\mu(B)} \int_B \|w f_1\|_E^r \, d\mu\right)^{1/r'}
\]

\[
\leq C \inf_B w^{-1} \|w f\|_{L^\infty(X; E)}.
\]

For \(I_2\), by using that \(x \notin \text{supp}(f_2)\) and the definition of \(c_B\) in (7.4),

\[
I_2 = \frac{1}{\mu(B)} \int_B \left\|\frac{1}{\mu(B)} \int_B \int_X (K(x, y) - K(z, y)) f_2(y) \, d\mu(y) \, d\mu(z)\right\|_F \, d\mu(x)
\]

\[
\leq \frac{1}{\mu(B)^2} \int_B \int_B \int_X \|K(x, y) - K(z, y)\|_E w(y)^{-1} \, d\mu(y) \, d\mu(z) \, d\mu(x)
\]

\[
\leq C \inf_B w^{-1} \|w f\|_{L^\infty(X; E)}.
\]
\[
J := \int_{(\kappa RB)^c} \|K(x, y) - K(z, y)\|w(y)^{-1}d\mu(y) \leq C \inf_{B} w^{-1}.
\]

With (7.7) the conclusion follows. Indeed, we have
\[
I_2 \leq C \inf_{B} w^{-1} \|\omega f\|_{L^\infty(\mathbf{X}, E)}.
\]

By plugging this last estimate and (7.6) into (7.5) we get that, for almost every \(x \in \mathbf{X}\),
\[
w(x)M^\#_F(Tf)(x) = w(x) \sup_{B \supset x} \frac{1}{\mu(B)} \int_B \|Tf - c_B\|_F d\mu \leq C \|w f\|_{L^\infty(\mathbf{X}, E)},
\]
where \(C\) depends only on \(T, w\) and the structure. Thus
\[
\|w M^\#_F(Tf)\|_{L^\infty(\mathbf{X})} \leq C \|w f\|_{L^\infty(\mathbf{X}, E)},
\]
as desired.

For the proof of (7.7), let us recall that \(B = B(x_0, \delta)\) and let \(A_k = ((\kappa R)^k B) \setminus ((\kappa R)^{k-1} B)\), for \(k \geq 2\). For any \(x, z \in B\) we have \(\rho(x, z) < 2\kappa\delta\). If \(y \in (\kappa RB)^c\) then
\[
\rho(y, x_0) \leq \kappa \rho(y, z) + \kappa \rho(z, x_0) \leq \kappa \rho(y, z) + \kappa \delta \leq \kappa \rho(y, z) + \rho(y, x_0)/R,
\]
which gives
\[
\rho(y, z) \geq \frac{R - 1}{\kappa R} \rho(y, x_0).
\]
Moreover, since \(\kappa \geq 1\),
\[
\kappa R\delta \leq \rho(x_0, y) \leq \kappa \rho(x_0, z) + \kappa \rho(z, y) \leq \kappa^2 \delta + \kappa \rho(y, z),
\]
so, as \(R > 5\kappa\), this implies that \(4\kappa\delta \leq (R - \kappa)\delta \leq \rho(y, z)\). Hence
\[
\rho(y, z) \geq 4\kappa \delta > 2\rho(x, z).
\]
Also, if \(y \in A_k\) then \(\rho(y, x_0) \geq (\kappa R)^{k-1}\delta\). Finally, observe that
\[
B(x_0, \frac{R-1}{4\kappa R} \rho(y, x_0)) \subset B(z, \rho(y, z)).
\]
In fact, for \(w \in B(x_0, \frac{R-1}{4\kappa R} \rho(y, x_0))\),
\[
\rho(w, z) \leq \kappa \rho(w, x_0) + \kappa \rho(x_0, z) \leq \frac{R - 1}{4\kappa R} \rho(y, x_0) + \kappa \delta
\]
\[
\leq \frac{1}{4} \rho(y, z) + \frac{1}{4} \rho(y, z) \leq \rho(y, z),
\]
and the inclusion follows. Then we can use the smoothness condition given in Definition 3.II.2) and Hölder’s inequality for some \(1 < r < 1 + \varepsilon\) to get
\[
J = \sum_{k=2}^\infty \int_{A_k} \|K(x, y) - K(z, y)\|w(y)^{-1}d\mu(y)
\]
\[
\leq \sum_{k=2}^\infty \left( \int_{A_k} \rho(y, z)^r \rho(B(z, \rho(y, z)))^{\varepsilon r} d\mu(y) \right)^{1/r'} \left( \int_{(\kappa R)^k B} w^{-r} d\mu \right)^{1/r'}
\]
\[
\leq C \left[ \sum_{k=2}^\infty (2\kappa \delta R - 1) \left( \int_{A_k} \rho(y, x_0)^r \mu(B(x_0, \frac{R-1}{4\kappa R} \rho(y, x_0)))^{\varepsilon r} d\mu(y) \right)^{1/r'} \right].
\]
\[
\times \mu((\kappa R)^kB)^{1/r} \inf_{(\kappa R)^kB} w^{-1}
\]

\[
\leq C_\kappa \inf_B w^{-1} \sum_{k=2}^{\infty} \frac{\mu((\kappa R)^kB)^{1/r}}{\mu(B(x_0, (\kappa R)^k-\delta))^{1/r}} \mu((\kappa R)^kB)^{1/r}
\]

\[
\leq C_\kappa \inf_B w^{-1} \sum_{k=2}^{\infty} \frac{1}{(\kappa R)^k-\delta} \mu((\kappa R)^kB)^{1/r}
\]

\[
= C_\kappa \inf_B w^{-1} \sum_{k=2}^{\infty} \frac{1}{(\kappa R)^k-\delta} \mu((\kappa R)^kB)^{1/r}
\]

\[
\leq C \inf_B w^{-1} \sum_{k=2}^{\infty} \frac{1}{(\kappa R)^k-\delta} = C \inf_B w,
\]

where in the last inequality we used that

\[
\mu((\kappa R)^kB) = \mu((\kappa R)^2(\kappa R)^{k-2}B) \leq C_d((\kappa R)^2)^{\gamma} \mu((\kappa R)^{k-2}B),
\]

where \( \gamma > 0 \) depends only on the doubling constant \( C_d \), see Calderón [1] Lemma 1].
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