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Abstract

We consider portfolio optimization under a preference model in a single-period, complete market. This preference model includes Yaari’s dual theory of choice and quantile maximization as special cases. We characterize when the optimal solution exists and derive the optimal solution in closed form when it exists. The payoff of the optimal portfolio is a digital option: it yields an in-the-money payoff when the market is good and zero payoff otherwise. When the initial wealth increases, the set of good market scenarios remains unchanged while the payoff in these scenarios increases. Finally, we extend our portfolio optimization problem by imposing a dependence structure with a given benchmark payoff and derive similar results.
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1 Introduction

Consider the following preference representation

\[ V(X) = \int_{[0,1]} F_X^{-1}(z)m(dz), \]  
(1.1)
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where $m$ is a probability measure on $[0, 1]$ and $F_X^{-1}$ stands for the right-continuous quantile function of $X$, i.e., the right-continuous inverse of the cumulative distribution function (CDF) of $X$, with $F_X^{-1}(0) := \lim_{z \to 0} F_X^{-1}(z)$ and $F_X^{-1}(1) := \lim_{z \to 1} F_X^{-1}(z)$. By Lemma A.1 in Ghossoub and He (2020) and the integration-by-part formula, and defining $w(s) := \int_{[0,s]} m(dz)$, $s \in [0,1]$, we can rewrite $V(X)$ for bounded $X$ as

$$V(X) = (1 - w(1))F_X^{-1}(0) + \int_{(0,1]} \Delta F_X^{-1}(z)dw(z) + \int_{\mathbb{R}} xd[w(F_X(x))]$$

$$= (1 - w(1))F_X^{-1}(0) + \int_{[0,1]} \Delta F_X^{-1}(z)dw(z) - \int_{-\infty}^{0} w(F_X(x))dx$$

$$+ \int_{0}^{+\infty} \left( w(1) - w(F_X(x)) \right) dx,$$

where $F_X$ is the CDF of $X$ and $\Delta F_X^{-1}$ denotes the difference between $F_X^{-1}$ and its left-continuous version. Note from the above that when $w$ is continuous on $(0, 1]$ and $w(1) = 1$, i.e., when $m$ has no atom on $[0, 1]$, $V(X)$ becomes the preference representation under the dual theory of choice Yaari (1987). Therefore, we can consider (1.1) to be a generalization of the dual theory of choice.

In the present paper, we study portfolio maximization under preferences (1.1) in a single-period, complete market. This problem has been studied in He and Zhou (2011) by assuming that $m$ has a density function and that a certain monotonicity condition holds. Rüschendorf and Vanduffel (2020) also assume $m$ to have a density function, and they extend the result in He and Zhou (2011) by removing the monotonicity condition imposed therein. The assumption of a density function for $m$, however, excludes many interesting preference models. For instance, Manski (1988), Chambers (2009), Rostek (2010), de Castro and Galvao (2019b) axiomatizes quantile maximization as a decision model; see also de Castro et al. (2019), Giovannetti (2013), and de Castro and Galvao (2019a) for the applications of the quantile maximization model in portfolio selection and asset pricing. The $\alpha$-quantile of $X$ is a special case of $V(X)$ by setting $m$ to be a Dirac measure on $\alpha$, which does not admit a density function. On the other hand, in the context of risk management, Kou and Peng (2016) propose the class of distortion risk measures, which take similar forms to the negative of (1.1). In this class, two particularly interesting risk measures are value-at-risk and median shortfall (Kou et al., 2013), and these two risk measures are special cases of (1.1) by setting $m$ to be certain Dirac measures that do not have density functions.

In this paper, we derive the optimal solution to the portfolio maximization under preferences (1.1) for a general probability measure $m$. More precisely, we completely characterizes
when the problem has an optimal solution. When the optimal solution exists, we show that is unique and the payoff of the optimal portfolio is a digital option: it leads to certain winning payoff in some market scenarios and to zero otherwise. We then extend our model to the setting in Bernard, Boyle and Vanduffel (2014); Bernard, Rüschendorf and Vanduffel (2014), and Bernard et al. (2015), where the agent focuses on payoffs that have a particular dependence structure, modeled by a copula, with a given benchmark payoff. We derive similar results in this extended model.

Our solution method relies on the so-called quantile approach to convert the portfolio optimization problem into a problem of finding the optimal quantile function. For this approach, see for instance Schied (2004), Carlier and Dana (2006, 2008, 2011), Jin and Zhou (2008), Bernard and Tian (2009), He and Zhou (2011), Bernard, Rüschendorf and Vanduffel (2014), and Bernard et al. (2015). The new technical contribution of the paper is to solve the optimal quantile problem that results from portfolio maximization under preferences (1.1) because the existing methods, such as the ones in Xia and Zhou (2016), Xu (2016), and Rüschendorf and Vanduffel (2020) cannot apply. Our idea of solving the optimal quantile problem originates from He et al. (2015), but our technical analysis differs from the latter due to different model setup. Moreover, we also consider the case in which the agent focuses on payoffs that have a particular dependence structure with a given benchmark payoff while the latter did not.

2 Optimal Payoff under the Generalized Dual Theory of Choice

Consider the following portfolio selection problem faced by an agent:

\[
\begin{align*}
\text{Max} & \quad V(X) = \int_{[0,1]} F_X^{-1}(z) m(dz) \\
\text{Subject to} & \quad \mathbb{E}[\rho X] \leq x, \quad X \geq 0,
\end{align*}
\]

(2.1)

where \(\rho\), a positive, integrable random variable, represents the pricing kernel in a single-period complete market, \(m\) is a probability measure on \([0, 1]\), and \(x > 0\) represents the agent’s initial wealth. The pricing kernel \(\rho\) and payoffs \(X\) are assumed to live on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Denote \(\delta := \mathbb{E}[\rho]\).

Suppose the following assumption holds throughout this Section:

**Assumption 1** \(\rho\) has no atom, i.e., its CDF is continuous.
Denote $\rho := \operatorname{essinf}\rho \geq 0$. Because $\rho > 0$ almost surely, we must have $F_{\rho}^{-1}(z) > 0, z \in (0, 1)$. Following He and Zhou (2011), we reformulate problem (2.1) as

$$
\begin{align*}
\max_{G(\cdot) \in \mathcal{G}} & \quad \int_{[0,1]} G(z)m(dz) \\
\text{Subject to} & \quad \int_{0}^{1} F_{\rho}^{-1}(1 - z)G(z)dz \leq x, \quad G(0) \geq 0,
\end{align*}
$$

(2.2)

where $\mathcal{G}$ is the set of right-continuous quantile functions, i.e.,

$$
\mathcal{G} := \{G(\cdot) : [0, 1] \to \mathbb{R} \cup \{\pm \infty\}|G(\cdot) \text{ is finite-valued, right-continuous,}$$

and increasing in $(0, 1)$ and $G(0) = \lim_{z \downarrow 0} G(z), G(1) = \lim_{z \uparrow 1} G(z)\}.
$$

By the quantile approach (Bernard and Tian, 2009; Carlier and Dana, 2006, 2008, 2011; He and Zhou, 2011; Jin and Zhou, 2008; Schied, 2004), problems (2.1) and (2.2) share the same optimal value and are equivalent in terms of the existence and uniqueness of the optimal solution. Furthermore, if $G^*(\cdot)$ is optimal to (2.2), then $G^*(1 - F_{\rho}(\rho))$ is optimal to (2.1). Therefore, we only need to solve problem (2.2).

Note that problems (2.1) and (2.2) still share the same optimal value and are equivalent in terms of the existence of the optimal solution if Assumption 1 is weakened to the one that the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is atomless; see for instance Xu (2014). The optimal solution of problem (2.1), however, is not unique even if the optimal solution of (2.2) is. For this reason and also for the sake of simplicity, we chose to impose Assumption 1.

Note that the objective function of (2.2) is linear in the decision variable $G(\cdot)$. Therefore, we only need to optimize over the extremal points of the set of feasible quantiles to problem (2.2). Jin and Zhou (2008, Proposition D.3) show that the extremal points are contained in the set of binary quantile functions

$$
\mathcal{S} := \{G(\cdot)|G(z) = a + k1_{z \in [c, 1]} \text{ for some } c \in (0, 1) \text{ and } a, k \geq 0$$

such that $\int_{0}^{1} F_{\rho}^{-1}(1 - z)G(z)dz \leq x\}.
$$

Thus, we only need to consider

$$
\max_{G(\cdot) \in \mathcal{S}} \int_{[0,1]} G(z)m(dz).
$$

(2.3)

Indeed, we can show that problems (2.2) and (2.3) have the same optimal value and, consequently, if $G^*(\cdot)$ is optimal to problem (2.3), then it is also optimal to (2.2).
Denote $f(a, k, c)$ as the objective function of problem (2.3) with $G(z) = a + k1_{z \in [c, 1]}$. Straightforward calculation shows that $f(a, k, c) = a + km([c, 1])$. As a result, problem (2.3) can be written as

$$\begin{align*}
\text{Max} & \quad a + km([c, 1]) \\
\text{Subject to} & \quad a\delta + k\int_c^1 F^{-1}_\rho(1 - z)dz \leq x, \quad a, k \geq 0, \quad c \in (0, 1).
\end{align*}$$

(2.4)

It is obvious that the optimal $k$ must bind the first constraint in the above. Consequently, we only need to maximize

$$f(a, c) := \zeta(c)x + [1 - \delta\zeta(c)]a$$

over $c \in (0, 1)$ and $a \in [0, x/\delta]$, where

$$\zeta(c) := \frac{m([c, 1])}{\int_c^1 F^{-1}_\rho(1 - z)dz}.$$ 

One can see that

$$\max_{a \in [0, x/\delta]} f(a, c) = \zeta(c)x + \max(1 - \delta\zeta(c), 0)\frac{x}{\delta} = \max(1/\delta, \zeta(c))x.$$ 

Therefore, we only need to maximize $\max(1/\delta, \zeta(c))x$ over $c \in (0, 1)$.

In the following, denote

$$\gamma^* := \sup_{c \in (0, 1)} \zeta(c).$$

Then, we have $\sup_{c \in (0, 1)} \max(1/\delta, \zeta(c)) = \max(1/\delta, \gamma^*)$.

**Theorem 1** The optimal value of problem (2.1) is $\max(1/\delta, \gamma^*)x$. Furthermore,

(i) If $\gamma^* = +\infty$, there exist $\beta_n \to \rho$ such that $X_n := k_n1_{\rho \leq \beta_n}$ with $k_n := x/E[\rho1_{\rho \leq \beta_n}]$ is feasible and approaches the infinite optimal value when $n$ goes to infinity.

(ii) If $\gamma^* \leq 1/\delta$, $X^* \equiv x/\delta$ is optimal to problem (2.1).

(iii) If $1/\delta < \gamma^* = \sup_{c \in (0, 1)} \zeta(c) < +\infty$ and the supremum is attained at $c^* \in (0, 1)$, then $X^* := k^*1_{\rho \leq \beta^*}$ with $\beta^* := F^{-1}_\rho(1 - c^*)$ and $k^* := x/E[\rho1_{\rho \leq \beta^*}]$ is optimal to problem (2.1).

(iv) If $1/\delta < \gamma^* = \sup_{c \in (0, 1)} \zeta(c) < +\infty$ and the supremum is not attainable, then the optimal solution to problem (2.1) does not exist. Furthermore, for any $\beta_n := F^{-1}_\rho(1 - c_n)$
with \( \zeta(c_n) \to \gamma^* \) as \( n \to \infty \), \( X_n := k_n 1_{[\rho \leq \beta_n]} \) with \( k_n := x/\mathbb{E}[\rho 1_{\rho \leq \beta_n}] \) is feasible and approaches the optimal value when \( n \) goes to infinity.

**Proof.** Problem (2.4) has optimal value \( \max(1/\delta, \gamma^*)x \), so does problem (2.1). Consequently, in case (i), the optimal value of problem (2.1) is infinite. Furthermore, there exist \( c_n \) such that \( \zeta(c_n) \to \gamma^* = +\infty \). Because \( m([c, 1]) \leq 1 \) for any \( c \in [0, 1] \) and \( \int_c^1 F^{-1}_\rho(1 - z)dz \) is continuous, positive, and strictly decreasing in \( c \in [0, 1] \), \( \zeta(c) \) is bounded in \([0, 1 - \delta]\) for any \( \delta > 0 \). Consequently, we must have \( c_n \to 1 \). Define \( \beta_n := F^{-1}_\rho(1 - c_n) \) and \( X_n := k_n 1_{\rho \leq \beta_n} \). It is straightforward to see that \( X_n \) is feasible and approaches the infinite optimal value.

In case (ii), the optimal value of problem (2.1) is \( x/\delta \). It is obvious that \( X^* = x/\delta \) is feasible and achieves this optimal value.

In case (iii), the optimizer \( c^* \) of \( \zeta(\cdot) \), \( a^* := 0 \), and \( k^* := \frac{\int_{\frac{x}{\delta}}^1 F^{-1}_\rho(1 - z)dz}{\int_s^1 F^{-1}_\rho(1 - z)dz} \) are optimal to problem (2.4). As a result, \( G^*(z) = a^* + k^* 1_{z \in [c^*, 1]} \) is optimal to problem (2.2), so \( X^* = G^*(1 - F_\rho(\rho)) \) is optimal to problem (2.1).

In case (iv), the optimal value of problem (2.2) is \( x\gamma^* \). We show that the optimal solution to problem (2.2) does not exist. Suppose \( G(\cdot) \) is optimal to problem (2.2). Then, \( G(\cdot) \) cannot be a constant on \((0, 1)\). Otherwise, suppose \( G(z) = a, z \in (0, 1) \), which also implies \( G(0) = G(0+) = a \) and \( G(1) = G(1-) = a \). Then,

\[
\int_{[0,1]} G(z)m(dz) = a \leq x/\delta < x\gamma^*,
\]

where the first inequality is the case because \( G(\cdot) \) must satisfy the budget constraint. Thus, we conclude that \( G(\cdot) \) cannot be a constant on \((0, 1)\).

Denote \( \nu(\cdot) \) as the measure induced by \( G(\cdot) \) on \([0, 1]\), i.e., \( \nu((0, z]) := G(z) - G(0) \) for any \( z \in (0, 1] \). Because \( G(\cdot) \) is nonconstant on \((0, 1)\), \( \nu(\cdot) \) has nonzero measure on \((0, 1)\). Then, we have

\[
\int_{[0,1]} G(z)m(dz) = G(0) + \int_{[0,1]} \int_{(0,z]} \nu(ds)m(dz) = G(0) + \int_{[0,1]} \int_{[s,1]} m(dz)\nu(ds)
\]

\[
= G(0) + \int_{[0,1]} m([s,1])\nu(ds) = G(0) + \int_{[0,1]} \zeta(s)\int_{s}^{1} F^{-1}_\rho(1 - z)dz\nu(ds)
\]

\[
< G(0) + \gamma^* \int_{[0,1]} \int_{s}^{1} F^{-1}_\rho(1 - z)dz\nu(ds)
\]

\[
= G(0) + \gamma^* \left( \int_{0}^{1} F^{-1}_\rho(1 - z)G(z)dz - G(0) \int_{0}^{1} F^{-1}_\rho(1 - z)dz \right)
\]

\[
\leq \gamma^* x,
\]
where the first inequality is the case because \( \zeta(s) < \gamma^*, s \in (0, 1) \) and \( \nu \) has nonzero measure on \( (0, 1) \), and the second inequality is the case because \( \int_0^1 F_\rho^{-1}(1 - z)G(z)dz \leq x \) and \( \gamma^* > 1/\delta = \int_0^1 F_\rho^{-1}(1 - z)dz \). Therefore, \( G(\cdot) \) cannot attain the optimal value, so the optimal solution to problem (2.2) does not exist. Consequently, problem (2.1) does not admit optimal solutions either.

Finally, it is straightforward to see that \( X_n := k_n1_{\rho \leq \beta_n} \) is feasible and approaches the optimal value as \( n \to +\infty \). □

We have completely solved problem (2.1) and the solution depends critically on the quantity \( \gamma^* \). When \( \gamma^* = +\infty \), the optimal value is infinite, so problem (2.1) is ill-posed. This result generalizes Theorem 3.4 in He and Zhou (2011) and Theorem 4.1 in Rüschendorf and Vanduffel (2020). Furthermore, the asymptotically optimal strategy taken by the agent in this case is \( X_n = k_n1_{\rho \leq \beta_n} \) with \( \beta_n \to \rho \). In this strategy, the probability of having nonzero payoffs is nearly zero, so the strategy is extremely risky. When \( \gamma^* \leq 1/\delta \), the optimal payoff is constant, indicating the strategy of investing all money in the risk-free account, an extremely conservative strategy. When \( \gamma^* = \sup_{c \in (0, 1)} \zeta(c) > 1/\delta \) and the supremum is not attainable, problem (2.1) is also ill-posed and the asymptotically optimal strategy is \( X_n = k_n1_{\rho \leq \beta_n} \) with \( \beta_n := F_\rho^{-1}(1 - c_n) \) and \( \zeta(c_n) \to \gamma^* \). If \( m([c, 1]) \) is continuous in \([0, 1]\), which is the case when \( m \) admits a density, then \( \zeta(c) \) is continuous in \([0, 1]\). Consequently, we must have \( c_n \to 1 \) and thus \( \beta_n \to \rho \). As a result, the probability of \( X_n \) taking nonzero payoffs is nearly zero, showing that it is an extremely risky strategy. Finally, when \( \gamma^* = \zeta(c^*) \in (1/\delta, +\infty) \) for some \( c^* \in (0, 1) \), the optimal payoff is a digital option: receiving \( k^* \) in good market scenarios (\( \rho \leq \beta^* \)) or receiving nothing in bad market scenarios (\( \rho > \beta^* \)).

Typically, \( \gamma^* > 1/\delta \), so the optimal solution, if exists, must be a digital option. Indeed, if \( m \) has zero measure in a neighbourhood of 0, e.g., in \([0, \epsilon]\) for some \( \epsilon > 0 \), then

\[
\gamma^* \geq \zeta(\epsilon) = m([\epsilon, 1]) / \int_{\epsilon}^1 F_\rho^{-1}(1 - z)dz > m([\epsilon, 1]) / \int_{0}^1 F_\rho^{-1}(1 - z)dz > 1/\delta.
\]

Therefore, \( \gamma^* \leq 1/\delta \) only when the agent imposes significant weight on the very left tail of the payoff, i.e., only when the agent is so conservative that she wants to minimize the maximum potential loss in the downside.

When \( 1/\delta < \gamma^* = \zeta(c^*) < +\infty \) for some \( c^* \in (0, 1) \), the optimal solution is a digital option and is different from the optimal payoff of an expected utility maximizer which is smooth in the pricing kernel \( \rho \). Note that when the initial wealth \( x \) increases, \( \beta^* \) does not change, so the probability that the digital option is “in the money” at the terminal time does
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not change. On the other hand, the payoff $k^*$ of the digital option when it is in the money increases. This feature is different from the optimal payoff of a goal-reaching agent (Browne, 1999). Indeed, the optimal payoff of a goal-reaching agent is also a digital option. However, the probability that this option is in the money increases with respect to the initial wealth but the in-the-money payoff does not depend on the initial wealth. Similar observations are also made in He and Zhou (2011).

Finally, we present the optimal payoff under quantile maximization:

**Corollary 1** Suppose that $V(X)$ is the $\alpha$-quantile of $X$, i.e., that $m$ is the point mass at $\alpha \in (0,1)$. Then, $\gamma^* = \zeta(\alpha) > 1/\delta$ and $X^* := k^*1_{\rho \leq \beta^*}$ with $\beta^* := F^{-1}_\rho(1 - \alpha)$ and $k^* := \mathbb{E}[x1_{\rho \leq \beta^*}]$ is optimal to problem (2.1).

**Proof of Corollary 2.** Straightforward calculation shows that

$$\zeta(c) = \frac{1}{\int_c^1 F^{-1}_\rho(1 - z)dz}1_{\{c \leq \alpha\}}, \quad c \in (0,1).$$

Clearly,

$$\gamma^* = \zeta(\alpha) = \frac{1}{\int_\alpha^1 F^{-1}_\rho(1 - z)dz} > \frac{1}{\int_0^1 F^{-1}_\rho(1 - z)dz} = 1/\delta.$$

As a result, Theorem 2-(iii) applies and the proof completes. \(\Box\)

3 Optimal Payoffs with State-Dependent Constraints

Consider the setting in Bernard, Boyle and Vanduffel (2014); Bernard, Rüschendorf and Vanduffel (2014), and Bernard et al. (2015): There is a benchmark payoff $A$ and the agent wants to choose payoff $X$ that has a given dependence structure with $A$, and this dependence structure is specified by a given copula function $C$; i.e., $X$ and $A$ follow the joint distribution:

$$\mathbb{P}(X \leq x, A \leq a) = C(F_X(x), F_A(a)), \quad x, a \in \mathbb{R}. \quad (3.1)$$
As a result, the problem faced by the agent is

\[
\text{Max}_{X} \quad V(X) = \int_{[0,1]} F_X^{-1}(z)m(dz)
\]

Subject to \( \mathbb{E}[\rho X] \leq x, \quad X \geq 0, \) (3.2) holds.

We impose the following assumption throughout this section:

**Assumption 2**

(i) The conditional distribution of \( \rho \) given \( A \) is continuous. (ii) The distribution of \( A \) is continuous.

We follow the approach in Bernard, Rüschendorf and Vanduffel (2014) to convert (3.2) into a problem of finding the optimal quantile. More precisely, similar to the quantile approach, we first find the payoff \( X \) that minimizes the cost \( \mathbb{E}[\rho X] \) given the marginal distribution \( F_X \) of \( X \) and the copula constraint (3.1). Theorem 3.1 in Bernard, Rüschendorf and Vanduffel (2014) shows that \( X \) attains the minimum cost if and only if it is anti-comonotone with respect to \( \rho \) conditional on \( A \). With Assumption 2-(i), \( X \) is uniquely determined as

\[
X = F_X^{-1}(1 - F_{\rho|A}(\rho, A)), \quad (3.1)
\]

where for any two random variables \( Y_1 \) and \( Y_2 \), we denote by \( F_{Y_1|Y_2}(\cdot, y_2) \) and \( F_{Y_1|Y_2}^{-1}(\cdot, y_2) \), respectively, the conditional CDF and right-continuous quantile function of \( Y_1 \) given that \( Y_2 = y_2 \). Note that \( F_{\rho|A}(\rho, A) \) is uniformly distributed and independent of \( A \). The minimal cost is \( \mathbb{E}\left[\rho F_X^{-1}(1 - F_{\rho|A}(\rho, A))\right] \). Following Bernard, Rüschendorf and Vanduffel (2014), we define

\[
Z := C_{1|2}^{-1}(1 - F_{\rho|A}(\rho, A), F_A(A)), \quad (3.3)
\]

where \( C_{1|2}(\cdot, v) \) and \( C_{1|2}^{-1}(\cdot, v) \) denote, respectively, the conditional CDF and right-continuous quantile function of the first component in the copula \( C \), given that the second component takes value \( v \). Then, \( Z \) is uniformly distributed and \( F_X^{-1}(1 - F_{\rho|A}(\rho, A), A) = F_X^{-1}(Z) \) by Assumption 2-(ii). Consequently, the minimal cost can be written as

\[
\mathbb{E}\left[\rho F_X^{-1}(Z)\right] = \mathbb{E}[\varphi(Z)F_X^{-1}(Z)] = \int_0^1 \varphi(z)F_X^{-1}(z)dz,
\]

where

\[
\varphi(z) := \mathbb{E}[\rho \mid Z = z], \quad z \in (0, 1). \quad (3.4)
\]
Then, problem (3.2) can be transformed into

\[
\begin{align*}
\text{Max} & \quad \int_{[0,1]} G(z)m(dz) \\
\text{Subject to} & \quad \int_{0}^{1} \varphi(z)G(z)dz \leq x, \quad G(0) \geq 0.
\end{align*}
\]

(3.5)

More precisely, problems (3.2) and (3.5) share the same optimal value and are equivalent in terms of the existence and uniqueness of the optimal solution. Furthermore, if \( G^*(\cdot) \) is optimal to (3.5), then \( G^*(Z) \) is optimal to (3.2). Therefore, we only need to solve problem (3.5).

Note that (2.2) becomes (3.5) if \( F_\rho^{-1}(1-z) \) is replaced by \( \varphi(z) \). In addition, \( \varphi(z) > 0, z \in (0,1) \) because \( \rho \) is positive, and we have \( \int_{0}^{1} \varphi(z)dz = \mathbb{E}[\varphi(Z)] = \mathbb{E}[\rho] = \delta \). Therefore, the solution to (2.2) as derived in Section 2 leads to the solution to (3.5) and, consequently, to the solution to (3.2) immediately; see the following:

**Theorem 2** The optimal value of problem (3.2) is \( \max(1/\delta, \gamma^*)x \), where

\[
\tilde{\zeta}(c) := m([c,1]) \int_c \varphi(z)dz, \quad c \in (0,1), \quad \tilde{\gamma}^* := \sup_{c \in (0,1)} \tilde{\zeta}(c).
\]

Furthermore,

(i) If \( \tilde{\gamma}^* = +\infty \), there exist \( c_n \to 1 \) such that \( X_n := k_n 1_{Z \geq c_n} \) with \( k_n := x/\mathbb{E}[\rho 1_{Z \geq c_n}] \) is feasible and approaches the infinite optimal value as \( n \) goes to infinity.

(ii) If \( \tilde{\gamma}^* \leq 1/\delta \), \( X^* \equiv x/\delta \) is optimal to problem (3.2).

(iii) If \( 1/\delta < \tilde{\gamma}^* = \sup_{c \in (0,1)} \tilde{\zeta}(c) < +\infty \) and the supremum is attained at \( c^* \in (0,1) \), then \( X^* := k^* 1_{Z \geq c^*} \) with \( k^* := \frac{x}{\mathbb{E}[\rho 1_{Z \geq c^*}]} \) is the unique optimal solution to problem (3.2).

(iv) If \( 1/\delta < \tilde{\gamma}^* = \sup_{c \in (0,1)} \tilde{\zeta}(c) < +\infty \) and the supremum is not attainable, then the optimal solution to problem (3.2) does not exist. Furthermore, for any \( c_n \in (0,1) \) with \( \tilde{\zeta}(c_n) \to \tilde{\gamma}^* \) as \( n \to \infty \), \( X_n := k_n 1_{Z \geq c_n} \) with \( k_n := x/\mathbb{E}[\rho 1_{Z \geq c_n}] \) is feasible and approaches the optimal value as \( n \) goes to infinity.

**Corollary 2** Suppose that \( V(X) \) is the \( \alpha \)-quantile of \( X \), i.e., that \( m \) is the point mass at \( \alpha \in (0,1) \). Then, \( \tilde{\gamma}^* = \tilde{\zeta}(\alpha) > 1/\delta \) and \( X^* := k^* 1_{Z \geq \alpha} \) with \( k^* := \frac{x}{\mathbb{E}[\rho 1_{Z \geq \alpha}]} \) is optimal to problem (3.2).
4 Conclusions

In this paper we considered portfolio optimization in a single-period, complete market. The agent’s preferences are represented by a model that includes both Yaari’s dual theory of choice and quantile maximization as special cases. Applying the quantile approach in the literature, we converted the portfolio optimization problem into a problem of finding the optimal quantile function. By solving the latter problem, we obtained a characterization of when the optimal portfolio exists and derived the optimal portfolio in closed form when it exists. It turns out that the payoff of the optimal portfolio is a digital option. Moreover, when the agent’s initial wealth increases, the scenarios in which the digital option is in the money remain unchanged while the payoff in these scenarios increases. Finally, we extended our model to a setting in which the agent focuses on payoffs that are correlated with a given benchmark by a certain copula, and we derived similar portfolio optimization results.
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