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Two-dimensional systems such as quantum spin liquids or fractional quantum Hall systems exhibit anyonic excitations that possess more general statistics than bosons or fermions. This exotic statistics makes it challenging to solve even a many-body system of non-interacting anyons. We introduce an algorithm that allows to simulate anyonic tight-binding Hamiltonians on two-dimensional lattices. The algorithm is directly derived from the low energy topological quantum field theory and is suited for general abelian and non-abelian anyon models. As concrete examples, we apply the algorithm to study the energy level spacing statistics, which reveals level repulsion for free semions, Fibonacci anyons and Ising anyons. Additionally, we simulate non-equilibrium quench dynamics, where we observe that the density distribution becomes homogeneous for large times - indicating thermalization.
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I. INTRODUCTION

Two-dimensional systems can support topological point-like quasiparticle excitations, so-called anyons [1–3], which obey statistics beyond regular bosons or fermions. These anyons can lead to novel physical phenomena and have thus attracted considerable attention over the past decades. For instance, their topological protection from local perturbations led to the idea of fault-tolerant topological quantum computing [4–8]. Experimentally, anyons are of interest since they may be realized in quantum spin liquids [9–13] or systems exhibiting the fractional quantum Hall effect [14–17]. While being hypothesized for quite some time [3], experimental verification came only recently in form of anyon collisions for anyons featured in fractional quantum Hall systems at \(\nu = 1/3\) filling [18] and measurements of the half-integer quantization of the thermal Hall conductivity in the Kitaev material candidate \(\alpha\)-RuCl\(_3\) [19–21]. Further, the ground state of the toric code model [7] was realized on a superconducting quantum computer [22], which was used to verify properties such as the topological entanglement entropy [23] and anyonic braid statistics. In yet another work, topological string operators were measured in quantum spin liquid states probed by a programmable quantum simulator [24].

Theoretically, anyons may be described using the framework of topological quantum field theory (TQFT) [25, 26], which associates states / wave functions in the Hilbert space to two-dimensional surfaces. For many purposes, however, one can restrict oneself to unitary modular categories, which essentially form the mathematical basis of TQFT [27]. There are also exactly solvable microscopic models that are capable of describing systems featuring anyonic excitations [7, 10, 28, 29].

It is of great interest to connect theory and experiment by finding experimentally measurable signatures or “fingerprints” that indicate the presence of anyonic excitations. Studying, e.g., spectroscopic properties, far-from-equilibrium dynamics and thermalization behavior may reveal such measurable signatures. For example, it was found that the spectral response of a system close to the threshold of exciting a pair of abelian anyons depends on their statistics [30]. Other studies focus, e.g., on anyonic systems featuring specific interactions [31–35] or abelian anyons in one dimension in order to apply analytical methods [36–43]. As for numerical studies, simulations of anyons hopping on a square lattice for abelian anyons have been considered [44–46]. The transport properties of a single abelian or non-abelian anyon on a ladder with background charges were numerically examined, which revealed ballistic transport for abelian anyons and uniformly distributed background charges and dispersive transport for non-abelian anyons [47, 48].

In this paper, we introduce an algorithm that allows for simulating both abelian and non-abelian anyons on two-dimensional lattices beyond ladders, where all anyons are mobile and are subject to an anyonic tight-binding Hamiltonian that incorporates their statistics. As an example, we utilize the algorithm to study the energy level spacing statistics and the density distribution after a quench, where we focus on semions (abelian), Fibonacci anyons and Ising anyons (both non-abelian), for concreteness.

The paper is structured as follows. First, in section II, we consider how to numerically simulate anyon dynamics for three concrete examples: fermions, semions and Fibonacci anyons. These examples highlight the new considerations needed for simulating general abelian and non-abelian anyons. In section III, the general formalism that we will base our algorithm upon is reviewed together with the most important concepts relevant for our discussions. Then, in section IV, we discuss some important aspects of the Hilbert space and choose a basis. Based on these considerations and the previously introduced formalism, we discuss how the matrix elements according to our algorithm are computed using fusion diagrams (Sec. V). In section VI, we discuss some results obtained from the algorithm, where we concentrate on the energy level spacing statistics and the dynamics of the density distribution after a quench in order to see the relaxation and thermalization behavior. In section VII, we close the paper by giving our conclusion.

II. SIMULATION OF DIFFERENT ANYON TYPES

Before introducing the general algorithm to simulate arbitrary types of anyons, we consider three concrete examples. First, fermions which are routinely simulated numerically [56]. Next, semions [46] where we have to distinguish between clockwise and counter-clockwise exchanges and need to introduce an additional degree of freedom on a torus corresponding to non-trivial topological charges associated with the boundary conditions [57]. Finally, we consider Fibonacci anyons [31] whose non-abelian statistics lead to further degrees of freedom known as “fusion channels”, which are associated with...
A. Fermions

Fermions can be simulated by utilizing the so-called Jordan-Wigner transformation \cite{56, 58}, where operator strings $e^{i\pi\sum_{j=0}^{i-1} n_j}$ are introduced in order to determine the signs following from the fermionic anti-commutation relations, where $n_j$ denote the site occupation operators. Using these strings, the fermionic operators can be mapped to spin-$1/2$ operators \cite{56} via

$$c_i^\dagger = e^{i\pi\sum_{j=0}^{i-1} n_j} S_i^+, \quad c_i = e^{i\pi\sum_{j=0}^{i-1} n_j} S_i^-.$$  \hspace{1cm} (1)$$

Here, $S_i^\pm = S_i^x \pm i S_i^y$ denote the spin raising and lowering operators, $c_i^\dagger, c_i$ the fermionic creation and annihilation operators with $c_i^\dagger c_i = n_i = S_i^z = S_i^z + 1/2$ and $S_i^{\gamma:y,z}$ the usual spin operators in $x,y,z$-direction. For a 2D system, the strings may be chosen to be like in Fig. 1, where we chose to number the sites column by column, starting with the left-most, as indicated by the shaded string.

In one dimension, a local Hamiltonian can be mapped via the Jordan-Wigner transformation to yet another local Hamiltonian. For higher dimensional system on the other hand, some local terms are expressed by non-local Jordan-Wigner strings, as can be seen for the convention in Fig. 1: A local term like $c_i^\dagger c_{i-L_y}$ is mapped to the non-local term $e^{i\pi\sum_{j=i-L_y}^{i-1} n_j} (S_j^z + 1/2) S_i^+ S_j^-$.  

B. Abelian Anyons: Semions

While indistinguishable fermions acquire a phase $\pi$ under exchange, abelian anyons \cite{3} may acquire a more general rational phase $\theta \in [0, 2\pi)$. Importantly, we must distinguish between clockwise (-$\theta$) and counter-clockwise (+$\theta$) exchanges. Such a distinction is not possible using the simple Jordan-Wigner strings discussed above. Additionally, as will be described below, there are extra degrees of freedom if we consider periodic boundary conditions (PBC). In the following, we will focus on the case of semions with $\theta = \pi/2$ \cite{59} to illustrate how abelian anyonic statistics may be incorporated in an algorithm.

A solution to the problem of distinguishing clockwise and counter-clockwise exchanges can be found in Refs. \cite{45, 46}. New strings, as depicted in Fig. 2, are introduced. The strings are chosen to originate from the anyons, going into the plaquettes on the lower right of the anyons’ sites and then follow the negative y-direction until they almost reach cut $A$ that is given by $y = 1/2$. Then, the strings follow the positive x-direction, ending when reaching cut $B$, which is given by $x = L_x + 1/2$ for a $L_x \times L_y$ lattice. The two mentioned cuts can be viewed as two loops on the torus that need to be crossed in order to translate an anyon once around the system in x- or y-direction. For such translations, additional effects need to be considered, which will be done below. We first focus on translations without crossing a cut.

One key property of the anyons’ strings is that they have phases associated with them. For semions, the phases associated with the vertical parts of the strings are $\pi/2$, whereas the ones associated with the horizontal parts are $\pi$. When translating anyons across the lattice, the phases corresponding to the translation processes are determined by these strings. If a semion crosses another semion’s string in a direction corresponding to counter-clockwise, like, e.g., for translating semion 3 in Fig. 2 to the right or semion 4 to the left, the wave function is multiplied by $e^{i\pi/2}$. This factor is acquired for each pair of semions (the one being translated and the one whose string is crossed) fulfilling the just mentioned condition. Similarly, the wave function is to be multiplied by $e^{-i\pi/2}$ for each time the semion being trans-
lated crosses another semion’s string such that the process corresponds to a clockwise exchange, such as translating semion 1 in Fig. 2 to the right or semion 2 to the left. Translations in y-direction only yield a non-trivial factor $e^{i\pi n}$ if a horizontal string is crossed, which can only occur upon crossing cut A, like, e.g., for translating semion 4 in Fig. 2 in positive y-direction.

The rules for translations in the bulk can be summarized by noting that the acquired factors for nearest-neighbor translations in positive x-direction are given by $e^{i\pi (n_{i+1} - n_{i})/2}$, where $i$ and $j$ refer to the initial and final site of the semion that is translated. The number of semions that are localized in the same column as site $i$ and possess a greater $y$-coordinate than site $i$ is denoted by $n_{i\uparrow}$, the number of semions localized in the same column as site $j$ with a smaller $y$-coordinate than site $j$ is denoted by $n_{j\downarrow}$. For translations in negative x-direction, the acquired phases are given by $e^{-i\pi (n_{i+1} - n_{i})/2}$.

Translations over one of the two cuts have additional effects that are more complicated. First, let us consider what happens in the system when moving a semion around the torus, as this is what transitions across the cuts correspond to. Semions can be viewed as charged particles with infinitesimal flux tubes attached to them [3, 45, 46] such that exchanging two semions yields a phase of $\pi/2$, i.e., if the charges are $e$, the attached flux tubes carry magnetic fluxes of $\phi_0/2$, with the flux quantum $\phi_0 = ch/e$. Thus, when translating a semion around the torus, the system effectively gains an additional flux in the respective direction, i.e., the obtained state is (despite the semion returning to its initial position) physically different from the initial one. In order to distinguish these states, we introduce wave function components, also known as “sheets”, which reflect the topological ground state degeneracy [57]. Translating a semion twice around the torus introduces a flux in the respective direction of magnitude $\phi_0$, i.e., for particles with charge $e$, the state effectively remains unchanged since they are only affected by flux modulo $\phi_0$. We thus need precisely two sheets in order to describe semions on a torus, which doubles the size of the Hilbert space.

The presence of these two sheets is reflected in the two matrices

$$
\begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix},
$$

which describe the transformation between the sheet components when crossing cut A and B, respectively. The second matrix represents the sheet switching due to the introduction of an additional $\phi_0/2$ flux when translating a semion around the torus in $x$-direction. The first matrix contains the phases that are picked up when translating a semion across cut A due to the flux threading the torus. When crossing one of the cuts, the respective matrix has to be applied in addition to the string rules discussed above. Note that the presence of multiple wave function components as described above is not restricted to semions. It turns out that on a torus, every abelian anyon model features multiple sheets. The total number of sheets in general depends on the number of particles and their charge and coincides with the topological ground state degeneracy [57].

There is an important detail regarding semions that we have not mentioned yet: The total number of semions on a torus always has to be even. We explain the reason for this and how to systematically obtain the total number of sheets in the general case in Sec. IV after having introduced some other important concepts.

It is possible to directly generalize the rules sketched above to other abelian anyon models for which counterclockwise exchange yields a more general phase of $\theta$. The phases associated to the strings simply become $\theta$ for the vertical and $2\theta$ for the horizontal parts. The generalized matrices acquired upon crossing a cut are more complicated since their dimensions, which also agree with the number of the wave function components, depend on statistics of the anyons to be simulated. For exchange statistics corresponding to $\theta = \pi p/M$ with $p$ and $M$ being coprime integers, the total number of wave function components is $M$ [45, 60]. For details regarding the general abelian case, we refer to reader to Ref. [45].

Note that there is a generalized Jordan-Wigner transformation [61] that may be used as a mapping between spins and abelian anyons in 2D with open boundary conditions (OBC). I.e., anyonic systems featuring abelian anyons can be simulated similarly to fermionic systems by using spins. This transformation accounts for on the exchange statistics but only works for OBC, that is, it corresponds to a single wave function component.

C. Non-abelian Anyons: Fibonacci Anyons

Non-abelian anyons introduce an additional complication in the form of non-unique fusion. For fermions, we know that two particles collectively behave as a composite boson. Similar to this case, one can view the composite particle of multiple abelian anyons as another anyon that is uniquely determined by the anyons forming it. For two semions for example, the composite particle carries the (neutral) vacuum charge, i.e., it is also a boson, as semions are their own antiparticles [59]. In particular, every composite particle of abelian anyons can be considered as a single unique anyon. This uniqueness is not present for composite particles of non-abelian anyons, which is analogous to the composition of spins. Two spin-1/2s for example may form a composite spin singlet (spin-0) or spin triplet (spin-1), which may be written as $1/2 \otimes 1/2 = 0 \oplus 1$. Similarly, the composition of two non-abelian anyons is not always unique. An example is given by Fibonacci anyons [31]. Two Fibonacci anyons form a composite particle that can possess either the Fibonacci anyonic charge or the
vacuum charge, i.e., as for spins, the result is not unique\footnote{The analogy between spin-1/2s and Fibonacci anyons has even led to examining the “golden chain” \cite{31, 32}, which is essentially the analogue of the Heisenberg spin-1/2 chain for Fibonacci anyons.}.

When talking about composite particles in the context of anyons, the term “fusion” is usually used. For the two examples above, we thus say that two semions fuse to the vacuum charge, whereas two Fibonacci anyons fuse either to the vacuum charge or another Fibonacci anyon (or some superposition). Each of these two outcomes is referred to as a “fusion channel” \cite{62}. Using this terminology, the difference between abelian and non-abelian anyons in the context of fusion can be described as abelian anyons always having an unique fusion channel for each pair of anyons to fuse. For non-abelian anyons, however, there exists a pair of anyons that has multiple fusion channels \cite{4}. The fusion rules described above may be written as $s \times s = 1$ ($s$ denotes the semionic charge and 1 the vacuum charge) \cite{62} and $\tau \times \tau = 1 + \tau$ ($\tau$ denotes the Fibonacci anyonic charge) \cite{31}.

Let us take a system of three Fibonacci anyons to illustrate the different fusion channels. For three Fibonacci anyons, there are three different ways to fuse, corresponding to three different wave function components, which are depicted in Fig. 3a, where all anyons within a loop fuse to the charge attached to it. The states are labeled $|0\rangle$, $|1\rangle$ and $|N\rangle$, as usually done in topological quantum computing \cite{5}.

It turns out that exchanging (or more generally, braiding) a pair of anyons may have different effects on the state, depending on the fusion products. That is, exchanges are in general associated with unitary matrices rather than simple phases. To illustrate this, we consider the three states $|0\rangle$, $|1\rangle$ and $|N\rangle$ in Fig. 3a. If the first and second Fibonacci anyon are exchanged counter-clockwise (Fig. 3b), the transformation between the three wave function components corresponding to the three states is described by the matrix \cite{5}

$$
\begin{pmatrix}
e^{-4\pi i/5} & 0 & 0 \\
0 & e^{3\pi i/5} & 0 \\
0 & 0 & e^{3\pi i/5}
\end{pmatrix},
$$

(3)

In the second case, i.e., counter-clockwise exchanging the second and the third anyon (Fig. 3c), the corresponding matrix is \cite{5}

$$
\begin{pmatrix}
\phi^{-1}e^{4\pi i/5} & \phi^{-1/2}e^{-3\pi i/5} & 0 \\
\phi^{-1/2}e^{-3\pi i/5} & -\phi^{-1} & 0 \\
0 & 0 & e^{3\pi i/5}
\end{pmatrix},
$$

(4)

where $\phi = (1 + \sqrt{5})/2$ is the golden ratio. The off-diagonal entries in this matrix imply that if the initial state is $|0\rangle$ or $|1\rangle$, the result of swapping the second and the third anyon is a superposition of the two states. In both scenarios, we can see that the exchanges do not simply correspond to phases as in the abelian case but to unitary matrices.

Using the above example, it can be seen that it is not sufficient to simply determine how many anyons are exchanged in a certain process (and whether or not this exchange is clockwise) as in the abelian case. We need to develop a more sophisticated algorithm that is able to incorporate the non-abelian nature of the anyons. It needs to keep track of the states’ fusion products and compute the effects of exchanging anyons based on this information.

### III. FORMALISM

In this section, we review the most important aspects of the formalism \cite{57, 59, 62–65} used for describing abelian and non-abelian anyons. This formalism allows us to connect the physical picture of anyons on a torus (Sec. III.A) to fusion diagrams (Sec. III.B), which is crucial for the discussion of the basis states later on in Sec. IV. Considering the different effects translations of anyons may have on the states, we discuss braiding in the fusion diagrams in terms of the $F$-moves (Sec. III.C), the $R$-moves (Sec. III.D) and the braid operators (Sec. III.E). For the special case of translating anyons around the torus in $y$-direction, we introduce the punctured torus.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{(a) The three distinct ways three Fibonacci anyons can fuse. Exchanging different pairs of anyons yield different results depending on the state. The exchange in (b) corresponds to Eq. (3), whereas (c) corresponds to Eq. (4) for the first two states in (a).}
\end{figure}
of punctures, as depicted in Fig. 4 of multiple anyons. In this case, charges in Fig. 3 to the black oriented loops. Similar to what is depicted anyons labeled punctures for each anyon, as depicted in Fig. 4 PBC, the resulting physical picture is thus a torus with are associated with each boundary component [57]. For punctured corresponding containing anyonic excitations as ground states of the anyonic excitations. In other contexts, we can refer to states about “ground states”, we refer to systems without any- torus. The final fusion product (charge e) fuses with the anyonic charge f moving along a non-contractible loop, which follows the negative x-direction; the black loop being threaded by f follows the (positive) y-direction. The fusion order of the charges indicated here is used as the conventional fusion order for braiding.

A. Physical Picture

Physically, we can associate states in the Hilbert space with surfaces, as done in topological quantum field theory (TQFT) [25]. In this context, localized anyonic excitations on top of a ground state can be thought of as punctures in the system with which the corresponding topological charges are associated. Here, when talking about “ground states”, we refer to systems without anyonic excitations. In other contexts, we can refer to states containing anyonic excitations as ground states of the corresponding punctured system since anyonic charges are associated with each boundary component [57]. For PBC, the resulting physical picture is thus a torus with punctures for each anyon, as depicted in Fig. 4a for three anyons labeled a, b and c that are measured\(^2\) with respect to the black oriented loops. Similar to what is depicted in Fig. 3a, there are also loops that measure the fusion of multiple anyons. In this case, charges a and b fuse to d and d and c (or alternatively, a, b and c) fuse to charge e. Translations of anyons thus correspond to translations of punctures, as depicted in Fig. 4b, where five different translations of punctures that need to be considered are indicated. These include counter-clockwise exchange of the first two anyons’ fusion product with the third anyon (F), counter-clockwise exchange of the first and second anyon (R), counter-clockwise exchange of the second and third anyon (B), translation of an anyon around the torus in x-direction (F) and translation of an anyon around the torus in y-direction (S). After introducing the representation of anyons using fusion diagrams, we discuss the corresponding operations on them that are needed to compute the effects of all the different translations in the following sections step by step.

In Sec. II B, we mentioned that translating a semion around the torus changes the physical state. In order to distinguish these different states, we introduce another black loop in Fig. 4a that measures such charges. Note that the process of translating an anyon around the torus is independent of other anyons in the system since even in the absence of any localized anyons, we can create an anyon-antianyon pair, move one anyon around the torus and annihilate the pair of anyons again, which in general changes the state. The additional black loop is thus important to distinguish different wave function components corresponding to different anyonic charges being translated around the torus. The physical intuition behind this loop will become clearer after the introduction of fusion diagrams below, which will lead us to Fig. 4c.

B. Diagrammatic Representation

Let us start by discussing some basics about anyon models and fusion and introducing the general diagrammatics of anyon models. For this and all the other discussions regarding diagrammatics, we follow Refs. [59], [64] and [66]. For additional details, we refer the reader to Refs. [57, 59, 62–66].

---

\(^2\) Anyonic charges are in general measured with respect to oriented loops. This concept will be introduced in Sec. III B when discussing fusion diagrams.
Each anyon model contains a set \( \mathcal{C} \) of anyonic / topological charges, which are conserved quantum numbers obeying the commutative and associative fusion algebra

\[
a \times b = \sum_c N^{c}_{ab} c,
\]

(5)

where \( N^{c}_{ab} \) are the so-called fusion multiplicities. The fusion multiplicities are non-negative integers describing the number of distinct ways in which two anyonic charges \( a \) and \( b \) can fuse to charge \( c \). In section II.C, the concept of fusion was already introduced for semions (\( s \times s = 1 \), i.e., \( N^{s}_{ss} \)) and Fibonacci anyons (\( \tau \times \tau = 1 + \tau \), i.e., \( N^{\tau}_{\tau \tau} = N^{\tau}_{\tau \tau} = 1 \)). Equation (5) simply represents the generalization of these fusion rules. As for the set of anyonic charges \( \mathcal{C} \), \( \mathcal{C} = \{1, s\} \) for semions and \( \mathcal{C} = \{1, \tau\} \) for Fibonacci anyons, where \( s, \tau \) and 1 again denote the semionic charge, Fibonacci anyonic charge and vacuum charge, respectively. For Ising anyons, \( \mathcal{C} = \{1, \sigma, \psi\} \) and \( N^{1}_{\sigma \sigma} = N^{\sigma}_{\psi \psi} = N^{\psi}_{\psi \psi} = 1, \) where \( \sigma \) are Ising anyons and \( \psi \) fermions. The vacuum charge 1 is special in the sense that each anyon model contains a unique charge 1 \( \in \mathcal{C} \) which obeys the fusion rules \( N^{c}_{c1} = \delta_{ac} \) and \( N^{1}_{ab} = \delta_{ab} \), where \( \bar{a} \) refers to the conjugate charge (“antiparticle”) of charge \( a \), which is also contained in \( \mathcal{C} \): \( \bar{a} \in \mathcal{C} \), with \( \bar{1} = 1 \). This means that fusion with the vacuum charge is trivial.

The difference between abelian and non-abelian anyon models can now be described as non-abelian anyon models possessing the property of there being at least a single pair of charges \( a \) and \( b \) for which \( \sum_c N^{c}_{ab} > 1 \), i.e., there are multiple fusion channels for these two charges. Abelian anyon models on the other hand possess the property that there is a unique fusion product for each pair of charges, i.e., \( \sum_c N^{c}_{ab} = 1 \) for all \( a, b \in \mathcal{C} \).

With the concept of fusion, we can introduce the diagrammatic notation for anyons, where the anyonic charges are represented by oriented lines with the corresponding charge labels attached to them. The following diagram is an example, in which charges \( a \) and \( b \) fuse to charge \( c \):

\[
\begin{array}{c}
\vdots \\
a \quad b \\
\quad c
\end{array}
\]  

(6)

This is only allowed if \( N^{c}_{ab} \neq 0 \) and corresponds to the diagram

\[
\begin{array}{c}
\quad a \\
\quad b \\
\quad c
\end{array}
\]  

(7)

in the notation introduced previously in Fig. 3a for Fibonacci anyons. Oriented loops, such as the one encircling charges \( a \) and \( b \), are associated with projectors onto anyonic charges \([57, 67]\). In notations displaying such loops, like in, e.g., Eq. (7), we only associate anyonic charges consistent with the fusion rules with these loops since otherwise, the state is annihilated by the projection. Such loops can be thought of as measuring the total charge of the enclosed anyons. In particular, we can also associate oriented loops with the punctures of the surface, such that these loops measure the anyonic charges of the excitations, as depicted for the punctures in Fig. 4a. Note that the orientation of the loop measuring charge \( c \) in Eq. (7) is of importance since reversing its orientation corresponds to measuring the conjugated charge \( \bar{c} \). Similar to reversing the orientation of the loops, one can also reverse the orientations of the lines in the fusion diagrams (Eq. (6)). This corresponds to replacing an anyonic charge by its conjugate charge and may be interpreted as an particle moving forward in time being identical to its antiparticle moving backwards in time.

In Eqs. (6) and (7), one would in principle need to introduce an additional label taking values 1, ..., \( N^{c}_{ab} \) in order to distinguish the different ways in which the charges \( a \) and \( b \) can combine to form charge \( c \). For convenience, we assume that \( N^{c}_{ab} \in \{0, 1\} \) such that we can ignore such labels and simplify the notation. Diagrams such as the one in Eq. (6) can be thought of as states in the corresponding “fusion space”. We denote the state represented by this diagram as \( |(ab)c\rangle \), where the charges in the brackets fuse to the charge in brackets’ index.

In order to connect the fusion diagrams to physical states like the one depicted in Fig. 4a, we deform the torus containing the anyons such that it resembles the diagrams. This deformation is done in such a way that the resulting state does not differ from the initial one in a topological sense, i.e., the punctures and the handle (and the associated charges) remain unchanged. The final result can be seen in Fig. 4c, where the fusion diagram is depicted inside the torus. The diagram contains the additional anyon \( f \), which moves along a non-contractible loop in x-direction. This anyon corresponds to the flux that we used in Sec. II.B to distinguish the two wave function components for semions, which can be now described by \( f = 1 \) and \( f = s \). Note that anyon \( f \) is not associated with any puncture and does not represent an excitation; it is also present in the system’s ground states \([57]\) and corresponds to the charge \( f \) moving around the torus. It is essential in order to distinguish the different physical states, as indicated above for the semionic case. Looking at Fig. 4c, it can be seen that the state can be represented by the diagram

\[
\begin{array}{c}
\quad a \\
\quad b \\
\quad c
\end{array}
\]  

(8)
where anyons $a$ and $b$ fuse to $d$ and $d$ and $c$ to $e$. The symbol $\otimes$ represents a non-contractible loop and the attached index $y$ is used to represent its direction. This loop is thus complementary to the one along which charge $f$ moves. The index is of importance as both directions need to be considered in the algorithm. Similar to before, we may choose to write the state depicted in Eq. (8) as $\ket{(ab\ldots c_i\cdot f)}$.

In Fig. 4c and Eq. (8), it can be seen that the fusion product of all anyons (charge $e$) is connected to charge $f$ [68]. This implies that for the state in Fig. 4c to exist, $N^f_i \neq 0$ has to be fulfilled. Fig. 4c also indicates the convention for the fusion order that will be used later on for the basis states: First, the two “left” anyons $a$ and $b$ fuse, then their fusion product fuses with the anyon associated with the third puncture. This fusion product then fuses with the anyon threading the torus. This fusion order can be generalized to more anyons by letting them fuse one after another, starting from the left. The generalized diagram for $N$ anyons then reads

$$\begin{array}{c}
\alpha_1 \\
\alpha_2 \\
\vdots \\
\alpha_{N-1} \\
\alpha_N \\
\end{array}
\begin{array}{c}
f_1 \\
\vdots \\
f_{N-3} \\
f_{N-2} \\
f_{N-1} \\
f_N \\
\otimes \\
y 
\end{array},$$

where $\alpha_i$ are the anyonic charges associated with the punctures of the torus, $f_i$ their fusion products according to the defined fusion order with $i = 1, \ldots, N - 1$ and $f_N$ the anyon moving along the non-contractible loop. The corresponding state is denoted by $\ket{((\alpha_1\alpha_2)\ldots f_{N-1}\cdot f_N)}$. The diagrams in Eq. (9) define the canonical form for the fusion diagrams that will be used for the basis states to be introduced in Sec. IV. They will be utilized for all braid operations to be performed in our algorithm and will be connected to lattice configurations of anyons via a fusion order on the lattice. Apart from the fusion consistency conditions in all other vertices that also have to be satisfied, the generalized consistency condition involving the final fusion product of all the anyons and the anyon moving along the non-contractible loop reads

$$N^f_{N-1-f_N} \neq 0.$$  (10)

Note that for abelian anyon models, Eq. (10) can only be fulfilled if $f_{N-1} = 1$ due to the relations $\sum_a N^c_{ab} = 1$ and $N^f_{ia} = \delta_{ab}$. I.e., abelian anyons must fuse to the vacuum charge in order to be able to exist on a torus, which implies that semions must appear in even numbers.

C. The $F$-moves

Using the diagrammatic notation, we can now take a closer look at translation processes and their effects on the fusion diagrams by utilizing the five examples depicted in Fig. 4b. Let us start by considering $\mathcal{F}$, which translates anyon $c$ to the left such that the resulting fusion diagram is not in canonical form since the first anyons to fuse are still $a$ and $b$, which are now on the right side of the diagram. We can relate the obtained non-conventional fusion order to the canonical one using the $F$-moves:

$$\sum_d [F^c_{e,d}]_{f_d} = [F^c_{e,d}]_{f_d} = [F^c_{e,d}]_{f_d}^* \quad (11)$$

where we omitted the parts of the diagrams that are not affected by the $F$-moves. In the considered scenario (operation $\mathcal{F}$ in Fig. 4b), one would thus have use the inverse $F$-moves to bring the diagram back to its canonical form. Due to the unitarity of the $F$-moves, the inverse is given by

$$[F^c_{d}]^{-1}_{ef} = [F^c_{d}]^*_{ef} = [F^c_{d}]^*_{ef} \quad (12)$$

Further, the $F$-moves are $F^a_{d} = 1$ if any of the charges $a$, $b$ or $c$ is the trivial charge 1 and the fusion is allowed by the fusion rules. As for the anyon models to be studied in this paper, the only non-trivial $F$-move for semions is $[F_{e}^{s,s,s}]_{11} = -1$ [62]. For Fibonacci anyons, the non-trivial $F$-moves are [5]

$$F^\tau_{\tau} = \begin{pmatrix}
\phi^{-1} & \phi^{-1/2} \\
\phi^{-1/2} & -\phi^{-1}
\end{pmatrix}, \quad (13)$$

where the first (second) entry in each row / column corresponds to charge 1 ($\tau$) and $\phi = (1 + \sqrt{5})/2$ is again the golden ratio. For Ising anyons, the non-trivial $F$-moves [65] are $[F^\psi_{\psi}]_{a\sigma} = [F^\psi_{\psi}]_{a\sigma}^* = -1$ and

$$F^\sigma_{\sigma} = \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}, \quad (14)$$

where the first and second entries in each row / column correspond to 1 and $\psi$, respectively.

It turns out that the $F$-moves are even sufficient to obtain the canonical form of the braided fusion diagrams for processes that translate anyons around the torus in $x$-direction, like $\mathcal{F}$ in Fig. 4b. A calculation showing the general idea of how this works is given later in Fig. 11 in Sec. V B for the case of two anyons. The generalization to $N$ anyons can be found in App. A 2. Note that above, we only considered the change in fusion order due to the process $\mathcal{F}$ in Fig. 4b. We ignored that one first has to exchange anyon $c$ with $d$ (the fusion product of anyons $a$ and $b$) to arrive at this state. Such exchanges are considered in the following section.
D. The $R$-moves

Exchanges of two anyons that fuse with each other, such as indicated by $R$ in Fig. 4b, may be represented in the fusion diagrams as

\[ R_d^{ab} \]

where it was used that the braided diagram can be written in terms of the unbraided diagram using $R$-moves. In Eq. (15), we omitted the parts of the diagrams that are unaffected by the $R$-moves. The $R$-moves are unitary, i.e., they obey $(R_d^{ab})^{-1} = (R_d^{ab})^\dagger = (R_a^{ba})^*$, where $R_d^{ab}$ corresponds to counter-clockwise and $(R_d^{ab})^{-1}$ to clockwise exchange. Further, braiding with the vacuum charge is trivial, $R_d^{ab} = R_d^{ab} = 1$. Note that the same exchange as above was already introduced in Fig. 3b for Fibonacci anyons. The corresponding $R$-moves are given by [5]

\[ R_1^{\tau}\tau = e^{-4\pi i/5} \quad \text{and} \quad R_2^{\tau}\tau = e^{3\pi i/5}. \]

With this, it is easy to see that the exchange in Fig. 3b indeed corresponds to the matrix in Eq. (3). For semions, the only non-trivial $R$-move is $R_1^{\tau}\sigma = i$ [59]. The non-trivial $R$-moves for Ising anyons are $R_1^{\tau}\sigma = e^{-i\pi z}$, $R_2^{\tau}\sigma = e^{i\pi z}$, $R_2^\sigma\psi = R_2^\sigma\sigma = e^{-i\pi z}$ and $R_1^\psi\psi = -1$ [65].

E. The Braid Operator

After having briefly discussed how exchanges of anyons that fuse with each other affect the diagrams, it is natural to go one step further and consider exchanges of anyons that do not directly fuse with each other. An example for such an exchange process is given by $B$ in Fig. 4b, where anyon $b$ is exchanged with anyon $c$. The idea how to resolve such braids is not complicated: We know from Sec. III C that we can use $F$-moves to change the order in which the anyons fuse with each other. We can thus simply apply $F$-moves until the anyons to be exchanged directly fuse with each other, then use the $R$-moves introduced in the previous section and finally transform the diagram back to its canonical form using $F$-moves again. For the counter-clockwise exchange corresponding to $B$ in Fig. 4b, this is written in diagrams as

\[ \sum_f [B_f^{abc}]_{df} = R^{ab}_d \]

where the unitary braid operator $B$ is

\[ [B_e^{abc}]_{df} = \sum_g [F_e^{abc}]_{dg} R^{ef}_g [F_e^{abc}]^{-1}_{gf}. \]

Its inverse $[B_e^{abc}]^{-1}_{df} = [B_e^{abc}]_d^f$ can be used to compute clockwise exchanges of anyons. Note that the exchange associated with $B$ in Fig. 4b is the same as the one introduced in Fig. 3c for Fibonacci anyons. Using Eq. (18) together with Eqs. (13) and (16), it is straightforward to verify that the exchange in Fig. 3c indeed corresponds to the matrix in Eq. (4).

In general, when dealing with more than three anyons, exchanges can be computed in a similar way by using multiple $F$-moves until the $R$-moves can be applied and then transforming the diagram back to the canonical form. With this, one can in principle compute any exchanges of anyons, no matter how many anyons are involved and which anyons are to be exchanged. The remaining translation processes that need to be considered involve translations of anyons around the torus in $y$-direction, as indicated by $S$ in Fig. 4b. For such translations, we need to introduce the punctured torus $S$-matrix.

F. Dual States and the Punctured Torus $S$-matrix

Our approach of dealing with translation processes that involve anyons moving around the torus in $y$-direction, such as $S$ in Fig. 4b, is to transform the corresponding fusion diagrams such that the translations resemble translation processes of anyons around the torus in $x$-direction, like $\tilde{F}$ in Fig. 4b, since we already know how to deal with these translations. The sought-for transformation changes the direction of the non-contractible loops in the fusion diagrams and can be achieved using the punctured torus $S$-matrix [66, 68], as we will see below. The punctured torus $S$-matrix is given by

\[ S_{ab}^{(z)} = \frac{1}{D \sqrt{d_z}} a b c d e f g h i j k l m n o p q r s t u v w x y z \]

\[ = \frac{1}{D} \sum_c d_a d_b \theta_{a\beta} \theta_{b\gamma} [F_{a\beta\delta}^\gamma]_c [F_{a\beta\delta}^\gamma]^{-1} [F_{a\beta\delta}^\gamma]_{c\sigma} [F_{a\beta\delta}^\gamma]_{a1}, \]

with $N^{z}_{a\sigma} \neq 0$ and $N^{z}_{a\sigma} \neq 0$; $d_a$ denotes the quantum dimension of charge $a$, $\theta_a$ its topological spin and $D$ the...
total quantum dimension. These quantities are given by

$$d_a = a \quad = \left| \left[ F_{a,\mathbf{e}_y} \right]_{11} \right|^{-1}, \quad (20)$$

$$\theta_a = \frac{1}{d_a} \quad = \sum_c \frac{d_c}{d_a} e_{ac} \quad (21)$$

and

$$\mathcal{D} = \sqrt{\sum_a d_a^2}. \quad (22)$$

In many other contexts, $S^{(1)}$ is simply referred to as “the $S$-matrix”. $S^{(z)}$ can be used to transform a state to its dual representation. In the dual basis, the anyon moving along the non-contractible loop is replaced by a different anyon moving along another, complementary non-contractible loop, which may be illustrated using Fig. 4c. When transforming with $S^{(c)}$, anyon $f$ is replaced by another anyon $f'$ moving along a complementary non-contractible loop, similar to the black one measuring the anyonic charge $f$ in the initial state. This black loop is then also transformed to a non-contractible loop complementary to its initial one after the transformation, similar to the initial loop of charge $f$. The resulting physical picture is illustrated in Fig. 5. The lines corresponding to the charges associated with the punctures are also slightly different: Rather than inside the torus, they are now located outside, similar to the non-contractible loop of charge $f'$; the orientation of the lines is also reversed$^3$. For $S^{(z)}$ to actually be the correct transformation, all the charges associated with the punctures on the torus need to fuse to charge $z$. The two different basis choices are also referred to as “inside basis” and “outside basis” [68]; Fig. 4c corresponds to the inside basis and Fig. 5 to the outside basis.

In the diagrammatic notation, the basis change using the punctured torus $S$-matrix reads

$$\overset{\text{dual}}{\sum_f} S^{(c)}_{f,f'}, \quad (23)$$

where we denote the change to the dual basis by $\overset{\text{dual}}{\rightarrow}$ and $\otimes_x$ represents a non-contractible loop complementary to the loop in $y$-direction along which $f'$ moves. The sum runs over all these anyonic charges $f'$ and the orientation of all lines associated with the punctures is reversed. The orientation of the line corresponding to the anyon moving along the non-contractible loop is also reversed upon changing the basis, which follows from the definition in Eq. (19). Diagrams corresponding to states in the dual space are commonly depicted upside down [59, 65]. We will not do so here for convenience. Whether a diagram corresponds to a state in the dual space or not can always be inferred from the index $x$ or $y$ attached to $\otimes$ and the orientation of the lines. Note that the transformation in Eq. (23) is done using $S^{(c)\dagger}$ rather than $S^{(c)}$. This is a detail arising from the way the crossings of the non-contractible loops in Eq. (19) are oriented with respect to each other [28].

### IV. BASIS STATES ON THE LATTICE

Before discussing how to use the diagrams introduced in the previous section to construct the anyonic tight-binding Hamiltonian, we need to introduce a basis of the Hilbert space on the lattice and make a few remarks. In this section, we introduce the basis states by connecting anyon configurations to fusion diagrams. Then, in Sec. IV A, we discuss how to systematically determine the wave function components, which correspond to different fusion products in the fusion diagrams in Eq. (9). For systems featuring anyonic excitations of distinct charges, i.e., for distinguishable anyons, additional aspects regarding the wave function components need to be considered.

---

$^3$ This can be seen by computing the inner product [69] between a fusion diagram and its transformed counterpart, which corre-
These aspects are discussed in Sec. IV B and may be omitted if all anyonic excitations in the system have the same charge. In particular, this is the case for the semion and the Fibonacci anyon model. Even for the Ising anyon model, we will focus on the case where all excitations are contractible loop. The tuple corresponding to the state fusion products and the anyon moving along the non-deriving three anyons corresponding to the diagram in Eq. (8) if the fusion products are chosen accordingly. (b) Choice of fusion order. Anyons with small x-coordinates fuse first; among those with the same x-coordinate, anyons with smaller y-coordinates fuse first.

FIG. 6. (a) Choice of cuts A and B on a lattice containing three anyons corresponding to the diagram in Eq. (8) if the fusion products are chosen accordingly. (b) Choice of fusion order. Anyons with small x-coordinates fuse first; among those with the same x-coordinate, anyons with smaller y-coordinates fuse first.

where \( (\alpha_k, \vec{r}_k) \) denote tuples containing the charge \( \alpha_k \) and position \( \vec{r}_k \) of the \( k \)-th anyon; \( (\alpha_k, \vec{r}_k)_{k=1}^{N_s} \) denotes all such tuples ordered according to the fusion order in Fig. 6b. The tuples \( \mathbf{f} \) contain the fusion products of the fusion diagram in Eq. (9) associated with the state, i.e., \( \mathbf{f} = (f_1, f_2, \ldots , f_N) \). We discuss how to systematically obtain all the tuples that are consistent with the fusion rules in Sec. IV A. The overlap between two states \( (\alpha_k, \vec{r}_k)_{k=1}^{N_s}, \mathbf{f} \) and \( (\alpha_k', \vec{r}_k')_{k=1}^{N_s}, \mathbf{f}' \) is given by

\[
\langle (\alpha_k', \vec{r}_k')_{k=1}^{N_s}, \mathbf{f}' | (\alpha_k, \vec{r}_k)_{k=1}^{N_s}, \mathbf{f} \rangle = \left( \prod_{k=1}^{N_s} \delta_{\alpha_k'^k \alpha_k^k} \delta_{\vec{r}_k'^k \vec{r}_k^k} \right) \times \delta_{\mathbf{f}' \mathbf{f}},
\]

where \( \delta_{x'x} = 1 \) if \( x' = x \) and \( \delta_{x'x} = 0 \) otherwise; this holds for topological charges, (position) vectors and tuples.

Similar to the abelian case sketched in Sec. II B, two cuts, one in \( x \)- and one in \( y \)-direction named cuts A and B, were introduced to the lattice depicted in Fig. 6. Cut A is chosen to have a \( y \)-coordinate equal to \( y = 1/2 \), such that translating an anyon with a \( y \)-coordinate of \( y = L_y \) in positive \( y \)-direction translates it over the cut, where \( y = L_y \) corresponds to \( y = 0 \) due to the PBC. Similarly, cut B is chosen to have an \( x \)-coordinate of \( x = 1/2 \), with \( x = L_x \) corresponding to \( x = 0 \). The two cuts may be viewed as two loops that need to be passed when translating an anyon around the torus. They are needed in order to keep track of the topological charge associated with the PBCs and thus play a special role when constructing the Hamiltonian later on, as they do in the algorithm sketched in Sec. II B.

### A. Determining the Wave Function Components

We have seen above that the tuples \( \mathbf{f} \) are essential for assigning an anyon configuration to a fusion diagram / wave function component. It is thus important to discuss a systematic way to determine the tuples corresponding to actual physical states, i.e., determining fusion products that agree with the fusion rules of the anyons in the system. Before considering the general case, let us take a look at the semion, the Fibonacci anyon and the Ising anyon model for concreteness.

For semions, with the fusion rules \( s \times s = 1 \) and \( s \times 1 = s \) \cite{02}, there are either two or zero wave function components. If there is an even number of semions in the system, the anyons always fuse to the vacuum charge. Then, the consistency condition (10) is fulfilled for both \( f_N = 1 \) and \( f_N = s \) and thus, there are two different wave function components corresponding to the tuples \( (1, s, 1, s, \ldots , 1, 1) \) and \( (1, s, 1, s, \ldots , 1, s) \). If the number of semions is odd, the consistency condition (10) can never be fulfilled, i.e., such a system cannot exist on a torus, which corresponds to zero wave function components / tuples \( \mathbf{f} \). This argument agrees with
the constraint $e^{2\theta N} = 1$ for abelian anyons \cite{45} (with \( \theta = \pi/2 \) for semions) and also confirms that semions have two wave function components on a torus, as stated in Sec. II.B.

For Fibonacci anyons, the consistency condition (10) can be fulfilled for an arbitrary (positive) number of \( \tau \)-anyons. The reason for this is the non-abelian fusion rule in Sec. II.B.

Thus, any number of Fibonacci anyons may exist on a torus, which is in sharp contrast to the semionic case or more generally the abelian case, for which \( f_N = 1 \) has to be fulfilled. For, e.g., a single Fibonacci anyon, the tuple corresponding to the only wave function component is \( (\tau) \), which only contains the anyon associated with the non-contractile loop. For two Fibonacci anyons, the tuples are \((1,1), (1,\tau)\) and \((\tau, \tau)\), i.e., there are three wave function components. More generally, the total number of wave function components \( n_c(N) \) for \( N > 0 \) Fibonacci anyons is

\[
n_c(N) = 2F_{N-1} + F_N, \tag{26}
\]

with the Fibonacci series \( F_{N+1} = F_N + F_{N-1}, F_0 = 0 \) and \( F_1 = 1 \). This formula is based on the fact that if the \( N \) \( \tau \)-anyons fuse to 1, both \( F_N = 1 \) and \( F_N = \tau \) are consistent with Eq. (10), whereas if they fuse to \( \tau \), only \( F_N = \tau \) is allowed. Using that the number of different ways of \( N \) \( \tau \)'s fusing to \( \tau \) is given by \( F_N \) \cite{31}, one arrives at the above relation as due to the fusion rules, the only way for \( N \) \( \tau \)s to fuse to 1 is for the first \( N-1 \) \( \tau \)s to fuse to \( \tau \).

For Ising anyons, we can see from the fusion rules \( \sigma \times \sigma = 1 + \psi, \sigma \times 1 = \sigma \) and \( \sigma \times \psi = \sigma \) \cite{65} that for an odd number of \( \sigma \)s, that is, for \( N \) odd, \( f_{N-1} = \sigma \). This implies that the consistency condition (10) cannot be fulfilled, i.e., only an even number of Ising anyons can exist on tori, which is similar to the semionic case. From the just mentioned fusion rules and \( \psi \times \psi = 1 \), we also see that \( f_N = 1, \sigma, \psi \) is consistent with \( f_{N-1} = 1 \), whereas only \( f_N = \sigma \) is consistent with \( f_{N-1} = \psi \). Overall, taking the intermediate fusion products into account, the total number of wave function components \( n_c(N) \) for \( N > 0 \) Ising anyons can be written as

\[
n_c(N) = \begin{cases} \sqrt{2^{N+2}}, & \text{for } N \text{ even;} \\ 0, & \text{for } N \text{ odd.} \end{cases} \tag{27}
\]

In the general case, the total number of wave function components can be obtained by iterating over all combinations of fusion products \( \{f_i\} \) in Eq. (9) and checking the fusion multiplicities in each of the \( N \) vertices. If there is a vertex that is associated with a multiplicity \( N_{ab}^{xc} = 0 \), the corresponding state is unphysical. The total number of tuples \( f = (f_1, f_2, \ldots, f_N) \) associated with physical states thus corresponds to the number of wave function components \( n_c(N) \) from Eq. (26).

\begin{algorithm}
\caption{Construction of the set of tuples \( f \) whose entries \( f_i \) are the fusion products of \( N \) anyons \( \{\alpha_i\} \) as defined by the canonical form of the fusion diagrams in Eq. (9) such that fusion is consistent with the fusion multiplicities \( \{N_{ab}^{xc}\} \). Input \( C \) contains all topological charges of the anyon model.}
\begin{algorithmic}[1]
\Function{GetTuples}{\( \{\alpha_i\}, \{N_{ab}^{xc}\}, C \)}
\State \( \{f\} \leftarrow \text{set containing all tuples } (f) \text{ fulfilling } N_{\alpha_1\alpha_2}^f > 0 \)
\For{\( i \leftarrow 1 \) to \( N - 2 \)}
\For{\( f \) in \( \{f\} \) and \( f \) in \( C \)}
\If{\( N_{\alpha_1\alpha_2}^f > 0 \)}
\State add tuple \( (f_1, f_2, \ldots, f_i, f) \) to \( \{f\} \)
\EndIf
\EndFor
\EndFor
\Remove all tuples containing \( i \) entries from \( \{f\} \)
\EndFor
\For{\( f \) in \( \{f\} \) and \( f \) in \( C \)}
\If{\( N_{\alpha_1\alpha_2}^f > 0 \)}
\State add tuple \( (f_1, f_2, \ldots, f_{N-1}, f) \) to \( \{f\} \)
\EndIf
\EndFor
\Remove all tuples containing \( N - 1 \) entries from \( \{f\} \)
\State \Return \( \{f\} \)
\EndFunction
\end{algorithmic}
\end{algorithm}

The method for determining the wave function components and tuples described above is a brute force approach since it requires to iterate over all configurations of \( \{f_i\} \) and checking the corresponding fusion multiplicities. By noting that the number of distinct configurations of charges in the tuples scale exponentially with the number of anyons localized in the system, it is clear that we would like to employ a more efficient method. This can be done by building the tuples \( f \) iteratively, as shown in form of pseudocode Alg. 1. We start with a set including all tuples that contain an anyon consistent the fusion of the first and second anyon. From this point, we successively check the fusion multiplicities in the vertices in Eq. (9) and extend the tuples by consistent anyonic charges until we end up with tuples \( f \) that contain \( N \) entries. These final tuples correspond to the wave function components; the total number of wave function components is thus \( |\{f\}| \).

Using semions as an example, it can be seen that the above method of finding the tuples is more efficient: For \( N \) semions, we have to check \( 2N \) fusion multiplicities and carry out the operations needed to iteratively build the tuples. For the brute force approach on the other hand, we need to check up to \( 2^N \) fusion multiplicities. In both cases, we end up with the tuples \((1, s, 1, s, \ldots, 1, 1)\) and \((1, s, 1, s, \ldots, 1, s)\) for an even number of semions.

Note again that we focus on \( N_{ab}^{xc} \in \{0,1\} \). For \( N_{ab}^{xc} > 1 \), there may be multiple wave function components associated with the same tuple \( f \), which may be distinguished by additional labels.
B. Distinguishable Anyons

Up to now, we only considered the fusion products for a given anyon configuration when talking about the wave function components and the corresponding tuples $f$. This is sufficient as long as we focus on systems whose anyonic excitations (\{\alpha_i\} in Eq. (9)) are of the same charge. If this is no longer the case, i.e., if there are distinguishable anyonic excitations, different orderings of the anyons \{\alpha_i\} may result in different tuples $f$ due to different intermediate fusion products. Let us illustrate this by considering the toric code [7], which features three topological charges apart from the trivial vacuum charges: electrical charges $e$, magnetic vortices $m$ and fermions $f$. These charges obey the fusion rules [62]

\[
\begin{align*}
    e \times e &= 1 & m \times m &= 1 & f \times f &= 1 \\
    e \times m &= f & e \times f &= m & m \times f &= e.
\end{align*}
\]

All other fusion processes are trivial as they involve the vacuum charge $1$. If we now consider a system featuring two electric ($e$) and two magnetic ($m$) excitations, it can be seen from the convention of the fusion order on the lattice in Fig. 6b that there are anyon configurations for which, e.g., $\alpha_1 = \alpha_2 = e$ and $\alpha_3 = \alpha_4 = m$ in the fusion diagrams in Eq. (9). In this case, the set of tuples $\{f\}$ is given by

\[
\{f\} = \{(1,m,1,1),(1,m,1,e),(1,m,1,m),(1,m,1,f)\}
\]

for $\alpha_1 = \alpha_2 = e$, $\alpha_3 = \alpha_4 = m$. (29)

On the other hand, there are also anyon configurations corresponding to $\alpha_1 = \alpha_2 = m$ and $\alpha_3 = \alpha_4 = e$ for the same system, i.e., the set of tuples $\{f'\}$ is

\[
\{f'\} = \{(1,e,1,1),(1,e,1,e),(1,e,1,m),(1,e,1,f)\}
\]

for $\alpha_1 = \alpha_2 = m$, $\alpha_3 = \alpha_4 = e$. (30)

It can be seen from Eqs. (29) and (30) that the tuples corresponding to the two anyon orderings do not agree with each other. The components of the wave function, which correspond to the different fusion diagrams, thus depend on the anyon ordering. One key observation in this context is that the number of tuples in the set $\{f\}$ does not depend on the anyon ordering, that is, $|\{f\}| = |\{f'\}|$ for two different anyon orderings. This is shown in App. B and implies that the total number of wave function components does not change upon exchanging anyons despite the fact that the tuples associated with some components may change.

In practice, when dealing with distinguishable anyonic excitations, we can determine the tuples $f$ associated with the wave function components by utilizing the iterative method described by Alg. 1 in the previous section. The only difference is that we have to apply this method for all different anyon orderings, i.e., for all distinct permutations of the anyonic charges \{\alpha_i\}, and associate them with the wave function components accordingly. A pseudocode implementing this procedure is given in Alg. 2.

Algorithm 2 Construction of the tuples $f$ for all distinct anyon orderings using Alg. 1. The tuples correspond to the wave function components and depend on the anyon ordering, they are stored in the dictionary \texttt{WFCtuples} ("wave function component tuples").

1: \textbf{function} GetTuplesForOrderings($\{\alpha_i\}, \{N_{ab}^c\}, C$)
2: \hspace{1em} \texttt{permutations} $\leftarrow$ list of distinct permutations of the anyons $\{\alpha_i\}$
3: \hspace{1em} \texttt{WFCtuples} $\leftarrow$ empty dictionary
4: \hspace{1em} \textbf{for} ordering in permutations \textbf{do}
5: \hspace{2em} $f$ $\leftarrow$ GetTuples(ordering, $\{N_{ab}^c\}, C$)
6: \hspace{2em} \texttt{WFCtuples}[key = ordering] $\leftarrow$ $f$
7: \hspace{1em} \textbf{end for}
8: \hspace{1em} \textbf{return} \texttt{WFCtuples}
9: \textbf{end function}

It shows that we associate a set $\{f\}$ of tuples that corresponds to the different wave function components with each anyon ordering, i.e., we make the wave function components dependent on the ordering. Note that it is possible to make this algorithm more efficient by realizing that tuples obtained for a certain anyon ordering do not change upon permuting the first and the second anyon (fusion is commutative). One can thus use the result of the permuted anyon ordering if the tuples have already been computed for this case.

V. COMPUTATION OF THE MATRIX ELEMENTS

The goal of our algorithm is to simulate anyons hopping on a 2D $L_x \times L_y$ square lattice according to a tight-binding Hamiltonian $\mathbf{H}$ for anyons. This Hamiltonian can be written as

\[
\mathbf{H} = -t \sum_{\langle ij \rangle} (T_{\vec{r}_i,\vec{r}_j} + \text{H.c.})
\]

where the sum runs over all nearest-neighbor lattice site pairs $i$ and $j$. The hopping amplitude is denoted by $t$ and the translation operator translating the anyon located at position $\vec{r}_i$ (corresponding to site $i$) to position $\vec{r}_j$ (corresponding to site $j$) is $T_{\vec{r}_i,\vec{r}_j}$.

For bosonic or fermionic systems, we can rewrite the translation operators in terms of creation and annihilation operators, i.e., $T_{\vec{r}_i,\vec{r}_j} = b_{j}^{\dagger}b_{i}$ and $T_{\vec{r}_i,\vec{r}_j} = c_{j}^{\dagger}c_{i}$, where $b_{j}^{\dagger}(b_{i})$ and $c_{j}^{\dagger}(c_{i})$ denote the bosonic and fermionic creation (annihilation) operators. For anyonic systems on the other hand, such a notation is in general not possible. The reason for this can be seen when considering semions. We know from the considerations in the previous section that only an even number of semions can exist on a torus, which implies that anyonic systems do in general not have the standard Fock spaces bosonic or fermionic systems feature. We thus have to rely on the translation operators $T_{\vec{r}_i,\vec{r}_j}$ rather than on creation and annihilation operators.
Note that we focus on hard-core anyons that do not allow multiple anyons to be localized at the same site. Information on how to generalize the algorithm is provided in App. C. Since we consider square lattices with PBC, we can also write the Hamiltonian in Eq. (31) as

\[ H = -t \sum_i (T_{r_i, f_i} + T_{r_i, f_i} + H.c.), \]

where \( e_x \) (\( e_y \)) denotes the unit vector in positive x-direction (y-direction); the lattice spacing is set to unity. The states given by Eq. (24) will be used as basis to explain the construction of the anyonic tight-binding Hamiltonian \( \mathcal{H} \) for an arbitrary anyon model by computing the matrix elements with respect to these basis states. The matrix elements are given by

\[ \langle \alpha'_k, r'_k \rangle_{k=1}^N f' | \mathcal{H} | \langle \alpha_k, r_k \rangle_{k=1}^N f \rangle \equiv \mathcal{H}_{s's}, \]

where we used the shorthand notation \( |s\rangle \equiv |\alpha_k, r_k \rangle_{k=1}^N f \rangle \) and \( |s'\rangle \equiv |\alpha'_k, r'_k \rangle_{k=1}^N f' \rangle \) for more convenient indices. From the form of the Hamiltonian in Eqs. (31) or (32), it can be seen that \( \mathcal{H}_{s's} \) is only non-zero if the anyon configuration associated with \( |s'\rangle \) can be obtained by translating a single anyon in the configuration of \( |s\rangle \) to a nearest neighboring site. In the following discussions, we will thus assume that \( |s'\rangle \) denotes such a state.

Let us first illustrate the general idea by considering the anyon configuration depicted in Fig. 7a, which features Fibonacci anyons. The “second” anyon of the initial state (|0\rangle from Fig. 3a) is translated by \( T_{r_2, r_2 + e_x} \) in such a way the anyon ordering of the final state in Fig. 7b is not canonical (see Fig. 6b). This is actually the same scenario as indicated by the translation process \( \mathcal{B} \) in the torus picture in Fig. 4b. Due to the definition of the Hamiltonian \( \mathcal{H} \), its matrix elements \( \mathcal{H}_{s's} \) can be used to rewrite the translated state in terms of the basis states. In the case considered in Fig. 7, this is done by summing over all possible fusion products \( f'_1 \) of the first two anyons, where we suppressed in the notation that the states \( |s'\rangle \) and thus \( \mathcal{H}_{s's} \) depend on \( f'_1 \). More generally, rewriting the translation operators using the Hamiltonian’s matrix elements requires summing over multiple fusion products. Note that for convenience, the diagrams in Fig. 7b do not contain the anyon associated with the non-contractible loop (\( f_N \) in Eq. (9)).

With this general idea, we discuss the rules to actually compute the matrix elements of the Hamiltonian \( \mathcal{H} \) using fusion diagrams in the two following sections. To simplify this discussion, we note that it is sufficient to consider translations of anyons only in positive x- and y-direction since translations along the respective negative directions can be obtained by hermitian conjugation. Further, by looking at the fusion order in Fig. 6b, we can see that we need to distinguish four different cases: Translations in the bulk in x-direction, translations in the bulk in y-direction, translations over cut A and translation over cut B.

### A. Translations in the Bulk

We start by considering translations that do not cross cuts A or B. Although there is no physical boundary due to the PBC, we refer to such translations as being “in the bulk”. The cuts represent loops on the torus that need be crossed when translating an anyon around the system. Such processes lead to additional effects due to different braids in the fusion diagrams and are discussed in Sec. VB.

Let us first discuss translations of anyons in y-direction, which is the easiest case to be considered. From the fusion order in Fig. 6b, it can be seen that translating an anyon in the bulk in y-direction does not affect the fusion order, i.e., the order of the anyons in the basis states corresponding to the initial and final state is the same. Therefore, the corresponding matrix elements are \( \mathcal{H}_{s's} = -t \). Here, we assumed that the anyon configuration of \( |s'\rangle \) can be obtained from the one of \( |s\rangle \) by translating an anyon in y-direction to a neighboring site; the matrix element is zero otherwise.
and the fusion order in Fig. 6b. Initially, the anyons are in alphabetical order, whereas after the translation, \( b \) comes after \( c, d \) and \( e \) and is now the last anyon. This example shows that the fusion order is changed when translating an anyon in positive \( x \)-direction and there is another anyon with an \( x \)-coordinate equal to the \( x \)-coordinate of the former anyon before (after) the translation and a \( y \)-coordinate larger (smaller) than the one of the anyon to be translated.

The effects of the above translation process on the fusion diagrams can be seen in Fig. 8b, where \( \vec{r}_b \) denotes the position of anyon \( b \) and \( f_1 \) to \( f_5 \) the remaining anyonic charges. Anyon \( b \) is moved to come after \( e \) such that the resulting fusion diagram is not in canonical form since the line associated with the translated anyon moves across the lines of the other anyons that are affected by the changed anyon order, that is, the corresponding lines are braided. In general, there are two different ways a braid can occur. The line associated with the translated anyon can either move “in front of” or “behind” the lines of the anyon it is braided with. In the case considered in Fig. 8b, anyon \( b \) moves in front of \( c \) and \( d \) and behind \( e \). Here, moving a line in front of another one corresponds to counter-clockwise exchange, which can be seen using the anyon configuration in Fig. 8a since in this example, the indicated translation corresponds to counter-clockwise exchange of the two anyon pairs \( b \) and \( c \) and \( b \) and \( d \). Similarly, this translation also corresponds to exchanging anyons \( b \) and \( e \) clockwise, which is depicted in the fusion diagrams by the line of anyon \( b \) moving behind the one of anyon \( e \). Using this method, the braids in the fusion diagrams can be generalized to arbitrary anyon configurations; Fig. 8 serves as a summary that covers every case that may be encountered.

Alternatively, the braids associated with the translation process in Fig. 8a can be explained by merging the fusion diagram and the anyon configuration into a single picture, as done in Fig. 9 for a different anyon configuration. In this picture, translating an anyon to a neighboring site results in moving the associated line correspondingly from the initial site to the final one at the given point in time. If anyon \( b \) in Fig. 9 is translated in positive \( x \)-direction, the corresponding line moves in front of the line associated with \( c \) and behind the line associated with \( d \), as expected from the rules discussed above using Fig. 8. This 3D picture can thus explain the braids introduced by translations in \( x \)-direction. It also shows that translations in the bulk in \( y \)-direction are trivial since such hoppings can never lead to line crossings. Further, as we will see in the next section, Fig. 9 also explains the braids associated with translations across cuts \( A \) and \( B \).

Using the rules above, the matrix elements \( \mathcal{H}_{s's} \) can be computed as follows. First, the braided fusion diagram corresponding to the translation of state \( |s \rangle \) (see Fig. 8b) needs to be obtained. Then, braid operators as discussed in Sec. III have to be applied on the diagram until it is expressed as superposition of fusion diagrams in canonical form (9). For each fusion diagram in this superposition, the corresponding tuple can be extracted and compared to the tuple associated with the fusion diagram of the final state \( |s' \rangle \). If both tuples agree, the matrix element \( \mathcal{H}_{s's} \) is given by the prefactor of the corresponding fu-
FIG. 10. Illustration of the braid rules for translating anyons in positive $x$-direction across cut $B$. (a) Lattice with an anyon configuration and indication which anyon is to be translated. (b) Effect of the translation on the fusion diagram.

### B. Translations over the Cuts

Finally, let us consider translations of anyons across the two cuts, which corresponds to translating them around the torus in the respective directions. Before looking at the example in Fig. 10 that can be used to generalize the occuring braids for translations in $x$-direction, we start by illustrating how translations around the torus are dealt with diagrammatically using the simplest example of two anyons $a$ and $b$ fusing to anyon $c$, which is depicted in Fig. 11: the anyon moving along the non-contractible loop has charge $d$. Anyon $b$ is translated in positive $x$-direction over cut $B$, which is indicated by the translation operator $T_{r_x, r_x + e_x}$ acting on the initial fusion diagram. This translation corresponds to translating the respective anyon around the non-contractible loop in the fusion diagram and by using $F$-moves, this diagram can be expressed in terms of fusion diagrams in canonical form again. This calculation can be generalized to the corresponding translation in arbitrary fusion diagrams, which can be expressed as accordingly weighted superpositions of diagrams in canonical form. The weights are strings of $F$-moves and are introduced in App. A 2.

Using this consideration, let us now look at the more general example depicted in Fig. 10, where the anyon configuration is shown in Fig. 10a. Initially, the anyons are in alphabetical order and after translating anyon $c$, the order becomes $a,c,b,d,e$. The braids among the anyons in the diagram in Fig. 10b follow the same rules as before. The line associated with anyon $c$ moves in front of the lines of $d$ and $e$ and behind the one of $a$, in accordance with the picture introduced in Fig. 9. The only difference to the case discussed before is that upon crossing cut $B$, i.e., in between the braids, the translated anyon moves around the torus. We can thus use Fig. 9 also in this case to determine the braids as long as we keep in mind how to move anyons crossing cut $B$ around the non-contractible loop in the fusion diagrams; Fig. 10 contains all information needed to apply the braids to any case that may be encountered.

---

*The process of translating an anyon around the non-contractible loop is very similar to what can be found in Ref. [70] for a chain of anyons. But in contrast to them, we do not include any twist/phase factor associated with the translation of anyons around the torus. We give an argument why we chose to exclude non-trivial phase factors for these processes in App. F.*
The Hamiltonian’s matrix elements $H_{i',i}$ are computed in the same way as for translations in the bulk. First, we apply the above rules to obtain the braided fusion diagram of the translated state, as done in Fig. 10b. Then, we apply braid operators until the braided diagram is expressed as superposition of fusion diagrams in canonical form and read off the corresponding contributions that have to be multiplied by $-t$. Details, including an explicit treatment of the example in Fig. 10b, are provided in App. A 2.

The final case to be considered involves translations of anyons across cut $A$, which corresponds to translating them around the torus in $y$-direction. In contrast to translations in $y$-direction in the bulk, braiding is involved in this case, which is illustrated by the example depicted in Fig. 12. The initial anyon configuration (Fig. 12a) is again chosen such that the anyons are in alphabetical order. After translating anyon $c$, the order becomes $a,c,b,d,e$, which implies that braids need to be involved in the fusion diagrams. The first step towards understanding how the braids in Fig. 12b arise is to note that we need to transform the initial fusion diagram using the punctured torus $S$-matrix introduced in Sec. III F.

The final case to be considered involves translations of anyons across cut $A$, which corresponds to translating them around the torus in $y$-direction. In contrast to translations in $y$-direction in the bulk, braiding is involved in this case, which is illustrated by the example depicted in Fig. 12. The initial anyon configuration (Fig. 12a) is again chosen such that the anyons are in alphabetical order. After translating anyon $c$, the order becomes $a,c,b,d,e$, which implies that braids need to be involved in the fusion diagrams. The first step towards understanding how the braids in Fig. 12b arise is to note that we need to transform the initial fusion diagram using the punctured torus $S$-matrix introduced in Sec. III F.

Since going to the dual space corresponds to changing the direction of the non-contractible loop of anyon $y$ in Fig. 12b, we can treat translations around the torus in $y$-direction in the transformed fusion diagrams in the same way as translations around the torus in $x$-direction in canonical form. That is, the anyon crossing cut $A$ moves clockwise around the non-contractible loop of the transformed diagram. Finally, we have to determine the braids among the anyons. This can be done using the 3D picture in Fig. 9: When translating an anyon ($c$ in Fig. 9) across cut $A$, it braids with all anyons possessing a larger $x$-coordinate as its line has to move behind the lines of such anyons. Similarly, the translated anyon braids with all anyons featuring smaller $x$-coordinates by moving in front of them. The only anyons not involved in any braids are those in the same column as the anyon being translated. We can use Fig. 12 as summary for translations across cut $A$; it contains all information needed to construct the braided fusion diagrams for all cases that may be encountered.

Overall, the general structure used for computing the Hamiltonian $H$ can be summarized in the pseudocode in Alg. 3, which assumes that the basis states were already constructed using Alg. 1 or 2. By interpreting the $i$-th basis state as unit vector in the $i$-th direction, the Hamiltonian becomes a matrix whose columns correspond to the vectors associated with the superpositions obtained after applying the Hamiltonian on the basis states. As discussed above, we split the translations into the four different cases and focus on translations in the positive directions since their counterparts in the negative directions can be obtained via hermitian conjugation. The functions defined to treat the four cases are introduced as pseudocodes in App. A.

For the case of abelian anyon models, the algorithm described above is related to the algorithm introduced in Ref. [45] and sketched in Sec. II B. This relation is shown in App. D and reveals that our algorithm and the one in Ref. [45] use different conventions for the external fluxes $\Phi_x$ and $\Phi_y$ that have not been introduced yet. For our algorithm, we may choose to incorporate external fluxes as additional factors of $e^{2\pi i \Phi_x/\phi_0}$ and $e^{2\pi i \Phi_y/\phi_0}$ that are acquired when translating an anyon over cut $B$ or $A$ in positive $x$- or $y$-direction, respectively, where $\phi_0 = \hbar c/e$ denotes the flux quantum [45, 46].

It is additionally possible to construct momentum states that block diagonalize the Hamiltonian $H$, which allows us to numerically simulate larger systems. The basic idea is to construct eigenstates to translation operators that translate all anyons simultaneously in $x$- or $y$-direction. A detailed discussion of the momentum states and their construction can be found in App. E.
Algorithm 3 Computation of the Hamiltonian using the basis states \( \{|(\alpha_k, \vec{r}_k)_{k=1, \ldots, N}\rangle\} \). The hopping amplitude is denoted by \( t \); all other parameters, in particular those defining the anyon model, are contained in \( \{\ldots\} \) for convenience. The two lattice vectors are \( \vec{e}_x \) and \( \vec{e}_y \).

1: function ComputeHamiltonian( \( t \), \( \{|(\alpha_k, \vec{r}_k)_{k=1, \ldots, N}\rangle\}, \{\ldots\} \)
2: \( H \leftarrow \) list of all basis states \( |s\rangle = |(\alpha_k, \vec{r}_k)_{k=1, \ldots, N}\rangle \);
3: the \( i \)-th entry \( |s_i\rangle \) is represented by \( \vec{e}_i \)
4: for \( |s_i\rangle \) in basis do
5: for \( k \leftarrow 1 \) to \( N \) do
6: if \( \vec{r}_k \cdot \vec{e}_x < L_x - 1 \) then
7: \( \vec{v} \leftarrow \text{TranslationBulk}(\vec{e}_i, k, \{\ldots\}) \)
8: end if
9: else
10: \( \vec{v} \leftarrow \text{TranslationCutB}(\vec{e}_i, k, \{\ldots\}) \)
11: end if
12: if \( \vec{r}_k \cdot \vec{e}_y < L_y - 1 \) then
13: \( \vec{v} \leftarrow \text{TranslationBulkY}(\vec{e}_i, k) \)
14: else
15: \( \vec{v} \leftarrow \text{TranslationCutA}(\vec{e}_i, k, \{\ldots\}) \)
16: end if
17: for \( j \leftarrow 1 \) to \( \text{dim}(|\vec{v}|) \) do
18: \( H_{ji} = -t(\vec{v} + \vec{v}') \cdot \vec{e}_j \)
19: end for
20: end for
21: return \( H + H^\dagger \)
22: end function

Finally, we also note that the above algorithm is not restricted to square lattices. An algorithm for other 2D lattice forms may be obtained by establishing a fusion order, similar to Fig. 6b. The hopping of anyons can then be expressed as discussed above; the rules determining the braids remain unchanged.

VI. SIMULATION RESULTS

To demonstrate the algorithm discussed in the previous sections, we apply it to study spectral properties and non-equilibrium dynamics. Specifically, we start with a light discussion of the energy eigenvalues of systems containing one and two anyons, showing the similarities and differences with systems of bosons and fermions. Next, we focus on systems of multiple anyons, where we discuss the statistical distribution of the energy levels and on the density distribution following a quench. We consider semions, Fibonacci anyons and Ising anyons as simple representations of abelian and non-abelian anyons, respectively, and compare them to hard-core bosons (HCBs). For the quenches, we further compare them to fermions. In our simulations, we use translation invariance to construct momentum states and split the Hamiltonian into disconnected momentum sectors, as explained in App. E.

| \( 2 \times E^{(1)}_{\text{Fib}} \) | \( E^{(2)}_{\text{Fib}} \) | \( (n_x, n_y) \) |
|---|---|---|
| -8 | -7.7314 | (0, 0) |
| -6.494 | -7.2514 | (0, -1), (0, 1), (-1, 0), (1, 0) |
| -4.9879 | -6.923 | (-1, -1), (-1, 1), (1, -1), (1, 1) |
| -3.1099 | -6.2969 | (0, -2), (0, 2), (-2, 0), (2, 0) |

TABLE I. The energy of a collection of anyons is not the sum of the individual particles’ energies. Here, we show a sample of the ground state energies in different momentum sectors for systems of Fibonacci anyons on \( 7 \times 7 \) lattices. The first column shows twice the energies of one particle, \( E^{(1)}_{\text{Fib}} \), the second column the energies for two particles, \( E^{(2)}_{\text{Fib}} \). The momenta are quantized as \( k_x = \frac{2\pi}{7} n_x \) and \( k_y = \frac{2\pi}{7} n_y \). Note that we only show a subset of the full spectra.

A. One- and Two-Particle Energies and Energy Level Spacing Statistics

The tight-binding model of a single anyon on a torus has the same spectrum as a single fermion/boson in 2D with PBC. We confirmed that our algorithm works even in this simple case for models that permit having a single anyon on a torus, like the Fibonacci anyon model.

Within the bulk of the lattice, hopping of an anyon is trivial. Further, the topological amplitudes associated with hopping processes around the torus turn also out to be trivial. Therefore, the behavior of a single anyon on a torus is like a single fermion/boson on a 2D lattice with periodic boundary conditions, and hence they have the same spectrum.

When the number of anyons is two or more, some of the rich peculiarities of braiding statistics start to manifest if the particles are allowed to experience their statistics through braiding. In particular, unlike fermions and bosons, the energies are no longer sums of energies of individual anyons, as illustrated in Table I.

Let us now use a more sophisticated method for analyzing the energy spectra by studying the spectral statistics of the Hamiltonian. In particular, consider the ratios \( r_n \) of consecutive energy level spacings with

\[
r_n = \frac{\min\{\delta_n, \delta_{n-1}\}}{\max\{\delta_n, \delta_{n-1}\}}, \quad \delta_n = E_{n+1} - E_n,
\]

where the energy levels \( E_n \) are ordered ascendingly, i.e., \( \delta_n \geq 0 \). It is expected that the level spacing statistics of integrable Hamiltonians follow the Poisson distribution. For non-integrable systems on the other hand, the statistics are expected to behave like the Wigner-Dyson distribution of the Gaussian orthogonal ensemble (GOE) for time-reversal (TR) invariant systems and like the Gaussian unitary ensemble (GUE) for systems breaking TR symmetry [73]. The Poisson (Poi), GOE and GUE pre-
dictions for the distribution of $r$ are given by [74]

\[ P_{\text{Poi}}(r) = \frac{2}{(1 + r)^2}, \]  
\[ P_{\text{GOE}}(r) = \frac{27}{4} \frac{r + r^2}{(1 + r + r^2)^{3/2}} \]  
\[ P_{\text{GUE}}(r) = \frac{81\sqrt{3}}{2\pi} \frac{(r + r^2)^2}{(1 + r + r^2)^{3/2}}. \]  

When looking at the distribution of $r$, it is important to consider the symmetries of the system. For example, due to the Hamiltonian’s translation invariance, momentum states with distinct momentum quantum numbers are decoupled and thus, the corresponding expectation values are conserved. Similarly, the spatial reflection symmetries may lead to further conserved quantities. In general, the presence of such conserved quantities is expected to lead to Poisson statistics. If conserved quantities are absent, the energy levels are expected to show level repulsion, which corresponds to Wigner-Dyson statistics. Therefore, if one analyzes the level spacing statistics without restriction to a certain sector of the quantum numbers, a non-integrable, interacting system may seem to be integrable and non-interacting due to the lack of level repulsion between the energy levels in different sectors [73]. It is thus important to only look at the statistics of energy levels associated with states that share the same quantum numbers. Here, we choose to look at three different momentum sectors.

In Fig. 13, the Poisson, GOE and GUE predictions of $r$ are plotted together with the distributions $P(r)$ obtained from exact diagonalization (ED) [75–77] for semions, Fibonacci anyons and Ising anyons on $L \times L$ square lattices in the three momentum sectors $k_x = k_y = 0$ (Fig. 13a), $k_x = 0, k_y = 2\pi/L$ (Fig. 13b) and $k_x = 2\pi/L, k_y = 4\pi/L$ (Fig. 13c). The corresponding distributions for HCBs are also shown for comparison. For all simulations, the particle number is set to $N = 4$. Due to the total number of wave function components depending on the particle type, different lattice sizes are used: $L = 9$ is chosen for HCBs, $L = 8$ for semions and $L = 6$ for both Fibonacci anyons and Ising anyons.

From the results, it can be seen that $P(r)$ follows the Poisson distribution in the $k_x = k_y = 0$ momentum sector for all particle types. This is expected since there are four spatial reflection symmetries that we do not account for in our simulations. Hence, as explained above, the distributions of $r$ follow the Poissonian prediction. For HCBs, it can be seen that $P(r)$ follows the GOE prediction in the $k_x = 2\pi/L, k_y = 4\pi/L$ momentum sector due to the absence of further symmetries, HCBs being interacting particles and the system being TR symmetric. In the $k_x = 0, k_y = 2\pi/L$ sector, the distribution is neither Poissonian nor GOE-like but in between. This is characteristic for spectra containing two symmetry blocks [78], which is the case in the given situation due to the presence of the reflection symmetry in $x$-direction. For more than two symmetry blocks in the energy spectrum, the distribution of $r$ tends towards the Poisson prediction more strongly (for $k_x = k_y = 0$, there are $2^4$ unaccounted symmetry sectors in total, which leads to $P(r)$ following the Poissonian prediction). For semions, Fibonacci

\[ \text{FIG. 13. } P(r) \text{ for HCBs on a } 9 \times 9 \text{ lattice with column coupling } r_{\text{col}} = 0.5, \text{ semions on a } 8 \times 8 \text{ lattice, Fibonacci anyons on a } 6 \times 6 \text{ and Ising anyons on a } 6 \times 6 \text{ lattice for } N = 4 \text{ particles in the (a): } k_x = k_y = 0, \text{ (b): } k_x = 0, k_y = 2\pi/L \text{ and (c): } k_x = 2\pi/L, k_y = 4\pi/L \text{ momentum sector together with the Poisson, GOE and GUE predictions.} \]

\[ \text{We choose to forgo showing the distributions } P(r) \text{ for fermions in Fig. 13 since due to fermions being non-interacting, their energy level spacings are expected to follow the Poissonian prediction in every momentum sector.} \]
anyons and Ising anyons, \( P(r) \) agrees with the GUE prediction for \( k_x = 2\pi/L, k_y = 4\pi/L \). The reason is that the studied anyonic systems break TR symmetry. This can be seen by noting that under TR, anyons are mapped to their TR partners that feature the opposite exchange statistics \([79]\). The anyonic systems further break the individual spatial reflection symmetries since the corresponding operators map counter-clockwise exchanges to clockwise exchanges and vice versa. The combination of a reflection symmetry and TR symmetry is however conserved (i.e., by exchanging anyons with their TR partners and reversing braid directions, we effectively recover the initial system). This leads to \( P(r) \) following the GOE distribution in the \( k_x = 0, k_y = 2\pi/L \) momentum sector where the combination of TR symmetry and reflection symmetry in \( x \)-direction is present\(^7\). The presence of further combinations of reflection symmetries and TR symmetry in the \( k_x = k_y = 0 \) momentum sector leads to \( P(r) \) following the Poisson distribution. The above results also suggest that for the considered anyonic systems, there are no additional symmetries to be exploited in every momentum sector in order to further block diagonalize the Hamiltonian.

It is important to note that there is a fundamental difference between HCBs and the anyons that goes beyond the presence or absence of TR symmetry: For HCBs, a hard-core potential has to be introduced in order to avoid multiple bosons being localized on the same site, which may be absorbed into the on-site commutation relations by making them anti-commutation relations. For the considered anyons however, the localization of multiple anyons on a single site is prohibited by their exchange statistics, similar to fermions. It follows that despite the anyons also obeying the Pauli exclusion principle, their statistics and non-local properties make them behave like interacting particles.

**B. Quench Dynamics**

Lastly, let us consider non-equilibrium dynamics following a quench, where the density distribution over time is monitored using ED. The lattice is now chosen to be periodic with \( L_y = 2 \), as depicted in Fig. 14. This figure also shows the initial state, in which \( N = 4 \) particles are localized in the middle of the lattice in a zigzag pattern such that there is one particle per column and no two particles are initially on neighboring sites. The zigzag pattern is chosen since two anyons are not allowed to be on the same site. It should thus reduce the blocking of the initial dynamics. Further, we choose an equal superposition of all wave function components / fusion diagrams for the initial state, i.e., the initial state can be written as \(|\{f\}|^{-1/2}\sum_{\alpha} |(\alpha_{\mathbf{r}}, t_{\mathbf{r}})\rangle, \) where \((\alpha_{\mathbf{r}}, t_{\mathbf{r}})\rangle\) denotes the anyon configuration described above and depicted in Fig. 14 and \( f \) all tuples that are consistent with the fusion rules; \( \{f\} \) is the set containing all these tuples \( f \).

The particle density is measured for each column rather than for each site since we are interested in the time dependence of the density along the \( x \)-direction. The operator measuring the density in the \( i \)-th column at time \( t \) is denoted by \( n_i(t) \), as indicated in Fig. 14. In order to obtain results that allow for better comparison, the lattice is chosen to have the same size, \( 30 \times 2 \), for all particle types to be considered. In Fig. 15, the time dependent particle density \( \langle n_i(t) \rangle \) is plotted for fermions, HCBs, anyons and Ising anyons. For HCBs, we slightly modify the Hamiltonian in Eq. (32). When hopping from one site to another in \( y \)-direction, hopping in the “bulk” is equivalent to hopping across cut \( A \) due to the trivial statistics and \( L_y = 2 \), see Fig. 14. This means that the coupling between two sites connected by a single hopping process in \( y \)-direction is effectively doubled. In order to make the system isotropic and avoid unintended effects, we modify the \( y \)-coupling by introducing a “column coupling” \( r_{\text{col}} \) (i.e., \( T_{\mathbf{r}, \mathbf{r}+\mathbf{e}_y} \rightarrow r_{\text{col}} T_{\mathbf{r}, \mathbf{r}+\mathbf{e}_y} \) in the Hamiltonian (32)) and set it to \( r_{\text{col}} = 0.5 \) such that the mentioned effect is compensated. This issue is unique to bosons since all other particle types feature non-trivial statistics, i.e., translations over cut \( A \) differ from translations in the bulk.

For the fermionic case, the non-interacting behavior can be seen by the way the density spreads over time. When two wave packets collide, they simply pass through each other due to the lack of interactions. This leads to interference effects that do not decay with increasing time. I.e., even in the limit of infinite times, fluctuations in the density distribution can be observed. This is indicated in Fig. 15a, where the fluctuations are prominent at all times. Quite the opposite is observed for HCBs in Fig. 15b. Due to their interacting behavior, wave packages can not fully pass through each other, which leads to decaying interference effects and the density distribution becoming more homogeneous with increasing time. For semions (Fig. 15c), Fibonacci anyons (Fig. 15d) and

\(^7\) We mentioned earlier that the presence of TR symmetry leads to GOE statistics. This statement is not quite precise: the actual condition to obtain GOE statistics is the presence of any anti-unitary symmetry \([80]\), which is exactly what we observe for the anyonic systems studied here.
Ising anyons (Fig. 15c), the observed behavior is very similar to the one obtained for HCBs, i.e., the density distribution becomes more homogeneous at larger times. We note that results very similar to those in Fig. 15 are obtained for other superpositions of the wave function components in the initial state, i.e., the above observations seem to be general for a quench with localized anyons. It is thus concluded that free semions, Fibonacci anyons and Ising anyons on a 2D lattice behave similarly to interacting particles if their dynamics are governed by a tight-binding Hamiltonian that merely accounts for their statistics, as their energy level spacing statistics show level repulsion and their density distributions after a quench seem to become homogeneous in the limit of large times.

A similarly interesting observation was made for 1D systems of hard-core abelian anyons of arbitrary statistics governed by the anyonic tight-binding Hamiltonian [36]. It was found that for quenches, one-body observables relax to the predictions of the generalized Gibbs ensemble for all abelian statistics (including HCBs) except for fermionic ones, suggesting that abelian anyons behave like interacting particles. This observation for 1D chains is consistent with what we found for free semions on quasi 2D lattices.

VII. CONCLUSION

We have developed an algorithm that is capable of simulating arbitrary abelian and non-abelian anyons subject to an anyonic tight-binding Hamiltonian that incorporates the anyons’ statistics in two dimensions, where we focused on periodic boundary conditions. The algorithm can also be generalized to other, non-periodic, boundary conditions, which may feature anyonic charges on the boundaries. In the algorithm, the effects of anyonic statistics are expressed as braids in fusion diagrams. We also introduce momentum states in App. E in order to block diagonalize the Hamiltonian. The main differences to other algorithms [44–46, 48] is that the presented algorithm is designed to deal with non-abelian anyon models, where all anyons are mobile on the lattice.

Our simulation results indicate thermalizing behavior for semions, Fibonacci anyons and Ising anyons: The statistical distributions of the energy levels feature level repulsion within the momentum sectors and the density distributions after a quench seem to converge to homogeneous distributions.

These results are only a first demonstration of the algorithm. In future, it can help to find new signatures that may be used to distinguish different anyonic charges as, e.g., done in one dimension for abelian anyons using the momentum distribution of the ground state [40] or in two dimensions by measuring the spectral response of a system close to the threshold of exciting a pair of abelian anyons [50]. It would be particularly useful to identify differences between abelian and non-abelian anyons, as done for the transport properties of a single anyon on a ladder with background charges [47, 48]. For the latter goal, one might suggest to study systems of three or more anyons in greater detail since exchanging two non-abelian anyons in this case does in general no longer correspond to simple R-moves like for two anyons. As for numerical methods, it may be beneficial to implement the presented algorithm using matrix product states or tensor product states as done in, e.g., Refs. [48, 53–55, 81] for other Hamiltonians. In particular, interactions and constraints on fusion products can be easily incorporated into our algorithm.
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Appendix A: Examples for Braiding Diagrams and Pseudocodes for the Different Translation Cases

In this section, we illustrate how braided fusion diagrams can be expressed as superposition of diagrams in canonical form (9) using some examples. We use this opportunity to introduce pseudocodes that implement functions treating the four different translations discussed in Sec. V; these functions were referred to in Alg. 3. Let us start by defining a second braid operator, $B'$, which is very similar to the braid operator $B$ defined in Eqs. (17) and (18):

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\text{a} \\
\text{e} \\
\text{d} \\
\text{c} \\
\text{b}
\end{array}
\end{array}
\end{align*}
= \sum_f \left[ B_d^{abc} \right]_{ef}, \quad (A1)
\]

where

\[
\left[ B_d^{abc} \right]_{ef} = \sum_g \left[ F_d^{abc} \right]_{eg} \left( R_g \right)^{-1} \left[ F_d^{abc} \right]^{-1}_{gf}. \quad (A2)
\]

Using the unitarity of the $F$- and $R$-moves, it can be seen that $B$ and $B'$ are related by (note the reversed order of charges $b$ and $c$)

\[
\left[ B_d^{abc} \right]^{-1}_{ef} = \left[ B_d^{abc} \right]^\dagger_{ef} = \left[ B_d^{abc} \right]_{ef}. \quad (A3)
\]

This means that one of those operators would be sufficient in order to resolve braids. Nevertheless, both operators will be used as doing so provides more clarity. With this, we discuss in the following how to resolve the braids for the three examples given in Sec. V and introduce the corresponding pseudocodes; Sec. A.2 further includes the generalization of the operation depicted in Fig. 11, which corresponds to the translation of an anyon around the torus.

1. Translations in the Bulk

Lets us start by considering translations in the bulk in $y$-direction. Since this case does not involve braiding among the anyons, the corresponding pseudocode, which is shown in Alg. 4, merely needs to change the position vector of the anyon to be translated.

For translations of anyons in $x$-direction, the rules summarized in Fig. 8 are to be applied to the fusion diagrams. Braided diagrams that are obtained by these rules, like the one in Fig. 8b, can be expressed as superposition of diagrams in canonical form using the braid operators defined in Eqs. (17) and (A1). Concretely, for the example depicted in Fig. 8b, we obtain the expression in Fig. 16. Using this result, the Hamiltonian’s matrix element $\mathcal{H}_{s's}$ in Eq. (33) can be computed by comparing the superposition of fusion diagrams in canonical form to the fusion diagram of the final state $|s'\rangle$. It is obtained by multiplying the contribution in the superposition that corresponds to the same fusion diagram as $|s'\rangle$ by $-t$. For the case depicted in Fig. 16, the matrix element is

\[
\mathcal{H}_{s's} = -t \left[ B_s^{abc} \right]_{f_1f'f_1'} \left[ B_s^{f'db} \right]_{f_2f_2'} \left[ B_s^{f'e'cb} \right]_{f_4f_4'} \delta_{f_1f_1'} \delta_{f_2f_2'} \delta_{f_3f_3'}, \quad (A4)
\]

where we assumed that the tuple associated with the fusion diagram of the final state $|s'\rangle$ is $f' = (f_1', f_2', f_3', f_4', f_5')$. The operator string can be generalized by applying a $B(B')$-operator each time the translated anyon moves in front of (behind) another anyon. Each application of these operators changes an intermediate fusion product on which the subsequent operator depends. Summing over all these intermediate fusion products yields the desired superposition of fusion diagrams in canonical form. From the discussion in Sec. V A, it follows that $B$-operators are always applied before $B'$-
Algorithm 5 Computation of the final state after translating the $k$-th anyon by one lattice spacing in positive $x$-direction in the bulk. The initial state $(|\alpha_k, \bar{r}_k\rangle^N_{k=1},f)$ is represented by $\bar{c}_k$. The matrices corresponding to braid operators only act on the subspace defined by the fusion degrees of freedom, i.e., on the second part in the tensor product $|(\alpha_k, \bar{r}_k\rangle^N_{k=1}) \otimes |f\rangle$.

1: function TRANSLATIONBULKX($\bar{c}_k$, $k$, \ldots)
2:   $n_{ccw}, n_{cw} \leftarrow$ number of anyons with which $\alpha_k$ is braided counter-clockwise and clockwise, respectively
3:   $\bar{v} \leftarrow$ vector representing $| (\alpha_k, \bar{r}_k + \delta_{kk} \bar{e}_x) \rangle_{k=1}^N, \bar{f})$
4:   for $i \leftarrow 1$ to $n_{ccw}$ do
5:     $B \leftarrow$ matrix corresponding to $B_{f_{k-3+i}^1\alpha_{k+i}^1,\bar{f}}$
6:     where $\{f_k\}$ are the fusion products associated with $\bar{v}$;
7:     $\bar{v} \leftarrow B \cdot \bar{v}$
8:   end for
9:   for $i \leftarrow n_{ccw} + 1$ to $n_{cw} + n_{cw}$ do
10:      $B' \leftarrow$ matrix corresponding to $B_{f_{k-1+i}^1\alpha_{k+i}^1,\bar{f}}$
11:      $\bar{v} \leftarrow B' \cdot \bar{v}$
12:   end for
13: return $\bar{v}$

2. Translations over the Cuts

According to the rules discussed in Sec. VB, each anyon crossing either of the two cuts moves around the torus. We sketched how such a process can be expressed in terms of fusion diagrams in canonical form for a system of two anyons in Fig. 11. Here, we generalize this to arbitrary fusion diagrams and introduce the new quantity $U_x(\alpha, \bar{f}', f)$ that is defined by the relation in Fig. 17. Here, $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N)$ denotes the tuple containing the anyonic charges of the unbraided initial fusion diagram (i.e., before any translations were performed). The tuples $f$ and $f'$ are the tuples associated with the initial diagram and the diagrams in the superposition, respectively. The sum runs over all tuples $f'$ that are consistent with the fusion rules.

As indicated, $U_x(\alpha, \bar{f}', f)$ depends on the anyons $\{\alpha_k\}$ and their order, the fusion diagram associated with the initial state and the one associated with respective contribution to the final state. It is given by

\[
U_x(\alpha, \bar{f}', f) = \sum_{\bar{c}_k} \left[ \left( \frac{F_{f_{N-2}^1\alpha_{N}^1N}}{f_{N-1}^1} \right)_{f_{N-2}^1\alpha_{N-1}^1N} \left( \frac{F_{f_{N-1}^1N}}{f_{N}^1} \right)_{f_{N-2}^1\alpha_{N-1}^1N} \left( \frac{F_{f_{N}^1}}{f_{N}^1} \right)_{f_{N}^1f_{N}^1} \right]^{-1} \times \prod_{j=0}^{N-4} \left[ \left( \frac{F_{f_{N-3-j}^1\alpha_{N-j}^1N}}{f_{N-1}^1} \right)_{f_{N-2-j}^1\alpha_{N-1-j}N} \left( \frac{F_{f_{N}^1}}{f_{N}^1} \right)_{f_{N-2-j}^1\alpha_{N-1-j}N} \right]^{-1} \left( \frac{F_{f_{N-1}^1\alpha_{N-1}^1N}}{f_{N}^1} \right)_{f_{N}^1f_{N}^1},
\]

for $N > 2$ \hspace{1cm} (A5)

and is trivial for $N = 1$. By taking another look at Fig. 17, it can be seen that moving all $N$ anyons one after another around the torus does not change the fusion diagram since doing so recovers the initial order of anyons without braiding them. Here, the lines associated with the fusion products may also be moved clockwise around the torus to make the equivalence to the fusion diagram of the initial state in Eq. (9) more apparent. Equivalently, this observation can be expressed in terms of $U_x(\alpha, \bar{f}', f)$ as
where $\sigma(1,2,\ldots,N) = (N, 1, 2, \ldots, N - 1)$. Note that the order of the anyonic charges in the arguments of $U_x(\alpha, \mathbf{f}', \mathbf{f})$ in Eq. (A6) is crucial. We can now express the braided fusion diagram depicted in Fig. 10b in terms of diagrams in canonical form, as done in Fig. 18, where $\alpha = (a,b,d,e,c)$, $\bar{\mathbf{f}} = (f_1, f'_2, f'_3 f_4, f_5)$ and $\mathbf{f}' = (f'_1, f'_2, f'_3, f'_4, f'_5)$. The final $B'$-operator can be replaced by the appropriate $R$-move. The corresponding matrix elements $\mathcal{H}_{s's}$ can be computed in the same way as described at the end of the previous section (Sec. A1). A pseudocode for computing the final state after such translations is Alg. 6, which clearly shows parallels to Alg. 5 when it comes to braids among the anyons.

Finally, let us briefly state the string of operators needed to compute the matrix elements $\mathcal{H}_{s's}$ for the braided fusion diagram given as example in the context of translations in $y$-direction in Fig. 12. The matrix elements are

$$
\mathcal{H}_{s's} = -t \sum_{f_1, f'_2, f'_3, f'_4, f'_5} S_{f_3 f'_4}^{(f_1)} \left[ B_{f_3 f'}^{f_1, d c} \right]_{f_3 f'_2} \left[ B_{f'_4 f'_5}^{f'_3, e c} \right]_{f_5 f'_5} \times U_x(\alpha, \bar{\mathbf{f}}, \mathbf{f}') \left[ B_{f'_5 f_5}^{f'_4, a c} \right]_{ca} S_{f'_5 f_5}^{(f'_4)} ,
$$

where the initial state $|s\rangle$ and the final state $|s'\rangle$ are again associated with the tuples $(f_1, f_2, f_3, f_4, f_5)$ and $(f'_1, f'_2, f'_3, f'_4, f'_5)$, respectively. Further, $\bar{\mathbf{f}} = (f_1, f'_2, f'_3, f_4, f'_5)$ and $\mathbf{f}' = (f'_1, f'_2, f'_3, f'_4, f'_5)$. Note that despite the transformation with $S^{(z)}$, reversing the orientation of the lines in the fusion diagrams, the same braid operators as for the other scenarios can be used; there

FIG. 17. A fusion diagram whose final anyon moves along a non-contractible loop can be expressed in terms of fusion diagrams in canonical form using $U_x(\alpha, \mathbf{f}', \mathbf{f})$, which is given by Eq. (A5), where $\mathbf{f}$ and $\mathbf{f}'$ are the tuples associated with the initial and final diagrams and $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N)$ contains the anyonic charges of the unbraided initial fusion diagram.

FIG. 18. Example showing how to express the braided fusion diagram in Fig. 10b in terms of diagrams in canonical form, where $\alpha = (a,b,d,e,c)$, $\bar{\mathbf{f}} = (f_1, f'_2, f'_3 f_4, f_5)$ and $\mathbf{f}' = (f'_1, f'_2, f'_3, f'_4, f'_5)$.
Algorithm 6 Computation of the final state after translating the $k$-th anyon by one lattice spacing in positive $x$-direction across cut $B$. The initial state $\langle (\alpha_k, \vec{r}_k)_{k=1}^N, \mathbf{f} \rangle$ is represented by $\vec{v}_i$. The matrices corresponding to braid operators only act on the subspace defined by the fusion degrees of freedom, i.e., on the second part in the tensor product $\langle (\alpha_k, \vec{r}_k)_{k=1}^N, \mathbf{f} \rangle$.

1: function TranslationCutB($\vec{e}_i, k, \{ \ldots \}$)
2: \hspace{1em} $n_{ccw}, n_{cw} \leftarrow$ number of anyons with which $\alpha_k$ is braided counter-clockwise and clockwise, respectively
3: \hspace{1em} $\vec{v} \leftarrow$ vector representing $\langle (\alpha_k', \vec{r}_k' + \delta_{kk} \vec{e}_i)_{k=1}^N, \mathbf{f} \rangle$
4: \hspace{1em} for $i \leftarrow 1$ to $n_{ccw}$ do
5: \hspace{2em} $B \leftarrow$ matrix corresponding to $B'_{f_{k-1+i}}$, where $\{ f_k \}$ are the fusion products associated with $\vec{v}$;
6: \hspace{2em} $f_{-1} \equiv 1, f_0 \equiv \alpha_1$
7: end for
8: \hspace{1em} $U_x \leftarrow$ matrix with $(U_x)_{ij} = U_x(\alpha, \mathbf{f}, \mathbf{f}'), \alpha = (\alpha_1, \ldots, \alpha_{k-1}, \alpha_{k+1}, \ldots, \alpha_N, \alpha_k)$
9: \hspace{1em} $\vec{v} \leftarrow U_x \cdot \vec{v}$
10: for $i \leftarrow 1$ to $n_{cw} - 2$ do
11: \hspace{2em} $B' \leftarrow$ matrix corresponding to $B'_{f_{k+i}}$, where $\{ f_k \}$ are the fusion products associated with $\vec{v}$;
12: \hspace{2em} $f_{-1} \equiv 1, f_0 \equiv \alpha_1$
13: end for
14: return $\vec{v}$
15: end function

is no need for any adjustments such as replacing charges with their conjugated ones. This can also be seen by noting that $S^{(2)}$ commutes with the braid operators $B$ and $B'$ since these operators do not change the charges $f_{N-1}$ or $f_N$ that determine the action of $S^{(2)}$. We can thus transform the fusion diagrams using the punctured torus $S$-matrix directly before applying $U_x(\alpha, \mathbf{f}, \mathbf{f}'), \alpha = (\alpha_1, \ldots, \alpha_{k-1}, \alpha_{k+1}, \ldots, \alpha_N, \alpha_k)$, as shown in Alg. 7, which contains a pseudocode for computing translations across cut $A$.

Algorithm 7 Computation of the final state after translating the $k$-th anyon by one lattice spacing in positive $y$-direction across cut $A$. The initial state $\langle (\alpha_k, \vec{r}_k)_{k=1}^N, \mathbf{f} \rangle$ is represented by $\vec{e}_i$. The matrices corresponding to braid operators only act on the subspace defined by the fusion degrees of freedom, i.e., on the second part in the tensor product $\langle (\alpha_k, \vec{r}_k)_{k=1}^N, \mathbf{f} \rangle$.

1: function TranslationCutA($\vec{e}_i, k, \{ \ldots \}$)
2: \hspace{1em} $n_{ccw}, n_{cw} \leftarrow$ number of anyons with which $\alpha_k$ is braided clockwise and counter-clockwise, respectively
3: \hspace{1em} $\vec{v} \leftarrow$ vector representing $\langle (\alpha_k', \vec{r}_k' + \delta_{kk} \vec{e}_i)_{k=1}^N, \mathbf{f} \rangle$
4: \hspace{1em} for $i \leftarrow 1$ to $n_{cw}$ do
5: \hspace{2em} $B' \leftarrow$ matrix corresponding to $B'_{f_{k-1+i}}$, where $\{ f_k \}$ are the fusion products associated with $\vec{v}$;
6: \hspace{2em} $f_{-1} \equiv 1, f_0 \equiv \alpha_1$
7: \hspace{2em} $\vec{v} \leftarrow B' \cdot \vec{v}$
8: \hspace{2em} for $i \leftarrow 1$ to $n_{cw} - 2$ do
9: \hspace{3em} $U_y \leftarrow$ matrix with $(U_y)_{ij} = \sum_{k,l} S^{(2)}_{i,j/k,l} U_y(\alpha, \mathbf{f}', \mathbf{f}) S^{(2)}_{i,j/l,k}$, the $N$-th entry in $f_l$, $\mathbf{f} = ((f_1), \ldots, (f_{N-1}), k)$, $\mathbf{f}' = ((f_1), \ldots, (f_{N-1}), l)$, $\alpha = (\alpha_1, \ldots, \alpha_{k-1}, \alpha_{k+1}, \ldots, \alpha_N, \alpha_k)$
10: \hspace{3em} $\vec{v} \leftarrow U_y \cdot \vec{v}$
11: \hspace{3em} for $i \leftarrow 1$ to $n_{ccw} - 2$ do
12: \hspace{4em} $B \leftarrow$ matrix corresponding to $B_{f_{k+i}}$, where $\{ f_k \}$ are the fusion products associated with $\vec{v}$
13: \hspace{4em} $f_{-1} \equiv 1, f_0 \equiv \alpha_1$
14: \hspace{4em} $\vec{v} \leftarrow B \cdot \vec{v}$
15: end for
16: return $\vec{v}$
17: end function

Appendix B: Proof of the Number of Wave Function Components Being Unaffected by the Anyon Ordering

Here, we show that for distinguishable anyons, the number of tuples $\mathbf{f}$, and thus the number of wave function components, does not depend on the anyon ordering. First, note that two distinct anyon orderings can be related by (multiple) permutations of neighboring charges $\alpha_n$ and $\alpha_{n+1}$ in the fusion diagrams in Eq. (9). We can thus focus on this case. Due to the associativity and commutativity of fusion, the fusion products $f_n, f_{n+1}, \ldots, f_N$ are unaffected by permuting $\alpha_n$ and $\alpha_{n+1}$. This also holds for the fusion products $f_1, f_2, \ldots, f_{n-2}$, which do not involve $\alpha_n$ and $\alpha_{n+1}$. For the unpermuted anyon ordering, the contribution of the fusion product $f_{n-1}$ to the number of tuples is $\sum_{\alpha} N^{f_{n-1}}_{f_{n-2}\alpha_n} N^{f_{n}}_{\alpha_{n+1}}$. For the permuted anyon ordering, the corresponding contribution is $\sum_{\alpha} N^{f_{n-1}}_{f_{n-2}\alpha_n} N^{f_{n}}_{\alpha_{n+1}}$. Due to the associativity of fusion, these two sums agree with each other since $\sum_{\alpha} N^{\alpha_{n+1}}_{\alpha_n} = \sum_{\alpha} N^{\alpha_{n+1}}_{\alpha_n} N^{f_{n}}_{\alpha_{n+1}}$ [65]. I.e., since the contribution of the only fusion product that is changed due to the permutation of $\alpha_n$ and $\alpha_{n+1}$ to the number of tuples is the same for the permuted and the unpermuted case, the number of tuples for both anyon orderings agree, $|\{ \mathbf{f} \}| = |\{ \mathbf{f}' \}|$. This implies that all anyon orderings feature the same number of tuples $\mathbf{f}$ and shows that we can indeed think of the wave function components as being associated with tuples that depend on the anyon ordering.

Appendix C: Effect of Mutual Bosonic Statistics

In section V, we excluded hopping that leads to multiple anyons being localized at the same site. In general, such scenarios may occur if the corresponding anyons do not pick up a non-trivial phase upon being exchanged. When dealing with identical anyons, this is usually not the case. This can however be relevant for anyons of different charge if one does not explicitly add hard-core interactions. Then, as we will see, one has to take special care when constructing the basis according to Sec. IV; the braids remain the same as discussed in Sec. V.

Suppose there are two anyons $a$ and $b$ located at posi-
tions \( \vec{r}_a \) and \( \vec{r}_b \), respectively, that fuse to anyon \( c \). The effect of exchanging the two anyons counter-clockwise is given by the \( R \)-moves:

\[
\psi_{a,b\rightarrow c}(\vec{r}_a, \vec{r}_b) = R_c^{ab} \psi_{a,b\rightarrow c}(\vec{r}_b, \vec{r}_a),
\]

where the first (second) argument in \( \psi_{a,b\rightarrow c} \) represents the position of anyon \( a \) (\( b \)). If both anyons are localized at the same site, i.e., if \( \vec{r}_a = \vec{r}_b \), the wave function can only be non-zero if \( R_c^{ab} = 1 \), that is, the two anyons are mutual bosons. Using this result, it is clear that the algorithm / braid rules for the different translations described above in Sec. V can also be applied if an anyon is translated onto an already occupied site, given this is allowed by the just discussed constraint. In particular, it does not matter whether anyons at the same site are braided with each other due to \( R_c^{ab} = 1 \).

There are a few things to be considered when constructing the basis states representing such lattice configurations. Let us start with fusion diagrams where all anyons located at the same sites fuse together and their fusion product then fuses with the intermediate fusion products according to the fusion convention rather then fusion product then fuses with the intermediate fusion products. An example for such a fusion diagram is given by

\[
\begin{array}{ccccc}
& & & & \\
& a & b & c & d & e \\
& & & & \\
f_1 & & & & \\
& & & & \\
f_2 & & & & \\
& & & & \\
f_3 & & & & \\
& & & & \\
f_4 & & & & \\
& & & & \\
f_5 & & & & \\
& & & & \\
\otimes & & & & \\
& & & & \\
\end{array}
\]

where anyons \( c \) and \( d \) are located at the same site. Diagrams as the one above allow to straight forwardly read off the \( R \)-moves corresponding to the constraint discussed above. In the given example, states corresponding to the fusion diagram in Eq. (C2) can only exist if \( R_{f_5}^{d} = 1 \). Having assured that the considered states can indeed exist, we can now bring the fusion diagram back to the canonical form (9) using \( F \)-moves; for the diagram in Eq. (C2), \( [F_{f_5}^{f_4} F_{f_3}^{f_4}]^{-1} \) needs to be used. There are two crucial observations to be discussed. Firstly, applying \( F \)-moves yields a superposition of fusion diagrams in canonical form. These superpositions correspond to the basis states for this anyon configuration, which is in contrast to the basis states introduced in Sec. IV. Secondly, when dealing with distinguishable anyons, we have fix an order in which anyons localized at identical sites fuse. The reason is that if two anyons of different charge located at the same site are first exchanged and then, the fusion diagram is brought to the canonical form, the intermediate fusion products of the obtained diagrams in the superposition may be different from the intermediate fusion products when not exchanging the anyons (see the discussion in Sec. IV B). As these two superpositions describe the same physical state, we have discard one of them. This can be done by introducing an "on-site fusion order" that fixes the order in which anyons localized at identical sites fuse. In the case depicted in Eq. (C2), we choose the on-site fusion order to be the alphabetical order.

To sum up, the first thing to do when dealing with multiple anyons at identical sites is to rewrite the fusion diagrams in such a way that anyons at the same sites directly fuse with each other. Then, using the \( R \)-moves, we can check whether or not the states associated with the diagrams can actually exist. If they do exist, we have to order the anyons at identical sites according to an on-site fusion order that we have to define. Finally, we can use \( F \)-moves to express the fusion diagrams as superpositions of fusion diagrams in canonical form, which serve as basis states. In general, there may be more than two anyons localized at a single site and multiple sites may be occupied by more than one anyon. Then, we start with fusion diagrams containing small fusion trees for each of those sites. Their fusion products fuse with the other fusion products of the anyons located at the other sites. The constraint above is changed such that at each vertex of the fusion trees for a single site, the corresponding \( R \)-move has to equal identity.

### Appendix D: Special Case of Abelian Anyons and Relation to Existing Algorithms

Here, we show that for abelian anyon models, our algorithm presented in Sec. V is related to the algorithm in Ref. [45] that was briefly sketched in Sec. II B for semions. More generally, the latter algorithm simulates \( N \) abelian anyons on a torus, where all anyons possess the same charge and a phase of \( \theta \) is acquired upon exchanging two of them, with \( e^{i2\theta N} = 1 \). Translating an anyon around the torus along a non-contractible loop is modelled using two \( M \times M \) matrices, where \( M \) is the smallest positive integer fulfilling \( e^{i\theta M} = 1 \), i.e., \( \theta = \pi p/M \) with \( p \) and \( M \) being coprime integers. To show the relation between the two algorithms, we choose the same starting point as in Ref. [45], that is, we only know the exchange statistics in terms of the phase \( \theta \) and first need to find an abelian anyon model that features the corresponding anyons. Then, based on this anyon model, we compute all relevant phases and matrices that are to be applied when translating the anyons and show the relation to the corresponding quantities in the algorithm in Ref. [45].

#### 1. Appropriate Abelian Anyon Models

First, we have to take a look at the anyonic charges of the given anyon model: From the string rules in Ref. [45]
that were also sketched Sec. IIIB, one can see that when fusing two anyons and exchanging this fusion product with another anyon, a phase of $2\theta$ is picked up since the phases associated with the fusion product’s string correspond to twice the phases associated with an initial anyon’s string. Thus, $M$ anyons fuse to the vacuum charge and as this is the minimal number of anyons to do so, there are overall $M$ anyonic charges in the anyon model. We will refer to these charges as $[a]_M$, $[a]_M \in \{0, ..., M - 1\}$, where $[a]_M = 0$ denotes the vacuum charge (note the changed convention compared to the main text) and $[a]_M = \eta$ with $1 \leq \eta \leq M - 1$ the charge of the anyons being simulated.

We can see from the discussion in Sec. IV A that due to the abelian nature, there are $M$ wave function components / tuples in total, agreeing with the dimensionality of the $M \times M$ matrices in Eq. (2.19) in Ref. [45]. For the description of the anyon model, we follow the relevant parts in Bonderson’s PhD thesis [65]. In the above notation, the fusion rules are

$$[a]_M \times [b]_M = [a + b]_M,$$  \hspace{1cm} (D1)

where anyon charges within the brackets $[\cdot]_M$ are always taken mod $M$. For convenience, the brackets $[\cdot]_M$ will only be written in the following where the corresponding arguments may not be in the set $\{0, ..., M - 1\}$. The $F$- and $R$-moves are given by

$$F^{a,b,c}_{[a+b+c]_M} = e^{i \frac{2\pi}{M} a(b+c-[b+c]_M)}$$

and

$$R^{a,b}_{[a+b]_M} = e^{i \frac{a}{\sqrt{M}} ab},$$

(D2)

the entries of the modular $S$-matrix, which corresponds to $S^{(0)}$, are

$$S_{a,b} = \frac{1}{\sqrt{M}} e^{i \frac{2\pi}{M} ab}.$$ \hspace{1cm} (D3)

Here, it was used that $R^{a,\eta}_{[2\eta]_M} = e^{i \theta}$ and assumed that the anyon model containing the appropriate $R$-moves is $\mathbb{Z}^{n+1/2}_M$ with $n = \frac{p}{2\pi} \in \{0, 1, ..., M - 1\}$ and $M$ even. I.e., $\eta$, and therefore also $n$, has to be chosen based on $p = M\theta/\pi$ in order to determine an appropriate anyon model. If there is no appropriate choice of $\eta$ such that $n$ fulfills the above constraint, the second type of abelian anyon models that includes $M$ distinct charges, $\mathbb{Z}^n_M$ with $n = \frac{p}{2\pi} \in \{0, 1, ..., M - 1\}$ has to be utilized. These models feature trivial $F$-moves and will be considered later on. Note that we can find an appropriate anyon model for every $p$ since for $\eta = 1$ and odd $p$, the condition for $\mathbb{Z}^{n+1/2}_M$ with $n = (p-1)/2$ is fulfilled, whereas for $\eta = 1$ and even $p$, the condition for $\mathbb{Z}^n_M$ with $n = p/2$ is fulfilled. We can thus restrict ourselves to $\eta = 1$ from now on.

2. Relating the Translation Processes

Let us now show that the matrices $\tau_i$ and $\rho_i$ (Eqs. (2.12) and (2.13) in Ref. [45]) and $\sigma_j = e^{i \theta}$ with $i \in \{1, ..., N\}$, $j \in \{1, ..., N - 1\}$ naturally arise from the rules in our algorithm. The operators corresponding to $\tau_i$ and $\rho_i$ move the $i$-th anyon along a non-contractible loop in positive $x$- and $y$-direction (without any translations in the perpendicular direction), respectively, $\sigma_j$ corresponds to counter-clockwise exchanging the $j$-th and $(j + 1)$-th anyon. Since $\tau_i$ and $\rho_i$ are matrices rather than operators, they are defined as the action of the above operators on a specific anyon configuration. This anyon configuration contains $N$ anyons, where the coordinates of the $i$-th anyon are denoted by $x_i$ and $y_i$ and fulfill $x_{i+1} > x_i$ and $y_{i+1} > y_i$ for $i = 1, ..., N - 1$ (Fig. 1 in Ref. [45]).

a. Translations in the Bulk

For the operations corresponding to $\sigma_j$, no cut has to be crossed, i.e., according to the rule in Fig. 8, it is given by

$$\sigma_j = \left[ P^{[j-1],1,1}_{[j+1],1,1} \right]_{[j]_M,[j]_M} = R_{[2],1}^{1,1} e^{i \theta} s_{[M]} = e^{i \theta} a_{[M]},$$ \hspace{1cm} (D4)

in agreement with what is found in Ref. [45].

b. Translations across Cut B

Using the above result and the rules in Figs. 10 and 12, it can be seen that $\tau_{j+1} = e^{-i 2\theta} \tau_j$ and $\rho_{j+1} = e^{-i 2\theta} \rho_j$ which also follows from the more general relations $\tau_{j+1} = \sigma_j^{-1} \tau_j \sigma_j^{-1}$ and $\rho_{j+1} = \sigma_j \rho_j \sigma_j$ [45, 60]. It thus remains to show that our algorithm reproduces $\tau_1$ and $\rho_1$. The former can be computed using Fig. 10 and Eq. (A5):
\[ \langle \tau_1 \rangle_{[a-1],M,a} = e^{i\theta (N-1)} \left[ F^{M-1,1,[a]}_{-a,M} \right]_{0,[a]} \left[ F^{1,1,-a}_{-a,M} \right]^{-1} \times \left[ F^{1,1,1}_{M} \right]^{-1} \prod_{j=0}^{N-4} \left[ F^{1,1,-j}_{M} \right]^{-1} \left[ -a,M,0 \right]_{[a],M,0} \]

\[ = e^{i\theta (N-1)} e^{i\pi/2 M ([-a,M] - [-a+1,M]) - (2-2[M]) - \sum_{j=0}^{N-4} ([-2-j,M] + 1 [-1-j,M])} \]

\[ = e^{i\theta (N-1)} e^{-i\pi (1+N/M+[-1/M])} \]

\[ = e^{i\theta (N-1)} e^{-i\pi N/M}, \]

where \( e^{i\theta (N-1)} \) originates from the braiding operations \( \sigma_j \) and \( N > 2 \) and \( M \geq 2 \) was assumed. The contribution \( ([a],M-[a+1],M) \) is either \(-1\) or \( M-1 \) and due to \( M \) being even and this contribution appearing in the exponential, both cases yield the same result. The sum in the exponent was found to equal \((N-3) + [2,M] - [-1,M]\), where it was used that \([N],M = 0\). Finally, \([x,M] = x - M[x/M]\) was utilized, where \([x,M]\) denotes the largest integer smaller than or equal to \( x \). For \( M = N = 2 \), the correct result \((\tau_1)_{[a-1],M,a}\) is given by \(-e^{i\theta}\) and thus also agrees with the above result. Equation \((D5)\) therefore holds for all allowed choices of \( M \) and \( N \); \( M = 1 \) is not considered since it corresponds to the trivial case of simulating vacuum charges.

According to Eq. \((D5)\), charge \( a \) is moving along the non-contractible loop in the initial state, whereas in the final state, that charge is \([a-1],M\), which can be seen by thinking of the wave function components as entries in a vector this matrix acts on. All other entries in \( \tau_1 \) are zero, i.e., \( \tau_1 \) is given by

\[ \tau_1 = e^{i\theta (N-1)} e^{-i\pi N/M} \begin{pmatrix} 0 & 1 & \cdots & 0 \\ 0 & 0 & \cdots & 1 \\ 1 & 0 & \cdots & 0 \end{pmatrix} . \]  

\[ \text{c. Translations across Cut A} \]

Using this result and Fig. 12, \( \rho_1 \) is computed to be

\[ \rho_1 = e^{i\theta (N-1)} e^{-i\pi N/M} \begin{pmatrix} 1 & e^{i\theta} & \cdots & e^{i\theta (M-1)} \\ e^{i\theta} & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots \\ e^{i\theta (M-1)} & \cdots & \cdots & 1 \end{pmatrix} . \]

\[ N \geq 2 \text{ and } M \geq 2. \text{ Written as matrix, } \rho_1 \text{ takes the form} \]

The two \( M \times M \) matrices in Eqs. \((D6)\) and \((D8)\) agree with the respective matrices in Ref. [45] except for the
prefactor. This is however of no concern as we can always choose to introduce fluxes in both directions that compensate the differences in phase.

In addition to the rules derived from the operators corresponding to \(\tau_i\), \(\rho_i\) and \(\sigma_{ij}\), for the algorithm simulating abelian anyons [45], one final rule is needed. If an anyon is translated across cut \(A\), the wave function picks up an additional factor of \(e^{i\theta}\) for each anyon located in the same column as the anyon being translated. This additional phase is naturally contained in our algorithm, see the rules summarized in Fig. 12. It thus follows that for abelian anyons, our algorithm reproduces the algorithm in Ref. [45].

Until now, we assumed that the appropriate abelian anyon model is given by \(Z_{n+1/2}^M\) for \(n = \frac{\eta}{2} - \frac{1}{2} \in \{0, 1, ..., M - 1\}\) (with \(\eta = 1\)) and \(M\) even, see App. D 1. However, if the appropriate anyon model turns out to be \(Z_n^M\) for \(n = \frac{p}{2} \in \{0, 1, ..., M - 1\}\), a very similar result is obtained: Due to the \(F\)-moves being trivial, the prefactor in Eq. (D6) is changed to \(e^{i\theta(N-1)}\) and the prefactor in Eq. (D8) becomes \(e^{-i\theta(N-1)}\). All other results remain unaffected. This implies that also for these models, the two matrices \(\tau_i\) and \(\rho_i\) can be made to agree with those in Ref. [45] by introducing external fluxes.

With this, it is shown that for abelian anyons, our algorithm is related to the algorithm discussed in Ref. [45]. It is to be stressed that the two algorithms use different conventions for external fluxes, which has to be kept in mind when verifying this relation numerically.

**Appendix E: Momentum States**

Due to the periodicity in \(x\)- and \(y\)-direction, it is possible to construct momentum states which block diagonalize the Hamiltonian \(\mathcal{H}\) given by Eq. (32). Before discussing the actual construction, let us first introduce a new notation for superpositions of the basis states introduced in Sec. IV. We have seen that tuples, which are used to associate fusion diagrams with the basis states, correspond to wave function components. By thinking of wave function components as different components of a vector, we can alternatively associate unit vectors with the tuples / fusion diagrams, i.e., we may associate tuple \(\vec{f}\) with the unit vector in the \(i\)-th direction, \(\vec{e}_i\). A different tuple \(\vec{f}'\) is then associated with a unit vector along another direction \(j \neq i\). Using this notation, we can write superpositions of basis states as

\[
\sum_i a_i|\alpha_k, \vec{r}_k\rangle_N |f_i\rangle \equiv |\alpha_k, \vec{r}_k\rangle_N \otimes |\sum_i a_i \vec{e}_i\rangle,
\]

(E1)

where \(a_i \in \mathbb{C}\) are arbitrary complex numbers and we associate unit vector \(\vec{e}_i\) with tuple \(\vec{f}_i\). We refer to the vector \(|\sum_i a_i \vec{e}_i\rangle\) describing the superposition of fusion diagrams as “fusion diagram amplitude vector” (FDAV) since the entries in its components correspond to the probability amplitude of the anyon configuration featuring the fusion processes associated with the respective fusion diagrams. We will further use the more convenient notation of \(|\vec{A}\rangle\) for the FDAV.

There are a few remarks to be made regarding the above definition. First of all, we can use the superpositions (E1) rather than the states in Eq. (24) as basis for computing the Hamiltonian \(\mathcal{H}\). We only need to ensure orthonormality, i.e., \(|\vec{A}\rangle \langle \vec{A}'| = 1\) and \(|\vec{A}\rangle \langle \vec{A}'| = 0\) for \(|\vec{A}\rangle \neq |\vec{A}'\rangle\). Further, all the operators acting on the fusion diagrams can be interpreted as matrices that are to be multiplied onto the FDAVs. I.e., the \(F\)-moves, \(R\)-moves, braid operators \(B\) and \(B'\) and the punctured torus \(S\)-matrices \(S^{(z)}\) become unitary matrices in the subspaces they act on. These subspaces are given by the components corresponding to fusion diagrams that are consistent with the indices of respective operators. The punctured torus \(S\)-matrices \(S^{(z)}\) for example represent unitary matrices in the subspaces corresponding to fusion diagrams for which \(f_{N-1} = z\) in Eq. (9). The matrices corresponding to the operators \(U_x (\alpha, \vec{f}_i, \vec{f}_j)\) defined by Eq. (A5) in App. A 2 turn out to be of particular interest for the construction of the momentum states. We thus introduce the notation

\[
\tilde{U}_x (\alpha)_{ij} = U_x (\alpha, \vec{f}_i, \vec{f}_j)
\]

(E2)

for these matrices. Multiplying \(\tilde{U}_x (\alpha)\) onto \(|\vec{A}\rangle\) thus corresponds to moving the final anyon in the fusion order around the torus in \(x\)-direction for each fusion diagram. Since this operation is reasonable for every fusion diagram / tuple, the matrices \(\tilde{U}_x (\alpha)\) are unitary in the space corresponding to all possible linear combinations of fusion diagrams. We can also express the property in Eq. (A6) in terms of \(\tilde{U}_x (\alpha)\):

\[
\tilde{U}_x (\sigma^{N-1}(\alpha)) \tilde{U}_x (\sigma^{N-2}(\alpha)) \ldots \tilde{U}_x (\alpha) = 1,
\]

(E3)

where \(\sigma(1, 2, \ldots, N) = (N, 1, 2, \ldots, N - 1)\) again.

Note that if there are distinguishable anyonic excitations in the system (see Sec. IV B), the tuples corresponding to all the allowed fusion diagrams in general depend on the anyon ordering. This means that while the dimensions of the vectors in the superpositions (E1) do not change, the fusion diagrams associated with the individual components might change when exchanging anyons of distinct charge.

Having introduced the new notation for superpositions of fusion diagrams, we can now discuss the construction of momentum states. To do this, we start in App. E 1 by taking a look at the action of the two operators \(\mathcal{T}_x\) and \(\mathcal{T}_y\) that translate all anyons in positive \(x\)- and \(y\)-direction, respectively. We then use this knowledge to construct the momentum states (App. E 2), where we first consider momentum eigenstates in \(x\)-direction in
App. E2a. These states are then extended to momentum eigenstates in both $x$- and $y$-direction in App. E2b. Lastly, in App. E3, we argue that the translation operators commute with each other and with the Hamiltonian $\mathcal{H}$, which is a requirement for them to block diagonalize $\mathcal{H}$. We also argue that both of the momentum states indeed form bases of the Hilbert space. Note that the final section does not contain information that is important for the construction of the momentum states. It can therefore be omitted.

1. The Translation Operators $T_x$ and $T_y$

In this section, we introduce the two translation operators $T_x$ and $T_y$ and discuss some properties that are crucial for the construction of the momentum states later on.

a. The Translation Operator $T_x$

Applying the translation operator $T_x$ onto an arbitrary state $|s\rangle = |(\alpha_k, \vec{r}_k)_{k=1}^N, \vec{A}\rangle$ does in general not only shift the anyons’ positions in positive $x$-direction, but does also change the FDAV $|\vec{A}\rangle$. From the braid rules discussed in the Sec. V, we know that braiding can only occur if anyons are translated over cut $B$ since $T_x$ translates all anyons simultaneously. If only one anyon is translated across cut $B$ upon applying $T_x$, the FDAV is multiplied by the matrix $\tilde{U}_x(\alpha)$ introduced above.

If multiple anyons are translated simultaneously over cut $B$, the resulting FDAV can be expressed in terms of multiple matrices $\tilde{U}_x(\alpha)$ being multiplied onto $|\vec{A}\rangle$. The reason for this can be seen when moving multiple anyons around the non-contractible loop in a fusion diagram. Successively applying $\tilde{U}_x(\alpha)$ on $|\vec{A}\rangle$ with the proper order of anyon charges in the arguments then takes care of the loops one after another, starting with the most inner one. In fact, such fusion diagrams are also obtained if $T_x$ is applied multiple times onto a state, where for each application, no more than a single anyon crosses cut $B$. Thus, the application of $T_x$ onto an arbitrary state can be written as

$$T_x|(|(\alpha_k, \vec{r}_k)_{k=1}^N, \vec{A}\rangle) = |(\alpha_k, \vec{r}_k + \vec{e}_x)_{k=1}^N, \vec{A}\rangle \otimes \prod_{i=0}^{n_x-1} \tilde{U}_x(\sigma^i(\alpha))|\vec{A}\rangle. \quad (E4)$$

Here, $\vec{r}_k + \vec{e}_x$ is understood modulo the lattice size due to the PBC. The product $\prod_{i=0}^{n_x-1} \tilde{U}_x(\sigma^i(\alpha)) = \tilde{U}_x(\sigma^{n_x}(\alpha)) \tilde{U}_x(\sigma^{n_x-1}(\alpha)) \ldots \tilde{U}_x(\sigma^1(\alpha)) \tilde{U}_x(\sigma^0(\alpha))$ is ordered, $\sigma(1, 2, ..., N) = (N, 1, 2, ..., N-1)$ and $n_x$ is the number of anyons being translated over cut $B$ when applying $T_x$.

From Eqs. (E3) and (E4), it can be seen that $T_x^{L_x} = 1$, i.e., both the final anyon configuration and the final FDAV after applying $T_x^{L_x}$ agree with the ones of the initial state. This is fairly obvious for the anyon configuration due to the PBC. That this also holds for the FDAVs can be seen when looking at an arbitrary fusion diagram as given in Eq. (9): Applying $T_x^{L_x}$ is in terms of the fusion diagrams equivalent to moving all $N$ anyons around the non-contractible loop, without any further braiding among them. As this is done with all anyons, the diagram is in fact equivalent to the initial one, as discussed in the context of Eq. (A6).

The insight above has important consequences: If an anyon configuration on the lattice possesses a periodicity $p_x$ with $0 < p_x < L_x$ such that applying $T_x^{p_x}$ yields the same anyon configuration again (where one also has to consider the anyonic charges, not only the positions), the matrices $\tilde{U}_x(\alpha)$ associated with these configurations have an additional property. Suppose that by applying $T_x^{p_x}$, $n_x = Np_x/L_x$ anyons are translated over cut $B$. Then, it follows from Eq. (E3) that

$$\left[\prod_{i=0}^{n_x-1} \tilde{U}_x(\sigma^i(\alpha))\right]^{L_x/p_x} \tilde{P}_{p_x} = 1 \tilde{P}_{p_x}, \quad (E5)$$

where $\tilde{P}_{p_x}$ denotes the projector onto the basis states associated with anyon configurations possessing a periodicity of $p_x$ in $x$-direction. This implies that within this subspace, $\prod_{i=0}^{n_x-1} \tilde{U}_x(\sigma^i(\alpha))$ is diagonalizable with eigenvalues $e^{2\pi i j p_x/L_x}$, $j \in \{0, 1, ..., L_x/p_x - 1\}$. In particular, if there are $N$ identical anyons on the lattice, the matrix $\tilde{U}_x(\alpha)$ (there exists only one matrix in this case as each possible configuration of the charges $\{\alpha_k\}$ is the same) is diagonalizable with eigenvalues $e^{2\pi i j N}$, $j \in \{0, 1, ..., N - 1\}$.

b. The Translation Operator $T_y$

Applying the translation operator in $y$-direction $T_y$ onto a state $|(\alpha_k, \vec{r}_k)_{k=1}^N, \vec{A}\rangle$ shifts the positions of all anyons by one lattice spacing in positive $y$-direction and entails braiding in the fusion diagrams if an anyon crosses cut $A$. This braiding occurs as summarized in Fig. 12 in Sec. V B. If multiple anyons are translated across cut $A$ simultaneously, this rule is applied for each of those anyons, where it is not important to apply the rule to the relevant anyons in a specific order, as can be seen from the following argument.

Suppose that two anyons $a$ and $b$ are translated across cut $A$ simultaneously, as depicted in diagrammatic form in Fig. 19. If we first apply the rule in Fig. 12 to anyon $a$ and then to anyon $b$, the fusion diagram on the left in Fig. 19 is obtained. On the other hand, if we first apply the rule to anyon $b$ and then to anyon $a$, the diagram on the right in Fig. 19 is obtained. In both cases, the line crossings can be resolved since the line of one anyon is always in front of / behind the line of the other one,
FIG. 19. When translating two anyons simultaneously across cut \( A \), it is not important to apply the rule summarized in Fig. 12 in a specific order. Applying it first on anyon \( a \) (left diagram) leads to the same result as applying it first to anyon \( b \) (right diagram).

which leads to the fusion diagram in the center of Fig. 19. Note that the presence of additional anyons that are not translated across cut \( A \) upon applying \( T_y \) does not change the above observation. It is straightforward to see from Fig. 12 that braids involving such anyons are independent from the order in which the rule in Fig. 12 is applied since the positions of these anyons in the fusion diagrams do not change.

With this argument, it becomes clear that anyons crossing cut \( A \) do not braid with each other. These anyons, however, do braid with all other anyons, which is not unexpected, given the rule in Fig. 12. Further, the same braided fusion diagram can be obtained if the anyons are translated over cut \( A \) one after another, that is, \( T_y \) is applied multiple times and each time no more than a single anyon crosses cut \( A \). This also implies that applying \( T_y^{L_y} \) moves all anyons around the non-contractible loop without braiding them with each other, as the above argument can be employed for each pair of anyons in this scenario. The resulting fusion diagram is thus equal to the one before the application of \( T_y^{L_y} \), implying that \( T_y^{L_y} = \mathbb{1} \) both in terms of the anyon configurations and the fusion diagrams.

In principle, one could now write the action of \( T_y \) onto an arbitrary state similar to Eq. (E4) in terms of \( B \)- and \( B' \)-operators, the punctured torus \( S \)-matrix and the matrices \( \tilde{U}_y(\alpha) \). We will forgo this since it would not add any benefits as the operator string is already evident from the rule in Fig. 12 and the example in App. A; it would be necessary to introduce many new auxiliary quantities in order to obtain a general, bloated expression that would have to be absorbed into another quantity anyways in order to maintain readable expressions. We will thus simply write

\[
T_y|((\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A})| = |((\alpha_k, \vec{r}_k + \vec{e}_y)^N_{k=1}) \otimes \tilde{U}_y((\alpha_k, \vec{r}_k)^N_{k=1})|, \tag{E6}
\]

where \( \vec{r}_k + \vec{e}_y \) is understood modulo the lattice size. \( \tilde{U}_y((\alpha_k, \vec{r}_k)^N_{k=1}) \) are matrices that apply the rule in Fig. 12 to the superposition of fusion diagrams encoded in \( |\vec{A} \rangle \) for each anyon that is translated across cut \( A \) when applying \( T_y \). These matrices do not only depend on the order of the anyons \( \{\alpha_k\} \) in the initial state, but also on their positions. We generalize this to the ordered product \( \prod_{k=0}^{N-1} \tilde{U}_y((\alpha_k, \vec{r}_k + (j-1)\vec{e}_y)^N_{k=1}) \tilde{U}_y((\alpha_k, \vec{r}_k + (j-2)\vec{e}_y)^N_{k=1}) \ldots \tilde{U}_y((\alpha_k, \vec{r}_k)^N_{k=1}) \) when applying \( T_y^{L_y} \).

It is to be emphasized that \( \tilde{U}_x(\alpha) \) as defined in Eq. (E4) and \( \tilde{U}_y((\alpha_k, \vec{r}_k)^N_{k=1}) \) as defined above are different in the sense that for each time an anyon crosses cut \( B \), \( \tilde{U}_x(\alpha) \) is to be applied, i.e., the total number of \( \tilde{U}_x(\alpha) \) to be applied depends on the particle number. \( \tilde{U}_y((\alpha_k, \vec{r}_k)^N_{k=1}) \) on the other hand is applied for each time \( T_y \) is acting on a state, which means the total number of \( \tilde{U}_y((\alpha_k, \vec{r}_k)^N_{k=1}) \) to be applied does not depend on the particle number.

Similar to the translation in \( x \)-direction, an anyon configuration might be periodic in \( y \)-direction with a periodicity \( p_y \) that is smaller than the lattice size, \( 0 < p_y < L_y \). In this case,

\[
\prod_{k=0}^{p_y-1} \tilde{U}_y((\alpha_k, \vec{r}_k + i\vec{e}_y)^N_{k=1})^{L_y/p_y} \mathcal{P}_{p_y}^y = 1 \mathcal{P}_{p_y}^y \tag{E7}
\]

holds with \( \mathcal{P}_{p_y}^y \) being the projector onto the subspace of anyon configurations possessing a periodicity of \( p_y \) in \( y \)-direction. This implies that \( \prod_{i=0}^{p_y-1} \tilde{U}_y((\alpha_k, \vec{r}_k + i\vec{e}_y)^N_{k=1}) \) is diagonalizable with eigenvalues \( e^{2\pi i j p_y/L_y}, j \in \{0, 1, ..., L_y/p_y - 1\} \).

\[c. \text{Combining } T_x \text{ and } T_y\]

We can further introduce the “mixed” periodicity \( \mathcal{P}_{p_x,p_y} \) involving translations in both \( x \)- and \( y \)-direction, which is defined by
where \( p_y' \leq p_y \) holds. Here, the operators \( T_x \) and \( T_y \) correspond to the parts in the translation operators \( T_x \) and \( T_y \) that act on the anyon configurations and not on the fusion diagrams. Using \([T_x, T_y] = 0\), which will be argued below in App. E 3a, it is evident that

\[
\begin{align*}
(p_x', p_y') = \min_i \left( \min_j \{(i,j) : T_y^j T_x^i ((\alpha_k, r_k)^N)_{k=1} = |(\alpha_k, r_k)^N)_{k=1}, 0 < i \leq L_x, 0 < j \leq L_y\} \right),
\end{align*}
\]

(E8)

subspace spanned by the anyon configurations possessing the mixed periodicity \((p_x', p_y')\). Similar to the other cases, it follows that \( \prod_{i=0}^{p_y'-1} \tilde{U}_y((\alpha_k, r_k + p_x' \vec{e}_x + i \vec{e}_y)^N)_{k=1} = \prod_{i=0}^{p_y-1} \tilde{U}_y((\sigma^i(\alpha))_{k=1}, \vec{A}) \) is diagonalizable with eigenvalues \( e^{2\pi i \gamma j / \gamma}, j \in \{0, 1, ..., \gamma - 1\} \).

2. Construction of Momentum States

Using the above relations, we can now construct momentum states in x- and y-direction.

a. Construction of Momentum States in x-Direction

Let us start by first constructing momentum states that exploit the translational invariance in x-direction, for which property (E5) is crucial. These states are

\[
|\langle \alpha_k, \vec{r}_k \rangle^N_{k=1}, k_x, \vec{A} \rangle \equiv \frac{1}{\sqrt{N_x}} \sum_{j=0}^{L_x-1} e^{ijk_x} T_x^j |\langle \alpha_k, \vec{r}_k \rangle^N_{k=1}, \vec{A} \rangle \]

\[
= \frac{1}{\sqrt{N_x}} \sum_{j=0}^{L_x-1} e^{ijk_x} |\langle \alpha_k, \vec{r}_k + j\vec{e}_x \rangle^N_{k=1} \rangle \otimes \prod_{i=0}^{n_x(j)-1} \tilde{U}_x(\sigma^i(\alpha)) |\vec{A} \rangle,
\]

(E10)

where \( n_x(j) \) denotes the number of anyons being translated across \( C \) when applying \( T_x^j \) onto \(|\langle \alpha_k, \vec{r}_k \rangle^N_{k=1}, \vec{A} \rangle\). \( N_x = L_x^2/p_x \) the normalization constant and \( k_x \) the momentum in x-direction with \( k_x \in \{0, 2\pi/L_x, ..., 2\pi(L_x - 1)/L_x\} \) if \( p_x = L_x \) with the periodicity in x-direction \( p_x \) (the case \( p_x < L_x \) is considered below). \(|\langle \alpha_k, \vec{r}_k \rangle^N_{k=1}, \vec{A} \rangle\) will be referred to as “reference state” of \(|\langle \alpha_k, \vec{r}_k \rangle^N_{k=1}, k_x, \vec{A} \rangle\), as it is the state generating the momentum state by being translated. From the definition in Eq. (E10), it can be seen that

\[
T_x |\langle \alpha_k, \vec{r}_k \rangle^N_{k=1}, k_x, \vec{A} \rangle = e^{-ik_x} |\langle \alpha_k, \vec{r}_k \rangle^N_{k=1}, k_x, \vec{A} \rangle.
\]

(E11)

as expected for a momentum state with momentum \( k_x \).

If the anyon configuration of \(|\langle \alpha_k, \vec{r}_k \rangle^N_{k=1}, \vec{A} \rangle\) in Eq. (E10) is periodic in x-direction with a periodicity \( p_x < L_x \), there is a constraint for the allowed momenta \( k_x \). By choosing \( |\vec{A} \rangle \) to be an eigenvector of
eigenstates of $\prod_{i=0}^{N_x(p_x)-1}\tilde{U}_x(\sigma^i(\alpha))$ have to be used as FDAVs. The momentum sectors in which such a state may exist are obtained by checking condition (E12). If there are multiple eigenstates $|\vec{A}\rangle$ to the same eigenvalue, it is to be assured that these eigenstates are pairwise orthonormal.

b. Construction of Momentum States in $x$- and $y$-Direction

Using the considerations for the translation operators discussed in App. E1 and those in the previous section, we can now construct momentum states possessing the momentum $k_x$ in $x$-direction and $k_y$ in $y$-direction:

\[
| (\alpha_k, \vec{r}_k)_{k=1}^N, \vec{k}, \vec{A} \rangle = \frac{1}{\sqrt{N_y}} \sum_{\gamma'=0}^{L_y-1} \sum_{\gamma=0}^{L_y-1} e^{ik_x + i\gamma y} T_y^\gamma T_x^\gamma | (\alpha_k, \vec{r}_k)_{k=1}^N, \vec{A} \rangle
\]

\[
| (\alpha_k, \vec{r}_k)_{k=1}^N, \vec{k}, \vec{A} \rangle = \frac{1}{\sqrt{N_y}} \sum_{\gamma'=0}^{L_y-1} \sum_{\gamma=0}^{L_y-1} e^{ik_x + i\gamma y} | (\alpha_k, \vec{r}_k + j\vec{e}_x + i\vec{e}_y)_{k=1}^N \rangle \otimes \prod_{i=0}^{L_y-1} \tilde{U}_y((\alpha_k, \vec{r}_k + j\vec{e}_x + i\vec{e}_y)_{k=1}^N) \prod_{i=0}^{N_x(p_x)-1} \tilde{U}_x(\sigma^i(\alpha))|\vec{A}\rangle,
\]

(E13)

where $\vec{k} = (k_x, k_y)^T$ denotes the momentum vector and $N_{xy} = L_y^2 L_y^2 / p_x p_y'$ the normalization constant. When there are no additional constraints due to the periodicities $p_x$, $p_y$, $p_x'$ and $p_y'$, the allowed momenta are given by $k_{x(y)} \in \{0, 2\pi/L_x(y) \ldots, 2\pi(L_x(y)-1)/L_x(y)\}$. Similar to the momentum eigenstates in $x$-direction, for $|(\alpha_k, \vec{r}_k)_{k=1}^N, \vec{k}, \vec{A} \rangle$

\[
T_x(y)| (\alpha_k, \vec{r}_k)_{k=1}^N, \vec{k}, \vec{A} \rangle = e^{-ik_x y} | (\alpha_k, \vec{r}_k)_{k=1}^N, \vec{k}, \vec{A} \rangle
\]

(E14)

holds. When constructing the momentum states for a reference state $|(\alpha_k, \vec{r}_k)_{k=1}^N, \vec{A} \rangle$ with non-trivial periodicities, there are multiple things to consider. First of all, if $p_x < L_x$, the same constraint as for momentum states in $x$-direction has to be fulfilled: $|\vec{A}\rangle$ has to be chosen to be an eigenvector of $\prod_{i=0}^{N_x(p_x)-1} \tilde{U}_x(\sigma^i(\alpha))$ and Eq. (E12) has to be fulfilled, restricting the allowed momenta in $x$-direction to $k_x = 2\pi n / p_x - 2\pi \beta / L_x$, $n \in \{0, 1, \ldots, p_x - 1\}$, where $\beta \in \{0, 1, \ldots, L_x(p_x-1)\}$ is determined by the second equation in Eq. (E12).

If $p_y < L_y$, $|\vec{A}\rangle$ has to be chosen to be an eigenvector of $\prod_{i=0}^{N_y(p_y)-1} \tilde{U}_y((\alpha_k, \vec{r}_k + i\vec{e}_y)_{k=1}^N)$ that fulfills

\[
e^{ip_y k_y e^{2\pi i\beta' y}/p_y L_y} = 1
\]

with $\prod_{i=0}^{p_y-1} \tilde{U}_y((\alpha_k, \vec{r}_k + i\vec{e}_y)_{k=1}^N) = e^{2\pi i\beta' y / p_y L_y} |\vec{A}\rangle$,  

(E15)

where $\gamma$ again denotes the least common multiple of $L_x/p_x'$ and $L_y/p_y'$. This restricts the allowed momenta to $k_y = 2\pi m / p_y' - 2\pi \beta_y / L_y$ and $k_y = 2\pi m / p_y' - 2\pi \beta_y / L_y$, $n \in \{0, 1, \ldots, p_y' - 1\}$, $m \in \{0, 1, \ldots, p_y - 1\}$ for all choices of $\beta_x$ and $\beta_y$ such that $\exp(2\pi i (\beta_x / L_x + \beta_y / L_y)) = \exp(2\pi i \beta'' / \gamma)$, where $\beta_x$ and $\beta_y$ are integers fulfilling $0 \leq \beta_x < L_x / p_x'$ and $0 \leq \beta_y < L_y / p_y'$ and $\beta'' \in \{0, 1, \ldots, \gamma - 1\}$ is determined by the second equation in Eq. (E16). Note that if $p_y' = p_y$, this case is already covered by combining the constraints due to the periodicities in $x$- and $y$-direction. In this case, Eq. (E16) does not correspond to an additional constraint.

If a reference state $|(\alpha_k, \vec{r}_k)_{k=1}^N, \vec{A} \rangle$ fulfills multiple of the conditions mentioned above ($p_x < L_x$, $p_y < L_y$, $p_y' < L_y$),
The FDAVs $|\tilde{A}\rangle$ need to be eigenvectors of all the corresponding operators. The allowed momenta for the momentum states $|(\alpha_k,\vec{r}_k)\rangle_{k=1}^N, \vec{k}, \vec{A}\rangle$ are then restricted by all the respective constraints given by Eqs. (E12), (E15) and / or (E16). Due to the commutation relation $[\mathcal{T}_x,\mathcal{T}_y] = 0$ (see App. E3a below), we can indeed choose the FDAVs to be simultaneous eigenstates of the relevant operators.

To summarize, when constructing the momentum states $|(\alpha_k,\vec{r}_k)\rangle_{k=1}^N, \vec{k}, \vec{A}\rangle$, we should first find the periodicities $p_x, p_y, p_x'$ and $p_y'$ of the anyon configuration and identify which of the three constraints discussed above need to be considered. Then, the FDAVs have to be chosen to be (simultaneous) eigenstates of the relevant operators, which also determines the allowed momenta. Different FDAVs to identical anyon configurations have to be orthogonal. Simultaneous eigenvectors of two operators can be found numerically using the Zassenhaus algorithm [85, 86], which computes a basis for the sum vectorspace.

The simultaneous eigenvectors of three operators can be found by applying the Zassenhaus algorithm a second time however, in the fusion diagrams, braiding occurs between anyons that cross cut $A$ and anyons that do not cross cut $A$.

First, let us note that the translation operator $\mathcal{T}_x$ as described in App. E1a can be thought of as applying the part of the Hamiltonian $\mathcal{H}$ that translates anyons in positive $x$-direction in arbitrary order on each site at which an anyon is located. This point of view is straightforward to verify using the rules summarized in Figs. 8 and 10. Due to the fact that all anyons are translated, there is no braiding between different anyons involved; they can at most move across cut $B$, which corresponds to moving the corresponding lines around the non-contractible loop in the fusion diagrams. Similarly, we can see from App. E1b that $\mathcal{T}_y$ can be thought of as applying the part of the Hamiltonian $\mathcal{H}$ that translates anyons in positive $y$-direction on each occupied site in arbitrary order. This time however, in the fusion diagrams, braiding occurs between anyons that cross cut $A$ and anyons that do not cross cut $A$.

From these considerations, it can be seen that $\mathcal{T}_x \mathcal{T}_y$ commutes with the part of $\mathcal{H}$ that translates anyons in $x$-direction ($y$-direction), that is, $\mathcal{T}_x \mathcal{T}_y \mathcal{T}_x^{-1} = \mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1}$ and $\mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1} = \mathcal{T}_x \mathcal{T}_y \mathcal{T}_x^{-1}$, where $\mathcal{T}_x \mathcal{T}_y$ are the translation operators in the Hamiltonian $\mathcal{H}$ in Eq. (32).

To argue that $\mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1} = \mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1}$, we note that the action of $\mathcal{T}_x \mathcal{T}_y$ is only non-trivial in terms of the fusion diagrams if the anyon located at $\vec{r}_i$ is translated across cut $A$. Even in this case, $\mathcal{T}_x \mathcal{T}_y \mathcal{T}_x^{-1} = \mathcal{T}_x \mathcal{T}_y \mathcal{T}_x^{-1}$ holds since $\mathcal{T}_x$ compensates all effects introduced by applying $\mathcal{T}_x^{-1}$. This can be understood intuitively by looking at Fig. 9. If the term $\mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1}$ was not equal to $\mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1}$, this inequality would need to show up in the fusion diagrams, that is, the braids would differ. This is equivalent to $\mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1} \mathcal{T}_x^{-1} = \mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1} \mathcal{T}_x^{-1} \neq 1$, which describes a process after which all anyons are again at their initial positions. This process can only be non-trivial in the fusion diagrams if one anyon circles around another one. Since this is not possible due to $\mathcal{T}_x$ translating anyons simultaneously, it follows that $\mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1} \mathcal{T}_x^{-1} = \mathcal{T}_x \mathcal{T}_y \mathcal{T}_y^{-1} \mathcal{T}_x^{-1}$ since after the process described by $\mathcal{T}_y \mathcal{T}_x \mathcal{T}_y^{-1} \mathcal{T}_x^{-1}$, all anyons are back at their initial positions without any braids due to $\mathcal{T}_y$ translating all anyons simultaneously. Overall, it thus follows that $[\mathcal{H}, \mathcal{T}_x] = [\mathcal{H}, \mathcal{T}_y] = 0$. Since both $\mathcal{T}_x$ and
\( \mathcal{T}_y \) commute with the parts in \( \mathcal{H} \) that translate anyons along the different directions and can be viewed as these very parts acting on all the anyons, it is clear that \([ \mathcal{T}_x, \mathcal{T}_y ] = 0 \) holds. Together with the other commutation relations, it follows that \( \mathcal{H} \) can be block diagonalized using the simultaneous eigenstates of \( \mathcal{T}_x \) and \( \mathcal{T}_y \) that are constructed in App. E.2.

b. Completeness of Momentum States in x-Direction

Here, we show that the momentum states \( |(\alpha_k, \vec{r}_k)^N_{k=1}, k_x, \vec{A}\rangle \) introduced in Eq. (E10) indeed form a basis of the Hilbert space, i.e., that different momentum states are orthogonal and that the number of momentum states equals the number of states in the original basis given by Eq. (24). As for the orthogonality, it is easy to see that two momentum states with unrelated reference states, meaning that the anyon configuration of one reference state can not be brought to the form of the anyon configuration of the other one using \( \mathcal{T}_x \)-operators, are orthogonal. We can thus focus on momentum states with related reference states and for those, we assume that the reference states possess identical anyon configurations. This does not further restrict the number of momentum states since a momentum state generated by a translated version of a reference state differs from the original one merely by a phase. The overlap between two momentum states whose reference states have identical anyon configurations is given by

\[
\langle (\alpha_k, \vec{r}_k)^N_{k=1}, k_x, \vec{A}|(\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A}\rangle \\
= \frac{1}{N_x} \sum_{j,j'=0}^{L_x-1} e^{i(jk_x-j'k_x')}(\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A}|\mathcal{T}_x^{j-j'}|(\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A}\rangle \\
= \frac{1}{N_x} \sum_{j,j'=0}^{L_x/p_x-1} \sum_{l,l'=0}^{L_x/p_x-1} e^{i(jk_x-j'k_x')}(\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A}|\mathcal{T}_x^{j-j'}|(\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A}\rangle = \frac{L_x^2}{N_x} \delta_{k_x,k_x'} \langle \vec{A}|\vec{A}\rangle.
\]

(E17)

First, each sum ranging from 0 to \( L_x - 1 \) appearing in the momentum states can be divided into two sums, where the limits of the first one are 0 and \( p_x - 1 \) and the limits of the second one are 0 and \( L_x/p_x - 1 \); both momentum states have the same periodicity since the reference states possess identical anyon configurations. Then, using that the overlap of the anyon configurations yields \( \delta_{j,j'} \), the sum over \( j \) is \( p_x \delta_{k_x,k_x'} \). The latter holds because the allowed momenta for a momentum state with periodicity \( p_x \) are \( 2\pi n/p_x - 2\pi \beta/L_x \), \( n \in \{0, 1, ..., p_x - 1\} \). The relevant part in the sum is thus \( \sum_{j=0}^{p_x-1} \exp 2\pi i (n - n')j/p_x = p_x \delta_{n,n'} \). It is already used that the eigenvalue of \( \prod_{i=0}^{n_x(p_x)-1} \mathcal{U}_x (\sigma^i(\alpha)) \) for both of the two reference states is identical due to the overlap \( \langle \vec{A}|\vec{A}\rangle \). One finally arrives at the last expression in Eq. (E17), which states that both the momenta and the FDAVs have to be identical for a non-zero overlap. As we already argued that the anyon configuration also has to match, it follows that the momentum states are pairwise orthonormal. This calculation also shows that \( N_x = L_x^2/p_x \).

There is a straightforward argument that the total number of momentum states \( |(\alpha_k, \vec{r}_k)^N_{k=1}, k_x, \vec{A}\rangle \) is the same as the total number of states \( |(\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A}\rangle \) in the original basis: Every given anyon configuration possesses a periodicity \( p_x \leq L_x \). By using a certain configuration for the reference state, one can generate \( p_x \) different momentum states. At the same time, for the original basis, there are also \( p_x \) states that have this exact anyon configuration with the only difference being that all anyons are translated in x-direction by 0, 1, ..., \( p_x - 1 \) sites. Taking the FDAVs into account yields a similar result. Due to the fact that \( \prod_{i=0}^{n_x(p_x)-1} \mathcal{U}_x (\sigma^i(\alpha)) \) is diagonalizable, the number of eigenvectors coincides with the number of distinct FDAVs of the original basis and thus, it follows that the number of momentum states equals the number of states in the original basis. Therefore, the momentum states \( |(\alpha_k, \vec{r}_k)^N_{k=1}, k_x, \vec{A}\rangle \) indeed form a basis of the Hilbert space.

c. Completeness of Momentum States in x- and y-Direction

In order to show that the momentum states \( |(\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A}\rangle \) also form a basis of the Hilbert space, we first show their orthogonality, similar to the procedure for the momentum states in x-direction \( |(\alpha_k, \vec{r}_k)^N_{k=1}, k_x, \vec{A}\rangle \). Momentum states generated by reference states whose anyon configurations can not be made to agree with each other by applying \( \mathcal{T}_x \) - and \( \mathcal{T}_y \)-operators are orthogonal. Thus, we assume in the following that the considered momentum states are generated by the same reference state. The overlap between two such momentum states with momenta \( \vec{k} = (k_x, k_y) \) and \( \vec{k}' = (k'_x, k'_y) \) is
\[
\langle (\alpha_k, \vec{r}_k)^N_{k=1}, \vec{k}, \vec{A}' | (\alpha_k, \vec{r}_k)^N_{k=1}, \vec{k}, \vec{A} \rangle
\]
\[
= \frac{1}{N_{xy}} \sum_{j,j'=0}^{L_x-1} \sum_{l,l'=0}^{L_y-1} e^{ij(k_x-j'k'_x) + il(k_y-l'k'_y)} \langle (\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A}' | T_y^{l-l'} T_x^{j-j'} | (\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A} \rangle
\]
\[
= \frac{L_x^2 L_y^2 / p_x p_y}{N_{xy}} \delta_{k_x,k'_x} \delta_{k_y,k'_y} \langle \vec{A}' | \vec{A} \rangle.
\]

The calculation is similar to the one in Eq. (E17): Using the definition of the translation operators and the relations (E12), (E15) and (E16), the sums over \( j, j' \) and \( l, l' \) yield \( \delta_{k_x,k'_x} L_x^2 / p_x \) and \( \delta_{k_y,k'_y} L_y^2 / p_y \) and the FDAVs’ scalar product. The periodicity \( p_y \) appears instead of \( p_y \) since in the definition of the mixed periodicity in Eq. (E8), we first minimize with respect to the translations in \( y \)-direction. From Eq. (E18), we see that the momentum states \((\alpha_k, \vec{r}_k)^N_{k=1}, \vec{k}, \vec{A} \rangle\) are orthonormal.

There is also an argument that the total number of momentum states \((\alpha_k, \vec{r}_k)^N_{k=1}, \vec{k}, \vec{A} \rangle\) agrees with the total number of basis states \((\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A} \rangle\). For a given anyon configuration, each combination of translations in \( x \)- and \( y \)-direction is also contained in the latter basis, where the number of translations in \( x \)- and \( y \)-direction have to be chosen such that double counting is avoided. If we now use this anyon configuration (or an arbitrary translation of it) for the reference state to generate all allowed momentum states, it can be seen from the constraints (E12), (E15) and (E16) that the number of momentum states with distinct momentum quantum numbers agrees with the number of states \((\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A} \rangle\) that possess this anyon configuration modulo translations. A similar result is obtained when also considering the FDAVs. As \( T_x \) and \( T_y \) are unitary and commute, these operators can be simultaneously diagonalized. It follows that the number of eigenvectors agrees with the dimensions of the FDAVs and thus also with the number of states \((\alpha_k, \vec{r}_k)^N_{k=1}, \vec{A} \rangle\). Using this result and the orthonormality, it is shown that the momentum states with momentum in \( x \)- and \( y \)-direction indeed form another basis of the Hilbert space.

Appendix F: Constraints on the Phases Associated with Non-trivial Loops

As previously mentioned in Sec. V B, there are different conventions [45, 46, 70, 83] regarding which phase is to be picked up by the wave function when an anyon is translated along a non-trivial loop around the torus. This phase is independent of the presence of other particles, that is, it is also relevant for the single particle case and thus has to be considered in addition to the statistical effects among the anyons. It is clear that such phases cannot be model dependent if they are truly associated with the anyons themselves.

An answer to the question of which values such phases are allowed to take can be found using TQFT. The action of Wilson loop operators \( W_a(C) \) [27, 57], which act along closed loops \( C \), corresponds to creating an anyon-antianyon pair \((a, \bar{a})\), moving one of the anyons along \( C \) and letting the anyons annihilate again. If translating anyons along non-trivial loops results in non-trivial phases, such phases must be consistent with the Wilson loop operators and their properties. In particular, the Wilson loop operators fulfil the Verlinde algebra [87]:

\[
W_a(C) W_b(C) = \sum_c N_{ab}^c W_c(C).
\]

Let us now assume that there are multiple choices for the phases we are interested in. Then, Eq. (F1) has to hold for each of these choices. We can thus replace\(^8\) \( W_a(C) \rightarrow \alpha_a W_a(C) \) \((|\alpha_a| = 1)\) to derive a constraint on the allowed phases. In general, this implies that \( \alpha_c = \alpha_a \alpha_b \) if \( N_{ab}^c > 0 \), which already fixes \( \alpha_1 = 1 \) (due to \( N_{11}^1 = 1 \)) for the vacuum charge.

Let us focus on what the above implies for the models considered in this work. For abelian anyon models, using the notation introduced in Sec. D (i.e., the vacuum charge is now denoted by \( 0 \)), we arrive at \( \alpha_n = e^{2\pi i n/M} \) with \( l \in \{0, 1, ..., M-1\} \) for a model containing \( M \) anyonic charges, where \( M = 2 \) for the semionic anyon model. It has already been pointed out in Ref. [45] that all these choices for \( \alpha_n \) are equivalent. For Fibonacci anyons, we obtain the equation \( \alpha_2^2 (W_1(C) + W_{\psi}(C)) = W_1(C) + \alpha_2 W_{\psi}(C) \), implying \( \alpha_2 = 1 \). For Ising anyons, using \( N_1^\sigma = 1 = N^{\bar{\sigma} \bar{\psi}} \), we get \( \alpha_\psi = 1 \) and \( \alpha_\sigma = \pm 1 \).

Note that replacing the Wilson loop operators along the non-trivial loops \( W_a(C) \rightarrow \alpha_a W_a(C) \) does also

\(^8\) If we think of Wilson loop operators as consisting of local operators that translate anyons from one lattice site to a neighboring one (assuming there is one anyon localized on one of the two sites), we can interpret this replacement as introducing this phase only for the operators translating anyons over cuts \( A \) and \( B \) in our convention (see Fig. 6). In particular, this means that Wilson loop operators acting along trivial loops are not affected.

\(^9\) Doing a quick analysis of the energy spectrum for different lattice sizes, we found no differences between the choices \( \alpha_\sigma = 1 \) and \( \alpha_\sigma = -1 \); the momenta are however shifted accordingly. This suggests that both choices are equivalent, similar to the abelian case.
affect the $S$-matrix, see, e.g., the relevant equations in Ref. [87]. The $S$-matrix then includes both the mutual statistics of the anyons and these phases. Further, note that it is also possible to use different choices for $\{a_\alpha\}$ for the non-trivial loops along different directions, as long as consistency is ensured.

Having found whether or not the phases of interest are unique, we still need a method to actually determine them since the above considerations only show how one set of phases can be obtained from another one. We choose the determine the phases by considering string-net models [10]. For these models, acting with Wilson loop operators $W_a(C)$ onto the vacuum state only yields trivial phases, which in particular also holds for non-trivial closed loops (the action of $W_a(C)$ does have additional effects on the vacuum state, which are of no interest for this discussion). Specifically, there are string-net models that realize the doubled versions of the three anyon models we consider, meaning that we are indeed correct in setting these phase factors to one.

Note that the above discussion does not necessarily mean that other choices for the phases, as found in, e.g., Refs. [46, 70, 83] are false. As already noted in Ref. [70], the phases may actually be model-dependent. The Read-Rezayi state [16], for example, exhibits a $U(1)$ symmetry that can be thought of as gauge freedom if the physical system does not choose a particular $U(1)$ sector.
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