A hybridised CSAGA method for damage detection in structural elements
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Abstract. In recent years, significant developments have been noticed in nondestructive techniques for damage detection in cracked structures. Some of the proposed methods can be used to find out the existence of the crack; other methods locate and simultaneously find out the damage severity. In the current investigation, a novel hybridised method is proposed for damage detection in structural elements. The proposed method can be used to investigate both location and nature of damage in structures within a reasonable time limit. The problem in the current analysis requires a set of dynamic parameters that depend on the dynamics of the cracked structure due to the presence of the crack. In the present study, the first three natural frequencies of a structure are considered as the inputs to find out the damage location. A finite element method is used to generate the first three natural frequencies of a cracked cantilever beam with multiple cracks. A method hybridizing the nature-inspired artificial intelligence techniques has been implemented for crack detection. Here, clonal selection algorithm and genetic algorithm have been integrated to design the framework of the hybrid technique. The changes in the natural frequencies are given as inputs to the hybrid technique and the output from the technique is the locations of damage.
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1 Introduction

Damage detection of systems represents an important research topic widely investigated. During the last two decades, several researches have been conducted with reference to beams, trusses, plates, shells, bridges, offshore platforms, and other large civil, aerospace, and composite structures to detect structural damages by monitoring the dynamic response of the systems. The changes in the physical properties cause changes in the modal properties. The aim of this paper is to derive a simple procedure for estimating the damage in structures based on changes in the modal parameters using artificial intelligence (AI) techniques.

Different natural evolution-based AI techniques and vibration analyses [1,2] are used to detect the number, location, and the extent of multiple cracks in structural elements. Free and forced vibration analysis [3] of the cracked structures is also considered for vibration analysis, where the end conditions, materials, geometry [4], and so on are also taken as the decisive parameters. During the mathematical modelling of the crack, most of the authors have considered additional flexibility [5,6] model or reduction in stiffness model. Furthermore, to make the analysis of nonlinearity in the vibration-based fault detection methods, the finite element analysis [7,8] is used.

In the recent days, numbers of software packages are available, which makes the analysis easier reference [9] proposed a Hilbert–Huang transform (HHT)-based approach for the detection of damage severity in structural elements. In their investigation, they have validated the effectiveness of HHT method reference [10] proposed an iterative procedure based on regularisation to identify the damages present in buildings. They used a limited noisy vibration measurement as their tool for damage assessment.

The techniques used in the present work are clonal selection algorithm (CSA) and genetic algorithm (GA). CSA is one type of artificial immune system (AIS) [11–13], which describes basic features of natural immune system of our body. AIS-based computational methods [14–16] can be used to find optimal solutions in different applications in several fields. CSA demonstrates the
theory that the cells that can recognise the antigens are selected to proliferate. The clonal selection theory (CST) explains the response to an antigenic stimulus in a flexible immune system.

GAs are stochastic search algorithm inspired from the evolutionary principle of natural selection and genetics. The algorithm mainly follows the idea of survival of the fittest first laid down by Charles Darwin. Many real-world problems that are difficult to be solved by traditional methods find an alternative in GAs. From decades, GAs are applied in different fields with good performance efficacy. The GAs are also proposed in many of the works of fault detection [2,17,18]. To improve the efficiency of the GA by significant improvement of convergence performance hybrid, GAs [19,20] have been proposed at different times.

The current work aims at advancing damage detection methods by proposing a hybridisation method for crack detection. The results suggest the evidence of presence of crack. A 2D finite element model was developed to study the modal properties and identify the presence of crack in the structural element. In this paper, the hairline transverse crack is modelled using finite element analysis (FEA). Then, the first three natural frequencies are extracted and converted into relative values from FEA. The relative values of the crack depth and crack location (rcd, rcl) are also found using similar method. This work considers only the natural frequencies because they are less prone to error while calculating. The relative first natural frequency (rfnf), relative second natural frequency (rsnf), and relative third natural frequency (rtnf) are treated as the input variables in the proposed method. The outputs from the system are the relative values of the crack depth (rcd) and crack location (rcl), which in turn contains the information of damage severity. The reason behind the idea to take the relative values of the input and output variables is to lessen the coding error and running time of the algorithm when fed to it. The proposed method is a type of inverse analysis problem. Here, by giving the crack depths and crack locations, the natural frequencies are found out using theoretical, finite element, and experimental analyses. These set of crack locations and first three natural frequencies are used as data set.

2 Theoretical analysis of the cracked beam

In the present work, a cantilever beam with multiple transverse hairline cracks has been modelled. The transverse surface crack is having depth $a_1$ (or $a_2$), width $B$, and height $W$. The dimension of the matrix depends on the degrees of freedom. In this work, a $2 \times 2$ matrix is considered. Here, the cantilever beam is subjected to axial force $P_1$ and bending moment $P_2$, as shown in Figure 1. The application of axial force and bending moment gives coupling with longitudinal and transverse motion.

According to Tada [21], the strain energy release rate at the fractured section can be written as

$$J = \frac{1}{E} (K_{11} + K_{12})^2,$$

where

$$\frac{1}{E} = \frac{1 - \nu^2}{E}$$

(for plain strain condition)

$$\frac{1}{E}$$ (for plain strain condition) \hspace{1cm} (1)

$K_{11}$ and $K_{12}$ are the stress intensity factors of mode I (opening of the crack) for load $P_1$ and $P_2$, respectively. Taking $U_i$ as the strain energy due to the crack and applying Castigliano’s theorem, the additional displacement along the force $P_i$ can be calculated:

$$u_i = \frac{\partial U_i}{\partial P_i}. \hspace{1cm} (2)$$

By definition, the flexibility influence coefficient $C_{ij}$, which forms the elements of the flexibility matrix, can be written as

$$C_{ij} = \frac{\partial u_i}{\partial P_j} = \frac{\partial^2}{\partial P_i \partial P_j} \int_0^a J(a) da \hspace{1cm} (3)$$
After finding out all the four coefficients of the flexibility matrix, the local stiffness matrix can be obtained by taking the inversion of compliance matrix, that is,

\[
K = \begin{bmatrix} K_{11} & K_{12} \\ K_{21} & K_{22} \end{bmatrix} = \begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix}^{-1} \tag{4}
\]

The stiffness matrices for both the cracks are given in the following equations:

\[
K^1 = \begin{bmatrix} K^1_{11} & K^1_{12} \\ K^1_{21} & K^1_{22} \end{bmatrix} = \begin{bmatrix} C^1_{11} & C^1_{12} \\ C^1_{21} & C^1_{22} \end{bmatrix}^{-1} \tag{5}
\]

\[
K^2 = \begin{bmatrix} K^2_{11} & K^2_{12} \\ K^2_{21} & K^2_{22} \end{bmatrix} = \begin{bmatrix} C^2_{11} & C^2_{12} \\ C^2_{21} & C^2_{22} \end{bmatrix}^{-1} \tag{6}
\]

From the governing equations of free vibration mode of the cracked beam, the normal function for the system can be defined as follows:

\[
U_1(x) = A_1 \cos(K_x x) + A_2 \sin(K_y x) \tag{7}
\]

\[
U_2(x) = A_3 \cos(K_y x) + A_4 \sin(K_y x) \tag{8}
\]

\[
U_3(x) = A_5 \cos(K_y x) + A_6 \sin(K_y x) \tag{9}
\]

\[
Y_1(x) = A_7 \cosh(K_y x) + A_8 \sinh(K_y x) + A_9 \cos(K_y x) + A_{10} \sin(K_y x) \tag{10}
\]

\[
Y_2(x) = A_{11} \cosh(K_y x) + A_{12} \sinh(K_y x) + A_{13} \cos(K_y x) + A_{14} \sin(K_y x) \tag{11}
\]

\[
Y_3(x) = A_{15} \cosh(K_y x) + A_{16} \sinh(K_y x) + A_{17} \cos(K_y x) + A_{18} \sin(K_y x) \tag{12}
\]

Here, \(U_1(x, t), U_2(x, t), \) and \(U_3(x, t)\) are the normal functions of longitudinal vibration for the sections before and after the crack and \(Y_1(x, t), Y_2(x, t), \) and \(Y_3(x, t)\) are the normal functions of bending vibration for the same sections.

Analysing the normal functions of the longitudinal and bending vibration conditions, the characteristic equation (the determinant) of the system can be written as follows:

\[
|Q| = 0 \tag{13}
\]

This determinant \(|Q|\) is a function of natural circular frequency (\(\omega\)), the relative location of the crack (\(\beta\)), and the local stiffness matrix (\(K\)), which in turn is a function of the relative crack depth (\(a/W\)).

3 Finite element analysis of the cracked beam

The ALGOR V 19.3 SP 2 finite element program was used for vibration analysis of the uncracked and cracked cantilever beam. For this purpose, the beam element with different multiple cracks was plotted using CATIA V5R15 software. For this analysis, different crack depths and crack locations were taken. The uncracked and cracked beam model was then analysed in ALGOR environment. First of all, the mesh generation was performed. The mesh size was around 1.4529 mm, and approximately 33 369 elements were created. Then, from the tool command, FEA model was created by using the FEA editor. Thereafter, the parameters such as element type and material name were defined in the ALGOR environment. Then, cantilever boundary conditions were modelled by constraining all degrees of freedom of the nodes located on the left end of the beam. The model unit was then changed to S.I. standards. In the analysis window, the particular analysis type was then selected (natural frequency, i.e. modal analysis). Then, the analysis was performed and the three modes of natural frequencies at different crack locations and crack depths of the cantilever beam were noted down. Figure 2 shows the first three modes of vibration of the cracked beam after finite element analysis.

As already stated in Section 1, the finite element model has been used for the identification of crack. The change in the natural frequencies and modal values during the analysis can be used as crack identification technique.

4 The clonal selection algorithm

The antigens (Ag) are chosen randomly and are presented to the antibodies in the collection or stock (dataset). The antigens represent the data from the field, that is, the values given from the working area. Here, each antibody and antigen is coded using binary encoding scheme. Then, the antibody population is subjected to affinity measurement. In the present work, Hamming distance method is used for affinity matching operation. The antigens represent the data from the field, that is, the values given from the working area. Antibodies and antigens are presented in Figure 3.

After choosing all the encoding scheme and parameters of the operations, CSA is developed for the described purpose. The main aspects of this kind of immune system are preservation of memory cells functionally disconnected from the repository cloning and selection of the most stimulated cells, rejection of nonstimulated cells, similarity maturation, reselection of the clones with higher affinity, preservation of diversity, and hypermutation proportional to the cell affinity. The following steps describe the algorithm used for the above said purpose:

i. A set (Q) of candidate solutions (antibodies) composed of the subset of memory cells (M) added to the remaining (Qc) population (Q = Qc + M) is generated.

ii. The antibodies and antigens are encoded (binary encoding) before fitness evaluation. All the individuals in population Q are evaluated using the fitness function for affinity measurement.

iii. Based on the affinity measure results, the n best individuals of the population (Qa) are selected.

iv. These n best individuals of the population reproduce to form a population of clones (C). The number of clones depends directly on the affinity measurement with the antigen.

v. The population of clones is submitted for hypermutation. The mutation rate is indirectly proportional
to the affinity of the antibody with the antigen. After mutation, a population \((C_m)\) of mutated clones is generated.

vi. The affinity function is again applied to each member of the population \((C_m)\). The highest scoring candidate is credited as the memory cell. If the affinity value for the antigen is greater than the current memory cell, then the new memory cell will replace current memory cell and will become the current memory cell for the next iteration.

vii. The antibodies with trivial affinity scores will be replaced by new randomly generated antibodies.

viii. Steps (2)–(7) are repeated in each iteration of the algorithm.

Fig. 2. Modes of vibration of the cracked beam after finite element analysis.
The algorithm terminates when it meets the threshold values.

5 The genetic algorithm

GA is inspired from the natural evolution phenomena based on Darwin’s theory of natural selection. First, an initial population of candidate solutions are randomly generated which are encoded as chromosomes. The evolution population depends on the principle of survival of the fittest to hopefully produce better and better individuals when the chromosomes (candidate solutions) undergo the genetic operations like selection, recombination, and mutation. In this paper, the chromosomes contain the encoded form of rfnf, rsnf, rtnf, rcd, and rcl. The initial population is generated from the data gathered from FEM and experimental analysis.

The encoding of chromosomes (Fig. 4) used in the current problem is the bit string/binary encoding. Each gene of the chromosome may be either 0 or 1. The gene/bit strings contain the information about the solution.

A fitness function evaluates the fitness of the chromosomes from the set of input variables. A fitness value is computed for each individual in the population. The objective is to find the individual with the highest fitness. After evaluating the fitness of all the initial population candidates, the individuals are ranked according to the fitness. Two of the best candidates are chosen as the parents for crossover operation. For crossover operation, different types of crossovers can be used. Here, two-point crossover (Fig. 5) is used: the parts between these points are crossed and copied between the parents. Figure 5 represents the scheme of two-point crossovers.

After crossover, if needed, mutation (Fig. 6) is operated in the individuals. This operator introduces a change in the chromosome’s genes, and new information is added to the population. Mutation also prevents the population from converging too fast and being getting trapped into the local minima. Mutation is always kept short, within the range of 0.001–0.01. Figure 6 represents the mutation operation used in the current work.

The following steps are used in the GA formulation for the current problem:
1. First of all, the variables and fitness function are selected.
2. A data pool (initial population) containing 20 data sets (individuals) is created.
3. This data pool is acquired from FEA and theoretical analysis.
4. Two parents (i.e., two data sets) from data pool (i.e., from 20 data sets) using fitness function are selected.
5. Then, the chosen parents are converted to binary string from decimal values.
6. The binary string is randomly cut at any point for doing crossover.
7. The children (two in numbers) from the parents are found out.
8. Then, the fitness values of the parents and children are compared to find out the best fit member.

GA begins by defining input variables whose values are to be optimised using fitness function and output variables whose values are to be anticipated using genetic operators.

The fitness function to be minimised is defined as follows:

\[
\text{Fitness function} = \sqrt{(f_n f_{\text{field}} - f_n f_{x_1})^2 + (s_n f_{\text{field}} - s_n f_{x_2})^2 + (t_n f_{\text{field}} - t_n f_{x_3})^2}
\]

where:
- \(f_n f_{\text{field}}\) = First natural frequency of the field;
- \(f_n f_{x_1}\) = Relative first natural frequency;
- \(s_n f_{\text{field}}\) = Second natural frequency of the field;
- \(s_n f_{x_2}\) = Relative second natural frequency;
- \(t_n f_{\text{field}}\) = Third natural frequency of the field;
- \(t_n f_{x_3}\) = Relative third natural frequency;
- \(i\) = number of iterations.
9. If the child comes as a best fit, then it is added to the data pool, and a new set of data pool is created.
10. After generating a new population, the process of selection and crossover is repeated.
11. If needed, mutation is done after 20–30 crossovers (if the solution of at least three generations does not vary largely with each other), until we get the best fit for the given set of natural frequencies or the stopping criteria are not met.
12. If a parent comes as the best fit, then the desired output (rcd, rcl) is the output of that set.
13. Steps (2)–(12) are repeated in each iteration, until the algorithm meets the threshold values.

The algorithm terminates when it meets the threshold values.

6 Application of the CSAGA method in damage detection

As described in previous sections, in the standard CSA, the population of antibodies evolves rapidly to match the antigens. CSA is devoid of crossover/recombination operation of the antibody gene in the algorithm. But in some cases, crossover can provide a higher level of genetic recombination than mutation. So the recombination operations are borrowed from GA so that there would be introduction of some cross action between the antibodies which will improve the diversity in antibodies after hypermutation.

The fusion can be described in two steps. In the first step, a data pool (initial population) of antibodies evolve rapidly to match the antigens. Both the antigens and antibodies are encoded using binary strings (bits). After the affinity maturation (evaluation of the antibodies according to their fitness values), the selected antibodies undergo proliferation (cloning).

After this point of development of the algorithm, GA is introduced to the sequences of the CSA. Two of the cloned antibodies are selected as the parents for crossover based on the affinity value towards the antigens. Mutation is implemented if the solutions of at least three generations do not vary largely from each other. Rest of the algorithm follows CSA. The stopping criteria for the algorithm are (i) treatment of all the antigens to the antibody population, (ii) number of iterations (100), and (iii) time elapse (3 min). The algorithm terminates if it faces any one of the stopping conditions first. Figure 7 describes the flowchart for the development of hybridisation of CSA and GA.

7 Setup and procedure for experimental analysis

A racked cantilever beam with multiple hairline transverse cracks is rigidly clamped to the concrete foundation base, as shown in Figure 8. Then, the cantilever beam is vibrated manually or by using an impact hammer. The amplitude of vibration of the uncracked and cracked cantilever beam is taken by the accelerometer (vibration pickup) and is fed to the vibration analyser, which is connected to the vibration indicator. The vibration indicator is nothing but a computer system loaded with a PULSE LabShop Software Version 12 for vibration analysis. Then, from the amplitudes of vibration, the natural frequencies for the first three modes of vibration are recorded. The schematic diagram of the experimental setup is given in Figure 9.

In Figures 8 and 9, the numbers are denoted for the following equipment:
1. Cracked cantilever beam with multiple crack
2. Vibration pickup
3. Vibration analyser
4. Vibration indicator
5. Impact hammer
6. Power distribution

The detailed specifications of the accelerometer used in the current study are as follows.
Type: 4513-001
Make: Bruel & Kjaer
Sensitivity: 10–500 mv g⁻¹
Frequency range: 1 Hz to 10 kHz
Supply voltage: 24 V
Operating temperature range: −50 °C to +100 °C

8 Results and discussions

The results found from the application of the algorithms are given in this section. Here, each individual technique is applied for the detection of damage and they are compared among each other. The formulas used for the calculation of errors are given in equations (15)–(17).

The percentage of error between FEA result and result from the proposed method is calculated using the following formula:

\[
\text{Percentage of error} = \frac{\text{FEA result} - \text{result from the proposed technique}}{\text{FEA result}} \times 100
\]

(15)

The percentage of error between experimental result and result from the proposed method is calculated using the following formula:

\[
\text{Percentage of error} = \frac{\text{Experimental result} - \text{result from the proposed technique}}{\text{Experimental result}} \times 100
\]

(16)

The total error can be calculated by the following formula:

\[
\text{Total error} = \frac{\% \text{ error in rcd} + \% \text{error in rcl}}{2}
\]

(17)

In this work, modelling of the cracked cantilever beam is done using the change in the local stiffness and flexibility.
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in the vicinity of the crack. Here, Euler–Bernoulli type of beam element is used for simplification. Then, the cracked cantilever beam undergoes finite element analysis to find the first three natural frequencies for different crack locations and crack depths. Thereafter, the relative values of natural frequencies are treated in the proposed methodology to find the damage location.

The proposed algorithm is developed by hybridizing CSA and GA to derive the crack position (location and depth). Running the algorithm within the search space (data set) helps find the near exact, if not exact, location of the crack which helps us to predict the damage severity. The portions of CSA and GA are borrowed from Sections 4 and 5. The algorithm starts by encoding the antibodies antigens using binary encoding scheme. The same numbers of bits are used to encode the input (rfnf, rsnf, rtuf) and output (rcd, rcl) for two cracks, as in Genetic Algorithm section. The combined operators like cloning, crossover, and mutation are described in Figures 5 and 6. The flowchart for the integrated algorithm is shown in Figure 7. The results from the method taken are given in Tables 1–6.

In this work, a hybridised AI technique has been applied to find the crack location in cantilever beam containing multiple cracks. Here, a type of artificial immune system (CSA) has been hybridised with the nature-inspired GA. This is done to introduce exchange of information among the antibodies so that the antibodies are improved and the convergence speed is reduced. Here, 6 bits are taken for binary encoding of the antibodies and antigens, the initial population size is set at 30, and the maximum iterations (generations) for the algorithm is set at 100, which is one of the termination conditions of the algorithm. The formulas for the calculations of different errors are provided in equations (15)–(17).

9 Conclusions

The conclusions from the proposed work are given in the following steps.

Being an inverse engineering problem, when the first three natural frequencies are fed to the proposed algorithm (which is developed by hybridising CSA and GA), it provides the crack location. Then, by running the algorithm within the search space (data set), it helps us to find the near exact, if not exact, location of the crack.
Table 1. Comparison of the results from CSAGA and FEA.

| Sl. No. | FEA result | CSAGA result | Percentage of error | Total error |
|---------|------------|--------------|---------------------|-------------|
|         | rfnf       | rsnf         | rtfn               | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        |
| 1       | 0.99893    | 0.9989       | 0.9984             | 0.125       | 0.1375      | 0.4375      | 0.1625      | 0.12228     | 0.1344      | 0.4273      | 0.159       | 2.17        | 2.25        | 2.31        | 2.11        | 2.21        |
| 2       | 0.99737    | 0.9973       | 0.99685            | 0.15625     | 0.225       | 0.53125     | 0.2625      | 0.15276     | 0.2173      | 0.5196      | 0.25633     | 2.23        | 2.3         | 2.18        | 2.35        | 2.265       |
| 3       | 0.99722    | 0.9970       | 0.9991             | 0.21875     | 0.1875      | 0.46875     | 0.225       | 0.21347     | 0.18335     | 0.4569      | 0.2198      | 2.41        | 2.21        | 2.51        | 2.28        | 2.3525      |
| 4       | 0.99612    | 0.9959       | 0.9956             | 0.1875      | 0.2375      | 0.5         | 0.2875      | 0.18307     | 0.2316      | 0.488       | 0.2804      | 2.36        | 2.47        | 2.39        | 2.46        | 2.42        |
| 5       | 0.9975     | 0.9921       | 0.9973             | 0.25        | 0.2         | 0.5625      | 0.3375      | 0.2444      | 0.19494     | 0.5497      | 0.3289      | 2.24        | 2.53        | 2.27        | 2.53        | 2.3925      |

Table 2. Comparison of the results from CSA and FEA.

| Sl. No. | FEA result | CSA result | Percentage of error | Total error |
|---------|------------|------------|---------------------|-------------|
|         | rfnf       | rsnf       | rtfn               | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        |
| 1       | 0.99893    | 0.9989     | 0.9984             | 0.125       | 0.1375      | 0.4375      | 0.1625      | 0.121       | 0.125       | 0.15       | 0.157       | 3.15        | 3.22        | 3.27        | 3.38        | 3.255       |
| 2       | 0.99737    | 0.9973     | 0.99685            | 0.15625     | 0.225       | 0.53125     | 0.2625      | 0.151       | 0.156       | 0.24       | 0.253       | 3.21        | 3.45        | 3.52        | 3.55        | 3.425       |
| 3       | 0.99722    | 0.9970     | 0.9991             | 0.21875     | 0.1875      | 0.46875     | 0.225       | 0.212       | 0.218       | 0.21       | 0.218       | 3.08        | 3.18        | 3.46        | 3.29        | 3.2525      |
| 4       | 0.99612    | 0.9959     | 0.9956             | 0.1875      | 0.2375      | 0.5         | 0.2875      | 0.181       | 0.187       | 0.27       | 0.278       | 3.33        | 3.36        | 3.29        | 3.45        | 3.375       |
| 5       | 0.9975     | 0.9921     | 0.9973             | 0.25        | 0.2         | 0.5625      | 0.3375      | 0.242       | 0.25        | 0.32       | 0.326       | 3.29        | 3.14        | 3.34        | 3.35        | 3.28        |

Table 3. Comparison of the results from GA and FEA.

| Sl. No. | FEA result | GA result | Percentage of error | Total error |
|---------|------------|-----------|---------------------|-------------|
|         | rfnf       | rsnf      | rtfn               | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        | rcd1        | rcl1        | rcd2        | rcl2        |
| 1       | 0.99893    | 0.9989    | 0.9984             | 0.125       | 0.1375      | 0.4375      | 0.1625      | 0.121       | 0.132       | 0.421       | 0.156       | 3.51        | 3.67        | 3.83        | 3.92        | 3.7325      |
| 2       | 0.99737    | 0.9973    | 0.99685            | 0.15625     | 0.225       | 0.53125     | 0.2625      | 0.151       | 0.217       | 0.512       | 0.253       | 3.63        | 3.71        | 3.55        | 3.76        | 3.6625      |
| 3       | 0.99722    | 0.9970    | 0.9991             | 0.21875     | 0.1875      | 0.46875     | 0.225       | 0.211       | 0.18        | 0.452       | 0.217       | 3.56        | 3.96        | 3.67        | 3.59        | 3.695       |
| 4       | 0.99612    | 0.9959    | 0.9956             | 0.1875      | 0.2375      | 0.5         | 0.2875      | 0.181       | 0.229       | 0.481       | 0.277       | 3.72        | 3.58        | 3.78        | 3.65        | 3.6825      |
| 5       | 0.9975     | 0.9921    | 0.9973             | 0.25        | 0.2         | 0.5625      | 0.3375      | 0.24        | 0.192       | 0.54        | 0.324       | 3.86        | 3.84        | 3.93        | 3.87        | 3.875       |
Table 4. Comparison of the results from CSAGA and experimental analysis.

| Sl. No. | Experimental result | CSAGA result | Percentage of error | Total error |
|---------|---------------------|--------------|---------------------|-------------|
|         | rf | nf | rsnf | rtnf | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 |
| 1       | 0.9333 | 0.9911 | 0.9928 | 0.15 | 0.09375 | 0.2625 | 0.15625 | 0.14532 | 0.0909 | 0.2541 | 0.151 | 3.12 | 2.95 | 3.18 | 3.3 | 3.137 |
| 2       | 0.9918 | 0.9896 | 0.9913 | 0.1375 | 0.125 | 0.2875 | 0.1875 | 0.13278 | 0.12098 | 0.2774 | 0.1814 | 3.43 | 3.21 | 3.49 | 3.23 | 3.415 |
| 3       | 0.9947 | 0.9925 | 0.9942 | 0.1875 | 0.1875 | 0.25 | 0.25 | 0.18123 | 0.1812 | 0.2418 | 0.2423 | 3.34 | 3.36 | 3.27 | 3.05 | 3.255 |
| 4       | 0.9952 | 0.9930 | 0.9946 | 0.2125 | 0.21875 | 0.2375 | 0.3125 | 0.205 | 0.21129 | 0.2296 | 0.3019 | 3.51 | 3.41 | 3.31 | 3.37 | 3.4 |
| 5       | 0.9931 | 0.9910 | 0.9926 | 0.2375 | 0.25 | 0.3 | 0.34375 | 0.2296 | 0.242 | 0.2897 | 0.33195 | 3.29 | 3.19 | 3.43 | 3.43 | 3.335 |

Table 5. Comparison of the results from CSA and experimental analysis.

| Sl. No. | Experimental result | CSA result | Percentage of error | Total error |
|---------|---------------------|------------|---------------------|-------------|
|         | rf | nf | rsnf | rtnf | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 |
| 1       | 0.9333 | 0.9911 | 0.9928 | 0.15 | 0.09375 | 0.2625 | 0.15625 | 0.1447 | 0.0901 | 0.2521 | 0.1508 | 3.53 | 3.85 | 3.96 | 3.51 | 3.712 |
| 2       | 0.9918 | 0.9896 | 0.9913 | 0.1375 | 0.125 | 0.2875 | 0.1875 | 0.1325 | 0.1205 | 0.2764 | 0.1808 | 3.67 | 3.64 | 3.85 | 3.59 | 3.687 |
| 3       | 0.9947 | 0.9925 | 0.9942 | 0.1875 | 0.1875 | 0.25 | 0.25 | 0.1801 | 0.1804 | 0.241 | 0.2407 | 3.96 | 3.78 | 3.59 | 3.72 | 3.762 |
| 4       | 0.9952 | 0.9930 | 0.9946 | 0.2125 | 0.21875 | 0.2375 | 0.3125 | 0.2046 | 0.2101 | 0.2288 | 0.3001 | 3.73 | 3.95 | 3.68 | 3.96 | 3.83 |
| 5       | 0.9931 | 0.9910 | 0.9926 | 0.2375 | 0.25 | 0.3 | 0.34375 | 0.2283 | 0.2403 | 0.2878 | 0.3304 | 3.86 | 3.89 | 4.07 | 3.88 | 3.925 |

Table 6. Comparison of the results from GA and experimental analysis.

| Sl. No. | Experimental result | GA result | Percentage of error | Total error |
|---------|---------------------|-----------|---------------------|-------------|
|         | rf | nf | rsnf | rtnf | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 | rcd | 1  | rcl | 1 | rcd | 2  | rcl | 2 |
| 1       | 0.9333 | 0.9911 | 0.9928 | 0.15 | 0.09375 | 0.2625 | 0.15625 | 0.1437 | 0.0897 | 0.2508 | 0.1495 | 4.23 | 4.35 | 4.45 | 4.33 | 4.34 |
| 2       | 0.9918 | 0.9896 | 0.9913 | 0.1375 | 0.125 | 0.2875 | 0.1875 | 0.1318 | 0.1198 | 0.2749 | 0.1789 | 4.16 | 4.18 | 4.38 | 4.59 | 4.327 |
| 3       | 0.9947 | 0.9925 | 0.9942 | 0.1875 | 0.1875 | 0.25 | 0.25 | 0.1794 | 0.1793 | 0.2385 | 0.2396 | 4.33 | 4.37 | 4.59 | 4.16 | 4.362 |
| 4       | 0.9952 | 0.9930 | 0.9946 | 0.2125 | 0.21875 | 0.2375 | 0.3125 | 0.2038 | 0.2091 | 0.2276 | 0.2985 | 4.09 | 4.43 | 4.15 | 4.48 | 4.287 |
| 5       | 0.9931 | 0.9910 | 0.9926 | 0.2375 | 0.25 | 0.3 | 0.34375 | 0.2269 | 0.2386 | 0.2872 | 0.3291 | 4.48 | 4.56 | 4.28 | 4.27 | 4.397 |
which in turn helps us to predict the damage severity. This work can be used to predict the rest of the life of the structural element because the results directly give the crack depth and crack location. The rest of the discussion provides robustness and efficiency of the hybridised algorithm.

Tables 1–3 provide the comparison of the results of the FEA with the results of CSAGA, CSA and GA, respectively. Similarly, Tables 4–6 provide the comparison of the results of the experimental analysis with CSAGA, CSA, and GA, respectively.

The errors for CSA are found to be 3.3155% and 3.7835% in comparing the results with the results of the FEA and experimental analysis, respectively. While applying GA to the current problem, the errors are found to be 3.7295% and 4.343% in comparing the results with the results of the FEA and experimental analysis, respectively. Similarly, when the CSAGA technique is applied, the errors show a remarkable fall to 2.328% and 3.308% in comparing the results with the results of the FEA and experimental analysis, respectively.

From the above analysis of the results, it can be concluded that the CSAGA produces better results compared to the stand-alone algorithms. The improvements in the results are the effects of the hybridisation process. Due to the integration of GA in standard CSA, the information exchange between the antibodies is enhanced which improves the global search capability of the algorithm. This is a novel hybridisation methodology that can be applied to damage detection in structural elements along with prediction of damage severity. By preprocessing of vibration signatures of the system to the proposed methodology, early prediction of possible damages can be made and it can stop catastrophic failures of structures.

Nomenclature

| Symbol | Definition |
|--------|------------|
| a | Depth of crack |
| A | Cross-sectional area of the beam |
| A_i | i = 1–12 Unknown coefficients of matrix A |
| B | Width of the beam |
| B_i | Vector of exciting motion |
| C_u | \( \left( \frac{E}{\rho} \right)^{1/2} \) |
| C_y | \( \left( \frac{EI}{\mu} \right)^{1/2} \) |
| E | Young’s modulus of elasticity of the beam material |
| F_i | i = 1,2 Experimentally determined function |
| J_i | Variables |
| K_{ij} | i,j Stress intensity factors for \( P_i \) loads |
| K_{u} | \( \left( \frac{aL}{c_{u}} \right)^{1/2} \) |
| K_{y} | \( \left( \frac{aL}{c_{y}} \right)^{1/2} \) |
| L | Length of the beam |
| L_i | i = 1,4 Location (length) of the crack from fixed end |
| M_i | i = 1,4 Compliance constant |
| P_i | Axial force (1 = 1), bending moment (2 = 2) |
| Q | Stiffness matrix for free vibration |
| rcd | Crack depth in dimensionless form (relative) |
| rcl | Crack location in dimensionless form (relative) |
| fnf | First natural frequency in dimensionless form (relative) |
| S_{ij} | Local flexibility matrix elements |
| snf | Second natural frequency in dimensionless form (relative) |
| tnf | Third natural frequency in dimensionless form (relative) |
| U_{i,j} | i,j = 1,2 Normal functions (longitudinal) |
| W | Depth of the beam |
| x | Coordinate of the beam |
| y | Coordinate of the beam |
| Y_i | i = 1,2 Amplitude of the exciting vibration |
| \( \beta \) | Relative crack location \( \frac{L}{T} \) |
| \( \mu \) | \( A \rho \) |
| \( \omega \) | Natural circular frequency |
| \( \rho \) | Mass-density of the beam |
| \( \xi_i \) | Relative crack depth \( \frac{a_i}{W} \) |
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