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Abstract
The arctic curve, i.e. the spatial curve separating ordered (or ‘frozen’) and disordered (or ‘temperate’) regions, of the six-vertex model with domain-wall boundary conditions is discussed for the root-of-unity vertex weights. In these cases, the curve is described by algebraic equations which can be worked out explicitly from the parametric solution for this curve. Some interesting examples are discussed in detail. The upper bound on the maximal degree of the equation in a generic root-of-unity case is obtained.

PACS numbers: 02.10.De, 05.50.+q, 05.70.Np, 64.60.A−, 64.60.Cn, 64.70.D−

1. Introduction

It is commonly known that in strongly correlated systems boundary conditions may lead to emergence of spatial separation of phases, e.g. order and disorder. Famous examples of such systems are domino tiling of large Aztec diamonds \([1, 2]\) and lozenge tilings of large hexagon \([3, 4]\). Another example, more elaborated and with important combinatorial applications as particular cases, is represented by the six-vertex model with domain-wall boundary conditions \([5–14]\).

Recently, for this model progress was achieved in finding an explicit form of the curve separating the disordered and ferroelectrically ordered phases (called arctic curve, by analogy with the arctic circle of domino tilings). In \([15]\), a conjectural expression for the arctic curve was derived for various particular cases of Boltzmann weights, with one of them providing the limit shape of large alternating-sign matrices. In \([16]\), this result for the arctic curve was extended to the case of generic Boltzmann weights of the six-vertex model corresponding to its disordered regime. The case of an anti-ferroelectric regime was considered in \([17]\).
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In this paper, we further discuss the arctic curve of the domain-wall six-vertex model, focusing on the special cases of Boltzmann weights in the disordered regime, where the arctic curve, generally transcendental, becomes algebraic. The six-vertex model in these cases is sometimes referred to as the six-vertex model at ‘roots of unity’ (the term comes mostly from the quantum-group context). Some of these cases were already considered in [16]. Here, we explain in detail how the algebraic equation can be derived from the general parametric solution for the curve, when the Boltzmann weights correspond to the ‘root-of-unity’ cases. In the specific case of dimer models on planar bipartite graphs, the relation between arctic curves and algebraic curves was investigated in [18–20].

The outline of the paper is as follows. In the next section we recall the result for the arctic curve of the domain-wall six-vertex model in its disordered regime. The specificities of the ‘root-of-unity’ cases are explained in section 3. Some interesting particular cases are exposed in section 4. We end up by discussing the upper limit bound for the degree of the algebraic equation for the arctic curve for a generic ‘root-of-unity’ case in section 5. Finally, some technical aspects are discussed in the appendix.

2. Arctic curve of the disordered regime

We start with recalling the result of paper [16] on the arctic curve of the six-vertex model with domain-wall boundary conditions in its disordered regime. We first recall how the arctic curve arises in the model and next explain the result.

We consider the six-vertex model on a square lattice formed by the intersection of equal number of vertical and horizontal lines, with all states on the boundaries fixed in the special way, called the domain-wall boundary conditions [5]. Using the arrow language of states on edges, these boundary conditions mean that all arrows on top and bottom boundaries are incoming, while on the left and right boundaries they are outgoing.

The Boltzmann weights, usually denoted as $a$, $b$ and $c$, are parameterized as

$$a = \sin(\lambda + \eta), \quad b = \sin(\lambda - \eta), \quad c = \sin 2\eta,$$

(2.1)

where $\lambda$ and $\eta$ are the ‘rapidity’ variable and the ‘crossing’ parameter, respectively. The disordered regime corresponds to $\lambda$ and $\eta$ real and satisfying

$$\eta < \lambda < \pi - \eta, \quad 0 < \eta < \pi / 2.$$  

(2.2)

It is useful to recall that physical regimes of the six-vertex model are characterized by the parameter $\Delta = (a^2 + b^2 - c^2) / 2ab$, and the disordered regime corresponds to $|\Delta| < 1$; in our parametrization we have $\Delta = \cos 2\eta$.

The arctic curve describes spatial separation of phases, of ferroelectric order and disorder. The effect of separation of phases is related to the fact that in the domain-wall six-vertex model-ordered configurations on the boundary can induce, through the ice-rule, a macroscopic order inside the lattice.

The notion of phase separation, and hence the arctic curve, acquires a precise meaning in the scaling limit, i.e. when the number of lines of the lattice (in each direction) tends to infinity and the lattice spacing vanishes, while the total size of the system (in each direction) is kept fixed. For the domain-wall six-vertex model one can assume that the lattice is scaled to the square $[0, 1] \times [0, 1]$. To describe points of this square we use coordinates $(x, y)$ with $x, y \in [0, 1]$. As in [16], we consider the coordinate system in which the $y$-axis is reversed, with the origin at the top-left corner of the square.

The phase separation of the domain-wall six-vertex model in its disordered regime is characterized by the appearance of five regions in the scaling limit: four regions of ferroelectric
order, \( F_{NW}, F_{NE}, F_{SE}, \) and \( F_{SW} \), in the four corners of the square, and one region of disorder \( D \) in the centre. The region of disorder is sharply delimited by a curve \( \mathcal{A} \), called the arctic curve. The arctic curve and the square have four contact points, each one located on a side of the square. The arctic curve in the disordered regime consists of four portions:

\[
\mathcal{A} = I_{NW} \cup I_{NE} \cup I_{SE} \cup I_{SW},
\]

where \( I_i \) separates the region \( F_i \) (\( i = NW, NE, SE, SW \)) from the internal region of disorder \( D \). Due to the symmetries of the model (e.g. crossing symmetry) given, for example, portion \( I_{NW} \), one can easily obtain the remaining three portions \( I_{NE}, I_{SE}, \) and \( I_{SW} \) (for details, see [16], section 2) and hence obtain the whole curve \( \mathcal{A} \).

To describe the curve \( I_{NW} \), one can introduce a function \( \Upsilon(x, y; \lambda) \) where \( x \) and \( y \) are coordinates in the scaling limit and \( \lambda \) is the parameter of the weights:

\[
I_{NW} : \Upsilon(x, y; \lambda) = 0, \quad x, y \in [0, \kappa].
\]

Due to symmetries of the model, this function obeys \( \Upsilon(x, y; \lambda) = \Upsilon(y, x; \lambda) \). The quantity \( \kappa = \kappa(\lambda) \) gives the location of the contact points of the arctic curve; in particular, the points \((0, \kappa)\) and \((\kappa, 0)\) are the end points of the curve \( I_{NW} \). Explicitly (see [16], section 3), it reads

\[
\kappa = \frac{\alpha \cot(\lambda - \eta) - \cot(\lambda + \eta)}{\cot(\lambda - \eta) - \cot(\lambda + \eta)},
\]

where

\[
\alpha = \frac{\pi}{\pi - 2\eta}.
\]

In the case of \( \lambda = \pi/2 \), i.e. when the weights \( a \) and \( b \) are equal, see (2.1), one has \( \kappa = 1/2 \) for all values of the parameter \( \eta \).

The explicit form of the function \( \Upsilon(x, y; \lambda) \) is significantly determined by the value of \( \eta \). Furthermore, it turns out that the function \( \Upsilon(x, y; \lambda) \) for generic values of \( \eta \) is a non-algebraic, or transcendental, function. This follows from the parametric solution for the curve \( I_{NW} \), obtained in [16].

Namely, let \( \zeta \) be real and taking values in the interval \([0, \pi - \lambda - \eta]\). Let us consider the function \( f(x, y; \lambda; \zeta) \) which depends on \( x \) and \( y \) linearly, and is given explicitly by the formula

\[
f(x, y; \lambda; \zeta) = \frac{x \sin 2\eta}{\sin(\zeta + \lambda - \eta) \sin(\zeta + \lambda + \eta)} + \frac{y \sin 2\eta}{\sin(\zeta + \lambda + \eta) \sin(\zeta + \lambda - \eta)} - \frac{\alpha \sin(\zeta + \lambda + \eta)}{\sin \zeta \sin(\zeta + \lambda + \eta)} + \frac{\alpha \sin(\zeta + \lambda - \eta)}{\sin \zeta \sin(\zeta + \lambda - \eta)}.
\]

The parameter \( \zeta \) parameterizes the curve \( I_{NW} \) as it runs over the interval \([0, \pi - \lambda - \eta]\) while the curve is given in the parametric form

\[
x = X(\zeta), \quad y = Y(\zeta).
\]

Writing simply \( f(\zeta) \) for the function \( f(x, y; \lambda; \zeta) \), the functions \( X(\zeta) \) and \( Y(\zeta) \) correspond to the solution, for unknowns \( x \) and \( y \), of the linear system of equations

\[
f(\zeta) = 0, \quad f'(\zeta) = 0,
\]

where the prime denotes derivative. For later use, we mention that equations (2.9) are equivalent to the condition that the function \( f(\zeta) \) must have a double root; each point of the curve \( I_{NW} \) corresponds to a real value of this double root, in the interval \([0, \pi - \lambda - \eta]\).

Functions \( X(\zeta) \) and \( Y(\zeta) \) are related to each other as \( X(\zeta) = Y(\pi - \lambda + \eta - \zeta) \) that follows from the obvious property

\[
f(x, y; \lambda; \zeta) = f(y, x; \lambda; \pi - \lambda - \eta - \zeta),
\]
reflecting the $x \leftrightarrow y$ symmetry of the curve $\Gamma_{\text{NW}}$. Explicit expressions for functions $X(\zeta)$ and $Y(\zeta)$ can be found in [16], see equations (6.16)–(6.19) therein; for our discussion below expression (2.7) and equations (2.9) are sufficient.

3. ‘Root-of-unity’ cases

Let us now focus on the case when the parameter $\eta$ is such that the parameter $\alpha$ is a rational number

$$\alpha = \frac{n}{d} \quad (d < n), \quad (3.1)$$

where $n$ and $d$ are some co-prime integers. The parameter $\eta$ reads

$$\eta = \frac{\pi}{2} \cdot \frac{n - d}{n}, \quad (3.2)$$

and it corresponds to the so-called six-vertex model at a ‘root of unity’ (the root of unity here is the deformation parameter $q$ of the underlying quantum group, $q = \exp \left( \frac{2i\eta}{\alpha} \right) = - \exp \left( -i\frac{\pi}{\alpha} \right)$).

To make the subsequent discussion simpler, we start with rewriting function (2.7) in a more symmetric form. Namely, we introduce parameters $\varphi$ and $\kappa_1$ related to parameters $\zeta$ and $\lambda$ by a linear change of variables

$$\varphi = \zeta - \kappa_1, \quad \kappa_1 = \pi - \lambda - \eta^2. \quad (3.3)$$

Introducing the function $g(x, y; \kappa_1; \varphi)$:

$$g(x, y; \kappa_1; \varphi) = f(x, y; \lambda; \zeta),$$

we arrive at a more symmetric expression

$$g(\varphi) = \frac{x \sin 2\eta}{\sin(\kappa_1 - \varphi) \sin(\kappa_1 + 2\eta - \varphi)} + \frac{y \sin 2\eta}{\sin(\kappa_1 + \varphi) \sin(\kappa_1 + 2\eta + \varphi)} - \frac{\sin 2\kappa_1}{\sin(\kappa_1 + \varphi) \sin(\kappa_1 - \varphi)} + \frac{\alpha \sin 2\alpha \kappa_1}{\sin(\kappa_1 + \varphi) \sin(\kappa_1 - \varphi)}. \quad (3.4)$$

Note that new parameters run over the values $\varphi \in [-\kappa_1, \kappa_1]$ and $\kappa_1 \in (0, \pi/2\alpha)$, and $\alpha$ ($1 < \alpha < \infty$) in (3.4) is still arbitrary. Evidently, equations (2.9) now read $g(\varphi) = 0$ and $g'(\varphi) = 0$ and we have simply reformulated the parametric expression for the curve $\Gamma_{\text{NW}}$ just by shifting the parameter of the curve.

Using the well-known identity

$$\sin n\varphi = 2^{n-1} \prod_{j=0}^{n-1} \sin \left( \varphi + \frac{\pi j}{n} \right), \quad (3.5)$$

where $n$ is an arbitrary positive integer, one can easily derive the identity

$$\sin \frac{n}{d}(\kappa \pm \varphi) = \left( \sin \frac{\varphi}{d} \right)^n \sin \frac{n}{d} \kappa \prod_{j=0}^{n-1} \left( \cot \frac{\varphi}{d} \pm \cot \left( \frac{\kappa}{d} + \frac{\pi j}{d} \right) \right). \quad (3.6)$$

Formally setting here $n = d$, we also have the identity

$$\sin(\kappa \pm \varphi) = \left( \sin \frac{\varphi}{d} \right)^d \sin \kappa \prod_{k=0}^{d-1} \left( \cot \frac{\varphi}{d} \pm \cot \left( \frac{\kappa}{d} + \frac{\pi j}{d} \right) \right). \quad (3.7)$$

Let us now rewrite the function $g(\varphi)$ for the ‘root-of-unity’ cases using relations (3.6) and (3.7). Denoting

$$t = \cot \frac{\varphi}{d}, \quad (3.8)$$
and taking into account that \( \sin^2(\phi/d) = (t^2 + 1)^{-1} \), we arrive at the following formula:

\[
g(\phi) = x \rho \frac{(t^2 + 1)^d}{\prod_k (t - v_k)(t - u_k)} + y \rho \frac{(t^2 + 1)^d}{\prod_k (t + v_k)(t + u_k)} - 2 \cot x \frac{(t^2 + 1)^d}{\prod_k (t - v_k)(t + v_k)} + 2 \alpha \cot \alpha \frac{(t^2 + 1)^d}{\prod_j (t - w_j)(t + w_j)}.
\]  
(3.9)

Here

\[
\rho = \frac{\sin 2\eta}{\sin \phi \sin(\phi + 2\eta)}
\]  
(3.10)

and the numbers \( v_k, u_k \quad (k = 0, \ldots, d - 1) \) and \( w_j \quad (j = 0, \ldots, n - 1) \) are

\[
\begin{align*}
v_k &= \cot \left( \frac{\phi}{d} + \frac{\pi k}{d} \right), \\
u_k &= \cot \left( \frac{\phi}{d} + 2\eta \frac{\pi k}{d} \right), \\
w_j &= \cot \left( \frac{\phi}{d} + \frac{\pi j}{n} \right).
\end{align*}
\]  
(3.11)

The products in (3.9) are taken over the indicated values of the integers \( j \) or \( k \).

Clearly, from formula (3.9) it follows that the function \( g(\phi) \) is a rational function of the variable \( t \), with the following structure:

\[
g(\phi) = \frac{(t^2 + 1)^d}{Q(t)} P(t).
\]  
(3.12)

Here \( P(t) \) and \( Q(t) \) are polynomials: \( Q(t) \) is the common denominator of the four terms in (3.9), while \( P(t) \) is the resulting numerator. Evidently, the condition that the function \( g(\phi) \) has a double real root in the interval \( \phi \in [-\phi_2, \phi_1] \), which provides a parametric form for the curve \( \Gamma_{NW} \), now translates into the condition that the polynomial \( P(t) \) has a double real root in the interval \( t \in [-\infty, -v_0] \cup [v_0, \infty] \).

It is well known that a polynomial has a double root (not necessarily real) if and only if its discriminant is equal to zero. The discriminant, in turn, is a homogenous polynomial in the coefficients of the polynomial. The coefficients of \( P(t) \) are linear functions of \( x \) and \( y \), and therefore requiring the discriminant of \( P(t) \) to be equal to zero provides an equation for an algebraic curve. The portion of such algebraic curve corresponding to the requirement that the double root must lie in the real interval \( t \in [-\infty, -v_0] \cup [v_0, \infty] \) is the portion \( \Gamma_{NW} \) of the arctic curve, lying in the region \( x, y \in [0, \kappa] \) of the unit square.

To be more specific, let \( P(t) \) be a polynomial of degree \( m \) \( (m \geq 2) \) with a non-vanishing leading coefficient, \( p_m \neq 0 \). The discriminant of \( P(t) \) can be written as

\[
D_m(P) = (-1)^{m(m-1)/2} \det S_{m-1,m-1}(\tilde{P}, P'),
\]  
(3.13)

where \( S_{m-1,m-1}(\tilde{P}, P') \) is the Sylvester matrix of the two polynomials \( \tilde{P}(t) = m P(t) - t P'(t) \) and \( P'(t) \), where the prime denotes derivative. Further details are given in the appendix. The condition that \( P(t) \) has a double root is just

\[
D_m(P) = 0.
\]  
(3.14)

In view of the above considerations, we conclude that in the ‘root-of-unity’ cases this equation contains equation (2.4), with \( D_m(P) \) providing (modulo the problem of reducibility) an explicit expression for the function \( \Upsilon(x, y; \lambda) \).

In the next section, we consider several interesting examples of the ‘root-of-unity’ cases, namely we consider the cases of \( \alpha = 2, 3, 3/2, 4, 5/2 \). The case of \( \alpha = 2 \) is the free-fermion
point and the arctic curve is the arctic ellipse (or arctic circle, at \( \lambda = \pi/2 \)), see [15, 21] and references therein. The cases \( \alpha = 3, 3/2, \) at \( \lambda = \pi/2, \) were already treated in papers [15, 16]; here we discuss the case of generic \( \lambda. \) The cases of \( \alpha = 4, 5/2 \) are considered for the first time.

In particular, we find that the degree of \( P(t) \) is significantly determined by the integers \( n \) and \( d \) defining the parameter \( \alpha = n/d. \) We also find that at \( \lambda = \pi/2 \) a simplification in the degree may occur. Motivated by the examples considered below, we discuss the upper bounds on the degree of algebraic equations for the arctic curve in section 5.

4. Examples

4.1. Case \( \alpha = 2 \) (\( \eta = \pi/4 \) or \( \Delta = 0 \))

In this case the numbers \( v_k, u_k \) (\( k = 0, \ldots, d - 1 \)) and \( w_j \) (\( j = 0, \ldots, n - 1 \)), see (3.11), which describe the location of poles are \( (d = 1 \text{ and } n = 2) \)

\[
v_0 = \cot \kappa, \quad u_0 = -\tan \kappa, \quad w_0 = \cot \kappa, \quad w_1 = -\tan \kappa. \tag{4.1}
\]

Since \( v_0 = w_0 \) and \( u_0 = w_1, \) the common denominator is given by the denominator of the last term in (3.4), and hence the polynomial \( P(t) \) is quadratic. Computing, we obtain

\[
P(t) = \frac{2}{\sin 2\kappa}[(x + y - 1 + \cos 2\kappa)t^2 + 2\cot 2\kappa \cdot t - (x + y - 1 - \cos 2\kappa)]. \tag{4.2}
\]

Evaluating the discriminant of \( P(t) \) and cancelling an overall factor, for the arctic curve we find

\[
\frac{(x + y - 1)^2}{\cos^2 2\kappa} + \frac{(x - y)^2}{\sin^2 2\kappa} - 1 = 0. \tag{4.3}
\]

This is of course the well-known result of the arctic ellipse (see, e.g., [21] and references therein).

4.2. Case \( \alpha = 3 \) (\( \eta = \pi/3 \) or \( \Delta = -1/2 \))

In this case the denominators in (3.9) are governed by numbers \( v_0, u_0, w_0, w_1, \) and \( w_2, \) and we have relations

\[
v_0 = w_0, \quad u_0 = w_2. \tag{4.4}
\]

Thus, the common denominator is given by the denominator of the last term in (3.9) and in this case \( P(t) \) is a polynomial of degree 4. After some algebra we find

\[
P(t) = \frac{2}{\sin^2 3\nu}[\sin 3\nu[\sin \nu \cdot \Lambda - \cos \nu(1 - 4 \cos 2\nu)]t^4 + 4 \sin^2 \nu \sin 2\nu \cdot \Theta t^2 - [3 \cos 2\nu \cdot \Lambda + \sin 2\nu(1 - 4 \cos 4\nu)]t^2 - 4 \cos^2 \nu \sin 2\nu \cdot \Theta t + \cos 3\nu[\cos \nu \cdot \Lambda + \sin \nu(1 + 4 \cos 2\nu)]] \tag{4.5}
\]

where

\[
\Lambda = \sqrt{3}(1 - x - y), \quad \Theta = \sqrt{3}(x - y), \quad \nu = \kappa + \frac{\pi}{3}. \tag{4.6}
\]

Evaluating the discriminant of this polynomial and equating it to zero gives the equation for the arctic curve. In this case it is of degree 6. The explicit expression for generic \( \lambda \) (or \( \kappa \)) is too cumbersome to be given here (though it is just of degree 6, each coefficient is a complicated function of \( \kappa \)).
In the special case of \( \lambda = \pi/2 \), that corresponds to the choice \( \alpha = \pi/12 \), the expression for the arctic curve simplifies considerably and one arrives at the equation
\[
324(x^6 + y^6) + 1620(x^5y + xy^5) + 3429(x^4y^2 + x^2y^4) + 4254x^3y^3 \\
- 972(x^5 + y^5) - 1458(x^4y + xy^4) - 2970(x^3y^2 + x^2y^3) - 6147(x^4 + y^4) \\
- 9150(x^3y + xy^3) - 17462x^2y^2 + 13914(x^3 + y^3) + 24086(x^2y + xy^2) \\
- 11511(x^2 + y^2) - 17258xy + 4392(x + y) - 648 = 0.
\] (4.7)
This formula describes the limit shape of 3-enumerated alternating-sign matrices and it was obtained for the first time in [15].

4.3. Case \( \alpha = 3/2 \) (\( \eta = \pi/6 \) or \( \Delta = 1/2 \))

In this case, with \( \lambda \) (or \( \alpha \)) is generic, the polynomial \( P(t) \) is of degree 6. Indeed, for \( d = 2 \) and \( n = 3 \) the denominators in (3.9) are controlled by seven numbers \( v_0, v_1, u_0, u_1, u_2, w_0, w_1 \), and \( w_2 \) among those there are two pairs of coinciding ones:
\[
v_0 = u_0, \quad u_1 = u_2.
\] (4.8)
Already the resulting polynomial \( P(t) \) is too lengthy in its coefficients to be presented here, not even to mention its discriminant, giving the arctic curve, which is of degree 10 in this case.

This curve is however interesting in the fact that it factorizes when one specializes to the case of \( \lambda = \pi/2 \). Namely, an expression of degree 10 factorizes into several factors among which only one factor, of degree 2, corresponds to the arctic curve, while the remaining factors are non-vanishing for the allowed values of \( x \) and \( y \).

The origin of such factorization becomes evident if one comes back to formula (3.9). Indeed, at \( \lambda = \pi/2 \), which corresponds to \( \alpha = \pi/6 \), we have two more additional relations
\[
v_1 = -w_1, \quad u_0 = -u_2.
\] (4.9)
Correspondingly, in this special case the polynomial \( P(t) \) is quadratic, and it reads
\[
P(t) = \sqrt{3}(x + y - 2 + \sqrt{3})t^2 + 6(x - y)t - \sqrt{3}(x + y - 2 - \sqrt{3}).
\] (4.10)
Evaluating the discriminant, and setting it equal to zero, we obtain equation
\[
(x + y - 2)^2 + 3(x - y)^2 - 3 = 0.
\] (4.11)
Evidently, this equation describes an ellipse inscribed into square \([0, 2] \times [0, 2]\); we recall that the arctic curve is given only by a portion of this ellipse, for which \( x, y \in [0, 1/2] \).

Equation (4.11) is an important example of the arctic curve, since it describes the limit shape of large alternating-sign matrices (within 1-enumeration scheme). Equation (4.11) was obtained previously in papers [15, 16]. Interestingly, expanding terms in (4.11) we obtain
\[
4x^2 - 4xy + 4y^2 - 4(x + y) + 1 = 0,
\] (4.12)
which differs just in a single term, namely \(-4xy\), from equation (4.3) at \( \lambda = \pi/2 \) (corresponding to \( \alpha = \pi/8 \) in that case).

4.4. Case \( \alpha = 4 \) (\( \eta = 3\pi/8 \) or \( \Delta = -\sqrt{2}/2 \))

In this case the denominators in (3.9) are controlled by the numbers \( v_0, u_0 \) and \( w_1, \ldots, w_3 \). Similar to the cases of \( \alpha = 2 \) and \( \alpha = 3 \), the common denominator is given by the denominator of the last term in (3.9), due to the relations \( v_0 = u_0 \) and \( u_0 = w_3 \). Now the polynomial \( P(t) \) has degree 6, and the arctic curve is given by the equation of degree 10. At \( \lambda = \pi/2 \) no simplification of the degree of \( P(t) \) is possible, and the arctic curve remains of degree 10;
the explicit expression for the equation, which contains irrational coefficients involving \( \sqrt{5} \), is lengthy and uninformative.

The case of \( \alpha = 4 \) has been included in the list of our examples to show some common properties of the cases of integer values of \( \alpha \), namely that the common denominator is given by the denominator of the last term in (3.9), and that no simplification of the degree occurs at \( \lambda = \pi/2 \). For these reasons considering the integer values of \( \alpha \) is in fact not illuminating; the cases \( \alpha = 2 \) and \( \alpha = 3 \) are somewhat exceptional, in view of their well-known relations to important enumeration problems in combinatorics.

4.5. Case \( \alpha = 5/2 \) (\( \eta = 3\pi/10 \) or \( \Delta = (1 - \sqrt{5})/4 \))

In this case, for generic values of \( \lambda \), the polynomial \( P(t) \) is of degree 10 and, correspondingly, the arctic curve is given by the equation of degree 18. We restrict ourselves henceforth to the case of \( \lambda = \pi/2 \) where the degree of the polynomial \( P(t) \) is just 6. Indeed, for \( \lambda = \pi/2 \) we have in this case \( \kappa = \pi/10 \) and for the numbers \( v_0, v_1, u_0, u_1 \) and \( w_0, \ldots, w_4 \) determining the denominators of terms in (3.9) we have relations

\[
v_0 = w_0, \quad u_1 = w_4, \quad v_1 = -w_2, \quad u_0 = -w_3.
\]

Due to these relations the common denominator \( Q(t) \) in this case is given by the denominator of the last term in (3.9). Computing the polynomial \( P(t) \) we obtain the expression

\[
P(t) = \rho\left\{ \left( x + y - \frac{1 + \sqrt{5}}{2} + \sqrt{5}\sigma \right)t^6 + 8\sigma(x - y)t^5 \right.
\]

\[
- \left( \frac{3 + 4\sqrt{5}}{2}(x + y) + \frac{17 - 15\sqrt{5}}{2} - 3\sqrt{5}\sigma \right)t^4 - 16\sigma(x - y)t^3
\]

\[
+ \left( \frac{3 + 4\sqrt{5}}{2}(x + y) + \frac{17 - 15\sqrt{5}}{2} + 3\sqrt{5}\sigma \right)t^2 + 8\sigma(x - y)t
\]

\[
- \left( x + y - \frac{1 + \sqrt{5}}{2} - \sqrt{5}\sigma \right) \right\},
\]

where \( \rho = \sqrt{2(5 + \sqrt{5})} \) and \( \sigma = \sqrt{\frac{5 - \sqrt{5}}{2}} = \sqrt{5}\rho^{-1} \).

The discriminant of polynomial (4.14), which is of degree 10 in \( x \) and \( y \), appears to factorize into two polynomials, of degrees 2 and 8. In other words, the corresponding algebraic curve has two components. The quadratic factor is

\[
2x^2 - (1 - \sqrt{5})xy + 2y^2 - 2x - 2y + 3 - \sqrt{5}
\]

\[
= \frac{3 + \sqrt{5}}{4}(x + y - 3 + \sqrt{5})^2 + \frac{5 - \sqrt{5}}{4}(x - y)^2,
\]

where the second line shows that it is positive for all values of \( x \) and \( y \), except point \( x = y = (3 - \sqrt{5})/2 \) where it vanishes. It is easily verified that this component (consisting in just one point) corresponds to the double root \( t = i \) (or \( t = -i \)) of \( P(t) \). Hence, the arctic curve is given by the other component, i.e. by the factor degree of 8. The equation for the arctic curve reads

\[
128(x^8 + y^8) - 512(1 - \sqrt{5})(x^7y + xy^7) + 1536(x^6y^2 + x^2y^6)
\]

\[
+ 512(25 - 9\sqrt{5})(x^5y^3 + x^3y^5) + 256(83 - 32\sqrt{5})x^4y^4 - 512(x^7 + y^7)
\]

\[
+ 512(13 - 8\sqrt{5})(x^6y + xy^6) - 512(65 - 24\sqrt{5})(x^5y^2 + x^2y^5)
\]

\[
- 512(267 - 112\sqrt{5})(x^4y^3 + x^3y^4) - 96(74 - 29\sqrt{5})(x^6 + y^6)
\]
Even though the resulting equation is not illuminating, the whole example of the case of 
\( \alpha = 5/2 \) appears very instructive. Indeed, we observe again, like in the case of \( \alpha = 3/2 \), a
reduction in the degree of polynomial \( P(t) \) at \( \lambda = \pi/2 \). Furthermore, we observe that the
arctic curve can be of a lower degree, with respect to the degree expected from the one of \( P(t) \), due to additional factorization.

As we show below, the drop down of degrees of polynomials \( P(t) \) is a common feature of all cases with half-integer values of \( \alpha \) at \( \lambda = \pi/2 \). On the other hand, the additional factorization of its discriminant cannot be tackled by simple means. It corresponds to the existence of a family of complex double roots for \( P(t) \), and hence to the existence of an additional component in the algebraic curve defined by the condition of vanishing resultant for \( P(t) \). The identification and elimination of such additional component can be performed, at least in principle, in each specific case, but no general procedure is available.

5. Upper bounds for degrees of the curves

In the examples considered above it is evident that the degree of polynomial \( P(t) \) and hence the degree for the arctic curve as equation on \( x \) and \( y \) essentially depend on the values of \( d \) and \( n \), the co-prime integers determining the value of the parameter \( \alpha \).

Using formulae of section 3 it is fairly easy to find an expression for the common denominator in (3.12). In this way one can infer the general properties of the numerator and hence find the degree of \( P(t) \).

Assuming that we are in the case of generic \( \lambda \) (or \( \kappa \)) we have relations

\[
v_0 = w_0, \quad u_{d-1} = w_{n-1}. \tag{5.1}
\]

Indeed, the first relation is immediate, while the second follows from the \( \pi \)-periodicity of the cotangent function and formula

\[
\frac{2\eta}{d} = \frac{\pi}{d} - \frac{\pi}{n}. \tag{5.2}
\]

Since \( \kappa \) is assumed to be arbitrary, no further relations among numbers \( v_0, \ldots, v_{d-1}, u_0, \ldots, u_{d-1}, \) and \( w_0, \ldots, w_{n-1} \) are possible.

Having relations (5.1) we obtain that the common denominator \( Q(t) \) in formula (3.12) reads

\[
Q(t) = \prod_{j=0}^{n-1} (t - w_j)(t + w_j) \prod_{k=1}^{d-1} (t - v_k)(t + v_k) \prod_{k=0}^{d-2} (t - u_k)(t + u_k). \tag{5.3}
\]

Using this expression one can easily see that each of the four terms in (3.9) contributes to the
numerator with the terms of the same degree in \( t \). The result can be summarized as follows.
Proposition 1. In the case of \( \alpha = n/d \) where \( n \) and \( d \) are co-prime integers and \( \lambda \) is generic, the polynomial \( P(t) \) in (3.12) has degree less than or equal to \( 2d + 2n - 4 \).

Proof. A comparison of formulae (3.9), (3.12) and (5.3) shows that each of the four terms in expression (3.9) contributes to the numerator \( P(t) \) a term of degree \( 2d + 2n - 4 \). For some values of \( \kappa \) the polynomials \( P(t) \) and \( Q(t) \) may have common roots with respect to the variable \( t \); hence, the number \( 2d + 2n - 4 \) provides the upper bound for the degree of \( P(t) \).

Corollary 1. In the case of \( \alpha = n/d \) where \( n \) and \( d \) are co-prime integers and \( \lambda \) is generic, the function \( \Upsilon(x, y; \lambda) \) in (2.4) is a polynomial in \( x \) and \( y \) of total degree less than or equal to \( 4(n + d) - 10 \).

Let us now address a more refined question about the degree of \( P(t) \) in the special case of \( d = 2 \) and \( n \) odd (i.e. when \( \alpha \) is half-integer) at \( \lambda = \pi/2 \). As we have seen in our examples above, the degree drops down, in comparison with the case of generic \( \lambda \). We also observed that no such drop down of the degree occurs, e.g. in the cases of integer values of \( \alpha \).

Here we have the following result.

Proposition 2. If \( \alpha = n/2 \) where \( n \) is odd, and \( \lambda = \pi/2 \), then
\[
\deg P(t) = 2n - 4.
\] (5.4)

Proof. We start with noting that for arbitrary \( \alpha = d/n \) the value \( \lambda = \pi/2 \) corresponds to \( \kappa = \pi/4\alpha \) and hence we have
\[
\frac{\kappa}{d} = \frac{\pi}{4n}.
\] (5.5)

Let us now set \( d = 2 \) and consider \( n \) odd. In addition to the relations \( v_0 = w_0 \) and \( u_1 = w_{n-1} \) which are just relations (5.1), in the presently considered case we have, in virtue of (5.5), the relations
\[
v_1 = -w_{n-1}, \quad u_0 = -w_{n-1}.
\] (5.6)

Due to these two additional relations we see that the common denominator \( Q(t) \) in (3.12) coincides with the denominator of the last term in (3.9), that is
\[
Q(t) = \prod_{j=0}^{n-1} (t - w_j)(t + w_j).
\] (5.7)

Recalling that \( d = 2 \) and inspecting the degrees of the numerators we thus arrive at (5.4).

Therefore, we have obtained the following statement.

Corollary 2. If \( \alpha = n/2 \) where \( n \) is odd, and \( \lambda = \pi/2 \), then the arctic curve is given by an equation in \( x \) and \( y \) of degree less than or equal to \( 4n - 10 \).

Note that here we cannot claim exact equality, conversely to formula (5.4). As a matter of fact, the exact degree of the curve can hardly be controlled, since it is difficult to find in general the number of components of the algebraic curve resulting from the condition of vanishing discriminant of \( P(t) \). Indeed, as we have learned from the example of \( \alpha = 5/2 \), the
occurrence of more than one component immediately implies that the arctic curve has lower degree with respect to the one implied by the degree of $P(t)$. An interesting open question therefore concerns the possibility of providing some classification for the irreducible algebraic curves associated with the expression $T(x, y; \lambda)$ for the arctic curve.
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Appendix. Discriminant of a polynomial

Let $P(t)$ be a polynomial of degree $m$ ($m \geq 2$) with a non-vanishing leading coefficient, $p_m \neq 0$, and let $r_i$ ($i = 1, \ldots, m$) be the roots of this polynomial:

$$P(t) = \sum_{k=0}^{m} p_k t^k = p_m \prod_{i=1}^{m} (t - r_i).$$  \tag{A.1}

The discriminant of the polynomial $P(t)$, denoted as $D_m(P)$, where the subscript refers to the degree of the polynomial, is defined as (sometimes another definition is used, differing by an overall factor $(-1)^{m(m-1)/2}$, cf [22, 23])

$$D_m(P) := p_m^{2m-2} \prod_{i<k} (r_i - r_k)^2. \tag{A.2}$$

It is clear that the condition that $P(t)$ has a double root is equivalent to

$$D_m(P) = 0. \tag{A.3}$$

We now explain how an explicit expression can be obtained for $D_m(P)$, from the knowledge of the coefficients (rather than of the roots) of the polynomial $P(t)$. For this aim it is useful to first rephrase equation (A.3) as the condition that two polynomials, say $P(t)$ and $P'(t)$ (see below for a slightly different choice), have a common root.

It is well known (see, e.g., [22, 23]) that two arbitrary polynomials have a common (in general, complex) root if and only if the determinant of the Sylvester matrix, i.e. the resultant, of these polynomials vanishes. To be more specific, let $A(t)$ and $B(t)$ be polynomials in $t$, of degrees $m_A$ and $m_B$ respectively ($a_{m_A} \neq 0$ and $b_{m_B} \neq 0$):

$$A(t) = \sum_{k=0}^{m_A} a_k t^k, \quad B(t) = \sum_{k=0}^{m_B} b_k t^k. \tag{A.4}$$

The Sylvester matrix associated with the polynomials $A(t)$ and $B(t)$ is an $(m_A + m_B)$-by-$(m_A + m_B)$ matrix, denoted $S_{m_A, m_B}(A, B)$, where the subscripts refer to the degrees of $A(t)$ and $B(t)$, which is given by the formula
The requirement that polynomials $A(t)$ and $B(t)$ have a common root is equivalent to the condition
\[ \text{det} S_{m_1,m_2}(A, B) = 0. \] (A.6)

The complete proof of this statement can be found e.g. in [22, 23]. Here we just show that condition (A.6) is necessary. Indeed, let $\vec{\tau}_m$ denote an $m$-component column vector with entries $(\vec{\tau}_m)_i = t^{i-1}$ ($i = 1, \ldots, m$); then,
\[ S_{m_1,m_2}(A, B) \vec{\tau}_{m_1} = A(t) \vec{\tau}_{m_2} + B(t) \vec{\tau}_{m_1} = 0. \] (A.7)

Thus, if $A(t)$ and $B(t)$ simultaneously vanish for some value of $t$, then the Sylvester matrix has at least one vanishing eigenvalue and hence formula (A.6) follows.

Given polynomial $P(t)$, the standard way of obtaining its discriminant (which is sometimes used as a definition of $D_m(P)$, instead of (A.2)) is
\[ D_m(P) = \frac{(-1)^{m(m-1)/2}}{p_m} \text{det} S_{m-1,m-1}(P, P'). \] (A.8)

Taking into account that
\[ P'(t) = mp_m t^{m-1} + (m-1) p_{m-1} t^{m-2} + \cdots + 2 p_2 t + p_1, \] (A.9)

let us consider the polynomial $\tilde{P}(t) = m P(t) - t P'(t)$, which reads
\[ \tilde{P}(t) = p_m t^{m-1} + 2 p_{m-2} t^{m-2} + \cdots + (m-1) p_1 t + mp_0. \] (A.10)

Noting that the system of equations $P(t) = 0$, $P'(t) = 0$ can be replaced by the system of equations $\tilde{P}(t) = 0$, $P'(t) = 0$, we can therefore obtain equation (A.3) using the Sylvester determinant associated with the polynomials $\tilde{P}(t)$ and $P'(t)$. Furthermore, this can also be extended to the expression for $D_m(P)$ regardless of the requirement of its vanishing. Indeed, using the standard properties of determinants, formula (A.8) can be simplified to
\[ D_m(P) = (-1)^{m(m-1)/2} \text{det} S_{m-1,m-1}(\tilde{P}, P'). \] (A.11)

which is exactly formula (3.13).
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