Spin currents, relativistic effects and the Darwin interaction in the theory of hole superconductivity
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The existence of macroscopic spin currents in the ground state of superconductors is predicted within the theory of hole superconductivity. Here it is shown that the electromagnetic Darwin interaction is attractive for spin currents and repulsive for charge currents. It is also shown that the mere existence of spin currents implies that some electrons are moving at relativistic speeds in macroscopic superconductors, which in turn implies that the Darwin interaction plays a fundamental role in stabilizing the superconducting state.

PACS numbers:

The theory of hole superconductivity[1] predicts that superconductors expel negative charge from the interior towards the surface[2]. As a consequence an excess of negative charge is predicted to exist within a London penetration depth of the surface and excess positive charge in the interior. A description of superconductors as 'giant atoms' results[3], and an alternative electrodynamic theory[4] which is different from the conventional London theory[5] and leads to experimentally testable consequences[6].

As a consequence it is predicted that macroscopic spin currents should exist in the superconducting state[6, 7] in the absence of applied fields, as shown schematically in Figure 1. Classically this can be understood from the requirement that electrons near the surface should move in macroscopic orbits of large angular momentum so that the centrifugal force prevents them from 'falling in' towards the interior to neutralize the positive charge. Because in the absence of applied magnetic field there is no charge current in the superconductor, electrons of opposite spin will orbit in opposite direction. The preferred direction is determined by spin-orbit coupling, i.e. the electron magnetic moment points predominantly parallel to its orbital angular momentum. Thus in the absence of applied fields Cooper pairs \((k \uparrow, -k \downarrow)\) carry no charge current but carry spin current.

Superconductivity is of course a quantum phenomenon. However the purpose of this paper is to show that classical arguments can shed important light into the fundamental physics of superconductors. In the sense of Bohr's correspondence principle we argue that the macroscopic quantum manifestations of superconductivity should also be understandable from a classical point of view. Here we focus on the Darwin interaction, which is the lowest order relativistic correction to the electrodynamic Lagrangian of interacting charged particles[8, 9].

That the Darwin interaction plays a fundamental role in superconductivity was first proposed in prescient work by H. Essen in 1995[10], and advocated by him in several papers thereafter[11, 12]. Essen presents a variety of microscopic and macroscopic arguments in support of his assertion that the Darwin interaction leads to an attractive interaction between electrons and consequently to Cooper pairing and to superconductivity. However, in Essen’s treatment the Darwin interaction is found to be attractive for parallel currents, hence he predicts the existence of charge currents in the ground state of superconductors, similar to old theories of Heisenberg[13] and of Born and Cheng[14], which is however proven impossible by 'Bloch’s theorem'[15]. According to Essen’s treatment the interaction would be repulsive for spin currents, and in contrast to our work there is no charge inhomogeneity in his description of superconductors. Furthermore, in Essen’s treatment electrons move at non-relativistic speeds and hence the magnitude of the Darwin energy is small, and certainly cannot account for high \(T_c\) superconductivity[10]. Instead we argue here that the interaction is in fact attractive for spin currents and repulsive for charge currents, and in addition that electrons in spin currents move at relativistic speeds. In

FIG. 1: Schematic picture of Cooper pairs in a spherical superconductor giving rise to spin currents. The arrow parallel to the orbit indicates the direction of motion and the arrow perpendicular to the orbit indicates the direction of the electron magnetic moment to give minimum spin-orbit energy. Excess negative charge exists within a London penetration depth of the surface, and excess positive charge in the interior.
our work, no charge currents exist in superconductors in the absence of applied fields, and 'Bloch’s theorem' does not preclude spin currents [14].

The possible role of the Darwin interaction in superconductivity was also considered in the work of Capelle, Gross and coworkers [15]. However in that work it was not found that the Darwin term plays an essential role in the attractive interaction leading to pairing, rather relativistic corrections were considered independent of the interaction itself. The role of the Darwin interaction in superconductivity was also considered in the work of Lurie and Cremel [16], however its possible role in the pairing interaction was not discussed there either.

There has been confusion in the literature about the sign of the Darwin interaction. In applications to plasma physics, early work used an approximate form that predicts an attractive interaction for parallel (charge) currents [16]. This was later corrected [17] and it is now agreed by several workers that the interaction is in fact attractive for antiparallel currents [18, 20, 21, 22, 23], while others continue to argue that the opposite is true [22].

The Darwin electromagnetic interaction Lagrangian between two charges \( q_1 \) and \( q_2 \) includes the lowest order relativistic correction and is given by [22]

\[
L_{\text{int}} = \frac{q_1 q_2}{r} \left[ -1 + \frac{1}{2c^2} [\hat{v}_1 \cdot \hat{v}_2 + (\hat{v}_1 \cdot \hat{r})(\hat{v}_2 \cdot \hat{r})] \right] \tag{1}
\]

where \( \hat{v}_1, \hat{v}_2 \) are the velocities and \( \hat{r} \) is the unit vector connecting the positions of both charges. The Hamiltonian is obtained from the Lagrangian through the relation [24]

\[
H = \sum_j v_j p_j - L \tag{2a}
\]

with

\[
p_j = \frac{\partial L}{\partial v_j} \tag{2b}
\]

hence for a time-independent situation where the Hamiltonian gives the constant energy of the system, the interaction energy is

\[
E_{\text{int}} = \frac{q_1 q_2}{r} \left[ 1 + \frac{1}{2c^2} [\hat{v}_1 \cdot \hat{v}_2 + (\hat{v}_1 \cdot \hat{r})(\hat{v}_2 \cdot \hat{r})] \right] \tag{3}
\]

Note that in the usual situation where \( L = T - V, H = T + V \), with \( T \) and \( V \) the kinetic and potential energy, the sign of the second term in Eq. (1) would have changed in going from Eq. (1) to Eq. (3). This is not the case here because the potential is velocity-dependent.

Inspection of Eq. (3) reveals that the interaction energy between two charges is lowered when their velocities have opposite sign, and that the magnitude of the second term becomes important compared to the ordinary Coulomb repulsion for speeds approaching the speed of light. Both of these facts are key to the role of the Darwin interaction in superconductivity within our theory.

The confusion about the sign of the Darwin interaction arises because expression (3) appears to contradict the well-known fact that in magnetostatics parallel charge currents attract. Hence it is argued that Eq. (3) is ‘misleading’ [22] and instead Eq. (1) should be interpreted, using \( L = T - V \), as representing a potential energy that is lower for parallel currents. In fact, as discussed by Schwinger, the correct expression for the interaction energy in terms of charge and current density for a set of charges \( q_i \) with velocities \( \vec{v}_i \) is

\[
E = \int \frac{1}{2} d^3r \rho(\vec{r}, t) \rho(\vec{r}', t) \frac{|\vec{r} - \vec{r}'|}{|\vec{r}' - \vec{r}|} + \frac{1}{2c^2} \int d^3r d^3r' \hat{j}(\vec{r}, t) \hat{j}(\vec{r}', t) \frac{|\vec{r} - \vec{r}'|}{|\vec{r}' - \vec{r}|} + \frac{1}{4c^2} \int d^3r d^3r' \frac{\partial}{\partial t} \rho(\vec{r}, t) \frac{\partial}{\partial t} \rho(\vec{r}', t) |\vec{r} - \vec{r}'| \tag{4}
\]

with

\[
\rho(\vec{r}, t) = \sum_i q_i \delta(\vec{r} - \vec{r}_i(t)) \tag{5a}
\]

\[
\hat{j}(\vec{r}, t) = \sum_i q_i \vec{v}_i \delta(\vec{r} - \vec{r}_i(t)) \tag{5b}
\]

and using the continuity equation

\[
\frac{\partial \rho}{\partial t} = -\nabla \cdot \hat{j} \tag{6}
\]

Eq. (3) results for each pair of particles. The second term in Eq. (4) also appears to contradict the expectation that the energy should be lower for parallel currents, however when combining the second and third terms in Eq. (4) Schwinger shows that they reduce to

\[
E_{\text{mag}} = -\frac{1}{2c^2} \int d^3r d^3r' \frac{\hat{j}(\vec{r}) \hat{j}(\vec{r}')}{|\vec{r} - \vec{r}'|} \tag{7}
\]

predicting lower energy for parallel currents. However in obtaining Eq. (7) from Eq. (6) a boundary term, that is indeed irrelevant for long parallel wires, is dropped. For our case, Eq. (7) is not applicable.

The following physical argument may help clarify the situation. The interaction between parallel wires with currents of the same sign is attractive because the magnetic field generated by the wires has opposite sign in the region between the wires. The magnetic field is strongest close to the wires, and because it contributes to the magnetic energy through

\[
U_{\text{mag}} = \int d^3r \frac{B^2(\vec{r})}{8\pi} \tag{8}
\]

it will lower the energy to bring the wires closer together to cancel the magnetic fields in the region close to the surface of each wire facing the other wire. For the same
reason, the force between parallel wires with antiparallel currents is repulsive. However, consider two identical current loops made of wires of finite cross section so that the planes of the loops are parallel and their centers lie on a common axis perpendicular to the planes of the loops, and allow to change their relative distance $d$ including the regime where the loops overlap. For parallel currents, the magnetic energy for $d = 0$ is twice as large as for $d = \infty$ (four times as large as the energy of a single loop, because the current is twice as large), while for antiparallel currents the magnetic energy when $d = 0$ is zero because the currents have cancelled out. Consequently the interaction in the case of antiparallel currents has to be attractive in some regime (since the energy gets lowered from finite to zero as $d$ goes from $\infty$ to 0) and for the case of parallel currents it has to be repulsive in some regime, to increase the energy. Clearly that regime is when the loops are close and the currents overlap. We conclude that for charged particles circulating in the same region of space indeed the energy will be lowered when the particles circulate in opposite directions and no net charge current exists so that no magnetic field is generated.

For two electrons of opposite spin orbiting in opposite direction in a classical orbit of radius $R$ the energy Eq. (3) is

$$E_{\text{int}}(\theta) = \frac{e^2}{r} \left[1 - \frac{v^2}{c^2} \frac{1 + 3 \cos \theta}{4} \right]$$

where $\theta$ is the angle between the position vectors of both charges which changes with time according to $\theta = 2 \omega t$, $\omega = v/R$, and $r$ is the instantaneous distance between the charges, $r = \sqrt{2} R \sqrt{1 - \cos \theta}$. Note that when $\theta \to 0$ the second term in Eq. (9) exactly cancels the first term, the ordinary Coulomb repulsion, as $v \to c$. For any angle $0 \leq \theta \leq 109.5^\circ$ the velocity-dependent term is negative and reduces the Coulomb repulsion. Small values of $\theta$ correspond of course to small $r$ which is when the ordinary Coulomb repulsion is largest.

In the model of hole superconductivity a uniform positive charge distribution exists in the interior of superconductors giving rise to a radial electric field $E = cr$, with $c$ of order $10^6 V/cm^2$. The angular velocity of electrons is then $\omega = (ec/m_e)^{1/2}$ with $m_e$ the electron mass, and the second term in Eq. (9) will become very important for macroscopic samples.

In a quantum-mechanical treatment, assuming a spherical geometry the Cooper pair can be denoted by

$$c^\dagger_{nlm\uparrow} c^\dagger_{nl-m\downarrow}$$

with $n, l, m$ radial, orbital and azimuthal quantum numbers. It represents electrons orbiting in opposite directions as in the classical example discussed above, hence we conclude that the energy of a Cooper pair is lowered by the velocity-dependent Darwin interaction. There is yet another relativistic lowering of the energy of Cooper pairs, from the spin-orbit interaction with the internal electric field $\vec{E}$

$$E_{\text{a.o.}} = \frac{e}{2mc^2} \vec{S} \cdot (\vec{v} \times \vec{E})$$

with $\vec{S}$ the electron spin. Even though this term goes as $(v/c)$ compared to the Darwin term’s $(v/c)^2$ dependence, the prefactor is small and at relativistic speeds the energy lowering from this term is negligible compared to the Darwin term.

The expression Eq. (9) diverges as $\theta \to 0$, hence cannot be used to estimate the energy. As a simple example, consider two spherical shells of radius $R$ and charge $q$ rotating in opposite direction with angular velocity $\omega$, corresponding to the electrons with spin 'up' and 'down' respectively. In a stationary situation the third term in Eq. (4) vanishes and we can calculate the Darwin energy from just the second term in Eq. (4)

$$E_{\text{Darwin}} = \frac{1}{2c^2} \int d^3r d^3r' \frac{\vec{j}^\dagger(\vec{r}) \vec{j}(\vec{r}')}{|\vec{r} - \vec{r}'|}$$

with

$$\vec{j}^\dagger(\vec{r}) = \frac{q}{4\pi R^2} \sigma \vec{\omega} \times \vec{r}$$

and $\sigma = \pm 1$, and obtain

$$E_{\text{Darwin}} = -\frac{q^2 \omega^2 R}{9c^2} = -\frac{N^2 e^2 \omega^2 R}{9c^2}$$

for $q = Ne$, with $N$ the number of Cooper pairs. The kinetic energy is (neglecting relativistic corrections)

$$E_{\text{kin}} = \frac{2}{3} N m_e \omega^2 R^2$$

so that for large $N$ the Darwin energy lowering is greater than the kinetic energy associated with the spin current. The relevant parameter (ratio of Eqs. (13) and (14)) is $Ne^2/m_ec^2 R$ as already found by Essen. For relativistic speeds the energy lowering Eq. (13) is of the same order of magnitude as the Coulomb energy cost of the inhomogeneous charge distribution.

Note also that the rigid rotation assumed in Eq. (12b) is far from optimal to benefit from the Darwin energy lowering, since only the electrons in the equatorial plane are moving at the maximum speed $v = \omega R$. Other patterns of motion where electrons move along various great circles of different orientations as depicted in Fig. (1) will yield larger energy lowering than Eq. (13). In ref. 22, a numerical simulation of electrons on the surface of a sphere was performed and it was found that electrons spontaneously develop complicated motion patterns that are indeed characterized by neighboring electrons having velocities in opposite directions.

In the theory of hole superconductivity, a negative charge density $\rho_-$ exists within a London penetration depth of the surface, and a positive charge density $\rho_0$ in
the interior. The charge density obeys the differential equation
\[ \rho(\vec{r}) = \rho_0 + \lambda_L^2 \nabla^2 \rho(\vec{r}) \] (15a)
with \( \lambda_L \) the London penetration depth, and the electric field is determined by the equation
\[ \nabla^2(\vec{E} - \vec{E}_0) = \frac{1}{\lambda_L^2}(\vec{E} - \vec{E}_0) \] (15b)
where \( \vec{E}_0 \) is the electric field originating in a uniform charge density \( \rho_0 \). We consider a spherical geometry for simplicity, where \( \vec{E}_0 \) is given by
\[ \vec{E}_0 = \frac{q}{R^3} \vec{r} \] (15c)
and \( q = 4\pi R^2 \rho_0/3 \) is the charge expelled from the interior of the sphere of radius \( R \) to the surface shell. The Darwin interaction term becomes important compared to the ordinary Coulomb repulsion when the speed approaches the speed of light. We now show that in fact the predicted spin currents involve such speeds for samples of dimensions much larger than the London penetration depth.

Consider a sphere of radius \( R >> \lambda_L \), and electrons associated with the spin current near the surface rotating with azimuthal velocity \( v_0 \), in opposite directions for spin ↑ and ↓. Mechanical equilibrium requires that
\[ \frac{m_e v_0^2}{r} = eE(r) \] (16)
for electrons at radius \( r \). We will use nonrelativistic expressions for simplicity since it is sufficient to illustrate the point. When a magnetic field \( \vec{B} \) is applied, the speed of electrons within a London penetration depth of the surface is modified to screen the magnetic field, denote the change in speed by \( v_\phi \). To maintain mechanical equilibrium to first order it is seen from variation of Eq. (16) that the condition
\[ v_\phi = -\frac{e}{m_e c} \frac{B r}{2} \] (17)
is required. Now from integrating the London equation
\[ \nabla \times \vec{J} = -\frac{c}{4\pi \lambda_L^2} \vec{B} \] (18)
we can write the charge current \( \vec{J} \) as
\[ \vec{J} \sim \frac{c}{4\pi \lambda_L} B \] (19a)
and defining the current density as
\[ \vec{J} = \rho \vec{v}_\phi \] (19b)
we conclude that the charge density \( \rho \) that contributes to the current is given by
\[ \rho = \frac{m_e c^2}{2\pi \lambda_L er} \] (20)
where \( r \sim R \) to within a London penetration depth correction. Using for the London penetration depth
\[ \frac{1}{\lambda_L^2} = \frac{4\pi n_s e^2}{m_e c^2} \] (21)
with \( n_s \) the density of electrons in the condensate, Eq. (20) yields
\[ \rho = 2e n_s \frac{\lambda_L}{r} \] (22)
which differs in a fundamental way from the usual assumption in London theory. Namely, it says that only a small fraction \( \sim (\lambda_L/r) \) of all electrons contribute to the transport current, with a speed that is larger by a factor \( r/\lambda_L \) from the speed assumed in conventional London theory.

The maximum value that the electric field attains is
\[ E_{\text{max}} \sim q/R^2 \sim 4\pi \lambda_L \rho \] within distance \( \lambda_L \) of the surface. Here, \( q \) is the expelled charge and \( \rho \) is the excess negative charge density near the surface. This electric field determines the maximum speed of the spin current \( v_0 \) (Eq. (16) for \( r \sim R \)). Under the reasonable assumption that the transport charge density \( \rho \) given by eq. (20) is of the same order of magnitude as the expelled charge density \( \rho_- \), one is led from Eqs. (16) and (20) to the startling conclusion that \( v_0 \sim c \) in samples of dimensions much larger than \( \lambda_L \). This then implies that the Darwin interaction is all-important in the energy balance.

In addition, the condition \( \rho = \rho_- \) leads through Eq. (20) to the remarkable conclusion that
\[ \frac{qe}{R} = 2m_e c^2 \] (23)
in other words, that the potential energy of electrons within \( \lambda_L \) of the surface where the electric field is maximum is right at the threshold where pair production becomes energetically possible. Possible experimental consequences of this finding will be discussed elsewhere.

Finally we may ask, how many Cooper pairs participate in the charge and spin currents near the surface? Denoting by \( N \) the number, we have \( Ne = 2\pi R^2 \lambda_L \rho \), and using Eq. (20) for \( \rho \)
\[ N = \frac{m_e c^2 R}{e^2} = \frac{R}{r_c} \] (24)
with \( r_c \) the classical electron radius. This is precisely the condition derived by Essen for the Darwin interaction to be important. Furthermore, as already showed by Essen, it is the condition required to explain the magnitude of magnetic fields in rotating superconductors (London field) under the assumptions that only a fraction \( n_s \lambda_L / R \) of electron density (Eq. (22)) near the surface contribute to the current and that these electrons are completely unaffected by the body’s rotation (these
assumptions were not made explicit in Essen’s work). In contrast, in the conventional London treatment all the $n_s$ electron density near the surface contributes to the London field through a velocity ‘lag’ $\Delta v \sim \omega \lambda_L$ for each carrier, with $\omega$ the angular velocity of body rotation.

In summary, we have given a series of arguments that lead to the conclusion that relativistic effects play a fundamental role in superconductors of dimensions larger than the London penetration depth within the theory of hole superconductivity. This was already foreshadowed by the prediction that macroscopic electric fields of magnitude of order $10^6 V/cm$ exist in the interior of superconductors, which implies relativistic effects in samples of dimension of order $\text{cm}$ (recall that the electron rest energy is $\sim 0.5 \times 10^6 \text{eV}$). Separately, the mere existence of charge expulsion and spin currents and the condition of mechanical equilibrium was shown here to imply that electrons near the surface move at relativistic speeds, which in turn implies that the Darwin electromagnetic interaction has to play an important role. We have argued that the Darwin interaction is attractive for spin currents and repulsive for charge currents (in contradiction to previous work), and hence conclude that it plays a fundamental role in the stabilization of the superconducting state in the theory of hole superconductivity where spin currents are predicted to exist. The fact that the Darwin energy lowering is a kinetic energy lowering mechanism was also foreshadowed by the lattice formulation of the model of hole superconductivity. Further development of these concepts will be given in future work.
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