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Abstract

Performing link prediction in Knowledge Bases (KBs) with embedding-based models, like with the model TransE (Bordes et al., 2013) which represents relationships as translations in the embedding space, have shown promising results in recent years. Most of these works are focused on modeling single relationships and hence do not take full advantage of the graph structure of KBs. In this paper, we propose an extension of TransE that learns to explicitly model composition of relationships via the addition of their corresponding translation vectors. We show empirically that this allows to improve performance for predicting single relationships as well as compositions of pairs of them.

1 Introduction

Performing link prediction on multi-relational data is becoming essential in order to complete the huge amount of missing information of the knowledge bases. These knowledge can be formalized as directed multi-relation graphs, whose node correspond to entities connected with edges encoding various kind of relationships. We denote these connections via triples \( (\text{head}, \text{label}, \text{tail}) \). Link prediction consists in filling in incomplete triples like \( (\text{head}, \text{label}, ?) \) or \( (?, \text{label}, \text{tail}) \).

In this context, embedding models (Wang et al., 2014; Lin et al., 2015; Jenatton et al., 2012; Socher et al., 2013) that attempt to learn low-dimensional vector or matrix representations of entities and relationships have shown promising performance in recent years. In particular, the basic model TRANSE (Bordes et al., 2013) has been proved to be very powerful. This model treats each relationship as a translation vector operating on the embedding representing the entities. Hence, for a triple \( (\text{head}, \text{label}, \text{tail}) \), the vector embeddings of \text{head} and \text{tail} are learned so that they are connected through a translation parameterized by the vector associated with \text{label}. Many extensions have been proposed to improve the representation power of TRANSE while still keeping its simplicity, by adding some projections steps before the translation (Wang et al., 2014; Lin et al., 2015).

In this paper, we propose an extension of TRANSE \(^1\) that focuses on improving its representation of the underlying graph of multi-relational data by trying to learn compositions of relationships as sequences of translations in the embedding space. The idea is to train the embeddings by learning simple reasonings, such as the relationship \text{people/nationality} should give a similar result as the composition \text{people/city of birth} and \text{city/country}. In our approach, called rTRANSE, the training set is augmented with relevant examples of such compositions by performing constrained walks in the knowledge graph, and training so that sequences of translations lead to the desired result. The idea of compositionality to model multi-relational data was previously introduced in (Neelakantan et al., 2015). That work composes relationships by means of recurrent neural networks (RNN) (one per relationship) with non-linearities. However, we show that there is a natural way to compose relationships by simply adding translation vectors and not requiring additional parameters, which makes it specially appealing because of its scalability.

We present experimental results that show the superiority of rTRANSE over TRANSE in terms of link prediction. A detailed evaluation, in which test examples are classified as easy or hard depending on their similarity with training data, highlights the improvement of rTRANSE on both categories. Our experiments include a new evaluation protocol, in which the model is directly

\[^{1}\text{Code available in https://github.com/glorotxa/SME}\]
asked to answer questions related to compositions of relations, such as \((\text{head}, \text{label}_1, \text{label}_2, \ldots)\). r\textsc{TransE} also achieves significantly better performances than \textsc{TransE} on this new dataset.

We describe r\textsc{TransE} in the next section, and present our experiments in Section 3.

2 Model

The model we propose is inspired by \textsc{TransE} (Bordes et al., 2013). In \textsc{TransE}, entities and relationships of a KB are mapped to low dimensional vectors, called embeddings. These embeddings are learnt so that for each fact \((h, \ell, t)\) in the KB, we have \(h + \ell \approx t\) in the embedding space.

Using translations for relationships naturally leads to embed the composition of two relationships as the sum of their embeddings: on a path \((h, \ell, t), (t, \ell', t')\), we should have \(h + \ell + \ell' \approx t'\) in the embedding space. The original \textsc{TransE} does not enforce that the embeddings accurately reproduce such compositions. The recurrent \textsc{TransE} we propose here has a modified training stage to include such compositions. This should allow to model simple reasonings in the KB, such as people/nationality is similar to the composition of people/city of birth and city/country.

2.1 Recurrent TransE

We describe in this section our model in its full generality, which allows to deal with compositions of an arbitrary number of relationships, even though in this first work we experimented only with compositions of two relationships.

Triples that are the result of a composition are denoted by \((h, \{\ell_i\}_{i=1}^p, t)\), where \(p\) is the number of relationships that are composed to go from \(h\) to \(t\). Such a path means that there exist entities \(e_1, \ldots, e_{p+1}\), with \(e_1 = h\) and \(e_{p+1} = t\) such that for all \(k\), \((e_k, \ell_k, e_{k+1})\) is a fact in the KB. Our model, r\textsc{TransE} for recurrent \textsc{TransE}, represents each step \(s_k(h, \{\ell_i\}_{i=1}^p, t)\) along the path in the KB with the recurrence relationship (boldface characters denote embedding vectors i.e. \(h\) is the embedding vector of the entity \(h\)):

\[
\begin{align*}
\hspace{1cm} s_1(h, \{\ell_i\}_{i=1}^p, t) &= h \\
\hspace{1cm} s_{k+1}(h, \{\ell_i\}_{i=1}^p, t) &= s_k(h, \{\ell_i\}_{i=1}^p, t) + \ell_k .
\end{align*}
\]

Then, the energy of a triple is computed as

\[d(h, \{\ell_i\}_{i=1}^p, t) = \|s_p(h, \{\ell_i\}_{i=1}^p, t) - t\|_2 .\]

2.2 Path construction and filtering

The experience of the paper is motivated by learning simple reasonings in the KB through the compositions of relationships. Therefore, we restricted our analysis to paths of length 2 created as follows.

First, for each fact \((h, \ell, t)\), retrieve all paths \((h, \{\ell_1, \ell_2\}, t)\) such that there is \(e\) such that both \((h, \ell_1, e)\) and \((e, \ell_2, t)\) are in the KB. Then, we filter out paths where \((h, \ell_1, e) = (h, \ell, t)\) or \((e, \ell_2, t) = (h, \ell, t)\), as well as the paths with \(\ell_1 = \ell_2\) and \(h = e = t\).

We focused on “unambiguous” paths, so that the reasoning might actually make sense. In particular, we considered only paths where \(\ell_1\) is either a 1-to-1 or a 1-to-many relationship, and where \(\ell_2\) is either a 1-to-1 or a many-to-1 relationship.

In our experiments, the paths created for training only consider the training subset of facts.

In the remainder of the paper, such paths of length 2 are called quadruples.

2.3 Training and regularization

Our training objective is decomposed in two parts: the first one is the ranking criterion on triples of \textsc{TransE}, ignoring quadruples. Paths are then taken into account through additional regularization terms.

Denoting by \(\mathcal{S}\) the set of facts in the KB, the first part of the training objective is the following ranking criterion that operates on triples

\[
\sum_{(h,\ell,t)\in\mathcal{S}} \left[ \gamma + d(h,\ell,t) - d(h',\ell,t') \right]_+ ,
\]

where \([x]_+ = \max(x, 0)\) is the positive part of \(x\), \(\gamma\) is a margin hyperparameter and \(\mathcal{S}_{(h,\ell,t)}\) is the set of corrupted triples created from \((h, \ell, t)\) by replacing either \(h\) or \(t\) with another KB entity.

This ranking loss effectively trains so that the embedding of the tail is the nearest neighbor of the translated head, but it does not guarantee that the distance between the tail and the translated head is small. The nearest neighbor criterion is sufficient to make inference over simple triples, but making sure that the distance is small is necessary for the composition rule to be accurate. In order to account for the compositionality of relationships, we add two additional regularization terms:

- \(\lambda \sum_{(h,\ell,t)\in\mathcal{S}} d(h,\ell,t)^2\)
- \(\alpha \sum_{(h,\{\ell_1,\ell_2\}, t)\in\mathcal{S}} N_{\ell\to\{\ell_1,\ell_2\}} d(h, \{\ell_1, \ell_2\}, t)^2\).
The first criterion only applies to original facts of the KB, while the second term applies to quadruplets in train matching their relationship.

The mean rank was used as a validation criterion, and the values of $\gamma, \lambda, \alpha$ and $\mu$ were chosen respectively among $\{0.25, 0.5, 1\}$, $\{1e^{-4}, 1e^{-5}, 0\}$, $\{0.1, 0.05, 0.1, 0.01, 0.005\}$ and $\{1e^{-4}, 1e^{-5}, 0\}$.

### 3.2 Results

**Overall performances** Experiments on FAMILY show a quantitative improvement of the performance of rTRANSE: where TRANSE gets a mean rank of 6.7 and a H@5 of 68.7, rTRANSE get a performance of 6.3 and 72.3 respectively.

Similarly, on FB15k, Table 2 (last row) shows that training on longer paths (length 2 here) actually consistently improves the performance while predicting heads and tails of triples only: the overall H@10 improves by almost 5% from 71.5 for
Table 3: Examples of predictions on quadruples of RTRANS and RTRANS. The relation paths \{l_1, l_2\} of the first two examples encode the single the relationship /tv_program/country_of_origin; the third one stands for /language/human_language/region and the last two ones for /location/location/containedby. The correct answer is in bold.

| h: madtv | l_1: regular_TV_appearance | l_2: nationality | rTRANS | TRANS E |
|---------|---------------------------|-----------------|--------|----------|
|         |                           | U.S.A.          | Ireland | U.S.A.   |
|         |                           | Ireland         | U.K.    | U.K.     |
| h: stargate atlantis | l_1: regular_TV_appearance | l_2: nationality | Hawaii | Scotland |
|         |                           | Scotland        | Hawaii  | Hawaii   |
| h: malay | l_1: language/main_country | l_2: continent | southeast asia | taiwan |
|         |                           | malaysia        | southeast asia | philippines |
| h: indiana_state_university | l_1: institution/campuses | l_2: location/state/province_region | the_hoosier_state | maryland |
|         |                           | terre_haute     | rhode_island | rhode_island |
|         |                           | victoria        | kelowna   | kelowna  |
|         |                           | kurnaby         | toronto   |          |
|         |                           | kelowna         | ottawa    |          |

3 Nearest entities to \(h + l_1 + l_2\)

| RTRANS | TRANS E |
|--------|---------|
| U.S.A. | Ireland |
| Ireland | U.K.    |
| Hawaii | Scotland |
| Scotland | Hawaii |
| southeast asia | taiwan |
| southwest asia | philippines |
| the_hoosier_state | maryland |
| terre_haute | rhode_island |
| victoria | kelowna |
| kurnaby | toronto |
| kelowna | ottawa |

Table 3: Examples of predictions on quadruples of RTRANS and RTRANS. The relation paths \{l_1, l_2\} of the first two examples encode the single the relationship /tv_program/country_of_origin; the third one stands for /language/human_language/region and the last two ones for /location/location/containedby. The correct answer is in bold.

**Detailed results** In order to better understand the gains of RTRANS, we performed a detailed evaluation on FB15k, by classifying the test triples along two axes: *easy* vs *hard* and *with composition* vs *without composition*. A test triple \((h, lt, t)\) is *easy* if its head and tail are connected by a triple in the training set, i.e. if either \((h, lt', t)\) or \((t, lt', h)\) is seen in train for some relationship \(lt'\). Otherwise, the triple is *hard*. Orthogonally, the test triple \((h, lt, t)\) is *with composition* if there is at least one path \(\{lt_1, lt_2\}\) for the relationship \(lt\), regardless of the existence of that specific path between the entities \(h\) and \(t\). If no such path exists, \((h, lt, t)\) is *without composition*.

The detailed results are shown in Table 2. We can see that comparatively to TRANS E, RTRANS particularly improves performances in terms of H@10 on triples *with composition*, improving on *easy* triples by 4.2% (from 78.8% to 83.0%) and *hard* triples by 2.5% (from 46.8% to 49.3%). The main gains are still on *easy* triples, and in fact the H@10 on *easy* triples *without composition* increases by 4%, from 71.3% to 75.3%. The mean rank also considerably improves on *easy* triples, and stays somehow still on *hard* ones. All in all, the results show that considering paths during training very significantly improves performances, and the results on triples *with composition* suggest that RTRANS is indeed capable of capturing the evidence of links that exist in longer paths.

### 3.3 Results on quadruples

While usual evaluations for link prediction in KBs focus on predicting a missing element of a test triple, we propose here to extend the evaluation to answering more complex questions, such as \((h, \{lt_1, lt_2\}, ?)\) or \(? , \{lt_1, lt_2\}, t\).

**Examples** Table 3 presents examples of predictions of both TRANS E and our model RTRANS on such quadruples. The two first examples try to predict the origin of two TV series from the nationality of the actors that regularly appear in them (regular_tv_appearance). In the first one, the american actor phil_lamarr is the only entity connected to the american TV show madtv through the relationship regular_tv_appearance. RTRANS is able to correctly infer the country of origin from this information since it forces country_of_origin \(\approx\) regular_tv_appearance + nationality. On the other side TRANS E is affected by the cascading error since the ranking loss does not guarantee that the distance between \(h + l_1\) and phil_lamarr is small, so when summing \(l_2\) it eventually ends up closer to Ireland rather than USA. In contrast, the second
example shows that answering that question by using that path is sometimes difficult: the members of the cast of that TV show have different nationalities, so rTRANS E lists the nationalities of these ones and the correct one is ranked third. TRANS E is again more affected than rTRANS E by the cascading error. In the third one, rTRANS E deducts the main region where Malay is spoken from the continent of the country with the most number of speakers of that language. In the last two examples, our model infers the location of those universities by forcing an equivalence between their location and the location of their respective campus.

Prediction performance For a more quantitative analysis, we have generated a new test dataset of link prediction on quadruples on FB15K. This test set was created by generating the paths from the usual test set (the triple test set) and removing those quadruples that are used for training. We obtain 1,852 quadruples. The overall experimental protocol is the same as before, trying to predict the head or tail of these quadruple in turn.

On that evaluation protocol, rTRANS E has a mean rank of 114.0 and a H@10 of 68.2%, while TRANS E obtains a mean rank of 159.9 and a H@10 of 65.2% (using the same models as in the previous subsection). We can see that learning on paths improves performances on both metrics, with a gain of 3% in terms of H@10 and an important gain of about 46 in mean rank, which corresponds to a relative improvement of about 30%.

4 Conclusion

We have proposed to learn embeddings of compositions of relationships in the translation model for link prediction in KBs. Our experimental results show that this approach is promising.

We considered in this work a restricted set of small paths of length two. We leave the study of more general paths to future work.
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