Sparse sampling approach to efficient \textit{ab initio} calculations at finite temperature
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Efficient \textit{ab initio} calculations of correlated materials at finite temperature require compact representations of the Green’s functions both in imaginary time and Matsubara frequency. In this paper, we introduce a general procedure which generates sparse sampling points in time and frequency from compact orthogonal basis representations, such as Chebyshev polynomials and intermediate representation (IR) basis functions. These sampling points accurately resolve the information contained in the Green’s function, and efficient transforms between different representations are formulated with minimal loss of information. As a demonstration, we apply the sparse sampling scheme to diagrammatic \textit{GW} and GF2 calculations of a hydrogen chain, of noble gas atoms and of a silicon crystal.

I. INTRODUCTION

The finite temperature Green’s function formalism \cite{1,2} is a standard approach to study equilibrium properties of correlated quantum systems at finite temperature. Many-body theories, approximations, and methods based on this formalism are widely used in condensed matter physics, quantum chemistry, and material science. Applications to low-energy effective model Hamiltonians include lattice Monte Carlo \cite{3}, dynamical mean-field theory \cite{4} with its cluster \cite{5}, multi-orbital extensions \cite{6,7}, and diagrammatic extensions \cite{8,9}, and diagrammatic or continuous-time quantum Monte Carlo methods \cite{10,11}. In the context of \textit{ab initio} calculations of correlated materials, examples include the \textit{GW} method \cite{12,13}, the self-consistent second order approximation (GF2) \cite{14,15}, variants of the dynamical mean field theory \cite{16,17,18}, and the self-energy embedding theory \cite{19,20}.

The fundamental object of these theories are numerically computed one- and two-particle Green’s functions and derived quantities such as self-energies and vertex functions. These quantities are known on a finite Matsubara frequency or imaginary time grid.

In \textit{ab initio} calculations, the difference between the scales of the bare Hamiltonian (which sets a frequency range), temperature (which dictates the frequency resolution), and the energy scales for competing quantum phenomena spans many orders of magnitude. As a consequence, a naive representation of the Green’s function requires an imaginary-time grid too large to store in memory, and solving equations such as the Dyson equation to the required accuracy becomes prohibitively expensive. This issue becomes even more pronounced for two-particle response functions, which are generically a function of multiple time and orbital indices.

Compact representations of Green’s functions are crucial to address this problem. Representations based on power meshes \cite{44,45}, Legendre polynomials \cite{27,28}, Chebyshev polynomials \cite{17,18}, intermediate numerical representations (IR) \cite{49,51}, quadrature rules \cite{52,53}, and spline interpolations \cite{28} have been proposed, as well as high frequency tail expansions \cite{54,56}.

Green’s function representations, in addition to being compact, also need to enable efficient calculations. The two main stages in most methods are the evaluation of self-energy diagrams (usually best done in imaginary time, as the interaction is instantaneous) and the solution of the Dyson equation (usually best done in Matsubara space, where the equation is diagonal in frequency). Some of the representations mentioned above are only compact in either time or frequency, and transforming between those domains is expensive or involves a loss of accuracy. Others, such as the orthogonal polynomial bases, can efficiently and accurately be transformed between coefficients and imaginary time sampling points, but frequency transforms result in a loss of compactness.

It is therefore natural to ask if there is a set of ‘sparse’ sampling points in both frequency and time such that, if the Green’s function is evaluated on these points, one may reconstruct the continuous Green’s functions in both time and frequency to high precision. This will then allow to perform diagram calculations in time, Dyson equation solutions in frequency, and transformations in between with minimal loss of accuracy.

This paper presents such a compact representation in both time and frequency by proposing a sparse sampling scheme for finite temperature Green’s functions. We illustrate the scheme at the example of Chebyshev \cite{17} and IR basis functions \cite{49}. Our method aims to accurately resolve all the information contained within finite temperature Green’s functions in a compact set of sampling points, and enables efficient and accurate transforms between imaginary time and Matsubara frequency.

The paper will proceed as follows. In Sec. \textit{II} we will introduce and derive the sparse sampling method. Sec. \textit{III} will discuss the application to low-order diagrammatic methods such as \textit{GW} and GF2. Sec. \textit{IV} will show applications to well-known systems in order to illustrate the power of the method.
II. SPARSE SAMPLING METHOD

A. General description and notation

The main object of this paper is the Green’s function $G^\alpha$, which we assume is expanded into a compact representation in terms of $N$ basis functions, such that in imaginary time and Matsubara frequencies

$$G^\alpha(\tau) = \sum_{l=0}^{N-1} G^\alpha_l F^\alpha_l(\tau), \quad (1)$$

$$\tilde{G}^\alpha(i\omega_n^\alpha) = \sum_{l=0}^{N-1} G^\alpha_l \tilde{F}^\alpha_l(i\omega_n^\alpha), \quad (2)$$

$$\tilde{F}^\alpha_l(i\omega_n^\alpha) = \int_0^\beta d\tau F^\alpha_l(\tau) e^{i\omega_n^\alpha \tau}, \quad (3)$$

where $G^\alpha_l$ are expansion coefficients, $F^\alpha_l(\tau)$ imaginary time basis functions with Fourier transform $\tilde{F}^\alpha_l(i\omega_n^\alpha)$ (the ‘hat’ denoting frequency representations), $\omega_n^\alpha = \pi(2n + \delta_{\alpha,F})/\beta$ Matsubara frequencies, and $\alpha$ denotes the statistics ($F$ for fermions and $B$ for bosons).

In the Chebyshev representation $[47]$

$$F^\alpha_l(\tau) \equiv T_l[x(\tau)], \quad (4)$$

where $T_l(x)$ are Chebyshev polynomials of the first kind and $x(\tau) = 2\tau/\beta - 1$. In the IR basis $[51]$

$$F^\alpha_l(\tau) \equiv U^\alpha_l(\tau) \quad (5)$$

where $U^\alpha_l(\tau)$ depend on the statistics and a dimensionless parameter $\Lambda = \beta\omega_{\text{max}}$ with a cutoff frequency $\omega_{\text{max}}$. Appendix A summarizes notations for Chebyshev and IR.

To determine $G^\alpha_l$ from $G^\alpha(\tau)$, we choose a finite set of $M$ sampling points $\tilde{\tau}_0^\alpha, \ldots, \tilde{\tau}_{M-1}^\alpha \in [0, \beta]$ ($M \geq N$). If $\{\tilde{\tau}_0^\alpha, \ldots, \tilde{\tau}_{N-1}^\alpha\}$ are chosen such that the discretized basis vectors $\{F_0^\alpha(\tilde{\tau}_0^\alpha), \ldots, F_{N-1}^\alpha(\tilde{\tau}_{N-1}^\alpha)\}$ are linearly independent, the exact values of $G^\alpha_l$ can be computed (transformed) from sampled values of $G^\alpha(\tau)$. Similarly, if a subset of Matsubara frequencies $\{i\omega_k^\alpha\}$ is chosen such that the basis functions are linearly independent, $G^\alpha_l$ can be obtained from $\tilde{G}^\alpha(i\omega_k^\alpha)$.

If as many sampling points $M$ are chosen as imaginary time points $N$, these transformations are

$$G^\alpha_l = \sum_{k=0}^{N-1} [F^\alpha_l^{-1}]_{lk} G^\alpha(\tilde{\tau}_k^\alpha) \quad (6)$$

$$= \sum_{k=0}^{N-1} [\tilde{F}^\alpha_l^{-1}]_{lk} \tilde{G}^\alpha(i\omega_k^\alpha), \quad (7)$$

where $F^\alpha_l$ and $\tilde{F}^\alpha_l$ are $N \times N$ matrices:

$$[F^\alpha_l]_{kl} = F^\alpha_l(\tilde{\tau}_k^\alpha) \quad (8)$$

$$[\tilde{F}^\alpha_l]_{kl} = \tilde{F}^\alpha_l(i\omega_k^\alpha). \quad (9)$$

This procedure only requires evaluating the Green’s function on $N$ sampling points, and linear transforms between the time or frequency domain and the basis representation $G^\alpha_l$ become invertible. $G^\alpha_l$ can thus serve as a proxy to transform between imaginary time and frequency sampling points, as well as evaluation at arbitrary $\tau$ and $i\omega_n^\alpha$ values, as illustrated in Fig. 1.

For $M > N$ (more sampling points than basis coefficients), the inverses in Eqs. (6) and (7) are replaced by the corresponding pseudoinverses $F^\alpha_l^{-1} \equiv (F^\alpha_l F^\alpha_l)^{-1} F^\alpha_l$, and the exact transform is replaced by a least squares fitting procedure.

In practical calculations, different choices of basis functions and sampling points lead to differently conditioned equation systems. A naive choice of sampling points, such as uniformly distributed time or frequency grids, results in almost linearly dependent basis vectors and ill-conditioned transforms, which improve very slowly when additional grid points are added. For an efficient method, a minimal set of sampling points that generates well-conditioned transformation matrices is desired in order to minimize the number of function evaluations and the loss of accuracy during transforms.

In the remainder of this section, we show that such a set with $M = N$ can be generated according to the distribution of the roots of the basis functions.

B. Imaginary time sampling

Chebyshev—For a truncated Chebyshev basis of size $N$, the $N$ sampling points in $\tau$ are naturally given by the roots of the $(N+1)$-th basis function $T_{N}(\tau)$ as

$$\tilde{\tau}_k^\alpha \equiv \tau \left( \cos \left( \frac{\pi(2k + 1)}{2N} \right) \right), \quad (10)$$

for $k = 0, \ldots, N - 1$ with the mapping $\tau(x) = \beta(x + 1)/2$. These sampling points lead to very well conditioned transformation matrices due to the discrete orthogonality.
of Chebyshev polynomials, and the condition number of $F_\alpha$ (defined as $\|F_\alpha\|_2|F_\alpha^{-1}|_2$) takes the constant value of $\sqrt{2}$.

IR basis.— For the IR basis with $N$ basis functions and given $\beta$ and $\omega_{\text{max}}$, we choose the sampling points $\{\xi_k\}$ to be the midpoints of the grid composed of the $N - 1$ roots of the highest order basis function $U_{N-1}^{\tau}(\tau)$ and the boundary points 0 and $\beta$. We choose not to use the roots of the next basis function $U_N^{\tau}(\tau)$ like in the Chebyshev case due to the fact that the IR basis is a numerical basis, and thus it is more convenient to determine sampling points from the available basis functions.

C. Matsubara frequency sampling

We generate sampling points in Matsubara frequencies following an algorithm similar to the imaginary time cases, with two additional considerations. First, function values should only be evaluated on the discrete Matsubara frequencies. Second, fermionic and bosonic Matsubara frequencies have to be treated separately, and the zero bosonic frequency (which represents static physics) has to be considered explicitly.

Chebyshev.— In the Chebyshev representation, we follow the same heuristics as in the $\tau$ sampling by finding or approximating zeros of the next basis function $T_N^{\beta}(i\omega_n^{\beta})$ defined in Matsubara frequency.

For fermions and even $N$, when continued to continuous Matsubara frequency space, $T_N^{\beta}(i\omega_n^{\beta})$ has $N$ roots on the imaginary axis ($-i\infty$, $i\infty$). We take $N$ Matsubara frequencies closest to these roots as sampling points.

For bosons and odd $N$, $T_N^{\beta}(i\omega_n^{\beta})$ has $N - 1$ roots. We define $N - 1$ sampling points as the Matsubara frequencies closest to the roots. We take the zero bosonic frequency $i\omega_n^{\beta} = 0$ as the last sampling point. The zero bosonic frequency, which corresponds to a constant offset in $\tau$ and often has to be treated separately, serves as a natural complement.

The requirement that even $N$ should be used for fermions and odd $N$ for bosons is necessary because the other cases (odd $N$ for fermions or even $N$ for bosons) will not yield adequate number of sampling points due to the analytic structure of $T_N^{\beta}(i\omega_n^{\beta})$. See Appendix III for a discussion.

IR basis.— For the IR basis, the procedure for getting frequency sampling points is more empirical due to the numerical nature of the basis function. We partition all Matsubara frequencies into contiguous groups such that the highest order basis function $U_{\text{max}}^{\tau}(i\omega_n^{\beta})$ has the same sign within each group ($l_{\max} \equiv N - 1$). $U_{\text{max}}^{\tau}(i\omega_n^{\beta})$ is either purely real (for even $l_{\max}$) or purely imaginary (for odd $l_{\max}$). We therefore use the sign of the corresponding real or imaginary part as the sign of $U_{\text{max}}^{\tau}(i\omega_n^{\beta})$. The sampling points $i\omega_n^{\alpha}$ are chosen to be those that maximize $|U_{\text{max}}^{\tau}(i\omega_n^{\beta})|$ in each group.

By checking the resulting sampling points numerically, we conclude that by requiring $N$ to be even ($l_{\max}$ odd) for fermionic basis and odd ($l_{\max}$ even) for bosonic basis, the number of sampling points is exactly $N$, and the bosonic sampling points naturally include zero.

D. Numerical demonstration

The transformation defined in Eqs. (6) and (7) is exact if the Green’s function is a linear combination of a finite set of basis functions [1]. With physical Green’s functions, this is seldom the case, and any finite expansion incurs a truncation error. Fortunately, in both the IR and the Chebyshev expansion, the truncation error is controlled: the analyticity of the finite-temperature Green’s function in $(0, \beta)$ guarantees exponential convergence of the Chebyshev expansion, and the construction of the IR basis from analytic continuation guarantees the same thing for the IR expansion [19].

To demonstrate the behavior of the sparse sampling scheme when applied to physical Green’s functions, we consider a model with semicircular density of states (full bandwidth is 2) for the IR basis in Fig. 2.

\[
\rho(\omega) = \frac{2}{\pi \sqrt{1 - \omega^2}}. \quad (11)
\]

As an example, the top left panel shows $U_N^{\tau}(\tau)$ as a function of imaginary time (blue lines) and illustrates the $N = 34$ sampling points for the fermionic basis of $\beta = 100$ and $\omega_{\text{max}} = 1$ (red crosses). The sampling points cluster near $\tau = 0$ and $\beta$, where this basis function is rapidly oscillating.

The top right panel of Fig. 2 shows the distribution of the Matsubara frequency sampling points generated for the same basis for $N = 34$. The Fourier transformed
basis function $\hat{U}_{k\sigma}^\tau(i\omega_n)$ (blue lines) exhibits $N - 1 = 33$

sign changes, which define $N = 34$ sampling points (red crosses). The sampling points are distributed almost logarithmically, which allows us to capture all the features of $\hat{U}_{\text{max}}^\tau(i\omega_n)$ from low to high frequency.

In the bottom row of Fig. 2, the left and right panels illustrate the sampling of $\hat{G}(\tau)$ and $\hat{G}(i\omega_n)$, respectively. The sampling points capture relevant features of the Green’s function in both cases. We compare the interpolated and extrapolated results with the numerically exact values. For imaginary time, one can see agreement at the level of $\sim 10^{-12}$ in the whole interval of $[0, \beta]$, which matches the singular value cutoff we used (10$^{-12}$).

For Matsubara frequency, the coefficients obtained by the IR basis functions in the dimensionless form for selected values of $\Lambda$ from $\Lambda = 10$ up to $\Lambda = 10^7$. The numerical evaluation of the basis functions in Matsubara frequency is also implemented.

The procedures we have presented are not unique, and we do not claim that they are optimal definitions of sampling points. One may design other choices with similar or, potentially, better numerical performance. The number of sampling points may also exceed the basis size $N$, as long as inversions in Eqs. (6) and (7) are replaced with a pseudoinverse, and the resulting transformations are well-conditioned. Nevertheless, the algorithms introduced in this section provide a systematic and unambiguous way to obtain the minimum sets of sampling points which yield well-conditioned numerical transforms and high accuracy. Appendix B includes numerical investigations of the transformation matrices.

III. SPARSE SAMPLING APPROACH TO SOLVING DIAGRAMMATIC EQUATIONS

Self-consistent second order Green’s function theory (GF2) is a second order perturbation theory which renormalizes the Green’s function [24,31]. Self-consistent GW [15,17,21,23] further renormalizes the interaction.

GF2 and GW calculations involve evaluations of diagrams in $\tau$ and solving convolution equations in Matsubara frequencies. Quantities such as the Green’s function and the screened interaction are repeatedly converted back and forth between time and frequency. These calculations therefore serve as a good test platform to demonstrate the numerical stability and computational advantage of the sparse sampling scheme.

In ab initio calculations of molecules, a finite spatial basis set is chosen for each atom. Since the energy scale $\omega_{\text{max}}$ in IR basis is only well defined for Green’s functions under orthogonal spatial orbitals, for better estimations of $\omega_{\text{max}}$ or $\Lambda$ we perform canonical orthogonalizations [57] on the atomic orbitals for a chosen basis set in each system, and use the resulting orthogonal spatial basis in all calculations. The Hamiltonian reads

$$H = \sum_{ij\sigma} h_{ij\sigma} c_{i\sigma}^\dagger c_{j\sigma} + \frac{1}{2} \sum_{ijkl \sigma\sigma'} V_{ijkl} c_{i\sigma}^\dagger c_{l\sigma'}^\dagger c_{j\sigma'} c_{k\sigma},$$

where $h$ is the single-particle Hamiltonian, and $V$ is the Coulomb integrals defined on the orthogonalized orbitals.

The self-consistency in GF2 and GW is defined by the Dyson equation

$$\hat{G}(i\omega_n^F) = [(i\omega_n^F + \mu)I - F - \hat{\Sigma}(i\omega_n^F)]^{-1}.$$  

The Fock matrix $F = h + \Sigma^{\text{HF}}$ includes the frequency independent Hartree-Fock contribution

$$\Sigma_{ij}^{\text{HF}} = (2V_{ijkl} - V_{ilkj})\delta_{kl},$$

where $i, j, k, l$ are orbital indices. GF2 approximates the frequency-dependent self-energy $\Sigma$ as

$$\hat{\Sigma}_{ij}(\tau) = -G_{kl}(\tau)G_{qm}(\tau)G_{np}(-\tau) \times V_{ikpq}(2V_{mnqr} - V_{mijn}),$$

while GW approximates $\hat{\Sigma}$ as

$$\hat{\Sigma}_{ij}(\tau) = -G_{ik}(\tau)\hat{W}_{iklj}(\tau),$$

where $\hat{W} = W - V$ is the frequency-dependent part of the screened interaction $W$. $W$ is calculated by the random phase approximation (RPA) [58] as

$$W_{ijkl}(i\omega_n^B) = V_{ijkl} + V_{ijpq} \hat{P}_{qpsr}(i\omega_n^B)\hat{W}_{rskl}(i\omega_n^B),$$

where the bare polarization is given by

$$P_{ijkl}(\tau) = -G_{il}(\tau)G_{jk}(-\tau).$$

At self-consistency, physical properties are evaluated from $G$ and $\Sigma$. For example, density matrix $\rho$ is given by $\rho_{ij} = G_{ji}(0^-) = -G_{ji}(\beta)$, and the total electronic energy is

$$E = \text{Tr} [\rho H_0] + \frac{1}{2} \text{Tr} [\rho \Sigma^{\text{HF}}] + \frac{1}{2\beta} \sum_n \text{Tr} [\hat{\Sigma}(i\omega_n^F)\hat{G}(i\omega_n^F)].$$

Fig. 2 illustrates how the self-consistent calculations can be performed by sparse sampling. In a GF2 calculation, we first evaluate Green’s function at sampling
FIG. 3. Illustration of GF2 and GW procedures using the sparse sampling scheme. The red and blue lines denote GF2-only and GW-only steps, respectively. Dashed arrows indicate evaluations that change the statistics of the representation.

points $\hat{\tau}_k^F$, and construct the self-energy $\hat{\Sigma}(\hat{\tau}_k^F)$ following second-order approximation [15]. The self-energy is then transformed to the basis representation $\tilde{\Sigma}_j^F$ following Eq. (6), which is then evaluated on the frequency sampling points to get $\hat{\Sigma}(i\tilde{\omega}_k^F)$. The Dyson equation (13) is solved for each $i\tilde{\omega}_k^F$ to obtain $\hat{G}(i\tilde{\omega}_k^F)$. We then transform the Green’s function to its basis representation $G_l^F$ following Eq. (7). The updated Green’s function in $\tau$ is recovered by evaluating $G_l^F$ on sampling points $\bar{\tau}_k^F$. The procedure is repeated using the updated Green’s function until self-consistency, which corresponds to the inner loop in Fig. 3. We can see that the compact basis representations $G_l^F$ and $\tilde{\Sigma}_j^F$ serve as proxies to convert back and forth between $\tau$ and frequency domains, all evaluated on corresponding sampling points.

While all quantities involved in GF2 are fermionic, in GW we have to switch between fermionic quantities ($G$ and $\Sigma$) and bosonic quantities ($P$ and $W$). This is achieved again by using compact basis representations as proxies: when calculating the polarization $P$, we evaluate $G_l^F$ on the bosonic sampling points $\bar{\tau}_k^B$ and assemble $P(\bar{\tau}_k^B)$ following Eq. (18). We then carry out the calculation of $W$ on the frequency sampling points $i\tilde{\omega}_k^F$, and obtain the compact basis representation $\bar{W}_l^B$. Finally we evaluate $\bar{W}_l^B$ back on the fermionic sampling points $\tilde{\tau}_k^F$, and compute self-energy using the GW approximation [16]. The rest of the procedure is identical to GF2.

Collective physical observables such as the total energy and the density matrix can be evaluated accurately from the compact basis representation of $G$ and $\Sigma$. Efficient evaluation of the density is beneficial in calculations with a fixed number of electrons, where one has to adjust the chemical potential in each self-consistent iteration [25]. Appendix C discusses these technical aspects in detail.

Note that since most basis functions, including Chebyshev and IR, cannot capture constant shifts in frequency (which correspond to a delta function at $\tau = 0$), it is important that one only expands the frequency-dependent components such as $\Sigma$ and $W$ using compact basis representations. One also needs to be careful when zero-energy mode exists in a bosonic quantity, in which case the IR basis function cannot describe the constant shift in imaginary time [60].

IV. RESULTS

A. Hydrogen chain

We first apply our sparse sampling scheme to GF2 and GW calculations of a system composed of 10 hydrogen atoms placed on a straight line with equal spacing $r$. The hydrogen chain, due to its simplicity, serves as a benchmark platform for testing numerical methods of correlated electrons. Reference data for the hydrogen chain were carefully compared and analyzed in Ref. [59] with many methods including GF2 and GW. It is therefore convenient to use this system to analyze the sparse sampling scheme.

We perform GF2 and GW calculations for $H_{10}$ with $r = 1a_0$ and $\beta = 1000E_h^{-1}$ ($T \sim 315.8K$). We use the minimal basis set STO-6g with only one 1s orbital per atom. Hartree-Fock calculations show that the difference between the highest and the lowest Hartree-Fock energy levels is about $\Delta E \approx 5.76E_h$ ($\sim 156 eV$). The dimensionless parameter for the IR basis can thus be estimated by taking $\Lambda$ to bound the value $\beta\Delta E \approx 5.76 \times 10^3$. We take $\Lambda = 10^3$ in all our calculations.

Both Chebyshev and IR basis functions are used together with the sparse sampling scheme. To demonstrate convergence, we examine a series of calculations with different sizes of basis functions. Typically we choose $N$ to be an even number, which is then used as the size of the fermionic basis. For corresponding bosonic basis functions in GW, we used the closest odd number $N - 1$ as the basis size. The Python library irbasis version 2.0.0b1 [51] is used for calculating IR basis functions.

With each basis of fixed size $N$, we perform self-consistent GF2 and GW calculations following the procedures described in the previous section. The initial guess of the Green’s function is constructed from Hartree-Fock
calculations using the PySCF library [60]. Self-consistent calculations, as illustrated in Fig. 3, are then executed repeatedly until the energy difference is below the convergence tolerance $E_{\text{tot}} = 10^{-8} E_h$ between two consecutive iterations. Energy values converged with respect to basis size $N$ are cross-verified with reference data to ensure correctness. All results are then compared to converged values to assess errors in energy and density matrix as a function of basis size $N$.

In the left panel of Fig. 4, we show the convergence of errors in total energy with respect to $N$. GF2 and GW share similar convergence behavior, in that the error decreases almost exponentially with respect to $N$ in either basis representation. In the Chebyshev representation, we obtain convergence of the total energy below the tolerance $E_{\text{tol}}$ with around 350 Chebyshev polynomials. With IR basis, convergence is reached with less than 100 basis functions. Similarly, the right panel of Fig. 4 illustrates the convergence of the maximum error in density matrix, exhibiting an exponential decay of errors. This indicates that with a reasonable number of sampling points, we can reach very high precision in both global observables such as the energy and local properties like the density matrix. The observation that GW shows a convergence behavior similar to GF2 indicates that no substantial additional errors are introduced during the frequent switching between fermionic and bosonic representations.

The sparse sampling scheme is stable thanks to the well-conditioned transformation matrices generated from the sampling points. We demonstrate this in Fig. 5, which shows the relative magnitude of basis expansion coefficients for the converged solution. $N$ is chosen large enough to ensure that all quantities are well approximated by the basis representations, with $N = 600$ for Chebyshev and $N = 130$ for IR with $\Lambda = 10^5$. Even after several iterations with multiple transforms forward and backward between different types of sampling points, we see that for all quantities, expansion coefficients decay at least exponentially as we expect from the properties of the basis, down to a relative size below $10^{-12}$. The truncation error due to the finite basis expansion is therefore controlled, and no amplification of error is observed during the self-consistent iterations.

The sparse sampling scheme ensures that the number of $\tau$ grid points and the number of Matsubara frequencies is the same as the basis size $N$. We reach a precision of 8 digits in total energy with only hundreds of $\tau$ points and Matsubara frequencies, a significant improvement from the conventional approach used in Ref. [59] where $\sim 10^4$ Matsubara frequencies were used for higher temperature ($\beta \sim 100 E_h^{-1}$) and bigger convergence threshold ($E_{\text{tol}} \sim 10^{-6} E_h$ or $10^{-7} E_h$). This greatly reduces the computational cost and memory requirement in all parts of the calculations while still being accurate. The sparse sampling scheme thus allows to tackle problems that were too costly to calculate, especially low temperature calculations of systems with large energy scales.

![FIG. 4. Error in total energy and density from converged GF2 and GW calculations for H10 in minimal basis at $\beta = 10^7 E_h^{-1}$. The left panel shows the convergence of the total energy with the dashed horizontal line representing the convergence threshold of $10^{-8} E_h$. The right panel shows the convergence of the density.](image)

![FIG. 5. Relative size of basis expansion coefficients with converged GF2 (left panel) and GW (right panel) calculations for H10 in STO-6g at $\tau = 1.0$ a.u., $\beta = 1000 E_h^{-1}$.](image)

B. Noble gas atoms

Noble gas atoms such as Kr have deep core states, if no pseudopotentials are employed. Due to the large energy scale caused by the core states, it is computationally very demanding for conventional methods to resolve sharp features close to $\tau = 0$ or $\beta$ in $G(\tau)$ or the slow decay of $G(i\omega_n)$ at high frequency. Even with a compact polynomial basis such as Chebyshev, thousands of basis functions are required to represent the Green’s functions [47], and effective core potentials (ECP), which absorb electron in inner orbitals to the ionic potential, have to be employed in most practical calculations. We choose this problem to demonstrate the power of the sparse sampling method when dealing with large energy scales, while avoiding additional physical or technical difficulties.

The IR basis is a natural choice for systems with large energy scales. As long as the spectral cutoff $\omega_{\text{max}}$ is chosen to include all energy scales in the system, exponential convergence of the coefficients is guaranteed by construction, usually with no more than a couple hundred basis functions [49]. The full potential of IR basis is realized when combined with the sparse sampling scheme developed in this paper. Numerical difficulties in either $\tau$ or frequency domain are reduced to a single issue: whether the basis functions can capture all relevant quantities
well. Therefore, by using a sparse sampling method with the IR basis, we are able to treat noble gas atoms efficiently even in all-electron calculations.

We choose the all-electron correlation consistent basis set cc-pVDZ [61], and perform GF2 and GW calculations of four noble gas atoms: He, Ne, Ar, and Kr, at $\beta = 1000 E_h^{-1}$. Similar to the case for H$_{10}$, we estimate the dimensionless parameter $\Lambda$ according to the Hartree-Fock energy spectrum for each individual atom: $\Lambda = 10^4$ for He, $\Lambda = 10^5$ for Ne, and $\Lambda = 10^6$ for Ar and Kr. The sparse sampling scheme is used in all calculations, and we vary the basis size $N$ to explore the convergence behavior. The energy convergence threshold is set to $E_{\text{tol}} = 10^{-8} E_h$, which is much smaller than the energy scale of Kr ($\sim 10^5 E_h$).

Fig. 6 shows the energy convergence of all four atoms with respect to basis size $N$ with GF2 (left column) and GW (right column). The upper panels indicate that the basis converges for all atoms, with absolute difference in energy dropping in an exponential trend below the convergence tolerance $E_{\text{tol}}$. The lower panels put the convergence in a relative scale, where all atoms in both GF2 and GW can reach $\sim 10^{-10}$ relative convergence.

Our results show that we can obtain fast basis convergence with around 100 basis functions for all systems studied. This is consistent with the property of IR basis that the basis size $N$ scales only logarithmically with $\Lambda$ [50].

| $\Lambda$ | $E_{\text{tot}}$ [$E_h$] | $N$ |
|-----------|----------------|-----|
| $10^4$    |                  | 100 | -8.0270874 80 -7.8804300 |
| $10^5$    |                  | 150 | -7.8861508 82 -7.8804300 |
| $10^6$    |                  | 200 | -7.8806642 84 -7.8804300 |
| $10^7$    |                  | 250 | -7.8804379 86 -7.8804300 |
| $10^8$    |                  | 300 | -7.8804302 |
| $10^9$    |                  | 350 | -7.8804298 |

C. Application to solids

One can apply the sparse sampling technique to periodic systems the same way as in molecules. Additional momentum dependence can be viewed as an extra “orbital index”. As an example, we apply our method to the GW calculation of a silicon crystal, using a $4 \times 4 \times 4$ momentum mesh, inverse temperature $\beta = 1000 E_h^{-1}$, and energy self-consistency threshold $E_{\text{tol}} = 10^{-6} E_h$. We choose the GTH-DZVP basis of Gaussian orbitals [62], which has 13 orbitals per Si atom. The initial Green’s function is constructed from the LDA solution in this basis set with a GTH-LDA pseudopotential. We orthogonalize the spatial basis set in all GW calculations. The LDA spectrum shows a maximum energy scale of $\Delta E \approx 3 E_h$, thus we choose $\Lambda = 10^4$ and $10^5$ for IR basis to bound the value $\beta \Delta E \approx 3 \times 10^3$.

Table I shows the total energy convergence with respect to the size of basis representations $N$. With both Chebyshev and IR, the total energy per unit cell converges below the self-consistency threshold of $10^{-6} E_h$ to the same value $E_{\text{tot}} = -7.880430 E_h$ as $N$ increases. The Chebyshev basis converges at around $N \approx 300$, and the IR basis at $N \approx 80$ for $\Lambda = 10^4$, $N \approx 110$ for $\Lambda = 10^5$. In contrast, conventional approaches using uniform Matsubara frequency grid and high frequency tail expansions require $\sim 10^5$ frequency points.

The sparse sampling method thus allows us to obtain numerically precise values for physical quantities with much less computational cost. Fig. 7 shows the momentum-resolved spectral functions calculated from the converged GW Green’s function via analytical continuation to the real frequency axis using the maximum entropy (MaxEnt) method. The indirect band gap of the silicon crystal between $\Gamma$ and $X$ points is well captured, with an estimated value of 1.84 eV.
We have introduced a sparse sampling scheme for imaginary-time Green’s functions which greatly reduces the size of imaginary time and frequency grids in realistic calculations. We have developed general procedures to generate imaginary time and frequency sampling points from basis representations such as Chebyshev and IR, with efficient transformations between time and frequency domain. We have applied the procedure to low-order diagrammatic methods and demonstrated the numerical performance in realistic molecules and solids. With no more than a few hundred sampling points, the sparse sampling scheme can accurately capture physics in realistic systems with large energy scales and at low temperatures.

The sparse sampling reveals the full power of compact basis representations of the Green’s function as the compactness is maintained in all stages of a calculation. The number of sampling points necessary for the required precision scales slowly as temperature is lowered and energy scales are increased. Our work therefore allows finite-temperature many-body methods to access physics of correlated electrons at larger energy scale and lower temperatures.

Potential applications of the sparse sampling scheme include state-of-the-art methods for strongly correlated materials such as GW+DMFT and the self-energy embedding theory (SEET)[41]. Quantitative estimates of superconducting temperature $T_c$ based on the Migdal-Eliashberg theory in ab initio calculations may benefit from the sparse sampling scheme so that the constant density of states approximation is no longer necessary.[63]

In addition, two-particle quantities play a key role in many diagrammatic calculations such as computing lattice susceptibility in DMFT[64] as well as diagrammatic extensions of DMFT[10][65]. Two-particle quantities are difficult to handle even in effective model calculations due to the multiple indices for frequencies and spin/orbital degrees of freedom. The IR basis has recently been extended to two-particle quantities[92]. The application of the sparse sampling scheme to two-particle quantities is an interesting topic for future research.
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Appendix A: Compact orthogonal representation of Green’s function

1. Chebyshev basis

The Chebyshev polynomials of the first kind $T_l(x)$ form an orthogonal system in the interval $[-1,1]$, which can be mapped in to the interval $[0,\beta]$ via

$$x(\tau) = \frac{2\tau}{\beta} - 1, \quad \tau(x) = \frac{\beta(x + 1)}{2}$$

such that $F_l^\alpha(\tau) = T_l[x(\tau)]$. We use the notation $T_l(\tau)$ to represent the order $l$ Chebyshev polynomial mapped onto the interval $[0,\beta]$.

Approximating an analytical function with the first $N$ Chebyshev polynomials is convenient due to the discrete orthogonality on the roots of the $(N+1)$-th Chebyshev polynomial

$$\frac{1}{N} \sum_{k=0}^{N-1} T_l(x_k)T_j(x_k) = \frac{1 + \delta_{l0}}{2}\delta_{ij}$$

where $x_k$ are the roots of $T_N(x)$. The Chebyshev coefficients are therefore well approximated by Clenshaw–Curtis quadrature:

$$G_l^\alpha = \frac{2}{N(1+\delta_{0,l})} \sum_{k=1}^{N-1} G^\alpha(\tau_k)T_l(\tau_k) + O(2^{-N})$$

where $\tau_k = \tau(x_k)$ defined in (A1).

With the Chebyshev coefficients $G_l^\alpha$, one can perform fast interpolation of $G^\alpha(\tau)$ at any $\tau \in [0,\beta]$ using recursion relations. Fourier transforms of the basis function $T_l^\alpha(i\omega_n^\alpha)$ can also be computed, see Ref. [47]
2. IR basis

The IR basis introduced in Refs. \[49\] is designed to better capture properties of Green’s functions in physical systems rather than arbitrary analytic functions. The IR basis has been applied to numerical analytic continuation \[67\] and DMFT calculations \[68\]. This section provides a brief description of the IR basis following the notation used in Ref. \[51\]. The IR basis originates from the Lehmann representation of the single-particle Green’s function

\[
G^{\alpha}(\tau, \omega) = -\int_{-\omega_{\text{max}}}^{\omega_{\text{max}}} d\omega K^{\alpha}(\tau, \omega)\rho^{\alpha}(\omega),
\]

where the spectrum \(\rho^{\alpha}(\omega)\) is bounded in the interval \([-\omega_{\text{max}}, \omega_{\text{max}}]\) (\(\omega_{\text{max}}\) is a cutoff frequency). The kernel \(K^{\alpha}(\tau, \omega)\) reads

\[
K^{\alpha}(\tau, \omega) = \omega^{\delta_{\alpha,B}} e^{-\tau\omega} \frac{1}{1 + e^{-\beta\omega}}
\]

for \(\tau \in [0, \beta]\), where the + and − signs are used for fermions and bosons, respectively. The extra \(\omega\) factor for bosons in Eq. \[A5\] is introduced in order to avoid a singularity of the kernel at \(\omega = 0\).

For a fixed value of \(\beta\) and \(\omega_{\text{max}}\), the IR basis functions are defined through the singular value decomposition (SVD)

\[
K^{\alpha}(\tau, \omega) = \sum_{l=0}^{\infty} S^{\alpha}_{I} U^{\alpha}_{I}(\tau) V^{\alpha}_{I}(\omega)
\]

where one observes an exponential decay of the singular values \(S^{\alpha}_{I}\) (\(> 0\)) with increasing \(l\). \(U^{\alpha}_{I}(\tau)\) and \(V^{\alpha}_{I}(\omega)\) form an orthonormal system for \(\tau \in [0, \beta]\) and \(y \in [-\omega_{\text{max}}, \omega_{\text{max}}]\), respectively.

A Green’s function can be expanded as

\[
G^{\alpha}(\tau) = \sum_{l=0}^{\infty} G^{\alpha}_{I} U^{\alpha}_{I}(\tau),
\]

\[
G^{\alpha}_{I} = -S^{\alpha}_{I} \rho^{\alpha}_{I},
\]

where

\[
\rho^{\alpha}_{I} = \int_{-\omega_{\text{max}}}^{\omega_{\text{max}}} d\omega \rho^{\alpha}(\omega) V^{\alpha}_{I}(\omega).
\]

If \(|\rho^{\alpha}_{I}|\) does not grow, the exponential decay of \(S^{\alpha}_{I}\) ensures exponential convergence of \(G^{\alpha}_{I}\). The accuracy of the expansion can be controlled by applying a cut-off on the singular values.

In calculations of realistic systems, one can set \(\omega_{\text{max}}\) large enough to capture the expected spectral width. The basis functions change their shapes through the change of the dimensionless quantity \(\Lambda = \beta\omega_{\text{max}}\) as temperature is lowered. This leads to a logarithmic growth of the basis size with respect to \(\beta\).

The IR basis \(\hat{U}^{\alpha}_{I}(i\omega^{\alpha}_{n})\) does not compactly describe a constant shift in Matsubara frequency which corresponds to an unbounded spectrum. Thus, any constant term must be subtracted beforehand particularly when expanding the self-energy. Also, \(\hat{U}^{\alpha}_{I}(i\omega^{\alpha}_{n})\) does not describe a constant shift in imaginary time, corresponding to a zero-energy mode. Such terms must be treated separately as well \[49\].

The dimensionless form of the IR basis is defined as

\[
U^{\alpha}_{I}(\tau) = \sqrt{\frac{\beta}{\pi}} u^{\alpha}_{I}(x(\tau)),
\]

\[
\hat{U}^{\alpha}_{I}(i\omega^{\alpha}_{n}) = \sqrt{\beta} u^{\alpha}_{I n},
\]

\[
= \sqrt{\frac{\beta}{2}} \int_{-1}^{1} dx e^{i\pi(n+1/2)\delta_{a,B}}(x+1) u^{\alpha}_{I}(x),
\]

where \(u^{\alpha}_{I}(x)\) form an orthonormalized basis for \(x \in [-1, 1]\).

Appendix B: Sampling points and condition numbers

1. Matsubara sampling points for Chebyshev

In the Chebyshev representation, we follow the same heuristics as in the \(\tau\) sampling by finding or approximating zeros of the next basis function \(T^{\alpha}_{I}(i\omega^{\alpha}_{n})\). The following properties can be shown using the recursion relation developed in Ref. \[47\]:

- \(T^{\alpha}_{I}(i\omega^{\alpha}_{n})\) can be written as a polynomial \(I^{\alpha}_{I}(z_{n}) = T^{\alpha}_{I}(z_{n}^{-1})\) with respect to the inverse frequency \(z_{n} = 1/\omega^{\alpha}_{n}\).

- In the fermionic case, \(I^{\alpha}_{I}(z)\) has order \(l + 1\). It has \(l\) roots away from \(z = 0\) when \(l\) is even, and \(l - 1\) when \(l\) is odd.

- In the bosonic case, \(I^{\beta}_{I}(z)\) has order \(l\). It has \(l - 1\) roots away from \(z = 0\) when \(l\) is odd, and \(l - 2\) when \(l\) is even except for \(l = 0\), where there is no root.

Since \(z_{n} \to 0\) implies \(\omega^{\alpha}_{n}\) going to infinity, we cannot use \(z = 0\) to define our sampling points. In order to take full advantage of the root structure of \(I^{\alpha}_{I}(z)\) while being able to have at least \(N\) sampling points, we put the following restrictions on the basis size \(N\), based on whether fermionic or bosonic statistics is concerned.

- In the fermionic case, we require that basis size \(N\) to be even, such that \(F^{\alpha}_{I}(z)\) has exactly \(N\) roots \(\{z_{k}\}\) away from \(z = 0\). In general, \(z_{k}^{-1}\) do not coincide exactly with Matsubara frequencies. We therefore approximate them by choosing the sampling points \(\omega^{\alpha}_{k}\) to be the closest Matsubara frequency to \(z_{k}^{-1}\).

- In the bosonic case, even if we require \(N\) to be odd, there still are only \(N - 1\) roots away from \(z = 0\) from
stable and predictable numerical procedures. We believe that the algorithms we propose in this paper yield numerical routines to get accurate results. This error amplification can be quantified by conditions, may be amplified due to the (pseudo-)inversion of both the frequency-dependent self-energy, and sometimes becomes the bottleneck of the calculation. The sparse sampling scheme massively reduces the number of frequency evaluations and solutions of the Dyson equation using particle number [25].

2. Condition numbers of transformation matrices

Every time Eqs. (6) and (7) are evaluated, numerical errors, such as round-off error in floating point operations, may be amplified due to the (pseudo-)inversion process. This error amplification can be quantified by the condition number of the transformation matrices $\mathbf{F}_\alpha$ and $\mathbf{F}_\beta$, defined as the product of the 2-norms of the matrix and its inverse. In Fig. 8 we show the behaviors of the condition numbers as a function of the basis size $N$ for Chebyshev and IR (left panel), and as a function of $\Lambda$ for IR basis (right panel). We see that up to a significant number of basis functions, the condition numbers are $< 10^4$, which indicates well-conditioned inversion problems. Since the values of $N$ and $\Lambda$ shown in Fig. 8 cover most values used in the calculations for this paper, the sparse sampling scheme guarantees stable numerical routines to get accurate results.

We observe that the condition number scales as $\mathcal{O}(N^{3/2})$ for Chebyshev, and $\mathcal{O}(N^{1/2})$ for IR. It also shows $\mathcal{O}(\Lambda^{1/2})$ scaling for IR. Although the origin of the condition number still requires further analysis, we believe that the algorithms we propose in this paper yield stable and predictable numerical procedures.

Appendix C: Technical details of self-consistent calculations using the sparse sampling method

1. Transforming between fermionic and bosonic statistics

Besides the transformation matrices defined in Eqs. (8) and (9), two additional matrices may be precomputed to allow fast switching between fermionic and bosonic representations in $GW$

$$[\mathbf{F}^{\beta \rightarrow \Gamma} ]_{kl} = \mathbf{F}_k^{\beta} (\tau_k^{\beta})$$

$$[\mathbf{F}^{\Gamma \rightarrow \beta} ]_{kl} = \mathbf{F}_l^{\beta} (\tau_k^{\beta}).$$

Note that the inverse transform of those matrices are not well defined in general, since sampling points generated for one type of statistics usually do not serve as good sampling points for the other.

2. Evaluation of total energy and density matrix

In the total energy evaluation [19], the frequency summation term can be rewritten using an auxiliary scalar quantity $S$ such that

$$\frac{1}{2\beta} \sum_n \text{Tr} [\hat{\Sigma} (i\omega_n^{\beta}) \hat{G} (i\omega_n^{\beta})] = \frac{1}{2\beta} \sum_n \hat{S} (i\omega_n^{\beta})$$

$$= \frac{1}{2} S (0^-) = -\frac{1}{2} S (\beta)$$

where

$$\hat{S} (i\omega_n^{\beta}) = \text{Tr} [\hat{\Sigma} (i\omega_n^{\beta}) \hat{G} (i\omega_n^{\beta})].$$

We first evaluate $\hat{S} (i\omega_n^{\beta})$ on the frequency sampling points $i\omega_n^{\beta}$, which is then transformed to the basis representation $S_i^{\beta}$. The value of $S (\beta)$ is now a straightforward basis expansion at $\tau = \beta$

$$S (\beta) = \sum_{l=0}^{N-1} S_i^{\beta} F_i^{\beta} (\beta).$$

For the Chebyshev basis we simply have $T_1 (\beta) = 1$. In the case of IR basis, it is desirable to also tabulate the values $U_i^{\beta} (\beta)$ along with the transformation matrices for efficient evaluations of relevant quantities.

Similarly, the calculation of the density matrix $\rho$ is a straightforward evaluation at $\tau = \beta$ from $G_i^{\beta}$. In calculations where the number of electrons is fixed, the chemical potential $\mu$ needs to be adjusted in each self-consistent iteration through a root finding procedure to conserve particle number [25]. This step involves repeated density evaluations and solutions of the Dyson equation using the frequency-dependent self-energy, and sometimes becomes the bottleneck of the calculation. The sparse sampling scheme massively reduces the number of frequency points needed in this process, which leads to a significant speedup over traditional approaches.
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