Problem Solving at the Edge of Chaos: Entropy, Puzzles and the Sudoku Freezing Transition
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Abstract—Sudoku is a widely popular \(\mathcal{NP}\)-Complete combinatorial puzzle whose prospects for studying human computation have recently received attention, but the algorithmic hardness of Sudoku solving is yet largely unexplored. In this paper, we study the statistical mechanical properties of random Sudoku grids, showing that puzzles of varying sizes attain a hardness peak associated with a critical behavior in the constrainedness of random instances. In doing so, we provide the first description of a Sudoku freezing transition, showing that the fraction of backbone variables undergoes a phase transition as the density of pre-filled cells is calibrated. We also uncover a variety of critical phenomena in the applicability of Sudoku elimination strategies, providing explanations as to why puzzles become boring outside the typical range of clue densities adopted by Sudoku publishers. We further show that the constrainedness of Sudoku puzzles can be understood in terms of the informational (Shannon) entropy of their solutions, which only increases up to the critical point where variables become frozen. Our findings shed light on the nature of the \(k\)-coloring transition when the graph topology is fixed, and are an invitation to the study of phase transition phenomena in problems defined over \textit{all} constraints. They also suggest advantages to studying the statistical mechanics of popular \(\mathcal{NP}\)-Hard puzzles, which can both aid the design of hard instances and help understand the difficulty of human problem solving.

Index Terms—Sudoku, Phase Transition, Latin Square

I. INTRODUCTION

Sudoku is a combinatorial puzzle whose origins trace back to Leonhard Euler’s work with Latin Squares [13], but which has achieved unprecedented worldwide popularity in the last decade. Dubbed “the Rubik’s cube of the 21\textsuperscript{st} century” [25], the Sudoku phenomenon has sparked a number of mathematical and scientific studies, including using the structure of the puzzle to perform both traditional and quantum cryptography [6], [14], [15] and devise cytometry devices [33]. The constraints of Sudoku puzzles have also been harnessed to successfully generate the first demonstration of non-Markovian light, by imprinting overlapping Sudoku solutions on spatial light modulators [8]. Perhaps most interestingly, due to their popularity and \(\mathcal{NP}\)-Hardness [34] Sudoku puzzles have found a niche in the interdisciplinary study of human learning and problem solving. Leu and Abbas [16] use Sudoku to study human problem-solving skills and their acquisition, representing them in a cognitively plausible manner with neural networks. The puzzle has also been used as a benchmark for collaborative problem-solving on social networks on more than one occasion [10], [31], and for working memory in cognitive processing on at least one [17]. Apart from mathematical results such as the minimum necessary number of clues to ensure solution uniqueness or the properties of the Sudoku symmetry group [2], [20], the Sudoku fever has sparked developments and insightful analogies in the social [11] and physical sciences [9], [32].

The growing interest by Sudoku inside and outside academia raises the need for an understanding of which factors contribute to make Sudoku puzzles challenging. If Sudoku is to be used as a benchmark for human reasoning and problem-solving, we must first be able to assess the hardness of Sudoku solving, but surprisingly this matter has been given little attention. [24] have raised this very concern, to which they propose a computational model of human problem-solving which is used to evaluate the difficulty of individual puzzles. In this paper, we elaborate further on the algorithmic hardness of Sudoku solving by studying the statistical mechanical properties of random ensembles of Sudoku instances. We show that Sudoku puzzles of varying sizes attain a distinctive peak in algorithmic hardness for a critical number of fixed cells, or \textit{clues}. This critical behavior is persistent throughout different solvers and reminiscent of the hardness of partial Latin square completion (PLS) [13], a closely related albeit easier and less constrained problem. We show that the hardness of random grids is consistent with that of real-world puzzles, showing that Sudoku publishers inadvertently design puzzles at the phase transition region.

Analogously to many hard combinatorial problems, the hardness peak of Sudoku solving is associated with a critical behavior in the constrainedness of random instances, which we uncover through linear relaxations and classification of backbone variables. In doing so, we provide the first description
of a Sudoku freezing transition, showing that the backbone fraction of random Sudoku grids undergoes a phase transition as the clue density is calibrated.

Sudoku is probably the most popular and widely-known \(\mathcal{NP}\)-Hard puzzle in present time. This puts it in a unique position amongst phase transition problems in which we can examine the statistical mechanical properties of elimination strategies employed by human solvers worldwide. We uncover a variety of critical phenomena in the applicability of Sudoku elimination techniques, which provide a method for calibrating the hardness of a puzzle in the design process. Building up on previous results about the Shannon entropy of complete Sudoku grids, we uncover yet another critical phenomenon in which the entropy of solutions to puzzles of varying clue density transitions between two phases at the point where the backbone size is at its largest.

II. PROBLEM DEFINITION AND PREVIOUS WORK

The Sudoku problem consists on completing a \(n^2 \times n^2\) integer grid with numbers \(1, 2 \ldots n^2\) such that all rows, columns and \(n \times n\) blocks are filled without repetition. As a result, Sudoku can be seen as a set of \(n^4\) variables subject to \(3n^2\) constraints of the alldifferent type, whose study is of great relevance to the constraint programming community [30]. From the viewpoint of statistical mechanics, solving a Sudoku puzzle corresponds to finding the ground states of the following Hamiltonian

\[
H(\sigma) = \sum_i \sum_{j \in \mathcal{N}(i)} \delta_{\sigma_i, \sigma_j} \tag{1}
\]

Where \(i, j\) represent cells and \(\mathcal{N}(i)\) denotes the neighborhood of a cell \(i\) - that is, all cells which share a row, column or block with it. This is equivalent to a \(n^2\)-spin Potts hamiltonian with interactions on a \(3n^2 - 2n - 1\) neighbor periodic lattice (whose topology can be seen in Figure 1) for a \(9 \times 9\) Sudoku grid. The Sudoku Hamiltonian, albeit lacking a physical representation, provides valuable insights to the study of glassy systems, as [32] have shown.

The topology \(\mathcal{N}\) of cell neighborhoods can be used to translate Sudoku puzzles into instances of \(k\)-coloring, a widely relevant problem for which phase transitions are known to occur [1], [35]. Recast in terms of graphs, each cell becomes a vertex, every two neighbor cells become connected by an edge and the Sudoku problem asks for a vertex coloring with at most \(k = n^2\) colors such that no adjacent vertices have the same color, as Figure 2 shows.

\[
^1\delta_{x,y} = \begin{cases} 
1 & \text{if } x = y \\
0 & \text{if } x \neq y 
\end{cases}
\]
is the Kronecker delta

Fig. 1: Neighborhood graph for a \(9 \times 9\) Sudoku. Every pair of neighbor cells is connected with an edge. Edges are painted according to the type of neighborhood relationship: red for rows, green for columns and blue for blocks.

Fig. 2: \(4 \times 4\) Sudoku puzzle recast as a graph coloring problem. Linking each clue cell to all vertices in the clique except that which corresponds to its value ensures a fixed coloring.

III. RANDOM INSTANCE GENERATION

Throughout this paper, we will examine critical phenomena on a random distribution of Sudoku grids which is produced by solving a blank grid with an exact solver. The solver’s search parameters are randomized to produce different complete grids, and a randomly-chosen subset of cells are therefore erased to produce a Sudoku instance with the desired clue density. The code used to produce these distributions is offered alongside with the code used to reproduce the experiments reported here in a Github repository (https://github.com/marceloprates/Sudoku-Phase-Transitions).

IV. ALGORITHMIC HARDNESS OF SUDOKU SOLVING

Hints of critical behavior in the performance of Sudoku solvers can be found in the literature, with [4], [18] reporting hindrances to their heuristic solutions at a specific
number of pre-filled cells and providing evidence of a frustrated, glassy state for puzzles with $\approx 27$ clues. These results are merely suggestive, as they are highly dependent on the employed heuristics and in the case of talk more about the frustration of the Ising-like Sudoku lattice than about the performance of a real-world solver. If we want to uncover critical phenomena in the algorithmic hardness of Sudoku solving, a better approach is to solve ensembles of random puzzles of varying clue densities with an exact solver, whose performance can be measured deterministically by its backtrack count. We compare the average backtrack count of two different algorithmic approaches to Sudoku solving: a constraint programming solution defined over alldifferent constraints on the GECODE CSP solver, and QQwing, an open-source Sudoku solver built on top of problem-specific elimination strategies. Figure 3 shows that for both solvers the algorithmic hardness (as measured by the average backtrack count) undergoes a peak at approximately the same location when solving ensembles of a hundred thousand random instances per clue density (GECODE peaks at 26 and QQwing at 27 clues). This result is consistent with the findings of [4], [18] and most interestingly with those of [32], thus providing evidence that the statistical mechanics of glassy systems and the computational complexity of Sudoku are indeed linked.

The critical behavior extends to larger puzzles, which yield higher and sharper peaks. We computed hardness curves averaged over ensembles of 100 random instances per clue density for $9 \times 9$, $16 \times 16$ and $25 \times 25$ puzzles. They are shown in Figure 4 where the expected exponential complexity of Sudoku solving becomes manifest in the peaks’ heights. The evolution of the peak locations also seems to suggest finite size scaling, which is expected for phase transitions in combinatorial problems.

![Fig. 3: The average number of backtracks required to solve ensembles of a hundred thousand random Sudoku puzzles attains a distinctive peak for a critical number of clues $\approx 26$ for both of the tested exact solvers. The dashed line marks the threshold of 26 clues.](image)

![Fig. 4: As expected, the critical behavior extends to larger $16 \times 16$ and $25 \times 25$ puzzles. The theoretical exponential complexity associated with solving $n^2 \times n^2$ Sudokus is manifest in the peaks of the three hardness curves, plotted here on a logarithmic scale.](image)

![Fig. 5: The closely related problem of partial Latin square completion yields similar hardness curves, plotted here on a logarithmic scale for $n \times n$ grids of varying sizes.](image)

It is insightful to analyze the hardness of Sudoku solving in comparison with that of partial Latin square completion (PLS), a simpler problem whose critical phenomena have received some attention in the scientific literature [13]. We computed hardness curves averaged over ensembles of 100 random instances for each clue density. Figure 5 plots the hardness curves for PLS on a logarithmic scale, in which one can identify critical phenomena similar to those observed
for Sudoku solving. PLS instances are much easier, requiring at most one tenth of the backtracking compared to Sudoku puzzles of the corresponding size, as the data for $10 \times 10$, $15 \times 15$ and $25 \times 25$ grids shows. Additionally, because PLS instances are subject to a reduced number of alldifferent constraints we expect them to become overconstrained for larger clue densities than the corresponding Sudoku grids, as Figure 6 shows.

Fig. 6: The additional constrainedness of Sudoku rules is manifest in the location of its critical points, with random Sudoku puzzles becoming critically constrained before the corresponding partial Latin squares of the same size.

Published Sudoku puzzles are typically not equally distributed among different clue densities. Underconstrained instances with more than one solution as well as overconstrained instances leading to easy elimination techniques are typically filtered from such datasets, as Figure 7 shows. Sudoku publishers, as a result, unintentionally design puzzles at the phase transition region, where the signature hardness of Sudoku solving can be harnessed. Figure 8 compares the algorithmic hardness of random Sudoku to that of instances in the fed-sudoku.eu website, showing that both ensembles yield a hardness peak at the same critical point of 27 clues.

Fig. 7: Distribution of number of clues for puzzles in the fed-sudoku.eu website.

Fig. 8: Although not uniformly distributed among clue densities and much easier to solve, typical published puzzles capture the critical behavior of random Sudoku grids. The figure compares the average backtrack count of random Sudoku to that of puzzles in the fed-sudoku.eu website. The dashed line indicates the critical point of 27 clues.

V. LINEAR RELAXATIONS, BACKBONES AND THE CONSTRAINEDNESS OF RANDOM SUDOKU INSTANCES

The connection between algorithmic hardness and constrainedness for hard computational problems has been known for at least twenty years [3], [5], [7], [21]. When the problem space is bisected into underconstrained and overconstrained regions, it is easy to see that instances from both sets can be solved with relative ease. Underconstrained instances allow for a high density of solutions so that finding one is easy, while overconstrained instances give little trouble to backtracking algorithms as unsuccessful solution paths can be cut off early in the search process. Search methods face severe hindrances in the boundary between these two regions, which teems with instances with an exponential number of local optima separated by high energy barriers [1]. For a large number of $\mathcal{NP}$-Hard problems, it has been shown that this boundary is sharp, meaning that statistical variables such as the satisfiability probability of a random k-SAT formula undergo abrupt transitions between the two phases as a specific set of control parameters is calibrated. Finite size instances deviate slightly from the general trend of a solution space with a discontinuous transition between under and overconstrainedness, in analogy to physical systems such as a spin glass, for which the transition
temperature between magnetic and non-magnetic behavior becomes discontinuous at the thermodynamic limit \[29\].

Random Sudoku grids lack a satisfiability transition because valid puzzles guarantee at least one solution, but their constrainedness can nevertheless be assessed. \[26\] evaluate the constrainedness of the traveling salesperson problem by computing the probability that ensembles of instances yield integer solutions when solved with a linear relaxation of an integer programming model. The authors uncover a phase transition phenomenon in the probability \(p(\sigma)\) that the LP relaxation is integer as a function of a disorder parameter \(\sigma\) of Euclidean TSP instances. We can solve Sudoku puzzles with the ILP formulation proposed below and understand the hardness peaks of Figure 3 in terms of the transition points of the LP relaxation curves shown in Figure 9. To produce these curves, we averaged the number of integral solutions over ensembles of 100 random instances for each clue density.

\[
\begin{align*}
\text{minimize} & \quad 0 \\
\text{subject to} & \quad \sum_{k=1}^{n^2} x_{ijk} = 1, \quad i=1...n^2, \quad j=1...n^2 \\
& \quad \sum_{i=1}^{n^2} x_{ijk} = 1, \quad j=1...n^2, \quad k=1...n^2 \\
& \quad \sum_{j=1}^{n^2} x_{ijk} = 1, \quad i=1...n^2, \quad k=1...n^2 \\
& \quad \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n^2} x_{(a+i)(b+j)k} = 1, \quad a=1...n, \quad b=1...n, \quad k=1...n^2 \\
& \quad x_{ijk} \in \{0, 1\}, \quad i=1...n^2, \quad j=1...n^2, \quad k=1...n^2
\end{align*}
\] (2)

One problem with the LP relaxation approach is its algorithm-dependency. If the ILP formulation were to change, the results in Figure 9 could possibly change accordingly. This may help explain why the transition curves do not seem to suggest finite size scaling, as the LP approach possibly does not reflect the constrainedness of Sudoku instances to their full extent.

One way to evaluate the constrainedness of Sudoku puzzles whilst preserving algorithm independency is to look at its backbone. The backbone of an instance is given by the set of its variables which are frozen, meaning they assume the same value in all solutions. Large backbones impose hardship to search methods, and as a result the backbone size is closely linked to algorithmic hardness. Random k-SAT is known to undergo a freezing phase transition just before the more famous satisfiability transition \[12\]. \[24\] have provided evidence that published Sudoku puzzles become unfrozen when a critical number of constraints are relaxed (i.e. the connectivity of the Sudoku graph in Figure 4 is decreased). Here we show that the backbone also undergoes critical behavior when the puzzles’ clue density is calibrated. The inset of Figure 10 shows the variation in the backbone size for \(9 \times 9\), \(16 \times 16\) and \(25 \times 25\) instances, which undergoes an exponential increase followed by a linear descent near the critical point.

Because the dimensionality of the Sudoku search space is given by the number of non-fixed cells, the true measure of its constrainedness is given by the backbone fraction: the number of backbone variables per non-fixed cell. Figure
suggests that the backbone fraction undergoes a phase transition, which means instances become overconstrained after a critical number of clues is traversed. The increasing sharpness and horizontal shift of curves corresponding to larger puzzles also suggests scaling behavior. If finite size scaling applies, then the critical clue density \( k_c(N) \) for finite size instances deviates from the critical clue density \( k_c \) at the thermodynamic limit according to a power-law relationship given by \( k_c(N) \sim k_c - \alpha \times N^{-1/\nu} \) for a positive constant \( \alpha \) and a critical exponent \( \nu \), although we were unable to obtain enough data to compute these parameters with precision.

VI. CRITICALITY OF SUDOKU SOLVING STRATEGIES

Phase transitions and statistical mechanics offer valuable insights into the average algorithmic difficulty of \( \text{NP} \)-Hard problems, but in our case we can do even more. Sudoku’s unique position as a universally recognized \( \text{NP} \)-Hard problem enables us to study the statistical mechanics of elimination strategies employed by human solvers worldwide, bridging the worlds of average algorithmic hardness and human problem-solving. Figure 11 shows how the application frequency of different elimination strategies varies with the puzzles’ clue density, and in doing so offers a glimpse at many critical phenomena. Hidden singles, naked pairs and pointing pairs/triples are applied with close to 1 probability for underconstrained, low clue density puzzles, but undergo a sharp transition as the clue density is increased and the simplest strategy - singles - increasingly suffices to solve most puzzles (see Figure 12). The frequency of hidden pairs, which starts at \( \approx 0.51 \), follows the same critical behavior. Interestingly, the frequency of block-line reductions peaks at 23 clues. The guess probability also seems to undergo a critical transition from 1 to 0 as the increasing constrainedness of high clue density puzzles enables one to solve them by logic alone.

Figure 12 shows how the frequency of singles (non-fixed cells which admit a single possibility) relates to the backbone size. As the fraction of backbone variables approaches 1, frozen variables become manifest in this elimination strategy, which enables one to solve puzzles just by repeatedly applying it. We may assume that the challenge of solving a Sudoku grid is linked to the variety of elimination strategies required to do so, which suggests that the ubiquity of singles is symptomatic of boring puzzles. In fact, Figure 13 shows that the uncertainty about the set of strategies required to solve a puzzle is at its maximum at the transition point of the backbone fraction transition, which adds credibly to this hypothesis.

VII. SHANNON ENTROPY OF RANDOM SUDOKU GRIDS

Random Sudoku grids - that is, randomly selected \( n^2 \times n^2 \) matrices obeying the Sudoku alldifferent constraints - are complicated combinatorial objects, but their informational entropy [28] offers valuable insights about the structure of the distribution. [22] evaluate the change in the amount of disorder when a transition is made from random \( n^2 \times n^2 \) integer matrices to random Sudoku grids. In particular they show how the additional constraints imposed by Latin squares and Sudoku grids compared to integer matrices sparkle an increase in their informational entropy, which can be computed through the singular value decomposition of the component-wise average of ensembles of Sudoku grids.

For an ensemble \( X = \{X_1, X_2, \ldots X_N\} \) of \( n^2 \times n^2 \) Sudoku matrices, we can compute the component-wise average \( A \) and the singular values \( \sigma_i \) are defined as \( \sigma_i = \sqrt{\lambda_i} \), where \( \lambda_i \) are the eigenvalues of the covariance matrix \( A^T A = \lambda_i \vec{v}_i \vec{v}_i^T \). We also introduce the normalized singular values \( \hat{\sigma}_i = \sigma_i / \sum \sigma \).
The Shannon entropy of an ensemble of $n^2 \times n^2$ Sudoku grids is then given by $H = -\sum_{i=1}^{n^2} \sigma_i \ln \sigma_i$.

Random complete Sudoku grids are more constrained than the corresponding integer matrices of the same size, but when incomplete grids are considered, the puzzles’ clue density introduces yet another spectrum of constrainedness. We can therefore expect the Shannon entropy of solutions to higher clue density puzzles to be larger than that of sparse grids. Figure 14 shows that this is indeed the case, and additionally that the Shannon entropy of Sudoku solutions appears to undergo a critical behavior, attaining a plateau close to the location where the backbone size is the largest. The interpretation of this result is that solutions to lower clue density puzzles are less biased, in the sense that their average converges much faster to the unbiased average matrix $J_{n^2} \left( \frac{1}{n^2} \sum_{i=1}^{n^2} \mathbb{I}_i \right)^2$ as more elements are added.

The Shannon entropy interestingly plateaus at an intermediary point in the clue density spectrum, suggesting that the solution bias undergoes no significant changes after a critical point is traversed. This result is consistent with other critical phenomena presented in this paper, and particularly with the freezing transition shown in Figure 10.

Fig. 13: Variance of the number of required strategies vs. backbone fraction for random ensembles of a hundred thousand $9 \times 9$ puzzles. The dashed line marks the transition point of the backbone fraction transition.

Fig. 14: Variation in the Shannon entropy of Sudoku solutions vs. backbone size as a function of the number of clue cells for random ensembles of a hundred thousand $9 \times 9$ puzzles.

VIII. CONCLUDING REMARKS AND FUTURE WORKS

Sudoku is a widely popular $\mathcal{NP}$-complete combinatorial puzzle whose prospects for studies in human reasoning/computation has been recently demonstrated, but the hardness of Sudoku solving has surprisingly received little attention. Hoping to shed light on this matter, in this paper we explore the statistical mechanics of random Sudoku instances. We show that in the likes of many difficult combinatorial problems, the hardness of random Sudoku is linked to critical behavior in the constrainedness of ensemble instances, which undergoes phase transition phenomena as the clue density is calibrated. In doing so, our paper provides the first description of a Sudoku freezing transition, in which the fraction of backbone variables abruptly shifts from zero to one when a threshold of pre-filled cells is traversed. These findings agree with the hardness of real-world instances, showing that Sudoku publishers inadvertently design puzzles at the phase transition region. Our results also extend the behavior of random partial Latin square completion when additional block constraints are added, and demonstrate how the added constrainedness renders instances harder. We demonstrate that the criticality of random Sudoku can also be seen in the disorder of ensembles of solved puzzles, whose Shannon entropy stops increasing after instances become critically constrained. Our results also uncover a variety of critical phenomena in the applicability of Sudoku elimination strategies employed by human solvers worldwide. Because Sudoku publishers typically rate puzzles according to which kind of elimination rules they require to solve, these results provide a method for calibrating the difficulty of a puzzle in the design process.

The findings presented in this paper shed light on the nature of the $k$-coloring transition for fixed graph topologies, and are an invitation to the study of phase transition phenomena in problems defined over all different constraints. They also suggest that there are advantages to studying the statistical me-

$^2 J_n$ stands for the matrix of ones, the $n \times n$ square matrix where all elements are 1.
mechanics of popular puzzles, as it enables one to further bridge computational complexity and human problem solving. For future works, we are interested on how the critical phenomena presented in this paper possibly relate to the clustering of solutions. A clustering transition, if found, would help explain the difficulty of random Sudoku instances by describing the high energy barriers which separate "islands" of solutions connected by small movements, such as the relabeling of two digits on a Sudoku board.
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