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Abstract

Intelligent reflecting surface (IRS) is of low-cost and energy-efficiency and will be a promising technology for the future wireless communications like sixth generation. To address the problem of conventional directional modulation (DM) that Alice only transmits single confidential bit stream (CBS) to Bob with multiple antennas in a line-of-sight channel, IRS is proposed to create friendly multipaths for DM such that two CBSs can be transmitted from Alice to Bob. This will significantly enhance the secrecy rate (SR) of DM. To maximize the SR (Max-SR), a general non-convex optimization problem is formulated with the unit-modulus constraint of IRS phase-shift matrix (PSM), and the general alternating iterative (GAI) algorithm is proposed to jointly obtain the transmit beamforming vectors (TBVs) and PSM by alternately optimizing one and fixing another. To reduce its high complexity, a low-complexity iterative algorithm for Max-SR is proposed by placing the constraint of null-space (NS) on the TBVs, called NS projection (NSP). Here, each CBS is transmitted separately in the NSs of other CBS and AN channels. Simulation results show that the SRs of the proposed GAI and NSP can approximately double that of IRS-based DM with single CBS for massive IRS in the high signal-to-noise ratio region.
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I. INTRODUCTION

WITH the commercialization of the fifth-generation (5G) and the requirements of sixth-generation (6G) pre-research, physical layer security increasingly becomes an extremely important and prominent problem. Techniques such as massive multiple-input multiple-output (MIMO), millimeter wave (mmWave) mobile communication and hybrid beamforming have been investigated in cellular systems, internet of things (IoT), unmanned aerial vehicle (UAV), and satellite communications [1]–[3]. However, the network energy consumption and hardware cost still remain critical issues. For example, 5G system has a much higher energy consumption than 4G system [4], [5]. Therefore, the importance of green communication becomes increasingly significant for the future wireless communications. Many related technologies are in the pace of research, such as simultaneous wireless information and power transfer (SWIPT), which can enhance the energy efficiency and solve energy-limited issues of wireless networks [6]–[8].

For physical layer security, [9] proposed the concept of secrecy capacity in a discrete memoryless wiretap channel. With the aid of artificial noise (AN), the security can be improved against the overhearing of potential eavesdroppers [10]. As one of the most attractive technology in physical layer security, directional modulation (DM) is to apply signal processing methods like beamforming and AN in radio frequency (RF) frontend or baseband, so that the signal in the desired direction can be restored as completely as possible, while the constellation diagram of signal in the undesired direction is distorted [11]. Traditional DM synthesis formed an orthogonal vector or projection matrix in the null space (NS) of channel along the desired direction, which can be seen as a kind of NS projection (NSP) schemes [12]. [13] proposed an energy-efficient alternating iterative scheme and discussed the secure energy efficiency for DM system. [14] has considered the secure performance analysis related to the quantization error caused by phase shifters, which inspires the hardware cost in the practical application of DM. In [15]–[18], the authors proposed robust DM synthesis schemes in several different scenarios as single-desired
user, multi-user (MU) broadcasting, MU-MIMO and multicast in the presence of direction of arrival (DOA) measurement errors. To achieve the high-resolution estimation of direction of arrival (DOA) for practical DM, [19] proposed three high-performance estimators of DOA for hybrid MIMO structure. Furthermore, a practical DM scheme with random frequency diverse array was proposed in [20], inspiring a new concept birth of secure and precise wireless transmission to achieve a higher-level physical layer security [21].

As wireless networks develop rapidly, a large number of active devices will result in a serious problem of energy consumption. Therefore, how to introduce passive devices and achieve a trade-off between spectrum utilization and energy efficiency with low hardware costs becomes a necessity for achieving sustainable wireless network evolution. Moreover, the improvement of propagation environment and coverage of base station (BS) also become one of the important research areas of next-generation wireless communications. Its main aim is to create a smart environment for transmitting BS signals. Intelligent reflecting surface (IRS) has now become a promising and emerging technology with great potential of significant energy consumption reduction and spectrum efficient enhancement [22]. It is a planar array consisting of a large number of reconfigurable passive elements, where each of them can be controlled by an attached smart controller and thus induce a certain phase shift independently on incident signal to change the reflected signal propagation. This reveals the potential of enhancing the signal transmission and coverage. Due to the passive forwarding and full-duplex characteristics without self-interference, IRS can play an important role in coverage improvement, spectrum and energy efficiency enhancement, and the complexity and power consumption reduction of wireless networks.

Existing algorithms for IRS-based system implementation focus on the improvement of energy efficiency and secure capacity. The phase-shifters of IRS with constant modulus makes it difficult to solve the optimization problem. In [23], the authors proposed the energy efficiency maximization of IRS-aided multi-input single-output (MISO) system when the phase-shifters of IRS are of low resolution, while [24] investigated the case of infinite resolution. The authors in [25] and [26] focused on the design of transmit beamforming by active antenna array and reflect beamforming by passive IRS to minimize the total transmit power, and discussed the cases of continuous and discrete phase-shifter. The efficient algorithms with semifinite relaxation (SDR) and alternating optimization techniques in [25] were proposed to make a tradeoff between
the system performance and computational complexity. As for the IRS-aided MIMO system, [27] aimed to characterize the fundamental capacity limit and developed efficient alternating optimization algorithms both in narrow band and broadband scenarios. In [28], IRS was proposed to be employed in mmWave massive MIMO in practice. Since all the above works focused on one-way communications, [29] proposed the sum rate optimization of IRS-aided full-duplex MIMO two-way communications through jointly optimizing the source precoders and the IRS phase-shift matrix.

Apart from the above traditional communication situations, IRS can also be applied in some special cases, such as cognitive radio systems, UAV communications and SWIPT [30]–[34]. Some literature has made a special investigation of the impact of the number of element of IRS on communication performance, as [35] analyzed the minimum limit of IRS element number to achieve a certain transmission rate. Moreover, the path-loss impact related to IRS was discussed in [36] and [37]. [36] established the path loss model and analyzed the performance through experiments, while [37] applied physical optics technology to analyze the path loss expressions related to IRS link in the far field. The above research makes IRS more feasible in practice.

In IRS-based secure wireless communications, confidential message (CM) can be transmitted by direct path and reflected by reflect path. However, the CM could be leaked to the undesired directions, which may reduce the secure performance. In this case, the scheme of IRS-based in secure communication should be treated seriously. [38] investigated an IRS-based secure system with multi-antenna transmitter Alice, single-antenna receiver Bob and single-antenna eavesdropper Eve. The authors applied alternating optimization and SDR methods to maximize the secrecy rate (SR). [39] proposed an iterative algorithm for designing the transmit covariance matrix in a closed form and IRS phase-shift matrix in a semi-closed form, respectively. As for IRS-based MIMO secure communication, the authors in [40] and [41] studied the SR maximization in the case of the direct link between transmitter, receiver and eavesdropper. [41]–[44] investigated the potential of AN in IRS-aided communications in which AN can be an effective means to help improve the SR with IRS deployed in practice, especially for multi-eavesdroppers.

In traditional DM networks, the signal should be transmitted in a line-of-sight (LOS) channel to enhance the directivity of transmission. This will lead to a drawback of DM that only single
bit stream may be sent from Alice to Bob. To overcome the limitation, employing IRS in DM network will generate multipath to achieve a smart environment of transmitting controllable multiple parallel bit streams from Alice to Bob. In other words, due to IRS, spatial multiplexing gains are created for DM. This means that the SR performance can be dramatically improved. Moreover, IRS can ensure a low energy consumption of DM system compared with other active forwarding devices like relays, which will make a good balance between spectrum efficiency and energy efficiency. Compared with traditional IRS-based MIMO secure communication in [40], AN in DM system not only interferes with eavesdropping, but also remains the problem of interference to legitimate users through the reflective path. Therefore, it is necessary to design a reasonably secure transmission scheme for the IRS-based DM MIMO network.

In this paper, we consider an IRS-based DM network, where all Alice, Bob and Eve are employed with multiple antennas. In a direct way and a reflective way with the help of IRS, the suitably phase-shifted versions of transmitted signals are forwarded towards Bob and interfere with Eve seriously. Additionally, IRS is equipped with a large number of controllable reflecting elements with continuous phase-shifters. The contributions of this paper are summarized as follows:

1) To overcome the limitation of DM that Alice only transmit single confidential bit stream (CBS) to Bob with multiple antennas in LOS channel, the IRS-based DM network is proposed. With the help of IRS, useful multipaths are created between Alice and Bob. As such, multiple parallel CBSs may be transmitted from Alice to Bob. This will result in a significant improvement in SR. As shown in what follows, if two parallel independent CBSs are sent from Alice to Bob, the proposed IRS-based DM framework can harvest up to 75% SR gain over single CBS as the number of IRS elements tends to large-scale.

2) To maximize the SR (Max-SR) of system, a general algorithm is proposed. Since the objective problem is non-convex for the unit-modulus constraint of IRS phase-shift matrix, we propose the general alternating iterative (GAI) algorithm to jointly obtain the transmit beamforming vectors and IRS phase-shift matrix by optimizing one and fixing another. It is assumed that AN is in the NS of Alice-to-Bob channel and Alice-to-IRS channel, that is, only interferes with Eve. In the proposed GAI, the closed-form expression of transmit beamforming vector corresponding to each CBS is derived, and the iterative gradient ascent
algorithm is adopted to optimize the IRS phase-shift matrix. The proposed GAI performs much better than random phase, no-IRS, and IRS with single CBS in terms of SR. Its SR approximately doubles that of the IRS with single CBS.

3) To reduce the high computational complexity of the proposed GAI, a low-complexity iterative Max-SR is proposed by imposing NS constraints on all beamforming vectors. Below, this method is short for NSP. Here, each CBS is transmitted separately in the NSP of other CBS channels transmitter-to-receiver links. It is interesting that the IRS phase-shift matrix has a semi-closed form. In the risk of a little SR performance, this method can achieve a low computation complexity, especially when the number of IRS elements is high. Compared to the proposed GAI, the proposed NSP shows a little SR performance loss but its low-complexity is very attractive. Moreover, by simulation, we find the location of IRS has an important impact on the SR performance of methods and is preferred to be close to Alice or Bob in order to enhance better security.

The remainder of this paper is organized as follows. Section II describes the system model and secrecy maximization problem. In Section III, the general alternating iterative algorithm is proposed. Section IV describes another low-complexity algorithm for special scenario. Simulation results and related analysis are presented in Section V. Finally, we make our conclusions in Section VI.

Notations: throughout the paper, matrices, vectors, and scalars are denoted by letters of bold upper case, bold lower case, and lower case, respectively. Signs \((\cdot)^T\), \((\cdot)^*\), \((\cdot)^H\), \((\cdot)^{-1}\), \((\cdot)^\dagger\) and \(|\cdot|\) denote transpose, conjugate, conjugate transpose, inverse, pseudo-inverse and matrix determinant, respectively. \(\mathbf{I}_N\) denotes the \(N \times N\) identity matrix, \(\mathbf{0}_{N \times M}\) denotes the \(N \times M\) matrix of all zeros.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model Description

As shown in Fig. 1, we consider a system, where Alice is equipped with \(N\) antennas, IRS is equipped with \(M\) low-cost passive reflecting elements, Bob and Eve are equipped with \(K\) antennas, respectively. In the following , we assume that the IRS reflects signal only one time.
In this paper, we assume there exists the LOS path. The transmit baseband signal is expressed as

\[ s = \sqrt{\beta_1} P_s v_1 x_1 + \sqrt{\beta_2} P_s v_2 x_2 + \sqrt{(1 - \beta_1 - \beta_2)} P_s P_{AN} z, \]  

(1)

where \( P_s \) is the total transmit power, \( \beta_1, \beta_2 \) and \( (1 - \beta_1 - \beta_2) \) are the power allocation parameters of CMs and AN, respectively. \( v_1 \in \mathbb{C}^{N \times 1} \) and \( v_2 \in \mathbb{C}^{N \times 1} \) are the beamforming vector of forcing the two CMs to the desired user Bob, where \( v_1^H v_1 = 1 \), \( v_2^H v_2 = 1 \). Beamforming vectors \( v_{AN} \in \mathbb{C}^{N \times 1} \) are the beamforming vectors of leading AN to the undesired direction, where \( v_{AN}^H v_{AN} = 1 \). \( x_1 \) and \( x_2 \) are CM which satisfy \( E[\|x_1\|^2] = 1 \), \( E[\|x_2\|^2] = 1 \), and \( z \) is vector AN with complex Gaussian distribution, i.e., \( z \sim \mathcal{CN}(0, I_N) \). The received signal at Bob is given by

\[ y_B = (\sqrt{g_{AIB}} H_{IB}^H \Theta H_{AI} + \sqrt{g_{AB}} H_{AB}^H) s + n_B \]

(2)

where \( H_{IB} \in \mathbb{C}^{M \times K} \) represents the IRS-to-Bob channel, \( \Theta = \text{diag}(e^{j\phi_1}, \ldots, e^{j\phi_m}, \ldots, e^{j\phi_M}) \) is a diagonal matrix with the phase shift \( \phi_m \) incurred by the \( m \)-th reflecting element of the IRS, \( H_{AI} \in \mathbb{C}^{M \times N} \) represents the Alice-to-IRS channel, \( H_{AB} \in \mathbb{C}^{N \times K} \) represents Alice-to-Bob channel, and \( n_B \sim \mathcal{CN}(0, \sigma_B^2 I_K) \) denotes the complex additive white Gaussian noise (AWGN) at Bob. \( g_{AB} \) denotes the path loss coefficient between Alice and Bob, whereas \( g_{AIB} \) is the
equivalent path loss coefficient of Alice-to-IRS channel and IRS-to-Bob channel. Similarly, the received signal at Eve can be written as

\[ y_E = (\sqrt{g_{AIE}} H_{IE}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H) s + n_E \]  

\[ = \sqrt{\beta_1} P_s (\sqrt{g_{AIE}} H_{IE}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H) v_1 x_1 \]

\[ + \sqrt{\beta_2} P_s (\sqrt{g_{AIE}} H_{IE}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H) v_2 x_2 \]

\[ + \sqrt{(1 - \beta_1 - \beta_2)} P_s (\sqrt{g_{AIE}} H_{IE}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H) P_{AN} z + n_E, \]  

where \( H_{IE} \in \mathbb{C}^{M \times K} \) represents the IRS-to-Eve channel, \( H_{AE} \in \mathbb{C}^{N \times K} \) represents the Alice-to-Eve channel, and \( n_E \sim \mathcal{CN}(0, \sigma_E^2) \) denotes AWGN at Bob. Here, \( g_{AIE} \) and \( g_{AE} \) denote the path loss coefficient between Alice and Eve, where \( g_{AIE} \) is the equivalent path loss coefficient of Alice-to-IRS channel and IRS-to-Eve channel, and \( g_{AE} \) is the path loss coefficient of Alice-to-Eve channel. In the following, we assume that \( \sigma_B^2 = \sigma_E^2 = \sigma^2 \).

Assuming that AN is only transmitted to Eve for interference, then \( P_{AN} \) should satisfy the condition that

\[ H_{AI} P_{AN} = 0_{M \times N}, \ H_{AB}^H P_{AN} = 0_{K \times N}. \]  

(4)

Let us define a large virtual CM channel as follows

\[ H_{CM} = \begin{bmatrix} H_{AI}^T & H_{AB}^* \end{bmatrix}^T, \]  

(5)

then \( P_{AN} \) can be expressed as

\[ P_{AN} = I_N - H_{CM} H_{CM}^H \]  

(6)

In this case, (2) and (3) can be rewritten by applying (6) as,

\[ y_B = \sqrt{\beta_1} P_s (\sqrt{g_{AIB}} H_{IB}^H \Theta H_{AI} + \sqrt{g_{AB}} H_{AB}^H) v_1 x_1 \]  

\[ + \sqrt{\beta_2} P_s (\sqrt{g_{AIB}} H_{IB}^H \Theta H_{AI} + \sqrt{g_{AB}} H_{AB}^H) v_2 x_2 + n_B, \]  

(7)

\[ y_E = \sqrt{\beta_1} P_s (\sqrt{g_{AIE}} H_{IE}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H) v_1 x_1 \]  

\[ + \sqrt{\beta_2} P_s (\sqrt{g_{AIE}} H_{IE}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H) v_2 x_2 \]  

\[ + \sqrt{(1 - \beta_1 - \beta_2)} P_s \sqrt{g_{AE}} H_{AE}^H P_{AN} z + n_E. \]  

(8)
B. Secrecy Rate Maximization Problem

We jointly optimize beamforming vectors and IRS phase-shift matrix $\Theta$ based on the secrecy rate maximization scheme. The achievable rates from Alice to Bob and to Eve can be expressed as

$$R_B = \log_2 \left| I_K + \frac{1}{\sigma^2} \beta_1 P_s H_B v_1 v_1^H H_B^H + \beta_2 P_s H_B v_2 v_2^H H_B^H \right|$$  \hspace{1cm} (9)

and

$$R_E = \log_2 \left| I_K + \beta_1 P_s H_E v_1 v_1^H H_E^H + \beta_2 P_s H_E v_2 v_2^H H_E^H \right|$$  \hspace{1cm} (10)

where $H_B = \sqrt{g_{AB} H_{IB}^H} \Theta H_{AI} + \sqrt{g_{AB} H_{AB}}$, $H_E = \sqrt{g_{AE} H_{IE}^H} \Theta H_{AI} + \sqrt{g_{AE} H_{AE}}$. The achievable SR $R_s$ can be written as

$$R_s = \max \{0, R_B - R_E\}$$  \hspace{1cm} (11)

The achievable SR given by optimization problem can be formulated as follows:

$$(P0) : \max_{v_1, v_2, \Theta} R_s(v_1, v_2, \Theta)$$  \hspace{1cm} (12a)

s.t. $v_1^H v_1 = 1, v_2^H v_2 = 1$,  \hspace{1cm} (12b)

$|\Theta_i| = 1, \text{arg} (\Theta_i) \in [0, 2\pi), \ i = 1, \ldots, M$,  \hspace{1cm} (12c)

where $\Theta_i$ is the $i$-th diagonal of $\Theta$. It is hard to solve the problem since the unit modulus constraint is hard to handle. In this case, we propose the alternating algorithm to calculate the beamforming vectors and IRS phase shift matrix separately.
III. PROPOSED HIGH-PERFORMANCE GAI-BASED MAX-SR METHOD

In this section, we propose an optimal alternating algorithm for secrecy rate maximization problem to determine the beamforming vectors for CM and AN, and IRS phase-shift matrix $\Theta$. To simplify the expression of $R_s$, let us first define

$$H_{B1} = \frac{\sqrt{\beta_1 P_s}}{\sigma} (\sqrt{g_{AB}} H_{IB}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AB}^H),$$

$$H_{B2} = \frac{\sqrt{\beta_2 P_s}}{\sigma} (\sqrt{g_{AE}} H_{IB}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H),$$

$$C_{B1} = H_{B1} v_1 v_1^H H_{B1}^H,$n

$$C_{B2} = H_{B2} v_2 v_2^H H_{B2}^H,$$ for Bob and

$$H_{E1} = \frac{\sqrt{\beta_1 P_s}}{\sigma} (\sqrt{g_{AE}} H_{IE}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H),$$

$$H_{E2} = \frac{\sqrt{\beta_2 P_s}}{\sigma} (\sqrt{g_{AE}} H_{IE}^H \Theta H_{AI} + \sqrt{g_{AE}} H_{AE}^H),$$

$$C_{E1} = H_{E1} v_1 v_1^H H_{E1}^H,$$ $C_{E2} = H_{E2} v_2 v_2^H H_{E2}^H,$ and

$$B = \frac{(1 - \beta_1 - \beta_2) P_s g_{AE}}{\sigma^2} H_{AE}^H P_{AN} P_{AN}^H H_{AE} + I_K,$$ for Eve.

A. Optimize the beamforming vectors $v_1$ and $v_2$ given the IRS phase-shift matrix $\Theta$

To simplify the expression of $R_s$ related to beamforming vectors, we regard $\Theta$ as a given constant matrix, and define that

$$R_B(v_1) \overset{(a)}{=} \log_2 |I_K + C_{B2}| + \log_2 |I_K + (I_K + C_{B2})^{-1} H_{B1} v_1 v_1^H H_{B1}^H|$$

$$\overset{(b)}{=} \log_2 |I_K + C_{B2}| + \log_2 \left(1 + v_1^H H_{B1}^H (I_K + C_{B2})^{-1} H_{B1} v_1\right),$$

$$R_E(v_1) \overset{(a)}{=} \log_2 |I_K + C_{E2} B^{-1}| + \log_2 |I_K + (I_K + C_{E2} B^{-1})^{-1} H_{E1} v_1 v_1^H H_{E1}^H B^{-1}|$$

$$\overset{(b)}{=} \log_2 |I_K + C_{E2} B^{-1}| + \log_2 \left(1 + v_1^H H_{E1}^H B^{-1} (I_K + C_{E2} B^{-1})^{-1} H_{E1} v_1\right),$$

where $(a)$ holds due to the fact that $|XY| = |X||Y|$ and $(b)$ holds due to $|I_M + XY| = |I_N + YX|$ for $X \in \mathbb{C}^{M \times N}$ and $Y \in \mathbb{C}^{N \times M}$. Rewrite (11) by applying (22) and (23),

$$R_s(v_1) = \log_2 |I_K + C_{B2}| - \log_2 |I_K + C_{E2} B^{-1}| + \log_2 \frac{v_1^H \tilde{C}_{B2} v_1}{v_1^H C_{E2} v_1},$$

(24)
where $\hat{C}_{B2} = I_N + H_{B1}^H(I_K + C_{B2})^{-1}H_{B1}$, $\hat{C}_{E2} = I_N + H_{E1}^H(B^{-1}(I_K + C_{E2}B^{-1})^{-1}H_{E1}$). Since the first two items of (24) are independent of $v_1$, the subproblem to optimize $v_1$ can be expressed as follows:

$$(P0 - 1) : \max_{v_1} \frac{v_1^H\hat{C}_{B2}v_1}{v_1^H\hat{C}_{E2}v_1} \text{ s.t. } v_1^Hv_1 = 1. \quad (25)$$

According to the Rayleigh-Ritz theorem, the optimal $v_1$ can be obtained from the eigenvector corresponding to the largest eigenvalue of the matrix $\hat{C}_{E2}^{-1}\hat{C}_{B2}$.

Similarly, given the determined or known $v_1$ and $\Theta$, let us define $\hat{C}_{B1} = I_N + H_{B2}^H(I_K + C_{B1})^{-1}H_{B2}$ and $\hat{C}_{E1} = I_N + H_{E2}^H(B^{-1}(I_K + C_{E1}B^{-1})^{-1}H_{E2}$. The subproblem to optimize $v_2$ can be expressed as follows:

$$(P0 - 2) : \max_{v_2} \frac{v_2^H\hat{C}_{B1}v_2}{v_2^H\hat{C}_{E1}v_2} \text{ s.t. } v_2^Hv_2 = 1. \quad (26)$$

According to the Rayleigh-Ritz theorem, the optimal $v_2$ can be obtained from the eigenvector corresponding to the largest eigenvalue of the matrix $\hat{C}_{E1}^{-1}\hat{C}_{B1}$.

### B. Optimize IRS phase-shift matrix $\Theta$ given the beamforming vectors

To simplify the expression of $R_s$ in this subsection, we define the IRS phase-shift vector containing all the elements on the diagonal of $\Theta$, that is,

$$\theta = [e^{j\phi_1}, \ldots, e^{j\phi_m}, \ldots, e^{j\phi_M}]^T, \Theta = \text{diag}\{\theta\}. \quad (27)$$

Letting $\theta_i = e^{j\phi_i}$ be the $i$-th element of $\theta$, the IRS phase-shift vector $\theta$ should satisfy the condition that

$$|\theta_i| = 1, \text{arg}(\theta_i) \in [0, 2\pi), \ i = 1, \ldots, M. \quad (28)$$

Here, let us define

$$g_1 = H_{A1}v_1, g_2 = H_{A1}v_2, \quad (29)$$

$$h_{B1} = \frac{\sqrt{\beta_1}P_s g_{AB}}{\sigma}H_{AB}v_1, h_{B2} = \frac{\sqrt{\beta_2}P_s g_{AB}}{\sigma}H_{AB}v_2, \quad (30)$$

$$h_{E1} = \frac{\sqrt{\beta_1}P_s g_{AE}}{\sigma}H_{AE}v_1, h_{E2} = \frac{\sqrt{\beta_2}P_s g_{AE}}{\sigma}H_{AE}v_2. \quad (31)$$

Given that

$$H_{B1}v_1 = \frac{\sqrt{\beta_1}P_s}{\sigma}(\sqrt{g_{AB}}H_{IB}^H\Theta H_{A1}v_1 + \sqrt{g_{AB}}H_{AB}^Hv_1) \quad (32)$$

$$= \frac{\sqrt{\beta_1}P_s g_{AB}}{\sigma}H_{IB}^H\text{diag}\{g_1\}\theta + h_{B1},$$
where (c) holds due to the fact that \( \text{diag}\{a\}b = \text{diag}\{b\}a \) for \( a, b \in \mathbb{C}^{M \times 1} \). To simplify the above equation, we define

\[
T_{B1} = \frac{1}{\sigma} \sqrt{\beta_1 P_s g_{AI} H_{IE}^H \text{diag}\{g_1\}},
\]

(33)

\[
T_{B2} = \frac{1}{\sigma} \sqrt{\beta_2 P_s g_{AI} H_{IE}^H \text{diag}\{g_2\}},
\]

(34)

\[
T_{E1} = \frac{1}{\sigma} \sqrt{\beta_1 P_s g_{AE} H_{IE}^H \text{diag}\{g_1\}},
\]

(35)

\[
T_{E2} = \frac{1}{\sigma} \sqrt{\beta_2 P_s g_{AE} H_{IE}^H \text{diag}\{g_2\}}.
\]

(36)

Then (32) can be rewritten as

\[
\mathbf{H}_{B1} \mathbf{v}_1 = T_{B1} \theta + \mathbf{h}_{B1}.
\]

(37)

For the sake of simplicity, we define \( t_{hb1} \triangleq \mathbf{H}_{B1} \mathbf{v}_1 \). Similarly, the expression like \( \mathbf{H}_{B1} \mathbf{v}_1 \) can also be defined as \( t_{hb2} \triangleq \mathbf{H}_{B2} \mathbf{v}_2 \), \( t_{he1} \triangleq \mathbf{H}_{E1} \mathbf{v}_1 \), \( t_{he2} \triangleq \mathbf{H}_{E2} \mathbf{v}_2 \), that is,

\[
t_{hb1} = T_{B1} \theta + h_{B1},
\]

(38)

\[
t_{he1} = T_{E1} \theta + h_{E1},
\]

(39)

In this case, we rewrite (9) and (10) as

\[
R_B(\theta) = \log_2 \left| \mathbf{I}_K + t_{hb1} t_{hb1}^H + t_{hb2} t_{hb2}^H \right|
\]

(40)

\[
= \log_2 \left| (\mathbf{I}_K + t_{hb2} t_{hb2}^H) \left( \mathbf{I}_K + (\mathbf{I}_K + t_{hb2} t_{hb2}^H)^{-1} t_{hb1} t_{hb1}^H \right)^{-1} \right|
\]

\[
= \log_2 \left( 1 + t_{hb2}^H t_{hb2} \right) + \log_2 \left( 1 + t_{hb1}^H (\mathbf{I}_K + t_{hb2} t_{hb2}^H)^{-1} t_{hb1} \right)
\]

and

\[
R_E(\theta) = \log_2 \left| \mathbf{I}_K + (t_{he1} t_{he1}^H + t_{he2} t_{he2}^H) \mathbf{B}^{-1} \right|
\]

(41)

\[
= \log_2 \left| (\mathbf{I}_K + t_{he2} t_{he2}^H \mathbf{B}^{-1}) \left( \mathbf{I}_K + (\mathbf{I}_K + t_{he2} t_{he2}^H \mathbf{B}^{-1})^{-1} t_{he1} t_{he1}^H \right)^{-1} \right|
\]

\[
= \log_2 \left( 1 + t_{he2}^H \mathbf{B}^{-1} t_{he2} \right) + \log_2 \left( 1 + t_{he1}^H (\mathbf{I}_K + t_{he2} t_{he2}^H \mathbf{B}^{-1})^{-1} t_{he1} \right).
\]

The SR in terms of \( \theta \) can be rewritten as

\[
\log_2 \left( \frac{f_1(\theta) f_2(\theta)}{g_1(\theta) g_2(\theta)} \right),
\]

(42)
where

\[ f_1(\theta) = 1 + t_{hb2}^H t_{hb2}, \]  
\[ f_2(\theta) = 1 + t_{hb1}^H (I_K + t_{hb2} t_{hb2}^H)^{-1} t_{hb1} \]  
\[ = \frac{1}{1 + t_{hb2}^H (1 + t_{hb2} t_{hb2}^H)^{-1} t_{hb2}^H} t_{hb1} \]  
\[ g_1(\theta) = 1 + t_{he2}^H B^{-1} t_{he2}, \]  
\[ g_2(\theta) = 1 + t_{he1}^H B^{-1} (I_K + t_{he2} t_{he2}^H B^{-1})^{-1} t_{he1} \]  
\[ = \frac{1}{1 + t_{he2}^H B^{-1} t_{he2}} t_{he1} \]

where \((d)\) holds the fact that \((I_M + X Y)^{-1} = I_M - X (I_N + Y X)^{-1} Y\) for \(X \in \mathbb{C}^{M \times N}\) and \(Y \in \mathbb{C}^{N \times M}\). To simplify the expression, let us define that

\[ f(\theta) = f_1(\theta) f_2(\theta) = f_1(\theta) - f_2(\theta), \]  
\[ g(\theta) = g_1(\theta) g_2(\theta) = g_1(\theta) - g_2(\theta), \]

where \(f_1(\theta) = (1 + t_{hb1} t_{hb1}) (1 + t_{hb2} t_{hb2})\), \(f_2(\theta) = t_{hb1}^H t_{hb2} t_{hb2}^H t_{hb1}\), \(g_1(\theta) = (1 + t_{he1}^H B^{-1} t_{he1}) (1 + t_{he2}^H B^{-1} t_{he2})\), \(g_2(\theta) = t_{he1}^H B^{-1} t_{he1} t_{he2}^H B^{-1} t_{he1}\). Then the subproblem to optimize \(\theta\) can be formulated as

\[
(P0 - 3) : \max_{\theta} \frac{f(\theta)}{g(\theta)} = \frac{f_1(\theta) - f_2(\theta)}{g_1(\theta) - g_2(\theta)} \quad \text{s.t.} \quad (28). \tag{49}
\]

Since \((42)\) is a non-convex function of \(\theta\), and all elements in \(\theta\) are of constant modulus constraint, thus, a gradient ascent (GA) method is used to compute the IRS phase-shift matrix \(\Theta = \text{diag}\{\theta\}\).

The gradient of the objective function in \((49)\) with respect to \(\theta\) can be expressed as

\[
\nabla_\theta = \frac{f'(\theta) g(\theta) - f(\theta) g'(\theta)}{g^2(\theta)}, \tag{50}
\]
where
\[ f'(\theta) = f'_{t1}(\theta) - f'_{t2}(\theta), \quad g'(\theta) = g'_{t1}(\theta) - g'_{t2}(\theta), \tag{51} \]
\[ f'_{t1}(\theta) = (1 + t^H_{h_{b2}} t_{h_{b2}})(T^H_{B1} T_{B1} \theta + T^H_{h1} h_{b1}) + (1 + t^H_{h_{b1}} t_{h_{b1}})(T^H_{B2} T_{B2} \theta + T^H_{h2} h_{b2}), \tag{52} \]
\[ f'_{t2}(\theta) = t^H_{h_{b2}} t_{h_{b2}} T^H_{B2} T_{B1} \theta + T^H_{h2} h_{b2} + t^H_{h_{b1}} t_{h_{b1}}(T^H_{B1} T_{B2} \theta + T^H_{h1} h_{b2}), \tag{53} \]
\[ g'_{t1}(\theta) = (1 + t^H_{h_{e2}} B^{-1} t_{h_{e2}})(T^H_{E1} B^{-1} T_{E1} \theta + T^H_{h1} h_{E1}) + (1 + t^H_{h_{e1}} B^{-1} t_{h_{e1}})(T^H_{E2} B^{-1} T_{E2} \theta + T^H_{h2} h_{E2}), \tag{54} \]
\[ g'_{t2}(\theta) = t^H_{h_{e2}} B^{-1} t_{h_{e2}}(T^H_{E2} B^{-1} T_{E1} \theta + T^H_{h1} h_{E1}) + t^H_{h_{e1}} B^{-1} t_{h_{e1}}(T^H_{E1} B^{-1} T_{E2} \theta + T^H_{h2} h_{E2}). \tag{55} \]

After obtaining \( \nabla_\theta \), we will renew the value \( \theta^{(t)} \) of \( \theta \) by \( \theta^{(t-1)} + \alpha \nabla_\theta \) with \( \alpha \) being the searching step, which can be obtained by a backtracking line search \([45]\). The detailed process of GA algorithm proposed is listed in Algorithm 1. Thus we can obtain the IRS phase-shift matrix \( \Theta \) with \( \Theta = \text{diag}\{\theta\} \).

**Algorithm 1** GA algorithm to compute the phase-shift vector \( \theta \) using the Max-SR rule

1. Initialize \( \theta^{(0)} \), initialize \( v_1, v_2 \) based on (25) and (26), compute \( R_s^{(0)} \).
2. Set \( t = 1 \), threshold value \( \epsilon \).
3. **repeat**
4. Compute \( \nabla_\theta^{(t-1)} \) according to (50). Obtain the step size \( \alpha^{(t)} \) by backtracking line search.
5. \( \theta^{(t)} = \theta^{(t-1)} + \alpha^{(t)} \nabla_\theta^{(t-1)} \), reform \( \theta^{(t)} = \exp\{j \angle(\theta^{(t)})\} \).
6. Compute \( R_s^{(t)} \) using \( v_1, v_2 \) and \( \theta^{(t)} \).
7. \( t = t + 1 \).
8. **until** \( R_s^{(t)} - R_s^{(t-1)} > \epsilon \)
9. \( \theta^{(t)} \) is the optimal phase-shift vector.

### C. Overall Algorithm

So far, we have completed the design of beamforming vectors and IRS phase-shift matrix. Our iterative idea can be described as follows: given a fixed matrix \( \Theta \), the corresponding beamforming vectors can be computed in a closed-form expression iteratively; for two given beamforming vectors \( v_1 \) and \( v_2 \), the GA method is used to find the value of IRS phase-shift matrix \( \Theta \). The
Algorithm 2 Proposed GAI algorithm

1: Initialize $v_1^{(0)}$, $v_2^{(0)}$ and $\Theta^{(0)}$, compute $R_s^{(0)}$ according to (11).

2: Set $p = 0$, threshold $\epsilon$.

3: repeat

4: Given $(\Theta^{(p)}, v_2^{(p)})$, solve problem (25) to determine $v_1^{(p+1)}$ based on the Rayleigh-Ritz theorem.

5: Given $(\Theta^{(p)}, v_1^{(p+1)})$, solve problem (26) to determine $v_2^{(p+1)}$ based on the Rayleigh-Ritz theorem.

6: Given $(v_1^{(p+1)}, v_2^{(p+1)})$, solve problem (49) to determine $\Theta^{(p+1)}$ based on GA method in Algorithm 1.

7: Compute $R_s^{(p+1)}$ using $v_1^{(p+1)}$, $v_2^{(p+1)}$ and $\Theta^{(p+1)}$.

8: $p = p + 1$;

9: until $R_s^{(p)} - R_s^{(p-1)} \leq \epsilon$

10: $\Theta^{(p)}$, $v_1^{(p)}$ and $v_2^{(p)}$ are the optimal value that we need, and $R_s^{(p)}$ is the optimal achievable secrecy rate.

The computational complexity of Algorithm 2 is

$$O\left(D \left(8N^3 + 2N + D_1 (12M^3K + 10M^3 + 12M^2K + 16M^2K^2 - 18M^2 + 12MK^2 + 28MK - 16M) \log_2 \left(\frac{1}{\kappa}\right)\right) \right)$$

(56)

float-point operations (FLOPs), where $D$ denotes the maximum number of alternating iterations for Algorithm 2, $D_1$ denotes the maximum iterative number of Algorithm 1, $\kappa$ denotes the accuracy or, in other words, the convergence threshold of backtracking line search, and $\log_2 \left(\frac{1}{\kappa}\right)$ denotes the maximum iterative number of backtracking line search.

IV. PROPOSED LOW-COMPLEXITY NSP-BASED MAX-SR METHOD

In the previous section, the proposed GAI is general, its computational complexity is still very high because of GA algorithm with lots of FLOPs for obtaining the gradient and stepsize. In this
section, we will propose one low-complexity algorithm named NSP to reduce the complexity of
the proposed GAI, especially for the case of a large number of IRS elements. In this section, the
three beamforming vectors for two CMs and AN are designed well such that any one of them
is confined to the NSs of the remaining two channels. This guarantee that two CMs will be not
allowed to leak to Eve at the transmitter end, and AN is only transmitted to Eve for interference.

Applying the NSP principle in [15], the beamforming vectors $v_1$ and $v_2$ can be determined
by

$$
H_{AB}^H v_1 = 0_{K \times 1}, 
H_{AE}^H v_1 = 0_{K \times 1}, 
(57)
$$

$$
H_{AI} v_2 = 0_{M \times 1}, 
H_{AE}^H v_2 = 0_{K \times 1}, 
(58)
$$

which means that $x_1$ is only reflected to users by IRS, and $x_2$ reaches users through the direct
path. The achievable rates from Alice to Bob and to Eve can be expressed as

$$
R_B = \log_2 \left| I_K + \frac{1}{\sigma^2} \left[ \beta_1 P_s g_{AB} H_{IB}^H \Theta H_{AI} v_1 v_1^H (H_{IB}^H \Theta H_{AI})^H + \beta_2 P_s g_{AB} H_{AE}^H v_2 v_2^H H_{AB} \right] \right| 
(59)
$$

and

$$
R_E = \log_2 \left| I_K + \frac{\beta_1 P_s g_{AE} H_{IE}^H \Theta H_{AI} v_1 v_1^H (H_{IE}^H \Theta H_{AI})^H}{(1 - \beta_1 - \beta_2) P_s g_{AE} H_{AE}^H P_{AN} P_{AN}^H H_{AE} + \sigma^2 I_K} \right|. 
(60)
$$

Let us define two new large channel matrices

$$
H_1 = [H_{AB}^* H_{AE}^*]^T 
(61)
$$

and

$$
H_2 = [H_{AI}^* H_{AE}^*]^T, 
(62)
$$

then (57) can be expressed as

$$
H_1 v_1 = 0, H_2 v_2 = 0, 
(63)
$$

which means the beamforming vectors $v_1$ and $v_2$ can be solved by using the ZF scheme as $P_1$
and $P_2$ are the corresponding projection matrix, where

$$
P_1 = I_N - H_1^H \left[ H_1 H_1^H \right]^+ H_1 
(64)
$$

and

$$
P_2 = I_N - H_2^H \left[ H_2 H_2^H \right]^+ H_2. 
(65)$$
For convenience of derivation below, let us define two new vectors $w_1 \in \mathbb{C}^{N \times 1}$ and $w_2 \in \mathbb{C}^{N \times 1}$

$$v_1 = P_1 w_1, v_2 = P_2 w_2.$$  

(66)

As for the condition (12c) of the problem (12), we rewrite it by applying (66), that is, $w_1^H P_1^H P_1 w_1 = 1$ and $w_2^H P_2^H P_2 w_2 = 1$. (7) and (8) are rewritten as follows

$$y_B = \sqrt{\beta_1 s g_{AB} H_{IB}^H \Theta H_{AI} v_1 x_1} + \sqrt{\beta_2 s g_{AB} H_{AB}^H w_2 x_2} + n_B$$  

(67)

and

$$y_E = \sqrt{\beta_1 s g_{AE} H_{IE}^H \Theta H_{AI} v_1 x_1} + \sqrt{(1 - \beta_1 - \beta_2) s g_{AE} H_{AE}^H P_{AN} z} + n_E$$  

(68)

In what follows, we can calculate the beamforming vectors and IRS phase-shift matrix by calculating $w_1$, $w_2$ and $\Theta$ alternatively.

A. Optimization of beamforming vectors given IRS phase-shift matrix $\Theta$

Substituting (66) in (59) yields

$$R_B = \log_2 |I_K + A_1 w_1 w_1^H A_1^H + A_2 w_2 w_2^H A_2^H|,$$  

(69)

where $A_1 = \frac{\sqrt{\beta_1 s g_{AB}}}{\sigma} H_{IB}^H \Theta H_{AI} P_1$, $A_2 = \frac{\sqrt{\beta_2 s g_{AE}}}{\sigma} H_{AB}^H P_2$. Similarly, substituting (66) in (60) yields

$$R_E = \log_2 |I_K + A_3 w_1 w_1^H A_3^{-1} B^{-1} |^{(b)} = \log_2 \left( 1 + w_1^H A_3^H B^{-1} A_3 w_1 \right),$$  

(70)

where $A_3 = \frac{\sqrt{\beta_1 s g_{AE}}}{\sigma} H_{IE}^H \Theta H_{AI} P_1$, B owns the same definition as (21), and (b) holds due to $|I_M + XY| = |I_N + YX|$ for $X \in \mathbb{C}^{M \times N}$ and $Y \in \mathbb{C}^{N \times M}$. Then the NSP-based Max-SR can be formulated as follows:

(P1) : $\max_{w_1, w_2, \Theta} R_s(w_1, w_2, \Theta) = (69) - (70)$  

(71a)

s.t. $w_1^H P_1^H P_1 w_1 = 1$, $w_2^H P_2^H P_2 w_2 = 1,$  

(12c).  

(71b)
It is clear to see that $R_B$ in (69) is related to $w_1$, $w_2$ and $\Theta$, while $R_E$ in (70) is only related to $w_2$ and $\Theta$. Since the expression of (69) is similar to (9), (69) can be expressed as the function of $w_1$ in (72) with known $w_2$ and $\Theta$, and the function of $w_2$ in (73) with known $w_1$ and $\Theta$

$$R_B(w_1) = \log_2 |I + A_2 w_2 w_2^H A_2^H| + \log_2 \left(1 + w_1^H A_1^H (I + A_2 w_2 w_2^H A_2^H)^{-1} A_1 w_1\right),$$ (72)

and

$$R_B(w_2) = \log_2 |I + A_1 w_1 w_1^H A_1^H| + \log_2 \left(1 + w_2^H A_2^H (I + A_1 w_1 w_1^H A_1^H)^{-1} A_2 w_2\right),$$ (73)

respectively. Since $R_B(w_1)$ in (72) is independent of $w_2$, the NSP-based Max-SR of optimizing $w_1$ is casted as

$$\begin{align*}
(P1 - 1) : \max_{w_1} & \quad \frac{w_1^H \tilde{A}_1 w_1}{w_1^H \tilde{B}_1 w_1} \\
\text{s.t.} & \quad w_1^H P_1^H P_1 w_1 = 1,
\end{align*}$$ (74a)

where

$$\tilde{A}_1 = P_1^H P_1 + A_1^H (I + A_2 w_2 w_2^H A_2^H)^{-1} A_1$$ (75)

and

$$\tilde{B}_1 = P_1^H P_1 + A_3^H B^{-1} A_3.$$ (76)

Since $\frac{w_1^H \tilde{A}_1 w_1}{w_1^H \tilde{B}_1 w_1}$ is insensitive to the scaling of $w_1$, via ignoring the constraint on $w_1$, we will find a general solution, and then scale it to satisfy

$$w_1^H P_1^H P_1 w_1 \leq 1.$$ (77)

It can be observed that the optimization problem in (74) belongs to the type of nonlinear fractional optimization problem. To solve this problem, we introduce the Dinkelbach method, and then transform it into a DC programming similar to [46]. Since the numerator and denominator of the objective function in problem (74) are convex, we introduce $\nu$ into it and transform it as

$$w_1^H \tilde{A}_1 w_1 - \nu w_1^H \tilde{B}_1 w_1.$$ (78)

Then (74a) can be achieved if and only if

$$\max_{w_1 \in D} \quad w_1^H \tilde{A}_1 w_1 - \nu^* w_1^H \tilde{B}_1 w_1 = w_1^* H \tilde{A}_1 w_1^* - \nu^* w_1^* H \tilde{B}_1 w_1^* = 0,$$ (79)
for $w_1^H \tilde{A}_1 w_1 \geq 0$ and $w_1^H \tilde{B}_1 w_1 \geq 0$, $\forall w_1 \in \mathbb{D}$, where $\mathbb{D}$ denotes the feasible domain of the problem (74). This transformation can be proved in [46]. Therefore, we can rewrite the optimization problem (74) as

$$(P1 - 1.1) : \max_{w_1, \nu} \quad w_1^H \tilde{A}_1 w_1 - \nu w_1^H \tilde{B}_1 w_1 \quad \text{s.t.} \quad (77). \quad (80)$$

However, problem (80) is still not convex in terms of $w_1$ due to the fact that its objective function is the difference of two convex functions, which is nonconvex. Hence, we linearize the objective function $w_1^H \tilde{A}_1 w_1$ by the first term of its Taylor series expansion at a given vector of $\tilde{w}_1$ as follows [6]

$$w_1^H \tilde{A}_1 w_1 \geq 2 \Re \{ \tilde{w}_1^H \tilde{A}_1 \tilde{w}_1 \} - \tilde{w}_1^H \tilde{A}_1 \tilde{w}_1. \quad (81)$$

Then the problem (74) can be rewritten as

$$(P1 - 1.2) : \max_{w_1, \nu} \quad 2 \Re \{ \tilde{w}_1^H \tilde{A}_1 \tilde{w}_1 \} - \tilde{w}_1^H \tilde{A}_1 \tilde{w}_1 - \nu w_1^H \tilde{B}_1 w_1 \quad \text{s.t.} \quad (77). \quad (82)$$

which is a convex optimization problem. Then it can be readily solved by [45].

The optimization subproblem of NSP-based Max-SR with respect to $w_2$ can be modeled as

$$(P1 - 2) : \max_{w_2} \quad w_2^H \tilde{A}_2 w_2 \quad \text{s.t.} \quad w_2^H P_2^H P_2 w_2 = 1, \quad (83)$$

where

$$\tilde{A}_2 = P_2^H P_2 + A_2^H (I_K + A_1 w_1^H A_1^H)^{-1} A_2. \quad (84)$$

Similarly, the constraint can be scaled as (77). Since $\tilde{A}_2 \succeq 0$, $w_2^H \tilde{A}_2 w_2$ is a convex function with respect to $w_2$, we can get the following inequality by performing the first-order Taylor expansion on $w_2^H \tilde{A}_2 w_2$ at the point $\tilde{w}_2$ like (81). Then the problem (83) can be rewritten as

$$(P1 - 2.1) : \max_{w_2} \quad 2 \Re \{ \tilde{w}_2^H \tilde{A}_2 \tilde{w}_2 \} - \tilde{w}_2^H \tilde{A}_2 \tilde{w}_2 \quad \text{s.t.} \quad w_2^H P_2^H P_2 w_2 \leq 1. \quad (85)$$

We can see that the objective function in the optimization problem (85) is concave and the constraint is convex. Thus (85) is a convex optimization problem, which can be solved by [45].
B. Optimization of IRS phase-shift matrix $\Theta$ with given beamforming vectors

Now, we optimize the IRS phase-shift matrix $\Theta$ by using NSP-based Max-SR method. By applying (27), (59) and (60) are represented as

$$ R_B(\theta) = \log_2 |I_K + \text{T}_{B1} \theta \theta^H \text{T}_{B1}^H + \text{h}_{B2} \text{h}_{B2}^H|, $$

(86)

and

$$ R_E(\theta) = \log_2 |I_K + \text{T}_{E1} \theta \theta^H \text{T}_{E1}^H \text{B}^{-1}|, $$

(87)

where $\text{T}_{B1}$, $\text{h}_{B2}$, $\text{T}_{E1}$, and $\text{B}$ have the same forms as (33), (30), (35), and (21). Then the subproblem to optimize $\Theta$ can be equivalently changed as to optimize the IRS phase-shift vector $\theta$, formulated as,

$$ \text{(P1-3)}: \max_{\theta} \ (86) - (87) \quad \text{s.t.} \ (28). $$

(88)

Due to the fact that $|XY| = |X||Y|$ and $|I_M + XY| = |I_N + YX|$ for $X \in \mathbb{C}^{M \times N}$ and $Y \in \mathbb{C}^{N \times M}$, (86) and (87) can be rewritten as

$$ R_B(\theta) = \log_2 (1 + \theta^H \text{T}_{B1} (I_K + \text{h}_{B2} \text{h}_{B2}^H)^{-1} \text{T}_{B1} \theta) + \log_2 |I_K + \text{h}_{B2} \text{h}_{B2}^H|, $$

(89)

and

$$ R_E(\theta) = \log_2 (1 + \theta^H \text{T}_{E1} \text{B}^{-1} \text{T}_{E1} \theta). $$

(90)

Since $\log_2 |I_K + \text{h}_{B2} \text{h}_{B2}^H|$ is independent of $\theta$, problem (88) can be formulated as

$$ \text{(P1-3.1)}: \max_{\theta} \ \frac{\theta^H \tilde{T}_B \theta}{\theta^H \tilde{B}_E \theta} \quad \text{s.t.} \ (28), $$

(91)

where

$$ \tilde{T}_B = \frac{1}{M} I_M + \text{T}_{B1}^H (I_K + \text{h}_{B2} \text{h}_{B2}^H)^{-1} \text{T}_{B1}, $$

(92)

$$ \tilde{B}_E = \frac{1}{M} I_M + \text{T}_{E1}^H \text{B}^{-1} \text{T}_{E1}. $$

(93)

Rewrite problem (91) as

$$ \text{(P1-3.2)}: \min_{\theta} \ \frac{\theta^H \tilde{B}_E \theta}{\theta^H \tilde{T}_B \theta} \quad \text{s.t.} \ (28). $$

(94)

Obviously, the above optimization problem belongs to fractional programming. Introducing a new parameter $\mu \geq 0$ forms the corresponding parametric program as follows:

$$ \text{(P1-3.3)}: \min_{\theta} \ \theta^H \tilde{B}_E \theta - \mu \theta^H \tilde{T}_B \theta \quad \text{s.t.} \ (28). $$

(95)
As [46] showed, the optimal solution to problem (95) is the unique root of $\theta^H\tilde{B}_E\theta - \mu\theta^H\tilde{T}_B\theta = 0$. Without the constant mode constraint of $\theta$, this kind of problem can be solved by SDR as problem (82) performs. In this case, we minimize an upper bound of its objective function following [47] as

$$\theta^H\tilde{B}_E\theta - \mu\theta^H\tilde{T}_B\theta = \theta^H(\tilde{B}_E - \mu\tilde{T}_B)\theta,$$

where $\Psi = \tilde{B}_E - \mu\tilde{T}_B$, $\tilde{\theta}$ is the solution to $\theta$ obtained in the previous iteration of the alternating algorithm. Since $|\theta_i|^2 = 1$ and $\|\theta\|^2 = M$, $\lambda_{\max}(\Psi)\|\theta\|^2$ and $\tilde{\theta}^H(\lambda_{\max}(\Psi)I_M - \Psi)\tilde{\theta}$ are determined here. Then the simplified optimization problem reduces to

$$(P1 - 3.4) : \max_{\theta} \Re\{\theta^H\delta\} \quad \text{s.t. \quad (28)},$$

where $\delta = (\lambda_{\max}(\Psi)I_M - \Psi)\tilde{\theta}$. In this case, $\Re\{\theta^H\delta\}$ is maximized when the phases of $\theta_i$ and $\delta_i$ are equal, where $\delta_i$ is the $i$-th element of $\delta$. Thus the optimal solution to the problem with given $\mu$ is

$$\theta^*(\mu) = [e^{j\arg(\delta_1)}, \ldots, e^{j\arg(\delta_M)}]^T.$$

Substituting $\theta^*(\mu)$ into the objective function of problem (95), we have the result $\varphi^*(\mu)$. Since $\varphi^*(\mu)$ is a strictly decreasing function for the optimal $\theta$, with $\varphi^*(0) > 0$ and $\varphi^*(+\infty) < 0$, which has been confirmed in [39], the optimal $\mu^*$ can be found by $\varphi^*(\mu^*) = 0$ via bisection search. Thus we can obtain the solution to $\theta$ by $\theta^*(\mu^*)$. The above problem has a closed form, which is more convenient for implementation and requires much lower complexity especially for large $M$.

C. Overall Algorithm

The proposed NSP algorithm is divided into two parts: the beamforming vectors and the IRS phase-shift matrix. The iterative idea can be described as follows: for given matrix $\Theta$, anyone of the beamforming vectors can be expressed as an unknown vector multiplied by a known matrix, which can be computed by CVX iteratively as the other is fixed; for given two beamforming vectors $v_1$ and $v_2$, the closed-form expression of IRS phase-shift vector $\theta$ can be expressed as (98). The alternative iterations among $v_1$, $v_2$ and $\Theta$ is repeated until the stop criterion satisfies,
that is, \( R_{p+1}^s - R_p^s \leq \epsilon \) with \( p \) being the iteration index. The proposed method is summarized in Algorithm 3.

The computational complexity of Algorithm 3 is

\[
O\left( L(2\sqrt{2}[(N + 1)^3 + N^2(N + 1)]\ln(1/\epsilon) + L_1(M^3 + 4M^2 K - 2M - 2MK + 4MK^2 + K^2)\log_2((\lambda_{max} - \lambda_{min})/\epsilon)) \right)
\]

FLOPs, where \( L \) denotes the maximum number of alternating iterations, \( L_1 \) denotes the iterative number of the subproblem (P1-3), \( \epsilon \) denotes the accuracy or the convergence threshold of the algorithm, and \( \lambda_{max} \) and \( \lambda_{min} \) are the upper-bound and lower-bound of bisection method, respectively. \( \log_2((\lambda_{max} - \lambda_{min})/\epsilon) \) is the maximum iterative number of bisection search.

Compared with the complexity of the proposed GAI in (56), the complexity of the proposed NSP in (99) is greatly reduced especially for large \( M \) by taking the convergence analysis in Section V into account. This is the benefit of NSP. However, the NSP is only suitable for the case that three streams are transmitted separately and directly, and requires that the number of transmit antennas is greater than the number of receive antennas. This is its limit. Additionally, compared to the GAI, the proposed NSP algorithm will suffer from a performance loss due to its strict NS constraints. This will reduce the spatial multiplexing gain of CMs. In summary, the proposed NSP can strike an appreciated good balance between SR performance and computational complexity.

V. SIMULATION AND DISCUSSION

In this section, we provide numeral results to examine the performance of our proposed algorithms. As for the MIMO system model, the array response is modeled as \( a_t(\theta_t) \in \mathbb{C}^{n_t \times 1} \), with \( [a_t(\theta_t)]_{n_{ti}} = \exp(-j2\pi(n_{ti} - 1)d_A \cos \theta_{ti}/\lambda) \), where \( \theta_t \in [0, \pi) \) denotes the angle-of-arrival (AoA), and \( a_r(\theta_r) \in \mathbb{C}^{n_r \times 1} \), with \( [a_r(\theta_r)]_{n_{ri}} = \exp(-j2\pi(n_{ri} - 1)d_A \cos \theta_{ri}/\lambda) \), where \( \theta_r \in [0, \pi) \) denotes the angle-of-departure (AoD). Both transmit array at Alice and receive array at Bob are uniformly spaced linear arrays with element pacing \( d_A = \lambda/2 \). The LoS channel matrix can be expressed as \( H = a_r(\theta_r)a_t^H(\theta_t) \). The path loss model is given by \( g_{TR} = \left( \frac{c}{4\pi d_{TR}} \right)^2 \), where \( d_{TR} \) denotes the distance between the transmitter and the receiver. Under this model, the path loss coefficient \( g_{AB}, g_{AE}, g_{AIB} \) and \( g_{AIE} \) can be derived respectively.
Algorithm 3 Proposed NSP algorithm

1: Initialize $v_1^{(0)}$, $v_2^{(0)}$, and $\Theta^{(0)}$, compute $R_s^{(0)}$ according to (59) and (60).

2: Set $p = 0$, threshold $\epsilon$.

3: repeat

4: Given $(\Theta^{(p)}, v_1^{(p)})$ and (66), solve problem (82) to determine $v_1^{(p+1)}$.

5: Given $(\Theta^{(p)}, v_1^{(p+1)})$ and (66), solve problem (85) to determine $v_2^{(p+1)}$.

6: Given $(v_1^{(p+1)}, v_2^{(p+1)})$ and (66), $\theta^{(p+1)}$ can be determined by (98), $\Theta^{(p+1)} = \text{diag}\{\theta^{(p+1)}\}$.

7: Compute $R_s^{(p+1)}$ using $v_1^{(p+1)}$, $v_2^{(p+1)}$ and $\Theta^{(p+1)}$.

8: $p = p + 1$;

9: until $R_s^{(p)} - R_s^{(p-1)} \leq \epsilon$

10: $\Theta^{(p)}$, $v_1^{(p)}$ and $v_2^{(p)}$ are the optimal value that we need, and $R_s^{(p)}$ is the optimal achievable secrecy rate.

Simulation parameters are set as follows: $P_s = 30$ dBm, $\sigma_B^2 = \sigma_E^2 = \sigma^2 = -40$ dBm. $N = 16$, $K = 4$. The distances of Alice-to-IRS link, Alice-to-Bob link, and Alice-to-Eve link are set as $d_{AI} = 10$ m, $d_{AB} = 100$ m and $d_{AE} = 50$ m, respectively. The AoDs of each channel are set as $\theta_{AI}^t = \pi/6$, $\theta_{AB}^t = 11\pi/36$ and $\theta_{AE}^t = \pi/3$, respectively. With given AoDs and distances of each channel, the AoAs and distances of IRS-to-Bob link and IRS-to-Eve link can be determined, thus the channel matrix can be derived respectively. The PA factors are set as $\beta_1 = \beta_2 = 0.4$, $\beta_3 = 0.2$. As for the algorithm setup, the convergence thresholds in terms of the relative increment in the objective value are set as tolerance of $\epsilon = 10^{-4}$.

A. Convergence Behaviour of Proposed Algorithms

First, by simulation, we make an investigation of the convergence behaviour of the proposed GAI in Algorithm 2 and NSP in Algorithm 3. Fig. 2 shows the SR versus the number of iterations for various number of phase shifter., i.e., for $M = 10, 20$. It can be seen from the figure that GAI requires about 4 iterations to converge the SR ceil, while the proposed NSP requires about 3 iterations to converge. Thus, we make a conclusion that the proposed NSP has a more rapid convergence rate than GAI. Using the convergence results in Fig. 2 the complexity (56) of GAI
and complexity (56) of NSP reduce to the magnitude orders $40M^3$ and $3M^3$ FLOPs respectively as $M$ goes to large-scale. Clearly, the complexity of NSP is far lower than that of GAI.

B. Performance Comparison

In this subsection, we compare our proposed algorithms to the following benchmark schemes:

1) **No-IRS**: Obtain the maximum SR by optimizing the beamforming vectors with the IRS phase-shift matrix set to zero, i.e., $\Theta = 0_{M \times M}$.

2) **Random Phase**: Obtain the maximum SR by optimizing the beamforming vectors with all the phase for each reflection element uniformly and independently generated from $[0, 2\pi)$.

3) **IRS with Single CBS**: Obtain the maximum SR by Algorithm 2 with single CBS, as $\beta_1 = 0, \beta_2 = 1 - \beta_3$ or $\beta_2 = 0, \beta_1 = 1 - \beta_3$. In this case, we also fix PA factor of the AN as $\beta_3 = 0.2$.

1) **Impact of the Number of IRS Phase-shift Elements**: For comparison, we consider two scenarios of Alice-to-Bob distance given by $d_{AB} = 300$ m and $d_{AB} = 50$ m, which correspond to the low-SNR regime and high-SNR regime, respectively. For these two cases, the SR performance versus the number of reflecting elements $M$ for the proposed algorithms and the benchmark schemes are presented as Fig. 3 and Fig. 4.
From Fig. 3 and Fig. 4 it can be seen that the proposed two schemes GAI and NSP can improve the SR performance whether in the low-SNR regime or the high-SNR regime. As the number of IRS elements increases, the SR gains achieved by GAI and NSP over no-IRS, random phase and IRS with single CBS grow gradually and become more significant.

Compared with the No-IRS scheme and Random-Phase scheme, the IRS phase-shift-optimization
schemes (i.e., GAI, NSP) performs much better, especially with a large value of $M$. This reveals the importance of the optimization of the phase-shift design. Even with a value of $M$ as $M = 30$, our proposed scheme can also perform better than that scheme without the IRS phase-shift-optimization (e.g., by 17.3% in the low-SNR regime and 56.3% in the high-SNR regime).

Under the condition that the total power is equally allocated between two independent CBSs, the proposed GAI performs a bit better than the proposed NSP. This shows that the proposed NSP scheme sacrifices a little SR performance by an obvious computational complexity reduction.

Compared with the case of IRS with single CBS, the SR performance in the case of dual CM stream plus AN (i.e., GAI and NSP scheme) is much better whether in the low-SNR regime or in the high-SNR regime (e.g., by 16.6% higher in the low-SNR regime and 55.6% higher in the high-SNR regime when $M = 30$). This proves the superiority of our proposed schemes in the dual CM stream case due to the diversity gain in LOS channel. Furthermore, even with IRS aided, Alice transmitting single CBS can not achieve better security performance than the case without IRS, unless the IRS equips with more phase-shift elements. This is because the path loss of the IRS-forward link is more serious than the direct link in LOS channel. If there is no more IRS phase-shift elements, IRS may not forward single CBS to the legitimate user more strongly. In this case, it is suggested to transmit dual CBSs or more CM streams with IRS aided, which requires more in-depth researches in the future.

On the other hand, the performance gap between our proposed schemes and other schemes increases as the IRS phase-shift elements $M$ and receive SNR increases, which reveals the superiority of our proposed schemes.

2) Impact of the IRS Location: With fixed positions of Alice, Bob and Eve, the IRS position only depends on the AoD $\theta_{AI}$ and the distance $d_{AI}$ of Alice-to-IRS link. To simplify the analysis, assume that Alice and IRS are on a straight line $l_{AI}$ parallel to the straight line $l_{BE}$ with Bob and Eve. The distances and AoDs of Alice-to-Bob link and Alice-to-Eve link are computed as before, thus $\theta_{AI}$ can be determined as \(100\).

\[
\begin{align*}
\theta_{AI} &= \theta_{AB} - \arcsin \left( \frac{d_{AE}}{d_{BE}} \sin \theta_{BAE} \right), \\
n_{BE} &= \sqrt{d_{AB}^2 + d_{AE}^2 - 2d_{AB}d_{AE} \cos \theta_{BAE}}, \\
\theta_{BAE} &= \theta_{AE} - \theta_{AB}.
\end{align*}
\] (100)
The vertical distance $d_v$ of the two lines $l_{AI}$ and $l_{BE}$ can be computed as $d_v = d_{AE} \sin (\theta_{AE}^t - \theta_{AI}^t)$. Fig. 5 shows the location scenario. Define the point $S_A$ is the projection point on $l_{BE}$, which means $l_{AS_A} \perp l_{BE}$. Then the distances between $S_A$ and Eve, $S_A$ and Bob can be expressed as $d_{SAE} = \sqrt{d_{AE}^2 - d_v^2}$, $d_{SAB} = \sqrt{d_{AB}^2 - d_v^2}$, respectively. Based on the above conditions, $\theta_{AI}^t = 5\pi/18$, the distance of $d_{SAE}$ and $d_{SAB}$ can be calculated as $d_{SAE} = 49.2$ m, $d_{SAB} = 99.6$ m.

Fig. 6 depicts the SR versus $d_{AI}$ when $M = 80$ as shown in the scenario in (5). Here, IRS moves from the position of Alice along the line $l_{AI}$ near Bob. As IRS gets closer to Eve but still far away from Bob, the achievable SR decreases gradually. When IRS is on top of Eve, the minimum SR value is available. In this moment, when IRS is the nearest to Eve, Eve has
the strongest eavesdropping ability. As IRS moves away along the line $l_{AI}$ from Eve, it get closer and closer to Bob, the SR value increases up to the largest until IRS is on top of Bob. Furthermore, as IRS moves away along the line $l_{AI}$ Bob, both Eve and Bob get less energy reflected from IRS, thus the SR decreases gradually.

VI. CONCLUSION

In this paper, we have made an extensive investigation of secure transmit beamforming and phase shifting at IRS in a secure IRS-based DM Networks, where two parallel independent CBSs are transmitted from Alice to Bob with multiple receive antennas. Using the criterion of Max–SR, two alternating iterative algorithms, GAI and NSP, have been proposed. The former is of high-performance and the latter is of low-complexity. From simulation, we find the IRS can make a dramatic enhancement on the SR of DM by using two CBSs compared to single CBS. For example, with the aid of IRS, the proposed two methods can approximately double the SR of existing method with single CBS in the case of medium-scale and large-scale IRS. Additionally, the impact of IRS position on SR is also analyzed in the simulation. It is recommended that the IRS is placed close to the transmitter or the target receiver to achieve a higher SR performance. Moreover, the optimal position of IRS also exists.
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