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Abstract

We propose SwitchTT, a multi-task extension to Trajectory Transformer but enhanced with two striking features: (i) exploiting a sparsely activated model to reduce computation cost in multi-task offline model learning and (ii) adopting a distributional trajectory value estimator that improves policy performance, especially in sparse reward settings. These two enhancements make SwitchTT suitable for solving multi-task offline reinforcement learning problems, where model capacity is critical for absorbing the vast quantities of knowledge available in the multi-task dataset. More specifically, SwitchTT exploits switch transformer model architecture for multi-task policy learning, allowing us to improve model capacity without proportional computation cost. Also, SwitchTT approximates the distribution rather than the expectation of trajectory value, mitigating the effects of the Monte-Carlo Value estimator suffering from poor sample complexity, especially in the sparse-reward setting. We evaluate our method using the suite of ten sparse-reward tasks from the gym-mini-grid environment. We show an improvement of 10% over Trajectory Transformer across 10-task learning and obtain up to 90% increase in offline model training speed. Our results also demonstrate the advantage of the switch transformer model for absorbing expert knowledge and the importance of value distribution in evaluating the trajectory.

1. Introduction

This paper studies the problem of multi-task offline reinforcement learning (RL). We first define a multi-task offline RL problem as learning a single policy that solves multiple tasks from previously collected data without online interaction with the environment. For example, suppose we want grocery robots to acquire a range of different behaviours (e.g., lift cans, pick up bowls and open closet). In that case, it is more practical to learn an extensive repertoire of behaviours using all previously collected datasets rather than learning each skill from scratch.

The large diversity of datasets collected in various tasks brings difficulty for traditional multi-task offline RL methods (Yu et al., 2021b;a; Kalashnikov et al., 2021b). Specifically, these methods emphasize transferring skill knowledge across related tasks and developing a sharing experience across different tasks. Such a data-sharing strategy makes learnt multi-task policy sensitive to data distribution differences and relationships among tasks. The inherent conflict from task differences can harm the policy of at least some of the tasks, particularly when model parameters are shared among all tasks.

Recent offline RL works like Decision Transformer (Chen et al., 2021), and Trajectory Transformer (Janner et al., 2021b), abstracting RL as sequence modelling, demonstrate the capability of turning large datasets into powerful decision-making engines. Such modelling design benefits multi-task RL problem by serving a high-capacity model.
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for handling task differences and absorbing vast knowledge in the collected diverse dataset, and also makes it possible for multi-task RL methods to adopt the associated advances (Fedus et al., 2021) in language modelling problems.

However, adopting such high-capacity sequential models for solving the multi-task RL problem poses three significant algorithmic challenges. The first is high computation cost and tall model capacity, which is critical for absorbing the vast knowledge available in a large heterogeneous dataset. The second one is sharing the same policy parameters across different tasks causing degraded performance over simple single-task training. The third is poor performance caused by the Monte Carlo value estimator, especially in sparse reward settings. Monte Carlo estimator suffers from poor sample complexity when online data collection is not allowed, and it is uninformative to guide the beam-search-based planning procedure.

To handle these challenges, we propose SwitchTT (Switch Trajectory Transformer), a multi-task extension to Trajectory Transformer but enhanced with two striking features. First, unlike Trajectory Transformer and other traditional multi-task RL methods, reusing the same parameter for all input data, our method exploits a sparsely activated model for multi-task offline model training, with the sparsity coming from selecting different model parameters for each incoming example. Such a model allows us to perform efficient computation in high-capacity neural networks and improve parameter sharing in multi-task learning. Second, SwitchTT develops a trajectory-based distributional value estimator for learning the value distribution of trajectory instead of expected value, as illustrated in Figure 3. Such a distributional estimator enables us to measure and utilize uncertainty around the reward, thus mitigating the effects of the Monte-Carlo Value estimator suffering from poor sample complexity, especially in sparse-reward setting, leading to better value estimate in an offline setting.

Inspired by the Trajectory Transformer, which abstracts offline RL as a sequence modelling problem, our method tackles multi-task RL with the tool of sequence modelling, utilizing the switch transformer model to model distributions over multi-task trajectories and applying beam search for planning action with the highest reward. A high-level overview of SwitchTT is illustrated in Figure 1. Specifically, we first utilize switch transformer models to train decision, return-to-go (RTG), and dynamics models, which replaces the standard feed-forward layer in the transformer with simplified Mixture of Experts (MoE) layers. The MoEs layer contains a set of expert networks and a gating network, which takes as an input an observation representation and then routes it to the best-determined expert network, producing the corresponding output. Under this MoEs layer, we view each expert network as a task learner and gating network as a router that routes the task input to the corresponding expert. Secondly, we predict trajectories based on the learned model and develop a distributional value estimator to evaluate the predicted courses and select the one with the highest reward. We will provide more details in Section 3.

This paper has two major contributions: (i) we exploit a sparsely activated model for multi-task model learning, which reduces the computation cost and improves multi-task learning performance. (ii) we develop a trajectory-based distributional value estimator to learn a better value estimator, improving offline reinforcement learning performance. The rest of the paper is organized as below. Section 2 introduces preliminaries. Section 3 describes the implementation of SwitchTT. Section 4 presents detailed experiment results to demonstrate advantage of SwitchTT. Section 5 introduces the related works and Section 6 concludes the paper with more discussion.

2. Preliminaries

Offline Reinforcement Learning Here, we define the essential reinforcement learning (RL) concepts, following standard textbook definitions (Sutton & Barto, 2018). Reinforcement learning addresses the problem of learning to control a dynamical system in a general sense. The dynamical system is fully defined by a Markov decision process (MDP). The MDP is defined by the tuple $M = (S, A, r, P, \gamma, \rho)$, where $S$ is the state space, $A$ is the continuous action space, $r: S \times A \rightarrow \mathbb{R}$ is the reward function and $\rho$ represents the initial state distribution. $P(s' | s, a)$ represents the transition probabilities, which specifies the probabilities of transition from the state $s$ to $s'$ under the action $a$. A trajectory is made up of a sequence of states, actions, and rewards: $\tau = (s_0, a_0, r_0, s_1, a_1, r_1, ..., s_T, a_T, r_T)$. The return of a trajectory at timestep $t$, $R_t = \sum_{t'=t}^{T} r_{t'}$ is the sum of future rewards from that timestep. The goal of RL is to find an optimal policy that maximizes the expected return $\mathbb{E}[\sum_{t=1}^{T} r_t]$ in a MDP. Different than online RL, which involves iteratively collecting experience by interacting with the environment, offline RL learns the optimal policy on fixed limited dataset $\mathcal{D} = \{(s_j, a_j, s'_{j}, r_{j})\}_{j=1}^{N}$, consisting of trajectory rollouts of arbitrary policies. Online interaction with the environment is too expensive and time-consuming for some systems, leading to the advantage of offline RL, which requires no additional interaction. But this setting also poses major challenges for offline RL: methods often cannot learn effectively from entire offline data without any additional on-policy interaction. Also, the exploration ability of the agent is outside the scope of such methods.

Multi-Task Reinforcement Learning The goal of multi-task RL is to find a optimal policy that maximizes expected
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return in multi-task Markov Decision Process (MDP), defined as \( M = (S, A, \{r_i\}_{i=1}^N, P, \gamma, \rho_0) \), where \( \{r_i\}_{i=1}^N \) is a finite set of task and others follow the definition in the offline RL subsection. Each task \( i \) represents a different reward function \( r_i \) but share the dynamics \( P \). In this work, we focus on multi-task offline RL setting, aiming to find a policy \( \pi(a|s) \) that maximizes expected return over all the task:

\[
\pi^*(a|s) = \text{argmax}_{a} \mathbb{E}_{t \sim [N]} \mathbb{E}_{\pi} [\sum_{t=1}^{T} r_i(s_t, a_t)],
\]

given a dataset \( D = \cup_{i=1}^N D_i \) where \( D_i \) consists of experiences from task \( i \).

**Trajectory Transformer**

Trajectory Transformer (Janner et al., 2021b) formulates offline RL as generic sequence modeling problem. The core of this approach is to use a Transformer architecture to model distributions over trajectories in the offline dataset and repurposing beam search as a planning algorithm to find the optimal action. Specifically, Trajectory Transformer augment each transition in the trajectory \( \tau \) with reward-to-go \( R_{\tau} = \sum_{t'=t}^{T} \gamma^{t'-t} r_{t'} \), then discretize a trajectory \( \tau \) with N-dimension states and M-dimensional actions into sequence of length \( T(N+M+1) \):

\[
\tau = (s_1^t, s_2^t, ..., s_M^t, a_1^t, a_2^t, ..., a_M^t, r_t, ..., t = 0...T).
\]

To model distribution over such trajectories, they mirror a smaller-scale GPT (Radford et al., 2018) architecture, parameterized as \( \theta \) and induced conditional probabilities as \( P_b \), maximizing the following objective:

\[
L(\tau) = \sum_{t=0}^{T} \sum_{i=1}^{N} \log P_b(s_t|s_t^{<t}, \tau_{<t}) + \log P_b(a_t|s_t^{<t}, \tau_{<t}) + \frac{1}{N} \sum_{j=1}^{N} \log P_b(a_t|s_t^{<t}, \tau_{<t})
\]

Then, beam search uses past trajectory as the input of the trained model and greedily selects the predicted trajectory \( \tau \) with the highest reward. Other details of Trajectory Transformer are referred to in the original paper (Janner et al., 2021b). In this work, we extend the trajectory transformer with two enhanced features to solve multi-task RL. The first is to exploit switch transformer instead of naive transformer architecture, and the second is to adopt a distributional value estimator to guide the beam search. We refer to more details to Section 3.

**Switch Transformer**

Switch Transformer is a sparsely activated model designed to maximize the parameter count of a Transformer model in a simple and computationally efficient way. The critical difference is that instead of containing a single feed-forward neural network (FFN) in the original transformer, each switch layer has multiple FFNs known as an expert. More specifically, the switch layer consists of a set of \( n \) “expert networks” \( E_1, ..., E_n \) and a “gating network” \( G \), whose output is a sparse \( n \)-dimensional vector. The experts are themselves neural networks, each with their parameters. This layer takes a token representation \( x \) as an input and then routes it to the best determined top-\( k \) experts, selected from a set of \( E_i(x)_{i=1}^n \). The router variable \( W_r \) produces logits \( h(x) = W_r \cdot x \) which are normalized via a softmax distribution over the available \( n \) experts at that layer. The gate-value for expert \( i \) is given by:

\[
p_i(x) = \frac{e^{h(x)_i}}{\sum_j^n e^{h(x)_j}}.
\]

The top-\( k \) gate values are selected for routing the token \( x \). If \( T \) is the set of selected top-\( k \) indices then the output computation of the layer is the linearly weighted combination of each expert’s computation on the token by the gate value,

\[
y = \sum_{i \in T} p_i(x) E_i(x).
\]

Instead of routing to \( k \) experts, we route input tokens to only a single expert. Switch Transformer shows this simplification preserves model quality, reduces routing computation and performs better. The benefit of the switch layer for solving reinforcement learning problems is two-fold: (1) Each Expert is considered a task expert, such as lifting cans, picking up bowls, and opening a closet. In this way, we can combine multiple expert knowledge inside a single policy to solve multiple tasks. (2) The gating network is considered a switch strategy, which measures the confidence of each expert and chooses the expert with the highest confidence to solve each task.

**3. Method**

This section presents SwitchTT in detail, a multi-task extension of the Trajectory Transformer. The details of the method is illustrated in Figure 2. Following Trajectory Transformer, SwitchTT model multi-task offline RL problem as sequence modelling problem and divides the algorithm into three phases (data collection, offline model training and planning). Since our model and planning strategy is nearly identical to the Trajectory Transformer, we briefly describe three phases and emphasize the critical difference: the model architecture of the switch transformer model and implementation of the distributional value estimator.

**3.1. Data Collection**

In the data collection phase, we collect a combined dataset \( D = \cup_{i=1}^N D_i \) in task 1..\( N \) and transform the dataset into a sequential representation. Specifically, instead of using certain-level expert policy to interact with the environment, we utilize the online RL algorithm PPO (Schulman et al., 2017) to solve each task and collect the replay dataset \( D_i \). This adds exploratory trajectory into the dataset and increases the diversity of trajectory inside the dataset. Then, trajectories from different tasks are combined into a single
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3.2 Training Phase

In the training phase, we train offline models modelling the trajectory distribution in the dataset \( D \) and use them for the planning phase. Instead of modelling the trajectory inside a single model like Trajectory Transformer, we train three separate models: (i) decision transformer \( \theta \), modelling the joint distribution of the states, actions, and rewards sequence. (ii) dynamics transformer \( f \), predicting state over past states and actions. (iii) return-to-go (RTG) transformer \( \phi \), a trajectory-based distributional value estimator, predicting value distribution of state-action trajectory. Here, the training procedure of each transformer is referred to in Chen et al. (2021). The training procedure of the three models is the same as the original Transformer model. The objective of the Decision Transformer model is to minimize the cross-entropy loss between predicted and true actions. We define the loss as a cross-entropy loss between predicted and true states for the Dynamics Transformer model. We also use switch transformer model architecture instead of transformer model and describe the distributional value estimator in detail.

We feed the last \( K \) timesteps into the decision transformer for a total of 4\( K \) tokens. For the dynamics transformer and return-to-go transformer, we provide previous \( k \) timesteps into them but only \( 3k \) tokens, including task id, state and actions. The output of the Dynamics Transformer is the next-timestep state, and the output of the return-to-go transformer is the distribution of the input trajectory’s future return.

Trajectory-based Distributional Value Estimator

As shown in Figure 3, return-to-go transformer is a trajectory-based distributional value estimator that estimates the value distribution of the state-action trajectory instead of the expected return. Here, we model the distribution using a discrete distribution (categorical distribution) parameterized by \( N \in \mathbb{N} \) and \( V_{\min}, V_{\max} \in \mathbb{R} \). The support of such distribution is the set of atoms \( \{ z_i = V_{\min} + i \Delta z : \)}
Figure 3. Overview of return-to-go transformer. Instead of predicting the expectation value of trajectory, return-to-go transformer discretise the reward and predicts the value distribution of the trajectory.

Then we project the value distribution learning onto a multitask setting. The advantage of using distributional value learning is to learn a better value approximation. While the Monte Carlo value estimate suffers from poor sample complexity, especially in sparse-reward tasks, learning the distribution preserves the suboptimal behaviour. Also, by leveraging the transformer model architecture, we learn the distribution in a simple self-supervised manner instead of dynamic programming as in the Distributional RL work (Bellemare et al., 2017).

Model Architecture We utilize a switch transformer to learn the distribution of the combined dataset. The model architecture is extended from GPT (Radford et al., 2018) model architecture. But we replace the dense feed-forward network (FFN) layer present in the transformer with a switch layer consisting of multiple FFN layers. Figure 2 illustrates the detail of the switch layer in the transformer models. When each token passes through this layer, it first passes through a router function and the router routes the token to a specific expert. Under the multi-task RL setting, we consider each expert as a policy model, and the router routes the observation from a task to the highest-confidence expert. In our method, we implement a mirror version of Switch Transformer architecture, and the detail of the switch layer is depicted in Switch Transformer (Fedus et al., 2021).

3.3. Planning Phase

In the planning phase, we use beam search to generate optimal action with the highest value estimation based on the imagined sequence. We summarize this phase as Switch Planner and describe it in the Algorithm 1. The algorithm require model \((\theta, f, \phi)\) from training phase, hyperparameter candidate number \(c\) and horizon length \(h\), current sequence \(x\) as input. Here, \(c\) determines the number of imagined trajectory, \(h\) define the horizon length of each imagined trajectory, \(x\) is collected from past states, actions and rewards at timestep \(t\): \(x = \{R_t, s_t, a_t\}_{t=0}^{T}\). The planning phase illustrated in Figure 2 use candidate number \(c = 4\) and horizon length \(h = 3\).

Algorithm 1 SwitchTT Planner

| Input: sequence \(x\), decision model \(\theta\), dynamics model \(f\), reward model \(\phi\), candidate number \(c\), horizon length \(h\). Initialize \(\mathcal{T} = \{\}\), \(\mathcal{A} = \{\theta(x)[i]\}_{i=0}^{c}\). |
| for \(i = 1\) to \(c\) do |
| Sample \(i^{th}\) action candidate \(a^i_0 = \theta(x)[i]\) |
| Initialize trajectory \(\tau_i = \{x, a^i_0\}\) |
| for \(j = 1\) to \(h\) do |
| Predict state \(s^j_1 = f(\tau_i)\) |
| Imagine trajectory \(\tau_i = \tau_i \cup \{a^i_{j-1}, s^j_1\}\) |
| Sample action \(a^i_j = \theta(x)[0]\) |
| end for |
| Evaluate trajectory \(\mathcal{T}[a^i_0] = \phi(\tau_i)\) using Eq 6 |
| end for |

Return: \(\arg\max_{a \in \mathcal{A}} \mathcal{T}[a]\)

4. Experiment

In this section, we present the experimental results of our method and compare them with baselines methods in a multi-task setting. In particular, our experiment aims to answer the following question: (1) How well does our method perform on multi-task learning? (2) Does switch transformer speed up the training speeds of offline model learning? (3) Does switch transformer mitigate the effect of degrading performance of multi-task learning over single-task learning? (4) Does the distributional value estimator improve multi-task performance?

4.1. Design Experiment

We evaluate our methods in 10 different tasks of the gym-mini-grid environment, including FourRooms, DoorKey, KeyCorridor, and the other seven tasks. We choose these tasks because they have sparse reward where by default, the agent only gets a positive reward when reaching the
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designed goal. This problem is difficult for policy learning because reward must be propagated from the beginning to the end of the episode when actions taken in the middle is skipped over. Also, these tasks contain different requirements, so the policy should be trained separately, although they have the same action and state space. For example, DoorKey is a simple sparse-reward problem; the Fourrooms is a long-term credit assignment problem and KeyCorridor requires learning compositional tasks.

We compared our methods with Trajectory Transformer (TT), Decision Transformer (DT), Behavior Cloning. Our motivation for choosing these methods are: Our methods extend from Trajectory Transformer and are similar to Decision Trajectory, which are offline RL methods, abstracting offline RL as a sequence modelling problem. Imitation learning is similar to our methods since it also uses supervised loss for training and planning from the trained models.

4.2. Performance in multi-task learning

Here, we firstly investigate the improvement of SwitchTT over TT and DT in multi-task learning. We collect a dataset across ten different tasks in a gym-mini-grid environment. The total amount of the dataset is 5 million timesteps combined dataset, 500k timesteps for each task. Combining all the data, we trained DT, TT and Switch TT models and evaluated the trained models on the ten tasks. We calculate the reward by running each task across 100 scenarios. Secondly, we study the effect of the switch layer for multi-task learning. We compare SwitchTT with other baseline methods in three learning settings, 1-task learning, 3-task learning and 10 task learning. We use a context length of k=30 in both experiments in all trained transformer models. In the switch layer, we use the expert number of n=3 for 3-task learning and n=8 for 10-task learning.

As shown in Figure 4, SwitchTT outperforms DT, TT across 80% of tasks. In particular, SwitchTT improves about 15% performance over other methods in the FourRooms, DoorKey and Maze tasks, which require long-horizon planning ability. This highlights that the transformer models with switch layers learn a better-matched trajectory distribution in the dataset than FFN layers. Also, the distributional value estimator benefits SwitchTT by providing a more accurate value for estimating the imagined trajectories.

Figure 5 shows that SwitchTT achieves the best result in 10-task learning. We observe that our methods improve about 10% over our base methods TT. These highlights switch layers improve the offline model learning, and also the distributional value estimator also learns a better value in a sparse-reward setting.

We highlight three key findings from Table 1: (1) SwitchTT outperforms other baseline methods in 10-task learning. For

4.3. Computation Cost of Model Learning

Here, we design experiments to compare the computation cost of the Switch Transformer model with the baseline
Table 1. The effect of Switch Layer for multi-task learning. The table reports the reward mean and variance in 3 difficult tasks, with switch layer (DT-Switch) models with three different models. This result demonstrates the advantage of such a sparsely model in learning multi-task dataset. In particular, we use PPO to collect the multi-task dataset in 10 gym-mini-grid tasks and train six models on the collected dataset. The six models are the Decision Transformer (DT) Model and DT with switch layer (DT-Switch) models with three different transformer models, large, medium and small. The Decision Transformer model is a torch-implemented mirror version of the GPT transformer model. The DT-Switch is the same model but replaces the FFN layer with the switch layer. The head, layer, embedding size of small, medium, larger are four experts performs best in 10-task learning.

4.4. Performance of Distributional Value Estimator

Effect of Atom Number Table 2 compares the performance of different expert numbers in 10-task learning. Here we report the reward mean and variance in 3 difficult tasks, FourRooms, DoorKey and KeyCorridor. The model with four experts in the switch layer performs better than others. Notably, the model with higher expert numbers 8,16 performs worse than number 4. We conclude that the model with four experts performs best in 10-task learning.

Table 2. Effect of Expert Number in a 10-task learning setting. We report the reward mean and variance value across 10 different seeds in 10-task learning setting. The N represents the expert number of switch layer in the switch transformer models.

Table 3. Effect of Atom Number in the distributional value estimator. We report the reward mean and variance values across 10 different seeds in 10-task learning setting. Atom number stands for the number of discretizing the reward.

In Table 3, we study the effect of atom number in our distributional value estimator. We observe that the highest atom number has the highest performance in DoorKey and
KeyCorridor tasks, which rely on an accurate value estimator. Specifically, DoorKey and KeyCorridor tasks need to consider move action and open door, pick keys, drop keys action while FourRooms task only requires move action. We conclude that increasing the atom number in the distributional value estimator improves the model performance in multi-task learning.

Improvement over baseline Table 1 reports the reward mean and variance of TT and TT-DV. We can see that the average performance of TT-DV in different multi-task settings outperforms TT. We conclude that the distributional value estimator improves the trajectory transformer performance by providing a more accurate value estimation of trajectories.

5. Related Works

This section summarizes some related works.

Transformer for Reinforcement Learning Decision Transformer (Chen et al., 2021) model Reinforcement Learning (RL) as a sequence modelling problem and matches or exceeds the performance of state-of-the-art model-free offline RL baselines. Based on this promising result, recent works draw upon the simplicity and scalability of the Transformer architecture to solve the reinforcement learning problem. These works can be divided into two kinds of approaches. The first is similar to Decision Transformer, which can be viewed as model-free RL at a high level. This suite of frameworks (Shang & Ryoo, 2021; Yang & Nachum, 2021) model the conditional distribution of actions given trajectory data. The other line of work (Janner et al., 2021a; Chen et al., 2022; Hafner et al., 2019) is viewed as model-based RL at a high level, which not only models the conditional distribution of action given trajectories but also model the state transition over the trajectory. The latter approach is more reliable in solving long-horizon sparse-reward tasks because the learned dynamics allow for future trajectories. The planning phase predicts the cumulative reward over a long horizon. Our method lies in the second line of work, which learns the state transition over trajectory data and utilizes the learned model to imagine the future trajectory. Different from trajectory transformer, learning the value estimation by temporal difference learning, we improve the Monte Carlo value estimate by introducing distributional value learning. Instead of estimating the expected value return, we model the value learning as a categorical distribution and utilize the transformer to learn the distribution.

Model-based Offline Reinforcement Learning Existing works have demonstrated the promise of model-based RL for offline learning. A command approach for model-based offline RL focuses on learning a dynamics model for uncertainty estimation and then optimizing the policy. For example, Model-based Offline Reinforcement learning (MOReL) firstly learns a pessimistic MDP from offline data using Gaussian dynamics model and then learns a policy for the learned MDP (Kidambi et al., 2020); Model-based Offline Policy Optimization (MOPO) estimates learned model error and penalizes rewards by such error to avoid distributional shift issues (Yu et al., 2020b); Offline Reinforcement Learning from Images with Latent Space Models (LOMPO) extends MOPO to high-dimensional visual observation spaces (Rafailov et al., 2021). These approaches do not directly use the learned model to plan action sequences. MuZero combines a tree-based search with a learned model, using the learned model directly for policy and value improvement through online planning (Schrittwieser et al., 2020). MuZero Unplugged (Schrittwieser et al., 2021) extends MuZero to an offline-RL scenario and achieves state-of-the-art results. In contrast, our method utilizes sequence modelling tools to model the distribution of trajectories in the offline dataset. Such a high-capacity sequence model architecture provides a more reliable long-horizon predictor than a conventional dynamics model. It mitigates the effect of accumulated predictive error over a long horizon.

Multi-Task Reinforcement Learning Multi-task Reinforcement Learning (RL) aims to learn a single policy that efficiently solves multiple skills. Prior works have made promising result but still face three major challenges, including optimization difficulties (Schaul et al., 2019; Hessel et al., 2019; Yu et al., 2020a), effective weight sharing for learning shared representations (Teh et al., 2017; Espeholt et al., 2018; Xu et al., 2020; D’Eramo et al., 2019; Sodhani et al., 2021; Stooke et al., 2021) and sharing data across different tasks (Eysenbach et al., 2020; Kalashnikov et al., 2021a; Yu et al., 2021b). We study the challenge of effective weight sharing for learning shared representations in the multi-task offline RL setting. Current works focus on learning shared representation across different tasks, then apply traditional RL like computing policy gradient or learning value function to solve multiple tasks. In contrast, we abstract the multi-task RL problem as a sequence modelling problem and apply a high-capacity transformer model to solve the multi-task RL problem.

6. Conclusion

We propose SwitchTT, seeking to solve multi-task reinforcement learning via an advanced transformer model. Promising experimental results show that our method outperforms other offline RL methods. Future work will consider combined advanced tree search algorithms like Monte-Carlo Tree Search to improve the performance.
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A. Related works

Transformer  Transformer (Vaswani et al., 2017) has been proposed as a novel model architecture to handle sequential input data in machine translation tasks. Since then, transformer-base pretrained language models like GPT-2/3 (Radford et al., 2019; Brown et al., 2020), BERT (Devlin et al., 2018), XLNet (Yang et al., 2019), RoBERTa (Liu et al., 2019), T5 (Raffel et al., 2019), ALBERT (Lan et al., 2019), BART (Lewis et al., 2019) have achieved tremendous success in NLP because of their ability to learn language representations from large volumes of unlabeled text data and then transfer this knowledge to downstream tasks. In light of the above works, researchers are tempted to investigate the benefit of transformer models in improving reinforcement learning performance. The first line of work applies the transformer model to represent the component in standard RL algorithms, such as policy, models and value functions (Parisotto et al., 2020; Parisotto & Salakhutdinov, 2021). Instead of this, the second line of work (Chen et al., 2021; Janner et al., 2021b) abstracts RL as a sequence modelling problem and efficiently utilize the existing transformer framework widely used in language modelling to solve the RL problem. Intuitively, the latter approach is more influential since it can support the possibility that the advances in sequence models can directly be applied to the RL problem without relying on the RL algorithm framework. Motivated by the second approach, we model multi-task reinforcement learning problem as a multi-lingual task problem in Natural Language fields, which allows us to draw upon existing advanced transformer frameworks (Fedus et al., 2021; Lepikhin et al., 2020). Unlike previous works learning single task, our work makes efficient use of a high-capacity model to acquire multiple tasks inside a single model.

Mixture of Experts  The mixture-of-experts(MoEs) approach (Jordan & Jacobs, 1994; Jacobs et al., 1991) was proposed more than two decades ago to divide the problem space into homogeneous regions. Recent works on MoEs can be divided into two kinds of approaches. The first is to propose different types of architecture such as SVMs (Collobert et al., 2002), Bayesian Methods (Waterhouse et al., 1996) and Gaussian Processes (Tresp, 2001). While the above work considers mixture-of-experts as the whole model, the second kind of work use mixture-of-expert as a part of neural network. Recent work (Eigen et al., 2013) extends MoEs to use a gating network at each layer in a multilayer network, forming a Deep Mixture of Experts. Based on this idea, Shazeer (Shazeer et al., 2017) uses MoEs as a general-purpose neural network component and significantly advances state-of-the-art results on public language modelling data sets. GShard (Lepikhin et al., 2020) and Switch Transformer (Fedus et al., 2021) then adopt the MoEs into transformer model architecture to scale the model size efficiently. This dramatically reshaped the landscape of natural language processing research. It’s intuitive that the latter approach efficiently scales the model capacity and improves model performance on complex problems since sub-problems in a complex problem require different expert solvers. Inspired by this novel architecture, we extend the MoEs to solve the problem of multi-task reinforcement learning. In our work, the MoEs layer consists of several feed-forward sub-networks, and a trainable gating network. The gating network determines a sparse combination of these experts to use for each task. The sub-networks here are considered as policy experts to solve the multi-task problem.

B. Overview of Three models

In the training phase, we train three three models over the dataset, shown in Figure 7. We feed the last K timesteps into Decision Transformer, for a total of 3K tokens. For the Dynamics Transformer and Reward Transformer, we feed last k timesteps into them but only 2k tokens, including state and actions. The output of the Dynamics Transformer is the next-timestep state and the output of reward transformer is distribution of reward-to-go value.

Figure 7. Overview of the three models. We train three models in the training phase. The Decision Transformer model is trained to predict action given past trajectory. The Dynamics Transformer model is trained to predict state given past states and past actions. The Reward Transformer model is trained to predict return-to-go of the past states and actions.
C. Experimental Results

C.1. Comparison on RTG models

In this section, we investigate the performance of distributional value-estimator, comparing with the mean value-estimator. We train these distributional RTG models and mean RTG models on the same dataset of minigrid fourrooms tasks. And implement greedy planner with same dynamics transformer model to solve fourroom tasks.

![Image of Imagined Trajectories using Tree-based Planner](image)

*Figure 8.* Illustration of Imagined Trajectories using Tree-based Planner. This illustrates two scenarios in the planning phase. Both panels show the agent’s global view and imagined trajectories based on candidate actions at one time. The text below each global-view picture shows the timestep number and optimal action based on the imagined trajectories. The text below each local-view picture shows the current trajectory’s timestep number, next action, and RTG value. The left panel shows that the value estimator, which only predicts the expectation of return-to-go value. The right panel shows the distributional value estimator’s evaluation. The distributional estimator performs better than other estimators.

From Figure 8, we can see that distributional RTG model can estimate more accurate RTG value than the mean RTG models. This is due to the fact that learning distribution of RTG value provide more accurate information about relationship between trajectory and RTG values.

C.2. Trajectory Imagination Using Dynamics transformer

In this section, we investigate the performance of the Dynamics Transformer. We firstly train a dynamics model and then plan the optimal action based on imagined trajectories with optimal RTG values. In the planning phase, we imagine certain-horizon trajectories based on the candidate actions and choose the action with optimal RTG values, which is evaluated on the imaged trajectory.

![Image of Imagined Trajectories using Dynamics Transformer](image)

*Figure 9.* Illustration of Imagined Trajectories using Dynamics Transformer. The left grid shows the agent executes action in the Fourrooms environment. The right three panels shows the imagined trajectory, starting from the true observation from the environment and predicting the next observation according to the action.
To demonstrate the performance of Dynamics Transformer, we visualize the imagined trajectory using the tree-based planner with the configuration, where Candidate Number=1 and Plan Horizon=2. As shown in the Figure 9, the Dynamics performs very well.

C.3. Evaluation on MoEs-based models

This section evaluates whether the MoEs layer can improve the episode reward. Here, we use the trained Decision Transformer models with MoEs layers to interact with the gym-mini-grid FourRooms environments and compared the performance. Also, we evaluate the models on the modified continuous task. In the modified setting the agent gets positive reward when moving closer to the goal instead of only getting reward when reaching the goal. This modification is a strategy of reward shaping, which is an effective technique for incorporating domain knowledge into reinforcement learning and simplifies the problem to facilitate the study of dataset collection. In the evaluation phase, the desired target return is 1.0 in sparse-reward setting, and the desired target return is 25.0 in continuous reward setting.

![Training loss and evaluation reward](image)

**Figure 10.** The training loss and evaluation reward in sparse-reward and continuous reward setting. The upper figures show the training loss and evaluation reward in a sparse-reward setting, while the lower figures show the continuous-reward setting. We report the training loss of each iteration in the training phase in (a) and (c). We also calculate the episode reward, averaging 1000 episode rewards over ten different seeds.

We plot the evaluation reward in Figure 10. The upper figures show that the performance stay almost the same in sparse-reward setting even if the model has different training curves. This implies that better training loss on the offline dataset doesn’t lead to improved evaluation reward in the sparse-reward setting. We assume this result is caused by the long-term and sparse-reward feature in FourRooms task. The lower figures show that the MoEs integrated models have marginally higher evaluation reward than the original GPT model. This implies that the MoEs with lower train loss improve the evaluation reward in the continuous reward setting.

C.4. Overfitting on Dataset

This section investigates why the Decision Transformer (DT) model with lower train loss can not lead to higher evaluation reward. This problem is posted in the Section C.3. Since DT models the conditional distribution of actions given returns-to-go and states, lower train loss essentially is indicative that this distribution is learned well. For checking generalization during training, we use techniques similar to supervised learning. Specifically, we split the collected dataset into two parts: 80% for the training phase and 20% for the validation phase. Then, we keep a validation dataset of trajectories and check
the validation loss is decreasing along with training loss. Meanwhile, we review the evaluation reward during the training phase. Then we plot the training loss, validation loss and evaluation reward in the Figure 11.

Figure 11. Comparison of train loss, validation loss, evaluation reward between different model architectures. The blue line represents the MoEs-based Decision Transformer, and the yellow line represents the transformer-based Decision Transformer. The training loss is collected during each iteration in the training phase of the gym-mini-grid four rooms task. The validation loss and evaluation reward are collected every epoch when training the model. In these figures, the MoEs-based one converges to a lower train loss than the other on the same collected dataset. But MoEs-based model shows a higher validation loss on the same validation dataset. It also has a lower evaluation reward on the four rooms task.

From Figure 11, we can see that MoEs-based DT converges to lower training loss compared with transformer-based DT since the model architecture is more complex and model size is more significant. But the validation loss increases when train loss decreases. Also, MoEs-based DT goes to higher validation loss compared with transformer-based DT. This implies that the model overfits the training phase dataset and cannot generalize well in the evaluation phase. The overfitting causes the model with lower train loss to perform worse in the evaluation phase. Also, from the subfigure (b) and subfigure (c) in the Figure 11, we can conclude that the model with lower validation can generalize better in the evaluation phase. To get higher validation loss and better performance in learning the task, we decrease the training epochs and reduced the model size in our experiment.