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Abstract

Multi-task learning is central to many real-world applications. Unfortunately, obtaining labelled data for all tasks is time-consuming, challenging, and expensive. Active Learning (AL) can be used to reduce this burden. Existing techniques typically involve picking images to be annotated and providing annotations for all tasks.

In this paper, we show that it is more effective to select not only the images to be annotated but also a subset of tasks for which to provide annotations at each AL iteration. Furthermore, the annotations that are provided can be used to guess pseudo-labels for the tasks that remain unannotated. We demonstrate the effectiveness of our approach on several popular multi-task datasets.

1. Introduction

Multi Task Learning (MTL) seeks to train deep networks that can solve several tasks simultaneously given a single input [29, 39]. Each task usually corresponds to a different modality, such as when estimating depth, normal, and saliency maps from a single RGB image. Not only is performing MTL faster than handling each task separately, but it also tends to deliver higher performance by virtue of sharing information across modalities. One major roadblock, however, is that training a single-task network in a fully supervised manner often requires large amounts of data and training a multi-task one necessitates ever more.

In machine learning field, Active Learning (AL) [31] has been widely used to reduce the amount of annotated data required to train single-task networks but not multi-task ones. The few techniques that use AL for multi-tasking purposes [27, 28] do not naturally generalize to deep-learning.

An obvious way to incorporate standard AL techniques into MTL would be to find images about which the network is most uncertain and, for these, supply image annotations for all modalities. However, this would be inefficient because it does not exploit the specificities of MTL. We show that we can achieve better performance and a lower annotation cost by, at each AL iteration, supplying annotations only for some of the tasks for any image under consideration. In effect, our algorithm determines both which images and which modalities should be labelled for these images, as depicted by Fig. 2. We will refer to the annotations we provide as partial labels, as opposed to full labels that would involve providing annotations for all modalities. To further boost performance, we reuse labelled modalities in further active learning steps to estimate the unlabelled ones with higher accuracy. We will refer to this approach as PartAL and we will show that it produces better trained networks while requiring fewer annotations than other approaches to active learning.

2. Related Work

Active Learning (AL) is one of the most efficient and popular approaches to reducing the amount of annotations required to train deep networks. However, it has been de-
Fig. 2. PartAL’s vs standard active learning labelling pipelines. Unlike conventional AL pipelines, PartAL allows the user to provide partial labels, that is, ground-truth for some modalities and not others. In this particular example, standard method decides to provide all modalities labels for the first sample and no labels for the second. By contrast, our method has the flexibility to provide only one modality per sample.

Employed mostly for the purpose of training single-task networks as opposed to multi-task ones. In what follows, we provide background on active and multi-task learning.

2.1. Multi-Task Learning

Modern neural networks excel at tackling many different computer vision tasks, such as image segmentation and depth estimation. The idea underpinning multi-task learning is that if one can train a network to perform these tasks jointly, as opposed to individually, performance will increase because the various tasks are correlated and intermediate features that are good for one ought to be good for the others. For example, many depth boundaries are also segmentation boundaries and finding one helps finding the other. Thus, forcing the features to be similar for all tasks tends to yield better generalization properties.

Multi-task deep learning models are often considered as belonging to one of two classes [29]. The first includes networks that use an encoder to produce a common representation that is then decoded by separate decoders, one per task [2, 15, 16]. The second category comprises separate network branches for each task, each with their own parameters that are constrained not to vary too much across tasks or to share information with each other via cross-talk [5, 12, 25, 44].

There are also approaches that combine elements from both categories [40, 43, 46]. This can involve sharing information about tasks both in the shared backbone and in the decoder. The PAD-Net [43] architecture depicted in Fig. 3 is a good example of this and one of the most widely used multi-task architectures [39]. PAD-Net stands for Prediction-and-Distillation Network and has a two-stage architecture. Its first stage takes an input RGB image and generates an intermediate representation that is passed to dedicated decoders to generate predictions for the individual tasks. The second stage then performs multi-modal distillation on these predictions and outputs refined versions of the predictions that should be consistent with each other. This merges information from various sources to enhance the final predictions.

2.2. Single-Task Active Learning

Active Learning (AL) makes it possible to streamline the data labelling process by only annotating the most informative samples [31]. It has proved useful in computer vision [1, 11, 14, 21], natural language processing [4, 32, 34], and many other engineering domains [7, 9, 13].

Given a trained predictor, the most common AL approach to it relies on uncertainty sampling [20], that is, asking an annotator to provide information about the instances about which the predictor is most uncertain. This requires the predictor to estimate its own uncertainty. When the predictor is a neural network, MC-Dropout [10, 36] and Deep Ensembles [18] have emerged as two of the most popular methods; with Bayesian networks [23] being a third alternative. MC-Dropout involves randomly zeroing out network weights and assessing the effect, whereas Ensembles involve training multiple networks, starting from different initial conditions. In practice, the latter tends to perform better but also to be far more computationally demanding because the training procedure has to be restarted from scratch several times. The method of [6] attempts to get the best of both worlds by using multiple binary masks to zero-out selected network weights, which can be done in a more controlled fashion than in MC-Dropout.

Other powerful approaches to Active Learning include Coreset [30] and LearningLoss [45], which have both proved to be among the best performing approaches. Core-
set tries to find a core-set \[38\] of unlabelled samples by choosing a subset of points such that the performance of a model learned over the selected subset is the closest to the performance of the model trained on the whole data. LearningLoss learns to predict what samples should be queried. Both approaches often outperform the uncertainty-based ones. However, these methods were not designed with multiple tasks in mind, whereas ours is. In our experiments, we quantitatively demonstrate that PartAL outperforms them.

Figure 4. Vanilla active learning scheme. Following the general single-task setup, existing multi-task methods that rely on AL \[27, 28\] perform the standard training and uncertainty sampling steps. While querying new data for labelling, they pick unlabelled images and provide annotations for all of the tasks. This is to be contrasted by our approach, as depicted by Fig. 1.

2.3. Multi-Task Active Learning

AL has proven its worth for the purpose of training single-task networks but has never been deployed to train deep multi-task ones. In fact, we know of only two works \[27, 28\] that use active learning in a multi-task context and the corresponding schemes are depicted by Fig. 4, to be contrasted with our proposed approach depicted by Fig. 1. In \[28\], an active learning pipeline is used to train classifiers to handle two separate problems, entity recognition and syntactic parsing. Even though this method is not fully multi-task because different models are used for each task, it uses active learning in a way that incorporates information about both. Namely, the uncertainty for each unlabelled sample is computed and then used to rank them according to a score that combines both uncertainty estimates. Finally, only those with the highest score are queried for labelling. This approach ignores the multi-modal nature of the data and labels for all tasks have to be provided for samples that are queried. This is suboptimal because the different targets for one input are correlated and labelling more than one task for any given sample might be overkill. In \[27\], an approach to two-dimensional active learning for multi-class classification is proposed. Instead of labelling all classes for one sample, only single classes are labelled by selecting the most uncertain sample / class pairs. Although effective for classification, there is no obvious way to scale up this approach to more complicated and varied visual tasks, such as depth estimation or segmentation.

3. Method

Let us consider a small labelled dataset \( L = \{(x_i, Y_i)\}^{N_L}_{i=1}\) and a much larger unlabelled one \( U = \{x_i\}^{N_U}_{i=1} \), where \( x_i \) represents an input image and \( Y_i = \{y^1_i, ..., y^K_i\} \) a corresponding multi-task label with ground-truth data for each one of \( K \) modalities. The most standard way to perform AL is to iteratively go through the following four steps shown in Fig. 4:

1. Train the neural network using all available samples and all of the modalities in \( L \).
2. Estimate the prediction uncertainty for each image in \( U \).
3. Provide ground-truth data for the images in \( U \) whose prediction uncertainty is highest.
4. Remove the newly labelled samples from \( U \) and add them to \( L \).

These labelling and training steps can be repeated until a stopping condition is met, such as reaching a predetermined model accuracy or labelling budget.

At the heart of PartAL are two key changes to this vanilla approach.

1. At each training step, we provide only a subset of \( \{y^1_i, ..., y^K_i\} \) for each \( x_i \) we chose to annotate, as shown in Figs. 1 and 5. During subsequent steps, the tasks for which no ground-truth data is provided are simply ignored. The benefit is that we then need to provide far fewer annotations and that each one has a greater impact. As a result, when using the same total number of annotations, our networks end up being better trained.

2. When estimating the uncertainty, we rely on the distillation stage of PAD-Net to use the available ground-truth labels \( y^K_i \) to help predict the others. This helps find the most informative samples and further boosts performance.

We use a modified PAD-Net architecture \[43\] to implement PartAL because it comprises a Multi-Modal Distillation block (MMD) that enforces consistency between modalities during training, as shown in Fig. 3. We first use a concrete example to motivate our approach and then describe its two key components.
3.1. Motivating Example

Let us consider an image dataset along with associated ground-truth depth and normals maps. Since the ones can be computed analytically from the others, depths and normals are correlated. Let us consider a setup where \( L \) consists of \( N_L \) labelled samples (image, depth, normals) and \( U \) of \( N_U \) unlabelled samples (only images). In a standard AL setup, let us assume that we can only afford to label \( 3 \).\( \frac{1}{2} \) of the data in \( U \). As shown in Figures 5 and 6, we aim to select the most difficult targets. The segmentation task is relatively simple since a major part of the image is occupied by the wall. At the same time, mostly textureless and monochrome wall makes it harder to make depth prediction. This way, the depth estimation task turns out to be more complicated for our model for this particular image.

As shown in Figures 5 and 6, we aim to select the most uncertain image / modality pairs \((x_i, y_i^k)\) for annotating, as opposed to the most uncertain image for which we would provide labels for all modalities, as in traditional methods. This amounts to making such methods more flexible. The algorithm can still request labels for all modalities if it is likely to be beneficial but it does not have to.

As in many other approaches, we rely on uncertainty sampling \([20]\) to select image / modality pairs. In practice, we use MC-Dropout \([10]\) to estimate individual uncertainties for each of the targets and the resulting estimates are not always consistent across modalities, which makes comparisons unreliable. We address this problem by normalizing uncertainties using the following min-max scheme.

Let us consider a network trained on partially labelled data. For the \( N \) current images from \( U \) and all modalities, it produces uncertainty estimates \( u_i^k \) for \( 1 \leq i \leq N \) and \( 1 \leq k \leq K \). We normalize the uncertainties into the interval \([0, 1]\) by writing

\[
\tilde{u}_i^k = \frac{u_i^k - u_i^{\min}}{u_i^{\max} - u_i^{\min}},
\]

where \( u_i^{\min} = \min_i u_i^k \) and \( u_i^{\max} = \max_i u_i^k \).

In practice, \( u_i^{\min} \) and \( u_i^{\max} \) are computed at the first active learning step and reused for all others. This makes normalized uncertainties comparable across iterations.

A difficulty we face when implementing this scheme is that some of the tasks we deal with are categorical while others are continuous. In practice, categorical uncertainties can be estimated using Shannon Entropy \([33]\) expressed as

\[
H(P) := - \sum_i p_i \log p_i,
\]

and uncertainties on continuous variables as differential entropy

\[
h(p) := - \int p(x) \log (p(x)) \, dx.
\]

These two entropies are not directly comparable with each other. However, we show in the supplementary material that differential entropies can be approximated by categorical ones. Thus the min-max scheme introduced above to make them comparable makes theoretical sense.

3.2. Partial Annotations

As shown in Figures 5 and 6, we aim to select the most
In the result section we demonstrate empirically that this provides a significant performance boost. Here we offer a theoretical justification. To this end, we rely on Fisher information [19]. Let $I_y$ be the amount of information gained by sampling random variable $y$ once. Let us consider two correlated random variables $y_1$ and $y_2$. We want to extract as much information about them by picking $2N$ samples. One way is to sample each one $N$ times in parallel for a Fisher information gain of $NI_{y_1,y_2}$, which is essentially what a normal AL procedure does. Alternatively, we could also sample $y_1$ $N$ times given the ground-truth value of $y_2$ and gain $NI_{y_1|y_2}$. Assuming we can model conditional probabilities well enough, it does not matter what value of $y_2$ we use. We can then reverse the roles for a total information gain of $NI_{y_1|y_2} + NI_{y_2|y_1}$, which is essentially what we do when we use one label to predict another. Using chain rule decomposition for Fisher information, we write

$$NI_{y_1,y_2} = NI_{y_1} + NI_{y_2|y_1} ≤ NI_{y_1|y_2} + NI_{y_2|y_1} \quad (2)$$

because $NI_{y_1} ≤ NI_{y_1|y_2}$. This holds because, if $y_1$ and $y_2$ are correlated and we know the value of $y_2$, it becomes easier to say what the value of $y_1$ should be.

Applying this line of reasoning to a standard active learning setup, when we pick $N$ samples and label all modalities, we provide the information $NI_{y_1,y_2|x}$. By contrast, in our partial labelling scheme, we provide $NI_{y_1|y_2|x} + NI_{y_2|y_1|x}$, which in general is more according to Eq. 2.

4. Experiments

In this section, we validate our approach and we provide additional details in the supplementary material.

4.1. Baselines

As discussed in Section 2, multi-task active learning in a deep learning context has received little attention. Hence, for comparison purposes, we define the four following baselines inspired by the few existing techniques for multi-task active learning that exist but are not deep and popular single-task AL methods.

- **Random.** The simplest possible approach where new samples are picked at random during the active learning stage, without reference to uncertainty or trying to determine what samples should be labelled first.

- **Ranking-Based Active Learning (RBAL).** As in [28], we compute an uncertainty value for each sample / modality pair and rank those uncertainties within their particular modality. Then, for each image $i$ and modality $k$, the pair $(x_i, y_{i}^k)$ is assigned rank $r_{i}^k$. We use the combined rank $R_i = \sum_{k=1}^{K} r_{i}^k$ to select the samples to be considered first. For these samples, we provide labels for all modalities, again as in [28].

- **Learning Loss for Active Learning (LLoss):** As in [45], we use an additional model head to estimate not only a desired value but also a likely deviation from that value. At training time, ground-truth deviations are available and the network can be trained in the usual way. For sample selection purposes, we estimate the deviation for each image $x_i$ in the unlabelled pool and pick the hardest examples according to it.

- **Core-Set Active Learning (CS):** As in [30], given a trained model $M$ we extract deep features $z_i$ for each image $x_i$ in the unlabelled pool. Then we run the core-set solver from [30] to find a set of samples to label such that when we learn a model, the performance of the model on the labelled subset and that on the whole dataset are as close as possible.

We compare these baselines to our own PartAL approach on the visual multi-task datasets described below and use the same training and evaluation setups as in [39].

4.2. Metrics

Since some tasks involve categorical targets and others continuous ones, we use different metrics to gauge how good our trained networks are at these various tasks. As in [39], we use the following.

- **Mean Intersection Over Union (mIoU)** ($\uparrow$): IoU is a common evaluation metric for semantic segmentation and detection tasks. We compute the IoU for each individual class and report the mean of these values over all classes.

- **Optimal Dataset F-measure (odsF)** ($\uparrow$): Originally proposed in [24], it casts pixel-wise detection as a classification task and computes precision/recall curves. Given these, we calculate the best F-measure (or F-score) on the estimated PR-curve.

- **Mean Angle Error (mErr)** ($\downarrow$): It is used to evaluate the distance between vectors. The dot products between vectors that have been normalized are computed and averaged over all vector pairs.

- **Root-Mean-Square Error (RMSE)** ($\downarrow$): It is widely used for regression tasks and is defined as the square root of the mean square error.

4.3. Results on the NYUv2 Dataset

We use the same experimental protocol as in [39]. Hence, we use a PAD-Net [43] with an HRNet [41] backbone. Training details and hyper-parameters are given in the supplementary material.

NYUv2 consists of indoor images with annotated depth and segmentation maps [35]. As in [39, 43], we use
normals estimated from depths as additional labels. For all methods, we start with 100 images with all labels provided, that is depth, segmentation, and normals. At each further active learning step, we add 80 new images with ground-truth labels for each of the three modalities for Random, RBAL, Coreset and Learning Loss, and 240 labels chosen among all ground-truth labels of all images for PartAL. In short, we supply the same number of labels to all methods. In Fig. 7(a,b,c), we report the errors made on the test set as a function of the number of AL iterations for normals, segmentation, and depth as a function of the number of AL iterations. In Fig. 7(d) we similarly plot curves that represent the cumulative multi-task error computed as an aggregated metric for all targets, as described in more detail in the supplementary material. The PartAL error curves are consistently below the others.

We also provide results with full supervision using all the training data. They are depicted by thick dashed lines in all four plots of Fig. 7 and closely match those reported in [39]. To quantify this, after the last AL iteration, we computed the difference between the metrics we obtain using the various AL methods discussed above and those we obtain with full supervision. At this point, we only use about 60% of the available training data and our performance is close to what full supervision delivers.

|               | Random | RBAL  | CS    | LLoss | PartAL |
|---------------|--------|-------|-------|-------|--------|
| Depth δ       | 0.19   | 0.1   | 0.13  | 0.09  | 0.07   |
| Segm. δ       | 4.8    | 3.8   | 4.0   | 3.5   | 1.8    |
| Norm. δ       | 4.30   | 2.62  | 4.01  | 3.31  | 1.8    |

Table 1. NYUDv2 final performance. Final depth estimation, normals estimation and semantic segmentation deltas for a model trained on final data acquired by corresponding method. After 5 iterations of active learning, our method produced the best performance.

4.4. Results on the PASCAL Dataset

The PASCAL dataset [8] is a popular benchmark for dense prediction tasks. As in [39], we use the PASCAL-Context split [3] that has annotations for semantic segmentation, human part segmentation, and human detection. In addition, we consider surface normal estimation and saliency detection. For all methods, the initial set consists of fixed 1000 labelled images with five modalities each (normals, segmentation, depth, human segmentation, and saliency). At each AL iteration, Random, RBAL, Coreset and Learning Loss query 300 fully-labelled images and PartAL queries 1500 image / target pairs. Again, in the end, all methods use the same labelling budget.

As for the NYUv2 experiments, Fig. 8 depicts the behavior of each method as a function of the number of AL iterations. In Tab. 2, we report δ values similar to those in the NYU experiment, with all the AL approaches using about 40% of available training data. PartAL again consistently outperforms the other approaches.

|               | Random | RBAL  | CS    | LLoss | PartAL |
|---------------|--------|-------|-------|-------|--------|
| Sal. δ        | 5.0    | 3.8   | 4.1   | 3.1   | 2.7    |
| HSegm. δ      | 7.7    | 5.4   | 7.1   | 5.2   | 4.3    |
| Segm. δ       | 13.5   | 11.6  | 12.6  | 11.3  | 9.5    |
| Norm. δ       | 3.00   | 2.92  | 2.95  | 2.90  | 2.85   |
| Edge δ        | 5.50   | 4.80  | 5.10  | 5.00  | 4.50   |

Table 2. PASCAL final performance. Final depth estimation, normals estimation and semantic segmentation results for a models trained on final data acquired by corresponding method. After 5 iterations of active learning, our method produces the best performance.

4.5. Ablation Study

As discussed above, our contribution is two-fold. We propose a partial labelling scheme at training time and a way to reuse available ground-truth labels at inference time. We now study their individual influence.

Finding the Hardest Examples. To show that our approach picks the most difficult samples during the AL step,
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Figure 8. Evaluation on PASCAL. We ran each active learning procedure 3 times with different random seeds. As in Fig. 7, each color-coded curve—Random, RBAL, Coreset, Learning Loss, and PartAL—represents test error as a function of the number of AL iterations. (a) mIoU for semantic segmentation, (b) odsF for edge detection, (c) mIoU for saliency estimation, (d) mIoU for human parts segmentation, (e) mErr for normals estimation, (f) total multi-task loss. Once again, PartAL exhibits the best performance.

Figure 9. Picking informative samples. Depth, normal, and segmentation metrics computed for the samples the various methods pick after the network has been trained using either 100 or 300 fully labelled images. On average PartAL picks samples and modalities for which the metrics are worse, which makes labelling them particularly desirable.

Figure 10. Improving segmentation quality. Starting with an initial PAD-Net prediction (left), we gradually provide additional labels as inputs to the network: (A) saliency, (B) normals, and (C) edges. As modalities are added, the segmentation quality improves.

we use again the NYUD-v2 dataset of Section 4.3. As before, we train the network using either 100 or 300 of samples with all modalities labelled. Using either PartAL or one of the baselines, we then pick 100 additional samples, that is 300 labels to be provided. In Fig. 9, we plot how far off the predictions for these samples were. On average, our PartAL picks samples with a greater depth and normal error and lower segmentation mIoU. In other words, in both cases, PartAL finds samples and modalities on which the network performed worse and whose labelling is therefore most beneficial.

Improved Inference. As discussed in Section 3.3, partial labels can be used to make predictions more accurate at inference time, as shown in Fig. 10. To quantify this, we retrain our model using all training data available in \( \mathbf{L} \) and \( \mathbf{U} \) for NYUDv2. On the test set, we then provide different combinations of labels along with the input image to evaluate their ability to improve the prediction. More formally, during inference, we provide the input image \( \mathbf{x}_t \) and a subset of labels \( \{ y_1^{f_1}, y_2^{f_2}, \ldots, y_t^{f_T} \} \) to be used to infer the other modalities. Intuitively, the more modalities we provide during inference, the more accurate the model’s outputs should be. To support this claim quantitatively, we iterate over all available subsets of sizes from 0 to \( K-1 \), use them to predict other labels, and calculate metrics for each. We plot the results in Fig. 11. They clearly show that the more modalities we provide as input, the better the result.
Uncertainty Normalization. As mentioned in Section 3.2, uncertainties from different modalities are not directly comparable in general and we have to normalize them to make them comparable. To demonstrate the importance of this, we re-ran the experiments of Section 4.3, but without normalization. We plot the results with and without normalization in Fig. 12. Unsurprisingly the latter are substantially worse, which shows the importance of our normalization mechanism.

Partial Labels Improve Active Learning. A strength of our approach is its ability to exploiting correlations between modalities. To demonstrate this by itself, we re-ran the experiments of Section 4.3 with the Random baseline modified to use partial labels. In other words, we use our pipeline but instead of picking modalities based on uncertainty we chose them randomly. As shown in Fig. 13 demonstrates, this already provides an improvement.

5. Conclusion

We have proposed PartAL, a method for multi-task active learning that uses partial labelling as an alternative to current approaches. While being easy-to-implement and not requiring any additional computational overhead, PartAL demonstrates state-of-the-art results in terms of data efficiency and model accuracy on several datasets and tasks.

A key component of PartAL is the uncertainty estimator that we use to decide which samples and modalities to pick. In our current implementation, we rely on MC-Dropout [10], which only imposes a computational burden that is relatively small compared to a more involved but more reliable technique such as Ensembles [18]. There have been recent attempts at increasing the reliability of MC-Dropout [6,42] and we will investigate the use of such techniques to further boost the performance of PartAL. Apart from ensembling-based techniques, a number of sampling-free approaches were recently proposed for deep learning models [22,26,37] which are potentially able to reduce computational burdens of AL. Despite a variety of uncertainty estimation methods, none of them is specifically designed for multi-tasking, which is an important and promising direction in the development of multi-task active learning techniques.
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A. Supplementary Material

In this appendix, we describe in more detail how we compute uncertainties for all modalities and justify using the same min-max scheme for all types of Entropy. We then justify computing the normalization constants once and then fixing them throughout the rest of the learning process. Finally, we provide additional training details and discuss the baselines in more detail.

A.1. Entropy Computation for Different Modalities

As discussed in Section 3.2, to compute uncertainties, we train our model using MC-Dropout [10] and perform $D$ forward passes with dropout activated. From the means and variances of these predictions, we first estimate pixel-wise uncertainties and then final $u_i^k$ image-wise uncertainties. We discuss both stages of the process below.

A.1.1 Pixel-wise Uncertainty Estimation.

To estimate the uncertainty for classification tasks such as segmentation, saliency estimation, edge detection, we compute the softmax of $\{p_d(y|x)\}_{d=1}^{D}$ and then Shannon’s entropy [33] of the mean prediction for each pixel. We write

$$\mathcal{H}_S[y_i|x] := - \sum_c \tilde{p}(y_i = c|x) \log \tilde{p}(y_i = c|x) \quad , \quad (3)$$

where $\tilde{p}(y_i|x) = \frac{1}{D} \sum_{d=1}^{D} p_d(y_i|x)$

c denotes the possible classes, and $p_d(y_i|x)$ is the softmax output for class $c$ on input $x$ at the $i$th pixel.

For regression tasks, such as depth or normals estimation, we use the predictive variance computed from MC-Dropout and calculate the differential entropy following the original continuous distribution.

$H(y|x)$ can be calculated from

$$H(y|x) = \frac{1}{2} \log(2\pi) + \frac{1}{2} \log \det \Sigma + \frac{1}{2} N \quad , \quad (4)$$

where $N$ is the dimensionality of the output ($N = 1$ for depth and $N = 3$ for normals) and $\Sigma$ is the covariance matrix estimated from MC-Dropout samples.

A.1.2 Image-wise Uncertainty Estimation.

For each task and each image, we compute the mean entropy of all pixels so that we end up with a single value for each image / modality pair. Below we provide the intuition behind this choice.

For simplicity, let us consider the regression case on a depth estimation example. In this particular case, prediction is $y \in \mathbb{R}^{H \times W}$, where $H$ and $W$ are image height and width, respectively. For analysis purposes, we unfold the depth map $y$ into a 1D vector with $d = H \cdot W$ elements and assume that the predictive distribution is Gaussian: $p_\theta(y|x) \sim \mathcal{N}(\mu \in \mathbb{R}^d, \Sigma \in \mathbb{R}^{d \times d})$. In major vision applications $d > 1000$ and a robust estimation of $\Sigma$ is not possible, therefore, we also assume $\Sigma$ to be diagonal. Given Eq. 4, the final entropy for $p_\theta(y|x)$ becomes

$$\mathcal{H}_D[y_i|x] \propto \log \det \Sigma = \log \prod_{i=1}^{d} \sigma_i = \sum \log \sigma_i \quad (5)$$

where $\sigma_i$ is the variance predicted for the $i$th pixel. Eq. 5 demonstrates that $\mathcal{H}_D[y_i|x]$ is proportional to the sum of $\log \sigma_i$ and therefore could be approximated by the average of the pixels’ entropies.

A.2. Shannon’s vs Differential Entropies

Though being similar in form, Shannon’s and differential entropies are very different and cannot be compared directly. The min-max scheme of Section 3.2 has proved to be effective to align Shannon’s entropies [17]. We now show that this also holds for differential ones and that, after normalization, both entropy types are aligned.

![Figure 14. Discretization of a continuous distribution.](image.png)

Taking the original continuous distribution $p(x)$, we split it into bins of size $\epsilon$ and assign probability $p_{[\epsilon, (i+1)\epsilon]}$ to each of those bins.

Formally, we start with a continuous distribution $p(x)$ and discretize it using a discretization step $\epsilon$, as shown in Fig. 14. The discretized distribution is categorical and we can calculate its conventional Shannon’s entropy

$$H = \sum_i p_{[\epsilon, (i+1)\epsilon]} \log \left( \frac{1}{p_{[\epsilon, (i+1)\epsilon]}} \right)$$

where $p_{[\epsilon, (i+1)\epsilon]} = \int_{\epsilon}^{(i+1)\epsilon} p(x)dx$.

In the limit $\epsilon \to 0$, the discretized distribution converges to the original one $p(x)$. Hence, using the approximation $p_{[\epsilon, (i+1)\epsilon]} \approx p(i\epsilon)$ and applying the limit to the entropy $H$
yields
\[
\lim_{\epsilon \to 0} \sum_{i} p_{i, (i+1)e} \log \left( \frac{1}{p_{i, (i+1)e}} \right) = \\
= \lim_{\epsilon \to 0} \sum_{i} p(i\epsilon) e \log \left( \frac{1}{p(i\epsilon) e} \right) = \\
= \lim_{\epsilon \to 0} \left( \sum_{i} p(i\epsilon) e \log \left( \frac{1}{p(i\epsilon)} \right) + \log(1/\epsilon) \right) = \\
= \int_{x} p(x) \log \left( \frac{1}{p(x)} \right) dx + \lim_{\epsilon \to 0} \log(1/\epsilon) .
\]

As a result, given a small \( \epsilon \) we can rewrite this approximation as
\[
\int_{x} p(x) \log p(x) dx \approx - \sum_{i} p_{i, (i+1)e} \log p_{i, (i+1)e} + C ,
\]

where \( C \) is an integration constant. In other words, Eq. 7 makes it possible to approximate the differential entropy (left side) with the Shannon entropy (right side) up to a constant. Hence, the min-max scheme is warranted.

A.3. Fixed Normalization Parameters

As mentioned in Section 3.2, we compute the normalization parameters \( u_{max}^k \) and \( u_{min}^k \) once during the first active learning iteration and then reuse them for all subsequent ones. We now justify this design choice.

First, let us consider a hypothetical setup in which normalization parameters \( u_{max}^k \) and \( u_{min}^k \) are updated at each active learning step. Normalized entropies will be scaled to the same interval \([0, 1]\) at each iteration. Therefore, even if the model is much more uncertain about one modality \( K_1 \) than about the other \( K_2 \), they will be mapped to the same scale. PartAL tries to find the most uncertainty image / modality pairs and the above-mentioned behavior would make this search impossible.

Second, let us consider our normalization scheme from a Bayesian perspective. Every time we add new samples to \( L \), the uncertainty on unlabelled samples \( U \) should decrease. This stems from the fact that \( \mathbb{H}(Y) \geq \mathbb{H}(Y|X) \), which means that conditioning can only decrease the entropy. In other words,
\[
\mathbb{H}(P(y^k|x, L)) \geq \mathbb{H}(P(y^k|x, L + (y_{new}, x_{new}))) ,
\]
\[
\text{where } x \in U \text{ and } u^k = \mathbb{H}(P(y^k|x, L)). \quad (8)
\]

Our final entropy values \( \tilde{u}^k \) follow this behavior, making comparison of uncertainties robust and well-defined. In contrast, normalization schemes with changing parameters lose these guarantees.

A.4. Training Details

We now provide details about training and architectural choices for NYUv2 and PASCAL experiments. For both datasets we use PAD-Network [43] with HRNet W18 [41] backbone. Initial training set for NYUv2 consists of 100 images with all of the target labelled, while initial training set for PASCAL consists of 1000 fully labelled images. For both datasets, during each active learning iteration we run 100 training epochs using popular Adam [7] optimizer with \( 10^{-4} \) learning rate and \( 10^{-4} \) weight decay. Learning rate is being updated with polynomial scheduler as
\[
\text{learning rate} = \text{learning rate} \times (1 - x/100)^{0.9} ,
\]

where \( x \) is the number of current epoch. For both datasets, we use weighted sum of task losses as \( L_{total} = \sum_{i=1}^{N} w_i L_i \).

For NYUv2 these weights are 1.0 for semantic segmentation, 1.0 for depth estimation and 10.0 for normals estimation. For PASCAL these are 1.0 for semantic segmentation, 2.0 for human parts segmentation, 5.0 for saliency, 50.0 for edge detection and 10.0 for normals estimation.

A.5. Active Learning Baselines

As mentioned in the experiment section, we compare against several popular active learning baselines to validate our method. For Random baseline, we pick 80 new samples for NYUv2 and 300 for Pascal arbitrary without considering any uncertainty or confidence values. For Coreset approach, we employ K-center greedy solver from [30] and choose the same number of samples as for Random. For Learning Loss baseline, we generate deep features from network’s encoder and use them to predict loss of the model with small-scale feed-forward network which is trained alongside the original model. For RBAL, we replicate all of the steps from [28] and generate uncertainties for each of the tasks and utilize ranking-based procedure to find the most complicated samples. For PartAL, we generate uncertainties as it was described in Section A.1, apply normalization procedure and pick the most complicated sample / modality pairs – 240 for NYUv2 and 1500 for PASCAL datasets.