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We propose Nash Neural Networks (N3) as a new type of Physics Informed Neural Network that is able to infer the underlying utility from observations of how rational individuals behave in a differential game with a Nash equilibrium. We assume that the dynamics for both the population and the individual are known, but not the payoff function, which specifies the cost per unit time of being in any particular state. We construct our network in such a way that the Euler-Lagrange equations of the corresponding optimal control problem are satisfied and the optimal control is self-consistently determined. In this way, we are able to learn the unknown payoff function in an unsupervised manner. We have applied the N3 to study the optimal behaviour during epidemics, in which individuals can choose to socially distance depending on the state of the pandemic and the cost of being infected. Training our network against synthetic data for a simple SIR model, we showed that it is possible to accurately reproduce the hidden payoff function, in such a way that the game dynamics are respected. Our approach will have far-reaching applications, as it allows one to infer utilities from behavioural data, and can thus be applied to study a wide array of problems in science, engineering, economics and government planning.

1. INTRODUCTION

Differential games are used to analyze situations in which individual players seek to maximize (minimize) their own utilities (losses), in the presence of other players. These “games” are not only central to our understanding of social, economic and political planning and processes[1–4], but also crucial in biology[5], engineering[6], and computer science[7]. Among the most useful concepts in game theory, is that of a Nash equilibrium, which refers to the situation from which no individual can gain any advantage by unilaterally modifying their strategy[6]. In other words, if \( U_i \) is the utility of player \( i \) (\( 1 \leq i \leq N \)), with control/strategy variable \( k_i \), then, the Nash equilibrium solution \( k^* = (k_1^*, \ldots, k_N^*) \), is such that[6]

\[
U_i(k_i^*; k_{-i}^*) \geq U_i(k_i; k_{-i}^*) \quad \forall i
\]  

(1)

where \(-i\) indicates that the \( i\)-th coordinate is missing. This state need not be equivalent to the global maximum of the population’s utility \( U = \sum_i U_i \), i.e., the utilitarian maximum. In this work, we develop neural networks capable of solving inverse problems in the context of differential games with Nash equilibria (i.e., game theoretic inverse optimal control). More specifically, given observations of the behavior of rational individuals within a differential game, we wish to infer the underlying utility \( U_i \) from which their decision making process is derived.

Recent advances in machine learning for the physical sciences[8] have seen an explosion in the development of Physics Informed Neural Networks (PINN), in which the laws of physics are incorporated into the learning as inductive biases[9, 10]. The results are typically orders of magnitude better than those of naive or baseline networks, in which no such additional structure is included. Not only do PINNs provide better predictions, but they do so while requiring less training data, and generally satisfying the conservations and symmetries of the system under study. The basic idea of such Neural Networks (NN) is quite simple: Instead of directly trying to learn the output \( y = f(x) \) from the input \( x \), one looks to exploit the known physical laws. These are typically in the form of a differential equation, and either (1) express \( f(x) \) in terms of a more fundamental function, thus encoding the physics into the structure of the network, (e.g., Euler-Lagrange equations in terms of the Lagrangian) and/or (2) define the loss function such that all known equations are (approximately) satisfied. Recent examples, which have motivated our current study, include the family of Hamiltonian and Lagrangian Neural Networks[11–26], in which Hamiltonian/Lagrangian mechanics is directly encoded into the neural network. This is achieved by defining a base neural-network to approximate the Hamiltonian (Lagrangian) and deriving from it the corresponding neural-networks that predict the dynamical equations of motion. The training can then be performed directly on the observed dynamical behaviour, one never needs to measure the unknown Hamiltonian or Lagrangian, it is learned in an unsupervised manner. Other relevant examples include Symplectic NN[27–29], Lipschitz Recurrent NN[30], Poisson NN[31], GENERIC formalism informed NN[32, 33], and Noether NN[34], among others.

Deep learning for optimal control problems has typically focused on overcoming the “curse of dimensionality”
that is encountered when solving problems with many agents (high-dimensions). Several strategies have been developed to overcome this issue: directly learning the solution (trained to satisfy the known constraints)[35], learning the value function (i.e., the integrated payoff function evaluated at the optimal control)[36–43], recasting the corresponding Hamilton-Jacobi partial differential equations as backward stochastic differential equations to learn the gradient of the solution[44–46], or leveraging neural ordinary differential equations to automatically learn control signals[47].

The inverse problem, that of learning the underlying cost or payoff functions has also been extensively studied. This was usually done by assuming some fixed form for the function, in terms of basis functions or feature vectors, and then learning the corresponding weights or function parameters[48–54]. A recent approach, closely related to this work, is that of (discrete/continuous) Pontryagin Differentiable Programming (PDP)[31, 55], which introduces the optimal control theory into the learning framework, providing end-to-end differentiable learning and control. PDP has been applied to solve both direct and inverse control problems for robot maneuvering and rigid body motion. When studying the inverse problem, the authors have considered both learning the parameters of a known cost function and learning an unknown function (represented by a neural network). However, for the later, they require that this cost function be separable into an unknown state-dependent term and a known control-dependent term. For robotic manipulation or path planning, this is not an issue, as the control cost is typically known. However, for general inverse optimal control problems this cannot be assumed. In fact, this PDP formalism has been recently applied to a game-theoretic inverse learning problem[54], like the one we are considering, but the full form of the cost/payoff function was specified in advance (only the weights/parameters were learned). Finally, connections between specific neural network architectures and the solution to certain Hamilton-Jacobi equations have been found[56–58]. In ref.[56], the authors consider select inverse problems, but their approach requires the Hamiltonian to be of a specific form, and they reported that such “problems cannot generally be solved with the Adam optimizer with high accuracy”.

In this work, we propose Nash Neural Networks (N³) as a physics informed framework to tackle general inverse problems in differential games with Nash equilibria[59–61]. In particular, we consider the case of a population of (identical) rational individuals that wish to maximize their individual utility. While the form of the dynamical laws governing the dynamics of the population as a whole are assumed fixed, the individuals are able to influence their own time evolution through a control parameter that encodes their behaviour. The theoretical framework for solving such problems is well established within the variational principles of Classical Mechanics[62–64], in general, and control theory[4, 65], in particular. We show that the proposed N³ allows us to “learn” the underlying utility/cost/payoff function (i.e., the potential energy) defining the individual (population) behaviour. This is done by encoding the network with Lagrangian/Hamiltonian mechanics, self-consistently determining the optimal control (which requires evaluating the network on itself), and assigning this Nash solution to all individuals. In contrast to the PDP approach[31, 54, 55], which does not explicitly encode the optimality condition into the network structure, we make no assumptions regarding the form of the cost function.

This paper is organized as follows: first, we provide a brief overview of the general theory, leaning heavily on the analogy with classical mechanics, as applied to differential games. We then show how this can be used in the context of determining optimal social distancing policies during a pandemic. Finally, we introduce the Nash Neural Networks, and show how they are able to recover the utility of rational individuals within the pandemic example, from observations of their behaviour.

2. THEORETICAL BACKGROUND

In classical mechanics a realizable path \( q(t) \), between two fixed times \( t_1 \) and \( t_2 \), is such that it extremizes the action functional[62–64]

\[
S[q](t_1, t_2) = \int_{t_1}^{t_2} L(t, q(t), \dot{q}(t), \cdots) \, dt, \tag{2}
\]

with \( L \) the system Lagrangian, which is generally a function of time, coordinates \( q \), and velocities \( \dot{q} \), though higher order time-derivatives can also be included. This stationary action principle states that the action is stationary with respect to small variations in the realizable path \( q(t) + \epsilon \delta q(t) \), i.e., in the limit when \( \epsilon \to 0 \), \( \delta_q S = 0 \), where[66]

\[
\delta_q S[q](t_1, t_2) = \delta_q \int_{t_1}^{t_2} L(t, q(t), \dot{q}(t), \cdots) \, dt \tag{3}
\]

\[
= \left( \partial_{q_i} L \right) \delta_q q_{t_1} + \int_{t_1}^{t_2} \left( D_t \partial_{\dot{q}} L - \partial_q L \right) \delta_q \, dt, \tag{4}
\]

and \( D_t \) is the total-time derivative, defined as[64]

\[
D_t \equiv \partial_t + \dot{q}^i \cdot \partial_{q^i} + \ddot{q}^i \cdot \partial_{\dot{q}^i} + \cdots. \tag{5}
\]

Due to the fact that the variation in the path is arbitrary, except possibly at the end-points, where it should vanish if boundary-conditions are specified for \( q(t) \), not only must both terms on the rhs of eq. (4) equal zero, but the term in parenthesis in the integrand must also vanish. This gives rise to the well-known Euler-Lagrange equations[62–64]

\[
D_t \partial_{\dot{q}} L - \partial_q L = 0 \tag{6}
\]
In the case where one or both of the end-points are free (i.e., there is no boundary condition for the path, and thus no constraint on the variation), then the first term on the right-hand side of Eq. (4) provides an additional set of natural boundary conditions that must be satisfied,

$$\partial_q L|_{t_1, t_2} = 0. \quad (7)$$

### 2.1. Optimal Control

We now consider a specialized version of the Euler-Lagrange equations, adapted to typical optimal control problems, as encountered in finance and biology\[4, 65\]. We are interested in understanding how an “agent” (e.g., an individual), behaves in response to its environment (e.g., the population). Let the state of the population (an individual), be specified by $\theta$ (e.g., the population). Let the state of the population, $\theta$ (e.g., the population), behaves in response to its environment (e.g., the population).

Let the state of the population and the individual be specified by $\theta$ and $\psi$, respectively, with $k$ and $\kappa$ the corresponding control variables (encoding behaviour), which are time-dependent, changing in time in response to $\theta$ and $\psi$. We will assume that the dynamics of the population is known $\dot{\theta} = F$, and furthermore, we assume that the population is composed of identical individuals, such that $F$ also determines the individual dynamics. However, we note that $F$ should distinguish between population and individual state variables. Without loss of generality, we consider dynamical equations of the form,

$$\dot{\theta} = F(t, \theta, \kappa) \quad (8)$$

$$\dot{\psi} = F(t, \theta, \psi, \kappa). \quad (9)$$

from which we see that $\dot{\theta} = \dot{\psi}$ whenever $\theta = \psi$ and $k = \kappa$ (i.e., at the Nash equilibrium).

Individuals should behave in order to maximize their total “utility” (playing the role of the action). While the dynamical equations are fixed, $\dot{\psi} = F$, the time evolution can be actively controlled by the individual through their choices of $\kappa$. The functional we wish to extremize, analogous to Eq. (2), is the integrated instantaneous payoff per unit time $V$, with respect to the control $\kappa$,

$$\delta \kappa \int_{t_1}^{t_2} V(t, \theta(t), \psi(t), \kappa(t)) \, dt = 0 \quad (10)$$

subject to

$$\dot{\psi} = F(t, \theta(t), \psi(t), \kappa(t)),$$

$$\psi(0) = \psi_{\text{init}}. \quad (14)$$

Note that, at this point, the population state variables are considered as external fields, i.e., they are passive variables with regards to the variations. We have assumed that the payoff function $V$ (playing the role of the Lagrangian) depends only on time and coordinates, but not on the generalized velocities, such as $\dot{\psi}$ or $\dot{\kappa}$. Thus, $V$ could be considered as the potential energy contribution to a Lagrangian with no kinetic energy term. However, this does not mean that no velocity dependence is possible. Thanks to the dynamical constraints of Eqs. (8-9), we can always express $\dot{\theta}$ or $\dot{\psi}$ in terms of the “coordinates” $\theta, \psi, \kappa$. This only precludes terms in $\kappa$. Furthermore, since the constraint is integrable or holonomic, this constrained optimization problem can be written in terms of an unconstrained optimization, by introducing an augmented Lagrangian $L'$, with additional degrees of freedom (corresponding to the Lagrange multipliers $\lambda$)\[64\]

$$L(t; \theta, \psi, \kappa, \lambda; \dot{\theta}, \dot{\psi}) = V(t, \theta, \psi, \kappa) + \lambda \cdot (F(t, \theta, \psi, \kappa) - \dot{\psi})$$

$$= L'(t, \theta, \psi, \kappa, \lambda) - \lambda \cdot \dot{\psi}. \quad (12)$$

For what follows we have expressed this Lagrangian in terms of an auxiliary function $L'$,

$$L'(t, \theta, \psi, \kappa, \lambda) = V(t, \theta, \psi, \kappa) + \lambda \cdot F(t, \theta, \psi, \kappa) \quad (13)$$

which does not depend explicitly on the velocities. We use colons to explicitly divide time, coordinate, and velocity variables in the Lagrangian, and its derived quantities, in cases where multiple components are used, and we mark independence with respect to a given component by writing an empty slot (·) into the corresponding function argument. Note that, by construction, the velocity dependence in $L$ is linear, and it is due solely to the constraint term $\lambda \cdot \dot{\psi}$.

We can abstract away the individual level variables in terms of generalized coordinates and velocities, $q$ and $\dot{q}$, where the individual components, $\psi$ and $\lambda$, can themselves be $n$-dimensional vectors, though we only consider a single scalar control variable $\kappa$

$$q = \begin{pmatrix} \psi \\ \kappa \end{pmatrix}, \quad \dot{q} = \begin{pmatrix} \dot{\psi} \\ \dot{\kappa} \end{pmatrix}. \quad (14)$$

The Euler-Lagrange equations for this Lagrangian $L(t; \theta, q; \cdot, \cdot, \dot{\cdot})$, obtained by extremizing the utility with respect to variations in the individual degrees of freedom $q$ (with $\theta$ fixed), are (Eq. 6)

$$D_t \begin{pmatrix} -\lambda \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} -\dot{\lambda} \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} \partial_\theta L' \\ \partial_q L' \\ \partial_\kappa L' \end{pmatrix}. \quad (15)$$

The first equation in (15) determines the dynamical equation for the Lagrange multipliers

$$\dot{\lambda}(t) = - (\partial_\kappa L')(t, \theta, \psi, \kappa_{\text{opt}}, \lambda) \quad (16)$$

which should be evaluated at the optimal control $\kappa_{\text{opt}}$, obtained from the optimality condition defined by the second equation

$$\langle \partial_\kappa L'(t, \theta, \psi, \kappa, \lambda) \rangle_{\kappa=\kappa_{\text{opt}}} = 0, \quad (17)$$
which provides an implicit definition for \( \kappa_{\text{opt}} \) in terms of the state variables

\[
\kappa_{\text{opt}} \equiv \kappa_{\text{opt}}(t, \theta, \psi, \lambda).
\]  

The last of these equations simple reproduces the constraint, since \( \partial_q L = F - \psi \),

\[
\dot{\psi} = F(t, \theta, \psi, \kappa_{\text{opt}}).
\]

Eqs. (16) and (19) determine a set of 2\( n \) first order differential equations, requiring 2\( n \) boundary conditions. We are assuming that the initial condition for \( \psi \) is given (i.e., \( \psi(t_1) = \psi_0 \)); the remaining \( n \) conditions are provided by the open boundary conditions at \( t_2 \),

\[
\partial_q L|_{t_2} = \partial_\psi L|_{t_2} = -\lambda(t_2) = 0.
\]

Because of the specific velocity dependence in \( L \), the dynamical equations for \( \lambda \) and the optimality condition are determined uniquely by the \( L' \) function, which has no velocity dependence. In fact, this \( L' \) can be shown to be equivalent to (minus) the corresponding Hamiltonian, with \( \lambda \) taking on the role of momenta conjugate to \( \psi \), since \( \partial_q L = \partial_\psi L = -\lambda \). In this case, not only are Lagrangian and Hamiltonian formulations equivalent, but they result in exactly the same set of 2\( n \) first-order differential equations for \( \psi \) and \( \lambda \) (see Appendix A).

### 2.2. Optimal Decision Making during Epidemics

We will now consider the problem of determining optimal social distancing during an epidemic like the current SARS-CoV-2 pandemic. For simplicity, we will assume that the epidemic follows SIR dynamics[67], described by the fraction of the population that is susceptible \( s \), infectious \( i \), and infected \( r \) as a function of time. Since \( r \) is slaved to \( i \) in this representation, we need not explicitly solve for it. The state of the population \( \theta \), and its dynamics, is then given by

\[
\theta = \begin{bmatrix} s \\ i \\ r \end{bmatrix},
\]

\[
\dot{\theta} = \begin{bmatrix} -ksi \\ ksi - i \\ 0 \end{bmatrix},
\]

with \( k \) the population average level of infectiousness, which we use as a proxy to describe the population behaviour or strategy. Against this backdrop, we now consider an individual that is capable of adopting a different strategy \( \kappa \). Let \( \psi_s \) and \( \psi_i \) denote the probability that the individual is susceptible or infectious, respectively. The individual state dynamics are given by[68]

\[
\psi = \begin{bmatrix} \psi_s \\ \psi_i \end{bmatrix},
\]

\[
\dot{\psi} = F(\theta, \psi, \kappa) = \begin{bmatrix} -\kappa \psi_s i \\ \kappa \psi_s i - \psi_i \end{bmatrix}.
\]

The individual(s), which we assume to be rational with access to perfect information, will choose their strategy to optimize their total utility, obtained by integrating their instantaneous payoff \( V \). For simplicity, we adopt the following form for \( V[69] \)

\[
V(\theta, \psi, \kappa) = -\alpha(i)\psi_i - \beta(\kappa - \kappa^*)^2.
\]

Where, without loss of generality, we have assumed that \( V \) does not depend explicitly on time (e.g., there is no discounting), nor on the population strategy \( k \). The first term on the rhs of Eq. (25) represents the cost of being infected, which can depend on \( i \), to account for healthcare-care thresholds, while the second term represents the cost of reducing social activity, with respect to the preferred or natural state \( \kappa^* \). This quantity is also known as the basic reproduction number \( R_0 \). The optimal strategy is given by Eqs. (16)-(19). The optimality condition is obtained from the partial derivatives of the Lagrangian with respect to the control parameter

\[
(\partial_q L')(\theta, \psi, \kappa, \lambda) = (\partial_q V + \lambda \cdot \partial_q F)(\theta, \psi, \kappa)
\]

\[
= -2\beta(\kappa - \kappa^*) - \psi_s(i(\lambda_s - \lambda_i))
\]

from which we obtain the following closed form solution for \( \kappa_{\text{opt}} \),

\[
\kappa_{\text{opt}}(\theta, \psi, \lambda) = \kappa^* - \frac{1}{2\beta}\psi_s i(\lambda_s - \lambda_i).
\]

The dynamics of the Lagrange multipliers are given by

\[
\dot{\lambda} = -(\partial_q V + \lambda \cdot \partial_q F)(\theta, \psi, \kappa_{\text{opt}})
\]

\[
\begin{pmatrix} \dot{\lambda}_s \\ \dot{\lambda}_i \end{pmatrix} = \begin{pmatrix} \kappa_{\text{opt}}i(\lambda_s - \lambda_i) \\ \alpha(i) + \lambda_i \end{pmatrix}.
\]

We are interested in the Nash equilibrium solution, for which individuals all adopt the same strategy \( k = \kappa = \kappa_{\text{opt}} \), i.e., there is no benefit in assuming an alternative (defector) strategy. In this case, not only is the population and individual strategy equal, but the states of the population and individual should also be equivalent (i.e., \( s = \psi_s \), \( i = \psi_i \)). This type of approach has been used extensively to study optimal social distancing[68, 70–72], as well as optimal government intervention strategies[69, 73–76].

### 3. Nash Neural Networks

Let us now consider the “inverse” optimal control problem, that of inferring the individual payoff function \( V \), from observations of the pandemic behavior. For this task, we will build upon the Hamiltonian[11] and Lagrangian[14] Neural Networks, to develop a novel Physics Informed Neural Network (PINN), capable of self-consistently solving the optimality problem for these types of differential games with Nash equilibria. We
Figure 1. A schematic “wiring diagram” describing the relationship between the known constraint function $F$, the black-box payoff function $V$, the augmented Lagrangian $L$, and the system derivatives used to define the Euler-Lagrange equations for the corresponding optimal control problem. Note that, while the Lagrangian is formally a function of the generalized coordinates $q$ and velocities $\dot{q}$, we only need to supply the coordinates corresponding to the state of the individual $\psi$, and the Lagrange multipliers. By construction, the optimality condition is self-consistently solved for, providing the appropriate value of $\kappa = \kappa_{\text{opt}}$ to use as input, and the required system derivatives have lost the functional dependence on the velocities. Furthermore, at the Nash equilibrium, individual and population states are equivalent $\theta = \psi$, which is why only a single (branching) input channel is required, though the Lagrangian itself must differentiate between the two. Thus, this $N^3$ provides a state evolver, allowing us to compute the time-rate of change of $\dot{\psi}(\theta)$ and $\dot{\lambda}$, as well as the optimal control variable $\kappa_{\text{opt}}$, as a function of $\psi$ and $\lambda$ only.

note that, while we have assumed that $F$ is known, it could also be considered as an additional unknown function to be learned. Thus, for the epidemics example, we could consider to include $F$ as a disease informed neural network[77]. Our neural network, which we refer to as a Nash Neural Network ($N^3$), is constructed in such a way that it respects the Euler-Lagrange equations of the underlying optimal control problem (as defined by the known $F$ and the black-box payoff function $V$), and is able to self-consistently compute the optimal control and evaluate itself at the Nash equilibrium. A schematic representation of the proposed network is given in Fig. 1. We start with a hidden network used to represent the unknown payoff function $V$. All we assume regarding this black-box function is its signature or functional dependence, $V(\theta, \psi, \kappa)$. This function is then combined with the dynamical constraint $F$ (i.e., SIR model) in order to construct the augmented Lagrangian $L$, and more specifically $L'$, which introduces the Lagrange multipliers $\lambda$ as additional coordinates. Then, we take the appropriate system derivatives, leveraging automatic differentiation capabilities, in order to construct the Euler-Lagrange equations for this optimal control problem. The outputs of this procedure are three secondary neural networks (derived from the neural network encoding $V$) that allow us to compute $\partial_\kappa L'$, $\partial_\psi L'$, and $\partial_\lambda L'$, the optimality condition, and $\lambda$ and $\psi$ dynamics of Eqs.(16)-(19), respectively. Furthermore, we numerically solve the optimality condition for $\kappa_{\text{opt}}$, and use this value as input to (all) the networks. Thus, the $N^3$ evaluates itself on the self-consistently determined optimal control parameter. This is the main difference between our approach and that of the PDP[55, 78]. We are learning the Lagrangian/Hamiltonian, not just the payoff function, and directly including the optimality condition as an additional bias in the network structure. Finally, we only ever evaluate the network at the Nash equilibrium, at which point $\theta = \psi$, $\kappa = \kappa_{\text{opt}}$, but the distinction between population and individual state variables is maintained throughout, as this is necessary to derive the appropriate Euler-Lagrange equations. In order to be able to train the network, we must be able to compute gradients with respect to the network parameters through the optimization problem ($\kappa_{\text{opt}}$). This is accomplished using implicit automatic differentiation[79, 80].

For what follows, when we apply the $N^3$ to study the
Nash equilibria governing the optimal behaviour during an epidemic, it helps to analyze where the different terms in Eqs. (26 - 30), come from. Both the optimality condition and the $\lambda$ dynamics contain two terms, one derived from the payoff function $V$, and the other from the dynamical constraints $F$. When performing the learning, $V$ will be an unknown black-box function that we want to learn, while $F$ is a known function (i.e., SIR dynamics). Consider the optimality conditions of Eq.(26), the second term on the rhs is known exactly (as a function of $\theta$, $\psi$, $\kappa$, and $\lambda$), which leaves only the first term to be learned. For the particular case we are considering here, this remaining term $\partial_\kappa V$, contains no $\theta$, $\psi$, or $\lambda$ dependence; it depends only on $\kappa$. This means that we should be able to learn the $\kappa$ dependence of the payoff function $(-\beta(\kappa - \kappa^*)^2)$ solely from observations of the optimal behaviour $\kappa_{opt}$. Considering the $\lambda$ dynamics, we see that $\kappa_{opt}$ should also be enough to learn $\lambda_i$, since $V$ is independent of $\psi_i$ ($\partial_\psi V = 0$), which means that $\lambda_i$ is uniquely determined by $F$. However, the same does not apply to $\lambda$, due to the cost of being infected ($\alpha(\psi)\psi_i$), which depends explicitly on $\psi_i$. Thus, to fully learn the $\lambda$ dynamics, we would need to also include measurements of the dynamics into the training data. While this analysis is based on the specific form of the payoff function we are using to generate the training data, our conclusions can be generalized to other payoffs. First, we will require knowledge of both the population/individual state variables, the optimal control, and the Lagrange multipliers in order to infer the functional dependence of an arbitrary payoff function. Second, in the special case that the payoff contains a term that is independent of $\psi$, we can expect to learn it only from observations of $\kappa_{opt}$. Finally, any term in the payoff function that depends only on $\theta$ cannot be learned, since it would have no effect on the optimality condition or the system dynamics (see Appendix B).

For the learning, we start by assuming that we have complete knowledge of the system dynamics, this includes the population/individual state variables $\theta = \psi$, the Lagrange multipliers $\lambda$, as well as their time derivatives $\dot{\psi}$ and $\dot{\lambda}$, and the optimal control $\kappa_{opt}$. In practice we would just require $\theta(t)$ ($\lambda(t)$), since this would allow us to compute $\dot{\psi}$ ($\dot{\lambda}$), as well as $\kappa_{opt}$. With this information, we are in a position to train our $N^3$, as it is constructed to predict $(\dot{\theta}, \dot{\lambda})$ as a function of $(\theta, \lambda)$, evaluated at the Nash equilibrium for $k = \kappa = \kappa_{opt}$. We will consider the following two loss functions, $L_\kappa$ and $L_{\kappa, \lambda}$, defined as

$$L_\kappa = \langle \delta \kappa^2 \rangle + \sum_j (\partial_\kappa L_j')^2$$  
(31)

$$L_{\kappa, \lambda} = \langle \delta \lambda^2 \rangle + L_\kappa$$  
(32)

$$\langle \delta X^2 \rangle = \sum_j (X^{\text{nn}} - X^{\text{train}})^2$$  
(33)

where $\langle \delta X^2 \rangle$ measures the mean squared error between the training data and the neural network prediction, and the sum is over all training points $j$. The first loss function, $L_\kappa$, trains exclusively on the optimal control. As such, it should learn both the $\kappa$ and $\psi$ dynamics, which don’t depend on $\lambda$, by definition. Furthermore, given the particular form of the payoff function we are using, it will also learn the social distancing term and the $\lambda$ dynamics. The second loss function, $L_{\kappa, \lambda}$ trains on the optimal control and the $\lambda$ dynamics. This will allow us to learn the full functional dependence of the payoff function, i.e., the remaining cost of infection term. Note that we have included an additional term in both loss functions, given by the sum of squares of the optimality condition $\sum (\partial_\kappa L_j')^2$. This was done for technical reasons[81], as we have replaced the root finder with a minimizer. In this way, we have decomposed the task of finding the roots of the optimality condition into a nested minimization procedure: the $N^3$ will produce $\kappa_{opt}$ that is a (local) minimum of the optimality condition, but during the training, as the loss function is minimized, this minimum is itself minimized. This is similar in spirit to standard multidimensional root-finding algorithms, such as Powell’s hybrid method, in which Newton and gradient direction steps are interleaved.

4. RESULTS

| $\alpha_0$ | $L_\kappa$ | $L_{\kappa, \lambda}$ |
|------------|-----------|----------------------|
| 100        | $3.2 \times 10^{-6} (3.3 \times 10^{-6})$ | $1.1 \times 10^{-4} (1.5 \times 10^{-5})$ |
| 200        | $3.2 \times 10^{-5} (1.0 \times 10^{-6})$ | $7.9 \times 10^{-5} (2.4 \times 10^{-4})$ |
| 400        | $1.7 \times 10^{-4} (1.8 \times 10^{-6})$ | $1.2 \times 10^{-3} (9.6 \times 10^{-4})$ |

Table I. Loss functions for the three different training sets, using the $L_\kappa$ and $L_{\kappa, \lambda}$ loss functions. Note that, for equal numbers of steps, training against both the optimal control $\kappa_{opt}$ and the $\lambda$ dynamics results in a loss function that can be up to three orders of magnitude higher. Results in parenthesis show the loss evaluated on the test points, not included in the training.

We use synthetic data generated by solving Eqs. (24) and (30), under Nash equilibrium conditions, for which $\theta = \psi$ and $k = \kappa = \kappa_{opt}$, with the optimal control determined by Eq. (28). The boundary conditions for $\theta$ and $\lambda$, at the initial $t_0 = 0$ and final times $t_f$, respectively, were $\theta(0) = (s(0), i(0)) = (1 - i_0, i_0 = 10^{-8})$, and $\lambda(t_f) = (\lambda_1(t_f), \lambda_2(t_f)) = (s_f, t_f)$ (corresponding to vaccination boundary conditions). The equations were solved using an iterative forward-backward sweep method, until convergence of $\kappa$ was obtained, with final times $t_f \approx 100$. In total, we have considered three different (constant) values of $\alpha(t) = \alpha_0 = 100$, 200, 400, with $\beta = 1$, and $c^* = 4$. A full description of the optimal behaviour, with and without government intervention is provided in Ref.[69]. The Nash solutions, used as training data, are shown in Fig. 2 for the three values of $\alpha_0$, corresponding to weak, moderate, and strong
network with three hidden layers of $N = 200$ neurons each, with hyperbolic-tangent activation functions. Network parameters were initialized using a standard normal distribution, with mean 0 and variance $1/N$. Training was stopped after $1.2 \times 10^5$ steps.

To account for the fact that the Lagrangian, and thus the payoff function, is not unique, we will only plot differences in the payoff function (see Appendix B). In contrast to canonical physical systems, where the potential energy can be offset by a constant, here the payoff function can be offset by a function of time and population state variables. Therefore, when analyzing the $\kappa$ dependence in $V$, we will consider $V(\theta, \psi, \kappa) − V(\theta, \psi, \kappa^*)$, whereas for the $\theta/\psi$ dependence we consider $V(\theta, \psi, \kappa) − V(\theta, 0, \kappa)$. Notice that for the “real” utility used to generate the training data, these shifted utilities would exactly provide the two terms in the payoff, $-\beta(\kappa − \kappa^*)^2$ and $-\alpha(i)\psi_i$, respectively.

### 4.1. Learning from Behaviour

The results obtained from learning only against the optimal control $\kappa_{\text{opt}}$ provide excellent predictions for $\kappa$, $\bar{\theta}$, and $\bar{\lambda}$, as expected. This is seen in Fig. 3 for the case of $\alpha = 200$, where we plot the exact solution, together with the $N^2$ predictions, as a function of $\theta$ and $\lambda$. While we did not train against $\lambda$ explicitly, the fact that the $\lambda$ is uniquely determined by the constraint $F$ and the social distancing ($\beta$) term in the payoff function, means that it can be completely recovered from $\kappa_{\text{opt}}$, since the latter is also determined from these two terms. The dynamics for $\lambda_i$ is clearly “wrong”, offset by what seems to be a constant $\approx \alpha_0$. In fact, the predictions shown here correspond to the $F$ contribution to $\lambda_i$, equal to $-\lambda \cdot \partial_{\psi_i} F = \lambda_i$, as shown in Eq. (30). The remaining contribution, coming from the payoff term $-\partial_{\psi_i} V = \alpha(i) = \alpha_0$, cannot be learned from $\kappa_{\text{opt}}$, as it does not couple directly to the control variable. For the same reason, we are unable to predict the $i$ dependence of $V$ (not shown).

Although $V$ is nominally a five-dimensional function of $(s, i, \psi_s, \psi_i, \kappa)$, we are only interested in the Nash solution, for which $\psi = \bar{\theta}$, which reduces the degrees of freedom by two. Furthermore, to evaluate the $\kappa$ dependence, and the degree to which our neural network can extrapolate beyond the training data, we have evaluated the network on the $\theta$ values given by the pandemic / training trajectory, i.e., only $\kappa$ is allowed to vary. Thus, every point in time along the trajectory, corresponding to a given value $\theta(t) = \theta_t = (s_t, i_t)$, provides a distinct prediction for $V$ as a function of $\kappa$. To visualize this, we color different predictions according to time, or likewise to $s_t$, since the fraction of susceptibles is a monotonically decreasing function of time. The predictions for the $\kappa$ dependence of the payoff function $V$ are given in Fig. (4) for all three values of $\alpha_0$ we have considered. For the smallest value of $\alpha_0$, there is not much information we can.

---

Figure 2. Nash solutions to the optimal distancing policy for different infection cost $\alpha_0$, (top) 100, (middle) 200, and (bottom) 400, resulting in weak, moderate, and strong social distancing, respectively[69]. The filled symbols correspond to the training data points, the empty symbols to the test point, used to check against over-fitting. Note that we have only used the portion of the trajectory for which $i \geq 10^{-3}$, which contains the interesting part of the dynamics, i.e., $\psi$ and $\lambda$ do not vanish.

---

social distancing. For the learning, we used the ADAM optimizer[82], with a step size of $5 \times 10^{-5}$, and default values for $b_1 = 0.9$, $b_2 = 0.999$, and $\epsilon = 10^{-8}$. Unless otherwise stated, results are obtained using a neural
Figure 3. Comparison between the exact (solid) solution and the (dashed) $N^3$ predictions, trained using $L_\kappa$, for the state dynamics, $\dot{\theta}$ and $\dot{\lambda}$. The results are computed on the $\alpha_0 = 200$ pandemic trajectory shown in the middle panel of Fig. 2, plotted as a function of time. The corresponding $\lambda$ values, also required as input to the neural network are not shown.

obtain from observing the behavior, since there is only a very weak behavior modification $3.5 \lesssim \kappa \lesssim \kappa^* = 4$ (i.e., the pandemic proceeds essentially unhindered by behavioural modifications). Even in this extreme case, we obtain relatively good agreement with the exact solution. We can match $V$ on the training points, recover the negative curvature, and obtain the correct order of magnitude. We would like to stress the fact that this payoff function was learned in an unsupervised manner, since $V$ was never included in the training set. Results are even more impressive for higher values of $\alpha_0$, where stronger behaviour modification is observed. In such cases, we are able to recover the correct functional form of the payoff function, this includes the quadratic dependence in $\kappa$, the maximum around $\kappa^*$, and the pre-factor $\beta = 1$. Furthermore, extrapolation into regions not in the training set, something that could not be expected a priori, is noteworthy. This is likely due to the strong constraints imposed by the optimality condition, and the fact that it must be self-consistently evaluated, which in turn constrain the structure of the neural network encoding the payoff function within the $N^3$.

Figure 4. $N^3$ predictions for the payoff $V$, as a function of $\kappa$, evaluated at distinct points along the pandemic trajectory $\theta_t = (s_t, i_t)$, for the three values of $\alpha_0$, (top) 100, (middle) 200, and (bottom) 400. Color encodes the corresponding value of time (susceptibles), and the solid lines give the exact theoretical value $-\beta(\kappa - \kappa^*)^2$. The empty blue circles show the predictions on the pandemic/training data set, i.e., using the optimal behaviour $\kappa_{opt}$, such that there is one datum per curve.
4.2. Learning from Behaviour and Dynamics

We now consider the results obtained by learning against both the optimal behaviour $\kappa_{\text{opt}}$ and the $\lambda$ dynamics, using $L_{\kappa,\lambda}$. We obtain excellent agreement for both $\dot{\theta}$ and $\dot{\lambda}$, as seen in Fig. 5. In particular, we are now able to recover the correct dynamics for $\lambda$, something that was impossible when only training on $\kappa$. The dynamics is not fitted directly, but through the unknown payoff function, in such a way that the dynamical constraints and Nash equilibrium conditions are satisfied. We obtain similar level of agreement for the $\kappa$ dependence of the payoff $V$, as shown in Fig. 6. While at first glance it seems as if the results are not as good as those obtained with $L_\kappa$, especially at high $\alpha_0$, this is due to the fact that we have fixed the number of training steps. Having to account for both the optimal behaviour and the dynamics results in a more complex learning task, which would require that we train longer to achieve the same level of accuracy.

Having access to the full set of data during the training (i.e., $\theta$, $\psi$, $\kappa$ and $\lambda$) means that we are now in a position to recover the full functional dependence of the payoff function. This is illustrated in Fig. 7, which shows the shifted potential as a function of the fraction of infected. Not only do we recover the linear behaviour in $\psi_i$, but we also correctly recover the slope, equal to $-\alpha_0$, at least in regions where we have training data. Without further assumptions on the form the payoff function, as provided for the $\kappa$ dependence by the optimality condition, we...
cannot expect to do any better in predicting the $\psi_i$ ($\psi_s$) dependence, at least for this particular type of single-shot training on individual pandemic trajectories.

5. DISCUSSION & CONCLUSIONS

We have developed a new class of neural network, which we have called a Nash Neural Network ($N^3$), that can be applied to optimal control problems in order to infer the underlying payoff function that determines the optimal behaviour. The network is constructed in such a way that (1) it respects the dynamical constraints of the system, and (2) evaluates the payoff at the self-consistently determined optimal behaviour. This is particularly useful when considering differential games with Nash equilibrium. To test our method, we have considered the problem of social distancing during epidemics. The course of the epidemic is assumed to be given by an SIR model that determines the state of the population in terms of the fraction of infected and susceptible. Against this backdrop, we consider rational individuals, whose behaviour is determined by self-interest, so as to maximize their total utility (obtained as the integral of a payoff function), which in our case includes the cost of becoming infected and the cost of social distancing. The solution to this problem, i.e., what is the optimal behaviour, is well known and has been studied elsewhere[68, 69]. Here, we considered the inverse problem, that of inferring the utility from the time-evolution of the trajectory. Without making any assumptions regarding the functional form of the payoff, we were able to recover the original function with remarkable accuracy. In particular, we showed that training against the optimal behaviour only, we could recover the terms in the payoff function that included this optimal behaviour (i.e., the social distancing cost). We were even able to extrapolate into regions that were far from the training data. By training against the full set of dynamical variables, we were also able to recover the functional dependence of the payoff function on the state of the system (here the fraction of susceptible and infected).

As currently formulated, the $N^3$ requires as input the full set of dynamical variables, including the Lagrange multipliers $\lambda$ used to constrain the dynamics. Unfortunately, this information will never be available in real-life. However, by considering the boundary values of $\lambda$ as additional hyper-parameters, and integrating our neural network, we can remove the $\lambda$ dependence entirely, and train only on the observed pandemic trajectory. This will be considered in future work, where we will also study the role of noisy measurements in the predictions, as well as introduce the government as an additional player, and simultaneously learn both government and individual utilities. We believe the current work has great potential for many applications in the social and physical sciences, engineering and government, as examples of differential games are ubiquitous[1–7].

Figure 7. $N^3$ predictions for the payoff $V$ as a function of $i$, evaluated at distinct points along the pandemic trajectory, for the three values of $\alpha$, (top) 100, (middle) 200, and (bottom) 400. Similar to Fig. 4 and 6, but the shift function is modified to suppress the $\kappa$ dependence. The theoretical value (solid line) is now given by $-\alpha\psi_i$. 
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Appendix A: Hamiltonian Formulation

We briefly discuss the Hamiltonian formulation of the optimal control problem (commonly encountered in the economics and optimal control literature), which we have presented in the main text within the Lagrangian formulation, and show how, in this case, both lead to exactly the same set of equations. The augmented Lagrangian $L(q, \dot{q})$ is a function of generalized coordinates $q = (q_\psi, q_\kappa, q_\lambda) = (\psi, \kappa, \lambda)$ and velocities $\dot{q} = (\dot{q}_\psi, \dot{q}_\kappa, \dot{q}_\lambda)$, and the Hamiltonian $H(q, p)$, obtained from the Legendre transformation $H = -L + \dot{q} \cdot p$[64], is a function of the coordinates $q$ and their conjugate momenta $p$. We have dropped the time $t$ and population state coordinates $\theta$, since they are passive arguments in the Legendre transformation. The momenta are defined as[64]

$$ p = \begin{pmatrix} p_\psi \\ p_\kappa \\ p_\lambda \end{pmatrix} \equiv \partial \dot{q} L = \begin{pmatrix} -q_\lambda \\ 0 \\ 0 \end{pmatrix} $$ (A1)

and Hamilton’s equations of motion are

$$ \dot{q} = \partial_p H $$
$$ \dot{p} = -\partial_q H. $$ (A3)

Because of the particular velocity dependence of the Lagrangian $L$, it turns out that the Hamiltonian is a function of only $q_{-\lambda} = (q_\psi, q_\kappa)$ and $p_{-\lambda} = (p_\psi, p_\lambda)$, where we use $-\lambda$ to indicate that the $\lambda$ coordinates are missing. Expressed as a function of $q$ and $p$, with $\dot{Q}(q, p)$ the function that locally inverts coordinates and momenta to yield the velocities $\dot{q}$,

$$ H(q, p) = -L(q, \dot{Q}(q, p)) + \dot{Q}(q, p) \cdot p $$

(4)

$$ = -V(q_{-\lambda}) - q_\lambda \cdot \left(F(q_{-\lambda}) - \dot{Q}_\psi(q, p)\right) $$
$$ + \dot{Q}_\psi(q, p) \cdot p_\psi $$

(5)

$$ = -\left(V(q_{-\lambda}) + q_\lambda \cdot F(q_{-\lambda})\right) + \dot{Q}_\psi(q, p) \cdot (p_\psi + q_\lambda) $$

(6)

$$ = -\left(V(q_{-\lambda}) - p_\psi \cdot F(q_{-\lambda})\right) $$

(7)

$$ \equiv H(q_{-\lambda}, p_{-\lambda}) $$

(8)

where, in the second to last step we have used the definition of the momenta conjugate to $\psi$, $p_\psi = -\lambda$. From this, we clearly see that, expressed in a Hamiltonian formalism, the Lagrange multipliers $\lambda$ no longer appear as coordinates, but as conjugate momenta. As mentioned in the main text, this Hamiltonian is equivalent to the $L'$ function from which all the dynamical equations were eventually derived

$$ H(q_{-\lambda}, p_{-\lambda}) = -\left(V(q_{-\lambda}) - p_\psi \cdot F(q_{-\lambda})\right) $$

(9)

$$ = -L'(q_\psi, q_\kappa, -p_\psi). $$ (10)

Finally, Hamilton’s equations for the $\psi$ degrees of freedom provide both the constraint and $\lambda$ dynamics,

$$ \dot{\psi} = F(\psi, \kappa, \lambda) $$

(11)

$$ \dot{p}_\psi = -\dot{\lambda} = \partial_\psi L'(\psi, \kappa, \lambda) $$

(12)

whereas the optimality condition is derived from the momentum equation for the remaining $\kappa$ degree of freedom,

$$ p_\kappa = 0 $$

(13)

$$ \implies \dot{p}_\kappa = \partial_\kappa L'(\psi, \kappa, \lambda) = 0. $$ (14)

Appendix B: Non-Uniqueness of the Lagrangian / Payoff Function

It is well known that Lagrangians are not unique[62–64], which raises the question of how we can expect to recover the payoff function $V$ from observations of the dynamics. In particular, two Lagrangians $L$ and $\tilde{L}$ that differ in the total-time derivative of a function of time and coordinates, $L - \tilde{L} = D_t G(t, q)$, will give rise to the same Euler-Lagrange equations[54]. This is easily seen, as both Lagrangians lead to the same action integral, except for a difference in the end-point values

$$ \tilde{S}[q](t_1, t_2) = \int_{t_1}^{t_2} \{ L(t, q, \dot{q}) + D_t G(t, q) \} dt $$

(1)

$$ = S[q](t_1, t_2) + G(t, q) |_{t_1}^{t_2}. $$ (2)

Variations which extremize $S$ would also extremize $\tilde{S}$, coefficient of $\delta q$ of $\tilde{S}[q](t_1, t_2) = \delta q S[q](t_1, t_2) + \left(\partial_q G\right) \delta q |_{t_1}^{t_2}$.

$$ \delta q \tilde{S}[q](t_1, t_2) = \delta_q S[q](t_1, t_2) + \left(\partial_q G\right) \delta q |_{t_1}^{t_2}. $$ (3)
only changing the natural boundary conditions. However, for the particular problem we are considering, with Lagrangians of the form
\[
L(t, q, \dot{q}) = V(t, q_{-\lambda}) + q_{\lambda} \cdot (F(t, q_{-\lambda}) - \dot{q}_{\psi}) \quad \text{(B4)}
\]

it is impossible to accommodate a general total-time derivative, since
\[
D_t G(t, q) = \partial G(t, q) + \dot{q} \cdot \partial_q G(t, q) = \partial G(t, q) + \dot{q}_{\psi} \cdot \partial_q G(t, q) + \dot{q}_{\psi} \cdot \partial_q G(t, q) \quad \text{(B5)}
\]
\[
\quad + \dot{q}_{\kappa} \cdot \partial_\kappa G(t, q) + \dot{q}_{\lambda} \cdot \partial_\lambda G(t, q). \quad \text{(B6)}
\]

By construction, the terms linear in \( \dot{q} \) are not allowed, since neither \( V \) nor \( F \) depend on \( \dot{q} \), and the dependence on \( \dot{q}_{\psi} \) in \( L \) is exactly given by the constraint term \( \lambda \cdot (F - \dot{q}_{\psi}) \). Thus, the only possibility would be to consider a function that is independent of \( q \). The general form of the Lagrangian / payoff function is then
\[
\tilde{L}(t, \theta, \psi, \kappa, \lambda; \cdot, \cdot, \cdot) = \tilde{V}(t, \theta, \psi, \kappa) \quad \text{(B7)}
\]
\[
\quad + \lambda \cdot (F(t, \theta, \psi, \kappa) - \psi)
\]
\[
\tilde{V}(t, \theta, \psi, \kappa) = V(t, \theta, \psi, \kappa) + G(t, \theta), \quad \text{(B8)}
\]

with \( G'(t, \theta) = D_t G(t, \theta) = \partial_\theta G(t, \theta) \) an arbitrary function of time and population state variables \( \theta \) only. In conclusion, since \( G(t, \theta) \) is independent of the individual state variables \( q = (\psi, \kappa, \lambda) \), it has absolutely no effect on the derived dynamics, and cannot be recovered from such observations. Thus, when evaluating the neural network predictions for \( V \), it only makes sense to look at changes in \( V \), in order to remove the \( G(t, \theta) \) term that effectively defines the zero of this “potential energy”.
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