ABSTRACT

In this study, the Noah land surface model with a tidal parameterization was implemented in the WRF model. Newly added inputs included gridded tidal data that indicated the presence of a tidal flat, and a time varying water layer thickness over the tidal flat. Two simulations were performed in an online mode, namely, a simulation without tidal effects (CNTL) and simulation with tidal effects (TIDE). A comparison between the simulations and observations at flux tower showed that the surface heat and momentum fluxes were well reproduced in the TIDE simulation both in the magnitude and variation. In spite of better surface flux simulations, the air temperatures were slightly better simulated in the TIDE simulation than in the CNTL simulation during nighttime only. The 10 m wind speed was slightly overestimated in the TIDE compared to the CNTL simulation. The mean differences in the field variables between the TIDE and CNTL simulations were examined for four cases during the simulation period (inundation and exposed conditions at night and inundation and exposed conditions during the day). Tidal grids were classified into two groups depending on the land use type in the CNTL simulation as either the land to tide (LT) group or the water to tide (WT) group. The magnitude of the 2 m air temperature difference between the two simulations was generally larger on LT group than on WT group. During the day, both the 2 m air temperature and the planetary boundary layer height (PBLH) decreased under inundation conditions over LT group. The impact of the tidal flat on 10 m wind and PBLH extended inland beyond the tidal flats during the daytime inundation period.

1. INTRODUCTION

Many urban cities are located in coastal areas or downwind of the coast; hence, realistic simulations of coastal meteorology are important for forecasting rapidly developing convective systems and predicting air quality (Lu and Turco 1995) over coastal areas. Some convective cells develop near the coast within a few hours and yield heavy rainfall in the downwind area. Heat and moisture are provided to the convective cells through surface fluxes, and the extent of the vertical mixing of air pollutants also depends on the surface heat fluxes (Stull 1988). Realistic simulations of surface fluxes in coastal regions also influences the intensity of sea breezes and the movement of sea breeze fronts (e.g., Crosman and Horel 2010).

Segments of coastal areas are covered by tidal flats that are alternately exposed and inundated by low and high tides, respectively. This leads to significant temporal changes in the surface fluxes over the tidal flats (Harrison 1985). The Yellow Sea is an ocean with large sea level differences between the tidal ebbs and flows. In low resolution models, tidal flats are not usually resolved. However, as the spatial resolution of a model increases with increasing computational speed (Hong and Dudhia 2012), some grid points near the shorelines can correspond to tidal flats. For better simulations of the surface fluxes on tidal flats, a parameterization for tidal flats has been developed and validated against eddy covariance data obtained at a single tower over a tidal flat in offline mode (Lee et al. 2016). The parameterization is
based on the energy budget of a water layer with varying thickness above the soil.

The impacts of land parameterization and land use data on meteorological fields in the lower atmosphere have been investigated using three-dimensional (3-D) numerical models in many studies (Otte et al. 2004; De Meij and Vinuesa 2014). Otte et al. (2004) implemented an urban canopy parameterization in the fifth-generation Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5) and showed that the urban canopy parameterization produces profiles for the wind speed, friction velocity, turbulent kinetic energy, and potential temperatures more consistently with the observations in urban areas than simulations that use the roughness approach. De Meij and Vinuesa (2014) examined the impact of high resolution topography and land use data on meteorological fields using the Weather Research and Forecasting (WRF) model and showed that changes in land use influence wind speed and air temperatures near the surface. To examine how significantly surface forcing of tidal flats influences meteorological fields, incorporation of a tidal parameterization into a 3-D model is required. Kessler et al. (1985) attempted to simulate the effect of tidal flat on sea-breeze development using idealized two-dimensional numerical simulation. However, tidal effects have not been considered in realistic 3-D numerical models.

In this study, we implemented a tidal parameterization in the WRF model and evaluated the implementation of tidal parameterization in the WRF using observed data over a tidal flat. We then examined the impact of the tidal parameterization on the simulated meteorological fields.

2. MATERIAL AND METHOD

2.1 Model Setup and Data

In this study, the fully compressible non-hydrostatic WRF model version 3.7 with multiple nesting capabilities was used (Skamarock et al. 2008). The domain configuration consisted of four nested domains with two-way interactions. The horizontal grid spacings for the four domains were 27 km (80 × 80), 9 km (64 × 64), 3 km (70 × 70), and 1 km (82 × 82). Domain 4 covered the western coast and Seoul metropolitan area. The vertical grids contained 45 full sigma levels from the surface to 50 hPa. The lowest half sigma level was about 12.5 m.

Figure 1a shows the WRF model domain. The simulations were initialized at 1200 UTC 5 September 2014 and lasted 78 h. The National Centers for Environmental Prediction (NCEP) final (FNL) operational model global tropospheric analyses data were used for the initial and boundary conditions. The NCEP FNL analyses are available on a 1.0° × 1.0° grid every 6 h. For the sea surface temperature (SST), we used the NCEP real-time SST archives with a 0.083° horizontal resolution that are commonly used in WRF simulations. The SST data are provided by the NCEP daily and can be downloaded on the web (ftp://polar.ncep.noaa.gov/pub/history/sst/rtg_high_res/). The SST data of 6 September 2014 were used during simulation period. The land cover data used were the Korean Peninsula 30-arc second data (Park and Suh 2015) and the Seoul Metropolitan area 3-arc second data (NIMR 2014).

The parameterizations chosen for this study include the Dudhia simple cloud-interactive shortwave radiation
scheme (Dudhia 1989), Rapid Radiative Transfer Model (RRTM) longwave radiation scheme (Mlawer et al. 1997), YSU planetary boundary layer (PBL) scheme (Hong et al. 2006), revised MM5 Monin-Obukhov scheme, and the Goddard microphysics scheme (Tao et al. 1989). In order to examine the tidal effects on the simulation, two land surface schemes were used, namely, the Noah land surface scheme (Chen and Dudhia 2001), and the Noah land surface scheme with tidal parameterization (Lee et al. 2016). The Kain-Fritsch cumulus parametrization scheme (Kain and Fritsch 1993) was used for the three outer domains.

The modelled results were compared with the eddy covariance data as well as the air temperature and wind speed data measured at the observation site on selected days. The observation site is located in the tidal flats off the western coast of South Korea (126°25´E, 37°26´N). Figure 2 shows a satellite photo of the flux observation site. Due to difficulty of installing a tower on the tidal flat, a tower was installed at the eastern boundary of the tidal flat and hence it provides good fetches of the tidal flat during westerly wind conditions, but not during easterly wind conditions. To the east of the tower, there are farmlands and forests. The wind velocity components \( u, v, w \), and the air temperature \( T \) were measured using a 3-D sonic anemometer (CSAT3, Campbell Inc., USA), and the water vapor \( q \) was measured 10 m above the ground using a gas analyzer (EC150, Campbell Sci., USA). The sampling rate for the turbulence measurements was 10 Hz. The net radiation was measured using the CNR4 net radiometer (Campbell Sci., USA). The water layer thickness was measured using a sonic ranging sensor (SR50A, Campbell Sci., USA) that measures the distance from the sensor height to the surface. All energy fluxes were calculated at 30 min intervals. The data processing is described in Lee et al. (2016). The measurement period was from 12 August to 26 September 2014. To compare the modelled results with the observations, we selected three days with clear daytime sky conditions and westerly winds.

2.2 Implementation of Tidal Parameterization into WRF Model

The tidal parameterization was based on the water layer energy budget with changing thickness above the soil. Details of the parameterization are described in Lee et al. (2016). Here, we briefly describe the features related to implementing the tidal parameterization into the WRF model. To consider alternate exposures and inundations over a tidal flat, different surface energy budget equations were employed during the inundation and exposed periods on the tidal grid, respectively. During inundation, the surface energy budget with a heat storage term for the water layer is given by

\[
R_n - G - H - L_p E_p = S 
\]

where \( R_n \) is the net radiation, \( G \) is the ground heat flux into the soil, \( H \) is the sensible heat, \( E_p \) is the potential evaporation from the water surface, \( L_p \) is the latent heat of vaporization, and \( S \) is the water layer heat storage term.

The heat storage term for the water layer is calculated as

\[
S = \rho_w C_p \frac{\Delta T_w}{\Delta t} d_w 
\]

where \( \rho_w \) is the density of water, \( C_p \) is the heat capacity of water, \( \Delta T_w \) is the water layer temperature change, \( \Delta t \) is the time step, and \( d_w \) is the water layer thickness.

In the coupled mode, the water layer temperature change is very small due to the small time step. Therefore,

Fig. 2. The flux observation site landscape (http://www.google.com/map). The red circle indicates the location of the flux tower.
double precision was used for the water temperature and related variables to calculate the water layer heat storage term. During the exposed soil condition, the surface energy balance equation for the bare ground without the heat storage term was employed.

On the tidal flats, the aerodynamic roughness length was given as 0.01 m during the exposed soil conditions, while in the presence of the water layer, the aerodynamic roughness length was calculated as Charnock’s (1955) expression plus a smooth flow limit, following Smith (1988):

\[ z_{\text{tie}} = a \frac{u^*}{g} + b \frac{v}{u^*} \]  

where \( v \) is the kinematic viscosity, \( g \) is the gravitational acceleration, and the constants \( a \) and \( b \) are 0.0185 and 0.11, respectively.

The water heat content was influenced by the horizontal heat advection due to movement as well as the surface energy balance. The SST was used to consider the horizontal heat advection given by

\[ \theta_1 = \left[ \theta_{\text{told}} d_{\text{wold}} + \frac{\text{SST}(\Delta d_w)}{d_w} \right] / d_w \quad \text{for} \quad \Delta d_w > 0 \]  

\[ \theta_1 = \theta_{\text{told}} \quad \text{for} \quad \Delta d_w \leq 0 \]  

where \( \theta_{\text{told}} \) and \( d_{\text{wold}} \) are the water temperature and water thickness at the previous time step, respectively, and \( \Delta d_w \) is the increase in water thickness from the previous time step. The water thickness data were provided at 30 min intervals and hence the horizontal heat advection was considered at 30 min intervals.

To implement a tidal parameterization into the WRF model, two additional gridded inputs are required: tidal data that indicates the tidal flat presence on the grid and the water layer thickness of the tidal grid. To acquire the required inputs for the model domain, we used the output from the finite-volume coastal ocean model (FVCOM). The FVCOM is an unstructured grid, finite-volume, 3-D primitive equation ocean model (Chen et al. 2003). Figure 1b shows the FVCOM model domain where the horizontal grid spacing is about 100 m around the coast and increases in the interior and near the open boundary. The ocean model was initialized with a cold start and the spin up time was three days. In the open boundary, the four largest tidal constituents in the Gyeonggi Bay were applied. The ocean model was run in a barotropic mode. The model outputs used in this study were sea surface elevation and the wet and dry indexes at 30 min intervals. When the grid in the FVCOM experienced an alternate exposure and inundation during the simulation period, we classified the grid as a tidal grid in the FVCOM. Many FVCOM grid points were included in each WRF grid.

When a grid was more than half covered by tide, the grid was classified as a tidal grid in the WRF.

The time varying thickness of the water layer on the tidal grid was calculated as

\[ d_w = h_1 - h_{\text{min}} \]  

where \( h_1 \) is the sea surface elevation and \( h_{\text{min}} \) is the minimum surface elevation at the same point.

The minimum surface elevation was defined as the surface elevation when the grid is exposed.

3. RESULTS

Two simulations were performed: a control simulation without the tidal effects (CNTL) and a simulation with the tidal effects (TIDE). We focused on the simulation results of domain 4 with a 1 km resolution where the tidal flats were resolved. The nearest grid to the tower site was not classified as a TIDE grid because the site is located at the boundary of the tidal flat and current method does not detect all small-scale tidal flats. For comparison with the observations, we added an additional tidal grid at the tower site in the TIDE simulation. At the additional tidal grid, the water layer thickness was not calculated and hence the observed water layer thickness was used.

3.1 Tides and Water Layer Thickness

Figure 3a shows the horizontal distribution of the tidal grid computed using the method described in section 2.2. The tidal grids were located near the shoreline, indicating that the current method reasonably detected the tidal flat. There were a total of 287 tidal grids including an additional tidal grid at the flux site in domain 4. Tidal grids occupied about 4.4% of the total number of grids in domain 4. The location of the flux site is indicated as the black dot in Fig. 3a. In the CNTL simulation, only land and water grids existed. Figures 3b and d show the horizontal distributions of land use types in the TIDE and CNTL simulations, respectively. The land use descriptions are given in Table 1. The tidal flat land use type in the tidal parameterization was set as barren, sparsely vegetated land. The grid land use types that were located in the tidal flats in the CNTL simulation are summarized in Table 1. Tidal grids were classified into two groups depending on the land use type in the CNTL simulation as either the land to tide (LT) group or the water to tide (WT) group. Water bodies accounted for about 38% of the tidal grids in the CNTL simulation. Primary changes in the surface fluxes over the tidal flats between the TIDE and CNTL simulations occurred differently depending on whether the tidal grid corresponded to LT or WT grids and this is further examined in section 3.3.
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Fig. 3. Horizontal distribution of the (a) tidal grid, (b) land use in the TIDE, (c) water layer thickness (m) at the tidal grids at 1900 UTC on 5 September 2014, and (d) land use in the CNTL. The black dot in (a) indicates the observation site.

Table 1. Description of the USGS land use types and number of grids corresponding to the tidal flats in the land use types of the CNTL in domain 4.

| Index | Land use Type                        | Number |
|-------|--------------------------------------|--------|
| 1     | Urban and Built-up Land              | 0      |
| 2     | Dryland cropland and pasture         | 2      |
| 3     | Irrigated cropland and pasture       | 28     |
| 4     | Mixed dryland/Irrigated cropland     | 0      |
| 5     | Cropland/Grassland Mosaic            | 0      |
| 6     | Cropland/Woodland Mosaic             | 0      |
| 7     | Grassland                            | 2      |
| 8     | Shrubland                            | 0      |
| 9     | Mixed shrubland/Grassland            | 0      |
| 10    | Savanna                              | 0      |
| 11    | Deciduous Broadleaf forest           | 2      |
| 12    | Deciduous Needleleaf Forest          | 0      |
| 13    | Evergreen Broadleaf forest           | 0      |
| 14    | Evergreen Needleleaf forest          | 1      |
| 15    | Mixed forest                         | 0      |
| 16    | Water bodies                         | 109    |
| 17    | Herbaceous Wetland                   | 117    |
| 18    | Wooded Wetland                       | 5      |
| 19    | Barren or Sparsely vegetated         | 0      |
| 20    | Herbaceous Tundra                    | 0      |
| 21    | Wooded Tundra                        | 0      |
| 22    | Mixed Tundra                         | 0      |
| 23    | Bare ground Tundra                   | 13     |
| 24    | Snow or Ice                          | 0      |
| 25    | Playa                                | 0      |
| 26    | Lava                                 | 0      |
| 27    | White sand                           | 0      |
| 28-30 | Unassigned                           | 0      |
| 31    | Low intensity residential            | 0      |
| 32    | High intensity residential           | 0      |
| 33    | Industrial or Commercial             | 8      |
|       | **Total**                            | **287**|
Figure 3c shows the horizontal distribution of the water layer thickness on the tidal grids at 1900 UTC during the inundation period. The water layer thickness ranged from zero to several meters, with a maximum of 6.3 m. Figure 4 presents a comparison of the time series of the calculated water layer thickness near the flux site in the TIDE with the observations. The distance between the tidal grid and the flux site was about 1.4 km. The diurnal variation of the calculated grid water layer thickness used in the TIDE was consistent with the observed water layer thickness at the flux site. However, the grid water layer thickness was greater and the grid inundation period was longer than the observations. The water layer thickness difference between observation and the calculated one was due to the difference in the location. The water layer thickness varied depending on the location (Fig. 3c). Also, the water layer thickness during the inundation period generally increased with increasing distance from the coast due to the sea facing slope of the coastal area. The measured water layer thickness was obtained at one point near the coast. Therefore, the magnitude of the averaged grid water layer thickness on the tidal flat was expected to be larger than the measured water layer thickness at the coast.

3.2 Comparison of the Modelled Results with Observations

In this section, we compared the two simulation results with observations obtained over the tidal flat. The land use type at the observation site was classified as “irrigated crop-land and pasture” in the CNTL, and hence the observation site corresponded to the LT grid in the TIDE. The soil type at the observation site was silty clay loam in both simulations. Figure 5 presents a time series of the downward solar radiation, sensible and latent heat fluxes, and the friction velocity from the two simulations compared with the observations for selected three days. For the downward solar radiation, both simulations had nearly the same magnitude and well captured the observed features on 6 and 8 September. Some underestimation of downward solar radiation occurred in the afternoon on 7 September in both simulations due to the presence of clouds in the simulation.

The black bars in Fig. 5c indicate wind blowing from the land (WD < 135° or WD > 345°, where WD denotes the wind direction). Hereafter, we denote the wind from sea to land as the sea breeze and the wind from land to sea as the land breeze. A land breeze developed every night except for the evening of 8 September. Due to location of the flux tower, the tower provided good upwind fetches over the tidal flats only during westerly wind conditions (Lee et al. 2016). Therefore, to compare turbulent fluxes between the model and observation we focused on the westerly wind condition (135° < WD < 345°).

During the daytime exposed conditions, the sensible heat fluxes were much greater in the CNTL than in the TIDE, and the magnitude of the turbulent fluxes in the TIDE agreed with the observations. The difference in sensible heat fluxes between the two simulations was due to differences in the roughness length and soil moisture contents between them. The roughness length (0.1 m) in the CNTL was 10 times greater than in the tidal flat (0.01 m). Table 2 displays the aerodynamic roughness length in two simulations and the estimated aerodynamic roughness length from observations using the Monin-Obukhov similarity during the exposed and inundation conditions for the sea and land breeze periods. For calculating the observation roughness length, we used data where the stability parameter z/L ranged between -1.0 to 0.2 to exclude the extreme stability conditions. Here, L is Obukhov length and z is the height above the ground. During the sea breeze condition, the roughness length estimated from the observations over the exposed surface were close to the values used in the TIDE.

In the TIDE, the soil moisture was saturated during inundation and therefore, the soil moisture of the top soil layer (0.464 m³ m⁻³) was close to saturation during the exposed condition, while in the CNTL, the soil moisture of the top soil layer (0.331 m³ m⁻³) was about 71% of that in the TIDE. The latent heat flux magnitude in the TIDE was similar to that in the CNTL because the effect of the smaller roughness length cancels out the effects of the increased soil moisture. However, the increased soil moisture and decreased roughness length in the TIDE increases the ground heat flux and decreases the sensible heat flux compared to the CNTL. The ground heat flux was greater in the TIDE than in the CNTL (figure not shown).

The observations showed that the inundation significantly reduced both the sensible and latent heat daytime fluxes and this was well reproduced in the TIDE. Overestimation of latent heat flux was also noted during the nighttime inundation period, and this was due to the fact that the observed fluxes do not represent those over the tidal flat during the land breeze condition (Lee et al. 2016). During the land breeze period, the estimated aerodynamic roughness length from the observations were much greater than during the sea breeze condition supporting that the observations did not represent those over the tidal flat (Table 2). The magnitude of the friction velocity was better simulated in the TIDE than in the CNTL (Fig. 5d).

Figure 6a shows a comparison of the air temperature at the measurement height (~10 m) between the two simulations and the observations. The measurement height changed with water depth, ranging 7 to 10 m. We estimated the air temperature at measurement height using logarithmic interpolation. The 2 m air temperature and the lowest-level air temperature (about 12.5 m) were used in the interpolation. Although the sensible heat flux was much better simulated in the TIDE than in the CNTL, the air temperature did not exhibit large differences between the two simulations (Table 3).
Fig. 4. Comparison of the calculated water layer thickness time series near flux site in the TIDE simulation with the observations.

Fig. 5. Comparison of the (a) downward solar radiation, (b) sensible heat flux, (c) latent heat flux, and (d) friction velocity between the model simulations and observations. The red bars in (b) indicate the inundation period and the black bars in (c) indicate periods of land breeze.
Table 2. Aerodynamic roughness length in the two simulations and observations at the flux site.

|                  | Sea breeze exposed | Sea breeze inundated | Land breeze exposed | Land breeze inundated |
|------------------|--------------------|---------------------|--------------------|----------------------|
| Number of Obs    | 26                 | 17                  | 13                 | 8                    |
| Observation (m)  | 0.01               | 0.00096             | 0.52               | 0.21                 |
| TIDE (m)         | 0.01               | 0.00005             | 0.01               | 0.00002              |
| CNTL (m)         | 0.1                | 0.1                 | 0.1                | 0.1                  |

Fig. 6. Comparison of the (a) 10 m air temperature and (b) 10 m wind speed between the model simulations and observations. The red bars in (a) indicate the inundation period and the black bars in (b) indicate periods of land breeze.

Table 3. Root mean square errors for the air temperature and wind speeds at 10 m from the two simulations during the sea breeze condition for three selected days.

|                  | Daytime CNTL | Daytime TIDE | Nighttime CNTL | Nighttime TIDE |
|------------------|--------------|--------------|----------------|---------------|
| Air temperature (K) | 2.32         | 2.42         | 1.21           | 1.04          |
| Wind speed (m s⁻¹)   | 0.82         | 1.02         | 0.94           | 1.04          |
The nighttime air temperature was slightly better simulated in the TIDE than in the CNTL (Table 3 and Fig. 6a). Both simulations showed increasing biases with simulation time. One possible reason for the underestimated daytime air temperature in both simulations is horizontal mixing. The tower is located at a heterogeneous site that consists of tidal flat, farmland, and forest (Fig. 2). During the daytime, air over the forest becomes heated due to larger absorptions of solar radiation and larger roughness lengths than over the tidal flat. Therefore, horizontal mixing of air could result in warmer air temperatures near the coast than over the middle of the tidal flat. For a 10 m wind speed, both simulations showed similar diurnal variations although the magnitude of the friction velocity was very different between the two simulations. The 10 m wind speed was slightly overestimated in the TIDE compared to the CNTL (Table 3 and Fig. 6b) during the daytime inundation period, due to the much smaller roughness length over the water than over the land (Table 2). However, impact of the roughness length on the wind speed is much less apparent than the impact of the roughness length on the friction velocity (Figs. 5d and 6b). It is due to the fact that the forcing term of wind speed in momentum equation is the vertical convergence of turbulent momentum flux rather than the turbulent momentum flux itself.

3.3 Tidal Parameterization Impact on the Simulated Meteorological Fields

In order to investigate the impact of tidal parameterization on the meteorological fields, we selected four distinct cases consisting of 9 h simulation periods: inundation and exposed conditions during the nighttime, inundation and exposed conditions during the daytime. Table 4 displays the 9 h mean differences in the selected variables between the two simulations. The tidal grids with no water layer during the inundation period and with water layer during the exposed period were not included in the calculation of the mean differences in Table 4. The surface flux behaviors on the LT grids were similar to those reported in section 3.2. On the WT grids, the large surface flux differences were shown for the latent heat fluxes during the exposed condition.

Two sample t-tests were performed to evaluate the statistical significance of the difference for selected variables between the two simulations for the four distinct cases. Table 5 displays the number of grids that showed significant differences for the selected scalar variables at the 95% confidence level between the two simulations for the four cases. For the 10 m wind vector, the point with significant differences indicated that the \( u \) or \( v \) showed significant differences at the 95% confidence level. Except for the 10 m wind vector, the number of grids with significant differences was larger at night than during the daytime. One reason for this is that the sample variance of the scalar variables was larger during the daytime than during the nighttime. For the 10 m wind, the number of grids with significant differences was larger during the inundation period.

Figure 7 shows the horizontal distribution of the 9 h mean difference in the latent heat fluxes (TIDE-CNTL) between the two simulations. The black dots in Fig. 7 indicate the presence of significant latent heat flux differences between the two simulations. Significant flux differences are observed on the tidal grids or near the tidal grids. The latent heat flux increase occurred at the LT grids for the nighttime inundation conditions. This is because during the night both the water temperature and water availability at the LT grids in the TIDE were higher than those in the CNTL leading to an increased latent heat flux. A significant decrease in the latent heat flux was observed at the LT grids during the daytime inundation period and this is consistent with the observations noted in section 3.2. An increase in the latent heat flux was observed at the WT grids during the daytime exposed condition due to the higher surface temperature and increased surface roughness of the exposed tidal flat. Similar patterns were also noted for the sensible heat flux differences (Fig. 8). However, the difference in the nighttime sensible heat flux was much smaller than that of the latent heat flux. This is because most of the available energy was used for evaporation rather than the sensible heat flux over the water.

In order to examine the surface forcing of the tidal flats on the meteorological fields, we compared the air

| Table 4. The 9 h mean difference (TIDE-CNTL) in the selected scalar variables between the TIDE and CNTL over the WT and LT grids for four distinct periods. \( \lambda E \): latent heat flux (W m\(^{-2}\)); \( H \): sensible heat flux (W m\(^{-2}\)); \( T \): air temperature at 2 m (K); PBLH: planetary boundary layer height (m); WT: water to tide grid; LT: land to tide grid. The tide grids with no water layer during the inundation period and with a water layer during the exposed period were not included in the mean difference calculations. |
|---|---|---|---|---|---|---|---|
| | Nighttime inundation | Nighttime exposed | Daytime inundation | Daytime exposed |
| | WT | LT | WT | LT | WT | LT | WT | LT |
| \( \lambda E \) | 0.9 | 100.4 | -58.7 | 11.2 | 8.4 | -134.1 | 137.5 | 1.2 |
| \( H \) | -1.7 | 30.0 | -14.4 | 7.5 | 1.0 | -126.6 | 64.4 | -45.8 |
| \( T \) | 0.3 | 2.6 | -0.9 | 1.3 | -0.1 | -1.2 | 0.8 | -0.2 |
| PBLH | 15.5 | 16.1 | 74.0 | 15.6 | -9.1 | -195.1 | 187.0 | -23.9 |
Table 5. The number of grids with significant differences at the 95% confidence level for the selected variables between two simulations for four distinct periods.

| Variables             | Nighttime inundation | Nighttime exposed | Daytime inundation | Daytime exposed |
|-----------------------|----------------------|-------------------|--------------------|-----------------|
| Latent heat flux      | 252                  | 341               | 190                | 122             |
| Sensible heat flux    | 294                  | 316               | 191                | 244             |
| PBL height            | 318                  | 34                | 181                | 148             |
| $T$ at 2 m            | 357                  | 289               | 155                | 47              |
| $u$ or $v$ at 10 m    | 167                  | 17                | 197                | 24              |

Fig. 7. Horizontal distribution of the 9 h mean differences in the simulated latent heat flux (W m$^{-2}$) between the TIDE and CNTL during (a) nighttime inundation, (b) nighttime exposed, (c) daytime inundation, and (d) daytime exposed hours during the simulation period. The black dots in the figures indicate the presence of significant differences between the two simulations at the 95% confidence level.
temperature at 2 m, the planetary boundary layer height (PBLH), and the wind vectors at 10 m between the two simulations. Figure 9 shows the horizontal distribution of the 9 h mean differences in the air temperature at 2 m between the two simulations. The air temperature over tidal flats in the TIDE exhibited a consistent response to the sensible heat flux forcing, leading to warming at night and cooling during the day over the LT grids under the inundation conditions. Although the flux difference was larger during the daytime than at night, the air temperature differences over the LT grids between the two simulations exhibited a larger magnitude during the nighttime (Table 4). This is because during the night, the effect of surface forcing on the air temperature is confined near the surface due to weak turbulence, while during the daytime it extends vertically due to the larger PBLH (figure not shown).

The horizontal distribution of the mean difference in the PBLH between the two simulations is shown in Fig. 10. Although the number of grids with significant differences was largest during the nighttime inundation period, the magnitude of the PBLH difference was small and hence its impact on the variable vertical mixings were not expected to be large (Table 4). During the daytime, the PBLH differences between the two simulations was larger (Table 4 and Fig. 10c) than at night. Therefore, this implies that using the tidal parameterization could significantly impact the simulation of the air pollutant concentration over the tidal flats and the surrounding area during the daytime. During the nighttime exposed condition, an increase in the PBLH over the WT grid was noted although only a small number of grids showed significant differences. This is related to the use of different critical Richardson numbers between the over water in unstable conditions and the over land to detect the PBLH in the YSU PBL scheme. The critical Richardson number is a function of the roughness length over the water in unstable conditions, and is usually smaller than the critical Richardson number of 0.25 used over land, leading to a larger PBLH over land than over water during windy conditions.

Figure 11 shows the horizontal distribution of the 9 h mean wind vector at 10 m for the four cases. Land and sea breezes are shown for the nighttime inundation and daytime inundation periods, respectively. The exposed periods
Fig. 9. Horizontal distribution of the 9 h mean differences in the simulated air temperature (K) at 2 m between the TIDE and CNTL during (a) nighttime inundation, (b) nighttime exposed, (c) daytime inundation, and (d) daytime exposed hours during the simulation period. The black dots in the figures indicate the presence of significant differences between the two simulations at the 95% confidence level.

Fig. 10. Horizontal distribution of the 9 h mean differences in the simulated planetary boundary layer height (m) between the TIDE and CNTL during (a) nighttime inundation, (b) nighttime exposed, (c) daytime inundation, and (d) daytime exposed hours during the simulation period. The black dots in the figures indicate the presence of significant differences between the two simulations at the 95% confidence level.
include morning and evening transition periods (Fig. 4), and hence land and sea breezes are not clearly shown: during daytime exposed period, the weak southeasterly was shown over the sea, while during the nighttime exposed period, the strong northwesterly was shown over the sea with the weaker wind over land. Figure 12 shows the horizontal distribution of the 9 h mean wind vector differences at 10 m between the two simulations. The black dots indicate the presence of significant differences in the $u$ or $v$ component of the 10 m wind between the two simulations. We added colors to indicate the land cover changes between the TIDE and CNTL. For example, the pink color indicates water in the TIDE, but land in the CNTL. Significant difference in the $u$ or $v$ component between the two simulations are shown on the land-to-water grids. During the nighttime inundation condition, the land breeze was enhanced along the coast due to the boundary shift between the land and sea. During the daytime inundation condition, the enhanced sea breeze was not confined to the coast, but extends farther inland although significant changes are confined to the tidal flat and coastal areas. This is consistent with the finding of Kessler et al. (1985), who found that the effect of inundation on a well-developed sea breeze involves both a translation and intensification of the sea breeze front. During exposed conditions, only small number of grids showed significant wind changes (Table 5).

4. SUMMARY AND CONCLUSIONS

In this study, we implemented tidal parameterizations in the WRF model and examined the impact of tidal parameterization on the meteorological fields. Newly added inputs for the WRF model were gridded tidal data and time varying water layer thicknesses over the tidal flat. The gridded tidal data and water layer thickness data were produced using FVCOM. The tidal effect was considered only in the innermost domain with a 1 km horizontal resolution where the tidal flat was resolved. Two simulations were performed: a simulation without tidal effects (CNTL) and a simulation with tidal effects (TIDE).

We evaluated the implementation of the parameterization against the observations at single point over a tidal flat. Comparisons of the simulation results have been made with the flux measurements, air temperature, and wind speed at 10 m for three days with clear skies. The diurnal variation and magnitude of both the latent and sensible heat fluxes were well reproduced in the TIDE simulation. The air temperature was slightly better simulated in the TIDE than in
the CNTL only during the nighttime. However, the 10-m wind speed was not better simulated in the TIDE compared to the CNTL. The mismatch between the observations and the TIDE simulation are partly due to location of the flux tower at the boundary of the tidal flat. During the daytime, horizontal mixing of the air between the tidal flat and the forest could result in warmer air temperatures and lower wind speeds. Despite the large differences in the surface fluxes between the two simulations, the difference in the 10-m air temperatures and wind speeds between the two simulations was small.

The impact of the tidal parameterization on the meteorological fields was examined. The differences in the turbulent fluxes between the TIDE and CNTL simulations were examined for the four cases: (1) the nighttime inundation, (2) the nighttime exposed conditions, (3) the daytime inundation, and (4) the daytime exposed conditions. Two sample t-tests were performed to evaluate the statistical significances of difference for selected variables between the two simulations for the four distinct cases. During the inundation period, significant increases in the turbulent fluxes were exhibited during the nighttime and significant decreases in the turbulent fluxes were exhibited during the daytime on the LT grids. The 2-m air temperature over the tidal flats showed a consistent response to changes in the sensible heat fluxes, but the magnitude of air temperature changes were larger at night than during the daytime due to less vertical mixing during the night. The PBLH was significantly reduced over the tidal flats and near the inland area during the daytime inundation conditions and this could reduce the vertical dispersion of air pollutants near the coast. Further, the land and sea breezes along the coast were enhanced due to shifts in the boundary between the land and water in the TIDE simulation. During the daytime inundation conditions, enhanced sea breeze extended farther inland although significant changes in the scalar components were confined to the tidal flat and coastal areas.

We expect that applying the WRF model with tidal parameterizations would provide better meteorological fields over the coastal regions, and this could also contribute to improving the forecasting of air pollutant concentrations in coastal regions.
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