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Abstract

We study the problem of learning from positive and unlabeled (PU) data in the federated setting, where each client only labels a little part of their dataset due to the limitation of resources and time. Different from the settings in traditional PU learning where the negative class consists of a single class, the negative samples which cannot be identified by a client in the federated setting may come from multiple classes which are unknown to the client. Therefore, existing PU learning methods can be hardly applied in this situation. To address this problem, we propose a novel framework, namely Federated learning with Positive and Unlabeled data (FedPU), to minimize the expected risk of multiple negative classes by leveraging the labeled data in other clients. We theoretically prove that the proposed FedPU can achieve a generalization bound which is no worse than $\sqrt{C}$ times (where $C$ denotes the number of classes) of the fully-supervised model. Empirical experiments show that the FedPU can achieve much better performance than conventional learning methods which can only use positive data.

1 Introduction

With the development of edge devices (e.g., cameras, microphones, and GPS), more and more decentralized data are collected and locally stored by different users. Due to the privacy and transmission concerns, users are unwilling or not allowed to share the data with each other. In this case, classical machine learning scheme can hardly learn a globally effective model for all the users. Therefore, federated learning\textsuperscript{14} is proposed to derive a model with high performance in the central server by leveraging multiple local models trained by users (clients) themselves, which ensures the privacy of the local data.

Typically, there is a common assumption in federated learning that the local data (private data) stored on user devices is well refined \textit{(i.e., all of the local data is labeled with ground truth)}. However, considering the limitation of time and resources, only part of the private data in each client are labeled in reality. To this end, some of the previous works were proposed to address this federated learning problem following a semi-supervised scheme. \textsuperscript{6} proposed the FedMatch algorithm which introduced a new inter-client consistency loss and decomposed the parameters for labeled and unlabeled data. \textsuperscript{19} managed to solve this problem by conducting a novel grouping-based model average method and improved the convergence efficiency. \textsuperscript{5} proposed a distillation-based algorithm to exchange the local models among each client and learned the unlabeled data by pseudo labels. Although these methods can successfully address the semi-supervised learning problem for federated learning, they assume that there are labeled samples in the central server in order to help the learning of unlabeled data.
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Figure 1: Illustration of the conventional federated learning (left) and the proposed method (right). Conventional federated learning method only learns from labeled data. In contrast, we propose the federated learning with positive and unlabeled data to fully inherit the information from the unlabeled data.

data in each client. However, such assumption violates the universal federated learning setting that data only exists on local clients.

We consider the most general setting of federated learning with unlabeled data: 1) each client only labels part of their own data which comes from part of the classes; 2) there are no data in the central server; 3) nothing except parameters of models can be exchanged between clients and the central server. Note that the first constraint of our setting meets the problem of learning from positive and unlabeled (PU) data. Existing PU methods [12, 13, 16] focused on solving the PU problem regard the negative class (class that contains no labeled samples) as a single class. However, since negative class in one client may consist of multiple positive classes in other clients, there are multiple negative classes in one client in federated learning, which results in a multiple-positive-multiple-negative PU (MPMN-PU) learning problem.

In this paper, we propose to solve the aforementioned problem with the Federated Averaging with Positive and Unlabeled data (FedPU) algorithm, where the local model in each client is trained with MPMN-PU data. We first analyze the expected risk of each class in each client and show that the risks of multiple negative classes can be successfully minimized by leveraging unlabeled data in this client and labeled data in other clients, which is shown in Figure 1. Moreover, we present a generalization bound of proposed FedPU and show that the FedPU algorithm is no worse than $C^{\sqrt{C}}$ times (where $C$ denotes the number of classes) of the fully-supervised model in federated setting. Experiments on MNIST and CIFAR-10 datasets empirically show that the proposed method can achieve better performance than existing federated learning algorithms.

## 2 Related Works

In this section, we briefly review the related works about the federated learning and positive-unlabeled learning.

### 2.1 Federated Learning

Federated learning was firstly proposed by [14] to collaboratively learn a model without collecting data from the participants. Some researcher focus on protecting the privacy of the users’ data through the aggregating process [10]. Secure aggregation proposed in [11] is based on the concept of the Secure Multiparty Computation (SMC) algorithm, which aggregated private values of mutually distrustful parties without revealing information about their private values. In order to prevent any client from trying to reconstruct the private data of another client by exploiting the global model, client-level differential privacy [4] was proposed for federated learning. Federated learning faced the statistical challenge of the heterogeneity of data from users in practical settings [17]. It is often the case that cooperation are conducted on low-quality, incomplete and insufficient data. Federated
Averaging (FedAvg) algorithm proposed by [14] performed aggregating algorithm by averaging model updates from participants. A lot of recent works focused on improving model performance on non-iid data and proposed advanced versions of FedAvg [11, 7, 15]. Recently, [18] proposed FedAwG for the setting of distributed learning with only positive data. To the best of our knowledge, there is no existing work on federated learning with positive and unlabeled data.

2.2 Positive and Unlabeled Learning

Various effective algorithms have been developed to solve the PU learning problem. The two-step technique was proposed by [12] based on the assumption that all the positive samples are similar to the labeled examples and the negative samples are very different from them. Biased PU learning methods [13] treated the unlabeled samples as negative ones with label noise. [9] regarded unlabeled data as negative data with smaller weights, then performed logistic regression after weighting the samples to handle the situation that noise rate is greater than a half. In order to avoid tuning the weights, [3] regarded unlabeled data as weighted positive and negative data simultaneously. [2] proposed the first unbiased risk estimator, then [8] made a progress by proposing a non-negative risk estimator for PU learning to mitigate the overfitting problem when using a flexible model. [16] adapted PU learning to the setting with multi-class data input, in which labeled data are from \( k - 1 \) positive classes and unlabeled data are from all the \( k \) classes. These methods regard the negative class as a single class, which is reasonable when there is only a single dataset. However, in federated learning the datasets are distributed in different clients, where samples from the negative classes in one client may become positive in another client since different clients are free to label their data. To this end, an effective PU learning algorithm for the federated setting is urgently required.

3 Method

In this section, we study federated learning problem under the MPMN-PU learning setting for each client.

3.1 Problem Setup

Here we first introduce the definition in federated learning, which consists of \( K \) different clients and one central server. Given the data space \( \mathcal{S} \) and the hypothesis space of parameters \( \mathcal{W} \), the training data is distributed on \( K \) different clients and is generated from the data space \( \mathcal{S} \), which is denoted as \( \{ \mathcal{S}_k \}_{k=1}^K \subseteq \mathcal{S} \). Denote \( T \) as the number of communication rounds and \( w_t \in \mathcal{W} \) as the weight matrix in the central server in time \( t \in \{ 1, ..., T \} \), the weights \( w_t \) is first transferred from the central server to each client, and then updated using the training data in each client respectively and derive \( K \) different weights \( w_{t+1}^k \):

\[
w_{t+1}^k \leftarrow \text{ClientUpdate}(k, w_t),
\]

where the client update stage is a conventional training method for updating the gradient. After that, the updated weights are then transferred back to renew the weight matrix in central server:

\[
w_{t+1} \leftarrow \sum_{k=1}^K \frac{n^k}{n} w_{t+1}^k,
\]

where \( n^k \) is the number of training samples in client \( k \) and \( n = \sum_{k=1}^K n^k \).

In the traditional federated learning setting, the training data in each client is fully labeled. Nevertheless, samples are not always fully labeled in many real world scenario because of the time and resources limitation in each client. Specifically, the training data \( \mathcal{S}_k \) in client \( k \) consists of positive data \( \mathcal{P}_k \) and unlabeled data \( \mathcal{U}_k \), which can be formulated as:

\[
\mathcal{S}_k = \mathcal{P}_k \cup \mathcal{U}_k, \quad k = 1, \ldots, K.
\]

Given the set of classes as \( \mathcal{C} = 1, \ldots, C \) in which \( C \) is the total number of classes, the classes of positive data in client \( k \) is denoted as \( \mathcal{C}_{\mathcal{P}_k} \), which is the subset of \( \mathcal{C} \), i.e., \( \mathcal{C}_{\mathcal{P}_k} \subseteq \mathcal{C} \). In other words, each client can only identify part of the classes from the dataset \( \mathcal{S}_k \). Besides, only a portion of the data in the positive classes can be labeled since the data is too much to be fully labeled. Therefore, there
exists unlabeled data from not only the negative classes but also the positive classes, i.e., \( C_{U_k} = C \). Specifically, we have:

\[
\forall x \in P_k, \text{Class}(x) \in C_{P_k}; \forall x \in U_k, \text{Class}(x) \in C.
\]

(4)

Note that different clients have different set of positive classes, and all of the positive classes should cover the whole classes in the dataset, i.e., \( \bigcup_{P_k} C_{P_k} = C \).

In this setting, the conventional federated learning algorithms cannot be directly applied. Fortunately, positive and unlabeled learning \([12]\) has been proposed to solve this problem. However, we meet a MPMN-PU learning problem, which cannot be directly handled by existing methods.

### 3.2 Federated Learning with Positive and Unlabeled Data

In this section, we propose our Federated learning with Positive and Unlabeled data (FedPU) method. We first present our MPMN-PU learning scheme. Denote the training samples as \( \{(x_i, y_i)\}_{i=1}^n \in S \). In classical multi-class classification, given the class prior \( \pi_i = p(y = i), i = 1, 2, …C \), the classifier \( f(x; w) \) (short as \( f(x) \)), in which \( w \) is the parameter of the classifier, can be learned by minimizing the expected misclassification rate:

\[
R(f) = \sum_{i=1}^{C} \pi_i R_i(f),
\]

(5)

where \( \sum_{i=1}^{C} \pi_i = 1 \) and \( R_i(f) = P_i(f(x) \neq i) \) denotes the expected misclassification rate on \( i \)-th class.

However, in MPMN-PU setting, only samples in a few classes are labeled in the training set for each client. Some of classes in Eq. [5] is unlabeled and the expected risk cannot be calculated in each client. Therefore, we introduce \( R_U(f) \) to denote the probability that the unlabeled samples have not been classified to the set of unlabeled classes:

\[
R_U(f) = \sum_{m \notin C_P} P_U(f(x) \neq m)
\]

\[
= \sum_{i \in C_P} \sum_{m \notin C_P} \pi_i P_i(f(x) \neq m) + \sum_{j \notin C_P} \sum_{m \notin C_P} \pi_j P_j(f(x) \neq m)
\]

\[
= \sum_{i \in C_P} \sum_{m \notin C_P} \pi_i P_i(f(x) \neq m) + \sum_{j \notin C_P} \sum_{m \notin C_P} \pi_j P_j(f(x) \neq m).
\]

(6)

Therefore, Eq. [5] can be reformulated as:

\[
R(f) = \sum_{i \in C_P} \pi_i R_i(f) + \sum_{j \notin C_P} \pi_j R_j(f)
\]

\[
= \sum_{i \in C_P} \pi_i R_i(f) + R_U(f) - \sum_{i \in C_P} \sum_{m \notin C_P} \pi_i P_i(f(x) \neq m) - \sum_{j \notin C_P} \sum_{m \notin C_P} \pi_j P_j(f(x) \neq m)
\]

\[
= \sum_{i \in C_P} \pi_i [P_i(f(x) \neq i) - \sum_{m \notin C_P} P_i(f(x) \neq m)]
\]

\[
+ \sum_{m \notin C_P} P_U(f(x) \neq m) - \sum_{j \notin C_P} \sum_{m \notin C_P} \pi_j P_j(f(x) \neq m).
\]

(7)

Now we are ready to solve the federated learning problem with MPMN-PU data. In the federated learning setting, the expected risk can be formulated as:

\[
R(f) = \sum_{k=1}^{K} R^k(f),
\]

(8)

where \( R^k(f) \) denote the expected risk in client \( k \). Given Eq. [7] the corresponding expectation of the expected risk using a surrogate loss function \( l \) in PU setting can be reformulated as:

\[
E[l(R^k(f))] = \sum_{i \in C_{P_k}} \pi_i E^k_i \left[ l(f(x) \neq i) - \sum_{m \notin C_{P_k}} l(f(x) \neq m) \right]
\]

\[
+ \sum_{m \notin C_{P_k}} E^k_U [l(f(x) \neq m)] - \sum_{j \notin C_{P_k}, j \neq m} \pi_j E^k_j [l(f(x) \neq m)],
\]

(9)
where $E^k_i$ means the expectation for the labeled data of $i$-th class in client $k$, and $E^k_U$ means the expected risk for unlabeled data in client $k$.

Note that the federated MPMN-PU learning problem has several negative classes, which is fundamentally different with conventional PU learning problem \cite{12,10} whose negative class is a single class. We have an additional term $\sum_{j,m \not \in C_{P_k}, j \neq m} \pi_j E_j [l(f(x) \neq m)]$ in Eq. (9) which cannot be directly calculated in client $k$ since there is no labeled data for these classes. Thus, existing PU learning methods failed to address this situation.

Fortunately, we have $\bigcup_{k} C_{P_k} = C$, which means that although we have no information for the negative class in one client, there exists labeled data for these classes in other clients. Since the weights in central server is derived from the combination of each client, we can use the labeled data in other clients to handle the expected risk that cannot be directly calculated, which can be formulated as:

$$
E^k_j [l(f(x) \neq m)] \leftarrow E^k_j [l(f(x) \neq m)],
$$

where $j \not \in C_{P_k}, j \in C_{P_s}$. (10)

Specifically, we use labeled samples from the $j$-th class in client $k_2$ to help calculating the risk of $j$-th class which is treated as negative in client $k_1$. According to the Eq. (8) the overall risk $R(f)$ remains the same after applying this approximation.

By applying Eq. (10) to Eq. (9) we can successfully formulated the PU learning risk as:

$$
E[l(R^k(f))] = \sum_{i \in C_{P_k}} \pi_i E^k_i \left[ l(f(x) \neq i) - \sum_{m \not \in C_{P_k}} l(f(x) \neq m) \right]
+ \sum_{m \not \in C_{P_k}} E^k_U [l(f(x) \neq m)] - \sum_{k_q \neq k} \sum_{i \in C_{P_k}, i \not \in C_{P_{k_q}}, i \neq m} \pi_i E^k_i [l(f(x) \neq m)],
$$

Different with Eq. (8) that contains risk of negative classes, the above equation can be easily minimized since it only consists of the risk of positive data and unlabeled data. Therefore, the final loss function for updating the weights $w$ in each client $k$ using its data $\{x^k\} \in S_k$ can be formulated as:

$$
L(f(w)) = \sum_{i \in C_{P_k}} \sum_{j=1}^{n^k_i} \pi_i \left[ l(f(x^k_j) \neq i) - \sum_{m \not \in C_{P_k}} l(f(x^k_j) \neq m) \right]
- \sum_{k_q \neq k} \sum_{i \in C_{P_k}, i \not \in C_{P_{k_q}}, i \neq m} \pi_i \sum_{j=1}^{n^k_i} [l(f(x^k_j) \neq m)] + \sum_{m \not \in C_{P_k}} \sum_{j=1}^{n^k_U} [l(f(x^k_j) \neq m)],
$$

where $n^k_i$ and $n^k_U$ denotes the number of $i$-th samples and unlabeled samples in client $k$, respectively.

By minimizing the above loss function in each client, the overall expected risk in Eq. (5) can be minimized.

3.3 Theoretical Analysis

We use the loss function in Eq. (12) to minimize the risk in Eq. (11). In this section, we analyze the generation bound of the proposed FedPU. We first evaluate the bound in each client. Then the overall bound can be derived by summing these bounds. Note that the proof of theorems and lemma can be found in the supplementary materials.

Since the Eq. (11) has three terms, we begin with the first and second terms.
Therefore, based on Equation 3, we can present the generalization bound for the unlabeled data with Theorem 1 and 2:

\[ \mathbb{E}_i \left[ l(f(x) \neq i) - \sum_{m \in C_{P_k}} l(f(x) \neq m) \right] - \frac{1}{n_i^k} \sum_{j=1}^{n_i^k} \left[ l(f(x_j) \neq i) - \sum_{m \in C_{P_k}} l(f(x_j) \neq m) \right] \]

\[ \leq 2CV \left( \sum_{s \in C_{P_k}} \frac{1}{\sqrt{n_s^k}} + \frac{1}{\sqrt{n_U^k}} \right) + \frac{\log \frac{1}{\delta}}{2n_i^k} \]

(13)

where \( i \in C_{P_k}, \) \( V \) is a constant related to the VC-dimension of \( f \) and the bound of loss function \( l, \) \( n_i^k \)

and \( n_U^k \) denotes the number of samples in \( i \)-class and unlabeled classes in \( k \)-th client, respectively.

Theorem 2 Fix \( f \in \mathcal{F}, \) for any \( 0 < \delta < 1, \) with probability at least \( 1 - \delta, \) the generalization bound holds:

\[ \mathbb{E}_i^k \left[ l(f(x) \neq m) \right] - \frac{1}{n_i^k} \sum_{j=1}^{n_i^k} l(f(x_j) \neq m) \leq CV \left( \sum_{s \in C_{P_k}} \frac{1}{\sqrt{n_s^k}} + \frac{1}{\sqrt{n_U^k}} \right) + \frac{\log \frac{1}{\delta}}{2n_i^k}. \]

(14)

Theorem 1 and 2 presents the generalization bound for the labeled data in each class, which can be summarized to get the error bound for the first two terms in Eq. 11.

However, it is difficult to derive the error bound of the last term in Eq. 11 since the expectation is calculated on unlabeled data, so we decompose this term using the following lemma.

**Lemma 3** Define

\[ l'(f(x) \neq m) = \frac{k^C_{U_k}}{k^C_{U_k} + \prod_{i \in C_{P_k}} |k - i|} l(f(x) \neq m), \]

(15)

where \( C_{U_k} \) denotes the number of unlabeled classes in client \( k. \) The last term in Eq. 17 can be decomposed as:

\[ \sum_{m \in C_{P_k}} \mathbb{E}_i^k \left[ l(f(x) \neq m) \right] = \sum_{i \in C_{P_k}} \pi_i \left( \prod_{i \in C_{P_k}} |k - i| \right) \sum_{m \in C_{P_k}} \mathbb{E}_i^k \left[ l'(f(x) \neq m) \right] \]

\[ + \sum_{m \in C_{P_k}} \mathbb{E}_i^k \left[ l'(f(x) \neq m) \right]. \]

(16)

Therefore, based on Lemma 3, we can present the generalization bound for the unlabeled data with the following theorem.

**Theorem 4** Fix \( f \in \mathcal{F}, \) for any \( 0 < \delta < 1, \) with probability at least \( 1 - \delta, \) the generalization bound holds:

\[ \sum_{m \in C_{P_k}} \mathbb{E}_i^k \left[ l(f(x) \neq m) \right] - \frac{1}{n_i^k} \sum_{j=1}^{n_i^k} \sum_{m \in C_{P_k}} l'(f(x_j) \neq m) \]

\[ \leq \sum_{i \in C_{P_k}} \pi_i \left( 1 + \prod_{i \in C_{P_k}} |k - i| \right) \sum_{m \in C_{P_k}} \mathbb{E}_i^k \left[ l'(f(x) \neq m) \right] \]

\[ + \left( \sum_{i \in C_{P_k}} \pi_i + 1 \right) CV \left( \sum_{i \in C_{P_k}} \frac{1}{\sqrt{n_s^k}} + \frac{1}{\sqrt{n_U^k}} \right) + \sum_{i \in C_{P_k}} \pi_i \left( 1 + \prod_{i \in C_{P_k}} |k - i| \right) \sqrt{\frac{\log \frac{1}{\delta}}{2n_i^k}}, \]

(17)

Now we are ready to present the generalization bound for Eq. 11.
Table 1: Classification result on iid data.

| Num of Clients | Num of P-class | Overlap | Baseline-1 | Proposed Method | Baseline-2 |
|----------------|----------------|---------|------------|-----------------|------------|
| 10             | 2              | ✓       | 85.47%     | 92.50%          | 97.95%     |
| 4              | 6              | ✓       | 92.10%     | 95.08%          | 98.05%     |
| 2              | 9              | ✓       | 93.15%     | 95.37%          | 98.20%     |
| 10             | 1              | ✗       | 37.13%     | 84.15%          | 97.95%     |
| 5              | 2              | ✗       | 73.41%     | 93.45%          | 98.03%     |
| 2              | 5              | ✗       | 74.00%     | 93.73%          | 98.20%     |

Theorem 5 As $n_i^k, n_U^k \to \infty, i \in \mathcal{C}_P, k \in \{1, ..., K\}$, the generalization bound of the proposed FedPU is of order:

$$O\left( \sum_{k=1}^{K} C^2 \left( \sum_{i \in \mathcal{C}_P} \frac{1}{n_i^k} + \frac{1}{\sqrt{n_U^k}} \right) \right).$$

It should be noted that for fully labeled data, the generalization bound using federated learning should be of order $O\left( \sum_{k=1}^{K} C^2 \frac{1}{\sqrt{n_i^k + n_U^k}} \right)$. As a result, the proposed method is no worse than $C\sqrt{C}$ times (assuming that each class has the same order of samples) of the fully-supervised models. Moreover, for the classical learning with fully labeled data (without federated learning), the generalization bound would be of order $O\left( \frac{C^2}{\sqrt{\sum_{k=1}^{K} (\sum_{i \in \mathcal{C}_P} n_i^k + n_U^k)}} \right)$. Therefore, the proposed method is no worse than $CK\sqrt{CK}$ times of the fully-supervised models without federated learning.

4 Experiments

In this section, we show the experimental results of the proposed method in both iid data and non-iid data on the MNIST and CIFAR-10 dataset. We also conduct ablation study to verify the effectiveness of the proposed method in different settings.

We first detail the training strategy used in the following experiments. The SGD optimizer is used to train the network with momentum 0.5. For federated learning, we set the communication round as 200. For each client, the local epoch and local batchsize for training the network in each round is set as 1 and 100. The learning rate is initialized as 0.01 and exponentially decayed by 0.995 over communication rounds on the MNIST dataset. To show the effectiveness of the proposed method, we compare the proposed method with two different baselines. Baseline-1 denotes that the network is trained using only positive data and FedAvg [14]. Baseline-2 denotes that the network is trained using fully-supervised data and FedAvg.

4.1 Performance on iid Data with Balanced Positive Classes

We evaluate our method in iid setting of federated learning, where the training data in each client is uniformly sampled from the original dataset. Specifically, we uniformly divide the training set into $K$ parts, where each part of data is class-imbalanced. Since the ability of each client is limited, only a few classes can be labeled. Moreover, only part of data in these classes is labeled. To fully investigate the ability of the proposed method, we conduct different settings as shown in Table 1 including using different number of clients ($\{2, 4, 5, 10\}$) and different number of positive classes ($\{1, 2, 5, 6, 9\}$). We also investigate the influence of overlap of positive classes between different clients. Only half of data in each positive class is labeled.

We conduct experiments on the MNIST dataset, which is composed of images with $28 \times 28$ pixels from 10 categories. The MNIST dataset consists of 60,000 training images and 10,000 testing images. The results are shown in Table 1. We first investigate the setting that each client has overlap in positive classes and the number of clients varies from 2 to 10. The Baseline-1 trained with positive data can...
Table 2: Classification results with different number of positive classes in each client.

| Division of P-class | Overlap | Baseline-1 | Proposed Method | Baseline-2 |
|---------------------|---------|------------|----------------|------------|
| [2,3,4,6,7,8]       | ✓       | 93.84%     | 95.32%         | 97.91%     |
| [1,2,4,6,7]         | ✓       | 93.81%     | 95.01%         | 98.03%     |
| [2,4,6,8]           | ✓       | 92.27%     | 95.28%         | 98.05%     |
| [3,7]               | ✗       | 89.68%     | 94.68%         | 98.20%     |
| [2,3,5]             | ✗       | 71.46%     | 93.65%         | 98.16%     |
| [1,2,3,4]           | ✗       | 74.27%     | 94.48%         | 98.05%     |

Table 3: Classification result on non-iid data.

| Num of Partitions | Division of P-class | Overlap | Baseline-1 | Proposed Method | Baseline-2 |
|-------------------|---------------------|---------|------------|----------------|------------|
| 5                 | [2,2,....,2]        | ✓       | 25.47%     | 91.67%         | 97.47%     |
| 5                 | [1,1,....,1]        | ✗       | 24.37%     | 91.24%         | 97.47%     |
| 5                 | [4,4,3,3,2,1,1,1,1] | ✓       | 76.92%     | 92.16%         | 97.47%     |
| 2                 | [1,1,....,1]        | ✗       | 69.24%     | 91.29%         | 96.19%     |

only achieve 85.47%, 92.10% and 93.15% accuracies for 10, 4 and 2 clients, respectively. It can be seen that as the number of clients increases, the data is more discrete, which makes the accuracies of learned networks lower. Although the Baseline-2 can achieve higher performance (97.95%, 98.05% and 98.20%), the networks should be trained with fully supervised data, which is usually unavailable in real-world applications. In contrast, the proposed method can achieve 92.50%, 95.08% and 95.37% accuracies, respectively, which is consistently higher than those of the Baseline-1 and comparable to Baseline-2.

We further investigate the non-overlap setting, where positive classes in each client are not overlapped. This setting is challenging, since the information of every class is contained in only one client. As a result, the Baseline-1 trained with positive data achieves only 37.13%, 73.41% and 74.00% accuracies for 10, 5 and 2 clients, respectively. The proposed FedPU can still achieve 84.15%, 93.45% and 93.73% accuracies by fully inheriting the information from the unlabeled data. These experiments show that the proposed method can perform well with iid data in federated setting.

### 4.2 Performance on iid Data with Imbalanced Positive Classes

To further investigate the effectiveness of the proposed method, we study a more complicated setting that the number of positive classes is different in each client. The results are shown in Table 2. For example, the division of P-class is [2, 3, 4, 6, 7, 8] means there are 6 clients consists of 2, 3, 4, 6, 7 and 8 positive classes, respectively. We also study both the overlap and non-overlap settings. The Baseline-1 achieves 93.84%, 93.81% and 92.27% accuracies for different divisions of positive classes in the overlap setting, while the proposed method can achieve 95.32%, 95.01% and 92.28% accuracies, respectively, which is much higher than Baseline-1. The results in non-overlap setting is worse than those in overlap setting, which is consistent with the results in Table 2. Note that although the Baseline-2 can achieve a ∼98% accuracy in all settings, it should trained with fully supervised data and violate most of the scenarios in real-world applications.

### 4.3 Performance on Non-iid Data

Another important setting for federated learning is that the data in each client is under the non-iid distribution. Therefore, we follow the settings in [11] to construct the non-iid data, where the data is sorted by class and divided to create two extreme cases: (a) 5-class non-iid, where the sorted data is divided into 50 partitions and each client is randomly assigned 5 partitions from 5 classes. (b) 2-class
Table 4: Classification results with different percentage of positive samples.

| Percentage | Baseline-1 | FedPU | Baseline-2 |
|------------|------------|-------|------------|
| 1/3        | 91.22%     | 94.46%| 98.05%     |
| 1/2        | 93.24%     | 95.31%| 98.05%     |
| 2/3        | 94.11%     | 95.60%| 98.05%     |

Table 5: Classification results on CIFAR-10 dataset

| Data Distribution | Division of P-class | Overlap | Baseline-1 | Proposed Method | Baseline-2 |
|-------------------|----------------------|---------|------------|-----------------|------------|
| iid               | [2,2,2,2,2]          | ✓       | 65.52%     | 76.81%          | 81.13%     |
| iid               | [1,2,4,6,7]          | ✓       | 71.42%     | 75.41%          | 81.13%     |
| non-iid           | [2,2,2,2,2,2,2,2,2,2] | ✓       | 52.39%     | 61.05%          | 72.61%     |
| non-iid           | [4,4,3,3,2,2,1,1,1,1] | ✓       | 55.57%     | 65.73%          | 72.61%     |

...non-iid, where the sorted data is divided into 20 partitions and each client is randomly assigned 2 partitions from 2 classes.

For 5-class non-iid, we study three different divide settings for positive classes in each client, which is shown in Table 3. Compared with the iid setting, the non-iid setting is more challenging since the data distribution in each client is different and it is hard for the model to effectively learn the latent distribution on the whole dataset. Therefore, Baseline-1 can achieve only 25.47%, 24.37% and 79.62% accuracies when dealing with non-iid and unlabeled data, which is hard to optimize. In contrast, the proposed method can still achieve 91.67%, 91.24% and 92.16% accuracies, respectively, which outperforms Baseline-1 by a large margin.

For 2-class non-iid, Baseline-1 achieves a 69.24% accuracy while the proposed method achieves a 91.29% accuracy, which still shows the superiority of the proposed FedPU. It should be noted that although the baseline method can achieve ~ 98% accuracy, it requires the fully labeled data to train the model in each client. In contrast, the proposed method requires only a small amount of labeled data and utilizes the information on unlabeled data to learn an effective model. In conclusion, the proposed method successfully learns the latent distribution from the positive and unlabeled data in the non-iid federated setting and achieve better performance than conventional federated learning methods.

4.4 Ablation Study

In the above sections, we study the PU setting where there are half of data in each positive classes are labeled on the MNIST dataset. Here we make an ablation study to investigate the impact of the percentage of labeled data in positive class. We use 4 clients whose number of positive classes are all equal to 6. The data is collected with iid distributions from each client. As shown in Table 4, with the growth of the percentage of labeled data (from 1/3 to 2/3), the accuracy of the proposed method can be improved from 94.46% to 95.60%, which indicates the effectiveness of the proposed method with different percentage of labeled data.

4.5 Experiments on CIFAR-10

After investigating the performance of the proposed FedPU on MNIST dataset, we further evaluate our method on the CIFAR-10 dataset. The CIFAR-10 dataset consists of 50,000 training images and 10,000 testing images with size $32 \times 32 \times 3$ from 10 categories. The training strategy is the same as that on the MNIST dataset. As shown in Table 5, experiments on different settings (e.g., data distribution, division of positive classes, overlap), are conducted to evaluate the effectiveness of the proposed method.

We first investigate the results on the iid data. 5 clients with 2 positive classes in each client are used to train the model. The positive classes have no overlap. The FedAvg method trained with positive data achieves only a 62.52% accuracy. The proposed method achieves a 76.71% accuracy with the help of unlabeled data, which is more close to the result (81.13%) trained with fully supervised data. Then, we turn to explore the challenging situation that each client has different number of positive...
class ([1,2,4,6,7]). The proposed method still achieves a 75.41% accuracy, which is much higher than that of Baseline-1 (71.42%).

We further construct the non-iid data on CIFAR-10 dataset following [11], where each class of the training data is randomly divided into 5 partitions (50 partitions for 10 classes) and each client is randomly assigned 5 partitions from 5 classes. We also investigate the situation that each client has the same/different number of positive classes. As shown in Table 5, the models trained by the proposed method achieve accuracies of 61.05% and 65.73% and surpass those trained with the baseline method by a large margin (8.66% and 10.16%). In conclusion, the proposed method significantly improves the performance of the existing federated learning method in different settings on CIFAR-10 dataset.

5 Conclusion

We study a real-world setting in federated learning problem, where each client could only label limited number of data in part of classes. Existing federated learning algorithms can hardly achieve satisfying performance since they cannot minimize the expected risk for each class in each client. To address this problem, we propose the Federated learning with Positive and Unlabeled data (FedPU) algorithm, which can effectively learn from both labeled and unlabeled data for each client. Theoretical analysis and empirical experiments demonstrate that the proposed method can achieve better performance than the conventional federated learning method learned by the positive data.
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