A review of feature selection in sentiment analysis using information gain and domain specific ontology
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Abstract
There is a continued interest in understanding people’s interest through the contents they share online. However, the data generated is massive, characterized by textual jargons and tokens that contain no sentiment or opinion value. One way of reducing the data dimension and pruning of irrelevant features is feature selection. However, the existing approaches of feature selection are still inefficient. Two prominent feature selection methods in sentiment analysis are information gain and ontology-based methods. Information gain has the disadvantage of not considering redundancy between features while ontology-based approach requires a lot of human intervention. The aim of this paper is to review these two methods. The review of these two methods shows that using the two methods in a two-step approach can overcome their limitations and provide an optimal feature set for sentiment analysis.
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1. Introduction
The contemporary web technology allows people to generate an unlimited amount of data online. People share their opinion, mostly in the form of writing, images or videos about facts, events or things through the web technologies. This is possible with the development of several social media platforms including Facebook and Twitter. The user-generated content on these platforms provides an important data that can be used to understand people’s opinion about virtually every subject of discussion. Understanding people’s sentiments and opinion using this data became an important field of research called sentiment analysis. Research on sentiment analysis began over a decade ago. Early works include [1–5]. An important concept in sentiment analysis is feature selection. Feature selection is a process of identifying and selecting most relevant features from a noisy data, thereby pruning irrelevant features and reducing the data dimension [6,7]. It is important in sentiment analysis due to the nature of the sentiment analysis data which is characterized by textual jargon.

The purpose of this paper is to review feature selection in sentiment analysis based on two widely used methods, ontology-based and information gain-based approaches. The research question that this study intends to address is: can Information gain and ontology-based feature selection methods be used together to provide a more accurate feature selection method? Based on this research question, the aim of this paper is to review information gain and ontology-based feature selection methods in sentiment analysis. The following are some of the contributions of this paper:

1. The problem of feature selection in sentiment analysis was reviewed, and how it relates to feature selection in topical text classification.
2. Information gain and ontology-based feature selection methods in sentiment analysis were extensively reviewed with the aim of identifying their strengths and weaknesses.
3. A proposal on how information gain and ontology-based feature selection methods can be used together for a more accurate feature selection was presented.
This paper is organized into five related sections. The first section explores feature selection, levels of feature selection, approaches of feature selection, and the applications of feature selection. The second section discusses feature selection in sentiment analysis and the two categories of approaches to feature selection in sentiment analysis. The third section provides a review of information gain and ontology-based feature selection methods. The fourth section contains the proposed approach. The last section contains the conclusion and future work.

2. Research approach
This study is based on literature review. Two prominent feature selection methods: Information gain and ontology-based approaches were reviewed. Research studies from ACM Digital Library, IEEE Explore, Scopus, and Google Scholar were extracted. The search strings that were used for retrieving the research papers was formed by a combination of the following key phrases: “*Information gain feature selection”, “*Ontology-based feature selection”, “Information gain feature selection*”, *Ontology-based feature selection*”. Studies between 2002 and 2017 were included in the research while those of unknown conferences were excluded.

3. Overview sentiment analysis
Sentiment Analysis is a novel field of research in natural language processing (NLP) that deals with the identification and classification of people’s opinion and sentiments about products and services contained in a piece of text, usually in web data [8]. The existence of these data can be attributed to the recent tremendous growth in the web technologies. There are a lot of platforms through which people can now share their opinion and sentiments about issues, products and services. These platforms include the social media, blogs, and reviews. The process of identifying and grouping the text is called sentiment classification while the positive, negative or neutral orientation of the text is called the polarity orientation of the text [9].

Several attempts have been made to present a means through which useful meaning can be extracted from the data, they mostly involve identifying if the text is contained positive, negative or neutral sentiment proposed a method of classifying a review as “recommended” or “not recommended” using a pointwise mutual information – information retrieval (PMI-IR) to estimate the semantic orientation of a phrase [4]. Investigated the use of sentiment analysis for customer satisfaction, identification from online clients’ comment. Using comparative analysis of correlation between the sentiments and manually assigned score, they concluded that sentiment analysis can be used in customer satisfaction identification [10]. Proposed a feature-based vector model, a weighting algorithm-based TF–ITF algorithm, and an algorithm to extract sentiment six-tuple based on dependency parsing for Chinese sentiment classification [11], proposed the use of sentiment oriented terminological ontologies to classify documents [12]. They proved that sentiment can effectively be identified using a probabilistic approach based on the Latent Dirichlet Allocation (LDA).

The term level of sentiment analysis is used to describe the manner in which the classification is achieved. Three levels of sentiment analysis have been identified, they are documented level sentiment analysis, sentence level sentiment analysis and aspect/entity level sentiment analysis. In document level sentiment analysis approach, the sentiment analysis is achieved by taking the entirety of the opinionated document into consideration and so, this method can only be able to tell the orientation of an opinionated document but cannot specify the details of the orientation. On the other hand, sections and sub-sections of an opinionated document are considered for sentiment analysis using sentence-level sentiment analysis. This approach provides a finer sentiment analysis than the document level sentiment analysis and can specify the polarity of different sections and sub-sections of an opinionated document. In aspect-level sentiment analysis, an opinionated document is broken down into pieces, to contain features and such features are used for sentiment analysis. In this way, it provides a fine-tuned sentiment analysis and it gives the details as to what exactly makes the orientation and the reason for the polarity orientation of an opinionated document.

Sentiment analysis is closely related to text classification, and as such sentiment analysis is often treated as a text classification problem [8]. This classification can be achieved in many ways, but the approaches can generally be grouped into supervised learning approach and unsupervised learning approach.

3.1 Supervised learning approach
Supervised learning approach is sometimes referred to as a machine learning approach. In this approach, popular machine learning algorithms are used for the task of sentiment analysis in the same way they are
used in traditional text classification tasks [8]. Several machine learning algorithms have been used for sentiment analysis. The most widely used include naïve Bayes, maximum entropy and support vector machines. Proposed a method of sentiment analysis based on support vector machine [13]. Their approach takes into account whether a post is subjective and whether the poster is credible or not. They argued that their method can be very effective in decision making when used the business domain. Proposed improvement to the naïve Bayesian classifier in sentiment classification [14]. Their improvement is to overcome a problem of reduced accuracy that can be encountered when using supervised learning approaches. Their experimental results showed an increased accuracy compared to support vector machines and traditional naïve Bayesian classifier. Assessed the performance of naïve Bayes (NB), maximum entropy (ME), stochastic gradient descent (SGD), and Support Vector Machine (SVM) in the classification of sentiment contained in customer reviews [15]. They experimented with different parameters and concluded that a higher coefficient of $n$ in n-gram yields lower classification accuracy result.

3.2 Unsupervised learning approach

Sentiment Analysis using unsupervised learning approach, also referred to as lexicon-based approach is achieved by identifying features in the documents, then comparing them against sentiment lexicons developed, whose sentiment values have already been determined [16]. For example, the basic idea of a lexicon-based approach is to first develop a lexicon of both positive and negative lexicons used in expressions then analyze a test document to find them. If the document consists of more of the positive lexicons then it is considered as positive sentiment else as a negative sentiment. Three methods of building an opinion lexicon have been identified. They are the manual approach, dictionary-based approach and corpus-based approach. The manual approach is done manually and therefore takes longer time to complete and is mostly used to validate the automatic approaches. The dictionary based approach begins by manually collecting words with well-known orientation, then building a bigger lexicon. The lexicon is propagated by adding the synonyms and antonyms of the words included in lexicon, which are acquired from existing corpus [8]. The most commonly used corpora are WordNet (Miller, 1995 and Thesaurus [17]). Previous studies that used dictionary-based approach includes studies by [18] and [19] who both used variant types of dictionary-based approaches to build a sentiment lexicon for sentiment analysis. Corpus-based approach is similar to dictionary-based approach; however, it considers the semantic information and is used to develop a domain and context specific lexicon from a large corpus which is better suited for sentiment analysis. Presented a classical example of this approach [20]. They proposed an efficient method of expanding the corpus with more adjectives using a concept called sentiment consistency. Adopted Lexicon-based approach (Dictionary) to conduct sentiment analysis on tweets for consumer reviews on popular brands [21]. The researcher used both quantitative and qualitative approaches for the analysis, using QDA Miner for the former and R the later.

Recent studies leverage the relationship between different concepts and sentiment words contained in a piece of text for sentiment analysis. This is done by the use of ontology, which is a representation of concepts and their relationships. Proposed an ontology-based sentiment analysis model for calculating people’s perception of a product. They adapted mathematical formulas for the calculation based on the importance of individual features [22]. Their model depends on product features, opinion orientation and strength of the features to be determined by existing opinion mining technique.

3.3 Applications of sentiment analysis

Sentiment analysis has several applications. It provides a way of understanding and mining people’s opinion through the contents they share on social media, thereby making it possible to understand their sentiments and opinion without direct or physical interaction with them. It also provides a way of accessing one of the most diverse form of data that covers different classes of people and across the wide age bracket. The huge amount of data can be about the weather, economy, products, politics, medical facilities, disease outbreaks or virtually anything. Applied sentiment analysis in the field of healthcare. They developed a model for advance warning and early detection of contagious outbreaks [23]. Backed by their experimental results, they argued that their model can effectively be used for monitoring contagious outbreaks on a global scale. A completely different application of sentiment analysis is in the politics. Investigated on how people use the social media for political discussion and if such discussions have any correlation with the election results [24]. They investigated using dataset pertaining German
4. Feature selection in sentiment analysis
People’s opinion, comments, reviews, tweets or status updates shared online are mostly in the form of poorly structured text. This sometimes makes it difficult for even people to understand the overall sentiment contained in the text. One way of organizing such unstructured data is through text classification. Text classification involves arranging documents into relevant categories based on the occurrence of particular features. Sentiment analysis is thus often treated as a text classification problem. However, traditional text classification is concerned with features that distinguishes topics whereas sentiment analysis is concerned with features that distinguishes subjectivity [25]. Feature selection is an important field of research in sentiment analysis because the efficiency of the feature selection method used will determine the accuracy of the sentiment analysis [26]. Several attempts have been made for feature selection using different approaches, however the approaches can broadly be grouped into statistical based approaches and lexicon-based approaches. Statistical approaches are fully automatic techniques while Lexicon based approaches need human intervention.

4.1 Statistical based feature selection
Many statistical feature selection methods for topical text classification can also be used for sentiment analysis [24]. One of the earliest researches on sentiment analysis was by [3] and they used a simple statistical approach for the feature selection. They considered words with the highest frequency in the dataset to likely be associated with sentiment. This approach is also popular in traditional text classification problems and produces desirable results. Other approaches include that of [11] who proposed a feature selection method based on Fisher’s discriminant ratio and [27] proposed a Gini Index- based feature selection method.

4.2 Lexicon based feature selection
In linguistics, a lexicon is a vocabulary of person, language or a branch of knowledge. The lexicon-based approaches take advantage of the lexicon of a language for sentiment analysis. The basic idea of lexicon-based feature selection approach works by manually selecting some sets of words with well-known orientation, then bootstrapping this set through synonym detection or various online resources to create a larger lexicon [25]. Used lexicon-based approach to determine the semantic orientation, opinions expressed on product features in reviews [28]. In their approach, they also used verbs, nouns and idiom as an addition to the existing lexicon, they argued these words are also used to convey sentiments. Their experiment results showed that the method is effective. However, lexicon-based approaches can be time consuming, especially when there is need for manual annotation. Whitelaw et al. (2005) report that their feature selection process took 20 man-hours due to its dependence on human annotation [29].

5. Ontology-based feature selection
Ontology-based approach is sometimes classified as lexicon-based approach because it also uses the lexicon of a language. However, ontology is used to represent features contained in the text. According to Gómez-Pérez et al., ontology is defined as “formal, explicit specification of a shared conceptualization”. Ontologies are used in defining features, the relationship between the features in a specific domain. Ontology is widely used as a tool for knowledge representation [30]. Since sentiment analysis is concerned with classifying the polarity of the texts contained in big data, and such data contains information about some domain knowledge, ontologies have the potential of being deployed for sentiment analysis. One of the most prominent and recent work on ontologies and sentiment analysis is by [31]. They proposed a method of identifying features related to finance in a corpus. They used this approach to identify the semantic relationship between features in their dataset. [26] also adopted ontology learning technique by the use of OntoGen to analyse tweets. The limitation of their study is the use OpenDover for the sentiment classification, because they have no control over the classification. Table 1 presents a summary of the related work on ontology-based feature selection.

| Author(s) | Year | Aim | Findings |
|-----------|------|-----|----------|
| [31]      | 2017 | Use ontology to detect features concerning financial news. | Results show high and balanced precision and recall in differentiating correct |
| Author(s) | Year | Aim | Findings |
|-----------|------|-----|----------|
| [32] | 2016 | Proposed a feature selection method based on SVM and Fuzzy domain ontology. | Accuracy: 82.7% |
| [33] | 2015 | Used ConceptNet ontology to determine domain specific concepts which serves as features. The polarity of the feature is determined by contextual polarity lexicon and context information of a word. | Accuracy: 80.1% |
| [34] | 2015 | Ontology-based Sentiment Analysis Process for Social Media Content | Poor results |
| [35] | 2014 | Presented ontology-based model for identifying cyber-security threats, estimating their goals, and assessing their risks based on sentiment analysis. | Accuracy: 86% |
| [36] | 2017 | Proposed an ontology approach to aspect extraction in product sentiment summarization. | Accuracy: 88.73% |
| [37] | 2017 | Proposed an improve sentiment classification approach based on SVM using ontology-based feature selection. | Their method improves the performance of the SVM for classification of aspect sentiments and reduces the reliance on training data. Their model performs better than dictionary method. |
| [38] | 2016 | Proposed a model for feature-based sentiment analysis using lexical resources and ontology of a car. | High & Balanced precision and recall |
| [39] | 2016 | Proposed a hybrid feature selection approach based on ontology and machine learning techniques. | |
| [40] | 2015 | Proposed a novel ontology-based feature selection method that can be used across different domains. | Accuracy: 80% |

5.1 Feature selection using common-sense knowledge ontology

Common-sense knowledge can be seen as the most basic knowledge about facts, events and the world as a whole shared by most people. Common-sense knowledge is a knowledge that an average person is expected to be aware of. For example, when a person says I’m going to the library, it can simply be concluded that he intends to study or borrow a book and he will eventually be back or return the book. In Artificial Intelligence, common-sense knowledge is considered as one of the most key elements necessary for machines to understand natural language semantics [41]. For this reason, it is necessary to collect, represent and store common-sense knowledge in a formal machine-readable representation. Several attempts have been made to store and represent this knowledge, one of the earliest being Cyc and WordNet in which the knowledge is collected manually. However, recent developments have seen to automated data-driven methods of common-sense knowledge extraction and representation. One of such automated methods is ConceptNet, which is a semantic network of common-sense knowledge built from English sentences of the open mind common sense (OMCS) corpus, through an automatic process [42].

A number of investigations on feature selection using common sense ontology have been conducted. One of the early and prominent research is the use of Sentic computing [43] for the sentiment analysis. In Sentic computing, AI and semantic web techniques are utilized for efficient and effective sentiment analysis. The task sentiment analysis is accomplished using common sense reasoning and domain specific ontology. A sentiment analysis resource tool called SenticNet [44] based on Sentic computing was published. Two other versions of this tool have also been published which are SenticNet 2 [45] and SenticNet 3 [46]. Another study by [33] investigated the effect domain specific ontology, the importance of the features, and contextual information in determining the overall sentiment of the text. They used ConceptNet to extract and develop a domain specific ontology which they use to produce domain specific important features. They evaluated their method across different parameters, and got a better accuracy of 80.1% on the software review dataset.
6. Information gain-based feature selection

Information gain feature selection method is one of the most important and most popular feature selection methods. Its history can be dated back to 1948, attributed to the contributions of Claude Shannon, who invented the basic concepts of information theory, entropy and information gain. IG is used to select important features with respect to class attribute [47]. Using IG, the importance of a feature is calculated in relation to a general class. If the importance calculated surpasses a certain threshold, it is selected. Therefore, it is said to be used in dimension reduction for efficient classification.

Information gain of a term can be calculated by using equation [48].

\[
G(D, t) = \sum_{i=1}^{m} P(C_i) \log P(C_i) + P(t) \sum_{i=1}^{m} P(C_i|t) \log P(C_i|t) + P(\bar{t}) \sum_{i=1}^{m} P(C_i|\bar{t}) \log P(C_i|\bar{t})
\]

From Equation, \(C\) represents the document collection. \(P(C_i)\) represents the probability of the \(i^{th}\) category. \(P(t)\) and \(P(\bar{t})\) represents the probabilities that the term \(t\) appears or does not in the document respectively. \(P(C_i|t)\) and \(P(C_i|\bar{t})\) represents conditional probability of the \(i^{th}\) class value given the term \(t\) appears or does not appears in the document respectively.

Information gain has widely been used as a feature selection method in many data mining tasks. In sentiment analysis, one of the earliest works is by [49]. They investigated the accuracy of standard information gain feature selection of topical applications like sentiment analysis. They showed that the standard information gain is not able to identify discriminatory features. They therefore proposed a probability redistribution procedure (PRP) to counter this problem. Their experimental results on three datasets showed an increased improvement in classifier accuracy using the PRP approach. Later works include that of [50]. They proposed an improved information gain feature selection method to address two deficiencies they identified in the existing approaches, these deficiencies are limiting document frequency’s word frequency (LDFWF) and distribution information (DI). Their experimental results showed an increase in classification accuracy. Table 2 presents a summary of related work on feature selection based on information gain.

| Author(s) | Year | Aim | Findings |
|-----------|------|-----|----------|
| [51]      | 2017 | Propose an improved feature selection method based on information gain and document frequency. | The proposed approach constructs sub-features that reach better performance in classification by selecting features that have high frequency the dataset and is relevant to the output class. |
| [52]      | 2017 | Proposed an approach based on information gain and word embedding for feature selection. | Experiment on Chinese text classification showed an improved result. |
| [53]      | 2016 | Proposed a feature ranking method for feature selection based on information gain for aspect-level sentiment analysis. | Showed that selecting only few features during feature selection does not significantly affect the accuracy. |
| [54]      | 2016 | Select most important features using information gain and K-means clustering. | Using their feature selection method, the clustering algorithm error ratio was reduced from 44.48% to 21.42% |
| Author(s) | Year | Aim | Findings |
|----------|------|-----|----------|
| [55]     | 2015 | Proposed a feature selection method based on information gain that take into account the sparsity of the feature vector. The method is able to use less features to obtain a targeted performance level. | Showed that the approach is able to improve the performance of sentiment classification. |
| [56]     | 2016 | Proposed an information gain-based feature selection method using a unique entropy formula in breast cancer treatment. | Experimental results of proposed method show that the proposed approach is able to select the most informative features. |
| [57]     | 2014 | Proposed an improved information gain-based feature selection approach based on term frequency information and balance factor. | Experimental results of proposed approach showed a better classification accuracy than the compared approaches. |

7. Proposed approach

The proposed approach is in two steps. First the information gain of all the features will be calculated and features with information gain above 0 will be selected. The domain specific ontology will then be used to further fine-tune the features and have an optimal feature subset. This will help in removing redundantly features likely to be selected by information gain. The aim is to have an approach that will counter the disadvantages of the two approaches. A feature is said to be important depending on how relevant and redundant it is. A feature is relevant if it can be used to predict the class while it represents a feature is redundant if it there are other features similar to it in the feature set. The purpose of feature selection is to select features that are highly relevant but not redundant [8]. Information Gain is used to calculate how important a feature is in a document; however, it does not take redundancy into consideration which is a major limitation, and also a threshold value is needed prior which is generally unknown [50]. This might result to the method returning a large number of features when a massive number of documents are to be considered. Another approach of feature selection is to use domain specific ontology to identify a feature set. On the other hand, knowledge-based approaches are highly dependent on context and perform poorly with indirect expressions like sarcasm [51]. Figure 1 below represents the steps of the proposed approach.

![Proposed approach diagram](image)

8. Conclusion

Sentiment analysis has become an important field of research due to the increasing amount of data generated on social media. An important task in sentiment analysis is feature selection which is used in the data reduction. In this paper, we reviewed feature selection in sentiment analysis, specifically information gain and ontology-based approaches. We proposed a new 2 step feature selection approach based on information gain and domain specific ontology. The aim is to have an optimal approach that will overcome the limitations of the two approaches. In future work, we plan to perform experiments and evaluate the approach across different datasets.
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