Monte Carlo Simulation of 6MV Elekta Synergy Platform Linac photon beam using Gate/Geant4
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ABSTRACT
The present work is devoted to develop a computational model using the Gate Monte Carlo software for the simulation of a 6MV photon beam given by Elekta Synergy Platform medical linear accelerator treatment head. The model includes the major components of the multileaf accelerator head and a homogeneous water phantom. Calculations were performed for a photon beam with several treatment fields size ranging from 5x5 cm\textsuperscript{2} to 30x30 cm\textsuperscript{2} at 100 cm distance from source. The simulation is successfully validated by comparison with experimental distributions measured at the Regional Hassan II Oncology Center. Good agreement between simulations and measurements was observed, with dose differences of about 1.6% and 1.8% for depth doses and lateral dose profiles, respectively. The gamma index comparisons were also performed where more than 98% of the points for all simulations passed the standard quality assurance criteria of 3mm/3%.
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1. Introduction
Since a couple of decade, Monte Carlo simulations for radiation transport were used extensively in dosimetry and medical radiation physics as an alternative to the analytical calculations. Very accurate results are obtained with these techniques thanks to the powerful distributed Grid computing resources [1-5].

In this paper, we present the simulation of the Elekta Synergy Platform medical Linear accelerator treatment head using the last release v6.2 of GATE/Geant4 Monte Carlo (MC) [6-10]. The goal is to calculate the therapeutic Dose distributions in a water phantom keeping the accuracy of results within 2%.

Gate is an advanced C++ Open source software developed by the international OpenGATE collaboration for nuclear medicine simulation [6]. The initial focus (in 2004) was devoted to Positron Emission Tomography (PET) and Single Photon Emission Tomography (SPECT), but later on has been extended to cover the radiotherapy experiments. Built on the top of GEANT4[11-13] simulation toolkit, GATE inherits all the well validated physics models, and provide the users with a versatile integrated specific components, to handle easily a complex geometry, sources and to extract and treat elegantly the relevant information from the simulation.

All these features, participated to the growing and fast evolving of GATE use for the wide medical physics applications. GATE in its recent version plays now a key role in the design of new medical imaging devices, in the optimization of acquisition protocols and in dose calculations for radiotherapy.

The rest of the paper is organized as follows: In section 2 we will focus on the modeling of the geometry of the Elekta synergy platform accelerator, where our simulation strategy is fully described. The next section covers the results and the comparison of simulated and measured dose profiles distributions. Finally, in section 4, conclusions are drawn.

2. Material and Methods
2.1 Accelerator Geometry
Based on the vendor detailed information, we simulated the head of the linear accelerator Elekta Synergy Platform located at the regional cancer treatment center of Oujda, by use of GATE. Fig.1 illustrate the global head structure of the linear accelerator considered in this study, simulated components include:
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**X-ray target**: creates Bremsstrahlung X-rays with a thin tungsten and rhenium disk approximately 0.9 mm thick. Remaining primary electrons are absorbed in a graphite absorber inside the target.

**Primary conical collimator**: made of tungsten alloy, about 10.1 cm high, located just below the x-ray target used to collimate the x-ray in the direction of the treatment field and to reduce the leakage radiations from the x-ray sources.

**X-ray beam flattening filter**: made of stainless steel, and having an accurately defined surface configuration, attached to the lower end of the primary collimator, providing uniform radiation intensity distribution across x-ray fields at any depth of treatment.

**Transmission chambers**: used for rigorous beam dose control and for the monitoring of photon and electron radiation beam output. A ceramic motherboard and a number of signal and polarising Mylar films separated by spacers made of aluminum alloy or ceramic.

**Backscatterplate**: used to avoid the excessive backscattered radiations from the secondary collimators.

**Thin Mylar Mirror**: placed on the beam central axis under the dose monitor, to enable patient set-up, and to show the position of the radiation beam.

**Multi-Leaf Collimator (MLC)**: for precision delivery of treatment and for most accurate conformal beam shaping for IMRT treatments.

**Asymmetric jaws**: used to set the overall size of the treatment field. The pair of jaws are made of tungsten about 7.8 cm thick.

### 2.2 Simulation strategy

The Gate simulation were performed in two steps: First, the accelerator patient-independent part which corresponds to the accelerator head above the secondary collimator was simulated and secondly a Phase space (Phs) was built. Gate offers the possibility to attach a phase space to any geometry in the simulation, here it is considered as a cylinder of 20 cm diameter. 1mm tick, used to store all the cinematic and production properties of particles above the secondary collimator. Once the first step achieved, inputs from the phase space have been used to initiate the simulation of the patient-dependent part which corresponds to photon interactions from the secondary collimator to the phantom.

Phase space build-up step is highly CPU time consuming, so that to perform this step in a reasonable time scale the corresponding task has been automatically split into sub-tasks and run on the grid computing resources located at the IN2P3 Computing Centre facility [14]. Once it is done, the subset of phase space output files were compressed and transferred to our national Moroccan grid site [15], where the next step of the simulation is proceeded using our grid computing resources. The final step consists in exploring the events using the ROOT [17] data analysis platform.

The critical parameters of the primary electron beam hitting the target, including its energy, angular distribution, and spatial distribution, were tuned using several optimization light simulation in order to minimize the simulation and measured data discrepancies. A mean electron beam energy of 6.7 MeV, 3% FWHM of the mean energy and a FWHM electron spot of 0.463 mm have been found to be in a very good agreement with the measurements.

Gate has been set up using the default parameters with an additional StepLimit of 1 mm in water corresponding to the energy cuts of roughly 350 keV nad 5 keV for both electrons and positrons, and for photons, respectively. Furthermore, the selective Bremsstrahlung splitting [16] variance reduction technique has been also used with a splitting factor of 100 to enhances the simulation efficiency as described in [4].

In what follows, results are presented for several treatment fields size ranging from 5×5 cm² to 30×30 cm², considered with the square field defined by the X and Y Jaws at the isocenter. Comparison to real data is made using both PDDs and in-plane profiles at the following depths of 50 mm, 100 mm, 200 mm and 300 mm.

### 3. Results and discussion

The Gate simulation performed on grid last approximately two days. Thanks to the powerful grid tools we have been able to process a total of three billion (3×10⁹) primary electrons used in the work presented here. The details are summarized as follows:

Dose distributions are calculated in a 58×58×43 cm³ water phantom, positioned at 100 cm source to surface distance (SSD), with dose of 2 cm × 2 cm × 0.2 cm, the smallest dimension (0.2 cm) is in the measurement direction. Depth-
dose curves were normalized to their maximum value at a depth $Z=1.5\text{cm}$. Lateral profiles were normalized to the maximum dose during the quality assurance measurements.

The Simulation efficiency has been evaluated by calculating the error estimator,

$$\varepsilon = \sum |b_i - b_{\text{ref},i}|$$

(1)

We have also used the gamma index [18-20] to compare the data distributions. This index takes into account both the relative shift in terms of intensity and in terms of position. For each profile, we have calculated the number of points passing the standard quality assurance criteria of $3\text{mm}/3\%$.

Due to the lack of primary event interactions in the tail of the penumbra of the radiation field, results are far from the measured one and are not reliable. Therefore, and to avoid a non representative increase of the statistical uncertainties, all points in this low dose area having a dose lower than 10% of the maximum dose were not considered in the comparisons.

**Field size 5×5cm²**
Fig. 2 (a) shows the depth-dose profile (PDD) for both experimental and simulated data, for the 6-MV beam and SSD=100cm.
Fig. 3 (a) shows the lateral dose profiles at 50, 100, 200 and 300 mm depth, for the 6-MV beam and SSD=100cm.

**Field size 10×10cm²**
Fig.2 (b) shows the depth-dose profile (PDD) for both experimental and simulated data, for the 6-MV beam and SSD=100cm.
Fig. 3 (b) shows the lateral dose profiles at 50, 100, 200 and 300 mm depth, for the 6-MV beam and SSD=100cm.

**Field size 20×20cm²**
Fig. 4 (a) shows the depth-dose profile (PDD) for both experimental and simulated data, for the 6-MV beam and SSD=100cm.
Fig. 5 (a) shows the lateral dose profiles at 50, 100, 200 and 300 mm depth, for the 6-MV beam and SSD=100cm.

**Field size 30×30cm²**
Fig. 4 (b) shows the depth-dose profile (PDD) for both experimental and simulated data, for the 6-MV beam and SSD=100cm.
Fig. 5 (b) shows the lateral dose profiles at 50, 100, 200 and 300 mm depth, for the 6-MV beam and SSD=100cm.

One can see that all simulated depth dose profiles are in good agreement with measurements, the uncertainty of the simulation is at whole less than 1.6%. the simulation reproduces quite well the buildup effect. Furthermore, all curves had more than 98% of points passing the gamma index comparison.

Similarly, the simulation fit accurately all measured lateral dose profiles, with no more than 1.8% of error uncertainties. Here also, all the curves fulfill the medical quality assurance criteria of $3\text{mm}/3\%$ with a score of 100%.

Quantitative results of the statistical comparison are summarized in table 1 and proves the simulation success.

4. Conclusion

This paper has presented a Gate based simulation tool that has been developed. It has been demonstrated that this tool is capable to perform an accurately simulating the dosimetric properties of a 6 MV Elketa Synergy Platform medical linac. Given the flexibility of GATE, the key components of the accelerator head have been more precisely modeled based on the manufacturer’s specifications.

The results obtained with Gate simulation in terms of depth dose and lateral beam profiles for different therapeutic field sizes in a water phantom, show an excellent agreement with the measured data found with an incident mean electron energies of 6.7 MeV, and a FWHM electron spot of 0.463 mm.

This preliminary study demonstrates that GATE can be used for radiation therapy applications. Its simple macro file structure significantly facilitates the elaboration of GEANT4 simulations. Further validation will be performed with different energies and non-squared fields.
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| Field size (cm²) | Depth (cm) | Lateral dose (ε (%)) | γ (%) | Depth-dose (ε (%)) | γ (%) |
|------------------|-----------|----------------------|-------|-------------------|-------|
| 5×5              | 5         | 1.7                  | 100   | 1.6               | 99    |
|                  | 10        | 0.2                  |       |                   |       |
|                  | 20        | 0.2                  |       |                   |       |
|                  | 30        | 0.1                  |       |                   |       |
| 10×10            | 5         | 0.5                  | 100   | 0.6               | 99    |
|                  | 10        | 0.6                  |       |                   |       |
|                  | 20        | 0.8                  |       |                   |       |
|                  | 30        | 0.5                  |       |                   |       |
| 20×20            | 5         | 1.2                  | 100   | 0.3               | 99    |
|                  | 10        | 0.9                  |       |                   |       |
|                  | 20        | 0.8                  |       |                   |       |
|                  | 30        | 0.3                  |       |                   |       |
| 30×30            | 5         | 1.8                  | 100   | 0.1               | 98    |
|                  | 10        | 1.5                  |       |                   |       |
|                  | 20        | 0.8                  |       |                   |       |
|                  | 30        | 1.3                  |       |                   |       |

Table 1. The efficiency of the simulation is presented in term of the error estimator $\varepsilon$ of eq. 1 and in term of the percentage of points passing the 3%/3mm gamma comparison, for both the Lateral and depth dose curves.
Figure 1. Schematic of geometry and component modules used in Gate for modeling the Elekta linac gantry for 6 MV photon beam. The components are not to scale.
**Figure 2.** for the 5×5 cm\(^2\) (a) and 10×10 cm\(^2\) (b) fields, are represented the Depth-dose profile with the 6-MV beam. Circles refer to measured data and the solid lines refer to Gate/Geant4 Monte Carlo results.
Figure 3. Lateral dose profiles at 50, 100, 200 mm and 300 mm depth for the 5×5 cm² (a) and 10×10 cm² (b) fields with a 6-MV beam. Circles refer to measured data, and the solid lines refer to GATE/Geant4 Monte Carlo results.
Figure 4. Same as figure 2 for the 20×20 cm$^2$ (a), and the 30×30 cm$^2$ (b) fields.
Figure 5. Same as figure 3 for the 20x20 cm$^2$ (a), and the 30x30 cm$^2$ (b) fields.