Similarities and differences between stimulus tuning in the inferotemporal visual cortex and convolutional networks.
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Abstract—Deep convolutional neural networks (CNNs) trained for object classification have a number of striking similarities with the primate ventral visual stream. In particular, activity in early, intermediate, and late layers is closely related to activity in V1, V4, and the inferotemporal cortex (IT). This study further compares activity in late layers of object-classification CNNs to activity patterns reported in the IT electrophysiology literature. There are a number of close similarities, including the distributions of population response sparseness across stimuli, and the distribution of size tuning bandwidth. Statistics of scale invariance, responses to clutter and occlusion, and orientation tuning are less similar. Statistics of object selectivity are quite different. These results agree with recent studies that highlight strong parallels between object-categorization CNNs and the ventral stream, and also highlight differences that could perhaps be reduced in future CNNs.

I. INTRODUCTION

Deep convolutional neural networks (CNNs) that are trained for object categorization have activity that resembles that of the ventral visual stream in several respects. For example, early layers often exhibit Gabor-like receptive fields similar to V1 [1], and separation of early layers across multiple GPUs has resulted in separation of color and edge encoding [2], analogous to V1 blobs and interstripes.

Furthermore, internal activity in later layers of such CNNs is closely related to activity later in the primate ventral visual stream. [3] showed that much of the variance in activity of IT neurons (up to about 30%) could be accounted for by multilinear regression with the responses of units in the CNN’s second-last layers. They also showed that these linear predictions had IT-like correlations related to object categories [3]. Models that have been specifically developed to approximate the ventral stream, including HMAX [4] and VisNet [5], have lacked such realistic correlations [6]. [3] also showed that activity in intermediate layers of these CNNs predicted activity of neurons in V4, which is a major source of input to IT [7].

Many IT neurons are relatively invariant to scale and translation changes [8], and a few are also invariant to orientation changes. Consistent with this, [1] found that the vector of population responses in the second-last layer of a CNN changed relatively little with position, size, and orientation, compared to responses in the first layer.

More recently, [9] found that IT neurons and units of object-classification CNNs provided comparable information about category-orthogonal object properties, including object position and orientation.

Importantly, CNNs perform similarly to humans [2], [1] in “core object recognition”, a rapid feedforward process that allows primates to recognize objects in natural scenes after seeing them very briefly [10], on similar timescales to intersaccade intervals.

Core object recognition is a sophisticated function, and a major function of the ventral visual stream. It is highly relevant to neuroscience that this function can now be performed by artificial systems. CNNs can not be considered realistic models of the ventral stream, because they learn in very different ways, consist of much simpler units, typically lack lateral connections, etc. [11]. However, the fact that they have realistic core object recognition capabilities, and also exhibit internal representations that resemble those in the ventral stream, constrains ideas about the roles of these missing details in vision.

A. Purpose of this study

Linear combinations of CNN activities are currently the best predictors of IT activity in high-variation stimulus conditions, but they leave about half the variance of IT responses unaccounted for. It would be interesting to know whether CNNs predict certain factors of variation in IT better than others. Also, the CNN activities themselves (as opposed to optimal linear combinations of them) have somewhat different correlation patterns [3], [6].

The purpose of the present study is to compare the response properties of deep object-recognition CNNs and IT neurons, along several dimensions of stimulus variation that have been explored in IT. Remarkably, despite the optimization of both IT and CNNs for natural scenes, both systems discriminate the same simplified stimuli (e.g. line drawings) in a similar manner (see Results). This study focuses on tuning curves of individual units, allowing more direct comparison with IT than previous investigations of population response vectors [11].

To summarize the results, many response properties of the CNNs are strikingly similar to previously reported responses of IT neurons. These including the distributions of population sparseness across stimuli, and the distribution of size-tuning bandwidth. Other properties, including responses to partial...
occlusion and clutter, orientation tuning curves, and patterns of size invariance, were somewhat different. Distributions of object selectivities over neurons were quite different. Along with differences in correlations of IT responses within and between object categories [3], [6], these results help to clarify the relationships between stimulus representation in object-classification CNNs and IT.

Preliminary versions of some of these analyses appear in [12].

II. METHODS

Some of the figures replot responses of IT neurons from the experimental literature. The data points for these plots were extracted from published figures using Web Plot Digitizer (http://arohatgi.info/WebPlotDigitizer/).

A. Networks

We study responses of two well-known deep convolutional networks. Both networks were trained to classify objects in natural scenes for the ImageNet Large-Scale Visual Recognition Challenge [13]. One was Alexnet [2]. This network has previously been compared with IT in [14] and [6]. The other network, VGG-16 [15], has more layers and smaller kernels. Both of the implementations used here were taken from https://github.com/heuritech/convnets-keras. The Alexnet implementation was adapted from a version trained for [16]. The VGG-16 implementation was adapted from a version from https://gist.github.com/baraldilorenzo, which was in turn adapted from the version provided by [17].

Previous comparisons of CNNs with IT [3], [6], [9] have focused on the second-last network layer, a fully-connected layer that precedes the final softmax classification layer. This layer is in a similar position to the inferotemporal cortex (IT) in the ventral stream, the neurons of which are important for visual object categorization, but also contain much non-category information, e.g. [8], [9]. For comprehensiveness, we also consider responses from the surrounding layers, i.e. the last and third-last layers, which turn out to more closely resemble IT in some respects.

B. Stimulus Images

Stimulus images were obtained from several sources. To investigate stimulus selectivity and population response sparseness, we used a set of 806 images developed by [17] and used for the same purpose in IT. The images were extracted directly from their supplementary materials file. The extracted images had a lower resolution (60 by 60 pixels) than the authors reported using (125 by 125 pixels). However, the objects were easily identifiable. The extracted images were embedded within a larger gray background. The borders were removed by omitting the outer two pixels, and variations were reduced in the backgrounds by setting to a uniform gray value ([red,green,blue]=[128,128,128]) any vector with a cartesian distance of less than 15 from this value.

A few additional higher-resolution images (banana, car, shoe, etc.) were downloaded from various internet sources and given uniform gray backgrounds. These images were used to examine orientation, position, and size tuning. Images for studying responses to rotation-in-depth were rendered in SketchUp. 3D scooter and human head models were obtained from the SketchUp 3D Warehouse. A wire-like object model, as in [18] was built in OpenSCAD. Other images were generated using custom code in order to approximate stimuli in [19]. Finally, some stimulus images were copied from figures in [8] and [20].

III. RESULTS

A. Stimulus selectivity and population sparseness

Two fundamental statistical properties of IT population responses are 1) the sparseness of responses across the population to various stimuli, and 2) the sparseness of individual neurons' responses evaluated over multiple stimuli (sometimes called stimulus selectivity). Both have been described in terms of excess kurtosis (kurtosis in excess of that of the Gaussian distribution). [17] compared stimulus selectivity and population sparseness in a large dataset that included responses of 674 IT neurons to 806 different images. They found that distributions of selectivity and sparseness had a similar shape, and that sparseness exceeded selectivity. They found that this difference could be reproduced in a simple statistical model, as a result of non-uniform mean spike rates across the population.

Datasets similar to that of [17] were collected from the CNNs, using approximately the same set of images (see Methods). Figure 1 plots selectivity vs. sparseness of units in the final three layers of both CNNs (Alexnet and VGG-16). 674 units were chosen from each layer, to match the size of the dataset in [17]. The 674 units with the highest peak activations in response to the stimulus images were chosen from each layer. The sparseness of the CNN activity was similar to that of the IT neurons. However, in contrast to IT neurons, each of the CNN layers exhibited higher selectivity than sparseness. The sparseness of the CNN activity was disproportionately due to very rare activation of some units, while the remaining units were activated less sparsely than average. The sparseness distributions had a similar shape to that of [17], but the selectivity distributions had longer tails (not shown).

B. Orientation Tuning

The responses of most IT neurons varies strongly with orientation in each dimension [18], although a small fraction (< 1° in [18]) are essentially orientation-invariant. Responses are typically strongest around a single preferred orientation unless the object is rotationally symmetric. Orientation tuning curves often resemble gaussian functions. [18] reported somewhat narrower tuning curves for rotation in depth than rotation in the image plane. For neurons that responded to faces, [21] reported a fairly uniform distribution of preferred viewing angles between left and right profiles (their Figure 11).
Figure 2 shows tuning curves over rotations in depth about the vertical axis. Figure 2A shows example views of three stimulus objects: a “wire-like” object, similar to those used in [13]; a more complex inanimate object that might be encountered in life (a scooter); and a human head. Figure 2B shows examples of IT-neuron orientation-tuning curves for a wire-like object (replotted from [18]) and a human head (replotted from [22]). The wire (left) elicited narrow, roughly Gaussian tuning curves from most neurons [18]. A minority of neurons responded strongly to roughly mirror-symmetric views separated by 180°. Finally, a very small minority of neurons had approximately view-invariant responses.

The left columns of Figure 2C and D show responses of units in Alexnet and VGG-16, respectively. In contrast with IT neurons, the CNN units typically have multimodal tuning curves. Units in the last two layers have broad tuning. However, the third-last layer of Alexnet has several fairly narrow, roughly Gaussian tuning curves from most neurons [18]. A minority of units in Alexnet and VGG-16, respectively. In contrast with IT neurons, the CNN units typically have multimodal tuning curves. Units in the last two layers have broad tuning. However, the third-last layer of Alexnet has several fairly narrow, roughly Gaussian tuning curves from most neurons [18]. A minority of units in Alexnet and VGG-16, respectively. They are both quite similar to the distribution in IT. For example the Alexnet histogram has a mode around 1 (versus 1.5 in IT), and values up to 4.6 (vs. a few values at or above 4, the highest value measured, in IT).

As the wire-like object is unlike objects that the networks encountered in training, orientation tuning curves were also plotted for an object from one of the ImageNet categories (a scooter). As with the wire, most responses in both Alexnet and VGG-16 were broad and multimodal. There are no examples of narrow uni- or bimodal Gaussian tuning in this column.

The right column of 2B shows responses of several cells in face-selective regions of IT from [22]. Some of these cells preferred front views, and some preferred profile views, but responded similarly to left and right profiles. Interestingly, CNN tuning curves also showed these two patterns, although with somewhat broader tuning.

In [18], rotations in the image plane produced responses that were similar to rotation in depth (many neurons had roughly Gaussian tuning) except that tuning was somewhat broader.
Fig. 2. Tuning curves for rotation-in-depth of a wire-like object (first column), a scooter (second column), and a human head (third column). A) Example views that were used as inputs to the CNNs. B) Tuning curves of IT neurons in response to similar (not identical) objects. Responses to a wire-left object (left) and head (right) are redrawn from data in [18] and [22], respectively. C) Responses of units in the final three layers of Alexnet. The columns correspond to wire, scooter, and head stimuli. The top row shows responses from the output layer, and the other rows show responses from the immediately preceding layers. In each case the responses of the first ten units with peak responses greater than two are shown, and the tuning curves are smoothed by averaging over groups of three neighbouring points. D) Same format as C for VGG-16. E) Histograms of tuning depth of IT neurons in different face-responsive areas, replotted from [22]. The tuning depth is the frontal response minus the profile response, divided by their sum. Depths are closer to zero (tuning curves are flatter) in the anterior medial area (AM) relative to more posterior areas. F) Depth histograms of head tuning curves from the final three layers of Alexnet. Analogous to the neural data, depth is lowest in the output layer. In contrast with the neural data, the distributions in other layers are multimodal.
that the mean correlation between curves is greater than 0.75. However, only a small minority of CNN units have a clear preferred size (marked with ‘p’ in the upper left) like the canonical example of [8].

Panels [5B and C show that these results are similar for other layers of Alexnet and VGG-16. Mean correlations are well below those of [5A, and only a small fraction of CNN units in any layer show a clear preference for a certain size that is maintained across multiple shapes. Shape and size tuning may be somewhat less separable in the CNNs than in IT.

D. Position Tuning and Invariance

Many IT neurons exhibit translation invariance as well as size invariance [23]. Figure 5A shows examples of response variations with horizontal stimulus position, in the second-last layer of Alexnet. In each plot, the first 30 units with responses > 2 are shown. As in [24], many of the tuning curves are roughly gaussian, and most units prefer centrally located stimuli.

The dispersion of preferences around zero (the fovea) cannot be directly compared, because the mapping between pixels and degrees visual angle is not well defined (it is not uniform in the ImageNet training data). However, it is possible to compare the ratio of this dispersion to the widths of the tuning curves. Figure 5B plots ratios of standard deviation of tuning curve centres of mass, divided by mean tuning curve width (distance between points on each side of the centre of mass that fall below half the peak). The dashed line is this ratio taken from the IT data in [24]. The blue and green lines are from Alexnet and VGG-16, respectively. As a fraction of tuning curve width, the position-tuning centres in the last layers of both networks are much more narrowly dispersed than IT position-tuning curves. However, the second-last layer of Alexnet and third-last layer of VGG-16 are similar to the IT neurons in this respect.

Figure 7 shows that (in contrast with size invariance) the CNNs have similar position invariance to IT. The last and second-last CNN layers have average correlations in these tuning curves that are similar to the example given by [8] (their Figure 2D), which is consistent with the population averages of [24] (their Figure 10C). A substantial fraction of the units have a position preference that is consistent across shapes, with at most one shape at which the preferred position is inconsistent (as in the IT data in 7A).

E. Occlusion

[19] studied variations in the responses of IT neurons as shape stimuli were partially occluded. Neurons maintained their shape preferences, but responded less vigorously as the shapes were occluded more fully.

Figure 8 shows results of a similar experiment with the CNN. For this experiment, following [19], several shape outlines were drawn on top of a noisy background, and these shapes were occluded by replacing blocks of pixels with black. As with IT neurons, shape preference order tended to be maintained with increasing occlusion, and the amplitude of the preferences was reduced with high occlusion. [8]A shows
tuning curves over different shapes, with different occlusion levels, for the second-last layer of Alexnet (left), the second-last layer of VGG-16 (centre), and IT neurons from [19]. The stimuli used to generate these plots were black outlines, and the occluders were black squares (see example in Figure 8B). In these examples, partial occlusion attenuated the CNN unit responses more strongly than the IT responses. For example, at 50% occlusion, VGG-16 units responded uniformly and minimally regardless of the stimulus shape.

Figure 8B plots mean normalized responses to units’ preferred shapes, as a function of the unoccluded percentage of the image. Compared to the IT neurons (black line), responses in each layer of Alexnet (left) and VGG-16 (right) are attenuated much more by occlusion.

The CNN and IT responses cannot be compared directly, due to temporal evolution of the IT stimulus over time that cannot be reproduced in the CNNs. For example, in the IT experiment, the shape appeared after the occluder, providing an additional segmentation cue. To provide a comparable cue for the CNNs, the simulations were repeated with the shapes and occluders in different colors (right panel of 8C). This reduced the attenuation of CNN responses with occlusion. Another complication is that the IT data shown in 8A (right) is from experiments in which the occlusion patterns moved. To approximate such motion, the CNN experiment was repeated with occluders that were blurred over a similar distance relative to the stimulus sizes (right panel of 8D). This stimulus change also reduced the attenuation of CNN responses with occlusion. In this condition, Alexnet’s occlusion responses were similar to those of IT neurons. Notably however, the IT neurons responded similarly to 50% occlusion regardless of whether it was moving or stationary [19].

Relatedly, occlusion of certain parts of objects impairs the performance of CNNs more than occlusion of other parts [11], consistent with responses in IT [25].

F. Clutter

[26] compared the responses of IT neurons to isolated stimulus objects with responses to multiple objects. Responses to pairs of objects were closely clustered around the average response (rather than the sum) of responses to each object individually [2A].

A similar experiment was performed with the CNN, using eight images from the dataset of [17]. Images were shown at two locations (above and below centre) in a gray background, as in the example of Figure 8D. Four images were used in the upper location, and four different images were used in
were more broadly distributed, and typically intermediate to black image. B) Responses to preferred stimuli at different stimulus delay period. In the CNNs, baseline activity is the response to a stimulus with 20% occlusion is shown on the right. C) As B, but with stimulus shapes in red rather than black. D) As B, but with the occlusion patterns blurred to approximate motion of the occluder in [19]. The lines correspond to no occlusion, different random placements of occluding blocks). An example stimulus is shown on the right of panel B. The background, shapes, and occluders were intended to approximate those in [19]. The lines correspond to no occlusion, and occlusion of 20%, 50%, and 90% of the image. These responses have baseline activity subtracted. In [19], baseline activity was taken from an inter-stimulus delay period. In the CNNs, baseline activity is the response to a black image. B) Responses to preferred stimuli at different occlusion levels. The black, blue, and green lines are IT data from [19], and unit responses from Alexnet and VGG-16, respectively. These responses were normalized by subtracting the mean response to the least-preferred stimuli, and dividing by the response to the unoccluded preferred stimuli. An example star-shaped stimulus with 20% occlusion is shown on the right. C) As B, but with stimulus shapes in red rather than black. D) As B, but with the occlusion patterns blurred to approximate motion of the occluder in [19].

the lower location. Unit responses were recorded with each of the upper and lower stimuli alone, and also with each of the 16 possible pairs of upper and lower stimuli. As shown in [19B], responses of the second-last layer of Alexnet to pairs of images did not cluster tightly around the average of responses to corresponding isolated images (in contrast with [26]), but were more broadly distributed, and typically intermediate to the sum and mean of the isolated responses.

Figure 9B shows histograms of the angles of these points, counter-clockwise from the positive horizontal axis. An angle of \(\pi/4\) means that the unit’s response to paired images equals the sum of responses to each image alone. An angle of \(\arctan(1/2)\) (red lines) means that the unit’s response to paired images equals the average of responses to each image alone. In each layer of both networks, the mean and mode of the angles is between \(\arctan(1/2)\) and \(\pi/4\), suggesting that the CNN responses are not normalized as strongly as IT responses. This is true even in the output layers, which have softmax nonlinearities.

G. Strong Responses to Simplified Images

Tanaka and colleagues found that many IT neurons that responded strongly to complex images also responded strongly to highly simplified versions of these images [20]. After showing a monkey many objects in a standard set, and determining the most effective stimulus from the set (i.e. the one that elicited the strongest response), the most effective stimulus was progressively simplified to determine which features were necessary for maximal activation. For example, a cell that responded maximally to a sketch of a striped cat also responded maximally to a sketch of a striped ball on
top of another striped ball. Response strength often increased with simplification. IT neurons typically responded maximally to moderately complex stimuli that were more complex than primitive shapes, but less complex than natural objects.

The image-simplification process was manual and not fully specified, so it is not clear how accurately it could be reproduced for CNN units. Instead, the CNNs were tested with twelve examples of complex and simplified images provided in [20]. The CNN was first shown the twelve complex images and 56 additional images taken from ShapeNet (total 68 images, similar to the numbers of stimuli described in [27]). For each of the 12 complex images, units were identified that responded maximally or nearly maximally (within 5% of the mean unit-wise maximum) to that image among the 68 stimuli. Figure 10\(\text{A}\) shows distributions of response strengths of these units when shown the corresponding simplified images, normalized to the response strength to the complex image. The responses to simplified images are broadly distributed, but in many cases, a substantial fraction of the units responded at least as strongly to the simplified image as to the complex image. An exception was that very few of the units that responded strongly to a person wearing a lab coat responded as strongly to its simplification (a black circle over a white circle). This exception was consistent across other Alexnet layers, and across the VGG-16 layers.

There are infinite ways in which an image could potentially be simplified, so it is striking that the particular simplifications that elicited maximal responses from the IT neurons in [20] also elicited maximal responses from some of the 4098 units in this layer of Alexnet.

Figure 10\(\text{B}\) shows the fractions of neurons in each layer of each network that responded maximally to the simplified images in [20]. Interestingly, a few of the units in each layer responded maximally to simplifications of other objects (e.g. a unit that responded maximally to a complex bread image may also have responded maximally to a simplified cat). However, the fractions of maximal responses to simplification of the most effective stimulus were uniformly greater.

IV. Discussion

Past studies [1], [3], [6], [9] have shown that activity in the next-to-last layer of object-classification CNNs is closely related to that in the primate inferotemporal cortex (IT). The current study examined properties of the tuning of individual neurons to a number of stimulus variations that have been used to understand representation in IT. The results highlight some specific similarities between the CNN units and IT neurons, including particularly the distributions of population response sparseness, and size-tuning bandwidth. A number of other tuning properties had both similarities and differences with IT. These include scale and translation invariance, orientation tuning, and responses to occlusion. Responses to clutter were also systematically different. The distributions of stimulus selectivity were quite different. Overall, in agreement with past studies, the similarities are striking, particularly in light of the many differences in computational mechanisms and details of learning between the visual cortex and the CNNs.

Others [3], [14], [6] have found relationships between IT activity and CNNs. However, they did not report individual neuron tuning properties, so similarity with IT may have varied differently with respect to different tuning properties in these networks.

A. Limitations

This study has examined a small selection of tuning properties, and the responses of only two CNNs, although these CNNs are widely used and reasonably representative. A more comprehensive investigation would examine the effects of additional CNN structures and training procedures. Furthermore, although efforts were made to approximate the stimuli used in IT studies, the stimuli could not typically be reproduced exactly. Generally an exact analogy isn’t possible. For example, the number of pixels per degree visual angle is not well defined in the networks. Also, the stimuli in the IT studies...
appeared and disappeared, and sometimes moved, and the IT neurons responded dynamically. In contrast, the CNNs receive single frames of input and produce a single corresponding response (without dynamics). CNNs responses are probably most closely related to the earliest (largely feedforward) IT responses. However, IT responses change constantly, and latencies vary across conditions, so it is not clear which time window of IT responses would be the most closely related.

B. Toward IT-Like CNNs

The many similarities between CNNs and the ventral visual stream suggest an opportunity to further optimize CNNs to more closely approximate the ventral stream, perhaps in terms of size invariance and orientation tuning. [3] trained CNNs specifically to emulate IT neuron activity, but this approach did not yield better IT approximations than simply training the CNNs for object classification. However, this attempt may have been hampered by the small size of the neural dataset. Another approach would be to use an empirical model of cortical activity to produce a large (but approximate) set of labels, as in [28]. Further incorporation of physiological mechanisms such as [29] into CNNs may also be important.

V. CONCLUSION

This work is a preliminary comparison of various stimulus tuning properties of CNN units to corresponding properties of IT neurons. The results show a full spectrum of close similarities, subtle differences, and large differences with respect to different tuning properties. This provides some missing detail on the specific relationships between CNN unit and IT neuron responses, and suggests how CNN unit activity could be modified in future work to more closely reflect the visual representation in IT.
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