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ABSTRACT To improve the performance of anti-jamming communication in dynamic and adversarial jamming environment, an improved anti-jamming method is proposed based on deep reinforcement learning and feature engineering. Different from the existing studies that use computer vision of deep learning based on the infinite state of spectrum waterfall, the proposed method relays on analyzing spectrum differences between adjacent time slots which contains information and features of jamming patterns. First, anti-jamming strategy is trained by countering the jammer which carries out a random jamming patterns switching strategy. Second, an improved state space is introduced by containing historical spectrum of communication and jamming signal between adjacent time slots, which can help an anti-jamming agent effectively extract the features of jamming patterns to reduce computational complexity. In addition, an improved reward function based on channel switch cost is improved for considering propagation characteristics which may cause communication performance lost. Taking advantage of both feature engineering and deep reinforcement learning, an improved anti-jamming method is proposed to improve reliable anti-jamming performance. Compared with the traditional CNN-based deep reinforcement learning anti-jamming method, simulation results show that the improved method can obtain better performance and lower computational complexity.
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I. INTRODUCTION

Because jamming attack will cause communication performance lost, the research on anti-jamming decision-making has become one of the important topics in wireless communication [1]-[5]. In general, to implement anti-jamming communications, anti-jamming decision-making can be performed in the power domain, space domain and the frequency domain.

In the power domain and space domain, based on jamming localization methods, communications can adjust antenna pattern to significantly enhance their anti-jamming capability by increasing the transmitting power and reducing the jamming-signal ratio (JSR) [6]-[7]. In addition, signal modulation schemes can be applied to improve anti-jamming performance. The anti-jamming performance is limited to inaccurate measurements, data insufficiencies, incomplete information and linearity of power amplifier [8]-[10].

In recent years, frequency domain anti-jamming decision-making and strategies have received more attention, and the frequency domain anti-jamming methods have been proposed [11]-[15]. Traditional spread-spectrum anti-jamming techniques like Frequency Hopping Spread Spectrum (FHSS), Uncoordinated Frequency Hopping (UFH), and Random Code key Selection using Codebook DSSS (RCSC DSSS) use predefined anti-jamming decision-making schemes [16]-[18]. However, with the development of cognitive technology and artificial intelligence, facing the complex and adversarial environment, traditional techniques are difficult to deal with these threats. Hence, the reinforcement learning (RL) has received growing attention in the anti-jamming...
field recently, and RL methods have been proposed for anti-jamming defense in wireless communications [13]-[17]. The value-based RL methods like Q-learning have been widely applied in decision-making problems. However, traditional value-based RL methods face several challenges from anti-jamming defense perspective [18]-[21]. First, observation is important to RL methods [12]. Considering dynamic environment and changeable jamming patterns, it is important to extract state space from observation which contains raw spectrum information [22]. If features of raw spectrum observation are not extracted, spectrum state will be infinite, then Q-learning is difficult to make decisions [4]. Hence, anti-jamming methods utilize neural network architectures, including convolutional networks [19], to improve anti-jamming performance. Deep RL algorithms are introduced in the field of anti-jamming decision-making. Considering recurrent characteristic of raw spectrum state, a recursion convolutional neural network (RCNN) is designed, which can directly process raw spectrum state [14]. Although deep learning architectures enhance anti-jamming performance with raw spectrum data, training time and computational complexity are sharply increased. By analyzing raw spectrum information, the features of jamming patterns can be extracted from raw time-frequency data to distinguish between jamming patterns, and feature extraction can be carried out to reduce computational complexity and enhance performance [13]. Moreover, feature extraction can be beneficial to achieve high-level finite state-action space by identifying different kinds of jamming patterns. Liu et al. identify jamming patterns by feature extraction, and then anti-jamming strategies for each jamming pattern are carried out [4]. Second, a reward function has a significant impact on anti-jamming performance. Classical reward functions are designed for anti-jamming decision-making [4][14] belong to the short-term reward. Although users can avoid jamming, continual large-scale channel switching reduces communication performance. To short- and long-term rewards, the reward function should be designed by considering the subsequent actions. All in all, decision-making faced by two important problems. First, state space should be achieved by utilizing feature extraction to reduce computational complexity of the decision-making. Second, the reward function should be reshaped by considering communication channel characters and balancing short- long-term reward.

To overcome these disadvantages, a novel anti-jamming method is proposed. The key contributions of this paper are presented as follows:

First, assuming that the jammer carries out a random jamming patterns switching strategy, the anti-jamming strategy can get better jamming performance in the adversarial environment by counteracting the jamming strategy.

Second, the key to counter the random jamming patterns switching strategy is to construct the improved state space containing the jamming patterns information. In addition, considering the influence of channel characteristics on communication performance, an improved reward function is proposed to reduce the influence of channel switching.

Finally, an improved anti-jamming method is proposed based on the improved anti-jamming RL environment, which combines the advantages of recurrent neural network (RNN) and dualing deep Q network (DQN) methods. The proposed method and RL environment can effectively improve anti-jamming performance.

The remainder of this paper is organized as follows. Section II introduces a classical jamming geometry of a wireless communication and a jammer scenario, and communication needs are identified to improve the anti-jamming performance. Moreover, the improved RL environment is presented including the improved state space and reward function in Section III. The improved anti-jamming RL method is proposed in Section IV. The results of experiments are given in Section V. Finally, conclusions are drawn in Section VI.

II. JAMMING GEOMETRY AND PROBLEM FORMULATION

A. JAMMING GEOMETRY

A classical jamming geometry of a wireless communication scenario, which has been widely discussed and used in many anti-jamming methods [4][13][14], is shown in Fig. 1. The jamming geometry consists of one user (a transmitter-receiver pair) and one agent against one jammer.

To simplify the analysis, continuous time is divided into discrete time slots $t$, which is equal to the duration of one interaction in communication.

The agent is set at the receiver. It has ability of sensing wide-band spectrum to make real-time anti-jamming strategies [4]. At time $t$, the agent evaluates communication quality and chooses a communication frequency to send signals. A selected frequency of communication is able to be sent to the transmitter through reliable control link. Then, under the control of the agent, the transmitter uses the frequency to send information and builds the reliable communication link.

The jammer aims to destroy the transmission link. The jammer switches jamming patterns randomly or periodically. Jamming frequency is selected to cover communication frequency. Then the transmission link will be destroyed.

The jammer and the agent respectively select jamming frequency and communication frequency at the same time $t$, and the frequencies hold unchanged during time slot $t$ [15].
when the selected jamming channel of the jammer $a_{i,j}$ is equal to the selected communication channel of the agent $a_{i,n}$, the transmission is seen as failed. The aim of the agent is to maximize the target function:

$$\max_{a_{i,n},\delta_{i,n}} \sum_{t=0}^{\infty} \gamma^{t} \phi(a_{i,j},a_{i,n})$$

(2)

where $\gamma$ is a discount factor.

So, at time $t$, the agent observes spectrum vector of communication band $O_t$, evaluate communication quality by using the evaluation indicator function $\phi$ and chooses a communication channel $a_{i,j}$ to send information. A communication channel is able to be sent to the transmitter through a reliable control link. Then, under the control of agent, the transmitter uses the communication channel to send information and builds the reliable communication link.

The above formulation contains three major parts of RL environment: Actions, Evaluation and Observation. The target function seems to be able to be maximized by utilizing the RL methods, and the reliable communication link can be built against the jammer.

However, under malicious jamming environment, it is impossible for the agent to acquire the jamming strategies or rules. So assuming that the jamming patterns transition of the jammer, including fixed frequency, positive step-frequency and negative step-frequency, satisfies a specific transition probability, jamming patterns transition should satisfy equal probability as shown in Fig. 2.

![Jamming geometry](image1)

**FIGURE 1.** Jamming geometry.

**B. PROBLEM FORMULATION**

In traditional methods, the anti-jamming strategies and performance are discussed in frequency domain and power domain. Considering that once jammers and communication equipment are placed on the battlefield, it is inevitable that jammers will use maximum power in simple scenarios where there are one user (a transmitter-receiver pair) and one jammer, and thus communication will use maximum power. So the effect of jamming energy on anti-jamming strategy will not be discussed in this paper. In addition, to simplify the problem, channelization is performed on jamming frequency and communication frequency.

The communication frequency range is denoted by $B_j$, communication signal bandwidth is $b_j$, and then the number of communication channels set is $N = B_j/b_j$. Correspondingly, the jamming frequency range is denoted by $B_j$, and jamming signal bandwidth is $b_j$. In order to destroy the transmission link, it is reasonable to assume $B_j = B_j$ and $b_j = b_j$, and then the number of communication channels set is equal to that of jamming channels set. So jamming channel selection set can be defined as $A_j = \{a_{j,1}, a_{j,2}, \ldots, a_{j,n}, \ldots, a_{j,N}\}$ where $a_{j,n} \in [0, N-1]$, and communication channel selection set can be defined as $A_u = \{a_{u,1}, a_{u,2}, \ldots, a_{u,n}, \ldots, a_{u,N}\}$ where $a_{u,n} \in [0, N-1]$. At time $t$, $a_{j,n} \in A_j$ is defined as the selected jamming channel of the jammer, and $a_{u,n} \in A_u$ is defined as the selected communication channel of the agent.

The spectrum vector of communication band which can be observed by the agent and the jammer is $O_t = \{a_{t,1}, a_{t,2}, \ldots, a_{t,n}, \ldots, a_{t,N}\}$, where $a_{t,n}$ represents the jamming and communication channel occupancy of channel $n$ at time $t$.

Set $\phi$ as an evaluation indicator function for successful transmission, which can be presented as follows:

$$\phi(a_{i,j},a_{i,n}) = \begin{cases} 1 & a_{i,j} \neq a_{i,n} \\ 0 & a_{i,j} = a_{i,n} \end{cases}$$

(1)

So the key to the anti-jamming improvement is how to make use of observation sets to make agents have the ability to distinguish jamming patterns and make real-time actions. Because jamming patterns can be identified by comparing historical information between adjacent time slots, the observation set is transformed into state space by feature engineering, in which state space contains historical information of the jammer and communication, and the improved RL method should be designed to meet the improved state space.

![Jamming patterns transition graph with transition probability](image2)

**FIGURE 2.** Jamming patterns transition graph with transition probability.
In addition, that an evaluation indicator function only includes frequency coverage is too simple to counter the jammer. In the spectrum domain, because the reconstruction of the transmission link needs settling time for radio frequency (RF) devices and different frequencies could have different propagation characteristics which may cause a difference in digital signal processing [8], channel switching effect between adjacent time slots should be considered to build an improved reward function.

III. FEATURE ENGINEERING FOR RL ENVIRONMENT
The key of this section is to construct state space and reward function through feature engineering, and then the anti-jamming performance will be improved.

A. FEATURES OF JAMMING PATTERNS
The core of the anti-jamming strategy is that the jamming patterns switching transition and jamming channel switching rule under jamming patterns can be identified. First, irregular jamming patterns switching transition is difficult to be used by communication. The reason is that it is impossible to predict the jamming channel selected by the jammer after the jamming patterns switching. In addition, the probability of the selected communication channel is equal to that of the jamming channel, so the agent cannot select the communication channel by predicting the jamming channel. In addition, the choice of communication channel should be considered in combination with the performance of channel switching. Then, the key of the anti-jamming strategy is to take advantage of the transfer rule of the jamming channel switching and then to avoid jamming channel under the jamming pattern. According to the domain knowledge, jamming patterns adopted by the jammer can be obtained from the spectral analysis between adjacent time slots. Through the analysis of Fig. 3, it can be seen that the features of the jamming patterns are extracted in the jamming channel between adjacent time slots.

To sum up, it is necessary to use feature engineering to extract features of jamming patterns between adjacent time slots to form the state space.

In addition, it is necessary to design a new reward function based on anti-jamming evaluation indication to realize jamming avoidance. First, if the selected jamming channel and the selected communication channel are the same, the reward function will obtain the highest penalty. Then, if the selected jamming channel and selected communication channel are different, the dense reward function needs to be set according to channel distance among time t, time t-1 and time t-2. The larger the distance is, the higher the penalty of the reward function is.

B. STATE SPACE DESIGN
The improvement process from the observation space to state space is shown in Fig. 4.

As for the observation space, the channel that is not selected, will be set 0. The channel selected by the jammer will be set -1, the channel selected by the communication will be set 1, and the channel simultaneously selected by the jammer and communication will be set -2. The disadvantage of the observation space is that the temporal observation space cannot directly represent the current jamming pattern without RNN model [13][14]. Inspired by the deep RL methods from raw video data [11], the spectral waterfall diagram is composed of the historical observation spaces, which collects time and frequency domain information and contains the jamming patterns information. Although a deep convolutional neural network (CNN) is good at image processing [11], it will lead to relatively heavy computational complexity and weak real-time application. To avoid this limitation, adjacent observation space should be reformed to present the jamming patterns information. Furthermore, the action information is directly extracted by feature

FIGURE 3. Features of jamming patterns

FIGURE 4. Improved state space.
engineering. Considering that the observation space is composed by the jammer and communication actions, the improved state space is directly composed by the historical jammer and communication actions.

The improved state space extracts jamming patterns from observation information, reduces computational complexity and enhance real-time application.

C. REWARD FUNCTION DESIGN

In this section, a performance evaluation of the reward function will be improved and redefined. Agents should have anti-jamming ability to balance the short- and long-term reward through merging the spectrum coverage and channel switching. First, for the spectrum coverage, when the selected jamming channel of the jammer \( a_{t,i} \) is equal to the selected communication channel of the agent \( a_{t,u} \), the transmission is failed, that is, \( r_t = -1 \). Second, for the channel switching, although the selected jamming channel of the jammer \( a_{t,i} \) is not equal to the selected communication channel of the agent \( a_{t,u} \), the distance among \( a_{t,u} \), \( a_{t-1,u} \) and \( a_{t-2,u} \) will lead to the channel switching cost. Then the improved reward function \( r_t \) can be represent as follows:

\[
 r_t = \begin{cases} 
 -1/N & a_{t,i} = a_{t,u} \\
 -\lambda /N & a_{t,i} \neq a_{t,u} 
\end{cases} 
\]

where \( \lambda \) is the switching cost factor.

By adjusting the switching cost factor \( \lambda \), the improved reward function represents a balance between the spectrum coverage effect and the channel switching cost. By measuring the distance from the selected jamming to the communication channel between adjacent time slots, the desired balance between anti-jamming effect and system overhead can be maintained more elaborately, and this design is beneficial to improve anti-jamming ability and communication performance of the agent.

IV. IMPROVED REINFORCEMENT LEARNING ANTI-JAMMING METHOD DESCRIPTION

The improved RL anti-jamming method is introduced from three aspects: architecture, policy and algorithm.

A. ARCHITECTURE

The anti-jamming architecture is shown in Fig. 5. It is similar to dueling deep Q learning [21], but the first post convolutional fully connected layer is replaced with RNN to understand the previous the improved state space information.

Thus, the improved state space is passed as an input to the RNN layer. The RNN layer has the memory for holding historical state information, which will be of benefit to identify jamming patterns. The RNN layer retains information about previous important states and updates its memory over time steps as required [12]. Its outputs are passed as input to the different full-connected (FC) layers. They abstract the historical features of the improved state space. The resulting feature states are a scalar \( V \) and an \( N \)-dimensional vector \( A \). Then the values of the state-action pair can be estimated as follows:

\[
 Q(s,a) = V(s) + \frac{1}{N} \sum A(s,a')
\]

B. POLICY

In the case of the anti-jamming architecture, the architecture parameters of the deep neural network, including weights and biases, are collectively denoted as \( \theta \) at each time \( t \). The entire episodes are stored in an experience buffer \( D \) and \( m \) steps are randomly sampled from a random batch of episodes to train the network. The loss of the anti-jamming network can be determined as follows:

\[
 L_i(\theta_i) = E_{s_i \sim D} \left[ (r_i + \gamma \max_{a_i} \hat{Q}(s_i,a_i;'\theta') - Q(s_i,a_i;'\theta)) \right]^2
\]

where \( \theta' \) is the parameters of the target architecture \( \hat{Q} \), and \( e_i \) is experience \( (s_i, r_i, a_i, s_{i+1}) \).

To improve the fitting accuracy of the training neural network, the architecture parameters can be optimized as follows:

\[
 \theta_{i+1} = \theta_i + \nabla_\theta L_i(\theta_i)
\]

where \( \nabla \) is the gradient operation.
C. ALGORITHM
The proposed algorithm for the anti-jamming method based on deep reinforcement learning is presented in Algorithm 1.

Algorithm 1: Improved deep recurrent reinforcement learning

Initialize: Set $D = \phi$, $i = 0$, $\theta$ is with random weights and biases, $s_i = 0$

For episode $= 1, 2, \ldots$, episode$_{\text{max}}$ do

For $t = 1, 2, \ldots$, $t_{\text{max}}$ do

Choose $a_{s_t}$ via the $\epsilon$-greedy algorithm

Execute action $a_{s_t}$ and compute $r_t$ and acquire $s_{t+1}$

Store $(s_t, a_{s_t}, r_t, s_{t+1})$ in $D$

If $\text{sizeof}(D) > \text{length of experience buffer}$

Sample random mini-batch of transitions $e_t = (s_t, a_{s_t}, r_t, s_{t+1})$ from $D$

Compute $\nabla_{\theta} J_t(\theta)$, update $\theta_i$, and $t := t + 1$

End for

End for

V. SIMULATION RESULTS AND ANALYSIS
As the principle of deep learning is difficult to explain, its performance cannot be proved and predicted by mathematical derivation, and the research on the interpretation of deep learning is difficult in the whole industry. This paper focuses on engineering applications, so it does not carry out theoretical exploration on its interpretation. By analyzing the performance of experimental results, this paper tries to analyze the reasons for the improved anti-jamming performance, and it shows that the feature engineering combined with domain knowledge can effectively improve the anti-jamming performance based on RL methods.

In the simulation setting, the user and the jammer combat with each other, and the number of available channels in the simulation is 10. For training the anti-jamming agent, the max episodes is set as 500, and the number of times is set as 5000 at one episode. For evaluating the anti-jamming performance, the max episodes is set as 100, and the number of times is set as 5000 at one episode. The memory pool capacity is 256 and its batch size is set as 128. The switching cost factor is set as 0.9, the greedy factor is set as 0.9 and the learning rate is set as 0.001.

The period of jamming pattern switching is 10. Three kinds of jamming patterns are considered for simulation: i) Fixed frequency jamming; ii) Positive step-frequency jamming; iii) Negative step-frequency jamming.

This experiment is divided into two parts. First, the original RL environment and the improved RL environment are used to make decisions under the same RL method, and the improved RL environment based on feature engineering can effectively improve the performance of the anti-jamming method. In the second part, compared with the anti-jamming performance of the traditional CNN-based method, the anti-jamming performance of the proposed method is verified with higher performance and lower complexity.

A. THE EFFECT OF IMPROVED RL ENVIRONMENT
By utilizing the Q-learning method, the anti-jamming performance is presented and compared in the original RL environment and the improved RL environment.

![Comparison diagram under the different RL environments.](image)

As shown in Fig. 6, the thermodynamic diagram in different RL environment are presented under three kinds of jamming patterns. The agent trained by the original RL environment is defined as the original agent, and the agent trained by the improved RL environment is defined as the improved agent. In Fig. 6, the black block is jamming spectrum, and the white block is communication spectrum. As shown in Fig. 6 (a) and (b), the original agent and the improved agent successfully avoids positive step-frequency jamming. However, it can be clearly observed that the channel switching variance of the improved agent is lower than that of the original agent. As shown in Fig. 6 (c) and (d), the improved agent can select the same channel under fixed
frequency jamming, and the original agent will leads to heavier channel switching cost. As shown in Fig. 6 (e) and (f), considering channel switching cost, it is obvious that the improved agent has higher anti-jamming performance than the original agent under negative step-frequency jamming.

As shown in Fig. 7, the anti-jamming performance comparison between the original agent and improved agent is described under the random jamming pattern switching strategy. The anti-jamming performance in the improved RL environment is more effective than that in the original RL environment. Hence, it is very important that the RL environment should be designed by feature engineering and domain knowledge to improve the anti-jamming performance of RL agent.

**B. THE IMPROVED ANTI-JAMMING EFFECT**

As shown in Fig. 8, it presents that the training performance comparison among the traditional CNN-based method, the proposed method and the proposed method lite. The difference between the proposed method and the proposed method lite is that the state space is composed of only one time slot under the improved RL environment. Considering that the greedy factor is 0.9, the reward of the proposed method is lightly more than that of the CNN-based method. The reward of the proposed method lite is less than that of CNN-based method.

The reason for improvement is described in section III.A. In terms of experiment results, in combination with domain knowledge, it is able to extract the features of jamming patterns used by the jammer through analyzing the state between adjacent time slots. Thus, the selected rule of the jamming pattern is used by the agent to choose the optimal communication channel and avoid the jamming channel. On the contrary, the traditional RL environment uses the spectrum information of the current moment as the state, which cannot effectively extract the jamming patterns information hidden in the adjacent spectrum observation.

The comparison of performance indices is shown in TABLE 1. The indices concludes the averaged reward and the calculated time to further comprehensively evaluate the anti-jamming performance.

The averaged reward of the proposed method is more than that of the others. In additions, the calculated time is less than that of the others. Hence, the proposed method effectively avoid malicious jamming and achieve reliable communication.
In the second part, it is verified that the experience obtained from the experiments of feature engineering is important to improve anti-jamming performance compared with the traditional CNN-based method.

As shown in Fig. 10, the reason is that RNN and data stacking operation have the ability to extract rules from adjacent states, while CNN is more focused on the whole waterfall state. The farther the data is, the less contribution it makes. In other words, the waterfall state is mixed with a large amount of irrelevant information, so the neural network cannot focus on the part of state that can extract the selected rule and features of jamming patterns.

FIGURE 10. Compared with improved method and CNN-based method.

In addition, the lightweight proposed method lite, which only uses the improved neural network structure, can also approach the performance of the improved method based on feature engineering. It is further demonstrated that the RL environment constructed by feature engineering based on domain knowledge can not only improve the anti-jamming performance, but also quickly verify the design of methods, and then the construction of neural network structure can be effectively guided.

VI. CONCLUSION

In order to improve the anti-jamming performance of communication in complex and adversarial environment, an improved anti-jamming method is proposed in this paper. The anti-jamming performance in complex environment can be improved by countering jammers with a random jamming patterns switching. Feature engineering is used to improve the RL environment including an improved state space and a reward function, which can effectively reduce computational complexity. An improved state space containing jamming pattern information and a reward function reflecting the effect of channel switching are constructed. In addition, under the improved RL environment, this paper proposes an improved anti-jamming method. In the simulation experiments, the anti-jamming performance under different RL environment is compared, and the averaged reward, calculated time and frequency spectrum diagram show the effectiveness of the improved RL environment. Then, the comparison between the improved methods and the traditional method shows that the improved method can get better performance, and it is very important to use feature engineering to construct RL environment to improve anti-jamming performance. Combining with the feature engineering and domain knowledge can effectively improve the anti-jamming performance, reduce the computational complexity and benefit for the engineering implementation. The anti-jamming scenarios of multi-channel reactive jammer will be of great importance for the study on anti-jamming methods. These scenarios can be further studied with novel jamming patterns and jammers in future.
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