We present Inversionson, a Python package that fully automates modern full-waveform inversions (FWI). It supports traditional FWI, which uses the same set of events and a single simulation mesh in each iteration, as well as more advanced workflows that exploit the use of dynamic mini-batches and wavefield-adapted meshes. These recently introduced advancements can be time-consuming and challenging to implement, but offer major benefits, such as much lower compute cost in favourable cases and the ability to use much larger datasets, while having built-in optimal experimental design. Inversionson, in essence, acts as a control center that steers the functions of several other packages, making them communicate and work together to perform seismic inversions. This enables scaling of full-waveform inversion problems well on the most powerful High Performance Computing (HPC) clusters, while requiring no user input during run time. Widespread adoption of real data full-waveform inversion workflows to image regional to global 3-D Earth structure has so far been limited to a handful of research groups, with most researchers focusing on 2-D synthetic problems. This probably mainly stems from the challenging implementation, as well as a lack of computational and human resources. Inversionson is built on top of various tools and mitigates each of these challenges, by exploiting the widely used waveform solver package Salvus, supporting efficient modern workflows, and by fully automating the time-consuming steps. With this contribution, we hope that we can make FWI a more interesting option for a much larger group of researchers, thereby accelerating progress in the field.
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1 Introduction

Over the past half a century, a number of three-dimensional seismic Earth models have been constructed with a process called seismic tomography. While the initial (pioneering) applications were based on relatively little data and limited (ray-based) theories [Aki and Lee, 1976, Aki et al., 1977, Dziewonski et al., 1977], advances in computational power and an increase in seismic data availability, have led to substantial progress in the field.

Through time, new methods of seismic inversion have been developed, including finite-frequency methods like normal-mode inversions [e.g Woodhouse and Dziewonski, 1984, Giardini et al., 1987] or Fresnel zone inversions [e.g Yomogida, 1992, Dahlen et al., 2000].

In the past decade, using the seismic waveforms directly to infer the structure of the Earth has become a more feasible technique. Inverting for the complete waveform, full-waveform inversion (FWI) [Bamberger et al.,
1977, 1982, Lailly, 1983, Tarantola, 1984), requires the numerical solution of the wave equation through complex, heterogeneous media.

Initial applications of FWI were on an exploration scale [e.g. Igel et al., 1996, Pratt, 1999]. The first applications on a regional scale came a decade later [e.g. Chen et al., 2007a,b, Fichtner et al., 2009, Tape et al., 2009], all done with manual workflows using relatively small data volumes. As data volumes used in an inversion increase, the process becomes increasingly fragile and tedious, which is the reason why manual workflows do not scale to larger inversions. In order to allow for increasing data volumes, creating software to make the inversions scalable was essential.

Not all seismic data is usable and finding the windows of usable data is a crucial part of performing an FWI study. Having thousands of waveforms per source in a dataset makes window selection a bottleneck in the scaling of FWI. FLEXWIN [Maggi et al., 2009] is an automatic window selection algorithm which opens up that bottleneck, greatly reducing human workload in FWI workflows. LASIF [Krischer et al., 2015a] provides a good framework for setting up and organizing a local to global 3-D FWI study and taking care of all the time consuming tasks, exploiting established ObsPy [Beyreuther et al., 2010, Krischer et al., 2015b], NumPy [Harris et al., 2020] and SciPy [Virtanen et al., 2020] functionalities. The Adaptable Seismic Data Format (ASDF) [Krischer et al., 2016] was developed to better handle large data volumes by merging seismic data into one file using the HDF5 format, greatly reducing the I/O (input/output) overhead of inversions. Thrastarson et al. [2021b] updated LASIF to natively support ASDF and the Salvus waveform modelling tools [Afanasyev et al., 2019] to make it more scalable. PySIT [Hewett and Demanet, 2013] is a similar tool to LASIF which has less of an emphasis on the large-scale problems, and provides optimization routines internally. SimPEG [Cockett et al., 2015] implements inversion workflows which include communication with HPC systems and is designed with large-scale inversions in mind. Pyatoa [Chow et al., 2020] is developed to perform similar tasks to LASIF and in combination with SeisFlows it has the capability of automating the standard FWI workflow.

Inversionson and LASIF together have a similar purpose to SeisFlows and Pyatoa, except that Inversionson includes more advanced workflows [e.g. Thrastarson et al., 2020, van Herwaarden et al., 2020], and it works in combination with different FWI software packages. The workflows incorporated into Inversionson, utilise stochastic optimization schemes as well as a more efficient discretisation of the wave equation. In this paper we will begin by introducing FWI in section 2, with a special emphasis on quasi-Newton optimization routines (section 2.2). The workflows currently implemented into Inversionson will be introduced in section 3, the details regarding the software implementations will be presented in section 4 and finally a synthetic project demonstrating the capabilities of the software will be displayed in section 5.

2 Full-Waveform Inversion

FWI is a Partial-Differential-Equation (PDE) constrained optimization problem with the PDE being a wave-equation. PDE constrained optimizations are often computationally demanding as they require many solutions of, often expensive to solve, PDEs. FWI requires multiple solutions of the wave equation, which grow more costly with either increasing modelled frequencies or domain size.

In this section, the essence of FWI will be explained along with the required theoretical background to understand the workflows which Inversionson offers.

2.1 Computing a Gradient

With FWI being an iterative method (although probabilistic approaches are emerging [e.g. Gebraad et al., 2020]), the aim of each iteration is to compute how to improve the model, which is inferred from the data, for the next iteration. With potentially millions of model parameters, this becomes a non-trivial task, and is done by computing a gradient of the waveform misfit with respect to the model parameters.

We can write the governing equation of FWI, the discrete wave-equation, in a simplified manner,

\[ L(m)u = f, \]

where \( L \) is the wave equation operator, \( m \) is a vector of model parameters (size \( M \)), \( u \) is the (forward) wavefield vector, and \( f \) is a vector representing the source term (usually an earthquake). From now on, bold face upper-case characters represent matrices, bold face lower-case characters represent vectors, subscript \( i \) represents an index of a vector, and subscript \( n \) denotes the iteration. A continuous wave equation can, for example, be discretised using the spectral-element method.
In an iterative optimization scheme we need to define an objective function, which we iteratively try to minimize. In FWI, the objective function is defined as a waveform misfit which measures the difference between synthetically computed waveforms (i.e. the results of solving Eq. (1)) and seismograms recorded by seismometers or geophones. The choice of waveform misfit is an important one, and there are multiple options available [e.g. Tromp et al., 2005, Fichtner et al., 2008, Bozdağ et al., 2011]. We can define an objective function $\chi[u(m)]$, where $\chi$ can represent any waveform misfit function. As previously mentioned, each iteration requires computing the gradient of $\chi$ with respect to the model parameters $m$, which, using the chain rule, can be written as

$$\frac{\partial \chi}{\partial m_i} = \frac{\partial \chi}{\partial u}^T \frac{\partial u}{\partial m_i}. \tag{2}$$

The problem which becomes apparent in Eq. (2) is that the computation of $\frac{\partial u}{\partial m_i}$ would require solving Eq. (1) once for each model parameter $m_i$, with $i = 1, 2, \ldots, M$, in order to compute a finite-difference type gradient. This becomes practically impossible quickly as the number of model parameters increases, making any realistic FWI problem unsolvable in practice.

Fortunately there is a clever solution to this problem, called the adjoint-state method [Tarantola, 1984, 1988, Tromp et al., 2005, Fichtner et al., 2006], which enables the solution of Eq. (2) at the cost of one additional waveform simulation. We will derive the discrete-adjoint formulation introduced to seismology in the frequency domain by Pratt et al. [1998] and Pratt [1999] and applied in the time domain by van Driel et al. [2020] and Thrastarson et al. [2020]. The discrete-adjoint formulation is a necessary component of FWI to enable the multi-mesh workflow, which will be introduced in section 3.3.

A misfit function $\chi$ can be minimized by simply making the synthetic waveforms equal to the recorded waveforms. The problem is however not that simple, as the construction of the synthetic waveforms has to adhere to the wave equation (Eq. (1)). We can construct an augmented objective function $\psi$ using Lagrange multipliers to create a constrained optimization problem. The function we wish to minimize is

$$\psi(m, u, \lambda) = \chi(m, u) - \lambda^T (Lu - f), \tag{3}$$

where $\lambda$ is the Lagrange multiplier. The augmented objective function, $\psi$, is minimized by forcing all partial derivatives to zero. We will go through each of the partial derivatives one by one. Firstly, the partial derivative of Eq. (3) with respect to $m$ is,

$$\frac{\partial \psi}{\partial m_i} = \frac{\partial \chi}{\partial u}^T \frac{\partial u}{\partial m_i} - \lambda^T \frac{\partial L}{\partial m_i} \frac{\partial u}{\partial m_i} \neq 0, \tag{4}$$

which can be rewritten using the chain rule,

$$\frac{\partial \psi}{\partial m_i} = \frac{\partial \chi}{\partial u}^T \frac{\partial u}{\partial m_i} - \lambda^T \frac{\partial L}{\partial m_i} \frac{\partial u}{\partial m_i} - \lambda^T \frac{\partial L}{\partial m_i} u = \left( \frac{\partial \chi}{\partial u} - (\lambda^T L)^T \right) \frac{\partial u}{\partial m_i} - \lambda^T \frac{\partial L}{\partial m_i} u. \tag{5}$$

The second condition of the Lagrangian optimization is the partial derivative of $\psi$ with respect to the synthetic wavefield $u$,

$$\frac{\partial \psi}{\partial u} = \frac{\partial \chi}{\partial u} - (\lambda^T L)^T \neq 0, \tag{6}$$

which forces the first term of Eq. (5) to zero, removing the, previously mentioned, problematic term from Eq. (2), $\frac{\partial u}{\partial m_i}$. Eq. (6) is called the discrete adjoint equation, and it can be written as,

$$L^T \lambda = \frac{\partial \chi}{\partial u}, \tag{7}$$

where $\lambda$ is called the adjoint field, and it can be computed at the cost of a single waveform simulation. The final constraint of the Lagrangian optimization is,

$$\frac{\partial \psi}{\partial \lambda} = Lu - f \neq 0 \tag{8}$$

$$\implies Lu = f, \tag{9}$$

which ensures that the wave equation (Eq. (1)) holds.

By substituting Eq. (9) into Eq. (3), we can see that, at the stationary points of Eq. (3), where Eq. (9) holds, $\psi = \chi$. The
three partial derivatives of the augmented objective function, \( \psi \), thus lead to three equations, which need to be fulfilled in order to compute a gradient.

\[
\frac{\partial \chi}{\partial m_i} = -\chi^T \frac{\partial L}{\partial m_i} u, \tag{Gradient}
\]

\[
L^T \lambda = \frac{\partial \chi}{\partial u}, \tag{Adjoint equation}
\]

\[
Lu = f, \tag{Wave equation}
\]

By solving Eqs. (10) together, one can obtain the gradient of \( \chi \) with respect to \( m \) at the cost of two wave propagation simulations and a convolution of the adjoint field and the synthetic wavefield.

### 2.2 Optimization

As previously mentioned, the gradient is used to compute a model update which results in a misfit reduction between iterations. The process of iteratively improving the model, or to be exact, reducing the waveform misfit is called optimization.

There are multiple optimization algorithms available, and it has been an active research topic for decades. Different optimization algorithms work well for different applications, and there is no way to cover them all. For a good overview, we recommend Nocedal and Wright [2006]. In this section we will give an introduction to quasi-Newton methods of optimization as that is the family of optimization schemes, Inversionon was designed for.

#### 2.2.1 Gradient-Based Optimization

Optimization problems like FWI are designed with the goal of minimizing functions. The function to be minimized is called an objective function (\( \chi \)), and what makes the minimization a tedious task is that there is no explicit expression for this, generally highly non-quadratic, function. In gradient-based optimization one starts with an initial guess of model parameters \( m_0 \), evaluates the objective function \( \chi(m_0) \), and iteratively improves the guess with the goal of lowering the value resulting from the evaluation of \( \chi(m) \) until data are fit within the noise. The objective function can also be maximized in a similar way [e.g. Bösch et al., 2020].

As the objective function is evaluated, a decision needs to be made of how to modify the current model to reduce the value of the objective function. In order to do so, an approximation of the objective function in the local vicinity of the current model is computed using a Taylor expansion. The simplest of which being a first-order (linear) Taylor expansion

\[
\chi(m) \approx \tilde{\chi}(m) = \chi(m_n) + \nabla \chi(m)|_{m=m_n}(m - m_n), \tag{11}
\]

where \( m_n \) is the current best guess in model space. Eq. (11) is a linear approximation of \( \chi \), and as \( \chi \) is seldomly linear in FWI problems, the first-order Taylor expansion quickly becomes inaccurate as we move away from \( m_n \). However, in the local vicinity of \( m_n \), the information contained in Eq. (11) can still be used to improve the model. The gradient of \( \tilde{\chi}(m) \) with respect to model parameters is \( \nabla \chi(m)|_{m=m_n} \), and as the gradient of a function points in the direction of its steepest ascent, a good approach to improve the current best guess would thus be to move in the opposite direction of the gradient,

\[
m_{n+1} = m_n - \alpha_n \nabla \chi(m)|_{m=m_n}. \tag{12}
\]

As Eq. (11) is just a local approximation of \( \chi \), it depends on how good the local approximation is, how far it is wise to step in the local negative gradient direction. The update is thus scaled with a step-length parameter, \( \alpha_n \), which depends on how well Eq. (11) approximates \( \chi \). A good value for \( \alpha_n \) can be estimated with a line search, where different values of \( \alpha_n \) are tested in order to search for the optimal one, or with a trust-region approach which will be described in section 2.2.4.

Eq. (12) is the update formula for one of the most commonly used optimization algorithms, steepest descent, where the model is updated in the opposite direction of local steepest ascent every iteration. An option to potentially improve upon steepest descent, is to improve the local approximation of \( \chi \) by higher order Taylor expansions. Let us expand \( \chi \) to the second order,

\[
\chi(m) \approx \tilde{\chi}(m) = \chi(m_n) + \nabla \chi(m)|_{m=m_n}(m - m_n) + \frac{1}{2}(m - m_n)^T B_n (m - m_n), \tag{13}
\]

where \( B_n \) is the local Hessian (or 2nd derivative) of \( \chi(m) \) evaluated at \( m_n \). The function \( \tilde{\chi}(m) \) can be minimized by

\[
m - m_n = -B_n^{-1} \nabla \chi(m)|_{m=m_n}, \tag{14}
\]
which shows that the modification of $m_n$ needed to minimize the local approximate objective function is the negative inverse local Hessian times the local gradient. It is thus a good search direction, giving rise to the 2nd-order update function,
\[
m_{n+1} = m_n - H_n \nabla \chi(m) |_{m=m_n},
\]
where $H_n = B_n^{-1}$ is the inverse Hessian matrix. If $\chi$ is a quadratic function, Eq. (15) minimizes $\chi$ with one update. Most realistic objective functions are not perfectly quadratic though, often making it necessary to scale the update of $m$ as the one step minimization of Eq. (15) only holds locally for $\tilde{\chi}$ and not globally for $\chi$. The scaled version of Eq. (15) can be written as
\[
m_{n+1} = m_n - \beta_n H_n \nabla \chi(m) |_{m=m_n},
\]
where $\beta_n$ represents a step length scalar which depends on the quality of the local approximation of $\chi$. Estimating a good value for $\beta_n$ is discussed in section 2.2.4. Optimization methods using Eq. (16) are called Newton’s methods. Unfortunately, it is often the case that 2nd-order derivatives are expensive to compute and/or have prohibitively large memory requirements. This happens when the model space is large, as typically in FWI. One cure for that problem are quasi-Newton methods which approximate the Hessian or the inverse Hessian. In the following sections we will introduce a quasi-Newton method which works well for FWI problems.

### 2.2.2 BFGS

The Broyden-Fletcher-Goldfarb-Shanno (BFGS)[Broyden, 1970, Fletcher, 1970, Goldfarb, 1970, Shanno, 1970] method is a quasi-Newton method of optimization, meaning that it approximates the second derivative of the misfit, the Hessian, in order to make better updates than first-order methods, at a lower cost than Newton methods.

The Hessian gives information on the local curvature of the objective function which in turn can give valuable information regarding optimal (component-wise) scaling of the gradient. If curvature is high, taking a long step is risky, as the gradient changes rapidly, while with a low curvature, taking a long step is safer. The optimal gradient scaling is thus inversely proportional to the Hessian. Unfortunately, as previously stated, the Hessian is expensive to compute and has intensive memory requirements for large model spaces. The BFGS method computes an approximation of the inverse Hessian through monitoring how the gradient changes as the model space is explored.

If we define vectors $s_n = m_{n+1} - m_n$ (change in model) and $y_n = \nabla \chi_{n+1} - \nabla \chi_n$ (change in gradient) we can write the secant equation,
\[
B_{n+1} s_n = y_n,
\]
where $B_n$ is a positive definite matrix satisfying Eq. (18). The approximation of the inverse Hessian is updated every iteration. When updating $H_n$, there are still infinitely many positive definite solutions which satisfy Eq. (18). It has shown to be a good choice to define the updated inverse Hessian, $H_{n+1}$, as the solution to the minimization problem
\[
H_{n+1} = \arg \min_H \|H - H_n\|
\]
subject to $H = H^T$ and $Hy_n = s_n$.

The scaled version of Eq. (15) is the BFGS formula for updating the inverse Hessian,
\[
H_{n+1} = V_n^T H_n V_n + \rho_n s_n s_n^T,
\]
where
\[
V_n = I - \rho_n y_n s_n^T,
\]
and
\[
\rho_n = \frac{1}{y_n^T s_n}.
\]
Doing the same sort of derivation for the approximate Hessian results in a formula called the Davidon-Fletcher-Powell updating formula (DFP),
\[
B_{n+1} = V_n B_n V_n^T + \rho_n y_n y_n^T,
\]
For a more extensive derivation of the BFGS approach we refer to Nocedal and Wright [2006].
2.2.3 L-BFGS

The BFGS method becomes hard to use in practice once the model space gets large. If the model space contains \( M \) parameters, the Hessian requires \( (M^2 - M)/2 \) indices, which is too memory-intensive for large-scale problems. Nocedal [1980] introduced a variant of the BFGS method, called the limited memory BFGS or L-BFGS method. It does not require storing the inverse Hessian in memory but rather computes its approximation from series of previous gradients and model updates on the fly. The BFGS update of the inverse Hessian is described in Eq. (21), but the previous update of the inverse Hessian is in the first term and thus needs to be stored in memory. This is what L-BFGS is designed to avoid.

In L-BFGS, a history of \( x \) previous gradients and model updates is used to approximate the inverse Hessian at every iteration.

\[
\hat{H}_n = (V^T_{n-1} \cdots V^T_{n-x}) \hat{H}_0^x (V_{n-x} \cdots V_{n-1}) \\
+ \rho_{n-x}(V^T_{n-1} \cdots V^T_{n-x+1})s_{n-x}s^T_{x-n} (V_{n-x+1} \cdots V_{n-1}) \\
+ \rho_{n-x+1}(V^T_{n-1} \cdots V^T_{n-x+2})s_{n-x+1}s^T_{x-n+1} (V_{n-x+2} \cdots V_{n-1}) \\
+ \cdots \\
+ \rho_{n-1}s_{n-1}s^T_{n-1}
\]  

(25)

One has to choose an initial inverse Hessian approximation \( \hat{H}_0^x \) which can vary as the optimization goes on. Nocedal and Wright [2006] show an efficient two-loop recursive algorithm to compute the descent direction from Eq. (14) which is then put into Eq. (19), and \( \beta_n \) can be found with line search satisfying the Wolfe condition. Performing a line-search is expensive when each realization of the objective function is costly, which makes it attractive to look at trust-region methods to find a reasonable step length.

2.2.4 Trust-Region Methods

Gradient based optimization methods can be separated into two distinct groups, line-search methods and trust-region methods. The fundamental difference between the groups is the philosophy of how to find the optimal step length for model updates. Line-search methods optimize the step length based on a pre-computed descent direction while the trust-region methods define a region where the objective function can confidently be approximated, and optimize the update within that region.

Line-search is done by evaluating \( \chi \) at a few neighbouring points in model space and picking a step length which satisfies the Wolfe conditions [Wolfe, 1969]. In FWI, evaluating \( \chi \) is a costly exercise which would ideally be kept to a minimum and trust-region methods provide a cheaper alternative.

Often a simple Taylor expansion around the current best guess is used to approximate \( \chi \), either first order, or second order where Hessian information is available. In each step, the optimization is done for the approximate objective function \( \tilde{\chi} \)

\[
\tilde{\chi}(m) = \chi(m_n) + \nabla \chi(m)|_{m=m_n}(m - m_n) + \frac{1}{2}(m - m_n)^T B_n(m - m_n).
\]  

(26)

The local approximation, \( \tilde{\chi}(m) \), is minimized subject to a condition regarding the Euclidean distance between \( m \) and \( m_n \)

\[
||m_n - m||_2 \leq \delta,
\]  

(27)

where \( \delta \) is called the trust-region radius.

In each iteration, the predicted value of the new \( \tilde{\chi}(m_{n+1}) \) is compared to the actual value of \( \chi(m_{n+1}) \) and if the ratio is close to one, that gives an indication that \( \tilde{\chi}(m) \) was a good local approximation of \( \chi(m) \), giving a reason to try and increase the trust-region radius in the next iteration. If however the ratio is far from 1, the trust-region should be shrunk. Additionally if the misfit does not decrease between iterations, \( \delta \) should be shrunk and the previous model update tried again.

2.2.5 Trust-Region L-BFGS

As an observant reader may have noticed, the Hessian matrix is used in the Taylor expansion in Eq. (26), which is not tractable to compute for large-scale problems. One way to mitigate this issue is to use a first-order Taylor expansion,
limiting the quality of the approximation which in turn limits the feasible trust-region radii. Another way to mitigate it is to use an approximate Hessian like the one computed in Eq. (24), or to go even further and use the trick of the L-BFGS approach where the approximate inverse Hessian is computed based on a series of updates of the model and its corresponding gradients. The trick of the L-BFGS inverse Hessian approximation can also be applied to the Hessian approximation, and as this computation is rather cheap, it is well worth the additional accuracy it provides in approximating the objective function within the trust-region. Eq. (24) can be computed with the limited memory approach just like Eq. (21) is computed using Eq. (25). The limited memory approximate Hessian update is

\[
\tilde{B}_n = (V_{n-1} \cdots V_{n-x})\tilde{B}_0(V_{n-x}^T \cdots V_{n-1}^T) + \rho_{n-x}(V_{n-1} \cdots V_{n-x+1})y_{n-x}y_{x-n}^T(V_{n-x+1}^T \cdots V_{n-1}^T) + \rho_{n-x+1}(V_{n-1} \cdots V_{n-x+2})y_{n-x+1}y_{x-n+1}^T(V_{n-x+2}^T \cdots V_{n-1}^T) + \cdots + \rho_{n-1}y_{n-1}y_{n-1}^T,
\]

and it can also be computed in an efficient two loop recursive algorithm like the descent direction in L-BFGS.

By combining L-BFGS with a trust-region approach, one has a good approximation of the local objective function while a line-search for a good step-length is not necessary anymore, significantly reducing the cost of an FWI update.

2.3 Stochastic FWI

Inversionson has the option of using the standard non-stochastic FWI workflow. On top of that, it offers the usage of the dynamic mini-batch workflow introduced by van Herwaarden et al. [2020]. Here we will give a brief overview of the difference between a standard optimization scheme and a stochastic one. For a detailed description of the stochastic FWI we refer to van Herwaarden et al. [2020].

In a standard FWI, the objective function to be minimized is the sum of the waveform misfits,

\[
\theta(m) = \sum_{i=1}^{N} \theta_i(m),
\]

where \(N\) is the number of sources in the entire dataset. The value of this objective function needs to be computed in each iteration and monitored in a way that the misfit keeps decreasing. Another way to define an objective function is to use an approximate misfit function of the full dataset. Rather than using the whole dataset to compute the value of the objective function, the dataset is approximated with a subset of it (a batch), and the sample average of the waveform misfit becomes the new objective function,

\[
\chi(m) \approx \chi_b(m) = \frac{1}{B} \sum_{i=1}^{B} \chi_i(m),
\]

where the subscript \(b\) stands for the (mini-)batch which is currently used to approximate the dataset, and \(B\) stands for the number of sources in batch \(b\). In order to explore the full dataset, the batch needs to change between iterations. At the same time, the optimization procedure needs to have some measure of misfit evolution from iteration \(n\) to iteration \(n+1\). The approach used in Inversionson, is to split the batch into two parts, control group sources and non-control group sources. The control group consists of the sources which stay in the batch from iteration \(n\) to iteration \(n+1\), and can thus be used to monitor misfit changes, while the other sources are replaced. The control group selection process is explained in Algorithm 1. The relationship between the dataset, batch and control group is described in Fig. 1 where \(C_n\) and \(B_n\) are the control group and batch for iteration \(n\) respectively, and \(A\) is the full dataset.

![Figure 1: Relationship between control group, batch and dataset. Iterations are denoted by n subscript.](image)
Creating an optimal dataset for a seismic inversion is a subjective process and the trade-off between computational cost and quality of inversion is non-trivial. Using a stochastic approach to the inversion enables much larger datasets without having to worry about the additional computational cost which comes with it, given that the datasets contain a certain level of redundancy, as is common in seismic datasets. The quasi-stochastic source selection process finds the most dominant sources in the dataset and gives them relatively more attention than the sources which are less dominant. This gives the dynamic mini-batch approach an element of optimal experimental design [Martiartu et al., 2017, Maurer et al., 2017, Vinard et al., 2018]. Each stochastic model update is cheaper than a full dataset model update, and with the dynamic mini-batch approach [van Herwaarden et al., 2020], which is implemented in Inversionson, the inversion itself figures out how many sources are needed in a batch in order to make a meaningful model update.

In FWI, one has to deal with imperfect data and has to be careful to fit the synthetic seismograms to the observed ones in a reasonable way. It is important to make measurements for which we expect that the gradient of it will guide us in the right descent direction. Therefore, we window parts of the seismogram for which meaningful measurements can be made. In a standard FWI workflow, like the one described in section 3.1, this is done for all sources at the start of the inversion, and it is not done again without restarting the whole inversion process. As an inversion progresses and the model improves, the number of possible windows to do safe measurements increases, but with a standard workflow, this cannot be exploited without restarting the optimization. That is one of the reasons why, traditionally, FWI is highly dependent on its starting model. In practice though, inversions are split into multiple frequency bands, and the data are re-windowed every time the inversion moves into a new band, which partially remedies the issue of windows being dependent on the starting model. It may, however, slow down convergence, as a restart of the inversion, either to pick new windows, add more data, or move to a new frequency band, breaks the quasi-Newton part of the optimization routine, which benefits from multiple prior iterations to approximate the inverse Hessian of the objective function.

One of the main benefits of stochastic seismic inversions is how naturally data can be re-windowed regularly and how new data can be added into an ongoing inversion [van Herwaarden et al., 2021]. Sources leave the batch and re-enter it regularly. With such a system, the windowing process can be repeated whenever a source (re-)enters the batch, making stochastic FWI much less dependent on its starting model.

3 Workflows

As described in the previous section, FWI is an iterative optimization process, and guiding large data volumes through complex optimization algorithms requires great care. Inversionson is able to handle various levels of workflow complexities which will be described in this section. Each workflow contains two phases, the preparation phase, which is only done once, and the iterative phase which is repeated until arbitrary criteria are reached. The workflows will be described with figures, showing how the various levels of complexities stack up.

3.1 Standard FWI Workflow

Inversionson always assumes the trust-region L-BFGS optimization scheme as the base level optimization. This can be changed relatively easily but for now, let us assume that the standard FWI workflow revolves around the trust-region L-BFGS optimization scheme. The workflow is described in Fig. 2 a).

Preparation phase: Synthetic waveforms, windows, misfits and gradients are computed for each source in the dataset, the preferred regularization is applied before moving on to the iterative phase.

Iterative phase: After updating the model based on the gradient of the previous iteration, synthetic waveforms are computed using the new model. The synthetic waveforms are compared to the data, and if the misfits between the two have dropped compared to the misfits of the previous iteration, a gradient can be computed and regularized before starting a new iteration. However, if the misfits did not drop, the trust-region needs to be reduced and the model updated again based on the new trust-region. The iteration is then restarted with the new model. It is best to avoid this happening as it is computationally expensive to re-compute all the synthetic waveforms. Usually, when everything is adequately set up, this does not happen often, if at all.
Figure 2: a) The standard trust-region L-BFGS FWI workflow illustrated with Lego®-type block structures. In all the workflow figures, it starts by moving from bottom to top in the preparation stack and then climbing the iterative stack repeatedly. In this workflow, synthetics are computed for all events, using the initial model, those synthetics are windowed, misfits computed, and a gradient is computed. With the preparation phase completed, the model is updated, and new synthetics and misfits computed. If the misfit reduced, a gradient is computed, otherwise the trust region is reduced and model updated again. b) The additional complexities of the Mini-Batch workflow (red cubes) have been added to the standard workflow. CG stands for control group. In this case, the synthetics are initially only computed on the first batch of events. These events are windowed, and a gradient computed based on them. In the iterative stack, only the control group events are used to quantify misfit reduction. If the misfit was reduced, the batch is filled up with new events, which are windowed and a gradient is computed based on the full batch.

3.2 Mini-Batches

The addition of the mini-batch approach to the standard workflow of section 3.1 adds a layer of complexity as displayed in Fig.2 b), where the red cubes have been added to the workflow of Fig. 2 a). Along with the extra layer of complexity in the workflow, comes a significant reduction in computational cost required to converge to a good model [van Herwaarden et al., 2020].

The main concept behind the mini-batch method is to not use every earthquake in the dataset in every iteration, but to rather use subsets at a time. This comes with subjective choices like how to pick sources to use in each iteration, and InversionSon has its own way of automatically dealing with that (Algorithm 1), thus reducing the subjectivity between individual inversions.

The mini-batch workflow can be split into two phases like the standard one. It will not be described from the ground up but only compared to the previously described one.

Preparation phase: Rather than computing initial synthetics for all events, they are only computed for a subset of events, the number of which is defined by the user. The events are selected to maximize spatial coverage.

Iterative phase: Upon initialization of each new iteration, a control group is selected as described in Algorithm 1. Initially, synthetics and misfits are computed for the control group. If the misfit increases, the trust region is reduced, and the iteration is restarted. If the misfit drops, the batch of the iteration is filled up, as described in Algorithm 1, and synthetics are computed for the new events. Misfits for the new events are computed using new windows and a gradient is computed for all events of the iteration.

Benefits: The mini-batch approach includes multiple benefits, the most obvious one being greatly reduced computational cost to converge to a reasonable model. A less obvious benefit is the reduction of initial model dependence by (re-)windowing data from events that (re-)enter the inversion. The mini-batch approach allows us to expand the dataset during an inversion as shown in van Herwaarden et al. [2021], meaning that the choice of the initial dataset is not as crucial and binding as in the normal approach. Local minima are less of a problem in the mini-batch approach, as the objective function changes between iterations.
Figure 3: **a)** The relevant blocks corresponding to the multi-mesh workflow (green cubes) have been added to the standard workflow from Fig. 2 a). The difference in this case, is that new meshes need to be created for each event, and the model and gradient of each iteration need to be interpolated between discretizations. **b)** By combining the multi-mesh and mini-batch additions into one workflow, the workflow gets quite complex. New meshes get created every time a new event enters the workflow, and the previously mentioned interpolations have been added to the workflow displayed on Fig. 2 b).

**Drawbacks:** The only real drawback of the mini-batch approach is that it complicates the workflow, making it harder to implement. However, it is readily available for usage in Inversionson.

---

**Algorithm 1:** Event selection process

\[
X = \text{max}_\text{angular\_difference}
\]

**if** preparation phase **then**

- Pick N events to maximize coverage

**else**

- Gradually remove events from previous iteration to select control group
  **while** angular\_difference < \(X\) **do**
    - Remove event with the gradient with the smallest angular effect
  **end**
  **if** unused events in dataset **then**
    - Pick unused events to maximize coverage
  **else**
    - Pick events quasi randomly, based on previous removal orders and spatial coverage
  **end**

**end**

---

### 3.3 Multi-Mesh Approach

The multi-mesh approach was initially implemented by Thrastarson et al. [2020], where each seismic source is modelled on a specific mesh which is optimally designed for the respective source location [van Driel et al., 2020]. The meshes are adapted to the expected complexity of the wavefield prior to simulating, exploiting how the wavefield complexity is lower in the azimuthal dimension with respect to the source and thus needing fewer grid-points to resolve the wavefield in that dimension. As demonstrated by van Driel et al. [2020], these meshes can greatly reduce the compute cost of both wavefield and adjoint simulations, and as demonstrated by Thrastarson et al. [2020], the meshes
can be used in FWI to provide equally good results as standard meshes at a much lower cost given that enough elements are used to cover the azimuthal dimension.

Using wavefield-adapted meshes creates a complication, which results in the need to separate simulation meshes and the inversion parameterization (which can be a mesh as well). Apart from the need for multiple interpolations between different parameterizations, the multi-mesh approach does not complicate that standard workflow to a great extent, as can be seen in Fig. 3 a).

**Preparation phase:** Initially all the meshes need to be created and model parameters interpolated onto the new meshes. The workflow continues as in the standard workflow.

**Iterative phase:** After the model is updated, it has to be interpolated onto the meshes, and as the gradient has been processed, the individual gradients need to be interpolated onto the inversion parameterization.

**Benefits:** Simulation cost can be reduced by an order of magnitude. It can be reduced by up to a factor 15-20 in favourable cases [Thrastarson et al., 2020]. With simulation cost being the main expense factor of FWI, this is an important benefit.

**Drawbacks:** The meshes used in this method assume laterally smooth media making it perfect for finding smooth velocity variations, but not applicable to reflection-based studies. The workflow requires many mesh generations and interpolations. These actions need to be efficient in order to maximize the potential of the multi-mesh approach. Inversionson has efficient algorithms for meshing and interpolating, the latter of which exploits the Gauss-Lobatto-Legendre parameterization of each element of the mesh, to perform accurate interpolations.

### 3.4 Mini-batch Combined with Multi-mesh

Inversionson was initially written to automate this combined workflow and is thus optimized to facilitate it efficiently. The combined workflow is illustrated in Fig. 3 b). The mini-batch and the multi-mesh approaches complement each other. The benefits of the workflows go well together as the former needs fewer simulations to converge and the latter makes each of the simulations an order of magnitude cheaper than usually. An application of this workflow is shown in section 5.

### 4 Software

Inversionson is all written in Python [Rossum, 1995], with a large emphasis on NumPy [Harris et al., 2020]. It is designed to automate the workflows described in section 3, but also to facilitate the automation of similar FWI workflows which the user wants to implement.

Much work has already been spent on designing software specializing in specific tasks related to FWI. Inversionson takes pre-existing software and does everything which is required to make the other software packages work together in an efficient way to automate FWI.

The software which Inversionson ties together are:

- **Salvus** [Afanasiev et al., 2019] is a central part of Inversionson. It runs forward and adjoint simulations, it creates meshes, is the optimization manager, communicates with the computational cluster. Inversionson is designed to work with Salvus, exploiting its functionalities to streamline inversions, and cannot run without it. For automatic inversions without using Salvus, we recommend Chow et al. [2020].

- **LASIF** [Krischer et al., 2015a, Thrastarson et al., 2021b] is the inversion framework, meaning that it takes care of data downloading and managing, window selections, misfit and adjoint source computations.

- **MultiMesh** [Thrastarson et al., 2021a] is only needed if one wants to use the multi-mesh part of the implemented workflows. MultiMesh handles all interpolations for Inversionson.

The automatic inversion procedure works in a way that LASIF is used to create a LASIF project, define a domain, and download data. A user has to define certain configurations for both LASIF and Inversionson, and as an inversion is initialized, Inversionson communicates with the optimization routines in Salvus to get a task to perform. The Inversionson AutoInverter class (see Fig. 4) then delegates tasks to the relevant objects, shown in Fig. 4. How these tasks are performed and delegated depends on which workflow the user picks. As the task is completed, Inversionson reports back to the optimization module of Salvus to get a new task, and by repeating this workflow the whole inversion can be performed fully automatically.
5 Project

In order to demonstrate that Inversionson works for the kinds of large-scale seismic FWI problems that it was designed for, we show results of a synthetic test case. As large-scale FWI is a computationally expensive exercise, we constructed a case of relatively low compute cost, resolving low frequency wave propagation for a small amount of sources. The project was a long-period isotropic elastic global-scale FWI using the workflow described in section 3.4. Inversionson has been tested for all the workflows described in section 3, however, only the most complex workflow will be shown here. The number of sources used in the inversion was 29. The synthetic dataset was created using cubed-sphere meshes [Ronchi et al., 1996] with a period range from 150 s to 250 s. The selected waveform misfit function was the time-frequency phase misfit [Fichtner et al., 2008]. The test case is far from an optimal case for the workflow, as its benefits increase with higher frequencies and more sources. It does, however, serve as a good initial test case, and this section of the paper will be updated as the work of more large-scale cases will be published.

Inversionson ran uninterrupted for 21 mini-batch iterations starting from a 1-D model with the goal of recovering a Gaussian chequerboard model of up to 7% deviations (Fig. 5 d)) which is the order of deviations one can expect in the mantle.

The evolution from initial to final model with a comparison of the true model can be seen in Fig. 5. The recovery is already quite good in most regions of sufficient coverage (equator, N-America) while it is a bit worse where the coverage is inadequate (N-Atlantic, southern hemisphere). Getting a better recovery by running more iterations or expanding the dataset would have been an option, but this project was simply done to illustrate the workings of Inversionson, so we did not see a reason to do so. Inversionson generated an automatic documentation file during the inversion which gives information on which sources are used in each iteration and their respective misfit values.

5.1 Cost Analysis

Using the relatively small dataset in this test case, the cost of a full iteration is relatively low. Using the standard workflow from section 3.1, the total number of simulations required for an iteration is 58.

The cost benefit of the mini-batch approach from section 3.2 scales with the size of the dataset so for this study the benefit is unusually small. Making a robust cost comparison between the standard workflow and the mini-batch one is difficult as a mini-batch iteration is not equivalent in benefit compared to a full iteration so it is important to keep that in mind. The average number of simulations per mini-batch iteration was 36.8 resulting in a factor of 1.6 reduction in compute cost per iteration from using the mini-batch approach. This factor increases as the dataset gets larger since the cost of a full iteration scales linearly with number of used earthquakes, but the mini-batch approach automatically adjusts the size of the batch in each iteration, making it somewhat independent of the number of earthquakes. van Herwaarden et al. [2020] show an example for a reasonably sized dataset of 125 sources used to invert for the subsurface structure of the African continent which has a factor 5.3 reduction in the number of required
Figure 5: S-wave velocity deviations from 1-D model (PREM [Dziewonski and Anderson, 1981] with no crustal layer): a) Starting model. b) Distribution of sources, with rays connecting sources and receivers, the lighter the ray color, the more ray crossings. c) Final model after 21 iterations. d) True model.

simulations to reach convergence.

Using the multi-mesh approach from section 3.3, results in each simulation becoming cheaper. As demonstrated by Thrastarson et al. [2020], the factor by which the simulation cost is reduced is proportional to the resolved frequency. This was a long period study, with a minimum period of 150 s to be resolved, meaning that the benefit of the multi-mesh approach is on the lower end of its potential. A standard, cubed sphere mesh, for the inversion settings includes 170,496 elements, while a wavefield adapted mesh for the same settings contains 30,696 elements. That results in a factor of 5.6 reduction in simulation cost which would increase with higher frequencies. Thrastarson et al. [2020] show a similar case, but resolving higher frequency wave propagation (50 s period), where the cost reduction factor is 14.1, demonstrating how the cost benefits increase with frequency.

Putting the benefits together by using the combined workflow from section 3.4 we can say that the 21 mini-batch iterations were computed at an equivalent cost of 2.4 full iterations using the standard FWI workflow.

6 Conclusions

We have presented, Inversionson, a Python based software package which, in combination with other scientific libraries, can perform FWIs fully automatically. It includes various advanced workflows, such as the dynamic mini-batch (section 3.2) and the multi-mesh (section 3.2) workflows, which greatly reduce the required computational cost of an inversion.

We showed an overview of the Trust-Region L-BFGS optimization method in the context of FWI, as well as four different FWI workflow options. One of which was the most commonly used standard approach, while the other ones have recently been developed. Finally, we showcased an example of a project done using Inversionson’s capabilities.

Inversionson is currently being used in several, ongoing, real data applications, which will be material for future publications. The current applications include a global FWI, as well as continental scale inversions of both Africa and Eastern Asia.

All in all, Inversionson eases the process of performing an FWI study of a region, making it much
more approachable to any interested researcher. The code is fully open-source and available at https://github.com/solvithrastar/Inversionson.
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