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Abstract—Power systems are increasingly operated in corrective rather than preventive security mode, which means that appropriate control actions must be taken immediately after a contingency has occurred. This paper proposes an on-line algorithm for automatically alleviating contingencies such as voltage limit violations and line overloads. Unlike previously proposed approaches, the network itself serves as a natural solver of the power flow equations. This makes it possible to start the implementation immediately and avoids problems caused by modeling errors. Every time the controller receives measurements from the grid, it evaluates the presence of contingencies, and computes the optimal corrective actions that can be implemented before the next sampling period, subject to ramping constraints of the generators. These corrective actions are implemented through the standard Automatic Generation Control. Finding the optimal incremental corrective actions is fast because this problem is linearized. The effectiveness of this algorithm at correcting both line overloads and voltage violations is demonstrated using the IEEE-118 Bus test system.
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I. INTRODUCTION

T RADITIONALLY, power systems have been operated in N-1 preventive security mode, which means that no immediate action is required following a single generation or transmission outage. However, because of the cost of implementing preventive security measures, power systems are increasingly operated in corrective security mode [1]. This means that actions must be taken soon after an outage to prevent line overloads from causing cascading outages or voltage violations from leading to a voltage collapse [2]. Various methods have been proposed to calculate what these corrective actions should be [3] and some authors have suggested mechanisms for implementing these measures automatically [4]. Typically, these approaches rely on the solution of an Optimal Power Flow (OPF) or Security Constrained Optimal Power Flow (SCOPF) to determine the control actions needed to reach a suitable target operating state. Relying on a model to determine what needs to be done has several drawbacks. First, the model may not accurately represent the behavior of the actual system. Second, the calculation of the target state may require a substantial amount of time and thus delay the implementation of the corrective actions. Third, because the target state cannot be reached instantaneously, other operating constraints might be violated in the process of getting there.

This paper proposes a closed-loop approach to the implementation of post-contingency corrective actions that does not require the solution of the non-linear power flow equations. Instead, incremental control actions based on real-time system measurements are implemented through the Automatic Generation Control (AGC). The network therefore acts as a natural solver of the power flow equations, as proposed in [5]. Corrective actions are thus implemented step by step and take into account what can actually be executed during each AGC cycle. Because they are small and updated in closed loop, the magnitude and direction of the corrective steps can be calculated using a fast linearized model without causing significant violations of operating constraints.

The remainder of this paper is organized as follows. Section II reviews the relevant literature on corrective actions and closed loop control of power systems. Section III defines the control problem. Section IV describes the optimization models used within the contingency alleviation algorithm. Section V presents the algorithms used to simulate the operation of the networks and the contingency alleviation algorithm. Section VI demonstrates the effectiveness of the proposed method using test cases based on the IEEE 118-bus system. Section VII concludes.

II. LITERATURE REVIEW AND PROPOSED METHOD

The approach proposed in this paper relies on three areas of previous work: post-contingency corrective actions, automatic generation control and online optimal power flow algorithms.

A significant amount of generation from stochastic renewable energy sources increases the uncertainty that operators must deal with daily. In this context, maintaining power system reliability in the traditional manner is getting increasingly difficult and costly. Hence the growing interest in post-contingency corrective actions [1]. Monticelli et al. [4] were the first to incorporate the possibility of corrective actions in a security-constrained optimal power flow (SCOPF) and demonstrated that it reduced the operating cost of the system without compromising its operational reliability. Since then, a number of other authors (e.g., [6], [7] and [8]) have developed increasingly sophisticated SCOPF formulations and solution method to determine the system’s optimal operating state when post-contingency corrective actions are possible.

Other authors have proposed algorithms for determine the optimal set of corrective actions that should be applied when a particular contingency occurs. For example, the authors of [9] developed an iterative algorithm that modifies the active and reactive power injections at both generator and load buses to alleviate line overloads. Shandilya et al. [10]...
proposes an algorithm for generation rescheduling and load shedding, under the assumption that most of the lines do not operate close to their maximum capacity and that only buses in proximity of the overload are rescheduled. This leads to a non-linear optimization problem that is solved iteratively using a conjugate gradient technique. Bijwe et al. \[11\] consider both line overloads and voltage violations and use the natural decoupling between active and reactive power to develop two separate models for alleviating line overloads and voltage violations. Similarly, Arini \[12\] proposes an iterative using a conjugate gradient technique. Bijwe et al. \[11\]

The majority of these algorithms aim to evaluate the final values of the control variables (i.e., generally, active power injection and voltage magnitude at generator buses) that would remove the violations of the operating constraints. To do so they iteratively move the control variables, while solving a power flow model to check the status of overloaded lines and bus voltages. However, even when the solution can be found in few seconds, the system may need several minutes to reach the new operating point. Ramp rate constraints on the generators introduce inter-temporal constraints that cannot be neglected while considering the implementation of these algorithms. In fact, the solution may not be feasible due to modeling inaccuracies. To avoid these issues, our approach does not solve a power flow to simulate the behavior of the network. Instead, it follows the evolution of its state at each step using actual grid measurement. Each time measurements are received, it quickly determines the next incremental corrective step by solving a Linear Programming (LP) problem. The inaccuracies introduced by this linearization are not significant because each step is small and deviations are corrected at each step based on actual measurements. This approach also prevents the creation of new violations of operating constraints while correcting the initial one.

Bacher and van Meeteren \[4\] are the first to propose using real-time corrective actions to track an OPF solution. Gan and Low \[5\] recently propose to use the grid as a natural solver of the power flow equations and drastically reduce the computing time required for solving an AC OPF iteratively in radial distribution grids. They claim that, using this approach, it is possible to track the optimal solution when the level of loads or production units changes quickly and continuously. Similar are described in \[18\] and \[19\].

AGC \[20\], \[21\] has been used for decades as a closed-loop control system to maintain the frequency stability of power systems. The schematic representation shown in Figure \[1\] illustrates how it keeps the frequency (i.e., the output variable \(x\)) at its nominal level by acting on the active power production of the generators (i.e., the control variables \(u\)).

Figure \[2\] shows how the contingency alleviation concept proposed in this paper could be integrated with the AGC. In this case, the output variables include all the quantities that are measured to detect potential violations of operating limits. The adjustments to the generator active power set-points combine what is needed to maintain the frequency and what is required to alleviate the line overloads. A similar loop adjusts the voltage set-points to correct voltage violations.

The idea behind the proposed method is to start adjusting the control variables in the right direction almost immediately after a violation of operating constraints has been detected. It will not bring the system to an optimal operating point but will relieve the constraint violations and thus keep it in an acceptable state until the operator moves it towards the solution of an SCOPF.

III. PROBLEM FORMULATION

This section introduces the mathematical model of the network (Section III-A) and the formulation of the contingency alleviation as a control problem (Section III-B).

A. Network Model

We model a meshed power network as a connected graph \(G(N^+, E)\) where \(N^+ := \{0\} \cup N, N := \{1, 2, \ldots, n\}\) and \(E \subseteq N^+ \times N^+\). Each edge of \(E\) represents a transmission line and each node of \(N^+\) represents a bus. \(y_{ij}, g_{ij}\) and \(b_{ij}\) are respectively the admittance, conductance and susceptance of the transmission line \((i, j) \in E\) \((y_{ij} = g_{ij} + j \cdot b_{ij})\). Let be \(I_{ij}\) the complex current and \(S_{ij} = P_{ij} + jQ_{ij}\) the sending-end complex power from bus \(i\) to bus \(j\). The maximum complex power that can be safely transmitted through the line \((i, j)\) is \(S^\top_{ij}\). A bus \(i \in N^+\) can be connected to a generator, a load, both of them or neither. \(V_i\) and \(\delta_i\) are the voltage magnitude and phase at bus \(i \in N^+\). \(\bar{\tau}\) is the maximum acceptable deviation of the voltage magnitude \(V_i\) from 1.0 per unit (p.u.) \(s_i, p_i\) and \(q_i\) are the complex, active and reactive power injection at bus \(i \in N^+,\) respectively.
Four real variables (or two complex ones) characterize each bus \( i \in N \), i.e., \( V_i, \delta_i, p_i \) and \( q_i \). Two of these real variables are imposed, while the remaining two are dependent variables determined by the power flow equations. We classify the buses into three categories based on which two variables are imposed, i.e., slack bus, generator bus and load bus. At a slack bus \( V_i \) and \( \delta_i \) are specified, and \( p_i \) and \( q_i \) are variable. Without loss of generality, we assume that bus 0 is the slack bus, assuming for convenience that \( V_0 = 1 \text{ p.u.} \) and \( \delta_0 = 0^\circ \). For a generator bus (PV-bus) \( V_i \) and \( p_i \) are specified, and \( \delta_i \) and \( q_i \) are variable. For a load bus (PQ-bus) \( p_i \), \( q_i \) are specified, and \( V_i \) and \( \delta_i \) are variable. Let \( N^g \) and \( N^l \) be the subsets of PV-buses and PQ-buses, respectively.

### B. Control Problem

The aim of the paper is to develop an efficient and reliable tool for alleviating contingencies in meshed AC networks. We consider two different types of contingencies, i.e., voltage violations at PQ buses (i.e., \( |V_i - 1| > \sigma \)) and line overloads (i.e., \( |S_{ij}| > \overline{S}_{ij} \)). Starting from an operating state that violates voltage and line flow constraints, we want to determine a series of corrective actions over the control variables \((p^g, V^g) = \{(p_g, V_g), g \in N^g\}\) that will bring the system to an operating state that satisfies all operating constraints. Unlike other similar works (e.g., [9]-[15]), which iteratively solve an approximate power flow model within the algorithm, we use the measurement of the grid as a solution of the power flow equations. In this way, we avoid the risk of having a solution that is strongly influenced by the approximation used to build the simplified power flow model. Moreover, in order to have a fast response, we only compute the optimal corrective action that can be implemented before the next sampling period, taking ramp rate constraints into account.

We assume that the measurement from the grid are available every \( t^m \) seconds. Each \( t^m \), the algorithm receives the values of \( V^l = \{V_t, t \in N^l\} \) and \( S = \{S_{ij}, (ij) \in E\} \), evaluates the presence of violations and modifies the set points \((p^{set}, V^{set}) = \{(p_{g^{set}}, V_{g^{set}}), g \in N^g\}\) in order to reduce the contingency. Moreover, we consider the frequency control response of the generators. In power flow simulations the frequency is assumed to remain constant and the slack bus is assumed to produce or absorb whatever power is needed to maintain the load/generation balance. In this work, we model the frequency control as a distributed response of the generators connected to the grid to restore the active power injection \( p_0 \) at the slack bus to its nominal level \( \tilde{p}_0 \). We consider that the frequency control intervenes every \( t^m \) seconds and modifies the set point of the control variables \( p^g \).

Figure 3 illustrates the control process. For each time step \( t \) of the simulation, for given value of \((p^g, V^g)\), the grid computes the values of the dependent variables \((V^l, S)\). Every \( t^m \) seconds the algorithm determines an optimal step of corrective action to alleviate possible contingencies, as variation of the control variables \((\Delta p^g, \Delta V^g)\). Similarly, every \( t^m \) seconds, the frequency control loop computes the imbalance \( p_0 - \tilde{p}_0 \) at the slack bus and evaluates \( \Delta p^a \) in order to balance it. Then, given the set points \((p^{set}, V^{set})\), the values of \((p^g, V^g)\) are computed for each PV-bus for the next time step \( t + 1 \), considering its ramp rate limits.

### IV. CONTINGENCY ALLEVIATION

This section defines the contingency alleviation algorithm. Section IV-A presents the general formulation of the control problem, while Section IV-B describes the linearization of the AC power flow equations. Finally, Section IV-C formulates the contingency alleviation problem as an LP optimization.

#### A. General Formulation

The first goal of the algorithm is to evaluate the presence of violations of voltage or power flow limits. We initially consider the following objective function:

\[
\mathcal{L} = \mu \sum_{i \in N^l} \max(|V_i - 1| - \tau, 0) + \frac{1}{k} \sum_{(ij) \in E} \max(|S_{ij}| - \overline{S}_{ij}, 0),
\]

where the parameter \( \mu \) controls the weight of the voltage violation term with respect to the line overload one. Parameter \( k \) (MVA/pu) is used to convert power flows into per unit. \( \mathcal{L} \) is equal to 0 when there are no constraint violations, while it is positive when an operating limit is not respected. However, the function \( \max(\cdot, 0) \) is not smooth because its derivative has a discontinuity at 0. Moreover, we would like our algorithm to be able to detect when a constraint is close to be violated, so that further control actions do not cause an additional contingency. Therefore, we introduce the function \( g(\tau, \epsilon) \), continuous and differentiable for \( \tau \in \mathbb{R} \). It is defined as:

\[
g(\tau, \epsilon) = \begin{cases} 
0, & \text{if } \tau \leq -\frac{2}{3} \epsilon \\
\frac{1}{3\epsilon^2} \left( \tau + \frac{2}{3} \epsilon \right)^3, & \text{if } -\frac{2}{3} \epsilon < \tau \leq \frac{1}{3} \epsilon \\
\tau, & \text{otherwise.}
\end{cases}
\]

Figure 4 illustrates the shape of this function. The red line shows \( g(\tau, \epsilon) \) when \( \epsilon = 0 \), which corresponds to the unpenalized function, i.e., \( \max(\tau, 0) \), while the blue line illustrates \( g(\tau, \epsilon) \) when \( \epsilon = 5 \). Note that \( g(\tau, \epsilon) \geq 0 \) for \( \tau \geq -2/3\epsilon \). Therefore, the objective function is greater than 0 when a line or a voltage is close to its limit but there is no actual constraint violation.
To simplify the notation we introduce the following functions:

\[ g^V(\tau) = g(\tau - 1 - \bar{\tau}, \xi_\tau), \quad (3a) \]
\[ g^S_i(\tau) = g(\tau - \bar{S}_i, \xi_\tau S_i), \quad (3b) \]

where \( \xi \in [0, 1] \) controls the shape of \( g^V \) and \( g^S \). Using these notations, we introduce the penalized modified function:

\[ L' = \mu \sum_{i \in N^L} g^V(V_i) + \frac{1}{k} \sum_{(ij) \in E} g^S(V_{ij}). \quad (4) \]

The aim of the corrective action algorithm is to iteratively modify the control variables \( (p^g, V^g) \) to alleviate the contingencies. To this effect, we need to determine a quick and reliable path for \( (p^g, V^g) \) that respects their ramp rates limits. Each \( t^m \) seconds, the algorithm receives the measurement of \( (V^l, S) \) and computes the value of \( (\Delta p^g, \Delta V^g) \) that minimizes \( L' \) while respecting the following ramp rate constraints:

\[ -R_g t^m \leq \Delta p_g \leq R_g t^m, \quad g \in N^g, \quad (5a) \]
\[ -T_g t^m \leq \Delta V_g \leq T_g t^m, \quad g \in N^g, \quad (5b) \]

where \( R_g \) (MW/s) is the ramping limit on \( p_g \) and \( T_g \) (p.u./s) is the ramping limit on \( V_g \). Because voltage regulators are very fast, ramping limits on voltage set-points in \( (5b) \) are not a physical constraints like the ramping constraints on active power set-points in \( (5a) \). However, we include them because rapid changes in voltage magnitudes are undesirable. If needed, \( T_g \) can be set to \( \infty \) to remove these constraints. At each iteration, we wish to compute the optimal \( (\Delta p^g, \Delta V^g) \) that can be implemented before the following measurement. We index with the superscript \( m \) the values measured from the grid. The optimization problem that we solve at each iteration is:

Min \( \mu \sum_{i \in N^L} g^V(V_i^m + \Delta V_i) + \frac{1}{k} \sum_{(ij) \in E} g^S(S_{ij}^m + \Delta S_{ij}) \)

over \( u := (\Delta p_g, \Delta V_g, \forall g \in N^g) \)
\[ x := (\Delta V_l, \forall l \in N^l; \Delta S_{ij}, \forall (ij) \in E) \]

s.t. \( x = F(u) \)
\[ \sum_{g \in N^g} \Delta p_g = 0 \]
\[ \Delta V_g \leq \Delta p_g \leq \bar{\Delta} p_g, \quad \forall g \in N^g \]
\[ |V_g^m + \Delta V_g - 1| \leq \bar{\Delta} V_g, \quad \forall g \in N^g \]

where the function \( F(\cdot) \) in constraint \( (6d) \) represents the power flow equations. It computes the variation of the dependent variables \( (\Delta V^l, \Delta S) \), due to \( (\Delta p^g, \Delta V^g) \). Constraint \( (6e) \) imposes the active power balance. Otherwise, eventual imbalances would be compensated by the frequency control loop in the form of a distributed response of the generators. Constraints \( (6f) \) and \( (6g) \) force the active power injection and voltage magnitude at each PV bus to remain within their feasible region. Finally, constraints \( (6h) \) and \( (6i) \) impose limits on the ramp rates. The optimization problem is non-linear due to constraint \( (6d) \).

**B. Linear Formulation of \( F(\cdot) \)**

Changes in active and reactive power injections are related to changes in voltage magnitude and phase by:

\[ \begin{array}{c}
\Delta p = -J \begin{bmatrix} \Delta \delta \end{bmatrix} \\
\end{array} \]

where \( J \) is the Jacobian matrix. Factoring \( J \) is time consuming for large systems. In order to simplify the computation we use the fast decoupled power flow assumptions [22]. We assume that \( V_i \approx 1 \) p.u., \( \cos \delta_i \approx 1 \) and \( \sin \delta_i \approx 0, \forall i \in N^+ \). Thanks to these assumptions we can decouple the frequency and the voltage control. This leads to:

\[ \begin{align*}
\frac{\partial p_i}{\partial \delta_j} & \approx -b_{ij}, & \frac{\partial q_i}{\partial \delta_j} \approx 0, & i, j \in N^+ \\
\frac{\partial p_i}{\partial V_j} & \approx 0, & \frac{\partial q_i}{\partial V_j} \approx -b_{ij}, & i, j \in N^+ 
\end{align*} \]

The simplified Jacobian is now constant over \( t \), so it is sufficient to compute it once at the beginning of the simulation. Aiming in substituting \( (6d) \) with an alternative linear formulation, we need to evaluate \( \frac{\partial \delta}{\partial p} \), \( \frac{\partial S}{\partial \delta} \), and \( \frac{\partial V}{\partial \delta} \). For computing \( \frac{\partial V}{\partial \delta} \), we first write the differential \( dq \), where \( q^I = \{q_l, l \in N^I\} \). In accordance with \( (8b) \), we write:

\[ dq^I = \frac{\partial q^I}{\partial V^l} dV^l + \frac{\partial q^I}{\partial V^g} dV^g. \]

The term \( dq^I \) is equal to 0 by definition, given that there is no control on the injection of reactive power at a PQ bus. This leads to:

\[ \frac{\partial V^I}{\partial V^g} = -\frac{\partial q^I}{\partial V^g} \left( \frac{\partial q^I}{\partial V^l} \right)^{-1}. \]

Then, computing \( \frac{\partial V}{\partial \delta} \) is straightforward. Indeed, \( V = \{V_0, V^g, V^I\} \) and

\[ \frac{\partial V_0}{\partial \delta_g} = 0, \quad \forall g \in N^g, \quad (11) \]
\[ \frac{\partial V^g_g}{\partial \delta_g} = \begin{cases} 1, & \text{if } g = g' \\ 0, & \text{otherwise} \end{cases}, \quad g, g' \in N^g. \quad (12) \]

To compute the term \( \frac{\partial \delta}{\partial p} \) we invert \( (8a) \), i.e.,

\[ \frac{\partial \delta}{\partial p_g} \approx \left( \frac{\partial p}{\partial \delta} \right)^{-1}_{g, g}, \quad g \in N^g, j \in N^+. \quad (13) \]
Thanks to the fast decoupled power flow assumptions, we obtain:
\[
\frac{\partial P_{ij}}{\partial p^g} \approx -b_{ij} \left( \frac{\partial \delta_i}{\partial p^g} - \frac{\partial \delta_j}{\partial p^g} \right), \quad \frac{\partial Q_{ij}}{\partial V^g} \approx -b_{ij} \left( \frac{\partial V_i}{\partial V^g} - \frac{\partial V_j}{\partial V^g} \right), \quad \frac{\partial P_{ij}}{\partial V^g} \approx 0, \quad \frac{\partial Q_{ij}}{\partial p^g} \approx 0, \quad (i,j) \in E \tag{14a}
\]
\[
\frac{\partial |S|}{\partial p^g} = \frac{P_{ij}}{|S_{ij}|} \frac{\partial P_{ij}}{\partial p^g}, \quad (i,j) \in E, \tag{15}
\]
\[
\frac{\partial |S|}{\partial V^g} = \frac{Q_{ij}}{|S_{ij}|} \frac{\partial Q_{ij}}{\partial V^g}, \quad (i,j) \in E. \tag{16}
\]

C. LP Formulation

The fast decoupled power flow approximation introduced in Section IV-B allows us to replace constraint (6d) with the following set of constraints:
\[
\Delta V_l = \sum_{g \in N^g} \frac{\partial V_l}{\partial g} \Delta g, \quad \forall l \in N^l, \tag{17a}
\]
\[
\Delta |S_{ij}| = \sum_{g \in N^g} \left[ \frac{\partial |S_{ij}|}{\partial g} \Delta g + \frac{\partial |S_{ij}|}{\partial V^g} \Delta V_{ij} \right], \quad \forall (i,j) \in E. \tag{17b}
\]

Even though we compute the sensitivities under the decoupled power flow assumptions, the optimization problem (6) can not be decomposed between the control variables \(\Delta p^g\) and \(\Delta V^g\). Since \(|S_{ij}| = \sqrt{P^2_{ij} + Q^2_{ij}},\) they both influence \(|S_{ij}|.\) However, the linearization of \(\partial |S_{ij}|\) in equations (15) and (16) may lead to mistakes when \(Q_{ij} \ll P_{ij}\) or, less likely, \(P_{ij} \ll Q_{ij}.\) Therefore, we prefer to impose some artificial upper limits on \(P_{ij}\) and \(Q_{ij}\), i.e., \(\overline{P}_{ij}\) and \(\overline{Q}_{ij}.\) We evaluate them by imposing the following conditions:
\[
\overline{P}_{ij}^2 + Q_{ij}^2 = \overline{S}_{ij}^2, \quad \forall (i,j) \in E \tag{18a}
\]
\[
\overline{P}_{ij} = \left| \frac{P_{ij}}{|Q_{ij}|} \right| \overline{Q}_{ij}, \quad \forall (i,j) \in E \tag{18b}
\]

Thanks to condition (18a) we ensure that, if \(|P_{ij}| < \overline{P}_{ij}\) and \(|Q_{ij}| < \overline{Q}_{ij},\) then \(|S_{ij}| < \overline{S}_{ij}.\) Then, (18b) imposes that, in case of a violation, the penalty for \(|P_{ij}|\) and \(|Q_{ij}|\) will be proportional to their contribution to the violation of \(\overline{S}_{ij}.\) The value of \(\overline{P}_{ij}\) and \(\overline{Q}_{ij}\) can be computed as
\[
\overline{P}_{ij} = \frac{\overline{S}_{ij}}{\sqrt{\overline{Q}_{ij}^2 + 1}}, \tag{19}
\]
\[
\overline{Q}_{ij} = \frac{|Q_{ij}|}{|P_{ij}|} \overline{P}_{ij}, \tag{20}
\]

In this way, we can also decompose (6) into two independent subproblems. The first, is solved to evaluate the optimal step \(\Delta p^g\) and its objective function is
\[
\mathcal{L}^p = \frac{1}{k} \sum_{(i,j) \in E} g_{ij}^p (P_{ij}^m + \Delta P_{ij}) + \frac{\nu^p}{k} \sum_{g \in N^g} |\Delta p_g|, \tag{21}
\]
where \(g_{ij}^p(\cdot)\) is defined as
\[
g_{ij}^p(\tau) = g(|\tau| - \overline{P}_{ij}, \underline{P}_{ij}), \quad (i,j) \in E. \tag{22}
\]

We introduce the term \(\sum_{g \in N^g} |\Delta p_g|\) in (21) to force the model to select only the generators that have a significant capacity to alleviate the contingency. The weight of this term in \(\mathcal{L}^p\) is controlled through the parameter \(\nu^p.\) The optimization problem to evaluate \(\Delta V^g,\) and its objective function is:
\[
\mathcal{L}^v = \mu \sum_{l \in N^l} g^v (V_l^m(x) + \Delta V_l) + \frac{1}{k} \sum_{(i,j) \in E} g_{ij}^q (Q_{ij}^m(x) + \Delta Q_{ij}) + \nu^v \sum_{g \in N^g} |\Delta V_g|, \tag{24}
\]
where \(g_{ij}^q(\cdot)\) is defined as
\[
g_{ij}^q(\tau) = g(|\tau| - \overline{Q}_{ij}, \underline{Q}_{ij}), \quad (i,j) \in E. \tag{25}
\]

As in Eq. (21), we introduce the term \(\sum_{g \in N^g} |\Delta V_g|\) and control its weight in (24) through the parameter \(\nu^v.\) The second optimization problem is:
\[
\text{Min } \mathcal{L}^v \tag{26a}
\]

over \(u := (\Delta V_g, \forall g \in N^g)\) \tag{26b}
\(x := (\Delta P_{ij}, \forall (i,j) \in E)\) \tag{26c}
s.t. \(\Delta P_{ij} = \sum_{g \in N^g} \frac{\partial P_{ij}}{\partial p_g} \Delta p_g, \forall (i,j) \in E\) \tag{26d}
\(\Delta Q_{ij} = \sum_{g \in N^g} \frac{\partial Q_{ij}}{\partial g} \Delta g, \forall (i,j) \in E\) \tag{26e}
\(|V_g^m + \Delta V_g - 1| \leq \tau, \forall g \in N^g\) \tag{26f}
\(-T_g t_m \leq \Delta V_g \leq T_g t_m, \forall g\) \tag{26g}

The non-linearities in (23) and (26) are replaced with alternative linear formulations. In particular, the functions \(g^p(\cdot),\) \(g^q(\cdot)\) and \(g^v(\cdot)\) are replaced by piece-wise linear approximations. The absolute values are removed through a conventional linearization technique [23]. The result is an LP model, easily solved using a standard optimization engine [24].

V. SIMULATION ENVIRONMENT

In order to test the effectiveness of the proposed approach at fast contingency alleviation, we need to integrate the algorithm that calculates the corrective actions with an algorithm that
simulates the operation of the system, including the frequency control loop, which operates as follows. Each \( t^m \) seconds, the frequency controller calculates the deviation of the active power injection \( p_g \) at the slack bus from its nominal value \( \bar{p}_0 \) and provides an immediate distributed response to restore the frequency:

\[
\Delta p^g = -\eta_g (p_g - \bar{p}_0), \quad \forall g \in N^g,
\]

where \( \eta_g \) define the relative contribution of generator \( g \) to the compensation of the system imbalance. The weight \( \eta_g \) is assumed to be:

\[
\eta_g = \frac{\bar{p}_g}{\sum_{g \in N^g} \bar{p}_g}, \quad \forall g \in N^g.
\]

(28)

It is trivial to prove that \( \sum_g \Delta p^g + (p_0 - \bar{p}_0) = 0 \).

Algorithm 1 Corrective action

Input: measurement \((p^m, V^m, S^m)\), line flow limits \( S \), maximum voltage deviation \( \bar{V} \), relative penalty weights \( \nu^g_{p} \) and \( \nu^g_{V} \).

Output: optimal step \( \Delta p^g \) and \( \Delta V^g \)

1: compute \( L \) with (11)
2: if \( L > 0 \) then
3: compute \( \mathcal{P} \) and \( \mathcal{Q} \) with (19) and (20)
4: compute \( L^p \) with (21), then set \( \nu^p = \nu^g_{p} L^p \)
5: compute \( L^v \) with (24), then set \( \nu^v = \nu^g_{V} L^v \)
6: evaluate \( \Delta p^g \) and \( \Delta V^g \) by solving (23) and (26)
7: else
8: set \( \Delta p^g = 0 \) and \( \Delta V^g = 0 \)

Algorithm [11] is performed by the contingency alleviation block every \( t^m \) seconds. The the optimization models (23) and (26) are solved only when \( L > 0 \), i.e., when a voltage violation or line overload occurs. Otherwise, the algorithm does not send a signal to modify the control variables \((p^g, V^g)\).

Algorithm 2 Simulation

Input: Control variables at \( t = 0 \) \((p_0^g, V_0^g)\), load consumption \((p^i, q^i)\), line flow limits \( S \), maximum voltage deviation \( v \).

1: for \( t \in \{0, \ldots, T\} \) do
2: \((V_t, S_t) = F(p_0^g, V_0^g)\), solved by the network
3: if \( \text{mod}(t, t^m) = 0 \) then
4: evaluate \( \Delta p^g \) and \( \Delta V^g \) with Algorithm [1]
5: \( p_{s}^{s} = p_0^g + \Delta p^g \)
6: \( V_{s}^{s} = V_0^g + \Delta V^g \)
7: if \( \text{mod}(t, t^m) = 0 \) then
8: measure imbalance at the slack bus \((p_0 - \bar{p}_0)\)
9: \( \Delta p^a = -\eta(g_0 - \bar{p}_0) \)
10: \( p_{s}^{a} = p_{s}^{a} + \Delta p^a \)
11: \( \Delta p_g = \max(\min(p_{s}^{a} - p_g, \bar{p}_g), -R_g), \forall g \)
12: \( \Delta V_g = \max(\min(V_{s}^{a} - V_g, \bar{V}_g), -T_g), \forall g \)
13: \( p_{g, t+1} = p_{g, t} + \Delta p_g, \forall g \)
14: \( V_{g, t+1} = V_{g, t} + \Delta V_g, \forall g \)

Algorithm 2 simulates the operation of the system. At each time step \( t \), the network solves the power flow equations for given \((p^g, V^g)\) and evaluates \((V^i, S)\). Then, each \( t^m \) seconds it performs Algorithm [1] to evaluate \( \Delta p^g \) and \( \Delta V^g \) and to modify the set-point of \((p^g, V^g)\) accordingly. Similarly, each \( t^a \) we model the frequency control action by measuring the imbalance at the slack bus and modifying the setpoints \((p^g, V^g)\) in order to compensate for an imbalance. At each time step \( t \) we move \((p^g, V^g)\) towards their set-point \((p^{s}, V^{s})\), while imposing the ramp rate limits. We simulate the system evolution for \( T \) seconds, starting from a contingency.

VI. TEST CASES

This section demonstrates the effectiveness of the proposed algorithm on the IEEE 118-Bus system using the parameters listed in Table I. Three types of contingencies are considered: line overloads, voltage violations, and combinations of line overloads and voltage violations.

| TABLE I PARAMETERS OF THE SIMULATION |
|------------------|------------------|------------------|------------------|
| \( k \) (MW/v.u.) | \( \xi \) (-) | \( \mu \) (-) | \( \nu^g_{p} \) (-) | \( R \) (MW/s) | \( T \) (s) | \( t^m \) (s) | \( t^a \) (s) |
|------------------|------------------|------------------|------------------|------------------|------------------|
| 100 | 0.1 | 5 | 0.001 | 4 | 0.1 | 0.0003 | 4 | 3 |

A. Line Overload

We perform the analysis on 67 lines where the initial flow satisfies all of the following conditions:

\[
\frac{|P_{ij}|}{|Q_{ij}|} \geq 3 \quad (29a)
\]

\[
|S_{ij}| \geq 20 \text{ MVA} \quad (29b)
\]

\[
\sum_{g \in N^g} \left| \frac{\partial P_{ij}}{\partial p_g} \right| R_g \geq 0.1 \text{ MW/s} \quad (29c)
\]

where the derivative \( \partial P_{ij}/\partial p_g \) reflects the effect of the frequency control. Indeed, it considers that if one generator increases its production by 1 MW, all the generators will react to compensate the imbalance of around 1 MW created at the slack bus. Condition (29c) is imposed to test the algorithm over lines where the system is able to react relatively fast. To create an overload on line \((ij)\), we set:

\[
\delta_{ij} = S_{ij, t_0} - C \quad (30)
\]

where \( C \) represents the magnitude of the overload and \( S_{ij, t_0} \) the initial flow on that line. In each simulation we create an overload \( C \) of 5, 10 and 15 MVA on only one of these 67 lines. Figure 5 shows the value of \( L \) over \( t \) for each simulation. In all cases, the value of \( L \) is 0 at the end of the simulation, showing that the proposed approach is able to alleviate the contingency in a few minutes. Figure 6 compares the evolution of \( L \) and \( L' \) over time for an overload of 15 MW on line 67. \( L \) decreases at a constant rate up to around \( t = 110 \) s, after which point it decreases at a slower rate. The explanation for this change can be found on Figs. 7 and 8. Figure 7 shows the changes in active power injections that the algorithm implements to remove this overload. Figure 8 shows how the flows in all the lines change as a result of these corrective actions. The area between the continuous and dashed red lines is the region...
where the penalized objective function is sensitive to flows that are close to their maximum. At \( t \approx 110 \) s, line 118 enters in this penalized region and forces a change in the way the algorithm adjusts the control variables. At \( t \approx 240 \) s, \( L = 0 \) indicating that the overload has been removed. At that time \( L' \) is not quite zero because some line flows are close to their limit.

**B. Voltage Violation**

To create voltage violations we modified the reactive power injection separately at PQ buses 9, 38, 53, 63, 81 and 109. Figure 9 shows how the value of \( L \) evolves in response to the corrective actions deployed for these 6 voltage violations. Figure 10 shows how the algorithm adjusts the voltage set-points at PV buses 59, 65 and 66 to correct a voltage violation at bus 63. Figure 11 compares the values of \( L \) and \( L' \) over \( t \) for this voltage violation at bus 63. Figure 12 illustrates the evolution of the voltage magnitudes at all PQ buses. Most of the voltages are not affected by the corrective actions because voltage problems are typically local. At the end of the simulation all the voltages are within the acceptable range, including bus 63.

**C. Voltage Violation and Line Overload**

The last set of simulations considers a simultaneous voltage violation and line overload. We run the simulations considering each combination of the voltage violations considered in Section VI-B and the line overloads of Section VI-A for \( C \) of 5 MVA. Figure 13 illustrates how \( L \) evolves during
these 402 simulations, all of which converge in less than one minute. In this figure, the 6 simulations involving an overload of line 67 are highlighted. In all these 6 cases, the rate at which $L$ decreases at one point during the simulation. This is because voltage violations are corrected more quickly than line overloads because the active power output of generators changes more slowly than their terminal voltage. This change in rate occurs when the voltage violation has been cleared, while line 67 is still overloaded.

VII. CONCLUSION

This paper presents an innovative algorithm to alleviate contingencies in AC meshed networks. Unlike other techniques described in the literature, the proposed approach uses the network as a natural solver of the power flow equations. This method can be used in parallel with the frequency control loop because they would work on a similar time scale. Every time a measurement from the grid is available, the algorithm evaluates the optimal step in the control variables required to alleviate a line overload, a voltage violation or a combination of the two. Given that the ramp rate constraints on the generators prevent large changes between two consecutive sampling periods, assuming a linear behavior of the system with respect to the control variables is a very good approximation. This allows us to formulate an LP optimization problem, which can be implemented efficiently even for large networks. The effectiveness of this approach is tested on the IEEE 118-Bus system, for line overloads, voltage violations and combinations of these two types of contingencies. These tests demonstrate that it is able to alleviate contingencies quickly, without causing violations of other operating constraints.
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