Universal effective interactions of globular proteins close to liquid–liquid phase separation: corresponding-states behavior reflected in the structure factor
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Abstract

Intermolecular interactions in protein solutions in general contain many contributions. If short-range attractions dominate, the state diagram exhibits liquid–liquid phase separation (LLPS) that is metastable with respect to crystallization. In this case, the extended law of corresponding states (ELCS) suggests that thermodynamic properties are insensitive to details of the underlying interaction potential. Using lysozyme solutions, we investigate the applicability of the ELCS to the static structure factor and in how far effective colloidal interaction models can help to rationalize the phase behavior and interactions of protein solutions in the vicinity of the LLPS binodal. The (effective) structure factor has been determined by small-angle X-ray scattering (SAXS). It can be described by Baxter’s adhesive hard-sphere model, which implies a single fit parameter from which the normalized second virial coefficient $b_2$ is inferred and found to quantitatively agree with previous results from static light scattering. The $b_2$ values are independent of protein concentration, but systematically vary with temperature and solution composition, i.e. salt and additive content. If plotted as a function of temperature normalized by the critical temperature, the values of $b_2$ follow a universal behaviour. These findings validate the applicability of the ELCS to globular protein solutions and indicate that the ELCS can also be reflected in the structure factor.
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I. INTRODUCTION

Depending on the protein–protein interactions, especially if short-range attractions are dominant, protein molecules are prone to self-assemble into condensed states, like crystals, liquid-like droplets, and amorphous aggregates.\textsuperscript{1–3} Understanding the underlying interactions and their influence on these states and the protein phase behavior is beneficial for various fields of science and technology. In medicine, the interactions that drive aggregation and, in particular, liquid–liquid phase separation (LLPS) are relevant for intracellular organization and the regulation of biochemical reactions\textsuperscript{4,5} as well as the pathogenesis of severe diseases, like cataract and sickle-cell anemia.\textsuperscript{6,7} In structural biology, high-quality protein crystals are necessary for crystallographic structure determination and hence attempts to identify optimum protein crystallization conditions are highly desired.\textsuperscript{8,9} In biopharmaceutics, the marginal stability of protein solutions against protein condensation poses a major challenge for formulation development,\textsuperscript{10,11} whereas the susceptibility to weak external stresses is exploited in food engineering to achieve functional product properties.\textsuperscript{12,13}

However, protein–protein interactions are inherently complex due to the proteins’ asymmetric molecular shape and heterogeneous surface properties reflected in, e.g., discrete charge patterns and the distribution of hydrophobic regions.\textsuperscript{14} The interaction potential is commonly assumed to comprise a repulsive contribution, owing to screened Coulomb interactions and steric hindrance, and an attractive part, including van der Waals and hydrophobic interactions.\textsuperscript{15} In addition, hydrogen bonding, salt bridges and polymer-induced depletion interaction might also contribute. The range and strength of the interactions do not only depend on the specific protein but are also modulated by other parameters, such as pH, temperature, ionic strength, solvent composition and protein concentration. As a consequence, an adequate, quantitative description of protein–protein interactions and protein phase behavior remains challenging – even on a coarse-grained level. Yet, in view of the importance in diverse fields and our incomplete understanding, attempts to further rationalize protein–protein interactions are highly desired.

Still, due to the size of the proteins, protein solutions can, on a coarse-grained level, be described by concepts developed in colloid science. Although this neglects molecular details, it has proven helpful in understanding protein–protein interactions and protein phase behavior.\textsuperscript{16,17} For example, the Derjaguin–Landau–Verwey–Overbeek (DLVO) theory has
been used to describe the repulsive and attractive contributions to the interaction potential and to rationalize the dependence of inter-protein interactions on simple salts, different solvents and solvent mixtures or pH.\textsuperscript{18–22} Inspired by the DLVO theory, the structure factor of protein solutions, as probed by small-angle X-ray or neutron scattering, is sometimes modelled based on the sum of an attractive and a repulsive hard-core Yukawa potential each with its own range and interaction strength parameter.\textsuperscript{23–27} Systems dominated by short-range attractions represent another example, particularly relevant for the present work. In mixtures of colloids and small polymers, the polymers induce a short-range depletion attraction between the colloids and the gas–liquid coexistence can become metastable with respect to liquid–crystal coexistence.\textsuperscript{28–30} Similar phase transitions have been observed for some square-well fluids\textsuperscript{31,32} and patchy particle systems\textsuperscript{33–36}, and also globular protein solutions can undergo metastable LLPS.\textsuperscript{37–39} Accordingly, to describe scattering data in the vicinity of LLPS, various colloidal interaction models with short-range attractions have been employed, including square-well fluids, hard-core attractive Yukawa systems and adhesive hard spheres.\textsuperscript{40–44} Further attempts to rationalize the diversity of systems dominated by short-range attractions and the approaches to describe their interactions and phase behavior are desired.

It has been suggested\textsuperscript{45} that the thermodynamic properties of short-range attractive systems, including phase boundaries and the static structure factor\textsuperscript{46,47} are insensitive to the details of the underlying interaction potential if the normalized second virial coefficient $b_2$ is used as a control parameter. The second virial coefficient $B_2$ represents an integral measure of the interparticle interactions.\textsuperscript{48,49} For a spherically symmetric potential $U(r)$ with center-to-center distance $r$, it reads

$$B_2 = 2\pi \int_0^\infty \left(1 - \exp\left[-\frac{U(r)}{k_B T}\right]\right) r^2 dr$$

with thermal energy $k_B T$. Its value is often reported as $b_2 = B_2/(2\pi/3\sigma^3)$, where $B_2$ is normalized by the second virial coefficient of a corresponding hard-sphere system with diameter $\sigma$. As a consequence of the insensitivity to the details of the potential, the strength of the attraction as quantified by $b_2$ has been used as a predictor for gas–liquid and solid–liquid phase coexistence.\textsuperscript{50} This so-called extended law of corresponding states (ELCS)\textsuperscript{45} has been validated for various model potentials.\textsuperscript{32} The ELCS has been shown to determine not only thermodynamic, but also local properties, such as cluster morphology.\textsuperscript{51} It is debated
whether it also holds for the dynamics and non-equilibrium states, such as gels.\textsuperscript{52–55} Possible extensions of the ELCS to systems with competing interactions have been formulated and tested experimentally.\textsuperscript{47,56–58} Moreover, its applicability to protein solutions with their complex interactions has been demonstrated for model proteins. This includes studies on the metastable binodal of lysozyme solutions with different pH values, salt and additive concentrations\textsuperscript{55,59,60} as well as studies on the binodal, spinodal and osmotic compressibility of the lens protein $\gamma$B-crystallin at different H$_2$O/D$_2$O compositions\textsuperscript{61}. If the ELCS also applies to other thermodynamic properties of protein solutions, such as the static structure factor, they will be expected to show a corresponding-states behavior. However, this has not been systematically explored so far.

In the present work, the interactions of globular proteins close to LLPS were examined by small-angle X-ray scattering (SAXS). Here, lysozyme in brine, a prime example for a system with short-range attractions, is used as a model system. Moreover, lysozyme is commercially available in large amounts, allowing for quantitative and systematic studies. As experimental state diagrams of lysozyme solutions are available,\textsuperscript{21,60,62} links between the interactions and the state diagram can be explored based on SAXS experiments. The scattered X-ray intensity was determined for solutions with various protein, salt and additive concentrations and at different temperatures. While the form factor was not affected by these changes, the structure factor at very small angles increased upon approaching LLPS, which was attained by increasing the protein concentration, decreasing temperature, or altering solution conditions. The structure factor contribution to the scattering was described by an adhesive hard-sphere model that depends only on one fitting parameter, namely $b_2$. The fit results indicate that, as expected from its thermodynamic definition,\textsuperscript{48} $b_2$ does not vary with protein concentration, but varies systematically with temperature and additive content. For the solution conditions studied, the LLPS binodals show a universal behavior if the temperature axis is normalized by the critical temperature. Accordingly, a universal temperature dependence of $b_2$ with respect to the critical temperature is observed. Our results support the applicability of the ELCS to globular protein solutions and indicate its impact on the structure factor close to LLPS.
II. MATERIALS AND METHODS

A. Sample preparation

Hen egg-white lysozyme powder (Roche Diagnostics, prod. no. 10837059001, purity \(\geq 95\%\)), sodium chloride (NaCl; Fisher Chemicals, purity \(\geq 99.8\\%\)), guanidine hydrochloride (GuHCl; Sigma, prod. no. G4505, purity \(\geq 99\%\)) and sodium acetate (NaAc; Merck, prod. no. 1.06268, p.a.) were used without further purification. Ultrapure water with a minimum resistivity of 18 M\(\Omega\)cm was used to prepare buffer and cosolvent stock solutions, which were filtered thoroughly (nylon membrane, pore size 0.2 \(\mu\)m; VWR). The protein powder was dissolved in a 50 mM NaAc buffer solution, which was adjusted to pH 4.5 by adding small amounts of hydrochloric acid. At pH 4.5 each lysozyme molecule carries approximately 11.4 positive net charges. Concentrated protein stock solutions were prepared by ultrafiltration, as described previously. Solution conditions are chosen to resemble those of our previous studies to allow for a quantitative comparison. Samples were prepared by mixing appropriate amounts of buffer, protein and salt stock solutions and analyzed immediately after preparation. Sample preparation was performed at a temperature above the solution cloud-point to prevent immediate phase separation, typically at room temperature (20 \(\pm\) 2) \(^\circ\)C. Few samples aggregated or crystallized during the measurements as indicated by strongly increased scattering at very low angles; they were discarded from further analysis. For selected conditions, samples were measured several times (up to six independently prepared and successfully measured samples) in order to check the reproducibility of our SAXS data and the validity of the resulting fit parameters.

B. Small-angle X-ray scattering: Instrumentation

Small-angle X-ray scattering (SAXS) was applied to determine the form factor and structure factor. SAXS experiments were performed using the laboratory-based facilities at the Interdisciplinary Nanoscience Center (iNANO) at Aarhus University, Denmark, as well as at the Center for Structural Studies at Heinrich Heine University Düsseldorf, Germany. In Aarhus, a NanoSTAR SAXS camera (Bruker AXS) optimized for solution scattering with a home-built scatterless pinhole in front of the sample was used to measure the scattered intensity of protein and buffer solutions. The solutions were filled in a thin flow-through
glass capillary and thermostated using a Peltier element (Anton Paar) with a thermal stability of 0.1 °C. In Düsseldorf, SAXS measurements on protein and buffer solutions were performed on a XENOCS 2.0 device with a Pilatus 3 300K detector. The solutions were injected into a thin flow-through capillary cell mounted on a thermal stage (thermal stability 0.2 °C). Typical acquisition times of 10 and 5 min were used for dilute and concentrated solutions, respectively. The data were background subtracted and converted to absolute scale using water (Aarhus) and glassy carbon (Düsseldorf) as standards. The final intensity is displayed as a function of the magnitude of the scattering vector, \( Q = \frac{4\pi}{\lambda_0} \sin(\theta) \), where the X-ray wavelength, \( \lambda_0 \), is 1.54 Å and 2 \( \theta \) is the angle between the incident and scattered X-rays and calibration was performed using silver behenate.

C. Small-angle X-ray scattering: Data analysis

The protein solutions are treated as monodisperse solutions of particles with small anisotropy and the particle positions are assumed to be independent of their orientations. The absolute scattered intensity \( I(Q) \) can then be described by the decoupling approximation: \(^{70-72}\)

\[
I(Q) = K c M P(Q) S_{\text{eff}}(Q) .
\] (2)

The \( Q \) dependence of the scattered intensity is due to intra-particle and inter-particle interference effects quantified by the form factor \( P(Q) \) and structure factor \( S(Q) \), respectively. The form factor \( P(Q) = \langle A^2(Q) \rangle_{\Omega} \) is obtained from the scattering amplitude \( A(Q) \) averaged over particle orientations \( \Omega \) (as denoted by brackets), and the effective structure factor\(^{70-73}\) reads

\[
S_{\text{eff}}(Q) = 1 + \frac{\langle A(Q)^2 \rangle_{\Omega}}{\langle A^2(Q) \rangle_{\Omega}} \left[ S(Q) - 1 \right] ,
\] (3)

where \( S(Q) \) is the structure factor of an effective one-component system. The magnitude of the absolute scattered intensity depends on the particle (protein) mass concentration \( c \), its molecular weight \( M = 14320 \text{ g/mol} \), and the contrast factor \( K \), which is obtained by calibration and agrees with estimates\(^{71}\).

For very dilute systems, \( S(Q) \approx 1 \) and the \( Q \) dependence of \( I(Q) \) is dominated by the size, shape and structure of the individual particles via \( P(Q) \). On a coarse level,\(^{72}\) the form factor of lysozyme can be modelled as a prolate ellipsoid of revolution with minor and major axes as parameters. For the parameter range studied, the form factor was found not to depend
on the additive composition and temperature (cf. Fig. S1 of the Supplementary Material). It can be described by an ellipsoid using previously obtained parameters, namely a semi-minor axis 16.0 Å and an axial ratio 1.5.

In concentrated solutions, the structure factor \( S(Q) \) contains information on the spatial arrangement of the particles and thus reflects inter-particle interactions. In our samples attractions dominate. One of the simplest models to describe such systems is the adhesive hard-sphere (AHS) model proposed by Baxter. An analytical approximation of the structure factor of adhesive hard spheres in the Percus-Yevick closure is available and commonly used to model scattering data of short-range attractive systems:

\[
S(Q) = \frac{1}{1 - C(Q)}, \tag{4}
\]

with the Fourier transform of the direct correlation function multiplied by the number density.

\[
C(Q) = -\frac{24 \phi}{(Q \sigma)^6} \left\{ \alpha (Q \sigma)^3 \left( \sin(Q \sigma) - (Q \sigma) \cos(Q \sigma) \right) \\
+ \beta (Q \sigma)^2 \left[ 2(Q \sigma) \sin(Q \sigma) - ((Q \sigma)^2 - 2) \cos(Q \sigma) - 2 \right] \\
+ \frac{\phi \alpha}{2} \left[ (4(Q \sigma)^3 - 24(Q \sigma)) \sin(Q \sigma) - ((Q \sigma)^4 - 12(Q \sigma)^2 + 24) \cos(Q \sigma) + 24 \right] \right\} \\
- \frac{2 \phi^2 \lambda^2}{(Q \sigma)^2} (1 - \cos(Q \sigma)) + \frac{2 \phi \lambda}{Q \sigma} \sin(Q \sigma).
\]

The coefficients are given by:

\[
\alpha = \frac{(1 + 2 \phi - \mu)^2}{(1 - \phi)^4}, \\
\beta = -\frac{3 \phi (2 + \phi)^2 - 2 \mu (1 + 7 \phi + \phi^2) + \mu^2 (2 + \phi)}{2 (1 - \phi)^4}, \\
\mu = \lambda \phi (1 - \phi),
\]

and \( \lambda \) is the smaller root of the following equation:

\[
\lambda \tau = \frac{\phi \lambda^2}{12} - \frac{\phi \lambda}{1 - \phi} + \frac{1 + \phi / 2}{(1 - \phi)^2}.
\]

The AHS structure factor depends on three parameters, namely the effective particle diameter \( \sigma \), the stickiness \( \tau \) and the particle volume fraction \( \phi \). The effective particle diameter \( \sigma \) is identified with the diameter of a sphere that has the same volume as the ellipsoid.
determined by form-factor modelling in a dilute solution. For consistency with previous studies\textsuperscript{21,22,55} and in agreement with densitometry\textsuperscript{62}, the volume fraction $\phi$ is obtained from $\phi = c/\rho_P$ with the protein concentration $c$ and (partial) mass density $\rho_P = 1.351 \, \text{g/cm}^3$. Thus, only one fitting parameter, $\tau$, is involved, which is directly related to $b_2$:\textsuperscript{79}

$$b_2 = 1 - \frac{1}{4\tau}. \quad (5)$$

The scattered intensity based on Eq. (2) with a constant scattering background added is fitted to the measured scattered intensity using a least-square routine. Since background subtraction is particularly delicate at very low $Q$, model fits are compared with experimental data for $Q \geq 0.025 \, \text{Å}^{-1}$. Further details on the data analysis have been given previously.\textsuperscript{22}

### III. RESULTS AND DISCUSSION

First, for conditions close but not extremely close to LLPS, the effects of protein concentration, temperature and additive concentration on the scattered X-ray intensity are examined. From the SAXS analysis, the corresponding effects on the underlying protein–protein interactions are inferred, as quantified in terms of $b_2$. Then, for the parameter range investigated, a universal LLPS phase boundary and a universal behavior of $b_2$ are observed if the temperature axis is normalized by the corresponding critical temperature $T_c$. Finally, the importance of these findings is discussed in the light of the ELCS.

Our investigation is intentionally limited to moderately concentrated solutions, $c \lesssim 100 \, \text{mg/mL}$. Furthermore, an extremely close proximity to the LLPS spinodal is avoided. Thus, critical and off-critical scattering contributions as well as effects of the non-spherical protein shape on the structure factor are expected to be small. Hence, as validated below, analytical models for the structure factor can be reasonably employed to analyze the scattering data. If instead protein solutions with higher concentrations or temperatures very close to the spinodal line are considered, critical or off-critical contributions to the static structure factor will be expected, due to critical phenomena\textsuperscript{84,85} and have previously been observed for the protein $\gamma_B$-crystallin.\textsuperscript{61,86}
A. Effects of protein concentration and temperature on the interactions

As in our previous works\textsuperscript{21,62,65} the solutions contain a high salt concentration (0.9 M NaCl) that screens electrostatic repulsions and renders the interactions net attractive. As a consequence, the solutions are metastable with respect to crystallization and undergo LLPS at low $T$. Figure 1(A) illustrates the LLPS phase boundary (black crosses) as well as the solution conditions explored by SAXS (colored open symbols). Arrows are used to indicate various ways toward the phase separated region (grey shaded area), either increasing $c$ or decreasing $T$. (Note that for our solution conditions the LLPS spinodal is expected to be at least a few degrees below the binodal, as inferred from data for very similar solution conditions.\textsuperscript{87})

Figure 1(B) shows the scattered X-ray intensity (symbols) for protein solutions with different protein concentrations $c$ at $T = 25$ °C, where clouding is expected to occur at much higher concentrations $c \approx 200$ mg/mL\textsuperscript{21}. With increasing $c$ the scattered intensity increases, as expected from Eq. (2). The $Q$ dependence of the scattered intensity reflects both the form factor and the structure factor. For the lowest concentration, $c = 10$ mg/mL, the data can be described by the form factor only, i.e., assuming $S(Q) = 1$. For higher $c$, variations in $I(Q)$ are due to changes of $S(Q)$ with $c$ as $P(Q)$ is expected to be independent of $c$. In particular, the $I(Q)$ at small and intermediate $Q$ reveal a more pronounced effect of the interactions with increasing $c$.

In order to quantify the net pair interactions, the model of Eq. (2) is fitted to the experimental data using the stickiness $\tau$ as a free parameter (as well as the background). The experimental data are quantitatively reproduced by the model fits (lines). Then Eq. (5) is used to compute $b_2$. The experimental uncertainty of $b_2$ is estimated to be $\pm 0.28$ based on the analysis of several independently prepared samples at the same condition. The variation of $b_2$ with $c$ is displayed as an inset in Figure 1(B) (blue open symbols). In addition, a value (black star) resulting from light scattering experiments\textsuperscript{21} is displayed at a low $c$. In contrast to the present SAXS experiments, this literature result does not involve model fitting but is based on the $c$ dependence of $S(Q \rightarrow 0)$. The agreement between SAXS and light scattering data supports the appropriateness of our data analysis. Within the experimental uncertainties, $b_2$ is found to be constant and thus independent of $c$. This is in line with thermodynamics\textsuperscript{48,49} $b_2$ is defined at infinite dilution and thus independent of $c$ and only
FIG. 1. Protein solutions (lysozyme, pH 4.5, 0.9 M NaCl) close to metastable liquid–liquid phase separation (LLPS): (A) Temperature $T$ vs. protein concentration $c$ state diagram of protein solutions with the metastable LLPS boundary (cloud-point measurements$^{21,62}$ designated by crosses) and phase-separated region (grey-shaded area). The other symbols mark the solution conditions explored by small-angle X-ray scattering (SAXS). The LLPS boundary can be approached by lowering $T$ or increasing $c$, as indicated by arrows. (B) Scattered X-ray intensity $I(Q)$ as a function of the magnitude of the scattering vector $Q$ of protein solutions with different $c$ (as indicated) at $T = 25 \, ^\circ C$; data (symbols) and model fits (lines). The arrow indicates the approach to LLPS by increasing $c$. The inset shows the normalized second virial coefficient $b_2$, as retrieved from the fits to the SAXS data (colored symbols) and to light scattering data$^{21}$ (black star displayed at a low $c$). (C) Scattered X-ray intensity $I(Q)$ as a function of the magnitude of the scattering vector $Q$ of protein solutions with $c = 80 \, \text{mg/mL}$ at different $T$ (as indicated); data (symbols) and model fits (lines). The arrow indicates the approach to LLPS by lowering $T$. The inset shows the normalized second virial coefficient $b_2$, as retrieved from the fits (colored symbols). (D) Normalized second virial coefficient $b_2$ as a function of temperature $T$ for different $c$, as obtained from fits to SAXS data (colored symbols), and from light scattering$^{21}$ (stars).
dependent on $T$ (and on the particular solution environment under consideration).

Figure 1(C) shows the scattered X-ray intensity for protein solutions at a fixed concentration $c = 80 \text{ mg/mL}$ and various $T$, where clouding occurs at about $T = 19.2 \degree C$. Upon decreasing $T$, the scattered intensity at low $Q$ increases, reflecting an increased $S(Q \to 0)$ and enhanced effect of the net attractions upon approaching LLPS. The experimental data are quantitatively reproduced by the model fits. Again, $b_2$ as obtained from the fits is displayed as an inset. With decreasing $T$, $b_2$ becomes more negative, reflecting the changes of $S(Q)$, and thus quantifies the enhanced net attractions upon approaching phase separation. Data with further concentrations are shown in the Supplementary Material (Fig. S2(A, B)).

In Figure 1(D), $b_2$ data (colored symbols) for the solution conditions marked in Figure 1(A) are shown as a function of $T$. As expected, at a fixed $T$, $b_2$ values obtained from fits to solutions with different $c$ are very similar. Again, $b_2$ decreases when approaching LLPS by lowering $T$, reflecting increased attractions. Moreover, the data agree with previous results from light scattering (black stars), though the latter show slightly lower $b_2$ values at low $T$.

**B. Effect of additive concentration on the interactions**

At a given protein concentration $c$, the temperature at which LLPS occurs can be regarded as a measure of the strength of the net attractions. Accordingly, it depends on the solution conditions, such as the presence of salts or solvents or the pH. Here, guanidine hydrochloride (GuHCl), at molar concentrations a protein denaturant, is used at low concentrations to alter protein–protein interactions without affecting the protein size and shape (cf. Fig. S1(A) of the Supplementary Material). Guanidine can interact with proteins, e.g., via electrostatic interactions with charged and polar residues, hydrophobic interactions and hydrogen bonding, leading to reduced net attractions even at low concentrations as reflected in lowered solution cloud-points and crystallization boundaries.

For our solution conditions (pH 4.5, 0.9 M NaCl), the addition of GuHCl reduces the LLPS boundary by approximately 28 K/M, as illustrated for $c = 56 \text{ mg/mL}$ in Figure 2(A). The solution conditions explored by SAXS are marked by colored half-filled and filled symbols. Figure 2(B) shows the scattered X-ray intensity of a protein solution (symbols) in the presence of additional 0.2 M GuHCl together with model fits (lines). Again, upon approaching
FIG. 2. Protein solutions (lysozyme, pH 4.5, 0.9 M NaCl, $c = 56$ mg/mL) close to metastable liquid–liquid phase separation (LLPS): (A) Temperature $T$ vs. guanidine hydrochloride concentration [GuHCl] state diagram of protein solutions with the metastable LLPS boundary (cloud points, extrapolated from previous measurements, designated by crosses) and phase-separated region (grey-shaded area). The other symbols mark the solution conditions explored by small-angle X-ray scattering (SAXS). The LLPS boundary can be approached by lowering $T$, as indicated by an arrow. (B) Scattered X-ray intensity $I(Q)$ as a function of the magnitude of the scattering vector $Q$ for fixed protein and additive concentrations (as indicated) at different $T$; data (symbols) and model fits (lines). The arrow indicates the approach to LLPS by lowering $T$. The inset shows the normalized second virial coefficient $b_2$, as retrieved from the fits (colored symbols). (C) Normalized second virial coefficient $b_2$ as a function of temperature $T$ for different guanidine concentrations [GuHCl], as obtained from fits to SAXS data (colored symbols).
the LLPS by decreasing \( T \), the low-\( Q \) intensity increases as marked by a vertical arrow. This indicates a stronger effect of the net attractions, as reflected in \( b_2 \) (displayed as an inset). An additional data set in the presence of 0.4 M GuHCl is provided in the Supplementary Material (Fig. S2(C)).

Figure 2(C) shows \( b_2 \) data as a function of \( T \). The data for different \( c \) in the absence of GuHCl shown in Figure 1(D) are replotted (small open symbols). Data in the presence of various amounts of GuHCl (half-filled and filled symbols) are shown in addition. For fixed guanidine concentration, \( b_2 \) decreases when \( T \) is lowered, again reflecting enhanced attractions while approaching LLPS. At a fixed \( T \), \( b_2 \) increases with the concentration of GuHCl, indicating reduced net attractions consistent with the decreased proximity to the LLPS phase boundary (Fig. 2(A)).

C. Universal phase boundary and effective interactions

According to the two previous sections, the interaction strength quantified by \( b_2 \) is independent of \( c \) (Fig. 1(B), inset), but systematically varies with \( T \) (Fig. 1(D)) and solution composition (Fig. 2(C)). In order to further rationalize our findings, the extended law of corresponding states is invoked: Thermodynamic properties, such as vapor pressure or liquid–vapor coexistence, follow a master curve if temperature, density and pressure are normalized with respect to their values at the critical point.\(^{94,95}\) In analogy, for protein solutions, the critical LLPS temperature \( T_c \) can be considered as an integral measure of the net attractions that are present for a particular solution condition.\(^{60,88}\) If LLPS coexistence curves for different solution conditions are normalized by their \( T_c \) values (and the repulsive interactions are alike), the normalized LLPS curves tend to follow a master curve.\(^{59-61}\) Following this approach, we estimate \( T_c \) assuming a critical exponent for binary demixing from renormalization-group theory,\(^{22,60,65}\) as detailed in the Supplementary Material. The normalized LLPS coexistence curves are displayed in Figure 3(A) and the \( T_c \) values are shown as an inset. Similar to the decrease of the LLPS temperatures (Fig. 2(A)), \( T_c \) decreases upon addition of GuHCl. As a consequence, the net interactions for the different solution conditions are expected to depend only on the relative temperature \( T/T_c \). Since the repulsive interactions are weak and similar, this implies that the attractive interactions only depend on the relative temperature \( T/T_c \).
FIG. 3. Protein solutions (lysozyme, pH 4.5, 0.9 M NaCl) with different additive composition close to metastable liquid–liquid phase separation (LLPS): (A) Temperature $T$ normalized by the respective critical temperature $T_c$ (as provided in the inset) vs. protein concentration $c$ state diagram of protein solutions with the metastable LLPS boundary (cloud-point measurements\textsuperscript{21,62} designated by crosses) and phase-separated region (grey-shaded area). (B) Normalized second virial coefficient $b_2$ as a function of the normalized temperature $T/T_c$, as obtained from the analysis of SAXS experiments (present data and literature results\textsuperscript{22}) and from light scattering\textsuperscript{21}.

Figure 3(B) shows the $b_2$ data from Figure 2(C) as a function of the normalized temperature $T/T_c$. Within experimental uncertainty, the data tend to follow a universal behavior. In addition, light scattering data on lysozyme in brine\textsuperscript{21} and SAXS data on lysozyme in the presence of NaCl and water–ethanol mixtures\textsuperscript{22} are included. These literature data and the new results agree and thus also follow the universal behavior. These results imply that, if critical and off-critical scattering are negligibly small, the orientationally-averaged structure factor close to LLPS is controlled by three parameters, the effective particle diameter, the protein concentration (or volume fraction) and the relative temperature $T/T_c$ (or, equiva-
lently, the second virial coefficient $b_2$). If the AHS model is applicable, then these parameters are sufficient to predict the (effective) structure factor based on Eq. (1) and (3), supporting and broadening the applicability of the extended law of corresponding states to globular protein solutions. Experimental systems and theoretical models dominated by short-range attractions do not only include protein solutions and adhesive hard spheres, respectively, but also nanoparticle dispersions and colloid-polymer mixtures\textsuperscript{28–30} as well as patchy particle systems\textsuperscript{33–36}. One could speculate that, not only in the limit $Q \rightarrow 0$, but also for small $Q$, the structure factors of various such systems close, but not extremely close to LLPS are very similar to those of the AHS model; this, however, needs to be tested by systematic theoretical work.

IV. CONCLUSION

The scattered X-ray intensity of protein solutions in the vicinity of liquid–liquid phase separation was determined for different protein concentrations, temperatures and additive concentrations. The structure factor was modelled based on the adhesive hard-sphere model. A fit to the data yielded the normalized second virial coefficient $b_2$. It was found to be independent of protein concentration, but to vary with temperature and additive concentration. The results agree with previous findings, in particular with model-independent results from light scattering. If the temperature is normalized by the LLPS critical temperature $T_c$, the second virial coefficient $b_2$ follows a universal dependence on the normalized temperature $T/T_c$. This suggests that also the protein–protein interactions and hence the (effective) structure factor exhibit a universal dependence on $T/T_c$. Our results thus support and broaden the applicability of the extended law of corresponding states (ELCS), here tested for globular protein solutions.

SUPPLEMENTARY MATERIAL

See Supplementary Material for additional SAXS data and for details of the estimation of the critical temperature.
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