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Abstract. Stochastic gradient descent (SGD) is a popular algorithm for optimization problems arising in high-dimensional inference tasks. Here one produces an estimator of an unknown parameter from independent samples of data by iteratively optimizing a loss function. This loss function is random and often non-convex. We study the performance of the simplest version of SGD, namely online SGD, from a random start in the setting where the parameter space is high-dimensional.

We develop nearly sharp thresholds for the number of samples needed for consistent estimation as one varies the dimension. Our thresholds depend only on an intrinsic property of the population loss which we call the information exponent. In particular, our results do not assume uniform control on the loss itself, such as convexity or uniform derivative bounds. The thresholds we obtain are polynomial in the dimension and the precise exponent depends explicitly on the information exponent. As a consequence of our results, we find that except for the simplest tasks, almost all of the data is used simply in the initial search phase to obtain non-trivial correlation with the ground truth. Upon attaining non-trivial correlation, the descent is rapid and exhibits law of large numbers type behavior.

We illustrate our approach by applying it to a wide set of inference tasks such as phase retrieval, and parameter estimation for generalized linear models, online PCA, and spiked tensor models, as well as to supervised learning for single-layer networks with general activation functions.

1. Introduction

Stochastic gradient descent (SGD) and its many variants are the algorithms of choice for many hard optimization problems encountered in machine learning and data science. Since its introduction in the 1950s [60], SGD has been abundantly studied. While first analyzed in fixed dimensions [49, 10, 8, 21, 13, 9], its analysis in high-dimensional settings has recently become the subject of intense interest, both from a theoretical point of view (see, e.g., [53, 23, 38, 69, 70, 44, 25, 66]) and a practical one (see, e.g., [35, 12, 24]).

The evolution of SGD is often heuristically viewed as having two phases [14, 15, 44]: an initial “search” phase and a final “descent” phase. In the search phase, one often thinks of the algorithm as wandering in a non-convex landscape. In the descent phase, however, one views the algorithm as being in an effective trust region and descending quickly to a local minimum. In this latter phase, one expects the algorithm to be a good approximation to the gradient descent for the population loss, whereas in the former the quality of this approximation should be quite low.

In the fixed dimension setting one can avoid an analysis of the search phase by neglecting an initial burn-in period, and assuming that the algorithm starts in the descent phase. This reasoning is sometimes used [13] as a motivation for convexity or quasi-convexity assumptions in the analysis of stochastic gradient descent for which there now is a large literature [13, 15, 53, 54, 25, 20]. Furthermore, such a burn-in time perspective is (in a sense) implicit in approaches based on the ODE method of [39] (see, e.g., the notion of asymptotic pseudotrajectories in [9]).

In the high-dimensional setting, however, it is less clear that one can ignore the burn-in period, as the dependence of its length on the dimension is poorly understood. Furthermore, in many problems of interest, random initializations are strongly concentrated in a neighborhood of an uninformative critical point of the population loss. Nevertheless, there is a wealth of numerical experiments showing that SGD may perform well in these regimes. This suggests that in high dimensions, the algorithm is able to recover from a random start on computationally feasible timescales, even in
regimes where the behavior from a random start is quite different from that started in a trust region.

There has been a tremendous effort in recent years to understand these issues and to develop general frameworks for understanding the convergence of SGD for non-convex loss functions in the high-dimensional setting. While many results still require convexity or quasi-convexity, several only require uniform control on derivatives of the empirical risk—such as $L$-smoothness (namely a uniform control on the Lipschitz constant of the gradient), and possibly uniform Lipschitzness—on a bounded domain. These latter approaches typically study Monte Carlo analogues of SGD or develop a stochastic differential equation (SDE) approximation to it and control the rate of convergence of the corresponding processes to its invariant measure. Here one can obtain bounds that depend polynomially on the dimension and exponentially on quantities like $L$ and the radius of the domain $R$. See for example [58, 73, 18, 19, 42] for a representative (but non-exhaustive) collection of works in this direction.

In many basic problems of high-dimensional statistics, however, the assumptions of dimensionless bounds on both the domain and the derivative are unrealistic, even in average case, due to the concentration of measure phenomenon. For illustrative purposes, consider the simplest example of linear regression with Gaussian covariates. Here a simple calculation shows that the usual empirical risk—the least squares risk—is $L$-smooth and $K$-Lipschitz on the unit ball for $L$ and $K$ diverging linearly in $N$. Of course it is possible to re-scale the loss so that $L = O(1)$, but such a re-scaling will dramatically change the invariant measure of natural Monte Carlo or SDE approximations and render it uninformative; the aforementioned bounds on the convergence rate are then no longer relevant for the estimation task. See Section 2.3 for more discussion on this, where we also consider the case of non-Gaussian covariates and errors.

Given the discussion above, we are led to the following questions which motivate our work here:

1. Can one prove sample complexity bounds for SGD that are polynomial in the dimension for natural estimation tasks?
2. For such tasks, what fraction of data is used/time is spent in the search phase as opposed to the descent phase?
3. How do these answers change as one varies the loss (or activation function)? Can this be answered using quantities that depend only on the population loss?

To understand these questions, we restrict our study to the simple but important high-dimensional setting of rank-one parameter estimation, though we believe that it can be extended to more general settings. This setting covers many important and classical problems such as:

- supervised learning for a single-layer network, and phase retrieval: §2.1
- generalized linear models (GLMs) (e.g., linear and logistic regression): §2.2–2.3
- online PCA and spiked matrix and tensor models: §2.4–2.5
- two-component mixtures of Gaussians: §2.6.

We treat all of these examples in detail in Section 2. For these examples, dimension-free smoothness assumptions do not apply just as in the case of linear regression described above. Furthermore for most of them, the loss function is non-convex and one expects exponentially many critical points, especially in the high entropy region [7, 61, 43]. In spite of these issues, we prove that online SGD succeeds at these estimation tasks with polynomially many samples in the dimension.

Our main contribution is a classification of these rank-one parameter estimation problems on the sphere. This classification is defined solely by a geometric quantity, called the information

---

1When working in unbounded domains it is common to add a “growth at infinity” assumption.
2We note here that some of these bounds depend polynomially on inverses of spectral quantities, such as the spectral gap of the Langevin operator or Cheeger constants. In general settings, these quantities often grow exponentially in the dimension.
exponent (see Definition 1.2), which captures the non-linearity of the population loss near the region of maximal entropy (here, the equator of the sphere). More precisely, the information exponent is the degree of the first non-zero term in the Taylor expansion of the population loss about the equator. We study the dependence of the amount of data needed (i.e., the sample complexity) for recovery of the parameter using online SGD on the information exponent. We prove thresholds for the sample complexity for online SGD to exit the search phase which are linear, quasi-linear, and polynomial in the dimension depending on whether the information exponent is 1, 2, or at least 3 respectively (Theorem 1.3). Furthermore, we prove sharpness of these thresholds up to a logarithmic factor in the dimension, showing that the three different regimes in this classification are indeed distinct (Theorem 1.4). Finally, we show that once the algorithm is in the descent phase, there is a law of large numbers for the trajectory of the distance to the ground truth about that for gradient descent on the population loss (Theorem 3.2). In particular, the final descent phase is at most linear in time for all such estimation problems and one asymptotically recovers the parameter.

As a consequence of our classification, we find that when the information exponent is at least 2, essentially all of the data is used in the initial “search phase”: the ratio of the amount of data used in the descent phase (linear in the dimension) to the amount used in the search phase (quasilinear or polynomial in the dimension) vanishes as the dimension tends to infinity. Put simply, the main difficulty in these problems is leaving the high entropy region of the initialization; once one has left this region, the algorithm’s performance is fast in all of these problems. This matches the heuristic picture described above. For an illustration of this discussion, see Figures 2.1–2.2 for numerical experiments in the supervised learning setting.

Our classification yields nearly tight sample complexity bounds for the performance of SGD from a random start in a broad range of classification tasks. In particular, the setting \( k \leq 2 \) covers a broad range of estimation tasks for which the problem of sharp sample complexity bounds have received a tremendous amount of attention such as phase retrieval, supervised learning with commonly used activation functions such as ReLu and sigmoid, Gaussian mixture models, and spiked matrix models. The regime \( k \geq 3 \) has, to our knowledge, received less attention in the literature with one notable exception, namely spiked tensor models. That being said, we find fascinating phenomena in these problems. For example, in the supervised learning setting, we find that minor modifications of the activation function can dramatically change the sample complexity needed for consistent estimation with SGD. See, e.g., Fig. 2.3.

Importantly, our approach does not require almost sure or high probability assumptions on the geometry of the loss landscape, such as convexity or strictness and separation of saddle points. Furthermore, we make no assumptions on the Hessian of the loss. Indeed, in many of our applications the Hessian of the loss where the algorithm is initialized will have many positive and negative eigenvalues simultaneously. Instead we make a scaling assumption on the sample-wise error for the loss. More precisely, we assume a scaling in \( N \) for the low moments of the norm of its gradient and the variance of the directional derivative in the direction of the parameter to be inferred. We note that the assumption of \( L \)-smoothness falls into our setting, but our assumption is less restrictive. For a precise definition of our assumption and a comparison see Definition 1.1 below. We expect that the classification we introduce has broader implications for efficient estimation thresholds than the setting we consider here, such as finite rank estimation, or offline algorithms with possibilities of reuse, batching, and overparametrization. Furthermore, while we restrict to the sphere, we expect a similar classification to hold in full space with e.g., an \( \ell^2 \) penalty, but leave this to future investigation.

1.1. Formalizing “search” vs. “descent”: weak and strong recovery. One of our goals in this work is to understand the dimension dependence of the relative proportion of time spent by SGD in the search phase as opposed to the descent phase. As such, we need a formal definition of
the search phase. To this end, we focus on the simple setting where the population loss is a (possibly non-linear) function of the distance to the parameter. Furthermore, to make matters particularly transparent, and for simplicity of working in a bounded domain, we will assume that the norm of the parameter is known. Note that in some settings, fixing the norm amounts to assuming a fixed variance [31, 63].

More precisely, suppose that we are given a parametric family of distributions, \( (P_x)_{x \in \mathbb{S}^{N-1}} \), of \( \mathbb{R}^D \)-valued random variables, parameterized by the unit sphere, \( \mathbb{S}^{N-1} \), and \( M = \alpha N \) i.i.d. samples \((Y^t)\) from one of these distributions, \( P_N = P_{\theta_N} \), which we call the data distribution. Our goal is to estimate \( \theta_N \) given these samples, via online SGD with loss function \( \mathcal{L}_N : \mathbb{S}^{N-1} \times \mathbb{R}^D \to \mathbb{R} \). We study here the case where the population loss is of the form

\[
\Phi_N(x) := E_N[\mathcal{L}_N] = \phi(m_N(x)) \quad \text{where} \quad m_N(x) = x \cdot \theta_N, \tag{1.1}
\]

for some \( \phi : [-1,1] \to \mathbb{R} \) (here \( \cdot \) denotes the Euclidean inner product on \( \mathbb{R}^N \)). We call \( m_N(x) \) the correlation of \( x \) with \( \theta_N \). We often also refer to \( m_N \) as the latitude, and call the set \( m_N(x) \approx 0 \) the equator of the sphere.

In order to formalize the notion of exiting the “search phase”, we recall here the notion of “weak recovery”, i.e., achieving macroscopic correlation with \( \theta_N \). We say that a sequence of estimators \( \hat{\theta}_N \in \mathbb{S}^{N-1} \) weakly recovers the parameter \( \theta_N \) if for some \( \eta > 0 \),

\[
\lim_{N \to \infty} \Pr \left( m_N(\hat{\theta}_N) \geq \eta \right) = 1.
\]

As \( \|m_N\|_{\infty} \leq 1 \), this definition is equivalent to the existence of \( \eta > 0 \) such that

\[
\lim_{N \to \infty} \mathbb{E}[m_N(\hat{\theta}_N)] \geq \eta;
\]

this latter formulation was used in, e.g., [51]. To understand the scaling here, i.e., \( \hat{\theta}_N \cdot \theta_N = \Theta(1) \), recall the basic fact from high-dimensional probability [67], that if \( \hat{\theta}_N \) were drawn uniformly at random, then \( \hat{\theta}_N \cdot \theta_N \approx N^{-1/2} \) and that the probability of weak recovery with a random choice is exponentially small in \( N \). In the context we consider here, attaining weak recovery corresponds to exiting the search phase. On the other hand, our final goal is to understand consistent estimation or strong recovery which in this setting amounts to showing that \( m_N(\hat{\theta}_N) \to 1 \) in probability (or equivalently in \( L^p \)-norm for \( p \geq 1 \)).

1.2. Algorithm and assumptions. As our parameter space is spherical, we will consider a spherical version of online SGD which is defined as follows. Let \( X_t \) denote the output of the algorithm at time \( t \), and let \( \delta > 0 \) denote a step size parameter. The sequence of outputs of the algorithm are then given by the following procedure:

\[
\begin{cases}
X_0 &= x_0 \\
\tilde{X}_t &= X_{t-1} - \frac{\delta}{N} \nabla \mathcal{L}_N(X_{t-1}; Y^t) ,  \\
X_t &= \frac{\tilde{X}_t}{\|\tilde{X}_t\|}  
\end{cases}
\tag{1.2}
\]

where the initial point \( x_0 \) is possibly random, \( x_0 \sim \mu \in \mathcal{M}_1(\mathbb{S}^{N-1}) \) and where \( \nabla \) denotes the spherical gradient, i.e., for a function \( f : \mathbb{S}^{N-1} \to \mathbb{R} \),

\[
\nabla f = Df - \frac{\partial f}{\partial r} \frac{\partial}{\partial r},
\]

where \( D \) is the derivative in \( \mathbb{R}^N \) and \( \frac{\partial}{\partial r} \) is the partial derivative in the radial direction, again in \( \mathbb{R}^N \). In the online setting, we terminate the algorithm after it has run for \( M \) steps (though in principle one could terminate earlier). We take, as our estimator, the output of this algorithm. In order
for this algorithm to be well-defined, we assume that the loss is almost surely differentiable in the parameter for all $x \in \mathbb{S}^{N-1}$.

As we are studying a first-order method, it is also natural to expect that the output of gradient flow is a Fisher consistent estimator for all initial data with positive correlation, meaning that it is consistent when evaluated on the population loss. To this end, we say that Assumption A holds if $\phi$ is differentiable and $\phi'$ is strictly negative on $(0, 1)$. Observe that Assumption A holds if and only if gradient flow for the population loss eventually produces a consistent estimator, when started anywhere on the upper half-sphere $\{x : m_N(x) > 0\}$.

The reason we restrict this assumption to $(0, 1)$ and the upper half-sphere is to include problems where the parameter is only recovered up to a sign due to an inherent symmetry in the task. We emphasize here that Assumption A is a property only of the population loss, and does not imply convexity of the loss $L_N$. (We note however, that this is an assumption on the (unknown) data distribution, and cannot be empirically verified.)

In order to investigate the performance of SGD in a regime that captures a broad range of high-dimensional inference tasks, we need to choose a scaling for the fluctuations of the loss. These fluctuations are captured by the sample-wise error, defined by

$$H_N^L(x) := L_N(x; Y^L) - \Phi_N(x).$$

We seek a scaling regime which does not suffer from the issues described in the introduction. To this end, we work under the following assumption which is satisfied by the loss functions of many natural high-dimensional problems.

**Definition 1.1.** For a sequence of data distributions and losses $(P_N, L_N)$, we say that Assumption B holds if there exists $C_1, \iota > 0$ such that the following two moment bounds hold for all $N$:

(a) We have that

$$\sup_{x \in \mathbb{S}^{N-1}} \mathbb{E}[(\nabla H_N(x) \cdot \theta_N)^2] \leq C_1,$$

(b) and that,

$$\sup_{x \in \mathbb{S}^{N-1}} \mathbb{E}[||\nabla H_N(x)||^{4+\iota}] < C_1 N^{4+\iota}. \quad (1.4)$$

This assumption captures the scaling regimes commonly used for high-dimensional analyses of statistical problems throughout the literature, see, e.g., [31, 68, 59, 16]. For an in-depth discussion, see Section 2, where we show that a broad class of statistical models satisfy Assumption B. Observe that the scaling relation between (a) and (b) is tight when $\nabla H_N$ is an i.i.d. sub-Gaussian vector. On the other hand, note that if $L_N$ is $L$-smooth on the unit sphere for some fixed $L = O(1)$, then Assumption B holds, with an $O(1)$ bound instead of an $O(N^{2+\iota/2})$ bound in (1.4). In particular, Assumption B applies more generally than $O(1)$-smoothness.

### 1.3. Main results.

In this paper, we show that a key quantity governing the performance of online SGD is the following, which we call the information exponent for a population loss.

**Definition 1.2.** We say a population loss $\Phi_N$ has information exponent $k$ if $\phi \in C^{k+1}([-1, 1])$ and there exist $C, c > 0$ such that

$$\begin{cases}
\frac{d^\ell \phi}{dm^\ell}(0) = 0 & 1 \leq \ell < k \\
\frac{d^k \phi}{dm^k}(0) \leq -c < 0 \\
||\frac{d^{k+1} \phi}{dm^{k+1}}(m)||_\infty \leq C
\end{cases}. \quad (1.5)$$

3Observe that the gradient flow on $\Phi$ reduces to its projection on $m_N$, which solves an autonomous ODE; Assumption A holds if and only if the window $(0, 1)$ is in the absorbing set of a minimum of $\phi$ at $m_N = 1$. 


We compute the information exponent for a broad class of examples in Section 2. (If the first non-zero derivative is instead positive, then Assumption A cannot hold, as $\phi'(\varepsilon)$ will be positive for $\varepsilon > 0$ sufficiently small.)

Our first result upper bounds the sample complexity for consistent estimation. In the sequel, let

$$
\alpha_c(N, k) = \begin{cases} 
1 & k = 1 \\
\log N & k = 2 \\
N^{k-2} & k \geq 3
\end{cases}
$$

(1.6)

and say that a sequence $x_n \ll y_n$ if $x_n/y_n \to 0$. For concreteness, we state our result in the case of random initialization, namely we take $\mu_N$ to be the uniform measure conditioned on the upper half sphere $\{m(x) \geq 0\}$. (This conditioning is without loss of generality up to a probability 1/2 event and is introduced to avoid obvious symmetry issues: see Remark 1.8.) We then have the following.

**Theorem 1.3.** Suppose that Assumptions A and B hold and that the population loss has information exponent $k$. Let $M = \alpha_N N$ with $\alpha_N$ growing at most polynomially in $N$. If $(\alpha_N, \delta_N)$ satisfy

- $(k = 1): \alpha_N \gg \alpha_c(N, 1)$
- $(k = 2): \alpha_N \gg \alpha_c(N, 2) \cdot \log N$
- $(k \geq 3): \alpha_N \gg \alpha_c(N, k) \cdot (\log N)^2$

then online SGD with step size parameter $\delta_N$ started from $X_0 \sim \mu_N$, will have

$$
m_N(X_M) \to 1, \quad \text{in probability, and in } L^p \text{ for every } p \geq 1.
$$

Our second result is the corresponding lower bound on the sample complexity required for exiting the search phase with a given information exponent.

**Theorem 1.4.** Suppose that Assumptions A and B hold and that the population loss has information exponent $k \geq 1$. If $(\alpha_N, \delta_N)$ are such that

- $(k = 1, 2): \alpha_N \ll \alpha_c(N, k)$ and $\delta_N = O(1)$
- $(k \geq 3): \alpha_N \ll \alpha_c(N, k)$ and $\delta_N = O(\alpha_N^{-1/2})$,

then the online SGD with step size parameter $\delta_N$, started from $X_0 \sim \mu_N$, will have

$$
\sup_{t \leq M} |m_N(X_t)| \to 0, \quad \text{in probability, and in } L^p \text{ for every } p \geq 1.
$$

Let us pause to comment on the interpretation of these results. The first result states that the sample complexity of consistent estimation for a problem with finite information exponent is always at most polynomial, and provides a precise scaling for this polynomial, $\alpha_c(N, k)$, as a function of the information exponent $k$. The second result says that the thresholds $\alpha_c(N, k)$ are optimal up to $O((\log N)^2)$. We expect, in fact, that the thresholds $\alpha_c(N, k)$—without additional logarithmic factors—are sharp; see Section 1.4 for more on this. Observe that the second result in particular implies the algorithm can only exit the search phase when the number of samples is at least $\alpha_c(N, k) N$. Finally, notice that while the recovery result Theorem 1.3 specified a window of feasible learning rates $\delta_N$ for these guarantees to apply, the refutation result covers a much wider range of $\delta_N$.

Our arguments will also show that the ratio of the number of samples used in the descent phase to the number used in the search phase is $O(\alpha_c(N, k)^{-1})$ which is vanishing for $k \geq 2$. More precisely, this observation follows from Theorem 1.4 together with the following. Let $\tau^+_0$ denote the first $t$ such that $m_N(X_t) > \eta$ and let $\tau^+_{1-\eta}$ denote the first $t$ such that $m_N(X_t) > 1 - \eta$.

**Theorem 1.5.** Suppose that Assumptions A and B hold and that the population loss has information exponent $k \geq 2$. Let $M = \alpha_N N$ with $(\alpha_N, \delta_N)$ as in Theorem 1.3. For any $\eta > 0$ there is a
constant $C = C(k, \eta) > 0$ such that $\tau_\eta^+ > \alpha_e(N, k)$ and $|\tau_{1-\eta}^+ - \tau_\eta^+| \leq CN$ with probability $1 - o(1)$. Furthermore, $X_t > 1 - 2\eta$ for all $\tau_{1-\eta}^+ \leq t \leq M$ with probability $1 - o(1)$.

In words Theorem 1.5 says that most of the data is used in the search phase (i.e., to attain some non-trivial correlation), and that from there descent to essentially full correlation is rapid, and takes $O(N)$ samples independently of the class of the problem.

Remark 1.6. In the case that $k = 1$, we show consistent estimation and its refutation only in the regimes $\alpha \to \infty$ and $\alpha \to 0$ respectively. That this is optimal can be seen in the simple example of estimating the mean of an i.i.d. Gaussian vector, where consistent estimation is information theoretically impossible with $\alpha = O(1)$.

If one only considers weak recovery, one can sharpen the thresholds in $\alpha$ to the $O(1)$ scale: see Theorem 3.3.

Remark 1.7. All of these results hold in the broader setting that $\phi = \phi_N$ varies in $N$ provided the following generalizations of Assumption A and Definition 1.2 hold. We take Assumption A to be that $\phi'_N$ are equi-continuous and uniformly negative on $(0, 1)$ and Definition 1.2 to be that (1.5) holds uniformly over the sequence.

1.4. Discussion of the main results. Let us now discuss the intuition behind the information exponent and Theorems 1.3–1.4. Together, Theorems 1.3-1.4 show that the information exponent holds uniformly over the sequence.

To understand where these thresholds come from, consider the following simplification of the recovery problem given by

$$m_t = m_{t-1} - \frac{\delta}{N} \phi'(m_{t-1}) ||\nabla m_{t-1}||^2 \approx m_{t-1} + \frac{\delta}{N} cm_{t-1}^{k-1},$$

(1.7)

for $m_{t-1}$ small and some $c > 0$. This amounts to gradient descent for the population loss (omitting the projection as its effects are second order for small $\delta$, see Sections 4.1–4.2.) This corresponds to the “best case scenario” since the observed losses will be corrupted versions of the population loss. One would expect this corruption to only increase the difficulty of recovery.

Analyzing the finite difference equation of (1.7), one finds that if the initial latitude is positive but microscopic, $m_0 \propto N^{-c}$ for any $\zeta > 0$, there are three regimes with distinct behaviors:

- $k < 2$: the time for $m_t$ to weakly recover ($m_t \geq \eta$) is linear, i.e., order $\delta^{-1}N$.
- $k = 2$: the time for $m_t$ to weakly recover is quasi-linear, i.e., order $\delta^{-1}N \log N$.
- $k > 2$: the time for $m_t$ to weakly recover is polynomial: $\delta^{-1}N^{1+c_{\zeta}}$ for $c_{\zeta} = (k - 2)\zeta > 0$.\footnote{Suppose that we are given $M = \alpha N$ samples of an $N$-dimensional Gaussian vector with law $\mathcal{N}(v, Id)$, where $v$ is a unit vector and $\alpha$ is a fixed constant. It is easy to see that for large $N$, the sample average only achieves a (normalized) inner product of $v \cdot \overline{\mathcal{I}} \to \sqrt{\alpha(1 - \alpha))^{-T}} < 1$ when $\alpha = O(1)$. Furthermore, by the Cramer-Rao bound, this is tight for unbiased estimators satisfying a second moment constraint.}

In the online setting, the number of time steps is equal to the number of samples used. Consequently, no matter what $\zeta \in (0, 1)$ is, there is a transition between linear sample complexity ($\alpha = O(1)$) and polynomial sample complexity ($\alpha = N^\zeta$ for some $\zeta > 0$) regimes for the gradient descent on the population loss as one varies the information exponent, through the critical $k_c = 2$. The precise thresholds obtained in our results correspond to the choice of $\zeta = 1/2$, which is the scaling for uninformative initializations in high dimensions, e.g., the uniform measure on $\mathbb{S}^{N-1}$.

When one considers the true online SGD, there is an effect due to the sample-wise error for the loss, $H_N$, whereby to first approximation,

$$m_t \approx m_{t-1} + \frac{\delta}{N} a_k m_{t-1}^{k-1} - \frac{\delta}{N} \nabla H_N^t(X_{t-1}) \cdot \theta_N.$$
Due to the independence of $\nabla H_N^t$ and $X_{t-1}$, as we sum the contributions of the third term in time, we obtain a martingale which we call the \textit{directional error martingale},

$$M_t = \frac{\delta}{N} \sum_{j=1}^{t} \nabla H_N^t(X_{j-1}) \cdot \theta_N .$$

By Doob’s inequality, its cumulative effect can be seen to typically be of order $\delta \sqrt{T}/N$. In order for this term’s contribution to be negligible for time scales on the order of $M_t$, and allow for recovery, we ask that it is comparable to $m_0$, dictating that $\alpha \delta^2 = O(1)$. This relative scaling of $\alpha$ and $\delta$ is therefore fundamental to our arguments. Indeed if $\alpha \delta^2$ were diverging, then on timescales that are of order $\alpha N$, the cumulative effect of projections becomes a dominant effect potentially drowning out the drift induced by the signal. We remark here that for the refutation result of Theorem 1.4 when $k \geq 3$, if one only want to assume that $\delta = O(1)$, our arguments would show a refutation result for all $\alpha \leq N^{(k-2)/2}$, implying that for any $O(1)$ choice of $\delta$, the $k \geq 3$ regime still requires polynomial sample complexity.

We end this discussion by briefly comparing our approach to three related approaches that have been used to investigate similar questions in recent years. An in-depth problem-by-problem discussion of the related literature will appear in Section 2 below. The classical approach to such problems is the “ODE method” which dates back at least to the work of [39] (see [9] for a textbook introduction). Here one proves convergence of the trajectory with small step-size to the solution of the population dynamics. While this approach is most similar to our approach, it is designed for fixed dimensions. Indeed, in the scaling regime studied here, namely that corresponding to the initial search phase, one cannot neglect the effect of the directional error martingale, as its increments are \textit{larger} than those of the drift. Another approach to estimation problems via gradient-based algorithms is to study a diffusion approximation to this problem. Diffusion approximations to stochastic approximation algorithms date at least back to the work of [49] in finite dimensions; more recently they have been studied in high-dimensions for online algorithms, e.g., [38, 66]. In our setting, rather than setting up a functional law of large numbers or central limit theorem for $m_t$, the precise nature and analyzability of which we expect depends on, e.g., the choice of activation function for GLMs, we use a system of difference inequalities similar to [6, 5].

On the other hand, several statistical physics motivated approaches have recently been introduced to study such questions in both online [69, 70] and offline [46, 45] settings. These results develop a scaling limit, in the regime where one first sends $N \to \infty$ then $T \to \infty$. In these settings, however, the solution to the corresponding limiting evolution equation admits a trivial zero solution if $m_0 = 0$ and a meaningful solution if $m_0 > 0$. This limiting system is then analyzed for its behavior and recovery thresholds, for various values of $m_0 > 0$ small, but uniformly bounded away from zero. As a consequence of our work, we find that if one can produce such initial data then the problem is always solvable with linear sample complexity, and satisfies a scaling limit to the trajectory of the population dynamics. On the other hand, for uninformed initializations, where $m_0 = o(1)$ except with exponentially small probability, the bulk of the data is used just to reach order 1 latitudes.

\textit{Remark 1.8.} Here and in the following, we have restricted attention to initializations supported on the upper half-sphere. We do this to focus on the key issues and deal with general losses and data distributions in a unified manner with minimal assumptions. For even information exponents, this restriction is without loss of generality by symmetry. For odd information exponents, when started from the lower half-sphere, the dynamics would rapidly approach the equator. We also restrict our attention to starts which have initial correlation on the usual CLT scale $(m(X_0) \sim N^{-1/2})$ which will hold for the uniform at random start. We expect that one can obtain similar results for all possible initializations if one imposes an anti-concentration assumption on the directional error.
martingale. Without such an assumption, an initialization on the equator $m_0 = 0$ can be trapped for all time.

2. Applications to some important inference problems

In this section, we illustrate how our methods can be used to quantify recovery thresholds for online SGD in inference tasks arising from various broad parametric families commonly studied in high-dimensional statistics, machine learning, and signal processing: supervised learning for single-layer networks with Gaussian features, generalized linear models, linear regression, online PCA, spiked matrix and tensor models, and Gaussian mixture models. Each of these has a vast literature to which we cannot hope to do justice; instead we focus on describing how each satisfy the criteria of Theorems 1.3–1.5, emphasizing how the different information exponent regimes appear in variations on these problems, and relating the recovery thresholds we obtain for online SGD to past work on related algorithmic thresholds for these parameter estimation problems in the high-dimensional regime. In many of our examples, we work only under mild moment assumptions on the data. As our goal here is to demonstrate the applicability of our classification, we do no try to optimize the number of moments assumed. For ease of notation, we henceforth suppress the dependence of quantities on $N$ when it is clear from context.

2.1. Supervised learning for single-layer networks. Consider the following model of supervised learning with a single-layer network. Let $v_0 \in \mathbb{S}^{N-1}$ be a fixed unit vector and suppose that we are given some (possibly non-linear) activation function $f : \mathbb{R} \to \mathbb{R}$, some feature vectors $(a^\ell)_{\ell=1,\ldots,M}$, and with these, $M$ noisy responses of the form

$$y^\ell = f(a^\ell \cdot v_0) + \epsilon^\ell.$$  

(2.1)

where $(\epsilon^\ell)_{\ell}$ are additive errors. Our goal is to estimate $v_0$ given this data. Our approach is by minimizing the least squares error.

This model and special cases thereof have been studied under many different names by a broad range of communities. It is sometimes called a teacher-student network, a single-index model, or seen as a special class of generalized linear models (see, e.g., [26, 12, 4]). This model has received a tremendous amount of attention in recent years, largely in the regime that the features are taken to be i.i.d. standard Gaussians. Here various properties have been studied such as information theoretic thresholds [4, 51], the geometry of its landscape [43, 62], as well as performance of various gradient-type and spectral methods [40, 51, 41].

To place this in the framework of Theorem 1.3, we consider as data the pairs $Y^\ell = (y^\ell, a^\ell)$ for $\ell = 1, \ldots, M$. Our goal is then to optimize a quadratic loss $\mathcal{L}(\cdot; Y)$ of the form

$$\mathcal{L}(x; Y) = \mathcal{L}(x; (y, a)) = \left(y - f(a \cdot x)\right)^2.$$  

Note that we may write the population loss as

$$\Phi(x) = \mathbb{E}\left[\left(f(a \cdot x) - f(a \cdot v_0)\right)^2\right] + \mathbb{E}[\epsilon^2].$$  

(2.2)

For general activation functions $f$ and distributions over the features $(a^\ell)$, one could proceed to calculate the information exponents by Taylor expansion.

Let us focus our discussion on the most studied regime, namely where $(a^\ell)$ are i.i.d. standard Gaussian vectors in $\mathbb{R}^N$; for the $(\epsilon^\ell)$ we only assume they are i.i.d. mean zero with finite $4 + \delta$-th moment for some $\delta > 0$. Here we find an explicit representation for the population loss which allows us to compute the information exponent for activation functions of at most exponential growth. With this we find that Theorems 1.3-1.5 apply to all such activation functions and, in particular, we find a wealth of interesting phenomena.
Recall that the Hermite polynomials, which we denote by \((h_k(x))_{k=0}^\infty\), are the (normalized) orthogonal polynomials of the Gaussian distribution \(\varphi(dx) \propto \exp(-x^2/2)dx\). Define the \(k\)-th Hermite coefficient for an activation function \(f\) by

\[
  u_k(f) = \langle f, h_k \rangle_{L^2(\varphi)} = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^\infty f(z) h_k(z) e^{-z^2/2}dz.
\]  

As long as \(f'\) is of at most polynomial growth—i.e., there exist \(A, B \geq 0\) and integer \(q \geq 0\) such that \(|f'(x)| \leq Ax^q + B\) for all \(x\)—the population loss is differentiable and the above exists. The population loss then has the following exact form which we believe is of independent interest.

**Proposition 2.1.** Suppose that the features \((a^f)\) are i.i.d. standard Gaussian vectors, and the errors \((e^f)\) are i.i.d. mean zero, variance \(C_\epsilon\) and with finite \(4+\delta\)-th moment for some \(\delta > 0\). Suppose that the activation function, \(f\), is differentiable a.e. and that \(f'\) has at most polynomial growth. Then

\[
  \Phi(x) = \phi_f(m(x)) \quad \text{where} \quad \phi_f(m) := 2 \sum_{j=0}^\infty (u_j(f))^2(1 - m^j) + C_\epsilon,
\]

and where \(u_j\) are as in (2.3). Furthermore, Assumptions A and B hold.

With Proposition 2.1, it is easy to compute the information exponents corresponding to general activation functions. The following result is an immediate consequence of Proposition 2.1.

**Corollary 2.2.** Suppose that the features \((a^f)\) are i.i.d. standard Gaussian vectors, and the errors \((e^f)\) are i.i.d. mean zero with finite \(4+\delta\)-th moment for some \(\delta > 0\). Suppose that the activation function, \(f\), is differentiable a.e. and that \(f'\) has at most polynomial growth. Then,

1. The information exponent of \(f\) is 1 if and only if \(u_1(f) \neq 0\).
2. The information exponent of \(f\) is 2 if and only if \(u_1(f) = 0\) and \(u_2(f) \neq 0\).
3. The information exponent of \(f\) is at least 3 if and only if \(u_1(f) = u_2(f) = 0\).

We prove Proposition 2.1 and Corollary 2.2 in Appendix B.1.

Let us now turn to some concrete examples of activation functions and their classification. Many commonly used activation functions have corresponding population loss with information exponent 1, for example:

- **Adaline**: \(f(x) = x\)
- **Sigmoid**: \(f(x) = \frac{e^x}{1+e^x}\)
- **ReLU**: \(f(x) = x \vee 0\).

The problems of smooth and non-convex phase retrieval \((f(x) = x^2\) and \(f(x) = |x|\) respectively) are examples of models whose population loss has information exponent 2: see Section 2.1.1 below for a discussion. More generally, we note that the Hermite polynomial of degree \(k\) gives a simple example of an activation with information exponent \(k\).

Let us now turn to discussing the implications of our results and in particular, the answers to the last two motivating questions from the introduction in this setting.

Our first observation is that seemingly innocuous changes to an activation function can yield dramatic changes to the sample complexity of the problem. For example, Adaline \(f(x) = x\) and its cubic analogue \(f(x) = x^3\) both have an information exponent of 1; however, a linear combination of the two, namely \(f(x) = x^3 - 3x\) has an exponent of 3. Thus while the first two require linearly many samples to recover the unknown vector, the third requires \(\Omega(N^{3/2} \log N)\) many samples just to exit the search phase. As an illustration of this, see Fig. 2.3 where we perform supervised learning via SGD with the same pattern vectors and same unknown \(v_0\) but different activation functions, namely \(f(x) = x^3\) and \(f(x) = x^3 - 3x\).

On the other hand, note that in the descent phase of the algorithm, where the algorithm exhibits a law of large numbers by Theorem 3.2, one finds that the performance no longer depends on the
activation function in a serious way. Thus from a “warm start”, the choice of activation is less important. See Figs. 2.1–2.2 for the example of the performance of phase retrieval, \( f(x) = x^2 \), and \( f(x) = x^3 - 3x \) with warm and random starts. Let us emphasize here, however, that as soon as the information exponent is at least 2, we know by Theorem 1.5, that almost all of the runtime is in the search phase.

**Remark 2.3 (Mis-specification).** As another example of how the loss can dramatically affect performance, consider the problem of model mis-specification. Here we attempt to fit to the data using a possibly incorrect activation function \( g \). That is, our loss is \( L = (y - g(a \cdot x))^2 \), but our data is \( y = f(a \cdot x) \).

One can compute the information exponent by noting that the loss satisfies

\[
\phi(m) = -2 \sum_k u_k(f)u_k(g)m^k + ||f||^2 + ||g||^2.
\]

Here we find various phenomena (no recovery, only weak recovery, or strong recovery) depending on the alignment of the Hermite coefficients of \( f \) and \( g \).

For concreteness, let us consider the case of

\[
f(x) = u_2 h_2(x) + u_4 h_4(x) \quad \text{and} \quad g(x) = v_1 h_1(x) + v_2 h_2(x) + v_4 h_4(x).
\]

In this case if we let \( a = 2u_2v_2 \) and \( b = 2u_4v_4 \), we have \( \phi(m) = -am^2 - bm^4 + C \). Here we have the following phenomenology.

**Strong recovery.** Suppose that, \( a > 0 \), and \( a > -2b \), then this model satisfies Assumptions A and B and has information exponent 2. Thus strong recovery has quasilinear sample complexity by Theorem 1.3. On the other hand, if either \( f \) or \( g \), has vanishing second Hermite coefficient, so that \( a = 0 \), while \( b > 0 \), the model has information exponent 4 and the sample complexity is now cubic (up to log factors).

**Weak recovery.** Consider for concreteness the case that, \( a = 1 \) and \( b = -1 \). Then Assumption B still holds. On the other hand, Assumption A only holds in a neighborhood of the origin. In

**Figure 2.1.** (Random starts) In colors, 4-runs of single-layer supervised learning with activation functions \( f(x) = x^2 \) (phase retrieval) and \( x^3 - 3x \) (3rd Hermite polynomial), initialized uniformly at random; in black, the corresponding population dynamics. Almost all of the data is used to attain a macroscopic correlation (the search phase); the trajectory through this phase does not concentrate (c.f. Fig. 2.2).
Figure 2.2. (Warm start) In color, 4 runs of single-layer supervised learning, initialized from $m_0 = 0.5$, together with the corresponding population dynamics. Initialized here, and thus in the descent phase, the SGD rapidly converges (with linearly many data samples) to the ground truth, independently of the information exponent. Moreover, the trajectories are well-concentrated about the population dynamics’ trajectory.

2.1.1. Phase retrieval. One class of models of the form of (2.1) that has received a tremendous amount of attention in recent years is smooth and “non-smooth” phase retrieval. These correspond to the cases $f(x) = x^2$ and $f(x) = |x|$ respectively. Algorithmic recovery results with different algorithms, initializations, and variants of phase retrieval have been established in a wide array of related settings: [17, 16, 72, 40, 65, 3, 30, 62].

For our results, in both cases we have that $u_0, u_2 > 0$ and $u_1 = 0$ so that their information exponents are both $k = 2$. As a consequence, Theorem 3.1 shows that if $\alpha/(\log N)^2 \to \infty$, then online SGD with step size $\delta \sim \log N/\alpha^2$ will solve the weak recovery problem started from the uniform measure conditioned on the upper-half sphere. Going further, by symmetry of $f$, the same result holds started from the uniform measure on $S^{N-1}$ itself, if we wish to weakly recover $v_0$ only up to a net sign.
Figure 2.3. SGD trajectories (at $N = 3000$ and $\alpha = 30,000$) from a uniform at random start using the same data, but different activation functions $f(x) = x^3$ (green), $f(x) = x^2$ (blue) and $f(x) = x^3 - 3x$ (red), with information exponents $1, 2, 3$ respectively. The choice of activation function (changing the information exponent) can dramatically change the timescale for consistent estimation.

In recent independent work, [66] have obtained sharper results for non-smooth phase retrieval. There they show that a similar recovery result holds as soon as $\alpha$ is order $\log N$, and uniformly over all possible initializations, in particular those with $m(x) = 0$ (c.f., Remark 1.8) Furthermore, their work applies to online learning in “full space”, i.e., without restricting to the sphere. Some of the techniques there are similar in spirit to ours, but they involve a careful analysis of a 2D dynamical system which ends up being exactly solvable due to the choice of activation function, whereas we reduce to differential inequalities to handle general choices of activation function.

2.2. Generalized linear models. Generalized linear models (GLM’s) are a commonly used family of statistical models which unify a broad class of regression tasks such as linear, logistic, and Poisson regression. For a textbook introduction, see [48, 12]. We follow the presentation of [48]. (For ease of exposition, we focus only on the case of canonical link functions and constant dispersion.)

Given an observation $y \in \mathbb{R}$ and a covariate vector $a \in \mathbb{R}^N$, a generalized linear model consists of three components:

1. The random component: Conditionally on the covariate $a$, the observation $y$ is distributed according to an element of the exponential family with canonical parameter $\theta$,

$$p_\theta(y) = \exp \left( \frac{y\theta - b(\theta)}{d} - c(y) \right)$$

for some real-valued functions $b, c : \mathbb{R} \to \mathbb{R}$ and some constant $d$.

2. The systematic component: The covariate $a$ and the unknown parameter $x \in \mathbb{R}^N$ form a linear predictor, $\eta = a \cdot x$. 
(3) The **link** between the random and the systematic components is given by an **activation function**, $f : \mathbb{R} \rightarrow \mathbb{R}$, which is monotone increasing and invertible, and satisfies

$$f(\eta) = \mathbb{E}[y | a].$$

For clarity, we work here in the case of a **canonical link**, where we assume that the canonical parameter and the linear predictor are equal, i.e., $\theta = \eta$. In this case, as by definition $b$ is the cumulant generating function of $y \mid a$, we have that $f(\eta) = b'(\eta)$. The goal is then to infer the parameter $x$ given the observation $y$. Note that standard regression tasks can be mapped to this setting by choosing $b, c$ and $d$ appropriately. For example, (in these examples we take $d = 1$.)

- **Linear regression** (linear activation function $f(x) = x$ and $c(t) = b(t) = -t^2/2$.)
- **Logistic regression** (sigmoid activation function $f(x) = (1 + e^{-x})^{-1}$, and $b(t) = \log 1 + e^t$, $c(t) = 0$.)
- **Poisson regression** (exponential activation function $f(x) = e^x$, and $b(t) = t$, $c(t) = -\log t$.)

Consider a random instance of this estimation problem. Let $v_0 \in \mathbb{S}^{N-1}$ be a fixed, unknown parameter. Suppose that we are given $M$ i.i.d. covariate vectors $(a^t)_{t=1}^M$ and $M$ corresponding observations $(y^t)$. Our goal is to estimate $v_0$ given $(y^t)$ and $(a^t)$.

To place this in the framework of our results, we augment the observations by the covariates and consider the pairs $Y^t = (y^t, a^t)$. The canonical approach to these problems is maximum likelihood estimation, which in our setting amounts to minimizing the loss

$$\mathcal{L}(x; Y) = \mathcal{L}(x; y, a) = -y a \cdot x + b(a \cdot x).$$

For general activation functions $f$ and distributions over the covariates $(a^t)$, one proceeds to calculate the information exponents by Taylor expanding the population loss $\Phi(x) = \mathbb{E}\Phi(x; Y)$.

To make things concrete, let us focus on the setting where the covariates are i.i.d. Gaussian vectors in $\mathbb{R}^N$. Here GLM’s have been found to have a rich phenomenology in high dimensions, see, e.g., [63] for the case of logistic regression. Here for a function $f$, let $u_1(f) = \mathbb{E}[Z f(Z)]$ where $Z \sim a \cdot e_1$. We say that a function $f$ is of at most exponential growth if there are constants $A, B > 0$ such that $|f(x)| \leq A \exp(B|x|)$. We then have the following.

**Proposition 2.4.** Let $f$ be an invertible, strictly increasing activation function of at most exponential growth for a GLM with standard Gaussian covariates $(a^t)_{t=1}^M$. Suppose that $f$ is differentiable a.e. and that the exponential family (2.5) has finite $8 + \iota$‘th moment for some $\iota > 0$. Then the population loss, $\Phi(x)$, satisfies

$$\Phi(x) = -u_1(f)m + C \quad (2.6)$$

for some constant $C \in \mathbb{R}$. Furthermore, $u_1(f) > 0$ so that the information exponent is $k = 1$ and Assumptions A and B hold.

By Proposition 2.4, maximum likelihood estimation for generalized linear models with invertible, increasing activations as above will always have information exponent $k = 1$. The proof of Proposition 2.4 is deferred to Appendix B.2.

**2.3. Linear regression with random covariates.** Let us return to the example of linear regression with random covariates discussed in the introduction. Suppose that we are given i.i.d. data points of the form $\{(y^t, a^t)\}_{t=1}^M$, where $y^t = a^t \cdot v + \epsilon^t$, for some unknown unit vector $v$ and additive noise $\epsilon^t$. Consider the squared-error loss $\mathcal{L}(x; y^t, a^t) = (y^t - a^t \cdot x)^2$. In this case, provided the covariates and errors are centered and have finite second moment, the population loss is of the form

$$\Phi(x) = ||x - v||^2 + 1 = 2 - 2m(x) + C, \quad (2.7)$$

for $x$ on the unit sphere.
Proposition 2.5. Consider linear regression with centered i.i.d. covariates \((a^\ell)_\ell\) whose entries have finite 10-th moment and centered i.i.d. errors \((\epsilon^\ell)_\ell\) with finite 5-th moment. Then Assumptions A and B hold and the population loss has information exponent 1.

Proposition 2.5 is proved in Appendix B.3. We emphasize here that we do not assume that the covariate vectors have independent entries, nor do we assume Gaussianity of either the covariates or the errors.

Remark 2.6. We now return to the issue raised in the introduction regarding the scaling of the risk and its derivatives. For simplicity let us focus on the case where the designs and noise are i.i.d. standard Gaussian. The canonical empirical risk in this setting is the least squares risk \(\tilde{R}(x) = ||Y - Ax||^2_2\). To apply the SDE approximations referenced above to the SGD we consider, one should work with this risk. By direct differentiation, we see that the operator norm of \(\nabla^2 \tilde{R}\) scales like that of \(AA^T\) which, recalling classical properties of Wishart matrices [1], scales like \(M\) so that the empirical risk is \(L\)-smooth for \(L\) that is of order \(M\). A similar argument applies to the Lipschitz constant. On the other hand, one might rescale and consider instead \(\tilde{R}(x) = \frac{1}{M}||Y - Ax||^2_2\). The same reasoning, however, shows that \(\|\tilde{R}\|_\infty \leq C\) with high probability. Thus the resulting invariant measure \(\pi(dx) \propto e^{\tilde{R}(x)} dx\) is a uniformly bounded tilt of the uniform measure \((cdx \leq d\pi \leq Cdx\) for some \(C, c > 0\) independent of \(N\)) and yields an exponentially small mass for any \(\epsilon\)-neighborhood of \(v\) for \(\epsilon < \pi/2\) by concentration of measure.

2.4. Online PCA. From a statistical perspective, a classical application of online SGD to a matrix model is online PCA (sometimes called streaming PCA) whose analysis goes back to the work of [34] and [55]. The long history and vast literature on this problem makes it impossible to provide anywhere near a complete discussion of previous work, but we show that the problem fits into our classification. Here one is given i.i.d. samples \((Y^\ell)\) from some distribution in an online fashion and the goal is to find the principal directions. Our results immediately apply in the commonly studied rank 1 setting where we assume that there is only one principal direction: namely, suppose that \((Y^\ell)\) are i.i.d. centered random vectors in \(\mathbb{R}^N\) with covariance \(\mathbb{E}[YY^T] = S\), where

\[
S = I + \lambda v_0v_0^T
\]

where \(v\) is a fixed unit vector, \(\lambda > 0\) is a fixed signal-to-noise ratio, and one iteratively optimizes the loss

\[
\mathcal{L}(x; Y) = -(x, YY^Tx)
\]

over \(S^{N-1}\). We view this as a stochastic approximation to \(-(x, \mathbb{E}[YY^T]x)\). In the case that \(Y^\ell \sim N(0, I + \lambda v_0v_0^T)\), the offline version of this problem immediately connects to the study of spiked Wishart matrices investigated in many works.

Observe that if we let \(S = I + \lambda v_0v_0^T\), we have

\[
\Phi(x) = -(x, \mathbb{E}[YY^T]x) = -(x, Sx) = -\lambda(v_0, x)^2 - 1, \tag{2.8}
\]

since \(x\) is a unit vector. Evidently this problem has information exponent 2 so that the thresholds match those in the spiked matrix models of Section 2.5. In this setting, we have the following which holds for general \((Y^\ell)\) under mild moment assumptions.

Proposition 2.7. Suppose that \(\lambda > 0\) is fixed and that \((Y^\ell)\) are i.i.d. centered random vectors whose entries have bounded 10-th moment: \(\sup_i \mathbb{E}[Y_i^{10}] < C\) for some \(C > 0\). Then Assumptions A and B hold, and the model has information exponent 2.

The proof of Proposition 2.7 is elementary and can be found in Appendix B.4.
2.5. Spiked matrix and tensor models. Another important class of examples are the spiked matrix and tensor models (also referred to as tensor PCA) [31, 56, 59]. Here we are given $M = \alpha N$ i.i.d. observations $(Y^\ell)$ of a rank 1 $p$-tensor on $\mathbb{R}^N$ corrupted by additive noise:

$$Y^\ell = J^\ell + \lambda v_0 \otimes p \tag{2.9}$$

where $(J^\ell)$ are i.i.d. copies of $p$-tensors with i.i.d. entries of mean zero and variance one, and $\lambda$ is a signal-to-noise parameter. The goal in these problems is to infer the vector $v_0 \in \mathbb{R}^N$:

$$\|v_0\| = 1.$$  

A standard approach to inferring $v_0$ is by optimizing the following $\ell^2$ loss:

$$L(x; Y) := (Y, x \otimes p) = (J, x \otimes p) + \lambda (x \cdot v_0)^p. \tag{2.10}$$

When $J$ is Gaussian, and we restrict to $S^{N-1}$, this is simply maximum likelihood estimation. When $J$ is non-Gaussian, this can be thought of as computing the best rank 1 approximation to $J$.

We obtain the following result regarding the information exponent of these models whose proof is deferred to Appendix B.5.

**Proposition 2.8.** Consider the spiked tensor model where $\lambda = 1$ and $J$ is an i.i.d. $p$-tensor with loss (2.10). Suppose that entries of $J$ have mean zero and finite 6th moment. Then Assumptions A and B hold and the population loss has information exponent $p$. From this we see that the spiked matrix model falls in our quasi-linear class, whereas the spiked tensor model is in the polynomial class. We now discuss the relation between our sample complexity thresholds for online SGD and those found for other algorithms in preceding work. For the sake of that comparison, we recall here that the information theoretic threshold for this estimation problem, with the above scaling is at $\lambda \sqrt{\alpha}$ of order one [56, 52, 57, 37, 7, 61, 29].

2.5.1. Spiked tensor models. The tensor case has recently seen a surge of interest as it is expected to be an example of an inference problem which has a diverging statistical-to-algorithmic gap. Strong evidence for this comes from the analysis of spectral and sum-of-squares-type methods where sharp thresholds of the form $\lambda \sqrt{\alpha} \sim N^{k-2}$ have been obtained for efficient estimation [59, 33, 28, 71, 27]. On the other hand, it was conjectured [59] that power iteration and approximate message passing should have a threshold of $\lambda \sqrt{\alpha} = O(N^{k-2})$. It has been speculated that the latter threshold may be common to first-order methods without any global or spectral initialization step.

In [6], efficient recovery was proved for $\lambda \sqrt{\alpha}$ growing faster than $N^{(k-2)/2}$ for gradient descent and Langevin dynamics, using a differential inequalities based argument originating from [6] and evidence was provided for hardness when it is smaller. (See also [47, 46, 45, 11] for related, non-rigorous analyses.) The threshold we find of $\alpha \sim N^{k-2}$ in Theorem 1.3, exactly matches this, and shows that the online SGD attains the (conjecturally) optimal thresholds for first order methods. Note, however, that the above works required the random tensor $J$ to be Gaussian, whereas Proposition 2.8 covers non-Gaussian $J$ as well.

**Remark 2.9.** Similarly to the online PCA example, when $p = 2$ our results imply a threshold for online SGD of at least $\alpha \sim \log N$ and at most $\alpha \sim (\log N)^2$ for spiked matrix models of the form (2.9). The reader may note that one expects to be able to solve spiked matrix estimation tasks with $\alpha = O(1)$, e.g., in the offline setting using gradient descent. The $\log N$ factor in our results is due to the on-line nature of this setting and should be compared to the run-time of gradient descent in the offline setting with a random start, which will indeed take $\log N$ time just to weakly recover.

2.5.2. Spiked tensor-tensor and matrix-tensor models: min-stability of information exponents. Recently, there have been several results regarding the so-called spiked matrix-tensor and spiked
tensor-tensor models, where one is given a pair of tensors of the form
\[ Y = \left( J + \lambda v_0^\otimes p, \tilde{J} + \lambda v_0^\otimes k \right), \]
where \( J \) and \( \tilde{J} \) are independent \( p \) and \( k \)-tensors respectively. Here one is interested in inferring \( v_0 \) via the sum of the losses. Evidently these problems will have information exponent \( \min\{p, k\} \).

In the case \( p > k = 2 \), scaling limits (as \( N \to \infty \) and then \( m_0 \downarrow 0^+ \)) of approximate message passing through state evolution equations and gradient descent through the Crisanti–Horner–Sommers–Cugliandolo–Kurchan equations have been studied in [46, 47, 45]. In our results, we investigate the regime \( m_0 \sim N^{-1/2} \) corresponding to a random start, and find that online SGD recovers for \( \alpha \gtrsim (\log N)^2 \) and fails for \( \alpha = o(\log N) \). We expect that \( \alpha = \Theta(\log N) \) is in fact the true threshold, since (offline) gradient decent requires \( N \log N \) time to optimize the population loss from a random start.

### 2.6. Two-component mixture of Gaussians: an easy-to-critical transition.

Consider the case of maximum likelihood estimation for a mixture of Gaussians with two components. We assume for simplicity that the variances are identical and that the mixture weights are known. We consider the “spherical” case and assume that the clusters are antipodal, i.e.,
\[ Y \sim p\mathcal{N}(v_0, Id) + (1 - p)\mathcal{N}(-v_0, Id) \quad \text{for} \quad v_0 \in \mathbb{R}^N : ||v_0|| = 1. \]
(2.11)

Without loss of generality, take \( v_0 = e_1 \). The log-likelihood in this case is of the form
\[ \tilde{f}(x, Y) = \log \left( p \cdot \exp \left( -\frac{1}{2}||Y - x||^2 \right) + (1 - p) \cdot \exp \left( -\frac{1}{2}||Y + x||^2 \right) \right). \]

To place this in to our framework, it will be helpful to re-parameterize the mixture weights as \( p \propto e^h \) for some \( h \in \mathbb{R} \). In this setting, we see that maximum likelihood estimation is equivalent to minimizing the loss
\[ \mathcal{L}(x; Y) = -\log \cosh(Y \cdot x + h). \]

**Proposition 2.10.** Consider a two-component Gaussian mixture model as in (2.11). If we take as loss the (negated) log-likelihood, then Assumptions A and B hold. Furthermore, if \( p \neq 1/2 \), it has information exponent 1, and if \( p = 1/2 \), it has information exponent 2.

The proof of Proposition 2.10 is deferred to Appendix B.6.

While there is a huge literature in the Gaussian mixture model setting, we mention a few recent results related to our work. As a consequence of these results we obtain an \( O(N \log^2 N) \) sample complexity upper bound for online SGD. It is known that, from the perspective of learning the density in TV distance, this is optimal, see [32, 64, 2]. With different assumptions on the sample complexity, [50] used a critical point analysis to understand the behavior of true gradient descent.

### 3. Analysis of two stages of performance

We now turn the proofs of our results. We begin by stating our main technical results for the search and descent stages of performance of SGD, together giving Theorem 1.3. These two results show that dynamics attains order one correlation and exits the search phase on a timescale of \( \tilde{O}(\alpha_c(N, k)N) \) and, from there, well-approximates the population dynamics until it quickly attains \( 1 - o(1) \) correlation. Without loss of generality and for notational convenience we will take \( \theta_N = e_1 \) for the remainder of this paper, where \( e_1 \) denotes the usual Euclidean basis vector.
3.1. **Search phase.** Our main results for the search phase shows that the timescale for attaining weak recovery when started at any point with \(m_0 = \Omega(N^{-1/2})\) is of order \(\tilde{O}(\alpha_\ell(N,k)N)\). For this weak recovery result, we actually do not need the full strength of Assumption A. To that end, for \(0 < \varrho \leq 1\), let us introduce Assumption \(A_\varrho\) that \(\phi\) is differentiable, and \(\phi'\) is strictly negative on \((0,\varrho)\). Evidently Assumption A implies Assumption \(A_\varrho\) for every \(\varrho\).

**Theorem 3.1.** Suppose there exists \(\varrho > 0\) such that Assumptions \(A_\varrho\) and B hold and that the population loss has information exponent \(k\). Let \((\alpha_N, \delta_N)\) be in Theorem 1.3. Then there exists \(\eta > 0\) such that if \(X_t = X_t^{N,\delta}\) is the online SGD with step size \(\delta\), we have for every \(\gamma > 0\),

\[
\lim_{N \to \infty} \inf_{x_0: m(x_0) \geq \gamma/\sqrt{N}} \mathbb{P}_{x_0}(\tau^+_\eta < \alpha N) = 1.
\]

where, we recall, \(\tau^+_\eta\) is the stopping time \(\inf\{t : m_t > \eta\}\).

Before turning to the corresponding refutation theorem, let us pause to comment on the role of initialization in this result. We note here that this result is uniform over any initial data with \(\{m(x) \geq \gamma/\sqrt{N}\}\) for \(\gamma > 0\). For \(m(x)\) on this scale the sample-wise error for the loss, \(H_N\), dominates the population loss substantially. In particular, both the sample and empirical losses in that region are typically highly non-convex. This scaling, however, is the natural scaling for initializations in high-dimensional problems as the uniform measure on the upper half-sphere satisfies \(m_0\) of order \(N^{-1/2}\) with probability \(1 - o(1)\) [36]: in this manner, the assumption on the initialization of Theorem 3.1 is weaker than that of Theorem 1.3. For a discussion of initializations having \(m_0 = o(N^{-1/2})\) c.f. Remark 1.8, where we noted that the timescales to recovery would depend on a lower bound on the variance of the directional-error martingale, corresponding to an additional lower-bound assumption in (1.3) of Assumption A.

In an analogous manner, the initialization in Theorem 1.4 can be boosted to be uniform over initializations having \(m_0 = O(N^{-1/2});\) indeed this is the version we will prove.

3.2. **Descent phase.** In the search phase, the recovery follows by showing that \(m_t\) obeys a differential inequality comparable to that satisfied by \(\tilde{m}_t\), the correlation of the population dynamics: SGD on the population loss, as defined below. This shows that whereas \(m_t - \tilde{m}_t\) may be quite large (the directional-error martingale is on the same scale as \(m_t\)), the timescale of the hitting time \(\tau^+_\eta\) is the same as that of the population dynamics. In the descent phase, low-dimensional intuition applies and we establish that \(m_t\) is indeed a good approximation to the trajectory of \(m_t\), leading to consistent estimation in a further linear time.

To be more precise, let \(\overline{X}_t\) be the *population dynamics*, i.e., given by the following procedure

\[
\overline{X}_t = \frac{1}{\|\overline{X}_{t-1} - \frac{\delta}{N} \nabla \Phi(\overline{X}_{t-1})\|} \left(\overline{X}_{t-1} - \frac{\delta}{N} \nabla \Phi(\overline{X}_{t-1})\right).
\]

Since \(\Phi(x) = \phi(m)\), the population dynamics can be reduced to its 1D projection onto the correlation variable. Under Assumption A, we have that for every \(\delta = O(1)\), and initializations \(\overline{X}_0\) with \(\lim_{N \to \infty} m(\overline{X}_0) > 0\),

\[
\lim_{T \to \infty} \lim_{N \to \infty} m(\overline{X}_{T\delta^{-1}N}) \to 1.
\]

We also note that if Assumption A does not hold, then the above would not hold.

**Theorem 3.2.** Suppose that Assumption A and B hold. Fix any \(\eta > 0\) and let \(X_0 = \overline{X}_0\) be any point such that \(m(\overline{X}_0) = \eta\). For \(\alpha_N = \omega(1)\), and every \(\alpha \delta^2 = o(1)\), we have

\[
\sup_{\ell \leq M} |m(X_\ell) - m(\overline{X}_\ell)| \to 0 \quad \text{in } \mathbb{P}\text{-prob.}
\]

(3.1)
In this way, upon attaining non-trivial correlation with the ground truth, and reaching the descent phase, the SGD behaves as it would in a low-dimensional trust region and the usual ODE method applies. Namely, the high-dimensionality of the landscape is no longer relevant. Moreover, the information exponent no longer plays a central role, and the descent always takes linear time.

3.3. **Linear sample complexity when** $k = 1$. Problems in the $k = 1$ class behave the same in their search and descent phases, and are therefore easy in the sense that their entire trajectory satisfies the law of large numbers of Theorem 3.2. As a result, we are able to sharpen the results above in the $k = 1$ case to analyze the situations where $\alpha_N$ is of order one (as opposed to diverging/go­ing to zero arbitrarily slowly as was assumed in Theorem 1.3), at the cost of only attaining weak recovery. As mentioned in Remark 1.6, in the linear sample complexity regime, there are problems for which weak recovery is the best that is information theoretically possible.

**Theorem 3.3.** Suppose that Assumptions A and B hold and that the population loss has information exponent $k = 1$. For every $\epsilon > 0$, the following holds:

(a) There exists $\eta > 0$ and $\alpha_0 > 0$, such that every $\alpha > \alpha_0$, there is a choice of $\delta > 0$ such that

$$X_t = X^{N,\delta}_t$$

initialized from the uniform measure on the upper half-sphere $\mu_N$ satisfies

$$\lim_{N \to \infty} \mathbb{P}_{\mu_N} (m(X_M) \geq 1 - \eta) \geq 1 - \epsilon;$$

(b) For every $\eta > 0$ there exists $\alpha'_0 > 0$ such that for every $\alpha < \alpha'_0$, and every $\delta = O(1)$,

$$\lim_{N \to \infty} \mathbb{P}_{\mu_N} \left( \max_{t \leq M} m(X_t) > \eta \right) \leq \epsilon.$$ 

Theorem 3.3 will be proved in conjunction with the proofs of Theorems 1.3–1.4.

4. **A Difference inequality for Online SGD**

The key technical result underlying our arguments is to show that with high probability, the value of $m_t = m(X_t)$ is a super-solution to (a constant fraction of) the integral equation satisfied by the underlying population dynamics. To state this result, we introduce the following notation.

Throughout this section, we view $X_0 = x_0$ as a fixed initial data point and recall the notation $\mathbb{P}_{x_0}$ emphasizing the dependence of the output of the algorithm on the initial data. We prove all the results in the general setting where the population loss $\Phi_N = \phi_N(m_N(x))$ may be such that $\phi$ also depends on $N$ (see Remark 1.7 for the relevant modifications to Assumption A and the information exponent). From now on we suppress the $N$ dependence in these notations whenever clear from context.

Recall the definition of $m(x)$ from (1.1); we will use the following notations for spherical caps:

$$E_\eta = \{ x \in \mathbb{S}^{N - 1} : m(x) \geq \eta \}.$$  \hspace{1cm} (4.1)

Our results in this section focus on arbitrary $X_0 = x_0$ in $E_{\gamma/\sqrt{N}} \setminus E_\eta$, for some $\eta$ sufficiently small but positive. If instead $m(X_0) > \eta$, then Theorem 1.3 follows immediately from Theorem 3.2.

For every $\theta$, define the hitting times

$$\tau^+_{\theta} := \min\{ t \geq 0 : m(X_t) \geq \theta \}, \quad \text{and} \quad \tau^-_{\theta} := \min\{ t \geq 0 : m(X_t) \leq \theta \}.$$

Fix $\epsilon > 0$ given by (1.4) and define

$$\tilde{L} := \sup_x \mathbb{E} \left[ \frac{1}{\sqrt{N}} \nabla H(x) |^{4+\epsilon} \right] \vee \sup_x \mathbb{E} \left[ \frac{1}{\sqrt{N}} \nabla H(x)^2 \right] \vee 1.$$  \hspace{1cm} (4.2)

Furthermore, let $a_k = c \cdot k$ and $a_{k+1} = C \cdot (k + 1)$, where $C, c$ are as in Definition 1.2. Our first goal is to obtain a difference inequality for the evolution of $m_t := m_N(X_t)$ that holds for all $t \leq \tau^-_{\gamma/(2\sqrt{N})} \wedge \tau^+_{\eta} \wedge \bar{t}$ where $\bar{t} \leq M$ is some guaranteed recovery time for the algorithm.
Proposition 4.1. Suppose that Assumptions \( A_\varrho \) and \( B \) hold and that the population loss has information exponent \( k \). Let \( D = D_N \) and \( \varepsilon = \varepsilon_N = O(1) \), and suppose \( \alpha = \alpha_N \) is of at most polynomial growth in \( N \), and \( \delta = \delta_N \) is such that \( \delta^2 \leq \varepsilon \) and for some \( K > 0 \),

\[
\delta \leq \delta_N(k) := \begin{cases} 
\frac{a_1}{4K} \frac{a_k^{k-2}}{\log N} & k = 1 \\
\frac{K\max\{a_k\}}{L_N^{\frac{1}{2}}} & k \geq 2
\end{cases} .
\]  

(4.3)

Then for every \( \gamma > 0 \) and every \( T \leq M := \alpha N \) satisfying

\[
T \leq \frac{\eta N^2}{D^2\delta^2} =: \bar{t} ,
\]  

(4.4)
online SGD with step-size \( \delta \) satisfies the following as \( N \to \infty \) for some \( \eta > 0 \), uniformly over the choice of \( D, \varepsilon, K \):

1. If \( k = 1 \), there exists a constant \( C = C(C_1, a_1, a_2) > 0 \) such that

\[
\inf_{x_0 \in E_{\gamma/\sqrt{N}}} \inf_{t \leq T} \mathbb{P}_{x_0} \left( m_t \geq \frac{m_0}{2} + \frac{\delta a_k}{8N} t \implies \tau_t \leq \tau^*_{\gamma/(2\sqrt{N})} \wedge \tau^+_{\eta} \right) \geq 1 - C \left( \frac{1}{K} - \frac{1}{D^2} \right) - o(1) ,
\]  

(4.5)

2. If \( k \geq 2 \), there exists a constant \( C(C_1, a_k, a_{k+1}) > 0 \) such that

\[
\inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}_{x_0} \left( m_t \geq \frac{m_0}{2} + \frac{\delta a_k}{8N} \sum_{j=0}^{t-1} m_{j}^{k-1} \implies \tau_t \leq \tau^*_{\gamma/(2\sqrt{N})} \wedge \tau^+_{\eta} \wedge T \right) \geq 1 - \frac{C}{D^2} - o(1) .
\]  

(4.6)

The proof of Proposition 4.1 will follow in three stages. In Section 4.1, we split the evolution of \( m(X_t) \) in three parts: the drift induced by the population loss, a martingale induced by the gradient of the sample-wise error in the direction of \( e_1 \), and a second order (in \( \delta \)) effect caused by the non-linear projection step in the algorithm. In Section 4.2–4.3, we show that the second order effect is bounded by the drift of the population loss. In Section 4.4 we control the martingale; while its contribution dominates the drift on short time scales, its total contribution by time \( T \leq M \) is smaller than the initial bias \( \gamma/\sqrt{N} \). We end this section with the proof of Proposition 4.1.

4.1. Controlling radial effects . Let us begin by controlling the effect of the projection in (1.2) and obtain a difference equation for \( m_t \). By the chain rule, \( \nabla \Phi(x) = \phi'(m(x))\nabla m(x) \), where

\[
\nabla m(x) = e_1 - (x \cdot e_1)x .
\]

Since \( \|m\|_{L^\infty(\mathbb{S}^{N-1})} \leq 1 \), and \( \phi' \) is continuous, there exists \( A > 0 \), depending only on \( a_k, a_{k+1} \) (and not on \( N \)), such that

\[
\sup_x |\nabla \Phi(x)|^2 = \sup_x |\phi'(m(x))\nabla m(x)|^2 \leq A .
\]

By Jensen’s inequality and (1.4), \( \bar{L} = O(1) \). Let

\[
L_t = \frac{1}{\sqrt{N}} \nabla H^t(X_{t-1})^2 ,
\]  

(4.7)

and observe that

\[
\left| \frac{1}{\sqrt{N}} \nabla \mathcal{L}(X_{t-1}; Y^t) \right|^2 \leq 2 \left( \frac{A}{N} + L_t \right) .
\]

(4.8)

Recalling (1.2), let \( r_t = |\tilde{X}_t| \), and note that by orthogonality of \( \nabla \mathcal{L}(X_{t-1}; Y^t) \) and \( X_{t-1} \),

\[
r_t \leq \sqrt{1 + (\delta^2(\nabla \mathcal{L}(X_{t-1}; Y^t)/N)^2} .
\]

Since \( 0 \leq \sqrt{1 + u} \leq 1 + u \) for every \( u \geq 0 \), we obtain

\[
1 \leq r_t \leq 1 + \delta^2 \left( \frac{A}{N^2} + \frac{L_t}{N} \right) .
\]
By definition of $X_t$, we then see that for every $t \geq 1$,
\[ m_t = \frac{\tilde{X}_t \cdot e_1}{r_t} = \frac{1}{r_t} \left( m_{t-1} - \frac{\delta}{N} \nabla \Phi(X_{t-1}) \cdot e_1 - \frac{\delta}{N} \nabla H^t(X_{t-1}) \cdot e_1 \right). \tag{4.9} \]

Since for $u \geq 0$, we have $|\frac{1}{1+u} - 1| \leq |u|$, we may combine these estimates to obtain
\[ m_t \geq m_{t-1} - \frac{\delta}{N} \nabla \Phi(X_{t-1}) \cdot e_1 - \frac{\delta}{N} \nabla H^t(X_{t-1}) \cdot e_1 \]
\[ - \delta^2 \left( \frac{A}{N^2} + \frac{L_t}{N} \right) |m_{t-1}| - \delta^3 \left( \frac{A}{N^2} + \frac{L_t}{N} \right) \left( \left| \nabla \Phi(X_{t-1}) \cdot e_1 \right| + \left| \nabla H^t(X_{t-1}) \cdot e_1 \right| \right). \tag{4.10} \]

To better control the terms that are second order in $\delta$, let us introduce a truncation of $L_t$. Fix a truncation value $\hat{L} > 0$, possibly depending on $N$, to be chosen later. We can rewrite (4.10) as
\[ m_t \geq m_{t-1} - \frac{\delta}{N} \nabla \Phi(X_{t-1}) \cdot e_1 - \frac{\delta}{N} \nabla H^t(X_{t-1}) \cdot e_1 - \delta^2 \left( \frac{L_t 1_{L_t \leq \hat{L}}}{N} \right) |m_{t-1}| \]
\[ - \delta^2 \left( \frac{A}{N^2} + \frac{L_t 1_{L_t \geq \hat{L}}}{N} \right) |m_{t-1}| - \delta^3 \left( \frac{A}{N^2} + \frac{L_t}{N} \right) \left( \left| \nabla \Phi(X_{t-1}) \cdot e_1 \right| + \left| \nabla H^t(X_{t-1}) \cdot e_1 \right| \right). \tag{4.11} \]

We now turn to controlling the second order in $\delta$ correction terms, which we will see have to be treated separately for the one on the first line above, and those on the second line above.

4.2. Bounding the higher order corrections. We begin with a priori bounds on the higher order terms in (4.11). Observe that for every $\eta < \frac{1}{2}$, for every $x \in \{ x : m(x) \in [0, \eta) \}$,
\[ \nabla m(x) \cdot e_1 = (e_1 - (x \cdot e_1)x) \cdot e_1 = 1 - m(x)^2 \geq 1 - \eta^2 \geq \frac{1}{2}. \]

Then there exists $\eta_0(\varrho, a_k, \alpha_{k+1}) > 0$ such that for all $\eta < \eta_0$, for all $x \in \{ x : m(x) \in [0, \eta) \}$,
\[ \frac{1}{4} a_k (m(x))^{k-1} \leq -\nabla \Phi(x) \cdot e_1 \leq \frac{3}{2} a_k (m(x))^{k-1}. \tag{4.12} \]

With this in hand, the next lemma gives a pairing of the second order term on the second line of (4.11), which we bound subsequently by comparison to the initial $m_0$, and the second order term on the first line of (4.11) which we bound by comparison to the first order (in $\delta$) drift term.

**Lemma 4.2.** Let $\eta, \gamma > 0$ with $\eta < 1/2$. For every $K > 0$, and every $\delta \leq \tilde{\delta}_N(k)$ as in (4.3):

1. If $k = 1$, for every $x \in \{ x : m(x) \in [0, \eta) \}$,
\[ \frac{\delta^2}{N} |m(x)| \leq \frac{a_k}{4KLN} \delta, \tag{4.13} \]

2. If $k \geq 2$, for every $x \in \{ x : m(x) \in [\gamma/(2\sqrt{N}), \eta) \}$,
\[ \frac{\delta^2}{N} |m(x)| \leq \frac{\delta a_k |m(x)|^{k-1}}{KL \log N}. \tag{4.14} \]

**Proof.** First let $k = 1$ and suppose $x \in \{ x : m(x) \in [0, \eta) \}$. For every $K > 0$ and every $N$, if we take $\delta \leq a_k/(4KL)$ then we have
\[ \delta^2 |m(x)| \leq \frac{a_k}{4KL}. \]

Similarly, if $k \geq 2$, we see that if $x \in \{ x : m(x) \in [\gamma/(2\sqrt{N}), \eta] \}$, we have by (4.3),
\[ \delta^2 |m(x)| \leq \frac{a_k}{KL \log N} \delta |m(x)| \left( \frac{\gamma}{\sqrt{N}} \right)^{k-2} \leq \frac{a_k}{KL \log N} \cdot \delta |m(x)|^{k-1}. \]
\[ \square \]
Lemma 4.3. Suppose that $\alpha \delta^2 \leq \varepsilon$ for some $\varepsilon > 0$, let $\bar{L}$ be as in (4.2). Then there is a constant $C = C(\bar{L}, A, C_1, C_2) > 0$ such that the following hold uniformly over $x_0 \in \mathbb{S}^{N-1}$

$$\mathbb{P}_{x_0} \left( \sup_{t \leq M} \delta^3 \sum_{j=0}^{t-1} \left( \frac{A}{N^2} + \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \geq \bar{L}\}}}{N} \right) \left( \left| \frac{\nabla \Phi(X_j) \cdot e_1}{N} \right| + \left| \nabla H^{j+1}(X_j) \cdot e_1 \right| \right) > \frac{\gamma}{10\sqrt{N}} \right) \leq \frac{C\varepsilon}{\gamma N^{3/2}}. \quad (4.15)$$

$$\mathbb{P}_{x_0} \left( \sup_{t \leq M} \delta^2 \sum_{j=0}^{t-1} \left( \frac{A}{N^2} + \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \geq \bar{L}\}}}{N} \right) |m_j| > \frac{\gamma}{10\sqrt{N}} \right) \leq \frac{C\varepsilon \sqrt{N}}{\bar{L}^{1+3/2} \gamma}. \quad (4.16)$$

Proof. Both bounds follow from Markov’s inequality. Since the summands are positive, the suprema over $t \leq M$ are attained at $t = M$, so it suffices to consider that case. Fix $x_0 \in \mathbb{S}^{N-1}$. The bounds will be seen to be uniform in this choice. We begin with (4.15); for every $\lambda > 0$,

$$\mathbb{P}_{x_0} \left( \sum_{j=0}^{M-1} \delta^3 \left( \frac{A}{N^2} + \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \geq \bar{L}\}}}{N} \right) \left( \left| \frac{\nabla \Phi(X_j) \cdot e_1}{N} \right| + \left| \nabla H^{j+1}(X_j) \cdot e_1 \right| \right) > \lambda \right) \leq \frac{M\delta^3}{\lambda N^2} \sup_x \mathbb{E} \left( \frac{\nabla H(x)^2}{N} + \frac{A}{N} \cdot \left( \left| \nabla \Phi(x) \cdot e_1 \right| + \left| \nabla H(x) \cdot e_1 \right| \right) \right)$$

$$\leq \frac{2\alpha\delta^3}{\lambda N^2} \sqrt{\sup_x \mathbb{E} \left( \frac{\nabla H(x)^4}{N} \right) + \frac{A^2}{N^2} \sqrt{\sup_x \left| \nabla \Phi(x) \cdot e_1 \right|^2 + \sup_x \mathbb{E} \left( \left| \nabla H(x) \cdot e_1 \right|^2 \right) }}$$

$$\leq \frac{2\alpha\delta^3}{\lambda N^2} \sqrt{\left( \bar{L} + \frac{A^2}{N^2} \right) \left( A + C_1 \right)},$$

where the second inequality follows from Cauchy-Schwarz, and the third from natural scaling of $(\mathbb{P}, \mathcal{L})$ and (4.12). If we take $\lambda = \gamma/(10\sqrt{N})$, and use the fact that $\alpha \delta^2 \leq \varepsilon$, we obtain the first bound.

Now, let us turn to the second bound. Again, as the summands are positive, the supremum is attained at $t = M$, so that

$$\mathbb{P}_{x_0} \left( \sup_{t \leq M} \sum_{j=0}^{t-1} \delta^2 \left( \frac{A}{N^2} + \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \geq \bar{L}\}}}{N} \right) |m_j| > \lambda \right) \leq \mathbb{P}_{x_0} \left( \delta^2 \sum_{j=0}^{M-1} \left( \frac{A}{N^2} + \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \geq \bar{L}\}}}{N} \right) > \lambda \right)$$

$$\leq \mathbb{P} \left( \delta^2 \sum_{j=0}^{M-1} \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} > \bar{L}\}}}{N} > \lambda - \frac{A \cdot \varepsilon}{N} \right),$$

where we used here that since $\alpha \delta^2 \leq \varepsilon$, we have $\delta^2 \sum_{j=0}^{M-1} \frac{A}{N^2} \leq \frac{A \varepsilon}{N}$. By Markov’s inequality,

$$\mathbb{P}_{x_0} \left( \sum_{j=0}^{M-1} \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} > \bar{L}\}}}{N} > \Lambda \right) \leq \frac{M}{\Lambda} \left( \sup_j \mathbb{E}_{x_0} \left[ L_{j+1} \mathbf{1}_{\{L_{j+1} > \bar{L}\}} \right] \right)$$

$$\leq \frac{M}{\Lambda} \left( \sup_x \mathbb{E} \left[ \frac{1}{\sqrt{N}} \nabla H(x)^4 \right] \cdot \sup_x \mathbb{P} \left( \frac{1}{\sqrt{N}} \nabla H(x)^2 > \bar{L} \right) \right)$$

$$\leq \frac{\alpha N}{\Lambda} \frac{\bar{L}}{\bar{L}^{1+3/2}},$$

where in the last line we again used Markov’s inequality along with the definition of $\bar{L}$ from (4.2). Choosing $\Lambda = \frac{N}{\delta^2} \left( \lambda - \frac{A \varepsilon}{N} \right)$, with $\lambda = \gamma/(10\sqrt{N})$, we get that for $N$ large, the left-hand side in
(4.16) is bounded by
\[ \frac{C\alpha^2 \sqrt{N}}{L^{1+i/2}\gamma} \leq \frac{C\varepsilon \sqrt{N}}{L^{1+i/2}\gamma}, \]
for some $C(A, L) > 0$ as desired. \hfill \Box

We now sum (4.14) (or (4.13) if $k = 1$) over $t \geq 1$, and combine this with (4.12), (4.15), and (4.16) with the choice of $\hat{L} = N^{\frac{1}{2} - \frac{1}{4} i}$. We see that for every $\gamma > 0$, $\eta < \eta_0$ and $K > 0$, if $k = 1$,
\[ \lim_{N \to \infty} \inf_{x_0} \mathbb{P}_{x_0} \left( m_t \geq \frac{4}{5} m_0 + \sum_{j=0}^{t-1} \frac{\delta a_{k-1}}{4N} \left( 1 - \frac{L_{j+1}1_{L_{j+1} < \hat{L}}}{KL} \right) - \frac{\delta}{N} \sum_{j=0}^{t-1} \nabla H_{j+1}(X_j) \cdot e_1 \right) \forall t < \tau_0^- \land \tau_0^+, \]
and if $k \geq 2$,
\[ \lim_{N \to \infty} \inf_{x_0} \mathbb{P}_{x_0} \left( m_t \geq \frac{4}{5} m_0 + \sum_{j=0}^{t-1} \frac{\delta a_{k-1}|m_j|^{k-1}}{4N} \left( 1 - \frac{L_{j+1}1_{L_{j+1} < \hat{L}}}{KL \log N} \right) - \frac{\delta}{N} \sum_{j=0}^{t-1} \nabla H_{j+1}(X_j) \cdot e_1 \right) \forall t < \tau_\gamma^-(\sqrt{2}/\sqrt{N}) \land \tau_\eta^+ = 1. \]
(Here we used the fact that $t < \tau_0^-$ to replace $m_j$ with $|m_j|$ on the right hand sides). Notice that these limits hold uniformly over the choices of $D$ and $\varepsilon = O(1)$.

4.3. Controlling the drift. We now turn to proving the following estimate on the drift term in (4.17)-(4.18). Let us begin by first recalling the following useful martingale inequality due to [22], for situations where the almost sure bound on the martingale increments is much larger than the conditional variances: for a submartingale $S_n$ with $\mathbb{E}[(S_n - S_{n-1})^2 | \mathcal{F}_{n-1}] \leq K_2^{(n)}$ and $|S_n - S_{n-1}| \leq K_1$ a.s., we have
\[ \mathbb{P}(S_t \leq -\lambda) \leq \exp \left( -\frac{-\lambda^2}{\sum_{n \leq t} K_2^{(n)} + \frac{1}{2} K_1 \lambda} \right). \]
With this in hand, we can estimate the drift as follows.

**Proposition 4.4.** If $k = 1$, for every $t \leq M$, and every $K > 0$, we have
\[ \inf_{x_0} \mathbb{P}_{x_0} \left( \sum_{j=0}^{t-1} \frac{\delta a_k}{4N} \left( 1 - \frac{L_{j+1}}{KL} \right) \geq \sum_{j=0}^{t-1} \frac{\delta a_k}{8N} \geq 1 - \frac{2}{K} \right). \]

Let $\hat{L} = N^{\frac{1}{2} - \frac{1}{4} i}$. If $k \geq 2$, if $\alpha \delta^2 \leq \varepsilon$ for some $\varepsilon = O(1)$, $\delta \leq 1$, and $\alpha$ is of at most polynomial growth in $N$, then for every $\gamma > 0$,
\[ \lim_{N \to \infty} \inf_{x_0} \mathbb{P}_{x_0} \left( \sum_{j=0}^{t-1} \frac{\delta a_k|m_j|^{k-1}}{4N} \left( 1 - \frac{L_{j+1}1_{L_{j+1} < \hat{L}}}{KL \log N} \right) \geq -\frac{\gamma}{10N} + \sum_{j=0}^{t-1} \frac{\delta a_k|m_j|^{k-1}}{8N}, \forall t \leq M \right) = 1. \]

Moreover, this limit holds uniformly over choices of $D$ and $\varepsilon = O(1)$.

**Proof.** We begin with the case of $k = 1$. Observe that for every $t \leq M$, we have for every $x_0 \in \mathbb{S}^{N-1},$
\[ \mathbb{P}_{x_0} \left( \sum_{j=0}^{t-1} \left( \frac{L_{j+1}1_{L_{j+1} < \hat{L}}}{KL} - \frac{1}{2} \right) > 0 \right) \leq 2 \sup_x \mathbb{E} \left[ \frac{\sqrt{N}}{\sqrt[4]{N}} \nabla H(x)^2 \right] \leq \frac{2}{K}. \]

As this bound is independent of $t$ and $x_0$, we obtain the desired. Thus with probability $1 - \frac{2}{K},$
\[ \sum_{j=0}^{t-1} \frac{L_j}{KL} \leq \frac{t}{2}, \quad \text{and} \quad \sum_{j=0}^{t-1} \frac{\delta a_k}{4N} \left( 1 - \frac{L_{j+1}}{KL} \right) \geq \sum_{j=0}^{t-1} \frac{\delta a_{k-1}}{8N}. \]
In the case $k \geq 2$, it suffices to prove the following: for $\hat{L} = N^{\frac{1}{2} - \frac{1}{4}}$ and $\alpha$ of at most polynomial growth with $\alpha \delta^2 \leq \varepsilon$, we have for every $\gamma > 0$,

\[
\lim_{N \to \infty} \sup_{x_0 \in S^{N-1}} \mathbb{P}_{x_0} \left( \inf_{t \leq M} \sum_{j=0}^{t-1} \frac{\delta a_k |m_j|^{k-1}}{4N} \left( \frac{1}{2} - \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \leq \hat{L}\}}}{K L \log N} \right) < - \frac{\gamma}{10 \sqrt{N}} \right) = 0,
\]

(4.19)

Fix any $x_0 \in S^{N-1}$; everything that follows will be uniform in $x_0 \in S^{N-1}$. To this end, observe that by a union bound, the desired probability in (4.19) is upper-bounded by

\[
\mathbb{P}_{x_0} \left( \inf_{t \leq M} \sum_{j=0}^{t-1} \frac{\delta a_k |m_j|^{k-1}}{4N} \left( \frac{1}{2} - \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \leq \hat{L}\}}}{K L \log N} \right) < - \frac{\gamma}{10 \sqrt{N}} \right) 
\leq M \sup_{t \leq M} \mathbb{P}_{x_0} \left( \sum_{j=0}^{t-1} \frac{\delta a_k |m_j|^{k-1}}{4N} \left( \frac{1}{\log N} - \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \leq \hat{L}\}}}{K L \log N} \right) < - \frac{\gamma}{10 \sqrt{N}} \right).
\]

Recall the filtration $\mathcal{F}_j$. For every $j$, $m_j$ is $\mathcal{F}_j$-measurable and

\[
\mathbb{E} \left[ L_{j+1} \mathbf{1}_{\{L_{j+1} \leq \hat{L}\}} \mid \mathcal{F}_j \right] \leq \sup_x \mathbb{E} \left[ \left| \frac{1}{\sqrt{N}} \nabla H(x) \right|^2 \right] \leq \hat{L}
\]

so that for $K \geq 1$, the sum

\[
Z_t := \sum_{j=0}^{t-1} \frac{\delta a_k |m_j|^{k-1}}{4N} \left( \frac{1}{\log N} - \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \leq \hat{L}\}}}{K L \log N} \right)
\]

is an $\mathcal{F}_t$-submartingale. Observe that $|Z_t - Z_{t-1}| \leq \frac{\delta a_k}{8N} \left( \frac{1}{\log N} \sqrt{\frac{t}{L \log N}} \right)$ almost surely and that the conditional variances are bounded by

\[
\mathbb{E} \left[ \left( \frac{\delta a_k |m_j|^{k-1}}{8N} \left( \frac{1 + L_{j+1}}{L \log N} \right) \right)^2 \mid \mathcal{F}_j \right] \leq 2 \left( \frac{\delta a_k}{8N \log N} \right)^2 \left( 1 + \sup_x \mathbb{E} \left[ \left| \frac{1}{\sqrt{N}} \nabla H(x) \right|^4 \right] \right) \leq \left( \frac{\delta a_k}{4N \log N} \right)^2
\]

almost surely. Thus we may apply Freedman’s inequality to obtain

\[
\sup_{T \leq M} \mathbb{P}_{x_0} \left( \sum_{j=0}^{T-1} \frac{\delta a_k |m_j|^{k-1}}{4N} \left( \frac{1}{2} - \frac{L_{j+1} \mathbf{1}_{\{L_{j+1} \leq \hat{L}\}}}{K L \log N} \right) < - \frac{\gamma}{10 \sqrt{N}} \right) 
\leq \exp \left( - \frac{-\gamma^2/(100 \cdot N)}{M \left( \frac{\delta a_k}{4N \log N} \right)^2 + \frac{1}{3} \frac{\gamma}{\sqrt{N}} \frac{\delta a_k}{8N \log N} (1 + \hat{L}/\hat{L})} \right).
\]

Since $\alpha \delta^2 \leq \varepsilon$, the first term in the denominator is $o\left( \frac{1}{N \log \alpha N} \right)$ as $\alpha$ is not growing faster than polynomially in $N$. If we then take any $\hat{L}$ such that

\[
\frac{\delta \gamma \hat{L}}{\sqrt{N \log N}} = o \left( \frac{1}{\log \alpha N} \right),
\]

the entire bound is $o\left( \frac{1}{M} \right)$, and a union bound over all $T \leq M$ implies that the probability is $o(1)$ uniformly in the choice of $x_0$. The above criterion on $\hat{L}$ is satisfied with the choice $\hat{L} = N^{\frac{1}{2} - \frac{1}{4}}$ provided $\delta \leq 1$ and that $\alpha$ is of at most polynomial growth in $N$, implying the desired (4.19). \(\square\)
4.4. Controlling the directional error martingale. It remains to bound the effect of the directional error martingale from (1.8). Recall that for every initialization $X_0 = x_0 \in \mathbb{S}^{N-1}$, the point $X_t$ is $\mathcal{F}_t$ measurable. This implies that for each $t$, the increment

$$M_t - M_{t-1} = - \frac{\delta}{N} \nabla H^t(X_{t-1}) \cdot e_1,$$

has mean zero conditionally on $\mathcal{F}_{t-1}$—for every $x$, by definition of the sample error, $\mathbb{E}[H(x)] = 0$ and $\mathbb{E}[-\nabla H(x)] = (0, \ldots, 0)$—so that $M_t$ is indeed an $\mathcal{F}_t$-adapted martingale. To control the fluctuations of this martingale, we recall Doob’s maximal inequality: if $S_t$ is a submartingale, then for every $p \geq 1$,

$$\mathbb{P}\left( \max_{t \leq T} S_t \geq \lambda \right) \leq \frac{\mathbb{E}[|S_T|^p]}{(p - 1)\lambda^p}.$$

By (1.3), we then deduce the following.

**Lemma 4.5.** If $C_1$ is as in Definition 1.1 for every $r > 0$, we have

$$\sup_{T \leq M} \sup_{x_0 \in \mathbb{S}^{N-1}} \mathbb{P}_{x_0} \left( \max_{t \leq T} \frac{1}{\sqrt{T}} \left| \sum_{j=0}^{t-1} \nabla H^{j+1}(X_j) \cdot e_1 \right| \geq r \right) \leq \frac{2C_1}{r^2}, \quad (4.20)$$

**Proof.** For convenience, let $\tilde{M}_t = N M_t / \delta$. Observe that $\tilde{M}_t$ is a martingale with variance

$$\sup_{x_0} \mathbb{E}_{x_0} [\tilde{M}_t^2] = \sup_{x_0} \mathbb{E}_{x_0} \left[ \left( \sum_{j=0}^{t-1} \nabla H^{j+1}(X_j) \cdot e_1 \right)^2 \right] \leq t \sup_x \mathbb{E}[(\nabla H(x) \cdot e_1)^2] \leq t C_1.$$

Thus, by Doob’s maximal inequality, we have the desired bound,

$$\sup_{x_0} \mathbb{P}_{x_0} \left( \sup_{t \leq T} |\tilde{M}_t| > r \sqrt{T} \right) \leq \frac{2 \sup_{x_0} \mathbb{E}_{x_0} [\tilde{M}_t^2]}{r^2 T} \leq \frac{2C_1}{r^2}.$$ 

By (4.20), for every $d > 0$,

$$\sup_{T \leq M} \sup_{x_0} \mathbb{P}_{x_0} \left( \sup_{t \leq T} \frac{1}{N} \left| \frac{\delta}{N} \sum_{j=0}^{t-1} \nabla H^{j+1}(X_j) \cdot e_1 \right| \geq \frac{\delta d \sqrt{T}}{10N} \right) \leq \frac{200C_1}{d^2}. \quad (4.21)$$

4.5. **Proof of Proposition 4.1.** We are now in position to combine the above three bounds and conclude Proposition 4.1. Consider first the case $k \geq 2$. By Proposition 4.4 and (4.18) we have that for every $\gamma > 0$ and $\eta < \eta_0(\rho, a_k, a_{k+1})$,

$$\lim_{N \to \infty} \inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}_{x_0} \left( m_t \geq \frac{7}{10} m_0 + \frac{\sum_{j=0}^{t-1} \delta_{k-1} m_{k-1}^{j-1}}{8N} - \frac{\delta}{N} \sum_{j=0}^{t-1} \nabla H^{j+1}(X_j) \cdot e_1 \right) \geq \tau_{\gamma/(2\sqrt{N})}^\gamma \land \tau_\eta^+ \land M = 1.$$ 

(We used here that since $x_0 \in E_{\gamma/\sqrt{N}}$, and $t \leq \tau_{\gamma/(2\sqrt{N})}^\gamma$, we have $\frac{\gamma}{10\sqrt{N}} \leq m_{0}^{\gamma}$ and $m_j = |m_j|$ deterministically.) Furthermore, if $D = D_N$, $\delta = \delta(k)$, and $\tilde{t}$ are as in Proposition 4.1, for every $x_0 \in E_{\gamma/\sqrt{N}}$, if $T \leq \tilde{t}$, then

$$\frac{\delta D_N \sqrt{T}}{10N} \leq \frac{\gamma}{10\sqrt{N}} \leq \frac{m_0}{10}.$$

Thus, applying the directional error martingale bound (4.21) with $d = D$, we obtain the desired bound (observing that the $o(1)$ terms are uniform in $D, K$ and $\varepsilon = O(1)$).
Suppose now that \( k = 1 \). By Proposition 4.4 and (4.17) we have that for every \( K > 0 \), every \( \delta \leq \delta(1) \), and every \( N \) sufficiently large,

\[
\inf_{t \leq M} \inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}\left( m_t \geq \frac{7}{10} m_0 + \sum_{j=0}^{t-1} \frac{\delta a_{k-1}}{8N} - \frac{\delta}{N} \sum_{j=0}^{t-1} \nabla H^{j+1}(X_j) \cdot e_1, \forall t \leq \tau_0 \wedge \tau_\delta^{+} \right) \geq 1 - \frac{3}{K} - o(1).
\]

Controlling the directional error martingale by the same argument via (4.21) with \( D = D_N \), we obtain (4.5) as desired.

5. Attaining weak recovery

We now turn to proving Theorem 3.1 and the recovery part of Theorem 3.3; we invite the reader to recall the definition of \( \bar{t} \) from (4.4). The goal of this section will be to prove that the dynamics will have weakly recovered in some (possibly random) time before \( \bar{t} \wedge M \).

Proposition 5.1. Under the assumptions of Theorem 3.1, there exists \( \eta_0(\varrho, a_k, a_{k+1}) > 0 \) such that for every \( \eta < \eta_0 \), for every \( \gamma > 0 \), we have

\[
\lim_{N \to \infty} \inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}_{x_0}\left( \tau_\delta^{+} \leq \bar{t} \wedge M \right) = 1.
\]

If \( k = 1 \) and we only assume \( \alpha \delta^2 \leq \varepsilon = O(1) \) and \( \delta \) is sufficiently small, but order one, then

\[
\lim_{N \to \infty} \inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}_{x_0}\left( \tau_\delta^{+} \leq \bar{t} \wedge M \right) \geq 1 - C\left( \delta + \frac{1}{D^2} \right),
\]

for some constant \( C(C_1, a_1, a_2) > 0 \).

The proposition immediately implies Theorem 3.1.

5.1. Proof of Proposition 5.1. We analyze the difference inequalities of Proposition 4.1 when \( k = 1, k = 2, \) and \( k \geq 3 \) separately. Observe that in all cases, the right-hand side of the difference inequality is increasing, so that since \( x_0 \in E_{\gamma/\sqrt{N}} \), we have \( \tau_{\gamma/(2\sqrt{N})} \geq \tau_{\delta}^{+} \wedge \bar{t} \) necessarily, and we may drop the requirement \( t \leq \tau_{\gamma/(2\sqrt{N})} \) in all cases of (4.5)–(4.6).

Linear regime: \( k = 1 \). The right-hand side of the difference inequality in (4.5) is non-decreasing and greater than \( \eta \) at time

\[
t_* := \left\lfloor \frac{8\eta N}{\delta a_k} \right\rfloor.
\]

As such, \( (\tau_{\delta}^{+} \wedge \bar{t} \wedge M) \leq t_* \) necessarily, and as long as \( t_* < \bar{t} \wedge M \), we will have the desired

\[
\lim_{N \to \infty} \inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}_{x_0}\left( \tau_\delta^{+} \leq \bar{t} \wedge M \right) = 1.
\]

In order for \( t_* < \bar{t} \wedge M \), we need, for a sequence \( D_N \uparrow \infty \) arbitrarily slowly,

\[
\left\lfloor \frac{8\eta}{\delta a_k} \right\rfloor \leq \gamma^2 \frac{D^2}{D_N^2 \delta^2} \wedge \alpha.
\]

We see that this inequality is satisfied for the choices of \( \alpha, \delta \) as in the statement of Theorem 3.1, since \( \delta = o(1) \) (as we can choose \( D_N \to \infty \) arbitrarily slowly, so that \( D_N^2 \delta = o(1) \)) and \( \delta \alpha \uparrow \infty \).

In the case of \( \alpha = O(1) \), we can take \( D \) sufficiently large, and subsequently take \( \delta \) sufficiently small (depending on the \( D \)) such that the above inequality is satisfied. \( \square \)
Quasilinear regime: $k = 2$. In this case, we may use the discrete Grönwall inequality: suppose that $(m_t)$ is any sequence such that for some $a, b \geq 0$

$$m_t \geq a + \sum_{\ell=0}^{t-1} b m_{\ell} \quad \text{then} \quad m_t \geq a(1 + b)^t. \quad (5.1)$$

Define the lower-bounding function,

$$g_2(t) := \frac{m_0}{2} \exp \left( \frac{\delta a_k}{8N} t \right).$$

Applying the discrete Grönwall inequality to (4.6), we obtain that for every $\gamma > 0$,

$$\lim_{N \to \infty} \inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}_{x_0} \left( m_t \geq g_2(t) \quad \text{for all} \quad t \leq \tau_\eta^+ \wedge \bar{t} \wedge M \right) = 1$$

Since $g_2(t) \geq \eta$ for all $t \geq t_* := \left\lceil \frac{8N}{\delta a_k}(\log \frac{2}{m_0} + \log \eta) \right\rceil$, we see that as long as $t_* \leq \bar{t} \wedge M$, we will have $\lim_{N \to \infty} \inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}_{x_0} \left( \tau_\eta^+ \leq \bar{t} \wedge M \right) = 1$. The criterion $t_* \leq \bar{t} \wedge M$ is satisfied using the facts that $\delta = o\left( \frac{1}{\log N} \right)$ (as we can choose $D_N$ to go to $\infty$ arbitrarily slowly) and $\frac{\alpha \delta}{N} \uparrow \infty$. □

Polynomial regime: $k \geq 3$. Observe the following discrete analogue of the Bihari-LaSalle inequality: suppose that $(m_t)$ is a sequence satisfying, for some $k > 2$ and $a, b > 0$

$$m_t \geq a + \sum_{\ell=0}^{t-1} b m_{k-1} \quad \text{then} \quad m_t \geq \frac{a}{(1 - \delta a_k N^{k-2} t)^{\frac{k}{k-2}}} \quad (5.2)$$

For the reader’s convenience, we provide a proof in Appendix C.

Applying (5.2), we obtain for every $t \leq \tau_\eta^+ \wedge \bar{t} \wedge M$,

$$m_t \geq \frac{m_0}{\left(1 - \frac{\delta a_k}{8N} (k-2)m_0^{k-2} t\right)^{\frac{1}{k-2}}} =: g_k(t).$$

In particular, $g_k(t) \geq \eta$ provided

$$\eta \left(1 - \frac{\delta a_k}{8N} (k-2) \gamma^{k-2} N^{k-2} t\right) = o\left( \frac{\gamma^{k-2}}{N^{k-2}} \right).$$

As such, if for some $K$ sufficiently large,

$$t \geq t_* = \left\lceil \frac{8N}{\delta a_k(k-2)\gamma^{(k-2)/2} N^{k-2}} \left(1 - \frac{K}{N^{(k-2)/2}}\right) \right\rceil,$$

then as long as $t_* \leq \bar{t} \wedge M$, we will have $\lim_{N \to \infty} \inf_{x_0 \in E_{\gamma/\sqrt{N}}} \mathbb{P}_{x_0} \left( \tau_\eta^+ \leq \bar{t} \wedge M \right) = 1$. The criterion $t_* \leq \bar{t} \wedge M$ is satisfied using the facts that $\delta = o\left( N^{-\frac{k-2}{2}} \right)$ (as we can choose $D_N$ to go to $\infty$ arbitrarily slowly) and $\frac{\alpha \delta}{N^{(k-2)/2}} \uparrow \infty$. □
6. Strong recovery and the descent phase

We begin this section by proving a law of large numbers for the trajectory in the descent phase, Theorem 3.2. We then combine it with Theorem 3.1 to conclude the proof of Theorem 1.3.

Proof of Theorem 3.2. Recall \( m_t = m(X_t) \) and \( r_t \) and analogously define \( \overline{m}_t := m(\overline{X}_t) \),

\[
\overline{m}_t = \frac{1}{\overline{r}_t} \left( \overline{m}_{t-1} - \frac{\delta}{N} \nabla \Phi(\overline{X}_{t-1}) \cdot e_1 \right)
\]

where \( \overline{r}_t := \sqrt{1 + \delta^2 |\nabla \Phi(\overline{X}_{t-1})|^2 / N^2} \)

As shown in (4.8), \(|r_t - 1| \leq \delta^2 \left( \frac{A}{N^2} + \frac{L}{N^2} \right) \) where \( L_t = |\nabla H^t(X_{t-1})|/\sqrt{N} \). By similar reasoning, \(|\overline{r}_t - 1| \leq \frac{A \delta^2}{N^2} \). At the same time,

\[
|m_{t-1} - \frac{\delta}{N} \nabla \Phi(X_{t-1}) \cdot e_1 - \frac{\delta}{N} \nabla H^t(X_{t-1}) \cdot e_1| \\
\leq 1 + \sup_x \frac{\delta}{N} |\nabla \Phi(x) \cdot e_1| + \frac{\delta}{N} |\nabla H^t(X_{t-1}) \cdot e_1| \leq 1 + \frac{\sqrt{A}}{N} + \frac{\delta \sqrt{L_t}}{\sqrt{N}}.
\]

As such, we have the bound

\[
\left| m_t - \left( m_{t-1} - \frac{\delta}{N} \nabla \Phi(m_{t-1}) \cdot e_1 - \frac{\delta}{N} \sum_{\ell=0}^{t-1} \nabla H^{\ell+1}(X_{\ell}) \cdot e_1 \right) \right| \leq \frac{2 \delta^2 (1 \vee L_t)(1 \vee \sqrt{L_t} / \sqrt{N})}{N}.
\]

Iterating the above bound, we see that

\[
\sup_{t \leq M} \left| m_t - \left( m_0 - \sum_{\ell=0}^{t-1} \frac{\delta}{N} \nabla \Phi(m_{\ell}) \cdot e_1 - \frac{\delta}{N} \sum_{\ell=0}^{t-1} \nabla H^{\ell+1}(X_{\ell}) \cdot e_1 \right) \right| \leq \sum_{\ell=0}^{M-1} \frac{2 \delta^2 (1 \vee L_{\ell})(1 \vee \sqrt{L_{\ell}} / \sqrt{N})}{N}.
\]

Consider the probability that the quantity on the right-hand side is large: for every \( \varepsilon > 0 \),

\[
P \left( \sum_{\ell=0}^{M-1} \frac{2 \delta^2 (1 \vee L_{\ell})(1 \vee \sqrt{L_{\ell}} / \sqrt{N})}{N} \geq \varepsilon \right) \leq \varepsilon^{-1} \alpha \delta^2 \sup_{\ell} \mathbb{E} \left[ L_{\ell} + \delta \sqrt{L_{\ell}} / \sqrt{N} + \frac{\delta L_{\ell}^{3/2}}{\sqrt{N}} \right].
\]

Recalling from (4.2) that \( \sup_{\ell} \mathbb{E}[L_{\ell}] + \mathbb{E}[L_{\ell}^2] \leq \bar{L} \), we see that each of the expectations above are bounded by \( \bar{L} \), whereby as long as \( \alpha \delta^2 = o(1) \), this is \( o(1) \) for all fixed \( \varepsilon \).

As such, it suffices to consider the linearization

\[
m_t := m_0 - \sum_{\ell=0}^{t-1} \frac{\delta}{N} \nabla \Phi(m_{\ell}) \cdot e_1 - \frac{\delta}{N} \sum_{\ell=0}^{t-1} \nabla H^{\ell+1}(X_{\ell}) \cdot e_1
\]

as for every \( \varepsilon \), with probability \( 1 - o(1) \), we have \( \sup_{\ell \leq M} |m_t - m_{\ell}| \leq \varepsilon \).

By the same reasoning, as long as \( \alpha \delta^2 = o(1) \), for every \( \varepsilon \), for \( N \) large enough, we have deterministically \( |\overline{m}_t - \overline{m}_{\ell}| \leq \varepsilon \), where \( \overline{m} \) is the linearized population dynamics,

\[
\overline{m}_t = m_0 - \sum_{\ell=0}^{t-1} \frac{\delta}{N} \nabla \Phi(m_{\ell}) \cdot e_1
\]

With the above in hand, it clearly suffices to show that

\[
\sup_{\ell \leq M} |\overline{m}_t - m_{\ell}| \to 0 \quad \text{in } \mathbb{P}\text{-prob.} \tag{6.1}
\]
Towards that, let us control the effect of the directional error martingale for all times. Recall from Doob’s maximal inequality as in (4.21) that for every $\lambda > 0$,
\[
\mathbb{P}\left(\sup_{t\leq M} \frac{\delta}{N} \left| \sum_{\ell=0}^{t-1} \nabla H^{\ell+1}(X_{\ell}) \cdot e_1 \right| > \lambda \right) \leq \frac{C_1 \alpha \delta^2}{\lambda^2 N} = o(N^{-1}).
\] (6.2)

To show (6.1), consider the probability that the supremum is greater than some $\gamma > 0$, and split the supremum into a one over $\ell \leq T\delta^{-1}N$ and one over $T\delta^{-1}N < \ell \leq M$ for a $T$ to be chosen sufficiently large. For the former, fix any $T$, and recall that $\nabla \Phi(m) \cdot e_1 = \phi'(m)(1 - m^2)$. As $\phi'_N$ are uniformly $C^1$ on $[0, 1]$, there exists $K$ such that uniformly over $N$,
\[
\sup_{x,y\in[0,1]} |\phi'(x)(1 - x^2) - \phi'(y)(1 - y^2)| \leq K|y - x|.
\]

We obtain from this that for every $\varepsilon > 0$, on the event $\{\sup_{\ell\leq M} |m_{\ell} - m| \vee |\bar{m}_{\ell} - m| < \varepsilon\}$,
\[
|m_{\ell} - m| \leq \sum_{\ell=0}^{t-1} \frac{\delta}{N} |\nabla \Phi(\bar{m}_{\ell}) \cdot e_1 - \nabla \Phi(m_{\ell}) \cdot e_1| + \frac{\delta}{N} \sum_{\ell=0}^{t-1} |\nabla H^{\ell+1}(X_{\ell}) \cdot e_1|.
\]

Combined with (6.2), as long as $\alpha \delta^2 = o(1)$, with probability $1 - o(1)$, we have for all $t \leq T\delta^{-1}N$,
\[
|m_{\ell} - m| \leq (2TK + 1)\varepsilon + \frac{\delta K}{N} \sum_{\ell=0}^{t-1} |m_{\ell} - m|,
\]
which by the discrete Gronwall inequality, implies that for every $\varepsilon > 0$, with probability $1 - o(1)$,
\[
\sup_{t\leq T\delta^{-1}N} |m_{t} - \bar{m}_{t}| \leq \left(\frac{2MK}{N} \delta + 1\right)\varepsilon e^{Kt}.
\]

For each $\gamma > 0$, there exists $\varepsilon(K,T) > 0$ such that the above is at most $\gamma/5$.

Now let $T = T(\gamma)$ be such that
\[
\sup_{T\delta^{-1}N \leq \ell \leq N} |\bar{m}_{\ell} - 1| < \frac{\gamma}{5};
\]
this $T$ exists and is $O(1)$ by Assumption A. In that case, using again Assumption A to note that $\nabla \Phi(m) \geq 0$ while $m \geq 0$, we get
\[
\sup_{T\delta^{-1}N \leq \ell \leq M} |m_{\ell} - \bar{m}_{\ell}| < \frac{2\gamma}{5} + |m_{T\delta^{-1}N} - \bar{m}_{T\delta^{-1}N}| + \frac{\delta}{N} \sum_{\ell=0}^{M} \left| \nabla H^{\ell+1}(X_{\ell}) \cdot e_1 \right|.
\]

By the first part of (6.1), and the bound of (6.2) applied to $\gamma/5$, we see that the probability that the above is greater than $\gamma$ is also $o(1)$. Together these yield (6.1). \(\square\)

6.1. **Proof of Theorem 1.3 and item (a) of Theorem 3.3.** Let $(\alpha_N, \delta_N)$ be as in Theorem 1.3, fix any $\varepsilon > 0$, and consider the $\mu_N \times \mathbb{P}$-probability that $|m(X_M) - 1| > \varepsilon$; we need to show this goes to zero as $N \to \infty$. By the Poincaré Lemma, for every $\zeta > 0$, there exists $\gamma$ such that for all $N$ sufficiently large,
\[
\mu_N(m_0 < \gamma/\sqrt{N}) < \zeta/3.
\]
Let us now suppose that $X_0$ is such that $m_0 \geq \gamma / \sqrt{N}$. By Theorem 3.1, there exists $\eta_0 > 0$ such that for any such $X_0$, for $N$ sufficiently large, we have

$$\mathbb{P}(\tau_{\eta_0}^+ < M_1) < \zeta / 3$$

for $M_1 = M/2$ (notice that the criteria of the theorem apply equally whether we take $\alpha$ or $\alpha / 2$).

Observe that by the Markov property, conditionally on the stopping time $\tau_{\eta_0}^+$ and the value $X_{\tau_{\eta_0}^+}$, we have the distributional equality

$$\mathbb{P}_{X_0}(X_{\tau_{\eta_0}^+ + s} \in \cdot \mid \tau_{\eta_0}^+, X_{\tau_{\eta_0}^+}) \overset{d}{=} \mathbb{P}_{X_s}(X_s \in \cdot)$$

As such, for $X_0$ satisfying $m(X_0) \geq \gamma / \sqrt{N}$, we have

$$\mathbb{P}_{X_0}(m(X_M) \leq 1 - \varepsilon) \leq \sup_{M_1 \leq s \leq M} \sup_{y_0 : m(y_0) \geq \eta} \mathbb{P}_{y_0}(m(X_s) \leq 1 - \varepsilon) + \frac{2\zeta}{3}.$$  

Using again the fact that the criteria in Theorem 3.2 on $\alpha, \delta$ apply equally well if we replace $\alpha$ with $\alpha / 2$, we see that for $N$ sufficiently large, the right-hand side above is bounded by

$$\sup_{M_1 \leq M_2 \leq M} \zeta + 1\{m(X_{M_2}) < 1 - \varepsilon / 2\}.$$  

Using the Assumption A, the indicator function above is 0 as long as $M_2$ is a sufficiently large constant depending on $\varepsilon$, which it necessarily is since it is at least $M/2$ and $M = \omega(1)$ by the assumptions of Theorem 1.3.

The $k = 1$ case with linear sample complexity of item (a) of Theorem 3.3 follows naturally by noticing that $\alpha$ could have been taken to be a large enough constant in the above at the expense of $\varepsilon$ and $\zeta$ being small but order one. \hfill \Box

7. Online SGD does not recover with smaller sample complexity

Here, we prove an accompanying refutation theorem, showing that if $\alpha$ is smaller than in Theorem 3.1 (up to factors of $\log N$), there is not enough time for the online SGD to weakly recover in one pass through the $M$ samples.

**Proof of Theorem 1.4 and item (b) of Theorem 3.3.** We will in fact prove the following stronger refutation: for every $\eta > 0$, and every $\Gamma > 0$,

$$\sup_{x : m(x) < \Gamma N^{-1/2}} \mathbb{P}_x \left( \sup_{t \leq M} m(X_t) > \eta \right) = o(1). \quad (7.1)$$

This implies Theorem 1.4 because for every $\varepsilon$ there exists a $\Gamma$ such that $\mu_N(m(x) > \Gamma N^{-1/2}) < \varepsilon$ for all $N$ sufficiently large, by the Poincaré lemma.

Recall that the radius $r_t = |\tilde{X}_t|$ satisfies $r_t \geq 1$ deterministically, so that by (4.9), as long as $m_t > 0$, we have

$$m_t \leq m_{t-1} - \frac{\delta}{N} \nabla \Phi(X_{t-1}) \cdot e_1 - \frac{\delta}{N} \nabla H'(X_{t-1}) \cdot e_1.$$  

From this, we can first observe the following crude bound on the maximal one-step change $m_t - m_{t-1}$. If $m_{t-1} < 0$ but $m_t > 0$, then we have the above inequality without the $m_{t-1}$, and furthermore we can put absolute values on each of those terms. Recall that for every $r > 0$,

$$\sup_{x \in S^{N-1}} \mathbb{P} \left( \left| \frac{\delta}{N} \nabla H(x) \cdot e_1 \right| > r \right) \leq \frac{\delta^2 C_1}{N^2 r^2}$$  
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from which, for every sequence \( d_N > 0 \) going to infinity arbitrarily slowly, and every \( t > 0 \),

\[
\sup_{x: m(x) \leq 0} \Pr \left( m_t > d_N N^{-1/2} \mid X_{t-1} = x \right) \leq C_1 \alpha \delta^2 \frac{M d_N^2}{Md_N^2} = O\left( \frac{\alpha \delta^2}{Md_N^2} \right)
\]

By the Markov property of the online SGD, by a union bound over the \( M \) samples and using the fact that \( \alpha \delta^2 = o(1) \), we may, with probability \( 1 - o(\alpha / (d_N^2)) \), work under the event that \(|\delta(\nabla H^{j+1}(X_j) \cdot e_1)/N| < d_N \sqrt{N} \) for every \( j \).

With that in mind, summing up the finite difference inequality over all time, we see that for every \( t \leq \tau_0 \wedge \tau_\eta^+ \), we have

\[
m_t \leq m_0 + \frac{\delta}{N} \sum_{j=0}^{t-1} \frac{3\alpha_k}{2N} m_j^{k-1} - \frac{\delta}{N} \sum_{j=0}^{t-1} \nabla H^{j+1}(X_j) \cdot e_1.
\]

Recall from Doob’s maximal inequality, that

\[
\sup_{x_0} \Pr \left( \sup_{1 \leq s \leq M} \left| \frac{\delta}{N} \sum_{j=0}^{s-1} \nabla H^{j+1}(X_j) \cdot e \right| > r \right) \leq \frac{2\alpha \delta^2 C_1}{N r^2}.
\]  

(7.2)

Now define a sequence of excursion times as follows: for \( i \geq 1 \), we let \( \tau_0 = 0 \) and

\[
\tau_{2i-1} := \inf \{ t \geq \tau_{2i-2} : m(X_t) \leq 0 \} \quad \tau_{2i} := \inf \{ t \geq \tau_{2i-1} : m(X_t) > 0 \}
\]

Taking \( r = d_N N^{-1/2} \) in (7.2), it follows that

\[
\inf_{x: m(x) \leq 1} \Pr \left( m_t \leq m_{\tau_{2i}} + \frac{d_N}{\sqrt{N}} + \frac{\delta}{\sqrt{N}} \sum_{j=0}^{t-1} \frac{3\alpha_k}{2\sqrt{N}} m_j^{k-1}, \forall i, \forall t \leq [\tau_{2i}, \tau_{2i+1} \wedge \tau_\eta^+] \right)
\]

\[
= 1 - O\left( \frac{\alpha \delta^2}{d_N^2} \right).
\]

We next claim that the inequality above implies, deterministically, that through every excursion (i.e., for all \( i \)), we have \( \tau_\eta^+ > \tau_{2i+1} \wedge M \). First of all, recall that we have restricted to the part of the space on which \( m_{\tau_{2i}} \) is always less than \( d_N N^{-1/2} \). Then, if we have the inequality in the probability above, by the discrete Gronwall inequality (5.1) when \( k = 2 \) and the discrete Bihari–LaSalle inequality (5.2) when \( k > 2 \), we have for some \( c = c(k) > 0 \),

\[
m_t \leq \begin{cases} 
2d_N N^{-1/2} + \frac{2\delta \alpha_k}{N} t & k = 1 \\
2d_N N^{-1/2} \exp \left( \frac{2\delta \alpha_k}{N} t \right) & k = 2 \\
2d_N N^{-1/2} \left( 1 - c\delta \alpha_k d_N^{-1} N^{-k+2} - l^{-1/(k-2)} \right)^{-1/(k-2)} & k \geq 3
\end{cases}
\]

For \( N \) sufficiently large, the right-hand side above is smaller than \( \eta \) for all \( t \leq \tilde{t} \) where

\[
\tilde{t} = \begin{cases} 
\epsilon \eta \delta^{-1} N & k = 1 \\
\frac{\epsilon}{\delta} N \log N & k = 2 \\
\frac{d_N^{c-1} \eta^{-1} N^{1+k-2}}{\delta} & k \geq 3
\end{cases}
\]

for some \( \epsilon > 0 \) sufficiently small depending on \( k, \alpha_k, \alpha_{k+1}, C_1 \) (as long as \( d_N \) is growing slower than \( N^{\frac{1}{2}-\zeta} \) for some \( \zeta > 0 \) say). Recall the restrictions on \( \alpha \) and let \( b_N \) be a sequence going to infinity arbitrarily slowly.

(1) If \( k = 1 \), we can choose \( d_N \) to be any diverging sequence. Since \( \alpha = o(1) \) and \( \delta = O(1) \), the above probabilities were all \( 1 - o(1) \), and for every fixed \( \eta > 0 \), we have \( \tilde{t} \geq M \).
(2) If \( k = 2 \), we can choose \( d_N \) diverging as a power in \( N \), say \( N^{1/4} \) such that for all \( \alpha \delta^2 = o(N^{1/2}) \), and in particular \( \delta = O(1) \), the above probabilities \( 1 - O(\alpha \delta^2 / d_N^2) \) were all \( 1 - o(1) \) and \( i \geq M \).

(3) If \( k > 2 \), we can choose \( d_N \) to be a sequence diverging sufficiently slowly. Then for all \( \alpha \delta^2 = O(1) \), the above probabilities were all \( 1 - o(1) \) and \( i \geq M \) (where to see this, we combined the inequalities \( \sqrt{\alpha} = o(N^{(k-2)/2}) \) and \( \sqrt{\alpha} = O(\delta^{-1}) \)).

In both cases, we conclude that necessarily \( \tau_{\eta_i}^+ > \tau_{2i+1} \), and therefore for every \( \eta > 0 \),

\[
\inf_{x: m(x) < \Gamma N^{-1/2}} \mathbb{P} \{ m_t < \eta \text{ for all } t \in [\tau_{2i-2}, \tau_{2i-1}] \} = 1 - o(1)
\]

At the same time, deterministically, for all \( t \in [\tau_{2i-2}, \tau_{2i}] \) we have \( m(X_t) \leq 0 < \eta \), implying (7.1).

In order to conclude part (b) of Theorem 3.3 when \( k = 1 \) we reason as above, taking \( d_N \) and \( \alpha \) to be sufficiently large constants together, then subsequently taking \( \delta \) to be a sufficiently small constant so that the probabilities of order \( \alpha \delta^2 / d_N^2 \) above can be made arbitrarily small. \( \square \)
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**Appendix A. Useful bounds on norms of random vectors**

Before getting to the deferred proofs of Section 2, we give a few useful inequalities we will need. Recall that if \( (Y_\ell)^m \) is a collection of \( m \) non-negative random variables with finite \( p \)-th moment, i.e., \( \max_\ell \mathbb{E} Y_\ell^p = K \), and \( (p_\ell)^m \) is such that \( \sum_\ell p_\ell = p \), then

\[
\mathbb{E} [Y_1^{p_1} \cdots Y_m^{p_m}] \leq K.
\]

This follows by noting that by Young’s inequality and Jensen’s inequality we have that

\[
\mathbb{E} \left[ (Y_1^{p_1} \cdots Y_m^{p_m})^p \right] \leq \mathbb{E} \left[ \left( \sum_\ell p_\ell Y_\ell \right)^p \right] \leq \sum_\ell p_\ell \mathbb{E} Y_\ell^p \leq C,
\]

for some \( C(K,p) \).

Using the above we can easily obtain the following bound on the moments of the norm of a random vector. Suppose that \( X \) is a centered random vector in \( \mathbb{R}^n \) whose entries have uniformly bounded \( 2k \)-th moment, i.e., \( \sup_i \mathbb{E} |X_i|^{2k} < K \) for some \( k \geq 1 \). Then using (A.1) for \( 1 \leq q \leq k \), there is \( C = C(K,q) > 0 \) such that

\[
\mathbb{E} [||X||^2_2^q] = \mathbb{E} \left[ \left( \sum X_i^2 \right)^q \right] \leq \mathbb{E} \left[ \sum_{i_1,\ldots,i_q} X_{i_1}^2 \cdots X_{i_q}^2 \right] \leq CN^q.
\]

**Lemma A.1.** Suppose that \( X \) is a centered random vector in \( \mathbb{R}^n \) whose entries have uniformly bounded \( 2k \)-th moment, i.e., \( \sup_i \mathbb{E} |X_i|^{2k} < K \) for some \( k \geq 1 \). Then for \( 1 \leq q \leq 2k \) there is \( C = C(K,q) > 0 \) such that

\[
\mathbb{E} [||X \cdot w||^q] \leq C K \frac{q}{32} ||w||^q_2 \quad \forall w \in \mathbb{R}^n.
\]

(A.3)
Proof. First note the following symmetrization inequality (see e.g., Exercise 6.4.5 of [67]): if \((\epsilon_i)\) are i.i.d. Rademacher random variables, then since \(X\) is centered, we have
\[
\mathbb{E}[|X \cdot w|^q] \leq 2^q \mathbb{E}\left[\sum_i \epsilon_i X_i w_i|^q\right].
\]
Thus it suffices to assume that the entries of \(X\) are jointly symmetric in the sense that the law of \(X\) is invariant under the sign change of any given entry. Furthermore, by Jensen’s inequality it suffices to consider the case that \(q = 2k\).

We begin with a direct computation:
\[
\mathbb{E}[|X \cdot w|^{2k}] = \sum_{i_1, \ldots, i_{2k}} w_{i_1} \cdots w_{i_{2k}} \cdot \mathbb{E}[X_{i_1} \cdots X_{i_{2k}}].
\]
As the entries of \(X\) are symmetric, any summand corresponding to an index that appears an odd number of times must be zero. In particular, we have the following. Let \(P\) be a partition of the integer \(2k\). We say \(P\) is even if the entries of \(X\) are symmetric, any summand corresponding to an index that appears an odd number of times must be zero. In particular, we have the following. Let \(P = \{p_1, \ldots, p_{2k}\}\) be a partition of the integer \(2k\). We say \(P\) is even if the \(p_i\) are even. By (A.1), all of these moments are of the form \(\mathbb{E}X_{i_1}^{p_1} \cdots X_{i_m}^{p_m} \leq K\) for some even partition \(P\). As such, the above sum is bounded by
\[
\sum_{P \text{ even}} c(P) K \prod_{p \in P} ||w||_p^p \leq \sum_{P \text{ even}} c(P) K ||w||_2^{2k},
\]
where here \(c(P)\) is the number of groupings of \(2k\) items in to \(m\) groups of sizes \(p_1, \ldots, p_m\). Here we used that since \(P\) is even, \(p \geq 2\) for any \(p \in P\) so that \(||w||_p \leq ||w||_2\), and that \(\sum p_i = 2k\) as \(P\) is a partition. In particular, as \(\max c(P)\), and the number of even partitions of \(2k\), each depend only on \(k\) we get
\[
\mathbb{E}[|X \cdot w|^{2k}] \leq C \cdot K \cdot ||w||_2^{2k},
\]
for some \(C = C(K, k) > 0\) as desired. \(\square\)

Appendix B. Deferred proofs from Section 2

In this section, we verify that the various examples of Section 2 satisfy Assumptions A–B.

B.1. Proof of Proposition 2.1. We begin with the to the proof of (2.4). Fix \(f\) as in the statement of the theorem. Since \(f'\) is of at most polynomial growth, so is \(f\). In particular, \(f \in L^2(\varphi)\) where \(\varphi\) is the standard Gaussian measure on \(\mathbb{R}\). Recall (2.2), and let \(C_\epsilon = \mathbb{E}[\epsilon^2]\). By rotational invariance of the Gaussian ensemble, we may take \(e_0 = e_1\) there. Furthermore, the \(x\)-dependence of the population loss depends only on \(x\) through \(x \cdot e_1\), so that
\[
\Phi(x) = \mathbb{E}\left[\left(f \left(a_1 m(x) + a_2 \sqrt{1 - (m(x))^2}\right) - f(a_1)\right)^2\right] + C_\epsilon \quad (B.1)
\]
where \(a_1, a_2 \sim \mathcal{N}(0, 1)\) are independent.

To compute this expectation, recall the following. For \(s \in [-1, 1]\), consider the Noise operator \(T_s : L^2(\varphi) \to L^2(\varphi)\)
\[
T_s f(x) = \mathbb{E}[f(xs + \sqrt{1 - s^2}a_2)].
\]
Recall that the Hermite polynomials satisfy \(T_s h_k = s^k h_k\) [36]. (Usually, this is stated only for \(s \geq 0\). To see this for \(s < 0\), simply note that \(T_s h_k(x) = T_{|s|} h_k(-x) = (-1)^k T_{|s|} h_k(x)\).) Consequently we have that
\[
\Phi(x) = ||f||_{L^2(\varphi)}^2 - 2 \langle f, T_m f \rangle_{L^2(\varphi)} + C_\epsilon = 2 \sum_j u_j^2 - 2 \sum_j u_j^2 m^j + C_\epsilon = \phi_f(m)
\]
as desired.
Assumption A is immediate from (2.4). It remains to show that the pair satisfies Assumption B. To this end, recall that since \( f' \) is of at most polynomial growth, we have \( f \in H^1(\varphi) \), where \( H^1 \) is the Sobolev space with norm
\[
||f||^2_{H^1(\varphi)} := \int (f(z)^2 + f'(z)^2) d\varphi(z) = \sum_{j \geq 0} (1 + j^2) a_j^2 < \infty.
\]

We now turn checking (1.3)-(1.4). First note that for every \( x \),
\[
\nabla \Phi(x) = -2 \sum j u_j^2 m^{j-1} \cdot \nabla m.
\]

Thus, for every \( x \), \( |\nabla \Phi(x)| \leq 2 \sum j u_j^2 < 2 ||f||^2_{H^1} < \infty \), where we used here that \( |m| \leq 1 \). Similarly for every \( x \), \( \nabla \Phi(x) \cdot e_1 = \nabla \Phi(x) \cdot \nabla m = -2 \sum j u_j^2 m^{j-1} \) so that \( |\nabla \Phi \cdot e_1|^2 < 4 ||f||^4_{H^1} < \infty \).

Thus it suffices to check (1.3)-(1.4) for \( \mathcal{L} \) itself. Here we have that if we let \( \pi_x(v) = v - (v \cdot x)x \) be the projection on to the tangent space at \( x \), we have
\[
\nabla \mathcal{L}(x; a, \epsilon) = 2(f(a \cdot x) + \epsilon - f(a_1)) f'(a \cdot x) \pi_x a.
\]

Thus, by Hölder’s inequality and the fact that \( |x + y|^p \leq 2^p (|x|^p + |y|^p) \) for \( p \geq 1 \), for any \( q \geq 1 \), if we take \( \gamma > 0 \) and \( r = \frac{2(p+\gamma)}{p} \), we have that
\[
\mathbb{E} |\nabla \mathcal{L}(x)|^q \leq 2^q \left( \mathbb{E}[(f(a \cdot x) - f(a_1))^{q+\gamma}] \frac{q}{q+\gamma} \right) \cdot \mathbb{E}[|f'(a \cdot x)|^r]^{\frac{q}{r}} \cdot \mathbb{E}[|\pi_x a|^q]^\gamma.
\]

The expectations involving \( f, f' \) are bounded since \( f \) and \( f' \) are of at most polynomial growth and \( a \cdot x \) is Gaussian for every \( x \); the expectation involving \( \epsilon \) is bounded as long as \( \epsilon \) has finite \( p \)-th moment for some \( p > q \). The last term is bounded by (A.2) since \( a \) is a standard Gaussian vector. Taking \( q = 4 + \epsilon \) yields (1.4) for \( \epsilon \) small enough, after recalling our assumption that \( \epsilon \) has finite \( 4 + \delta \)-th moment.

For (1.3), observe that since \( f \) and \( f' \) are of at most polynomial growth,
\[
\mathbb{E} |\nabla \mathcal{L} \cdot e_1|^2 = \mathbb{E} \left[ |f(a_1 m + a_2 \sqrt{1 - m^2}) - f(a_1) + \epsilon|^2 |f'(a_1 m + a_2 \sqrt{1 - m^2})| |a_1|^2 \right] \leq C,
\]
again using Hölder’s inequality with the moment assumption on \( \epsilon \).

**B.2. Proof of Proposition 2.4.** Let us first prove (2.6). Since \( \mathbb{E}[y|a] = f(a \cdot v_0) \), we have
\[
\Phi(x) = \mathbb{E}[y(a \cdot x) - b(a \cdot x)] = \mathbb{E}[f(a \cdot v_0)(a \cdot x)] - c,
\]
for some constant \( c \) (in particular \( c = \mathbb{E}b(a_1) \)), where in the second equality, we have used the tower property. Then as in the proof of Proposition 2.1, we see that upon taking \( v_0 = e_1 \) without loss of generality,
\[
\mathbb{E} f(a \cdot v_0)a \cdot x = \mathbb{E} f(a_1) T_m h_1(a_1) = u_1(f)m.
\]
Finally, since \( f \) is increasing, invertible, and differentiable, Gaussian integration-by-parts shows that
\[
u_1(f) = \mathbb{E}[Zf(Z)] = \mathbb{E}[f'(Z)] > 0.
\]
Assumption A is now evident from the representation formula (2.6).

Let us now turn to proving that Assumption B holds. To this end, note that as in Proposition 2.1 the relevant inequalities hold for the population loss. Thus it suffices to show it for the true loss. Here we see that if we let \( \pi_x(v) = v - (v \cdot x)x \) be the projection on to the tangent space at \( x \), we have
\[
\nabla_x \mathcal{L}(y; a, x) = (y - b'(a \cdot x)) \pi_x a.
\]

We then have by Cauchy-Schwarz
\[
\mathbb{E} |\nabla_x \mathcal{L}(y; a, x) \cdot e_1|^2 \leq C \sqrt{\mathbb{E} y^4 + \mathbb{E} b'(a \cdot x)^4}
\]
for some $C > 0$. The first term under the radical is finite by assumption and the second term under is finite since $b' = f$ is of at most exponential growth.

For the gradient bound, note again that by the Cauchy-Schwarz inequality,

$$\mathbb{E}[\nabla_x \mathcal{L}^q] = \mathbb{E}\left[(y - b'(\frac{a \cdot X}{\sqrt{N}}))^q ||a||^q\right] \leq \mathbb{E}[(y - b'(a \cdot x))^{2q}] \cdot C(2q)N^{q/2}$$

where $C(q)$ is as in (A.2). Choosing $q = 4 + \epsilon$ yields the desired bound by the same reasoning. \hfill \Box

B.3. Proof of Proposition 2.5. In the following $C$ will denote a constant that may change from line to line. It is evident from (2.7) that $\Phi$ has information exponent 1 and satisfies Assumption A. It remains to check Assumption B.

Observe that since $\Phi(x) = -2m(x) + c$, where $m(x) = (v, x)$, we have that $\nabla \Phi \cdot v = (\nabla \Phi, \nabla m) = \phi'(m) = -2$ and that $||\nabla \Phi|| \leq C$. Thus it suffices to show the desired bounds for $\nabla \mathcal{L}$. To that end, notice that

$$\nabla \mathcal{L}(x; a, \epsilon) \cdot v = (y - a \cdot x) \pi_x a \cdot v = (a \cdot (v - x) + \epsilon)(a \cdot \pi_x v)$$

so that if we let $w = v - x$ and $\tilde{v} = \pi_x v$, then

$$\mathbb{E}[||\nabla \mathcal{L}(x) \cdot v||^2] = \mathbb{E}\left[(a \cdot w)^2(a \cdot \tilde{v})^2\right] + \mathbb{E}[\epsilon^2]\mathbb{E}[(a \cdot \tilde{v})^2] \leq \sqrt{\mathbb{E}[a \cdot w]^4 \cdot \mathbb{E}[a \cdot v]^4 + \mathbb{E}[\epsilon^2] \cdot \mathbb{E}[(a \cdot v)^2]} \leq C$$

where in the second line we used Cauchy-Schwarz and in the last inequality we used our moment assumption to apply (A.3) and the fact that $||\tilde{v}||, ||w|| \leq 2$.

For the norm bound, take $4 + \epsilon = 5$. Then we have

$$\mathbb{E}||\nabla \mathcal{L}||^2 \leq \mathbb{E}[a \cdot w + \epsilon5 \cdot ||a||^5] \leq 25(\mathbb{E}[a \cdot w]5 \cdot ||a||^5) + \mathbb{E}[\epsilon^5] \cdot \mathbb{E}[(a \cdot [a]^5)]$$

As $||w||^2 \leq 2$, and $a$ is an i.i.d. centered random vector whose entries have finite 10-th moments, by Cauchy-Schwarz and (A.2) and (A.3), we obtain

$$\mathbb{E}[a \cdot w]5 \cdot \mathbb{E}||a||^5 \leq \sqrt{\mathbb{E}[a \cdot w]^{10} \cdot \mathbb{E}||a||^2} \leq C||w||5 N^{5/2} = O(N^{5/2})$$

Similary since $\epsilon$ has finite 5-th moment, we see that $\mathbb{E}[\epsilon^5] \cdot \mathbb{E}||a||^5 = O(N^{5/2})$. Combining these bounds yields the desired. \hfill \Box

B.4. Proof of Proposition 2.7. Setting $m(x) = (v_0, x)$, we see from (2.8) that Assumption A holds and the problem has information exponent 2. To verify the first part of Assumption B, observe that if we let $\tilde{v}_0 = \pi_x v_0$,

$$\nabla \mathcal{L}(x) \cdot v_0 = (Y \cdot x)(Y \cdot \tilde{v}_0),$$

so that by Cauchy-Schwarz and (A.3), $\mathbb{E}(\nabla \mathcal{L}(x) \cdot v_0)^2 \leq C(\lambda)$. To verify the second part of Assumption B,

$$||\nabla \mathcal{L}(x)||^q \leq ||YY^T x||^q \leq ||Y||^q ||Y, x||^q,$$

so that by Cauchy-Schwarz, (A.2), and (A.3),

$$\mathbb{E}||\nabla \mathcal{L}(x)||^q \leq \sqrt{\mathbb{E}[Y]^{2q} \sqrt{\mathbb{E}[(Y, x)]^{2q}}} \leq C'N^{q/2}$$

by assumption if we take $q = 4 + \epsilon = 5$. \hfill \Box
B.5. Proof of Proposition 2.8. Taking the expectation of (2.10), we have $\Phi(x) = -\lambda m(x)^p$, where $m(x) = x \cdot v_0$ so that Assumption A holds, and the problem has information exponent $p$. For Assumption B we argue as follows.

First note that $H(x) = (J, x^{\otimes p}) = J(x, \ldots, x)$. If we let $D$ denote the Euclidean derivative we have $||\nabla H|| \leq ||DH||$. From this, it follows from writing out $DH$ that

$$E[||DH(x)||^q] \leq C E[||J(x^{\otimes p-1}, \cdot)||^q]$$

for some $C = C(p, q)$, where

$$J(x^{\otimes p-1}, \cdot) = \sum_{i_1 \ldots i_{p-1}} J_{i_1 \ldots i_{p-1}} x_{i_1} \cdots x_{i_{p-1}}.$$

Let $I = (i_1, \ldots, i_{p-1})$ denote a multi-index and $x_I = \prod_{i \in I} x_i$. Observe that $J(x^{\otimes p-1}, \cdot)$ is a centered i.i.d. vector with

$$E[J(x^{\otimes p-1}, \cdot)^6] = E[\sum_{I_1, \ldots, I_6} J_{I_1} \cdots J_{I_6} x_{I_1} \cdots x_{I_6}], \leq C$$

for some $C > 0$ depending on the law of $J$, where here we have used that the entries of $J$ have finite 6-th moment and that $x$ is a unit vector. Taking $q = 4 + t = 6$ we see that since the entries of $J$ have finite 6-th moment, we have by (A.2) that $E[||DH||^6] \leq CN^3$, for some $C > 0$. This yields the second half of Assumption B.

For the first half of Assumption B, note that if we let $\tilde{v} = \pi_x v$, then $\nabla H \cdot \nu = \sum_i \partial_i H(x) \tilde{v}_i$ is a sum of centered i.i.d. random variables with deterministic weights $\tilde{v}$ with uniformly bounded 6-th moment, i.e., $\sup_i E[\partial_i H(x)^6] \leq C$, by the above argument. Thus by (A.3) we have $E(\sum_i \partial_i H(x) \tilde{v}_i)^2 \leq C$ as desired since $||\tilde{v}|| \leq 1.$

B.6. Proof of Proposition 2.10. Observe that $Y \overset{(d)}{=} Z + \epsilon \mu$ with $Z \sim \mathcal{N}(0, Id)$ and $\epsilon$ an independent Rademacher r.v. Writing $p = \epsilon h / (\epsilon^2 + \epsilon h)$ for some $h \in \mathbb{R}$ as above we have that $\Phi(x) = \phi(m(x))$ where

$$\phi(m) = -E[\log \cosh (Z_1 m + \sqrt{1 - m^2} Z_2 + \epsilon m(x) + h)]$$

$$= -E[\log \cosh (Z_1 + \epsilon m + h)].$$

In the first line we used rotation invariance of the law of $Z$ and that $Z_1, Z_2$ are the first two entries of $Z$, and in the second line we used that $Z_1 m + Z_2 \sqrt{1 - m^2} \overset{(d)}{=} Z_1$ since $m \in [-1, 1]$.

Consequently

$$\phi'(m) = -E \tanh (Z_1 + \epsilon m + h) \epsilon.$$

From this we see that

$$\phi'(0) = -E[\tanh(Z_1 + h) \epsilon] = \begin{cases} -E \tanh(Z_1 + h) \epsilon < 0 & p \neq 1/2 \\ 0 & p = 1/2. \end{cases}$$

and

$$\phi''(m) = -E[\text{sech}^2(Z_1 + \epsilon m + h)] < 0.$$

Combining these two results yields: (a) that the information exponent is 1 if $p \neq 1/2$ and 2 if $p = 1/2$ and (b) that $\phi'(m) > 0$ for $m > 0$ the desired. \qed
APPENDIX C. THE DISCRETE BIHARI–LASALLE INEQUALITY

For the purposes of completeness, in this appendix, we provide a proof of the discrete version of the Bihari–LaSalle inequality (5.2). Fix a $k > 2$ and suppose that $a_t$ satisfies

$$a_t = a + \sum_{\ell=0}^{t-1} c(a_j)^k,$$

for some $a, c > 0$, then inductively, we can deduce that $m_t \geq a_t$ for all $t \geq 0$. To see this, note that if we let

$$b_t = a + \sum_{j=0}^{t-1} c(m_j)^{k-1},$$

it suffices to show that $b_t \geq a_t$. Clearly $b_0 = a_0$. Suppose now that $b_j \geq a_j$; then

$$b_{j+1} = a + \sum_{\ell=0}^{j} c(m_{t})^k = b_j + c(m_j)^k \geq b_j + c(b_j)^k \geq a_j + c(a_j)^k = a_{j+1},$$

where the first inequality follows by definition of $b_j$ and the follows from the inductive hypothesis. Thus $m_t \geq b_t \geq a_t$. It remains to lower bound $a_t$.

To this end, note that by definition, $a_t$ is non-decreasing for $a > 0$ and

$$c = \frac{a_t - a_{t-1}}{a_{t-1}^k} \leq \int_{a_{t-1}}^{a_t} \frac{1}{x^k} dx = \frac{1}{(k-1)} \left[ \frac{1}{a_{t-1}^{k-1}} - \frac{1}{a_t^{k-1}} \right].$$

So by re-arrangement,

$$a_t \geq \left( a_{t-1}^{-(k-1)} - (k-1)c \right)^{-\frac{1}{k-1}}$$

and

$$a_t^{-(k-1)} \leq a_{t-1}^{-(k-1)} - (k-1)c.$$

Since this holds for each $t$, we see that

$$a_{t-1}^{-(k-1)} \leq a_0^{-(k-1)} - (k-1)c(t-1)$$

from which it follows that

$$a_t \geq \frac{1}{(a_0^{-(k-1)} - (k-1)c(t-1))^{\frac{1}{k-1}}} = \frac{a}{(1 - (k-1)c a^{k-1} t)^{\frac{1}{k-1}}}.$$

as desired.
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