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1. Introduction

Conformal field theories (CFTs) are special quantum field theories (QFTs) with extended spacetime symmetry groups. They correspond to fixed points in the renormalization group flows of usual QFTs. Hence, barring the existence of scale invariant but not conformal invariant field theories [1], usual QFTs could be understood as relevant deformations of CFTs. Because of the connection between QFT at imaginary time and statistical physics, CFTs also describe second-order phase transitions in condensed matter systems. It is thus clear that a thorough understanding of CFTs cannot be overstated. In particular, the study and classification of all CFTs in any spacetime dimension is of utmost importance.

The extended spacetime symmetry group of a CFT includes the usual $SO(1,d-1)$ Poincaré generators plus a dilatation generator, responsible for re-scalings, and a vector of generators, responsible for special conformal transformations. Together, they generate the conformal group $SO(2,d)$ that strongly constrains properties of CFTs. Indeed, the existence of the conformal algebra leads to a natural separation between quasi-primary operators on the one side and their descendants on the other. The quasi-primary operators are the special operators that are annihilated by the special conformal generators at the origin of the coordinate system. The descendants are obtained from the quasi-primary operators by acting with the spacetime translation generators. Therefore, the special conformal generators and the spacetime translation generators can be thought of as raising and lowering operators, respectively, while the quasi-primary operators can be understood as highest weight states. Hence, the behavior of descendants is completely
fixed by their quasi-primary operators and the conformal algebra. It is thus possible to focus on correlation functions of quasi-primary operators only.

Moreover, symmetry considerations alone completely fix the form of the two-point and three-point correlation functions up to a finite number of constant coefficients. These coefficients are related to the coefficients appearing in the operator product expansion (OPE) [2–5]. In CFT, the OPE is a well-defined quantity. It re-expresses the product of two quasi-primary operators at two different spacetime points in terms of an infinite sum of quasi-primary operators weighted by their OPE coefficients. Hence, the OPE is a fundamental object that can be used to compute $M$-point correlation functions from $(M - 1)$-point correlation functions. Since two-point correlation functions are completely determined by the conformal algebra, once the OPE is known technically all correlation functions in a CFT are known up to the OPE coefficients.

At this point, associativity of the correlation functions, or crossing symmetry, can be used to express the same correlation functions in terms of different combinations of OPE coefficients times well-behaved conformal objects. This idea, introduced in [6,7], is behind the conformal bootstrap approach. In principle, the conformal bootstrap approach leads to constraints on the OPE coefficients which were not directly fixed by symmetry considerations alone. A partial list of nice analytical and numerical results from the conformal bootstrap approach can be found in [8–15] and [16–37] respectively.

The use of the OPE inside four-point correlation functions leads to the conformal blocks [4,60–62], which are the well-behaved conformal objects that account for the exchange of specific quasi-primary operators as well as their infinite towers of descendants. As mentioned above, the conformal blocks are completely prescribed by conformal invariance. However, the technical details are complicated and very few analytical results exist on conformal blocks for quasi-primary operators in general irreducible representations (see [61–75] for different research avenues on the computations of conformal blocks).

The embedding space, introduced in [76], is the natural arena where CFTs are defined. Indeed, the embedding space is a hypercone on which quasi-primary operators naturally live. More importantly, the action of the conformal algebra on quasi-primary operators in embedding space is homogeneous. Although natural, focus on CFTs from the embedding space formalism has not completely blossomed as of now (see e.g. [2–8, 77–81] for interesting results using the embedding space formalism). For example, most analytic results for conformal blocks have not been computed using the embedding space formalism.

Since all correlation functions can be computed and the conformal bootstrap can be undertaken once the OPE is known, it is clear that the most fundamental building block of a CFT is its OPE. Recently [79–81], the authors proposed to use the embedding space formalism to derive the OPE.

---

1 For work on the conformal bootstrap with global symmetry, see [38–54], for work on the conformal bootstrap with higher spins, see [55–59].
(partial results on the embedding space OPE can be found in [2,3,6]) and to employ the OPE directly in embedding space to compute the conformal blocks appearing in $M$-point correlation functions of quasi-primary operators in general irreducible representations. The purpose of this paper is to complete this goal by defining the embedding space OPE in the most useful way possible and investigate some of its consequences for the computations of $M$-point correlation functions. In the process, a new uplift of quasi-primary operators in position space to quasi-primary operators in embedding space is introduced. With the knowledge of the OPE, it is then relatively straightforward to use it recursively to compute all correlation functions and then implement crossing symmetry.

As already mentioned, the OPE is reminiscent of an algebra which encodes how the product of two quasi-primary operators at different points can be expanded in a series in quasi-primary operators and their descendants. More explicitly, the embedding space OPE can be expressed as

$$O_i(\eta_1)O_j(\eta_2) = \sum_k N_{ijk} \sum_{a=1}^a c_{ij}^k aD_{ij}^k(\eta_1, \eta_2)O_k(\eta_2), \quad (1.1)$$

where the sum over quasi-primary operators $O_k(\eta_2)$ is infinite but the sum over the $N_{ijk}$ OPE coefficients $a c_{ij}^k$, with appropriate differential operators $aD_{ij}^k(\eta_1, \eta_2)$, is finite. All linearly-independent quasi-primary operators appear in the sum in (1.1) and the differential operator $aD_{ij}^k(\eta_1, \eta_2)$ takes care of the infinite towers of descendants.

To build the embedding space OPE (1.1), several consistency conditions are used. For example, unlike in position space, to remain on the embedding space hypercone the quasi-primary operators on the right-hand side of (1.1) must either be located at $\eta_1^A$ or $\eta_2^A$. The correlation functions computed from the OPE must not depend on this particular choice. Other consistency conditions originating from homogeneity, transversality, and the Lorentz symmetry as well as simplicity-of-use arguments determine the OPE explicitly. Therefore, the main goal of this paper is to obtain the most useful definitions of embedding space quasi-primary operators $O(\eta)$ and the differential operators $aD_{ij}^k(\eta_1, \eta_2)$ for quasi-primary operators in general irreducible representations of the Lorentz group. The embedding space OPE (1.1) needs to be practical for computations of $M$-point correlation functions.

This paper is organized as follows: Section 2 gives a quick review of the conformal algebra and its action on quasi-primary operators when these operators are chosen to carry spinor indices only. To this end, a simple introduction to Clifford algebras in odd and even dimensions is presented. The treatment in the even-dimensional case is somewhat different than usual due to the emphasis on irreducible representations of the Lorentz group.

Section 3 discusses the usual embedding space formalism where the action of the conformal algebra on quasi-primary operators is homogeneous. To uplift quasi-primary operators in defining irreducible representations of the Lorentz group, the proper Clifford algebras in embedding space in odd and even dimensions are presented and the usual consistency conditions of homogeneity
and transversality are introduced. It is shown how homogeneity restricts quasi-primary operators to be functions of spacetime coordinates only as in the usual embedding space formalism. It is also shown how transversality restricts the quasi-primary operators in embedding space with spinor indices only to the proper quasi-primary operators in position space, removing the extra degrees of freedom to reach the appropriate number in position space. This is all done at the level of quasi-primary operators in defining irreducible representations of the Lorentz group since the latter uplift to quasi-primary operators in defining irreducible representations of the conformal group.

In Section 4, the most useful differential operator appearing in the OPE is obtained after a careful treatment of all first-order differential operators which are well defined on the light-cone. The differential operator is a tensorial object that is fully symmetric and traceless with respect to the embedding space metric. Its action on appropriate products of embedding space coordinates is then computed for any number of embedding space coordinates, leading to tensorial functions of the uncontracted embedding space coordinates and the conformal cross-ratios. These new tensorial functions are the proper generalizations to all quasi-primary operators of the Exton function of scalar exchange in four-point correlation functions of four scalars. Several important properties (identities and contiguous relations) of the new tensorial functions are then shown.

Next, Section 5 constructs the most general OPE using consistency conditions coming from homogeneity, transversality and the Lorentz group. A new doubly-transverse embedding space metric, introduced in the context of the OPE differential operator, allows the uplift of quasi-primary operators in general irreducible representations of the Lorentz group to embedding space at the level of the OPE. The OPE is always given in terms of tensor structures that relate the different irreducible representations of the quasi-primary operators and the tensorial differential operator. The former can be seen as the sole quantities containing all non-trivial group-theoretical information. The latter implies that the action of the OPE in correlation functions is known. It is then shown from the OPE that the number of independent tensor structures corresponds to the expected number of OPE coefficients. The tensor structures can be constructed systematically from the Lorentz group information only and do not rely on any conformal information—they are purely group-theoretical objects.

After several consistency checks and useful identities, in Section 6 the OPE is finally exploited in the computation of $M$-point correlation functions. The OPE is used recursively to obtain $M$-point correlation functions from $(M - 1)$-point correlation functions. Two-point correlation functions are given explicitly and three-point correlation functions are given up to simple use of the differential operator. Higher-point correlation functions are computed schematically. It is shown that the new tensorial functions appear directly in four-point correlation functions but some re-summations are still necessary for $(M > 4)$-point correlation functions. A recurrence relation for the seed conformal block of higher-point correlation functions in terms of the action
of the OPE differential operator, which is known, is obtained. A short discussion of the conformal bootstrap with the usual argument showing that associativity of all four-point correlation functions is sufficient to constrain all OPE coefficients is presented.

Section 7 summarizes all the results of this paper by explicitly giving a set of systematic rules allowing the computation of any correlation function. Finally, Section 8 concludes, pointing out what can be done with the formalism introduced here. For completeness and reference, Appendix A provides a lengthy introduction to irreducible representations of $SO(p,q)$ useful for the construction of the several Lorentz group objects appearing throughout the paper. Appendix B lists several properties of the embedding space quantities.

2. Conformal Field Theories in Position Space

This section summarizes some simple properties of CFTs in any dimension $d$ that will be useful when introducing the uplift to embedding space in the next section. The metric is chosen to be mostly-negative, i.e. $g_{\mu \nu} = \text{diag}(+1, -1, \ldots, -1)$, with Lorentz group $SO(d) \equiv SO(1, d-1)$\(^2\). The notation used for quasi-primary operators is free of indices.

2.1. Conformal Algebra in Position Space

The non-trivial part of the conformal algebra in position space is

\[
\begin{align*}
[M_{\mu \nu}, M_{\lambda \rho}] &= -(s_{\mu \nu})^{\delta}_{\lambda} M_{\delta \rho} - (s_{\mu \nu})^{\delta}_{\rho} M_{\lambda \delta}, \\
[M_{\mu \nu}, P_{\lambda}] &= -(s_{\mu \nu})^{\rho}_{\lambda} P_{\rho}, \\
[M_{\mu \nu}, K_{\lambda}] &= -(s_{\mu \nu})^{\rho}_{\lambda} K_{\rho}, \\
[P_{\mu}, K_{\nu}] &= 2i(g_{\mu \nu} D - M_{\mu \nu}), \\
[P_{\mu}, D] &= iP_{\mu}, \\
[K_{\mu}, D] &= -iK_{\mu},
\end{align*}
\]

(2.1)

where $M_{\mu \nu}$ are the Lorentz generators, $P_{\mu}$ are the translation generators, $K_{\mu}$ are the special conformal generators, and $D$ is the dilatation generator. The matrices $s_{\mu \nu}$ are the Lorentz generators in the fundamental vector representation and are given by

\[
(s_{\mu \nu})^{\lambda \rho} = i(\delta_{\mu}^{\lambda} \delta_{\nu}^{\rho} - \delta_{\mu}^{\rho} \delta_{\nu}^{\lambda}).
\]

They satisfy the Lorentz algebra by construction, i.e.

\[
[s_{\mu \nu}, s_{\lambda \rho}] = -(s_{\mu \nu})^{\lambda \gamma}_{\lambda} s_{\gamma \rho} - (s_{\mu \nu})^{\rho \sigma}_{\rho} s_{\lambda \sigma}.
\]

\(^2\)Although the focus is on $SO(1, d-1)$, all equations apply to $SO(p,q)$ as per Appendix A.
2.2. Spinors in Position Space

To completely determine the action of the conformal algebra on all quasi-primary operators, it is convenient to first discuss the fundamental spinor representations of the Lorentz algebra. This is usually accomplished by studying the appropriate Clifford algebras. Since irreducible Clifford representations in even dimensions are reducible Lorentz representations it is convenient to investigate odd and even dimensions separately.

Note that, since the metric has Lorentzian signature, for all dimensions \( d = 1, 2, 3 \mod 8 \) it is possible to impose an independent reality condition on the operators, the Majorana condition, which reduces the number of real degrees of freedom of the fundamental spinor by half. Indeed for such dimensions there is a purely real or a purely imaginary representation of the matrices introduced below.

2.2.1. Odd Dimensions

In odd dimensions the Clifford representations are irreducible spinor representations of the Lorentz algebra. By introducing \( 2^{(d-1)/2} \)-dimensional square \( \gamma \)-matrices which satisfy the Clifford algebra

\[
\gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = 2g^{\mu \nu} \mathbb{1},
\]

it is easy to define Lorentz generators in the fundamental spinor representation by

\[
\sigma_{\mu \nu} = \frac{i}{4} (\gamma^\mu \gamma^\nu - \gamma^\nu \gamma^\mu).
\]

These Lorentz generators satisfy the following identities

\[
\sigma_{\mu \nu} \gamma^\lambda - \gamma^\lambda \sigma_{\mu \nu} = -(s_{\mu \nu})^\lambda \gamma^\lambda, \quad [\sigma_{\mu \nu}, \sigma_{\lambda \rho}] = -((s_{\mu \nu})^\lambda \gamma^\lambda \sigma_{\lambda \rho} - (s_{\mu \nu})_\rho \sigma_{\lambda \rho}^\rho),
\]

and thus verify the Lorentz algebra. Moreover, there exists matrices \( A, C, B \) which relate the adjoint, contragredient and conjugate representations respectively to the original representation (see Section A.2.1). They satisfy the appropriate relations \( (\text{A.1}) \) for \( p = 1 \) and \( q = d - 1 \).

2.2.2. Even Dimensions

In even dimensions the Clifford representations are reducible spinor representations of the Lorentz algebra. To study directly the two irreducible (Weyl) representations obtained, it is necessary to introduce two types of \( 2^{(d-2)/2} \)-dimensional square matrices, \( \gamma \) and \( \tilde{\gamma} \), which satisfy

\[
\gamma^\mu \tilde{\gamma}^\nu + \gamma^\nu \tilde{\gamma}^\mu = 2g^{\mu \nu} \mathbb{1}, \quad \tilde{\gamma}^\mu \gamma^\nu + \tilde{\gamma}^\nu \gamma^\mu = 2g^{\mu \nu} \mathbb{1}.
\]
By defining the Lorentz generators in the two fundamental spinor representations as

\[ \sigma_{\mu\nu} = \frac{i}{4}(\gamma_\mu \tilde{\gamma}_\nu - \gamma_\nu \tilde{\gamma}_\mu), \]
\[ \tilde{\sigma}_{\mu\nu} = \frac{i}{4}(\tilde{\gamma}_\mu \gamma_\nu - \tilde{\gamma}_\nu \gamma_\mu), \]

it is a simple matter to verify that

\[ \sigma_{\mu\nu} \gamma_\lambda - \gamma_\lambda \tilde{\sigma}_{\mu\nu} = -(s_{\mu\nu})_\lambda^{\lambda' \gamma_{\lambda'}}, \]
\[ \tilde{\sigma}_{\mu\nu} \tilde{\gamma}_\lambda - \tilde{\gamma}_\lambda \sigma_{\mu\nu} = -(s_{\mu\nu})_\lambda^{\lambda' \tilde{\gamma}_{\lambda'}}, \]
\[ [\sigma_{\mu\nu}, \sigma_{\lambda\rho}] = -(s_{\mu\nu})_\lambda^{\lambda' \sigma_{\lambda'\rho}} - (s_{\mu\nu})_\rho^{\rho' \sigma_{\lambda'\rho'}}, \]
\[ [\tilde{\sigma}_{\mu\nu}, \tilde{\sigma}_{\lambda\rho}] = -(s_{\mu\nu})_\lambda^{\lambda' \sigma_{\lambda'\rho}} - (s_{\mu\nu})_\rho^{\rho' \tilde{\sigma}_{\lambda'\rho'}}. \]

As expected, the two Lorentz generators satisfy the Lorentz algebra. Finally, there also exists matrices \( A, C, B \) and \( \tilde{A}, \tilde{C}, \tilde{B} \) which relate the adjoint, contragredient and conjugate representations respectively to the two original representations (see Section A.2.2). They satisfy the appropriate relations (A.3) for \( p = 1 \) and \( q = d - 1 \).

### 2.3. Quasi-Primary Operators in Position Space

Quasi-primary operators are labeled by their irreducible (finite-dimensional and non-unitary) representations of the Lorentz group as well as their conformal dimensions. More importantly though, they are operators which transform under the conformal algebra in specific ways. Indeed, the action of the conformal algebra on a quasi-primary operator \( O^{(x)}(x) \) in position space is

\[ [M_{\mu\nu}, O^{(x)}(x)] = -i \left( x_\mu \frac{\partial}{\partial x_\nu} - x_\nu \frac{\partial}{\partial x_\mu} \right) O^{(x)}(x) - (\sigma_{\mu\nu} O^{(x)})(x), \]
\[ [P_\mu, O^{(x)}(x)] = -i \frac{\partial}{\partial x_\mu} O^{(x)}(x), \]
\[ [K_\mu, O^{(x)}(x)] = -i \left( 2 x_\mu x_\nu \frac{\partial}{\partial x_\nu} - x^2 \frac{\partial}{\partial x_\mu} + 2 \Delta \delta_\mu \delta_\nu O^{(x)} \right) O^{(x)}(x) - 2 x_\nu (\sigma_{\mu\nu} O^{(x)})(x), \]
\[ [D, O^{(x)}(x)] = -i \left( x_\mu \frac{\partial}{\partial x_\mu} + \Delta \delta_\mu \right) O^{(x)}(x). \]

Irreducible representations of the Lorentz group, which are denoted by a set of non-negative integers \( N^O = \{ N_1^O, \ldots, N_r^O \} \) with \( r \) the rank of the Lorentz group, can be solely written in terms of fundamental spinor indices with specific symmetry properties. The Lorentz generators for quasi-primary operators are therefore appropriate sums of the generators in the fundamental spinor representation (with the Majorana condition imposed if possible) as above. Thus, when
all \( n_\mathcal{O} \) quasi-primary operator indices are chosen to be fundamental spinor indices, where

\[
d \text{odd:} \quad n_\mathcal{O} \equiv 2S_\mathcal{O} = 2 \sum_{i=1}^{r-1} N^\mathcal{O}_i + N^\mathcal{O}_r,
\]

\[
d \text{even:} \quad n_\mathcal{O} \equiv 2S_\mathcal{O} = 2 \sum_{i=1}^{r-2} N^\mathcal{O}_i + N^\mathcal{O}_{r-1} + N^\mathcal{O}_r,
\]

and \( S_\mathcal{O} \) is the “spin” of the quasi-primary operator, an index-free notation can be used. In this notation, spinor index contraction is written without parenthesis when the contraction occurs on one particular spinor index only and with parenthesis when the contraction occurs on all spinor indices of the quasi-primary operator \( \mathcal{O}^{(x)}_{\alpha_1 \cdots \alpha_{n_\mathcal{O}}}(x) \), e.g.

\[
\sigma^{(i)}_{\mu \nu} \mathcal{O}^{(x)}(x) \equiv (\sigma_{\mu \nu})_{\alpha_i \beta_i} \mathcal{O}^{(x)}_{\alpha_1 \cdots \beta_i \cdots \alpha_{n_\mathcal{O}}}(x),
\]

\[
(\sigma_{\mu \nu} \mathcal{O}^{(x)}(x))(y) \equiv \sum_{i=1}^{n_\mathcal{O}} (\sigma_{\mu \nu})_{\alpha_i \beta_i} \mathcal{O}^{(x)}_{\alpha_1 \cdots \beta_i \cdots \alpha_{n_\mathcal{O}}}(x).
\]

When no sums are involved, the superscript \((i)\) indicates which spinor index is contracted. Although different types of spinor indices can exist (e.g. up and down or tilde and untild), in explicit computations spinor indices of quasi-primary operators are assumed down and untild for simplicity. The reader is referred to Appendix A for more detail on the irreducible representations of \( SO(p,q) \).

Finally, note that \( \Delta_\mathcal{O} \) is the conformal dimension of the quasi-primary operator and that quasi-primary operators located at the origin of position space are annihilated by the special conformal generators, i.e. \([K_\mu, \mathcal{O}^{(x)}(0)] = 0\).

3. Conformal Field Theories in Embedding Space

The action of the conformal algebra on quasi-primary operators (2.2) is rather intricate. Fortunately, it is possible to render it manifestly covariant by going to the embedding space. This section reviews the embedding space formalism [2, 3, 6, 76–81], establishes the notation, and introduces the particular uplift of quasi-primary operators in position space to embedding space. Again, the index-free notation is used for quasi-primary operators.

3.1. Conformal Algebra in Embedding Space

By defining the conformal generators in embedding space as

\[
L_{AB} = \begin{pmatrix}
M_{\mu \nu} & -\frac{1}{2}(P_\mu - K_\mu) & -\frac{1}{2}(P_\mu + K_\mu) \\
\frac{1}{2}(P_\nu - K_\nu) & 0 & -D \\
\frac{1}{2}(P_\nu + K_\nu) & D & 0
\end{pmatrix},
\]

(3.1)
the conformal algebra (2.1) in embedding space is simply $SO(d_E) \equiv SO(2, d)$, i.e.

$$[L_{AB}, L_{CD}] = -(S_{AB})_C^{C'} L_{C'D} - (S_{AB})_{D'}^{D} L_{C'D'},$$

(3.2)

where the metric is $g_{AB} = \text{diag}(+1, -1, \ldots, -1; -1, +1)$. The matrices $S_{AB}$ are the fundamental vector generators of $SO(d_E)$ and are explicitly given by

$$(S_{AB})^{CD} = i(g_A^{C'} g_B^{D} - g_A^{D} g_B^{C'}).$$

The embedding space is a $d_E = d + 2$ dimensional projective space which can be described by the hypercone

$$\eta^2 \equiv g_{AB} \eta^A \eta^B = 0,$$

(3.3)

where $\eta^A = (\eta^\mu, \eta^{d+1}, \eta^{d+2})$ are the coordinates on the hypercone. The connection with position space is given by

$$x^\mu = \frac{\eta^\mu}{-\eta^{d+1} + \eta^{d+2}},$$

due to the projective nature of the cone where $\lambda \eta^A$ is identified with $\eta^A$ for $\lambda > 0$, while the conformal generators are

$$M_{\mu \nu} = L_{\mu \nu}, \quad P_\mu = -(L_{\mu, d+1} + L_{\mu, d+2}), \quad K_\mu = L_{\mu, d+1} - L_{\mu, d+2}, \quad D = -L_{d+1, d+2}.$$

The Casimirs of the conformal algebra are straightforwardly obtained in embedding space from the $SO(d_E)$ algebra. Indeed $SO(d_E)$ has $[d_E/2]$ Casimirs given by

$$d_E \text{ odd:} \quad \{ |L^i| : i \in \mathbb{N}, i \leq [d_E/2] \},$$

$$d_E \text{ even:} \quad \{ |L^i| : i \in \mathbb{N}, i < [d_E/2] \} \cup \{ \epsilon^A_1 \cdots \epsilon_{d_E} L_{A_1 A_2} \cdots L_{A_{d_E-1} A_{d_E}} \},$$

(3.4)

where $|L^n| \equiv (L^n)_A^A$ (for $d_E = 2$, the Casimir can be chosen as $|L^2|$ since $\epsilon^{AB} L_{AB} \propto L_{01}$). This can be seen from the following identities, which can all be shown by induction,

$$[L_{AB}, (L^n)_{CD}] = -(S_{AB})_{C}^{E} (L^n)_{ED} - (S_{AB})_{D}^{E} (L^n)_{CE},$$

$$[L_{AC}, (L^n)_{CB}] = i((d_e - 1)(L^n)_{AB} + (L^n)_{BA} - i g_{AB} |L^n|),$$

(3.5)

$$[L_{AB}, |L^n|] = 0.$$

The second and third identities are obvious consequences of the first identity. The last identity shows that all $|L^n|$ are Casimirs of the $SO(d_E)$ algebra. However, by using $L_{BA} = -L_{AB}$ one can also show that all $|L^{2n+1}|$ can effectively be written in terms of (powers of) the $|L^{2i}|$ with $i \leq n$. Thus the odd $|L^n|$ are not independent Casimirs. Since $d_E \times d_E$ matrices have characteristic polynomials of degree $d_E$, for $d_E$ even and $d_E > 2$, $|L^{d_E}|$ is always expressible in terms of the remaining Casimirs. Since the epsilon tensor is an invariant tensor of the conformal algebra, it is then a trivial matter to show that $\epsilon^{A_1 \cdots A_{d_E}} L_{A_1 A_2} \cdots L_{A_{d_E-1} A_{d_E}}$ is the last
Casimir needed. For future convenience, conformal Casimirs will be denoted by $C_{2n} = |L^{2n}|$ and $C_{\epsilon} = \epsilon^{A_1\cdots A_{d_E}} L_{A_1 A_2} \cdots L_{A_{d_E-1} A_{d_E}}$. Note that going from odd $d_E$ to even $d_E + 1$ the missing Casimir is simply $C_{\epsilon}$ which thus distinguishes between the two irreducible (Weyl) spinor representations of even $d_E + 1$.

3.2. Spinors in Embedding Space

There are several ways to embed the fundamental spinor representations in embedding space. The following way will be particularly convenient to investigate the uplift of generic operators to embedding space, particularly with respect to Lorentz covariance and the Majorana condition. As in position space, it is natural to treat odd and even dimensions separately.

Note that in embedding space, where the metric is $g_{AB} = \text{diag}(+1, -1, \ldots, -1, -1, +1)$, it is for all dimensions $d_E = 3, 4, 5 \mod 8$ that the independent Majorana condition, which halves the number of real degrees of freedom of the fundamental spinor, can be imposed. Since $d_E = d + 2$, it implies that the independent Majorana condition can be imposed in embedding space if and only if it can be imposed in position space. Therefore the lift of quasi-primary operators from position space to embedding space is consistent. The matrices introduced here will straightforwardly have a purely real or purely imaginary representation if the $\gamma$-matrices in position space do.

3.2.1. Odd Dimensions

Define the $2^{(d_E-1)/2}$-dimensional square matrices $\Gamma^A$ in odd dimensions as

$$\Gamma^\mu = \begin{pmatrix} \gamma^\mu & 0 \\ 0 & -\gamma^\mu \end{pmatrix}, \quad \Gamma^{d+1} = \alpha \begin{pmatrix} 0 & 1 \\ -\alpha^2 & 0 \end{pmatrix}, \quad \Gamma^{d+2} = \alpha \begin{pmatrix} 0 & 1 \\ \alpha^2 & 0 \end{pmatrix}.$$

They verify the appropriate algebra

$$\Gamma^A \Gamma^B + \Gamma^B \Gamma^A = 2g^{AB} 1,$$

for $\alpha = \pm 1$ ($\alpha = \pm i$) and are purely real (imaginary) if the $\gamma$-matrices are purely real (imaginary). By defining the $SO(d_E)$ generators in the fundamental spinor representation as

$$\Sigma_{AB} = \frac{i}{4}(\Gamma_A \Gamma_B - \Gamma_B \Gamma_A),$$

one shows that

$$\Sigma_{AB} \Gamma_C - \Gamma_C \Sigma_{AB} = -(S_{AB})_{C''} \Gamma_{C''},$$

$$[\Sigma_{AB}, \Sigma_{CD}] = -(S_{AB})_{C''} \Sigma_{C'' D} - (S_{AB})_{D'} \Sigma_{CD'}.$$
Thus, the \(SO(d_E)\) generators satisfy the appropriate algebra. The \(SO(d_E)\) generators written in terms of the position space matrices are given by

\[
\Sigma_{\mu\nu} = \begin{pmatrix} \sigma_{\mu\nu} & 0 \\ 0 & \sigma_{\mu\nu} \end{pmatrix}, \quad \Sigma_{\mu,d+1} = -\frac{\alpha i}{2} \begin{pmatrix} 0 & \gamma_{\mu} \\ \alpha^2 \gamma_{\mu} & 0 \end{pmatrix}, \\
\Sigma_{\mu,d+2} = -\frac{\alpha i}{2} \begin{pmatrix} 0 & -\gamma_{\mu} \\ \alpha^2 \gamma_{\mu} & 0 \end{pmatrix}, \quad \Sigma_{d+1,d+2} = -\frac{i}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Moreover, as the matrices \(\Gamma\) in embedding space can be written in terms of the matrices \(\gamma\) in position space as shown above, the same can be done for the matrices \(A_{\Gamma}, C_{\Gamma}, B_{\Gamma}\) in embedding space. These matrices relate the adjoint, contragredient, and conjugate representations, respectively, to the original representation (see Section A.2.1). They are simply written in terms of the corresponding ones in position space (with \(p = 1\) and \(q = d - 1\), see Section A.2.1), and are given by

\[
A_{\Gamma} = \alpha \begin{pmatrix} 0 & A \\ (-1)^d \alpha^2 A & 0 \end{pmatrix}, \quad C_{\Gamma} = \begin{pmatrix} 0 & C \\ (-1)^{r+1} C & 0 \end{pmatrix}, \quad B_{\Gamma} = \alpha \begin{pmatrix} (-1)^d \alpha^2 B & 0 \\ 0 & (-1)^{r+1} B \end{pmatrix},
\]

with \(p_E = p + 1 = 2\), \(q_E = q + 1 = d\) and \(r_E = r + 1\). They satisfy the appropriate relations (A.1) for \(r_E\) and \(q_E\) since \(A, C, B\) satisfy the appropriate relations (A.1) for \(r\) and \(q\).

### 3.2.2. Even Dimensions

In even dimensions the two irreducible representations in embedding space are obtained with the help of the \(2^{(d_E-2)/2}\)-dimensional square matrices \(\Gamma^A\) and \(\tilde{\Gamma}^A\), defined as

\[
\Gamma^\mu = \begin{pmatrix} \gamma^\mu & 0 \\ 0 & -\tilde{\gamma}^\mu \end{pmatrix}, \quad \Gamma^{d+1} = \alpha \begin{pmatrix} 0 & \mathbb{1} \\ \alpha^2 \mathbb{1} & 0 \end{pmatrix}, \quad \Gamma^{d+2} = \alpha \begin{pmatrix} 0 & \mathbb{1} \\ \alpha^2 \mathbb{1} & 0 \end{pmatrix}, \\
\tilde{\Gamma}^\mu = \begin{pmatrix} \tilde{\gamma}^\mu & 0 \\ 0 & -\gamma^\mu \end{pmatrix}, \quad \tilde{\Gamma}^{d+1} = \alpha \begin{pmatrix} 0 & \mathbb{1} \\ -\alpha^2 \mathbb{1} & 0 \end{pmatrix}, \quad \tilde{\Gamma}^{d+2} = \alpha \begin{pmatrix} 0 & \mathbb{1} \\ \alpha^2 \mathbb{1} & 0 \end{pmatrix}.
\]

For \(\alpha = \pm 1\) (\(\alpha = \pm i\)), they are purely real (imaginary) if the position space matrices are purely real (imaginary) and they verify the appropriate algebra

\[
\Gamma^A \tilde{\Gamma}^B + \Gamma^B \tilde{\Gamma}^A = 2g^{AB} \mathbb{1}, \\
\tilde{\Gamma}^A \Gamma^B + \tilde{\Gamma}^B \Gamma^A = 2g^{AB} \mathbb{1}.
\]

By defining the \(SO(d_E)\) generators in the two fundamental spinor representations as

\[
\Sigma_{AB} = \frac{i}{4} (\Gamma^A \tilde{\Gamma}^B - \Gamma^B \tilde{\Gamma}^A), \\
\tilde{\Sigma}_{AB} = \frac{i}{4} (\tilde{\Gamma}^A \Gamma^B - \tilde{\Gamma}^B \Gamma^A),
\]
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it is a simple matter to verify that
\[
\Sigma_{AB} \Gamma_C - \Gamma_C \tilde{\Sigma}_{AB} = -(S_{AB})_{C'} \Gamma_{C'},
\]
\[
\tilde{\Sigma}_{AB} \tilde{\Gamma}_C - \tilde{\Gamma}_C \Sigma_{AB} = -(S_{AB})_{C'} \tilde{\Gamma}_{C'},
\]
\[
[S_{AB}, \Sigma_{CD}] = -(S_{AB})_{C'} \Sigma_{C'D} - (S_{AB})_{D'} \Sigma_{C'D},
\]
\[
[\tilde{\Sigma}_{AB}, \tilde{\Sigma}_{CD}] = -(S_{AB})_{C'} \tilde{\Sigma}_{C'D} - (S_{AB})_{D'} \tilde{\Sigma}_{C'D}.
\]
As expected, the two \(SO(d_E)\) generators satisfy the \(SO(d_E)\) algebra. In terms of the position space matrices the generators are
\[
\Sigma_{\mu \nu} = \begin{pmatrix} \sigma_{\mu \nu} & 0 \\ 0 & \bar{\sigma}_{\mu \nu} \end{pmatrix}, \quad \Sigma_{\mu, d+1} = -\alpha i \begin{pmatrix} 0 & \gamma_\mu \\ \alpha^2 \gamma_\mu & 0 \end{pmatrix}, \quad \Sigma_{d+1, d+2} = -\frac{i}{2} \begin{pmatrix} \bar{1} & 0 \\ 0 & -\bar{1} \end{pmatrix},
\]
\[
\Sigma_{\mu, d+2} = -\frac{\alpha i}{2} \begin{pmatrix} 0 & -\bar{\gamma}_\mu \\ \alpha^2 \bar{\gamma}_\mu & 0 \end{pmatrix}, \quad \Sigma_{d+1, d+2} = -\frac{i}{2} \begin{pmatrix} \bar{1} & 0 \\ 0 & -\bar{1} \end{pmatrix}.
\]

Finally, just as the matrices \(\Gamma\) and \(\tilde{\Gamma}\) in embedding space can be written in terms of the matrices \(\gamma\) and \(\bar{\gamma}\) in position space, so can the matrices \(A_\Gamma, C_\Gamma, B_\Gamma\) and \(\tilde{A}_\Gamma, \tilde{C}_\Gamma, \tilde{B}_\Gamma\) in embedding space (see Section A.2.2) be written in terms of the equivalent matrices in position space (with \(p = 1\) and \(q = d - 1\), see Section A.2.2) as
\[
A_\Gamma = a \begin{pmatrix} 0 & \tilde{A} \\ (-1)^d a^2 A & 0 \end{pmatrix}, \quad C_\Gamma = \begin{pmatrix} 0 & \tilde{C} \\ (-1)^{r+1} C & 0 \end{pmatrix}, \quad B_\Gamma = a \begin{pmatrix} (-1)^d a^2 B & 0 \\ 0 & (-1)^{r+1} \tilde{B} \end{pmatrix},
\]
\[
\tilde{A}_\Gamma = a \begin{pmatrix} 0 & A \\ (-1)^d a^2 \tilde{A} & 0 \end{pmatrix}, \quad \tilde{C}_\Gamma = \begin{pmatrix} 0 & C \\ (-1)^{r+1} \tilde{C} & 0 \end{pmatrix}, \quad \tilde{B}_\Gamma = a \begin{pmatrix} (-1)^d a^2 \tilde{B} & 0 \\ 0 & (-1)^{r+1} B \end{pmatrix},
\]

with \(p_E = p + 1 = 2, q_E = q + 1 = d\) and \(r_E = r + 1\). They satisfy the appropriate relations (A.3) for \(r_E\) and \(q_E\) since \(A, C, B\) and \(\tilde{A}, \tilde{C}, \tilde{B}\) satisfy the appropriate relations (A.3) for \(r\) and \(q\).

Again, these relate the adjoint, contragredient, and conjugate representations respectively to the two original representations.

### 3.3. Quasi-Primary Operators in Embedding Space

It is now a trivial matter to lift quasi-primary operators from position space to embedding space. Using quasi-primary operators with spinor indices only, the action of the conformal algebra on a quasi-primary operator \(O(\eta)\) in embedding space is simply
\[
[L_{AB}, O(\eta)] = -i \left( \eta_A \frac{\partial}{\partial \eta^B} - \eta_B \frac{\partial}{\partial \eta^A} \right) O(\eta) - (\Sigma_{AB} O)(\eta),
\]

![Image](image.png)
where the generators $\Sigma_{AB}$ are appropriate sums of the generators in the fundamental spinor representation, as in position space. The action of the conformal algebra on quasi-primary operators in embedding space \((3.6)\) is manifestly covariant, contrary to the action of the conformal algebra on quasi-primary operators in position space \((2.2)\). Although both quasi-primary operators in position space and in embedding space are denoted by $O$, the superscript $(x)$ used for quasi-primary operators in position space $O^{(x)}$ is removed for quasi-primary operators in embedding space $O$.

The connection between quasi-primary operators in embedding space and quasi-primary operators in position space is obtained by imposing the following supplementary conditions on the quasi-primary operators in embedding space (homogeneity and transversality respectively) \([2,3,6,77]\)

\[
\eta^A \partial_{\eta^A} O(\eta) = -\tau_O O(\eta), \quad \eta_A \Gamma^A O(\eta) = \eta_A \tilde{\Gamma}^A O(\eta) = 0, \tag{3.7}
\]

where $\tau_O = \Delta_O - S_O$ is the twist of the quasi-primary operator. Here $\Delta_O$ and $S_O$ are the conformal dimension and spin of the quasi-primary operator in position space, respectively. The homogeneity condition is consistent since it commutes with the conformal algebra in embedding space and the hypercone $\eta^2 = 0$ is preserved when $\eta^A \rightarrow \lambda \eta^A$ with $\lambda > 0$. Therefore, quasi-primary operators in embedding space may be required to satisfy the homogeneity condition. Moreover, note that the homogeneity condition forces $(-\eta^{d+1} + \eta^{d+2})^{\tau O} O(\eta)$ to be a function of the ratios of the $\eta^A$’s, \(i.e.\) functions of $x^\mu$’s only. The transversality condition, which acts on each spinor index independently, reduces the number of degrees of freedom to match the appropriate one in position space, \(e.g.\)

\[
O(\eta) = \begin{pmatrix} O_+(\eta) \\ O_-(\eta) \end{pmatrix} = \begin{pmatrix} O_+(\eta) \\ -\alpha^{-1} x^\mu \tilde{\gamma}_\mu O_+(\eta) \end{pmatrix},
\]

and equivalently for all the other spinor indices of the quasi-primary operator in embedding space.

Therefore, on the light-cone $\eta^2 = 0$, the quasi-primary operator in position space

\[
O(x) \equiv (-\eta^{d+1} + \eta^{d+2})^{\tau O} O(\eta), \tag{3.8}
\]

restricted to the first half of the possible values of the spinor indices, is a function of the coordinates $x^\mu$ only and has the appropriate number of degrees of freedom to describe a quasi-primary operator in position space, \(i.e.\) $O^{(x)}(x) = O_+(x) = (-\eta^{d+1} + \eta^{d+2})^{\tau O} O_+(\eta)$. Most importantly
though, the action of the conformal algebra corresponds to (22) since

\[ [L_{AB}, \mathcal{O}(x)] = [L_{AB}, (-\eta^{d+1} + \eta^{d+2})\tau_{\mathcal{O}} \mathcal{O}(\eta)] \]

\[ = (-\eta^{d+1} + \eta^{d+2})\tau_{\mathcal{O}} [L_{AB}, \mathcal{O}(\eta)] \]

\[ = -i(-\eta^{d+1} + \eta^{d+2})\tau_{\mathcal{O}} \left( \eta_A \frac{\partial}{\partial \eta^B} - \eta_B \frac{\partial}{\partial \eta^A} \right) \mathcal{O}(\eta) - (\Sigma_{AB}\mathcal{O})(x) \]

\[ = -i(-\eta^{d+1} + \eta^{d+2})\tau_{\mathcal{O}} \left( \eta_A \frac{\partial}{\partial \eta^B} - \eta_B \frac{\partial}{\partial \eta^A} \right) (-\eta^{d+1} + \eta^{d+2})\tau_{\mathcal{O}} \mathcal{O}(x) - (\Sigma_{AB}\mathcal{O})(x) \]

\[ = -i \left( \eta_A \frac{\partial x^\mu}{\partial \eta^B} - \eta_B \frac{\partial x^\mu}{\partial \eta^A} \right) \frac{\partial}{\partial x^\mu} \mathcal{O}(x) - (\Sigma_{AB}\mathcal{O})(x) \]

\[ + \frac{1}{-\eta^{d+1} + \eta^{d+2}} \eta_A (-g_B^{d+1} + g_B^{d+2}) \eta_B (-g_A^{d+1} + g_A^{d+2}) \mathcal{O}(x), \]

and \((\mathbb{1}\mathcal{O})(x) = 2S_{\mathcal{O}}\mathcal{O}(x)\) due to the implicit sum on the spinor indices. Thus (3.8) restricted to the first half of the possible values of the spinor indices defines a quasi-primary operator in position space as long as the restriction is implemented last. Denoting spinor indices in embedding space by lower case roman letters \((a, b, \ldots)\) and spinor indices in position space by lower case greek letters \((\alpha, \beta, \ldots)\), and using the following double index notation \(a_i = \tilde{a}_i\) to map spinor indices in embedding space to spinor indices in position space, this restriction can be rewritten as

\[ \mathcal{O}_{a_1 \ldots a_{\mathcal{O}}}|+(\eta) = \mathcal{O}_{a_1^+ \ldots a_{\mathcal{O}}^+}(\eta), \]

where \(-\) indicates the corresponding indices are no longer considered. In this notation, the transversality condition leads to, e.g.

\[ \mathcal{O}_{a_1 \ldots a_{\mathcal{O}}} \mathcal{O} = -\alpha^{-1} x^\mu (\tilde{\gamma}_\mu)_{\tilde{a}_i} \alpha^+_{a_1} \mathcal{O}_{a_1 \ldots a_{\mathcal{O}}} \mathcal{O}(\eta). \]

To complete the lift of quasi-primary operators from position space to embedding space it is necessary to determine how the irreducible representations of the Lorentz group are encoded in embedding space. For scalar and spinor representations the lift is trivial. For \(i\)-index antisymmetric vector representations the lift is accomplished by noting that \(\mathcal{O}^{(x)}_{\alpha\beta}(x) = (\mathcal{P}_{\epsilon_i}^{(\cdot, -)})_{\alpha\beta}^{\beta\alpha'} \mathcal{O}^{(x)}_{\alpha'\beta'}(x)\) (see Appendix A) and thus

\[ \mathcal{O}_{ab}(x) = \begin{pmatrix} O^{\alpha+}_{\beta}(x) & O^{\alpha+}_{\beta}(x) \\ O^{\beta+}_{\alpha}(x) & O^{\beta+}_{\alpha}(x) \end{pmatrix} \begin{pmatrix} \mathcal{O}^{(x)}_{\alpha\beta}(x) & -\alpha^{-1} x^\mu (\tilde{\gamma}_\mu)_{\tilde{a}_i} \mathcal{O}^{(x)}_{\alpha\beta}(x) \\ -\alpha^{-1} x^\mu (\tilde{\gamma}_\mu)_{\tilde{a}_i} \mathcal{O}^{(x)}_{\alpha\beta}(x) & \mathcal{O}^{(x)}_{\alpha\beta}(x) \end{pmatrix} \]

\[ = \begin{pmatrix} (\mathcal{P}_{\epsilon_i}^{(\cdot, -)})_{\alpha\beta}^{\beta\alpha'} \mathcal{O}^{(x)}_{\alpha'\beta'}(x) & -\alpha^{-1} x^\mu (\tilde{\gamma}_\mu)_{\tilde{a}_i} (\mathcal{P}_{\epsilon_i}^{(\cdot, -)})_{\alpha\beta}^{\beta\alpha'} \mathcal{O}^{(x)}_{\alpha'\beta'}(x) \\ -\alpha^{-1} x^\mu (\tilde{\gamma}_\mu)_{\tilde{a}_i} (\mathcal{P}_{\epsilon_i}^{(\cdot, -)})_{\alpha\beta}^{\beta\alpha'} \mathcal{O}^{(x)}_{\alpha'\beta'}(x) & \mathcal{O}^{(x)}_{\alpha\beta}(x) \end{pmatrix} \]

\[ = \begin{pmatrix} (\mathcal{T}_{\epsilon_i})_{\alpha\beta}^{\mu_1 \cdots \mu_1} & -\alpha^{-1} x^\mu (\tilde{\gamma}_\mu)_{\tilde{a}_i} (\mathcal{T}_{\epsilon_i})_{\alpha\beta}^{\mu_1 \cdots \mu_1} \\ -\alpha^{-1} x^\mu (\tilde{\gamma}_\mu)_{\tilde{a}_i} (\mathcal{T}_{\epsilon_i})_{\alpha\beta}^{\mu_1 \cdots \mu_1} & \mathcal{O}^{(x)}_{\mu_1 \cdots \mu_1}(x) \end{pmatrix} \]

\[ = (\mathcal{P}_{\epsilon_{i+1}}^{(\cdot, -)})_{ab}^{\beta\alpha'} \mathcal{O}^{(x)}_{\alpha'\beta'}(x), \]
where for simplicity the indices are chosen for even dimensions with \( r \) and \( i \) even. Thus \( i \)-index antisymmetric vector representations are lifted to \((i + 1)\)-index antisymmetric vector representations in embedding space. In other words, since the previous proof also holds for (anti-)self-dual vector representations, quasi-primary operators in defining representations of the Lorentz group uplift to quasi-primary operators in defining representations of the conformal group.

Since more general irreducible representations in position space are simple symmetrizations of the defining representations, this seems to show that a quasi-primary operator \( \mathcal{O}^{(x)} \) in position space in a general irreducible \( SO(1,d-1) \) representation given by \( N^O = \{ N_1^O, \ldots, N_r^O \} \) is lifted to a quasi-primary operator \( \mathcal{O} \) in embedding space in an irreducible representation \( N_E^O = \{ 0, N_1^O, \ldots, N_r^O \} \) of \( SO(2,d) \). If it were not for the tracelessness condition of irreducible representations in position space, the previous statement would be correct. Indeed, since the tracelessness condition of irreducible representations in embedding space is different than the tracelessness condition of irreducible representations in position space due to the trace of the \( SO(2,d) \) metric being larger than the trace of the \( SO(1,d-1) \) metric, the previous statement cannot be right and must be modified accordingly. The necessary modification will be made precise in the OPE with the introduction of a new metric, better suited to implement the position space tracelessness condition directly in embedding space.

4. Differential Operators in Embedding Space

The appropriate metric necessary to uplift quasi-primary operators in general irreducible \( SO(1,d-1) \) representations appears naturally from the study of the different differential operators in embedding space. Since the OPE \([11]\) represents the product of two quasi-primary operators in terms of a series of quasi-primary operators, differential operators are needed to generate conformal descendants. Thus the OPE must contain well-defined differential operators \( aD_{ij}^k(\eta_1, \eta_2) \) which act on the quasi-primary operators.

4.1. A Differential Operator

In [80], it was shown that the differential operator \( aD_{ij}^k(\eta_1, \eta_2) \) appearing in the OPE \([11]\) is built solely with the help of a specific differential operator and its square. For convenience with correlation function computations from the OPE, another differential operator will be introduced in this section. For completeness, this section first reviews some of the results of [80] (see also [82][83] for related results).

The only consistent differential operators with one derivative which are well defined on the light-cone are

\[
\Theta = \eta^A \frac{\partial}{\partial \eta^A}, \quad \mathcal{L}_{AB} = i \left( \eta_A \frac{\partial}{\partial \eta^B} - \eta_B \frac{\partial}{\partial \eta^A} \right),
\]

(4.1)
where $\Theta$ is the homogeneity operator defined in \textbf{(3.7)}, while $\mathcal{L}_{AB}$ is the conformal generator in embedding space and thus satisfies the conformal algebra \textbf{(3.2)}. With two derivatives, there is only one consistent differential operator which is not built from \textbf{(4.1)}. It is the well-known Thomas-Todorov operator \textbf{[3][8][2][83]} given by

$$
\mathcal{K}_A = \left( \eta^\mu \frac{\partial}{\partial \eta^\mu} + \frac{d}{2} \right) \frac{\partial}{\partial \eta^A} - \frac{1}{2} \eta_A \frac{\partial}{\partial \eta_B} \frac{\partial}{\partial \eta^B}.
$$

\textbf{(4.2)}

The non-trivial commutation relations satisfied by the homogeneity operator, the conformal generators, and the Thomas-Todorov operator \textbf{(4.1) and (4.2)} form a closed system and are

$$\left[ \mathcal{L}_{AB}, \mathcal{L}_{CD} \right] = -i(g_{AC}\mathcal{L}_{BD} - g_{BC}\mathcal{L}_{AD} + g_{AD}\mathcal{L}_{CB} - g_{BD}\mathcal{L}_{CA}),$$

$$\left[ \Theta, \mathcal{K}_A \right] = -\mathcal{K}_A, \quad \left[ \mathcal{L}_{AB}, \mathcal{K}_C \right] = i(g_{BC}\mathcal{K}_A - g_{AC}\mathcal{K}_B).$$

From the embedding space coordinates $\eta^A = (\eta^\mu, \eta^{d+1}, \eta^{d+2})$ and the new embedding space coordinates $\tilde{\eta}^A = (x^\mu, k, \eta^2)$ where

$$
\eta^\mu = k x^\mu, \quad \eta^{d+1} = \frac{\eta^2 - k^2(1 + x^2)}{2k}, \quad \eta^{d+2} = \frac{\eta^2 + k^2(1 - x^2)}{2k},$$

or equivalently

$$x^\mu = \frac{\eta^\mu}{-\eta^{d+1} + \eta^{d+2}}, \quad k = -\eta^{d+1} + \eta^{d+2}, \quad \eta^2 = \eta^\mu \eta_\mu - (\eta^{d+1})^2 + (\eta^{d+2})^2,$$  

it is easy to verify that

$$\Theta = k \frac{\partial}{\partial k} + 2\eta^2 \frac{\partial}{\partial \eta^2},$$

$$\mathcal{L}_{AB} = \frac{i}{k} \left\{ \eta_A [g_B^{\mu} - (-g_B^{d+1} + g_B^{d+2})x^\mu] - \eta_B [g_A^{\mu} - (-g_A^{d+1} + g_A^{d+2})x^\mu] \right\} \frac{\partial}{\partial x^\mu}$$

$$+ i \left[ \eta_A (-g_B^{d+1} + g_B^{d+2}) - \eta_B (-g_A^{d+1} + g_A^{d+2}) \right] \frac{\partial}{\partial k},$$

$$\mathcal{K}_A = -\frac{\eta_A}{2k} \frac{\partial}{\partial x^\mu} \frac{\partial}{\partial x^\mu} + \frac{1}{k} g_A^{\mu} - (-g_A^{d+1} + g_A^{d+2})x^\mu \left( \frac{k}{\partial k} + 2\eta^2 \frac{\partial}{\partial \eta^2} + \frac{d}{2} \right) \frac{\partial}{\partial x^\mu}$$

$$+ (-g_A^{d+1} + g_A^{d+2}) \left( \frac{k}{\partial k} + 2\eta^2 \frac{\partial}{\partial \eta^2} + \frac{d + 2}{2} \right) \frac{\partial}{\partial k} + 2\eta_A \eta^2 \frac{\partial}{\partial \eta^2} \frac{\partial}{\partial \eta^2},$$

Hence $\Theta$, $\mathcal{L}_{AB}$ and $\mathcal{K}_A$ do not have derivatives with respect to $\eta^2$ on the light-cone and are thus well defined on the light-cone \textbf{[3]}

From the homogeneity condition \textbf{(3.7)}, the differential operator $\Theta$ does not generate conformal descendants and as such it is not a genuine differential operator. It is however quite useful to simplify the differential operator $a \mathcal{D}_{ij}^k (\eta_1, \eta_2)$ that will ultimately appear in the OPE.

\textbf{[3] A differential operator is well defined on the light-cone if its effect on a smooth function $f(\eta) = \eta^2 g(\eta)$ which vanishes on the light-cone is consistent on the light-cone $\eta^2 = 0$. For example, $\Theta f(\eta) = 2\eta^2 g(\eta) + \eta^2 \Theta g(\eta) = 0$ while $\frac{\partial}{\partial \eta^2} f(\eta) = 2\eta_A g(\eta) + \eta^2 \frac{\partial}{\partial \eta^2} g(\eta) \neq 0$ on the light-cone $\eta^2 = 0$. Thus $\Theta$ (and $\mathcal{L}_{AB}$ and $\mathcal{K}_A$) is a well-defined differential operator in embedding space while $\frac{\partial}{\partial \eta^2}$ is not.}
In order to narrow the possible differential operators to a single candidate, it is convenient now to discuss some properties of the embedding space. First, since Casimirs are not genuine differential operators, it is straightforward to conclude from (3.5) and the results above that all possible non-trivial differential operators can be written as linear combinations of \((L^n)_{AB}\) for all \(n > 0\) and \(K_A\). By defining a differential operator 
\[ D_{n,AB} = \eta_A \eta_B \partial^2 S_n + \eta_A \partial_B T_n + \eta_B \partial_A U_n + g_{AB} V_n \]
where the derivatives act on the right and all \(S_n, T_n, U_n\) and \(V_n\) can depend on the homogeneity operator \(\Theta\), one has by recurrence
\[ D_{n+1,AB} = (L D_n)_{AB} = \mathcal{L}_{AC} D_{n,AB} \]
which translates to
\[ S_{n+1} = i(d_E - 2 + \Theta)S_n + iU_n, \]
\[ T_{n+1} = i(d_E - 2 + \Theta)T_n + iU_n + iV_n, \]
\[ U_{n+1} = i(1 - \Theta)U_n - iV_n, \]
\[ V_{n+1} = -i\Theta U_n. \]

For \((L^n)_{AB} = (L^2)_{AB} A_n + \mathcal{L}_{AB} B_n + g_{AB} C_n\), where \(A_n, B_n\) and \(C_n\) are functions of the homogeneity operator \(\Theta\), the initial values are \(S_1 = 0, T_1 = i, U_1 = -i, V_1 = 0\) and the recurrence relations are solved for
\[ S_n = \frac{-i^n [(1 + \Theta)(d_E - 2 + \Theta)^n + (d_E - 3 + \Theta)(-\Theta)^n - (d_E - 2 + 2\Theta)]}{(1 + \Theta)(d_E - 3 + \Theta)(d_E - 2 + 2\Theta)}, \]
\[ T_n = \frac{i^n [(1 + \Theta)(d_E - 4 + 2\Theta)(d_E - 2 + \Theta)^n - 2(d_E - 3 + \Theta)(-\Theta)^n + (1 - \Theta)(d_E - 2 + 2\Theta)]}{(1 + \Theta)(d_E - 3 + \Theta)(d_E - 2 + 2\Theta)}, \]
\[ U_n = \frac{-i^n [1 - (-\Theta)^n]}{1 + \Theta}, \]
\[ V_n = \frac{i^n \Theta [1 - (-\Theta)^{n-1}]}{1 + \Theta}. \]

\(^4\)Self-contractions of the Thomas-Todorov operator can be discarded since \(4 \mathcal{K}_A \mathcal{K}_A = \eta^2 \partial^2 \partial^2\) which vanishes on the light-cone.
Therefore the differential operator \((\mathcal{L}^n)_{AB}\) is given by

\[
(\mathcal{L}^n)_{AB} = \eta_A \eta_B \partial^2 S_n + \eta_A \partial_B T_n + \eta_B \partial_A U_n + g_{AB} V_n
\]

\[
= \left[ \eta_A \eta_B \partial^2 + \eta_A \partial_B \frac{T_n + U_n - (1 - \Theta)S_n}{S_n} + \eta_B \partial_A (1 - \Theta) + g_{AB} (-\Theta) \right] S_n
\]

\[
- (\eta_A \partial_B - \eta_B \partial_A) [U_n - (1 - \Theta)S_n] + g_{AB} (V_n + \Theta S_n)
\]

\[
= [\eta_A \eta_B \partial^2 - \eta_A \partial_B (d_E - 3 + \Theta) + \eta_B \partial_A (1 - \Theta) + g_{AB} (-\Theta)] S_n
\]

\[
+ i(\eta_A \partial_B - \eta_B \partial_A) [iU_n - i(1 - \Theta)S_n] + g_{AB} (V_n + \Theta S_n)
\]

\[
= (\mathcal{L}^2)_{AB} A_n + \mathcal{L}_{AB} B_n + g_{AB} C_n,
\]

where \(A_n = S_n\), \(B_n = iU_n - i(1 - \Theta)S_n\) and \(C_n = V_n + \Theta S_n\). Because the homogeneity operator commutes with the conformal generator, one concludes that, apart from \(\mathcal{K}_A\), all non-trivial differential operators appearing in the OPE are functions of uncontracted \(\mathcal{L}_{AB}\) and \((\mathcal{L}^2)_{AB}\) only, higher powers of \(\mathcal{L}_{AB}\) are redundant. Moreover, since

\[
\mathcal{L}_{AB} \mathcal{K}^B = -i \Theta \mathcal{K}_A + \frac{i}{2} \eta^2 \partial_A \partial^2,
\]

\[
(\mathcal{L}^2)_{AB} \mathcal{K}^B = -\Theta^2 \mathcal{K}_A + \eta^2 \left( \mathcal{K}_A - \frac{d - 2}{2} \partial_A \right) \partial^2,
\]

all remaining products which are well defined on the light cone \(\eta^2 = 0\) are linear combinations of uncontracted \(\mathcal{L}_{AB}\), \((\mathcal{L}^2)_{AB}\) and \(\mathcal{K}_A\) with different factors that are functions of \(\Theta\). An analog result has been obtained in [33] by studying the symmetries of the Laplacian operator.

In (1.1), the OPE differential operator \(\alpha \mathcal{D}_{ij} (\eta_1, \eta_2)\) involves two embedding space coordinates on the hypercone, \(\eta_1\) and \(\eta_2\), with derivatives at \(\eta_2\). With the extra embedding space coordinate \(\eta_1\), it is straightforward to verify that

\[
\mathcal{K}_{2A} = - \frac{1}{2(\eta_1 \cdot \eta_2)} [(\eta_1 \cdot \mathcal{L}_2^A) + i(\eta_1 \cdot \mathcal{L}_2^A)(\Theta_2 - 1) + \eta_1(\Theta_2)].
\]

Hence, with the introduction of another embedding space coordinate, there is thus only one independent differential operator which is well defined on the light-cone. Therefore, all non-trivial differential operators appearing in the OPE are functions of uncontracted \(\mathcal{L}_{AB}\) and \((\mathcal{L}^2)_{AB}\) acting at \(\eta_2\).

Following [2][3][4], in [80] the candidate differential operator (at \(\eta_i\) and \(\eta_j\) with derivatives at \(\eta_j\) for future convenience) appearing in the OPE was chosen as

\[
\mathcal{D}_{ij}^A = \frac{1}{(\eta_i \cdot \eta_j)^2} [-i(\eta_i \cdot \mathcal{L}_j)^A - \eta_i^A \Theta_j] = (\eta_i \cdot \eta_j)^{\frac{1}{2}} A_{ij}^A \partial_B,
\]

\[
\mathcal{D}_{ij}^2 = \mathcal{D}_{ij}^A \mathcal{D}_{ij} A = (\eta_i \cdot \eta_j) \partial_j^2 - \eta_i \cdot \partial_j (d_E - 4 + 2\Theta_j) = (\eta_i \cdot \eta_j) \partial_j^2 - (d_E - 2 + 2\Theta_j) \eta_i \cdot \partial_j,
\]

\[
(4.3)
\]
where

\[ A_{ij}^{AB} = \frac{1}{(\eta_i \cdot \eta_j)}[(\eta_i \cdot \eta_j)g^{AB} - \eta_i^A \eta_j^B - \eta_i^B \eta_j^A]. \tag{4.4} \]

Indeed, from (4.3) it is straightforward to show that \( {\mathcal L}_j^{AB} \) can be expressed as a combination of \( {\mathcal D}_{ij}^A \) and \( \Theta_j \), i.e.

\[ {\mathcal L}_j^{AB} = \frac{i}{(\eta_i \cdot \eta_j)^{1/2}}(\eta_j^A {\mathcal D}_i^B - \eta_i^B {\mathcal D}_i^A) - \frac{i}{(\eta_i \cdot \eta_j)}(\eta_i^A \eta_j^B - \eta_i^B \eta_j^A)\Theta_j. \]

Hence \( {\mathcal L}_j^{AB} \) and \( (\Theta_j)^2 \) are formally replaced by \( {\mathcal D}_{ij}^A \) and its square \( {\mathcal D}_{ij}^2 \) respectively.

It is important to note here that although \( \Theta \) is the homogeneity operator defined in (3.7), which acts trivially and does not play a role in generating conformal descendants, it is nevertheless used in the construction of \( {\mathcal D}_{ij}^A \). Including \( \Theta \) leads to the metric \( A_{ij}^{AB} \) which is naturally doubly transverse. Indeed, \( A_{ij}^{AB} \) can be seen as a doubly-transverse metric since it satisfies the following properties,

\[ A_{ij}^{AB} = A_{ji}^{AB} = A_{ji}^{BA} = A_{ij}^{BA}, \quad \eta_iA_{ij}^{AB} = \eta_jA_{ij}^{AB} = 0, \quad A_{ij}^{AC}A_{ij}^{CB} = A_{ij}^{AB}. \]

In fact, with its trace being \( A_{ij}^A = d \) as in position space, it will be shown later that the metric \( (4.4) \) is the appropriate metric needed to uplift quasi-primary operators in general irreducible \( SO(1,d-1) \) representations to embedding space.

The differential operators (4.3) satisfy the following identities

\[ [D_{ij}^A, D_{ij}^B] = \frac{1}{(\eta_i \cdot \eta_j)^{1/2}}(\eta_i^A D_{ij}^B - \eta_i^B D_{ij}^A), \quad [\Theta_i, D_{ij}^A] = \frac{1}{2} D_{ij}^A, \quad [\Theta_j, D_{ij}^A] = -\frac{1}{2} D_{ij}^A, \]

\[ D_{ij}^B \eta_j^A - \eta_j^A D_{ij}^B = (\eta_i \cdot \eta_j)^{1/2} A_{ij}^{AB}, \]

\[ [D_{ij}^A, D_{ij}^2] = \frac{2}{(\eta_i \cdot \eta_j)^{1/2}} \eta_i^A D_{ij}^2, \quad [\Theta_i, D_{ij}^2] = D_{ij}^2, \quad [\Theta_j, D_{ij}^2] = -D_{ij}^2, \]

\[ D_{ij}^2 \eta_j^A - \eta_j^A D_{ij}^2 = 2(\eta_i \cdot \eta_j)^{1/2} D_{ij}^A - d \eta_i^A. \]

Thus, the differential operators (4.3) have well-defined degrees of homogeneity with respect to \( \eta_i \) and \( \eta_j \) and they commute with \( (\eta_i \cdot \eta_j) \).

Some of the commutation relations in (4.5) can be generalized by recurrence to arbitrary powers of the scalar differential operators. Indeed, for \( h \in \mathbb{R} \) one has by recurrence

\[ [D_{ij}^A, D_{ij}^{2h}] = \frac{2h}{(\eta_i \cdot \eta_j)^{1/2}} \eta_i^A D_{ij}^{2h}, \quad [\Theta_i, D_{ij}^{2h}] = h D_{ij}^{2h}, \quad [\Theta_j, D_{ij}^{2h}] = -h D_{ij}^{2h}, \]

\[ D_{ij}^{2h} \eta_j^A - \eta_j^A D_{ij}^{2h} = 2h(\eta_i \cdot \eta_j)^{1/2} D_{ij}^A D_{ij}^{2(h-1)} - h(d + 2h - 2) \eta_i^A D_{ij}^{2(h-1)}. \tag{4.6} \]

\(^5\)It is of interest to note that the differential operator \( D_{ij}^A \) first introduced in \([2]\) is proportional to a simple contraction of the Thomas-Todorov operator used in \([4]\).

\(^6\)Note here that the explicit \( i \) in the pre-factors is the imaginary number \( i^2 = -1 \), it is not related to \( \eta_i \). Moreover, although \( \eta_i \) appears on the right-hand side of the identity, it does not appear on the left-hand side.
The generalized commutation relations (4.6) suggest a final differential operator with even more interesting properties than $\mathcal{D}^A_{ij}$.

### 4.2. A Better Differential Operator

The most useful differential operator for the OPE is not $\mathcal{D}^A_{ij}$ but rather

$$
\mathcal{D}^A_{ij|h} = \frac{\eta^A_{ij}}{(\eta^i \cdot \eta^j)^{\frac{1}{2}}} \mathcal{D}^2_{ij} + 2h \mathcal{D}^A_{ij} - h(d + 2h - 2) \frac{\eta^A_{ij}}{(\eta^i \cdot \eta^j)^{\frac{1}{2}}},
$$

(4.7)

as motivated by the last commutation relation in (4.6). It satisfies several identities, for example

$$
\eta_i A \mathcal{D}^A_{ij|h} = (\eta_i \cdot \eta_j)^{\frac{1}{2}} \mathcal{D}^2_{ij}, \quad \eta_j A \mathcal{D}^A_{ij|h} = -h(d + 2h - 2)(\eta_i \cdot \eta_j)^{\frac{1}{2}},

\mathcal{D}^A_{ij|h} \eta_{ij} A = (h - 1)(d - 2h)(\eta_i \cdot \eta_j)^{\frac{1}{2}}, \quad \mathcal{D}^{2h}_i \mathcal{D}^A_{ij|h'} = \mathcal{D}^A_{ij|h + h'} \mathcal{D}^{2h}_{ij}.
$$

It is straightforward to generate extra identities from the definitions above. However, the most important identity corresponds to the last commutation relation in (4.6) which can be rewritten in terms of the new differential operator (4.7) as

$$
\mathcal{D}^{2h}_i \eta^A_{ij} = (\eta_i \cdot \eta_j)^{\frac{1}{2}} \mathcal{D}^A_{ij|h} \mathcal{D}^{2(h-1)}_{ij}, \quad \mathcal{D}^A_{ij|h} \mathcal{D}^{2(h-1)}_{ij} = \frac{1}{(\eta^i \cdot \eta^j)^{\frac{1}{2}}} \mathcal{D}^{2h}_i \eta^A_{ij}.
$$

(4.8)

By applying (4.8) recursively for two $\eta_j$'s, it is clear that

$$
\mathcal{D}^A_{ij|h + 1} \mathcal{D}^B_{ij|h} = \mathcal{D}^B_{ij|h + 1} \mathcal{D}^A_{ij|h}, \quad \mathcal{D}^A_{ij|h + 1} \mathcal{D}^h_{ij|hA} = 0,
$$

as can also be seen directly from the definition (4.7). Then clearly one has

$$
\mathcal{D}^{2h}_i \eta^A_{ij} \cdots \eta^A_{ij} = (\eta_i \cdot \eta_j)^{\frac{n}{2}} \mathcal{D}^{A_1}_{ij|h} \cdots \mathcal{D}^{A_n}_{ij|h-(n-1)} \mathcal{D}^{2h_{(n-n)}}_{ij},
$$

and the differential operator

$$
\mathcal{D}^{(d,h,n)A_1 \cdots A_n}_{ij} \equiv \mathcal{D}^{A_n}_{ij|h+n} \cdots \mathcal{D}^{A_1}_{ij|h+1} \mathcal{D}^{2h}_{ij} = \frac{1}{(\eta^i \cdot \eta^j)^{\frac{1}{2}}} \mathcal{D}^{2h+n}_{ij} \eta^A_{ij} \cdots \eta^A_{ij},
$$

(4.9)

is fully symmetric and traceless with respect to the metric $g_{AB}$.

It is important to point out that both $\mathcal{D}^A_{ij}$ and $\mathcal{D}^2_{ij}$ can be expressed in terms of $\mathcal{D}^A_{ij|h}$. Indeed, the scalar differential operator can be expressed in terms of $\mathcal{D}^A_{ij|h}$ by contracting with the metric $A^A_{ij}$, as in

$$
\mathcal{D}^A_{ij} = \frac{1}{2h} \mathcal{D}^A_{ij|h} - \frac{1}{4h(d + 2h)} (\eta^i \cdot \eta^j)^{\frac{1}{2}} A^A_{ij|h} \mathcal{D}^{h}_{ij|h} + (d/2 + h - 1) \frac{\eta^A_{ij}}{(\eta^i \cdot \eta^j)^{\frac{1}{2}}},
$$

while the vector differential operator $\mathcal{D}^A_{ij}$ is given by

$$
\mathcal{D}^A_{ij} = \frac{1}{2h} \mathcal{D}^A_{ij|h} - \frac{1}{4h(d + 2h)} (\eta^i \cdot \eta^j)^{\frac{1}{2}} A^A_{ij|h} \mathcal{D}^{h}_{ij|h} + (d/2 + h - 1) \frac{\eta^A_{ij}}{(\eta^i \cdot \eta^j)^{\frac{1}{2}}}.
$$
Since $\mathcal{L}^A_{ij}$ can be written as a function of $\mathcal{D}^A_{ij}$, it can also be written as a function of (4.7),

$$\mathcal{L}^A_{ij} = \frac{i}{2\hbar} \frac{1}{(\eta_i \cdot \eta_j)^{\frac{1}{2}}} (\eta_i^A D^B_{ij|h} - \eta_j^B D^A_{ij|h}) - i(d/2 + h) \frac{1}{(\eta_i \cdot \eta_j)} (\eta_i^A \eta_j^B - \eta_j^B \eta_i^A) \Theta_j,$$

suggesting to write the OPE in terms of (4.7).

In fact, with its exceptional properties, it is clear that it will be very convenient to define the OPE with the differential operator (4.9). This statement can be made explicit by looking at the differential operator (4.9) acting on free $\eta$’s, as in

$$\mathcal{D}^{(d,h,n)}_{ij} \eta_{j}^{A+1} \cdots \eta_{j}^{A+n} = (\eta_i \cdot \eta_j)^{\frac{1}{2}} \mathcal{D}^{(d,h-k,n+k)}_{ij} \eta_{j}^{A+1} \cdots \eta_{j}^{A+n}.$$

Hence free $\eta$’s appearing in computations of correlation functions can be properly taken into account with the differential operator (4.9). Before returning to the uplift of quasi-primary operators in general irreducible representations of the Lorentz group, it is appropriate to study the action of the differential operator $\mathcal{D}^{(d,h,n)}_{ij}$ in $M$-point correlation functions.

### 4.3. General Function for $(M > 3)$-Point Correlation Functions

In general, the computation of $M$-point correlation functions from the OPE leads to the study of the tensorial functions

$$I^{(d,h,n;p)A_1 \cdots A_n}_{ij} = \mathcal{D}^{(d,h,n)}_{ij} A_1 \cdots A_n \prod_{a \neq i,j} \frac{1}{(\eta_j \cdot \eta_a)^{p_a}}.$$ (4.10)

For $M$-point correlation functions at embedding space coordinates $\eta_i$ to $\eta_M$, the product over $a$ runs from 1 to $M$. From the fact that powers of $(\eta_i \cdot \eta_j)$ commute with $\mathcal{D}^{(d,h,n)}_{ij}$ and that $(\eta_i \cdot \eta_j) = 0$, the product can be restricted to all $a \neq i, j$ without loss of generality.

To proceed, it is useful to homogeneize the differential operator (4.9) and the quantity (4.10). There are several ways to accomplish this for $M > 3$. Without introducing any powers of $(\eta_j \cdot \eta_a)$ for all $a \neq i, j$ (which would not commute with the derivatives) the simplest expressions are made out of two extra embedding space coordinates $\eta_k$ and $\eta_\ell$, such that

$$\mathcal{D}^A_{ij;k} = \frac{(\eta_i \cdot \eta_j)^{\frac{1}{2}} (\eta_k \cdot \eta_j)^{\frac{1}{2}}}{(\eta_i \cdot \eta_k)^{\frac{1}{2}} (\eta_j \cdot \eta_k)^{\frac{1}{2}}} \mathcal{D}^A_{ij|k},$$

$$\mathcal{D}^{(d,h,n)}_{ij;\ell} = \frac{(\eta_i \cdot \eta_j)^{h+\frac{1}{2}} (\eta_{\ell} \cdot \eta_j)^{h+\frac{1}{2}}}{(\eta_i \cdot \eta_{\ell})^{h+\frac{1}{2}} (\eta_j \cdot \eta_{\ell})^{h+\frac{1}{2}}} \mathcal{D}^{(d,h,n)}_{ij},$$ (4.11)

with $k < \ell$ and $k, \ell \neq i, j$, and

$$\tilde{I}^{(d,h,n;p)}_{ij;\ell} = \frac{(\eta_i \cdot \eta_j)^{\bar{p}+h+\frac{1}{2}} (\eta_{k} \cdot \eta_j)^{\bar{p}+h+\frac{1}{2}}}{(\eta_i \cdot \eta_{\ell})(\eta_j \cdot \eta_{\ell})^{\bar{p}+h+\frac{1}{2}}} \left[ \prod_{a \neq i,j} (\eta_i \cdot \eta_a)^{p_a} \right] I^{(d,h,n;p)}_{ij},$$ (4.12)

---

7The case $M = 3$ will be discussed later.
with \( \tilde{p} = \sum_{a \neq i,j} p_a \). The entire pre-factor in (4.12) commutes through the differential operator, hence suggesting to write the result in terms of conformal cross-ratios as well as homogeneized embedding space coordinates.

Using the two extra embedding space coordinates \( \eta_k \) and \( \eta_{\ell} \), the homogeneized embedding space coordinates are defined as

\[
\tilde{\eta}_i^A = \frac{(\eta_k \cdot \eta_{\ell})^{\frac{1}{2}}}{(\eta_k \cdot \eta_k)^{\frac{1}{2}}(\eta_{\ell} \cdot \eta_{\ell})^{\frac{1}{2}}} \eta_i^A, \quad \tilde{\eta}_j^A = \frac{(\eta_k \cdot \eta_k)^{\frac{1}{2}}(\eta_{\ell} \cdot \eta_{\ell})^{\frac{1}{2}}}{(\eta_k \cdot \eta_{\ell})^2} \eta_j^A,
\]

(4.13)

while the conformal cross-ratios are defined as

\[
x_a = \frac{(\eta_k \cdot \eta_k)(\eta_{\ell} \cdot \eta_{\ell})(\eta_i \cdot \eta_i)}{(\eta_k \cdot \eta_k)(\eta_{\ell} \cdot \eta_{\ell})(\eta_j \cdot \eta_j)} \quad \forall a \neq i, j,
\]

(4.14)

\[
\tilde{z}_{ab} = \frac{(\eta_k \cdot \eta_{\ell})(\eta_i \cdot \eta_i)(\eta_j \cdot \eta_j)}{(\eta_k \cdot \eta_k)(\eta_{\ell} \cdot \eta_{\ell})(\eta_i \cdot \eta_j)} \quad \forall a, b \neq i, j.
\]

From (4.13) one notes that \( \tilde{z}_{ab} = \tilde{z}_{ba} \), \( \tilde{z}_{aa} = 0 \) and \( \tilde{z}_{k\ell} = 1 \). Therefore there are \( M-2 \) cross-ratios \( x_a \) and \( (M-2)(M-3)/2-1 \) cross-ratios \( \tilde{z}_{ab} \) for a total of \( M(M-3)/2 \), as expected for \( M \)-point correlation functions.

With the homogeneized free embedding space coordinates (4.13) and the conformal cross-ratios (4.14), (4.12) becomes

\[
\tilde{t}^{(d,h,n;p)}_{ij;k\ell} = \mathcal{D}^{(d,h,n)}_{ij;k\ell} \prod_{a \neq i,j} x_a^{p_a}.
\]

(4.15)

where the differential operator \( \mathcal{D}^{(d,h,n)}_{ij;k\ell} \) can be expressed as derivatives with respect to the homogeneized embedding space coordinates \( \tilde{\eta}_j^A \) as well as the conformal cross-ratios \( x_a \) with \( \partial_j^A x_a = \partial_{x_a} \tilde{\eta}_j^A = 0 \). The conformal cross-ratios \( \tilde{z}_{ab} \) do not appear as derivatives in the differential operator since they do not involve the embedding space coordinate \( \eta_j \).

First, the metric and scalar products of homogeneized embedding space coordinates can be re-expressed in terms of the homogeneized embedding space coordinates and the conformal cross-ratios as

\[
A_{ij}^{AB} = g^{AB} - \tilde{\eta}_i^A \tilde{\eta}_j^B - \tilde{\eta}_i^B \tilde{\eta}_j^A, \quad (\tilde{\eta}_i \cdot \tilde{\eta}_j) = 1,
\]

\[
A_{aa}^{AB} = g^{AB} - \tilde{\eta}_a^A \tilde{\eta}_a^B - \tilde{\eta}_a^B \tilde{\eta}_a^A, \quad (\tilde{\eta}_a \cdot \tilde{\eta}_a) = 1,
\]

\[
A_{ja}^{AB} = g^{AB} - x_a \tilde{\eta}_j^A \tilde{\eta}_a^B - x_a \tilde{\eta}_j^B \tilde{\eta}_a^A, \quad (\tilde{\eta}_j \cdot \tilde{\eta}_a) = 1/x_a,
\]

\[
A_{ab}^{AB} = g^{AB} - \frac{1}{\tilde{z}_{ab}} \tilde{\eta}_a^A \tilde{\eta}_b^B - \frac{1}{\tilde{z}_{ab}} \tilde{\eta}_a^B \tilde{\eta}_b^A, \quad (\tilde{\eta}_a \cdot \tilde{\eta}_b) = \tilde{z}_{ab}.
\]
Then, the basic $\partial_{j,A}$ derivative written in terms of the new variables becomes

$$\partial_{j,A} = (\partial_{j,A} \tilde{\eta}^B) \tilde{\partial}_{j,B} + \sum_{a \neq i,j} (\partial_{j,A} x_a) \partial_{x_a}$$

$$= \frac{(\eta_i \cdot \eta_k)^{\hat{d}}}{(\eta_i \cdot \eta_k)(\eta_k \cdot \eta_k)^{\hat{a}}} \left[ \partial_j A - \tilde{\eta}_A \cdot \tilde{\partial}_j + \sum_{a \neq i,j} (\tilde{\eta}_A - x_a \tilde{\eta}_A) x_a \partial_{x_a} \right],$$

which implies

$$\tilde{D}^A_{ij;kl} = \frac{(\eta_i \cdot \eta_j)^{\hat{d}}}{(\eta_i \cdot \eta_k)(\eta_k \cdot \eta_k)^{\hat{a}}} D^A_{ij} = \tilde{\partial}_j A - \tilde{\eta}_A \cdot \tilde{\partial}_j - \tilde{\eta}_j \cdot \tilde{\partial}_j - \sum_{a \neq i,j} (x_a \tilde{\eta}_A - \tilde{\eta}_i - x_a \tilde{\eta}_j) x_a \partial_{x_a},$$

(4.16)

as well as

$$\tilde{D}^2_{ij;kl} = \tilde{D}^2_{ij;kl} \tilde{D}_{ij;kl} A = \tilde{\partial}^2_j A - (2d+2) \tilde{\eta}_j \cdot \tilde{\partial}_j - \sum_{a \neq i,j} 2(x_a \tilde{\eta}_a \cdot \tilde{\partial}_j - \tilde{\eta}_i \cdot \tilde{\partial}_j - x_a \tilde{\eta}_j) x_a \partial_{x_a}$$

$$+ \sum_{a,b \neq i,j} (z_{ab} x_a^2 x_b^2 - 2x_a^2 x_b) \partial_{x_a} \partial_{x_b} + (d-4) \sum_{a \neq i,j} x_a^2 \partial_{x_a},$$

(4.17)

Hence, the differential operator $\tilde{D}^A_{ij;kl|h}$ becomes

$$\tilde{D}^A_{ij;kl|h} = \tilde{D}^2_{ij;kl} - \frac{2}{\tilde{\eta}_i} \tilde{D}^A_{ij;kl} - 2h(\tilde{D}^A_{ij;kl} - 2h(d/2 + h - 1) \tilde{\eta}_i),$$

(4.18)

with the definitions (4.16) and (4.17). Therefore, the differential operator (4.11) is finally expressed in terms of the homogeneized embedding space coordinates and the conformal cross-ratios introduced in (4.13) and (4.14).

By using the form $\tilde{D}^{(d,h,n)}_{ij;kl} = \tilde{D}^2_{ij;kl} D^{h+n} \cdots \tilde{D}^2_{ij;kl} \tilde{D}^{h}_{ij;kl}$, the fractional derivative made out of powers of $\tilde{D}^2_{ij;kl}$ acts only on the conformal cross-ratios $x_a$ in (1.15). From (4.17) in the limit $x_a \to 0$ for all $a \neq i,j$ with $x_a/x_b$ fixed for all $a,b \neq i,j$, one has

$$\tilde{D}^2_{ij;kl} \to (-2) \left[ \sum_{a,b \neq i,j} x_a^2 x_b \partial_{x_a} \partial_{x_b} - (d/2 - 2) \sum_{a \neq i,j} x_a^2 \partial_{x_a} \right],$$

which acts on powers of $x_m$ with $m \neq i,j$ as

$$\tilde{D}^2_{ij;kl} x_m^{p_m} \to (-2) \left[ \sum_{a,b \neq i,j} x_a^2 x_b \partial_{x_a} \partial_{x_b} - (d/2 - 2) \sum_{a \neq i,j} x_a^2 \partial_{x_a} \right] x_m^{p_m} = (-2) p_m (p_m + 1 - d/2) x_m^{p_m + 1}. $$

Thus, in that limit, one has

$$\tilde{D}^{2h}_{ij;kl} x_m^{p_m} \to (-2)^h (p_m) h (p_m + 1 - d/2) x_m^{p_m + h},$$

by recurrence.
Hence, from (4.15), the scalar quantity behaves in that limit as

$$\tilde{J}^{(d,h,0;p)}_{ij;kl} = \bar{D}_{ij;kl}^{(d,h,0)} \prod_{a \neq i,j} x_{pa}^{p_a} = \bar{D}_{ij;kl}^{2h} \prod_{a \neq i,j} x_{pa}^{p_a}$$

$$= \bar{D}_{ij;kl}^{2h} x_m^{p} \prod_{a \neq i,j,m} \left( \frac{x_m}{x_m} \right)^{p_a} \rightarrow (-2)^h \rho (\hat{\rho} + 1 - d/2)_h x_m^{\rho + h},$$

for any $m \neq i,j$, which suggests to write

$$\dot{I}_{ij;kl}^{(d,h,0;p)} = (-2)^h \rho (\hat{\rho} + 1 - d/2)_h x_m^{\rho + h} K_{ij;kl;m}^{(d,h,p)}(x_m; y; z),$$

with $y_d = 1 - x_m/x_a$ for all $a \neq i, j, m$ and $K_{ij;kl;m}^{(d,h,p)}(0;0; z) = 1$, again for any $m \neq i, j$. Therefore, there exists a series expansion for $K_{ij;kl;m}^{(d,h,p)}(x_m; y; z)$ in $x_m$, the vector of $y_a$ denoted by $y$, and the matrix of $z_{ab}$ denoted by $z$.

To obtain this series expansion, it is convenient to change variables from $x$ to $x_m$ and $y$. This variable change gives

$$\partial_{x_m} = \partial_{x_m} - \sum_{a \neq i,j,m} \frac{1-y_a}{x_m} \partial_{y_a}, \quad \partial_{x_a} = \frac{(1-y_a)^2}{x_m} \partial_{y_a},$$

for all $a \neq i,j,m$. Hence the derivatives (4.16) and (4.17) become

$$\bar{D}_{ij;kl;m}^A = \partial_{\bar{D}_j} - \eta_m^{\bar{D}_j} \eta_j \cdot \partial_{\bar{D}} - \eta_i^{\bar{D}_j} \eta_i \cdot \partial_{\bar{D}} - x_m (x_m \eta_m^{\bar{D}_j} - \eta_m^{\bar{D}_j} - x_m \eta_j^{\bar{D}_j}) \partial_{x_m}$$

$$+ \sum_{a \neq i,j,m} x_m [(1 - y_a) \eta_m^{\bar{D}_j} - \eta_a^{\bar{D}_j} + y_a \eta_j^{\bar{D}_j}] \partial_{y_a},$$

and

$$\bar{D}_{ij;kl;m}^{2h} = \partial_{\bar{D}_j}^2 + (-2) \left\{ (d/2 + \eta_j \cdot \partial_{\bar{D}}) \eta_h \cdot \partial_{\bar{D}} + x_m (x_m \eta_m \cdot \partial_{\bar{D}} - \eta_m \cdot \partial_{\bar{D}} - x_m \eta_j \cdot \partial_{\bar{D}}) \partial_{x_m} 

- \sum_{a \neq i,j,m} x_m [(1 - y_a) \eta_m \cdot \partial_{\bar{D}} - \eta_a \cdot \partial_{\bar{D}} + y_a \eta_j \cdot \partial_{\bar{D}}] \partial_{y_a} 

+ x_m^2 \partial_{x_m}^2 - \sum_{a \neq i,j,m} x_m^2 (x_m z_{am} - y_a) \partial_{x_m} \partial_{y_a} 

+ \sum_{a,b \neq i,j,m} x_m^2 [(1 - y_b) z_{am} - z_{ab}/2] \partial_{y_a} \partial_{y_b} 

- (d/2 - 2) x_m^2 \partial_{x_m} - \sum_{a \neq i,j,m} x_m [x_m z_{am} + (d/2 - 1)y_a] \partial_{y_a} \right\},$$

respectively, with the corresponding definitions for $\bar{D}_{ij;kl;m}^A$ and $\bar{D}_{ij;kl;m}^{(d,h,n)}$ [see (4.11) and (4.18)].
This new expression acts on products as
\[
\mathcal{D}^2_{ij;kl;m} x_{ij}^{n_{ij}} \prod_{a \neq i,j,m} y_a^{n_a} = (-2) \left\{ (n + \bar{n})(n + 1 - d/2) - \sum_{a \neq i,j,m} (n + \bar{n}) n_a \frac{x_m z_{am}}{y_a} \right. \\
+ \sum_{a,b \neq i,j,m} (n_a - \delta_{ab}) n_b \frac{x_m z_{am}}{y_a y_b} - \sum_{a,b \neq i,j,m} n_a n_b \frac{x_m z_{ab}}{2 y_a y_b} \left. \right\} x_m^{n+1} \prod_{a \neq i,j,m} y_a^{n_a},
\]
where \( \bar{n} = \sum_{a \neq i,j,m} n_a \), which can be rewritten as
\[
\mathcal{D}^2_{ij;kl;m} x_{ij}^{n_{ij}} \prod_{a \neq i,j,m} y_a^{n_a} = \sum_{\{n'_a, n'_{am}, n'_{ab}\} \geq 0} (-1)^{\bar{n}'_m + \bar{n}' + 1 - d/2} h_{n_m - \bar{n}'_m} h_0 (n + \bar{n})_{h - \bar{n}' - \bar{n}'} \\
\times (n + \bar{n}'_m + \bar{n}' + 1 - d/2)_{1 - \bar{n}'_m - \bar{n}'} \prod_{a \neq i,j,m} (-n_a) n'_a + n'_{am} + \bar{n}'_a \\
\times \prod_{a \neq i,j,m} \left( -\frac{1}{y_a} \right)^{n'_a} \prod_{a \neq i,j,m} \left( -\frac{x_m z_{am}}{y_a} \right)^{n'_{am}} \prod_{a,b \neq i,j,m} \left( \frac{x_m z_{ab}}{y_a y_b} \right)^{n'_{ab}},
\]
with
\[
\bar{n}'_m = \sum_{a \neq i,j,m} n'_a, \quad \bar{n}' = \sum_{a \neq i,j,m} n'_a, \\
\bar{n}'_a = \sum_{b \neq i,j,m} n'_{ab}, \quad \bar{n}' = \sum_{b \neq i,j,m} n'_{ab},
\]
where it is understood that \( n'_{ab} \) is defined such that \( a < b \) (for example, in \( \bar{n}'_a \) terms with the wrong ordering must be rewritten with the right ordering). By construction or by recurrence, one then has
\[
\mathcal{D}^{2h}_{ij;kl;m} x_{ij}^{n_{ij}} \prod_{a \neq i,j,m} y_a^{n_a} = \sum_{\{n'_a, n'_{am}, n'_{ab}\} \geq 0} (-1)^{\bar{n}'_m + \bar{n}' + 1 - d/2} h_{n_m - \bar{n}'_m} h_0 (n + \bar{n})_{h - \bar{n}' - \bar{n}'} \\
\times (n + \bar{n}'_m + \bar{n}' + 1 - d/2)_{h - \bar{n}'_m - \bar{n}'} \prod_{a \neq i,j,m} (-n_a) n'_a + n'_{am} + \bar{n}'_a \\
\times \prod_{a \neq i,j,m} \left( -\frac{1}{y_a} \right)^{n'_a} \prod_{a \neq i,j,m} \left( -\frac{x_m z_{am}}{y_a} \right)^{n'_{am}} \prod_{a,b \neq i,j,m} \left( \frac{x_m z_{ab}}{y_a y_b} \right)^{n'_{ab}}.
\]
(4.19)
Therefore, the scalar $\tilde{I}_{ij,kl}^{(d,h,0;p)}$ becomes

$$\tilde{I}_{ij,kl}^{(d,h,0;p)} = K_{ij,kl;m} P_0 \prod\limits_{a \neq i,j,m} (1 - y_a) - p_a = \sum\limits_{\{n_a\} \geq 0} \left[ \prod\limits_{a \neq i,j,m} \frac{(p_a)_{n_a}}{n_a!} \right] K_{ij,kl;m} P_0 \prod\limits_{a \neq i,j,m} y_a^{n_a}$$

$$= \sum\limits_{\{n_a\} \geq 0} \left[ \prod\limits_{a \neq i,j,m} \frac{(p_a)_{n_a}}{n_a!} \right] (-2)^h x_m^{\bar{p} + h} \prod\limits_{a \neq i,j,m} y_a^{n_a}$$

$$\times \sum\limits_{\{n'_a, n'_a, n'_{ab}\} \geq 0} (-h)\bar{n}_m + \bar{h}' (-n'_m) \bar{h}' (\bar{p} + \bar{n} + \bar{n}'_m)$$

$$\times (\bar{p} + \bar{n} + 1 - d/2)_{\bar{h}} \bar{a} - \bar{h} \bar{n} + n'_a + n'_{am} + n'_a$$

$$\times \prod\limits_{a \neq i,j,m} \frac{1}{n'_a!} (-1) y_a^{n_a} \prod\limits_{a \neq i,j,m} \frac{1}{n_{am}!} \frac{1}{y_a} (-x_{am} z_{am})^{n_{am}} \prod\limits_{a, b \neq i,j,m} \frac{1}{n_{ab}!} \frac{1}{y_a y_b} (x_{am} z_{ab})^{n_{ab}}.$$

Redefining $n_a \rightarrow n_a + n'_a$ and removing the primes on the other indices lead to

$$\tilde{I}_{ij,kl}^{(d,h,0;p)} = (-2)^h x_m^{\bar{p} + h} \sum\limits_{\{n_a, n_{am}, n_{ab}, n'_a\} \geq 0} \left[ \prod\limits_{a \neq i,j,m} \frac{(p_a)_{n_a + n'_a}}{(n_a + n'_a)!} \right]$$

$$\times (\bar{h})\bar{n}_m + \bar{h}' (-\bar{n}_m) \bar{h}' (\bar{p} + \bar{n} + \bar{n}'_m)$$

$$\times (\bar{p} + \bar{n} + 1 - d/2)_{\bar{h}} \bar{a} - \bar{n} + n'_a + n_{am} + \bar{n}_a$$

$$\times \prod\limits_{a \neq i,j,m} \frac{(-1)^{n'_a}}{n'_a!} y_a^{n_a} \prod\limits_{a \neq i,j,m} \frac{1}{n_{am}!} \frac{1}{y_a} (-x_{am} z_{am})^{n_{am}} \prod\limits_{a, b \neq i,j,m} \frac{1}{n_{ab}!} \frac{1}{y_a y_b} (x_{am} z_{ab})^{n_{ab}},$$

Summing over the different $n'_a$ using the Vandermonde's identity recursively gives as a final answer

$$\tilde{I}_{ij,kl}^{(d,h,0;p)} = (-2)^h x_m^{\bar{p} + h} \sum\limits_{\{n_a, n_{am}, n_{ab}\} \geq 0} (\bar{h})\bar{n}_m + \bar{h}' (\bar{p} + \bar{n} + 1 - d/2)_{\bar{h}} \bar{a} - \bar{n} + n_m + \bar{n}_m$$

$$\times \prod\limits_{a \neq i,j,m} \frac{(p_a)_{n_a}}{(n_a - n_{am} - \bar{n}_a)!} y_a^{n_a} \frac{1}{y_a} (-x_{am} z_{am})^{n_{am}} \prod\limits_{a, b \neq i,j,m} \frac{1}{n_{ab}!} \frac{1}{y_a y_b} (x_{am} z_{ab})^{n_{ab}} \quad (4.20)$$

$$= (-2)^h (\bar{p} + 1 - d/2)_{\bar{h}} x_m^{\bar{p} + h} K_{ij,kl;m}^{(d,h,p)}(x_m; y; z),$$
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with

\[ K_{i,j;k,l;m}^{(d,h,p)}(x_m; y; z) = \sum_{\{n_a,m_a,n_{ab}\} \geq 0} \frac{(-h)_{n_m+n} (p_m)_{n_m} (\bar{p}+h)_{n \bar{m} - \bar{n}}}{(\bar{p})_{n_m} (\bar{p}+1-d/2)_{n \bar{m} + \bar{n}}} \prod_{a \neq i,j,m} \frac{(p_a)_n}{(n_a-n_{am}-n_{a})!} \prod_{a,b \neq i,j,m} \frac{1}{n_{ab}!} \frac{x_m z_{am}}{y_a} \sum_{\{q_r\} \geq 0} \chi_{\bar{q}}^p \prod_{a \neq i,j,m} y_a^n \sum_{a,b \neq i,j,m} \frac{1}{n_{ab}!} \frac{x_m z_{ab}}{y_a y_b} \quad (4.21) \]

Returning to the tensor \( \bar{I}_{i,j;k,l}^{(d,h,n,p)} \), which is fully symmetric and traceless, one has

\[ \bar{I}_{i,j;k,l}^{(d,h,n,p)} = (-2)^h (\bar{p})_{h+1} \prod_{\{q_r\} \geq 0} S(q) x_m^{q_{r+q_0-q_i}} K_{i,j;k,l;m}^{(d,h,p)}(x_m; y; z), \quad (4.22) \]

where the fully-symmetric tensor \( S(q) \) is given by

\[ S_{A_1\cdots A_{\bar{q}}}^{(q)} = g(A_1 A_2 \ldots g A_{2q_0-1} A_{2q_0+1} \ldots A_{2q_0+1} \ldots A_{2q_0+q_1} \ldots A_{2q_0+q_1} \ldots A_{2q_0+q_1} \ldots A_{\bar{q}-q_M+1} \ldots A_{\bar{q}}), \quad (4.23) \]

with \( \bar{q} = 2q_0 + \sum_{r \geq 1} q_r \). By recurrence [using for example \( k_{i,j;k,l;m}^{(d,h,p)}(n;n_{lo};n) \)], one finds

\[ K_{i,j;k,l;m}^{(d,h;p)} = \frac{(-1)^{q_i-q_j} (-2)^{q_i-q_j} (-h-q_i-q_j)}{\prod_{r \geq 0} q_r!} \frac{(p)_{q_{r+q_0-q_i} (p_m)_{q_m} (\bar{p}+h)_{q_{r+q_0-q_i}}}}{(\bar{p})_{q_{r+q_0-q_i} (\bar{p}+1-d/2)_{q_{r+q_0-q_i}}} \prod_{a \neq i,j,m} (p_a)_{q_a} \prod_{a,b \neq i,j,m} \frac{1}{n_{ab}!} \frac{x_m z_{ab}}{y_a y_b} \quad (4.24) \]

where it is understood that \( q \) in \( p + q \) does not include the zeroth, the \( i \)-th and \( j \)-th components \( q_0, q_i \) and \( q_j \) respectively. Hence, the relevant functions appearing in the tensor \( \bar{I}_{i,j;k,l}^{(d,h,n,p)} \) are given by the standard \( K \)-function \( K_{i,j;k,l;m}^{(d,h,p)}(x_m; y; z) \) for the scalar \( \bar{I}_{i,j;k,l}^{(d,h,0,p)} \) with properly shifted parameters.

In summary, for \( M > 3 \) the action of the fractional scalar derivative on \( x_m \) and \( y \) is given by (4.19); the scalar \( \bar{I}_{i,j;k,l}^{(d,h,0,p)} \) is given by (4.20) with the function (4.21); and the tensor \( \bar{I}_{i,j;k,l}^{(d,h,n,p)} \) is given by (4.22) with the function (4.24) and the fully-symmetric tensor (4.23). The non-homogeneized quantity \( \bar{I}_{i,j}^{(d,h,n,p)} \) is therefore easily obtained from (4.10) and the above results.

The non-homogeneized quantity \( \bar{I}_{i,j}^{(d,h,n,p)} \) is the building block of \( M \)-point correlation functions. It is directly related to conformal blocks for \( M = 4 \) but it does not exactly correspond to conformal blocks for \( M > 4 \).

### 4.4. Properties of the \( K \)-function

For \( M = 4 \), the function \( K_{i,j;k,l;m}^{(d,h,p)}(x_m; y; z) \) is exactly the Exton \( G \)-function for four-point correlation functions [34]. For \( M > 4 \), it is the proper generalization of the Exton \( G \)-function to \( M \)-point
correlation functions. As a consistency check, setting \( p_M = 0 \) in (4.12) with \( i, j, k, \ell, m \neq M \) should lead to the result (4.20) but with parameters relevant to the \( M - 1 \) case. Quantities like \( \bar{p} \) trivially collapse to their \( M - 1 \) counterparts. As for the \( K \)-function, (4.21) demonstrates that setting \( p_M = 0 \) forces \( n_M = 0 \) which in turn leads to \( n_M M = n_M 0 = 0 \) for all \( a \neq i, j, m \). As a consequence, the sums over the extra conformal cross-ratios disappear and the \( K \)-function reduces to the appropriate \( K \)-function for the \( M - 1 \) case.

Moreover, the function \( K^{(d,h;p)}_{ij;k\ell;m}(x_m; y; z) \) satisfies several interesting properties. For example, since \( I^{(d,h;n;p)}_{ij} \) is independent of the choice of \( k, \ell \) and \( m \), one has from (4.12)

\[
I^{(d,h;n;p)}_{ij} = \frac{\left( \eta_i \cdot \eta_j \right)^{\bar{p} + h + \frac{2}{3}} \left( \eta_i \cdot \eta_k \right)^{\bar{p} + h + \frac{2}{3}} \left( \eta_i \cdot \eta_{\ell} \right)^{\bar{p} + h + \frac{2}{3}}}{\left( \eta_i \cdot \eta_j \right)^{\bar{p} + h + \frac{2}{3}} \left( \eta_k \cdot \eta_{\ell} \right)^{\bar{p} + h + \frac{2}{3}}}
\prod_{a \neq i,j} (\eta_i : \eta_a)^{-p_a}
\int^{(d,h;n;p)}_{ij; k\ell}
\]

\[
= (-2)^h (p)_{i,k} \left( \bar{p} + 1 - d/2 \right)_{i,h} x_m^{\bar{p} + h} \left( \eta_i \cdot \eta_j \right)^{\bar{p} + h + \frac{2}{3}} \left( \eta_k \cdot \eta_{\ell} \right)^{\bar{p} + h + \frac{2}{3}} \prod_{a \neq i,j} (\eta_i : \eta_a)^{-p_a}
\]

\[
\times \sum_{q_i - q_j = 0} S(q) q_m^{\bar{p} - q_0 - q_i} F^{(d,h;p,q)}_{ij;k\ell;m}(x_m; y; z),
\]

and hence

\[
K^{(d,h;p)}_{ij;k\ell;m}(x_m'; y'; z') = (1 - y_m')^{\bar{p} + h} K^{(d,h;p)}_{ij;k\ell;m}(x_m; y; z),
\]

(4.25)

where \( x_m', y' \) and \( z' \) are the conformal cross-ratios (4.14) built from the particular choices \( k', \ell' \) and \( m' \). The latter can be re-expressed in terms of the final conformal cross-ratios as (here \( x_a' = x_a z_{kk'} \) and \( z_{ab}' = z_{ab}/z_{kk'} \) for all \( a, b \neq i, j \))

\[
x_m' = \frac{x_m z_{kk'}}{1 - y_m'}, \quad y_a' = \frac{y_a - y_m'}{1 - y_m'}, \quad z_{ab}' = \frac{z_{ab}}{z_{kk'}},
\]

with \( y_m = 0 \). In terms of the actual \( K \)-function (4.21), the identity (4.25) corresponds to

\[
\sum_{n_a, n_{am}, n_{ab} \geq 0} \frac{(-h)_{n_m + \bar{n}} (p_m)_{n_m} (p + h)_{n_{am}}}{(p + 1 - d/2)_{n_m + \bar{n}}}
\sum_{a \neq i,j,m} \frac{(p_a)_{n_a}}{n_a! ((n_a - n_{am} - n_{ab})!)} \frac{1}{y_a} \prod_{b > a} \frac{1}{n_{ab}!} \frac{y_a}{y_a y_b} \prod_{a \neq i,j,m} \frac{1}{n_{am}!} \frac{y_a}{y_a y_b} \prod_{a \neq i,j,m} \frac{1}{n_{am}!} \frac{y_a}{y_a y_b} \prod_{a \neq i,j,m} \frac{1}{n_{ab}!} \frac{y_a}{y_a y_b}
\]

\[
= (1 - y_m')^{-\bar{p} - h} \sum_{n_a, n_{am}, n_{ab} \geq 0} \frac{(-h)_{n_m' + \bar{n}} (p_m')_{n_m'} (p + h)_{n_{am}'} \bar{n}}{(p + 1 - d/2)_{n_m' + \bar{n}}}
\sum_{a \neq i,j,m'} \frac{(p_a)_{n_a}}{n_a! ((n_a - n_{am} - n_{ab})!)} \frac{1}{y_a} \prod_{b > a} \frac{1}{n_{ab}!} \frac{y_a}{y_a y_b} \prod_{a \neq i,j,m'} \frac{1}{n_{am}!} \frac{y_a}{y_a y_b} \prod_{a \neq i,j,m'} \frac{1}{n_{am}!} \frac{y_a}{y_a y_b} \prod_{a \neq i,j,m'} \frac{1}{n_{ab}!} \frac{y_a}{y_a y_b},
\]

which is obviously trivial for \( m' = m \) but highly non-trivial for \( m' \neq m \).

It is interesting to note that the dependence on \( k, \ell, k' \) and \( \ell' \) disappears completely in the previous expression, implying an identity for all \( m' \neq m \) irrespective of the choice for \( k, \ell, k' \) and
\( \ell', \text{i.e. (4.25)} \) corresponds to \( M - 3 \) different identities for \( M \)-point correlation functions. In fact, the independence of the \( K \)-function (4.21) on the choice of \( k \) and \( \ell \) is obvious from its form and the definitions of the conformal cross-ratios (4.14) since

\[
y_a = 1 - \frac{(\eta_i \cdot \eta_m)(\eta_j \cdot \eta_a)}{(\eta_i \cdot \eta_m)(\eta_j \cdot \eta_a)} \quad \forall a \neq i, j, m, \quad x_m z_{ab} = \frac{(\eta_i \cdot \eta_m)(\eta_j \cdot \eta_a)(\eta_k \cdot \eta_b)}{(\eta_i \cdot \eta_m)(\eta_j \cdot \eta_a)(\eta_k \cdot \eta_b)} \quad \forall a, b \neq i, j.
\]

This observation suggests that there exists a result equivalent to (4.22) for \( M = 3 \), result that will be obtained shortly.

The function \( K^{(d,h,p)}_{ij;kl}(x_m; y; z) \) satisfies also a number of contiguous relations. Indeed by using the form \( \tilde{D}^{(d,h,n)}_{ij;kl}(A_1 \ldots A_n) = D^{2(h+n)}_{ij;kl}(\bar{\eta}_j \ldots \bar{\eta}_A) \), contractions with \( \tilde{\eta}_h \) and \( \tilde{\eta}_a \) with \( a \neq i, j \) are straightforward. By using the form \( \tilde{D}^{(d,h,n)}_{ij;kl}(A_1 \ldots A_n) = D^{A_a}_{ij;kl|h+n} \ldots \tilde{D}^{A_1}_{ij;kl|h+1} \tilde{D}^{d,h}_{ij;kl} \) instead, \( I^{(d,h,n;p)}_{ij;kl} \) contractions with \( \tilde{\eta}_j \) are straightforward. Putting everything together leads to

\[
g \cdot \tilde{I}_{ij;kl}^{(d,h,n;p)} = 0, \\
\tilde{\eta}_h \cdot \tilde{I}_{ij;kl}^{(d,h,n;p)} = \tilde{I}_{ij;kl}^{(d,h+1,n-1;p)}, \\
\tilde{\eta}_j \cdot \tilde{I}_{ij;kl}^{(d,h,n;p)} = (-2)(-h-n)(-h - n + 1 - d/2) \tilde{I}_{ij;kl}^{(d,h,n-1;p)}, \\
\tilde{\eta}_a \cdot \tilde{I}_{ij;kl}^{(d,h,n;p)} = \tilde{I}_{ij;kl}^{(d,h+1,n-1;p-e_a)},
\]

where the contracted index does not have to be made explicit due to the fact that \( \tilde{I}_{ij;kl}^{(d,h,n;p)} \) is fully symmetric. The first identity, involving a full contraction with the metric \( g \), vanishes due to the tracelessness property of \( \tilde{I}_{ij;kl}^{(d,h,n;p)} \). Using the explicit definitions (4.22) with (4.21) for the left-hand side of (4.26) leads to the aforementioned contiguous relations for the \( K \)-function. Indeed, since

\[
S^{A_1 \ldots A_q}_{(q)} = \frac{2q_0}{q} g^{A_q}(A_1 S^{A_2 \ldots A_q-1}_{(q-e_0)} + \sum_{r \neq 0} q_r \eta^{-A_q} S^{A_1 \ldots A_q-1}_{(q-e_0)})
\]

\[
= \frac{2q_0}{q(q-1)} g^{A_q-1} S^{A_1 \ldots A_q-2}_{(q-e_0)} + \frac{4q_0(q-1)}{q(q-1)} g^{A_q(A_1 S^{A_2 \ldots A_q-2}_{(q-e_0-1)})} + \sum_{r \neq 0} \frac{4q_0 q_r}{q(q-1)} \eta^{A_q} S^{A_{q-1}}_{(q-e_0-e_a)} + \sum_{r,s \neq 0} \frac{q_r(q_s - \delta_{rs}) \eta^{A_q} \eta^{-A_{q-1}} S^{A_1 \ldots A_{q-2}}_{(q-e_0-e_a)}},
\]

the contiguous relations are given explicitly by (with \( y_m = 0 \))

\[
K^{(d,h,p)}_{ij;kl;m}(x_m; y; z) = -\frac{\bar{p} - d/2}{(d/2)} K^{(d+2,h,p)}_{ij;kl;m}(x_m; y; z) - \sum_{a \neq i,j} \frac{h p_a}{(d/2)p} K^{(d+2,h-1,p+e_a)}_{ij;kl;m}(x_m; y; z)
\]

\[
+ \sum_{a \neq i,j} \frac{p_a}{(d/2)p} (1 - y_a) K^{(d+2,h,p+e_a)}_{ij;kl;m}(x_m; y; z)
\]

\[
+ \sum_{a,b \neq i,j} \frac{h p_a p_b (\bar{p} + h)}{(d/2)p(\bar{p} + 1)(\bar{p} + 1 - d/2)} x_{ab} K^{(d+2,h-1,p+e_a+e_b)}_{ij;kl;m}(x_m; y; z),
\]
as well as

$$K_{ij;kl;m}(x_m; y; z) = \frac{(\bar{p} - d/2)}{(\bar{p} + h - d/2)} K_{ij;kl;m}^{(d+2,h,p)}(x_m; y; z)$$

$$+ \sum_{a \neq i,j} \frac{hp_a}{\bar{p}(\bar{p} + h - d/2)} K_{ij;kl;m}^{(d+2,h-1;p+e_a)}(x_m; y; z),$$

and

$$K_{ij;kl;m}(x_m; y; z) = -\frac{(\bar{p} - d/2)}{(h + d/2)} K_{ij;kl;m}^{(d+2,h,p)}(x_m; y; z)$$

$$+ \sum_{a \neq i,j} \frac{p_a(\bar{p} + h)}{\bar{p}(h + d/2)} (1 - y_a) K_{ij;kl;m}^{(d+2,h;p+e_a)}(x_m; y; z),$$

and finally, for all $a \neq i, j$,

$$K_{ij;kl;m}(x_m; y; z) = -\frac{h}{\bar{p}} K_{ij;kl;m}^{(d+2,h-1;p+e_a)}(x_m; y; z) + \frac{(\bar{p} + h)}{\bar{p}} (1 - y_a) K_{ij;kl;m}^{(d+2,h;p+e_a)}(x_m; y; z)$$

$$+ \sum_{b \neq i,j,a} \frac{hp_b(\bar{p} + h)}{\bar{p}(\bar{p} + 1)(\bar{p} + 1 - d/2)} x_m z_{ab} K_{ij;kl;m}^{(d+2,h-1;p+e_a+e_b)}(x_m; y; z).$$

These relations can be verified by recurrence with the help of $k_{ij;kl;m}^{(d,h,p)}(n;n_m;n)$. They can be used as an indirect proof of (4.22).

In terms of $I_{ij}^{(d,h,n;p)}$ and non-homogeneized embedding space coordinates, the relations (4.26) can be rewritten as

$$g \cdot I_{ij}^{(d,h,n;p)} = 0,$$

$$\eta_i \cdot I_{ij}^{(d,h,n;p)} = (\eta_i \cdot \eta_j)^{1/2} I_{ij}^{(d,h+1,n-1;p)},$$

$$\eta_j \cdot I_{ij}^{(d,h,n;p)} = (-2)(-h - n)(-h - n + 1 - d/2)(\eta_i \cdot \eta_j)^{1/2} I_{ij}^{(d,h,n-1;p)},$$

$$\eta_a \cdot I_{ij}^{(d,h,n;p)} = (\eta_i \cdot \eta_j)^{-1/2} I_{ij}^{(d,h+1,n-1;p-e_a)}.$$

It is obvious that (4.26) can be generalized to any number of contractions, leading to

$$\left( g^{q_0} \prod_{r \geq 1} \eta_r^{q_r} \right) \cdot I_{ij;kl}^{(d,h,n;p)} = \delta_{q_0} (\bar{p} - d/2)^{q_j} (-h - n)^{q_j} (-h - n + 1 - d/2)^{q_j}$$

$$\times I_{ij;kl}^{(d,h+\sum_{r \geq 1} q_r - q_j,n-\sum_{r \geq 1} q_r,p-q)},$$

and an analog result for the non-homogeneized quantity $I_{ij}^{(d,h,n;p)}$. As in the previous case, it is understood that $q$ in $p - q$ does not include the zeroth, the $i$-th and the $j$-th components.
4.5. General Function for Three-Point Correlation Functions

For three-point correlation functions it is not possible to choose two extra embedding space coordinates to properly homogeneize (4.10). However, the scalar differential operator in this specific case is trivial, and as such it is possible to homogeneize the result appropriately as

\[ \bar{I}^{(d,h,n,p_a)}_{ij} = \frac{(\eta_i \cdot \eta_a)^{p_a+h+n} D^{(d,h,n)}}{(\eta_i \cdot \eta_a)^{h+n}} D_i^{(d,h,n)} \frac{1}{(\eta_i \cdot \eta_a)^{p_a+h}} \]

\[ = (-2)^h (p_a) (p_a + 1 - d/2) h \sum_{\{q_i\} \geq \{ \eta \}} S_q \left( \frac{(-1)^{q - q_0 - q_i} (-2)^{q - q_0 q_i}}{\prod_{r \geq 0} q_r!} \right) \]

By recurrence, the action of the vector differential operator can also be found and it gives

\[ \bar{I}^{(d,h,n,p_a)}_{ij} = (-2)^h (p_a) (p_a + 1 - d/2) h \sum_{\{q_i\} \geq \{ \eta \}} S_q K_{ij}^{(d,h,n,p_a)} \]

where the fully-symmetric tensor \( S_q \) is defined as in (4.23) (but restricted to three coordinates),

\[ S_{(q)}^{A_1 \ldots A_3} = g^{A_1 A_2} \ldots g^{A_{2q_0-1} A_{2q_1} \ldots A_{2q_0+1}} \frac{\bar{I}^{A_{2q_0+1}}}{(q_1^{A_{2q_0+1}}) \ldots \bar{I}^{A_{2q_0+1}}} \]

the \( K \)-function is

\[ K_{ij}^{(d,h,n,p_a)} = \frac{(-1)^{q - q_0 - q_i} (-2)^{q - q_0 q_i}}{\prod_{r \geq 0} q_r!} \frac{(-h - q) q - q_0 - q_i (p_a + h) q - q_0 - q_i}{(p_a + 1 - d/2) - q_0 - q_i}, \] (4.28)

and the homogeneous embedding space coordinates are

\[ \bar{I}_i^A = \frac{1}{(\eta_i \cdot \eta_a)^{h+n}} \frac{1}{(\eta_i \cdot \eta_a)^{h+n}} \frac{1}{(\eta_i \cdot \eta_a)^{h+n}} \]

\[ \bar{I}_j^A = \frac{1}{(\eta_i \cdot \eta_a)^{h+n}} \frac{1}{(\eta_i \cdot \eta_a)^{h+n}} \frac{1}{(\eta_i \cdot \eta_a)^{h+n}} \]

The results obtained here for three-point correlation functions show that the general idea used for \((M > 3)\)-point correlation functions works also in this special case. The similarities between (4.27) and (4.22) as well as (4.28) and (4.24) (with \( K_{ij}^{(d,h,n,p_a)} = 1 \) for three-point correlation functions) cannot be overlooked.

Moreover, (4.27) satisfies identities identical to the contiguous relations (4.26) by construction.

5. Operator Product Expansion in Embedding Space

Equipped with a metric in embedding space that is doubly transverse and has the same trace than the usual Lorentz metric in position space, it is now possible to uplift quasi-primary operators in general \( SO(1,d-1) \) irreducible representations to embedding space. Once the machinery necessary to perform the lift to embedding space is presented, it will be straightforward to write the OPE.
5.1. Transversality and General Quasi-Primary Operators in Embedding Space

In section 3.3 it was shown that quasi-primary operators in defining representations of the Lorentz group uplift to quasi-primary operators in defining representations of the conformal group such that $N^\mathcal{O}_E = \{0, N^\mathcal{O}\}$. Hence scalars uplift to scalars, spinors uplift to spinors and $i$-index antisymmetric tensors uplift to $(i+1)$-index antisymmetric tensors (including the self-dual and anti-self-dual tensors). Moreover, for defining representations, the lift works at the level of quasi-primary operators.

For general irreducible representations of the Lorentz group however, it is necessary to symmetrize and remove traces as explained in Appendix A. The former does not lead to any problem, but the latter is trickier since the tracelessness condition in embedding space must correspond to the tracelessness condition in position space. That can only occur if the trace of the to-be-used embedding space metric is equal to the trace of the position space metric. Fortunately, such a candidate exists and is given by $A^{AB}_{ij}$ (4.4). This metric is built with the help of two embedding space coordinates and it is doubly transverse with respect to these two embedding space coordinates. Hence, if the metric $A^{AB}_{ij}$ is to be used to remove traces in the lift of general irreducible representations of the Lorentz group to embedding space, then an extra embedding space coordinate is needed to achieve such a lift.

At first glance, this observation might seem problematic since the lift cannot be done at the level of quasi-primary operators. However in a CFT the most fundamental building block is the OPE and the OPE always necessitates using two embedding space coordinates [see (1.1)]. Hence it is conceivable to use the $A^{AB}_{ij}$ metric to uplift general $SO(1,d-1)$ irreducible representations to general $SO(2,d)$ irreducible representations. How this can be done can be inferred from the link between quasi-primary operators and half-projectors (A.5) as well as the transversality condition (3.7).

For the defining representations and from the analysis in Appendix A, it is clear that in embedding space $O^N(\eta) \sim T^{N_E}$ as far as the behavior under conformal transformations is concerned. Since $\eta \cdot \Gamma \cdot \eta = \eta \cdot \eta = 0$, demanding that the transversality condition (3.7) be satisfied forces the introduction of the doubly-transverse metric such that

$$O^a_{\eta_i}(\eta_i) \sim \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma$$
$$O^a_{\eta_i}(\eta_i) \sim \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma$$
$$O^a_{\eta_i}(\eta_i) \sim \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma$$
$$O^a_{\eta_i}(\eta_i) \sim \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma$$
$$O^a_{\eta_i}(\eta_i) \sim \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma \eta_i^a \cdot \Gamma$$

with

$$\forall n \in \{1, \ldots, r-1\}.$$
It is important to note that the number of dummy indices on the half-projectors for the defining representations in embedding space corresponds to the number of dummy indices on the half-projectors for the defining representations in position space even though \( N^E = \{0, N^O\} \). This fact is paramount and will be used profusely below.

Indeed, this observation and (A.5) suggest the following generalization for quasi-primary operators in general irreducible representations of the Lorentz group, i.e. \( \mathcal{O}^N(\eta_i) \sim (T_{ij}^N \Gamma) \) where

\[
(T_{ij}^N \Gamma) = \left( \frac{\sqrt{2}}{(\eta_i \cdot \eta_j)^{1/2}} T^{\sigma_2} \eta_i A_{ij} \right)^{N_i} \cdots \left( \frac{\sqrt{r}}{(\eta_i \cdot \eta_j)^{1/2}} T^{\sigma_{r-1}} \eta_i A_{ij} \right)^{N_{r-1}} \times \left( \frac{\sqrt{r} + 1}{(\eta_i \cdot \eta_j)^{1/2}} T^{2 \sigma_r \eta_i A_{ij}} \right)^{[N_r/2]} \left( \frac{1}{\sqrt{2}(\eta_i \cdot \eta_j)} T^{\sigma_r \eta_i \cdot \Gamma \eta_j \cdot \Gamma} \right)^{N_r - 2[N_r/2]} \cdot \hat{P}_{ij}^N. \tag{5.1}
\]

The hatted projection operator, which acts on the dummy indices whose number corresponds to the number of indices for the general irreducible representation of the Lorentz group \( N \), is naturally the hatted projection operator for the general irreducible representation \( N \) in position space (not \( N^E \) in embedding space). It is however built from the metric \( A_{ij}^{AB}, \Gamma^A_{ij} \equiv \Gamma^B A_{ij}^A \) and the proper epsilon tensor, see below, to properly implement the tracelessness condition expected in position space. Once again, there exist obvious analog formula for the even-dimensional case [see (A.4) for the proper substitutions].

As for its transformation properties under the conformal group, the embedding space spinor indices of \( (T_{ij}^N \Gamma) \) transform as expected for a quasi-primary operator in embedding space. Moreover, (5.1) clearly verifies the transversality condition (3.7) even with the extra \( \Gamma \)-matrix for the spinor part of the general irreducible representation. Indeed, the dummy (spinor) index for the spinor part of the general irreducible representation can be contracted without affecting the behavior under conformal transformations as long as the contraction leads to another dummy (spinor) index (to match to the number of dummy indices in position space). The extra \( \Gamma \)-matrix is included to allow proper spinor contraction with the hatted projection operator in the appropriate irreducible representation. Finally, the pre-factors as well as the power of \( (\eta_i \cdot \eta_j) \) are included for future convenience.

5.2. Transversality and the Differential Operator

As shown in the previous section, the transversality condition (3.7) suggests that the differential operator appearing in the OPE (1.1) is proportional to the half-projectors (5.1) for the two quasi-
primary operators in embedding space on the left-hand side of the OPE, \( i.e. \)
\[
a \mathcal{D}_{ij}^k(\eta_1,\eta_2) \propto (\mathcal{T}^{N_i}_1 \Gamma)(\mathcal{T}^{N_j}_{21} \Gamma).
\]
This relationship implies that the right-hand side of the OPE (1.1) transforms as the left-hand side of the OPE (1.1) under conformal transformations—the number of embedding space spinor indices on both sides match. Moreover, the transversality conditions for the two quasi-primary operators in embedding space on the left-hand side of the OPE (1.1) are satisfied automatically by construction. One is thus left with two sets of dummy indices, one in the \( N_i \) irreducible representations of the Lorentz group and one in the \( N_j \) irreducible representations of the Lorentz group (but with 1 and 2 exchanged, see below), that must be contracted properly.

From the discussion in section 4.2, it is clear that a convenient differential operator to include in the OPE (1.1) to generate conformal descendants is \( D_{ij}^{(d,h,n)}_{12} \), hence
\[
a \mathcal{D}_{ij}^k(\eta_1,\eta_2) \propto D_{ij}^{(d,h_{ijk} - n_a/2, n_a)}_{12}.
\]
for appropriate parameters \( h_{ijk} \) and \( n_a \) to be determined shortly. Combining the two latest results leads to three sets of dummy indices: the two sets of dummy indices for the two irreducible representations of the Lorentz group of the quasi-primary operators on the left-hand side of the OPE and the set of “dummy” indices in the symmetric-traceless irreducible representation of the conformal group (since the differential operator \( D_{ij}^{(d,h_{ijk} - n_a/2, n_a)}_{12} \) is traceless with respect to the usual metric \( g \) in embedding space). This last observation might seem troublesome as the leftover sets of dummy indices do not belong to the same group. However, it is trivial to extract a symmetric-traceless differential operator with respect to the metric \( A_{12} \), \( i.e. \) with respect to the Lorentz group, by simply projecting unto the appropriate irreducible representation, as in
\[
D_{ij}^{(d,h_{ijk} - n_a/2, n_a)}_{12} \rightarrow \hat{P}_{12}^{n_a e_1} \cdot D_{ij}^{(d,h_{ijk} - n_a/2, n_a)}_{12}.
\]
To preserve the transversality condition with respect to the quasi-primary operator at \( \eta_2 \), it is necessary to put the differential operator to the right of the second half-projector. As a rule, the differential operator is chosen to be to the right of both half-projectors, hence
\[
a \mathcal{D}_{ij}^k(\eta_1,\eta_2) \propto (\mathcal{T}^{N_i}_1 \Gamma)(\mathcal{T}^{N_j}_{21} \Gamma)\hat{P}_{12}^{n_a e_1} \cdot D_{ij}^{(d,h_{ijk} - n_a/2, n_a)}_{12},
\]
where all three sets of dummy indices, which correspond to the Dynkin indices for the irreducible representations \( N_i, N_j \) and \( n_a e_1 \) in position space respectively, must be contracted properly.

At this point, it is necessary to focus on the quasi-primary operator on the right-hand side of the OPE (1.1). This quasi-primary operator has embedding space spinor indices which must be contracted properly since there already is the proper number of embedding space spinor indices to match the left-hand side coming from the two half-projectors. Following Appendix A to contract
the superfluous embedding space spinor indices, it is appropriate to introduce
\[
(T_{ijN} \Gamma) \equiv \hat{P}_{ji}^N \left( \frac{1}{\sqrt{2(\eta_i \cdot \eta_j)}} \eta_j \cdot \Gamma \eta_i \cdot \Gamma T_{e_rE} \right)^{N_r-2[N_r/2]} \left( \frac{\sqrt{r+1}}{(\eta_i \cdot \eta_j)^{\frac{r}{2}}} A_{ij} \cdots A_{ij} \eta_i T_{e_rE} \right)^{\lfloor N_r/2 \rfloor} \\
\times \left( \frac{\sqrt{r}}{(\eta_i \cdot \eta_j)^{\frac{r}{2}}} A_{ij} \cdots A_{ij} \eta_i T_{e_{E-1}} \right)^{N_r-1} \cdots \left( \frac{\sqrt{2}}{(\eta_i \cdot \eta_j)^{\frac{r}{2}}} A_{ij} \eta_i T_{e_2} \right)^{N_1},
\]
with
\[
A_{ij} \cdots A_{ij} \eta_i (T_{e_{n+1}})_{A_n}^{a_1} \cdots A_{ij} \eta_i \left( T_{e_{n+1}} \right)^{A_{n}^l} \equiv \eta_i^{A_0^I} A_{ij}^{A_1^I} \cdots A_{ij} \eta_i \left( T_{e_{n+1}} \right)^{A_{n}^l^{ba}_{A_n} \cdots A_0^l},
\]
and an analogous equation for the even-dimensional case. There are no real differences between (5.1) and (5.2). The position of the embedding space spinor indices and the dummy indices are simply exchanged. Note, however, that for fermionic quasi-primary operators \(O_k(\eta_2)\), the extra \(\eta_j \cdot \Gamma \eta_i \cdot \Gamma\) is not needed due to transversality. It is nevertheless kept in the definition (5.2) to avoid introducing another quantity.

From (5.2) and the discussion above, it is possible to assert that a practical form for the differential operator in the OPE (1.1) is
\[
aD_{ij}^k(\eta_1, \eta_2) \propto \left( T_{12}^{N_1^I} \Gamma \right) \hat{P}_{12}^{n_a e_1} \cdot D_{12}^{(d,h_{ijk}-n_a/2,n_a)} (T_{12}^{N_1^I} \Gamma)^*,
\]
where the half-projector (5.2) transforms the embedding space spinor indices of the quasi-primary operator on the right-hand side into a set of dummy indices. Note that the product denoted by a dot corresponds to a contraction of the dummy variables while a product denoted by a star corresponds to a contraction of the embedding space spinor indices.

It must be stressed that the choice and order of the embedding space coordinates in (5.2) are very important. Indeed, it is impossible to contract directly the quasi-primary operator on the right-hand side of the OPE with \(\eta_2 \cdot \Gamma\) since the latter is located at \(\eta_2\). By the transversality condition (3.7), such a contraction would lead to a vanishing contribution to the OPE (1.1).

Finally, the differential operator appearing in the OPE (1.1) has four different sets of dummy indices that must be contracted properly. With the help of the metric \(A_{12}\) (4.4), the four sets of dummy indices can be seen as originating from irreducible representations of the Lorentz group (not the conformal group). To contract them properly, an extra object combining four Lorentz group irreducible representations into a Lorentz group singlet must be introduced. In the following, such objects are termed the tensor structures \(a_{12}^{ij, k}\). These structures will be studied in more detail below.

5.3. Tensor Structures

The different tensor structures appear to contract the four sets of dummy variables remaining in the differential operator \(aD_{ij}^k(\eta_1, \eta_2)\), which can be seen as originating from four different
irreducible representations of the Lorentz group with the help of the metric $A_{12}$, into a Lorentz singlet. Consequently, to generate a one-to-one map to the expected result for the OPE in position space, the tensor structures $a^{l_{12}2k}_{ij}$ should be built from the metric $A_{12}$.

Moreover, since the hatted projection operators in the half-projectors (5.1) appearing in the differential operator $aD_{ij}^k(\eta_1,\eta_2)$ can always be replaced by their squares, the tensor structures should satisfy

$$a^{l_{12}2k}_{ij} = (\hat{P}^N_{12})(\hat{P}^N_{21}) \cdot a^{l_{12}2k}_{ij}.$$  

This identity implies that the hatted projection operators appearing in the half-projectors (5.1) used in the differential operator $aD_{ij}^k(\eta_1,\eta_2)$ can be moved to the tensor structures $a^{l_{12}2k}_{ij}$, removing the hatted projection operators from the half-projectors (5.1). This observation suggests that group-theoretical properties are taken into account by the tensor structures.

Decomposing the symmetric-traceless differential operator $D_{12}^{(d,h_{ijk}−n_a/2,n_a)}$ with respect to the metric $g$ into symmetric-traceless irreducible representations with respect to the metric $A_{12}$ through $D_{12}^{(d,h_{ijk}−n_a/2,n_a)} \rightarrow \hat{P}^{n_ae_1}_{12} \cdot D_{12}^{(d,h_{ijk}−n_a/2,n_a)}$ as before and using the previous property for the tensor structures, it is natural to demand also that

$$a^{l_{12}2k}_{ij} = (\hat{P}^N_{12})(\hat{P}^N_{21}) \cdot a^{l_{12}2k}_{ij} \cdot (\hat{P}^{n_ae_1}_{12})(\hat{P}^N_{21}),$$  

(5.3)

From this observation, the explicit hatted projection operator $(\hat{P}^{n_ae_1}_{12})$ can also be moved from the differential operator $(\hat{P}^{n_ae_1}_{12}) \cdot D_{12}^{(d,h_{ijk}−n_a/2,n_a)}$ to the tensor structures.

Finally, using the argument just discussed to project unto the proper irreducible representation for the quasi-primary operators on the left-hand side of the OPE (1.1), it is reasonable to demand that the tensor structures satisfy

$$a^{l_{12}2k}_{ij} = (\hat{P}^N_{12})(\hat{P}^N_{21}) \cdot a^{l_{12}2k}_{ij} \cdot (\hat{P}^{n_ae_1}_{12})(\hat{P}^N_{21}),$$

(5.3)

to project unto the proper irreducible representation for the quasi-primary operator on the right-hand side of the OPE. Note, however, that one cannot remove the hatted projection operator from the half-projector (5.2) since the latter does not commute with the differential operator $D_{12}^{(d,h_{ijk}−n_a/2,n_a)}$.

To summarize, the tensor structures $a^{l_{12}2k}_{ij}$ are built from the metric $A_{12}$ and project unto the proper irreducible representations of the Lorentz group of the quasi-primary operators as well as the symmetric-traceless differential operator as in (5.3). Moreover, they merge the four different sets of dummy variables of the irreducible representations of the Lorentz group appearing in the differential operator $aD_{ij}^k(\eta_1,\eta_2)$ into a Lorentz singlet, as would be expected of tensor structures for the OPE in position space, although the order of the embedding space coordinates appearing in the different hatted projection operators must be treated with care (see below). Hence

$$aD_{ij}^k(\eta_1,\eta_2) \propto (\mathcal{T}^N_{12},\Gamma)(\mathcal{T}^N_{21},\Gamma) \cdot a^{l_{12}2k}_{ij} \cdot D_{12}^{(d,h_{ijk}−n_a/2,n_a)}(\mathcal{T}_{12Nk},\Gamma)^*,$$
where all the dummy variables as well as the extra embedding space spinor indices corresponding to the quasi-primary operator on the right-hand side of the OPE (1.1) are properly contracted. By construction, it is straightforward to verify that \( aD^k_{ij}(\eta_1, \eta_2) \) has the proper behavior under conformal transformations and is transverse with respect to the remaining embedding space spinor indices as expected from the supplemental condition (3.7) of the two quasi-primary operators on the left-hand side of the OPE (1.1).

From (5.3) it is now clear that for three quasi-primary operators in specific irreducible representations of the Lorentz group \( N_i, N_j \) and \( N_k \), the number of tensor structures \( a_{ij}^{12k} \), i.e. the number \( N_{ijk} \) denoting the range of the sum over \( a \) in (1.1), is equal to the number of symmetric-traceless irreducible representations of the Lorentz group appearing in the tensor product decomposition of \( N_i \otimes N_j \otimes N_k \) (being careful with the ordering of the embedding space coordinates). Furthermore, the parameter \( n_a \) appearing in the differential operator \( aD^k_{ij}(\eta_1, \eta_2) \) for each specific tensor structure corresponds to the Dynkin index \( n_a e_1 \) of the appropriate symmetric-traceless irreducible representation under consideration. From the OPE (1.1), this fact implies that there are \( N_{ijk} \) independent OPE coefficients \( a_{ij}^{k} \).

At this point, it is worth pointing out that the extra \( \Gamma \)-matrices in the half-projectors (5.1) and (5.2) were introduced for consistency. Indeed, without the extra \( \Gamma \)-matrices, the OPE would vanish when both quasi-primary operators \( O_i(\eta_1) \) and \( O_k(\eta_2) \) are in fermionic irreducible representations of the Lorentz group.

Since all hatted projection operators can be moved to the tensor structures \( a_{ij}^{12k} \), the tensor structures can be seen as the proper objects projecting unto the appropriate irreducible representations of the Lorentz group. Therefore, all non-trivial group-theoretical information present in the OPE can be solely encoded in the tensor structures.

It is noteworthy to stress here that all irreducible representations involved in the discussion about tensor structures are Lorentz group representations, not conformal group representations. As such, there exists a one-to-one map between tensor structures in embedding space and tensor structures in position space—tensor structures in embedding space are given by the equivalent tensor structures in position space where all metrics are converted to the metric \( A_{12} \) with appropriate substitutions for \( \Gamma \)-matrices and the epsilon tensor. This map is the tensor structure analog of the map for hatted projection operators from position space to embedding space.

To be more precise, the tensor structures \( a_{ij}^{12k} \) are made out of the following group-theoretical

---

9 The hatted projection operator in (5.2) acts trivially on the quasi-primary operator on the right-hand side of the OPE and as such does not carry non-trivial group-theoretical information.
metric, epsilon tensor and spinor quantities,

\[ A_{12}^{AB} \equiv g^{AB} - \frac{\eta_1^A \eta_2^B}{(\eta_1 \cdot \eta_2)} - \frac{\eta_2^A \eta_1^B}{(\eta_1 \cdot \eta_2)}, \]

\[ \epsilon_{12}^{A_1 \cdots A_d} \equiv \frac{1}{(\eta_1 \cdot \eta_2)} \eta_1^{A_0} \epsilon^{A_0' \cdots A_d' A_{d+1} \cdots A_{12} A_1}, \]

\[ \Gamma_{12}^{A_1 \cdots A_n} \equiv \Gamma^{A_1' \cdots A_n'} \epsilon_{12}^{A_0} A_{12}^{A_0} \cdots A_{12}^{A_1}, \quad \forall n \in \{0, \ldots, r\}, \]

which have the appropriate properties (trace, number of vector indices, etc.) as expected for irreducible representations in position space (see Appendix B).

The modification from the position space metric to the metric \( A_{12} \) is straightforward from arguments related to the proper removal of traces. The change from the position space epsilon tensor to \( \epsilon_{12} \) is warranted since the number of free vector indices must match to generate a proper map between position space tensor structures and embedding space tensor structures. This last argument can also be used to determine the range of allowed values for \( n \) for the antisymmetric spinor quantities \( \Gamma_{12} \).

5.4. Homogeneity and the Differential Operator

Having constructed a differential operator that has the appropriate transformation properties under the conformal group, satisfies the supplemental condition of transversality, and does not have free dummy indices left uncontracted, it is now time to use the remaining supplemental condition, i.e. homogeneity (3.7), to constrain completely the differential operator appearing in the OPE (1.1).

The dot product \((\eta_1 \cdot \eta_2)\) is the only scalar quantity remaining that could change the homogeneity properties of the differential operator \( \delta D_{ij}^k (\eta_1, \eta_2) \) without spoiling any other properties.

---

10 Another argument why the epsilon tensor must have two indices contracted with the two embedding space coordinates comes from the form of the \( \Gamma \)-matrices in embedding space. Indeed, their form demands that the dummy indices are contracted such that they sum through some of the position space values, effectively forcing contractions with the two embedding space coordinates.

11 The order of the embedding space coordinates in \( \epsilon_{12} \) is also important since \( \epsilon_{21} = -\epsilon_{12} \), in contrast with \( A_{12} \) and \( \Gamma_{12} \). This observation is related to the asymmetry in (5.3) [the OPE (1.1) is clearly asymmetric] and is necessary for introducing the proper contragredient-reflected representations in the tensor structures which lead to singlets. The contragredient-reflected representation \( N^{CR} \) of the irreducible representation \( N \) is the contragredient representation of \( N \) in odd dimensions or the contragredient representation of \( N \) with the last two Dynkin indices (responsible for distinguishing the two inequivalent spinor representations) interchanged in even dimensions. This definition matches the contractions implied by the tensor structures taking into account the order of the embedding space coordinates as in (5.3). In Lorentzian signature, the contragredient-reflected representation is the conjugate representation.

12 A careful study, not reproduced here, using a complete basis of matrices as in Appendix A demonstrates that the case \( n = r_E \) is superfluous.

13 This is obvious from the fact that the OPE (1.1) is a function of only two embedding space coordinates.
Extending the previous discussion, one has

\[ aD_{ij}^k(\eta_1, \eta_2) \propto \frac{1}{(\eta_1 \cdot \eta_2)p_{ijk}} (T_{i2}^{N_i} \Gamma) (T_{21}^{N_j} \Gamma) \cdot a^i_{ij} \cdot D_{12}^{(d,h_{ijk} - n_a/2,n_a)} (T_{12N_k} \Gamma)\]

where the power \( p_{ijk} \) (as well as \( h_{ijk} \)) depends on the different quasi-primary operators appearing in the OPE. To compute the power \( p_{ijk} \) and the parameter \( h_{ijk} \), it is necessary to determine the degrees of homogeneity of the different quantities appearing in the differential operator \( aD_{ij}^k(\eta_1, \eta_2) \).

From the definitions (5.1) and (5.2), one has

\[ \Theta_i(T_{ij}^{N^O} \Gamma) = \frac{1}{2} (S_O - \xi_O) (T_{ij}^{N^O} \Gamma), \quad \Theta_j(T_{ij}^{N^O} \Gamma) = -\frac{1}{2} (S_O - \xi_O) (T_{ij}^{N^O} \Gamma), \]

where \( S_O \) is the “spin” of the irreducible representation \( N^O \) and \( \xi_O = S_O - \lfloor S_O \rfloor \). In other words, \( \xi_O = 0 \) for bosonic representations while \( \xi_O = 1/2 \) for fermionic representations.

Since the tensor structures are built with the help of the group-theoretical quantities (5.4), it is clear that the tensor structures have vanishing degrees of homogeneity with respect to both embedding space coordinates.

For these reasons and the fact that

\[ \Theta_i(D_{ij}^{(d,h-n/2,n)}) = hD_{ij}^{(d,h-n/2,n)}, \quad \Theta_j(D_{ij}^{(d,h-n/2,n)}) = -hD_{ij}^{(d,h-n/2,n)}, \]

the supplemental conditions of homogeneity (3.7) imply that \( p_{ijk} = \frac{1}{2}(\tau_i + \tau_j - \tau_k) \) and \( h_{ijk} = -\frac{1}{2}(\chi_i - \chi_j + \chi_k) \) with the twist \( \tau_O = \Delta_O - S_O \) and \( \chi_O = \Delta_O - \xi_O \).

Hence, the differential operator appearing in the OPE (1.1) can be chosen to be

\[ aD_{ij}^k(\eta_1, \eta_2) = \frac{1}{(\eta_1 \cdot \eta_2)p_{ijk}} (T_{i2}^{N_i} \Gamma) (T_{21}^{N_j} \Gamma) \cdot a^i_{ij} \cdot D_{12}^{(d,h_{ijk} - n_a/2,n_a)} (T_{12N_k} \Gamma)\]

\[ p_{ijk} = \frac{1}{2}(\tau_i + \tau_j - \tau_k), \quad h_{ijk} = -\frac{1}{2}(\chi_i - \chi_j + \chi_k), \]

\[ \tau_O = \Delta_O - S_O, \quad \chi_O = \Delta_O - \xi_O, \quad \xi_O = S_O - \lfloor S_O \rfloor. \]

(5.5)

Here the proportionality factor is taken to be 1. Moreover, the extra powers of \((\eta_i \cdot \eta_j)\) introduced in the half-projectors (5.1) and (5.2) were selected to simplify the differential operator (5.5). For example, the extra powers lead to the appearance of the spin in the homogeneity conditions which is needed to get from the conformal dimension to the twist relevant for homogeneity.

### 5.5. Operator Product Expansion in Embedding Space

Combining the result (5.5) for the differential operator, the definitions (5.1) and (5.2) for the half-projectors, as well as the relevant Lorentz group tensor structures (5.3) built from the group-
theoretical quantities (5.4), the OPE (1.1) is given explicitly by

\[ \mathcal{O}_i(\eta_1)\mathcal{O}_j(\eta_2) = (T_{12}^N \Gamma)^{}(T_{21}^N \Gamma) \cdot \sum_{k} \sum_{a=1}^{N_{ijk}} a_{ij}^k a_{12k}^{ij} \cdot \mathcal{D}_{12}^{(d,h_{ijk}-n_a/2,n_a)}(T_{12}N_k \Gamma) \ast \mathcal{O}_k(\eta_2), \]  

\[ p_{ijk} = \frac{1}{2}(\tau_i + \tau_j - \tau_k), \quad h_{ijk} = -\frac{1}{2}(\chi_i - \chi_j + \chi_k), \]

\[ \tau_\mathcal{O} = \Delta_\mathcal{O} - S_\mathcal{O}, \quad \chi_\mathcal{O} = \Delta_\mathcal{O} - \xi_\mathcal{O}, \quad \xi_\mathcal{O} = S_\mathcal{O} - [S_\mathcal{O}], \]

which is the most practical OPE found by the authors. Again, the generalization to even dimensions is straightforward.

In (5.6), the non-negative integer \( n_a \) is the Dynkin index of the specific symmetric-traceless irreducible representation \( n_a e_1 \) appearing in the tensor product decomposition of \( N_i \otimes N_j \otimes N_k \) associated with the tensor structure \( a_{ij}^{12k} \) indexed by \( a \in \{1, \ldots, N_{ijk}\} \). This is the symmetric-traceless irreducible representation necessary to contract the Lorentz group irreducible representations into a singlet, being careful with the order of the embedding space coordinates, as in (5.3). Finally, the sum over \( k \) runs over all independent quasi-primary operators (including the conjugate operators if they are independent). Meanwhile, \( N_{ijk} \) is the number of tensor structures with OPE coefficients \( a_{ij}^k \) which corresponds to the number of symmetric-traceless irreducible representations in the same tensor product decomposition, i.e. \( N_i \otimes N_j \otimes N_k \), again being careful with the order of the embedding space coordinates, as in (5.3).

By construction, the OPE in embedding space (5.6) is naturally covariant under the full conformal group \( SO(d_E) \equiv SO(2,d) \) and it satisfies appropriate consistency conditions, from e.g. the supplemental conditions (3.7) of homogeneity and transversality. Mathematically, the OPE (5.6) is conformally invariant since it satisfies the following identity

\[ [L_{AB}, \mathcal{O}_i(\eta_1)\mathcal{O}_j(\eta_2)] = (T_{12}^N \Gamma)^{}(T_{21}^N \Gamma) \cdot \sum_{k} \sum_{a=1}^{N_{ijk}} a_{ij}^k a_{12k}^{ij} \cdot \mathcal{D}_{12}^{(d,h_{ijk}-n_a/2,n_a)}(T_{12}N_k \Gamma) \]

\[ \ast [L_{AB}, \mathcal{O}_k(\eta_2)]. \]

The identity (5.7) is easily proved by noticing that

\[ [L_{AB}, \mathcal{O}_k(\eta_2)] = -L_{2AB}\mathcal{O}_k(\eta_2) - (\Sigma_{AB}\mathcal{O}_k)(\eta_2) = -L_{1AB}\mathcal{O}_k(\eta_2) - L_{2AB}\mathcal{O}_k(\eta_2) - (\Sigma_{AB}\mathcal{O}_k)(\eta_2), \]

\[ [L_{1AB} + L_{2AB}, \mathcal{D}_{12}^{(d,h,n)}] = -(S_{AB}D_{12}^{(d,h,n)})C_{1\cdots n}, \quad L_{AB}^C - \eta^C L_{AB} = -(S_{AB}\eta)^C, \]

where \( L_{1AB}\mathcal{O}_k(\eta_2) = 0 \) is added in the first equation to allow the use of the subsequent commutation relations. This seemingly trivial property is useful in the study of \( M \)-point correlation functions since, already at the level of the OPE, it implies that for a Casimir operator \( C_{2n} \) or \( C_{c} \) acting on the left-hand side of the OPE each quasi-primary operator \( \mathcal{O}_k(\eta_2) \) on the right-hand side of the OPE is multiplied by its eigenvalue \( c_{2n}^k \) or \( c_{c}^k \) for the corresponding Casimir operator.

In (5.6) the dummy indices on the half-projectors and the differential operators are contracted through the tensor structures \( a_{ij}^{12k} \) (contractions denoted by the \( \cdot \) symbol) while the embedding
space spinor indices are free for the half-projectors of $O_i(\eta_1)$ and $O_j(\eta_2)$ but fully contracted with $O_k(\eta_2)$ for the last half-projector (contractions denoted by the $\ast$ symbol). Concretely, the OPE (5.6) in all its glory is written as

$$O_{ia_1 \cdots a_{n_1}}(\eta_1)O_{jb_1 \cdots b_{n_2}}(\eta_2) = \left( T_{12}^N \Gamma \right)^{\{Aa\}}_{a_1 \cdots a_{n_1}} \left( T_{21}^N \Gamma \right)^{\{Bb\}}_{b_1 \cdots b_{n_2}}$$

$$+ \sum_k \sum_{a=1}^{N_{ijk}} a_{cij}^k (a_{12k}^{i})_{\{aA\}}^{\{Cc\}}^{\{D\}} \left( \eta_1 \cdot \eta_2 \right)^{p_{ijk}}$$

$$\cdot D_{12(D)}^{(d,h_{ijk} - n_a/2,n_a)} (T_{12}^N \Gamma)_1^{c_n} \cdots \cdot O_{k c_1 \cdots c_{n_2}}(\eta_2),$$

with an equivalent equation for the even-dimensional case. In (5.8) the four different sets of dummy indices contracted into a Lorentz group singlet through the tensor structures are $\{Aa\}$, $\{Bb\}$, $\{cC\}$ and $\{D\}$ for the quasi-primary operators $O_i(\eta_1)$, $O_j(\eta_2)$, $O_k(\eta_2)$ and the differential operator $D_{12}^{(d,h_{ijk} - n_a/2,n_a)}$, respectively.

Several remarks are in order. First of all, the scalar part of differential operator $D_{12}^{(d,h_{ijk} - n_a/2,n_a)}$ is applied 2$h_{ijk} - n_a$ times on the quasi-primary operator $O_k(\eta_2)$ where $h_{ijk} \in \mathbb{R}$. This is necessary due to the non-compactness of the conformal group. This could potentially lead to issues deriving conformal blocks yet from the results obtained in Section 4 it is clear that it is not a problem.

Second, although the OPE is clearly asymmetric, it was mentioned that the OPE (5.6) should not depend on the choice of the embedding space coordinate for the quasi-primary operator on the right-hand side. This fact is not obvious from the OPE (5.6) and it leads to relations between the different tensor structures.

Third, the OPE (5.6) is completely known up to the OPE coefficients $a_{cij}^k$ and the tensor structures $a_{12k}^{ij}$. In fact, the latter can be seen to encode all the information about the Lorentz group irreducible representations of the quasi-primary operators. They are built directly from the equivalent tensor structures in position space with the proper modifications as in (5.5) but following (5.3). Hence, for specific choices of the quasi-primary operators in irreducible representations $N_i$, $N_j$ and $N_k$, respectively, group-theoretical arguments allow the explicit construction of all the tensor structures $a_{12k}^{ij}$. As a consequence, only the OPE coefficients $a_{cij}^k$ are unknown in the OPE (5.6) and those might be constrained from conformal bootstrap arguments as described later.

The last remark suggests interesting properties for the tensor structures. For example, for a fixed set of irreducible representations $N_i$, $N_j$ and $N_k$, the tensor structures form a basis. Indeed, they take those three general irreducible representations and add an extra symmetric-traceless irreducible representation to form singlets (again being careful about the order of the embedding space coordinates). Being a basis, they can be orthonormalized such as

$$(a_{12k}^{ij}, b_{12k}^{ij}) = \delta_{ab},$$

where it is understood that the indices in the inner product $(\cdot, \cdot)$ are contracted appropriately.
(the second tensor structure should have all its irreducible representations contragredient-reflected to insure proper contractions). In fact, there is a grading for the associated vector space which is indexed by the set of possible integers \( \{ n_a | a = 1, \ldots, N_{ijk} \} \) related to the different allowed symmetric-traceless irreducible representations \( n_a e_1 \). From the existence of the grading, the orthonormality condition \((5.9)\) is trivially satisfied if \( n_a \neq n_b \).

As a vector space, one has for \( a t' = a(ot) \) (dropping all fixed indices on the tensor structures for simplicity) that the product \((5.9)\) satisfies
\[
(a t', b t') = (a(ot), b(ot)) = (OO^T)_{ab} = \delta_{ab},
\]
which is still equal to \( \delta_{ab} \) for any orthogonal matrix \( O \) which satisfies the grading. Obviously, this statement is nothing else than a simple rotation of the orthonormal basis of tensor structures into another orthonormal basis of tensor structures. This observation might be useful to simplify computations of conformal blocks by choosing a convenient basis, assuming such a basis exists. It is also worth mentioning that under such a change of basis, the OPE coefficients transform as \( a c' = a(cO^T) \).

As a final comment regarding the tensor structures, it is important to realize that the tensor structures which are well defined for the OPE will not necessarily be so for the three-point correlation functions due to the appearance of an extra embedding space coordinate. Clearly, the tensor structures in the OPE \((5.6)\) depend on only two embedding space coordinates and can be obtained from the position space tensor structures by the appropriate modifications \((5.4)\), in particular by changing the metric to \( A_{12} \). It could perhaps be of interest to obtain three-point correlation functions with well-behaved tensor structures directly from the OPE, but it is clear that if it is not already straightforward, then it implies combining different OPE tensor structures together. In other words, a simple change of the differential operator \( D_1^{(d,h_{ijk}-n_a/2,n_a)} \) appearing in the OPE \((5.6)\) is not sufficient. Indeed, the only plausible change to the differential operator one can make is to introduce fewer free derivatives (i.e. decreasing \( n_a \)) but compensate with group-theoretical invariants like the metric \( g \) or \( A_{12} \). However, such differential operators vanish once contracted with the OPE tensor structures due to their tracelessness property. On the other hand, combining OPE tensor structures to get three-point correlation functions with well-behaved tensor structures might not be possible while at the same time keeping the orthonormality property \((5.9)\) of the OPE tensor structures. Therefore it is not clear if such an endeavor has any merit.

It is worth pointing out that the OPE \((5.6)\) is a choice. Any change in the differential operator, the ordering of the embedding space coordinates and the differential operators, or the form of the half-projectors are allowed as long as the covariance under the conformal group and the two supplemental conditions of homogeneity and transversality are satisfied. From the analysis in section \((4.3)\) and the following sections, it is quite clear though that the choice \((5.6)\) is very powerful, allowing complete analytic control of the computation of \( M \)-point correlation functions.
5.6. Properties of the Half-Projectors

With the computation of $M$-point correlation functions in mind, it is convenient now to analyze some of the properties of the half-projectors (5.1) and (5.2).

Since half-projectors in general irreducible representations $N$ satisfy $T_{N} \ast T^{N} = \hat{P}^{N}$, where the star product corresponds to contractions of the spinor indices, one has the analogous relation in embedding space given by

\[
(T_{ijN}\Gamma)\{aA\} \ast (T_{jk}^{N}\Gamma)^{\{Bb\}} = \frac{(\eta_{j} \cdot \eta_{j})^{\frac{1}{2}(S-\xi)}}{(\eta_{j} \cdot \eta_{k})^{\frac{1}{2}(S-\xi)}} \left( \frac{\eta_{j} \cdot \Gamma \hat{P}^{N}_{ji} \cdot \hat{P}^{N}_{jk} \eta_{k} \cdot \Gamma}{(\eta_{j} \cdot \eta_{k})} \right) \{aA\} \quad \{Bb\}.
\]

(5.10)

Note that explicit $\eta \cdot \Gamma$-matrices in (5.10) can be commuted through the hatted projection operators $\hat{P}$ when the embedding space coordinates of the explicit $\eta \cdot \Gamma$-matrices and one of the embedding space coordinates of the hatted projection operators correspond. From (5.10), it is now clear how the pre-factors in the half-projectors (5.1) and (5.2) were chosen.

Furthermore, since

\[
(\hat{P}^{N}_{ij})\{aA\} \ast [(C_{-1})_{ab'}]^{2\xi}(g_{AB'})^{n_{\nu}}(\hat{P}^{NCR}_{jk})^{\{Bb\}} = \left( \frac{(\eta_{j} \cdot \eta_{j})^{\frac{1}{2}(S-\xi)}}{(\eta_{j} \cdot \eta_{k})^{\frac{1}{2}(S-\xi)}} \frac{\eta_{j} \cdot \Gamma \hat{P}^{N}_{ji} \cdot \hat{P}^{N}_{jk} \eta_{k} \cdot \Gamma}{(\eta_{j} \cdot \eta_{k})} \right) \{aA\} \quad [(C_{-1})_{ab'}]^{2\xi}(g_{AB'})^{n_{\nu}}(\hat{P}^{NCR}_{jk})^{\{Bb\}}
\]

where $N^{CR}$ is the contragredient-reflected representation of $N$, the following product is given by

\[
(T_{ijN}\Gamma)\{aA\} \ast (T_{jk}^{N}\Gamma) \cdot (T_{kj}^{NCR}\Gamma) = \frac{(\eta_{j} \cdot \eta_{j})^{\frac{1}{2}(S-\xi)}}{(\eta_{j} \cdot \eta_{k})^{\frac{1}{2}(S-\xi)}} \left( \frac{\eta_{j} \cdot \Gamma \hat{P}^{N}_{ji} \cdot \hat{P}^{N}_{jk} \eta_{k} \cdot \Gamma}{(\eta_{j} \cdot \eta_{k})} \right) \{aA\} \quad \times \quad [(C_{-1})_{ab'}]^{2\xi}(g_{AB'})^{n_{\nu}}[(T_{kj}^{NCR})^{\{Bb\}}]
\]

\[
= \frac{(\eta_{j} \cdot \eta_{j})^{\frac{1}{2}(S-\xi)}}{(\eta_{j} \cdot \eta_{k})^{\frac{1}{2}(S-\xi)}}[2(C_{-1})_{ab}]^{2\xi}(g_{AB})^{n_{\nu}}(T_{kj}^{NCR} \cdot \hat{P}^{NCR}_{ij})^{\{Bb\}}.
\]

(5.11)

Therefore, in an index-free notation the two products of half-projectors (5.10) and (5.11) are

\[
14\text{From Appendix A, the hatted projection operators for the defining irreducible representations in odd dimensions are}
\]

\[
(\hat{P}^{e}_{\alpha})_{\beta} = \delta_{\alpha}^{\beta}, \quad (\hat{P}^{e_{i}})_{\mu_{1} \cdots \mu_{r}}^{\nu_{1} \cdots \nu_{r}} = \delta_{[\mu_{1} \cdots \mu_{r}]}^{\nu_{1} \cdots \nu_{r}}, \quad (\hat{P}^{2e_{e}})_{\mu_{1} \cdots \mu_{r}}^{\nu_{1} \cdots \nu_{r}} = \delta_{[\mu_{1} \cdots \mu_{r}]}^{\nu_{1} \cdots \nu_{r}},
\]

while in even dimensions they are

\[
(\hat{P}^{e_{r-1}})_{\alpha}^{\beta} = \delta_{\alpha}^{\beta}, \quad (\hat{P}^{e_{s}})_{\alpha}^{\beta} = \delta_{\alpha}^{\beta}, \quad (\hat{P}^{e_{i, s}_{r-1}})_{\mu_{1} \cdots \mu_{r}}^{\nu_{1} \cdots \nu_{r}} = \delta_{[\mu_{1} \cdots \mu_{r}]}^{\nu_{1} \cdots \nu_{r}}, \quad (\hat{P}^{2e_{e}})_{\mu_{1} \cdots \mu_{r}}^{\nu_{1} \cdots \nu_{r}} = \delta_{[\mu_{1} \cdots \mu_{r}]}^{\nu_{1} \cdots \nu_{r}},
\]

\[
(\hat{P}^{2e_{s-1}})_{\mu_{1} \cdots \nu_{r-1}}^{\nu_{1} \cdots \nu_{r}} = \frac{1}{2} \delta_{[\mu_{1} \cdots \nu_{r-1}]}^{\nu_{1} \cdots \nu_{r}} + (-1)^{r} \frac{\xi}{2r!} \delta_{[\mu_{1} \cdots \nu_{r-1}]}^{\nu_{1} \cdots \nu_{r}},
\]

\[
(\hat{P}^{2e_{s}})_{\mu_{1} \cdots \nu_{r}}^{\nu_{1} \cdots \nu_{r}} = \frac{1}{2} \delta_{[\mu_{1} \cdots \nu_{r}]}^{\nu_{1} \cdots \nu_{r}} - (-1)^{r} \frac{\xi}{2r!} \delta_{[\mu_{1} \cdots \nu_{r}]}^{\nu_{1} \cdots \nu_{r}}.
\]
given by

\[
(T_{ijN} \Gamma) \ast (T_{jkN} \Gamma) = \left( \eta_i \cdot \eta_j \right)^{\frac{1}{2} (S-\xi)} \left( \eta_j \cdot \Gamma \hat{\mathcal{P}}_{ij}^{N} \cdot \hat{\mathcal{P}}_{jk}^{N} \eta_k \cdot \Gamma \right),
\]

\[
(T_{ijN} \Gamma) \ast (T_{jkN} \Gamma) \cdot (T_{kjN}^{CR} \Gamma) = \left( \eta_i \cdot \eta_j \right)^{\frac{1}{2} (S-\xi)} \left( T_{kjN}^{NCR} \Gamma \right) \cdot \left( \hat{\mathcal{P}}_{ij}^{NCR} \right) [2(C_i - T)]^{2\xi} (g)^{n_v},
\]

where all products are written using the matrix convention of Appendix \(B\). The products (5.12) appear naturally when the OPE (5.6) is used in the computation of \(M\)-point correlation functions. Moreover, the identities (5.12) are quite useful in carrying out explicit computations.

In fact, the half-projectors (5.1) satisfy another important identity, given by

\[
(T_{ijN} \Gamma) = \left( \eta_i \cdot \eta_k \right)^{\frac{1}{2} (S-\xi)} \left( T_{ikN} \Gamma \right) \cdot \left( \frac{\eta_i \cdot \Gamma \hat{\mathcal{P}}_{ij}^{N} \cdot \hat{\mathcal{P}}_{ij} \eta_j \cdot \Gamma}{2^{2\xi} (\eta_i \cdot \eta_j)} \right),
\]

which can be proven from the different properties of the embedding space quantities shown in Appendix \(B\) leading to

\[
(T_{ijN} \Gamma) \ast (T_{jkN} \Gamma) \cdot (T_{kjN}^{CR} \Gamma) = \left( \eta_i \cdot \eta_j \right)^{\frac{1}{2} (S-\xi)} \left( \eta_k \cdot \eta_j \right)^{\frac{1}{2} (S-\xi)}
\]

\[
\times \left( T_{kiN}^{CR} \Gamma \right) \cdot \left( \frac{\eta_k \cdot \Gamma \hat{\mathcal{P}}_{kj}^{NCR} \cdot \hat{\mathcal{P}}_{kj} \eta_j \cdot \Gamma}{(\eta_j \cdot \eta_k)} \right) \cdot ((C_i - T)]^{2\xi} (g)^{n_v}.
\]

With the help of (5.13), the second embedding space coordinate of any half-projector, which is of no importance for transversality, can be replaced by another embedding space coordinate, allowing the replacement of the half-projector in the second equation of (5.12) to a different half-projector in (5.13). This property is useful in disentangling the Lorentz contributions from the OPE differential operators in the computations of \(M\)-point correlation functions.

6. \(M\)-Point Correlation Functions

Now that a convenient OPE has been defined, from which analytical results can be extracted, it is finally time to investigate \(M\)-point correlation functions computed from the OPE. This section explores the implications of the OPE for \(M\)-point correlation functions as well as the associativity constraints (\(i.e\). the conformal bootstrap) obtained from the \(M\)-point correlation functions.

6.1. Conformal Algebra and Correlation Functions

Before attacking the computation of \(M\)-point correlation functions with the help of the OPE, it is of interest to investigate the action of Casimir operators (3.4) on \(M\)-point correlation functions.
From the knowledge that the OPE is conformally covariant [see (5.7)], it is already known that the action of Casimir operators on $M$-point correlation functions is well defined.

Indeed, it is straightforward to verify that correlation functions are conformally invariant (up to possible contact terms) due to the invariance of the vacuum, i.e.

$$\sum_{j=1}^{M} L_{jAB} \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle = - \sum_{j=1}^{M} (\mathcal{L}_{jAB} + \Sigma_{jAB}) \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle$$

$$= \sum_{j=1}^{M} \langle O_{i_1}(\eta_1) \cdots [L_{AB}, O_{i_j}(\eta_j)] \cdots O_{i_M}(\eta_M) \rangle$$

$$= \langle [L_{AB}, O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle \rangle = 0.$$ 

Therefore, for any correlation function one has

$$\prod_{k=1}^{m} \sum_{j \in H} L_{jA_kB_k} \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle = (-1)^m \prod_{k=1}^{m} \sum_{j \in H^c} L_{jA_{m+1-k}B_{m+1-k}} \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle$$

$$= \prod_{k=1}^{m} \sum_{j \in H^c} L_{jB_{m+1-k}A_{m+1-k}} \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle,$$

where $H \subseteq G = \{1, \ldots, N\}$ and $H^c$ is the complement of the subset $H$ in $G$. This identity implies

$$\left( \sum_{j \in H} L_j \right)^m \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle = \left( \sum_{j \in H^c} L_j \right)^m \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle, \quad (6.1)$$

for any integer $m$ and

$$\epsilon^{A_1 \cdots A_{d_E}} \sum_{j \in H} L_{jA_1A_2} \cdots \sum_{j \in H} L_{jA_{d_E-1}A_{d_E}} \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle$$

$$= (-1)^{d_E/2} \epsilon^{A_1 \cdots A_{d_E}} \sum_{j \in H^c} L_{jA_1A_2} \cdots \sum_{j \in H^c} L_{jA_{d_E-1}A_{d_E}} \langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle, \quad (6.2)$$

for $d_E$ even.

The identities (6.1) and (6.2) simply state that the action of a Casimir operator on a subset of the quasi-primary operators appearing in a correlation function is equal (up to a possible minus sign) to the action of the same Casimir operator on the complement of the quasi-primary operators. The possible minus sign in $C_\epsilon$ (6.2) appears as a consequence of the contragredient-reflected property of spinors in even dimensions. Indeed, for $d_E = 4n + 2$ and $n \in \mathbb{N}$ the two irreducible spinor (Weyl) representations are contragredient-reflected of each other while for $d_E = 4n$ and $n \in \mathbb{N}$ the two irreducible spinor (Weyl) representations are self-contragredient-reflected (and vice versa in position space).

The discussion above also implies that the conformal blocks relevant to $M$-point correlation functions are eigenfunctions of the Casimir operators $C_{2n}$ and $C_\epsilon$ with eigenvalues $\phi^G_{2n}$ and $\phi^{\epsilon}_{C_\epsilon}$ for the exchanged quasi-primary operator $O$, where $C O = e^{C_\epsilon} O$. This observation allows to compute and/or check explicit conformal blocks for $M$-point correlation functions.
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6.2. M-Point Correlation Functions from the OPE

M-point correlation functions can be obtained from the OPE in many different ways. From the OPE (5.6), M-point correlation functions can be computed by recurrence as follows,

\[ \langle O_{i_1} (\eta_1) \cdots O_{i_M} (\eta_M) \rangle = (-1)^{2\xi_{i_1}} \langle O_{i_2} (\eta_2) \cdots O_{i_M} (\eta_M) | O_{i_1} (\eta_1) \rangle, \]

\[ = (T_{M1}^{N_{i_1}} \Gamma)(T_{M1}^{N_{i_2}} \Gamma) \cdot \sum_k \sum_a (-1)^{2(\xi_{i_1} + \xi_k)} \frac{a_{i_1 Mi_1} a_{i_2 Mi_2} \cdots a_{i_M Mi_M}}{(\eta_1 - \eta_M)^{\rho M^{i_2}}} \]

\[ \cdot D^{(d,h_{M+1} - n_{M+2}, n_a)} (T_{M1}^{N_{i_k}} \Gamma) \ast \langle O_{\ell_k} (\eta_1) O_{i_2} (\eta_2) \cdots O_{\ell_{M-1}} (\eta_{M-1}) \rangle. \]

(6.3)

Clearly, iterating (6.3) \( M - 1 \) times leads to \( M \)-point correlation functions written in terms of differential operators at the embedding space coordinate \( \eta_1 \) acting on one-point correlation functions at the same embedding space coordinate \( \eta_1 \),

\[ \langle O_{i_1} (\eta_1) \cdots O_{i_M} (\eta_M) \rangle = (-1)^{2\xi_{i_1}} \prod_{j=1}^{M-1} (T_{j-1}^{N_{i_j+1}} \Gamma)(T_{j-1}^{N_{i_j+1}} \Gamma) \]

\[ \cdot \sum a_{M-j} c_{M-j+1 k_{M-j+1}} k_{M-j} a_{M-j} i_{M-j} k_{M-j+1} \frac{1}{(\eta_1 - \eta_{M-j+1})^{\rho M^{i_2}}} \]

\[ \cdot D^{(d,h_{M-j} - n_{M-j}, n_{M-j})} (T_{j-1}^{N_{i_j}} \Gamma) \ast \langle O_{\ell_1} (\eta_1) \rangle, \]

(6.4)

where

\[ p_{M-j+1} = \frac{1}{2}(\tau_{i_{M-j+1}} + \tau_{k_{M-j+1}} - \tau_{k_{M-j}}), \quad h_{M-j} = -\frac{1}{2}(\chi_{i_{M-j+1}} - \chi_{k_{M-j+1}} + \chi_{k_{M-j}}), \]

and \( k_M = i_1 \). In (6.4) the OPE is being used recursively with all differential operators acting on the embedding space coordinate \( \eta_1 \). Moreover, it is understood that the terms in the product are ordered with the \( j = 1 \) term acting last on the one-point correlation functions.

Since the identity operator \( 1 \) is a special quasi-primary operator with conformal dimension \( \Delta_{1} = 0 \) and spin \( S_{1} = 0 \), it is the only quasi-primary operator with non-vanishing vacuum expectation value \( \langle 1 \rangle = 1 \). Hence, the only non-trivial one-point correlation function appearing in the iterated version (6.4) is \( \langle 1 \rangle \).

Therefore, using results like (4.21), (4.22), (5.13) and (5.14), it is straightforward to compute analytically all \( M \)-point correlation functions from (6.4) by simply extracting all the free embedding space coordinates \( \eta_1 \) and applying the differential operators. In other words, it is now clear from (5.3) and the results of Sections 4, 5 and 6 that any \( M \)-point correlation function can be constructed recursively in terms of unknown OPE coefficients. Furthermore, for \( (M < 5) \)-point correlation functions, the results are directly obtained in terms of linear combinations of the functions \( f_{ij}^{(d,h,m,p)} \) (4.27) and \( \bar{f}_{ij}^{(d,h,m,p)} \) (4.22), the latter being built from the \( K \)-function.
Indeed, it is obvious that two-point and three-point correlation functions are simple sums of powers of the products of embedding space coordinates at different points, leading to simple four-point correlation functions written in terms of $\tilde{I}^{[d,h_1,n_1]}_{ij;kl}$. This is however not the case for $(M > 4)$-point correlation functions since the four-point correlation functions are now functions of the conformal cross-ratios (4.14) through the $K$-function (4.21).

### 6.3. Two and Three-Point Correlation Functions from the OPE

To give a general idea on how to use (6.4), this section computes generically two and three-point correlation functions. In the specific case of two-point correlation functions, (6.4) leads to

$$
\langle O_{i_1}(\eta_1)O_{i_2}(\eta_2) \rangle = (-1)^{2\xi_{i_1}}(T_{21}^{N_{i_2}}\Gamma)(T_{12}^{N_{i_2}}\Gamma) \cdot \frac{c_{i_2k_2}^{}\hat{k}_{21}^{i_2k_2}}{(\eta_1 \cdot \eta_2)^{p_2}}
$$

$$
= (-1)^{2\xi_{i_1}}(T_{21}^{N}\Gamma)(T_{12}^{N_{CR}}\Gamma) \cdot \frac{\lambda_N c_{i_2i_1}^{}\hat{D}_{21}^{N}}{(\eta_1 \cdot \eta_2)^{\tau}},
$$

(6.5)

since the only quasi-primary operator with a non-vanishing one-point correlation function is the identity operator for which the power of the differential operator $D_{21}^{(d,h_1-n_{a_1}/2,n_{a_1})}$ must vanish, forcing $n_{a_1} = h_1 = 0$ and $p_2 = \tau_{i_1} = \tau_{i_2} \equiv \tau$. Moreover, since the hatted projection operators contract only if the two irreducible representations are contragredient-reflected to each other, then the two quasi-primary operators in the correlation function must be in contragredient-reflected representations, i.e. $N_{i_2} = N_{i_1}^{CR} \equiv N$. Furthermore, simple group-theoretical arguments dictate that the only possible tensor structure must be proportional to the hatted projection operator, $t_{21}^{i_2i_1} = \lambda_N \hat{P}_{21}^{N}$ where $\lambda_N$ is a normalization constant, leading to the general two-point correlation function (6.5).

From this discussion it is straightforward to then conclude that (6.4) can be simplified to

$$
\langle O_{i_1}(\eta_1) \cdots O_{i_M}(\eta_M) \rangle = (-1)^{2\xi_{i_1}} \prod_{j=1}^{M-2} (T_{M-j+1}^{N_{i_1+1}}\Gamma)(T_{1,1}^{N_{i_1+1}}\Gamma)
$$

$$
\cdot \sum_{k_{M-j}} \sum_{a_{M-j}} a_{M-j}^{a_{M-j}} \frac{c_{i_2k_2}^{}\hat{k}_{21}^{i_2k_2}}{(\eta_1 \cdot \eta_{M-j+1})^{p_{M-j+1}}} (T_{M-j+1,1}^{N_{k-M-j+1}}\Gamma) \cdot \frac{\lambda_N c_{i_2i_1}^{}\hat{D}_{21}^{N}}{(\eta_1 \cdot \eta_{M-j+1})^{\tau}}
$$

(6.6)

$$
\cdot D_{M-j+1,1}^{(d,h_{M-j}-n_{a_{M-j}}/2,n_{a_{M-j}})}(T_{M-j+1,1}^{N_{k-M-j}}\Gamma) \cdot \frac{\lambda_N c_{i_2i_1}^{}\hat{D}_{21}^{N}}{(\eta_1 \cdot \eta_{M-j+1})^{\tau}}
$$

$$
\times (T_{21}^{N_{i_2}}\Gamma)(T_{12}^{N_{k_2}}\Gamma) \cdot \frac{\lambda_N c_{i_2k_2}^{}\hat{k}_{21}^{i_2k_2}}{(\eta_1 \cdot \eta_{M-j+1})^{\tau}},
$$

where $k_1 = k_2$ and $a_1 = a_2$ which imply $\tau_{k_1} = h_{k_1} = n_{a_1} = 0$ and thus $\tau_{k_2} = \tau_{i_2}$ and $N_{k_2} = N_{i_2}^{CR}$ with $p_2 = \tau_{i_2}$. 
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Proceeding to three-point correlation functions, (6.6) becomes
\[
\langle O_{i_1}(\eta_1)O_{i_2}(\eta_2)O_{i_3}(\eta_3) \rangle = (-1)^{2\xi_{i_1}} \left( T_{31}^{N_{i_1}} \Gamma \right) \left( T_{13}^{N_{i_3}} \Gamma \right) \sum_{k_2} \sum_{a_2} \frac{a_2 c_{i_3 k_3} k_2 a_2^{31 k_2}}{(\eta_1 \cdot \eta_3) p_3} \cdot \mathcal{D}^{(d,h_2-2,n_{a_2})} \left( T_{31}^{N_{k_2}} \Gamma \right) \ast \left( T_{21}^{N_{i_2}} \Gamma \right) \left( T_{12}^{N_{k_2}} \Gamma \right) \cdot \frac{\Gamma_{i_2 k_2} \Gamma_{i_2 k_2}^{31}}{(\eta_1 \cdot \eta_2) p_2}.
\]

Using the identity (6.14) leads to
\[
\langle O_{i_1}(\eta_1)O_{i_2}(\eta_2)O_{i_3}(\eta_3) \rangle = (-1)^{2\xi_{i_1}} \left( T_{31}^{N_{i_1}} \Gamma \right) \left( T_{13}^{N_{i_3}} \Gamma \right) \sum_{k_2} \sum_{a_2} \frac{a_2 c_{i_3 k_3} k_2 a_2^{31 k_2}}{(\eta_1 \cdot \eta_3) p_3} \cdot \mathcal{D}^{(d,h_2-2,n_{a_2})} \lambda_{i_2} c_{i_3 k_2} (\eta_1 \cdot \eta_3) \frac{1}{(\eta_1 \cdot \eta_2) p_2} \frac{1}{(\eta_1 - \eta_2)} \frac{(S_{i_2} - \xi_{k_2})(\eta_2 \cdot \eta_3)}{\xi_{i_2}^R} \left[ (C_{i_2}^{-1}) \right]^{2\xi_{i_2}} (g)^{n_{i_2}}
\]
\[
= (-1)^{2\xi_{i_1}} \left( T_{31}^{N_{i_1}} \Gamma \right) \left( T_{13}^{N_{i_3}} \Gamma \right) \left( T_{23}^{N_{i_2}} \Gamma \right) \sum_{a_2} \lambda_{i_2} c_{i_3 i_2} a_2^{31} (\eta_1 \cdot \eta_3) p_3 + (S_{i_2} - \xi_{i_2}) \frac{1}{(\eta_1 \cdot \eta_2) p_2} \frac{1}{(\eta_1 - \eta_2)} \frac{(S_{i_2} - \xi_{i_2})}{\xi_{i_2}^R} \left[ (C_{i_2}^{-1}) \right]^{2\xi_{i_2}} (g)^{n_{i_2}}
\]
\[
= (-1)^{2\xi_{i_1}} \left( T_{31}^{N_{i_1}} \Gamma \right) \left( T_{13}^{N_{i_3}} \Gamma \right) \left( T_{23}^{N_{i_2}} \Gamma \right) \sum_{a_2} \lambda_{i_2} c_{i_3 i_2} a_2^{31} (\eta_1 \cdot \eta_3) p_3 - (S_{i_2} - \xi_{i_2}) \frac{1}{(\eta_1 \cdot \eta_2) p_2} \frac{1}{(\eta_1 - \eta_2)} \frac{(S_{i_2} - \xi_{i_2})}{\xi_{i_2}^R} \left[ (C_{i_2}^{-1}) \right]^{2\xi_{i_2}} (g)^{n_{i_2}}
\]
\[
(6.7)
\]
where all quantities in (6.7) with explicit \(k_2\) can be replaced by \(k_2^{CR}\), including in the OPE coefficients and tensor structures, by redefining
\[
\sum_{k_2} c_{i_3 k_2} \frac{1}{a_2 c_{i_3 i_2} k_2} = a_2 c_{i_3 i_2}^{31}, \quad a_2^{31}(g)^{n_{i_2}} = a_2^{31}(g)^{n_{i_2}}
\]
as new quantities.

At this point, it is sufficient to extract the free embedding space coordinates \(\eta_i\) from the factor which is acted upon by the differential operator [the last line of (6.7)] and use \(\tilde{I}_{ij}^{(d,h;\eta;p_a)} \) (4.27) to get the explicit three-point correlation functions from (6.7).

Obviously, since \(\tilde{I}_{ij}^{(d,h;\eta;p_a)} \) (4.27) is a simple sum of powers of products of embedding space coordinates, the four-point correlation functions are directly computable in terms of \(\tilde{I}_{ij;kl}^{(d,h;\eta;p)} \) (4.22). As mentioned before, the presence of the \(K\)-function starting at \(M = 4\) implies that \((M > 4)\)-point correlation functions are not given straightforwardly in terms of \(\tilde{I}_{ij;kl}^{(d,h;\eta;p)} \) (4.22). Nevertheless, they can be built from \(\tilde{I}_{ij;kl}^{(d,h;\eta;p)} \) (4.22) with appropriate summations.

6.4. \((M > 3)\)-Point Seed Conformal Blocks from the OPE

To point out the difference between \(M = 4\) and \(M > 4\), it is of interest to study the scalar functions for \((M > 3)\)-point correlation functions generalizing the role of the \(K\)-function in four-point correlation functions. To proceed, it is thus convenient to focus on the fully scalar case
where all exchanged quasi-primary operators appearing in the different OPEs in (6.6) are Lorentz scalars, in which case the seed conformal block contributions $G^{(d,h,p)}_M$ to $\langle M > 3 \rangle$-point correlation functions simplify to
\[
G^{(d,h,p)}_M(x_2^M, y^M, z^M) = \frac{(x_2^M)p_{M-1} - h_{M-1}}{(-2)^{h_{M-1}}(p_{M-1} + h_{M-2})h_{M-1}(p_{M-1} + h_{M-2} + 1 - d/2)h_{M-1}} 
\times \frac{(x_2^M)p_{M-1} + h_{M-2}}{(1 - y^M)p_{M-1}} G^{(d,h,p)}_{M-1}(x_2^{M-1}, y^{M-1}, z^{M-1}), \tag{6.8}
\]

where $p_k = \sum_{i=2}^{k} p_i$ and $h_k = \sum_{i=2}^{k} h_i$. Here (6.8) is obtained from (6.3) by taking all external quasi-primary operators as being scalars, by taking only one contribution from a scalar quasi-primary operator in the sum over $k$, and by discarding all remaining constants to match the normalization in (6.8). Moreover, (6.8) is homogenized appropriately using the embedding space coordinates $\eta_1, \eta_2$ and $\eta_3$. In other words, the conformal cross-ratios (4.14) are
\[
\begin{align*}
x^a_i &= \frac{(\eta_1 \cdot \eta_2)(\eta_2 \cdot \eta_3)(\eta_a \cdot \eta_1)}{(\eta_2 \cdot \eta_3)(\eta_3 \cdot \eta_i)(\eta_1 \cdot \eta_i)} \quad \forall a \neq 1, i, \\
z_{ab}^i &= \frac{(\eta_2 \cdot \eta_3)(\eta_3 \cdot \eta_i)(\eta_a \cdot \eta_b)}{(\eta_2 \cdot \eta_3)(\eta_3 \cdot \eta_i)(\eta_b \cdot \eta_i)} \quad \forall a, b \neq 1, i,
\end{align*}
\]

with $z_{23}^i = 1$ for all $i$ (note that $i > 3$). The link between the conformal cross-ratios at $M - 1$ and the conformal cross-ratios at $M$ is given by
\[
\begin{align*}
x_2^{M-1} &= \frac{1 - y^M_M}{z_3^{M-1}}, & y_2^{M-1} &= 1 - (1 - y^M_M)z_2^{M-1}, & z^{M-1}_2 &= \frac{z_2^{M-1}z_3^{M-1}z^{M}}{z_3^{M-1}z_2^{M-1}},
\end{align*}
\]

for all $2 < a < M - 1$ and $1 < a < b < M - 1$ respectively.

Iterating (6.8) as in (6.4) leads to
\[
G^{(d,h,p)}_M(x_2^M, y^M, z^M) = \prod_{j=1}^{M-4} \frac{(x_2^{M-j+2})p_{M-j+1} - h_{M-j}}{(1 - y^M_{M-j+2})p_{M-j+1}} \times \frac{(x_2^{M-j+1})p_{M-j} - h_{M-j}}{(-2)^{h_{M-j}}(p_{M-j} + h_{M-j+1})h_{M-j}(p_{M-j} + h_{M-j+1} + 1 - d/2)h_{M-j}} 
\times \frac{(x_2^5)p_{3} + h_3}{(1 - y^M_5)p_3} \times \frac{(x_2^4)p_{3} + h_3}{(-2)^{h_{M-j}}(p_{3} + h_2)h_{3}(p_{3} + h_2 + 1 - d/2)p_3} \tag{6.9}
\]

where the four-point seed conformal block has been factored out and $x_2^{M+1} = 1, y_{M+1} = 0$. A look at (6.9) shows that the four-point seed conformal block is simply the $K$-function (4.21), i.e. $G^{(d,h_3,p_2,p_3)}_4(x_2^4; y_2^4) = K^{(d,h_3,p_2+h_2,p_3)}_{41}(x_2^4; y_2^4)$. From (6.8) and the boundary condition at $M = 4$ given by the $K$-function, the ($M > 4$)-point seed conformal blocks are clearly not $K$-functions,
nevertheless they can be computed analytically by recurrence from the four-point seed conformal block as in (6.8). In fact, from the knowledge of the action of the scalar differential operator (4.20), it is only necessary to expand the \((M - 1)\)-point seed conformal block in the appropriate variables, act with the scalar differential operator as in (4.20), and finally re-sum the extra sums to get the \(M\)-point seed conformal block (only the last step is not explicitly done here, see [75] for recent results on five-point correlation functions).

It is interesting to note that the recurrence relation (6.8) can be extended down such that the boundary condition corresponds to three-point correlation functions. Indeed, from (4.28) it was argued that the \(K\)-function for \(M = 3\) is simply 1. Therefore, the recurrence relation (6.8) can be used with the boundary condition \(G_{3}^{(d,h_2;\phi_2)} = 1\).

The \(M\)-point seed conformal blocks are thus the fundamental building blocks of the conformal blocks appearing in \(M\)-point correlation functions of quasi-primary operators in general irreducible representations of the Lorentz group.

6.5. Conformal Bootstrap and Four-Point Correlation Functions

The formalism developed in this paper allows to compute analytically any \(M\)-point correlation function in terms of unknown OPE coefficients (up to re-summations). This section discusses in general terms the associativity properties of \(M\)-point correlation functions that can constrain the unknown OPE coefficients, giving rise to the conformal bootstrap (see also [28]).

From the two and three-point correlation functions (6.5) and (6.7) respectively, it is unambiguous that the OPE coefficients satisfy some symmetry properties on their indices. These symmetry properties correspond simply to the freedom in the choice of the two quasi-primary operators used in the OPE. For \((M > 3)\)-point correlation functions this freedom puts constraints on the unknown OPE coefficients, since different exchanged quasi-primary operators occur with different OPE contractions, contrary to three-point correlation functions.

Although there are constraints on the OPE coefficients from all \((M > 3)\)-point correlation functions, it is possible to argue that only the constraints originating from four-point correlation functions are independent.

Schematically, a specific \(M\)-point correlation function can be visualized as a set of \(M\) one-vertices. Depicting the OPE as a three-vertex, the freedom in the choice of the quasi-primary operators used in the OPE leads to different representations of the same \(M\)-point correlation function, and thus constraints on the OPE coefficients.

For example, Figure 11 shows two different representations of a specific six-point correlation function. Their equality would seem to imply extra constraints on the OPE coefficients on top of the constraints coming from the associativity of the four-point correlation functions. This is
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15 The tensorial \(M\)-point conformal block is straightforwardly obtained from the \(M\)-point seed conformal block and (4.22).
Fig. 1: Two different representations of the same six-point correlation function leading to seemingly new constraints on the OPE coefficients.

however not the case as shown in Figure 2. Indeed, in Figure 2 the associativity properties of four-point correlation functions are used recursively to relate the two different representations of the six-point correlation function of Figure 1. It is not hard to argue that such behavior generalizes to any $M$-point correlation function, implying that only the associativity constraints on four-point correlation functions lead to independent constraints on the OPE coefficients.

Therefore, to implement the full conformal bootstrap it is only necessary to use associativity properties, or crossing symmetry, on all four-point correlation functions. The latter are computable analytically in terms of the $K$-function with the help of the formalism introduced here. More explicit formulas for $M$-point correlation functions will be discussed elsewhere.

7. Summary

The new embedding space formalism developed here, mainly the new uplift of quasi-primary operators to embedding space, leads to an explicit formula for the OPE in embedding space (5.6). This specific form of embedding space OPE is particularly useful since the action of the OPE differential operator is explicitly known (4.22). The embedding space OPE (5.6) is also expressed in terms of tensor structures that encode all the non-trivial information about the Lorentz group. These tensor structures are thus completely determined by group-theoretical arguments.

The embedding space OPE is then used recursively in the computation of $M$-point correlation functions. The computation of two-point and three-point correlation functions shows that they are completely determined from the OPE, i.e. from conformal invariance, up to the OPE coefficients. The tensor structures, which properly contract the dummy indices to singlets, are thus also fundamental quantities in the computation of $M$-point correlation functions. As a consequence, the embedding space OPE (5.6) is completely fixed by conformal invariance and group-theoretical

\[16\] All the ingredients to construct the specific OPE differential operator used here were already known in [80]. However, the action of an OPE differential operator built arbitrarily from the basic differential operators $D_{12}^A$ and $D_{12}^B$ is not necessarily easily tractable, contrary to the OPE differential operator introduced here. Its power relies on the ease of use in computations of correlation functions, as demonstrated in (4.22).
Fig. 2: Associativity properties of four-point correlation functions linking the two different representations of the six-point correlation function of Figure 1.

As a result, all $M$-point correlation functions can be computed in terms of the OPE coefficients (up to re-summations for $M > 4$) from the OPE in embedding space introduced in this work.

Thus there is a set of explicit rules allowing the computations of $M$-point correlation functions from $(M - 1)$-point correlation functions directly in embedding space where the action of the conformal group is homogeneous. Assuming that the $(M - 1)$-point correlation functions are known, the steps are

1. Choose two specific quasi-primary operators in the $M$-point correlation function of interest;
2. Determine the tensor structures by finding all exchanged quasi-primary operators from group-theoretical arguments [see (5.3)];
3. Use the embedding space OPE (5.6) for the chosen two quasi-primary operators;

\[\text{It is important to mention that any technique used in the computation of correlation functions must deal with the equivalent of the tensor structures introduced here. Hence, the tensor structures are fundamental to any approach attempting to compute correlation functions.}\]
• Re-express the known \((M - 1)\)-point correlation function in terms of free homogeneized embedding space coordinates (4.13) and conformal cross-ratios (4.14);

• Apply the OPE differential operator using (4.22);

• For \(M > 4\), re-sum the extra sums.

With these results, OPE coefficients can then be constrained from crossing symmetry directly in embedding space. Moreover, since the full set of constraints on the OPE coefficients comes from crossing symmetry applied on all four-point correlation functions and all four-point correlation functions are explicitly known (no re-summations are required), the full conformal bootstrap can now be implemented (either the analytical bootstrap as in \(e.g. \ [8,10,12,14,15,35]\) or the numerical bootstrap as in \(e.g. \ [9,11,13,16–59]\)).

8. Discussion and Conclusion

This paper delivered on the program outlined in [79–81] on the operator product expansion in conformal field theories. Using the embedding space formalism and a new, more convenient, quasi-primary operator uplift valid for all irreducible representations of the Lorentz group, the most useful operator product expansion in embedding space was found. Consistency conditions allowed to determine its explicit form in terms of tensor structures (which contain all non-trivial information about the Lorentz group irreducible representations), the operator product expansion differential operator (which takes care of conformal invariance), and the operator product expansion coefficients (which differentiate between conformal field theories).

Then, the proper action of the operator product expansion differential operator on embedding space coordinates was determined, leading to tensorial functions which are the correct generalizations of the Exton function to any \(M\)-point correlation function.\(^{18}\) Using the embedding space operator product expansion recursively and the action of the operator product expansion differential operator, \(M\)-point correlation functions were then computed schematically from the trivial one-point correlation functions. All two-point, three-point and (schematically from the recurrence relation) four-point correlation functions were obtained in terms of the tensorial functions mentioned above. For \((M > 4)\)-point correlation functions, extra re-summations are needed to determine the seed conformal blocks.

\(^{18}\)Note that the \(H\)-function obtained in [80] and studied in [81] is not of any use here. Indeed, in the current work the embedding space OPE is applied recursively instead of simultaneously to two pairs of quasi-primary operators as in [80,81]. Since the tensorial functions are explicitly known, the \(H\)-function studied there can be bypassed. With its interesting invariance under \(D_6\), it might nevertheless be of interest to develop the formalism to simultaneous applications of the embedding space operator product expansion.
At this point, all well-behaved conformal quantities that were previously known in principle are now known explicitly (up to re-summations for \( M > 4 \)). They are given in terms of the tensorial functions (originating from the operator product expansion differential operator) and the group-theoretical tensor structures. Only appropriate contractions between the tensorial functions and the tensor structures remains to be done to evaluate all correlation functions explicitly. This is to be compared with existing techniques aiming at computing conformal blocks where the remaining steps (compared to the method introduced here) needed to evaluate correlation functions are of other types (e.g. in the shadow formalism approach [65] it is necessary to remove shadow contributions, in the weight shifting approach [71] it is necessary to compute 6j symbols and solve recurrence relations, while in the Casimir approach [67,69,73] it is necessary to compute the eigenfunctions of matrix differential operators). The main advantages of the method proposed here are that all irreducible representations are treated uniformly through the tensor structures and that the operator product expansion, being the most fundamental quantity of a conformal field theory, allows the computation of all correlation functions.

Crossing symmetry can then be implemented directly in the new embedding space, which is the natural setting for conformal field theories, by singling out all contributions with the same Lorentz group structure. There is absolutely no reason to project back unto usual position space to implement the conformal bootstrap approach.

Since the full power of crossing symmetry can be harnessed from the knowledge of all four-point correlation functions and that all four-point correlation functions can be computed from the set of systematic rules developed here (without requiring any re-summation), it is clear that the conformal bootstrap approach can now be fully implemented. The necessary quantities for its implementation being the tensor structures (which are fundamental to any technique aiming to compute conformal blocks) and the four-point tensorial functions (which are now known exactly). Although higher-point correlation functions are not necessary for the conformal bootstrap, they are nevertheless of interest, for example in multi-particle scatterings in anti-de Sitter space through the correspondence between conformal field theory and anti-de Sitter space.

In a series of follow-up papers, the machinery developed here will be used to compute \( M \)-point correlation functions of quasi-primary operators in general irreducible representations of the Lorentz group. Definite and easily-manipulable expressions in terms of the tensorial functions, the tensor structures, and the operator product expansion coefficients will be given for two-point, three-point and four-point correlation functions. Manifest expressions for the seed conformal blocks will also be computed for higher-point correlation functions. Consistency of the formalism will be checked as well by projecting back to position space for some simple cases where analytical

\[ \text{It is interesting to note that the four-point seed conformal block is simply the Exton function. Hence the analytic conformal bootstrap might be easily expandable to all quasi-primary operators in general irreducible representations of the Lorentz group with already existing inversion formulas [8,10,12,13,15,35].}\]
results exist.

Moreover, one interesting future avenue of research would be to extend the embedding space operator product expansion to the supersymmetric embedding space [5], realizing a supersymmetric embedding space operator product expansion and deriving the related supersymmetric tensorial functions encoding all the information about superconformal invariance. Such a generalization would allow the study of generic superconformal field theories from their correlation functions.
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A. Irreducible Representations of \(SO(p,q)\)

This appendix discusses how to construct irreducible representations of \(SO(p,q)\) from the fundamental spinor representations. Several important properties of the half-projectors, which appear copiously in the OPE, are also shown [5].

A.1. Real Pseudo-Orthogonal Group \(SO(p,q)\)

The real pseudo-orthogonal group \(SO(p,q)\) is the connected proper group of real linear transformations of \(d\)-dimensional spacetime preserving a non-degenerate but indefinite metric \(g_{\mu\nu} = \text{diag}(+1,\ldots,+1,-1,\ldots,-1)\) where \(\mu,\nu \in \{1,2,\ldots,p+q\}\) with “\(p\)” plus signs, “\(q\)” minus signs and \(d = p + q\). The corresponding Lie algebra \(so(p,q)\) is simple [except for \(p + q = 4\)] and non-compact, thus all its non-trivial unitary representations are infinite-dimensional. For physics purposes, the representations of interest are finite-dimensional and non-unitary.

A.1.1. Basics of \(SO(p,q)\)

The group \(SO(p,q)\) consists of all real \((p+q)\)-dimensional matrices \(\Lambda \equiv \Lambda_{\mu}^{\nu}\), where \(\Lambda = \exp(\tfrac{i}{2}\omega^{\mu\nu}s_{\mu\nu})\) with real antisymmetric \(\omega^{\mu\nu}\), preserving the non-degenerate but indefinite metric \(g_{\mu\nu}\), i.e. \(\Lambda_{\mu}^{\mu'}\Lambda_{\mu'}^{\nu'}g_{\mu'\nu'} = g_{\mu\nu}\), with \(\det\Lambda = +1\). Its Lie algebra \(so(p,q)\), spanned by \(M_{\mu\nu} = -M_{\nu\mu}\), satisfies

\[
[M_{\mu\nu}, M_{\lambda\rho}] = -(s_{\mu\nu})_{\lambda}^{\lambda'}M_{\lambda'\rho} - (s_{\mu\nu})_{\rho}^{\rho'}M_{\lambda\rho'}.
\]

\(^{20}\)In this appendix all operators \(O\) are assumed to transform in the same space than the \(SO(p,q)\) group under consideration. As such they should not be confused with quasi-primary operators in embedding space. Moreover, vector indices are chosen to start at 1 instead of 0 to simplify the notation.
Here $(s_{\mu\nu})^{\lambda\rho} = i(\delta_{\mu}^{\lambda}\delta_{\nu}^{\rho} - \delta_{\rho}^{\lambda}\delta_{\nu}^{\rho})$ are the Lie algebra generators in the fundamental vector representation which also satisfy the Lie algebra (by construction), i.e.

$$[s_{\mu\nu}, s_{\lambda\rho}] = -(s_{\mu\nu})^{\lambda'}_{\lambda} s_{\lambda'\rho} - (s_{\mu\nu})^{\rho'}_{\rho} s_{\lambda\rho'}.$$

The fully antisymmetric tensor $\epsilon^{\mu_1\cdots\mu_{p+q}}$ where $\epsilon^{1\cdots(p+q)} = 1$ is another invariant tensor of $SO(p, q)$ since

$$\epsilon^{\mu_1\cdots\mu_{p+q}} \rightarrow \epsilon^{\nu_1\cdots\nu_{p+q}}\Lambda_{\nu_{p+q}}^{\mu_1} = (\det \Lambda)\epsilon^{\mu_1\cdots\mu_{p+q}}.$$

Defining $\epsilon^{\mu_1\cdots\mu_{p+q}} = g_{\mu_1\nu_1}\cdots g_{\mu_{p+q}\nu_{p+q}} \epsilon^{\nu_1\cdots\nu_{p+q}}$, the fully antisymmetric tensor satisfies

$$\epsilon^{\mu_1\cdots\mu_n\lambda_{d-n}\cdots\lambda_1} \epsilon^{\lambda_{d-n}\cdots\lambda_{d-n}\cdots\nu_1\cdots\nu_n} = (-1)^{q+d(d-1)/2}n!(d-n)!\delta^{\mu_1}_{[\nu_1} \cdots \delta^{\mu_n]}_{\nu_n}.$$

Here the generalized identity is

$$\delta^{\nu_1}_{[\mu_1} \cdots \delta^{\nu_n}_{\mu_n]} = \frac{1}{n!} \sum_{\sigma \in S_n} (-1)^{\sigma} \delta^{\nu_1}_{\sigma(1)} \cdots \delta^{\nu_n}_{\sigma(n)},$$

where $S_n$ is the symmetric group with element $\sigma$ and sign $(-1)^{\sigma}$.

### A.2. Irreducible Spinor Representations of $SO(p, q)$

A (matrix) representation of $SO(p, q)$ on a vector space $V$ is a homomorphism $S : SO(p, q) \rightarrow GL(V)$ where $GL(V)$ is the general linear group on $V$. An irreducible representation is a representation with exactly two subrepresentations, the zero-dimensional subspace and $V$ itself. As explained below, the real pseudo-orthogonal group has fundamental spinor representations from which all other irreducible representations can be constructed. Since there is one (two) irreducible spinor representation(s) in odd (even) dimensions, each case is studied separately.

#### A.2.1. Odd Dimensions: $p + q = 2r + 1$

The irreducible spinor representation $S \equiv S_\alpha^\beta$ is given by the exponentiation of the generators $\sigma_{\mu\nu} \equiv (\sigma_{\mu\nu})_{\alpha}^\beta$ in the fundamental spinor representation, $S = \exp(\frac{i}{2}\omega^{\mu\nu}\sigma_{\mu\nu})$, with real antisymmetric $\omega^{\mu\nu}$. The generators in the fundamental spinor representation are constructed from the square $2^r$-dimensional $\gamma$-matrices $\gamma_{\mu} \equiv (\gamma_{\mu})_{\alpha}^\beta$ which are elements of the Clifford algebra,

$$\gamma_{\mu}\gamma_{\nu} + \gamma_{\nu}\gamma_{\mu} = 2g_{\mu\nu}\mathbb{1},$$

as

$$\sigma_{\mu\nu} = i\frac{1}{4}(\gamma_{\mu}\gamma_{\nu} - \gamma_{\nu}\gamma_{\mu}).$$

By definition, they satisfy the Lie algebra

$$[\sigma_{\mu\nu}, \sigma_{\lambda\rho}] = -(s_{\mu\nu})^{\lambda'}_{\lambda} \sigma^{\lambda'\rho} - (s_{\mu\nu})^{\rho'}_{\rho} \sigma^{\lambda\rho'}.$$
Note that $\Lambda^{\mu'}_{\mu'} \gamma_{\mu'}$ satisfy the Clifford algebra and thus should be related by a similarity transformation to $\gamma_{\mu}$. This similarity transformation is nothing else than the fundamental spinor representation $S$, i.e. $\Lambda^{\mu'}_{\mu'} \gamma_{\mu'} = S \gamma_{\mu} S^{-1}$. Note also that although there are two inequivalent representations of the Clifford algebra in odd dimensions, only one is discussed here since both lead to the same fundamental spinor representation of the Lie algebra. Therefore there is only one irreducible spinor representation of $SO(p,q)$ in odd dimensions.

Since $S$ is a representation of $SO(p,q)$, the adjoint $S^{-\dagger}$ with generators $\sigma^{\dagger}_{\mu\nu}$, contragredient $S^{-T}$ with generators $-\sigma^{T}_{\mu\nu}$ and conjugate $S^{*}$ with generators $-\sigma^{*}_{\mu\nu}$ are also representations. However unicity of $S$ implies that it is self-adjoint, self-contragredient and self-conjugate. Thus there exist similarity transformations which relate the adjoint, contragredient and conjugate representations to $S$. Defining the matrices $A \equiv A_{\alpha}^{\beta}$, $C \equiv C^{\alpha\beta}$ and $B = C^{-\dagger} A \propto A^{-T} C$ (with $B \equiv B^{\alpha\beta}$) such that

$$
\gamma^{\dagger}_{\mu} = (-1)^q A \gamma_{\mu} A^{-1}, \\
\gamma^{T}_{\mu} = (-1)^r C \gamma_{\mu} C^{-1}, \\
\gamma^{*}_{\mu} = (-1)^{r+q} B \gamma_{\mu} B^{-1},
$$

one thus has

$$
\sigma^{\dagger}_{\mu\nu} = A \sigma_{\mu\nu} A^{-1} \quad \Rightarrow \quad S^{-\dagger} = ASA^{-1}, \\
-\sigma^{T}_{\mu\nu} = C \sigma_{\mu\nu} C^{-1} \quad \Rightarrow \quad S^{-T} = CSC^{-1}, \\
-\sigma^{*}_{\mu\nu} = B \sigma_{\mu\nu} B^{-1} \quad \Rightarrow \quad S^{*} = BSB^{-1},
$$

showing the fundamental spinor representation is indeed self-adjoint with $S^{\dagger} \equiv (S^{\dagger})^{\alpha}_{\beta}$, self-contragredient with $S^{T} \equiv (S^{T})^{\beta}_{\alpha}$ and self-conjugate with $S^{*} \equiv (S^{*})^{\alpha}_{\beta}$. The matrix $A$ can be given in explicit form, $A = \gamma_{p+1} \cdots \gamma_{p+q}$ (hence the index position), and the matrix $C$ is unitary ($C^{T} C = \mathbb{1}$) with $C^{T} = (-1)^{r(r+1)/2} C$. From its definition, the Clifford algebra and \((A.1)\), $A$ satisfies special properties given by

$$
A^{-1} = (-1)^{q(q+1)/2} A, \\
A^{\dagger} = (-1)^{q(q+1)/2} A, \\
A^{T} = (-1)^{rq+q(q-1)/2} C AC^{-1}, \\
A^{*} = (-1)^{q(r+1)} CA C^{-1}.
$$

Thus both $A$ and $C$ are unitary, and hence $B = CA$, which satisfies similar properties like

$$
B^{T} = (-1)^{r(r+1)/2+rq+q(q-1)/2} B,
$$

\[21\] The tensor product decomposition of a representation and its contragredient contains a singlet.
is also unitary. These properties are invariant under unitary similarity transformations $\gamma_\mu \rightarrow U\gamma_\mu U^\dagger$ where $U^\dagger U = 1$ as long as the matrices are changed into $A \rightarrow UA U^\dagger$, $C \rightarrow U^* CU^\dagger$ and $B \rightarrow U^* BU^\dagger$ as dictated by (A.1).

Any element $\psi \equiv \psi_\alpha$ in the linear space $V$ transforms as $\psi \rightarrow S\psi$. The related representations act appropriately, i.e. $\psi^\dagger \equiv (\psi^\dagger)^\alpha$ transforms as $\psi^\dagger \rightarrow S^\dagger\psi^\dagger = \psi^\dagger AS^{-1}A^{-1}$, $\psi T \equiv (\psi^T)_\alpha$ transforms as $\psi T \rightarrow \psi^T S^T = \psi^T CS^{-1}C^{-1}$ and $\psi^* \equiv (\psi^*)^\alpha$ transforms as $\psi^* \rightarrow S^*\psi^* = BSB^{-1}\psi^*$. Since $\psi^C = B^{-1}\psi^*$ transforms also as $\psi^C \rightarrow S\psi^C$, $\psi^C$ could be proportional to $\psi$ and hence halves the (real) dimension of the fundamental spinor representation, leading to the irreducible Majorana representation. For this reality condition to exist, the consistency condition $(\psi^C)^C = \psi$ must be satisfied, which enforces $B^{-1}B^T = 1$. Therefore the irreducible Majorana representation exists only for $r(r + 1)/2 + rq + q(q - 1)/2 = 0 \mod 2$.

More complicated irreducible representations can be studied from the product of fundamental spinor representations with the help of the matrices $\gamma^{[n]}$, given by

$$\gamma^{[n]} \equiv \gamma^{\mu_1 \cdots \mu_n} = \gamma^{[\mu_1 \cdots \mu_n]} = \frac{1}{n!} \sum_{\sigma \in S_n} (-1)^\sigma \gamma^{\mu_\sigma(1) \cdots \mu_\sigma(n)},$$

where $S_n$ is the symmetric group with element $\sigma$ and sign $(-1)^\sigma$. Since there are $\binom{2r+1}{n}$ fully antisymmetric (on their vector indices) matrices $\gamma^{[n]}$, they form a complete basis of square $2^r$-dimensional matrices for $n \in \{0, 1, \ldots, r\}$. Indeed there are $2^{2r}$ such matrices which corresponds to the number of components of square $2^r$-dimensional matrices. Note that the remaining matrices with $n \in \{r + 1, \ldots, 2r + 1\}$ are related to these through the $SO(p,q)$-invariant epsilon tensor $\epsilon^{\mu_1 \cdots \mu_2r+1}$,

$$\gamma^{\mu_1 \cdots \mu_n} = \frac{\mathcal{K}(d-n)!}{\mathcal{K}(d-n)!} \epsilon^{\mu_1 \cdots \mu_n} \nu_{d-n} \cdots \nu_{1} \gamma^{\nu_{d-n} \cdots \nu_{1}},$$

where $\mathcal{K}$ is the proportionality constant in $\gamma^{\mu_1 \cdots \mu_d} = \epsilon^{\mu_1 \cdots \mu_d} \gamma^{1 \cdots d} = \epsilon^{\mu_1 \cdots \mu_d} \gamma^{1 \cdots d} = \mathcal{K} \epsilon^{\mu_1 \cdots \mu_d}$ which satisfies $\mathcal{K}^2 = (-1)^{r+q}$.

The matrices $\gamma^{[n]}$ for $n \in \{0, 1, \ldots, r\}$ satisfy the following important identities,

$$\text{tr}(\gamma_{\mu_1 \cdots \mu_n} \gamma^{\nu_1 \cdots \nu_m}) = 2^r n! \delta_{[\mu_1}^{\nu_1} \cdots \delta_{\mu_n]}^{\nu_m} \delta_{nm},$$

$$\gamma_{\mu_1 \cdots \mu_n} \nu = \gamma_{\mu_1 \cdots \mu_n} \nu + \sum_{i=1}^n (-1)^{i+1} g_{\nu \mu_i} \gamma_{\mu_1 \cdots \hat{\mu_i} \cdots \mu_n},$$

$$\gamma_{\nu \mu_1 \cdots \mu_n} = \gamma_{\nu \mu_1 \cdots \mu_n} + \sum_{i=1}^n (-1)^{i} g_{\mu_i \nu} \gamma_{\mu_1 \cdots \hat{\mu_i} \cdots \mu_n},$$

which lead to Fierz identities given by

$$(\gamma^{\mu_1 \cdots \mu_i} C^{-1})_{\alpha_1 \beta_1} (\gamma^{\nu_1 \cdots \nu_i} C^{-1})_{\alpha_2 \beta_2} = \mathcal{K}^{\mu_1 \cdots \mu_i \nu_1 \cdots \nu_i} \lambda_{\nu_1 \cdots \nu_i} \rho_{\cdots \rho_i} (\gamma^{1 \cdots \nu_i \cdots \nu_i} C^{-1})_{\alpha_1 \beta_1} (\gamma^{1 \cdots \nu_i \cdots \nu_i} C^{-1})_{\alpha_2 \beta_2},$$

$$\mathcal{K}^{\mu_1 \cdots \mu_i \nu_1 \cdots \nu_i} \lambda_{\nu_1 \cdots \nu_i} \rho_{\cdots \rho_i} = \frac{1}{4^r k! \ell!} \text{tr}(\gamma_{\lambda_1 \cdots \lambda_k} \gamma^{\mu_1 \cdots \mu_i} \gamma_{\nu_1 \cdots \nu_i} \gamma^{\nu_1 \cdots \nu_i}),$$
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where the matrix $C^{-1}$ has been used to lower indices. Indeed, since $C$ has two upper indices, it is possible to raise and lower indices using $C$ and $C^{-1}$, respectively. This allows the study of the symmetry properties of $C\gamma^{[n]}$, which are

$$
(C\gamma^{[n]})^\top = (-1)^{n(n-1)/2+nr+r(r+1)/2}C\gamma^{[n]}.
$$

This equation has a periodicity under $n \to n + 4$. Thus for $i \in \{0, 1, \ldots, \lfloor r/4 \rfloor \}$, all $C\gamma^{[r-4i]}$ and $C\gamma^{[r-3-4i]}$ are symmetric while all $C\gamma^{[r-1-4i]}$ and $C\gamma^{[r-2-4i]}$ are antisymmetric. This is consistent with the numbers of symmetric and antisymmetric matrices which are $2^{r-1}(2^r+1)$ and $2^{r-1}(2^r-1)$ respectively. Furthermore, these matrices (rewritten with lower spinor indices) satisfy

$$
B^{-1}(\gamma^{[n]}C^{-1})^*B^{-T} = (-1)^{n(r+q)+q(r+1)}\gamma^{[n]}C^{-1},
$$

which is useful in investigating conjugate representations.

A general irreducible representation of $SO(p, q)$ is given by a set of non-negative integers $N = \{N_1, \ldots, N_r\} = \sum_{i=1}^r N_i e_i$ where $r$ is the rank of the Lie algebra and $e_i \equiv (e_i)_j = \delta_{ij}$ is the $i$-th unit vector. Denoting operators in irreducible representations of $SO(p, q)$ by $O^N_{\alpha_1 \ldots \alpha_n}$ with

$$
n = 2S = 2 \sum_{i=1}^{r-1} N_i + N_r,
$$

where $S$ is the “spin” of the operator, the behavior of the operators under $SO(p, q)$ transformations can be encoded as

$$
O^N_{\alpha_1 \ldots \alpha_n} \sim \mathcal{T}^N_{\alpha_1 \ldots \alpha_n},
$$

where $\sim$ indicates that both quantities transform in the same way under $SO(p, q)$. The fundamental quantities $\mathcal{T}^N_{\alpha_1 \ldots \alpha_n}$, henceforth called half-projectors, are building blocks for irreducible representations and can be constructed recursively (with respect to $n$) as will be shown below. They correspond to “square roots” of the relevant projection operators to the appropriate irreducible representations,

$$
(P_N)_{\alpha_1 \ldots \alpha_n}^{\alpha'_1 \ldots \alpha'_n} = \mathcal{T}^N_{\alpha_1 \ldots \alpha_n} \mathcal{T}^N_{\alpha'_n \ldots \alpha'_1},
$$

such that $P_N^i \mathcal{T}^N = \delta_{N'}^N \mathcal{T}^N$ and $P_N P_{N'} = \delta_{N'}^N P_N$. The previous contractions vanish automatically when $S' \neq S$ and for a given fixed $S$, the projection operators satisfy $\sum_{N|S} \mathcal{P}_N = 1$.

The trivial representation $N = 0 = \{0, \ldots, 0\}$, for which $n = 0$, is simply a scalar, hence $O^0 \sim \mathcal{T}^0 = 1$.

The irreducible spinor representation is the first non-trivial irreducible representation, for which $n = 1$, and is denoted by $N = e_r$. Operators in irreducible spinor representations satisfy $O^e_{\alpha} \sim (\mathcal{T}^e)_{\alpha}^{\beta} = \delta_{\alpha}^{\beta}$ where the index $\beta$ is a dummy index which must be contracted properly. The corresponding projection operator is simply $(P_{e_r})_{\alpha}^{\alpha'} = (\mathcal{T}^e)_{\alpha}^{\beta}(T_{e_r})_{\beta}^{\alpha'} = \delta_{\alpha}^{\alpha'}$. Here the projection operator is the same as the half-projector since both sets of indices on the latter belong to the
same space. The irreducible spinor representation is a defining representation from which more complicated irreducible representations can be constructed.

Indeed, for \( n = 2 \), it is possible to build the irreducible representations by properly symmetrizing the product of two irreducible spinor representations. This is easily achieved by introducing the fundamental matrices

\[
(T^e_i)_{\alpha\beta}^{\mu_1 \cdots \mu_i} = \frac{1}{\sqrt{2^r r!}} (\gamma^{\mu_1 \cdots \mu_i} C^{-1})_{\alpha\beta}, \quad (T^{2e_r})_{\alpha\beta}^{\mu_1 \cdots \mu_r} = \frac{1}{\sqrt{2^r r!}} (\gamma^{\mu_1 \cdots \mu_r} C^{-1})_{\alpha\beta}.
\]

The symmetry properties of the matrices \( \gamma^{[n]} C^{-1} \), which form a complete basis of square matrices, combined with the identities they satisfy, demonstrate that they are the proper quantities leading to the projection operators

\[
(P_i)_{\alpha\beta}^{\beta'\alpha'} = \frac{1}{2^r r!} (\gamma^{\mu_1 \cdots \mu_i} C^{-1})_{\alpha\beta} (C \gamma_{\mu_1 \cdots \mu_i})_{\beta'\alpha'}, \quad (P_{2e_r})_{\alpha\beta}^{\beta'\alpha'} = \frac{1}{2^r r!} (\gamma^{\mu_1 \cdots \mu_r} C^{-1})_{\alpha\beta} (C \gamma_{\mu_1 \cdots \mu_r})_{\beta'\alpha'}.\]

Hence operators in irreducible representations with \( n = 2 \) verify \( O_{\alpha\beta}^{e_i} \sim (T^e_i)_{\alpha\beta}^{\mu_1 \cdots \mu_i} \) for \( i \neq r \) and \( O_{\alpha\beta}^{2e_r} \sim (T^{2e_r})_{\alpha\beta}^{\mu_1 \cdots \mu_r} \). Again, the \( \mu \) indices are dummy indices which must be contracted properly.

The irreducible representations constructed up to now are called defining representations. They are given by \( N = e_i \) for all \( i \in \{1, \ldots, r\} \) and \( N = 2e_r \). The irreducible spinor representation is \( N = e_r \) and is the only defining representation with \( n = 1 \). At \( n = 2 \), the defining representations are the irreducible \( i \)-index antisymmetric vector representations \( iN = e_i \) for \( i \in \{1, \ldots, r-1\} \) and the irreducible \( r \)-index antisymmetric vector representation given by \( N = 2e_r \).

It is now more convenient to obtain the irreducible representations at \( n = 2 \) from another point of view since it will be easier to generalize it to irreducible representations for which \( n > 2 \). Indeed, since \( e_r \otimes e_r = 0 \otimes_{i=1}^{r-1} e_i \otimes 2e_r \), it is clearly possible to construct an irreducible representation at \( n = 2 \) by multiplying two irreducible representations at \( n = 1 \) and properly symmetrizing the dummy indices. Thus one would expect that

\[
T^N_{\alpha\beta} = T^N \tau^{e_r} \tau^{e_r},
\]

where \( \tau^N \) are appropriate symmetrizing operators acting on the dummy indices appearing on the right hand side. In the case at hand, these symmetrizing operators are trivially the same as the fundamental building blocks defined above, \( \hat{T}^N = T^N \), since

\[
(T^N)_{\alpha\beta}^{\mu_1 \cdots \mu_i} = (\hat{T}^N)_{\gamma\delta}^{\mu_1 \cdots \mu_i} (T^{e_r})_{\alpha}^{\gamma} (T^{e_r})_{\beta}^{\delta},
\]

for \( N = e_i \neq r \) and \( N = 2e_r \). Clearly, they mix the two irreducible spinor representations into irreducible representations at \( n = 2 \), changing the dummy indices from \( \gamma \) and \( \delta \) to \( \mu \) indices. Although it is not relevant here, they also lead to projection operators

\[
(P_N)_{\gamma\delta}^{\beta'\alpha'} = (\hat{T}^N)_{\mu_1 \cdots \mu_i}^{\gamma\delta} (\hat{T}^N)_{\delta'\gamma'}^{\mu_1 \cdots \mu_i}.
\]
This technique is particularly useful for larger irreducible representations. For \( n = 3 \), which can be obtained from the products \( e_{i} \otimes e_{r} \) and \( 2e_{r} \otimes e_{r} \), the fundamental building blocks for the irreducible representations can be obtained as before. By recursion, the first product to study is \( e_{1} \otimes e_{r} = (e_{1} + e_{r}) \otimes e_{r} \) since it only leads to one new irreducible representation, namely \( e_{1} + e_{r} \). To obtain it, the irreducible representation \( e_{r} \) must first be subtracted properly. To subtract it, it is necessary to construct it from the product of \( e_{1} \) and \( e_{r} \), which can be done as follows,

\[
(\mathcal{T} e_{r} \otimes e_{1} \otimes \epsilon_{r})_{\alpha \beta \gamma}^{r} = \left( \mathcal{T} e_{r} \otimes e_{1} \otimes e_{r} \right)_{\alpha \beta}^{\lambda} \left( \mathcal{T} e_{r} \right)_{\gamma}^{\delta} = \frac{1}{2^r \delta} (\gamma^\mu C^{-1})_{\alpha \beta} (\gamma^\mu)_{\gamma}^{\lambda},
\]

where

\[
(\mathcal{T} e_{r} \otimes e_{1} \otimes e_{r})_{\alpha \beta}^{\lambda} = \frac{1}{2^r \delta} (\mu C^{-1})_{\alpha \beta} (\gamma^\mu)_{\gamma}^{\lambda},
\]

with \( \lambda \) the dummy index in the irreducible spinor representation, demonstrating the fundamental building block is in the right irreducible representation. It is important to note that the hatted half-projector is the only independent quantity which leads to the proper dummy index associated to an irreducible representation \( e_{r} \) and which can be built from the half-projectors for \( e_{1} \) and \( e_{r} \), where spinor indices are contracted with the help of \( C^{-1} \). Since the irreducible representation \( e_{r} \) is embedded in a non-minimal tensor product, the (hatted) half-projectors and projectors are different from the minimal ones. This difference is indicated by explicitly showing which tensor product they originate from.

It is now possible to proceed in two different but equivalent ways. Both ways involve computing the corresponding projection operator in the relevant tensor product, either with the half-projector or the hatted half-projector,

\[
(\mathcal{P} e_{r} \otimes e_{1} \otimes e_{r})_{\alpha \beta \gamma}^{\gamma' \beta' \alpha'} = (\mathcal{T} e_{r} \otimes e_{1} \otimes e_{r})_{\alpha \beta}^{\lambda} (\mathcal{T} e_{r} \otimes e_{1} \otimes e_{r})_{\gamma}^{\delta} = \frac{1}{2^r \delta} (\gamma^\mu C^{-1})_{\alpha \beta} (\gamma^\mu)_{\gamma}^{\lambda} = \frac{1}{2^r \delta} (\gamma^\mu C^{-1})_{\alpha \beta} (\gamma^\mu)_{\gamma}^{\lambda},
\]

and using the associated completeness relation. Indeed, from the tensor product, \( \mathcal{P} e_{1} + e_{r} + \mathcal{P} e_{1} + e_{r} = 1 \) and \( \mathcal{P} e_{1} + e_{r} + \mathcal{P} e_{1} + e_{r} = 1 \), hence the fundamental building block for the mixed irreducible representation is simply

\[
(\mathcal{T} e_{1} + e_{r})_{\alpha \beta \gamma}^{\delta} = (\mathcal{T} e_{1})_{\alpha \beta}^{\mu} (\mathcal{T} e_{r})_{\gamma}^{\delta} - (\mathcal{P} e_{1} \otimes e_{1} \otimes e_{r})_{\alpha \beta \gamma}^{\gamma' \beta' \alpha'} (\mathcal{T} e_{r})_{\gamma}^{\delta},
\]

For explicit tensor product decompositions, it is assumed that \( r \) is larger than the explicit indices of the other irreducible representations. Hence for \( e_{1} \otimes e_{r} \) one assumes \( r > 1 \).
Therefore the group properties of the corresponding operators are encoded as \( O_{\alpha\beta\gamma}^{e_1+e_r} \sim (T_{e_1+e_r})_{\alpha\beta\gamma}^{\mu\delta} \) where \( \mu \) and \( \delta \) are the dummy indices of the irreducible representation.

It is now convenient to compute the hatted half-projector for the \( e_1 + e_r \) irreducible representation. From the definition, \( (T_{e_1+e_r})_{\alpha\beta\gamma}^{\mu\delta} = (\hat{T}_{e_1+e_r})_{\beta\delta\gamma}^{\mu\delta}(T_{e_1})_{\alpha\beta}^{\mu'}(T_{e_r})_{\delta'}^{\delta} \), and thus
\[
(\hat{T}_{e_1+e_r})_{\beta\delta\gamma}^{\mu\delta} = \delta_{\mu'}^{\mu} \delta_{\delta'}^{\delta} - \frac{1}{d}(\gamma_{\mu'}\gamma_{\delta})_{\beta\delta}.
\]

The associated hatted projection operator is given by its definition,
\[
(\hat{\Phi}_{e_1+e_r})_{\alpha\beta\gamma}^{\mu\delta} = (\hat{T}_{e_1+e_r})_{\beta\delta\gamma}^{\mu\delta}(\hat{T}_{e_1+e_r})_{\alpha\beta\gamma}^{\mu\delta} = \delta_{\mu'}^{\mu} \delta_{\delta'}^{\delta} - \frac{1}{d}(\gamma_{\mu'}\gamma_{\delta})_{\beta\delta},
\]
which is, as expected, identical to \( 1 - \Phi_{e_1+e_r} \), and moreover the same than the hatted half-projector \( (\hat{\Phi}_{e_1+e_r})_{\beta\delta\gamma}^{\mu\delta} = (\hat{T}_{e_1+e_r})_{\delta\mu\gamma}^{\mu\delta} \). Indeed, since both types of indices on the hatted half-projector live in the same space, the “square root” of the hatted projection operator must be equal to itself.

It is interesting to note that proper hatted projection operators \( \Phi^N \), i.e. hatted projection operators for irreducible representations that are the largest in the appropriate products of defining irreducible representations, are trivially equal to \( (T^N)_{\alpha_1...\alpha_n}(T^N)_{\alpha_n...\alpha_1} \), as for example
\[
(\hat{\Phi}_{e_1+e_r})_{\beta\delta\gamma}^{\mu\delta} = \left[ \frac{1}{\sqrt{2^r}}(\delta_{\mu'}^{\mu} \delta_{\delta'}^{\delta} - \frac{1}{\sqrt{2^r}d}(\gamma_{\mu'}\gamma_{\delta})_{\beta\delta} \right] 
\times 
\left[ \frac{1}{\sqrt{2^r}}(C_{\gamma\mu'}^{\beta\alpha} \delta_{\gamma\delta'}^{\alpha} - \frac{1}{\sqrt{2^r}d}(C_{\gamma\mu'}^{\beta\alpha} \gamma_{\gamma\delta})_{\beta\delta} \right] = (\hat{T}_{e_1+e_r})_{\alpha\beta\gamma}^{\mu\delta}(T_{e_1+e_r})_{\delta\mu\gamma}^{\mu\delta}.
\]

The hatted projection operator for the \( e_1 + e_r \) irreducible representation will be useful to construct the next half-projector.

All remaining irreducible representations at \( n = 3 \) can be constructed similarly. For example, the next non-trivial irreducible representation at \( n = 3 \), which is \( e_2 + e_r \), appears in the product \( e_2 \otimes e_r = (e_2 + e_r) \oplus (e_1 + e_r) \oplus e_r \). In order to build this irreducible representation, it is necessary to construct the two other irreducible representations appearing in the tensor product and subtract them as shown above. The simplest way to accomplish this for the \( e_r \) irreducible representation is to follow the procedure highlighted before, i.e.
\[
(T_{e_r \otimes e_2 \otimes e_r})_{\alpha\beta\gamma}^{\lambda} = \left( T_{e_r \otimes e_2 \otimes e_r} \right)_{\alpha\beta\gamma}^{\mu\delta}(T_{e_2})_{\mu\beta}^{\mu\delta}(T_{e_r})_{\delta\gamma}^{\gamma\lambda} = \frac{1}{\sqrt{2^{r+1}d(d-1)}}(\gamma_{\mu\gamma}C^{-1})_{\alpha\beta}(\gamma_{\mu\gamma})_{\gamma\lambda},
\]
where
\[
(T_{e_r \otimes e_2 \otimes e_r})_{\beta\delta\gamma}^{\mu\delta} = \sqrt{\frac{2^{r+1}}{d(d-1)}}(T_{e_2})_{\beta\delta\gamma}^{\mu\delta}(C^{-1})_{\alpha\beta} = \frac{1}{\sqrt{d(d-1)}}(\gamma_{\mu\gamma})_{\delta\gamma},
\]
is the only independent quantity with the proper behavior which can be constructed from the irreducible representations present in the tensor product with spinor indices contracted with the help of \( C^{-1} \). The associated hatted projection operator is then
\[
(\hat{\Phi}_{e_r \otimes e_2 \otimes e_r})_{\delta\nu\mu}^{\mu\delta} = \left( \hat{T}_{e_r \otimes e_2 \otimes e_r} \right)_{\alpha\beta\gamma}^{\lambda}(T_{e_r \otimes e_2 \otimes e_r})_{\delta\nu\mu}^{\mu\delta} = \frac{1}{d(d-1)}(\gamma_{\mu\gamma})_{\delta\gamma}.\]
For the \( e_1 + e_r \) irreducible representation, the quickest path to the hatted half-projector is again to build it from the properly normalized quantities in the original tensor product contracted with \( \gamma^\rho C^{-1} \) (this time to single out \( e_1 \)) and projected on \( e_1 + e_r \), i.e.

\[
(\hat{\mathcal{T}}^{e_1+e_r, C e_2 \otimes e_r})_{\mu \nu}^{\lambda \delta} = \sqrt{-\frac{2r^{-2}d}{(d-2)(d-4)}} (\hat{\mathcal{T}}^{e_1+e_r})_{\lambda \rho}^{\mu} (\mathcal{T}_{e_2})_{\mu \nu}^{\gamma} (\gamma^\rho C^{-1})_{\alpha \beta} = \sqrt{-\frac{d}{8(d-2)(d-4)}} \left[ \delta_{\gamma}^{\rho, \gamma_{\mu \nu}} \delta_{\delta}^{\lambda} - \frac{d-4}{d} (\gamma_{\mu \nu}^\rho)^{\gamma} \delta_{\delta}^{\lambda} \right].
\]

The last step, i.e. contracting with \( e_1 + e_r \) which is necessary to obtain a different hatted projection operator, was implicitly done before since the \( e_r \) projector is the identity. The hatted projection operator is thus

\[
(\hat{\mathcal{P}}^{e_1+e_r, C e_2 \otimes e_r})_{\delta \nu}^{\alpha \beta} = (\hat{\mathcal{T}}^{e_1+e_r, C e_2 \otimes e_r})_{\delta \nu}^{\alpha \beta} (\mathcal{T}_{e_1+e_r, C e_2 \otimes e_r})_{\alpha \beta}^{\delta \nu} = \frac{-2}{d-2} \left[ \delta_{\nu}^{\delta, \nu (\gamma^\rho C^{-1})} \delta_{\delta}^{\delta} + \frac{1}{d} (\gamma_{\nu \mu}^\rho)^{\gamma} \delta_{\delta}^{\delta} \right],
\]

and it is orthogonal to the hatted projection operator \( \hat{\mathcal{P}}^{e_1+e_r, C e_2 \otimes e_r} \) by construction. From the completeness relation, the fundamental building block for the \( e_2 + e_r \) irreducible representation is thus

\[
(\mathcal{T}^{e_2+e_r})_{\alpha \beta}^{\mu \nu} = (\mathcal{T}^{e_1+e_r, C e_2 \otimes e_r})_{\nu}^{\mu} (\mathcal{T}_{e_2+e_r, C e_2 \otimes e_r})_{\alpha \beta}^{\nu} = \delta_{\nu}^{\mu} \left( \mathcal{T}_{e_2+e_r, C e_2 \otimes e_r} \right)_{\alpha \beta}^{\nu}.
\]

As a consistency check, it is possible to verify that the \( n = 3 \) projection operators \( \mathcal{P}_{e_1 \otimes e_2} \) and \( \mathcal{P}_{e_2 \otimes e_r} \) are orthogonal. The same can be checked for \( \mathcal{P}_{e_1+e_r} \) and \( \mathcal{P}_{e_1 \otimes e_2} \).

For a more familiar example at \( n = 4 \), the tensor product \( e_1 \otimes e_1 = 2e_1 \oplus e_2 \oplus 0 \) leads to the traceless 2-index symmetric fundamental building block \( \mathcal{T}^{2e_1} \) as follows. First, since it is already known that \( 0 \) is a scalar and \( e_2 \) is a 2-index antisymmetric tensor, one has

\[
(\hat{\mathcal{T}}^{0 \otimes e_1})_{\mu \nu} = \frac{1}{\sqrt{d}} g_{\mu \nu}, \quad (\hat{\mathcal{T}}^{e_2 \otimes e_1})_{\mu \nu}^{\alpha \beta} = \delta_{\mu}^{\alpha} \delta_{\nu}^{\beta},
\]

which lead to

\[
(\hat{\mathcal{T}}^{0 \otimes e_1})_{\nu}^{\mu} = (\hat{\mathcal{T}}^{0 \otimes e_1})_{\mu}^{\nu} = \frac{1}{\sqrt{d}} g_{\mu \nu}, \quad (\hat{\mathcal{T}}^{e_2 \otimes e_1})_{\nu}^{\mu} = (\hat{\mathcal{T}}^{e_2 \otimes e_1})_{\mu}^{\nu} = \delta_{\mu}^{\nu}.
\]

Then, with the help of \( \hat{\mathcal{T}}^{2e_1} = \hat{\mathcal{T}}^{e_2 \otimes e_1} + \hat{\mathcal{T}}^{e_1 \otimes e_1} \), the fundamental building block is simply

\[
(\mathcal{T}^{2e_1})_{\alpha_1 \beta_1}^{\mu \nu} = \left[ \delta_{\mu}^{\alpha_1} \delta_{\nu}^{\beta_1} - (\hat{\mathcal{T}}^{e_2 \otimes e_1})_{\nu}^{\mu} (\hat{\mathcal{T}}^{e_1 \otimes e_1})_{\mu}^{\nu} - (\hat{\mathcal{T}}^{0 \otimes e_1})_{\mu}^{\nu} \right] (\mathcal{T}^{e_1})_{\alpha_1 \beta_1}^{\mu \nu} = (\mathcal{T}^{e_1})_{\alpha_1 \beta_1}^{\mu \nu} - \frac{1}{d} g_{\mu \nu} (\mathcal{T}^{e_1})_{\alpha_1 \beta_1}^{\mu \nu} (\mathcal{T}^{e_1})_{\alpha_2 \beta_2}^{\mu \nu},
\]
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as expected. Here the parenthesis denote symmetrization of the corresponding indices. The
corresponding hatted half-projector is simply
\[
(\hat{T}^{2e_1})_{\nu'\mu'}^{\mu\nu} = \delta_{\mu'}^{(\mu} \delta_{\nu'}^{(\nu} - \frac{1}{d} \epsilon^{\mu\nu} \delta_{\nu'\mu'},
\]
with the associated hatted projection operator \((\hat{P}^{2e_1})_{\nu'\mu'}^{\mu\nu} = (\hat{T}^{2e_1})_{\nu'\mu'}^{\mu\nu}\). It is now straightforward
to see the properties of operators in the traceless 2-index symmetric irreducible representation
\(\mathcal{O}_{\alpha_1,\beta_1,\alpha_2,\beta_2}^{2e_1} \sim (T^{2e_1})_{\alpha_1,\beta_1,\alpha_2,\beta_2} \), where \(\mu\) and \(\nu\) are the dummy indices of the irreducible representation
which must be contracted properly with symmetric and traceless quantities.

From this technique, it is now clear that all irreducible representations can be constructed
recursively from the fundamental building blocks of the defining representations. Therefore the
fundamental building block for a general irreducible representation \(N = \sum_{i=1}^r N_i e_i\) is
\[
(T^N)_{\alpha_1,\ldots,\alpha_n}^{\mu_1,\ldots,\mu_n,\delta} = \left((T^{e_1})_{N_1} \ldots (T^{e_{r-1}})_{N_{r-1}} (T^{2e_r})_{[N_r/2]} (T^{e_r})_{N_r-2[N_r/2]} \right)_{\alpha_1,\ldots,\alpha_n}^{\mu_1,\ldots,\mu_n,\delta}
\]

\[ - \text{ smaller irreducible representations,} \]

where the \(N_i\) half-projectors \(T^{e_i}\) are symmetrized, the number of vector indices is \(n_v = \sum_{i=1}^r i N_i + \frac{r}{2} [N_r/2]\), the spinor index \(\delta\) appears only if \(N_r\) is odd, and the subtracted smaller irreducible representations are completely fixed by recursion. The relation above can be simplified further
with the help of the proper hatted projection operators since
\[
(T^N)_{\nu_1,\ldots,\nu_n}^{\mu_1,\ldots,\mu_n,\delta} = \left((T^{e_1})_{N_1} \ldots (T^{e_{r-1}})_{N_{r-1}} (T^{2e_r})_{[N_r/2]} (T^{e_r})_{N_r-2[N_r/2]} \right)_{\alpha_1,\ldots,\alpha_n}^{\mu_1,\ldots,\mu_n,\delta'}
\]
\[ \times (\hat{P}^N)_{\delta',\mu_{n+1},\ldots,\mu_r}^{\mu_1,\ldots,\mu_n,\delta}, \]

by definition. Thus operators in the irreducible \(N\) representation can be rewritten as
\[
\mathcal{O}^N_{\alpha_1,\ldots,\alpha_n} = (T^N)_{\alpha_1,\ldots,\alpha_n}^{\mu_1,\ldots,\mu_n} \mathcal{O}^N_{\mu_1,\ldots,\mu_n,\delta}, \quad \mathcal{O}^N_{\mu_1,\ldots,\mu_n,\delta} = (T^N)_{\mu_1,\ldots,\mu_n,\delta}^{\alpha_1,\ldots,\alpha_n} \mathcal{O}^N_{\alpha_1,\ldots,\alpha_n},
\]
where \(\mathcal{O}^N_{\mu_1,\ldots,\mu_n,\delta}\) transforms in the irreducible \(N\) representation but with respect to the “dummy”
variables.

Now that the general form of the largest term appearing in the half-projectors \(A.2\) has been
found with the help of the bottom-up approach developed above, it is convenient to discuss a
top-down technique to construct the full half-projectors. Indeed, the top-down approach relies
on the standard Young tableau techniques (slightly modified for spinor representations) to obtain
the fundamental building blocks for the hatted projection operators with the appropriate symmetry
properties over their sets of indices. This leads to the hatted projection operators without
the smaller irreducible representations which are not explicit traces, but there remains smaller
irreducible representations which are explicit traces. These irreducible representations can be subtracted straightforwardly by demanding the tracelessness condition for any pairs of dummy vector
indices and any pairs of dummy vector and spinor indices.
Thus, once the smaller irreducible representations which are not explicit traces have been removed, the remaining smaller irreducible representations appearing in (A.2) can be eliminated directly with the help of \((T^N_{\alpha_1 \cdots \alpha_n}) \delta_{\mu_1 \cdots \mu_n} = 0\) and \((T^N_{\alpha_1 \cdots \alpha_n}) \delta_{\mu_1 \cdots \mu_n} = 0\) for any \(i\) and \(j\). From the definition (A.2), the tracelessness condition applies also directly to the proper hatted projection operators. These conditions can be explicitly checked in the examples above since \((T^{e_2 + e_r})_{\alpha_3 \gamma} g_{\mu \nu} = (T^{e_2 + e_r})_{\alpha_3 \gamma} (\gamma_{\mu}) \gamma = 0\) for the spinor irreducible representation \(e_2 + e_r\) while \((T^{2e_1})^\mu_{\alpha_1 \beta_1 \alpha_2 \beta_2} g_{\mu \nu} = 0\) for the non-spinor irreducible representation \(2e_1\).

Finally, conjugate operators can sometimes be discarded when they are linearly dependent with non-conjugate operators. For example, when the Majorana condition can be imposed, all conjugate operators are proportional to the original operators, they are thus straightforwardly linearly dependent and can be discarded. When the Majorana condition cannot be imposed, all operators in vector representations (i.e. with \(N_r\) even) can be reduced to two “real” components and as such their conjugate operators are not linearly independent and they can be forgotten altogether. The same procedure cannot be performed on operators in spinor representations (i.e. with \(N_r\) odd) which implies their conjugate operators are linearly independent and must be included.

Indeed, the conjugate operators of \(O^N_{\alpha_1 \cdots \alpha_n}\), denoted by
\[O^{NC} \equiv (O^{NC})_{\alpha_1 \cdots \alpha_n} = (B^{-1})_{\alpha_1 \alpha_1'} \cdots (B^{-1})_{\alpha_n \alpha_n'} (O^{N*})_{\alpha_1' \cdots \alpha_n'},\]
satisfy
\[(O^{NC})_{\alpha_1 \cdots \alpha_n} = \left( B^{-1}[(T^N)_{\delta_{\mu_1 \cdots \mu_n}, \mu_{1 \cdots n}}] B^{-T} \right)_{\alpha_1 \cdots \alpha_n} (O^N)_{\mu_1 \cdots \mu_n, \delta}^* = \begin{cases} (-1)^f(N) (T^{NC})_{\alpha_1 \cdots \alpha_n}^\delta_{\mu_1 \cdots \mu_n} (B^{-1})_{\mu_1 \cdots \mu_n} (O^{N*})_{\mu_1 \cdots \mu_n} & N_r \text{ odd} \\ (-1)^f(N) (T^{NC})_{\alpha_1 \cdots \alpha_n}^\delta_{\mu_1 \cdots \mu_n} (O^{N*})_{\mu_1 \cdots \mu_n} & N_r \text{ even} \end{cases},\]

where
\[f(N) = \sum_{i=1}^{r-1} [i(r + q) + q(r + 1)]N_i + [r(r + q) + q(r + 1)]N_r/2,\]
since \(O^N_{\alpha_1 \cdots \alpha_n} = (T^N)_{\delta_{\mu_1 \cdots \mu_n}, \mu_{1 \cdots n}} O^N_{\mu_1 \cdots \mu_n, \delta}\) and
\[\left( B^{-1}[(T^N)_{\mu_1 \cdots \mu_n, \delta} B^{-T}] \right)_{\alpha_1 \cdots \alpha_n} = ((B^{-1}T^{e_1} B^{-T})^N_{\mu_1 \cdots \mu_n} \cdots (B^{-1}T^{e_{r-1}} B^{-T})^N_{r-1} \times (B^{-1}T^{2e_r} B^{-T})_{N_r/2}] \times (B^{-1}T^{e_r} B^{-T})_{N_r/2} \hat{P}^{N*} \right)_{\alpha_1 \cdots \alpha_n}^\mu_1 \cdots \mu_n, \delta.\]

Therefore, for vector representations where \(N^C = N\), it is always possible to trade conjugate operators by considering the operator’s real and imaginary parts independently. For spinor representations, conjugate operators are linearly independent when the Majorana condition cannot be imposed.
A.2.2. Even Dimensions: $p + q = 2r$

In even dimensions, the two inequivalent irreducible spinor representations $S \equiv S_\alpha^\beta$ and $\tilde{S} \equiv \tilde{S}_\tilde{\alpha}^{\tilde{\beta}}$ are given by the exponentiation of the generators $\sigma_{\mu\nu} \equiv (\sigma_{\mu\nu})_\alpha^\beta$ and $\tilde{\sigma}_{\mu\nu} \equiv (\tilde{\sigma}_{\mu\nu})_{\tilde{\alpha}}^{\tilde{\beta}}$ in the fundamental spinor representations, $S = \exp\left(\frac{i}{2} \omega^{\mu\nu} \sigma_{\mu\nu}\right)$ and $\tilde{S} = \exp\left(\frac{i}{2} \omega^{\mu\nu} \tilde{\sigma}_{\mu\nu}\right)$ respectively, with real antisymmetric $\omega^{\mu\nu}$. The generators in the fundamental spinor representations are constructed from the square $2^{r-1}$-dimensional $\gamma$-matrices $\gamma_\mu \equiv (\gamma_\mu)_\alpha^\beta$ and $\tilde{\gamma}$-matrices $\tilde{\gamma}_\mu \equiv (\tilde{\gamma}_\mu)_{\tilde{\alpha}}^{\tilde{\beta}}$ which are elements of the “Clifford” algebra,

$$\gamma_\mu \tilde{\gamma}_\nu + \gamma_\nu \tilde{\gamma}_\mu = 2g_{\mu\nu} \mathbf{1},$$
$$\tilde{\gamma}_\mu \gamma_\nu + \tilde{\gamma}_\nu \gamma_\mu = 2g_{\mu\nu} \mathbf{1},$$

as

$$\sigma_{\mu\nu} = \frac{i}{4} (\gamma_\mu \tilde{\gamma}_\nu - \gamma_\nu \tilde{\gamma}_\mu),$$
$$\tilde{\sigma}_{\mu\nu} = \frac{i}{4} (\tilde{\gamma}_\mu \gamma_\nu - \tilde{\gamma}_\nu \gamma_\mu).$$

By definition, they satisfy the Lie algebra

$$[\sigma_{\mu\nu}, \sigma_{\lambda\rho}] = -(s_{\mu\nu})_\lambda^\lambda' \sigma_{\lambda'\rho} - (s_{\mu\nu})_\rho^\rho' \sigma_{\lambda\rho'},$$
$$[\tilde{\sigma}_{\mu\nu}, \tilde{\sigma}_{\lambda\rho}] = -(s_{\mu\nu})_\lambda^\lambda' \tilde{\sigma}_{\lambda'\rho} - (s_{\mu\nu})_\rho^\rho' \tilde{\sigma}_{\lambda\rho'},$$

Note that $\Lambda_{\mu'}^\mu \gamma_\mu'$ and $\Lambda_{\mu'}^\mu \tilde{\gamma}_\mu'$ satisfy the “Clifford” algebra and thus should be related by a generalized similarity transformation to $\gamma_\mu$ and $\tilde{\gamma}_\mu$. These generalized similarity transformations are nothing else than the fundamental spinor representations $S$ and $\tilde{S}$, i.e. $\Lambda_{\mu'}^\mu \gamma_\mu' = S \gamma_\mu \tilde{S}^{-1}$ and $\Lambda_{\mu'}^\mu \tilde{\gamma}_\mu' = \tilde{S} \tilde{\gamma}_\mu S^{-1}$.

Since $S$ is a representation of $SO(p, q)$, the adjoint $S^{-\dagger}$ with generators $\sigma_{\mu\nu}^{\dagger}$, contragredient $S^{-T}$ with generators $-\sigma_{\mu\nu}^T$ and conjugate $S^*$ with generators $-\sigma_{\mu\nu}^*$ are also representations. The same is true of the tilde representations. However unicity of $S$ and $\tilde{S}$ implies that these other representations are related to $S$ and $\tilde{S}$. Thus there exist similarity transformations which relate the adjoint, contragredient and conjugate representations to $S$ or $\tilde{S}$. Contrary to the odd-dimensional case, there are four different scenarios depending on the dimension and the signature of $SO(p, q)$. Each case is treated separately below.
Defining the matrices $A$, $C$, $B$ as well as $\tilde{A}$, $\tilde{C}$ and $\tilde{B}$,

\[
\begin{align*}
A &\equiv A_\alpha^\beta \\
C &\equiv C_\alpha^\beta \\
B &\equiv B^{\alpha\beta} = (C^{-1}A)^{\alpha\beta} \\
\tilde{A} &\equiv \tilde{A}_\alpha^\beta \\
\tilde{C} &\equiv \tilde{C}_\alpha^\beta \\
\tilde{B} &\equiv \tilde{B}^{\alpha\beta} = (C^{-1}\tilde{A})^{\alpha\beta} \\
\end{align*}
\]

such that

\[
\begin{align*}
\gamma^\mu_1 &= (-1)^q \times \tilde{A}_\mu^\nu A^{-1} A\gamma_\mu \tilde{A}^{-1} \tilde{A}_\mu^\nu A^{-1} A\gamma_\mu \tilde{A}^{-1} \\
\gamma^T_\mu &= (-1)^r \times \tilde{C}_\mu^\nu C^{-1} \tilde{C}_\mu^\nu C^{-1} \tilde{C}_\mu^\nu C^{-1} \tilde{C}_\mu^\nu C^{-1} \\
\gamma^*_\mu &= (-1)^{r+q} \times B\gamma_\mu \tilde{B}^{-1} \tilde{B}_\mu^\nu B^{-1} \tilde{B}_\mu^\nu B^{-1} B\gamma_\mu \tilde{B}^{-1} \\
\tilde{\gamma}^\mu_1 &= (-1)^q \times A\gamma_\mu \tilde{A}^{-1} \tilde{A}_\mu^\nu A^{-1} A\gamma_\mu \tilde{A}^{-1} \\
\tilde{\gamma}^T_\mu &= (-1)^r \times C\gamma_\mu \tilde{C}^{-1} C\gamma_\mu \tilde{C}^{-1} \tilde{C}_\mu^\nu C^{-1} \tilde{C}_\mu^\nu C^{-1} \\
\tilde{\gamma}^*_\mu &= (-1)^{r+q} \times \tilde{B}_\mu^\nu \tilde{B}^{-1} B\gamma_\mu \tilde{B}^{-1} B\gamma_\mu \tilde{B}^{-1} \tilde{B}_\mu^\nu B^{-1},
\end{align*}
\]

one thus has

\[
\begin{align*}
\sigma^\nu_{\mu} &= A\sigma_\mu^\nu A^{-1} \tilde{A}_\mu^\nu A^{-1} A\sigma_\mu^\nu A^{-1} \tilde{A}_\mu^\nu A^{-1} \\
-\sigma^T_{\mu} &= C\sigma_\mu C^{-1} C\sigma_\mu C^{-1} \tilde{C}\sigma_\mu \tilde{C}^{-1} \tilde{C}\sigma_\mu \tilde{C}^{-1} \\
-\sigma^*_\mu &= B\sigma_\mu B^{-1} \tilde{B}_\mu^\nu B^{-1} \tilde{B}_\mu^\nu B^{-1} B\sigma_\mu B^{-1} \\
\tilde{\sigma}^\nu_{\mu} &= \tilde{A}\sigma_\mu \tilde{A}_\mu^\nu A^{-1} A\sigma_\mu A^{-1} \tilde{A}\sigma_\mu \tilde{A}_\mu^\nu A^{-1} \\
-\tilde{\sigma}^T_{\mu} &= \tilde{C}\sigma_\mu \tilde{C}^{-1} \tilde{C}\sigma_\mu \tilde{C}^{-1} \tilde{C}\sigma_\mu \tilde{C}^{-1} \tilde{C}\sigma_\mu \tilde{C}^{-1} \\
-\tilde{\sigma}^*_\mu &= \tilde{B}\sigma_\mu \tilde{B}^{-1} B\sigma_\mu B^{-1} B\sigma_\mu B^{-1} \tilde{B}_\mu^\nu B^{-1},
\end{align*}
\]

or

\[
\begin{align*}
S^{-\dagger} &= ASA^{-1} \tilde{A}\tilde{A}^{-1} ASA^{-1} \tilde{A}\tilde{A}^{-1} \\
S^{-T} &= CSC^{-1} CSC^{-1} \tilde{C}\tilde{C}^{-1} \tilde{C}\tilde{C}^{-1} \\
S^* &= BSB^{-1} \tilde{B}\tilde{B}^{-1} \tilde{B}\tilde{B}^{-1} BSB^{-1} \\
\tilde{S}^{-\dagger} &= \tilde{A}\tilde{A}^{-1} ASA^{-1} \tilde{A}\tilde{A}^{-1} ASA^{-1} \\
\tilde{S}^{-T} &= \tilde{C}\tilde{C}^{-1} \tilde{C}\tilde{C}^{-1} CSC^{-1} CSC^{-1} \\
\tilde{S}^* &= \tilde{B}\tilde{B}^{-1} BSB^{-1} BSB^{-1} \tilde{B}\tilde{B}^{-1}.
\end{align*}
\]

The matrices $A$ and $\tilde{A}$ can be given in explicit form, $A = \gamma_{p+1} \cdots \gamma_{p+q}$ and $\tilde{A} = \gamma_{p+1} \cdots \gamma_{p+q}$ where $\gamma$’s and $\tilde{\gamma}$’s alternate and the type of the last one is fixed (hence the index position), and the
matrices $C$ and $\tilde{C}$ are unitary ($C^\dagger C = \mathbb{1}$, $\tilde{C}^\dagger \tilde{C} = \mathbb{1}$) with $C^T = (-1)^{r+1/2}C$, $\tilde{C}^T = (-1)^{r+1/2}\tilde{C}$ for $r$ even and $C^T = (-1)^{r+1/2}C$, $\tilde{C}^T = (-1)^{r+1/2}C$ for $r$ odd. From their definitions, the “Clifford” algebra and (A.3), $A$ and $\tilde{A}$ satisfy special properties given by

$$
A^{-1} = (-1)^{q+1/2} \times A \quad \tilde{A}^{-1} = (-1)^{q+1/2} \times A
$$

$$
A^\dagger = (-1)^{q+1/2} \times A \quad \tilde{A}^\dagger = (-1)^{q+1/2} \times A
$$

$$
A^T = (-1)^{r+q+1/2} \times CAB^{-1} \quad \tilde{A}^T = (-1)^{r+q+1/2} \times \tilde{C}\tilde{A}\tilde{C}^{-1}
$$

$$
A^* = (-1)^{q+1/2} \times CAB^{-1} \quad \tilde{A}^* = (-1)^{q+1/2} \times \tilde{C}\tilde{A}\tilde{C}^{-1}
$$

Thus $A$, $\tilde{A}$, $\tilde{C}$ and $\tilde{C}$ are unitary, and hence $B$ and $\tilde{B}$, which satisfy similar properties like

$$
B^T = (-1)^{r+q+1/2} \times B \quad \tilde{B}^T = (-1)^{r+q+1/2} \times \tilde{B}
$$

are also unitary. These properties are invariant under generalized unitary similarity transformations $\gamma_\mu \rightarrow U\gamma_\mu U^\dagger$, $\tilde{\gamma}_\mu \rightarrow \tilde{U}\tilde{\gamma}_\mu \tilde{U}^\dagger$ where $U^\dagger U = \mathbb{1}$ and $\tilde{U}^\dagger \tilde{U} = \mathbb{1}$ as long as the matrices are changed into

$$
A \rightarrow UAU^\dagger \quad \tilde{A} \rightarrow \tilde{U}\tilde{A}\tilde{U}^\dagger
$$

$$
B \rightarrow UBU^\dagger \quad \tilde{B} \rightarrow \tilde{U}\tilde{B}\tilde{U}^\dagger
$$

as dictated by (A.3).

Any element $\psi \equiv \psi_\alpha$ ($\tilde{\psi} \equiv \tilde{\psi}_{\tilde{\alpha}}$) in the linear space $V$ ($\tilde{V}$) transforms as $\psi \rightarrow S\psi$ ($\tilde{\psi} \rightarrow \tilde{S}\tilde{\psi}$).
The related representations act appropriately, *i.e.*

\[
\begin{array}{cccc}
  r \text{ even} & r \text{ even} & r \text{ odd} & r \text{ odd} \\
  q \text{ even} & q \text{ odd} & q \text{ even} & q \text{ odd} \\
  \psi^\dagger \equiv (\psi^\dagger)^m \rightarrow \psi^\dagger S^\dagger & = & \psi^\dagger AS^{-1}A^{-1} & \psi^\dagger AS^{-1}A^{-1} \\
  \psi^T \equiv (\psi^T)^m \rightarrow \psi^T S^T & = & \psi^T CS^{-1}C^{-1} & \psi^T CS^{-1}C^{-1} \\
  \tilde{\psi}^* \equiv (\tilde{\psi}^*)^m \rightarrow S^*\tilde{\psi}^* & = & BSB^{-1}\tilde{\psi}^* & \tilde{B}\tilde{S}\tilde{B}^{-1}\tilde{\psi}^* \\
  \tilde{\psi}^\dagger \equiv (\tilde{\psi}^\dagger)^m \rightarrow \tilde{\psi}^\dagger S^\dagger & = & \tilde{\psi}^\dagger AS^{-1}A^{-1} & \tilde{\psi}^\dagger AS^{-1}A^{-1} \\
  \tilde{\psi}^T \equiv (\tilde{\psi}^T)^m \rightarrow \tilde{\psi}^T S^T & = & \tilde{\psi}^T CS^{-1}C^{-1} & \tilde{\psi}^T CS^{-1}C^{-1} \\
  \tilde{\psi}^* \equiv (\tilde{\psi}^*)^m \rightarrow \tilde{\psi}^* \tilde{S}^* \tilde{\psi}^* & = & \tilde{B}\tilde{S}\tilde{B}^{-1} \tilde{\psi}^* & BSB^{-1} \tilde{\psi}^* \\
\end{array}
\]

By defining \(\psi^C\) and \(\tilde{\psi}^C\) such as

\[
\begin{array}{cccc}
  r \text{ even} & r \text{ even} & r \text{ odd} & r \text{ odd} \\
  q \text{ even} & q \text{ odd} & q \text{ even} & q \text{ odd} \\
  \psi^C = B^{-1}\psi^* \sim \psi & \tilde{B}^{-1}\psi^* \sim \tilde{\psi} & \tilde{B}^{-1}\psi^* \sim \tilde{\psi} & B^{-1}\psi^* \sim \psi \\
  \tilde{\psi}^C = \tilde{B}^{-1}\tilde{\psi}^* \sim \tilde{\psi} & B^{-1}\tilde{\psi}^* \sim \psi & B^{-1}\tilde{\psi}^* \sim \psi & \tilde{B}^{-1}\tilde{\psi}^* \sim \tilde{\psi},
\end{array}
\]

where \(\sim\) indicates that the spinors transform identically, \(\psi^C\) and \(\tilde{\psi}^C\) could be proportional to \(\psi\) and \(\tilde{\psi}\) respectively when \(r + q = 0 \mod 2\) and hence halves the (real) dimension of the fundamental spinor representations, leading to the irreducible Weyl-Majorana representations. For this reality condition to exist, \(r\) and \(q\) must be both even or both odd and the consistency conditions \((\psi^C)^C = \psi\) and \((\tilde{\psi}^C)^C = \tilde{\psi}\) must be satisfied, which enforce \(B^{-1}B^T = 1\) and \(\tilde{B}^{-1}\tilde{B}^T = 1\). Therefore the irreducible Weyl-Majorana representation exists only for \(r + q = 0 \mod 2\) and \(r(r + 1)/2 + rq + q(q - 1)/2 = 0 \mod 2\).

More complicated irreducible representations can be studied from the product of fundamental spinor representations with the help of the antisymmetrized \(\gamma\)-matrices. In the even-dimensional case, there are four types of matrices depending on the type of indices they carry. Since there are \(\binom{2r}{2n}\) fully antisymmetric (on their vector indices) matrices \(\gamma^{[2n]}\) and \(\tilde{\gamma}^{[2n]}\), given by

\[
\begin{align*}
\gamma^{[2n]} & \equiv \gamma^{\mu_1 \cdots \mu_{2n}} = \gamma^{[\mu_1 \cdots \mu_{2n}]} = \frac{1}{(2n)!} \sum_{\sigma \in S_{2n}} (-1)^\sigma \gamma^{\mu_\sigma(1) \cdots \mu_\sigma(2n)}, \\
\tilde{\gamma}^{[2n]} & \equiv \tilde{\gamma}^{\mu_1 \cdots \mu_{2n}} = \tilde{\gamma}^{[\mu_1 \cdots \mu_{2n}]} = \frac{1}{(2n)!} \sum_{\sigma \in S_{2n}} (-1)^\sigma \tilde{\gamma}^{\mu_\sigma(1) \cdots \mu_\sigma(2n)},
\end{align*}
\]

where \(S_{2n}\) is the symmetric group with element \(\sigma\) and sign \((-1)^\sigma\), they form a complete basis of square \(2^{r-1}\)-dimensional matrices for \(n \in \{0, 1, \ldots, \lfloor r/2 \rfloor\}\). Indeed there are \(2^{2(r-1)}\) such matrices (when the duality condition is taken into account, see below) which corresponds to the number of components of square \(2^{r-1}\)-dimensional matrices. There are also \(\binom{2r}{2n+1}\) fully antisymmetric (on
their vector indices) matrices $\gamma^{[2n+1]}$ and $\tilde{\gamma}^{[2n+1]}$, given by

$$\gamma^{[2n+1]} \equiv \gamma^{\mu_1 \cdots \mu_{2n+1}} = \frac{1}{(2n+1)!} \sum_{\sigma \in S_{2n+1}} (-1)^\sigma \gamma_{\mu_1(1)} \cdots \gamma_{\mu_{2n+1}},$$

$$\tilde{\gamma}^{[2n+1]} \equiv \tilde{\gamma}^{\mu_1 \cdots \mu_{2n+1}} = \frac{1}{(2n+1)!} \sum_{\sigma \in S_{2n+1}} (-1)^\sigma \tilde{\gamma}_{\mu_1(1)} \cdots \tilde{\gamma}_{\mu_{2n+1}},$$

where $S_{2n+1}$ is the symmetric group with element $\sigma$ and sign $(-1)^\sigma$, which form a complete basis of square $2^{r-1}$-dimensional matrices for $n \in \{0, 1, \ldots, [(r-1)/2]\}$. Indeed there are $2^{2(r-1)}$ such matrices (when the duality condition is taken into account, see below) which corresponds to the number of components of square $2^{r-1}$-dimensional matrices.

Note that the remaining matrices $\gamma^{[2n]}$ and $\tilde{\gamma}^{[2n]}$ with $n \in \{[r/2] + 1, \ldots, r\}$ and $\gamma^{[2n+1]}$ and $\tilde{\gamma}^{[2n+1]}$ with $n \in \{((r-1)/2) + 1, \ldots, r - 1\}$ are related through the $SO(p,q)$-invariant epsilon tensor $\epsilon^{\mu_1 \cdots \mu_{2r}},$

$$\gamma^{\mu_1 \cdots \mu_n} = \frac{\mathcal{K}}{(d-n)!} \epsilon^{\mu_1 \cdots \mu_n \nu_{d-n} \cdots \nu_1} \gamma^{\nu_{d-n} \cdots \nu_1},$$

$$\tilde{\gamma}^{\mu_1 \cdots \mu_n} = -\frac{\mathcal{K}}{(d-n)!} \epsilon^{\mu_1 \cdots \mu_n \nu_{d-n} \cdots \nu_1} \tilde{\gamma}^{\nu_{d-n} \cdots \nu_1},$$

where $\mathcal{K}$ is the proportionality constant in $\gamma^{\mu_1 \cdots \mu_d} = \epsilon^{\mu_1 \cdots \mu_d \gamma^{1 \cdots d}} = \epsilon^{\mu_1 \cdots \mu_d \gamma^1 \cdots \gamma^d} = \mathcal{K} \epsilon^{\mu_1 \cdots \mu_d \mathbb{1}}$ which satisfies $\mathcal{K}^2 = (-1)^{r+q}$.

Therefore, the epsilon tensor is responsible for an extra factor of one half in the number of matrices $\gamma^{[r]}$ and $\tilde{\gamma}^{[r]}$, i.e. $\frac{1}{2}(\binom{2r}{r})$ instead of $\binom{2r}{r}$, due to their self-duality and anti-self-duality properties, leading to the right counting mentioned above.

The $\gamma$-matrices for $n \in \{0, 1, \ldots, r\}$ satisfy the following important identities,

$$\text{tr}(\gamma_{\mu_n \cdots \mu_1} \gamma^{\nu_1 \cdots \nu_m}) = 2^{r-1} n! \left( \delta_{[\mu_1} \cdots \delta_{\mu_n]} \nu_1 \cdots \nu_m \pm (-1)^{r+q} \frac{\mathcal{K}}{r!} \epsilon^{\mu_1 \cdots \mu_r \nu_1 \cdots \nu_m} \delta_{n_m} \right),$$

$$\gamma^{\mu_1 \cdots \mu_n \nu} = \gamma_{\mu_1 \cdots \mu_n} \gamma^{\nu} + \sum_{i=1}^n (-1)^{n+1-i} g_{\nu \mu_i} \gamma_{\mu_1 \cdots \mu_i \cdots \mu_n},$$

$$\gamma_{\nu \mu_1 \cdots \mu_n} = \gamma^{\nu} \gamma_{\mu_1 \cdots \mu_n} + \sum_{i=1}^n (-1)^i g_{\nu \mu_i} \gamma_{\mu_1 \cdots \amu_i \cdots \mu_n},$$

where the appropriate tilde and untilded matrices must be used to ensure matrix multiplication consistency and the ± distinguishes between self-dual ($\gamma^{\mu_1 \cdots \mu_m}$ with +) and anti-self-dual ($\tilde{\gamma}^{\nu_1 \cdots \nu_m}$ with −) irreducible representations. These properties also lead to Fierz identities of the type

$$\left(\gamma^{\mu_1 \cdots \mu_t C^{-1}}\right)_{\alpha_1 \alpha_2} \left(\gamma^{\nu_1 \cdots \nu_t C^{-1}}\right)_{\beta_1 \beta_2} = \mathcal{K}^{\mu_1 \cdots \mu_t \nu_1 \cdots \nu_t}_{\lambda_1 \cdots \lambda_k \rho_1 \cdots \rho_t} \left(\gamma^{\lambda_1 \cdots \lambda_t C^{-1}}\right)_{\alpha_1 \beta_2} \left(\gamma^{\rho_1 \cdots \rho_t C^{-1}}\right)_{\beta_1 \alpha_2},$$

$$\mathcal{K}^{\mu_1 \cdots \mu_t \nu_1 \cdots \nu_t}_{\lambda_1 \cdots \lambda_k \rho_1 \cdots \rho_t} = \frac{1}{4^{r-1} k!} \text{tr}(\gamma_{\lambda_k \cdots \lambda_t} \gamma^{\mu_1 \cdots \mu_t} \gamma_{\mu_1 \cdots \mu_t} \gamma^{\nu_1 \cdots \nu_t}).$$
where the matrices $C^{-1}$ and $\tilde{C}^{-1}$ have been used to lower indices and the appropriate indices must be used. Indeed, since $C$ and $\tilde{C}$ have two upper indices, it is possible to raise and lower indices using $C$, $\tilde{C}$ and $C^{-1}$, $\tilde{C}^{-1}$ respectively. This allows the study of the symmetry properties of $C_\gamma[n]$ and $\tilde{C}_\gamma[n]$, which are

$$
\begin{align*}
(C_\gamma[n])^T &= (-1)^{n(n-1)/2+n r+r(r+1)/2} \times C_\gamma[n],
(C_\gamma[n])^T &= (-1)^{n(n-1)/2+n r+r(r+1)/2} \times \tilde{C}_\gamma[n].
\end{align*}
$$

These equations have a periodicity under $n \to n+4$. Thus for $i \in \{0, 1, \ldots, [r/4]\}$, the symmetry properties of the different matrices are $(C_\gamma[r-4i])^T = C_\gamma[r-4i]$ and $(C_\gamma[r-2-4i])^T = -C_\gamma[r-2-4i]$ while $(C_\gamma[r-3-4i])^T = \tilde{C}_\gamma[r-3-4i]$ and $(C_\gamma[r-1-4i])^T = -\tilde{C}_\gamma[r-1-4i]$ with the corresponding symmetry properties for the tilde matrices. This is consistent with the numbers of symmetric and antisymmetric matrices which are $2^{r-2}(2^{r-1}+1)$ and $2^{r-2}(2^{r-1}-1)$ respectively. As for the odd dimensional case, these matrices (rewritten with lower spinor indices) satisfy

$$
\begin{align*}
B^{-1}(\gamma[n]C_{\gamma})^*B^{-T} &= (-1)^{(r+q)+q(r+1)}\gamma[n]C_{\gamma},
B^{-1}(\tilde{\gamma}[n]C_{\tilde{\gamma}})^*B^{-T} &= (-1)^{(r+q)+q(r+1)}\tilde{\gamma}[n]C_{\tilde{\gamma}},
\end{align*}
$$

where the necessary tilde and untilde matrices must be used, which is useful in investigating conjugate representations.

As in odd dimension, an irreducible representation of $SO(p, q)$ in even dimension is given by a set of non-negative integers $N = \{N_1, \ldots, N_r\} = \sum_{i=1}^r N_i e_i$ where $r$ is the rank of the Lie algebra and $e_i \equiv (e_i)\delta = \delta_{ij}$ is the $i$-th unit vector. Operators in irreducible representations of $SO(p, q)$, denoted by $O^N_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n}$ with “spin” $S$ such that

$$
n + \tilde{n} = 2S = 2 \sum_{i=1}^{r-2} N_i + N_{r-1} + N_r,
$$

behave as

$$
O^N_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n} \sim \mathcal{T}^N_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n},
$$

under $SO(p, q)$ transformations. Here $\sim$ indicates that both the operator $O^N_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n}$ and the half-projector $\mathcal{T}^N_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n}$ have the same behavior under $SO(p, q)$ transformations. The half-projectors are fundamental group theory quantities associated to irreducible representations and, as in odd dimension, they can be built recursively. They also corresponds to “square roots” of the associated projection operators which project to the appropriate irreducible representation,

$$
(P_N)_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n} \alpha_n \ldots \alpha_1 \tilde{\alpha}_n \ldots \tilde{\alpha}_1 = \mathcal{T}^N_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n} \mathcal{T}^N_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n} \mathcal{T}^N_{\alpha_1 \ldots \alpha_n; \tilde{\alpha}_1 \ldots \tilde{\alpha}_n} \alpha_n \ldots \alpha_1 \tilde{\alpha}_n \ldots \tilde{\alpha}_1.
$$
such that the usual properties of projection operators are satisfied, i.e. $\mathcal{P}_N^T = \delta_{NN} \mathcal{T}^N$ and $\mathcal{P}_N \mathcal{P}_{N'} = \delta_{NN'} \mathcal{P}_N$. The previous contractions vanish automatically when $S' \neq S$ and for a given fixed $S$, the projection operators satisfy $\sum_{N | S^{\text{fixed}}} \mathcal{P}_N = 1$ as expected.

The trivial representation $N = 0 = \{0, \ldots, 0\}$ is simply a scalar, hence $O^0 \sim T^0 = 1$.

Contrary to odd dimension, there are two inequivalent irreducible spinor representations which are denoted by $N = e_{r-1}$ and $N = e_r$, respectively. Operators in irreducible spinor representations transform as $O^e_r \sim (T^e_{r-1})^\beta_\alpha = \delta^\beta_\alpha$ and $O^e_r \sim (T^e_r)^\beta_\alpha = \delta^\beta_\alpha$ respectively. As in odd dimension, $\beta$ and $\bar{\beta}$ are dummy indices to be contracted properly. The projection operators corresponding to the irreducible spinor representations are given by $(\mathcal{P}^e_{r})_{\bar{\alpha}}^\alpha = (T^e_{r-1})^\beta_\alpha (T^e_{r-1})^\alpha_\beta = \delta_{\alpha \bar{\beta}}$ and $(\mathcal{P}^e_{r-1})_{\bar{\alpha}}^\alpha = (T^e_r)^\beta_\alpha (T^e_r)^\alpha_\beta = \delta_{\alpha \bar{\beta}}$ and they correspond to the half-projectors. The two irreducible spinor representations are defining representations from which all the remaining representations can be built.

Contrary to odd dimension though, there are two different ways of constructing some of the remaining defining representations. For example, the half-projectors for the irreducible $i$-index antisymmetric vector representations $N = e_i$ for $i \in \{1, \ldots, r-2\}$ are given by

$$
\begin{align*}
(T^{e_{r-2}})^{\mu_{r-2i}}_{\alpha \beta} &= \frac{1}{\sqrt{2^{r-1}(r-2i)!}} \times (\gamma^{\mu_1 \cdots \mu_r - 2i} C^{-1})_{\alpha \beta}, \\
(T^{e_{r-2}})^{\mu_{r-2i}}_{\bar{\alpha} \bar{\beta}} &= \frac{1}{\sqrt{2^{r-1}(r-2i)!}} \times (\gamma^{\mu_1 \cdots \mu_r - 2i} \tilde{C}^{-1})_{\bar{\alpha} \bar{\beta}},
\end{align*}
$$

and

$$
\begin{align*}
(T^{e_{r-2i-1}})^{\mu_{r-2i-1}}_{\alpha \beta} &= \frac{1}{\sqrt{2^{r-1}(r-2i-1)!}} \times (\gamma^{\mu_1 \cdots \mu_r - 2i} \tilde{C}^{-1})_{\alpha \beta}, \\
(T^{e_{r-2i-1}})^{\mu_{r-2i-1}}_{\bar{\alpha} \bar{\beta}} &= \frac{1}{\sqrt{2^{r-1}(r-2i-1)!}} \times (\gamma^{\mu_1 \cdots \mu_r - 2i} \tilde{C}^{-1})_{\bar{\alpha} \bar{\beta}},
\end{align*}
$$

while

$$
\begin{align*}
(T^{e_{r-1} + e_r})^{\mu_{r-1}}_{\alpha \beta} &= \frac{1}{\sqrt{2^{r-1}(r-1)!}} \times (\gamma^{\mu_1 \cdots \mu_r - 1} \tilde{C}^{-1})_{\alpha \beta}, \\
(T^{e_{r-1} + e_r})^{\mu_{r-1}}_{\bar{\alpha} \bar{\beta}} &= \frac{1}{\sqrt{2^{r-1}(r-1)!}} \times (\gamma^{\mu_1 \cdots \mu_r - 1} \tilde{C}^{-1})_{\bar{\alpha} \bar{\beta}}, \\
(T^{2e_{r-1}})^{\mu_{r}}_{\alpha \beta} &= \frac{1}{\sqrt{2^r}} \times (\gamma^{\mu_1 \cdots \mu_r} C^{-1})_{\alpha \beta}, \\
(T^{2e_{r-1}})^{\mu_{r}}_{\bar{\alpha} \bar{\beta}} &= \frac{1}{\sqrt{2^r}} \times (\gamma^{\mu_1 \cdots \mu_r} C^{-1})_{\bar{\alpha} \bar{\beta}}.
\end{align*}
$$

The associated projectors are thus

$$
\begin{align*}
\mathcal{P}^{e_{r-2i}} &= \frac{1}{\sqrt{2^{r-1}(r-2i)!}} \times (\gamma^{\mu_1 \cdots \mu_r - 2i} C^{-1})_{\alpha \beta} (C^{\gamma_{\mu_1 \cdots \mu_r - 1}})^{\beta \alpha}, \\
\mathcal{P}^{e_{r-2i}} &= \frac{1}{\sqrt{2^{r-1}(r-2i)!}} \times (\gamma^{\mu_1 \cdots \mu_r - 2i} \tilde{C}^{-1})_{\alpha \beta} (C^{\gamma_{\mu_1 \cdots \mu_r - 1}})^{\beta \alpha},
\end{align*}
$$
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and

\[
\begin{align*}
\mathcal{P}_{e_{r-1}+e_r}^{(+,e)} &= \frac{1}{2^{r}(r-1)!} \times \left( \gamma_{\mu_1 \cdots \mu_{r-1}} \tilde{C}^{-1} \right)_{\alpha\beta} \left( \gamma_{\mu_r} \right)_{\tilde{\alpha} \tilde{\beta}} \left( \gamma_{\mu_r} \right)_{\tilde{\alpha} \tilde{\beta}} \left( \gamma_{\mu_r} \right)_{\tilde{\alpha} \tilde{\beta}} \\
\mathcal{P}_{e_{r-1}+e_r}^{(-e)} &= \frac{1}{2^{r}(r-1)!} \times \left( \gamma_{\mu_1 \cdots \mu_r} \tilde{C}^{-1} \right)_{\alpha\beta} \left( \gamma_{\mu_1} \right)_{\tilde{\alpha} \tilde{\beta}} \left( \gamma_{\mu_1} \right)_{\tilde{\alpha} \tilde{\beta}} \\
\mathcal{P}_{2e_{r-1}} \mathcal{P}_{2e_r} &= \frac{1}{2^{r}} \times \left( \gamma_{\mu_1} \right)_{\tilde{\alpha} \tilde{\beta}} \left( \gamma_{\mu_r} \right)_{\tilde{\alpha} \tilde{\beta}} \\
\mathcal{P}_{2e_r} \mathcal{P}_{2e_{r-1}} &= \frac{1}{2^{r}} \times \left( \gamma_{\mu_r} \right)_{\tilde{\alpha} \tilde{\beta}} \left( \gamma_{\mu_r} \right)_{\tilde{\alpha} \tilde{\beta}}.
\end{align*}
\]

Obviously, by choosing an ordering for the untilde and tilde spinor indices, it is possible to get rid of some of the redundant quantities introduced above and focus only on the independent ones. At the end, operators in irreducible representations with \(S = 1\) verify \(\mathcal{O}_{i}^{e_{i}} \sim (\mathcal{T}^{e_{i}})^{\mu_1 \cdots \mu_r}\) for \(i \neq r-1, r\) as well as \(\mathcal{O}_{i}^{e_{r-1}+e_r} \sim (\mathcal{T}^{e_{r-1}+e_r})^{\mu_1 \cdots \mu_r}, \mathcal{O}_{i}^{2e_{r-1}} \sim (\mathcal{T}^{2e_{r-1}})^{\mu_1 \cdots \mu_r}\) and \(\mathcal{O}_{i}^{2e_r} \sim (\mathcal{T}^{2e_r})^{\mu_1 \cdots \mu_r}.\) Here again the \(\mu\) indices are dummy indices which must be contracted properly.

The irreducible representations given by \(N \in \{0, e_1, e_{r-1} + e_r, 2e_{r-1}, 2e_r\}\) for all \(i\) are called the defining representations. They correspond respectively to the trivial representation \(0,\) the two spinor representations \(e_{r-1}\) and \(e_r,\) the \(i\)-index antisymmetric representations \(e_{i \neq r-1, r}\) with the \((r-1)\)-index antisymmetric \(e_{r-1} + e_r\) and the two \(r\)-index antisymmetric \(2e_{r-1}\) (self-dual) and \(2e_r\) (anti-self-dual) representations singled out.

From the discussion in odd dimension, one could construct more general irreducible representations in even dimension following either the bottom-up technique or the top-down method introduced before. In any case the simplest way is to use the hatted projection operators constrained for example with the top-down method by appropriately symmetrizing tensor products of the defining representations and then removing smaller irreducible representations, by relying in part on the tracelessness condition. Therefore, the half-projector for a general irreducible representation \(N = \sum_{i=1}^{r} N_i e_i\) is

\[
(\mathcal{T}^{N})^{\mu_1 \cdots \mu_n \delta}_{\alpha_1 \cdots \alpha_n ; \tilde{\alpha}_1 \cdots \tilde{\alpha}_n} = \left( (\mathcal{T}^{e_1})_{N_1} \cdots (\mathcal{T}^{e_{r-1}})_{N_{r-2}} (\mathcal{T}^{2e_{r-1}})_{(N_{r-1} - \min\{N_{r-1}, N_r\})/2} \right) \left( (\mathcal{T}^{e_{r-1}+e_r})_{(N_{r-1} - \min\{N_{r-1}, N_r\})/2} (\mathcal{T}^{2e_r})_{\min\{N_{r-1}, N_r\}} \right) \left( (\mathcal{T}^{e_r})_{N_r - \min\{N_{r-1}, N_r\} - 2[(N_{r-1} - \min\{N_{r-1}, N_r\})/2]} \right) \left( (\mathcal{T}^{2e_{r-1}})_{(N_{r-1} - \min\{N_{r-1}, N_r\})/2} (\mathcal{T}^{2e_r})_{(N_{r-1} - \min\{N_{r-1}, N_r\})/2} \right) \left( \mathcal{P}^{N} \right)^{\mu_1 \cdots \mu_n \delta}_{\alpha_1 \cdots \alpha_n ; \tilde{\alpha}_1 \cdots \tilde{\alpha}_n},
\]

where the number of vector indices is

\[
n_v = \sum_{i=1}^{r-2} iN_i + (r-1)\min\{N_{r-1}, N_r\} + r[(N_{r-1} - \min\{N_{r-1}, N_r\})/2] + r[(N_r - \min\{N_{r-1}, N_r\})/2],
\]

the spinor index \(\delta\) or \(\tilde{\delta}\) appears only if \(N_{r-1} - \min\{N_{r-1}, N_r\} - 2[(N_{r-1} - \min\{N_{r-1}, N_r\})/2] = 1\) or \(N_r - \min\{N_{r-1}, N_r\} - 2[(N_r - \min\{N_{r-1}, N_r\})/2] = 1\) respectively, and the proper hatted projection
operator subtracting smaller irreducible representations is partly fixed by the tracelessness condition $(\mathcal{T}^\mathcal{N})_{\mu_1 \cdots \mu_n \delta}^{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n} g_{\mu_1 \mu_2} = 0$ and $(\mathcal{T}^\mathcal{N})_{\mu_1 \cdots \mu_n \delta}^{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n} (\gamma_{\mu_i})_{\delta}^{\bar{\gamma}} = 0$ or $(\mathcal{T}^\mathcal{N})_{\mu_1 \cdots \mu_n \delta}^{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n} (\bar{\gamma}_{\mu_i})_{\delta}^{\gamma} = 0$ for any $i$ and $j$. As in the odd dimensional case, using (A.4) the tracelessness condition applies also directly to the proper hatted projection operators.

As in odd dimension, operators in the irreducible $\mathcal{N}$ representation can thus be rewritten as

$$O_{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n} = (\mathcal{T}^\mathcal{N})_{\mu_1 \cdots \mu_n \delta}^{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n} O_{\mu_1 \cdots \mu_n \delta}^{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n},$$

with the help of (A.4) where $O_{\mu_1 \cdots \mu_n \delta}^{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n}$ transforms in the irreducible $\mathcal{N}$ representation but with respect to the “dummy” variables.

Finally, the conjugate operators are denoted by

$$O_{\mathcal{N}C}^{\mu_1 \cdots \mu_n \delta} = (O_{\mathcal{N}C}^{\mu_1 \cdots \mu_n \delta})_{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n} = (B^{-1})_{\alpha_1 \bar{\alpha}_1} \cdots (B^{-1})_{\alpha_n \bar{\alpha}_n} \tilde{O}_{\mathcal{N}C}^{\mu_1 \delta} = (B^{-1})_{\alpha_1 \bar{\alpha}_1} \cdots (B^{-1})_{\alpha_n \bar{\alpha}_n} (O_{\mathcal{N}C}^{\mu_1 \delta})_{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n},$$

for $r + q$ even and odd respectively. With the proper spinor indices and $B$ matrices for the two different cases, they satisfy

$$O_{\mathcal{N}C}^{\mu_1 \cdots \mu_n \delta} = \begin{cases} (-1)^{f(\mathcal{N})} (\mathcal{T}^\mathcal{N})^{\mu_1 \cdots \mu_n \delta} B^{-1} (O_{\mathcal{N}C}^{\mu_1 \delta})_{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n} & N_{r-1} + N_r \text{ odd} \\ (-1)^{f(\mathcal{N})} (\mathcal{T}^\mathcal{N})^{\mu_1 \cdots \mu_n \delta} (O_{\mathcal{N}C}^{\mu_1 \delta})_{\alpha_1 \cdots \alpha_n ; \bar{\alpha}_1 \cdots \bar{\alpha}_n} & N_{r-1} + N_r \text{ even} \end{cases},$$

where

$$f(\mathcal{N}) = \sum_{i=1}^{r-2} [i(r + q) + q(r + 1)] N_i + [(r - 1)(r + q) + q(r + 1)] \min \{N_{r-1}, N_r\} + [r(r + q) + q(r + 1)] [N_{r-1} - N_r]/2, \]$$

Therefore, as in odd dimension, for vector representations it is (almost) always possible to trade conjugate operators by considering the operator’s real and imaginary parts independently. Indeed, since these representations can be reduced to real components with $(O_{\mathcal{N}C}^{\mu_1 \cdots \mu_n \delta})_{\mu_1 \cdots \mu_n} = O_{\mathcal{N}C}^{\mu_1 \cdots \mu_n \delta}$, one obtains that $O_{\mathcal{N}C} \propto O_{\mathcal{N}C}$ showing that the conjugate is not linearly independent. Note however that the condition $(O_{\mathcal{N}C}^{\mu_1 \cdots \mu_n \delta})_{\mu_1 \cdots \mu_n} = O_{\mathcal{N}C}^{\mu_1 \cdots \mu_n \delta}$ cannot be imposed on general (anti-)self-dual representations if $r + q$ is odd (as can also be seen from the fact that $\mathcal{N}C \neq \mathcal{N}$ when $r + q$ is odd), in which case their conjugate representations are not linearly independent. Thus, apart from general (anti-)self-dual representations, general vector representations can always be reduced to real and imaginary components such that the conjugate operators are not linearly independent. For general spinor representations on the other hand, conjugate operators are linearly independent when the Weyl-Majorana condition cannot be imposed.
A.3. Summary

In summary, the transformation properties of operators $O^N$ in general irreducible representations of $SO(p,q)$ denoted by non-negative Dynkin indices $N = \{N_1, \ldots, N_r\}$ can be encoded in appropriate half-projectors $T^N$. Here $r$ is the rank of $SO(p,q)$ and it corresponds to $p + q = 2r + 1$ for odd dimensions or $p + q = 2r$ for even dimensions. Moreover, the “spin” $S$ of the operator is given by

\[
d_{\text{odd}}: \quad 2S = 2 \sum_{i=1}^{r-1} N_i + N_r, \\
d_{\text{even}}: \quad 2S = 2 \sum_{i=1}^{r-2} N_i + N_{r-1} + N_r.
\]

More precisely, in correlation functions, $O^N \sim T^N$ where the dummy indices on the half-projectors must be contracted properly (usually with functions of spacetime coordinates). The half-projectors are built from the half-projectors for the defining irreducible representations and are given by

\[
(T^N) = ((T^{e_1})^{N_1} \cdots) \cdot (\hat{P}^N),
\]

where an index-free notation was used. The hatted projection operators $\hat{P}^N$ intertwine the dummy variables and combine them in the proper irreducible representations. The hatted projection operators satisfy the tracelessness conditions

\[
(\hat{P}^N) \cdot g = (\hat{P}^N) \cdot (\gamma) = (\hat{P}^N) \cdot (\bar{\gamma}) = 0,
\]

where all contractions are on dummy variables.

Finally, conjugate operators for vector representations can (almost) always be discarded by considering real and imaginary parts as independent operators. It is also the case for operators in spinor representations as long as the Majorana(-Weyl) condition is satisfied. Otherwise conjugate operators for spinor representations are linearly independent and must be included.

B. Properties of Embedding Space Quantities

This appendix presents several identities satisfied by the embedding space quantities $A_{ij}$, $\epsilon_{ij}$ and $\Gamma_{ij}$. These identities originate from their position space counterparts obtained in Appendix A showing the rationale behind the substitutions (5.4) and proving the half-projector identities of Section 5. As in Appendix A, the Lorentz group is chosen to be $SO(p,q)$ with the conformal group being $SO(p+1,q+1)$.
B.1. Identities for Three Embedding Space Coordinates

In embedding space, the OPE metric, epsilon tensor and Γ-matrices depend on two embedding space coordinates. As such, the most general identities depend on more than two embedding space coordinates. For the most important identities, only three embedding space coordinates are necessary.

For relations involving two OPE metrics or two epsilon tensors, the identities are

\[ A_{ij}^j A_{jk}^j = A_{ji}^j A_{kj}^j = \frac{\langle \epsilon_{ij} \cdot \eta_{jk} \rangle A \eta_j^k}{\langle \eta_i \cdot \eta_j \rangle} = A_{jk}^j - \eta_j A(\eta_i \cdot A_{jk})^j, \]

\[ \epsilon_{ij} A_{jA} C_{d-n} \cdots C_1 \epsilon_j^k A_{A B} = (-1)^{q+d(d-1)/2} n! (d-n)! A_{ijk}^1 \cdots A_{ijk}^n = B_n. \]

Here both \( q \) and \( d \) are position space quantities, not the embedding space ones. These identities are straightforwardly obtained by using the properties of the metric \( g_{AB} \) and the epsilon tensor \( \epsilon^{AB} \). Analogous identities requiring two OPE Γ-matrices \( \Gamma_{ji} \) and \( \Gamma_{jk} \) exist, leading to (5.10). They are

\[ \text{tr}[(\Gamma_{ji} A_{..A_i} \eta_i \cdot \Gamma)(\eta_j \cdot \Gamma_{jk} B_{..B})] = 2^{r+1} n! (\eta_i \cdot \eta_j) A_{ijk}^1 \cdots A_{ijk}^n = B_n \delta_{nm}, \]

in odd dimensions and

\[ \text{tr}[(\Gamma_{ji} A_{..A_i} \eta_i \cdot \Gamma)(\eta_j \cdot \Gamma_{jk} B_{..B})] = 2^{r} n! (\eta_i \cdot \eta_j) (A_{ijk} B_1 \cdots A_{ijk} A_{nm} B_n) \]

\[ \pm (-1)^{\mathcal{N}} \left[ \epsilon_{ji} A_{..A_i} \eta_i \cdot \Gamma_{jk} (\eta_j \cdot \Gamma_{jk} B_{..B}) \right] \delta_{nm}, \]

in even dimensions. Here, the \( \mathcal{N} \) is the one in position space (see below) and \( \pm \) differentiates between self-dual \( (\eta_j \cdot \Gamma^1 B_{..B} \) with \( + \)) and anti-self-dual \( (\eta_j \cdot \Gamma^1 B_{..B} \) with \( - \) \) irreducible representations.

There are also important identities concerning mixed quantities. For example, for the OPE metric and the epsilon tensor one has

\[ \epsilon_{ji}^A \cdots A^d A_{jk} A_{d}^d \cdots A_{jk} A_{A}^A = \frac{1}{(\eta_i \cdot \eta_j)} \eta_j A_{0}^j \epsilon_{jA}^{\prime A_{d+1} A_{d+1} A_{d+1}} A_{jk} A_{d}^d \cdots A_{jk} A_{d}^d \]

\[ = \frac{1}{(\eta_i \cdot \eta_j)} \eta_j A_{0}^j \epsilon_{jA}^{A_{d+1} A_{d+1} A_{d+1} A_{d+1}} A_{jk} A_{d}^d \cdots A_{jk} A_{d}^d + \frac{\eta_j A_{d+1}^j A_{d+1}^j}{\eta_{d+1}^j} \eta_{d+1}^j \frac{\eta_{d+1}^j}{\eta_{k}^j} \]

\[ = \frac{1}{(\eta_i \cdot \eta_j)} \eta_j A_{0}^j \epsilon_{jA}^{A_{d+1} A_{d+1} A_{d+1} A_{d+1}} A_{jk} A_{d}^d \cdots A_{jk} A_{d}^d + \frac{\eta_j A_{d+1}^j A_{d+1}^j}{\eta_{d+1}^j} \eta_{d+1}^j \frac{\eta_{d+1}^j}{\eta_{k}^j} \]

\[ = \frac{1}{(\eta_i \cdot \eta_j)} \eta_j A_{0}^j \epsilon_{jA}^{A_{d+1} A_{d+1} A_{d+1} A_{d+1}} A_{jk} A_{d}^d \cdots A_{jk} A_{d}^d \]

\[ = \epsilon_{j}^{A_{..A}}. \]
Here, the fact that $A_{jk}$ is a $(d + 2) \times (d + 2)$ matrix with rank $d$ (it has two vanishing eigenvalues with eigenvectors $\eta_j$ and $\eta_k$ respectively) was used to prove that the antisymmetrization of $d + 1$ $A_{jk}$ vanishes. Moreover, for the OPE metric and the $\Gamma$-matrix one has

$$\eta_j \cdot \Gamma B_{ji} A_{jk B n} A_n A_{jk B_1} \cdots A_{jk B_1} = \eta_j \cdot \Gamma B_{jk B_1} \cdots B_{jk B_n}.$$

These last identities lead to a proof of (5.13) for all irreducible representations of the Lorentz group, including the (anti-)self-dual ones.

Finally, identities involving both the OPE epsilon tensor and the $\Gamma$-matrix are

$$\eta_j \cdot \Gamma A_{ji} \cdots A_n = \mathcal{K} (d - n)! \epsilon_{ji} \cdots A_n B_{d-n} \cdots B_{1} \eta_j \cdot \Gamma B_{jk} \cdots B_{d-n},$$

in odd dimensions and

$$\eta_j \cdot \Gamma A_{ji} \cdots A_n = \frac{\mathcal{K}}{(d - n)!} \epsilon_{ji} \cdots A_n B_{d-n} \cdots B_{1} \eta_j \cdot \Gamma B_{jk} \cdots B_{d-n},$$

$$\eta_j \cdot \Gamma A_{ji} \cdots A_n = \frac{\mathcal{K}}{(d - n)!} \epsilon_{ji} \cdots A_n B_{d-n} \cdots B_{1} \eta_j \cdot \Gamma B_{jk} \cdots B_{d-n},$$

in even dimensions. Here, from the definition of the $\Gamma$-matrices one has $\Gamma^{1 \cdots d+2} = \mathcal{K} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right)$ with $\mathcal{K}$ the same than in position space. This observation supports the substitution rules $[5.3]$ $g^{\mu \nu} \rightarrow A^{12^\mu \nu}$, $\epsilon^{\mu_1 \cdots \mu_d} \rightarrow \epsilon^{A_1 \cdots A_d}$ and $\gamma^{\mu_1 \cdots \mu_n} \rightarrow \Gamma^{A_1 \cdots A_n}$ for the OPE tensor structures $a_{ij}^{12k}$ from the standard ones in position space.

All the identities presented here can be used to replace one of the hatted projection operators in (5.10),

$$\left( \eta_j \cdot \Gamma \hat{P}_{ji} N \cdot \hat{P}_{jk} N \eta_k \cdot \Gamma \right),$$

by the corresponding product of metrics. Indeed, one can either replace $\hat{P}_{ji} N \rightarrow A_{ji} \cdots A_{ji}$ or $\hat{P}_{jk} N \rightarrow A_{jk} \cdots A_{jk}$ but not both, somewhat simplifying the subsequent analysis.

**B.2. Rules for Products of Metrics**

As mentioned above, the most general identities involving embedding space quantities exhibit several embedding space coordinates. They can be found with the help of arguments analogous to the ones used for three embedding space coordinates.

Here the only necessary rule for the matrix products of several metrics $A_{ij}$ at different embedding space coordinates is presented. It takes two forms given by

$$A_{ij} \cdot A_{kl} = A_{ij} - \frac{(A_{ij} \cdot \eta_k) \eta_l}{(\eta_k \cdot \eta_l)} - \frac{(A_{ij} \cdot \eta_l) \eta_k}{(\eta_k \cdot \eta_l)} = A_{kl} - \frac{\eta_j (A_{kl} \cdot \eta_j)}{(\eta_k \cdot \eta_j)} - \frac{\eta_k (A_{kl} \cdot \eta_k)}{(\eta_i \cdot \eta_j)}.$$  \hfill (B.1)
Obviously, it is not necessary to go to a higher number of metrics since the above rule is already closed under subsequent matrix multiplication once they are supplemented with

\[ \eta_\ell \cdot (A_{ij} \cdot \eta_k) = (\eta_\ell \cdot A_{ij} \cdot \eta_k), \]

where \((A_{ij} \cdot \eta_k) = 0\) if \(k = i\) or \(k = j\), which is quite trivial. The rule \((B.1)\) works for any \(M\)-point correlation functions and it simplifies when some of the embedding space coordinates are the same.

For example, since there are no more than four different embedding space coordinates appearing in the four-point correlation functions, the rule \((B.1)\) can be simplified since several matrix products appearing on the right-hand side vanish explicitly. Indeed, with up to four different embedding space coordinates denoted by \(i, j, k\) and \(\ell\) respectively, the non-vanishing rules are

\[
A_{ij} \cdot A_{k\ell} = A_{ij} - \frac{(A_{ij} \cdot \eta_k) \eta_\ell}{(\eta_\ell \cdot \eta_k)} - \frac{(A_{ij} \cdot \eta_\ell) \eta_k}{(\eta_k \cdot \eta_\ell)} = A_{k\ell} - \frac{\eta_\ell (A_{k\ell} \cdot \eta_j)}{(\eta_j \cdot \eta_\ell)} - \frac{\eta_j (A_{k\ell} \cdot \eta_\ell)}{(\eta_\ell \cdot \eta_j)},
\]

\[
A_{ij} \cdot A_{jk} = A_{ij} - \frac{(A_{ij} \cdot \eta_\ell) \eta_j}{(\eta_j \cdot \eta_\ell)} = A_{jk} - \frac{\eta_j (A_{jk} \cdot \eta_\ell)}{(\eta_\ell \cdot \eta_j)}, \quad A_{ij} \cdot A_{ij} = A_{ij},
\]

\[
(\eta_\ell \cdot A_{ij} \cdot \eta_k) = (\eta_k \cdot \eta_\ell) \left[1 - \frac{(\eta_\ell \cdot \eta_k)(\eta_j \cdot \eta_\ell)}{(\eta_j \cdot \eta_\ell)(\eta_\ell \cdot \eta_k)} - \frac{(\eta_j \cdot \eta_\ell)(\eta_j \cdot \eta_k)}{(\eta_j \cdot \eta_\ell)(\eta_\ell \cdot \eta_k)}\right],
\]

where the last square bracket is a function of the conformal cross-ratios only.

Obvious generalizations exist for \((M > 4)\)-point correlation functions.
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