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1 Introduction

Defects play a central role in Quantum Field Theory. They are valuable tools to study physical configurations far from ideal, e.g., finite size effects, presence of boundaries, interfaces, or impurities, and give insight into how a theory responds to the insertion of a probe.

When restricting to a \( n \) dimensional Conformal Field Theory (CFT), a codimension-\( m \) conformal defect is a lower dimensional operator which breaks the conformal group to the conformal group in \( (n - m) \) dimensions on the defect, plus transformations in the directions orthogonal to the defect. The presence of the defect enlarges the spectrum of observables of the CFT. On the one hand, the set of correlation functions of operators localized on the defect defines a Defect Conformal Field Theory (dCFT) that can be analyzed through standard methods of CFTs. On the other hand, local bulk operators acquire a non-trivial VEV near the defect, leading to a new set of CFT data [1]. These coefficients are not independent but constrained by crossing symmetry and unitarity in the defect bootstrap equations [2, 3].

In particular, one-dimensional defects have been extensively considered. Physically, they represent worldlines of physical particles and provide a universal language to describe phenomena in condensed matter physics, like the Kondo problem (see [4] for a review) or in high energy physics. In the latter case, the preeminent example of a line operator is the Wilson loop operator in gauge theories [5]. It serves as an order parameter for phase transitions, e.g., the confinement/deconfinement phase transition. Moreover, the Wilson line spectrum characterizes the form of the gauge group, a piece of information that is not accessible by using only local observables [6, 7].

In supersymmetric theories, it is natural to consider extensions of the Wilson loops, preserving a fraction of the supercharges (BPS). They are constructed by adding extra couplings with the matter fields to the Wilson connection. Linear and circular paths can often support BPS Wilson loops that keep maximal superconformal symmetry, namely half of the total supercharges [8]. The first example is in 4d \( \mathcal{N} = 4 \) SYM where, in the context of the AdS/CFT correspondence, the BPS Wilson loop was introduced as the CFT dual of the fundamental string [9, 10]. BPS Wilson loops in 4d \( \mathcal{N} = 4 \) Super Yang-Mills provide a natural example of dCFT [11–13]. Generally, the study of Wilson loops in supersymmetric theories has a broad horizon. In particular setups, we can combine supersymmetric localization and perturbation theory to compute exactly physical observables, such as the Bremsstrahlung function [14, 15]. This possibility establishes an exciting bridge with integrability, as the same quantity is accessible using integrability-based methods [16].

Having in mind to investigate if similar features are present in superconformal field theories (SCFTs) defined in different spacetime dimensions, it is natural to explore BPS Wilson operators in the three-dimensional analog of \( \mathcal{N} = 4 \) SYM, namely ABJ(M) theory. This is a class of three dimensional \( \mathcal{N} = 6 \) Super Chern-Simons-matter theories with gauge group \( U(N_1)_k \times U(N_2)_{-k} \) [17, 18], dual to type IIA string theory in AdS\(_4\) × CP\(_3\) or M-theory in AdS\(_4\) × S\(_7\)/\(\mathbb{Z}_k\).

In ABJ(M) theory, the structure of BPS Wilson loops is much richer than in four dimensions due to the possibility of using not only scalar matter but also fermions to build up a supersymmetric loop connection. We will limit the discussion to the maximally super-
symmetric (1/2 BPS) Wilson operator. This observable is naturally defined in terms of a $U(N_1|N_2)$ supermatrix connection, which involves gauge fields and scalars in the diagonal terms, and matter fermions in the anti-diagonal ones [19]. The fermionic couplings constitute a defect marginal deformation [20–22], which connects the fermionic loops to the less supersymmetric bosonic Wilson loops that do not involve any fermions [23–25]. The exact quantum value of these Wilson loops is accessible via localization, either using the cohomological equivalence between fermionic and bosonic Wilson loops or exploiting a more recent representation involving the background connection [26–28]. In the AdS/CFT context, the 1/2 BPS Wilson loop is dual to the fundamental open string living in $\text{AdS}_4 \times \mathbb{CP}_3$, with appropriate boundary conditions on the contour at the boundary.

The maximally supersymmetric Wilson line provides an example of a conformal line defect with non-trivial boundary conditions induced by the fermions. In this paper, we will focus on the related defect CFT [29, 30].\footnote{For the dCFT on the bosonic Wilson loop see [31].} This dCFT admits a Lagrangian formulation and a weak coupling limit and is thus amenable to perturbative investigation. Moreover, according to the AdS/CFT dictionary, its strong coupling limit is described by the AdS$_2$ theory for the fluctuations of the fundamental open string in $\text{AdS}_4 \times \mathbb{CP}_3$. This fact provides a controlled example of non-maximally supersymmetric AdS$_2$/CFT$_1$ correspondence [11].

The exploration of this theory was initiated in [29, 30], where the main focus was the displacement multiplet. The presence of the displacement operator is a universal feature of defects arising from the non-conservation of the stress-energy tensor in the direction orthogonal to the defect. It describes the response of the defect to contour deformations. The displacement operator is always the top component of a superconformal multiplet and arises from breaking transverse translations. Its correlation functions encode the information on the energy exchanged between the bulk and the defect, usually called the Bremsstrahlung function. Here we continue the investigation of the dCFT defined on the 1/2 BPS fermionic Wilson line, whose set of local operators are naturally represented as supermatrices. We will be primarily interested in constructing the lowest dimensional multiplets and evaluating their correlation functions at the perturbative level.

At weak coupling, in any Lagrangian theory, a multiplet can be built by acting on its superconformal primary (SCP) operator with the supersymmetry charges preserved by the theory. However, unlike its 4d counterpart, the superconnection of the Wilson line is supersymmetric invariant, only up to a super-gauge transformation. Following [30], we compensate for this residual transformation by dressing the standard supersymmetry with a further super-gauge transformation. We generalize this idea, building this structure on the space of supermatrices. The resulting algebra is called covariant superconformal algebra. We explore its algebraic structure in detail and make contact with the abstract representation theory for the worldline superconformal algebra.

Exploiting this covariant formalism, we find, quite surprisingly, that at weak coupling, the lightest multiplet living on the defect is a long multiplet whose SCP is classically dimensionless. It corresponds to the insertion of a constant supermatrix on the Wilson line. Formally, it is the supermatrix that swaps the supertrace and the trace prescriptions.
in the definition of the Wilson line. Physically, it can be related to the action of transverse rotations on the defect. Since the superconnection involves fermions, one might think that the Wilson line breaks transverse rotations. However, this is not the case since its variation can always be modded out by a gauge transformation \[32\]. Equivalently, we prove that the defect operator produced under transverse rotations is a descendant (a total line derivative) of the constant operator.

Strong coupling considerations corroborate the physical relevance of the constant operator. As in the 4d case, \[11\], in the ABJ(M) theory, the displacement multiplet of the 1/2 BPS Wilson line is naturally mapped into the fluctuations around the classical open string solution \[30\]. In the 4d case, the lowest dimensional long multiplet is conjectured to be dual to the lightest bound state of fluctuations in the string theory setup. In the same spirit, we conjecture that our constant operator is the CFT dual of the lowest dimensional bound state built out from the fluctuations corresponding to the displacement multiplet. We find a non-trivial agreement with the weak coupling structure. The constant operator at weak coupling is the only possible operator matching the SCP in the holographic representation.

We begin by studying the quantum properties of the constant multiplet at weak and strong coupling. First, we provide the explicit construction of the multiplet in terms of the ABJ(M) fundamental fields. We study its correlation functions at weak coupling in standard perturbation theory. Our main result is the evaluation of the anomalous dimension of the constant operator at one loop. We also borrow the results from the bootstrap analysis of \[30\] to get the anomalous dimension at strong coupling. It turns out that the quantum dimension of the constant operator is compatible with an interpolating function between the weak and strong coupling. We provide a next-to-leading order computation of the Bremsstrahlung function at weak coupling from the two-point of the displacement, finding agreement with previous results \[33–37\].

In performing perturbative calculations, long-distance divergences associated with the infinite length of the Wilson line arise and need to be regularized. Usually, this is done by cutting the line to a segment, but this produces unwanted terms which mix the IR regulator with the parameter of the UV dimensional regularization in a way that renders the dCFT at quantum level sensible to the regularization scheme and therefore ambiguous. To clarify the origin of these terms and find a consistent way to remove them, we compare the results from the dCFT on the line with those of the same dCFT on the maximally supersymmetric circular Wilson loop where the IR divergences are absent. This comparison allows us to identify a definite procedure to avoid these issues, which eventually seems to correspond to putting extra degrees of freedom at the two edges of the cut-off line.

The paper is organized as follows. In section 2, we begin by summarizing the main features of 1/2 BPS Wilson loops in ABJ(M) theory. We then study the symmetries of the defect in section 3. The section includes the construction of the supermatrix covariant generators of the superconformal algebra. Section 4 is devoted to introducing the constant operator, constructing its superconformal multiplet, and discussing its properties in connection with the would-be breaking of transverse rotations. We also discuss the role of the constant operator in connection with the cohomological equivalence between bosonic and fermionic Wilson loops. We investigate the new multiplet at weak coupling in section 5,
where we exploit a non-trivial Ward identity that arises from the covariant algebra to read its anomalous dimension at one loop directly from the coefficient of the two-point function of its descendant. The regularization prescription that we adopt to tame IR divergences on the line is checked against the computation of the Brehmsstrahlung function at two loops, which is consistent with previous results in the literature. Finally, the realization of the constant operator in terms of the dual bound state is discussed in section 6. We summarize the main results and collect insights on future directions, in section 7. Six appendices complete the paper. They cover technical details on supermatrices, the ABJ(M) theory, and the superconformal algebra on the defect and its representations. A detailed discussion on the regularization of large distance divergences on the line and its comparison with the theory defined on the circle is presented in appendix F.

2 1/2 BPS defects in ABJ(M) theory

This section briefly reviews the structure and properties of 1/2 BPS Wilson operators in ABJ(M) theory [19], primarily to fix notations and conventions. Given the ABJ(M) theory associated with the $U(N_1|N_2)$ quiver and described by the action in eqs. (B.4), (B.5)–(B.7), we consider the fermionic Wilson operator defined as

$$\mathcal{W}[C] = \mathcal{P} \exp\left(-i \int_C \mathcal{L}\right)$$

(2.1)

The super-connection $\mathcal{L}$ is given by the following even supermatrix in the Lie superalgebra of $U(N_1|N_2)$:

$$\mathcal{L} = \begin{pmatrix} A_{\mu} \dot{x}^\mu - 2\pi i_k^\ell |\dot{x}| M^J C^I \hat{C}^J & i \sqrt{2\pi i_k^\ell} |\dot{x}| \eta^I_\alpha \psi^J_\alpha \\ -i \sqrt{2\pi i_k^\ell} |\dot{x}| \psi^J_\alpha \bar{\eta}^I_\alpha & \hat{A}_{\mu} \dot{x}^\mu - 2\pi i_k^\ell |\dot{x}| \hat{M}^J \hat{C}^I C^J \end{pmatrix}$$

(2.2)

In (2.2) $C$ denotes a generic smooth contour in $\mathbb{R}^3$ parametrized as $x^\mu = x^\mu(\tau)$ (we work in Euclidean signature with conventions given in appendix B). The super-connection depends on the Chern-Simons level $k$, whereas $\ell$ is an arbitrary parameter that can take values $\pm 1$. The quantities $M^J I(\tau)$, $\hat{M}^J I(\tau)$, $\eta^I_\alpha(\tau)$ and $\bar{\eta}^I_\alpha(\tau)$ control the possible local couplings. The latter two, in particular, are considered Grassmann even quantities even though they transform in the spinor representation of the Lorentz group. We shall focus on locally 1/2 BPS operators that possess a local $U(1) \times SU(3)$ $R$–symmetry invariance. Thus the couplings in (2.2) can be taken of the form

$$\eta^I_\alpha(\tau) = n^I_J(\tau) \eta^J_\alpha(\tau), \quad \bar{\eta}^I_\alpha(\tau) = \bar{n}^I_J(\tau) \bar{\eta}^J_\alpha(\tau), \quad M^J I(\tau) = \hat{M}^J I(\tau) = \delta^J_I - 2n^I_J(\tau) \bar{n}^J_I(\tau)$$

(2.3)

The functional dependence of $n^I_J(\tau)$ and $\eta_\alpha(\tau)$ on $\tau$ is then determined by requiring that the loop preserves some superconformal transformations (see [19, 38, 39]). For generic closed paths, the net result of this subset of transformations on (2.1) can be represented as a field-dependent super-gauge transformation belonging to $u(N_1|N_2)$. However, this super-gauge transformation is not, in general, periodic when $\tau$ spans the contour. Thus,
to obtain a BPS quantity, it is not enough to take the super-trace of the line operator, but we have to introduce a twist matrix $\mathcal{T}$ that takes care of the lacking of periodicity, i.e.

$$\mathcal{W} = \text{Str} (W[C] \mathcal{T})$$

(2.4)

See [38] for details. Alternatively, this issue can be cured by introducing a classical background connection along the path, which makes the super-gauge transformation periodic [27]. Although it is more elegant from a geometric point of view, this latter approach is less suited for performing perturbative computations, and thus we shall not use it in the following.

One can also consider Wilson operators, which are supported on unbounded contours. A typical example is the Wilson line, where the contour is an infinite straight line. In this case, to obtain a BPS operator, we must carefully choose the boundary condition at infinity. This choice is not always unique or unambiguous. In the following, we choose to fix the boundary conditions and consequently the twist matrix by requiring that the unbounded contour is obtained as the decompactification limit of a closed path.

Our analysis will focus on two types of (conformally equivalent) operators/defects: the infinite straight line and the great circle in $S^2$.

**Linear defect.** This is described by the Wilson operator in (2.1), with $C$ being the infinite straight line parametrized as $x^\mu = (0,0,s)$, $-\infty < s < +\infty$. When the matter couplings are chosen as

$$M^{\alpha}_I = \hat{M}^{\alpha}_I = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \eta^I_\alpha = \sqrt{2} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}_{(1,0)^\alpha}, \quad \bar{\eta}_I^\alpha = i \sqrt{2} (1,0,0,0)^I \begin{pmatrix} 1 \\ 0 \end{pmatrix}_\alpha$$

(2.5)

with the fermionic couplings satisfying the conditions

$$\delta^\beta_\alpha = \frac{1}{2k} (\eta^\beta \bar{\eta}_\alpha - \eta_\alpha \bar{\eta}^\beta) \quad (\dot{x} \cdot \gamma)^\alpha_\beta = \frac{\ell}{2k} |\dot{x}| (\eta^\beta \bar{\eta}_\alpha + \eta_\alpha \bar{\eta}^\beta)$$

(2.6)

the operator preserves half of the supersymmetry charges [38], i.e. it defines a $1/2$ BPS linear defect.

Using this parametrization and organizing the elementary fields in SU(3) representations (see eq. (B.16) for field redefinitions), we rewrite

$$\mathcal{L} = \begin{pmatrix} A_3 & 0 \\ 0 & \hat{A}_3 \end{pmatrix} + 2\pi \frac{\ell}{k} \begin{pmatrix} Z \bar{Z} - Y_a \bar{Y}^a & 0 \\ 0 & \bar{Z} Z - \bar{Y}^a Y_a \end{pmatrix} + 2\sqrt{\frac{\pi}{k}} \begin{pmatrix} i \bar{\psi}(1) \\ \psi(1) \end{pmatrix}$$

$$\equiv \mathcal{L}_A + \mathcal{L}_B + \mathcal{L}_F$$

(2.7)

Since we shall think of the line as the decompactification limit of the circle, we shall select the same twist-matrix of the circle, i.e., $\sigma_3$, (see [19, 38]). This choice amounts to taking the trace instead of the super-trace of (2.1) and it is also the prescription that leads
to an operator that is dual to the 1/2 BPS string configuration in $\text{AdS}_3 \times \mathbb{CP}^3$ or a 1/2 BPS M2-brane configuration in M-theory [39]. With this choice, the vacuum expectation value (VEV) at the tree level is given by

$$
\langle W \rangle \equiv \langle \text{Tr}[W] \rangle = N_1 + N_2
$$

(2.8)

Circular defect. A circular defect can be easily obtained by conformally mapping the line onto the circle. This requires to first shift the line in the $(2, 3)$-plane by half unit along the $x_2$-direction, namely taking $x^\mu = (0, 1, s)$, in order to have a complete invertible mapping $\forall s \in \mathbb{R}$. Then, taking a special conformal transformation generated by the vector $b^\mu = (0, 1, 0)$, the line-to-circle map reads [40]

$$
x^{\mu} = \left(0, \frac{1}{2}, s\right) \mapsto x'^{\mu} = \left(0, \frac{1}{4} - \frac{s^2}{1 + s^2}, \frac{s}{1 + s^2}\right) \equiv (0, \cos \tau, \sin \tau)
$$

(2.9)

$$
\Lambda(\tau) = \frac{1}{4} + s^2 = \frac{1}{4 \cos^2 \frac{\tau}{2}}
$$

(2.10)

where, in the last equality, we have defined $s \equiv \frac{1}{2} \tan \frac{\tau}{2}, \tau \in (-\pi, \pi)$ being the proper time of the circle.

Scalars couplings are not affected by these transformations, while for the fermionic ones, we obtain

$$
\eta^{I}_\alpha = \sqrt{2} \delta^I_1 \left(\cos \frac{\tau}{2} i \sin \frac{\tau}{2}\right)_\alpha \quad \bar{\eta}^I_\alpha = i \sqrt{2} \delta^I_1 \left(-i \sin \frac{\tau}{2}\right)_\alpha
$$

(2.11)

The super-connection on the circle then reads

$$
\mathcal{L} = \left((A_3 \cos \tau - A_2 \sin \tau) - 2 \pi i \frac{\ell}{k} \left(\bar{Z} \bar{Z} - \bar{Y}_a Y^a\right) - i \sqrt{2} \pi \frac{\eta \psi}{k} (\hat{A}_3 \cos \tau - \hat{A}_2 \sin \tau) - 2 \pi i \frac{\ell}{k} \left(\bar{Z} \bar{Z} - \bar{Y}_a Y^a\right)\right)
$$

(2.12)

The antiperiodicity of the fermionic couplings immediately suggests that the twist matrix is $\sigma_3$ and thus $\mathcal{W} = \text{Tr}[W]$. At tree level it evaluates to (2.8).

The role of the parameter $\ell$ will be clarified in a following paper [41]; we proceed in our analysis setting $\ell = 1$.

3 Symmetries of the defect

Aimed at studying the one-dimensional SCFTs defined on linear and circular defects, we first discuss in detail the symmetries that the defects inherit from the bulk theory. For simplicity, we restrict to the case of a linear defect. Everything can be easily rephrased for circular Wilson loops.

The ABJ(M) theory is invariant under the action of the superconformal algebra $\mathfrak{osp}(6|4)$. The insertion of the defect breaks this symmetry as

$$
\mathfrak{osp}(6|4) \rightarrow \mathfrak{su}(1, 1|3) \oplus \mathfrak{u}(1)_b
$$
The \( \mathfrak{su}(1,1|3) \) superalgebra contains as the maximal bosonic subalgebra \( \mathfrak{su}(1,1) \times \mathfrak{su}(3) \times u(1)_M \). Here \( \mathfrak{su}(1,1) \) is the conformal algebra in one dimension, \( \mathfrak{su}(3) \) is the R-symmetry algebra on the defect and the \( u(1)_M \) abelian factor is generated by a linear combination of the generator of rotations transverse to the defect and a broken generator of the bulk R-symmetry algebra (see eq. (C.1)). The fermionic sector is generated by twelve odd generators, six Poincaré supercharges \( Q^a, \tilde{Q}_a \) and six superconformal generators \( S^a, \tilde{S}_a \), where \( a = 1, 2, 3 \) is a \( \mathfrak{su}(3) \) fundamental index. The residual \( u(1)_{\mathfrak{b}} \) is generated by the operator in (C.2). This symmetry plays the role of a flavor symmetry for the defect SCFT.

For more details on the \( \mathfrak{su}(1,1|3) \) algebra and the classification of its representations, we refer to appendix C. Here, we discuss the covariant realization of the \( \mathfrak{su}(1,1|3) \) superconformal algebra induced by the defect.

### 3.1 Supersymmetry invariance

We begin by studying the behavior of the linear defect introduced in section 2 under the action of the \( \mathfrak{su}(1,1|3) \) supercharges \( Q^a, \tilde{Q}_a \), and \( S^a, \tilde{S}_a \), \( a = 1, 2, 3 \). Since the Wilson operator is defined in terms of a \( U(N_1|N_2) \) superconnection, SUSY variations are better described in terms of matrix supercharges, defined as

\[
Q^a \rightarrow Q^a \equiv Q^a \mathbb{1} = \begin{pmatrix} Q^a & 0 \\ 0 & -Q^a \end{pmatrix} \quad \tilde{Q}_a \rightarrow \tilde{Q}_a \equiv \tilde{Q}_a \mathbb{1} = \begin{pmatrix} \tilde{Q}_a & 0 \\ 0 & -\tilde{Q}_a \end{pmatrix} \tag{3.1}
\]

\[
S^a \rightarrow S^a \equiv S^a \mathbb{1} = \begin{pmatrix} S^a & 0 \\ 0 & -S^a \end{pmatrix} \quad \tilde{S}_a \rightarrow \tilde{S}_a \equiv \tilde{S}_a \mathbb{1} = \begin{pmatrix} \tilde{S}_a & 0 \\ 0 & -\tilde{S}_a \end{pmatrix} \tag{3.2}
\]

where \( \mathbb{1} \) is the identity in the space of \( U(N_1|N_2) \) supermatrices. Here, we have used identity (A.3), taking into account that \( Q^a, \tilde{Q}_a, S^a, \tilde{S}_a \) are grade-1 scalars.

In the case of the Poincaré supercharges, the SUSY variation of a generic supermatrix \( T \) is defined as

\[
\delta_Q T = \{ \theta^a Q^a, T \}, \quad \tilde{\delta}_Q T = \{ \tilde{\theta}^a \tilde{Q}_a, T \} \tag{3.3}
\]

where \( \theta^a, \tilde{\theta}^a \) are constant odd parameters and the graded commutators are defined in (A.2). The products explicitly read as

\[
\theta^a Q^a = \begin{pmatrix} \theta^a Q^a & 0 \\ 0 & \theta^a Q^a \end{pmatrix} \quad \tilde{\theta}^a \tilde{Q}_a = \begin{pmatrix} \tilde{\theta}^a \tilde{Q}_a & 0 \\ 0 & \tilde{\theta}^a \tilde{Q}_a \end{pmatrix} \tag{3.4}
\]

According to these definitions, the SUSY variation of the superconnection in (2.7) reads

\[
[Q^a, \mathcal{L}] = \begin{pmatrix} -\frac{4\pi i}{k} \bar{\psi}_1 \bar{Y}^a \\ 2\sqrt{\frac{\pi}{k}} \left( iD_3 \bar{Y}^a + i\frac{2\pi}{k} \left( \bar{Y}^a l_B - \bar{l}_B Y^a \right) \right) \end{pmatrix} \begin{pmatrix} \frac{4\pi i}{k} \bar{Y}^a \psi_1 \\ 0 \end{pmatrix} \tag{3.5}
\]

\[
[\tilde{Q}_a, \mathcal{L}] = \begin{pmatrix} -\frac{4\pi}{k} Y_a \psi^1 & -2\sqrt{\frac{\pi}{k}} \left( iD_3 Y_a + \frac{2\pi}{k} \left( Y_a \bar{l}_B - \bar{l}_B Y_a \right) \right) \\ 0 & \frac{4\pi}{k} \psi^1 Y_a \end{pmatrix} \tag{3.6}
\]

\(^{a}\text{Identical definitions hold for superconformal generators.}\)
\(^{b}\text{For simplicity, here we set } \ell = 1.\)
These identities can be rewritten as [19, 30]

\[ [Q^a, \mathcal{L}] = i \partial_3 G^a - [\mathcal{L}, G^a] \equiv i \mathcal{D}_3 G^a \quad [\bar{Q}_a, \mathcal{L}] = -i \partial_3 \bar{G}_a + [\mathcal{L}, \bar{G}_a] \equiv -i \mathcal{D}_3 \bar{G}_a \]  

(3.7)

where we have defined

\[ G^a = 2 \sqrt{\frac{\pi}{k}} \begin{pmatrix} 0 & 0 \\ \bar{Y}^a & 0 \end{pmatrix} \quad \bar{G}_a = 2 \sqrt{\frac{\pi}{k}} \begin{pmatrix} 0 & Y_a \\ 0 & 0 \end{pmatrix} \]  

(3.8)

and \( \mathcal{D}_3 = \partial_3 + i [\mathcal{L}, \cdot] \).

As a consequence, a generic linear Wilson operator defined on a segment \([s_1, s_2]\)

\[ W(s_2, s_1) = \mathcal{P} \exp(-i \int_{s_1}^{s_2} ds \mathcal{L}(s)) \]  

(3.9)

is not invariant under the action of SUSY charges (3.1), rather it transforms as

\[ \delta W = [\theta_a Q^a, W] = G(s_2)W(s_2, s_1) - W(s_2, s_1)G(s_1) \]

\[ \bar{\delta} W = [\bar{\theta}^a \bar{Q}_a, W] = \bar{G}(s_2)W(s_2, s_1) - W(s_2, s_1)\bar{G}(s_1) \]  

(3.10)

where \( G = \theta_a G^a, \bar{G} = -\bar{\theta}^a \bar{G}_a \).

However, if we define the covariant SUSY charges

\[ Q^a \equiv Q^a - G^a = \begin{pmatrix} Q^a & 0 \\ -2 \sqrt{\frac{\pi}{k}} \bar{Y}^a & -Q^a \end{pmatrix} \quad \bar{Q}_a \equiv \bar{Q}_a + \bar{G}_a = \begin{pmatrix} \bar{Q}_a & 2 \sqrt{\frac{\pi}{k}} Y_a \\ 0 & -\bar{Q}_a \end{pmatrix} \]  

(3.11)

from (3.7) we obtain

\[ [Q^a, \mathcal{L}] = i \partial_3 G^a \quad [\bar{Q}_a, \mathcal{L}] = -i \partial_3 \bar{G}_a \]  

(3.12)

or equivalently

\[ \delta Q \mathcal{L} \equiv [\theta_a Q^a, \mathcal{L}] = i \partial_3 G, \quad \bar{\delta} Q \mathcal{L} \equiv [\bar{\theta}^a \bar{Q}_a, \mathcal{L}] = i \partial_3 \bar{G} \]  

(3.13)

Now, if, in addition, we define the non-local covariant variation

\[ \delta_{12}^Q \equiv \delta - G(s_2)(\cdot) + (\cdot)G(s_1) \]  

(3.14)

from identities (3.10) it follows that the invariance of the Wilson line under covariant transformations reads

\[ \delta_{12}^Q W(s_2, s_1) = 0 \]  

(3.15)

Similar results are obtained by applying the superconformal \( S^a, \bar{S}_a \) charges to the superconnection. Defining the variations \( \delta^s \equiv \lambda_a S^a \) and \( \bar{\delta}^s \equiv \bar{\lambda}^a \bar{S}_a \), we obtain that under superconformal transformations the superconnection transforms as

\[ [S^a, \mathcal{L}] = i \partial_3 (s \bar{S}^a, \mathcal{L}) \equiv i \mathcal{D}_3 (s \bar{S}^a) \quad [\bar{S}_a, \mathcal{L}] = -i \partial_3 (s \bar{S}_a) - [s \bar{S}_a, \mathcal{L}] \equiv -i \mathcal{D}_3 (s \bar{S}_a) \]  

(3.16)

with \( \bar{S}^a \) and \( \bar{S}_a \) given in (3.8).
Now, defining covariant superconformal charges as
\[
S^a \equiv S^a - sG^a = \begin{pmatrix} S^a & 0 \\ -2s\sqrt{\frac{2}{\pi}}Y^a & -S^a \end{pmatrix}, \quad \bar{S}_a \equiv \bar{S}_a + s\bar{G}_a = \begin{pmatrix} \bar{S}_a & 2s\sqrt{\frac{2}{\pi}}Y_a \\ 0 & -\bar{S}_a \end{pmatrix}
\] (3.17)
and covariant variations, \(\delta_S \equiv \lambda_a S^a = \delta - sG\) and \(\bar{\delta}_S \equiv \bar{\lambda}_a \bar{S}_a = \bar{\delta} - s\bar{G}\), a reasoning similar to the one which led to eq. (3.15) allows concluding that the defect is invariant under the following covariant superconformal transformations
\[
\delta_{\Gamma_2}^S W(s_2, s_1) = 0, \quad \text{with} \quad \delta_{\Gamma_2}^S \equiv \delta - sG(s_2)(\cdot) + (\cdot)sG(s_1)
\] (3.18)

### 3.2 The covariant \(\text{s}(1,1|3)\) superconformal algebra

From the previous analysis it follows that the correct supersymmetry and superconformal charges which leave the defect invariant are the covariant supercharges (3.11) and (3.17).

In order to construct the whole one-dimensional superconformal algebra, we start evaluating their anticommutators. As we are going to show, the main novelty is that these anticommutators close on a covariantized version of the \(\text{s}(1,1|3)\) superalgebra, where the differential representation of the spacetime bosonic operators is given in terms of supercovariant derivatives (3.7) taken along the defect.

To prove this statement we start acting with the covariantized anticommutator \(\{Q^b, \bar{Q}_c\}\) on supermatrix local operators defined on the Wilson line, for instance \(G^a\) or \(\bar{G}_a\) in (3.8). We obtain
\[
\{Q^b, \bar{Q}_c\} G^a = -\delta_c^b (\partial_3 \bar{G}^c + i[L, G^c]) = -\delta_c^b \mathcal{D}_3 G^a,
\] (3.19)
and comparing it with the first identity in (C.5) we find that \(P = -\mathcal{D}_3\).

Proceeding in an analogous way, we derive all the other (anti)commutators, and comparing them with the general structure of the \(\text{s}(1,1|3)\) algebra given in appendix C, we find the explicit realization of all the other generators. Details of the derivation and further examples are reported in appendix E. Here we simply list the final result. We find that the expressions for the spacetime generators are given by
\[
P = -\mathcal{D}_3, \quad \mathcal{D} = -s\mathcal{D}_3 + \Delta, \quad \mathcal{K} = -s^2\mathcal{D}_3 + 2s\Delta
\] (3.20)
where \(\Delta\) is the scaling dimension.\(^5\) It is easy to prove that they satisfy the correct \(\mathfrak{s}(2)\) algebraic relations
\[
[\mathcal{D}, P] = P \quad [\mathcal{D}, \mathcal{K}] = -\mathcal{K} \quad [P, \mathcal{K}] = -2\mathcal{D}
\] (3.21)
in agreement with (C.3). Therefore, \(\{P, \mathcal{K}, \mathcal{D}\}\) correctly realise the covariant conformal algebra on the defect.

These generators, together with the covariant supercharges (3.11), (3.17), the R-symmetry generators and the residual \(\text{u}(1)_M\) symmetry generator (C.1) suitably promoted

\(^5\)When this generator acts on supermatrix operators, it has to be thought as the supermatrix \(\begin{pmatrix} \Delta & 0 \\ 0 & \Delta \end{pmatrix}\).
to supermatrices, provide a representation of the $\mathfrak{su}(1,1|3)$ superalgebra on the space of supermatrices.

The covariantization of the generators is required in order to make the superconformal algebra compatible with the gauge invariance on the defect generated by its superconnection. The net effect of the covariantization can be thought of as a modification of the supersymmetry generators obtained by adding a gauge transformation, in analogy with the “gauge-restoring” gauge transformations that modify SUSY transformations in order to preserve the Wess-Zumino gauge.

In section 4 we are going to use the covariantized supercharges to characterize the supersymmetry properties of the dCFT living on the fermionic Wilson line.

4 The defect SCFT

We now study the defect superconformal field theory (dSCFT) generated by local operators $\mathcal{O}$ defined as even/odd $U(N_1|N_2)$ supermatrices localized on the Wilson line and belonging to a given representation of the covariant superconformal algebra $\mathfrak{su}(1,1|3)$. They can be easily constructed by promoting ABJ(M) fields localized on the defect to supermatrices. One example is the $\mathcal{G}^a$ (or the $\bar{\mathcal{G}}^a$) supermatrix (3.8) entering the covariant realization of supercharges. Supermatrix local operators are the natural objects on which the action of the supermatrix generators introduced in the previous section is well defined.

Local operators on the defect organize themselves into superconformal multiplets of the $\mathfrak{su}(1,1|3)$ algebra. These are generated by the repeated action of $Q^a, \bar{Q}_a$ supercharges on the superconformal primary (SCP), the lowest dimensional operator appearing in the multiplet. A supermultiplet can be decomposed into a finite sum of conformal multiplets, which generate from the repeated application of the covariant momentum generator $\mathcal{P}$ to superconformal descendants annihilated by $\mathcal{K}$.

Supermultiplet components are labeled by quantum numbers $[\Delta, m, j_1, j_2]$, where $\Delta$ is the conformal weight, $m$ the $\mathfrak{u}(1)$ charge associated with the $M$ generator, and $(j_1, j_2)$ are the eigenvalues corresponding to two $\mathfrak{su}(3)$ Cartan generators [29, 30, 42]. For details we refer to appendix C.

The physical observables of the dSCFT are correlations functions of supermatrix local operators, defined as

$$\langle \text{Tr} W(\infty, s_n)\mathcal{O}(s_n)W(s_n, s_{n-1})\mathcal{O}(s_{n-1})\cdots W(s_2, s_1)\mathcal{O}(s_1)W(s_1, -\infty) \rangle$$

where the insertion of “Wilson segments” $W(s_j, s_{j-1})$ ensures manifest gauge invariance. This definition can be easily understood as the expectation value on the (suitably normalized) dressed vacuum $|0\rangle \equiv W(0, -\infty)|0\rangle$ (with $|0\rangle^\dagger \equiv \langle 0|W(\infty, 0)$) of local operators translated along the line by the covariant translation generator $\mathcal{P} = -\mathcal{D}_3$. In fact, using the explicit expression $\mathcal{D}_3 = \partial_3 + i[\mathcal{L}, \cdot]$, one can easily check that

$$\mathcal{O}(0) \rightarrow e^{-s\mathcal{P}}\mathcal{O}(0)e^{s\mathcal{P}} = W(0, s)\mathcal{O}(s)W(s, 0) \equiv \hat{\mathcal{O}}(s)$$

(4.1)
where $\mathcal{O}(s)$ is the original operator evaluated at point $s$, whereas we have dubbed $\hat{\mathcal{O}}(s)$ the covariantly translated operator. Correlator (4.1) can then be rewritten as

$$\langle\langle \text{Tr} \hat{\mathcal{O}}(s_n) \hat{\mathcal{O}}(s_{n-1}) \cdots \hat{\mathcal{O}}(s_1) \rangle\rangle$$

(4.3)

This suggests a systematic way for constructing local operators of the dSCFT. Originally the defect inherits local operators from the bulk theory, which are localized at the origin. Gauge covariance then requires to translate the operators at a point $s$ by acting with the covariantized momentum generator. The result is that the operators get dressed with Wilson segments as in (4.2).

It is interesting to investigate how the rest of the covariantized generators work on the defect correlators. To begin with, we consider the action of the covariantized SUSY supercharges defined in (3.11). Taking for simplicity a one-point function and assuming that $G^a \to 0$ for $s \to \pm\infty$, we find that its covariantized SUSY variation works as follows:

$$\langle\langle \delta Q \hat{\mathcal{O}}(s) \rangle\rangle \equiv \langle W_+ \delta Q \mathcal{O}(s) W_- \rangle = \langle W_+ (\delta Q, \mathcal{O}(s)) W_- \rangle + \langle W_+ G(s) \mathcal{O}(s) G(s) W_- \rangle = \langle \delta Q (W_+ \mathcal{O}(s) W_-) \rangle = 0$$

(4.4)

where $\delta Q$ is the ordinary SUSY variation defined in (3.3), and we have used that the ordinary vacuum is killed by $\delta Q$. This result implies that the dressed vacuum defining $\langle\langle \cdot \rangle\rangle$ on the l.h.s. of (4.4) is instead killed by the covariant supercharges $Q^a$. Correlators (4.3) are therefore invariant under the action of covariantized supersymmetry generators, while ordinary SUSY $\delta$-variations would not leave them invariant. This is consistent with the observation that if two supercharges were to close on an ordinary translation generated by $\partial_3$, gauge invariance on the defect would be broken. We need to act with supercharges that close on $\mathcal{D}_3$ to maintain gauge invariance.

One can recursively check that the same property holds for any higher-point correlator. Similarly, one can check that correlators (4.3) are invariant under the action of the covariantized $\mathcal{S}$ generators defined in (3.17). Therefore, we conclude that the covariantized algebra built above is the correct realization of the $\mathfrak{su}(1,1|3)$ superalgebra on the defect and definition (4.3) of correlation functions is consistent with it.

In order to make the previous discussion more concrete and open the possibility to evaluate correlators explicitly, we now proceed to the construction of some elementary $\mathfrak{su}(1,1|3)$ supermultiplets of the dSCFT on the Wilson line. For a systematic classification of unitary representations of the $\mathfrak{su}(1,1|3)$ algebra on the rigid line we refer to [42] (see also appendix C for a brief review). This classification can be easily adapted to the case of the dCFT without relevant modifications. A main difference arises, instead, in the actual realization of the multiplet components in terms of ABJ(M) elementary fields. This is due to the structural difference between the algebra generators defined on the rigid line and on the Wilson line.

As a relevant example, in the next section we construct a new long multiplet living on the Wilson line, which does not have analogue in ABJ(M) and on the rigid line. We

---

6We use the shorthand notation $W_{s_1, s_2} \equiv W(s_1, s_2)$, in particular $W_+ \equiv W(+\infty, s)$, $W_- \equiv W(s, -\infty)$. We also neglect $\text{Tr}$. 
also review the construction of the displacement multiplet using the present approach of covariant supercharges realized as supermatrices.

4.1 The lowest dimensional supermultiplet

We observe that the covariantized $\mathfrak{su}(1,1|3)$ generators are not just differential operators as in the ordinary case. Rather they acquire a non-trivial dependence on local fields from the covariantizing terms. This implies that when we look for superconformal primaries (SCPs) generating supermultiplets, we should also enlarge the spectrum to include constant operators. The action of the covariant SUSY charges on constant operators may lead to non-trivial local descendants originating from the multiplication with the covariantizing term. Here, we construct an example of such a multiplet.

Constant operators can be easily constructed as linear combinations of the $\mathcal{I}, \mathcal{T}$ operators, the natural basis of even $U(N_1|N_2)$ supermatrices, given by

$$\mathcal{I} = \begin{pmatrix} 1_{N_1} & 0 \\ 0 & 1_{N_2} \end{pmatrix}, \quad \mathcal{T} = \frac{1}{2} \begin{pmatrix} -1_{N_1} & 0 \\ 0 & 1_{N_2} \end{pmatrix} \quad (4.5)$$

Now, while covariant SUSY charges (3.11) act on $\mathcal{I}$ trivially, this is no longer the case for $\mathcal{T}$. We obtain

$$[\mathcal{Q}^a(s), \mathcal{T}] = \mathcal{G}^a(s), \quad [\bar{\mathcal{Q}}_a(s), \mathcal{T}] = \bar{\mathcal{G}}_a(s) \quad a = 1, 2, 3 \quad (4.6)$$

where $\mathcal{G}^a(s)$ and $\bar{\mathcal{G}}_a(s)$ are the supermatrix operators that covariantize the SUSY charges (see eq. (3.8)). In addition, the constant operator $\mathcal{T}$ satisfies

$$[\mathcal{S}^a(s), \mathcal{T}] = s \mathcal{G}^a \quad [\bar{\mathcal{S}}_a(s), \mathcal{T}] = s \bar{\mathcal{G}}_a \quad (4.7)$$

Therefore, at the origin ($s = 0$) it is a superconformal primary (SCP), with quantum numbers $[0, 0, 0, 0]$. Since $\mathcal{T}$ is not annihilated by any $\mathcal{Q}, \bar{\mathcal{Q}}$ supercharge, it is not protected and, as we show in the next section, it acquires an anomalous dimension. The repeated application of $\mathcal{Q}^a, \bar{\mathcal{Q}}_a$ generates a whole $\mathfrak{su}(1,1|3)$ long multiplet that we now construct explicitly.

We organize the resulting descendant operators in terms of conformal primaries with a specific $M$-charge and R-symmetry representation. This implies that in the derivation of the descendants, we can neglect $\mathcal{P}$-exact terms. In other words, we set $\mathcal{P} = -\mathcal{D}_3 = 0$ and treat all the Poincaré supercharges as anticommuting.

The R-symmetry representation of the descendants is determined by considering that $\mathcal{T}$ is an R-symmetry singlet. In contrast, in our conventions, $\bar{\mathcal{Q}}_a$ belongs to the fundamental representation $\mathbf{3}$ of the SU(3) R-symmetry group, and $\mathcal{Q}^a$ belongs to the antifundamental $\bar{\mathbf{3}}$. Due to the nature of $\mathcal{T}$, some representations are forbidden by the SUSY algebra, particularly those that would correspond to the application of symmetric configurations of supercharges.

We organize the results in terms of the level of a conformal primary. It is defined as the number of supercharges acting on the SCP. In the present case, taking into account that $\Delta(\mathcal{T}) = 0$ and $\Delta(\mathcal{Q}^a) = \Delta(\bar{\mathcal{Q}}_a) = 1/2$ (see table 2), a conformal primary at level $p$ has dimension $p/2$.

\footnote{The particular normalization of $\mathcal{T}$ is chosen for later convenience.}
Figure 1. Diamonds corresponding to the $\mathcal{T}$ supermultiplet. Arrows pointing towards the left (right) mean the application of one $\bar{Q}^a$ ($Q^a$). The left diagram shows how the various components have been named in the main text. The right diagram provides their decomposition in terms of SU(3) irreducible representations.

**Level 1.** Referring to figure 1, at the first level we find $\bar{G}^a$ and $G^a$. They are superconformal descendants belonging to the fundamental and antifundamental representation of the SU(3) R-symmetry group, respectively. Level 1 operators have quantum numbers $\Delta = 1/2$ and $m(G^a) = 1/2, m(\bar{G}^a) = -1/2$.

**Level 2.** This is obtained by acting with supercharges (3.11) on $\bar{G}^a$ and $G^a$. According to the representation decomposition

$$3 \otimes 3 = \bar{3} + 6$$

we expect that acting with $Q^a$ on $G^b$, we obtain a SU(3) antifundamental representation and a symmetric tensor one (similarly for its complex conjugate). However, taking into account the SUSY transformations given in appendix C, we explicitly find

$$\{Q^a, G^b\} = 2\sqrt{\frac{\pi}{k}} \epsilon^{abc} \frac{\chi^c}{\chi} \equiv \epsilon^{abc} \bar{H}_c$$

$$\{\bar{Q}^a, \bar{G}^b\} = -2i \sqrt{\frac{\pi}{k}} \epsilon^{abc} \frac{\bar{\chi}^c}{\bar{\chi}} \equiv -i\epsilon^{abc} \bar{H}^c$$

(4.8)

Only one operator in the (anti)fundamental representation appears while the one in the 6 is missing. The reason can be traced back to the fact that due to the anticommuting nature of the supercharges, it is impossible to realize a symmetric tensor in $(a,b)$ by applying $Q^a, Q^b$ to $\mathcal{T}$. In other words, a 6 symmetric tensor structure with $\Delta = m = 1$ cannot be obtained from ABJ(M) elementary fields.

Similarly, according to the decomposition

$$3 \otimes \bar{3} = 1 + 8$$
applying \( Q^a \) to \( \bar{G}_b \) we should find a SU(3) singlet and an adjoint. In fact, using SUSY transformations in appendix C, we obtain

\[
\{ Q^a, \bar{G}_b \} = 2 \sqrt{\frac{\pi}{k}} \delta^b_a \begin{pmatrix} 0 & \psi_1 \\ 0 & 0 \end{pmatrix} - 4 \pi \frac{k}{k} \begin{pmatrix} Y_a Y^a & 0 \\ 0 & \bar{Y}^a Y_b \end{pmatrix} \equiv \delta^b_a \mathcal{K} - \mathcal{R}_a^b
\]

(4.9)

\[
\{ \bar{Q}_a, G^b \} = 2 \sqrt{\frac{\pi}{k}} \delta^a_b \begin{pmatrix} 0 & 0 \\ i \psi^1 & 0 \end{pmatrix} + 4 \pi \frac{k}{k} \begin{pmatrix} Y_a \bar{Y}^b & 0 \\ 0 & \bar{Y}^b Y_a \end{pmatrix} \equiv \delta^a_b \mathcal{\bar{K}} + \mathcal{R}_a^b
\]

(4.10)

where we have defined

\[
\mathcal{K} = 2 \sqrt{\frac{\pi}{k}} \begin{pmatrix} \frac{2}{3} \sqrt{\frac{\pi}{k}} Y_c Y^c & \psi_1 \\ 0 & -\frac{2}{3} \sqrt{\frac{\pi}{k}} \bar{Y}^c Y_c \end{pmatrix}, \quad \mathcal{\bar{K}} = 2 \sqrt{\frac{\pi}{k}} \begin{pmatrix} \frac{2}{3} \sqrt{\frac{\pi}{k}} Y_c Y^c & 0 \\ i \psi^1 & \frac{2}{3} \sqrt{\frac{\pi}{k}} \bar{Y}^c Y_c \end{pmatrix}
\]

\[
\mathcal{R}_a^b = 4 \pi \frac{k}{k} \begin{pmatrix} Y_a \bar{Y}^b - \frac{1}{3} \delta^b_a Y_c Y^c & 0 \\ 0 & \bar{Y}^b Y_a - \frac{1}{3} \delta^b_a \bar{Y}^c Y_c \end{pmatrix}
\]

(4.11)

Although the apparent existence of two singlets, one can easily check that

\[
\mathcal{K} + \mathcal{\bar{K}} = [\mathcal{P}, \mathcal{T}]
\]

(4.12)

is a \( \mathcal{T} \) descendant and can be removed from the spectrum. Therefore, at this level we have only one singlet (\( \mathcal{K} - \mathcal{\bar{K}} \)) plus the adjoint operator \( \mathcal{R}_a^b \) and the two \( \mathcal{H}^c, \mathcal{H}_c \) (anti)fundamentals. The adjoint operator would not be present in the non-interacting case (\( k \to \infty \)). The covariantization then acts by turning on states that are absent on the rigid line.

According to the classification of \( \mathfrak{su}(1, 1)[3] \) representations summarised in appendix C, it turns out that all the operators have \( \Delta = 1 \), whereas \( m(\mathcal{H}^c) = 1, m(\mathcal{H}_c) = -1 \) and \( m(\mathcal{K} - \mathcal{\bar{K}}) = m(\mathcal{R}_a^b) = 0 \).

**Level 3.** Using the previous arguments, acting with \( Q^a \) on \( \mathcal{H}_b \) (or \( \bar{Q}_a \) on \( \mathcal{\bar{H}}^b \)) we should expect to produce one singlet and one adjoint, with quantum numbers \( \Delta = -m = \frac{1}{2} \). The 8 quantum numbers are incompatible with the gauge structure and the anticommuting nature of the supercharges. Thus this state is trivially zero. Instead, for the singlets we obtain

\[
[\bar{Q}_a, \mathcal{H}^b] = 2 \sqrt{\frac{\pi}{k}} \delta^b_a \begin{pmatrix} \bar{D}Z & 0 \\ 0 & 0 \end{pmatrix} \equiv \delta^b_a \bar{V}
\]

(4.13)

\[
[Q^a, \mathcal{H}_b] = -2i \sqrt{\frac{\pi}{k}} \delta^a_b \begin{pmatrix} 0 & 0 \\ \bar{D}Z & 0 \end{pmatrix} \equiv -i \delta^a_b V
\]

These operators appear at the two edges of the diamond in figure 1.

In order to obtain the \( \mathcal{K} \) operator in the middle, we can either act with \( \bar{Q} \) on the representation \( \mathbf{1} \oplus \mathbf{8} \) (operators \( \mathcal{K} - \mathcal{\bar{K}}, \mathcal{R}_a^b \)), or with \( Q \) on representation \( \mathbf{3} \) (\( \mathcal{H}^c \) operator). Compatibility between the two decompositions

\[
\mathbf{3} \otimes (\mathbf{1} \oplus \mathbf{8}) = \mathbf{3} \oplus \mathbf{6} \oplus \mathbf{15} \quad \mathbf{\bar{3}} \otimes \mathbf{\bar{3}} = \mathbf{3} \oplus \mathbf{\bar{6}}
\]

(4.14)
implies that the additional operator in the 15 is trivially zero.\footnote{We stress that the two fundamentals in the first decomposition, the one coming from 3 $\oplus$ 1 and the one from 3 $\oplus$ 8, are the same operator. We can write
\[ \tilde{Q}_a \bar{F}_b \overset{1}{\sim} \delta^a_b \tilde{Q}_k \bar{F}_k - \delta^a_b \tilde{Q}_k \bar{R}_k \]
and easily observe that $\tilde{Q}_k \bar{R}_k \overset{k}{\sim} \tilde{Q}_k Q^k \tilde{Q}_a T$, which up to descendants is the same as $\tilde{Q}_a (k \leftarrow k)$.} In conclusion, applying the explicit SUSY variations to the fields, at level 3 we find one extra fundamental operator $\tilde{N}^a$ with $\Delta = \frac{3}{2}$ and $m = -\frac{1}{2}$, plus a 6 operator $X_{bc}^{ac}$, with same quantum numbers, given explicitly by
\[
\tilde{N}^a = 2\sqrt{\frac{\pi}{k}} \left( \begin{array}{c}
\frac{1}{2} \sqrt{\frac{\pi}{x}} (\bar{\psi}_1 \bar{\psi}^a - 2 \epsilon^{abc} Y_a \tilde{\chi}^c) \\
-D_3 Y_a + \frac{3}{4} \epsilon^{abc} Y_a (3 Z Z + Y_k Y^k - (3 Z Z + \bar{Y}^k Y_k) Y^a) - \frac{1}{4} \sqrt{\frac{\pi}{x}} (\bar{\psi}_1 \bar{\psi}^a - 2 \epsilon^{abc} Y_a \tilde{\chi}^c)
\end{array} \right) \quad (4.15)
\]
\[
X_{bc}^{ac} = 2\sqrt{\frac{\pi}{k}} \left( \begin{array}{c}
2 \sqrt{\frac{\pi}{x}} \epsilon^{a b c} (Y_a Y_b + \tilde{\chi}^a \tilde{\chi}^b) \\
2 \sqrt{\frac{\pi}{x}} [Y_a Y_b Y_c + \frac{1}{2} \delta^a_b (Y_a Y_b Y_k - Y_k Y_a Y_b) - (c \leftrightarrow a)]
\end{array} \right) \quad (4.16)
\]
Similarly, the $Q$ action on $1 \oplus 8$ yields to two operators $\tilde{N}_a$, $\tilde{X}_{bc}^{ac}$ transforming respectively in the 3 and 6. Their field realization reads
\[
\tilde{N}_a = 2\sqrt{\frac{\pi}{k}} \left( \begin{array}{c}
\frac{1}{2} \sqrt{\frac{\pi}{x}} (Y_a \psi^1 - 2 \epsilon^{abc} \tilde{\chi}^c Y_b \\
0
\end{array} \right) - \frac{1}{4} \sqrt{\frac{\pi}{x}} (\psi^1 Y_a - 2 \epsilon^{abc} \tilde{Y}^b \tilde{\chi}^c) \quad (4.17)
\]
\[
\tilde{X}_{bc}^{ac} = -2\sqrt{\frac{\pi}{k}} \left( \begin{array}{c}
\frac{1}{2} \sqrt{\frac{\pi}{x}} (\tilde{\chi}^a \tilde{\chi}^b + \tilde{\chi}^b \tilde{\chi}^c) \\
0
\end{array} \right) - \frac{1}{2} \sqrt{\frac{\pi}{x}} [Y^a Y_b Y_c + \frac{1}{2} \delta^a_b (Y^a Y_b Y_k - Y_k Y_a Y_b) - (c \leftrightarrow a)]
\quad (4.18)
\]

**Higher levels.** Starting from level 4, the explicit realization of the operators in terms of elementary fields becomes quite cumbersome and not very instructive. Therefore, here we simply discuss how the various structures emerge and refer to table 1 for a summary of the multiplet components and their quantum numbers.

Level 4 is obtained by acting on $T$ either with three $Q^a$ ($\bar{Q}_a$) and one $\tilde{Q}_a$ ($\bar{Q}^a$) or with two $Q^a$ and two $\bar{Q}_a$. In the former case, the SUSY algebra fixes the only possible state to be of the form
\[
\mathcal{W}^a \sim \epsilon^{klm} \bar{Q}_k \bar{Q}_l \bar{Q}_m Q^a T, \quad \mathcal{W}_a \sim \epsilon_{klm} Q^k Q^l Q^m \bar{Q}_a T
\]
up to descendants. For the remaining combination of supercharges, the only non-vanishing state comes from $\epsilon_{klm} \epsilon^{bcd} Q^b Q^c Q^d \bar{Q}_a \bar{Q}_d T$. It can be easily decomposed in 1 $\oplus$ 8, giving rise to a singlet $\tilde{F}$ and a tensor $E^{ab\cd}$.

Similarly, at level 5 the states are of the form
\[
\bar{U}^a \sim \epsilon^{abc} \epsilon_{klm} Q^k Q^l Q^m \bar{Q}_b \bar{Q}_c T, \quad U_a \sim \epsilon_{abc} \epsilon^{klm} \bar{Q}_k \bar{Q}_l \bar{Q}_m Q^b Q^c T
\]

Finally, the singlet at level 6 comes from the only non-vanishing contractions of the supercharges, namely that with two epsilon tensors.

We close this section with a couple of further observations.

First, we note that the SCP $T$, though trivially constant, is not covariantly constant. Acting with the covariant momentum $P$ according to prescription (4.2), we find that under
Table 1. The list of operators in the $\mathcal{T}$ supermultiplet with their quantum numbers. We use the notation $[A]^m_\Delta$, where $A$ is the irrep of SU(3), $\Delta$ the scaling dimension, and $m$ the eigenvalue of the U(1) generator $M$.

However, since the covariant supercharges commute with the covariant momentum $\mathcal{P}$, identities (4.6) remain true also for the covariantly translated operators. Using (4.2), they get the form

$$\tilde{\mathcal{G}}_a(s) = \left[ Q_a(s), \mathcal{T}(s) \right] \quad \tilde{\mathcal{C}}_a(s) = \left[ \bar{Q}_a(s), \mathcal{T}(s) \right]$$

(4.20)

The further application of covariant supercharges works similarly and leads to constructing the whole supermultiplet at point $s$. We note that, as a consequence of (4.19), away from the origin the action of the superconformal charges is no longer trivial, but gives $[\mathcal{S}^a(s), \tilde{\mathcal{T}}(s)] = Q^a(s)$-exact and $[\mathcal{S}_a(s), \tilde{\mathcal{T}}(s) ] = \bar{Q}_a(s)$-exact.
The second observation arises from comparing ABJ(M) operators localized on the rigid line and those defined on a Wilson line. There is, in fact, a highly non-trivial difference in the nature of the operators they give rise to in the two cases.

Let’s consider, for instance, the ABJ(M) elementary scalars $Y_a, \bar{Y}^a$, $a = 1, 2, 3$. When localized on the rigid line, they give rise to $1/2$-BPS operators, killed by three of the six Poincaré supercharges preserved by the line. As such, they turn out to be the SCP of short multiplets \[42\]. For example, in the notations of appendix C, $Y_1$ generates the $B^{\frac{1}{2}, \frac{1}{2}}_{1,1,0}$ multiplet. Their scaling dimension is protected against quantum corrections \[42\].

Instead, when $Y_a, \bar{Y}^a$ are localized on the Wilson line and promoted to supermatrices, they give rise to $\bar{G}_a$ and $G^a$ operators, which are killed only by one covariant Poincaré supercharge. As discussed above, they are no longer SCPs. Rather they are the level 1 descendants of $T$. Moreover, they belong to a long multiplet. Thus, they are expected to develop an anomalous dimension at the quantum level. We will return to this point in section 5 where we compute their defect two-point function perturbatively. Here we provide a simple algebraic argument that explains why these operators are no longer protected on the Wilson defect.

We consider the $\bar{G}_1$ operator at the origin and act on it with a particular combination of covariant generators \[4.21\]

\[-(D + M) + R_1^1 + 2R_2^2, \bar{G}_1\] \[\equiv\] \[{\{\bar{Q}_1 - 2Q^2, S_1 + \bar{S}_2\}}, \bar{G}_1\]

The l.h.s. of this expression gives $-(\Delta - 1/2)\bar{G}_1$, whereas evaluating the r.h.s. we obtain $[\bar{S}_2, \{Q^2, \bar{G}_1\}]$ which is not vanishing, as it can be easily checked using SUSY transformations of appendix D. Therefore, identity \[4.21\] leads to conclude that $\Delta(\bar{G}_1) \neq 1/2$, i.e. the operator acquires non-trivial quantum dimension. The same argument holds for $\bar{G}_2, \bar{G}_3$ by suitably changing the linear combination of generators in \[4.21\]. We note that this result is a direct consequence of the fact that $\bar{G}_1$ is annihilated by at most one supercharge. In particular, it is not killed by $Q^2$. On the rigid line where instead $[Q^2, Y_1] = 0$, the same argument concludes that the operator is protected.

### 4.2 The displacement supermultiplet

The displacement supermultiplet is the $su(1,1|3)$ multiplet containing the displacement operator as the top component, the operator that measures the breaking of translation invariance in the directions orthogonal to the Wilson line. The supermultiplet components have been worked out in [30] by applying covariant SUSY transformations to the SCP, which in terms of the ABJ(M) elementary fields is given by \[4.22\]

\[Z = 2\sqrt{\frac{\pi}{k}} \begin{pmatrix} 0 & Z \\ 0 & 0 \end{pmatrix}, \quad \bar{Z} = 2\sqrt{\frac{\pi}{k}} \begin{pmatrix} 0 & 0 \\ \bar{Z} & 0 \end{pmatrix}\]

\[9\] Rigorously speaking, these are not well-defined operators on the line, as they are not gauge invariant. One should rather consider combinations of the form $\text{Tr}(Y_a \bar{Y}^a)$ as the building blocks of the local sector on the line. However, since gauge invariance does not play any role in the present discussion, we prefer to simplify the discussion by looking directly at $Y_a$.

\[10\] We focus on the $U(N_1|N_2)$ defect theory. A similar construction holds for its dual too.
where the normalization factor has been chosen for later convenience.\footnote{Our definition of the SCP differs from the one in [30] by the absence of an overall constant spinor. In fact, with our conventions on supermatrices — see appendix A — operator (4.22) has an automatically spinorial (odd) nature.} These operators have quantum numbers $\Delta = 1/2$, $m = \pm 3/2$, respectively and are both R-symmetry singlets.

Here, we quickly re-derive the whole supermultiplet by applying the supermatrix version of SUSY charges introduced in the previous sections. This helps us check the consistency of our covariant generators and, at the same time, fix notations.

Contrary to what happens with the $G^a$, $\hat{G}_a$ triplets, the singlet operators maintain the same nature when they are defined on the rigid line or the Wilson line. In fact, on the 1/2-BPS line the $Z, \bar{Z}$ operators are annihilated by all the $\hat{Q}^a$ and all the $Q_a$, respectively, and therefore they generate the $B^{\frac{1}{2},0,0}_{-\frac{1}{2},0,0}$ and $B^{\frac{1}{2},0,0}_{\frac{1}{2},0,0}$ short multiplets [29, 30]. Studying the action of covariant supercharges (3.11) on the $Z, \bar{Z}$ operators it is easy to realize that the same property survives on the Wilson line, that is $\{\hat{Q}_a, Z\} = \{Q^a, \bar{Z}\} = 0$, $a = 1, 2, 3$. In this case, covariantization only affects the action of non-annihilating supercharges. It follows that operators (4.22) are still the superprimaries of the short multiplets $B^{\frac{1}{2},0,0}_{\frac{1}{2},0,0}$ and $B^{\frac{1}{2},0,0}_{-\frac{1}{2},0,0}$. Consequently, they are expected to be protected from acquiring anomalous dimensions at the quantum level. In section 5 we will give a perturbative confirmation of this expectation.

We now construct the whole supermultiplet by acting with supermatrix covariantized charges. For simplicity, we focus on the supermultiplet generated by $Z$, but a similar procedure can be easily implemented on $\bar{Z}$.

At level 1 we find

$$O^a \equiv \{Q^a, Z\} = -2\sqrt{\frac{\pi}{k}} \left( \begin{array}{c} 2\sqrt{\frac{\pi}{k}} ZY^a \\ 0 \\ 2\sqrt{\frac{\pi}{k}} Y^a Z \end{array} \right)$$

(4.23)

Acting once more with one $Q^a$, at level 2 we obtain

$$[Q^a, O^b] = \epsilon^{abc} \Lambda_c$$

(4.24)

with

$$\Lambda_c = 2\sqrt{\frac{\pi}{k}} \left( \begin{array}{c} 2\sqrt{\frac{\pi}{k}} (\epsilon_{cde} \bar{\chi}^d Y^e + Z \chi^2_c) \\ 4\pi \epsilon_{cde} \bar{Y}^d Z Y^c \\ 2\sqrt{\frac{\pi}{k}} (\epsilon_{cde} \bar{Y}^d \chi^2_c - \chi^2_c Z) \end{array} \right)$$

(4.25)

Finally, at level 3 we write

$$\mathbb{D} \equiv \frac{1}{3!} \epsilon_{abc} \{Q^a, [Q^b, \{Q^c, Z\}]\} = \frac{1}{3} \{Q^a, \Lambda_a\}$$

(4.26)

and the displacement operator is explicitly given by

$$\mathbb{D} = i \left( \frac{4\pi}{k} \left( ZD\bar{Z} - D\bar{Y}^a Y^a + i\bar{\chi}^2_1 \chi^2_0 \right) \right)$$

$$\left( 8i \frac{\pi}{k} \left( \bar{Y}^a Z \chi^2_a - \chi^2_a Z \bar{Y}^a + \epsilon_{abc} \bar{Y}^a \bar{Y}^b Y^a \chi^2_1 \right) \left( 4\pi \frac{2\sqrt{\pi}}{k} D\bar{\psi}_1 \right) \right)$$

(4.27)

with the covariant derivative $D$ defined in (B.15). The quantum numbers of these operators are reported in figure 2.
The barred operators (see figure 2b) can be obtained in a similar way acting multiple times with $Q_a$ on the superprimary $\bar{Z}$.

4.3 Symmetry breaking and defect deformations

One way to generate insertions of local primary operators on the defect is by acting with bulk symmetry generators broken by the defect’s presence. This can be easily understood by observing that if we vary the Wilson line with respect to a broken symmetry, at first order in the deformation parameter, we bring down a new local operator $\delta L$ according to

$$\langle \langle \delta W \cdots \rangle \rangle_{(W)} = -i \int ds \langle \langle \delta L(s) \cdots \rangle \rangle$$

(4.28)

For a generic variation $\delta L \equiv [\epsilon U, L]$ where $U$ is any of the broken generators, this identity can be more formally expressed as

$$[U, W] = \int ds \mathcal{C}(s) W$$

(4.29)

where $\mathcal{C}(s) \equiv [U, -iL(s)]$ is the primary operator inserted on the defect.

Many structural theorems follow from this set of identities, together with the algebra of (anti)commutators, which constrain the organization of these operators inside $su(1,1|3)$ supermultiplets [32].

In particular, the conformal primary operators in the displacement supermultiplet reviewed above are associated with the action of the bulk superconformal generators broken by the Wilson line [12, 29]. To be concrete, eq. (4.28) for the broken translations $P_i$, with $i = 1, 2$

$$[P_i, W] = \int ds \mathbb{D}_i(s) W$$

(4.30)

provides an explicit definition for the displacement operator. The corresponding multiplet also includes the operators associated with half broken supersymmetries $\Lambda_a, \tilde{\Lambda}^a$, as well as the $O^a, \bar{O}_a$ operators from the action of broken SU(4)/SU(3) R-symmetry generators.

As a consistency check of our construction, below, we review the action of transverse translations to check that we obtain precisely the displacement operator in (4.27) constructed by acting with the covariant generators. Moreover, we study the action of the
would-be broken $U(1)_b$ symmetry and explain why the Wilson line does not break this symmetry. Finally, we will use the wavy-line formalism to discuss the fate of the $u(1)_B$ symmetry. As a byproduct, we give an alternative motivation to consider $\mathcal{T}$ as a genuine defect operator.

### 4.3.1 The wavy-line

Deforming a generic contour as $x^\mu(s) \to x^\mu(s) + \delta x^\mu(s)$, the variation of the corresponding fermionic Wilson loop at first order in $\delta x^\mu$ leads to the insertion of the displacement operator, whose explicit expression is given by [12, 29]

$$
\delta L_{\text{transl}} \equiv \tilde{D} = \delta x^\mu (\frac{-i\dot{x}^\nu F_{\mu\nu} + |\dot{x}| \mathcal{D}_\mu \mathcal{O}}{|\dot{x}|}) + \frac{\dot{x} \cdot \delta \dot{x}}{|\dot{x}|} \mathcal{O}
$$

(4.31)

Here we have defined

$$
\mathcal{F}_{\mu\nu} = \begin{pmatrix}
F_{\mu\nu} & 0 \\
0 & \hat{F}_{\mu\nu}
\end{pmatrix} = \partial_\mu A_\nu - \partial_\nu A_\mu + i [A_\mu, A_\nu], \quad A_\mu = \frac{1}{\sqrt{k}} \begin{pmatrix}
A_\mu & 0 \\
0 & \hat{A}_\mu
\end{pmatrix}
$$

(4.32)

and

$$
\mathcal{O} = \begin{pmatrix}
-\frac{2\pi}{k} M_{IJ} C_I \hat{C}^J \\
\frac{\sqrt{2\pi}}{k} \eta_I \tilde{\psi}^I \\
\frac{-2\pi}{k} \psi_I \eta^I \\
-\frac{2\pi}{k} M_{IJ} \hat{C}^J C_I
\end{pmatrix}, \quad \text{with} \quad \mathcal{D}_\mu \mathcal{O} = \partial_\mu \mathcal{O} + i [A_\mu, \mathcal{O}] 
$$

(4.33)

Specializing to the line $x^\mu(s) = (0, 0, s)$, we choose a deformation $\delta x^\mu(s) = (\epsilon^1(s), \epsilon^2(s), 0)$ orthogonal to the defect. The general expression for the displacement then reduces to

$$
\tilde{D}_{\text{line}} = \epsilon^k \left( -i \dot{x}^3 F_{k3} + \mathcal{D}_k \mathcal{O}_l \right) \equiv \epsilon^k \mathcal{D}_k \quad k = 1, 2
$$

(4.34)

and the operator in (4.33) reads

$$
\mathcal{O}_{\text{line}} = \begin{pmatrix}
\frac{2\pi}{k} \left( Z \bar{Z} - Y^a \bar{Y}^a \right) \\
-2i \sqrt{\frac{2\pi}{k}} \bar{\psi} \\
2\sqrt{\frac{2\pi}{k}} \bar{\psi} \\
-2i \sqrt{\frac{2\pi}{k}} \psi
\end{pmatrix}
$$

(4.35)

In particular, if we now consider the complex combination corresponding to the choice $\epsilon^k = (1, -i)$ of the deformation parameters\footnote{The hermitian conjugate $\tilde{D} \equiv D_1 - iD_2$ can be obtained taking the conjugate deformation parameters, i.e. $\epsilon^k = (1, i)$.}

$$
D \equiv D_1 - iD_2 = -(F_{23} + i F_{13}) + D \mathcal{O}_{\text{line}}
$$

(4.36)

with the $D$ derivative defined in (B.15), and use the equations of motion for the gauge fields and the fermion $\psi^1$, we can easily prove that this operator coincides with the top component (4.27) of the displacement multiplet, up to the total covariant derivative

$$
-2i \sqrt{\frac{2\pi}{k}} \mathcal{D}_3 \begin{pmatrix}
0 & 0 \\
\bar{\psi}^2 & 0
\end{pmatrix}
$$

(4.37)
This is the expected result. In fact, since the correlator at the r.h.s. of (4.28) is integrated along the contour, the operator insertion is always defined up to a total covariant derivative along the defect [30]. Assuming that the correlators decay quickly enough at infinity, it is not hard to show that

$$\int ds \langle \langle \mathcal{D}_3 O(s) \cdots \rangle \rangle = \int ds \, \partial_s \langle \langle O(s) \cdots \rangle \rangle = 0$$  \hspace{1cm} (4.38)

where the dots indicate possible insertions of local operators away from $s$.

In the present framework, the identification between the operator insertion generated by the “wavy line” and the operator in (4.27) has an even simpler explanation: their difference (4.37) is a conformal descendant, but the supermultiplet construction of the previous section is blind to descendants. In conclusion, this derivation represents a non-trivial consistency check of the covariant superalgebra constructed in section 3.2 and its representations studied in this section.

4.3.2 The $u(1)_B$ variation

We now consider the action of the would-be broken generator $B = M_{12} + 2iJ_{11}$ of (C.2). It generates the abelian factor $u(1)_B$. Being a linear combination of the transverse rotations and one broken R-symmetry generator orthogonal to the preserved $u(1)_M$ generator (C.1), it is supposed to be broken by the Wilson line.

Applying $\delta_B$ to the Wilson line, the associated $\delta_B \mathcal{L}$ is non-vanishing due to a non-trivial transformation of the fermions

$$\delta_B \psi^{(1)} = -i \tilde{\psi}^{(1)}, \quad \delta_B \bar{\psi}^{(1)} = i \bar{\psi}^{(1)}$$  \hspace{1cm} (4.39)

According to identity (4.28), this leads to the insertion of the defect operator

$$\mathcal{B} = -2 \sqrt{\frac{\pi}{k}} \begin{pmatrix} 0 & \tilde{\psi}^{(1)} \\ i \psi^{(1)} & 0 \end{pmatrix}$$  \hspace{1cm} (4.40)

However, it is easy to realize that $\mathcal{B} = -(K + \bar{K})$, where $K + \bar{K}$ is the descendant (4.12) appearing at level 2 of the $\mathcal{T}$ supermultiplet. Since it is a total covariant derivative, because of (4.38), its contribution to the r.h.s. of (4.28) vanishes and we eventually obtain that $\delta_B \mathcal{W} = 0$. It follows that $B$ is preserved, even in the presence of the Wilson line.

This proof that the Wilson line preserves the $U(1)_B$ symmetry is alternative to the argument of [32] based on the fact that the non-trivial rotation (4.39) of fermions can always be compensated by a gauge transformation. The relation between the two arguments relies on the fact that $\mathcal{T}$ is precisely the generator of the gauge transformation of $\mathcal{L}$.

13More generally, the $\mathcal{T}$ operator can be seen as a particular representative of a one-parameter family of operators

$$\mathcal{T}_\alpha = -\frac{1}{2} \begin{pmatrix} 1_{N_1} & 0 \\ 0 & e^{i\alpha} 1_{N_2} \end{pmatrix} \quad \alpha \in \mathbb{R}$$  \hspace{1cm} (4.41)

which generate $\mathbb{C}^*$ global gauge symmetry of the Wilson line under global gauge transformations $\mathcal{L} \to \mathcal{T}_\alpha \mathcal{L} \mathcal{T}_\alpha^{-1}$. This symmetry can be traced back to the freedom of fixing the phase of the fermionic couplings $\eta, \bar{\eta}$ defined in eqs. (2.5), (2.6). We thank Nadav Drukker for pointing this out.
As noticed in [1, 32], if the transverse rotations are preserved, their action on the defect yields a descendant operator. What is relevant here is that the primary of the descendant operator is precisely $T$. This fact provides further evidence that $T$ is a building block of the dCFT on the Wilson line.

4.4 The cohomological equivalence revised

The constant operator $T$ turns out to play an interesting role also in connection with the cohomological equivalence between the bosonic 1/6 BPS and the fermionic 1/2 BPS Wilson Lines, discovered in [19].

In fact, using the covariant supercharges, it is easy to check that the difference between the fermionic and the bosonic superconnections corresponding to line operators along direction 3, can be written as

$$L_{1/2} - L_{1/6} = \{Q^2, \bar{Q}_2, \Lambda\} \quad \text{where} \quad \Lambda = 2i \sqrt{\frac{\pi}{k}} \begin{pmatrix} 0 & Y_2 \\ -Y^2 & 0 \end{pmatrix} = i \left( \bar{G}_2 - G^2 \right)$$

(4.42)

with $G^2, \bar{G}^2$ defined in (3.8). Therefore, the $\Lambda$ operator is a combination of $T$ descendants, precisely

$$\Lambda = i[\bar{Q}_2 - Q^2, T]$$

(4.43)

Inserting this expression in (4.42) gives

$$L_{1/2} - L_{1/6} = 2i \left\{ Q^2, [\bar{Q}_2, T] \right\} + iD_3T = 2i \left\{ Q^2, [\bar{Q}_2, T] \right\} + iB$$

(4.44)

where $B$ is the operator defined in (4.40).

The appearance of $B$ in this alternative way of writing the cohomological equivalence may be a bit suspicious. In fact, as we are going to show in section 5.2, at quantum level $B$ acquires a positive anomalous dimension, thus apparently contradicting the general understanding that 1/6 and 1/2 BPS Wilson lines should be related by an exactly marginal deformation [43]. However, we recall that $B$ is a total covariant derivative and once integrated on the line it simply generates a supergauge transformation. Therefore, the cohomological identity in (4.44) states that the difference between the two integrated superconnections is a $Q$-exact term, up to a supergauge transformation. Once inserted into the Wilson line definition this term is completely harmless and we obtain the expected result $\langle W_{1/6} \rangle = \langle W_{1/2} \rangle$, that is the two defects differ indeed by an exactly marginal operator.

5 Ward identities and perturbative analysis

This section discusses the perturbative evaluation of two-point correlation functions of local operators inserted on the Wilson line.

Perturbation theory is in terms of the couplings $N_1/k, N_2/k$. There is no need to take any planar limit, so the calculations are trustable for any finite $N_1N_2$, as long as $N_{1,2} \ll k$ holds. At a given order in $1/k$, the contributing Feynman diagrams arise from all possible contractions among the local operators, powers of $L$ super connections coming from the expansion of the $W$’s and the action vertices.
To begin with, we discuss a set of Ward identities that relate correlation functions of local operators belonging to the same supermultiplet. We specialize these identities to the $T$ supermultiplet, obtaining useful instructions for computing its anomalous dimension perturbatively. We look at its one- and two-point functions, discovering a non-trivial mixing with the identity operator, which occurs already at the tree level. Moving at loop order, we first discuss a general prescription for the IR regularization of the infinite line, compatible with its conformal mapping on the circle. We then apply this prescription to the evaluation of the two-point functions appearing in (5.8), thus finding the anomalous dimension of $T$ at one loop. As a by-product of the $(G^a \bar{G}_b)$ calculation, we easily obtain the two-point correlator of the Displacement superprimary $Z$. We discuss the technical mechanism which ensures the $Z$ protection, while the $G^a$ protection is lost. Finally, as a consistency check, we recover the result for the Bremsstrahlung function from the $Z$ correlator up to two loops.

5.1 Ward identities

The link between primaries and descendants driven by the SUSY charges preserved by the Wilson line leads to super-Ward identities that correlators on the defect must satisfy. This is a well-known fact in any SCFT, but what makes the Ward identities special on the defect is that the covariant supercharges used to build up multiplets carry a non-trivial dependence on the $1/k$ coupling (see eq. (3.11)). Therefore, they are responsible for mixing between loop orders, thus leading to Ward identities peculiar to the dSCFT, as we will now describe.

In order to find the general structure of Ward identities, we consider a primary operator $P^{(n)}$ at level $n$ of a given multiplet. We can take the $T$ multiplet of figure 1 as a reference example. $P^{(n)}$ can be a single primary or mixing of primaries if at level $n$ there is more than one primary with the same $u(1)_M$ charge. It may carry $SU(3)$ indices, but we neglect them for simplicity. Now, given the two descendants

$$D^{(n+1)}_a(s) = [Q^a, P^{(n)}(s)], \quad \bar{D}^{(n+1)}_a(s) = [\bar{Q}_a, \bar{P}^{(n)}(s)] \quad (5.1)$$

we consider the two-point function $\langle \langle D^{(n+1)}_a(s) \bar{D}^{(n+1)}_a(0) \rangle \rangle$. Expressing the operators as in (5.1) and using the covariant algebra of section 3.2 we obtain the following set of Ward identities

$$\langle \langle D^{(n+1)}_a(s) \bar{D}^{(n+1)}_a(0) \rangle \rangle = -3s \partial_s \langle \langle P^{(n)}(s) \bar{P}^{(n)}(0) \rangle \rangle - \langle \langle D^{(n+2)}_a(s) \bar{P}^{(n)}(0) \rangle \rangle \quad (5.2)$$

where the descendant at level $(n + 2)$ is defined as $D^{(n+2)}_b = [Q^a, \bar{D}^{(n+1)}_b]$. Useful information can be obtained from identity (5.2) when the last correlator on the r.h.s. is identically vanishing.\footnote{In perturbation theory it would be enough for the correlator to vanish up to the order one is interested in.} In this case, if we write

$$\langle \langle P^{(n)}(s) \bar{P}^{(n)}(0) \rangle \rangle = \frac{C_P}{s^{2\Delta_P + 2\gamma_P}}, \quad \langle \langle D^{(n+1)}_a(s) \bar{D}^{(n+1)}_a(0) \rangle \rangle = \frac{C_D}{s^{2\Delta_D + 1 + 2\gamma_D}} \quad (5.3)$$

the Ward identity reduces to

$$C_D = 6(\Delta_P + \gamma_P) C_P \quad (5.4)$$
where $\Delta_P$ is the scaling dimension of $P^{(n)}$ and $\gamma_P$ is the corresponding anomalous dimension. Here we have already considered that the descendant has the same anomalous dimension, as follows from the covariant algebra, particularly because the supercharges have a protected dimension $1/2$.

This identity relates the anomalous dimension of the primary to the coefficient of the correlator of the descendant. Expressing these quantities perturbatively as series in $1/k$,

$$C_P(k) = \sum_{r=0}^{\infty} \frac{c_r}{k^r}, \quad C_D(k) = \sum_{r=0}^{\infty} \frac{d_r}{k^r}, \quad \gamma_P(k) = \sum_{r=1}^{\infty} \frac{\gamma_r}{k^r} \quad (5.5)$$

at the first few orders, we read

Order $k^0$ : $d_0 = 6\Delta_P c_0$

Order $k^{-1}$ : $\gamma_1 = \frac{d_1}{6c_0} - \Delta_P \frac{c_1}{c_0}$

Order $k^{-2}$ : $\gamma_2 = \frac{d_2}{6c_0} - \gamma_1 \frac{c_1}{c_0} - \Delta_P \frac{c_2}{c_0} \quad (5.6)$

These relations further simplify when applied to $P^{(n=0)} \equiv \mathcal{T}$, the lowest dimensional superprimary on the defect with $\Delta_T = 0$, introduced in section 4.1. In this case the descendants are $D^{(1)}_a = \mathcal{G}_a, \bar{D}^{(1)}_a = \bar{\mathcal{G}}_a$ and $D^{(2)}_b = \mathcal{G}^a_b \delta^b \mathcal{H} - \mathcal{F}^a_b$ (see figure 1). It is easy to see that up to one loop (order $1/k$) one has $\langle\langle D^{(2)}_b(s) \mathcal{T}(0) \rangle\rangle = 0$. Therefore, the Ward identity reduces to (5.4), (5.6) where we set $\Delta_P = 0$. In particular, from the first identity in (5.6), we read

$$\langle\langle \mathcal{G}^a(s) \bar{\mathcal{G}}_b(0) \rangle\rangle^{(0)} = 0 \quad (5.7)$$

which is consistent with the fact that each operator is already of order $1/\sqrt{k}$. Moreover, the second identity in (5.6) leads to

$$\gamma(\mathcal{T})|_{1L} = \frac{1}{6} \frac{\text{coeff}[\langle\langle \mathcal{G}^a(s) \bar{\mathcal{G}}_a(0) \rangle\rangle^{(1)}]}{\langle\langle \mathcal{T}(s) \mathcal{T}(0) \rangle\rangle^{(0)}} \quad (5.8)$$

where the numerator means taking the overall coefficient of the two-point function at order $1/k$. We note that since the $\mathcal{G}, \bar{\mathcal{G}}$ operators are already of order $1/\sqrt{k}$, this means taking the overall coefficient of their two-point function at the tree level. Therefore, the tree level of the descendant measures the anomalous dimension of its superprimary. We will exploit this identity in the next subsection to infer the anomalous dimension of $\mathcal{T}$.

5.2 The constant operator at weak coupling

Considering the constant operator $\mathcal{T}$, it is easy to see that in the ABJ theory ($N_1 \neq N_2$), its one-point function at the tree level is non-vanishing. In fact,

$$\langle\langle \mathcal{T} \rangle\rangle^{(0)} = \frac{\langle \text{Tr} \left[ W(+\infty, -, \infty) \mathcal{T} \right] \rangle}{\langle \text{Tr} \left[ W(+\infty, -, \infty) \right] \rangle} = -\frac{1}{2} \left( \frac{\langle \text{Tr} W(+\infty, -, \infty) \rangle}{\langle \text{Tr} W(+\infty, -, \infty) \rangle} \right) = -\frac{N_1 - N_2}{2(N_1 + N_2)} \quad (5.9)$$

This result may signal a non-trivial mixing of $\mathcal{T}$ with the identity operator. From this consideration, it would follow that the correct operator to consider is the linear combination

$$\mathcal{T}' = \mathcal{T} + \frac{N_1 - N_2}{2(N_1 + N_2)} \mathbb{1} \quad (5.10)$$
that satisfies $\langle \langle T' \rangle \rangle = 0$. This combination does not get any correction at one-loop, as the $T$ one-point function is zero at this order. However, at higher orders, there is no reason why this pattern should persist. Therefore, we cannot exclude that the linear combination coefficient in (5.10) may get $1/k^2$ corrections. Another problematic aspect of our interpretation would arise, in any case, by observing that the odd correlation function of $T'$ is non-zero already at tree-level.

Nevertheless, we observe that the new operator $T'$ can safely replace $T$ as the superprimary of the multiplet in figure 1. Adding the identity operator does not affect the descendant operators’ commutation relations. Therefore, identities (4.6) defining the $G^a, \bar{G}_a$ operators can be safely replaced by

$$G^a = [Q^a, T'], \quad \bar{G}_a = [\bar{Q}_a, T'] \quad a = 1, 2, 3 \quad (5.11)$$

Having identified the correct operator, we can now determine its anomalous dimension using identity (5.8).

First of all, at the tree level, we find

$$\langle \langle T'(s) T'(0) \rangle \rangle^{(0)} = \frac{N_1 N_2}{(N_1 + N_2)^2} \quad (5.12)$$

For the $\langle \langle G^a(s) \bar{G}_a(0) \rangle \rangle$ correlator at order $1/k$, a simple calculation leads to

$$\langle \langle G^a(s) \bar{G}_a(0) \rangle \rangle^{(1)} = 3 \frac{N_1 N_2}{k N_1 + N_2} \frac{1}{s} \quad (5.13)$$

Inserting these results into (5.8), we finally obtain

$$\gamma(T')_{1L} = \frac{N_1 + N_2}{2k} \quad (5.14)$$

A similar calculation can be done in the ABJM theory ($N_1 = N_2 \equiv N$). In this case there is no apparent mixing and $\langle \langle T(s) T(0) \rangle \rangle^{(0)} = 1/4$. Since the result in (5.13) is valid also for $N_1 = N_2$, we can still use it in (5.8) and find $\gamma(T')_{1L} = N/k$. This is consistent with (5.14) for $N_1 = N_2$.

We recall that the SCP of a given representation of the $su(1,1|3)$ superconformal algebra has to satisfy the unitarity bound $\Delta \geq 0$ [29]. The anomalous dimension (5.14), being always positive, is then consistent with unitarity.

Result (5.14) is the one-loop anomalous dimension of the whole $T$ multiplet in figure 1, in particular of the SU(3) triplets $\{G^a\}, \{\bar{G}_a\}$, which are then non-protected operators. It is interesting to recall that these operators, together with the $Z, \bar{Z}$ (anticommuting) scalars in (4.22), originate from the SU(4) multiplets $C_I, \bar{C}^J, I, J = 1, \ldots, 4$ of the bulk theory, under decomposition (B.16). In the parent theory, they concur to form protected, gauge invariant operators of the form $\text{Tr}\left\{ (C_I \bar{C}^J)^a \right\}$, with the trace in $I, J$ removed. Nonetheless, once localized on the line, they undergo a completely different destiny: the $Z, \bar{Z}$ scalars remain protected, being part of the displacement multiplet, whereas $G^a, \bar{G}_a$ are no longer protected, being descendants of the non-protected constant $T'$ operator.
From a computational point of view, it would be interesting to understand the mechanism that leads on the Wilson line to finite $\langle\langle Z\overline{Z}\rangle\rangle$ correlators, but divergent $\langle\langle G\overline{G}\rangle\rangle$ ones. We devote the rest of this section to addressing this question, digging out this mechanism perturbatively, at order $1/k^2$.

5.3 Two-loop scalar correlators

We now move to evaluate the two-point functions

$$\langle\langle Z\overline{Z}\rangle\rangle \quad \text{and} \quad \langle\langle \overline{G}_\alpha G^\beta \rangle\rangle \quad (5.15)$$

on the Wilson line. As already mentioned, we expect only the first correlator to be finite, as the $G$ operators should acquire anomalous dimension at quantum level.

As a by-product, we will also rederive the two-loop Bremsstrahlung function associated to the 1/2-BPS Wilson loop. In fact, this is known to be captured by the coefficient of the displacement two-point function [15], or equivalently of its $Z$ superprimary.

We begin by evaluating the normalization factor $\langle W \rangle$ in (4.1). At the order we are interested in, it is sufficient to evaluate the Wilson expectation value up to order $1/k^2$.

In the case of a linear defect, the evaluation of $\langle W \rangle$ is complicated by the appearance of long distance singularities associated with the infinite domain of line integrals. Regularizing such singularities requires introducing a long distance cut-off which restricts the line integrals to integrals on a finite size segment $(-L,L)$. Moreover, short distance singularities also appear, which are suitably regularized by using dimensional regularization in $d = 3 - 2\epsilon$ with dimensional reduction [44–46]. The problem of how to remove the regulators and in which order is a subtle issue that requires careful analysis.

At one loop the Wilson line receives a non-trivial contribution coming from the exchange of a fermion propagator. Using Feynman rule (B.12), we obtain the following integral\footnote{We use the convention $s_{ij} \equiv s_i - s_j$ for the distance between two points on the line.}

$$\int_{-L}^{L} ds_1 \int_{-L}^{s_1} ds_2 \frac{1}{s_{12}^{-2\epsilon}} = -\frac{(2L)^{2\epsilon}}{4\epsilon \left(\frac{1}{2} - \epsilon\right)} \quad (5.16)$$

It follows that, including all the factors from the propagator and the traces, up to one loop the defect vacuum-to-vacuum transition amplitude is

$$\langle W \rangle^{(0)+(1)} = (N_1 + N_2) - \frac{N_1 N_2}{k} \frac{\Gamma \left(\frac{1}{2} - \epsilon\right) (2L\mu)^{2\epsilon}}{\pi^{\frac{1}{2} - \epsilon} \epsilon} \quad (5.17)$$

where $\mu$ is the mass scale of dimensional regularization. We note that, although we are working in Landau gauge, this result is gauge independent (differently from what observed for the analog operator in $\mathcal{N} = 4$ SYM [40] and for amplitudes in ABJM theory [47]). In fact, the longitudinal part of the gauge propagator vanishes on the line, as follows from eq. (B.14). Therefore, there is no possibility that extra gauge-dependent contributions arise from the exchange of a vector propagator.

For finite $L$ expression (5.17) is UV divergent, against the expectations based on the BPS nature of the defect. This is due to the appearance of boundary effects induced by the
Figure 3. Diagrams with purely bosonic contractions. White bubbles represent the two local operator insertions, whereas the grey one is the bosonic part of the $L$ superconnection coming from the first order expansion of $W$. The diagrams take into account all possible path orderings of the operators.

IR regularization that temporarily destroy the SUSY invariance of the Wilson line. It would be interesting to better investigate how to remove these unwanted contributions for the Wilson line *per se*, in particular which should be the correct renormalization prescription and how to safely remove the IR cut-off. However, since here we are primarily interested in evaluating defect correlators, we study how to cure this problem once we have combined this divergent term with similar terms that are expected to appear in the evaluation of the numerator in (4.1).

Expanding the normalization factor $\frac{1}{\langle W \rangle^{0_{1}+0_{2}}}$, at the order we are interested in a generic correlator $\langle \bar{O} O \rangle$ is given by

$$\left( \langle W O \bar{O} W \rangle^{(1)} + \langle W O W \bar{O} W \rangle^{(2)} \right) \times \frac{1}{N_1 + N_2} \left( 1 + \frac{1}{k} \frac{N_1 N_2}{N_1 + N_2} \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{\pi^{\frac{1}{2} - \epsilon}} \frac{(2L^2)^{2\epsilon}}{\epsilon} \right)$$

$$= \frac{\langle W O W \bar{O} W \rangle^{(1)}}{N_1 + N_2} + \frac{\langle W O W \bar{O} W \rangle^{(2)}}{N_1 + N_2} + \frac{1}{k} \frac{N_1 N_2}{(N_1 + N_2)^2} \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{\pi^{\frac{1}{2} - \epsilon}} \frac{(2L^2)^{2\epsilon}}{\epsilon} \langle W O W \bar{O} W \rangle^{(1)} \langle 5.18 \rangle$$

Lowest order corresponds to the first term in this expansion. Evaluating the numerators for the two correlators (5.15), we find that their $O(1/k)$ expression in the $\epsilon \to 0$ limit reads

$$\langle \bar{Z} \bar{Z} \rangle^{(1)} = \frac{1}{k} \frac{N_1 N_2}{N_1 + N_2} \frac{1}{s}, \quad \langle \bar{G} a G b \rangle^{(1)} = \frac{\delta^a_b}{k} \frac{N_1 N_2}{N_1 + N_2} \frac{1}{s} \langle 5.19 \rangle$$

Now we move to order $1/k^2$, that is the last line in (5.18) where the second term comes from the one-loop result for $\langle W \rangle$ multiplied by results in (5.19).

The first term $\langle W O W \bar{O} W \rangle^{(2)}$ receives contributions from two sets of diagrams. Diagrams in figure 3 come from the first order expansion of the Wilson line and involve contractions of the $Z$ and $G$ operators with the scalar part of the superconnection $L_B$ in eq. (2.7). The second set of diagrams are depicted in figure 4. They come from the second order expansion of $W$ and involve self-contractions of two fermionic $L_F$ terms in eq. (2.7), times the free propagators $\langle \bar{Z} Z \rangle$ and $\langle \bar{Y}^a Y^a_b \rangle$, respectively.

\[\text{We note that this should correspond to tree level, but due to the particular normalization of the operators, it is already order } 1/k.\]
Figure 4. Diagrams with fermionic contractions (arrowed lines). White bubbles represent the two local operator insertions, whereas the black ones are the fermions from two $L_F$ superconnections coming from the second order expansion of $W$. The diagrams take into account all possible path orderings of the operators.

Since the tree level propagators for $Z$ and $Y$’s are the same (they all come from propagator (B.11) evaluated on the line), it is clear that the diagramatic contributions in figure 4 are the same for both the correlators (5.15). Instead, due to the sign difference between the two biscalars appearing in $L_B$, the diagrams in figure 3 contribute to the two correlators with an opposite sign. Therefore, if we call $B^{(2)}$ the contributions from diagrams 3 and $F^{(2)}$ the ones from diagrams 4, we can write

\[
\langle W Z(s) W \bar{Z}(0) W \rangle^{(2)} = F^{(2)} + B^{(2)} \\
\langle W \bar{G}^{a}(s) W \bar{G}^{b}(0) W \rangle^{(2)} = \delta^{b}_{a} (F^{(2)} - B^{(2)})
\]

(5.20)

We now evaluate $B^{(2)}$ and $F^{(2)}$, explicitly. We compute the Feynman integrals corresponding to the diagrams in figures 3 and 4 by using the IR regulator discussed above, plus dimensional regularization for short distance divergences. The necessary Feynman rules are listed in appendix B. We evaluate one of the two correlators in the expressions (5.20).

From the diagrams in figure 3 we obtain

\[
3a = \frac{N_1^2 N_2}{k^2} \left( \frac{1}{2} - \epsilon \right) \left( \frac{L}{L + s} \right)^{2\epsilon} \frac{s^{4\epsilon - 1}}{2\epsilon} \\
3b = \frac{N_1 N_2^2}{k^2} \left( \frac{1}{2} - \epsilon \right) \frac{\Gamma^2(2\epsilon)}{\Gamma(4\epsilon)} s^{4\epsilon - 1} \\
3c = \frac{N_1^2 N_2}{k^2} \left( \frac{1}{2} - \epsilon \right) \left( \frac{L - s}{L} \right)^{2\epsilon} \frac{s^{4\epsilon - 1}}{2\epsilon}
\]

(5.21) \hspace{1cm} (5.22) \hspace{1cm} (5.23)

We see that these contributions are regular in the limit $L \rightarrow \infty$. Therefore, removing the
IR cut-off they eventually sum up to the following UV divergent contribution

\[ \mathcal{B}^{(2)} = \frac{1}{\epsilon} \frac{N_1 N_2}{2 k^2} \frac{\Gamma^2 \left( \frac{1}{2} - \epsilon \right)}{\pi^{1-2\epsilon}} \left( N_1 + N_2 \frac{\Gamma^2(1 + 2\epsilon)}{\Gamma(1 + 4\epsilon)} \right) \frac{1}{s^{1-4\epsilon}} \]

\[ \sim \frac{1}{\epsilon} \frac{N_1 N_2 (N_1 + N_2)}{2 k^2} \frac{1}{s} + O(\epsilon) \quad (5.24) \]

Now we move to the fermionic contributions. The double integrals coming from diagrams in figure 4 evaluate to

\[ 4a = \frac{N_1 N_2}{k^2} \frac{\Gamma^2 \left( \frac{1}{2} - \epsilon \right)}{2 \pi^{1-2\epsilon}} \left[ -L^{2\epsilon} \right] \frac{s^{2\epsilon-1}}{\epsilon} \]

\[ 4b = \frac{N_1 N_2}{k^2} \frac{\Gamma^2 \left( \frac{1}{2} - \epsilon \right)}{2 \pi^{1-2\epsilon}} \left[ -s^{2\epsilon} \right] \frac{s^{2\epsilon-1}}{\epsilon} \]

\[ 4c = \frac{N_1 N_2}{k^2} \frac{\Gamma^2 \left( \frac{1}{2} - \epsilon \right)}{2 \pi^{1-2\epsilon}} \left[ -(L - s)^{2\epsilon} \right] \frac{s^{2\epsilon-1}}{\epsilon} \]

\[ 4d = \frac{N_1 N_2}{k^2} \frac{\Gamma^2 \left( \frac{1}{2} - \epsilon \right)}{2 \pi^{1-2\epsilon}} \left[ L^{2\epsilon} - s^{2\epsilon} - (2L)^{2\epsilon} + (L + s)^{2\epsilon} \right] \frac{s^{2\epsilon-1}}{\epsilon} \]

and sum up to

\[ \mathcal{F}^{(2)} = -\frac{1}{\epsilon} \frac{N_1 N_2}{2 k^2} \frac{\Gamma^2 \left( \frac{1}{2} - \epsilon \right)}{\pi^{1-2\epsilon}} \frac{1}{s^{1-2\epsilon}} \times \left( (N_1 + N_2) s^{2\epsilon} + N_2 \left( (L - s)^{2\epsilon} - (L + s)^{2\epsilon} + (2L)^{2\epsilon} \right) \right) \]

\[ (5.29) \]

In this case the \( L \rightarrow \infty \) limit is not totally safe as long as \( \epsilon \neq 0 \). In fact, while the second and the third terms cancel each other in this limit, we are left with a divergent contribution proportional to \( (2L)^{2\epsilon} \) which is problematic. However, this is exactly of the same form of the last term in (5.18) coming from the expansion of the denominator \( \langle W \rangle \). Therefore, we have to sum up all the contributions before discussing how to remove the IR regulator.

Focusing for the time being only on the problematic terms, for both correlators we have the following contribution (reinserting the mass scale \( \mu \))

\[ -\frac{1}{2 k^2} \frac{N_1 N_2 (N_1 - N_2)}{(N_1 + N_2)^2} \frac{(2L\mu)^{2\epsilon}}{\epsilon} \frac{1}{s} + c(2L\mu)^{2\epsilon} + O(\epsilon) \]

\[ (5.30) \]

where \( c \) is an UV finite function of the couplings and the position \( s \). We see that the problematic term is eventually proportional to \( (N_1 - N_2) \), and it vanishes for \( N_1 = N_2 \). It is therefore convenient to split the discussion of the ABJM and ABJ cases.

**The \( N_1 = N_2 \equiv N \) case.** When the defect lives in the ABJM theory, the divergent term in (5.30) vanishes identically. This means that, at least at order \( 1/k^2 \), the bad divergent one-loop contribution to the Wilson expectation value is needed to cancel exactly a similar term which arises in the evaluation of the correlators in (5.20). The rest of expression (5.30) does not present any problem and can be safely removed by sending for instance \( \epsilon \rightarrow 0 \) and
then $L \to \infty$. In the ABJM case it can be actually checked that the result is independent of the order of limits. A similar pattern was already encountered in [29].

Having removed the $(2L)^{2\epsilon}$ terms, from (5.24) and (5.29) it is now easy to realize that

$$F^{(2)} = -B^{(2)} + O(\epsilon)$$

(5.31)

Therefore, from eqs. (5.20) it follows that

$$\langle \langle Z(s)\bar{Z}(0) \rangle \rangle^{(2)} = O(\epsilon)$$

(5.32)

$$\langle \langle \bar{G}_a(s)G^b(0) \rangle \rangle^{(2)} = -\delta^b_a N^2 \frac{2}{k^2} \left( \frac{1}{\epsilon} + 4 \log s + 2\gamma + 2 \log (4\pi) \right) \frac{1}{s} + O(\epsilon)$$

The first line is perfectly consistent with the expectations: not only the $\langle \langle Z\bar{Z} \rangle \rangle$ correlator is finite, in addition its one-loop coefficient is zero, in agreement with the fact that the Bremsstrahlung function is known to get no corrections at order $1/k^2$ [33–35].

More interesting is the second line. The appearance of the $1/\epsilon$ divergence signals the necessity of renormalizing the $G^a$ operators, which consequently acquire an anomalous dimension. It is easy to show that renormalizing the operators as $G_a = \frac{Z}{\epsilon} G_a$ (the same for $\bar{G}_a$) and applying the usual procedure which in minimal subtraction scheme allows to read the anomalous dimension from the $1/\epsilon$ pole of $Z_{G_a}$, one finds $\gamma(G_a) |_{1L} = N_k$, in agreement with (5.14) for $N_1 = N_2 \equiv N$.

**The $N_1 \neq N_2$ case.** In the ABJ theory the previous calculations reveal that the $1/\epsilon$ pole in (5.30) proportional to the IR regulator is not vanishing. This term, mixing UV and IR divergences, renders the regularization prescriptions ambiguous. In fact, this term is divergent for $L \to \infty$, as long as $\epsilon \neq 0$. On the other hand, if we keep $L$ finite and choose an UV renormalization prescription which removes completely the first term in (5.30), the dependence on the IR cut-off disappears and one can safely take the $L \to \infty$ limit afterwards. It follows that the perturbative corrections to the correlators on the line can be anything, depending on the order of the $L \to \infty$ and $\epsilon \to 0$ limits and the renormalization prescription that we adopt.

We fix this ambiguity by choosing a different prescription to regularize the IR divergences in the ABJ case. This regularization is analysed in details in appendix F and basically amounts to conformally mapping the cut-off line onto the cut-off circle to avoid long distance bad behavior. As discussed in the appendix, this new prescription simply amounts to discard the terms $(L-s)^{2\epsilon}, (L+s)^{2\epsilon}$ and $(2L)^{2\epsilon}$, as they were to be cancelled by extra degrees of freedom placed at the two edges of the cut-off line.\textsuperscript{17}

Using this prescription, and still using dimensional regularization to keep UV divergences under control, the result in (5.29) reads

$$F^{(2)} = -\frac{N_1 N_2 (N_1 + N_2)}{2k^2} \frac{1}{\Gamma^2 \frac{1}{\pi^{1-2\epsilon}}} \frac{1}{\epsilon} \frac{1}{s^{1-4\epsilon}} = -B^{(2)} + O(\epsilon)$$

(5.33)

\textsuperscript{17}A different regularization scheme that one might try is the gauge averaging proposed in [47].
Therefore, expanding around $\epsilon = 0$, from eqs. (5.20) we finally obtain

$$
\langle\langle Z(s)\bar{Z}(0)\rangle\rangle^{(2)} = O(\epsilon)
$$

$$
\langle\langle \bar{G}_a(s)G^b(0)\rangle\rangle^{(2)} = -\delta^b_a N_1 N_2 \left( \frac{1}{\epsilon} + 4 \log s + 2 \gamma + 2 \log (4\pi) \right) \frac{1}{s} + O(\epsilon)
$$

Once more, the first correlator is consistent with the absence of $1/k^2$ corrections to the Bremsstrahlung function of the 1/2-BPS Wilson loop, whereas renormalizing the second correlator we obtain the one-loop anomalous dimension of $G^a$ which agrees with the expression in (5.14).

6 The constant operator at strong coupling

In this section, we propose a holographic interpretation of the $\mathcal{T}$ multiplet. Our conjecture relies on a similar situation in 4d $\mathcal{N} = 4$ SYM. Therefore, we begin by briefly recalling what happens in four dimensions.

To this end, we focus on the one-dimensional dCFT defined on the $1/2$-BPS Wilson loop $[9, 10]$ of the $\mathcal{N} = 4$ SYM theory. The lightest local operators one can consider are the scalars $\Phi^I$, $I = 1, \ldots, 6$. When localized on the defect, these are the SCPs of two supermultiplets. Precisely, one can choose $\Phi^a$ $a = 1, \ldots, 5$ to be the lowest operators of the displacement multiplet, which is a short multiplet, while $\Phi^6$ generates a long multiplet.

In [11], a holographic description of the dCFT on the Wilson loop has been proposed. Given the minimal surface dual to the straight Wilson line, which defines an $AdS_2$ metric inside the $AdS_5 \times S^5$ background $[9]$, the holographic dual of the dCFT is the $AdS_2$ QFT for the transverse fluctuations around the minimal surface, obtained by expanding the worldsheet superstring action in the static gauge. According to the holographic dictionary, the $\Phi^a$ operators with $a = 1, \ldots, 5$ are mapped to the fluctuations $y^a$ in the $S^5$ directions, whereas the unprotected $\Phi^6$ scalar is conjectured to be dual to the lightest bound state $y^a y_a$.

Since this is the lightest operator exchanged in the OPE $y^a \times y^a$, one can use bootstrap methods to compute the anomalous dimension of the bound state.

Here, we generalize this proposal to the ABJM theory. In this case, the $1/2$-BPS Wilson line admits a holographic description in terms of a minimal area superstring worldsheet on $AdS_4 \times \mathbb{CP}^3$.\footnote{In the ABJM theory, the duals of $1/2$-BPS Wilson operators can be more generally obtained in terms of minimal M2-brane configurations in M-theory on $AdS_4 \times S^7/Z_k$ [39]. They reduce to $AdS_4 \times \mathbb{CP}^3$ type IIA string solutions in the regime $k \ll N \ll k^5$.} Following the 4d counterpart, one can consider the $AdS_2$ QFT, which arises from expanding the superstring action on $AdS_4 \times \mathbb{CP}^3$ in the static gauge around the Wilson line solution. We interpret it as the gravitational dual of the dCFT defined on the $1/2$-BPS Wilson line. The fluctuations transverse to the $AdS_2$ solution are in one-to-one correspondence with the operators in the displacement multiplet $[30]$. An important difference with respect to the 4d case is that the SCP $Z$, being an anticommuting supermatrix operator, corresponds to a fermionic fluctuation $z$ in the worldsheet theory.

At weak coupling, it is tempting to make an analogy between the lightest non-protected operator $\mathcal{T}$ of the dCFT and the non-protected scalar $\Phi^6$ in 4d. It is then
natural to take inspiration from the 4d duality $\Phi^6 \sim y^a y_a$ to conjecture a duality between the $T$ excitations and the lightest bound state built from the fluctuations dual to the displacement multiplet, that is

$$\mathcal{T} \sim z \bar{z} \quad (6.1)$$

The quantum numbers of the bound state $z \bar{z}$ are $[1, 0, 0, 0, 0]$. While the $u(1)_M$ and R-symmetry quantum numbers match those of $\mathcal{T}$, scaling dimensions are different. However, this may not be a problem since $\mathcal{T}$ is not protected. It is, in fact, conceivable that its quantum dimension, being a function of $k, N_1$ and $N_2$, interpolates between the dimension at weak coupling (zero at lowest order) and the one at strong coupling captured by $z \bar{z}$. Indeed, the same pattern occurs in the four-dimensional case.

A couple of qualitative arguments can be used to support our conjecture. First of all, the fact that the $\mathcal{T}$ dimension flows in the IR to a larger value is consistent with our perturbative findings. In fact, at weak coupling, we have found a positive anomalous dimension (see (5.14)), which signals an increasing flow towards the IR. Second, for $N_1 = N_2 \equiv N$, the anomalous dimension of the $Z \bar{Z}$ operator dual to the bound state $z \bar{z}$ has been computed at strong coupling in [30], and reads

$$\Delta_{Z \bar{Z}} = 1 - 3\epsilon \quad (6.2)$$

where $\epsilon \sim (N/k)^{-\frac{1}{2}}$ is the coupling constant. Again, the negative sign of the correction, signaling a decreasing flow towards the UV, agrees with our proposal.

7 Conclusions and perspectives

The study of dCFT’s defined through supersymmetric Wilson lines in ABJ(M) theory is still on its infancy. Already the maximal 1/2 BPS case presents peculiarities and unexpected properties, due to the fermionic couplings appearing in its field theoretical definition. In this paper we have observed the existence of a long multiplet whose highest weight state is obtained by inserting into the Wilson line a constant supermatrix operator $\mathcal{T}$. We have derived the full supermultiplet exploiting an explicit covariant representation of the preserved supercharges. While the relation between $\mathcal{T}$ and the honest local operators $G^a(x)$ might seem an artifact of taking the covariant version of the supercharges, perturbation theory supports our interpretation. In fact $G^a(x)$ is not protected and acquires at quantum level the same anomalous dimension as $\mathcal{T}$, suggesting that $G^a(x)$ is truly a descendant of $\mathcal{T}$. Another piece of evidence for the consistency of our construction comes from strong coupling considerations. If we were not to assume that $G^a(x), \bar{G}_a(x)$ are $\mathcal{T}$ descendants, we could not find any obvious operator corresponding to the $z \bar{z}$ bound state appearing in this regime. It turns out that the quantum dimension of the constant operator $\mathcal{T}$ is compatible with an interpolating function between weak and strong coupling. In this respect, it would be certainly interesting to apply bootstrap techniques to verify our intuition, mimicking the 4d analog [48–51]. We have also noted that, even more mysteriously, $\mathcal{T}$ enters the cohomological equivalence between 1/2 BPS and 1/6 BPS Wilson loops. We remark that “constant” local operators inserted into Wilson lines were previously considered in the
literature. For example “defect changing operators”, which change the scalar coupled to
the Wilson loop have been studied in [52], while in [53] it has been shown that the holonomy
itself gets contribution from the constant part.

While in the case of ABJM the situation seems quite clear at weak coupling, for
$N_1 \neq N_2$ we found some subtle and somehow unexpected effect. Bad terms, proportional
to $(N_1 - N_2)$, arise in our computations, inducing a strong dependence on the regularization
procedure. We adopted a regularization consistent with the same calculation on a circular
Wilson loop, finding a reasonable result for the anomalous dimensions. It is certainly worth
to explore more deeply this last feature, maybe in connection with the parity properties
of ABJ theory. More generally, it would be important to have a more clear picture on the
correct way to define the 1/2 BPS Wilson line at perturbative level, maybe resorting to a
well-defined limiting procedure that involves boundary operators connected by the line.

As a final remark, we stress that no computation of four-point functions has been
attempted so far for defect operators in the ABJ(M) theory, at perturbative level. It could
be useful to have some results in this direction, also to understand the behaviour of $\mathcal{T}$ in
the OPE expansion.
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A Supermatrix identities

In this appendix we shortly review the main rules concerning supermatrices which have
been used along the text. We refer to volume III of [54] for a more complete introduction.

Given a block supermatrix

$$X = \begin{pmatrix} X_{00} & X_{01} \\ X_{10} & X_{11} \end{pmatrix}$$

(A.1)

the matrix is called even if the $X_{00}, X_{11}$ entries are bosonic and $X_{01}, X_{10}$ are fermionic. It
is called odd in the opposite case. We define even supermatrices to have grade $|X| = 0$ and
odd ones to have grade $|X| = 1$.

The (anti)commutator of two supermatrices is given by

$$[X,Y] = XY - (-1)^{|X||Y|} YX$$

(A.2)

Given a scalar $\alpha$ with grade $|\alpha| = 0$ (grassmann even) or $|\alpha| = 1$ (grassmann odd), the
left product of $X$ by $\alpha$ is defined as

$$\alpha \cdot X = \begin{pmatrix} \alpha X_{00} & \alpha X_{01} \\ \tilde{\alpha} X_{10} & \tilde{\alpha} X_{11} \end{pmatrix}$$

where $\tilde{\alpha} = (-1)^{|\alpha|} \alpha$

(A.3)
Similarly the right product is given by

\[
X \cdot \alpha = \begin{pmatrix}
X_{00} \alpha & X_{01} \hat{\alpha} \\
X_{10} \alpha & X_{11} \hat{\alpha}
\end{pmatrix}
\]  

(A.4)

Note that \( \alpha \cdot X = (-1)^{||\alpha||X} \alpha \cdot X \).

\[\text{B ABJ(M) action and Feynman rules}\]

Here we shortly summarize the basic notions about ABJ(M) theory needed to perform the perturbative calculations of section 5. We stick to conventions of [36, 42], to which we refer for more details.

We work in euclidean space with coordinates \(x^\mu = (x^1, x^2, x^3)\) and metric \(\delta_{\mu\nu}\). Gamma matrices satisfying the usual Clifford algebra \(\{\gamma^\mu, \gamma^\nu\} = 2\delta^{\mu\nu}\), are chosen to be the Pauli matrices

\[
(\gamma^\mu)_\alpha^\beta \equiv (\sigma^\mu)_\alpha^\beta, \quad \mu = 1, 2, 3
\]  

(B.1)

Spinorial indices are raised and lowered according to

\[
\psi^\alpha = \varepsilon^{\alpha\beta} \psi_\beta, \quad \psi_\alpha = \varepsilon_{\alpha\beta} \psi^\beta \quad \text{with} \quad \varepsilon^{12} = -\varepsilon_{12} = 1
\]

Therefore, we also define the symmetric matrices

\[
(\gamma^\mu)_{\alpha\beta} \equiv \varepsilon_{\beta\gamma}(\gamma^\mu)^\gamma_\alpha = (-\sigma^3, iI, \sigma^1) \quad (\gamma^\mu)^{\alpha\beta} \equiv \varepsilon^{\alpha\gamma}(\gamma^\mu)^\gamma_\beta = (\sigma^3, iI, -\sigma^1)
\]  

(B.2)

The field content of the \(U(N_1)_k \times U(N_2)_{-k}\) ABJ(M) theory includes two gauge fields \((A_\mu)_I^J, (\hat{A}_\mu)_I^J\) belonging to the adjoint representation of \(U(N_1)\) and \(U(N_2)\) respectively, minimally coupled to four matter multiplets \((C_I, \bar{\psi}_I)_I=1,...,4\) in the \((N_1, \bar{N}_2)\) representation of the gauge group and their conjugates \((\bar{C}^I, \psi_I)_I=1,...,4\) in the \((\bar{N}_1, N_2)\).

Introducing bulk covariant derivatives

\[
D_\mu C_I = \partial_\mu C_I + iA_\mu C_I - iC_I \hat{A}_\mu, \quad D_\mu \bar{C}^I = \partial_\mu \bar{C}^I + i\hat{A}_\mu \bar{C}^I - i\bar{C}^I A_\mu \\
D_\mu \bar{\psi}^I = \partial_\mu \bar{\psi}^I + iA_\mu \bar{\psi}^I - i\bar{\psi}^I \hat{A}_\mu, \quad D_\mu \psi_I = \partial_\mu \psi_I + i\hat{A}_\mu \psi_I - i\psi_I A_\mu
\]  

(B.3)

the Euclidean gauge-fixed action is given by

\[
S = S_{CS} + S_{\text{mat}} + S_{\text{pot}} + S_{gf}
\]  

(B.4)
For the group generators we use the following relations

\[
S_{CS} = -\frac{ik}{4\pi} \int d^3 x \, \varepsilon^{\mu \nu \rho} \left[ \mathrm{Tr} \left( A_\mu \partial_\nu A_\rho + \frac{2}{3} i A_\mu A_\nu A_\rho \right) - \mathrm{Tr} \left( \tilde{A}_\mu \partial_\nu \tilde{A}_\rho + \frac{2}{3} i \tilde{A}_\mu \tilde{A}_\nu \tilde{A}_\rho \right) \right] \quad (B.5)
\]

\[
S_{\text{mat}} = \int d^3 x \, \mathrm{Tr} \left[ D_\mu C I D^\mu \tilde{C}^I - i \tilde{\psi}^I \gamma^\mu D_\mu \psi_I \right] = \int d^3 x \, \left[ \partial_\mu C I \tilde{D}^\mu \tilde{C}^I - i \tilde{\psi}^I \gamma^\mu \partial_\mu \psi_I + \left( \tilde{\psi}^I \gamma^\mu \tilde{A}_\mu \psi_I - \tilde{\psi}^I \gamma^\mu \partial_\mu \psi_I \right) + \left( \tilde{A}_\mu \psi_I - \tilde{A}_\mu \gamma^\mu \psi_I \right) \right]
\]

\[
S_{\text{pot}} \equiv S_{\text{6pt}} + S_{\text{4pt}}
\]

\[
= -\frac{4\pi^2}{3k^2} \int d^3 x \, \mathrm{Tr} \left[ C I \tilde{C}^I C^J C^K \tilde{C}^k C^L + C I \tilde{C}^I C^J C^L \tilde{C}^K C^k - 2 C I \tilde{C}^I \tilde{C}^J \tilde{C}^k \tilde{C}^l + \epsilon_1 \epsilon_2 \epsilon_3 \tilde{C}^I \tilde{C}^L \tilde{C}^k \tilde{C}^l \right] + \frac{2\pi i}{k} \int d^3 x \, \left[ \tilde{C}^I C_1 \psi_1 \tilde{\psi}^I - C_1 \tilde{C}^I \tilde{\psi}^I \psi_1 + 2 C_1 \tilde{C}^I \tilde{\psi}^I \psi_1 \right] - \frac{\epsilon_1 \epsilon_2 \epsilon_3}{k} \int d^3 x \, \left[ C I \psi_1 \tilde{\psi}^I \tilde{C}^I C_2 \psi_2 \tilde{C}^K C_3 \psi_3 \right]
\]

with \( \epsilon_{1234} = \epsilon_{1234} = 1 \), and the gauge-fixing plus ghost terms read

\[
S_{\text{gf}} = \frac{k}{4\pi} \int d^3 x \, \left[ \frac{1}{\alpha} (\partial_\mu A_\mu)^2 + \partial_\mu \tilde{c} D^\mu \tilde{c} - \frac{1}{\alpha} \left( \partial_\mu \tilde{A}_\mu \right)^2 - \partial_\mu \tilde{c} D^\mu \tilde{c} \right] \quad (B.8)
\]

For the group generators we use the following relations

\[
\mathrm{Tr}(T^A T^B) = \delta^{AB}, \quad [T^A, T^B] = i f^{ABC} T^C \quad (B.9)
\]

In doing perturbative calculations it is convenient to rescale the gauge fields in the action as

\[
A_\mu \rightarrow \frac{1}{\sqrt{k}} A_\mu, \quad \tilde{A}_\mu \rightarrow \frac{1}{\sqrt{k}} \tilde{A}_\mu \quad (B.10)
\]

Having performed this rescaling, the tree-level propagators read:

- **Scalar propagator**

  \[
  \langle (C_1)^i (x) (C^J)^k (y) \rangle = \delta^J_i \delta^k_i \frac{\Gamma(\frac{1}{2} - \epsilon)}{4\pi^{\frac{3}{2} - \epsilon}} \frac{1}{|x - y|^{1-2\epsilon}}
  \]

- **Fermion propagator**

  \[
  \langle (\psi^{aI})^i (x) (\bar{\psi}^{bI})^j (y) \rangle = \delta^j_i \delta^k_i \frac{\Gamma(\frac{3}{2} - \epsilon)}{2\pi^{\frac{3}{2} - \epsilon}} (\gamma^\mu)^{\alpha \beta} \frac{(x - y)_\mu}{|x - y|^{3-2\epsilon}}
  \]

- **Vector propagators in Landau gauge (\( \alpha = 0 \))**

  \[
  \langle (A_\mu)^i (x) (A_\nu)^k (y) \rangle = \delta^J_i \delta^k_i \frac{\Gamma(\frac{3}{2} - \epsilon)}{\pi^{\frac{3}{2} - \epsilon}} \varepsilon_{\mu \nu \rho} \frac{(x - y)^\rho}{|x - y|^{3-2\epsilon}}
  \]

  \[
  \langle (\tilde{A}_\mu)^i (x) (\tilde{A}_\nu)^k (y) \rangle = -\delta^J_i \delta^k_i \frac{\Gamma(\frac{3}{2} - \epsilon)}{\pi^{\frac{3}{2} - \epsilon}} \varepsilon_{\mu \nu \rho} \frac{(x - y)^\rho}{|x - y|^{3-2\epsilon}}
  \]

(B.13)
In a generic $\alpha$-gauge the propagators would acquire an extra term, precisely

$$\langle A_\mu(x) A_\nu(y) \rangle = \frac{i}{2} \varepsilon_{\mu\nu\rho} \frac{(x-y)^\rho}{|x-y|^3} + \frac{\alpha}{4} \left[ \frac{\delta_{\mu\nu}}{|x-y|} - \frac{(x-y)_\mu(x-y)_\nu}{|x-y|^3} \right]$$  \hspace{1cm} (B.14)

and similarly for $\hat{A}_\mu$. We note that, independently of the value of $\alpha$, the $\alpha$-term is identically zero for the propagator $\langle A_3(s) A_3(0) \rangle$ evaluated on the line placed along the third direction.

At the order we are working the ghost propagators do not enter, whereas the vertices can be easily read from terms (B.5), (B.6) and (B.7) of the action after performing rescaling (B.10).

We choose the Wilson line along direction 3. Therefore, it is convenient to relabel gauge fields and covariant derivatives (see their definition in (B.3)) localized on the defect, as

$$A_\mu \to (A \equiv A_1 - i A_2, \ A \equiv A_1 + i A_2, \ A_3) \quad \hat{A}_\mu \to (\hat{A} \equiv \hat{A}_1 - i \hat{A}_2, \ \hat{A} \equiv \hat{A}_1 + i \hat{A}_2, \ \hat{A}_3)$$
$$D_\mu \to (D \equiv D_1 - i D_2, \ \hat{D} \equiv D_1 + i D_2, \ D_3)$$ \hspace{1cm} (B.15)

Similarly, matter fields localized on the Wilson line are conveniently split according to their $\mathfrak{su}(3)$ representation. Precisely, we rename

$$C_I = (Z, Y_a) \quad \tilde{C}^I = (\tilde{Z}, \tilde{Y}^a) \quad \psi_I = (\psi, \chi_a) \quad \bar{\psi}^I = (\bar{\psi}, \bar{\chi}^a) \quad a = 1, 2, 3$$ \hspace{1cm} (B.16)

where $Y_a(\tilde{Y}^a), \chi_a(\bar{\chi}^a)$ belong to the 3($\bar{3}$) of $\mathfrak{su}(3)$, while $Z, \tilde{Z}, \psi, \bar{\psi}$ are SU(3)-singlets.

C The $\mathfrak{su}(1,1|3)$ superalgebra

In this appendix we describe the superalgebra preserved by the maximally supersymmetric Wilson line in ABJ(M) theory. We also review some useful details of its representation theory.

The insertion of the $\frac{1}{2}$-BPS Wilson line in ABJ(M) theory breaks the bulk $\mathfrak{osp}(6|4)$ superalgebra to the one-dimensional $\mathfrak{su}(1,1|3) \oplus \mathfrak{u}(1)_B$ superconformal algebra. We are not going to describe the bulk superalgebra in detail.\(^{19}\) Here we limit to recall that the bosonic part of $\mathfrak{osp}(6|4)$ contains the three-dimensional conformal algebra generated by translations $P_\mu$, rotations $M_{\mu\nu}$, dilatations $D$, and special conformal transformations $K_\mu$. The SU(4) R-symmetry group is generated by $J_I^J$, $I, J = 1, \ldots, 4$, with $J_I^I = 0$.

The $\mathfrak{su}(1,1|3)$ superalgebra on the Wilson line contains the 1d $\mathfrak{su}(1,1)$ conformal algebra, spanned by $P, K, D$. These are the generators of translations and special conformal transformations along the direction of the Wilson line, and dilatations, respectively.

The Wilson line preserves a residual $\mathfrak{su}(3)$ R-symmetry, whose generators are denoted by $R_a^b$, with $a, b = 1, 2, 3$ and $R_a^a \equiv 0$.

Finally, the bosonic sector of the superalgebra includes the $\mathfrak{u}(1)_M$ factor generated by

$$M = 3i M_{12} - 2 J_1^1$$ \hspace{1cm} (C.1)

\(^{19}\)We refer to [42] for a complete presentation in our notations, including the explicit embedding of $\mathfrak{su}(1,1|3) \oplus \mathfrak{u}(1)_B$ into $\mathfrak{osp}(6|4)$.
namely the combination of the generator of the rotation in the transverse direction and broken R-symmetry preserving the fermionic part of the superconnection. There is a second preserved abelian factor $u(1)_B$ generated by

$$B = M_{12} + 2iJ_1^1$$

It is the sum of the orthogonal rotation and the broken R-symmetry commuting with $su(1, 1|3)$.

Looking at the fermionic sector, the $su(1, 1|3)$ superalgebra contains twelve odd generators: six Poincaré supercharges $Q^a$, $\bar{Q}_a$ and six superconformal charges $S^a$, $\bar{S}_a$. The upper index $a = 1, 2, 3$ defines the fundamental representation of the residual $su(3)$ R-symmetry algebra, while the lower index indicates the anti-fundamental one. The fermionic supercharges close on the 1d conformal algebra, spanned by $P$, $K$, $D$.

The complete set of non-vanishing (anti)commutation relations is the following

$$[D, P] = P \quad [D, K] = -K \quad [P, K] = -2D$$
$$[R^b_a, R^d_c] = \delta^b_c R^b_c - \delta^d_c R^b_a$$
$$\{Q^a, \bar{Q}_b\} = \delta^b_a P \quad \{S^a, \bar{S}_b\} = \delta^b_a K$$
$$\{Q^a, \bar{S}_b\} = \delta^b_a \left(D + \frac{1}{3}M\right) - R^a_b \quad \{\bar{Q}_a, S^b\} = \delta^b_a \left(D - \frac{1}{3}M\right) + R^a_b$$

together with the mixed commutation rules

$$[D, Q^a] = \frac{1}{2}Q^a \quad [K, Q^a] = S^a \quad [R^b_a, Q^c] = \delta^b_c Q^b - \frac{1}{3} \delta^b_c Q^b \quad [M, Q^a] = \frac{1}{2}Q^a$$
$$[D, \bar{Q}_a] = \frac{1}{2}\bar{Q}_a \quad [K, \bar{Q}_a] = \bar{S}_a \quad [R^b_a, \bar{Q}_c] = -\delta^b_c \bar{Q}_a + \frac{1}{3} \delta^b_c \bar{Q}_c \quad [M, \bar{Q}_a] = -\frac{1}{2}\bar{Q}_a$$
$$[D, S^a] = -\frac{1}{2}S^a \quad [P, S^a] = -Q^a \quad [R^b_a, S^c] = \delta^b_c S^b - \frac{1}{3} \delta^b_c S^b \quad [M, S^a] = \frac{1}{2}S^a$$
$$[D, \bar{S}_a] = -\frac{1}{2}\bar{S}_a \quad [P, \bar{S}_a] = -\bar{Q}_a \quad [R^b_a, \bar{S}_c] = -\delta^b_c \bar{S}_a + \frac{1}{3} \delta^b_c \bar{S}_a \quad [M, \bar{S}_a] = -\frac{1}{2}\bar{S}_a$$

It is convenient to recall that the action of the $su(3)$ generators on fields in the fundamental and anti-fundamental representations reads

$$[R^b_a, \Phi_c] = \frac{1}{3} \delta^b_a \Phi_c - \delta^b_c \Phi_a \quad [R^b_a, \bar{\Phi}_c] = \delta^c_a \bar{\Phi}^b - \frac{1}{3} \delta^c_a \bar{\Phi}^c$$

A brief classification of the $su(1, 1|3)$ multiplets goes as follows [29].

Multiflet components are classified in terms of the four Dynkin labels $[\Delta, m, j_1, j_2]$ associated to the bosonic subalgebra $su(1, 1) \oplus u(1)_M \oplus su(3)$. $\Delta$ is the conformal weight, $m$ the $u(1)_M$ charge, whereas $(j_1, j_2)$ are the eigenvalues corresponding to two $su(3)$ Cartan generators $J_1$ and $J_2$ that we choose to be

$$J_1 \equiv \frac{R^2_2 - R^1_1}{2} = \frac{-2R^1_1 + R^3_3}{2}$$
$$J_2 \equiv \frac{R^3_3 - R^2_2}{2} = \frac{R^1_1 + 2R^3_3}{2}$$

Here we have exploited the traceless property $R^a_a = 0$ to remove the dependence on $R^2_2$. 
is defined as $\mu$. Table 2. Table of Dynkin labels of fermionic generators. For a generic element $v_{\mu}$ transforming in a weight-$\mu$ representation, the Dynkin label corresponding to a generator $H_i$ of the Cartan subalgebra is defined as $j_i(v_{\mu}) = 2[H_i, v_{\mu}]$.

| Generators | $[\Delta, m, j_1, j_2]$ |
|------------|-------------------------|
| $Q^1 \bar{Q}_1$ | $\begin{bmatrix} \frac{1}{2}, & \frac{1}{2}, & -1, & 0 \end{bmatrix}$ |
| $Q^2 \bar{Q}_2$ | $\begin{bmatrix} \frac{1}{2}, & -\frac{1}{2}, & 1, & -1 \end{bmatrix}$ |
| $Q^3 \bar{Q}_3$ | $\begin{bmatrix} \frac{1}{2}, & \frac{1}{2}, & 0, & 1 \end{bmatrix}$ |
| $S^1 \bar{S}_1$ | $\begin{bmatrix} -\frac{1}{2}, & \frac{1}{2}, & -1, & 0 \end{bmatrix}$ |
| $S^2 \bar{S}_2$ | $\begin{bmatrix} -\frac{1}{2}, & -\frac{1}{2}, & 1, & -1 \end{bmatrix}$ |
| $S^3 \bar{S}_3$ | $\begin{bmatrix} -\frac{1}{2}, & \frac{1}{2}, & 0, & 1 \end{bmatrix}$ |

Table 2. Table of Dynkin labels of fermionic generators. For a generic element $v_{\mu}$ transforming in a weight-$\mu$ representation, the Dynkin label corresponding to a generator $H_i$ of the Cartan subalgebra is defined as $j_i(v_{\mu}) = 2[H_i, v_{\mu}]$.

| Scalar fields | $[\Delta, m, j_1, j_2]$ |
|---------------|-------------------------|
| $Z, \bar{Z}$ | $\begin{bmatrix} \frac{1}{2}, & \frac{3}{2}, & 0, & 0 \end{bmatrix}$ |
| $Y_1, \bar{Y}^1$ | $\begin{bmatrix} \frac{1}{2}, & -\frac{1}{2}, & 1, & 0 \end{bmatrix}$ |
| $Y_2, \bar{Y}^2$ | $\begin{bmatrix} \frac{1}{2}, & -\frac{1}{2}, & -1, & 1 \end{bmatrix}$ |
| $Y_3, \bar{Y}^3$ | $\begin{bmatrix} \frac{1}{2}, & \frac{1}{2}, & 0, & -1 \end{bmatrix}$ |

Table 3. Quantum number assignments to scalar matter fields of the ABJ(M) theory defined in eq. (B.16).

| Fermionic fields | $[\Delta, m, j_1, j_2]$ |
|-----------------|-------------------------|
| $(\psi)_1, (\psi)_2$ | $\begin{bmatrix} 1, & 3, & 0, & 0 \end{bmatrix}$ |
| $(\bar{\psi})_1, (\bar{\psi})_2$ | $\begin{bmatrix} 1, & 0, & 0, & 0 \end{bmatrix}$ |
| $(\chi^1)_1, (\chi^1)_2$ | $\begin{bmatrix} 1, & 1, & 1, & 0 \end{bmatrix}$ |
| $(\bar{\chi}^1)_1, (\bar{\chi}^1)_2$ | $\begin{bmatrix} 1, & 2, & -1, & 0 \end{bmatrix}$ |
| $(\chi^2)_1, (\chi^2)_2$ | $\begin{bmatrix} 1, & 1, & -1, & 1 \end{bmatrix}$ |
| $(\bar{\chi}^2)_1, (\bar{\chi}^2)_2$ | $\begin{bmatrix} 1, & 2, & 1, & -1 \end{bmatrix}$ |
| $(\chi^3)_1, (\chi^3)_2$ | $\begin{bmatrix} 1, & 1, & 0, & -1 \end{bmatrix}$ |
| $(\bar{\chi}^3)_1, (\bar{\chi}^3)_2$ | $\begin{bmatrix} 1, & 2, & 0, & 1 \end{bmatrix}$ |

Table 4. Quantum number assignments to fermionic matter fields of the ABJ(M) theory defined in eq. (B.16).

With this choice of the basis, the supercharges possess well-defined Dynkin labels, whose values are displayed in table 2. When localized on the line, also the ABJ(M) fundamental fields have definite quantum numbers. Their values are listed in table 3 for the scalar fields and in table 4 for the fermionic ones. Finally, the Dynkin labels of the
covariant derivatives defined in (B.15) are given by

\[
D \begin{bmatrix} 1, 3, 0, 0 \\ -1, 0, 0, 0 \\ 1, 0, 0, 0 \end{bmatrix} \quad \bar{D} \begin{bmatrix} 1, -3, 0, 0 \\ 1, 0, 0, 0 \end{bmatrix}
\] (C.9)

The relevant superconformal multiplets constructed in [29] are the following (for a systematic classification, see [32]):

**The A multiplets.** These are long multiplets, denoted by \(A_{\Delta, m, j_1, j_2}^{\Delta} \); their highest weight, namely their super-conformal primary (SCP), is identified by requiring that

\[
S_a |\Delta, m, j_1, j_2\rangle_{hw} = 0 \quad \bar{S}_a |\Delta, m, j_1, j_2\rangle_{hw} = 0 \quad R_{a+1} a |\Delta, m, j_1, j_2\rangle_{hw} = 0
\] (C.10)

where we have exploited the state-operator correspondence. The entire multiplet is then built by acting with the supercharges \(Q^a\) and \(\bar{Q}^a\). For unitary representations, the Dynkin labels of the highest weight are constrained by the following inequalities [32]

\[
\Delta \geq \begin{cases} 
\frac{1}{3}(2j_2 + j_1 - m), & m < \frac{j_2 - j_1}{2} \\
\frac{1}{3}(j_2 + 2j_1 + m), & m \geq \frac{j_2 - j_1}{2}
\end{cases}
\] (C.11)

The constant operator \(T\) is the SCP of the long multiplet \(A_{0,0,0}^{\Delta,0} \) constructed explicitly in section 4.1. Here \(\Delta\) is a function of the coupling constants of the theory.

**The B multiplets.** These are obtained by imposing that the highest weight is annihilated by some of the \(Q\) or \(\bar{Q}\) charges, (shortening condition). We may also have mixed multiplets where the highest weight is annihilated both by some \(Q^a\) and some \(\bar{Q}_a\). We denote these multiplets as \(B_{m, j_1, j_2}^{1, \frac{1}{2}}\), where \(\frac{1}{2}\) and \(\frac{1}{2}\) denote the fraction of \(Q\) and \(\bar{Q}\) annihilating the states, respectively. For instance, the displacement operator sits in the \(B_{\frac{1}{2},0,0}^{0,1} \oplus B_{-\frac{1}{2},0,0}^{1,0}\) multiplet. Each \(B\) multiplet has its specific unitarity bounds, which are detailed in [32].

**D Supersymmetry and superconformal transformations**

The ABJ(M) \(\frac{1}{2}\)-BPS Wilson line is invariant under the following supersymmetry transformations

- **Scalars**

\[
Q^a Z = -\tilde{\chi}_1^a \\
Q^a \bar{Z} = 0 \quad Q^a \bar{Z} = 0 \quad \bar{Q}_a \bar{Z} = i\chi_a^1 \\
Q^b Y_b = \delta_b^a \psi_1 \\
Q^b \bar{Y}^b = -i\epsilon_{abc} \bar{\chi}_2^c \\
Q^b \bar{Y}^b = 0 \\
\bar{Q}_a \bar{Y}^b = -i\delta_a^b \psi_1 
\] (D.1)
• Fermions

\[
\begin{align*}
Q_a \psi^1 &= 0 & Q^a \psi^1 &= -i D_3 Y^a - \frac{2\pi i}{k} \left( Y^a i_B - i_B Y^a \right) \\
Q_a \psi^2 &= -i DP^a & \tilde{Q}_a \psi^2 &= -\frac{4\pi i}{k} \epsilon_{abc} \tilde{Y}^b Z \tilde{Y}^c \\
\tilde{Q}_a \chi^1_b &= \epsilon_{abc} \tilde{D} \tilde{Y}^c & Q^a \chi^1_a &= i\delta_b^a \tilde{D} \tilde{Z} + \frac{4\pi i}{k} \left( \tilde{Z} \Lambda_b^a - \Lambda_a^a \tilde{Z} \right) \\
Q^a \chi^2_b &= i\delta_b^a \tilde{D} \tilde{Z} & \tilde{Q}_a \chi^2_b &= -\epsilon_{abc} D_3 \tilde{Y}^c - \frac{2\pi i}{k} \epsilon_{acd} \left( \tilde{Y}^c \Theta_b^c - \tilde{\Theta}_b^c \tilde{Y}^c \right) \\
Q^a \bar{\psi}_1 &= 0 & \tilde{Q}_a \bar{\psi}_1 &= -D_3 Y_a - \frac{2\pi i}{k} \left( Y_a i_B - i_B Y_a \right) \\
\tilde{Q}_a \bar{\psi}_2 &= = -\tilde{D} Y_a & Q^a \bar{\psi}_2 &= \frac{2\pi i}{k} \epsilon_{abc} Y_b \tilde{Z} Y_c \\
Q^a \chi^b_1 &= = -i \epsilon_{abc} D Y_c & \tilde{Q}_a \chi^b_1 &= \delta_b^a \tilde{D} \tilde{Z} + \frac{4\pi i}{k} \left( \tilde{Z} \Lambda_b^a - \Lambda_a^a \tilde{Z} \right) \\
\tilde{Q}_a \chi^b_2 &= = \delta_b^a \tilde{D} \tilde{Z} & Q^a \chi^b_2 &= i \epsilon_{abc} D \tilde{Y} + \frac{2\pi i}{k} \epsilon_{acd} \left( \bar{Y}_c \Theta_d^b - \Theta_d^b \bar{Y}_c \right) \\
\end{align*}
\]

\[
\begin{align*}
Q^a A_3 &= -\frac{2\pi i}{k} \left( \bar{\psi} Y^a - \bar{\chi} Y^a + \epsilon_{abc} Y^b \chi^2_c \right) & \tilde{Q}_a A_3 &= -\frac{2\pi i}{k} \left( \bar{Z}_1 Y^a - \bar{\chi} Y^a + \epsilon_{abc} \bar{Y}_b Y^c \right) \\
Q^a A &= = 0 & \tilde{Q}_a \bar{A} &= = -\frac{4\pi i}{k} \left( Y_a \bar{\psi}^2 - \bar{Z} \chi^2_a + \epsilon_{abc} \bar{Y}_b \chi^1_c \right) \\
Q^a \bar{A} &= = -\frac{4\pi i}{k} \left( \bar{\psi} Y^a - \bar{\chi} Y^a + \epsilon_{abc} \bar{Y}_b \chi^1_c \right) & \tilde{Q}_a \bar{A} &= = 0 \\
Q^a \hat{A}_3 &= = -\frac{2\pi i}{k} \left( \bar{Y} \bar{\psi}_1 - \bar{Z} \bar{\chi}_1 Y^a + \epsilon_{abc} \bar{Y}_b \chi^2_c \right) & \tilde{Q}_a \hat{A}_3 &= = 2\frac{\pi}{k} \left( \bar{Y} \bar{\psi} Y^a - \bar{Z} \bar{\chi}_1 Y^a + \epsilon_{abc} \bar{Y}_b \chi^2_c \right) \\
Q^a \hat{A} &= = 0 & \tilde{Q}_a \hat{A} &= = 0 \\
Q^a \hat{A} &= = -\frac{4\pi i}{k} \left( \bar{Y} \bar{\psi}_2 - \bar{Z} \bar{\chi}_2 \bar{Y}^b - \epsilon_{abc} \bar{Y}_b \chi^1_c \right) & \tilde{Q}_a \hat{A} &= = 0 \\
\end{align*}
\]

For the superconformal charges acting on the fields we find

• Scalars

\[
\begin{align*}
S^a Z &= -s \bar{\chi}_1^a & \bar{S}_a Z &= = 0 & S^a \bar{Z} &= = 0 & \bar{S}_a \bar{Z} &= = is \chi^1_a \\
S^a Y_b &= s \delta_b^a \psi_1 & \bar{S}_a Y_b &= = -is \epsilon_{abc} \bar{\chi}_2^c & S^a \bar{Y}^b &= = -s \epsilon_{abc} \bar{\chi}_2^c & \bar{S}_a \bar{Y}^b &= = -is \delta_b^a \psi_1 \\
\end{align*}
\]
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Fermions
\[
\begin{align*}
S^a \psi^1 &= 0 \\
S^a \psi^2 &= -isD_3 \bar{Y}^a - \frac{2\pi i s}{k} (Y^a l_B - \hat{\bar{l}}_B Y^a) + i \bar{Y}^a \\
S^a \bar{\chi}^1_b &= s\delta_a^b D_3 \bar{Z} + \frac{4\pi i s}{k} \left( \bar{Z} \Lambda_b^a - \Lambda_b^a \bar{Z} \right) - i \bar{Z} \\
S^a \bar{\chi}^2_b &= -s\delta_a^b D_3 \bar{Y}^c - \frac{2\pi s}{k} \epsilon_{acd} (\bar{Y}^c \Theta_a^b - \Theta_a^b \bar{Y}^c) + \epsilon_{abc} \bar{Y}^c \\
S^a \bar{\eta}_1 &= 0 \\
S^a \bar{\eta}_2 &= -s \bar{D} Y_a - \frac{4\pi is}{k} \epsilon_{abc} Y_b \bar{Z} Y_c \\
S^a \chi_1^b &= -isc \epsilon_{abc} D Y_c \\
S^a \chi_2^b &= isc \epsilon_{abc} D Y_c + \frac{2\pi is}{k} \epsilon_{acd} (Y^c \Theta_d^b - \Theta_d^b Y^c) - ic \epsilon_{abc} Y_c
\end{align*}
\]

Gauge fields
\[
\begin{align*}
S^a A^3 &= -\frac{2\pi i s}{k} (\bar{\psi}_1 Y^a - \bar{\chi}_1^a \bar{Z} + \epsilon_{abc} Y_b \chi_2^a) \\
\bar{S}^a A^3 &= \frac{2\pi i s}{k} (Z \chi_a^1 - Y_a \psi^1 - \epsilon_{abc} \bar{\chi}_2^b \bar{Y}^c) \\
S^a A &= \frac{4\pi i s}{k} (Y_a \bar{Y}^a - Z \chi_2^a - \epsilon_{abc} \bar{\chi}_1^b \bar{Y}^c) \\
\bar{S}^a A &= 0 \\
S^a \bar{A} &= \frac{2\pi i s}{k} (\bar{Y}^a \bar{\psi}_1 - \bar{Z} \bar{\chi}_1^a + \epsilon_{abc} \bar{\psi}_2 Y_b) \\
S^a \bar{A} &= 0 \\
S^a \bar{A} &= \frac{4\pi i s}{k} (Y^2_a - \chi_2^a Z - \epsilon_{abc} \bar{Y}^c \chi_1^b) \\
\bar{S}^a \bar{A} &= 0
\end{align*}
\]

where we have defined the bilinear scalar fields
\[
\begin{align*}
\left( \Lambda_a^b, \hat{0}_a^b \right) &= \left( Y_a \bar{Y}^b + \frac{1}{2} \delta_a^b l_B, 0 \right) \\
\left( \Theta_a^b, \hat{\Theta}_a^b \right) &= \left( Y_a \bar{Y}^b - \delta_a^b (\bar{Z} \bar{Z} + Y_c \bar{Y}^c), 0 \right) \\
\left( l_B, \hat{l}_B \right) &= \left( \bar{Z} \bar{Z} - Y_c \bar{Y}^c, 0 \right)
\end{align*}
\]

It is easy to show that these transformations match the \( su(1,1|3) \) superalgebra described in appendix C.

\[ \text{E} \] Details on the closure of the covariant algebra

In this appendix we show explicitly that the covariantized supersymmetry transformations generated by the covariant supercharges in (3.11) provide a representation of the \( su(1,1|3) \)
algebra. To prove this statement we study the action of the anticommutators \( \{ \bar{Q}_a, Q^b \} \), \( \{ \bar{Q}_a, S^b \} \), \( \{ Q^a, \bar{S}_b \} \) and \( \{ S_a, S^b \} \) on the local operators introduced in the main text, namely \( Z \) and \( C^a \).

To begin with, we evaluate
\[
\{ \bar{Q}_a, Q^b \} Z = \bar{Q}_a Q^b Z \tag{E.1}
\]
where we used that \( \bar{Q}_a Z = 0 \). Exploiting the explicit variations of the fields listed in the previous appendix, we first compute
\[
Q^b Z = \begin{pmatrix} 0 & Q^b Z \\ 0 & 0 \end{pmatrix} - \{ C^b, Z \} = \begin{pmatrix} -2 \sqrt{\frac{k}{\hbar}} Z Y^b & -\chi_1^b \\ 0 & -2 \sqrt{\frac{k}{\hbar}} Y^b Z \end{pmatrix} \tag{E.2}
\]
A second variation yields
\[
\{ \bar{Q}_a, Q^b \} Z = \begin{pmatrix} -2 \sqrt{\frac{k}{\hbar}} i Z \psi^1 & \delta_a^b \left( D_3 Z + \frac{2\pi}{\hbar} (Z \ell_B - \ell_B Z) \right) \\ 2 \frac{\pi}{\hbar} i \psi^1 Z \delta_b^a \end{pmatrix} \tag{E.3}
\]
where we have used the definitions in (D.7).

It is not hard to recast this term in the following form
\[
\{ \bar{Q}_a, Q^b \} Z = -\delta_a^b (\partial_3 Z + i[\mathcal{L}, Z]) \equiv \delta_a^b \mathcal{P} Z , \tag{E.4}
\]
from which we read the covariantized translation \( \mathcal{P} = -\partial_3 - i[\mathcal{L}, \cdot] \equiv -D_3 \). It is straightforward to evaluate the other anticommutators
\[
\{ \bar{Q}_a, S^b \} Z = \delta_a^b \left[ \left( -s D_3 + \frac{1}{2} \right) Z - \frac{1}{2} Z \right] \equiv \delta_a^b \left( D - \frac{1}{3} M \right) Z , \tag{E.5}
\]
\[
\{ Q^b, \bar{S}_a \} Z = \delta_a^b \left[ \left( -s D_3 + \frac{1}{2} \right) Z + \frac{1}{2} Z \right] \equiv \delta_a^b \left( D + \frac{1}{3} M \right) Z . \tag{E.6}
\]
Comparing with the abstract algebra (C.5), and recalling that \( Z \) is a \( \text{su}(3) \) singlet with \( \Delta = 1/2 \) and \( M \)-charge 3/2, we find perfect agreement. The first contribution is the action of the dilation generator, which acts as \( D = -s D_3 + \Delta \). The other piece corresponds to the action of \( M \). Finally, applying the \( \{ S, \bar{S} \} \) anticommutator we find
\[
\{ S_a, S^b \} Z = \delta_a^b \left( -s^2 D_3 + s \right) Z \equiv \delta_a^b K Z \tag{E.7}
\]
from which we read the covariantized action of \( K \), that is \( K = -s^2 D_3 + 2s \Delta \).

The same computation can be repeated for all the operators of the theory. For instance, for the \( C^a \) operators we obtain
\[
\{ \bar{Q}_a, Q^b \} C^c = \delta_a^b \mathcal{P} C^c , \tag{E.8}
\]
\[
\{ \bar{Q}_a, S^b \} C^c = \left( \delta_a^b D - \frac{1}{3} M + R_a^b \right) C^c , \tag{E.9}
\]
\[
\{ Q^b, \bar{S}_a \} C^c = \left( \delta_a^b D + \frac{1}{3} M - R_a^b \right) C^c , \tag{E.10}
\]
\[
\{ S_a, S^b \} C^c = \delta_a^b K C^c \tag{E.11}
\]
where \( R_a^b \) acts on \( C^c \) according to the rule in (C.7) and we used that \( C^c \) has \( M \)-charge 1/2.

This provides a derivation of (3.20) and proves that the covariantized algebra is a representation of the \( \text{su}(1, 1|3) \) superalgebra on the space of supermatrix operators.
In this appendix we discuss in details the IR regularization prescription that has been adopted in the main text for the ABJ theory. To this end, we focus the discussion on the perturbative evaluation of the Wilson line itself. The same prescription then applies to the evaluation of defect correlators.

As already discussed, the evaluation of $\langle W \rangle$ for a line contour is complicated by the appearance of long distance singularities associated with the infinite domain of line integrals. Such singularities, if regularized by introducing a long distance cut-off $L$, lead to unwanted terms like the one in (5.17). These terms, mixing short and long distance divergences, render the order of the two operations — UV renormalization and removal of the IR cut-off — ambiguous.

On the other hand, the perturbative evaluation of $\langle W \rangle$ on a circular contour does not present any particular problem, since long distance divergences are obviously absent. Regularizing short distance singularities by using dimensional regularization with dimensional reduction, the one-loop correction is known to vanish, while the two-loop correction [45, 46, 55] turns out to be finite as expected, given the BPS nature of the defect.

Therefore, it is convenient to regularize long distance singularities on the line by conformally mapping the line onto the circle. More precisely, in order to better understand the origin of the unwanted terms arising in the linear case and how one should interpret

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{diagrams.png}
\caption{One-loop diagrams for the cut-off Wilson circle.}
\end{figure}
this regularization, we consider mapping the cut-off line onto a cut-off circle. This will
help understanding that the apparent ambiguity in dealing with these terms can be traced
back to the non-complete control of the contributions from degrees of freedom placed at
the edges of the cut-off line.

In order to better understand this point, we map the segment \((-L, L)\) onto a cut-off
circle defined for \(\tau \in [-\pi + \eta, \pi - \eta]\), where \(\eta = 2 \arccot (2L)\). The limit
\(L \to \infty\) corresponds to \(\eta \to 0\) on the circle.

Consequently, we rewrite the VEV of the circular Wilson loop as (we use the notation
of footnote 6)
\[
\langle W \rangle \equiv \langle W_{\pi, -\pi} \rangle = \langle \frac{W_{\pi, -\eta} W_{-\pi + \eta, \pi}}{\text{line } [+\infty, L]} \ W_{-\pi + \eta, \pi} \rangle
\]
(F.1)
where we have explicitly indicated to which portion of the straight line each single term
Corresponds to under conformal mapping.

On the circle the integrals corresponding to the three pieces can be computed exactly
and are convergent for any value of \(\eta\). At one loop, the cut-off line integral in (5.16) is
equivalent to the following circular integral
\[
5a = \int_{-\pi + \eta}^{\pi - \eta} d\tau_1 \int_{-\pi + \eta}^{\tau_1} d\tau_2 \partial_{\tau_1} \partial_{\tau_2} \sin^{2\epsilon} \left(\frac{\tau_1}{2}\right) = -\sin^{2\epsilon} (\pi - \eta)
\]
which, contrary to the line integral, is finite independently of the order of the \(\epsilon \to 0\) and
\(\eta \to 0\) limits, though ambiguous. However, in order to reproduce the circle VEV in (F.1),
this result has to be completed with the contributions from the “external” regions \((\pi, \pi - \eta)\)
and \((-\pi + \eta, -\pi)\). Performing fermion-fermion contractions in all possible orders, these
contributions are explicitly given by (see figure 5)
\[
5b = \int_{-\pi + \eta}^{\pi - \eta} d\tau_1 \int_{-\pi + \eta}^{\tau_1} d\tau_2 \partial_{\tau_1} \partial_{\tau_2} \sin^{2\epsilon} \left(\frac{\tau_1}{2}\right) = -\sin^{2\epsilon} \left(\frac{\eta}{2}\right)
\]
(F.3)
\[
5c = \int_{-\pi - \eta}^{\pi - \eta} d\tau_1 \int_{-\pi - \eta}^{\tau_1} d\tau_2 \partial_{\tau_1} \partial_{\tau_2} \sin^{2\epsilon} \left(\frac{\tau_1}{2}\right) = \sin^{2\epsilon} \left(\frac{\eta}{2}\right) - \sin^{2\epsilon} (\pi - \eta) + \sin^{2\epsilon} (\pi - \eta)
\]
(F.4)
\[
5d = \int_{-\pi - \eta}^{\pi - \eta} d\tau_1 \int_{-\pi - \eta}^{\tau_1} d\tau_2 \partial_{\tau_1} \partial_{\tau_2} \sin^{2\epsilon} \left(\frac{\tau_1}{2}\right) = 2\sin^{2\epsilon} \left(\frac{\pi - \eta}{2}\right) - \sin^{2\epsilon} (\pi - \eta)
\]
(F.5)
\[
5e = \int_{-\pi - \eta}^{\pi - \eta} d\tau_1 \int_{-\pi - \eta}^{\tau_1} d\tau_2 \partial_{\tau_1} \partial_{\tau_2} \sin^{2\epsilon} \left(\frac{\tau_1}{2}\right) = \sin^{2\epsilon} \left(\frac{\eta}{2}\right) - \sin^{2\epsilon} (\pi - \eta) + \sin^{2\epsilon} (\pi - \eta)
\]
(F.6)
\[
5f = \int_{-\pi - \eta}^{\pi - \eta} d\tau_1 \int_{-\pi - \eta}^{\tau_1} d\tau_2 \partial_{\tau_1} \partial_{\tau_2} \sin^{2\epsilon} \left(\frac{\tau_1}{2}\right) = -\sin^{2\epsilon} \left(\frac{\eta}{2}\right)
\]
(F.7)

It is easy to see that they sum up to \(\sin^{2\epsilon} (\pi - \eta)\) and cancel exactly the “line” contri-
bution (F.2).

This cancellation is expected in order to reproduce the one loop result \(\langle W_{\text{circle}} \rangle^{(1)} = 0\).
However, revisited from the line perspective, it is quite instructive. In fact, contribu-
tions (F.3)–(F.7) from the pieces external to the cut-off circle can be interpreted as coming
from extra degrees of freedom that one should place at the boundaries of the cut-off line.
Neglecting them causes the aforementioned ambiguities, while taking them into account
would lead to a vanishing unambiguous result. Mapping the line to the circle is then a
correct prescription to regularize the line, since it automatically captures the extra degrees of freedom at finite $L$. Operationally, this is equivalent to computing correlation functions directly on the line, neglecting extra terms such as $(L - s)^2\epsilon, (L + s)^2\epsilon$ and $(2L)^2\epsilon$ in the results of section 5.3.
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