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Abstract—Distributed integrated multi-energy systems (DIMSs) can be regarded as virtual power plants to provide additional flexibility to the power system. This paper proposes a robust active dynamic aggregation model for the DIMSs to describe the maximum feasible region. The aggregation model includes the power constraints, energy constraints, and ramping constraints to aggregate different types of resources in the DIMSs. The proposed generator-like and storage-like model does not depend on the ancillary service market and can be directly incorporated into the economic dispatch model of the power system. A novel algorithm based on the column-and-constraint generation algorithm and convex-concave procedure is proposed to solve the two-stage robust optimization problem, which is more efficient than the KKT-based algorithms. Finally, a case study of an actual DIMS is developed to demonstrate the effectiveness of the proposed model.
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NOMENCLATURE

A. Sets and Parameters

| Symbol | Description |
|--------|-------------|
| $Y$ | Set of economic dispatch periods |
| $\Omega$ | Uncertainty set |
| $\varepsilon_{CCP}$ | Convergence tolerance of the convex-concave procedure (CCP) |
| $\varepsilon$ | Convergence tolerance of upper power value |
| $\eta_{EB,i}$ | Efficiency of electric boiler $i$ |
| $\eta_{DC,i}$ | Charging and discharging efficiency of battery $i$ |

| Symbol | Description |
|--------|-------------|
| $c_i^{\min}$, $c_i^{\max}$ | Weight coefficients of the lower and upper power bounds at period $i$ |
| $c_i^{\min}$, $c_i^{\max}$ | Weight coefficients of the lower and upper energy bounds at period $i$ |
| $c_E^{d}$, $c_E^{u}$ | Weight coefficient of the downward and upward ramping bounds |
| $COP_i$ | Coefficient of performance (COP) of electric chiller $i$ |
| $EP_i$ | Set of the extreme points of the feasible operation region of combined heat and power (CHP) unit $i$ |
| $E_i^{\min}$, $E_i^{\max}$ | Maximum and minimum stored energy in battery $i$ |
| $F$ | Feasible region of the recourse problem |
| $H_{i,k}^{+}$, $H_{i,k}^{-}$ | Predicted heating, cooling, and electric loads |
| $l$ | Current iteration number |
| $R$ | Initial value of the ramping bound of the aggregation model |
| $P_{i,\min}$, $P_{i,\max}$ | Initial values of the lower and upper bound of the aggregation model |
| $P_{i,\max}$, $P_{i,\min}$ | Maximum and minimum power outputs or consumptions of device $i$ |
| $P_{i,k}^{f}$ | Predicted available power of renewable unit $i$ |
| $P_{i,k}^{h}$, $P_{i,k}^{c}$ | Electricity and heat productions corresponding to the $k$th extreme point in the feasible operation region of CHP unit $i$ |
| $P_{0}$ | Fixed power consumption of electric boiler or electric chiller $i$ |
| $P_{i,\max}^{c}$, $P_{i,\max}^{d}$ | Maximum charging and discharging power of battery $i$ |
| $P_{i,\max}^{DC}$, $P_{i,\max}^{AC}$ | Optimal solution of sub-problem |
| $P_{i,\max}^{DC}$, $P_{i,\max}^{AC}$ | Optimal values of multi-energy virtual power plant (MEVPP) parameters solved by the master problem in the $(k-1)$th iteration |
| $R_{i,k}^{u}$, $R_{i,k}^{d}$ | Upward and downward ramping rates of device $i$ |
| $S_{AC}$, $S_{GB}$ | Sets of absorption chillers and gas boilers |
sets of heat sources and large-scale heat storage tanks. In [7], the system was improved by the coordination of different types of energy sources, which brought by the district heating system is beneficial to the flexibility of the combined heat and power (CHP) system. In [5], the pipeline energy storage of the heating network was investigated for its potential in enhancing the flexibility of the power system. These studies aggregated the distributed resources according to the price in the wholesale market and the ancillary service market, acting as a “passive” VPP. However, the ancillary service market is not refined in many places. In this paper, we propose an “active” aggregation model for the MEVPP, which can interact with the power system directly without the ancillary service market.

An “active” aggregation model can be directly incorporated into the economic dispatch of the power system and it is independent of the ancillary service market. The generator-like and storage-like model is suitable for “active” aggregation. In [14], a generator-like model including output bounds, ramping rates, and cost functions was proposed to aggregate the energy-intensive enterprises, but storage devices and multi-energy conversion devices were not considered. In [15], the thermostatically controlled loads were aggregated as two types of the storage-like model. In [8], an aggregation model was formulated to describe the feasible region of the VPP, which consists of district heating loads considering thermal inertia. The greedy algorithm based on the sensitivity of linear programming problems was utilized to modify the feasible region. In this paper, we propose a standard dynamic aggregation model for active MEVPPs. The proposed model includes power generation constraints, ramping constraints, and energy constraints. This generator-like and storage-like model can be directly incorporated into the model of the power system. The ramping constraints and energy constraints are dynamic constraints, which represent the constraints on distributed generators and storage-like devices, respectively. The proposed model maximizes the feasible region of the DIMS, which provides maximum flexibility as a MEVPP to the power system.

Like [14], the proposed model is formulated as a two-stage RO problem. Dual norm [16], Benders decomposition [17], and column-and-constraint generation (C&CG) algorithm [18] are the most commonly used algorithms to solve the two-stage RO problem. The C&CG algorithm can achieve better performance in most cases [18], [19]. The sub-
problem of the C&C algorithm is a bi-level max-min problem. In [14] and [19], Karush-Kuhn-Tucker (KKT) condition was utilized to transform the bi-level problem into a single-level problem. But the dynamic constraints in the model make it quite time-consuming. To improve the calculation efficiency, a novel algorithm based on a piecewise linearization (PWL) technique and convex-concave procedure (CCP) [20] is proposed in this paper to solve the sub-problem of the C&C algorithm.

Main contributions of this paper are listed as follows.

1) A standard dynamic aggregation model is proposed for the DIMS-based MEVPP to aggregate multiple types of distributed resources. This generator-like and storage-like model can be directly incorporated into the model of the power system.

2) A two-stage RO model is proposed to acquire the optimal parameters of the proposed aggregation model, which maximizes the feasible region of the DIMS.

3) A novel algorithm based on the PWL technique and CCP is proposed to solve the sub-problem of the C&C algorithm, which can greatly reduce the calculation time and derive a satisfactory solution.

The rest of this paper is organized as follows. Section II describes the proposed aggregation model. Section III develops the proposed algorithm to solve the two-stage RO problem. Results from a case study are analyzed in Section IV. Conclusions are drawn in Section V.

II. ROBUST DYNAMIC AGGREGATION MODEL

A. Model Description

In this paper, the interaction framework between the DIMS and the power system is described as follows.

1) The aggregation model and cost functions are calculated and sent to the power system. This paper focuses on this step.

2) The power system sends the dispatching signals to the DIMS.

3) The DIMS disaggregates the dispatching signals to the distributed resources.

Figure 1 shows the schematic diagram of the interaction.
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Fig. 1. Interaction between power system and DIMS.

The proposed model orients towards DIMS-based MEVPP of regional multi-energy systems, for example, the multi-energy industrial parks. The heating and cooling energy are balanced inside the DIMS and the electric power can be exchanged through the tie-line. Multiple types of energy conversion devices and energy storage devices are considered. The dynamic aggregated generator-like and storage-like model consists of constraints (1)-(3):

\[
p_t^e \leq p_{t}^{\text{VPP}} \leq \bar{p}_t, \quad \forall t \in Y
\]

\[
\varepsilon_t^e \leq \sum_{j=1}^{d} p_{t,j}^{\text{VPP}} \leq \bar{\varepsilon}_t, \quad \forall t \in Y
\]

\[
-r^{d} \leq p_{t}^{\text{VPP}} - p_{t-1}^{\text{VPP}} \leq r^{u}, \quad \forall t \in Y \setminus \{1\}
\]

Formula (1) indicates the electric power generation (or charging/discharging) constraints; (2) indicates the energy constraints; and (3) indicates the ramping constraints.

For an active MEVPP participating in the day-ahead economic dispatching, the power violation between the MEVPP and the dispatching signals is restricted. Hence, we propose a robust aggregation model to guarantee that all dispatching signals which satisfy (1)-(3) can be realized by the DIMS. Constraints (2) and (3) can enlarge the feasible region. The robust feasible region of a MEVPP only composed of batteries is empty if the aggregation model only includes constraint (1). To incorporate various distributed resources in the MEVPP, dynamic constraints (2) and (3) are included in the aggregation model. The energy constraint (2) may be slack and inactive in the last periods. This constraint restricts the total energy from the first dispatching period. Constraint (2) can be replaced by the constraint which restricts the total energy in several adjacent dispatching periods, and the proposed algorithm is still valid.

The power bounds and energy bounds of the MEVPP are time-varying because the load profiles and the output of the renewable units are time-varying. The parameters in the ramping constraints are time-irrelevant because the ramping rate of the devices does not change over time.

The DIMS is limited in a relatively small geographical scale. Hence, the network constraints are omitted.

B. Cost Calculation

Different from the passive MEVPP, the active MEVPP sends cost information to the power system. We have proposed a heuristic method in [21] to calculate the PWL cost function of the MEVPP. The charging or discharging power of the batteries in the MEVPP is fixed according to the baseline. The economic dispatching results can be seen as the baseline, which is defined as the power of the tie line if there is no reserve deployment [22], [23]. At each calculation point, an one-time-slot economic dispatching optimization problem with slack variables in the electric energy balance constraint is solved. The values of the slack variables represent the adjustment of the batteries and a penalty term are added to the corresponding cost. In [21], the penalty factor is selected as the difference of the maximum and minimum time-of-use (TOU) electric prices, indicating the worst-case additional costs of the batteries.

If the ramping constraints are relaxed, the actual costs will be strictly less than that calculated by the cost functions. For DIMS, a majority of gas-fired distributed energy sources can ramp quickly, and the actual additional costs by the adjust-
ment of the charging plan of the batteries are usually less than the worst-case costs. Hence, this heuristic is utilized in this paper to calculate the cost functions of the MEVPP. The actual additional costs of following the dispatching orders is ensured not to exceed that calculated by the cost functions in most cases.

The MEVPP can gain additional costs by bidding higher cost functions. The bidding strategy is beyond this paper.

C. Aggregation Model Formulation

The mathematical formulation of the aggregation model is a two-stage RO problem, where multi-energy distributed resources including generators, renewable units, CHP units, gas boilers (GBs), gas-fired absorption chillers (ACs), electric boilers (EBs), and electric chillers (ECs) are considered. The first-stage decision variables include the parameters of the aggregation model and the unit commitment variables. The output of the devices and the charging/discharging power of the storage devices are the second-stage decision variables:

\[
\begin{align*}
\min_{y \in Y} & \quad \sum_{r \in Y} (c^{\text{min}}_r p_r - c^{\text{max}}_r \bar{p}_r + c^{\text{min}}_r e_r - c^{\text{max}}_r \bar{e}_r) - c^p r - \\
& \quad \sum_{r \in Y} d'_r z'_r + \max \min \sum_{r \in Y} M (\delta'_r + \delta_r) \tag{4}
\end{align*}
\]

where \( y = [p_r, \bar{p}_r, e_r, \bar{e}_r, r', r'', b_r', z'_r] \); and \( x = [p'_i, \lambda^{\text{max}}_i, p^{\text{dc}}_i, \delta^{\text{dc}}_i] \).

The objective function (4) maximizes the feasible region of the aggregation model, where \( M \) is a large factor. The weight coefficients can affect the aggregation model. For example, a larger \( c^{\text{max}}_r \) lead to a larger \( \bar{p}_r \), but relatively smaller energy upper bounds and ramping rates. The last term in the first-stage objective function is a penalty term restricting the frequent start-up and shut-down of the devices. The second-stage objective function is the total energy deviation of the MEVPP between the dispatching signals.

The constraints of the first-stage decision variables are as follows.

1) Constraints on parameters

\[
\begin{align*}
P^{\text{min}} & \leq p_r \leq P^{\text{max}} \quad \forall r \in Y \tag{5}
\end{align*}
\]

2) Unit commitment status constraints

\[
b'_i - b'_{i-1} \leq z'_i \quad \forall t \in Y, \forall i \in S_D \tag{6}
\]

The dispatching signals \( p^{\text{pp}}_i \) are uncertainty variables in the uncertainty set \( \Omega \) described as equation (7):

\[
\Omega = \{p^{\text{pp}}_i | p^{\text{pp}}_i \leq p^{\text{pp}}_i, p^{\text{pp}}_i \leq \bar{p}_r, \forall t \in Y; \quad e_r, \bar{e}_r, \sum_{i \in Y} p^{\text{pp}}_i \leq \bar{e}_r, \forall t \in Y; \\
- r'' \leq p^{\text{pp}}_i - p^{\text{pp}}_i \leq r', \forall t \in Y \setminus \{1\} \} \tag{7}
\]

The constraints of the max-min recourse problem are as follows.

1) Bound and ramping constraints of devices

\[
b'_{i, \text{min}} \leq p'_i \leq b'_{i, \text{max}} \quad \forall t \in Y, \forall i \in S_D \cap S_{\text{CHP}} \tag{8}
\]

\[
0 \leq \lambda^{\text{max}}_i \leq 1 \quad \forall k \in E^p, \forall t \in Y, \forall i \in S_{\text{CHP}} \tag{9}
\]

\[
\sum_{k \in E^p} \lambda^{\text{max}}_i = b'_i \quad \forall t \in Y, \forall i \in S_{\text{CHP}} \tag{10}
\]

\[
p'_i = \sum_{k \in E^p} \lambda^{\text{max}}_i p^{k}_{i, t} = \sum_{k \in E^p} \lambda^{\text{max}}_i H^k_{t} \quad \forall t \in Y, \forall i \in S_{\text{CHP}} \tag{11}
\]

\[
[p'_i - p'_{i-1}] R^{\text{min}} + (1 - b'_{i-1}) P^{\text{max}} \quad \forall t \in Y, \forall i \in S_D \\
[p'_{i-1} - p'_i] R^{\text{max}} + (1 - b'_{i}) P^{\text{max}} \quad \forall t \in Y, \forall i \in S_D \tag{12}
\]

Constraint (8) bounds the output power of the devices except CHPs; constraints (9)-(11) describe the operation region of CHPs with the convex combination of the vertex points of the polygonal feasible region [24]; and constraint (12) expresses the downward and upward ramping limits of the devices.

2) Constraints on renewable units

\[
0 \leq p'_i \leq P^{\text{pre}}_i \quad \forall t \in Y, \forall i \in S_R \tag{13}
\]

3) Constraints on batteries

\[
\begin{align*}
0 \leq p'_i & \leq P^{\text{max}}_{\text{pre}} \quad \forall t \in Y, \forall i \in S_{\text{ES}} \tag{14} \\
0 \leq p'_{i, t} & \leq P^{\text{dc}, \text{max}}_{\text{pre}} \quad \forall t \in Y, \forall i \in S_{\text{ES}} \tag{15} \\
E^{\text{min}} & \leq e'_i \leq E^{\text{max}} \quad \forall t \in Y, \forall i \in S_{\text{ES}} \tag{16} \\
E^{\text{in}} & = E^{\text{in}}_{i-1} + \eta^{\text{pre}}_{i-1} p'_{i, t} - \frac{P^{\text{pre}}_{i, t}}{\eta^{\text{pre}}_{i-1}} \quad \forall t \in Y, \forall i \in S_{\text{ES}} \tag{17}
\end{align*}
\]

Constraint (14) defines the maximum charging and discharging power; constraint (15) restricts the energy stored in the battery; constraint (16) denotes the relationship between the energy stored and the exchanged power.

4) Energy balance constraints

\[
\begin{align*}
p^{\text{pp}}_i + \sum_{i \in S_{\text{GB}}} p'_i + \sum_{i \in S_{\text{AC}}} p'_i + \delta_i + \delta'_i = & \sum_{i \in S_{\text{GB}}} P^{\text{dc}, i} + \\
& \sum_{i \in S_{\text{AC}}} (P^{\text{dc}, i} - P^{\text{dc}, i}) + \sum_{i \in S_{\text{AC}}} p'_i \quad \forall t \in Y \tag{18} \\
\sum_{i \in S_{\text{AC}}} h'_i + \sum_{i \in S_{\text{GB}}} p'_i + \sum_{i \in S_{\text{AC}}} \eta^{\text{EB}}_{i} p'_i = & \sum_{i \in S_{\text{AC}}} H^L_{i} \quad \forall t \in Y \tag{19}
\end{align*}
\]

Constraints (17)-(19) enforce the energy balance between the generation supply and demand of electric, heat, and cooling, respectively.

For the sake of simplicity, the proposed two-stage RO formulation is rewritten in the matrix form as (20). The matrices \( A, H, R, E, G, J \) and vectors \( c, d, u, q, p \) in (20) can be obtained from (4)-(19). Note that the uncertainty set is restricted by the first-stage decision variables.

\[
\begin{align*}
\min_{y \in Y} & \quad c'y + \max_{y \in Y} \min_{d \in D} d'y \\
\text{s.t.} & \quad Ay \geq b, y \geq 0 \\
\Omega & = \{u | Hu + Ry \geq q\} \\
F & = \{x | x \geq 0, Ey + Gx + Ju \geq p\} \tag{20}
\end{align*}
\]
III. Solution Methodology

In this paper, a master sub-problem framework based on the C&CG algorithm is utilized to solve the two-stage RO problem. Different from the original C&CG algorithm [18], the solution methodology in this paper has two key points. Firstly, the column constraints added to the master problem are modified in the form of per-unit value. Compared with the branch-and-bound algorithm in [14], the proposed model utilizes a linearization method to solve the master problem. Secondly, this paper proposes a novel algorithm based on PWL technique and CCP to solve the sub-problem more efficiently compared with the KKT-based algorithms in [14] or [19]. The details are as follows.

A. Master Problem

The master problem calculates the optimal parameters of the aggregation model and decides the commitment status of the devices against all the scenarios identified by the sub-problem:

\[
\begin{align*}
\min & \quad cy + \eta \\
\text{s.t.} & \quad Ay \geq b, \quad y \geq 0 \\
& \quad \eta \geq d^T x^l, \quad k = 1, \ldots, l \\
& \quad Ey + Gx^l + Ju \geq p, \quad x^l \geq 0, k = 1, \ldots, l.
\end{align*}
\]

(21)

In the proposed two-stage RO model, the uncertainty set is correlated to the value of the first-stage decision variables. Hence, the uncertainty in the column constraints added to the master problem is expressed in per-unit value:

\[
\begin{align*}
u^i_k = z^{i,k} p^i_k + z^{i,k} (\bar{p}^i_k - \bar{p}^i_k) + z^{i,k} (e^i_k - e^i_{k-1}) \\
u^i = [u^i_1, u^i_2, \ldots, u^i_l]^T \\
z^{i,k} + z^{i,k} + z^{i,k} = 1
\end{align*}
\]

(22)

The auxiliary variables \(z^{i,k}, z^{i,k}, z^{i,k}\) determine which parameter in the aggregation model is modified. For example, \(z^{i,k} = 1\) indicates that the power bounds of the MEVPP, i.e., \(\bar{p}^i_k\) and \(\bar{p}^i_k\) in (1) are modified in the \(k^{th}\) iteration based on the impact of the added constraint. \(p^i_k, e^i_k, r^i_k\) are in the form of (23)-(25):

\[
p^i = \frac{p^{i,pp} - p^{i,k-1}}{p^{i,k-1}} (\bar{p}^i_k - \bar{p}^i_k) + \bar{p}^i_k
\]

(23)

\[
e^i = \frac{\sum_{r=1}^{R} p^{i,pp} - e^{i,k-1}}{e^{i,k-1}} (e^i_k - e^i_{k-1}) + e^i_k
\]

(24)

\[
r^i = \begin{cases} 
\frac{p^{i,pp} - p^{i,pp}}{p^{i,k-1}} p^{i,pp} - p^{i,pp} \geq 0 \\
\frac{p^{i,pp} - p^{i,pp}}{p^{i,k-1}} p^{i,pp} - p^{i,pp} < 0
\end{cases}
\]

(25)

All the constraints in the master problem are linear except (22). The products of a binary variable and a continuous variable in (22) are linearized by the big-M method [12]. After linearization, the master problem is a mixed-integer linear programming (MILP) problem, which can be solved by the off-the-shelf software.

B. Sub-problem

The sub-problem is a bi-level max-min problem identifying the worst-case scenario with the fixed first-stage decision variables \(y^*\) calculated in the master problem:

\[
\begin{align*}
\max & \quad \min_{a \in A} d^T x \\
\text{s.t.} & \quad Hu + Ry^* \geq q \\
& \quad Ey^* + Gx^l + Ju \geq p
\end{align*}
\]

(26)

Transforming (26) into a single-level optimization with KKT condition is the most common method to solve the max-min problem [14], [18], [19]. However, the complementary constraints brought by the KKT condition make the problem time-consuming to solve. The time-coupled constraints (2) and (3) greatly increase the solution time. Hence, duality theorem rather than KKT condition is utilized for the transformation:

\[
\begin{align*}
\max & \quad \omega \\
\text{s.t.} & \quad G^\omega \omega \leq d \\
& \quad Hu + Ry^* \geq q \\
& \quad \omega \geq 0
\end{align*}
\]

(27)

Formula (27) is a bilinear programming (BP) problem. BP is hard to be solved globally because of nonconvexity. Some commercial software, such as the newly released Gurobi 9.0.0 [25], can solve the BP globally, but it takes a long time. A novel solution algorithm based on CCP is proposed in this paper, which is more efficient to solve this problem and the error is acceptable.

The objective function in (27) is reformulated as:

\[
\max_{\omega} \omega = - \frac{1}{2} \sum_{t \in T} (p^{i,pp} + \omega^{t}_j)^2 + \frac{1}{2} \sum_{t \in T} (p^{i,pp} + \omega^{t}_j)^2 + \frac{1}{2} \sum_{t \in T} (\omega^{t}_j)^2
\]

(28)

where \(\omega^{t}_j\) is the dual variable of constraint (17). The bilinear terms in (28) are reformulated as the difference of quadratic terms:

\[
\max_{\omega} \omega - \frac{1}{2} \sum_{t \in T} (p^{i,pp} + \omega^{t}_j)^2 + \frac{1}{2} \sum_{t \in T} (p^{i,pp} + \omega^{t}_j)^2 + \frac{1}{2} \sum_{t \in T} (\omega^{t}_j)^2
\]

(29)

In (29), the first two terms are concave in the maximization problem and the last two terms are convex. Hence, (29) is in the form of difference of convex functions. CCP is used to heuristically solve the problem. The CCP algorithm is highly dependent on the initial point [20], hence; we have proposed a linearization method to provide a suitable initial value for the CCP. Besides, the bilinear terms in the objective function are reformulated as the difference of convex terms, and the negative convex term in the maximization problem can be linearized without additional integer variables. This linearization method can efficiently provide a suitable initial value in several seconds.

The incremental formulation for the PWL is applied to the quadratic terms in (29), which has shown the best performance in nonconvex quadratic programming problems, such as the gas network optimization problems [26]. In the PWL formulation, continuous auxiliary variables \(\pi\) and binary auxiliary variables \(\psi\) are introduced. Each quadratic term \(\chi^2\) is linearized as (30)-(33):
\[ \chi = \chi_1 + \sum_{i=1}^{N} (\chi_{i+1} - \chi_i) \pi_i \quad (30) \]

\[ \chi_i \approx \chi_i^1 + \sum_{i=1}^{N} (\chi_{i+1}^1 - \chi_i^1) \pi_i \quad \text{for} \quad 0 \leq \pi_i \leq 1, \quad i = 1, 2, \ldots, N \quad (31) \]

\[ \pi_{i+1} \leq \psi_i \leq \pi_i, \quad \psi_i \in [0, 1], \quad i = 1, 2, \ldots, N - 1 \quad (32) \]

\[ \pi_{i+1} \leq \psi_i \leq \pi_i, \quad \psi_i \in [0, 1], \quad i = 1, 2, \ldots, N - 1 \quad (33) \]

The negative quadratic term is concave in the maximization problem, hence constraint (33) and the binary auxiliary variables \( \psi \) corresponding to the negative quadratic term in (29) can be eliminated to increase computation speed. We can select a larger \( N \) for the negative quadratic terms but a smaller \( N \) for the positive quadratic terms for better performance. The sub-problem (27) is linearized to a MILP and initializes the CCP algorithm. In addition, dual variables \( \omega^e_i \) are bounded with range \([-M, M]\) symmetrical about 0. Hence, we select \( N \) for \((\omega^e_i)^2\) as even numbers.

The CCP algorithm solves a sequence of quadratic programming (QP) problems as (34):

\[
\begin{align*}
\max_{\omega} & \quad \frac{1}{2} \sum_{i,j} \left( f(p_{i,j}^{\text{PP}}, \omega^e_i) - \tilde{g}(p_{i,j}^{\text{PP}}, \omega^e_i) \right) \\
\text{s.t.} & \quad G^t \omega \leq d \\
& \quad H^t u + R^t y \geq q \\
& \quad \omega \geq 0 \\
& \quad f(p_{i,j}^{\text{PP}}, \omega^e_i) = (p_{i,j}^{\text{PP}} + \omega^e_i)^2 \\
& \quad \tilde{g}(p_{i,j}^{\text{PP}}, \omega^e_i) = (p_{i,j}^{\text{PP}})^2 + (\omega^e_i)^2 + 2\omega^e_i (\omega^e_i - \omega^e_0) + 2p_{i,j}^{\text{PP}}(p_{i,j}^{\text{PP}} - p_{i,j}^{\text{IP}}) \\
\end{align*}
\]

Update the convex approximation \( \tilde{g}(p_{i,j}^{\text{PP}}, \omega^e_i) \) and solve (34) iteratively until the stop creation of CCP is satisfied to derive the heuristic optimal solution of the sub-problem. Then, add the column constraints (36) to the master problem:

\[
\begin{align*}
\eta^k \geq d^k \chi^k & \quad k = 1, 2, \ldots, l \\
\text{Ey} + Gx^k + Ju^k \geq p & \quad x^k \geq 0, k = 1, 2, \ldots, l \quad (36) \\
\end{align*}
\]

C. Summarization of Algorithm

In summary, the proposed two-stage RO model (20) is solved by the following steps.

- Step 1: initialize the bounds of the parameters of the aggregation model in (5). Set the upper bound value \( UB = 0 \), and set the iteration number \( l = 0 \).
- Step 2: solve the master problem (21) and derive the optimal solution \( y^* \).
- Step 3: solve the linearized sub-problem with fixed \( y^* \) to derive an initial point for CCP. Set the iteration number \( m = 0 \).
- Step 4: solve the convexified QP (34) and derive the optimal solution \( p_{i,j}^{\text{PP}}, \omega^e_i \) and the optimal value of the objective function \( \theta_m^* \).
- Step 5: if \( m = 0 \) or \( \theta_m^* - \theta_{m-1}^* > \epsilon_{\text{CCP}} \), let \( \theta_m = 0 \), \( \omega_{1,m}^e = \omega_{2,m}^e \) and convexify the problem according to (35), let \( m = m + 1 \) and go to Step 4. Otherwise, let \( p_{i,j}^{\text{PP}} = p_{i,j}^{\text{IP}} \) and go to Step 6.
- Step 6: update \( UB = \max \{ UB, \theta_m^* \} \). If \( UB \leq \epsilon \), where return \( y^* \) and terminate. Otherwise, calculate the column constraints according to (22)-(25). Create new variables \( x^k \) and add column constraints to the master problem according to (36), let \( l = l + 1 \) and go to Step 2.

The flow chart of the proposed algorithm is shown in Fig. 2.
The parameters of the test system are specified in [27]. The multi-energy load profiles are shown in Fig. 4. In this industrial park, the total electric load is larger than the installed generation capacity. Hence, the industrial park purchases power from the external grid. The weight factors are selected as Table I. The convergence tolerance ε is set to be $10^{-6}$. The number of segments of the convex quadratic terms and nonconvex quadratic terms are selected as 5 and 2.

### B. Simulation and Results

The simulation results are shown in Fig. 5, where the initial values of the aggregation parameters are in red lines and the final values are in blue lines. In the aggregation model, the trend of the upper power bound is similar to that of electric load. In addition, the heat and cooling power consumed by the multi-energy load can affect the upper power bound of the DIMS through the EB and the EC. The upper power bound is relatively higher at 08:00-16:00. The lower power bound almost remains unchanged over time because the fluctuation of the load profile can be offset by the PV cell. The upward and downward ramping rate of the aggregation model is 1.681 MW/h and 1.909 MW/h, respectively. The cost functions are shown in Fig. 6.

Figure 7 shows the additional flexibility brought by the coordination of the multi-energy flows inside the DIMS. The red lines indicate the power bounds, energy bounds, and ramping bounds when multi-energy conversion devices are operated according to the results of optimal day-ahead economic dispatching, which means only electric resources including distributed generators and batteries can adjust their operation according to the dispatching signals. Hence, the CHP, the GB, the EB, the AC, and the EC do not provide flexibility to the power system and operate as the baseline. In contrast, the blue lines represent the aggregation models with the coordination of multi-energy conversion devices, for example, the EB and the EC can be shut down when the power system deploys downward reserve requests. The heat and cooling energy are provided by the gas-fired devices when the EB and the EC are shut down. Hence, flexibility brought by the coordination of multi-energy conversion devices is exploited and the energy balance constraints (18) and (19) still hold. In addition, the coordination of multi-energy conversion devices decouples the electric and heat output of the CHP. The CHP can provide more downward reserve capacities to the power system. Similarly, the coordination of multi-energy flow, especially the quick ramping capability of the electric-driven devices, provides higher ramping rates.
The dynamic constraints (2) and (3) in the aggregation model can fully reflect the actual feasible region of the DIMS. The robust power bounds with and without dynamic constraints are shown in Fig. 8. If dynamic constraints are excluded, the power bounds become tighter and the flexibility of the DIMS is not fully characterized. In this test case, if we ignore the dynamic constraints but regard the blue line in Fig. 8 as the power bounds, the maximum total violation is 7.2 MWh. The relative error is about 15% between the dispatching signals.

The parameters of the weight coefficients in (4) can affect the aggregation model. We set $c^\text{upper min}_p$ to be 100 at 10:00-12:00, which suggests that the power system requires more downward reserve at the peak of the total load profile. The other weight coefficients remain unchanged as Table I. The aggregation results are shown in Fig. 9. The DIMS provides more downward flexibility at 10:00-12:00 by adjusting the charging plan of the battery. The battery is forced to be charged at 07:00-09:00. Hence, the stored energy in the battery can provide 0.33 MW additional downward reserve to the power system.

As shown in Fig. 10, the MEVPP with a GB has lower power bounds at 09:00-20:00 because the EB is forced to open at that period to provide heat energy. When the MEVPP is equipped with a GB, the CHP and the EB can adjust their operation plans to realize the dispatching signals from the power system. Although the GB does not produce electric energy, it can provide about 0.6 MW downward reserve capacity when the heating load is larger than the capacity of the EB.

**C. Calculation Efficiency**

In this subsection, we compare the calculation efficiency with the KKT-based algorithm [14] and the Gurobi 9.0.0 nonconvex solver [25]. The algorithm in [14] utilized KKT conditions to transform the sub-problem into a single problem, with $N_c$ additional complementary slackness constraints. $N_c$ is the number of constraints (8)-(19) in the sub-problem. In [19], the sub-problem was transformed into (27) and the KKT condition was utilized to separate the bilinear terms in the objective function, with $N_u$ additional complementary slackness constraints. $N_u$ is the number of constraints (1)-(3) in the uncertainty set. $N_c$ equals to 491 in the test system and $N_u$ equals to 142. Hence, we utilize the MILP formulation in [19] to test the efficiency of the KKT-based algorithm. The time limit for a sub-problem in each iteration is set to 3600 s.

In Table II, the problem is successfully solved by the pro-
posed algorithm in 512 s, 72.26 s of which is for solving the PWL form of the sub-problem, 108.73 s is for CCP algorithm calculation, 86.59 s is for solving the master problem and 244 s is for IO and model extraction. The total iteration number of the C&CG algorithm is 20. The KKT-based algorithm and the Gurobi nonconvex solver fail to solve the problem in the time limit. The KKT-based algorithm takes about 1 hour to solve the sub-problem in the first iteration and it exceeds the time limit. The Gurobi nonconvex solver can solve the first several sub-problem in 1 min but it fails to solve the sub-problem in the 4th iteration in 1 hour.

### TABLE II

| No. of iterations | PWL | CCP | Total       | PWL | CCP | Total       |
|-------------------|-----|-----|-------------|-----|-----|-------------|
| 1st iteration     | 0.25| 0.21| 0.56        | 3535.66 | 0.25 | 3535.66 |
| 2nd iteration     | 2.54| 0.73| 3.27        | 1939.09 | 0.73 | 1939.09 |
| 3rd iteration     | 6.44| 0.53| 6.97        | 831.67  | 0.53 | 831.67  |
| 4th iteration     | 5.80| 3.44| 9.24        | >3600   | >3600| >3600    |
| Total solution time | 512.00 | 3600 | >3600 |

The objective values of the last iteration of the sub-problem with different segments are shown in Table III, which indicates the proposed algorithm is satisfactory in calculation accuracy. The number of segments of the convex quadratic terms and nonconvex quadratic terms are selected as 5 and 2, respectively. The objective value of the sub-problem is $2 \times 10^{-11}$ and the algorithm terminates. If we increase the number of the segments, the objective value of the sub-problem increases and the worst-case scenario is added to the master problem to continue the iteration procedure. The selection of the number of the segments in Section III-B brings a maximum total deviation, 0.289 MWh, between the worst-case dispatching signals. The maximum relative deviation is 0.66%, which is acceptable in the day-ahead economic dispatching. Hence, the proposed algorithm is satisfactory in both precision and calculation speed.

### TABLE III

| Segments of the convex term | Segments of the nonconvex term | Solution time (s) | Objective value |
|----------------------------|---------------------------------|-------------------|-----------------|
| 5                          | 2                               | 5.56              | 2.0000×10^{-11} |
| 5                          | 4                               | 102.42            | 2.4087×10^{-1}  |
| 10                         | 2                               | 14.52             | 2.8905×10^{-1}  |
| 10000                      | 2                               | 9032.00           | 2.8905×10^{-1}  |

Gurobi (failed to converge in 20000 s) - 2.8905×10^{-1}*

Note: * represents the lower bound of the objective function when the solver terminates.

### D. Monte Carlo Simulation

In this subsection, the Monte Carlo simulation is conducted to test the feasibility of the proposed aggregation model. The optimal solution of the sub-problem corresponds to a vertex of the polyhedron uncertainty set, hence we generate 5000 samples on the vertexes of the aggregation model (1)-(3) to test the feasibility of the proposed model. The simulation results are shown in Fig. 11, where each sample is represented as a point.

The maximum total deviation is 0.289 MWh, which is the same as the result calculated in Section IV-C. The maximum relative total deviation from the dispatching order is 0.66% and the mean relative deviation is 0.028%. And 3386 samples of the dispatching signals can be realized by the DIMS without deviation. In addition, all calculated costs are higher than the actual costs, and the average difference between the calculated costs and the actual costs is 1798 CNY, about 3% of the total operation costs of the DIMS.

### V. Conclusion

In this paper, the aggregation model of a DIMS-based MEVPP is studied. Based on the two-stage RO, the feasible region of the DIMS is described by the power constraints, energy constraints, and ramping constraints, which can be directly incorporated into the economic dispatching model of the power system. The proposed robust aggregation model can guarantee that all dispatching signals which satisfy the three constraints can be realized by the DIMS. The two-stage RO problem is solved based on the C&CG algorithm. The dynamic constraints, including the energy constraints and ramping constraints, make the sub-problem of the C&CG algorithm time-consuming to be solved. A novel algorithm based on CCP is proposed and a PWL method based on the convexity of the objective function is proposed to find an initial point for the CCP. The proposed algorithm can solve the bilinear sub-problem on a polygon set efficiently and is satisfactory in terms of accuracy. In case studies, the aggregation of a real DIMS in Beijing could adjust its power consumption in about 2-5 MW, which provides flexibility to the power system. The maximum power deviation is lower than 0.66%, which is in an acceptable range for day-ahead economic dispatching.
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