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Abstract: A generalized structure that is capable of implementing power-law filters derived from 1st and 2nd-order mother filter functions is presented in this work. This is achieved thanks to the employment of Operational Transconductance Amplifiers (OTAs) as active elements, because of the electronic tuning capability of their transconductance parameter. Appropriate design examples are provided and the performance of the introduced structure is evaluated through simulation results using the Cadence Integrated Circuits (IC) design suite and Metal Oxide Semiconductor (MOS) transistors models available from the Austria Mikro Systeme (AMS) 0.35 µm Complementary Metal Oxide Semiconductor (CMOS) process.
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1. Introduction

The replacement of the Laplacian operator by its fractional-order counterpart (i.e., \( s \rightarrow s^\alpha \), where \( 0 < \alpha < 1 \)) has been broadly utilized for transposing integer-order transfer functions into the fractional-order domain [1]. Therefore, the rational approximation of the resulted fractional-order filter functions has gained a significant research interest [2–6].

The power-law filters constitute an alternative way for deriving fractional-order transfer functions, without employing the approximation of the fractional-order Laplacian operator. In particular, power-law filters are based on the employment of transfer functions, which are derived from their integer-order counterparts, raised to a non-integer exponent [7]. Accordingly, starting from an integer-order transfer function \( H_m(s) \), which will be denoted as the mother function hereinafter, the resulting power-law transfer function can be expressed by (1):

\[
H(s) = [H_m(s)]^\alpha ,
\]

where the magnitude and phase responses are related to those of the mother function as:

\[
|H(\omega)| = |H_m(\omega)|^\alpha ,
\]

\[
\angle H(\omega) = \alpha \cdot \angle H_m(\omega) ,
\]

The insertion of the non-integer exponent \( \alpha \) offers an additional degree of freedom, that allows precise adjustment of the filter’s characteristics, including the cutoff frequency and the slope of the transition from the passband to stopband. In particular, the derived frequency responses exhibit an attenuation gradient scaled by a factor equal to the order of the filter, compared to the corresponding response of the mother filter function [8–10].
The approximation of the power-law filter function $H(s)$ can be conducted in the following way: the frequency responses of (2a) and (2b) are initially obtained, and, afterward, they are approximated through appropriate magnitude and phase curve-fitting-based techniques [11,12]. The obtained functions have the form of rational integer-order transfer functions, which can be realized using multi-feedback structures, cascade connection, or sum of the intermediate filter functions. This has been followed in [7], where the Sanathanan–Koerner (SK) least-square iterative method has been employed for performing the curve-fitting approximation of both magnitude and phase frequency responses and the derived integer-order rational transfer functions have been realized by an operational amplifier (op-amp)-based Follow-the-Leader Feedback (FLF) structure. In [13], an optimization of power-law filter functions is performed for three different objective functions and 2nd-order mother filter functions. The presented implementation is based on the employment of Current-Feedback Operational Amplifiers (CFOAs) as active elements accompanied by resistors and capacitors.

The above implementations suffer from the absence of the adjustability of the filter characteristics, in the sense that the resistors and capacitors must be substituted by other ones with different values for each type and order of the desirable transfer function.

To overcome this obstacle, a novel configuration is presented in this work, where OTAs have been employed as active elements for implementing the required integration stages in the Inverse Follow-the-Leader Feedback (IFLF) structure, which implements the integer-order rational transfer functions derived through the utilization of the SK curve-fitting-based method. Owing to the small-signal nature of the transconductance parameter of the OTAs, the time constants of the integration stages, as well as the scaling factors of the summation stages, become electronically adjustable, making the structure versatile with regards to the implementation of power-law filters. The idea of electronic tuning using OTA-C structures with IFLF configuration is not new, it has been successfully applied in fractional-order filter design [14].

The paper is organized as follows: a brief description of the behavior of power-law filters is given in Section 2, while their approximation is discussed in Section 3. The proposed implementation is presented in Section 4, while the derived post-layout simulation results are presented in Section 5.

2. Power-Law Filters

2.1. Power-Law Filters Derived from 1st-Order Mother Functions

The transfer function of a power-law Low-Pass (LP) filter, derived from a 1st-order mother function with pole $\omega_0$, is given by:

$$H_{LP}(s) = \left(\frac{\omega_0}{s + \omega_0}\right)^\alpha,$$

with $0 < \alpha < 1$ being the order of the filter. Substituting variable $s$ with $j\omega$, the derived expressions of the magnitude and phase frequency responses are given by the following expressions:

$$|H_{LP}(\omega)| = \frac{1}{\left[1 + \left(\frac{\omega}{\omega_0}\right)^2\right]^{\alpha/2}},$$

$$\angle H_{LP}(\omega) = -\alpha \cdot \tan^{-1}\left(\frac{\omega}{\omega_0}\right).$$

Using (4a) and (4b), the half-power frequency and the phase at this frequency are calculated by the formulas in (5a) and (5b), respectively.

$$\omega_{h,LP} = \omega_0 \cdot \sqrt{2^{1/\alpha} - 1},$$

$$\angle H_{LP}(\omega_{h,LP}) = -\alpha \cdot \tan^{-1}\left(\sqrt{2^{1/\alpha} - 1}\right).$$
The corresponding expressions of a high-pass (HP) filter are given by (6)–(8b).

\[ H_{HP}(s) = \left( \frac{s}{s + \omega_0} \right)^{\alpha} \]  
(6)

\[ |H_{HP}(\omega)| = \left( \frac{\omega}{\omega_0} \right)^{\alpha} \left[ \left( \frac{\omega}{\omega_0} \right)^2 + 1 \right]^{\alpha/2} \]  
(7a)

\[ \angle H_{HP}(\omega) = \alpha \cdot \left[ \frac{\pi}{2} - \tan^{-1}\left( \frac{\omega}{\omega_0} \right) \right]. \]  
(7b)

\[ \omega_{h,HP} = \frac{\omega_0}{\sqrt{2^{1/\alpha} - 1}} \]  
(8a)

\[ \angle H_{HP}(\omega_{h,HP}) = \alpha \cdot \left[ \frac{\pi}{2} - \tan^{-1}\left( \frac{1}{\sqrt{2^{1/\alpha} - 1}} \right) \right]. \]  
(8b)

The slope of the stopband attenuation for these types of power-law filters is \( \mp 20 \cdot \alpha \text{ dB/dec} \); they also have the same pole frequency \( \omega_0 \). Considering (5a) and (8a), it is derived that the half-power frequencies of the low-pass and high-pass filters are located in equal logarithmic distance around the pole frequency, i.e., \( \sqrt{\omega_{h,LP} \cdot \omega_{h,HP}} = \omega_0 \) [7].

From the expressions in (9) and (8a), it is obvious that the half-power frequency is not equal to the pole frequency. More specifically, \( \omega_{h,LP} > \omega_0 \) and \( \omega_{h,HP} < \omega_0 \) and exact location depends on the order of the filter. This situation is similar to that observed in the case of fractional-order filters, where the corresponding expressions are the following:

\[ \omega_{h,FO,LP/HP} = \omega_0 \cdot \left[ \sqrt{1 + \cos^2 \left( \frac{\alpha \pi}{2} \right)} \mp \cos \left( \frac{\alpha \pi}{2} \right) \right]^{1/\alpha}, \]  
(9)

The main difference is that in fractional-order filters the opposite conditions are valid: \( \omega_{h,FO,LP} < \omega_0 \) and \( \omega_{h,FO,HP} > \omega_0 \), making power-law filters more preferable in the case that the cutoff frequency of the low-pass filter must be greater than the pole frequency or the cutoff frequency of the high-pass filter must be smaller than the pole frequency.

It must be mentioned at this point that for \( 1 < \alpha < 2 \) the locations of the half-power frequencies with regards to the pole frequency are interchanged for the low and high-pass filters and this is easily derived by analyzing the transfer functions in (3) or (6) as products of a power-law term of order \( (1 - \alpha) \) and an integer-order term.

2.2. Power-Law Filters Derived from 2nd-Order Mother Functions

Let us consider as mother function a 2nd-order LP filter function, then its power-law filter counterpart will be described by:

\[ H_{LP}(s) = \left( \frac{s^2 + \omega_0^2}{s^2 + \left( \frac{\omega_0}{\sqrt{Q}} \right)^2 \cdot s + \omega_0^2} \right)^{\alpha}, \]  
(10)

with \( \omega_0 \) and \( Q \) being the pole frequency and the quality factor, respectively.

The magnitude and phase responses are given by:

\[ |H_{LP}(\omega)| = \frac{1}{\left[ 1 + \left( \frac{\omega}{\omega_0} \right)^4 + \left( \frac{\omega}{\omega_0} \right)^2 \cdot \left( \frac{1}{\sqrt{Q}} - 2 \right) \right]^{\alpha/2}}. \]  
(11a)
\[ \angle H_{LP}(\omega) = -\alpha \cdot \tan^{-1} \left[ \frac{\left( \frac{\omega}{\omega_0} \right) \cdot \frac{1}{Q}}{1 - \left( \frac{\omega}{\omega_0} \right)^2} \right]. \]  

(11b)

The corresponding expressions in the case of an HP filter derived from a 2nd-order mother function are given by:

\[ H_{HP}(\omega) = \frac{s^2}{s^2 + \left( \frac{\omega_0}{Q} \right) \cdot s + \omega_0^2} \]  

(12)

\[ |H_{HP}(\omega)| = \frac{\left( \frac{\omega}{\omega_0} \right)^{2\alpha}}{1 + \left( \frac{\omega}{\omega_0} \right)^4 \cdot \left( \frac{1}{Q^2} - 2 \right)^{\alpha/2}}, \]  

(13a)

\[ \angle H_{HP}(\omega) = \alpha \cdot \left\{ \frac{\pi}{2} - \tan^{-1} \left[ \frac{\left( \frac{\omega}{\omega_0} \right) \cdot \frac{1}{Q}}{1 - \left( \frac{\omega}{\omega_0} \right)^2} \right] \right\}. \]  

(13b)

The slope of the stopband attenuation for these types of power-law filters is \( \mp 40 \cdot \alpha \) dB/dec, while their cutoff frequencies, calculated considering a 3 dB drop from the maximum value of the gain in (11a) and (13a), respectively, are also located at symmetrical positions around the pole frequency.

In the case of a 2nd-order band-pass (BP) mother filter function, the derived expressions of the transfer function, as well as of frequency responses, are described by:

\[ H_{BP}(s) = \left[ \frac{s^2}{s^2 + \left( \frac{\omega_0}{Q} \right) \cdot s + \omega_0^2} \right]^\alpha, \]  

(14)

\[ |H_{BP}(\omega)| = \frac{1}{Q^\alpha} \cdot \frac{\left( \frac{\omega}{\omega_0} \right)^{\alpha}}{1 + \left( \frac{\omega}{\omega_0} \right)^4 \cdot \left( \frac{1}{Q^2} - 2 \right)^{\alpha/2}}, \]  

(15a)

\[ \angle H_{BP}(\omega) = \alpha \cdot \left\{ \frac{\pi}{2} - \tan^{-1} \left[ \frac{\left( \frac{\omega}{\omega_0} \right) \cdot \frac{1}{Q}}{1 - \left( \frac{\omega}{\omega_0} \right)^2} \right] \right\}. \]  

(15b)

For a band-stop (BS) mother filter, the corresponding expressions are provided by:

\[ H_{BS}(s) = \left[ \frac{s^2 + \omega_0^2}{s^2 + \left( \frac{\omega_0}{Q} \right) \cdot s + \omega_0^2} \right]^\alpha, \]  

(16)

\[ |H_{BS}(\omega)| = \frac{1}{Q^\alpha} \cdot \frac{\left( \frac{\omega}{\omega_0} \right)^{\alpha}}{1 + \left( \frac{\omega}{\omega_0} \right)^4 \cdot \left( \frac{1}{Q^2} - 2 \right)^{\alpha/2}}, \]  

(17a)

\[ \angle H_{BS}(\omega) = -\alpha \cdot \tan^{-1} \left[ \frac{\left( \frac{\omega}{\omega_0} \right) \cdot \frac{1}{Q}}{1 - \left( \frac{\omega}{\omega_0} \right)^2} \right]. \]  

(17b)

In both BP and BS power-law filters, the peak frequency is equal to the pole frequency, i.e., \( \omega_{\text{peak}} = \omega_0 \), independent from the order of the filter. The last one controls only the
slopes of the transition bands, as they are given by the formula \( \mp 40 \cdot \alpha \) dB/dec. This affects the lower \((\omega_{h1})\) and upper \((\omega_{h2})\) half-power frequencies, which are still located in symmetrical locations around the peak frequency. From all the above, it is obvious that the bandwidth of the filter can be adjusted through the order without disturbing the peak frequency and the maximum gain of the filter. In the case of the fractional-order filters, changes of the order affect both peak frequency and the maximum gain of the filter. Consequently, only power-law filters offer orthogonal dependence between the quality factor and the other filter characteristics (i.e., peak frequency and maximum gain) [7,15].

3. Approximation of Power-Law Filters’ Functions

The transfer functions of the previous section cannot be directly implemented, due to the non-integer power \( \alpha \) that appears in both numerator and denominator. Conventional approximation methods, such as Oustaloup, Matsuda, or Continued Fraction Expansion are not suitable in the current problem, since these tools are able to approach the fractional-order Laplace operator \( s^\alpha \) [16–20]. Therefore, the following general methods will be considered: (a) curve fitting of the power-law function frequency response data, and (b) asymptotic of the power-law function using the Padé approximation tool.

The curve-fitting-based methods perform transfer-function estimation and are based on the following steps [7,11,12]:

(a) Obtain the frequency-response data of the mother function within the desired frequency range using MATLAB `freqresp` function, then raise the obtained response to the power \( \alpha \) for deriving the final response,
(b) Obtain the data of the final response using the MATLAB function `frd`,
(c) Choose the desired value of the approximation order (which will be the order of the derived approximate integer-order transfer function).

At this point, three options are available:

(a) to obtain the state-space model of the data using the command `fitfrd`, which is based on the Sanathan–Koerner (SK) least square iterative method, and then to convert this model to a transfer function using the command `ss2tf`,
(b) to directly obtain the transfer-function model of the data, using the `tfest` function,
(c) to directly obtain the transfer-function model of the data, using the `invfreqs` function.

Meanwhile, the Padé approximation method is actually a generalization of the asymptotic Taylor expansion, and is able to extract the information from power series expansions with only a few known terms [21–23]. The main advantage of the Padé form is the convergence acceleration, which leads to an efficient approximation even outside a power series expansion’s radius of convergence. The MATLAB software and specialized Symbolic Math Toolbox™ function `pade` can be used to obtain this approximation. The input data include the expansion point (which is the specific frequency value \( \omega_{pade} \) around which the approximation is performed), and the order of approximation \([m / n]\) (where \( m \) is the number of zeros and \( n \) the number of poles).

All the above methods lead to a common expression of the derived integer-order rational approximate function, which is described by:

\[
H_{\text{approx}}(s) = \frac{B_m s^m + B_{m-1}s^{m-1} + \ldots + B_1 s + B_0}{s^n + A_{n-1}s^{n-1} + \ldots + A_1 s + A_0},
\]  

where \( A_i, (i = 0, 1, \ldots, n-1) \) and \( B_j, (j = 0, 1, \ldots, m) \) are real coefficients.

Therefore, in order to demonstrate which of the above approximation methods is the most appropriate one, let us consider, for instance, the case of a power-law LP filter with \( \alpha = 0.3 \), derived from a 1st-order mother function. A 4th-order approximation is considered.
in the range \([10^{-2}, 10^{+2}] \text{ rad/s}\). The derived approximate transfer functions are given by the following expressions:

\[
H_{\text{fitfrd}}(s) = \frac{0.1568s^4 + 28.89s^3 + 638.2s^2 + 2945s + 3066}{s^4 + 88.25s^3 + 1202s^2 + 3864s + 3066}, \quad (19a)
\]

\[
H_{\text{tfest}}(s) = \frac{0.1417s^4 + 37.76s^3 + 1279s^2 + 8589s + 1.147 \cdot 10^4}{s^4 + 130.7s^3 + 2705s^2 + 1.2 \cdot 10^4s + 1.147 \cdot 10^4}, \quad (19b)
\]

\[
H_{\text{invfreqs}}(s) = \frac{0.1168s^4 + 61.27s^3 + 4630s^2 + 7.106 \cdot 10^4s + 1.749 \cdot 10^5}{s^4 + 266.2s^3 + 1.251 \cdot 10^4s^2 + 1.189 \cdot 10^5s + 1.755 \cdot 10^5}, \quad (19c)
\]

\[
H_{\text{pade}}(s) = \frac{0.2276s^4 + 12.09s^3 + 100.1s^2 + 238.7s + 163.5}{s^4 + 26.77s^3 + 154.5s^2 + 287.8s + 163.5}. \quad (19d)
\]

The magnitude and phase responses of (19a)–(19d) are shown in Figure 1, respectively, along with the corresponding ideal ones. The corresponding error plots are depicted in Figure 2, where it is obtained that the Padé approximation and \text{invfreqs} function approximation present significant errors. Additionally, the \text{tfest} function approximation provides larger error than that of the \text{fitfrd} function approximation. More specifically, the \text{tfest} function approximation has a constant low error percentage, while the \text{fitfrd} function approximation has a slightly larger error only in high frequencies, but it also provides an almost perfect response at the low and mid frequencies. Thus, the \text{fitfrd} function approximation provides the smallest deviation from the ideal responses and, therefore, it will be applied in the next section for the implementation of the power-law filters. It must be mentioned at this point that optimization techniques [13] can distinctly outperform the Sanathanan–Koerner (SK) method based solution based on the magnitude and phase error metrics.

**Figure 1.** Frequency responses of the (a) gain and (b) phase of an approximate LP filter with \(\alpha = 0.3\), using a 4th-order approximation.
4. Proposed Electronically Tunable Scheme for Realizing all Possible Filter Functions

4.1. Transfer Functions of Filters Derived from 1st-Order Mother Functions

Following the main derivation of the previous section about the employed approximation tool, the transfer functions which approximate the low-pass filters, described by (3) for \( \omega_0 = 1 \text{ rad/s} \), in the range \([10^{-2}, 10^{+2}]\) rad/s for orders \([0.3, 0.5, 0.7]\), are given by (22a)–(22c) in the case of LP filters, HP filters, by (24a)–(24c) for BP filters, and by (25a)–(25c) for BS filters, as:

\[
H_{LP,03}(s) = \frac{0.1568s^4 + 28.89s^3 + 638.2s^2 + 2945s + 3066}{s^4 + 88.25s^3 + 1202s^2 + 3864s + 3066}, \quad (20a)
\]

\[
H_{LP,05}(s) = \frac{0.0438s^4 + 10.72s^3 + 262.3s^2 + 1298s + 1435}{s^4 + 66.8s^3 + 733.4s^2 + 2016s + 1435}, \quad (20b)
\]

\[
H_{LP,07}(s) = \frac{0.0106s^4 + 4.098s^3 + 112.8s^2 + 600.4s + 704.2}{s^4 + 51.23s^3 + 459.5s^2 + 1093s + 704.2}. \quad (20c)
\]

In the case of the 1st-order high-pass mother function, described by (6), the corresponding approximate transfer functions are provided in:

\[
H_{HP,03}(s) = \frac{0.9605s^4 + 0.2082s^3 + 0.009421s + 5.144 \cdot 10^{-5}}{s^4 + 1.26s^3 + 0.3922s + 0.0003261}, \quad (21a)
\]

\[
H_{HP,05}(s) = \frac{0.0496s^4 + 0.1828s^3 + 0.00747 + 3.053 \cdot 10^{-5}}{s^4 + 1.405s^3 + 0.511s^2 + 0.04655s + 0.0005969}, \quad (21b)
\]

\[
H_{HP,07}(s) = \frac{0.8526s^4 + 0.1601s^3 + 0.00582s + 1.505 \cdot 10^{-5}}{s^4 + 1.552s^3 + 0.6525s^2 + 0.07276s + 0.00142}. \quad (21c)
\]

4.2. Transfer Functions of Filters Derived from 2nd-Order Mother Functions

Considering 2nd-order mother functions with \( \omega_0 = 1 \text{ rad/s} \) and \( Q = 1 \), the approximate transfer functions, for orders \([0.3,0.5,0.7]\) are given by (22a)–(22c) in the case of LP filter, by (23a)–(23c) for HP filters, by (24a)–(24c) for BP filters, and by (25a)–(25c) for BS filters, as:

\[
H_{LP,03}(s) = \frac{0.03255s^4 + 4.863s^3 + 48.35s^2 + 81.03s + 65.05}{s^4 + 25s^3 + 85.6s^2 + 100.4s + 65.06}, \quad (22a)
\]

\[
H_{LP,05}(s) = \frac{1.59 \cdot 10^{-5}s^4 + s^3 + 2.528s^2 + 2.619s + 1.136}{s^4 + 3.026s^3 + 4.266s^2 + 3.187s + 1.136}, \quad (22b)
\]

\[
H_{LP,07}(s) = \frac{-0.002071s^4 + 0.2282s^3 + 3.868s^2 + 7.942s + 4.775}{s^4 + 6.974s^3 + 12.23s^2 + 11.29s + 4.775}. \quad (22c)
\]
4.3. OTA-C Controllable Structure for Approximating the Behavior of Power-Law Filters

As the transfer functions in Sections 4.1 and 4.2 have the same form, their implementation can be performed through the employment of conventional integer-order techniques. An efficient realization option is described by the Functional Block Diagram (FBD) in Figure 3a, which represents an IFLF structure. The associated transfer function is given by:

\[
H_{IFL}(s) = \frac{K_4 \cdot s^4 + \left( \frac{K_2}{\tau_1} \right) \cdot s^3 + \left( \frac{K_2}{\tau_1} \right) \cdot s^2 + \left( \frac{K_2}{\tau_1} \right) \cdot s + \frac{K_3}{\tau_1 \tau_2 \tau_3 \tau_4}}{s^4 + \left( \frac{1}{\tau_1} \right) \cdot s^3 + \left( \frac{1}{\tau_1} \right) \cdot s^2 + \left( \frac{1}{\tau_1} \right) \cdot s + \frac{1}{\tau_1 \tau_2 \tau_3 \tau_4}}. \tag{26}
\]

The employment of OTAs as active elements for realizing (26) offers the advantages of higher frequency ranges and simpler tuning than those offered by the corresponding RC implementations where active elements such as op-amps, CFOAs, etc., are utilized. These are originated from the fact that OTAs do not require frequency compensation due to their simple structures and from the employment of the electronically controlled transconductance parameter, respectively. In addition, the OTA-C filter structures have capability of monolithic implementation, reducing the cost of mixed-signal systems. On the other hand, the effect of parasitics, the changes of transconductance with frequency variations, and the reduction of linearity which originated from the small-signal nature of the transconductance are the drawbacks of the employment of these active elements [24]. The OTA-C implementation of (26) is depicted in Figure 3b, where the realized time constants are given by:

\[
\tau_j = \frac{C_j}{g_{mj}}, \quad j = 1, \ldots, 4. \tag{27}
\]
The calculation of the values of coefficients $K_i$, ($i = 0, 1, \ldots, 4$), and $\tau_j$, ($j = 1, 2, \ldots, 4$), are calculated equating the coefficients of both numerator and denominator in (20a)–(25c) with those of (26).

In cases where orders $1 < a < 2$ are required, this can be implemented by cascading the structure in Figure 3b and one of the stages that implement the corresponding mother filter function. In order to facilitate the reader, the 1st-order OTA-C LP and HP mother filter structures are depicted in Figure 4, while the corresponding 2nd-order OTA-C LP, HP, BP, and BS mother filter implementations are provided in Figure 5 [25].

This can be further generalized, in the sense that an $(n + a)$-order power-law filter, where $n$ is an integer and $0 < a < 1$, can be implemented through the cascade connection of $n$ mother filter stages with the filter in Figure 3b, which implements the decimal part of the order.
Figure 5. OTA-C realization of a 2nd-order (a) LP, (b) HP, (c) BP and (d) BS filter.

5. Simulation Results

The performance of the proposed implementation of a generalized power-law filter will be evaluated in Cadence IC design suite, using the design kit provided by the Austria Mikro Systeme (AMS) CMOS 0.35 µm process. The OTA-based structure, employed in simulations, is depicted in Figure 6 [26], while the MOS transistors aspect ratios for \( V_{DD} = -V_{SS} = 0.75 \text{ V} \) are summarized in Table 1. The provided electronic tunability is originated from the transconductance of the OTA which is given by the following expression:

\[
g_m = \frac{5I_B}{9nV_T},
\]

with \( n \) being the slope factor of a MOS transistor in sub-threshold region (1 < \( n \) < 2), \( V_T \) being the thermal voltage (26 mV at 27 °C), and \( I_B \) being the DC bias current, making the time constants in (27), as well as the required scaling factors, electronically adjustable. The layout design of the active core is provided in Figure 7.

Table 1. MOS transistors aspect ratios of the OTA structure in Figure 6.

| Transistors       | Aspect Ratio   |
|-------------------|----------------|
| \( M_{b1}-M_{b3} \) | 4.4 µm / 5 µm  |
| \( M_{p1}-M_{p2} \) | 0.5 µm / 1.5 µm |
| \( M_{n1}-M_{n2} \) | 1.1 µm / 1.5 µm |
| \( M_{n3}-M_{n4} \) | 5.5 µm / 1.5 µm |
5.1. Results of Filters Derived from 1st-Order Mother Functions

Equating the coefficients of (20a)–(21c) with the ones of (26), the calculated values of the scaling factors $K_i (i = 0, 1, \ldots, 5)$ are summarized in Table 2. Assuming a minimum bias current equal to $I_B = 50$ pA, for avoiding problems related to leakage currents, then using (28) the resulting values of transconductances associated with the integration and summation stages are also given in the same Table. The values of capacitances can be easily calculated using (27), with the values of time constants being available through the expressions of the coefficients in (20a)–(21c).
Table 2. Parameters of the filter structure in Figure 3, for implementing various orders derived from 1st-order mother functions.

| Parameter   | 0.3 | 0.5  | 0.7   | 0.3 | 0.5  | 0.7   |
|-------------|-----|------|-------|-----|------|-------|
| \(K_0\)     | 1   | 1    | 1     | 0.1568 | 0.0438 | 0.0106 |
| \(K_1\)     | 0.7621 | 0.6442 | 0.5492 | 0.3273 | 0.1605 | 0.08  |
| \(K_2\)     | 0.5308 | 0.3577 | 0.2454 | 0.5308 | 0.3577 | 0.2454 |
| \(K_3\)     | 0.3273 | 0.1605 | 0.08   | 0.7621 | 0.6442 | 0.5492 |
| \(K_4\)     | 0.1568 | 0.0438 | 0.0106 | 1    | 1    | 1     |
| \(g_{m0}(\text{nS})\) | 6.65 | 23.82 | 98.46 | 1.04 | 1.04 | 1.04 |
| \(g_{m1}(\text{nS})\) | 3.19 | 6.5  | 13.04 | 1.37 | 1.62 | 1.9   |
| \(g_{m2}(\text{nS})\) | 1.97 | 2.92 | 4.25 | 1.97 | 2.92 | 4.25 |
| \(g_{m3}(\text{nS})\) | 1.37 | 1.62 | 1.9  | 3.19 | 6.5  | 13.04 |
| \(g_{m4}(\text{nS})\) | 1.04 | 1.04 | 1.04 | 6.65 | 23.82 | 98.46 |

The obtained post-layout frequency responses of orders \{0.3, 0.5, 0.7, 1.3, 1.5, 1.7, 2.3, 2.5, 2.7\} are provided in the plots of Figure 8. It must be mentioned at this point that the orders greater than one have been implemented using the building blocks of Figure 4 with \(\omega_0 = 1\ \text{rad/s}\). The critical performance factors, summarized in Table 3, confirm the accurate operation of the proposed scheme. With regards to the time-domain behavior of the presented filters, the output voltage waveform along with the associated input waveform of an LP filter of order equal to 0.5, stimulated by a 20 mV, 0.1 Hz sinusoidal input, are depicted in Figure 9. The measured values of gain and phase difference were 0.923, \(-15.54^\circ\), close to the theoretically predicted values 0.92 and \(-15.6^\circ\).

![Frequency response plots for LP and HP filters](image)

**Figure 8.** Post-layout simulation responses of (a) LP and (b) HP power-law filters, derived from 1st-order mother functions (the ideal ones are provided by dashed lines).

Considering LP filters of order \{0.5, 1.5, 2.5\}, the corresponding values of power dissipation were 14.077 nW, 14.308 nW, and 14.541 nW. With regards to the linear performance of these filters, a 1% Total Harmonic Distortion (THD) has been observed at levels 26.28 mV, 27.5 mV, and 29.3 mV, respectively. The Root Mean Square (RMS) values of the input referred noise, integrated within the pass band, have been measured as 0.326 nV, 0.349 nV, and 0.421 nV for the considered orders. Consequently, the predicted values of the dynamic range (DR) will be 155.1 dB, 154.9 dB, and 153.8 dB, respectively.
Table 3. Frequency characteristics of the filters responses in Figure 8, along with the theoretical values given between parentheses.

| Order | LP Filter $\omega_h$ (rad/s) | HP Filter $\omega_h$ (rad/s) | LP Filter phase@$\omega_h$ ($^\circ$) | HP Filter phase@$\omega_h$ ($^\circ$) |
|-------|-----------------------------|-----------------------------|---------------------------------|---------------------------------|
| 0.3   | 2.99 (3.01)                | 0.30 (0.33)                | $-21.41$ ($-21.49$)           | $21.46$ ($21.49$)            |
| 0.5   | 1.73 (1.73)                | 0.54 (0.58)                | $-29.84$ ($-30$)              | $29.66$ (30)                |
| 0.7   | 1.3 (1.3)                  | 0.73 (0.77)                | $-36.2$ ($-36.71$)           | $36.1$ (36.71)              |
| 1.3   | 0.84 (0.84)                | 1.18 (1.19)                | $-51.88$ ($-52.01$)          | $51.36$ (52.01)           |
| 1.5   | 0.77 (0.77)                | 1.29 (1.3)                 | $-56.06$ ($-56.2$)           | $55.5$ (56.2)              |
| 1.7   | 0.71 (0.71)                | 1.4 (1.41)                 | $-59.96$ ($-60.11$)          | $59.32$ (60.11)           |
| 2.3   | 0.59 (0.59)                | 1.68 (1.69)                | $-70.42$ ($-70.5$)          | $69.78$ (70.5)             |
| 2.5   | 0.57 (0.57)                | 1.76 (1.77)                | $-73.6$ ($-73.7$)           | $72.87$ (73.7)            |
| 2.7   | 0.54 (0.54)                | 1.84 (1.85)                | $-76.6$ ($-76.7$)           | $75.82$ (76.7)            |

Figure 9. Input and output waveforms of a LP filter ($\alpha = 0.5$), derived from a 1st-order mother function, stimulated by a 0.1 Hz, 20 mV signal.

The sensitivity performance of the filters has been evaluated using the Monte-Carlo analysis tool, for $N = 500$ runs. Indicatively, the results for the characteristic half-power frequency and the phase at this frequency, in the case of the low-pass filter of order $\alpha = 0.7$, are depicted in Figure 10. In particular, for the half-power frequency the standard deviation is equal to 0.028 rad/s with a mean value equal to 1.284 rad/s, while for the phase at the half-power frequency the standard deviation is equal to 0.41$^\circ$ with a mean value equal to $-36.2^\circ$.

Figure 10. Monte-Carlo analysis results of the (a) half-power frequency and (b) phase at half-power frequency in the case of a LP filter of order $\alpha = 0.7$, derived from 1st-order mother function.

5.2. Results of Filters Derived from 2nd-Order Mother Functions

Following a similar procedure as in the previous sub-section and considering 2nd-order mother functions with $\omega_0 = 1$ rad/s and $Q = 1$, the design parameters of LP, HP, BP, and BS filters are summarized in Tables 4 and 5. The corresponding post-layout frequency responses alongside the most important performance factors are provided in Figures 11 and 12 and Tables 6 and 7, respectively. The LP and HP filter responses have
been shifted to $\omega_0 = 100\, \text{rad/s}$, and from the provided plots it is evident the deviation from the ideal responses in the relatively high frequencies, caused by the MOS transistor performance degradation as they are biased in the sub-threshold region. The bandwidth of the BP and BS filters is defined as $BW \equiv \omega_{h,l} - \omega_{h,u}$, with $\omega_{h,l}$ and $\omega_{h,u}$ being the low and high half-power frequencies, respectively, while the quality ($Q$) factor is given by the expression: $Q = \frac{\omega_{\text{peak}}}{BW}$. The input and output voltage waveforms of a LP filter ($\alpha = 0.5$) stimulated by a 20 mV, 10 Hz sinusoidal input are provided in Figure 13. According to these plots, the gain is equal to 1.06, while the phase difference is $-23.81^\circ$. As the corresponding theoretically predicted values are 1.07 and $-23.99^\circ$, the accurate operation of the filters from the time-domain point of view is also verified.

The values of the power dissipation, in the case of LP filters of order {0.5, 1.5, 2.5}, were 2.985 nW, 3.45 nW, and 3.913 nW, respectively. The levels of the input signal, where 1% THD has been measured were 27.6 mV, 22.6 mV, and 21.2 mV, respectively. The integrated noise RMS values were 12.95 nV, 10.58 nV, and 10.60 nV and, therefore, the predicted values of the DR will be 123.6 dB for orders {0.5, 1.5}, and 123 dB for order 2.5.

**Table 4.** Values of scaling factors and transconductances for realizing LP and HP power-law filters derived from 2nd-order mother functions.

| Parameter | LP Filter | HP Filter |
|-----------|-----------|-----------|
| $K_0$     | 1         | 0.0326    | 1.59 $\times 10^{-5}$ |
| $K_1$     | 0.8067    | 0.3162    | 0.5648 |
| $K_2$     | 0.5648    | 0.5927    | 0.5648 |
| $K_3$     | 0.1945    | 0.3303    | 0.8067 |
| $K_4$     | 0.0326    | 1.59 $\times 10^{-5}$ | 1 |
| $g_m0$(nS) | 32.05    | 65638     | 503.88 |
| $g_m1$(nS) | 5.36      | 3.16      | 1.29 |
| $g_m2$(nS) | 1.85  | 1.76      | 1.85 |
| $g_m3$(nS) | 1.29      | 1.27      | 1.48 |
| $g_m4$(nS) | 1.04      | 1.04      | 32.05 |

**Table 5.** Values of scaling factors and transconductances for realizing BP and BS power-law filters derived from 2nd-order mother functions.

| Parameter | BP Filter | BS Filter |
|-----------|-----------|-----------|
| $K_0$     | 0.2162    | 0.0769    | 0.0241 |
| $K_1$     | 0.5275    | 0.3636    | 0.2584 |
| $K_2$     | 0.95      | 0.9063    | 0.8462 |
| $K_3$     | 0.5275    | 0.3636    | 0.2584 |
| $K_4$     | 0.2162    | 0.0769    | 0.0241 |
| $g_m0$(nS) | 4.83      | 13.57     | 43.24 |
| $g_m1$(nS) | 1.98      | 2.87      | 4.04 |
| $g_m2$(nS) | 1.1       | 1.15      | 1.23 |
| $g_m3$(nS) | 1.98      | 2.87      | 4.04 |
| $g_m4$(nS) | 4.83      | 13.57     | 43.24 |
Figure 11. Post-layout simulation responses of (a) LP and (b) HP power-law filters derived from 2nd-order mother functions. (with the ideal ones are provided by dashed lines).

Figure 12. Post-layout simulation responses of (a) BP and (b) BS power-law filters derived from 2nd-order mother functions (the ideal ones are provided by dashed lines).

Table 6. Frequency characteristics of the LP and HP filters responses in Figure 11, along with the theoretical values given between parentheses.

| Order | LP Filter $\omega_h$ (rad/s) | HP Filter $\omega_h$ (rad/s) | LP Filter phase@$\omega_h$ (°) | HP Filter phase@$\omega_h$ (°) |
|-------|------------------------------|-----------------------------|------------------------------|------------------------------|
| 0.3   | 185 (189)                    | 52 (53)                     | $-42.86$ (-43.07)            | 42.12 (43.07)                |
| 0.5   | 153 (152)                    | 65 (66)                     | $-65.9$ (-65.32)            | 65.39 (65.32)                |
| 0.7   | 137 (138)                    | 73 (74)                     | $-86.39$ (-86.11)          | 81.1 (86.11)                 |
| 1.3   | 121 (121)                    | 82 (82)                     | $-144.5$ (-144.4)         | 142.3 (144.4)                |
| 1.5   | 119 (118)                    | 83 (83)                     | $-163.5$ (-163)            | 162.3 (163)                  |
| 1.7   | 116 (118)                    | 86 (85)                     | $-182.3$ (-183.5)         | 175.8 (183.5)                |
| 2.3   | 112 (113)                    | 88 (88)                     | $-237.3$ (-241.7)        | 233.9 (241.7)                |
| 2.5   | 111 (111)                    | 89 (89)                     | $-255.7$ (-255.5)         | 253.4 (255.5)                |
| 2.7   | 110 (107)                    | 90 (90)                     | $-272.8$ (-267.6)        | 266.22 (267.6)               |

The statistical plots in the case of a BP filter of order $\alpha = 0.7$ are shown in Figure 14, and the derived values of the standard deviation of the bandwidth of the filters are equal to 0.028 rad/s with a mean value being 1.37 rad/s, while for the Q factor the standard deviation is equal to 0.015 with a mean value equal to 0.73.
Table 7. Frequency characteristics of the BP and BS filters responses in Figure 12, along with the theoretical values given between parentheses.

| Order | BP Filter | BS Filter | BP Filter | BS Filter | BP Filter | BS Filter |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|
|       | $\omega_{\text{peak}}$ (rad/s) | Bandwidth (rad/s) | $Q$ Factor (rad/s) | $\omega_{\text{peak}}$ (rad/s) | Bandwidth (rad/s) | $Q$ Factor (rad/s) |
| 0.3   | 0.99 (1)  | 0.97 (1)  | 3.03 (3.03) | 0.34 (0.33) | 0.33 (0.33) | 2.94 (3.01) |
| 0.5   | 0.99 (1)  | 0.97 (1)  | 1.82 (1.74) | 0.63 (0.58) | 0.55 (0.57) | 1.59 (1.73) |
| 0.7   | 0.99 (1)  | 0.97 (1)  | 1.37 (1.31) | 0.81 (0.77) | 0.73 (0.76) | 1.23 (1.3) |
| 1.3   | 1 (1)     | 1 (1)     | 0.89 (0.84) | 1.3 (1.19) | 1.12 (1.19) | 0.77 (0.84) |
| 1.5   | 1 (1)     | 0.99 (1)  | 0.81 (0.77) | 1.42 (1.31) | 1.23 (1.3) | 0.7 (0.76) |
| 1.7   | 1 (1)     | 0.99 (1)  | 0.74 (0.71) | 1.52 (1.41) | 1.35 (1.41) | 0.66 (0.71) |
| 2.3   | 1 (1)     | 1 (1)     | 0.62 (0.59) | 1.88 (1.69) | 1.61 (1.69) | 0.53 (0.59) |
| 2.5   | 1 (1)     | 1 (1)     | 0.59 (0.56) | 1.98 (1.77) | 1.69 (1.78) | 0.51 (0.56) |
| 2.7   | 1 (1)     | 1 (1)     | 0.56 (0.54) | 2.06 (1.85) | 1.79 (1.85) | 0.49 (0.54) |

Figure 13. Input and output waveforms of a LP filter ($\alpha = 0.5$), derived from a 2nd-order mother function, stimulated by a 10 Hz, 20 mV signal.

Figure 14. Monte-Carlo analysis results of the (a) bandwidth, and (b) $Q$ factor in the case of a BP filter of order $\alpha = 0.7$, derived from 2nd-order mother function.

6. Conclusions

Different approximation tools have been evaluated in this work, for choosing the most efficient for approximating the behavior of power-law filters. It was found that the curve-fitting-based technique based on the `fitfrd` command of MATLAB is the best option and the derived integer-order rational transfer functions can be implemented using conventional filter design techniques.

In order to achieve electronic adjustability of the realized filter functions, the small-signal transconductance parameter is a suitable choice towards this goal. In this work, OTAs have been selected as active elements, where their transconductance is controlled by a bias current.

The derived OTA-C structure is versatile, in the sense that the standard filter functions can be implemented by the same active core, after changing the values of the bias currents. This is independent of the order, as well as of the type of the mother filter function. The pro-
vided post-layout simulation results confirm that the presented structure is both accurate and robust.

Future research steps include the exploitation of alternative electronically controlled active elements, as well as of other design techniques, in order to reduce the complexity of the overall structure, which is the price paid for the offered design flexibility and versatility.
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**Abbreviations**
The following abbreviations are used in this manuscript:

- AMS: Austria Mikro Systeme
- BP: Band-Pass
- BS: Band-Stop
- BW: Bandwidth
- CFOA: Current Feedback Operational Amplifier
- CMOS: Complementary Metal Oxide Semiconductor
- DR: Dynamic Range
- FO: Fractional-Order
- FBD: Functional Block Diagram
- FLF: Follow the Leader Feedback
- HP: High-Pass
- IC: Integrated Circuits
- IFLF: Inverse Follow the Leader Feedback
- LP: Low-Pass
- MOS: Metal Oxide Semiconductor
- OP-AMP: Operational Amplifier
- OTA: Operational Transconductance Amplifier
- OTA-C: Operational Transconductance Amplifier-Capacitor
- PL: Power-Law
- Q factor: Quality factor
- RMS: Root Mean Square
- THD: Total Harmonic Distortion
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