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Abstract

Computer-assisted systems for planning and navigation of liver resection procedures rely on the use of patient-specific 3D geometric models obtained from computed tomography. In this work, we propose the application of Poisson surface reconstruction (PSR) to obtain 3D models of the liver surface with applications to planning and navigation of liver surgery. In order to apply PSR, the introduction of an efficient transformation of the segmentation data, based on computation of gradient fields, is proposed. One of the advantages of PSR is that it requires only one control parameter, allowing the process to be fully automatic once the optimal value is estimated. Validation of our results is performed via comparison with 3D models obtained by state-of-art Marching Cubes incorporating Laplacian smoothing and decimation (MCSD). Our results show that PSR provides smooth liver models with better accuracy/complexity trade-off than those obtained by MCSD. After estimating the optimal parameter, automatic reconstruction of liver surfaces using PSR is achieved keeping similar processing time as MCSD. Models from this automatic approach show an average reduction of 79.59\% of the polygons compared to the MCSD models presenting similar smoothness properties. Concerning visual quality, on one hand, and despite this reduction in polygons, clinicians perceive the quality of automatic PSR models to be the same as complex...
MCSD models. On the other hand, clinicians perceive a significant improvement on visual quality for automatic PSR models compared to optimal (obtained in terms of accuracy/complexity) MCSD models. The median reconstruction error using automatic PSR was as low as $1.03 \pm 0.23 \text{mm}$, which makes the method suitable for clinical applications. Automatic PSR is currently employed at Oslo University Hospital to obtain patient-specific liver models in selected patients undergoing laparoscopic liver resection.
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### 1. Introduction

Liver cancer is the second most common cause of cancer death worldwide [1]. Hepatocellular carcinoma (HCC), which accounts for 70% to 80% of the cases [2], presents a 5-year survival rate below 12% [3]. Colorectal cancer metastatic to the liver, on the other hand, develops in 50% of the cases of colorectal cancer, and presents 5-year survival rates up to 58% for selected patients undergoing liver resection [4].

Liver resection is the treatment of choice for patients with localized HCC [5] and can potentially be a curative therapy. A successful surgical resection requires the complete removal of the tumoral cells including a safety margin, preserving as much healthy tissue as possible [6]. Resections with adequate tumor-free margins lead to a better prognosis [7].

For more than a decade, computer-assisted surgical systems have been helping surgeons and other clinicians in the decision making process for planning and guiding surgical interventions. In the case of liver resection, these systems have recently found their way into the clinical practice, providing different patient-specific models: geometric, mechanical and functional as well as simulations. These models, ultimately rely on pre-operative computed tomography (CT) or magnetic resonance imaging (MRI).

The use of patient-specific 3D geometric models improve the capacity of surgeons to understand the liver and the underlying vascular structures. Using three-dimensional (3D) reconstructions have shown not only improvements in tumor localization and pre-
cision of surgery planning [8, 9, 10], but also an improved orientation and confidence of the surgeon while operating [11].

Marescaux et al. [12] were the first in implementing a system for planning and visualization applied to liver resection. In their approach, 3D models of the liver surface and vessels (tumors were artificially introduced) were built from MRI. The 3D models, based on simplex meshes [13], could be manipulated for visualization and allowed deformations for simulation purposes. Later, Selle et al. [14] introduced the analysis of the hepatic vascular structures, which enabled the identification of the liver segments.

More recent approaches allowed the definition of a virtual resection as well as new visualization techniques. Reitinger et al. [15] presented a virtual reality environment in which the planning was performed by direct manipulation of 3D structures. Lamata et al. [16] also introduced a progressive clipping visualization based on the advancement of resection during surgery. Hansen et al. [17] encoded distance to critical structures in the surface representing the virtual resection.

Most of the visualization systems for planning and navigation of liver resection interventions, including all the aforementioned works, rely on the construction of 3D geometric models. These models have traditionally been obtained by isosurface extraction from segmented anatomical structures (parenchyma and venous vasculature) and tumors. Three-dimensional modeling of liver vasculature has been widely studied in the scientific literature [18, 19, 20, 21, 22, 23], however, very little attention has been given to the modeling of parenchyma and tumors.

Marching cubes (MC) is the most widespread technique to obtain 3D models of anatomical structures in the liver. The method was originally developed by Lorensen and Cline [24] as an isosurface extraction method from scalar volumetric data. A number of extensions to the original MC have been proposed along the scientific literature [25]. MC provides with accurate isosurfaces which strictly adheres to the underlying data. In the context of isosurface extraction from medical images, MC leads to surfaces with a high number of polygons and vertices, and the appearance of staircase artifacts. Different mechanisms like mesh smoothing [26, 27, 28] and decimation [29] have been employed to palliate these effects at the expense of adding more processing stages and control parameters.
Poisson surface reconstruction (PSR), originally proposed by Kazdhan et al. [30], is a 3D surface reconstruction technique which works on dense clouds of oriented points. In the literature, PSR finds application in reconstructions where clouds of points are inherent to the acquisition (scanning) technology. Examples of such applications can be reconstruction of scenes using structured light sensors [31], laser scanners [32] and stereo cameras [33]. The noise resilience of PSR makes it a remarkable method for coping with the inherent noise acquired by these technologies. In the medical imaging context, PSR has found very little application perhaps due to the fact that, in this domain, the input data consist of 3D scalar fields rather than oriented cloud of points. In order to apply PSR to medical images, Leonardi et al. [34] performed an estimation of the oriented clouds of points by fitting a plane to a segmented surface point and its \( k \)-nearest neighbors. Other approaches like [35] propose an extension to PSR to perform adaptive polygonization with application to vessel modeling.

1.1. Major Contributions

The goal of this work is to address two common problems in 3D modeling techniques in the context of surgery planning and navigation. On one hand, integration of medical imaging, segmentation and 3D modeling methods into clinical workflows requires an elevated degree of automation. As an alternative to automation, expert users can perform manual adjustments of the reconstruction parameters. On the other hand, models employed in planning and navigation are increasingly becoming more complex, both in terms of resolution and dimensionality of the underlying data. Processing these models is very demanding in terms of computing power, especially with the introduction of real-time constraints.

To overcome these problems and with the aim of facilitating the integration of 3D modeling techniques in clinical workflows, we propose the application of PSR as a technique to model the liver surface (parenchyma). In order to adapt the segmented images to clouds of points (as required by PSR), a method based on gradient fields computation is described (Section 2.1).

Unlike traditional analysis of 3D modeling techniques, where different reconstruction parameters are considered separately, we propose a multi-objective optimization
framework consisting of a bi-dimensional accuracy/complexity optimization space (Section 3). The aim is to obtain optimal parameters which can lead to automatic 3D model reconstructions.

2. Materials and Methods

The approach presented in this work is used to obtain a 3D geometric model of the liver surface from a segmented volumetric image. Fig. 1 shows the processing stages of both our PSR approach and state-of-the-art MCSD.

Isosurface extraction is considered to be an automatic process, however, adding processing stages either after or before, introduces additional parameters which make the process more complicated and thus limiting its applicability and integration into clinical workflows. As opposed to MCSD, our strategy based on PSR requires only one parameter.

In the following, we describe our proposal. We start first by describing the computation of the oriented cloud of points from segmented images. Then we briefly describe the application of PSR to obtain the 3D models of the liver parenchyma.

2.1. Oriented Cloud of Points from Liver Segmentation

As depicted in Fig. 1, medical images, obtained from CT, are represented by the scalar field defined as $F: \mathbb{R}^3 \rightarrow \mathbb{R}$ in which the point $p_i = (x_i, y_i, z_i)$ with $i = 1, 2, ..., N$ is given a value representing an intensity level $F(p_i) = \nu$. Through a segmentation process, the different points of the image, are assigned a class value (label) $l_i$ according

Figure 1: Processing stages for the proposed approach, based on PSR (a) and the state-of-the-art MCSD (b).
to either anatomical or functional criteria. The segmentation is then defined as a new scalar field \( S : \mathbb{R}^3 \rightarrow \{ l_1, ..., l_k \} \) with \( k \) the number of classes. In our case, since we are only interested in the liver parenchyma, our label map is constrained to the set \( \{ l_p = 0, l_b = 1 \} \) which only considers the classes parenchyma and background. Fig. 2 shows an example of a scalar volume and its correspondent liver segmentation overlayed.

In order to find the oriented cloud of points \( V = \{ (p_i, \vec{n}_i) \} \), with \( i = 1, 2, ..., N \), where \( \vec{n}_i \) are the inward normals at \( p_i \), we exploit two properties of the gradient of the segmented images. On one hand we use the fact that, the gradient of the segmented image, at any point \( p_i \) belonging to the surface of the parenchyma \( \partial M \), is orthonormal to the surface:

\[
\nabla S(p_i) \perp \partial M|_{p_i} \iff p_i \in \partial M.
\]

On the other hand, the points \( p_i \) laying on the surface \( \partial M \), can be discriminated in terms of the gradient of the segmented image:

\[
p_i \in \partial M \iff \|\nabla S(p_i)\| > 0.
\]

Using the properties established in Eq. 1 and Eq. 2, the definition of a oriented cloud of points \( \hat{V} \) can be entirely expressed in terms of the gradient of the binary image:

\[
\hat{V} = \{ (p_i, \vec{n}_i) \} = \{ (p_i, \nabla S(p_i)) \mid \|\nabla S(p_i)\| > 0 \},
\]

with \( i = 1, 2, ..., N \).

In contrast to Leonardi et al. \[34\], in which the authors estimate the normals by local plane fitting of the \( k\)-nearest neighbors, we propose the obtention of oriented clouds of points through the approximation of the gradient of segmented images. Our implementation obtains the gradient of a 3D binary image through the application of the 3D Sobel operator. This operator approximates the partial derivatives individually through convolution of the segmented parenchyma with kernel functions:

\[
\nabla S = \left( \frac{\partial S}{\partial x}, \frac{\partial S}{\partial y}, \frac{\partial S}{\partial z} \right) = \left( \mathcal{K}_x \ast S, \mathcal{K}_y \ast S, \mathcal{K}_z \ast S \right),
\]

where \( \mathcal{K}_x, \mathcal{K}_y, \mathcal{K}_z \in \mathbb{R}^{3 \times 3 \times 3} \) are the third-order tensors representing the 3D Sobel kernel. The discrete nature of the Sobel operator makes that the condition stated in Eq. 2...
becomes true for voxels near the surface of the liver (both inside and outside). Therefore, our implementation considers Eq. [5] only for those voxels belonging to the liver, this is, \( S(p_i) = l_p \).

### 2.2. Poisson Surface Reconstruction

PSR obtains smooth watertight (i.e. absence of holes in the mesh) triangulated approximations of surfaces from oriented cloud of points. The method utilizes a function fitting strategy which brings the benefit of both local and global fitting approaches together. Furthermore, PSR presents high resilience to noise.

Fig. 3 shows the general idea behind PSR. To obtain the surface, PSR uses the oriented cloud of points \( \tilde{V} \) to reconstruct an indicator function \( X_M : \mathbb{R}^3 \rightarrow \mathbb{R} \) of a parenchyma model \( M \). This indicator function resembles the segmented image \( S \), this is, a function in which the values inside the parenchyma are \( l_p = 0 \) and the values outside the parenchyma are \( l_b = 1 \). The oriented cloud of points \( \tilde{V} \) can be thought of as a set of samples taken from the gradient of the indicator function \( \nabla X_M \). Then the problem can be stated as finding the scalar function \( X_M \) whose gradient best matches the cloud of points \( \tilde{V} \):

\[
\hat{X}_M = \arg \min_{X_M} \| \nabla X_M - \tilde{V} \| \tag{5}
\]

with \( \| \cdot \| \) the Euclidean norm.
Khazdan et al. [30] makes use of the divergence operator to transform this problem into a variational problem optimized by solving the Poisson equation:

$$\Delta \chi \equiv \nabla \cdot \nabla \chi = \nabla \cdot \vec{V}$$  \hspace{1cm} (6)

where $\chi$ is an indicator function and $\vec{V}$ is a vector field.

The solution is represented through an adaptive and multi-resolution basis. More precisely, PSR constructs the minimal octree $\mathcal{O}$ with the property that every point sample falls into a leaf node at depth $d$. Intuitively, one can think of the depth as a parameter controlling the granularity of the mesh. Higher depth values thus lead to more complex models able to represent smaller features (and vice versa). Each octree node $o \in \mathcal{O}$ is associated with a function $F_o$. Bolitho et al. [36] proposes to associate a tri-variate B-spline (translated and scaled by the size of the node) to each node of the octree. The span $\mathcal{F}$ of translated and scaled B-splines defines the function space employed to solve the Poisson equation (Eq. 6). The system is solved through a finite elements approach where the system is discretized by using elements $F_o$ as test functions. The solution is given by the function $\hat{\chi} \in \mathcal{F}_{\mathcal{O}, \mathcal{F}}$ such that:

$$\langle \Delta \hat{\chi}, F_o \rangle = \langle \nabla \cdot \vec{V}, F_o \rangle \quad \forall o \in \mathcal{O}$$  \hspace{1cm} (7)

Finally, in order to obtain the surface approximation $\partial P$, isosurface extraction is applied to the average value of $\hat{\chi}$ at the sample positions:

$$\partial P \equiv \{ q \in \mathbb{R}^3 \mid \hat{\chi}(q) = \gamma \} \text{ with } \gamma = \frac{1}{N} \sum_{(p, \vec{d}) \in \mathcal{V}} \hat{\chi}(p)$$  \hspace{1cm} (8)

Different implementations of PSR have been proposed along the scientific literature. The original approach ([30]) extends the method to the case of non-uniformly distributed cloud of points. PSR is considered as an efficient method for which parallel implementations have also been proposed [36].

2.3. Experimental Setup

In this work, we propose the application of PSR for planning and navigation of liver resection procedures compared to the *state-of-the-art* MCSD. For comparison
purposes, we employ the implementation (C++) of MCSD included in 3D Slicer \cite{37} in its version 4.4.0.

Our PSR implementation (C++), which incorporates the computation of oriented cloud of points described in \ref{2.1}, is based on Doria and Gelas \cite{38}, who adapted the original by Kazhdan et al. \cite{30}.

The experiments are performed on a data set consisting of six CT volumes acquired from the abdomen of patients undergoing liver resection under the Oslo-CoMet study (NCT01516710) \cite{39}. These images were acquired with parameters normally employed for diagnostics and surgical purposes. The images, presenting different image spacing and different liver volumes (Table 1), were segmented (parenchyma, vessels, tumors) by biomedical engineers in a semi-automatic way using ITK-Snap \cite{40} and reviewed by two laparoscopic surgeons. All the data sets present anisotropic image spacing, and therefore, are prone to generate staircase artifacts which may be distracting and confusing, since these do not have any anatomical foundation.

3. Evaluation Criteria

In this section, the evaluation criteria to compare the PSR approach described in the Section 2 to MCSD are established. There are different ways to evaluate and compare 3D geometric models, however, in this work, we focus on the desirable properties for planning an navigation of liver resection procedures, this is, accuracy, mesh complexity and smoothness.
Table 1: CT data set used in the evaluation.

| Name | Spacing (in mm) | Dimensions | Liver Volume (in cm³) | CT Scanner |
|------|-----------------|------------|-----------------------|------------|
| \(P_1\) | 0.79 × 0.79 × 0.62 | 512 × 512 × 358 | 2,289.25 | G |
| \(P_2\) | 0.82 × 0.82 × 3.00 | 512 × 512 × 153 | 2,289.39 | S |
| \(P_3\) | 0.76 × 0.76 × 0.60 | 512 × 512 × 461 | 1,853.56 | G |
| \(P_4\) | 0.63 × 0.63 × 0.62 | 512 × 512 × 299 | 1,579.10 | G |
| \(P_5\) | 0.68 × 0.68 × 2.50 | 512 × 512 × 179 | 1,503.66 | G |
| \(P_6\) | 0.70 × 0.70 × 0.62 | 512 × 512 × 396 | 2,326.09 | G |

\(G\): GE Medical Systems Lightspeed VCT.
\(S\): Siemens Sensation 16.

3.1. Mesh Complexity and Accuracy

Precise planning and navigation of liver resection procedures requires high accuracy of the 3D models. Some works like Wu et al. [23] rely on the Hausdorff distance as a metric for accuracy, however, Hausdorff distance is known to be sensitive to noise, which is inherent to medical images. In the same line as Oeltze and Preim [18] and Schumann et al. [19], we approximate the 3D reconstruction accuracy using surface distance based metrics, particularly the point-to-surface distance \(\bar{\delta}(\partial M)\) has been employed. This distance is computed from all points \(p_i\) in a reference cloud of points \(\hat{V}\) to all the points \(q\) in the model \(\partial M\) (either obtained by PSR or MCSD):

\[
\bar{\delta}(\partial M) = \frac{1}{L} \sum_{i=1}^{L} \min_{q \in \partial M} \| p_i - q \|, \quad p_i \in \hat{V},
\]

where \(L\) is the number of points in \(\partial M\).

In mesh modeling, mesh complexity and accuracy are variables related to each other. Decreasing the mesh complexity generally leads to a decreased accuracy (and vice versa). Therefore, obtaining an acceptable trade-off between complexity and accuracy can then be established in terms of a multi-objective optimization problem (i.e. obtaining low complexity and high accuracy).

Number of polygons and mean point-to-surface distance are expressed in different
units on different scales. To bring them into a unit-less objective space on the same scale, linear normalization is applied (Fig. 4), thus obtaining the normalized mean point-to-surface distance $\hat{\delta} \in [0, 1]$ and the normalized number of polygons $\hat{N} \in [0, 1]$:

$$
\left\{ \begin{align*}
\hat{\delta}(\partial M) &= \frac{\delta(\partial M) - \delta_{\min}}{\delta_{\max} - \delta_{\min}}, \\
\hat{N}(\partial M) &= \frac{N - N_{\min}}{N_{\max} - N_{\min}},
\end{align*} \right. $$

where $N$ is the number of points in $\partial M$, and $\delta_{\min}$, $\delta_{\max}$, $N_{\min}$ and $N_{\max}$ refer to the extreme values, considering all models (including MCSD and PSR) for a given parenchyma $M$.

By using normalization, it is established that both objectives are equally important and so, the optimal reconstruction is obtained by minimizing the objective score $\sigma$ defined as:

$$
\sigma(\partial M) = \sqrt{\hat{\delta}^2(\partial M) + \hat{N}^2(\partial M)}.
$$

Models presenting a score value closer to 0, exhibit better trade-off between accuracy and complexity. Then, the best model among all PSR models $\partial P_{\text{best}}$, the best model among all MCSD models $\partial C_{\text{best}}$, and the absolute best model $\partial M_{\text{best}}$ can be computed as follows:

$$
\left\{ \begin{align*}
\partial P_{\text{best}} &= \arg \min_{\partial P} \sigma(\partial P) \ , \ \partial P \in \mathcal{P} \\
\partial C_{\text{best}} &= \arg \min_{\partial C} \sigma(\partial C) \ , \ \partial C \in \mathcal{C} \\
\partial M_{\text{best}} &= \arg \min_{\partial M} \sigma(\partial M) \ , \ \partial M \in \mathcal{P} \cup \mathcal{C}
\end{align*} \right. ,
$$

where $\mathcal{P}$ and $\mathcal{C}$ are the sets of all PSR and MCSD respectively, for a given parenchyma.

### 3.2. Mesh Smoothness

Liver parenchyma is inherently a smooth organ. Smoothness in the 3D model is essential for visualization since it contributes to the natural appearance of the organ.
Evaluation of the smoothness is performed through the discrete mean Gaussian curvature as a metric of the roughness of the model $\partial M$:

$$\bar{K}(\partial M) = \frac{1}{N} \sum_{i=1}^{N} \frac{3(2\pi - \sum_j \gamma_j)}{A(p_i)}, \quad p_i \in \partial M,$$

where $\gamma_j$ denote the angles between pairs of edges converging at $p_i$ and $A(p_i)$ is the sum of the areas of triangles having $p_i$ as vertex. Values of the mean Gaussian curvature closer to 0 are then interpreted as smoother appearance of the model.

Despite the fact that other curvature metrics (e.g. mean curvature) are available [41], gaussian curvature seems to be the most widespread in comparisons similar to the one presented in this work [42][21][23].

For further comparisons in terms of accuracy and complexity, it will be useful to consider also the MCSD models $\partial C_{\text{sim}}$ which present the most similar smoothness to the best PSR models $\partial P_{\text{best}}$. These models $\partial C_{\text{sim}}$ can be computed as:

$$\partial C_{\text{sim}} = \arg \min_{\partial C} |\bar{K}(\partial C) - \bar{K}(\partial P_{\text{best}})|, \quad \partial C \in C.$$
3.3. Processing Time

3D models supporting planning and navigation of liver resection procedures are computed pre-operatively (i.e. before the operation) and therefore, there is no need to attend to real-time constraints. However, it is desirable that new methods involved in surgery planning and navigation, do not alter the clinical workflow significantly in a negative way.

Medical image processing is often performed in terms of a region of interest ROI, which represents a reduced set of the original data. In general, this greatly improves the performance of algorithms in terms of processing time, since the number of elements to process decreases dramatically. Therefore, the evaluation of the performance (processing time) presented in this work is performed in the basis of minimal ROIs containing the liver.

3.4. Visual Quality

Perceived visual quality of the 3D models is an important evaluation criterion since it can affect not only the interpretation of the anatomy of the patient but also the comfort of the clinicians working with the 3D models. In the scientific literature, visual quality is often discussed in terms of appearance of artifacts in the model and smoothness properties [19, 21, 22, 23].

Some works explicitly introduce visual quality criteria in the evaluation, like in Oeltze et al. [18] for 3D modeling or Feng et al. [43] for 3D visualization in laparoscopic surgery.

In the same line, we introduce subjective evaluation of visual quality based on the opinion of experts. In our experiment, we recruited 8 laparoscopic liver surgeons ([7-30] years of experience). Each expert is asked the following question: “Evaluate the quality of the virtual models (parenchyma) for their use in resection planning and surgery guidance”. In order to evaluate the quality of the 18 liver parenchyma models a 5-levels Likert scale was employed: Very low (1), Low (2), Medium (3), High (4), Very high (5). The evaluated parenchyma models correspond to the \( P_{\text{best}}, C_{\text{best}} \) and \( C_{\text{sim}} \) models generated from the dataset described in Table [1]. To ensure completeness of visualization, parenchyma models are shown together with vessels and tumors obtained
by application of MCSD under the same parameters chosen arbitrarily. The experts were enforced to evaluate the quality of the parenchyma regardless of the quality of vessels and tumors. The evaluation was performed in a desktop computer (19 inches screen at 1600x1200@60Hz), similarly to typical surgery planning stations.

In order to control possible biases, we followed the guidelines presented in [44]. Remarkable question design aspects taking into account are specificity of question (not allowing ambiguities or misinterpretations), simplicity and use of familiar words as well as clarity of correspondence between numeric values and qualitative tags in the answer fields. The models were presented in random order to avoid patterns in sequential visualizations.

4. Results

4.1. Mesh Complexity and Accuracy

PSR was applied to the 6 liver parenchyma of the data set. A total of 24 surface models were obtained considering PSR at depths \( d \in \{5, 6, 7, 8\} \). Fig 5 shows the impact of this parameter on the reconstructions. On one hand, increasing the depth values, also increases the complexity of the model in number of polygons. On the other hand, increasing the depth values also increases the accuracy of the model. At depth \( d = 5 \), the median error of the 6 data sets is within the range 3.69 ± 0.59 mm while the absolute maximum (excluding outliers) is 8.75 mm; for \( d = 6 \), the median error decreases to 1.89 ± 0.34 mm with absolute maximum of 4.58 mm; for \( d = 7 \) we obtained a median error as low as 1.03 ± 0.23 mm with absolute maximum of 2.79 mm; and finally, for \( d = 8 \) the median error is within the range 0.82 ± 0.36 mm with a maximum error of 3.04 mm. As it is shown in Fig 5, the most prominent errors are located in areas presenting high curvature and concavities. For low depth values (coarser reconstructions), natural formation of concavities and prominent salients form areas of concentration of high errors. However, as the depth \( d \) increases (finer reconstructions), errors not only diminish in magnitude, but also distribute uniformly throughout the organ rather than concentrating in any particular areas.
MCSD presents a more complex parameter space than PSR. To represent the extent of this parameter space we obtained the 50 MCSD models $\partial M_{(s,e)}$ resulting from the combination of $s = \{0, 22, 45, 67, 90\}$ and $e = \{0, 0.1, 0.2, ..., 0.9\}$.

From the application of Eq. 12, the objective score value for all PSR and MCSD models was computed. The results, presented in Table 2, show that PSR with $d = 7$ always present the absolute best score values among all PSR and MCSD models, and therefore better behavior in terms of complexity and accuracy. PSR reconstructions different from $d = 7$ present lower score values than those of the best MCSD.

Table 2: Objective score $\sigma$ computed for all PSR and best MCSD models.

| Parenchyma | PSR | Best MCSD |
|-----------|-----|-----------|
| $P_1$     | $d = 5$ | 1.000 | 0.416 | **0.184** | 0.405 | 0.228 |
| $P_2$     | $d = 6$ | 1.000 | 0.341 | **0.248** | 0.541 | 0.257 |
| $P_3$     | $d = 7$ | 1.000 | 0.404 | **0.165** | 0.439 | 0.226 |
| $P_4$     | $d = 8$ | 1.000 | 0.418 | **0.161** | 0.461 | 0.210 |
| $P_5$     | $d = 5$ | 1.000 | 0.416 | **0.152** | 0.312 | 0.199 |
| $P_6$     | $d = 5$ | 1.000 | 0.379 | **0.148** | 0.406 | 0.205 |

Minimum objective score highlighted in boldface.

Another interesting comparison concerning accuracy and mesh complexity can be derived from the best MCSD ($\partial C_{\text{best}}$), the best PSR models ($\partial P_{\text{best}}$) and those MCSD models similar smoothness to $\partial P_{\text{best}}$ (Eq. [14]). The results reveal that the main contribution to the trade-off difference for $\partial C_{\text{sim}}$ is the high number of polygons (460.1 K polygons average) compared to $\partial P_{\text{best}}$ (72.4 K polygons average). The relative difference of mean error is low in the comparison of $\partial C_{\text{sim}}$ (0.81 mm average), $\partial P_{\text{best}}$ (1.16 mm average) and $\partial C_{\text{best}}$ (1.02 mm average). Fig. [6] illustrates the compared models derived from $P_1$.

A broader view of the evaluation results is presented in Fig. [7]. In this figure, the performance of all PSR and MCSD are shown in terms of complexity and accuracy. We computed the Pareto frontier, this is, the set of models which are not dominated by
Figure 5: Box plot showing PSR error distribution for depths $d \in \{5, 6, 7, 8\}$ (left). PSR for $P_1$ at $d \in \{5, 6, 7, 8\}$ including density of polygons and color-coded projection of reconstruction error onto the parenchyma (right).
Table 3: Number of polygons, mean error and objective score $\sigma$ for best PSR $\partial P_{best}$ (accuracy/complexity), their most similar MCSD $\partial C_{sim}$ (smoothness) and the best MCSD $\partial C_{best}$ (accuracy/complexity).

| Parenchyma | $P_1$ | $P_2$ | $P_3$ |
|-----------|-------|-------|-------|
| Model     | I     | II    | III   | I     | II    | III   | I     | II    | III   |
| Polygons (in K) | 62    | 625   | 125   | 75    | 207   | 59    | 71    | 263   | 131   |
| Mean Error | 1.11  | **0.64** | 0.98  | **1.37** | 1.48  | 1.79  | 0.94  | **0.81** | 0.89  |
| Objective score | **0.18** | 1.00 | 0.22  | **0.24** | 0.70  | 0.25  | **0.16** | 0.40  | 0.22  |

| Parenchyma | $P_4$ | $P_5$ | $P_6$ |
|-----------|-------|-------|-------|
| Model     | I     | II    | III   | I     | II    | III   | I     | II    | III   |
| Polygons (in K) | 82    | 293   | **73** | 68    | 715   | 89    | 74    | 655   | **72** |
| Mean Error | 0.84  | **0.72** | 1.05  | 0.99  | **0.61** | 1.13  | 0.88  | **0.58** | 1.11  |
| Objective score | **0.16** | 0.40 | 0.21  | **0.15** | 0.79  | 0.19  | **0.14** | 0.89  | 0.20  |

(I) Best PSR $\partial P_{best}$ — (II) Most similar MCSD $\partial C_{sim}$ — (III) Best MCSD $\partial C_{best}$

Minimum values highlighted in boldface.

any other model in terms of both better accuracy and complexity. For a given model lying in the Pareto frontier, no other model can improve the two objectives, only one or none of the two. The results in Fig. 7 show that all PSR models $\partial P$, together with some MCSD, including the best MCSD $\partial C_{best}$, models are part of the Pareto frontier. None of the most similar MCSD $\partial C_{sim}$ are part of the Pareto frontier.

4.2. Mesh Smoothness

In order to evaluate the smoothness of the models, the mean Gaussian curvature $\bar{K}$ was computed for all PSR and MCSD models. A comparison of smoothness of PSR models with that of the best MCSD $\partial C_{best}$ and most similar MCSD models $\partial C_{sim}$ in terms of accuracy and complexity was performed. The results, presented in Table 4, show that, on one hand, the best MCSD $\partial C_{best}$ generally presents much higher curvature values than most of PSR and the most similar MCSD $\partial C_{sim}$. On the other hand, the most similar MCSD $\partial C_{sim}$ ($9.67 \times 10^{-3}$ average curvature) are can only produce
Figure 6: Mesh models correspondent to the best MCSD (accuracy/complexity), best PSR (accuracy/complexity) and its most similar MCSD (smoothness) derived from $P_1$.

Table 4: Mean Gaussian Curvature $\bar{K}$, excluding outliers ([5-95] percentiles), computed for all PSR $\partial P$, best MCSD $\partial C_{\text{best}}$ and most similar MCSD $\partial C_{\text{sim}}$.

| Name | PSR $d = 5$ | PSR $d = 6$ | PSR $d = 7$ | PSR $d = 8$ | Similar MCSD $\partial C_{\text{sim}}$ | Best MCSD $\partial C_{\text{best}}$ |
|------|-------------|-------------|-------------|-------------|--------------------------------------|----------------------------------|
| $P_1$ | 4.56        | 0.29        | 0.19        | 0.19        |                                      | 0.19                             | 1.60                             |
| $P_2$ | 11.17       | 31.96       | 0.706       | 14.34       |                                      | 0.72                             | 6186.43                          |
| $P_3$ | 37.19       | 52.42       | 28.28       | 0.75        |                                      | 17.56                            | 21743.83                         |
| $P_4$ | 8.22        | 14.86       | 151.16      | 3.15        |                                      | 77.46                            | 20474.71                         |
| $P_5$ | 2.06        | 3.27        | 0.68        | 0.36        |                                      | 0.68                             | 18494.12                         |
| $P_6$ | 7.61        | 5.78        | 0.32        | 0.20        |                                      | 0.32                             | 681.94                           |

All values expressed in a scale $\times 10^{-3}$.

relatively less smoothness as their correspondent best PSR $\partial P_{\text{best}}$ ($0.03 \times 10^{-3}$ average curvature).

4.3. Processing time

Our performance results (shown in Table 5) were obtained using a CPU Intel® Core™ i7-930 at 2.80GHz. The results were obtained on a basis of best time of three executions per model, considering the ROI containing the liver. For PSR, the execution time includes also the computation of the oriented cloud of points.

Mean execution time values show higher performance for similar MCSD models $\partial C_{\text{sim}}$ ($\bar{t}_{\partial C_{\text{sim}}} = 12.05s$) over best MCSD models $\partial C_{\text{best}}$ ($\bar{t}_{\partial C_{\text{best}}} = 14.08s$) and best PSR models $\partial P_{\text{best}}$ ($\bar{t}_{\partial P_{\text{best}}} = 14.50s$), while variability of execution time is significantly lower for $\partial P_{\text{best}}$ models ($\bar{t}_{\partial P_{\text{best}}} = 1.24s$) compared to similar MCSD $\partial C_{\text{sim}}$ ($\bar{t}_{\partial C_{\text{sim}}} = \ldots$)
Figure 7: Mesh complexity and accuracy for all MCSD and PSR models derived from the evaluation data set. Best MCSD (complexity/accuracy), together with the best PSR (complexity/accuracy), its most similar MCSD (in smoothness) and the Pareto frontier are highlighted.
Table 5: Processing time (best of three executions, in seconds) the best PSR (including computation of oriented cloud of points) $\bar{d}_{PSR}$, best MCSD $\bar{d}_{MCSD}$ and most similar MCSD $\bar{d}_{MCSD}$.

| Name | Liver Dimensions (Region of Interest) | PSR $d = 7$ | Similar MCSD | Best MCSD |
|------|--------------------------------------|-------------|--------------|-----------|
| $P_1$ | $310 \times 279 \times 330$ | 14.5 | $9.4$ | 13.7 |
| $P_2$ | $279 \times 286 \times 68$ | 12.4 | $5.8$ | 6.2 |
| $P_3$ | $296 \times 290 \times 264$ | 13.8 | 13.8 | $13.0$ |
| $P_4$ | $297 \times 284 \times 272$ | 15.8 | $15.5$ | 15.7 |
| $P_5$ | $330 \times 345 \times 285$ | $15.2$ | 16.6 | 19.2 |
| $P_6$ | $280 \times 321 \times 323$ | 15.3 | $11.2$ | 16.7 |

Mean 14.5 12.05 14.8
Std. Dev. 1.24 4.06 4.45

Minimum values highlighted in boldface.

4.06s) and best MCSD $\bar{d}_{MCSD}$ ($\bar{d}_{MCSD} = 4.45s$).

4.4. Visual Quality

Subjective data obtained by questionnaires (Fig. 8a) show lower mean quality score for $\bar{d}_{MCSD}$ ($\bar{s}_{MCSD} = 2.729$) versus $\bar{d}_{sim}$ ($\bar{s}_{sim} = 3.291$) and $\bar{d}_{PSR}$ ($\bar{s}_{PSR} = 3.333$).

In the same line as Feng et al. [43], we test the statistical difference between groups of methods regarding the perceived quality. In our case, the comparison between methods is performed by means of Welch two sample t-test using the R statistical environment (Fig. 8b). Statistical significance was obtained in the comparison between $\bar{d}_{MCSD}$ and $\bar{d}_{PSR}$ ($p = 0.0006661$), and in the comparison between $\bar{d}_{sim}$ and $\bar{d}_{MCSD}$ ($p = 0.001382$). No statistical significance was found in the comparison between $\bar{d}_{PSR}$ and $\bar{d}_{sim}$ ($p = 0.777$).

5. Discussion

5.1. PSR compared to state-of-the-art MCSD

The application of PSR to reconstruction of segmented images requires the transformation of the binary image (segmentation) to a cloud of oriented points. Perhaps due
Figure 8: Subjective evaluation results grouped by method (a) and Welch two sample t-test results (b) with ** significant at $p = 0.001382$ and *** significant at $p = 0.0006661$. 
to this fact, PSR has found very little application in the medical domain. As opposed to Leonardi et al. [34], in which PSR is enclosed in a larger method for segmentation and reconstruction, our work focuses on the surface reconstruction process and the comparison of PSR with the state-of-the-art MCSD.

The election of PSR as an alternative to be evaluated against state-of-the-art MCSD, is justified by the reduced parameter space, the resilience to noise and smoothness properties of PSR. Under the point of view of the application, the reduced parameter space of PSR (not only in number of parameters, but also in possible parameter values), translates into a simpler interaction by clinicians, and hence, a better integration in the clinical workflow. Empirically, we have determined the depth parameter space to be $d \in \{5, 6, 7, 8\}$ in the case of reconstruction of liver parenchyma. This set of values is clearly smaller than all reasonable combinations of smoothing and decimation factors for MCSD. Since the liver is a smooth organ, the good smoothness behaviour exhibited by PSR contributes to the natural appearance of the models. Local features and staircase artifacts are reduced, allowing easier interpretation of the internal structures of the organ (vessels and tumors).

Our results suggest that PSR outperforms state-of-the-art MCSD for modeling liver parenchyma in different aspects. Overall, $\partial P_{best}$ present reconstructions with better accuracy/complexity trade-off than state-of-the-art MCSD. Comparing models with similar smoothness and visual quality ($\partial C_{sim}$ and $\partial P_{best}$), $\partial P_{best}$ models present a dramatic reduction of complexity (73% less triangles on average) at the cost of decreasing the accuracy slightly. Accuracy values for PSR, however, remain within clinically acceptable limits. Despite $\partial C_{best}$ models can achieve similar complexity as $\partial P_{best}$ in some cases, subjective evaluation experiments reveal that perceived visual quality of $\partial C_{best}$ models is lower with statistical significance than those of $\partial P_{best}$ and $\partial C_{sim}$.

Based on the accuracy/complexity space (Figure 5) two important observations can be made. First, PSR as method, defines the Pareto frontier, which suggests the goodness of the method over MCSD. Secondly, parameters to obtain $\partial C_{best}$ depend on the input data while PSR obtains $\partial P_{best}$ using the same parameter ($d = 7$), therefore indicating that PSR, as method, is more stable than MCSD. One implication of the stability of PSR is the possibility to perform optimal parameter estimation which can be used to
produce automatic reconstructions (see Section 5.4).

As it is shown earlier in Figure 1, state-of-art MCSD requires two parameters (smoothing and decimation factors). In order to integrate automatic MSCD in clinical workflows, a set of values can be established for these parameters. In this line, the possibilities are either ignoring the application of smoothing and decimation, (i.e. considering $s = 0$ and $d = 0$) or choosing a set of “conservative” values that can slightly improve the reconstructions assuming that the optimal is unknown and unreachable. For smooth structures like the liver parenchyma, some degree of smoothing and decimation is beneficial, not only under a polygon-reduction standpoint, but also for visualization purposes. As an alternative to automation, experts (biomedical engineers or clinicians) can manually set the parameters in a try-and-fail fashion for every patient. This can be a tedious process and does not guarantee optimality of results.

5.2. PSR Compared to Other Reconstruction Methods

The wide variety of reconstruction techniques in the literature makes the choice of the method a relevant question. The answer to this question is often driven and limited by the scope of the application. There are a number of surface reconstruction methods other than MCSD or PSR. In particular, multi-level partition of unity implicits (MPUI) [45] has been previously adopted for vessel modeling from clouds of points [19, 42, 20, 46, 23] and can be applied to liver modeling as well. This and other reconstruction methods are compared and discussed in [30]. In this comparison, MPUI shows generation of spureous surface sheets under noisy conditions, which are inherent in medical imaging, while PSR exhibits good noise resilience.

More recent approaches like dynamic particles [47, 48] provide high-quality meshes suitable for visualization and simulation purposes. These methods show more flexibility (regularity of triangulation and accuracy of reconstructions can be controlled) at the cost of a more complex parameter space. Although these approaches can be better suited for simulation, widening the parameter space complicates the integration into clinical workflows.
5.3. Accuracy, Complexity and Depth Parameter \( d \)

The choice of the depth parameter has an impact over the smoothness, accuracy and complexity of the reconstruction. Increasing the depth parameter value generally produces similar or superior smoothness, higher accuracy and higher complexity of the model. Similar works as this study accuracy and complexity as independent dimensions of the problem [19, 42, 21, 23]. For MCSD and PSR, there is a clear relationship between the complexity and accuracy of reconstruction. Low complexity meshes, for instance, present limited representation power for small features, and hence, decreased accuracy.

Considering the accuracy/complexity relationship in a multi-objective optimization framework present some interesting advantages. First, it provides a basis for comparing reconstructions with similar properties: \( \partial P_{\text{best}} \) vs. \( \partial C_{\text{best}} \) for optimal accuracy/complexity trade-off and \( \partial P_{\text{best}} \) vs. \( \partial C_{\text{sim}} \) for similar smoothness. Secondly, optimal parameters can be estimated. In this line, and by considering accuracy and complexity as equally important objectives (see normalization in Section 4.1), our study suggests that for liver modeling, PSR models with \( d = 7 \) are optimal in terms of accuracy/complexity trade-off. Other applications might consider different weights for accuracy and complexity objectives, in which case, the optimal depth parameter may vary. In [34], Leonardi et al. employ \( d = 5 \) for kidney modeling attending to a reduction of polygons criterion, however, the authors do not provide any data related to accuracy of reconstruction nor comparison with other methods.

The accuracy/complexity analysis described in this work, can also support automatic generation of multi-resolution PSR models at different \( d \) values. Among other purposes, this approach can support the use of proxy geometries for mesh processing and visualization as in [49].

5.4. Integration of PSR in Clinical Workflows

The application domain of our study is planning and navigation of liver resection procedures. In this domain, visual realism and accuracy are of paramount importance. Visual realism is achieved through smoothness, which removes staircase artifacts and
small features not needed for the visualization of the organ, thus reducing the complexity of visualization. Accuracy plays an important role since the model can be used as a base for clinical decisions as well as for model-to-patient registration (e.g. surgery navigation). Some of these clinical decisions are supported on operations performed directly on the models. Low complexity models can improve the performance of operations like mesh cutting, mesh volume or distance computations, present in computer-assisted systems for planning and navigation. By optimizing the depth parameter \(d = 7\) we obtained a fully automatic reconstruction method able to produce smooth models with better accuracy/complexity trade-off than the models generated by MCSD. The errors presented in the results for PSR at \(d = 7\) (median errors within 1.03 ± 0.23 mm) are clinically acceptable. For all this, we consider PSR a suitable candidate to replace state-of-the-art MCSD to model 3D for planning and navigation purposes.

The difference in computing time between PSR and MCSD is, for pre-operative purposes, neglectable (Table 5), however, time is still far from real-time reconstructions, which might be of interest for other clinical workflows. The operations involved in PSR are subject to parallelization strategies using graphics processing units (GPUs). Works like [31] and [50] show the feasibility of using GPUs for real-time reconstruction of complex scenes using PSR. As intra-operative systems (e.g. surgical navigation) move towards the use of deformable models, aspects related to algorithm performance and parallelization capabilities will get more relevance in medical systems design.

Process automation during imaging, segmentation and 3D modeling is the key for improving the adoption of 3D patient-specific models in clinical workflows. To be sure, the major bottleneck is segmentation (currently is subject to extensive research), which automation is still considered as a challenging task [51], thus requiring some degree of human interaction. While segmentation falls out of the scope of this work, the integration ability of PSR and how this can increase the adoption of 3D patient-specific models with the help of state-of-the-art tools, like MeVis Distant Services [51, 52, 53] or Fujifilm Synapse VINCENT [54], is a relevant question. PSR can be seamlessly integrated in any medical platform, provided that the platform is able to obtain segmented images (Figure 1). Open source software like 3D Slicer [37] or
ITK-Snap [40] can also make use of this work not only for the reconstruction of liver surfaces, but also to investigate further applications.

Liver surgery is moving towards minimally invasive surgery (laparoscopy). The clinical advantages of this approach must take into consideration the increased complexity of the surgical procedure (reduced manoeuvrability and visual field). In this context, the use of 3D patient-specific models, together with intra-operative imaging (ultrasound) are becoming increasingly relevant. Recent studies highlight the advantages of integrating these models as part of augmented reality guidance systems in laparoscopy [55] and open surgery [53]. The combination of 3D patient-specific model, together with the latest trends in surgery, like robotic surgery, have the potential to make surgical interventions easier, faster and probably safer [56]. Some of these works highlight the importance of accuracy, and reduction of human interaction (automation of processes), topics which are widely studied and discussed in this work.

5.5. Application of PSR to Other Anatomical Structures

Our application of PSR to liver modeling (parenchyma) from scalar volumes inevitably raises the question of the adequacy of PSR to obtain 3D models of other anatomical structures. In the context of planning and navigation of liver resection procedures, the question reduces to whether PSR is a suitable method for reconstruction of tumors and vessels.

For tumors, due to their high variability in shape and size, as well as the need of preservation of local features, PSR demands a high $d$ parameter value (associated to a relatively high number of polygons). Though this does not disqualify PSR to be applied to tumors, the advantage of PSR over MCSD is, at the least, not as powerful as for the liver surface. Further investigation is needed to determine the degree of adequacy of PSR for such structures.

In the case of PSR applied to vessels, preservation of high curvature and branches (concavities) demands a high value of the $d$ parameter, resulting in models with high number of polygons. To cope with this problem, Wu et al. [23] evaluates a variant of PSR (in that work referred to as scale-adaptive [SA]), which includes curvature-dependent polygonization (e.g. increasing/decreasing the size of triangles according
to the local curvature) [35]. In [23], other methods including MC (without smoothing and decimation) are evaluated with application to vessel modeling. The authors, point at SA as a suitable method for reconstruction of vessels with applications to surgery planning. The methods evaluated by Wu et al. [23] could be also compared with another set of techniques (known as model-based methods) [20], widely used in the context of vessel modeling for surgery planning.

5.6. Future Work

Leonardi et al. [34] suggest the use of PSR to construct geometric models of other organs than kidney. In the same line, and despite the little attention PSR has been given in the medical domain, we believe that its use can be extended to other organs outperforming state-of-the-art methods.

Smooth organs absent of sharp features are, in principle, good candidates to undergo PSR. Evaluations similar to Wu et al. [23] could also consider the intrinsic relationship between number of polygons and error according to our multi-objective optimization framework. To the best of our knowledge, modeling of tumors has not been subject to an exhaustive evaluation like the one presented in this work or in Wu et al. [23], which can be of great interest.

New reconstruction methods that may arise, can be evaluated using this work as guideline. Despite the more complex parameter space of methods based on dynamic particles [47, 48], these can support an interesting comparison with PSR for modeling of anatomical structures for different purposes.

6. Conclusion

In this work, we propose the application of PSR to obtain patient-specific models of liver parenchyma for planning and navigation of liver resection procedures. For the application of PSR to medical images, we propose an efficient transformation of the segmented images to oriented cloud of points based on computing gradient fields. In order to make an automatic PSR, we found the PSR parameter obtaining the best accuracy/complexity trade-off ($d = 7$).
Comparing PSR with the *state-of-the-art* (MCSD) in terms of accuracy, complexity and smoothness, PSR shows better reconstruction performance and stability of results. This study also reveals that PSR liver models using the optimal parameter $d = 7$ not only are smooth, but also present better accuracy/complexity trade-off than MCSD models. Reconstructions obtained through automatic PSR ($d = 7$), presents median errors within $1.03 \pm 0.23 \text{ mm}$, which makes them suitable for clinical applications. On average, these models have $79.59\%$ less polygons compared to MCSD models with similar smoothness, while clinicians do not perceive a significant quality difference. Optimal PSR models $d = 7$, exhibit a significant improvement of visual quality compared to optimal MCSD in terms of accuracy/complexity trade-off. Automatic PSR can be seamlessly integrated in clinical workflows already using MCSD, since the processing time is similar to that of MCSD.

The contribution of this work, is therefore, a step towards the automation and quality needed for a wide adoption of 3D patient-specific models in the medical community. Currently, at Oslo University Hospital (The Intervention Centre), PSR is employed in a fully automatic way (after segmentation, which takes place in a semi-automated way) to obtain patient-specific models of liver parenchyma in selected patients undergoing laparoscopic liver resection. Fig. 9a shows a complete patient-specific liver model in which the parenchyma was obtained through PSR ($d = 7$) while MCSD was applied for vessels and tumors. During operation, (Fig 9b) the patient-specific model, which includes the resection path, helps the surgeons to perform the resection according to the pre-operative plan.
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