Deep Learning-based Trichoscopic Image Analysis and Quantitative Model for Predicting Basic and Specific Classification in Male Androgenetic Alopecia
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Since the results of basic and specific classification in male androgenetic alopecia are subjective, and trichoscopic data, such as hair density and diameter distribution, are potential quantitative indicators, the aim of this study was to develop a deep learning framework for automatic trichoscopic image analysis and a quantitative model for predicting basic and specific classification in male androgenetic alopecia. A total of 2,910 trichoscopic images were collected and a deep learning framework was created on convolutional neural networks. Based on the trichoscopic data provided by the framework, correlations with basic and specific classification were analysed and a quantitative model was developed for predicting basic and specific classification using multiple ordinal logistic regression. A deep learning framework that can accurately analyse hair density and diameter distribution on trichoscopic images and a quantitative model for predicting basic and specific classification in male androgenetic alopecia were established.
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SIGNIFICANCE

Androgenetic alopecia is the most common form of hair loss and basic and specific classification is a regular grading standard for it. However, the classification mainly depends on clinicians’ subjective judgment and often comes with inconsistent results. To solve this problem, we developed an artificial intelligence system to measure hair density and hair diameter in the trichoscopic images automatically. Then, these trichoscopic data were analyzed and a quantitative model for predicting basic and specific classification was created. This study provides an accurate tool for androgenetic alopecia grading, which is beneficial to the evaluation of therapeutic effects and follow-up of patients.

Androgenetic alopecia (AGA), the most common form of hair loss, usually manifests as typical male-pattern baldness in men and is related to heredity, androgen level and its receptors (1). The pathophysiological feature of AGA is hair follicular miniaturization. Early diagnosis and accurate assessment of severity play an important role in the treatment and follow-up of AGA (2).

Male AGA is characterized by progressive hair thinning in the temporal, frontal and vertex areas (3). In clinical practice, basic and specific (BASP) classification is a commonly used grading standard for male AGA, which demonstrates the varying degrees of pattern hair loss. The basic types represent the shape of the hairline, and the specific types represent the degree of hair sparsity in the frontal and vertex areas (4). However, the classification of specific types depends mainly on clinicians’ subjective judgement. Lack of quantitative indicators may lead to inconsistent results among different practitioners and different visits, resulting in evaluation confusion. Some studies have found that hair density and the percentage of vellus hairs change with the progression of hair loss, but the relevance is inconclusive (5, 6).

Due to the convenience and non-invasiveness of trichoscopy, this technique is used clinically to measure hair density and hair diameters. However, the currently available software for trichoscopic image analysis generates inaccurate results compared with visual counting (7, 8). An accurate method of analysis is needed for trichoscopic imaging. Recently, deep learning frameworks have developed rapidly in medical image recognition. Through training with a large dataset, automatic image recognition models with high accuracy can be established (9, 10). We have previously developed a deep learning framework for detecting smartphone-captured microscopic images (11).

The aim of the current study was to develop a deep learning framework for automatic trichoscopic image analysis to accurately measure hair density and hair diameter distribution. The trichoscopic characteristics of male AGA were then evaluated, based on the established framework, and a quantitative model for predicting BASP classification was developed.
MATERIALS AND METHODS

Study population and image acquisition

The study subjects included outpatients who attended the Hospital of Dermatology, Chinese Academy of Medical Sciences and Peking Union Medical College from January 2019 to June 2019. Diagnoses of AGA or normal subject were made, and AGA was graded according to the BASP classification by consensus among 3 independent dermatologists (YJ, WH and JN, with >5 years of experience evaluating hair disorders). Patients with other hair loss diseases, such as diffuse alopecia areata and telogen effluvium, or scalp disorders, were excluded.

Because most patients refused to shave their hair, trichoscopic images were captured without patients having their hair cut. In all patients the hair was combed to the side along the midline. DermDOS® dermoscopy (Derma Medical Systems Inc., Vienna, Austria) was used to obtain trichoscopic images at the frontal, vertex, temporal and occipital areas for every subject. The measurement point of the frontal, vertex and occipital areas were located roughly 12, 24 and 30 cm above the middle of the glabella, respectively. Temporal images were taken at 6 cm from the external ear canals. Image acquisition was performed with 30× magnification. A total of 2,910 trichoscopic images were collected. All participants signed a written informed consent and the study protocol was reviewed and approved by the Institutional Review Board of the Hospital of Dermatology, Chinese Academy of Medical Sciences and Peking Union Medical College.

Manual annotation of trichoscopic images

A manual annotation tool was written in C++ to mark hairs and to measure the diameters of hair shafts in the trichoscopic images. Researchers annotated each hair with 2 points from the hair follicle opening to the proximal part of the hair shaft. The diameter of hair shaft was then measured and 3 colours were used to label 3 types of hairs (blue for vellus hairs <0.03 mm diameter; green for intermediate hairs 0.03–0.06 mm diameter, and red for terminal hairs >0.06 mm diameter). The annotated trichoscopic images are shown in Fig. S1. After annotation, 2,910 images were included in the dataset and randomly divided into 3 sets, of which 2,310 images were used for training, 300 for validation and 300 for testing. The images in each set were from different participants and had no overlay.

Deep learning framework for automatic trichoscopic image analysis

To accurately predict the hair density and hair diameter distribution on trichoscopic images, a deep learning framework for automatic trichoscopic image analysis was proposed. This model contained 2 types of convolutional neural networks (CNN): the detection net (D-Net) structure for detecting hair follicle openings and the regression net (R-Net) structure for predicting the number of hairs and the proportion of vellus hairs, intermediate hairs and terminal hairs (Fig. 1).

R-Net. Based on the detected locations of hair follicle openings, a multi-task R-Net was applied to predict the number of hairs and the proportion of vellus hairs, intermediate hairs and terminal hairs. The R-Net was based on MobileNet, which is a convolutional network mostly used for mobile and embedded vision applications (14). Different from the MobileNet, the R-Net had another fully-connected layer for predicting the proportions of 3 types of hairs after the average pooling layer.

Performance evaluation

This paper adopted mean accuracy method for evaluating the D-Net.

\[
\text{precision} = \frac{tp}{tp + fp} = \frac{tp}{n}
\]

where tp denotes the number of true predicted samples, fp represents the number of false predicted samples, and n is the total number of testing samples.

For R-Net, mean absolute error (MAE) (18) was applied, which can better reflect the actual situation of predicted value. The computational formula was introduced as below:

\[
\text{MAE}(x) = \frac{1}{m} \sum_{i=1}^{m} |y'(i) - y(i)|
\]

where, y’ represents the true value, y denotes the predicted value, and m is the number of samples.

Fig. 1. Structure of automatic trichoscopic image analysis model. There were 2 stages: D-Net for detection and R-Net for prediction. When inputting a trichoscopic image to the D-Net, the bounding boxes of hair follicle openings were detected. Then, based on the detected area, the R-Net predicted the number of hairs and the proportion of vellus hairs, intermediate hairs and terminal hairs.
Collection of clinical and trichoscopic data

Patients’ age, BASP grading and trichoscopic data in the frontal and vertex areas were collected. Trichoscopic data included hair density (total number of hairs per 1 cm² area) and hair diameter distribution (percentage of vellus hairs, intermediate hairs and terminal hairs out of the total number of hairs).

Statistical analysis

Descriptive statistics for continuous variables were reported as means ± standard deviations (SD). Group comparisons were performed using unpaired Student’s t-test or analysis of variance (ANOVA). Multiple ordinal logistic regression was conducted to explore the association of ordinal categorical outcomes with multiple exposures. The fitness of the model was evaluated by cross-validation. SPSS software 26.0 (SPSS Inc., Chicago, IL, USA) was used for analysis. All statistical tests and confidence intervals were 2-sided with a significance level of 0.05.

RESULTS

Performance evaluation of the deep learning framework

The results of performance evaluation for D-Net and R-Net are shown in Table I. Intuitively, during the period of hair detection, D-Net achieved an accuracy of 95.44%. The R-Net was tested based on 2 kinds of data, 1 was manually-labelled hair follicle regions (noted as R-Net1), and the other was the predicted hair follicle regions of D-Net (noted as R-Net2).

During testing, a trichoscopic image was input and the number of hairs output. It took 2 s for testing the whole model, where 135 ms for detection and approximately 20 ms for prediction. Four samples were randomly selected from the D-Net and R-Net (the results are shown in Fig. 2).

Changes in hair parameters with the progression of baldness

A total of 582 subjects were enrolled in the study. The normal group included 54 subjects aged 18–53 years (mean ± SD age 29.87 ± 8.79 years). The AGA group comprised 528 subjects aged 18–55 years (mean ± SD age 29.30 ± 7.60 years). All participants were divided into 4 groups according to the BASP grading and grade 0 group included normal subjects and patients without baldness in the frontal or vertex area. The results for hair density and hair thickness analysis are shown in Table II and Fig. 3. In both frontal and vertex areas, the percentage of vellus hairs, intermediate hairs and terminal hairs were significantly different among 4 groups, while hair density was similar. Further pairwise comparisons were made and the results revealed that the percentage of vellus hairs and terminal hairs were significantly different between either 2 groups. The percentage of intermediate hairs was statistically similar between patients with grade 2 and grade 3 baldness, while the differences between the remaining groups were significant. With an increase in BASP grade, the percentage of
vellus hairs and intermediate hairs showed an increasing trend while the percentage of terminal hairs showed a declining trend.

A quantitative model for predicting basic and specific classification in male androgenic alopecia

In both frontal and vertex areas, 90% of the samples were used as a training set and 10% were used as a testing set. The percentage of vellus hairs and intermediate hairs were selected as independent variables, and multiple ordinal logistic regression was conducted. In the frontal area, the fitting equations were expressed as follows:

\[
\begin{align*}
\text{Ln}\,(\text{odds, P}\leq 0) &= 14.905 - 0.634 \times \text{vellus hairs(%) } - 0.307 \times \text{intermediate hairs(%) } \\
\text{Ln}\,(\text{odds, P}\leq 1) &= 25.822 - 0.634 \times \text{vellus hairs(%) } - 0.307 \times \text{intermediate hairs(%) } \\
\text{Ln}\,(\text{odds, P}\leq 2) &= 39.262 - 0.634 \times \text{vellus hairs(%) } - 0.307 \times \text{intermediate hairs(%) }
\end{align*}
\]

In the vertex area, the fitting equations were expressed as follows:

\[
\begin{align*}
\text{Ln}\,(\text{odds, P}\leq 0) &= 13.226 - 0.543 \times \text{vellus hairs(%) } - 0.305 \times \text{intermediate hairs(%) } \\
\text{Ln}\,(\text{odds, P}\leq 1) &= 23.350 - 0.543 \times \text{vellus hairs(%) } - 0.305 \times \text{intermediate hairs(%) } \\
\text{Ln}\,(\text{odds, P}\leq 2) &= 35.401 - 0.543 \times \text{vellus hairs(%) } - 0.305 \times \text{intermediate hairs(%) }
\end{align*}
\]

(odd=P/(1–P), P represents cumulative probability)

Finally, the probability of each grade was calculated according to the following formula:

\[
\begin{align*}
P_0 &= \frac{e^{\ln \,(\text{odds, P}\leq 0)}}{1 + e^{\ln \,(\text{odds, P}\leq 0)}} \\
P_1 &= \frac{e^{\ln \,(\text{odds, P}\leq 1)}}{1 + e^{\ln \,(\text{odds, P}\leq 1)}} \\
P_2 &= \frac{e^{\ln \,(\text{odds, P}\leq 2)}}{1 + e^{\ln \,(\text{odds, P}\leq 2)}} \\
P_3 &= 1 - (P_0 + P_1 + P_2)
\end{align*}
\]

According to these equations, the probability of each grade of BASP classification in the testing set was calculated and the grade with the highest probability was the predicted grade. Then cross-validation was performed to analyse the accuracy of this predictive model. In the frontal and vertex area, the number of samples that the

---

### Table II. Hair density and percentage of vellus hairs, intermediate hairs and terminal hairs of the subjects

| Classification | 0   | 1   | 2   | 3   |
|----------------|-----|-----|-----|-----|
| Frontal, n     | 67  | 289 | 193 | 33  |
| Hair density, hairs cm\(^{-2}\), mean ± SD | 244 ± 35 | 247 ± 37 | 247 ± 42 | 247 ± 59 |
| Vellus hairs, %, mean ± SD | 9 ± 2 | 17 ± 4 | 28 ± 6 | 47 ± 4 |
| Intermediate hairs, %, mean ± SD | 23 ± 3 | 34 ± 6 | 41 ± 7 | 41 ± 4 |
| Terminal hairs, %, mean ± SD | 68 ± 4 | 49 ± 7 | 31 ± 8 | 13 ± 3 |
| Vertex, n      | 67  | 252 | 217 | 46  |
| Hair density, hairs cm\(^{-2}\), mean ± SD | 243 ± 37 | 248 ± 45 | 247 ± 43 | 254 ± 56 |
| Vellus hairs, %, mean ± SD | 9 ± 3 | 17 ± 5 | 27 ± 5 | 48 ± 4 |
| Intermediate hairs, %, mean ± SD | 23 ± 3 | 32 ± 6 | 43 ± 6 | 41 ± 3 |
| Terminal hairs, %, mean ± SD | 69 ± 5 | 51 ± 9 | 30 ± 8 | 10 ± 3 |

The participants were divided into 4 groups according to the BASP grading and grade 0 group included normal control and patients without baldness in the frontal or vertex area. Trichoscopic data including hair density (the total number of hairs per 1 cm\(^2\) area) and hair diameter distribution (the percentage of vellus hairs, intermediate hairs and terminal hairs out of the total number of hairs) in the frontal and vertex areas were collected.
model predicted correctly was 56 and 54, with an accuracy of 93% and 90%, respectively.

DISCUSSION

Artificial intelligence (AI) has been developed in recent decades to assist medical image recognition (19). Recently, deep learning, the state-of-the-art approach in the field of AI, has shown promising performances in computer vision tasks. Deep neural networks are composed of multiple layers, whereby higher level features can be extracted from lower level features. Unlike conventional machine learning techniques, which require human experts to design task-related features, deep neural networks extract features in a self-taught manner, which only requires training data with minor pre-processing when necessary (20). This distinct characteristic has laid the foundation for its unprecedented success in medical image recognition. Some studies have applied deep learning to hair loss evaluation, but there is currently no accurate framework to predict hair density and hair diameter distribution on trichoscopic images (21, 22).

This framework is a multi-task structure, containing 2 kinds of CNN: D-Net and R-Net. The D-Net was trained to detect hair follicle openings, while the R-Net was applied to predict hair density and hair diameter. Since most participants were reluctant to shave their hair, trichoscopic images were acquired without cutting their hair. Consequently, the hairs in the images crossed each other, making it difficult to distinguish each hair and measure the diameter of the hair shaft. To solve this problem, the hair follicle opening was chosen as the unique mark of each hair, and hair diameter was measured near the opening. After training, the performance of this framework was evaluated in the testing dataset, and the results of D-Net achieved an accuracy of 95.44%, comparable with other multi-label detection task (23). The MAE results of hair counts based on traditional method was approximately 40%, which was higher than the results of both R-Net1 and R-Net2 models, indicating the superior performance of R-Net (7). The experimental results revealed that this framework can achieve similar accuracy to manual labelling. Clinical application of this framework may liberate clinicians from mechanical image analysis and improve the efficiency of diagnosis.

Furthermore, this study analysed the trichoscopic characteristics of the subjects, including the hair density and the percentage of vellus hairs, intermediate hairs and terminal hairs, using the deep learning framework. Although the Hamilton-Norwood classification is used more widely in male AGA grading, it still has some limits. For example, patients of the same grade show different hair sparsity degrees in the frontal and vertex regions. Therefore, BASP classification was chosen to grade separate regions more accurately. All participants were divided into 4 groups according to BASP classification. In both frontal and vertex areas, the hair density presented wide variations between individuals. There was no significant difference in hair density among the 4 groups, which indicated that the contribution of hair density to global appearance was trivial. Previous studies have compared hair density in individuals with or without AGA, and the results were inconsistent. Rushton et al. compared the hair density in 26 subjects with male AGA and 13 normal controls, using a trichogram method, and found significant mean difference in the frontal-vertex area (24). However, this study had a relatively small sample that may affect the accuracy of the results. Whiting et al. analysed the scalp biopsy specimens of 106 male patients with AGA and 22 normal control subjects in the vertex region, and the result showed lower hair density for the AGA group, but the difference was not significant (25). Moreover, Ishino et al. (5) measured the hair density in 254 patients with male AGA and 115 normal controls using a videomicroscopy technique and no statistical difference was found, which was in accordance with the current results. The percentage of vellus hairs showed an increasing tendency, while the percentage of terminal hairs revealed a downward trend with the progression of baldness in all BASP types, which was consistent with the pathogenesis of AGA. The percentage of intermediate hairs increased from grade 0 to grade 2 baldness and was statistically similar between patients with grade 2 and grade 3 baldness. The fact that changes in intermediate hairs were more obvious in the early stages of hair loss was in coherence with the process of gradual miniaturization of hair follicles in AGA. The data above indicate that the percentage of vellus hairs, intermediate hairs and terminal hairs can be selected as quantitative grading indicators for male AGA.

Then we chose the percentage of vellus hairs and the percentage of intermediate hairs as independent variables and performed multiple ordinal logistic regression to establish a quantitative model for predicting BASP classification in male AGA. The cross-validation showed that the accuracy of this model was approximately 90%. This work opens a new avenue for quantitative BASP classification in different clinical scenarios. However, some limitations still exist. The sample size of this study is small and most of the participants are Chinese. Considering hairs of different races vary in colour and density, the quantitative model for predicting BASP classification may be more applicable to Asian populations. More data from different regions are necessary to improve the model.

In conclusion, this study proposed a deep learning framework that can analyse trichoscopic images without hair shaving, providing accurate information about hair density and diameter distribution. It was found that the percentage of vellus hairs, the percentage of intermediate hairs, and the percentage of terminal hairs were closely related to the severity of hair loss, and can be used as
quantitative grading indicators for male AGA. Finally, a quantitative model for predicting BASP classification in male AGA was established. This is a useful tool for predicting BASP classification in a highly reproducible, easily applicable, and quantifiable manner.
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