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Optimizing Information Freshness in Wireless Networks under General Interference Constraints

Rajat Talak, Sertac Karaman, Eytan Modiano

Abstract—Age of information (AoI) is a recently proposed metric for measuring information freshness. AoI measures the time that elapsed since the last received update was generated. We consider the problem of minimizing average and peak AoI in a wireless networks, consisting of a set of source-destination links, under general interference constraints. When fresh information is always available for transmission, we show that a stationary scheduling policy is peak age optimal. We also prove that this policy achieves average age that is within a factor of two of the optimal average age. In the case where fresh information is not always available, and packet/information generation rate has to be controlled along with scheduling links for transmission, we prove an important separation principle: the optimal scheduling policy can be designed assuming fresh information, and independently, the packet generation rate control can be done by ignoring interference. Peak and average AoI for discrete time G/Ber/1 queue is analyzed for the first time, which may be of independent interest.

I. INTRODUCTION

Exchanging status updates, in a timely fashion, is an important functionality in many network settings. In unmanned aerial vehicular (UAV) networks, exchanging position, velocity, and control information in real time is critical to safety and collision avoidance [1], [2]. In internet of things (IoT) and cyber-physical systems, information updates need to be sent to a common ground station in a timely fashion for better system performance [3]. In cellular networks, timely feedback of the link state information to the mobile nodes, by the base station, is necessary to perform opportunistic scheduling and rate adaptation [4], [5].

Traditional performance measures, such as delay or throughput, are inadequate to measure the timeliness of the updates, because delay or throughput are packet centric measures that fail to capture the timeliness of the information from an application perspective. For example, a packet containing stale information is of little value even if it is delivered promptly by the network. In contrast, a packet containing freshly updated information may be of much greater value to the application, even if it is slightly delayed.

A new measure, called Age of Information (AoI), was proposed in [6], [7] that measures the time that elapsed since the last received update was generated. Figure 1 shows evolution of AoI for a destination node as a function of time. The AoI, upon reception of a new update packet, drops to the time elapsed since generation of this packet, and grows linearly otherwise. AoI being a destination-node centric measure, rather than a packet centric measure like throughput or delay, is more appropriate to measure timeliness of updates.

In [6], AoI was first studied for a vehicular network using simulations. Nodes generated fresh update packets periodically at a certain rate, which were queued at the MAC layer first-in-first-out (FIFO) queue for transmission. An optimal packet generation rate was observed that minimized age. It was further observed that the age could be improved by controlling the MAC layer queue, namely, by limiting the buffer size or by changing the queuing discipline to last-in-first-out (LIFO). However, the MAC layer queue may not be controllable in practice. This lead to several works on AoI under differing assumptions on the ability to control the MAC layer queue.

Many of the applications where age is an important metric involve wireless networks, and interference constraints are one of the primary limitations to system performance. However, theoretical understanding of age of information under interference constraints has received little attention thus far. In [8], the problem of scheduling finite number of update packets under physical interference constraint for age minimization was shown to be NP-hard. Age for a broadcast network, where only a single link can be activated at any time, was studied in [9], [10], and preliminary analysis of age for a slotted ALOHA-like random access was done in [11].

We consider the problem of minimizing age of information in wireless networks under general interference constraints, and time-varying links. The wireless network consists of a set of source-destination pairs, each connected by a wireless link.
Each source generates information updates, which are to be sent to its destination. We measure the age at each destination. We consider average age, which is the time average of the age curve in Figure 1 and peak age, which is the average of all the peaks in the age curve in Figure 1 as the metrics of performance. Due to wireless interference only a subset of links can be made to transmit simultaneously. We obtain simple scheduling policies that are optimal, or nearly optimal.

We consider two types of sources: active sources and buffered sources. Active sources can generate a new update packet for every transmission, i.e., fresh information is always available for transmission. Buffered sources, on the other hand, can only control the rate of packet generation, while the generated packets are buffered in the MAC layer FIFO queue for transmission.

For a network with active sources, we show that a stationary scheduling policy, in which links are activated according to a stationary probability distribution, is peak age optimal. We also show that this policy achieves average age that is within factor of two of the optimal average age. Moreover, we prove that this optimal policy can be obtained as a solution to a convex optimization problem.

For a network with buffered sources, we consider Bernoulli and periodic packet generation, that generate update packets at a certain rate. We design a rate control and scheduling policy to minimize peak age. We show that if rate control is performed assuming that there is no other link in the network, and scheduling is done in the same way as in the active source case, then this is close to the optimal age achieved by jointly minimizing over stationary scheduling policies and rate control. This separation principle provides an useful insight towards the design of age optimal policies, as scheduling and rate control are typically done at different layers of the protocol stack.

Peak and average age for the discrete time FIFO G/B/1 queue is analyzed for the first time, which may be of independent interest. A preliminary version of this work appeared in MobiHoc 2018 [12].

A. Literature Survey

Motivated by [6], AoI was first studied for the first come first served (FCFS) M/M/1, M/D/1, and D/M/1 queues in [7]. Since then, AoI has been analyzed for several queueing systems [6], [7], [13]–[25], with the goal to minimize AoI. Two time average metrics of AoI, namely, peak and average age are generally considered. AoI for multiclass M/G/1 and G/G/1 queues, under FIFO service, were studied in [17]. Age for a M/M/∞ was analyzed in [14], which studied the impact of out-of-order delivery of packets on age, while the effect of packet errors or packet drops on age was studied in [26]. Age for LIFO queues was analyzed under various arrival and service time distributions in [15], [16], [18].

The advantage of having parallel servers, towards improving AoI, was demonstrated in [15], [16], [22]. Having smaller buffer sizes [6], [23] or introducing packet deadlines [23]–[25], in which a packet deletes itself after its deadline expiration, are two other considered ways of improving AoI. In [19], the LCFS queue scheduling discipline, with preemptive service, is shown to be an age optimal, when the service times are exponentially distributed, while in [27] optimal update generation policy to improve age is investigated.

AoI for energy harvesting communication systems was considered in [28]–[33], while AoI for gossip type information dissemination was analyzed in [34], [35].

Very little work existed, prior to this, on link scheduling to minimize AoI. Scheduling, for AoI minimization, finitely many packets under physical interference constraints was shown to be NP-hard in [8]. Index policies were proposed in [9], [10] for broadcast network, and AoI minimization for slotted ALOHA-like random access was considered in [11]. In this work, we consider the problem of age minimization for wireless networks, under general interference constraints. We consider single-hop information flows.

This paper also introduces a distinction between active sources and buffered sources, and shows that an optimal scheduling policy in one case can be nearly optimal in the other. A preliminary version of this work appeared in [12], and several extensions have recently appeared in [36]–[39]. In [37], we derive distributed policies for age minimization, while in [39] and [38] we propose age-based and a virtual queue based policy for age minimization. We show in [39], that using the current channel state information can result in significant age improvement. The case of multi-hop information flows was considered in [36].

B. Organization

The rest of this paper is organized as follows. We describe the system model in Section II. Age minimization for active sources is considered in Section III, where we also characterize the stationary policy that minimizes peak age under a general interference model. Age minimization for buffered sources is discussed in Section IV and Section V. Numerical results are presented in Section VI and we conclude in Section VII.

II. SYSTEM MODEL

We consider a wireless communication network as a graph $G = (V, E)$, where $V$ is the set of nodes and $E$ is the set of communication links between the nodes in the network. Each communication link $e \in E$ is a source-destination pair in the network. The source generates information updates that need to be communicated to the destination. Time is slotted and the duration of each slot is normalized to unity.

Wireless interference constraints limit the set of links which can be activated simultaneously [40]. We call a set $m \subset E$ to be a feasible activation set if all links in $m$ can be activated simultaneously without interference, and denote by $\mathcal{A}$ the collection of all feasible activation sets. We call this the general interference model, as it incorporates several popular interference models such as 1-hop interference, $k$-hop interference [41], and protocol interference models [40].

A non-interfering transmission over link $e$ does not always succeed due to channel errors. We let $R_e(t) \in \{1, 0\}$ denote
the channel error process for link \( e \), where \( R_e(t) = 1 \) if a non-interfering transmission over link \( e \) succeeds and \( R_e(t) = 0 \) otherwise. We assume \( R_e(t) \) to be independent across links, and i.i.d. across time with \( \gamma_e = \mathbf{P}[R_e(t) = 1] > 0 \), for all \( e \in E \). We assume that the channel success probabilities \( \gamma_e \) are known, or can be measured separately.

We consider two types of sources, namely, active source and buffered source. An active source can generate a new update packet at the beginning of each slot for transmission, while discarding old update packets that were not transmitted. Thus, for an active source, a transmitted packet always contains fresh information. Packets generated by a buffered source, on the other hand, get queued before transmission, and may contain ‘stale’ information. The source cannot control this FIFO queue, and thus, the update packets have to incur queueing delay. A buffered source, however, can control the packet generation rate.

The age \( A_e(t) \) at the destination of link \( e \) evolves as shown in Figure 1. When the link \( e \) is activated successfully in a slot, the age \( A_e(t) \) is reduced to the time elapsed since the generation of the delivered packet. \( A_e(t) \) grows linearly in absence of any communication over \( e \). This evolution can be simply described as

\[
A_e(t+1) = \begin{cases} 
  t - G_e(t) + 1 & \text{if } e \text{ is activated at } t \\
  A_e(t) + 1 & \text{if } e \text{ is not activated at } t
\end{cases},
\]

where \( G_e(t) \) is the generation time of the packet delivered over link \( e \) at time \( t \). In the active source case, for example, \( G_e(t) = t \) since a new update packet is made available at the beginning of each slot. Thus, in this case, the age \( A_e(t) \) is equal to the time elapsed since an update packet was transmitted over it, i.e., the last activation of link \( e \). For ease of presentation, we will refer to \( A_e(t) \) as the age of link \( e \).

We define two metrics to measure long term age performance over a network of interfering links. The weighted average age, given by,

\[
A^\text{ave} = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{e \in E} w_e A_e(t),
\]

where \( w_e \) are positive weights denoting the relative importance of each link \( e \in E \), and the weighted peak age, given by,

\[
A^p = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \sum_{e \in E} w_e A_e(T_e(i)),
\]

where \( T_e(i) \) denotes the time at which link \( e \) was successfully activated for the \( i \)th time. Peak age is the average of age peaks, which happen just before link activations. Without loss of generality we assume that \( w_e > 0 \) for all \( e \), and the link weights are normalized to sum to unity, i.e., \( \sum_{e \in E} w_e = 1 \).

### A. Scheduling Policies

A scheduling policy is needed in order to decide which links to activate at any time slot. It determines the set of links \( m(t) \subset E \) that will be activated at each time \( t \). The policy can make use of the past history of link activations and age to make this decision, i.e., at each time \( t \) the policy \( \pi \) will determine \( m(t) \) as a function of the set

\[
\mathcal{H}(t) = \{m(\tau), \mathbf{R}(\tau), \mathbf{A}(\tau')|0 \leq \tau \leq t - 1 \text{ and } 0 \leq \tau' \leq t\},
\]

where \( \mathbf{A}(t) = (A_e(t))_{e \in E} \) and \( \mathbf{R}(t) = (R_e(t))_{e \in E} \). Note that \( \mathbf{R}(t) \notin \mathcal{H}(t) \), i.e., the current channel state \( \mathbf{R}(t) \) is not observed before making a decision at time \( t \). We consider centralized scheduling policies, in which this information is centrally available to a scheduler, which is able to implement its scheduling decisions.

Given such a policy \( \pi \), define the link activation frequency \( f_e(\pi) \), for a link \( e \), to be the fraction of times link \( e \) is successfully activated, i.e.,

\[
f_e(\pi) = \lim_{T \to \infty} \frac{\sum_{t=1}^{T} \mathbf{1}_{\{e \in m(t), m(t) \in A\}}}{T},
\]

where \( m(t) \) is the set of links activated at time \( t \), and \( f_e(\pi) \) is an indicator function which equals 1 only if \( S \) holds, and 0 otherwise. Note that \( f_e(\pi) \) is not the frequency of successful activations, as channel errors can render an activation of a link unsuccessful. If \( f_e(\pi) = 0 \) for a certain link \( e \) then the average and peak age will be unbounded. We, therefore, limit our attention to the set of policies \( \Pi \) for which \( f_e(\pi) \) is well defined and strictly positive for all \( e \in E \):

\[
\Pi = \{\pi | f_e(\pi) \text{ exists and } f_e(\pi) > 0 \forall e \in E\}.
\]

We define the set of all feasible link activation frequencies, for policies described above:

\[
\mathcal{F} = \{f \in \mathbb{R}^{|E|} | f_e = f_e(\pi) \forall e \in E \text{ and some } \pi \in \Pi\}.
\]

This set can be characterized by linear constraints as

\[
\mathcal{F} = \{f \in \mathbb{R}^{|E|} | f = Mx, \ 1^T x \leq 1 \text{ and } x \geq 0\},
\]

where \( x \) is a vector in \( \mathbb{R}^{|A|} \) and \( M \) is a \( |E| \times |A| \) matrix with elements

\[
M_{e, m} = \begin{cases} 
  1 & \text{if } e \in m \\
  0 & \text{otherwise}
\end{cases},
\]

for all links \( e \) and feasible activation sets \( m \in A \).

A simple sub-class of policies, which do not use any past history, is the class of stationary policies. In it, links are activated independently across time according to a stationary distribution. We define a stationary policy as follows:

**Definition 1 ((Randomized) Stationary Policies):** Let \( B_e(t) = \{e \in m(t), m(t) \in A\} \) be the event that link \( e \) was activated at time \( t \). Then, the policy \( \pi \) is stationary if

1) \( B_e(t) \) is independent across \( t \), and
2) \( \mathbf{Pr} (B_e(t_1)) = \mathbf{Pr} (B_e(t_2)) \) for all \( t_1, t_2 \in \{1, 2, \ldots\} \),

for all \( e \in E \). For the ease of presentation, we shall refer to randomized stationary policies and stationary policies. We use \( \Pi_\text{st} \) to denote the space of all stationary policies in the policy space \( \Pi \).

The stationary policies defined above are also memoryless, in the sense that \( B_e(t) \) are independent across time. The following are two examples of stationary policies.
Example 1: Set \( p_e \in (0, 1) \) for all \( e \in E \), and let a policy attempt transmission over link \( e \) with probability \( p_e \), independent of other link’s attempts. These are distributed policies, and are investigated in [37].

Example 2: Assign a probability distribution \( x \in \mathbb{R}^{\lfloor \mathcal{A} \rfloor} \) over the collection of feasible activation sets, \( \mathcal{A} \). Then, in each slot, activate the set \( m \in \mathcal{A} \) with probability \( x_m \), independent across time. We call this the stationary centralized policy. For this policy,

\[
\Pr(B_e(t)) = \sum_{m: e \in m} x_m = (Mx)_e ,
\]

(9)

for all \( e \in E \) and slots \( t \).

We will see in the next section that in the active source case, a stationary centralized policy is peak age optimal, and is within a factor of 2 from the optimal average age, over the space \( \Pi \). Motivated by this, in Section [IV] we will consider stationary scheduling policies for the buffered sources.

B. Rate Control in Buffered Sources

In the case of active sources, the update packets are generated at every transmission opportunity. However, in the case of buffered sources, we can only control the update generation rate. We consider two models of update generation, namely, Bernoulli update generation and periodic update generation. In the Bernoulli update generation, the source of link \( e \) generates a new update in a time slot with probability \( \lambda_e \). In the periodic update generation, the source of link \( e \) generates a new update once every \( D_e = 1/\lambda_e \) slots.

We consider the problem of jointly determining the update generation rate \( \lambda_e \), for each link, and the stationary scheduling policy \( \pi \in \Pi_{sl} \), in order to minimize peak and average age defined in (3) and (2), respectively. In Section [IV] we propose a separation principle policy that performs very close to the optimal.

III. MINIMIZING AGE WITH ACTIVE SOURCES

We consider a network where all the sources are active. Since the age metrics depend on the policy \( \pi \in \Pi \) used, we make this dependence explicit by the notation \( A^{ave}(\pi) \) and \( A^p(\pi) \). We use \( A^{ave} \) and \( A^p \) to denote the minimum average and peak age, respectively, over all policies in \( \Pi \).

We first characterize the peak age for any policy \( \pi \in \Pi \), and show that a stationary centralized policy is peak age optimal.

Theorem 1: For any policy \( \pi \in \Pi \), the peak age is given by

\[
A^p(\pi) = \sum_{e \in E} \frac{w_e}{\gamma_e f_e(\pi)} .
\]

(10)

As a consequence, for every \( \pi \in \Pi \) there exists a stationary policy \( \pi_{sl} \in \Pi_{sl} \) such that \( A^p(\pi) = A^p(\pi_{sl}) \). Thus, a stationary policy is peak age optimal.

Proof: Consider a randomized stationary policy with link activation frequency \( f_e = P[B_e(t)] \). It activates link \( e \) with probability \( f_e \), in each time slot. Since the channel process is also i.i.d., it follows that the link \( e \) is successfully activated in a slot with probability \( f_e \gamma_e \).

This implies that the inter-(successful) activation time of link \( e \) is geometrically distributed with mean \( 1/\gamma_e f_e \). Therefore, the peak age \( A^p_e \), which is nothing but the average inter-(successful) activation time, equals \( 1/\gamma_e f_e \), i.e. \( A^p_e = 1/\gamma_e f_e \).

Thus, the weighted peak age is \( \sum_{e \in E} w_e/\gamma_e f_e \). The same result extends to any policy \( \pi \in \Pi \), due to the existence of the limit (5), which ensures ergodicity of the link activation process \( U_e(t) = \mathbb{I}_{x \in m(t), (m(t), e) \in \mathcal{A}} \). The detailed arguments are presented in Appendix A.

Theorem 1 implies that the peak age minimization problem can be written as

\[
\begin{align*}
\text{Minimize} & \quad \sum_{e \in E} \frac{w_e}{\gamma_e f_e} \\
\text{subject to} & \quad f \in \mathcal{F},
\end{align*}
\]

(11)

where \( \mathcal{F} \) - given in (7) - is the space of all link activation frequencies for policies in \( \Pi \). We discuss solutions to (11) under general, and more specific, interference constraints in Section [III-A].

Theorem 1 implies that a stationary centralized policy is peak age optimal. We will next show that a peak age optimal stationary policy is also within a factor of 2 from the optimal average age. We first show an important relation between peak and average age for any policy \( \pi \in \Pi \).

Theorem 2: For all \( \pi \in \Pi \) we have

\[
A^p(\pi) \leq 2A^{ave}(\pi) - 1.
\]

(12)

Proof: The result is a direct implication of Cauchy-Schwartz inequality. See Appendix B.

Let \( A^{ave} = \min_{\pi \in \Pi} A^{ave}(\pi) \) and \( A^p = \min_{\pi \in \Pi} A^p(\pi) \) be the optimal peak and average age, respectively, over the space of all policies in \( \Pi \). Since the relation (12) holds for every policy \( \pi \in \Pi \), it is natural to expect it to hold at the optimality. This is indeed true.

Corollary 1: The optimal peak age is bounded by

\[
A^p \leq 2A^{ave} - 1.
\]

(13)

Proof: Since \( A^p \) is the optimal peak age we have \( A^p \leq A^p(\pi) \) for any policy \( \pi \). Substituting this in (12) we get \( A^p \leq 2A^{ave} - 1 \), for all \( \pi \in \Pi \). Minimizing the right hand side over all \( \pi \in \Pi \) we obtain the result.

We now show that for any stationary policy the average and peak age are equal.

Lemma 1: We have \( A^{ave}(\pi) = A^p(\pi) \) for any stationary policy \( \pi \in \Pi_{sl} \).
Proof: Let $S_e$ be the time between two successful activations of link $e$, under the stationary policy $\pi \in \Pi_\Delta$. We show that the peak age and average age, for a link $e$, is given by $A^p_e(\pi) = \mathbb{E}[S_e]$ and $A^{\text{ave}}_e(\pi) = \frac{\frac{1}{2}S_e + 1}{\mathbb{E}[S_e]}$, respectively. Then, noting the fact that $S_e$ is a geometrically distributed random variable, for $\pi \in \Pi_\Delta$, we get the result. The detailed proof is given in Appendix C. 

An immediate implication of Corollary 1 and Lemma 1 is that a stationary peak age optimal policy is also within a factor of 2 from the optimal average age.

Theorem 3: If $\pi_C$ is a stationary policy that minimizes peak age over the policy space $\Pi$ then the average age for $\pi_C$ is within factor 2 of the optimal average age. Specifically,

$$A^{\text{ave}} \leq A^{\text{ave}}(\pi_C) \leq 2A^{\text{ave}} - 1. \quad (14)$$

Proof: Let $\pi^*_C$ be the stationary policy that minimizes peak age. We, thus, have

$$A^p(\pi_C) = A^p,$$  

(15)

Since $\pi_C$ is also a stationary policy, Lemma 1 implies

$$A^{\text{ave}}(\pi_C) = A^p(\pi_C). \quad (16)$$

Using (15), (16), and Corollary 1 we obtain

$$A^{\text{ave}}(\pi_C) = A^p(\pi_C) = A^p \leq 2A^{\text{ave}} - 1. \quad (17)$$

This proves the result.

Theorem 3 tells us that the stationary peak age optimal policy obtained by solving (11) is within a factor of 2 of the optimal average age. Motivated by this, we next characterize solutions to the problem (11).

A. Optimal Stationary Policy $\pi_C$

The peak age minimization problem (11) over $\mathcal{F}$ can be written as

$$\text{Minimize} \quad \sum_{e \in E} \frac{\bar{w}_e}{\gamma_e \bar{f}_e} \quad \text{subject to} \quad f = Mx, \quad 1^T x \leq 1, \quad x \geq 0 \quad (18)$$

Note that the optimization is over $x$, the activation probabilities of feasible activation sets $m \in \mathcal{A}$. This is because the link activation frequencies $f$ get completely determined by $x$. The problem (18) is a convex optimization problem in standard form (42). The solution to it is a vector $x \in \mathbb{R}^{\mathcal{A}}$ that defines a probability distribution over link activation sets $\mathcal{A}$, and determines a stationary centralized policy that minimizes peak age. Average age for this policy, by Theorem 3, is also within a factor of 2 from the optimal average age. We denote this stationary centralized policy by $\pi_C$.

We first characterize the optimal solution to (18) for any $\mathcal{A}$. Given $x \in \mathbb{R}^{\mathcal{A}}$, a probability distribution over the link activation sets $\mathcal{A}$, $f = Mx \in \mathbb{R}^{|E|}$ is the vector of induced link activation frequencies. Now, define $\Omega_m(x)$-weight for every feasible link activation set $m \in \mathcal{A}$ as

$$\Omega_m(x) = \sum_{e \in m} \frac{\bar{w}_e}{\gamma_e \bar{f}_e} = \sum_{e \in m} \frac{\bar{w}_e}{\gamma_e \bar{f}_e}^2. \quad (19)$$

Clearly, $\Omega_m(x) > 0$ for every $m$. We now characterize the optimal solution to (18) in terms of $\Omega_m(x)$-weights.

Theorem 4: $x \in \mathbb{R}^{\mathcal{A}}$ solves (18) if and only if there exists a $\Omega > 0$ such that

1) For all $m \in \mathcal{A}$ such that $x_m > 0$ we have $\Omega_m(x) = \Omega$.
2) $x_m = 0$ implies $\Omega_m(x) \leq \Omega$.
3) $\sum_{m \in \mathcal{A}} x_m = 1$ and $x_m \geq 0$

Further, $\Omega$ is the optimal peak age \(A^p\).

Proof: The problem (18) is convex and Slater’s conditions are trivially satisfied as all constraints are affine (42). Thus, the KKT conditions are both necessary and sufficient. We use the KKT conditions to derive the result. See Appendix D for a detailed proof.

Theorem 4 implies that at the optimal distribution $x$, all $m \in \mathcal{A}$ with positive probability, $x_m > 0$, have equal $\Omega_m(x)$-weights, while all other $m \in \mathcal{A}$ have smaller $\Omega_m(x)$-weights.

Although the set $\mathcal{A}$ is very large, it is mostly the case that only a small subset of it is assigned positive probability. A feasible activation set $m$ is said to be maximal if adding any link $e \notin m$, to $m$, renders it infeasible, i.e., $m \cup \{e\} \notin \mathcal{A}$. In the following we show that only the maximal sets in $\mathcal{A}$ are assigned positive probability, thereby reducing the number of constraints in (18).

Corollary 2: If $x$ is the optimal solution to (18) then $x_m = 0$ for all non-maximal sets $m \in \mathcal{A}$.

Proof: Let $m' \in \mathcal{A}$ be a non-maximal set. Thus, there exists a $\overline{m} \in \mathcal{A}$ such that $m' \subseteq \overline{m}$. By definition of $\Omega_m(x)$ we have $\Omega_{m'}(x) < \Omega_{\overline{m}}(x)$. Thus, if $x_{m'} > 0$ then we would have $\Omega = \Omega_{m'}(x) < \Omega_{\overline{m}}(x)$ which is a contradiction.

The optimization problem (18), although convex, has a variable space that is $|\mathcal{A}|$-dimensional, and thus, its computational complexity increases exponentially in $|\mathcal{V}|$ and $|E|$. It is, however, possible to obtain the solution efficiently in certain specific cases.

1) Single-Hop Interference Network: Consider a network $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ where links interfere with one another if they share a node, i.e., if they are adjacent. For this network, every feasible activation set is a matching on $\mathcal{G}$, and therefore, $\mathcal{A}$ is a collection of all matchings in $\mathcal{G}$. As a result, the constraint set in (18) is equal to the matching polytope (43). The problem of finding an optimal schedule reduces to solving a convex optimization problem (18) over a matching polytope. This can be efficiently solved (i.e., in polynomial time) by using
the Frank-Wolfe algorithm [44], and the separation oracle for matching polytope developed in [43].

2) K-Link Activation Network: Consider a network \( G = (V, E) \) in which at most \( K \) links can be activated at any given time; we label links \( E = \{0, 2, \ldots, |E| - 1 \} \). Such interference constraints arise in cellular systems where the \( K \) represents the number of OFDM sub-channels or number of sub-frames available for transmission in a cell [5].

The set \( \mathcal{A} \) is a collection of all subsets of \( E \) of size at most \( K \). This forms a uniform matroid over \( E \) [43]. As a result, the constraint set in (18) is the uniform matroid polytope. It is known that the inequalities \( \sum_{e \in E} f_e \leq K \) and \( 0 \leq f_e \leq 1 \), for all \( e \in E \), are necessary and sufficient to describe this polytope [43]. Thus, the peak age minimization problem (18) reduces to

\[
\text{Minimize} \quad \sum_{e \in E} w_e \gamma_e f_e \\
\text{subject to} \quad \sum_{e \in E} f_e \leq K
\]

(20)

Since the number of constraints is now linear in \(|E|\), this problem can be solved using standard convex optimization algorithms [42].

IV. MINIMIZING AGE WITH BUFFERED SOURCES

We now consider a network with buffered sources, where each source generates update packets according to a Bernoulli process. The generated packets get queued at the MAC layer FIFO queue for transmission. We assume that all the MAC layer FIFO queues are initially empty. We restrict our scope to stationary policies.

Let \( \pi \) be a stationary policy with link activation frequency \( f_e \) for link \( e \). Then the service of the link \( e \)'s MAC layer FIFO queue is Bernoulli at rate \( \gamma_e f_e \). The buffered source (link \( e \)), in effect, behaves as a discrete time FIFO G/Ber/1 queue. In the following subsection, we derive peak and average age for a discrete time G/Ber/1 queue. We use these results for the network case in sub-sections IV-B and IV-C.

A. Discrete Time G/Ber/1 Queue

Consider a discrete time FIFO queue with Bernoulli service at rate \( \mu \). Let the source generate update packets at epochs of a renewal process. Let \( X \) denote the inter-arrival time random variable with general distribution \( F_X \). Note that \( X \) takes values in \( \{1, 2, \ldots\} \). We assume \( \lambda = \mathbb{E}[X]^{-1} < \mu \).

We derive peak and average age for this G/Ber/1 queue. Age for continuous time FIFO M/M/1 and D/M/1 queues was analyzed in [7]. We will see that the results for the discrete time FIFO Ber/Ber/1 and D/Ber/1, which can be obtained as special cases of our G/Ber/1 results, differ from their continuous time counterparts, namely M/M/1 and D/M/1.

Let \( T \) denote the system time for a packet, namely, the time from the packet’s arrival to the time it completes service. To help derive peak and average age, we first analyze the system time \( T \) for a packet in the G/Ber/1 queue.

Lemma 2: The system time, \( T \), in a FIFO G/Ber/1 queue is geometrically distributed with rate \( \alpha^* \), where \( \alpha^* \) is the solution to the equation

\[
\alpha = \mu - \mu M_X \left( \log(1 - \alpha) \right),
\]

(21)

where \( M_X(\alpha) = \mathbb{E}[e^{\alpha X}] \) denotes the moment generating function of the inter-arrival time \( X \).

Proof: See Appendix ??, in the supplementary material.

Note that the \( \alpha^* \) depends on the distribution \( F_X \). Using Lemma 2, we can now compute peak and average age for the G/Ber/1 queue.

Theorem 5: For G/Ber/1 queue with update packet generation rate \( \lambda \) and service rate \( \mu \) the peak age is given by

\[
A^p = \frac{1}{\alpha^*} + \frac{1}{\lambda},
\]

(22)

while the average age is given by

\[
A^{\text{ave}} = \lambda \left[ \frac{M_X(0)}{2} + \frac{1}{\alpha^*} M_X \left( \log(1 - \alpha^*) \right) \right] + \frac{1}{\mu} + \frac{1}{2},
\]

(23)

where \( \alpha^* \) is given by (21), and \( M_X(\alpha) = \mathbb{E}[e^{\alpha X}] \) is the moment generating function of the inter-arrival time \( X \).

Proof: The peak age is given by

\[
A^p = \mathbb{E}[T + X],
\]

(24)

where \( T \) is the steady state system time, and \( X \) is the inter-arrival time of update packets. This follows from the same line of arguments as in [16], [17], which derive the peak age for continuous time queues. Since \( \mathbb{E}[X] = \frac{1}{\lambda} \) and \( \mathbb{E}[T] = \frac{1}{\alpha^*} \), form Lemma 2, the result follows. The proof for \( A^{\text{ave}} \) is given in Appendix ??, in the supplementary material.

The peak and average age for the continuous time M/M/1 queue was derived in [7], [16], [17]. We now show that the average/peak age for the discrete time queue differs significantly from its continuous time counterpart. In Figure 2 we plot the peak and average age for the continuous time M/M/1 and the discrete time Ber/Ber/1 queue, as a function of queue occupancy \( \rho = \lambda/\mu \). Here, the service rate \( \mu \) is set to 0.8 for the sake of illustration only.

We observe that the age difference between the continuous time and the discrete time cases can be very large. This is especially the case when the server utilization \( \rho \) is close to 1. We observe similar behavior when comparing the continuous time D/M/1 queue, with the discrete time D/Ber/1 queue.

In the following, we consider two specific discrete time queues, namely, Ber/Ber/1 and D/Ber/1. We show that the peak and average age, for these discrete time queues, can be upper-bounded by their continuous time counterparts M/M/1 and D/M/1.
D/M/1. Although, this bound can be very weak (see Figure 2), the optimal queue occupancy that minimizes the upper-bound yields a nearly optimal performance. We will use this, to then obtain a near optimal rate control and scheduling policy for the buffered source case.

B. Bernoulli Generation of Update Packets

Using Theorem 5 we now derive peak and average age for Bernoulli packet generation. Let $\lambda_e$ be the packet generation rate for link $e$. If link $e$ is getting served at link activation frequency $f_e$ under a stationary policy $\pi$, then its peak age is given by

$$A^p_e(f_e, \rho_e) = \left\{ \begin{array}{ll} \frac{1}{\gamma_e f_e} \left[ \frac{1}{\rho_e} + \frac{1}{1 - \rho_e} \right] - \frac{\rho_e}{1 - \rho_e} & \text{if } \gamma_e f_e < 1 \\ \frac{1}{1 + \frac{1}{\rho_e}} & \text{if } \gamma_e f_e = 1 \end{array} \right.,$$

while its average age is given by

$$A^{ave}_e(f_e, \rho_e) = \left\{ \begin{array}{ll} \frac{1}{\gamma_e f_e} \left[ 1 + \frac{1}{\rho_e} + \frac{\rho_e^2}{1 - \rho_e} \right] - \frac{\rho_e^2}{1 - \rho_e} & \text{if } \gamma_e f_e < 1 \\ \frac{1}{1 + \frac{1}{\rho_e}} & \text{if } \gamma_e f_e = 1 \end{array} \right.,$$

where $\rho_e = \frac{\lambda_e}{\gamma_e f_e}$. See Appendix ??, in the supplementary material, for a detailed derivation.

In order to minimize AoI, unlike in the active source case, we need to jointly optimize over packet generation rates $\lambda_e$, or $\rho_e$, and scheduling policy $\pi \in \Pi_{st}$. Note that we optimize over the space of all stationary scheduling policies. Using (25), the peak age minimization problem is given by

$$A^p_{B^e} = \underset{f \in \mathcal{F}}{\text{Minimize}} \sum_{e \in E} w_e A^p_e(f_e, \rho_e)$$

subject to $f \in \mathcal{F}$

where $\mathcal{F}$ is the set of feasible link activation frequencies; see \cite{7}. Similarly, the average age minimization problem is given by

$$A^{ave}_{B^e} = \underset{f \in \mathcal{F}}{\text{Minimize}} \sum_{e \in E} w_e A^{ave}_e(f_e, \rho_e)$$

subject to $f \in \mathcal{F}$

We now derive an important separation principle which leads to a simple and practical solution to these problems.

The peak and average age for link $e$ can be upper bounded by as follows:

$$A^p_e(f_e, \rho_e) \leq \frac{1}{\gamma_e f_e} \left[ \frac{1}{\rho_e} + \frac{1}{1 - \rho_e} \right],$$

and

$$A^{ave}_e(f_e, \rho_e) \leq \frac{1}{\gamma_e f_e} \left[ 1 + \frac{\rho_e^2}{1 - \rho_e} \right].$$

The upper bounds in (29) and (30) are, in fact, the peak age and average age for the M/M/1 queue \cite{7, 17}. We define $\bar{\rho}^p$ and $\bar{\rho}^{ave}$ to be the optimal $\rho_e$ that minimizes the peak and average age upper-bounds, respectively. We have

$$\bar{\rho}^p = \underset{\rho_e \in (0,1)}{\text{arg min}} \frac{1}{\rho_e} + \frac{1}{1 - \rho_e},$$

and

$$\bar{\rho}^{ave} = \underset{\rho_e \in (0,1)}{\text{arg min}} \frac{\rho_e}{1 - \rho_e} + \frac{\rho_e^2}{1 - \rho_e}.$$

It is easy to see that $\bar{\rho}^p = \frac{1}{2}$, whereas $\bar{\rho}^{ave}$, is known to solve the equation $\rho^4 - 2\rho^3 + \rho^2 - 2\rho + 1 = 0$, and is approximately given by $\rho \approx 0.53$ \cite{7}. The significance of $\bar{\rho}^p$ and $\bar{\rho}^{ave}$ is due to the following lemma.

**Lemma 3:** The peak and average age at $\rho_e = \bar{\rho}^p$ and $\rho_e = \bar{\rho}^{ave}$, respectively, is at most a unit away from the optimal:

$$A^p_e(f_e, \bar{\rho}^p) - \min_{\rho_e \in [0,1]} A^p_e(f_e, \rho_e) \leq 1,$$

and

$$A^{ave}_e(f_e, \bar{\rho}^{ave}) - \min_{\rho_e \in [0,1]} A^{ave}_e(f_e, \rho_e) \leq 1,$$

for all $f_e \in (0,1)$.

**Proof:** See Appendix ??, in the supplementary material.

Motivated by this we propose the following separation principle policy (SPP):

**Separation principle policy:**

1. Schedule links according to the stationary policy $\pi_C$ that minimizes peak age in the active source case.

   Here, $\pi_C$ is obtained as a solution to problem (13).

2. Choose $\rho_e = \bar{\rho}$, for all $e \in E$.

3. Generate update packets according to a Bernoulli process of rate $\lambda_e = \bar{\rho} f_e$.

Note that the rate control $\rho_e = \bar{\rho}$ is the same for all links. We choose $\bar{\rho} = \bar{\rho}^p$ to minimize peak age and $\bar{\rho} = \bar{\rho}^{ave}$ to minimize the average age. We now prove that the SPP is close to the optimal peak and average age, namely, $A^p_{B^e}$ and $A^{ave}_{B^e}$, respectively.
Theorem 6: Let $f^*$ be the link activation frequency vector of the stationary policy $\pi_C$.
1) Peak age of the stationary policy $\pi_C$ with rate control $\rho_e = \bar{\rho}^p$ is bounded by
$$A^p(f^*, \bar{\rho}^p 1) \leq A^p_{\bar{\rho}^p} + 1.$$  
(35)
2) Average age of the stationary policy $\pi_C$ with rate control $\rho_e = \bar{\rho}^{ave}$ is bounded by
$$A^{ave}(f^*, \bar{\rho}^{ave} 1) \leq A^{ave}_{\bar{\rho}^{ave}} + 1.$$  
(36)

Proof: See Appendix ??, in the supplementary material.

Lemma 4: The peak and average age for link $e$ is upper bounded by
$$A^p_e(f_e, \rho_e) \leq \frac{1}{\gamma_e f_e} \left[ \frac{1}{\rho_e} + \frac{1}{\sigma^p_e} \right] + \frac{1}{2},$$  
(40)

and
$$A^{ave}_e(f_e, \rho_e) \leq \frac{1}{\gamma_e f_e} \left[ \frac{1}{2\rho_e} + \frac{1}{\sigma_{ave}^e} \right] + \frac{1}{2},$$  
where $\sigma_e$ solves $\hat{\sigma} = 1 - e^{-\frac{\sigma_e}{\rho_e}}$.

Proof: Using the fact that $1 - x < e^{-x}$, we have
$$1 - (1 - f_e \gamma_e \sigma)^{D_e} \geq 1 - e^{\sigma_e / \rho_e},$$  
(41)

where $\rho_e = \frac{1}{f_e \gamma_e f_e}$. This implies that if $\sigma^*$ solves $\sigma = 1 - \frac{1}{f_e \gamma_e \sigma}$ and $\hat{\sigma}$ solves $\sigma = 1 - e^{-\sigma_e / \rho_e}$ then $\hat{\sigma} \leq \sigma^*$.

The result follows from this.

It is important to note that $\sigma^*$ in (37) and (38) is different from $\hat{\sigma}$ in Lemma 4. In particular, $\sigma^*$ depends on $f_e$ and $D_e$ while $\hat{\sigma}$ is a function only of the queue occupancy $\rho_e = \frac{1}{f_e \gamma_e f_e}$. As a result the $\rho_e$ that minimizes the upper-bound(s), in Lemma 4 is independent of $f_e$.

Furthermore, the upper-bounds in Lemma 4 are nothing but the peak and average age expressions for the continuous time D/M/1 queue [7], [20], [46]. Let $\bar{\rho}^p$ and $\bar{\rho}^{ave}$ minimizes the peak age and average age upper-bounds in (39) and (40), respectively. Numerically, it can be observed that $\bar{\rho}^p \approx 0.594$ and $\bar{\rho}^{ave} \approx 0.515$ [7]. We now make the following observation.

Result 1: The peak and average age at $\rho_e = \bar{\rho}^p$ and $\rho_e = \bar{\rho}^{ave}$, respectively, is at most a unit away from the optimal:
\begin{align*}
A^p_e(f_e, \bar{\rho}^p) - \min_{\rho_e \in [0, 1]} A^p_e(f_e, \rho) &\leq 1, \quad (42) \\
A^{ave}_e(f_e, \bar{\rho}^{ave}) - \min_{\rho_e \in [0, 1]} A^{ave}_e(f_e, \rho) &\leq 1, \quad (43)
\end{align*}
for all $f_e \in (0, 1)$.

Proof: We note that the age difference:
$$\Delta^p(\gamma_e f_e) = A^p_e(f_e, \bar{\rho}^p) - \min_{\rho_e \in [0, 1]} A^p_e(f_e, \rho),$$

is a single variable function of the link $e$’s successful activation frequency $\gamma_e f_e$. Furthermore, $\gamma_e f_e$ can take values only in $(0, 1)$. In Figure 3 we plot this age difference, for both peak and average age as a function of $\gamma_e f_e$. We see that the age difference $\Delta$ is always below 1, thereby, validating our result. In fact, $\Delta$ for peak age is observed to be less than 0.7 and $\Delta$ for average age is observed to be less than 0.6.

Motivated by this we again resort to the same SPP as in Section IV-B but with different rate control $\rho_e$ which minimize upper bounds in (39) and (40). We prove the following bounds for this SPP.

Result 2: Let $f^*$ be the link activation frequency vector of the stationary policy $\pi_C$. 

;
A. Bernoulli Generation of Update Packets

Let each source generate update packets according to a Bernoulli process. Let $A_{Q_B}^*$ and $A_{Q_B}^\text{ave}$ denote the optimal peak and average age, achieved by jointly optimizing over the update generation rates and the scheduling policy $\pi \in \Pi_Q$. We now show that the proposed separation principle policy is at most a constant factor away from this optimal age.

**Corollary 3:** Let $f^*$ be a vector of link activation frequencies under the stationary policy $\pi_C$.  
1) Peak age of the stationary policy $\pi_C$ with rate control $\rho_e = \bar{\rho}^P$ is bounded by
$$A^p(f^*, \bar{\rho}^P 1) \leq (\frac{1}{\rho^P} + \frac{1}{1-\rho^P}) A_{Q_B}^*.$$ (47)
2) Average age of the stationary policy $\pi_C$ with rate control $\rho_e = \bar{\rho}^\text{ave}$ is bounded by
$$A^\text{ave}(f^*, \bar{\rho}^\text{ave} 1) \leq 2\left(1 + \frac{1}{\bar{\rho}^\text{ave}} + \frac{(\bar{\rho}^\text{ave})^2}{1-\rho^P}\right) A_{Q_B}^\text{ave}.$$ (48)

**Proof:** See Appendix B, in the supplementary material.

We know that $\bar{\rho}^P = 1/2$ and $\bar{\rho}^\text{ave} \approx 0.53$. Thus, the peak age of the stationary policy $\pi_C$, with rate control $\rho_e = 0.5 \gamma_e f_e$, is at most a factor of 4 away from optimality. Also, the average age of the stationary policy $\pi_C$, with rate control $\lambda_e = \bar{\rho}^\text{ave} \gamma_e f_e$, is at most a factor of $2\left(1 + \frac{1}{\bar{\rho}^\text{ave}} + \frac{(\bar{\rho}^\text{ave})^2}{1-\rho^P}\right) \approx 7$ away from optimality. It is important to note that the constant factors of optimality in Corollary 3 are independent of the network size.

We next consider periodic update generation, which yield much smaller factors of optimality, than derived here for the Bernoulli update generation.

B. Periodic Generation of Update Packets

Let the update generation be periodic at each source. Let $A_{Q_D}^*$ and $A_{Q_D}^\text{ave}$ denote the minimum peak and average age that can be achieved by jointly optimizing over the update generation rate and the scheduling policy $\pi \in \Pi_Q$. We prove that our SPP is at most a constant factor away from this optimal age.

**Result 3:** Let $f^*$ be the vector of link activation frequencies for policy $\pi_C$.
1) Peak age of the stationary policy $\pi_C$ with rate control $\rho_e = \bar{\rho}^P$ is bounded by
$$A^p(f^*, \bar{\rho}^P 1) \leq \left(\frac{1}{\rho^P} + \frac{1}{1-\rho^P}\right) A_{Q_D}^*.$$ (49)
2) Average age of the stationary policy $\pi_C$ with rate control $\rho_e = \bar{\rho}^\text{ave}$ is bounded by
$$A^\text{ave}(f^*, \bar{\rho}^\text{ave} 1) \leq 2\left(\frac{1}{2\bar{\rho}^\text{ave}} + \frac{1}{\bar{\rho}^\text{ave}}\right) A_{Q_D}^\text{ave}.$$ (50)
TABLE I
\[ \text{RATE CONTROL FOR SEPARATION PRINCIPLE POLICY (SPP) } p = \frac{\lambda}{K} \text{ AND OPTIMALITY OF SPP OVER SPACE OF ALL POLICIES.} \]

| Peak Age          | \( \hat{p} \) | Factor of optimality |
|-------------------|----------------|----------------------|
| Bernoulli updates | \( \frac{1}{2} \) | \( \frac{1}{4} \)      |
| Periodic updates  | \( \approx 0.594 \) | \( \approx 2.15 \)   |

| Average Age       | Optimal \( \rho \) | Factor of optimality |
|-------------------|---------------------|----------------------|
| Bernoulli updates | \( \approx 0.53 \)  | \( \gamma \)          |
| Periodic updates  | \( \approx 0.515 \) | \( \approx 4.51 \)    |

Here, \( \sigma \in (0, 1) \) is the unique solution to \( \sigma = 1 - e^{-\sigma / \hat{p}} \).

**Proof:** Using Result [1] and [2] the proof follows the same line of arguments as that of Corollary [3].

Computing the upper-bound factors numerically, we see that the peak age SPP policy is within a factor of \( \approx 2.15 \) from the optimal peak age, while the average age SPP policy is within a factor of \( \approx 4.51 \) from the optimal average age. In Table I, we summarize the performance of our SPP policies, under both Bernoulli and periodic packet generation, over the space of all policies. If the bounds are tight, then it suggests that periodic packet generation should perform much better than Bernoulli generation.

VI. NUMERICAL RESULTS

We consider a \( K \)-link activation network with \( N \) links. For this network, a feasible activation set \( m \) contains at most \( K \) links. A fraction \( \theta \) of the links have bad channel with \( \gamma_e = \gamma_{\text{bad}} \), while the rest have \( \gamma_e = \gamma_{\text{good}} > \gamma_{\text{bad}} \). We let \( w_e = 1/N \) for all the links. Similar results are observed for single-hop interference network.

A. Network with Active Sources

First, consider the case in which all the sources in the network are active sources. We plot and compare the proposed peak age optimal policy \( \pi_C \) (shown in red), a uniform stationary policy that schedules maximal subsets in \( A \) randomly with uniform probability, and a round robin policy (RR) that schedules \( K \) links at a time.

Figure 4 considers the simplest case with \( K = 1 \), and plots the weighted peak and average age, namely \( A_p \) and \( A_{\text{ave}} \), as a function of \( \theta \). Here, the network has \( N = 50 \) links, \( \gamma_{\text{good}} = 0.9 \), and two cases of \( \gamma_{\text{bad}} = 0.1 \) and \( \gamma_{\text{bad}} = 0.2 \) are plotted. Note that the peak age and average age coincide for stationary policies by Theorem 1. We observe this in simulation. Thus, to reduce clutter, we have plotted only one curve for the peak age optimal policy \( \pi_C \) and the uniform stationary policy.

We observe in Figure 4 that both peak and average age increases as \( \theta \), the fraction of links with bad channel, increases. This is to be expected as with more error prone channels, it takes more time for the source to update the destination. For \( \gamma_{\text{bad}} = 0.1 \), we observe in Figure 4 that the peak age optimal policy \( \pi_C \) achieves the minimum peak age. Furthermore, when the channel statistics is more asymmetric, i.e. \( \theta \) not near 0 or 1, the average age performance of the peak age optimal policy \( \pi_C \) is better than the round robin and uniform stationary policy. We also observe that the round robin policy and uniform stationary policy achieve the same peak age. This validates Theorem 1, which states that any two policies with same link activation frequencies should have the same peak age.

In Figure 5, we see that when the channel statistics across links is more symmetric (i.e., \( \theta \) closer to 0 or 1), the round robin policy yields a slightly smaller average age than the peak age optimal policy \( \pi_C \). In fact, when \( \gamma_{\text{bad}} \) is increased to 0.2, the round robin policy performs better in average age for all \( \theta \). However, the average age optimal centralized scheduling policy is yet unknown even for this simple network (with \( K = 1 \)), and hence by Theorem 3, the average age of the peak age optimal policy \( \pi_C \) is at most factor 2 away from the optimal average age, which is consistent with Figure 4.

This problem is exacerbated when we move to \( K > 1 \), in which case it is difficult to intuit a ‘good’ policy that
minimizes average age. Figure 5 plots the weighted peak and average age as a function of \( \theta \). Also, plotted is a round robin policy of period \( T = \lceil N/K \rceil \), which schedules the \( K \) worst channels in the first slot, the next \( K \) worst channels in the second slot, and so on. All the parameters are same as in Figure 4 except that we can activate \( K = 10 \) links at a time. We observe that the proposed policy \( \pi_c \) ensures peak age optimality, and also outperforms other simple scheduling policies in terms of its average age. This observation is not limited to the policies presented here, but in general, as it is difficult to come up with average age optimal policies for a network with general interference constraints.

### B. Network with Buffered Sources

We next consider the sources in the network to be buffered sources. We assume Bernoulli arrival of update packets. We plot three cases to illustrate the near optimality of the separation principle policy (SPP): In Case 1, we have \( N = 50 \), \( n_{\text{bad}} = 7 \) links have bad channel, i.e., \( \gamma_e = \gamma_{\text{good}} = 0.1 \) while the remaining have good channel \( \gamma_e = \gamma_{\text{good}} = 0.9 \). In Case 2, we have \( N = 10 \), \( n_{\text{bad}} = 7 \), \( \gamma_{\text{bad}} = 0.1 \), and \( \gamma_{\text{good}} = 0.9 \). In Case 3, we consider \( N = 50 \) and \( \gamma_e = 1 \) for all links. We let link weights to be unity, i.e. \( w_e = 1 \) for all \( e \).

We compare the peak age SPP, which chooses \( \rho_e = 1/2 \) for every link and the link activation frequency \( \gamma^* \) that solves (20). In Figure 6 we plot the peak age achieved by the peak age SPP and the optimal \( A^{opt}_{\text{peak}} \) of (27), obtained numerically. We observe that the SPP nearly attains the optimal peak age for buffered node in (27) in all three cases.

This can be seen from our observation in Figure 5. In Figure 6 we observe that the age difference between optimal age and the age with rate control \( \rho_e = 1/2 \), which is \( \Delta \), diminishes drastically as link activation frequency decreases. When the interference in the network is large, the link activation frequencies are bound to be small. This essentially results in close proximity of our separation principle policy with the optimal.

In Figure 6 we also plot (in blue) peak age if the network had active sources instead of buffered sources. We observe that optimal peak age for the buffered case is about 4 times that in the active source case. This shows that the cost of not being able to control the MAC layer queue can be as large as a 4 fold increase in age.

### VII. Conclusion

We considered the problem of minimizing age of information in wireless networks, consisting a several source-destination communication links, under general interference constraints. For a network with active sources, where fresh updates are available for every transmission, we show that a stationary policy is peak age optimal, and is also within a factor of two of the optimal average age. For a network with buffered sources, in which the generated update packets are queued at the MAC layer queue for transmission, we proved a separation principle wherein it suffices to design scheduling and rate control separately. Numerical evaluation suggest that this proposed separation principle policy is nearly indistinguishable from the optimal. We also derived peak age and average age for discrete time FIFO G/Ber/1 queue, which may be of independent interest.
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Let $\pi$ be a policy in $\Pi$, and $T_e(i)$ be the time of $i$th successful activation for link $e$. Then $S_e(i) = T_e(i) - T_e(i-1)$, for all $i \geq 1$, is the inter-(successful) activation time for link $e$, where $T_e(0) = 0$. Note that $S_e(i) = A_e(T_e(i))$ for all age update instances $i$. This implies that the peak age is given by

$$\limsup_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} A_e(T_e(i)) = \limsup_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} S_e(i), \quad (51)$$

$$= \limsup_{N \to \infty} \frac{T_e(N)}{N}.$$  

Notice that the time $T_e(N) \to \infty$ as $N \to \infty$. We, therefore, have

$$\frac{1}{A_e^p(\pi)} = \liminf_{N \to \infty} \frac{N}{T_e(N)} = \liminf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} U_e(t) R_e(t), \quad (53)$$

where $U_e(t) = \mathbb{1}_{\{e \in \mathcal{M}(t), m(t) \in \mathcal{A}\}}$ and $R_e(t)$ is the channel process. Now, notice that the process $(U_e(t), R_e(t))_{t \geq 0}$ is jointly ergodic. To see this, note that $(U_e(t))_{t \geq 0}$ is an ergodic processes because $(U_e(t))_{t \geq 0}$ takes values only in $\{0, 1\}$ and the update in (5) exists for $\pi \in \Pi$. Moreover, since $R_e(t)$ is independent of $U_e(t)$, they are jointly ergodic. We, therefore, have

$$\liminf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} U_e(t) R_e(t) = \mathbb{E} \left[ \liminf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} U_e(t) R_e(t) \right],$$

$$= \liminf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} [U_e(t) R_e(t)], \quad (54)$$

$$= \liminf_{T \to \infty} \gamma_e \mathbb{E} \left[ \frac{1}{T} \sum_{t=1}^{T} U_e(t) \right], \quad (55)$$

$$= \gamma_e f_e(\pi), \quad (56)$$

where the first equality follows due to ergodicity, the second due to the bounded convergence theorem [47], and the third because $R_e(t)$ is i.i.d. across time $t$ with $\gamma_e = \mathbb{E} [R_e(t)]$ and is independent of $U_e(t)$. The last equality follows from (5).

Weighted summation over all links $e \in \mathcal{E}$ gives the result. To prove that the peak age $A^p(\pi)$ can be achieved by a stationary centralized policy $\pi_{sl} \in \Pi$, it suffices to show that...
that a stationary centralized policy \( \pi_\alpha \) achieve the same link activation frequencies, i.e., \( f(\pi) = f(\pi_\alpha) \).

Let \( \pi \in \Pi \) be the policy that achieves link activation frequencies \( f = (f_e | e \in E ) \). Then, the policy \( \pi \) activates interference-free sets in \( A \) also with a certain frequency. Let \( x_m \) be the frequency of activation for a set \( m \in A \), i.e.,

\[
x_m = \limsup_{T \to \infty} \frac{1}{T} \sum_{i=1}^{T} \delta_{(m(t)=m)} ,
\]

(57)

where \( m(t) \) denotes the set of links activated at time \( t \). Clearly, we should have

\[
\sum_{m \in A} x_m \leq 1 .
\]

(58)

Furthermore, we must have \( f(\pi) = Mx \), where \( M \) is given by (53), and \( f(\pi) \) and \( x \) are column vectors of \( f_e(\pi) \) and \( x_m \), respectively. Now consider a stationary centralized policy \( \pi_\alpha \in \Pi \) for which \( m \in A \) is activated in each slot with probability \( x_m \), independent across slots; we can do this because of the property (58). Then we have \( f(\pi_\alpha) = Mx = f(\pi) \). This proves the result.

B. Proof of Theorem 2

The proof is a direct consequence of the Cauchy-Schwartz inequality. Consider a policy \( \pi \in \Pi \) and let \( T_e(i) \) be the time of \( i \)th successful activation for link \( e \). Then \( S_e(i) = T_e(i) - T_e(i-1) \), for all \( i \geq 1 \), is the inter-(successful) activation time for link \( e \), where \( T_e(0) = 0 \). Note that \( S_e(i) = A_e(T_e(i)) \) for all age update instances \( i \). This implies that the peak age is given by

\[
\limsup_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} A_e(T_e(i)) = \limsup_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} S_e(i) .
\]

(59)

The average is given by

\[
A_e^{ave}(\pi) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{N} \sum_{k=1}^{N} \frac{1}{N} \sum_{i=1}^{N} S_e(i) .
\]

(60)

Cauchy-Schwartz inequality gives us

\[
\left( \sum_{i=1}^{N} S_e(i) \right)^2 \leq N \sum_{i=1}^{N} S^2_e(i) .
\]

(61)

Therefore, we must have

\[
\frac{1}{2} \frac{1}{N} \sum_{i=1}^{N} S_e(i) \leq \frac{0.5 \sum_{i=1}^{N} S_e(i)^2}{\sum_{i=1}^{N} S_e(i)} .
\]

(62)

This with (59) and (60) yields \( \frac{1}{2} A_e^p(\pi) + \frac{1}{2} \leq A_e^{ave}(\pi) \). Note that we can claim this because \( A^p(\pi) \) is finite for \( \pi \in \Pi \) due to (10). Weighted summation over \( e \in E \) gives the desired result.

C. Proof of Lemma 1

For a stationary policy, let \( p \) be the probability that link \( e \) is successfully activated in a time slot, i.e.,

\[
p = \Pr( e \in m(t), m(t) \in A ) ,
\]

(63)

where \( m(t) \) is the set of links activated at time \( t \). Since the policy is stationary, the inter-(successful) activation times \( S_e(i) \) would be independent and geometrically distributed with rate \( 1/p \) given by: \( \Pr( S_e(i) = k ) = p(1-p)^{k-1} \), for all \( k \in \{1, 2, \ldots \} \). For this distribution we know that \( \mathbb{E}[S_e(1)] = \frac{1}{p} \) and \( \mathbb{E} [ S_e^2(1) ] = \frac{2}{p^2} \). Using (60) we obtain the average age of link \( e \) to be

\[
\frac{1}{T} \sum_{i=1}^{T} A_e(t) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} S^2_e(i) + \frac{1}{2} ,
\]

(64)

\[
= \frac{1 - 2p}{p^2} + \frac{1}{2} = \frac{1}{p} .
\]

(65)

Using (59) we obtain the peak age of the link \( e \) to be

\[
\limsup_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} A_e(T_e(i)) = \limsup_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} S_e(i) ,
\]

(66)

\[
= \mathbb{E}[S_e(1)] = \frac{1}{p} .
\]

(67)

The result can be obtained from (65) and (67) by weighted-averaging.

D. Proof of Theorem 3

Since dependence of \( \gamma_e \) is only in the form \( w_e/\gamma_e \), we assume \( \gamma_e = 1 \), for all \( e \), for clarity of presentation. The dependence on \( \gamma_e \) can be re-constructed by substituting \( w_e/\gamma_e \) in place of \( w_e \) in the following proof.

The peak age minimization problem (18) can be re-written with the objective

\[
\sum_{e \in E} \frac{w_e}{\sum_{m \in A} M_e,m x_m} ,
\]

(68)

over variables \( x_m \), for \( m \in A \), with constraints \( \sum_{m \in A} x_m \leq 1 \) and \( x_m \geq 0 \) for all \( m \in A \). The Lagrangian function for this problem is

\[
L(x, \Omega, \nu) = \sum_{e \in E} \frac{w_e}{\sum_{m \in A} M_e,m x_m} + \Omega \left( \sum_{m \in A} x_m - 1 \right) + \sum_{m \in A} \nu m x_m ,
\]

for \( \Omega \geq 0 \) and \( \nu_m \geq 0 \) for all \( m \in A \). The KKT conditions then imply

\[
\frac{\partial L}{\partial x_m} = 0, \ \forall m \in A ,
\]

(69)

\[
\Omega \left( \sum_{m \in A} x_m - 1 \right) = 0 ,
\]

(70)

\[
\nu_m x_m = 0, \ \forall m \in A ,
\]

(71)
along with feasibility constraints for $x$, $\Omega \geq 0$, and $\nu_m \geq 0$ for all $m \in \mathcal{A}$. Now (69) implies
\[
\frac{\partial L}{\partial x_m} = -\sum_{e \in \mathcal{E}} \frac{w_e M_{e,m}}{\left(\sum_{m' \in \mathcal{A}} M_{e,m'} x_{m'}\right)^2} + \Omega - \nu_m = 0, \tag{72}
\]
which reduces to
\[
\Omega_m(x) = \Omega - \nu_m, \tag{73}
\]
for all $m \in \mathcal{A}$. Using (71) and (73) we get that if $x_m > 0$ then $\nu_m = 0$ which implies $\Omega_m(x) = \Omega$, while $\Omega_m(x) \leq \Omega$ for all $m \in \mathcal{A}$. This proves conditions 1 and 2 of Theorem 4.

Since $x$ that satisfy the KKT conditions also solve (18) we should have $f_e = \sum_{m \in \mathcal{A}} M_{e,m} x_m > 0$; otherwise the objective function would be unbounded. Thus, $\Omega_m(x) = \Omega - \nu_m > 0$ which implies $\Omega > 0$ for all $m \in \mathcal{A}$. Then (70) implies $\sum_{m \in \mathcal{A}} x_m = 1$.

We now prove that the $\Omega$ defined in Theorem 4 is the optimal peak age $A^p$. Given that $x$ is the optimal solution to (18) and $\Omega$ be as defined in Theorem 4 the optimal peak age is given by
\[
A^p = \sum_{e \in \mathcal{E}} \frac{w_e}{(Mx)_e} = \sum_{e \in \mathcal{E}} \frac{w_e}{(Mx)_e} (Mx)_e, \tag{74}
\]
\[
= \sum_{m \in \mathcal{A}} x_m \sum_{m \in \mathcal{A}} \frac{w_e}{(Mx)_e} = \sum_{m \in \mathcal{A}, x_m > 0} x_m \sum_{m \in \mathcal{A}} \frac{w_e}{(Mx)_e}, \tag{75}
\]
where the last equality follows from the definition of $M_{e,m}$. Notice that $\sum_{m \in \mathcal{A}} \frac{w_e}{(Mx)_e}$ is in fact $\Omega_m(x)$, which equals $\Omega$ since $x_m > 0$. This gives
\[
A^p = \sum_{m \in \mathcal{A}, x_m > 0} x_m \Omega = \Omega, \tag{76}
\]
where the last equality follows because $\sum_{m \in \mathcal{A}} x_m = 1$.

E. Derivation of Peak and Average Age for D/Ber1 Queue

Let $D$ be the period of the periodic packet generation and $\mu$ be the Bernoulli service rate. The probability distribution of inter-arrival time $X$ of update packets is given by $P[X = D] = 1$ and $P[X = k] = 0$ for all $k \neq D$. Thus, $M_X(t) = e^{\mu t}$. Using this, the equation (21) can be written as
\[
\alpha^* = \mu - \mu M_X(\log(1 - \alpha^*)), \tag{79}
\]
\[
= \mu - \mu (1 - \alpha^*) D. \tag{80}
\]
We let $\sigma = \frac{\alpha^*}{\mu}$. Then $\sigma$ is the solution to
\[
\sigma = 1 - (1 - \mu)^D. \tag{81}
\]
Using (81), and the fact that $M_X(t) = De^{\mu t}$, in Theorem 5 we obtain the result.
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APPENDIX

F. Proof of Lemma 2

Let $X_n$ be the inter-arrival time between the $(n-1)$th and $n$th update packet at the queue, and $N_n$ be the number of update packets in the queue at the arrival of the $n$th update packet. If $Z_{n+1}$ be the number of service times we can fit in the duration $X_{n+1}$, then we have

$$N_{n+1} = \max\{N_n + 1 - Z_{n+1}, 0\}. \quad (1)$$

For this recursion, it is known that the steady state distribution of $N_n$ is geometric [1], i.e.,

$$P\{N = k\} = \sigma (1 - \sigma)^k, \quad (2)$$

for all $k \in \{0, 1, 2, \ldots\}$.

Now, the system time for the $n$th update packet is given by

$$T_n = \sum_{j=1}^{N_n+1} S_j, \quad (3)$$

where $S_j$ are independent, geometrically distributed random variables over $\{1, 2, \ldots\}$ with rate $\mu$. Since $N_n$ is geometrically distributed over $\{0, 1, 2, \ldots\}$ at steady state, $N_n + 1$ will also be geometrically distributed over $\{1, 2, \ldots\}$ at steady state, with the same rate $\sigma$. With $N_n + 1$ and $S_j$ being independent and geometrically distributed, we have from (3) that $T_n$ is also geometrically distributed over $\{1, 2, \ldots\}$ with rate $\sigma \mu$.

Let $\alpha = \sigma \mu$ be the rate of geometrically distributed random variable $T_n$ at steady state. We obtain (21) using the system time recursive equation. We know that the system time $T_n$ follows the recursive equation:

$$T_n = \max\{T_{n-1} - X_n, 0\} + S_n, \quad (4)$$

where $S_n$ is the service time of the $n$th update packet. Taking expected values on both sides we get

$$\frac{1}{\alpha} = E[\max\{T_{n-1} - X_n, 0\}] + \frac{1}{\mu}, \quad (5)$$

because $T_n$ and $S_n$ are geometrically distributed random variables over $\{1, 2, \ldots\}$ with rates $\alpha$ and $\mu$, respectively. The quantity $E[\max\{T_{n-1} - X_n, 0\}]$ can be computed as follows:

$$E[\max\{T_{n-1} - X_n, 0\}] = E[E[\max\{T_{n-1} - X_n, 0\}|X_n]],$$

$$= \sum_{m=1}^{\infty} P\{X_n = m\} E[\max\{T_{n-1} - m, 0\}], \quad (6)$$

where the last equality follows from the fact that the system time for the $(n-1)$th update packet $T_{n-1}$ and the inter-generation time between $(n-1)$th and $n$th update packet $X_n$ are independent. Using the fact that, at steady state, $T_{n-1}$ is geometrically distributed over $\{1, 2, \ldots\}$ with rate $\alpha$, we get

$$E[\max\{T_{n-1} - m, 0\}] = \sum_{k=1}^{\infty} k \alpha (1 - \alpha)^{m+k-1},$$

$$= (1 - \alpha)^m \sum_{k=1}^{\infty} k \alpha (1 - \alpha)^{k-1},$$

$$= \frac{(1 - \alpha)^m}{\alpha}. \quad (7)$$

Substituting (7) in (6) we get

$$E[\max\{T_{n-1} - X_n, 0\}] \quad \begin{cases} 
= 1 \frac{1}{\alpha} \sum_{m=1}^{\infty} P\{X_n = m\} (1 - \alpha)^m, \\
= 1 M_X (\log(1 - \alpha)). \quad (8)
\end{cases}$$

Substituting (8) back in (5) we obtain the result of (21).

G. Proof of Theorem 5

The average age is given by [2]

$$A^{ave} = \lambda \left[ \frac{1}{2} E[X_n^2] + E[T_n X_n] \right] + \frac{1}{2}, \quad (9)$$

where $T_n$ is the system time for the $n$th update packet at steady state, and $X_n$ is the inter-generation time between $(n-1)$th and $n$th update packets. It is clear that $E[X_n^2] = M_X'(0)$. Therefore, it suffices to show that

$$\lambda E[T_n X_n] = \lambda \frac{M_X'(\log(1 - \alpha^*))}{1 - \alpha^*}, \quad (10)$$

at steady state, for $\alpha^*$ given in Lemma 2.

We know that the system time follows the following recursive equation [1]:

$$T_n = \max\{T_{n-1} - X_n, 0\} + S_n, \quad (11)$$
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where \( S_n \) is the service time of the \( n \)th update packet, and is geometrically distributed over \( \{1, 2, \ldots \} \) with rate \( \mu \). Therefore, \( \mathbb{E}[T_nX_n] \) can be computed as

\[
\mathbb{E}[T_nX_n] = \mathbb{E}[\mathbb{E}[T_nX_n|X_n]],
\]

\[
= \sum_{m=1}^{\infty} m\mathbb{E}[T_n|X_n = m]P[X_n = m].
\]

(12)

Now, \( \mathbb{E}[T_n|X_n = m] \) can be evaluated using the recursion in (11) as

\[
\mathbb{E}[T_n|X_n = m] = \mathbb{E}[\max\{T_{n-1} - m, 0\} + S_n|X_n = m],
\]

\[
= \mathbb{E}[\max\{T_{n-1} - m, 0\}] + \mathbb{E}[S_n],
\]

where the last equality follows because the service time \( S_n \) is independent of the generation time of update packets \( X_n \). Since \( \mathbb{E}[S_n] = \frac{1}{\mu} \) we get

\[
\mathbb{E}[T_n|X_n = m] = \mathbb{E}[\max\{T_{n-1} - m, 0\}] + \frac{1}{\mu},
\]

\[
= \sum_{k=1}^{\infty} k\alpha^*(1 - \alpha^*)^{k+m-1} + \frac{1}{\mu},
\]

(13)

\[
= (1 - \alpha^*)m \sum_{k=1}^{\infty} k\alpha^*(1 - \alpha^*)^{k-1} + \frac{1}{\mu},
\]

\[
= \frac{1}{\alpha^*}(1 - \alpha^*)^m + \frac{1}{\mu},
\]

(14)

where (13) follows because at steady state, \( T_{n-1} \) is geometrically distributed over \( \{1, 2, \ldots \} \) with rate \( \alpha^* \); see (7) in Appendix F. Substituting (14) in (12) we obtain

\[
\mathbb{E}[T_nX_n] = \sum_{m=1}^{\infty} m \left( \frac{1}{\alpha^*}(1 - \alpha^*)^m + \frac{1}{\mu} \right) P[X_n = m],
\]

\[
= \frac{1}{\alpha^*}M'_X(\log(1 - \alpha^*)) + \frac{1}{\lambda\mu}. \quad (15)
\]

where the last equality follows from

\[
M'_X(\log(1 - \alpha^*)) = \sum_{m=1}^{\infty} m(1 - \alpha^*)^m P[X_n = m], \quad (16)
\]

which can be obtained using standard properties of moment generating function. This proves (10), and therefore, the result follows.

### H. Derivation of Peak and Average Age for Ber/Ber/1 Queue

When update packet generation is Bernoulli with rate \( \lambda \), the inter-generation time \( X \) is geometrically distributed with rate \( \lambda \). Thus, the moment generating function \( M_X \) is given by [3]

\[
M_X(t) = \frac{\lambda e^t}{1 - (1 - \lambda)e^t}. \quad (17)
\]

Therefore, (21) of Lemma 2 becomes

\[
\alpha = \mu - \mu M_X(\log(1 - \alpha)),
\]

\[
= \mu - \mu \left( \frac{\lambda(1 - \alpha)}{1 - (1 - \lambda)(1 - \alpha)} \right),
\]

\[
\text{which upon solving for } \alpha \text{ yields}
\]

\[
\alpha^* = \frac{\mu - \lambda}{1 - \lambda}. \quad (18)
\]

**Peak Age:** Substituting this \( \alpha^* \), given by (18), in (22) of Theorem 5 we get peak age to be

\[
A^p = \frac{1}{\alpha^*} + \frac{1}{\lambda} = \frac{1 - \lambda}{\mu - \lambda} + \frac{1}{\lambda'},
\]

which can be written as

\[
A^p = \frac{1}{\mu} \left[ \frac{1}{1 - \rho} + \frac{1}{\rho} \right] - \frac{\rho}{1 - \rho}, \quad (19)
\]

where \( \rho = \frac{1}{\mu} \).

**Average Age:** To compute average age using Theorem 5, need to obtain expressions for \( M''_X(0) \), which is \( \mathbb{E}[X^2] \), and \( M'_X(\log(1 - \alpha^*)) \). Given that \( X \) is geometrically distributed random variable over \( \{1, 2, \ldots \} \) with rate \( \lambda \), we know that [3]

\[
M''_X(0) = \mathbb{E}[X^2] = \frac{2 - \lambda}{\lambda^2}. \quad (20)
\]

Furthermore,

\[
M'_X(t) = \frac{\lambda e^t}{(1 - (1 - \lambda)e^t)^2}, \quad \text{and thus,}
\]

\[
M'_X(\log(1 - \alpha^*)) = \frac{\lambda(1 - \alpha^*)}{(1 - (1 - \lambda)(1 - \alpha^*))^2}. \quad (22)
\]

Substituting \( 1 - \alpha^* = \frac{1 - \mu}{\lambda} \) from (18) in (22) we obtain

\[
M'_X(\log(1 - \alpha^*)) = \frac{\lambda (1 - \mu)}{\mu^2 - 1}. \quad (23)
\]

Using (18), (20) and (23) in (23) of Theorem 5 we obtain the result.

**I. Proof of Lemma 3**

The service rate at link \( e \) is \( \mu_e = \gamma_e f_e \). The peak and average age functions, namely \( A^p_e \) in (25) and \( A^{ave}_e \) in (26), depend on the link activation frequency \( f_e \), only via the product \( \mu_e = \gamma_e f_e \). It, therefore, suffices to prove the result (33) and (34), for all \( \mu_e \in (0, 1) \). For the ease of presentation, we drop the subscript \( e \) in the following, and use \( \rho \) and \( \mu \) instead of \( \rho_e \) and \( \mu_e = \gamma_e f_e \), respectively.

Define

\[
B(\mu, \rho) = \frac{1}{\mu} [H(\rho) + G(\rho)] - G(\rho), \quad (24)
\]

for \( \rho \in (0, 1), \mu \in (0, 1) \). The functions \( H(\rho) \) and \( G(\rho) \), defined over the domain \( (0, 1) \), satisfy the following assumptions:

A1) \( H(\rho) \) is strictly decreasing, strongly convex, and twice differentiable.

A2) \( H(\rho) \to +\infty \) as \( \rho \to 0 \), whereas \( 0 < H(1) < +\infty \).

A3) \( G(\rho) \) is strictly increasing, strongly convex, and twice differentiable.

A4) \( G(\rho) \to +\infty \) as \( \rho \to 1 \), whereas \( G(0) < +\infty \).
For the function $F(\rho) = H(\rho) + G(\rho)$, define
\[ \hat{\rho} = \arg \min_{\rho \in (0,1]} F(\rho), \tag{25} \]
and
\[ \rho(\mu) = \arg \min_{\rho \in (0,1]} B(\mu, \rho). \tag{26} \]
It must be noted that both, $F(\rho)$ and $B(\mu, \rho)$, have unique minimizers as they are strictly convex over a bounded domain. Define the function difference $\Delta(\mu)$ to be
\[ \Delta(\mu) = B(\mu, \hat{\rho}) - B(\mu, \rho(\mu)). \tag{27} \]
We prove the following bound on $\Delta(\mu)$ in Appendix I.

\[ \text{Lemma 1: } \Delta(\mu) \leq H(\hat{\rho}) - H(1). \]

Our result, for both peak and average age, follow directly from Lemma 1.

**Peak Age case:** Choosing $H(\rho) = 1 + \frac{1}{\rho}$ and $G(\rho) = \frac{\rho^2}{1-\rho}$ yields $B(\mu, \rho) = A^p(f, \rho)$ and $\hat{\rho} = \bar{\rho} = \frac{1}{2}$; note that $\mu = \gamma f$. Using this, $\Delta(\mu)$ can be written as:
\[ \Delta(\mu) = B(\mu, \bar{\rho}^\text{ave}) - \min_{\rho \in (0,1]} B(\mu, \rho), \]
\[ = A^p(f, \bar{\rho}^\text{ave}) - \min_{\rho \in (0,1]} A^p(f, \rho), \tag{28} \]
\[ = A^p(f, \bar{\rho}^\text{ave}) - \min_{\rho \in (0,1]} A^p(f, \rho), \tag{29} \]
\[ \leq H(\bar{\rho}^\text{ave}) - H(1) = \frac{1}{\bar{\rho}^\text{ave}} - 1 = 1, \tag{30} \]
where the last inequality follows by invoking the bound on $\Delta(\mu)$ in Lemma 1.

**Average Age case:** Choosing $H(\rho) = 1 + \frac{1}{\rho}$ and $G(\rho) = \frac{\rho^2}{1-\rho}$ yields $B(\mu, \rho) = A^\text{ave}(f, \rho)$ and $\hat{\rho} = \bar{\rho}^\text{ave} \approx 0.53$; note that $\mu = \gamma f$. Using this, $\Delta(\mu)$ can be written as:
\[ \Delta(\mu) = B(\mu, \bar{\rho}^\text{ave}) - \min_{\rho \in (0,1]} B(\mu, \rho), \]
\[ = A^\text{ave}(f, \bar{\rho}^\text{ave}) - \min_{\rho \in (0,1]} A^\text{ave}(f, \rho), \tag{31} \]
\[ = A^\text{ave}(f, \bar{\rho}^\text{ave}) - \min_{\rho \in (0,1]} A^\text{ave}(f, \rho), \tag{32} \]
\[ \leq H(\bar{\rho}^\text{ave}) - H(1) = \frac{1}{\bar{\rho}^\text{ave}} - 1 < 2 - 1 = 1, \tag{33} \]
since $\bar{\rho}^\text{ave} > 1/2$, where we have used Lemma 1 in the first inequality.

\[ \text{I. Proof of Lemma 1} \]
Consider $B(\mu, \rho), H(\rho), G(\rho), F(\rho), \hat{\rho}, \rho(\mu)$, and $\Delta(\mu)$ as defined in Appendix I. We prove Lemma 1.

We first prove the following properties of $\rho(\mu)$:

\[ \text{Lemma 2:} \]
1) $\rho(\mu)$ is non-decreasing and differentiable in $\mu$.
2) $\lim_{\mu \rightarrow 0} \rho(\mu) = \hat{\rho}$ and $\rho(1) = 1$.
3) $\hat{\rho} \leq \rho(\mu) \leq 1$.

\[ \text{Proof:} \text{ Note that part 3 follows from the first two. It therefore suffices to prove only the first two statements.} \]
\[ \text{1. Firstly, notice that } \rho(\mu) = \arg \min_{\rho \in (0,1]} H(\rho) + (1 - \mu)G(\rho). \text{ The function } H(\rho) + (1 - \mu)G(\rho) \text{ varies only linearly in } \mu. \text{ As a result, the differentiability of } \rho(\mu) \text{ with respect to } \mu \text{ follows from [4]; we make use of the assumptions A1-A4 here. We know that } \rho(\mu) \text{ satisfies the first order condition } \frac{d}{d\rho} B(\mu, \rho) \bigg|_{\rho = \rho(\mu)} = 0. \text{ This yields:} \]
\[ H'(\rho(\mu)) + G'(\rho(\mu)) = \mu G'(\rho(\mu)). \tag{34} \]
Differentiating this with respect to $\mu$ we obtain
\[ \rho'(\mu) = \frac{G'(\rho(\mu))}{H''(\rho(\mu)) + (1 - \mu)G''(\rho(\mu))} \geq 0, \tag{35} \]
where the inequality follows because $G$ is strictly increasing, $\mu \in (0,1]$, and both $G$ and $H$ are strongly convex. We, thus, conclude that $\rho(\mu)$ is an increasing function.

\[ \text{2. } \rho(1) = 1 \text{ follows from the fact that } H(\rho) \text{ is a strictly decreasing function. We know that } \rho(\mu) \text{ is also continuous on } \mu \in [0,1]. \text{ Note that } \rho(\mu) = \arg \min_{\rho \in (0,1]} H(\rho) + (1 - \mu)G(\rho) \text{ and } \hat{\rho} = \arg \min_{\rho} H(\rho) + G(\rho). \text{ Therefore, } \lim_{\mu \rightarrow 0} \rho(\mu) = \hat{\rho}. \]

If the difference function $\Delta(\mu)$ were to be non-decreasing then we can obtain a trivial upper-bound as follows:
\[ \Delta(\mu) \leq \lim_{\mu \rightarrow 1} \Delta(\mu) = \lim_{\mu \rightarrow 1} B(\mu, \hat{\rho}) - \lim_{\mu \rightarrow 1} B(\mu, \rho(\mu)). \tag{36} \]
Noting that $\lim_{\mu \rightarrow 1} B(\mu, \hat{\rho}) = H(\hat{\rho})$ and $B(\mu, \rho(\mu)) \geq \frac{1}{\mu} H(\rho(\mu))$ we get
\[ \Delta(\mu) \leq H(\hat{\rho}) - \lim_{\mu \rightarrow 1} \frac{1}{\mu} H(\rho(\mu)) = H(\hat{\rho}) - H(1). \tag{37} \]
It suffices to prove that $\Delta(\mu)$ is non-decreasing. We do so by showing that its first derivative to be non-negative:
\[ \Delta'(\mu) = - \frac{1}{\mu^2} [F(\hat{\rho}) - F(\rho(\mu))] - \frac{1}{\mu} \left[ F'(\rho(\mu))\rho'(\mu) \right] 
+ G'(\rho(\mu))\rho'(\mu) \geq 0, \tag{38} \]
because $F'(\hat{\rho}) \leq F(\rho(\mu))$ as $\hat{\rho}$ minimizes $F(\rho)$, $F'(\hat{\rho}) \leq 0$ since $F$ is decreasing, $\rho(\mu) \geq 0$ and $G'(\rho) \geq 0$, as both are increasing function.

\[ \text{K. Proof of Theorem 6} \]

**Peak age:** Using Lemma 3, we obtain
\[ \sum_{e \in E} w_e A^p_e (f_e, p^\rho) \leq \min_{\rho \in (0,1]} \sum_{e \in E} w_e A^p_e (f_e, \rho_e) + \sum_{e \in E} w_e. \tag{39} \]
Minimizing over $f \in F$ we get
\[ \text{Minimize } \sum_{f \in F, p \in [0,1]} w_e A^p_e (f_e, p^\rho) \leq A^p_B + \sum_{e \in E} w_e, \tag{40} \]
since
\[ A^p_B = \text{Minimize } f \in F, \rho \in [0,1] \sum_{e \in E} w_e A^p_e (f_e, \rho_e). \]
Now, notice that
\[
\sum_{e \in E} w_e A^p_e (f_e, \bar{\rho}^p) = \left( \frac{1}{\bar{\rho}^p} + \frac{1}{1 - \bar{\rho}^p} \right) \sum_{e \in E} w_e \frac{\gamma_{f_e}}{\bar{\rho}^p} - \left( \frac{\bar{\rho}^p}{1 - \bar{\rho}^p} \right) \sum_{e \in E} w_e. \tag{41}
\]

which has the same form as the objective function in (18), except for a constant multiple and a additive factor. As a result, stationary policy \( \pi_C \) minimizes \( \sum_{e \in E} w_e A^p_e (f_e, \bar{\rho}^p) \). Thus, given \( f^* \) as the vector of link activation frequencies for policy \( \pi_C \), we have
\[
A^p (f^*, \bar{\rho}^p 1) = \text{Minimize } \sum_{e \in E} w_e A^p_e (f_e, \bar{\rho}^p). \tag{42}
\]

Substituting (42) in (40), and using \( \sum_{e \in E} w_e = 1 \), gives the result. The proof for the average age follows the same line of argument.

L. Proof of Corollary 3

**Peak Age:** First, note that the minimum peak age for the buffered sources is lower bounded by the minimum peak age in active source case:
\[
A^{p*} \leq A^{Q*}_{QB}. \tag{43}
\]

This is because fresh information is generated at the beginning of every slot in the active source case. Using (25), we can obtain the peak age \( A^p (f^*, \bar{\rho}^p 1) \) of the SPP to be
\[
A^p (f^*, \bar{\rho}^p 1) = \left( \frac{1}{\bar{\rho}^p} + \frac{1}{1 - \bar{\rho}^p} \right) \sum_{e \in E} w_e \frac{\gamma_{f_e}}{\bar{\rho}^p} - \left( \frac{\bar{\rho}^p}{1 - \bar{\rho}^p} \right) \sum_{e \in E} w_e, \tag{44}
\]

where we have used \( \sum_{e \in E} w_e = 1 \). Noting that \( A^{p*} = \sum_{e \in E} \frac{w_e}{\gamma_{f_e}} \), we obtain
\[
A^p (f^*, \bar{\rho}^p 1) \leq \left( \frac{1}{\bar{\rho}^p} + \frac{1}{1 - \bar{\rho}^p} \right) A^{p*} \leq \left( \frac{1}{\bar{\rho}^p} + \frac{1}{1 - \bar{\rho}^p} \right) A^{Q*}_{QB}. \tag{45}
\]

which follows from (43). This yields the result.

**Average Age:** Just as for the peak age, the minimum average age for the buffered sources is lower bounded by the minimum average age for the active source, i.e.,
\[
A^{ave*} \leq A^{ave*}_{QB}. \tag{46}
\]

This is because fresh packets are available at every slot in the active source case. Using Corollary 1 and (46) we get
\[
A^{p*} \leq 2A^{ave*}_{QB} - 1. \tag{47}
\]

Using the upper-bound in (30) we get
\[
A^{ave} (f^*, \bar{\rho}^{ave} 1) \leq \left( 1 + \frac{1}{\bar{\rho}^{ave}} + \frac{(\bar{\rho}^{ave})^2}{1 - \bar{\rho}^{ave}} \right) \sum_{e \in E} w_e \frac{\gamma_{f_e}}{\bar{\rho}^{ave}}. \tag{48}
\]

\[
= \left( 1 + \frac{1}{\bar{\rho}^{ave}} + \frac{(\bar{\rho}^{ave})^2}{1 - \bar{\rho}^{ave}} \right) A^{p*}, \tag{49}
\]

\[
\leq 2 \left( 1 + \frac{1}{\bar{\rho}^{ave}} + \frac{(\bar{\rho}^{ave})^2}{1 - \bar{\rho}^{ave}} \right) A^{ave*}_{QB}. \tag{50}
\]

where the last inequality follows from (47).
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