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Abstract

Evolution Strategies (ES) emerged as a scalable alternative to popular Reinforcement Learning (RL) techniques, providing an almost perfect speedup when distributed across hundreds of CPU cores thanks to a reduced communication overhead. Despite providing large improvements in wall-clock time, ES is data inefficient when compared to competing RL methods. One of the main causes of such inefficiency is the collection of large batches of experience, which are discarded after each policy update. In this work, we study how to perform more than one update per batch of experience by means of Importance Sampling while preserving the scalability of the original method. The proposed method, Importance Weighted Evolution Strategies (IW-ES), shows promising results and is a first step towards designing efficient ES algorithms.

1 Introduction

The pace of advances in machine learning is frequently upper bounded by the time taken to train models. Even though hardware manufacturers continuously provide improvements in computational power [14], the community has turned to distributed solutions to further reduce training times [5] and training larger models [22]. However, accelerating an algorithm by distributing it across several computing devices is not always a trivial task. The communication overhead precludes the distribution of some methods beyond a reduced number of machines [3, 2], and sometimes parallel training can even hinder the final performance of the model when done naively [7]. This motivates research efforts towards developing algorithms that are well suited for parallel training, from both learning and computational standpoints.

Evolution Strategies (ES) [18] were proposed as a scalable alternative to popular Reinforcement Learning techniques. Thanks to a reduced communication overhead, ES can be scaled to over a thousand CPU cores with almost linear speedup, providing massive improvements in wall-clock time when training agents in well-known RL benchmarks. However, this speedup comes at the cost of a reduced data efficiency, i.e. ES need more interactions with the environment to achieve the same score as competing methods. Even though this trade-off might not be problematic for simulated tasks, where one can turn compute into data, data efficiency is crucial for the deployment of RL agents in real world scenario, e.g. robot manipulation tasks [17]. Research has been conducted to improve the data efficiency of other RL methods [19, 8], and we believe that ES would benefit from similar efforts as well.

We aim at improving the data efficiency of ES, while maintaining the scalability of the original method. Our contributions can be summarized as follows: (1) we propose Importance Weighted Evolution Strategies (IW-ES), an extension of ES that can perform more than one update per batch of
experience, (2) analyze the scalability of IW-ES from the computational standpoint, and (3) report preliminary results for IW-ES under different configurations that provide insight on the potential of the method and possible improvements to overcome its current limitations.

2 Background: Evolution Strategies

The term *Evolution Strategies (ES)* [16] makes reference to a class of black box optimization algorithms which implement heuristics inspired by natural evolution. However, throughout this manuscript, we will use the term to refer to the particular algorithm proposed by Salimans et al. [18]. This method, which belongs to the class of Natural Evolution Strategies [28, 27], was shown to be competitive for solving RL problems while exhibiting some attractive features. These features include invariance to action frequency and reward distribution, the possibility to optimize non-differentiable policies, and being highly parallelizable thanks to an efficient communication strategy.

Let $F$ denote the objective function acting on parameters $\theta$, defined in RL problems as the stochastic score experienced by an agent after a complete trajectory. ES seeks to maximize $E_{\theta \sim p_{\psi}} F(\theta)$, the average objective over a population of solutions $p_{\psi}$, using the score function estimator for the gradient. Salimans et al. [18] instantiate the population as a multivariate Gaussian with diagonal covariance matrix centered at $\theta$, thus obtaining the following estimator:

$$\nabla_{\theta} E_{c \sim N(0, \sigma^2 I)} F(\theta + c) = \frac{1}{\sigma^2} E_{c \sim N(0, \sigma^2 I)} [F(\theta + c)c]$$

which in practice is estimated with samples:

$$\nabla_{\theta} F(\theta) \approx \frac{1}{n\sigma^2} \sum_{i=1}^{n} F(\theta + \epsilon_i)\epsilon_i$$

(2)

Notice that this reduces to sampling Gaussian perturbation vectors $\epsilon_i \sim N(0, I)$, evaluating the performance of the perturbed policies and aggregating the results over a batch of samples. The communication overhead between workers is drastically reduced by sharing random seeds, resulting in a highly parallelizable method.

3 IW-ES: Importance Weighted Evolution Strategies

ES samples large batches of data, in the order of thousands of trajectories, which are discarded after performing a single policy update. When coupled with SGD and small step sizes, this translates into a poor data efficiency. Such inefficiency is found in most on-policy RL methods, which are unable to leverage previous experience once the policy is updated.

Inspired by the multiple SGD updates per batch of experience in PPO [21], we propose to modify the ES algorithm to perform several updates to the policy before moving on to collecting a new batch of experience. Should each of these updates be small, it is likely that the population distributions before and after the update will have some overlap, thus making it possible to take more advantage of previous computations and reducing the number of interactions with the environment.

3.1 Formulation

Let $\theta^t \in \mathbb{R}^{|\theta|}$ denote the population mean after $t$ updates, and $\epsilon^t \in \mathbb{R}^{|\theta|}$ denote the perturbations for which we computed fitness scores, $F(\theta^t + \epsilon^t)$. We can reuse those samples to update $\theta^{t+k}$ by relying on Importance Sampling to account for the discrepancy between the distribution of the current population and the distribution from which we are actually sampling:

$$\nabla_{\theta} F(\theta) \approx \frac{1}{\sigma^2} \sum_{i=1}^{n} F(\theta^t + \epsilon_i^t)(\theta^t + \epsilon_i^t - \theta^{t+k})c_i$$

where $c_i \in \mathbb{R}$ is the importance weight for the $i$-th perturbation vector. For perturbations drawn from a multivariate Gaussian distribution with diagonal covariance matrix, the computation of $c_i$ can be decomposed as follows:

$$c_i = \frac{N(\theta^t + \epsilon_i^t - \theta^{t+k}; 0, \sigma^2 I)}{N(\epsilon_i^t; 0, \sigma^2 I)} = \frac{\prod_{j=1}^{|\theta|} N(\theta_i^t + \epsilon_i^t - \theta_j^{t+k}; 0, \sigma^2)}{\prod_{j=1}^{|\theta|} N(\epsilon_i^j; 0, \sigma^2)}$$

(4)
This process can be repeated iteratively for \( k = (0, \ldots, K) \), updating the policy up to \( K + 1 \) times before collecting a new batch of experience. In this manuscript we consider \( K \) as a fixed hyperparameter, although future work will study strategies that optimally adapt \( K \) for each batch.

### 3.2 Scalability analysis

One of the most appealing features of ES is its almost perfect scalability to hundreds of CPU cores, and any modification to the original method should retain such property. We base our analysis on the code released by Salimans et al. [18], which uses a master-worker architecture. The master broadcasts the parameters at the beginning of each iteration, and the workers send back returns after running rollouts with perturbed versions of the policy.

The proposed method requires the computation of importance weights, which has a complexity of \( \mathcal{O}(\text{batch}_\text{size} \cdot |\theta|) \). If those computations are performed sequentially in the master, the time taken by sequential operations might eclipse the benefits of distributing the rollouts across hundreds of workers. This issue can be alleviated by parallelizing the computation of importance weights across all cores in the node hosting the master process. This was enough to provide a throughput close to the baseline method in most of our experiments, but setups with larger models or batch sizes might benefit from a higher level of parallelization. In that case, the computation of importance weights can be distributed across all workers just like the rollouts are: the master broadcasts the updated parameter vector, and the workers send back the scalar importance weights. Note that this incurs in a very little communication overhead, which is key to achieve an efficient distributed computation.

Another implementation trick that can accelerate the computation of importance weights consists in computing \( \mathcal{N}(\epsilon_{i,j}; 0, \sigma^2) \) for all possible perturbations at the start of training, trading off memory for computation. It takes advantage of the fact that each worker instantiates a large block of Gaussian noise at the start of training, and \( \epsilon_i \) is obtained by sampling \(|\theta| \) consecutive parameters at a random index in the noise block. This trick might provide important savings for large models, as the computation of the denominator in Equation 4 becomes \( \mathcal{O}(1) \) instead of \( \mathcal{O}(|\theta|) \).

### 4 Experiments

We implement our method on top of the code released by OpenAI [2]. All experiments run on 720 CPU cores, distributed across 15 machines with 48 cores each. The master process runs on a single core, but the computation of importance weights is parallelized across the 48 cores in the node hosting the master process to accelerate the execution.

We evaluate the method on the Ant-v2 environment in OpenAI Gym [1], which uses the Mujoco physics engine [24]. We use the default hyperparameters provided by Salimans et al. [18] unless otherwise stated. The policy is parameterized by a neural network with two hidden layers of 64 units each and a linear layer that emits continuous actions. Hidden layers are followed by \( \tanh \) non-linearities. Importance weights are clipped at 1 for numerical stability [26, 13]. Following previous works [18, 4], we evaluate the median reward over ~30 stochastic rollouts at each iteration. All reported results are the average over five different runs.

#### 4.1 Effect of the number of IW updates

The proposed method relies on a high overlap between the population distributions before and after each update, otherwise the variance of the Importance Sampling estimate might become excessively large. For this reason, we first evaluate the effectiveness of additional updates using a low learning rate of \( 10^{-4} \) that prevents large updates to the policy parameters. As depicted in Figure 1a, we observe that additional importance weighted updates provide a faster convergence for a given budget of interactions with the environment. Increased data efficiency also translate in shorter wall-clock times thanks to a reduced computational overhead (Figure 1a). However, performance does not

---

1The first update for each batch always reduces to the original gradient estimate in ES (Equation 2), as \( \theta^{t+k} = \theta^t \) for \( k = 0 \). This is followed by \( K \) importance weighted updates.

2Although we provide an extensive analysis of IW-ES only on Ant-v2, we have observed similar behaviors on other complex environments, e.g. Humanoid-v2.
always improve when increasing $K$, e.g. setting $K = 5$ instead of $K = 4$ results in a performance degradation. This behavior is likely caused by an increased variance in the importance weighted updates for large values of $K$. These results suggest that IW-ES might benefit from strategies that adapt $K$ for each iteration, omitting updates with excessive variance.

Figure 1: Performance of ES and IW-ES as a function of (a) the number of interactions with the environment, and (b) wall-clock time. $K$ denotes the number of additional importance weighted updates after each standard update. We observe that additional updates increase the data efficiency of the method in the low learning rate regime, but performing too many importance weighted updates can be detrimental due to an increased variance, e.g. $K = 5$ underperforms $K = 4$. A similar trend is observed in terms of wall-clock time.

### 4.2 Effect of the model size

A potential source of instability for the proposed method is the computations of importance weights for large models, as they might approach zero or infinity much faster for large values of $|\theta|$ (see Equation 4). We experimentally evaluate whether this hinders the performance of IW-ES by training larger networks, with 256 and 512 units in each hidden layer. These larger models have 97k and 324k parameters, respectively, whereas previous experiments considered a much smaller network with 12k parameters. Results reported in Figure 2 suggest that IW-ES is robust to the number of parameters in the model, as the benefit of adding additional updates per batch are similar to those observed for smaller models.

Figure 2: Performance of ES and IW-ES for larger networks with (a) 256 units per hidden layer, and (b) 512 units per hidden layer.

Figure 3 shows the throughput degradation introduced by IW-ES for each model size and number of importance weighted updates. Since our implementation only leverages 48 of the 720 available CPU cores for computing the importance weights, such computation becomes a bottleneck for larger models and hinders the scalability of the method. This observation motivates the distributed implementation described in Section 3.2, which should accelerate IW-ES considerably for large models thanks to the reduced communication overhead between machines.
Figure 3: Time per iteration for different values of $K$, normalized by the time taken by ES (i.e. $K = 0$). Our implementation parallelizes the computation of importance weights only across the CPU cores in the node hosting the master process, which becomes a bottleneck for larger models.

4.3 Effect of the learning rate

ES benefits from larger learning rates than those employed in previous experiments, as they provide faster convergence and thus increased data efficiency, but larger step sizes might increase the variance of IW-ES updates as well due to a larger mismatch between distributions. We evaluate this hypothesis by training policies with larger learning rates of $10^{-3}$ and $10^{-2}$. Results reported in Figure 4 confirm that importance weighted updates not only become less effective with larger learning rates, but can even become unstable and underperform the baseline ES.

Figure 4: Performance of ES and IW-ES with learning rates of (a) $10^{-3}$, and (b) $10^{-2}$. Larger learning rates reduce the benefits of IW-ES due to a larger variance of the Importance Sampling estimate.

These experiments consider the learning rate as a proxy for controlling the overlap between the distributions before and after each update, which is the actual measure determining the variance of importance weighted updates. Even though a finer grained search over learning rate values could be carried out in order to determine whether IW-ES can outperform ES under optimal hyperparameters, we argue that next steps should aim at controlling the similarity between the distributions before and after each update. For instance, drawing a parallelism with trust region-based methods [20, 9], a constraint could be added on the KL divergence between distributions.

5 Related Work

Some works have proposed extensions or modifications to the original Evolution Strategies (ES) algorithm proposed by Salimans et al. [18]. These include an update rule inspired by genetic
algorithms [23] and training a meta-population of agents that optimize both for reward and novelty [4]. The possibility of optimizing non-differentiable functions with ES has also allowed to learn loss functions for RL in a meta-learning setup [11].

The design of data-efficient methods for RL has garnered much research attention, mostly through off-policy methods that can leverage experience collected by policies other than the one being optimized. This advantage, often associated to value-based methods such as Q-learning [25] [12], usually results in an increased data efficiency. Policy-based methods may also leverage off-policy data by accounting for the discrepancy between the behavior and target policies [15] [13]. PPO [21] performs several SGD updates for every batch of collected experience, using Importance Sampling to leverage data collected by an outdated version of the policy, in a similar fashion to our IW-ES update rule.

The IMPALA architecture [6] can scale training of actor-critic methods across many machines to achieve a high throughput, enabling advances in multi-task RL [10]. This is achieved by a combination of algorithmic and engineering advances. Its main drawback comes from a fairly uncommon hardware setup, with each GPU paired with over 100 CPU cores, that may not be feasible to put together within many organizations. In comparison, ES requires from less engineering efforts to achieve high throughputs, thanks to the reduced communication overhead, and its hardware requirements are generally easier to meet.

6 Conclusion & Future Work

We introduced Importance Weighted Evolution Strategies (IW-ES), a variant of Evolution Strategies (ES) [18] that can perform several model updates with a single of batch of data. Under the desired conditions, i.e. when samples from the population distribution before the update are still likely under the updated distribution, IW-ES demonstrated a higher data efficiency than that of ES. For small models, these benefits can be introduced with a small increase in sequential computational load that maintains the scalability of ES. For larger models, we describe how to leverage distributed hardware to distribute further parallelize the added computation and achieve higher throughput rates.

Besides implementing the completely distributed version of IW-ES that can make the most of the available hardware, future work will focus on making IW-ES more resilient to large divergences between distributions that increase the variance of the Importance Sampling estimates. First, an adaptive strategy for $K$ can be designed so that importance weighted updates are made only when their variance is sufficiently low. On the other hand, controlling the divergence after an update through a constraint in the training objective can make IW-ES more robust for large learning rates, and avoid the collapse observed in some experiments. Although applied to policy space instead of parameter space, similar motivations have led to more efficient and stable policy gradient methods [20] [21]. These lines of research may also lead to revisiting the role of $\sigma$, which controls the spread of the perturbation vectors in ES, but also plays an important role in determining the importance weights in IW-ES.
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