Bath-induced band decay of a Hubbard lattice gas
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Abstract

Dissipation is introduced to a strongly interacting ultracold bosonic gas in the Mott-insulator regime of a 3D spin-dependent optical lattice. A weakly interacting superfluid comprised of atoms in a state that does not experience the lattice potential acts as a dissipative bath coupled to the lattice atoms via collisions. Lattice atoms are excited to higher-energy bands via Bragg transitions, and the resulting bath-induced decay is measured using the atomic quasimomentum distribution. A competing but slower intrinsic decay mechanism arising from collisions between lattice atoms is also investigated. The measured bath-induced decay rate is compared with the predictions of a weakly interacting model with no free parameters. The presence of intrinsic decay, which cannot be accommodated within this framework, signals that strong interactions may play a central role in the lattice-atom dynamics.

PACS numbers: 37.10.Jk,37.10.De,03.75.Kk,03.65.Yz
I. INTRODUCTION

Dissipation plays an essential role in determining the behavior of many quantum systems. In the form of decoherence, dissipation is deleterious and an obstacle to activities that involve controlling quantum states, such as quantum information processing [1]. Conversely, the effects of dissipation can be advantageous. For example, dissipation can be used to cool many-particle systems into manifestly quantum regimes via coupling to a reservoir. Furthermore, new paradigms have emerged for engineering dissipation to give rise to desired quantum states [2–5] and even as a resource for universal quantum computing [6]. Intense research into manipulating dissipation is ongoing, inspired both by these applications and by the many open questions regarding the dynamics of dissipation, especially in strongly interacting systems.

Ultracold gases are remarkably dissipation-free, closed quantum systems and thus an ideal platform for harnessing and studying engineered dissipation. Here, we introduce dissipation to strongly correlated atoms confined in an optical lattice. Using a 3D spin-dependent lattice, we engineer a low-entropy, dissipative bath that interacts with a strongly correlated thermal lattice gas prepared in the Mott-insulator regime of the Bose-Hubbard (BH) model. Previous experiments probing dissipation and entropy exchange in species-dependent potentials have utilized 1D lattices and explored the weakly interacting regime [7–8].

The bath in our measurements affects the lattice gas similarly to the way in which the electromagnetic (EM) vacuum causes decay of excited electronic states in an atom via spontaneous emission. Fluctuations of the electric field of the EM vacuum couple electronic states through the electric dipole interaction, while in our system, collisions with the bath couple lattice atoms to different bands. Because the EM vacuum is a zero-entropy state, the dipole interaction only causes decay to lower energy states. Likewise, since the bath in our experiment is a weakly interacting superfluid and thus a low-entropy reservoir, lattice atoms exclusively decay to lower energy bands. Irreversible decay of electronic states only happens when the spontaneously emitted photon escapes and does not interact with the atom, otherwise coherent vacuum Rabi oscillations occur [9]. We achieve irreversible decay in our system by tuning the trap depth so that the bath atoms involved in inter-band transitions can escape from the gas.
II. EXPERIMENTAL PROCEDURE

To carry out these measurements, an unequal mixture of $^{87}$Rb atoms in the $|F = 1, m_F = -1\rangle$ and $|1, 0\rangle$ hyperfine states are confined in a 1064 nm dipole trap and cooled to $(109 \pm 6)$ nK. At this temperature, the $N^{(l)} = (13 \pm 2) \times 10^3$ atoms in the $|1, -1\rangle$ (lattice) state are above the critical temperature for Bose condensation, while the $N^{(b)} = (31 \pm 7) \times 10^3$ atoms in the $|1, 0\rangle$ (bath) state are below the critical temperature with 30–40% condensate fraction. The geometric mean of the dipole trap frequencies is $(75 \pm 6)$ Hz and the trap depth is $(420 \pm 60) k_B \times nK$. A 10 G magnetic field is applied to the atom gas to suppress spin-changing collisions.

A spin-dependent, cubic optical lattice formed from three pairs of counter-propagating $\lambda = 790$ nm laser beams is slowly superimposed on the gas over 50 ms (Fig. 1). Detailed information regarding this lattice and our apparatus can be found in Refs. [10, 11]; similar 1D spin-dependent optical lattices have also been used to study superfluid mixtures [12]. The lattice potential depth is proportional to $|m_F|$, and thus the lattice atoms experience the lattice potential while the bath atoms are only harmonically trapped, as shown in Fig. 1. The lattice atoms realize the strongly interacting BH model with tunneling energy $t$ and interaction energy $U$ controlled by the lattice potential depth [13], and the bath atoms form a spatially overlapping, weakly interacting superfluid bath [10].

We set the lattice potential depth along two lattice directions ($y$ and $z$) to $22.5 E_R$ and along the third direction ($x$) to $s = (13.5–18) E_R$, where $E_R = \hbar^2 \pi^2 / 2md$ is the recoil energy, $m$ is the atomic mass, $\hbar = 2\pi \hbar$ is Planck’s constant, and $d = \lambda / 2$ is the lattice spacing. At zero temperature, the lattice atoms would be in the Mott insulator phase for the lattice potential depth we explore in this work. The lattice potential depth is calibrated within a 7% systematic uncertainty using Kapitza-Dirac diffraction. The bandgap (between the ground and first excited bands) $E_{bg}$ for the lattice atoms along the $x$ direction ranges from $(1100–1300) k_B \times nK$, which is greater than the dipole trap depth for the bath atoms. The corresponding bandgap along the $y$ and $z$ directions is $1500 k_B \times nK$. The difference in $x$ and $y, z$ bandgaps, which is greater than the excited bandwidths, prevents inter-particle collisions between lattice atoms in excited bands from transferring energy between lattice directions.

For the regime explored in this work, the temperature of the lattice atoms is greater than
FIG. 1. The spin-dependent lattice is formed from three pairs of 790 nm laser beams (red lines). None of three lattice directions ($x$, $y$, and $z$) are parallel to the imaging axis (dashed line). Given the experimental geometry, the $y$ and $z$ directions overlap in the imaging plane. The Bragg beams propagate along $\vec{k}_1$ and $\vec{k}_2$, so that their wavevector difference lies along the $x$ direction. The inset shows that the lattice atoms (blue spheres) experience the lattice potential, while the bath atoms (red spheres) are only harmonically trapped by a crossed dipole trap formed from 1064 nm laser beams (not shown).

the ground lattice bandwidth and much less than $E_{bg}/k_B$, so that they approximately fill the ground band in the lattice but do not occupy excited bands. We use semiclassical thermodynamics (neglecting interactions) to estimate the temperature of the lattice atoms in the lattice [14]. We assume that the lattice turn-on is isentropic, and we solve self-consistently for the chemical potential and temperature that reproduce the number of lattice atoms and
their entropy before turning on the lattice. We find that the predicted temperature in the lattice ranges from 50 to 130 times the Hubbard tunneling energy $t$ (for the ground band) and is 0.07 times the bandgap for the $x$ direction, given the $s$ sampled in this work.

III. BAND EXCITATION AND DECAY

After turning on the lattice, approximately 40% of the lattice atoms are transferred to the first excited band along $x$ using Bragg transitions driven by two additional laser beams 500 GHz detuned from the transition to the $5P_{3/2}$ excited electronic state. As shown in Fig. 1, the wavevector difference between the Bragg beams is aligned with the $x$-direction of the lattice and has magnitude $1.4\pi/d$. During the 200 $\mu$s pulse of Bragg light, lattice atoms are transferred to the first excited band along $x$ while leaving them in the ground band along $y$ and $z$. The frequency difference between the beams is centered on $(22–27)$ kHz (corresponding to $E_{bg}/h$) and swept by 2 kHz during the Bragg pulse. Using a two-band Rabi model, we calculate that the excitation probability varies from 0.45–0.65 across the band. We measure that off-resonant and excitation through the first excited band leads to 10% of the atoms driven to the second excited band.

The gas is held in the lattice for time $t_{\text{hold}}$ after the lattice atoms are excited while decay to the ground band occurs. We previously showed that thermalization between ground-band atoms and the bath is suppressed because conservation of energy and momentum in inter-species collisions is not possible [10]. However, this constraint does not apply to lattice atoms in higher-energy bands. There are therefore two possible decay channels for excited lattice atoms: collisions between lattice atoms (Fig. 2a) and collisions between lattice and bath atoms (Fig. 2b).

In the intrinsic decay mechanism, two lattice atoms in the first excited ($n=1$) band collide, and one atom decays to the ground band while the other is promoted to the second excited ($n=2$) band. Intrinsic decay has previously been investigated in very strong 3D [15] and in 1D [16] species-independent optical lattices. In a non-interacting system, the intrinsic decay channel is suppressed for the relatively high $s$ we employ because of energy and momentum conservation constraints. As we will discuss, the presence of intrinsic decay may signal the influence of strong inter-particle interactions. The bath-induced decay channel can be understood as a lattice atom colliding with a Bogoliubov quasiparticle initially at
FIG. 2. Schematic representation of possible band decay processes. The intrinsic decay arising from collisions between lattice atoms (blue spheres) is shown in (a). The energy of bands \( n \) as a function of quasimomentum \( q \) is shown using blue lines for the \( x \) direction of the lattice. Atoms begin in initial states 1 and 2 and scatter to states 1\textsuperscript{'} and 2\textsuperscript{'} through a collision. The bath-induced decay process that arises through inter-species collisions is shown in (b). The Bogoliubov dispersion (red lines) as a function of momentum \( p \) for the bath atoms (red spheres) is superimposed on the band structure. The bath atoms scatter into particle-like Bogoliubov excitations that can escape from the trap, which has a depth smaller than \( E_{bg} \).

low energy and momentum in the superfluid bath. After the collision, the quasiparticle is scattered to higher energy and momentum, and the lattice atom decays to the ground \((n = 0)\) band. Based on energy conservation, the energy of the excited quasiparticle will approximately be equal to \( E_{bg} \) (within the bandwidth), which is larger than the dipole trap depth for the bath atoms. Furthermore, for our range of experimental parameters, a quasiparticle with energy equal to \( E_{bg} \) has a momentum more than 6 times greater than \( \sqrt{2m\mu} \), where \( \mu \) is the chemical potential of the bath. Therefore, the excited quasiparticle is particle-like, and the bath-induced decay process can result in a bath atom leaving the trap.

The fraction of lattice atoms in the ground band after \( t_{\text{hold}} \) is measured from quasimomentum distributions acquired using bandmapping [14] and time-of-flight imaging. Bandmap-
ping is a procedure that transforms quasimomentum to momentum by turning off the lattice quickly (i.e., in 300 µs) compared with \( h/t \) but slowly with respect to \( h/E_{bg} \). After bandmapping, the trap is quickly turned off and the gas is allowed to freely expand for 10 ms. During this expansion, the spin components are spatially separated by an applied magnetic field gradient and independently imaged.

Characteristic images of the lattice atoms taken for \( s = 16.2 \ E_R \) are shown in Fig. 3 before the Bragg excitation (Fig. 3a) and after \( t_{\text{hold}} \) (Figs. 3b and c). Images of the lattice component for two situations are displayed—without (Fig. 3b) and with (Fig. 3c) the bath. We measure the fraction of lattice atoms in the ground band \( N_{g}^{(l)}/N^{(l)} \) by masking off the first Brillouin zone projected onto the imaging plane (dashed lines in Fig. 3). Atoms excited by the Bragg transition appear outside of the first Brillouin zone. We measure \( N_{g}^{(l)}/N^{(l)} \) at each \( t_{\text{hold}} \) using the ratio of the integrated optical depth (OD) inside the first Brillouin zone to the total OD for lattice images.

Two systematic issues potentially affect our determination of \( N_{g}^{(l)}/N^{(l)} \). First, for the imaging direction we use, atoms excited along the \( y \) and \( z \) directions can appear to be within the Brillouin zone projected onto the imaging plane. Ideally there are no atoms excited along these directions because the Bragg wavevector is aligned along the \( x \) direction and the lattice potential depth configuration prevents exchange of excitation energy between lattice directions. Second, a systematic error is introduced to measuring \( N_{g}^{(l)}/N^{(l)} \) using our imaging method because bandmapping fails at the band edge and atoms within ground band appear outside the Brillouin zone \cite{14}. Before Bragg excitation, for example, we measure \( N_{g}^{(l)}/N^{(l)} = 0.77 \pm 0.06 \), even though the temperature is sufficiently low compared with \( E_{bg} \) such that more than 93% of the atoms are in the ground band (according to semiclassical thermodynamics). This error does not significantly affect the measured decay rate since the ground band is homogeneously filled and the excitation is nearly uniform across the Brillouin zone.

The data shown in Fig. 4 for \( N_{g}^{(l)}/N^{(l)} \) vs. \( t_{\text{hold}} \) at \( s = 16.2 \ E_R \) demonstrate that the excited lattice atoms decay exponentially after the Bragg excitation, and that the decay rate is enhanced by the bath. The fraction of atoms in the excited band decays exponentially with and without the bath present because both decay channels involve binary collisions and only one partner in the collisions is measured. The decay time constant is \( 1/\Gamma_{ll} \) with the bath absent, where \( \Gamma_{ll} \) is the rate of binary collisions between excited lattice atoms,
FIG. 3. The images shown in this figure are of the lattice atoms only, which have been spatially separated from the bath component. The projection of the geometry of the Bragg laser beams (white arrows) and lattice beams (black arrows) onto the imaging plane is shown superimposed on an image of the lattice atoms before Bragg excitation in (a). As discussed in the text, the lattice atoms are sufficiently hot so as to uniformly fill the ground band. Images taken without the bath present after waiting $t_{\text{hold}}$ following Bragg excitation are shown in (b), and images taken when the bath is present are shown in (c). The first Brillouin zone projected onto the imaging plane is displayed using dashed lines.

while the decay time constant with the bath present is $(\Gamma_{ll} + \Gamma_{lb})^{-1}$, where $\Gamma_{lb}$ is the rate of binary collisions between bath and excited lattice atoms. We therefore fit $N_g^{(f)}/N^{(f)}$ to a single exponential decay (lines in Fig. 4) in all cases to determine a decay time constant $\tau$.

The fitted decay time constant $\tau$ with and without the bath present is shown in Fig. 5 for $s = 13.5, 16.2, \text{and } 18 \, E_R$. For this range of lattice potential depths, the bath-induced decay rate is at least a factor of two larger than the intrinsic decay rate from collisions between lattice atoms. The measured decay time constants do not vary strongly with $s$.

We also analyze images of the bath component taken at different $t_{\text{hold}}$. For these images, a two-component fit is used to measure condensate fraction and $N^{(b)}$. For all $s$, the condensate
FIG. 4. Band decay data extracted from images such as those shown in Fig. 3. Data and corresponding fits are shown for a mixture of lattice and bath states (red circles, solid red line) and only lattice atoms (blue squares, dashed blue line). The error bars show the standard error in the mean for the 4–6 experimental runs averaged for each point.

Fraction for the bath is constant with the experimental noise during the decay process. Based on the measured change in $N_g^{(l)}/N^{(l)}$, the loss of bath atoms expected during the bath-induced decay is too small to resolve within the noise in $N^{(b)}$ at all $s$.

IV. FERMI’S GOLDEN RULE PREDICTION

We compare the fitted decay time constants to predictions based on Fermi’s golden rule (FGR) in Fig. 5. We calculate the rate of collisions $\Gamma$ using FGR with the contact potential
FIG. 5. Decay time constant measured for lattice atoms only (blue squares) and for a mixture of lattice and bath atoms (red squares) at different lattice potential depths. The error bars are the uncertainty in the fit to data (such as those shown in Fig. 4) used to determine $\tau$. The solid and dashed lines are $1/\Gamma_{ll}$ and $(\Gamma_{ll} + \Gamma_{lb})^{-1}$, which are the FGR predictions.

$$V = \left(4\pi a h^2 / m\right) \delta^3 (\vec{r}_i - \vec{r}_j)$$ for low-energy binary collisions, where $\Gamma$ is the collision rate that leads to decay into the ground band, $\vec{r}_i$ is the location of particle $i$, and $a$ is the scattering length. FGR is evaluated using the Fourier expansion $V = \left(4\pi a h^2 / mL^3\right) \sum_q e^{-i\vec{q} \cdot (\vec{r}_i - \vec{r}_j)}$, and we approximate sums over momentum or quasimomentum as $\sum_q \to (L^3 / 2\pi) \int d^3 q$. Single-particle quantum states are used for the lattice component, and we only consider atoms in the $n = 0$ and $n = 1$ bands.

For the intrinsic decay, we apply FGR to the collision between two lattice atoms assuming
that dynamics are frozen along the \( y \) and \( z \) directions. The rate for collisions that scatter a pair of atoms with quasimomentum \( q_{1x} \) and \( q_{2x} \) from the first excited band \((n = 1)\) into quasimomentum \( q_{1x}' \) and \( q_{2x}' \) in the ground \((n = 0)\) and second excited \((n = 2)\) band (Fig. 2a) is

\[
\Gamma_{ll} = \frac{2\pi}{\hbar} \sum_{q_{1x}',q_{2x}'} \left| \left\langle q_{1x}' q_{2x}' \right| V (\vec{r}_1 - \vec{r}_2) \left| q_{1x}(1) q_{2x}(1) \right\rangle \right|^2 
\]

\[
\times \delta \left[ \epsilon^{(0)}(q_{1x}' \pm q_{1x}) + \epsilon^{(2)}(q_{2x}' \pm q_{2x}) - \epsilon^{(1)}(q_{2x}) - \epsilon^{(1)}(q_{1x}) \right].
\]

For determining \( \Gamma_{ll} \), we treat the lattice atoms as uniform and contained in a cube of volume \( L^3 \). We evaluate \( \Gamma_{ll} \) using wavefunctions \( \psi^{(n)}_{q_{ix}}(\vec{r}) = \phi^{(n)}_{q_{ix}}(x)w^{(0)}(y)w^{(0)}(z) \), where \( \phi^{(n)}_{q_{ix}}(x) \) is the Bloch wavefunction in band \( n \) with quasimomentum \( q \) along lattice direction \( x \) and \( w^{(n)}(y) \) and \( w^{(n)}(z) \) are the Wannier wavefunctions for band \( n \) along lattice directions \( y \) and \( z \). The coefficients \( c^{(n)}_{j}(q) \) for the plane-wave expansion \( \phi^{(n)}_{q}(x) = e^{iqx} \sum_{j=-\infty}^{\infty} c^{(n)}_{j}(q)e^{2\pi j x} / \sqrt{L} \) and the lattice dispersion \( \epsilon^{(n)}(q) \) for band \( n \) are determined numerically, with \( k = 2\pi/\lambda \).

We truncate the sum over plane wave components to \(|j| \leq 3\), approximate the Wannier wavefunctions as the harmonic-oscillator ground states of the lattice wells. We average \( \Gamma_{ll} \) over \( q_{1x} \) and \( q_{2x} \) assuming a uniform distribution of initial quasimomentum, reflecting the high temperature we employ for the lattice component.

Given a non-interacting \( \epsilon(q_{ix}) \) and the range of \( s \) we sample, this intrinsic decay process should be prevented by the energy-conserving delta function in \( \Gamma_{ll} \) and thus \( \Gamma_{ll} = 0 \). Energy cannot be conserved in collisions that scatter non-interacting atoms between bands because of the band structure and bandgaps for the lattice potential depths we use. The decay we observe is thus evidence that strong interactions may play a central role in dynamics. To compare with the measured decay rate, we therefore relax energy conservation and represent the delta function in \( \Gamma_{ll} \) by a Gaussian with root-mean-squared radius \( U_{11} = (4\pi \hbar^2 / m) \int d^3\vec{r} \left| w^{(1)}(x) \right|^4 \left| w^{(0)}(y) \right|^4 \left| w^{(0)}(z) \right|^4 \), which is the Hubbard interaction energy between atoms in the first excited band along direction \( x \) and in the ground band in directions \( y \) and \( z \).

To compute the bath-induced decay rate, we treat the lattice atoms as confined to single sites of the lattice, which are approximated as three-dimensional harmonic oscillator potentials (Fig. 2b). The bath atoms are described as a weakly interacting, zero-temperature superfluid (SF). We consider collisions between a single lattice atom and the bath that cause
the lattice atom to decay from the first to ground vibrational level along $x$ and produce a quasiparticle in the bath with momentum $\vec{p}$, and compute

$$\Gamma_{lb} = \frac{2\pi}{\hbar} \sum_{\vec{p}} \left| \left\langle \Phi_{\vec{p}}, \psi_{000} \right| \sum_{j} V(\vec{r}_1 - \vec{z}_j) \left| \Phi_0, \psi_{100} \right\rangle \right|^2 \delta(\epsilon_{\vec{p}} - h\nu_x), \quad (2)$$

where $\vec{z}_j$ are the coordinates of the bath atoms, $\vec{r}_1$ is the coordinate of the lattice atom, $|\Phi_0\rangle$ is the ground state of the SF bath, $|\Phi_{\vec{p}}\rangle$ is the bath with a Bogoliubov quasiparticle of momentum $\vec{p}$ present, $|\psi_{n_xn_yn_z}\rangle$ is the harmonic oscillator state with quantum numbers $n_x$, $n_y$, and $n_z$, and $\nu_x$ is the vibrational frequency of the lattice well along $x$. The bath is treated as uniform and contained in a cube of volume $L^3$, while the lattice atoms are modeled using localized Wannier states. Because $h\nu_x$ (which is $E_{bg}$ in the deep-lattice limit) is much greater than the chemical potential of the bath, we approximate the superfluid (SF) dispersion as $\epsilon_{\vec{p}} \approx p^2/2m$ and $\left\langle \Phi_{\vec{p}} | \sum_{j} e^{i\vec{p}\cdot\vec{z}_j} | \Phi_0 \right\rangle \approx \sqrt{n_0 L^3} \delta_{\vec{p},\vec{q}}$ for calculating the bath-induced decay rate [17, 18]. We use the density in the center of the trapped SF estimated according to the Thomas-Fermi approximation for $n_0$. The matrix element $\left\langle \psi_{000} | e^{-i\vec{p}\cdot\vec{r}_1} | \psi_{100} \right\rangle$ is determined using the results in Ref. [19]. Energy is conserved in $\Gamma_{lb}$ for the bath-induced decay curve shown in Fig. 5.

In Fig. 5, we show predictions for $\tau$ with and without the bath. We account for both decay channels when the bath is present. The computed intrinsic time constant shown in Fig. 5 increases for higher $s$ because the phase space for collisions that conserve momentum and energy within $U_{11}$ shrinks. In contrast, the bath-induced decay rate is largely independent of $s$ because the bandgap, which determines the density of states of quasi-particle excitations in the bath, depends weakly on the lattice potential depth ($E_{bg} \propto \sqrt{s}$ for large $s$). The predicted and measured $\tau$ agree within the experimental uncertainty at $s = 16$ and $s = 18 \ E_R$, but disagree significantly at $s = 13.5 \ E_R$. Ultimately, the FGR calculation we implement is limited and should not be expected to entirely model the decay. Fully including tunneling or implementing approaches such as dynamical density-matrix renormalization group methods (see [20], for example) to more accurately treat strong interactions requires significant computational resources and is beyond the scope of this work. Furthermore, we ignore the nonzero temperature of the bath and the dynamics of atoms excited to the $n = 2$ band by Bragg transitions or the intrinsic decay process; including these effects would require unavailable computational resources.
V. IMPLICATIONS FOR BATH-INDUCED COOLING

The bath-induced decay we observe is a key ingredient in an optical-lattice cooling scheme put forward in Ref. [21] and a proposed method for Bose condensation via dissipation [4]. The intrinsic decay process we observe (which was not considered in these proposals) may negatively impact the success of such a cooling scheme. The deleterious impact of intrinsic decay is evident in Fig. 4. Even though the presence of the bath marginally increases the ground-band fraction to $0.516 \pm 0.007$ when the decay is complete (relative to $0.496 \pm 0.006$ in its absence, according to the exponential fit), the final ground-band fraction is greatly reduced compared to the state ($\frac{N_g^{(l)}}{N^{(l)}} = 0.77 \pm 0.06$) before Bragg excitation. Heating despite the bath-induced decay occurs because a small fraction of intrinsic decay events can deposit a large amount of energy into the lattice gas since $E_{bg} \gg 12t$. An analysis of this process requires a more sophisticated approach to handling the strong interactions between lattice atoms and is beyond the scope of this work. This problem could be mitigated by a larger ratio $\frac{N^{(b)}}{N^{(l)}}$ (since the bath-induced decay rate is proportional to the bath density) or by using a Feshbach resonance [22] to transiently suppress the interactions between lattice atoms.

VI. CONCLUSIONS

In conclusion, we have observed intrinsic and bath-induced band decay in a spin-dependent lattice. The band-induced decay rate is at least double the intrinsic decay rate resulting from collisions between lattice atoms. The measured decay time constants were compared to a simple FGR model with no free parameters. Our measurements of the intrinsic decay process may be important to proposals for bath-cooling schemes [21] and techniques for preparing ultracold gases in excited bands of optical lattices (see Refs. [23, 26], for example). In the future, the lattice-bath interaction we have demonstrated may be a rich platform for exploring the influence of dissipation on strongly correlated dynamics and on exotic many-particle quantum states, such as excited-orbital superfluids [27].
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