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Abstract

I provide a novel approach to characterizing the set of interim realizable allocations, in the spirit of Matthews (1984) and Border (1991). The approach allows me to identify precisely why exact characterizations are difficult to obtain in some settings. The main results of the paper then show how to adapt the approach in order to obtain approximate characterizations of the interim realizable set in such settings.

As an application, I study multi-item allocation problems when agents have capacity constraints. I identify necessary conditions for interim realizability, and show that these conditions are sufficient for realizability when the interim allocation in question is scaled by $\frac{1}{2}$. I then characterize a subset of the realizable polytope which contains all such scaled allocations. This polytope is generated by a majorization relationship between the scaled interim allocations and allocations induced by a certain “greedy algorithm”. I use these results to study mechanism design with equity concerns and model ambiguity. I also relate optimal mechanisms to the commonly used deferred acceptance and serial dictatorship matching algorithms. For example, I provide conditions on the principal’s objective such that by carefully choosing school priorities and running deferred acceptance, the principal can guarantee at least half of the optimal (full information) payoff.
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In an allocation problem, a designer specifies a rule for choosing among a set of alternatives as a function of agents’ types. Specifically, consider a setting with a finite set $I$ of agents, each of whom has a type drawn from a finite set $T_i$. Let $T = T_1 \times T_2 \times \cdots \times T_I$ be the space of type profiles. An allocation is a function $q : T \rightarrow \mathbb{R}^N$ such that for each $t \in T$, $q(t) \in P^{XP}(t)$. The set-valued function $P^{XP}(\cdot)$ represents feasibility constraints on the assignment of alternatives in $\mathbb{R}^N$ to type profiles. The abstract allocation problem described above nests many problems in social choice, matching, and mechanism design. For example, in a single-item auction environment $q$ describes the probability that each agent receives the item, as a function of every agent’s reported value for it.\footnote{This is only a part of the description of an auction; a full description includes the payments made by each agent. In general, however, payments are pinned down by the allocation rule (Myerson, 1981).}

The above description makes no mention of incentives: in many settings agents privately observe their types, and may have incentives to misreport these to the designer in order to manipulate the assignment. Since the constraint set $P^{XP}$ is allowed to depend on $t$, the above formulation can capture settings in which ex-post (conditional on $t$) incentive constraints are imposed. Interim incentive constraints, however, cannot be characterized in this way.

Assume that there is a common prior $\mu$ on $T$, and let $\mu_i(\cdot|t_i)$ be the belief of agent $i$ over the types of the other agents, conditional on $i$ having type $t_i$. Interim incentive compatibility requires that agents be willing to report their types truthfully, given that they know only the allocation rule $q$, their own type, and the distribution $\mu_i(\cdot|t_i)$ over the set $T_i$ of other agents’ types. Ex-post incentive compatibility is sufficient to guarantee interim incentive compatibility, but is in general a more restrictive requirement.\footnote{There important settings in which ex-post and interim incentive compatibility are in fact equivalent, see Manelli and Vincent (2010) and Gershkov et al. (2013). These results are closely related to the substance of the current paper.}

Interim incentive compatibility for agent $i$ is a property of the interim allocation rule $Q_i : T_i \rightarrow \mathbb{R}^N$ induced by the allocation rule $q$, which is defined
by
\[
Q_i(\tau) := \mathbb{E}_{t_{-i}} [q(t_i | t_i = \tau)] = \sum_{t_{-i} \in \mathcal{T}_{-i}} q(t_{-i}, \tau) \mu_i(t_{-i}, \tau).
\] (1)

The interim allocation rule describes the distribution over outcomes, conditional on agent $i$'s type.

It is convenient, for the purpose of designing a mechanism, to work directly in the space of interim allocation rules, rather than the space of allocation rules. There are two reasons for this. First, the interim allocation rule is a much simpler object than the allocation rule; the later is defined on the space of type profiles, a potentially large product space. Second, as noted above, interim incentive compatibility is fundamentally a property of the interim allocation rule. Aside from imposing ex-post incentive compatibility, which may be a stronger property than is desired, it is not obvious how to impose interim incentive compatibility directly on an allocation rule $q$.

In order to work directly in the space of interim allocation rules, one must know which allocation rules are in fact legitimate, or realizable, in the sense that they are induced as the marginals of some allocation rule as in eq. (1).

This paper makes two main contributions to the large literature dedicated to characterizing the set of realizable interim allocation rules in various settings, beginning with Maskin and Riley (1984) and Border (1991).\footnote{In this literature, an allocation rule is sometimes referred to as an auction, and an interim allocation rule as a reduced-form auction.} First, I provide a new framework for characterizing interim realizability in a general setting, nesting most of those previously studied. The approach is based on two ways of representing a convex set (in this case, the set of realizable interim allocations) as both i. the convex hull of it’s extreme points (the $v$-representation), and ii. the intersection of the set of half-spaces that contain it (the $h$-representation). Using this approach, I generalize the characterization results of Che et al. (2013), by allowing for the constraints on the ex-post assignment to depend on the type profile (Theorem 2).

The use of the $h$ and $v$-representations to understand interim realizability is not new, these properties of convex sets have been used in various forms by Border (1991), Border (2007), Gershkov et al. (2013), and Goeree and Kushnir.
(2022), among others. While my approach characterizing interim realizability differs from these it is, in a sense, not a major technological innovation. It is valuable, however, for two reasons. First, I provide a “modular” approach to characterizing interim realizability. By separating out the key components of the characterization procedure, this approach makes it easy to see exactly when and how a parsimonious characterization of interim realizability is attainable. Second, the approach suggests a way forward when a parsimonious characterization is difficult to obtain.

This ability to identify when and why a parsimonious characterization cannot be obtained leads to the second, and more significant, contribution of the paper: a method for identifying parsimonious approximate characterizations of the set of realizable interim allocations, when a simple exact characterization is not available. To be precise, I adapt the procedure introduced to identify necessary and sufficient conditions for interim realizability, to instead identify conditions that are necessary and approximately sufficient (Theorem 1). Approximate sufficiency means that there exists an \( \alpha \in (0, 1) \) such that if \( Q \) satisfies the conditions, \( \alpha Q \) is realizable.

As an application, I study interim realizability in a one-to-one matching setting (many of the results generalize easily to many-to-many matching). Gopalan et al. (2018) show that no computationally tractable exact characterization of realizable interim allocations exists in this setting. Even abandoning computational considerations, theoretically meaningful characterizations of interim reliability with multiple items remain elusive (see Section 5 for a discussion of the literature). I identify the fundamental source of this difficulty, and then provide an approximate characterization. I then use this approximate characterization to answer applied matching questions. For example, I provide a partial answer to the question: how well does the commonly used deferred acceptance (DA) algorithm do at maximizing the designers objective? I show that by carefully choosing schools’ priority rankings over students, DA guarantees at least half of the principal’s full-information payoff (Theorem 4). I also study problems in which the principal seeks to elicit cardinal preferences.

The main technical result of this section is an approximate extension of Border’s theorem to the multi-item setting (Theorem 3). The result also re-
lates interim realizability to majorization by allocations induced by a certain “greedy algorithm”. I then build on this to better understand the design of optimal allocation mechanisms under various principal objectives, including concerns for equity and robustness to model uncertainty, and relate optimal principal payoffs to that which can be achieved under the good properties approach (Section 6). For example, I provide a partial answer to the question: how well does the deferred acceptance algorithm do at maximizing the principal’s objective? I show that by carefully choosing schools’ priority rankings over students, DA guarantees at least half of the principal’s full-information payoff (Theorem 4). I also study problems in which the principal seeks to elicit cardinal preferences.

1 Model

I begin with a general description of the interim realizability problem, which nests existing models of single-item allocations with constraints (Che et al., 2013), public-goods problems as in Goeree and Kushnir (2022), and the multi-item setting which I focus on in Section 5.

Let \( U = \{1, \ldots, |U|\} \) be a finite set of units, with typical element \( u \in U \) (when it will not cause confusion, I also use \( U \) to denote the number of units). Each unit \( u \) has a type drawn from finite set \( T_u \), with typical element \( \tau \).

Let \( T = T_1 \times \cdots \times T_N \) be the set of type profiles, with typical element \( t \), where \( t_u \) denotes unit \( u \)'s type in profile \( t \). I refer to a realized type profile as a state. Types are distributed according to the probability measure \( \mu \) on \( T \).

Let \( \mu_u(t_u|\tau) \) be the conditional distribution on \( T_{-i} \) given \( t_u = \tau \), and let \( \mu_u^*(\cdot) \) be the marginal distribution over \( T_u \). I use the notation \( t \sim (u, \tau) \) to denote that \( t_u = \tau \).

\footnote{In a single item allocation problem, we would think of the units as the agents participating in the mechanism. In a multi-item problem, a unit will be a pair of “agent” + “item”, as illustrated below. For the general formulation, I use the term “unit” to avoid confusion.}

\footnote{Independence of types will of course play a role when discussing incentives. With a single item, type independence can also be used to simplify the characterization of interim realizability, as in Border (2007). The extent to which this is possible more generally, for example with multiple items, remains an open question.}
It is convenient to define the non-null disjoint union of types, \( T^* = \{(u, \tau) : \mu_u^*(\tau) > 0 \} \). That is, \( T^* \) is the set of unit-type pairs that might realize. Finally, for any \( A \subseteq T \) and \( t \in T \), let \( S(A, t) := \{u : (u, t_u) \in A\} \).

An allocation rule, or simply allocation, is a map \( q : U \times T \to \mathbb{R}_+ \) such that \( q(\cdot, t) \in P^{XP}(t) \) for some polytope \( P^{XP}(t) \). I refer to \( P^{XP}(t) \) as the ex-post assignment polytope, or just ex-post polytope, in state \( t \). I refer to a vector \( \rho \in P^{XP}(t) \) as an assignment in state \( t \). To simplify the exposition, I focus the discussion on the case where \( P^{XP}(t) = P^{XP} \) for all \( t \). Section 3 makes it clear that the discussion extends easily to the case in which the ex-post polytope varies with \( t \). The results apply to the general case where the ex-post polytope is type dependant.

The following are examples of settings which can be modeled with this framework.

**Example 1: single-item with set constraints.** There is one unit of an infinitely divisible item, to be allocated among \( I \) agents. In this setting each unit is an agent, i.e. \( U = I \). The allocation \( q(t, u) \) is the quantity of the item assigned to agent \( u \) in state \( t \). There may be constraints on the ex-post allocation: \( P^{XP}(t) \) is the set of \( \rho : U \to \mathbb{R} \) satisfying

\[
L(A, t) \leq \sum_{i \in A} \rho(i) \leq C(A, t) \quad \forall A \subset U \text{ and } \forall t \in T, \tag{2}
\]

where \( C(\cdot, t) : 2^U \to \mathbb{R}_+ \) and \( L(\cdot, t) : 2^U \to \mathbb{R}_+ \) are such that \( C(\emptyset, t) = L(\emptyset, t) = 0 \) for all \( t \). I refer to \( C \) as the upper-constraint function, and \( L \) as the lower-constraint function. (Equivalently, there is a single indivisible item, and \( q(t, u) \) is the probability that \( u \) gets the item in state \( t \). Under this interpretation, the constraints \( L \) and \( C \) are imposed not on ex-post allocations, but on the expected allocation conditional on the type profile). Che et al. (2013) study the special case in which \( C \) and \( L \) do not depend on \( t \). The classic setting of Border (1991), in which the only constraints come from the unit supply of the item, corresponds to \( L(A) = 0 \) and \( C(A) = 1 \) for all \( A \subset I \).

**Example 2: multiple items.** There are \( N \) items and \( I \) agents. In this case, a unit is a pair \((j, n)\) or an agent \( j \) and an item \( n \). To map this into the current framework, we impose the restriction that \( t_{(j, n)} = t_{(j, n')} \) for all \( j \in I, n, n' \in N \),
and \( t \in T \). The ex-post polytope for this setting is discussed in detail in Section 5.2.

**Example 3: public-goods problems (Goeree and Kushnir, 2022).** Consider a public goods problem with \( I \) agents and \( N \) alternatives. A unit is an alternative-agent pair. The ex-post polytope is given by the set of \( \rho : I \times N \rightarrow \mathbb{R}_+ \) such that

i. \( \rho(i, n) = \rho(j, n) \) for all \( n \in N \) and \( i, j \in I \).

ii. \( \sum_{(i, n) \in I \times N} \rho(i, n) \leq 1 \).

Given an allocation rule, \( q \), we can obtain an *interim allocation* rule \( Q : T^* \rightarrow \mathbb{R}_+ \) by averaging each unit’s allocation over the types of other units:

\[
Q(u, \tau) := E_{t_u \sim \mu_u(\cdot | \tau)}[q(u, t_u, \tau)] = \sum_{t_u \in T^*} q(u, t_u, \tau) \mu_u(t_u | \tau). \quad (3)
\]

Conversely, given a function \( Q : T^* \rightarrow \mathbb{R}_+ \), we say that \( Q \) is *realizable* if there exists some allocation \( q \) that induces it, i.e. such that eq. (3) holds. Let \( \mathcal{I} \) be the set of realizable interim allocations. The goal is to obtain a more convenient characterization of \( \mathcal{I} \), in particular one that does not include an existential qualifier. Moreover, we would like this characterization to be simple, in the sense that it is relatively easy to check whether a given \( Q \) is in \( \mathcal{I} \). Ideally, the characterization should also facilitate optimization over \( \mathcal{I} \).

### 1.1 Preliminary observations

The set of realizable interim allocations, \( \mathcal{I} \), is a polytope. This is immediate from the fact that \( Q \in \mathcal{I} \) is a linear function of allocation rule \( q \) that realizes it, and \( q(\cdot, t) \) is constrained to a polytope for all \( t \in T \). The strategy for obtaining simple characterizations of \( \mathcal{I} \) makes use of three basic facts about polytopes.

**Fact 1.** Every linear function \( \lambda : \mathcal{I} \rightarrow \mathbb{R} \) obtains its maximum on an extreme point of \( \mathcal{I} \).

**Fact 2.** Every extreme point of \( \mathcal{I} \) is the unique maximizer of some linear function on \( \mathcal{I} \).
Fact 3. \( Q \in \mathcal{I} \) if and only if for any linear function \( f \) on \( \mathcal{I} \) there is an extreme point \( Q' \) of \( \mathcal{I} \) such that \( \lambda(Q) \leq \lambda(Q') \). (Separating hyperplane theorem).

Identify each linear function on \( \mathcal{I} \) with a function on \( \mathcal{T}^* \): for a linear function \( \lambda \) on \( \mathcal{T}^* \), I abuse notation and write \( \lambda(Q) = \sum_{(u, \tau) \in \mathcal{T}^*} \lambda(u, \tau)Q(u, \tau) \).

Let \( \Lambda \) be the space real functions on \( \mathcal{T}^* \), normalized so that \( \left| \frac{\lambda(u, \tau)}{\mu_2(\tau)} \right| \leq 1 \) for all \( (u, \tau) \in \mathcal{T}^* \) (normalization is without loss of generality, and this one happens to be convenient).

Observation 1. Facts 3 is just Fact 1 plus the separating hyperplane theorem. In other words, \( \mathcal{I} \) is equal to the intersection of the halfspaces that contain it. This yields a trivial characterization of \( \mathcal{I} \)

\[
Q \in \mathcal{I} \text{ iff } \lambda(Q) \leq \max_{Q' \in \mathcal{I}} \lambda(Q') \text{ for all } \lambda \in \Lambda. \quad \text{(trivial characterization)}
\]

The (convex) function \( \lambda \mapsto \max_{Q' \in \mathcal{I}} \lambda(Q') \) is known as the support function.

The objective is to simplify the trivial characterization, or baring this, obtain a simple but approximate characterization of \( \mathcal{I} \) by exploiting the convex structure of \( \mathcal{I} \).

2 The simple geometry of interim realizability

I begin by outlining the high level approach to obtaining exact and approximate characterizations of \( \mathcal{I} \). This makes clear the steps involved in going from the trivial characterization of \( \mathcal{I} \) in Observation 1 to a more parsimonious characterization. This approach helps clarify why existing characterizations, such as Border (2007) and Che et al. (2013), take the form that they do (we will be able to give simple proofs of these results). More importantly, this framework makes it clear how existing results can be extended, why parsimonious characterizations remain elusive in some settings (such as the one-to-one matching problem), and how to go about finding approximate characterizations in these cases.
2.1 Exact characterization

An $h$-representation of a polytope $I$ consists of a set of half-spaces the intersection of which is exactly $I$.\(^6\) The trivial characterization in Observation 1 is an $h$-representation, however it is unsatisfying as a characterization for two reasons

1. It requires checking infinitely many $\lambda$’s.
2. For each $\lambda$, it requires maximizing over $\mathcal{I}$.

Ideally, we would like a characterization via an $h$-representation of the form

$$Q \in \mathcal{I} \iff \lambda(Q) \leq b(\lambda) \quad \forall \lambda \in \Lambda^*.$$  \hspace{1cm} (4)

for some “small” set $\Lambda^* \subset \Lambda$ and some known function $b : \Lambda^* \rightarrow \mathbb{R}$. In other words, we want a parsimonious $h$-representation.

It turns out that the key to obtaining such a representation is to first identify the extreme points of $\mathcal{I}$. This yields the so-called $v$-representation of $\mathcal{I}$ (a polytope is the convex hull of its extreme points). We then use the $v$-representation to achieve a parsimonious $h$-representation by

1. Identifying a finite set $\Lambda^*$ of normal vectors for an $h$-representation of $\mathcal{I}$.
2. Characterizing the function $b(\lambda) := \max_{Q' \in \mathcal{I}} \lambda(Q')$.

As will become clear, the theorems of Border (1991), Border (2007), and Che et al. (2013), among others, are precisely about obtaining such an $h$-representation of $\mathcal{I}$.

To begin, assume that we have characterized the extreme points of $\mathcal{I}$. An exact characterization is easy to obtain precisely when the extreme points of

\(^6\)The general insight I exploit in this section, that the polytope $\mathcal{I}$ can be understood via its support function, is not new. See for example Vohra (2011) and Goeree and Kushnir (2022), the latter of which is most similar to the current treatment. The approach to characterizing the $h$-representation (or support function) of $\mathcal{I}$ differs from Goeree and Kushnir (2022) however. One way to understand this difference is that, by studying equivalence covers (see below), I characterize the sections of $\Lambda$ over which the support function is linear. The value of formulating the exact characterization in this way is that the approach extends naturally to approximate characterizations.
I admit a simple description. In Section 3 I then discuss how the structure of interim allocations simplifies the problem of characterizing extreme points of $\mathcal{I}$: this problem reduces to that of characterizing extreme points of $P^{XP}$.

We now use the characterization of $\text{ext}(\mathcal{I})$ to identify a subset of $\Lambda$ which identifies all supporting hyperplanes of $I$.

**Definition.** An *equivalence cover* of $\Lambda$ is collection \( \{ E(Q^*) \}_{Q^* \in \text{ext}(\mathcal{I})} \) such that

1. \( \{ E(Q^*) \}_{Q^* \in \text{ext}(\mathcal{I})} \) covers $\Lambda$, i.e. $\Lambda \subset \bigcup_{Q^* \in \text{ext}(\mathcal{I})} E(Q^*)$.

2. For all $Q^* \in \text{ext}(\mathcal{I})$
\[
E(Q^*) \subset \left\{ \lambda \in \Lambda : \max_{Q' \in I} \lambda(Q') = \lambda(Q^*) \right\}
\] (5)

Given an equivalence cover \( \{ E(Q^*) \}_{Q^* \in \text{ext}(\mathcal{I})} \), refer to $E^*(Q)$ as the *equivalence set* of $Q^*$. In other words, $E(Q^*)$ is a subset of the normal vectors corresponding to hyperplanes that bind at $Q^*$.\(^7\)

Return now to the trivial characterization of $\mathcal{I}$, which can be written as follows: $Q \in \mathcal{I}$ iff
\[
\min_{\lambda \in \Lambda} \max_{Q' \in I} \lambda(Q') - \lambda(Q) \geq 0.
\]
Since $\lambda \mapsto \max_{Q' \in I} \lambda(Q') - \lambda(Q)$ is the upper envelope of linear functions, and thus convex, the minimizing $\lambda$ will generally be interior. However once we know the set of extreme points $\text{ext}(\mathcal{I})$ and identify an equivalence cover, we just need to check that for each extreme point $Q^* \in \text{ext}(\mathcal{I})$ and each $\lambda \in E(Q^*)$, we have $\lambda(Q) \leq \lambda(Q^*)$. In other words, for each $Q^*$ we need to check
\[
\min_{\lambda \in E(Q^*)} \left\{ \max_{Q' \in I} \{ \lambda(Q') - \lambda(Q) \} \right\} \geq 0 \quad (6)
\]
\[
\iff \min_{\lambda \in E(Q^*)} \left\{ \lambda(Q^*) - \lambda(Q) \right\} \geq 0 \quad (7)
\]
\(^7\)One way to obtain an equivalence cover of $\Lambda$ is to let $E(Q^*) = \{ \lambda \in \Lambda : \max_{Q' \in I} \lambda(Q') = \lambda(Q^*) \}$. In this case the collection $\{ E(Q^*) \}$ will cover $\Lambda$ by Observation 1. However given that there may be significant overlap in the set of binding constraints across extreme points, it is convenient to allow for smaller covers.
The benefit of having identified the equivalence set associated with each extreme point is illustrated by the equivalence in Equation (7). The objective $\lambda \mapsto \max_{Q' \in I} \{ \lambda(Q') - \lambda(Q) \}$ is convex on $\Lambda$, but it is affine on each equivalence cone $E(Q^*)$. As a result, for each equivalence cone, $E(Q^*)$, we only need to check $\lambda(Q) \leq \lambda(Q^*)$ for $\lambda \in \text{ext}(E(Q^*))$, the extreme points of $E(Q^*)$.

Let $\Lambda^* := \bigcup_{Q^* \in \text{ext}(I)} \text{ext}(E(Q^*))$ be the union of the extreme points of the equivalence sets. For any $\lambda \in \Lambda^*$, let $b^*(\lambda) = \{ \lambda(Q^*) : \lambda \in E(Q^*) \}$. Then by construction, $b^*$ is a real-valued function.

**Lemma 1.** Given an equivalence cover $\{E(Q^*)\}_{Q^* \in \text{ext}(I)}$, define $\Lambda^*$ and $b^*$ as above. Then $Q \in I$ if and only if

$$\lambda(Q) \leq b^*(\lambda) \quad \forall \lambda \in \Lambda^*.$$  

**Remark 1.** Lemma 1 can be understood as a way to characterize the support function of $I$, which is defined as the function $\lambda \mapsto \max\{ \lambda(Q) : Q \in I \}$. The “modular” approach to characterizing the support function, whereby we first identify the extreme points of $I$ and an equivalence cover, is a convenient way to decompose the problem by identifying subsets of $\Lambda$ over which the support function is linear. Moreover, this approach can be adapted to obtain a parsimonious approximate characterization in case where the support function is complicated and/or not easily characterized. This is shown in Section 2.2.

The approach to characterizing $I$ by identifying an equivalence cover is illustrated in Figure 1. The set $I$ is the grey shaded region (the shape of this polytope is not important, the figure is just meant to illustrate the general procedure). For an extreme point of $I$, say $Q_1$, there are three normal vectors illustrated for which $Q_1$ is maximal in $I$: $\lambda_1$, $\lambda_2$ and $\lambda_4$. For any $j \in \{1, 2, 4\}$, and any $Q$, we have $\lambda_j(Q) \leq \max_{Q' \in I} \lambda_j(Q') \iff \lambda_j(Q) \leq \lambda_j(Q_1)$. The same holds for any $\lambda \in \text{co}(\{\lambda_1, \lambda_2, \lambda_4\})$. Since in $\text{co}(\{\lambda_1, \lambda_2\})$, it suffices to check only $\lambda_1$ and $\lambda_2$.

I observe below (Lemma 4) that the problem of characterizing the extreme points of $I$ boils down to characterizing the extreme points of $P^{XP}$. For each $x^* \in \text{ext}(P^{XP})$, let $e(x^*) := \{ y \in [0, 1]^U : y(x^*) = \arg\max_{x \in P^{XP}} u(x) \}$. Thus the simplicity of the characterization of $I$ depends on
S1. How many extreme points $\mathcal{P}^{XP}$ has (in other words, how large are the equivalence classes) and how easy are they to describe.

S2. How many extreme points does each $e(x^*)$ have, and how easy are they to describe.\footnote{Equivalence classes for different extreme points may intersect, and so what really matters is the number of elements in the union of the extreme points of the equivalence classes.}

A parsimonious characterization of interim realizability holds only when conditions S1 and S2 are satisfied. If these conditions are do not hold, then it may be

\section{Approximate characterization}

A simple characterization of interim realizability only holds when conditions S1 and S2 are satisfied. If these conditions are do not hold, then it may be
useful to look for a simple but approximate characterization. The key idea is to replicate as closely as possible the strategy detailed in Section 2.1, with modifications to account for the fact that extreme points of $\mathcal{I}$ do not admit a simple characterization. To do this, we relax the definition of equivalence cover.

**Definition.** A set of pairs $\{(Q^j, \hat{E}(Q^j))\}$, where each $Q^j \in \mathcal{I}$ and $\hat{E}(Q^j) \subset \Lambda$ is a polytope, is called an $\alpha$-approximation cover if

1. $\{\hat{E}(Q^j)\}$ covers $\Lambda$
2. For all $Q^j$,
   \[
   \lambda(Q^j) \geq \alpha \max_{Q' \in \mathcal{I}} \lambda(Q') \quad \forall \lambda \in \hat{E}(Q^j) \tag{8}
   \]

Given an $\alpha$-approximation cover $\{(Q^j, \hat{E}(Q^j))\}$, define the $\alpha$-approximation polytope $\mathcal{I}^\alpha := \text{co}(\{Q^j\})$. Clearly $\mathcal{I}^\alpha \subset \mathcal{I}$.

An equivalence cover $\{E(Q^*)\}_{Q \in \text{ext}(\mathcal{I})}$ is a 1-approximation cover, where we let $\{Q^j\} = \text{ext}(\mathcal{I})$ and $\hat{E}(Q^*j) = E(Q^j)$. However for an equivalence cover, we know that $Q \in \mathcal{I}$ iff for all $Q^* \in \text{ext}(\mathcal{I})$

\[
\min_{\lambda \in \text{ext}(E(Q^*))} \max_{Q' \in \mathcal{I}} \{\lambda(Q') - \lambda(Q) \geq 0\}.
\]

However given an $\alpha$-approximation cover with $\alpha < 1$, it is not the case that

\[
\min_{\lambda \in \text{ext}(E(Q^j))} \max_{Q' \in \mathcal{I}} \{\lambda(Q') - \lambda(Q) \geq 0\} \tag{9}
\]

for all $Q^j$ implies that $Q \in \mathcal{I}$. The intersection of the half-spaces with normal vectors in $\text{ext}(\hat{E}(Q^j))$ we may be strictly larger than $\mathcal{I}$. However, the $\alpha$-approximation condition in eq. (8) guarantees that the condition in eq. (9) is not “too far” from characterizing $\mathcal{I}$.

**Theorem 1.** Let $\{(Q^j, \hat{E}(Q^j))\}$ be an $\alpha$-approximation cover. If $Q \in \mathcal{I}$ then

\[
\min_{\lambda \in \text{ext}(E(Q^j))} \max_{Q' \in \mathcal{I}} \{\lambda(Q') - \lambda(Q) \geq 0\} \quad \forall Q^j. \tag{10}
\]

Conversely, if eq. (10) holds then $\alpha Q \in \mathcal{I}^\alpha \subset \mathcal{I}$.
Proof. Necessity is obvious, since eq. (10) is implied by the trivial characterization of Observation 1. We need to show that if $Q$ satisfies eq. (10) then for any $\lambda \in \Lambda$ there exists a vertex $Q^j$ of the $\alpha$-approximation polytope such that $\lambda(Q) \leq \lambda(Q^j)$.

Let $\lambda'$ be arbitrary, and let $Q^j$ be such that $\lambda' \in \hat{E}(Q^j)$ (which exists since $\{\hat{E}(Q^j)\}$ covers $\Lambda$). Then we know $\lambda(Q^j) \geq \alpha \max_{Q' \in \mathcal{I}} \lambda(Q') \geq \alpha \lambda(Q)$ for all $\lambda \in \text{ext}(\hat{E}(Q^j))$, where the first inequality follows from definition of the $\alpha$-approximation cover, and the second by eq. (10). Since $\lambda' \in \hat{E}(Q^j)$, we then have $\lambda'(Q^j) \geq \alpha \lambda'(Q) = \lambda'\alpha Q^j$, as desired.

The remaining questions are a) whether one can identify an $\alpha$-approximation cover (ideally for $\alpha$ close to 1), and b) if the function $\lambda \mapsto \max_{Q' \in \mathcal{I}} \lambda(Q')$ is easily characterized for $\lambda \in \text{ext}(\hat{E}(Q^j))$. In the next section I discuss how the structure of interim allocations simplifies this problem. However even without making use of this structure we can simplify the task of identifying an $\alpha$-approximation cover. To do this, re-write the condition in eq. (8) as

$$\min_{\lambda \in \hat{E}(Q^j)} \left\{ \lambda(Q^j) - \alpha \max_{Q' \in \mathcal{I}} \lambda(Q') \right\} \geq 0$$

Since $\lambda \rightarrow \{\lambda(Q^j) - \alpha \max_{Q' \in \mathcal{I}} \lambda(Q')\}$ is concave, it suffices to check only the extreme points of $\hat{E}(Q^j)$.

Lemma 2. Set of pairs $\{(Q^j, \hat{E}(Q^j))\}$ is an $\alpha$-approximation cover if and only if $\{\hat{E}(Q^j)\}$ covers $\Lambda$, and for all $Q^j$

$$\lambda(Q^j) \geq \alpha \max_{Q' \in \mathcal{I}} \lambda(Q') \quad \lambda \in \text{ext}(\hat{E}(Q^j))$$

The approach outlined here to approximately characterizing $\mathcal{I}$ is illustrated in Figure 2. Here $Q_1$ such that $\lambda_j(Q_1) \geq \alpha \max_{Q' \in \mathcal{I}} \lambda_j(Q')$ for $j \in \{1, 2, 3, 4, 5\}$ and some $\alpha < 1$. Then if $\lambda_j(Q) \leq \max_{Q' \in \mathcal{I}} \lambda_j(Q')$ for $j \in \{1, 2, 3, 4, 5\}$ then $\lambda_j(\alpha Q) \leq \lambda_j(Q_1)$ for $j \in \{1, 2, 3, 4, 5\}$. In fact, the same conclusion holds if $\lambda_j(Q) \leq \max_{Q' \in \mathcal{I}} \lambda_j(Q')$ for $j \in \{1, 4\}$, since these are the extreme points of $\{\lambda_1, \ldots, \lambda_5\}$. Note that this set of normal vectors defines a larger polytope than $\mathcal{I}$ (the large blue square as opposed to the grey area). However we know that this polytope scaled by $\alpha$ is a subset of $\text{co}(\{Q_1, \ldots, Q_5\})$, and thus a subset of $\mathcal{I}$.
3 Exploiting the structure of $\mathcal{I}$: state separability

In this section I make a simple observation that the structure of interim allocations simplifies the problem of identifying equivalence covers and $\alpha$-approximation covers. The key observation is that maximizing linear functions on $\mathcal{I}$ reduces to maximizing linear functions on $P^{XP}(t)$. I refer to this property as state separability.\footnote{This property is also observed by Goeree and Kushnir (2022).}

To see this, consider the program of maximizing a linear function $\lambda$ on $\mathcal{I}$, given by

$$\max_{Q \in \mathcal{I}} \lambda(Q) = \max_q \sum_{(u, \tau) \in T^*} \lambda(u, \tau) \sum_{t \in T} q(u, t-u, \tau) \mu_u(t-u|\tau)$$

s.t. \(q(\cdot, t) \in P^{XP}(t) \quad \forall t \in T.\)
We can rewrite the objective as
\[
\sum_{t \in T} \sum_{i \in I} \lambda(u, t_u)q(u, t)\mu_u(t-u|\tau) = \sum_{t \in T} \mu(t) \sum_{i \in I} \frac{\lambda(u, t_u)}{\mu^*(u, t_u)} q(u, t)
\] (12)

Since the objective in eq. (12) separates across \( t \), and the constraint \( q(\cdot, t) \in P^{XP}(t) \), is also defined separately for each \( t \), we just need to solve pointwise for each \( t \).

**Lemma 3.** \( Q \in \text{arg max}_{Q' \in \mathcal{I}} \lambda(Q') \) iff \( Q \) is realized by a \( q \) such that
\[
q(\cdot, t) \in \text{arg max}_{\rho \in P^{XP}(t)} \sum_{u \in U} \frac{\lambda(u, t_u)}{\mu^*(t_u)} \rho(i)
\]
for all \( t \in T \).

### 3.1 Extreme points of \( \mathcal{I} \)

From Equation (12) we can see that the problem of characterizing the extreme points of \( \mathcal{I} \) reduces to the much simpler one of characterizing the extreme points of each es-post polytope \( P^{XP}(t) \). Formally, for \( \gamma \in \Gamma := [-1, 1]^U \) define
\[
x^*(\gamma|t) := \text{arg max}_{\rho \in P^{XP}(t)} \sum_{u \in U} \gamma(u)\rho(u).
\]

Given \( \lambda \in \Lambda \) and \( t \in T \) let \( \lambda(\cdot|t) := \left( \frac{\lambda(1, t_1)}{\mu^*(t_1)}, \frac{\lambda(2, t_2)}{\mu^*(t_2)}, \ldots, \frac{\lambda(|U|, t_{|U|})}{\mu^*(|U|)} \right) \) be the weights induced by \( \lambda \) in state \( t \). Given the maintained normalization of \( \Lambda \), \( \lambda(\cdot|t) \in \Gamma \).

**Lemma 4.**

1. \( q \) solves the program in (11) if and only if \( q(\cdot, t) \in x^*(\lambda(\cdot|t)) \) for all \( t \).
2. If \( Q \) is an extreme point of \( \mathcal{I} \) then \( Q \) is realized by a \( q \) such that \( q(\cdot, t) \) is an extreme point of \( P^{XP}(t) \) for all \( t \).

In other words, once we understand the function \( x^* \), the problem of characterizing the extreme points of \( \mathcal{I} \) becomes trivial.

\(^{10}\)The converse need not be true: for \( t \neq t' \) the vectors \((\lambda(u, t_u))_{u \in U}\) and \((\lambda(u, t'_u))_{u \in U}\) cannot be set independently when there is some \( i \) such that \( t_u = t'_u \). In any case, Lemma 4 is sufficient for our purposes.
3.2 Approximation covers

The state separability property observed in Lemma 3 also simplifies the task of identifying $\alpha$-approximation covers: it is sufficient to identify $\alpha$-approximation covers in the ex-post polytope.

I abuse notation and for $\gamma \in \Gamma$ write $\gamma(\rho) = \sum_{u \in U} \gamma(u)\rho(u)$. Say that $\{(\rho^j, \hat{e}(\rho^j))\}$ is an ex-post $\alpha$-approximation cover if

**Definition.** A set of pairs $\{(\rho^j, \hat{e}(\rho^j))\}$, where each $\rho^j \in P^{XP}$ and $\hat{e}(\rho^j) \subset \gamma$ is a polytope, is called an ex-post $\alpha$-approximation cover if

1. $\{\hat{e}(\rho^j)\}$ covers $\Gamma$, and
2. for all $q^j$, \[ \gamma(\rho^j) \geq \alpha \max_{\rho' \in P^{XP}} \gamma(\rho') \quad \forall \gamma \in \hat{e}(\rho^j) \] (13)

**Lemma 5.** Given an ex-post $\alpha$-approximation cover $\{(\rho^j, \hat{e}(\rho^j))\}$, we can create an (ex-ante) $\alpha$-approximation cover $\{(Q^j, \hat{E}(Q^j))\}$ as follows:

1. Let $\{Q^j\}$ be the set of $Q \in Q$ induced by allocations $q$ such that $q(t, \cdot) \in \{(\rho^j)\}$ for all $t \in T$.

2. For any such $Q^j$, induced by $q^j$, let $\hat{E}(Q^j)$ be the set of $\lambda \in \Lambda$ such that

   \[ \left( \frac{\lambda(u, t_u)}{\mu_u(\tau)} \right)_{u \in U} \in \hat{e}(q^j(\cdot, t)) \]

   for all $t \in T$.

Clearly $\{(Q^j, \hat{E}(Q^j))\}$ constructed in this way is an $\alpha$-approximation cover. Of course, it is it is not necessary that an $\alpha$-approximation cover be generated in this way by an ex-post $\alpha$-approximation cover. However it is generally much easier to identify the ex-post variety. I show how simple algorithms which deliver approximate solutions to maximizing linear functions on $P^{XP}$ can be used to generate ex-post $\alpha$-approximation covers.
4 Exact characterizations: polymatroid constraints

The classic Border’s Theorem is nice precisely because the extreme points of $P^{X^P}$ are easily characterized by a greedy algorithm, and the equivalence sets are simple and large.

For now, consider only upper bounds: set $L(A) = 0$ for all $A \subset I$. (A similar argument is used to incorporate lower bounds.)

To characterize the extreme points of $I$, for every $t$ we just need to solve problems of the form

$$
\max_{q \geq 0} \sum_{u \in I} \frac{\lambda(u, t_u)}{\mu_u(t_u)} q(u, t) \quad \text{s.t.} \sum_{u \in A} q(u, t) \leq C(A, t) \quad \forall A \subset I \quad (14)
$$

The complexity of the characterization of interim realizability is determined by the complexity of the solution to this problem. This complexity is determined by the nature of the function $C$.

One very simple instance is the case we only need to know two coarse statistics about $\lambda(u, \tau)$

1. The set $A$ of $(u, \tau)$ such that $\lambda(u, \tau) \geq 0$.

2. The order on $\{(u, \tau) : \lambda(u, \tau) \geq 0\}$ induced by $(u, \tau) \mapsto \frac{\lambda(u, \tau)}{\mu_u(\tau)}$. That is, the ordering of $A = \{(i_1, \tau_1), (i_2, \tau_2), \ldots, (i_K, \tau_K)\}$ such that $k \mapsto \frac{\lambda(i_k, \tau_k)}{\mu_{i_k}(\tau_k)}$ is decreasing.

Say that any $\lambda, \lambda'$ which are equivalent in terms of properties 1. and 2. are ordinaly equivalent. (There may be multiple orders consistent with each $\lambda$; we just require a non-empty intersection for property 2.)

**Definition.** Say that $C$ is ordinaly simple if the solution to eq. (14) is the same for any ordinaly equivalent $\lambda, \lambda'$.

**Definition.** Say that a function $f$ from $\Lambda$ to the space of allocation rules is ordinaly simple if it produces the same allocation rule for any ordinaly equivalent $\lambda, \lambda'$.
One ordinally simple function is defined by a greedy algorithm. Order $U$ in decreasing order of $\frac{\lambda(u,\tau)}{\rho^*_\tau(u)}$. The greedy algorithm proceeds as follows

- Set $i_1 = C(\{i_1\}, t)$
- For $k > 1$, set $i_k = C(\{i_1, \ldots, i_k\}, t) - C(\{i_1, \ldots, i_{k-1}\}, t)$.

When $C$ is submodular, the greedy algorithm solves the program in eq. (14).

**Proposition 1** (Dunstan and Welsh (1973)). The greedy algorithm solves eq. (14) for every $\lambda$ if and only if $C(\cdot, t)$ is submodular for all $t$.

A set $P^{XP} := \{\rho \in \mathbb{R}_+^U : 0 \leq \sum_{u \in A} \rho(u) \leq C(A) \; \forall \; A \subset U\}$ is called a *polymatroid* if and only if $C$ is submodular.

**Observation 2.** The constraint $C(A) = 1$ for all $A$ defines the ex-post polytope for the classic interim allocation setting of Border (2007). This constraint is submodular.

Using the framework of Section 2, Proposition 1 tells us that if $C$ is submodular, the set of extreme points of $P^{XP}$ can be generated by varying the order on $U$ and the cut-off $k$, and applying the greedy algorithm.

Given $A \subset T^*$ and an order $R$, let $\lambda \in \Lambda$ be such that a) $\lambda$ is monotone with respect to order $R$, and b) $\lambda(u, \tau) \geq 0$ iff $(u, \tau) \in A$. Let $\Lambda^{(A,R)}$ be the set of all such $\lambda$. Then the greedy algorithm applied to $\lambda \in \Lambda^{(A,R)}$ produces an allocation $q^{(A,R)}$, which I call a *truncated greedy allocation*, and induces an interim allocation $Q^{(A,R)}$, which I call a *truncated greedy interim allocation*. Let $Q$ be the set of all truncated greedy interim allocations, found by varying the order $R$ and set $A$. Then Proposition 1 implies the following.

**Lemma 6.** If $P^{XP}(t)$ is a polymatroid (equivalently, $C(\cdot, t)$ is submodular) for all $t$, then $\text{ext}(\mathcal{I}) = Q$.

We also know that for each extreme point $\rho^*$ of $P^{XP}(t)$, the ex-post equivalence set $e(\rho^*)$ is a set of ordinally equivalent vectors. It is well known that the extreme points of a set of ordinally equivalent vectors are easily described (a proof is included for completeness).
Lemma 7. Fix any order $R$ on $U$. Let $\Gamma^R$ be the set of functions $\gamma \in \Gamma$ that are monotone with respect to $R$. Then the extreme points of $\Gamma^R$ are step functions taking values in $\{-1, 1\}$.

Proof. Given an order $R$ on $U$, to find the extreme points of the set of decreasing functions on $U$, we solve

$$\max_{z \in \mathbb{R}^U} \sum_{k=1}^U z(i_k) y(u_k) \quad \text{s.t. } y \in [-1, 1]^U, \ y(u_k) - y(u_{k+1}) \geq 0 \ \forall \ k < U.$$

We can re-write the objective as

$$\sum_{k=1}^U z(i_k) + \sum_{k=1}^{U-1} (y(u_k) - y(u_{k+1})) \sum_{\ell=1}^k z(i_k)$$

The constraint that $y$ is decreasing and takes values in $[-1, 1]$ is just the same as requiring that $i) y(u_k) - y(u_{k+1}) \geq 0$, $ii) \sum_{k=1}^{U-1} y(u_k) - y(u_{k+1}) \leq 2$, and $iii) y(u_U) \geq -1$. The solution is clearly to find the $k$ that maximizes $\sum_{\ell=1}^k z(i_k)$ and set $y(u_j) = 1$ for all $j \leq k$ and $y(u_j) = -1$ for all $j \geq k$ (or set $y = 0$ if $\sum_{\ell=1}^k z(i_k) \leq 0$ for all $k$).

We can now translating Lemma 7 into the extreme points of $E(Q^*)$. Since the greedy algorithm sets $q(u, t_u) = 0$ whenever $\lambda(u, t_u) < 0$, we can restrict attention to non-negative $\lambda$. Then for each non-negativity set $A$, we only need to consider $\lambda^A$ defined by

$$\lambda^A(u, \tau) = \begin{cases} \frac{1}{\mu^*_A(\tau)} & \text{if } (u, \tau) \in A \\ 0 & \text{otherwise} \end{cases}$$

(15)

Given an order $R$ on $\mathcal{T}^*$, which we index in $R$-decreasing order, let $\Lambda^R_+$ be the set of all $\lambda^A$ such that $A = \{(u_1, \tau_1), \ldots, (u_k, \tau_k)\}$ for some $k \leq |\mathcal{T}^*|$. In other words, $\Lambda^R_+$ is the set of $\lambda$ such that if we index $\mathcal{T}^*$ in $R$-decreasing order, $k \mapsto \frac{\lambda(u_k, \tau_k)}{\mu^*_A(\tau_k)}$ is a decreasing step function taking values in $\{0, 1\}$.

Lemma 8. For each $Q^{(A,R)} \in Q$, let $E(Q^{(A,R)}) = \text{co}(\Lambda^R_+)$. Then $\{E(Q^*)\}_{Q^* \in Q}$ is an equivalence cover.
By Lemma 1 and Lemma 8, we know that $Q \in \mathcal{I}$ iff for any ordering $R$ of $\mathcal{T}^*$, indexed in $R$ decreasing order, and any $A = \{(u_1, \tau_1), \ldots, (u_k, \tau_k)\}$,

$$\lambda^A(Q) \leq \lambda^A(Q^{(A,R)}).$$

All that remains is some housekeeping, using the fact that $(u, \tau) \rightarrow \frac{\lambda^A(u, \tau)}{\mu_u^\tau(u, \tau)}$ is a step function taking values in $\{0,1\}$, and the properties of the greedy algorithm. This gives us the following characterization, which generalizes that of Che et al. (2013) (for the case of upper-bounds only) by allowing for state-dependent constraints.

**Theorem 2.** $Q \in \mathcal{I}$ if and only if

$$\sum_{(u,\tau) \in A} Q(u,\tau) \mu_u^\tau(\tau) \leq \sum_{t \in T} \mu(t) C(S(t,A),t)$$

for all $A \subset \mathcal{T}^*$.

**Proof.** Here is the housekeeping. For any $A$, any order on $A$, and any $t$, the greedy algorithm applied to this order produces an allocation $q^A$ such that

$$\sum_{i \in S(t,A)} q^A(i,t) = C(S(t,A),t)$$

and so

$$\max_{Q' \in \mathcal{I}} \lambda^A(Q') = \sum_{t \in T} \mu(t) \sum_{i \in T} \frac{\lambda^A(i,t)}{\mu^\tau_u(t)} q^A(t,i)$$

$$= \sum_{i \in S(t,A)} q^A(i,t)$$

$$= \sum_{t \in T} \mu(t) C(S(t,A),t)$$

And for any $Q$

$$\lambda^A(Q) = \sum_{(u,\tau) \in T^*} \lambda^A(u,\tau) Q(u,\tau)$$

$$= \sum_{(u,\tau) \in T^*} \frac{\lambda^A(u,\tau)}{\mu^\tau_u(u,\tau)} Q(u,\tau) \mu^\tau_u(u,\tau)$$

$$= \sum_{(u,\tau) \in A} Q(u,\tau) \mu^\tau_u(u,\tau)$$

\[^{11}\text{To incorporate a non-trivial lower bound } L, \text{ we can use a similar argument.}\]
As a bonus, the greedy algorithm gives us an additional insight into the structure of $\mathcal{I}$.

**Corollary 1.** $Q \in \mathcal{I}$ iff for any order on $R$ on $T^*$ and any $j \leq |T^*|

\[
\sum_{k=1}^{j} Q\left(u_k, \tau_k\right) \mu_{u_k}^{*}(\tau_k) \leq \sum_{k=1}^{j} Q^{(T^*,R)}\left(u_k, \tau_k\right) \mu_{u_k}^{*}(\tau_k),
\]

Where $T^*$ is indexed in $R$-decreasing order.

In other words, for an order $R$ on $T^*$, $Q \in \mathcal{I}$ if and only if $Q$ is $R$-FOSD by $Q^{(T^*,R)}$, the un-truncated interim greedy allocation for order $R$.\(^{12}\) This characterization is related to the characterization of interim realizability via a majorization relationship in Kleiner et al. (2021).

The results Section 2.1 suggest that we can allow us to move beyond settings with sub/supermodular constraints by finding other “simple” algorithms that solve the ex-post maximization problem, when the greedy algorithm fails.

## 5 Approximate characterization: matching

The design of optimal mechanisms for allocating a single indivisible good among multiple agents has been an object of intensive study. Much less progress has been made on the allocation of multiple goods, despite the practical importance of such problems.\(^{13}\) The lack of progress is due to a number of technical challenges. For one, the characterization of implementability with multi-dimensional types, for example via cyclic monotonicity (Rochet, 1987), is much less tractable than the corresponding conditions for a single-item problem with one-dimensional types, in which in the allocation rule as a function of

\(^{12}\)By $R$-FOSD I mean precisely the property defined in Corollary 1: that $Q$ assigns less “ex-ante weight” to upper-sets in the $R$ order then does the greedy algorithm applied to order $R$.

\(^{13}\)Examples include school choice (Abdulkadiroğlu and Sönmez, 2003), the assignment of teachers to schools (Combe et al., 2018), and the assignment of police officers to districts (Ba et al., 2021).
the type is often necessary and sufficient for incentive compatibility. Moreover, even in a complete information setting, if the principal’s objective is non-linear in the allocation (for example due to ambiguity aversion or a preference for equity) the problem of finding the optimal mechanism may be computationally challenging.

Perhaps a more fundamental concern, and the primary focus of this paper, is that even characterizing “technological feasibility” with multiple items is difficult. With a single item, the standard approach is to characterize the set of interim allocations that can be realized by some allocation rule, following Border (1991), and optimize directly over this space.\textsuperscript{14} If agents valuations are additive across items, this approach can be directly extended to the multi-item setting, as in Cai et al. (2018). However this approach fails when agents have capacity constraints. Indeed, for the simple case in which agents have unit demand, Gopalan et al. (2018) show that no computationally tractable characterization of realizable interim allocations exists. Even abandoning computational considerations, theoretically meaningful characterizations of interim reliability with multiple items remain elusive. In contemporaneous work, Zheng (2022) extends results of Che et al. (2013) to a multi-item setting, but the results do not apply when agents unit demand, or more general capacity constraints. Lang et al. (2022) provide an alternative characterization, but this is applicable to the unit-demand setting only when each agent has no more than two possible types, an especially strong restriction when there are multiple items.

These challenges hinder the typical mechanism design approach to an allocation problem: choose a mechanism to maximize some objective, subject to the relevant incentive and feasibility constraints. As a result, much of the literature on allocation problems when agents have capacity constraints has adopted what Budish (2012) terms the “good properties” approach: specify a set of properties (strategy-proofness, stability, efficiency) which are desi-

\textsuperscript{14}In brief, with a single item an allocation specifies the probability with which each agent gets the item as a function of the type profile. An interim allocation specifies, for each agent, the probability of getting the item as a function of only the agent’s own type. An allocation induces an interim allocation by, for each agent, taking the expected allocation probability across other agents’ types. Realizability concerns the converse: given a candidate interim allocation, how do we know that it can in fact be induced by some allocation.
able in a mechanism, and the construct a tractable procedure that delivers these properties. Seminal contributions in this line of work were made by Gale and Shapley (1962) (deferred acceptance) and Shapley and Scarf (1974) (top-trading cycles).

The good properties approach has been a source of theoretical insights and practical innovations. One drawback, however, is it is not always easy to map the designer’s preferences over allocations to properties which should be imposed on the mechanism. It is not clear, for example, which properties should be imposed to capture a desire on the part of the designer for equity among agents. Moreover, commitment to a set of properties may imply a restriction to mechanisms that are arguably very far from optimal with respect to the designer’s true objective. Without a good understanding of what can be achieved by the mechanism design approach, it is difficult to even understand how far from optimal “good properties” mechanisms may be.

The objectives of this section are threefold. The first is to contribute to the understating of interim realizability with multiple items. Second, to use this understanding to facilitate a “mechanism design” approach to the allocation problem, with a focus on accommodating non-linear objectives. Finally, to use the structure of interim realizability to attempt to bridge the gap between the good-properties and mechanism-design approaches.

5.1 Model

There is a set $N$ of items and as set $I$ of agents (when it will not cause confusion, I also use $I$ and $N$ for the number of agents and items). Each unit $u \in U$ consists of an agent-item pair $(i, n)$. Each agent $i$ has a type drawn from finite set $T_i$, with typical element $\tau$. Let $T = T_1 \times \cdots \times T_N$ be the set of type profiles, with typical element $t$, where $t_i$ denotes $i$’s type in profile $t$. I refer to a realized type profile as a state. Types are distributed according to the probability measure $\mu$ on $T$.$^{15}$ Let $\mu_i(t^{-i}|\tau)$ be the conditional distribution

$^{15}$For the purposes of characterizing realizable interim allocations, it is not necessary to assume that types of independent, although this will of course play a role when discussing incentives. With a single item, type independence can also be used to simplify the characterization of interim realizability, as in Border (2007). The extent to which this is possible
on $T^{-i}$ given $t_i = \tau$, and let $\mu^\tau_i(\cdot)$ be the marginal distribution over $T_i$. I use the notation $t \sim (i, \tau)$ to denote that $t_i = \tau$.

In general, each agent $i$ has a capacity constraint $b^I_i$, which is the maximum number of items they can be allocated. Each item $n$ has a capacity constraint $b^N_n$, which is the maximum number of agents who can receive this item. In what follows, I restrict attention to the case of $b^I_i = b^N_n = 1$ for all $i \in I, n \in N$. For many of the results this is without loss of generality.\footnote{We can think of “splitting up” agents and items into multiple copies, such that each copy has capacity 1.}

The one-to-one matching constraint determines a (state-invariant) ex-post polytope $P^{XP}$ which is the set of $\rho : I \times N \to \mathbb{R}_+$ such that

1. $\sum_{n \in N} \rho(i, n) \leq 1$ for all $i \in I$ (unit demand for agents).
2. $\sum_{i \in I} \rho(i, n) \leq 1$ for all $n \in N$ (unit supply of items).

These restrictions can have two interpretations. First, we could consider a setting with infinitely divisible items. In this case $q(i, n, t)$ is quantity of item $n$ that goes to $i$ in state $t$.

Alternatively, we can consider settings with indivisible items. In this case $q(i, n, t)$ is the probability that item $n$ goes to $i$ in state $t$. In other words, $q$ is the marginal of the joint distribution the designer induces over assignments of items to agents. The Birkhoff-von Neumann Theorem tells us exactly that $q$ satisfies the unit demand and unit supply conditions above. Note that by focusing on $q$ defined in this way, we are implicitly assuming that only the marginals of the joint distribution over assignments matter, both for the agents and the designer. For details and further discussion, see Appendix A.

An allocation $q$ induces an \textit{interim allocation} $Q$ where $Q : T^* \mapsto [0, 1]$ is defined by

$$Q(i, \tau, n) := E_{t_{-i} \sim \mu_i(\cdot | \tau)}[q(t_{-i}, \tau, i, n)] = \sum_{t_{-i} \in T_{-i}} q(t_{-i}, \tau, i, n) \mu_i(t_{-i} | \tau).$$

(16)

In other words, $Q(i, \tau, n)$ is the probability that $i$ gets item $n$, conditional on having type $\tau$.

\footnote{with multiple items remains an open question.}
Because an interim allocation $Q$ is an object of significantly lower dimension than the allocation $q$, it is often convenient to work directly with the interim allocation. Moreover, as long as agents’ payoffs are linear in their allocation, the interim allocation is all that is relevant for the agent’s incentives. This interim approach was first used for single-item problems by Maskin and Riley (1984). In order to work directly with the interim allocation however, it is necessary to first characterize the set of valid interim allocations, i.e. those that are induced by some allocation as in eq. (16). I call a candidate interim allocation $Q : T^*$ realizable if there exists an allocation $q$ such that eq. (16) holds for all $i, \tau, n$.

For the single-item case, this characterization was provided by Border (1991), who proved a conjecture of Matthews (1984). This characterization was expanded on by Border (2007), Mierendorff (2011) and Che et al. (2013), among others. However none of these characterizations applies to the one-to-one assignment problem.

5.2 An approximate characterization for matching

The results of Section 4 do not apply to the matching problem because $P^{xp}$ is not a polymatroid. To see this, define For any set $X \subseteq I \times N$, define

$$C(X) = \max_{\rho \in P^{xp}} \sum_{(i,n) \in X} \rho(i, n).$$

Observation 3. The constraint $C$ is not submodular. This is easily illustrated in the following example with two agents $\{i_1, i_2\}$ and two items $\{n_1, n_2\}$. Let $a = \{(i_1, n_1), (i_1, n_2)\}$ and $b = \{(i_1, n_1), (i_2, n_1)\}$. Then $C(a) = C(b) = 1$. However $C(a \cap b) = C(\{(i_1, n_1)\}) = 1$ and $C(a \cup b) = C(\{(i_1, n_1), (i_1, n_2), (i_2, n_1)\}) = 2$, violating submodularity.

As a result, the extreme points of $P_C$ are not characterized by the greedy algorithm. More generally, the task of identifying an equivalence cover is

---

In fact, $P^{xp}$ is the intersection of two polymatroids, one generated by the “row” constraints, and one by the “column” constraints.
complicated by the fact that the solution to the program
\[
\max_{\rho \in \mathcal{P} \times \rho} \sum_{(i, n)} \rho(i, n) \gamma(i, n)
\]
is sensitive to more features of \(\gamma\) than just the order it induces on \(I \times N\).

It turns out, however, that a modified algorithm, the \textit{greedy matching algorithm} is generates an \(\alpha\)-approximation cover.

Let \(R\) be an strict ordering of \(T^*\). Index the elements of \(T^*\) in \(R\)-decreasing order, i.e. such that \((i_k, \tau_k, n_k)\) precedes \((i_{k+1}, \tau_{k+1}, n_{k+1})\). Define an \(R\)-\textit{greedy-matching allocation} \(q^R\) using the following recursive greedy algorithm. Let \(q^R(t, i_1, n_1) = 1\) for all \(t \sim (i_1, \tau_1)\). For each \(k > 1\), let \(q^R(t, i_k, n_k) = 1\) if and only if

- \(t \sim (i_k, \tau_k)\), and
- For every \(l < k\) such that \(t \sim (i_l, \tau_l)\), both \(i_k \neq i_l\) and \(n_k \neq n_l\).

In words, the \(R\)-greedy-matching allocation assigns as much weight as possible to \((i_1, \tau_1)\) getting item \(n_1\), and then for subsequent \((i_k, \tau_k, n_k)\), assigns as much weight as possible to \((i_k, \tau_k)\) getting item \(n_k\), conditional on the previous assignments. By construction the \(R\)-greedy allocation is realizable, for any \(R\).

Given the \(R\)-greedy allocation \(q^R\), let \(Q^R\) be the induced \(R\)-\textit{greedy-matching interim allocation}, defined by
\[
Q^R(i, \tau, n) = \sum_{t \in T^*} q^R((t^{-i}, \tau), i, n) \mu_i(t^{-i} \mid \tau).
\]

An allocation \(q\) is called a \textit{truncated greedy-matching allocation} if there exists an order \(R\) on \(T^*\) and an number \(k^*\) such that \(q(t, i_k, \tau_k) = q^R(t, i_k, \tau_k)\) for all \(t \sim (i_k, \tau_k)\) and all \(k \leq k^*\), and \(q(t, i_k, \tau_k) = 0\) for all \(t \sim (i_k, \tau_k)\) and all \(k > k^*\). The interim allocation \(Q\) induced by such a truncated greedy matching allocation satisfies \(Q(i_k, \tau_k, n_k) = Q^R(i_k, \tau_k, n_k)\) for all \(k \leq k^*\), and \(Q(i_k, \tau_k, n_k) = 0\) for all \(k > k^*\). A write \(Q^{(k, R)}\) for a truncated greedy matching allocation which is truncated at \(k\).

Let \(Q^M\) be the set of interim allocations induced by truncated greedy allocations. It is helpful also to define the set of weighted greedy interim
allocations
\[ X := \{ X \in \mathbb{R}^{(T^*)} : X(i, \tau, n) = Q(i, \tau, n)\mu_i^*(\tau) \text{ for some } Q \in Q \} . \]

Say that the interim allocation \( Q \) is \( R \)-FOSD dominated by \( \hat{Q} \) if
\[ \sum_{l=1}^{k} Q(i_l, \tau_l, n_l)\mu_{i_l}^*(\tau_l) \leq \sum_{l=1}^{k} \hat{Q}(i_l, \tau_l, n_l)\mu_{i_l}^*(\tau_l) \]
for all \( k \), where \( T^* \) is indexed in \( R \)-decreasing order.

Recall the definition of \( \Lambda_{+}^R \) defined by Equation (15): \( \Lambda_{+}^R \) is the set of \( \lambda \) such that if we index \( T^* \) in \( R \)-decreasing order, \( k \mapsto \lambda(i_k, n_k, \tau_k) \mu_{i_k}^*(\tau_k) \) is a decreasing step function taking values in \( \{0, 1\} \).

Denote by \( \frac{1}{2}Q \) the half-half mixture between \( Q \) and the null interim allocation that does not assign any items. In other words, \( \frac{1}{2}Q \) scales down all assignment probabilities by \( 1/2 \).

**Theorem 3.** If \( Q \in I \) then \( Q \) satisfies
\[ \sum_{(i, \tau, n) \in A} Q(i, \tau, n)\mu_i^*(\tau) \leq \sum_{t \in T} \mu(t)C(S(t, A)). \quad \text{(BM)} \]
Conversely, if \( Q \) satisfies \( \text{(BM)} \) then

i. For any order \( R \) on \( T^* \), \( \frac{1}{2}Q \) is \( R \)-FOSD dominated by the greedy interim allocation \( Q^R \).

ii. \( \frac{1}{2}Q \in \text{co}(Q^M) \). That is, \( \frac{1}{2}Q \) can be written as a convex combination of interim allocations induced by truncated greedy-matching allocations.

iii. \( \frac{1}{2}Q \) is realisable.

Theorem 3 part iii follows immediately from part ii. Part i states that if \( Q \) satisfies the necessary \( \text{(BM)} \) condition then scaling \( Q \) by \( \frac{1}{2} \) defines an interim allocation which assigns less weight to the upper-level-sets of any order \( R \) on \( T^* \times N \) than the interim allocation generated by greedy matching algorithm applied to that order.

Theorem 3 is proven via the following intermediate result.

**Lemma 9.** For \( Q^{(k,R)} \in Q^M \), let \( \hat{E}(Q^{(k,R)}) = \text{co}(\Lambda_{+}^R) \). Then \( \{Q, \hat{E}(Q)\}_{Q \in Q^M} \) is a \( 1/2 \)-approximation cover.
5.2.1 Discussion of Theorem 3

There are multiple ways in which Theorem 3 is useful for understanding optimal mechanisms. Assume that the principal’s objective is (weakly) concave in $Q$ and normalized so that the payoff from the null allocation (no agents get any good for any type profile) is zero. Then scaling $Q$ by $\frac{1}{2}$ reduces the principal’s payoff by less than $\frac{1}{2}$ (in other words, gives a 2-approximation to the optimal mechanism). One could then maximize the principal’s objective over interim allocations subject to (BM), as well as the relevant IC constraints, then scale by $\frac{1}{2}$. By Theorem 3 this guarantees at least $\frac{1}{2}$ maximum payoff. Moreover, if agents maximize expected utility then scaling the allocation (and payments when applicable) preserves incentive compatibility.

An alternative is to maximize directly over the set $co(Q)$. Again, Theorem 3 guarantees that this yields at least half of the maximum payoff. This maximization problem may be intractable, given that Theorem 3 does not provide a tractable way of checking whether a given interim allocation is in fact in $co(Q)$. However in many settings it suffices to solve a simpler problem. Assume there exists an order $R$ on $T^*$ such that the principal’s payoff is increasing in $R$-FOSD shifts. Since $Q^R R$-FOSD dominates $\frac{1}{2}Q$, $Q^R$ delivers at least $\frac{1}{2}$ of the payoff from any realizable interim allocation, regardless of whether such allocations are incentive compatible. It remains to check if $Q^R$ is in fact IC. This boils down to checking whether $R$ satisfies certain conditions. In Section 6 I study settings in which natural conditions on the principal’s preferences guarantee that $Q^R$ is IC. The structure of greedy allocations simplifies this exercise.

5.2.2 Theorem 3 proof

In order to prove Theorem 3 it is necessary to introduce some new objects. Given a pair $(i,n)$, let $\Gamma(i,n)$ be the union of the row and column to which $(i,n)$ belongs. That is,

$$\Gamma(i,n) := \{j,n\}_{j \in I} \cup \{i,m\}_{m \in N}.$$
For $\rho \in \mathcal{D}$ and $a \subseteq I \times N$, let $\Gamma^*(\rho, a)$ be the projection of $\rho$ in $a$, defined by

$$\Gamma^*(\rho, a) = \bigcup_{\{(i, n) \in a : \rho(i, n) = 1\}} \Gamma(i, n).$$

Say that the projection of $\rho$ in $a$ covers $a$ if $a \subseteq \Gamma^*(\rho, a)$.

**Lemma 10.** For any assignment $\rho \in \mathcal{D}$ such that the projection of $\rho$ in $A$ covers $A$

$$\sum_{(i, n) \in A} d(i, n) \geq \frac{1}{2} c(A).$$

**Proof.** We have $c(A) \leq \max_{d \in \Delta(\mathcal{D})} \sum_{(i, n) \in \Gamma^*(\rho, A)} d(i, n) \leq 2 \sum_{(i, n) \in A} \rho(i, n)$. The first inequality follows from the fact that the projection of $\rho$ covers $A$. The second follows from the fact that the total mass in each row and column can be no more than 1, and $\Gamma^*(\rho)$ is the union of $\sum_{(i, n) \in A} \rho(i, n)$ rows and $\sum_{(i, n) \in A} \rho(i, n)$ columns. \(\square\)

**Proof of Theorem 3.** Lemma 9 is immediate from Lemma 10 and Lemma 5. Then Theorem 3 is implied by Theorem 1. For clarity, I also provide a self-contained proof of Theorem 3 in Appendix C. \(\square\)

### 5.3 Tightening the bound

Scaling the interim allocation $Q$ by $\frac{1}{2}$, i.e. mixing equally between $Q$ and the null allocation, causes the principal to leave each object unassigned with probability at least $1/2$. This may be a very undesirable outcome. Thus the fact that optimizing over $co(Q)$ produces a mechanism that is better that $\frac{1}{2}Q^*$, where $Q^*$ is the fully optimal mechanism, may not be enough to recommend this approach. However in practice it may be possible to strengthen the payoff approximation by exploiting the “slack” introduced by scaling down the interim allocation.

The key observation is that the 2-approximation to the payoff of $\frac{1}{2}Q$ can be obtained by using the greedy algorithm to only part of $\mathcal{T}^* \times N$. This is an implication of the following useful observation.\(^{18}\) Given a distribution $F$ on $[0, 1]$, let $p_F(\alpha) := \inf \{ x : F([0, x]) \geq \alpha \}$.

\(^{18}\)A similar observation is made in Anshelevich and Sekar (2016), Lemma B.7, of which Lemma 11 is a generalization.
Lemma 11. Let $F$ and $G$ be measures on $[0, 1]$. Assume

i. $F([0, z]) \geq G([0, z])$ for all $z \in [0, 1]$, and

ii. $1 = F([0, 1]) = \frac{1}{\alpha} G([0, 1])$ for some $\alpha \in (0, 1]$.

Define the measure $H$ by $H([0, z]) = F([0, z])$ for $z \leq p F(\alpha)$ and $H((p F(\alpha), 1]) = 0$. Then $H([0, z]) \geq G([0, z])$ for all $z \in [0, 1]$.

Proof. Immediate from condition $i$ for $z \leq p F(\alpha)$, and from condition $ii$ for $z > p F(\alpha)$. \hfill \square

Lemma 11 has the following relationship with Theorem 3. Assume the principal’s objective is concave and monotone with respect to $R$-FOSD shifts for some order $R$ on $T^* \times N$. If $Q$ satisfies the (BM) condition then Theorem 3 says that $\frac{1}{2} Q$ is $R$-FOSD dominated by $Q^R$, the $R$-greedy interim allocation. Thus we have already concluded that $\frac{1}{2} Q$ is a 2-approximation for the principal’s problem. Lemma 11 allows us to say more: in order to obtain a realizable interim allocation $\hat{Q}$ that $R$-FOSD dominates $\frac{1}{2} Q$ it is not necessary to use the greedy algorithm to define $\hat{Q}$ on all of $T^* \times N$. It is sufficient to find the $\alpha$ such that

$$\frac{1}{2} \sum_{(i, \tau, n) \in T \times N} Q(i, \tau, n) \mu_i^*(\tau) = \alpha \sum_{(i, \tau, n) \in T \times N} Q^R(i, \tau, n) \mu_i^*(\tau)$$

and the smallest $\ell$ such that

$$\sum_{k=1}^{\ell} Q^R(i_k, \tau_k, n_k) \mu_i^*(\tau_k) \geq \alpha \sum_{(i, \tau, n) \in T \times N} Q^R(i, \tau, n) \mu_i^*(\tau)$$

(where $T^* \times N$ is indexed in $R$-decreasing order). The we can let $\hat{Q}(i_k, \tau_k, n_k) = Q^R(i_k, \tau_k, n_k)$ for $k \leq \ell$. This is sufficient to guarantee that $\hat{Q}$ that $R$-FOSD dominates $\frac{1}{2} Q$, and we can define $\hat{Q}$ in any way we want below $\ell$.

If $Q$ is in fact the optimal interim allocation (and so of course realizable) then $\sum_{(i, \tau, n) \in T \times N} Q(i, \tau, n) \mu_i^*(\tau) \leq \min\{|I|, |N|\}$. Since any greedy allocation assigns every item if $|I| \geq |N|$, and gives every agent an item if $|N| \geq |I|$, we have $\sum_{(i, \tau, n) \in T \times N} Q^R(i, \tau, n) \mu_i^*(\tau) = \min\{|I|, |N|\}$. Thus $\alpha$ in the above derivation will be less than $1/2$. As a result, only half of the total ex-ante allocation weight needs to come from the greedy algorithm. In certain applications, this may be useful in deriving tighter worst-case bounds.
6 Matching applications

6.1 Principal’s preferences

This section illustrates a few of the forms which the principal’s objective may take. We then proceed to applications.

Utilitarian Welfare

One commonly studied objective is utilitarian welfare: there exists a weight function \( v \in \mathbb{R}^{T^*} \) such that the principal’s payoff is given by

\[
V(Q) = \sum_{(i, \tau, n) \in T^*} Q(i, \tau, n) \mu_i^*(\tau) v(i, \tau, n).
\]

This form of the objective can also accommodate revenue maximization, using the usual virtual values transformation of Myerson (1981).

Equity preferences

The utilitarian objective does not embody an explicit preference for equity. Such preferences can be captured by objectives that are concave in the interim allocation. One way to extend the utilitarian welfare objective to incorporate a preference for equity is via the following rank dependent preferences. As before, let \( v \in \mathbb{R}^{T^*} \) be a weight function. Label \( T^* \) such that \( k \mapsto v(i_k, \tau_k, n_k) \) decreasing. Then for some increasing function \( f : \mathbb{R} \to \mathbb{R} \) such that \( f(0) = 0 \), let

\[
V(Q) = \left| T^* \right|^{-1} \sum_{k=1}^{\left| T^* \right| - 1} \left( v(i_k, \tau_k, n_k) - v(i_{k+1}, \tau_{k+1}, n_{k+1}) \right) f \left( \sum_{j=1}^{k} Q(i, \tau, n) \mu_i^*(\tau) \right)
\]

If \( f \) is the identity function and the weight function is normalized such that \( \min v(i, \tau, n) = 0 \) then this is exactly the the utilitarian welfare objective with weight function \( v \). However if \( f \) is concave then so is \( V \). In this case the principal wants to smooth the allocation.

Model uncertainty

Uncertainty about model fundamentals, such as the ex-post payoff of allocations, can also induce concavity in the principal’s objective. Again, the utilitarian model can be extended to accommodate these concerns. Let \( W \subset \mathbb{R}^{T^*} \) be
a set of weight functions which the principal entertains. The principal takes a cautious approach to their uncertainty about the model: they maximize against the worst case. The payoff is given by

\[ V(Q) = \min_{v \in W} \sum_{(i, \tau, n) \in T^*} Q(i, \tau, n) \mu^*_i(\tau) v(i, \tau, n). \]

Throughout the applications I maintain the assumption that the principal’s objective is (weakly) concave in \( Q \) and normalized so that the payoff from the null allocation (no agents get any good for any type profile) is zero. All of the above objectives satisfy these assumptions. Moreover, I assume that there exist an order \( R \) on \( T^* \) such that the principal’s preferences are monotone with respect to \( R \)-FOSD shifts. This is satisfied by utilitarian and rank-dependent welfare. It is also satisfied by the max-min model if every pair of weight functions in \( W \) is comonotone.

### 6.2 Relation to Deferred Acceptance

Consider a standard school-choice setting. Agents \( I \) are students and items \( N \) are schools. As is standard in this literature, let each student’s type set \( T_i \) be a set of strict (ordinal) rankings over schools. (I allow for type sets that do not include all such rankings). For \( x, y \in N \), write \( x \tau y \) to denote that \( x \) is above \( y \) in the ranking \( \tau \).

The (student proposing) deferred acceptance (DA) algorithm takes as inputs students’ reported preferences over schools and schools’ rankings over students, and produces the student optimal stable matching.

The meaning of schools’ rankings of students, which following the literature I refer to as priorities, is a matter of some debate, and may vary depending on the setting. In many settings, such as the Boston school system, these priorities are generated by some centralized setting. The priorities may reflect whether or not a student is in the walk-zone for a given school, if they have siblings attending the school, their academic records, and various affirmative action policies (e.g Hafalir et al. (2013)).

If the priorities are set to reflect the preferences of the principal, in this case the school district, over allocations, it is natural to ask how well DA does. To
be precise, how close to maximizing their objective can the principal come by choosing priority rankings over students for each school and running deferred acceptance? Theorem 3 allows us to provide a partial answer to this question.

Let $\succ$ represent the principal’s priority order on $T^*$. Given the priority order, I define a notion of relevance of a given realization $(i, \tau, n)$.

**Definition.** Given the principal’s priority order $\succ$, say that $(i, \tau, n)$ is **blocked** if there is no $t_{-i}$ such the greedy algorithm applied to order $\succ$ gives item $n$ to $i$ in state $(\tau_i, t_{-i})$. Say that $(i, \tau, n)$ is unblocked if it is not blocked.

**Definition.** Say that $\succ$ is **item-ranking consistent** if for all $n$ and $i \neq i'$, if $(i, \tau, n)$ is unblocked and $(i, \tau, n) \succ (i', \tau', n)$ then $(i, \tau'', n) \succ (i', \tau''', n)$ for all $\tau''$ and all $\tau'''$ such that $(i', \tau''', n)$ is unblocked.

The following simple observation says that item-ranking consistency makes it possible to back out item priority orders from $\succ$ in a consistent way.

**Lemma 12.** The following are equivalent

(i.) $\succ$ is item-ranking consistent

(ii.) There exists a family $\{\succ_n\}_{n \in N}$ of orderings of $I$ such that for any $n$ and any unblocked $(i, \tau, n)$, if $(i, \tau, n) \succ (j, \tau', n)$ and $i' \neq j$ then $i >_n j$.

**Proof.** First, assume $\succ$ is item-ranking consistent. Fix $n$, and define $>_n$ as follows. Let $D \subset I$ be the set of agents such that for any $i \in D$, there exists $\tau$ such that $(i, \tau, n)$ is unblocked. Then for $i \in D$, let $i >_n i'$ if there exists $\tau'$ such that $(i, \tau, n) \succ (i', \tau', n)$. This is well defined under item-ranking consistency. The remaining agents $I \setminus D$ can be ordered in any way at the bottom of $>_n$, below all $i \in D$.

Conversely, suppose condition (ii) holds. If there is a violation of item-ranking consistency then there exists unblocked $(i, \tau, n)$ and $(i', \tau'', n)$ such that for some $\tau', \tau''$, $(i, \tau, n) \succ (i', \tau', n)$, and $(i', \tau'', n) \succ (i, \tau'', n)$. By property (ii), $(i, \tau, n) \succ (i', \tau', n)$ implies $i >_n i'$, and $(i', \tau'', n) \succ (i, \tau'', n)$ implies $i' >_n i$, which is absurd. □

**Definition.** Say that $\succ$ is **welfarist** if for any unblocked $(i, \tau, n)$, if $(i, \tau, n) \succ (i, \tau, n')$ then $n \tau n'$.  

34
This property is straightforward: the priority order is welfarist if it respects the preferences of the agents. We require this only for unblocked tuples.

**Theorem 4.** Assume that the priority order is **welfarist** and **item-ranking consistent**. Then there exists a family of priority rankings for schools such that

1. DA is equivalent to the greedy algorithm applied to $\succ$ (so produces the student optimal stable matching).

2. DA guarantees half the principal’s full-information payoff.

Roth (1985) shows that in the deferred acceptance mechanism it is a dominant strategy for proposers with unit demand to report truthfully. Thus Theorem 4 has the following incentive implications.

**Corollary 2.** If $\succ$ is welfarist and item-ranking consistent then the greedy algorithm applied to $\succ$ is DSIC.

**Remark 2.** The set of welfarist and item-ranking consistent principal priority orders is non-empty. For example, assume that all item rankings are identical, given by $\succ$. Then order $\mathcal{T}^*$ “lexicographically”: first, rank according to $\succ$, and then according to the individual’s preferences.

In Appendix B I explore in more detail the types of allocations generated by the greedy algorithm applied to a priority order that is welfarist and item-ranking consistent. Unsurprisingly, any serial dictatorship can be generated in such a way. However, I show that other types of allocations can also generated by such a priority.

**Proof of Theorem 4.** Let $\{\succ_n\}_{n \in N}$ be (one of) the item rankings defined by Lemma 12. I first show that the greedy algorithm applied to $\succ$ produces a stable matching for every state $t = \{\tau_i\}_{i \in I}$. Suppose that agent $j$ is allocated item $n$. Then $(j, \tau_j, n)$ is certainly not blocked. Suppose there exists an agent $i$ allocated item $n'$, such that $n \tau_i n'$. Since $\succ$ is welfarist, it must be that $(j, \tau_j, n) \succ (i, \tau_i, n) \succ (i, \tau_i, n')$. Since $\succ$ is item-ranking consistent, it must be that $j \succ_n i$. Thus the matching is stable.
I now show that the matching is agent-optimal. Say that an agent $i$ is forestalled from item $n$ at stage $k$ of the greedy algorithm if after stage $k - 1$: i) item $n$ has already been assigned, ii) $i$ is unassigned, and iii) $i$ prefers $n$ to any object not yet assigned.

**Claim 1.** If at stage $k$ of the greedy algorithm agent $i$ is assigned item $n$ and $i$ has not been forestalled from any object that $i$ could receive in some stable matching, then $n$ must be $i$’s most preferred item among those that $i$ can receive in any stable matching.

**Proof of Claim 1.** Let $n'$ be the object assigned to $i$, and let $k$ be the round of the greedy algorithm at which this assignment is made. Suppose $i$ prefers $n$, which $i$ could receive in some stable matching. Since $(i, \tau_i, n')$ is not blocked, it must be that $(i, \tau_i, n) \succ (i, \tau_i, n')$, since otherwise we would have a violation of welfarism of $\succ$. Since $i$ was not assigned $n$, it must be that $n$ was assigned at some stage of the algorithm before $k$. But then $i$ is forestalled from item $n$ at some stage, which we assumed was not the case.

Given Claim 1, we want to show that at no stage is an agent forestalled from any object that $i$ could receive in some stable matching. The proof is by induction.\(^{19}\)

Assume as the induction hypothesis that up to stage $k$ in the greedy algorithm, no agent has been forestalled from an object that they could receive in some stable matching. Let $(i, \tau_i, n)$ be the $k + 1$ highest realization according to $\succ$. We want to show that at this stage $i$ is not forestalled from an object that they could get in another stable matching. Suppose towards a contradiction that $i$ is forestalled from item $n$, which $i$ could receive in some stable matching. This means that there is some unblocked $(j, \tau_j, n) \succ (i, \tau_i, n)$, and so since $\succ$ is item-ranking consistent, by Lemma 12 it must be that $j >_n i$. By the induction hypothesis, $j$ has not been forestalled at any item that they could get in another stable matching. By Claim 1, this means that $j$ prefers $n$ to any other object that $j$ could get in a stable matching. Consider a stable matching in which $i$ receives $n$. Then $j$ receives some other item that they like less than $n$. Since we have already concluded that $j >_n i$, this matching

\(^{19}\)This proof is inspired by that used in Gale and Shapley (1962) to show that DA is proposer-optimal.
cannot be stable.

By induction, no agent is ever forestalled from an item that they could get in any other stable matching. By Claim 1, this means that all agent’s receive the best item among those that they could get in any stable matching, i.e. the matching is agent-optimal. The equivalence to the deferred acceptance matching follows from Gale and Shapley (1962).

\[ \square \]

### 6.3 Cardinal preferences and serial dictatorship

In the previous application, only ordinal preferences of the agents were considered. In some settings, the principal may care about the intensity of agents’ preferences. This is especially relevant if the principal is able to use transfers to illicit cardinal preferences.

Suppose each agent’s type is \( \tau = (v, h) \), where \( v \in \mathbb{R}_+ \) is vertical type, representing preference intensity, and \( h \) is a permutation of \( h^1 > h^2 > \ldots h^N \) representing ordinal preferences, referred to as the horizontal type. The payoff of an agent with type \( \tau = (v, h) \) who receives item \( n \) with probability \( q(n) \) and makes payment \( p \) is given by

\[
v_r \sum_{n \in N} q(n) h_r(n) - p,
\]

or more compactly \( v_r q \cdot h_r - p \). This model generalizes the ranked-item auction studied in Kleiner et al. (2021) in two ways. First, agents may have different ordinal rankings over the items. Second, the ordinal rankings may potentially be agents’ private information.

Types are assumed to be independent across agents, with distribution \( \mu^*_i(v, h) \). Let \( F_i(\cdot|h) \) be the CDF of \( i \)'s vertical type, with mass function \( f_i(\cdot|h) \), conditional on horizontal type \( h \). Let \( \nu_i(v_r, h) := v_r - \frac{1 - F_i(v_r|h)}{f_i(v_r|h)} \). Suppose that horizontal types were known to the principal. Then the expected revenue from interim allocations \( Q_i : T_i \times N \to [0, 1] \) is

\[
Rev(Q) := \sum_{v \in V} \sum_{h \in H} \sum_{n \in N} \sum_{i \in I} \nu_i(v|h) \cdot h(n) \cdot f_i(v) g_i(h) \cdot Q_i(v, h, n)
\]

Moreover, if horizontal types are known then an interim allocation \( Q_i \) is implementable iff \( v_r > v_{r'} \Rightarrow h_r \cdot \vec{Q}_i(\tau) \geq h_{r'} \cdot \vec{Q}_i(\tau') \). The principal’s objective
is a weighted sum of revenue and a welfare measure, given by

\[ V(Q) = U(Q) + \beta \text{Rev}(Q). \]

An allocation is called a *type-specific serial dictatorship* if for each profile of vertical types, there exists a priority order on agents such that for any profile of horizontal types, the agents are awarded their highest-ranked item in order of priority. That is, the highest-priority agent receives their top-ranked item, and each subsequent agent in the priority order receives their top item among those not allocated to higher-priority agents. Importantly, while the priority order is fixed for each profile of vertical types, it may vary across vertical-type profiles. It is easy to see that if an order \( R \) on \( T^* \) is welfarist then the \( R \)-greedy allocation is a type-specific serial dictatorship.

Assume that \( v \mapsto \nu_i(v|h) \) is increasing for all \( i \in I \) and \( h \in H \). Then using the characterization of Theorem 3 we can derive a revenue bound via serial dictatorship allocations.

**Proposition 2.** If horizontal types are observed, and \( v \mapsto v_i(v, h) \) is monotone for all \( i, h \) then the \( R \)-greedy allocation is a 2-approximation and is DSIC type-specific serial dictatorship (with suitable payments).

**Remark 3.** In fact, the \( R \)-greedy allocation is a 2-approximation to both parts of the principal’s objective, welfare and revenue.

**Proof.** First, define an arbitrary order on agents, called the *base priority order*. Order \( T^* \) in decreasing order of \( \nu_i(v|h)h(n) \), i.e. such that \( \nu_{i_k}(v_k|h_k)h_k(n_k) \geq \nu_{k+1}(v_{k+1}|h_{k+1})h_{k+1}(n_{k+1}) \) for all \( k \), with ties broken according to the base priority order. Call this the *design order*. Let \( y_k = \nu_{i_k}(v_k|h_k)h_k(n_k) \). I first show that the greedy algorithm applied to this order delivers higher revenue that \( \frac{1}{2}Q \) for any interim allocation \( Q \) that satisfies condition (BM). Since (BM) is necessary for realizability, this implies that the greedy algorithm delivers at least half the revenue that could be obtained with known types. The revenue from \( \frac{1}{2}Q \) is given by

\[
\frac{1}{2} \sum_{k=1}^{K} y_k \mu_i^*(\tau)Q(i, \tau, n)
\]
so the fact that the greedy algorithm applied to the design order is higher than that of $\frac{1}{2}P$ is exactly eq. (20).

It remains to show that the specified greedy allocation is incentive compatible, and corresponds to a serial dictatorship. Fix a profile of vertical types $\{v^i\}_{i \in I}$. Consider an arbitrary horizontal-type profile $\{h^i\}_{i \in I}$. Let $h^i[j]$ be the $j^{th}$ highest ranked item for agent $i$. By assumption, $h^i[j] = h^l[j]$ for all $i, l \in I$ and $j \in \{1, \ldots, |N|\}$. Since $v \mapsto \nu_i(v|h)$ is increasing for all $i \in I$ and $h \in H$ by assumption, if $v_i > v_l$ then $\nu_i(v^i|h^i)h^i[j] \geq \nu_l(v^i|h^i)h^l[j]$ for all $j$. Thus for this fixed vertical type profile, the relative ranking of agents in the design order is the same, regardless of the horizontal type profile. Thus allocating the items according to the design order is equivalent to a serial dictatorship.

The final piece is to show that this allocation rule is incentive compatible. This holds because for any agent $i$ and any horizontal-type profile, the rank of the item assigned to $i$ is increasing in $i$’s reported type. Thus $v_\tau > v_{\tau'} \Rightarrow h_\tau \cdot \vec{Q}_i(\tau) \geq h_{\tau'} \cdot \vec{Q}_i(\tau')$ holds, and the allocation is incentive compatible. \hfill $\square$

The situation is more delicate if horizontal types are unobserved. Assuming truthful reporting of horizontal types, the allocation quality of an individual is increasing in their vertical type report, and payments can be constructed such that truthful reporting of vertical types is optimal. The issue is that these payments will in general depend on the horizontal types: they are constructed such that downward IC constraints bind, but the value of downward deviations can depend on the horizontal type. Nonetheless, under stronger assumptions it is possible to show that the $R$-greedy allocation remains incentive compatible, albeit at the cost of replacing ex-post with interim incentive compatibility.

Say that horizontal types are uniform if $h$ is a permutation of $\{1, \ldots, N\}$

**Proposition 3.** Assume

i. $v, h$ are independent

ii. horizontal types are uniform and uniformly distributed

iii. and $v \mapsto v_i(v)$ is monotone for all $i$

Then the $R$-greedy allocation is a 2-approximation and is BIC (with suitable payments).
Proof. Assume that agents report horizontal types truthfully. Under the stated assumptions, for any profile of vertical type reports, payments are independent of the horizontal type reports. This is because in expectation, the change in an agent's payoff from moving from rank \( j \) in the priority order to rank \( k \) in the priority order does not depend on their horizontal type. Then the only effect of mis-reporting the horizontal type is to induce a potentially worse assignment. The remainder of the argument is as in Proposition 2. \( \square \)
Appendix

A Details on Birkhoff-von Neumann

With indivisible items, an (ex-post) assignment specifies to which agent, if any, each item goes. An ex-post assignment can be represented as an integer matrix $\rho \in \{0,1\}^{I \times N}$, where $\rho_{in} = 1$ if $i$ is assigned item $n$, with the restriction that $\sum_{n \in N} \rho_{in} \leq 1$ for all $i \in I$ (the row constraint) and $\sum_{i \in I} \rho_{in} \leq 1$ for all $n \in N$ (the column constraint). Denote by $\mathcal{D}$ the set of assignments. Let $co(\mathcal{D})$ be the convex hull of the set of assignments.

The design object is a map from type profiles to distributions over assignments. Denote this set by $\Delta(\mathcal{D})$. I restrict attention to problems in which only the marginals of such distributions matter.\footnote{Alternatively, in settings with fractional assignments, the design object is simply the quantity of each item assigned to each individual in each state.} That is, for each type profile $t$ both agents and the principal care only about the the marginal distribution over the item assigned to each agent.\footnote{In the single item case the distribution over assignments is uniquely identified by the marginal distribution, i.e. the probability that each agent gets the item. However with multiple items there may be multiple distributions over assignments which have the same marginals.} This rules out settings with complementarities. While the literature has largely focused on settings for which the marginal approach is appropriate, it is worth acknowledging that there are many interesting problems with complementarities.\footnote{Complementarities are known to introduce a number of difficulties into matching problems, such as non-existence of stable matches. See for example Echenique and Yenmez (2007) and Che et al. (2019) for a discussion of matching with complements.}

For example the principal’s preference over which agent is assigned item $n$ may depend on which agent is assigned item $n' \neq n$. However, without the assumption that only the marginal assignment distribution matters, we could not adopt the interim approach to the problem, and would instead need to work directly with the allocation, an high-dimensional object.

Under the assumption described above, the design object is simply an function from $T$ to $co(\mathcal{D})$. By the Birkhoff-von Neumann Theorem, any matrix
\( \rho \in \mathbb{R}^{I \times N} \) such that \( \sum_{n \in N} \rho_{in} \leq 1 \) for all \( i \in I \) and \( \sum_{i \in I} \rho_{in} \leq 1 \) for all \( n \in N \) is an element of \( co(D) \). In light of the above discussion then, define an allocation as a map \( q : T \times I \times N \rightarrow \mathbb{R}_+ \) such that for all \( t \in T \), \( \sum_{i \in I} q(t, i, n) \leq 1 \) for all \( n \in N \) and \( \sum_{n \in N} q(t, i, n) \leq 1 \) for all \( i \in I \). Here \( q(t, i, n) \) is the probability that agent \( i \) gets item \( n \) when the type profile is \( t \).

## B Greedy algorithm and DA

The equivalence between the greedy and DA assignments was established under the conditions that the principal’s priority order be welfarist and item-ranking consistent. Here, I explore the types of priority orders for which these conditions hold, and the implications for the induced greedy/DA assignments.

**Definition.** An assignment \( q \) is a serial dictatorship if there exists an order \( M \) on \( I \) such that \( q \) is equivalent to the output of the following algorithm: order agents according to \( M \), and have them pick their favorite item among those that have not already been chosen.

**Definition.** An assignment is unresponsive if it is invariant in the type profile.

**Lemma 13.** If \( q \) is a serial dictatorship then there exists a welfarist and item-ranking consistent priority order \( \succ \) on \( T^* \) such that \( q \) is the \( \succ \)-greedy allocation.

**Proof.** Let agents be ordered according to \( M \). We define \( \succ \) lexicographically. Let \( i_1 \) be the first agent according to \( M \). For each \( \tau \in T_1 \), order \( N \) in \( \tau \)-decreasing order. Then arrange these lists, one for each \( \tau \in T_1 \), in any order. Do the same for \( i_2 \), the second agent according to \( M \), and place this list after that for \( i_1 \). Proceeding in this way defines \( \succ \). It is obviously welfarist. It is also items-ranking consistent by Lemma 12: let \( \succ_n = M \) for all \( n \).

---

23 For the case of general capacity constraints, this conclusion is implied by the generalization of the Birkhoff-von Neumann theorem in Budish et al. (2013).
Welfarist and item-ranking consistent priority orders can generate assignments that combine elements of unresponsive and serial dictatorship assignments. The following example provides a concrete illustration.

Example 1. Let $I = \{i_1, i_2, i_3\}$ and $N = \{n_1, n_2, n_3\}$. Denote by $abc$ the type $\tau$ such that $n_1\tau n_2\tau n_3$ (so type 123 ranks $n_1$ first, then $n_2$, then $n_3$). Let $T_1 = \{123, 321\}$, $T_2 = \{213, 321\}$, and $T_3 = \{321\}$. Consider the following priority order $\succ$, listed in decreasing order:

\begin{align*}
(i_1, n_1, 123) \\
\text{Segment 1} & (i_1, n_2, 123) \quad \text{blocked} \\
& (i_1, n_3, 123) \quad \text{blocked} \\
(i_2, n_2, 213) \\
\text{Segment 2} & (i_2, n_1, 213) \quad \text{blocked} \\
& (i_2, n_3, 213) \quad \text{blocked} \\
(i_2, n_3, 321) \\
\text{Segment 3} & (i_2, n_2, 321) \quad \text{blocked} \\
& (i_2, n_1, 321) \quad \text{blocked} \\
(i_3, n_3, 321) \\
\text{Segment 4} & (i_3, n_2, 321) \quad \text{blocked} \\
& (i_3, n_1, 321) \quad \text{blocked} \\
(i_1, n_3, 321) \\
\text{Segment 5} & (i_1, n_2, 321) \quad \text{blocked} \\
& (i_1, n_1, 321) \quad \text{blocked}
\end{align*}

That $\succ$ is welfarist and item-ranking consistent is easily verified by inspection. The item priority orders $i_1 \succ_i i_2 \succ_i i_3$; $i_2 \succ_i i_2 \succ_i i_3$; and $i_2 \succ_i i_3 \succ_i i_1$ satisfy the conditions in Lemma 12 for item-ranking consistency. Notice that
the greedy algorithm applied to this order assigns \( n_1 \) to \( i_1 \) for any type profile. Moreover, \( n_2 \) and \( n_3 \) are allocated between \( i_2 \) and \( i_3 \) according to a serial dictatorship, with priority given to \( i_2 \).

**Remark 4.** There may be multiple principal priority orders that induce the same greedy allocation. In the above example, Segment 1 could be placed between Segments 4 and 5 without altering the greedy assignment, or violating welfarism and item-ranking consistency. Thus the restrictions the principal’s priority orders implied by the joint assumption of welfarism and item-ranking consistency are less severe than the restrictions on the induced greedy assignments.

### C Alternative proof of Theorem 3

I first prove part i. Given this, I use the separating hyperplane theorem to show part ii. Part iii. is immediate from part ii.

**Proof of part i.** Fix an order \( R \), and index \( T^* \) in \( R \)-decreasing order. Since \( P \) satisfies condition (BM),

\[
\sum_{l=1}^{k} P_i(\tau_l, n_l) \mu_i^*(\tau_l) \leq \sum_{t \in T} \mu(t)c\left(I(t, \{(i_l, \tau_l, n_l)\}_{l=1}^{k})\right)
\]  

(17)

for all \( k \). By construction of \( q^R \), the projection of \( q^R \) in the set \( \{(i_l, \tau_l, n_l)\}_{l=1}^{k} \) covers \( \{(i_l, \tau_l, n_l)\}_{l=1}^{k} \). Thus by Lemma 10

\[
\sum_{l=1}^{k} Q_i^R(\tau_l, n_l) \mu_i^*(\tau_l) \geq \frac{1}{2} \sum_{t \in T} \mu(t)c\left(I(t, \{(i_l, \tau_l, n_l)\}_{l=1}^{k})\right).
\]

(18)

Part i of Theorem 3 follows by combining eq. (17) and eq. (18).

**Proof of part ii.** By the separating hyperplane theorem, if \( \frac{1}{2}P \notin co(Q) \) then there exists \( y \neq 0 \) in \( R^{(T^* \times N)} \) and \( b \in R \) such that

\[
\sum_{(i, \tau) \in T^*} \sum_{n \in N} y(i, \tau, n) \mu_i^*(\tau) \left( \frac{1}{2} P_i(\tau, n) - Q_i(\tau, n) \right) > 0
\]

(19)
for any \(Q \in Q^M\). Order \(\mathcal{T}^*\) so that \(k \mapsto y(i_k, \tau_k, n_k)\) is decreasing, and let \(R\) be the order that this corresponds to. Let \(k^* = \max\{k : y(i_k, \tau_k, n_k) > 0\}\). Note that \(k^* < |\mathcal{T}^* \times N|\) since \(0 \in Q^M\). Let \(\hat{Q}\) be the interim allocation induced by greedy allocation \(q^R\) truncated at \(k^*\). Then eq. (19) holds only if

\[
0 < \sum_{l=1}^{k^*} y(i_l, \tau_l, n_l) \mu^*_i(\tau_l) \left( \frac{1}{2} P_{i_l}(\tau_l, n_l) - \hat{Q}_{il}(\tau_l, n_l) \right)
\]

\[
\leq \sum_{l=1}^{k^*} (y(i_l, \tau_l, n_l) - y(i_{l+1}, \tau_{l+1}, n_{l+1})) \sum_{j=1}^{l} \mu^*_j(\tau_l) \left( \frac{1}{2} P_{ij}(\tau_j, n_j) - \hat{Q}_{ij}(\tau_j, n_j) \right)
\]

(20)

where we obtain the final inequality by rewriting the sum in the first line, and using the fact that \(y(i_{k^*+1}, \tau_{k^*+1}, n_{k^*+1}) \leq 0\) by assumption and \(\frac{1}{2} P_{i_{k^*+1}}(\tau_{k^*+1}, n_{k^*+1}) - \hat{Q}_{i_{k^*+1}}(\tau_{k^*+1}, n_{k^*+1}) \geq 0\) by definition of \(\hat{Q}\). By part i we have that

\[
\left( \frac{1}{2} P_{ij}(\tau_j, n_j) - \hat{Q}_{ij}(\tau_j, n_j) \right) \leq 0
\]

for all \(l\), which implies that eq. (20) cannot hold.
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