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Abstract—In this paper, we investigate the anti-jamming problem of a directional modulation (DM) system with the aid of intelligent reflecting surface (IRS). As an efficient tool to combat malicious jamming, receive beamforming (RBF) is usually designed to be on null-space of jamming channel or covariance matrix from Mallory to Bob. Thus, it is very necessary to estimate the receive jamming covariance matrix (JCM) at Bob. To achieve a precise JCM estimate, three JCM estimation methods, including eigenvalue decomposition (EVD), parametric estimation method by gradient descend (PEM-GD) and parametric estimation method by alternating optimization (PEM-AO), are proposed. Here, the proposed EVD is under rank-2 constraint of JCM. The PEM-GD method fully explores the structure features of JCM and the PEM-AO is to decrease the computational complexity of the former via dimensionality reduction. The simulation results show that in low and medium jamming-noise ratio (JNR) regions, the proposed three methods perform better than the existing sample covariance matrix method. The proposed PEM-GD and PEM-AO outperform EVD method and existing clutter and disturbance covariance estimator RCML.

Index Terms—intelligent reflecting surface, directional modulation, malicious attacker, covariance matrix estimation

I. INTRODUCTION

In wireless communication systems, due to the borderless feature of radio propagation, confidential messages (CM) may be tapped by eavesdroppers, thus research on physical layer security (PLS) is essential for secure transmission. Among multiple techniques of PLS, directional modulation (DM) is a valid scheme which can send signals directionally and purposely distort the signals in other directions [1]–[5]. Furthermore, while wireless communication systems develops rapidly in recent years, high hardware complexity as well as energy consumption is a critical issue yet [6]. Under such circumstance, the intelligent reflecting surface (IRS) [6]–[9] is believed to be a promising new technology, which can smartly reconfigure the wireless propagation environment at lower cost. When combining DM and IRS, the communication system can achieve higher performance than conventional DM [7]. And since IRS can create friendly multipaths for DM, it is possible to transmit two or more confidential bit streams with the aid of IRS in DM, the authors of [8] proposed this scheme, and it may greatly increase the secrecy rate (SR) of transmission.

While the aforementioned works all focused on preventing CM leakage, the receiver may also be subject to malicious jamming. In [10], the authors proposed a learning approach to resist jamming by jointly optimizing the transmit power allocation and the reflecting beamforming matrix in an IRS assisted system. This work deals with the situation where receivers are equipped with single antenna, and when receivers are equipped with multiple antennas, receive beamforming (RBF) is an efficient anti-jamming scheme. The authors in [11] and [12] presented scenarios with a full-duplex (FD) malicious attacker Mallory, and they proposed several RBF methods, which can solve the anti-jamming problem with high-performance.

In this paper, we consider an IRS-aided DM network with a malicious attacker where Alice, Mallory, and Bob are equipped with multiple antennas. RBF methods in [11] can be applied to eliminate jamming from Mallory. However, how to estimate the channel state information (CSI) of jamming channel or the statistical property of jamming signal is the key to design RBF at Bob. Here, Mallory is a non-cooperative unit, so we need to estimate the jamming covariance matrix (JCM) from Mallory at Bob. Thus, three methods are proposed to estimate the JCM from sample covariance matrix (SCM). Our main contributions are summarized as follows

1) To estimate JCM precisely, minimizing the Euclidean distance between estimated JCM and sample covariance matrix under different constraints is established as an optimization rule. The rank of ideal JCM is derived to be two, and an eigenvalue decomposition (EVD) method is proposed with rank-2 as a rank constraint. Simulation results show that the proposed EVD method performs better than existing method of directly using the definition of SCM, called SCM, but it is inferior to RCML in [13]. However, RCML requires the knowledge of receive noise variance while the proposed EVD may estimate receiver noise variance. Thus, the proposed EVD is more practical.

2) To achieve a better estimation, we then exploit the structure properties of JCM. By observing the expression
of ideal JCM, we extract the unknown parameters, integrate and decompose them to four vectors, and then the estimation problem is converted into a problem of optimizing four unknown vectors, which forms a parametric estimation method by gradient descend (PEM-GD). The JCM estimated by the proposed PEM-GD is independent of the phase changes of the IRS. To reduce the complexity of PEM-GD, a dimensionality-reduction method with fewer optimization variables, called PEM by alternating optimization (PEM-AO), is proposed. Simulation results show that the proposed PEM-GD and PEM-AO have the same NMSE performance with the latter being lower-complexity, and outperform EVD and RCML.

The remainder is organized as follows. Section III presents the system model and three estimation methods are proposed in Section IV. In Section V numerical simulations are presented, and Section VI draws our conclusion.

Notations: In this paper, matrices, vectors, and scalars are denoted by uppercase bold, lowercase bold, and lowercase letters, respectively. Signs $(\cdot)^H$, $(\cdot)^T$, $tr(\cdot)$ and $E[\cdot]$ stand for the conjugate transpose, transpose, trace and expectation operation respectively. $\parallel \cdot \parallel_F$ denotes the Frobenius norm of a matrix, and $\Re\{\cdot\}$ represents the real part of a variable.

II. SYSTEM MODEL

Fig.1 shows an IRS-aided DM network with malicious attacker

The transmitted baseband signal from Alice is

$$s_A = \sqrt{\beta P_A} v x + \sqrt{(1-\beta) P_A} T_{A,AN} z_{A,AN},$$

where $P_A$ denotes the total transmit power and $\beta \in [0,1]$ is the power allocation factor. $v \in \mathbb{C}^{N_A \times 1}$ and $T_{A,AN} \in \mathbb{C}^{N_A \times N_A}$ denote the transmit beamforming vector and projection of AN respectively, with the nature of $v^H v = 1$ and $tr(T_{A,AN} T_{A,AN}^H) = 1$, and AN is designed in accordance with the null-space projection. $x$ is the transmitted symbol satisfying $E[|x|^2] = 1$, and $z_{A,AN} \in \mathbb{C}^{N_A \times 1}$ represents the AN vector with complex Gaussian distribution, $z_{A,AN} \sim \mathcal{CN}(0, I_{N_A})$.

The malicious jamming signal from Mallory is

$$s_M = \sqrt{P_M} T_{M,AN} z_{M,AN},$$

where $P_M$ is the transmit power of Mallory, $T_{M,AN} \in \mathbb{C}^{N_M \times N_J}$ denotes the projection of jamming, $N_J \in [1, N_M - 1]$, and $z_{M,AN} \sim \mathcal{CN}(0, I_{N_J})$ indicates the jamming symbol from Mallory with complex Gaussian distribution.

The received signal at Bob can be written as:

$$r_B = y_{BR}^H [ (\sqrt{g_{AIB}} H_{AI}^H \Theta_{AI}^H + \sqrt{g_{AB}} H_{AB}^H) s_A 
+ (\sqrt{g_{MIB}} H_{MI}^H \Theta_{MI}^H + \sqrt{g_{MB}} H_{MB}^H) s_M + n_B] 
= y_{BR}^H [ \beta P_A H_{AI} v x + \sqrt{(1-\beta)P_A} H_{AI} T_{A,AN} z_{A,AN} 
+ \sqrt{P_M} H_{MI} T_{M,AN} z_{M,AN} + n_B],$$

where $v_{BR} \in \mathbb{C}^{N_B \times 1}$ is the receiving beamforming vector of Bob, $n_B \in \mathbb{C}^{N_B \times 1}$ denotes the complex additive white Gaussian noise (AWGN) vectors, following the distribution $n_B \sim \mathcal{CN}(0, \sigma^2_B I_{N_B})$, and $\Theta = \text{diag} \{ e^{j \phi_1}, \ldots, e^{j \phi_i}, \ldots, e^{j \phi_M} \}$ is a diagonal matrix with $\phi_i$ symbolizing the phase shift of the ith element at the IRS. $g_{AIB}, g_{AB}, g_{MIB}$ and $g_{MB}$ denote the path loss coefficients of four path: Alice to Bob through IRS, Alice to Bob directly, Mallory to Bob through IRS and Mallory to Bob directly.

Besides, $H_{AB}^H \in \mathbb{C}^{N_B \times M}$, $H_{AI}^H \in \mathbb{C}^{M \times N_A}$, $H_{AB}^H \in \mathbb{C}^{N_B \times N_A}$, $H_{MI}^H \in \mathbb{C}^{M \times N_M}$, and $H_{MB}^H \in \mathbb{C}^{N_B \times N_M}$ denote the channel matrices from IRS to Bob, Alice to IRS, Alice to Bob, Mallory to IRS and Mallory to Bob respectively. Since in DM network, transmitter and receiver are deployed with N-element linear antenna arrays, the normalized steering vector is given by

$$h(\theta) = \frac{1}{\sqrt{N}} \left[ e^{j 2\pi \Phi(1)}, \ldots, e^{j 2\pi \Phi(n)}, \ldots, e^{j 2\pi \Phi(N)} \right]^T,$$

where

$$\Phi(n) = -(n - \frac{N + 1}{2}) \frac{d \cos \theta}{\lambda} \quad n = 1 \ldots N.$$
by $H^H(\theta) = h(\theta_i)H^H(\theta_i)$. In [3], for convenience, we set $H_{A1}$ as the equivalent channel matrix of Alice to Bob, and $H_{M1}$ as the equivalent channel matrix of Mallory to Bob. The receive JCM from Mallory at Bob is

$$R_i = \mathbb{E}[n_{MB}H_{MB}]$$

$$= \mathbb{P}_M(\sqrt{gMB}H_{MB}^H + \sqrt{gMB}H_{MB})T_{M,AN}.$$  

$$T_{M,AN}(\sqrt{gMB}H_{MB}^H + \sqrt{gMB}H_{MB})^H. \quad (6)$$

To estimate JCM, once Alice detects the jamming signal from Mallory, she will keep silent, and then the received jamming signal plus noise at Bob is as follows

$$y_B = \sqrt{\mathbb{P}_M}H_{MB}T_{M,AN}z_{M,AN} + n_{MB}. \quad (7)$$

After Bob receives $K$ samples, SCM can be directly given by

$$\hat{R} = \frac{1}{K} \sum_{k=1}^{K} y_B[k]y_B^H[k]. \quad (8)$$

As $K$ tends to infinity,

$$\hat{R} \approx R_i + \sigma_B^2I_{NB}, \quad (9)$$

which means, when $K$ is large enough, (8) is a valid estimator. By exploring the property of statistical covariance matrix [6], we find it has some excellent properties like rank-2 or rank-1 channel matrix. This will be utilized to improve the poor performance of SCM method in [6] in the small-sample scenario. In the following, the criterion of minimizing the Euclidean distance between SCM minus noise covariance matrix $S = \hat{R} - \sigma_B^2I_{NB}$ and estimated JCM is cast as

$$\min_R \| R - S \|_F, \quad (10)$$

subject to the constraints of JCM properties.

To compare the SR performance of JCM estimated by different schemes, we extend the NSP-based Max-WFRP RBF method in [11] to our model, which can be cast as

$$\max_{\nu_{BR}} \nu_{BR}^H H_{BR} A_{1} \nu_{BR}$$

$$\text{s.t.} \quad \nu_{BR}^H R = 0 \times N_B, \nu_{BR}^H \nu_{BR} = 1. \quad (11)$$

III. PROPOSED THREE ESTIMATION METHODS

In this section, by exploring the features of ideal JCM, including its rank and decomposition, three estimate methods named EVD, PEM-GD and PEM-AO are proposed to improve the NMSE performance, and their complexities are also compared.

A. Proposed EVD method

Let us first consider the rank-2 constraint of the JCM $R_i$ in [6], it can be expanded as

$$R_i = \lambda_{r1}v_{r1}v_{r1}^H + \lambda_{r2}v_{r2}v_{r2}^H, \quad (12)$$

where $\lambda_{r1}, \lambda_{r2}$ are the eigenvalues of $R_i$, and $v_{r1}, v_{r2}$ the corresponding eigenvectors. Meanwhile, the covariance matrix of $y_B$ is given by

$$R_y = \mathbb{E}[y_B y_B^H] = R_i + \sigma_B^2I_{NB}. \quad (13)$$

whose eigenvalues have the order $\lambda_{y1} \geq \ldots \geq \lambda_{yNB}$, and $v_1, \ldots, v_{NB}$ are the corresponding eigenvectors of $R_y$. Here, $\lambda_{y1} = \lambda_{r1} + \sigma_B^2$, $\lambda_{y2} = \lambda_{r2} + \sigma_B^2$, and $\lambda_{y3} = \ldots = \lambda_{yNB} = \sigma_B^2$ and $v_1 = v_{r1}$, $v_2 = v_{r2}$, i.e., $R_y$ can be rewritten as

$$R_y = \lambda_{r1} + \sigma_B^2 v_1 v_1^H + \lambda_{r2} + \sigma_B^2 v_2 v_2^H + \sum_{i=3}^{NB} \sigma_B^2 v_i v_i^H, \quad (14)$$

Since $R_y$ and $\hat{R}$ give the expectation and sample means of $y_B$ respectively, after finding the eigenvalues and eigenvectors of $R_y$, represented as $\lambda_1 \geq \ldots \geq \lambda_{NB}$ and $u_1, \ldots, u_{NB}$, the receive noise variance and JCM are estimated as

$$\hat{\sigma_B^2} = \frac{\sigma_B^2 N_B}{N_B - 2}, \quad \hat{R} = (\lambda_1 - \hat{\sigma_B^2})u_1u_1^H + (\lambda_2 - \hat{\sigma_B^2})u_2u_2^H. \quad (15)$$

B. Proposed PEM-GD

Now, we turn to consider the structure of $R_i$, and propose a method to estimate JCM by its parameters. It can be derived from (6) that $R_i = FF^H$, where

$$F = \sqrt{\mathbb{P}_M(\sqrt{gMB}H_{MB}^H + \sqrt{gMB}H_{MB})}T_{M,AN}$$

$$= H_{MB}^H \theta_{MB} \left(\sqrt{\mathbb{P}_M gMBH_{MB}}T_{M,AN}\right)T_i^1 + \sqrt{\mathbb{P}_M gMBH_{MB}}T_{M,AN}, \quad (17)$$

where matrices $T_1 \in \mathbb{C}^{M \times N_J}$ and $T_2 \in \mathbb{C}^{N_B \times N_J}$ describe the unknown parameters in $R_i$. Since both $T_1$ and $T_2$ are rank-one matrices, they can be decomposed into

$$T_1 = \alpha_1 \beta_1^H, T_2 = \omega_1 \nu_1^H,$$

where $\alpha \in \mathbb{C}^{M \times 1}, \omega \in \mathbb{C}^{N_B \times 1}$, and $\beta, \nu \in \mathbb{C}^{N_J \times 1}$. Therefore, the estimated JCM is constructed as

$$R(\alpha, \beta, \omega, \nu) = (H_{MB}^H \theta \beta_1^H + \omega \nu_1^H), \quad (18)$$

which transforms the optimization problem in (10) into

$$\min_{\alpha, \beta, \omega, \nu} \| R(\alpha, \beta, \omega, \nu) - S \|^2_F, \quad (19)$$

it is an unconstrained non-convex optimization problem, then the gradient descend method (GD) is applied to get the unknown parameters in (18). The gradients of the objective function with respect to $\alpha, \beta, \omega$ and $\nu$ are as follows

$$\nabla_{\alpha} = \theta H_{MB}(R - S)(H_{MB}^H \theta \beta_1^H + \omega \nu_1^H)\beta,$$

$$\nabla_{\beta} = (\nu \omega^H + \beta \alpha^H \theta H_{MB}(R - S)H_{MB}^H \theta) \beta,$$

$$\nabla_{\omega} = (R - S)(H_{MB}^H \theta \alpha^H + \omega \nu_1)\nu,$$

$$\nabla_{\nu} = (\beta \alpha^H \theta H_{MB} + \nu \omega_1^H)(R - S)\omega. \quad (20)$$

In the above GD algorithm, we first initialize the parameters $\alpha, \beta, \omega$ and $\nu$, and noting that $N_J$ is unknown in a practical scene, $\beta$ and $\nu$ are initialized to vectors of dimension $N_J$ greater than the surmised number of Mallory’s antennas.
all parameters are updated as \( x^{(m)} = x^{(m-1)} + x^{(m)} \) in each iteration until convergence, where \( x \) can be replaced by \( \alpha, \beta, \omega \) and \( \nu \). It should be aware that \( t_s \) denotes the step of each update, which can be obtained by a backtracking line search in [14], and it guarantees that the objective function declines in each iteration. Thus, the estimated JCM \( \mathbf{R}_x^{PEM-GD} \) can be obtained, and it can adapt to the phases change of IRS since the estimated vectors are independent of \( \Theta \).

C. Proposed PEM-AO method

However, while backtracking line search and a sufficiently large initial step size in each search make it possible to get a global minimum point in the previous PEM-GD method, the GD method of four vectors and backtracking line search cause a large computational amount. Therefore, below, improving the work in the previous subsection, a lower complexity GD method of four vectors and backtracking line search cause a large computational amount. Consequently, the optimization problem about \( \phi \), for which we apply GD method as before, and the gradient of the objective function with respect to \( \phi \) is as follows,

\[
\nabla \phi = (\mathbf{R} - \mathbf{S})(\mathbf{c}_2^h(\theta_{MB}^*) + \phi).
\]

Finally, by alternately calculating \( \hat{c}_1, \hat{c}_2 \) and \( \phi \) until convergence, the estimated JCM is obtained as \( \mathbf{R}_x^{PEM-AO} \).

D. Computational Complexity Analysis and CRLBs

Now we analyse the complexities of the proposed methods. The complexities of EVD, PEM-GD, and PEM-AO are \( O(N_M^3 + 2N_B^3 + 2N_B) \), \( O(L(2M^2N_B + MN_B^2 + M^2N_B + 3MN_B + 3N_B)\log_2(1/\kappa)) \), and \( O(L_2) = 3N_B^2 + 2N_B + 25 + 41L_4 \) respectively, where \( L_1 \) and \( L_2 \) denote the the iterative number of GD in PEM-GD and PEM-AO, with \( \log_2(1/\kappa) \) the maximum iterative number of backtracking line search, \( L_2 \) and \( L_4 \) are the numbers of alternating iterations and occurrences of \( l_3 < 0 \) in PEM-AO. Besides, the complexity of RCML in [13] is \( O(N_M^3 + 4N_B^3 + 2) \). Therefore, the complexities of these methods have an decreasing order as PEM-GD, PEM-AO, RCML, and EVD.

Additionally, the CRLBs of JCM is defined as the sum of the Cramer-Rao Lower Bound (CRLB) of each element in JCM to give a lower bound for NMSE. Due to the length limit of paper pages, the CRLBs is directly given by

\[
CRLBs = \| \mathbf{R}_x \|^{-2} \sum_{j=1}^{N_B} \| \mathbf{I}^{-1}(\mathbf{R}) \|_{jj},
\]

with \( \mathbf{I}(\mathbf{R}) \) denoting the Fisher information matrix.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, the performance of the proposed estimation methods are compared through numerical simulations. Simulation parameters are set as follows: \( P_A = P_M = 1W \), \( \beta = 0.9, N_A = N_B = N_M = 8, M = 16, \sigma_B^2 = \sigma_M^2, K = 5, JNR = 5dB \) and Alice, IRS, Bob, Mallory are located at \((0,0), (50,50), (500,0), (400, -50) \) respectively. SNR and JNR represent the ratio of received jamming to noise and signal to noise respectively.

Fig.2 depicts the performance of PEM-GD and PEM-AO. Obviously, the proposed PEM-GD and PEM-AO converge to...
approximate constant floor values, but the proposed PEM-AO has a faster convergence rate. Moreover, taking the calculation quantity of each iteration into account, we conclude that the proposed PEM-AO is of lower-complexity than PEM-GD.

Fig. 3 plots the NMSE versus JNR of three proposed methods with CRLBs, SCM and RCML in [13] as benchmarks. It is observed that in the low and medium regions of JNR, the proposed methods make better estimations than SCM while the RCML is better than EVD method but inferior to PEM-GD and PEM-AO. Additionally, all methods tend to have the same performance as JNR increases to more than 10dB.

Fig. 4 shows the NMSE versus $N_B$. It is seen that as the dimension of the JCM matrix increases, with same amount of samples, the NMSEs of all methods will become worse. As well, their performance gaps are further widened. In other words, the advantages of PEM-GD and PEM-AO over other methods will become more significant.

Fig. 5 demonstrates the curves of SR versus SNR with different JCM in RBF. The figure shows that using JCM estimated by PEM-AO or PEM-GD achieves higher SR than other estimation methods, and EVD, RCML have approximate performance when applied to RBF.

V. CONCLUSION

In this paper, three methods: EVD, PEM-GD and PEM-AO have been proposed to estimate JCM before employing RBF methods to eliminate the active jamming from Mallory on Bob in an IRS-aided DM network. Simulation results showed that the three proposed methods perform better than SCM in the low and medium JNR regions in terms of NMSE and SR, while the proposed PEM-GD and PEM-AO outperform RCML and EVD. Among the three proposed methods, the proposed EVD is the lowest-complexity one and the complexity of PEM-AO is lower than PEM-GD. Among the three proposed methods, the proposed EVD is the lowest-complexity one and the complexity of PEM-AO is lower than PEM-GD.
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