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ABSTRACT Deep learning has revolutionized computer vision with phenomenal success and widespread applications. Despite impressive results in complex problems, neural networks are susceptible to adversarial attacks: small and imperceptible changes in input space that lead these models to incorrect outputs. Adversarial attacks have raised serious concerns, and robustness to these attacks has become a vital issue. Adversarial training, a min-max optimization approach, has shown promise against these attacks. The computational cost of adversarial training, however, makes it prohibitively difficult to scale as well as to be useful in practice. Recently, several works have explored different approaches to make adversarial training computationally more affordable. This paper presents a comprehensive survey on efficient adversarial robustness methods with an aim to present a holistic outlook to make future exploration more systematic and exhaustive.

INDEX TERMS Neural networks, deep learning, efficient training, adversarial robustness, adversarial attacks, adversarial learning.

I. INTRODUCTION Deep learning methods have shown exemplary performance on a multitude of tasks in computer vision, such as image recognition, object detection, semantic segmentation, etc. Unfortunately, these models are also vulnerable to small and imperceptible changes in the input space called adversarial examples. Adversarial examples are tiny changes in the input that can fool even state-of-the-art neural networks. This vulnerability of neural networks has raised grave security and robustness concerns. The robustness of models is not only essential to defend against malicious adversaries but also brings desirable...
properties [24], [42], [71], [72], [81], [83], [102]. It has been shown that robust models are easier to interpret [24], [72], learn better and more transferable features [42], [71], [83], are better priors for image generation [24], [72], [81], [102], etc. Many robustness methods have been proposed in recent years to defend against adversarial perturbations. These methods include defensive distillation which uses distillation [65], model compression [17], [55], activation pruning [19], [66], gradient regularization [30], [63], [70], better layer utilization [5] and adversarial training [57], etc. But adversarial training is one general method that has stood the test of time [4]. Adversarial training consists of the generation of adversarial examples. In recent years, many variants of adversarial training have been proposed, but they follow the main principle defined by adversarial training.

Adversarial training formulates robustness as an optimization problem that requires the generation of optimal adversarial examples and then training the model on these examples [57]. However, finding an optimal adversarial example is an NP-hard problem [44], [86]. For this reason, adversarial training methods utilizes approximation methods to find adversarial examples. The first successful adversarial training method, projected gradient descent-based adversarial training (PGD-AT), uses iterative optimization to find adversarial examples. It consists of an inner, iterative maximization step to find the adversarial examples. This step utilizes gradient w.r.t. input and requires several steps to converge. Then, the outer step minimizes the loss to find the optimal parameters. Several improvements to this method have been proposed [85], [94] but all of them are based on the same general principle.

Adversarial training is more challenging as it requires significantly larger training time to converge compared with normal training [57], [73], [87]. For instance, PGD-7 takes seven times more time compared with normal training. The training time becomes prohibitively large at scale. For instance, a model that takes a week to train normally may require 50 days for adversarial training [88]. We provide a comparison of normal training and adversarial training in Figure 1 taken from Zheng et al. [100]. It is crucial to make adversarial training more efficient in order to utilize it for practical purposes.

Since the introduction of adversarial training [57], several interesting methods have been proposed to instill robustness more efficiently [6], [7], [73], [87], [93]. For instance, Shafahi et al. [73] proposed to recycle gradients for the adversary generation. Similarly, Zhang et al. [93] observed that only the first layer has a significant link to the adversary update and hence proposed to use gradients of the only first layer for adversary update. Wong et al. [87] proposed a method that can achieve robustness by a single inner maximization step making the original adversarial training much faster. Furthermore, Shafahi et al. [74] proposed to transfer robustness from a robust pre-trained model, and Awais et al. [6] proposed to distill robustness from intermediate activations of a robust teacher.

In this paper, we present a holistic overview of efficient methods for adversarial robustness. Our aim is to provide a comprehensive overview of these methods that can be utilized as a guide for future developments in the field. We start by defining the mathematical foundations of adversarial attacks and adversarial robustness. We then presented a new organization of efficient adversarial training methods. This organization is based on the underlying approach used by these methods. Then, we presented a comprehensive overview of these methods along with a comparative analysis of their performance. Finally, we also discuss possible future directions that can help improve the efficiency and performance of these methods. Concisely, the goals of this paper are as follows:

- To present a comprehensive overview of adversarial robustness methods that could be used as a guide for the future development
- To provide an exhaustive comparison of the performance of efficient adversarial robustness methods to act as a baseline for efficient robustness studies
- To offer a thorough discussion of the limitation of existing works and possible future directions

II. FOUNDATIONS

In this section, we first provide a foundation for the rest of the paper. We start by formulating the robustness problem mathematically. Then, we explain adversarial attacks and adversarial training.

A. PROBLEM FORMULATION

Consider the task of mapping $x \in \mathcal{X} \subseteq \mathbb{R}^d$ to $y \in \mathcal{Y} \subseteq \{1, 2, ..., K\}$, where $K$ is number of classes. Given training data $\mathcal{D} = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, the goal is to learn a model $f_\theta : \mathcal{X} \rightarrow \mathcal{Y}$ parameterized by $\theta$ from a hypothesis space $\mathcal{F}$.

\begin{align*}
\mathcal{X} & \quad \quad \delta \\
\rightarrow & \quad \quad = \\
\mathcal{X}_{adv} & \quad \quad (\text{Prediction: Cat (54%)})
\end{align*}

\begin{align*}
\mathcal{X} & \quad \quad \delta \\
\rightarrow & \quad \quad = \\
\mathcal{X}_{adv} & \quad \quad (\text{Prediction: Stop (45%)})
\end{align*}

\begin{align*}
\mathcal{X} & \quad \quad \delta \\
\rightarrow & \quad \quad = \\
\mathcal{X}_{adv} & \quad \quad (\text{Prediction: Speed Limit (99%)})
\end{align*}

FIGURE 2. An illustration of adversarial examples. A small, imperceptible perturbation added to the input space can change the prediction of an otherwise accurate neural network. The first example demonstrates a cat image being converted to a dog with the addition of $\epsilon$-small and imperceptible noise. The second part illustrates a more serious attack where a stop sign is converted into a speed limit sign by the addition of a small perturbation.
This goal is accomplished by minimizing a loss function $\mathcal{L}(f(x), y)$ on training data $D$. A model is said to be robust if $\forall \|\delta\|_p \leq \epsilon$, $f(x + \delta) = f(x)$, where $p$ is a norm ($p \in \{1, 2, \infty\}$), $\epsilon$ is budget for the perturbation and $\delta$ is perturbation that is added to original example to get the adversarial example ($x_{adv} = x + \delta$). In practice, the robustness is evaluated on the left-out validation set $D_{val}$ by constructing adversarial attacks detailed in the next section.

**B. ADVERSARIAL ATTACKS**

Despite huge success, Szegedy et al. [79] discovered an intriguing weakness of neural networks. They showed that these models are susceptible to small adversarial perturbations. It is possible to fool these models by adding tiny and imperceptible perturbations in the input space that are not even visible to the human visual system. These perturbations not only fool models but also increase their confidence in the model on the wrong assumptions. A demonstration of adversarial perturbation is presented in Figure 2. This discovery sparked a strong interest in researchers, and a plethora of attacks have been introduced ever since [22], [29], [31], [51], [62], [63], [64]. In this section, we provide a brief overview of two attacks that are relevant to adversarial robustness. We refer the reader to Akhtar and Mian [1] for a comprehensive treatment of the subject.

Generally, finding an attack is formulated as a constrained optimization problem defined as follows.

$$
\delta^* = \arg \max_{\delta} \mathcal{L}(f_{\theta}(x + \delta), y) \quad \text{s.t.} \quad \|\delta\|_p \leq \epsilon. \quad (1)
$$

However, finding an optimal perturbation in an NP-hard problem [44], [86]. Hence, the perturbation is approximated with gradient descent. This first method, Fast Gradient Sign Method (FGSM) [29], solves the optimization based on the local linear approximation of loss and is defined as follows.

$$
\delta_{\text{FGSM}} = \epsilon \cdot \text{sgn}(\nabla_x \mathcal{L}(x, y; \theta)). \quad (2)
$$

However, the success rate of FGSM attacks is limited. It is possible to construct a better approximation by taking multiple smaller steps with gradient ascent. This type of iterative attack is called projected gradient descent (PGD). This PGD-$k$ attack can be defined as follows.

$$
\delta_{\text{PGD}} = \Pi_{(-\epsilon, \epsilon)}[\delta^{k-1} + \alpha \cdot \text{sgn}(\nabla_x \mathcal{L}(x + \delta^k, y; \theta))], \quad (3)
$$

where $\Pi$ is the projection operator and $k$ is the number of steps for gradient ascent.

**C. ADVERSARIAL TRAINING**

The adversarial training (AT) tackles the problem of making models robust. The main idea behind adversarial training is to create strong, iterative adversarial perturbations during the training and train the model on these perturbed inputs.
This goal is achieved by min-max optimization [57]. The inner maximization part consists of constructing strong adversarial perturbations and the outer-loop consists of minimization to find optimal $\theta$. The adversarial training can be formulated as following min-max problem.

$$\min_{\theta} \sum_{i=0}^{n} \max_{\|\delta\| \leq \epsilon} \mathcal{L}(x_i + \delta, y_i, \theta).$$

The inner-maximization problem is solved by Equation 3. We refer to this method as adversarial training or AT in the rest of the paper. Adversarial training utilizes PGD-7 attacks for its training. Note that the computational complexity of adversarial attack for AT is $O(k.p.b)$ where $k$ is the number of steps for inner maximization in Equation 4, $p$ is the cost of forward-propagation steps, and $b$ is the cost of backward-propagation step.

**D. STUDY SELECTION METHODOLOGY**

1) SELECTION CRITERIA

This study aims to understand and report recent advances in efficient adversarial robustness methods and to present a holistic overview of the area that can be utilized for future research. To fulfill this purpose, we selected the following sources for the search for relevant articles: SCOPUS, Web of Sciences, and Google Scholar. To get relevant results, we performed a search with the following search terms: ‘efficient adversarial training deep learning robustness cifar10 time’.

2) EXCLUSION AND INCLUSION CRITERIA

To get the relevant articles, we devised simple inclusion and exclusion criteria. This criterion consists of the following filters. The paper should have appeared after the publication of the original adversarial training paper [57] and before June 2022. It should be published in a reputable venue. To accomplish this, we searched for the venue of selected articles on the Web of Sciences and the ranking provided by Google Scholar. We also filtered the papers based on the reporting of results. Since reporting PGD-based robustness on CIFAR10 is critical for a fair comparison, we made it a mandatory criterion. As a final consideration, we made sure the study aimed at improving adversarial training efficiency.

3) SELECTION RESULTS

To select relevant articles, we performed a search based on the above-mentioned search terms and criteria in June. This search returned a total of 9170 results. To choose the most relevant studies, we utilized a four-step filtering strategy. We started by reading the titles and removing clearly irrelevant articles. We then proceeded to abstracts and read them to make sure that study is focused on efficient robustness and provides results on relevant datasets. Then, we skimmed through the introduction and experimental results. Finally, to further ensure coverage of relevant works, we examined citations and related works of the selected papers as well. The whole process leads us to a total of 27 articles. We are left with 21 articles after reading and extracting results and methodologies thoroughly.

**III. EFFICIENT ADVERSARIAL ROBUSTNESS METHODS**

We broadly categorized efficient adversarial training methods into two classes: methods that modify original adversarial training (defined in Equation 4) to improve its efficiency and methods that transfer robustness from pre-trained models. An overview of this categorization is depicted in Figure 3. We also provide a list of papers under each category in Table 1. First, in section III-A, we discussed methods that modify the inner loop of the adversarial training method. These methods generally exploit different inefficiencies in the original formulation of adversarial training. Then, in Section III-B, we discuss approaches that employ different transfer learning strategies to make adversarial learning more affordable. These methods leverage different transfer learning approaches to transfer the robustness across models and datasets.

A. EFFICIENT ADVERSARIAL TRAINING

Adversarial training relies on generating adversarial examples during training. However, finding optimal adversarial examples is an NP-hard problem [44], [86]. In adversarial training, adversarial examples are approximated by iterative projected gradient descent (PGD) [57].

The multi-step nature of PGD makes the training expensive and harder to scale. For instance, PGD-7-based adversarial training [57] requires $7 \times$ more compute power compared with normal training. In this section, we discuss methods proposed to make the PGD-$k$ efficient. We have classified these methods into three sub-categories: methods that employ variants of single-step attack methods to approximate adversarial perturbations, methods that recycle gradients, and techniques that utilize partial training. We discuss these categories one by one. A quantitative comparison of the results of these methods is given in Table 2 and Figure 4.

1) SINGLE-STEP ADVERSARIAL TRAINING METHODS

The adversarial training methods can be categorized based on their approach to approximating adversarial perturbation (inner maximization loop in Equation 4). Adversarial training [57] uses a multi-step approach, which results in a better but more expensive approximation. Single-step adversarial attacks, on the other hand, approximate perturbations with a single step of gradient descent. Single-step adversarial attacks, such as Fast Gradient Sing Method (FGSM) [29], were shown to be ineffective against multi-step adversarial attacks. This led to the formulation of multi-step PGD attack-based training [57].

However, Wong et al. [87] has recently shown that the reason behind the failure of FGSM-based adversarial training is catastrophic overfitting. The catastrophic overfitting is a phenomenon whereby FGSM-based training leads to robustness in the early phase of the training, but it loses all of
its robustness in a single epoch. The catastrophic overfitting is demonstrated in Figure 5. The authors showed that it is possible to mitigate catastrophic overfitting by initialization the attack by adding random noise in the perturbation. The adversarial attack for Fast Adversarial Training (FastAT) can be formulated as follows.

$$\delta = \Pi_{(-\epsilon, \epsilon)} [\eta + \epsilon \cdot \text{sgn}(\nabla_x \mathcal{L}(x, y, \theta))]$$

where $\eta \sim \mathcal{U}([-\epsilon, \epsilon]^d)$ is $d$-dimensional noise sampled from uniform distribution, $d$ is the dimension of inputs, and $\Pi$ is the projection operator.

FastAT also introduced a few other parameters to further improve the efficiency and results. These extensions include early stopping, larger step size ($\alpha$), mixed precision arithmetic [59] and use of cyclic learning rates [77]. All of these extensions along with a single-step attack formulation makes FastAT computationally significantly less expensive. The time complexity for inner-loop of this algorithm is $O(p, b)$ as it takes extra forward ($p$) and backward ($b$) step.

Although the addition of noise solves the catastrophic overfitting problem, there is no clear explanation for why the addition of noise is helpful. The Andriushchenko and Flammarion [3] first investigated the effectiveness of random noise for the mitigation of catastrophic overfitting. The empirically showed that not only FGSM but both Fast [87] and Free [73] adversarial training suffer catastrophic overfitting. Moreover, they theoretically showed that the addition of random noise decreases the expected magnitude of the perturbation. The smaller magnitude perturbations ($\|\delta\|_2$) benefit from a better linear approximation. Recall that the FGSM is a close-form solution of the adversarial training objective function.

Furthermore, they established a connection between overfitting and local linearity. To this end, they defined a local linearity metric called gradient alignment. Based on this metric, they showed that catastrophic overfitting happens in the later stages of training when SGD starts to learn a model of increasing complexity thereby reducing the linearity of the objective function. Furthermore, they showed that in extreme cases, even simple models (single filter models) can also cause this type of catastrophic overfitting.

| Method Name         | Paper Name                                                                 |
|---------------------|----------------------------------------------------------------------------|
| FastAT              | Fast is better than free: Revisiting adversarial training [87]             |
| GradAlign           | Understanding and Improving Fast Adversarial Training [32]                 |
| FreeBAT             | Revisiting and Advancing Fast Adversarial Training Through The Lens of Bi-Level Optimization [95] |
| Backward Smoothing  | Efficient Robust Training via Backward Smoothing [15]                     |
| N-FGSM              | Make Some Noise: Reliable and Efficient Single-Step Adversarial Training [18] |
|                     | Adversarial Training with Recycling of Gradient Information                |
| FreeAT              | Adversarial Training for Free! [73]                                        |
| ATTA                | Efficient Adversarial Training With Transferable Adversarial Examples [100] |
|                     | Partial Adversarial Training Methods                                       |
| YOPO                | You Only Propagate Once: Accelerating Adversarial Training via Maximal Principle [93] |
| DelayedAT           | Improving the affordability of robustness training for DNNs [32]           |
| BulletTrain         | BulletTrain: Accelerating Robust Neural Network Training via Boundary Example [39] |
| CoresetAT           | $\ell_\infty$-Robustness and Beyond: Unleashing Efficient Adversarial Training [20] |
|                     | Transfer and Distillation                                                  |
| RobustPreTrain      | Using pre-training can improve model robustness and uncertainty [34]       |
| Rob. TL             | Adversarially robust transfer learning [74]                                |
|                     | Labels-based Robustness Distillation                                       |
| Adv. Distillation   | Adversarially Robust Distillation [27]                                     |
| RSALAD              | Revisiting Adversarial Robustness Distillation: Robust Soft Labels Make Student Better [103] |
| AKD                 | On the benefits of knowledge distillation for adversarial robustness [58]   |
|                     | Input Gradient-based Robustness Distillation                              |
| IGAM                | What it Thinks is Important is Important: Robustness Transfers through Input Gradients [14] |
| KDIGA               | How and When Adversarial Robustness Transfers in Knowledge Distillation? [75] |
|                     | Intermediate Activations-based Robustness Distillation                    |
| MixACM              | MixACM: Mix-up-Based Robustness Transfer via Distillation of Activated Channel Maps [6] |
| Attention Transfer  | Adversarial robustness via attention transfer [54]                        |
| RRM                 | Transferring Adversarial Robustness Through Robust Representation Matching [84] |

TABLE 1. A list of papers on efficient adversarial training along with corresponding abbreviations for the proposed methods.
Finally, they proposed to use gradient alignment as a regularizer during FGSM training. This, they suggested, can improve robustness and avoid catastrophic overfitting. The main idea of GradAlign-based adversarial training is to maximize gradient alignment between the gradients at a point at $x$ and randomly perturbed point $x + \eta$ inside the $\ell_\infty$-norm ball around $x$. For this, they propose to add the following alignment regularizer in the training objective of FastAT.

$$\Omega (x, y, \theta) = \mathbb{E}_{(x, y)} \sim D, \eta \sim U([-\eta, \eta]^d)[1 - \cos (\nabla_x \ell (x, y; \theta), \nabla_x \ell (x + \eta, y; \theta))] .$$

Note that this regularizer requires double back-propagation, making the method more expensive compared with FastAT. The time complexity for the inner-loop of this algorithm is $O(2.p.b)$ as it takes two extra forward ($p$) and backward ($b$) steps.

Similar to GradAlign, Chen et al. [15] also tried to understand the contribution of random initialization to the success of FastAT. They conjectured that random initialization makes the objective function of FastAT smoother. The smoothness of an objective function is directly related to the maximum step size that can be taken in gradient-descent with guaranteed convergence. FastAT, unlike PGDAT, requires large step size as $\epsilon = \alpha$. The use of large step size is important in FastAT as it has only one step and the adversarial attack needs to be strong. Based on these observations, they hypothesized that randomized smoothing is the main reason behind the success of FastAT.

Based on this randomized smoothing hypothesis, they also proposed a method that uses randomized smoothing to further improve the FastAT. However, their method does not utilize randomized smoothing in the input space but in the output space. In short, they aim to find optimal input perturbation $\xi$ such that: $f_0 (x + \xi) = f_0 (x) + \gamma \eta$. 

| Method          | Model               | Inner-loop Time Complexity | Clean Accuracy | Robustness |
|-----------------|---------------------|----------------------------|----------------|------------|
| AT [57]         | ResNet50            | $O(k.p.b)$                 | 87.30%         | 45.80%     |
| FastAT [87]     | ResNet18            | $O(p.b)$                   | 83.81%         | 46.06%     |
| GradAlignAT [3] | ResNet18            | $O(2.p.b)$                 | 81.00%         | 47.58%     |
| Backward Smoothing [15] | ResNet18 | $O(2.p.b)$ | 82.38% | 52.50% |
| N-FGSM [18]     | ResNet18            | $O(p.b)$                   | 80.80%         | 48.48%     |
| FreeAT [73]     | ResNet50            | $O(p.b)$                   | 85.96%         | 46.33%     |
| ATTA [100]      | WideResNet34-10     | $O(k.p.b)/r$               | 85.71%         | 50.96%     |
| YOPO [93]       | WideResNet34-10     | $O(k.p.b/l)$               | 83.99%         | 44.72%     |
| DelayedAT [32]  | WideResNet28-10     | -                          | 87.90%         | 53.60%     |
| CrosssetAT [20] | ResNet50            | -                          | 81.65%         | 47.04%     |
| BulletTrainAT [39]| WideResNet34-10   | -                          | 85.89%         | 56.35%     |
A. Muhammad, S.-H. Bae: Survey on Efficient Methods for Adversarial Robustness

FIGURE 6. A visual comparison of FGSM [29], RS-FGSM (used in FastAT) [87] and N-FGSM [18] attacks. FGSM finds a perturbation inside of $\epsilon$-defined norm-ball. RS-FGSM adds random noise in FGSM perturbation and then projects the perturbation back to the $\epsilon$-bounded norm ball. N-FGSM uses a larger noise step and skips the projection. This figure is based on Jorge et al. [18].

In order to find the optimal perturbation in the input space, they optimized the following function:

$$\xi^* = \arg \min_{\xi \in \mathbb{R}} KL(f_\theta(x) + \gamma \psi(x + \xi))$$

This optimal input perturbation is then added in perturbation (e.g., $\delta + \xi^*$) for the inner-maximization loop of the adversarial training method. The time complexity for the inner-loop of this algorithm is similar to GradAlign: $O(2,p,b)$ as it takes two extra forward ($p$) and backward ($b$) steps.

The de Jorge et al. [18] revisited the importance of noise in FGSM-based adversarial training. Contrary to Andriushchenko et al. [2], they empirically showed that increasing the magnitude of the noise is important to prevent catastrophic overfitting. Based on this observation and their experimental findings, they proposed to eliminate the projection (also called clipping) step in Equation 5. They argued that the projection step reduces the effectiveness of a single-step adversary. Based on these, the proposed Noisy-FGSM (N-FGSM) can be formulated as follows:

$$\delta_{N-FGSM} = \eta + \epsilon \cdot \text{sgn}(\delta_x L_\theta(x_i + \eta), y_i),$$

where $\eta \sim \mathcal{U}(-k, k)$. The time complexity for the inner-loop of this algorithm is similar to GradAlign: $O(2,p,b)$. A visual comparison of FGSM [29], RS-FGSM (FastAT) [87] and N-FGSM is given in Figure 6.

Zhang et al. [95] revisited the FastAT formulation and reformulated it as a Bi-Level optimization problem equivalent to solving a linearized BLO problem involving a sign operator. Then, they proposed a new family of adversarial training methods called Fast Bi-Level AT.

2) ADVERSARIAL TRAINING WITH RECYCLING OF GRADIENT INFORMATION

The PGD-$k$ based adversarial training uses a $k$-step adversarial attack to accumulate attack strength and create strong adversarial examples, as shown in Equation 3. Each of the $k$ steps require computation of gradient w.r.t. input for entire batch ($\nabla_x L$). This is one reason for the success of the PGD-$k$ method. In this section, we discuss methods that devised clever ways to accumulate attack strength by recycling gradient information of an input batch across training epochs to circumvent the need for iterative computation.

The Free Adversarial Training (FreeAT) [73] is the first method to propose the reuse of gradient information. They accomplish it by “recycling gradient information”. Specifically, FreeAT creates adversarial examples with just one backward step (similar to FGSM defined in Equation 2. However, it divides the training of a model into $n/m$ replays where $n$ is the number of training epochs. Each replay consists of $m$ epochs and uses a single batch of data. Adversarial examples are created with a single back-propagation step in each training step in a replay. However, the perturbation is accumulated across the replay. This way, training accumulates adversarial examples for $m$-replays without incurring any extra cost while also being trained for $n$ epochs. The time complexity of attack for this method is also $O(p,b)$, however, the overall complexity may increase based on the number of replays used.

The Adversarial Training with Transferable Adversarial Examples (ATTA) [100] is conceptually similar to FreeAT. This method is based on a simple observation: adversarial
examples in previous epochs continue to be adversarial in subsequent epochs. ATTA stores adversarial perturbation for each input example at a certain time $x_t^{adv}$ and then reuses it in subsequent epochs.

However, naively using this method can result in sub-optimal adversarial training for two reasons. First, dynamic augmentation introduces mismatch as augmentation can be different across epochs. Second, significant changes in model parameters can make an adversarial example useless. To circumvent the first problem, ATTA introduced a connection function $C$. This connection function is comprised of an inversion of the data augmentation function ($C$) that can invert the input and can add augmentation. To solve the second problem, periodical resetting of perturbations (e.g., restart perturbation after a certain number of epochs) is used. The complexity of the attack method for ATTA is the same as adversarial training. However, the improvement comes from the reuse of adversarial perturbation across training. A visual comparison of PGD-7 and ATTA is given in Figure 7.

3) PARTIAL ADVERSARIAL TRAINING METHODS

Unlike the previous two categories, research in this direction focuses on removing redundant or less useful parts of adversarial training. In this way, the complexity of the adversarial training is reduced significantly in exchange for a small sacrifice in robustness and accuracy.

The first direction is finding parts of models that are most important for adversary update as shown in Figure 8. Zhang et al. [93] studied the effect of different layers on adversarial example update (inner-maximization loop in Equation 4) and investigated the effect of different layers on it. Through Pontryagin’s Maximum Principle (PMP), they observed that a significant part of adversarial perturbation update is only coupled with the first layer of a model. Based on this observation, they introduced You Only Propagate Once (YOPO). YOPO freezes a model except for the first layer (layer 0 to layer $l-1$ are frozen, where $l$ is the number of layers) during the back-propagation for adversary update. This makes the complexity of the YOPO significantly less compared with PGD-7 as each adversary update requires fewer backward propagation computations.

The second direction consists of utilizing a combination of normal and adversarial training as shown in Figure 9. Gupta et al. [32] investigated whether it is possible to normally train a model first and then train it on adversarial examples and proposed Delayed Delayed Adversarial Training, Delayed AT is based on the following observation: adversarial examples generated in the initial phase are quite similar to normal examples. Therefore, normal training is a good substitute for adversarial training in the starting phase. However, finding a ‘switch’ epoch (transition from normal to adversarial one) is not trivial to find as a fully-trained model can not be used. To solve this problem, Delayed AT also introduced a method to find an optimal time to switch.

The switch for DelayedAT has based on the observation that the strength of the adversary becomes reasonable at the point when model parameters start to converge on local minima. This convergence is determined by the following process: if the training loss value at the current epoch is within $D\%$ of the running average of training losses over previous $W$ epochs. In conclusion, the model is trained with natural examples while keeping track of model parameters. When model parameters start converging (based on stable loss value), adversarial training is switched on. This switch is usually turned on at a later stage, making the cost of the adversarial training significantly lower.

The third direction is about exploring adversarially training the model on a representative subset of the whole dataset as shown in Figure 10. Dolatabadi et al. [20] first investigated the effect of adversarial training with a subset of original data that sufficiently covers important attributes of the data. To find a representative subset of the data that can be useful for adversarial training, they utilized coreset selection methods [61]. However, coreset selection methods are designed for normal training. To make these methods compatible with adversarial training, they proposed to use coreset selection with the gradient of the whole dataset. Specifically, the algorithm consists of finding an approximation of the whole dataset via. gradient matching and then training the
model on this best subset. The two processes are carried out alternatively.

Hua et al. [39] also suggested training models on a small subset of the original data. However, they proposed a method to find the subset of data by mining boundary examples. Specifically, they show examples that exist close to the model boundary and have the maximum effect on the adversarial training. These examples, also called boundary examples are mined by using the model’s miss-classification and uncertainty.

Boundary examples are inputs that are classified correctly without perturbation but miss-classified after the addition of perturbation. Furthermore, the model’s uncertainty (Var[Softmax(f(x))] for these examples can be exploited to further distinguish these examples. Based on these observations, the authors introduced signed prediction variance (SVar[.]). The sign of the prediction (negative if misclassified, positive otherwise) are multiplied with variance to get the signed variance. All examples that fall in a certain top percentile of examples are classified as boundary examples. The model is then trained on these boundary examples.

B. TRANSFERABILITY OF ROBUSTNESS

In this section, we overview methods that leverage different transfer learning frameworks to transfer robustness from a pre-trained model. We divide them into two subcategories: transfer learning-based methods and distillation-based methods. A quantitative comparison of these methods is given in Table 3 and Figure 11.

1) TRANSFER LEARNING-BASED METHODS

Transfer learning, learning on one dataset and transferring this learned knowledge to another dataset, is a famous paradigm in deep learning [21], [41], [47], [91]. However, it has primarily been explored in the context of natural training. Can we extend it for robustness transfer?

Shafahi et al. [74] investigated this question and showed that a naive extension of transfer learning methods may not work as well for robustness transfer. First, they showed that a model keeps its robustness if only the classification layer is retrained. Second, more number of layers being retrained translates into lesser and lesser robustness transfer. Based on these observations, they hypothesized that a model’s robustness is due to its robust features. They also showed a connection between transferability of adversarial robustness and similarity of source and target datasets. Furthermore, they also showed that a transfer learning-based regime is more suitable in a low-data regime. Finally, they introduced a simple mechanism to fine-tune the whole network while keeping the robustness intact. They proposed to match intermediate layers of a normally trained model with a fixed robust feature extractor.

Similar to Robust Transfer Learning [74], Hendrycks et al. [34] also investigated the effect of a robust pre-training from the context of a larger dataset pre-training. They showed that it is possible to improve robustness if the model is adversarially pre-trained on a large dataset.

2) DISTILLATION OF ROBUSTNESS

Knowledge distillation is a well-explored framework in deep learning. It consists of training a student model (denoted as fθ) more efficiently with the help of a teacher model (fT). The distillation is often achieved by minimizing one of the following losses: loss between the labels of teacher and student [10], [37], reducing the distance between activations of both models on the same inputs [35], [36], [40], [45], [46], [69], [76], [80], [82], [90], [92] or by matching gradients [78], [92]. However, all of these methods are designed for knowledge transfer under normal training. Recently, a number of methods have been introduced to transfer robustness from a teacher to a student model. An illustration of the possible ways for robustness distillation is given in Figure 13. We review these methods in the following sections.

a: FROM LABELS

The distillation was originally proposed by Hinton et al. [37] to transfer the knowledge of a large pre-trained teacher to a student by making student models mimic labels produced by the teacher. Goldblum et al. [27] introduced a simple way to extend this distillation loss to transfer the robustness. They use the same formulation proposed by Hinton et al. [37] for training but investigated different experimental configurations to transfer the robustness. Specifically, they show that it is possible to transfer robustness from a larger model (e.g., ResNet) to a smaller model (e.g., MobileNet). They also showed that distillation is possible without requiring to generate adversarial examples, however, using efficient adversarial training methods (e.g., FastAT) can improve the robustness transfer significantly. Furthermore, they showed...
that not all robust models are good at transferring robustness. The loss function for robust distillation training can be written as follows.

\[
L_{RD} = (1 - \alpha)L_{CE}(f^S(x), y) + \alpha t^2 L_{RKD}(f^S(x_{adv}), f^T(x)),
\]

where \( t \) is the temperature term, and \( x_{adv} \) is an adversarial example created with fast adversarial training as defined in Equation 5, \( \alpha \) is the relative weight for each loss term, and \( L_{RKD} \) is robust knowledge distillation loss defined as follows.

\[
L_{RKD} = KLD(f^T(x)|t, f^S(x)|t),
\]

where \( KLD \) is KL Divergence. An overview of this method is shown in Figure 12.

The robust distillation [27] is limited to distilling the robustness to smaller, mobile-first models. Zi et al. [103] extended this work and showed that robust soft labels can improve the robustness of several state-of-the-art adversarial training methods, such as AT [57], TRADES [94], MART [85], etc. Then, they proposed a method called Revisiting Soft Robust Soft Label Adversarial Distillation (RSLAD). The RSLAD replaces cross entropy with KLD loss. The loss function for this method can be defined as follows.

\[
L_{RSLAD} = (1 - \alpha)L_{RKD}(f^T(x), f^S(x)) + \alpha L_{RKD}(f^S(x_{adv}), f^T(x))
\]

where \( x_{adv} = \arg \max_{x_{adv}} \{x_{adv} \sim x | \| x - x_{adv} \|_2 \leq \epsilon \} \) \( \) and temperature is set to be 1.

Maroto et al. [58] extended these two works and performed a more detailed study and showed the effect of different components on robustness transfer. They demonstrated that early stopping, label mixing, teacher robustness, an ensemble of teachers, and weak adversarial training improve robustness transfer. Furthermore, they showed that AKD reduces the confidence in easy examples while increasing the confidence in harder ones. This allows the student to learn them more efficiently.

\[ b: FROM INPUT GRADIENTS \]

Inspired from the previous observations that robust models have visibly salient gradients [25], [81], Chan et al. [14] proposed to distill robustness by matching input gradients. The value of input gradients represents how small changes can affect the model’s input. Therefore, it can represent the importance of each pixel for the output. The authors proposed to distill the importance of a robust teacher by matching its robust input gradients with the gradients of the student. This resulted in a model and data agnostic robustness distillation method.

IGAM (Input-Gradient Adversarial Matching) matches the input gradient of teacher and student via. a discriminator which follows GAN [28] like training strategy. Specifically, the student mimics the input gradients of the teacher in such a way that a trained discriminator can not distinguish between the input gradients of robust teacher and student. The loss function for the discriminator of IGAM is formulated as follows:

\[
\mathcal{L}_{Disc} = \mathbb{E}_{J_T} [\log f_{disc}(J_T)] + \mathbb{E}_{J_S} [\log (1 - f_{disc}(J_S))].
\]

where \( J = \nabla_x \mathcal{L} \) is the input gradient for teacher \( f^T \) and student model \( f^S \). An illustration of this part of IGAM is shown in Figure 14. The authors also proposed to add a gradient regularization term.

\[
\mathcal{L}_{Diff} = \| J_S - J_T \|_2^2.
\]
Finally, the overall training objective function for IGAM can be written as follows.

\[ \mathcal{L}_{IGAM} = \arg \min_{\theta} \mathcal{L}_{CE} + \gamma_{Dis} \cdot \mathcal{L}_{Dis} + \gamma_{Diff} \cdot \mathcal{L}_{Diff}, \]

where \( \gamma \) represents the weight for respective loss functions.

Maroto et al. [58] proposed to distill robustness with both input gradients and soft labels. They proposed a method called knowledge distillation with gradient alignment (KDIGA). The loss function for KDIGA is defined as follows.

\[ L_{kdiga} = \min_{\theta} \gamma_{CE} L_{CE} + \gamma_{RKD} L_{RKD} + \gamma_{IGA} L_{IGA} \]

where \( L_{IGA} \) is same \( L_{Diff} \) from IGAM (Equation 7) and \( mathcal{L}_{RKD} \) is same defined in AKD (defined in Equation 6). Their proposed method achieved good robustness transfer across architectures such as ResNets [33] and Visual Transformers [23].

c: FROM INTERNAL REPRESENTATIONS

Awais et al. [6] proposed to distill robustness via intermediate activations of the robust teacher model. They argued that adversarial examples destroy class-related information by suppressing class-related activations of a model. Adversarial training learn to avoid this issue. Hence they proposed to match the activation patterns of a robust teacher and a student model. They propose to match the activations maps by minimizing the following loss.

\[ L_{acm}(A^T_i, A^S_i) = \| \frac{A^T_i}{\| A^T_i \|_2} - \frac{A^S_i}{\| A^S_i \|_2} \|_2^2, \]

where acm stands for activated channel maps and \( a_i \) for each layer are extracted by applying a function on \( i \)-th block activations \( A_i \) (output of \( i \)-th layer), \( g_c : \mathbb{R}^{B \times C \times H \times W} \rightarrow \mathbb{R}^{B \times C \times 1 \times 1} \). The ACM loss for all layers can be defined as: \( L_{acm} = \sum_i L_{acm} \). They also proposed to add mixup augmentation and KL loss. Their overall loss is defined as,

\[ L_{MixACM} = (1 - \gamma_{kld}) L_{mixup} + \gamma_{kld} L_{kld} + \gamma_{acm} L_{acm}, \]

where \( \gamma \) is the weight for respective loss terms.

Vaishnavi et al. [84] argued to match the representations of the only penultimate layer of teacher and student. Their loss function can be written as follows.

\[ L = \gamma L_{CE}(f^S(x)) + \mathcal{L}_R(g^S(x), g^T(x)), \]

where \( g \) is the deep model without a classification layer, and \( \mathcal{L}_R \) is the loss between penultimate layers of teacher and student models.

Li et al. [54] argued that small adversarial changes in the input space got magnified and cause “attention divergence”. They proposed to keep the attention by using an adversarially trained teacher. More specifically, they defined the following loss function for attention transfer.

\[ L_{at} = \sum_{l \in L} \| A^T_l(x) - A^S_l(x_{adv}) \|_p + \| A^T_l(x) - A^S_l(x) \|_p, \]

where \( A^l \) is a function that maps the \( l \)-th layer to the attention map taken from Zhou et al. [101]. This method improves the results of baseline adversarial training on various methods.

IV. AN OUTLOOK ON LIMITATIONS OF PREVIOUS WORKS AND FUTURE DIRECTIONS

In the previous sections, we have presented a holistic review of the literature for efficient adversarial robustness methods in deep learning. While these sections provided a technical
overview of the methods along with their results, below we present a general overview of the limitations of these works along with the possible future research directions. The purpose of this section is to provide a guide for future research in this field.

A. BRIDGING THE PERFORMANCE GAP IN SINGLE-STEP ADVERSARIAL TRAINING METHODS AND ADVERSARIAL TRAINING

Single-step adversarial training methods have achieved significant improvement in terms of efficiency compared with adversarial training. However, there is still a gap in terms of robustness and accuracy.

The main challenge in single-step adversarial attacks-based training is the proper approximation of the inner loop for Equation 4 in a single step. The accurate approximation requires a theoretically motivated explanation of FastAT. Recent expositions on why FastAT works [3], [15] have shed some light on this problem, but it remains an avenue to explore. A theoretically motivated explanation of the reasons why FastAT works can not only improve the robustness but also the accuracy of fast adversarial training.

Furthermore, single-step methods can accomplish improvements in efficiency by training on smaller-size datasets. Recent works have shown the potential of the effective-sample-selection in both normal as well as adversarial training [12], [20], [39], [61], [97], [98], [99]. Utilization of single-step methods along with dataset selection methods can be an interesting future direction to improve both the efficiency and performance of robustness methods.

Finally, most single-step methods only focus on improving the efficiency of the inner loop of adversarial training. However, like FastAT [87], it is possible to use auxiliary methods to further improve the efficiency of these methods. For instance, like FastAT, it is possible to use better learning rate scheduling methods (e.g., cyclic learning rate by Smith [77]) and mixed precision arithmetic [59].

B. IN-DEPTH EXPLORATION OF PARTIAL ADVERSARIAL TRAINING

As discussed in Section III-A3, partial training methods have explored some redundant aspects of adversarial training, such as data, model, and training. However, a more systematic study can reveal better ways to improve adversarial training. We list some of the research directions here.

First, a systematic study to understand the combined relation between three aspects, the intermediate layers required to get a good and efficient adversary update (as studied by Zhang et al. [93]), the number of data samples required for the convergence of training (e.g., as studied by Dolatabadi et al. [20] Hua et al. [39]), and alteration of normal and adversarial training (as studied by Gupta et al. [32]), can help improve adversarial training significantly. This is because such a study will be able to find a sweet spot between these three crucial factors.

Second, an important aspect of efficient adversarial training is data. It has been shown that all data samples are not created equal for adversarial training [39]. Based on this observation, a few studies have taken initial steps to find a minimum set of samples that can effectively represent the complete dataset. However, its largely been explored in the context of normal training and only a few directions have been explored for adversarial robustness. For instance, one possible direction, that has not yet been explored in the context of adversarial robustness, is to get the representative subset of the dataset through data condensation [12], [97], [98], [99]. Data condensation learns to synthesize a small set of informative data samples from a large dataset. Data condensation decreases the size of the data significantly thereby making the training time extremely short. An adversarial-aware data condensation method can improve both the performance and efficiency of adversarial training methods.

C. EXPLOITATION OF TRANSFER LEARNING AND DISTILLATION METHODS

Transfer learning and distillation have been explored for adversarial robustness. However, the scope of this exploration is still limited. A significant amount of work has been done on transfer learning [21], [41], [47], [91] and the distillation of knowledge [10], [35], [36], [37], [40], [45], [46], [69], [76], [78], [80], [82], [90], [92] for normal training. Borrowing some lessons from this literature can lead to more efficient and accurate transferability of robustness. We list a few possible directions here.

First, the potential of transfer learning has only been explored in the context of normal retraining. More specifically, Shafahi et al. [73] have shown that a model loses its robustness if all of its layers are retrained on a new dataset. However, it is possible to retrain a robust model on a new
dataset with adversarial examples. This may decrease the number of samples required for retraining thereby decreasing training time significantly.

Second, the training time of the above-mentioned transfer learning-based adversarial training can further be reduced by using adversarial examples produced through an efficient method such as FastAT [87]. Furthermore, only using a small but effective subset of training samples for adversarial training can make this process significantly more efficient and can also improve performance.

Third, the knowledge distillation for the robustness transfer has also been explored in a limited context. For instance, Chan et al. [14] proposed to match input gradients of robust teacher and student via. a discriminator. However, previous work on normal distillation [78] has shown the effect of Jacobian matching on not only clean accuracy but also noise robustness. Therefore, a Jacobian-based adversarial robustness transfer method has the potential to be more effective and efficient at the same time.

Finally, the intermediate features play a critical role in knowledge distillation. A plethora of work exists that has shown the effectiveness of exploiting these features in a multitude of ways [10], [35], [36], [37], [40], [45], [46], [69], [76], [78], [80], [82], [90], [92]. This previous work can be exploited in the context of adversarial training. For instance, one work that closely relates to robustness transfer is by Kim et al. [45]. They proposed to utilize intermediate features by first passing them through a paraphrasing network. This paraphrasing network translates the knowledge into a form that is easily digestible for the student network. In robustness distillation, the teacher is trained in a way that is significantly different from the student. For this reason, a small paraphrasing network can improve the performance of a student by making the intermediate features of the teacher more aligned with the student.

D. COMBINATION OF DIFFERENT TECHNIQUES
A major limitation of efficient robustness methods is that most of them are studied in isolation. More specifically, each work studies one particular aspect of efficiency. For instance, single-step methods try to make inner-loop (form Equation 4) more efficient, partial training methods utilize redundancies in different aspects of models or datasets, and transfer learning methods employ pre-trained models. However, there is a need for a study that utilizes a combination of all of these to fully utilize their potential.

We provide a concrete example here. It is possible to use efficient single-step methods (e.g., FastAT [87] or N-FGSM [18]) to generate efficient adversarial examples on the most effective subset of data (selected with coreset-selection [20] or BulletTrain [39]) while utilizing gradient from only a few but effective layers (selected by YOPO [93]). A robust teacher can further improve this whole process by providing meaningful and robust guidance. In summary, a study to understand and combine different efficient adversarial training methods can result in more effective and efficient robustness methods.

E. ANALYSIS OF EFFICIENT ADVERSARIAL TRAINING METHODS FOR DESIRABLE PROPERTIES
Adversarial training leads to adversarial robustness as well as other desirable properties, such as better general robustness, more interpretability, and transferable features [24], [42], [71], [72], [81], [83], [102]. Since the aim of efficient adversarial training methods is to approximate adversarial training while being more computationally efficient, it is important to analyze if they also keep these desirable properties intact. However, the most efficient robustness methods reviewed in this study do not consider this important aspect of robustness. For this purpose, a more systematic study to analyze these properties of efficient adversarial training methods beyond just test-set robustness is required. Such a study can, likewise, help improve the performance of existing methods by providing insights. We provide a list of possible options here.

To start with, it has been shown that adversarially trained models have better generative capabilities [24], [72], [81], [102]. It is noteworthy that normally trained classifiers do not possess this quality [72]. Similarly, interpretation of deep models is a major research problem in deep learning [13], [38], [96]. It deals with understanding the decisions of a deep model. Recent works have shown that robust models are easier to interpret compared with normally trained models [24], [72]. For instance, Engstrom et al. [24] have shown that representations of robustly trained models align much more closely with human-interpretable features. Finally, adversarially trained models have been shown to learn better and more transferable features [71]. A comprehensive study to understand these aspects of efficient adversarial training methods is required.

V. CONCLUSION
In this paper, we surveyed efficient adversarial robustness methods for the first time. We focused on providing a holistic overview that can be advantageous for future developments. The high computational cost of adversarial training led to the development of efficient robustness methods. These methods leverage various inefficiencies in adversarial training and utilize different efficient training methods. These efficient methods include approaches that use single-step attacks, recycle gradient information across training epochs, decrease training or data complexity, and transfer and distill knowledge from robust pre-trained models. These methods have ushered significant progress in reducing the computational complexity of acquiring adversarial robustness, but there is still a gap between performance and efficiency. Most efficient robustness approaches have explored a single direction to improve efficiency. Our survey of the literature suggests a multitude of ways to enhance adversarial training efficiency. Using a systematic approach to explore all possible directions can result in better efficient adversarial robustness algorithms.
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