Abstract

This paper introduces a new time-frequency representation method for biomedical signals: the dyadic aggregated autoregressive (DASAR) model. Signals, such as electroencephalograms (EEGs) and functional near-infrared spectroscopy (fNIRS), exhibit physiological information through time-evolving spectrum components at specific frequency intervals: 0-50 Hz (EEG) or 0-150 mHz (fNIRS). Spectrotemporal features in signals are conventionally estimated using short-time Fourier transform (STFT) and wavelet transform (WT). However, both methods may not offer the most robust or compact representation despite their widespread use in biomedical contexts. The presented method, DASAR, improves precise frequency identification and tracking of interpretable frequency components with a parsimonious set of parameters. DASAR achieves these characteristics by assuming that the biomedical time-varying spectrum comprises several independent stochastic oscillators with (piecewise) time-varying frequencies. Local stationarity can be assumed within dyadic subdivisions of the recordings, while the stochastic oscillators can be modeled with an aggregation of second-order autoregressive models (ASAR). DASAR can provide a more accurate representation of the (highly contrasted) EEG and fNIRS frequency ranges by increasing the estimation accuracy in user-defined spectrum region of interest (SROI). A mental arithmetic experiment on a hybrid EEG-fNIRS was conducted to assess the efficiency of the method. Our proposed technique, STFT, and WT were applied on both biomedical signals to discover potential oscillators that improve the discrimination between the task condition and its baseline. The results show that DASAR provided the highest spectrum differentiation and it was the only method that could identify Mayer waves as narrow-band artifacts at 97.4-97.5 mHz.
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1. Introduction

The brain is a complex and strongly interconnected organ with several electrical and biochemical interactions between its cellular constituents [1–3]. These interactions involve biological structures and functionalities, including vessels, glial cells (astrocytes, oligodendrocytes, and microglial), and neurons, explained by the neurovascular coupling theory [3, 4]. As a result, these brain interactions produce biomedical signals with time- and frequency-varying
properties, which can be applied for monitoring brain’s pathophysiology [5] or cognitive loading [6].

This paper focuses on the non-invasively measured biomedical time series of hemodynamic variations and electrical potentials. In the first category, functional near-infrared spectroscopy (fNIRS) is used to estimate the concentration of oxygenated hemoglobin (HbO), and its deoxygenated state (HbR) [7]. The fNIRS imaging technique uses absorbance of near-infrared (NIR) light in the blood to estimate the hemoglobin concentration. The notable difference of HbR and HbO wavelength absorption properties in the NIR region (750-850 nm) allows us to obtain a proper concentration estimation of both chromophores based on the modified Beer-Lambert law [7–9].

Electroencephalograms (EEGs), the second modality, record the electrical potential difference at several cranial locations [10]. Positive and negative charges stem as propagation of electrical waves produced by large synchronized groups of pyramidal neurons in the brain’s local cortical regions [11].

Combined hemodynamic-electrical modality enhances brain-computer interface as it reflects neuron firing activities whiles provide information about oxygen/energy consumption in the brain’s region of interest [4]. Thus it will uncover high nonlinear relationships between recordings and stimuli [12], which may result in better understanding of the working mechanisms of the brain under some diseases [13].

In both signals, features or properties extracted from time-frequency characteristics are usually conditioned on external stimuli and are used to differentiate activities. However, the time-frequency attributes are biologically distinct for the EEG and fNIRS. As an example, a common frequency fNIRS bandwidth is normally described in the range of very low-frequency waves: 10-100 mHz [14]. A typical hemodynamic response has a frequency of approximately 45 mHz \((1/22)\) or 78 mHz \((1/12.75)\) during sensorimotor activities [16, 17]. On the other hand, electroencephalogram waves have a range on a broader frequency intervals: 0-50 Hz. The EEG complete spectrum is divided into five major ranges: delta (0-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), beta (12-30 Hz), and gamma rhythms (> 30 Hz) [10, 18].

Consequently, two natural frameworks that would address the extraction of time-varying spectral information of biomedical signals are the short-time Fourier transform (STFT) and wavelet transform (WT). STFT has been reported for extracting patterns to measure mental workload [19], epilepsy [20] or autism spectrum disorder [21] identification, during writing [22, 23]. While WT has been employed to obtain features for glucose measurement [24], pain assessment [25, 26], artifact correction [27–29], epilepsy classification [30], or cerebral autoregulation processes [31].

As an alternative time-frequency representation, the dyadic aggregated autoregressive (DASAR) model, a novel time-frequency approach, was initially proposed in [32] as a tool to extract evolving frequency properties from modulated signals as features for automatic classification of modulation. DASAR proposes an approximation of an evolving spectrum through dyadically splitting a signal and provides an approximation of the spectrum of each segment using an aggregated second-order autoregressive model (SAR).

This paper aims to propose the use of the DASAR model as a robust alternative for the time-spectral characterization of biological signals, with a special focus on hemodynamic (fNIRS) and electrical (EEG) signals. We also extend DASAR by defining it within a formal framework based on local stationary processes, while a frequency-selectivity feature is introduced, and accompanied by an efficient estimation algorithm. By virtue of these properties, DASAR can compress the stochastic time-frequency characteristics of a signal while retaining only the strongest and main components (oscillators). In addition, DASAR offers an accurate descrip-
tion of the time-varying response of biomedical signals compared to WT and STFT, while it is maintaining its interpretable representation due to the reduced number of model’s parameters.

1.1. Time-varying spectrum

A real-valued signal \( x(t) \), which origins rely on a physiological process, can be assumed to have its statistical parameters smoothly changing over time under normal conditions. Therefore, it is reasonable to assume a local stationarity property on EEG [33, pp. 50-51] and fNIRS modeling [34]. Without loss of generality, we can assume \( x(t) \) (sampled in an time interval \([T_0, T_1]\)) to be a realization from a zero-mean stochastic process \( X(t) \) with a conjugate covariance function [35, 36]

\[
R(t_1, t_2) = E\left[ X(t_1) \overline{X}(t_2) \right]
\]

(1)

where \( E[\cdot] \) is the expectation operator and \( \overline{X}(\cdot) \) is the conjugate of \( X(\cdot) \).

We can reformulate \( R(\cdot) \) using the time distance \( \Delta t = t_2 - t_1 \) and the midpoint \( \tau = \frac{t_2 + t_1}{2} \):

\[
R(t_1, t_2) = C(\tau, \Delta t)
\]

(2)

Note that \( C(\Delta t, \tau) \) is also called as the ambiguity function.

Consequently, the process \( X(t) \) is defined as a wide-sense local stationary process if the covariance function can be expressed as the product of a normalized stationary covariance function \( r(\Delta t) \) and non-negative instantaneous signal power function \( q(\tau) \) [37]:

\[
C(\tau, \Delta t) = q(\tau) r(\Delta t)
\]

(3)

Recall that \( q(\tau) = C(\Delta t = 0, \tau) \) \( \forall \tau \) and \( r(\Delta t = 0) = 1 \).

Martin and Flandrin defined the time-varying spectrum as the Fourier transform of \( C(\tau, \Delta t) \) with respect to \( \nu = \Delta t \) [38]:

\[
S(\tau, \omega) = \tilde{\gamma}_{\nu \rightarrow \omega}[C(\tau, \nu)](\tau, \omega) = \int_{-\infty}^{\infty} C(\tau, \nu) e^{-j\omega \nu} d\nu
\]

\[
= \int_{-\infty}^{\infty} E\left[ X\left(\tau + \frac{1}{2} \nu\right) \overline{X}\left(\tau - \frac{1}{2} \nu\right) \right] e^{-j\omega \nu} d\nu
\]

(4)

Note, that the time-varying spectrum can be rearranged as the expected of the Wigner-Ville distribution \( W[\cdot] \) over the process \( X(t) \) [38]:

\[
S(\tau, \omega) = E\left[ \int_{-\infty}^{\infty} X\left(\tau + \frac{1}{2} \nu\right) \overline{X}\left(\tau - \frac{1}{2} \nu\right) e^{-j\omega \nu} d\nu \right]
\]

\[
= E\left[ W[X(t)] \right]
\]

(5)

1.2. Short-time Fourier transform spectrogram

The short-time Fourier transform (STFT) of a real-valued deterministic function \( h(\cdot) \), with respect to a window function \( g(\cdot) \), is defined as [39]:

\[
V_g(\tau, \omega) = \int_{-\infty}^{\infty} h(t) g(t - \tau) e^{-2j\pi\nu \omega} dt
\]

(6)

and the STFT spectrogram, for deterministic signals, as the squared modulus of the STFT [39]:

\[
S(\tau, \omega) \equiv |V_g(\tau, \omega)|^2
\]

(7)
Recall that in (stochastic) stationary signals, the spectrum is defined as the Fourier transform of the autocorrelation function. In a non-stationary setting, the STFT spectrogram can be understood as the inverse Fourier transform with respect to \( t_2 \) of the Fourier transform with respect to \( t_1 \) of the conjugate covariance function (Equation 1) with respect to \( t_1, t_2 \):

\[
S(\tau, \omega) = \mathcal{F}_{t_2 \to \omega}^{-1} \left[ \mathcal{F}_{t_1 \to \omega} \{ R(t_1, t_2) \cdot \overline{g(t_1 - \tau)} \} \right](\tau, \omega) \tag{8}
\]

We can see that this formulation implies that the spectrogram is the magnitude squared of the expected STFT spectrogram. First, remark that

\[
R(t_1, t_2) = \mathbb{E}[X(t_1)X(t_2)] = \int_C \int_C X(t_1) \overline{X(t_2)} \, dF_X(t_1) \, dF_X(t_2) \tag{9}
\]

where \( F_X(t) \) is the cumulative distribution of \( X \) at time \( t \) with support in \( C \):

\[
S(\tau, \omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( \int_C \int_C X(t_1) \overline{X(t_2)} \, dF_X(t_1) \, dF_X(t_2) \right) \cdot dF_X(t_1) \cdot \left( \int_C \int_C X(t_1) \overline{X(t_2)} \, dF_X(t_1) \, dF_X(t_2) \right)
\]

By simplifying the expression, we obtain the relationship between the spectrogram and the expectation of the STFT spectrogram:

\[
S(\tau, \omega) = \int_C \left| \int_{-\infty}^{\infty} X(t) \overline{g(t - \tau)} e^{-2j\omega \tau} \, dt \right|^2 \, dF_X(t) = \int_C \left| V_{\psi} (\tau, \omega) \right|^2 \, dF_X(t) \tag{11}
\]

1.3. Wavelet spectrum

A wavelet transform is defined as the linear transformation of a function \( x(t) \) into a series of rescaled and shifted wavelet basis \( \psi_{lk} \) [40] in relation to a index \( l \) and a scale \( k \):

\[
W_X(l, k) = 2^{-l/2} \int_{-\infty}^{\infty} x(t) \psi_{lk} (2^{-l} t - k) \, dt \tag{12}
\]

In contrast with the Fourier transform, the wavelet transform decomposes a time series \( x(t) \) into a series of components in time and frequency generated by manipulation of \( \psi_{lk} (\cdot) \).
Chiann et al. defined the wavelet spectrum at a time index $\tau$ and scale $k$, with respect to the wavelet mother $\psi$, as [40, 41, eq. 8]

$$\eta_{lk} = \sum_{u=-\infty}^{\infty} \gamma(\tau) \Psi_{lk}(u) \tag{13}$$

where $\Psi_{lk}(u)$ is the wavelet autocorrelation function:

$$\Psi_{lk}(u) = \sum_{t=0}^{\infty} \psi_{lk}(t) \psi_{lk}(t+|u|) \tag{14}$$

In this paper, we will focus on the Morlet, or Gabor, wavelet kernel given by

$$\psi_{lk}(t) = c_0 \pi^{-1/4} e^{\frac{1}{2} t^2} \left( e^{i \sigma t} - e^{-\frac{1}{2} \sigma^2} \right) \tag{15}$$

where $\sigma$ is a parameter that controls the time and frequency resolution of the transform, and the $c_0$ is the normalization factor

$$c_0 = \frac{1}{\sqrt{1 + e^{-\sigma^2} - 2e^{-\frac{1}{2}\sigma^2}}} \tag{16}$$

Chiann proposed an unbiased estimator for $P_{lk}$ [41], the wavelet periodogram:

$$\hat{\eta}_{lk} = \left( \sum_{t=0}^{T-1} X_t \psi_{lk}(t) \right)^2 \tag{17}$$

This estimator is unbiased when $\sum_{t=-\infty}^{\infty} (1 + |t|) \gamma(t) < \infty$ [41, Thm. 1].

2. Frequency-selective dyadic aggregated autoregressive (DASAR) model

This section is dedicated to explain further details on our proposed time-varying spectrum representation. In essence, the dyadic aggregated autoregressive (DASAR) model of a real-valued signal $x(t)$, with length $T$, is a time-frequency representation where its time-varying spectrum $S(t, \omega)$ (Equation 4) is approximated as the weighted sum of $L$ levels with different discontinuous spectra:

$$S_x(t, \omega) = \sum_{i=0}^{L} \rho(i, \omega) S^{(i)}(t, \omega) + \nu(t, \omega) \tag{18}$$

where $\nu(t, \omega)$ is an approximation error.

At a level $i$, $S^{(i)}(t, \omega)$ is a piece-wise spectrum constructed using localized stationary spectra estimated over a dyadic-division of the signal in the time-domain:

$$S^{(i)}(t, \omega) = \begin{cases} S^{(i)}_0(\omega) + \epsilon_0(\omega) & 0 \leq t < \frac{T}{2^i} \\
S^{(i)}_1(\omega) + \epsilon_1(\omega) & \frac{T}{2^i} \leq t < \frac{2T}{2^i} \\
\vdots & \vdots \\
S^{(i)}_{2^{i-1}}(\omega) + \epsilon_{2^{i-1}}(\omega) & \frac{T2^{i-1}}{2} \leq t < T \end{cases} \tag{19}$$
where each piece-wise spectrum $S_j^{(i)}(t,\omega)$ is an aggregated second-order autogressive model ASAR $(k)$, i.e., the weighted sum of $K$ stochastic oscillators described by a second-order autogressive model SAR $(\omega, \tau)$ (with a central frequency $\omega$, a randomness $\tau$ and a weight $\sigma_k^{(i,j,k)}$):

$$S_j^{(i)}(t,\omega) \sim \text{ASAR}(k) = \sum_{k=1}^{K} \text{SAR}(\omega^{(i,j,k)}, \tau^{(i,j,k)}) \cdot \sigma_k^{(i,j,k)}$$

A visual description of our time-frequency schematic division in comparison with Fourier transform, STFT or wavelet transforms is shown in Figure 1.

### 2.1. Local stationarity approximation

Mallat et al. defined a property for approximating local stationary processes by establishing local neighborhoods [36]. Around a point of interest $t^*$, let us define a neighborhood with a size $l(t^*)$, i.e. the time of analysis $t$ is limited to the interval $t \in T = [t^* - \frac{l(t^*)}{2}, t^* + \frac{l(t^*)}{2}]$. Now, calculate the decorrelation length $d(\cdot)$ in the neighborhood: the maximum distance $\Delta t$ in the region $T$ with a covariance is almost close to zero. Formally, $d(t^*) = \max_{\|\Delta t\|} C(\tau, \Delta t) \leq \epsilon$ for a tolerance error $\epsilon$. When the decorrelation length is upper-bounded by the neighborhood size: $d(t^*) < \frac{1}{2}l(t^*)$, we can approximate that the covariance $C(\cdot)$ by a stationary covariance $C_r(\cdot)$:

$$C(\tau, \Delta t) \approx C_r(\Delta t) \quad |\Delta t| \leq \frac{l(t^*)}{2}$$

Therefore, in this local region, the spectrum is defined as a function of the stationary covariance:

$$S_r(\tau) = \mathbb{E}_{\nu \rightarrow \omega} \{C_r(\nu)\}(\omega) = \int_{-\infty}^{\infty} C_r(\nu) e^{-j\omega \nu} d\nu$$

Hence, we will further approximate $S_r(\tau)$ using an aggregate autoregressive model.

### 2.2. Autoregressive models as stochastic resonators

Stochastic oscillations in biological signals can be effectively modeled through autoregressive models [42]. Let us start modeling a single-resonator signal using an autoregressive model of second-order AR(2), or SAR. This type of autoregressive model describes a real and finite signal $x(t)$ (sampled at a fixed interval $1/f_s$) as the stochastic process generated by a linear combination of the two previous points, $x(t - 1)$ and $x(t - 2)$, added to an error term $\varepsilon(t)$:

$$x(t) = \phi_1 x(t-1) + \phi_2 x(t-2) + \varepsilon(t)$$

Figure 1: Time-frequency division scheme in A) Fourier transform, B) Short-time Fourier transform, C) Wavelet transform, D) Dyadic aggregated autoregressive model (DASAR)
where $\phi_1$ and $\phi_2$ are known as the autoregressive coefficients. In this case, without loss of generality, we assume that $\mathbb{E}[X(t)] = 0$ with the error component modeled as a zero-mean random variable, with variance $\sigma^2_\varepsilon$, $\varepsilon(t) \sim \mathcal{WN}(0, \sigma^2_\varepsilon)$, and serially uncorrelated $\mathbb{E}[\varepsilon(t)\varepsilon(t-u)] = 0 \ \forall u$.

The spectrum $S_x(\omega)$ of this stationary SAR process is characterized by:

$$S_x(\omega) = \frac{\sigma^2_\varepsilon}{|1 - \phi_1 e^{-2 j\pi \omega} - \phi_2 e^{-4 j\pi \omega}|^2}$$

where $\omega$ is the normalized frequency with respect to the sampling frequency $f_s$: $\omega = \frac{\omega}{f_s}$.

We should note that $S_x(\omega)$ has a single maximum at the dominating frequency $\omega^*$:

$$\omega^* = \frac{1}{2\pi} \arccos \left( \frac{\phi_1 (\phi_2 - 1)}{4\phi_2} \right) = \frac{1}{2\pi} \arctan \left( \frac{\phi_2}{\phi_1} \right)$$

when $\phi_1^2 + 4\phi_2 < 0$. Given our interest in the spectral information contained in a SAR process, we can reformulate the autoregressive coefficients based on $\omega^*$ and a parameter $\tau$:

$$\phi_1 = \frac{2}{1 + e^{-\tau}} \cos (2\pi \omega^*)$$

$$\phi_2 = -\frac{1}{(1 + e^{-\tau})^2}$$

Therefore, SAR processes can be fully specified by the triplet $(\omega, \tau, \sigma^2_\varepsilon)$. In these models, $\tau$ controls the randomness of the central oscillation frequency: small values can model signals with frequency components widely spread around $\omega^*$, and large values of $\tau$ can model signals with a clear central frequency.

Nevertheless, other autoregressive representations can have act as randomness-controlled oscillation property as well. For instance, a fourth-order autoregressive AR(4) process given by

$$x(t) = \sum_{\ell=1}^{4} \phi_\ell x(t-\ell) + \varepsilon(t)$$

have only a single resonating frequency $\omega^*$ (that is also described by Equation 25) when the autoregressive coefficients are defined as

$$\begin{pmatrix} \phi_1 \\ \phi_2 \\ \phi_3 \\ \phi_4 \end{pmatrix} = \begin{pmatrix} \frac{4}{\rho} \cos (\omega^*) \\ \frac{2}{\rho^2} \left( 1 - 2 \cos^2 (\omega^*) - 2 \right) \\ \frac{4}{\rho^2} \cos (\omega^*) \\ -\frac{1}{\rho^2} \end{pmatrix}$$

where $\rho = 1 - e^{-\tau}$.

AR(2), or SAR, is the lowest-order autoregressive model that can represent bandpass signals with a single maximum frequency. In order to keep an efficient parameter estimation and a compact representation, in this paper, we rely on the use of SAR models to represent stochastic oscillation behaviors.
2.3. Aggregated autoregressive model

Biomedical signals, such as EEG [10, 33, 43–46] and fNIRS [47–49] are known to have several relevant frequency components that could be associated with some physiological process. However, the above-mentioned SAR models are limited to model single-frequency systems. Nevertheless, it is possible to take advantage of the concise stochastic frequency representation offered by SAR representations and extend it towards an aggregated model, i.e., the superposition of several single-frequency stochastic models.

A general aggregated model AAR \((p, K)\) is defined as the sum of \(K\) uncorrelated components where each one is characterized through an AR \((p)\) process:

\[
y(t) = \sum_{k=1}^{K} z_k(t) \tag{30}
\]

where each \(z_k(t)\) is a latent unobserved AR \((p)\) time series. Some theoretical properties of these types of models were introduced by Chong et al. [50] and generalized by Dacunha-Castelle et al. for AR \((p)\) processes [51].

We restrict to SAR models for the representation of the latent processes \(z_k(t)\) in order to associate, each latent component with a central frequency \(\omega^*_k\), and a frequency randomness \(\tau_k\) (Equations 26, 27, 24). In consequence, each latent process can be fully parametrized by:

\[
z_k(t) = \frac{\cos(2\pi \omega^*_k)}{1 + e^{-\tau_k}} x(t) - \frac{1}{(1 + e^{-\tau_k})^2} z_k(t-1) + \varepsilon_k(t) \tag{31}
\]

where \(\varepsilon_k\) is the additive white noise \(\varepsilon_k \sim WN(0, \sigma^2_{\varepsilon k})\).

By definition, \(z_i(t)\) and \(z_j(t)\) are assumed to be uncorrelated for \(i \neq j\). Therefore, the spectrum of an AAR \((2, K)\) process is determined by

\[
S_y(\omega) = \sum_{k=1}^{K} \sigma^2_{\varepsilon k} \left| \frac{\cos(2\pi \omega^*_k)}{1 + e^{-\tau_k}} e^{-2j\pi \omega} + \frac{1}{(1 + e^{-\tau_k})^2} e^{-4j\pi \omega} \right|^2 \tag{32}
\]

Note that for a deterministic value \(\alpha \in \mathbb{R}\), scaling the latent component by \(\alpha z_k(t)\) do not modify the autoregressive coefficients, but only modify the variance of \(\varepsilon_k(t)\) by a factor \(\alpha^2\). Therefore, to ensure identifiability, we assume that a latent component \(z_k(t)\) has a unit variance, while \(\sigma^2_{\varepsilon k}\) is its associated weight (Equation 20).

For brevity of notation, in the following sections, we denoted AAR \((2, K)\) processes as ASAR\((K)\) models associated with a set of parameters \(\{\phi_{1,1}, \phi_{2,1}, \ldots, \phi_{1,K}, \phi_{2,K}, \sigma^2_{1}, \ldots, \sigma^2_{K}\}\).

2.4. ASAR(K) estimation method

Estimation of the parameters in an aggregated autoregressive model is still an open problem typically addressed with Kalman filters as the main estimation algorithm. Wong et al. developed an algorithm based on expectation-maximization and Kalman filters to estimate four second-order autoregressive models (ASAR \((4)\)) [52]. Gao et al. proposed using least-squares estimation enhanced with block resampling while relying on Kalman filtering for iterative parameter estimation for an ASAR \((4)\) model [46]. In both cases, previous knowledge of the signal to be analyzed was required in order to define a fixed resonating frequency \(\{\omega^*_k\}\). In [32], Pinto et al. introduced an iterative heuristic approach to estimate a general ASAR \((K)\) which is only restricted by the maximum number of components or the desired approximation error.
In this paper, we introduce an improved estimation method for an ASAR (K) model that also estimates the latent components of a signal iteratively that allows to track time-varying frequency-localized changes. The following estimation algorithm relies in three main conditions:

- The signal that has a fixed, and unknown, number of main resonating frequencies with a minimum separation $\Delta f$ among them, i.e., $|\omega_i - \omega_j| \leq \Delta f$ $\forall i \neq j$.
- The spectrum of the signal $y(t)$ is considered appropriate with the approximation error is lower than $\epsilon^*$.
- It is possible to explore only a particular region of the spectrum that has some biological interpretation, i.e. the spectrum region of interest (SROI) $\mathcal{W}^{(0)}$. Focalized tracking in frequency can reduce the number of iterations in the estimation algorithm while provide relevant and interpretable information. However, under lack of apriori knowledge, $\mathcal{W}^{(0)} = [0, \pi]$.

Therefore, given $\Delta f$ and $\mathcal{W}^{(0)}$, we propose the following estimation algorithm composed of three stages:

1. **Estimate the spectrum using a smoothed fast Fourier transform (FFT) of $y(t)$**. The spectrum is given by $S^{(0)}(\omega) = S_X^{FFT}(\omega) = \int_{-\infty}^{\infty} \mathbb{E}[y(t) y(t-\ell)] e^{-j\omega \ell} d\ell$ and it can be estimated using a smooth version of the FFT. We suggest the use of a median filter over the FFT of a zero-padded version of $y(t)$. Recall that zero-padding in time domain implies interpolating using a Dirichlet kernel in the frequency domain. Other smoothing filters can be used, but the obtained spectrum smoothness should not be excessive in order to avoid remove relevant frequency information.

2. **Fit an AR(2) model that describes the dominating frequency $\omega^*$**:
   
   1. **Define the local neighborhood**. Let $\omega^*$ be the frequency where $S^{(k)}$ has a maximum value in the SROI $\mathcal{W}^{(k)}$:
      \[ \omega^* = \min_{\omega \in \mathcal{W}^{(k)}} S^{(k)}(\omega), \quad \omega \in \mathcal{W}^{(k)} \]  
      (33)
      Then, define a Gaussian window $B(\omega; \omega^*)$ around $\omega^*$ with a standard deviation equal to the frequency separation $\Delta f$:
      \[ B(\omega; \omega^*) = \kappa_B \exp \left( -\frac{(\omega - \omega^*)^2}{\Delta f^2} \right) \]  
      (34)
      where $\kappa_B$ is a normalization factor that ensures $\sum_{\omega \in W} B(\omega; \omega^*) = 1$ in the discrete set of frequencies $W$ were estimated from the FFT algorithm. It is clear that $B(\omega; \omega^*)$ denotes the local neighborhood of the dominating frequency.

   2. **Find the optimum local SAR model**. Recall that the SAR spectrum Equation 24 and $S^{(k)}$ are smooth, and therefore, with no discontinuities in their first derivative. Therefore, we can define an $L_2$-distance between them in the neighborhood defined by $B$:
      \[ L(\omega^*, \tau) = \sum_\omega \left( S^{(k)}(\omega) B(\omega; \omega^*) - S(\omega; \omega^*, \tau) \right)^2 \]  
      (35)
      The oscillation randomness $\hat{\tau}$ can be estimated by finding the minimum value of a loss function $L(\omega)$:
      \[ \tau^* = \arg \min_{\tau} (L(\omega^*, \tau)) \]  
      (36)
3. **Update the spectrum parameters.** The portions of spectrum that were not covered by the local SAR spectrum are updated for the following iteration:

\[
S^{(k+1)}(\omega) = \left[ S^{(k)}(\omega) - S(\omega; \omega^*, \tau^*) \right]^+ \tag{37}
\]

and the SROI:

\[
W^{(k+1)} = W^{(k)} \left[ \omega^* - \frac{1}{2} \Delta f, \omega^* + \frac{1}{2} \Delta f \right] \tag{38}
\]

4. **Repeat until convergence** when either a) the error tolerance is reached \( \sum_\omega |S^{(k+1)}(\omega)| < \epsilon^* \); or b) all the SROI was covered, i.e., \( W^{(k+1)} = \emptyset \); or c) the maximum number of desired components have been estimated.

2.5. **Dyadic time partition**

ASAR(K) models provide a compact representation for stationary signals with a finite number of main frequencies. However, the model cannot be applied to non-stationary processes which frequency properties are changing over time. Nevertheless, we can address this issue by defining intervals where the local-stationarity property holds (Equation 4) such as we approximate the time-varying spectrum by piece-wise stationary spectra.

DASAR applies this concept by using a dyadic decomposition into levels and segments in the time-domain. A similar approach was also used in other non-stationary representations such as SLEX (smoothed localized complex exponential basis) and derived methods [53–56].

For a level \( i \), a signal \( x(t) \) with \( T \) points will be split into \( 2^i \) segments: \( j = 0, 1, \ldots, 2^i - 1 \). Assuming local stationarity in the segment \( j \), the spectrum can be approximated using an ASAR(K) and estimated using the algorithm of Section 2.4:

\[
S^{(i)}_j(t, \omega) = ASAR(K) + \epsilon_i(\omega) \tag{39}
\]

where \( \epsilon_i(\omega) \) is a stationary zero-mean noise. Recall that this approximation is only defined on the time interval \( t \in \left[ \frac{kT}{2^i}, (k + 1) \frac{T}{2^i} \right) \).

Note that in consequence, \( S^{(i)}_j(t, \omega) \) is described by \( K \) triplets of components \( \{(\omega_k, \tau_k, \sigma_k^2)\}_{k=1}^K \) that associates a precise central frequency \( \omega_k \), its randomness \( \tau_k \) and magnitude \( \sigma_k^2 \) of a \( k \)-th component (Section 2.3). We can improve the approximation of \( S^{(i)}_j(t, \omega) \) by choosing a higher number of components \( K \).

Thus, the spectrum (at a level \( i \)) in the interval \( t \in [0, T] \) is described by the piece-wise function:

\[
S^{(i)}(t, \omega) = \begin{cases} 
S^{(i)}_0(\omega) + \epsilon_0(\omega) & 0 \leq t < \frac{T}{2^i} \\
S^{(i)}_1(\omega) + \epsilon_1(\omega) & \frac{T}{2^i} \leq t < 2\frac{T}{2^i} \\
\vdots & \vdots \\
S^{(i)}_{2^i-1}(\omega) + \epsilon_{2^i-1}(\omega) & T\frac{2^i-1}{2^i} \leq t < T
\end{cases} \tag{40}
\]

The accuracy of this representation will be linked to the local stationarity of the division. In wavelet transforms, the frequency bandwidth of wavelet basis assume that larger segments are more suitable to represent low-frequency spectra and shorter intervals more suitable for modeling high-frequencies [57, p. 132]. We can apply a similar principle and encode the information of each level using a non-negative weight function \( \rho(i, \omega) \) that quantifies the assumed certainty of the DASAR spectrum approximation using \( 2^i \) segments at a frequency \( \omega \).
The weight function $\rho(\cdot)$ should satisfy $\sum_{i=1}^{L} \rho(i, \omega) = 1 \forall \omega \in \mathcal{W}^{(0)}$. Then, we can construct the full DASAR($L, K$) spectrum as the sum of the piece-wise spectra $S^{(i)}(t, \omega)$ for each level $i$, but using the weight function $\rho(\cdot)$ for penalizing their contribution:

$$S_X(t, \omega) = \sum_{i=0}^{L} \rho(i, \omega) S^{(i)}(t, \omega) + \nu(t, \omega) \quad (41)$$

where $\nu(t, \omega)$ is the inherent approximation error.

3. Data validation

DASAR provides a robust framework for capturing time-varying spectral properties in a time series. In this section, we validate the model with synthetic and realistic biomedical data. We compared DASAR spectrum estimations to short-time Fourier transform (STFT) spectrograms and the wavelet transform (WT) scalograms, which served as a baseline for comparison. The synthetic data enable us to compare DASAR’s ability to identify spectral changes defined a priori. Additionally, analysis with real biomedical signals would allow us to evaluate the method’s potential to generate novel descriptive features.

3.1. Synthetic experiment with chirp signals

The first validation scenario for DASAR is a non-stationary model where the ground truth is known. For our purposes, we choose to use a chirp signal as a synthetic model in which transient patterns denote extremely non-stationary frequency modulation effects. This type of signals has been recognized as a plausible model for some physical phenomena [58, p.10-11], as well as physiological processes where it has been identified as a subject-dependent epileptic EEG biomarker [5].

In our comparison analysis, we simulate a signal consisting of a 4 Hz sinusoidal component and a sinusoidal resonator with a frequency that linearly increases from 1 Hz to 3 Hz over time:

$$y(t) = 5 \sin(8\pi t) + 5 \sin(8\pi (1 + 0.01t)) + \frac{1}{2} \varepsilon(t) \quad (42)$$

where $\varepsilon(t)$ is a zero-mean white noise with a unit-variance.

3.2. Real experiment: concurrent EEG-fNIRS signals

The second validation phase involves evaluating DASAR’s performance on real biomedical signals. In order to accomplish this, we gathered signals using a custom-built instrument capable of recording high-quality concurrent EEG-fNIRS.

The custom-built device consists of three modules: hemodynamic, biopotential, and control that capture and preprocess signals. The biopotential module’s reliance on the TI-ADS1299 integrated circuit [59, 60] ensured EEG signal quality and reliability. Rashid et al. stated that, when combined with supplementary circuitry, this component may provide signal quality comparable to clinical-level EEG systems such as NuAmps (Compumedics Neuroscancopyright, Dresden, Germany) [61]. Furthermore, the hemodynamic module produces fNIRS signals, with a high signal-to-noise ratio, at three different wavelengths: 735nm, 805nm, and 850nm. The control module implemented in an integrated digital signal processing board (DSP) performs the complementary functions that interconnect and manage both modules. We refer to [62] for further details relating to the instrumentation.
4. Results and discussion

4.1. Synthetic chirp signal

A comparison between the estimates of the Wavelet scalogram, the STFT spectrogram, and the DASAR spectrogram applied on the synthetic data is shown in Figure 3. The three methods, as it can be observed, capture the time-varying frequency features of the chirp signal properly.
Figure 3: Comparison among time-frequency representations of a nonstationary signal: A) DASAR($L = 5, k = 5$) spectrum, B) Central frequency distribution of the DASAR($L = 5, K = 5$) model, C) Short-time Fourier transform (STFT), D) Wavelet transform. Note that magnitudes are expressed in decibels.
Figure 4: EEG time-frequency representations in the theta band: A) DASAR($L = 5, K = 2$) and B) DASAR($L = 5, K = 10$), C) STFT, D) WT, E) main frequencies in DASAR($L = 5, K = 2$), and F) DASAR($L = 5, K = 10$), and G) comparison of the bootstrap spectrum means between DASAR($L = 5, K = 5$), STFT and WT.
Figure 5: fNIRS-HbR time-frequency representations in the interval 0-100 mHz: A) DASAR($L = 5, K = 5$), B) STFT, C) WT, D) main frequencies in DASAR($L = 5, K = 5$), and F) their comparison of the bootstrap spectrum means.
Figure 6: fNIRS-HbO time-frequency representations in the interval 0-100 mHz: A) DASAR($L = 5, K = 5$), B) STFT, C) WT, D) main frequencies in DASAR($L = 5, K = 5$), and F) their comparison of the bootstrap spectrum means.
As expected, the level of precision of that identification varies according to the applied method. In comparison with STFT, DASAR spectrogram performs automatic filtering of the spurious components with a similar level achieved by the Wavelet scalogram.

A relevant feature that was outlined in this experiment is the intrinsic ability of DASAR to identify and track frequency-changing oscillators. Recall that in the DASAR interpretation of the time-varying spectrum, the spectrum at a time $t$ is the consequence of a finite sum of oscillating components (that could suffer some randomness in their frequency). Therefore, it is possible to visualize only those critical components to evaluate their spectrum evolution in the signal (Figure 3.D). In contrast with STFT and Wavelet, DASAR allows us to identify those main components and track them without further processing: DASAR($5,5$) was able to detect the oscillator properly with a fixed frequency of 4 Hz and the component with varying frequency from 1-3 Hz (Figure 3.B). The only required assumption, in this example, was a maximum of five components per level, i.e., a combination of 25 possible frequencies per dyadic interval.

4.2. DASAR-EEG spectrogram

In the analysis of electroencephalographic signals, we focus on the EEG theta band, i.e., the 4-8 Hz frequency range. This brainwave subset seems to be correlated with cognitive arithmetic-related tasks as it was found in problem-solving activities [69], Sternberg memory scanning [70], two-digit addition [71], and two-digit multiplication problems [72]. The comparison result with STFT, wavelet, and DASAR is summarized in Figure 4.

We must recall that the DASAR model provides time-frequency representations with different accuracy levels determined by its parameters (number of levels $L$ and oscillatory components per segment $K$). In this dataset, two possible time-frequency representations were used: DASAR($L = 5, K = 2$) (Figure 4.B,F) and DASAR($L = 5, K = 10$) (Figure 4.H,G). DASAR($L = 5, K = 2$) denoted only the two most relevant components capable of modeling each of the $2^5 = 32$ segments in which the time series is split.

Note that DASAR models were able to analyze the spectrum dynamics that emerged exclusively within the spectrum region of interest SROI $\mathcal{W}^{(0)}$. While similar constraints can be introduced to wavelet transforms using an appropriate set of wavelet scales, this mechanism is not straightforward. In the current experiment, both DASAR models were constrained to $\mathcal{W}^{(0)} = [4, 8]$ Hz.

DASAR($L = 5, K = 2$) revealed a different estimate of the time-varying EEG spectrum (opposed to STFT and WT) with no exact main component but a high-density region in the lower theta-band: 4-6 Hz. In addition, the DASAR($L = 5, K = 10$) model (with an increased number of maximum components) was used to assist in identifying the most dominant oscillation. It showed that a faint oscillator at $\sim$4.102 Hz was present during the whole session. No similar information could be drawn from the alternative time-frequency models.

Finally, we evaluated the consistency of the conclusions inferred from the three time-frequency models (DASAR, STFT, and WT) with the findings reported in the biomedical literature. For instance, Sammer et al. and Grabner et al. described an increase of the theta-band power spectrum during arithmetic tasks [71, 72]. To provide a similar metric, we standardized the magnitudes of each spectrogram (or scalogram) during the whole session, and we compared the mean spectrum for each period (arithmetic and baseline) using the boostrap method (Figure 4.H). All time-frequency methods demonstrated an increment in the average power spectrum when the participant performed an arithmetic task. However, DASAR($L = 5, K = 5$) has exhibited the most prominent spectrum difference between both conditions.
4.3. DASAR-fNIRS spectrogram

In this paper, fNIRS data analysis was restricted to those frequency components within the range 0-150 mHz [9, 73]. This region contains biomarkers associated with autoregulatory functions and, therefore, has a biological interpretation [73]. Similar to the previous analysis, we contrasted DASAR, STFT, and WT, and the results are compiled in Figure 6 (HbO) and Figure 5 (HbR).

Frequency variations on very-low-frequency intervals are very challenging to be detected using STFT or wavelet scalograms (Figure 5.C-D and Figure 6.C-D). However, some patterns were discerned using a DASAR($L = 5, K = 5$) model: two principal components have been identified throughout most of the experiment. The strongest widespread oscillator had a central frequency in the range ~97.4-97.5 mHz, and the second oscillator was located at ~48.7 mHz. Note that in the latter, the HbR spectrogram power is higher than in HbO. On the other hand, the first oscillator is strongly correlated to Mayer waves, i.e., spontaneous biological artifacts with a similar frequency originated due to arterial blood pressure [74]. The remarkable aspect of recognizing the exact subject-dependent oscillatory frequency of the Mayer waves is the possibility of removing its effect in the signal without disrupting other physiological components at close frequencies using an anti-notch filter.

Furthermore, DASAR can provide a time-frequency representation with a small set of parameters similar to wavelet packets. In our fNIRS analysis, it is noteworthy that the time-varying parameters of two key stochastic oscillators (at the frequencies mentioned above) may be enough to explain the main information denoted in the spectrum.

As a consequence, DASAR does not need any additional interpolation technique as would be required in other methods that used an FFT-based estimation method, such as SLEX [54] or STFT.

5. Conclusion

We introduced the dyadic aggregated autoregressive (DASAR) model as a robust time-frequency analysis technique. This method captures the time-fluctuating spectrum characteristics of a signal by independently modeling the spectrum of signal segments with an aggregated autoregressive model. Each autoregressive component in those aggregated segment-level models can model a single stochastic oscillator, i.e., signal sources whose frequency is assumed to be unstable but located around a finite mean value. As it was shown, the lowest-degree autoregressive model that satisfies this single-oscillator property is the second-order that DASAR uses by design (it should be noted that the proposed model is not restricted to this model order). Additionally to this structure, we have introduced a spectrum region of interest (SROI) where the time-varying spectrum estimation process will be focused. As a result, SROI can provide accurate estimates in the frequency intervals where biomedical signals are recognized to have a particular interpretation.

DASAR was applied to two types of biomedical signals: electroencephalogram (EEG) and functional near-infrared spectroscopy (fNIRS) time series during a two-digit multiplication task. Both types of signals were analyzed in a separate spectral domain: the EEG processing was focused on the theta-band: 4-8 Hz, while the fNIRS analysis was concentrated in a very-low-frequency range (10-100 mHz). In both types of signals, it was observed that DASAR
increased the contrast of the mean time-varying spectrum, between both stimuli, in comparison with the short-time Fourier transform (STFT) and complex Morlet wavelet (WT). DASAR also was able to detect subtle time-varying characteristics, such as the Mayer waves that were often neglected by the alternative methods due to its frequency scale.

From the observed results, we can emphasize three main unique characteristics of DASAR in relation to STFT and WT. First, while DASAR can estimate a similar time-frequency response as the above-mentioned methods, the spectrum mean values in the fitted AS\(_A\)R\(_K\) models can be used to precisely identify and track the main oscillating components. Second, DASAR allows interpretable frequency-focused tracking in the spectrum region of interest. Finally, DASAR provides coverage of the entire time-varying spectrum representation with a reduced number of parameters. Based on this characteristics on the simulated data and the realistic biomedical signals, we can suggest DASAR as an alternative time-frequency method to analyze hemodynamic and electrical time series.
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