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Abstract—In this work, we address the problem of maximizing fidelity in a quantum state transformation process controlled in such a way as to keep decoherence within given bounds. We consider a three-level Λ-type atom subjected to Markovian decoherence characterized by non-unital decoherence channels. We introduce fidelity as the performance index for the quantum state transformation process since the goal is to maximize the similarity of the final state density operator with the one of the desired target state. We formulate the quantum optimal control problem with state constraints where the latter reflect the fact that the decoherence level remains within a pre-defined bound. Optimality conditions of Pontryagin’s Maximum Principle in Gamkrelidze’s form are given. These provide a complete set of relations enabling the computation of the optimal control strategy. This is a novel approach in the context of quantum systems.

I. INTRODUCTION

With the increasing progress of quantum technology, the control of quantum phenomena has become a significant issue in a variety of areas such as quantum computing, quantum information processing, quantum optics, quantum chemistry, atomic and molecular physics, and nuclear magnetic resonance (NMR). Quantum control theory investigates how to drive quantum system dynamics by means of external controls so that tasks can almost ideally be performed, [30], [31], [3], [2], e.g., the application of quantum optimal control for quantum sensing, [4], and quantum simulation, [32].

Due to the extra noise and disturbances of closed-loop control methods in fragile quantum systems, the configuration of control law is considered without experimental feedback or measurement, as open-loop, in most quantum control protocols. Hence, optimal control theory (OCT) can be used as a strong tool to control quantum processes while minimizing a cost function according to the properties of quantum system, e.g., time optimal, [33], energy optimal, [29], [35], etc. Moreover, in comparison with other control methods, OCT has the key superiority of the very high versatility in the control problem formulation, which may include a wide variety of constraints, such as state, control, and mixed state-control constraints. Necessary conditions of optimality for optimal control problems in the form of the Pontryagin’s Maximum Principle (PMP) has been already considered for quantum systems since late nineties, [5], [2]. However, to the best of our knowledge, state constraints have not been considered yet. The reason for this relies on the fact that, in the presence of state constraints, the multipliers, in general, include Borel measures which make the use of them virtually impossible in computationally efficient indirect methods. However, in [1], [6], a Maximum Principle of Pontryagin in the Gamkrelidze form has been derived, which under some regularity conditions, involves nontrivial multipliers exhibiting a degree of regularity that make indirect methods computationally effective.

The paper is focused on the application of Maximum Principle of Pontryagin in the Gamkrelidze’s form, [1], for state constrained optimal control problems arising in the control of quantum systems. In this work, a three-level Λ-type atom subjected to Markovian decoherence characterized by non-unital decoherence channels is considered for which we preserve the quantum coherence within some bound specified by the state constraints. Then, by considering in the quantum state transformation process, as performance index, the quantum fidelity of density operators, we aim at maximizing the similarity of the desired target density operator with the final one.

The control of quantum decoherence has attracted much attention as an important issue which has been remained unsolved yet. Loss of coherence means non-unitary evolutions, [7], [8], leading to the loss of information and probability leakage towards the environment, which causes the lack of preservation of quantum superposition and entanglement, [9]. Under perfect isolation, a quantum system would indefinitely keep its coherence, however, the manipulation and investigation of an isolated quantum system is not possible. For instance, during the process of testing or manipulating a physical system in order to obtain numerical results, coherence is shared with the environment, and will be lost over periods of time. Until now, quantum preservation has been studied in several schemes such as quantum error-correction codes, [10], error-avoiding codes, [11], decoherence-free subspace, [12], dynamical decoupling, [13], and tracking control, [14]. In addition, a feedback control strategy based on quantum weak measurements, [15], has been investigated, however, the strategy was restricted to single-qubit systems and unital decoherence channels, while high-dimensional quantum systems have attracted much more attention in the applications of quantum control. Moreover, spontaneous emission, which can be modelled through non-unital decoherence channels, demonstrate properties different from unital decoherence channels and is typically used for decoherence modelling. Here, we take three-level quantum systems and spontaneous emission into account.

Amongst the main three quantum control problems, including quantum state preparation, transformation, and gate...
synthesis, the evolution of a quantum state from some given initial state into a desired target state is the basis of quantum computing, [16], and coherent control, [17]. The performance of such applications usually require a criterion, named fidelity, in order to be quantified. By means of comparison, fidelity provides a primary measure of closeness of two quantum states, for instance, in order to understand how accurately some given approximated calculation replicates some desired density operator, [18]. However, fidelity can also be used for analysing quantum channels instead of pure states or density operators, [19]. The concept of fidelity has been extensively used in quantum memories, [20], quantum phase-space simulations, [21], quantum teleportation, [22], etc. In addition, in quantum teleportation, fidelity between the initial state and the final state is the standard measure used to quantify the effectiveness of the process, [22].

This work has been organized as follows: first we express the master equation indicating the mathematical model of a Markovian open quantum system and the system Hamiltonian. Then, we formulate the quantum coherence for non-unital decoherence channels and the ways of quantifying fidelity. We then present a novel formulation of the optimal control problem in the context of quantum physics with state constraints. In the next section, we present the solution to the proposed quantum control problem by means of Maximum Principle of Pontryagin in Gamkrelidze form for the first time in quantum context.

II. SYSTEM DYNAMICS

According to Liouville-von Neumann equation we have

$$\dot{\rho}(t) = -\frac{i}{\hbar} [H(t), \rho(t)]$$

where $[A, B] = AB - BA$ is the commutation operator. The quantum state is represented by the density operator $\rho$, and $\hbar$ is the reduced Planck’s constant typically considered as a unit for convenience. The system Hamiltonian

$$H(t) = H_0 + H_C(u(t)) = H_0 + \sum_k u_k(t) H_k$$

determines the controlled evolution, where $H_0$ and $H_k$ indicate the free and interaction Hamiltonians, respectively. The system control can be realized by a set of control functions $u_k(t)$ in $\mathbb{R}$, which is coupled to the quantum system via time independent interaction Hamiltonians $H_k$, $k = 0, 1, 2, \ldots$. The evolution of the Hamiltonian system is unitary for closed quantum systems, so the spectrum of the quantum state is preserved. However, in many practical applications, the quantum system is open, and its evolution cannot be described by unitary transformations. The mathematical model of a Markovian open quantum system can be expressed by the master equation, [23], [24], [25], [26],

$$\dot{\rho}(t) = -\frac{i}{\hbar} [H(t), \rho(t)] + D(\rho(t))$$

where the dissipator $D(\rho(t))$ reflects the interactions between the system and the environment through different decoherence channels. Here, we consider a non-unital dissipation over finite dimensional Hilbert space, represented by

$$\mathcal{D}(\rho(t)) = \sum_{k=a,b} \gamma_k \left( L_k \rho(t) L_k^\dagger - \frac{1}{2} L_k^\dagger L_k \rho(t) - \frac{1}{2} \rho(t) L_k^\dagger L_k \right)$$

in which $L_k$ indicates the set of Lindblad operators, and $\gamma_k$ is the damping rate, [23].

Since matrices also form a vector space, and in order to tackle the complexity of multiplying $\rho$ on both sides, we can consider the Liouvillian superoperator as a matrix that multiplies the vectorized density operator $\rho$. The vecORIZATION is done through Choi-Jamiolkowski isomorphism, where

$$\text{vec}(|\psi\rangle\langle\xi|) = |\xi\rangle \otimes |\psi\rangle,$$

in which $\otimes$ indicates the tensor product. Hence, a general form of a density matrix $\rho = \sum_i \rho_{i,j} |i\rangle \langle j|$ can be written in the vectorized form $\text{vec}(\rho) = \sum_{i,j} \rho_{i,j} |j\rangle \otimes |i\rangle$. By taking the vec of the indicated master equation (2), it can be rewritten as

$$\frac{d}{dt} \text{vec}(\rho) = \mathcal{L} \text{vec}(\rho)$$

where

$$\mathcal{L} = -i \left( I \otimes H - H^T \otimes I \right)$$

$$+ \sum_k \gamma_k \left( L_k^\dagger L_k - \frac{1}{2} I \otimes L_k^\dagger L_k - \frac{1}{2} \left( L_k^\dagger L_k \right)^T \otimes I \right)$$

in which $I$ indicates the identity matrix.

III. SPECIFICATION OF THE QUANTUM CONTROL PROBLEM

Consider a $\Lambda$-type atom subjected to Markovian decoherence. In $\Lambda$-type atoms, as shown in “[Fig. 1]”, there are 3 states: $|a\rangle$, $|b\rangle$, and $|e\rangle$. In this type, $|e\rangle$ is at the highest energy level, while $|a\rangle$ and $|b\rangle$ are at lower levels. The ground states $|a\rangle$ and $|b\rangle$ can couple to the excited state $|e\rangle$ with resonance frequencies (coupling constants) $\omega_a = (E_e - E_a)/\hbar$ and $\omega_b = (E_e - E_b)/\hbar$, respectively, in which $E_a$, $E_b$, and $E_e$ indicate the corresponding eigenvalues. $\omega_a$ can also be defined in a similar way to demonstrate the resonant frequency between $|a\rangle$ and $|b\rangle$ for the atom and laser field. Since the excited state is not stable, two electrons in state $|e\rangle$ decay to the two ground states $|a\rangle$ and $|b\rangle$ at rates $\gamma_a$ and $\gamma_b$, [27]. The free Hamiltonian of such a system can be expressed as

$$H_0 = \frac{\omega_a}{3} (\rho_e - \rho_a) + \frac{\omega_b}{3} (\rho_e - \rho_b) + \frac{\omega_a}{3} (\rho_a - \rho_b)$$

where $\rho_j = |j\rangle \langle j|$. By assuming that the decay process is Markovian, the decoherence channel can be characterized by the Lindblad operator $L_k = |k\rangle \langle e|, k = a, b$ in the dissipator equation (3). In order to inhibit the decay process, we can apply a classical field such that drive the states between $|a\rangle$ and $|e\rangle$. By assuming that the transition dipole moments for the linearly polarized field are real, one can express the control field in the dipole approximation as $E(t) = u(t) \cos(\omega t + \phi)$, where $\omega$ and $\phi$ indicate the frequency and initial phase of the driving field. Hence, the control Hamiltonian is expressed as, [34],

$$H_C(t) = u(t) \left( e^{i\phi} |a\rangle \langle e| + e^{-i\phi} |e\rangle \langle a| \right) \cos(t)$$
Decoherence between two levels, excited state and ground state, is a result of the decay process from the higher level to the lower level. In this paper, we aim to preserve the coherence between the excited state $|e\rangle$ and a ground state, $|a\rangle$. We characterize the coherence function as

$$\mathcal{C} (\rho) = \sqrt{\sum_{i=1}^{2} (tr(M_i \rho))^2}$$

where $M_1 = |e\rangle \langle e| + |a\rangle \langle a|$ and $M_2 = -i(|e\rangle \langle a| - |a\rangle \langle e|)$. Here, $tr$ indicates the trace of matrix. In order to preserve the coherence during the whole evolution, we impose the following constraint:

$$\alpha c_0 \leq \mathcal{C} (\rho) \leq c_0 , \quad 0 < \alpha < 1$$

In practice, any experimental quantum state preparation or transformation is exposed to environmental noise and imperfections. Hence, one needs to quantify the degree of closeness for a pair of quantum states, i.e. the degree of accuracy of an approximate calculation for replication of some intended target density operator. Here, we have used the widely-used Uhlmann-Jozsa definition for fidelity. Hence, given two density operators $\rho(T)$, indicating the obtained density operator at the final time, and $\sigma$, representing the desired target state, fidelity is expressed as, [18],

$$\mathcal{F} (\rho, \sigma) := \left( tr(\sqrt{\sqrt{\rho(T)}\sigma\sqrt{\rho(T)}}) \right)^2.$$ (10)

The fidelity criteria signifies a security level for quantum state transformation or the effectiveness of quantum gate synthesis.

IV. OPTIMAL CONTROL FORMULATION

Consider the following optimal control problem ($P_1$)

Minimize $-\mathcal{F} (\rho, \sigma)$

subject to

$$\dot{\rho}(t) = F(\rho(t), u(t))$$

$$\rho(0) = \rho_0 \in \mathbb{R}^n \times \mathbb{R}^n$$

$$u(t) \in \mathcal{U} := \{u \in L_\infty : u(t) \in \Omega \subset \mathbb{R}^m\}$$

$$h(\rho(t)) \leq 0 \quad \forall t \in [0, T]$$

where $\dot{\rho} := \frac{d\rho}{dt}$, $t \in [0, T]$ determines the time variable. The state variable is represented by $\rho \in \mathbb{R}^n \times \mathbb{R}^n$, which is supposed to satisfy the differential constraints $\dot{\rho} = F(\rho, u)$, and $\rho_0$ is the so-called initial quantum state. The control is shown by $u(\cdot)$ as a measurable bounded function. The inequality $h(\rho(t)) \leq 0 \forall t \in [0, 1]$ defines the state constraints for the density operator. Here, we aim to maximize fidelity so that the density operator $\rho(T)$ has the maximum closeness with the target $\sigma$.

Let $(\rho^*, u^*)$ be the solution to the problem ($P_1$). The pair $(\rho^*, u^*)$ is termed as optimal if the value of fidelity is the maximum possible over the set of all feasible solutions. Then, there exist Lagrangian multipliers: $p$, $\mu$, and $\lambda$, where $p$ is an absolutely continuous function $p : [0, 1] \rightarrow \mathbb{R}^n \times \mathbb{R}^n$, $\mu$ is bounded variation, non-increasing $\mu : [0, T] \rightarrow \mathbb{R}^k$, such that $\mu(t) = cte$ on the time interval for which the state constraint is non-active, i.e., $[t \in [0, T], h(\rho(t)) < 0]$, and $\lambda \geq 0$ is non-negative. We also consider the following assumptions:

- $h(\rho(t))$ is $C^2$.
- $(\rho^*, u^*)$ is a regular control process.
- The multiplier $\mu$ is continuous.

Since Garkrelidze set of necessary conditions is used here, [1], [28], the second-order derivative for $h(\rho(t))$, which indicates state constraints, is required, [6].

V. MAXIMUM PRINCIPLE

For the indicated set of conditions, the extended Hamilton-Pontryagin function can be written as

$$\mathcal{H} (\rho, u, \pi, \mu, \sigma) = tr\left( \left( \pi - \mu \nabla \rho h \right)^\dagger F(\rho, u) \right)$$ (11)

According to Pontryagin’s maximum principle, the optimal state trajectory $\rho^*$, optimal control $u^*$, and corresponding Lagrange multiplier matrix $\pi^*$ must maximize the Pontryagin Hamiltonian $\mathcal{H}$ so that

$$\mathcal{H} (\rho^*(t), u^*(t), \pi(t), \mu(t)) \leq \mathcal{H} (\rho(t), u(t), \pi(t), \mu(t))$$

for all time $t \in [0, T]$ and for all permissible control inputs $u \in \mathcal{U}$. Additionally, the adjoint equation, and its terminal conditions imply that, Lebesgue a.e.,

$$(-\pi^\dagger(t), \dot{\pi}^*(t)) = \nabla_{\rho, \pi}\mathcal{H}(\rho^*(t), u^*(t), \pi(t), \mu(t))$$

$$\pi^\dagger(T) = \nabla_{\rho}\mathcal{F}(\rho^*(T), \sigma)$$

To satisfy the state constraint indicated in (9), we defined $h(\rho(t))$ as the following

$$h(\rho) = \left( \begin{array}{c} h_1(\rho) \\ h_2(\rho) \end{array} \right) = \left( \begin{array}{c} \mathcal{C}(\rho) - c_0 \\ \alpha c_0 - \mathcal{C}(\rho) \end{array} \right)$$

For the sake of simplicity, we define $\dot{\mathcal{F}}(\rho) = \mathcal{F}^2(\rho)$, and rewrite the constraints as

$$\mathcal{H}(\rho) = \left( \begin{array}{c} h_1(\rho) \\ h_2(\rho) \end{array} \right) = \left( \begin{array}{c} \mathcal{C}(\rho) - c_0 \\ \alpha c_0 - \mathcal{C}(\rho) \end{array} \right) \leq 0$$

Hence,

$$\nabla_{\rho} \mathcal{H}(\rho) = \left( \begin{array}{c} \nabla_{\rho} \mathcal{C}^2(\rho) \\ -\nabla_{\rho} \mathcal{C}^2(\rho) \end{array} \right)$$

(17)
in which $\nabla_\rho \mathcal{C}(\rho) = 2 \sum_{i=1}^{2} (\text{tr}(M_i \rho)) M_i$. Note that $\mu = (\mu_1 \, \mu_2)$. We can rewrite (11) as

$$\mathcal{H} = \text{tr} \left( \pi - \bar{\mu} \sum_{i=1}^{2} \text{tr}(M_i \rho) M_i \right) + \text{tr}(\rho [H, \rho] + \mathcal{D}(\rho))$$

(18)

where $\bar{\mu} = 2(\mu_1 - \mu_2)$.

From (13) we have

$$\pi^{\dagger} = \mathcal{G}(\pi^{\dagger}) - \bar{\mu} \sum_{i=1}^{2} M_i \text{tr}(\mathcal{G}(M_i^{\dagger}) \rho) + \text{tr}(M_i \rho) \mathcal{G}(M_i^{\dagger})$$

(19)

where

$$\mathcal{G}(\mathcal{X}) = -i[H(t), \mathcal{X}] + \mathcal{D}(\mathcal{X}) + \mathcal{R}_0(\mathcal{X})$$

(20)

in which

$$\mathcal{R}_0(\mathcal{X}) = \sum_k \gamma_k \left( L_k^{\dagger} \mathcal{X} L_k - L_k \mathcal{X} L_k^{\dagger} \right)$$

(21)

Hence, by vectorization we have

$$- \frac{d}{dt} \text{vec}(\pi^{\dagger}) = \mathcal{L} \text{vec}(\pi^{\dagger}) + \text{vec}(\text{cte}(\rho(t), \bar{\mu}(t)))$$

(22)

where

$$\mathcal{L} = \mathcal{G} + \sum_k \gamma_k \left( (L_k^{\dagger} \otimes L_k) + (L_k \otimes L_k) \right)$$

(23)

The boundary condition (14) at the final time is obtained by computing, [29],

$$\pi^{\dagger}(T) = \nabla_\rho \left( \text{tr} \sqrt{\rho(T)} \sigma \sqrt{\rho(T)} \right)^2$$

(24)

for which by means of Taylor expansion at the point $\rho = I$, we have

$$\sqrt{\rho} = \sum_{k=0}^{\infty} \frac{1}{k!} \frac{d^k}{d\rho^k} \sqrt{\rho} |_{\rho=I} (\rho - I)^k$$

(25)

which, in turn, under some conditions, the application of the Cayley–Hamilton theorem yields, for a certain coefficients $\alpha_k$, $k = 0, \ldots, n - 1$, being $n$ the dimension of the square matrix $\rho$,

$$\sqrt{\rho} = \sum_{k=0}^{n-1} \alpha_k (\rho - I)^k.$$

Thus, by using matricial calculus, we obtain

$$\pi^{\dagger}(T) = 2 \text{tr} \sqrt{\rho(T)} \sigma \nabla_\rho \left( \text{tr} \sqrt{\rho(T)} \sigma \right)$$

$$= 2 \text{tr} \sqrt{\rho(T)} \sigma \sum_{k=0}^{n-1} \alpha_k \sum_{i=0}^{k} \hat{\rho}(T)^i / \sqrt{\sigma} \sqrt{\rho(T)}^{k-i-1}$$

(26)

where $\hat{\rho}(T) = \rho(T) - I$.

VI. APPLICATION OF THE PONTRYAGIN MAXIMUM PRINCIPLE

Let denote the excited state as

$$\rho_e = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

(27)

and the ground states as

$$\rho_a = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \rho_b = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

(28)

The drift Hamiltonian for such system is expressed as

$$H_0 = \sum_{j=1}^{3} E_j \rho_j = 0.8 \rho_e + 0.5 \rho_a + 0.4 \rho_b$$

(29)

and the control Hamiltonian is

$$H_C(t) = u(t) \begin{pmatrix} 0 & e^{-i\phi} & 0 \\ e^{i\phi} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \cos(\omega t)$$

(30)

From (3), we have

$$\mathcal{D}(\rho(t)) = 10^{-1} \left( L_1 \rho(t) L_1^{\dagger} - \frac{1}{2} L_1 L_1^{\dagger} \rho(t) - \frac{1}{2} \rho(t) L_1 L_1^{\dagger} \right)$$

$$+ 10^{-3} \left( L_2 \rho(t) L_2^{\dagger} - \frac{1}{2} L_2 L_2^{\dagger} \rho(t) - \frac{1}{2} \rho(t) L_2 L_2^{\dagger} \right)$$

(31)

in which

$$L_1 = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad L_2 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

(32)

where $\mathcal{D}(I) \neq 0$, indicates that the Dissipation term is non-unity.

In this example, the initial state reflects the fact that the initial population distribution is mostly on the levels $\rho_1, \rho_2, \rho_3$, that is, the application of the system is expressed by

$$\mathcal{C}(\rho) = (\text{tr}(M_1 \rho))^2 + (\text{tr}(M_2 \rho))^2$$

(33)

where $M_1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$ and $M_2 = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$. Suppose that $\rho_0 = \rho_e$ is the initial state, meaning that the system remains on the excited state. Since we consider the effectiveness of our method for any pure state, we present the desired target state by

$$\sigma = \begin{pmatrix} 0 & 0 & 0 \\ 0 & \sin^2\beta & \sin\beta\cos\beta \\ 0 & \sin\beta\cos\beta & \cos^2\beta \end{pmatrix}$$

(34)

for $\beta \in [0, 2\pi)$. 5834
Now, we present a time discretized computational scheme to solve the optimal control problem associated with (P1) by using an indirect method based on the Maximum Principle. Let \( N \) be the number of discrete time subintervals. Given the smooth properties of the problems data, let us consider a uniform discretization. Thus, we consider the \( N \) points \( t_m = \frac{m}{N} \) for \( m = 0, \ldots, N - 1 \) and denote the value of any function \( f(t_m) \) by \( f_m \). We consider both the system dynamics, and the adjoint differential equation approximated by a first order Euler approximation. Higher order methods yield better approximations, but our option is made to keep the presentation simple. Let \( j = 0, \ldots \) be the iterations counter, and we denote the \( j^{th} \) iteration of the function \( f \) at time \( t_m \) by \( f_j^m \).

The control parameters to be optimized are \( u, \phi, \) and \( \omega \). Hence, from now on, the control is considered as \( V_m = (u_m^j, \phi^j, \omega^j) \), in which \( u \) depends on time, however, \( \phi \) and \( \omega \) only modify in each iteration.

The proposed algorithm is as follows:

**Step 1 - Initialization.**

Let \( j = 0 \), for \( m = 1, \ldots, N - 1 \) in (30), Initialize \( V_m = (u_m^j, \phi^j, \omega^j) \).

**Step 2 - Computation of the state trajectory.**

For \( m = 0, \ldots, N \)
Vectorize \( \rho_0^j \).
Compute
\[
\text{vec} (\rho_m^j) = e^{i\omega_m^j} \frac{1}{2} \frac{\partial x(t_m)}{\partial \rho_m^j} \text{vec} (\rho_0^j),
\]
and obtain
\[
\rho_m^j = \text{vec}^{-1} (\rho_m^j).
\]

**Step 3 - Computation of the adjoint trajectory.**

Compute \( \pi_N^j \) by using (26) with \( \rho_N^j \) computed in Step 2.
Initialize \( \mu_{1,N}^j = 0 \) and \( \mu_{2,N}^j = 0 \).
Obtain \( \text{vec}(\pi_N^j) \) and \( \text{vec}(\text{cte}(\rho_m^j, \mu_m^j)) \). For \( m = N - 1 \) to 0,
Compute
\[
\text{vec} (\pi_m^j) = e^{i\omega_m^j} \frac{1}{2} \frac{\partial x(t_m)}{\partial \rho_m^j} \text{vec} (\pi_N^j)
+ \sum_{k=m}^{N-1} \frac{1}{N} \sum_{k}^{N-1} \frac{\partial x(t_m)}{\partial \rho_m^j} \text{vec} (\text{cte}(\rho_m^j, \mu_m^j))
\]
Obtain
\[
\pi_m^j = \text{vec}^{-1} (\text{vec}(\pi_m^j))
\]
Obtain
\[
\mu_{m-1}^j = 2 \left( \mu_{1,m-1}^j - \mu_{2,m-1}^j \right)
\]
by checking

* If \( e^c(\rho_{m}^j) < c_0^2 \), then
  \[
  \mu_{1,m-1}^j = \mu_{1,m}^j
  \]
  and if \( e^c(\rho_{m}^j) > c_0^2 \), then
  \[
  \mu_{2,m-1}^j = \mu_{2,m}^j
  \]
or
* If \( e^c(\rho_{m}^j) = c_0^2 \), then
  \[
  \mu_{1,m-1}^j = \mu_{1,m}^j + \left( e^c(\rho_{m}^j) - e^c(\rho_{m-1}^j) \right)
  \]
  and if \( e^c(\rho_{m}^j) = c_0^2 \), then
  \[
  \mu_{2,m-1}^j = \mu_{2,m}^j - \left( e^c(\rho_{m}^j) - e^c(\rho_{m-1}^j) \right)
  \]

**Step 4 - Computation of the Pontryagin Hamilton function**

For \( m = 0, \ldots, N - 1 \), let \( \mathcal{H}_m^j(u, \omega, \phi) \) as
\[
\text{tr} \left( \left( \pi_m^j - \mu_m^j \sum_{i=1}^{2} \text{tr}(M_i \rho_m^j) + D(\rho_m^j) \right) \right)
\]
where \( H(u, \omega, \phi, t_m) \), from (29) and (30), is given by
\[
\begin{pmatrix}
0 & u e^{-i\phi} \cos(\omega t_m) & 0 \\
ue^{i\phi} \cos(\omega t_m) & 0.5 & 0 \\
0 & 0 & 0.4
\end{pmatrix}
\]

**Step 5: Update the control function.**

For \( m = 0, \ldots, N - 1 \), compute the values \( u_m^{j+1} \), \( \omega_m^{j+1} \), and \( \phi_m^{j+1} \) that maximize the map
\[
(u, \omega, \phi) \rightarrow \mathcal{H}_m^j(u, \omega, \phi).
\]

**Step 6: Stopping test.** For given small positive numbers \( \varepsilon_\omega, \varepsilon_\phi, \) and \( \varepsilon_u \) (tolerance errors), check whether all the following inequalities hold:
\[
|\omega^{j+1} - \omega^j| < \varepsilon_\omega \\
|\phi^{j+1} - \phi^j| < \varepsilon_\phi \\
\max_{m=0,\ldots,N-1} \{|u_m^j - u_m^{j+1}|\} < \varepsilon_u
\]
If yes, let
\[
\omega^* = \omega^{j+1} \\
\phi^* = \phi^{j+1}
\]
and for \( m = 0, \ldots, N - 1 \),
\[
u^*(t_m) = u_m^{j+1}
\]
and exit the algorithm.
Otherwise, let \( j = j + 1 \), go to Step 2.
VII. CONCLUSION
In this paper, we have shown the application of Maximum Principle of Pontryagin in Gamkrelidze’s form in maximizing fidelity in a quantum state transformation process controlled in such a way as to preserve coherence within given bounds while, simultaneously, maximizing the fidelity in the transfer of the state variable. The context of the matrix-valued probability density function, between two given state values with the dynamics of the system expressed by the Lindblad master equation was adapted. We introduced a complete set of equations enabling the computation of optimal control strategy in the presence of state constraints, which is a novel approach in the context of quantum systems. As an example, we took into account a three-level A-type atom subjected to Markovian decoherence characterized by non-unital decoherence channels. We finally introduced an algorithm to solve the proposed problem.

VIII. ACKNOWLEDGMENTS
The authors acknowledge the support of FCT for the grant 2021.07608.BD, the ARISE Associated Laboratory (LA/P/0112/2020) and R&D Unit SYSTEC-Base (UIDB/00147/2020) and Programmatic (UIDP/00147/2020) funds, and also the support of projects: SNAP (NORTE-01-0145-FEDER-000085), ATANTIDA (NORTE-01-0145-FEDER-000040), MILDLCOV (DSAI/PA/CS0086/2020), RELIABLE (PTDC/EEI-AUT/3522/2020), DYNAMICITY (NORTE-01-0145-FEDER-000073), funded by FCT and CCDRNorte.

REFERENCES
[1] A.V. Arutyunov, D.Y. Karamzin, and F. Lobo Pereira, “The maximum principle for optimal control problems with state constraints by RV Gamkrelidze: revisited”, Journal of Optimization Theory and Applications, vol. 149, 2011, pp 474-493.
[2] S.J. Glaser, U. Boscain, T. Calarco, C.P. Koch, W. Köckenberger, R. Kosloff, I. Kuprov, B. Luy, S. Schirmer, and T. Schulte-Herbrüggen, and others, “Training Schrödinger’s cat: quantum optimal control”, The European Physical Journal D, vol. 69, 2015, pp 1-24.
[3] D. d’Alessandro, “Introduction to quantum control and dynamics”, Chapman and hall/CRC, 2021.
[4] P. Rembold, N. Oshnik, M.M Müller, S. Montangero, T. Calarco, and E. Neu, “Introduction to quantum optimal control for quantum sensing with nitrogen-vacancy centers in diamond”, AVS Quantum Science, vol. 2, 2020, pp 024701.
[5] A.P. Peirce, M.A. Dahleh, and H. Rabitz, “Optimal control of quantum-mechanical systems: Existence, numerical approximation, and applications”, Physical Review A, vol. 37, 1988, pp 4950.
[6] A. Arutyunov, D. Karamzin, and F. Lobo Pereira, “A remark on the continuity of the measure Lagrange multiplier in state constrained optimal control problems”, 2018 IEEE Conference on Decision and Control (CDC), 2018, pp 49-54.
[7] Q. Ai, Y. Li, and G. Long, “Influences of gate operation errors in the quantum counting algorithm”, Journal of Computer Science and Technology, vol. 21, 2006, pp 927-932.
[8] J. Niwa, K. Matsumoto, and H. Imai, “General-purpose parallel simulator for quantum computing”, International Conference on Unconventional Methods of Computation, 2002, pp 230-251.
[9] E. Joos, and H.D. Zeh, C. Kiefer, D.J.W. Giulini, J. Kupsch, and I. Stamatescu, “Decoherence and the appearance of a classical world in quantum theory”, Springer Science & Business Media, 2013.
[10] P.W. Shor, “Scheme for reducing decoherence in quantum computer memory”, Physical review A, vol. 52, 1995, pp R2493.
[11] L.M. Duan and G.C Guo, “Prevention of dissipation with two particles”, Physical review A, vol. 57, 1998, pp 2399.
[12] P. Cappellaro, J. Hodges, T. Havel, and D. Cory, "Principles of control for decoherence-free subsystems", The Journal of chemical physics, vol. 125, 2006, pp 044514.
[13] S. Tasaki, A. Tokuse, P. Facchi, and S. Pascazio, "Control of decoherence: Dynamical decoupling versus quantum Zeno effect: A case study for trapped ions", International journal of quantum chemistry, vol. 98, 2004, pp 160-172.
[14] D.A. Lidar, S. Schneider, "Stabilizing qubit coherence via tracking-control", arXiv preprint quant-ph/0410048, 2004.
[15] J. Zhang, R. Wu, C. Li, and T. Tarn, "Protecting coherence and entanglement by quantum feedback controls", IEEE Transactions on Automatic Control, vol. 55, 2010, pp 619-633.
[16] D.G. Cory, A.F. Fahmy, and T.F. Havel, "Ensemble quantum computing by NMR spectroscopy", Proceedings of the National Academy of Sciences, vol. 94, 1997, pp 1634-1639.
[17] W.S. Warren, H. Rabitz, and M. Dahleh, "Coherent control of quantum dynamics: the dream is alive", Science, vol. 259, 1993, pp 1581-1589.
[18] Y. Liang, Y. Yeh, P.E. Mendonça, R.Y. Teh, M.D. Reid, and P.D. Drummond, "Quantum fidelity measures for mixed states", Reports on Progress in Physics, vol. 82, 2019, pp 076001.
[19] A. Gilchrist, N.K. Langford, and M.A. Nielsen, "Distance measures to compare real and ideal quantum processes", Physical Review A, vol. 76, 2007, pp 042310.
[20] T. Chaneleine, G. Heté, and N. Sangouard, "Quantum optical memory protocols in atomic ensembles", Advances In Atomic, Molecular, and Optical Physics, vol. 67, 2018, pp 77-150.
[21] M. Hillery, R.F. O’Connell, M.O. Scully, and E.P. Wigner, "Distributon functions in physics: Fundamentals", Physics reports, vol. 106, 1984, pp 121-167.
[22] S. Popescu, "Bell’s inequalities versus teleportation: What is nonlocality?", Physical review letters, vol. 72, 1994, pp 797.
[23] H.P. Breuer, F. Petruccione, and others, "The theory of open quantum systems", Oxford University Press on Demand, 2002.
[24] E.B. Davies, “Markovian master equations. II”, Mathematische Annalen, vol. 219, 1976, pp 147-158.
[25] G. Lindblad, “On the generators of quantum dynamical semigroups”, Communications in Mathematical Physics, vol. 48, 1976, pp 119-130.
[26] R. Alicki and K. Lendi, “Quantum dynamical semigroups and applications”, Springer, vol. 71, 2007.
[27] M.O. Scully and M.S. Zubairy, “Quantum optics”, American Association of Physics Teachers, 1999.
[28] A.V. Arutyunov, D.Y. Karamzin, and F. Lobo Pereira, “Investigation of controllability and regularity conditions for state constrained problems”, IFAC-PapersOnLine, vol. 50, 2017, pp 6295-6302.
[29] N.B. Dehaghi and F. Lobo Pereira, “High Fidelity Quantum State Transfer by Pontryagin Maximum Principle”, arXiv preprint arXiv:2203.04301, 2022.
[30] P. Koch, U. Boscain, and others, “Quantum optimal control in quantum technologies. Strategic report on current status, visions and goals for research in Europe”, EPJ Quantum Technology, 2022.
[31] U. Boscain, M. Sigalotti, and D. Sugny, “Introduction to the Pontryagin maximum principle for quantum optimal control”, PRX Quantum, 2021.
[32] E.T. Holland, K.A. Wendt, and others, “Optimal control for the quantum simulation of nuclear dynamic”, Physical Review A, vol. 101, 2022, pp 062307.
[33] P.G. Morrison, “Time Optimal Quantum Control of Spinor States”, arXiv preprint arXiv:1907.04397, 2019.
[34] S. Cong, “Control of quantum systems: theory and methods”, John Wiley & Sons, 2014.
[35] N.B. Dehaghi and F. Lobo Pereira, “Optimal Control of Quantum Systems by Pontryagin Maximum Principle”, U. Porto Journal of Engineering, vol. 8, 2022, pp 194-201.