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ABSTRACT

Forecasting of ocean drift trajectories are important for many applications, including search and rescue operations, oil spill cleanup and iceberg risk mitigation. In an operational setting, forecasts of drift trajectories are produced based on computationally demanding forecasts of three-dimensional ocean currents. Herein, we investigate a complementary approach for shorter time scales by using the recently proposed two-stage implicit equal-weights particle filter applied to a simplified ocean model. To achieve this, we present a new algorithmic design for a data-assimilation system in which all components – including the model, model errors, and particle filter – take advantage of massively parallel compute architectures, such as graphical processing units. Faster computations can enable in-situ and ad-hoc model runs for emergency management, and larger ensembles for better uncertainty quantification. Using a challenging test case with near-realistic chaotic instabilities, we run data-assimilation experiments based on synthetic observations from drifting and moored buoys, and analyze the trajectory forecasts for the drifters. Our results show that even sparse drifter observations are sufficient to significantly improve short-term drift forecasts up to twelve hours. With equidistant moored buoys observing only 0.1% of the state space, the ensemble gives an accurate description of the true state after data assimilation followed by a high-quality probabilistic forecast.

© 2020 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Prediction of drift trajectories in the ocean has many applications that are important to society and the environment. Examples include search and rescue operations, recovering objects lost at sea, planning of boom placements for oil spill cleanup, and preventing collisions between icebergs and offshore installations. To produce high-quality drift trajectory forecasts, it is important to have a good representation of ocean currents. This is not an easy task, as ocean currents have large natural variability and there are typically few available observations. Furthermore, the size of ocean low- and high-pressure systems, so-called eddies, is much smaller than their atmospheric counterparts, and it is challenging to place them correctly in typical grid resolutions used by operational ocean models today.
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The operational approach for drift trajectory prediction is to use the currents from the most recent ocean forecasts directly [1]. These are imported from computationally expensive ocean circulation models, such as ROMS [2], which solve the dynamic state of the ocean in three dimensions. Typically, a large portion of the simulation run-time is spent on the data assimilation, which uses available real-world observations to correct the modeled ocean states that serve as initial conditions for the next forecast. Common forecast ranges for ocean circulation models are three to five days. Operational drift trajectory forecasts at the Norwegian Meteorological Institute (MET Norway) are produced by OpenDrift [1], which is an offline trajectory model that reads the ocean current forecasts to predict drift trajectories. Although OpenDrift is computationally efficient, the ocean circulation models still require access to supercomputers.

This paper explores the option of using a recently proposed filter method applied to a simplified ocean model for efficient drift trajectory forecasting. The aim is to build a data-assimilation system that can run efficiently on commodity-level desktop computers, and also be extendable to supercomputers. We achieve this by using a simplified ocean model and a data-assimilation method that both are able to take advantage of massively parallel accelerator hardware, such as the graphical processing unit (GPU). This work is not intended as a substitute of current operational systems, but as a complementary approach, in which the predicted currents may even be updated with in-situ observations, e.g., during ongoing search and rescue operations. Furthermore, by enabling research models to run on individual desktop and laptop computers, researchers are able to do more rapid prototyping. At the same time, this work will contribute to more efficient simulations also on supercomputers, since all algorithms may be extended to run on multiple GPUs and compute nodes.

The paper is organized as follows: We start by highlighting our contributions and reviewing related work relevant for Lagrangian data assimilation with accelerated particle filters. In Section 2, we describe the data-assimilation problem and summarize the key concepts of so-called proposal-distribution particle filters. We present the simplified ocean model and model errors in Section 3, whereas Section 4 offers a detailed description of an algorithm for running the chosen particle filter on this model. The latter two sections also discuss how the GPU is used for efficient implementation of the computationally intensive components. In Section 5, we present numerical experiments of drift trajectory ensemble forecasts, using an identical-twin experiment setup designed to resemble real-world ocean currents and with configuration inspired by operational systems. Furthermore, we show and discuss the statistical validity of the forecasts and examine the computational performance of the simulations. Finally, Section 6 contains a summary and concluding remarks.

**Paper contribution.** We present an efficient GPU-accelerated data-assimilation system based on the recently proposed implicit equal-weights particle filter (IEWPF) applied to simplified ocean models described by the rotating shallow-water equations. The data-assimilation algorithm, the numerical scheme for evolving the ocean model, and the algorithm for sampling locally correlated, well-balanced random model errors are all designed to take advantage of massively parallel architectures. The data-assimilation system is tailored for observations of the ocean current obtained from either free-drifting buoys or moored buoys. We show numerical experiments for assimilating a challenging test case with near-realistic chaotic behavior, along with drift trajectory forecasts. The results show that by assimilating approximately 0.1% of the state space, the posterior ensemble mean strongly resembles the true state in the entire domain, thus enabling an accurate drift trajectory forecasts. This is also the first time that the IEWPF method is applied to high-dimensional geophysical problems. Furthermore, we show that the particle filter has well-behaved statistical properties, and that the computational efficiency of the data assimilation is well-balanced with respect to the model. To the best of our knowledge, there exists no previous massively parallel implementations of a state-of-the-art particle filter applied to a high-dimensional geophysical system.

**Related work.** Particle filters, and more generally Sequential Monte Carlo (SMC) methods, constitute a large class of numerical methods for statistical inference. It is well-known that the standard particle filter is prone to degeneracy in high-dimensional systems [3–5], and there have been several attempts at designing particle filters without this limitation. A few such particle filters have been used on high-dimensional, near-realistic applications in the geosciences. Ades and van Leeuwen [6] use the equivalent-weights particle filter on a high-dimensional, simplified, ocean model based on the barotropic equations, showing that it is possible to avoid the degeneracy problem in high-dimensional systems, at the cost of a biased estimate. Although the scheme performed well, the bias grows with ensemble size. Poterjoy, Sobash and Anderson [7] use a local particle filter on the weather research and forecasting model, in which the bootstrap particle filter is applied locally to observations, and particle states are merged in state space between the locations of the observations. However, it remains problematic to glue particles from these local updates together to full particles that span the whole model domain. The needed smoothing can easily destroy delicate balances in the flow. Furthermore, the minimum size of the local areas is set by physical length-scale constraints, typically meaning that too many observations are within a local domain to avoid degeneracy. In practice, a minimum weight value is set, meaning that not all information is extracted from the observations. Hence, localization is not solving the problem. A recent review by van Leeuwen et al. [8] discusses most recent developments on particle filters for high-dimensional geophysical systems.

Several implementations of standard particle filters for parallel architectures such as GPUs exist, but mainly within other scientific disciplines than geosciences. Lopez et al. [9] present GPU-implementations of a particle filter (with sequential importance resampling) and auxiliary particle filter to detect anomalies in manufacturing processes, and show sufficient performance for real-time application. Gelencsér-Horváth et al. [10] introduce a modified cellular particle filter with Metropolis resampling on the GPU for real-time applications. LibBi [11] is a software package for state-space modeling and Bayesian inference capable of utilizing GPUs. Several particle filters are implemented in LibBi, e.g., particle Markov Chain Monte Carlo
(pMCMC) and SMC\textsuperscript{2}. Other methods in LibBi include the Extended Kalman Filter (EKF) and parameter optimization routines. Bai and Hu [12] demonstrate particle filter-based data assimilation for simulation of wildfire spread, with parallel sampling and weight computation based on the MapReduce programming model. In a more recent work, Bai et al. [13] describe more efficient routing of particles between processing units in the resampling step of a distributed particle filter.

Other data-assimilation methods have also been subject to GPU-accelerations. Blattner and Yang [14] give a performance study of a GPU-implementation of the local ensemble transform Kalman filter, and Wei and Huang [15] explore a GPU-based implementation of the EKF, and Quinn and Abarbanel [16] present a general path integral Monte Carlo approach applied to a neuron model. They all report massive speed-ups on the order 100-1000 over CPU implementations. Theoretical speed-up based on hardware specifications for FLOPS and memory bandwidth is on the order 10 [17].

Assimilation of Lagrangian data is challenging due to the potential complexity of the trajectories and the need for transforming the data into Eulerian velocity data (for fixed-grid or spectral numerical models). Apte, Jones and Stuart [18] use particle smoothing for assimilating Lagrangian data from drifters and present three methods for sampling from the exact posterior probability density function based on the Langevin equation and the Metropolis-Hastings algorithm. Their methods are shown to produce better results than the ensemble Kalman filter using perturbed observations. Spiller, Apte and Jones [19] use both particle filtering and smoothing (exact posterior sampling) for assimilating Lagrangian data from gliders and drifters. They propose a new observation operator to deal with the high uncertainty in the locations of the observations. Spiller et al. [20] investigate the divergence of a particle filter for the point-vortex model. They introduce backtracking particle filters and show that the filters outperform EKF for the two-point vortex system. Other methods than particle filters and smoothers have also been successfully implemented [21–25].

2. The data-assimilation problem

There are many potential sources for errors in the simulation of atmospheric and oceanographic processes. These errors may arise from physical processes missing in the mathematical model, discretization errors in the numerical method, sub-grid effects that cannot be resolved in the discretized model, and uncertainties in model parameters, initial conditions, forcing and boundary conditions. Hence, we do not only wish to simulate the behavior of the unknown physical state, denoted by $\psi$, but rather its probability density function (pdf), $p(\psi)$. As geophysical applications tend to be very high-dimensional and driven by nonlinear processes, an analytic description of $p(\psi)$ is generally unobtainable, and an ensemble-based Monte-Carlo simulation is one way to measure the uncertainties in the system. In its simplest form, ensemble-based statistical simulation consists of a set of $N_e$ independent state vectors $\{\psi_i\}_{i=1,..,N_e}$, which are initialized according to uncertainties in the model parameters and initial conditions. The state of each ensemble member is then simulated independently according to the model equation,

$$\psi^n_i = M(\psi^{n-1}_i) + \beta^{n-1}_i, \quad \text{for } n = 1, 2, ...,$$

in which the model $M$ evolves the solution deterministically from time $t^{n-1}$ to $t^n$, and $\beta^{n-1}_i$ is an optional stochastic variable that represents realizations of the errors in the model. The pdf of the system can then be represented through the statistical properties of the resulting ensemble, e.g., as

$$p(\psi^n) = \frac{1}{N_e} \sum_{i=1}^{N_e} \delta(\psi^n - \psi^n_i),$$

in which $\delta$ is the Dirac delta function.

If an observation $y^n$ of the system is available at time $t^n$, this information can be used to improve the obtained probability density. Typically, the observation is also influenced by uncertainty, as

$$y^n = H(\psi^n_{\text{true}}) + \epsilon^n,$$

in which $H$ is the observation operator that maps the true state $\psi^n_{\text{true}}$ to observation space and $\epsilon^n$ is a stochastic observation error. The observations typically only cover parts of the system, so that the size of the observation vector (denoted $N_y$) is smaller than the size of state vector (denoted $N_\psi$). This is particularly true for geophysical systems, for which it is normal that $N_y \ll N_\psi$ (e.g., $y$ can be the value and direction of the ocean current at a single point in space and time). Because of this, we can not simply replace the observed parts of $\psi^n$ with the values in $y^n$ directly, and we have to consider the conditional pdf $p(\psi^n | y^n)$. The data-assimilation problem consists of finding this conditional density, and its fundamental building block is Bayes' theorem:

$$p(\psi^n | y^n) = \frac{p(y^n | \psi^n)p(\psi^n)}{p(y^n)},$$

The original pdf $p(\psi^n)$ is here termed the prior probability, as it represents our understanding of the system prior to assimilating the information in the observation. The likelihood $p(y^n | \psi^n)$ expresses the probability of observing $y^n$ under the
assumption that \( \psi^n \) is the true state of the system. The marginal probability \( p(y^n) \), i.e., the probability of observing \( y^n \), acts mainly as a normalization constant and ensures that the resulting posterior probability density is a pdf.

### 2.1. Standard particle filter

The standard particle filter is an ensemble-based data-assimilation technique that uses a direct evaluation of Bayes theorem. Each particle (equivalent to an ensemble member), \( \psi_i \), is assigned a weight \( w_i \) that gives the relative importance of that particle in the ensemble. Typically, all \( N_e \) particles are initialized with weight \( w_i^0 = 1/N_e \), as they are sampled independently from the pdf of the initial conditions, \( p(\psi^0) \). Each particle is then simulated independently according to (1) until observation time \( t^n \). By applying (4) directly with (2) as the prior density, and by considering the marginal probability as a normalization constant, the posterior distribution is expressed as

\[
p(\psi^n | y^n) \propto \sum_{i=1}^{N_e} \frac{p(y^n | \psi^n_i)}{\sum_{j=1}^{N_e} p(y^n | \psi^n_j)} \delta(\psi^n - \psi^n_i) \\
= \sum_{i=1}^{N_e} w_i^n \delta(\psi^n - \psi^n_i).
\]

(5)

Here, the likelihood is used to update the weights \( w_i^n \) for each particle, so that the posterior is represented by a weighted discrete distribution. We can evaluate the likelihood if we know the pdf for the observation. For instance, if the observation error is Gaussian, \( \epsilon^n \sim N(0, R) \), the weight for particle \( \psi_i \) becomes

\[
w_i \propto \exp \left[ -\frac{1}{2} (y^n - H(\psi^n_i))^T R^{-1} (y^n - H(\psi^n_i)) \right].
\]

(6)

As some particles inevitably end up with very low weights, they no longer carry significant statistical value. To improve the statistical coverage in the high-probability regions, the ensemble is resampled according to the weight distribution in (6), so that \( \{ \psi^n_i \}_{i=1,...,N_e} \sim p(\psi^n | y^n) \). All weights for the resampled particles are then reset to \( 1/N_e \). This is known as sequential importance resampling. Several schemes can be used for this resampling [4], and in this work we consider the residual resampling scheme [26]. Note that if the model (1) has \( \beta = 0 \), it is important that duplicated particles are given a perturbation to avoid ensemble collapse and completely overlapping particle trajectories. With a stochastic model, however, exact duplications will evolve differently through independent realizations of \( \beta_i \).

One of the main advantages of the standard particle filter is that it preserves all physical properties throughout the simulation, as the final particles are generated from successful simulation runs and not through manipulation of the state vectors. A drawback, however, is that the ensemble is prone to collapse when the dimension of the observation space increases [3–5]. In high-dimensional systems, all particles end up in the tail of the likelihood, with the consequence that only very few particles (perhaps even just one) gain a much higher weight than all others. The distribution then collapses as all \( N_e \) particles are resampled from few (or a single) particles that have non-zero weights. This problem is often referred to as the curse of dimensionality.

### 2.2. The implicit equal-weights particle filter

One technique used for overcoming the curse of dimensionality is to sample the states \( \psi^n_i \) from a proposal density, \( q \), with an appropriate compensation in the weights. First, (1) shows that the pdf of the state at time \( t^n \) is related to that of the previous time by the Markovian property

\[
p(\psi^n) = \int p(\psi^n | \psi^{n-1}) p(\psi^{n-1}) d\psi^{n-1} \approx \frac{1}{N_e} \sum_{i=1}^{N_e} p(\psi^n | \psi^{n-1}_i),
\]

(7)

where we assumed that all particles have the same weight at time \( t^{n-1} \). In the standard particle filter, we draw the evolution of the particle from \( p(\psi^n | \psi^{n-1}_i) \), which is equivalent to solving the model equation for one time step. We can choose it differently, by first multiplying and dividing the argument of the integral by a proposal density \( q \) and then draw the particle evolution from that density.

\[
p(\psi^n) = \frac{1}{N_e} \sum_{i=1}^{N_e} \frac{p(\psi^n | \psi^{n-1}_i)}{q_i(\psi^n | \psi^{n-1}_i)} q_i(\psi^n | \psi^{n-1}_i, y^n).
\]

(8)

We have large freedom in how to choose \( q \), but the support of \( q \) is required to be equal to or larger than the support of \( p(\psi^n | \psi^{n-1}_i) \), and it should preferably be easy to sample from. Here, the proposal is chosen to be conditioned on the
observation $y^n$ and all particle states at the previous time step, $\psi^{n-1}_{i:Ne}$, and it depends on the parent state $\psi^{n-1}_i$ via index $i$. Using the proposal density in Bayes theorem (4) gives us

$$p(\psi^n | y^n) = \frac{1}{Ne} \sum_{i=1}^{Ne} \frac{p(y^n | \psi^n)p(\psi^n | \psi^{n-1}_i)}{p(y^n)q_i(\psi^n | \psi^{n-1}_i, y^n)} q_i(\psi^{n-1}_i | \psi^{n-1}_{i:Ne}, y^n).$$

(9)

By now sampling $\psi^n_i \sim q_i(\psi^n | \psi^{n-1}_i:Ne, y^n)$, the posterior becomes

$$p(\psi^n | y^n) = \sum_{i=1}^{Ne} w^n_i \delta(\psi^n - \psi^n_i), \quad \text{with} \quad w^n_i = \frac{p(y^n | \psi^n_i)p(\psi^n_i | \psi^{n-1}_i)}{Ne p(y^n)q_i(\psi^n_i | \psi^{n-1}_i:Ne, y^n)}.$$

(10)

One choice of $q$ is the optimal proposal density [27], in which $q_i(\psi^n | \psi^{n-1}_i, y^n) = p(\psi^n_i | \psi^{n-1}_i, y^n)$. By considering a linear observation operator $H$ and Gaussian model and observation errors, $\beta \sim N(0, Q)$ and $\epsilon \sim N(0, R)$, the optimal proposal density is equivalent to $N(\psi^n_i, P)$, with

$$\psi^{n,a}_i = M(\psi^{n-1}_i) + Q H^T (H Q H^T + R)^{-1} d^n_i$$

(11)

and

$$P = (Q^{-1} + H^T R^{-1} H)^{-1},$$

(12)

in which

$$d^n_i := y^n - HM(\psi^{n-1}_i)$$

(13)

called the innovation for particle $i$. The proposal is optimal in the sense that it gives optimal variance in the weights for proposals of the form $q(\psi^n | \psi^{n-1}_i, y^n)$, but as it turns out, it is not sufficient to avoid ensemble degeneracy [3,5,28].

The main particle filter we will use in this work is an extension of the implicit equal-weights particle filter (IEWPF). In the IEWPF [29], $q$ is chosen similar but not identical to the implicit particle filter [30] by choosing the new particles as

$$\psi^n_i = \psi^{n,a}_i + \alpha_i^{1/2} p^{1/2} \xi_i,$$

(14)

in which $\xi_i$ is a draw from the standard multivariate Gaussian distribution $\xi_i \sim N(0, I)$ and $\alpha_i$ is a function of both $\xi$ and $\psi^{n-1}_i$. Furthermore, we choose $\alpha_i$ such that the weights of all particles become equal to a target weight, which is equal to the lowest optimal proposal weight of all the particles. This choice is needed to ensure that we keep all particles in the ensemble, but comes with two drawbacks. Firstly, when the number of particles increases, the worst particle will be located further and further away from the observations, so the scheme enforces all particles to move further away from the observations. Secondly, numerical experiments show that the spread of the particles becomes underestimated in low-dimensional systems (its behavior in high-dimensional systems is harder to assess as we do not know the true answer). Not withstanding these negatives, the IEWPF is the first particle filter that has uniform weights in high-dimensional systems.

To alleviate these two issues, Skauvold et al. [31] extended the scheme by proposing an update equation for each particle of the form:

$$\psi^n_i = \psi^{n,a}_i + \alpha_i^{1/2} p^{1/2} \xi_i + \beta^{1/2} p^{1/2} \nu_i,$$

(15)

in which $\nu_i$ is a second random vector $\nu_i \sim N(0, I)$ and $\beta$ is a covariance scaling parameter common to all particles. The introduction of the new term enables us to remove the underestimation of the particle spread by tuning $\beta$. Furthermore, we can choose $\alpha_i$ and $\beta$ such that the target weight is equal to the mean of the optimal proposal weights. The consequence of this choice is that the particles are not forced away from the observations when the ensemble size increases. With this, both problems are solved, and this new scheme is the basis for our numerical experiments. Details of the scheme are given in Appendix A.

3. Simplified ocean model for massively parallel architectures

Traditional ocean circulation models [2,32] are generally written to resolve as many of the physical processes in the ocean as possible, and typically consider conservation of mass, momentum, energy, and tracers (salt and temperature) in three dimensions. This makes them very computationally demanding and limits the feasible number of ensemble members. The number of members in an operational ensemble prediction system today is usually between 10 and 100. Instead of a full three-dimensional ocean circulation model, we assume that the vertical velocities are negligible compared to the horizontal movement, and let the nonlinear shallow-water equations in a rotational domain serve as a simplified model. Thus, we vastly reduce the state space of the problem. In operational settings, the simplified model may be initialized based on the
most recent ocean state from a traditional ocean circulation model, and be used for to forecast short-term ocean currents. Furthermore, drift of Lagrangian objects in the ocean are typically driven by the ocean currents, wind, and wave-induced forces (Stokes drift) [33], whereas in this work we only consider the contribution from the ocean currents.

The shallow-water equations are in the class of hyperbolic conservation laws, which are often solved using explicit finite-volume methods [34]. This class of problems is well-suited for efficient implementation on massively parallel hardware, such as GPUs [35–37]. By also carefully tailoring the data-assimilation algorithms to use local operations, we are able to run the most computationally demanding parts of the code on the GPU. Control flow and intrinsic serial operations, however, are still carried out on the CPU. This way, we use each processor type for the task which it is best suited for. Through this approach, we can efficiently run an ensemble of a simplified ocean model on commodity-level desktop computers, reducing the requirements for access to supercomputers.

The GPU is an extreme case of a many-core processor, with hundreds or thousands of simple cores. Measured in floating-point operations per second (FLOPS), a standard desktop GPU surpasses the performance of the top supercomputer in the world ten years ago [38], and is today roughly ten times as fast as the CPU. GPUs were initially designed for efficient graphics operations, but have become increasingly popular for general-purpose computing over the last 15 years. Due to their design for optimized throughput of data-parallel operations and low prices driven by the gaming market, they became attractive accelerators when the steadily increasing CPU clock frequency came to an end [39]. Programming languages such as CUDA and OpenCL, and easy access to highly specialized third-party libraries,3 debuggers and profilers, have further contributed to make them accessible for a wide range of computational problems.

The programming model of the GPU is accessed through kernels, which are programs written in specialized languages for running on the GPU in a SIMD/SIMT (Single Instruction, Multiple Data/Threads) fashion. The threads are organized in blocks, which again are organized in a grid. The grid (and blocks) can be one-, two- or three-dimensional, and the ideal choice of block-size configuration, denoted by \((b_x, b_y)\), will vary for different kernels and for different GPUs. Each thread can communicate with other threads in the same block through the shared memory, which can be described as a programmable cache or scratchpad memory. Communication between threads in different blocks, however, requires costly global synchronization. The GPU does not share the main CPU memory, and all required data therefore needs to be explicitly transferred between the GPU and CPU. This operation is relatively expensive and should be minimized for optimal performance. For a more thorough introduction to GPU computing; see, e.g., Sanders and Kandrot [40].

To achieve both computational performance and code development efficiency, we treat the computational intensive part of the code and the program flow in different ways. PyCUDA [41] is a Python package that exposes the complete CUDA run-time API and allows us to call native GPU kernels written in CUDA directly from Python. This way, one can write the program flow, as well as pre- and post-processing of the specific applications, in high-level Python, and at the same time ensure that the computationally expensive simulation loop runs as efficient as possible through low-level CUDA C/C++. By taking advantage of widely available and popular packages – including NumPy [42] and matplotlib [43], and environments such as the Jupyter Notebook [44] – the code and experiments can be developed efficiently through rapid prototyping.

In the remainder of this section we give an overview of the model and the model errors, and show how we utilize the GPU to increase computational efficiency.

3.1. The simplified ocean model

The shallow-water equations consider three conserved variables; the elevation \(\eta\) of the free surface relative to its equilibrium level, and the volume transport \(hu\) and \(hv\) along the abscissa and ordinate, respectively. The equilibrium depth is given by \(H_{eq}\) and is here assumed to be constant, so that the full height of the water column becomes \(h = H_{eq} + \eta\). With gravitational acceleration \(g\) and Coriolis parameter \(f\), the shallow-water equations can be written

\[
(\eta)_t + (hu)_x + (hv)_y = 0, \tag{16}
\]

\[
(hu)_t + \left(hu^2 + \frac{1}{2}gh^2\right)_x + (huv)_y = fhv,
\]

\[
(hv)_t + (huv)_x + \left(hv^2 + \frac{1}{2}gh^2\right)_y = -fhu.
\]

The equations represent a hyperbolic conservation law, and can be written in vector form as

\[
\psi_t + F(\psi)_x + G(\psi)_y = S_f(\psi), \tag{17}
\]

for a state vector \(\psi = [\eta, hu, hv]^T\). Here, \(F\) and \(G\) are flux terms along the abscissa and ordinate, respectively, and \(S_f\) consists of the source terms due to the Coriolis forces.

The model operator \(M(\psi)\) will be the numerical scheme that solves (16) and evolves the state forward in time. We use the high-resolution central-upwind scheme proposed by Chertock et al. [45], but with a reformulation that avoids the
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The expensive recursive formulation of Coriolis potential terms [46]. The scheme is designed to be well-balanced with respect to the geostrophic balance,

\[ hu = -\frac{g \text{H}_{eq}}{f} \frac{\partial \eta}{\partial y} \text{ and } hv = \frac{g \text{H}_{eq}}{f} \frac{\partial \eta}{\partial x}, \]

which permits rotating steady-state solutions by balancing the gravitational and Coriolis forces. The numerical scheme is solved on a Cartesian grid \( \Omega^M \) consisting of \( N_M = n_x \times n_y \) cells. The size of each cell is \( \Delta x \times \Delta y \), so that the cell with index \((j, k)\), containing the value \( \psi_{j,k} \), is the cell centered at \((x_j, y_k) = \left( \left(j + \frac{1}{2}\right) \Delta x, \left(k + \frac{1}{2}\right) \Delta y \right)\).

The total size of the state vector \( \psi \) then becomes \( N_{\psi} = 3N_{M}. \) The time integration is solved by a second-order strongly-stability-preserving Runge-Kutta method. The total error \( \delta \eta \) is generated by introducing a random vector \( \xi \sim N(0, I) \) and applying a covariance operator,

\[ \beta = Q^{1/2} \xi. \]

This error is added to the model state after each model time step \( \Delta t \). We design the covariance operator based on two requirements. First, since we aim to implement all components of the data-assimilation system to run efficiently on massively parallel architectures, we design the covariance operator \( Q^{1/2} \) in terms of local operations. Second, it is important that the stochastic model error does not introduce discontinuities or non-physical model states to the solution.

To make the perturbation of the ocean surface \( \delta \eta \) sufficiently smooth, it is generated according to a second-order auto-regressive (SOAR) function given by

\[ \delta \eta_{j,k} = \sum_{a=1}^{n_x} \sum_{b=1}^{n_y} Q_{\text{SOAR}}^{1/2} (\Omega_{j,k}, \Omega_{a,b}) \xi_{a,b}, \]

in which

\[ Q_{\text{SOAR}}^{1/2} (\Omega_{j,k}, \Omega_{a,b}) = q_0 \left( 1 + \frac{\text{dist}(\Omega_{j,k}, \Omega_{a,b})}{L_0} \right) \exp \left[ -\frac{\text{dist}(\Omega_{j,k}, \Omega_{a,b})}{L_0} \right]. \]

Here, \( q_0 \) is a scaling parameter for the amplitude of \( \delta \eta \). \( L_0 \) is a measure of the correlation length scale, and \( \text{dist}(\Omega_{j,k}, \Omega_{a,b}) \) is the Euclidean distance between the center of the cells with indices \((j,k)\) and \((a,b)\). Since the covariance between points that are far from each other relative to \( L_0 \) becomes zero, the computational work can be limited to operate on local data points only, and this satisfies the first design requirement. Equation (22) can then be written as

\[ \delta \eta_{j,k} = \sum_{a=j-c_{\text{SOAR}}}^{j+c_{\text{SOAR}}} \sum_{b=k-c_{\text{SOAR}}}^{k+c_{\text{SOAR}}} Q_{\text{SOAR}}^{1/2} (\Omega_{j,k}, \Omega_{a,b}) \xi_{a,b}, \]

in which \( c_{\text{SOAR}} \) is our cut-off value, tuned so that there are no contribution to \( \delta \eta_{j,k} \) from a distance larger than \( c_{\text{SOAR}} \min(\Delta x, \Delta y) \) from cell \( \Omega_{j,k} \). Operations such as (24) are very well suited for implementation on the GPU.
number grid $\Omega^R$, on which the standard normal distributed random numbers $\xi$ are sampled, and apply the SOAR function here. We choose the discretization of $\Omega^R$ so that we obtain a good trade-off between computational efficiency of (24), while maintaining a good spread of information within the correlated areas. The coarse grid will have grid cells of size $(\Delta x, \Delta y) = c_2 (\Delta x, \Delta y)$, where $c_2$ is an odd number representing the coarseness of $\Omega^R$. Values on $\Omega^R$ are interpreted as point values, and we denote the number of grid points in $\Omega^R$ by $N_R$. By requiring that $c_2$ is odd, we ensure that the point values defined on $\Omega^R$ are co-located with cell centers of $\Omega^M$, as shown in Fig. 1. Furthermore, we choose the coarsening factor $c_2$ so that the cut-off factor in (24) can be chosen as $c_{\text{SOAR}} = 2$. After having obtained $\delta \eta$ on $\Omega^R$ through (24), we use bicubic interpolation, denoted by the operator $I_2$, to obtain cell-averaged values on $\Omega^M$.

To avoid that the perturbation $\beta$ produces non-physical model states (the second design requirement), we use (18) to ensure that $\beta$ is in geostrophic balance. By discretizing (18) with central differences on the $\Omega^M$ grid, $\delta hu$ and $\delta hv$ are found from $\delta \eta$ by

$$
\delta hu_{j,k} = -\frac{gH_{eq} \delta \eta_{j,k+1} - \delta \eta_{j,k-1}}{2\Delta y} \quad \text{and} \quad \delta hv_{j,k} = \frac{gH_{eq} \delta \eta_{j+1,k} - \delta \eta_{j-1,k}}{2\Delta x}.
$$

(25)

This operation is denoted by $Q_{\text{GB}}^{1/2}$. It should be noted that the derivatives of $\delta \eta$ are approximated by (25), even though they are analytically available directly from the bicubic interpolation. The reason is that geostrophic balance is only maintained by the numerical scheme with respect to the grid resolution. The bicubic surface, however, is continuously defined and will typically contain oscillations on sub-grid scale, meaning that the derivatives of the bicubic surface often will not be represented by the discrete values on the grid. The central differences in (25) are therefore better suited for generating a model state that is in balance under the numerical scheme.

Evaluating the complete model error now consists of four operations,

$$
\beta = Q^{1/2}_R \xi = Q^{1/2}_R I_2 Q^{1/2}_{\text{SOAR}} \xi, \quad (26)
$$

in which the first step is to sample $\xi \sim N(0, 1)$. Note that $Q^{1/2}_R$ and $Q^{1/2}_{\text{SOAR}}$ are linear operators, whereas $I_2$ is a nonlinear stencil. The input and output for each of the operations are

$$
Q^{1/2}_R : \Omega^R \rightarrow \Omega^R, \quad I_2 : \Omega^R \rightarrow \Omega^M, \quad Q^{1/2}_{\text{SOAR}} : \Omega^M \rightarrow 3 \times \Omega^M.
$$

(27)

making the covariance operator act as

$$
Q^{1/2} : \Omega^R \rightarrow 3 \times \Omega^M.
$$

(28)

These operations are illustrated in Fig. 2. First, the random field $\xi$ is sampled on the coarse grid $\Omega^R$, and the SOAR operator $Q^{1/2}_{\text{SOAR}}$ is applied to generate a coarse correlated field. Then, the correlated field is interpolated onto the computational grid $\Omega^M$ using $I_2$, and $\delta hu$ and $\delta hv$ are computed to be in geostrophic balance with respect to $\delta \eta$.

It should be noted that our choice of the model error leads to a non-symmetric square root $Q^{1/2}$, and that this implementation-oriented definition of $Q^{1/2}$ makes use of significantly fewer random numbers than variables in the state vector. Using $c_2 = 3$, illustrated in Fig. 1, as an example, we sample one random number for every nine $\eta$ variables, and none for $hu$ and $hv$, since $\delta hu$ and $\delta hv$ are computed from (25). This results in one random number for every 27 state variables. It should finally be noted that because $Q^{1/2}$ is a nonlinear operator due to the bicubic interpolation, the $\beta$’s are not strictly Gaussian distributed. This, however, is not a problem as the covariance of the $\beta$’s is still symmetric positive semi definite.
The small scale model perturbation \( \beta = [\delta \eta, \delta hu, \delta hv]^T \) is generated by first sampling random numbers from a standard normal distribution \( \xi \sim N(0, I) \) on the coarse grid \( \Omega^R \). We then give the random field a covariance structure according to the SOAR function \( Q_{\text{SOAR}}^{1/2} \), before interpolating the coarse random field onto the fine model grid \( \Omega^M \) through \( I_\Omega \) to get \( \delta \eta \). Finally, we calculate the corresponding momentum \( \delta hu \) and \( \delta hv \) to impose geostrophic balance.

### 3.3. Efficient implementation of model errors

The SOAR function, bicubic interpolation, and geostrophic balance are all local stencil operations that are simple to parallelize, as each element of their output can be found independently from all other output elements. Generation of random numbers \( \xi \) can further be done through the cuRAND library available through the CUDA toolkit. The sampling of \( \beta \) is therefore well-suited for implementation on the GPU.

The SOAR function in (24) with \( c_{\text{SOAR}} = 2 \) consists of a stencil operation depending on \( 5 \times 5 \) input values centered on the target cell. We use one GPU thread per output element. To minimize the amount of data read from global memory, all threads within the same block cooperate to read the collectively required input data into shared memory.

In the bicubic interpolation \( I_\Omega \), each value in the fine grid \( \Omega^M \) depends on the \( 4 \times 4 \) points in the coarse grid \( \Omega^R \) that surrounds its position. This means that the \( c_x \times c_y \) output values that are located between the same four coarse grid points have overlapping data dependencies. We still apply one GPU thread per output element, and obtain geostrophically balanced \( \delta hu \) and \( \delta hv \) within the same kernel. Each block computes \( (b_x + 2) \times (b_y + 2) \) values of \( \delta \eta \) and stores them temporarily in shared memory, so that \( b_x \times b_y \) values of \( \delta hu \) and \( \delta hv \) efficiently can be computed using (25).

The memory footprint of obtaining \( \beta \) is two buffers of size \( N_B \), holding \( \xi \) and the result from \( Q_{\text{SOAR}}^{1/2} \xi \), respectively. The memory footprint of the random number generator comes in addition to this. Note that we never store \( \beta \) itself, but add it directly into the state vector \( \psi \).

### 3.4. Synthetic truth and observations

The experiments in this paper are so-called identical twin experiments, meaning that the same model equations are used to generate the synthetic true state and to evolve the ensemble. The true state \( \psi_{\text{true}} \) is generated from a known set of initial conditions by running the numerical scheme with stochastic model errors as described above. Furthermore, \( N_D \) Lagrangian drifters (drifting buoys) are simulated to be advected passively along the ocean current according to a simple forward Euler integration scheme.
Our data-assimilation experiments make use of two types of observations. The first type is based on “GPS” tracking of drifters, and we denote the position of drifter $d$ at observation time $t_m$ by $(x_d^m, y_d^m)$. Since the location of a drifter at a single point in time gives no information about the underlying ocean currents, we use the difference in two subsequent drifter locations to estimate the drifter velocity, which in our model represents the current. The observation $y_d^m$ then becomes

$$y_d^m = \left[ \frac{x_d^m - x_d^{m-1}}{t_m - t_{m-1}} H_{eq}, \frac{y_d^m - y_d^{m-1}}{t_m - t_{m-1}} H_{eq} \right] + \epsilon_d^m,$$

in which $\epsilon_d^m \sim N(0, R)$ is the observation error. Note that the observation is chosen to be an estimate of the state variables $hu$ and $hv$, but where we have ignored the contribution of the unobserved sea-surface level $\eta$. This simplifies the observation operator $H$ to be the state values in the cell corresponding to the drifter position. If drifter $d$ is observed at location $(x_d^m, y_d^m)$, and this is a point within cell $\Omega_d^M$, the observation operator applied to a particle state $\psi_i^m$ becomes

$$H (\psi_i^m, (x_d^m, y_d^m)) = \left[ (hu_i^{m})_{j,k}, (hv_i^{m})_{j,k} \right]^T.$$

The size of the observation vector becomes $N_y = 2N_d$.

One challenge with the above observation is the unobserved value of the sea-surface level $\eta$, as it in general is not negligible compared to $H_{eq}$, and therefore introduces a bias in (29). To compensate for this, we use the best available estimate for $\eta$, namely the simulated $\eta$ for each individual particle, and define the innovation related to drifter $d$ for particle $i$ as

$$d_{i,d}^m = y_d^m \frac{H_{eq}}{H_{eq}} + (\eta_d^m)_{j,k} - H (\psi_i^m, (x_d^m, y_d^m)).$$

The second observation type is observations from moored buoys, referred to simply as moorings in the remainder of the paper, that give Eulerian point measures of the current throughout the entire simulation. To be consistent with (30) and (31), the mooring observations are provided in terms of $hu$ and $hv$, but ignoring the contribution from $\eta$. The observation from mooring $\mu$, located at $(x_\mu, y_\mu)$ in cell $\Omega_R^M$, is therefore defined as

$$y_\mu^m = \left[ (hu_{true})_{j,k} \frac{H_{eq}}{H_{eq}}, (hv_{true})_{j,k} \frac{H_{eq}}{H_{eq}} \right] + \epsilon_\mu^m,$$

As for the drifter observations, the size of the mooring observation vector becomes $N_y = 2N_\mu$, for $N_\mu$ moorings.

3.5. Adjoint of the model error operators

Whereas the model error term depends on $Q^{1/2}$ only, the IEWPF algorithm requires that we apply the full $Q$ operator, e.g., in (11). This requires us to express $Q^{1/2,T}$, the adjoint operator for $Q^{1/2} = Q_{GB}^{1/2}I_{\Omega}Q_{SOAR}^{1/2}$. As mentioned in Section 3.2, $Q^{1/2}$ is not symmetric for our application. The operator $Q_{SOAR}^{1/2}$ is linear and symmetric, however, and therefore its own adjoint $Q_{SOAR}^{1/2} = Q_{SOAR}^{1/2,T}$. The expression for geostrophic balance is close to linear, and $Q_{GB}^{1/2,T}$ is approximated simply by $H_{eq} + \eta \approx H_{eq}$. The bicubic interpolation operator, $I_{\Omega}$, however, is nonlinear and its adjoint is therefore challenging to express. Our solution to this is to approximate $Q^{1/2,T}$ entirely on the coarse grid $\Omega_R$ and define $I_{\Omega}^T$ to be a coarsening operator. The approximate adjoint operator for the model errors is then defined as

$$Q^{1/2,T} \approx Q_{SOAR}^{1/2,T} Q_{GB}^{1/2,T} I_{\Omega}^T,$$

with

$$I_{\Omega}^T : 3 \times \Omega^M \rightarrow 3 \times \Omega^R,$$

and $Q_{SOAR}^{1/2}$ as in (27), resulting in

$$Q^{1/2,T} : 3 \times \Omega^R \rightarrow \Omega^R. $$

The full $Q$ operator is always applied to the adjoint of the observation operator $H^T$, which maps an observation vector to state space. This means that $Q_{GB}^{1/2,T}$ in all practical sense can be considered to operate on $hu$ and $hv$ at a single grid point only. To preserve the location of these point values, we align the cell containing the observation with a grid point

---

2 Note that observations might not be available for each model time step, which is the reason for the use of subscript $m$ to distinguish observation time step $i^m$ from model time step $i$. 
in the coarse grid, by applying an offset on the location of grid points of $\Omega^R$. The observation values can then be mapped directly from their position in $\Omega^M$ to the corresponding location in $\Omega^R$. With an observation $y = [y_{hu}, y_{hv}]^T$ located at grid point $\Omega_{j,k}^R$, we apply the adjacent geostrophic balance as

$$
(Q_{G,B}^{-1/2} T_{\Omega} H^T y)_{(l,m)} = \begin{cases} 
-\frac{g}{\bar{\eta}_g} \frac{1}{2\Delta y} y_{hu} & \text{if } (l, m) = (j, k + 1), \\
\frac{g}{\bar{\eta}_g} \frac{1}{2\Delta y} y_{hu} & \text{if } (l, m) = (j, k - 1), \\
\frac{g}{\bar{\eta}_g} \frac{1}{2\Delta x} y_{hv} & \text{if } (l, m) = (j + 1, k), \\
\frac{g}{\bar{\eta}_g} \frac{1}{2\Delta x} y_{hv} & \text{if } (l, m) = (j - 1, k), \\
0 & \text{otherwise,}
\end{cases}
$$

(36)

for all grid points $\Omega_{i,m}^R \in \Omega^R$.

4. Efficient implementation of the IEWPF scheme

The objective of this section is to present how IEWPF can be efficiently implemented for a shallow-water model with additive locally defined model errors, using the GPU as a target architecture. The algorithmic nature is not limited to GPUs, and the following approach can be used on other architectures that take advantage of massively parallel operations. Section 2.2 gave a high-level overview of the method, whereas mathematical details important to the implementation are given in Appendix A. This description assumes the use of drifter observations.

In this work, we also rely on using single-precision floating point arithmetic. This has a potentially huge impact on performance, as some commodity-level GPUs have single- to double precision ratios of up-to 1:32.\footnote{Nvidia’s GTX series, Maxwell generation GPUs.} Hatfield et al. [47] demonstrate how the accuracy of weather forecasts can be improved through reduced-precision data assimilation. They ran a Lorenz ’96 “toy” atmospheric model and the ensemble square root filter at double-, single-, and half-precision, and measured the performance through mean error statistics and rank histograms. By trading reduced precision for increased ensemble size, the authors could reduce the assimilation error and improve forecast accuracy compared to double-precision assimilation.

The starting point of our algorithm is an ensemble of forecast states $\{\psi_i^{n-1}\}_{i=1,...,N_p}$ having equal weights at the time step before an observation $y^n$ is available. Each particle is then updated through the following pseudo-code:

1. Obtain the position of the drifter and find the innovations $d_i^n$.
2. Pull each particle towards the observation according to the mean of the optimal proposal density (11). Simultaneously, obtain the value of the $\phi_i$, which is a measure of the innovation and defined in (A.6).
3. Sample $\xi_i, \nu_i \sim N(0, I)$, such that $\xi_i \perp \nu_i$, and find the sizes of the two random vectors.
4. Find the parameter $\beta$ and the target weight $w_{\text{target}}$.
5. Solve the implicit equation given by (A.8) for $\alpha_i$ for each particle.
6. Apply the covariance structures of $P$ to $\xi_i$ and $\nu_i$, and calculate the posterior particle states according to (15).

Fig. 3 summarizes the algorithm and shows the relevant equations for each step. The algorithm has only a single synchronization point across all particles at step 4. Further, equations marked in green identify massively data-parallel operations, for which we can execute efficiently on the GPU. The following subsections give details about each of the steps just mentioned.

4.1. Observations and innovations

The innovation $d_i^n$ is a measure of how well the observed currents $y^n$ are represented by each particle state. To obtain this value for IEWPF, each particle is evolved forward in time to the observation time $t^n$ by the model, $\psi_i^{n-1} = M(\psi_i^{n-1})$, but without adding the stochastic model error. The observation also contains the location of each drifter, which is used to look up the relevant parts of the particle state vectors according to (29) and (30).

4.2. Optimal proposal particles

Based on the innovations $d_i^n$, each particle state is pulled towards the observation according to the mean of their individual optimal proposal density, given by (11). For simplicity, we start by considering a case with a single drifter located in cell $\Omega_{j,k}^M$. In this case, the matrix $S = (HQH^T + R)^{-1}$ becomes a $2 \times 2$ matrix only and represents a combination of the uncertainty or covariance structure from the model error in observation space and the observation error. Since the correlation pattern that makes up the covariance matrix $Q$ for the model error is the same across the entire domain, $HQH^T$ (and thus
Fig. 3. An algorithmic overview of one data-assimilation cycle with the implicit equal-weights particle filter. Operations that consist of massively parallel operations are identified on green background and are implemented on a suitable architecture (such as the GPU). During the three first stages, each particle can be handled independently. As stage 4 requires the values of $c_i$ and $\zeta_i$ from all particles, this step represents a global synchronization across the entire ensemble. Thereafter, stages 5 and 6 can again be executed independently.
also $S$) becomes independent of the observed drifter position. This means that $S$ can be computed and stored once and for all ahead of the assimilation loop. For now, we assume $S$ is already available, and look at how the particle states are pulled towards the observation. Thereafter, we will get back to how $S$ is pre-computed.

We start by expanding the expression for the mean of the optimal proposal density in (11) by using $Q = Q^{1/2} Q^{1/2, T}$:

$$
\psi_i^{n,d} = M(\psi_i^{n-1}) + Q H^T(H Q H + R)^{-1} d_i^n
= \psi_i^{n-1} + Q^{1/2, T} I_\Omega Q_{SOAR} Q^{1/2} Q_{GB}^{1/2, T} I_\Omega^T H^T S d_i^n.
$$

(37)

To see how the state of particle $i$ is modified, we go through this expression step-by-step starting from the right. This process is also illustrated in Fig. 4.

$S d_i^n$: The innovation is the difference between observed and modeled current at the location of the drifter (Fig. 4(a)). This measure is scaled by the combined uncertainty from the observation and the model, represented by $S$.

$I_\Omega^T H^T S d_i^n$: The adjoint observation operator $H^T$ acts on the two-dimensional vector $S d_i^n$ by mapping its two values into state space at the indices representing $h u_{j,k}$ and $h v_{j,k}$. The coarse grid $\Omega^R$ is then positioned with an offset so that the center of the cell $\Omega^M_{j,k}$ containing the observation is aligned with a point value in the coarse grid (Fig. 4(b)).

$Q^{1/2, T} I_\Omega^T H^T S d_i^n$: The adjoint of the geostrophic balance operator spreads the information given by the fields representing the coarse $h u$ and $h v$ onto a single field representing coarse $\eta$ (Fig. 4(c)), as described by (36).

$Q^{1/2} Q_{SOAR} Q^{1/2, T} I_\Omega^T H^T S d_i^n$: The correlation in the surface elevation given by the SOAR function in (24) is applied (Fig. 4(d)), as the final part of the adjoint covariance operator $Q^{1/2, T}$.

$Q_{SOAR} Q^{1/2} Q_{GB}^{1/2, T} I_\Omega^T H^T S d_i^n$: The SOAR function is applied again (Fig. 4(e)), as part of $Q^{1/2}$.

$I_\Omega Q^{1/2} Q_{SOAR} Q^{1/2} Q_{GB}^{1/2, T} I_\Omega^T H^T S d_i^n$: We interpolate the result from $\Omega^R$ to $\Omega^M$, which gives us the final modification applied to $\eta$ (Fig. 4(f)).

$Q_{GB} I_\Omega Q^{1/2} Q_{SOAR} Q^{1/2} Q_{GB}^{1/2, T} I_\Omega^T H^T S d_i^n$: The modifications for $h u$ and $h v$ are found according to the geostrophic balance (Fig. 4(f)) described by (25).

Due to the correlation pattern we have chosen for the model error, all pulls that are added to the particle states are constructed as dipoles to generate a local geostrophically balanced current in a given direction at a given point, without making any other assumptions.

$S d_i^n$ is calculated on the host before it is passed on to a GPU kernel for calculating the adjoint model error operations $Q^{1/2, T}$ and this temporary result (Fig. 4(d)) is written into the buffer originally allocated for normal distributed random numbers, $\xi$. The remaining operations (applying $Q^{1/2}$ and adding the result to the current particle state) are now identical to imposing the covariance structure of the model error for perturbing the particle state, and this functionality is therefore re-used.

After stepping through the expression in (37), it is also easier to describe how the matrix $S$ is constructed, by first expanding its definition

$$
S = \left(H Q_{GB}^{1/2} I_\Omega Q_{SOAR} Q_{SOAR}^{1/2} Q_{GB}^{1/2, T} I_\Omega^T H^T + R\right)^{-1}
$$

(38)

The observation operator can be considered in matrix form as a $N_P \times 2$ matrix consisting of the value 1 in the positions corresponding to the state values $h u_{j,k}$ and $h v_{j,k}$ in the first and second column, respectively, and zeros elsewhere. The process just described in list form and depicted in Fig. 4 can therefore be followed by replacing $S d_i^n$ by $[0, 1]^T$ and $[1, 0]^T$, and applying the observation operator to the final result. This process gives us the two columns of $S$.

When the observation consists of $N_D > 1$ drifters, we assume that the observations of the drifters are independent of each other, making $R$ diagonal. By also assuming that the drifters are sufficiently far from each other, the resulting matrix from $H Q H^T$ becomes block diagonal, which also means that $(H Q H^T + R)^{-1}$ is block diagonal with $N_D$ blocks of the $2 \times 2$ matrix $S$ from before. The optimal proposal pull is essentially a local manipulation of the particle state, as seen in Fig. 4, and the influence area of this operation is approximately $5 \Delta x$ since we have applied the SOAR function twice. In the experiments, however, we do not validate the proximity assumptions for the drifters, and contributions from drifters close to each other are both added to the particle state. This way, the process just described can therefore be applied at each drifter location independently, as seen in step two of Fig. 3.

Note that the expression for $c_i$ defined in (A.5) and (A.6) can be calculated almost for free during this step. As each drifter is handled independently, the contributions from all the drifters are summed as

$$
c_i = -\log \left( w_i^{n-1} \right) + \sum_{d=1}^{N_D} d_{i,d}^{n-1} T S d_{i,d}.
$$

(39)

The most computationally efficient way to calculate the optimal proposal pull would include adding the contributions from all drifters to the coarse grid before applying the second SOAR function and the interpolation, meaning that $Q^{1/2}$
Fig. 4. The process of constructing the pull used to obtain the optimal proposal particle state, required in the second step of the IEWPF algorithm. Note that the shown example is exaggerated for illustrative purposes.

would only have to be applied once. However, it is essential that the optimal proposal pull is applied at the drifter position with the precision of the computational grid \( \Omega^M \), which means that the offset to align the drifter cell to the coarse grid point might be different for each drifter. A coloring scheme could be constructed to maximize parallel processing of the drifters, but this performance optimization has not been realized in our implementation.

4.3. Sampling perpendicular random vectors

The next step is to sample \( \xi_i, \nu_i \sim N(0, I) \) in such a way that they become perpendicular. This is achieved by first sampling \( \xi_i, \tilde{\nu}_i \sim N(0, I) \) independently. We then decompose \( \tilde{\nu}_i = \tilde{\nu}_{i,\parallel} + \tilde{\nu}_{i,\perp} \), so that \( \tilde{\nu}_{i,\parallel} \) and \( \tilde{\nu}_{i,\perp} \) become parallel and perpendicular to \( \xi_i \), respectively, meaning that

\[
\tilde{\nu}_{i,\perp} = \tilde{\nu}_i - \tilde{\nu}_{i,\parallel} = \tilde{\nu}_i - \frac{\tilde{\nu}_i^T \xi_i}{\xi_i^T \xi_i} \xi_i.
\]

We then scale \( \tilde{\nu}_{i,\perp} \) to have the same length as \( \tilde{\nu}_i \), and get

\[
\nu_i = \sqrt{\frac{\tilde{\nu}_i^T \tilde{\nu}_i}{\tilde{\nu}_{i,\perp}^T \tilde{\nu}_{i,\perp}}} \tilde{\nu}_{i,\perp}.
\]
By using (40) for \( \tilde{v}_{i,\perp} \) in (41), \( v_i \) can be expressed as
\[
v_i = \frac{\tilde{v}_i^T \tilde{v}_i}{\tilde{v}_i^T \tilde{v}_i - a_i \xi_i} (\tilde{v}_i - a_i \xi_i), \quad a_i = \frac{\tilde{v}_i^T \xi_i}{\xi_i^T \xi_i}.
\] (42)

This shows that we need to compute the three dot products \( \tilde{v}_i^T \xi_i \), \( \tilde{v}_i^T \tilde{v}_i \), and \( \xi_i^T \xi_i \). Since these dot products have overlapping data dependencies, they can be efficiently found within a single kernel using a common tree-based reduction approach [48]. Finally, \( v_i \) can be transformed to \( v_i \) element-wise and in-place. Note that this process resembles the Gram-Schmidt orthogonalization process, with preserved vector sizes.

During these computations, we store the values for \( \xi_i^T \xi_i \) and \( \tilde{v}_i^T \tilde{v}_i \), as they are needed for the parameters \( \gamma_i \) and \( \zeta_i \), respectively, for solving the implicit equation in step 5. However, as discussed in Section 3.2, the normal distributed random numbers in \( \xi_i \) and \( v_i \) do not represent the entire state vector. The derivation of the IEWPF algorithm from Section 2.2 and Appendix A assume that \( \xi_i^T \xi_i, \tilde{v}_i^T \tilde{v}_i \approx N_\psi \pm \sqrt{2N_\psi} \). Since our \( v_i, \xi_i \in \mathbb{R}^{N_x} \), this assumption is not satisfied directly. To remedy this, we apply an appropriate scaling to the two dot products, and use
\[
\gamma_i = \frac{\xi_i^T \xi_i}{N_\psi} \quad \zeta_i = \frac{v_i^T v_i}{N_\psi}.
\] (43)

4.4. Target weight and \( \beta \)

To calculate the target weight \( w_{\text{target}} \) and \( \beta \), we need to obtain \( c_i \), \( \gamma_i \) and \( \zeta_i \) for all particles \( i = 1, 2, \ldots, N_e \) in the ensemble. This step represents a global synchronization point in the algorithm. Once all three parameters are provided by all particles, we can calculate \( w_{\text{target}} \) and \( \beta \) from (A.7) and (A.16), respectively.

4.5. Solving the implicit equation

The final two stages of the algorithm are again independent for all particles. First, \( \gamma_i^* \) is found according to (A.14) and constitutes the final piece for the implicit equation for \( \alpha_i \), given by (A.11). As described in Appendix A, the solution for \( \alpha_i \) is obtained by using the Lambert W function, which is a scalar operation for each particle.

4.6. Posterior particle states

The final step of IEWPF is to perturb the particles so that they all obtain the target weight, giving the ensemble the correct posterior variance. We need to apply the covariance structure of \( P \) to the random fields \( v_i \) and \( \xi_i \), meaning that we seek an expression for \( P^{1/2} \) in terms of (preferably) local operations. Instead of using \( P \) on the form given in (12), it can be written as
\[
P = Q - Q H^T (H Q H^T + R)^{-1} H Q
= Q^{1/2} \left( I - Q^{1/2, T} H^T (H Q H^T + R)^{-1} H Q^{1/2} \right) Q^{1/2, T}.
\] (44)

Since there is no easy way to express the operator square root of the expression in the parenthesis in (44), we consider the operations as matrices and seek its singular value decomposition (SVD) by constructing matrices \( U \) and \( V \) and a diagonal matrix \( \Sigma \) so that
\[
U \Sigma V^H = I - Q^{1/2, T} H^T (H Q H^T + R)^{-1} H Q^{1/2}
= I - Q_{\text{SOAR}}^{1/2} Q_B^{1/2} \Omega^T H^T S H Q_B^{1/2} \Omega Q_{\text{SOAR}}^{1/2}.
\] (45)

This allows us to apply the covariance structure \( P \) to a sample \( \xi_i \sim N(0,I) \) by
\[
p^{1/2} \xi_i = Q^{1/2} U \Sigma^{1/2} \xi_i.
\] (46)

For the computation of the SVD, we consider the case in which \( \Omega^M = \Omega^R \), meaning that the interpolation and coarsening operators are simplified to the identity. Note that this approximation makes the matrix \( Q^{1/2} \) linear, so all operations are well defined. Starting from the right in the parenthesis expression in (44), we step through the operations interpreted as matrices and investigate the structure of non-zero values. This process is illustrated for a small domain consisting of 10 × 10 cells in Fig. 5.

\( Q_{\text{SOAR}}^{1/2} \) is Symmetric matrix of size \( N_M \times N_M \), describing the covariance structure defined by the SOAR function in (23) and (24). By using \( c_{\text{SOAR}} = 2 \), the value in each grid cell is given a correlation with a grid cell block of size 5 × 5 centered on itself. This means that each row of \( Q_{\text{SOAR}}^{1/2} \) has 25 non-zero values (Fig. 5(a)).
Fig. 5. The non-zero patterns that emerge when computing the parenthesis expression for the covariance $P$ in (44) on a small domain consisting of $10 \times 10$ cells. (a) The covariance operators $Q_{\text{SOAR}}^{1/2}$ and $Q_{\text{GB}}^{1/2}$ are interpreted as matrices, meaning that $Q_{\text{SOAR}}^{1/2}$ becomes a $100 \times 100$ matrix. (b) After applying $Q_{\text{GB}}^{1/2}$ we get an extra 200 rows, representing $u$ and $v$ in addition to $\eta$ in every cell. (c) We extract the rows corresponding to the observation and scale them by $S$, before (d) the values are mapped back to state space. (e) We then apply $Q_{\text{GB}}^{1/2}$, before (f) applying $Q_{\text{SOAR}}^{1/2}$ and subtracting the result from the identity. (g) We ignore the part that is equal to the identity and are left with a covariance matrix describing the $7 \times 7$ cell block centered on the observation. Note that by increasing the domain to $100 \times 100$ cells, the matrix representing $Q_{\text{SOAR}}^{1/2}$ will become $10000 \times 10000$, but the dense local block (g) will still remain the same.
$Q_{\text{GB}}^{1/2} Q_{\text{SOAR}}^{1/2}$: A $3N_M \times N_M$ matrix, in which the first $N_M$ rows are equal to $Q_{\text{SOAR}}^{1/2}$. The middle and lower $N_M$ rows are the results from applying a central difference formula on values of $Q_{\text{SOAR}}^{1/2}$ in the $y$- and $x$-direction, respectively. These rows have 35 non-zero values on column indices representing $7 \times 5$ and $5 \times 7$ grid blocks for the middle and lower matrix block, respectively (Fig. 5(b)).

$H Q_{\text{GB}}^{1/2} Q_{\text{SOAR}}^{1/2}$: The observation operation extracts values of the rows representing $h u_{j,k}$ and $h v_{j,k}$ only, giving us a $2 \times N_M$ matrix with 35 non-zero values for each row (Fig. 5(c)).

$SH Q_{\text{GB}}^{1/2} Q_{\text{SOAR}}^{1/2}$: All values are scaled by the matrix $S$ representing model and observation uncertainty. The non-zero pattern is not affected by this operation (Fig. 5(c)).

$H^T S H Q_{\text{GB}}^{1/2} Q_{\text{SOAR}}^{1/2}$: The two rows are mapped back into state space, and inserted into an otherwise zero matrix of size $3N_M \times N_M$ at the rows with indices representing $h u_{j,k}$ and $h v_{j,k}$ (Fig. 5(d)).

$Q_{\text{SOAR}}^{1/2} H^T S H Q_{\text{GB}}^{1/2} Q_{\text{SOAR}}^{1/2}$: Finally, we apply the SOAR function and each of the existing four non-zero rows are mapped to 25 rows representing a $5 \times 5$ grid cell block in the resulting matrix. Considering the overlap between these blocks, we get an $N_M \times N_M$ matrix with 45 non-zero rows, each containing 45 non-zero values. The rows represent a $7 \times 7$ grid cell block centered in cell $\Omega_{j,k}$ with a single cell missing in each of the four corners.

$I - Q_{\text{SOAR}}^{1/2} H^T S H Q_{\text{GB}}^{1/2} Q_{\text{SOAR}}^{1/2}$: The final matrix is a $N_M \times N_M$ matrix equal to the identity except for the 45 rows representing the $7 \times 7$ grid cell block centered in the cell in which the observation was made.

Due to the structure of the problem, the computations for finding the SVD can be greatly simplified by ignoring all rows that are equal to the identity. To further simplify the structure of the code, we include the corners and consider the complete $7 \times 7$ grid cell block. This results in a $49 \times 49$ matrix described by the above process (Fig. 5(g)), and we can obtain the SVD from this much smaller matrix instead of from the full covariance matrix. When applying $P^{1/2}$ to $\xi_i$ we can then apply the obtained $U^\Sigma^{1/2}$ locally according to the observed location of the drifter, before applying $Q^{1/2}$ to values defined in the entire domain as before. In fact, if we assume spatially constant equilibrium depth $H$ and Coriolis parameter $f$, the structure of the $49 \times 49$ non-identity block becomes the same for all drifter positions. This enables us to pre-compute the local SVD matrix ahead of the data-assimilation loop and apply it directly for each observation. Short-term prediction of drift trajectories is in general a local problem, and a constant Coriolis parameter can therefore even for real-world cases be a valid assumption. A constant depth, however, is a more restrictive assumption, and if this is not satisfied, the SVD needs to be computed at each observation. Furthermore, the method outlined here requires that the locations of the observations are further away from land or a non-periodic boundary than the extent of the correlation radius.

Now, if we consider a case with $\Omega^M \neq \Omega^R$, we would need to handle two significant issues. First, the interpolation would result in a much larger local non-zero structure, and thus a larger local matrix $U^\Sigma^{1/2}$, requiring more storage, and becoming more expensive to apply. Second, since $\xi_i$ and $v_j$ are defined for all coarse grid points, we need to use the same offset for co-locating points across the entire domain. Since the drifters are most likely to be located in cells that require different offsets, we will not be able to apply the SVD structure accurately on top of all drifters. Because of these two reasons, we have chosen to define $U^\Sigma^{1/2}$ on the coarse grid only, also when $\Omega^M \neq \Omega^R$, which enables us to apply the $49 \times 49$ pre-computed matrix $U^\Sigma^{1/2}$ to the random field. The $Q^{1/2}$ operator then spreads this information to all three conserved variables on the computational grid. Since this term structure is applied to values that are sampled randomly ($\xi_i$ and $v_j$), the simplification does not introduce significant errors.

Finally, we note that $Q^{1/2}$ and $U^\Sigma^{1/2}$ are linear operations. Instead of applying the covariance structure first to $\xi_i$ and then to $v_j$, we add the scaled random fields before applying $P^{1/2}$. The final posterior particle states in (15) are then obtained by

$$\psi^p_i = \psi^a_i + P^{1/2} \left( b^{1/2} v_i + a^{1/2} \xi_i \right).$$

(47)

5. Experimental results

Here, we describe an experimental setup for experimenting with the data-assimilation method discussed in the previous sections. First, we produce rank histograms to show that the IEWPF method produces statistically sound forecasts and thereby is a valid method for data assimilation. We continue with drift trajectory forecasts through a series of experiments using different numbers of observations from drifters and moorings. This is followed by an illustration of how the standard particle filter collapses for the same case, even when starting from an ensemble that is centered around the true state with low variance. Finally, we measure the computational performance to determine the workload in the IEWPF compared to simply advancing the model.

To get a synthetic but near-realistic ocean model state to represent $\psi_{\text{true}}$, we take inspiration from a test case for validating shallow-water models on a rotating sphere suggested by Galewsky et al. [49]. This test case describes a steady-
state solution in which an eastward atmospheric jet is balanced by a smoothed step function in the thickness of the fluid layer due to the sphere’s rotation. When a small perturbation is introduced in $\eta$, the jet develops instabilities after some time and produces a state that is dominated by complex currents and eddies. By running a simulation from the steady-state but adding random model errors, the case has a chaotic behavior in which instabilities develop in different places and in different ways for independent simulation runs. This enables us to produce a challenging test case with realistic features for data-assimilation experiments.

We transform the Galewsky test case to a flat two-dimensional rectangular domain with a constant Coriolis parameter. To make the case even more interesting, a second jet is introduced in the opposite direction south of the original jet, so that the balancing ocean surface ends up at an equivalent level at the northern and southern boundary, allowing us to use periodic boundary conditions at all four boundaries. We introduce parameters so that the case represents oceanic flow, rather than atmospheric, and model the domain after the Barents Sea, using a rectangular domain that covers $1110 \times 666$ km, divided into $500 \times 300$ cells with $\Delta x = \Delta y = 2220$ m. Further, $g = 9.806 \text{ m/s}$, $f = 1.405 \times 10^{-4} \text{ s}^{-1}$ (corresponding to 75 degrees north), and a constant equilibrium depth $H_{eq} = 230$ m. Cross sections of the initial steady state for $\eta$ and $hu$ are shown in Fig. 6, and the initial condition for $hv$ is zero. The model time step is chosen as $\Delta t = 60$ s, and the time step in the numerical scheme $\Delta t_{\text{scheme}}$ is dynamically adjusted according to the CFL-condition in (20) with a Courant number of 0.8. We use a model error amplitude $q_0 = 2.5 \times 10^{-4}$, coarsening factor $C_\Omega = 5$, and model error length scale $L_0 = \frac{1}{2} \Delta x$. Fig. 7 shows an example of a model state produced by these parameters after ten simulation days. This is also the true state that is used in the drift trajectory forecasting experiments in Section 5.2.

In all following experiments we consider observations from drifters and moorings, according to the description in Section 3.4. The observation error consists of a measurement error and a representation error and is rarely trivial to quantify in geophysical systems. The measurement error is related to the precision of the instruments that are used to make the observation, e.g., the precision of the GPS used for drifter experiments, and is typically given by the instruction handbook for the relevant instrument. The representation error, on the other hand, should reflect how well the observed measure represents the simulated variables, e.g., how well the mean current along the drifter trajectory represents the cell-averaged depth-integrated water transport. As we here use an identical twin experiment, we can consider the representation error to be small, and we assume that the instruments involved have good accuracy. All experiments hence use $R = I$.

The true state for our experiments is pre-generated by a single thirteen day simulation, during which drifters and moorings are added to the model at the start of day three, and imperfect observations from them are written to file every five minutes. We have used 64 drifters and 240 moorings which are initiated throughout the domain in an $8 \times 6$ and a $12 \times 20$ pattern, respectively. The experiments use different subsets of these observations for data assimilation. The experimental setup is then divided into three phases (see Fig. 8):

---

Fig. 6. The cross-section along the $y$-axis of the steady-state initial conditions for the unstable double jet case.

Fig. 7. A possible model state after 10 days, resulting from running the shallow-water simulation with additive model errors from the steady-state shown in Fig. 6. From left to right, the figures show the surface elevation $\eta$, and the volume transport $hu$ and $hv$ in $x$- and $y$-direction, respectively. All $x$- and $y$-axes are given in km. The realized model state displayed here is also used as the true state for the drift forecast experiments in Section 5.2.
Day 0–2: Spin-up period to let the ensemble members start to develop independent instabilities in the two jets. We only perform the spin-up of the ensemble once, so that all experiments start from the same initial ensemble at the beginning of day three.

Day 3–9: Observations from the pre-generated truth are assimilated into the ensemble.

Day 10–12: This is the forecasting period. Drifters are added to all ensemble members at the observed drifter positions at the start of day ten. Each ensemble member runs independently to generate three-day drift trajectory forecasts for all drifters.

We use an ensemble size of $N_e = 100$ where not stated otherwise, as this size will typically fit on a single desktop with a commodity-level GPU.

5.1. Rank histograms for IEWPF

Prior to using the IEWPF scheme for forecasting experiments, we aim to evaluate the quality of the method. One way to do so is by creating a so-called rank histogram by running a large number of independent data-assimilation experiments, and for each of them find the rank of a chosen observed variable within the ensemble. For instance, choosing an observed variable $h u_{j,k}$, the ensemble members are sorted based on the value of $(h u_{j,k}) + \epsilon_i$, in which $\epsilon_i \sim N(0,R)$ represents the observation error, from lowest to highest. The rank is then the position that the observed value for $h u_{j,k}$ takes when inserted into this sorted list. A histogram is then generated from the number of appearances for each of the $N_e+1$ possible ranks over all the forecasting experiments. Since a rank can be considered to be a sample from the inverse cumulative distribution of the state density function, the rank histogram is expected to be flat when the data-assimilation method works as intended.

For simplicity of discussion, assume for a moment that there is no observation error and that the posterior distribution of $(h u_{true})_{j,k}$ is Gaussian. This corresponds to a high concentration of ensemble members with values close to some mean value, and gradually fewer ensemble members further away from this mean. The mean value is our best estimate for $(h u_{true})_{j,k}$, whereas the spread in the ensemble represents the uncertainty of this estimate. Most likely, the truth should be close to the mean, but since the density of $(h u_{true})_{j,k}$ is high around the mean, the resulting rank is sensitive to small variations of $(h u_{true})_{j,k}$. On the other hand, there is a chance of finding the truth in the tail of the ensemble as well. The probability for a tail value to be exactly equal to the truth is very low, but since the density of values in the tail also is low, the truth can take a larger range of values and still obtain the same rank. Ideally, the probability should be the same for obtaining any rank for any forecast experiment, meaning that the rank histogram created from a large number of such experiments should resemble a uniform distribution. If the ensemble constantly fails to represent the uncertainty of the observed state, the histogram takes other forms. For instance, if all ensemble members are too close to the mean, the ranks corresponding to ensemble values at the tail of the ensemble will be over-represented, creating a U-shaped rank histogram. This indicates that the ensemble is under-dispersed. On the other hand, a hill-shaped rank histogram means that the spread in the ensemble forecast is too large to represent the true values, meaning that the ensemble is over-dispersed. This discussion holds for any posterior distribution, not only Gaussian. For a more detailed discussion on the interpretation of rank histograms, see Hamill [50].
5.2. Drift trajectory forecasting experiments

We now turn to drift trajectory forecasting experiments and compare how well the ensemble manages to represent the truth using different sets of observations. We start by investigating how well the ensemble is able to capture the true state at day ten (see Fig. 7), by looking at the ensemble means in Fig. 10, and ensemble variances in Fig. 11. We then proceed to look at the drift trajectory forecasts for two selected drifters, shown in Figs. 13–15, in which the dark lines illustrate the drift trajectory obtained in the generated truth. All Figs. 10–15 are organized so that each row corresponds to a single experiment. In Figs. 10, 11, and 12, the columns represent the ensemble mean, standard deviation, and root square error, respectively, of state variables $\eta$, $hu$ and $hv$, from left to right, whereas in Figs. 13–15 each column shows forecasts for a given time range.

With 64 drifters available, it is infeasible to show and discuss forecast results for all of them, and we have therefore chosen to illustrate the results using two different drifters. Drifter number 24 represents a drifter that is located in an area still dominated by one of the jets, and its true drift trajectory follows a smooth path with high velocity. For this drifter, we look at both the long-term and short-term ensemble forecasts in Figs. 13 and 14, respectively. In the end of this experiment section, we show that this drifter is representative for the majority of drifters. Drifter number 2, on the other hand, represents a particularly difficult drifter to forecast, as it was at rest at the start of the forecast, before changing direction. Its long-term forecasts are shown in Fig. 15.

5.2.1. Experiment A: no data assimilation

The first experiment is a pure Monte Carlo forecasting experiment, in which all ensemble members run independently without any knowledge of the truth. Without any observations to guide the ensemble, the entire space of possible model states that can be reached from the unstable initial conditions are explored, and the ensemble mean at day ten, shown in the top row in Fig. 10, illustrates the chaotic nature of the chosen test case. Random perturbations of the state vector lead to very different developments of cross-jet momentum at different locations in the domain. Even though individual realizations contain clear cross-jet currents (see Fig. 7), the ensemble mean is almost completely smooth, dominated by two
Fig. 10. Ensemble means for the state variables sea-surface level ($\eta$), jet flow ($hu$), and cross-jet flow ($hv$) at simulation day ten, when the data-assimilation period ends and the forecasting starts. The rows represent the six forecast experiments. The $x$- and $y$-axes are in km, and all figures cover the entire computational domain. The top row illustrates the chaotic nature of the test case, as the experiment without using data-assimilation results in a steady-state ensemble mean. Through observations from drifters, some localized details are captured, as seen in rows two and three. The ensemble mean from the experiment using all mooring observations in row four gives a very good representation of the true state. The final two rows show the impact of flow-dependent information transport, as only half of the domain is observed in these experiments.
Fig. 11. Ensemble standard deviation for state variables sea-surface level ($\eta$), jet flow ($hu$), and cross-jet flow ($hv$) at simulation day ten, when the data-assimilation period ends and the forecasting starts. The rows represent the six forecast experiments. All $x$- and $y$-axes are in km, and cover the entire computational domain. The top row shows almost equal standard deviation throughout the domain when no data assimilation is applied. In rows two and three, the assimilated drifter observations can be clearly seen as local areas with low standard deviation. Row four uses observations from all moorings, resulting in very low standard deviation throughout the domain. The standard deviation increases between the moorings when only half of them are observed, as seen in rows five and six. We also see that there is a large benefit in observing parts of both jets, contrary to observing one jet fully, as the standard deviation is lower in the fifth row than in the sixth.
Fig. 12. Ensemble root square error for state variables sea-surface level ($\eta$), jet flow ($hu$), and cross-jet flow ($hv$) at simulation day ten, when the data-assimilation period ends and the forecasting starts. The rows represent the six forecast experiments. All $x$- and $y$-axes are in km, and cover the entire computational domain. The top two rows clearly show the structure of the flow of the true state reflected in the error, and the second and third row show the final observed drifter positions in the same way as for the standard deviation. When observing all moorings in the fourth row, the error is small throughout the domain. The final two rows show clearly that the error is smaller when observing the western half of the domain, contrary to the southern half.
opposing jets in the $x$-direction and almost no action for $hv$, and resembles a smoothed version of the initial conditions. The ensemble standard deviation, shown in the top row of Fig. 11, is more or less the same all over the domain and we see the structure of the true state in the error at the top row of Fig. 12.

In the top row of Fig. 13, we see that the ensemble forecast suggests that drifter 24 is heading eastward. The ensemble mean trajectory accurately describes the true trajectory, but the variance in the ensemble is very large, indicating high uncertainty in the contribution of north/south currents. As time goes on, the forecast diverges to cover a large portion of the entire domain, as shown in the three day forecast in Fig. 14. For drifter 2 the one day forecast in Fig. 15 suggests that there are possible drift trajectories in directions, resulting in an ensemble mean that is statically located at the drifter's initial position. As the forecasted trajectories hit the dominant jets, the long-term forecast covers the diagonal from the northwest to the southeast corner of the domain.

5.2.2. Experiment B: assimilating data from ten drifters

We now observe the locations of ten drifters, and assimilate the underlying currents based on their movements. The ten drifters are hand-picked to cover as large portion of the domain as possible, and both drifter 2 and drifter 24 are included. The second row of Fig. 10 shows the ensemble mean at day ten, which is more similar to the mean obtained using no data assimilation than the true state itself (see Fig. 7). There are however some localized patches of features in the mean for $hu$, corresponding to the last observed drifter positions. By looking at the model state standard deviation and
Fig. 14. Long-range drift trajectory forecasts after one, two and three days for drifter 24. Each row corresponds to a different set of observations. Each figure shows the entire computational domain, with values in km on both axes. Forecast trajectories from each ensemble member is shown as a light blue line ending with a small black circle, the dark blue lines represent the ensemble means, and the red lines ending in x are the true drift trajectory. In this time range, observations obtained from the drifters are of limited value, as the top three rows are qualitatively similar. The use of mooring observations in the fourth row, however, makes the forecast very accurate even for as long as three days. The two last rows show experiments using mooring observations from half the domain, and illustrates the benefit by partly observing both jets (west moorings), compared to fully observing one jet (south moorings).
Fig. 15. Long-term drift trajectory forecast after one, two and three days for drifter 2. This drifter is particularly hard to forecast, as it is at a complete stop while changing direction at the start of the forecast. Each figure shows the entire computational domain, with values in km on both axes. Forecasted trajectories from all ensemble members are shown in light blue lines ending with a small black circle, the dark blue lines represent the ensemble means, and the red lines ending in x are the true drift trajectory. The use of drifter observations give a limited improvement in the forecast on these time ranges, and the ensemble means in the first two experiments are static at the drifter's initial positions. Observations of all moorings give a large impact on the forecast quality, as seen in the fourth row, and the forecast shows a 75% chance of the drifter drifting northwards. The experiments using observations from half the domain only, give forecasts that show higher probability for southward drift, but there are still a few ensemble members allowing for northwards drift in both cases.
error in the second rows of Figs. 11 and 12, respectively, the latest drifter positions can be clearly identified by the areas of very low standard deviation and error in $hu$ and $hv$. Note, however, that the largest standard deviation is also found close to the drifters. As we assimilate an observed current by adding a correcting local dipole at the drifter locations, we might introduce a larger error close to the drifter as a side effect, where opposite currents are needed for maintaining the geostrophic balance. It is also possible to spot traces of the drifters' movements from the patterns in the standard deviation plots, as some of the drifters have tails of low or high standard deviation.

In the short-term forecast in the second row of Fig. 13, we see great improvement in the six hour forecast over the assimilation-free forecast, as almost the entire ensemble of drift trajectories starts moving straight eastwards with lower spread. The forecast after 12 hours is improved as well, but when turning to the long-term forecast in Fig. 14, it becomes harder to see any significant differences in the forecast quality. The same applies to the forecast for drifter 2 in Fig. 15, again with a non-moving ensemble mean trajectory.

5.2.3. Experiment C: assimilating data from all 64 drifters

By using observations from all 64 drifters, we see a large change in the ensemble mean at day ten, presented in the third row of Fig. 10. The border between the mean eastward and westward jets in $hu$ is no longer a straight line, and there are more features seen for $hv$. Even though some of the features resemble the truth, such as the shape of the main parts of the eastward current and the location of the north and south bands in $hv$, there are other features that are less correct, e.g., the continuity of the north and south bands in $hv$. As in experiment B, the drifter locations can be seen from the standard deviation of $hu$ and $hv$, in the third row of Fig. 11, and we also note that there are larger areas between the drifters with lower standard deviation than before. In the third row of Fig. 12, we see that the overall error is lower than for the previous experiment, meaning that by using observations from an increased number of drifters we are able to improve the model state in a larger portion of the domain.

By comparing Figs. 11 and 12, it can be noticed that the values in the error can be higher than those of the standard deviation locally. This does not come as a surprise as the error represents a random variable related to the true state, whereas the standard deviation is a statistical moment. The domain averages of each field in Figs. 11 and 12 are quite similar, however, suggesting that the data assimilation is doing a good job. This can also be confirmed by the rank histograms in Fig. 9, and will be discussed further in relation to the time evolution of the drifter forecasts in Section 5.2.7.

The short-term forecasts for drifter 24 in the third row of Fig. 13 have slightly lower spread compared to using ten drifters only, as could be expected. At six hours, the forecast is quite confident in the location of the drifter, and there is less uncertainty in the twelve and 24 hour forecasts as well. By looking at the long-term forecast in Fig. 14, however, the quality drops and is again comparable to the previous two experiments. However, we see that the ensemble mean trajectory is no longer static, showing that the majority of ensemble members move south-east.

5.2.4. Experiment D: assimilating data from all 240 moorings

In this experiment, we assimilate observations from all the 240 moorings that are placed equidistantly throughout the domain. The distances between the moorings are 55 km, corresponding to 25 grid cells. Even though we observe only approximately 0.1% of the state variable, the observations are dense enough for the covariance structures from two neighboring observations to be overlapping, meaning that the observational coverage is quite good. This is also seen in the ensemble mean after ten days in the fourth row of Fig. 10, which is almost indistinguishable from the true state shown in Fig. 7. Both the standard deviation and the error are very low throughout the domain, as seen in the fourth rows of Figs. 11 and 12, and even the unobserved variable $\eta$ is correctly captured by the ensemble. Note again that both these quantities are of the same size, which indicates that the particle filter works as intended.

The trajectory for drifter 24 shown in Fig. 14 is very good, with a very confident forecast and accurate ensemble mean trajectory even at day three. The trajectory of all ensemble members show the same general characteristics by a steady eastward flow with a southward bend, disagreeing only slightly on the strength of these currents. The forecast for the challenging drifter 2 in Fig. 15 is also much more accurate than the previous three experiments, but the forecast has a higher spread than for drifter 24 at day three. Most ensemble members stay close to the initial position during the first day. The forecast is then divided, with approximately 75% of the drifters moving northwest, and the last quarter moving southeast. We see that the true trajectory is found among the most likely outcome, to the north. Note that we do not show the short-term forecast trajectories for this and the following two experiments, since the long-term forecasts in Figs. 14 and 15 show sufficient information to discuss their results.

5.2.5. Experiment E: assimilating data from moorings in only the western half of the domain

The last two experiments explore how well the ensemble mean is able to represent the true state if observations come from only half of the domain. We start by using the 120 moorings in the western half only, resulting in the ensemble mean, standard deviation, and error shown in the fifth rows of Figs. 10, 11 and 12, respectively. The first thing to notice is that the ensemble mean appears to be less smooth than the true state in the observed area. These slightly noisy features are most dominant in the southwest and northeast corners of the observed area, corresponding to where unobserved water enters the observed part of the domain. The reason for this can be that the signal flowing into the observed area likely need a stronger correction by the data-assimilation system, compared to the signal that has been observed and corrected for some time already. Note especially that the standard deviation and the error in $hv$ is higher at the jets’ entry points.
to the observed area, compared to the rest of the observed area. Finally, we point out that the ensemble means for both $hu$ and $hv$ capture the main features of the truth in the eastern part of the domain as well, with a much lower error than in the first three experiments, even though this area is never observed. This is due to the transport of information that is assimilated into the system, along with the currents.

The drift trajectory forecast in Fig. 14 is another indication of how well features are kept in the system even after the assimilation is ended. Drifter 24 starts close to the outflow of the southernmost jet in the western half of the domain, meaning that its underlying current has been influenced by the assimilation system for some time before the start of the forecast. This is reflected in the one-day forecast, which is almost as good as the forecast using all moorings, but the spread in the ensemble increases as we reach the two- and three-day forecasts. Most of the ensemble members still show the correct characteristics and therefore maintain the flow characteristics even without using further observations. The forecast also opens up for the possibility that the true drifter can turn north instead of south, but only with a very small probability, and we see that the ensemble mean trajectory is slightly south of the truth. For drifter number 2, however, row five of Fig. 15 shows that the ensemble is quite confident that the drifter will move southwards. This drifter starts just on the outside of the observed area, and between the two dominating jets. Still, the forecast has a significantly lower spread than the experiments using all drifter observations. The forecast for this drifter turns out to be wrong, however, as a large majority of the ensemble trajectories are towards the southeast. The forecast does still leave a small probability for northwards drift, as we know to be the true trajectory.

5.2.6. Experiment F: assimilating data from moorings in only the southern half of the domain

This time we use observations from the southern half of the domain, capturing only one of the initial jets. These observations are not sufficient to capture the true state, as can be seen from the obtained ensemble mean in the lower row of Fig. 10. In the observed area, the mean is dominated by small-scale eddies that are not found in the truth, whereas the unobserved part of the domain hardly have any features at all. From the standard deviation and error plots in Figs. 11 and 12, respectively, we see larger values than in any of the other experiments along the boundary of the observed area. This experiment illustrates better than the previous one how the ensemble needs to make larger adjustment on the ensemble members in the outskirts of the observed parts of the domain. Since there is limited information transport between the observed and unobserved areas, this experiment leads to larger errors than in Experiment E.

At the start of the drift trajectory forecast, drifter number 24 is just within the observed area, whereas drifter number 2 is just outside. Our choice of drifters should therefore not favor one of the half-domain experiments more than the other. Still, we see from Figs. 14 and 15 that the forecasts produced by observations in the southern half of the domain have a much larger spread than the forecasts made after using observations in the western half. Particularly, the long-term trajectory characteristics of drifter 2 are very different from all previous experiments.

5.2.7. Comparison of forecast errors

To show that the forecast results for drifter 24 just discussed are reasonably representative for the majority of drifters, we investigate general forecasting statistics by defining a forecast error norm. First, let the error in the ensemble forecast for drifter $d$ at time $t^n$ be defined as

$$E_d(t^n) = \frac{1}{N_e} \sum_{l=1}^{N_e} \left[ \left( x_{l,d}^n - x_{true,d}^n \right)^2 + \left( y_{l,d}^n - y_{true,d}^n \right)^2 \right]. \quad (48)$$

Furthermore, let the forecast error be the square root of the $E_d^n$ mean over all drifters,

$$E(t^n) = \sqrt{\frac{1}{N_d} \sum_{d=1}^{N_d} E_d(t^n)}. \quad (49)$$

Similarly, we define the root-mean-square error RMSE($t^n$) in the same fashion as (48) and (49), but use the ensemble mean instead of the true drifter position. A low RMSE indicates low spread in the ensemble forecast, whereas a low error confirms that the true drifter location is within the low-spread forecast. On the contrary, if the RMSE is low, but the error is large, the ensemble gives a confident but wrong forecast.

Fig. 16 shows how the forecast error $E(t^n)$ and RMSE($t^n$) develop over time for the six different forecast experiments. The figures to the left (16(a) and 16(c)) shows the error when we consider all drifters, and the figures to the right (16(b) and 16(d)) consider only the ten drifters that are used in experiment B. The figures show that good results are consistently obtained by using observations from all the moorings, as the forecast error for this experiment is significantly lower than for the others. Also, we see that the error and the RMSE are consistent for all experiments, which means that the ensemble mean often is a good representation of the true drift trajectory. The exception is the west moorings experiment, which has a higher error than RMSE relative to the other experiments when considering the forecast for ten drifters only. The reason for this behavior is that the true trajectory often is forecasted as an ensemble outlier, such as seen for the west moorings experiment for drifter 2 in Fig. 15. When comparing Figs. 16(c) and 16(d), we see that this behavior is slightly over-represented among the ten selected drifters.
Fig. 16. Mean forecast error for all six forecast experiments, considering the forecast for (a) all 64 drifters and (b) only the ten handpicked drifters used in experiment B. The second row shows RMSE as the comparable measure in terms of the forecast mean instead of the true drifter trajectory, again for (c) all 64 drifters and (d) the ten handpicked drifters only. The forecast errors are lowest for the experiment using observations from all moorings, whereas observations of some drifters do not improve the forecast much compared to the forecast without data assimilation.

In general, the forecasts are best when all moorings are observed, followed by observation of moorings in the west of the domain (runner-up for long-term forecast), and observations of all drifters (runner-up for short-term forecast). It is worth noting the differences between the two experiments that use observations from moorings in only half of the domain. Even though both experiments use the same kind and same number of observations, the west moorings enable a much better forecast as they observe a larger portion of the information flow over time.

Perhaps more interesting is the relationship between the forecast errors from using observations from ten drifters, and the forecast errors when using no observations. In Fig. 16(b), we see that using the drifters give a significantly better short-term forecast, whereas there is only a slight improvement on the long-term forecast. When the forecast for all 64 drifters are taken into account, however, we see that the long-term forecast becomes slightly worse by using these ten observations, compared to using no data assimilation at all. This could be due to our choice of local covariance structures, which is enforced on the ensemble through the IEWPF method. An observation is assimilated in the ensemble members through adding a dipole that gives the correct current at the drifter position. A side effect may be that the dipole induces a wrong current a small distance away from the drifter, causing the forecast for unobserved drifters at that location to be worse than if no data assimilation had been performed.

5.3. Collapse of the standard particle filter

Collapse of the standard particle filter for high-dimensional observations is well known in the literature (see [3–5]). To illustrate its inefficiency, we look at the weight distribution using observations from a varying number of drifters.

Normalized weights are calculated using (6), which depends only on the size of the innovation $d^i_t$ and the observation covariance matrix $R$, and not the size of the model error covariance matrix $Q$. Since our experiments start after a three day spin-up period, the ensemble has the highest variance during the initial data-assimilation cycles. In the IEWPF, this corresponds to a low target weight during the first iterations, while the ensemble is gradually adjusted according to the
observations. With the standard particle filter, however, the large spread in the spin-up ensemble makes it very prone to collapse already in the first assimilation cycle. This is indeed what we observe, even with observations from only a single drifter.

To give the standard particle filter a fair chance, we run an experiment for three simulation days using the IEWPF method on observations from all 64 drifters, and thus obtain a well-distributed ensemble with a low spread and good representations of the underlying ocean current at the drifter locations. Under the restriction of fitting on a single commodity-level GPU, the ensemble size is kept as \( N_e = 100 \). The ensemble then runs to the next observation time, and we calculate the innovation vector using all drifters. We use subsets of the innovation vector to calculate normalized weights for different numbers of observed drifters. For each observation size, 50 drifter subsets are chosen at random, and for each subset we find the number of particles that have a normalized weight larger than \( 1/N_e \) (in this case, 1%), which guarantees that the given particle is kept in the ensemble when using residual sampling [26]. Fig. 17 shows the mean number of particles which are guaranteed to be resampled for different observation sizes. The figure shows that if we observe one drifter only, we can expect about nine drifters to obtain a weight larger than \( 1/N_e \), but already when observing two drifters we see that this weight level reached by two particles only, which results in an ensemble collapse. Since the weight distribution depends largely on the size of the observation error, we make the same weight calculations assuming that the uncertainty in the observations are ten times as larger. The result is that the weight is distributed on more particles for all the observation sizes, but when observing six or more drifters, most of the weight is still on only three particles. This experiment clearly confirms how the standard particle filter cannot be used for the application at hand.

5.4. Computational performance

The baseline for evaluating the computational performance of the data-assimilation system is the efficiency of running just the model, consisting of the numerical scheme for solving the shallow-water equations. The implementation is based on the same approach as a GPU implementation of a very similar scheme [36], and has been profiled and optimized to maximize its performance and the occupancy of the GPU. The scheme has also been tuned to use the optimal block-size configuration applicable to the specific GPU used in this work, an Nvidia GeForce GTX 780. The efficiency of all other kernels will be evaluated through a comparison to the deterministic model step, to search for limitations and bottlenecks for relevant applications, such as the experiments in Section 5.2.

We start by evaluating the computational performance of the stochastic model errors by comparing the run-time required for generating \( \beta \) and deterministically evolving the model one time step. We analyze a benchmark application using \( 500 \times 300 \) grid cells, with model errors added every \( \Delta t_{\text{scheme}} \) and a coarsening factor similar to the above experiments, \( C_O = 5 \). Profiling reveals that 74% of the GPU compute time is spent evaluating the numerical scheme, 22% is spent on interpolation, 1.4% on the SOAR function, and 1.4% on generating random numbers. This indicates that the implementation of the model error is sufficiently efficient compared to the model step and does not represent a major performance bottleneck. It should also be noted that whereas the relationship between the deterministic model step and the interpolation does not change when the number of grid cells is increased, the relative amount of compute time spent in the other two kernels becomes negligible.

Fig. 18 shows the distribution of GPU compute time during some data-assimilation cycles for three of the experiments from Section 5.2, restricted to \( N_e = 10 \) to make it feasible to run short experiments through the profiler. During these experiments, the model error is added every model time step, which typically consists of eight steps of the numerical scheme. In the experiment with no data assimilation, the model error amounts to only 4.1% of the GPU compute time. With assimilation of ten drifters, shown in the center pie chart, the fraction of time spent on interpolation increases to 11.1%, whereas an additional 2.4% is spent on other assimilation-related kernels. The majority of the time is nevertheless still spent on the deterministic model step, meaning that there is limited value in optimizing the particle filter kernels for
this problem size. When assimilating all 240 moorings, we reach a situation in which the interpolation represents 56.1% of the GPU compute time, and a further effort in optimizing the IEWPf implementation should be considered. Some ideas for this are discussed at the end of this section.

Fig. 19 shows the wall clock time for each of the six experiments with \( N_f = 100 \), normalized with respect to the experiment without data assimilation. Note that the additional time spent on the data assimilation per drifter observed is constant for the mooring experiments. For the drifters, there is a small overhead with 64 drifters, but for ten drifters the data assimilation takes almost twice as long per drifter as for the mooring experiments. These observations are well in accordance with the algorithmic complexity outlined in Fig. 3.

The wall clock run-time for simulating one hour of data assimilation, consisting of twelve data-assimilation cycles for 100 particles, is 41 seconds on the Nvidia GeForce GTX 780. This GPU represents a commodity-level graphics card, which has been used for five years at the time of writing, and thereby represents a class of GPUs that is widely available. By upgrading to a modern high-end GPU, such as the Nvidia Tesla P100, we have observed a 3 times speed up without adjusting any implementation configurations.

The profiler shows that the occupancy (the concurrent utilization of the available resources on the GPU) is 97.3% for sufficiently large domains, without exposing any clear strategy for further optimization. At this point, the kernel has already been tuned by balancing occupancy and register spilling to achieve optimal performance. To increase the performance for the experiments with a large number of observations, the main focus should therefore be on optimizing the use of the bicubic interpolation kernel. A high-level performance optimization would be to introduce parallel processing of drifters during the optimal proposal pull, as the interpolation is currently done once per drifter during this step. This would require that drifters with the same offset configuration are identified, and that those drifters are color coded according to their location within the domain to avoid overlapping memory access. For this strategy to be fruitful, the number of drifters must be sufficiently large compared to the number of possible offset configurations, \( c_{1}^{2} \), so that the extra computational work required to color code the drifters is compensated by the expected amount of increased parallelization. This trade-off is less of an issue with mooring observations, as the constant location of the moorings would mean that the color coding can be pre-computed, rather than updated for every observation time step.

6. Summary and conclusions

We have presented a GPU implementation of the state-of-the-art implicit equal-weights particle filter applied to an ensemble of simplified ocean models and used it to forecast drift trajectories. The observations are obtained from the positions of passive drifters and direct ocean current measurements from moored buoys in a synthetic true state. Forecasts
of drift trajectories have been generated for a near-realistic unstable jet experiment, for which the instabilities develop chaotically due to random model error realizations. All parts of the data-assimilation system (model, model errors, and particle filter) have been designed to take advantage of fine-grained data parallelism, and we have shown that the most computationally expensive components of the system are able to efficiently utilize the resources on a GPU.

We have shown how the forecast quality is improved as more drifter and mooring observations are assimilated through the forecast experiments. The best results are achieved when information is assimilated from all 240 available moorings equally distributed throughout the domain. Even though the observations cover only approximately 0.1% of the state space, the ensemble mean at the start of the forecast is a very good representation of the true state. Since the ensemble contains a very accurate description of the true ocean currents, the forecast is shown to be both accurate and confident, even in the long-term up to three days. Two of the experiments assimilated mooring observations from only the southern half or only the western half of the domain, respectively. As the dominating currents are in the east-west direction, these experiments illustrate the importance of considering information transport in the system. The ensemble mean after the data-assimilation period and the general quality of the drift trajectory forecasts are significantly better when both the jets were partially observed (west moorings) compared to observations of one full jet (south moorings) only.

With fewer drifter observations, we have seen that the ensemble is not able to capture the model state with the same accuracy compared to using many moorings. However, the short-term forecasts are significantly improved for the first 12 hours, which is an important time scale for search and rescue operations. The drifter experiments are also more realistic in terms of equipment than the mooring experiments. In an operational setting, drifters could be released in the area of interest by, e.g., a search and rescue vessel, to sample relevant observations. With our approach consisting of an efficient data-assimilation system applied to simplified models, these observations can be used to perform in-situ drift trajectory forecasts, using the most recent traditional ocean forecasts as starting points.

Although the results from the particle filter are good, some issues remain. Since we assimilate single-point mass transport, the update takes a dipolar structure in sea-surface height around the observation location. The size of these dipoles is limited to the length scales in the model error covariances and can be smaller than the length scale of actual eddies, potentially leading to unrealistic updates some distance away from the observation locations. This is indeed what we see when only 10 drifters are present. Different structures for the model errors should improve this issue.

All experiments are conducted with a barotropic ocean model. The resulting currents would not be representative of realistic situations with strong bottom topography, and hence a reduced gravity set up would be more appropriate. This is not conceptually different from our current approach and, since this also would allow us to use a larger time step, it could further contribute to accelerate the model forecasts. A more extensive alternative to a reduced gravity model would be to extend our method to multilayered systems. But again, no major obstacles are expected for such an extension. In fact, it might result in a better balance between data assimilation effort and forecast effort.

Supplementary material
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Appendix A. A modified implicit equal-weights particle filter

As mentioned in the main text, the update equation for each particle \( \psi_i \) in the original implicit equal-weights particle filter (IEWPF) [29] is

\[ \psi_i^n = \psi_i^{n,a} + \alpha_i^{1/2} b_i^{1/2} \xi_i. \]  

(A.1)
Because $\psi_i^{n\alpha}$ is a deterministic move of the particles according to (11), this is a transformation of coordinates from $\psi$ to $\xi$, so we can write
\[ q(\psi_n^n|\psi_1^{n-1}y^n) = \frac{q(\xi)}{\| \frac{d\psi}{d\xi} \|}. \tag{A.2} \]
The denominator represents the absolute value of the determinant of the Jacobian, and can be found through the mapping between $\xi_i$ and $\psi_i^n$. This mapping is complicated because $\alpha_i$ also depends on $\xi_i$, but in an up-to-now unknown way. Using (A.2), the expression for the weights from (10) becomes
\[ w_i^n = \frac{p(y^n|\psi_i^n)p(\psi_i^n|\psi_1^{n-1})}{N_c p(y^n)q(\xi)} \frac{d\psi_i^n}{d\xi_i}. \tag{A.3} \]

By assuming that $\alpha_i$ only depends on $\xi_i$ through its magnitude $\xi_i^T \xi_i = \gamma_i$, (A.3) can be written as the scalar implicit equation
\[-\log(w_i^n) = (\alpha_i - 1)\gamma_i - 2\log\left(\frac{\alpha_i^{N\psi/2}}{1 + \frac{\gamma_i}{\alpha_i^{1/2}}}\right) + c_i, \tag{A.4} \]
in which
\[ c_i = \phi_i - \log(w_i^{n-1}) \tag{A.5} \]
and
\[ \phi_i = (d_i^n)^T \left( H Q H^T + R \right)^{-1} d_i^n. \tag{A.6} \]
The essence of the IEWPF is that in order to ensure a significant weight for all particles, $\alpha_i$ is chosen so that all weights become equal to a target weight, $w_i^n = w_{\text{target}}$ for $i = 1, ..., N_c$, leading to a nonlinear equation for each $\alpha_i$. See [29] or the appendix of Skauvold et al. [31] for further details.

It is important to set the target weight such that all particles can reach it. Since a smaller $c_i$ leads to a larger weight, and since $c_i$ denotes the best value for the weight that particle $i$ can attain, the target weight has to be related to the maximum of the $c_i$, and it is chosen as
\[ w_{\text{target}} = \max_{i=1,\ldots,N_c} |c_i|. \tag{A.7} \]
By setting $-\log(w_i) = w_{\text{target}}$ in (A.4), the expression for $\alpha_i$ becomes
\[ (\alpha_i - 1)\gamma_i - 2\log\left(\frac{\alpha_i^{N\psi/2}}{1 + \frac{\gamma_i}{\alpha_i^{1/2}}}\right) = w_{\text{target}} - c_i. \tag{A.8} \]
This equation is equivalent to
\[ \Gamma\left(\frac{N\psi}{2}, \frac{\alpha_i\gamma_i}{2}\right) = e^{-\gamma_i^{1/2}} \Gamma\left(\frac{N\psi}{2}, \frac{\gamma_i}{2}\right), \tag{A.9} \]
which can be solved numerically for $\alpha_i$ by, e.g., the Newton method, as illustrated by Skauvold et al. [31]. Here, we use that
\[ c_i^* = w_{\text{target}} - c_i = \max_{j=1,\ldots,N_c} |c_j| - c_i, \tag{A.10} \]
and $\Gamma(s, x) = \int_0^\infty t^{s-2}e^{-t}dt$ is the incomplete lower gamma function. Whenever the state space $N\psi$ is large, however, (A.9) becomes harder to solve as the gamma functions become prone to overflow. In this high-dimensional limit, it is possible to solve (A.8) analytically in terms of the Lambert $W$ function, as showed by Zhu et al. [29], as
\[ \alpha_i = -\frac{N\psi}{\gamma_i} w_0 \left[ -\frac{\gamma_i}{N\psi} e^{-\gamma_i/N\psi} e^{-c_i^*/N\psi} \right]. \tag{A.11} \]
As pointed out by Skauvold et al. [31], only solutions $\alpha_i < 1$ should be accepted, meaning that only the zero branch for the Lambert $W$ function is considered.

Two weaknesses of the scheme above can be identified. Firstly, for low-dimensional systems it can be shown that the posterior variance is always underestimated. The other weakness occurs for high-dimensional systems. Since all particles have to reach the same target weight, and that target weight has to be chosen as the weight of the weakest particle, the more particles we use the worse the weakest particle will be, so the further away all particles are pushed from the high
likelihood values. So, in high dimensions, although the scheme is useful for small ensemble sizes, it degenerates at larger ensemble sizes.

To overcome the above-mentioned challenges, a revised two-stage IEWPF scheme has been proposed [31], which explores the complete proposal density and does not underestimate the posterior variance. The new update equation is

$$\psi_i^t = \psi_i^{n,a} + \beta^{1/2} P^{1/2} v_i + \alpha_i^{1/2} P^{1/2} \xi_i,$$

(A.12)
in which $v_i$ is a second random vector $v_i \sim N(0, I)$, and $\beta$ is a covariance scaling parameter common to all particles. Using the same assumptions as for the one-stage method, (A.3) can now be written as

$$\log(w_i^n) = \left( \alpha_i - 1 \right) v_i + 2 \beta^{1/2} \alpha_i^{1/2} \psi_i \psi_i^T v_i + \left( \beta - 1 \right) \xi_i - 2 \log \left( \alpha_i^{N_s/2} \right) + \frac{v_i}{\alpha_i^{1/2}} \frac{\partial \alpha_i^{1/2}}{\partial \psi_i^T} + \xi_i,$$

(A.13)
in which $c_i$ is according to (A.5), and $\xi_i = v_i^T v_i$. To solve (A.13), $v_i$ is constructed to be perpendicular to $\xi_i$, making the cross term between the two random vectors disappear. In the case of large $N_s$, and by defining

$$c_i^* = w_{\text{target}} - c_i - (\beta - 1) \xi_i,$$

(A.14)

(A.13) becomes similar to (A.8), with solution according to (A.11). We require that $c_i^* \geq 0$, which is equivalent to

$$\beta \leq \frac{w_{\text{target}} - c_i}{\xi_i} + 1.$$

(A.15)

This equation shows that the introduction of $\beta$ allows us to choose a different target weight. By choosing the target weight to be $w_{\text{target}} = \overline{c}_i$, the mean of $c_i$ across the ensemble, $\beta$ can be set to the minimum value of the right-hand-side of (A.15),

$$\beta = \min_{i=1,...,N_e} \left\{ \frac{\overline{c}_i - c_i}{\xi_i} + 1 \right\}.$$

(A.16)

Since $\overline{c} - c_i \approx N_\beta \pm \sqrt{2N_\beta}$ and $\xi_i \approx N_\xi \pm \sqrt{2N_\xi}$, the parameter $\beta^{1/2}$ should remain real as long as $N_\xi >> N_\beta$, which holds for our high-dimensional application.

Choosing the target weight equal to the mean of $c_i$, is equivalent to choosing it equal to the mean of the optimal proposal weights. An advantage with this choice is that the target weight will not vary much when $N_e$ increases. This is contrary to the one-stage scheme, in which the target weight is equal to $\max_{i=1,...,N_e} \{c_i\}$, which becomes larger if $N_e$ increases. In other words, the one-stage scheme pushes the particles further and further away from the high-probability regions of the posterior. Because of its choice of $w_{\text{target}}$, the two-stage scheme does not have this problem, and is the method of choice in this paper.
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