Abstract: Human action recognition has emerged as a challenging research domain for video understanding and analysis. Subsequently, extensive research has been conducted to achieve the improved performance for recognition of human actions. Human activity recognition has various real-time applications, such as patient monitoring in which patients are being monitored among a group of normal people and then identified based on their abnormal activities. Our goal is to render a multi-class abnormal action detection in individuals as well as in groups from video sequences to differentiate multiple abnormal human actions. In this paper, You Look only Once (YOLO) network is utilized as a backbone CNN model. For training the CNN model, we constructed a large dataset of patient videos by labeling each frame with a set of patient actions and the patient’s positions. We retrained the back-bone CNN model with 23,040 labeled images of patient’s actions for 32 epochs. Across each frame, the proposed model allocated a unique confidence score and action label for video sequences by finding the recurrent action label. The present study shows that the accuracy of abnormal action recognition is 96.8%. Our proposed approach differentiated abnormal actions with improved F1-Score of 89.2% which is higher than state-of-the-art techniques. The results indicate that the proposed framework can be beneficial to hospitals and elder care homes for patient monitoring.
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1. Introduction

In recent years, action recognition has gained a lot of focus within the arena of video analysis technology [1]. Before digging into action recognition as a problem in computer vision, we first need to define what we mean when we talk about an action. There are several definitions of action offered in a recent survey by Herath et al. [2]. Examples of some actions could be playing with a racket, dialing the phone, eating, driving, sleeping, or writing a thesis, as shown in Figure 1.

Rapid advancement in smart gadgets and deep learning techniques have led recent growth in various applications for activity recognition. These techniques can be applied to numerous real-life, human-centric problems such as entertainment, surveillance and healthcare [3]. Many studies have been made in this domain, delivering efficient smart assistance support in the field of simple human action recognition activities. According to a recent survey [4], however, recognizing complex
activities remains a great challenge, demanding further research. In contrast, with the ease of valuable information accessibility, the incentive to develop an activity recognition system for more challenging and application-oriented circumstances is increasing. Eliasz et al. [5] introduced a wearable based smart IoT device for recognition of sedentary behavior and cardiovascular risk measurement, but this technique is limited due to the necessity to acquire a wearable sensor and not being able to directly measure the heart attack issues. Recently, many computer vision and machine learning based approaches have emerged with the aim to develop improved human recognition models [3,4].

Figure 1. Different human activities based on labels: (a) gymnast actions; (b) a man playing with bat; (c) human-to-human interaction; and (d) a group of people writing a thesis.

The classical activity recognition pipeline typically consists of the pre-processing, feature descriptor and extraction, and classification steps, while deep learning includes feature extraction and classification steps. With deep learning techniques, feature extraction and classification can also be performed in a single step [4]. In recent years, incredible progress has been achieved with deep learning. Furthermore, the core aspects of the attractiveness of deep learning are rapidly improving thanks to fast processing capabilities of modern computers and availability of larger datasets.

It has been proven that deep learning also provides effective solutions to a variety of problems such as natural language processing, robotics, computer vision, speech and audio processing, search engines, finance, video games and online advertising [6].

In recent years, Convolutional Neural Networks (CNN) [7] have been widely used by researchers in imaging classification problems. Due to the outstanding performance of CNN [8] in image classification and object detection, many researchers have started to deploy CNN for video classification with some modification [6]. Early approaches such as Region-based Convolutional Neural Network (R-CNN) use region proposal methods to first generate potential bounding boxes in an image and then run a classifier on these proposed boxes [9]. After classification, post-processing is used to refine the bounding boxes, eliminate duplicate detection, and re-score the boxes based on other objects in the scene [10]. These complex pipelines are slow and hard to optimize because each component must be trained separately. We re-frame object detection as a single regression problem, straight from image pixels to bounding box coordinates and class probabilities [11]. An abnormal activity in this work is elaborated as an activity that needs emergency medical assistance [6].

In our approach, an abnormal patient activity is classified as an activity that needs emergency medical assistance. There are eight abnormal activities in our dataset: backward fall, chest pain, coughing, faint, forward fall, headache, taking medicine, and vomiting. The main aim of this paper is to differentiate between multiple abnormal human activities. The main contributions of our work are as follows:
1. We implemented a CNN-based patient activity recognition algorithm.
2. We applied a CNN object detector to patient activity recognition for the first time.
3. We collected a large patient activity video dataset with ground truth labels.
4. We found an efficient way of training the CNN with the collected patient video dataset for high accuracy.
5. We obtained improved performance compared with previous work using extensive dataset.

YOLO is refreshingly simple, as shown in Figure 2. A single convolutional network simultaneously predicts multiple bounding boxes and class probabilities for those boxes. It trains on full images and directly optimizes detection performance [12]. This unified model has several benefits over traditional methods of object detection.

The rest of the paper is structured as follows. Section 2 describes the literature review. Section 3 describe the proposed approach. Implementation details are made in Section 4. Performance evaluation is made in Section 5 followed by results and discussion. Section 6 concludes the presented work.

2. Literature Review

Action recognition is an extensively studied research area of computer vision with a large and rapidly growing amount of work on the topic available in the literature. A brief comparison is given in Table 1, which indicates that deep learning is preferable over the classical machine learning. A neural Network takes as input an image in the form of an array and then transforms it into feature maps by processing it through a sequence of convolutional layers that contain clusters of neurons whose output features are computed by a set of weights. The final layers of CNNs are usually fully connected layers, which compute prediction outputs such as class scores if the task is classification. A brief comparison of a few well-known CNNs for object detection is given in Table 2. While YOLO provides a lower mean average precision (mAP) of 63.4 (out of 100), it offers higher speed of 45 frames per second (FPS), which satisfies the real time requirement (30 frames per second) of our target patient monitoring system. In contrast, Faster R-CNN based on VGG 16 achieves a higher mAP of 73.2, but delivers a much lower speed of only 7 fps, which cannot satisfy the real time requirement of our target patient monitoring [13]. Therefore, we chose YOLO as the backbone model for our patient activity recognition system. In [14], the authors used a different approach to recognize the abnormal activities. R transform was used with the combination of principal component analysis and independent component analysis and then Hidden Markov Model was used further for activity recognition. In [15], the approach implemented R transform for feature extraction and then linear discriminant analysis to further recognize six elderly abnormal human activities: headache, vomit, faint, chest pain, backward fall and forward fall. Kernel discriminant technique was used for discrimination between lookalike activities.
Table 1. Comparison between the classical machine learning and deep learning benefits on their key properties.

| Sr. No. | Property          | Machine Learning                  | Deep Learning                      |
|---------|-------------------|-----------------------------------|------------------------------------|
| 1       | Data Requirement  | Can Train on smaller data         | Require larger data                |
| 2       | Accuracy          | Gives lower accuracy              | Provides higher accuracy            |
| 3       | Training Time     | Short training time               | Longer training time               |
| 4       | Hardware requirement | Lower cost CPU           | Higher cost GPU to train properly  |
| 5       | Hyperparamater Tuning | Limited tuning capabilities       | Provide various tuning ways        |

In [16,17], a 3D extension of second convolutional neural networks (CNN) was introduced, where data are processed by 3D convolution consisting of area and time dimension. A 3D CNN was employed by Baccouche et al. [18], the results of which are then fed into a continual neural network for activity classification. In a more recent work, Tran et al. [19] also applied a 3D CNN, but with a deeper network to improve the performance of human activity recognition.

In [20], motion data were enclosed in a particular approach that provides a dense optical flow of the network at the input data. In addition, two streams of a network square measure are employed, one supporting classification for static video frames and the other supporting the optical flow. Alternative ways of fusing the spatial and temporal streams of networks are studied in [21].

The authors of [22] proposed an efficient human activity recognition system based on Recurrent Neural Network (RNN) that utilizes joint angles which are depicted in a spatiotemporal feature matrix. With these derived features, they trained RNN for human activity recognition model. For evaluation, they compared the performance of the RNN-based human activity recognition against Deep Belief Network (DBN)-based human activity recognition and the traditional HMM. For the test with 12 human activities, their model outperformed HMM- and DBN-based human activity recognition.

In [23], an LSTM model is used to characterize the action dynamics of individuals during a sequence and to aggregate person-level information for activity detection. The authors evaluated their model on two datasets: the Collective Activity Dataset and a replacement volleyball dataset.

In [24], a CNN with two streams is proposed, where spatial and temporal information is divided into different domains and then the CNN is trained using the UCF 101 dataset. It then combines the information in the end of the inference to check the results.

In [25], the YOLO model is used for training and testing on the LIRIS dataset consisting of 10 human activities. The model is trained selecting video frames that contain appropriate actions from the LIRIS dataset. For the recognition process, the authors selected thirty video frames that were used for the localization of action in testing procedure. After a certain number of frames, some frames are randomly chosen from the input video. Across each frame, the proposed model allocated a unique confidence score and action label (unique ID) for video sequences by finding a recurrent action label ID.

Table 2. A brief comparison based on mean average precision (mAP) and frame per second (FPS) is made here and this study is taken from the following source [13].

| Sr. No. | Detection Frame Work | mAP  | FPS |
|---------|----------------------|------|-----|
| 1       | Faster RCNN-VGG16    | 73.2 | 7   |
| 2       | Faster RCNN-ResNet   | 76.4 | 5   |
| 3       | YOLO                 | 63.4 | 45  |

Although the latest video-based human activity recognition systems provide promising results, they suffer from deceptive performance problems that make it difficult for their real-world deployment. More specifically, we are faced with the following challenges:

- Activity recognition systems such as the video sequences are most often perceived from random camera viewpoints; therefore, the outputs of the system need to be invariant from heterogeneous
camera viewpoints. However, modern procedures are based on constrained viewpoints, e.g., the person must be in a front-view (i.e., face the camera) or side-view. Multiple-camera-based methods have been proposed in the recent past to capture diverse view sequences that are ultimately combined to construct training data or to conduct self-adaptive calibration. However, these methods are regarded as impractical due to the high cost of multiple cameras.

- It remains as a great challenge to handle obstruction such as human-to-human, body part-to-body part, and human-to-object obstructions and occlusions.
- The most crucial challenge is differentiation between human activities. Discriminating between different abnormal activities is increasingly difficult as there are similarities in many target activities.

To address the above challenges, in this paper, we propose an approach that can distinguish patient’s activities from similar activities with invariance to camera viewpoint using a single camera. From evaluation of various recent CNN detector models, we chose YOLO due to its fast speed to satisfy the real-time requirement of our target patient monitoring system.

As in [25], we retrained the YOLO model using our LIRIS dataset consisting of 10 human activities.

3. Proposed Approach

3.1. Overall Flow

The proposed methodology workflow is given in Figure 3. YOLO [26] is employed. For the training step, we constructed a custom training dataset specifically consisting of a large set of abnormal activity images and various normal images. For the current work, we selected eight abnormal activity classes.
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**Figure 3.** The representation of the entire proposed pipeline of our approach. It is divided into two main phases: training and testing.

We divided each video into segments of 30 frames, which are manually labeled as one of the eight classes. We split the labeled dataset into training dataset and test dataset. The second step is conducting the classification prediction for each input video segment with the trained CNN model. Then, in the third step, confidence score and prediction scores along these frames are calculated based on IOU (Intersection over Union) for all the classes. In the final step, the evaluation parameters such as accuracy, precision, and recall are computed to judge the performance of the patient’s activity recognition system based on the sequence of input video segments.
3.2. Back-Bone CNN Model

In the second step of Figure 2, the CNN model in our current implementation is based on the YOLO model. The primary structure and operations of the YOLO model are described below.

The YOLO model is motivated by the GoogleNet model for image classification and positional regression of objects. As with most CNN models, the convolutional layers of YOLO extract optimized features from the input image, while its fully connected layers predict the resultant coordinates and probabilities of the objects. YOLO network architecture consists of 24 convolutional layers and 2 fully connected layers. The CNN model conducts the object detection in the following steps.

1. CNN takes an image as an input and divides it into $S \times S$ random grid cells. In the patch of input image that belongs to one of the grid cells, when the midpoint of an object falls into that grid cell, that object is detected.
2. Each grid cell calculates $B$ bounding boxes and $C$ confidence score parameters against these boxes shown in Figure 4.
3. CNN produces predicted outputs in tensor form for each grid cell.
4. Each tensor provides information regarding Bounding box’s Coordinates $(x, y)$.
5. Probability distribution is calculated across all classes in the system during training. Moreover, a threshold is applied to these computed confidence scores (probability), which eradicates class labels with scores lower than the threshold.
6. The confidence scores are used to judge the model accuracy. The confidence score is zero in the case of no object detection. When an object is detected, the confidence score is equivalent to the intersection over union (IOU) between the ground truth and predicted box.
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**Figure 4.** The system model divides the image into an $S \times S$ grid size and along with each grid cell B bounding boxes are predicted with confidence across those boxes, as well as C class probabilities. Thus, in this research, YOLO is used for activity recognition mainly on a customized dataset and is configured in a way that YOLO, which is typically used for detection, can be used for both detection and recognition of actions.

In the case of YOLO model, there are five predictions involved in each bounding box: $x, y, w, h,$ and confidence score. Here, the $(x, y)$ coordinates indicate the center of the box, while $w$ and $h$ represent the width and height of the box. Each grid cell forecasts $C$ conditional class probabilities given by $Pr(Class/\text{Object})$. It calculates only one group of class probabilities per grid cell, regardless of the quantity of boxes $B$ in the cell. As shown in Equation (1), the conditional class probabilities and the distinct box confidence predictions are multiplied as the confidence scores.

$$Pr(Class/\text{Object}) \times Pr(\text{Object}) \times IOU_{\text{Pred}}^{\text{truth}} = Pr(Clss_{i}) \times IOU_{\text{Pred}}^{\text{truth}} \quad (1)$$
Hence, on each box, we can acquire class-specific confidence scores values. These scores are further investigated together with two factors i.e., the probability of the class prediction and how precisely the predicted box fits the object’s boundary. The confidence scores are used both in the back propagation of loss functions in the training process and in the accuracy evaluation in the test process.

3.3. Dataset

Publicly available online datasets relevant to human activities are as follows:

1. KTH dataset [27] consists of periodic actions: running, jogging, etc.
2. UCF101 and CASIA [27] datasets consist of humans interacting with objects and human-to-human interactions.
3. There are specific actions in multimedia such as YouTube and Daily Motion videos in the UCF YouTube and Google Ava datasets [28].
4. MSRC-12 [29] is a RGB-D video dataset covering depth information.

However, no existing datasets provide the patient activity classes that we can use for training and testing our patient monitoring system. Therefore, to accurately evaluate of our proposed approach, we created our own dataset of abnormal patient activities, as summarized in Table 3.

Table 3. Brief description of our dataset. It contains information about the activities performed and about videos counts.

| Sr. No. | Activity Performed          | No. of Videos | No. of Frames |
|---------|-----------------------------|---------------|---------------|
| 1       | Backward Fall               | 24            | 2880          |
| 2       | Chest pain                  | 24            | 2880          |
| 3       | Coughing                    | 24            | 2880          |
| 4       | Faint                       | 24            | 2880          |
| 5       | Forward Fall                | 24            | 2880          |
| 6       | Headache                    | 24            | 2880          |
| 7       | Vomiting                    | 24            | 2880          |
| 8       | Taking Medicine             | 24            | 2880          |
| 9       | Total                       | 192           | 23,040        |

The dataset was acquired with the help of eight volunteers who performed eight different kinds of activities three times. Each video sequence is 4–5 s long. The dataset is organized into two different partition ratios. In Data Partition 1, 60% of the overall dataset is selected for training and 40% for testing. In Data Partition 2, 70% of the overall dataset is selected for training and 30% for testing.

Labeling

For labeling our dataset, an annotation tool called VoTT (Visual Object Tagging Tool) [30] was used. The labels were added to each image of the video dataset in the form of a bounding box around the patient and the class ID of the activity, which are shown in Figure 5.
The two sets of multiple frames of human activities are performed: (a) backward fall (b) chest pain (c) coughing (d) faint (e) forward fall (f) headache (g) vomit and (h) taking medicine.

The format of label consists of the following five parameters:

- Class ID for the patient activity
- Box x-axis ratio
- Box y-axis ratio
- Box width ratio
- Box height ratio

As the frame rate to construct the labeled dataset, we chose 30 frames per second, which is considered to meet the requirement of real time video. We retrained the pre-trained CNN model using our patient dataset of 23,040 frames (see Table 3).

3.4. Testing

For testing purpose, we first tested 40% and then 30% of the overall dataset for classification and localization of actions. Along with each grid cell in a frame, B bounding boxes and C confidence score were calculated. Finally, these confidence scores were used as the parameters to evaluate the detection results.

However, in the cell with no object detected, the confidence score is zero. Otherwise, the confidence score is calculated by the intersection over union (IOU) phenomenon between the predicted
box and the ground truth value. The test procedure selects the frame if the confidence is non-zero, and discards the frame otherwise. Then, it calculates the performance by checking the classification results in the selected frames. Some of the visual results of assigned labels are given in Figure 6.

Figure 6. Different abnormal activities recognized: (a) backward fall; (b) chest pain; (c) coughing; (d) faint; (e) forward fall; (f) headache; (g) vomit; and (h) taking medicine.

4. Implementation and Test Set Up

This section describes the implementation of the proposed patient monitoring system and test set up for performance evaluation of activity recognition.

4.1. Implementation Details

The following summarizes the specifications of the computer machine used for the training and testing of the proposed patient monitoring system.

OS: Windows 10 (64 bit)
CPU: Intel(R) 3rd Generation Core (TM) i5-3470 CPU @ 3.20 GHz @ 3.20 GHz
CPU RAM: 16 GB
CGPU: Titan XP
Graphics card Ram size: 12 GB

We implemented the proposed patient monitoring system using C program with CUDA 8.0, cuDNN 7.0, OpenCV 3.0. We integrated the darknet of YOLO [30] as a back-bone model in the form of C and CUDA code.

4.2. Performance Metrics

For the performance evaluation of our proposed method, we computed the confusion matrix. Confusion matrix [31] is an efficient performance evaluation tool as well as useful for computing other performance metrics.

**Precision:** The ratio of a total number of true positive (TP) to the total number of detected components (i.e., the sum of TP and false positive (FP)). It is also denoted as positive predictive value (PPV) [32]. It is represented by Equation (2).

\[
\text{Precision} = \frac{TP}{TP + FP}
\]
Recall: The ratio of the number of TP to the total number of components that are TP or FN, which is expressed by Equation (3). It is also denoted as true positive rate or sensitivity value [33].

\[
Recall = \frac{TP}{TP + FN}
\]  

(3)

F1 Score: It is the harmonic mean (mathematical expression) of recall and precision, and it can be calculated using Equation (4)

\[
F1\ -\ Score = \frac{2 \times Precision \times Recall}{Precision + Recall}
\]  

(4)

Accuracy: The ratio of the number of components that are truly classified (TP or TN) with respect to the total number of components that are TP, TN, FP, or FN. The mathematical expression is shown in Equation (5).

\[
Accuracy = \frac{TP + TN}{TP + FN + TN + FP}
\]  

(5)

5. Performance Evaluation

5.1. Training and Testing

For training and testing, we partitioned the dataset into 60:40 and 70:30 ratios, which are common partition ratios used by Luhach et al. [34]. Performance was evaluated on the confusion matrix and then recall, accuracy, precision, and accuracy. For the selection of data partition ratio, the Intersection over Union (IOU) was computed [35], then the recall against them, and finally the trained weights were selected.

We stopped training at 20,000 iterations when the loss was no longer decreasing. Videos were working at 45 FPS. For the first partition ratio, IOU was 95.7%, and for the second partition ratio it was 96.8%. Then, we determined whether to accept or reject the frames based on IOU. Frames with the IOU greater than a threshold of 0.5 were considered further for classification, while the frames below this threshold were discarded as failed detection.

Table 4 presents a confusion matrix for our custom dataset. We trained 60% of the data in the training and 40% for the testing. Our dataset was constructed from 192 patient videos consisting of 23,040 frames in total.

Thus, for the case of dataset partition with 60:40, we used 13,824 frames from 115 videos for training, while using 9216 frames from 77 videos for testing. Similarly, for the case of dataset partition with 70:30, we trained the CNN model using 70% of the dataset while testing the model using 30%, as summarized in Table 5.

| Sr. No. | Parameters → Abnormalities ↓ | Precision | Recall | F1-Score | Accuracy |
|---------|-----------------------------|-----------|--------|----------|----------|
| 1       | Backward Fall               | 83.004    | 92.105 | 87.318   | 96.296   |
| 2       | Chest Pain                  | 86.638    | 75.281 | 80.561   | 94.236   |
| 3       | Coughing                    | 87.037    | 80.342 | 83.556   | 95.542   |
| 4       | Faint                       | 74.131    | 88.073 | 80.503   | 94.461   |
| 5       | Forward Fall                | 86.726    | 81.328 | 83.94    | 95.485   |
| 6       | Headache                    | 77.406    | 78.39  | 77.895   | 93.791   |
| 7       | Taking Medicine             | 91.703    | 96.33  | 93.96    | 98.326   |
| 8       | Vomiting                    | 95.327    | 90.265 | 92.727   | 98.022   |
| Average |                             | 85.246    | 85.264 | 85.057   | 95.77    |
Table 5. Performance evaluation of dataset with the ratio of 70:30.

| Sr. No. | Parameters → Abnormalities ↓ | Precision | Recall | F1-Score | Accuracy |
|---------|--------------------------------|-----------|--------|----------|----------|
| 1       | Chest Pain                      | 91.25     | 81.716 | 86.22    | 95.982   |
| 2       | Coughing                        | 88.393    | 85.714 | 87.033   | 96.592   |
| 3       | Faint                           | 84.339    | 88.889 | 83.843   | 95.762   |
| 4       | Forward Fall                    | 89.13     | 85.774 | 87.42    | 96.592   |
| 5       | Headache                        | 87.845    | 83.193 | 83.019   | 95.379   |
| 6       | Taking Medicine                 | 95.217    | 96.476 | 95.842   | 98.876   |
| 7       | Vomiting                        | 95.475    | 91.342 | 93.363   | 98.237   |
|         | **Average**                     | **90.134**| **88.421**| **89.269**| **96.8** |

Using the confusion matrices summarized in Tables 6 and 7, we calculated the TP, FN, TN, and FP values, and then computed recall, accuracy, precision, and F1-score [36], which are summarized in Tables 4 and 5 for each of the eight classes of abnormal activities.

Table 6. Confusion matrix of dataset with the ratio of 60:40.

| Sr. No. | Abnormalities → Backward Fall | Chest Pain | Coughing | Faint | Forward Fall | Headache | Taking Medicine | Vomiting |
|---------|-------------------------------|------------|----------|-------|--------------|----------|-----------------|----------|
| 1       | Backward Fall                 | 210        | 0        | 0     | 6            | 0        | 8               | 4        | 0        |
| 2       | Chest Pain                    | 20         | 201      | 8     | 20           | 10       | 6               | 2        | 0        |
| 3       | Coughing                      | 0          | 5        | 188   | 8            | 0        | 18              | 9        | 6        |
| 4       | Faint                         | 17         | 0        | 4     | 192          | 0        | 3               | 0        | 2        |
| 5       | Forward Fall                  | 2          | 10       | 0     | 18           | 196      | 0               | 14       | 2        |
| 6       | Headache                      | 4          | 12       | 0     | 15           | 16       | 185             | 4        | 0        |
| 7       | Taking Medicine               | 0          | 0        | 2     | 0            | 0        | 6               | 210      | 0        |
| 8       | Vomiting                      | 0          | 4        | 14    | 0            | 0        | 4               | 0        | 204      |

Table 7. Confusion matrix of dataset with the ratio of 70:30.

| Sr. No. | Abnormalities → Backward Fall | Chest Pain | Coughing | Faint | Forward Fall | Headache | Taking Medicine | Vomiting |
|---------|-------------------------------|------------|----------|-------|--------------|----------|-----------------|----------|
| 1       | Backward Fall                 | 230        | 0        | 0     | 6            | 0        | 6               | 4        | 0        |
| 2       | Chest Pain                    | 16         | 219      | 8     | 11           | 6        | 6               | 2        | 0        |
| 3       | Coughing                      | 0          | 5        | 198   | 8            | 0        | 11              | 5        | 6        |
| 4       | Faint                         | 15         | 0        | 4     | 192          | 0        | 3               | 0        | 2        |
| 5       | Forward Fall                  | 3          | 6        | 0     | 14           | 146      | 9               | 0        | 2        |
| 6       | Headache                      | 4          | 6        | 0     | 11           | 15       | 198             | 4        | 0        |
| 7       | Taking Medicine               | 0          | 0        | 2     | 0            | 0        | 6               | 210      | 0        |
| 8       | Vomiting                      | 0          | 4        | 12    | 0            | 0        | 4               | 0        | 204      |

5.2. Comparison with Previous Work

As analyzed from the results of Table 6, the performance of activities having similarities in their actions such as forward fall, headache, and chest pain is affected by each other and consequently results in lower performance. Similarly, backward fall and faint affected each other, resulting in relatively lower performance. Activities such as taking medicine, backward fall, and vomiting show remarkable performance as these activities differ in terms of action appearance from others.

To further improve the performance, we employed the dataset with the partition ratio of 70:30 (70% of data for training and 30% for testing) as the results in Table 5 exhibits higher performance than those in Table 4. Compared with the dataset partition of 60:40, the results in Table 4, on the dataset
partition of 70:30, show higher recall by 3.15%, accuracy by 1.03%, precision by 3.68%, and F1-score by 3.61%. This indicates that a small increase in the training dataset (from 60% to 70%) provides a substantial improvement in all performance metrics.

Next, we compared our performance with the state-of-the-art [25], although Shinde et al. [25] employed the LIRIS dataset contains different activities from our patient dataset. The LIRIS dataset consists of handshaking, picking an item, giving an item to another person, typing, talking, leaving and entering the room. The results of both batches were compared with the results of Shinde et al. [25]. Whereas our performance with the dataset partition of 60:40 are close to the results of Shinde et al. [25], our performance with the dataset partition of 70:30 outperforms that of Shinde et al. [25]. In detail, for the latter case, the recall was improved by 0.338%, while the precision was improved by 0.253% and the F1-Score by 0.911% compared with the results in [25]. The above comparison with the state-of-the-art [25] is summarized in Table 8.

Table 8. Comparison of proposed method with the state-of-the-art in terms of performance matrices.

| Sr. No. | Scheme                  | Recall  | Accuracy | Precision | F1-Score |
|---------|-------------------------|---------|----------|-----------|----------|
| 1       | Shinde, et al. [13]     | 88.083  | N/A      | 89.881    | 88.358   |
| 2       | Proposed Technique (1st batch) | 85.264  | 95.77    | 85.246    | 85.057   |
| 3       | Proposed Technique (2nd batch) | 88.421  | 96.8     | 90.134    | 89.269   |

5.3. Limitations and Future Work

The YOLO model executes strong spatial constraints for the prediction of the bounding box as two boxes are predicted in a single grid cell with a single class [26]. Due to its spatial constraints, however, it imposes limitation on the number of objects that the model can predict. Therefore, the model struggles with objects overlapped in groups and small objects. In this paper, however, we are concerned with patient videos with large objects and single objects only. We plan to extend the proposed patient monitoring system to handle small objects and multiple objects in the future.

6. Conclusions

The foremost contribution of this research is the development of a high-speed recognizing algorithm and making a custom dataset of abnormal human activities for patient monitoring. For fast and easy computation, frames are processed independently at the desired rate by ignoring the temporal redundancy and we chose YOLO as the back-bone CNN model implementation of the YOLO framework for abnormal human activity recognition to meet the requirement of real-time computation. YOLO uses a single CNN simultaneously for classification as well as for localization of the object instead of using different neural networks methods to first classify and then localize it. The proposed system when implemented using the computer machines specified above can process the patient images at a speed of 40–90 frames per second, which is faster than the previous method [26]. As a result, the improved performance has been achieved with minimum latency. A comparison with the state-of-the-art method is given in Table 8.

This work was demonstrated on video datasets with individual subjects present in the field view of the camera. This assumption limits the scope of real-world application of the work, where multiple human subjects may appear in a single scene. An interesting area of future work is to incorporate extension of action recognition and activity modeling for multiple individuals. The incorporation of multiple human subjects would also lead to a new direction of research that would study the interaction between people and help to analyze group behavior.
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