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Abstract. In this work, we consider networks of so-called geometrically exact beams, namely, shearable beams that may undergo large motions. The corresponding mathematical model, commonly written in terms of displacements and rotations expressed in a fixed basis (Geometrically Exact Beam model, or GEB), has a quasilinear governing system. However, the model may also be written in terms of intrinsic variables expressed in a moving basis attached to the beam (Intrinsic GEB model, or IGEB) and while the number of equations is then doubled, the latter model has the advantage of being of first-order, hyperbolic and only semilinear. First, for any network, we show the existence and uniqueness of semi-global in time classical solutions to the IGEB model (i.e., for arbitrarily large time intervals, provided that the data are small enough). Then, for a specific network containing a cycle, we address the problem of local exact controllability of nodal profiles for the IGEB model – we steer the solution to satisfy given profiles at one of the multiple nodes by means of controls applied at the simple nodes – by using the constructive method of Zhuang, Leugering and Li [Exact boundary controllability of nodal profile for Saint-Venant system on a network with loops, in J. Math. Pures Appl., 2018]. Afterwards, for any network, we show that the existence of a unique classical solution to the IGEB network implies the same for the corresponding GEB network, by using that these two models are related by a nonlinear transformation. In particular, this allows us to give corresponding existence, uniqueness and controllability results for the GEB network.
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1. Introduction

Nodal profile controllability. The problem of nodal profile controllability of partial differential equations on networks refers to the task of steering the solution thereof to prescribed profiles on specific nodes. Formally speaking, this amounts to saying that said solution should be controlled to given time-dependent functions (called nodal profiles) over certain time intervals by means of controls actuating at one or several other nodes. This is in contrast to the classical question of exact controllability, wherein one seeks to steer the state, at a certain time, to a given final state on the entire network. The nodes with prescribed profiles are then called charged nodes (or object-nodes), while the nodes at which the controls are applied are the controlled nodes (or control nodes).

The notion of exact boundary controllability of nodal profiles was, to our knowledge, first introduced by Gugat, Herty and Schleper in [12], motivated by applications in the context of gas transport through pipelines networks. Therein, consumers are located at the endpoints of the network and the nodal profiles represent the consumer satisfaction, and the former are sought to be attained by the flow which is controlled by means of a number of compressors actuating at several nodes.

Motivated by the abundant practical relevance of such control problems, Tatsien Li and coauthors generalized the aforementioned results to one-dimensional first-order quasilinear hyperbolic systems with nonlinear boundary conditions [10, 19, 24]. For results on the wave equation on a tree-shaped network with a general topology or the unsteady flow in open canals, we refer the reader to [45, 46, 49] and [11], respectively.

Whilst the exact-controllability of the Saint-Venant equations on networks with cycles is not true in general [17, 23], for certain networks with cycles, the exact nodal profile controllability can be shown by means of a so-called cut-off method [26, 52]. In this regard, in line with intuition, the concept of nodal profile controllability is weaker than that of exact controllability. Hence, when considering a system defined on a network with cycles, a situation which is encountered in many practical applications, the nodal profile control problem is a rather meaningful and feasible goal to attain.

The method used by Li et al. to prove nodal profile controllability is constructive in nature, in the sense that it relies on solving the equation forward in time and sidewise, to build a specific solution which achieves the desired goal, before evaluating the trace of this solution to obtain the desired controls. All this is done in the context of regular $C^1_{x,t}$ solutions for first-order systems, which are semi-global in time – this means that for any time $T > 0$, and for small enough initial and boundary data, a unique solution exists at least until time $T > 0$ –, a solution concept originating from [20]. In [21, 22], this notion of solution is used for proving local exact boundary controllability of one-dimensional quasilinear hyperbolic systems. In these works, a general framework for a constructive
method is proposed, from which all subsequent constructive methods derive. The cornerstone of Li’s method is thus the proof of semi-global existence and uniqueness, and, in the case of networks, a thorough study of the transmission conditions at multiple nodes. As solving a sidewise problem entails exchanging the role of the spatial and time variables, this method fundamentally exploits the one-dimensional nature of the system (see also Remark 2.6).

Very recently, in the context of the one-dimensional linear wave equation, the controllability of nodal profiles has also been studied in the context of less regular states and controls spaces, by using the duality between controllability and observability and showing an observability inequality. For star-shaped networks, one may see [48] where the sidewise and D’Alembert Formula is used, and for a single string one may see [38] which relies on sidewise energy estimates.

Geometrically exact beams. Multi-link flexible structures such as large spacecraft structures, trusses, robot arms, solar panels, antennae [5, 43, 17] have found many applications in civil, mechanical and aerospace engineering. The behavior of such structures is generally modeled by networks of interconnected beams.

In this article, we will address the problem of nodal profile controllability for networks of beams, possibly with cycles, a problem which has not yet been considered in the literature. The network in question consists of $N$ beams, indexed by $i \in \{1, \ldots, N\}$, evolving in $\mathbb{R}^3$, which are mutually linked via rigid joints. The beams are assumed to be freely vibrating, meaning that external forces and moments, such as gravity or aerodynamic forces, have been set to zero.

Nowadays, there is a growing interest in modern highly flexible light-weight structures – for instance robotic arms [9], flexible aircraft wings [34] or wind turbine blades [31, 47] – which exhibit motions of large magnitude, not negligible in comparison to the overall dimensions of the object. To capture such a behavior, one has to consider a beam model which is geometrically exact, in the sense that the governing system presents nonlinearities in order to also represent large motions – i.e., large displacements of the centerline and large rotations of the cross sections.

This beam model, similarly to the more well-known Euler-Bernoulli and Timoshenko systems, is one dimensional with respect to the spatial variable $x$ and accounts for linear elastic material laws, meaning that the strains (which are the local changes in the shape of the material) are assumed to be small. Models for geometrically exact beams account for shear deformation, similarly to the Timoshenko system. Moreover, the geometrical and material properties of the beam may vary along the beam (indeed, we will see that the coefficients of the system depend on $x$), and the material may be anisotropic. As a matter of fact, the Euler-Bernoulli and Timoshenko systems can be derived from geometrically exact beam models under appropriate simplifying assumptions [3, Section IV].

We will see, in Subsection 2.1, that the mathematical model for geometrically exact beams may be written in terms of the position of the centerline of the beam and the orientation of its cross sections, with respect to a fixed coordinate system. This is the commonly known Geometrically Exact Beam model, or GEB, which originates from the work of Reissner [35] and Simo [39]. The governing system is quasilinear, consisting of
six equations. One may draw a parallel with the wave equation as the GEB model is of second order both in space and time.

On the other hand, the mathematical model can also be written in terms of so-called intrinsic variables – namely, velocities and internal forces/moments, or equivalently velocities and strains – expressed in a moving coordinate system attached to the beam. This yields the Intrinsic Geometrically Exact Beam model, or IGEB, which is due to Hodges [14, 15]. The governing system then counts twelve equations. An interesting feature of the IGEB model is that it falls into the class of one-dimensional first-order hyperbolic systems and is moreover only semilinear. Therefore, from a mathematical perspective, one gains access to the broad literature which has been developed on such system – see notably by Li and Yu [25], Bastin and Coron [4] – beyond the context of beam models.

Due to its less compound nature, the IGEB formulation is used in aeroelastic modelling and engineering, notably in the context of very light-weight and slender aircraft aiming to remain airborne almost perpetually, and that consequently exhibit great flexibility [32, 33, 34]; see also [1, 2, 3] where the authors additionally take into account structural damping.

On another hand, as pointed out in [51, Sec. 2.3.2], one may see the GEB model and IGEB model as being related by a nonlinear transformation (which we define in (9)). In this work, we will keep track of this link between both models, studying mathematically the latter, and then deducing corresponding results for the GEB model.

As commonly done in solid mechanics, both the GEB and IGEB models are Lagrangian descriptions of the beam (as opposed to the Eulerian description), in the sense that the independent variable $x$ is attached to matter ($x$ is a label sticking to the particles of the beam’s centerline throughout the deformation history) rather than being attached to an inertial frame of reference.

The IGEB model can also be seen as the beam dynamics being formulated in the Hamiltonian framework in continuum mechanics (see notably [40, Sections 5, 6]), while the GEB model corresponds to the Lagrangian framework. Then, taking into account the interactions of the beam with its environment, one may study the IGEB model from the perspective of Port-Hamiltonian Systems (see [30] for the finite dimension setting and [42] and [16, Chapter 7] for the infinite dimensions setting), as in [28, 29] and [7, Section 4.3.2]. See also the case of the Timoshenko model in [27].

1.1. Our contributions. In this article we consider the problem of nodal profile controllability in the context of a specific network of geometrically exact beams containing one cycle. Afterwards, the case of other networks, possibly containing several cycles, is discussed in Section 6: we give a few typical examples, together with a brief algorithm (Algorithm 1) to realize nodal profile controllability under some requirements.

Our main results will be given on IGEB networks (Theorem 2.5) and GEB networks (Corollary 2.11) as follows.

1. We first consider a general network of beams whose dynamics are given by the IGEB model (System (15) below). We show, in Theorem 2.3, that there exists a unique semi-global in time $C^1_{x,t}$ solution to (15).
This theorem is also a necessary step to show Theorem 2.5, namely, the local exact controllability of nodal profiles for System (15), in the special case of an A-shaped network (see Fig. 2c). More precisely, we drive the solution to satisfy given profiles at one of the multiple nodes by controlling the internal forces and moments at the two simple nodes.

2. For a general network, via Theorem 2.7, we make the link between the IGEB network (System (15)) and the corresponding system (11) in which the beams dynamics are given by the GEB model. More precisely, we show that the existence of a unique $C^1_{x,t}$ solution to (15) implies that of a unique $C^2_{x,t}$ solution to (11), provided that the data of both systems fulfill some compatibility conditions.

In particular, Theorem 2.7, permits to translate Theorems 2.3 and 2.5 to corresponding results in terms of the GEB model (11), which are Corollaries 2.9 and 2.11, respectively.

1.2. Notation. Let $m, n \in \mathbb{N}$. Here, the identity and null matrices are denoted by $I_n \in \mathbb{R}^{n \times n}$ and $0_{m,n} \in \mathbb{R}^{n \times m}$, and we use the abbreviation $0_n = 0_{n,n}$. The transpose of $M \in \mathbb{R}^{m \times n}$ is denoted by $M^T$. The symbol $\text{diag}(\cdot, \ldots, \cdot)$ denotes a (block-)diagonal matrix composed of the arguments. We denote by $\mathcal{S}^n_{++}$ the set of positive definite symmetric matrices in $\mathbb{R}^{n \times n}$. The cross product between any $u, \zeta \in \mathbb{R}^3$ is denoted $u \times \zeta$, and we shall also write $\hat{u} \zeta = u \times \zeta$, meaning that $\hat{u}$ is the skew-symmetric matrix

$$\hat{u} = \begin{bmatrix} 0 & -u_3 & u_2 \\ u_3 & 0 & -u_1 \\ -u_2 & u_1 & 0 \end{bmatrix},$$

and for any skew-symmetric $u \in \mathbb{R}^{3 \times 3}$, the vector $\text{vec}(u) \in \mathbb{R}^3$ is such that $u = \text{vec}(\hat{u})$. Finally, $\{e_\alpha\}_{\alpha=1}^3 = \{(1,0,0)^T, (0,1,0)^T, (0,0,1)^T\}$ denotes the standard basis of $\mathbb{R}^3$.

1.3. Outline. In Section 2, we present in more detail the GEB and IGEB models (Subsection 2.1) before introducing the corresponding systems which give the dynamics of the beam network (Subsection 2.2). Then, in Subsection 2.3 we presents the main results of this article.

Section 3 is concerned with the well-posedness of the network system (15): in Subsections 3.1 and 3.2 we show that the system (15) is hyperbolic and write it in Riemann invariants, we then study the transmission conditions for the diagonalized system in Subsection 3.3, and finally, we prove Theorem 2.3 in Subsection 3.4.

In Sections 4 and 5, we give the proofs of Theorems 2.5 and 2.7, respectively.

Then, in Section 6, we give generalized considerations on more involved networks, namely, with more than one cycles, or with prescribed profiles on several nodes.

2. The model and main results

As mentioned in the introduction, the beams’ dynamics may be given from different points of view, that we specify in the following subsection.
2.1. Dynamics of a geometrically exact beam. Let \( i \) be the index of any beam of the network. First, we consider the mathematical model written in terms of the position \( p_i \) of the centerline and of a rotation matrix \( R_i \) whose columns \( \{b^\alpha_i\}_{\alpha=1}^3 \) give the orientation of the cross sections. Both \( p_i \) and \( R_i \) depend on \( x \) and \( t \), with \( x \in [0, \ell_i] \) where \( \ell_i > 0 \) is the length of the beam, and both are expressed in the fixed basis \( \{e^\alpha\}_{\alpha=1}^3 \). The former has values in \( \mathbb{R}^3 \), while the latter has values in the special orthogonal group \( SO(3) \).\(^1\)

The columns of \( R_i \) may also be seen as a moving basis of \( \mathbb{R}^3 \), attached to the beam, and with origin \( p_i \); we call it body-attached basis as opposed to the fixed basis \( \{e^\alpha\}_{\alpha=1}^3 \).

We refer to Fig. 1 for visualization.

The corresponding model is called the Geometrically Exact Beam model (GEB) and, for a freely vibrating beam, is set in \( (0, \ell_i) \times (0, T) \) and reads

\[
\partial_t \left( \begin{bmatrix} R_i & 0_i & 0_i \\ 0_i & R_i & 0_i \\ 0_i & 0_i & R_i \end{bmatrix} \ M_i \begin{bmatrix} V_i \\ W_i \end{bmatrix} \right) = \partial_x \begin{bmatrix} \phi_i \\ \psi_i \end{bmatrix} + \begin{bmatrix} 0_{3,1} \\ \partial_x p_i \times \phi_i \end{bmatrix},
\]

where \( V_i, W_i, \phi_i, \psi_i \) are functions of the unknowns \( p_i, R_i \). More precisely, we introduce the linear velocity \( V_i \), angular velocity \( W_i \), internal forces \( \Phi_i \) and internal moments \( \Psi_i \) of the beam \( i \), all having values in \( \mathbb{R}^3 \) and being expressed in the body-attached basis. They are defined by (see Subsection 1.2)

\[
\begin{bmatrix} V_i \\ W_i \end{bmatrix} = \begin{bmatrix} R_i^T \partial_\gamma p_i \\ \text{vec}(R_i^T \partial_\delta R_i) \end{bmatrix}, \quad \begin{bmatrix} \Phi_i \\ \Psi_i \end{bmatrix} = C_i^{-1} \begin{bmatrix} R_i^T \partial_\gamma p_i - e_1 \\ \text{vec}(R_i^T \partial_\delta R_i - R_i^T \frac{d}{dx} R_i) \end{bmatrix},
\]

while the variables \( \phi_i, \psi_i \) just correspond to \( \Phi_i, \Psi_i \) when expressed in the fixed basis instead of the body-attached basis; in other words

\[
\phi_i = R_i \Phi_i, \quad \psi_i = R_i \Psi_i.
\]

In the above governing system and definitions,

\[
M_i, C_i \in C^1([0, \ell_i]; \mathbb{R}^6_{++}), \quad R_i \in C^2([0, \ell_i]; SO(3)).
\]

\(^1\)\( SO(3) \) is the set of unitary real matrices of size 3 and with a determinant equal to 1, also called rotation matrices.
are the so-called mass matrix $M_i$ and flexibility matrix $C_i$ which characterize the material and geometry of the beam $i$, while $R_i$ characterizes the initial form of this beam, as it may be pre-curved and twisted before deformation (at rest). All three are given parameters of the beam.

**Remark 2.1.** Consider a single beam $i$ described by (1), with homogeneous Neumann boundary conditions at each end – i.e., both $\phi_i$ and $\psi_i$ are identically equal to zero on $\{0\} \times (0,T)$ and $\{\ell\} \times (0,T)$. With appropriate initial conditions, rigid body motions such as defined below are solutions to the GEB model:

$$p_i(x,t) = f(t) + \int_0^x R_i(s)e_1 ds, \quad R_i(x,t) = K(t)R_i(x)$$ (5)

for all $(x,t) \in [0, \ell_i] \times [0,T]$, where $(f,K) \in C^2([0,T]:\mathbb{R}^3 \times \text{SO}(3))$ are such that $\frac{df}{dt} \equiv f_o$ and $\text{vec}(K^T \frac{dK}{dt}) \equiv k_o$ for some fixed $f_o, k_o \in \mathbb{R}^3$.

The mathematical model may also be written in terms of intrinsic variables expressed in the body-attached basis, namely, linear/angular velocities and internal forces/moments $v_i, z_i: [0, \ell_i] \times [0,T] \to \mathbb{R}^6$, respectively. In this case, one considers the unknown state $y_i: [0, \ell_i] \times [0,T] \to \mathbb{R}^{12}$ of the form

$$y_i = \begin{bmatrix} v_i \\ z_i \end{bmatrix}, \quad \text{where} \quad v_i = \begin{bmatrix} V_i \\ W_i \end{bmatrix}, \quad z_i = \begin{bmatrix} \Phi_i \\ \Psi_i \end{bmatrix}.$$ (6)

We call the corresponding model the **Intrinsic Geometrically Exact Beam** model (IGEB), and it reads

$$\partial_t y_i + A_i(x)\partial_x y_i + \overline{B}_i(x)y_i = \overline{F}_i(x,y_i),$$ (7)

where the coefficients $A_i, \overline{B}_i$ and the source $\overline{F}_i$ depend on $M_i, C_i$ and $R_i$. More precisely, $A_i \in C^1([0, \ell_i]; \mathbb{R}^{12 \times 12})$ is defined by (see (4))

$$A_i = -\begin{bmatrix} 0_6 & M_i^{-1} \\ C_i^{-1} & 0_6 \end{bmatrix},$$ (8)

and we will see, in Subsection 3.1, that the matrix $A_i(x)$ is hyperbolic for all $x \in [0, \ell_i]$ (i.e., it has real eigenvalues only, with twelve associated independent eigenvectors).

The matrix $\overline{B}_i(x)$ is indefinite and, up to the best of our knowledge, may not be assumed arbitrarily small implying not only that the linearized system (7) is not homogeneous, but also that (7) cannot be seen as the perturbation of a system of conservation laws. The function $\overline{B}_i \in C^1([0, \ell_i]; \mathbb{R}^{12 \times 12})$ which depends, just as $A_i$, on the mass and flexibility matrices, also depends on the curvature $\overline{\Upsilon}_i: [0, \ell_i] \to \mathbb{R}^3$ of the beam before deformation, and is defined by

$$\overline{B}_i = \begin{bmatrix} 0_6 \\ C_i^{-1}E_i^t \\ -M_i^{-1}E_i^t \\ 0_6 \end{bmatrix}, \quad \text{with} \quad E_i = \begin{bmatrix} \hat{\Upsilon}_c^i \\ \hat{\Upsilon}_t^i \end{bmatrix}, \quad \overline{\Upsilon}_c^i = \text{vec}(R_i^T \frac{dR_i}{dx}).$$

The function $\overline{F}_i: [0, \ell_i] \times \mathbb{R}^{12} \to \mathbb{R}^{12}$ is defined by $\overline{F}_i(x,u) = \overline{B}_i(x,u)u$ for all $x \in [0, \ell_i]$ and $u = (u_1^i, u_2^i, u_3^i, u_4^i)^T \in \mathbb{R}^{12}$ with each $u_j \in \mathbb{R}^3$, where the map $\overline{F}_i$ is defined by (see
Subsection 1.2)

\[
\bar{g}_i(x, u) = - \begin{bmatrix} M_i(x)^{-1} & 0_6 \\ 0_6 & C_i(x)^{-1} \end{bmatrix} \begin{bmatrix} \hat{u}_2 & 0_3 & 0_3 & \hat{u}_3 \\ \hat{u}_1 & \hat{u}_2 & \hat{u}_3 & \hat{u}_4 \\ 0_3 & 0_3 & 0_3 & 0_3 \\ \Phi_i & \Psi_i \end{bmatrix} \begin{bmatrix} M_i(x) & 0_6 \\ 0_6 & C_i(x) \end{bmatrix}.
\]

One sees that \( \bar{g}_i \) is a quadratic nonlinearity (in the sense that its components are quadratic forms on \( \mathbb{R}^{12} \) with respect to the second argument), and that it has the same regularity as the mass and flexibility matrices \( M_i, C_i \) with respect to its first argument, and is \( C^\infty \) with respect to its second argument. Moreover, \( \bar{g}_i(x, \cdot) \) is locally Lipschitz in \( \mathbb{R}^{12} \) for any \( x \in [0, \ell_i] \), and \( \bar{g}_i \) is locally Lipschitz in \( H^1(0, \ell_i; \mathbb{R}^{12}) \), but no global Lipschitz property is available.

Finally, as mentioned in the introduction, one may see (1) and (7) as being related by the nonlinear transformation \( T \) defined by (see (2))

\[
T((p_i, R_i)_{i \in I}) = (T_i(p_i, R_i))_{i \in I}, \quad \text{where} \quad T_i(p_i, R_i) = \begin{bmatrix} V_i \\ W_i \\ \Phi_i \\ \Psi_i \end{bmatrix}
\]

### 2.2. Dynamics of the network of beams.

Let us now give the systems describing the entire beam network.

#### 2.2.1. Network notation.

To represent a collection of \( N \) beams attached in a certain manner to each other at their tips, we use an oriented graph containing \( N \) edges. Any edge \( i \) is identified with the interval \([0, \ell_i]\), which is the spatial domain for the beam model in question (GEB or IGEB). Hence, just as for the beams, the edges are indexed by \( i \in I = \{1, \ldots, N\} \), while the nodes are indexed by \( n \in N = \{1, \ldots, \#N\} \), where \( \# \) denotes the set cardinality. The set of nodes is partitioned as \( N = N_S \cup N_M \), where \( N_S \) is the set of indexes of simple nodes, while \( N_M \) is the set of indexes of multiple nodes.

The former set is in addition partitioned as \( N_S = N_S^D \cup N_S^N \), where \( N_S^D \) contains the simple nodes with prescribed Dirichlet boundary conditions (i.e., the centerline’s position and the cross section’s orientation in the case of the GEB model, or the velocities in the case of the IGEB model, are prescribed), while \( N_S^N \) contains the
where we recall that Neumann boundary conditions (i.e., the internal forces and moments are prescribed).

For any \( n \in \mathcal{N} \), we denote by \( \mathcal{I}^n \) the set of indexes of edges incident to the node \( n \), by \( k_n = \# \mathcal{I}^n \) the degree of the node \( n \), and by \( i^n \) the index\(^2\)

\[
i^n = \min_{i \in \mathcal{I}^n} i.
\]

Note that in the case of a simple node, \( \mathcal{I}^n = \{ i^n \} \).

The orientation of each beam is given by the variables \( x_i^n \) and \( \tau_i^n \) defined as follows. For any \( i \in \mathcal{I}^n \), we denote by \( x_i^n \) the end of the interval \([0, \ell_i]\) which corresponds to the node \( n \), while \( \tau_i^n \) is the outward pointing normal at \( x_i^n \):

\[
\tau_i^n = \begin{cases} 
-1 & \text{if } x_i^n = 0, \\
+1 & \text{if } x_i^n = \ell_i.
\end{cases}
\]

As described in Fig. 2, each edge \( i \) is represented by an arrow and each node \( n \) by a circle. The arrowhead is at the ending point \( x = \ell_i \); see Fig. 2d.

2.2.2. The network model. Let \( T > 0 \). If all beams are described by the GEB model (1), then the overall network is described by System (11) below, which gives the dynamics of the unknown state \((p_i, R_i)_{i \in \mathcal{I}}\):

\[
\partial_t \left( \begin{bmatrix} R_i & 0_n & R_i \\ 0_n & R_i \\ R_i \end{bmatrix} \mathbf{M}_i \begin{bmatrix} V_i \\ W_i \end{bmatrix} \right) = \partial_x \left[ \begin{bmatrix} \phi_i \\ 0_{i,1} \\ \phi_i \end{bmatrix} + \left[ \begin{bmatrix} 0_{i,1} \\ (\partial_x p)_i \times \phi_i \end{bmatrix} \right] \right] \quad \text{in } (0, \ell_i) \times (0, T), \ i \in \mathcal{I} \tag{11a}
\]
\[
p_i(x_i^n, t) = p_i^n(x_i^n, t) \quad t \in (0, T), \ i \in \mathcal{I}^n, \ n \in \mathcal{N}_M \tag{11b}
\]
\[
(R_i R_i^T)(x_i^n, t) = (R_i p^n R_i^T)(x_i^n, t) \quad t \in (0, T), \ i \in \mathcal{I}^n, \ n \in \mathcal{N}_M \tag{11c}
\]
\[
\sum_{i \in \mathcal{I}^n} \tau_i^n \begin{bmatrix} \phi_i \\ 0_{i,1} \\ \phi_i \end{bmatrix} \left( x_i^n, t \right) = f_n(t) \quad t \in (0, T), \ n \in \mathcal{N}_S^N \tag{11d}
\]
\[
\left( \begin{bmatrix} p_i^n, R_i \end{bmatrix} \right)(x_i^n, t) = (f_i^p, f_i^R)(t) \quad t \in (0, T), \ n \in \mathcal{N}_S^P \tag{11e}
\]
\[
(p_i(0), R_i(0))(x, 0) = (p_i^0, R_i^0)(x) \quad x \in (0, \ell_i), \ i \in \mathcal{I} \tag{11f}
\]
\[
(\partial_i p_i, R_i W_i)(x, 0) = (p_i^1, w_i^0)(x) \quad x \in (0, \ell_i), \ i \in \mathcal{I} \tag{11g}
\]

where we recall that \( V_i, W_i, \phi_i, \psi_i \) are defined in (2)-(3). In this system, (11g)-(11h) describe the initial conditions, with data

\[
(p_i^0, R_i^0) \in C^2([0, \ell_i]; \mathbb{R}^3 \times \text{SO}(3)), \quad p_i^1, w_i^0 \in C^1([0, \ell_i]; \mathbb{R}^3), \quad i \in \mathcal{I} \tag{12}
\]

Then, (11b)-(11c)-(11d) are the so-called transmission (or interface) conditions for multiple nodes, while the conditions (11e)-(11f) are enforced at simple nodes. The nodal data is

\[
f_n \in C^1([0, T]; \mathbb{R}^6), \quad n \in \mathcal{N}_M \cup \mathcal{N}_S^N \tag{13}
\]
\[
(f_i^p, f_i^R) \in C^2([0, T]; \mathbb{R}^3 \times \text{SO}(3)), \quad n \in \mathcal{N}_S^P \tag{14}
\]

\(^2\)Defining \( i^n \) as the smallest element of \( \mathcal{I}^n \), and not the largest for example, is an arbitrary choice and is of no influence here.
On the other hand, if all beams are described by the IGEB model (7), then for the overall network, the unknown state \((y_i)_{i \in I}\) is described by System (15), which reads

\[
\begin{align*}
\partial_t y_i + A_i \partial_x y_i + \overline{R}_i y_i &= \overline{g}_i(\cdot, y_i) \quad \text{in } (0, \ell_i) \times (0, T), \ i \in I \\
(\overline{R}_i v_i)(x^n_i, t) &= (\overline{R}_i v_i)(x^n_i, t) \quad \text{in } (0, T), \ i \in I^n, \ n \in N_M \\
\sum_{i \in I \cap \mathbb{N}} \tau^n_i (\overline{R}_i z_i)(x^n_i, t) &= q_n(t) \quad \text{in } (0, T), \ n \in \mathbb{N}
\end{align*}
\]

where \(\tau^n_i z_i \in I^n\), representing the first and last six components of \(y_i\), respectively (see (6)), and where \(\overline{R}_i \in C^2([0, \ell_i]; \mathbb{R}^{6 \times 6})\) is defined by \(\overline{R}_i = \text{diag}(R_i, R_i)\) (see (4)). Here, (15f) gives the initial conditions, with data

\[
y^n_i(0) = C^1([0, \ell_i]; \mathbb{R}^{12}), \quad i \in I,
\]

the transmission conditions are (15b)-(15c), while the conditions (15d)-(15e) are imposed at simple nodes, with data

\[
q_n \in C^1([0, T]; \mathbb{R}^6), \quad n \in \mathbb{N}.
\]

**2.2.3. Origin of the nodal conditions.** As the form of transmission conditions is an essential aspect in the proof of nodal profile controllability of hyperbolic systems on networks, let us now explain the origin of these conditions for System (11) and especially those of System (15). See also [36] for a more detailed presentation, and for the meaning of the states and coefficients of (11) and (15).

Let \(n\) be the index of some multiple node. In this work, we assume that, at all times, the beams incident with this node remain attached to each other. In other words, as imposed by (11b), the position of their centerlines must coincide. Moreover, we work under the rigid joint assumption, namely, at any node, there is no relative motion between the incident beams. As the orientation of the cross sections before deformation is specified by the (given) function \(R_i\), the rigid joint assumption is enforced by the condition (11c) which states that the change of orientation \(R_i R_j^\top\) (from the undeformed state of the beam network to its state at time \(t\)) is the same for all incident beams. See also [41, Subsection 2.4].

For the IGEB model, the condition corresponding to the continuity of the centerline’s position and of the change of the cross section’s orientation, is the continuity of velocities (15b). Indeed, one may differentiate (11b) and (11c) with respect to time, and then left-multiply each of the obtained equations by \((R_j R_j^\top)\) \(x^n_j, t\) for the corresponding beam index \(j\) (thereby using the rigid joint assumption), to obtain

\[
\begin{align*}
(R_j R_j^\top \partial_t p_j)(x^n_j, t) &= (R_j R_j^\top \partial_t p^n_j)(x^n_j, t), \\
(R_j R_j^\top \partial_t R_i R_i^\top)(x^n_i, t) &= (R_j R_j^\top \partial_t R_i R_i^\top)(x^n_i, t),
\end{align*}
\]
Thus, the initial data of both models are related as follows: for given \( p_T \) knowns of the GEB and IGEB models are related by the transformation \( 2.2.4. \) Relationship between the data of both systems.

Furthermore, at this multiple node \( n \), we require the internal forces \( f_i \) and moments \( \psi_i \) exerted by incident beams \( i \in I_n \) to be balanced with the external load \( f_n \) applied at this node, which reads as \( (11d) \), and is also called the Kirchhoff condition.

The corresponding Kirchhoff condition \( (15c) \) for the IGEB model is then obtained by left-multiplying each term in the right-hand side of \( (11d) \) by \( (R_i R_i^T) ) (x_i^n, t) \) for the corresponding index \( i \) (once again using the rigid joint assumption), left-multiplying \( f_n \) by \( (R_i R_i^T) ) (x_i^n, t) \) for some \( i \in I_n \) (for instance as \( i^n \)), and recalling the relationship between \( \phi_i, \psi_i \) and \( \Phi, \Psi \) (see \( (3) \)).

Similar considerations hold for simple nodes. Here, either \( n \in N_N \) and an external load \( f_n \) is applied at this node, yielding the condition \( (11e) \), or \( n \in N_S \) and the centerline’s position and cross section’s orientation are prescribed as \( f_n^P \) and \( f_n^R \), respectively, for the beam \( i^n \) incident with this node, yielding the condition \( (11f) \).

For the IGEB model, this translates to \( (15d) \) and \( (15e) \), respectively, when one left-multiplies \( (11e) \) and \( (11f) \) by \( (R_i R_i^T) ) (x_i^n, t) \) and \( R_i^T(x_i^n, t) \), respectively.

2.2.4. Relationship between the data of both systems. As mentioned earlier, the unknowns of the GEB and IGEB models are related by the transformation \( T \), defined in \( (9) \). Thus, the initial data of both models are related as follows: for given \( p_0^i, R_0^i, p_1^i \) and \( u_0^i \), one has

\[
\begin{align*}
    y_i^0 &= \begin{bmatrix} v_i^0 \\ z_i^0 \end{bmatrix},
    & v_i^0 &= \begin{bmatrix} (R_i^0)^T p_1^i \\ (R_i^0)^T u_1^0 \end{bmatrix},
    & z_i^0 &= C_i^{-1} \begin{bmatrix} (R_i^0)^T \frac{d}{dx} p_0^i - e_i^1 \\ \text{vec} ( (R_i^0)^T \frac{d}{dx} R_i^0 - R_i^0 \frac{d}{dx} R_i^0 ) \end{bmatrix}. \\
\end{align*}
\]  

Similarly, the nodal conditions of \( (11) \) and \( (15) \) are connected via \( T \), and with the help of the above considerations on the nodal conditions, one can observe the following relationships between the nodal data of both systems. For any \( n \in N_S \), for given \( (f_n^P, f_n^R) \) of regularity \( (14) \), one has

\[
q_n = \begin{bmatrix} (f_n^R)^T \frac{d}{dt} f_n^P \\ (f_n^P)^T \frac{d}{dt} f_n^R \end{bmatrix},
\]

while for any \( n \in N_M \cup N_S \),

\[
f_n = \begin{cases} \text{diag} \left( (R_i^n R_i^{n^T}) (x_i^n, \cdot), (R_i^n R_i^{n^T}) (x_i^n, \cdot) \right) q_n & n \in N_M \\
\text{diag} \left( R_i^n (x_i^n, \cdot), R_i^n (x_i^n, \cdot) \right) q_n & n \in N_S. \end{cases}
\]

2.3. Main results. We may now present our main results, which are divided in two parts: one is concerned with the well-posedness and controllability of the IGEB network, and the other with showing that the transformation from the GEB to the IGEB network is invertible, by means of which one can deduce corresponding results for the former model.
2.3.1. Study of the IGEB model. Let us define compatibility conditions for System (15). As for the unknown, we write the initial data \((y_i^0)_{i \in \mathcal{I}}\) as
\[
y_i^0 = \begin{bmatrix} v_i^0 \\ z_i^0 \end{bmatrix}, \quad \text{with } v_i^0, z_i^0 : [0, \ell_i] \to \mathbb{R}^6.
\]

**Definition 2.2.** We say that the initial data \(y_i^0 \in C^1([0, \ell_i]; \mathbb{R}^{12})\), for all \(i \in \mathcal{I}\), and boundary data \(q_n \in C^0([0, T]; \mathbb{R}^6)\), for all \(n \in \mathcal{N}\), fulfill the first-order compatibility conditions of (15) if
\[
\begin{align*}
(\overline{R}_i v_i^0(x^n)) &= (\overline{R}_j v_j^0(x^n)) & i, j \in \mathcal{I}^n, n \in \mathcal{N}_M \\
\sum_{i \in \mathcal{I}^n} \tau_i^n(\overline{R}_i v_i^0(x^n)) &= q_n(0) & n \in \mathcal{N}_M \\
\tau_i^n z_i^n(x^n) &= q_n(0) & n \in \mathcal{N}_S^y \\
v_i^0(x^n) &= q_n(0) & n \in \mathcal{N}_S^v
\end{align*}
\]
holds and \(y_i^1 \in C^0([0, \ell_i]; \mathbb{R}^{12})\), for all \(i \in \mathcal{I}\), defined by
\[
y_i^1 = -A_i \frac{dy_i^0}{dx} - B_i y_i^0 + \overline{g}_i(\cdot, y_i^0) = \begin{bmatrix} v_i^1 \\ z_i^1 \end{bmatrix},
\]
also fulfills (21), where \(v_i^0, z_i^0\) are replaced by \(v_i^1, z_i^1\) respectively.

In order to ensure a certain regularity of the eigenvalues and eigenvectors of \(A_i\), we will make the following assumption.

**Assumption 1.** For all \(i \in \mathcal{I}\), we suppose that
1. \(C_i, M_i \in C^2([0, \ell_i]; \mathbb{S}^6_{++})\);
2. the function \(\Theta_i \in C^2([0, \ell_i]; \mathbb{S}^6_{++})\) defined by \(\Theta_i = (C_i^{1/2} M_i C_i^{1/2})^{-1}\), is such that there exists \(U_i, D_i \in C^2([0, \ell_i]; \mathbb{R}^{6 \times 6})\) for which
\[
\Theta_i = U_i^T D_i^2 U_i, \quad \text{in } [0, \ell_i],
\]
where \(D_i(x)\) is a positive definite diagonal matrix containing the square roots of the eigenvalues of \(\Theta_i(x)\) as diagonal entries, while \(U_i(x)\) is unitary.

One may note that, in Assumption 1, if 1. holds, then 2. is readily verified if \(M_i, C_i\) have values in the set of diagonal matrices, or if the eigenvalues of \(\Theta_i(x)\) are distinct for all \(x \in [0, \ell_i]\) (one may adapt [8, Th. 2, Sec. 11.1]). Clearly, 2. is also satisfied if \(M_i, C_i\) are constant, entailing that the material and geometrical properties of the beam do not vary along its centerline.

Our first task is to obtain the existence and uniqueness of semi-global in time solutions to (15) for any network. Henceforth, in the norms’ subscripts, when there is no ambiguity, we use the abbreviations \(C_{z}^1 = C^1([0, \ell_i]; \mathbb{R}^d)\), \(C_{z}^1(I; \mathbb{R}^d)\) and \(C_{z,d}^1 = C^1([0, \ell_i] \times I; \mathbb{R}^d)\) for the appropriate time interval \(I\) and dimension \(d \in \{1, 2, \ldots\}\).

**Theorem 2.3.** Consider a general network, suppose that \(R_i\) has the regularity (4) and that Assumption 1 is fulfilled. Then, for any \(T > 0\), there exists \(\varepsilon_0 > 0\) such that for all \(\varepsilon \in (0, \varepsilon_0)\) and for some \(\delta > 0\), and all initial and boundary data \((y_i^0, q_n)\) of regularity (16)-(17), and satisfying \(\|y_i^0\|_{C_{z}^1} + \|q_n\|_{C_{z}^1} \leq \delta\) and the first-order compatibility
conditions of \((15)\), there exists a unique solution \((y_i)_{i \in \mathcal{I}} \in \prod_{i=1}^{N} C^1([0, \ell_i] \times [0, T]; \mathbb{R}^{12})\) to \((15)\), with \(\|y_i\|_{C^1} \leq \varepsilon\).

The proof of Theorem 2.3, given in Section 3, consists in rewriting \((15)\) as a single hyperbolic system and applying general well-posedness results \([18, 50]\). To do so, one has to write \((15)\) in Riemann invariants, the new unknown state being denoted \((r_i)_{i \in \mathcal{I}}\), and verify that the nodal conditions fulfill the following rule: at any node, the components of \(r_i\) corresponding to characteristics entering the domain \([0, \ell_i] \times [0, +\infty)\) at this node is expressed explicitly as a function of the components of \(r_i\) corresponding to characteristics leaving the domain \([0, \ell_i] \times [0, +\infty)\) at this node (more detail is given in Subsection 3.3).

**Remark 2.4.** Assuming that \(R_i \in C^2([0, \ell_i]; \text{SO}(3))\) guaranties that \(\overline{B}_i \in C^1([0, \ell_i]; \mathbb{R}^{12 \times 12})\). On the other hand, in Assumption 1, the extra regularity for \(M_i, C_i, C^2\), instead of \(C^1\) as in \((4)\) permits us to ensure that the coefficients of the System \((15)\) written in Riemann invariants, in particular \(B_i\) (see Subsection 3.2), are sufficiently regular.

We now consider a problem of local exact boundary controllability of nodal profiles, for the specific case of the A-shaped network illustrated in Fig. 2c, consisting of five nodes and five edges and having one cycle. More precisely, we consider the network defined by

\[
\mathcal{N}_S = \mathcal{N}^N_S = \{4, 5\}, \quad \mathcal{N}_M = \{1, 2, 3\}, \quad \mathcal{I} = \{1, \ldots, 5\}
\]

\[
x_1^1 = 0, \quad x_1^2 = 0, \quad x_2^2 = 0, \quad x_2^3 = 0, \quad x_3^3 = 0
\]

\[(22)\]

\[
x_3^1 = \ell_1, \quad x_3^2 = \ell_2, \quad x_3^3 = \ell_3, \quad x_4^3 = \ell_4, \quad x_5^5 = \ell_5.
\]

Let us first introduce some notation concerning the eigenvalues \(\{\lambda_k^i(x)\}_{k=1}^{12}\) of \(A_i(x)\) for \(i \in \mathcal{I}\) and \(x \in [0, \ell_i]\), which, as we will see in in Subsection 3.1, are such that \(\{\lambda_k^i\}_{k=1}^{12} \subset C^2([0, \ell_i])\) under Assumption 1, and

\[
\lambda_k^i(x) < 0 \quad \text{if} \quad k \leq 6, \quad \lambda_k^i(x) > 0 \quad \text{if} \quad k \geq 7. \quad (23)
\]

Also under Assumption 1, and for any \(i \in \mathcal{I}\), we define \(\Lambda_i \in C^0([0, \ell_i]; (0, +\infty))\) and \(T_i > 0\) by

\[
\Lambda_i(x) = \left(\min_{k \in \{1, \ldots, 6\}} \left|\lambda_k^i(x)\right|\right)^{-1} \quad \text{and} \quad T_i = \int_{0}^{\ell_i} \Lambda_i(x) dx;
\]

\[(24)\]

note that the minimum ranges over the negative eigenvalues of \(A_i(x)\). The latter, \(T_i\), corresponds to the transmission (or travelling) time from one end of the beam \(i\) to its other end (see Section 4).

**Theorem 2.5.** Consider the A-shaped network defined by \((22)\). Suppose that \(R_i\) has the regularity \((4)\) and that Assumption 1 is fulfilled. Let \(\overline{T} > 0\) be defined by \((24)\)

\[
\overline{T} = \max \{T_1, T_2\} + \max \{T_4, T_5\}. \quad (25)
\]

Then, for any \(T > T^* > \overline{T}\), there exists \(\varepsilon_0 > 0\) such that for all \(\varepsilon \in (0, \varepsilon_0)\), for some \(\delta, \gamma > 0\), and
(i) for all initial data \((y^0_i)_{i \in I}\) and boundary data \((q_n)_{n \in \{1, 2, 3\}}\) of regularity (16)-(17), satisfying \(\|y^0_i\|_{C^1} + \|q_n\|_{C^1} \leq \delta\) and the first-order compatibility conditions of (15), and

(ii) for all nodal profiles \(\bar{y}_1, \bar{y}_2 \in C^1([T^*, T]; \mathbb{R}^{12})\), satisfying \(\|\bar{y}_i\|_{C^1} \leq \gamma\) and the transmission conditions (15b)-(15c) at the node \(n = 1\), there exist controls \(q_4, q_5 \in C^1([0, T]; \mathbb{R}^6)\) with \(\|q_i\|_{C^1} \leq \varepsilon\), such that (15) admits a unique solution \((y_i)_{i \in I} \in \prod_{i=1}^N C^1([0, \ell_i] \times [0, T]; \mathbb{R}^{12})\), which fulfills \(\|y_i\|_{C^1} \leq \varepsilon\) and

\[
y_i(0, t) = \bar{y}_i(t) \quad \text{for all } i \in \{1, 2\}, \ t \in [T^*, T].
\]

As mentioned in Section 1, the proof of Theorem 2.5, given in Section 4, relies upon the existence and uniqueness theory of semi-global classical solutions to the network problem (here, Theorem 2.3), the form of the transmission condition of the network, and on a constructive method. The idea of the proof is to construct a solution \((y_i)_{i \in I}\) to (15), such that it satisfies the initial condition, the nodal conditions, and the given nodal profiles. Substituting this solution into the nodal conditions at the nodes \(n \in \{4, 5\}\), one then obtains the desired controls \(q_4, q_5\). Our proof follows the lines of [52], where the authors develop a methodology for proving the nodal profile controllability for A-shaped networks of canals governed by the Saint-Venant equations.

**Remark 2.6.** A few remarks are in order.

1. The smallness of the initial and nodal data and of the nodal profiles in (i) and (ii) is used to ensure the well-posedness of the mixed initial-boundary value problem for beams described by the IGEB model. This limitation leads to the local nature of the controllability result: in a sufficiently small \(C^1\)-neighborhood of the zero-steady state, we can construct continuously differentiable controls, which then generate a piecewise continuously differentiable solution on the whole network. Furthermore, the study of other equilibrium solutions for the IGEB network is relevant to achieve further objectives. For instance, in the spirit of [13], supposing that the set of equilibria is connected, one might look to use the result of local exact controllability of nodal profiles as a basis to then prove more global results.

2. For the system linearized around the zero-steady state, a global nodal profile controllability result is also achieved, though without any limitation on the size of the of the data and nodal profiles, as it rests on an existence and uniqueness result that does not impose such limitations. Moreover, the ‘optimal’ estimate for the controllability time \(T^*\) remains that of in Theorem 2.5, given in terms of the transmission times (24).

3. The controllability time \(T^*\) from which one can prescribe nodal profiles, has to be large enough, depending on the lengths of the beams and the eigenvalues of \((A_i)_{i \in I}\) (and thus, it depends on the geometrical and material properties of the beam). As we will see in Section 4, \(T^*\) is the transmission time from the controlled nodes to the charged node. One may note that \(T_i \leq \frac{T^*}{\lambda_i^*}\), where the constant \(\lambda_i^* < 0\) denotes the maximum over \(x\) of the largest negative eigenvalue of \(A_i(x)\).
4. One will observe in the proof of Theorem 2.5 that the controls \( q_4, q_5 \) are not unique due to the use of interpolation and arbitrary nodal conditions throughout the proof.

5. In the proof of Theorem 2.5, to construct the solution \((y_i)_{i \in I} \), one is led to solve a series of forward and sidewise problems for \((15a)\) for the different beams \( i \in I \) of the network. Solving a sidewise problem for \((15a)\) entails changing the role of \( x \) and \( t \), considering a governing system of the form

\[
\partial_x y_i + A_i^{-1} \partial_t y_i + A_i^{-1} \mathcal{P}_i y_i = A_i^{-1} \mathcal{G}_i (\cdot, y_i)
\]

and providing “boundary conditions” at \( t = 0 \) and \( t = T \), and “initial conditions” at \( x = 0 \) (rightward problem) or \( x = \ell_i \) (leftward problem). It is consequently important here that \( A_i \) does not have any zero eigenvalue.

2.3.2. Study of the GEB model. In order to translate Theorems 2.3 and 2.5 in terms of the GEB model, we prove the Theorem 2.7 below, which yields the existence of a unique classical solution to \((11)\), provided that a unique classical solution exists for \((15)\) and that the data of both models fulfill some compatibility conditions.

Let us first introduce the compatibility conditions on the initial and boundary data of the GEB network \((11)\), that will be of use in the theorem and corollaries that follow

\[
(f_n^p, f_n^R) (0) = (p_i^0, R_i^0)(x_i^0), \quad n \in \mathcal{N}_S^D, \\
p_i^0(x_i^0) = p_i^0(x_i^0), \quad \langle R_i^0, R_i^0 \rangle(x_i^0) = \langle R_i^0, R_i^0 \rangle(x_i^0), \quad i \in \mathcal{I}, \quad n \in \mathcal{N}_M,
\]

and

\[
p_i^1(x_i^0) = p_i^1(x_i^0), \quad \langle R_i^0, R_i^0 \rangle(x_i^0) = \langle R_i^0, R_i^0 \rangle(x_i^0), \quad i \in \mathcal{I}, \quad n \in \mathcal{N}_M
\]

\[
\sum_{i \in \mathcal{I}} \tau_i n \left( \mathcal{R}_i^0\mathcal{C}_i^{-1} \left[ \begin{array}{c} \langle R_i^0, R_i^0 \rangle^T \frac{d}{dt} \mathcal{P}_i^0 - \epsilon_1 \\ \vec{v} \langle (R_i^0, R_i^0)^T \frac{d}{dt} \mathcal{R}_i^0 - \epsilon_1 \frac{\partial}{\partial x} \mathcal{R}_i^0 \rangle \end{array} \right] \right) (x_i^0) = q_n(0), \quad n \in \mathcal{N}_M,
\]

\[
\tau_i n \left( \mathcal{R}_i^0\mathcal{C}_i^{-1} \left[ \begin{array}{c} \langle R_i^0, R_i^0 \rangle^T \frac{d}{dt} \mathcal{P}_i^0 - \epsilon_1 \\ \vec{v} \langle (R_i^0, R_i^0)^T \frac{d}{dt} \mathcal{R}_i^0 - \epsilon_1 \frac{\partial}{\partial x} \mathcal{R}_i^0 \rangle \end{array} \right] \right) (x_i^0) = q_n(0), \quad n \in \mathcal{N}_S^N,
\]

\[
p_i^1(x_i^0) = \frac{d}{dt} f_n^p(0), \quad w_i^0(x_i^0) = \frac{d}{dt} f_n^R(0), \quad n \in \mathcal{N}_S^D.
\]

Theorem 2.7. Consider a general network, and assume that:

(i) the beam parameters \((M_i, C_i, \mathcal{R}_i)\) and initial data \((p_i^0, R_i^0, p_i^1, w_i^0)\) have the regularity \((4)\) and \((12)\), and \(y_i^0\) is the associated function defined by \((18)\),

(ii) the Neumann data \(f_n = f_n(t, R_i^0)\) are of the form \((20)\), for given functions \(q_n\) of regularity \((17)\),

(iii) the Dirichlet data \((f_n^p, f_n^R)\) are of regularity \((14)\), and \(q_n\) are the associated functions defined by \((19)\),

(iv) the compatibility conditions \((27)\) hold.

Then, if there exists a unique solution \((y_i)_{i \in I} \in \prod_{i=1}^N C^1([0, \ell_i] \times [0, T]; \mathbb{R}^{12})\) to \((15)\) with initial and nodal data \(y_i^0\) and \(q_n\) (for some \(T > 0\)), there exists a unique solution \((p_i, R_i)_{i \in I} \in \prod_{i=1}^N C^2([0, \ell_i] \times [0, T]; \mathbb{R}^3 \times \text{SO}(3))\) to \((11)\) with initial data \((p_i^0, R_i^0, p_i^1, w_i^0)\) and nodal data \(f_n, (f_n^p, f_n^R)\), and \((y_i)_{i \in I} = \mathcal{T}(\vec{p_i}, \mathcal{R}_i, R_i)_{i \in I}\).
Remark 2.8. We have the following restriction on the form of the Neumann data $f_n$: it must be possible to express it as a function $q_n = q_n(t)$ in the body-attached basis (see Subsection 2.1).

The proof of Theorem 2.7, given in Section 5, consists in using the last six equations of (15a) as compatibility conditions to prove that the transformation $T$, defined in (9), is bijective on some spaces (see Lemma 5.1); this relies on the use of quaternions [6] to parametrize the rotations matrices, and existence and uniqueness results for (seemingly overdetermined) first-order linear PDE systems. Once that this property of the transformation is established, one recovers notably the governing system (11a) by using the first six equations of (15a). The transmission conditions are recovered by first showing that the rigid joint assumption (11c) is fulfilled and then deducing (11b)-(11d) from (15b)-(15c).

Corollary 2.9 below follows from Theorem 2.3 and Theorem 2.7.

Corollary 2.9. Consider a general network and suppose that the conditions (i)-(ii)-(iii)-(iv) of Theorem 2.7 are fulfilled, suppose that the beam parameters $(M_i, C_i)$ satisfy Assumption 1, and that the compatibility conditions (28) hold. Then, for any $T > 0$, there exists $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$, and for some $\delta > 0$, if moreover $\|y^0_i\|_{C^1} + \|q_n\|_{C^1} \leq \delta$, then there exists a unique solution $(p_i, R_i)_{i \in \mathcal{I}} \in \prod_{i=1}^N C^2([0, \ell_i] \times [0, T]; \mathbb{R}^3 \times \text{SO}(3))$ to (11) with initial data $(p^0_i, R^0_i, p^1_i, w^0_i)$ and nodal data $f_n, (f^p_n, f^R_n)$.

Remark 2.10. Under (27), the conditions (28) are just an equivalent way of imposing that $y^0_i$ fulfills the first-order compatibility conditions of (15), but expressed in terms of the data of the GEB model.

Finally, from Theorems 2.5 and 2.7, one obtains Corollary 2.11 below.

Corollary 2.11. Consider the A-shaped network defined by (22), and assume that

(i) the beam parameters $(M_i, C_i, R_i)$ and initial data $(p^0_i, R^0_i, p^1_i, w^0_i)$ have the regularity (4) and (12), the former satisfy Assumption 1 and the latter fulfill (27b), and $y^0_i$ is the associated function defined by (18),

(ii) the Neumann data $f_n = f_n(t, p^n)$, for $n \in \{1, 2, 3\}$ are of the form (20), for given functions $q_n$ of regularity (17),

(iii) the compatibility conditions (28a)-(28b) for all $n \in \{1, 2, 3\}$ hold.

Let $\overline{T} > 0$ be defined by (25). Then, for any $T > T^* > \overline{T}$, there exists $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$, for some $\delta > 0$, and for any nodal profiles $\overline{y}_1, \overline{y}_2 \in C^1([T^*, T]; \mathbb{R}^{12})$ satisfying $\|\overline{y}_i\|_{C^1} \leq \gamma$ and the transmission conditions (15b)-(15c) at the node $n = 1$, if additionally $\|y^0_i\|_{C^1} + \|f_n\|_{C^1} \leq \delta$ ($i \in \mathcal{I}$, $n \in \{1, 2, 3\}$), then there exist controls $f_4, f_5 \in C^1([0, T]; \mathbb{R}^6)$ with $\|f_n\|_{C^1} \leq \varepsilon$ such that System (11) with initial data $(p^0_i, R^0_i, p^1_i, w^0_i)$ and boundary data $(f_n)_{n \in \{1, 2, 3\}}$, admits a unique solution $(p_i, R_i)_{i \in \mathcal{I}} \in \prod_{i=1}^N C^2([0, \ell_i] \times [0, T]; \mathbb{R}^3 \times \text{SO}(3))$, and $(y_i)_{i \in \mathcal{I}} := T((p_i, R_i)_{i \in \mathcal{I}})$ fulfills $\|y_i\|_{C^1} \leq \varepsilon$ and the nodal profiles (26).

Remark 12.12. In Corollary 2.11,

1. the profiles given at the node $n = 1$ affect the intrinsic variables $T_i(p_i, R_i)$, for $i \in \{1, 2\}$, and not directly the displacements and rotations $(p_i, R_i)$;
2. for \( i \in \{4, 5\} \) the control \( f_i \) is given by (20) where \( q_i \) is the control provided by Theorem 2.5 for System (15). The smallness of the \( C^1 \) norm of \( f_i \) comes from a combination of the fact that \( q_i \) and \( y_i \) (and thus, as can be seen in (6), also the angular velocity \( W_i \)) have small \( C^1 \) norms, and that the expression of \( f_i \) and \( \frac{d}{dt}f_i \) involves only the functions \( q_i, W_i \) and the unitary matrices \( R_i, R_i \).

Indeed, \( f_i = \text{diag}(R_i(\ell_i, \cdot), R_i(\ell_i, \cdot))q_i \) and one may compute that

\[
\frac{d}{dt}f_i = \text{diag}(R_i(\ell_i, \cdot), R_i(\ell_i, \cdot)) \frac{d}{dt} q_i + \text{diag}((R_i \hat{W}_i)(\ell_i, \cdot), (R_i \hat{W}_i)(\ell_i, \cdot))q_i.
\]

3. Existance and uniqueness for the IGEB network

We now turn to the proof of Theorem 2.3.

3.1. Hyperbolicity of the system. Let \( T > 0, i \in \mathcal{I} \) and \( x \in [0, \ell_i] \). One may quickly verify that the matrix \( A_i(x) \), defined in (8), has only real eigenvalues: six positive ones which are the square roots of the eigenvalues of \( \Theta_i(x) \) (defined in Assumption 1), and six negative ones which are equal to the former but with a minus sign. Furthermore, some computations yield the following lemma whose proof is given in [36, Section 4].

**Lemma 3.1.** Suppose that Assumption 1 is fulfilled and, for any \( i \in \mathcal{I} \), let \( U_i, D_i \in C^2([0, \ell_i]; \mathbb{R}^{6 \times 6}) \) be the functions introduced in Assumption 1. Then, \( A_i \in C^2([0, \ell_i]; \mathbb{R}^{12 \times 12}) \) may be diagonalized as follows. One has \( A_i = L_i^{-1}D_i L_i \) in \( [0, \ell_i] \), where \( D_i, L_i \in C^2([0, \ell_i]; \mathbb{R}^{12 \times 12}) \) are defined by

\[
D_i = \text{diag}(-D_i, D_i), \quad L_i = \begin{bmatrix}
U_i C_i^{-1/2} & D_i U_i C_i^{1/2} \\
U_i C_i^{-1/2} & -D_i U_i C_i^{1/2}
\end{bmatrix},
\]

and the inverse \( L_i^{-1} \in C^2([0, \ell_i]; \mathbb{R}^{12 \times 12}) \) is given by

\[
L_i^{-1} = \frac{1}{2} \begin{bmatrix}
C_i^{1/2} U_i^T & C_i^{1/2} U_i^T D_i^{-1} \\
C_i^{-1/2} U_i^T D_i^{-1} & -C_i^{-1/2} U_i^T D_i^{-1}
\end{bmatrix}.
\]

3.2. Change of variable to Riemann invariants. Now, we can write (15) in diagonal form by applying the change of variable

\[
r_i(x, t) = L_i(x) y_i(x, t), \quad \text{for all } x \in [0, \ell_i], \quad t \in [0, T], \quad i \in \mathcal{I}.
\]

The first (resp. last) six components of \( r_i \) correspond to the negative (resp. positive) eigenvalues of \( A_i \), thus, for all \( i \in \mathcal{I} \), we denote

\[
r_i = \begin{bmatrix} r_i^- \\ r_i^+ \end{bmatrix}, \quad r_i^-, r_i^+ : [0, \ell_i] \times [0, T] \to \mathbb{R}^6.
\]

In addition, in order to write the transmission conditions concisely, we introduce the invertible matrix \( \gamma_i^n \) and positive definite symmetric matrix \( \sigma_i^n \)

\[
\gamma_i^n = (\mathcal{R}_i C_i^{1/2} U_i^T)(x_i^n), \quad \sigma_i^n = (\mathcal{R}_i C_i^{1/2} U_i^T D_i^{-1} U_i C_i^{-1/2} \mathcal{R}_i^T)(x_i^n)
\]

for all \( n \in \mathcal{N} \) and \( i \in \mathcal{I}^n \). Notice that \( \sigma_i^n \gamma_i^n = \mathcal{R}_i(x_i^n) C_i^{-1/2} U_i^T D_i^{-1} \).
For any node \(i\) this is not to be confused with the notation \(\lambda(s)\), where either \(\lambda(s) > 0\) or \(\lambda(s) < 0\) for all \(s \in [0, \ell_i]\).

Figure 3. Outgoing and incoming information.

Then, taking (29)-(30) into account, the system obtained by applying the change of variable (31) to System (15) reads

\[
\begin{align*}
\partial_t r_i + D_i \partial_x r_i + B_i r_i &= g_i(\cdot, r_i), & \text{in } (0, \ell_i) \times (0, T), & i \in I \\
\gamma_i^-(r_i^- + r_i^+(x_i^n, t)) &= \gamma_i^+ (r_i^- + r_i^+(x_i^n, t)) = q_i(t), & t \in (0, T), & i \in I^n, n \in \mathcal{N}_M \\
\sum_{i \in I^n} \tau_i^g \gamma_i^n (r_i^- - r_i^+(x_i^n, t)) &= q_i(t), & t \in (0, T), & n \in \mathcal{N}_S \\
\gamma_i^n (r_i^- + r_i^+(x_i^n, t)) &= 2(U_{i,n} C_{i,n}^{1/2})(x_i^n, t), & t \in (0, T), & n \in \mathcal{N}_S \\
r_i(x, 0) &= r_i^0(x), & x \in (0, \ell_i), & i \in I.
\end{align*}
\]  
(32)

In the governing system (32a), the coefficient \(B_i \in C^1([0, \ell_i]; \mathbb{R}^{12 \times 12})\) is defined by

\[
B_i(x) = L_i(x) \bar{B}_i(x) L_i(x)^{-1} + L_i(x) A_i(x) \frac{d^2}{dx^2} L_i^{-1}(x),
\]

while the source is defined by

\[
g_i(x, u) = L_i(x) \bar{g}_i(x, \bar{u}_i(x)^{-1}) u \quad \text{for all } i \in I, x \in [0, \ell_i] \text{ and } u \in \mathbb{R}^{12}.
\]

The corresponding initial data in (32f) for this system is \(r_i^0 = L_i y_i^0\).

3.3. Outgoing and incoming information. For any \(n \in \mathcal{N}\), let us denote by \(s_n \in \{0, \ldots, k_n\}\) (resp. \(k_n - s_n\)) the number of beams ending (resp. starting) at the node \(n\); see Fig. 3b. More precisely, we suppose that

\[
I^n = \{i_1, \ldots, i_{k_n}\} \quad \text{with } i_1 < i_2 < \ldots < i_{s_n} \quad \text{and} \quad i_{s_n+1} < i_{s_n+2} < \ldots < i_{k_n},
\]

and that \(\tau_{i,n}^\alpha = -1\) for all \(\alpha \in \{1, \ldots, s_n\}\), while \(\tau_{i,n}^\alpha = +1\) for all \(\alpha \in \{s_n + 1, \ldots, k_n\}\). This is not to be confused with the notation \(i^n\) introduced in (10).

For any node \(n\) and any incident edge \(i \in I^n\), we call outgoing (resp. incoming) information, the components of \(r_i\) which correspond to characteristics entering (resp. leaving) the domain \([0, \ell_i] \times [0, +\infty)\) at this node (see Fig. (3a)).

Namely, here, the outgoing (resp. incoming) information at the node \(n\) is \(r_{i,n}^-(\ell_{i,n}, t)\) (resp. \(r_{i,n}^+(\ell_{i,n}, t)\)) for all \(\alpha \in \{1, \ldots, s_n\}\), and \(r_{i,k}^+(0, t)\) (resp. \(r_{i,k}^-(0, t)\)) for all \(k \in \{s_n + 1, \ldots, k_n\}\).
\{s_n + 1, \ldots, k_n\}. We then define the functions \( r^{\text{out}}_n, r^{\text{in}}_n : [0, T] \to \mathbb{R}^{6k_n} \) by

\[
\begin{bmatrix}
    r^{\text{out}}_n(\ell_{i_1}, t) \\
    \vdots \\
    r^{\text{out}}_n(\ell_{i_n}, t) \\
    r^{\text{in}}_n(0, t) \\
    \vdots \\
    r^{\text{in}}_n(0, t)
\end{bmatrix},
\quad
\begin{bmatrix}
    r^{\text{in}}_n(\ell_{i_1}, t) \\
    \vdots \\
    r^{\text{in}}_n(\ell_{i_n}, t) \\
    r^{\text{out}}_n(0, t) \\
    \vdots \\
    r^{\text{out}}_n(0, t)
\end{bmatrix}.
\]

We also denote \( r^{\text{out}}_n = (r^{\text{out}}_{n,1}^\top, \ldots, r^{\text{out}}_{n,k_n}^\top)^\top \), where \( r^{\text{out}}_{n,\alpha}(t) \in \mathbb{R}^6 \) for all \( \alpha \in \{1, \ldots, k_n\} \); a similar notation is used for \( r^{\text{in}}_n \).

Taking into account this notation, and the sign of \( \tau^n_\alpha \), we observe that the Kirchhoff condition (32c) is equivalent to

\[
- \sum_{\alpha=1}^{s_n} \sigma^n_{i_\alpha} \gamma^n_{i_\alpha} (r^{\text{out}}_{i_\alpha} - r^{\text{in}}_{i_\alpha})(0, t) + \sum_{k=s_n+1}^{k_n} \sigma^n_{i_k} \gamma^n_{i_k} (r^{\text{out}}_{i_k} - r^{\text{in}}_{i_k})(\ell_{i_k}, t) = 2q_n(t),
\]

which can also be written in the form

\[
\sum_{\alpha=1}^{k_n} \sigma^n_{i_\alpha} \gamma^n_{i_\alpha} r^{\text{out}}_{n,\alpha}(t) = \sum_{\alpha=1}^{k_n} \sigma^n_{i_\alpha} \gamma^n_{i_\alpha} r^{\text{in}}_{n,\alpha}(t) + 2q_n(t).
\]

The continuity condition (32b) is equivalent to

\[
\gamma^n_{i_1}(r^{\text{in}}_{i_1} + r^{\text{out}}_{i_1})(x^n_{i_1}, t) = \gamma^n_{i_\alpha}(r^{\text{in}}_{i_\alpha} + r^{\text{out}}_{i_\alpha})(x^n_{i_\alpha}, t) \quad \text{for all } \alpha \in \{2, \ldots, k_n\}
\]

which can be seen to also write as

\[
\gamma^n_{i_1} r^{\text{out}}_{n,1}(t) - \gamma^n_{i_\alpha} r^{\text{out}}_{n,\alpha}(t) = -\gamma^n_{i_1} r^{\text{in}}_{n,1}(t) + \gamma^n_{i_\alpha} r^{\text{in}}_{n,\alpha}(t) \quad \text{for all } \alpha \in \{2, \ldots, k_n\}.
\]

Hence, at any multiple node \( n \), the transmission conditions (32c)-(32b) are equivalent to the following system:

\[
A_n G_n r^{\text{out}}_n(t) = B_n G_n r^{\text{in}}_n(t) + \begin{bmatrix} 2q_n(t) \\ 0_{6k_n-6,1} \end{bmatrix},
\]

where \( A_n, B_n, G_n \in \mathbb{R}^{6k_n \times 6k_n} \) are defined by

\[
A_n = \begin{bmatrix} a_n & b_n \\ c_n & I_{6(k_n-1)} \end{bmatrix}, \quad B_n = \begin{bmatrix} a_n & b_n \\ -c_n & -I_{6(k_n-1)} \end{bmatrix}, \quad G_n = \text{diag}(\gamma^n_{i_1}, \ldots, \gamma^n_{i_{k_n}}),
\]

the sub-matrices \( a_n \in \mathbb{R}^{6 \times 6}, b_n \in \mathbb{R}^{6 \times 6(k_n-1)} \) and \( c_n \in \mathbb{R}^{6(k_n-1) \times 6} \) being defined by

\[
a_n = \sigma^n_{i_1}, \quad b_n = \begin{bmatrix} \sigma^n_{i_2} & \sigma^n_{i_3} & \ldots & \sigma^n_{i_{k_n}} \end{bmatrix}, \quad c_n = [-I_6 I_6 \ldots I_6]^\top.
\]

The matrix \( G_n \) is clearly invertible and one can check that \( A_n \) is also invertible (using the same reasoning as [36, Lemma 4.4]). For any \( n \in \mathcal{N} \), let us define \( B_n \in \mathbb{R}^{6k_n \times 6k_n} \) by

\[
B_n = \begin{cases} G_n^{-1} A_n^{-1} B_n G_n & n \in \mathcal{N}_M \\ I_6 & n \in \mathcal{N}_S^N \\ -I_6 & n \in \mathcal{N}_S^D, \end{cases}
\]
as well as $\mathcal{Q}_n \in \mathbb{R}^{6k_n \times 6k_n}$ and $\mathbf{q}_n \in C^1([0, T]; \mathbb{R}^{6k_n})$ by

$$
\mathcal{Q}_n = \begin{cases}
2G_n^{-1}A_n^{-1} & n \in \mathcal{N}_M \\
2r_n^1(D_{\nu}U_{\nu}C_{\nu}^{1/2})(x^i_n) & n \in \mathcal{N}^N_S \\
2(U_{\nu}C_{\nu}^{-1/2})(x^i_n) & n \in \mathcal{N}^D_S,
\end{cases}
$$

and

$$
\mathbf{q}_n(t) = \begin{pmatrix} q_n(t) \\ 0_{6k_n - 6, 1} \end{pmatrix},
$$

Then, System (32) also reads

$$
\begin{align*}
\partial_t r_i + D_i(x)\partial_x r_i + B_i(x)r_i &= g_i(x, r_i) \quad \text{in } (0, \ell_i) \times (0, T), i \in \mathcal{I} \\
r_n^\text{out}(t) &= B_n r_n^\text{in}(t) + \mathcal{Q}_n \mathbf{q}_n(t) \quad t \in (0, T), n \in \mathcal{N} \\
r_i(x, 0) &= r_i^0(x) \quad x \in (0, \ell_i), i \in \mathcal{I}.
\end{align*}
$$

3.4. Proof of Theorem 2.3. Relying upon Subsections 3.1, 3.2 and 3.3, and [18, 50], we now prove Theorem 2.3.

Proof of Theorem 2.3. The local and semi-global existence and uniqueness of $C^1_{x,t}$ solutions to general one-dimensional quasilinear hyperbolic systems have been addressed in [50, Lem. 2.3, Th. 2.1], which is an extension of [18, Lem. 2.3, Th. 2.5] to nonautonomous systems.

Such results may be applied to the network system (15), since it can be written as a single larger hyperbolic system. One needs only to apply the change of variable $\tilde{r}_i(\xi, t) = r_i(\ell_i^{-1}\xi, t)$ for all $i \in \mathcal{I}, \xi \in [0, \ell]$ and $t \in [0, T]$ for some $\ell > 0$, in order to make the spatial domain identical for all beams, and consider the larger $\mathbb{R}^{12N}$-valued unknown $\tilde{r} = (\tilde{r}_1^T, \ldots, \tilde{r}_N^T)^T$. Then, $\tilde{r}$ is governed by

$$
\left\{ \begin{array}{l}
\partial_t \tilde{r} + \tilde{D}(\xi)\partial_x \tilde{r} + \tilde{B}(\xi)\tilde{r} = \tilde{g}(\tilde{r}) \quad \text{in } (0, \ell) \times (0, T) \\
\tilde{r}^\text{out}(t) = \tilde{B}\tilde{r}^\text{in}(t) + \tilde{Q}\tilde{q}(t) \quad t \in (0, T) \\
\tilde{r}(\xi, 0) = \tilde{r}^0(\xi) \quad \xi \in (0, \ell),
\end{array} \right.
$$

(33)

where

$$
\begin{align*}
\tilde{D}(\cdot) &= \ell \text{diag} (\ell_1^{-1}D_1(\ell_1^{-1}), \ldots, \ell_N^{-1}D_N(\ell_N^{-1})), \\
\tilde{B}(\cdot) &= \text{diag} \left(B_1(\ell_1^{-1}), \ldots, B_N(\ell_N^{-1})\right), \\
\tilde{Q} &= \text{diag} (\mathcal{Q}_1 , \ldots, \mathcal{Q}_N), \\
\tilde{\mathbf{q}} &= (\mathbf{q}_1^T, \ldots, \mathbf{q}_N^T)^T, \\
\tilde{r}^\text{out} &= ((r_1^\text{out})^T, \ldots, (r_N^\text{out})^T)^T, \\
\tilde{r}^\text{in} &= ((r_1^\text{in})^T, \ldots, (r_N^\text{in})^T)^T, \\
\tilde{r}^0 &= ((r_1^0(\ell_1^{-1}))^T, \ldots, (r_N^0(\ell_N^{-1}))^T)^T, \\
\tilde{g}(\cdot, \mathbf{u}) &= \left(\tilde{g}_1(\ell_1^{-1}, \mathbf{u}_1)^T, \ldots, \tilde{g}_N(\ell_N^{-1}, \mathbf{u}_N)^T\right)^T,
\end{align*}
$$

where we denoted $\mathbf{u} = (\mathbf{u}_1^T, \ldots, \mathbf{u}_N^T)^T$ with $\mathbf{u}_i \in \mathbb{R}^{12}$ for all $i \in \mathcal{I}$.

Due to Subsection 3.3, the boundary conditions of (33) are directly written in such a way that the outgoing information for System (33) is a function of the incoming information, a sufficient criteria in [18, 50] to deduce well-posedness of the system. ☐
4. CONTROLLABILITY OF NODAL PROFILES FOR THE IGEB NETWORK

We now consider the A-shaped network defined by (22) and our aim is to prove Theorem 2.5. As pointed out in Section 2, we will solve several forward and sidewise problems for (15a) (see Steps 1.3, 1.4, 1.5). The existence and uniqueness of semiglobal in time solutions to these problems is provided by [18, 50], as in Section 3 for the overall network.

Proof of Theorem 2.5. The proof is divided in three steps. We start by constructing a solution satisfying all transmission conditions and the nodal profiles. The choice of \( T \) (see (25)), and thus \( T^* \), is explained in Step 2.

Step 1.1 (see Fig. 4 top-left). Consider the forward problem for the entire network until time \( T \), where at the simple nodes \( n \in \{4, 5\} \), the controls \( q_4, q_5 \) are replaced by any functions \( \overline{q}_4, \overline{q}_5 \in C^1([0; T]; \mathbb{R}^6) \) satisfying the first-order compatibility conditions of (15). By Theorem 2.3, for any \( \gamma > 0 \) small enough, there exists \( \delta > 0 \) such that (15) admits a unique solution \( (y^f_i)_{i\in I} \in \prod_{i=1}^{N} C^1([0, \ell_i] \times [0, T]; \mathbb{R}^{12}) \) with \( ||y^f_i||_{C^1,\ell_i} \leq \gamma \), provided that \( ||y^0_i||_{C^2} + ||q_n||_{C^1} + ||\overline{q}_k||_{C^1} \leq \delta \) for all \( i \in I, n \in \{1, 2, 3\} \) and \( k \in \{4, 5\} \).

Similarly to the state \( y_i \) (see (6)), we denote \( y^f_i = ((v^f_i)^\top, (\xi^f_i)^\top)^\top \), and later on, we will also use such a notation for \( \overline{y}_i, \tilde{y}_i, \tilde{y}_i \) and \( y_i \).

Step 1.2. At the node \( n = 1 \), to obtain “data” \( \overline{y}_1, \overline{y}_2 \in C^1([0, T]) \) for the entire time interval with small \( C^1 \) norm and fulfilling the transmission conditions at this node, we connect \( y^f_i \) (from Step 1.1), which is defined on \([0, T]\), to the nodal profiles \( \overline{y}_i \) defined on \([T^*, T]\) (see (26)).

We first find functions \( \overline{v}_1, \overline{z}_1 \in C^1([0, T]; \mathbb{R}^6) \) with \( ||\overline{v}_1||_{C^1} + ||\overline{z}_1||_{C^1} \leq \gamma \) and such that

\[
\overline{v}_1(t) = \begin{cases} v^f_1(0, t) & t \in [0, T] \\ \overline{v}_1(t) & t \in [T^*, T] \end{cases}, \quad \overline{z}_1(t) = \begin{cases} z^f_1(0, t) & t \in [0, T] \\ \overline{z}_1(t) & t \in [T^*, T] \end{cases}.
\]

(34)

completing the gap between via, for example, cubic Hermite splines fulfilling the values and first derivatives prescribed by (34) at \( t = T^* \) and \( t = T \). The \( C^1 \) norm of such functions is bounded by that of \( v^f_i, \overline{v}_i \) and \( \nu^f_i, \overline{z}_i \), respectively.

Then, we define \( \overline{\overline{v}}_2, \overline{\overline{z}}_2 \in C^1([0, T]; \mathbb{R}^6) \) by \( \overline{\overline{v}}_2(t) = (\overline{\overline{v}}_2(0) || \overline{v}_1(t) \) and \( \overline{\overline{z}}_2(t) = -(\overline{\overline{v}}_2(t) || \overline{\overline{z}}_2(t) = \overline{\overline{v}}(0) || \overline{z}_1(t) \), so that both the continuity and Kirchhoff conditions (15b)-(15c) are fulfilled. Since \( \overline{\overline{R}}_i (i \in I) \) is unitary and independent of time, one has \( ||\overline{\overline{v}}_1||_{C^1} = ||\overline{\overline{v}}_2|| \) and \( ||\overline{\overline{z}}_1|| = ||\overline{\overline{z}}_2|| \), as well as \( |\frac{d}{dt} \overline{\overline{v}}_1| = |\frac{d}{dt} \overline{\overline{v}}_2| \) and \( |\frac{d}{dt} \overline{\overline{z}}_1| = |\frac{d}{dt} \overline{\overline{z}}_2| \), implying that \( ||\overline{\overline{v}}_2||_{C^1} + ||\overline{\overline{z}}_2||_{C^1} \leq \gamma \).

Step 1.3 (see Fig. 4 top-right). Now that we have \( \overline{y}_i \), we consider the sidewise (rightward) problem on \([0, \ell_i] \times [0, T] \) for the edges \( i \in \{1, 2\} \) (see Remark 2.6 5.), where at \( x = 0 \) the “initial data” is \( \overline{y}_i \), at \( t = 0 \) the “boundary condition” prescribes the velocities as \( v_i(x, 0) = v^0_i(x) \) (thus using a part of the initial conditions of System (15)), and at \( t = T \) we set the artificial “boundary condition” \( z_i(x, T) = \overline{z}_i(x) \) for any function \( \overline{y}_i \in C^1([0, \ell_i]; \mathbb{R}^6) \). Then, for any \( \varepsilon_1 > 0 \) small enough, there exists \( \delta_1 > 0 \)
such that the rightward problem admits a unique solution $y_i \in C^1([0,\ell_i] \times [0,T];\mathbb{R}^{12})$ with $\|y_i\|_{C^1_{x,t}} \leq \varepsilon_1$, provided that $\|\overline{y}_i\|_{C^1_t} + \|v_i^0\|_{C^1_t} + \|q_i\|_{C^1_t} \leq \delta_1$ for all $i \in \{1,2\}$.

Step 1.4 (see Fig. 4 bottom-left). Using $y_1(\ell_1,\cdot)$, $y_2(\ell_2,\cdot)$ (from Step 1.3) as data, consider the forward problem on $[0,\ell_3] \times [0,T]$ for the edge $i = 3$, with the initial conditions of (15), and, as boundary conditions at $x = 0$ and $x = \ell_3$, the velocities prescribed as

$$v_3(0,t) = \mathcal{R}_3(0)^\top \mathcal{R}_1(\ell_1)v_1(\ell_1,t), \quad v_3(\ell_3,t) = \mathcal{R}_3(\ell_3)^\top \mathcal{R}_2(\ell_2)v_2(\ell_2,t),$$

(35)

so that the obtained solution $y_3$ together with $y_1, y_2$ (provided by Step 1.3) fulfill the continuity conditions (15b) at the nodes $n \in \{2,3\}$. Then, for any $\varepsilon_2 > 0$ small enough, there exists $\delta_2 > 0$ such that this problem admits a unique solution $y_3 \in C^1([0,\ell_3] \times [0,T];\mathbb{R}^{12})$ with $\|y_3\|_{C^1_{x,t}} \leq \varepsilon_2$, provided that $\|y_3^0\|_{C^1_t} + \|v_1(\ell_1,\cdot)\|_{C^1_t} + \|q_n\|_{C^1_t} \leq \delta_2$ for all $i \in \{1,2\}$ and $n \in \{2,3\}$.

Step 1.5 (see Fig. 4 bottom-right). Finally, using $y_1(\ell_1,\cdot)$, $y_2(\ell_2,\cdot)$ (from Step 1.1) and $y_3(0,\cdot)$, $y_3(\ell_3,\cdot)$ (from Step 1.3) as data, consider the rightward problem on $[0,\ell_i] \times [0,T]$ for the edges $i \in \{4,5\}$ similar to that of Step 1.3 except for the choice of the “initial...
data" at \( x = 0 \), denoted by \( \tilde{y}_i \), that we define by

\[
\tilde{y}_4 = \begin{bmatrix}
\mathcal{R}_4(0)^\top (\mathcal{R}_1 v_1)(\ell_1, \cdot ) \\
\mathcal{R}_4(0)^\top ((\mathcal{R}_1 z_1)(\ell_1, \cdot ) - (\mathcal{R}_3 z_3)(0, \cdot ) - q_2)
\end{bmatrix}
\]

(36)

\[
\tilde{y}_5 = \begin{bmatrix}
\mathcal{R}_5(0)^\top (\mathcal{R}_2 v_2)(\ell_2, \cdot ) \\
\mathcal{R}_5(0)^\top ((\mathcal{R}_2 z_2)(\ell_2, \cdot ) + (\mathcal{R}_3 z_3)(\ell_3, \cdot ) - q_3)
\end{bmatrix}
\]

(37)

Then, for any \( \varepsilon_3 > 0 \) small enough, there exists \( \delta_3 > 0 \) such that this problem admits a unique solution \( y_i \in C^1([0, \ell_i] \times [0, T]; \mathbb{R}^{12}) \) with \( \| y_i \|_{C^1_{x,t}} \leq \varepsilon_3 \), provided that \( \| v_i^0 \|_{C^1} + \| \tilde{v}_i \|_{C^1} + |q_n| \leq \delta_3 \) for all \( i \in \{4, 5\} \) and \( n \in \{2, 3\} \), and \( \| y_k(\ell_k, \cdot )\|_{C^1} + \| y_3(0, \cdot )\|_{C^1} \leq \delta_3 \) for all \( k \in \{1, 2, 3\} \).

Note that the \( \tilde{y}_i \) for \( i \in \{4, 5\} \) have been chosen in such a way that the solutions \( y_4, y_5 \) together with \( y_1, y_2, y_3 \) (provided by Step 1.1 and Step 1.3), necessarily fulfill the transmission conditions (15b)-(15c) at the nodes \( n \in \{2, 3\} \).

It remains to prove that the solution \((y_i)_{i \in \mathbb{I}}\) constructed in Step 1 in fact also fulfills the initial conditions (15f) of the overall network, by showing that \( y_i \) coincides with \( y_i^f \) on some domain including \( [0, \ell_i] \times \{0\} \) for all \( i \in \mathbb{I} \).

**Step 2.1 (see Fig. 5 leftmost).** First, consider the edges \( i \in \{1, 2\} \). We will see that not only \( y_i \) fulfills (15f), but one also has (see (24))

\[
y_i(\ell_i, t) = y_i^f(\ell_i, t), \quad t \in [0, \max\{T_4, T_5\}], i \in \{1, 2\}.
\]

(38)

Let \( i \in \{1, 2\} \), and let \( t_i \in C^1([0, \ell_i]) \) be the function with derivative \( \frac{1}{\Lambda_i(x)} t_i(x) = \min_{1 \leq k \leq 12} \frac{1}{\lambda_i(k)} \) in \([0, \ell_i] \), which is also equal to \(-\Lambda_i(x)\) (see (23)-(24)), and such that \( t_i(0) = T_i + \max\{T_4, T_5\} \). Then, \( t_i \) describes a curve in \([0, \ell_i] \times [0, T]\) that passes through \((0, T_i + \max\{T_4, T_5\})\) and we may also write

\[
t_i(x) = T_i + \max\{T_4, T_5\} - \int_0^x \Lambda_i(s) ds.
\]

The definition of \( T_i \) in (24) ensures that \([0, \ell_i] \times [0, \max\{T_4, T_5\}]\) is a subset of the domain \( \mathcal{R}(i, t_i) \) defined by

\[
\mathcal{R}(i, t_i) := \{(x, t) : 0 \leq x \leq \ell_i, \quad 0 \leq t \leq t_i(x)\}.
\]

(39)

Both \( y_i \) and \( y_i^f \) are by definition solutions to the one-sided sidewise (rightward) problem with "initial data" \( \overline{y}_i \) at \( x = 0 \) and boundary data \( v_i^0 \) at \( t = 0 \). The definition of \( t_i \) ensures that any characteristic curve\(^3\) of this problem passing by \((x, t) \in \mathcal{R}(i, t_i)\) is necessarily entering the domain \( \mathcal{R}(i, t_i) \) at \( \{0\} \times [0, T_i + \max\{T_4, T_5\}] \) or at \([0, \ell_i] \times \{0\} \). Thus, by [24, Section 1.7] the solution in \( C^1(\mathcal{R}(i, t_i); \mathbb{R}^{12}) \) to this sidewise problem is unique, and \( y_i \equiv y_i^f \) in \( \mathcal{R}(i, t_i) \).

**Step 2.2 (see Fig. 5 center).** Consider the edge \( i = 3 \). We will show that not only \( y_3 \) fulfills (15f), but also

\[
y_3(0, t) = y_3^f(0, t), \quad y_3(\ell_3, t) = y_3^f(\ell_3, t), \quad t \in [0, \max\{T_4, T_5\}]
\]

(40)

\(^3\)By characteristic curves passing by \((x_o, t_o)\), we mean the curves specified by the functions \( t_i^k \) with derivative \( \frac{d}{ds} t_i^k(s) = \lambda_i^k(s)^{-1} \) and such that \( t_i^k(x_o) = t_o \), for \( k \in \{1, \ldots , 12\} \).
holds. Indeed, $y_3$ and $y_3^f$ both solve the forward problem
\begin{align}
\partial_t y_3 + A_i \partial_x y_3 + B_i y_3 &= \bar{g}_i(x, y_3) \text{ in } (0, \ell_3) \times (0, \max\{T_4, T_5\}) \tag{41a} \\
v_3(0, t) &= \bar{R}_3(0)^T(\bar{R}_1 v_1)(\ell_1, t) \quad t \in (0, \max\{T_4, T_5\}) \tag{41b} \\
v_3(\ell_3, t) &= \bar{R}_3(\ell_3)^T(\bar{R}_2 v_2)(\ell_2, t) \quad t \in (0, \max\{T_4, T_5\}) \tag{41c} \\
y_3(x, 0) &= y_3^f(x) \quad x \in (0, \ell_3) \tag{41d}
\end{align}
which admits a unique solution in $C^1([0, \ell_3] \times [0, \max\{T_4, T_5\}); \mathbb{R}^{12})$. In fact, $y_3$ fulfills (41) by definition (see Step 3); concerning $y_3^f$, it fulfills (41a) and (41d) by definition, while (38) and (35) imply that $y_3^f$ fulfills (41b) and (41c).

**Step 2.3 (see Fig. 5 rightmost).** Finally, consider the edges $i \in \{4, 5\}$. Let $t_i$ be the function defined just as in Step 2.1 except that $t_i(0) = T_i$. In other words,
\[ t_i(x) = T_i - \int_0^x \Lambda_i(s) ds \]
Here, the definition of $T_i$ in (24) ensures that $t_i(\ell_i) = 0$, and therefore the corresponding domain $\mathcal{R}(i, t_i)$ defined by (39), contains $[0, \ell_i] \times \{0\}$. Both $y_i$ and $y_i^f$ fulfill the following one-sided rightward problem with unknown $y_i$:
\begin{align}
\partial_x y_i + A_i^{-1} \partial_t y_i + A_i^{-1} B_i y_i &= (A_i^{-1} \bar{g}_i)(\cdot, y_i) \quad \text{in } \mathcal{R}(i, t_i) \tag{42a} \\
v_i(x, 0) &= v_i^0(x) \quad x \in (0, \ell_i) \tag{42b} \\
y_i(0, t) &= \tilde{y}_i(t) \quad t \in (0, T_i) \tag{42c}
\end{align}
where $\tilde{y}_i$ is defined by (36)-(37). Indeed, while it is clear that $y_i$ fulfills (42) and $y_i^f$ fulfills (42a)-(42b) by definition, one also obtains, using (38), (40) and the fact that $y_i^f$ satisfies the transmission conditions (15b)-(15c), that $y_i^f$ also fulfills (42c). The definition of $t_i$ ensures that any characteristic curve of (42) passing through $(x, t) \in \mathcal{R}(i, t_i)$ is necessarily entering this domain at $\{0\} \times [0, T_i]$ or at $[0, \ell_i] \times \{0\}$. Hence, similarly to Step 2.1, one can apply [24, Section 1.7] to obtain that the solution in $C^1(\mathcal{R}(i, t_i); \mathbb{R}^{12})$ to (42) is unique.

**Step 3.** Finally, we choose $q_i$ defined by $q_i(t) = z_i(\ell_i, t)$ for all $t \in [0, T_i], i \in \{4, 5\}$. In view of the uniqueness of the solution to (15), $q_4, q_5$ are controls satisfying the desired conditions of Theorem 2.5.
5. Relationship between the GEB and IGEB networks

As in Section 3, we now consider a general network, and seek to prove Theorem 2.7. To do so, in Lemma 5.1 below, we start by inverting, on some specific spaces, the transformation $\cal T$ defined in (9) that relates the states of (11) and (15). Henceforth, for any functions $(u_i)_{i \in \mathcal{I}}$ such that $u_i : [0, \ell_i] \times [0, T] \to \mathbb{R}^{12}$, we use the notation $u_i = (u_{i,1}, \ldots, u_{i,4})^T$, where $u_{i,k} : [0, \ell_i] \times [0, T] \to \mathbb{R}^3$ for all $k \in \{1, \ldots, 4\}$. Let us define the spaces

$$E_1 = \{(p_i, R_i)_{i \in \mathcal{I}} \in \prod_{i=1}^N C^2([0, \ell_i] \times [0, T]; \mathbb{R}^3 \times \text{SO}(3)) : (11f), (11g) \text{ hold}\},$$
$$E_2 = \{(y_i)_{i \in \mathcal{I}} \in \prod_{i=1}^N C^1([0, \ell_i] \times [0, T]; \mathbb{R}^{12}) : u_i := \text{diag}(I_n, C_i) y_i \text{ satisfies } (43)-(44)-(45)\},$$

where (43)-(44)-(45) are the following conditions:

- for all $i \in \mathcal{I}$, in $(0, \ell_i) \times (0, T)$
$$\partial_t \begin{bmatrix} u_{i,3} \\ u_{i,4} \end{bmatrix} - \partial_x \begin{bmatrix} u_{i,1} \\ u_{i,2} \end{bmatrix} - \begin{bmatrix} \hat{Y}_c^i \\ \hat{Y}_c^i \end{bmatrix} \begin{bmatrix} u_{i,1} \\ u_{i,2} \end{bmatrix} = \begin{bmatrix} \hat{u}_{i,2} \\ \hat{u}_{i,2} \end{bmatrix} + \begin{bmatrix} u_{i,3} \\ u_{i,4} \end{bmatrix}, \quad (43)$$
- for all $i \in \mathcal{I}$, in $(0, \ell_i)$,
$$\frac{d}{dx} p_i^0(\cdot) = R_i^0(\cdot)(u_{i,3}(\cdot, 0) + e_1), \quad (44)$$
$$\frac{d}{dx} R_i^0(\cdot) = R_i^0(\cdot)(\hat{u}_{i,4}(\cdot, 0) + \hat{Y}_c^i(\cdot)), \quad (44)$$
- for all $n \in \mathcal{N}_n^D$, in $(0, T)$,
$$\frac{d}{dt} f_n(R)(\cdot) = f_n^R(\cdot)\hat{u}_{n,1}(x_n^0, \cdot), \quad (45)$$
$$\frac{d}{dt} f_n(R)(\cdot) = f_n^R(\cdot)\hat{u}_{n,2}(x_n^0, \cdot).$$

The following result then holds.

**Lemma 5.1.** Assume that $(p_i^0, R_i^0, f_n^p, f_n^R)$ are of regularity (12) and (14), and fulfill (27a). Then, the transformation $\cal T : E_1 \to E_2$, defined in (9), is bijective.

**Proof of Lemma 5.1.** One can easily verify that $(\cal T_i(p_i, R_i))_{i \in \mathcal{I}}$ belongs to $E_2$ for any given $(p_i, R_i)_{i \in \mathcal{I}} \in E_1$, and $\cal T$ is thus well defined.

Let $(y_i)_{i \in \mathcal{I}} \in E_2$. We will now show that, there exists a unique $(p_i, R_i)_{i \in \mathcal{I}}$ such that $\cal T((p_i, R_i)_{i \in \mathcal{I}}) = (y_i)_{i \in \mathcal{I}}$. Consider $(u_i)_{i \in \mathcal{I}}$ defined by $u_i := \text{diag}(I_n, C_i) y_i$. Let $i \in \mathcal{I}$, and let $n$ be the index of any node such that $i \in \mathcal{I}^n$.

There exists a unique solution $R_i \in C^2([0, \ell_i] \times [0, T]; \text{SO}(3))$ to

$$\begin{align*}
\partial_t R_i &= R_i \hat{u}_{i,2} \quad \text{in } (0, \ell_i) \times (0, T) \quad (46a) \\
\partial_x R_i &= R_i (\hat{u}_{i,4} + \hat{Y}_c^i) \quad \text{in } (0, \ell_i) \times (0, T) \quad (46b) \\
R_i(x_n^0, 0) &= R_i^0(x_n^0). \quad (46c)
\end{align*}$$

To prove this, a possible way is to first rewrite (46), whose state has values in $\text{SO}(3)$, as a system with a $\mathbb{R}^4$-valued state (using [37, Lem. 4.1]) via a parametrization of rotation matrices by quaternions [6], and then use (43) (last three equations) as compatibility conditions in order to deduce that the obtained system is well-posed (using [37, Lem. 4.3]); this procedure is detailed in [37, Section 4].
Having found $\mathbf{R}_i$, consider the following system
\[
\begin{aligned}
\partial_t p_i &= \mathbf{R}_i u_{i,1} \quad \text{in } (0, \ell_i) \times (0, T) \\
\partial_x p_i &= \mathbf{R}_i (u_{i,3} + e_1) \quad \text{in } (0, \ell_i) \times (0, T) \\
p_i(x^n_i, 0) &= p_i^0(x^n_i).
\end{aligned}
\tag{47a}
\tag{47b}
\tag{47c}
\]

Note that (47a) is equivalent to $p_i(x, t) = p_i(x, 0) + \int_0^t (\mathbf{R}_i u_{i,1})(x, \tau) d\tau$. Without loss of generality, assume that $x^n_i = 0$ (in the alternative case, the end of the proof is the same with each integral $\int_x^x$ below replaced by $-\int_x^x$). By (44) (first equation) and (47c), in the above expression for $p_i(x, t)$, one may express the first term as $p_i(x, 0) = p_i^0(x^n_i) + \int_{x^n_i}^x (\mathbf{R}_i^0(u_{i,3}^0 + e_1))(s) ds$. Also, for any $x \in [0, \ell_i]$ and any $\tau \in [0, t]$ the integrand in the second term may be expressed as $(\mathbf{R}_i u_{i,1})(x, \tau) = (\mathbf{R}_i u_{i,1})(x^n_i, \tau) + \int_{x^n_i}^x (\mathbf{R}_i u_{i,1})(s, \tau) ds$. Hence, (47a) and (47c) are equivalent to
\[
p_i(x, t) = p_i^0(x^n_i) + \int_0^t (\mathbf{R}_i u_{i,1})(x^n_i, \tau) d\tau \\
+ \int_{x^n_i}^x (\mathbf{R}_i^0(u_{i,3} + e_1))(s) ds + \int_0^t \int_{x^n_i}^x \partial_x (\mathbf{R}_i u_{i,1})(s, \tau) d\tau ds.
\tag{48}
\]

On the other hand, we know that (48) fulfills $\partial_t p_i(x^n_i, \cdot) = (\mathbf{R}_i u_{i,1})(x^n_i, \cdot)$, while by (43) (first three equations), one has $\partial_x (\mathbf{R}_i u_{i,1}) = \partial_t (\mathbf{R}_i (u_{i,3} + e_1))$. The latter two facts, together with (44) (second equation), permit us to deduce that (48) also writes as $p_i(x, t) = p(x^n_i, t) + \int_{x^n_i}^x (\mathbf{R}_i (u_{i,3} + e_1))(t, s) ds$. Thus, (48) is the unique solution to (47).

Finally, note that, because of (44), requiring (46c) and (47c) is equivalent to imposing the initial conditions (11a). Moreover, in the case of $n \in N_0^P$, due to (27a) and (45), requiring (46c) and (47c) is equivalent to imposing the nodal conditions (11f). This concludes the proof of Lemma 5.1.

We now have the tools to prove Theorem 2.7.

Proof of Theorem 2.7. We divide the proof in seven steps. Let $(y_i)_{i \in \mathcal{I}}$ be as in Theorem 2.7, and let $(u_i)_{i \in \mathcal{I}}$ be defined by $u_i = \text{diag}(\mathbf{I}_n, \mathbf{C}_i) y_i$.

Step 1: inverting the transformation. Since the last six equations in (15a) hold for $(y_i)_{i \in \mathcal{I}}$, we know that (43) is fulfilled. On the other hand, the last six equations of the initial conditions (15f) with initial data (18) yield (44). Finally, the definition of the boundary data (19), together with the nodal conditions (15e) on velocities, yield (45). Hence, $(y_i)_{i \in \mathcal{I}} \in E_2$, and by Lemma 5.1 there exists a unique $(p_i, \mathbf{R}_i)_{i \in \mathcal{I}} \in E_1$ such that
\[
y_i = T_i(p_i, \mathbf{R}_i), \quad \text{for all } i \in \mathcal{I}.
\tag{49}
\]

Now, we want to check that this “candidate” $(p_i, \mathbf{R}_i)_{i \in \mathcal{I}}$, satisfies the rest of system (11).

Step 2: governing equations. Using (49) and the first six governing equations in (15a), one can deduce that $(p_i, \mathbf{R}_i)_{i \in \mathcal{I}}$ satisfies the governing system (11a) after some computations.
Step 3: conditions at simple nodes. For \( n \in \mathcal{N}_S^N \), from (49) together with the nodal conditions (15d) on forces and moments and the definition of \( f_n \) (see (20)), one can directly deduce that the nodal conditions (11e) hold.

For \( n \in \mathcal{N}_S^D \), from (49) together with the nodal conditions (15e) on velocities and initial conditions (11g), we deduce that \((p_{in}(x^n_i,\cdot),R_{in}(x^n_i,\cdot))\) fulfills

\[
\begin{align*}
\frac{d}{dt} \beta(t) &= \beta(t) q^n_W(t), \\
\frac{d}{dt} \alpha(t) &= \beta(t) q^n_V(t) & \text{in } (0,T)
\end{align*}
\]

of unknown state \((\alpha,\beta)\), where we denote \(q_n = ((q^n_V)^T, (q^n_W)^T)^T\) with \(q^n_V, q^n_W \in C^1([0,T];\mathbb{R}^3)\).

Due to (19) and (27a), \((f^n_p,f^n_R)\) also satisfies (50). One may see that (50) admits a unique solution in \(C^2([0,T];\mathbb{R}^3 \times \text{SO}(3))\). Indeed, as in the proof of Lemma 5.1, one may replace (50) (first equation) by an equivalent equation whose unknown state is the quaternion \([6]\) parametrizing the rotation matrix \(\beta = \beta(t)\) (see [37, Section 4] for more detail). Having then only vector valued unknowns, one can use the classical ODE theory. Thus, \((p^n_v,R^n_v)(x^n_i,\cdot) \equiv (f^n_p,f^n_R)\), and the nodal conditions (11f) hold.

Step 4: remaining initial conditions. One recovers the initial conditions (11h) directly from the first six equations in (15f) and the definition of \(y^n_i(18)\), together with (49).

Step 5: rigid joint condition. In order to show that \((p_i,R_i)_{i \in I}\) fulfills the transmission conditions of (11), we start with the rigid joint condition. Let \( n \in \mathcal{N}_M \). For all \( i \in I^n \), let us define \(\Lambda_i \in C^1([0,T];\mathbb{R}^3 \times \text{SO}(3))\) by \(\Lambda_i(t) = (R_i R_j^T)(x^n_i, t)\). By the continuity condition (15b) (last three equations),

\[
\left( \frac{d}{dt} \Lambda_i \right) \Lambda_i^T = \left( \frac{d}{dt} \Lambda_i \right) \Lambda_i^T, \quad \text{in } (0,T), \quad \text{for all } i \in I^n.
\]

Let \(F_n := \left( \frac{d}{dt} \Lambda_i \right) \Lambda_i^T\) and \(a_n := (R_i R_i^0)^T(x^n_i, \cdot)\). By (51), (27b) (second equation) and the fact that (11g) holds (by Step 1), for all \( i \in I^n \), \(\Lambda_i\) fulfills

\[
\begin{align*}
\frac{d}{dt} \Lambda_i(t) &= F_n(t) \Lambda_i(t) & \text{for all } t \in (0,T) \\
\Lambda_i(0) &= a_n,
\end{align*}
\]

which admits a unique \(C^1([0,T];\mathbb{R}^3 \times \text{SO}(3))\) solution (see [44, Sec. 2.1 and Th. 4.1.1 or Coro. 2.4.4], for instance). Hence, \(\Lambda_i \equiv \Lambda_j\) for all \( i, j \in I^n \), and the rigid joint condition (11c) holds.

As (11c) holds, we can now deduce the transmission conditions of (11) that remain.

Step 6: continuity of the displacement. Let \( n \in \mathcal{N}_M \). By (49) together with the rigid joint condition (11c) and the continuity condition (15b) (first three equations), one deduces that

\[
\partial_t p_i(x^n_i,t) = \partial_t p^n_v(x^n_i,t), \quad \text{in } (0,T), \quad \text{for all } i \in I^n.
\]

Using additionally (11g) with (27b) (first equation), we deduce that for all \( i \in I^n \), the function \(p_i(x^n_i,\cdot)\) fulfills the problem

\[
\begin{align*}
\partial_t p_i(x^n_i,t) &= h_n(t) & \text{for all } t \in (0,T) \\
p_i(x^n_i,0) &= \alpha_n,
\end{align*}
\]
where we denote $h_n := \partial_t p_n(x^n, \cdot)$ and $\alpha_n := p_n^0(x^n)$. Since the $C^1([0, T]; \mathbb{R}^3)$ solution to (52) is unique, we conclude that (11b) holds.

**Step 7: Kirchhoff condition.** One recovers the Kirchhoff condition (11d) from the rigid joint assumption (11c) together with (15c) and (49).

To finish, the uniqueness of the solution to (11) is a consequence of the uniqueness of the solution to (15) (Theorem 2.3) and of the bijectivity of the transformation $T$ (Lemma 5.1). This concludes the proof. □

6. Concluding remarks and outlook

In this article, we have studied networks, possibly with cycles, of geometrically exact beams. Notably, we considered the representations of such beams in terms of either displacements and rotations expressed in a fixed coordinate system (GEB model), or velocities and internal forces/moments expressed in a moving coordinate system attached to the beam (IGEB model), reflecting on the advantages and drawbacks of these two points of view, and the relationship between them. For these beam networks, we addressed the problem of local exact controllability of nodal profiles in the special case of a network containing one cycle: the A-shaped network depicted in Fig. 2c.

The fact that one has the possibility of expressing the beam model as a first-order semilinear hyperbolic system – the IGEB model – while keeping track of the link with the GEB model, permits us to give a proof of nodal profile controllability in line with works done on other one-dimensional hyperbolic systems – e.g., wave equation, Saint-Venant equations, Euler equations [10, 11, 12, 19, 24, 45, 46, 49, 52]. Namely, we used the existence and uniqueness theory of semi-global classical solutions to the network system, combined with a constructive method as in [52] to obtain adequate controls.

**Local nature of the results.** Let us give some comments about the local nature of the nodal profile controllability result, Theorem 2.5. This theorem notably implies that even though there might be large displacements and rotations of the beam – due to the use of a geometrically exact (thus nonlinear) beam model –, we apply controls that subsequently keep these motions small. As noted in Remark 2.6, Theorem 2.5 focuses on the small data scenario and could possibly be a preliminary step in view of obtaining a global result.

Besides, in the proof of Theorem 2.5, some “degree of freedom” has not been used, as we rely on an existence and uniqueness result which has been established for general one-dimensional first-order quasilinear hyperbolic systems. Since we are considering a very specific model – the IGEB model – it would be interesting to establish an appropriate well-posedness result and keep track of the bounds on the initial and boundary data to obtain more quantitative information.

On another hand, as explained in the introduction, the GEB and IGEB models are valid as long as the strains $s_i(x, t)$ are small enough. The latter being proportional to the internal forces and moments $z_i(x, t)$ (more precisely, they are given by $s_i = C_i z_i$ where we recall that $C_i(x)$ denotes the flexibility matrix), comparing this assumption to the smallness of the internal forces and moments required in Theorem 2.5 would also be of interest.
Figure 6. Other networks for which local exact controllability of nodal profiles is achievable by following Algorithm 1 (the numbers refer to the variable step).

More general networks. The A-shaped network is an illustrative example where the controllability of nodal profiles is achievable for a network with a cycle, but let us stress that similar arguments to those used in Section 4 apply for various other networks, and with controls at different locations.

Let us introduce some more notation. For any given network, we denote by $P$ and $C$ the set of indexes of the charged nodes and controlled nodes (see Section 1), respectively. Given a charged node $n \in P$ and a controlled node $m \in C$, a control path between $n$ and $m$ \cite{49}, is any connected subgraph (of the current graph representing the beam network) forming a path graph\footnote{A path graph is an oriented graph without cycle such that two of its nodes are of degree 1, and all other nodes have a degree equal to 2.} whose nodes of degree 1 are $n$ and $m$. In Fig. 6, examples of control paths are highlighted by blue arrows.

On a tree-shaped network – hence without loop –, some conditions were proved to be sufficient for the exact controllability of nodal profiles to be achieved \cite{10, 11, 24, 45, 46, 49}. In \cite{49} the authors are concerned with the wave equation and provide a controllability result for any given tree-shaped network with possibly several charged nodes. Moreover, in \cite{49}, at a charged node $n \in P$, profiles may be prescribed for only some (rather than all) of the edges incident with $n$, and profiles may be prescribed for only part of the state (which would translate in the case of (15) to prescribing the velocities only, or the internal forces and moments only, for example). This type of problem, which is then called partial nodal profile controllability, is not considered here.

The nodal profile controllability has also been established for the Saint-Venant system \cite{26, 52} for numerous networks with cycles, of various shapes and with several charged nodes.

It arises, from these works, a series of conditions on the number and location of the charged nodes, which are sufficient to achieve the respective controllability goals. We refer notably to \cite[Theorem 5.1]{49}, and to \cite[Sections 7 and 8]{26}.
Algorithm 1: Steps of controllability proof for other networks

Input: $\mathcal{I}, \mathcal{N}, \mathcal{N}_S, k_n$ // edges, nodes, simple nodes, degrees

$I^n$ for all $n \in \mathcal{N}$ // edges incident to the node $n$

$N^i$ for all $i \in \mathcal{I}$ // nodes at the tips of the edge $i$

$\mathcal{P}, \mathcal{C}$ // charged nodes, controlled nodes

$S$ // edges on control paths

1. $J \leftarrow [0, \text{ for } n = 1 \ldots \# \mathcal{N}]$; for all $n \in \mathcal{P}$ do $(J(n) \leftarrow k_n - 1)$; // amount $J(n)$ of data available at $n$ to solve sidewise

2. $F \leftarrow \emptyset$; // solved edges

3. $\text{step} \leftarrow 1$; moved $\leftarrow$ false; // to count the steps

4. $\mathcal{M} \leftarrow \mathcal{P} \cup \{n \in \mathcal{N}: n \text{ not incident with any edge in } S\}$;

5. while $F \neq \mathcal{I}$ do // while entire network not solved

6. for $m = \# \mathcal{M}, \ldots, 3, 2, 1$ do // Principle 1

7. for all $N^\dagger \subseteq \mathcal{M}$ such that $\# N^\dagger = m$ do

8. if there exists a connected subgraph with nodes $N^\dagger$ and edges $\mathcal{I}^\dagger$, such that $\mathcal{I}^\dagger \cap (S \cup F) = \emptyset$ then

9. solve forward problem for the network $(\mathcal{I}^\dagger, N^\dagger)$;

10. for all $n \in N^\dagger$ do $(J(n) \leftarrow J(n) + 1)$;

11. $\mathcal{M} \leftarrow \mathcal{M} \cup N^\dagger$; $F \leftarrow F \cup \mathcal{I}^\dagger$; moved $\leftarrow$ true;

12. if moved $=$ true then (step $\leftarrow$ step +1; moved $\leftarrow$ false);

13. for all $n \in \mathcal{M}$ do // Principle 2

14. if $J(n) = k_n - 1$ then // if enough data at $n$

15. for all $i \in I^n \cap (S \setminus F)$ do

16. solve sidewise problem for the edge $i$ with “initial conditions” at the node $n$;

17. $\mathcal{M} \leftarrow \mathcal{M} \cup N^i$; $F \leftarrow F \cup \{i\}$;

18. for all $m \in N^i$ do $(J(m) \leftarrow J(m) + 1)$;

19. moved $\leftarrow$ true;

20. if moved $=$ true then (step $\leftarrow$ step +1; moved $\leftarrow$ false);

21. Compute controls $q_n$ by evaluating the trace at nodes $n \in \mathcal{C}$;

In the case of the beam networks considered in this article, these conditions become (recall that $k_n$ is defined as the degree of the node $n$)

1. The total number of controlled nodes $\# \mathcal{C}$ is equal to $\sum_{n \in \mathcal{P}} k_n$.

2. For any $n \in \mathcal{P}$, there are $k_n$ controlled nodes connecting with it through control paths. These control paths have the charged node $n$ for sole common node.

3. The control paths corresponding to different charged nodes do not have any common node.

Let us stress again that we are restricting ourselves to the type of systems presented in Subsection 2.2. Namely, if a multiple node is controlled, then the control is applied at
the Kirchhoff condition, while if a simple node is controlled, then the control is applied at either the first six (velocities) or last six (internal forces and moments) components of the state $y_i$, and at any charged node $n \in P$ profiles are prescribed for all incident beams $i \in I^n$ and for the entire state $y_i$.

Then, one may use the constructive method as in Section 4, by following the steps instructed by Algorithm 1, for different networks; see Fig. 6. We can assert that this algorithm yields a proof of controllability for the networks defined in Fig. 6, but not that it constitutes a proof for any given network.

In Algorithm 1, edges belonging to control paths are solved according to the Principle 2 – solving a sidewise problem as in the Steps 1.3 and 1.5 of the proof of Theorem 2.5 – while the other edges are solved according to the Principle 1 – solving a forward problem similar to the Step 1.4 of the proof of Theorem 2.5.

As noted here and in the above cited works, the conditions given to obtain controllability of nodal profiles are only sufficient to ensure the controllability result and the search for necessary and sufficient conditions is open.
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