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Abstract

Benefited from the deep learning, image Super-Resolution has been one of the most developing research fields in computer vision. Depending upon whether using a discriminator or not, a deep convolutional neural network can provide an image with high fidelity or better perceptual quality. Due to the lack of ground truth images in real life, people prefer a photo-realistic image with low fidelity to a blurry image with high fidelity. In this paper, we revisit the classic example based image super-resolution approaches and come up with a novel generative model for perceptual image super-resolution. Given that real images contain various noise and artifacts, we propose a joint image denoising and super-resolution model via Variational AutoEncoder. We come up with a conditional variational autoencoder to encode the reference for dense feature vector which can then be transferred to the decoder for target image denoising. With the aid of the discriminator, an additional overhead of super-resolution subnetwork is attached to super-resolve the denoised image with photo-realistic visual quality. We participated the NTIRE2020 Real Image Super-Resolution Challenge [24]. Experimental results show that by using the proposed approach, we can obtain enlarged images with clean and pleasant features compared to other supervised methods. We also compared our approach with state-of-the-art methods on various datasets to demonstrate the efficiency of our proposed unsupervised super-resolution model.

1. Introduction

Example based image Super-Resolution (SR) is a classic supervised learning approach that has inspired many SR works. The concept is based on that same patterns are likely repetitive across the whole images. In order to fill out the missing pixels accurately, researchers have proposed many approaches to model the image patterns for prediction.

Pixel based interpolation is one of the earliest learning based SR approaches. It models a group of pixels by assuming the geometry duality across the neighbourhood. The problem is that individual pixel contains very little information. The assumption can only hold in a small region. To better grasp the pattern, patch based SR approaches [8, 7, 27, 17, 35, 18, 36] were proposed dominating the research approaches for a long time. Similarly, researchers use patches rather than pixels based on the piece-wise linearity. The complete image can be divided into many patches and each patch can be modelled by a simple linear regression. The complete image can be found in the image itself, but also from external images. Hence there are substantial research works investigating internal or external based image SR. In order to improve the SR quality, more data are exploited for patch clustering and regression but it can quickly become cumbersome and over complex. Convolutional Neural Network (CNN) works bet-
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ner than machine learning approaches because it can digest huge amount of data to learn different filters for feature extraction via backpropagation. Many CNN based SR approaches [6, 12, 14, 16, 34, 10, 21, 20, 9, 19, 1, 5, 15, 28, 4, 24, 23, 22] have successfully boosted up the image super-resolution performance in both computation and quality.

Most algorithms of the pixel and patch based approaches rely on supervised learning. They require paired low-resolution (LR) and ground truth high-resolution (HR) images for building the reconstruction mapping. In order to mimic the real images, the most common process is to use HR images to simulate LR images by a spatial domain down-sampling (Bicubic process) or transform domain down-sampling (DCT and Wavelet process). However, this kind of simulation still simplifies the real situation where real images could also be degraded by different noises or photo editing. Better simulation has been proposed to use cameras to capture LR and HR images with different focal lens and then align the pixels by image registration [4].

Though researchers came up with different simulations to model the down-sampling process, it still targets on one specific applications. Real-world super-resolution is far more complicated. As investigated in [23, 24], there is no available ground-truth LR-HR image pairs. Most supervised image SR approaches have the overfitting problem. As shown in Figure 1, once the down-sampling is different from the assumption, supervised approaches fail while our proposed method can generate robust and good results. Instead of learning the reconstruction in supervised manner, in this work, we propose a novel unsupervised real image denoising and Super-Resolution approach via Variational AutoEncoder (dSRVAE). We add denoising task to super-resolution because real images usually contain various types of noises and degradations. With the lack of targeted HR images, pursuing lower pixel distortion may lose its meanings. According to Generative Adversarial Network (GAN) based SR approaches [5, 15, 28, 30], a discriminator can constrain the network to generate photo-realistic quality for sacrificing image distortion. Based on this observation, the proposed network is made of two parts: Denoising AutoEncoder (DAE) and Super-Resolution Sub-Network (SRSN) with an attached discriminator. Contrast to previous works, we claim the following points:

1. To the best of our knowledge, this is the first work on joint real image denoising and super-resolution via unsupervised learning.
2. This is also the first work on combining Variational AutoEncoder and Generative Adversarial Network for image super-resolution.
3. To stabilize the adversarial training, we propose a simple cycle training strategy to force the network to balance the reference and super-resolved images.

2. Related Work

In this section, we give a brief review of previous works related to our proposed method. We focus on perceptual image super-resolution, hence omitting a main body of works on generative approaches for image super-resolution. We also introduce the related unsupervised learning for image super-resolution, like blind image SR. Interested readers may refer to these literatures for more details.

2.1. Perceptual Image Super-Resolution

In the past few years, it has been widely observed that there is a tradeoff between distortion and perception. SR approaches on reducing the pixel distortion tend to generate over-smooth results. For practical applications, with the absence of ground truth images, researchers are more attracted to the images with distinct textures (even fake ones). Generative Adversarial Network [5, 15, 28] adopted by many SR approaches has the ability to provide photo-realistic images. The basic idea is to train a generator well enough that the discriminator cannot distinguish the SR images from HR images. Additional pre-trained deep networks are usually used to measure the key feature losses. SRGAN [15] is the first work using GAN for perceptual image SR. It uses VGG feature maps to allow visually pleasant image generation. ESRGAN [28] further improves the visual quality by replacing the standard discriminator to relativistic discriminator that sharpens the textures and edges. In terms of the evaluation of perceptual quality, some works [3, 32] were proposed to measure the visual quality by handcrafted or automatic criteria. For instance, Learned Perceptual Image Patch Similarity (LPIPS) metric is the one using various deep network activations to score the image visual quality.

2.2. Real-World Super-Resolution

Given the fact that a real image contains more complicated noise and artifacts, real world super-resolution is proposed to resolve the problem. There are two features of “real-world” super-resolution: 1) online training and testing and 2) Estimating degradation factor using prior information. One of the representative work is ZSSR [1]. It use the low-resolution image itself to learn internal statistics for super-resolution. No prior information is required for training. It can be considered as the first CNN based unsupervised image SR approach. On the other hand, with the huge learning capacity of deep neural network, we can assume degradation factors in low-resolution image generation, like adding different noise levels, forming blur kernels with some combinations of scale factors, etc., and then combine various of these factors for a general image super-resolution. For example, we can have joint denoising
Figure 2. Complete structure of the proposed dSRVAE model. It includes Denoising AutoEncoder (DAE) and Super-Resolution Sub-Network (SRSN). The discriminator is attached for photo-realistic SR generation.

and super-resolution [37, 33], joint denoising and super-resolution [31] and joint deblurring, denoising and super-resolution [5, 29, 30]. Considering that the real images are normally obtained by unknown or non-ideal process, it is cumbersome or even impossible to include all the degradation factors in the training phase. A better real world image SR should be learned from an unsupervised approach, where the ground truth images are not involved in training stage.

3. The Proposed Method

In the following section, we will give a detailed introduction of our proposed work. Let us formally define the real image SR. Mathematically, given a LR image \( X \in \mathbb{R}^{m \times n \times 3} \) which may be down-sampled from an unknown HR image \( Y \in \mathbb{R}^{m \times n \times 3} \), where \((m, n)\) is the dimension of the image and \( \alpha \) is the up-sampling factor. They are related by the following degradation model,

\[
X = sKY + \mu \quad (1)
\]

where \( \mu \) is the additive noise, \( s \) is the down-sampling operator and \( K \) is the blur kernel. The goal of image SR is to resolve Equation 1 as a Maximum A Posterior (MAP) problem as follows,

\[
\hat{Y} = \arg \max_Y \log P(X|Y) + \log P(Y) \quad (2)
\]

where \( \hat{Y} \) is the predicted SR image. \( \log P(X|Y) \) represents the log-likelihood of LR images given HR images and \( \log P(Y) \) is the prior of HR images that is used for model optimization. Formally, we resolve the image SR problem as follows,

\[
\min_{\theta} \|Y - \hat{Y}\|^r \text{ s.t. } \hat{Y} = \arg \min_Y \frac{1}{2}\|X - sKY\|^2 + \lambda \Omega(Y) \quad (3)
\]

where \( \| \cdot \|^r \) represents the \( r \)-th order estimation of pixel based distortion. The regularization term \( \Omega(Y) \) controls the complexity of the model. The noise pattern is omitted in Equation 3 on the assumption that the noise is independent from the signal and the residual between the estimation and the ground truth can be optimized by various linear or non-linear approaches. In the real world, the noise comes from the camera sensor or data compression and it is signal-dependent. Direct super-resolution usually fails to generate clean images. For practical application, a generalized super-resolution model is required to handle various degradations and distortions. It would be useful to firstly decouple the noise from the LR image and then performs super-resolution. Meanwhile, this disentanglement process can also be beneficial to real applications. As shown in Figure 2, we propose a joint image denoising and Super-Resolution model by using generative Variational AutoEncoder (dSRVAE). It includes two parts: Denoising AutoEncoder (DAE) and Super-Resolution Sub-Network (SRSN). With the absence of target images, a discriminator is attached together with the autoencoder to encourage the SR images to pick up the desired visual pattern from the reference images. The details of the structure will be discussed in the following parts.

3.1. Denoising AutoEncoder (DAE)

Mathematically, Conditional Variational AutoEncoder (VAE) can be formed as follows,

\[
P(Y|X) = \int P(Y|X, z)P(z|X) \, dz \quad (4)
\]

where vector \( z \) is sampled from the high-dimensional space \( Z \). VAE targets on learning the latent variable that describes
the conditional distribution. We can use Bayesian rule to rewrite Equation 4 as
\[
\log P_b(Y|X) \geq \int \log P(Y|X, z) \log P(z|X) \, dz = E_{Q_\phi(z|X)} \left[ \log \frac{P_b(Y|X, z) P_b(z|X)}{Q_\phi(z|X, Y)} \right]
\] (5)

We design the network to learn parameters \( \theta \) for maximizing the data log likelihood \( P_b(Y|X, z) \). Equation (5) can be further rearranged as the following equation,
\[
\log P_b(Y|X) = E_{Q_\phi(z|X)} \left[ \log \frac{P_b(Y|X, z) P_b(z|X)}{Q_\phi(z|X, Y)} \right] \\
= E_{Q_\phi(z|X)}[ \log P_b(Y|X, z)] - KL[Q_\phi(z|X, Y) || P_b(z|X)]
\] (6)

where \( KL[p||q] \) represents the KL divergence. Equation (6) can be interpreted in the way that the encoder is designed to learn a set of parameters \( \phi \) to approximate posterior \( Q_\phi(z|X, Y) \), while the decoder learns parameters \( \theta \) to represent the likelihood \( P_b(Y|X, z) \). We can adopt the KL divergence to represent the divergence between predicted distributions \( Q_\phi(z|X, Y) \) and \( P_b(Y|X, z) \). In order to compute the gradients for backpropagation, the “reparameterization trick” [13] is used to randomly sample from \( Q_\phi(z|X, Y) \) and then compute latent variable as \( z = \mu(X, Y) + \varepsilon \cdot \sigma^{0.5}(X, Y) \).

To utilize variational autoencoder for image denoising, the posterior needs to be modified from \( P(X|Y) \) to \( P(T|X) \), where \( T \) is the target clean image. The encoder compresses the clean image to learn the latent variables. Then the decoder learns to extract the noise from the noisy image and the sampled vector \( z \). Results in [6, 28] show that VGG19 network [26] is a good feature extractor for image processing, we discard the fully connected layers and only use the rest of convolution layers as the encoder to extract feature maps from the clean image. Let us mathematically define the training process of DAE as follows.
\[
\frac{1}{N} \sum_n \log P_b(T_n|X_n) \\
= \frac{1}{N} \sum_n E_{Q_\phi(z|X_n)} \left[ \log P_b(T|X_n, z = \mu + \varepsilon \cdot \sigma^{0.5}) \right]
\] (7)

where \( N \) is the batch number. The output of the decoder is the estimation of the noise pattern. By subtracting it from the real LR image, we can obtain the clean image for the following super-resolution process. During the testing, the encoder can be discarded and only the decoder is needed for image denoising.

3.2. Super-Resolution Sub-Network (SRSN)

After denoising process, we propose a light subnetwork for image enlargement and we refer it as Super-Resolution Sub-Network (SRSN). As shown in Figure 2, in order to obtain images with photo-realistic visual quality, a discriminator is attached to form a generative adversarial network. The basic structure of the SRSN is a set of hierarchical residual blocks, which has been widely used in several works [16, 14, 34]. In order to match the dimension, the denoised image is initially up-sampled to the desired dimension by bicubic interpolation.

Since there is no ground truth HR images to calculate the reconstruction loss (e.g. L1-norm loss), we propose a novel cycle training strategy that comes from the back-projection theory, which is different from the previous related works [30, 38]. Let us use Figure 3 to interpret the image SR from the signal processing aspect. The HR image contains both low- and high-frequency components. The former represents the basic structure of the image while the latter represents complex patterns, like edges and textures. Assuming that we obtain a “perfect” SR image, we down-sample it to generate the corresponding LR image. Relatively, the LR image stands for the low frequency information of the SR image. The super-resolution process can be updated by back projecting the residues learned from the down-sampled SR image and the original LR image. We therefore form a cycle to check the network for its ability of making robust super-resolution. Mathematically, we have the following loss function to demonstrate the cycle training strategy.
\[
L_{MAE} = \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} |s(Y_{c,h,w}) - g(X_{c,h,w})| \\
+ |Y_{c,h,w} - g(X_{c,h,w})| \\
where \ Y = f(s(Y)), Y = f(g(X))
\] (8)

where \( L_{MAE} \) is the pixel based Mean Absolute Errors (MAE), \( f \) and \( g \) are the SRSN and DAE parameters, \( C, H \) and \( W \) are the size of SR images. \( s \) is the down-sampling operator with Bicubic process for simplicity. \( Y \) is the output SR image and \( \bar{Y} \) is the back projected SR image. Equation (8) is a loose constraints on image super-resolution because there is no ground truth to compute the actual loss.
The first term in Equation (8) is to guarantee the low frequency consistency and the second term is to force the back projected SR image to be close to the SR image. We use Bicubic for down-sampling because the real down-sampling operator is too complicated to model it. It is unnecessary to ensure the exact difference between down-sampled SR estimation \(f(s(Y))\) and denoised LR image \(g(X)\) because the network is trained to converge until the estimated LR is close to ground truth LR.

On the other hand, Equation (8) does not give a strong supervision to the high-frequency reconstruction. It is crucial to give a constraint on the high frequency component. We add a discriminator to take both reference image and the SR image as inputs for real-fake classification. Its objective is to distinguish the high frequency differences between the SR and HR images. Considering that there is no corresponding HR images, for \(\alpha \times\) image SR, we randomly crop a \(\alpha H \times \alpha W\) larger patch from the reference image to match the dimension of the SR result. To encourage the network to pick up photo-realistic features, we also use pre-trained VGG19 to extract the feature map for estimation. Both SR and the denoised LR images are sent to VGG19 to output the feature maps obtained by the 4th convolution layer before the 5th “Maxpooling” layer. The SR feature maps are down-sampled by \(\alpha \times\) to match the LR feature maps. The total training loss is described as follows,

\[
L = \lambda \| \phi_i(f(g(X))) - s(\phi_i(g(X))) \|^2_1 + \eta \log[1 - D_{\theta_D}(G_{\theta_G}(g(X)))] + L_{\text{MAE}} \tag{9}
\]

where \(\lambda\) and \(\eta\) are two weighting parameters to balance the VGG feature loss and adversarial loss. \(\theta_G\) and \(\theta_D\) are the learnable parameters of the generator and discriminator, respectively. \(\phi_i\) represents the features from the i-th convolutional layer.

4. Experiments
4.1. Data Preparation and Network Implementation

We conducted experiments with the training data provided by NTIRE2020 Real World Super-Resolution Challenge [24]. The training dataset is formed by Flickr2K and DIV2K. They both contain images with resolution larger than 1000 \(\times\) 1000. The Flickr2K dataset is not only degraded by unknown factors but also down-sampled 4 \(\times\) by an unknown operator. The objective is to learn a mapping function to map from the source domain (Flickr2K) to the target domain (DIV2K). W extracted patches from the training dataset with the size of 128 \(\times\) 128. For the discriminator of the proposed SRSN, we extracted 512 \(\times\) 512 patches as references for training. For testing, we only gave focus on super-resolution, but also denoising for real images. The testing datasets include BSD68 [25], Set5 [2], Urban100 [11], NTIRE2019 Real Images [4] and NTIRE2020 validation [24]. Among them, BSD68 is a common dataset for image denoising. Set5 and Urban100 are used for image super-resolution. NTIRE2019 Real Images contains 20 images captured by different cameras with various noise and blurring effects. NTIRE2020 validation includes images with the same degradation as the training images.

To efficiently super-resolve the LR image, we used the pre-trained VGG19 (remove the fully connected layers) as the encoder of the proposed DAE. The length of the latent vector is 512. The decoder is made of 2 deconvolution layers with kernel size 6, stride 4 and padding 1, and 3 residual blocks with kernel size 3, stride 1 and padding 1. The Super-Resolution Sub-Network (SRSN) has 4 residual blocks. Each residual block contains 64 kernels of size 3, stride 1 and padding 1. In the following experiments, we will demonstrate that the proposed dSRVAE can achieve comparable or even better SR performance.

We conducted our experiments using Pytorch 1.4 on a PC with two NVIDIA GTX1080Ti GPUs. During the training, we set the learning rate to 0.0001 for all layers. The batch size was set to 16 for \(1 \times 10^6\) iterations. For optimization, we used Adam with the momentum to 0.9 and the weight decay of 0.0001. The executive codes and more experimental results can be found in the following link: https://github.com/Holmes-Alan/dSRVAE. We encourage readers to download the SR results from the link for better visual comparison.

4.2. Image Denoising

For our proposed dSRVAE, the Denoising AutoEncoder (DAE) is trained for removing noise from the input LR image. To demonstrate the capability of using Variational AutoEncoder, we tested two different datasets: BSD68 and NTIRE2019. Note that BSD68 is a clean dataset that can be added with additional random noise for evaluation and NTIRE2019 dataset was used for image super-resolution. We used it because the dataset was captured in real life by cameras. It reflects the real image processing scenario so that it can be used for denoising evaluation. In order to evaluate the efficiency of the DAE for denoising, we design another plain convolutional network made of multiple convolutional layers for comparison and we refer it as net-CNN. We also experimented on other state-of-the-art image denoising approaches and show the comparison in the following table.

In Table 1, we compare our approach with five classic

| Algorithm   | PSNR (db) | BM3D | DnCNN | PDNet | TNRD | net-CNN | DAE (ours) |
|-------------|----------|------|-------|-------|------|---------|------------|
| BSD68(\(\sigma = 15\)) |          |      |       |       |      |         |            |
| PSNR (db)  | 31.07    | 31.73 | 31.36 | 31.42 | 31.56 | 31.81   |            |
| NTIRE2019  |          |      |       |       |      |         |            |
| PSNR (db)  | 31.55    | 31.93 | 31.19 | 31.28 | 31.46 | 31.64   |            |
| Net (ours) |          |      |       |       |      |         |            |

Table 1. Quantitative comparison of different networks for image denoising. Red indicates the best results.
denoising approaches with BSD68 and NTIRE2019. From the PSNR results, it shows that the proposed DAE achieves better performance. Note that we tested the BSD68 with Gaussian noise of variance 15. We did not test using other Gaussian noise levels because our objective is not for additive noise removal. Our target is to illustrate the denoising capability of our proposed DAE model. In order to show the denoising ability on real image with unknown noise, we tested the NTIRE2020 validation dataset and show the visual comparison in Figure 4.

It can be seen from Figure 4 that both approaches can remove the noise in the background, like the sky in these two images. More interestingly, using proposed DAE can preserve as much details as possible while the PD approach tends to oversmooth the edgy areas (check the windows on the buildings and the textures on the wheel) to remove the noise.

4.3. Image Super-Resolution

More importantly, to prove the effectiveness of the proposed dSRVAE network, we conducted experiments by comparing some of the state-of-the-art SR algorithms: Bicubic, SRGAN [15], ESRGAN [28] and BlindSR [5]. PSNR and SSIM were used to evaluate the quantitative distortion performance and PI score [3] was used to indicate the perception performance. Generally, PSNR and SSIM were calculated by converting the RGB image to YUV and taking the Y-channel image for estimation. PI takes the RGB image for estimation. We only focus on 4× image SR. All approaches were reimplemented using the codes provided by the corresponding authors.

In the following sections, we will give evaluation on different down-sampling scenarios, including ideal bicubic down-sampling, camera simulation and unknown degradation.

Analysis on ideal Bicubic down-sampled SR

| Algorithm       | Set5 PSNR | Set5 PI | Urban100 PSNR | Urban100 PI |
|-----------------|-----------|---------|---------------|-------------|
| Bicubic         | 28.42     | 7.370   | 23.64         | 6.944       |
| ESRGAN 4×       | 30.47     | 3.755   | 24.36         | 3.484       |
| SRGAN           | 29.40     | 3.355   | 24.41         | 3.771       |
| dSRGAN(ours)    | 31.46     | 4.836   | 26.33         | 4.481       |

First, for classic image SR, we assume bicubic as a standard down-sampling operator for image SR. With sufficient training images and deeper structures, a lot of works have been proposed to improve SR performance. Initially, our network was trained in unsupervised way for real image. It cannot be used to compare most of the existing SR approaches. For a fair comparison, we modified our network to take paired LR and HR images for supervised training. The MAE loss function in Equation (8) was modified to calculate the errors between SR and HR. Adversarial loss was also used for photo-realistic image SR. For the sake of objective measurement, Table 2 shows the quantitative results among different approaches.

Table 2 lists the PSNR and PI score on Set5 and Urban100 for 4× SR. Higher PSNR means lower distortion and lower PI score means better visual quality. The results show that the proposed network can achieve comparable performance to state-of-the-art image SR approaches. Since all approaches focus on perceptual quality, we use Figure 5 to demonstrate the visualization comparison. Figure 5 shows two examples from Set5 and Urban100. We can see that using the proposed dSRVAE can provide photo-realistic details, like the textures on the hat of the Baby and the metal bars in the mirror of img004.

Analysis on real image captured by cameras

In this part, we will show visual comparison on NTIRE2019 dataset. It is a dataset that contains images captured by
Figure 5. Visualization of $4 \times$ image super-resolution on Set5 and Urban100 images. Enlarged red boxes are included for better comparison.

Figure 6. Visualization of $4 \times$ image super-resolution on NTIRE2019 validation. Enlarged red boxes are included for better comparison.

different cameras under different conditions. We use this dataset to test the generalization of our proposed dSRVAE. Our comparison includes supervised approaches (ESRGAN, SRGAN) and BlindSR, a novel blind image SR approach trained on different blur and down-sampling kernels.

From the results in Figure 6, we can see that the proposed dSRVAE not only can effectively remove the noise from the LR image, but also preserves the original pattern without severe distortion. For example, ESRGAN can generate much sharper edges on the texts of image *Cam2_03* but with some bizarre patterns. On the other hand, compared with BlindSR, dSRVAE can provide sharper reconstruction without distorting the pattern of the texts. Similar results can also be observed for image *cam2_05*. Analysis on real image with unknown degradation factors

Finally, let us make a comparison on NTIRE2020 testing images. This dataset contains 100 high-resolution images. The LR images were down-sampled $4 \times$ by unknown degradation factors, including noise and artifacts. It is more complicated than simple bicubic down-sampling or camera simulation scenarios. Without knowing the ground truth images, we provide visualization of different SR approaches to illustrate the SR performance. Based on our assumption, joint learn denoising and super-resolution can be beneficial for real image SR because we always encounter various noise on the real image that cannot just be resolved by a single SR model, especially when the noise is signal-dependent. It is useful to disentangle the correlation between noise and signal for other processes. To demonstrate the performance of our proposed dSRVAE, we compare with two perceptual image SR approaches (ESRGAN and SRGAN) and one blind image SR approach (BlindSR). Our target is to test whether the proposed “first-denosing-then-SR” strategy works. In Figure 7, dSRVAE is referred to our final result. We separate the Denoising AutoEncoder and Super-Resolution Sub-Network to independently test whether they work. We refer SRSN as the one without DAE for denoising and “DAE+ESRGAN” as the one first using DAE for denoising and then use ESRGAN for SR.

Figure 7 shows the results on images “0922” and “0953”. We can see that the keyboard and the road are much bet-
5. Discussion

In this paper, we propose an unsupervised real image super-resolution approach with Generative Variational AutoEncoder. Two key points were introduced: 1) Variational AutoEncoder for image denoising and, 2) cycle training strategy for unsupervised image super-resolution. In order to obtain photo-realistic SR images, we combine variational autoencoder and generative adversarial network for joint image denoising and super-resolution. Experimental results show that our proposed real image denoising and Super-Resolution via Variational AutoEncoder (dSRVAE) approach achieves good perceptual performance on different datasets. More importantly, results on testing NTIRE2019 and NTIRE2020 datasets show that the proposed dSRVAE can handle real image super-resolution for practical applications.
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