Warning model of new energy vehicle under improving time-to-rollover with neural network
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Abstract
The probability of electric vehicle rollover accident can be effectively reduced by shortening the prediction time interval and improving the prediction accuracy. Based on a multilayer neural network, an improved time-to-rollover method is presented in this paper. Firstly, the force model of vehicle rollover is established and analyzed where the structure and mass of a battery box have an important influence on the occurrence of rollover. Then, the rollover indexes considering hyperparameters are divided into five categories, and the multi-layer neural network is used to simplify the algorithm structure of the time to rollover, and quickly calculate the operating state parameters with a variation step size in real time. Finally, the influence of the hyperparameters on the prediction results of neural network is studied, and higher efficiency is obtained by comparing with traditional methods.
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Introduction
New energy vehicles have become a hot direction of scientific research in recent years.¹ It is necessary to develop an effective rollover warning model to reduce the probability of rollover due to emergency avoidance of obstacles during high-speed driving.²,³

Chen⁴–⁶ proposed firstly a time to rollover (TTR) considering the vehicle rollover of a three-degree-of-freedom to study rollover time. The TTR owns simple and real-time, which makes it easy to transplant to rollover alarm controller. Later, a vehicle rollover warning algorithm was used by Zong et al.⁷ for heavy commercial vehicle based on prediction model. Through combining the merits of angle and angular acceleration, a dual-axis rollover model with the integrated combination angle stiffness of suspension and tire vertical stiffness was established Wei et al.⁸ to study a warning algorithm of bus rollover based on roll angle threshold. Rajamani et al.⁹ investigated a sensor fusion algorithm with the combination of a gyroscope for real-time rollover estimation. Dynamics analyses of a 5-degree-of-freedom model and an 8-degree-of-freedom model were compared by Yu et al.¹⁰ for a heavy semi-trailer. However, the above methods based on the TTR only considered the one-to-one relationship between input and output, which significantly increased the computational cost and complicated the algorithm structure, because the TTR needed to calculate the operating state parameters of the vehicle in real time.¹¹,¹²

In recent years, the artificial neural network has been applied in many fields, including intelligent video surveillance, automatic driving, and motion recognition.¹³–¹⁵ Additionally, many remarkable achievements have been made in topology optimization of material structure, effective performance prediction, and multi-scale composite design using the artificial neural network.¹⁶,¹⁷ Flight parameters were used by Belge et al.,¹⁸ to plan and track the path with minimum energy and time consumption for unmanned aerial vehicle. Additionally, the neural network based real-time control of a hexarotor unmanned aerial vehicle was performed by the same authors to reduce error for payloads on the targets determined by path tracking.¹⁹
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This is because the artificial neural network can find and analyze high-dimensional approximate functions through a large number of inputs. Rao and Liu studied three-dimensional convolutional neural network for heterogeneous material homogenization. Effect of constituent materials on composite performance was explained by Chen and Gu by exploring design strategies via machine learning. Utilizing a neural network, Chen and Peng took the TTR generated by the simple model, roll angle, and change of roll angle to generate an enhanced NN-TTR index which can boost the performance of simple TTR algorithm effectively. By employing neural network method, Treetipsountornth and Phanomchoeng developed a rollover algorithm to prevent tripped rollovers from external inputs such as tripping by the force of a vehicle striking a curb or a road bump. To ameliorate the deficiency of rollover indicators in existing warning models, Dong et al. proposed an improved rollover index based on BP neural network, taking the road inclination angle, the steering strategy, and the hydro pneumatic suspension characteristics into consideration. A novel rollover prevention control system composed of rollover warning and integrated chassis control algorithm was developed by Zhu et al. using a backpropagation neural network. The results showed that the presented algorithm can be a good measure of the danger of rollover. A superior vehicle rollover warning algorithm was proposed by Zhu et al. considering the nonlinear characteristic of driver-vehicle-road interaction and uncertainty of modeling. The novel algorithm provided an explicit function of vehicle rollover safety limit and its gradient, and defined the rollover safety area and the unsafe area through the hypersurface visualization boundary. In above references, the TTR method uses a fixed step size to detect the rollover index in real time, make a judgment on whether the threshold value is reached and decide whether to issue a warning. However, the fixed step size may result in wasted time when the vehicle is in a low-risk condition. Additionally, the power battery box often occupies a large part of the space of the vehicle as the main source of energy for the vehicle; then, it is important to consider the structural arrangement and mass of the battery box of the new energy vehicle to analyze whether the whole vehicle is overturned. Then, an improved TTR new energy vehicle warning algorithm based on multilayer neural network is proposed. Compared with the traditional TTR method, the advantages of the presented warning model are the following: (1) By training a multilayer neural network to simplify the algorithm structure of the TTR and quickly calculate the operating state parameters in real time, various rollover influencing factors can be considered simultaneously as inputs to predict the results of rollover indicators and reduce the computational cost. (2) Since the structure and mass of the battery box have an important influence on the occurrence of rollover in new energy vehicles, the influence of the ratio of the height of the battery mass center to the height of the whole vehicle mass center and the weight of the battery box on the rollover index is focused on. (3) The rollover indexes are divided into five categories to more comprehensively evaluate the rollover results. (4) Based on the predicted categories of rollover indexes, variable steps are selected to calculate the rollover time TTR.

The rest of this paper is organized as follows: A 3-degree-of-freedom new energy vehicle rollover model is established, in which suitable rollover warning indexes are considered; additionally, based on multilayer neural network, an improved TTR algorithm is given in Section 2. Then, the effect of several neural network hyperparameters on the prediction of the rollover index is analyzed. Furthermore, the results of the traditional TTR algorithm are compared with the presented TTR algorithm in Section 3. Finally, the conclusions are given in Section 4.

**Establishment of model and character recognition**

The flow of the improved TTR warning algorithm applying multilayer neural network is shown in Figure 1.

A 3-degree-of-freedom new energy vehicle rollover model is established, and the crucial influencing
parameters on rollover are determined by dynamics analysis as the input for neural network training. The lateral load transfer rate (LTR) was selected as the output of the neural network to represent the risk of rollover. The results are classified into five categories, with higher LTR values indicating a higher risk of rollover. The prediction accuracy is evaluated, if it does not meet the requirements, the neural network structure needs to be adjusted and the above steps are repeated until the results meet the standards. Set the time threshold $X$ to calculate the rollover result within one period $X$. Different Ti values are selected to calculate the TTR time based on the predicted LTR results. Keep repeating the process of neural network training – predicting LTR – accumulating Ti values until a certain result reaches the rollover index, the loop is terminated and output the TTR rollover time. In addition, if the rollover condition is not reached in one period $X$, the TTR time is also output and goes to the next cycle of warning detection.

Three-degree-of-freedom car model

A three-degree-of-freedom car rollover model is established as shown in Figure 2, and the D’Alembert principle is applied to convert the rollover dynamics problem into a hydrostatic equilibrium problem. It is easy to know by analysis that the forces in the vertical axis direction and horizontal axis direction are balanced. List the moment balance hydrostatic equations on the axes, establish a simple model, and analyze the main factors affecting the vehicle rollover and rollover stability.\(^{27}\)

It should be noted that, in order to accurately study the stability of vehicle rollover, it is necessary to establish an ideal rollover model that reflects the rollover pattern of the vehicle. For the convenience of calculation, often ignoring some minor elements, the following assumptions need to be made in the establishment of this model.\(^{28,30}\)

1. Assume that the longitudinal velocity of the vehicle’s center of mass is constant.
2. The vertical motion of the vehicle is not considered.
3. Assuming that the vehicle travels on an ideal horizontal surface.
4. No consideration of aerodynamic effects.
5. Neglecting the effects of the nonlinear characteristics of the suspension, and the asymmetry of the front and rear axles.
6. Neglecting the effects on the tire characteristics due to the return torque of the tires and the variation of the left and right wheel loads.

In Figure 2: $C$ is the center of mass of the whole vehicle part, $O$ is the center of mass of the battery box, $h_{hm}$ is the height of the center of mass of the battery box to the ground, $h_{om}$ is the distance from the center of mass of the whole vehicle to the center of mass of the battery box, $\phi$ is the rollover angle, $v_x$ is the longitudinal velocity, $v_y$ is the lateral velocity, $\delta$ is the front wheel steering angle, $\beta$ is the mass lateral deflection angle, $L_1$ is the distance from the center of mass to the front axle, $L_2$ is the distance from the center of mass to the rear axle, $\alpha_1$ is the lateral deflection angle of the front wheel, $\alpha_2$ is the lateral deflection angle of the rear wheel, $F_t$ is the lateral deflection force from the ground to the front wheel, and $F_r$ is the lateral deflection force from the ground to the rear wheel.

The basic kinetic equation of the car can be listed as:\(^{31}\):

\[
\begin{align*}
\dot{a}_y &= \ddot{v}_y + v_x \omega \\
\beta &= \frac{v_y}{v_x} \\
F_t &= k_1 \alpha_1 = k_1 (\beta + \frac{L_1 \omega}{v_x} - \delta) \\
F_r &= k_2 \alpha_2 = k_2 (\beta - \frac{L_2 \omega}{v_x})
\end{align*}
\]

where $a_y$ is the lateral acceleration; $\omega$ is the angular velocity of the transverse pendulum; $k_1$ is the equivalent lateral deflection stiffness of the front wheel; $k_2$ is the equivalent lateral deflection stiffness of the rear wheel.

Take moments for the point $O$ of the vehicle model in Figure 2, applying D’Alembert’s principle, the equilibrium equation can be obtained as:

\[
\begin{align*}
I_{ZZ} \ddot{\omega} &= L_1 F_t \cos \delta - L_2 F_r \\
ma_y - m_b \ddot{h}_{hm} &= F_t + F_r
\end{align*}
\]

where $m$ is the mass of the whole vehicle, $m_b$ is the mass of the battery box part, $I_{ZZ}$ is the vertical rotational inertia.

To reduce the measurement difficulty, the initial $\dot{\omega}$ and $\ddot{v}_y$ are assumed to be zero here, while ignoring the
nonlinearities of the suspension and the effect of different characteristics of the front and rear axles on the warning algorithm.

The important physical quantity, the angular velocity of the pendulum \( \omega \), can be obtained after the derivation of the known quantity, the steering wheel angle \( \delta \), by substituting the equations (1)–(6).

The kinetic equation is calculated by analyzing the spring-loaded part of the car separately and taking the moment for the center of mass point.

\[
K\ddot{\phi} + I_{XX}\dot{\phi} - m_1a_1h_{sm}\cos\phi - m_2gh_{sm}\sin\phi = 0 \tag{7}
\]

Suppose that \( \dot{\phi} = 0 \), then we have:

\[
h_{sm} = \frac{K\ddot{\phi}}{(m_1v_x\cos\phi + m_2g\sin\phi)} \tag{8}
\]

where \( K \) is the suspension equivalent damping factor; \( I_{XX} \) is the longitudinal rotational inertia.

The battery center of mass height to vehicle center of mass height ratio into consideration, which can be expressed as \( H_r \):

\[
H_r = \frac{h_{sm}}{h_{sm} + h_{tn}} \tag{9}
\]

Previously, it has been derived from the steering wheel angle \( \delta \) expressed by \( \omega \), the rollover angle \( \phi \) can be measured by the sensor, and the height of the sprung loaded \( h_{sm} \) is derived from equation (8), and the height of the center of mass of the whole car \( h_{sm} \) is derived from equation (9). Considering that when the car occurs at low speed stable steering, there is a stable rollover angle, so the automatic calculation of the center of mass height need to meet the car low speed stable steering conditions. Due to the low-speed steady steering condition and the weakness of the hysteresis, the measured value of the roll angle sensor can be used in the calculation of the center of mass height.

\[
ma_{y,\text{max}}H_r(h_{sm} + h_{tn})(1 + \frac{h_{sm}}{h_{sm}}\cos\phi) = mg(\frac{T}{2} - h_{sm}\phi_{\text{max}}) \tag{10}
\]

The inside wheel vertical load is zero if the car reaches the critical state of rollover. Additionally, the rollover angle in equation (8) is set to the maximum value \( \phi_{\text{max}} \), and the lateral acceleration \( a_{y,\text{max}} \) can be calculated by associating equation (10).

Selection of rollover warning index

The selection of rollover indexes directly affects the accuracy of the vehicle rollover warning system. The rollover indexes are usually selected from parameters affecting vehicle rollover factors such as lateral acceleration, rollover angle, vehicle center of mass position, rollover energy value, and tire vertical load, among which lateral acceleration and rollover angle are the most commonly used rollover indexes. However, due to the motion state before the vehicle rollover is often very violent, and the rollover thresholds of different vehicle models and vehicle driving conditions are very different, there are limitations in using the above parameters as rollover indexes.

Firstly, the relative quantity of the ratio of the current lateral acceleration of the vehicle to the real-time lateral limit acceleration is discussed as a rollover determination condition to evaluate the dynamic process of the traveling vehicle. Compared with the traditional evaluation index, the selection method of the rollover threshold for this evaluation index is relatively simple. When the ratio exceeds 1, it means that the current lateral acceleration of the vehicle exceeds its limit value and rollover is about to occur. Further, by analyzing the dynamic balance of the vehicle in the lateral tilt direction, the lateral limit acceleration of the vehicle can be obtained in real time, and then the ratio of the lateral acceleration to the real-time lateral limit acceleration is calculated, and the ratio and the TTR method are integrated to calculate the time limit value of the vehicle when the rollover occurs in the future.

Additionally, the steering wheel turning angle can be chosen as the threshold of rollover warning and the input of neural network training. Selecting the steering wheel turning angle as the warning indicator can effectively improve the problem that the results of the existing TTR rollover warning algorithm lag behind the actual motion state of the vehicle. By analyzing the established mathematical-physical model of the vehicle, the factors that may have an impact on vehicle rollover, such as the lateral camber angle, lateral acceleration and vertical load, are represented by the steering wheel rotation angle and vehicle speed. The kinetic relationship between the above influencing factors and the steering wheel turning angle is further derived, and the TTR based on the steering wheel turning angle is derived using the steering wheel turning angle as the rollover threshold, so as to achieve the purpose of predicting the rollover risk earlier.

The lateral load transfer rate (LTR) is selected as the vehicle rollover warning parameter in this work. LTR is defined as the ratio of the absolute value of the difference between the left and right wheel vertical loads to the sum of the left and right wheel vertical loads, which is defined as follows.

\[
LTR = \frac{|F_L - F_R|}{F_L + F_R} \tag{11}
\]

where \( F_R \) denotes the right wheel vertical reaction force and \( F_L \) denotes the left wheel vertical reaction force.

When the vehicle is safely driven on a good road surface with equal vertical loads on the left and right wheels, \( \text{LTR} = 0 \); When the vehicle rolls over under
extreme working conditions, one of the wheels of the vehicle leaves the ground, \( LTR = 1 \). Meanwhile, \( LTR \), as a rollover indicator, is a dimensionless parameter, independent of vehicle type or speed, having good generalizability. We classify the results of \( LTR \) into five categories. 

- \( 0 \leq LTR < 0.2 \) will be recorded as 1;
- \( 0.2 \leq LTR < 0.4 \) will be recorded as 2;
- \( 0.4 \leq LTR < 0.6 \) will be recorded as 3;
- \( 0.6 \leq LTR < 0.8 \) will be recorded as 4;
- \( 0.8 \leq LTR \leq 1 \) will be recorded as 5. The smaller the rollover indicator means the smaller the risk of rollover, when \( LTR = 1 \) means one side of the wheel has left the ground.

Considering that the vertical loads on both sides of the wheels change in real time and are not easily measured while the car is moving, it is difficult to calculate the \( LTR \) value directly by equation (11). Therefore, by substituting equation (11) of the definition of \( LTR \) into the model for linear transformation, we can obtain that:

\[
LTR = \frac{2m_s}{mgT} \left[ h_{\mu_s \alpha_j} + h_{\mu}\left(g \Phi - h_{\mu_s \phi}\right) \right]
\]  

(12)

The traditional TTR rollover warning algorithm reflects the vehicle rollover risk by predicting the rollover time TTR in real time. The TTR is defined as the time required from the current moment to the moment when one wheel leaves the ground, and the ideal TTR curve is a straight line with a slope of one.

The TTR-based rollover warning algorithm is based on the rollover indicator \( LTR \) to determine the input of the model and calculate the \( LTR \) value in the current state by the established rollover model. A fixed step \( G \) is chosen, and the \( LTR \) value at the future time is calculated by \( N \times G \). While compared with the \( LTR \) threshold, if the rollover condition is not yet reached then the next iteration process is entered as \( n = n + 1 \). Assuming that the number of steps to reach the rollover condition is \( N \), the warning time is \( TTR = N \times G \), which means the vehicle will roll over and trigger the active rollover prevention system within the \( N \times G \) time. The warning time threshold \( X \) is also set to ensure the timeliness of the warning model, and if the rollover condition is not reached within the time \( X \), the warning will be calculated in the next iteration.

**Improved TTR method**

Part A provides the kinetic analysis of the new energy vehicle rollover, after which, lateral acceleration \( a_y \), wheelbase \( T \), battery center of mass height to vehicle center of mass height ratio \( H_r \) and battery box weight \( m_b \) are selected as inputs, and lateral load transfer rate (LTR) is taken as the vehicle rollover early rollover warning index which is the output of multilayer neural network. The result of \( LTR \) is divided into five categories which smaller rollover index means the smaller the risk of rollover, and when \( LTR = 1 \), it means that one side of the wheel has left the ground. Depending on the output results, different intervals are taken for the next rollover index prediction. These time intervals are recorded and accumulated to obtain the TTR time within a cycle eventually. The complete structure of the improved TTR algorithm is demonstrated schematically in Figure 3.

For the difference under the traditional TTR rollover warning model, the neural network is used for train the relationship between rollover-related influencing factors and rollover indicators. Additionally, the multiple influencing factors are considered as input values for the model at the same time. Then, the influence of battery box parameters is considered on the rollover phenomenon of new energy vehicles, in which the more comprehensively assess are given to consider whether there is a risk of rollover occurring. The machine learning prediction method can avoid real-time calculations, further boosting the performance while reducing computational costs. In addition, the rollover indicators are divided into five categories according to the value of

![Figure 3. Architecture of improved TTR algorithm.](image-url)
LTR, which can more refine the description of rollover risk and enable drivers to grasp the current driving conditions more comprehensively.

In order to better improve the performance of the algorithm, the sampling time of the vehicle acceleration sensor needs to be considered. There are various implementations of traditional acceleration sensors, which can be mainly classified as piezoelectric, capacitive, and thermal sensing, and each of these three technologies has its own advantages and disadvantages. Acceleration sensors are also characterized by different specifications for different application scenarios. Generally, the sensors used in the body of the car need to choose high frequency (50–100 Hz) acceleration sensor.

The warning time threshold $X$ is considered as 2 s; based on the classification of the rollover indicator, the step value $T_i$ ($i = 1, 2, 3, 4, 5$) is classified for calculating the rollover time $TTR$, in which the step is a fixed value in the traditional $TTR$. The specific classification is as follows.

According to the frequency of the accelerometer above, we make the following settings: when the rollover indicator is 1, the step length $T_1 = 40$ ms; when the rollover indicator is 2, the step length $T_2 = 30$ ms; when the rollover indicator is 3, the step length $T_3 = 20$ ms; when the rollover indicator is 4, the step length $T_4 = 10$ ms; when the rollover indicator is 5, the rollover indicator is reached and the algorithm is terminated. The reasonableness of this classification is that the smaller the rollover indicator indicates the smaller the current rollover risk, then correspondingly, a larger step can be set relatively when calculating the warning indicator LTR at the moment of $n \times T_i$ to improve the warning efficiency. On the contrary, when the rollover indicator is larger, a smaller step can be set, because a larger rollover indicator indicates a high rollover risk, and a smaller step can achieve multiple detections in a short period of time, and warn immediately once the rollover condition is reached.

Since the large range of values and different units of the input data for multilayer neural networks, training neural networks directly may lead to an increase in the error of prediction results. Therefore, it is necessary to preprocess the data before training. The advantage of preprocessing data using normalization is that in machine learning or deep learning, the loss calculation for most models requires the assumption that all features of the data are zero-mean and have the same order of magnitude. This way, all feature attributes can be treated uniformly when calculating the loss.

Normalization of data is the scaling of data so that it falls into a small specific interval. It is often used in certain comparisons and evaluations of metrics to remove the unit constraints of the data and transform them into dimensionless pure values, so that metrics of different units or magnitudes can be compared and weighted. The most typical of these is the normalization of the data, that is, mapping the data uniformly to the $[0,1]$ interval (or the desired interval). There are different normalization methods for different problems. The common normalization methods are as follows: (1) Linear normalization; (2) Polar difference transformation method; (3) Mean value normalization; (4) Nonlinear normalization. Nonlinear normalization refers to the mapping of the original values by some mathematical functions (log, tan, exp, and other functions) that distribute the data into the desired range.

In this work, considering the computational cost and the impact of various normalizations on the model results, we use the polar difference transformation method to pre-process the data. There are four inputs to the multilayer neural network, namely, lateral acceleration, wheelbase, battery mass center height to whole vehicle mass center height ratio and battery box weight, with a total of 1500 data for each input.

Numerical examples and discussion

Effect of the number of hidden layers on prediction accuracy

In the application of machine learning methods, the selection and debugging of hyperparameters in multilayer neural networks have a huge impact on the results, and the results obtained by using different hyperparameters vary widely, sometimes by a thousandth of a percent, with worlds of difference. For the selection of hyperparameters, there will be a general range based on experience and related literature, but a large number of tuning experiments are required to obtain the values with the best results. In the following, we will explore the effect of using different number of neurons, number of epochs, batch size, and learning rate on the prediction accuracy of multilayer neural networks, and analyze the reasons for this effect. It should be noted that the results in each section below are obtained after the program has been run at least three times, so that can effectively avoid errors caused by chance.

As shown in Figure 4, first we explored the relationship between different hidden layers of the neural network and the prediction accuracy. Under the conditions of batch size of 25, learning rate of 0.009, and number of epochs of 250, the results are shown in Figure 4(a)–(d) for the number of hidden layer = 1, hidden layer = 2, hidden layer = 3, and hidden layer = 5, respectively.

As can be seen from Figure 4(a), when there is only one layer of hidden layers, the accuracy of the neural network has not yet reached 0.2 at the end of the train. One possible reason is that the single-layer structure is too simple to accomplish the update of weights and bias within the network architecture. The instability in Figure 4(b) and (d) lies in the fact that there is a distinct decline in the prediction accuracy after reaching a peak, of which Figure 4(b) is particularly serious, and the accuracy has dropped to below 0.1 before the end of training.
The drop in Figure 4(d) may be due to the excessive number of layers and thus the occurrence of overfitting. In contrast, the results in Figure 4(c) show that when the hidden layer is three layers, the prediction accuracy of the results finally tends to be stable as the number of training cycles on the neural network increases, and despite small fluctuations, the results are within the allowable range with better results. In summary, in the later hyperparameters debugging of the neural network, the hidden layers are all set to three layers.

Effect of number of epochs on prediction accuracy

The effects of different number of cycles on the prediction accuracy are shown in Figure 5. Under the condition of batch size of 25 and learning rate of 0.009, Figure 5(a)-(d) show the results for the number of epochs = 150, epochs = 200, epochs = 250, and epochs = 300, respectively.

From Figure 5(a), the prediction accuracy is in the increasing stage but the value is only about 0.2 before the end of the training, which indicates that the number of cycles is not enough to make the neural network completely trained at this time. The whole curve in Figure 5(b) is relatively smooth, with the accuracy peaking at about 0.5, and finally trending slightly downward, basically remaining around 0.3. Compared to Figure 5(b), the curves in Figure 5(c) and (d) have different degrees of fluctuation with slightly higher peaks. In Figure 5(c) in the vicinity, there is a decreasing trend in the accuracy rate, followed by a steep increase back to 0.4–0.5, and finally stabilizes. The curve in Figure 5(d) approximates a wavy line with little overall fluctuation, and the accuracy finally stabilizes around 0.4. Comparing these four curves, we can find that the neural network can obtain better accuracy under the conditions of and the number of cycles of training of the neural network also basically reaches the threshold, and the prediction accuracy finally tends to a stable value.

Impact of learning rate on prediction accuracy

The effects of different learning rates on the prediction accuracy are shown in Figure 6. Under the condition that the batch size of 25 and the number of epochs is
250, Figure 6(a)–(d) show the results of lr = 0.005, lr = 0.007, lr = 0.009, and lr = 0.011, respectively.

As can be seen from Figure 6(a), the accuracy curve has a sharp convexity around epochs of 50 and then gradually increases. Due to the small learning rate, the network needs more cycles to reach the optimal state. Figure 6(c) shows that when learning rate is 0.009, the accuracy curve is smoother and do not show a sudden increase. On the other hand, the accuracy value tends to stabilize within relatively small epochs. By contrast, the final results in Figure 6(b) and 6(d) do not achieve the expected values. It is analyzed that the reason for this phenomenon is the large learning rate, which leads to a large jump in the calculation of derivatives resulting in the exclusion of the ideal condition.

**Effect of different batch sizes on prediction accuracy**

The effects of different batch sizes on the prediction accuracy are shown in Figure 7. Under the condition of learning rate of 0.009 and the number of epochs of 250, Figure 7(a)–(d) shows the results for batch size = 15, batch size = 25, batch size = 35, and batch size = 45, respectively.

As can be seen from Figure 7(a), under the condition that the prediction rate reaches a peak around the number of cycles of 100, the peak size is about 0.4, and then the accuracy rate shows a decreasing trend and finally stabilizes below 0.2. The explanation is that a smaller batch size requires a larger number of epochs to sufficiently train the neural network, so that convergence cannot be achieved at the target number of epochs. As can be seen from Figure 7(b), the curve as a whole is relatively smooth, without significant fluctuations, and the peak of the prediction accuracy can reach about 0.5 and finally stabilize at 0.4 or below. Compared with Figure 7(b)–(d) have a significant steep increase in the early stage, and then both fluctuate, with the final value of accuracy around 0.2. This indicates that the batch size selected in the cyclic process at this time is larger, which not only increase the calculation time, but also not get the expected accuracy rate, instead of gaining more than losing. Excessive batch size causes the final aggregation precision to fall into different local extremes rather than the global optimum. In a comprehensive analysis, the conditions are more suitable for the neural network used in this model, and a more satisfactory accuracy result can be obtained.
In the presented warning model, the prediction accuracy of neural networks has the potential to be further improved with the continuous optimization of neural network structure. In future work, more comprehensive theoretical model can be established considering aerodynamic effects, effects of the nonlinear characteristics of the suspension, and the asymmetry of the front and rear axles. It is worth noting that this warning model assesses the risk of vehicle rollover only during the detection cycle. The warning algorithm does not change the operating state of the vehicle when a rollover is imminent.6,13

Analysis and validation

The results of one run of the improved TTR algorithm are recorded and plotted and compared with the results of the traditional TTR algorithm,30 as shown in Figure 8. The horizontal coordinates are used to record the time and the vertical coordinates indicate the Rollover warning indicator predicted by the neural network, where the hidden layers are all set to three layers, and epochs = 250, lr = 0.009, batch size = 25.

It can be seen in Figure 8 that at the initial moment, the neural network predicts a rollover indicator of 1. For the improved TTR algorithm the next prediction is made at an interval of 40 ms, which meets the algorithm requirements, and the next prediction is made at an interval of 30 ms when the predicted indicator is 2, and so on for the later results. For the traditional TTR algorithm, no matter what the value of the predicted rollover indicator is, a fixed interval of 20 ms is taken for the next detection. It is not difficult to find that the traditional TTR method samples more points in this result because it takes a fixed step, especially when the value of the sidestep indicator is small, which is where the improved TTR algorithm has the advantage that using a variable step can reduce the number of samples and improve efficiency at low risk. In addition, it can be seen that although the number of samples is less than the traditional TTR method, the improved TTR algorithm is also able to grasp the trend and effectively detect the turning points at which the rollover indicator rises and falls. When it reaches 900 ms, the vertical coordinate is 5, which means that at this time the neural network predicts the rollover indicator to be 5. When

Figure 6. Effect of different learning rates on the accuracy rate: (a) lr = 0.005, (b) lr = 0.007, (c) lr = 0.009, and (d) lr = 0.011.
the rollover condition is reached, both algorithms stop and the output TTR time is 900 ms.

To investigate the efficiency of the machine learning method, we recorded the time used for each step of the cycle during the training of the neural network, as shown in Figure 8. The computing platform we used is NVIDIA 1650ti GPU computing. The hyperparameters of the neural network we recorded for the training process are set as follows: epochs = 250, lr = 0.009, batch size = 25.

From Figure 9, it is easy to see that at the beginning of the training, the first two cycles consume relatively long time, 1 ms and 105 μs, respectively, after which most of the time used in the cycles is between 60 and 80. Compared with the traditional method of relying on the sensor test results to calculate the car rollover time, it is obvious that the method of using machine learning algorithms with the powerful arithmetic power of high-performance computers is more efficient and can reduce unnecessary time costs.

Conclusions

For the rollover prevention of the new energy vehicle, the improved TTR with the neural network has been proposed by this paper. The parameters affecting rollover have been given through theoretical analysis. Combining the parameters of the new energy vehicle,
multiple influencing factors have been given, and variable step size has been used. Finally, the influence of multiple hyperparameters for the multilayer neural network on the results has been analyzed, and the following conclusions can be obtained.

(1) For the relationship between different hidden layers of the neural network and the prediction accuracy, the hidden layers have been considered as three layers.

(2) For the effects of different number of cycles on the prediction accuracy, the neural network can obtain better accuracy under the conditions of and the number of cycles of training of the neural network also basically reaches the threshold, and the prediction accuracy finally tends to a stable value.

(3) For the effects of different learning rates on the prediction accuracy, the accuracy is low at the beginning of the training cycle, and it needs nearly 160 cycles to reach stability, which indicates that the premise that can meet the requirements is basically the minimum value of the learning rate.

(4) The batch size selected in the cyclic process at this time is larger, which will not only increase the calculation time, but also not get the expected accuracy rate, instead of gaining more than losing. Additionally, compared with the traditional method of relying on the sensor test results to calculate the car rollover time, the results shown that the method of using machine learning algorithms with the powerful arithmetic power with high-performance computers is more efficient, and can reduce the time costs.
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