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Abstract

The demands of accuracy in measurements and engineering models today, renders the condition number of problems larger. While a corresponding increase in the precision of floating point numbers ensured a stable computing, the uncertainty in convergence when using residue as a stopping criterion has increased. We present an analysis of the uncertainty in convergence when using relative residue as a stopping criterion for iterative solution of linear systems, and the resulting over/under computation for a given tolerance in error. This shows that error estimation is significant for an efficient or accurate solution even when the condition number of the matrix is not large. An $O(1)$ error estimator for iterations of the CG algorithm was proposed more than two decades ago. Recently, an $O(k^2)$ error estimator was described for the GMRES algorithm which allows for non-symmetric linear systems as well, where $k$ is the iteration number. We suggest a minor modification in this GMRES error estimation for increased stability. In this work, we also propose an $O(n)$ error estimator for A-norm and $l_2$ norm of the error vector in Bi-CG algorithm. The robust performance of these estimates as a stopping criterion results in increased savings and accuracy in computation, as condition number and size of problems increase.
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1. Introduction

Solving a system of linear equations in the form $Ax = b$ is a ubiquitous requirement in science and engineering (where $A$ is a given matrix, $x$ and $b$ are the unknown and known vectors respectively; $x \in \mathbb{R}^n$ and $b \in \mathbb{R}^n$ if $A \in \mathbb{R}^{n \times n}$). Iterative methods like Conjugate Gradient (CG) $[2]$, Bi-Conjugate Gradient (Bi-CG) $[4]$, and Generalized Minimal Residual (GMRES) $[14]$, mostly known as Krylov subspace methods, are commonly used to solve large linear systems. While using such methods, iterations are to be stopped when the norm of the error ($\epsilon_k = x - x_k$) is less than a desired tolerance, where $x$ is
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the unknown solution to the linear system and \( x_k \) is its iterative approximation at the \( k^{th} \) iteration. Since the actual error is unknown, relative residue (\( \frac{r_k}{\|b\|} \)) is considered as a stopping criteria where \( r_k = b - Ax_k \) is the residual vector at \( k^{th} \) iteration. Such stopping criteria are useful when the system is well-conditioned but they can become unreliable for even a moderate increase in the relative condition number of \( A (\kappa \gtrsim 10) \), depending on the choice of initial approximation. It is well known that relying on relative residue may lead one to stop the iterations too early when the norm of error is still much larger than tolerance, or not stop early enough with too many floating point operations done for the required accuracy ([12]; [7]). Moreover, when condition number of the matrix is large, the residual of algorithms like Bi-CG need not show monotonic behaviour and oscillate [1] while the actual error might still be (however slowly) converging, and similarly, oscillations of errors in the GMRES algorithm are possible when the residue converges slowly. Note that the \( l_2 \) norm of the relative errors and residues can differ significantly as given below:

\[
\kappa \frac{\|r_k\|}{\|b\|} \geq \frac{\|e_k\|}{\|x\|} \geq \frac{\|r_k\|}{\|b\|} \frac{1}{\kappa}
\]  

(1)

Even when the iterative algorithms are used with preconditioners that reduce the condition number of the matrix, a reduction of the condition number of the backward problem to be solved is not guaranteed, as required for the faster convergence (see section 3.3.1). This is observed with matrices of larger dimensions or higher condition numbers, making the preconditioners ineffective in many cases. Moreover, most of the preconditioning techniques often fail when matrices are non-symmetric and indefinite [13]. Thus, for even \( \kappa(A) \gtrsim 10^2 \), either the accuracy or the efficiency of computation is degraded by the above conundrum. The requirements of precision in measurements and engineering today renders both the size and condition number of most problems large; making accurate stopping and restarting criteria indispensable in ensuring computational efficiency of solvers. This motivated methods to estimate norms of the error in iterative solvers. Approximations of the errors in \( x_k \) for an iterative method were suggested in general more than two decades ago [2] [3]. Error estimators for the CG algorithm were also presented [11], and for solving non-symmetric linear systems using Full-Orthogonalization (FOM) and GMRES methods, formulas for estimation of errors have been suggested more recently [10]. We suggest a minor modification to this GMRES estimator to increase its stability and precision. We also derive an efficient estimator of error in solving non-symmetric linear systems using Bi-CG.

In the second part of this work, we present an analysis highlighting the significance of these error estimators for CG, Bi-CG and GMRES methods. We confirm that there is indeed less certainty in relying on relative residual as an estimator of the true relative error, in comparison to using an error estimator. We quantify this `uncertainty' and show that its expected value is proportional to condition numbers i.e. forward or backward condition numbers or their weighted averages depending on the algorithm used. Numerical results averaged over a large number of linear systems were used to demonstrate the theorem on this uncertainty in convergence. The under and over computation due to the uncertainty is demonstrated, and the gains due to the estimators are relatively straightforward to infer. Our analysis shows that these error estimators are robust and increase the efficiency/accuracy of computing notably. Section 2 briefly introduces re-
lated work and the previous research in the estimation of error in CG and GMRES. Section 3 presents the modification to the GMRES estimator, the proposed estimates of error in Bi-CG, and the analysis of error estimates. Section 4 discusses the experimental results on the modified GMRES error estimates, proposed BiCG error estimates, and the performance of error estimates as an efficient stopping criteria for these iterative methods of solving linear systems.

2. Related work

2.1. Error estimators for CG algorithm

One of the most commonly used methods for solving linear systems with a real symmetric positive definite matrix is the Conjugate Gradient (CG) algorithm. CGQL (CG-Quadrature Lanczos) algorithm [6, 11, 12] provides bounds of A-norm of error $\|x - x_k\|_A$ at each iteration of CG by using Lanczos and quadrature rules with a delay of $d$ iterations in the estimation. Bounds to the square of the A-norm of error at iteration $k$ of CG are given by [6]:

$$\|\epsilon_k\|_A^2 \approx \|r_0\|_2^2 [(T_{k+d}^{-1})_{(1,1)} - (T_k^{-1})_{(1,1)}]$$  (2)

Here, $T_k$ is the tridiagonal matrix produced by the Lanczos algorithm at the $k^{th}$ iteration whose entries can be computed from the coefficients of CG algorithm equally well. $(T_k^{-1})_{(1,1)}$ represents the $(1,1)$ element of the matrix $T_k^{-1}$. Also $\epsilon$ and $r$ are the error and residual vectors of the CG algorithm respectively. The essence of CGQL lies in computing difference between $(1,1)$ elements of the inverse of two tridiagonal matrices generated from a Lanczos algorithm with the same starting vectors as the CG algorithm. However, from a computational point of view, other equivalent formulas for approximation of error in CG were proposed [8], including a $LDL^T$ factorization of the corresponding Jacobi matrix available in CG [12]. Estimates of the $l_2$ norm of the error in the CG algorithm were later proposed [18]. It should also be noted that with a delay in estimation $d$, where $d > 1$, considering $\|\epsilon_{k+d}\|_A \ll \|\epsilon_k\|_A$, the approximation of the A-norm of error at iteration $k$ is also given using CG coefficients $\alpha_j$, as:

$$\|\epsilon_k\|_A^2 \approx \sum_{j=k}^{k+d-1} \alpha_j r_j^T r_j$$

2.2. Error estimator for GMRES algorithm

Generalized minimal residual (GMRES) algorithm is an iterative method for solving linear systems even for a general non-symmetric matrix [14]. Let $V_k$ be a matrix whose columns are orthonormal basis vectors $v_j$, $j = 1 \ldots k$, of Krylov subspace $K_k(A,r_0)$, where $r_0$ is initial residual. The iterates of GMRES are defined as $x_k = x_0 + V_k z_k$ where vector $z_k$ has weights for the orthonormal basis vectors $v_j$ in the matrix $V_k$. Maintaining the notations [10] for estimates of norm of error in FOM and GMRES at the $k^{th}$ iteration of GMRES, the Hessenberg matrix $H_k$ resulting from the iterative orthogonal transformation of the system matrix can be decomposed block-wise as:
\[ H_k = \begin{pmatrix} H_{k-d} & W_{k-d} \\ Y_{k-d} & H_{k-d} \end{pmatrix} \]

Here, the matrices \( H_{k-d} \) and \( H_{k-d} \) are square and upper Hessenberg and \( W_{k-d} \) is generally a full rectangular matrix. Let \( h_{i,j} \) be the \((i,j)\) element of the Hessenberg matrix, \( e_k \) is the \(k^{th}\) column of an identity matrix, the vector \( t_k \) be the last column of \((H_k^T H_k)^{-1}\) with \( t_k \) as its last element, then variables \( \gamma_{k-d}, w_{k-d}, \delta_{k+1}, \) and \( u_k \) can be defined as the following,

\[
\begin{align*}
\gamma_{k-d} &= \frac{h_{k-d+1,k-d}(e_{k-d}, H_{k-d}^{-1} e_1)}{1 - h_{k-d+1,k-d}(e_{k-d}, H_{k-d}^{-1} w_{k-d})} \\
w_{k-d} &= W_{k-d} H_{k-d}^{-1} e_1 \\
\delta_{k+1} &= \frac{h_{k+1,k}^2}{1 + h_{k+1,k}^2 t_k} \\
u_k &= \delta_{k+1} t_k
\end{align*}
\]

The error estimate \( \epsilon_{k-d} \) at \((k-d)^{th}\) iteration of GMRES can be approximated by \[10\]:

\[
\frac{\|\epsilon_{k-d}\|^2}{\|r_0\|^2} \approx \gamma_k^2 \|\tilde{H}_{k-d}^{-1} e_1\|^2 + \|\gamma_{k-d} H_{k-d}^{-1} w_{k-d} + (e_{k-d}, H_{k-d}^{-1} e_1) u_k \|_2^2 \tag{3}
\]

Note that the above estimation involves only one dense matrix-vector multiplication and requires \(O(k^2)\) arithmetic operations every iteration, and this is negligible for all \( k \ll n \). For non-converging problems, as \( k \rightarrow n \), the total additional cost due to the estimator may approach a third of the cost of the GMRES iterations, but this is likely to happen only rarely in applications with a large \( n \), and thus the estimator can provide significant benefits on the average.

3. Methods

3.1. Proposed modification to the GMRES error estimator

The above estimate of error in GMRES can also be rewritten as term-1 in the following:

\[
\frac{\|\epsilon_{k-d}\|^2}{\|r_0\|^2} = \underbrace{\frac{\|\epsilon_{k-d}\|^2 - \|\epsilon_k\|^2}{\|r_0\|^2}}_{\text{term 1}} + \|s_k\|^2 + \underbrace{\zeta_k}_{\text{term 2, term 3}} \tag{4}
\]

where \( s_k = (e_k, H_k^{-1} e_1) u_k \) and

\[
\zeta_k = 2 h_{k+1,k} (e_k, H_k^{-1} e_1) \left((H_k^{-1} e_{k+1})^k, H_k^{-1} e_1 + s_k\right) - 2 h_{k-d+1,k-d} (e_{k-d}, H_{k-d}^{-1} e_1) \left((H_k^{-1} e_{k-d+1})^{k-d} - (H_k^{-1} e_{k-d+1})^{k-d}, H_k^{-1} e_1 + s_{k-d}\right)
\]
where superscripts \( k \) and \( k - d \) have been introduced for the vector components, indicating the appropriate truncated dimensions.

The R.H.S of (4) was divided into three terms where the third term given by \( \zeta_k \) is assumed to be negligible. Also, \( H_n^{-1} \) required in the evaluation of \( \zeta_k \) cannot be computed at the \( k^{th} \) iteration. Note that for a large \( d \) which is a delay in estimation, the second term \( \| s_k \|^2 \) also becomes negligible. However \( d \) is kept small in practice \((\approx 10)\), hence in such cases, this second term can significantly contribute to the value of error estimate. We propose to include this second term in the estimates of the error, and here, an absolute operation in (5) is necessary to preserve the positive estimate of the \( l_2 \) norm of error using the truncated expression. Including \( s_k \) in (3) and considering the absolute values,

\[
\frac{\| \epsilon_{k-d} \|^2}{\| r_0 \|^2} \approx \frac{\gamma_k}{\zeta_k} \left( \| A_{k+d}^{-1} e_1 \|^2 + \| \delta_{k-d} A^{-1} \| \right) \quad (6)
\]

3.2. Proposed estimator for A-norm and \( l_2 \) norm of errors in Bi-Conjugate gradient Algorithm (BiCG)

Whereas A-norm of error in CG is minimized monotonically with the number of iterations, A-norm of error in BiCG can oscillate and might not even be defined when \( A \) is an indefinite matrix. Hence, we consider the absolute values of the bi-linear products of the residues of BiCG as shown below.

\[
\| \epsilon_k \|_A = \| \epsilon_k^T A \| = \| r_k^T (A^T)^{-1} r_k \| = \| \tilde{r}_k \| = | \tilde{r}_k^T A^{-1} r_k |
\]

Note that when \( A \in \mathbb{R}^{N \times N} \) and \( r \in \mathbb{R}^N \), \( r_k^T (A^T)^{-1} r_k \) is a scalar quantity that is always positive when \( A \) is positive definite. Moreover the square of \( l_2 \) norm of error is given by:

\[
\| \epsilon_k \|^2 = \| r_k \|^2 = r_k^T (A^T)^{-1} A^{-1} r_k
\]

If \( A = A^T \), A-norm and \( l_2 \) norm of error are given by \( r_k^T A^{-1} r_k \) and \( r_k^T A^{-2} r_k \) respectively. In the following sections, estimates of A-norm and \( l_2 \) norm of error at every iteration of BiCG are derived. BiCG is included as Algorithm 1 in the appendix for reference.

3.2.1. Estimation of A-norm of error

By writing the consecutive difference between A-norm of error at iteration \( k \) and \( k+1 \), the following relation is obtained when \( A \) is a non-symmetric matrix (See Appendix for BiCG Algorithm):

\[
\tilde{r}_k^T (A^T)^{-1} r_k - \tilde{r}_{k+1}^T (A^T)^{-1} r_{k+1} = \tilde{r}_k^T (A^T)^{-1} r_k - (r_k - \alpha_k A p_k)^T (A^T)^{-1} (r_k - \alpha_k A p_k)
\]

\[
= \alpha_k \tilde{p}_k^T r_k + \alpha_k r_k^T (A^T)^{-1} A p_k - \alpha_k^2 \tilde{p}_k^T A p_k
\]

In the above equation, the first and third terms of R.H.S can be trivially computed using iterates of the Bi-CG Algorithm. Second term involves computation of \( A^{-1} \) hence
we further reduce it. As \( r_{k+1} = r_k - \alpha_k A p_k \) and \( A p_k = \frac{r_k - r_{k+1}}{\alpha_k} \), the following relation is obtained:

\[
\begin{align*}
  r_k^T A^{-1} r_k - r_{k+1}^T A^{-1} r_{k+1} &= \alpha_k r_k^T p_k + \alpha_k r_k^T (A^T)^{-1} (r_k - r_{k+1}) - \frac{\alpha_k^2}{\alpha_k} r_k^T A p_k \\
  &\implies r_{k+1}^T A^{-1} r_{k+1} = -\alpha_k r_k^T p_k + r_{k+1}^T A^{-1} r_k + \frac{\alpha_k^2}{\alpha_k} r_k^T A p_k
\end{align*}
\]

Error \( \epsilon_k = x - x_k \) is given by \( A^{-1} r_k \). Also, \( \epsilon_k \) can be written as a weighted sum of search directions from \( k \) to \( n \) given below in (8).

\[
\epsilon_k = \sum_{j=k}^{n} \alpha_j p_j \implies \epsilon_k - \epsilon_{k+d} = \sum_{j=k}^{k+d} \alpha_j p_j
\]

(8)

If \( \epsilon_{k+d} \) denotes the error at \( k+d \) iteration and \( \epsilon_{k+d} \ll \epsilon_k \) for some \( d > 0 \), then further terms of the series can be neglected. The error vector in (8) can provide an estimate of A-norm of error after inducing a delay of \( d \) iterations:

\[
\|\epsilon_{k+1}\|_A = r_{k+1}^T A^{-1} r_{k+1} \approx -\alpha_k r_k^T p_k + \sum_{j=k}^{k+d} \alpha_j p_j + \alpha_k^2 r_k^T A p_k
\]

(9)

When \( A \) is positive definite, the above expression is always positive and thus provides a lower bound for the square of A-norm of error. Equation (9) is derived directly from Bi-CG and when \( A = A^T \), this estimator for A-norm is identical to the earlier proposed CGQL A-norm estimator [Appendix B]. Since the matrix-vector product \( A p_k \) is known in terms of the residual vectors, the above evaluation costs only 2n arithmetic operations, compared to the \( \mathcal{O}(n^2) \) arithmetic operations in each Bi-CG iteration. The summation of \( d \) terms in the above implies a latency of \( d \) iterations to begin with, when an estimate of the error is not available.

3.2.2. Estimation of \( l_2 \) norm of error

By writing the consecutive difference between \( l_2 \) norm of error at iteration \( k \) and \( k+1 \) of Bi-CG, the following relation is obtained when \( A \) is a non-symmetric matrix:

\[
\begin{align*}
  r_k^T (A^T)^{-1} A^{-1} r_k - r_{k+1}^T (A^T)^{-1} A^{-1} r_{k+1} &= r_k^T (A^T)^{-1} A^{-1} r_k \\
  &- (r_k - \alpha_k A p_k)^T (A^T)^{-1} A^{-1} (r_k - \alpha_k A p_k)
\end{align*}
\]

(10)

Rearranging (10),

\[
\begin{align*}
  r_k^T (A^T)^{-1} A^{-1} r_k - r_{k+1}^T (A^T)^{-1} A^{-1} r_{k+1} &= 2\alpha_k p_k^T A^{-1} r_k - \alpha_k^2 \|p_k\|^2
\end{align*}
\]

(11)

Using (8) and \( \epsilon_k = A^{-1} r_k \), the above equation can be rewritten as:

\[
\|\epsilon_{k+1}\|_2^2 = r_{k+1}^T (A^T)^{-1} A^{-1} r_{k+1} \approx \sum_{j=k}^{k+d} \alpha_j p_j^T (\sum_{j=k}^{k+d} \alpha_j p_j) - 2\alpha_k p_k^T (\sum_{j=k}^{k+d} \alpha_j p_j) + \alpha_k^2 \|p_k\|^2
\]

(12)
The evaluation involves only $2n$ arithmetic operations every iteration, and for the first $d$ iterations an estimate of the error is not available. This estimation adds a negligible computational overhead compared to the $O(n^2)$ cost of every Bi-CG iteration, especially as $n$ increases.

3.3. Analysis of estimators

3.3.1. Condition number of the problem

Condition numbers of problems enable us to estimate the expected accuracy of computed result. In this case, the relative condition number for computing $b$ given $A$ and $x$ (forward problem), and condition number for computing $x$ from $A$ and $b$ (backward problem) are given by (13) and (14) respectively [19]. They help us infer the relative change in the output for a relative change in inputs of the problem representing roundoffs, thus constraining the accuracy of the output. The norm ($\| \cdot \|$), unless specified, is considered to be the $l_2$ norm.

$$\kappa_f(A, x) = \frac{\|A\|}{\|Ax\|} \quad (13)$$

$$\kappa_b(A, b) = \frac{\|A^{-1}\|}{\|A^{-1}b\|} \quad (14)$$

$\kappa_f(A, x)$ and $\kappa_b(A, b)$ are fixed for a given problem, $Ax = b$. Condition number of the matrix is given by the product of $\kappa_f(A, x)$ and $\kappa_b(A, b)$,

$$\kappa = \|A\|\|A^{-1}\|$$

3.3.2. Evaluation metrics

The following is the relative error in our estimates of the relative error at the $k^{th}$ iteration:

$$\max \left( \frac{\chi_k}{\|x\|} - \frac{\|\epsilon_k\|}{\|x\|}, \frac{\|\epsilon_k\|}{\|x\|} - \frac{\chi_k}{\|x\|} \right) \quad (15)$$

where $\chi_k$ is the estimate of norm of error at $k^{th}$ iteration and $x$ is the solution to the problem $Ax = b$. The maximum of the two terms inside the brackets encapsulate the fact that an error estimate can either be greater than or less than the true relative error at any iteration, and it can effect a corresponding degree of under-computation or an over-computation. Equation (15) can also be concisely rewritten as,

$$\min \left( \frac{\chi_k}{\|x\|}, \frac{\|\epsilon_k\|}{\|x\|}, \frac{\|\epsilon_k\|}{\|x\|} - \frac{\chi_k}{\|x\|} \right) \quad (16)$$

While (16) quantifies the uncertainty using the relative residue or an error estimator at a particular iteration, Uncertainty Ratios and Linear Uncertainty Ratios i.e. $U.R.(\chi)$
and $L.U.R.(\chi)$, are defined to represent average uncertainty in estimating true relative error over $n - d$ iterations, as follows:

$$U.R.(\chi) = \frac{1}{n - d} \sum_{k=0}^{n-d-1} \left( \frac{\chi_k^2 - \|\epsilon_k\|^2}{\|x\|^2} \right) \left( \min \left( \frac{\|\epsilon_k\|^2}{\|x\|^2}, \frac{\chi_k^2}{\|x\|^2} \right) \right)$$  \hspace{1cm} (17)

$$L.U.R.(\chi) = \frac{1}{n - d} \sum_{k=0}^{n-d-1} \left( \frac{\chi_k - \|\epsilon_k\|}{\|x\|} \right) \left( \min \left( \frac{\|\epsilon_k\|}{\|x\|}, \frac{\chi_k}{\|x\|} \right) \right)$$  \hspace{1cm} (18)

where $d$ is the delay in estimation in terms of iterations. When the relative residual is used for stopping the iterative solution of a linear system, given a tolerance in relative error, the uncertainty is correspondingly:

$$U.R.(r) = \frac{1}{n - d} \sum_{k=0}^{n-d-1} \left( \frac{\|r_k\|^2 - \|\epsilon_k\|^2}{\|b\|^2 - \|x\|^2} \right) \left( \min \left( \frac{\|\epsilon_k\|^2}{\|b\|^2}, \frac{\|r_k\|^2}{\|x\|^2} \right) \right)$$  \hspace{1cm} (19)

$$L.U.R.(r) = \frac{1}{n - d} \sum_{k=0}^{n-d-1} \left( \frac{\|r_k\|}{\|b\|} \right) \left( \min \left( \frac{\|\epsilon_k\|}{\|b\|}, \frac{\|r_k\|}{\|x\|} \right) \right)$$  \hspace{1cm} (20)

In our subsequent analysis, we present a theorem on an upperbound of the expectation of $U.R.(r)$ and $L.U.R.(r)$ over converging problems having fixed singular values and constant forward condition number, we show that $\mathbb{E}(U.R.(\chi)) \leq \mathbb{E}(U.R.(r))$, and conclude that use of an error estimator in such cases as a stopping criterion gives increased savings and accuracy in computation on average, owing to their robustness.

### 3.3.3. Theorem on Expectation of U.R. and L.U.R.

**Theorem 1.** For linear problems of non-singular real matrices $A$ with a set of fixed singular values, fixed forward condition number $\kappa_f(A,x) >> 1$, fixed backward condition number $\kappa_b(A,b) >> 1$,

$$\frac{\alpha}{\kappa_b(A,b)^2} + \frac{1 - \alpha}{\kappa_f(A,x)^2} \leq \mathbb{E}(U.R.(r)) + o(2) \leq \alpha \kappa_f(A,x)^2 + (1 - \alpha) \kappa_b(A,b)^2$$

$$\alpha \kappa_b(A,b) + \frac{1 - \alpha}{\kappa_f(A,x)} \leq \mathbb{E}(L.U.R.(r)) + o(2) \leq \alpha \kappa_f(A,x) + (1 - \alpha) \kappa_b(A,b)$$
where \( n \) is the dimension of the matrix \( A \) and \( \alpha \) is the average probability of relative residual over predicting the relative error of solution i.e., \( \alpha = \frac{1}{n - d} \sum_{k=0}^{n-1} P_{\text{cond}} \left( \frac{\|r_k\|}{\|b\|} > \frac{\|\epsilon_k\|}{\|x\|} \right) \), where \( P_{\text{cond}} \) refers to conditional probability with conditions stated at the start of the theorem. The sample space for conditional probability and conditional expectation is generated by sampling left-singular matrix \( U \) and right-singular matrix \( V \) from uniformly distributed orthogonal matrices and unit vector \( b \) from Gaussian distribution.

**Proof.** Let the uncertainty ratio at \( k^{th} \) iteration be

\[
U.R.(k)(r) = \frac{\|r_k\|^2}{\|b\|^2} \min \left( \frac{\|\epsilon_k\|^2}{\|x\|^2}, \frac{\|r_k\|^2}{\|b\|^2} \right)
\]

and

\[
\alpha_k = P_{\text{cond}} \left( \frac{\|r_k\|}{\|b\|} > \frac{\|\epsilon_k\|}{\|x\|} \right)
\]

Using the definition in [15] for \( U.R.(k)(r) \), we can write,

\[
\mathbb{E} \left( U.R.(k)(r) \right) = \alpha_k \mathbb{E}_1 \left( \frac{\|r_k\|^2}{\|b\|^2} - \frac{\|\epsilon_k\|^2}{\|x\|^2} \right) + (1 - \alpha_k) \mathbb{E}_2 \left( \frac{\|\epsilon_k\|^2}{\|x\|^2} - \frac{\|r_k\|^2}{\|b\|^2} \right)
\]

where \( \mathbb{E}_1 \) refers to \( \mathbb{E} \left( \cdot \bigg| \frac{\|r_k\|}{\|b\|} > \frac{\|\epsilon_k\|}{\|x\|} \right) \) and \( \mathbb{E}_2 \) refers to \( \mathbb{E} \left( \cdot \bigg| \frac{\|r_k\|}{\|b\|} \leq \frac{\|\epsilon_k\|}{\|x\|} \right) \).

\[
\mathbb{E} \left( U.R.(k)(r) \right) = \alpha_k \mathbb{E}_1 \left( \frac{\|r_k\|^2}{\|b\|^2} - \frac{\|\epsilon_k\|^2}{\|x\|^2} \right) + (1 - \alpha_k) \mathbb{E}_2 \left( \frac{\|\epsilon_k\|^2}{\|x\|^2} - \frac{\|r_k\|^2}{\|b\|^2} \right)
\]

Consider \( S_k = \frac{\|r_k\|}{\|\epsilon_k\|} \), thus, \( S_k \in \left\{ \frac{1}{\kappa_h(A, b), \kappa_f(A, x)} \right\} \).

\[
\mathbb{E} \left( U.R.(k)(r) \right) = \alpha_k \mathbb{E} \left( S_k^2 \bigg| S_k \geq 1 \right) + (1 - \alpha_k) \mathbb{E} \left( \frac{1}{S_k^2} \bigg| S_k \leq 1 \right) - 1
\]

\[
\mathbb{E} \left( U.R.(k)(r) \right) = \alpha_k \left( \mathbb{E}(S_k^2) - o(1) \right) + (1 - \alpha_k) \left( \mathbb{E} \left( \frac{1}{S_k^2} \right) - o(1) \right) - 1
\]

\[
\mathbb{E} \left( U.R.(k)(r) \right) = \alpha_k \left( \mathbb{E}(S_k^2) + (1 - \alpha_k) \left( \mathbb{E} \left( \frac{1}{S_k^2} \right) - o(2) \right) \right)
\]
\[ E \left( S_k^2 \right) = E \left( \frac{\|r_k\|_2^2 \|x\|_2^2}{\|\epsilon_k\|_2^2 \|b\|_2^2} \right) \]

Based on fixed conditions of expectation, \( \frac{\|x\|_2}{\|b\|_2} \) is constant,

\[ E \left( S_k^2 \right) = \frac{\|x\|_2^2}{\|b\|_2^2} E \left( \frac{\|r_k\|_2^2}{\|\epsilon_k\|_2^2} \right) = \frac{\|x\|_2^2}{\|b\|_2^2} E \left( \frac{\|A\epsilon_k\|_2^2}{\|\epsilon_k\|_2^2} \right) \]

By using definition of \( l_2 \) norm of matrix,

\[ \frac{\kappa_f(A, x)^2}{\kappa(A)^2} \leq E \left( S_k^2 \right) \leq \kappa_f(A, x)^2 \]

Similarly,

\[ \frac{\kappa_b(A, b)^2}{\kappa(A)^2} \leq E \left( \frac{1}{S_k^2} \right) \leq \kappa_b(A, b)^2 \]

Hence, using above bounds and \( \alpha \) as defined in theorem, \( \square \)

\[ \frac{\alpha}{\kappa_b(A, b)^2} + \frac{1 - \alpha}{\kappa_f(A, x)^2} - o(2) \leq E \left( U.R.(r) \right) \leq \alpha \kappa_f(A, x)^2 + (1 - \alpha) \kappa_b(A, b)^2 - o(2) \]

Similarly, we can derive the following bounds for \( L.U.R(r) \):

\[ \frac{\alpha}{\kappa_b(A, b)} + \frac{1 - \alpha}{\kappa_f(A, x)} \leq E \left( L.U.R.(r) \right) + o(2) \leq \alpha \kappa_f(A, x) + (1 - \alpha) \kappa_b(A, b) \]

### 3.3.4. Note on Delay-based Error Estimators

For delay-based estimators, \( \chi_k^2 \approx \|\epsilon_k\|^2 - \|\epsilon_k + d\|^2 \), and

\[ U.R.(k)(\chi) \approx \frac{\|\epsilon_k + d\|^2}{\|\epsilon_k\|^2 - \|\epsilon_k + d\|^2}. \]

On the other hand, the relative residual has a strict lower bound of \( \frac{1}{\kappa(A)} \frac{\|\epsilon\|}{\|x\|} \) and a strict upper bound of \( \kappa(A) \frac{\|\epsilon\|}{\|x\|} \), for a given matrix \( A \). This allowed us to provide conditional upper and lower bounds when \( \|\epsilon_k + d\|^2 < \|\epsilon_k\|^2 \). Hence, use of delay based error estimators is reliable when an iterative method like GMRES or BiCG has a decreasing \( l_2 \) norm of error for most iterations. It can be argued that value of \( d \) can be increased to an extent such that \( \|\epsilon_k + d\|^2 < \|\epsilon_k\|^2 \) for all the iterations, but in practice, a constraint (\( d \ll n \)) is required due to low latency requirements. The above conclusions are valid without any restriction on the dimension of the matrices.
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Figure 1: Convergence plot showing comparison of different relative error estimates and true relative error for randomly generated non-symmetric matrix ($\kappa(A) \approx 10^8$) with random right hand side vector $b$, and the delay in iterations $d = 10$. The matrix has a dimension of 500 and its first 20 largest eigenvalues have a magnitude $\approx 10^7$ and the rest in the range [0, 10]. Note that the modified estimator is much closer to true error than the original estimator as it avoids unstable overshoots seen in the absence of the offset term, and the logarithmic scale should be noted. $L.U.R$ (residual) = 12.1, $L.U.R$ (Meurant) = 10.1, and $L.U.R$ (Modified) = 1.2.

4. Numerical results

4.1. Modified $l_2$ norm error estimator for GMRES

In this experiment, we empirically highlight the advantages of including term-2 in the approximation of the GMRES error, as proposed in equation (5). We conducted experiments on non-symmetric positive definite high condition number matrices (generated via eigen decomposition with eigen values spread exponentially between 1 and $\kappa(A)$) in which we compared the values of different error estimators and relative residual on each iteration.

In Figure 1, we compare relative $l_2$ norm of error estimator proposed by Meurant [10], the modified $l_2$ norm error estimator proposed in equation (5), the relative residual and the true relative error at each iteration. We observe that including term-2 in equation (5) helped in avoiding unstable overshoots in estimation for some of the iterations as seen in Figure 1.

It is also observed that GMRES error estimators may behave erratically when numerical precision of computing system is exhausted as seen in Figure 2. The exhaustion of numerical precision can lead to near singularity of Hessenberg matrix $H_k$ formed during the Arnoldi iteration which can cause large errors in $H_k^{-1}$ and its functions. Note that $\|s_k\|$ is also a function of $H_k^{-1}$ and can be used as trigger to predict this exhaustion of
Figure 2: Behaviour of relative error estimates in GMRES (for a symmetric positive definite matrix with $\kappa(A) = 10^6$) when the numerical precision is exhausted. Note that $\|s_k\|$ and the two error estimators blow up while the actual error and residue are indeed small. The term $\|s_k\|$ can also be used as a trigger for detecting the exhaustion of numerical precision.

numerical precision as seen in Figure 2 making this error estimate a robust stopping criterion.

4.2. A-norm and $l_2$ norm error estimators for Bi-CG

In this experiment, we want to empirically evaluate the behaviour of delay-based BiCG error estimators derived in section 3.2 when compared to relative residue, in problems with a high condition number. We considered non-symmetric matrices from the Matrix Market dataset ("sherman5") with a random right hand side vector $b$.

In Figure 4, we compare estimated relative A-norm of the error, the relative residual, and the true relative A-norm of the error at each iteration. Figure 5 shows the comparison between estimated relative $l_2$ norm error, the true relative $l_2$ norm of the error, and the relative residual. We observe that the proposed BiCG error estimators performs consistently across iterations in both cases, where the error estimator is reliable as an indicator of the actual error for stopping.

\footnote{https://math.nist.gov/MatrixMarket/}
Figure 3: Estimation of relative $l_2$-norm of error for a Non-symmetric matrix ('sherman5') from the Matrix Market dataset with a random right hand side vector, using the BiCG error estimator and the relative residue; dimension of the matrix = 3312 × 3312; condition number of the matrix is $3.9 \times 10^5$ and $d = 10$.

Figure 4: Estimation of relative $A$-norm of error for a Non-symmetric square matrix ('sherman5') from the Matrix Market dataset with a random right hand side vector, using the BiCG error estimator and the relative residue; absolute values are considered for $r^T A^{-1} r$ and its approximation; dimension of the matrix = 3312 × 3312; condition number of the matrix is $3.9 \times 10^5$ and $d = 10$. 
4.3. Experimental results on performance of error estimators on randomized set of matrices

The objective of the experiments is to assess the predictive performance of error estimators on large randomized set of matrices. This study is useful in understanding the variability in average behaviour of estimators with respect to different aspects of problem. In previous sections, we had defined the Uncertainty Ratio as the average error in any of the predictors of true relative error that may be used for stopping.

In this experiment, we measure the Uncertainty Ratio of estimator and residual for a given forward condition number and backward condition number for each problem in randomized set. The randomized dataset was chosen to consist of 10,000 problems of high condition numbers of dimension 100 on which the evaluation metrics $L.U.R(r)$ and $L.U.R(\chi)$ are measured with $d = 10$ for delay in estimation. We consider two kinds of non-symmetric matrices i.e. positive definite and general matrices in the dataset. The right hand side vectors $b$ are random vectors from a unit normal distribution of same dimension.

Figure 5 and 6 show the behaviour of Linear Uncertainty Ratio ($L.U.R.$), defined by (18) and (20), with the condition number of the problem (both forward and backward) for BiCG and GMRES algorithms respectively. Here each circle (blue for BiCG and red for GMRES) represents the uncertainty ratio corresponding to the relative residual for a particular problem i.e for a particular matrix $A$ and a right hand side vector $b$ with $x_0$ sampled from standard Gaussian distribution. Similarly, each (black) cross represents the uncertainty ratio corresponding to the relative error estimator.

We observe that there is a large increase in $L.U.R.(r)$ of relative residual in high condition number problems, whereas the $L.U.R.(\chi)$ for the relative error estimator remains bounded, indicating the robustness of BiCG and GMRES error estimators. It is also interesting to note that Uncertainty Ratio is dependent on both forward and backward condition number of the problem. For BiCG, the $L.U.R.(r)$ increases with the forward condition number of the problem, while $L.U.R.(r)$ increases with the backward condition number in case of the GMRES algorithm. Note that the $\alpha$ values in the result of the theorem, that determine the increasing (or decreasing) relationship with the forward (or backward) condition number, can vary across algorithms. Since the same dataset was used for testing the metrics on both Bi-CG and GMRES algorithms, the scales on x-axis differ in the two figures (and note $\kappa_f(A,x) * \kappa_b(A,b) = \kappa$). While Bi-CG has much larger uncertainty ratios because of its oscillatory convergence behavior, the expected under and over computation for a required tolerance in error are comparable for both Bi-CG and GMRES, as shown in the next section.

For further demonstration of the above conclusions even in matrices of practical applications, non-symmetric matrices of varied condition numbers and dimensions were collected from Matrix Market and Matrix Sparse Collection data set and were tested with corresponding random normalized right hand side vectors. Figure 7 shows the relation between Uncertainty Ratio and condition numbers (forward and backward) of the corresponding problems. We observe the significant increase in the uncertainty ratio of the relative residual with the increase in the condition number of the problem while the uncertainty ratio of the error estimator (for both BiCG and GMRES) stays almost

---

2Code freely available at https://github.com/CSPL-IISc/Error-Linsolve
Figure 5: Uncertainty L.U.R when using the estimator for the relative $l_2$-norm of error, or the relative residue, for stopping the BiCG algorithm when a tolerance in relative error was given. The forward and backward condition number of problems were varied. Mean $L.U.R$(residual) = 288. Mean $L.U.R$(estimator) = 5.9.
Figure 6: Uncertainty \textit{L.U.R} when using the estimator for the relative $l_2$-norm of error, or the relative residue, for stopping the GMRES algorithm when a tolerance in relative error was given. The forward and backward condition number of problems were varied. Mean \textit{L.U.R} (residual) = 2.49. Mean \textit{L.U.R} (estimator) = 0.286. Note that the modified and original GMRES estimators are nearly identical in these scatter plots where we have only a small number of dimensions $n=100$ in the problems.
Forward condition number of the problem \((A,x)\)

Uncertainty in relative residue
Uncertainty in error estimator

Backward condition number of the problem \((A,b)\)

Uncertainty in relative residue
Uncertainty in error estimator

Figure 7: Uncertainty \(L.U.R\) when using the estimator for the relative \(l_2\)-norm of error, or the relative residue, for stopping the iterations when a tolerance in relative error was given; matrices (with sizes) considered from the Matrix-Market data set for this evaluation were: ‘gre15’ (512), ‘jpwh991’(991), ‘orani’ (2529), ‘sherman5’(3312), and ‘raefsky1’ (3242).
stagnant as the condition number of the problem increases, depicting error estimators as a robust stopping criteria. Though we mostly focus on the evaluation metrics for BiCG and GMRES algorithms, one should keep into account that the performance of the CG estimator is implicitly described by the Bi-CG estimator in the case of symmetric positive definite matrices.

4.4. Under and over computation with BiCG and GMRES estimators

While using iterative algorithms, one would like to stop the computation at error tolerances depending on the requirements of the applications. Since there is a larger uncertainty when stopping using the relative residue, as shown in Figures 5, 6 and 7, an under or over computation is expected for any desired error tolerance in solution. One might stop the iterations too early (under computation) or deploy too many iterations (over computation) due to this uncertainty in error of the solution, resulting in loss of efficiency or accuracy. In this experiment, the objective is to evaluate the degree of over or under computation due to the uncertainty in error when using the relative residual as an indicator for stopping.

We define the relative iterations as $I$ which are either saved or lost for a desired error tolerance as:

$$I = \frac{|\text{Iter}_{r} - \text{Iter}_{\chi}|}{\min(\text{Iter}_{r}, \text{Iter}_{\chi})}$$

For any tolerance such as $10^{-4}$, $I$ signifies the fraction of iterations over or under computed while using relative residual as a stopping criteria as compared to while using error estimator as stopping criteria. $\text{Iter}_{r}$ is the number of iterations required by the relative residual ($||r||/||b||$) to reach the desired tolerance, and we have a similar variable for the iterations required by the error estimate. Figure 8 shows the plot of $I$ at error tolerances of $10^{-1}, 10^{-2}, 10^{-3}$ and $10^{-4}$ with increasing $L.U.R.(r)$ averaged over the matrix problems used in Section 4.3 for both the algorithms. It should be noted that the value of $I = 1$ means there is a 100 percent difference in the iterations required by $||r||/||b||$ and $||\chi||/||x||$ to reach a desired tolerance. We observe the increase in $I$ with the uncertainty ratio of relative residual which signifies the importance of error estimators while using iterative algorithms.

5. Conclusions

The significance of error estimators for efficient stopping (or restarting) are clearly evident for problems with condition numbers $\kappa \gtrsim 100$, and is emphasized by numerical examples and an analysis of the expected uncertainty in convergence when using the norm of the residual vector for stopping, for any given tolerance in error. Results showing the reduction of uncertainty ratio while using error estimators were presented for both Bi-CG and GMRES algorithms. It was also highlighted that the proposed estimator for Bi-CG converges to the earlier proposed estimator for the CG algorithm in the case of symmetric positive-definite matrices. Further, a simple analysis of the change in computation due
Figure 8: Fraction of iterations under (or over) computed when iterations are stopped at different tolerances, as the uncertainty of relative residue (L.U.R.) increases. Note that the uncertainty in Bi-CG can be larger due to oscillatory convergence, but the expected over and under computation in using the residue for stopping, is comparable for Bi-CG and GMRES. The forward and backward condition numbers were increased correspondingly for a higher uncertainty.
to the estimators was presented along with numerical results of large number of problems of manageable dimensions. While Bi-CG has much larger uncertainty ratios because of its oscillatory behavior (and this can be improved by using extended versions of the algorithm [4] [17] [16] [20] [5]), the expected under and over computation for a required tolerance in error are comparable for both Bi-CG and GMRES, as expected. Based on the results discussed in the previous sections, we conclude that the estimate for the A-norm or the $l_2$ norm of the error should be implemented into software realization of iterative solvers, instead of using only the relative norm of the residual vector as a criterion for stopping.
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Appendix A. Bi-CG and its relation to non-symmetric Lanczos algorithm

Bi-Conjugate Gradient (Bi-CG) algorithm is an extension to the Conjugate Gradient (CG) algorithm which is used to solve a system of linear equations and it is suited for a non-symmetric matrix.

Algorithm 1 Bi-Conjugate Gradient Algorithm

```plaintext
1: procedure
2:   input A, $A^T$, b, $x_0$, $y_0$
3:   $r_0 = b - Ax_0$
4:   $\tilde{r}_0 = b - A^T y_0$
5:   $p_0 = r_0$
6:   $q_0 = \tilde{r}_0$
7:   for k = 1...until convergence do
8:     $\alpha_{k-1} = \frac{r_{k-1}^T r_{k-1}}{q_{k-1}^T A p_{k-1}}$
9:     $x_k = x_{k-1} + \alpha_{k-1} p_{k-1}$
10:    $y_k = y_{k-1} + \alpha_{k-1} q_{k-1}$
11:    $r_k = r_{k-1} - \alpha_{k-1} A p_{k-1}$
12:    $\tilde{r}_k = \tilde{r}_{k-1} - \alpha_{k-1} A^T q_{k-1}$
13:    $\beta_{k-1} = \frac{r_k^T r_k}{r_{k-1}^T r_{k-1}}$
14:    $p_k = r_k + \beta_{k-1} p_{k-1}$
15:    $q_k = \tilde{r}_k + \beta_{k-1} q_{k-1}$
16:   end for
17: end procedure
```

Bi-CG can also be derived from the non-symmetric Lanczos algorithm. Let $v_1$ and $\tilde{v}_1$ be the given starting vectors to the non-symmetric Lanczos algorithm (such that $\|v_1\| = 1$ and $(v_1, \tilde{v}_1) = 1$), the two three term recurrences which help in forming two bi-orthogonal subspaces can be as follows:

For $k = 1, 2, \ldots$
\[ z_k = A v_k - w_k v_k - \eta_{k-1} v_{k-1} \]
\[ \tilde{z}_k = A^T \tilde{v}_k - w_k \tilde{v}_k - \tilde{\eta}_{k-1} \tilde{v}_{k-1} \]

The coefficient \( w_k \) being computed as \( w_k = (\tilde{v}_k, A v_k) \). The other coefficients \( \eta_k \) and \( \tilde{\eta}_k \) are chosen (provided \((\tilde{z}_k, v_k) = 0\)) such that \( \eta_k \tilde{\eta}_k = (\tilde{z}_k, z_k) \) and the new vectors at step \( k+1 \) are given by:

\[ v_{k+1} = \frac{z_k}{\eta_k} \]
\[ \tilde{v}_{k+1} = \frac{\tilde{z}_k}{\tilde{\eta}_k} \]

The relationship between the bi-orthogonal subspaces and matrix \( A \) can be written in the form of a non-symmetric tri-diagonal matrix form (under the condition \( \tilde{V}_k^T A V_k = T_k \)) as:

\[
T_k = \begin{bmatrix}
\omega_1 & \eta_1 & 0 & \cdots & 0 \\
\tilde{\eta}_1 & \omega_2 & \eta_2 & & \\
0 & \ldots & \ddots & \ddots & 0 \\
& \tilde{\eta}_{k-2} & \omega_{k-1} & \eta_{k-1} & \\
0 & \cdots & 0 & \tilde{\eta}_{k-1} & \omega_k
\end{bmatrix}
\]

**Appendix B. Relating BiCG error estimator to CGQL**

The difference between two consecutive A-norm of error (and A-measure for matrices that are not SPD) in case of a Conjugate Gradient algorithm at iteration \( k \) and \( k+1 \) can be given by:

\[
\|\epsilon_k\|_A^2 - \|\epsilon_{k+1}\|_A^2 = \alpha_k r_k^T r_k
\]

Hence by inducing a delay of \( d \) iterations we can easily compute A-norm of error.

\[
\|\epsilon_k\|_A^2 - \|\epsilon_{k+d}\|_A^2 = \sum_{j=k}^{k+d} \alpha_j r_j^T r_j
\]

\[
\|\epsilon_k\|_A^2 \approx \sum_{j=k}^{k+d} \alpha_j r_j^T r_j
\]

For A-norm estimation of error in BiCGQL algorithm we derived the following results:

\[
\|\epsilon_{k+1}\|_A^2 = r_{k+1}^T A^{-1} r_{k+1} = -\alpha_k r_k^T p_k + r_{k+1}^T A^{-1} r_k + \alpha_k^2 p_k^T A p_k
\]

By using \( r_{k+1} = r_k - \alpha_k A p_k \) the above result can also be written as:

\[
r_{k+1}^T A^{-1} r_k - r_{k+1}^T A^{-1} r_{k+1} = -\alpha_k r_k^T p_k + \alpha_k r_k^T (A^T)^{-1} A p_k - \alpha_k^2 r_k^T A p_k
\]

For a symmetric matrix \( A = A^T \) the above equation can be further written as:
Appendix C. Relations between non-symmetric Lanczos tridiagonal Matrix $A$ thus the proposed $A = \frac{Ap}{pT}$ substituting an equivalent but direct approach of estimation using the relations of Bi-CG explicitly. Based methods will involve Complex Gaussian Quadratures [15]. Hence we have followed Algorithm. However relating Non-Symmetric Lanczos and BiCG through Quadrature relate it with the estimator we developed for $A$-norm of error and the approach of CGQL [3] Brezinski, C., Rodriguez, G., Seatzu, S.: Error estimates for linear systems with applications to $A.: Numerical methods in matrix computations.1st ed. Springer, Cham (2015)

Equation [B.1] is equivalent to the $A$-norm estimation in CGQL Algorithm [6], and thus the proposed $A$-norm estimator for BiCG is equivalent to the CGQL estimator when $A = A^T$.

\[ r_k^T A^{-1} r_k - r_{k+1}^T A^{-1} r_{k+1} = \alpha_k r_k^T p_k + \alpha_k r_k^T p_k - \alpha_k^2 p_k^T A p_k \]

Further, using $p_i^T r_j = 0$ for $i \neq j$ in CG, and also $r_{k+1} = r_k - \alpha_k A p_k$ and thus substituting $A p_k = \frac{r_k - r_{k+1}}{\alpha_k}$, we reduce the above as:

\[ r_k^T A^{-1} r_k - r_{k+1}^T A^{-1} r_{k+1} = \alpha_k r_k^T p_k + \alpha_k r_k^T p_k - \alpha_k p_k^T r_k + \alpha_k p_k^T r_{k+1} + \alpha_k p_k^T r_{k+1} \]

\[ \Rightarrow r_k^T A^{-1} r_k - r_{k+1}^T A^{-1} r_{k+1} = \alpha_k r_k^T r_k + \beta_{k+1} r_{k+1} \]

\[ \Rightarrow r_k^T A^{-1} r_k - r_{k+1}^T A^{-1} r_{k+1} = \alpha_k r_k^T r_k \]

Equation [B.1] is equivalent to the $A$-norm estimation in CGQL Algorithm [6], and thus the proposed $A$-norm estimator for BiCG is equivalent to the CGQL estimator when $A = A^T$.

Appendix C. Relations between non-symmetric Lanczos tridiagonal Matrix $(T_k)$ and residual vectors $(r$ and $\tilde{r})$ of BiCG algorithm

A direct relationship between $T_k$, $r_k$ and $\tilde{r}_k$ can be given by:

\[ (T_n^{-1})_{(1,1)} = (T_k^{-1})_{(1,1)} + \frac{\tilde{r}_k^T A^{-1} r_k}{\|r_0\|^2} \] (C.1)

\[ (T_{k+1}^{-1})_{(1,1)} = (T_{k+1}^{-1})_{(1,1)} + \frac{\tilde{r}_{k+1}^T A^{-1} r_{k+1}}{\|r_0\|^2} \] (C.2)

Subtracting [C.1] and [C.2] we get:

\[ (T_{k+1}^{-1})_{(1,1)} = (T_k^{-1})_{(1,1)} + \left( \frac{\tilde{r}_k^T A^{-1} r_k - \tilde{r}_{k+1}^T A^{-1} r_{k+1}}{\|r_0\|^2} \right) \]

As $\tilde{r}_k^T A^{-1} r_k - \tilde{r}_{k+1}^T A^{-1} r_{k+1} = \alpha_k \tilde{r}_k^T r_k$ for a non-symmetric matrix in BiCG:

\[ (T_{k+1}^{-1})_{(1,1)} = (T_k^{-1})_{(1,1)} + \left( \frac{\alpha_k \tilde{r}_k^T r_k}{\|r_0\|^2} \right) \]

Thus knowing the relation between two consecutive $T_k$ inverse first elements we can relate it with the estimator we developed for A-norm of error and the approach of CGQL Algorithm. However relating Non-Symmetric Lanczos and BiCG through Quadrature based methods will involve Complex Gaussian Quadratures [15]. Hence we have followed an equivalent but direct approach of estimation using the relations of Bi-CG explicitly.
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