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Abstract

With the significant increase in users on social media platforms, a new means of political campaigning has appeared. Twitter and Facebook are now notable campaigning tools during elections. Indeed, the candidates and their parties now take to the internet to interact and spread their ideas. In this paper, we aim to identify political communities formed on Twitter during the 2022 French presidential election and analyze each respective community. We create a large-scale Twitter dataset containing 1.2 million users and 62.6 million tweets that mention keywords relevant to the election. We perform community detection on a retweet graph of users and propose an in-depth analysis of the stance of each community. Finally, we attempt to detect offensive tweets and automatic bots, comparing across communities in order to gain insight into each candidate’s supporter demographics and online campaign strategy.
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1. Introduction

Social media has created a forum for everyone to express themselves, bringing disputes to a wide audience and playing an increasingly crucial part in today’s information economy. With the 2008 U.S. presidential election, a relatively new paradigm was observed, where a large part of the political campaign was held on either Facebook or Twitter. The extensive outreach of these platforms has been shown to bring multiple benefits to politicians, such as increases in donations [Petrova et al., 2021], or an amplified impact on the politically inattentive youth [Utz, 2009]. The tremendous amount of data provided by social media platforms gives us insight into the inner workings of the online political horizon.

This paper aims to present an in-depth study on the Twitter landscape of the 2022 French elections. We start by creating a Twitter dataset containing more than 60 million tweets from more than a million users. The tweets are extracted based on keywords related to the election. We use this dataset to build a retweet graph among the users and run a graph-based algorithm for community detection. By analyzing the top hashtags and word clouds of tweets posted by users of each community, we are able to interpret which candidate they each support. We go on to visualize the geographical distribution of each candidate’s online supporters across different regions, making comparisons between communities. Eventually, we perform offensiveness detection and bot detection in all the communities. The detection of offensive tweets reveals that supporters of certain candidates are more likely to post offensive contents. The results of bot detection also indicates that there are higher levels of bot activities in certain online communities than in others. However, we would like to emphasize that the results of both offensiveness detection and bot detection are produced by automatic classification models reflecting patterns of the datasets they were trained on. Such models are subject to various limitations and by no means reflect our personal opinions.

The rest of this paper is organized as follows. Section 2 provides an overview of the related work. Section 3 describes our dataset and how we collected it. Section 4 supplies a detailed description of the graph-based communities. Section 5 detects offensive tweets in each community while section 6 studies the use of automated bot accounts. Finally, section 7 summarizes our research and presents potential future work.

2. Related Work

Early work on Twitter analysis of political elections dates back to when Twitter was founded. An example is a study on the 2008 U.S. presidential election [Diakopoulos and Shamma, 2010] where the debate performance of presidential candidates is characterized by aggregated Twitter sentiment. This initiated a branch of research centered around monitoring online public reactions during election periods. Relevant studies have been carried out on a wide range of elections in different countries, including the 2012 South Korea presidential election [Bae et al., 2013], the 2013 German parliamentary election [Rill et al., 2014], and the 2017 UK general election [Yaqub et al., 2020]. Another popular branch of research aims at forecasting election results based on Twitter data. For example, a study on the 2009 German federal election [Tumasjan et al., 2010] claims that the respective shares of Twitter volume can accurately reflect the distribution of electoral votes for the six main parties. However, another
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study on the 2011 Singapore presidential election using Twitter sentiment succeeded in picking out the top two candidates but failed to predict the final ranking (Choy et al., 2011). It is generally agreed upon that Twitter analysis for election outcome prediction cannot substitute traditional polling approaches (Bermingham and Smeaton, 2011), and that explainable models should accompany the predictive results (Gayo-Avello et al., 2021). More recently, attention has been drawn to the diffusion of misinformation and toxicity during online campaigns. Relevant topics include the detection of fake news (Cinelli et al., 2020), social bots (Pastor-Galindo et al., 2020), political trolls (Badawy et al., 2018) as well as hate speech (Siegel et al., 2021) and offensive language (Grimminger and Klinger, 2021). Our work is closely related to this field of study while also drawing upon graph-based analysis of Twitter network structures (Radicioni et al., 2021).

3. Dataset
We create a novel Twitter dataset with the 2022 French presidential election as the central topic. The tweets used for building this dataset date from February 14, 2022 to April 5, 2022. This dataset corresponds to a large and coherent corpus consisting of small pieces of text related to the election candidates and major events during their campaigns. In our case, we focus on tweets that include tokens such as “présidentielle” and “élection”, as well as the names of candidates and their parties. We extract tweets in the French language containing the keywords mentioned above through Twitter’s public streaming API. The public streaming API is able to extract a subset of the real-time Twitter stream. The resulting dataset consists of 62.6 million tweets and 1.2 million users. Our dataset of Tweet IDs is available upon request. We adhere to Twitter’s Developer Agreement and Policy and therefore can only distribute up to a total of 1,500,000 Tweet IDs to a single entity within a 30 day period.

4. Graph-based Community Detection
Given that the election has been at the center of attention in France since the beginning of 2022, daily campaigns, scandals, and debates are widespread through social media. We believe that there would be detectable online communities related to the different candidates and that each community will contain important information about each party’s campaign. Therefore, we construct a retweet graph of Twitter users based on our dataset.

4.1. Graph Creation
With our set of extracted tweets, their authors, and the users who retweet these tweets, we create a directed weighted graph $G = (V, E)$ where $n = |V|$ denotes the number of nodes. Specifically, each node represents a user on Twitter, and a weighted edge connects two nodes if one user retweets the other. For instance, the weight $A_{u,v}$ of the edge $(u, v)$ from vertex $v$ to vertex $u$ notes the number of times that the user $u$ retweeted the user $v$. We believe that a normal retweet indicates approval of the tweet’s content, unlike the quote retweets and the replies. Therefore, the graph does not model the textual similarity of the tweets but only the relation between users. Note that the obtained graph $G$ might contain self-loops that correspond to self-retweets. The obtained graph contains 1.2M nodes and 12.4M edges. To avoid small, non-dense clusters formed from few numbers of users with few retweets, we decided to work on a dense subset of the graph that we obtained using the k-core decomposition algorithm instead of working on a full graph. The k-core decomposition algorithm (Seidman, 1983) aims to find subsets of a graph $G$. The subsets are called k-cores of $G$ and are obtained by a recursive pruning strategy. Each node inside a k-core is connected to at least $k$ other nodes inside this subset. The hyperparameter $k$ is chosen so that we do not get a cluster with less than ten users. The final used k-core graph has 47,578 nodes and 8.2M edges. Seven communities are found in our dataset through applying this approach.

4.2. Community Detection
In graph mining, community detection helps to reveal the hidden relations among the nodes in a graph. Hence, to discern opinion groups inside the k-core graph, we apply the Louvain community detection method (Blondel et al., 2008) on an undirected version of our graph without self-loops. The Louvain method is chosen as it has reasonable computation costs while maximizing modularity. Moreover, it does not require fine-tuning of hyperparameters. It is therefore the only applicable method for finding communities in large graphs.

Seven communities were found after applying this approach to the user-based k-core graph. To get a general overview of the communities, we compute the frequencies of hashtags used by the users inside each community. We define the frequency of a hashtag as the number of users using this hashtag inside a community. We notice that first six out of these seven communities have remarkable hashtags with high frequencies that relate each community to a candidate in the election. For example, in one community with 16,190 users, the top three hashtags are #melenchonvagner and #jevotemelenchon with respectively 16,073, 14,378 and 10,127 users. In contrast, no other hashtags supporting other candidates appear in this community’s 50 most frequent hashtags. Thus, we label this community with “Mélénchon”. Finally, the seventh and last community only holds keywords against the current President of France in the top 50 hashtags.
Figure 1: Word clouds generated from tweets posted by users in each community.
Figure 2: Choropleth map of users in each community.

Table 1: Statistics of different communities.

| Community  | # Accounts | Frequent hashtags                                      |
|------------|------------|-------------------------------------------------------|
| Mélanchon  | 15,001     | #melenchonvagagner, #melenchonsecondtour, #jevotemelenchon |
| Anti-Macron| 12,428     | #macrondehors, #toutsaufmacron, #macrondegage         |
| Zemmour    | 12,101     | #zemmourpresident, #jevotezemmour, #zemmourpresident2022 |
| Macron     | 5,816      | #avecvous, #macron2022, #sansdeplus                   |
| Pécresse   | 1,035      | #valeriepresidente, #pecresse2022, #nouvellefrance    |
| Le Pen     | 1,001      | #marinepresidente, #dimanchejevotemarine, #jevotemarine |
| Jadot      | 196        | #jadot2022, #jevotejadot, #totalsoutienjadot          |
as we can see in the second row in table [1]. We thus label it as the "Anti-Macron" community. In table [1] we detail the labels, the number of users, as well as the most biased and frequent hashtags for each community.

4.3. Word Cloud Analysis

To further analyze the political stances of the seven communities, we group the tweets posted by users of each community and generate a word cloud for each group of tweets. The resulting word clouds assemble the set of the most frequent unigrams and bigrams (after removing stop words) in each group of tweets, with their sizes proportional to their frequencies. Our analysis shows that except for the community with the "Anti-Macron" theme, all the other communities are distinctively composed of users who support one of the candidates among Emmanuel Macron, Valérie Pécresse, Éric Zemmour, Jean-Luc Mélenchon, Marine Le Pen and Yannick Jadot. The word clouds for each of these communities are shown in Figure [1]. In addition to identifying which candidate each community of users supports, we can also use the word clouds to obtain a general idea of each candidate’s campaign program. For example, the word cloud for Jadot’s community contains words such as "justice social (social justice)" and "écologiste (ecologist)" with significant weights, and these concepts precisely lie at the center of his campaign program.

4.4. Geolocation Analysis

For each community of users, we plot the distribution of their geolocations within different regions of Metropolitan France. We select users with geolocation information and feed the declared locations into the geolocator from geopy* to obtain the region each area belongs to. We only consider users who are located within Metropolitan France. Although this limits our analysis to a subset of users from the dataset, the distribution can still reflect the overall situation. Given that users are remarkably concentrated in the Île de France region for all the communities, we plot the choropleth map with the number of users scaled by logarithm to visualize the variations for the other areas more clearly. The choropleth map is shown in Figure [2]. Through observing these maps, we can gain insights into each candidate’s respective heartland. For instance, Le Pen has a much higher proportion of supporters in Occitanie, Provence-Alpes-Côte d’Azur and Hauts-de-France than all the other candidates. We also find that the supporters of Macron, Pécresse and Mélenchon are more evenly distributed among different regions outside of Île de France than the other three candidates. Zemmour and Le Pen both lack Twitter supporters in the middle and northwestern areas, while Jadot lacks supporters in the whole northern half of France except the region Hauts-de-France.

Our study was carried out right before the first turn of the election. We later did a follow-up of the actual results and found that the choropleth map of votes bears a striking resemblance to our choropleth maps of communities.

5. Detection of Offensive Tweets

Along with the growing popularity of social media and online platforms, the use of offensive online language has become a significant problem. Under such circumstances, automatic detection of offensive language has received much research attention [Risch et al., 2020]. With presidential elections being such a controversial topic, relevant tweets are bound to contain offensive language. It is expected that online supporters of a given candidate would make offensive comments towards other candidates and their supporters. However, supporters of the more extreme candidates might also be more inclined to use offensive language. The targets of offensive tweets might include other public groups in addition to opposing candidates and their supporters. We build an automatic classification model to detect offensive tweets in each political community and eventually compare the results across communities.

5.1. Detection Model

We initialize our model using BERTweetFR [Guo et al., 2021] and fine-tune it on the MLMA Hate Speech Dataset [Ousidhoum et al., 2019]. BERTweetFR is a French RoBERTa model [Liu et al., 2019], initialized using the general-domain French language model CamemBERT [Martin et al., 2020] and further fine-tuned on 16GB of French tweets. It achieves the state-of-the-art performance on French Twitter tasks. The MLMA Hate Speech Dataset is a multilingual multi-aspect Twitter dataset for hate speech analysis. We take a subset of this dataset selecting only French tweets labeled as either "normal" or "offensive". The resulting subset contains 821 normal tweets and 1690 offensive tweets. After fine-tuning for 3 epochs, our classification model achieves a F1 score of 83.96% on a 80/20 train-test split.

5.2. Detection Results

We run our classification model for tweets posted by users in each political community. We only consider unique tweets, discarding retweets by deduplicating them based on the text content. This choice is made because we aim to detect the origination of offensive language rather than to analyze its propagation pattern. The detection results are shown in Table [2] A key observation is that users from the Anti-Macron and Zemmour communities are the most likely to post offensive tweets, reaching respective proportions of 0.307 and 0.305. This is in line with our expectations: the Anti-Macron community is naturally supposed to be more offensive as the main goal is to oppose and defy; as for
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| Community     | # Unique Tweets | # Offensive Tweets | Proportion of Offensive Tweets |
|---------------|-----------------|-------------------|-------------------------------|
| Mélanchon     | 756,318         | 208,178           | 0.275                         |
| Anti-Macron   | 549,138         | 168,685           | 0.307                         |
| Zemmour       | 1,034,538       | 316,214           | 0.305                         |
| Macron        | 468,138         | 126,122           | 0.269                         |
| Pécresse      | 80,365          | 19,487            | 0.242                         |
| Le Pen        | 86,272          | 25,368            | 0.294                         |
| Jadot         | 12,340          | 1,632             | 0.132                         |

Table 2: Offensive Tweets in Each Community

Zemmour, he is a far-right candidate who has been personally fined €10,000 for hate speech by a Paris court.

We also observe that the communities of right-wing candidates tend to have more offensive content in general, with the only exception being Pécresse’s who is a more moderate candidate. A possible explanation is the employment of automatic bots in her community. We will further elaborate on the topic of bots in the following section.

6. Detection of Automatic Bots

It has come to light in recent years that a significant amount of Twitter accounts are controlled, at least partly, by software. Some research estimate that between 9% to 15% of all twitter accounts are somewhat automated (Varol et al., 2017). Bots are an important tool for opinion manipulation (Subrahmanian et al., 2016), and are being used to influence important subjects such as political elections (Ferrara, 2017, Deb et al., 2019). Bots also help spread misinformation (Shao et al., 2017), and have impacted the online debate on vaccination (Broniatowski et al., 2018), with an estimated 45% of COVID-19 related Twitter accounts exhibiting bot-like behavior (Memon and Carley, 2020). This section proposes to estimate the role bots are playing in the 2022 French election by comparing their relative use within each community.

6.1. Detection model

There is a multitude of available Twitter bot detection models (Lee et al., 2021, Kudugunta and Ferrara, 2018, Miller et al., 2014, Ali Alhosseini et al., 2019), and APIs (Davis et al., 2016) that use semantic, statistical or neighborhood properties to evaluate the likelihood of an account being a bot. However, due to the large amount of data we have to process, we need to use a scalable and generalizable models. This study is therefore going to rely on statistical features available in the user metadata object given by the Twitter API. Our employed model is similar to the one presented in (Yang et al., 2019b), which is scalable and yields adequate generalization results on the task of bot detection (Feng et al., 2021) in different scenarios.

6.1.1. Feature Selection

The list of available user metadata features relevant to bot detection is listed as below:
- STATUSES COUNT
- FOLLOWERS COUNT
- FRIENDS COUNT
- FAVOURITES COUNT
- LISTED COUNT
- DEFAULT PROFILE
- VERIFIED
- GEOGRAPHICAL LOCATION ENABLED

These available features give other interesting statistical information that we compute as additional derived features for the model. Such features include the frequency of tweets (statuses count/user age), the respective growth rate of followers, friends, favorites and listed accounts (respective counts/user age). We also take into account information from the username, such as its length and the number of digits it contains. The length of user description is also proven to be a relevant feature (Yang et al., 2019b).

We choose random forest as our classifier, as it yields near-perfect results on any individually labeled dataset.

6.1.2. Training Data

The choice of training data for such a task is crucial. There are many different types of bots for different domains, and there is generally poor classification generalization across datasets (Echeverria et al., 2018). Considering the task at hand which is the classification of politically oriented Twitter users into bots or human labels, we decided to train our model on a concatenation of multiple available datasets: Political-bots-2019 (Yang et al., 2019a) (a compendium of political bots), midterm-2018 (Yang et al., 2019b) (a hand-labeled dataset of users and bots during the 2018 American midterm elections), botwiki (Yang et al., 2019b) (a collection of self identified Twitter bots), verified-2019 (Yang et al., 2019b) (a collection of verified Twitter users), Cresci 2019-2018 (Mazza et al., 2019, Cresci et al., 2018) (datasets of manually annotated bots), and finally Twibot-20 (Feng et al., 2021) (a comprehensive hand labeled dataset of Twitter bots). The statistics of each dataset is shown in Table 4.
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| Community      | # Accounts | # Bots | Proportion of bots in community | # Tweets | # Automated Tweets | proportion Automated tweets |
|----------------|------------|--------|--------------------------------|----------|-------------------|----------------------------|
| Mélenchon      | 15,001     | 2,507  | 0.167                          | 5,755,664| 1,273,656         | 0.284                      |
| Anti-Macron    | 12,428     | 2,181  | 0.175                          | 5,435,820| 1,286,240         | 0.304                      |
| Zemmour        | 12,101     | 2,217  | 0.183                          | 6,160,153| 1,501,207         | 0.322                      |
| Macron         | 5,816      | 1,001  | 0.172                          | 2,219,491| 514,820           | 0.284                      |
| Péchasse       | 1,035      | 208    | 0.200                          | 408,319  | 134,373           | 0.490                      |
| Le Pen         | 1001       | 184    | 0.184                          | 463,290  | 127,633           | 0.280                      |
| Jadot          | 196        | 30     | 0.153                          | 66,541   | 19,876            | 0.426                      |
| **TOTAL**      | **21,830** | **57,250** |                             |          |                   |                            |

Table 3: Bots statistics of different communities

| Datasets       | # human | # bots |
|----------------|---------|--------|
| Political-bots-2019 | 0       | 62     |
| Midterm-2018   | 8,092   | 42,446 |
| Botwiki        | 0       | 698    |
| Verified-2019  | 1,987   | 0      |
| Twibot-20      | 5,237   | 6,589  |
| Cresci-18/19   | 6,514   | 7,455  |
| **TOTAL**      | **21,830** | **57,250** |

Table 4: Statistics of training datasets.

6.1.3. Training results

**Correlation** It is crucial to consider the most discriminative features when attempting a task like bot detection, the model should be interpretable. For example, as we see in Figure 3, there is a strong correlation between the automation of an account and the age of the account, whether or not the account is verified or geolocalisation enabled. Another strong indicator of automation is the presence of a default-profile, which means an account with a lack of personalization (i.e. custom banner or profile picture).

**Feature importance** By studying the importance of each feature, we find that the number of statuses, the information of followers (such as its raw count and growth rate) and the age of the user are the most critical features for the classifier.

**Results** Our random forest classifier achieves a 95.0% f1 score with 10-fold cross validation.

6.2. Bot Detection Results

From our experiments, we observe that there is a significant amount of automated accounts in our dataset – with an estimation of at least 15%, with a conservative labeling threshold, of accounts partaking in the debate coming from bots. We have tuned the classification threshold, which is usually at 50% certainty to 75%, considering the importance of precision in the case of bot classification.

As shown in Table 3, while the number of users in each community is significantly different, we find a similar proportion of bots for each cluster. Therefore, we conjecture that there has not been any large-scale operation to influence the election with bots from any side.

Another insight we can get from Table 3 is the campaigning approach of each community. We do not deduplicate tweets to remove retweets, considering the importance of retweeting in automated accounts. For example, the cluster supporting Zemmour, while being smaller than some of the others, has significantly more tweets, including retweets per person, showing the particular engagement Zemmour supporters seem to offer online. Similarly, we can see that it is the only large cluster with the most considerable bot activity, albeit by a small margin. On the other side, we can see that the Péchasse cluster, smaller in scale, has heavy activities from bots. This difference in bot activity for the three smallest communities may come from factors such as some very dynamic automated news pages.

6.2.1. Limitations of Automatic Bot Detection

It is important to keep in mind that bot detection, while being effective, is a limited approach, especially in the case of political elections. While a lot of bots can be found, a nuance is to be made, as bots in a cluster are not necessarily promoting the candidate. Some of the more basic bots that promote cryptocurrency or fishing sites usually simply post the same messages repeatedly, along with all the popular hashtag at a time. Such a behavior artificially inflates the number of bots we find in the community of candidates that are naturally more active on twitter. The same goes for "automatized behavior", as we see in figure 3 and in our feature importance section. While algorithms are accurate, their most discriminative features are the number of statuses, followers, and the age of the user. The situation can be more complicated in the case of politics, as there are actual people who are willing to tweet with the hashtag #MélenchonPrésident one hundred times a day simply because they are extremely passionate about the campaign.

7. Conclusion and Future Work

In this paper, we have leveraged graph-based community detection methods to gather insights into each of the most significant candidates’ online campaigns for the 2022 French presidential election. We have been able to build a portrait of the average voter for each can-
Figure 3: Heatmap of Pearson correlation between features and labels.)
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