Abstract

Point process models are of great importance in real world applications. In certain critical applications, estimation of point process models involves large amounts of sensitive personal data from users. Privacy concerns naturally arise which have not been addressed in the existing literature. To bridge this glaring gap, we propose the first general differentially private estimation procedure for point process models. Specifically, we take the Hawkes process as an example, and introduce a rigorous definition of differential privacy for event stream data based on a discretized representation of the Hawkes process. We then propose two differentially private optimization algorithms, which can efficiently estimate Hawkes process models with the desired privacy and utility guarantees under two different settings. Experiments are provided to back up our theoretical analysis.

1 Introduction

Point process is a powerful tool to model event sequence data, which commonly exist in many real world applications, e.g., social platforms (Yang et al., 2011), personalized healthcare (Wang et al., 2018) and financial transactions (Bacry et al., 2015b). For example, Hawkes process (Hawkes, 1971) has been successfully applied to applications, such as social network analysis (Yang and Zha, 2013), criminology (Mohler et al., 2011) and seismology (Ogata, 1988), where the events exhibit a self-exciting structure. Estimation of point process models in some of the aforementioned applications often involves large amounts of sensitive personal data (e.g., credit card transactions and medical records), such that privacy concerns naturally arise. Unfortunately, existing literature on estimation of point process models completely overlooks privacy protection issues.

Differentially private learning (Dwork et al., 2006b) is a common approach to address privacy. It usually injects random noise into the released results computed from the sensitive private data. The injected noise has two proprieties. First, it is carefully controlled such that the noisy results are insensitive to a single change in the original dataset. This indicates that an input data point can only have limited impact on model estimation. Moreover, such a property ensures that an
attacker cannot infer any information about a particular entry in the dataset, even if she/he possesses the remaining data. Second, the estimated model under the injected noise is close to the model estimated from unperturbed inputs. This property guarantees that the results are useful in practice. We highlight that the paper is not about preserving data privacy, but rather estimating models in a differentially private way, which results in a differentially private model (i.e., an attacker cannot infer data from it).

One major challenge of applying the differential privacy technique is to properly define privacy on event sequence data. This is because the analysis of privacy relies on the concept of “neighboring datasets” (Dwork et al., 2006b). Intuitively, the concept describes two datasets that only differ in one entry, and the distance (usually described by $\ell_1$) between these datasets needs to be bounded by a constant. Such a scenario is implementable for discrete inputs, e.g., counts of instances. However, point processes are defined over continuous time, and the time gap between any two events can be arbitrarily large.

To define privacy on event sequence data, we propose to discretize the continuous input space into discrete bins, where each bin corresponds to a time interval. Correspondingly, the origin input data (given by time stamps) are transformed into bin counts. The bin-count sequence can be effectively approximated by an integer-valued autoregressive model (INAR, Jin-Guan and Yuan 1991). Using such a discretization method, neighboring datasets are naturally defined as two point processes whose corresponding bin-count sequences only differ in one entry by one count.

We remark that discretization only partially protects the time stamps. This is because in practice the bin size is usually application-specific, and a small bin size cannot provide enough protection. Also, discretization is not enough to protect privacy. For example, consider a multi-variate point process, where each variate corresponds to a social network and each event is a tweet. After discretization, even though the exact time stamps are not observable, the attacker still knows the number of events in each bin (time interval), and thus can deduce critical information such as user preference. As another example, in practice it is likely that no event happens within a time interval, e.g., no tweet from a user after midnight. However, without protecting the bin-count sequence, an attacker can infer sensitive information such as a user’s schedule. Therefore, we provide privacy protection to the bin-count sequence. Intuitively, this means that the number of events within a time interval is confounded, i.e., the attacker do not know whether any event happens within a time interval, or exactly how many events happened.

This paper uses the multi-variate Hawkes process as an example, and proposes two private algorithms to estimate point process models under two different settings, respectively. The first setting assumes the intensity of the multi-variate Hawkes process model has a bounded Frobenius norm when discretized into a matrix. Then we develop an efficient differentially private projected gradient descent algorithm for such a setting. The second setting assumes that the intensity of the multi-variate Hawkes process model has a low rank structure when discretized (Bacry et al., 2015a; Zhou et al., 2013; Sheen et al., 2020). Such an assumption stems from, e.g., community
structures in social networks (Zhou et al., 2013) and structured spatio-temporal interactions in criminology (Sheen et al., 2020). Then we develop an efficient differentially private conditional gradient algorithm for such a setting. Theoretically, we establish privacy and utility guarantees for both the algorithms.

We remark that in addition to the natural definition of privacy, the adopted discretization approach has two advantages over conventional maximum likelihood estimation (MLE) methods. First, estimation of the INAR model solves a convex optimization problem, which is numerically stable and global optimality can be guaranteed (Kirchner and Bercher, 2018). In contrast, the conventional MLE methods involve non-convex optimization and are often numerically unstable. Second, the INAR model is more adaptive. Conventional MLE methods often need to specify a fixed kernel, e.g., an exponential kernel, to describe the interactions among events. Such a fixed kernel makes over-simplified assumptions of the complicated interaction dynamics, which limits the expressive power of point process models. For example, the exponential kernel cannot model the case where the interactions change periodically.

To the best of our knowledge, we are the first to apply differential privacy to point process model estimation. We summarize our contributions as the following: (1) We rigorously define differential privacy for event sequence data; (2) We propose two differentially private algorithms with privacy and utility guarantees.

The remainder of this paper is organized as follows: In Section 2 we introduce background information on multi-variate Hawkes process and differential privacy. In Section 3 we formally define privacy on a discretized representation of point processes. In Section 4 we propose a projected gradient descent and a condition gradient algorithm with privacy and utility guarantees. Section 5 contains numerical experiments. We conclude and discuss this paper in Section 6.

**Notations:** Denote $[n] = \{1, 2, \cdots, n\}$. Let $S$ be a subspace of $\mathbb{R}^d$, and we use $\text{Proj}_S(\cdot)$ to denote the projection of a vector or a matrix to $S$. Let $1_{d_1 \times d_2}$ denotes a matrix with all entries being 1. For matrices $A, B \in \mathbb{R}^{n \times m}$, $\langle A, B \rangle$ denotes the Frobenius inner product, i.e., $\langle A, B \rangle = \text{tr}(A^T B)$. Let $\|A\|_F$ and $\|A\|_*$ denote the Frobenius norm and the nuclear norm of a matrix $A$, respectively.

## 2 Background

**Hawkes Process** (Hawkes, 1971) is a doubly stochastic point process. For a $M$-variate Hawkes process, the intensity function for any $m \in [M]$ is

$$
\lambda_m(t) = \mu_m + \sum_{i=1}^{M} \sum_{j: t_j < t} \psi_i(t - t_j).
$$

(1)

Here $\psi(\cdot)$ is the kernel function that captures interactions among events, and $\mu_m$ is the base intensity, which describes the arrival of events triggered by external sources, i.e., events that are independent to other events in the process. An common approach is to specify $\psi(\cdot)$ in (1) as a
decaying function, e.g., exponential function and power-law function. Intuitively, with such a choice of kernel, the intensity function means that occurrence of the current event is positively influenced by all the past events, and the influence decays through time.

As previously mentioned, the major drawback of the formulation in (1) is that it makes oversimplified assumptions of the interaction dynamics. Recently, adaptive estimation procedures of Hawkes process were proposed (Kirchner, 2016, 2017; Kirchner and Bercher, 2018). These models are more flexible to capture the underlying interaction dynamics. Another line of works use neural networks to parameterize the intensity function (Du et al., 2016; Mei and Eisner, 2017; Zuo et al., 2020), which provides even more flexibility.

Conventionally, the Hawkes process model (1) is estimated by maximum-likelihood estimation. However, optimizing the likelihood is numerically challenging. An alternative is to adopt a least squares formulation for model estimation (Hansen et al., 2015; Bacry et al., 2015a; Kirchner, 2016, 2017; Kirchner and Bercher, 2018).

Differential privacy (Dwork et al., 2006a,b) concerns whether the output of computation over a dataset can reveal information about private data. Various algorithms are proposed that add noise to the computation steps, e.g., the Laplace mechanism (Dwork et al., 2006b) and the exponential mechanism. The noise is carefully controlled such that privacy is preserved, and the computation result under the introduced noise is close to the noiseless version. See Dwork et al. (2014) for a detailed review. Subsequently, differentially private updates such as gradient descent (Song et al., 2013; Bassily et al., 2014; Abadi et al., 2016) are proposed. We remark that there are other works on point process that adopt different definitions of privacy (Walder et al., 2020; Mohler and Brantingham, 2018), whereas we focus on differential privacy. Therefore, these works are orthogonal to our focus.

3 Differential Privacy for Hawkes Process

The major challenge to apply differential privacy is that point processes are defined over continuous time, such that the time interval between any two events can be arbitrarily large. Therefore, before deriving differentially private algorithms, we have to properly define privacy on event sequence data.

Let \((\Omega, \mathcal{P}, \mathcal{F})\) be a probability space. On this space, we have stochastic point sets \(\mathcal{P}^{(1)}, \ldots, \mathcal{P}^{(d)} \subset \mathbb{R}\) of the form \(\mathcal{P}^{(i)} = \{T_1^{(i)}, T_2^{(i)}, \ldots\}, \forall i \in [d]\). Note that we consider finite time events, i.e., \(t \leq T, \forall t \in \mathcal{P}^{(i)}, \forall i \in [d]\). Denote \(\mathcal{N}\) a \(d\)-variate counting process corresponding to the point sets, where \(\mathcal{N} = (N^{(1)}, \ldots, N^{(d)})^T\). Here \(N^{(i)}(t)\) counts the number of points in \(\mathcal{P}^{(i)}\) before time \(t\).

For a multi-variate Hawkes process, we define its base intensity \(\eta \in \mathbb{R}^d_{\geq 0}\) and its excitement function \(H = (h_{ij})_{1 \leq i, j \leq d} : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{d \times d}_{\geq 0}\), which is a matrix-valued function. The conditional inten-
sity of the Hawkes process is then
\[ \Lambda_N(t) = \lim_{\delta \downarrow 0} \frac{\mathbb{E}[N(t, t + \delta)|H_t^N]}{\delta} = \eta + \int_{-\infty}^{t} H(t - s) N(ds), \] (2)

where
\[ \left( \int_{-\infty}^{t} H(t - s) N(ds) \right)_i = \left( \sum_{j=1}^{d} \int_{-\infty}^{t} h_{i,j}(t - s) N^{(j)}(ds) \right)_i. \]

Here the filtration \( H_t^N = \sigma(\{\omega \in \Omega : N((a, b]) = n\}, n \in \mathbb{N}_0, a < b \leq t) \) is the history of the Hawkes process.

We consider samples in finite time \((0, T]\). For some bin size \( \Delta > 0 \), we construct a \( \mathbb{N}^d_0 \)-valued bin-count sequence as the following:
\[ X_k = \left( N^{(j)}((k-1)\Delta, k\Delta) \right)_{j=1, \ldots, d}, \quad k = 1, \ldots, n := \lfloor T/\Delta \rfloor. \] (3)

Note that we have \( n \) bins, and \( X_k \in \mathbb{R}^d \). We further denote \( X = \{X_k\}_{k=1}^n \) the discretized data.

We remark that even though the discretization in (3) partially protects the time stamps, the bin counts still contain sensitive information and need private protection. For example, by comparing user activities (i.e., the number of events) within a time interval, an attacker can infer critical behavioral information. To resolve this issue, we add privacy protections to the bin-count sequences.

We can now define differential privacy for Hawkes process, given the discretized representation \( X \). As in the standard definition of differential privacy (Dwork et al., 2006b), we need to first clarify the distance between two datasets.

**Definition 1 (Distance between Datasets).** The distance between two datasets \( D = \{D_i\}_{i=1}^n \) and \( D' = \{D'_i\}_{i=1}^n \) where \( D_i, D'_i \in \mathbb{R}^d \) are the data is defined as follows:
\[ \mathcal{D}(D, D') = \sum_{i=1}^{n} \|D_i - D'_i\|_1, \]

where \( \|\cdot\|_1 \) is the \( \ell_1 \) norm. Moreover, we call \( D \) and \( D' \) a pair of neighboring datasets if
\[ \mathcal{D}(D, D') \leq 1. \]

Since the discretized bin-count sequence \( X \) takes integer values, two neighboring datasets can only vary in one bin by one count. We are now ready to formally define differential privacy.

**Definition 2 (Differential Privacy for Event Sequence Data).** A randomized algorithm \( A \) is \((\epsilon, \delta)\)-differentially private if for all \( S \in \text{Range}(A) \) and neighboring datasets \( D, D' \):
\[ \mathbb{P}[A(D) \in S] \leq e^\epsilon \mathbb{P}[A(D') \in S] + \delta. \]

The algorithm \( A \) is our Hawkes process estimation procedure. Intuitively, a randomized algorithm that achieves differential privacy will behave similarly on similar input bin-count sequences.
4 Differentially Private Estimation of Hawkes Process

In this section, we first review a least squares estimator for the base intensity and the excitement function (2). Then, we propose two estimation procedures that preserve privacy. All the proofs are deferred to the appendix.

4.1 An Estimation Procedure of Hawkes Process

Our goal is to estimate the base intensity and the excitement function defined in (2). Based on the discretized representation (3), a least squares estimator (Kirchner, 2017) can be constructed using the INAR($p$) model (Jin-Guan and Yuan, 1991), which is an integer-valued autoregressive model of order $p$. Concretely, for some support $s$, where $0 < \Delta < s < T$, we define the maximal lag $p = \lceil s / \Delta \rceil$. Then the conditional least squares estimator $\theta_{CLS} \in \mathbb{R}^{d \times (dp+1)}$ solves

$$\min_{\theta} \|\theta ZZ^\top - YZ^\top\|_F^2,$$

where $Z$ is the design matrix defined as

$$Z(X) := \begin{bmatrix} X_p & X_{p+1} & \cdots & X_{n-1} \\ X_{p-1} & X_p & \cdots & X_{n-2} \\ \vdots & \vdots & \ddots & \vdots \\ X_1 & X_2 & \cdots & X_{n-p} \end{bmatrix} \in \mathbb{R}^{(dp+1) \times (n-p)}$$

and $Y(X) = [X_{p+1}, X_{p+2}, \ldots, X_n] \in \mathbb{R}^{d \times (n-p)}$.

From $\theta_{CLS}$, the base intensity and the excitement function is

$$[H_1, \cdots, H_p, \eta] := H := \frac{1}{\Delta} \theta_{CLS}.$$

Note that $H \in \mathbb{R}^{d \times (dp+1)}$, $H_i \in \mathbb{R}^{d \times d}$ and $\eta \in \mathbb{R}^d$. Through this estimation procedure, we acquire a sequence of estimators for the excitement function $\{H_i\}_{i=1,\ldots,p}$ over a grid. The support of the grid is $\{\Delta, 2\Delta, \cdots, s = p\Delta\}$. Here $H$ is a discretized version of the true excitement function (2), which can be recovered by simply interpolate between the point-wise estimators $\{H_i\}$, e.g., using linear interpolation or cubic splines.

Under the assumption that $\frac{1}{n-p} ZZ^\top$ is invertible and converging (Kirchner, 2017), we know for $0 < t < s$, $[H_{[t/\Delta]}]_{i,j}$ and $[\eta]_i$ are weakly consistent estimators (when $T \to \infty$, $\delta \to 0$ and $s = \Delta p \to \infty$) for $h_{i,j}(t)$ and $\eta_i$, respectively.

Assumption 1. There exists a constant $R > 0$, such that $\{X_k\}_{k=1,\ldots,n}$ satisfies

$$\left\| \frac{1}{n-p} ZZ^\top \right\|_F^2 \leq R \quad \text{and} \quad \left\| \frac{1}{n-p} YZ^\top \right\|_F^2 \leq R.$$

Assumption 1 holds for sufficiently large $n$ when the Hawkes process is stationary and is strongly-mixed. Existing literature has shown that under mild conditions, stationary Hawkes process satisfies strong mixing properties (Cheysson and Lang, 2020; Boly et al., 2020).
Algorithm 1 Differentially Private Estimation using Projected Gradient Descent.

**Input:** $X$: data; $L(U; X)$: objective function; $\epsilon$: privacy budget; $p$: time lag; $\Delta$: bin size; $\sigma^2$: noise variance; $\eta$: learning rate.

**Initialize:** Choose an arbitrary $U_0 \in B$;

for $k = 1, \cdots, K - 1$ do

Sample $\zeta_k \sim N\left(0, \sigma^2 1_{d \times (dp+1)} \right)$;

$U_{k+1}' = U_k - \eta (\nabla L(U_k; X) + \zeta_k)$;

$U_{k+1} = \text{Proj}_B(U_{k+1}')$;

end for

**Output:** $H^{\text{priv}} = \frac{1}{\Delta} U_K$

4.2 Differentially Private Estimation of Bounded Parameters

We discuss the case where the parameter matrix $H$ is bounded. That is, there exists a constant $B > 0$ such that $\|H\|_F \leq B$. We consider the following formulation:

$$\Delta H = \arg\min_{U \in B} L(U; Z(X), Y(X)) = \arg\min_{U \in B} \frac{1}{2(n-p)^2} \| UZZ^\top - YY^\top \|_F^2,$$  \hspace{1cm} (4)

where $B = \{U \in \mathbb{R}^{d \times (dp+1)} | \|U\|_F \leq \Delta B \}$, and the scalar $\frac{1}{2(n-p)^2}$ is added to avoid explosion of $ZZ^\top$. Through the rest of the paper, if not clearly specified, we will simply write $L(U; Z(X), Y(X))$ as $L(U; X)$.

To solve (4), a common algorithm is projected gradient descent. Concretely, we take the following update at the $k$-th iteration:

$$U_{k+1} = \text{Proj}_B(U_k - \eta \nabla L(U_k; X)).$$

Note that this requires access to the private data $X$. To preserve privacy, we perturb the gradient with a Gaussian noise and then apply projected gradient descent as follows:

$$U_{k+1} = \text{Proj}_B(U_k - \eta (\nabla L(U_k; X) + \zeta_k)),$$

where $\zeta_k \sim N\left(0, \sigma^2 1_{d \times (dp+1)} \right)$ is drawn from a normal distribution. Details of the algorithm can be found in Algorithm 1.

Theorem 1 shows that under a suitable noise level, Algorithm 1 attains $(\epsilon, \delta)$-differential privacy.

**Theorem 1** (Privacy Guarantee). Under Assumption 1, if we take

$$\sigma^2 = \frac{8(\Delta B)^2 R^2 K \log^2 \frac{K}{\delta}}{\epsilon^2},$$

Algorithm 1 is $(\epsilon, \delta)$-differentially private.
In the following theorem, we provide utility guarantee for Algorithm 1.

**Theorem 2** (Utility Guarantee). Under Assumption 1, if we take
\[
\sigma^2 = \frac{8(\Delta B)^2 R^2 K \log^2 K}{\epsilon^2}, \quad \eta_k = \frac{\Delta B}{\sqrt{k(4\Delta B)^2 R^2 + d(dp + 1)\sigma^2}},
\]
and the total number of iterations \( K = O(1) \), then
\[
\mathbb{E}[\mathcal{L}(U_K; X) - \min_{U \in \mathcal{C}} \mathcal{L}(U, X)] = O\left(\frac{(\Delta B)^2 \sqrt{d(dp + 1)}}{\epsilon} \log \frac{1}{\delta}\right).
\]
Here the expectation is over the randomness of the algorithm.

### 4.3 Differentially Private Estimator of Low Rank Parameters

In this section, we consider the case where the parameter matrix \( H \) is low-rank. Such a scenario is common in real-life. For example, in social networks (Zhou et al., 2013), different variates can share the same confounders, such that the excitement matrix of the multi-variate Hawkes process is approximately low rank. To promote such a low-rank structure, we add a constraint \( \|H\|_* \leq r \) to the least squares problem as the following:
\[
\Delta H = \arg\min_{U \in \mathcal{C}} \mathcal{L}(U; X) = \frac{1}{2(n-p)^2} \|UZZ^\top - YZ^\top\|_F^2,
\]
where \( \mathcal{C} = \left\{ U \in \mathbb{R}^{d \times (dp+1)} \mid \|U\|_* \leq r \right\} \). Note that \( \mathcal{C} \) is a convex set. Therefore, we can apply the conditional gradient method to solve this convex constraint problem. Concretely, at the \( k \)-th iteration, we take the following update:
\[
U_{k+1} = (1 - \mu)U_k + \mu \arg\min_{U \in \mathcal{C}} \langle U, \nabla \mathcal{L}(U_k; X) \rangle.
\]

Similar to Algorithm 1, we perturb the gradient with a Gaussian noise to preserve privacy. The differentially private update rule is then
\[
U_{k+1} = (1 - \mu)U_k + \mu \arg\min_{U \in \mathcal{C}} \langle U, \nabla \mathcal{L}(U_k; X) + \zeta_k \rangle,
\]
where \( \zeta_k \sim \mathcal{N}(0, \sigma^2 1_{d \times (dp+1)}) \). See Algorithm 2 for more details.

The following theorem states that Algorithm 2 is \((\epsilon, \delta)\)-differentially private given a properly chosen noise level \( \sigma^2 \).

**Theorem 3** (Privacy Guarantee). Under Assumption 1, if we take
\[
\sigma^2 = \frac{128K \Delta^2 r^2 R^2 \log^2 K}{\epsilon^2},
\]
Algorithm 2 is \((\epsilon, \delta)\)-differentially private.
Algorithm 2 Differentially Private Estimation using Conditional Gradient Method.

**Input:** $X$: data; $\mathcal{L}(U;X)$: objective function; $\epsilon$: privacy budget; $p$: time lag; $\Delta$: bin size; $\sigma^2$: noise variance.

**Initialize:** Choose an arbitrary $U_0 \in \mathcal{C}$;

**for** $k = 1, \cdots, K - 1$ **do**

Sample $\zeta_k \sim \mathcal{N}(0, \sigma^2 1_{d \times (dp+1)})$;

Set $a(U) = \langle U, \nabla \mathcal{L}(U_k;X) + \zeta_k \rangle$;

Set $\tilde{U}_k = \text{argmin}_{U \in \mathcal{C}} a(U)$;

Let $U_{k+1} = (1 - \mu)U_k + \mu \tilde{U}_k$, where $\mu = \frac{1}{K+2}$;

**end for**

**Output:** $H_{\text{priv}} = \frac{1}{\Delta} U_K$

Before providing utility guarantee for the private conditional gradient method, we first state the definition of curvature constant and Gaussian width.

**Definition 3** (Curvature Constant). For $f : \mathcal{X} \to \mathbb{R}$, we define the curvature constant $\Gamma_f$ as follows.

$$
\Gamma_f = \sup_{x_1, x_2 \in \mathcal{X}, \gamma \in (0, 1]} \frac{2}{\gamma^2} \left( f((1-\gamma)x_1 + \gamma x_2) - f(x_1) - \langle \gamma(x_2 - x_1), \nabla f(x_1) \rangle \right).
$$

Let $\Gamma_{\mathcal{L}}$ be the curvature constant of $\mathcal{L}$. Since $\mathcal{C}$ is centrally symmetric, we have the following (Talwar et al., 2015)

$$
\Gamma_{\mathcal{L}} \leq 4 \max_{U \in \mathcal{C}} \left\| \frac{1}{n-p} U ZZ^\top \right\|_F^2 \leq 4(\Delta r)^2 R.
$$

**Definition 4** (Gaussian Width). Let $B \sim \mathcal{N}(0, I_{d_1 \times d_2})$ be a Gaussian random matrix in $\mathbb{R}^{d_1 \times d_2}$. The Gaussian width of a set $S$ is defined as $\omega(S) = \mathbb{E}_B \left[ \sup_{s \in S} \langle B, s \rangle \right]$.

With the above definitions, we have the following utility guarantee.

**Theorem 4** (Utility Guarantee). Under Assumption 1, if we take

$$
\sigma^2 = O \left( \frac{K \Delta^2 r^2 R^2 \log^2 K}{\delta^2} \right), \quad K = O \left( \frac{\Delta r e}{\sqrt{dp+1}} \right)^{\frac{3}{2}},
$$

then we have the following utility guarantee:

$$
\mathbb{E}[\mathcal{L}(U_K;X) - \min_{U \in \mathcal{C}} \mathcal{L}(U, X)] = O \left( \frac{R(\Delta r)^{\frac{3}{2}}(dp+1)^{\frac{3}{4}} \log \left( \frac{1}{\delta} \right)}{\epsilon^{\frac{3}{2}}} \right).
$$

Here the expectation is taken over the randomness of the algorithm.
5 Experiments

We present experiments on synthetic and real-world datasets to study the proposed differentially private algorithms. Specifically, we examine the relationship between the level of noise and estimation accuracy. Note that the degree of attained privacy protection (i.e., $\epsilon$) can be calculated from the level of applied noise (i.e., $\sigma^2$).

5.1 Differentially Private Projected Gradient Descent

We consider a 2-variate Hawkes process, whose baseline intensity is $\eta = [0.25, 0.125]^T$, and its excitement function is the following:

$$H(t) = \begin{bmatrix} h_{1,1}(t) & h_{1,2}(t) \\ h_{2,1}(t) & h_{2,2}(t) \end{bmatrix} = \begin{bmatrix} 0 & \mathbf{1}_{[1 \leq t \leq 3]} 0.125 \\ \mathbf{1}_{[2 \leq t \leq 4]} 0.2 & 0.25 e^{-t} \end{bmatrix}. \quad (6)$$
Here $\mathbf{1}_{[\cdot]}$ is the indicator function. We use the *tick* codebase (Bacry et al., 2017) to simulate 1,000 events. For differentially private estimation, we apply the proposed private projected gradient descent algorithm (Algorithm 1), where we set $B = 0.2$ and $K = 1000$.

Figure 1 demonstrates the relationship between model estimation and noise level, where we visualize the estimation of $h_{1,2}$ as an example. Notice that for a non-private estimation (Fig. 1a), the estimated intensity aligns almost perfectly with the ground truth intensity. When a small noise (i.e., $\sigma^2 = 0.01$ in Fig. 1b) is applied, model estimation is still reliable. Moreover, the estimation does not collapse even under an excessive amount of noise (i.e., $\sigma^2 = 10$ in Fig. 1c).

Figure 2 illustrates the relationship between estimation accuracy and bin size $\Delta$. Here relative error is measured as
\[
\text{Relative Error} = \frac{\|\widehat{H} - H_{\text{true}}\|_F}{d(dp + 1)\|H_{\text{true}}\|_F},
\]
where $\widehat{H}$ is the model estimation and $H_{\text{true}}$ is the ground truth discretized excitement function (6). Note that we calculate entry-wise error to facilitate the comparison across different $\Delta$ (recall that $p$ inversely scales with $\Delta$).

From Figure 2, we can see that no matter the choice of $\Delta$, the estimation accuracy does not drop significantly when applying the proposed differentially private estimation algorithm. For example, the relative error increase by less than 20% even if we apply a very large noise ($\sigma^2 = 10$). Also note that by decreasing the bin size, estimation accuracy improves for both the non-private and the private estimation. We remark that for a fixed level of noise, decreasing the bin size improves privacy protection, i.e., $\epsilon$ increases when $\Delta$ decreases (see Theorem 1).

### 5.2 Differentially Private Conditional Gradient

We present numerical experiments to study the proposed differentially private conditional gradient algorithm (Algorithm 2).

We consider a 4-variate Hawkes process, whose baseline intensity is
\[
\eta = [0.125, 0.125, 0.125, 0.125]^T,
\]
and its excitement function is
\[
H(t) = \begin{bmatrix} H_0(t) & H_0^\top(t) \\ H_0(t) & H_0^\top(t) \end{bmatrix}, \quad H_0(t) = \begin{bmatrix} 0 & h_{1,2}(t) \\ h_{2,1}(t) & h_{2,2}(t) \end{bmatrix},
\]
where $h_{1,2} = 1_{[1 \leq t \leq 3]}0.125$, $h_{2,1} = 1_{[2 \leq t \leq 4]}0.25$, $h_{2,2} = 0.2e^{-t}$.

Notice that the discretized parameter matrix is low-rank (rank-2 with 4 variate). We simulate 4000 events for this Hawkes process. For differentially private estimation, we apply the proposed private conditional gradient algorithm (Algorithm 2), where we set $K = 100$. 
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Figure 3 demonstrates the relationship between estimation and noise level. Similar to the case in Figure 1, our algorithm can still make reasonable estimation under an excessive amount of noise. Figure 4 illustrates the relationship between bin size and relative error. Similar to Figure 2, notice that the estimation quality improves when we apply a smaller bin size, and the differentially private estimation only moderately influences estimation accuracy. We remark that the differentially private conditional gradient method is robust to noise with small magnitude. For example, in Figure 4, estimation accuracy changes marginally from the noiseless estimation when applying a small noise ($\sigma^2 \leq 10^{-1}$) for $\Delta = 0.05$.

### 5.3 Experiments on MIMIC-II

We conduct an additional set of experiments on the MIMIC-II dataset. This dataset contains sensitive information about patients’ visits to hospital. Therefore, privacy protection is needed. We fit a Hawkes process model on noiseless and noisy ($\sigma^2 = 0.1$) input data.
Table 1 summarizes the RMSE (root mean square error) for next event prediction. From the results, we see that the estimation quality under noisy inputs is on par with that under clean inputs, e.g., the RMSE is 5.96 and 5.97 for differentially private estimation using projected gradient descent and conditional gradient, respectively; while the RMSE is 5.92 for estimation using clean inputs. These results indicate the practicality of our proposed algorithms in real-world applications.

Table 1: Experimental results on the MIMIC-II dataset. Here **PGD** means differentially private projected gradient descent (Algorithm 1), and **CG** means differentially private conditional gradient (Algorithm 2).

| Method                         | RMSE  |
|-------------------------------|-------|
| Hawkes                        | 5.92  |
| DP-Hawkes-PGD (Algorithm 1)   | 5.96  |
| DP-Hawkes-CG (Algorithm 2)    | 5.97  |

6 Conclusion and Discussion

We study the problem of estimating Hawkes process models in a differentially private manner. We discretize the continuous event stream data into bins counts, and approximate the corresponding bin-count sequence using integer-valued auto-regressive (INAR) models. Using such a discretization approach, we introduce a rigorous definition of privacy for event stream data. Then we propose two differentially private algorithms under two different settings, respectively. Theoretically, we establish privacy and utility guarantees for both the algorithms.

One advantage of the proposed discretization approach is that estimation of the INAR model solves a convex least-squares problem, which is in general easier than finding a maximum-likelihood estimator. We remark that there is another approach (Bacry et al., 2015a) that also employs a least-squares approach. However, the said approach uses functional least-squares and does not discretize the event stream data, such that privacy cannot be properly defined.
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A Proof of Theorem 1

Proof. For any $k < K$, let $Q_k(X) = \nabla L(U_k; X) + \zeta_k$ be a random variable defined over the randomness of $\zeta_k$ and conditioned on $U_k$. Denote $\mu_k^X()$ be the measure of the random variable $Q_k(X)$. For any neighboring data sets $X$ and $X'$, we define the privacy loss to be $W_t = |\log \frac{\mu_x(Q_k(X))}{\mu_x'(Q_k(X))}|$. Since both $\mu_X$ and $\mu_X'$ are Gaussian density with covariance matrix $\sigma^2I_{d\times(dp+1)}$, we have

$$\frac{\mu_X(Q_k(X))}{\mu_X'(Q_k(X))} = \exp(-\frac{||Q_k(X) - Q_k(X')||_F^2}{2\sigma^2}) = \exp(-\frac{||Q_k(X) - Q_k(X')||_F^2}{2\sigma^2})$$

$$= \exp\left(\frac{||\nabla L(U_k; X) - \nabla L(U_k; X')||_F^2 + 2 \zeta_k, \nabla L(U_k; X) - \nabla L(U_k; X') > \zeta_k}{2\sigma^2}\right)$$

$$\leq \exp\left(\frac{4L_2^2 + 2 \zeta_k, \nabla L(U_k; X) - \nabla L(U_k; X') > \zeta_k}{2\sigma^2}\right).$$

The last inequality comes from the fact $L$ is $L_2$–Lipschitz. Note that $< \zeta_k, \nabla L(U_k; X) - \nabla L(U_k; X') >$ follows $N(0, \sigma^2||\nabla L(U_k; X) - \nabla L(U_k; X')||_F^2)$. The concentration bound of Gaussian distribution leads to the following inequality.

$$\mathbb{P}[|< \zeta_k, \nabla L(U_k; X) - \nabla L(U_k; X') > | > 2\sigma L_2 t] \leq \exp(-\frac{t^2}{2}).$$

Setting $t = \sqrt{2\log \frac{K}{\delta}}$, we then have with probability at least $1 - \delta$

$$\frac{\mu_X(Q_k(X))}{\mu_X'(Q_k(X))} \leq \exp\left(\frac{1}{2\sigma^2}(4L_2^2 + 4\sigma L_2 \sqrt{2\log \frac{K}{\delta}}),\right)$$

for all $k < K$. Note that under Assumption (1), we have $L_2 \leq 2(\Delta B)R$. We then know that with probability at least $1 - \delta$ and our choice of $\sigma$, we have

$$W_t \leq \frac{\epsilon}{2\sqrt{K\log(1/\delta)}}.$$

We can then apply the strong composition theorem (Dwork et al., 2010).

Lemma 1 (Strong Composition Theorem (Dwork et al., 2010)). Let $\epsilon, \delta > 0$. The class of $\epsilon$–differentially private algorithms satisfies $(\epsilon', \delta')$–differential privacy under $T$–fold adaptive composition for $\epsilon' = \sqrt{2T \ln(1/\delta')\epsilon + T\epsilon(\epsilon - 1)}$.

By Lemma 1, we can show that with probability at least $1 - \delta$, the privacy loss $W = \sum_{k=0}^{K-1} W_k$ is at most $\epsilon$. We finish the proof.
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B Proof of Theorem 2

Proof. Let \( G_k = \nabla L(U_k; X) + \mathcal{N}(0, \sigma^2 1_{d \times (dp+1)}) \). We know that given \( U_k \), \( \mathbb{E}[G_k] = \nabla L(U_k; X) \). Additionally, we have the following bound on \( \mathbb{E}[\|G_k\|_F^2] \):

\[
\mathbb{E}[\|G_k\|_F^2] = \mathbb{E}[\|\nabla L(U_k; X)\|_F^2] + \mathbb{E}[\|\mathcal{N}(0, \sigma^2 1_{d \times (dp+1)})\|_F^2]
+ 2\mathbb{E}[\langle \nabla L(U_k; X), \mathcal{N}(0, \sigma^2 1_{d \times (dp+1)}) \rangle] \leq L^2 + d(dp + 1)\sigma^2.
\]

We can then apply Theorem 2 in Shamir and Zhang (2013).

Lemma 2 (Theorem 2 (Shamir and Zhang, 2013)). Suppose the loss \( F \) is convex and for some constants \( D \) and \( G \), it holds that the stochastic gradient \( \hat{g}_t \) satisfies \( \mathbb{E}[\|\hat{g}_t\|] \leq G^2 \) for all \( t \) and \( \sup_{w, w' \in W} \|w - w'\| \leq D \). Consider SGD with step size \( \eta_t = c/\sqrt{t} \) where \( c > 0 \) is a constant. Then for any \( T > 1 \), it holds that

\[
\mathbb{E}[F(w_t) - F(w^*)] \leq \left( \frac{D^2}{c} + cG^2 \right) \frac{2 + \log(T)}{\sqrt{T}}.
\]

That is, we know that if we take \( \eta_k = \frac{\Delta B}{\sqrt{k(L_k^2 + d(dp+1)\sigma^2)}} \), we have

\[
\mathbb{E}[L(U_K; X) - \min_U L(U; X)] = O \left( \frac{\Delta B \sqrt{L_k^2 + d(dp+1)\sigma^2 \log K}}{\sqrt{K}} \right)
= O \left( \frac{(\Delta B)^2 \sqrt{d(dp+1)}}{\epsilon} \log \frac{K}{\delta} \log K \right).
\]

Take \( K = O(1) \), we have

\[
\mathbb{E}[L(U_K; X) - \min_U L(U; X)] = O \left( \frac{(\Delta B)^2 \sqrt{d(dp+1)}}{\epsilon} \log \frac{1}{\delta} \right).
\]

This concludes the proof.

C Proof of Theorem 3

Proof. Let \( L_2 \) be the Lipschitz constant of \( L \) (5). Under Assumption 1, we can show that \( L_2 \leq 2(\Delta r)R \). Applying Theorem B.1 in Talwar et al. (2015), we know that if we take

\[
\sigma^2 = \frac{32L_k^2 K \log^2 K}{\epsilon^2} \leq \frac{128(\Delta r) R^2 K \log^2 K}{\epsilon^2},
\]

Algorithm 2 is \((\epsilon, \delta)\) differential private.
D Proof of Theorem 4

Proof. The proof of utility follows Jaggi (2013). By the definition of \( \tilde{U}_k \), we know that
\[
\langle \tilde{U}_k, \nabla L(U_k; X) + \zeta_k(\tilde{U}_k) \rangle \leq \min_{U \in C} (U, \nabla L(U_k; X) + \zeta_k(U)).
\]
Therefore,
\[
\langle \tilde{U}_k, \nabla L(U_k; X) \rangle \leq \min_{U \in C} (U, \nabla L(U_k)) - \langle \tilde{U}_k, \zeta_k(\tilde{U}_k) \rangle
\leq \min_{U \in C} (U, \nabla L(U_k)) + 2 \sup_{U \in C} |\langle U, \zeta_k(U) \rangle|.
\]

Note that \( U_{k+1} = U_k + \mu (\tilde{U}_k - U_k) \). By the definition of the curvature constant \( \Gamma_L \), we have
\[
L(U_{k+1}) = L(U_k + \mu (\tilde{U}_k - U_k))
\leq L(U_k) + \mu (\tilde{U}_k - U_k, \nabla L(U_k)) + \frac{\mu^2}{2} \Gamma_L
\leq L(U_k) + \mu \left[ \min_{U \in C} (U, \nabla L(U_k)) - \langle U_k, \nabla L(U_k) \rangle \right] + 2 \mu \sup_{U \in C} |\langle U, \zeta_k(U) \rangle| + \frac{\mu^2}{2} \Gamma_L
\leq L(U_k) - \mu g(U_k) + 2 \mu \sup_{U \in C} |\langle U, \zeta_k(U) \rangle| + \frac{\mu^2}{2} \Gamma_L,
\]
where \( g(U) = \max_{s \in C} \langle U - s, \nabla L(U) \rangle \). Note that given the convexity of \( L \), we can verify that \( g(U) \geq L(U) - \min_{U \in C} L(U) \). The expectation of \( \sup_{U \in C} |\langle U, \xi(U) \rangle| \) is actually the Gaussian width of \( C \), as defined in Definition 4.

By the definition of Gaussian width and take expectation on both sides of (7), we have
\[
\mathbb{E}[L(U_{k+1})] \leq \mathbb{E}[L(U_k) - \mu \mathbb{E}[g(U_k)] + 2 \mu \sigma \omega(C) + \frac{\mu^2}{2} \Gamma_L]
\leq \mathbb{E}[L(U_k)] - \mu \left( \mathbb{E}[L(U_k)] - \min_{U \in C} L(U) \right) + 2 \mu \sigma \omega(C) + \frac{\mu^2}{2} \Gamma_L,
\]
which directly implies that
\[
\mathbb{E}[L(U_{k+1}) - \min_{U \in C} L(U)] \leq (1 - \mu) \mathbb{E}[L(U_k) - \min_{U \in C} L(U)] + 2 \mu \sigma \omega(C) + \frac{\mu^2}{2} \Gamma_L.
\]

By induction, we can then show
\[
\mathbb{E}[L(U_K) - \min_{U \in C} L(U)] \leq \frac{2 \Gamma_L}{K + 2} + 8 \sigma \omega(C).
\]

We next utilize Proposition 10.3 in Vershynin (2015).

Lemma 3 (Proposition 10.3 Vershynin (2015)). Consider the unit ball in the space of \( d_1 \times d_2 \) matrices corresponding to the nuclear norm:
\[
B_* = \{ X \in \mathbb{R}^{d_1 \times d_2} : \| X \|_* \leq 1 \}.
\]

Then
\[
\omega(B_*) \leq 2(\sqrt{d_1} + \sqrt{d_2}).
\]
Therefore, we know that 

$$\omega(C) \leq 2(\sqrt{dp + 1} + \sqrt{d}) \leq 4\sqrt{dp + 1}.$$ 

Take $$\sigma^2 = \mathcal{O}\left(\frac{\Gamma L \log^{\frac{1}{2}}}{\epsilon^2}\right) = \mathcal{O}\left(\frac{\Gamma \Delta^2 r^2 R^2 \log^{\frac{1}{2}}}{\epsilon^2}\right),$$ then we have 

$$\mathbb{E}[\mathcal{L}(U_K) - \min_{U \in C} \mathcal{L}(U)] = \mathcal{O}\left(\frac{\Gamma \epsilon}{K} + \frac{\sqrt{\Gamma} L_2 \sqrt{dp + 1} \log^{\frac{1}{2}}}{\epsilon}\right).$$

Take $$K = \left(\frac{\Gamma \epsilon}{L_2 \sqrt{dp + 1}}\right)^{\frac{2}{3}},$$ we have 

$$\mathbb{E}[\mathcal{L}(U_{k+1}) - \min_{U \in C} \mathcal{L}(U)] = \mathcal{O}\left(\frac{\Gamma^{\frac{1}{3}} L_2^{\frac{1}{2}} (dp + 1)^{\frac{1}{3}} \log^{\frac{1}{2}}}{\epsilon^{\frac{2}{3}}}\right) = \mathcal{O}\left(\frac{R(\Delta r)^{\frac{4}{3}} (dp + 1)^{\frac{4}{3}} \log^{\frac{1}{3}}}{\epsilon^{\frac{2}{3}}}\right).$$

This concludes the proof. \qed