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A compact planar four-element antenna array that can be used to improve the robustness and accuracy in applications of satellite-based navigation systems that require simple, low-cost, lightweight, and efficient antenna solutions is proposed in this article. By introducing an orthonormal transformation in the digital signal processing stage, it is possible to simplify the effect of the distorted in situ antenna radiation patterns obtaining an equivalent almost ideal phased array response. The actual prototype designed under this concept is a 14 cm × 14 cm single-layer microstrip antenna array for the GNSS L1/E1-bands that achieves a good total antenna efficiency without employing any additional matching/decoupling stage. Promising results obtained through numerical simulations and on-field experiments showing effective direction of arrival estimations and mitigation of radio frequency interferences with simple spatial processing algorithms applied after the proposed signal transformation are presented.

1. INTRODUCTION

Global navigation satellite systems (GNSSs) receivers are susceptible to radio frequency (RF) interferences (either intentional or unintentional) that overlap GNSS signals in-band since their power levels are usually stronger at the receiver location due to which their sources can be much closer than the satellites [1], [2]. In consequence, RF interferences are a cause of significant concern to many GNSS users. There are several techniques for interference mitigation [3]. In particular, antenna arrays (AAs) are used to reject interferences in the space domain, which can be further combined with signal processing in the time or frequency domains if required [4]–[8]. Currently, AAs are found in numerous robust and precise GNSS applications. However, their use in many relatively small or lightweight vehicles, like modern unmanned aerial ones, is not usually possible due to the required space, power consumption and/or implementation complexity, and cost. For that reason, several new array designs addressing some of the previously mentioned issues have been recently proposed [9]–[12]. Nevertheless, small arrays with a reduced number of elements still require an accurate knowledge of the actual array response, i.e., the in situ radiation patterns (RPs) of its elements. This information is necessary in most cases to guarantee or improve the availability, accuracy, and/or integrity of the signals for GNSS receivers [13]. Then, considerably large storage and processing capabilities must be provided at the receiver to manage the calibration data of the array [14].

In order not to depend on the accurate knowledge of the response of the individual antenna elements and to reduce the complexity of the signal processing stages of the receiver, different compensation methods have been proposed. The idea is to translate the actual AA response into approximately equally behaved elements so that it can be controlled as an ideal phased array [15]. However, the complexity reduction comes at the cost of some performance loss. There are several compensation methods available (see [16] and [17] and references therein). These methods are neither much concerned about the AA design nor the transformed AA user requirements. Thus, their tradeoff may involve poor compensation quality, ill-conditioned transformations, and degraded statistical accuracy. The objective of this work is to propose a new array design criterion and the associated signal processing strategy to make its use practical and efficient. This approach was introduced in [18], and its key element is an orthonormal transformation that compensates the array response. It is performed by multiplying the signal vector by a unitary matrix so that the statistical properties of the received noise remain unaltered, which guarantees optimal conditions for the following signal processing stages. In order to achieve this objective, the actual array and the compensated—virtual—array must be jointly designed. In [18], this fact was illustrated with a two-antenna array example. While the unitary transformation can be always obtained for a given set of directions of arrival (DOAs), in general different transformations are required for different sets of DOAs. In this work, our goal...
is to design a four-element AA such that the associated virtual AA obtained with a single unitary transformation is useful at the main part of the upper radiation hemisphere. Moreover, to achieve a better fitting in such a large spatial region while keeping as low as possible the complexity of its model, we include a parametric virtual AA with two tuning parameters. Hence, in order to ease this cumbersome design task, a quasi-automated procedure has been developed and presented here as a novel contribution.

Following the aforementioned procedure, we have designed an actual four-antenna array and its associated transformation that allows simplified spatial processing. It is a 14 cm ×14 cm single-layer array for the GNSS L1/E1-bands implemented on a low-cost hydrocarbon ceramic substrate. In contrast to the approach proposed by other authors, we do not include any matching and/or decoupling stage [10], [19]–[21]. This fact considerably simplifies the design and manufacturing of the array, which in turn implies a very significant cost reduction while still achieving a good total antenna efficiency compared to other recent works, about −2.7 dB. Therefore, this prototype is compact, low-cost, lightweight, and efficient. And when used jointly with the unitary transformation, it neither requires a large memory nor high processing capabilities of the receiver. The AA design, the obtained virtual AA parameters, and their corresponding unitary transformation were validated by simulations and with on-field experiments. We show that if the actual array is employed for interference/jamming/spoofing/meaconing localization and mitigation with well-known spatial array processing techniques, the obtained results are very satisfactory and in good agreement with simulations.

The rest of this article is organized as follows. In Section II, a description of the proposed orthonormal transformation method and the details of its implementation are addressed. Moreover, the relationship between the characteristics of a given array design and the corresponding attainable compensated array response is explained, and it is stated that both the actual and the compensated responses are part of the design criteria. In Section III, the compact GNSS microstrip array design is proposed, its actual response is simulated, and the compensated response is obtained. In Section IV, the array design performance is tested by simulation in demanding interference rejection scenarios and compared to other state-of-the-art compensation schemes. In Section V, experimental data obtained with the actual array prototype are presented, which confirm the results of the previous section. Finally, Section VI concludes this article.

II. COMPENSATION SCHEME

A. Design Methodology

Consider an array of \( N \) identical antennas aligned with the xy-plane. Thus, the \( n \)th RP for a given DOA can be calculated as [15], [22]

\[
h_n(\theta, \phi) = s_n(\theta, \phi) g_n(\theta, \phi)
\]

where

1) \( \theta \) and \( \phi \) represent elevation and azimuth coordinates, respectively, where \( \theta = 0^\circ \) is z-axis aligned;
2) \( g_n \) is the \( n \)th embedded far-field gain pattern centered at its own geometric center
   \[ g_n(\theta, \phi) = |g_n(\theta, \phi)| \]
3) \( s_n \) is the \( n \)th element of the steering vector, which is unitary and phase dependent on the geometry of the array
   \[ s_n(\theta, \phi) = e^{j\frac{2\pi}{\lambda} \sin(\theta) \cos(\phi - \varphi_n)} \]

where \( \lambda \) being the carrier wavelength of the received wave, and \((d_n, \varphi_n)\) the polar coordinates of the geometric centers of each antenna referred to the geometric center of the array.

The actual RP’s \( h_n(\theta, \phi) \) can be stacked together in an \( N \)dimensional column vector, labeled \( \mathbf{h}(\theta, \phi) \), usually called the array manifold. Similarly,\( \mathbf{s}(\theta, \phi) \) and \( \mathbf{g}(\theta, \phi) \) vectors are defined. Additionally, it is convenient to define the correlation function of the response vector for all possible pairs of DOAs, \((\theta, \phi')\) and \((\theta, \phi'')\). That is,

\[
r(\theta, \phi'; \theta, \phi'') = \langle \mathbf{h}(\theta, \phi'), \mathbf{h}(\theta, \phi'') \rangle
\]

where \( \langle \mathbf{h}(\theta, \phi'), \mathbf{h}(\theta, \phi'') \rangle = \mathbf{h}^H(\theta, \phi') \mathbf{h}(\theta, \phi'') \) is the inner product. This function maps the correlation present in the array response for all the possible combinations of any pair of DOAs. Its magnitude indicates how collinear two particular vectors are in two different DOAs. If these two orientations are highly correlated, they can be easily confused performing spatial processing. In other words, it describes the capacity of an AA to discriminate every pair of orientations in far field.

The purpose of the compensation method is to obtain an equally behaved phased array by means of the proposed AA by design and the associated linear transformation produced by a unitary matrix \( W \). That is

\[
W \mathbf{h}(\theta, \phi) = \hat{\mathbf{h}}(\theta, \phi) \approx \mathbf{h}(\theta, \phi)
\]

where \( \hat{\mathbf{h}} \) is the compensated array response, and \( \mathbf{h} \) is the ideal—desired—objective phased array response. The matrix \( W \) is constrained to be unitary so that it does not alter the noise power correlation structure of the array measurements [18]. The received noise is considered to be mainly due to the thermal agitation in the antenna and front-end stages, which can be assumed independently and identically distributed among the channels. The unitary matrix keeps these noise properties unaltered, and therefore the typical assumptions of array signal processing are still valid [2], [15], [16].

The first step to obtain \( W \) is to define a model for the objective array response \( \hat{\mathbf{h}} \) so that the following signal processing stages can be handled conveniently. In [18], we showed that a useful transformation is feasible, i.e., possible to be obtained, if the correlation function (2) at the DOAs of interest of the actual and objective arrays is highly similar. That is

\[
r(\theta, \phi'; \theta, \phi'') \approx \hat{r}(\theta, \phi', \theta, \phi'')
\]
where \( \hat{r} \) is the correlation function of the objective array. Therefore, \( \hat{\mathbf{h}} \) must be essentially designed to satisfy (4) since this leads to a straightforward way to search for the transformation matrix \( \mathbf{W} \). Since it is very possible that the proposed model does not perfectly match to any practical realization of an AA, we define \( \hat{\mathbf{h}} \) as the transformed—or virtual—array response. Notice that \( \hat{\mathbf{h}} \) has exactly the same correlation function of \( \mathbf{h} \). Hence, our AA design criterion is given by its correlation function, rather than by its RPs.

Fig. 1 shows a block diagram of a generic GNSS receiver with a transformation stage for compensating the AA response at a given DOA. The required computational complexity is significantly reduced if a global transformation is performed. Hence, the matrix \( \mathbf{W} \) is defined only once and solely updated if considerable changes are evidenced at the RPs.

B. Numerical Implementation

Henceforth, the correlation function of the AA

\[
r(\theta, \phi; \theta', \phi')
\]

is to be found numerically. To perform a global compensation of the upper hemisphere, a grid is defined in the range \( 0 \leq \theta < \pi/2 \) and \( 0 \leq \phi < 2\pi \) with step angles \( \Delta \theta \) and \( \Delta \phi \), resulting in a set \((\theta_p, \phi_p)\) of \( P \) different DOAs for fitting purposes. The RPs \( h_n(\theta, \phi) \) are evaluated at these DOAs of interest for the compensation, and then, written in matrix notation as

\[
\mathbf{H} = \begin{bmatrix} h_{1,1} & \ldots & h_{1,P} \\ \vdots & \ddots & \vdots \\ h_{N,1} & \ldots & h_{N,P} \end{bmatrix}
\]

as well as the gain \( G \) and steering \( S \) matrices

\[
\mathbf{S} = \begin{bmatrix} s_{1,1} & \ldots & s_{1,P} \\ \vdots & \ddots & \vdots \\ s_{N,1} & \ldots & s_{N,P} \end{bmatrix}
\]

\[
\mathbf{G} = \begin{bmatrix} g_{1,1} & \ldots & g_{1,P} \\ \vdots & \ddots & \vdots \\ g_{N,1} & \ldots & g_{N,P} \end{bmatrix}
\]

Thus, \( \mathbf{H} = \mathbf{S} \circ \mathbf{G} \), where \( \circ \) is the Hadamard product. The particular correlation matrix of the designed AA is

\[
\mathbf{R} = \mathbf{H}^H \mathbf{H}
\]

which contains a total of \( P \times P \) elements. The corresponding correlation matrix of the objective array response \( \mathbf{H} \) is

\[
\hat{\mathbf{R}} = \mathbf{H}^H \mathbf{H}
\]

and the Euclidian distance between both correlation matrices can be evaluated through the Frobenius norm as

\[
y = \| \mathbf{R} - \hat{\mathbf{R}} \|^2_F
\]

which represents the cost function that must be minimized by establishing a proper design of \( \mathbf{H} \), i.e., the actual AA, and a suitable objective AA, \( \hat{\mathbf{H}} \).

III. COMPACT MICROSTRIP ANTENNA ARRAY

A. Designed Array

Typically, GNSS receivers employ microstrip antennas since they have good hemispherical radiation properties, which is important to maximize the visibility range of available satellites. In addition, they can be easily designed to achieve circular polarization, they are low cost, mechanically robust, and have low profile. In particular, we selected a microstrip AA of square patches with truncated corners to obtain right-hand circular polarization (RHCP) [23].

The microstrip AA was planned to be printed on a RO4350B substrate with relative dielectric permittivity of \( \varepsilon_r = 3.71 \) at the center frequency of the L1/E1 band of the global positioning system (GPS) and Galileo, \( f_c = 1.57542 \) GHz [24]. The proposed array structure is very simple: four antennas in a square disposition with the same substrate and ground plane. Each antenna has a single coaxial feed. They are separated by a distance of \( d = \lambda/3 \), \( \lambda \) being the wavelength of \( f_c \). The AA and its parameters of interest are shown in Fig. 2, where the final dimensions were obtained by simulation.

The simulated AA was optimized to be matched at \( f_c \) with a polarization bandwidth of around 10 MHz. Indeed, the obtained design shows a wider bandwidth—of about 25 MHz—taking \( |S_{21}| \lesssim -10 \) dB as the threshold for the scattering parameters, shown in Fig. 3. Given the array symmetry, the curve \( S_{31} \) overlaps \( S_{32} \), and \( S_{33} \) overlaps \( S_{21} \).

The most relevant simulated parameters at the center frequency \( f_c \) of the designed AA are presented in Table I. The simulated realized gain patterns are shown in Fig. 4 where quite different RPs can be clearly seen.
Initial Objective Array Response Matrix

\[ \mathbf{H} = \mathbf{R}^{-1} \mathbf{N} - \mathbf{H} \gg (10) \]

and the cost function

\[ \mathbf{N} = \mathbf{P} \times \text{matrix}. \]

The matrix \( \mathbf{H} \) is computed by

\[ \mathbf{H} = \mathbf{P} \times \mathbf{N} \times \mathbf{H} \gg (10) \]

about the phase components of \( \mathbf{H} \). One possible drawback is that the degrees of freedom that allow us to satisfy the solution can be obtained.

\[ \gamma_{\alpha} = \varphi_{\text{ref}} - 2 \pi \frac{(n-1)}{N} \]

are the polar coordinates of each antenna relative to the geometric center of the array, and \( \varphi_{\text{ref}} = 3 \pi / 4 \) is the reference angle that matches the first antenna orientation.

2) \textbf{Optimized Objective Array Response Matrix} \( \mathbf{H}_{\text{opt}} \): Considering (8), the remaining parameters for optimization are the phase components of \( \mathbf{H}_{\text{opt}} \) that provide a number of \( N \times P \) degrees of freedom that allow us to satisfy the minimization problem (7). However, the Frobenius norm depends on a total of \( P \times P \) terms, where \( P \gg N \) is commonly the case. Consequently, this leads to a numerical optimization problem that can be solved by the steepest descent method (SDM) [25]. Then, the following iterative process takes place by starting from the \( \mathbf{H}_{\text{opt}} \) matrix.

1) Initialize \( \mathbf{R}_{\text{opt}} = \mathbf{H}_{\text{opt}}, \bar{\mathbf{R}}_{\text{opt}} = \mathbf{R}_{\text{opt}}^{H} \mathbf{H}_{\text{opt}}, \gamma_{R} = \| \mathbf{R} - \bar{\mathbf{R}}_{\text{opt}} \|_{F}^{2}, \) and the step size \( \alpha \), of the iterative SDM.

2) The gradient of \( \gamma_{R} \) about the phase components of \( \mathbf{H}_{\text{opt}} \) is the matrix \( \delta \) that is computed by

\[ \delta_{n,p} = \frac{2 \pi d_{n}}{\lambda} \sin(\theta_{p}) \cos(\phi_{p} - \varphi_{n}) \]

where \( d_{n} = d / \sqrt{2} = \lambda / (3 \sqrt{2}) \) and \( \varphi_{n} = \varphi_{\text{ref}} - 2 \pi \frac{(n-1)}{N} \) are the polar coordinates of each antenna relative to the geometrical center of the array, and \( \varphi_{\text{ref}} = 3 \pi / 4 \) is the reference angle that matches the first antenna orientation.

3) Update the phase components in the opposite direction of the gradient with step \( \alpha \) as

\[ \mathbf{H}_{\text{opt}} = \mathbf{H}_{\text{opt}} - \alpha \delta \]

and then the correlation \( \bar{\mathbf{R}}_{\text{opt}} \) and the cost function \( \gamma_{R} \).

4) If an acceptable low value of \( \gamma_{R} \) or other stopping criteria are still not met, verify the convergence of \( \gamma_{R} \), update \( \alpha \) if necessary, and return to step 2).

This approach aims to achieve the optimum array response \( \mathbf{H}_{\text{opt}} \) that maximizes the correspondence between the \( \mathbf{R} \) and \( \bar{\mathbf{R}}_{\text{opt}} \) matrices. One possible drawback is that the \( \gamma \) function may not be necessarily unimodal/quasiconvex. If so, there could be several local minima, and then, the convergence to a global minimum will not be guaranteed [25]. However, the initial matrix \( \mathbf{H}_{\text{opt}} \) is a good starting point, and with proper control of the speed convergence, a useful solution can be obtained.

3) \textbf{Objective Array Response Matrix} \( \mathbf{H} \): The matrix \( \mathbf{H} \) will be described in terms of its gain and steering matrices. The objective gain patterns should be equal for all the antennas, thus it incorporates the common factor of \( \mathbf{H}_{\text{opt}} \).
While the objective steering matrix will be an approximation of the remaining phase variations. This approximation consists on assuming $N$ equally behaved antennas and $2\pi/N$ rotated one from the other, which is done for complexity reduction of the fitted steering vector, that will be presented in Section III-E.

The amplitudes of the gain matrix $\hat{G}$ remain unchanged from (8), while the phases are obtained after averaging the individual RP’s to extract the common phase term. Hence

$$|\tilde{g}_{n,p}| = |\hat{h}_{n,p}|, \quad \angle \tilde{g}_{n,p} = \frac{1}{N} \sum_{m=1}^{N} \angle \hat{h}_{m,p}$$  \hspace{1cm} (12)

for $n = 1, \ldots, N$ and $p = 1, \ldots, P$. Next, the remaining variations of the phase components of $\hat{H}_B$ are incorporated to the $\tilde{S}$ matrix as follows:

$$\angle \tilde{s}_1(\theta, \phi) = \frac{1}{N} \sum_{m=1}^{N} \psi_m(\theta, \phi) + 2\pi (m - 1)/N$$  \hspace{1cm} (13)

$$\angle \tilde{s}_{n+1}(\theta, \phi) = \angle \tilde{s}_n(\theta, \phi) + 2\pi /N$$  \hspace{1cm} (14)

for $p = 1, \ldots, P$ and $n = 1, \ldots, N - 1$, where

$$\psi_m(\theta, \phi) = \angle \hat{h}_{m,p} - \angle \tilde{g}_{n,p}.$$  \hspace{1cm} (15)

This matrix defines the radiation properties of an ideal array with identically behaved elements at the set of P DOAs. It is the proposed matrix to minimize the cost function $\gamma$ in (7).

C. Orthonormal Transformation

Since the matrices $H$ and $\hat{H}$ are already defined, the search for the unitary matrix $W$ is immediate. The closed-form solution for $W$ is

$$W = UV^H$$  \hspace{1cm} (16)

expressed in terms of the unitary matrices $U$ and $V$ that are obtained from the singular value decomposition of $\hat{H}QQ^H\hat{H}^H = U\Sigma V^H$ [18]. $Q$ is an optional weight matrix that could be used for prioritizing the quality of the transformation in some directions over others. In this work, it has been taken as the identity matrix. Consequently, we obtain the compensated matrix $\hat{H}$ as

$$WH = \hat{H} = \hat{H}.$$  \hspace{1cm} (17)

The approximate equality comes from the fact that the virtual array might not perfectly meet the imposed conditions of having equally behaved elements or being rotationally symmetric. However, the smaller the magnitude of the $\gamma$ function, the closer $\hat{H}$ will be to $\hat{H}$.

Even though the whole process to find the virtual array is computationally intensive, it should be noted that it is supposed to be done only once and offline, unless a complete AA actual RP’s recalibration will be considered. Afterwards, the AA is endowed with a unitary matrix $W$ of size $N \times N$, and a function that describes the virtual steering vector $\hat{s}$, which in our case depends on only two parameters, as it will be shown in the Section III-E.

In particular, the unitary matrix for our designed AA was

$$W = \begin{bmatrix} \hat{\theta} \\ \hat{\phi} \end{bmatrix} = \begin{bmatrix} 0.9429 \ e^{-j 1.069} & 0.1099 \ e^{-j 1.6728} \\ 0.1099 \ e^{-j 2.0120} & 0.2040 \ e^{-j 1.6109} \\ 0.2391 \ e^{-j 1.2932} & 0.9440 \ e^{-j 0.0530} \\ 0.2391 \ e^{-j 1.3934} & 0.2040 \ e^{-j 1.5307} \\ 0.2391 \ e^{-j 1.0866} & 0.2040 \ e^{-j 1.5307} \\ 0.2391 \ e^{-j 1.3934} & 0.2040 \ e^{-j 1.5307} \end{bmatrix}$$  \hspace{1cm} (18)

that yields to the virtual array response. The magnitude of their gain patterns are presented in Fig. 5.

D. Compensation Assessment

Many other compensation methods are based on a least-mean squares approach (LMS) where the transformation matrices are not restricted to be unitary [16], [17]. Thus, when searching for a transformation matrix, these methods can make use of more degrees of freedom than in ours. In the following, we compare the transformation error between both proposals with the following normalized error function [26]:

$$\Gamma(\hat{H}) = \frac{\| \hat{H} - CH \|_F^2}{\| \hat{H} \|_F^2}$$  \hspace{1cm} (19)

being $C$ the compensation unitary matrix $W$, or the LMS transformation matrix $T$ that is obtained through

$$T = \hat{H}H^T(\hat{H}H^T)^{-1} \ s.t. \ TH \approx \hat{H}. $$  \hspace{1cm} (20)

The $\Gamma$ errors are compared for the objective matrix $\hat{H}$, and are presented at the last column of Table II. It is seen that in this case there are no significant differences between both approaches. In fact, we found that $W$ and $T$ are quite similar, which means that the designed AA and the developed virtual array leads the LMS approach to yield an almost unitary matrix. Additionally, the $\Gamma$ errors are also calculated for the

Fig. 5. Virtual AA realized gain patterns, $[\hat{h}(\theta, \phi)]$. 
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objective matrices $\hat{H}_A$ and $\hat{H}_B$ to demonstrate the effectiveness of the proposed objective array response. Each of them requires their own transformation matrices that are obtained with (16) and (20). The results are also presented in Table II. It can be observed that the errors for the initial objective matrix $\hat{H}_A$ become significantly higher for both methods, and that the difference in performance between the unitary and the LMS transformations grows in favor of the LMS. This is because the initial objective matrix represents an array response that is not as suitable to be achieved with a unitary matrix. The transformation error is significantly reduced when the optimized array response matrix $\hat{H}_B$ is used. Finally, given the phase response structure constraints used to obtain the objective array response $\hat{H}$, the error is slightly increased compared to the previous case.

E. Fitted Steering Vector $\hat{s}(\theta, \phi)$

The $\hat{G}$ matrix is no longer relevant at this stage since it can be seen as a common factor during array processing. Hence, the search for a fitting function of the steering vector $\hat{s}(\theta, \phi)$ is intended to resemble as much as possible the phase variations of the $\tilde{S}$ matrix. In this way, a GNSS receiver can effectively manage the AA with this function without the need of working with lookup tables for the RPs phases. This function will be restricted in order to satisfy the following conditions:

1) $\hat{s}(\theta, \phi)$ must be a bijective function to generate an unambiguous correspondence between the manifold vectors $\hat{h}(\theta, \phi)$ and $\hat{h}(\theta, \phi)$ to avoid any disagreement or loss of generality in DOA discrimination. Luckily, this is ensured when their correlation functions are similar enough.

2) The $\hat{s}(\theta, \phi)$ vector is restricted to accomplish a rotational symmetry: $\hat{s}_{n+1}(\theta, \phi) = \hat{s}_n(\theta, \phi + 2\pi/N)$, $n = 1, \ldots, N - 1$. It implies $2\pi/N$-rotated, equally behaved antennas.

Therefore, our proposal simply consist of a steering vector that considers the phase differences as a consequence of different traveling-wave path lengths. The rotational symmetry of this virtual array, that we have already adopted in Section III-C, implies two fitted parameters: antennas located at a distance $a_1$ from the origin and aligned so that the first antenna is oriented at the reference angle $a_2$. The geometry of this array is described by the following steering vector:

$$\hat{s}_n(\theta, \phi) = e^{i2\pi a_1 \sin(\phi-a_2+2\pi n/N)}$$

with $n = 1, 2, \ldots, N$. In our particular array, the minimum squared fitting parameters were found to be $a_1 = 0.2719$ and $a_2 = 2.509$. This function is similar to (9) with the peculiarity of having greater distance between antennas, $a_1 > d/(\lambda \sqrt{2})$, and a slight rotation of the array orientation, $a_2 \cong \varphi_{\text{ref}}$. It is remarkable that the differences between the actual RPs that are induced by the electromagnetic coupling are actually translated into an ideal AA with a higher resolution given its larger aperture [18], [27].

IV. SIMULATED PERFORMANCE

The use of an AA provides the possibility of steering the beam/s of its combined RP and allows maximizing the gain toward the DOA of an impinging signal [15]. Acceptable results are frequently obtained even if the true DOAs of the satellites or the AA calibration information are not well known. On the contrary, when the objective is to minimize the received power that comes from an unwanted source, this information is essential for good performance of deterministic nullforming techniques [28], [29]. This is typically the case when an in-band undesired wave is also impinging on the AA of a GNSS receiver. Hence, it is important to verify if an improvement can be achieved with our approach for array processing when no information about actual/calibrated RP's is used. Instead, only the relative antenna phase differences are supposed to be deduced from their relative positions.

Here, we present a simulated interference mitigation experiment employing the AA described previously. The test consists of comparing the performance of the AA to overcome an RHCP continuous-wave jamming attack operating at the center frequency of the L1 GPS band $f_c$ while enhancing the AA gain at the DOA of a GPS signal. Given the characteristics of the signals and the assumed interference spectra, a narrow-band model will be used for signal processing, and $f_c$ will be taken as the reference frequency. Any interference wave will also be assumed to come from the near-horizon region, while the usable GPS signals are likely closer to the zenith angle, assuming the zenith orientation to be normal to the plane array. For the sake of simplicity, only one GPS satellite signal of interest is considered arriving from $(\theta_i, \phi_i)$, while an undesired source signal arrives from $(\theta_i, \phi_i)$, according to the values in Table III.

The overlapping snapshots of the GPS signal $s$, the interference $i$, and the thermal noise $n$ that are received by the AA, are considered in the array signal vector $\mathbf{x}$ as

$$\mathbf{x} = s \mathbf{h}(\theta_i, \phi_i) + i \mathbf{h}(\theta_i, \phi_i) + \mathbf{n}.$$  \hspace{1cm} (22)

Hence, the beamformer yields the array output signal $y$, that is a linear combination of the vector $\mathbf{x}$ and the complex array weight vector $\mathbf{c}$ as

$$y = \mathbf{c}^H \mathbf{x}.$$  \hspace{1cm} (23)
Fig. 6. Comparison of the interference gain with signal gain rejection ratio (κ) after beamforming for different interference DOAs. (a) θi = 50°. (b) θi = 70°. (c) θi = 90°.

In essence, a new RP is obtained through beamforming [15]

\[ h_{BF}(\theta, \phi) = c^H \mathbf{h}(\theta, \phi). \] (24)

Therefore, given the signals of interest, we define the gain ratio between the jammer to GPS satellite DOAs as a figure of merit for the comparisons. Namely

\[ \kappa = \frac{h_{BF}(\theta_i, \phi_i)}{h_{BF}(\theta_s, \phi_s)}. \] (25)

Hereafter, in order to emulate an on-board scheme, the spatial processing is done by using just the phased array model. Afterwards, the performance analysis is done with all the available information.

A. Fully Controlled Scenario

In this first comparison, the orientation of the array is assumed to be known, as well as the GPS signal and interference DOAs. The orthogonal projection beamforming (OPB) is then used to obtain the proper weight vectors [15].

The first case considered is simply an uncompensated approach (labeled as “UA”) that assumes an idealistic array of isotropic elements. It will be compared against the compensation schemes at a similar level of computational complexity at the signal processing stage, i.e., the beamformer weights are calculated only using the steering vectors \( s_n(\theta, \phi) \) and not accounting for the antenna gains \( g_n(\theta, \phi) \)

\[ c = \left[ I_N - (s_i s_i^H)^{-1} s_i s_i^H \right] s_i \] (26)

where \( s_i = s(\theta_i, \phi_i) \) and \( s_i = s(\theta_i, \phi_i) \); see (1).

The second case considered uses LMS compensation (“LC”), whose transformation matrix \( T \) is based on the initial objective array \( H_i \) since, as usually done, it preserves the original array geometry. Hence, the OPB also yields to (26).

The last case is our unitary compensation (“UC”) method based on the matrix \( W \) associated to the virtual array model \( H \). Then, its OPB weight vector \( \hat{c} \) is

\[ \hat{c} = W^H \left[ I_N - (\hat{s}_i (\hat{s}_i^H \hat{s}_i)^{-1} \hat{s}_i s_i^H)^H \right] s_i \] (27)

being \( \hat{s}_i = \hat{s}(\theta_i, \phi_i) \) and \( \hat{s}_i = \hat{s}(\theta_i, \phi_i) \).

The graphs in Fig. 6 present the calculated gain ratios \( \kappa \) when the incidence angle of the interference is swept as indicated in Table III. The results of the uncompensated AA, the LMS compensated AA, and the unitary compensated AA are labeled as \( \kappa^{(UA)} \), \( \kappa^{(LC)} \), and \( \kappa^{(UC)} \), respectively. The performance of the OPB in the compensated cases is significantly improved in most part of the hemisphere, reaching gain ratios in the order of \(-20 \text{dB} \) or less when \( \theta_i = 50^\circ \). Hence, without compensation, the interference attenuation level is not effective when the interference approaches the zenith region. Both compensation methods provide good results in this region, presenting only slight differences according the DOA.

For the particular case where the interferences come from the horizon, neither case produces a significant improvement, being the natural antenna gain reduction the main contributor to the interference attenuation. If a better behavior would be needed, it is possible to use a different weight matrix \( Q \) to enhance the performance of this region, at the cost of some degradation in the upper region (see Section III-C). Another possible approach could be to adopt an alternative sectorial transformation, instead of the global one, to take over of a narrower DOA region when required.

B. Partially Controlled Scenario: Deterministic Beamforming

Now, the jammer position is assumed to be unknown, so it will be necessary first to detect its position by employing a direction finding method. We chose the MUSIC algorithm since it is a very well-known method and it can incorporate some level of information about the RPs [30]. It is based on the sampled spatial correlation matrix \( R_{xx} \) of the received signals \( x \). Since the GPS uses direct sequence spread spectrum modulation, their signals are immersed well below the noise power level, thus without despreading, they are undetectable [1]. Therefore, before the despreading, a strong interference can be easily detected, since the MUSIC algorithm produces a DOA estimate by searching the array response vector that is orthogonal or nearly orthogonal to the noise subspace. Namely, the estimation yields \( (\hat{\theta}_i, \hat{\phi}_i) \approx (\theta_i, \phi_i) \), but the results will be different depending on the selected compensation approach.
Given the stochastic nature of this problem, it is convenient to define a more concrete scenario. The signal and noise power densities are selected to be the typical values [1], while for the interference, a generic but realistic value is adopted. The models of the RF front end and the analog-to-digital converters are fully simplified, but some relevant characteristics are taken from the heterodyne receiver that will be used at the experimental validation stage, which are the following.

1) Intermediate frequency: \( f_{\text{IF}} = 30.42 \) MHz.
2) Sampling frequency: \( f_s = 20 \) MHz.
3) Bandwidth: \( \text{BW} = 12 \) MHz.
4) Number of samples: \( 400 \ 000 \).
5) Antenna noise power density: \( N_0 = -174 \ \text{dBm/Hz} \).
6) GPS Carrier to noise power density: \( C/N_0 = 40 \ \text{dB-Hz} \).
7) Interference-to-signal ratio: \( \text{ISR} = 40 \ \text{dB} \).

The DOA estimation results are shown in polar graphs in Fig. 7. The calibrated array solutions (black dotted curves) are shown only for reference purposes since they require access to the whole array response information. The other curves indicated as \((\theta^*, \phi^*)^{(UA)}\), \((\theta^*, \phi^*)^{(LC)}\), and \((\theta^*, \phi^*)^{(UC)}\) represent the solutions of this new scenario. Only the LMS solutions have changed considerably showing high deviations from the true DOAs. On the contrary, the use of a unitary matrix effectively retains the advantages of applying a compensation while also avoiding the distortion of the received noise properties. It is important to notice that any other estimation methods that assume a phased array model and/or do not account for the RPs, can also benefit from this transformation [31].

Based on the interference DOA estimations, the OPB weight vectors (26) and (27) are recalculated correspondingly. Hence, the results in terms of the gain ratios as a function of \((\theta_i, \phi_i)\) are presented in Fig. 8. These are consistent with the results found in the previous subsection. In many cases, the differences obtained with the DOA estimations (errors) even improve the \( \kappa \) ratio since they conform to irregularities of the actual RP’s. However, this is not the case when considering the LMS compensation with a relatively high noise power level because of the bias produced in the MUSIC method by a correlated noise subspace.

C. Partially Controlled Scenario: Adaptive Beamforming

Typically, the spatial subspace projection based on the DOA estimation is applied for mitigation of spoofing/meaconing attacks, while for the interference/jamming problem, an adaptive subspace projection process is preferred [7], [8], [13]. Adaptive beamforming is commonly chosen because it often requires very little information about the array response. However, there are situations where a rough model for unequally behaved antennas can also induce some signal degradation. In this subsection, we show that applying a compensation can improve the performance in these situations and that our approach can produce better results than LMS.
Here, we use the minimum variance distortionless response (MVDR) beamforming method [15]. It performs a blind attenuation of an interference, based on the sampled spatial correlation matrix \( R_{xx} \), while recovering the desired signal by maximizing the gain toward its location. Hence, the MVDR estimators for the three cases are

\[
\begin{align*}
    y^{(UA)} &= c^H_1 x, \quad c_1 = R_{xx}^{-H} s_s, \\
    y^{(LC)} &= c^H_2 x^{(LC)}, \quad c_2 = R_{x^{(LC)}x^{(LC)}}^{-H} s_s, \\
    y^{(UC)} &= c^H_3 x^{(UC)}, \quad c_3 = R_{x^{(UC)}x^{(UC)}}^{-H} s_s,
\end{align*}
\]

where \( R_{x^{(LC)}x^{(LC)}} \) and \( R_{x^{(UC)}x^{(UC)}} \) are the sampled correlation matrices of the transformed array signals \( x^{(LC)} = T x \) and \( x^{(UC)} = W x \), respectively, while \( y^{(UA)} \), \( y^{(LC)} \), and \( y^{(UC)} \) are the combined array signals. With this method, a compensation does not make a significant contribution to the mitigation purpose, so the ratio \( \kappa \) does not show substantial differences. However, since the transformation allows to incorporate more information of the actual AA structure, we show that some improvement can be obtained in the final carrier power to noise power density ratio, \( C/N_0 \).

The same scheme of the previous examples—without increasing the noise level—is used, with the only difference that the desired signal comes from \((60^\circ, 180^\circ)\). For the interference located at \( \theta_i = 90^\circ \) and \( 0^\circ \leq \phi_i < 360^\circ \), the \( C/N_0 \) of the already defined cases are shown in Fig. 9. The calibrated AA solution is again included as an upper limit reference, so the difference in \( C/N_0 \) with respect to each method, \( \Delta C/N_0 \), eases the comparison. The weight vector of this calibrated array (“CA”) is \( c_4 = R_{xx}^{-H} h \), which yields to \( y^{(CA)} = c^H_4 x \). It is evident that the performance of the AA with unitary compensation is practically as good as the calibrated case, while the other approaches lose some signal strength, in greater proportion when the interference and the desired signal are closer.

V. IMPLEMENTATION AND MEASUREMENTS

The four-element AA prototype was constructed according the specifications described in Section III-A. Additionally, a thermoplastic polymer-based structure was added to carry out its mounting. This holder has small flaps that allow the AA to be fitted in through its corners that are small enough to not interfere with the designed array response. The implemented AA with its holder is shown in Fig. 10. The measured scattering parameters, presented in Fig. 11, are consistent with the simulations in Fig. 3. Although there are some minor differences, we verified that the AA performance is not significantly affected.

![Fig. 8. Comparison of \( \kappa \) for different interference DOAs using MUSIC estimates. (a) \( \theta_i = 50^\circ \). (b) \( \theta_i = 70^\circ \). (c) \( \theta_i = 90^\circ \).](image)

![Fig. 9. MVDR performance when an interference is present at \( \theta_i = 90^\circ \) and a satellite signal is coming from \((60^\circ, 180^\circ)\). (a) \( C/N_0 \) of the four approaches. CA taken as upper limit. (b) Relative \( C/N_0 \) with respect to the calibrated AA performance.](image)

![Fig. 10. Antenna array mounted over the thermoplastic holder.](image)
The AA under test was validated using a multiantenna GNSS experimental receiver of our own design, with similar architecture to the receiver in [32]. The signals of each antenna were recovered after passing through the RF front-end stage, and then, digitized at the intermediate frequency, $f_{\text{IF}}$. The data acquisition stage uses a high-speed and high-bandwidth sampling and storage platform whose architecture is based on [33]. The main parameters of the receiver used in this test are as follows.

1) Local oscillator: 1545 MHz.
2) Reference oscillator (OCXO): 10 MHz.
3) Intermediate frequency: $f_{\text{IF}} = 30.42$ MHz.
4) Sampling frequency: $f_s = 20$ MHz.
5) Bandwidth: BW = 12 MHz.
6) Quantization: 2 bit per channel.
7) Number of registered samples: 400 000.

The receiver and the AA were located in an open-sky environment, as depicted in Fig. 12, in order to acquire 20 ms of GPS data samples. Afterwards, the data were processed in a computer for synchronization with GPS signals. The time and place of the experiment were December 10th, 2019 at 13:35 h, in the city of La Plata, Buenos Aires, Argentina. Eight satellites above an elevation mask of $\theta \leq 80^\circ$ were available and all of them were detected at each of the antennas. The satellites in view, labeled by their space vehicle numbers (SVNs), were 2, 5, 12, 21, 25, 26, 29, and 31.

Next, we analyzed the DOA estimation and nullforming capabilities of the AA, as we did by simulation. Here, the calibrated case is not considered since we have not measured RPs. The LMS compensation case is not included because the performance results that were obtained are quite similar to the ones obtained with our method. In fact, a slight but consistent improvement was found with this last approach, in the range from 0 to 1 dB. As a general statement, we can say that we have found a good agreement between experimental results and previous simulations, and therefore, the implementation has been successful.

The polar graph in Fig. 13 shows the DOAs of the satellites in view. It can be evidenced that there are several satellites with low and high elevation angles spread in the range of $0^\circ < \theta < 90^\circ$. The virtual AA model validation for DOA of the satellites estimation was done with the MUSIC algorithm. Given that the GPS satellites use spread spectrum code division multiple access [1], the algorithm was applied after the despreading stage for each satellite at a time. The results obtained with and without compensation are also illustrated in Fig. 13. In both cases, a good correspondence is obtained between the estimates and the actual DOAs. However, for certain satellites, a considerable improvement is evidenced when our compensation is used. It is important also to notice the possible presence of uncontrolled experimental conditions, like some level of multipath or other kind of signal distortions.

Another way to show the action of the proposed compensation is calculating the signal strength at each element of the AA. The received $C/N_0$ of the satellites when no transformation is applied are shown in Fig. 14(a). For each satellite, the signal strength differs considerably between the antennas, which is pretty much consistent with the simulated array response and the DOAs of the incoming signals. These differences are significantly reduced after applying the unitary transformation, as can be seen in Fig. 14(b), which is also in accordance with the expected behavior.

In order to assess the AA ability of enduring adversities, we formulate an unfavorable and demanding scenario...
where the array must overcome the presence of a fictitious undesired source represented by one of the actual GPS satellites. The AA must be able to mitigate it at the same time that steers its main beam toward the DOA of the desired GPS signal. Therefore, the signal obtained after nullforming should have an attenuated version of the unwanted satellite signal, i.e., its power should be much lower than the other satellites. This test does not provide a measure of rejection depth, as the simulations did, though corroborates the accomplishment of the expected aim, and can be customized for spoofing, interference, or jamming mitigation situations. According to the simulations, a reasonable interference rejection ratio when performing nullsteering is expected to be of about 20 dB. Then, considering that the threshold of our detection algorithms is approximately 30 dB-Hz of $C/N_0$ [34], if this level of attenuation is actually achieved, the undesired signal should be undetectable. On the contrary, if the undesired signal can be detected, then the attenuation provided by the nullforming strategy will be clearly insufficient, since there are no satellites with $C/N_0$ as high as 50 dB-Hz.

The first test consists in suppressing the SVNs 2 and 26 while beamsteering toward each of the remaining available satellites. The choice of the two sources of interference is given by their location at low elevation angles (approx. 80°), which is more likely for a jammer or spoofer device. This process is performed by means of the OPB method, which makes use of the previously obtained DOA estimations. In Fig. 15, it is seen that the undesired sources are effectively mitigated with both schemes, while all the desired satellites have been recovered. It is clear that the relatively low signal strength of the unwanted signals makes them easy targets to mitigate, so both methods accomplish this objective.

In the following case, the SVN 12 is considered as an interference since it is located at a low elevation angle but its signal strength is relatively high. The results are presented in Fig. 16. If no compensation is applied, only two over seven satellite signals are detected, while at the same time, the interference (SVN 12) is low enough not to be detected. However, when the other five satellite signals are selected, the presence of the unwanted signal can still be detected. This clearly indicates that the uncompensated array cannot get rid of the interference, even that the misalignment of its DOA estimate is similar to the one of the compensated array. On the other hand, the compensated AA has detected all the available GPS signals with a slightly higher $C/N_0$ level and without any presence of the interference.
As final—and most demanding—case, the SVN 12, 21, and 31, which are located at medium elevation angles (60° approximately), are considered to be interferences. In Fig. 17, the differences between the performance of the compensated and uncompensated array are exhibited. Without compensation, the undesired signals were always detected showing the poor attenuation achieved. Conversely, when the compensation was applied, the undesired signals became undetectable, while the $C/N_0$ levels of the desired signals are similar in some cases and significantly higher in others.

VI. CONCLUSION

In this article, a compact, low-cost, and lightweight AA for GNSS effective spatial signal processing was presented. Given the compactness of the array, the actual RPs are mostly different. Hence, the proposed AA is complemented with a transformation matrix that turns the AA into a new “virtual” array with almost identically behaved elements. Moreover, since this transformation is unitary, it does not modify the statistical properties of the received noise. The equivalent virtual array relaxes the need of employing the actual RP’s information in order to allow simple array signal processing while keeping a good performance of beamforming and DOA estimation techniques with a compact AA. The proposed AA was built and validated with the experimental tests. Moreover, these tests were done using the compensation parameters that were obtained with the simulated AA response, which can be seen as an indication that the performance of the compensated array is not much sensitive to mismatch errors.

It is remarkable that the differences between the actual RPs—that are induced by the electromagnetic coupling—are in fact translated into a larger uncoupled AA. And therefore, this implies that the proposed AA has a higher spatial resolution than it would be expected by its geometry. This fact can have deep consequences because it seems to indicate that certain uncoupling strategies can actually be suboptimal.

Finally, it is important to remark that the proposed approach is neither restricted to GNSS applications nor to microstrip antennas. Similar virtues on other compact AA designs can be achieved and exploited in countless applications following a similar procedure. Although our current proposal consist of using a single transformation for global compensation, a different tradeoff between computational complexity and precision achieved with the virtual model can be easily chosen instead. Either adding more tuning parameters for the virtual array or performing sectorial and time variant compensations are valid options to obtain more accurate virtual models, which will be pursued elsewhere.
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