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Abstract: It is widely believed that the incorporation of renewable energy to the current power grid is the way forward in achieving sustainable power generation. Currently, with the reduction of PV prices, many countries have started connecting PV systems into their grid network, hence leading to a sharp increase of the penetration levels of renewable electricity production. This will bring significant change in the load pattern and the ramping requirements of the grid’s conventional generation system due to the varying nature of the renewable energy generation. This significant change affects the stability of the grid frequency because it becomes more challenging for the system operators to maintain the equilibrium between the generation and load. Additionally, this significant change affects the PV system potential hosting capacity of the traditional grid because of the PV system’s curtailment in order to comply with the constraints of the grid’s conventional generation system. In this paper, the net load, grid frequency stability, and grid potential hosting capacity are evaluated in the situation of increasing the penetration level of large-scale PV systems generation into the grid. The results show that the grid operators will face increasingly variable net load patterns and steeper ramping events as the PV system penetration level increases. Additionally, the results show the requirement of having flexibility measures that target each grid constraint as the PV system penetration level increases.
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1. Introduction

Energy access, decarbonization, and energy security are some of the driving triggers for the growing penetration of the renewable energy in the electric grids around the world. The earth’s surface collects an average energy of approximately $1.2 \times 10^{17}$ W of solar power; this could meet the demand of the earth’s whole population for a whole year in less than an hour of that energy harnessing [1]. Since the photovoltaic (PV) technology has no limitation in supply, it is considered one of the major contributors in distributed renewable energy share [2,3]. By 2040, it is predicted that PV technology will become the most dominant contributor in electricity generation among all other sources of renewable energy [4]. However, integrating large-scale PV systems into the grid will bring up a new set of technical and grid stability challenges because of their uncontrollable varying generation output [5].

Grid stability is a core requirement to ensure the security and reliability of the grid’s operation. The large-scale integration of PV systems would bring a significant change in the load pattern, which affects the stability of the grid’s frequency. This is because it becomes more challenging for the system operators to maintain equilibrium between the generation and load. The authors of [6] studied the effects of four PV power plants, 50 MW each, as well as four conventional power plants, 700 MW each, on the frequency stability...
of the grid and concluded that the frequency stability is not drastically affected by the PV power plants. However, the aforementioned study did not consider any reduction of the conventional power plants. The research conducted in [7] illustrates the impact of both large PV and wind power plants on the voltage and frequency stability of the Jordan’s grid. Additionally, the frequency stability analysis showed that the grid can withstand the penetration of the renewables up to 40% of the total generation. The authors of [8] performed a power system stability analysis under increased penetration of PV power with synchronous power controllers (SPCs), in which the frequency deviations were limited due to the usage of SPCs in the PV power plants. The research in [9] evaluated the impact of high penetration levels of PV power plants on Egypt’s unified grid stability, and the frequency stability analysis showed that the grid can withstand a PV power output of up to 3 GW of total demand.

Hosting capacity can be defined as the amount of new generation that can be integrated into the grid without endangering its reliability [10]. The authors of [11] examined the hosting capacity of a distorted distribution system with PV units, in which the designed C-type passive filter managed to achieve a higher hosting capacity in comparison to other conventional filter designs. The research conducted in [12] illustrated the PV hosting capacity effect on the harmonic voltage distortion of a low-voltage side, and it was concluded that there are significant risks in determining the hosting capacity without having information on background distortion. The research in [13] investigated the PV hosting capacity for Switzerland’s medium voltage distribution grid, in which a battery energy storage was used to extend the PV hosting capacity. The authors of [14] evaluated the PV hosting capacity using integrated grid planning modelling approaches, in which a two-stage transmission and generation expansion model was combined with the distribution network PV hosting capacity assessment.

As the electrical grid evolves to allow the integration of large volumes of renewable energy in respect to the generation mix portfolio, the system’s operators must address the insurance of flexibility across all parts of the grid system. Currently, the generation mix portfolio is capable of providing the source of flexibility to deal with the variability of the electricity demand. However, as the penetration level of the renewable energy to the grid increases, it changes the net load pattern, which it will become very crucial to plan for the impact of uncertainty and variability. Therefore, an assessment of the net load after applying the grid’s constraints in terms of the baseload constraint and ramping constraint of the conventional generation system of the grid can provide insight on the impact of variability on the grid that accompanies the renewable energy generation of different capacities. Furthermore, the frequency stability of the grid senses the variation between the generation and demand, which can also provide insight on the impact of variability on the grid that accompanies the renewable energy generation of different capacities.

Most of the prior studies that examined the grid’s frequency stability, due to increasing the penetration level of PV generation into the grid, lacked investigation into the effect of the size of the PV disturbance on the grid’s frequency. Additionally, the prior studies lacked analysis of the net load that aids in illustrating the change in load pattern effect and the ramping requirements needed by the grid’s conventional generation system in the situation of increasing the penetration level of the PV power into the grid. Furthermore, the prior studies on PV hosting capacity lacked the analysis of the effects that each grid constraint has on the performance of the PV system in terms of PV curtailment in the situation of increasing the penetration level of the PV generation into the grid. Therefore, this paper aims to provide a useful framework in the assessment of the frequency stability representation of the grid and PV hosting capacity for researchers to further exploit the operational reliability of the grid system and aid the development of methods to mitigate the adverse effects of large-scale PV system integration.

The present paper is organized as follows: Section 2 presents a detailed description of the methodology employed, which includes data collation, PV system modelling, grid frequency modelling, and PV curtailment modelling; Section 3 illustrates the results of the
net load analysis in terms of assessing the net load’s pattern and ramping in the situation of increasing penetration level of PV power into the grid. Section 3 also shows the results of the frequency stability analysis of the grid at increased penetration level of large-scale PV systems and the results of the grid’s potential hosting capacity evaluation, with large-scale PV plants at various penetration levels to the grid. The paper concludes by discussing the results and summarizing the key aspects facing the frequency stability and PV hosting capacity from the integration of the PV systems, depending on their size scale into the grid.

2. Methodology

This section will present a detailed description of the steps undertaken to design and model the PV system, which includes the sizing of the PV array, the performance of the inverter, other miscellaneous system losses, and the PV array mathematical representation. In addition, the collected data from the case study location in the form of the hourly load profile and hourly solar irradiance data at various seasons of the year are presented. This enables the study to illustrate the change in load pattern effect due to increasing the PV penetration level into the electrical grid. Furthermore, this section will present the method used to calculate the grid’s frequency and illustrate the PV curtailment method, which is applied to comply with the grid’s constraints. In doing so, this enables us to assess the grid’s potential hosting capacity with large-scale integrated PV plants. Figure 1 presents a flowchart of the methodology employed to assess the grid’s potential hosting capacity of large-scale integrated PV plants at various penetration levels.

*Figure 1.* Flowchart of the methodology used to assess the grid’s potential hosting capacity of large-scale integrated PV plants at various penetration levels.
2.1. Data Collection

The case study location is in the region of Riyadh, Saudi Arabia, with a latitude of 24.91° N and a longitude of 46.41° E. The chosen location is on the eastern part of the Najd plateau, which is characterized by an arid environment with low annual rainfall and high temperature variability. This section will showcase the collected hourly load profile and meteorological data. The chosen months for winter, spring, summer, and autumn correspond respectively to January, April, June, and October. The reason for choosing these months is to provide a clearer evaluation during seasonal variations of change in the shape of the net load, which will alter the ramping requirements needed by the grid’s conventional generation system.

2.1.1. Load Profile

The hourly load profile for the city of Riyadh has been collected for the year 2017 from the Saudi Electricity Company (SEC) and was organized into average hourly daily load profiles for each month of the year. This will show a clearer representation of the pattern for the load profile and the seasonal variation that the load profile experiences throughout the year. The average representation might not give an accurate result because the peak load will be slightly higher than the value used for average data. However, since the aim here is to show a clearer representation of the pattern for the load profile and the seasonal variation that the load profile experiences throughout the year, the average hourly daily load profile for each chosen month is used. Figure 2 shows the 2017 Riyadh average hourly daily load profile for the different seasons. Figure 3 shows the 2017 monthly sum of electricity load in Riyadh.

![Figure 2](image1.png)  
**Figure 2.** The 2017 average hourly daily load profile for the different seasons in Riyadh [15].

![Figure 3](image2.png)  
**Figure 3.** The 2017 monthly sum of electricity load in Riyadh [15].
2.1.2. Meteorological Data

The hourly Global Horizontal Irradiance (GHI) data and the ambient temperature data were obtained from King Abdullah City for Atomic and Renewable Energy (K.A.CARE). The collected hourly Global Horizontal Irradiance (GHI) data and the ambient temperature data are shown in Figures 4 and 5, respectively.

![Figure 4](image-url)  
**Figure 4.** Average hourly solar irradiance for the different seasons in Riyadh, 2017 [16].

![Figure 5](image-url)  
**Figure 5.** The average monthly maximum and minimum temperatures in Riyadh, 2017 [16].

2.2. PV System Modelling

The PVSYST software was used to estimate the performance of the PV plant, as this software is very accurate in the estimation of the PV system’s performance by offering PV cell-level parametric analysis. However, the PVSYST model may not be suitable for assessing the performance of the electrical grid system with the inclusion of the PV system because of the complexity and because it is beyond the scope of the model [17]. Furthermore, such studies involve only calculating the PV power over extended time frames at different weather conditions. Therefore, more appropriate mathematical models are required for this kind of analysis, as the amount of calculations is minimized [18]. Addi-
tionally, there are some simplified models that directly relate to any instant of temperature and irradiance with the PV’s maximum generation [19,20]. These models are appropriate for use when the goal is to investigate the behavior of the electrical grid with the inclusion of the PV system.

The solar cells are usually connected in series, forming a solar module, and the formed panels are further interconnected in series and parallel, forming PV strings and PV arrays. It is worth mentioning that PV arrays include design power diodes in their circuit, such as the bypass diode and blocking diodes. The bypass diode is connected in parallel to several modules in order to conduct the current in the event of some modules being damaged or shaded. The blocking diodes are interconnected in series with each string in order to protect the modules from reverse current flow [21].

This following section will describe the details of the steps undertaken to design and model the PV array, which includes the sizing of the PV array, the performance of the inverter, the other miscellaneous system losses, and the PV array mathematical representation.

2.2.1. PV Array Sizing

The quantity of modules in each string is limited to the mandatory voltage level of the array; meanwhile, the quantity of parallel strings in the array is determined by the mandatory current rating of the array. Step by step procedures and algorithms used to accurately estimate the number of modules and strings for designing and configuring a PV system are detailed in [22]. The system’s DC side operating voltage and the number of the panels are related as follows:

\[ \text{N}_{\text{modules}} = \frac{\text{U}_{\text{imp}} \times \text{V}_{\text{mp}}}{\text{U}_{\text{mp}}} + 1 \]  

where \( \text{N}_{\text{modules}} \) is the number of solar modules that are placed in series and \( \text{V}_{\text{mp}} \) is the PV module’s maximum power voltage. The number of solar modules that are placed in series (\( \text{N}_{\text{modules}} \)) should be at least equal to the following:

\[ (\text{N}_{\text{modules}} \times \text{V}_{\text{mp}}) \geq \text{U}_{\text{imp}} \]  

The number of strings in parallel (\( \text{N}_{\text{strings}} \)) in the array is equal to the following:

\[ \text{N}_{\text{strings}} = \frac{\text{Max DC input current of inverter}}{\text{I}_{\text{sc}} \text{ of PV module}} \]  

The maximum number of strings that are necessary for preventing current limitation is estimated as:

\[ (\text{N}_{\text{strings}} \times \text{I}_{\text{sc}}) < \text{Max DC input current of inverter} \]
The output of the PV system should be equal or closely related to the inverter’s rated power. Moreover, in Europe, the inverter’s power could be in the following range in respect to the PV generation [22]:

\[
0.8 \leq \frac{P_{\text{inv}}}{P_{\text{PV}}} \leq 1 \quad (6)
\]

where \(P_{\text{inv}}\) is the inverter’s rated power and \(P_{\text{PV}}\) is the rated power of the PV array. It is important to ensure that the voltage does not go above the permissible value of the inverter’s operating voltage during extreme conditions, both at low and high temperatures, which may result in the destruction of the device. The following shows the method of relating the voltage at extreme low temperatures \(V_{\text{Tmin}}\):

\[
V_{\text{Tmin}} = (V_{\text{oc}} \times N_{\text{modules}}) - \frac{(T_{\text{low}} - T_{\text{stc}}) \times T_{\text{C/Voc}} \times V_{\text{oc}} \times N_{\text{modules}}}{100} \quad (7)
\]

\[
V_{\text{Tmin}} < \text{Inverter\text{maxDC voltage}} \quad (8)
\]

where \(V_{\text{oc}}\) is the open circuit voltage, \(T_{\text{low}}\) is the extreme low temperature, \(T_{\text{stc}}\) is the PV cell temperature at standard test conditions, and \(T_{\text{C/Voc}}\) is the open circuit voltage temperature coefficient of the PV panel. Additionally, it is important to ensure that the voltage does not go below the minimum voltage of the inverter’s MPPT controller in extremely high temperatures. The following shows the method of ensuring the voltage at an extremely high temperature \(V_{\text{Tmax}}\):

\[
V_{\text{Tmax}} = (V_{\text{mp}} \times N_{\text{modules}}) + \frac{(T_{\text{high}} - T_{\text{stc}}) \times T_{\text{C/\text{mp}}} \times V_{\text{mp}} \times N_{\text{modules}}}{100} \quad (9)
\]

\[
V_{\text{Tmax}} > \text{MPPT\text{minDC voltage}} \quad (10)
\]

where \(T_{\text{high}}\) is the extremely high temperature and \(T_{\text{C/\text{mp}}}\) is the maximum power voltage temperature coefficient of the PV panel.

2.2.2. Inverter Efficiency

The efficiency of the inverter is dependent on the DC input from the PV array, which means that the efficiency of the inverter will vary as the DC input from the PV array varies. Furthermore, the term “inverter loading ratio” (ILR) is used to describe the ratio of the PV array’s DC power in relation to the inverter’s peak AC power [23].

\[
\eta_{\text{ILR}} = \frac{P_{\text{array, dc}}}{P_{\text{inv, ac}}} \times 100 \quad (11)
\]

where \(\eta_{\text{ILR}}\) is the inverter loading ratio (ILR) in percent, \(P_{\text{array, dc}}\) is the PV array’s DC power, and \(P_{\text{inv, ac}}\) is the inverter’s peak AC power. To estimate the efficiency of the inverter, the \(\eta_{\text{ILR}}\) will be used when the \(P_{\text{array, dc}}\) is increased, while keeping the \(P_{\text{inv, ac}}\) constant. Additionally, the inverter’s efficiency curve is essential in the estimation of the inverter’s instantaneous efficiency \(\eta_{\text{inv}}\), and so the PVSYST database for inverters may be used to obtain the inverter’s efficiency curve. The ABB central 500 kW efficiency curve and the DC to AC power relationship are shown in Figure 6.
Thus, using Equation (11) and Figure 6 enables the estimation of the efficiency of the inverter, as shown in Table 1. It is worth mentioning that the power factor of 1 is considered for the solar PV inverters. The inverter configurations for the PV system should be known. The work presented in [25] provides a detailed review for the inverter’s configurations in relation to the PV technologies and systems.

Table 1. The estimated inverter efficiency.

| Inverter’s Loading Ratio (\(j_{ILR}\)) | Inverter’s Efficiency (\(\eta_{inv}\)) |
|----------------------------------------|---------------------------------------|
| 10% ≤ \(j_{ILR}\) ≤ 100%              | 98%                                   |
| 1% ≤ \(j_{ILR}\) < 2%                 | 85%                                   |
| 2% ≤ \(j_{ILR}\) < 5%                 | 92%                                   |
| 5% ≤ \(j_{ILR}\) < 7%                 | 95%                                   |
| 7% ≤ \(j_{ILR}\) < 10%                | 97%                                   |
| 100% < \(j_{ILR}\) < 105%             | 96%                                   |
| 105% < \(j_{ILR}\) < 110%             | 94%                                   |
| 110% < \(j_{ILR}\) < 120%             | 85%                                   |
| \(j_{ILR}\) < 1%                      | 0%                                    |
| else                                   | 80%                                   |

2.2.3. Other Miscellaneous PV System Losses

The energy converted from the PV array undergoes several processes, in which the energy may be lost from the system. Figure 7 presents the factors that lead to the PV system’s power losses [26]. The study reported in [27] showcased that the PV system performs at a 67% performance ratio due to the PV system losses and these losses account to 1% incident angle losses, 4% shading losses, 4% array temperature losses, 6% mismatch and MPPT losses, 9% inverter losses, and 9% other losses. Another study reported in [28] used the PVSYST software to simulate the performance ratio of a 20 MW grid-connected PV system, in which the performance ratio was 75% due to the PV system losses, excluding the inverter losses. Therefore, a performance ratio (\(P_{losses}\)) of 75% was set for the PV system due to PV system losses, excluding the inverter losses, since they were accounted for.
This section describes a simplified mathematical model for calculating the PV array output. The simplified mathematical model used is based on work published in [19,20], which computes the PV-generated power based on the total area of the PV array ($A_{array}$) and the PV system conversion efficiency ($\eta_{conversion}$).

$$A_{array} = \frac{N_{modules} \times N_{strings} \times P_{nominal}}{G_{stc} \times (\eta_{module} / 100)}$$  \hspace{1cm} (12)

where $N_{modules}$ is the number of modules in series in a string, $N_{strings}$ is the number of strings in parallel in the array, $P_{nominal}$ is the single PV module’s nominal power in watts, $G_{stc}$ is the global horizontal irradiance (GHI) for standard test conditions, and $\eta_{module}$ is the single PV module’s efficiency.

$$T_{cell}(t) = Temperature(t) + \frac{G(t)}{800} \times (T_{noct} - 20)$$  \hspace{1cm} (13)

where $T_{cell}$ is the cell temperature, $G$ is the global solar irradiance data on PV surface, and $T_{noct}$ is the nominal operating cell temperature of the PV cell. The PV system conversion efficiency ($\eta_{conversion}$) is estimated using the following Equation (14):

$$\eta_{conversion}(t) = \frac{\eta_{module}}{100} \times (1 + (\frac{T_{coef}}{100} \times (T_{cell}(t) - T_{stc}))$$  \hspace{1cm} (14)

where $T_{stc}$ is the cell temperature used for standard test conditions and $T_{coef}$ is the temperature coefficient of the PV module in percentage. The array output power can be estimated as follows:

$$P_{array}(t) = A_{array} \times G(t) \times \eta_{conversion}(t) \times \eta_{inv}(t) \times P_{losses}$$  \hspace{1cm} (15)

where $P_{array}$ is power of the PV array, $\eta_{inv}$ is the inverter’s efficiency, and $P_{losses}$ is the system’s performance ratio due to the miscellaneous power losses.

The minimum number of modules in series and the maximum number of strings in parallel were calculated to design the correct maximum PV array based on the technical specification data of the mentioned components. Therefore, the calculations show that the number of modules in a series string should equal 17, while the number of strings in parallel in an array should equal 101. Since the STC nominal power of the PV module was 320 W, the maximum array output was equal to 549 kW. The PV and inverter type that was used in this study were:

- PV module: SolarWorld Pro SW 320 XL Mono
- Inverter: ABB central inverters PVS800 500 kW

The number of PV (plants) arrays ($N_{array}$) were deduced from the desired percentage of the PV share to the peak load, better known as the penetration levels of the PV system. The identified peak load point can be interpreted as an indicator to the size of the system. This is because the conventional generation system of the grid is traditionally sized to meet...
the annual peak load whilst keeping a reserve margin to deal with outages and extreme load events [29]. Thus, using Equations (16) and (17) enables the calculation of the PV system’s capacity based on the desired penetration level to the peak load.

\[
N_{\text{array}} = \frac{\text{Peak load} \times \text{PV penetration level (\%)}}{100 \times \text{Inverter size}} \tag{16}
\]

\[
\text{PV system output (t)} = N_{\text{array}} \times P_{\text{array}}(t) \tag{17}
\]

2.3. Grid Frequency Modelling

The demand for electricity continuously varies over time due to the consumer’s habits and weather conditions; thus, the load of the power system is always fluctuating. It is fundamental that the generation matches these variations precisely through a function called load frequency control (LFC) in order to maintain the power system frequency [30]. At the same time, it is necessary that the generation units are economically dispatched so that these functions can be referred together as the automatic generation control (AGC) [30]. Accordingly, all modern grid systems run energy management system (EMS) software through their centralized control centers, which together with other functions, monitor the generators’ output and frequency levels.

Regulation is a practice that is used to ensure power balance and can be sensed by the variations in the system’s frequency. If the load exceeds the generation input, it results in the energy exiting the system overtime, leading to the extraction of energy from the kinetic energy of the generators rotating masses. Thus, the rotating masses of the generators rotate slowly, leading to a decrease in the system frequency. On the other hand, if the generation exceeds the load, it results in an increase in the systems frequency. An excellent illustration of the grid’s frequency stability concept using the water-level in a container analogy is shown in Figure 8.

![Figure 8. Concept of grid’s frequency stability, using the water-level in a container analogy [5].](image)

The governor of the generator is responsible of detecting the speed of deviations, which adjusts the power input via the opening and closure of the valves, as appropriate. The governor alters the input power in proportion to the speed deviation. The drop or speed regulation (R) is measured in Hz/MW or as a percentage of the unit’s rated capacity. In practice, typical drops were in the range of 5–10%, and if no further action was taken, it would result in the system operating at this new frequency [31]. The research in [31] illustrates the method of calculating the grid’s frequency, in which the grid’s frequency can be expressed using Equations (18)–(21). The drop or speed regulation (R) can be expressed as:

\[
R = \text{Typical drop} \times \left( \frac{\text{Nominal frequency}}{\text{Generator capacity in MW}} \right) \tag{18}
\]
The frequency deviation ($\Delta f$) due to change in load can be expressed as:

$$\Delta f = (-R) \times \Delta P$$

(19)

where $\Delta P$ can be defined as the change of power or power ramp in a specific time interval, which can be represented by the following [29]:

$$\Delta P = P(t) - P(t-1)$$

(20)

where $P(t)$ is the power at the time (t). Thus, the frequency can be deduced as:

$$f = \text{Nominal frequency} + \Delta f$$

(21)

In this paper, after collecting the hourly load profile, global irradiance data, and the ambient temperature data in order to calculate the output of the PV system, we were able to perform the grid frequency stability analysis. An assumption was made that the collected hourly load was constant throughout this hour interval.

2.4. PV Curtailment Modelling

The grid’s connection and dispatching regulations for integrated renewable energy in most countries, depending on their Power Purchase Agreement (PPA), is to oblige the grid operators to take in all the electricity produced by the renewables. However, the curtailment regulations or rules for the renewables needs to be clearer addressed in the PPA. Furthermore, in countries with high penetration levels of renewable energy, such as Germany, curtailment might be due to the volume of that intermittent energy; if not, it can be expected as a routine operation for the grid in order to balance the load [32]. Additionally, curtailment of renewable energy can be expected to be high in emerging economies because of the transmission network limitations. It is a common practice for the PPAs to allow up to a certain level or threshold of curtailment, for which the solar PV plant owner does not get compensated for reducing their output. However, above that threshold, the PPA might include the terms of payment, in which the PV plant owner will be compensated for that curtailment; but in this case, clean energy is wasted and not being utilized.

2.4.1. PV Curtailment for Baseload Constraint

In this paper, the baseload constraint is expressed as the minimum operational output of the conventional generation system, which implies that the grid’s operational output of the conventional generation system cannot be furtherly lowered, and it is difficult to switch them completely off or on. Therefore, PV curtailment, in this case, was the only method viable to consider, since there were no other sources of grid flexibility, such as energy storage, resulting into PV over-generation events. The PV over-generation phenomena can be explained as the instant of time when the PV system’s output exceeds the required demand, which may occur when the net load falls below the baseload point. A new variable defined as the difference between the load profile and the baseload point (DLB) is be introduced to aid the identification of a PV over-generation event caused by the grid’s baseload constraint. DLB was calculated using Equation (22). Equation (23) illustrates the PV curtailment method applied for a baseload constraint, in which the PV system’s output ($PV_{Out}$) is curtailed to a value equal to the DLB when the PV system’s output is higher than the DLB value.

$$DLB(t) = \text{Load profile (t)} - \text{Baseload point}$$

(22)

$$PV_{Out}(t) = DLB(t), \text{ if } PV_{Out}(t) > DLB(t)$$

(23)

2.4.2. PV Curtailment for Ramping Constraint

A ramp event can be described as the interval’s deviation between the start and end point, being larger than the set threshold value, as was suggested in [33] to neglect
ramping events occurring in the midpoint of an interval. Generally, for the power system operators, the down ramping events of the renewables are much more challenging than the up ramping events of the renewables. This is due to the requirement in the down ramping events of filling the shortage of supply by means of increasing other generation capacities rather than being managed by means of generation scheduling and renewable curtailment [34]. Therefore, at the current time, the main source of the grid’s operational flexibility comes from the cycling of the conventional generation system. Cycling is a term defined as the alteration of the conventional power plant output by means of starting up, turning off, or ramping [35]. The conventional generations operate between a minimum limit and a maximum limit, and this is restricted by the ramping limits.

The increase share of the PV system tends to increase towards these conventional generation technical cycling data. In particular, the ramping constraint that exceeds the ramping constraint threshold leads to the loss of the load phenomena [36]. The Loss of Load Probability (LOLP) is defined as the probability of the available generation capacity that is unable to meet the load during a given period [37]. Furthermore, the loss of load event (LLE) in this research can be defined as the moment when the absolute net load power ramp \(| |NL_{PR}(t)\) exceeded the grid’s ramping constraint (GRC) of its conventional generation system. In this paper, the GRC is based on the maximum power ramp of the original load profile without the inclusion of the PV system. In doing so, a more realistic assessment of the current ramping requirement of the grid’s conventional generation system is given.

The occurrence of the loss of load event (LLE) resulted in the disconnection of the conventional generation system from the grid. Thus, these loss of load events must be dealt with in order to ensure the stability of the grid system. The ramping constraint implies that the grid’s operational output of the conventional generation system cannot be furtherly ramped up or down in order to follow the change in the net load. Therefore, PV curtailment in this case was the only method viable to deal with these loss of load events, since there were not any other sources of grid flexibility, such as energy storage.

The PV curtailment method applied differed based on the period of the day. Since the PV system’s output increased rapidly during the morning period and similarly dropped during the afternoon period. Therefore, the PV curtailment method was divided into the morning period method and the afternoon period method. In the morning period, the earliest loss of load event was identified first, and the PV curtailment method was applied before advancing forward in time, since there were other loss of load events in the morning period until they were dealt with. In the afternoon period, the latest loss of load event was identified first, and the PV curtailment method was applied before advancing backward in time, since there were other loss of load events in the afternoon period until they were dealt with. Equations (24) and (25) presents the PV curtailment methods depending on the period of the day where the loss of load event was located.

\[
PV_{Out}(t) = PV_{Out}(t - 1) + (|PV_{PR}(t)| - (||NL_{PR}(t)| - GRC)), \text{ Morning Period}
\]

\[
PV_{Out}(t - 1) = PV_{Out}(t) + (|PV_{PR}(t)| - (||NL_{PR}(t)| - GRC)), \text{ Afternoon Period}
\]

where \(PV_{PR}\) is the PV system’s power ramp and \(NL_{PR}\) is the net load power ramp.

3. Results

This section illustrates the net load analysis in terms of assessing the net load’s pattern and ramping in the situation of increasing penetration level of PV power into the grid. Furthermore, this section presents the frequency stability analysis of the grid at an increased penetration level of large-scale PV systems and the grid’s potential hosting capacity evaluation with large-scale PV plants at various penetration levels to the grid.

3.1. Net Load Analysis

Net load can be defined as the load profile minus the renewable energy generated, and, in this case, it accounts for the PV system’s output. The net load is a useful metric to
analyze the impact of integrating large-scale renewable energy into the grid as it gives an insight into the ramping requirements needed to accommodate both the variability and the availability of the renewable energy. It can also aid the calculations and measures used to minimize the impact on the grid, such as the curtailment of the renewables. Therefore, this section showcases the net load analysis to see the effect of increasing the PV system's penetration level by up to the maximum possible (in this study, this is limited to 50%) peak load of the year. Furthermore, an assumption was made that the PV system’s output had priority over the output of the grid’s conventional generation system in the participation of meeting the load. This meant that the minimum operational output of the conventional generation system, ramping constraint, and transmission constraints were ignored in this case. Table 2 shows the PV system capacity based on the desired penetration level to the peak load. Figure 9 shows the sum of the PV system’s output at various capacities in Riyadh, 2017.

### Table 2. PV system capacity based on the desired penetration level to the peak load.

| Peak Load (GW) | PV Penetration Level | Number of Arrays (At Ideal Conditions 1 Array Equals 500 kW) | PV System Capacity (GW) |
|----------------|-----------------------|-------------------------------------------------------------|-------------------------|
| 15.753         | 10%                   | 3150                                                        | 1.5753                  |
| 15.753         | 20%                   | 6301                                                        | 3.1506                  |
| 15.753         | 30%                   | 9452                                                        | 4.7259                  |
| 15.753         | 40%                   | 12,602                                                      | 6.3012                  |
| 15.753         | 50%                   | 15,753                                                      | 7.8765                  |

**Figure 9.** The total PV system’s output at various penetration levels for the Riyadh, 2017, load.

#### 3.1.1. Net Load Pattern

The grid operators faced increasingly variable net load shapes due to the increase in the share of the intermittent renewable energy. Usually, in countries with a hot climate, the power generated from the PV units coincided with the electricity demand in the summer period, as there was an increased need for cooling. This happened in the early mid-afternoon time of the day, which corresponded to the peak generation time of the PV units, leading to the reduction of the peak load. On the other hand, in winter, there was a lower cooling demand than summer. This leads to a different net load shape, as the peak load tended to be much lower. Additionally, the occurrence of the peak demand was in the early evening time when people tended to come back home from their workplace. This did not correspond to the peak generation time of the PV units, leading to a steeper net load ramping requirement to meet the peak load in the early evening. Therefore, in this part, the
shape of the hourly net load in Riyadh, 2017, during the winter (January), spring (April), summer (June), and autumn (October) months was analyzed to see the effect of increasing the PV system penetration level by up to 50% of the peak load, as shown in Figures 10–13. The reason for choosing the aforementioned months in the analysis was because they represented different load patterns due to the seasonal load variations in the year.

Figure 10. The impact of the PV system penetration level on the grid in terms of net load during the winter season.

Figure 11. The impact of the PV system penetration level on the grid in terms of net load during the spring season.

Figure 12. The impact of the PV system penetration level on the grid in terms of net load during the summer season.
According to Figure 10, the well-known California Independent System Operator (CAISO) duck curve [38] was visible in the winter load when the PV system’s penetration level was 20% and above. The PV over-generation phenomena could be observed in the case when the net load fell below the baseload point set, which enabled us to determine the applicable penetration level of the PV system, which could be integrated to the grid without causing stability issues. Therefore, in Figure 10, the only case when the PV penetration level did not result in over-generation was at 10%. Meanwhile, the penetration levels from 20% to 50% needed a flexibility measure from the grid to avoid the PV over-generation phenomena. Such grid flexibility measures can be in the form energy storage, renewable energy curtailment, and flexible generation [39]. The authors of [40] illustrated that, in recent years, two solutions were developed in order to aid the integration of the large-scale PV into the transmission network of the grid, which are the addition of energy storage and the development of smart controls for the large-scale PV system.

Furthermore, it is worth mentioning that the net load pattern in the spring and autumn seasons were slightly similar, according to Figures 11 and 13. This can be due to having a slightly similar temperature. The only case when the PV penetration level did lead to over-generation was at 50%. On the other hand, during the summer season, when the load was much higher than the winter season, the PV penetration levels did not cause any over-generation phenomena, which can be observed in Figure 12. It is worth mentioning that the reason for the different net load pattern in terms of the over-generation phenomena was that the size of the PV system compared to the load profile in winter was much smaller when compared to the summer load profile. This was because penetration level was dependent on the peak load point that occurred in the summer season.

### 3.1.2. Net Load Ramping

In this part, the most important factor assessed was the power ramps at different time horizons, rather than the power production profile. The net load ramps were chosen as a metric to assess the ramping requirements of the grid system, and every alteration in the net load had to be maintained by the grid’s conventional generation system to ensure the stability of the grid’s system. The ramping requirements of the net load are clearly shown or represented by the ramp duration curve [41]. Therefore, the power ramps of the net load at different PV penetrations levels to the grid were compared to the power ramps of the original load. This was represented in a duration curve in terms of the ramping requirements per hour, which is shown in Figure 14. The duration curve in Figure 14 can be furtherly analyzed to showcase the ramping requirements for the grid’s conventional generation system at various PV penetration levels to the grid. Table 3 showcases the ramping requirements for the grid’s conventional generation system at various PV penetration levels to the grid in order to fully eliminate the curtailment of the PV energy due to the grid’s ramping constraint.
Figure 14. Duration curve of the net load ramping requirements at various PV penetration levels to the grid in Riyadh, 2017.

Table 3. Ramping requirements for the grid’s conventional generation system at various PV penetration levels to the grid in Riyadh, 2017.

| Ramping Requirements (MW/h) | PV System Penetration Level (%) |
|-----------------------------|--------------------------------|
|                             | 0%    | 10%   | 20%   | 30%   | 40%   | 50%   |
| Up Ramping Requirements     | 1268  | 1561  | 1854  | 2148  | 2685  | 3338  |
| Down Ramping Requirements   | 1214  | 1214  | 1365  | 2069  | 2773  | 2877  |

According to Figure 14, the period from 1 to 1460 h coincided with the up ramping of the grid’s conventional generation system due to the down ramping of the PV system. Generally, most of this period coincided with the afternoon period. Meanwhile, the period from 7300 to 8760 h coincided with the down ramping of the grid’s conventional generation system due to the up ramping of the PV system. Generally, most of this period coincided with the morning period of the day. It can be deduced that, as the penetration level of the PV system increased, the ramping requirement of the grid’s conventional generation system increased significantly, and this can be seen clearly in Table 3. For example, this can be demonstrated when comparing the original load with the net load at 50% PV share, in which the magnitude of the ramping requirement increased considerably from 1268–3338 MW/h. This means that the system operators of the grid needed more than double their current ramping magnitude to deal with the PV system share. Furthermore, the up ramping of the grid’s conventional generation system was generally higher in the winter months when compared to the summer months. The reason for this may be due to the peak load point of the winter months, occurring in the early evening period, which did not correspond to the peak generation of the PV system.

3.2. Frequency Stability Analysis

This section analyzes the grid’s frequency against the size of the PV system and the size of the PV disturbance, with or without applying the grid constraints to the PV system. The location that was investigated was in the region of the city of Riyadh, Saudi Arabia, with a latitude of 24.91° N and a longitude of 46.41° E. According to [42], the available generation capacity in the central region of the Saudi grid is at a rated capacity of 16 GW, which will be used throughout this study. The city of Riyadh is part of the central region of the grid system, the generation type supplying the load is mainly thermal and, specifically, a gas turbine, with a smaller share of combined cycle [43]. According to the grid code of
Saudi Arabia [44], the following points were applied to the conventional generation system of the grid in order to determine the frequency change:

- The nominal frequency was at 60 Hz.
- All generating units must be capable of supplying their rated active output power within the system frequency range of 59.5–60.5 at the connection point.
- Each synchronous generation unit was fitted with a fast-acting speed governor system to aid with the control of the power and frequency.
- The governor drop setting must have an adjustable value within 2% to 8% to regulate the frequency of the system. However, the normal set point of governor drop setting is generally set at 5%, which was used throughout this paper.

From the earlier mentioned points of the grid code, it can be deduced that when the frequency change or deviation was higher than ±0.5 Hz it caused the conventional generation system to be disconnected from the grid; thus, the loss of load phenomena occurred. For this scenario, the drop or speed regulation (R) at the normal set point of the governor droop setting (5%) was equal to $1.875 \times 10^{-4}$ Hz/MW. The grid’s frequency (Hz) stability representation throughout the year without the inclusion of the PV system is shown in Figure 15. Overall assessment of the grid’s frequency stability in terms of the highest and lowest frequency, due to integrating the PV system without applying the grid constraints on the PV system, is shown in Table 4.

![Figure 15](image)

**Figure 15.** Grid’s frequency (Hz) stability representation throughout the year without the inclusion of the PV system.

| PV System Penetration Level (%) | Highest Frequency (Hz) | Lowest Frequency (Hz) |
|---------------------------------|------------------------|-----------------------|
| 0                               | 60.21                  | 59.78                 |
| 10                              | 60.23                  | 59.71                 |
| 20                              | 60.26                  | 59.65                 |
| 30                              | 60.39                  | 59.60                 |
| 40                              | 60.52                  | 59.50                 |
| 50                              | 60.54                  | 59.37                 |

Table 4. Overall assessment of the grid’s frequency stability due to integrating the PV system, without applying the grid constraints on the PV system.

Figure 15 shows that the frequency of the grid throughout the year was well maintained. However, as the PV system’s penetration level to the grid increased, the frequency stability deviated more, according to Table 4. This could be a result of the higher power ramps that accompanied the increase in the PV system’s penetration level to the grid. It is worth mentioning that the grid’s frequency experienced instability throughout the year when the PV system’s penetration level was 40% or higher. This was due to having a frequency deviation higher than the ±0.5 Hz allowable range. Furthermore, a cleaner
representation of the grid’s frequency deviation, due to being subjected to the inclusion of PV system with different penetration levels, could be showcased via a single day analysis, as shown in Figure 16.

Figure 16. (a) January’s average hourly daily load profile of Riyadh, 2017; (b) January’s PV output at various share capacities in Riyadh, 2017; (c) grid frequency representation of the January load of Riyadh, 2017, with the inclusion of the PV system at various capacities without grid constraints.

Figure 16 shows that the frequency stability was dependent on the net load’s pattern in terms of the netload power ramp, the size of the PV system, and the PV system’s output in terms of the magnitude of the solar irradiance. The sharp decrease in the frequency was due to the sharp increase of the load in the afternoon period, which coincided with the depletion of the PV system’s power. However, when the grid constraints were applied in this case, the frequency changed for the better, which is clearly shown in Figure 17. This positive affect on the frequency stability was due to the reduced participation of the PV system.

Figure 17. Grid constraints effect on the grid frequency representation of the January load of Riyadh, 2017, with the inclusion of the PV system at 50% share.
The cause of the increase in the frequency was due to the increase in the negative net load power ramp, which could be a result of lowering the output of the conventional generation system. On the other hand, the cause of decrease in the frequency was due to the increase in the positive net load power ramp, which could be a result of increasing the output of the conventional generation system. The increase share of the PV output and the following load pattern were the reasons for alternating the output of the conventional generation system. So far, it is assumed that there was no disturbance occurring on the PV system. It is advised to investigate the effect of the size of the disturbance on the PV system with various PV capacities share, in which the frequency stability will be monitored at that disturbance instant. Thus, in this case, an assumption was made that a disturbance to the PV system with various sizes occurred at 12:00; therefore, the frequency stability was monitored at that instant of time, and this is presented in Figure 18.
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**Figure 18.** Grid frequency representation of the effect of the size of PV disturbance on the January load of Riyadh, 2017, at 12:00, with the inclusion of the PV system at various capacities without grid constraint.

Figure 18 shows that the frequency stable during the winter (January) load at all various PV disturbance sizes when the PV share capacity was lower than 30%. Meanwhile, the frequency withstood a PV disturbance of a size no more than 50% when the goal was to increase the share to 50% of the PV capacity to the winter load. However, if the grid constraints were applied in this case the frequency would change for the better because the participation of the PV system would be reduced.

### 3.3. Grid’s Potential Hosting Capacity with Large-Scale Integrated PV Plants

This section presents the evaluation of the grid’s current potential hosting capacity with large-scale PV plants at various penetration levels to the grid. This evaluation focuses on showing the substantial effects that each grid constraint had on the performance of the PV system in terms of PV curtailment. PV curtailment is the grid’s traditional method of dealing with its constraints being violated by the large-scale PV system’s variable generation. The PV system’s performance in terms of the PV curtailment sum and the PV curtailment percentage is assessed here, only applying the PV curtailment method to abide with the grid’s constraints. In doing so, this section will show that this method that can be used to establish the appropriate flexibility measures to ensure both the reduction of the PV curtailment and minimize the impact of integrating large-scale PV into the grid. Furthermore, it is worth mentioning that, since we were trying to assess the current potential hosting capacity of the grid, the GRC was based on the maximum power ramp of the original load profile, without the inclusion of the PV system. Therefore, the applied grid constraints were 4282 MW for the baseload constraint and 1268 MW for the ramping constraint. Additionally, it was assumed that there were no transmission constraints in terms of congestion or interconnected capability to import or export power from neighboring grids. Table 5 shows the PV system’s performance in terms of the PV curtailment sum and PV curtailment percentage at various PV penetration levels to the grid.
Table 5. PV system’s performance in terms of curtailing the PV system due to the grid’s constraints at various PV penetration levels to the grid in Riyadh, 2017.

| PV System Penetration Level (%) | Due to Baseload Constraint PV Curtailment Sum (GWh) | Due to Baseload Constraint PV Curtailment Percentage (%) | Due to Ramping Constraint PV Curtailment Sum (GWh) | Due to Ramping Constraint PV Curtailment Percentage (%) |
|---------------------------------|----------------------------------------------------|------------------------------------------------------|---------------------------------------------|-----------------------------------------------------|
| 10                              | 1.65                                               | 0.05                                                 | 0.996                                       | 0.03                                                |
| 20                              | 221                                                | 3.32                                                 | 16.6                                        | 0.26                                                |
| 30                              | 978                                                | 9.82                                                 | 71.4                                        | 0.8                                                 |
| 40                              | 1979                                               | 14.9                                                 | 157                                         | 1.39                                                |
| 50                              | 3169                                               | 19.1                                                 | 388                                         | 2.89                                                |

The PV system’s performance throughout the year, as shown in Table 5, showcased the significant difference that each grid constraint had on performance of the PV system at various PV penetration levels to the grid. In particular, the baseload constraint resulted in the majority share of PV curtailment when compared to the results of the ramping constraint. Furthermore, it can be deduced that, as the PV penetration level to the grid increased, the PV curtailment dramatically increased, as well. An example of this can be seen, in which the PV curtailment percentage increased from 0.08% to 21.99% as the PV penetration level to the grid increased from 10% to 50%. It is also worth mentioning that, since the load profile and the PV system output varied throughout the year, it is important to show the PV system performance of each month to illustrate the seasonal variations effects on the PV system’s performance. Thus, a specific PV penetration level of 50% to the grid was chosen to clearly illustrate the seasonal variations effects on the PV system’s performance, which is shown in Figure 19.
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Figure 19. Sum of the PV system’s curtailed energy in GWh for each month due to the grid’s constraints at 50% PV penetration level to the grid in Riyadh, 2017.

According to the PV system performance of each month, as shown in Figure 19, the effects of the ramping constraint were present throughout the year, while the baseload constraint effects were only present in the winter season, when the load profile was at its lowest. Hence, the potential flexibility measure applied might not be optimally or economically suitable to tackle at the same instance, leading to the point of having flexibility measures that target each grid constraint on itself. Therefore, a diurnal source of flexibility is required to manage the ramping constraint effects, while a seasonal source of flexibility is required to manage the baseload constraint effects.
4. Discussion

Mitigating the variability of the PV system can be easily done when the grid is able to match the supply of the renewable to the demand [45]. However, it is very costly to accommodate the supply of the PV system when it moves in the opposite direction of the demand, for example, in the case of having a high supply of PV energy when there is a low demand. This means that the surplus PV energy can be only utilized if the conventional baseload generators are curtailed, which will be a costly and inefficient method that might lead to considerable reliability issues. On the other hand, there is the case of having a low supply of PV energy when there is a high demand. This means that the conventional generation system must completely reach the peak demand, which will require it to have a reserve that can successfully replicate the capacity of the renewable energy. Therefore, reducing the cost of dealing with the two cases is a major challenge facing the integration of renewables to the grid.

A debate can be made on whether the curtailment of the PV system can be seen as either a problem or a solution. On the other hand, curtailing the PV system can be problematic because it reduces the capacity factor, which can potentially decrease the revenue of that generation. This may weaken the confidence of the investors since the PV technology has low operating costs but has high capital costs that can be retrieved by maximizing the energy output. Similarly, when the conventional generation system in the grid is not able to be switched down to a lower output that will enable the accommodation of more available PV energy, negative wholesale prices are sustained, which reduces the attractiveness of the investment into renewable generation [46]. The authors of [47] illustrated that the owners face significant risks of not being able pay off the existing project loans when increasing the curtailment beyond a specific threshold; in this case, 5%.

Currently, the operators of the grid deal with the variability of the renewable generation almost exclusively via cycling its conventional generation system according to the forecasting of the weather. However, the grid will soon go through high shares of renewables, making this current method costly and unreliable in some cases. This can be observed in the results, when the PV curtailment percentage increased from 0.08% to 21.99% as the PV penetration level to the grid increased from 10% to 50%. In particular, the effects of the baseload constraint were only present during the winter period when the demand was at its lowest and contributed to 89% of the overall PV curtailed energy throughout the year at 50% PV penetration level to the grid. Meanwhile, the effects of the ramping constraint were present throughout the year at 50% PV penetration level to the grid. This is a quite wasteful approach for utilizing clean energy and limits the grid’s hosting capacity for the PV system. Therefore, this leads to the need for a more reliable and cost-effective approach from the generation side in dealing with this matter, which can be implemented by applying flexibility measures, such as energy storage. It is worth mentioning that there are various types of energy storage technologies that can be application specific. This means that energy storage as a concept can be applied to both the required diurnal source of flexibility, to manage the ramping constraint effects, and the required seasonal source of flexibility, to manage the baseload constraint effects.

Batteries could be used as the required diurnal source of flexibility to manage the ramping constraint effects. In particular, lithium-ion batteries would be the ideal candidate, due to their higher energy density, higher efficiency, and quicker charging/discharging cycles, compared to other types of batteries [48]. Furthermore, the increase demand of energy storage technologies, innovations in the material’s science, and the improvement in the manufacturing process are the attributes reducing the cost of the lithium-ion batteries, which are predicted to hit 100 USD/kWh in the next decade [49]. There might be other energy storage technologies that may fall below the 100 USD/kWh cost, but they will lack the lithium-ion batteries applicability, which is the main reason for their market demand gain despite their higher costs.

Seasonal storage has limited energy storage technologies that can achieve its requirements at the current time. Pumped Hydroelectric Storage (PHS) and Compressed Air
Energy Storage (CAES) are currently the two systems closest to ideal technology candidates for seasonal storage. However, in this case, they lack the cost effectiveness and non-geographical constraint aspects. On the other hand, emerging storage technology called Liquid Air Energy Storage (LAES) represents an intriguing solution that can replace the current two systems closest to ideal candidates by outweighing their disadvantages, since LAES has no geographical constraints and has a significantly higher energy density [50]. Furthermore, green ammonia might be a future perfect candidate for seasonal storage due to its high energy density, simple storage requirements, likelihood of a large future global supply chain, and potential of being a zero carbon option with the lowest costs [51]. It is worth mentioning that there is great interest in exporting energy via green ammonia at Saudi Arabia, and plans are being formed to have a 4 GW green ammonia plant operational by 2025 [52].

The applied grid constraints were based on what the grid currently deals with, since the goal was to minimize the large-scale PV system’s impact on the grid. The Kingdom of Saudi Arabia generates all its electricity from fossil fuel energy sources, such as crude oil, diesel oil, heavy fuel oil, and natural gas [53]. This type of generation mix provides the grid with more flexibility in accommodating more PV generation shares when compared to other less flexible generation sources, such as coal and nuclear plants. Therefore, the grid may be able to be more PV accommodating without applying the flexibility measures by reducing the baseload constraint and increasing the ramping constraint. However, this will increase the stress and wear of the grid’s conventional generation system and does not take into account the country’s future plans of incorporating nuclear baseload plants to its generation mix.

5. Conclusions

This paper presents a detailed description of the aspects undertaken to design and model the PV system, which includes the sizing of the PV array, the efficiency of the inverter, the other system losses, and the PV array mathematical representation. In doing so, the net load analysis was performed to illustrate the change in load pattern effect and ramping requirements due to the increase of the large-scale PV penetration level into the electrical grid in Riyadh, 2017. The PV over-generation phenomena can be observed when the net load falls below the baseload point set. This enables the determination of the applicable penetration level for the PV system, which can be integrated into the grid without causing stability issues. The net load was also used to analyze the impact of integrating large-scale PV into the grid, because it gave an insight into the ramping requirements needed by the grid’s conventional generation system to accommodate both the variability and availability of the renewable. Furthermore, under some circumstances of up ramping the grid’s conventional generation system, while down ramping the renewable, and vice versa, severe net load ramp events can occur that are beyond the grid’s technical capability. It can be deduced that, as the penetration level of the PV system increases, the ramping requirement of the grid’s conventional generation system increases dramatically. This was observed when the ramping requirement of the original load was compared with the net load at 50% PV penetration level, while the magnitude of the ramping requirement increased considerably from 1268–3338 MW/h.

In addition, this paper presents the method used to calculate the grid’s frequency and illustrates the PV curtailment method, which was applied to comply with the grid’s constraints. This enabled the assessment of the grid’s potential hosting capacity with large-scale integrated PV plants. The highest frequency reached was 60.54 Hz, and the lowest frequency reached was 59.37 Hz when the PV penetration level to the grid was at 50%. The cause of the increase in the frequency was the increase in the negative net load power ramp, which could be a result of lowering the output of the conventional generation system. On the other hand, the cause of decrease in the frequency is the increase in the positive net load power ramp, which could be a result of increasing the output of the conventional generation system. Furthermore, increasing the penetration level of the large-scale PV
into the grid causes the grid operators to face increasingly variable net load patterns and steeper ramping events. This is a major concern for the grid operators and requires grid flexibility measures to be applied in the form of energy storage. The evaluation of the grid’s current potential hosting capacity with large-scale PV plants at various PV penetration levels to the grid showcased that the potential flexibility measure applied might not be optimally or economically suitable to tackle both constraints at the same instance. This was observed when the PV curtailment percentage reached 21.99% at 50% PV penetration level to the grid, in which the PV curtailment percentage accounted for 19.1% due to baseload constraint and 2.89% due to ramping constraint. This leads to the discussion of having flexibility measures that target each grid constraint on its own. Therefore, a diurnal source of flexibility is required to manage the ramping constraint effects, while a seasonal source of flexibility is required to manage the baseload constraint effects. In doing so, it will ensure the reduction of the PV curtailment and minimize the impact of integrating large-scale PV into the grid.
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