Uncertainty propagation based on correlated sampling technique for nuclear data applications
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Abstract. A correlated sampling technique has been implemented to estimate the impact of cross section modifications on the neutron transport and in Monte Carlo simulations in one single calculation. This implementation has been coupled to a Total Monte Carlo approach which consists in propagating nuclear data uncertainties with random cross section files. The TMC-CS (Total Monte Carlo with Correlated Sampling) approach offers an interesting speed-up of the associated computation time. This methodology is detailed in this paper, together with two application cases to validate and illustrate the gain provided by this technique: the highly enriched uranium/iron metal core reflected by a stainless-steel reflector HMI-001 benchmark, and the PETALE experimental programme in the CROCUS zero-power light water reactor.

1 Introduction

Reactor studies require nuclear data as an input of the calculations through the libraries of the neutron interactions with matter. Since a few decades, the propagation of the uncertainty of these nuclear data has a growing importance in many fields such as safety analysis, optimisation of the operation margins, or design of very innovative reactors where the experimental feedback on the system behaviour is limited [1,2].

The uncertainty propagation can also be useful to design new integral experiments. Considering a given observable (i.e. reactivity or reaction rates) the uncertainty propagation of the prior cross section can be compared to the one of the nuisance parameters. A prior propagated uncertainty larger than the nuisance parameter thus means that a new valuable piece of information can be used for nuclear data validation or assimilation. The present work has been performed in this framework and more details can be found on the application of the developed technique on the PETALE experimental programme in the twin article [3].

Different approaches exist to perform uncertainty propagation. One of them is the Total Monte Carlo (TMC) approach which uses a representation of the cross section uncertainties as a set of cross sections with a given dispersion [4]. Then the propagation of these cross sections through distinct calculations provides a distribution of the results with a high fidelity even for non-linear effects. The objective of the developments presented here is to combine the Correlated Sampling (CS) technique [5] with the TMC in order to reduce the computation time and then extend its application field.

Two critical application cases are studied in this paper: a highly enriched uranium/iron metal core reflected by a stainless-steel reflector system (HMI-001) regarding the test of the methodology on an classical benchmark, and the PETALE experimental programme in the CROCUS reactor as an illustration of possible improvements in the field of dosimetry for integral experiment assimilation. On both cases we focus on the uncertainty propagation of the iron cross section, due to the large uncertainty of these cross sections in the fast energy range as illustrated in Figure 1 which presents the iron cross sections and the related uncertainty with its covariance matrix.

Different uncertainty propagation techniques are presented in Section 2 together with the TMC approach combined with the Correlated Sampling technique. The two application cases are then presented in Section 3 and the validation is detailed in Section 4.
2 Nuclear data uncertainty propagation

2.1 Nuclear data uncertainty

Various methods can be used to propagate nuclear data uncertainties. These methods are related to the format used to provide the uncertainty itself.

The most common way consists in providing the ‘best’ cross-section plus a covariance matrix for each isotope, the covariance matrix including the uncertainty and the correlations on the cross sections. Another option is to provide a coherent ‘package’ of cross sections extensively fitting the experimental results based on an automatic cross section generation from the resonance parameters up to a comparison to the EXFOR experimental database [4,8,9].

From these two approaches, different methodologies exist to propagate the uncertainties in critical system calculations.

2.2 Sensitivity approach

Modern calculation tools allow us to compute the sensitivity of a response, such as the reactivity, to the cross section perturbation. This can be done with both deterministic codes and stochastic codes using adjoint flux calculations. In this study we used Serpent2.29 and its IFP (Iterated Fission Probability) implementation [10] for sensitivity estimations on the reactivity coefficient in order to compare the results with the ones of the developed method.

The sensitivity array contains the effect on the response due to a small perturbation of the cross section in a given energy range. By vector-matrix multiplications, the sandwich rule allows us to propagate the cross section uncertainty contained in the covariance matrices to the response associated to the sensitivity array.

The advantage of this approach is the computation efficiency: a single computation provides the response value and the sensitivity, and then the uncertainty propagation can be done with the covariance matrices with a good numerical convergence. The drawbacks are the small perturbation assumption, a gaussian response for the propagated uncertainty, and this requires adjoint computations that can be difficult to implement and perform with every calculation code and on every response.

2.3 Total Monte Carlo approach

2.3.1 General principle

Since the dispersion of random cross sections reflects the uncertainty of the nuclear data, this uncertainty can be directly propagated with distinct neutronics calculations. The uncertainty on the response is finally computed through the response value on each calculation.

The advantages of this approach are its applicability for any kind of calculation code (distinct runs without code modification), no first order assumption, and a straightforward methodology. The first drawback is the computation cost that might be very important if a single calculation run is long. For example if one looks at a system with a small propagated uncertainty due to nuclear data \( \sigma_{\text{ND}} \sim 2\% \), then the statistical uncertainty \( \sigma_{\text{stat}} \) due to the Monte Carlo calculations must be much smaller than 2%. Additionally the required memory associated to all the cross section files can be large, and the calculation procedures have to be automated for a user-friendly utilisation.

2.3.2 Extension to the Bayesian Monte Carlo

One of the final objectives of the PETALE experimental programme that motivated the work presented here is to provide valuable results for data assimilation in the nuclear data. Different approaches, the main ones briefly listed below, exist in order to assimilate the pieces of information from the integral experiment to the nuclear database. Based on sensitivity calculations, the GLLS (Generalized Linear Least Square) [11,12] method can be
used to perform the data assimilation using a sensitivity vector and correlation matrices. The MOCABA [13] method is a Monte Carlo version of the GLLS replacing the sensitivity vector by a Monte Carlo sampling of the nuclear data to avoid the linearity assumption on the effect of a perturbation. A third version is the Bayesian Monte Carlo (BMC) [8,14] that consists in associating a weight \( w_x \) given in equation (1) to the TMC random cross section ACE files \( x \). This weight represents the agreement between these ACE files and the experiment using a “chi-2” \( \chi^2_x \), for example using the efficiency observable on a criticality experiment \( \chi^2_x = \left( \frac{k_{\text{eff},x} - k_{\text{exp}}}{\Delta k} \right)^2 \).

\[
w_x = \exp \left( -\frac{\chi^2_x}{2} \right)
\]

The latter method is the long-term targeted approach for the analysis of the PETALE experimental programme as described in the twin article [3]. Even if not used in this article, this approach has some constraints that we try to solve here. Depending on the experiment, the BMC approach can suffer from a too large computation time. If it is applied on a reactivity estimation, or a spectral index in a fast system requiring a small computation time, launching hundreds of calculations is possible with a reasonable computation time. In our application case, the observable is a reaction rate in small dosimeters, some of them with a threshold reaction, located at the core periphery of a thermal reactor. Thanks to the variance reduction, the raw neutrons simulated are focused around the dosimeters to estimate the reaction rates with a reasonable computation time. However, a large number of calculations is still required, and Section 2.4 presents the developed acceleration technique that allows to estimate the reaction rates associated to different cross section files together in the same neutronic calculation.

### 2.4 Correlated sampling acceleration

#### 2.4.1 Principle

The correlated sampling technique is used to estimate the neutron transport in a single calculation and to decline the results obtained as if they were calculated with different cross section databases. The general principle of this technique and its implementation are described in this paragraph, a detailed presentation of this implementation in the Serpent2 code is available in [15] for thermal feedback estimations.

The overall principle of the correlated sampling is a modification of the neutron weight depending on the cross section modification between a reference system and a modified system. The modification of the system may concern density, concentration, temperature or microscopic cross sections for example. At each event occurring during the neutron transport, a probability is calculated for this event in each system, for example \( \Sigma_{\text{tot}} \exp(-l \cdot \Sigma_{\text{tot}}) \) is the probability density function for a neutron to interact at the distance \( l \). Then, doing the transport using the reference system properties, but modifying the neutron weight by the ratio of probabilities between the modified and the reference systems makes the neutron representative of the modified system.

For example, if an event is chosen (e.g. the choice of the interaction type) and the probability that this event occurs is larger in the modified system, then the neutron weight is increased accordingly. Then, for each reaction rate score evaluated after this interaction, this score is performed twice: one with the normal neutron weight for the reference system, and a second one using the larger modified weight. The second score has a larger importance since the path leading to this state is more probable in the modified system. This process being multiplicative, for a given modified system the neutron only needs to be associated to a single modified weight, each event modifying this weight with a multiplication by the probability ratios.

The modified weight is transmitted to the neutron’s fission sons in order to propagate the effect of the cross section difference on a large number of generations. The neutron weight at its birth corresponds to the ‘modified neutron source’ in the modified system. In order to limit the neutron weight dispersion after a large number of generations, the memory of the weight modification is voluntary lost after a given number of generations determined through a sensitivity study. For this reason, the neutron numerical object is associated to an array of weights of the previous generations, this array being modified not during the neutron propagation but at each new generation.

#### 2.4.2 Application to TMC uncertainty propagation

The Monte Carlo calculation is performed using one of the versions of the TENDL cross section files as reference system, usually the first one since all of them are considered equivalent. The implementation of the correlated sampling technique presented in this article has been generalised to a number of x cross section files. Each ACE file from TENDL corresponds to one modified system and each neutron is associated to an array of arrays of weights corresponding to the ‘ACE file numbers’ cross ‘ancestor number’. For each score, the calculation is done for each of the corresponding system, then for all the TENDL ACE files together.

An additional keyword autopert is added in the Serpent2 input to activate the correlated sampling on a material, followed by the starting ACE file number and the total number of files that are used together. For example, an iron material definition with a density of 7.874 g/cm\(^3\) using the Fe\(\text{AA}.0000\)c as reference file, plus 255 other modified files (Fe\(\text{AA}.0001\)c, Fe\(\text{AA}.0002\)c . . . Fe\(\text{AA}.0255\)c) is written in the Serpent2 material definition by adding “autopert 0 256” as illustrated in Figure 2.

Since multiple isotopes are perturbed together, two possibilities exist: associating all the possible combinations (for 2 isotopes: 0/0, 0/1, 1/0, 1/1, . . . ), or using the same ACE file number for all the isotopes (0/0, 1/1, 2/2, . . . ). We chose the second option in this implementation in order to test a larger number of ACE files. Note that
Fig. 2. Iron material definition with 256 different ACE files.

using these results for a nuclear data assimilation, all the iron isotopes will be correlated.

During the Monte Carlo calculation, each neutron is associated to a vector of weights, each weight corresponding to one ACE number (Fe54.0000c/Fe56.0000c, or Fe54.0001c/Fe56.0001c, ...).

3 Description of the application critical systems

3.1 HMI-001 benchmark

The first system considered is the highly enriched uranium/iron metal core surrounded by a stainless-steel reflector system (HMI-001 [16]). This system is very sensitive to the iron cross section due to two effects: its impact on the neutron leakage in the stainless-steel reflector and also the presence of iron in the fuel itself.

In this system the observable is the reactivity. It differs from the final application objective, mainly reaction rates in dosimeters, but the capability to predict the uncertainty propagation on this system is a good sanity check of the algorithm and of its implementation. Note that the impact of the perturbation is large, around 1000 pcm, so the limits of small perturbation assumptions might be visible.

3.2 PETALE description

3.2.1 Core description

The CROCUS reactor represented in Figure 3 is a zero power light water reactor operated at École Polytechnique Fédérale de Lausanne (EPFL) for teaching and research activities [17]. It is composed of two interlocked fuel areas, with oxide uranium enriched at 1.806% in the inner zone and metallic uranium enriched at 0.947% at the periphery. The detailed CROCUS geometry is described in [18].

3.2.2 Brief description of the PETALE experimental program

The PETALE experimental programme aims at providing a precise characterisation of the neutron flux amplitude and spectral variation in a heavy reflector. The in-core device allows up to eight successive thick metal plates of $2 \times 30 \times 30 \text{ cm}^3$ interleaved with nine thin activation foils (dosimeters), one between each plate and two at the endpoints of the device. The foils will be extracted to measure their activation. More details on the experiment can be found in [19] and in the twin article [3] dedicated to the experiment itself. In this paper, we consider the example of indium foils for which two pieces of information are available: the capture and the inelastic scattering cross sections, the latter being a threshold reaction sensitive to fast neutrons.

Figure 4 presents the neutron flux with a linear scale in CROCUS and the heavy reflector plates of the PETALE’s metal reflector upper left.

4 Application and validation

Different observables can be used to test this uncertainty propagation approach, as explained in this section. The first common one is the effective multiplication factor, applicable to the HMI-001 benchmark and to the CROCUS reactor. The other observables are the reaction rates or the neutron flux spectra in the dosimeters of the PETALE experimental program.

4.1 HMI-001 benchmark – $k_{\text{eff}}$

Different cross section uncertainties have been considered in this work. Three plus one uncertainty propagation approaches are compared:

- Reference Total Monte Carlo referred as $TMC-\text{Ref}$.
- TMC with the Correlated Sampling technique named $TMC-CS$.
- The sensitivity+covariance matrix approach named $\text{sensi}$.
- An additional approach is based on the ratio between the reference and all the other cross sections taken
Table 1. $k_{\text{eff}}$ dispersion due to $^{56}\text{Fe}$ uncertainty using 256 random cross section files.

| Approach       | TMC  | TMC-CS | TMC-sensi | sensi |
|----------------|------|--------|-----------|-------|
| $\sigma_{k_{\text{eff}}}$ [pcm] | 1046 | 970    | 949       | 1086  |

one by one. This ratio multiplied by the sensitivity estimate a $k_{\text{eff}}$ variation for each ACE file. This approach is referred as TMC-sensi.

In order to be consistent for the comparison, the covariance matrices used for the sensi results are generated directly from the random cross sections as in Figure 1. Note that 256 random cross sections are used here due to the limited number of files available. Since the uncertainty on the covariance of these cross sections is small (bottom-left of the correlation matrix) this means that all the configurations are well represented in the package of cross sections and the number of cross section files is large enough as confirmed by a sensitivity study.

4.1.1 TENDL iron-56 uncertainty

Using the TENDL $^{56}\text{Fe}$ random cross section files, the uncertainty propagation on $k_{\text{eff}}$ is presented in Figure 5. This figure presents together the dispersions of the three TMC based uncertainty propagations. The corresponding results on the standard deviation are presented in Table 1. The order of magnitude of the propagated uncertainty is similar. The number of energy bins for the sensitivity vector and covariance matrix for the sensi approach has been adjusted to 10 000 according to a sensitivity study.

Both TMC-CS and TMC-sensi approaches have a similar behaviour compared to TMC-Ref on the second line of Figure 5 (middle and right). The non linearity assumption of the sensitivity starts to be visible for large $k_{\text{eff}}$ variations in the TMC-sensi results with a coma trend. This effect is not observed on the TMC-CS results where the agreement with the reference is better, even if we can see a larger uncertainty for large variations but with a reduced residual.

4.1.2 “Extended TENDL” on nuclear models

In the context of the improvement of the modelling of the random cross section file generation, new random cross sections have been generated by modifying the model parameters and also the nuclear models themselves. These generated cross sections may then be more different, even if a comparison process with the EXFOR database is still done for these cross sections. This difference is directly observable in Figure 6 at high energy with two distinct groups of capture and inelastic cross sections corresponding to two different models.

The uncertainty propagation associated to these cross sections is presented in Figure 7. We can see that, for the first 40 cross sections, the cross sections are not too different from the reference one (arbitrary the ACE file number 0). When modifying the nuclear models, the cross section is more different and a non-linearity appears with the TMC-sensi approach as illustrated on the right plot in the bottom line. This leads to a systematic error and then a shift of the $k_{\text{eff}}$ distribution on the right plot in the top line.
4.1.3 TENDL iron-54 uncertainty

Finally, the uncertainty due to $^{54}$Fe has been propagated in the HMI-001 benchmark. Figure 8 presents the distribution of the multiplication factor as previously, with a difference in the right column: the $(n,\gamma)$ reaction has been unactivated in the sensitivity analysis to understand the origin of the different effects. Figure 9 presents the sensitivity distribution (top) of different reactions (columns), the relative cross section uncertainty (bottom), and the product of this uncertainty by the square of the sensitivity (middle). This middle line represents a qualitative information on the different reaction-energy contributions to the uncertainty propagation. Note that the uncertainty propagation using the sandwich rule provides an uncertainty on $k_{\text{eff}}$ of 366 pcm, closer to that of the TMC-CS approach (191 pcm) than the TMC-sensi one (541 pcm).

Different elements can be noticed on these results. The dispersion of the $\Delta k_{\text{eff}}$ using the sensitivities is much higher than on the $^{56}$Fe when perturbing all the reactions. By removing the capture reaction, this dispersion is reduced which means that a non-linearity comes from this $^{54}$Fe$(n,\gamma)$ reaction.

In Figure 9 we can see that the integrated contribution (black curve) increases a lot between the two first peaks in the cross section uncertainty. In fact these peaks are not due to $^{54}$Fe but to an $^{56}$Fe resonance: the latter isotope having a locally very low cross section, $^{54}$Fe has a higher importance on the neutron propagation. This phenomenon seems to be correctly taken into account since the response in Figure 8 is almost linear on the right curve.

Concerning the $(n,\gamma)$ reaction (green curves in Fig. 9), we can see that the sensitivity at high energy is not very important but the uncertainty is very high. For this reason the propagated uncertainty (black curve in the middle line) is very high for some of the cross section files, leading to a non-linear behaviour, with a larger amplitude that the $(n,\text{el})$ contribution.

4.2 CROCUS reactor – $k_{\text{eff}}$

The same kind of analysis has been done for the CROCUS reactor and the iron configuration of the PETALE experimental program. Figure 10 presents the uncertainty propagation due to $^{56}$Fe of the metal reflector on the multiplication factor of the reactor. Even if the agreement

Fig. 6. $^{56}$Fe random cross section, using 2 random nuclear models times 40 random parameters.

Fig. 7. See Figure 5 legend, applied to random cross section of Figure 6.

Fig. 8. $k_{\text{eff}}$ variation between random cross sections of $^{54}$Fe, histogram (top) and comparison to TMC-Ref (bottom). The columns present the results of TMC-CS (left), TMC-sensi as previously done (middle), and TMC-sensi without the $(n,\gamma)$ reaction (right).

Fig. 9. Qualitative uncertainty propagation (without correlations): sensitivity (top), relative uncertainty (bottom), and product (middle) together with the cumulative propagated uncertainty curve in black.
is not perfect, the uncertainty propagation is equal to only 3 pcm for both uncertainty propagation approaches. Moreover, for each cross section file, the predicted reactivity variation is similar for both approaches. A reference value cannot be computed with a classic TMC full core calculation, around two days of calculation being required to obtain a single $k_{eff}$ value for one cross section file with a statistical uncertainty of 3 pcm, while the nuclear data uncertainty of iron is also around 3 pcm. For this reason, the next paragraph focuses on the uncertainty propagation of the neutron flux in the dosimeters, the relative variation being larger and then the computation time of the reference is reasonable.

4.3 CROCUS reactor – Neutron spectra

This paragraph focuses on the validation on the TMC-CS approach by comparison to TMC-Ref on the indium dosimeters of the iron configuration of the PETALE device. Discussions on the experiment itself are detailed in the twin article [3], this section focuses on the obtained results concerning the correlated sampling aspects, using indium as material for the dosimeters as an example. In this section all the iron cross section isotopes and $mt$ reactions are perturbed altogether.

Note that the results presented here are computed on a desktop computer with a similar computation time of 2 days for all the calculations (1 calculation using the CS, $n$ calculations for the reference TMC). For efficiency purpose, these results use a developed variance reduction technique detailed in [3] with a figure of merit from 10 to 50 respectively for the fast and the thermal neutrons in the dosimeters.

Figure 11 presents the neutron flux in the dosimeters. The nine different dosimeters have a different color, from blue for the one in the iron reflector close to the core, to red for the one in the iron reflector the most distant from the core. All the coloured-curves results are obtained with the correlated sampling technique in a single calculation. The first plot-line represents the neutron flux in the dosimeters, for two different random sets of cross sections. The second plot-line presents the reaction rate distribution, note the slightly different values in the resonance range. The third and fourth plot-lines present the difference of neutron flux obtained using the first TENDL ACE file and the random ACE file considered in the columns. The black curves present the results obtained with the $TMC$-$Ref$ approach (difference of flux obtained with two independent calculations). Finally the last plot-line presents the residuals obtained for all the dosimeters at all the energies.

We can observe a very good agreement between the reference and the correlated sampling results. The curves behaviour are the same even if the statistical uncertainty of the reference calculation is larger. The reference flux variation (black) is estimated using two independent calculations with different seeds and neutron paths during the simulation, involving independent statistical fluctuations and a large statistical uncertainty on the tally difference. This spectrum redistribution between ACE files is an interesting piece of information to see.
Due to the energy discretisation, a systematic comparison between the flux spectra of all the cross sections is complex. An equivalent information is the comparison of the total reaction rates in the dosimeters between different cross section files (see Fig. 12). The first plot-line presents the reaction rate in the dosimeters as a function of the dosimeter number (1 is closest to the core and 9 is farthest away from the core), with the capture reaction on the left and the inelastic one on the right. The different colours correspond to different random cross sections. The second plot-line is the relative difference to the reaction rate obtained with the first cross section set. The results obtained with the classical TMC-Ref are represented in dashed line. The corresponding residuals are displayed in the third plot-line. Finally, the fourth plot-line presents the reaction rate dispersion for all the dosimeters, with TMC-CS in red and TMC-Ref in dashed blue.

Once again, a same behaviour is obtained between the reaction rates estimated with the correlated sampling technique and the reference one, and the statistical uncertainty is reduced for TMC-CS. The complementary information is that this is working for all the perturbed cross sections, and the approach can also be used to perform global uncertainty propagation on the reaction rates.

4.4 Note on the computation efficiency

4.4.1 About RAM

Depending of the cross section files, the correlated sampling technique cannot run all the available random ACE files. For the iron cross sections (all isotopes) from TENDL, a simultaneous calculation of 64 cross sections requires 40 GB. For calculations requiring more than 64 cross sections, the calculation is simply split and the same reference cross section is used for all the calculations.

4.4.2 About computation time

The two considered cases have a very different behaviour regarding the computation efficiency. For the study of the iron reflector in the CROCUS reactor, the amount of reactions in this reflector is small compared to all the neutrons propagated in the reactor. For this reason, even if at each interaction in the iron the cross section and all the related probabilities are calculated 64 times, the computation time is not linear and is of around 6 days instead of 2 \times 64 days. Concerning the HMI-001 benchmark, even if the gain is still positive, the correlated sampling technique is not as advantageous since all the materials of the geometry contain iron: the computation time is multiplied by 10 for 32 simultaneous cross sections (including a longer initialisation phase). Note that these results are preliminary, as these calculations have been done with a local modified version of Serpent2 with an optimisation to be done on the correlated sampling implementation.

4.4.3 About statistical convergence

For the CROCUS application, the parameters of interest have a relatively small dependence on the nuclear data uncertainty and thus need a long calculation to estimate it properly. The CS capability to avoid the residual statistical error due to a difference of two independent tallies is very interesting and can allow to reduce the computation time accordingly (not done in this study). On the other side, a very large uncertainty such as 1000 pcm on the $k_{\text{eff}}$ of the HMI-001 benchmark allows very short calculations well adapted for the classic TMC.

Finally for the computation efficiency, the memory load is larger, but many independent calculations are replaced by a single one, and the number of propagated neutrons can be reduced for a given target uncertainty on a score variation between the reference and modified systems.

5 Conclusions and perspectives

The correlated sampling technique has been chosen to replace multiple independent calculations with different cross section databases by a single calculation to speed-up the TMC uncertainty propagation. The statistical uncertainty obtained on the tally variation is reduced compared to independent calculations where the statistical uncertainties are quadratically summed.
This technique is implemented through specific developments which consist in associating a large number of modified materials in the calculation and the use of matrices of perturbed weights associated to each neutron. It has been tested and compared to classic sensitivity and TMC uncertainty propagation with very good results on the HMI-001 benchmark for reactivity effects and on the CROCUS reactor for reactor dosimetry. This confirms that this approach is suitable for uncertainty propagation of reaction rate estimation in light-water reactors such as CROCUS.

Future studies will also be carried out to include the propagation of fission neutron spectra for fissile materials and the angular correlation in the correlated sampling technique. Another future aspect will be the approach validation on other reactivity and spectral index benchmarks in order to extend the validation basis.
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