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Abstract—Positive-unlabeled learning refers to the process of training a binary classifier using only positive and unlabeled data. Although unlabeled data can contain positive data, all unlabeled data are regarded as negative data in existing positive-unlabeled learning methods, which resulting in diminishing performance. We provide a new perspective on this problem—considering unlabeled data as noisy-labeled data, and introducing a new formulation of PU learning as a problem of joint optimization of noisy-labeled data. This research presents a methodology that assigns initial pseudo-labels to unlabeled data which is used as noisy-labeled data, and trains a deep neural network using the noisy-labeled data. Experimental results demonstrate that the proposed method significantly outperforms the state-of-the-art methods on several benchmark datasets.

Index Terms—Deep learning, Classification, Positive-unlabeled learning

I. INTRODUCTION

Positive-unlabeled (PU) learning refers to the process of training a binary classifier by utilizing only positive (P) and unlabeled (U) data. In such a problem setting, the unlabeled data class prior probability is known. Research on PU learning was initiated by [1], [2], [3], and it is expected to be mainly applied to retrieval and outlier detection [4], [5], [6], [7].

Existing PU learning can be roughly divided into two types depending on the use of unlabeled data: reweighting approaches and two-step approaches.

Reweighting approaches regard all unlabeled data as negative samples and train a classifier by weighted training samples. For example, biased SVM [8] and weighted logistic regression [9] incur different costs for misclassified positive and negative samples.

The representative two-step approaches first select a set of reliable negative samples from unlabeled data and then train a classifier by applying a traditional supervised positive-negative (PN) learning. However, previous works [10], [11] achieve inferior performance as compared to recent single-step approaches because of the incorrect identification of negative samples.

Both approaches require the weight parameters to be manually adjusted for labeled and unlabeled data, which is computationally expensive.

The ability to circumvent the need for manual tuning of the parameters increased the popularity of unbiased PU learning and its extensions [12], [13], and achieving state-of-the-art performance in PU learning by the use of deep neural networks [14], [15]. Although reweighting approaches have shown success in PU learning, performance degradation may have been caused by treating all unlabeled data as negative, because unlabeled data contains both positive and negative samples.

In this paper, we shed light upon on PU learning—we have treated unlabeled data as noisy negative data and formulated PU learning by a joint optimization of learning DNN parameters and unlabeled data. We have been inspired by one of the most effective methods, the joint optimization framework [16], in which a deep neural network and noisy labels are alternately optimized.

Simply applying this framework to PU learning does not work well because clean-labeled data consists of only positive samples. We have introduced a new weighting parameter $\lambda$, which makes the network focus on clean data as compared to noisy data in the beginning of training.

We have also introduced a new way to assign initial pseudo-labels—it is not known if considering all unlabeled data as negative is the best strategy for initial assigned label assignment. Let $1$ denote positive labels and $0$ denote negative ones. If we choose not to restrict to only a hard-labeling, $\{0, 1\}$, but also allow for soft-labels, $[0, 1]$, we suppose that initially assigned labels should not be set to a negative hard-label, but instead, should be equal to the class prior probability, in order to minimize the Kullback-Leibler divergence from initial labels to the ground-truth labels. We have experimentally found that such an assignment prevents a deep neural network from overfitting and that the formulation works well. The main contributions of this study are as follows.

- We have introduced a novel approach; the problem setting of PU learning can be regarded as that of learning with noisy-labeled data. We have formulated a new method for PU learning such that the network parameters and noisy labels are jointly optimized.
- Unlike most existing approaches that assign negative labels to all the unlabeled data, we determine initial labels based on the class prior probability. We have experimentally confirmed that our initial label assignment achieved better performance compared to the all-negative label approach if applied to the proposed method.
- We have evaluated the proposed method on several benchmark datasets. Experimental results demonstrate that our method significantly outperforms previous state-of-the-art PU learning approaches.

II. RELATED WORKS

In this section, we first state the problem settings of PU learning [14], and then we introduce the main two types of PU learning, namely reweighting approaches and two-step approaches. Finally, we explain the details about learning with noisy-labeled data because we consider unlabeled data assigned pseudo-labels as noisy-labeled data.

A. Problem settings of PU learning

Let $X \in \mathbb{R}^d$ and $Y \in \{0, 1\}$ be the input and output random variables, respectively. Let $p(x, y)$ be the joint density of $(X, Y)$, $p_p(x) = p(x|Y = 1)$ and $p_n(x) = p(x|Y = 0)$ be the P and N marginals, $p(x) = \int p(x|Y) \pi(Y) dY$ be the class prior probability, and $\pi = p(Y = 0) = 1 - \pi_p$. We regard $\pi_p$ as known throughout this paper, although some studies estimate it from P and U data [17], [18], [19], [20]. $P$ and $U$ data are sampled independently from $p_p(x)$ and $p_n(x)$ as $X_p = \{x_i^p\}_{i=1}^p \sim p_p(x)$ and $X_n = \{x_i^n\}_{i=1}^n \sim p_n(x)$. PU learning means training a classifier from $X_p$ and $X_n$ unlike PN learning in which a classifier is usually trained from $X_p$ and $X_n = \{x_i^n\}_{i=1}^n \sim p_n(x)$.

B. Reweighting approaches

In this subsection, we describe two recent approaches of reweighting approaches: unbiased PU learning [12], [13] and non-negative PU learning [14].

1) Unbiased PU learning: Let $\sigma : \mathbb{R}^d \to [0, 1]$ denote the network in which the final layer is the sigmoid function. The loss to be minimized is $L(\sigma) = \mathbb{E}_{X,Y \sim p(x,y)}[Y\sigma(X) + (1-Y)(1-\sigma(X))] = \pi_p L_p^0(\sigma) + \pi_n L_n^0(1 - \sigma)$, where $L_p^0(\sigma) = \mathbb{E}_{X \sim p_p}[\sigma(X)]$ and $L_n^0(\sigma) = \mathbb{E}_{X \sim p_n}[1 - \sigma(X)]$. In PU learning, $L(\sigma)$ can be directly approximated as follows:

$$\hat{L}_{pn}(\sigma) = \pi_p \hat{L}_p^0(\sigma) + \pi_n \hat{L}_n^0(\sigma), \tag{1}$$
where \( \hat{L}_{pu}(\sigma) = \frac{1}{n_{p}} \sum_{i=1}^{n_{pu}} \sigma(x_{i}^{u}) \), \( \hat{L}_{n}(\sigma) = \frac{1}{n_{u}} \sum_{i=1}^{n_{u}} (1 - \sigma(x_{i}^{u})) \). In PU learning, \( \mathcal{X}_n \) cannot be used and thus, unbiased PU learning [12], [13] indirectly approximates \( L(\sigma) \). As \( \pi_{0}p_{0}(x) = p(x) - \pi_{0}p_{0}(x) \), \( \pi_{u}L_{pu}(\sigma) = \hat{L}_{pu}(\sigma) - \pi_{u}\hat{L}_{0}(\sigma) \) is formulated, where \( \hat{L}_{0}(\sigma) = \mathbb{E}_{x \sim \rho_{0}} [1 - \sigma(X)] \) and \( \hat{L}_{pu}(\sigma) = \mathbb{E}_{x \sim \rho}(1 - \sigma(X)) \). Therefore, \( L(\sigma) \) can be indirectly approximated as follows:

\[
L_{pu}(\sigma) = \frac{1}{n_{p}} L_{pu}(\sigma) + \frac{1}{n_{u}} L_{pu}(\sigma),
\]

where \( \hat{L}_{pu}(\sigma) = \frac{1}{n_{p}} \sum_{i=1}^{n_{pu}} (1 - \sigma(x_{i}^{u})) \) and \( \hat{L}_{pu}(\sigma) = \frac{1}{n_{u}} \sum_{i=1}^{n_{u}} (1 - \sigma(x_{i}^{u})) \).

2) Non-negative PU learning: By using unbiased PU learning, we can obtain \( \hat{g}_{pu} \) which minimizes \( L_{pu}(g) \); however, it is experimentally found that the loss will be negative if the model is significantly flexible, such as a deep neural network [14]. This problem is solved by non-negative PU learning [14], which modifies the empirical loss as follows:

\[
\hat{L}_{pu}(\sigma) = \pi_{p} \hat{L}_{pu}(\sigma) + \max \left\{ 0, \hat{L}_{pu}(\sigma) - \pi_{p} \hat{L}_{0}(\sigma) \right\}.
\]

Gradient ascent is performed along \( \nabla (\hat{L}_{pu}(\sigma) - \pi_{p} \hat{L}_{0}(\sigma)) \) when \( \hat{L}_{pu}(\sigma) - \pi_{p} \hat{L}_{0}(\sigma) \) becomes smaller than some threshold value. This modification prevents the model from overfitting.

C. Two-step approaches

The two-step approach consists of the following two steps: i) assigning pseudo-labels to unlabeled data and ii) learning from labeled and pseudo-labeled data. The classical approaches only identify reliable negative samples [8], [9] for the first step and do not perform well because of the inaccurate identification of negative samples. Recently, Hsieh et al. have applied non-negative PU learning, which is the best performing reweighting approach, as the first step, and achieves state-of-the-art performance [15]. Our method can also be categorized into this group: we regard unlabeled data as noisy negative data and perform a joint optimization for learning from noisy labels to identify both negative and positive samples from unlabeled data.

D. Learning with noisy-labeled data

The studies on noisy-labeled data can be divided into two major categories. The first category studies utilize the modification of the cross-entropy loss to prevent a classifier from overfitting to noisy-labeled data. Some studies use a noise-transition matrix [21], [22], [23], [24], and others use the mean-absolute-error [25], [26].

The studies from the second category are of the Bootstrapping type [27], in which labels are iteratively updated by the predictions of the model during training. The joint optimization framework [16] uses this scheme, and demonstrates better performance because a high learning rate prevents a classifier from overfitting to noisy-labeled data. This framework is one of the most effective approaches for high noisy-labeled data; it works well even if 90% of the labels are randomized. The research introduced above inspired the authors to solve PU learning based on a joint optimization approach.

III. METHOD

In this section, we introduce the joint optimization for learning from positive-unlabeled data. The method introduced first assigns pseudo-labels to unlabeled data, and then iteratively updates pseudo-labels, as shown in Fig. 1. We first explain how to update pseudo-labels; then we will describe the process of assigning initial pseudo-labels in Section III-B.

A. Joint Optimization

Let \( \mathcal{Y} = \{ y_{i} \in [0,1] \}_{i=1}^{n_{u}} \) be pseudo-labels assigned to \( \mathcal{X}_u \), which may contain incorrect labels. The goal is to train a network from clean positive data \( \mathcal{X}_p \) and pseudo-labeled data \( \mathcal{X}_u \).

In the joint optimization, pseudo-labels \( \mathcal{Y} \) and the network \( \sigma \) are alternately updated, as shown in Algorithm 1. As a result of the joint optimization, the noisy pseudo-labeled data is updated to more precise labels. Matrix \( \mathcal{Z} \) is required to preserve the predictions of the model, and the labels are updated by the average predictions in the last \( r \) epochs. The total empirical loss \( \hat{L}_{\text{joint}} \) is constructed by three terms as follows:

\[
\hat{L}_{\text{joint}}(\sigma) = \hat{L}_{\text{class}}(\sigma) + \alpha \hat{L}_{\text{reg2}}(\sigma) + \beta \hat{L}_{\text{reg2}}(\sigma),
\]

where \( \hat{L}_{\text{class}}(\sigma), \hat{L}_{\text{reg2}}(\sigma), \) and \( \hat{L}_{\text{reg2}}(\sigma) \) denote the classification loss and two regularization losses, respectively, and \( \alpha \) and \( \beta \) denote hyperparameters.

Unlike the study regarding noisy-labeled data by [16], we deal with binary-classification with PU data and thus, we formulate \( \hat{L}_{\text{class}}(\sigma) \) as follows:

\[
\hat{L}_{\text{class}}(\sigma) = \lambda \hat{L}_{p}(\sigma) + \hat{L}_{\text{noisy}}(\sigma) = \lambda \hat{L}_{p}(\sigma) + \frac{1}{n_{u}} \sum_{i=1}^{n_{u}} D_{\text{KL}} \left( \left[ y_{i} \right]_1 \left[ 1 - y_{i} \right]_1 \right) 
\]

where we manipulate \( \lambda \) to gradually decrease during training because positive clean data is more beneficial for training than unlabeled data in the early phase of training. In this study, \( \lambda \) is reduced linearly, and it will finally be equal to \( \frac{1}{n_{u}} \). Note that the joint optimization framework does not work well if \( \lambda \) is set to the constant value which is equal to the class prior probability like other PU learning studies.

Following [16], two regularization losses are defined as follows:

\[
\hat{L}_{\text{reg2}}(\sigma) = D_{\text{KL}} \left( \left[ \frac{1}{n_{u}} \sum_{i=1}^{n_{u}} \sigma(x_{i}^{u}) \right] \left[ \frac{1}{n_{u}} \sum_{i=1}^{n_{u}} (1 - \sigma(x_{i}^{u})) \right] \right),
\]

Utilizing previously defined loss terms, we can avert the trapping into undesirable pseudo-labels. The first regularization loss term \( \hat{L}_{\text{reg1}}(\sigma) \) requires the ground-truth class prior probability, and we consider that it is available in the problem setting of PU learning.

B. Assigning initial pseudo-labels

The method introduced requires initial pseudo-labels for unlabeled data. A straightforward solution is assigning negative labels to all
the unlabeled data in a similar way to the existing methods. However, this assignment ignores the class prior probability $\pi_p$. Let us consider the ground-truth labels of unlabeled data, $\gamma^{GT} = \{y_i^{GT} \in \{0, 1\}\}_{i=1}^{n_u}$. From the definition of $\pi_p$, the ground-truth labels satisfy $\frac{1}{n_u} \sum_{i=1}^{n_u} y_i^{GT} = \pi_p$. Further, we assume that all the initial labels are the same because we cannot distinguish the unlabeled data. Then, we obtain the initial label $y_{init}$ by minimizing the KL divergence from $\gamma$ to $\gamma^{GT}$:

$$y_{init} = \arg\min_{y} \frac{1}{n_u} \sum_{i=1}^{n_u} \text{D}_{KL}
\left(\begin{bmatrix} y^{GT} \\ 1 - y^{GT} \end{bmatrix} \left| \begin{bmatrix} y \\ 1 - y \end{bmatrix}\right.\right)$$

$$\begin{align*}
&= \arg\min_{y} \left(-\frac{1}{n_u} \sum_{i=1}^{n_u} (y_i^{GT} \log y + (1 - y_i^{GT}) \log(1 - y))\right) \\
&= \arg\min_{y} (-\pi_p y - \pi_n (1 - y)) \\
&= \pi_p,
\end{align*}$$

(8)

where $y_i^{GT} \log y_i^{GT} = (1 - y_i^{GT}) \log(1 - y_i^{GT}) = 0$. Unless otherwise specified, we use $y_i = \pi_p$ for all $i$ as the initial labels.

IV. Experiments

We have verified the effectiveness of the proposed method using three benchmark datasets: MNIST, CIFAR-10, and 20 Newsgroups, which are commonly used for evaluation of PU learning in [14], [15].

A. Datasets

**MNIST:** MNIST [29] is a gray-scale image dataset. We set 0, 2, 4, 6, and 8 as the positive class and 1, 3, 5, 7, and 9 as the negative class, such that the class prior probability is $\pi_p = 0.49$.

**CIFAR-10:** CIFAR-10 [30] is an RGB image dataset, and we define two patterns of the positive class according to [15]. The first set includes airplane, automobile, ship, and truck as the positive class and bird, cat, deer, dog, frog, and horse as the negative class in order to distinguish the vehicles from the animals, such that the class prior probability is $\pi_p = 0.4$. The second set includes cat, deer, dog, and horse as the positive class and airplane, automobile, ship, truck, bird, and frog as the negative class in order to distinguish the mammals from the non-mammals, such that the class prior probability is $\pi_p = 0.4$.

**20 Newsgroups:** 20 Newsgroups [31] is a text dataset. We set alt., comp., misc., and rec. as the positive class and sci., soc., and talk. as the negative class, such that the class prior probability is $\pi_p = 0.56$.

B. Implementation details

We used the standard test examples, such that the test set size is 10000 for MNIST and CIFAR-10, and 7528 for 20 Newsgroups. With respect to the training set, we sample 500 as positive and 6000 as unlabeled for MNIST and 20 Newsgroups, respectively, and 1000 as positive and 10000 as unlabeled for CIFAR-10. The validation set is always one-fifth of the training set.

The validation set is used for both tuning the hyperparameters and choosing the model parameters with the lowest validation loss among those calculated by (3) after every epoch.

For MNIST, we used a four-layer convolutional neural network and the hyperparameters were set as $lr = 0.005$, $r = 10$, $e_{start} = 20$, $\lambda_{init} = 10.0$, $\alpha = 10.0$, $\beta = 2.0$, and $e_{end} = 100$. We changed some hyperparameters as $\lambda_{init} = 10.0$, $\alpha = 10.0$ for $\pi_p \in \{0.6, 0.7\}$.

For CIFAR-10, we used a PreAct ResNet-18 [32], and the hyperparameters were set as $lr = 0.001$, $r = 10$, $e_{start} = 20$, $\lambda_{init} = 0.5$, $\alpha = 2.0$, $\beta = 0.5$, and $e_{end} = 200$.

For 20 Newsgroups, we preprocessed the raw text data into 9216-dimensional feature vectors by the pre-trained ELMword embedding [33] from AllenNLP [34]1, as suggested by [35]. We used a three-layer fully connected neural network, and the hyperparameters were set as $lr = 0.01$, $r = 10$, $e_{start} = 20$, $\lambda_{init} = 2.0$, $\alpha = 2.0$, $\beta = 2.0$, and $e_{end} = 50$.

C. Results

1) Evaluation of different initial pseudo-labels: In the first experiment, we trained the neural network models from different initial pseudo-labels. We compared the proposed assignment described in Section III-B with the following two approaches.

All negative: In a similar way to the existing PU learning methods, all the unlabeled data are regarded as negative samples. In this case, the initial labels contain noisy labels with a noise rate of $\pi_p$.

---

1See https://allennlp.org/elmo
### Table I
**Mean and Standard Deviation of Test Error Rates over 10 Trials for MNIST, CIFAR-10, and 20 Newsgroups. Different Assignments of the Initial Pseudo-labels for the Unlabeled Data are Compared Using the Same 10 Random Samplings. The Best Results are Highlighted in Bold.**

| Dataset               | All negative | Randomized hard-labels | Proposed assignment |
|-----------------------|--------------|------------------------|---------------------|
| MNIST                 | 4.05 ± 0.35  | 6.18 ± 0.83            | 3.69 ± 0.69         |
| CIFAR-10 (vehicles as P) | 10.16 ± 0.32 | 10.15 ± 0.43           | 9.84 ± 0.30         |
| CIFAR-10 (mammals as P) | 21.03 ± 0.76 | 20.92 ± 1.23           | 20.21 ± 0.70        |
| 20 Newsgroups         | 15.94 ± 1.76 | 26.60 ± 3.21           | 13.09 ± 0.72        |

### Table II
**Mean and Standard Deviation of Test Error Rates over 10 Trials for MNIST, CIFAR-10, and 20 Newsgroups. Different Methods are Compared Using the Same 10 Random Samplings.**

| Dataset       | mPU       | PUbNN     | Our method  |
|---------------|-----------|-----------|-------------|
| MNIST         | 6.64 ± 1.33 | 4.62 ± 0.58 | 3.69 ± 0.69 |
| CIFAR-10 (vehicles as P) | 12.21 ± 0.68 | 10.86 ± 0.31 | 9.84 ± 0.30 |
| CIFAR-10 (mammals as P) | 22.57 ± 1.01 | 21.26 ± 0.39 | 20.21 ± 0.70 |
| 20 Newsgroups | 15.00 ± 0.72 | 13.98 ± 0.78 | 13.09 ± 0.72 |

### Table III
**Mean and Standard Deviation of Recovery Error Rates for Unlabeled Training Data over 10 Trials for MNIST, CIFAR-10, and 20 Newsgroups. Different Methods are Compared Using the Same 10 Random Samplings.**

| Dataset       | mPU       | PUbNN     | Our method  |
|---------------|-----------|-----------|-------------|
| MNIST         | 7.06 ± 1.14 | 5.04 ± 0.60 | 3.88 ± 0.68 |
| CIFAR-10 (vehicles as P) | 12.15 ± 0.52 | 10.37 ± 0.36 | 9.45 ± 0.34 |
| CIFAR-10 (mammals as P) | 21.88 ± 1.06 | 20.85 ± 0.69 | 19.52 ± 0.77 |
| 20 Newsgroups | 13.41 ± 0.81 | 12.27 ± 0.76 | 11.78 ± 0.69 |

**Randomized hard-labels:** Initial pseudo-labels are assigned as follows:

\[
y_i^\text{rand} = \begin{cases} 
0 & \text{with the probability of } \pi_n \\
1 & \text{with the probability of } \pi_p 
\end{cases}
\] (9)

The obtained initial labels \( \{y_i^\text{rand}\}_{i=1}^{n_u} \) satisfies the class prior probability: \( \frac{1}{n_u} \sum_{i=1}^{n_u} y_i^\text{rand} = \pi_p \). In this case, the noise rate is \( 1 - \pi_n^2 - \pi_p^2 \).

We show the performance of the approaches presented in this research using different initial pseudo-labels in Table I. The proposed assignment of initial pseudo-labels always outperforms other methods. These results indicate that beginning by considering all the unlabeled data as negative samples is not effective and that considering the class prior probability is important.

2) **Comparison with the state-of-the-art methods:** We have compared the proposed method with two state-of-the-art PU learning methods: non-negative PU learning (nnPU) [14] and PUbNN [15].

Table II shows the test error rates of the comparison; the proposed method outperforms other methods. Table III shows the recovery error rates for unlabeled training data of the comparison. This indicates that the proposed method can identify negative (and positive) samples from unlabeled data with high accuracy.

Unlike most existing two-step approaches, including PUbNN, which use only reliable negative samples from unlabeled data, our method can fully utilize unlabeled data because of cleaning of noisy-labeled data.

We show the training loss curve in Fig. 2. In all the experiments, updating the labels of unlabeled data started at the \( e_{\text{start}} = 20 \) epoch, and it is observed that the training losses did not drop steeply before this epoch. This means that the classifiers did not overfit to the initial pseudo-labels because we carefully assigned them as described in Section III-B.

3) **Performance on different class prior probabilities:** We have further investigated certain cases, varying the class prior probability \( \pi_p \), in order to examine how \( \pi_p \) affects the performance. We have moderately reduced positive or negative examples to prepare unlabeled datasets with the class prior probability being in \( \{0.3, 0.4, 0.5, 0.6, 0.7\} \). The experimental results are displayed in Table IV. The results show that the proposed method consistently outperforms the other two methods, leading to the conclusion that the method presented in this research is more robust for the imbalance of the class.

### Table IV
**Mean and Standard Deviation of Test Error Rates over 10 Trials for MNIST Under Different Class Prior Probabilities. Different Methods are Compared Using the Same 10 Random Samplings.**

| Class prior probability | mPU       | PUbNN     | Our method  |
|-------------------------|-----------|-----------|-------------|
| \( \pi_p = 0.3 \)      | 5.11 ± 0.86 | 5.15 ± 0.79 | 3.60 ± 0.39 |
| \( \pi_p = 0.4 \)      | 5.58 ± 0.98 | 4.83 ± 0.88 | 3.47 ± 0.43 |
| \( \pi_p = 0.5 \)      | 6.17 ± 1.08 | 5.29 ± 0.90 | 4.10 ± 0.80 |
| \( \pi_p = 0.6 \)      | 8.01 ± 1.62 | 5.54 ± 0.87 | 5.12 ± 0.88 |
| \( \pi_p = 0.7 \)      | 11.57 ± 2.00 | 7.13 ± 1.37 | 6.16 ± 0.85 |

V. Conclusion

In this study, as compared to existing PU learning, we have introduced a different perspective regarding the treatment of unlabeled data. We have considered unlabeled data as noisy-labeled data, and introduced a new approach to PU learning in which the network and noisy labels are jointly optimized.

Unlike noisy-labeled learning, clean-labeled data has only positive samples in PU learning and thus, we have proposed a new weighting parameter to emphasize positive samples in the beginning of training. Then, we have determined the best initial label assignment by considering the class prior probability. Experimental results demonstrate that the proposed method significantly outperforms the state-of-the-art methods on MNIST, CIFAR-10, and 20 Newsgroups datasets.
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