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Abstract—This paper presents a stereo object matching method that exploits both 2D contextual information from images as well as 3D object-level information. Unlike existing stereo matching methods that exclusively focus on the pixel-level correspondence between stereo images within a volumetric space (i.e., cost volume), we exploit this volumetric structure in a different manner. The cost volume explicitly encompasses 3D information along its disparity axis, therefore it is a privileged structure that can encapsulate the 3D contextual information from objects. However, it is not straightforward since the disparity values map the 3D metric space in a non-linear fashion. Thus, we present two novel strategies to handle 3D objectness in the cost volume space: selective sampling (RoISelect) and 2D-3D fusion (fusion-by-occupancy), which allow us to seamlessly incorporate 3D object-level information and achieve accurate depth performance near the object boundary regions. Our depth estimation achieves competitive performance in the KITTI dataset and the Virtual-KITTI 2.0 dataset.

I. INTRODUCTION

Stereo matching is a fundamental task in computer vision which consists in reconstructing the 3D environment captured from a pair of cameras. Specifically, stereo matching refers to the process of computing the dense pixel correspondence between a rectified image pair [1]. This correspondence is expressed as the horizontal pixel distance from one pixel on the left image to its corresponding position in the right image. This distance is known as disparity. This disparity can be estimated for each pixel in the image, leading to a disparity map which can be utilized for various computer vision tasks, such as semantic segmentation [2], [3], stereo-LiDAR fusion [4], and 3D object detection tasks [5], [6], [7].

Recently, stereo-vision has benefited from the advances of Convolutional Neural Networks (CNNs) [8], [9], [10]. Pioneering deep learning-based patch matching approaches, such as [11], [12], largely outperform traditional hand-crafted techniques [13]. Follow-up deep learning-based solutions, inspired by conventional stereo matching techniques [14], explicitly incorporate geometric information in the matching process [15], which produces significant accuracy improvements. For example, Kendall et al. [15] introduce a differentiable cost volume to compute matching costs between the left and right features from the stereo images. With its larger receptive field and larger capacity, this cost volume approach has demonstrated highly accurate results. This seminal work has inspired various methods that rely on cost volume [15], [16], [17], [18].

Despite the improvements arising from CNNs, multiple challenges still remain. Particularly, textureless or repetitive structures in the image lead to inaccurate disparity estimation. Moreover, objects’ boundaries tend to be ambiguous. To overcome these issues, several methods apply multi-task losses using additional information, such as image segmentation [3]. These approaches rely on 2D contextual information extracted from the image. These 2D cues improve the matching quality but are inherently ambiguous since contiguous pixels in the image space are not necessarily neighbors in 3D. In contrast, considering an object prior in 3D can reduce the object-level spatial ambiguity effectively. Motivated by this observation, we investigate how such a geometric property can be integrated into a stereo matching network.

In this paper, we propose a stereo matching network that utilizes 2D information as well as 3D contextual information of objects. We named this method stereo object matching network (see Fig. 1). Our method builds on a cost volume-based approach [16], which estimates a depth map using 2D contextual information and includes an implicit 3D space structure via the cost volume. Concretely, we perform a 3D object detection task, as an auxiliary task, using the cost volume to guide the network to learn meaningful structural information about the objects in the scene. This strategy reduces the uncertainty of the disparity boundary near the objects (e.g., vehicle). Therefore, the cost volume in our
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network considers both conventional disparity loss in a pixel-wise manner and detection loss from the 3D RoIs which are extracted from the cost volume. Each element in the multi-task losses has geometric-awareness and makes it possible to achieve state-of-the-art performance for depth estimation in the KITTI dataset [19] and Virtual-KITTI dataset [20].

II. RELATED WORK

Stereo matching has been deeply investigated in the past decades. Recently, deep learning techniques paved the way for more effective and robust matching. The work by Zhontar and LeCun [11] is the first technique to employ deep-patch-based stereo matching and Mayer et al. [12] introduce an end-to-end architecture to regress the disparity. More effective and elegant approaches inspired by traditional matching techniques have been developed. It is, for instance, the case of Kendall et al. [15] who propose to integrate a differentiable cost volume into a deep neural architecture. Relying on this concept, several works enhance the deep architecture by widening the receptive field using a pyramid network [16], exploiting the semi-global cost aggregations [17], and propagating the spatial pixel-affinity modules [18]. However, the objects’ boundary ambiguity is a challenging issue and such ambiguity results in a low-quality depth prediction on these areas. Recent works [2], [3], [21], [22] integrate semantic segmentation into the disparity estimation to handle this ambiguity issue, but the resulting improvements remain relatively limited due to the inherent ambiguity of this semantic two-dimensional information.

Meanwhile, camera-based 3D object detection increases the performance by exploiting high-quality depth from deep learning-based approaches [23], [12]. Xu and Chen [6] propose a multi-level fusion technique and Wang et al. [5] convert the depth into pseudo lidar data for vehicle localization. These approaches demonstrate that the quality of the depth affects the performance of the detection. However, they only utilize depth information as an additional modality in a naive manner (e.g., concatenate with input).

In this study, we directly handle the 3D contextual information by exploiting 3D object detection as an auxiliary task. Our method utilizes 3D objects’ structural information (e.g., size and heading) so that our cost volume is trained to express the detection-based 3D contextual information. By our cost volume-based detection network, the proposed approach largely increases the quality of estimated depth.

III. STEREO OBJECT MATCHING

In this section, we propose a stereo object matching network, which consists of three steps: cost volume prediction, disparity regression, and 3D object detection. Each module of the pipeline is introduced individually, and the overall architecture is depicted in Fig. 2.

A. Overview

Given a rectified stereo pair, we propose a disparity estimation method, called stereo object matching network, which considers 2D contextual information as well as 3D object-level information. We first extract image features from stereo images and then construct a cost volume (Sec. III-B). The conventional cost volume is used to predict the disparity map out of 2D image information only. However, since the image features are concatenated and stacked for each disparity hypothesis, this cost volume follows the 3D voxel structure with feature vectors, i.e., channel (C)×disparity (D)×height (H)×width (W).

In this work, we attempt to fully exploit this 3D voxel structure not only to compute FR: the disparity but also to embed 3D object-level information via an auxiliary 3D detection task (we discuss the details of how we embed 3D object-level contextual information in Sec. IV). It allows us to utilize both 2D contextual and 3D object-level information, which produces accurate disparity estimation (Sec. III-C).

B. Cost volume

From rectified stereo images, we first extract the stereo image feature maps, i.e., left feature map \( F_L \) and right feature map \( F_R \) whose size is \( 16 \times H \times W \) using the feature extraction layer in PSMNet [16]. A strong similarity between two feature vectors from each feature map indicates a high matching probability, meaning that two pixels corresponding to the two feature vectors are the projection of the same 3D point in the scene.

The initial cost volume \( V_{init} \) is built as follows [15], [16]: (1) shifting right image features horizontally with fixed left image features (each shift corresponding to a candidate disparity value), (2) stacking the shifted right and fixed left features across each disparity level, and (3) concatenating the left and right features along the channel axis. This initial cost volume is then refined via stacked hourglass networks [16], [24], [25]. These stacked hourglass networks are important to regularize the initial cost volume and to increase the receptive field of the network. The constructed cost volume \( V \) forms a 4D volume \( V^{16} \) which describes the 3D space along the

![Fig. 2. Illustration of stereo object matching network.](image-url)

1 Although the physical dimension of \( V \) is “C×D×H×W”, we can consider \( V \) as a 3D volume with its size “D×H×W”, where the C-dimensional feature vector is stored at each voxel’s location (u, v, d). Thus, we interchangeably describe \( V \) as 3D volume or 4D volume in some cases.
disparity axis, and where high responses are clustered object-wise (see the visualization of \( \mathcal{V} \) in Fig. 2). This cost volume is the central element of our system since it is explicitly used for both disparity estimation and 3D object detection, especially as an intermediate space to embed 3D object-level information.

C. Disparity network

Given the learned cost volume \( \mathcal{V} \) that embeds both 2D and 3D contextual information, the disparity network aims to regress the disparity values at a subpixel level. Following [15], we perform a cost aggregation process by aggregating the cost volume along the disparity dimension as well as its spatial dimensions. This cost aggregation reduces the dimensionality of \( \mathcal{V} \) into a 3D structure \( \mathcal{A} \). From \( \mathcal{A} \), we can estimate the disparity value \( \tilde{d}_{u,v} \) at pixel \((u,v)\) as:

\[
\tilde{d}_{u,v} = \sum_{d=0}^{d_{\text{max}}} d \cdot \sigma_d(u,v),
\]

where \( d_{\text{max}} \) indicates the maximum disparity, \( \sigma(\cdot) \) denotes softmax operation, and \( a^d(u,v) \) is the response for disparity value \( d \) of the cost aggregation vector \( a_{u,v} \in \mathbb{R}^{d_{\text{max}}} \) at \((u,v)\).

We compute the disparity loss \( \mathcal{L}_{\text{disp}} \) from the estimated disparity map \( \mathcal{D} \) and the ground truth disparity map \( \mathcal{D}_\text{gt} \) as:

\[
\mathcal{L}_{\text{disp}} = \frac{1}{N} \sum_{u,v} \text{smooth}_{L_1}((d_{u,v} - \tilde{d}_{u,v}),
\]

where \( N \) is the number of the pixels in \( \mathcal{D} \), \( d_{u,v} \) is the value of the predicted disparity map \( \mathcal{D}_\text{gt} \) at the pixel \((u,v)\), and \( \text{smooth}_{L_1}(\cdot) \) is the smooth L1 loss function used to compute the loss [15], [16].

IV. DETECTION-BASED 3D CONTEXTUAL EMBEDDING

In this section, we propose a cost volume-based 3D object detection, as an auxiliary task to embed 3D object information. We exploit an anchor-based detection framework [26] composed of two stages – a 3D region proposal network (3D-RPN) and a header network. While previous techniques have been developed for 2D input [27], [28], our 3D object detection uses cost volume as input. Directly using the cost volume for 3D object detection is meaningful since it encapsulates both 2D and 3D information; however, it remains a complex task. The challenges of using such a structure to perform 3D object detection, as well as the proposed solutions (selective subpixel sampling and 2D-3D fusion), are discussed below.

A. Metric-driven cost volume

By virtue of its structure (i.e., 3D volumetric space along the disparity axis), the cost volume naturally encodes the 3D space. However, utilizing this volume as a direct input for 3D object detection is not straightforward for two major reasons. 1) The disparity is represented in the discrete pixel domain, which is not linearly correlated with metric depth. For example, a disparity error of one pixel for nearby objects represents a metric error of a few centimeters, while the same discrepancy for faraway objects can result in a significant error (up to a few meters depending on the camera resolution and baseline’s length). In other words, an extracted anchor corresponding to a distant object may include only a small region in the cost volume while a near object of physically similar size will appear significantly larger. 2) A sampled cost volume usually includes uncertain matching costs due to occlusions or the limited overlapping area between both views. Valid matching costs (i.e., high confidence) only exist where the camera can see. That is, we cannot compute valid matching costs beyond the visible surface. Therefore, wrongly estimated matching costs on an occluded region might confuse the network to incorrectly localize the objects, which affects the cost volume during training.

To resolve these issues on the cost volume, we propose two strategies (see Fig. 3): 1) A selective subsampling method, called \textit{RoISelect}, with the aid of subpixel interpolation, and 2) 2D-3D fusion using occupancy reconstruction, called \textit{fusion-by-occupancy} to inject the continuous depth values into the discrete 3D RoI from the cost volume.

Selective subpixel sampling (RoISelect). In the anchor-based detection framework, since 3D-RPN extracts 3D RoI using pre-defined anchors, the sampling process is essentially required to normalize the RoI to a common size. In particular, due to the above mentioned potential issues of the cost volume, extracted 3D RoI in the cost volume space has a highly varying size and uncertain matching costs depending on the location and occlusion. Thus, we propose a selective subsampling method, called \textit{RoISelect}, which selects high confidence voxels using the estimated disparity map (cf., Sec. III-C) and interpolates (samples) them while considering the continuous metric range as depicted in Figs. 2(b, c). Our subsampling method functions in a way similar to a linear interpolation (e.g., \textit{RoIAalign} [31]). However, we broaden the receptive field of sampling by applying the cubic interpolation only to the disparity axis, called a deep sample module as in Fig. 4(b). In addition, we filter the low confidence voxels that belong to the background disparity information, as shown in Fig. 4(c). For instance in Fig. 4(c), the top-right voxel is determined to be omitted...
because disparity map implies that the high confidence voxels are located at the background area (i.e., out of the 3D RoI). In this case, the omitted voxels do not propagate the gradient to the cost volume (similar to ReLU [32]) so that we can regularize the cost volume along the disparity-axis. Thanks to our RolSelect, we can selectively subsample the 3D RoIs that contain the high confidence voxels from the cost volume.

2D-3D fusion (fusion-by-occupancy). Fusion with metric measurement (e.g., depth) is widely used in camera-based 3D object detection methods [6], [33], [34]. These approaches blend 2D contextual features with depth using the multi-level injection [6] or normalization layers [33] to accurately localize the target objects. For our cost volume, it is necessary to match the dimensions of both 3D RoI $R_{3D}$ (from the cost volume) and 2D RoI $R_{2D}$ (from the estimated disparity map) for aligned fusion. There are several ways to encapsulate the estimated depth into the 3D structure. We propose fusion-by-occupancy to properly fuse the depth into the 3D feature.

As illustrated in Fig. 2, we back-project the 2D RoI $R_{2D}$ using its depth measurements into the 3D space as a binary representation of the object surface, i.e., 3D occupancy RoI. In detail, we assign 1 for the back-projected voxels in the 3D occupancy RoI and fill other voxels with 0. By doing so, we only propagate the backward gradient through the valid voxels in the 3D RoI. This is to regularize the proper voxels in the cost volume along the disparity axis, as RolSelect does. By reconstructing the 3D surface through our fusion-by-occupancy, we preserve the valid feature voxels within the 3D RoI. After the reconstruction, we fuse the 3D RoI $R_{3D}$ with the 3D occupancy RoI using the normalization layers. With fusion-by-occupancy, we can align the dimensions of the 2D depth and the 3D feature. Accordingly, we can increase the accuracy of the 3D object detection and the quality of the depth estimation. We validate the fusion-by-occupancy in an ablation study (see Table V).

B. Cost volume-based 3D object detection

We adopt the anchor-based detection (i.e., two-stage detection) as an auxiliary task to guide the 3D contextual information to the cost volume through the pre-defined anchors. In addition, the subsequent header network provides more detailed contextual information, such as the heading and the size of vehicles.

3D region proposal network. To seamlessly connect the pre-defined anchors with our cost volume $V$, we exploit a 3D region proposal network (3D-RPN) defined in the cost volume coordinate, i.e., $(u, v, d)$ coordinate. Given the cost volume $V$, the 3D-RPN is trained to (1) predict the potential location of the objects with respect to the pre-defined anchors, and (2) classify the foreground anchors. The 3D-RPN loss $L_{rpn}$ consists of the two typical losses from the 3D-RPN [26] as:

$$L_{rpn} = L_{class} + L_{anc},$$

where $L_{class}$ is the binary cross-entropy loss for the foreground classification and $L_{anc}$ is the anchor localization loss. The 3D-RPN estimates the location of the 3D RoIs $\{p_{min}, p_{max}\}$ in the cost volume space, as shown in Fig. 2.

Header network. Given $R_{3D}$ with a fixed size (by RolSelect and fusion-by-occupancy), we design the header network to predict the center location $(u_{obj}, v_{obj}, d_{obj})$, size $(w_{obj}, h_{obj}, l_{obj})$, and heading $(yaw_{obj})$ of the objects. The header network is trained to regress the objects’ parameters with respect to the location of the 3D RoIs.

We follow up the overall architecture proposed by Moussavian et al. [28] and Xu and Chen [6], except for the heading prediction. Recent camera-based 3D object detection methods [28], [6] adopt the alpha observation (i.e., local orientation) [19], [28] as the heading of the vehicles. Because their feature representations is limited to the 2D contextual attentions ($C \times H \times W$), the same headed vehicles can be differently visualized depending on their distance to the camera [28], which shows a tendency similar to the alpha observation. However, in our case, the cost volume inherently expresses the 3D structures along the disparity axis. Thus, we estimate the original heading of the vehicle (i.e., yaw rotation) from the 3D RoIs, instead of the alpha observation. We cover the details of the architecture of the header network in the supplementary material.

Finally, our cost volume is additionally trained by the loss from the detection networks. The loss function of our stereo object matching network is:

$$L_{total} = L_{disp} + L_{rpn} + 2 \cdot L_{header},$$

where $L_{header}$ is the loss from the header network, in which we apply (1) the L1-loss for the regression of the size, heading, and the center location of the objects, and (2) the binary cross-entropy loss for the confidence prediction. We further describe our loss design in the supplementary material.

V. EXPERIMENTAL RESULT

We describe the training process using the KITTI dataset [19] and evaluate the accuracy of the depth (disparity) and detection against a large panel of existing techniques in the KITTI dataset [19] and Virtual-KITTI 2.0 dataset [20]. Note that we carefully filtered out the training data to ensure a fair comparison with the depth estimation networks [35], [23], [16], [5]. In addition, we conduct an ablation study to validate the different modules of our method.
Our training scheme consists of three steps. First, we pre-train the cost volume prediction part and the disparity regression network with Scene Flow dataset [12] by setting the learning rate to 0.001 during the 15 epochs. Second, we continue to train the cost volume prediction network and the disparity regression network with the KITTI-split by Eigen et al. [35] by setting the learning rate to 0.0005 for 30 epochs. More details are included in the supplementary material.

**TABLE I**

| Method      | Modality | Depth Evaluation (Lower the better) | Abs Rel | Sq Rel | RMSE |
|-------------|----------|------------------------------------|---------|--------|------|
| Eigen [35]  | M        |                                    | 0.203   | 1.548  | 6.307|
| DORN [36]   | M        |                                    | 0.072   | 0.307  | 2.727|
| PSMnet [16]*| S        |                                    | 0.053   | 0.234  | 2.847|
| PseudoLiDAR [5] | S    |                                    | 0.052   | 0.281  | 3.027|
| DSGN [37]   | S        |                                    | 0.064   | 0.184  | 2.942|
| Ours        | S        |                                    | **0.027** | **0.111** | **1.842** |

**TABLE II**

| Method      | Modality | Depth Evaluation (Lower the better) | Abs Rel | Sq Rel | RMSE |
|-------------|----------|------------------------------------|---------|--------|------|
| PSMnet [16]*| S        |                                    | 0.050   | 0.517  | 4.909|
| PseudoLiDAR [5] | S    |                                    | 0.080   | 1.044  | 5.137|
| DSGN [37]   | S        |                                    | 0.059   | **0.503** | 4.748|
| Ours        | S        |                                    | **0.044** | 0.557  | **4.619** |

### A. Implementation

Our training scheme consists of three steps. First, we pre-train the cost volume prediction part and the disparity regression network with Scene Flow dataset [12] by setting the learning rate to 0.001 during the 15 epochs. Second, we continue to train the cost volume prediction network and the disparity regression network with the KITTI-split by Eigen et al. [35] by setting the learning rate to 0.0005 for 30 epochs. More details are included in the supplementary material.

### B. Evaluation

**Metric.** We quantitatively evaluate the proposed method for depth estimation (disparity) and 3D object detection. For the depth estimation, we utilize the depth metric proposed by Eigen et al. [35]. For the disparity evaluation, we employ the official disparity metric from the KITTI stereo benchmark [41]. As for the detection evaluation, we follow the rules provided by the KITTI object benchmark [42], where we only consider the single label (vehicle object). The detection evaluation is divided into three cases: easy, moderate, and hard. We measure the Average Precision (AP) of the 3D detection and the bird’s eye view (BEV) detection, where the threshold of the intersection of union (IoU) is 0.7.

We compare our algorithm with the recent deep learning-based depth estimation methods [23], [18], [5], [16] (both monocular-based and stereo-based methods) as shown in Table I. In particular, our evaluation focuses on the quality of the depth rather than the disparity. Given the camera focal length and baseline, both depth and disparity mathematically indicate the same 3D measurement. However, while the depth map expresses the 3D measurement in the metric space, the disparity represented in the pixel domain has a non-linear mapping in the metric space. Therefore, the disparity metric may not properly reflect the error for distant objects. In this regard, recent research works [5], [7] addressed the problem of the quality of disparity in view of the depth. Thus, to validate the practical usage for advanced tasks working on metric space, such as 3D object detection [5], [6], we evaluate our method with respect to the quality of depth.

**Comparison.** As in Table I and Table II, we compare our method with the recent works for the depth estimation [35], [36] and the stereo matching [5], [16], [37]. These methods can be divided into monocular-based, mono-video, and stereo-based methods. Since stereo matching methods train their network with the different benchmarks and different evaluations, we re-train the publicly accessible methods [5], [16] to validate the performance with respect to the quality of the depth. Generally, the stereo-based disparity estimation methods show a higher depth accuracy than those of the monocular-based approaches; in particular, our method further improves the accuracy with a large margin. In addition, Fig. 5 shows that our method has a lower depth error around object boundaries, even for distant objects.

This result still supports the quality of our estimated depth. Thus, our detection-based 3D embedding is helpful to refine the cost volume, and it creates an increase in the depth quality, typically for faraway objects. We also evaluate the performance of the 3D object detection with camera-based approaches [38], [39], [40], [5], [37] in Table III. Despite the gap of 3D object detection accuracy between ours and related studies, our hypothesis (including 3D object detection as an auxiliary task to boost depth estimation performance) is...
validated. We provide further analysis regarding the detection performance in the supplementary material.

C. Ablation Study

RoISelect. We set the baseline (Method 1 in Table IV) as the pure disparity estimation network, PSMnet [16], which does not contain detection networks (i.e., the 3D-RPN and the header network). In Table IV we evaluate the performance of each method in the KITTI-split [35] validation set, where our network (Method 5) shows the best performance in both depth estimation and detection. From this, we can deduce that our sampling strategy (Select in Table IV) can handle occlusion cases by ignoring uncertain matching costs.

Fusion-by-occupancy. We first analyze the influence of the different types of volumes (i.e., cost volume V and cost aggregation A) for the input of the detection modules. As shown in Table V (Methods 6 and 7), cost volume V is the appropriate voxel representation to include the detection-based 3D contextual information. We deduce that channel-wise information in cost volume V (i.e., voxel features) is crucial for the detection task, as channel-wise information was crucial in image recognition [8, 9, 10].

We extend our investigation by fusing V with the estimated disparity map. In Method 8, we extract the 2D RoIs (16 × 16) from the disparity map D and repeatedly stack the 2D RoIs along the disparity axis (16 × 16 × 16). Then, we apply the same process, as shown in Fig. 3. The last experiment (Method 9) is the one that adopts our fusion-by-occupancy (denoted as 3D in Table V). The resulting scores show that our method outperforms the 2D fusion method in the evaluation of the two tasks. These results demonstrate that the way of aligning the dimensions is an important issue for the cost volume-based detection approach.

VI. Conclusion

We have proposed a novel stereo object matching network. In particular, we investigated how to embed 3D object-level information in the stereo matching framework. In contrast to existing techniques, we exploit the cost volume structure as a semi-3D space in which the 3D object detection task can be included as an auxiliary task. However, this integration is not straightforward and requires the use of specific architectures: RoISelect and fusion-by-occupancy to handle the specificity of the cost volume. This strategy allows us to seamlessly embed 3D object-level contextual information in the cost volume. With this embedding, we can reduce the disparity ambiguity at the objects’ edges and achieve state-of-the-art performance over the recent approaches.

### Table IV

Ablation study of detection modules and the RoI sampling in the KITTI dataset. We intentionally omit the components of detection modules (i.e., 3D RPN and Header) and our RoISelect. We details our RoISelect into the two components, Deep sample and Select (cf., Figs. B, C).

| Method | Preserve (✓) | Detection | Depth | Detection |
|--------|--------------|-----------|-------|-----------|
| 1      | ✓            | ✓         | ✓     | ✓         |
| 2      | ✓            | ✓         | ✓     | ✓         |
| 3      | ✓            | ✓         | ✓     | ✓         |
| 4      | ✓            | ✓         | ✓     | 1.924     |
| 5      | ✓            | ✓         | ✓     | 1.842     |

### Table V

Ablation study of the 2D-3D fusion in different volumes. We validate the influence of type of fusion under two types of volume, cost volume V and cost aggregation A. It shows that V is the appropriate volume for fusion. Moreover, our fusion-by-occupancy (denoted as 3D) increases accuracy in both depth and detection.

| Method | Preserve (✓) | Fusion type | Depth | Detection |
|--------|--------------|-------------|-------|-----------|
| 6      | ✓            | ✓           | ✓     | ✓         |
| 7      | ✓            | ✓           | ✓     | ✓         |
| 8      | ✓            | ✓           | ✓     | ✓         |
| 9      | ✓            | ✓           | ✓     | ✓         |
