On determinant representations of scalar products and form factors in the SoV approach: the XXX case
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Abstract

In the present article we study the form factors of quantum integrable lattice models solvable by the separation of variables (SoVs) method. It was recently shown that these models admit universal determinant representations for the scalar products of the so-called separate states (a class which includes in particular all the eigenstates of the transfer matrix). These results permit to obtain simple expressions for the matrix elements of local operators (form factors). However, these representations have been obtained up to now only for the completely inhomogeneous versions of the lattice models considered.

In this article we give a simple algebraic procedure to rewrite the scalar products (and hence the form factors) for the SoV related models as Izergin or Slavnov type determinants. This new form leads to simple expressions for the form factors in the homogeneous and thermodynamic limits. To make the presentation of our method clear, we have chosen to explain it first for the simple case of the XXX Heisenberg chain with anti-periodic boundary conditions. We would nevertheless like to stress that the approach presented in this article applies as well to a wide range of models solved in the SoV framework.
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1. Introduction

Quantum integrable systems are ubiquitous in modern theoretical physics appearing both in statistical mechanics and field theory with applications ranging from condensed matter to string theory [1–10]. They provide unique possibility to obtain non-perturbative and exact results for strongly correlated systems that cannot be obtained by other methods. Besides the computation of spectrum, scattering matrices and partition functions, one of the main challenges in this domain concerns the exact computation of the form factors and correlation functions as it provides a direct connection to measurable physical quantities for these systems.

The quantum inverse scattering method [11–14] together with its associated Yang–Baxter [3, 15–17] and quantum group structures [18–22] provide a powerful framework to tackle such problems. A central object in this approach is played by the so-called quantum monodromy matrix $T(\lambda)$ depending on a continuous complex parameter $\lambda$. The elements of the monodromy matrix are operators acting on the quantum space of states of the systems of interest $\mathcal{V}$ and satisfy quadratic commutation relations governed by an $R$ matrix solving the Yang–Baxter cubic equation. The main point of the method is the existence of an abelian sub-algebra of operators acting on $\mathcal{V}$, including the Hamiltonian of the system, generated by the transfer matrix $T(\lambda)$ constructed algebraically from $T(\lambda)$ and leading, through an expansion in $\lambda$, to a complete (in the sense of characterization of eigenstates) set of conserved operators and (dynamical) symmetries responsible for the integrability of the model at hand. In this framework, the solution of the original spectral problem for the Hamiltonian is embedded in the $\lambda$-independent resolution of the spectral problem for the transfer matrix $T(\lambda)$ as a linear operator on $\mathcal{V}$. At this point, within these algebraic settings, several methods can be used to solve the spectral problem. The first methods historically, Bethe ansatz [1] and algebraic Bethe ansatz [11–14], have been extensively used with great success in many paradigmatic integrable systems like Heisenberg spin chains or several lattice discretization of integrable field theories like sine-Gordon. It appeared however that for systems lacking an obvious reference state, namely a simple eigenstate of the transfer matrix $T(\lambda)$ from which the complete space of states $\mathcal{V}$ can be generated by successive actions of matrix elements of the monodromy matrix $T(\lambda)$ on it, a different, somehow more general, approach should be designed. The quantum separation of variable (SoV) method initiated by Sklyanin [23–26] provides such a powerful tool for computing the spectrum and the eigenstates of quantum integrable systems, especially for systems lacking such a reference state. Sklyanin pioneering works on SoV have been presented for fundamental examples of integrable quantum lattice models, e.g. the spin $1/2$ XXX chains and the Toda chains, after them several contributions have brought further developments of the SoV method. Nowadays several classes of integrable quantum models are proven to admit a description in the framework of the Sklyanin’s SoV method [27–51]. One very important feature of the SoV method is that it provides not only the equations determining the spectrum of the transfer matrix but also the proof of its completeness and the construction of the corresponding eigenstates; this is in contrast to the (algebraic) Bethe ansatz approach where the proof of completeness is in general a non trivial task [52, 53].

For all these models, the most interesting problem is to go beyond the knowledge of the spectrum to reach their dynamical behaviour through the computation of their form factors (matrix elements of local operators in the eigenstates basis of the transfer matrix $T(\lambda)$) and correlation functions. Several new results in this direction have been achieved in the recent years, in particular for solvable lattice models [54–64]. As a matter of fact, the computation of form factors and correlation functions needs an explicit representation of the local operators in the eigenstate basis of the transfer matrix $T(\lambda)$ together with manageable formulas for the resulting scalar products of states. While the first problem can be solved
within the quantum inverse scattering method by essentially expressing local operators in terms of the quantum monodromy matrix entries, hence solving effectively the so-called quantum inverse scattering problem [57, 65], the answer to the second question was up to now strongly dependent on the method used to describe the spectrum and eigenstates of the system.

In the context of algebraic Bethe ansatz the computation of form factors and correlation functions [57, 59, 65–67] was performed in settings sufficiently explicit to compute their critical behaviour [68–72] and make explicit contact (at operator level) with conformal field theories [73]. This program was finally pushed forward to study time and temperature dependent correlation functions [74–79], and provided a contact with structure factors accessible in particular through neutron scattering experiments on magnetic crystals [80, 81]. An essential technical feature in all these results was the appearance of rather sophisticated determinant formulas, in particular for representations of certain partition functions [82], scalar products of states and form factors [57, 83], in a form suitable for their analysis in the thermodynamic limit one is usually interested in [68–71, 77, 84, 85].

In the SoV approach, this program is up to now slightly less developed due to peculiar technical features. To explain this point in more detail, let us recall that in the SoV approach one needs first to identify a diagonalizable operator, say \( S(\lambda) \), computed from the monodromy matrix \( T(\lambda) \) entries, having a simple spectrum, in such a way that the multi-dimensional spectral problem for the transfer matrix \( T(\lambda) \) separates in the \( S(\lambda) \) eigenstates basis into multiple one-dimensional spectral problems. In the example of one-dimensional lattice models, the space of states \( \mathcal{V} \) is realized as a tensor product of local quantum spaces of states \( V_n \) at sites \( n \) of the lattice, \( n = 1, \ldots, N \), \( \mathcal{V} = \otimes_{n=1}^{N} V_n \). In this case, in order to find a suitable operator \( S(\lambda) \) with a simple spectrum, it is often necessary to introduce inhomogeneity parameters \( \xi_n \) attached to each site \( n \) of the lattice in generic positions in the complex plane. This has no effect on the integrability properties of the model and this is a standard method used in integrable systems; namely to solve a given model by embedding it in a larger class of models depending on continuous parameters, here the \( \xi_n \), and use these new variables to simplify the intermediate steps. All computations are then performed for this inhomogeneous integrable model, the homogeneous limit being taken only at the very end for the quantities under consideration. It has been first shown in [86] that within the SoV framework, the scalar product of separate states and even the form factors of local operators admit simple determinant representations written in particular in terms of Baxter \( Q \) functions. The key role in these representations is played by a Vandermonde-type determinant and its various (straightforward) dressing, making the computation of scalar products in the SoV framework much simpler and transparent compared to the one obtained in the algebraic Bethe ansatz settings. Such representations have quite universal character and properties as it has been shown in many following examples [44, 46–48, 87, 88]. Moreover it can be anticipated that such features can be observed even for more complicated systems associated to higher rank quantum groups, making the SoV approach even more appealing. However, to apply this method it is necessary that the determinant representations for the quantities like the form factors or correlation functions are simple or explicit enough in terms of the inhomogeneity parameters \( \xi_n \) such that the required homogeneous limits are non ambiguous. In particular one would like to avoid implicit zero over zero expressions in the homogeneous limit that could just spoil the simplicity and benefits obtained within the SoV method. However, it has been observed already in [86, 87], that the homogeneous limit of the determinants for scalar products or form factors of local operators obtained by suitable dressings of the Vandermonde determinant do not have obvious homogeneous limit although there is no doubt that such a limit should, by construction, be well defined.
It is the purpose of the present article to show that the rather universal determinant representations of scalar products of separate states obtained in the framework of SoV can be generically recast in a different form allowing for an obvious homogeneous limit, hence opening the way to use extensively this approach to tackle dynamical properties of quantum integrable systems. More precisely, it will be shown that the dressed Vandermonde-type determinants obtained in the SoV approach for scalar products are equal to certain Izergin-type determinants, making the homogeneous limits trivial. These representations are shown to be equivalent to generalized Slavnov-type determinants if one of the two separate states is defined by a solution to Bethe equations. All these equalities between determinants are obtained through purely algebraic identities, hence making their appearance quite universal. For simplicity and also for making the correspondence between SoV results and algebraic Bethe ansatz ones explicit, we made the choice to explain the essential features of our results in a very elementary example: the XXX anti-periodic chain, in this case these formulae are reminiscent of those obtained in [89, 90] for the XXX periodic chain. Recently several authors, studying in particular the properties of the Slavnov formula for the XXX model, discovered a relation of this type of determinant with Vandermonde type representations [91, 92]. There are also some more complicated relations observed for the XXZ chain [93]. We would like to stress however that the method presented in this paper seems to be quite universal, leading to similar formulas for more complicated cases, such as XXZ or XYZ Heisenberg chains, even in the presence of generic integrable boundaries. The results for this case will be given in a separate publication.

The article is organized as follows. In section 2 we recall the basics of the SoV method for the anti-periodic XXX model. In section 3 we describe the determinant formulas for scalar products of separate states that include all eigenstates of the transfer matrix. We then derive the main identities and equivalent representations of these scalar products in terms of Izergin-type and generalized Slavnov-type determinants when one of the state is an eigenstate of the transfer matrix. Similar formulas are then obtained for form factors of local operators in section 4. In section 5 we show the equivalence of this SoV description with the one obtained from algebraic Bethe ansatz, making use of the fact that by an explicit and simple change of basis the anti-periodic XXX model can be recast in a form allowing its resolution by algebraic Bethe ansatz.

2. The antiperiodic XXX Heisenberg chain in the SoV framework

In this section we introduce the XXX Heisenberg chain with antiperiodic boundary conditions and recall the solution of the inhomogeneous version of this model by means of Sklyanin’s SoVs approach [23–26]. Within the framework of this approach, the eigenvalues and eigenstates of the transfer matrix are completely characterized by the solutions of a system of discrete equations involving the inhomogeneity parameters of the model, which can be understood as discrete versions of Baxter’s famous \( T-Q \) equation [3]. We show here that this SoV discrete characterization of the transfer matrix spectrum and eigenstates can be reformulated in terms of polynomial solutions of the continuous (i.e., functional) \( T-Q \) equation. This enables us to obtain a complete description of the spectrum in terms of the solutions of a system of Bethe-type equations, and to rewrite the corresponding eigenvectors in an ABA-type form, which we expect to be more convenient for the consideration of both the homogeneous and thermodynamic limits of the model.
2.1. The antiperiodic XXX Heisenberg chain

In this paper we consider the XXX Heisenberg chain of spin 1/2,

$$H = \sum_{n=1}^{N} \left( \sigma_n^x \sigma_{n+1}^x + \sigma_n^y \sigma_{n+1}^y + \sigma_n^z \sigma_{n+1}^z - 1 \right),$$

(2.1)

with antiperiodic boundary conditions

$$\sigma_{N+1}^a = \sigma_1^a, \quad a = x, y, z.$$  

(2.2)

The Hamiltonian (2.1) acts on a $2^N$-dimensional quantum space $V = \otimes_{n=1}^{N} V_n$, with $V_n \simeq \mathbb{C}^2$.

Here and in the following, $\sigma_n^a, a = x, y, z$, stand for the Pauli matrices at site $n$ i.e., acting on the local quantum spin space $V_n$.

The $R$-matrix of the model corresponds to the rational solution of the Yang–Baxter equation

$$R(\lambda) = \begin{pmatrix} \lambda + \eta & 0 & 0 & 0 \\ 0 & \lambda & \eta & 0 \\ 0 & \eta & \lambda & 0 \\ 0 & 0 & 0 & \lambda + \eta \end{pmatrix}.$$  

(2.3)

where $\lambda$ is the so-called spectral parameter and $\eta$ is an arbitrary non-zero complex parameter.

The monodromy matrix of the XXX spin-1/2 chain is defined as the following ordered product of $R$-matrices

$$T_0(\lambda) = R_{0N}(\lambda - \xi_N) \cdots R_{01}(\lambda - \xi_1) = \begin{pmatrix} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{pmatrix}.$$  

(2.4)

This is an operator which acts on the tensor product of a two-dimensional auxiliary space $V_0 \simeq \mathbb{C}^2$ with the $2^N$-dimensional quantum space $V$ of the model. We have used here the standard notation which may label by indices (at least when it is not clear by the context) the space(s) on which the corresponding operator acts in a non-trivial way. Note that we have introduced in (2.4) a set of inhomogeneity parameters $\xi_j, 1 \leq j \leq N$, so that $T_0(\lambda)$ (2.4) corresponds in fact to the monodromy matrix of an inhomogeneous generalization of the XXX spin chain. These inhomogeneity parameters are crucial for the SoV study of the model.

The transfer matrix of the model with antiperiodic boundary conditions can be defined as follows

$$T(\lambda) = \text{tr}_0 (\sigma_0^x T_0(\lambda)) = B(\lambda) + C(\lambda).$$

(2.5)

This equation defines a one-parameter family of commuting operators. It is important to underline that the transfer matrix is a polynomial in $\lambda$ of degree $N - 1$. It is also easy to observe that the transfer matrix satisfies the following simple symmetries

$$[S^x, T(\lambda)] = 0, \quad [\Gamma^x, T(\lambda)] = 0,$$

(2.6)

where

$$S^x = \sum_{n=1}^{N} \sigma_n^x, \quad \Gamma^x = \otimes_{n=1}^{N} \sigma_n^x = (-i)^N \exp \left( \frac{i\pi}{2} S^y \right).$$

(2.7)

In the homogeneous limit ($\xi_n \to 0$), the Hamiltonian (2.1) of the XXX spin quantum chain with antiperiodic boundary conditions is obtained as a logarithmic derivative of the

---

5 See the proof of theorem 4.2 for an explicit derivation of these symmetries.
antiperiodic transfer matrix (2.5):

\[ H = (T(\lambda))^{-1} \left. \frac{d}{d\lambda} T(\lambda) \right|_{\lambda=0}. \]  

Finally, let us recall the expression for the quantum determinant of the monodromy matrix, which is a central element of the Yang–Baxter algebra

\[ \det_{q} T_{0}(\lambda) = B(\lambda) C(\lambda - \eta) - A(\lambda) D(\lambda - \eta) = -a(\lambda) d(\lambda - \eta), \]  

with

\[ a(\lambda) = \prod_{n=1}^{N} \left( \lambda - \xi_{n} + \eta \right), \quad d(\lambda) = \prod_{n=1}^{N} \left( \lambda - \xi_{n} \right). \]  

2.2. SoVs for the XXX spin chain

The functional version of the SoVs solution of the spin-1/2 XXX spin chain leading to the diagonalization of the transfer matrix (2.5) comes back to the early works of Sklyanin [25, 26]. Following [46], here we briefly recall the construction of the SoV basis of the space of states as well as the characterization of the transfer matrix spectrum and eigenstates which follow from this approach.

Starting from this point we will always suppose that the inhomogeneity parameters \( \xi_{a} \), \( 1 \leq a \leq N \), are generic, or at least that they satisfy the condition

\[ \xi_{a} = \xi_{b} \pm h\eta \quad \text{for} \quad h \in \{0, 1\}, \quad \forall \ a \neq b, \]  

which ensures the validity of the SoV approach (see [25, 26]).

The SoV diagonalization of the transfer matrix (2.5) relies on the construction of a basis of the space of states, that we shall call SoV basis, which for the antiperiodic case can be chosen as the one diagonalizing the action of the operator \( D(\lambda) \) of the monodromy matrix. In this basis, the action of the operators \( B(\lambda) \) and \( C(\lambda) \), and hence of the antiperiodic transfer matrix (2.5), happens to be quasi-local. In the case of the XXX spin-1/2 chain, the construction of such a basis can be explicitly realized in the quantum space \( \mathcal{V} \) (respectively its dual space) by a multiple action of operators \( B(\xi_{a}) \) on the reference state (respectively of operators \( C(\xi_{a}) \) on the dual reference state). In fact, as noticed in [94], this SoV basis is nothing else that the so-called \( F \)-basis introduced in [95].

Concretely, let us define, for each \( N \)-tuple \( \mathbf{h} \equiv \{ h_{1}, \ldots, h_{N} \} \), a state \( | \mathbf{h} \rangle \) in the quantum space \( \mathcal{V} \) and a state \( \langle \mathbf{h} | \) in the dual quantum space as

\[ | \mathbf{h} \rangle = \frac{1}{V(\{ \xi \})} \prod_{n=1}^{N} \left( B(\xi_{n}) \right)_{h_{n}}^{a} \left( \frac{a}{d(\xi_{n} - \eta)} \right)^{b_{n}}, \]  

\[ \langle \mathbf{h} | = \frac{1}{V(\{ \xi \})} \langle 0 | \prod_{n=1}^{N} \left( C(\xi_{n}) \right)_{h_{n}}^{a} \left( \frac{a}{d(\xi_{n} - \eta)} \right)^{b_{n}}, \]  

where \( | 0 \rangle \) and \( \langle 0 | \) stand respectively for the ferromagnetic reference state with all the spins up (right reference state) and for its dual state (left reference state):

\[ | 0 \rangle = \bigotimes_{n=1}^{N} \left( 1 \right)_{[a]}, \quad \langle 0 | = \bigotimes_{n=1}^{N} \left( 1, 0 \right)_{[a]}. \]
For convenience, the normalization factor in (2.12) and (2.13) is chosen to be a Vandermonde determinant of the inhomogeneity parameters of the model:

\[ V(\{\xi\}) = \prod_{1 \leq b < a \leq N} (\xi_a - \xi_b). \]  

(2.15)

The condition (2.11) on the inhomogeneity parameters of the model ensures that the operator \( D(\lambda) \) is diagonalizable and has simple spectrum. It can easily be shown that the \( 2^N \) states \(| h \rangle\) constitute a complete set of eigenstates for this operator:

\[ D(\lambda) | h \rangle = d_h(\lambda) | h \rangle, \]

(2.16)

and similarly

\[ \langle h | D(\lambda) = d_h(\lambda) \langle h |, \]

(2.17)

where

\[ d_h(\lambda) = \prod_{a=1}^{N} (\lambda - \xi_a + h_\eta). \]

(2.18)

Moreover, the basis of the quantum space built from the vectors (2.12) and the basis of the dual quantum space built from the vectors (2.13) are orthogonal. More precisely, with the chosen normalization, the scalar product of a state \(| h \rangle\) of the form (2.12) and of a state \(| k \rangle\) of the form (2.13) is given by

\[ \langle k | h \rangle = \frac{\delta_{k,h}}{V(\{\xi\}) V(\{\xi - h\eta\})}, \]

(2.19)

where \( V(\{\xi\}) \) stands for the Vandermonde determinant (2.15) associated with the set of inhomogeneity parameters \( \xi_j, 1 \leq j \leq N \), whereas \( V(\{\xi - h\eta\}) \) stands for the Vandermonde determinant associated with the set of shifted inhomogeneity parameters \( \xi_j - h \eta, 1 \leq j \leq N \). Hence we have the following decomposition of the identity \( \mathbb{1} \) on the quantum space \( V \):

\[ \mathbb{1} = V(\{\xi\}) \sum_{h \in [0,1]^N} V(\{\xi - h\eta\}) | h \rangle \langle h |. \]

(2.20)

From the SoV basis (2.12) or (2.13) we define as in [46] what we call separate states. These are states which admit a particular factorized form when expressed in these basis, so that the computation of their scalar product will follow quite straightforwardly from (2.19). More precisely, these are states which can be written in the form

\[ \langle \alpha | = \sum_{h \in [0,1]^N} \prod_{\alpha=1}^{N} \alpha(\xi_a - h_\alpha \eta) V(\{\xi - h\eta\}) | h \rangle \langle h |, \]

(2.21)

\[ | \beta \rangle = \sum_{h \in [0,1]^N} \prod_{\beta=1}^{N} \beta(\xi_a - h_\beta \eta) V(\{\xi + h\eta\}) | h \rangle, \]

(2.22)

for any function \( \alpha \) or \( \beta \). It is important to mention here that such states are defined, up to a global normalization, only by the \( N \) ratios \( \alpha(\xi_j - \eta)/\alpha(\xi_0) \) (or \( \beta(\xi_j - \eta)/\beta(\xi_0) \)), \( 1 \leq j \leq N \). This means in particular that many different functions \( \alpha \) may lead to the same separate state.

For the effective computation of the scalar product between states of the form (2.21) and states of the form (2.22), it is convenient to rewrite (2.22) with the same Vandermonde determinant as in (2.21) by means of the property...
\(-1\)^N \prod_{n=1}^{N} \left( \prod_{m=1}^{N} \xi_n - \xi_m + \eta \right)^{b_n} V((\xi - h\eta)) = V((\xi + h\eta)), \quad (2.23)

which can be proven by direct computation. Then the right separate state (2.22) can alternatively be written as

\[ |\beta\rangle = \sum_{\mathbf{h} \in \{0,1\}^N} \prod_{a=1}^{N} \beta(\xi_a - h_a \eta) V((\xi - h\eta)) |\mathbf{h}\rangle, \quad (2.24)\]

where the function \(\beta\) is such that

\[ \beta(\xi_n) = \beta(\xi_n), \quad \beta(\xi_n - \eta) = -\frac{a(\xi_n)}{d(\xi_n - \eta)} \beta(\xi_n - \eta). \quad (2.25)\]

The eigenstates of the antiperiodic transfer matrix (2.5) happen to be particular cases of separate states, associated with some function \(Q(\lambda)\) with ratios \(Q(\xi_j - \eta)/Q(\xi_j), 1 \leq j \leq N\), fixed by the corresponding eigenvalue of the transfer matrix. More precisely, we can formulate the following theorems, which were proved in [26] and in [46] (for a more general XXZ case).

**Theorem 2.1.** Let the inhomogeneity parameters satisfy the condition (2.11). Then the antiperiodic transfer matrix \(T(\lambda)\) (2.5) has a simple spectrum, and a function \(\tau(\lambda)\) is an eigenvalue of \(T(\lambda)\) if and only if

1. \(\tau(\lambda)\) is a polynomial of degree \(N - 1\),
2. \(\tau(\lambda)\) satisfies the following set of quadratic discrete equations:

\[ \tau(\xi_n) \tau(\xi_n - \eta) + a(\xi_n) d(\xi_n - \eta) = 0, \quad \forall n \in \{1, ..., N\}. \quad (2.26)\]

**Theorem 2.2.** The left eigenstate of the transfer matrix \(T(\lambda)\) corresponding to the eigenvalue \(\tau(\lambda)\) is a left separate state \(\langle Q | \) of the form (2.21) for a function \(Q(\lambda)\) satisfying the following set of conditions for all \(n \in \{1, ..., N\}:

\[ \tau(\xi_n) Q(\xi_n) + a(\xi_n) Q(\xi_n - \eta) = 0, \quad (2.27)\]

\[ \left( Q(\xi_n), Q(\xi_n - \eta) \right) = (0, 0). \quad (2.28)\]

Similarly the right eigenstate with eigenvalue \(\tau(\lambda)\) is a right separate state of the form (2.22) for the same function \(Q(\lambda)\).

**Remark 2.1.** It is important to underline that, even if the system of equations (2.27) does not uniquely define the function \(Q(\lambda)\), they nevertheless uniquely define the corresponding eigenstate up to a global normalization factor.

**Remark 2.2.** The conditions (2.26) for the transfer matrix eigenvalue \(\tau(\lambda)\) imply that a function \(Q(\lambda)\) associated with \(\tau(\lambda)\) through the system (2.27) satisfies in fact the following larger systems of \(2N\) equations:
\[\tau((\xi_n - h_n \eta))Q((\xi_n - h_n \eta)) = -a((\xi_n - h_n \eta))Q((\xi_n - (h_n + 1) \eta)) + d((\xi_n - h_n \eta))Q((\xi_n - (h_n - 1) \eta)), \quad \forall n \in \{1, \ldots, N\}, \forall h_n \in \{0, 1\}. \quad (2.29)\]

Conversely it is easy to see that, if one can exhibit two functions \(\tau(\lambda)\) and \(Q(\lambda)\) satisfying (2.29) and (2.28), then \(\tau(\lambda)\) automatically satisfies the conditions (2.26). It means that the set of quadratic equations (2.26) for \(\tau(\lambda)\) in theorem 2.1 can equivalently be replaced by a condition on the existence of a function \(Q(\lambda)\) satisfying (2.29), (2.28).

2.3. Baxter functional \(T-Q\) equation

The system of equations (2.29) which, due to remark 2.2, leads to the characterization of the transfer matrix spectrum and eigenvectors, is strongly reminiscent of Baxter’s famous \(T-Q\) equation [3]: it appears naturally as a discrete version, evaluated at the inhomogeneity and shifted inhomogeneity parameters only, of the following functional equation:

\[\tau(\lambda)Q(\lambda) = -a(\lambda)Q(\lambda - \eta) + d(\lambda)Q(\lambda + \eta). \quad (2.30)\]

In fact, if for a given function \(\tau(\lambda)\), there exists \(Q(\lambda)\) solution of (2.30), then it is obvious that \(Q(\lambda)\) satisfies (2.29). The converse is of course not automatically true\(^6\). It would nonetheless be very convenient to be able to completely characterize the transfer matrix spectrum and eigenstates in terms of solutions of the continuous equation (2.30) rather than of the discrete ones (2.29): the entireness condition for \(\tau(\lambda)\) could then simply be rewritten in terms of Bethe-type equations for the roots \(\lambda_j\) of the function \(Q(\lambda)\), which would enable us to study the homogeneous and thermodynamic limit of our model in a rather standard way.

Hence the whole problem, to pass from the discrete (2.29) to the continuous (2.30) picture, is to understand whether there always exists, for each eigenvalue \(\tau(\lambda)\) as characterized from the SoV approach, a solution \(Q(\lambda)\) to the functional equation (2.30) which moreover satisfies (2.28). In addition, one has to be able to characterize the functional form of this solution, keeping in mind that the latter should be relatively independent from the corresponding eigenvalue \(\tau(\lambda)\) if one wants to be able to reformulate our characterization of the spectrum and eigenstates in terms of a system of Bethe-type equations.

Depending on the model one considers, this may be a difficult problem\(^7\) to precisely identify the class of \(Q\)-solutions to (2.30) associated with the transfer matrix eigenvalues \(\tau(\lambda)\). However, in the present case, the situation is quite simple since we have to deal with polynomials of degree less than \(N\) only. One can therefore formulate the following theorem, which provides an alternative description of the transfer matrix spectrum with respect to theorem 2.1.

\[^{6}\text{All that we can say in general is that } Q(\lambda) \text{ satisfies some inhomogeneous version of (2.30) of the form}\]

\[\tau(\lambda)Q(\lambda) = -a(\lambda)Q(\lambda - \eta) + d(\lambda)Q(\lambda + \eta) + R_\lambda(\lambda), \quad (2.31)\]

\[^{7}\text{See for instance the recent papers [31, 88] which tackle this problem for the slightly more complicated XXZ and dynamical six-vertex antiperiodic models; it appears that in these cases the functional form (and notably the quasi-periodicity properties) of the solutions } Q(\lambda) \text{ differ from those of } \tau(\lambda). \text{ The problem seems even more complicated when one considers spin chains with boundaries, so that it has been suggested in [96] to reformulate the SoV characterization of the transfer matrix spectrum in terms of solutions of a particular inhomogeneous functional equations of the type (2.31) rather than of the homogeneous one.}\]
**Theorem 2.3.** Let the inhomogeneity parameters satisfy the condition (2.11). Then, a given function $\tau(\lambda)$ is an eigenvalue of the antiperiodic transfer matrix (2.5) if and only if it satisfies the two following conditions:

1. it is an entire function of $\lambda$,
2. there exists a polynomial $Q$ of some degree $R \leq N$,
   
   \[ Q(\lambda) = \prod_{a=1}^{R} (\lambda - \lambda_a), \]

   for some set of roots $\lambda_1, \ldots, \lambda_R$ such that $\lambda_a \neq \xi_b, \forall a \in \{1, \ldots, R\}, \forall b \in \{1, \ldots, N\}$, satisfying with $\tau(\lambda)$ the functional equation (2.30).

Whenever it exists, such a polynomial $Q(\lambda)$ is unique.

**Proof.** It is quite straightforward to show that, if the conditions 1 and 2 are satisfied, then $\tau(\lambda)$ is an eigenvalue of the antiperiodic transfer matrix: on the one hand it is obvious from the previous discussion that the condition 2 of theorem 2.1 is satisfied; on the other hand the fact that $Q(\lambda)$ is a polynomial of maximal degree $N$ implies that $-a(\lambda) Q(\lambda - \eta) + d(\lambda) Q(\lambda) = a(\lambda) \tau(\lambda) - d(\lambda) \tau(\lambda)$ is a polynomial of maximal degree $2N - 1$ so that, from the entireness condition of $\tau(\lambda)$, the condition 1 of theorem 2.1 is also satisfied.

Let us now show that, if the equation (2.30) admits a polynomial solution $Q(\lambda)$ of the form (2.32) for a given function $\tau(\lambda)$, then this solution is unique. Indeed, let us assume that there exists two different polynomial solutions $P(\lambda)$ and $Q(\lambda)$ to the equation (2.30) associated with the same function $\tau(\lambda)$. It means that

\[ \frac{-a(\lambda) P(\lambda - \eta) + d(\lambda) P(\lambda + \eta)}{P(\lambda)} = \frac{-a(\lambda) Q(\lambda - \eta) + d(\lambda) Q(\lambda + \eta)}{Q(\lambda)}, \]

so that

\[ -a(\lambda) W_{P,Q}(\lambda) = d(\lambda) W_{P,Q}(\lambda + \eta), \]

where $W_{P,Q}(\lambda)$ stands for the quantum Wronskian of these two solutions:

\[ W_{P,Q}(\lambda) = Q(\lambda) P(\lambda - \eta) - P(\lambda) Q(\lambda - \eta). \]

Taking into account that $a(\lambda) = d(\lambda + \eta)$, and using the fact that $W_{P,Q}(\lambda)$ is a polynomial in $\lambda$, we obtain that

\[ W_{P,Q}(\lambda) = w_{P,Q}(\lambda) d(\lambda), \]

where $w_{P,Q}(\lambda)$ is a polynomial in $\lambda$ which moreover has to satisfy the following quasi-periodicity condition:

\[ w_{P,Q}(\lambda + \eta) = -w_{P,Q}(\lambda). \]

Since the only polynomial in $\lambda$ which is periodic of period $2\eta$ is a constant, and since the only constant which satisfies $w_{P,Q} = -w_{P,Q}$ is zero, one has that $W_{P,Q}(\lambda) = 0$. Hence $Q(\lambda) = P(\lambda)$ once we have chosen the highest coefficients of both polynomials to be equal to 1.

Let us finally prove that, for any eigenvalue $\tau(\lambda)$ of the antiperiodic transfer matrix (2.5), there exists a polynomial solution $Q(\lambda)$ of degree $R \leq N$ and which does not vanish at the points $\xi^*, 1 \leq j \leq N$, to the functional equation (2.30) associated with $\tau(\lambda)$. We recall that, if $Q(\lambda)$ is a polynomial of maximal degree $N$, then $\tau(\lambda) Q(\lambda)$ and $-a(\lambda) Q(\lambda - \eta) + d(\lambda) Q(\lambda + \eta)$ are both polynomials of maximal degree $2N - 1$.
Hence these two polynomials are equal if and only if they coincide for 2N different values of \( \lambda \), for instance at the 2N points \( \xi_a \) and \( \xi_a - \eta \) for \( a \in \{1, \ldots, N\} \), i.e., if and only the following system of 2N equations is satisfied:

\[
\begin{align*}
\tau(\xi_a)Q(\xi_a) &= -a(\xi_a)Q(\xi_a - \eta), \\
\tau(\xi_a - \eta)Q(\xi_a - \eta) &= d(\xi_a - \eta)Q(\xi_a),
\end{align*}
\]  
\( \forall a \in \{1, \ldots, N\}. \tag{2.38} \]

Note at this point that, due to (2.26), the above system is in fact equivalent to the system of only \( N \) equations given by the first line of (2.38). Moreover, saying that \( Q(\lambda) \) is a polynomial of maximal degree \( N \) is equivalent to saying that \( Q(\lambda) \) can be written in the following form:

\[
Q(\lambda) = \sum_{a=1}^{N+1} \prod_{b \neq a}^{N} \frac{\lambda - \xi_b}{\xi_a - \xi_b} Q(\xi_a).
\]  
\( \tag{2.39} \)

In (2.39), \( \xi_{N+1} \) is an arbitrary complex number, different from \( \xi_1, \ldots, \xi_N \), which can be chosen at our convenience. Hence the system (2.38) is equivalent to a homogenous linear system of \( N \) equations for the \( N + 1 \) unknowns \( Q(\xi_1), \ldots, Q(\xi_{N+1}) \), which can alternatively be thought of as an inhomogeneous linear system for the \( N \) unknowns \( Q(\xi_1), \ldots, Q(\xi_N) \) in terms of the \( (N+1) \)th one \( Q(\xi_{N+1}) \):

\[
\sum_{b=1}^{N} \left[ c_\tau(\xi_{N+1}) \right]_{ab} Q(\xi_b) = -\prod_{t=1}^{N} \frac{\xi_a - \xi_t - \eta}{\xi_{N+1} - \xi_t} Q(\xi_{N+1}). \tag{2.40} \]

The elements of the matrix \( c_\tau(\xi_{N+1}) \) of this linear system are

\[
\left[ c_\tau(\xi_{N+1}) \right]_{ab} = \frac{\tau(\xi_a)}{a(\xi_a)} + \sum_{c \neq a}^{N} \frac{\xi_b - \xi_c - \eta}{\xi_a - \xi_c} \quad \forall \ a, b \in \{1, \ldots, N\}. \tag{2.41} \]

The determinant of this matrix is a rational function of \( \xi_{N+1} \) which is not identically zero, hence it is possible to chose \( \xi_{N+1} \) for this determinant to be finite and non-zero. Then, for any given choice of \( Q(\xi_1), \ldots, Q(\xi_N) \neq 0 \), there exists one and only one nontrivial solution \( (Q(\xi_1), \ldots, Q(\xi_N)) \) of the system (2.40), which is given by Cramer’s rule:

\[
Q(\xi_j) = Q(\xi_{N+1}) \frac{\det_{N} \left[ c_\tau(\xi_{N+1}) \right]}{\det_{N} \left[ c_\tau(\xi_{N+1}) \right]} \quad \forall j \in \{1, \ldots, N\}, \tag{2.42} \]

with matrices \( c_\tau^{(j)}(\xi_{N+1}) \) defined as

\[
\left[ c_\tau^{(j)}(\xi_{N+1}) \right]_{ab} = (1 - \delta_{bj}) \left[ c_\tau(\xi_{N+1}) \right]_{ab} - \delta_{bj} \prod_{t=1}^{N} \frac{\xi_a - \xi_t - \eta}{\xi_{N+1} - \xi_t}, \tag{2.43} \]

for all \( a, b \in \{1, \ldots, N\} \). Note that the determinant of the matrices are also non-zero rational functions of \( \xi_{N+1} \), so that it is also possible to fix \( \xi_{N+1} \) such that none of them vanish. In that case one is ensured that \( Q(\xi_j) \neq 0, \forall j \in \{1, \ldots, N\} \). Hence from (2.39) we have obtained a polynomial of degree at most \( N \) satisfying the functional equation (2.30) and the requirement that its zeros do not coincide with any of the inhomogeneity parameters. It is important to remark that we have no criteria implying that the degree of \( Q(\lambda) \) is exactly \( N \): being described by an interpolation formula in \( N + 1 \) points, it can be a polynomial of any degree \( R \leq N \). □

Hence, from theorem 2.3, we know that there exists a bijection which relates the set of the transfer matrix eigenvalues \( \tau(\lambda) \) to the set of polynomials \( Q(\lambda) \) of the form (2.32) with maximal degree \( N \): the image of \( \tau(\lambda) \) is provided by the unique solution \( Q(\lambda) \), in the
aforementioned set of polynomials, to the functional equation (2.30) associated with \( \tau(\lambda) \). From now on we shall denote this unique solution by \( Q_\tau(\lambda) \), and we shall denote the corresponding right and left eigenstate by \( | Q_\tau^+ \rangle \) and \( ( Q_\tau^- ) \), respectively.

The Baxter equation as usual leads to the Bethe equations for the roots of the polynomial \( Q(\lambda) \):

\[
a(\lambda_a) \prod_{b=1}^{R} \frac{\lambda_a - \lambda_b - \eta}{\lambda_a - \lambda_b + \eta} = 1, \quad \forall \ a \in \{1, \ldots, R\}, \quad 1 \leq R \leq N.
\]

(2.44)

Theorem 2.3 therefore ensures us that the solutions to these Bethe equations provide a complete description of the spectrum (and eigenstates) of the antiperiodic transfer matrix (2.5).

Before concluding this subsection, we would like to mention that it is possible to obtain an alternative (but equivalent) description of this spectrum, as stated in the following theorem.

**Theorem 2.4.** Let \( M = N/2 \) if \( N \) is even or \( M = (N - 1)/2 \) if \( N \) is odd. Then \( \tau(\lambda) \) is an eigenvalue of the antiperiodic transfer matrix (2.5) if and only if it can be written in the following form

\[
\tau(\lambda) = \pm \frac{1}{2} [p(\lambda + \eta) q(\lambda + \eta) - q(\lambda - \eta) p(\lambda + \eta)],
\]

with \( q(\lambda) \) a polynomial of degree \( R \leq M \) and \( p(\lambda) \) a polynomial of degree \( N - R \) such that

\[
\frac{1}{2}[p(\lambda) q(\lambda - \eta) + q(\lambda) p(\lambda - \eta)] = d(\lambda).
\]

(2.45)

(2.46)

**Proof.** Let \( \tau(\lambda) \) be an eigenvalue of the transfer matrix. Then theorem 2.3 implies that there exists a polynomial \( Q(\lambda) \) satisfying the Baxter equation (2.30) together with \( \tau(\lambda) \). From theorem 2.1, it is easy to see that \( -\tau(\lambda) \) is another eigenvalue of the transfer matrix, so that there also exists a polynomial \( Q_{-\tau}(\lambda) \) which satisfies (2.30) together with \( -\tau(\lambda) \). We then define \( q(\lambda) \in \{Q_\tau(\lambda), Q_{-\tau}(\lambda)\} \) to be the polynomial with the smaller degree and \( p(\lambda) \in \{Q_\tau(\lambda), Q_{-\tau}(\lambda)\} \) to be the other one. If the two polynomials \( Q_\tau(\lambda) \) and \( Q_{-\tau}(\lambda) \) have the same degree, we fix for instance \( q(\lambda) = Q_\tau(\lambda) \) and \( p(\lambda) = Q_{-\tau}(\lambda) \).

Using the fact that \( q(\lambda) \) and \( p(\lambda) \) satisfy the Baxter equation with opposite eigenfunctions, we obtain the identity

\[
\frac{-a(\lambda) q(\lambda - \eta) + d(\lambda) q(\lambda + \eta)}{q(\lambda)} = \frac{a(\lambda) p(\lambda - \eta) - d(\lambda) p(\lambda + \eta)}{p(\lambda)}.
\]

(2.47)

or equivalently

\[
a(\lambda) \tilde{W}_{q,p}(\lambda) = d(\lambda) \tilde{W}_{q,p}(\lambda + \eta),
\]

(2.48)

where we have defined the function \( \tilde{W}_{q,p}(\lambda) \) as

\[
\tilde{W}_{q,p}(\lambda) = \frac{1}{2} [p(\lambda) q(\lambda - \eta) + q(\lambda) p(\lambda - \eta)].
\]

(2.49)

Since \( \tilde{W}_{q,p}(\lambda) \) is a polynomial in \( \lambda \) and since \( a(\lambda) = d(\lambda + \eta) \), the equation (2.48) is satisfied if and only if
\[ \hat{W}_{p,q}(\lambda) = d(\lambda). \] (2.50)

It also means that the degree of \( q(\lambda) \) is less or equal to \( M \).

Let us now show that the transfer matrix eigenvalue \( \tau(\lambda) \) is of the form (2.45). By definition we know that

\[ \tau(\lambda) q(\lambda) = \epsilon \left[-a(\lambda) q(\lambda - \eta) + d(\lambda) q(\lambda + \eta)\right], \] (2.51)

where \( \epsilon = 1 \) if \( q(\lambda) = Q_r(\lambda) \) and \( \epsilon = -1 \) if \( q(\lambda) = Q_{-r}(\lambda) \). Using now that \( a(\lambda) = \hat{W}_{p,q}(\lambda + \eta) \) and that \( d(\lambda) = \hat{W}_{p,q}(\lambda) \), we obtain

\[ \tau(\lambda) q(\lambda) = \epsilon [q(\lambda)p(\lambda - \eta) q(\lambda + \eta) - q(\lambda)p(\lambda + \eta) q(\lambda - \eta)], \] (2.52)

which implies (2.45).

Vice versa, let \( q(\lambda) \) and \( p(\lambda) \) be two polynomials of degree \( R \) and \( N - R \) respectively and which satisfy (2.46). Let \( \tau^{(+)}(\lambda) \) and \( \tau^{(-)}(\lambda) \) be equal to the right-hand side of (2.45) with + or − sign respectively. We can first remark that, from the definition (2.45), \( \tau^{(\pm)}(\lambda) \) are obviously polynomials in \( \lambda \) of degree \( N - 1 \). Moreover

\[
\tau^{(\pm)}(\lambda) q(\lambda) = \pm \frac{1}{2} [p(\lambda - \eta) q(\lambda + \eta) - q(\lambda - \eta) p(\lambda + \eta)] q(\lambda)
\]

\[
= \pm \left\{ \frac{1}{2} [p(\lambda - \eta) q(\lambda) + p(\lambda) q(\lambda - \eta)] q(\lambda + \eta) - \frac{1}{2} [p(\lambda + \eta) q(\lambda) + q(\lambda + \eta) p(\lambda)] q(\lambda - \eta) \right\}
\]

\[
= \pm \left[ d(\lambda) q(\lambda + \eta) - a(\lambda) q(\lambda - \eta) \right]. \] (2.53)

Similarly one can show that

\[ \tau^{(\pm)}(\lambda) p(\lambda) = \mp [-a(\lambda) p(\lambda - \eta) - d(\lambda) p(\lambda + \eta)]. \] (2.54)

Hence \( \tau^{(+)}(\lambda) = -\tau^{(-)}(\lambda) \) satisfies the functional equation (2.30) with \( q(\lambda) \) whereas \( \tau^{(-)}(\lambda) = -\tau^{(+)}(\lambda) \) satisfies the functional equation (2.30) with \( p(\lambda) \). Finally it is easy to see that, given any inhomogeneity parameter \( \xi_j \), \( p(\lambda) \) and \( q(\lambda) \) cannot both vanish in \( \xi_j - \eta \); this would imply from (2.46) that \( d(\xi_j - \eta) = 0 \), which is obviously not true. Hence, taking also into account (2.53) and (2.54), this means that \( \tau^{(+)}(\lambda) \) and \( \tau^{(-)}(\lambda) \) both satisfy (2.26), so that they are both transfer matrix eigenvalues.

\[ \square \]

### 2.4. ABA-type representations for the transfer matrix eigenvectors

In this section we present an alternative way to write the separate states, and hence the eigenstates of the antiperiodic transfer matrix, in a form which is strongly reminiscent of the form of the Bethe states as obtained in the framework of the algebraic Bethe ansatz. It is worth remarking that this type of rewriting can be in fact derived for a large class of integrable quantum models solvable by SoV method.

Let us first define a simple separate state, the state \( |1\rangle \) associated with the constant function \( \alpha(\lambda) = 1 \). The corresponding right separate state \( |1\rangle \) is defined similarly using (2.22). Then, if \( \alpha(\lambda) \) is a polynomial, the separate state \( \langle \alpha | \alpha \rangle \) can be obtained by multiple action of the ‘creation’ operator \( D_\alpha \), evaluated at the roots \( \alpha_j \) of \( \alpha \), on the separate states \( \langle 1| \) or \( |1\rangle \).
Proposition 2.1. Let $\alpha(\lambda)$ be a polynomial of the form

$$\alpha(\lambda) = \prod_{k=1}^{R} (\lambda - \alpha_k).$$

(2.55)

Then the corresponding separate states $\langle \alpha |$ and $| \alpha \rangle$ can be written as

$$\langle \alpha | = (-1)^{RN} \prod_{k=1}^{R} D(\alpha_k), \quad | \alpha \rangle = (-1)^{RN} \prod_{k=1}^{R} D(\alpha_k) | 1 \rangle.$$

(2.56)

Proof. The proof is straightforward using (2.16) and (2.17).

The representation (2.56) can be used notably for the eigenstates $| Q_\tau \rangle$ and $\langle Q_\tau |$ corresponding to the eigenvalue $\tau(\lambda)$ of the transfer matrix, by means of the unique polynomial $Q_\tau(\lambda)$ which, in virtue of theorem 2.3, solves the functional equation associated with $\tau(\lambda)$. Since the roots of $Q_\tau(\lambda)$ can be obtained as the solutions to the corresponding Bethe-type equations, the analogy with algebraic Bethe ansatz is then particularly obvious. It is also possible to represent these eigenstates in a slightly different form. Let us to this aim define some other simple left and right separate state that we shall denote by $I_{alt}$ respectively, and which are given by a function $I_{alt}(\lambda)$ which alternates sign between the inhomogeneity and shifted inhomogeneity parameters, namely

$$I_{alt}(\xi_a) = 1, \quad I_{alt}(\xi_a - \eta) = -1, \quad \forall \ a \in \{1, \ldots, N\}. \tag{2.57}$$

This second representation for the eigenstates $| Q_\tau \rangle$ and $\langle Q_\tau |$ corresponding to the eigenvalue $\tau(\lambda)$ of the transfer matrix then uses the polynomial $Q_{\tau}(\lambda)$ which solves the functional equation (2.30) for the eigenvalue $-\tau(\lambda)$ of the transfer matrix:

Proposition 2.2. Let $\tau(\lambda)$ be an eigenvalue of the antiperiodic transfer matrix (2.5) and let

$$Q_{\tau}(\lambda) = \prod_{k=1}^{R} (\lambda - \lambda_k), \quad Q_{-\tau}(\lambda) = \prod_{k=1}^{N-R} (\lambda - \tilde{\lambda}_k), \tag{2.58}$$

be the unique solutions to the functional $T-Q$ equation (2.30) associated with the eigenvalues $\tau(\lambda)$ and $-\tau(\lambda)$ respectively. Then the transfer matrix eigenstate $| Q_\tau \rangle$ with eigenvalue $\tau(\lambda)$ can be represented in following forms:

$$| Q_{\tau} \rangle = (-1)^{RN} \prod_{k=1}^{R} D(\lambda_k) | 1 \rangle, \tag{2.59}$$

$$= (-1)^{(N-R)/\lambda} \prod_{k=1}^{R} d(\lambda_k) \prod_{k=1}^{N-R} D(\tilde{\lambda}_k) I_{alt} \rangle. \tag{2.60}$$

3. Scalar products of separate states

In this section, we explain how to compute the scalar products of separate states of the form (2.21) and (2.22). In general, the latter can by construction be represented in terms of the
determinant of a weighted sum of two Vandermonde matrices involving the inhomogeneity parameters of the model. We shall notably focus on the case where one of the two separate states is an eigenstate of the antiperiodic transfer matrix. We shall see that in this case it is possible to represent the corresponding scalar product in a more convenient form for the study of the homogeneous and thermodynamic limit, namely, similarly as what happens in the ABA framework for the scalar product of an on-shell and an off-shell Bethe states, in terms of the determinant introduced in [83] (Slavnov determinant).

3.1. General determinant representation for the scalar product of two separate states

Let us start by recalling the general determinant representation for the scalar products of two separate states. Note that this type of representation is a direct consequence of the factorized form of these states in the SoV basis, and hence can be shown for a large variety of models solvable by SoV.

**Theorem 3.1.** Let \( \langle \alpha \mid \beta \rangle \) be a left separate state of the form (2.21), and let \( \langle \beta \mid \beta \rangle \) be a right separate state of the form (2.22). Their scalar product can be written as

\[
\langle \alpha \mid \beta \rangle = \frac{\det [M^{(\alpha, \beta)}]}{\text{V}(\xi)},
\]

where \( M^{(\alpha, \beta)} \) corresponds to the following weighted sum of two Vandermonde matrices:

\[
[M^{(\alpha, \beta)}]_{ab} = \xi_a^{b-1} \alpha(\xi_a) \beta(\xi_a) + (\xi_a - \eta)^{b-1} \alpha(\xi_a - \eta) \beta(\xi_a - \eta),
\]

\[
= \alpha(\xi_a) \beta(\xi_a) \left[ \xi_a^{b-1} - \frac{a(\xi_a) \alpha(\xi_a - \eta) \beta(\xi_a - \eta)}{d(\xi_a - \eta) \alpha(\xi_a) \beta(\xi_a)} (\xi_a - \eta)^{b-1} \right].
\]

The proof of this theorem is straightforward. It was given in [46] in the case of a more general XXZ model.

Note that it is possible to use this determinant representation to show the (expected) orthogonality of the eigenstates of the antiperiodic transfer matrix, which therefore form an orthogonal basis of the quantum space of states of the model.

**Corollary 3.1.** Let \( \tau(\lambda) \) and \( \tau'(\lambda) \) be two different eigenvalues of the antiperiodic transfer matrix (2.5). Then the corresponding eigenstates are orthogonal:

\[
\langle Q_\tau | Q_\tau' \rangle = \langle Q_\tau | Q_\tau' \rangle = 0.
\]

**Proof.** \( \tau(\lambda) \) and \( \tau'(\lambda) \) are two different polynomials of degree \( N - 1 \):

\[
\tau(\lambda) = \sum_{b=1}^{N} c_b \lambda^{b-1}, \quad \tau'(\lambda) = \sum_{b=1}^{N} c'_b \lambda^{b-1}.
\]

It means that the vector with components \( v_b = c_b - c'_b \) is non trivial, and it is easy to check that
\begin{equation}
\sum_{b=1}^{N} \mathcal{A}(Q_{-}, Q_{+}) v_{b} = 0.
\end{equation}

The aim of this section is to show that it is possible to rewrite the expression (3.1) for the scalar product of two separate states into some more convenient forms for the consideration of the homogeneous and thermodynamic limit. We shall in particular link this formula to some (generalizations of some) other determinant representations that have already appeared in the literature in the framework of algebraic Bethe ansatz: the Izergin determinant, first introduced as a representation for the partition function of the six-vertex model with domain wall boundary conditions [82], and the Slavnov determinant, which appears in the ABA framework as a convenient representation for the scalar product of an on-shell and an off-shell Bethe vectors [83]. To this aim, we shall first derive some identities that will be used for these reformulations.

### 3.2. Some useful identities

As announced above, we want to transform the representation (3.1) into a more convenient form for our purpose. To this aim we introduce, following [91], some convenient notations that we shall use throughout all this section. For any set of complex numbers \( x \in \{ x_{1}, \ldots, x_{M} \} \), and a function \( f \), we define

\begin{equation}
E_{\{x\}}(y) = \prod_{n=1}^{N} \frac{y - x_{n} \pm \eta}{y - x_{n}},
\end{equation}

\begin{equation}
A_{\{x\}}[f] = \frac{\det \left[ x_{a}^{b-1} - f(x_{a}) \left( x_{a} \pm \eta \right)^{b-1} \right]}{V(\{x\})}.
\end{equation}

Note that the representation (3.1)–(3.3) of the scalar product can easily be rewritten by means of the notations (3.7) and (3.8): it is enough to choose the functions \( \alpha(\lambda) \) and \( \beta(\lambda) \) to be some polynomials (which by interpolation is always possible) that we express in terms of their roots \( \{ \alpha_{1}, \ldots, \alpha_{R} \} \) and \( \{ \beta_{1}, \ldots, \beta_{S} \} \) as

\begin{equation}
\alpha(\lambda) = \prod_{n=1}^{R} \left( \lambda - \alpha_{n} \right), \quad \beta(\lambda) = \prod_{m=1}^{S} \left( \lambda - \beta_{m} \right),
\end{equation}

to obtain that

\begin{equation}
\langle \alpha | \beta \rangle = \prod_{n=1}^{N} \left( \alpha(\xi_{m}) \beta(\xi_{m}) \right) A_{\{\xi\}} \left[ \frac{E_{\{\xi\}}^{+}}{E_{\{\xi\}}^{-}} \right] \left[ E_{\{\alpha_{1}, \ldots, \alpha_{R} \} \cup \{ \beta_{1}, \ldots, \beta_{S} \}}^{-} \right].
\end{equation}

We shall reformulate this expression by means of a few identities, involving the quantities (3.7) and (3.8) and their relations to the Izergin and Slavnov determinants, and that we now derive.

We start with some preliminary identity which relates the two functionals \( A_{\{x\}}[f] \) and \( A_{\{x\}}[f'] \) (3.8) when \( f' \) is related to \( f \) via a ratio of the two functions \( E_{\{x\}}^{+} \) and \( E_{\{x\}}^{-} \) (3.7):
Identity 0. For any set \( \{x_1, \ldots, x_M\} \) of arbitrary complex numbers, we have
\[
A_{\pm}[f] = A_{\pm}(x) \left[ \frac{E_{\pm}(x)}{E_{\mp}(x)} \right].
\] (3.11)

Proof. To prove this identity we use an expression for the determinant of the sum of two matrices
\[
V(\{x\}) A_{\pm}(x) \left[ \frac{E_{\pm}(x)}{E_{\mp}(x)} \right] = \sum_{h_1=0}^1 \cdots \sum_{h_M=0}^1 \prod_{n=1}^M \left( -f(x_n) \prod_{m=1}^M \frac{x_n - x_m + \eta}{x_n - x_m - \eta} \right)^{h_n} V(\{x - h\eta\})
\]
\[
= \sum_{h_1=0}^1 \cdots \sum_{h_M=0}^1 \prod_{n=1}^M f(x_n) V(\{x + h\eta\}) = V(\{x\}) A_{\pm}(x)[f].
\] (3.12)

We have also used here the identity (2.23) for the Vandermonde determinants.

We shall now formulate a generalization of a result of Kostov \([89 \text{--} 91, 97]\) concerning the relation between the functionals \(A_{\pm}[f]\) and the Izergin determinant (see also \([93]\)).

For \( \mu \in \mathbb{C} \) and two sets \( \{x_1, \ldots, x_N\} \) and \( \{y_1, \ldots, y_N\} \) of arbitrary complex numbers, we introduce the following function, that we call generalized Izergin determinant:
\[
I_N^{(\mu)}(\{x\}, \{y\}) = \prod_{a=1}^N (x_a - y_b) \det_{a,b=1}^{N} \frac{t_\mu(x_a - y_b)}{V(x_1, \ldots, x_N) V(y_1, \ldots, y_N)}.
\] (3.13)

where we have defined
\[
t_\mu(x) = \frac{\mu}{x} - \frac{1}{x + \eta}.
\] (3.14)

For \( \mu = 1 \) this formula gives the partition function of the rational six-vertex model with domain wall boundary conditions \([82]\).

Identity 1. For \( \mu \in \mathbb{C} \) and any sets \( \{x_1, \ldots, x_N\} \) and \( \{y_1, \ldots, y_N\} \) of arbitrary complex numbers, we have
\[
I_N^{(\mu)}(\{x\}, \{y\}) = (-1)^N A_{\mp}^*[\mu E_{\pm}(y)].
\] (3.15)
\[
= (-1)^N A_{\pm}^*[\mu E_{\pm}(y)].
\] (3.16)

Proof. We shall prove here the first equality, the second one can be proven in the same way (or by replacing \( \eta \) by \(-\eta\) in the Izergin determinant).
Let us first introduce the following auxiliary matrix with elements
\[
\mathcal{M}_{ab} = \prod_{k=1}^{N} (x_d - y_k + \eta) t_{\mu} (x_d - y_b),
\]
so as to rewrite (3.13) as
\[
\mathcal{T}^{(\eta)}(\{x\}, \{y\}) = \frac{\det \mathcal{M}}{V(x_1, \ldots, x_N) V(y_1, \ldots, y_N)}.
\]
We also introduce a set of \(N\) polynomials of degree \(N - 1\),
\[
Z_b(x) = \prod_{k=b}^{N} (x - y_k + \eta) = \sum_{j=1}^{N} C_{j,b} x^{j-1}, \quad 1 \leq b \leq N.
\]
The coefficients \(C_{j,b}\) of these polynomials can be seen as the entries of an \(N \times N\) matrix \(C\). It is easy to observe that
\[
\mathcal{M}_{ab} = \mu Z_b(x_a - \eta) \prod_{k=1}^{N} \frac{x_a - y_k + \eta}{x_a - y_k} = Z_b(x_a)
\]
\[
= \sum_{j=1}^{N} (\mu E_{\{y\}}^{+}(x_a) (x_a - \eta)^{j-1} - x_a^{j-1}) C_{j,b},
\]
which means that \(\mathcal{M}\) can be factorized into a product of two matrices, so that
\[
\det \mathcal{M} = (-1)^{N} V(\{x\}) A_{\{x\}}^{-}[\mu E_{\{y\}}^{+}]_{N} \det C.
\]
It now remains to compute the determinant of the matrix \(C\). It is easy to see from the definition of the coefficients \(C_{j,b}\) that the product of \(C\) with a Vandermonde matrix is diagonal:
\[
\sum_{j=1}^{N} (y_a - \eta)^{j-1} C_{j,b} = \delta_{a,b} \prod_{j \neq a} (x_a - y_j),
\]
which means that \(\det C = V(y_N, \ldots, y_1)\).

Note that the Izergin determinant (3.13) is defined only in the case where the cardinality of the two sets of parameters \(\{x\}\) and \(\{y\}\) are equal, so that identity 1 is \textit{a priori} valid only in this case. To overcome this restriction, it is however possible to generalize the part of identity 1 which concerns the relation between the two functions \(A_{\{x\}}[\mu E_{\{y\}}^{+}]\) and \(A_{\{y\}}[\mu E_{\{x\}}^{+}]\) to cases in which the number of parameters \(x\) and \(y\) does not coincide.

Identity 1′. For two sets \(\{x_1, \ldots, x_M\}\) and \(\{y_1, \ldots, y_N\}\) of arbitrary complex numbers and \(\mu = 1\), we have
\[
A_{\{y\}}^{+}[\mu E_{\{x\}}^{-}] = (1 - \mu)^{N-M} A_{\{x\}}^{-}[\mu E_{\{y\}}^{+}].
\]

\textbf{Proof.} The case \(N = M\) follows immediately from identity 1. Let us therefore suppose that \(M > N\) (the case \(M < N\) can be proven in the same way starting from the right-hand side). The proof is based on the following simple observation\(^8\)

\(^8\) Here and in the following we mean that the limits are taken independently one at the time.
\[
\mathcal{A}_{\{v\}}^+ \left[ \mu E_{\{\bar{v}\}} \right] = (1 - \mu)^{N-M} \lim_{v_1, \ldots, v_N, \bar{v}_M \to \infty} \mathcal{A}_{\{v\} \cup \{v_1, \ldots, v_N, \bar{v}_M\}}^+ \left[ \mu E_{\{\bar{v}\}} \right].
\] (3.24)

From which we can use identity 1 and obtain
\[
\mathcal{A}_{\{v\}}^+ \left[ \mu E_{\{\bar{v}\}} \right] = (1 - \mu)^{N-M} \lim_{v_1, \ldots, v_N, \bar{v}_M \to \infty} \mathcal{A}_{\{v\}}^+ \left[ \mu E_{\{\bar{v}\}} \right].
\] (3.25)

Computing the limits we obtain (3.23).

Note that for \( N > M \) both sides of (3.23) are polynomials in \( \mu \), so that the identity holds also in the case \( \mu = 1 \). This leads to the following simple observation:

**Corollary 3.2.** For arbitrary sets \( \{x_1, \ldots, x_M\} \) and \( \{y_1, \ldots, y_N\} \) of complex numbers such that \( N > M \), we have
\[
\mathcal{A}_{\{v\}}^+ \left[ E_{\{\bar{v}\}}^\top \right] = 0.
\] (3.26)

The next identity that we shall derive will enable us to relate the scalar product of two separate states, one of them being an eigenstate of the transfer matrix, with the Slavnov formula [83] for the scalar product of an off-shell and an on-shell Bethe vectors in the framework of the algebraic Bethe ansatz.

For \( \mu \in \mathbb{C} \), for two sets of parameters \( \{x\} \equiv \{x_1, \ldots, x_M\} \) and \( \{y\} \equiv \{y_1, \ldots, y_M\} \), and a set of inhomogeneity parameters \( \{\xi\} \equiv \{\xi_1, \ldots, \xi_N\} \) (which may possibly coincide) with \( M \leq N \), we introduce the following function, that we call Slavnov determinant:
\[
S_{\{\mu\}}^\langle\{x\}, \{y\}|\{\xi\} \rangle = \prod_{j,k=1}^M \frac{(x_j - y_k + \eta)}{V(x_1, \ldots, x_M) V(y_M, \ldots, y_1)} \det \mathcal{H}_{\{\mu\}}^\langle\{x\}, \{y\}|\{\xi\} \rangle.
\] (3.27)

In (3.27), the matrix \( \mathcal{H}_{\{\mu\}}^\langle\{x\}, \{y\}|\{\xi\} \rangle \) is defined by its elements as
\[
\left[ \mathcal{H}_{\{\mu\}}^\langle\{x\}, \{y\}|\{\xi\} \rangle \right]_{jk} = \mu E_{\{\xi\}}^+ (y_k) \ t (x_j - y_k) - \frac{E_{\{\xi\}}^+ (y_k)}{E_{\{\xi\}}^+ (x_j)} \ t (y_k - x_j),
\] (3.28)

where \( t(x) \equiv t_1(x) \) is given by (3.14).

As already mentioned, this formula appeared initially in the ABA framework as a representation for the scalar product of a Bethe state associated with generic parameters \( \{y\} \) (off-shell Bethe state) and a Bethe state associated with Bethe roots \( \{x\} \) satisfying a system of Bethe equations (on-shell Bethe state) for an inhomogeneous model with inhomogeneities \( \xi_1, \ldots, \xi_N \) and with a twist \( \mu \):
\[
\mu E_{\{\xi\}}^+ (x_m) = - \frac{E_{\{\xi\}}^+ (x_m)}{E_{\{\xi\}}^+ (x)}.
\] (3.29)

Note at this point that the Bethe equations (2.44) introduced in the previous section correspond to a special case of (3.29) with \( \mu = -1 \).

**Identity 2.** For \( \mu \in \mathbb{C} \), for \( \{x_1, \ldots, x_M\} \) a solution to the Bethe equations (3.29) associated with a set of inhomogeneity parameters \( \{\xi_1, \ldots, \xi_N\} \), and for \( \{y_1, \ldots, y_M\} \) a set of arbitrary complex numbers, we have
\[
S_{M}^{(xy)}(\{x\}, \{y\}|\{\xi\}) = A_{\{x\} \cup \{y\}}^{-}\left[ \mu E_{\{\xi\}}^{+} \right].
\] (3.30)

**Proof.** Let us first suppose that the parameters \(x_j\) are pairwise distinct, and let \(Q(\lambda)\) be the normalized polynomial of degree \(M\) with roots \(x_1, \ldots, x_M\):

\[
Q(\lambda) = \prod_{j=1}^{M} \left( \lambda - x_j \right).
\] (3.31)

We define from \(Q(\lambda)\) \(M\) different polynomials \(Q_k(\lambda)\) of degree \(M - 1\) as follows:

\[
Q_k(\lambda) = \prod_{j=k}^{M} \left( \lambda - x_j \right), \quad 1 \leq k \leq M.
\] (3.32)

Then, similarly as what has been done in the proof of identity 1, we can define a \(2M \times 2M\) matrix \(C\) from the coefficients of the following \(2M\) polynomials:

\[
Q_k(\lambda) Q_k(\lambda + \eta) = \sum_{a=1}^{2M} C_{k,a} \lambda^{a-1}, \quad 1 \leq k \leq M,
\] (3.33)

\[
Q_k(\lambda) Q(\lambda + \eta) = \sum_{a=1}^{2M} C_{k+a,M,a} \lambda^{a-1}, \quad 1 \leq k \leq M.
\] (3.34)

Evidently the coefficients \(C_{k,2M}\) all vanish for \(k = 1, \ldots, M\), but the \(2M \times 2M\) matrix \(C\) is invertible, and it is not difficult to compute its determinant using the following identities:

\[
\sum_{a=1}^{2M} C_{b,a} (x_k - \eta)^{a-1} = \delta_{b,k} Q_k(x_k) Q_k(x_k - \eta),
\] (3.35)

\[
\sum_{a=1}^{2M} C_{b,a} x_k^{a-1} = \delta_{b,k+M} Q(x_k + \eta) Q_k(x_k) + \delta_{b,k} Q_k(x_k) Q_k(x_k + \eta).
\] (3.36)

It means that the product of the matrix \(C\) with the Vandermonde matrix constructed from the variables \(x_1 - \eta, \ldots, x_M - \eta, x_1, \ldots, x_M\) is triangular, and therefore the determinant of the matrix \(C\) is given as

\[
\det C = \prod_{k=1}^{M} \left[ Q_k^2(x_k) Q_k(x_k - \eta) Q(x_k + \eta) \right]^{1/2} / V(x_1 - \eta, \ldots, x_M - \eta, x_1, \ldots, x_M)
= (-1)^{M(M+1)/2} \prod_{k=1}^{M} \left[ Q_k(x_k) Q_k(x_k + \eta) \right].
\] (3.37)

On the other hand let us compute the following product

\[
A_{\{x\} \cup \{y\}}^{-}\left[ \mu E_{\{\xi\}}^{+} \right] \det C = \frac{\det \begin{pmatrix} G^{(1,1)} & G^{(1,2)} \\ G^{(2,1)} & G^{(2,2)} \end{pmatrix}}{V(\{x\} \cup \{y\})},
\] (3.38)

where the matrix in the numerator is presented in a block form, \(G^{(p,q)}\) (1 \(\leq p, q \leq 2\)) being \(M \times M\) matrices which can easily be computed. For instance, the upper left block \(G^{(1,1)}\) has for elements
\[
\left[ G^{(1,1)} \right]_{j,k} = \sum_{a=1}^{2M} C_{j,a} \left( x_k^{a-1} - \mu E_{\xi}^+(x_k) (x_k - \eta)^{a-1} \right) \\
= Q_j(x_k) Q_j(x_k + \eta) - \mu E_{\xi}^+(x_k) Q_j(x_k) Q_j(x_k - \eta) \\
= \delta_{jk} Q_k(x_k) \left( Q_k(x_k + \eta) - \mu E_{\xi}^+(x_k) Q_k(x_k - \eta) \right),
\]

so that \( G^{(1,1)} = 0 \) due to the Bethe equations (3.29). It means in particular that we do not need to compute the lower right block \( G^{(2,2)} \) to have access to the quantity (3.38). The lower left block \( G^{(2,1)} \) is a diagonal matrix

\[
\left[ G^{(2,1)} \right]_{j,k} = \sum_{a=1}^{2M} C_{j,a} \left( x_k^{a-1} - \mu E_{\xi}^+(x_k) (x_k - \eta)^{a-1} \right) \\
= Q_j(x_k) Q_j(x_k + \eta) - \mu E_{\xi}^+(x_k) Q_j(x_k) Q_j(x_k - \eta) \\
= \delta_{jk} Q_k(x_k) Q_j(x_k + \eta).
\]

Finally, the upper right block \( G^{(1,2)} \) is given by

\[
\left[ G^{(1,2)} \right]_{j,k} = \sum_{a=1}^{2M} C_{j,a} \left( x_k^{a-1} - \mu E_{\xi}^+(y_k) (y_k - \eta)^{a-1} \right) \\
= Q_j(y_k) Q_j(y_k + \eta) - \mu E_{\xi}^+(y_k) Q_j(y_k) Q_j(y_k - \eta) \\
= -\frac{1}{\eta} Q_j(y_k) Q_j(y_k - \eta) \left[ \mathcal{H}^{(\mu)}(\{x\}, \{y\} | \{\xi\}) \right]_{jk}.
\]

It means that

\[
\mathcal{A}_{\{x\} \cup \{y\}}^-(\mu E_{\xi}^+ \det C) = \prod_{k=1}^{M} \left[ Q_j(y_k) Q_j(y_k + \eta) Q_k(x_k) Q_k(x_k + \eta) \right] \\
\times \det \mathcal{V}(\{x\} \cup \{y\}) \\
\times \det \mathcal{H}(\{x\}, \{y\} | \{\xi\}),
\]

which leads directly to the identity (3.30).

Note that both \( S_M^{(\mu)}(\{x\}, \{y\} | \{\xi\}) \) and \( \mathcal{A}_{\{x\} \cup \{y\}}^-(\mu E_{\xi}^+ \det C) \) formally contain zero over zero terms if computed for two or more coinciding \( x_i \). So that the identity (3.27) has to be meant as a limit to the Bethe roots in the case of two or several coinciding roots. In fact we can introduce a set of parameters \( \{x^{(\epsilon)}\} \) pairwise distinct for \( \epsilon > 0 \) and converging to the solution of the Bethe equations \( \{x\} \) when \( \epsilon \to 0 \). We have to prove that the lhs and rhs of (3.27) are finite and coincide under this limit. The identity (3.23), being proven for arbitrary values of the parameters, implies that \( \mathcal{A}_{\{x^{(\epsilon)}\} \cup \{y\}}^-(\mu E_{\xi}^+ \det C) \) has a smooth limit for \( \epsilon \to 0 \). Now we can repeat the proof above developed for pairwise distinct roots checking that at any step all remains finite and that one just reproduces \( S_M^{(\mu)}(\{x^{(\epsilon)}\}, \{y\} | \{\xi\}) \) for \( \epsilon \to 0 \).

If the number \( M \) of parameters \( x \) is exactly half of the length of the chain we can directly apply identities 1 and 2 to obtain the following result:

**Corollary 3.3.** Let \( N = 2M \). Then, for \( \mu \in \mathbb{C} \), for \( \{x_1, \ldots, x_M\} \) a solution to the Bethe equations (3.29) associated with a set of inhomogeneity parameters \( \{\xi_1, \ldots, \xi_N\} \), and for \( \{y_1, \ldots, y_M\} \) a set of arbitrary complex numbers, we have

\[
S_M^{(\mu)}(\{x\}, \{y\} | \{\xi\}) = \mathcal{A}_{\{x\} \cup \{y\}}^+(\mu E_{\xi}^+ \det C).
\]
This relation is of prime importance for the computation of the scalar products of separate states. The inconvenient restriction on the number of parameters $x$ and $y$ can be relaxed thanks to identity $1'$, which enables us to formulate the following generalization of (3.43):

**Corollary 3.4.** Let $\{x_1, \ldots, x_M\}$ be a solution of the Bethe equations (3.29) associated with the set of inhomogeneity parameters $\{\xi_1, \ldots, \xi_N\}$ and the twist $\mu$, and let $\{y_1, \ldots, y_M\}$ be a set of arbitrary complex numbers. Then the following relation holds:

$$S^{(\mu)}_M(\{x\}, \{y\}|\{\xi\}) = (1 - \mu)^{2M-N}A_{[\xi]}\left[\mu E_{[\xi]}^{+}\right].$$  

Finally, we would like to generalize the previous results to cases for which the number of parameters $x$ and $y$ are not obligatory the same. To this aim we introduce the following generalization of the Slavnov determinant (3.27), which is defined for two sets of parameters $\{x\} \equiv \{x_1, \ldots, x_M\}$ and $\{y\} \equiv \{y_1, \ldots, y_{M+S}\}$, with $S \geq 0$, a set of inhomogeneity parameters $\{\xi\} \equiv \{\xi_1, \ldots, \xi_N\}$ and a twist $\mu$:

$$S^{(\mu)}_{M,M+S}(\{x\}, \{y\}|\{\xi\}) = \frac{\prod_{j=1}^M \prod_{k=1}^{M+S} (x_j - y_k + \eta)}{V(x_1, \ldots, x_M) V(y_{M+S}, \ldots, y_1)} \times \det_{M+S} H^{(\mu)}(\{x\}, \{y\}|\{\xi\}),$$  

with

$$H^{(\mu)}(\{x\}, \{y\}|\{\xi\})_{jk} = \mu E_{[\xi]}^{+}(y_k) t(x_j - y_k) - \frac{E_{[\xi]}^{+}(y_k)}{E_{[\xi]}(y_k)} t(y_k - x_j), \text{ if } j \leq M,$$

$$= \mu E_{[\xi]}^{+}(y_k) y_k^{j-M-1} - \frac{E_{[\xi]}^{+}(y_k)}{E_{[\xi]}(y_k)} (y_k + \eta)^{j-M-1}, \text{ if } j > M.$$

This type of object was first introduced in [92]. This enables us to formulate the last identity of this subsection:

**Identity 3.** Let $\{x_1, \ldots, x_M\}$ be a solution of the Bethe equations (3.29) associated with the set of inhomogeneity parameters $\{\xi_1, \ldots, \xi_N\}$ and the twist $\mu$, and let $\{y_1, \ldots, y_{M+S}\}$ be a set of arbitrary complex numbers. Then

$$S^{(\mu)}_{M,M+S}(\{x\}, \{y\}|\{\xi\}) = A_{[\xi]}\left[\mu E_{[\xi]}^{+}\right].$$  

The proof of this identity follows the same lines as the proof of (3.30). It is however more cumbersome, so that we give its details in appendix A.
3.3. An alternative representation for the scalar product of two separate states

We shall now use the identities that have been derived in the previous subsection to rewrite the representation (3.1) (or (3.10)) for the scalar product of two generic separate states \( \langle \alpha | \beta \rangle \) into a form for which the consideration of the homogeneous limit is completely straightforward.

Let us first notice that identity 0 enables us to rewrite (3.10) into a slightly simpler form:

**Proposition 3.1.** Let \( \alpha(\lambda) \) and \( \beta(\lambda) \) be two polynomials of respective degree \( R \) and \( S \), and which can be factorized as

\[
\alpha(\lambda) = \prod_{n=1}^{R} (\lambda - \alpha_n), \quad \beta(\lambda) = \prod_{m=1}^{S} (\lambda - \beta_m),
\]

in terms of some sets of roots \( \{\alpha_1, \ldots, \alpha_R\} \) and \( \{\beta_1, \ldots, \beta_S\} \). Then the scalar product of the corresponding separate states \( \langle \alpha | \beta \rangle \) can be written in the following form:

\[
\langle \alpha | \beta \rangle = (-1)^{N(S+R)} \prod_{j=1}^{R} d(\alpha_j) \prod_{k=1}^{S} d(\beta_k) \mathcal{A}_{\{\xi\}}^{-} \left[ -E_{\{\alpha_1, \ldots, \alpha_R\} \cup \{\beta_1, \ldots, \beta_S\}} \right],
\]

where we have used the notations (3.7), (3.8).

We can now use the identities 1 and 1', and we obtain the following result:

**Theorem 3.2.** Under the same hypothesis and notations as in proposition 3.1, the scalar product of the two separate states \( \langle \alpha | \beta \rangle \) can be written as:

\[
\langle \alpha | \beta \rangle = (-1)^{N(S+R)} 2^{N(S+R)} \prod_{j=1}^{R} d(\alpha_j) \prod_{k=1}^{S} d(\beta_k) \times \mathcal{A}_{\{\alpha_1, \ldots, \alpha_R\} \cup \{\beta_1, \ldots, \beta_S\}}^{-} \left[ -E_{\{\xi\}} \right].
\]

In the particular case where \( R + S = N \), the scalar product of the two separate states \( \langle \alpha | \beta \rangle \) can be written in terms of the generalized Izergin determinant (3.13) as:

\[
\langle \alpha | \beta \rangle = (-1)^{N(S+R+1)} \prod_{j=1}^{R} d(\alpha_j) \prod_{k=1}^{S} d(\beta_k) \times \mathcal{I}_{N}^{-1} \left( \{\alpha_1, \ldots, \alpha_R\} \cup \{\beta_1, \ldots, \beta_S\}, \{\xi\} \right).
\]

Note that, as announced before, the representation (3.50) is completely smooth with respect to the homogeneous limit in which all the inhomogeneity parameters \( \xi_j, 1 \leq j \leq N \), tend to the same value.

3.4. The scalar product of a generic separate state with an eigenstate of the transfer matrix

We shall now focus on the case in which one of the two separate states is an eigenstate \( | \Omega \rangle \) of the transfer matrix. As we shall see, the knowledge of such scalars products is indeed sufficient to obtain some adequate representations for the form factors of local operators. This fact has to be put in relation with what happens in the ABA framework, where the
consideration of the scalar products of off-shell and on-shell Bethe vectors is used to compute the local spin form factors [57].

In the whole subsection, \( \alpha \) will denote a separate state associated with a given polynomial \( \alpha(\lambda) \) of degree \( M \),

\[
\alpha(\lambda) = \prod_{n=1}^{M} (\lambda - \alpha_n),
\]

(3.52)
and \( |Q_\tau\rangle \) will denote a given eigenstate of the antiperiodic transfer matrix, associated with an eigenvalue \( \tau(\lambda) \). We recall that such an eigenstate can be written in two different forms, either by using the polynomial

\[
Q_\tau(\lambda) = \prod_{k=1}^{R} (\lambda - \lambda_k)
\]

(3.53)
satisfying the functional \( T-Q \) equation (2.30) with \( \tau(\lambda) \) itself, or by using the polynomial

\[
Q_{-\tau}(\lambda) = \prod_{k=1}^{N-R} (\lambda - \bar{\lambda}_k)
\]

(3.54)
satisfying the \( T-Q \)-equation with \(-\tau(\lambda)\) (see proposition 2.2). We also recall that in this framework the set of roots \( \{\lambda_1, ..., \lambda_R\} \) of \( Q_\tau(\lambda) \) satisfies the Bethe equations (3.29) with \( \mu = -1 \) (as well as the set of roots \( \{\bar{\lambda}_1, ..., \bar{\lambda}_{N-R}\} \) of \( Q_{-\tau}(\lambda) \)).

**Proposition 3.2.** The scalar product \( \langle \alpha | Q_\tau \rangle \) can be written in the two possible following forms:

\[
\langle \alpha | Q_\tau \rangle = (-1)^{N(R-M)} \prod_{n=1}^{M} d(\alpha_n) \prod_{k=1}^{R} d(\lambda_k) A_{\{\alpha\}}^{+}[-E_{\{\lambda\} \cup \{\alpha\}}],
\]

(3.55)

\[
= (-1)^{N(N-R-M)} \prod_{n=1}^{M} d(\alpha_n) \prod_{k=1}^{N-R} d(\bar{\lambda}_k) A_{\{\alpha\}}^{+}[-E_{\{\bar{\lambda}\} \cup \{\alpha\}}],
\]

(3.56)

**Proof.** The first line is a direct consequence of (3.49). The second one can be obtain in the same way from the fact that

\[
\frac{Q_\tau(\xi_n - \eta)}{Q_\tau(\xi_n)} = -\frac{Q_{-\tau}(\xi_n - \eta)}{Q_{-\tau}(\xi_n)}.
\]

(3.57)

We can now use the identities obtained in the previous subsection to prove the following results for the scalar product of the separate state \( \langle \alpha | \) with the eigenstate \( |Q_\tau\rangle \).

**Theorem 3.3.** If \( M < R \) the scalar product between \( \langle \alpha | \) and \( |Q_\tau\rangle \) vanishes:

\[
\langle \alpha | Q_\tau \rangle = 0.
\]

(3.58)

If \( M = R \) the scalar product between \( \langle \alpha | \) and \( |Q_\tau\rangle \) can be written either as an Izergin determinant (3.13),

\[
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or as a Slavnov determinant (3.27),

\[
\langle \alpha | Q_{\tau} \rangle = (-1)^M 2^{N-2M} \left( \prod_{n=1}^{M} d(\alpha_n) \right) \left( \prod_{k=1}^{N-M} \lambda_k \right) S^{(-1)}_{M}([\lambda], \{\alpha\}, \{\xi\}).
\]

(3.60)

If \( M > R \) the scalar product between \( \langle \alpha | \) and \( | Q_{\tau} \rangle \) can be written as a generalized Slavnov determinant (3.46):

\[
\langle \alpha | Q_{\tau} \rangle = (-1)^R 2^{N-M-R} \left( \prod_{n=1}^{M} d(\alpha_n) \right) \left( \prod_{k=1}^{R} \lambda_k \right) S^{(-1)}_{R,M}([\lambda], \{\alpha\}, \{\xi\}).
\]

(3.61)

**Proof.** The proof of this theorem is straightforward. To prove (3.58) it is enough to use (3.56) and corollary 3.2; (3.59) follows from (3.56) and identity 1. The two last representations follow directly from (3.55), and from the identities 1', 2 and 3. \( \square \)

It is important to mention that all the representations of theorem 3.3 for the scalar product of the eigenstate \( | Q_{\tau} \rangle \) with the generic separate state \( \langle \alpha | \) remain finite (and manageable) in the homogeneous limit.

Note finally to conclude this section that the fact that we can represent the scalar product \( \langle \alpha | Q_{\tau} \rangle \) as a Slavnov determinant allows us to take, as usual, the limit in which the two states are equal. We therefore obtain, as in ABA, a representation for the ‘square of the norm’ of the eigenstate \( | Q_{\tau} \rangle \) (i.e. for the scalar product \( \langle Q_{\tau} | Q_{\tau} \rangle \)) in terms of a Gaudin determinant.

**Corollary 3.5.** The ‘square of the norm’ of the eigenstate \( | Q_{\tau} \rangle \) of the antiperiodic transfer matrix is given by

\[
\langle Q_{\tau} | Q_{\tau} \rangle = 2^{N-2R} \left( \prod_{n=1}^{R} d(\lambda_n) \right)^2 \frac{\prod_{m,n=1}^{R} (\lambda_m - \lambda_n + \eta)}{\prod_{m,n=1}^{R} (\lambda_m - \lambda_n)} \det_\phi_{| _{R}}
\]

with

\[
[\phi_{| _{R}}]_{m,n} = \frac{\partial}{\partial \lambda_m} \log \left( \frac{a(\lambda_m) \prod_{b=1}^{R} \lambda_m - \lambda_b - \eta}{d(\lambda_m) \prod_{b=1}^{R} \lambda_m - \lambda_b + \eta} \right), \quad 1 \leq m, n \leq R.
\]

(3.62)

(3.63)

**4. Form factors of local operators**

In this section we compute the form factors, i.e. the matrix elements of the local spin operators between the eigenstates of the transfer matrix.

Let us first consider the local operator \( \sigma_x^m \). Its matrix elements between two eigenstates \( \langle Q_{\tau} | \) and \( | Q_{\tau} \rangle \) of the transfer matrix can be computed by acting with this operator on one of
these two states, which can be done as usual by means of the solution of the quantum inverse problem \[57, 65\]. The reconstruction formula \[46, 57\] for this operator takes the form

\[
\sigma_n^\pm = (-1)^N \left( \prod_{j=1}^{n-1} \frac{T(\xi_j)}{a(\xi_j)} \right) \frac{D(\xi_n)}{a(\xi_n)} \left( \prod_{j=n+1}^N \frac{T(\xi_j)}{a(\xi_j)} \right)
\]  

(4.1)

It enables us to formulate the following result:

**Theorem 4.1.** Let \(|Q_\tau\rangle\) and \(|Q_{\tau'}\rangle\) be two eigenstates of the transfer matrix, with

\[
Q_\tau(\lambda) = \prod_{k=1}^{R} (\lambda - \lambda_k), \quad Q_{\tau'}(\lambda) = \prod_{k=1}^{R'} (\lambda - \lambda'_k).
\]  

(4.2)

Then the corresponding form factors for the operator \(\sigma_n^\pm\) are given by the following expressions:

- if \(|R - R'| > 1\), the form factor \(\langle Q_\tau | \sigma_n^\pm | Q_{\tau'}\rangle\) vanishes

\[
\langle Q_\tau | \sigma_n^\pm | Q_{\tau'}\rangle = 0;
\]  

(4.3)

- if \(R = R' + 1\), the form factor \(\langle Q_\tau | \sigma_n^\pm | Q_{\tau'}\rangle\) can be expressed in terms of the determinant of a matrix of size \(R\) as

\[
\langle Q_\tau | \sigma_n^\pm | Q_{\tau'}\rangle = 2^{N-2R} (-1)^{N-1} \frac{Q_\tau(\xi_n)}{Q_{\tau'}(\xi_n)} \prod_{k=1}^{R} a_n(\lambda_k) \prod_{j=1}^{R'} d_n(\xi'_j) \det \mathcal{F}_R - (\lambda, \{\lambda'\}, \xi_n),
\]  

(4.4)

where

\[
a_n(\lambda) = \prod_{j=1}^{n} (\lambda - \xi_j + \eta) \prod_{j=n+1}^{N} (\lambda - \xi_j),
\]  

(4.5)

\[
d_n(\lambda) = \prod_{j=1}^{n} (\lambda - \xi_j) \prod_{j=n+1}^{N} (\lambda - \xi_j + \eta),
\]  

(4.6)

and

\[
\mathcal{F}_{j,k} = \frac{a(\xi'_k)}{d(\xi'_k)} Q_\tau(\lambda'_k - \eta) t(\lambda_j - \lambda'_k) + Q_{\tau'}(\lambda'_k + \eta) t(\lambda'_k - \lambda_j), \quad \text{for } k < R,
\]

\[
\mathcal{F}_{j,R} = t(\lambda_j - \xi_n);
\]  

(4.7)
\[ \langle Q_\gamma | \sigma_n^- | Q_{\gamma'} \rangle = 2^{N-2R}(-1)^{N-1} \frac{Q_\gamma(\xi_n - \eta)}{Q_{\gamma'}(\xi_n - \eta)} \prod_{k=1}^{R} a_n(\lambda_k) \prod_{j=1}^{R'} d_n(\lambda'_j) \det\left[ F(\{\lambda\}, \{\lambda'\}) + \mathcal{P}^{(n)}(\{\lambda\}, \{\lambda'\}, \xi_n) \right] \]  

where the elements of the matrix \( F(\{\lambda\}, \{\lambda'\}) \) are

\[ F_{j,k} = a(\lambda'_j) Q_{\gamma'}(\lambda'_j - \eta) t(\lambda_j - \lambda'_j) + Q_\gamma(\lambda'_j + \eta) t(\lambda'_j - \lambda_j), \]  

and where \( \mathcal{P}^{(n)}(\{\lambda\}, \{\lambda'\}, \xi_n) \) is a rank one matrix

\[ \mathcal{P}_{j,k}^{(n)} = \begin{pmatrix} a(\lambda'_j) Q_{\gamma'}(\lambda'_j - \eta) + Q_\gamma(\lambda'_j + \eta) t(\lambda_j - \lambda'_j) \end{pmatrix}. \]

**Proof.** We consider the case \( R > R' \) (the case with \( R < R' \) can be done in a similar way). Using the reconstruction formula (4.1) and the fact that \( \langle Q_\gamma | \sigma_n^- | Q_{\gamma'} \rangle \) are eigenstates of the transfer matrix with respective eigenvalues \( \tau(\lambda) \) and \( \tau'(\lambda) \), we immediately get the following representation for the matrix element \( \langle Q_\gamma | \sigma_n^- | Q_{\gamma'} \rangle \):

\[ \langle Q_\gamma | \sigma_n^- | Q_{\gamma'} \rangle = (-1)^N \frac{\prod_{j=1}^{n-1} \tau(\xi_j) \prod_{j=n+1}^{N} \tau'(\xi_j)}{\prod_{j=1}^{N} a(\xi_j)} \langle Q_\gamma | D(\xi_n) | Q_{\gamma'} \rangle. \]  

We can now use the ABA type representations (2.56) from which we straightforwardly obtain that

\[ D(\xi_n) | Q_{\gamma'} = (-1)^N | \alpha \rangle, \]  

with \( \alpha(\lambda) \) being a polynomial of degree \( R' + 1 \) constructed from \( Q_{\gamma'}(\lambda) \) as

\[ \alpha(\lambda) = (\lambda - \xi_n) Q_{\gamma'}(\lambda). \]  

Hence, it reduces the computation of the form factor \( \langle Q_\gamma | \sigma_n^- | Q_{\gamma'} \rangle \) to the computation of the scalar product \( \langle Q_\gamma | \alpha \rangle \) between the eigenstate \( \langle Q_\gamma | \alpha \rangle \) and the separate state \( | \alpha \rangle \). We can therefore directly use the results of theorem 3.3. More precisely, in the case \( R > R' + 1 \), we can use the result for the scalar product (3.58) to show that the corresponding form factor is zero. If \( R = R' + 1 \) we apply (3.60) which leads to the result (4.4). Finally, in the case
We can now use the symmetries (2.6) of the transfer matrix to compute the matrix elements of the local operators $\sigma^+_n$ and $\sigma^-_n$ from the ones of $\sigma^-_n$.

**Theorem 4.2.** Let $\langle Q_r | \sigma^-_n | Q_{r'} \rangle$ and $\langle Q_r | \sigma^+_n | Q_{r'} \rangle$ be two eigenstates of the transfer matrix constructed from polynomials $Q_r(\lambda)$ and $Q_{r'}(\lambda)$ with respective degree $R$ and $R'$. The matrix elements $\langle Q_r | \sigma^-_n | Q_{r'} \rangle$ and $\langle Q_r | \sigma^+_n | Q_{r'} \rangle$ of $\sigma^-_n$ and $\sigma^+_n$ are given in terms of $\langle Q_r | \sigma^-_n | Q_{r'} \rangle$ as

\[
\langle Q_r | \sigma^-_n | Q_{r'} \rangle = 2(R' - R) \langle Q_r | \sigma^-_n | Q_{r'} \rangle,
\]

\[
\langle Q_r | \sigma^+_n | Q_{r'} \rangle = (-1)^{R - R'} \langle Q_r | \sigma^-_n | Q_{r'} \rangle.
\]

**Proof.** The statement of the theorem follows from the fact that we can simply obtain $\sigma^+_n$ and $\sigma^-_n$ from $\sigma^-_n$ by means of the operators $S^x$ and $\Gamma^x$ (2.7):

\[
\sigma^+_n = [S^z, \sigma^-_n], \quad \sigma^-_n = \Gamma^z \sigma^-_n \Gamma^z.
\]

Hence, to obtain the matrix elements of $\sigma^+_n$ and $\sigma^-_n$ in terms of those of $\sigma^-_n$, we just have to compute the action of the operators $S^x$ and $\Gamma^x$ on the corresponding eigenstates. Using the following limit

\[
S^x = \lim_{\lambda \to \infty} \frac{\mathcal{T}(\lambda)}{\eta \lambda^{N-1}},
\]

we obtain

\[
S^x \left| Q_r \right\rangle = (N - 2R) \left| Q_r \right\rangle.
\]

The action of the operator $\Gamma^x$ on the eigenstates of the transfer matrix can be easily obtained from the relation

\[
\Gamma^x = (-i)^N \exp \left( \frac{i\pi}{2} S^z \right).
\]

We would like to mention to conclude this section that it is also possible to compute in this framework the matrix elements of more general quasi-local operators, i.e. of operators obtained as a combination of local spin operators acting on a finite number of sites of the lattice.

**5. Correspondence with the results obtained by algebraic Bethe ansatz**

The XXX chain is a unique example for which the results obtained by SoV can be directly compared with the results obtained by ABA. The $SU(2)$ symmetry of the XXX monodromy matrix provides indeed a correspondence between the chain with antiperiodic boundary conditions and the chain with the following twisted boundary conditions:
The eigenstates of this twisted XXX chain can be constructed, in the ABA framework, as the eigenstates of the corresponding twisted transfer matrix
\[ T_\tau(\lambda) = \text{tr}_0[\sigma^z_0 T_0(\lambda)] = A(\lambda) - D(\lambda), \]
by using as usual the operators \( B(\lambda) \) (or \( C(\lambda) \)) as creation operators on the reference state (2.14). More precisely, the state
\[ |\Psi(\{\lambda\})\rangle = \prod_{j=1}^{R} B(\lambda_j) |0\rangle \]
is an eigenstate of the transfer matrix \( T_\tau(\lambda) \) if and only if the set of parameters \( \{\lambda\} \equiv \{\lambda_1, ..., \lambda_R\} \) satisfies the Bethe equations
\[ \prod_{a=1}^{R} \frac{\lambda_b - \lambda_a + \eta}{\lambda_b - \lambda_a - \eta} = \frac{a(\lambda_b)}{d(\lambda_b)}, \]
and the corresponding eigenvalue is
\[ \tau_\tau(\lambda) = a(\lambda) \prod_{a=1}^{R} \frac{\lambda - \lambda_a - \eta}{\lambda_b - \lambda_a} - d(\lambda) \prod_{a=1}^{R} \frac{\lambda - \lambda_a + \eta}{\lambda_b - \lambda_a}. \]
Let us mention here that there exists an alternative way to construct the eigenstates of (5.2), starting instead from the second reference state
\[ |0'\rangle = \bigotimes_{n=1}^{N} \begin{pmatrix} 0 \\ 1 \end{pmatrix}_{[n]}, \]
and using the operators \( C(\lambda) \). Then, if \( \{\lambda_1, ..., \lambda_R\} \) satisfies the Bethe equations (5.4), the state
\[ |\tilde{\Psi}(\{\lambda\})\rangle = \prod_{j=1}^{R} C(\lambda_j) |0'\rangle, \]
is an eigenstate of the transfer matrix corresponding to the eigenvalue
\[ \tilde{\tau}_\tau(\lambda) = -\tau_\tau(\lambda). \]
Note that the Bethe equations (5.4) issued from the ABA study of the twisted chain coincide with the Bethe equations (2.44) issued from the SoV study of the antiperiodic chain, so that the completeness of the former in the ABA framework can be derived from the completeness of the latter. It is moreover possible to establish an explicit one-to-one correspondence between the eigenstates.
To this aim we use the \( SU(2) \) symmetry of the XXX monodromy matrix \( T_0(\lambda) \): for any \( U \in SU(2) \), it is easy to see that
\[ \left[ U_0, \Gamma_\nu, T_0(\lambda) \right] = 0, \quad \text{where} \quad \Gamma_\nu = \bigotimes_{n=1}^{N} U_n. \]
To establish the relation between two transfer matrices, we consider the following unitary matrix:
\[ U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix}. \]
This similarity evidently means that these two transfer matrices are isospectral, and that their
eigenvectors are in one-to-one correspondence by means of the similarity matrix \( \Gamma_v \). More
precisely, we have the following result.

**Theorem 5.1.** Let \( \{ \lambda \} = \{ \lambda_1, ..., \lambda_R \} \) be a solution of the Bethe equations (5.4), and let us
define the following polynomial of degree \( R \) with roots \( \lambda_j, 1 \leq j \leq R \):

\[
Q(\lambda) = \prod_{j=1}^{R} (\lambda - \lambda_j).
\]

Then the separate state \( |Q\rangle \) is an eigenstate of the antiperiodic transfer matrix (2.5) with
eigenvalue
\[
\tau(\lambda) = -a(\lambda) \frac{Q(\lambda - \eta)}{Q(\lambda)} + d(\lambda) \frac{Q(\lambda + \eta)}{Q(\lambda)},
\]

whereas the Bethe vector \( |\Psi(\{\lambda\})\rangle \) (5.7) is an eigenstate of the twisted transfer matrix (5.2)
with the same eigenvalue (5.13). These two states are related by means of the similarity
matrix constructed from (5.10) as

\[
|Q\rangle = (-1)^{N(R-1)} 2^N \Gamma_v^{-1} |\Psi(\{\lambda\})\rangle.
\]

**Proof.** For any solution \( \{ \lambda \} \) of the Bethe equations we can construct such states \( |Q\rangle \) and
\( |\Psi(\{\lambda\})\rangle \). Let us first show that the state \( |\Psi(\{\lambda\})\rangle \) is non-trivial. The norm of \( |Q\rangle \) is given
by (3.62) while for \( |\Psi(\{\lambda\})\rangle \) one can use the usual algebraic Bethe ansatz arguments to
obtain a representation in terms of the same Gaudin determinant:

\[
\langle \Psi(\{\lambda\}) | \Psi(\{\lambda\}) \rangle = \left( \prod_{n=1}^{R} d(\lambda_n) \right)^2 \prod_{m,n=1}^{R} \left( \lambda_m - \lambda_n + \eta \right) \prod_{m=n}^{R} \left( \lambda_m - \lambda_n \right) \det \Phi.
\]

Since \( |Q\rangle \) is a nontrivial state by construction it follows that the corresponding Gaudin
determinant is non zero and therefore that \( |\Psi(\{\lambda\})\rangle \) is non-trivial.

The similarity (5.11) implies that

\[
|\Gamma_v^{-1} |\Psi(\{\lambda\})\rangle \rangle = \tau(\lambda) |\Gamma_v^{-1} |\Psi(\{\lambda\})\rangle \rangle,
\]

so that \( |\Gamma_v^{-1} |\Psi(\{\lambda\})\rangle \rangle \) is an eigenstate of the antiperiodic transfer matrix \( \mathcal{T}(\lambda) \) with the same
eigenvalue \( \tau(\lambda) \) (5.13) as \( |Q\rangle \). Hence, since the spectrum of \( \mathcal{T}(\lambda) \) is simple, this state should
be proportional to \( |Q\rangle \). The proportionality coefficient can be computed up to a phase factor
from the Gaudin formula.

It remains to compute this phase factor. Let us consider the simplest separate state \( |1\rangle \). It is
an eigenstate of \( \mathcal{T}(\lambda) \) with eigenvalue \( d(\lambda) - a(\lambda) \), and should therefore be proportional to
\( \Gamma_v^{-1} |0\rangle \). It is easy to see (directly from the construction) that

\[
\langle 0 | 1 \rangle = 1, \quad \langle 0 | \Gamma_v^{-1} |0\rangle = \left( \frac{-1}{\sqrt{2}} \right)^N.
\]
It leads to a useful relation:
\[ |1\rangle = (-\sqrt{2})^{N} \Gamma_{v}^{-1} |0\rangle = \bigotimes_{n=1}^{N} \left( -1 \right)_{[n]}. \]  
(5.18)

Expressing now \( |Q\rangle \) by means of the ABA-type representation (2.59), we obtain
\[ \Gamma_{v} |Q\rangle = (-1)^{RN} \Gamma_{v} \prod_{j=1}^{R} D(\lambda_{j}) |1\rangle = 2^{2N} (R-1)^{N} \prod_{j=1}^{R} \left( \Gamma_{v} D(\lambda_{j}) \Gamma_{v}^{-1} \right) |0\rangle. \]  
(5.19)

It is easy to see that
\[ \Gamma_{v} D(\lambda) \Gamma_{v}^{-1} = \frac{1}{2}(A(\lambda) + B(\lambda) + C(\lambda) + D(\lambda)). \]  
(5.20)

Due to the proportionality between \( \Gamma_{v} |Q\rangle \) and \( \tilde{\Psi}(\{\lambda\}) \), only the term containing \( R \) operators \( C(\lambda_{j}) \) produces a non-zero contribution and we obtain the final result for the phase factor.

Hence, theorem 5.1 relates the eigenstates of the antiperiodic transfer matrix, which were constructed as separate states in the SoV framework, with the on-shell Bethe states for the twisted transfer matrix constructed from ABA (note that Bethe equations are crucial here). On the one hand, it provides an easy way to prove the completeness of the ABA construction. On the other hand, it gives explicit representations valid in the homogeneous limit for the separate states: in particular, the equation (5.18) shows that the state \( |1\rangle \) does not depend on the inhomogeneities. A similar result can be obtained for the state \( |1_{\text{alt}}\rangle \).

\[ |1_{\text{alt}}\rangle = \bigotimes_{n=1}^{N} \left( 1 \right)_{[n]}. \]  
(5.21)

This explicit correspondence between these two families of eigenstates can also be used to compare the expressions we have just obtained for the form factors of the antiperiodic model in the SoV framework with those that can be computed for the twisted model in the ABA framework. Namely, let us fix two given eigenvalues \( \tau(\lambda) \) and \( \tau'(\lambda) \) of the antiperiodic (or twisted) transfer matrix, corresponding to two sets of solutions \( \{\lambda\} \equiv \{\lambda_{1}, \ldots, \lambda_{R}\} \) and \( \{\lambda'\} \equiv \{\lambda'_{1}, \ldots, \lambda'_{R}\} \) of the Bethe equations (2.44) with associated Baxter polynomials \( Q_{\tau}(\lambda) \) and \( Q_{\tau'}(\lambda) \). We shall denote as usual the corresponding \( T(\lambda) \)-eigenstates by \( |Q_{\tau}\rangle \) and \( |\tilde{\Psi}(\{\lambda\})\rangle \), the corresponding \( T_{-}(\lambda) \)-eigenstates of the form (5.7) by \( |\tilde{\Psi}(\{\lambda\})\rangle \) and \( |\tilde{\Psi}(\{\lambda'\})\rangle \).

Then, theorem 5.1 implies the following relation between the form factors:
\[ \{ \sigma_{\tau} | Q_{\tau'} \} = \left\{ \tilde{\Psi}(\{\lambda\}) \right| \sigma_{\tau}^{+} \tilde{\Psi}(\{\lambda'\}) \} - \frac{\left\{ \tilde{\Psi}(\{\lambda\}) \right| \sigma^{+}_{\tau} \tilde{\Psi}(\{\lambda'\}) \}}{2i} \]
\[ + \frac{\left\{ \tilde{\Psi}(\{\lambda\}) \right| \sigma_{\tau}^{+} \tilde{\Psi}(\{\lambda'\}) \} \}}{2i}, \]  
(5.22)

\[ = \begin{cases} - \frac{\left\{ \tilde{\Psi}(\{\lambda\}) \right| \sigma_{\tau}^{+} \tilde{\Psi}(\{\lambda'\}) \}}{2i} & \text{for } R = R' + 1, \\
\left\{ \tilde{\Psi}(\{\lambda\}) \right| \sigma_{\tau}^{+} \tilde{\Psi}(\{\lambda'\}) \} & \text{for } R = R', \\
\left\{ \tilde{\Psi}(\{\lambda\}) \right| \sigma_{\tau}^{+} \tilde{\Psi}(\{\lambda'\}) \} & \text{for } R' = R + 1. \end{cases} \]  
(5.23)
Since we are now able to compute these matrix elements independently in the SoV and in the ABA framework, and since the obtained representations may appear slightly different, it is important to check their effective coincidence. This is explicitly done in appendix B.
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Appendix A. Proof of Identity 3

In this appendix we prove the identity 3 concerning the equality between the quantity $\mathcal{A}_{[x]} \cup \{y\}$ and the generalized Slavnov determinant (3.46) when $\{x\}$ is a solution to the Bethe equations (3.29). We shall proceed in a way similar to the proof of the identity 2.

We consider a set of pairwise distinct Bethe roots $\{x\} \equiv \{x_1, \ldots, x_M\}$, and a set of arbitrary complex numbers $\{y\} \equiv \{y_1, \ldots, y_{M+S}\}$. As previously we introduce the polynomial $Q(\lambda)$ with roots $x_1, \ldots, x_M$:

$$Q(\lambda) = \prod_{j=1}^{N} (\lambda - x_j), \quad (A.1)$$

and the $M$ polynomials $Q_k(\lambda)$ obtained from $Q(\lambda)$ as

$$Q_k(\lambda) = \frac{Q(\lambda)}{(\lambda - x_k)}. \quad (A.2)$$

We also introduce polynomials $Z(\lambda)$ of degree $S$ with generic roots $z_1, \ldots, z_S$ such that $z_a \neq x_j$, $z_a \neq x_j - \eta$,

$$Z(\lambda) = \prod_{a=1}^{S} (\lambda - z_a), \quad Z_k(\lambda) = \frac{Z(\lambda)}{(\lambda - z_k)}. \quad (A.3)$$

As before we consider the auxiliary $(2M + S) \times (2M + S)$ matrix $\mathcal{C}$ composed of the coefficients of the following polynomials:

$$Q_k(\lambda) Q_k(\lambda + \eta) = \sum_{j=1}^{2M+S} C_{k,j} \lambda^{j-1},$$

$$Q_k(\lambda) Q(\lambda + \eta) = \sum_{j=1}^{2M+S} C_{k+M,j} \lambda^{j-1},$$

$$Q(\lambda) Q(\lambda + \eta) Z_k(\lambda) = \sum_{j=1}^{2M+S} C_{k+2M,j} \lambda^{j-1}. \quad (A.4)$$

Evidently the matrix elements $C_{k,j}$ are zero for $k \leq 2M$ and $j > 2M$. However the matrix $\mathcal{C}$ is invertible and its determinant can easily be computed using the following identities:
\begin{align*}
\sum_{a=1}^{2M+S} C_{b,a} (x_k - \eta)^{a-1} &= \delta_{b,k} Q_k (x_k - \eta), \\
\sum_{a=1}^{2M+S} C_{b,a} x_k^{a-1} &= \delta_{b,k+M} Q(x_k + \eta) Q_k (x_k) + \delta_{b,k} Q_k (x_k) Q_k (x_k + \eta), \\
\sum_{a=1}^{2M+S} C_{b,a} z_k^{a-1} &= \delta_{b,k+2M} Q(z_k + \eta) Q(z_k) Z_k (z_k) + A_{b,k},
\end{align*}

with \( A_{b,k} = 0 \) if \( b > 2M \). It means that the product of the matrix \( C \) and the corresponding Vandermonde matrix is triangular, so that the determinant can be easily computed:

\[
V(\{x - \eta\} \cup \{x\} \cup \{z\}) \det_{2M+S} C
\]

\[
= \prod_{k=1}^{M} \left[ Q_k^2 (x_k) Q_k (x_k - \eta) Q(x_k + \eta) \right] \prod_{j=1}^{S} \left[ Q(z_j) Q(z_j + \eta) Z_j (z_j) \right]. \quad (A.5)
\]

Hence

\[
\det_{2M+S} C = (-1)^{M(M+1)/2} V(\{z\}) \prod_{k=1}^{M} \left[ Q_k^2 (x_k) Q_k (x_k + \eta) \right]. \quad (A.6)
\]

Let us now compute the following product of two determinants:

\[
A_{\{x\} \cup \{y\}} \det_{2M+S} \left[ \mu E_{(\xi)}^+ \right] \det_{2M+S} C = \frac{\det_{2M+S} \begin{pmatrix} G^{(1,1)} & G^{(1,2)} \\ G^{(2,1)} & G^{(2,2)} \end{pmatrix} \begin{pmatrix} G^{(3,1)} \\ G^{(3,2)} \end{pmatrix}}{V(\{x\} \cup \{y\})}. \quad (A.7)
\]

As in the case \( S = 0 \), the \( M \times M \) block \( G^{(1,1)} \) is given by

\[
G^{(1,1)}_{j,k} = \sum_{a=1}^{2M+S} C_{j,a} \left( x_k^{a-1} - \mu E_{(\xi)}^+ (x_k) (x_k - \eta)^{a-1} \right)
\]

\[
= Q_j (x_k) Q_j (x_k + \eta) - \mu E_{(\xi)}^+ (x_k) Q_j (x_k) Q_j (x_k + \eta)
\]

\[
= \delta_{jk} Q_k (x_k) \left( Q_k (x_k + \eta) - \mu E_{(\xi)}^+ (x_k) Q_k (x_k - \eta) \right). \quad (A.8)
\]

Due to the Bethe equations \( G^{(1,1)}_{j,k} = 0 \). Another block which turns out to be trivial is the \( S \times M \) matrix \( G^{(3,1)} \):

\[
G^{(3,1)}_{j,k} = \sum_{a=1}^{2M+S} C_{j+2M,a} \left( x_k^{a-1} - \mu E_{(\xi)}^+ (x_k) (x_k - \eta)^{a-1} \right)
\]

\[
= Q_j (x_k) Q(x_k + \eta) Z_j (x_k) - \mu E_{(\xi)}^+ (x_k) Q_j (x_k) Q(x_k + \eta) Z_j (x_k - \eta)
\]

\[
= 0, \quad (A.9)
\]

due to the zero factor \( Q_j (x_k) \) in both terms. It means that there is no need to compute the block \( G^{(2,1)} \) as it does not contribute to the determinant. The \( M \times M \) block \( G^{(2,1)} \) is diagonal:
The non-trivial part of this product is contained in the two remaining blocks. The $(M+S) \times M$ block $G^{(1,2)}$ has a usual form of a Slavnov matrix:

$$
G^{(1,2)}_{j,k} = \sum_{a=1}^{2M+S} C_{j+aM,a}(\gamma_k^{a-1} - \mu E_{\xi(j)}^+((y_k + \eta)(y_k - \eta)^{a-1}))
= Q(y_k) Q(y_k + \eta) - \mu E_{\xi(j)}^+(y_k) Q(y_k) Q(y_k - \eta)
= \delta_{jk} Q(x_k) Q(x_k + \eta). \quad (A.10)
$$

while the $(M+S) \times S$ block $G^{(3,2)}$ is

$$
G^{(3,2)}_{j,k} = \sum_{a=1}^{2M+S} C_{j+2M,a}(\gamma_k^{a-1} - \mu E_{\xi(j)}^+((y_k - \eta)^{a-1}))
= Q(y_k) Q(y_k + \eta) Z_f(y_k) - \mu E_{\xi(j)}^+(y_k) Q(y_k - \eta) Z_f(y_k - \eta).
= -\frac{1}{\eta} Q(y_k) Q(y_k - \eta) \hat{H}_{jk}, \quad (A.11)
$$

Now to get rid of the arbitrary polynomials $Z(\lambda)$ we introduce the following $S \times S$ matrix $\hat{C}$ defined as

$$
Z_f(\lambda) = \sum_{a=1}^{S} \hat{C}_{j,a} \lambda^{a-1}. \quad (A.13)
$$

It is easy to see that

$$
det \hat{C} = (-1)^{\frac{S(S-1)}{2}} V(\{z\}). \quad (A.14)
$$

Together with the following representation for the block $G^{(3,2)}$,

$$
Q(y_k + \eta) Z_f(y_k) - \mu E_{\xi(j)}^+(y_k) Q(y_k - \eta) Z_f(y_k - \eta)
= \sum_{a=1}^{S} \hat{C}_{j,a}(Q(y_k + \eta) \gamma_k^{a-1} - \mu E_{\xi(j)}^+(y_k) Q(y_k - \eta)(y_k - \eta)^{a-1}),
$$

it leads to the expression (3.47).

**Appendix B. Explicit comparison of the form factor representations issued from SoV and from ABA**

In this appendix we explicitly check that the expressions for the form factors we have obtained from the SoV study of the XXX antiperiodic spin chain are consistent with the ones issued from the ABA study [57] of the twisted spin chain, i.e. that the relation (5.23) is effectively satisfied.

The fact that the SoV and the ABA expressions for the form factors coincide if $|R - R'| = 1$ is quite simple to prove. We shall therefore provide here the details for the verification of the last case $R = R'$ only.
The direct computation of the form factor $\langle \hat{\Psi}(\{\lambda\}) \mid \sigma_z^n \mid \hat{\Psi}(\{\lambda'\}) \rangle$ by ABA leads to the following expression:

$$
\left\{ \hat{\Psi}(\{\lambda\}) \mid \sigma_z^n \mid \hat{\Psi}(\{\lambda'\}) \right\} = S_R^{-1}(\{\lambda\}, \{\lambda'\}) + 2 \sum_{m=1}^R \frac{Q_r(\lambda_m' - \eta)}{Q_r(\lambda_m' - \eta)} S_R^{-1,m}(\{\lambda\}, \{\lambda'\} \mid \xi \mid \xi_m),
$$

(B.1)

where $S_R^{-1,m}(\{\lambda\}, \{\lambda'\} \mid \xi \mid \xi_m)$ is obtained from $S_R^{-1}(\{\lambda\}, \{\lambda'\} \mid \xi \mid \xi_m)$ (3.27) by substituting $\xi_m$ to $\lambda_m'$ in the $m$th column of the matrix $H^{-1}(\{\lambda\}, \{\lambda'\} \mid \xi \mid \xi_m)$. The SoV computation gives instead:

$$
\left\{ Q_r \mid \sigma_z^n \mid Q_r \right\} = S_R^{-1}(\{\lambda\}, \{\lambda'\} \mid \xi \mid \xi_m)
$$

(B.2)

In the case $\tau(\lambda) = \tau'(\lambda)$, the equality between (B.1) and (B.2) is a consequence of the following identity:

$$
\frac{a(\lambda_m) Q_r(\lambda_m - \eta) + d(\lambda_m) Q_r(\lambda_m + \eta)}{a(\lambda_m) Q_r(\lambda_m - \eta)} = \frac{2a(\lambda_m) Q_r(\lambda_m - \eta) + \tau(\lambda_m) Q_r(\lambda_m)}{a(\lambda_m) Q_r(\lambda_m - \eta)} = 2.
$$

(B.3)

Let us now consider the case $R = R'$ for $\tau(\lambda) = \tau'(\lambda)$. We therefore want to compute the difference of the two expressions (B.1) and (B.2),

$$
\left\{ Q_r \mid \sigma_z^n \mid Q_r \right\} - \left\{ \hat{\Psi}(\{\lambda\}) \mid \sigma_z^n \mid \hat{\Psi}(\{\lambda'\}) \right\}
$$

(B.4)

and show that it vanishes.

One can first notice that the right-hand side of (B.4) can be seen as the development of the determinant of a larger matrix $\hat{S}^{(\alpha)}$ with one more line and column:

$$
\left\{ Q_r \mid \sigma_z^n \mid Q_r \right\} - \left\{ \hat{\Psi}(\{\lambda\}) \mid \sigma_z^n \mid \hat{\Psi}(\{\lambda'\}) \right\} = \det_{R+1} \hat{S}^{(\alpha)}
$$

(B.5)

where $\hat{S}^{(\alpha)}$ is the $(R + 1) \times (R + 1)$ matrix of elements, for $1 \leq j, k \leq R$:

$$
\left[ \hat{S}^{(\alpha)} \right]_{j,k} = Q_{r,j}(\lambda_j') \left[ \hat{\Psi}(\{\lambda\}) \right]_{j,k} + \frac{d(\lambda_j)}{a(\lambda_j)} Q_{r,j}(\lambda_j + \eta),
$$

$$
\left[ \hat{S}^{(\alpha)} \right]_{j,R+1} = Q_{r,j}(\xi_m) Q_{r,j}(\xi_m - \eta),
$$

and

$$
\left[ \hat{S}^{(\alpha)} \right]_{R+1,j} = Q_{r,j}(\lambda_j) Q_{r,j}(\lambda_j - \eta).
$$
with $\gamma$ being an arbitrary complex number. Here we have used the shorthand notation

$$Q_{\tau,j}(\lambda) = \frac{Q_\tau(\lambda)}{\lambda - \lambda_j}. \quad (B.6)$$

We now want to rewrite this determinant in terms of the determinant of a $(2R + 1) \times (2R + 1)$ matrix $\mathcal{G} = \mathcal{C} \cdot \mathcal{X}$. To this aim we introduce the matrices $\mathcal{C}$ and $\mathcal{X}$ as follows.

The $(2R + 1) \times (2R + 1)$ matrix $\mathcal{C}$ is defined by its elements $C_{j,k}, 1 \leq j, k \leq 2R + 1$ such that

$$\sum_{j=1}^{2R+1} \lambda^{j-1} C_{m,j} = Q_{\tau,m}(\lambda) Q_{\tau,m}(\lambda - \eta), \quad \forall m \in \{1, ..., R\}, \quad (B.7)$$

$$\sum_{j=1}^{2R+1} \lambda^{j-1} C_{m+R,j} = g_m(\lambda), \quad \forall m \in \{1, ..., R\}, \quad (B.8)$$

$$\sum_{j=1}^{2R+1} \lambda^{j-1} C_{2R+1,j} = h(\lambda), \quad (B.9)$$

where the functions $h(\lambda)$ and $g_m(\lambda), 1 \leq m \leq R$, are given as

$$h(\lambda) = (Q_\tau(\lambda) - Q_\tau(\lambda - \eta)) (Q_\tau(\lambda - \eta) - Q_\tau(\lambda - \eta)) + Q_\tau(\lambda) Q_{\tau}(\lambda - \eta). \quad (B.10)$$

$$g_m(\lambda) = \prod_{j=m,j=1}^{2R} (\lambda - g_j). \quad (B.11)$$

Here $g_j$ are general complex numbers which have only to satisfy the condition:

$$\det_{1 \leq j,k \leq R} G_j(\lambda_k) = 0, \quad \text{where} \quad G_k(\lambda) = g_k(\lambda) + \frac{d(\lambda)}{a(\lambda)} g_k(\lambda + \eta). \quad (B.12)$$

In its turn, the $(2R + 1) \times (2R + 1)$ matrix $\mathcal{X}$ has for elements

$$\mathcal{X}_{j,k} = T_j(\lambda_k'), \quad (B.13)$$

$$\mathcal{X}_{j,R+1+k} = T_j(\lambda_k) - \delta_{j,2R+1} H(\lambda_k), \quad (B.14)$$

$$\mathcal{X}_{j,R+1} = T_j(\xi_n) + \delta_{j,2R+1} (\gamma - H(\xi_n)), \quad (B.15)$$

for $k \in \{1, ..., R\}$ and $j \in \{1, ..., 2R + 1\}$, where we have set

$$T_j(\lambda) = \lambda^{-1} + \frac{d(\lambda)}{a(\lambda)} (\lambda + \eta)^{-1}. \quad (B.16)$$
\[ H(\lambda) = h(\lambda) + \frac{d(\lambda)}{a(\lambda)} h(\lambda + \eta). \]  

We can write the matrix product of \( \mathcal{C} \) and \( \mathcal{X} \) in a block form

\[
\mathcal{C} \cdot \mathcal{X} = \mathcal{G} \equiv \begin{pmatrix}
\mathcal{G}_{11} & \mathcal{G}_{12} & \mathcal{G}_{13} = 0 \\
\mathcal{G}_{21} & \mathcal{G}_{22} & \mathcal{G}_{23} \\
\mathcal{G}_{31} & \mathcal{G}_{32} & \mathcal{G}_{33} = 0
\end{pmatrix},
\]

where we have used that \( \mathcal{C}_{m,2R+1} = 0 \), for any \( m \in \{1, \ldots, 2R\} \). Here \( \mathcal{G}_{11} = (F_j(\lambda'_m)) \), \( \mathcal{G}_{13} = (F_j(\lambda'_m)) \), \( \mathcal{G}_{21} = (G_j(\lambda'_m)) \) and \( \mathcal{G}_{23} = (G_j(\lambda'_m)) \) are \( R \times R \) matrices; \( \mathcal{G}_{22} = (G_j(\xi_m)) \) and \( \mathcal{G}_{t2} = (F_j(\xi_m)) \) are \( R \times 1 \) columns; \( \mathcal{G}_{31} = (K(\lambda'_m)) \) and \( \mathcal{G}_{33} = (K(\lambda'_m)) \) are \( 1 \times R \) rows; finally \( \mathcal{G}_{32} = \gamma \). Here we have defined

\[
F_j(\lambda) = Q_{\tau,j}(\lambda) \left( Q_{\tau,j}(\lambda - \eta) + \frac{d(\lambda)}{a(\lambda)} Q_{\tau,j}(\lambda + \eta) \right),
\]

\[
K(\lambda) = Q_{\tau}(\lambda) \left( Q_{\tau}(\lambda - \eta) - Q_{\tau}(\lambda - \eta) + \frac{d(\lambda)}{a(\lambda)} \left[ Q_{\tau}(\lambda + \eta) - Q_{\tau}(\lambda + \eta) \right] \right).
\]

Note that we have

\[
H(\lambda'_m) = K(\lambda'_m) \quad \forall \ m \in \{1, \ldots, R\}.
\]

If we now use the block determinant formula to compute the determinant of the matrix \( \mathcal{G} \) we obtain

\[
\det \mathcal{G} = \frac{V(\lambda_1, \ldots, \lambda_R) V(\lambda'_1, \ldots, \lambda'_R) \prod_{a=1}^{R} Q_{\tau}(\lambda'_a)}{\det \mathcal{C} \det \mathcal{X}} \left( \{ Q_{\tau} | \sigma_n \} | Q_{\tau'} \} - \{ \tilde{\Psi}(\{\lambda\}) | \sigma_n \} \right),
\]

\[
= \left( \{ Q_{\tau} | \sigma_n \} | Q_{\tau'} \} - \{ \tilde{\Psi}(\{\lambda\}) | \sigma_n \} \right) \prod_{1 \leq j, k \leq R} G_j(\lambda_k).
\]

This leads to a representation of the quantity (B.4) that we want to compute in terms of the product of the two determinants of \( \mathcal{C} \) and \( \mathcal{X} \):

\[
\det \mathcal{C} \det \mathcal{X} = \frac{V(\lambda_1, \ldots, \lambda_R) V(\lambda'_1, \ldots, \lambda'_R) \prod_{a=1}^{R} Q_{\tau}(\lambda'_a) \det G_j(\lambda_k)}{\det \mathcal{C} \det \mathcal{X}}.
\]
We shall now show that

$$\det \mathcal{X} = 0,$$

which will conclude our proof. In order to do so, let us introduce the \((2R + 1) \times (2R + 1)\) matrix \(B\) with elements given by the coefficients of the following polynomials:

$$\sum_{j=1}^{2R+1} \lambda^{-1} B_{m,j} = Q_{r,m}(\lambda) Q_{r,m}(\lambda - \eta), \quad \forall \ m \in \{1, \ldots, R\},$$

$$\sum_{j=1}^{2R+1} \lambda^{-1} B_{m+R,j} = Q_{r,m}(\lambda) Q_{r}(\lambda - \eta), \quad \forall \ m \in \{1, \ldots, R\},$$

$$\sum_{j=1}^{2R+1} \lambda^{-1} B_{2R,j} = Q_{r}(\lambda) Q_{r}(\lambda - \eta) + h(\lambda),$$

$$\sum_{j=1}^{2R+1} \lambda^{-1} B_{2R+1,j} = h(\lambda).$$

Note that this matrix has a non zero determinant:

$$\det B = (-1)^R h(\lambda R) V(\{\lambda_i\}) V(\{\lambda_i + \eta\}) \prod_{m=1}^{R-1} Q_{r,m}(\lambda_m - \eta) \neq 0.$$ (B.28)

Now we can compute the matrix product

$$\tilde{G} = B \cdot \mathcal{X} = \begin{pmatrix} G_{11} & G_{12} & G_{13} = 0 \\ G_{21} & G_{22} & G_{23} \\ G_{31} & G_{32} & G_{33} = 0 \end{pmatrix},$$

where we need to precise only the \(R \times R\) matrices \(\tilde{G}_{23}\):

$$\left(\tilde{G}_{23}\right)_{j,k} = (1 - \delta_{j,R}) \delta_{j,k} Q_{r,j}(\lambda_j) Q_{r,j}(\lambda_j - \eta), \quad \forall \ j, k \in \{1, \ldots, R\}. $$

Indeed, the \(G\) blocks are defined above, whereas the \(R \times R\) matrix \(\tilde{G}_{23}\) and the \(R \times 1\) column \(\tilde{G}_{22}\) have no influence on the computation of the determinant of \(\tilde{G}\). It is then simple to show that, after some row and column exchange, we can write a new \((2R + 1) \times (2R + 1)\) matrix such that

$$\det \tilde{G} = \det \tilde{G} = \det A \det \tilde{G}_{23}, \text{ with } \tilde{G} = \begin{pmatrix} A & A' = 0 \\ A'' & \tilde{G}_{23} \end{pmatrix},$$

where \(A\) is a \((R + 2) \times (R + 2)\) matrix, \(A'\) is a \((R + 2) \times (R - 1)\) matrix, \(A''\) is a \((R - 1) \times (R + 2)\) matrix, and \(\tilde{G}_{23}\) is a \((R - 1) \times (R - 1)\) diagonal invertible matrix. In particular, we have defined

$$\left[ \tilde{G}_{23}\right]_{j,k} = \delta_{j,k} Q_{r,j}(\lambda_j) Q_{r,j}(\lambda_j - \eta), \quad \forall \ j, k \in \{1, \ldots, R - 1\},$$

$$A = \begin{pmatrix} G_{11} & G_{12} & 0_{R \times 1} \\ G_{31} & \gamma & 0 \\ (\tilde{G}_{21})_{R} & (\tilde{G}_{22})_{R} & 0 \end{pmatrix}. $$

(B.32)
where \((\tilde{\sigma}_{21})^R\) and \((\tilde{\sigma}_{22})^R\) are respectively the last row and the last element of \(\tilde{\sigma}_{21}\) and \(\tilde{\sigma}_{22}\). This proves our statement as \( \det_1^R A = 0 \).
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