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ABSTRACT

Objectives Knowledge about the socioeconomic spread of the first wave of COVID-19 infections in Germany is scattered across different studies. We explored whether COVID-19 incidence rates differed between counties according to their socioeconomic characteristics using a wide range of indicators.

Data and method We used data from the Robert Koch-Institute (RKI) on 204,217 COVID-19 diagnoses in the total German population of 83.1 million, distinguishing five distinct periods between 1 January and 23 July 2020. For each period, we calculated age-standardised incidence rates of COVID-19 diagnoses on the county level and characterised the counties by 166 macro variables. We trained gradient boosting models to predict the age-standardised incidence rates with the macrostructures of the counties and used Shapley Additive exPlanations (SHAP) values to characterise the 20 most prominent features in terms of negative/positive correlations with the outcome variable.

Results The first COVID-19 wave started as a disease in wealthy rural counties in southern Germany and ventured into poorer urban and agricultural counties during the course of the first wave. High age-standardised incidence in low socioeconomic status (SES) counties became more pronounced from the second lockdown period onwards, when wealthy counties appeared to be better protected. Features related to economic and educational characteristics of the young population in a county played an important role at the beginning of the pandemic up to the second lockdown phase, as did features related to the population living in nursing homes; those related to international migration and a large proportion of foreigners living in a county became important in the postlockdown period.

Conclusion High mobility of high SES groups may drive the pandemic at the beginning of waves, while mitigation measures and beliefs about the seriousness of the pandemic as well as the compliance with mitigation measures may put lower SES groups at higher risks later on.

INTRODUCTION

Germany had comparatively low COVID-19 incidence rates in the first wave.1 There was a distinct south–north gradient with higher incidence rates in the south than the north,2 and a number of different factors have been identified with this geographic spread.2–5 Cross-country studies showed that age structure6–8 had been shaping COVID-19 risk and in particular death from COVID-19,9 together with coresidence patterns.6 Early studies from the start of the pandemic in China indicate that occupational risk factors do not follow an obvious social hierarchy10 while for UK, the risk of COVID-19 infections varied by ethnicity and socioeconomic status (SES).11 For an international review on SES and COVID-19 infections/deaths, see Wachtler et al.12 Turning to Germany, a study using selected regional indicators related to economic, demographic and spatial characteristics of regions did not find a relationship with income or unemployment rate but did find a correlation with the number of employees in nursing professions.13 Other macro-level studies using a limited set of indicators found a change in the relationship between SES and infections/deaths from high rates among high-SES groups to high...
rates among low-SES groups over the course of the first pandemic.12,14 Hospitalisation data point towards a higher risk for the unemployed.15 No correlation was found with the density of built environment beyond the number of churches in a county,2 however, labour market participation of the young appeared to be positively correlated with higher incidence rates.2

All these studies used partly different indicators and shed light on different aspects of the influence of SES on COVID-19 infections. Our aim is to consolidate these study results using an overall empirical approach. We would expect a possible SES gradient to be negative, that is, higher incidence rates in low-SES groups, because low-SES groups live in more crowded environments, putting them at higher risk for lower respiratory tract infections. They have fewer opportunities to work from home, which impairs their ability to socially distance themselves, making them less protected by lockdown measures. Poverty and associated stress may increase exposure to the virus and reduce the immune system’s ability to fight it, while risk factors such as hypertension, diabetes, lung disease and heart disease are more prevalent in low-SES groups. Low-SES groups may be less able to navigate the healthcare system, and their unequal access to information, different policy preferences and attitudes toward risk may influence the processing of information and the assessment of risk.16,17

In Germany, the expectation of a negative SES gradient is supported by after-lockdown hotspots in abattoirs and among fruit and vegetable short-term harvest workers.18,19 This was attributed to the low temperatures and heavy physical work in abattoirs, combined with crowded and unhygienic living conditions. Being able to work from home office is socially stratified,4 and risk factors of poor health were present in the majority of severe COVID-19 infections.20 However, there are also reasons for a positive social gradient, that is, higher incidence rates in high SES groups, at least at the beginning of the pandemic, as a study on social distancing responses in the US points out.17 While the entry of SARS-CoV-2 into Germany was not exclusive from one location, the Alpine ski resort of Ischgl in Austria near the southern border of Germany was identified as a hotspot,4 and groups with high SES were more likely having spent time there.

Given the lack of individual-level socioeconomic information on COVID-19 infections in Germany, we resorted to a macro-level study design, exploring regional correlates of COVID-19 diagnoses. Macro-level study designs are usually hampered by the myriad of possible regional indicators, which often are highly correlated, and by the limited knowledge about the possible influence factors in relation to the time course of the pandemic. We overcame this limitation by using a data-driven approach that allowed us to identify the most important indicators of a region in predicting COVID-19 incidence rates. We applied methods of explainable machine learning to five distinct periods starting with the first COVID-19 case on 23 January 2020 in Bavaria through 23 July 2020. We used 166 different regional indicators on a county level and explored: (1) to what extent the epidemiological information provided by the RKI, which is summarised further, is reflected in the regional indicators identified by the machine learning algorithms; and (2) whether there are indications of social gradients in the regional distribution of COVID-19 incidence rates.

We hypothesised that the social gradient in incidence rates changed over the course of the pandemic, which started with well-off (skiing) tourists returning from winter holidays in Austria and Italy, was further spread by carnival events in South Germany but later affected workers in abattoirs and agriculture. However, it is unclear whether there was a general social gradient in terms of regions and, if so, if this gradient was positive or negative and when it occurred.

Given the reports about the large number of deaths in nursing homes in the most affected countries such as Spain, Italy and the UK, we expect to find higher incidence rates in regions with a large proportion of elderly who reside in nursing homes or who are dependent on care.

It is not clear if mobility between regions, in addition to the initial start of the disease, is of importance. The decline of mobility measured in terms of distance started on the weekend 14–15 March, and by the end of March, all federal states had agreed on common guidelines and regulations. The increase in mobility from mid-April onwards, however, did not result in increasing incidence rates, but in further decrease.21 However, mobility had been the decisive factor at the start of the pandemic, and it might still play an important role in spreading the disease out of hotspots. In New York City, the subway system was critical for the spread of the disease from one district to another,22 mobile phone geolocation was used to show how population outflows from Wuhan to other prefectures were related to the speed.23

To explore these questions, we differentiated between five time periods. The first, the initial phase, covered the time span up through 15 March and was characterised by exponentially increasing infection diagnoses from the end of February onwards, with a reproduction value (R) well above 3. The second, covered the period from 16 March to 31 March and is referred to as the first lockdown period. First lockdown measures were introduced from 12 March onwards, with full lockdown starting 16 March. This lowered R to below 1.5. The third period, called the second lockdown period, extended from 1 April to 15 April, during which R fell below 1 and reached a minimum of 0.5 around 15 April. Full lockdown was in place until around 19 April, when smaller shops (<800 m^2) and zoos/parks started to reopen. The fourth period, referred to as the easing period, extends from 16 April to 30 April, with a gradual easing of lockdown measures in all counties. Finally, the fifth period covers 1 May–23 July, a period in which R increased from roughly 0.3 up to levels fluctuating around 1, surging up in specific confined hotspots. Schools and shops started to reopen; masks became
mandatory in public places such as shops, public transport, etc. This is termed the postlockdown period.

DATA AND METHODS

Data

We used data from the RKI, which provides information on COVID-19 diagnoses (diag.) in age group i (i=0–4, 5–14, 15–34, 35–59, 60–79, 80+) and county (NUTS3 region). These were downloaded on 23 July 2020 through the publicly accessible NPGEO-DE platform. Patients were not involved in this study.

Population size on county level was derived from the regional database of the Statistical Offices of the Federation and the Länder at the end of the year 2018. We calculated age-standardised incidence of COVID-19 diagnoses (Incstd) on the county level, using the German age distribution from the year 2018 as the standard population:

\[
\text{Inc}_{\text{std}} = \frac{80+}{\sum_{i=0}^{80} \frac{N_i}{\sum_{i=0}^{80} N_i}} \cdot \text{Inc}_i
\]

where N_i is the number of persons in age group i in the selected standard population, and Inc_i=(diagi/Ni)*100000 is the estimated incidence rate per 100000 persons in age group i. We used age-standardised incidence rates because counties differ largely in their age distribution, and age has been identified as one of the most important risk factors for severe COVID-19 infections. Since we are not interested in the age effect, we control for it by age standardisation. For the sake of brevity, we will use the term incidence rate when referring to the age-standardised rates.

Macro variables characterise counties in nine domains: ‘Demography’, ‘Employment’, ‘Politics, religion, and education’, ‘Income’, ‘Settlement structure and environment’, ‘Health care’, ‘(structural) Poverty’, ‘Interrelationship with other regions’ and ‘Geography’. The data stem from the "Indikatoren und Karten zur Raum- und Stadtentwicklung" (INKAR) database (2020) of the Federal Institute for Research on Building, Urban Affairs and Spatial Development (BBSR), latitude and longitude were defined in terms of the centres of the county capitals. Air distance of the county centres to Ischgl was calculated by applying the equation: distance in km=sqrt(dx * dx + dy * dy) with dx=111.3 * cos((lat1+lat2) / 2) * 0.01745 * (lon1 – lon2) and dy=111.3 * (lat1 – lat2), where lat1 and lon1 were the latitude and longitude of county 1 and lat2 and lon2 were the latitude and longitude of county 2. A dichotomous variable indicating more than 100 km distance was created to account for the presence of infections. For each time period, a k-fold random subsampling was performed with 40 folds. The data were randomly split to fit the model to each training set (80%) and predict to the corresponding test set (20%). On the basis of each model, we calculated SHapley Additive exPlanations (SHAP) values that give the contribution of a feature value to the prediction of each individual county in every possible combination with all other features. The higher the contribution, the more important the feature. We used the SHAP procedure in Python. We calculated the average R^2 over all 40 folds to evaluate how well the models fit the data. To evaluate the out-of-sample model performance, the fitted models were used to make predictions on the 40 test sets (20%) and to calculate their average Root Mean Square Error (RMSE). In addition, linear regression models were applied to explain the predictions by the actual response values from the test sets. The average of the R^2 from the linear regression models indicates how much variance from the actual response values could be explained by the predictions.

We used the random forest regressor from the Scikit-learn module in Python with 5000 trees. We kept all other hyperparameters at their default values. Gradient boosting models where trained using the CatBoostRegressor from the CatBoost algorithm. To identify the most important features, we selected the 10 most frequent features from each top 10 ranking of SHAP values over all subsamples. Because the county-specific COVID-19 incidence rates reflect the infection pathways in the entire German population, we fitted a final model on the entire data set based on all 401 counties using these 10 most important features. We displayed their SHAP values as means over all regional SHAP values of the specific feature indicating whether a high/low value of the predicted outcome variable is correlated with a high/low value of the feature.

We categorised the associations into 12 categories depicting the correlation between the feature and the outcome: 1=positive SES gradient (SES high): higher incidence rates in high SES groups; 2=negative SES gradient (SES low): higher incidence in low SES groups; 3=urban/high density gradient (urban): higher incidence in urban/high density regions; 4=rural/low density gradient and the number of people in need of care from the Statutory Long-Term Care Census (SLTC) 2015/2017. See data availability statement below for access to the data and the supplement (online supplemental table 1) for the list of all variables. All variables are numeric or dummies taking the values zero or one.

Analysis strategy

Using machine learning approaches we trained random forests and gradient boosting models to predict the age-standardised incidence rates with the 163 macro structures of the counties, which are termed features (figure 1). We also included the age-standardised incidence rates of the previous period (with the exception of the first period) to account for the presence of infections. For each time period, a k-fold random subsampling was performed with 40 folds. The data were randomly split to fit the model to each training set (80%) and predict to the corresponding test set (20%). On the basis of each model, we calculated SHapley Additive exPlanations (SHAP) values that give the contribution of a feature value to the prediction of each individual county in every possible combination with all other features. The higher the contribution, the more important the feature. We used the SHAP procedure in Python. We calculated the average R^2 over all 40 folds to evaluate how well the models fit the data. To evaluate the out-of-sample model performance, the fitted models were used to make predictions on the 40 test sets (20%) and to calculate their average Root Mean Square Error (RMSE). In addition, linear regression models were applied to explain the predictions by the actual response values from the test sets. The average of the R^2 from the linear regression models indicates how much variance from the actual response values could be explained by the predictions.

We used the random forest regressor from the Scikit-learn module in Python with 5000 trees. We kept all other hyperparameters at their default values. Gradient boosting models where trained using the CatBoostRegressor from the CatBoost algorithm. To identify the most important features, we selected the 10 most frequent features from each top 10 ranking of SHAP values over all subsamples. Because the county-specific COVID-19 incidence rates reflect the infection pathways in the entire German population, we fitted a final model on the entire data set based on all 401 counties using these 10 most important features. We displayed their SHAP values as means over all regional SHAP values of the specific feature indicating whether a high/low value of the predicted outcome variable is correlated with a high/low value of the feature.

We categorised the associations into 12 categories depicting the correlation between the feature and the outcome: 1=positive SES gradient (SES high): higher incidence rates in high SES groups; 2=negative SES gradient (SES low): higher incidence in low SES groups; 3=urban/high density gradient (urban): higher incidence in urban/high density regions; 4=rural/low density gradient
Table 1 Distribution of age-standardised COVID-19 incidence rates per 100,000 person-years by periods (n=401 counties)

| Periods                    | Mean   | SD    | Min | 10%  | 25%  | 50%  | 75%  | 90%  | Max  | IQR  |
|----------------------------|--------|-------|-----|------|------|------|------|------|------|------|
| Initial period             | 7.71   | 14.4  | 0.0 | 0.9  | 2.5  | 5.0  | 9.2  | 16.7 | 260.0| 6.7  |
| First lockdown period      | 79.46  | 64.1  | 2.7 | 23.9 | 40.3 | 63.8 | 99.6 | 146.7| 671.1| 59.3 |
| Second lockdown period     | 79.01  | 72.6  | 3.6 | 17.8 | 34.0 | 56.9 | 107.5| 158.0| 721.4| 73.5 |
| Easing period              | 35.32  | 34.2  | 0.0 | 6.5  | 11.9 | 25.5 | 47.3 | 76.4 | 223.5| 35.4 |
| Postlockdown period        | 43.94  | 46.5  | 0.9 | 8.6  | 17.5 | 30.9 | 56.7 | 84.9 | 549.7| 39.2 |

Initial period: 1 January–15 March 2020; First lockdown period: 16 March–31 March 2020.
Second lockdown period: 1 April–15 April; Easing period: 16 April–30 April 2020.
Postlockdown period: 1 May–23 July 2020.
IQR, Inter Quartile Range; SD, Standard Deviation.
in counties in South, Southwest and West Germany. The incidence rates steeply increased during the first lockdown period, which was marked by profound clusters of high-incidence counties in South and North Bavaria, central Baden-Württemberg and counties in North Rhine Westphalia. These clusters remained stable in the second lockdown period, but the maximum and the between-county range of the incidence rates increased further. The easing period showed the consequences of the lockdown period. In this period, the mean, median and maximum rate and the between-county range declined. More than half of the counties had low and very low incidence rates (below 25.8 cases). Counties with the highest rates were still in Bavaria, Baden-Württemberg and North Rhine Westphalia. These patterns remained stable in the post-lockdown period with a slight increase in the cross-county mean, median and the range of the incidence rates but a steep increase in the maximum.

Model fitting and diagnostics
We decided to use the gradient boosting models, as displayed in table 2, because in each period they outperformed the random forests in terms of accuracy (not shown). The out-of-sample performance varied over the periods. Especially the initial phase (period 1) as well as the postlockdown period (period 5) showed a poor out-of-sample performance. For each period, the descriptive statistics of the outcome variable and the 10 most prominent features are presented in the online supplemental tables 2-6).

Model results
The change in the incidence rates over time is also reflected in the changing importance of features as indicated by the number of top 10 features for the five periods (online supplemental table 7).

Period 1: initial phase
In the initial phase, the most important feature was longitude (figure 2 and online supplemental table 8), with high incidence rates especially in hotspot regions in southwestern Germany. The second highest feature revealed a positive social gradient with higher incidence in counties with a higher Percentage of employed persons with academic degree in all dependently employed persons; the third was related to regional population characteristics in terms of the 'Percentage of Roman-Catholics' with higher incidence rates. Among the first 10 features, there were three (3/10), which indicated a positive social gradient with higher incidence in wealthy counties (SES positive), and two (2/10) with a negative SES gradient (SES negative). Furthermore, there were two features with a positive gradient (2/10) with good health (good health) (figure 3).

In summary, in this period geographic location (west vs east) and a large population with Roman-Catholic denomination were the decisive factors. As expected, the latter was positively correlated with the outcome, displaying effects of the superspreading events associated with carnival. We found higher incidence rates both in wealthy counties characterised by high SES and good health, as well as in poorer counties.

Period 2: first lockdown period
Infections from the first period, the percentage of Roman-Catholics and the distance to Ischgl were among the top features with the highest importance, with declining incidence rates for increasing distance to Ischgl (figure 2 and online supplemental table 9). Longitude and latitude now indicated higher incidence rates in the east and the south. The proportion of Roman-Catholics in a county still ranked second. Less connected areas appeared to be associated with higher incidence rates. Wealthy counties were more affected with (2/10) features displaying a positive gradient with SES (figure 3) and zero a negative gradient. In summary, the geographical spread became more distinct with a focus in less connected areas. New infections were heavily influenced by the infections of the previous period in addition to the superspreading events related to carnival, as well as to Ischgl.

Period 3: second lockdown period
The most important features of the previous period are still present: previous incidence, distance to Ischgl, longitude and percentage of Roman-Catholics. Low connectedness, rurality and low population density of a county were still correlated with high incidence rates

Table 2  R² and RMSE scores of gradient boosting models for all periods

|                          | Initial period | First lockdown period | Second lockdown period | Easing period | Postlockdown period |
|--------------------------|----------------|-----------------------|------------------------|--------------|--------------------|
| Mean R² on training data | 0.9996         | 0.9997                | 0.9996                 | 0.9996       | 0.9994             |
| Mean RMSE (out of sample) | 13.7705        | 46.3976               | 47.2047                | 23.9655      | 43.4385            |
| Mean R² (out of sample)  | 0.1446         | 0.4743                | 0.6365                 | 0.4823       | 0.1812             |
| R² final model           | 0.9925         | 0.9910                | 0.9924                 | 0.9901       | 0.9812             |
| RMSE final model         | 1.2417         | 6.0469                | 6.2973                 | 3.4007       | 6.3612             |

Initial period: 1 January–15 March 2020; First lockdown period: 16 March–31 March 2020. Second lockdown period: 1 April–15 April; Easing period: 16 April–30 April 2020. Postlockdown period: 1 May–23 July 2020.
Figure 2  Mean SHAP values of the first 10 features identified by the gradient boosting models by period. SHAP, SHapley Additive exPlanations.
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Figure 3 Number of top 10 features according to their type of correlation with COVID-19 incidence by period. SES, socioeconomic status; Pop., population.

(figure 2 and online supplemental table 10). A total of 2/10 features pointed towards higher rates in counties with poor health, most notably towards counties with a large ‘Proportion of persons in inpatient long-term care among all persons in long-term care’ (figure 3). With 1/10 features, we continue to observe a positive gradient with SES; at the same time, incidence is elevated in counties with a high ‘International net-migration’. In summary, in addition to a persistent positive SES gradient, there is first evidence of vulnerability in counties with a high proportion of nursing home residents among those in need of help and with a high international net-migration.

Period 4: easing period
Incidence rates of the previous period still ranked first, while the next two highest ranking features indicated an urban/high density gradient (figure 2 and online supplemental table 11). Poorer counties were affected with 2/10 features indicating a negative social gradient, but also 2/10 a positive social gradient (figure 3). In summary, the relationship between SES and the urban/rural association with incidence rates continued to change during the easing period: low SES counties were increasingly less protected and rural/low density counties were better protected than urban/high density counties.

Period 5: postlockdown period
The trends of the easing period were re-enforced: poorer counties showed higher incidence rates (3/10), which is also true for rural/less dense (1/10) and in particular agricultural areas as indicated by the positive correlation with the feature ‘Nitrogen surplus’ (figure 2 and online supplemental table 12). A county’s connectedness in terms of ‘% outbound commuters/change in outbound commuters’ becomes an important feature ranking second, and overall (2/10) features related to connectedness show a positive correlation with incidence rates. In summary, while the negative SES gradient persisted (figure 3), the infections moved back to rural/low density and agricultural areas, and transmission indicated by high
connectedness between countries became an important pathway of spreading the disease.

The sensitivity analysis excluding one feature of highly correlated pairs did come to similar results (online supplemental table 13). The sensitivity analysis with random assignment of time splits on 27 February, 12 April, 14 June and 1 July revealed an attenuated relationship with the incidence rate of the previous period and the absence of important features such as the distance to Ischgl or the proportion of the population that was Roman-Catholic (online supplemental figure 2).

**DISCUSSION**

Due to the lack of socioeconomic information of COVID-19 infections in Germany, we resorted to a cross-sectional macro-level study design with regional variables on county-level possibly showing associations with infections. By using machine learning techniques, we neither imposed our expectations on the analysis model, nor did we preselect possible characteristics of the counties. We explored: (1) whether the results reflected our knowledge about the epidemiological situation in the first wave of the pandemic as published in summary bulletins by the RKI and the literature cited above; (2) whether indicators of SES can be identified; and (3) whether these changed over time. Our study shows that in the absence of individual-level data, explainable machine learning methods based on regional data can help shed more light on COVID-19 infection pathways in Germany and better understand the changing nature of the drivers of the pandemic. Explainable machine learning are able to corroborate findings that are already known, but scattered in individual studies, by bringing them together in an empirical data-driven approach.

Restricting our analysis to the first 10 risk factors identified by the variable importance, we conclude that both social gradients, positive and negative, were present in COVID-19 infections right from the beginning; however, they changed over time. Distinguishing five time periods between February and mid-July 2020, we show that the first COVID-19 wave started as a disease in wealthy rural counties in southern Germany and ventured into poorer urban and agricultural counties during the course of the first wave. The negative social gradient became more pronounced from the second lockdown period onwards, when wealthy counties appeared to be better protected than counties with a large proportion of people living in nursing homes or with high net-migration. However, both negative and positive SES gradients were present over the full period. This course of the pandemic is consistent with findings from the USA, where wealthier areas had higher mobility before the pandemic. In Germany, this is reflected in the high feature importance of the distance to Ischgl, an international skiing resort in the Alps, which was one of the hotspots of infections at the beginning of the pandemic. Return mobility from the skiing resort may have spent time there. The positive SES gradient remained strong until the first lockdown period, while from the second lockdown period, a negative gradient began to appear. Again, this is consistent with findings from USA, where the wealthier areas decreased mobility significantly more than poorer areas. Features related to international migration started to play an important role, again an indication of a negative social gradient with migrants being highly represented in occupations with system relevance and thus a higher potential exposition to the virus, such as cleaning workers, workers in food production or nursing of elderly.

Superspreading events have been identified as an important driver of the pandemic, among them the carnival festivals in southern Germany, which most probably are reflected in the feature “%Roman-Catholics” in a county and which is among the most important features until the second lockdown period. They contributed to the positive SES gradients because counties in southern Germany have higher SES and better health profiles. However, superspreading events were also related to the emergence of the negative SES gradient in the easing period, due to poor and little protected working and housing conditions in abattoirs and among agricultural workers. These outbreaks have been attributed to the predominance of migrant workers in these occupations, who often lack social security and easy access to healthcare and may therefore be less likely to report illness or self-isolate.

The spread of the disease in nursing homes during the first lockdown period was often concentrated in a few small facilities, with nursing home staff also at increased risk of infection, which was about six times higher in residential care facilities and twice as high in ambulatory care services than in the general population. While these infections accounted for 60% of all COVID-19 related deaths in Germany, they were responsible for only 8.5% of all registered COVID-19 infections.

Population density per se does not appear to be a risk factor, which is supported by a regional analysis of COVID-19 prevalence in the USA, as well as by Scarpone for Germany. It may be explained by the fact that cities have both the most healthiest population group, whose members benefit from better infrastructure and better access to healthcare, but also the least healthy groups, who have a higher burden of disease and lower life expectancy due to behavioural risk factors and exposure to environmental risk factors. Only in the postlockdown period did connectedness become an important regional characteristic correlated with higher infections, which may reflect the increase in mobility after the lockdown.

High PM10 emission did only play an important role in our study in the easing period, which may be explained by the coarse nature of the county-level data. While one review highlights the possible role of particulate matter (PM) in the spread of COVID-19 in Italian cities, the role of PM in the transmission of SARS-CoV-2 remains unclear. Upregulation of ACE2 receptor by PM is a possible mechanism that is frequently discussed.

Features related to economic and educational characteristics of the young population in a county played an important
role at the beginning of the pandemic up to the first lockdown phase. Thus, our results suggest that as early as the first wave, the young population may have considerably contributed to the spread of the virus. Again this is supported by Paul et al. who concluded that the infections spread more easily among the elderly in regions where the population is younger. It is also supported by Del Fava et al. who showed that social contacts decreased more rapidly among the older than the younger population.

We divided our periods into four 2-week timeslots, which mainly reflect lockdown and easing measures, followed by a longer fifth period over more than 1.5 months, when infection rates were low. Our choice of period duration is supported by Dehning et al. in their change point analysis of the spread of COVID-19 in Germany, in which they found that change points in the spreading rate affected the confirmed case numbers with a delay of about 2 weeks. They observed three change points, which are: (1) the cancellation of large events with >1000 participants (around 9 March 2020), (2) the closing of schools, childcare centres and most stores (in effect 16 March 2020) and (3) the contact ban and closing of all non-essential stores (in effect 23 March 2020). These three change points fall into the first two time periods of our study, where we observed a positive social gradient and a positive gradient with good health. From our third period onwards, 2 weeks after the contact ban and the closing of non-essential stores, a strong negative social gradient emerged in our analysis, hence suggesting that these restrictions were more likely to protect high SES counties than low ones. This is consistent with a study of the work-from-home capacity in Germany before the pandemic, which was lower among low-skilled and low-wage earners. Our selection of periods is further supported by a sensitivity analysis in which the division of periods was random, leading to inconsistent associations with the incidence of the previous period, as well as an absence of features such as the distance to Ischgl and the proportion of the Roman Catholic population, which have already been confirmed in previous studies.

**STUDY LIMITATIONS**

Our study is hampered by a series of limitations. First, resorting to county-level data does only permit to interpret results on an aggregate level; any interpretation on the individual level would be misleading. Second, county-level data might be either too course or too finely graded to detect important features driving the pandemic, a problem generally referred to as modifiable areal unit. Third, the data are limited to Germany and do not reflect if or how infections are acquired locally or internationally, with the exception of the variable ‘Distance to Ischgl’. Fourth, true infection rates are unknown for COVID-19 because of asymptomatic individuals, regional eligibility criteria for testing leading to different testing rates, as well as differences in reporting of the local ‘Gesundheitsämter’ to the RKI. To further complicate analyses, data from the RKI do not report the time of infection but rather of diagnosis, and by mid-April, the date of the start of the illness was only known for 62% of the cases. Of these 50% were reported to the RKI within 7 days, on 21 March it took 6.6 days, on 31 March it was 9.9 and in April it took 7.6 days. However, it has been shown that infected individuals are most contagious 2–3 days before symptoms start. In addition, there was a strong weekday effect with lower numbers reported on weekends. Our 14-day time period averages over these various delays, yielding an average picture of infections in the time period. In addition, we included information on infections in the previous period. Fifth, we did not include information on regional health profiles reflecting well-known comorbidities of severe COVID-19 cases such as hypertension, diabetes, cardiac arrhythmia, renal failure, heart failure and chronic pulmonary disease. These comorbidities are more common among persons with low SES and may be one pathway responsible for the negative social gradient observed in this study. However, we included general health measures such as (remaining) life expectancy and premature mortality, both of which are closely related to the chronic diseases mentioned above. Furthermore, we found positive gradients with both good and poor health measures as well as positive and negative SES gradients. This suggests that the relationship between chronic disease and (severe) COVID-19 infections is non-linear and that mitigation measures play an important role. Sixth, we did not use mobile phone data to explore whether changes in mobility account for changes in incidence rates. Seventh, results from the use of machine learning algorithms to identify features and their importance depend on several factors, among them on the procedures implemented, and this may produce spurious splits. We used both random forests (results available on request) and gradient boosting algorithms, which led to similar conclusions. We relied on the latter because of better fit to the data in terms of R² and RMSE. Nevertheless, one has to keep in mind that the SHAP values interpreted explain the model rather than the data. Our out-of-sample model fit was poor for both the initial and the postlockdown periods, which reflects the low number of incidence and the huge regional heterogeneity in infections at that time. It was high for periods with high incidence rates in a large number of counties.

**CONCLUSION**

Lessons for future waves are that there appear to be no unique SES drivers of the pandemic, and dependent on the phase of the pandemic, different social groups are more or less affected. High mobility of high SES groups may drive the spread of the pandemic at the beginning of waves, while mitigation measures and beliefs about the seriousness of the pandemic as well as the compliance with mitigation measures may put lower SES groups at higher risks later on. To further substantiate this finding, we urgently need individual-level data on the socioeconomic background of patients with COVID-19 in Germany as well as internationally.
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