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ABSTRACT

With the exponential growth of the information on the Internet, there is a high demand for making this information readable and processable by machines. For this purpose, there is a need for the Natural Language Processing (NLP) pipeline. Natural language analysis is a tool used by computers to grasp, perceive, and control human language. This paper discusses various techniques addressed by different researchers on NLP and compares their performance. The comparison among the reviewed researches illustrated that good accuracy levels have been achieved. Adding to that, the researches that depended on the Sentiment Analysis and ontology methods achieved small prediction error.

The syntactic analysis or parsing or syntax analysis is the third stage of the NLP as a conclusion to use NLP technology. This step aims to accurately mean or, from the text, you may state a dictionary meaning. Syntax analysis analyzes the meaning of the text in comparison with the formal grammatical rules.

*Corresponding author: E-mail: dastan.mawld@mhe-krg.org;
Keywords: Natural language processing; sentiment analysis; ontology; topic modeling; tokenization; named entity recognition.

1. INTRODUCTION

Natural Language Processing (NLP) [1] is the automated processing of text written in natural languages, as opposed to artificial languages such as programming languages, to attempt to decipher it [2]. It is also known as Natural Language Engineering or Inquiry Linguistics [3,4]. NLP involves various tasks, ranging from low-level tasks such as sentence segmentation to high-level tasks such as semantic annotation and opinion mining. The Semantic Web is about applying semantics, i.e., context, to data on the Web to make the web pages easier to process and manage by machines [5,6].

A core feature of the theory is introducing specific identifiers to the resources in the environment (URIs) [7,8]. Resources can be things such as "Obama" or terms such as "Politician" or relations explaining how things are linked, such as "spouse-of". NLP strategies offer a means to improve web data with semantics by inserting details about entities and relations and knowing the real-world things referenced to assign a URI to each object [9,10].

Natural language is the most potent form of communication. In computer science and artificial intelligence [11,12], voice is how machines communicate with humans (natural language). There is a wide range of algorithms, including sorting, clustering, text mining, and so on [13,14].

The urge and need to explore external space is growing more and more popular as technology advances at an increasing rate [15]. The exploration and settlement of the Moon or Mars is a major objective in the next years of international space organizations [16,17]. This means long-term exposure to microgravity, isolation, isolation and other stresses, causing harm to both their bodies and brains, under severe environment. The longer an astronaut is exposed to the space, the higher the possibility of facing psychological issues [18].

Comma Split Value (CSV) files are commonly used as a basic data format [19]. Thanks to its basic structure and creative simplicity, many of the data files that are openly released and utilized by companies are generally kept in CSV files [20,21]. However, it is extremely constrained, by the conventional keyword-making approach, to search or to recall anticipated data from CSV files that cannot describe the terms for search for or processing any search data [22].

The demand for storage space is continuously expanding with the growing quantity and diversity of logs [23]. Meanwhile the speed and precision of inquiry are becoming more and more essential in huge logs [24]. While the highly developed distributed storage technology answers mass storage and quick query problems, it is too expensive. The need for query rate is not high as logs are generated as a means to track previous action [25,26].

For more than two decades, researchers in requirement engineering (RE) have been pursuing automated manipulation of the natural language requirements, for categorization, tracing, defect identification, information extraction, and other activities [27,28]. Recent technical developments in the processing of natural languages (NLP) have led to more widespread implementation of this research in industry [29,30].

More and more individuals worldwide have begun using social media platforms such as Facebook, Twitter, Instagram etc. as Internet and social media spillover. As a way to communicate information worldwide, the majority of people follow Multilingualism [32]. You discuss themes over a shared platform to talk with individual speakers or a group of speakers using several languages [31]. This makes the context more complicated to grasp and makes different natural language processing (NLP) tasks much more difficult to deal with [33]. Such user conduct of multi-lingual mixing in one discussion subject is referred to as code switching with multiple community inclusion [34].

The current area of health is characterized by many, diverse, very active and geographically scattered sources of information [35,36]. In addition, the growing usage of digital health data, such as eHRs, has led to a large quantity of information being stored without precedent [37-39]. Managing this enormous quantity of data may often lead to information overload problems, with possible detrimental effects on clinical activity such as failure, delays and overall patient safety [40]. To examine data with high velocity,
volume and variability, innovative methodologies, approaches and infrastructures are required [41,42].

Question Response (QA) is one of the most common tasks of language input in natural language processing (NLP). Semantic parsing is a widely used method for understanding the natural language. Synchronous frameworks are commonly used for developing syntactic and semantic text structures [43].

The bulk of areas benefit from advanced technology and progress. In fields linked to machine learning and data mining, many applications were created [44]. But more human interaction to examine things is still required in our server subsystems [45]. Therefore, a method was presented for using data analysis and machine learning approaches to make basic servers into a smart server [46,47]. There are several tools that can monitor a number of automated systems, however the automation system can not respond how my system has been more affected by mistakes [48,49]. How can my system be loaded and load-free? Through system analysis, all these answers may be reached [50]. The term “analysis” may therefore be characterized as the process to analyze complicated structures to provide meaningful results to construct smart and robust systems [51,52]. A tool would be needed to calculate such queries when the data explosion is really complicated presently Although many tools and techniques are available for analysis and their scheme can’t manage the vast data or many data and automation scripts can’t offer optimum results, therefore new ways to improve optimization are essential [53].

Due to the increasing use of technology, the number of data created everyday has increased exponentially in recent years [54]. Easy access to this data in this day and age is really important [55]. While it was sufficient in the past to use structured query languages to search data stored in the hard drive, natural language is more desirable for accessing the data [56].

PART-OF-SPEECH (POS) tagging is carried out as a preprocessing step in many natural language applications. Different approaches have been tried to make POS tagging accurate. But little effort has been done in Indian languages [57,58].

In every sector of human contact, natural language processing is employed [59]. Although there are confined and complicated database requests, the written, tested, optimised and execution of structured query language declarations are still found to be difficult and devoted human resources [60]. It’s hard, time consuming and too many times imprecise. Such problems can be avoided if standard processes create queries dynamically [61].

Recently, concentrate on the system needs and the manner in which they may be taken and analyzed to identify the system infrastructure on which they are dependent in the rest of the system construction [62]. Data gathered from the users to convert them to UML diagrams were tough to interpret and analyze. Some difficulty was found [63].

The article gives an example of how deep learning approaches are applied in practice to language processing and modelling [64,65]. Development of statistic models of speech aids in the prediction and improvement of the processing of speech and speech recognition of a number of recognized words and phonemes [66]. However, language modelling is currently changing to neural networks and deep learning approaches from the methodologies of statistical language modelling [67].

As internet information, instruments and procedures for automated document synthesis are more available. This is necessary [68]. Text synthesis is an important research subject in natural language processing at now. There are several ways to summarizing text [69]. We suggested to summarize the Myanmar text by Latent Semantic Analysis (LSA). Latent semantic analysis (LSA) is a natural language approach which may examine the links between documents and words by creating a number of documents and terms-related ideas [70]. The technique is unattended and does not require transmission or external knowledge. In Myanmar language there is no LSA sentence extraction. This is Myanmar's first LSA Text Summarizer [71].

As a majority of online Internet networking, Opinion Mining has become a key technique to investigate such an enormous quantity of information [72]. In a wide range of current domains, many applications appear. In the interval, viewpoints have different pronouncements that lead to research problems. The problems of study have lately turned opinion mining into a dynamic research region [73].
In natural language processing, the task of forecasting is to identify the missing characters, letters, words, expressions or phrases that can occur in a certain book fragment [74]. Several frameworks have been created since the start of the NLP using several approaches for different dialects [75]. One of the major difficulties of natural linguistic processing is the lack of content prediction [76]. In addition, most activities connected to text prediction are done in many dialects, but not in Malayalam [77]. In recent years Malayalam lacked many of the benefits that any other digital language process can offer, even though it has some of its top masterpieces, historic records and more to keep the globe interested [78].

The categorization of security requirements is crucial for the Software Engineering community to create safe, resilient and attack-compatible software [79]. This categorization allows an appropriate examination of safety needs so the development process includes suitable security systems [80]. The classification of security requirements utilized for the purpose of helping ensure that suitable safety mechanisms are created in accordance with the classification of security requirements to minimize the danger of security being introduced into late stages of development [81]. These machine learning approaches have still been proven to have issues, such as handcrafts, overfitting and poor performance with high dimensional information [82].

In the scientific realm, computers become a key component. An algorithmic method addresses the real-life challenges. Algorithms are programming free and may be constructed using any natural language with which an individual is comfortable. The difficulty, though, is how it is implemented.

This paper is organized as follows: Section I. Introduction. NLP techniques and Theoretical background are presented in section II. Assessment and recommendation are discussed in section III. IV. Describes conclusion.

2. NLP TECHNIQUES

The field of computer science and artificial intelligence (NLP) is a field related to computer-human interaction in a natural language. The NLP’s ultimate objective is to enable computers comprehend both the language and ourselves. It is the motor behind such things as virtual assistants, language recognition, sentiment analysis, autonomous summary text, machine translation and many other things. In this article, we will discuss the principles of natural language processing, discover how NLP has benefitted in recent developments in deep learning and dig into some of its approaches.

2.1 Sentiment Analysis

Utilizing NLP techniques, the sentiment analysis field evaluates users’ emotions and associates them with the given information. Culture may affect this area in different ways. This could be misinterpreted if it has been taken too literally. “This new gadget is bad!” Although it is evident that the title alludes to the user’s dislike of the gadget, the title might endorse the gadget to a particular age group of the community [83,84]. The sentiment analysis will determine the time at which you express your opinion [85,86]. To gather statements on a time axis can provide a better insight into peoples’ feelings. Facebook and Twitter both provide challenges and opportunities for social movements in Lebanon. On the positive side, it allows people to express and express themselves freely.

The records can be carefully observed for a specified time to study trends. The data will provide a preponderance of the evidence that supports the researcher's hypothesis. With the advent of the Internet, many research fields have chosen to gather data from the Web. Companies like Google, YouTube, and Amazon know how to customize the content for the customer's best interests [87]. Depending on objective metrics such as social media likes, the number of consumers, and sales. So there is little data to study this topic. This is a challenging challenge because of a) use of different languages on one topic or blog, b) use of non-standard words that cannot be found in a dictionary, and c) emojis and symbols. These are questions relevant to both the emotion and sentiment analysis domain [1]. There is a need to provide both the social scientists and psychiatrists the necessary vocabulary and tools to analyze the Web's content and get the necessary data.

Su-Zhen Wang, et al. [88]. The presented methodology allows a thorough study of semantic corpus development technologies and proposes a new web page de-duplication algorithm based on word vector distance and TF-IDF. The thesis suggests a framework for creating a semantic corpus under a cloud-based
service. A new web page elimination algorithm is proposed based on TF-IDF and word vector distance, which can more efficiently minimize instances of replicated pages. The suggested approach filters out non-repeating webpages using TF-IDF and word vector distance algorithms on the stored corpus in Hbase. The proposed approach allows speech recognition to store information.

Shane Peeler, et al. [89]. This article advances previous work on building natural-language query interfaces to online data stores by including transitive verbs and prepositional sentences, as well as an approach for accommodating queries that involve chained complex verbs. The feasibility of this approach was illustrated when a query interface was constructed to a repository containing thousands of facts. Furthermore, the method can be employed within a relational database and describe the n-ary relations formed by transitive verbs. We are currently working on developing our application so that it can access massive data stores.

Wendi Li, et al. [90]. The developed technique explains the natural language semantic comprehension algorithm and study suitable for automated query answering through preprocessing technology, word meaning disambiguation, semantic reputation analysis, comparison tests, and performance review. It lays the foundations for further scientific research. They have preprocessed the text, analyzing the interaction and similarity of terms through algorithms so that the algorithm results can reflect logical relationships through inference. However, there are limitations to precision and versatility.

Mengzhe Li, et al. [91]. Provided a tool for systematically categorizing 300 social media messages made by transgender people in positive, negative, and neutral states. Five machine learning models used to create sentiment analysis classifiers are employed in the process. They cluster the terms in logistic regression by visualizing the word's distributions to discuss the essential words that lead to classification. The top 20 words are visualized to a word their significance is distinctly visible. In addition to this, the comment segment discusses the sense of dysphoria. The annotations indicate a high degree of consensus (Cohen's Kappa = 0.8) in all three groups. Long Short-Term Memory (LSTM) is the most effective model for classification, which has a precision of 0.85 and an overall accuracy of 0.876.

Lutfi Kerem S¸enel, et al. [92]. The approach exploits a newly proposed word embedding-based tool to produce a language similarity atlas for 76 different languages worldwide. These atlas will be used to assist researchers in selecting related language pairs or classes for linguistic purposes. Research shows that the existence of semantic similarities between two languages results from spatial similarity between those languages. Pairwise cross-lingual comparisons were quantified between 76 different languages from around the world. The findings reveal that English shares a relatively high degree of semantic similarity with most other languages. In contrast, English does not share semantic similarities with many other languages, except for Chinese.

Muhammad Taimoor Khan, et al. [93], explains how sentiment analysis works and the challenges it poses. Without addressing the NLP complexities, there will be little progress in NLP. The greatest challenge in this area is the lack of efficient and reliable resources and software. They are also proposing to improve language comprehension to improve knowledge extraction. It includes numerous social sciences and business areas. Sentiment analysis is a newer marketing tool. They used machine learning to solve the problem. They deny that NLP is worthy of answering any of its questions. Negation is based on NLU problems, including domain awareness, co-reference resolution, and word sense disambiguation. Sentiment analysis is a restricted NLP concern because it only analyzes sentiment. Complex network analysis lets you layout random text. Knowledge-based systems help increase results on particular tasks. Not all ML alternatives are proposed, but they are not the only non-ML solutions. Software data should be deducted from the textual dimension.

2.2 Ontology

Ontology [94] is the philosophy of being, which is concerned with 'what is, i.e., the nature of reality and which is concerned with structural aspects of existence as such (Crotty, 1998) or whether it is possible to discover about the cosmos (Snape & Spencer, 2003) (Snape & Spencer, 2003). The SAGE Online Dictionary of Social Science Methods (2006) describes ontology as "a concept concerned with the existence of, and relationships between, different aspects of society such as social actors, cultural norms and social structures" [13]. Ontology is the study of reality and our convictions about things. Ontology
is the essence of the universe and the existence of truth, but it also determines the boundaries of what can be said about it. Bryman (2008) defines social ontology as the philosophical significance ascribed to the social world by social actors. They assume what people think is the question of deciding whether there is a truth that exists separately from human conceptions and interpretations, and whether there is a common reality or several, context-specific ones.

Kazar Okba, et al. [13]. The authors proposed using various forms of information with the aim of conversion from one language to another. The uniqueness of the suggested methods is that it seeks the contextual meaning of the word in the source language by matching the imaginary scenario the word will be found in the receiver language. Finally, they check the suggested system by checking it on actual data, and the findings are very promising, and they will be fine-tuning the system. They also used a modern approach to natural language translation. To deal with ambiguities, they have developed and implemented a translation framework based on semantic analysis, which helps us detect and handle uncertainty zones. They test the proposed method using the OWLXML file containing the grammatical and terminological information. They have built upon several proprietary tools to build a translation framework.

Mattia Atzeni, et al. [95]. Proposed a way to convert natural language instructions and requests into computer code. To resolve this challenge, they exploit the Semantic Web technology platform to create CodeOntology, an open collaboration, a collaborative framework aimed at making open source code a first-class citizen on the Internet, where it can be interlinked with other tools. Therefore, this methodology uses Code Ontology to retrieve a range of methods and code samples that are graded and combined to convert a natural language specification into a Java source code. The results show that the suggested solution is equal in efficiency to proprietary programs such as Wolfram Alpha.

Taimoor Hassan, et al. [96]. This paper presented a solution to the non-availability of semantic knowledge for improved semantic interpretation. The problem is solved by taking the representations of software specifications and annotating them with their domain-specific semantics, and assessing the impact of semantic analysis. The method using a semantic structure explicitly developed for reading and disambiguating the texts. The used architecture is based on semantic technologies that depend on the awareness of the program requirement documentation and implementation. The presented methodology reveals that adapting and combing current ontologies on the necessity of the existing environment builds the performing experiment and method that is helpful information management to software framework.

Amin Sleimi, et al. [97], presented the semantic legal metadata that lets the reader grasp and interpret the context of legal clauses. The metadata is essential for recognition of the uniform legal specifications. However, the latest requirements engineering (RE) literature is missing guidelines on which kinds of metadata are helpful for legal requirements study. Furthermore, semantic legal metadata retrieval automation is incomplete and does not harness the full ability of Natural Language Processing. [The methods] they evaluate each of the proposed semantic metadata types and reconcile each of them. Next, we perform a qualitative analysis that will enable us to decide the types of metadata that can be collected automatically. The model proposes a harmonized conceptual model for legal requirements research and automatic extraction rules for the related metadata types. They test extraction techniques based on an individual case report. Our analysis found that the rules have correct metadata annotations. The research is positive. Whether a penalty is imposed on annotation period inaccuracies or not, they achieve accuracy between 87.4% and 97.2% and a recall between 85.5% and 94.9%.

2.3 Topic Modeling

The subject model is the origin of the topic model [3]. In 2009, Jo L. Hofmann developed a paradigm for natural language analysis known as Probabilistic Latent Semantic Indexing Model. In 2003, Blei and Enda produced a plan for a revised edition of the DLPA (LDA). Now it can be used as a projection model to forecast the subject distribution of papers. In this way, the subject clustering or text classification is complete according to the distribution of topics in the records that have been checked [98]. Tensor Flow is used for various things such as text analytics, machine vision, and mathematical analysis.
Xiaolong Wang, et al. [7]. Used an NLP and combined with word2vec word vector conversion technology, used a similarity calculation and the semantic analysis ability to construct an optimized LDA model, which refers to a significance sampling principle to extract topic words and use cosine similarity to evaluate repetition rate. They can effectively perform text analysis and use the Latent Dirichlet Allocation model to best optimize it. The word2vec model is used to train the model, and value sampling is used to maximize the precision and recall rate of the model. The cosine similarity is used to improve the process so the results can be done more quickly.

Monisha Kanakaraj, et al. [99]. A system is proposed that gathers data from Twitter and utilizes NLP techniques to clean the data. The ensemble techniques are applied to shape the training model. After preparation, the derived function vectors are categorized according to the model, and effects are shown. The curriculum starts with data acquisition, data analysis, and preparation, followed by classification and prediction. The core principle of the suggested solution is to improve the precision of classifications by using NLP techniques. The device in question gathers data from social networking site Twitter and does NLP techniques on such Tweets. The text is evaluated for emotion using a classification scheme.

Moreover, multiple Ensemble classification approaches are tested to decide if the data is positive, negative, or neutral. The ensemble approach outperforms the conventional classification approaches of classifying a dataset. Of the ensemble approaches, Extremely Randomized Trees achieves the highest classification rate.

Sally S.Ismail, et al. [100]. Suggested solution system for the Rich Semantic Graph to the Text module, one of three modules in ongoing research on abstractive Arabic Text Summarization. They clarified the different steps and processes that generate the module. Two problems were identified that could use the module. First, using mathematical grammatical analysis is a groundbreaking approach for Abstractive Text Summarization for the Arabic Language. Second, they should have been discussing potential phases, including selecting from different writing styles and Evaluation. They also developed the RSG reduction module and are developing the prototype for their concept, which also integrates an existing Arabic Ontology.

Jayden Sarker, et al. [101]. A new model for question answering has been developed and programmed. POS tagging and semantic sorting have been used to classify the responses from a given text. The suggested solution uses a framework for logical sorting based on lambda calculus to extract the logical types of sentences. Findings are gathered based on significant features to discover the correct answer. Unlike conventional methods, the suggested approach expands the study of syntax through lambda calculus. The proposed system for answering questions is based on a generic search methodology, which achieved an average mean accuracy of 83%, surpassing the current approach by around 11% and reaching a 95% accuracy for Yes/No questions. The proposed method is simple, graceful, and more natural than current systems. Furthermore, the proposed method obtains a higher precision in answering five forms of questions than the current system.

Lakindu Gunasekara, et al. [102]. Presents methods using semantic technologies, which NLG, and discusses the pros and cons of such structures. The research focuses on using semantic natural language generation with chatbots with lower computational costs. It can reuse it for similar domains with less coding on the natural language generation portion for small-scale level domains. The researchers provide a novel architecture for chatbot systems and a modern domain ontology for natural language learning. A natural language generation framework could be developed based on an ontology. They recommend a platform for conversational interfaces which will provide an API-based interface for text responses. The proposed solution is an API that can easily be incorporated with any device, and then a platform can be built to be used on a variety of other domains.

2.4 Tokenization

Tokenization[103] is the operation of separating the input text into fundamental units, called tokens, which usually correspond to words, numbers, and symbols, which are divided by white space [104]. Tokenization is a critical step in most applications involving linguistic analysis, as many sophisticated algorithms use tokens as input rather than raw text. Therefore, it is necessary to use a high-quality tokenizer, as its
failure may lead to problems in other pipeline components [105]. Each of the various kinds of tokens, such as numbers, marks, punctuation, and words, is differentiated by their capitalization degree. A sample sentence is seen in Fig. 1. Each box indicates where a token is.

Prashant Gupta, et al. [104]. The proposed method for creating an Intelligent Querying Framework (IQS) requires a user to define his questions in natural language. The framework first transforms the input sentences to a form appropriate for processing by a SQL-like script. Listing queries that are then mapped to produce the desired responses. As a result, it simplifies the research process and makes it efficient and accurate. The proposed framework provides a seamless way for non-experts to use natural language to query a database's data. QS Shows a high degree of efficiency in producing detailed and reliable queries, but it also can transform complicated queries into tractable ones. It also provides the customer with a simple method for accessing the information they need.

Artem A. Maksutov, et al. [105]. Authors utilize NLP to explain non-standard data and take these results to build an information base. An article discusses a graph database that displays relationships between different pieces of text according to data patterns. It offers ways to store text information. It helps explain the relationships between words, phrases, and sentences. The two algorithms are accurate, and performance depends on input results. Clean source text is essential for plagiarism checks. A performance graph displays errors and losses of information. Dependency parsing is the central algorithm. On specific grammatical sentences, grammar-based algorithms work better than other algorithms. We can apply these improvements to other systems. A parser can be selected based on the complexity of the input sentence. A technique for identifying relationships is used to remove key details and relationships between entities in a text. It helps create graphs between named entities.

2.5 Named Entity Recognition

Knowledge extraction is the method of translating information in unstructured text into easily controlled classes. Essential to this is the role of named object identification and classification (NERC) [106], a method that includes recognizing proper names in texts (NER) and how to apply them to predefined categories of interest (NCE) [107]. This sort of tool analyzes sentences, but NERC is about deriving meaning from the text. The conventional core collection of named individuals, formed for the shared NERC challenge, comprises Individual, Organization, Place, and Date and Time phrases, such as Barack Obama, Microsoft, New York, etc.

Kittiphong Sengloiuean, et al. [106]. Used a semantic approach to address queries using DBpedia and WordNet. The primary goal of this project was to find the best question answering method. The paper suggested methods for solving the problems of isolating named entities from the query and how to solve problems of comparisons to named entities. It also tested the consistency of answers to the questions. Via assessed a TREC question set, DBpedia, and the proposed solution, the proposed approach obtained an F-measure score of 93.43%, an average precision of 92.73%, and an average recall of 94.15%.

M. V. Sadhuram, et al. [107]. The use of discrete mathematics would answer the proposed work for constructing a framework in which the questions are asked. NLP is used depending on input from the data that comes in text, film, photograph, or audio. NLP refers to AI, which is used in the field of question answering (QA) method. Lexical chain recognition and keyword analysis identify a series of papers to answer a given query. The logic system is used to illustrate the right approach to the question. Scientists conducted the procedure with the SQUAD database. The findings reveal that the passage retrieval accuracy using TFIDF is as high as 69.69%; the average sum of the student's accurate estimates was 69.93%.

Fatima Zait, et al. [108]. The presented approach to ambiguity identification and resolution in natural language specifications is as early as possible using NLP and semantic web techniques. Therefore, we are more likely to evaluate vague terms and have a variety of alternative meanings. They developed a solution to define and overcome lexical and semantic ambiguities in specifications to increase the overall interpretation of the requirements. POS tagger can be implemented to define the fuzzy concepts in user specifications and how related data can be used to disambiguate ambiguous semantic concepts.
3. ASSESSMENT AND RECOMMENDATION

Based on the previous section, researchers have adopted different approaches and techniques for various applications. However, researchers have identified the core facets of their proposals that are significant. Most of the papers included in this review are observational studies that used the NLP technique (2016 to 2020). Table 1 compares the topics explained (reviewed) in this paper. The summary includes the year of publication of each paper, technique/ method, the goal of the work, tools used in the paper, and significance and accuracy of the results. As given in Table 1, there are different techniques and methods used, Sentiment Analysis, Tokenization, ontology, Named Entity Recognition, Natural language generation, and Topic Modeling used for analyzing.

Five papers [88-92] (or 33%) are used the Sentiment Analysis technique, three papers [13,95,96] (or 20%) are used ontology technique, Named Entity Recognition, Natural language generation, and Tokenization techniques each of them is used in 2 papers [101,102,104-107] (or 13%), and one paper [7] (or 6%) is used Topic Modeling technique. Papers used different tools for implementing algorithms like Haskell, java, and OWL, but most of them used Python. Aim of the research changes depending on the techniques used, such as answering questions or analyzing and answering questions, checking for duplicate words in the language, Building interactive interfaces to annotate online documents, developing a text preprocessing system, and text translation. In all papers. The reviewed papers’ best-achieved accuracy and those who depended on the Sentiment Analysis and ontology method because the Accuracy of those techniques are excellent and the prediction error is small.

From previous studies, diverse methods and strategies have been adapted. However, researchers have established the central facets of their ideas. Therefore, we suggest using the NLP technique depending on the area which new researchers are working on such as, checking word duplication and answering question systems. Sentiment Analysis is a good technique and has an excellent performance, for text translate between languages ontology technique have good efficiency and small error.

| Ref. | Goals of the Work | Techniques | Tools | Accuracy | Other Significant Results |
|------|-------------------|------------|-------|----------|--------------------------|
| 2020, [89] | They are building interactive interfaces to annotate online documents. | Sentiment Analysis | Haskell, X-SAIGA | 91% | The viability of accessing NL data using an event-based semantic-web triplestore was demonstrated, which contained thousands of facts. |
| 2020, [90] | It described the natural language semantic processing of the ECA algorithm and research progress on preprocessing technology. | Sentiment Analysis | Word2Vec, GloVe | 93% | XLNet on the GLUE dataset is significantly better than BERT |
| 2020, Check for duplicate | Topic | Python | __ | Improve the accuracy |
| Ref. | Goals of the Work | Techniques | Tools | Accuracy | Other Significant Results |
|------|-------------------|------------|-------|----------|--------------------------|
| [7]  | words in the language. | Modeling Sentiment Analysis | Python | 85%      |                         |
| 2020, [91] | Transgender Community Sentiment Analysis From Social Media Data |                         |       |          |                         |
| 2020, [105] | developing text preprocessing system | Tokenization | Python |           | and recall rate         |
|         |                   |            |       |          | Among the 300 Reddit    |
|         |                   |            |       |          | comments, 72 are        |
|         |                   |            |       |          | categorized as negative |
|         |                   |            |       |          | posts, while 85 are     |
|         |                   |            |       |          | annotated to be positive|
|         |                   |            |       |          | The rest, 48%, are      |
|         |                   |            |       |          | considered as neutral   |
|         |                   |            |       |          | sentiments. Cohen’s      |
|         |                   |            |       |          | Kappa score is over 0.8  |
|         |                   |            |       |          | across all classes.     |
| 2020, [107] | Answering the questions that the users ask | Named Entity Recognition | Python | 69.69% |                         |
|         |                   |            |       |          | Overall Average over the |
|         |                   |            |       |          | entire dataset was 64%   |
|         |                   |            |       |          | correct answer prediction.|
| 2019, [101] | answering questions efficiently | Natural language generation | bAbi-10k |           | Single Supporting Facts |
|         |                   |            |       |          | 90%, two Supporting     |
|         |                   |            |       |          | Facts 90%, three        |
|         |                   |            |       |          | Supporting Facts 80%,    |
|         |                   |            |       |          | Yes/No questions 95%,    |
|         |                   |            |       |          | List/Sets 60%.           |
| 2019, [102] | Utilize NLP techniques with semantic technologies. | Natural language generation | OWL, API | 86%     | Based on impressions of |
|         |                   |            |       |          | 69 out of 11, the recall |
|         |                   |            |       |          | rate of the system is    |
|         |                   |            |       |          | about 90%. Therefore, a  |
|         |                   |            |       |          | system that is accurate  |
|         |                   |            |       |          | to within 0.862% is very  |
|         |                   |            |       |          | close to precise.        |
| 2018, [92] | Construct a score of 76 different languages' similarity based on a publicly available corpus. | Sentiment Analysis | t-SNE |           |                         |
| 2018, [95] | Translate a natural language command into an object-oriented program. | Ontology | Java | 94%      |                         |
| 2017, [13] | Translate a text from one language to another. | Ontology | OWLXM, API, java | 96% |                         |
| 2017, [88] | A cloud service corpus would establish a vocabulary for representing natural language. In addition, a new webpages removal algorithm is proposed. | Sentiment Analysis | de-duplicati on, PageRa nk, Simhas h | 95% |                         |
4. CONCLUSION

For processing some natural language, it is essential to "understand" them. The computer translation results can be vague without syntax and semantic analysis. It is a subpart of linguistics that studies meanings. This article discusses various techniques by different researchers on Natural Language Processing and compares their performance. This review utilized (15) papers in the last five years on six NLP techniques/methods: Sentiment Analysis, Tokenization, ontology, Named Entity Recognition, Natural language generation, and Topic Modeling. The sentiment Analysis technique is suitable for checking word duplication and question answering systems. The ontology technique is suitable for Translating a text from one language to another from this study analysis. Compression results show that most papers received various degrees of accuracy, hence, helping them with their respective findings. We suggest using the NLP technique depending on the area which new researchers are working on. Sentiment Analysis is a good technique and has an outstanding performance.

Due to increased availability of raw data and cheaper computer power, the past decade saw a change in neural approaches to text interpretation. In many language problems, such approaches have proved strong and convenient. Results in distributional semantics in particular demonstrated potential approaches to capture the meaning of every word as a vector in dense low-dimensional spaces in a Text Corpus. The approach was enormously successful, as were Word2Vec, GloVe, fastText and Swivel. Recently, the area has led to the incorporation of contextual terms based on neural language models such as ELMo, BERT and GPT-2, to mention a few. Their applications include word embedding and numerous other tasks in natural language processing including semantic tagging, involvement, inquiry replies and sentimental analysis in terms of similarity, analogy and connection.
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