Learning to regulate 3D head shape by removing occluding hair from in-the-wild images
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ABSTRACT
Recent 3D face reconstruction methods reconstruct the entire head compared to earlier approaches which only model the face. Although these methods accurately reconstruct facial features, they do not explicitly regulate the upper part of the head. Extracting information about this part of the head is challenging due to varying degrees of occlusion by hair. We present a novel approach for modeling the upper head by removing occluding hair and reconstructing the skin, revealing information about the head shape. We introduce three objectives: 1) a dice consistency loss that enforces similarity between the overall head shape of the source and rendered image, 2) a scale consistency loss to ensure that head shape is accurately reproduced even if the upper part of the head is not visible, and 3) a 71 landmark detector trained using a moving average loss function to detect additional landmarks on the head. These objectives are used to train an encoder in an unsupervised manner to regress FLAME parameters from in-the-wild input images. Our unsupervised 3DMM model achieves state-of-the-art results on popular benchmarks and can be used to infer the head shape, facial features, and textures for direct use in animation or avatar creation.

Index Terms: Human-centered computing—Visualization—3D morphable models

1 INTRODUCTION
Blanz and Vetter [3] introduced a general face representation and a principled approach to facial reconstruction. The key idea that any face can be defined as the linear combination of a set of template faces has given rise to 3D Morphable Models (3DMM). Traditionally, optimization-based analysis-by-synthesis methods have been used to infer the 3DMM parameters from a given image. However, this approach requires solving a complex and nonlinear optimization problem to model in-the-wild images. In recent years, morphable models have received increasing attention due to the advent of deep learning. Their nonlinear and deep representations offer a more robust and reliable performance on-in-the-wild images (for a comprehensive overview of 3D morphable models see [41]).

For practical use in 3D avatar creation and animation, we require reconstruction of the full head and not only the frontal face as computed by most of these existing models [8, 11, 12, 32]. Models like DECA [9] and RingNet [28] that are based on the FLAME [22] geometric prior regress complete head shape. However, they train their models on frontal face features and do not account for the top part of the head due to occlusion by hair. Due to this, state-of-the-art models have high accuracy while evaluating with ground truth frontal face scans, but do not have a realistic head shape. As shown in Figure 5, DECA head reconstructions are enlarged compared to the input image. To address these issues we train an encoder that regresses 3DMM parameters from in-the-wild images. We regulate head shape using a dice consistency loss between masks of the input images and output renders. However, the skin mask of the input is not representative of the head shape due to a portion of the head being occluded by hair. To overcome this we develop deep learning-based models that can remove occluding hair and reconstruct the skin, making the person bald. We also quantitatively evaluate our model on the popular NoW benchmark [2], the CoMA [27] dataset, and LYHM [7] dataset.

2 RELATED WORK
2.1 3D reconstruction
The existing monocular reconstruction algorithms can be broadly categorized into optimization-based [17, 30, 31] and learning-based [8, 9, 11, 12, 28]. Optimization-based methods aim to estimate 3DMM parameters by solving a non-linear optimization problem to minimize energy functions between the input and synthesized face image. Such methods are computationally expensive and output only a tightly cropped face mesh, unsuitable for animation.

Learning-based methods utilize deep networks to regress 3DMM parameters. The use of non-linear representation for modeling surpasses classical models and can generalize well to unseen data. Inference speed is magnitudes faster than optimization methods, and training on a large corpus of data makes it robust to occlusions and varying real-world conditions. Learning-based models are usually trained in a supervised [10, 32], weakly supervised [8, 12], or unsupervised [9, 11, 28] fashion. Supervised learning models require 2D-3D paired data in the form of 3D scans or synthetic data. These methods do not generalize well to unseen data due to the low volume of training data that does not capture real-world complexity. Unsupervised approaches like [9, 11, 28] regress 3DMM parameters without the need for explicit supervision. This form of learning eliminates the need for corresponding 3D data by instead minimizing loss functions between the input and rendered image. [9] introduces shape consistency loss which enforces the fact that swapping only the shape parameters between images of the same subject should not affect the rendered image. Unlike our model, none of the existing methods, optimization or deep learning-based, take the upper head into consideration while designing their loss functions.

2.2 Image editing
Generative Adversarial Networks (GAN) [13] learn the underlying patterns in the input data and generate new data that seem to be drawn from the real dataset with the help of an adversarial loss. Image manipulation using GANs gained prominence with the Pix2Pix framework [19] which performed paired translation. However, this model requires paired training data, which is not readily available for hair to bald conversion. CycleGAN [40] uses a novel cycle consistency loss to decipher the underlying style to perform the translation and requires an unpaired collection of photographs in each domain for training.

Another popular method is the latent space exploration of GANs that manipulates images by altering their latent codes. First observed by [29], they succeed in manipulating gender, age, expression, and face pose by learning boundaries between the latent codes of these attributes. GAN inversion [35] is used to encode any image into the
latent code of generative networks, extending latent space editing to in-the-wild images. Although latent space editing is successful on editing attributes such as age and hair color, they struggle with highly correlated attributes.

Image inpainting is the task of filling the missing regions such that the filled pixels are semantically consistent with the rest of the image. Although Inpainting initially supported only regular polygon holes [18], they later grew to support random masks with the help of edge generation [25], and partial convolutions [23]. Recently some works have also used graph neural networks for image manipulation [33, 37] due to their increased overall receptive field leading to better global consistency. The hypergraph-based inpainting approach [33] is highly relevant to our purpose due to its ability to handle long-range contextual information.

2.3 Quantitative evaluation
The NoW benchmark [2] focuses on extreme viewing angles, facial expressions, and partial occlusions. These methods evaluate error metrics only on a frontal crop of the head and not the entire head. However, to properly evaluate the accuracy of head shape reconstruction, we require 360° scans of the subject’s head. For this purpose we propose using the CoMA [27] dataset which provides FLAME registrations of 3D scans of 12 subjects in 12 challenging expressions, and the LYHM [7] dataset which provides FLAME registrations of 1000 subjects with a neutral expression.

3 Approach
The key idea is grounded in the observation that regardless of scale and crop, viewing angles, expression, and occlusion, the shape parameters must remain the same. Even if the upper part of the head is not visible in the input image, the model should accurately estimate the head shape. We enforce this idea by introducing a dice loss between skin masks of the input and rendered output of our model. However, the rendered output is bald, whereas the input has hair occluding the face leading to inconsistent skin masks and inaccurate dice coefficients. Thus, we remove hair from the input image to make a more fair and robust loss computation. In addition to the dice loss, we crop the input at multiple scale factors and shuffle the resulting shape parameters. This forces the encoder to infer complete head shape from facial features.

3.1 Hair removal
We opt for a deep learning approach using generative adversarial models for removing hair on top of the head. We first experiment with popular image translation methods, then with latent space editing, and finally with inpainting methods as described in this section. The results of these methods are consolidated and compared in Section 4.2.1.

3.1.1 Image translation
**Pix2pix:** Pix2Pix [19] requires paired examples to learn the relation between input and output. Due to non-availability of datasets with hair-bald paired examples, we create an artificial dataset in a commercial 3D modeling software [6] and train the Pix2Pix network on this synthetic dataset. This network architecture comprises of a PatchGAN discriminator with a U-Net generator. We also augment training with an additional identity loss to preserve facial characteristics during translation.

**CycleGAN:** The CycleGAN model is trained on an unpaired collection of photographs from each domain (subjects with hair and without) taken from the CelebA dataset [24]. This network consists of a PatchGAN discriminator and a generator with encoder-decoder architecture. We also introduce an identity loss to preserve facial characteristics during translation.

3.1.2 Latent space editing
For each unique d-dimensional latent code \( z \in \mathbb{R}^d \), a GAN generator \( G \) generates a unique image \( G(z) \). [29] observed that this \( z \) vector encodes information about facial characteristics, and modifying the \( z \) vector would result in the modification of those characteristics in the image. Given a separating hyperplane with unit normal vector \( n \in \mathbb{R}^d \) between latent codes corresponding to specific characteristics, we estimate the perturbation magnitude \( \epsilon \) such that \( z_{new} = z + \epsilon n \), where \( z_{new} \) corresponds to latent code with desired attribute. We estimate \( \epsilon \) by trying to increase the predicted score \( \alpha = f(g(z_{new})) \) of desired attribute, where \( f \) is a Resnet [15] based multi-class classifier which predicts probabilities of different attributes present in the image. In our case, we try to maximize the attribute of baldness. We use [39] to obtain latent codes of images of people with hair and without. This set of latent codes was used to train a linear SVM resulting in the desired separating hyperplane. We use [39] to invert the input image into the latent space of StyleGAN [20]. To further improve the quality of the inversion we introduce the M-SSIM loss [34] which additionally gives a quantifiable metric to measure inversion accuracy.

3.1.3 GAN inpainting
We utilize the hypergraph network architecture [33] for inpainting due to the fact that complex relationship among spatial features of an image can be represented effectively by hyperedges that can connect more than two nodes i.e. spatial features, which a traditional CNN struggles to do due to its limited receptive field. Our task is to remove hair using this network, therefore, we denote hair as the missing region or hole which the inpainting network fills with valid pixels(reconstructed skin and background). Given a source image \( I \) and a binary mask \( M \) of the missing region (1 for holes), the inpainting network fills in the missing pixels and gives as output a coarse reconstruction \( I_{coarse} \) further refined using hypergraph layers to give \( I_{fine} \) using a course and refine network respectively. \( I_{coarse} \) is the final output with hair removed and skin reconstructed to be used for training the 3DMM model. This inpainting network is trained on a dataset of bald people overlayed with random hair masks generated from subjects with hair in the CelebA dataset. The training pipeline is shown in Figure 2. Formally, we minimize

\[
L_{total} = L_{hole} + L_{valid} + L_{adv} + L_{ppl} + L_{edge}. \tag{1}
\]

Where, \( L_{hole} \) and \( L_{valid} \) are photometric losses to enforce consistency in the hole region and non-hole region respectively, \( L_{adv} \) is the adversarial loss between the generator(refine network) and discriminator of the GAN model, \( L_{ppl} \) is the perceptual similarity metric [38], and \( L_{edge} \) is the edge consistency loss [25]. These loss functions are defined as,

\[
L_{hole} = ||M \odot (I_{fine} - I_{gt})||_1 + ||M \odot (I_{coarse} - I_{gt})||_1
\]

\[
L_{valid} = ||(1 - M) \odot (I_{fine} - I_{gt})||_1 + ||(1 - M) \odot (I_{coarse} - I_{gt})||_1
\]

\( L_{hole} \) is the loss on the hole pixels values, and \( L_{valid} \) is the loss on the non-pixels values. The adversarial loss \( L_{adv} \) can be formulated as a min-max problem between the inpainting generator network \( G \) which predicts \( I_{fine} \) and the discriminator \( D \).

\[
L_{adv} = \max_{G} \min_{D} \mathbb{E}_{D}[\log(D(I_{gt}, M))] + \mathbb{E}[\log(1 - D(G(I_{in}, M)))] \tag{2}
\]

[38] demonstrated the effectiveness of deep features as a perceptual similarity metric compared to traditional ones like PSNR [16] which fail to account for many nuances of human perception. The perceptual loss is used to encourage a reconstruction to appear more
We evaluate this loss for the final prediction with three landmarks on top of the head in addition to 68 landmarks with valid pixel set to corresponding pixels of 3.2 Landmark detection

We learn to regress FLAME parameters from a single image using an analysis-by-synthesis approach. Given a 2D image I as input we encode the image into FLAME parameters and use it to synthesize a rendered image I_r using the FLAME decoder and a differentiable renderer, and minimize the error between this image and the input image as shown in Figure 1a. The FLAME parameters consists of 100 shape parameters β, 50 expression parameters ψ, 6 pose parameters θ, 50 albedo parameters α, 3 camera parameters c, and 27 lighting I coefficients. The goal of the reconstruction network is to minimize,

\[
L_{full} = L_{link} + L_{pho} + L_{id} + L_{scale} + L_{dice} + L_{enc} + L_{reg},
\]

with landmark loss \(L_{link}\), photometric loss \(L_{pho}\), identity loss \(L_{id}\), scale consistency loss \(L_{scale}\), dice consistency loss \(L_{dice}\), encoder loss \(L_{enc}\), and regularization \(L_{reg}\).

**Landmark loss:** The landmark loss measures the Manhattan distance between ground truth 2D face landmarks \(I\) and corresponding 3D landmarks \(I'\) on the mesh surface projected on the image plane with weights \(ω_i\).

\[
L_{link} = \sum_{i=1}^{71} ω_i ||I_i - I'_i||_1
\]

**Photometric loss:** The photometric loss computes the discrepancy between the input image \(I\) and the rendered image \(I_r\) in regions specified by a binary skin mask \(M_r\) as,

\[
L_{pho} = ||M_r ⊙ (I - I_r)||_1,
\]

where ⊙ denotes the Hadamard product. This skin mask is computed using a segmentation network [1] built upon a Bisenet [36] architecture and trained on the CelebAMask-HQ [21] dataset. Using the skin mask prevents the influence of occlusions on the loss improving the quality of the reconstructed texture.

**Identity loss:** Regardless of expression, pose or illumination, embeddings from the face recognition network [5] map close to each other for the same identity. We quantify the similarity between the
input image and rendered image as the cosine score between their embeddings $f(I)$ and $f(I')$. We define the loss as

$$L_{ad} = 1 - \frac{f(I) f(I')}{||f(I)||_2 \cdot ||f(I')||_2}. \quad (8)$$

Scale consistency loss: Similar to DECA’s shape consistency and RingNet’s ring loss, we use multiple images of the same person to isolate shape parameters from expression and pose. In the scale consistency loss we crop the input image in $N_i$ different ways ranging from a part of the head not being visible, to the entire head being visible as shown in Figure 3b. These crops are used in the scale consistency loss defined below in tandem with multiple views of the input image. We enforce the fact that these shape parameters should be equal by shuffling shape parameters $\beta$ and $\beta_{ib}$ and minimizing the loss between rendered image and input image similar to Equation 9.

$$L_{enc} = \sum_{\beta, \psi, \alpha, \epsilon} ||p_{in} - p_{out}||^2_2. \quad (11)$$

**Regularization:** We define the regularization loss on shape $\beta$, expression $\psi$, and albedo $\alpha$ parameters as

$$L_{reg} = ||\beta||^2 + ||\psi||^2 + ||\alpha||^2. \quad (12)$$

4 EVALUATION
4.1 Qualitative evaluation

Hair removal: Figure 4 compares the outputs of image translation, latent space editing, and GAN inpainting. The Pix2Pix network which is trained on only synthetic data does not replicate the skin tone of the subject. CycleGAN reconstructs the skin with a more suitable skin tone but superimposes estimated skin on top without removing the hair. Light space editing works better than the previous methods for men but does not extend well to women. Further, editing the attribute of baldness causes the attribute of age to increase along with increasing the masculinity of women by introducing facial hair. Inpainting gives the best results both visually and generalizing the best to in-the-wild images. It successfully removes the hair and reconstructs skin with an accurate texture that seamlessly blends into the rest of the image.

Monocular reconstruction: Figure 5 qualitatively compares our method with PRNet [10], 3DDFA-V2 [14], Deep3DRecon [8], RingNet [28], and DECA [9]. We re-optimize the pose and camera parameters of RingNet and DECA to rigidly align the mesh to match the input image. PRNet, Deep3DRecon, and 3DDFA-V2 do not provide a full head representation while DECA and RingNet geometric shapes have an enlarged head compared to the input image. DECA has better facial details due to the generation of a suitable skin tone but superimposes estimated skin on top without removing the hair. Light space editing works better than the previous methods for men but does not extend well to women. Further, editing the attribute of baldness causes the attribute of age to increase along with increasing the masculinity of women by introducing facial hair. Inpainting gives the best results both visually and generalizing the best to in-the-wild images. It successfully removes the hair and reconstructs skin with an accurate texture that seamlessly blends into the rest of the image.

4.2 Quantitative evaluation

Hair removal: We pass $I$ and $I_b$ through the encoder $E_b$ giving shape parameters $\beta_I$ and $\beta_{ib}$. We enforce the fact that these shape parameters should be equal by shuffling $\beta_I$ and $\beta_{ib}$ and minimizing the loss between rendered image and input image similar to Equation 9.

**Encoder loss:** The previous metrics enforced similarity between the rendered and input image. We also minimize the difference between the encoded FLAME parameters of the rendered image $p_{out}$ and the input image $p_{in}$.

$$L_{enc} = \sum_{\beta, \psi, \alpha, \epsilon} ||p_{in} - p_{out}||^2_2. \quad (11)$$

**Regularization:** We define the regularization loss on shape $\beta$, expression $\psi$, and albedo $\alpha$ parameters as

$$L_{reg} = ||\beta||^2 + ||\psi||^2 + ||\alpha||^2. \quad (12)$$

4.2 Hair removal

We develop a binary hair vs bald classifier with a ResNet [15] architecture trained on the CelebA [24] dataset with an accuracy.
of 98%. We then compare the percentage of correctly classified images that were artificially manipulated as bald. These results are summarised in Table 1. The inpainting network achieves the best accuracy with the classifier and is qualitatively better.

4.2.2 Monocular reconstruction

We compare the accuracy of facial reconstruction with publicly available methods, namely DECA [9], 3DDFA-V2 [14], RingNet [28], PRNet [10], 3DMM-CNN [32] and Deep3DRecon [8] using the NoW benchmark [2] in Table 2, and upper head accuracy on the CoMA [27] and LYHM [7] dataset in Table 4.

**NoW benchmark:** Table 2 and the cumulative error plot in Figure 6 compares our results to other popular reconstruction methods on the NoW test set. We have also shown the influence of different cropping levels in Table 3. Although the dice loss offers lower reconstruction error when the entire head is visible, addition of the scale loss results in a more stable reconstruction.

**Full head benchmark:** Our solution aims to solve the problem of accurate reconstruction of the complete head, whereas the NoW benchmark only evaluates metrics on a tightly cropped portion of the face. Thus, we devise an evaluation scheme based on the CoMA [27] and LYHM [7] dataset. We rigidly align the predicted mesh to the refined ground truth similar to the NoW evaluation and calculate the mean square error on a subset of vertices corresponding to the upper head between the predicted mesh and the ground truth. Table 4 summarises the error metrics.

5 CONCLUSION

We address the challenging problem of accurate monocular head reconstruction without 2D-3D supervision. Existing approaches do not explicitly monitor the overall head, causing ambiguity in its shape. To resolve this, we train a stacked hourglass neural network to detect additional landmarks on top of the head for defining its structure. We augment this with a dice consistency loss between the rendered and input images, enabling us to control the fullness of the face and overall shape when detected landmarks do not perfectly align with facial contours. Since the rendered image does not have hair, we require the subject in the input image to be bald for accurate computation of the overlap degree. After experimenting with image translation, latent space editing, and inpainting methods, we utilise a hypergraph-based inpainting network for hair removal and skin reconstruction. This network also learns to reconstruct ears which were previously occluded by hair in the input images. Future work can use the ears in the reconstruction pipeline to improve the 3D pose and shape accuracy. However, this method can produce minor artifacts in the image, especially when long hair obscures the face or in profile images, suggesting the need to train on a more challenging dataset. Further, we introduce a training method to account for different crops of the input image. However, the scale loss improves
stability at the expense of accuracy, suggesting the need for more varied training data. Our model is built upon FLAME [22] and hence, is compatible with DECA’s [9] displacement map generation pipeline. Model weights corresponding to DECA’s detail network are directly transferable to our model. We present a complete framework that regresses accurate head geometry and facial features from monocular in-the-wild images for use in 3D avatar creation.
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