Strong Converse for the Classical Capacity of the Pure-Loss Bosonic Channel
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Abstract—This paper strengthens the interpretation and understanding of the classical capacity of the pure-loss bosonic channel, first established in [1]. In particular, we first prove that there exists a trade-off between communication rate and error probability if one imposes only a mean photon number constraint on the channel inputs. That is, if we demand that the mean number of photons at the channel input cannot be any larger than some positive number \( N_S \), then it is possible to respect this constraint with a code that operates at a rate \( g(\eta N_S/(1-p)) \) where \( p \) is the code error probability, \( \eta \) is the channel transmissivity, and \( g(x) \) is the entropy of a bosonic thermal state with mean photon number \( x \). Then we prove that a strong converse theorem holds for the classical capacity of this channel (that such a rate-error trade-off cannot occur) if one instead demands for a maximum photon number constraint, in such a way that mostly all of the “shadow” of the average density operator for a given code is required to be on a subspace with photon number no larger than \( nN_S \), so that the shadow outside this subspace vanishes as the number \( n \) of channel uses becomes large. Finally, we prove that a small modification of the well-known coherent-state coding scheme meets this more demanding constraint.
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1. INTRODUCTION

The pure-loss bosonic channel is one of the most important communication channels studied in quantum information theory [2, 3]. It has acquired this elevated status because it is a simple model for free-space communication or transmission over fiber optic cables. Indeed, a normal-mode decomposition of a quantized propagating electromagnetic field in free space leads naturally to a set of orthogonal spatio-temporal modes [2], such that the \( k \)th output mode can be expressed in terms of the \( k \)th input and environment modes as follows:

\[
\hat{b}_k = \sqrt{\eta_k} \hat{a}_k + \sqrt{1 - \eta_k} \hat{e}_k,
\]

where \( \hat{a}_k, \hat{b}_k, \) and \( \hat{e}_k \) are the annihilation operators corresponding to the \( k \)th field mode of the sender, receiver, and environment, respectively. For the pure-loss channel, the environment modes are originally prepared in the vacuum state. The transmissivity parameter \( \eta_k \in [0, 1] \) characterizes
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(roughly) the fraction of photons that make it through one of these channels on average to the receiver, and the state prepared at each environment mode is the vacuum state. When attempting to gain an information-theoretic understanding of free space communication, it is often more convenient and simpler to focus on a single-mode channel of the form given in (1) rather than the full normal mode decomposition, and this is what we refer to as the pure-loss bosonic channel.

If we allow for signal states at the input of the pure-loss bosonic channel that have an arbitrarily large number of photons, then the classical capacity of this channel is infinite. This is because, with infinite-energy signal states, one can space them out in such a way that there are an infinite number of them that are all arbitrarily well distinguishable from one another at the channel output. Thus, in order to have a sensible notion of classical capacity for this channel, we should impose a constraint on the photon number $a^\dagger a$ (or, equivalently, energy $H = a^\dagger a + \frac{1}{2}$ of the signal states). One natural constraint is on the mean photon number—i.e., we demand that the mean number of photons in any codeword transmitted through the channel should be no larger than some number $N_S \geq 0$. With such a constraint, the classical capacity of this channel is equal to $g(\eta N_S)$ [1], where

$$g(x) \equiv (x + 1) \log_2(x + 1) - x \log_2 x$$  \hspace{1cm} (2)

is the entropy of a bosonic thermal state with mean photon number $x$. This result follows from a proof that there exists a coding scheme that can achieve this rate [4] and a matching converse proof that demonstrates that it is impossible to have perfectly reliable communication if the rate exceeds $g(\eta N_S)$ [1].

Although [1] proved that $g(\eta N_S)$ is equal to the classical capacity of the pure-loss bosonic channel, the converse theorem used there is only a “weak converse,” meaning that the upper bound on the rate $R$ of any coding scheme for this channel with error probability $\varepsilon$ is of the following form:

$$R \leq \frac{1}{1 - \varepsilon} \left[ g(\eta N_S) + h_2(\varepsilon) \right],$$  \hspace{1cm} (3)

where $h_2(\varepsilon)$ is the binary entropy, with the property that $\lim_{\varepsilon \to 0} h_2(\varepsilon) = 0$. Thus, in order to establish $g(\eta N_S)$ as the capacity, one really needs to take the limit in (3) as the error probability $\varepsilon \to 0$. This in fact is the hallmark of a weak converse—it leaves room for a trade-off between rate and error and suggests that one might be able to attain a higher communication rate by allowing for some error.

A strong converse theorem demonstrates that there is no such trade-off in the limit of large blocklength. That is, a strong converse theorem holds if the error probability converges to 1 in the limit of many channel uses when the communication rate of a coding scheme exceeds the classical capacity. Thus, such a theorem improves our understanding of the capacity as a sharp dividing line between what communication rates are possible or impossible, and in this sense it is analogous to a phase transition in statistical physics. Furthermore, there are applications of strong converse theorems in establishing security for particular models of cryptography [10].

Several prior works have established the strong converse for the classical capacity of certain quantum channels. There are two independent proofs [11, 12] that the strong converse theorem holds for any discrete memoryless channel with a classical input and finite-dimensional quantum output, so-called “cq-channels.” More generally, it holds for arbitrary finite-dimensional quantum channels with product state encoding [12, 13]. Many years later, it was shown that the strong converse holds for covariant channels for which their maximum output $p$-norm is multiplicative [14].

\[2\] The reader might also consider related works on classical communication over noiseless bosonic channels [5], classical communication over pure-state [6] and general quantum channels [7, 8], and other schemes for decoding the pure-loss bosonic channel [9].
Finally, recent work [15] has shown that the strong converse holds for all entanglement-breaking and Hadamard channels.

**SUMMARY OF RESULTS**

This paper establishes several facts regarding classical communication over the pure-loss bosonic channel:

1. If we demand only that the mean photon number is no larger than some number $N_S \geq 0$, then we show that the strong converse does not hold (see Section 2). We can show that this is the case even if we restrict codewords to be pure states. In some sense, this latter result provides a distinction between the classical and quantum theories of information for continuous variables, but it does bear some similarities with the observations in [16, Theorem 77], and we remark on this point further in Section 2.

2. In light of the above result, we can only hope to prove that the strong converse holds under some alternate photon number constraint. Let $\rho_m$ denote an $n$-mode codeword in a given codebook, so that the average code density operator is given by $\frac{1}{M} \sum_m \rho_m$, where $M$ is the total number of messages. We instead demand that the average code density operator satisfies a maximum photon number constraint, such that it should have a large “shadow” onto a subspace of photon number no more than $\lceil nN_S \rceil$:

   $$\frac{1}{M} \sum_m \text{Tr}\{\Pi_{\lceil nN_S \rceil} \rho_m\} \geq 1 - \delta(n).$$

   (4)

   In the above, $\Pi_{\lceil nN_S \rceil}$ is the projector onto a subspace with photon number no larger than $\lceil nN_S \rceil$ and $\delta(n)$ decreases to 0 with increasing $n$. Under such a constraint, we prove in Section 3 that the strong converse holds for the classical capacity of the pure-loss bosonic channel.

3. Finally, we prove in Section 4 that there exist codes for the pure-loss bosonic channel that meet the constraint in (4) while having an error probability that can be less than an arbitrarily small constant for a sufficiently large number of channel uses. Indeed, we show that the usual coherent state encoding scheme essentially satisfies the constraint.

**2. NO STRONG CONVERSE UNDER A MEAN PHOTON NUMBER CONSTRAINT**

We first prove that a strong converse does not hold for the classical capacity of the pure-loss bosonic channel if we impose only a mean photon number constraint. Indeed, a method for proving the existence of a code that achieves the classical capacity of the pure-loss bosonic channel is first to sample coherent-state codewords independently from a circularly-symmetric complex Gaussian distribution with variance $N_S [1,4]$. Let $|\alpha^n(m)\rangle \equiv |\alpha_1(m)\rangle \otimes \ldots \otimes |\alpha_n(m)\rangle$ denote each of the $n$-mode coherent state codewords (with dependence on the message $m$ explicitly indicated), and let $[M]$ denote a message set of size $M$. Then one can prove that there exists a choice of a codebook such that every codeword in the resulting codebook $\{|\alpha^n(m)\rangle\}_{m \in [M]}$ satisfies the mean photon number constraint. Let $|\beta^n(m)\rangle$ denote the state resulting from sending the codeword $|\alpha^n(m)\rangle$ through the pure-loss bosonic channel, so that

   $$|\beta^n(m)\rangle \equiv |\sqrt{\eta_1} \alpha_1(m)\rangle \otimes \ldots \otimes |\sqrt{\eta_n} \alpha_n(m)\rangle,$$

   (5)

   where $\eta$ is the channel transmissivity parameter. Furthermore, this choice of a codebook is such that the receiver can decode transmitted codewords with arbitrarily high success probability by performing a square-root measurement [6] or a sequential decoding measurement [9], for example. That is, as long as $(\log_2 M)/n \approx g(\eta N_S)$ and the number $n$ of channel uses is sufficiently large,
there exists a measurement \( \{A_m\}_{m \in [M]} \) and a codebook such that
\[
\forall m \in [M] : \text{Tr}\{A_m|\beta^n(m)\rangle\langle\beta^n(m)|\} \geq 1 - \varepsilon,
\]
where \( \varepsilon \) is an arbitrarily small positive number. For finite \( n, M, \) and \( \varepsilon \), we call such a code an \((n,M,\varepsilon)\) code.

### 2.1. No Strong Converse with Mixed-State Codewords

Now, consider a pure-loss bosonic channel with transmissivity parameter \( \eta \) and mean photon number constraint \( N_S \). As we have stated above, the classical capacity of this channel is equal to \( g(\eta N_S) \) [1]. We show that a strong converse theorem cannot hold—our approach is to employ a codebook of the above form at a rate larger than \( g(\eta N_S) \). Indeed, let \( \{|\alpha^n(m)\rangle\}_{m \in [M]} \) now denote a codebook such that each codeword has mean photon number \( P > N_S \), let the rate of the code be \( \frac{\log_2 M}{n} \approx g(\eta P) > g(\eta N_S) \), and let \( \{A_m\}_{m \in [M]} \) be a decoding measurement for this codebook. We then modify the codewords as follows:
\[
\rho(m) \equiv (1 - p)|\alpha^n(m)\rangle\langle\alpha^n(m)| + p(|0\rangle\langle 0|)^n, \tag{6}
\]
where \( p \) is such that \( 0 \leq p \leq 1 \) and \( (1 - p)P = N_S \) and where \( |0\rangle^n \) is the \( n \)-fold tensor product vacuum state. Observe that the mean photon number of each codeword \( \rho(m) \) is equal to \( (1 - p)P = N_S \) (because the vacuum contributes nothing to the photon number). Then the state resulting from transmitting these codewords through the pure-loss bosonic channel is as follows:
\[
(1 - p)|\beta^n(m)\rangle\langle\beta^n(m)| + p(|0\rangle\langle 0|)^n, \tag{7}
\]
with \( |\beta^n(m)\rangle \) defined in the same way as in (5). The success probability for every codeword is as follows:
\[
\text{Tr}\{A_m((1 - p)|\beta^n(m)\rangle\langle\beta^n(m)| + p(|0\rangle\langle 0|)^n)\} \geq (1 - p) \text{Tr}\{A_m|\beta^n(m)\rangle\langle\beta^n(m)|\} \geq (1 - p)(1 - \varepsilon), \tag{8}
\]
simply by using the fact that the decoding measurement \( \{A_m\} \) decodes the codewords \( \{|\beta^n(m)\rangle\} \) with success probability larger than \( 1 - \varepsilon \). Thus, the success probability need not converge to \( 0 \) in the limit of many channel uses if the rate of the code exceeds the classical capacity and we impose only a mean photon number constraint on each codeword in the codebook.

**Remark 1.** There is nothing particularly “quantum” about the above argument except for the fact that we employ mixtures of quantum states as codewords and a quantum measurement for decoding. Indeed, the same argument demonstrates that a strong converse does not hold when we impose only a mean power constraint for each classical codeword transmitted over the classical additive white Gaussian noise channel but allow for probabilistic encodings. That is, for a given codebook where each codeword has mean power \( P \), we can always produce a new codebook such that each codeword is a \((1 - p, p)\) Bernoulli mixture of a codeword from the original codebook and the all-zero signal. One then produces a codebook where each codeword has mean power \((1 - p)P\), and we can violate the strong converse using an argument very similar to the above one. However, if we restrict to deterministic or classical “pure-state” encodings, then a strong converse theorem does hold as is shown in [16].

### 2.2. No Strong Converse with Pure-State Codewords

This section demonstrates an important distinction between the classical and quantum theories of information for continuous variables: we show that a strong converse does not hold when imposing
a mean photon-number constraint and even when we restrict to pure-state codewords (see Remark 1 above). Our argument is similar to the one in the previous section.

We are again considering the pure-loss bosonic channel with transmissivity parameter $\eta$ and mean photon number constraint $N_S$. We will show the existence of a codebook with pure-state codewords, each with mean photon number $N_S$, such that the rate is strictly larger than $g(\eta N_S)$ while the success probability of decoding is bounded from below by a constant number between 0 and 1.

The idea is similar to that in the previous section, except that we make our codewords be superpositions of the following form:

$$|\gamma_p(m)\rangle \equiv \sqrt{1-p} |\alpha^n(m)\rangle |0\rangle + \sqrt{p} |0\rangle \otimes |1\rangle,$$

so that we add just one more mode to send through the channel that has a negligible effect on the parameters of the code (an $(n, M, \varepsilon)$ code becomes an $(n+1, M, \varepsilon)$ code, which is a negligible change for large $n$). This extra mode uses a single photon to purify the state in (6). The mean photon number of the codeword $|\gamma_p(m)\rangle$ is equal to

$$\begin{align*}
\text{Tr}\left\{ \frac{1}{n+1} \sum_{i=1}^{n+1} \hat{a}_i^\dagger \hat{a}_i |\gamma_p(m)\rangle \langle \gamma_p(m)| \right]\}
&= \text{Tr}\left\{ \frac{1}{n+1} \sum_{i=1}^{n+1} \hat{a}_i^\dagger \hat{a}_i [(1-p) |\alpha^n(m)\rangle \langle \alpha^n(m)| \otimes |0\rangle \langle 0| + \sqrt{(1-p)p} |\alpha^n(m)\rangle \langle 0| \otimes |0\rangle \langle 1| \\
&+ \sqrt{(1-p)p} |0\rangle \otimes |1\rangle \langle 0| + p |0\rangle \langle 0| \otimes |1\rangle \langle 1|] \right\}
&= (1-p) \frac{nP}{n+1} + p \frac{1}{n+1}.
\end{align*}$$

Thus, again by tuning $p$ and choosing $n$ large enough, we can set $(1-p) \frac{nP}{n+1} + p \frac{1}{n+1} = N_S$. The receiver operates by tracing over the very last mode, which dephases the outputs to be of the form in (7), and he then uses the decoding measurement for the codebook $\{|\alpha^n(m)\rangle\}$. More explicitly, the receiver measures the $n+1$ output modes with the decoding POVM $\{\Lambda_m \otimes I\}$, where the operators $\Lambda_m$ are the same as those from the previous section (acting on the first $n$ modes) and the identity operator acts on the very last mode. Then we find the following bound on the success probability for every codeword:

$$\text{Tr}\{ (\Lambda_m \otimes I) \mathcal{N}^\otimes (n+1)(|\gamma_p(m)\rangle \langle \gamma_p(m)|) \} = \text{Tr}\{ \Lambda_m \mathcal{N}^\otimes (\rho(m)) \} = \text{Tr}\{ \Lambda_m ( (1-p) |\beta^n(m)\rangle \langle \beta^n(m)| + p |0\rangle \langle 0|^{\otimes n} ) \} \geq (1-p)(1-\varepsilon).$$

The first equality follows from the fact that the channel is completely positive and trace preserving and from the fact that the state $|\gamma_p(m)\rangle$ defined in (10) is a purification of the state $\rho(m)$ defined in (6). The next equality is from the definition of $\rho(m)$. The last inequality follows from the argument in (8) and (9). The resulting code operates at a rate $\approx g(\eta P)$ while meeting the mean photon number constraint. Thus, a strong converse theorem cannot hold for the pure-loss bosonic channel with only a mean photon number constraint and when restricting to pure-state codewords.

Remark 2. The coding scheme given both in this section and the previous one demonstrates that we can achieve a rate-error trade-off of $(g(\eta N_S/(1-p)), p)$ for all $0 \leq p \leq 1$, where $p$ is the error probability and $N_S$ is the mean photon number constraint. This result complements the classical result in [16, Theorem 77]. However, in our case, we have not proved that this trade-off is optimal, merely that it is achievable.
3. STRONG CONVERSE UNDER A MAXIMUM PHOTON NUMBER CONSTRAINT

In this section, we prove that the strong converse holds when imposing a particular maximum photon number constraint. Our approach for proving the strong converse theorem is a simulation-based argument similar to that used in [17–20]. We can illustrate the main idea behind this argument by recalling a simple proof of the strong converse theorem for the noiseless qubit channel [14, 21]. Consider that any scheme for classical communication over \( n \) noiseless qubit channels consists of an encoding of a message \( m \) as a quantum state \( \rho_m \) on \( n \) qubits followed by a decoding measurement \( \{\Lambda_m\} \) to recover the message. Let \( M \) be the total number of messages, so that the rate of the code is \( R \equiv \frac{1}{n} \log_2(M) \). The average success probability of this scheme is bounded as follows:

\[
\frac{1}{M} \sum_m \text{Tr}\{\Lambda_m \rho_m\} \leq \frac{1}{M} \sum_m \text{Tr}\{\Lambda_m\} = M^{-1} 2^n = 2^{-n(R-1)},
\]

where the inequality follows from the operator inequality \( \rho_m \leq I \), which holds for any density operator, and the first equality follows because \( \sum_m \Lambda_m = I \otimes_n \) (the identity operator on \( n \) qubits). Thus, it is clear that if the rate \( R \) exceeds 1, then the average success probability of any communication scheme decreases exponentially fast to 0 with increasing blocklength.

Our proof of the strong converse for the classical capacity of the pure-loss bosonic channel is similar in spirit to the above argument, but it requires some nontrivial additions. First, we show that there is a simple protocol using approximately \( ng(\eta N_S) \) noiseless qubit channels to faithfully simulate the action of \( n \) instances of the pure-loss bosonic channel with transmissivity \( \eta \) when acting on a space with total photon number less than \( n N_S \), such that the simulation error becomes arbitrarily small as \( n \) becomes large. Thus, we can combine this simulation protocol with any classical code \( C \) for the pure-loss bosonic channel in which each codeword has almost all of its “shadow” on a space with total photon number less than \( n N_S \). Letting \( \mathcal{N} \) denote the pure-loss bosonic channel, we can phrase this simulation argument in the language of resource inequalities [22] as follows:

\[
g(\eta N_S)[q \rightarrow q] \geq \langle \mathcal{N} : C \rangle.
\]

The meaning of the above resource inequality is that one can simulate the action of \( n \) instances of the pure-loss bosonic channel on codewords in \( C \) by exploiting noiseless qubit channels at a rate equal to \( g(\eta N_S) \), and this simulation becomes perfect in the limit as \( n \) becomes large. If one could send classical information over the pure-loss bosonic channel at a rate \( R \) larger than \( g(\eta N_S) \), then it would be possible to serially concatenate the above protocol with a classical coding scheme for the channel \( \mathcal{N} \) and achieve the following resource inequality:

\[
g(\eta N_S)[q \rightarrow q] \geq \langle \mathcal{N} : C \rangle \geq R[c \rightarrow c],
\]

where \( R[c \rightarrow c] \) denotes noiseless classical communication at rate \( R \). Since the above protocol would give a strong violation of the Holevo bound for \( R > g(\eta N_S) \) (in particular, the refinement given in (11)), it must be impossible. In fact, essentially the same argument as in (11) demonstrates that the error probability of the classical communication protocol goes exponentially fast to 1 if the rate \( R \) is strictly larger than the classical capacity of this channel. The figure depicts this simulation argument.
The simulation argument for the strong converse of the classical capacity of the pure-loss bosonic channel with transmissivity \( \eta \in [0, 1] \). If an \( n \)-mode quantum state input to \( n \) uses of the pure-loss bosonic channel has nearly all of its “shadow” on a subspace with photon number no larger than \( nN_S \), then one can simulate this channel with high fidelity on any such input at a rate of \( g(\eta N_S) \) qubits per mode. If it were possible to send classical information over the pure-loss bosonic channel at a rate \( R > g(\eta N_S) \), then Alice and Bob could combine a channel code with the simulation code and violate the Holevo bound. Analyzing this contradiction in more detail allows us to conclude the strong converse theorem. The simulation protocol in the figure begins with Alice encoding a message \( M \) using the channel encoder \( \mathcal{E}_{\text{ch}} \). Alice proceeds to simulate the channel by first actually performing it on all of the input modes and then projecting onto a subspace with photon number no larger than \( \approx n\eta N_S \). This measurement succeeds with high probability and then she can compress the quantum data at the output of the measurement at a rate of \( g(\eta N_S) \) qubits per mode (sending this quantum data over noiseless qubit channels, denoted by “id” in the figure for “identity” channels). Bob then decompresses the quantum data, completing the channel simulation, and he finally decodes the classical message using the channel decoder \( \mathcal{D}_{\text{ch}} \).

Let \( \Pi_L \) denote the projector onto a subspace of \( n \) bosonic modes such that the total photon number is no larger than \( L \):

\[
\Pi_L = \sum_{a_1, \ldots, a_n \text{ such that } \sum_i a_i \leq L} |a_1\rangle\langle a_1| \otimes \cdots \otimes |a_n\rangle\langle a_n|,
\]

where \( |a_i\rangle \) is a photon number state of photon number \( a_i \). We call \( \Pi_L \) the “photon number cutoff projector” in what follows.

We begin by proving two important lemmas.

**Lemma 1.** The rank of the photon number cutoff projector \( \Pi_{[nN_S]} \), where \( \lceil \cdot \rceil \) denotes the ceiling function, is no larger than

\[
2^{n[g(N_S)+\delta]},
\]

where

\[
\delta \geq \frac{1}{n} \left( \log e + \log \left( 1 + \frac{1}{N_S} \right) \right).
\]

(Clearly, we can pick \( \delta \) to be an arbitrarily small positive constant by taking \( n \) to be large enough.)
Proof. Consider that the rank of the photon number cutoff projector is exactly equal to
\[
\sum_{j=0}^{[nNS]} \binom{j + n - 1}{n - 1} = \binom{nNS + n}{n}.
\]
This is because we can enumerate the photon number eigenstates as tuples \((a_1, \ldots, a_n)\) of nonnegative integers such that \(\sum a_i \leq [nNS]\), which equals the number of tuples \((a_0, a_1, \ldots, a_n)\) of \(a_i \geq 0\) such that \(\sum_{i=0}^n a_i = [nNS]\). In other words, we wish to count the unordered partitions of \([nNS]\) into \(n + 1\) nonnegative integer pieces, and these are in turn in one-to-one correspondence with selecting \(n\) “separator” positions in \([nNS] + n\) to break a block of \([nNS] + n\) into \(n + 1\) pieces of positive integer size, which is given by the binomial coefficient on the right-hand side above. Then we can bound the rank of \(\Pi_{[nNS]}\) as follows:
\[
\text{rank } \Pi_{[nNS]} = \sum_{j=0}^{[nNS]} \binom{j + n - 1}{n - 1} = \binom{nNS + n}{n} \\
\leq 2^{([nNS] + n) h_2(n/([nNS] + n))} \\
\leq 2^{n \log(2(NS) + \delta)},
\]
where \(\delta \geq \frac{1}{n} \left( \log e + \log \left(1 + \frac{1}{NS}\right) \right)\). The first line of identities is what we have just argued, and the inequality in the second line is a well-known combinatorial result (see [23, Example 11.1.3]), where \(h_2(p) \equiv -p \log_2 p - (1-p) \log_2 (1-p)\). The last inequality follows from
\[
([nNS] + n) h_2(n/([nNS] + n)) \\
= ([nNS] + n) \left[ - \frac{n}{[nNS] + n} \log \left( \frac{n}{[nNS] + n} \right) - \frac{[nNS]}{[nNS] + n} \log \left( \frac{[nNS]}{[nNS] + n} \right) \right] \\
= -n \log \left( \frac{n}{[nNS] + n} \right) - [nNS] \log \left( \frac{[nNS]}{[nNS] + n} \right) \\
= n \log \left( \frac{[nNS] + n}{n} \right) + [nNS] \log \left( 1 + \frac{n}{[nNS]} \right) \\
\leq n \log \left( NS + 1 \right) + \log e + nNS \log \left( 1 + \frac{1}{NS} \right) + \log \left( 1 + \frac{1}{NS} \right) \\
= ng(NS) + \log e + \log \left( 1 + \frac{1}{NS} \right).
\]
The first few equalities are simple algebra. The first inequality follows from the definition of the ceiling function. The second inequality follows because \(\ln(x + y) \leq \ln(x) + y\) for \(x \geq 1\) and \(y \geq 0\). The last equality uses the definition of \(g(x)\) in (2). \(\triangleq\)

Lemma 2. Let \(\rho^{(n)}\) be a density operator on \(n\) modes such that
\[
\text{Tr} \{\Pi_{[nNS]} \rho^{(n)}\} \geq 1 - \delta_1,
\]
for some small \(\delta_1 > 0\). Then
\[
\text{Tr} \{\Pi_{[n(\eta NS) + \delta_2]} \mathcal{N}^\otimes n (\rho^{(n)})\} \geq 1 - 2 \sqrt{\delta_1} - \delta_1 - \exp\left\{ - (2\delta_2^2 \eta NS) n \right\},
\]
where \(\mathcal{N}^\otimes n\) represents \(n\) instances of the pure-loss bosonic channel with transmissivity \(\eta\), and \(\delta_2\) and \(\delta_3\) are fixed positive constants such that \(0 < \delta_3 \leq \frac{1}{[nNS]} (n\delta_2 - \eta)\) for \(n\) large enough.
Proof. We begin by observing that

$$\text{Tr}\{\Pi_{[n]}(\rho_{[n]})\} \geq \text{Tr}\{\Pi_{[n]}(\rho_{[n]})\} - \|\mathcal{N}^{\otimes n}(\rho_{[n]}) - \mathcal{N}^{\otimes n}(\rho_{[n]}\Pi_{[n]})\|_1$$

which holds for $\Lambda$, $\rho$, and $\sigma$ such that $0 \leq \Lambda \leq I$, $0 \leq \rho, \sigma$, and $\text{Tr}\{\rho\}, \text{Tr}\{\sigma\} \leq 1$. The second inequality follows from the monotonicity of trace distance under quantum operations. The third inequality is a consequence of the gentle operator lemma \cite{11,24}, which states that the inequality is a consequence of the gentle operator lemma \cite{11,24}, which states that

\begin{equation}
\text{Tr}\{\Lambda \rho\} \geq \text{Tr}\{\Lambda \sigma\} - \|\rho - \sigma\|_1,
\end{equation}

The first inequality is a special case of the inequality

\begin{equation}
\text{Tr}\{\Lambda \rho\} \geq \text{Tr}\{\Lambda \sigma\} - \|\rho - \sigma\|_1,
\end{equation}

which holds for $\Lambda$, $\rho$, and $\sigma$ such that $0 \leq \Lambda \leq I$, $0 \leq \rho, \sigma$, and $\text{Tr}\{\rho\}, \text{Tr}\{\sigma\} \leq 1$. The second inequality follows from the monotonicity of trace distance under quantum operations. The third inequality is a consequence of the gentle operator lemma \cite{11,24}, which states that $\|\rho - \sqrt{\Lambda} \rho \sqrt{\Lambda}\|_1 \leq 2\sqrt{\varepsilon}$ if $\text{Tr}\{\Lambda \rho\} \geq 1 - \varepsilon$ for $0 \leq \varepsilon \leq 1$, $0 \leq \Lambda \leq I$, $\rho \geq 0$, and $\text{Tr}\{\rho\} \leq 1$. Then we can expand $\Pi_{[n]}(\rho_{[n]}\Pi_{[n]})$ in the number-state basis as follows:

\begin{equation}
\sum_{a^n,b^n} \rho_{a^n,b^n} |a^n\rangle \langle b^n|,
\end{equation}

where $a^n \equiv a_1 \ldots a_n$, $b^n \equiv b_1 \ldots b_n$, and $\rho_{[n]} = \sum_{a^n,b^n} \rho_{a^n,b^n} |a^n\rangle \langle b^n|$. Observe that the hypothesis of the theorem is equivalent to

$$\sum_{a^n} \rho_{a^n,a^n} \geq 1 - \delta_1.$$

The remaining term in (12) is equal to

\begin{align}
\text{Tr}\{\Pi_{[n]}(\rho_{[n]}\Pi_{[n]})\} = & \text{Tr}\{\Pi_{[n]}(\rho_{[n]}\Pi_{[n]})\} \otimes I\} U^{\otimes n}(\Pi_{[n]}(\rho_{[n]}\Pi_{[n]}) \otimes |0\rangle \langle 0|^{\otimes n})(U^{\dagger})^{\otimes n}\}
\end{align}

where $U$ is the unitary transformation corresponding to a beamsplitter with transmissivity $\eta$. Now, we briefly recall how a beamsplitter of transmissivity $\eta$ acts on the joint state $|n\rangle_A|0\rangle_E$:

\begin{align}
|n\rangle_A|0\rangle_E = & \frac{(\hat{a}^{\dagger})^n}{\sqrt{n!}} |0\rangle_A|0\rangle_E \\
\rightarrow & \frac{(\sqrt{\eta} \hat{a}^{\dagger} + \sqrt{1 - \eta} \hat{c}^{\dagger})^n}{\sqrt{n!}} |0\rangle_A|0\rangle_E \\
= & \frac{1}{\sqrt{n!}} \sum_{k=0}^{n} \binom{n}{k} \sqrt{\eta^k (1 - \eta)^{n-k}} |k\rangle_A|n-k\rangle_E
\end{align}
so that

\[
U^\otimes n(a^n\langle b^n| \otimes |0\rangle \otimes |0\rangle^\otimes n)(U^\dagger)^\otimes n
\]

\[
= \sum_{k_1=0}^{\eta_n} \cdots \sum_{k_n=0}^{\eta_n} \sum_{l_1=0}^{\eta_n-1} \cdots \sum_{l_n=0}^{\eta_n-1} \left[ \frac{a_1}{k_1} \cdots \frac{a_n}{k_n} \frac{b_1}{l_1} \cdots \frac{b_n}{l_n} \right] 
\times \sqrt{\eta_{\text{in}}} \sqrt{1-\eta_{\text{in}}} \sum_{i=1}^{\eta_n} a_{i-k_i+b_i-l_i} \langle k_1|l_1|A_1 \otimes \cdots \otimes |k_n|l_n|A_n
\]

\[
\otimes |a_1-k_1\rangle|b_1-l_1|E_1 \otimes \cdots \otimes |a_n-k_n\rangle|b_n-l_n|E_n.
\]

To evaluate the trace in (14), we can perform it with respect to the number basis, calculating

\[
\sum \rho_{a^n,b^n}
\]

\[
\sum_{i} a_i, \sum_{i} b_i \leq \lfloor nN_S \rfloor
\]

\[
\times \sum_{c_i \leq \lfloor n(nN_S+\delta_2) \rfloor} \langle a^n|B^n|d^n\rangle |B^n\rangle |a^n\rangle \otimes \langle 0| \otimes |0\rangle^\otimes n(U^\dagger)^\otimes n |c^n\rangle |B^n|d^n\rangle E^n
\]

as

\[
\sum \rho_{a^n,b^n}
\]

\[
\sum_{i} a_i, \sum_{i} b_i \leq \lfloor nN_S \rfloor
\]

\[
\times \sum_{c_i \leq \lfloor n(nN_S+\delta_2) \rfloor} \langle a^n|B^n|d^n\rangle |B^n\rangle |a^n\rangle \otimes \langle 0| \otimes |0\rangle^\otimes n(U^\dagger)^\otimes n |c^n\rangle |B^n|d^n\rangle E^n
\]

\[
\times \sqrt{\eta_{\text{in}}} \sqrt{1-\eta_{\text{in}}} \sum_{i=1}^{\eta_n} a_{i-k_i+b_i-l_i} \langle c_1|k_1\rangle|l_1|c_1|A_1 \times \cdots \times \langle c_n|k_n\rangle|l_n|c_n|A_n
\]

\[
\times \langle d_1|a_1-k_1\rangle|b_1-l_1|d_1|E_1 \times \cdots \times \langle d_n|a_n-k_n\rangle|b_n-l_n|d_n|E_n.
\]

By inspection, the only terms that survive are those for which \(c_i = k_i = l_i\) and \(d_i = a_i-k_i = b_i-l_i\) (and hence \(a_i = b_i\)), leaving the above equal to

\[
\sum \rho_{a^n,b^n} \sum_{k_1=0}^{\eta_n} \sum_{k_n=0}^{\eta_n} \mathcal{I} \left[ \sum_{i=1}^{\eta_n} k_i \leq \lfloor n(nN_S+\delta_2) \rfloor \right]
\]

\[
\times \left( \frac{a_1}{k_1} \cdots \frac{a_n}{k_n} \right) \eta_{\text{in}}^{-\sum_{i=1}^{\eta_n} a_i-k_i} \left( 1-\eta_{\text{in}} \right)^{-\sum_{i=1}^{\eta_n} k_i},
\]

where \(\mathcal{I}[:]\) is the indicator function. To find a lower bound on this expression, first we should realize that

\[
\sum_{k_1=0}^{\eta_n} \sum_{k_n=0}^{\eta_n} \mathcal{I} \left[ \sum_{i=1}^{\eta_n} k_i \leq \lfloor n(nN_S+\delta_2) \rfloor \right] \left( \frac{a_1}{k_1} \cdots \frac{a_n}{k_n} \right) \eta_{\text{in}}^{-\sum_{i=1}^{\eta_n} a_i-k_i} \left( 1-\eta_{\text{in}} \right)^{-\sum_{i=1}^{\eta_n} k_i}
\]

is equal to 1 whenever \(\sum a_i \leq \lfloor n(nN_S+\delta_2) \rfloor\) because, in such a case, we are guaranteed that

\[
\sum_{i=1}^{\eta_n} k_i \leq \lfloor n(nN_S+\delta_2) \rfloor.
\]

Thus, we should focus on the case in which

\[
\lfloor n(nN_S+\delta_2) \rfloor \leq \sum_{i=1}^{\eta_n} a_i \leq \lfloor nN_S \rfloor.
\]
However, the expression in (16) is related to the probability that the average of a large number of independent Bernoulli random variables is no larger than the mean of these random variables plus a small offset. That is, after defining the i.i.d. Bernoulli random variables $X_{i,j}$ each with parameter $\eta$, such that the binomial random variable $K_i = \sum_j X_{i,j}$, we find that the expression above is equal to

$$\Pr\left\{ \sum_{i,j} X_{i,j} \leq \lceil n(\eta N_S + \delta_2) \rceil \right\} \geq \Pr\left\{ \sum_{i,j} X_{i,j} \leq S(\eta + \delta_3) \right\},$$

(17)

where $S \equiv \sum_i a_i$ is the total number of these Bernoulli random variables (total number of photons), and the inequality in (17) follows from

$$\lceil n(\eta N_S + \delta_2) \rceil \geq n(\eta N_S + \delta_2)$$

$$= n\eta N_S + n\delta_2$$

$$\geq \eta(\lfloor nN_S \rfloor - 1) + n\delta_2$$

$$\geq \lfloor nN_S \rfloor(\eta + \delta_3)$$

$$\geq S(\eta + \delta_3),$$

where for large enough $n$ we can choose a constant $\delta_3$ such that $0 < \delta_3 \leq \frac{1}{nN_S}(n\delta_2 - \eta)$. We can then apply the Hoeffding concentration bound [25, 26] to conclude that (17) is larger than

$$1 - \exp\{-2\delta_3^2 S\} \geq 1 - \exp\{-2\delta_3^2 \eta n N_S\},$$

where the inequality follows from the assumption that $S \geq \lceil n(\eta N_S + \delta_2) \rceil \geq n\eta N_S$. Then this last expression converges to 1 exponentially fast with increasing $n$. Thus, it follows that the expression in (15) is larger than

$$(1 - \delta_1)(1 - \exp\{-2\delta_3^2 \eta N_S\}) \geq 1 - \delta_1 - \exp\{-2\delta_3^2 \eta N_S\}.$$

Combining the above inequality with the one in (12) gives the statement of the lemma. △

With Lemmas 1 and 2 in hand, we can now easily prove the strong converse by an approach similar to that in (11). Indeed, let $\rho_m$ be the codewords of any code for the pure-loss bosonic channel with transmissivity $\eta$ such that the average codeword density operator has a large projection onto a space with total photon number less than $\lceil n N_S \rceil$:

$$\frac{1}{M} \sum_m \Tr\{ \Pi_{\lceil n N_S \rceil} \rho_m \} \geq 1 - \delta_1(n),$$

(18)

where $\delta_1(n)$ is a function decreasing to 0 with increasing $n$. Let $\{\Lambda_m\}$ denote a decoding POVM acting on the output space of $n$ instances of the pure-loss bosonic channel.

**Theorem 1** (strong converse). *The average success probability of any code satisfying (18) is bounded as follows:

$$\frac{1}{M} \sum_m \Tr\{ \Lambda_m \Lambda_m^{\otimes n}(\rho_m) \} \leq 2^{-n(R - g(\eta N_S) - \delta_2 - \delta)} + 2\sqrt{\delta_1(n) + \exp\{-2\delta_3^2 \eta N_S\} n} + 2\sqrt{\delta_1(n)},$$

where

$\Lambda_m^{\otimes n}(\rho_m)$

represents the joint density operator of $n$ instances of the pure-loss bosonic channel.

---

3 A nice physical interpretation here is that each of the $\sum_i a_i$ i.i.d. Bernoulli random variables corresponds to a single photon that has probability $\eta$ of making it through the beamsplitter.
where $\mathcal{N}^\otimes n$ denotes $n$ instances of the pure-loss bosonic channel, $\delta$ is defined in Lemma 1 (with $N_S$ replaced by $\eta N_S$), $\delta_1(n)$ is defined in (18), $\delta_2$ is an arbitrarily small positive constant, and $\delta_3$ is defined in Lemma 2. Thus, if $R > g(\eta N_S)$, then we can pick $\delta_2$ and $\delta$ small enough such that $R > g(\eta N_S) + \delta_2 + \delta$, and it follows that the success probability of any family of codes satisfying (18) decreases to 0 in the limit of large $n$.

**Proof.** Consider that

$$\frac{1}{M} \sum_m \text{Tr}\{\Lambda_m \mathcal{N}^\otimes n(\rho_m)\} \leq \frac{1}{M} \sum_m \text{Tr}\{\Lambda_m \Pi_{[n(\eta N_S + \delta_2)]} \mathcal{N}^\otimes n(\rho_m) \Pi_{[n(\eta N_S + \delta_2)]}\}$$

$$+ \frac{1}{M} \sum_m \|\mathcal{N}^\otimes n(\rho_m) - \Pi_{[n(\eta N_S + \delta_2)]} \mathcal{N}^\otimes n(\rho_m) \Pi_{[n(\eta N_S + \delta_2)]}\|_1$$

$$\leq \frac{1}{M} \sum_m \text{Tr}\{\Pi_{[n(\eta N_S + \delta_2)]} \Lambda_m \Pi_{[n(\eta N_S + \delta_2)]} \mathcal{N}^\otimes n(\rho_m)\}$$

$$+ 2\sqrt{\delta_1(n)} + \exp\{-2\delta_3^2 \eta N_S\} n + 2\sqrt{\delta_1(n)}.$$

The first inequality is a consequence of (13). The second inequality follows from a variation of the gentle operator lemma which holds for ensembles [11,24]. That is, for an ensemble $\{p_X(x), \rho_x\}$ for which $\sum_x p_X(x) \text{Tr}\{\Lambda \rho_x\} \geq 1 - \varepsilon$ for $0 \leq \varepsilon \leq 1$, the inequality

$$\sum_x p_X(x) \|\rho_x - \sqrt{\Lambda} \rho_x \sqrt{\Lambda}\|_1 \leq 2\sqrt{\varepsilon}$$

holds. We apply this along with Lemma 2 and the assumption in (18) to arrive at the second inequality. Focusing on the first term in the last expression, we find the following upper bound by a method similar to that in (11):

$$\frac{1}{M} \sum_m \text{Tr}\{\Pi_{[n(\eta N_S + \delta_2)]} \Lambda_m \Pi_{[n(\eta N_S + \delta_2)]} \mathcal{N}^\otimes n(\rho_m)\}$$

$$\leq \frac{1}{M} \sum_m \text{Tr}\{\Pi_{[n(\eta N_S + \delta_2)]} \Lambda_m \Pi_{[n(\eta N_S + \delta_2)]}\}$$

$$= M^{-1} \text{Tr}\{\Pi_{[n(\eta N_S + \delta_2)]}\}$$

$$\leq 2^{-n(R-g(\eta N_S)-\delta_2)}.$$

Here, the first inequality follows because $\|\mathcal{N}^\otimes n(\rho_m)\|_\infty \leq 1$. The following equality holds because $\sum_m \Lambda_m = I$, and the last inequality follows from Lemma 1. Putting everything together, we arrive at the bound in the statement of the theorem. $\triangle$

### 4. CAPACITY-ACHIEVING CODES MEETING THE MAXIMUM PHOTON NUMBER CONSTRAINT

The demand in (18) seems like it is somewhat stringent. That is, do there actually exist capacity-achieving codes for the pure-loss bosonic channel that meet this constraint while being a reliable scheme for communication?

This final section argues that there exist codes for the pure-loss bosonic channel that meet the following two constraints:

1. The maximum photon number constraint in (18) is satisfied with $\delta_1(n)$ a function exponentially decreasing to 0 in $n$;
2. The error probability is less than an arbitrarily small constant for sufficiently large $n$.

Thus, our development here is a refinement of the coding theorem given in [1,4].
To be precise, for a given code, we would like the following two conditions to hold
\[ \frac{1}{M} \sum_m \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \rho_m\} \geq 1 - \delta_1(n), \]  
\[ \frac{1}{M} \sum_m \text{Tr}\{A_m \mathcal{N}_{\otimes n}(\rho_m)\} \geq 1 - \varepsilon, \]
for an arbitrarily small positive number \( \varepsilon \) and sufficiently large \( n \). In order to prove the existence of codes satisfying these two constraints, we pick codewords as coherent states according to a complex Gaussian distribution (the same approach as was given in \([1]\), following \([4]\)). Then we can analyze the probability that the constraints \((E_1)\) and \((E_2)\) above are not met for a randomly chosen code:
\[
\Pr\{(E_1 \cap E_2)^c\} \leq \Pr\{E_1^c\} + \Pr\{E_2^c\} \\
= \Pr\{1 - \frac{1}{M} \sum_m \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \rho_m\} > \delta_1(n)\} + \Pr\{1 - \frac{1}{M} \sum_m \text{Tr}\{A_m \mathcal{N}_{\otimes n}(\rho_m)\} > \varepsilon\} \\
\leq \frac{1}{\delta_1(n)} \mathbb{E}\left\{1 - \frac{1}{M} \sum_m \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \rho_m\}\right\} + \frac{1}{\varepsilon} \mathbb{E}\left\{1 - \frac{1}{M} \sum_m \text{Tr}\{A_m \mathcal{N}_{\otimes n}(\rho_m)\}\right\}. \tag{19}
\]
The first inequality is a consequence of the union bound, and the second follows from the Markov inequality. We know that for every constant \( \varepsilon^2 \), the expectation of the average error probability of a randomly chosen code is less than \( \varepsilon^2 \) as long as the rate is no larger than \( g(\eta N_S) \) and \( n \) is sufficiently large \([6, 9]\). This means that
\[
\mathbb{E}\left\{1 - \frac{1}{M} \sum_m \text{Tr}\{A_m \mathcal{N}_{\otimes n}(\rho_m)\}\right\} \leq \varepsilon^2. \tag{20}
\]
We can analyze the other term in \((19)\) as follows:
\[
\mathbb{E}\left\{1 - \frac{1}{M} \sum_m \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \rho_m\}\right\} = 1 - \frac{1}{M} \sum_m \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \mathbb{E}\{\rho_m\}\}. \tag{21}
\]
The expected density operator \( \mathbb{E}\{\rho_m\} \) is a thermal state of mean photon number \( N'_S = N_S - \delta \), since we are choosing codewords as coherent states according to a complex Gaussian distribution with variance \( N'_S \):
\[
\mathbb{E}\{\rho_m\} = \theta(N'_S)^{\otimes n},
\]
where
\[
\theta(N'_S) \equiv \int d^2 \alpha \frac{1}{\pi N'_S} \exp\{-|\alpha|^2/N'_S\} |\alpha\rangle \langle \alpha| = \frac{1}{N'_S + 1} \sum_{l=0}^{\infty} \left( \frac{N'_S}{N'_S + 1} \right)^l |l\rangle \langle l|.
\]
Observe that the distribution of a thermal state with respect to the photon number basis is a geometric distribution with mean \( N'_S \). Then \((21)\) reduces to
\[
1 - \frac{1}{M} \sum_m \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \mathbb{E}\{\rho_m\}\} = 1 - \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \theta(N'_S)^{\otimes n}\}.
\]
Finally, the expression \( 1 - \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \theta(N'_S)^{\otimes n}\} \) is equal to the probability that the average of a large number of independent geometric random variables deviates from their mean by more than \( \delta \), which is exponentially decreasing in \( n \) as
\[
1 - \text{Tr}\{\Pi_{\lfloor nN_S\rfloor} \theta(N'_S)^{\otimes n}\} \leq [C(\delta, N'_S)]^n,
\]
where \( C(\delta, N'_S) \) is a constant depending on \( \delta \) and \( N'_S \).
where \( C(\delta, N'_S) \) is a constant strictly less than 1 (see the Appendix for an explicit proof). Thus, we can choose \( \delta_1(n) = C(\delta, N'_S)(n/2) \) (for example) and combine the above bound with (19) and (20) to arrive at the following upper bound:

\[
\Pr\{(E_1 \cap E_2)\} \leq [C(\delta, N'_S)](n/2) + \varepsilon.
\]

Hence, for \( n \) large enough and since \( \delta \) can be an arbitrarily small positive constant, this proves the existence of a code that satisfies the two constraints given at the beginning of this section with a rate equal to \( g(\eta N_S) \). (In fact, the overwhelming fraction of codes selected in this way satisfy these constraints for sufficiently large \( n \), while operating at the aforementioned rate.)

5. CONCLUSION

This paper has broadened the understanding of the classical capacity of the pure-loss bosonic channel by determining conditions under which a strong converse theorem can and cannot hold. First, we proved that there is a rate-error trade-off whenever there is only a mean photon number constraint on codewords input to the channels, so that a strong converse theorem does not hold under such a constraint. One can even use pure-state codewords to achieve this trade-off, which is an important distinction between the classical and quantum theories of information for continuous variables. Next, we proved that a strong converse theorem holds under a particular maximum photon number constraint. Our proof was a simulation-based argument: we first showed that it is possible to faithfully simulate the action of \( n \) instances of the pure-loss bosonic channel with transmissivity parameter \( \eta \in [0,1] \) at a rate of \( g(\eta N_S) \) whenever it is guaranteed that the input to the channel has nearly all of its shadow on a subspace having no more than \( nN_S \) photons. By concatenating a channel code with the simulation code, we showed that it would be possible to strongly violate the Holevo bound if one could send classical data over the pure-loss bosonic channel at a rate \( R > g(\eta N_S) \). Finally, we refined the coding theorem of [4] and [1] to show that there exist coherent-state codes that achieve the classical capacity while satisfying our maximum photon number constraint.

The first author is grateful to the quantum information theory group at the Universitat Autònoma de Barcelona for hosting him for a research visit in April–May 2013, during which some of the work for this research was completed. He is also grateful to the quantum information groups at MIT and Raytheon BBN Technologies for hosting him as a visitor during June–August 2013.

APPENDIX

Here we detail an explicit proof of the following bound:

\[
\Pr\left\{ \frac{1}{n} \sum_{i=1}^{n} Z_i \geq \mu + \delta \right\} \leq [C(\delta, p)]^n,
\]

where \( C(\delta, p) \) is a constant strictly less than 1, \( \delta > 0 \), and each \( Z_i \) is an independent geometric random variable with mean \( \mu = \frac{p}{1-p} \) and probability mass function \( \Pr\{Z_i = k\} = p^k(1 - p) \) for \( k \in \{0, 1, 2, \ldots\} \). For this purpose, we use the well-known “Bernstein trick” (exponential moment method) [26], according to which

\[
\Pr\left\{ \frac{1}{n} \sum_{i=1}^{n} Z_i \geq \mu + \delta \right\} \leq \inf_{t>0} \left( \frac{\mathbb{E}\{\exp\{tZ\}\}}{\exp\{t(\mu + \delta)\}} \right)^n.
\]
Thus, we just need to find a $t$ for which $\mathbb{E}\{\exp(tZ)\} < \exp(t(\mu + \delta))$. The moment generating function $\mathbb{E}\{\exp(tZ)\}$ of a geometric random variable is

$$\mathbb{E}\{\exp(tZ)\} = \frac{1 - p}{1 - pe^t},$$

where we require $t$ to be chosen so that $pe^t < 1$ (i.e., $t < -\ln p$) in order to ensure convergence of $\mathbb{E}\{\exp(tZ)\}$. Setting $x = e^t$, our problem is to find a value of $x$ for which

$$\frac{1 - p}{1 - px} < x^{p/(1-p)+\delta}.$$

At $x = 1$, the left-hand side is equal to the right-hand side, and taking derivatives, we find that

$$\frac{\partial}{\partial x} \left[ \frac{1 - p}{1 - px} \right]_{x=1} = \frac{p}{1 - p},$$

while

$$\frac{\partial}{\partial x} \left[ x^{p/(1-p)+\delta} \right]_{x=1} = \frac{p}{1 - p} + \delta.$$

It holds that

$$\frac{p}{1 - p} < \frac{p}{1 - p} + \delta,$$

so we can conclude that $x^{p/(1-p)+\delta}$ is growing faster than $\frac{1 - p}{1 - px}$ in a neighborhood of 1, so that there exists a value of $x < 1/p$ (and thus $t$) such that

$$\frac{\mathbb{E}\{\exp(tZ)\}}{\exp(t(\mu + \delta))} < 1.$$

Then we set $C(\delta, p) = \mathbb{E}\{\exp(tZ)\}/\exp(t(\mu + \delta))$ for this value of $t$. 
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