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ROGUE WAVES IN A RESONANT ERBIUM-DOPED FIBER SYSTEM WITH HIGHER-ORDER EFFECTS
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ABSTRACT. We mainly investigate a coupled system of the generalized nonlinear Schrödinger equation and the Maxwell-Bloch equations which describes the wave propagation in an erbium-doped nonlinear fiber with higher-order effects including the forth-order dispersion and quintic non-Kerr nonlinearity. We derive the one-fold Darboux transformation of this system and construct the determinant representation of the $n$-fold Darboux transformation. Then the determinant representation of the $n$th new solutions $(E^{[n]}, p^{[n]}, \eta^{[n]})$ which were generated from the known seed solutions $(E, p, \eta)$ is established through the $n$-fold Darboux transformation. The solutions $(E^{[n]}, p^{[n]}, \eta^{[n]})$ provide the bright and dark breather solutions of this system. Furthermore, we construct the determinant representation of the $n$th-order bright and dark rogue waves by Taylor expansions and also discuss the hybrid solutions which are the nonlinear superposition of the rogue wave and breather solutions.
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1. INTRODUCTION

Recently, the long haul optical communication has attracted considerable interest of scientists around the world. But the efficiency of propagation of optical communication is still not very well. There are two important reasons, one is because of the dispersion, the other is due to the attenuation. In telecommunications, what we are interested is the variation of group velocity with frequency, because the absolute wave phase is often not important while the propagation of pulses is important. The dispersion makes the spread of the optical pulse temporally and may lead to the falling of the energy on the next bit slot. The dispersion is the linear effect for the propagation of optical pulse in fibers. The attenuation results from the optical losses which are the inherent feature of the optical fiber. The optical losses also cause the vanishing of the optical pulse due to the absorption and scattering [1].
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What is important for the propagation of optical pulses in optical fibers is the nonlinear effect. The optical fiber behaves nonlinearity when the intensity of the optical pulse exceeds a certain threshold value. The most crucial effect is the self-phase modulation (SPM). While traveling in fibers, an optical pulse will induce a varying refractive index of the fiber due to the Kerr effect. This variation in refractive index will produce a phase shift in the pulse which leads to a change of the pulse’s frequency spectrum. The spectral broadening process of SPM can balance with the temporal compression due to the anomalous dispersion and reach an equilibrium state when the pulse is of adequate intensity. The resulting pulse is called an optical soliton \(^2\). The possibility of the propagation of optical solitons which are governed by the nonlinear Schrödinger (NLS) equation was firstly introduced by Hasegawa and Tappert in 1973 \(^3\)\(^4\). Mollenauer et al. observed experimental solitons in low-loss fiber in 1980 \(^5\). Another momentous nonlinear effect is the self-induced transparency (SIT). The SIT means that the coherent absorption and re-emission of pulses make the two-level medium optically transparent to this wavelength when the energy difference between the two levels of the medium matches with the optical wavelength. The optical pulse can be amplified and reshaped by passing through an active zone doped with resonant atoms like the erbium. The resonant interaction can neutralize the optical losses in fibers. McCall and Hahn put forward SIT solitons in a two-level resonant system in 1967, which is usually described by the Maxwell-Bloch (MB) equations \(^6\).

Considering the optical fiber doped with resonant materials such as the erbium, which is governed by a coupled system of the NLS equation and the MB equations, the optical pulses satisfy both the NLS equation and the MB equations. It is necessary to amplify the optical pulses because of the decaying in the process of the propagation in fibers. In 1983 Maimistov and Manykin firstly proposed the NLS-MB system \(^7\), after that Nakazawa and his cooperators observed SIT solitons in an erbium-doped silica fiber in 1991 \(^8\) and more studies about the NLS-MB can be seen in Refs. \(^9\)\(^–\)\(^12\).

Mitschke and Mollenauer found that the observed solitons in experiments did not match with the theoretical properties \(^13\). The propagation equation approximated to a second-order dispersion (group velocity dispersion) with a cubic Kerr nonlinearity (SPM). This leads to the difference between the experimentally observed soliton and NLS soliton in normal fibers. The difference resulted from the additional perturbation of higher order effects such as the higher-order dispersion, self steepening and higher-order nonlinear effects. Therefore the same difference will appear, if one experimentally studies the NLS-MB soliton in erbium-doped optical fibers. So it is necessary to investigate the propagation equation with higher-order effects. The generalized nonlinear Schrödinger (GNLS) equation is derived by Porsezian and his partners \(^14\). The coupled generalized nonlinear Schrödinger and Maxwell-Bloch(GNLS-MB) system is
described as \[15,16\]

\[E_z = i(E_{tt} + 2|E|^2E) + i\tau(E_{ttt} + 8|E|^2E_{tt} + 2E^2E^*_t
+ 6E^*E^2_t + 4|E_t|^2E + 6|E|^4E) + 2\rho,\]  
\[(1.1a)\]

\[p_t = 2i\omega p + 2E\eta,\]  
\[(1.1b)\]

\[\eta_t = -(Ep^* + pE^*),\]  
\[(1.1c)\]

where subscripts \(z, t\) denote as partial derivatives with respect to the distance and time, the asterisk symbol as the complex conjugate, \(E\) as the normalized slowly varying amplitude of the complex field envelope, \(p = v_1v_2^*\) as the polarization, and \(\eta = |v_1|^2 - |v_2|^2\) as the population inversion with \(v_1\) and \(v_2\) representing the wave functions of the two energy levels of the resonant atoms, \(\omega\) as the frequency. The more crucial reason to study the above system in this paper is because of the existence of the quintic non-Kerr nonlinear term which is more significant than the cubic Kerr nonlinearity because the non-Kerr nonlinearity is responsible for the stability of localized solutions \[17\] \[18\].

In recent years, comparing with solitons, the study on rogue waves in optics has also attracted considerable research due to their potential applications in different branches of physics. The study started from the pioneering measurement of Solli et al. by analyzing super-continuum generations in optical fibers \[19\]. The rogue waves appear from nowhere and disappear without a trace, which is the description of the characteristics of rogue waves \[20\]. The rogue wave occurs for the modulation instability (MI) \[21-25\]. One of the possible generating mechanisms for rogue waves is the creation of breathers, then the larger rogue waves can be generated when two or more breathers collide \[26\]. The research on rogue waves has made many achievements among which Akhmediev has reported the recent progress in investigating optical rogue waves in Ref. \[27\].

To the best of our knowledge, there are few people to study the GNLS-MB system in the Eq. (1.1) so far. The solitons and breather solutions of the GNLS-MB system have been partly established in Ref. \[16\], but the rogue waves of this system is still not reported by anybody. We will construct the determinant representation of the \(n\)-fold Darboux transformation of the GNLS-MB system, which is similar to the NLS-MB system \[12\] and H-MB system \[28-30\]. Then the \(nth\)-order rogue waves of the three optical fields will be given by determinants. Moreover, the \(p\) and \(\eta\) are found to be dark rogue waves.

The paper is organized as follows. In Section 2 the Lax pair of the GNLS-MB system is recalled, and we derive the one-fold Darboux transformation of the GNLS-MB system. In Section 3 the determinant representation of the \(n\)-fold Darboux transformation and formulas of \((E^{[n]}, p^{[n]}, \eta^{[n]})\) are expressed. In Section 4 the bright and dark breather solutions are generated.
from periodic seed solutions. In Section 5, we construct the determinant representation of the
nth-order rogue wave by applying Taylor expansions and discuss the effects of parameter \( \tau \) on
the rogue wave solutions. Additionally, we discuss the hybrid solutions which are the nonlinear
superposition of the rogue wave and breather solutions. Finally, we summarize the results in
Section 6.

2. Lax pair and the one-fold Darboux transformation

In this section, we will derive the one-fold Darboux transformation of the GNLS-MB system
in the Eq. (1.1) of which the Lax pair is

\[
\begin{aligned}
\Psi_t &= U \Psi, \\
\Psi_z &= V \Psi,
\end{aligned}
\]

where

\[
\Psi = \begin{pmatrix}
\Psi_1(\lambda; t, z) \\
\Psi_2(\lambda; t, z)
\end{pmatrix},
\]

\[
U = -i\lambda \sigma_3 + U_0,
\]

\[
V = \lambda^4 V_4 + \lambda^3 V_3 + \lambda^2 V_2 + \lambda V_1 + V_0 + \frac{i}{\lambda + \omega} V_{-1},
\]

\[
\sigma_3 = \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}, 
\]

\[
U_0 = \begin{pmatrix}
0 & E \\
-E^* & 0
\end{pmatrix},
\]

\[
V_4 = 8i\tau \sigma_3, 
\]

\[
V_3 = -8\tau U_0,
\]

\[
V_2 = \begin{pmatrix}
-2i - 4i\tau |E|^2 & -4i\tau E_t \\
-4i\tau E_t^* & 2i + 4i\tau |E|^2
\end{pmatrix},
\]

\[
V_1 = \begin{pmatrix}
2\tau E^* E_t - 2\tau EE_t^* & 2E + 4\tau |E|^2 E + 2\tau E_{tt} \\
-2E^* - 4\tau |E|^2 E^* - 2\tau E_{tt}^* & -2\tau E^* E_t + 2\tau EE_t^*
\end{pmatrix},
\]

\[
V_0 = \begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & -a_{11}
\end{pmatrix}, 
\]

\[
V_{-1} = \begin{pmatrix}
\eta & -p \\
-p^* & -\eta
\end{pmatrix},
\]

with

\[
a_{11} = i|E|^2 + 3i\tau |E|^4 - i\tau |E_t|^2 + i\tau E^* E_{tt} + i\tau EE_{tt}^*,
\]

\[
a_{12} = iE_t + 6i\tau |E|^2 E_t + i\tau E_{tt},
\]

\[
a_{21} = iE_t^* + 6i\tau |E|^2 E_t^* + i\tau E_{tt}^*.
\]

Here \( \lambda \) is a complex parameter.
Basing on the Darboux transformation for the Ablowitz-Kaup-Newell-Segur (AKNS) system \[31\], we consider the following transformation of the Eq. (1.1),

\[ \Psi^{[1]} = T_1 \Psi = (\lambda I + S)\Psi, \] (2.3)

where

\[ T_1 = \lambda I + S, \]

\[ I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad S = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix}, \]

such that

\[ \Psi^{[1]}_t = U^{[1]} \Psi^{[1]}, \] (2.4a)
\[ \Psi^{[1]}_z = V^{[1]} \Psi^{[1]}. \] (2.4b)

Here \( U^{[1]} \), \( V^{[1]} \) depend on \( E^{[1]} \), \( p^{[1]} \), \( \eta^{[1]} \), \( \lambda \) and they have the same form as \( U \) and \( V \) by replacing \( E \), \( p \), \( \eta \) by \( E^{[1]} \), \( p^{[1]} \), \( \eta^{[1]} \). In order to make the Eq. (2.4) invariant under the transformation (2.3), the \( T_1 \) must satisfy

\[ T_{1t} + T_1 U = U^{[1]} T_1, \] (2.5a)
\[ T_{1z} + T_1 V = V^{[1]} T_1. \] (2.5b)

By comparing the coefficient of \( \lambda^i \) (\( i = 0, 1, 2 \)) on both sides of the Eq. (2.5a), we have

\[ E^{[1]} = E + 2i S_{12}, \quad S_{21} = -S_{12}^*, \] (2.6a)
\[ S_t = [U_0, S] + i[\sigma_3, S]S. \] (2.6b)

On the other hand, by multiplying by \( (\lambda + \omega) \) and comparing the coefficient of \( \lambda^i \) (\( i = 0, 1, \ldots, 6 \)) on both sides of the Eq. (2.5b), we get

\[ E^{[1]} = E + 2i S_{12}, \] (2.7a)
\[ V_{-1}^{[1]} = (S - \omega I) V_{-1} (S - \omega I)^{-1} \]
\[ = T_1|_{\lambda=-\omega} V_{-1} T_1^{-1}|_{\lambda=-\omega}. \] (2.7b)

Additionally, there are some constraints for elements of \( V_{-1}^{[1]} \), for instance, \((V_{-1}^{[1]})_{11} + (V_{-1}^{[1]})_{22} = 0\), \( \eta^{[1]} = (V_{-1}^{[1]})_{11} \in R \) and \((V_{-1}^{[1]})^{*}_{12} = (V_{-1}^{[1]})_{21} \). The key step is to find the specific form of \( S \) expressed by the column solution of the Eq. (2.1). Let

\[ S = -H \Lambda H^{-1}, \] (2.8)
where
\[
\Lambda = \begin{pmatrix}
\lambda_1 & 0 \\
0 & \lambda_2
\end{pmatrix},
\]
(2.9a)

\[
H = \begin{pmatrix}
\Psi_1(\lambda_1; t, z) & \Psi_1(\lambda_2; t, z) \\
\Psi_2(\lambda_1; t, z) & \Psi_2(\lambda_2; t, z)
\end{pmatrix},
\]
(2.9b)

and \(\text{det}(H) \neq 0\), \(\lambda_1\) and \(\lambda_2\) are complex constants.

In order to satisfy the constraints of \(S\) and \(V_{-1}^{[1]}\) as mentioned above, we take the following constraints
\[
\lambda_2 = \lambda_1^*,
\]
(2.10a)

\[
H = \begin{pmatrix}
\Psi_1(\lambda_1; t, z) & -\Psi_1^*(\lambda_1; t, z) \\
\Psi_2(\lambda_1; t, z) & \Psi_2^*(\lambda_1; t, z)
\end{pmatrix}.
\]
(2.10b)

So after taking the Eqs. (2.8) and (2.10) back into the Eq. (2.7), it results in the following one-fold Darboux transformation of the GNLS-MB system

\[
E^{[1]} = E + 2iS_{12},
\]
(2.11a)

\[
p^{[1]} = -\frac{1}{\text{det}(T_1)}[-2\eta(T_1)_{111}(T_1)_{12} + p^*(T_1)_{121}(T_1)_{12} - p(T_1)_{111}(T_1)_{11}]|_{\lambda = -\omega},
\]
(2.11b)

\[
\eta^{[1]} = \frac{1}{\text{det}(T_1)}[\eta((T_1)_{111}(T_1)_{22} + (T_1)_{121}(T_1)_{21}) - p^*(T_1)_{121}(T_1)_{22} + p(T_1)_{111}(T_1)_{21}]|_{\lambda = -\omega}.
\]
(2.11c)

3. n-fold Darboux transformation for GNLS-MB system

In this section, we will establish the determinant representation of the n-fold Darboux transformation for the GNLS-MB system as in Ref. [31]. For this purpose, we need to introduce 2\(n\) eigenfunctions by \(f_k = f_k(\lambda_k) = (f_{k1}^{(k)} f_{k2}^{(k)})\) associated with an eigenvalue \(\lambda_k\), and \(\lambda_k \neq \lambda_m\) if \(k \neq m\), where \(k = 1, 2, \ldots, 2n\). Additionally, the eigenfunctions for distinct eigenvalues are linearly independent.

According to the form of \(T_1\), the n-fold Darboux transformation should have the form
\[
T_n = T_n(\lambda) = \lambda^n I + t_1 \lambda^{n-1} + t_2 \lambda^{n-2} + \cdots + t_{n-1} \lambda + t_n,
\]
where \(t_j (j = 1, 2, \ldots, n)\) are 2 \(\times\) 2 matrices. From the following identity
\[
T_n(\lambda; \lambda_1, \lambda_2, \lambda_3, \lambda_4, \ldots, \lambda_{2n-1}, \lambda_{2n})|_{\lambda = \lambda_k} f_k = 0, \ (k = 1, 2, \ldots, 2n),
\]
we can get the coefficients \(t_j (j = 1, 2, \ldots, n)\) by the Cramer’s rule. Thus we obtain the determinant representation of the \(T_n\) in the following theorem.
Theorem 1. The $n$-fold Darboux transformation of the GNLS-MB system is $T_n = T_n(\lambda) = \lambda^n + t_1 \lambda^{n-1} + t_2 \lambda^{n-2} + \cdots + t_{n-1} \lambda + t_n$, whose determinant representation is

$$T_n = T_n(\lambda; \lambda_1, \lambda_2, \lambda_3, \lambda_4, \ldots, \lambda_{2n-1}, \lambda_{2n}) = \frac{1}{|W_{2n}|} \begin{vmatrix} (\widetilde{T}_{n})_{11} & (\widetilde{T}_{n})_{12} \\ (\widetilde{T}_{n})_{21} & (\widetilde{T}_{n})_{22} \end{vmatrix}, \quad (3.2)$$

where

$$W_{2n} = \begin{pmatrix} f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_1^2 f_{11} & \lambda_1^2 f_{12} & \cdots & \lambda_1^{n-1} f_{11} & \lambda_1^{n-1} f_{12} \\ f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_2^2 f_{21} & \lambda_2^2 f_{22} & \cdots & \lambda_2^{n-1} f_{21} & \lambda_2^{n-1} f_{22} \\ f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_3^2 f_{31} & \lambda_3^2 f_{32} & \cdots & \lambda_3^{n-1} f_{31} & \lambda_3^{n-1} f_{32} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\ f_{2n1} & f_{2n2} & \lambda_2 n_{2n1} & \lambda_2 n_{2n2} & \lambda_2^2 n_{2n1} & \lambda_2^2 n_{2n2} & \cdots & \lambda_2^{n-1} n_{2n1} & \lambda_2^{n-1} n_{2n2} \end{pmatrix}, \quad (3.3)$$

$$\begin{vmatrix} 1 & 0 & \lambda & 0 & \lambda^2 & 0 & \cdots & \lambda^{n-1} & 0 & \lambda^n \\ f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_1^2 f_{11} & \lambda_1^2 f_{12} & \cdots & \lambda_1^{n-1} f_{11} & \lambda_1^{n-1} f_{12} & \lambda_1^n f_{11} \\ f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_2^2 f_{21} & \lambda_2^2 f_{22} & \cdots & \lambda_2^{n-1} f_{21} & \lambda_2^{n-1} f_{22} & \lambda_2^n f_{21} \\ f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_3^2 f_{31} & \lambda_3^2 f_{32} & \cdots & \lambda_3^{n-1} f_{31} & \lambda_3^{n-1} f_{32} & \lambda_3^n f_{31} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots \\ f_{2n1} & f_{2n2} & \lambda_2 n_{2n1} & \lambda_2 n_{2n2} & \lambda_2^2 n_{2n1} & \lambda_2^2 n_{2n2} & \cdots & \lambda_2^{n-1} n_{2n1} & \lambda_2^{n-1} n_{2n2} & \lambda_2^n n_{2n1} \end{vmatrix}, \quad (3.4)$$

$$\begin{vmatrix} 0 & 1 & 0 & \lambda & 0 & \lambda^2 & \cdots & 0 & \lambda^{n-1} & 0 \\ f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_1^2 f_{11} & \lambda_1^2 f_{12} & \cdots & \lambda_1^{n-1} f_{11} & \lambda_1^{n-1} f_{12} & \lambda_1^n f_{11} \\ f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_2^2 f_{21} & \lambda_2^2 f_{22} & \cdots & \lambda_2^{n-1} f_{21} & \lambda_2^{n-1} f_{22} & \lambda_2^n f_{21} \\ f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_3^2 f_{31} & \lambda_3^2 f_{32} & \cdots & \lambda_3^{n-1} f_{31} & \lambda_3^{n-1} f_{32} & \lambda_3^n f_{31} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots \\ f_{2n1} & f_{2n2} & \lambda_2 n_{2n1} & \lambda_2 n_{2n2} & \lambda_2^2 n_{2n1} & \lambda_2^2 n_{2n2} & \cdots & \lambda_2^{n-1} n_{2n1} & \lambda_2^{n-1} n_{2n2} & \lambda_2^n n_{2n1} \end{vmatrix}, \quad (3.5)$$

$$\begin{vmatrix} 1 & 0 & \lambda & 0 & \lambda^2 & 0 & \cdots & \lambda^{n-1} & 0 & 0 \\ f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_1^2 f_{11} & \lambda_1^2 f_{12} & \cdots & \lambda_1^{n-1} f_{11} & \lambda_1^{n-1} f_{12} & \lambda_1^n f_{12} \\ f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_2^2 f_{21} & \lambda_2^2 f_{22} & \cdots & \lambda_2^{n-1} f_{21} & \lambda_2^{n-1} f_{22} & \lambda_2^n f_{22} \\ f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_3^2 f_{31} & \lambda_3^2 f_{32} & \cdots & \lambda_3^{n-1} f_{31} & \lambda_3^{n-1} f_{32} & \lambda_3^n f_{32} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots \\ f_{2n1} & f_{2n2} & \lambda_2 n_{2n1} & \lambda_2 n_{2n2} & \lambda_2^2 n_{2n1} & \lambda_2^2 n_{2n2} & \cdots & \lambda_2^{n-1} n_{2n1} & \lambda_2^{n-1} n_{2n2} & \lambda_2^n n_{2n2} \end{vmatrix}. \quad (3.6)$$
multiplications have a determinant representation as mentioned above. In order to satisfy the constraints of Darboux transformations, the following conditions must be satisfied

\[
\begin{vmatrix}
0 & 1 & 0 & \lambda & 0 & \lambda^2 & \ldots & 0 & \lambda^{n-1} & \lambda^n \\
| & | & | & | & | & | & | & | & |
\end{vmatrix}
\]

\[
\begin{vmatrix}
f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_2^2 f_{11} & \lambda_2^2 f_{12} & \ldots & \lambda_1^{n-1} f_{11} & \lambda_1^{n-1} f_{12} & \lambda_2^2 f_{12} \\
| & | & | & | & | & | & | & | & |
\end{vmatrix}
\]

\[
\begin{vmatrix}
f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_3^2 f_{21} & \lambda_3^2 f_{22} & \ldots & \lambda_2^{n-1} f_{21} & \lambda_2^{n-1} f_{22} & \lambda_3^2 f_{22} \\
| & | & | & | & | & | & | & | & |
\end{vmatrix}
\]

\[
\begin{vmatrix}
f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_4^2 f_{31} & \lambda_4^2 f_{32} & \ldots & \lambda_3^{n-1} f_{31} & \lambda_3^{n-1} f_{32} & \lambda_4^2 f_{32} \\
| & | & | & | & | & | & | & | & |
\end{vmatrix}
\]

\[
\begin{vmatrix}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots \\
| & | & | & | & | & | & | & | & |
\end{vmatrix}
\]

\[
\begin{vmatrix}
f_{2n1} & f_{2n2} & \lambda_{2n} f_{2n1} & \lambda_{2n} f_{2n2} & \lambda_{2n+1}^2 f_{2n1} & \lambda_{2n+1}^2 f_{2n2} & \ldots & \lambda_{2n}^{n-1} f_{2n1} & \lambda_{2n}^{n-1} f_{2n2} & \lambda_{2n+1}^2 f_{2n2} \\
| & | & | & | & | & | & | & | & |
\end{vmatrix}
\]

For the n-fold Darboux transformation, the transformed potentials are

\[
U_0^{[n]} = U_0 + i[\sigma_3, T_n], \quad (3.7a)
\]

\[
V_{-1}^{[n]} = T_n|_{\lambda=-\omega} V_{-1} T_{n-1}^{-1}|_{\lambda=-\omega}. \quad (3.7b)
\]

If we treat the n-fold Darboux transformation as a generalization of the (n − 1)-fold, it will be multiplications of n one-fold Darboux transformations. It is easy to prove that these multiplications have a determinant representation as mentioned above.

The nth new solutions \((E^{[n]}, p^{[n]}, \eta^{[n]})\) of the GNLS-MB system after the n-fold Darboux transformation will be

\[
E^{[n]} = E + 2i(t_1)_{12}, \quad (3.8a)
\]

\[
p^{[n]} = -\frac{1}{\det(T_n)} [-2\eta(T_n)_{11}(T_n)_{12} + p^*(T_n)_{12}(T_n)_{12} - p(T_n)_{11}(T_n)_{11}]|_{\lambda=-\omega}, \quad (3.8b)
\]

\[
\eta^{[n]} = \frac{1}{\det(T_n)} [\eta((T_n)_{11}(T_n)_{22} + (T_n)_{12}(T_n)_{21}) - p^*(T_n)_{12}(T_n)_{22} + p(T_n)_{11}(T_n)_{21}]|_{\lambda=-\omega}. \quad (3.8c)
\]

In order to satisfy the constraints of Darboux transformations, the following conditions must be satisfied

\[
\lambda_{2k} = \lambda_{2k-1}^*, \quad f_{2k} = \begin{pmatrix} -f_{2k-12}^* \\ f_{2k-11}^* \end{pmatrix}, \quad (k = 1, 2, \ldots, n). \quad (3.9)
\]

By calculating, we get \(\det(T_n) = (\lambda - \lambda_1)(\lambda - \lambda_2)\ldots(\lambda - \lambda_{2n-1})(\lambda - \lambda_{2n})\), and \((t_1)_{12}\) in the Eq. (3.8) is the element of the matrix \(t_1\) at the cross of the first row and the second column, where

\[
t_1 = \frac{1}{|W_{2n}|} \begin{pmatrix} (Q_n)_{11} & (Q_n)_{12} \\ (Q_n)_{21} & (Q_n)_{22} \end{pmatrix}, \quad (3.10)
\]
with

\[
(Q_n)_{11} = \begin{vmatrix}
  f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_1^2 f_{11} & \lambda_1^2 f_{12} & \ldots & \lambda_1^{n-1} f_{12} & \lambda_1^n f_{11} \\
  f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_2^2 f_{21} & \lambda_2^2 f_{22} & \ldots & \lambda_2^{n-1} f_{22} & \lambda_2^n f_{21} \\
  f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_3^2 f_{31} & \lambda_3^2 f_{32} & \ldots & \lambda_3^{n-1} f_{32} & \lambda_3^n f_{31} \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
  f_{2n1} & f_{2n2} & \lambda_{2n} f_{2n1} & \lambda_{2n} f_{2n2} & \lambda_{2n}^2 f_{2n1} & \lambda_{2n}^2 f_{2n2} & \ldots & \lambda_{2n}^{n-1} f_{2n2} & \lambda_{2n}^n f_{2n1}
\end{vmatrix}
\]

(3.11)

\[
(Q_n)_{12} = -\begin{vmatrix}
  f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_1^2 f_{11} & \lambda_1^2 f_{12} & \ldots & \lambda_1^{n-1} f_{12} & \lambda_1^n f_{11} \\
  f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_2^2 f_{21} & \lambda_2^2 f_{22} & \ldots & \lambda_2^{n-1} f_{22} & \lambda_2^n f_{21} \\
  f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_3^2 f_{31} & \lambda_3^2 f_{32} & \ldots & \lambda_3^{n-1} f_{32} & \lambda_3^n f_{31} \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
  f_{2n1} & f_{2n2} & \lambda_{2n} f_{2n1} & \lambda_{2n} f_{2n2} & \lambda_{2n}^2 f_{2n1} & \lambda_{2n}^2 f_{2n2} & \ldots & \lambda_{2n}^{n-1} f_{2n2} & \lambda_{2n}^n f_{2n1}
\end{vmatrix}
\]

(3.12)

\[
(Q_n)_{21} = \begin{vmatrix}
  f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_1^2 f_{11} & \lambda_1^2 f_{12} & \ldots & \lambda_1^{n-1} f_{12} & \lambda_1^n f_{11} \\
  f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_2^2 f_{21} & \lambda_2^2 f_{22} & \ldots & \lambda_2^{n-1} f_{22} & \lambda_2^n f_{21} \\
  f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_3^2 f_{31} & \lambda_3^2 f_{32} & \ldots & \lambda_3^{n-1} f_{32} & \lambda_3^n f_{31} \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
  f_{2n1} & f_{2n2} & \lambda_{2n} f_{2n1} & \lambda_{2n} f_{2n2} & \lambda_{2n}^2 f_{2n1} & \lambda_{2n}^2 f_{2n2} & \ldots & \lambda_{2n}^{n-1} f_{2n2} & \lambda_{2n}^n f_{2n1}
\end{vmatrix}
\]

(3.13)

\[
(Q_n)_{22} = -\begin{vmatrix}
  f_{11} & f_{12} & \lambda_1 f_{11} & \lambda_1 f_{12} & \lambda_1^2 f_{11} & \lambda_1^2 f_{12} & \ldots & \lambda_1^{n-1} f_{12} & \lambda_1^n f_{11} \\
  f_{21} & f_{22} & \lambda_2 f_{21} & \lambda_2 f_{22} & \lambda_2^2 f_{21} & \lambda_2^2 f_{22} & \ldots & \lambda_2^{n-1} f_{22} & \lambda_2^n f_{21} \\
  f_{31} & f_{32} & \lambda_3 f_{31} & \lambda_3 f_{32} & \lambda_3^2 f_{31} & \lambda_3^2 f_{32} & \ldots & \lambda_3^{n-1} f_{32} & \lambda_3^n f_{31} \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
  f_{2n1} & f_{2n2} & \lambda_{2n} f_{2n1} & \lambda_{2n} f_{2n2} & \lambda_{2n}^2 f_{2n1} & \lambda_{2n}^2 f_{2n2} & \ldots & \lambda_{2n}^{n-1} f_{2n2} & \lambda_{2n}^n f_{2n1}
\end{vmatrix}
\]

(3.14)

So far, we discussed the determinant construction of the nth Darboux transformation of the GNLS-MB system. Then we will constructed breather solutions and rogue wave solutions through these transformations.

4. BRIGHT AND DARK BREACHER SOLUTIONS OF GNLS-MB SYSTEM

In this section, we will focus on breather solutions \( E, p \) and \( \eta \) of the GNLS-MB system, which are derived from the periodic seed solutions through the Darboux transformation. Then we can get the explicit bright and dark rogue waves of the GNLS-MB system through Taylor expansions of the breather solutions.
Considering the nonzero background wave, we can take $E = de^{i\rho}$, $p = i f E$, and $\eta = 1$ as the initial seeds, where $\rho = az + bt$. Then by substituting the seeds into the spectral problem in the Eq. (2.1), and by separating variables and superposition principle, the eigenfunction $f_{2k-1}$ associated with $\lambda_{2k-1}$ is given by

$$f_{2k-1} = \left( \begin{array}{c} f_{2k-11} \\ f_{2k-12} \end{array} \right) = \left( \begin{array}{c} C_1 \psi_{2k-11}(\lambda_{2k-1}; t, z) - C_2 \psi_{2k-12}(\lambda_{2k-1}^*; t, z) \\ C_1 \psi_{2k-12}(\lambda_{2k-1}; t, z) + C_2 \psi_{2k-11}(\lambda_{2k-1}^*; t, z) \end{array} \right), \quad (4.1)$$

where

$$\psi_{2k-1}(\lambda_{2k-1}; t, z) = \left( \begin{array}{c} \psi_{2k-11}(\lambda_{2k-1}; t, z) \\ \psi_{2k-12}(\lambda_{2k-1}; t, z) \end{array} \right) = \left( \begin{array}{c} \frac{d e^{i\rho + ic(\lambda_{2k-1})}}{d e^{i\rho + ic(\lambda_{2k-1})}} \\ i (c_1(\lambda_{2k-1}) + \lambda_{2k-1} + \frac{b^2}{2}) e^{-\frac{1}{2} \rho + ic(\lambda_{2k-1})} \end{array} \right).$$

Here $\psi_{2k-1}(\lambda_{2k-1}; t, z)$ is the basic solution of the spectral problem in the Eq. (2.1), with $a, b, d, z, t \in \mathbb{R}$, $C_1, C_2 \in \mathbb{C}$,

$$a = \tau (b^4 + 6d^4 - 12b^2d^2) - b^2 + 2d^2 + 2f,$$

$$f = \frac{2}{2\omega - b},$$

$$c(\lambda_{2k-1}) = c_1(\lambda_{2k-1}) z + c_2(\lambda_{2k-1}) t,$$

$$c_1(\lambda_{2k-1}) = \left\{ (2\lambda_{2k-1} - b) + \tau [-8\lambda_{2k-1}^3 + 4b\lambda_{2k-1}^2 + (4d^2 - 2b^2)\lambda_{2k-1} - 6d^2b + b^3] + \frac{f}{\lambda_{2k-1} + \omega} \right\} c_2(\lambda_{2k-1}),$$

$$c_2(\lambda_{2k-1}) = \sqrt{d^2 + (\lambda_{2k-1} + \frac{b}{2})^2}.$$
Note that the trajectory of $E_{b[^1]}^t$ is defined by

$$(-64\beta_1^4 + 8)z + (4\beta_1^2 + 1)t = 0,$$

if $K_0^2 < 0$, and by

$$\beta_1(4\beta_1^4 - 19\beta_1^2 - 3)z = 0,$$

if $K_0^2 > 0$. When $\beta_1 = \frac{4}{5}$, we have $K_0^2 > 0$ then can get the temporal periodic breather solution (Ma breather [32]). Meanwhile the breather solutions $p_{b[^1]}^t$ and $\eta_{b[^1]}^t$ can be constructed with the same specific parameters of $E_{b[^1]}^t$. The dynamical evolution of the Ma breather solutions is plotted in Fig. [1].

After a simple analysis, we can know from the eigenfunction that $\tau$ has an influence on the periodic of the breather solutions except Ma breather solutions. Having constructed a bright breather for $E$ and dark breathers for $p$ and $\eta$ when $K_0^2 \neq 0$, in the next section, our main object is to discuss the construction of the rogue wave solutions of the GNLS-MB system when $K_0^2$ goes to zero.

5. BRIGHT AND DARK ROGUE WAVES OF GNLS-MB SYSTEM

In this section, firstly, we will construct the first-order bright and dark rogue waves of the GNLS-MB system by using the limit method. This kind of solutions only appears in some special regions of distance and time and then will be drowned in one fixed non-vanishing plane. Under the condition $C_1 = C_2 = 1$, substituting eigenfunctions in the Eq. (4.1) into the Eq. (3.8) with $\lambda_1 = -\frac{b}{2} + i\beta_1$, by taking the limit $\beta_1 \to d (d > 0)$, $E_{r[^1]}^t$, $p_{r[^1]}^t$ and $\eta_{r[^1]}^t$ become rational solutions $E_{r[^1]}^t$, $p_{r[^1]}^t$ and $\eta_{r[^1]}^t$ in the form of rogue waves [11]. When $z \to \infty$, $t \to \infty$ in the expressions of rogue waves, by calculation, we find that the non-vanishing background plane of $E_{r[^1]}^t$, $p_{r[^1]}^t$ and $\eta_{r[^1]}^t$ has nothing to do with $\tau$, i.e.

$$|E_{r[^1]}^t| \to d, |p_{r[^1]}^t| \to \frac{2d}{|b - 2\omega|}, \quad \eta_{r[^1]}^t \to 1. \quad (5.1)$$

Because the solutions are very complicated, we take $d = 1$, $b = 2$, $\omega = \frac{1}{2}$ in order to display the results easily. Then the final forms of the rogue waves will be

$$E_{r[^1]}^t = e^{2i[(13\tau + 3)z + t]}(-1 + \frac{k_2}{k_1}), \quad (5.2a)$$

$$p_{r[^1]}^t = 2ie^{2i[(13\tau + 3)z + t]}(1 + \frac{4k_3 + 16k_4i}{k_1^2}), \quad (5.2b)$$

$$\eta_{r[^1]}^t = 1 + \frac{16k_3}{k_1^2}, \quad (5.2c)$$

where

$$k_1 = 16s_1z^2 - 128s_2zt + 20t^2 + 5,$$
\[ k_2 = 20 - 144s_3 z, \]
\[ k_3 = -16(17780\tau^2 - 2500\tau + 101)z^2 + 160s_4 z t - 20t^2 - 5, \]
\[ k_4 = 144s_1 s_3 z^3 - 1152s_2 s_3 z^2 t + 180s_3 z t^2 - 5(86\tau + 1)z + 10t, \]
\[ k_5 = 16(1580\tau^2 + 740\tau - 61)z^2 - 160s_4 z t + 20t^2 - 5, \]

with
\[ s_1 = 1940\tau^2 - 196\tau + 29, \quad s_2 = 5\tau + 1, \quad s_3 = 10\tau - 1, \quad s_4 = 22\tau - 1. \quad (5.3) \]

In the Eq. (5.2a), from \(|E_r^{[1]}|_z = 0\), and \(|E_r^{[1]}|_t = 0\), we get that the maximum amplitude of \(|E_r^{[1]}|\) occurs at \(z = 0, t = 0\) and is equal to 3. The minimum occurs at \(z = 0, t = \pm \sqrt{\frac{3}{2}}\) and is equal to 0. We also infer that \(|E_r^{[1]}| \to 1\) by assuming \(z \to \infty, t \to \infty\), which gives the background plane.

In the Eq. (5.2b), by the same method we get that the height of the background plane is 2, for \(|p_r^{[1]}| \to 2\), when \(z \to \infty, t \to \infty\). The maximum amplitude of \(|p_r^{[1]}|\) occurs in the form of upper ring curve as
\[
256s_1 z^4 - 4096s_1 s_2 z^3 t + 384(4300\tau^2 + 100\tau + 91)z^2 t^2 - 5120s_2 z t^3 + 400t^4
+ 32(22340\tau^2 + 4940\tau - 343)z^2 - 1280(49\tau - 1)zt + 520t^2 - 55 = 0,
\]
the maximum amplitude is equal to \(\sqrt{5}\). The minimum amplitude of \(|p_r^{[1]}|\) occurs in terms of four down peaks,
\[
(z_1 = \frac{5 - \sqrt{5}}{72(10\tau - 1)}, \quad t_1 = \frac{(590\tau - 71) - (58\tau - 37)\sqrt{5}}{36(10\tau - 1)(3\sqrt{5} + 2)},

(z_2 = \frac{5 + \sqrt{5}}{72(10\tau - 1)}, \quad t_2 = \frac{(590\tau - 71) + (58\tau - 37)\sqrt{5}}{36(10\tau - 1)(3\sqrt{5} - 2)},

(z_3 = -\frac{5 - \sqrt{5}}{72(10\tau - 1)}, \quad t_3 = \frac{(590\tau - 71) - (58\tau - 37)\sqrt{5}}{36(10\tau - 1)(3\sqrt{5} + 2)},

(z_4 = -\frac{5 + \sqrt{5}}{72(10\tau - 1)}, \quad t_4 = \frac{(590\tau - 71) + (58\tau - 37)\sqrt{5}}{36(10\tau - 1)(3\sqrt{5} - 2)}),
\]
and is equal to 0. Meanwhile the extreme of the amplitude \(|p_r^{[1]}|\) occurs at \(z = 0, t = 0\) and is equal to \(\frac{2}{\sqrt{5}}\).

In the Eq. (5.2c), we conclude that the height of the background plane is 1 because \(\eta_r^{[1]} \to 1\) when \(z \to \infty, t \to \infty\). The \(\eta_r^{[1]}\) has two upper peaks at coordinates as
\[
(z_2 = \frac{5 + \sqrt{5}}{72(10\tau - 1)}, \quad t_2 = \frac{(590\tau - 71) + (58\tau - 37)\sqrt{5}}{36(10\tau - 1)(3\sqrt{5} - 2)}),
\]
\( z_4 = -\frac{5 + \sqrt{5}}{72(10\tau - 1)}, \quad t_4 = \frac{(590\tau - 71) + (58\tau - 37)\sqrt{5}}{36(10\tau - 1)(3\sqrt{5} - 2)} \),

and the height is equal to \( \sqrt{5} \). The minimum amplitude of \( \eta_r^{[1]} \) occurs at two down peaks with coordinates as

\[
( z_1 = \frac{5 - \sqrt{5}}{72(10\tau - 1)}, \quad t_1 = \frac{(590\tau - 71) - (58\tau - 37)\sqrt{5}}{36(10\tau - 1)(3\sqrt{5} + 2)}, \]

\[
( z_3 = -\frac{5 - \sqrt{5}}{72(10\tau - 1)}, \quad t_3 = -\frac{(590\tau - 71) - (58\tau - 37)\sqrt{5}}{36(10\tau - 1)(3\sqrt{5} + 2)}),
\]

and is equal to \(-\sqrt{5}\). There is another extreme of the amplitude \( \eta_r^{[1]} \) which occurs at \( z = 0, \quad t = 0 \) and is equal to \(-\frac{11}{5}\).

The first-order rogue wave solutions in the Eq. (5.2) are plotted in Fig. 2 from which we just find three down peaks in the second sub-figure of the Fig. 2. On account of the direction of the observation, the two close sub-peaks of the middle down peak are not distinguished clearly from the sub-figure. For the same reason, we only catch sight of one down peak in the third sub-figure in Fig. 2.

By the calculation above, we find that \( \tau \) has an impact on the location of extreme except when \( z = 0 \), but does not change the value of the extreme. We can get a parallelogram by connecting the four extreme points \((z_i, t_i)\) with \( i = 1, 2, 3, 4 \) sequentially. The change of the parallelogram reflects the compression and rotation of the rogue wave. The parallelogram is plotted in Fig. 3(a) with different \( \tau \). In order to reflect the change of the rogue wave more clearly, we also give the upper ring curve of \( |p_r^{[1]}| \) in Fig. 3(b) with the same \( \tau \) in Fig. 3(a). The area of the parallelogram is equal to \( \frac{\sqrt{5}}{36|10\tau - 1|} \) and its function is plotted in Fig. 3(c).

In order to enrich the type of the \( n \)-th-order rogues, we can modify \( C_1 \) and \( C_2 \) in the Eq. (4.1) as following,

\[
C_1 = e^{ic_2(\lambda_{2k-1}) \sum_{j=0}^{n-1} J_j [\lambda_{2k-1} - (-\frac{b}{2} + id)]^j}, \quad (5.5a)
\]

\[
C_2 = e^{-ic_2(\lambda_{2k-1}) \sum_{j=0}^{n-1} J_j [\lambda_{2k-1} - (-\frac{b}{2} + id)]^j}, \quad (5.5b)
\]

where \( J_j \in \mathbb{C} \). Note that \( \lambda_{2k-1} = -\frac{b}{2} + id \) is the zero point of \( c_2(\lambda_{2k-1}) \).

We can get \( n \)-th-order rogue waves by letting \( \lambda_{2k-1} \rightarrow -\frac{b}{2} + id \) in the \( n \)-th-order breather solutions. But it is difficult to obtain higher-order rogue waves from multi-breather solutions generally, because the explicit expression of the higher-order breather is very difficult to calculate. In order to solve the problem, we derive the \( n \)-th-order rogue waves directly from the determinant representations of solutions in the Eq. (3.8) by applying Taylor expansions [33].

**Theorem 2.** For the \( n \)-fold Darboux transformation, substituting the Eq. (5.5) into the eigenfunction in the Eq. (4.1), letting \( \lambda_{2k-1} = -\frac{b}{2} + id + \varepsilon^2 (\varepsilon > 0) \), by adopting Taylor expansions,
the determinant representations of the nth-order rogue waves of the GNLS-MB system are given as

\[ E_{r}^{[n]} = E + 2i(t_{r1})_{12}, \]  
\[ p_{r}^{[n]} = \frac{1}{\text{det}(T_{rn})}[ -2\eta(T_{rn})_{11}(T_{rn})_{12} + p^{*}(T_{rn})_{12}(T_{rn})_{12} - p(T_{rn})_{11}(T_{rn})_{11} ]|_{\lambda = -\omega}, \]  
\[ \eta_{r}^{[n]} = \frac{1}{\text{det}(T_{rn})}[ \eta((T_{rn})_{11}(T_{rn})_{22} + (T_{rn})_{12}(T_{rn})_{21}) - p^{*}(T_{rn})_{12}(T_{rn})_{22} + p(T_{rn})_{11}(T_{rn})_{21} ]|_{\lambda = -\omega}, \]

where

\[ T_{rn} = \frac{1}{|W_{r2n}|} \begin{pmatrix} (\tilde{T}_{rn})_{11} & (\tilde{T}_{rn})_{12} \\ (\tilde{T}_{rn})_{21} & (\tilde{T}_{rn})_{22} \end{pmatrix}, \]
\[ t_{r1} = \frac{1}{|W_{r2n}|} \begin{pmatrix} (\tilde{Q}_{rn})_{11} & (\tilde{Q}_{rn})_{12} \\ (\tilde{Q}_{rn})_{21} & (\tilde{Q}_{rn})_{22} \end{pmatrix}, \]

with

\[ W_{r2n} = \begin{pmatrix} h_{01}^{1} & h_{02}^{1} & h_{11}^{1} & h_{12}^{1} & \cdots & h_{n-11}^{1} & h_{n-12}^{1} \\ -h_{02}^{1*} & h_{01}^{1*} & -h_{12}^{1*} & h_{11}^{1*} & \cdots & -h_{n-12}^{1*} & h_{n-11}^{1*} \\ h_{01}^{3} & h_{02}^{3} & h_{11}^{3} & h_{12}^{3} & \cdots & h_{n-11}^{3} & h_{n-12}^{3} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ -h_{02}^{2n-1*} & h_{01}^{2n-1*} & -h_{12}^{2n-1*} & h_{11}^{2n-1*} & \cdots & -h_{n-12}^{2n-1*} & h_{n-11}^{2n-1*} \end{pmatrix}, \]

\[ (\tilde{T}_{rn})_{11} = \begin{pmatrix} 1 & 0 & \lambda & 0 & \cdots & \lambda^{n-1} & 0 & \lambda^{n} \\ h_{01}^{1} & h_{02}^{1} & h_{11}^{1} & h_{12}^{1} & \cdots & h_{n-11}^{1} & h_{n-12}^{1} & h_{n1}^{1} \\ -h_{02}^{1*} & h_{01}^{1*} & -h_{12}^{1*} & h_{11}^{1*} & \cdots & -h_{n-12}^{1*} & h_{n-11}^{1*} & -h_{n2}^{1*} \\ h_{01}^{3} & h_{02}^{3} & h_{11}^{3} & h_{12}^{3} & \cdots & h_{n-11}^{3} & h_{n-12}^{3} & h_{n1}^{3} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ -h_{02}^{2n-1*} & h_{01}^{2n-1*} & -h_{12}^{2n-1*} & h_{11}^{2n-1*} & \cdots & -h_{n-12}^{2n-1*} & h_{n-11}^{2n-1*} & -h_{n2}^{2n-1*} \end{pmatrix}, \]

\[ (\tilde{T}_{rn})_{12} = \begin{pmatrix} 0 & 1 & 0 & \lambda & \cdots & 0 & \lambda^{n-1} & 0 \\ h_{01}^{1} & h_{02}^{1} & h_{11}^{1} & h_{12}^{1} & \cdots & h_{n-11}^{1} & h_{n-12}^{1} & h_{n1}^{1} \\ -h_{02}^{1*} & h_{01}^{1*} & -h_{12}^{1*} & h_{11}^{1*} & \cdots & -h_{n-12}^{1*} & h_{n-11}^{1*} & -h_{n2}^{1*} \\ h_{01}^{3} & h_{02}^{3} & h_{11}^{3} & h_{12}^{3} & \cdots & h_{n-11}^{3} & h_{n-12}^{3} & h_{n1}^{3} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ -h_{02}^{2n-1*} & h_{01}^{2n-1*} & -h_{12}^{2n-1*} & h_{11}^{2n-1*} & \cdots & -h_{n-12}^{2n-1*} & h_{n-11}^{2n-1*} & -h_{n2}^{2n-1*} \end{pmatrix}. \]
\[
\begin{array}{cccccccc}
1 & 0 & \lambda & 0 & \cdots & \lambda^{n-1} & 0 & 0 \\
h_{01}^1 & h_{01}^2 & h_{11}^1 & h_{12}^1 & \cdots & h_{n-11}^1 & h_{n-12}^1 & h_{n2}^1 \\
-\lambda h_{01}^1 & -\lambda h_{01}^2 & -\lambda h_{11}^1 & -\lambda h_{12}^1 & \cdots & -\lambda h_{n-11}^1 & -\lambda h_{n-12}^1 & -\lambda h_{n2}^1 \\
h_{01}^3 & h_{02}^3 & h_{11}^3 & h_{12}^3 & \cdots & h_{n-11}^3 & h_{n-12}^3 & h_{n2}^3 \\
& & & & \vdots & & & \\
-\lambda h_{01}^{2n-11} & -h_{01}^{2n-1*} & -h_{12}^{2n-1*} & h_{11}^{2n-1*} & \cdots & -h_{n-12}^{2n-1*} & h_{n-11}^{2n-1*} & h_{n2}^{2n-1*} \\
\end{array}
\]

\[
\begin{array}{cccccccc}
0 & 1 & 0 & \lambda & \cdots & 0 & \lambda^{n-1} & \lambda^n \\
h_{01}^1 & h_{02}^1 & h_{11}^1 & h_{12}^1 & \cdots & h_{n-11}^1 & h_{n-12}^1 & h_{n2}^1 \\
-\lambda h_{01}^1 & -\lambda h_{02}^1 & -\lambda h_{11}^1 & -\lambda h_{12}^1 & \cdots & -\lambda h_{n-11}^1 & -\lambda h_{n-12}^1 & -\lambda h_{n2}^1 \\
h_{01}^3 & h_{02}^3 & h_{11}^3 & h_{12}^3 & \cdots & h_{n-11}^3 & h_{n-12}^3 & h_{n2}^3 \\
& & & & \vdots & & & \\
-\lambda h_{01}^{2n-11} & -h_{01}^{2n-1*} & -h_{12}^{2n-1*} & h_{11}^{2n-1*} & \cdots & -h_{n-12}^{2n-1*} & h_{n-11}^{2n-1*} & h_{n2}^{2n-1*} \\
\end{array}
\]

\[
\begin{array}{cccccccc}
h_{01}^1 & h_{02}^1 & h_{11}^1 & h_{12}^1 & \cdots & h_{n-11}^1 & h_{n-12}^1 & h_{n1}^1 \\
-\lambda h_{01}^1 & -\lambda h_{02}^1 & -\lambda h_{11}^1 & -\lambda h_{12}^1 & \cdots & -\lambda h_{n-11}^1 & -\lambda h_{n-12}^1 & -\lambda h_{n2}^1 \\
h_{01}^3 & h_{02}^3 & h_{11}^3 & h_{12}^3 & \cdots & h_{n-11}^3 & h_{n-12}^3 & h_{n1}^3 \\
& & & & \vdots & & & \\
-\lambda h_{01}^{2n-11} & -h_{01}^{2n-1*} & -h_{12}^{2n-1*} & h_{11}^{2n-1*} & \cdots & -h_{n-12}^{2n-1*} & h_{n-11}^{2n-1*} & -h_{n2}^{2n-1*} \\
\end{array}
\]

\[
\begin{array}{cccccccc}
h_{01}^1 & h_{02}^1 & h_{11}^1 & h_{12}^1 & \cdots & h_{n-11}^1 & h_{n-12}^1 & h_{n1}^1 \\
-\lambda h_{01}^1 & -\lambda h_{02}^1 & -\lambda h_{11}^1 & -\lambda h_{12}^1 & \cdots & -\lambda h_{n-11}^1 & -\lambda h_{n-12}^1 & -\lambda h_{n2}^1 \\
h_{01}^3 & h_{02}^3 & h_{11}^3 & h_{12}^3 & \cdots & h_{n-11}^3 & h_{n-12}^3 & h_{n1}^3 \\
& & & & \vdots & & & \\
-\lambda h_{01}^{2n-11} & -h_{01}^{2n-1*} & -h_{12}^{2n-1*} & h_{11}^{2n-1*} & \cdots & -h_{n-12}^{2n-1*} & h_{n-11}^{2n-1*} & -h_{n2}^{2n-1*} \\
\end{array}
\]
\[
(\widehat{Q}_{rr})_{22} = - \begin{vmatrix}
  h_{01}^1 & h_{02}^1 & h_{11}^1 & h_{12}^1 & \cdots & h_{n-11}^1 & h_{n2}^1 \\
  -h_{02}^1 & h_{01}^1 & -h_{12}^1 & h_{11}^1 & \cdots & -h_{n-12}^1 & h_{n1}^1 \\
  h_{01}^2 & h_{02}^2 & h_{11}^2 & h_{12}^2 & \cdots & h_{n-11}^2 & h_{n2}^2 \\
  & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  -h_{02}^{2n-1} & h_{01}^{2n-1} & -h_{12}^{2n-1} & h_{11}^{2n-1} & \cdots & -h_{n-12}^{2n-1} & h_{n1}^{2n-1} \\
\end{vmatrix},
\]

\[
h_{mj}^l = \frac{\partial^l}{\partial \varepsilon^l} \left[ \left( - \frac{b}{2} + id + \varepsilon^2 \right)^m f_{lj} \lambda_1 = - \frac{b}{2} + id + \varepsilon^2 \right] \Big|_{\varepsilon=0},
\]

\[m = 0, 1, 2, \cdots, n; \quad j = 1, 2; \quad l = 1, 2, \cdots, 2n.\]

According to our analysis, we can know that there are \(n + 4\) free parameters denoted as \((J_0, J_1, \cdots, J_{n-1}; b, d, \omega, \tau)\) in the \(n\)th-order rogue wave solutions. Next, we will consider the types of the \(n\)th-order rogue waves with these parameters. For convenience, we let \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}\) in the following.

For \(n = 2\), the Eq. (5.6) in Theorem 2 can give the second-order rogue wave solutions of the GNLS-MB system. When \(J_0 = J_1 = 0\), we can get the fundamental pattern which is plotted in Fig. 4. the maximum amplitude of \(|E^{[2]}|\) is five times as high as the background plane [34]. When \(J_0 = 0, J_1 = 100\), the fundamental pattern can be split into three first-order rogue waves (triangular structure [35]), which is shown in Fig. 5.

For \(n = 3\), the Eq. (5.6) can give the third-order rogue wave solutions of the GNLS-MB system. When \(J_0 = 0, J_1 = 0, J_2 = 0\), we can get the fundamental pattern as plotted in Fig. 6. the maximum amplitude of \(|E^{[3]}|\) is seven times the height of the background plane. When \(J_0 = 0, J_1 = 100, J_2 = 0\), the fundamental pattern is split into six first-order rogue waves (triangular structure), which is shown in Fig. 7. But when \(J_0 = 0, J_1 = 0, J_2 = 5000\), we get the ring structure which is also made up of six first-order rogue waves as in Fig. 8. Note that, the ring structure and the triangular structure have the same profile when \(n = 2\).

So far, we have obtained three types of structures: fundamental pattern, triangular structure, and ring structure. According to the conclusions and decomposition rule of the higher-order rogue waves in Ref. [34, 36], we know that higher-order rogue waves are generally the combination of the above three types. The specific application of these conclusions will be given in the following. The parameters \(d, b, \omega, \tau\) take the same values as above.

For the \(n\)th-order rogue waves in the Eq. (5.6), it will result in the fundamental pattern if the parameters \(J_j\) are all zero, then the fundamental pattern can split into triangular structure when \(J_j = 0\) except \(J_1\). The parameter \(J_{n-1}\) determines the ring structure when \(n \geq 3, J_{n-1} \gg 1\) and other parameters \(J_j\) are all zero. The ring structure consists of a fundamental pattern of \((n - 2)\)th-order rogue waves located in the center and \(2n - 1\) first-order rogue waves located on the outer circle. As Fig. 9 when \(n = 4\) with parameters \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \)
$\frac{1}{2}$, $J_0 = 0$, $J_1 = 0$, $J_2 = 0$, $J_3 = 10^6$, their corresponding density plots are shown in Fig. 10. The fundamental pattern of $(n-2)$th-order rogue waves in the center can keep on splitting into triangular structure or ring structure by choosing the parameters $J_j (j = 0, 1, \ldots, n-3)$. And the process can go on indefinitely until they completely decompose. For example, we can get the ring structure of the fifth-order rogue waves by setting $J_4 \neq 0$. In this case: if we assume $J_1 \neq 0$, the inner third-order rogue waves can split into triangular structure (Fig. 11); if we set $J_2 \neq 0$, the inner can split into a ring structure (Fig. 12). Other parameters in addition to $J_{n-1}$ can also generate rings which are different from the above. For example, if and only if the parameter $J_{n-2} \neq 0$, the $n$th-order rogue waves have a double-ring structure, which has two rings with $2n-3$ first-order rogue waves for each ring and a fundamental pattern of $(n-4)$th-order rogue waves (Fig. 13). And also if and only if $J_{n-3} \neq 0$, we can get a decomposition with three rings (Fig. 14). We can also create more composite structures by selecting different combination of parameters appropriately. Here we will no longer show them in detail.

In fact, $J_0$ has no influence on the type of the $n$th-order rogue waves. It can just adjust the position of the $n$th-order rogue waves on the background plane [37]. Next, we will discuss the nonlinear superposition of the rogue wave and breather solutions. Under the condition $C_1 = C_2 = 1$, $\lambda_{2k-1} = -\frac{b}{2} + i\beta_{2k-1}$, substituting eigenfunctions in the Eq. (4.1) into the Eq. (3.8), we can get the $n$th-order breather solutions. We know that the $n$th-order rogue waves could be generated by assuming $\beta_{2k-1} \rightarrow d (k = 1, 2, \ldots, n)$. When $n \geq 2$, if we only take the limit for $\beta_{2k-1} (k = 1, 2, \ldots, n_r)$, $1 \leq n_r < n$, we can construct new solutions which are the nonlinear superposition of $n_r$th-order rogue waves and $(n-n_r)$th-order breather solutions. In order to separate the $n_r$th-order rogue waves from the $(n-n_r)$th-order breather solutions, we can modify $C_1$ and $C_2$ by substituting the Eq. (5.5) into eigenfunctions in the Eq. (4.1) only when $k = 1, 2, \ldots, n_r$. Note that, we take $C_1 = C_2 = 1$ in the Eq. (4.1) when $k = n_r + 1, \ldots, n$.

Due to the tediousness of the solutions, we give the dynamical evolution of the results. For $n = 2$, $n_r = 1$, when the two components are separated completely, the solutions appear as a first-order rogue wave and a first-order breather solution as plotted in Fig. 15 which are similar to Fig. 3(a) in Ref. [38]. However, when the two components are nonlinearly overlaid, the solutions appear as a first-order breather with a central fundamental pattern of a second-order rogue wave as plotted in Fig. 16 which are similar to Fig. 3(b) in Ref. [38]. Comparing Fig. 15 with Fig. 16, we observe that the three first-order peaks merge into a second-order peak, in other words, a second-order peak splits into three first-order peaks. These hybrid solutions give the interaction between the rogue wave and breather solutions.
In this article, we derived the Darboux transformation of the GNLS-MB system which describes the ultrashort pulse propagation in the resonant erbium-doped nonlinear optical fiber with higher-order effects, and constructed the determinant representation of the \( n \)-fold Darboux transformation in Theorem 1. We established the determinant representation of the solutions \((E^{[n]}, p^{[n]}, \eta^{[n]})\) generated from the known trivial seed solutions \((E, p, \eta)\) in the Eq. (3.8). Under the reduction conditions \(\lambda_{2k} = \lambda_{2k-1}^*\) and \(f_{2k} = \left(\frac{f_{2k-1}^*}{f_{2k-1}}\right)\), we got the breather solutions from the nonzero periodic seed solutions. Using the method of limit technique and Taylor expansions, we constructed the determinant representation of the \( n \)-th order rogue waves in Theorem 2. The rogue waves show interesting characteristics that might attract physicists in experiments to observe them, in contrast with the common bright rogue wave \(E\), the dark rogue waves for \(p\) and \(\eta\) have two (or more) dominant down peaks in their profiles, and there is an upper ring in the profile of \(p\).

By analyzing higher-order terms, we found that \(\tau\) has an effect on the periodic of the breather solutions except Ma breather solutions. By calculating, we knew \(p\) and \(\eta\) had the same locations in connection with \(\tau\) and that \(\tau\) did not affect the values of their extremes.

In the last section of this article, we also gave the three basic types of the \( n \)-th order rogue waves, and combination structures could be obtained by choosing proper parameters. At the end of the last section, we introduce the hybrid solutions which are the nonlinear superposition of the rogue wave and breather solutions. These solutions display the interaction between the rogue wave and breather solutions, which could help us to understand the generation of rogue waves better. Moreover, the exploration for other coupled systems with more complex higher-order optical effects can be done in our future work.

Acknowledgments

Jingsong He is supported by the National Natural Science Foundation of China under Grant No. 11271210, K. C. Wong Magna Fund in Ningbo University. Chuanzhong Li is supported by the National Natural Science Foundation of China under Grant No. 11201251, 11571192, the Zhejiang Provincial Natural Science Foundation under Grant No. LY15A010004, LY12A01007, the Natural Science Foundation of Ningbo under Grant No. 2015A610157.

References

[1] K. Porsezian and K. Nakkeeran, Optical soliton propagation in an erbium doped nonlinear light guide with higher order dispersion, Phys. Rev. Lett. 74 (1995), 2941-2944.
[2] R. H. Stolen and Chinlon Lin, Self-phase-modulation in silica optical fibers, Phys. Rev. A 17 (1978), 1448.
[3] A. Hasegawa and F. Tappert, Transmission of stationary nonlinear optical physics in dispersive dielectric fibers. I: anomalous dispersion, Appl. Phys. Lett. 23 (1973), 142-144.
[4] A. Hasegawa and F. Tappert, Transmission of stationary nonlinear optical physics in dispersive dielectric fibers. II: normal dispersion, Appl. Phys. Lett. 23 (1973), 171-172.
[5] L. F. Mollenauer, R. H. Stolen, and J. P. Gordon, Experimental observation of picosecond pulse narrowing and solitons in optical fibers, Phys. Rev. Lett. 45 (1980), 1095-1098.
[6] S. L. McCall and E. L. Hahn, Self-induced transparency by pulsed coherent light, Phys. Rev. Lett. 18 (1967), 908-912.
[7] A. I. Maimistov and E. A. Manykin, Propagation of ultrashort optical pulses in resonant nonlinear light guides, Sov. Phys. JETP 58 (1983), 685-687.
[8] M. Nakazawa, E. Yamada, and H. Kubota, Coexistence of self-induced transparency soliton and nonlinear Schrödinger soliton, Phys. Rev. Lett. 66 (1991), 2625-2628.
[9] K. Porsezian and K. Nakkeeran, Optical soliton propagation in a coupled system of the nonlinear Schrödinger equation and the Maxwell-Bloch equations, J. Mod. Opt. 42 (1995), 1953-1958.
[10] J. S. He, Y. Cheng, and Y. S. Li, The Darboux transformation for NLS-MB equations, Commun. Theor. Phys. 38 (2002), 493-496.
[11] J. S. He, S. W. Xu, and K. Porsezian, New types of rogue waves in an erbium-doped fiber system, J. Phys. Soc. Jpn. 81 (2012), 033002.
[12] J. S. He, S. W. Xu, and K. Porsezian, N-order bright and dark rogue waves in a resonant erbium-doped fiber system, Phys. Rev. E 86 (2012), 066603.
[13] F. M. Mitschke, L. F. Mollenauer, Discovery of the soliton self-frequency shift, Opt. Lett. 11 (1986), 659-661.
[14] K. Porsezian, M. Daniel, and M. Lakshmanan, On the integrability aspects of the one-dimensional classical continuum isotropic biquadratic Heisenberg spin chain, J. Math. Phys. 33 (1992), 1807-1816.
[15] A. I. Maimistov and A. M. Basharov, Nonlinear optical waves, Springer, Berlin, Germany, (1999).
[16] R. Guo, H. Q. Hao, and X. S. Gu, Modulation instability, breathers, and bound solitons in an erbium-doped fiber system with higher-order effects, Abstr. Appl. Anal. 2014 (2014), 185654.
[17] A. Choudhuri, K. Porsezian, Impact of dispersion and non-Kerr nonlinearity on the modulational instability of the higher-order nonlinear Schrödinger equation, Phys. Rev. A 85 (2012), 033820.
[18] A. Choudhuri, K. Porsezian, Higher-order nonlinear Schrödinger equation with derivative non-Kerr nonlinear terms: A model for sub-10-fs-pulse propagation, Phys. Rev. A 88 (2013), 033808.
[19] D. R. Solli, C. Ropers, P. Koonath, and B. Jalali, Optical rogue waves, Nature 450 (2007), 1054-1057.
[20] N. Akhmediev, A. Ankiewicz, M. Taki, Waves that appear from nowhere and disappear without a trace, Phys. Lett. A 373 (2009), 675-678.
[21] D. H. Peregrine, Water waves, nonlinear Schrödinger equations and their solutions, J. Aust. Math. Soc. Series B, Appl. Math. 25 (1983), 16-43.
[22] N. N. Akhmediev and V. I. Korneev, Modulation instability and periodic solutions of the nonlinear Schrödinger equation, Theor. Math. Phys. 69 (1986), 1089-1093.
[23] M. J. Potasek, Modulation instability in an extended nonlinear Schrödinger equation, Opt. lett. 12 (1987), 921-923.
[24] V. E. Zakharov and L. A. Ostrovsky, Modulation instability: the beginning, Physica D 238 (2009), 540-548.
[25] H. Q. Zhang, B. Tiao, X. H. Meng, X. Lü, and W. J. Liu, Conservation laws, soliton solutions and modulational instability for the higher-order dispersive nonlinear Schrödinger equation, Eur. Phys. J. B 72 (2009), 233-239.

[26] N. Akhmediev, J. M. Soto-Crespo, and A. Ankiewicz, How to excite a rogue wave, Phys. Rev. A 80 (2009), 043818.

[27] N. Akhmediev, J. M. Dudley, D. R. Solli and S. K. Turitsyn, Recent progress in investigating optical rogue waves, J. Opt. 15 (2013), 060201.

[28] C. Z. Li, J. S. He, and K. Porsezian, Rogue waves of the Hirota and the Maxwell-Bloch equations, Phys. Rev. E 87 (2013), 012913.

[29] J. M. Yang, C. Z. Li, T. T. Li, Z. N. Cheng, Darboux transformation and solutions of the two-component Hirota-Maxwell-Bloch system, Chinese Physics Letter 30(2013), 104201.

[30] C. Z. Li, J. S. He, Darboux transformation and positons of the inhomogeneous Hirota and the Maxwell-Bloch equation, SCIENCE CHINA Physics, Mechanics and Astronomy 57(2014), 898-907.

[31] J. S. He, L. Zhang, Y. Cheng, and Y. S. Li, Determinant representation of Darboux transformation for the AKNS system, Sci. China Math. 12 (2006), 1867-1878.

[32] N. Vishnu Priya, M. Senthilvelan, M. Lakshmanan, Akhmediev breathers, Ma solitons and general breathers from rogue waves: A case study in Manakov system, Phys. Rev. E 88 (2013), 022918.

[33] J. S. He, H. R. Zhang, L. H. Wang, K. Porsezian, A. S. Fokas, Generating mechanism for higher-order rogue waves, Phys. Rev. E 87 (2013), 052914.

[34] L. J. Li, Z. W. Wu, L. H. Wang, J. S. He, High-order rogue waves for the Hirota equation, Annals of Physics 334 (2013), 198-211.

[35] A. Ankiewicz, J. D. Kedziora, and N. Akhmediev, Rogue wave triplets, Phys. Lett. A 375 (2011), 2782-2785.

[36] D. J. Kedziora, A. Ankiewicz, and N. Akhmediev, Circular rogue wave clusters, Phys. Rev. E 84 (2011), 056611.

[37] Y. S. Zhang, L. J. Guo, S. W. Xu, Z. W. Wu, J. S. He, The hierarchy of higher order solutions of the derivative nonlinear Schrödinger equation, Commun Nonlinear Sci Numer Simulat 19 (2014), 1706-1722.

[38] D. J. Kedziora, A. Ankiewicz, N. Akhmediev, Second-order nonlinear Schrödinger equation breather solutions in the degenerate and rogue wave limits, Phys. Rev. E 85 (2012), 066601.
Figure 1. (Color online) The first-order breather solutions \((E, p, \eta)\) of the GNLS-MB system when \(d = 1, b = 2, \omega = \frac{1}{2}, \tau = \frac{1}{2}, \beta_1 = \frac{4}{5}\).

Figure 2. (Color online) The first-order rogue wave solutions \((E, p, \eta)\) of the GNLS-MB system when \(d = 1, b = 2, \omega = \frac{1}{2}, \tau = \frac{1}{2}\).

Figure 3. (Color online) When \(d = 1, b = 2, \omega = \frac{1}{2}\): (a) the parallelogram consists of the four extreme points \((z_i, t_i)\) with \(\tau = 0\) (blue, solid) and \(\tau = \frac{1}{2}\) (red, dash). (b) the upper ring curve of the \(|p_1^{[1]}|\) with \(\tau = 0\) (blue, solid) and \(\tau = \frac{1}{2}\) (red, dash). (c) the area function of the parallelogram in (a) with different \(\tau\).
Figure 4. (Color online) The fundamental pattern of the second-order rogue wave solutions \((E, p, \eta)\) of the GNLS-MB system when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, J_0 = 0, J_1 = 0\).

Figure 5. (Color online) The triangular structure of the second-order rogue wave solutions \((E, p, \eta)\) of the GNLS-MB system when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, J_0 = 0, J_1 = 100\).

Figure 6. (Color online) The fundamental pattern of the third-order rogue wave solutions \((E, p, \eta)\) of the GNLS-MB system when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, J_0 = 0, J_1 = 0, J_2 = 0\).
Figure 7. (Color online) The triangular structure of the third-order rogue wave solutions ($E, p, \eta$) of the GNLS-MB system when $d = 1$, $b = 0$, $\omega = \frac{1}{2}$, $\tau = \frac{1}{2}$, $J_0 = 0$, $J_1 = 100$, $J_2 = 0$.

Figure 8. (Color online) The ring structure of the third-order rogue wave solutions ($E, p, \eta$) of the GNLS-MB system when $d = 1$, $b = 0$, $\omega = \frac{1}{2}$, $\tau = \frac{1}{2}$, $J_0 = 0$, $J_1 = 0$, $J_2 = 5000$.

Figure 9. (Color online) The ring structure of the fourth-order rogue wave solutions ($E, p, \eta$) of the GNLS-MB system when $d = 1$, $b = 0$, $\omega = \frac{1}{2}$, $\tau = \frac{1}{2}$, $J_0 = 0$, $J_1 = 0$, $J_2 = 0$, $J_3 = 10^6$. 
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Figure 10. (Color online) Density plots of the wave amplitudes for \((|E^r_4|, |p^r_4|, \eta^r_4)\) when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, J_0 = 0, J_1 = 0, J_2 = 0, J_3 = 10^6\). They have a fundamental pattern in a ring.

Figure 11. (Color online) Density plots of the wave amplitudes for \((|E^r_5|, |p^r_5|, \eta^r_5)\) when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, J_0 = 0, J_1 = 100, J_2 = 0, J_3 = 0, J_4 = 10^8\). They have a triangular structure in a ring.
Figure 12. (Color online) Density plots of the wave amplitudes for \((|E_r^{[5]}|, |p_r^{[5]}|, \eta_r^{[5]})\) when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, J_0 = 0, J_1 = 0, J_2 = 5000, J_3 = 0, J_4 = 10^8\). They have a ring structure in the outer ring, the outer ring is made up of nine first-order rogue, and the inner ring has five first-order rogue waves.

Figure 13. (Color online) Density plots of the wave amplitudes of \((|E_r^{[5]}|, |p_r^{[5]}|, \eta_r^{[5]})\) when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, J_0 = 0, J_1 = 0, J_2 = 0, J_3 = 10^6, J_4 = 0\). They have two concentric rings, each of them consists of seven first-order rogue waves.
Figure 14. (Color online) Density plots of the wave amplitudes of \((|E_5^r|, |p_5^r|, \eta_5^r)\) when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, J_0 = 0, J_1 = 0, J_2 = 5000, J_3 = 0, J_4 = 0\). They have three concentric rings, each of them consists of five first-order rogue waves.

Figure 15. (Color online) The completely isolated form of the solutions which is the nonlinear superposition of the first-order rogue waves and first-order breather solutions, when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, \beta_3 = \frac{4}{5}, J_0 = -10i\).

Figure 16. (Color online) The form shown as a first-order breather with a central fundamental pattern of second-order rogue waves, when \(d = 1, b = 0, \omega = \frac{1}{2}, \tau = \frac{1}{2}, \beta_3 = \frac{4}{5}, J_0 = 0\).