Methods for predicting the remaining useful life of equipment in consideration of the random failure threshold
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Abstract: The value range of the failure threshold will generate an uncertain influence on the prediction results for the remaining useful life (RUL) of equipment. Most of the existing studies on the RUL prediction assume that the failure threshold is a fixed value, as they have difficulty in reflecting the random variation of the failure threshold. In connection with the inadequacies of the existing research, an in-depth analysis is carried out to study the effect of the random failure threshold (RFT) on the prediction results for the RUL. First, a nonlinear degradation model with unit-to-unit variability and measurement error is established based on the nonlinear Wiener process. Second, the expectation-maximization (EM) algorithm is used to solve the estimated values of the parameters of the prior degradation model, and the Bayesian method is used to iteratively update the posterior distribution of the random coefficients. Then, the effects of three types of RFT constraint conditions on the prediction results for the RUL are analyzed, and the probability density function (PDF) of the RUL is derived. Finally, the degradation data of aero-turbofan engines are used to verify the correctness and advantages of the method.
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1. Introduction

Engineering practice shows that the prognostics and health management (PHM) technology can effectively improve the safety and reliability of the equipment which can also reduce the maintenance and operating costs, and thus, it garners extensive application in aviation, aerospace, medical treatment, electronics, and other high-safety and high-reliability fields [1 – 5].

The core of the PHM technology is to assess the current health status of the equipment and predict its remaining useful life (RUL) through the online monitoring of the changing data on its key performance parameters [6]. Two categories of models are mainly used—the mechanism model and the data-driven model [7 – 10]. However, as the complexity degree of the equipment structure and functions continues to increase, it becomes increasingly difficult to directly build the mechanism model, which in turn restricts the application of the mechanism model. The data-driven model uses the characteristic quantity of the equipment to describe the degradation process, which in turn achieves the prediction of the equipment RUL. This method has numerous advantages, such as a simple principle, good mathematical characteristics, and wide applicability, and it becomes the mainstream method for current studies on the RUL prediction.

The core of the data-driven model is to assume that the degradation process of the equipment can be characterized by its main performance parameters, such as voltage, current, resistance, capacitance, and crack length [11 – 15], and these performance parameters obey specific stochastic processes, such as the inverse Gaussian process, the Gamma process, and the Wiener process [16 – 20]. However, the actual degradation process of the equipment is often not strictly monotonic but has certain nonmonotonic characteristics; for example, a metalized film capacitor may cause the amount of capacitance to increase instead of decrease due to the self-healing mechanism [21 – 24]. Therefore, the inverse Gaussian process, the Gamma process, and other strictly monotonic stochastic processes are unable to accurately reflect the actual degradation characteristics of the equipment. To achieve an accurate description of the nonmonotonic degradation process, the Wiener process, which has nonmonotonic characteristics, is gradually applied to the modeling of degradation processes and obtains good results.

In engineering practice, the working condition, load, and operating environment will change with time, which causes the complexity of the degradation process of the equipment and the difficulty of the traditional Wiener model to meet the accuracy requirements of the RUL pre-
diction [25–29]. In order to improve the accuracy of the RUL prediction, researchers propose some improved RUL prediction methods with the consideration of nonlinear processes, unit-to-unit variability, and measurement error [30–37], which effectively improve the application range of the RUL prediction model based on the Wiener process.

All above studies on the RUL prediction are developed on the basis of an assumption that the failure threshold (FT) is a fixed value. However, due to the differences between different equipments, the random impact of the environment, and other uncertainties, the FT of different equipments will have randomness, such as deformation of spring, drifts of gyroscope, and wear in mechanical parts [38–40], which may have an uncertain effect on the RUL prediction. Therefore, it is necessary to further analyze the random FT (RFT). Peng et al. [41] first put forward the concept of an uncertain (random) FT in the degradation modeling process and analyzed the effect of the uncertain (random) FT on the estimation of the equipment reliability. However, this study does not give the specific distribution type of the FT, nor does it derive an analytical expression of the probability density function (PDF) for the RUL. Based on the linear Wiener process, Usynin et al. [42] discussed the effect of the RFT on the estimation of the equipment reliability in a cumulative damage model but still failed to give the specific distribution type of the FT or an analytical expression for the RUL. Huang et al. [43] assumed that the FT is a normal-type random variable and derived an integral expression for the RUL of equipment at different degradation stages with the consideration of the RFT, but their study gave neither a method for estimating the distribution parameters of the RFT nor an analytical expression for the distribution of the RUL. Wei et al. [44] studied the problem of predicting the RUL of the linearly degraded equipment under the condition that the RFT satisfies a normal distribution, but this study failed to take into account the nonnegative requirement of the RFT. Tang et al. [45] first proposed that the RFT should satisfy the constraint condition of \( \omega > 0 \) and further analyzed the effect of the normal RFT on the prediction of the equipment RUL. However, this study only carries out an analysis in connection with the linear Wiener process, and it is difficult to apply it to the widely existing used nonlinear Wiener process. Moreover, the constraint condition of \( \omega > 0 \) for the RFT is not strict, and it will increase the uncertainty of the prediction results and decrease the precision of the RUL prediction.

There are still three deficiencies in the existing studies on the RUL prediction in connection with the RFT. First, the research in connection to a nonlinear degradation process has not been launched, which restricts the scope of application of the methodology. Second, a method for estimating the distribution parameters of the RFT has not been put forward, which decreases the completeness of the methodology. Third, the research in connection with the nonnegative constraint for the RFT is still imperfect, which limits the improvements in the prediction precision and accuracy of the methodology. Therefore, in connection with the existing deficiencies in the research related to the RFT, the nonlinear Wiener process is used in this paper for modeling the degradation model, the expectation-maximization (EM) algorithm is used to estimate the degradation model parameters, and online updates are carried out on the model drift coefficient based on the Bayesian principle. Moreover, based on the historical failure data of the equipment, a maximum likelihood method (MLE) is presented to estimate the distribution parameters of the RFT. On this basis, the effect of the RFT on the prediction results of the equipment RUL under three constraint conditions is analyzed.

The main contribution of this paper include: (i) the proposal of a method for estimating the distribution parameters of the RFT based on the MLE; (ii) the derivation of an analytical expression for the distribution function of the corresponding equipment RUL under the three constraint conditions for the RFT of \( \omega \in \mathbb{R}, \omega > 0 \), and \( \omega - x_k > 0 \), and an analysis of the differences in the three constraint conditions. Through a practical case analysis of aero-turbofan engines, the proposed method is verified as being helpful in the further expansion of the scope of application in the methods for the RUL prediction, improving the precision and accuracy of the RUL prediction. The flow chart for the work in this paper is shown in Fig. 1.
Section 2 develops a nonlinear degradation model. Section 3 presents two methods to estimate the parameters of the degradation model and RFT. In Section 4, we update the drift coefficient by using of the Bayesian principle. In Section 5, we separately derive the PDF of the RUL under the three constraints of RFT. A practical example is given to verify the proposed method in Section 6. Section 7 draws the conclusions of this paper.

2. Degradation model

The model of the basic Wiener process for the equipment degradation can be expressed as follows:

\[ X(t) = X(0) + at + bW(t) \]  

where \( X(t) \) represents the amount of equipment performance degradation at time \( t \); \( X(0) \) is the amount of equipment performance degradation at the initial time and is generally deemed as \( X(0) = 0 \); \( a \) is the drift coefficient that characterizes the rate at which the equipment performance degrades; \( W(t) \) is the standard Brownian motion \( W(t) \sim N(0, t) \); and \( b \) is the diffusion coefficient that characterizes the time-varying uncertainty of the degradation process.

In consideration of the nonlinearity of the degradation process and the individual degradation differences between the same class of the equipment, the following model of the nonlinear Wiener process is given as

\[ X(t) = X(0) + a\tau(t, \theta) + bW(t). \]  

In (2), to reflect the unit-to-unit variability of the equipment in the degradation process, the drift coefficient \( a \) for different equipments is deemed to have randomness and satisfies \( a \sim N(\mu_a, \sigma_a^2) \); to reflect the nonlinear features of the degradation process, a nonlinear function of time \( \tau(t, \theta) \) (\( \theta \) is the parameter), can be used to describe the nonlinear relationship between the amount of the performance degradation and time.

In consideration of the ubiquitous presence of measurement errors and to reflect the errors in the actual measurement process of the equipment, let the measurement error between the measured value \( Y(t) \) and the true value \( X(t) \) for the equipment performance degradation be \( \varepsilon \), and then the equipment degradation process can be expressed as follows:

\[ Y(t) = X(t) + \varepsilon \]  

where \( \varepsilon \sim N(0, \sigma^2) \); and the drift coefficient \( a \), the standard Brownian motion \( W(t) \), and the measurement error \( \varepsilon \) are often deemed to be mutually independent.

If \( \omega \) is used to characterize the FT of the equipment performance degradation, then the life of the equipment can be defined as the time at which the amount of its performance degradation first reaches the FT, that is

\[ T = \text{inf} \{ t : X(t) \geq \omega | X(0) < \omega \} \]  

where \( T \) represents the life of the equipment. In regard to the model of the nonlinear Wiener process described by (2), one can know that its life \( T \) approximately obeys an inverse Gaussian distribution, and the PDF is described by (5) [8].

\[ f_T(t) \approx \exp \left( -\frac{(\omega - a\tau(t, \theta))^2}{2b^2t} \right) \cdot \frac{1}{\sqrt{2\pi b^2t}} \left( \omega - \lambda\tau(t, \theta) + at \frac{d\tau(t, \theta)}{dt} \right) \]  

3. Estimation of parameters

3.1 Estimation of the degradation model parameters

Since the nonlinear Wiener degradation model with the measurement error and the proposed unit-to-unit variability has complexity and implicitness, the EM algorithm is used to estimate the unknown parameters in the degradation model.

Assume that there are performance degradation data for \( N \) pieces of the equipment, wherein the monitoring times of the \( n \)th equipment are respectively \( t_{1,n}, t_{2,n}, \ldots, t_{m,n} \), and at the time \( t_{i,n} \), the measured amount of the performance degradation for the equipment is \( Y_n(t_{i,n}) \), and the true amount of the performance degradation for the corresponding equipment is \( X_n(t_{i,n}) \). Then, \( Y_n = [Y_n(t_{1,n}), Y_n(t_{2,n}), \ldots, Y_n(t_{m,n})]^T \) represents all monitoring data of the \( n \)th equipment, and then \( Y_{1:N} = \{Y_1, Y_2, \ldots, Y_N\} \) can be expressed as all performance degradation monitoring data of \( N \) pieces of equipment. Let \( \Delta Y_n(t_{i,n}) = Y_n(t_{i,n}) - Y_n(t_{i-1,n}) \) and \( \Delta T_{i,n} = \tau(t_{i,n}, \theta) - \tau(t_{i-1,n}, \theta) \), then \( \Delta T_{i,n} = [\Delta T_{1,n}, \Delta T_{2,n}, \ldots, \Delta T_{m,n}]^T \), \( \Delta Y_n = [\Delta Y_n(t_{1,n}), \Delta Y_n(t_{2,n}), \ldots, \Delta Y_n(t_{m,n})]^T \), and \( \Delta t_{i,n} = t_{i,n} - t_{i-1,n} \) can be obtained. If the performance degradation process of the equipment is a Wiener process, it is easy to know that \( \Delta Y_n \) obeys a multivariate normal distribution, that is, \( \Delta Y_n \sim N(\mu_n, A_n) \), wherein \( \mu_n \) is the expectation and \( A_n \) is the covariance matrix.

Assume that \( a_n \) is the corresponding drift coefficient of the \( n \)th equipment. Then, it can be known based on the properties of a multivariate distribution:

\[ \mu_n = a_n \Delta T_{i,n}, \]  

\[ A_n = b^2 D_n + \sigma^2 F_n \]  

where \( a_n \) is an independent identically distributed normal random variable, and

\[ D_n = \text{diag}(\Delta t_{1,n}, \Delta t_{2,n}, \ldots, \Delta t_{m,n}) \]
The log-likelihood function of $Y_{1:N}$ is constructed as follows:

$$
\ln p(Y_{1:N}, a | \Theta) = \frac{-\ln 2\pi}{2} \sum_{n=1}^{N} m_n - \frac{1}{2} \sum_{n=1}^{N} \ln |A_n| - \frac{1}{2} \sum_{n=1}^{N} (\Delta Y_n - \mu_n)^T A_n^{-1} (\Delta Y_n - \mu_n) - 
\frac{N}{2} \ln 2\pi - \frac{N}{2} \ln \sigma^2 - \frac{1}{2\sigma^2} \sum_{n=1}^{N} (a_n - \mu_n)^2. \quad (10)
$$

Set $\hat{\Theta}_j = (\hat{\mu}_{a(j)}, \hat{\sigma}^2_{a(j)}, \hat{\beta}(j), \hat{\sigma}^2_{\varepsilon(j)})$ to represent the estimated values of the degradation model parameters obtained after the $j$th step in the iteration, and then the $(j + 1)$th step in the iteration process can be divided into the following two steps.

**Step 1** Calculate the expectation of the log-likelihood function.

$$
L(\Theta | \hat{\Theta}_j) = E_{a|Y_{1:N}, \hat{\Theta}_j} (\ln p(Y_{1:N}, a | \hat{\Theta}_j)) = 
\frac{-\ln 2\pi}{2} \sum_{n=1}^{N} m_n - \frac{N}{2} \ln 2\pi - \frac{N}{2} \ln \sigma^2 - \frac{1}{2\sigma^2} \sum_{n=1}^{N} (a_n - \mu_n)^2 - 
\frac{1}{2} \sum_{n=1}^{N} [(\Delta Y_n - E_a(a_n | Y_n, \hat{\Theta}_j) \Delta T_n)^T A_n^{-1} (\Delta Y_n - E_a(a_n | Y_n, \hat{\Theta}_j) \Delta T_n)] - 
\frac{1}{2\sigma^2} \sum_{n=1}^{N} [(E_a(a_n | Y_n, \hat{\Theta}_j) - \hat{\mu}_{a(j)})]^2 + 
D_a(a_n | Y_n, \hat{\Theta}_j)] \quad (11)
$$

In a situation in which $\hat{\Theta}_j$ and $Y_n$ are known, according to the Bayesian principle, it can be known that $a_n | Y_n, \hat{\Theta}_j$ obey the normal distribution. Let $a_n | Y_n, \hat{\Theta}_j \sim N(E_a(a_n | Y_n, \hat{\Theta}_j), D_a(a_n | Y_n, \hat{\Theta}_j))$, and then one can obtain (12) and (13).

$$
E_a(a_n | Y_n, \hat{\Theta}_j) = 
\frac{\hat{\sigma}^2_{a(j)} \Delta T_n^T A_n^{-1} \hat{\beta}(j), \hat{\sigma}^2_{\varepsilon(j)}^{-1} \Delta Y_n + \hat{\mu}_{a(j)}}{\hat{\sigma}^2_{a(j)} \Delta T_n^T A_n^{-1} \hat{\beta}(j), \hat{\sigma}^2_{\varepsilon(j)}^{-1} \Delta T_n + 1} \quad (12)
$$

$$
D_a(a_n | Y_n, \hat{\Theta}_j) = 
\frac{\hat{\sigma}^2_{a(j)} \Delta T_n^T A_n^{-1} \hat{\beta}(j), \hat{\sigma}^2_{\varepsilon(j)}^{-1} \Delta T_n + 1}{\hat{\sigma}^2_{a(j)} \Delta T_n^T A_n^{-1} \hat{\beta}(j), \hat{\sigma}^2_{\varepsilon(j)}^{-1} \Delta T_n + 1} \quad (13)
$$

**Step 2** Maximize $L(\Theta | \hat{\Theta}_j)$.

$$
\hat{\Theta}_{j+1} = \arg \max_{\Theta} L(\Theta | \hat{\Theta}_j) \quad (14)
$$

Find the partial derivatives of $\hat{\mu}_{a(j)}$ and $\hat{\sigma}^2_{a(j)}$ in (11), respectively, and one can get (15) and (16).

$$
\frac{\partial L(\Theta | \hat{\Theta}_j)}{\partial \hat{\mu}_{a(j)}} = \frac{1}{\hat{\sigma}^2_{a(j)}} \sum_{n=1}^{N} (E_a(a_n | Y_n, \hat{\Theta}_j) - \hat{\mu}_{a(j)}) \quad (15)
$$

$$
\frac{\partial L(\Theta | \hat{\Theta}_j)}{\partial \hat{\sigma}^2_{a(j)}} = \frac{1}{2\hat{\sigma}^2_{a(j)}} \sum_{n=1}^{N} [(E_a(a_n | Y_n, \hat{\Theta}_j) - \hat{\mu}_{a(j)})^2 + 
D_a(a_n | Y_n, \hat{\Theta}_j)] \quad (16)
$$

By making (15) and (16) equal zero, one can get (17) and (18).

$$
\hat{\mu}_{a(j+1)} = \frac{1}{N} \sum_{n=1}^{N} E_a(a_n | Y_n, \hat{\Theta}_j) \quad (17)
$$

$$
\hat{\sigma}^2_{a(j+1)} = \frac{1}{N} \sum_{n=1}^{N} [(E_a(a_n | Y_n, \hat{\Theta}_j) - \hat{\mu}_{a(j+1)})^2 + 
D_a(a_n | Y_n, \hat{\Theta}_j)] \quad (18)
$$

Upon further analysis, it can be known that $\hat{\mu}_{a(j+1)}$ and $\hat{\sigma}^2_{a(j+1)}$ exist and are unique; see [46] for specific details of the proof. By bringing (17) and (18) into (11), one can get $Y_{1:N}$ with respect to the profile log-likelihood function for the unknown parameters $\theta(j), \hat{\beta}(j), \hat{\sigma}^2_{\varepsilon(j)}$.

$$
L(\Theta | \hat{\Theta}_j, \hat{\mu}_{a(j+1)}, \hat{\sigma}^2_{a(j+1)}) = 
\frac{-\ln 2\pi}{2} \sum_{n=1}^{N} m_n - \frac{1 + \ln 2\pi}{2} N - \frac{N}{2} \ln \sigma^2 - \frac{1}{2\sigma^2} \sum_{n=1}^{N} (a_n - \mu_n)^2 - 
\frac{1}{2} \sum_{n=1}^{N} [(\Delta Y_n - E_a(a_n | Y_n, \hat{\Theta}_j) \Delta T_n)^T A_n^{-1} (\Delta Y_n - E_a(a_n | Y_n, \hat{\Theta}_j) \Delta T_n)] - 
\frac{1}{2\sigma^2} \sum_{n=1}^{N} [(E_a(a_n | Y_n, \hat{\Theta}_j) - \hat{\mu}_{a(j)})]^2 + 
D_a(a_n | Y_n, \hat{\Theta}_j)] \quad (19)
$$
By maximizing $L(\Theta | \hat{\Theta}(j), \hat{\mu}_{a(j+1)}, \hat{\sigma}_a^2_{(j+1)})$, one can get $\hat{\Theta}(j+1), \hat{\mu}_{a(j+1)}, \hat{\sigma}_a^2_{(j+1)}$. Carry out calculation in Step 1 and Step 2 through iterations until $||\hat{\Theta}(j+1) - \hat{\Theta}(j)||$ is less than the specified threshold, and then stop. In general, the convergence of the EM algorithm is closely related to the selection of its initial value. To increase the convergence rate of the EM algorithm, the estimated values for the model parameters obtained by MLE can become the initial values of the EM algorithm [47].

3.2 Estimation of the RFT distribution parameters

Assuming that the FT for a given class of the equipment is a random variable that obeys a specific distribution, its PDF can be expressed as $f(\omega)$.

The distribution parameters for the RFT of a single class of the equipment are solved in this paper based on the MLE. Using the normal distribution as an example, assume that the historical degradation data for $M$ equipment of the same class currently exist, and the amounts of the corresponding performance degradation for this type of equipment at the time of failure are $\omega_1, \omega_2, \ldots, \omega_k, \ldots, \omega_M$. Then, the log-likelihood function with respect to the RFT $\omega$ can be expressed as follows:

$$
\ln L(\omega) = \sum_{k=1}^{M} \ln f(\omega_k) = \sum_{k=1}^{M} \ln \left( \frac{1}{\sqrt{2\pi\sigma^2_{\omega}}} \exp \left( \frac{-(\omega_k - \mu_{\omega})^2}{2\sigma^2_{\omega}} \right) \right) = -\frac{M}{2} \ln (2\pi\sigma^2_{\omega}) - \frac{1}{2}\sum_{k=1}^{M} (\omega_k - \mu_{\omega})^2.
$$

The maximization of (20) can obtain the estimated values of the corresponding distribution parameters for the normal RFT as follows:

$$
\hat{\mu}_{\omega} = \frac{1}{M} \sum_{k=1}^{M} \omega_k, \quad \hat{\sigma}^2_{\omega} = \frac{1}{M} \sum_{k=1}^{M} (\omega_k - \hat{\mu}_{\omega})^2.
$$

4. Online parameter update

To improve the accuracy of the RUL prediction, the equipment performance degradation data obtained in real time are often used to carry out online updates of the equipment degradation model. The specific method is based on the Bayesian principle to carry out updates of the drift coefficient for the degradation model.

To update the drift coefficient for the equipment degradation model under the Bayesian framework, the following Theorem 1 is given in this paper.

Theorem 1 If the priori distribution of the drift coefficient $a$ in the Wiener process obeys a normal distribution, then its posteriori distribution also obeys the normal distribution.

If we let the a priori distribution and a posteriori distribution of $\omega$ obey $N(\mu_{a0}, \sigma_{a0}^2)$ and $N(\mu_{ak}, \sigma_{ak}^2)$, respectively, based on Theorem 1, the update for the drift coefficients can be obtained as shown in (23) and (24).

$$
\mu_{ak} = \frac{\sigma_{a0}^2 Y_k^T A_k^{-1} \Delta T_k + \mu_{a0}}{\sigma_{a0}^2 \Delta T_k^T A_k^{-1} \Delta T_k + 1}, \quad \sigma_{ak}^2 = \frac{\sigma_{a0}^2 \Delta T_k^T A_k^{-1} \Delta T_k + 1}{\sigma_{a0}^2 \Delta T_k^T A_k^{-1} \Delta T_k + 1}.
$$

The proof of Theorem 1 was given in [47].

5. RUL prediction with RFT

Assume that $l_k$ represents the RUL of the equipment at time $t_k$, and then $T = t_k + l_k$ can be obtained. Based on the definition of (4) for the equipment life, one can derive the definition for the equipment RUL at time $t_k$ as

$$
L = \inf \{l_k : X(t_k + l_k) \geq \omega | X(0) < \omega \}. \quad (25)
$$

Let $\bar{X}(l_k) = X(t_k + l_k) - X(t_k)$; if the process of the equipment performance degradation is as shown in (2), then

$$
\bar{X}(l_k) = a \psi(l_k) + b B(l_k)
$$

where $\psi(l_k) = \tau(t_k + l_k, \theta) - \tau(t_k, \theta)$, Without loss of generality, $\bar{X}(0)$ is considered equal to zero.

Based on the aforementioned analysis, it can be known that the state of the equipment performance degradation $\bar{X}(l_k)$ satisfies the nonlinear Wiener process, and the definition for the equipment RUL can be further transformed by (27).

$$
L = \inf \{l_k : \bar{X}(l_k) \geq \omega - x_k | \bar{X}(0) < \omega - x_k \}. \quad (27)
$$

If $\omega$ is given, the PDF for the RUL of the nonlinearly degraded equipment can be obtained as follows:

$$
\begin{align*}
& f_{L_k | \omega, \lambda_k, X_1} (l_k | \omega, \lambda_k, X_1, l_k) \\
& \approx \frac{1}{\sqrt{2\pi b^2 l_k}} \left( \frac{2(\omega - x_k - a \beta(l_k))^2}{2b^2 l_k} \right)^{1/2} \exp \left( -\frac{(\omega - x_k - a \beta(l_k))^2}{2b^2 l_k} \right)
\end{align*} \quad (28)
$$

where $\beta(l_k) = \psi(l_k) - (d\psi(l_k)/dl_k)|_{l_k}$.

It can be known from (28) that the PDF of the equipment RUL is closely related to $\omega$. If the randomness of the FT is taken into account, then it will generate an effect on the
randomness of the RUL. It can be found by further analysis that simply taking into account the randomness of the FT is not in line with the reality of the equipment performance degradation. To improve the precision of the RUL prediction, it is also necessary to further consider its nonnegative constraint. To facilitate the analysis, the randomness of the FT will be taken into account, and \( \omega \in \mathbb{R} \), \( \omega > 0 \), and \( \omega - x_k > 0 \) are recorded as three constraint conditions, C1, C2, and C3, respectively.

In this paper, RFT that satisfies a normal distribution is used as an example for illustration, and the derivation processes of other distribution types are the same as that of the normally distributed RFT.

5.1 RUL prediction under C1

If the equipment degradation process satisfies (2) and there are measurement errors, then \( x_k = y_k - \varepsilon \sim N(y_k, \sigma_k^2) \) can be obtained. Usually, \( \omega, x_k, \) and \( a \) can be deemed as mutually independent. To derive the PDF of the RUL under C1, Theorem 2 is given in this paper.

**Theorem 2** If \( D_1 \sim N(\mu_1, \sigma_1^2) \), \( D_2 \sim N(\mu_2, \sigma_2^2) \), and \( D_3 \sim N(\mu_3, \sigma_3^2) \), any two of \( D_1, D_2, \) and \( D_3 \) are mutually independent, \( E, F \in \mathbb{R} \), and \( G \in \mathbb{R}^+ \), then

\[
E_{D_1} \left[ E_{D_2} \left[ E_{D_3} \left[ \left( D_1 - D_2 - FD_3 \right)^2 \right] \right] \right] = \sqrt{\frac{G}{F^2 \sigma_3^2 + \sigma_1^2 + G}} \exp \left\{ - \frac{(H - \mu_1 - FD_3)^2}{2(G)} \right\}.
\]

\[
\sqrt{\frac{G}{F^2 \sigma_1^2 + \sigma_3^2 + G}} \exp \left\{ \frac{(H - \mu_1 - FD_3)^2}{2(G)} \right\}.
\]

The proof of Lemma 1 was given in [33].

**Lemma 2** If \( D \sim N(\mu, \sigma^2) \), \( E, F \in \mathbb{R} \) and \( G \in \mathbb{R}^+ \), then

\[
E_D \left[ (D - A) \exp \left( - \frac{(D - B)^2}{2G} \right) \right] = \sqrt{\frac{C}{G}} \left( \frac{\sigma^2 + C \mu}{\sigma^2 + C} - A \right) \exp \left( - \frac{(D - B)^2}{2(\sigma^2 + C)} \right).
\]

The proof of Lemma 2 was given in [32]. Combining the same items for (30), we get (32) as follows:

\[
E_{D_1} \left[ E_{D_2} \left[ \left( D_1 - D_2 - FD_3 \right)^2 \right] \right] \}
\]

\[
\frac{(F^2 \sigma_2^2 - F^2 \sigma_3^2 + G)}{F^2 \sigma_2^2 + \sigma_1^2 + G} \sqrt{\frac{G}{F^2 \sigma_3^2 + \sigma_1^2 + G}} \exp \left\{ \frac{(H - \mu_1 - FD_3)^2}{2(G)} \right\}.
\]

\[
\left( \frac{(F^2 \sigma_2^2 - F^2 \sigma_3^2 + G)}{F^2 \sigma_2^2 + \sigma_1^2 + G} \right) \sqrt{\frac{G}{F^2 \sigma_3^2 + \sigma_1^2 + G}} \exp \left\{ \frac{(H - \mu_1 - FD_3)^2}{2(G)} \right\}.
\]

The final result of Theorem 2 can be proved directly. □

Let

\[
D = H,
\]

\[
A = \frac{(\mu_1 + F \mu_2)(F^2 \sigma_2^2 + \sigma_1^2 + G)}{F^2 \sigma_2^2 - E F \sigma_3^2 + G} - \frac{(\mu_1 + F \mu_2)(E F \sigma_2^2 + \sigma_1^2 + G)}{F^2 \sigma_2^2 - E F \sigma_3^2 + G}.
\]

\[
B = \mu_1 + F \mu_2,
\]

\[
C = F^2 \sigma_2^2 + \sigma_1^2 + G.
\]

By substituting (33), (34), (35) and (36) into (31), the final result of Theorem 2 can be proved directly. □

Based on the total probability, one can get

\[
f_{L_k | Y_{1:k}} (l_k | Y_{1:k}) = \int_{-\infty}^{+\infty} f_{L_k | \omega, a, X_{1:k}} (l_k | \omega, a, X_{1:k}) \cdot p(\omega)p(a|Y_{1:k})p(X_{1:k}|Y_{1:k}) d\omega da = \mathbb{E}_{\omega}[E_a[E_{l_k | \omega, a} X_{1:k} | l_k, \omega, a, X_{1:k}]]].
\]
Let \( \omega = D_1, x_k = D_2, a = D_3, E = \beta(l_k), F = \psi(l_k), \) and \( G = b^2 l_k, \) and then based on Theorem 2, the PDF of the RUL under RFT conditions can be derived as follows:

\[
f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) \approx \frac{\psi(l_k)2\sigma_{a_k}^2 + b^2 l_k - \beta(l_k)\psi(l_k)\sigma_{a_k}^2}{\psi(l_k)2\sigma_{a_k}^2 + \sigma_T^2 + b^2 l_k} \sqrt{\frac{G}{F^2 \sigma_T^2 + \sigma_T^2 + G}} \exp\left(-\frac{(\omega - \mu_1 - F \mu_2)^2}{2(F^2 \sigma_T^2 + \sigma_T^2 + G)}\right).
\]

Then, based on the total probability, one can get (41).

\[
f_{L_k|\omega,Y_{1:k}}(l_k|\omega,Y_{1:k}) = \int_{-\infty}^{+\infty} f_{L_k|\omega,a,Y_{1:k}}(l_k|\omega,a,Y_{1:k}) \, da = E_a\{E_{L_k}[f_{L_k|\omega,a,Y_{1:k}}(l_k|\omega,a,Y_{1:k})]\}.
\]

5.2 RUL prediction under C2

It can be known from (4) that the RFT of the equipment should be greater than the initial amount of the performance degradation \( X(0), \) that is, \( \omega > 0. \) To accurately describe the randomness and nonnegativity of \( \omega, \) the truncated normal distribution is used to characterize the RFT. The specific definition is shown below.

If the RFT \( \omega \) satisfies \( N(\mu_\omega,\sigma_{\omega}^2), \) and \( \omega > 0, \) then the RFT obeys a truncated normal distribution and can be expressed as \( \omega \sim TN(\mu_\omega,\sigma_{\omega}^2). \) Its PDF is shown as follows:

\[
f(\omega) = \frac{1}{\sqrt{2\pi}\sigma_{\omega}^2} \Phi(\mu_\omega/\sigma_{\omega}) \exp\left(-\frac{(\omega - \mu_\omega)^2}{2\sigma_{\omega}^2}\right).
\]

To derive the PDF of the equipment RUL under C2, the PDF of the equipment RUL under the fixed FT conditions is first derived in this paper, and then the PDF of the RUL under RFT conditions is derived. To obtain the PDF of the equipment RUL under the fixed FT conditions, Lemma 3 is given.

**Lemma 3** [33] If \( D_1 \sim N(\mu_1,\sigma_1^2) \) and \( D_2 \sim N(\mu_2,\sigma_2^2), \) where \( D_1 \) and \( D_2 \) are mutually independent, and \( \omega, E, F \in \mathbb{R}, G \in \mathbb{R}^+, \) then (40) is obtained.

\[
E_{D_1}\left\{E_{D_2}\left[(\omega - D_1 - ED_2)^2\right]\right\} = \frac{G\sigma^2}{G + \sigma^2} \exp\left(-\frac{F\sigma^2 + \mu_1\sigma^2}{2(G + \sigma^2)G\sigma^2} + \frac{G\sigma^2}{G + \sigma^2}\right).
\]

To obtain the PDF of the equipment RUL under RFT conditions, Theorem 3 is derived.
Proof Let
\[ E_D \left[ (D - E) \exp \left( - \frac{(D - F)^2}{2G} \right) \right] = E_D \left[ D \exp \left( - \frac{(D - F)^2}{2G} \right) \right] - E_D \left[ E \exp \left( - \frac{(D - F)^2}{2G} \right) \right]. \] (44)

If \( D \sim TN(\mu, \sigma^2) \), based on the nature of the truncated normal distribution, we can get
\[ E_D \left[ D \exp \left( - \frac{(D - F)^2}{2G} \right) \right] = \frac{1}{\sqrt{2\pi\sigma^2}\Phi(\mu/\sigma)}. \]
\[ \int_0^{+\infty} D \exp \left( - \frac{(D - F)^2}{2G} \right) \exp \left( - \frac{(D - \mu)^2}{2G\sigma^2} \right) dD = \frac{1}{\sqrt{2\pi\sigma^2}\Phi(\mu/\sigma)} \exp \left( \frac{(F\sigma^2 + \mu G)^2}{2G\sigma^2(\sigma^2 + G)} \right). \]
\[ \int_0^{+\infty} D \exp \left( - \frac{(D - F)^2}{2G} \right) \exp \left( - \frac{(D - A)^2}{2B} \right) dD = \frac{1}{\sqrt{2\pi\sigma^2}\Phi(\mu/\sigma)} \exp \left( - \frac{(F - \mu)^2}{2(\sigma^2 + G)} \right) (I_1 + AI_2). \] (46)

\( I_1 \) and \( I_2 \) can be formulated separately as follows:
\[ I_1 = \int_0^{+\infty} (D - A) \exp \left( - \frac{(D - A)^2}{B} \right) dD = B \exp \left( - \frac{A^2}{2B} \right), \] (47)
\[ I_2 = \int_0^{+\infty} \exp \left( - \frac{(D - A)^2}{B} \right) dD = \sqrt{B} \int_{-\infty}^{+\infty} \exp \left( - \frac{x^2}{2} \right) dx = \sqrt{2\pikB} \Phi \left( \frac{A}{\sqrt{B}} \right). \] (48)

Based on (48), (49) can be derived easily.
\[ E_D \left[ D \exp \left( - \frac{(D - F)^2}{2G} \right) \right] = \frac{1}{\sqrt{2\pi\sigma^2}\Phi(\mu/\sigma)} \exp \left( - \frac{(F - \mu)^2}{2(\sigma^2 + G)} \right) \frac{G\sigma^2}{G + \sigma^2} \exp \left( - \frac{(F\sigma^2 + \mu G)^2}{2G\sigma^2(\sigma^2 + G)} \right) + \frac{F\sigma^2 + \mu G}{\sigma^2 + G} \sqrt{\frac{2\pi\sigma^2G}{\sigma^2 + G}} \Phi \left( \frac{(F\sigma^2 + \mu G)}{\sqrt{\sigma^2G(\sigma^2 + G)}} \right). \] (49)

By substituting (47) and (48) into (46), (46) can be written as follows:
\[ E_D \left[ E \exp \left( - \frac{(D - F)^2}{2G} \right) \right] = \frac{E}{\sqrt{2\pi\sigma^2}\Phi(\mu/\sigma)} \exp \left( - \frac{(F - \mu)^2}{2G\sigma^2} \right) \int_0^{+\infty} \exp \left( - \frac{(D - F)^2}{2G} \right) \exp \left( - \frac{(D - \mu)^2}{2G\sigma^2} \right) dD = \frac{E}{\sqrt{2\pi\sigma^2}\Phi(\mu/\sigma)} \exp \left( - \frac{(F - \mu)^2}{2(\sigma^2 + G)} \right) \int_0^{+\infty} \exp \left( - \frac{(D - A)^2}{2B} \right) dD = \frac{E}{\sqrt{2\pi\sigma^2}\Phi(\mu/\sigma)} \exp \left( - \frac{(F - \mu)^2}{2(\sigma^2 + G)} \right) \sqrt{\frac{2\piG\sigma^2}{G + \sigma^2}} B\Phi \left( \frac{F\sigma^2 + \mu G}{\sqrt{G\sigma^2(\sigma^2 + G)}} \right). \] (50)

Then, Theorem 3 can be proved straightforwardly by subtracting (50) from (49).

Based on the total probability, under the condition in which \( Y_{1:k} \) is known, the PDF of the equipment RUL under C2 is derived as follows:
\[ f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) = \int_0^{+\infty} f_{L_k|\omega,Y_{1:k}}(l_k|\omega,Y_{1:k})p(\omega)d\omega = E_{\omega}[f_{L_k|\omega,Y_{1:k}}(l_k|\omega,Y_{1:k})]. \] (51)

If we let
\[ \omega = D, \] (52)
\[ G = \psi(l_k)\sigma_{a_k} + b^2l_k + \sigma^2, \] (53)
\[ F = y_k + \mu_{a_k}\psi(l_k), \] (54)
\[ E = \frac{(y_k + \mu_{a_k}\beta(l_k))(\psi(l_k)\sigma_{a_k} + b^2l_k + \sigma^2)}{\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k - \beta(l_k)\psi(l_k)\sigma_{a_k}^2} - \frac{(y_k + \mu_{a_k}\psi(l_k))(\beta(l_k)\psi(l_k)\sigma_{a_k} + \sigma^2)}{\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k - \beta(l_k)\psi(l_k)\sigma_{a_k}^2}, \] (55)
and then from (42) and (43), the PDF of the equipment RUL can be derived by using the total probability shown as follows:
$f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) = \frac{\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k - \beta(l_k)\psi(l_k)\sigma_{a_k}^2}{\sqrt{\sigma_\omega^2(\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2)^3}} \cdot \frac{1}{2\pi l_k\Phi(\mu_\omega/\sigma_\omega)} \exp \left( - \frac{(\mu_\omega - y_k - \mu_{a_k}\psi(l_k))^2}{2(\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2)^3} \right) \right)
\left[ (\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2)^2 \right] \left[ (\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2)^2 \right] \exp \left( \frac{-((y_k + \mu_{a_k}\psi(l_k))(\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2)(\mu_\omega))^2}{2(\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2)^3} \right) + \frac{2\pi(\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2)^2}{\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2} \exp \left( \frac{y_k + \mu_{a_k}\psi(l_k)}{\psi(l_k)^2\sigma_{a_k}^2 + b^2l_k + \sigma_\omega^2} \right)
\exp \left( - \frac{(\omega - x_k - (\mu_\omega - y_k))^2}{2(\sigma_\omega^2 + \sigma_\omega^2)} \right). \quad (56)

5.3 RUL prediction under C3

It can be known from (27) that the FT of the equipment should be greater than the initial amount of performance degradation $X(0)$, that is, $\omega - x_k > 0$. In general, the amount of performance degradation $x_k$ and the RFT $\omega$ can be determined as mutually independent, and then $\omega - x_k \sim N(\mu_\omega - y_k, \sigma_\omega^2 + \sigma_\omega^2)$ can be obtained. In this paper, the truncated normal distribution is used to describe the constraint condition $\omega - x_k > 0$, that is, $\omega - x_k \sim T N(\mu_\omega - y_k, \sigma_\omega^2 + \sigma_\omega^2)$, and then its PDF is

$$f(\omega - x_k) = \frac{1}{\sqrt{2\pi(\sigma_\omega^2 + \sigma_\omega^2)}\Phi((\mu_\omega - y_k)/(\sigma_\omega^2 + \sigma_\omega^2))} \exp \left( - \frac{(\omega - x_k - (\mu_\omega - y_k))^2}{2(\sigma_\omega^2 + \sigma_\omega^2)} \right). \quad (57)$$

Based on the total probability, under the condition in which $Y_{1:k}$ is known, the PDF of the equipment RUL under C3 is derived as follows:

$$f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) = \int_0^{\infty} f_{L_k|\omega-x_k,a}(l_k|\omega - x_k, a) \cdot \int_0^{\infty} f_{\omega-x_k|a,\lambda}(l_k|\omega - x_k, a, X_{1:k}) \cdot p(\omega - x_k)p(\lambda_k)\,da \, dl_k.$$ \quad (58)

To solve the aforementioned expression, Theorem 4 is derived.

**Theorem 4** If $D_1 \sim N(\mu_1, \sigma_1^2)$ and $D_2 \sim N(\mu_2, \sigma_2^2)$, where $D_1$ and $D_2$ are mutually independent, and $E, F \in \mathbb{R}$, $G \in \mathbb{R}^+$, then (59) is obtained.

$$E_{D_1} \left[ E_{D_2} \left[ \frac{(D_1 - E_{D_1})\exp \left( - \frac{(D_1 - F D_2)^2}{2G} \right)}{(D_1 - F D_2)^2} \right] \right] = \frac{F^2\sigma_2^2 + G - E F \sigma_2^2}{F^2\sigma_2^2 + G} \sqrt{\frac{G}{F^2\sigma_2^2 + G}}.$$ \quad (59)

**Proof** To prove Theorem 4, Lemma 4 is given.

**Lemma 4** If $D_1 \sim N(\mu_1, \sigma_1^2)$, $D_2 \sim N(\mu_2, \sigma_2^2)$, $D_1$ and $D_2$ are mutually independent, $E, F \in \mathbb{R}$, and $G \in \mathbb{R}^+$, then

$$\frac{F^2\sigma_2^2 + G - E F \sigma_2^2}{F^2\sigma_2^2 + G} \sqrt{\frac{G}{F^2\sigma_2^2 + G}} \exp \left( - \frac{(D_1 - F D_2)^2}{2G} \right).$$ \quad (60)

The proof of Lemma 4 was given in [32].
Combining the same items for (60), we can get

\[
ED_2 \left[ (D_1 - ED_2) \exp \left( -\frac{(D_1 - FD_2)^2}{2G} \right) \right] = \frac{\sqrt{G}}{F^2 \sigma^2 + G} \exp \left( -\frac{(D_1 - F \mu_2)^2}{2(F^2 \sigma^2 + G)} \right).
\]

Then, Theorem 4 can be proved easily by using Theorem 3.

If we let \( \omega - x_k = D_1, \alpha = D_2, \beta(\lambda) = E, \psi(l_k) = F \), and \( b^2 l_k = G \), then (62), the PDF of the equipment RUL, is obtained from (58) and (59).

\[
\begin{align*}
&f_{\lambda_k | Y_{1:k}}(l_k | Y_{1:k}) \approx \frac{1}{(\psi(l_k)^2 \sigma^2 + b^2 l_k)^{\frac{3}{2}}} \frac{\psi(l_k)^2 \sigma^2 + b^2 l_k - \beta(l_k) \psi(l_k) \sigma^2}{2\pi l_k \sqrt{\sigma^2 + \sigma^2}} \frac{\text{exp} \left( -\frac{(\mu_\omega - y_k - \mu_{ak} \psi(l_k))^2}{2(\psi(l_k)^2 \sigma^2 + b^2 l_k + \sigma^2 + \sigma^2)} \right)}{(\psi(l_k)^2 \sigma^2 + b^2 l_k + \sigma^2 + \sigma^2)} \left( \frac{\psi(l_k)^2 \sigma^2 + b^2 l_k - \beta(l_k) \psi(l_k) \sigma^2}{2\pi l_k \sqrt{\sigma^2 + \sigma^2}} \right) \Phi \left( \frac{\mu_{ak} \psi(l_k) \sigma^2 + \sigma^2}{\psi(l_k)^2 \sigma^2 + b^2 l_k + \sigma^2 + \sigma^2} \right) \right) \\
&\quad \left( \frac{\psi(l_k)^2 \sigma^2 + b^2 l_k - \beta(l_k) \psi(l_k) \sigma^2}{\psi(l_k)^2 \sigma^2 + b^2 l_k + \sigma^2 + \sigma^2} \right) \left( \frac{\psi(l_k)^2 \sigma^2 + b^2 l_k - \beta(l_k) \psi(l_k) \sigma^2}{\psi(l_k)^2 \sigma^2 + b^2 l_k + \sigma^2 + \sigma^2} \right).
\end{align*}
\]

The expectation of the equipment RUL can be expressed as (63) if the randomness of the FT is taken into account.

\[
E(l_k | Y_{1:k}) = \int_0^{+\infty} l_k f_{\lambda_k | Y_{1:k}}(l_k | Y_{1:k})dl_k \quad (63)
\]

### 6. Practical case analysis

Analysis and verification are launched based on the commercial modular aero-propulsion system simulation (C-MAPSS) data set provided by the National Aeronautics and Space Administration (NASA), and the 11 aero-turbfan engines in the functional description 001 (FD001) training set are selected as the objects of the analysis [49]. Since the fault mode corresponding to the FD001 data set is the performance degradation of the high-pressure compressor (HPC) on engine, it indicates that the health status of the engine is mainly affected by the performance of the HPC; therefore, the total pressure at the HPC outlet is selected as the main performance indicator for characterizing the health status of the engine. Data on the total pressure at the HPC outlet collected through the pressure sensor are shown in Fig. 2.

It can be known from Fig. 2 that, as the performance of the engine gradually degrades, the total pressure at the HPC outlet of the engine shows a decreasing trend overall. Since the pressure data collected by the sensor have many noise signals, to more accurately reflect the health status level of the engine, the smooth function in MatLab is used to carry out filter processing on the raw data (set the window width to 30). On this basis, the performance degradation data of the 11 engines are shown in Fig. 3 which can be obtained by subtracting the characteristic state variables at the initial time.

#### 6.1 Estimation of the degradation model parameters

It can be known from Fig. 3 that the performance degradation process of the engines exhibits clear nonmonotonicity; therefore, it is appropriate to use the Wiener process to carry out its degradation modeling. To further verify that the performance degradation process of the engines is in line with the Wiener process, the autocorrelation function...
method is used to carry out the recognition of the engine degradation process. Based on the basic properties of the Wiener process, the autocorrelation function of the Wiener process shown in (1) can be obtained as follows:

\[
\Gamma_{s,t} = E[X(s)X(t)] = \mu^2 st + \sigma^2 \min(s, t). \tag{64}
\]

From (64), the curve of the autocorrelation function for the basic Wiener process can be obtained as shown in Fig. 4.

The moment estimation of the autocorrelation function can be written as follows [50]:

\[
\hat{\Gamma}_{s,t} = \frac{1}{N} \sum_{n=1}^{N} \left( Z_{s,n} - \frac{1}{N} \sum_{n=1}^{N} Z_{s,n} \right) \cdot \left( Z_{t,n} - \frac{1}{N} \sum_{n=1}^{N} Z_{t,n} \right). \tag{65}
\]

Based on the above analysis, we can get the moment estimation of the autocorrelation function by using (65) with the degradation data of engines as shown in Fig. 5.

It can be observed by comparing Fig. 4 and Fig. 5 that the moment estimate of the autocorrelation function is more similar to the autocorrelation function for the basic Wiener process. Therefore, the performance degradation process of the engines can be deemed to satisfy the Wiener process shown in (3).

The historical life data of engines that can be obtained from Fig. 3 are 180, 195, 181, 158, 188, 170, 150, 202, 163, 156, and 179 cycles. In the distribution hypothesis test on the historical life data of all engines, the assumption with an inverse Gaussian distribution is undeniable, which further proves the reasonableness of using the Wiener process to model the performance degradation process of the engines.

It can be determined from Fig. 3 that the performance degradation process of the engines has clear nonlinearity. For this reason, \( \tau(t, \theta) = \exp(\theta \cdot t) - 1 \) is assumed in this paper. Then, based on the performance degradation data of the engines, the EM algorithm put forward in Section 3.1 is used to carry out the parameter estimation on the engine degradation model, and the estimation results are shown in Fig. 6, wherein \( \hat{\mu}_a = 0.137 \), \( \hat{\sigma}_a^2 = 2.290 \cdot 10^{-5} \), \( \hat{\theta} = 0.176 \), \( \hat{b} = 0.030 \), and \( \hat{\sigma}_\varepsilon^2 = 3.980 \cdot 10^{-5} \).
6.2 Estimation of the RFT distribution parameters

The FT is often defined as the amount of performance degradation at the time the equipment fails. The FTs of the 11 engines can be obtained from Fig. 2 and are listed in Table 1.

To determine the specific distribution type of the RFTs, the Kolmogorov-Smirnov (K-S) hypothesis test is carried out on the FTs of engines. The obtained results are listed in Table 2.

### Table 1: FTs of engines

| Item   | FT    |
|--------|-------|
| Item 01| 2.2532 |
| Item 02| 2.4058 |
| Item 03| 2.8679 |
| Item 04| 2.4416 |
| Item 05| 2.5111 |
| Item 06| 2.4937 |
| Item 07| 2.0347 |
| Item 08| 2.2479 |
| Item 09| 2.2868 |
| Item 10| 2.1732 |
| Item 11| 2.5068 |

### Table 2: K-S test on the distribution of RFTs

| Distribution assumption | $p$    | $H_0$ |
|-------------------------|--------|-------|
| Normal distribution     | 0.7432 | 0     |
| Weibull distribution    | 0.5095 | 0     |
| Index distribution      | 0.0006 | 1     |
| Poisson distribution    | 0.0006 | 1     |
| Rayleigh distribution   | 0.0031 | 1     |
It can be determined from Table 2 that it is more reasonable to use the normal distribution to describe the RFT of the engine performance degradation. In this paper, the MLE is used to obtain the distribution parameters of the RFT. For comparison, the results of the least square estimation (LSE) are given in Table 3.

| Parameter estimation method | \(\mu\) | \(\sigma^2\) |
|-----------------------------|-------|--------|
| MLE                         | 2.3839 | 0.0493 |
| LSE1                        | 2.3839 | 0.0758 |
| LSE2                        | 2.3839 | 0.0628 |
| LSE3                        | 2.3839 | 0.0539 |

In Table 3, LSE1, LSE2, and LSE3 correspond to the three types of empirical functions in [51], i.e., \(F(k) = k/(M+1)\), \(F(k) = (k-0.3)/(M+0.4)\), and \(F(k) = (k-0.5)/M\). We can easily find that the result of LSE depends on the type of the empirical function, which is hard to guarantee the accuracy of the estimation result. However, the MLE does not have the above problem.

To further compare the accuracies of MLE and LSE, the quantile plot of RFTs is given as follows.

Two observations can be drawn from Fig. 7. First, the RFTs are approximately distributed near the datum line, which means the RFTs satisfy the assumption of the normal distribution and it is consistent with the K-S test. Second, the line of the MLE is much closer to the datum line than LSEs, and this indicates that the parameter estimation of the MLE is more accurate than LSEs. In summary, the MLE is used to estimate the distribution parameter of RFTs, which is scientific and reasonable.

### 6.3 RUL prediction

To facilitate the analysis, the method of RUL prediction corresponding to the fixed FT is recorded as M0 in this paper; the method of RUL prediction corresponding to the RFT under constraint C1 is recorded as M1; the method of RUL prediction corresponding to the RFT under constraint C2 is recorded as M2; and the method of RUL prediction corresponding to the RFT under constraint C3 is recorded as M3.

In this paper, we randomly select the 1st, 4th, and 11th engines as the target equipment, and the RUL prediction of each engine is carried out. Based on the degradation data, 95% confidence intervals (CIs) of the prediction RUL at different condition monitoring (CM) times under M0, M1, M2 and M3 are calculated as follows. In the early and middle stages of the degradation process, the CIs under M0, M1, M2 and M3 can completely contain the true RUL of all target equipment, but not all methods are applicable in the late stages of the degradation process. To facilitate the analysis, the CIs in the late stages are shown in Table 4.

| Engine | CM time | Actual RUL | M0     | M1     | M2     | M3     |
|--------|---------|------------|--------|--------|--------|--------|
| No.1   | 155     | 15         | [12.8, 22.8] | [9.1, 24.0] | [9.5, 30.3] | [10.0, 29.3] |
|        | 160     | 10         | [10.5, 19.0] | [6.8, 27.8] | [7.1, 26.8] | [7.5, 25.8] |
|        | 165     | 2          | [7.8, 15.0] | [4.1, 31.3] | [4.3, 23.0] | [4.5, 22.0] |
| No.4   | 130     | 18         | [23.8, 39.3] | [14.6, 44.3] | [15.2, 43.3] | [16.0, 42.3] |
|        | 140     | 8          | [13.0, 25.5] | [4.3, 31.8] | [4.5, 20.8] | [4.8, 29.3] |
| No.11  | 165     | 23         | [20.0, 30.5] | [12.1, 34.0] | [12.6, 33.0] | [13.3, 32.0] |
|        | 175     | 3          | [7.5, 13.8] | [1.4, 20.0] | [1.4, 19.0] | [1.5, 16.0] |

It can be determined that 95% CIs of the prediction RUL at different CM times under M0 is the narrowest, but it cannot contain the true RUL of all target equipment in each CM time. The CIs of M1, M2 and M3 are wider than that of M0, but they can completely contain the true RUL of the target equipment; the results indicate that the prediction accuracies of M1, M2 and M3 are higher than that of M0. This is mainly because ignoring the randomness of the FT will decrease the uncertainty of the prediction RUL, which in turn causes the CI to be too narrow to contain the true RUL.

The prediction RUL of the 11th engine under M0, M1, M2 and M3 are given as an example to take further analysis in Fig. 8. It can be observed that as the run time increases, the PDF of the RUL predicted by M0, M1, M2 and M3 becomes narrow, indicating that as the status monitoring data increase, the uncertainty of the RUL prediction gradually decreases. In addition, the PDF of the RUL by M0 is more clearly biased to the right than that by M1, M2 and M3, such that the PDF of M0 cannot contain the true RUL at all run times.
It is shown that ignoring the randomness of the FT may lead to an overly optimistic estimation of the RUL, which causes the delayed maintenance and replacement of the engine and may generate a serious effect on flight safety. Therefore, it is extremely necessary to consider the effect of the FT randomness on the RUL prediction process.

To more intuitively reflect the differences among M0, M1, M2 and M3, the PDF of RUL for the 11th engine under M0, M1, M2 and M3 at 172 cycles are shown in Fig. 9.

Moreover, we also calculate that the MSEs under M0, M1, M2 and M3 at 172 cycles by using (66) are 37.336 2,
7. Conclusions

A method for estimating the distribution parameters of the RFT based on MLE is proposed, which has higher estimation accuracy than the LSE. An in-depth analysis is carried out in connection with the effect of the RFT on the RUL prediction. A practical case analysis shows that the accuracy of the RUL prediction can be effectively improved by taking into account the randomness of the FT.

Further analysis is carried out in connection with three constraint conditions (C1, C2, and C3) for the RFT. A practical case analysis shows that a strict, nonnegative constraint is more helpful in improving the precision of the RUL prediction.

In this paper, a normal distribution is mainly used to describe the randomness of the FT, and a truncated normal distribution is used to reflect the nonnegative constraint condition of the RFT. However, in engineering practice, the RFT may obey other distribution types. Therefore, the RUL prediction in connection with conditions in which the RFT satisfies different distribution types and how to describe the corresponding nonnegative constraint conditions are the focus of future research.
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