Canonical versus noncanonical equilibration dynamics of open quantum systems
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In statistical mechanics, any quantum system in equilibrium with its weakly coupled reservoir is described by a canonical state at the same temperature as the reservoir. Here, by studying the equilibration dynamics of a harmonic oscillator interacting with a reservoir, we evaluate microscopically the condition under which the equilibration to a canonical state is valid. It is revealed that the none-Markovian effect and the availability of a stationary state of the total system play a profound role in the equilibration. In the Markovian limit, the conventional canonical state can be recovered. In the non-Markovian regime, when the stationary state is absent, the system equilibrates to a generalized canonical state at an effective temperature; whenever the stationary state is present, the equilibrium state of the system cannot be described by any canonical state anymore. Our finding of the physical condition on such noncanonical equilibration might have significant impact on statistical physics. A physical scheme based on circuit QED is proposed to test our results.
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I. INTRODUCTION

Recently, how quantum systems, open [1–8] or closed [9–12], thermalize microscopically from a certain initial state to a canonical state has attracted much attention. In statistical mechanics, based on some basic postulates, such as the equal a priori probability postulate or the assumption of ergodicity, it can be proven kinematically that any quantum system in equilibrium with its interacting reservoir is described by a canonical state at the same temperature as the reservoir [13]. However, these basic postulates rely on the subjective lack of knowledge of the system. It was revealed that they could be abandoned by examining the entanglement induced by the interaction between the system and the reservoir, by which the canonical state can be achieved without referring to ensembles or time averages [1].

Another way to relax these assumptions in statistical mechanics from the perspective of the microscopic theory is to study the dynamics of open systems [14–19]. It is expected that the equilibrium behavior of any (many-body) system in statistical mechanics should be the steady-state limit of the nonequilibrium dynamics. In this way, the study of the equilibration dynamics of an open system can give a bridge between an arbitrary initial state of the system and its statistical equilibrium state. It has been proven that [14, 17], in the limit of the vanishing coupling and the memoryless correlation function of the reservoir, the steady state of the interested quantum system is a canonical state. However, in real physical situations, e.g., photonic crystal [20] and semiconductor phonon [21] environments, low-dimensional solid-state system [22], and even purely optical systems [23, 24], these conditions are generally invalid and the strong memory effect of the reservoir may even cause the anomalous decoherence behavior, i.e., the halting of decoherence with the increase of the coupling between the system and the reservoir [8, 25, 26]. Thus it is desirable to know how and when a nonequilibrium dynamics results in a relaxation of the system to the equilibrium states universally with respect to widely differing initial conditions and compatible to statistical mechanics.

In this work, we are interested in two questions. (1) What state does the system dynamically evolve to? (2) What is the physical condition under which the canonical state in statistical mechanics is valid? To answer these questions, we study the exact equilibration dynamics of a harmonic oscillator interacting with a thermal reservoir. A generalized canonical state with an effective temperature, which reduces to the conventional one in the vanishing limit of the coupling strength, and its validity condition are obtained microscopically. The mechanism of its breakdown is due to the formation of a stationary state of the whole system [28, 29]. Our results reveal the complete breakdown of the equilibrium statistical mechanics when the stationary state is present. The possible testification of our prediction in a coupled cavity array system in circuit QED is also proposed.

Our paper is organized as follows. In Sec. II, we show the model of a harmonic oscillator interacting with a bosonic reservoir at finite temperature and its exact master equation derived by Feynman-Vernon’s influence functional method. In Sec. III, the canonical and noncanonical thermalization dynamics of the harmonic-oscillator system is revealed. In Sec. IV, we propose an experimentally realizable scheme to test our result on noncanonical thermalization. Finally, a summary is given.
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in Sec. V.

II. MODEL AND EXACT DYNAMICS

We study a harmonic oscillator coupled to a reservoir. The Hamiltonian of the total system is

\[ \hat{H} = \hat{H}_s + \hat{H}_r + \hat{H}_i \]

with \( \hbar = 1 \)

\[ \hat{H}_s = \omega_0 \hat{a}^\dagger \hat{a}, \hat{H}_r = \sum_k \omega_k \hat{b}_k^\dagger \hat{b}_k, \hat{H}_i = \sum_k g_k (\hat{a} \hat{b}_k^\dagger + h.c.) \]

where \( \hat{a} \) and \( \hat{b}_k \) (\( \hat{a}^\dagger \) and \( \hat{b}_k^\dagger \)) are, respectively, the annihilation (creation) operators of the oscillator with frequency \( \omega_0 \) and the \( k \)th reservoir mode with frequency \( \omega_k \), and \( g_k \) is the coupling strength. \( g_k \) can be characterized by the spectral density

\[ J(\omega) \equiv \sum_k |g_k|^2 \delta(\omega - \omega_k) = \eta \omega(\omega/\omega_c)^{s-1} e^{-\omega/\omega_c}, \]

(2)

where \( \omega_c \) is a cutoff frequency, and \( \eta \) is a dimensionless coupling constant. The reservoir is classified as Ohmic if \( s = 1 \), sub-Ohmic if \( 0 < s < 1 \), and super-Ohmic if \( s > 1 \) [30]. Equation (1) is based on the rotating wave approximation, under which the energy-nonconserved terms \( \hat{a} \hat{b}_k \) and \( \hat{a}^\dagger \hat{b}_k^\dagger \) have been discarded. Note that this reduction is more than a simple approximation to the quantum-optical setting where the system oscillator can be naturally right from the start to describe relevant experiments. Explicitly, our system is highly pertinent to quantum-optical setting where the system oscillator can describe the quantized fields in cavity [33] or in circuit [34] QED, mechanical oscillators in optomechanics [35], and atomic ensemble in the large-\( N \) limit [36].

Setting \( \rho_{tot}(0) = \rho(0) \otimes e^{-\beta E_{tot} \hat{N}_{tot}} \) with \( \beta = (k_B T)^{-1} \), we can derive the exact master equation by Feynman-Vernon’s influence functional method [1, 2, 4, 39]

\[ \dot{\rho}(t) = -i [\Omega(t) \hat{a}^\dagger \hat{a}, \rho(t)] + [\Gamma(t) + \frac{\Gamma^\beta(t)}{2}] [2 \hat{a} \rho(t) \hat{a}^\dagger - \hat{a}^\dagger \hat{a} \rho(t) - \rho(t) \hat{a}^\dagger \hat{a}] + \frac{\Gamma^\beta(t)}{2} [2 \hat{a} \rho(t) \hat{a}^\dagger - \hat{a}^\dagger \hat{a} \rho(t) - \rho(t) \hat{a}^\dagger \hat{a}], \]

(3)

where \( \Omega(t) = -\text{Im}[\hat{u}(t)/u(t)] \) is the renormalized frequency, \( \Gamma(t) = -\text{Re}[\hat{u}(t)/u(t)] \) and \( \Gamma^\beta(t) = \dot{v}(t) + 2v(t) \Gamma(t) \) are the dissipation and noise coefficients. \( u(t) \) and \( v(t) \) are determined by

\[ \dot{u}(t) + i \omega_0 u(t) + \int_0^t dt_1 \mu(t - t_1) u(t_1) = 0, \]

(4)

\[ v(t) = \int_0^t dt_1 \int_0^t dt_2 u^*(t_1) \nu(t_1 - t_2) u(t_2), \]

(5)

under \( u(0) = 1 \). Physically, \( u(t) \), which is temperature independent and induced purely by the quantum vacuum effect, plays a role of dissipation, while \( v(t) \), which is dependent on the temperature and induced by thermal effect, plays a role of fluctuation in the dynamics. Equation (28) can serve as a nonequilibrium version of the fluctuation-dissipation relation, which ensures the positivity of \( \rho(t) \) during the evolution. The kernel functions \( \mu(x) = \int_0^\infty d\omega J(\omega) e^{-i \omega x} \) and \( \nu(x) = \int_0^\infty d\omega J(\omega) \bar{n}(\omega) e^{-i \omega x} \) with \( \bar{n}(\omega) = \frac{P}{2} \) (see Supplemental Material [40]). Equation (3) keeps the same Lindblad form as the corresponding Markovian master equation, but the coefficients are time dependent. All the non-Markovian effect from the reservoir has been incorporated into these coefficients self-consistently. It can recover the Markovian one under the conditions that the system-reservoir coupling is very weak and the characteristic time scale of the reservoir correlation function is much smaller than the typical time scale of the system. Then the second-order perturbative solutions of Eqs. (4) and (28) read \( u(t) = e^{-\beta u \omega_0 t} \) and \( v(t) = 2k_b \bar{n}(\omega_0) \) with \( \kappa = \pi J(\omega_0) \) and \( \omega' = \omega_0 + \int \frac{\omega}{\omega_0} \nu(\omega) d\omega \). Thus the coefficients reduce to \( \Gamma(t) = \kappa, \Omega(t) = \omega', \) and \( \Gamma^\beta(t) = 2k_b \bar{n}(\omega_0) \), which equal the ones in the Markovian master equation (see Supplemental Material [40]).

III. THERMALIZATION DYNAMICS

With the exact master equation (3) at hand, the thermalization dynamics of the system can be studied readily. According to the detailed balance condition, the steady state for positive \( \Gamma(t) \) and \( \Gamma^\beta(t) \) can be constructed as (see Supplemental Material [40])

\[ \rho(\infty) = \sum_{n=0}^{\infty} \frac{[\Gamma^\beta(\infty)/2 \Gamma(\infty)]^n}{[1 + \Gamma^\beta(\infty)/2 \Gamma(\infty)]^{n+1}} |n\rangle \langle n|, \]

(6)

which defines a unique canonical state for any initial state \( \rho_{can} \equiv \rho(\infty) = e^{-\beta \mu_{tot} \hat{N}_{tot}} / \text{Tr} e^{-\beta \mu_{tot} \hat{N}_{tot}} \) with an effective temperature \( T_{eff} = \frac{\text{Tr} \{ \ln [1 + 2 \Gamma^\beta(\infty)/\Gamma(\infty)] \}}{2 \Gamma(\infty)} \). \( T_{eff} \) reduces exactly to the reservoir temperature \( T \) in the Markovian limit. Thus the canonical ensemble assumption in statistical mechanics, i.e., a system in contact with a reservoir is described by the canonical state with the same temperature as the reservoir, can be dynamically confirmed only under the Markovian approximation. In the non-Markovian case, the equilibrated temperature \( T_{eff} \) shows a dramatic deviation from \( T \).

To get a qualitative understanding on \( T_{eff} \), we solve \( u(t) \) by Laplace transform and get \( u(t) = \mathcal{L}^{-1} \left[ \frac{1}{2} \frac{\sigma(s)}{\mu(1 + P(s))} \right] \) with \( \sigma(s) = \int_0^{\infty} \frac{J(\omega)}{\omega + s} d\omega \). Using Cauchy residue theorem, the inverse Laplace transform can be calculated by finding the poles of the integrand, i.e.,

\[ y(E) \equiv \omega_0 - \int_0^{\infty} \frac{J(\omega)}{\omega - E} d\omega = E, \quad (E = i \omega). \]

(8)
Note that the roots of Eq. (8) match well with the energy spectrum of Eq. (1) in the single-excitation subspace (see Supplemental Material [40]). It is understandable based on the fact that the vacuum-induced dissipation $u(t)$ is dominated by the single-excitation process in Eq. (1). Since $y(E)$ is a monotonically decreasing function in the region $E \in (-\infty, 0)$ for Eq. (2), Eq. (8) has only one negative root if $y(0) < 0$. No further discrete root exists in the region $E \in (0, +\infty)$ because it would make $y(E)$ divergent. The obtained $u(t)$ contributed from this discrete negative root, i.e. $e^{-iEt}$, corresponds to a stationary-state solution to Eq. (4) [28, 29], which has a vanishing $\Gamma(t)$ and means a halt of decoherence [8, 25, 26]. By this criterion, the stationary state for Eq. (2) is formed when

$$\omega_0 - \eta \omega_c \gamma(s) \leq 0,$$

where $\gamma(s)$ is Euler’s $\Gamma$ function. The vanishing $\Gamma(t)$ would result in the divergence of $T_{\text{eff}}$. Hence, we argue that the canonical equilibration would be invalid when the stationary state is formed. In this case, the dynamics will keep the superposition amplitude of the formed stationary state unchanged, which causes a notable contribution of the stationary state in the equilibrium state. It is the reason for the breakdown of the canonical equilibration.

To verify the validity of Eq. (7) and evaluate the consequence of the formed stationary state on the equilibration of the system, we present numerical simulations on the equilibration dynamics. For concreteness, we choose the Ohmic spectral density, i.e., $s = 1$ in Eq. (2), to do the numerics. Then we can obtain from the condition (9) that the stationary state is formed when $\omega_0 \leq \eta \omega_c$. Figures 1 and 2 show the obtained $\Gamma(t)$, $\Gamma^\beta(t)$, and $T_{\text{eff}}$ in different parameter regimes. We can see that when the stationary state is absent, i.e., $\eta < 0.125$ in Fig. 1 and $\omega_c < 10\omega_0$ in Fig. 2, both $\Gamma(t)$ and $\Gamma^\beta(t)$ tend to positive constant values asymptotically. The positivity of the two coefficients guarantees the overall thermalization of the system during the dynamics. Consequently, the system approaches a canonical state governed by Eq. (7), as shown in Figs. 1(c) and 2(c), irrespective of in what state the system initially resides. Here it is qualitatively consistent with the one under the Born-Markovian approximation. However, whenever the stationary state is formed, i.e., $\eta \geq 0.125$ in Fig. 1 and $\omega_c \geq 10\omega_0$ in Fig. 2, $\Gamma(t)$ and $\Gamma^\beta(t)$ possess transient negative values and approach zero asymptotically, which confirms our expectation based on the stationary-state analysis. The negative coefficients reveal a nonzero non-Markovianity [9], which in turn gives an insight to the dynamical consequence of the formed stationary state (see Supplemental Material [40]). The vanishing of the two coefficients causes the dissipationless dynamics [25, 42], which is totally different from the Markovian case, and the ill definition of the canonical state (7). In Figs. 1(c) and 2(c), we really see that $T_{\text{eff}}$ changes to be divergent when the parameters tend to the critical point forming the stationary state.

Another interesting observation is that even when the equilibration to a canonical state is valid in the absence of the stationary state, $T_{\text{eff}}$ still shows a dramatically quantitative difference to $T$. They match well only when $\eta$ is vanishingly small [see Fig. 1(c)], and when $\omega_c$ is comparable with $\omega_0$ [see Fig. 2(c)].

We next investigate an actual example by employing an explicit initial state of the system harmonic oscillator as $\rho(0) = e^{-|\alpha_0|^2}|\alpha_0\rangle\langle\alpha_0|$. In the framework of the influence-functional method, we can readily calculate its time evolution state and the expectation value of the bosonic number operator $N(t) = |\alpha_0 u(t)|^2 + v(t)$. Figures 3(a) and 4(a) show the evolution of $N(t)$ in the full parameter regime. We can see clearly that $N(t)$ behaves divergently at the critical point forming the stationary state, i.e., $\eta = 0.125$ in Fig. 3(a) and $\omega_c = 10\omega_0$ in Fig. 4(a). We plot in Figs. 3(b) and 4(b) the ratio $N(t)$ to $N_{\text{con}} \equiv \text{Tr} [\hat{a}^\dagger \hat{a} \rho_{\text{con}}]$ in the parameter regime where
We can see that, irrespective of the initial temperature, the stationary state is absent. We can see that, when the stationary state is absent, we plot in Fig. 3 the long-time values of bosonic number $N(t)$ in different initial condition $\alpha_0$, which confirms our analytical criterion ($\xi = 2Z_0C_s\omega_C^2$ ($Z_0$ being the impedance). $\Gamma(0)$ (b) and $\Gamma^\beta(t)$ (c) in different $\omega_0$, $\xi = 0.05\omega_C$, $g = 0.02\omega_C$, $\beta = 0.05/\omega_C$, and $N = 200$ have been used.

The initial-state dependence of Fig. 5(b) also reveals the incorrectness of the result of Ref. [17], which is initial-state independent, in describing our system.

**FIG. 5.** (Color online) $N(t)$ in different $\alpha_0$ when $\eta = 0.05$ (a) and 0.2 (b). Other parameters are the same as Fig. 1. The dashed line in (a) is the value evaluated from Eq. (7).

**FIG. 6.** (Color online) (a) Scheme on a TLR (formed by $C_s$ and $L_s$) with $\omega_0 = 1/(2\sqrt{L_sC_s})$ interacting with an array of TLRs (formed by $C_i$ and $L_i$) with identical $\omega_C = 1/(2\sqrt{L_iC_i})$ coupled via $C_c$ in strength $\xi = 2Z_0C_s\omega_C^2$ ($Z_0$ being the impedance). $\Gamma(0)$ (b) and $\Gamma^\beta(t)$ (c) in different $\omega_0$, $\xi = 0.05\omega_C$, $g = 0.02\omega_C$, $\beta = 0.05/\omega_C$, and $N = 200$ have been used.

A promising physical system to test our prediction is an array of coupled cavities, which can now be realized experimentally in an optical-ring resonator system [43], in a microdisk cavity system [44], in a photonic crystal system [45–47], and synthesized in optical waveguides [48, 49]. In Fig. 6, we depict a scheme realized in a circuit QED system [50–52]. Here, the system is realized by the transmission line resonator (TLR), and the reservoir is realized by an array of ca-
pacitance coupled TLRs, which in turn couples to the system via inductance. The reservoir is governed by 
\[ \hat{H}_r = \omega C \sum_{j=N/2}^{N/2} \hat{b}_j^\dagger \hat{b}_j + (\xi \sum_{j=-N/2}^{N/2} \hat{b}_j^\dagger + \text{h.c.}) \] 
The interaction is 
\[ \hat{H}_i = g \hat{a}^\dagger \hat{b}_0 + \text{h.c.}. \] 
\[ \hat{H}_t = \sum_j \epsilon j \hat{b}_j \hat{b}_j^\dagger \] by a Fourier transform \( \hat{b}_j = \sum \hat{b}_k e^{i k j x_0} \) 
with \( \epsilon j = \omega C + 2\xi \cos k x_0 \) and \( x_0 \) being the spatial separation of the two neighbor resonators. One can notice that the dispersion relation of the reservoirs shows finite band width \( 4\xi \) centered at \( \omega_C \), which can induce a strong non-Markovian effect even in the weak- and intermediate-coupling regimes. The stationary state is formed if \( \omega_0 \) falls in the gap of the spectrum of the reservoir, i.e., \( \omega_0 < \omega C - 2\xi \) [26]. We really see in Figs. 6(b) and (c) that both \( \Gamma(t) \) and \( \Gamma^V(t) \) calculated based on an experimentally accessible parameter regime [50, 51] approach zero in this situation, where the equilibration to a canonical state is expected to be invalid.

V. CONCLUSION

In summary, we have studied the non-Markovian equilibrium dynamics of a harmonic oscillator coupled to a reservoir. A generalized canonical state is constructed microscopically. It recovers the conventional canonical state in the Markovian approximation, but gets to be invalid whenever the stationary state is formed. Our work gives a bridge between the ensemble theory of the equilibrium statistical mechanics and the non-equilibrium dynamics, thus builds a unified framework to treat the issues in equilibrium and nonequilibrium statistical mechanics. In particular, the explicit criterion for the formation of the stationary state may supply a guideline to experiments on exploring the noncanonical equilibration of open system via engineering the specific structure of the reservoir [53, 54].
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Note added: Recently, we became aware of two related works [55, 56].
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SUPPLEMENTAL MATERIAL

S-1. THE EXACT DECOHERENCE DYNAMICS

In this section, we give the detailed derivation of exact master equation using Feynman-Vernon’s influence-functional theory [1–4] in the coherent-state representation [5].

A. Influence functional method

The Hamiltonian of the total system reads \( \hat{H} = \hat{H}_s + \hat{H}_t + \hat{H}_s \) with \( (\hbar = 1) \)

\[ \hat{H}_s = \sum_k \omega_k b_k^\dagger b_k, \hat{H}_t = \sum_k g_k (\hat{a} b_k^\dagger + \text{h.c.}), \] (S1)

The total density matrix obeys \( i\dot{\rho}_{\text{tot}}(t) = [\hat{H}, \rho_{\text{tot}}(t)] \), we have the formal solution as

\[ \rho_{\text{tot}}(t) = e^{-i\hat{H}t} \rho_{\text{tot}}(0) e^{i\hat{H}t}. \] (S2)

In the coherent-state representation, Eq. (S2) is expanded as

\[
\langle \tilde{a}_f, \tilde{b}_f | \rho_{\text{tot}}(t) | \alpha'_f, \tilde{z}_f \rangle = \int d\mu(z_f) d\mu(\alpha_i) d\mu(\tilde{z}_f) d\mu(\alpha'_i)
\]
\[
\times \langle \tilde{a}_i, \tilde{z}_i | \rho_{\text{tot}}(0) | \alpha'_i, \tilde{z}'_i \rangle
\]
\[
\times \langle \alpha'_i, \tilde{z}'_i | 0 | \alpha'_f, \tilde{z}_f, t \rangle,
\] (S3)

We assume that the initial density matrix factors into a system part and an environment part \( \rho_{\text{tot}}(0) = \rho_s(0) \otimes \rho_e(0) \). The dynamics of the system can be obtained by integrating over the environmental variables,

\[
\rho(\tilde{a}_f, \alpha'_f; t) = \int d\mu(\alpha_i) d\mu(\alpha'_i) \mathcal{J}(\tilde{a}_f, \alpha'_f; t | \tilde{a}_i, \alpha_i; 0)
\]
\[
\times \rho(\alpha_i, \alpha'_i; 0), \]
(S4)

where \( \rho(\tilde{a}_f, \alpha'_f; t) \equiv \int d\mu(z_f) \langle \tilde{a}_f, \tilde{z}_f | \rho_{\text{tot}}(t) | \alpha'_f, \tilde{z}_f \rangle \).

The effective propagation functional of the density matrix is defined as

\[ \mathcal{J}(\tilde{a}_f, \alpha'_f; t | \tilde{a}_i, \alpha_i; 0) \equiv \int d\mu(z_f) d\mu(\tilde{z}_f) d\mu(\alpha'_i) \]
\[ \times \langle \tilde{a}_f, \tilde{z}_f | t | \tilde{a}_i, \tilde{z}_i, \alpha_i; 0 \rangle \rho_e(\tilde{z}_f, \alpha'_i; 0) \langle \alpha'_i, \tilde{z}'_i; 0 | \alpha'_f, \tilde{z}_f, t \rangle \] (S5)

Eq. (S5) contains two propagators of the total system: the forward and backward propagators, which can be expressed as path integrals. To evaluate the forward propagator operator \( e^{-i\hat{H}t} \) between the initial \( | \alpha_i, \tilde{z}_i \rangle \) and the final \( | \tilde{a}_f, \tilde{z}_f \rangle \) coherent states, one generally divides the time interval \( t_f - t_i \) into \( N \) subintervals. Then by inserting the resolution of identity, i.e.,

\[ \int d\mu(\alpha) d\mu(z) | \alpha, \tilde{z} \rangle | \alpha, \tilde{z} \rangle = 1 \]

with the integration measures \( d\mu(\alpha) = e^{-|\alpha|^2} \frac{d\alpha}{2\pi} \) and \( d\mu(z) = \prod_k e^{-z_k \bar{z}_k} \frac{dz_k}{2\pi} \), (\( N - 1 \)) times between each subintervals and taking the limit of large \( N \), the path integral representation of the propagator can be obtained

\[ \langle \tilde{a}_f, \tilde{z}_f; t | \alpha_i, \tilde{z}_i; 0 \rangle = \int D^2 z D^2 \alpha \exp(iS_0[\tilde{a}, \alpha] + iS_t[\tilde{b}, \alpha, \tilde{z}]), \] (S6)

where

\[ iS_0[\tilde{a}, \alpha] = \frac{\tilde{a}(t) \alpha(t) + \tilde{a}(0) \alpha(0)}{2} \]
\[ - \int_0^t dt [\frac{\tilde{a}(\tau) \dot{\alpha}(\tau) - \tilde{a}(\tau) \alpha(\tau)}{2} + iH_s(\tilde{a}, \alpha)], \] (S7)

\[ iS_t[\tilde{z}, \alpha, \tilde{z}, \alpha] = \frac{\tilde{z}(t) z(t) + \tilde{z}(0) z(0)}{2} \]
\[ - \int_0^t dt [\frac{\tilde{z}(\tau) \dot{z}(\tau) - \tilde{z}(\tau) z(\tau)}{2} + iH_e(\tilde{z}, \alpha)], \] (S8)

\[ iS_t[\tilde{z}, \alpha, \tilde{z}, \alpha] = -i \int_0^t dt H_t(\tilde{a}, \alpha, \tilde{z}, \alpha). \] (S9)

are the (complex) actions corresponding to the system, reservoir, and interaction Hamiltonian \( \hat{H}_s, \hat{H}_t, \) and \( \hat{H}_e \), respectively [6]. All the functional integrations are evaluated over paths \( \tilde{z}(\tau), z(\tau), \tilde{a}(\tau), \) and \( \alpha(\tau) \) with endpoints \( \tilde{z}(t) = \tilde{z}_f, z(0) = z_i, \tilde{a}(t) = \alpha_f, \) and \( \alpha(0) = \alpha_i \). Substituting Eq. (S6) and a similar expression for the backward propagator into Eq. (S5), we obtain

\[ \mathcal{J}(\tilde{a}_f, \alpha'_f; t | \tilde{a}_i, \alpha_i; 0) = \int D^2 z D^2 \alpha \exp[i(S_0[\tilde{a}, \alpha] + S_t[\tilde{z}, \alpha])]
\]
\[ \mathcal{F}[\tilde{a}, \alpha, \tilde{z}, \alpha'] \] (S10)

where

\[ \mathcal{F}[\tilde{a}, \alpha, \tilde{z}, \alpha'] = \int d\mu(z_f) d\mu(\tilde{z}_f) d\mu(\tilde{z}') D^2 z D^2 \tilde{z}'
\]
\[ \times \exp[i(S_i[\tilde{z}, \alpha] + S_t[\tilde{z}', \alpha']) - S_{\text{tot}}[\tilde{z}, \tilde{z}', \alpha, \alpha']]
\]
\[ \mathcal{F}[\tilde{z}, \tilde{z}', \alpha, \alpha'] \] (S11)

is the influence functional containing all the environmental effects on the system.

B. Evaluation of the influence functional

The path integral of the environmental part in Eq. (S11) can be evaluated by the saddle point method under the boundary conditions \( z_k(0) = z_{ki}, \tilde{z}_k(t) = \tilde{z}_{kf} \).

We have the equations of motion for the stationary path as

\[ \dot{z}_k(\tau) - i\omega_k z_k(\tau) = -ig_k(\tau), \] (S12)

\[ \dot{\tilde{z}}_k(\tau) - i\omega_k \tilde{z}_k(\tau) = ig_k(\tau), \] (S13)

where the paths of \( \tilde{a}, \alpha \) are taken as external sources. Substituting the formal solutions of Eqs. (S12) and (S13)

\[ z_k(\tau) = z_{ki} e^{-i\omega_k(\tau - t)} - ig_k \int_0^\tau dt' e^{-i\omega_k(t' - t)} \alpha(t') \] (S14)

\[ \tilde{z}_k(\tau) = \tilde{z}_{kf} e^{-i\omega_k(\tau - t)} - ig_k \int_\tau^t dt' e^{i\omega_k(t' - \tau)} \tilde{a}(t') \] (S15)
into Eq. (S6), one can obtain the result of forward propagator. It is noted that the prefactor under the contribution of the stationary path in the coherent-state path integral is equal to one and the saddle point method to the evaluation of the environmental part here is exact. The similar expression for the backward propagator $\langle \bar{\alpha}_i'; \bar{z}_i'; 0 | \alpha_f', z_f; t \rangle$ can also be determined. Assuming the initial state of the reservoir is $\rho_r(0) = \frac{e^{-\beta \hat{H}_r}}{Tr_e^{-\beta \hat{H}_r}}$, we have

$$\rho_r(\bar{z}_i, \bar{z}'_i; 0) = \prod_k (1 - e^{-\beta h_w k}) \exp(-\frac{|\bar{z}'_i|^2 + |\bar{z}_i|^2}{2}) + e^{-\beta h_w k \bar{z}_i k \bar{z}'_i}. \quad (S16)$$

Substituting this initial state, the forward and backward propagators into Eq. (S11), and using the Gaussian integral identity $\int \frac{d^2z}{\pi} e^{-\gamma z^2 + \delta z} f(z) = \frac{1}{\gamma} f(\delta)$ repeatedly, the influence functional can be evaluated as

$$\mathcal{F}[\alpha, \alpha', \alpha''] = \exp\{\int_0^t dt \int_0^t d\tau'[\nu(\tau - \tau')(\bar{\alpha}'(\tau) - \bar{\alpha}(\tau))\alpha(\tau') + \mu(\tau - \tau')\bar{\alpha}'(\tau)\alpha(\tau')\}$$

$$- \int_0^t dt' \int_0^\tau d\tau'\nu\tau(\tau - \tau')(\bar{\alpha}'(\tau) - \bar{\alpha}(\tau))\alpha(\tau') + \mu(\tau - \tau')\bar{\alpha}'(\tau)\alpha(\tau')] \quad (S17)$$

where $\nu(\tau - \tau') = \sum_k |g_k|^2 \bar{n}(\omega_k) e^{-\omega_k(\tau - \tau')}$ and $\mu(\tau - \tau') = \sum_k |g_k|^2 e^{-\omega_k(\tau - \tau')}$.}

**C. Evaluation of the effective propagation functional**

With Eq. (S17), Eq. (S10) can be recast into

$$\mathcal{F}(\bar{\alpha}_f, \alpha_f'; t | \bar{\alpha}_i', \alpha_i; 0) = \int D\mu(\alpha) D\mu'(\alpha') \exp\left\{\frac{1}{2}[\bar{\alpha}(t) \alpha(t) + \bar{\alpha}(0) \alpha(0) + \bar{\alpha}'(t) \alpha'(t) + \bar{\alpha}'(0) \alpha'(0)] - A[\bar{\alpha}, \alpha; \bar{\alpha}', \alpha']\right\}$$

$$A[\bar{\alpha}, \alpha; \bar{\alpha}', \alpha'] = \int_0^t dt\left\{-\frac{\bar{\alpha}'(\tau)\alpha(\tau) - \bar{\alpha}(\tau)\alpha' \alpha(\tau)}{2} + \frac{\bar{\alpha}'(\tau)\alpha(\tau) - \bar{\alpha}(\tau)\alpha' \alpha'(\tau)}{2} + i\omega_0[\bar{\alpha}(\tau)\alpha(\tau) - \bar{\alpha}'(\tau)\alpha'(\tau)]ight\}$$

$$- \int_0^t dt'\nu(\tau - \tau')(\bar{\alpha}'(\tau) - \bar{\alpha}(\tau))\alpha(\tau') - \mu(\tau - \tau')\bar{\alpha}'(\tau)\alpha(\tau')] + \int_0^\tau dt'\mu(\tau - \tau')\bar{\alpha}'(\tau)\alpha(\tau')] \quad (S18)$$

According to the main idea of saddle point method to evaluate the path integral, we can perform the path integral by expanding the effective action $A$ around the saddle point paths or the classical paths

$$A[\bar{\alpha}_c + \delta \bar{\alpha}, \alpha_c + \delta \alpha; \bar{\alpha}'_c + \delta \bar{\alpha}'_c, \alpha'_c + \delta \alpha'] = A[\bar{\alpha}_c, \alpha_c; \bar{\alpha}'_c, \alpha'_c] + \delta A + \delta^2 A. \quad (S19)$$

By requesting $\delta A = 0$, we obtain the equations of motion satisfied by the variables in the classical paths

$$\dot{\bar{\alpha}}_c(\tau) + i\omega_0 \bar{\alpha}_c(\tau) = \int_0^\tau dt'\nu(\tau - \tau')(\alpha_c(\tau') - \bar{\alpha}_c(\tau')) + \int_0^\tau dt'\mu(\tau - \tau')\alpha_c(\tau') \quad (S20)$$

$$\dot{\bar{\alpha}}'_c(\tau) - i\omega_0 \bar{\alpha}'_c(\tau) = \int_0^\tau dt'\nu^*(\tau - \tau')(\bar{\alpha}'_c(\tau') - \bar{\alpha}_c(\tau')) + \int_0^\tau dt'\mu^*(\tau - \tau')\bar{\alpha}'_c(\tau') \quad (S21)$$

$$\dot{\alpha}_c(\tau) - i\omega_0 \alpha_c(\tau) = \int_0^\tau dt'\nu^*(\tau - \tau')(\bar{\alpha}'_c(\tau') - \bar{\alpha}_c(\tau')) + \int_0^\tau dt'\mu^*(\tau - \tau')\bar{\alpha}'_c(\tau') \quad (S22)$$

$$\dot{\alpha}'_c(\tau) + i\omega_0 \alpha'_c(\tau) = \int_0^\tau dt'\nu(\tau - \tau')(\alpha_c(\tau') - \alpha'_c(\tau')) + \int_0^\tau dt'\mu(\tau - \tau')\alpha_c(\tau') \quad (S23)$$

We also find that the second-order term $\delta^2 A$ is independent on the variables in the classical paths, which means that it contributes only a time-dependent con-
Comparing Eq. (S20), we can see from Eq. (S21) that the initial condition of $\alpha'(\tau)$ can be fixed by $\alpha'(\tau) = u'(\tau)\alpha_1' - v'(\tau)[\alpha(t) - \alpha'_f]$ with $u'(0) = 1$ and $v'(0) = 0$, and

$$\bar{u}'(\tau) - i\omega u'(\tau) + \int_0^\tau \mu(\tau - \tau')u(\tau')d\tau' = 0. \tag{S33}$$

One can see that $u_1'(\tau) = u_1'(\tau) = u(t - \tau)$. We can see from Eq. (S21) that the initial condition of $\bar{\alpha}'(\tau)$ can be fixed by $\bar{\alpha}'(\tau) = u'(\tau)\bar{\alpha}_1' - v'(\tau)[\bar{\alpha}(t) - \bar{\alpha}_f]$ with $u'(0) = 1$ and $v'(0) = 0, and

$$\bar{u}'(\tau) - i\omega u'(\tau) + \int_0^\tau \mu(\tau - \tau')u(\tau')d\tau' = 0. \tag{S34}$$

Comparing Eqs. (S33) and (S34) with Eqs. (S27) and (S28), we have $u'(\tau) = u'(\tau), v'(\tau) = v'(\tau)$. So $\bar{\alpha}'(\tau) = u'(\tau)\bar{\alpha}_1' - v'(\tau)[\bar{\alpha}(t) - \bar{\alpha}_f]$, which induces

$$\bar{\alpha}'(\tau) = \frac{u'(\tau)\bar{\alpha}_1' + v'(\tau)\bar{\alpha}_f}{1 + v'(\tau)}. \tag{S35}$$

Substituting Eqs. (S30, S31, S35, S36) into Eq. (S25), we get

$$J(\bar{\alpha}_f, \alpha'_f; t|\bar{\alpha}_i, \alpha'_i; 0) = M(t)\exp[J_1(t)\bar{\alpha}_f\alpha_i - J_2(t)\bar{\alpha}_f\alpha'_i - J_3(t)\bar{\alpha}_i\alpha'_f + J_4(t)\bar{\alpha}_i\alpha'_f], \tag{S37}$$

where

$$M(t) = \frac{1}{1 + v(t)}, J_1(t) = \frac{u(t)}{1 + v(t)}, \tag{S38}$$

$$J_2(t) = \frac{-v(t)}{1 + v(t)}, J_3(t) = \frac{|u(t)|^2}{1 + v(t)} - 1. \tag{S39}$$

D. Exact master equation

Eq. (S4) with the final form of the effective propagation functional given by Eq. (S37) is the exact solution of the decoherence dynamics of the system. On one hand, the evolution of any initial state can be calculated by executing the integration in Eq. (S4). On the other hand, an exact master equation can be obtained by making time derivative to Eq. (S4). In the following, we derive the master equation. First, we have the following functional identities from Eq. (S37)

$$\alpha_1J = \frac{1}{J_1(t)}\frac{\partial}{\partial \alpha_f} + J_2(t)\alpha'_fJ, \tag{S40}$$

$$\bar{\alpha}_i'J = \frac{1}{J_1(t)}\frac{\partial}{\partial \bar{\alpha}_f} + J_2(t)\bar{\alpha}_fJ, \tag{S41}$$

which are useful to eliminating the dependence of the time derivative of the effective propagation functional on the initial variable $\alpha_i$ and $\bar{\alpha}_i'$. Then making the time derivative to Eq. (S37) and the substitution of Eqs. (S40, S41) and remembering Eq. (S4), we obtain the evolution equation
\[
\dot{\rho}(\tilde{\alpha}_f, \alpha_f'; t) = \left\{ -\Gamma^\beta(t) - \Gamma^\beta(t) + \Gamma(t) + i\Omega(t) \right\} \tilde{\alpha}_f \frac{\partial}{\partial \tilde{\alpha}_f} + \Gamma^\beta(t) \tilde{\alpha}_f \alpha_f' + [\Gamma^\beta(t) + 2\Gamma(t)] \frac{\partial^2}{\partial \tilde{\alpha}_f \partial \alpha_f'}
\]

where

\[
\Gamma(t) + i\Omega(t) = -\frac{\dot{u}(t)}{u(t)}, \quad \Gamma^\beta(t) = \dot{v}(t) + 2v(t)\Gamma(t).
\]

To obtain the operator equation of the reduced density matrix, it will be useful to introduce the following functional representations.

\[
\frac{\partial^2 \rho(\tilde{\alpha}_f, \alpha_f'; t)}{\partial \tilde{\alpha}_f \partial \alpha_f'} \leftrightarrow \dot{\alpha}^\dagger \dot{\alpha} \rho(t), \quad \frac{\partial^3 \rho(\tilde{\alpha}_f, \alpha_f'; t)}{\partial \tilde{\alpha}_f \partial \alpha_f' \partial \alpha_f''} \leftrightarrow \dot{\alpha}^\dagger \dot{\alpha} \dot{\alpha} \rho(t), \quad \frac{\partial^4 \rho(\tilde{\alpha}_f, \alpha_f'; t)}{\partial \tilde{\alpha}_f \partial \alpha_f' \partial \alpha_f'' \partial \alpha_f'''} \leftrightarrow \dot{\alpha}^\dagger \dot{\alpha} \dot{\alpha} \dot{\alpha} \dot{\alpha} \rho(t)
\]

with which we arrive at our final operator form of the non-Markovian master equation

\[
\dot{\rho}(t) = -i\Omega(t) [\dot{\alpha}^\dagger \dot{\alpha}, \rho(t)] + \Gamma(t) [2\dot{\alpha} \rho(t) \dot{\alpha}^\dagger - \dot{\alpha}^\dagger \dot{\alpha} \rho(t) - \rho(t) \dot{\alpha} \dot{\alpha}^\dagger] + \Gamma^\beta(t) [\dot{\alpha}^\dagger \rho(t) \dot{\alpha} + \dot{\alpha} \rho(t) \dot{\alpha}^\dagger - \dot{\alpha}^\dagger \dot{\alpha} \rho(t) - \rho(t) \dot{\alpha} \dot{\alpha}^\dagger].
\]

\[\text{E. The evolved state of the coherent state as the initial state}\]

Consider explicitly that the system is initially in a coherent state \(e^{-|\alpha_0|^2/2} |\alpha_0\rangle\), we have

\[
\rho(\tilde{\alpha}_0, \alpha_0'; 0) = \exp(-|\alpha_0|^2 + \tilde{\alpha}_0 \alpha_0 + \tilde{\alpha}_0 \alpha_0') \quad (S46)
\]

Substituting \(S46\) into Eq. \(S37\) and performing the Gaussian integration, we can get

\[
\rho(\tilde{\alpha}_f, \alpha_f'; t) = M(t) \exp(-|J_2(t)| |\alpha_0|^2 + J_1(t) \tilde{\alpha}_f \alpha_0 - J_2(t) \tilde{\alpha}_f \alpha_f' + J_1(t) \tilde{\alpha}_0 \alpha_f').
\]

(S47)

Remembering that the original density matrix is expressed as \(\rho(t) = \int d\mu(\alpha) d\mu(\alpha') \rho(\tilde{\alpha}_f, \alpha_f'; t) |\alpha_f, \alpha_f'\rangle \langle \alpha_f, \alpha_f'|\), we can readily calculate the expectation value of the bosonic number operator as

\[
N(t) \equiv \text{Tr}_s[\dot{\alpha}^\dagger \dot{\alpha} \rho(t)] = |\alpha_0 u(t)|^2 + v(t).
\]

(S48)

\[\text{S-2. The perturbative solutions of } u(t) \text{ and } v(t)\]

In this section, we give the proof of the recovery of exact master equation to the conventional Markovian master equation under the second-order perturbation to the coupling strength between the system and the reservoir.

The solution of Eq. \(S27\) can be expanded as the order of the coupling strength labeled by \(\lambda\),

\[
u(t) = u^{(0)}(t) + \lambda^2 u^{(2)}(t) + O(|g_k|^4),
\]

(S49)

substituting which into Eq. \(S27\) we can get \(u^{(0)}(t) = e^{-i\omega_0 t}\) and

\[
u^{(2)}(t) = -i\omega_0 u^{(2)}(t) - \int_0^t \mu(t - t_1) u^{(0)}(t_1) dt_1.
\]

If the characteristic time scale of the environmental correlation \(\mu(t - t_1)\) is much smaller than the typical time scale of the system, then we can extend the upper limit of the integration into \(+ \infty\). Using the identity \(\int_0^{+\infty} dt e^{-i(\omega - \omega_0) t}(t) = \pi \delta(\omega - \omega_0) + i\frac{\omega}{\omega - \omega_0}\), we get \(u^{(2)}(t) = -i(\kappa + i\Delta \omega)\). Using the identity \(\int_0^{+\infty} dt e^{-i(\omega - \omega_0) t}(t) = \pi \delta(\omega - \omega_0) + i\frac{\omega}{\omega - \omega_0}\), we get \(u^{(2)}(t) = -i(\kappa + i\Delta \omega)\). Going back to Eq. \(S49\), we get

\[
u(t) = e^{-i(\kappa + i\omega') t}, \quad \omega' = \omega_0 + \Delta \omega,
\]

where \(\lambda\) has been set back to one.

The second-order approximate solution of Eq. \(S28\) reads

\[
u(t) = \int_0^t dt_1 \int_0^t dt_2 u^{(0)}(t_1) \nu(t_1 - t_2) u^{(0)}(t_2)
\]

(S51)

Since we are only concerned about its time derivative, so

\[
\nu(t) = \int_0^{+\infty} d\omega \int_0^t dt_1 [e^{-i(\omega - \omega_0)(t-t_1)} + e^{i(\omega - \omega_0)(t-t_1)}] \times J(\omega) \tilde{n}(\omega) \approx \kappa \tilde{n}(\omega),
\]

(S52)

where we have also used the extension of the upper limit of the integration to \(+ \infty\). Substituting Eqs. \(S50\), \(S52\) into Eq. \(S43\), we obtain the second-order perturbative values of of the parameters in the master equation as

\[
\Gamma(t) = \kappa, \quad \Omega(t) = \omega^\beta(t) = 2\kappa \tilde{n}(\omega_0),
\]

(S53)

where the second term of \(\Gamma^\beta(t)\) has been neglected because it is the high-order term. These values are just the parameters appearing in the master equation derived under the conventional Markovian approximation.
S-3. Energy Spectrum in Single-Excitation Subspace

Here we want to further emphasize that the roots of Eq. (8) in the main text give the energy spectrum of the total system in the single-excitation subspace. Therefore, we call the state represented by the discrete root $E$ as the stationary state of the total system. Furthermore, since the single-excitation process in our Hamiltonian is solely contributed by the vacuum of the environment, this gives further evidence on calling $u(t)$ as the vacuum-induced dissipation function. The eigensolution in the single-excitation subspace can be obtained in the following. The total excitation number of our model, i.e., $\hat{N}_{\text{tot}} = \hat{a}^\dagger \hat{a} + \sum_k \hat{b}^\dagger_k \hat{b}_k$ is conserved, which means that the Hilbert space is divided into independent subspaces with definite $\langle \hat{N} \rangle$. The eigenstate of the total system in the subspace with $\langle \hat{N}_{\text{tot}} \rangle = 1$ can be expanded as

$$|\varphi_1\rangle = c_0|1, \{0_k\}\rangle + \sum_k d_k|0, 1_k\rangle,$$

(S54)

substituting which into the eigenequation, we get

$$c_0\omega_0 + \sum_k g_k d_k = E_1 c_0,$$

(S55)

$$c_0 g_k + d_k \omega_k = E_1 d_k.$$  

(S56)

From Eq. (S56), we have $d_k = \frac{g_k c_0}{E_1 - \omega_k}$, substituting which into Eq. (S55), we obtain

$$\omega_0 + \sum_k \frac{|g_k|^2}{E_1 - \omega_k} = E_1.$$  

(S57)

It matches well with Eq. (8) in the main text in the continuous limit of the environmental frequency. The formation of the stationary state is in a same mechanism as the spin-boson model case in Ref. [7, 8].

The formation of this stationary state would cause the transient negative of the decay rate, which reveals that the system has a strong non-Markovian effect. Such effect can be quantified by the non-Markovianity [9]. This quantitative characterization in turn can supplies some insight to the profound impact of the formed stationary state on the dynamics of the system. The non-Markovianity is defined as

$$\mathcal{N} = \max_{\rho_1(0), \rho_2(0)} \int_{\sigma > 0} \sigma(t, \rho_{1,2}(t))dt,$$  

(S58)

where $\sigma(t, \rho_{1,2}(t)) = \frac{d}{dt} D(\rho_1(t), \rho_2(t))$ is the change rate of the trace distance $D(\rho_1(t), \rho_2(t))$ between two density matrix $\rho_1(t)$ and $\rho_2(t)$. The trace distance is defined as $D(\rho_1, \rho_2) = \text{Tr}[\rho_1 - \rho_2]$ with $|\rho| \equiv \sqrt{\rho^\dagger \rho}$. The integration is performed over all the time duration with $\sigma(t, \rho_{1,2}(t)) > 0$ and the maximization is performed over all the initial pair states $\rho_{1,2}(0)$. It has been proven in Ref. [9] that for zero-temperature environment and the one-excitation-number involved at most in the dynamics of the whole system, $\mathcal{N}$ takes the maximal value when $\rho_{1}(0) = |0\rangle\langle 0|$ and $\rho_{2}(0) = |1\rangle\langle 1|.$

In Fig. S1, we plot the non-Markovianity calculated in the zero-temperature case, where the effect of the formed stationary state can be manifested clearly. We can see that when the stationary state is absent for the parameter regime $\eta < 0.125$, $\mathcal{N}$ equals to zero persistently. Whenever the stationary state is formed, i.e., $\eta > 0.125,$ $\mathcal{N}$ takes non-zero value. It is understandable based on the fact the presence of the stationary state would cause the decay coefficients negative. The negative decay implies that the energy or information flows back from the environment to the system, which results in the increase of the trace distance between the two initial states.

S-4. The Derivation of Eq. (6)

Eq. (6) is valid in the parameter regime without the stationary state, where both $\Gamma(t) > 0$ and $\Gamma^\dagger(t) > 0$ are satisfied in the whole time evolution. In this section, we derive it analytically using the algebraic dynamics method [10].

The analytical solution of Eq. (3) can be obtained by the following method. By constructing composite algebra $\hat{N} = \hat{n}^r - \hat{n}^l$ and $\{ \hat{K}_0 = \hat{a}^\dagger \hat{a}, \hat{K}_+ = \hat{a}^\dagger \hat{a}^\dagger, \hat{K}_- = \hat{a}^\dagger \hat{a} \}$, where $\hat{\bullet}^r$ and $\hat{\bullet}^l$ operates, respectively, on the right and left vector, we can transform Eq. (3) into a Schrödinger-equation-like form

$$\dot{\rho}(t) = \mathcal{L}(t) \rho(t),$$

(S59)

$$\mathcal{L}(t) = -i \Omega(t) (\hat{N} + 1) + A(t) \hat{K}_+ + B(t) \hat{K}_- - [A(t) + B(t)] \hat{K}_0 - \frac{A(t) - B(t)}{2}.$$  

(S60)

where $A(t) = 2 \times \frac{\Gamma^\dagger(t)}{2}$ and $B(t) = 2 \times [\Gamma(t) + \frac{\Gamma^\dagger(t)}{2}]$. The
actions of these operators on the state are
\[ \hat{\mathcal{N}}|m\rangle\langle n| = (m - n + 1)|n\rangle\langle n|, \]
\[ \hat{K}_0|m\rangle\langle n| = \frac{m + n + 1}{2}|m\rangle\langle n|, \]
\[ \hat{K}_+|m\rangle\langle n| = \sqrt{(m + 1)(n + 1)|m + 1\rangle\langle n + 1|}, \]
\[ \hat{K}_-|m\rangle\langle n| = \sqrt{mn}|m - 1\rangle\langle n - 1|. \]

\( \hat{\mathcal{N}} \) forms a u(1) algebra and \( \{\hat{K}_0, \hat{K}_\pm\} = \pm \hat{K}_\pm, \{\hat{K}_-, \hat{K}_+\} = 2\hat{K}_0 \), \( K_0, K_\pm \) form a su(1,1) algebra, with the dynamical symmetry structure at hands and by introducing a time-dependent similarity transformation
\[ \hat{U} = e^{\alpha_+(t)\hat{K}_+} e^{\alpha_-(t)\hat{K}_-} \] with \( \alpha_\pm(t) \) satisfying
\[ \frac{d\alpha_+(t)}{dt} = B(t)[\alpha_+(t) - \frac{A(t)}{B(t)}][\alpha_+(t) - 1], \]
\[ \frac{d\alpha_-(t)}{dt} = B(t)[1 - 2\alpha_+(t)\alpha_-(t)] + |A(t) + B(t)|\alpha_-(t), \]
under the initial condition \( \alpha_+(0) = 0 \), the time-dependent master equation (S59) can be diagonalized into
\[ \dot{\rho}(t) = \hat{L}(t)\rho(t), \]
\[ \hat{L}(t) = \hat{U}^{-1}(t)\dot{\hat{U}}(t) - \hat{U}^{-1}(t)\frac{d\hat{U}(t)}{dt} \]
\[ = -i\Omega(t)(\hat{\mathcal{N}} + 1) + \gamma(t)\hat{K}_0 - \frac{A(t) - B(t)}{2}. \]

with \( \gamma(t) = 2B(t)\alpha_+(t) - [A(t) + B(t)] \) and \( \dot{\rho}(t) = \hat{U}^{-1}(t)\rho(t) \) Then the solution of \( \dot{\rho}(t) \) as well as \( \rho(t) \) can be obtained as
\[ \rho(t) = e^{\int_0^t (\gamma(\tau) - (A(\tau) - B(\tau)))d\tau} \sum_{n,k} \rho_{n,k} |n\rangle\langle k|, \]
where the initial state \( \rho(0) = \sum_{n,k} \rho_{n,k}|n\rangle\langle k| \) has been used.

The asymptotic form of the obtained solution (S71) can be analyzed by the following method. We study first the asymptotic forms of \( \alpha_\pm(t) \). From Eq. (S67), we have
\[ \left\{ \begin{array}{ll}
\frac{d\alpha_+(t)}{dt} > 0, & \text{if } 0 < \alpha_+(t) < \frac{A(t)}{B(t)} \\
\frac{d\alpha_+(t)}{dt} < 0, & \text{if } \frac{A(t)}{B(t)} < \alpha_+(t) < 1
\end{array} \right. \]

under the conditions \( A(t) = 2 \times \frac{\Gamma(t)}{\tau} > 0 \) and \( B(t) = 2 \times [\Gamma(t) + \frac{\Gamma(t)}{\tau}] > 0 \), which is always satisfied when the stationary state is absent [see Fig. 1(a,b), Fig. 2(a,b), and Fig. 6(a,b)]. To check the asymptotic form of \( \alpha_-(t) \), we define \( y(t) = \alpha_-(t)e^{\int_0^t \gamma(\tau)d\tau} \), whose time derivative reads
\[ \frac{dy(t)}{dt} = \left[ \frac{d\alpha_-(t)}{dt} + \alpha_-(t)\gamma(t)e^{\int_0^t \gamma(\tau)d\tau} \right] = B(t)e^{\int_0^t \gamma(\tau)d\tau}, \]
where Eq. (S68) has been used. Because of
\[ \gamma(\infty) = 2B(\infty)\alpha_+(\infty) - [A(\infty) + B(\infty)] = -2\Gamma(\infty) < 0, \]
we thus have
\[ \lim_{t \to \infty} \frac{dy(t)}{dt} = 0 \Rightarrow y(\infty) = \text{Const.}, \]
which in turn implies
\[ \alpha_-(\infty) = \infty. \]

With the asymptotic forms (S73, S76, S77) at hands, we are ready to evaluate the asymptotic form of Eq. (S71). Eq. (S71) can be expanded as
\[ \rho(t) = e^{\int_0^t \int_0^t \gamma(n+2\tau - (A(\tau) - B(\tau)))d\tau} \sum_{n,k} \rho_{n,k} e^{i\int_0^t \gamma(n+2\tau - (A(\tau) - B(\tau)))d\tau} \
\]
Setting \( m = \frac{n+k}{2} - p \) and remembering the form of \( y(t) \), we have
\[
\rho(t) = e^{\int_0^t \frac{\alpha^-(\tau)}{\beta^-(\tau)} d\tau} e^{\alpha_+ K} \sum_{n,k} \rho_{n,k} e^{-i \int_0^t (n-k)\Omega(\tau) d\tau} y(t)^{\frac{n+k}{2}}
\]
\[
\times \sum_{p=\frac{n+k}{2}}^{\frac{n+k}{2}} \frac{\alpha^-(p)(t)}{\beta^-(p)(t)} (n+k)! (p+n)! (p-n)! \left[ \frac{1}{(p+n)!} \right] \langle n | n \rangle \langle n | n \rangle.
\]

Due to the asymptotic form (S77), only the term \( p = 0 \), i.e., \( n = k \), in the summation over \( p \) survives in the long-time limit. Thus
\[
\lim_{t \to \infty} \rho(t) = e^{\alpha_+ (\infty) K} \sum_{n} \rho_{n,n} (\text{Const.}) |n\rangle \langle n| = Ce^{\alpha_+ (\infty) K} |0\rangle \langle 0|,
\]
(S79)

where the asymptotic forms (S76) and (S75) have been used and \( C \) can be determined by normalization. The final form of Eq. (S79) takes the form
\[
\rho(\infty) = C \sum_{n=0}^{\infty} \left[ \frac{A(\infty)}{B(\infty)} \right]^n |n\rangle \langle n|
\]
\[
= C \sum_{n=0}^{\infty} \left[ \frac{\Gamma(\infty)}{1 + \Gamma(\infty)} \right]^n |n\rangle \langle n|. \tag{S80}
\]

Remembering both \( \Gamma(\infty) \) and \( \Gamma(\infty) \) are positive values when the stationary state is absent, we can readily calculate the normalization factor \( C = \frac{1}{1 + \Gamma(\infty) / (2\Gamma(\infty))} \).

In summary, in obtaining Eq. (6), we are working in the parameter regime where the stationary state is absent such that \( \Gamma(t) > 0 \) and \( \Gamma^\beta(t) > 0 \) in the whole evolution process. As soon as the stationary state is formed, both \( \Gamma(t) \) and \( \Gamma^\beta(t) \) may transiently takes negative values and asymptotically tends to zero. In this regime, Eq. (6) does not work. It implies the breakdown of the canonical equilibration in our system.
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