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Abstract
This paper presents several new results related to the Kakeya problem. First, we establish a geometric inequality which says that collections of direction-separated tubes (thin neighborhoods of line segments that point in different directions) cannot cluster inside thin neighborhoods of low degree algebraic varieties. We use this geometric inequality to obtain a new family of multilinear Kakeya estimates for direction-separated tubes. Using the linear / multilinear theory of Bourgain and Guth, these multilinear Kakeya estimates are converted into Kakeya maximal function estimates. Specifically, we obtain a Kakeya maximal function estimate in $\mathbb{R}^n$ of dimension $d(n) = (2 - \sqrt{2})n + c(n)$ for some $c(n) > 0$. Our bounds are new in all dimensions except $n = 2, 3, 4,$ and $6$.
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1 Introduction

A set $T \subset \mathbb{R}^n$ is called a $\lambda \times \delta$ tube if it is a translated and rotated copy of the set

$$\{x \in \mathbb{R}^n : \sqrt{x_1^2 + \ldots + x_{n-1}^2} < \delta, \ 0 < x_n < \lambda\}.$$ 

Every $\lambda \times \delta$ tube has a unique coaxial line, and we say that the angle between two tubes is the angle between their coaxial lines. We say a set of $\lambda \times \delta$ tubes is direction-separated if the angle between each pair of tubes is at least $\delta$. In this paper we will be interested in the Kakeya maximal function conjecture, which is a quantitative bound on the overlap between direction-separated tubes.

**Conjecture 1.1 (Kakeya maximal function conjecture).** Let $1 \leq d \leq n$ and let $\varepsilon > 0$. Then there is a constant $C(n, d, \varepsilon)$ so that whenever $T$ is a set of direction-separated $1 \times \delta$ tubes in $\mathbb{R}^n$, we have

$$\left\| \sum_{T \in T} \chi_T \right\|_{L^\infty} \leq C(n, d, \varepsilon) \left(\frac{1}{\delta}\right)^{\frac{n}{2} - 1 + \varepsilon} \left(\sum_{T \in T} |T|\right)^{\frac{d-1}{d}}.$$ \hfill (1.1)

If Conjecture 1.1 is true for a particular value of $d$ and $n$, this is called a Kakeya maximal function estimate in $\mathbb{R}^n$ at dimension $d$. A Kakeya maximal function estimate in $\mathbb{R}^n$ at dimension $d$ implies that every Besicovitch set in $\mathbb{R}^n$ has Hausdorff dimension at least $d$. Further background on the Kakeya conjecture can be found in the survey articles [18, 25].

Conjecture 1.1 was solved in dimension 2 by Córdoba [8], and remains open in dimension three and higher. In 2005, Bennett, Carbery, and Tao [2] considered the following multilinear variant of the Kakeya maximal function conjecture.
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Theorem 1.2 (Multilinear Kakeya theorem). Let \( 2 \leq k \leq n \). Then there is a constant \( C(n) \) so that whenever \( T_1, \ldots, T_k \) are sets of \( 1 \times \delta \) tubes in \( \mathbb{R}^n \), we have

\[
\left\| \left( \sum_{T_1 \in T_1} \cdots \sum_{T_k \in T_k} \chi_{T_1} \cdots \chi_{T_k} |v_1 \wedge \ldots \wedge v_k| \right)^\frac{1}{k} \right\|_{L^k} \leq C(n) \left( \frac{1}{\delta} \right)^{\frac{n}{k} - 1} \prod_{i=1}^{k} \left( \sum_{T_i \in T_i} |T_i| \right)^{\frac{1}{k}},
\]

(1.2)

where in the above expression \( v_i = v(T_i) \) is the direction of the tube \( T_i \).

Theorem 1.2 was proved up to endpoint by Bennett, Carbery, and Tao in [2] and the endpoint estimate was established by Guth in [9]. The version stated here can be found in [7]. Theorem 1.2 can be combined with an induction-on-scales argument to prove bounds on the Kakeya maximal function. This is discussed further in Lemma 1.4 below. Unfortunately, this strategy is not particularly effective—the resulting estimates are worse than those coming from other methods, such as Wolff’s hairbrush argument [24]. What’s more, Theorem 1.2 is sharp, so this suggests that the strategy of combining induction-on-scales with \( k \)-linear Kakeya estimates will not lead to new bounds on the Kakeya maximal function.

However, the Kakeya maximal function conjecture is a statement about direction-separated tubes, while Theorem 1.2 does not impose this restriction. Thus while Theorem 1.2 is sharp, stronger estimates are possible if we impose the additional requirement that the tubes are direction-separated.

Theorem 1.3 (Direction-separated multilinear Kakeya). Let \( 2 \leq k \leq n \) and let \( \varepsilon > 0 \). Then there is a constant \( C(n, \varepsilon) \) so that whenever \( T \) is a set of direction-separated \( 1 \times \delta \) tubes in \( \mathbb{R}^n \), we have

\[
\left\| \left( \sum_{T_1, \ldots, T_k \in T} \chi_{T_1} \cdots \chi_{T_k} |v_1 \wedge \ldots \wedge v_k| \right)^\frac{1}{k} \right\|_{L^k} \leq C(n, \varepsilon) \left( \frac{1}{\delta} \right)^{\frac{n}{d} - 1 + \varepsilon} \left( \sum_{T \in \mathcal{T}} |T| \right)^{\frac{n(d-1)}{(n-1)d}},
\]

(1.3)

where

\[
d = \frac{n^2 + k^2 + n - k}{2n}.
\]

Note that when \( k < n \), the value of \( d \) from (1.4) is larger than \( k \). Theorem 1.3 generalizes a previous result of Guth and the author [13], which proved\(^1\) Theorem 1.3 in the special case \( d = 3, n = 4 \). The techniques in [13] naturally extend to the case \( k = n - 1 \), and they can also be used to prove weaker variants of Theorem 1.3 for general \( n \) and \( k \) (Hickman and Rogers [15] employed a similar strategy to prove certain \( k \)-broad estimates in \( \mathbb{R}^n \)). However, several additional ideas are needed when \( k < n - 1 \). Chief among these is a new hierarchical “grains” decomposition, which is constructed in Section 3 and a new geometric inequality that controls how tubes can interact with this grains decomposition; this geometric inequality will be discussed further in Section 1.4.

We will prove Theorem 1.3 in Section 4.

When \( k = n - 1 \) then \( d = n - 1 + 1/n \), and Theorem 1.3 is sharp. This can be seen by taking \( T \) to be a set of \( \delta^{2-n} \) direction-separated tubes that are contained in a rectangular prism in \( \mathbb{R}^n \) of dimensions \( \delta \times 1 \times \ldots \times 1 \). However, if Conjecture 1.1 is true for a particular value of \( n \) and \( d \), with \( 2 \leq d \leq n \), then this immediately implies that a slightly weaker variant of (1.3) is also true for this value of \( n \) and \( d \), where the exponent \( n(d-1)/(n-1)d \) is replaced by \((d-1)/d\). The next lemma partially reverses this implication; it says that under certain restrictions, bounds of the form (1.3) imply bounds on the Kakeya maximal function.

---

\(^1\)The chronology is actually a bit more complicated; [13] proved a result that was conditional on a certain conjecture about tubes. The author [27], and independently, Katz and Rogers [17] later provided this conjecture.
Lemma 1.4 (Multilinear to linear Kakeya). Let $2 \leq k \leq n$ and let $d \leq n-k+2$. Suppose that for each $\varepsilon > 0$, there is a constant $C(n, \varepsilon)$ so that the inequality

$$\left\| \left( \sum_{T_1, \ldots, T_k \in \mathcal{T}} \chi_{T_1} \cdots \chi_{T_k} |v_1 \wedge \ldots \wedge v_k|^{\frac{1}{d}} \right)^{\frac{d}{d-1}} \right\|_{d-1} \leq C(n, \varepsilon) \left( \frac{1}{\delta} \right)^{\frac{n}{2}+1+\varepsilon} \left( \sum_{T \in \mathcal{T}} |T| \right)^{\frac{d}{d-1}}$$

holds for all sets $\mathcal{T}$ of direction-separated $1 \times \delta$ tubes.

Then for each $\varepsilon > 0$, there is a constant $C'(n, \varepsilon)$ so that the inequality

$$\left\| \sum_{T \in \mathcal{T}} \chi_T \right\|_{d-1} \leq C'(n, \varepsilon) \left( \frac{1}{\delta} \right)^{\frac{n}{2}+1+\varepsilon} \left( \sum_{T \in \mathcal{T}} |T| \right)^{\frac{d}{d-1}}$$

(1.5)

holds for all sets $\mathcal{T}$ of direction-separated $1 \times \delta$ tubes.

Lemma 1.4 is standard. A variant of the lemma was proved by Bourgain and Guth [5] in the context of the restriction problem, and a version similar to the one stated here can be found in [15]. Combining Theorem 1.3 and Lemma 1.4, we obtain the following bounds on the Kakeya maximal function.

Theorem 1.5. For each integer $n \geq 2$, a Kakeya maximal function estimate in $\mathbb{R}^n$ holds at dimension

$$d(n) = \max_{2 \leq k \leq n} \min \left( n-k+2, \frac{n^2+k^2+n-k}{2n} \right).$$

(1.6)

Note that the minimum in (1.6) occurs when $k$ is the floor or ceiling of

$$\sqrt{2n^2+2n+1} - n + 1/2 = (\sqrt{2} - 1)n + \frac{1+\sqrt{2}}{2} + O(1/n).$$

In particular, $d(n) \geq (2-\sqrt{2})n$. The Kakeya maximal function estimate from Theorem 1.5 is new in all dimensions except $n = 2, 3, 4, 6$. It also implies new bounds on the Hausdorff dimension of Kakeya sets in $\mathbb{R}^n$ for certain (but not all) values of $n$. The table below shows the current best known bounds for $d(n)$

| $n$ | $d(n)$ | $n$ | $d(n)$ |
|-----|--------|-----|--------|
| 2   | 2      | 6   | 4      |
| 3   | 2.5 + $\varepsilon_0$ | 7   | 4.857  |
| 4   | 3.059  | 8   | 5.25   |
| 5   | 3.6    | :   | :      |

In high dimensions, the previous best-known bound on the Kakeya maximal function was $d(n) = (4n+3)/7$, due to Katz and Tao [18]. In certain intermediate dimensions $5 \leq n \leq 100$ the previous best-known bound was due to Hickman and Rogers [15].

Remark 1.6. Recently, the author became aware that Hickman, Rogers, and Zhang have concurrently and independently proved Theorem 1.5. They did this by proving a nearly identical version of Theorem 1.3 (stated below), using similar arguments. Instead of proving Theorem 1.3 they established what is known as a $k$-broad estimate. While $k$-broad estimates are slightly weaker than the corresponding $k$-linear estimates, they are nonetheless sufficient to use (a variant of) the multilinear to linear Kakeya argument from Lemma 1.4.
1.1 Tubes inside thickened algebraic varieties

An important new ingredient used in the proof of Theorem 1.3 is a new geometric inequality that bounds the number of direction-separated tubes that can cluster near a nested sequence of low-degree varieties. We will discuss this further below.

A set $S \subset \mathbb{R}^n$ is called semi-algebraic if it can be written as a finite union of sets of the form

$$\{x \in \mathbb{R}^n : P_1(x) > 0, \ldots, P_k(x) > 0, P_{k+1}(x) = 0, \ldots, P_{k+\ell}(x) = 0\},$$

where $P_1, \ldots, P_{k+\ell}$ are polynomials. A union of such sets is called a presentation of $S$. The complexity of a presentation is the sum of the degrees of the polynomials involved (with multiplicities). The complexity of a semi-algebraic set $S$ is the minimum complexity of its presentations.

In [17], Katz and Rogers resolved a conjecture of Guth [11] and Guth-Zahl [13] concerning the number of direction-separated tubes that can have large intersection with a semi-algebraic set.

**Theorem 1.7** (Direction-separated tubes obey the polynomial Wolff axioms). Let $n$ and $E$ be integers, with $n \geq 2$, and let $\varepsilon > 0$. Then there is a constant $C(n, E, \varepsilon)$ so that for every semi-algebraic set $S \subset \mathbb{R}^n$ of complexity at most $E$ and for every set $T$ of direction-separated $1 \times \delta$ tubes, we have

$$\#\{T \in T : |T \cap S| \geq r|T|\} \leq C(n, E, \varepsilon)|S|^{1-n-\varepsilon}r^{-n}. \quad (1.7)$$

A particularly interesting example occurs when $S$ is a thin neighborhood of an algebraic variety and $r$ is comparable to the diameter of $S$.

**Corollary 1.8.** Let $n, d$, and $E$ be integers with $1 \leq d < n$, and let $\varepsilon > 0$. Then there is a constant $C(n, E, \varepsilon) > 0$ so that for every algebraic variety $Z \subset \mathbb{R}^n$ of codimension $d$ that is defined by polynomials of degree at most $E$, for every set $T$ of direction-separated $1 \times \delta$ tubes, and for every $x \in \mathbb{R}^n$, we have

$$\#\{T \in T : |T \cap N_{2\delta}(Z) \cap B(x, r)| \geq r|T|\} \leq C(n, E, \varepsilon)\frac{\delta^{d+1-n-\varepsilon}}{r^d}. \quad (1.8)$$

Corollary 1.8 was used by Guth and the author in [13] and by Katz and the author in [20] to obtain improved bounds on the Kakeya maximal function in $\mathbb{R}^4$. It was used by Hickman and Rogers [14, 15] to obtain improved Kakeya bounds for certain dimensions $n \geq 5$, and to obtain improved restriction estimates in dimension $\geq 13$, as well as dimension $4, 5, 7, 9, \text{and } 11$.

We will prove the following generalization of Corollary 1.8.

**Theorem 1.9** (Direction-separated tubes and sequences varieties). Let $n$ and $E$ be integers with $n \geq 2$, and let $\varepsilon > 0$. Then there is a constant $C(n, E, \varepsilon) > 0$ so that the following holds. Let $Z_1 \supset \cdots \supset Z_d$ be a nested sequence of real algebraic varieties, each defined by polynomials of degree at most $E$. Suppose that $Z_i$ has codimension at least $i$. Let $1 \geq r_1 \geq \cdots \geq r_d \geq \delta$. Let $T$ be a set of direction-separated $1 \times \delta$ tubes and let $x \in \mathbb{R}^n$. Then

$$\#\{T \in T : |T \cap N_{2\delta}(Z_i) \cap B(x, r_i)| \geq r_i|T|, \ i = 1, \ldots, d\} \leq C(n, E, \varepsilon)\frac{\delta^{d+1-n-\varepsilon}}{r_1 \cdots r_d}. \quad (1.9)$$

We can see that Theorem 1.9 is indeed a generalization of Corollary 1.8 by taking $Z_i = Z$ and $r_i = r$ for each $i = 1, \ldots, d$. Theorem 1.9 will be proved in Section 2 below.

---

2 Actually, the paper [13] preceded [17]; it proved a conditional bound that relied on a special case of Corollary 1.8. This special case was proved by the author in [27], and then shortly afterward the general case was proved by Katz and Rogers in [17].
1.2 Notation

If \( X \subset \mathbb{R}^n \), we will use \(|X|\) to denote the Lebesgue measure of \( X \), and we will use \(#X\) to denote the cardinality of \( X \). If \( \rho > 0 \), we will write \( N_\rho(X) \) to denote the \( \rho \)-neighborhood of \( X \), and \( \mathcal{E}_\rho(X) \) to denote the \( \rho \)-covering number of \( X \). Finally, we will define \( \text{CC}(X) \) to be the set of (Euclidean) connected components of \( X \).

If \( T \subset \mathbb{R}^n \) is a \( \lambda \times \delta \) tube, we will define \( v(T) \) to be the unit vector parallel to the line \( L \) coaxial with \( T \). Note that both \( v(T) \) and \( -v(T) \) are parallel to \( L \). For concreteness, we will select \( v(T) = (v_1, \ldots, v_n) \) so that the last non-zero coordinate is positive.

We will write \( A \lesssim B \) or \( A = O(B) \) to mean there exists a constant \( C \), depending only on the ambient dimension \( n \), so that \( A \leq CB \). If the constant \( C \) is allowed to depend on additional parameter, such as \( \varepsilon \), then we will write \( A \lesssim \varepsilon B \). To simplify the statement of results such as Theorem 1.3 and Theorem 1.5, we will write \( A \preceq B \) to mean that \( A \lesssim \varepsilon \delta^{-\varepsilon} B \) for each \( \varepsilon > 0 \).
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2 The polynomial Wolff axioms for nested sequences of varieties

In this section we will prove Theorem 1.9. We will begin by recalling some standard tools from real algebraic geometry.

2.1 Tools from real algebraic geometry

We will begin with some basic definitions and results from real algebraic geometry. Further details can be found in standard references such as [4, Chapter 2] and in [6, Section 3].

If \( S \subset \mathbb{R}^n \) is a semi-algebraic set, we define the dimension of \( S \) to be the Krull dimension of the ring \( \mathbb{R}[x_1, \ldots, x_n]/I(S) \), where \( I(S) \) is the ideal of polynomials that vanish on \( S \). Equivalently, the dimension of \( S \) is the largest integer \( d \) so that there exists a continuous injection \( \phi: (0,1)^d \to S \). In practice, we will be interested in two types of semi-algebraic sets. The first are semi-algebraic subsets of \( \mathbb{R}^n \) that have non-empty interior; such sets always have dimension \( n \). The second are sets of the form \( Z \cap B \), where \( Z \subset \mathbb{R}^n \) is an algebraic variety of dimension \( d < n \) and \( B \) is an open (Euclidean) ball; sets of this form always have dimension at most \( d \). The following theorem of Wongkew [26] bounds the covering number of the second type of semi-algebraic set.

Theorem 2.1. Let \( Z \subset \mathbb{R}^n \) be a real algebraic variety of dimension \( d \) whose defining polynomials have degree at most \( E \). Let \( B \subset \mathbb{R}^n \) be a ball of radius \( r \). Then there exists a constant \( C(n) \) depending only on \( n \) so that for all \( \rho > 0 \),

\[
|N_\rho(Z \cap B)| \leq C(n) \sum_{j=n-d}^n E^j \rho^j r^{n-j}.
\]

In particular, if \( 0 < \rho \leq r \) then there is a constant \( C(n, E) \) so that

\[
|N_\rho(Z \cap B)| \leq C(n, E) \rho^{n-d} r^d. \tag{2.1}
\]
The following theorem of Milnor and Thom \cite{milnor1958} controls the number of (Euclidean) connected components of a real algebraic variety. While this theorem has seen numerous refinement and improvements, the original version is sufficient for our purposes.

**Theorem 2.2.** Let $Z \subset \mathbb{R}^n$ be a real algebraic variety of dimension $d$ whose defining polynomials have degree at most $E$. Then $Z$ has at most $E(2E - 1)^{n-1}$ connected components.

We will also need to control the number of (Euclidean) connected components of a semi-algebraic set. The following special case of a result of Basu, Pollack, and Roy \cite{basu2003} is sufficient for our needs.

**Theorem 2.3.** Let $S \subset \mathbb{R}^n$ be a semi-algebraic set of complexity $E$. Then there exists a constant $C(n, E)$ depending only on $n$ and $E$ so that $S$ has at most $C(n, E)$ connected components.

One of the deepest results about semi-algebraic sets is the Yomdin-Gromov algebraic lemma. The version stated here is Theorem 1 from \cite{yomdin1985}.

**Theorem 2.4.** Let $m, d, r$ and $E$ be integers. Let $S \subset [0,1]^m$ be a compact semi-algebraic set of dimension $d$ and complexity at most $E$. Then there exists an integer $N = N(m, E, r)$ and continuous maps $\phi_1, \ldots, \phi_N : [0,1]^d \to [0,1]^m$ so that

$$S = \bigcup_{i=1}^N \phi_i([0,1]^d),$$

and for each index $i$ we have

$$\|\phi_i\|_r = \max_{|\beta| \leq r} \|\partial^\beta \phi_i\|_{L^\infty((0,1)^d)} \leq 1.$$

The final result we will need is a lemma that allows us to select one representative from each fiber of a projection map between semi-algebraic sets. A proof this lemma can be found in \cite{milnor1958} Lemma 2.6 (cf. \cite{milnor1958} Lemma 2.2).

**Lemma 2.5** (Selecting one point from each fiber). Let $m, n$ and $E$ be integers. Then there is a constant $C(m, n, E) > 0$ so that the following holds. Let $S \subset [0,1]^m$ be a semi-algebraic set of complexity at most $E$ and let $f : S \to \mathbb{R}^n$ be a function whose graph is semi-algebraic of complexity at most $E$. Then there exists a semi-algebraic set $U \subset S$ of complexity at most $C(m, n, E)$ so that $f(U) = f(S)$, and the restriction of $f$ to $U$ is an injection.

### 2.2 Extending tubes inside semi-algebraic sets

In this section, we will show that the set of tubes contained inside a semi-algebraic set cannot “expand” too much if we extend the tubes. If $T$ is a $\lambda \times \delta$ tube and if $A \geq 1$, we define $\text{Ext}_A(T)$ to be the $A\lambda \times \delta$ tube that has the same midpoint and coaxial line as $T$.

Recall that Besicovitch \cite{besicovitch1928} constructed a set $K \subset [0,2]^2$ of measure $\leq c(\delta)$ that contains a $1 \times \delta$ tube pointing in every $\delta$-separated direction. The function $c(\delta) \to 0$ as $\delta \to 0$. However, if each of these tubes are replaced by $\text{Ext}_3(T)$, then the union of these extended tubes has volume $\sim 1$. The next lemma says that this type of phenomena is not possible if the set $K$ is semi-algebraic of bounded complexity.

**Lemma 2.6** (Extending tubes inside semi-algebraic sets). Let $n$ and $E$ be integers with $n \geq 2$, and let $\varepsilon > 0$. Then there is a constant $C(n, E, \varepsilon) > 0$ so that the following holds. Let $S \subset [0,1]^n$ be a semi-algebraic set of complexity at most $E$. Let $0 < \delta \leq \lambda \leq 1$ and let $1 \leq A \leq \lambda^{-1}$. Then

\[
\left| \bigcup_{T \subset S} \text{Ext}_A(T) \right| \leq C(n, E, \varepsilon)\delta^{-\varepsilon} A^n |S|. \tag{2.2}
\]
Lemma 2.6 will be proved by combining the Yomdin-Gromov algebraic lemma with the following elementary estimate, which says that if a univariate polynomial is small (on average) on an interval, then it cannot grow too quickly outside that interval. We will apply this lemma to a polynomial that measures the “compression” of tubes inside a semi-algebraic set—if the tubes are very compressed inside the set, then they must remain at least somewhat compressed when they are extended beyond the set.

**Lemma 2.7.** Let $P(x)$ be a polynomial of degree $\leq D$ and let $J \subset I \subset \mathbb{R}$ be closed intervals. Then

$$
\|P\|_{L^\infty(I)} \leq C(D)\left(\frac{|I|}{|J|}\right)^D \|P\|_{L^1(J)}.
$$

(2.3)

**Proof.** Replacing $P(x)$ by $P(x - x_0)$ if necessary, we may assume that $J$ is centered at 0. Let $J' \subset J$ be a measurable set with $|J'| \geq \frac{1}{2}|J|$ so that $|P(x)| \leq 2 \|P\|_{L^1(J)}$ for all $x \in J'$. Cover $J$ by intervals of length $\frac{1}{(D+1)!}$. Observe that at least $2(D+1)$ of these intervals must intersect $J'$. Numbering these intervals from left to right and selecting one point from each interval with odd index, we conclude that there exist points $x_1, \ldots, x_{D+1} \in J'$ so that $|x_i - x_j| \geq |J|/(4D+4)$ whenever $i \neq j$.

By Lagrange interpolation we can write

$$
P(x) = \sum_{j=1}^{D+1} P_j(x), \quad \text{where } P_j(x) = P(x_j) \prod_{k=1}^{D+1} \frac{x - x_k}{x_j - x_k}.
$$

(2.4)

For each index $j$, we have

$$
|P(x)\prod_{k=1}^{D+1} \frac{x - x_k}{x_j - x_k}| \leq \left(2 \|P\|_{L^1(J)}\right)\left(\frac{4D+4}{|J|}\right)^D (|x| + |J|)^D \lesssim_D \|P\|_{L^1(J)} \left(1 + \left(\frac{|x|}{|J|}\right)^D\right),
$$

and thus

$$
|P(x)| \lesssim_D \|P\|_{L^1(J)} \left(1 + \left(\frac{|x|}{|J|}\right)^D\right).
$$

(2.5)

Since $J$ is centered at 0 and $J \subset I$, we have that $|x| \leq |J|$ for all $x \in I$, and (2.3) now follows from (2.5).

We are now ready to prove Lemma 2.6.

**Proof of Lemma 2.6.** Our proof will use many of the ideas developed by Katz and Rogers in [17], and parts of the proof will closely mirror their arguments. We will begin with a few reductions.

**Reduction 1: $S$ has small diameter**

Suppose for the moment that there is a constant $C_1(n, E, \varepsilon) > 0$ so that for all $0 < \delta \leq \delta \leq A^{-1} \leq 1$, all semi-algebraic sets $S \subset [0, 1/2]^n$ of diameter at most $\frac{3}{4}\lambda$ and complexity at most $E$, and all $\varepsilon > 0$,

$$
\left| \bigcup_{T \text{ a } \lambda \times \delta \text{ tube}} \text{Ext}_A(T) \right| \leq C_1(n, E, \varepsilon)\delta^\varepsilon A^n|S|.
$$

(2.6)

With this assumption, let $0 < \delta \leq \lambda \leq 1$, let $\varepsilon > 0$, and let $S \subset [0, 1]^n$ be a semi-algebraic set of complexity at most $E$. We will show that there exists a constant $C(n, E, \varepsilon)$ so that (2.28) holds.
Let \( \mathcal{B} \) be a set of balls of diameter \( \frac{3}{2} \lambda \) with the property that each point in \([0,1]^n\) is contained in \( O_n(1) \) balls from \( \mathcal{B} \), and each ball of diameter \( \frac{1}{2} \lambda \) is entirely contained in one of the balls from \( \mathcal{B} \). Then since each \( \lambda \times \delta \) tube is contained in a ball of diameter \( \frac{1}{2} \lambda \), we have

\[
\{ T \ a \ \lambda \times \delta \ tube, T \subset S \} = \bigcup_{B \in \mathcal{B}} \{ T \ a \ \lambda \times \delta \ tube, T \subset S \cap B \}.
\]

Note that \( S \cap B \) is also semi-algebraic, and the complexity of \( S \cap B \) is bounded by a number that depends only on \( n \) and the complexity of \( S \). Applying (2.6), we have

\[
\left| \bigcup_{T \subset S \ a \ \lambda \times \delta \ tube} \text{Ext}_A(T) \right| = \left| \bigcup_{B \in \mathcal{B}} \bigcup_{T \subset S \cap B \ a \ \lambda \times \delta \ tube} \text{Ext}_A(T) \right| \leq \sum_{B \in \mathcal{B}} C_1 \delta^{-\varepsilon} A^n |S \cap B| \leq C_1(n, E, \varepsilon) \delta^{-\varepsilon} A^n |S|.
\]

Thus if \( C(n, E, \varepsilon) \) is selected sufficiently large (depending only on \( n, \varepsilon \) and \( C_1(n, E, \varepsilon) \), which in turn depends only on \( n, \varepsilon \), and \( E \)), then (2.28) holds.

**Reduction 2: All tubes point in almost the same direction**

Suppose for the moment that there is a constant \( C_2(n, E, \varepsilon) > 0 \) so that for all \( 0 < \delta \leq \lambda \leq A^{-1} \leq 1 \), all semi-algebraic sets \( S \subset [0,1]^n \) of diameter at most \( \frac{3}{2} \lambda \) and complexity at most \( E \), and all \( \varepsilon > 0 \),

\[
\left| \bigcup_{T \subset S \ a \ \lambda \times \delta \ tube} \text{Ext}_A(T) \right| \leq C_2(n, E, \varepsilon) \delta^{-\varepsilon} A^n |S|.
\]

With this assumption, let \( 0 < \delta \leq \lambda \leq 1 \), let \( \varepsilon > 0 \), and let \( S \subset [0,1]^n \) be a semi-algebraic set of diameter at most \( \frac{3}{2} \lambda \) and complexity at most \( E \). We will show that there exists a constant \( C_1(n, E, \varepsilon) \) so that (2.26) holds.

Let \( \Omega \subset S^{n-1} \) be a set of \( O_n(1) \) unit vectors so that each unit vector in \( S^{n-1} \) makes an angle \( \leq 1/10 \) with a vector from \( \Omega \). For each \( v \in \Omega \), let \( \mathcal{O}_v \) be an orthogonal transformation taking \( v \) to the \( n \)-th basis vector \( e_n \) and let \( S_v = \mathcal{O}_v(S) \). Then

\[
\bigcup_{T \subset S \ a \ \lambda \times \delta \ tube} \text{Ext}_A(T) = \bigcup_{v \in \Omega} \mathcal{O}_v^{-1} \left( \bigcup_{T \subset S_v \ a \ \lambda \times \delta \ tube} \text{Ext}_A(T) \right).
\]

Applying (2.8) to each set \( S_v \), we conclude that

\[
\left| \bigcup_{T \subset S \ a \ \lambda \times \delta \ tube} \text{Ext}_A(T) \right| \leq \sum_{v \in \Omega} \left| \bigcup_{T \subset S_v \ a \ \lambda \times \delta \ tube} \text{Ext}_A(T) \right| \leq \sum_{v \in \Omega} C_2(n, E, \varepsilon) \delta^{-\varepsilon} A^n |S_v| \leq C_2 \delta^{-\varepsilon} A^n |S|.
\]

Thus if \( C_1(n, E, \varepsilon) \) is selected sufficiently large (depending only on \( n, \varepsilon \) and \( C_2(n, E, \varepsilon) \), which in turn depends only on \( n, \varepsilon \), and \( E \)), then (2.6) holds.
The main argument Let $0 < \delta \leq \lambda \leq 1$, let $\varepsilon > 0$, and let $S \subset B(0, \frac{3}{2} \lambda) \subset [0,1]^n$ be a semi-algebraic set of complexity at most $E$. We need to show that there exists a constant $C_2(n, E, \varepsilon)$ so that (2.3) holds.

It will be convenient to replace $S$ with the set

$$S' = \bigcup_{T \text{ a } \lambda \times \delta \text{ tube}} T.$$

Note that $|S'| \leq |S|$, and

$$\bigcup_{T \text{ a } \lambda \times \delta \text{ tube}} \text{Ext}_A(T) = \bigcup_{T \text{ a } \lambda \times \delta \text{ tube}} \text{Ext}_A(T).$$

Since $\lambda \geq \delta$, we have that either $S'$ is empty or $|S'| \gtrsim \lambda \delta^{n-1} \geq \delta^n$. If the former holds then Lemma 2.6 is trivially true, so we can assume that

$$|S'| \gtrsim \delta^n. \quad (2.10)$$

Observe that there exists a constant $c_n > 0$ so that whenever $T$ is a $\lambda \times \delta$ tube and whenever $x \in T$, then $|B(x, \delta) \cap T| \geq c_n |B(x, \delta)|$. Since $S'$ is a union of $\lambda \times \delta$ tubes, this implies that for all $x \in S'$, $|B(x, \delta) \cap S'| \geq c_n |S'|$, and thus

$$\mathcal{E}_\delta(S') \leq c_n^{-1} \delta^{-n} |S'|. \quad (2.11)$$

In particular, this means that for all $\rho \geq \delta$, we have

$$|N_\rho(S')| \lesssim (\rho/\delta)^n |S'| \leq (\rho/\delta)^n |S|, \quad (2.12)$$

where the implicit constant depends only on $n$. Note that inequality (2.12) might not be true if the left hand side was replaced by $|N_\rho(S)|$, which is why the set $S'$ was introduced.

For each $t \in \mathbb{R}$, define the “vertical” hyperplane

$$H_t = \{(x_1, \ldots, x_n) \in \mathbb{R}^n : x_n = t\}.$$

Since $S' \subset B(0, \frac{3}{2} \lambda)$, for each $\lambda \times \delta$ tube $T$ with $T \subset S'$ and $\angle(v(T), e_n) \leq \frac{1}{10}$, we have that every line segment of length $\lambda$ that is contained in $T$ and parallel to $v(T)$ intersects $H_0$ and $H_{\lambda/8}$. Since $\angle(w, e_n) \leq 1/10$ (and in particular, $w$ is not perpendicular to $e_n$), these intersection points are unique.

Define

$$\mathcal{L} = \{(a, d) \in \mathbb{R}^{2n-2} : \text{there exists a } \lambda \times \delta \text{ tube } T \subset S' \text{ with } \angle(v(T), e_n) \leq 1/10, \text{ so that } v(T) \text{ is parallel to } (d, 1), \text{ and } (a, 0) \in H_0 \cap T\}. \quad (2.13)$$

Since $S' \subset [0,1]^n$, we have $\mathcal{L} \subset [0,1]^{2n-2}$. The key observations are that

$$\bigcup_{(a,d) \in \mathcal{L}} \{(a,0) + s(d,1) : s \in [0, \lambda/8]\} \subset S', \quad (2.14)$$
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and
\[
\bigcup_{T \text{ a } \lambda \times \delta \text{ tube}} \text{Ext}_A(T) \subset \bigcup_{(a,d) \in \mathcal{L}} \{(a,0) + s(d,1) : s \in [0, 2A\lambda]\}. \tag{2.15}
\]
The containment (2.14) follows from the definition (2.13) of $L$. To verify (2.15), let $x$ be a point in the left hand side of (2.13). Then there is a $\lambda \times \delta$ tube $T$ with $T \subset S$, $\angle(v(T), e_n) \leq 1/10$, and $x \in \text{Ext}_A(T)$. Let $L = \{(a,0) + s(d,1) : s \in \mathbb{R}\}$ be the set that contains $x$ and is parallel to $v(T)$. Since $L$ intersects $\text{Ext}_A(T)$ in at least one point (i.e. at the point $x$), and $L$ is parallel to $v(T)$, we have that $L \cap H_0 \subset T \cap H_0$, and thus $(a, b) \in \mathcal{L}$. This implies that $x$ is in the right hand side of (2.15).

Define
\[
\tilde{S} = \bigcup_{(a,d) \in \mathcal{L}} \{(a,0) + s(d,1) : s \in [0, 2A\lambda]\}.
\]

Then
\[
\bigcup_{T \text{ a } \lambda \times \delta \text{ tube}} \text{Ext}_A(T) \subset \tilde{S} \subset [-2A\lambda, 2A\lambda]^n. \tag{2.16}
\]
We will prove that there exists a constant $C_3(n, E, \varepsilon)$ so that for each $t \in [-2A\lambda, 2A\lambda]$,
\[
|\tilde{S} \cap H_t| \leq C_3(n, E, \varepsilon)\delta^{-\varepsilon}(\lambda^{-1}A^{n-1}|N_\delta(S')| + \delta^n), \tag{2.17}
\]
where the $| \cdot |$ on the left denotes $(n-1)$ dimensional Lebesgue measure and the $| \cdot |$ on the right denotes $n$ dimensional Lebesgue measure.

Assuming that (2.17) is true for the moment, we can integrate in $t$ to conclude that
\[
|\tilde{S}| = \int_{-2A\lambda}^{2A\lambda} |\tilde{S} \cap H_t| dt
\leq (4A\lambda)C_3(n, E, \varepsilon)\delta^{-\varepsilon}(\lambda^{-1}A^{n-1}|N_\delta(S')| + \delta^n)
\lesssim C_3(n, E, \varepsilon)\delta^{-\varepsilon}A^n|N_\delta(S')|, \tag{2.18}
\]
where on the last line we used (2.10) and the fact that $\lambda^{-1}A^{n-1} \geq 1$. Combining (2.12), (2.16), and (2.18) would establish (2.8). The remainder of the argument will be devoted to proving (2.17).

Fix a number $t \in [-2A\lambda, 2A\lambda]$. We will prove that (2.17) is true for this choice of $t$. First, we can assume that $\tilde{S} \cap H_t$ has dimension $n-1$, since otherwise $|\tilde{S} \cap H_t| = 0$ and the result is immediate.

Consider the map $\phi : \mathcal{L} \rightarrow \tilde{S} \cap H_t$ given by $(a, d) \mapsto (a,0) + t(d,1)$. Use Lemma 2.5 to select a semi-algebraic set $\mathcal{L}' \subset \mathcal{L}$ of dimension $n-1$ and complexity at most $C(n, E)$ so that the restriction of $\phi$ to $\mathcal{L}'$ is a bijection.

Apply Theorem 2.4 with $m = d = n-1$ and $r = 2(n-1)^2/\varepsilon$. There is a number $N \lesssim 1$ and maps
\[
(F_i, G_i) : [0, 1]^{n-1} \rightarrow [0, 1]^{2n-2}, \quad i = 1, \ldots , N,
\]
so that
\[
\mathcal{L}' = \bigcup_{i=1}^{N} (F_i, G_i)([0, 1]^{n-1}). \tag{2.19}
\]
and
\[
\| (F_i, G_i) \|_r \leq 1 \quad \text{for each index } i. \tag{2.20}
\]
Since
\[ \tilde{S} \cap H_t = \{(a, 0) + t(d, 1): (a, d) \in \mathcal{L}\}, \]
(2.19) implies that
\[ \tilde{S} \cap H_t = \bigcup_{i=1}^{\mathcal{N}} \{(a, 0) + t(d, 1): (a, d) \in (F_i, G_i)([0, 1]^{n-1})\}. \]

Thus by pigeonholing there exists an index \( i_0 \) so that
\[ |\{(a, 0) + t(d, 1): (a, d) \in (F_{i_0}, G_{i_0})([0, 1]^{n-1})\}| \gtrsim |\tilde{S} \cap H_t|. \]

Since \([0, 1]^{n-1}\) can be covered by \( \lesssim \delta^{-\epsilon}\) balls of radius \( \delta^{(n-1)/2} \), there exists a point \( x_0 \in [0, 1]^{n-1} \) so that if we define \( U = [0, 1]^{n-1} \cap B(x_0, \delta^{\frac{\epsilon}{n-1}}) \), then
\[ |\{(a, 0) + t(d, 1): (a, d) \in (F_{i_0}, G_{i_0})(U)\}| \gtrsim \delta^\epsilon |\tilde{S} \cap H_t|. \]

Let \( F \) (resp. \( G \)) be the degree \( r-1 \) polynomial given by the \( (r-1) \)-st order Taylor expansion of \( F_{i_0} \) (resp. \( G_{i_0} \)) around \( x_0 \). By (2.20), we have
\[ |(F + G)(x) - (F_{i_0} + G_{i_0})(x)| \leq |x - x_0|^r \leq \delta^{2n-2} \text{ for all } x \in U. \] (2.21)

This implies that
\[ \{(a, 0) + s(d, 1): (a, d) \in (F, G)(U)\} \subset N_{\delta}(\mathcal{S}'). \] (2.22)

We claim that there exists a constant \( C_3(n) \) so that
\[ |\{(a, 0) + t(d, 1): (a, d) \in (F, G)(U)\}| \gtrsim \delta^\epsilon |\tilde{S} \cap H_t| - C_3(n)\delta^n. \] (2.23)

To see this, define
\[
J = \text{bdry}(\{(F(x), 0) + t(G(x), 1): x \in U\}), \\
J' = \text{bdry}(\{(F_{i_0}(x), 0) + t(G_{i_0}(x), 1): x \in U\}).
\]

Observe that since the maps \( x \mapsto (F(x), 0) + t(G(x), 1) \) and \( x \mapsto (F_{i_0}(x), 0) + t(G_{i_0}(x), 1) \) are continuous, they map \( \text{bdry}(U) \) to \( J \) and \( J' \), respectively. By (2.21), we have that \( J \subset N_{\delta^{2n-2}}(J') \) and \( J' \subset N_{\delta^{2n-2}}(J) \). For each \( \rho > 0 \),
\[ \mathcal{E}_\rho(\text{bdry}(U)) \lesssim \rho^{2-n}, \]

where the implicit constant depends only on \( n \). By (2.20) we have that \( (F_{i_0}, G_{i_0}) \) is 1-Lipschitz, and thus \( \mathcal{E}_\rho(J') \lesssim \rho^{2-n} \) for all \( \rho > 0 \). This implies that \( |N_{\delta^{2n-2}}(J)| \lesssim \delta^n \). Thus if we select \( C_3(n) \) sufficiently large, we have
\[
|\{(a, 0) + t(d, 1): (a, d) \in (F, G)(U)\}| \geq |\{(a, 0) + t(d, 1): (a, d) \in (F_{i_0}, G_{i_0})(U)\}| - |N_{\delta^{2n-2}}(J)| \\
\geq \delta^\epsilon |\tilde{S} \cap H_t| - C_3(n)\delta^n, \]
(2.24)

which gives us (2.23).

At this point, (2.23) gives us a lower bound on the size of the slice
\[ \{(a, 0) + t(d, 1): (a, d) \in (F, G)(U)\}, \]
and (2.22) gives us an upper bound on the size of each of the slices

$$\{(a,0) + s(d,1): (a,d) \in (F,G)(U)\}, \quad s \in [0, \lambda/8].$$

Our next task is to compare these lower and upper bounds. To do this we will need to introduce the change of variables formula from multivariate calculus. The version stated here is Theorem 9.9.3 from [22] (see also [21, Theorem 20.15] for a similar formulation).

**Theorem 2.8.** Let $$U \subset \mathbb{R}^m$$ be an open set, let $$h: U \to \mathbb{R}^m$$ be $$C^1$$, and let $$V = h(U)$$. For each $$y \in V$$, define $$m(y) = \{x \in U : h(x) = y\};$$ this is defined whenever $$\{x \in U : h(x) = y\}$$ is finite.

Then $$m$$ is defined almost everywhere; $$m$$ is measurable (with respect to $$m$$-dimensional Lebesgue measure); and

$$\int_V m(y)dy = \int_U |\det(Dh(x))|dx,$$

where both integrals are with respect to $$m$$-dimensional Lebesgue measure.

Since $$m(y) \geq 1$$ for all $$y \in h(U)$$ except on a set of measure 0 (for which it is not defined), we immediately obtain the following corollary.

**Corollary 2.9.** Let $$U \subset \mathbb{R}^m$$ be an open set and let $$h: U \to \mathbb{R}^m$$ be $$C^1$$. Then

$$|h(U)| \leq \int_U |\det(Dh(x))|dx.$$ (2.25)

Applying Corollary 2.9 with $$h(x) = F(x) + tG(x)$$ and $$U$$ as above, we conclude that

$$|(F + tG)(U)| \leq \int_U |\det(DF(x) + tDG(x))|dx.$$ (2.25)

On the other hand, by Theorem 2.2 we have that for each $$s \in \mathbb{R}$$ and each $$y \in (F + sG)(U)$$, either the set $$\{x \in U : (F + sG)(x) = y\}$$ is infinite, or

$$\#\{x \in U : (F + sG)(x) = y\} \leq r(2r - 1)^{n-1} \leq (2r)^n.$$

In particular, we have that for each $$s \in \mathbb{R},$$

$$|(F + sG)(U)| \geq (2r)^{-n} \int_U |\det(DF(x) + sDG(x))|dx.$$ (2.26)

For each $$x \in U$$, write

$$|\det(DF(x) + sDG(x))| = |P_x(s)|,$$

where $$P_x(s)$$ is a polynomial of degree at most $$n - 1$$. By Lemma 2.3, we have that

$$|P_x(t)| \lesssim \left(\frac{A\lambda}{\lambda/8}\right)^{n-1} \|P\|_{L^1([0,\lambda/8])} \lesssim \lambda^{-1} A^{n-1} \int_0^{\lambda/8} |P_x(s)|ds.$$ (2.27)

We are now ready to prove (2.17). From (2.28) we have

$$\delta^\varepsilon |S \cap H_t| - C_3(n)\delta^n \leq |(F + tG)(U)|.$$ (2.28)
By (2.25) and (2.27), we have
\[
| (F + tG)(U) | \leq \int_U | \det(DF(x) + tDG(x)) | dx \\
= \int_U | P_x(t) | dx \\
\leq \int_U \left( \lambda^{-1} A^{n-1} \int_0^{\lambda/8} | P_x(s) | ds \right) dx \\
= \lambda^{-1} A^{n-1} \int_0^{\lambda/8} \int_U | DF(x) + sDG(x) | ds dx.
\]

By (2.26),
\[
\int_0^{\lambda/8} \int_U | DF(x) + sDG(x) | ds dx \leq r^{2n} \int_0^{\lambda/8} (F + sG)(U) | ds.
\]
Finally, by (2.22) we have
\[
\int_0^{\lambda/8} | (F + sG)(U) | ds \leq | N_\delta(S') |.
\]
Combining these inequalities we conclude that
\[
\delta^\varepsilon | \hat{S} \cap H_\delta | - C_3(n) \delta^\alpha \lesssim r^{2n} \lambda^{-1} A^{n-1} | N_\delta(S') |.
\]
Since \( r = 2(n - 1)^2 / \varepsilon \) depends only on \( \varepsilon \) and \( n \), this establishes (2.17) and completes the proof.

We will finish this section with a corollary of Lemma 2.6 that allows us to replace the extension \( \text{Ext}_A(T) \) of the tube \( T \) with a slightly more useful “fattening” of \( T \). If \( T \) is a \( \lambda \times \delta \) tube and if \( A \geq 1 \), we define \( \text{Fat}_A(T) \) to be the \( A\lambda \times A\delta \) tube that has the same midpoint and coaxial line as \( T \).

**Corollary 2.10** (Fattening tubes inside semi-algebraic sets). Let \( n \) and \( E \) be integers with \( n \geq 2 \), and let \( \varepsilon > 0 \). Then there is a constant \( C(n, E, \varepsilon) > 0 \) so that the following holds. Let \( S \subset [0,1]^n \) be a semi-algebraic set of complexity at most \( E \). Let \( 0 < \delta \leq \lambda \leq 1 \) and let \( 1 \leq A \leq \lambda^{-1} \). Then
\[
\left| \bigcup_{T a \ \lambda \times \delta \ \text{tube}, \ \ T \subset S} \text{Fat}_A(T) \right| \leq C(n, E, \varepsilon, \delta) A^n | S |.
\]

**Proof.** Define
\[
S' = \bigcup_{T a \ \lambda/2 \times \delta/2 \ \text{tube}, \ \ T \subset S} \text{Ext}_2A(T), \\
S'' = \bigcup_{T a \ A\lambda/2 \times A\delta/2 \ \text{tube}, \ \ T \subset S'} \text{Ext}_4(T).
\]
By Lemma 2.6 there is a constant \( C \) (depending on \( n, E \) and \( \varepsilon \)) so that
\[
| S'' | \leq C \delta^{-\varepsilon/2} 8^n | S' | \leq C^2 \delta^{-\varepsilon} (8A)^n | S |.
\]
All that remains is to verify that
\[
\bigcup_{T a \ \lambda \times \delta \ \text{tube}, \ \ T \subset S} \text{Fat}_A(T) \subset S''.
\]
To see this, let $T_0 \subset S$ be a $\lambda \times \delta$ tube. Then

$$\bigcup_{\substack{T \text{ a } \lambda/2 \times \delta/2 \text{ tube} \atop T \subset T_0}} \operatorname{Ext}_{2A}(T)$$

contains a $A\lambda/2 \times A\delta$ tube with the same coaxial line as $T_0$. The midpoint of this tube has distance $\leq A\lambda$ from the midpoint of $T_0$. Call this tube $T_1$. Finally,

$$\operatorname{Fat}(T_0) \subset \bigcup_{\substack{T \text{ a } A\lambda/2 \times A\delta/2 \text{ tube} \atop T \subset T_1}} \operatorname{Ext}_4(T). \quad \square$$

### 2.3 Tubes inside semi-algebraic sets

**Lemma 2.11.** Let $n, E, K$ be integers with $n \geq 2$, and let $\varepsilon > 0$. Then there is a constant $C(n, E, K, \varepsilon) > 0$ so that the following holds. Let $S_1 \supset \ldots \supset S_d$ be semi-algebraic sets of complexity at most $E$. Let $r_1 \geq r_2 \geq \ldots \geq r_d > 0$ and $\rho_1 \geq \rho_2 \geq \ldots \geq \rho_d > 0$. Suppose that for each index $i$, $S_i$ has diameter $r_i$ and obeys the growth condition

$$|N_{\rho_i}(S_i) \cap B(x, r)| \leq E\rho_i r^{n-1} \quad \text{for all balls } B(x, r). \quad (2.29)$$

Let $0 < \delta \leq \rho_1/r_1$, and let $\mathcal{L}$ be a set of lines pointing in $\delta$-separated directions with the property that for each $L \in \mathcal{L}$ and each index $i$,

$$L \cap N_{\rho_i}(S_i) \text{ contains a line segment of length } r_i/K. \quad (2.30)$$

Then

$$\#\mathcal{L} \leq C(n, E, K, \varepsilon) \left(\frac{r_1}{\rho_d}\right)^{\varepsilon d}\rho_1 \cdots \rho_d r_1 \cdots r_d. \quad (2.31)$$

**Proof.** By translating if necessary, we can assume that $0 \in S_d$, and thus $S_i \subset B(0, r_i)$ for each index $i$. Next, observe that Lemma 2.11 is dilation invariant. Thus we may assume that $r_1 = 1$, and in particular each set $S_i$ is contained in $[0, 1]^n$ (even though $r_1 = 1$, in the arguments below we will often keep track of terms involving $r_1$, as we believe this adds clarity to the arguments). Finally, we may assume that $r_1 > \rho_i$ for each index $i$; indeed if this inequality fails for some index $i$, then we may simply omit the corresponding requirement (2.30) and re-index the remaining sets (note that the growth condition (2.29) remains true after this re-indexing).

Define $\tilde{S}_d = N_{2\rho_d}(S_d)$. For each $j = 1, \ldots, d-1$, define

$$\tilde{S}_{d-j} = N_{2\rho_{d-j}}(S_{d-j}) \cap \bigcup_{\substack{T \text{ a } r_{d-j+1}/K \times \rho_{d-j+1} \text{ tube} \atop T \subset \tilde{S}_{d-j+1}}} \operatorname{Fat}_{K\rho_{d-j+1}/r_{d-j+1}}(T).$$

It is easy to verify that $\tilde{S}_{d-j}$ is semi-algebraic, and the complexity of $\tilde{S}_{d-j}$ depends only on $E, n$, and $j$.

Let $L \in \mathcal{L}$. Since (2.30) is true for $i = d$, we have that $L \cap N_{\rho_d}$ contains a line segment of length $r_d/K$, and thus there is a $r_d/K \times \rho_d$ tube contained in $\tilde{S}_d$ whose coaxial line is $L$; this tube must be contained in $B(0, r_d)$. We conclude that

$$L \cap B(0, r_{d-1}) \subset \bigcup_{\substack{T \text{ a } r_{d-1}/K \times \rho_d \text{ tube} \atop T \subset \tilde{S}_d}} \operatorname{Fat}_{K\rho_{d-1}/r_{d-1}}(T).$$
Since (2.30) is true for \( i = d - 1 \), we also have that \( L \cap N_{\rho_{d-1}}(S_{d-1}) = L \cap N_{\rho_{d-1}}(S_{d-1}) \cap B(0, r_{d-1}) \) contains a line segment of length \( r_{d-1}/K \), and thus there is a \( r_{d-1}/K \times \rho_{d-1} \) tube contained in \( \tilde{S}_{d-1} \) whose coaxial line is \( L \); this tube must be contained in \( B(0, r_{d-1}) \). We conclude that

\[
L \cap B(0, r_{d-1}) \subset \bigcup_{T \subset \tilde{S}_{d-1}} \text{Fat } \kappa_{r_{d-1}}(T).
\]

An identical argument to the one above shows that \( L \cap \tilde{S}_{d-1} \) contains a line segment of length \( r_{d-2}/K \), and this line segment must be contained in \( B(0, r_{d-2}) \). Iterating this argument, we conclude that \( L \cap \tilde{S}_{1} \) contains a line segment of length \( r_{1}/K \), and thus there is a \( r_{1}/K \times \rho_{1} \) tube contained in \( \tilde{S}_{1} \) whose coaxial line is \( L \). Since \( \delta \leq \rho_{1} \), there is also a \( r_{1}/K \times \delta \) tube contained in \( \tilde{S}_{1} \) whose coaxial line is \( L \). The lines in \( L \) point in \( \delta \)-separated directions, so we can apply Theorem 1.7 to conclude that

\[
\#\mathcal{L} \leq C'(n, E, \varepsilon)|\tilde{S}_{1}|\delta^{1-n-\varepsilon} r_{1}^{-n} K^{n}. \tag{2.32}
\]

Our next task is to bound \( |\tilde{S}_{1}| \).

We will prove by induction that for each \( j = 0, 1, \ldots, d - 1 \),

\[
|\tilde{S}_{d-j}| \leq C_{j}(n, E, K, \varepsilon)\rho_{d}^{-\frac{\varepsilon}{d-j}} \rho_{d-j}^{d-j} r_{d-j}^{n-d+j} \prod_{i=0}^{j-1}(\rho_{d-i} r_{d-i-1}^{-1}). \tag{2.33}
\]

When \( j = 0 \), (2.33) is the bound

\[
|\tilde{S}_{d}| \leq C_{0}(n, E, K, \varepsilon)\rho_{d}^{d} r_{d}^{d-n},
\]

which follows from the growth condition \( (2.29) \).

Suppose now that the result has been proved for some \( j < d - 1 \). Let

\[
W_{d-(j+1)} = \bigcup_{T \subset \tilde{S}_{d-j}} \text{Fat } \kappa_{r_{d-(j+1)}}(T).
\]

By Corollary 2.10 we have

\[
|W_{d-(j+1)}| \lesssim \rho_{d-j}^{-\frac{\varepsilon}{d-j}} \left( \frac{K r_{d-(j+1)}}{r_{d-j}} \right)^{n} |\tilde{S}_{d-j}|,
\]

\[
\lesssim \rho_{d-j}^{-\frac{\varepsilon}{d-j}} \left( \frac{r_{d-(j+1)}}{r_{d-j}} \right)^{n} |\tilde{S}_{d-j}|, \tag{2.34}
\]

where here (and throughout this argument) the implicit constant depends on \( n, E, K, \) and \( \varepsilon \). Note that \( W_{d-(j+1)} \) is a union of tubes of thickness \( \rho_{d-j} \frac{K r_{d-(j+1)}}{r_{d-j}} \), and thus if we select \( r \sim \rho_{d-j} \frac{K r_{d-(j+1)}}{r_{d-j}} \), then

\[
\mathcal{E}_{r}(W_{d-(j+1)}) \lesssim r^{-n} |W_{d-(j+1)}| \lesssim \rho_{d-j}^{-\frac{n}{d-j}} |\tilde{S}_{d-j}|. \tag{2.35}
\]
Applying the growth condition (2.29) with this value of $r$, we conclude
\[
|\tilde{S}_{d-(j+1)}| = |N_{\rho_{d-(j+1)}}(S_{d-(j+1)}) \cap W_{d-(j+1)}| \\
\lesssim \mathcal{E}(W_{d-(j+1)}) (E_{\rho_{d-(j+1)}})^{n-d+(j+1)} \\
\lesssim \left( \frac{n}{d-j} \right) (\rho_{d-(j+1)})^{d-(j+1)} (r_{d-(j+1)})^{n-d+(j+1)} \\
\leq \rho_d \left( \frac{d-(j+1)}{r_{d-(j+1)}} \right)^{n-d} |\tilde{S}_{d-j}|.
\]
(2.36)

Applying the induction hypothesis, we obtain
\[
|\tilde{S}_{d-(j+1)}| \lesssim \rho_d \left( \frac{d-(j+1)}{r_{d-(j+1)}} \right)^{n-d} |\tilde{S}_{d-j}|. \\
= C_j(n, E, K, \varepsilon) \rho_d \left( \frac{d-(j+1)}{r_{d-(j+1)}} \right)^{n-d} \prod_{i=0}^{j-1} (\rho_d r_{d-i}^{-1}).
\]
(2.37)

The induction closes if we select $C_{j+1}(n, E, K, \varepsilon)$ sufficiently large depending on $C_j(n, E, K, \varepsilon), n, K, E$ and $\varepsilon$.

To finish the proof, observe that
\[
|\tilde{S}_1| \leq C_{d-1}(n, E, K, \varepsilon) \rho_d \varepsilon r_1^n \prod_{i=0}^{d-1} (\rho_d r_{d-i}^{-1}).
\]

The result now follows from (2.32).

Next we will show how Lemma 2.11 can be used to prove Theorem 1.9.

**Proof of Theorem 1.9.** Let $Z_1 \supset \cdots \supset Z_d$, $1 \geq r_1 \geq \ldots \geq r_d > 0$, $\delta > 0$, and $x \in \mathbb{R}^n$ be as in the statement of Theorem 1.9. Let $T$ be a set of direction-separated 1 direction segments each of which satisfies
\[
|T \cap N_{\rho}(Z_i) \cap B(x, r_i)| \geq r_i |T|, \quad i = 1, \ldots, d.
\]
(2.38)

Define $\rho_1 = \ldots = \rho_d = \delta$. Since each variety $Z_i$ has codimension at least $i$, by Theorem 2.1 each variety $Z_i$ satisfies the growth condition (2.29). Let $\mathcal{L}$ be the set of lines coaxial with the tubes in $T$. Observe that if $T \in \mathcal{T}$ is a tube with coaxial line $L$, then for each index $i = 1, \ldots, d$ we have
\[
|T \cap N_{\rho}(Z_i) \cap B(x, r_i)|/|T| \geq |L \cap N_{\rho}(Z_i) \cap B(x, r_i)|.
\]
In particular, if $T$ satisfies (2.38) then
\[
|L \cap N_{\rho}(Z_i) \cap B(x, r_i)| \geq r_i, \quad i = 1, \ldots, d.
\]
(2.39)

Note that $L \cap N_{\rho}(Z_i) \cap B(x, r_i)$ is a one-dimensional semi-algebraic set of complexity $O(E)$, and thus if $K = K(n, E)$ is chosen sufficiently large, then for each index $i$, $L \cap N_{\rho}(Z_i) \cap B(x, r_i)$ contains a line segment of length at least $r_i/K$.

To finish the proof, we apply Lemma 2.11 to $\mathcal{L}$ with this choice of $K$. 
\[\square\]
Remark 2.12. Lemma 2.11 was stated in greater generality than was needed to prove Theorem 1.9. Specifically, in Theorem 1.9 we have $\rho_1 = \ldots = \rho_d$. Another interesting situation occurs when $r_1 > r_2 > \ldots > r_d$ are much larger than 1, and $\rho_i$ is comparable to $r_i^{1/2}$; the motivation for this setup is as follows. In [10, 11], Guth initiated the program of using polynomial partitioning to study the restriction/extension problem. When using polynomial partitioning techniques to analyze the behavior of the extension operator, a difficult sub-problem arises when many wave packets are concentrated near a low-degree variety (or more generally, wave packets are concentrated near “grains,” which are defined in Section 3 below). In [14], Hickman and Rogers systematically studied the behavior of wave packets that concentrate near grains, and by using Theorem 1.7 they were able to obtain improved bounds for the restriction problem. Lemma 2.11 was used in [16] to obtain further improvements.

3 A multilevel grains decomposition

In this section, we will apply the polynomial partitioning theorem proved by Guth and Katz in [12] (and adapted to the present context by Guth in [11]) to collections of $1 \times \delta$ tubes in $\mathbb{R}^n$. We will establish a sort of dichotomy asserting that either (A): $\mathbb{R}^n$ can be partitioned into disjoint pieces, and each tube is localized to a small number of these pieces, or (B): the tubes cluster into thin neighborhoods of low degree algebraic varieties. This statement will be made precise in Proposition 3.5 below. The results in this section do not make any assumptions about the directions of the tubes. In Section 4 we will apply Proposition 3.5 to sets of tubes pointing in different directions.

Definition 3.1. Let $\mathcal{G}$ be a set of tuples of the form $(B, P_1, \ldots, P_i)$, where $B \subset \mathbb{R}^n$ is a ball, $i \geq 0$, and each $P_j$ is a polynomial in $\mathbb{R}^n$. $\mathcal{G}$ is called a tree of grains if it satisfies the following properties.

- There is exactly one element $G_{\text{root}} \in \mathcal{G}$ for which $i = 0$.
- If $(B, P_1, \ldots, P_i)$ and $(B', P_1, \ldots, P_i)$ are elements of $\mathcal{G}$, then $B \cap B' = \emptyset$.
- For every $(B, P_1, \ldots, P_i) \in \mathcal{G}$, there is a ball $B'$ containing $B$ so that $(B', P_1, \ldots, P_{i-1}) \in \mathcal{G}$.
- For every $(B, P_1, \ldots, P_i) \in \mathcal{G}$, the variety $Z(P_1, \ldots, P_i)$ has codimension at least $i$.

If $G = (B, P_1, \ldots, P_i) \in \mathcal{G}$, we say that $G$ has level $i$, or $\text{level}(G) = i$. For each $0 \leq i' \leq i$, we define $G|_{i'}$ to be the (unique) element of $\mathcal{G}$ of the form $(B', P_1, \ldots, P_{i'})$ with $B \subset B'$. If $G, G' \in \mathcal{G}$ and $G$ has level $i$, we write $G \preceq G'$ if $G'|_{i'}$ for some $0 \leq i' \leq i$. The relation $\preceq$ defines the natural partial order on $\mathcal{G}$ that arises from its tree structure. Note that $G \preceq G_{\text{root}}$ for every $G \in \mathcal{G}$.

We define the depth of a tree $\mathcal{G}$ to be one less than the maximum length of a chain in $\mathcal{G}$. For example, if $\mathcal{G} = \{G_{\text{root}}\}$, then $\mathcal{G}$ has depth 0. We define the complexity of $\mathcal{G}$ to be the maximum degree of any polynomial appearing in any tuple in $\mathcal{G}$. In practice, our trees will always have finite cardinality, so these quantities will always be finite.

Definition 3.2. Let $\mathcal{G}$ be a tree of grains. For each $G \in \mathcal{G}$, let $X^G \subset \mathbb{R}^n$. We say that the set system $\{X^G\}_{G \in \mathcal{G}}$ is compatible with $\mathcal{G}$ if the following holds.

- For each $G = (B, P_1, \ldots, P_i) \in \mathcal{G}$, $X^G \subset B \cap N_{C\delta}\big(Z(P_1, \ldots, P_i)\big)$, where $C > 0$ is a constant (see Remark 3.3 below).
- If $G, G' \in \mathcal{G}$ and $G \preceq G'$, then $X^G \subset X^{G'}$.
- If $G, G' \in \mathcal{G}$ are not comparable, then then $X^G \cap X^{G'} = \emptyset$. 
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Remark 3.3. Definition 3.2 is (intentionally) slightly ambiguous, since we have not specified the constant $C$. In this paper we can take $C = 3\sqrt{n}$.

In this section we will be interested in the interactions between collections of tubes and certain discretized subsets of $\mathbb{R}^n$ that we will call $\delta$-cubes.

Definition 3.4. We define a $\delta$-cube to be a set of the form $v + [0, \delta]^n$, where $v \in (\delta \mathbb{Z})^n$. In particular, any two distinct $\delta$-cubes have disjoint interiors.

The main result of this section is the following multilevel grains decomposition for families of $1 \times \delta$ tubes in $\mathbb{R}^n$.

**Proposition 3.5.** Let $2 \leq k \leq n$, let $T_1, \ldots, T_k$ be sets of $1 \times \delta$ tubes contained in $B(0, 1) \subset \mathbb{R}^n$, and let $Y$ be a set of tuples $(Q, T_1, \ldots, T_k)$, where $Q$ is a $\delta$-cube, and $T_j \in T_j$ with $T_j \cap Q \neq \emptyset$ for each index $j$. Then for each $0 \leq m \leq n$ and each $\varepsilon > 0$, there exists:

- A tree $\mathcal{G}$ of grains of depth $m$ and complexity $E(n, \varepsilon)$.
- For each index $j$ and each $T_j \in T_j$, a set system $\{T_j^G\}_{G \in \mathcal{G}}$ that is compatible with $\mathcal{G}$.
- For each index $0 \leq i \leq m$ and each index $1 \leq j \leq k$, a length $\delta \leq \ell_{i,j} \leq 1$.

These objects have the following properties.

**M1. The tubes have uniform length.** For each $T_j \in T_j$ and each $G \in \mathcal{G}$ with $\text{level}(G) = i$, $T_j^G$ is a (possibly empty) disjoint union of $\ell_{i,j} \times \delta$ tubes.

**M2. The grains are localized.** If $G = (B, P_1, \ldots, P_i) \in \mathcal{G}$, then $B$ has radius at most $4 \max_{1 \leq j \leq k} \ell_{i,j} + \delta$.

**M3. The tubes touch few grains.** For each index $j$ and each $G \in \mathcal{G}$ with $\text{level}(G) = i$, we have

$$M^{-\varepsilon}(D_1^{i-n} \cdots D_i^{i-n})(\#T_j) \lesssim_{\varepsilon} \sum_{T_j \in T_j} \# \text{CC}(T_j^G) \lesssim_{\varepsilon} M^\varepsilon(D_1^{i-n} \cdots D_i^{i-n})(\#T_j),$$

(3.1)

where

$$M = \delta^{-1} \prod_j (\#T_j),$$

(3.2)

and the real numbers $D_1, \ldots, D_m$ are defined so that $\mathcal{G}$ has $D_i^{n-i+1}$ grains that have level $i$.

**M4. $Y$ is evenly distributed over the tree.** For each $G \in \mathcal{G}$ with $\text{level}(G) = i$, we have

$$M^{-\varepsilon}(D_1^{i-n} \cdots D_i^{i-n-1}) \sum_Q \left(\#\{(Q, T_1, \ldots, T_k) \in Y\}\right)^{\frac{i}{i-1}}$$

$$\sum_Q \left(\#\{(Q, T_1, \ldots, T_k) \in Y : Q \cap T_j^G \neq \emptyset \text{ for each index } j\}\right)^{\frac{i}{i-1}}$$

$$\lesssim_{\varepsilon} M^\varepsilon(D_1^{i-n} \cdots D_i^{i-n-1}) \sum_Q \left(\#\{(Q, T_1, \ldots, T_k) \in Y\}\right)^{\frac{i}{i-1}}.$$

(3.3)

We will prove Proposition 3.5 by repeatedly applying a “grains decomposition” type result. This result has two main steps, which are described in Lemmas 3.9 and 3.10 below. In Lemma 3.9 we will use polynomial partitioning to divide the set of cubes supporting $Y$ into disjoint regions,
so that every tube interacts with only a small number of these regions. The ideas used in this step are not new; they first appeared in [11] in the context of the restriction problem, and in [13] in the context of Kakeya.

In [11], Guth proved a $k$-broad estimate for the restriction / extension operator. This is a weaker variant of a $k$-linear restriction estimate. In Section 11.1 of [11], Guth discusses a shortcoming of his methods that prevents him from proving a $k$-linear restriction estimate. We encountered a similar problem when attempting to prove $k$-linear Kakeya estimates, and Lemma 3.10 is designed to overcome this problem.

Before we prove Lemmas 3.9 and 3.10, we will recall some terminology and results from [11]. If $P_1, \ldots, P_m$ are polynomials in $\mathbb{R}^n$, we say that $Z(P_1, \ldots, P_m)$ is a transverse complete intersection if the vectors $\nabla P_1(x), \ldots, \nabla P_m(x)$ are linearly independent for every $x \in Z(P_1, \ldots, P_m)$. In particular, if $Z(P_1, \ldots, P_m)$ is a transverse complete intersection, then $Z(P_1, \ldots, P_m)$ is a smooth submanifold of $\mathbb{R}^n$ of codimension $m$.

In [13], Guth and Katz used the polynomial ham sandwich theorem to construct polynomials that efficiently partition sets of points in $\mathbb{R}^n$. In [11], Guth adapted these methods to prove the following.

Proposition 3.6. Let $P_1, \ldots, P_m$ be polynomials in $\mathbb{R}^n$, and suppose that $Z(P_1, \ldots, P_m)$ is a transverse complete intersection. Let $f \in L^1(\mathbb{R}^n)$ be non-negative, and suppose that $\text{supp}(f) \subset B(0, 1) \cap N_{2\delta}(Z(P_1, \ldots, P_m))$. Then for each $D \geq 1$, at least one of the following two things must happen.

**Cellular case.** There exists a polynomial $P$ of degree $\leq D$, so that $\mathbb{R}^n \setminus Z(P)$ is a union of $\lesssim D^{n-m}$ cells $O_1, \ldots, O_t$, so that if we define $O'_i = O_i \setminus N_{\delta}(Z(P))$, then

$$\int_{O'_i} f \lesssim D^{m-n} \int f \quad \text{for each index } i,$$

and

$$\sum_{i=1}^t \int_{O'_i} f \geq \frac{1}{2} \int f.$$

**Algebraic case.** There is a polynomial $P$ of degree at most $D$ so that $(P_1, \ldots, P_m, P)$ is a transverse complete intersection, and

$$\int_{N_{\delta}(Z(P_1, \ldots, P_m))} f \gtrsim (\log D)^{-1} \int f.$$

Corollary 3.7. Let $P_1, \ldots, P_m$ be polynomials in $\mathbb{R}^n$, and suppose that $Z(P_1, \ldots, P_m)$ is a transverse complete intersection. Let $Q$ be a finite set of $\delta$-cubes. Suppose that $Q \subset B(0, 1) \cap N_{2\sqrt{m}}(Z(P_1, \ldots, P_m))$ for each $Q \in Q$. Then for each $D \geq 1$, at least one of the following two things must happen.

**Cellular case.** There exists a polynomial $P$ of degree $\leq D$, so that $\mathbb{R}^n \setminus Z(P)$ is a union of $\lesssim D^{n-m}$ cells $O_1, \ldots, O_t$, so that if we define

$$Q_i = \{Q \in Q: Q \subset O_i \setminus N_{\delta}(Z(P))\},$$

then

$$\# Q_i \lesssim D^{m-n}(\# Q) \quad \text{for each index } i,$$
Lemma 3.9. Let \( B \) transverse complete intersection. Let \( Q \) restriction problem, and in [13] in the context of Kakeya.

\[
\text{Proof. This lemma is not new; a variant of this lemma first appeared in [11] in the context of the}
\]

Algebraic case. There is a polynomial \( P \) of degree \( \leq D \) so that \( (P_1, \ldots, P_m, P) \) is a transverse complete intersection, and if we define

\[
Q^* = \{ Q \in \mathcal{Q} : Q \subset N_{2\sqrt{n}\delta}(Z(P_1, \ldots, P_m)) \},
\]

then

\[
\# Q^* \gtrsim (\log D)^{-1}(\# \mathcal{Q}).
\]

Remark 3.8. Note that since each \( \delta \)-cube in \( \mathbb{R}^n \) has diameter \( \sqrt{n}\delta \), if a cube \( Q \) is not contained in any cell \( O_i' \) then it must intersect the \( \delta \)-neighborhood of \( \mathbb{R}^n \setminus \bigcup O_i \), and thus it must be contained in the \( (\sqrt{n} + 1)\delta \)-neighborhood of \( \mathbb{R}^n \setminus \bigcup O_i \). If this happens for at least half the cubes in \( \mathcal{Q} \), then it is possible to find a polynomial \( P \) that satisfies (3.8).

Lemma 3.9. Let \( P_1, \ldots, P_m \) be polynomials in \( \mathbb{R}^n \), and suppose that \( Z = Z(P_1, \ldots, P_m) \) is a transverse complete intersection. Let \( \mathcal{Q} \) be a finite set of \( \delta \)-cubes in \( \mathbb{R}^n \) that are contained in \( B(0, 1) \cap N_{2\sqrt{n}\delta}(Z) \). Let \( \varepsilon > 0 \).

Then there is a set \( \mathcal{A} = \{(P_A, Q_A)\} \), so that that sets \( \{Q_A\}_{A \in \mathcal{A}} \) are disjoint subsets of \( \mathcal{Q} \), and for each \((P_A, Q_A) \in \mathcal{A} \) we have,

C1. \( P_A \) is a polynomial of degree at most \( E(n, \varepsilon) \).

C2. \( Z(P_1, \ldots, P_m, P_A) \) is a transverse complete intersection.

C3. Each \( \delta \)-cube in \( Q_A \) is contained in \( N_{2\sqrt{n}\delta}(Z(P_1, \ldots, P_m, P_A)) \).

C4. \[
(\# \mathcal{A})^{-1-\varepsilon}(\# \mathcal{Q}) \lesssim \# Q_A \lesssim (\# \mathcal{A})^{-1+\varepsilon}(\# \mathcal{Q}).
\]

Furthermore, if \( T \) is a tube of thickness \( \delta \) (and any length), then there are disjoint subsets \( \{T^A\}_{A \in \mathcal{A}} \) of \( T \) with the following properties

T1. \( T^A \subset N_{3\sqrt{n}\delta}(Z(P_1, \ldots, P_m, P_A)) \) for each \( A \in \mathcal{A} \).

T2. If \((P_A, Q_A) \in \mathcal{A}, Q \in Q_A, \) and \( Q \cap T \neq \emptyset \), then \( Q \cap T^A \neq \emptyset \).

T3. Each set \( T^A \) is either empty or a union of disjoint sub-tubes of \( T \).

T4. The number of sub-tubes in \( T^A \), summed across all \( A \in \mathcal{A} \), is not too big. Specifically, we have

\[
\sum_{A \in \mathcal{A}} \# CC(T^A) \lesssim (\# \mathcal{A})^{1/(n-m)+\varepsilon}. \tag{3.10}
\]

Proof. This lemma is not new; a variant of this lemma first appeared in [14] in the context of the restriction problem, and in [13] in the context of Kakeya.

Let \( E = E(\varepsilon, n) \) be a large number to be chosen later. We will repeatedly apply Corollary 3.7 to construct a tree \( \mathcal{T} \) as follows. The root of \( \mathcal{T} \) will be the pair \((\mathbb{R}^n, \mathcal{Q})\). The non-leaf vertices of \( \mathcal{T} \) will be pairs \((O, Q_O)\), where \( O \) is an open subset of \( \mathbb{R}^n \) and \( Q_O \subset \mathcal{Q} \). The leaf vertices of \( \mathcal{T} \) will be pairs \((P, Q_P)\), where \( P \) is a polynomial in \( \mathbb{R}^n \) of degree \( \leq E \), and \( Q_P \subset \mathcal{Q} \).
If \((O, Q_O)\) is a non-leaf vertex, then \(Q \subset O \setminus N\delta(\text{bdry}(O))\) for each \(Q \in Q_O\). If \((O', Q_{O'})\) is the parent of \((O, Q_O)\), then \(O \subset O'\) and \(Q_O \subset Q_{O'}\). If \((P, Q_P)\) is a leaf vertex, then \(Q \subset N_{2\sqrt{m}}(Z(P_1, \ldots, P_m, P))\) for each \(Q \in Q_P\). If \((O, Q_O)\) is the parent of \((P, Q_P)\), then \(Q_P \subset Q_O\).

For each non-leaf vertex \((O, Q_O)\) of \(T\), exactly one of the following two things must be true.

**Case 1: Algebraic leaf.** \((O, Q_O)\) has one child, which is a leaf of the form \((P, Q_P)\). Furthermore, \(Z(P_1, \ldots, P_m, P)\) is a transverse complete intersection, \([3.11]\)

\[
\# Q_P \gtrsim (\log E)^{-1}(\# Q_O),
\]

and \([3.12]\)

\[
Q \subset N_{2\sqrt{m}}(Z(P_1, \ldots, P_m, P) \text{ for each } Q \in Q_P).
\]

**Case 2: Cellular vertex.** \((O, Q_O)\) has \(\sim E^{m-n}\) children \((O_1, Q_{O_1}), \ldots, (O_t, Q_{O_t})\). Furthermore, \([3.13]\)

\[
\# Q_{O_i} \lesssim E^{m-n}(\# Q_O) \text{ for each index } i,
\]

and \([3.14]\)

\[
\sum_{i=1}^{t} (\# Q_{O_i}) \geq \frac{1}{2}(\# Q_O).
\]

Finally, the sets \(O_1, \ldots, O_t\) are disjoint.

Observe that the maximum depth of \(T\) is \(\gtrsim \log E(\# Q)\), since each set \(Q_O\) at level \(s\) contains at least one, but at most \((C(n)E^{m-n})^s(\# Q)\) cubes. This means that \([3.15]\)

\[
\sum_{(P, Q_P) \in T} (\# Q_P) \gtrsim 2^{-\log E(\# Q)}(\# Q),
\]

where the sum is taken over all leaves of the tree. In particular, there is a level \(s_0\) so that \([3.16]\)

\[
\sum_{(P, Q_P) \text{ level}(P, Q_P)=s_0} (\# Q_P) \gtrsim 2^{-\log E(\# Q)}(\log E)^{-1}(\# Q).
\]

If \(E\) is chosen sufficiently large depending on \(\varepsilon\), then

\[
2^{-\log E(\# Q)}(\log E)^{-1} \gtrsim E(\# Q)^{-\varepsilon/2}.
\]

Define \(A'\) to be the set of pairs \((P, Q_P)\) that have level \(s_0\). Then \([3.16]\) implies that \([3.17]\)

\[
\sum_{A \in A'} (\# Q_A) \gtrsim E(\# Q)^{1-\varepsilon/2}.
\]

By \([3.13]\), we have \([3.18]\)

\[
(\# Q_A) \leq \left(C(n)E^{m-n}\right)^{s_0}(\# Q) \text{ for each } A \in A'.
\]

Since \([3.19]\)

\[
\# A \geq \left(C(n)^{-1}E^{m-n}\right)^{s_0},
\]

we have that if \(E\) is chosen sufficiently large depending on \(\varepsilon\), then \([3.18]\) and \([3.19]\) imply \([3.20]\)

\[
\# Q_A \lesssim E(\# A')^{-1+\varepsilon/2}(\# Q) \text{ for each } A \in A'.
\]
By pigeonholing, (3.17) and (3.20) imply that there exists a set \( A \subset A' \) with \( \#A \gtrsim \#A' \) that satisfies (3.9).

It remains to analyze how a tube interacts with the elements of \( A \). Observe that if \( (O, Q_O) \) is a vertex of the tree with children \( (O_1, Q_{O_1}), \ldots, (O_t, Q_{O_t}) \), and if \( T \) is a tube of thickness \( \delta \) (and any length) contained in \( O \), then the set \( \bigcup_{i=1}^t (T \cap (O_i \cap \partial \delta (O_i))) \) is contained in a union of \( \leq E + 1 \) sub-tubes of \( T \), each of which is contained in a cell \( O_i \). If \( T \cap Q \neq \emptyset \) for some \( Q \in Q_O \), then at least one of these sub-tubes intersects \( Q \). Thus if \( T \) is a tube of thickness \( \delta \), then for each non-leaf vertex \( (O, Q_O) \) of \( T \) we can associate a set \( T^O \subset T \), which is a disjoint union of sub-tubes of \( T \) contained in \( O \).

If \( (P, Q_P) \) is a leaf of \( T \) with parent \( (O, Q_O) \), and if \( T \) is a tube of thickness \( \delta \) (and any length) contained in \( O \), then there is a set \( T^P \subset T \) that is a disjoint union of \( O_E(1) \) sub-tubes of \( T \), each contained in \( N_{3 \sqrt{m}}(Z(P_1, \ldots, P_m, P)) \). The set \( T^P \) can be constructed by taking the smallest union of sub-tubes of \( T \) that contains \( T \cap N_{2 \sqrt{m}}(Z(P_1, \ldots, P_m, P)) \). By Theorem 2.3, \( T \cap N_{2 \sqrt{m}}(Z(P_1, \ldots, P_m, P)) \) has \( O_E(1) \) connected components, and thus \( T^P \) will be a union of \( O_E(1) \) sub-tubes of \( T \). The set \( T^P \) has the property that if \( Q \in Q_P \) and \( T \cap Q \neq \emptyset \), then \( T^P \cap Q \neq \emptyset \).

For each level \( s \geq 0 \) of the tree, we have that \( \bigcup P T^P \) is a disjoint union of disjoint sub-tubes of \( T \), and this union contains at most \( O_E(1)(E + 1)^s \) sub-tubes (the union is taken over all leaves of the tree that have level \( s \)). In particular, setting \( s = s_0 \) we see that \( \bigcup_{A \in A} T^A \) is a disjoint union of disjoint sub-tubes of \( T \), and this union contains at most \( O_E(1)(E + 1)^{s_0} \) sub-tubes. If \( E \) is chosen sufficiently large (depending on \( \varepsilon \)), then this quantity is \( \lesssim \varepsilon (\#A) \frac{1}{\pi \varepsilon} \), which establishes Property 1.4. Finally, if \( A \in A \), \( Q \in Q_A \), and \( T \cap Q \neq \emptyset \), then \( T^A \cap A \neq \emptyset \). This establishes Property 1.2.

**Lemma 3.10.** Let \( 2 \leq k \leq n \) and let \( \lambda_1, \ldots, \lambda_k \) be real numbers between \( \delta \) and 1. For each \( j = 1, \ldots, k \), let \( T_j \) be a set of \( \lambda_j \times \delta \) tubes in \( \mathbb{R}^n \). Let \( P_1, \ldots, P_m \) be polynomials and let \( B_0 \subset \mathbb{R}^n \) be a ball of radius at most \( \max_{1 \leq j \leq k} \lambda_j + \delta \). Suppose that \( Z(P_1, \ldots, P_m) \) is a transverse complete intersection, and that for each index \( j \), each tube \( T_j \subset T_j \) is contained in \( B_0 \cap N_{3 \sqrt{m}}(Z(P_1, \ldots, P_m)) \). Let \( Y \) be a set of tuples \( (Q, T_1, \ldots, T_k) \), where \( Q \) is a \( \delta \)-cube contained in \( B_0 \cap N_{2 \sqrt{m}}(Z(P_1, \ldots, P_m)) \), and \( T_j \subset T_j \) is a tube intersecting \( Q \).

Then for each \( \varepsilon > 0 \), there exists

- A set \( \mathcal{H} \) of triples \( H = (B_H, P_H, Q_H) \), where \( B_H \subset B_0 \) is a ball, \( P_H \) is a polynomial of degree at most \( E(n, \varepsilon) \), and \( Q_H \subset \mathcal{H} \) is a set of \( \delta \)-cubes.

- For each index \( j \) and each \( T_j \subset T_j \), a collection \( \{T_j^H\}_{H \in \mathcal{H}} \) of subsets of \( T_j \).

- Lengths \( \ell_1, \ldots, \ell_k \), each of the form \( \delta 2^N \) for some integer \( N \geq 0 \).

These objects have the following properties.

**G1.** For each \( H = (B_H, P_H, Q_H) \in \mathcal{H} \), we have that \( Z(P_1, \ldots, P_m, P_H) \) is a transverse complete intersection and \( Q \subset N_{2 \sqrt{m}}(Z(P_1, \ldots, P_m, P_H)) \) for each \( Q \in Q_H \).

**G2.** The sets \( \{Q_H\}_{H \in \mathcal{H}} \) are disjoint.

**G3.** For each index \( j \), each \( T_j \subset T_j \), and each \( H = (B_H, P_H, Q_H) \in \mathcal{H} \), we have the containment \( T_j^H \subset B_H \cap N_{3 \sqrt{m}}(Z(P_1, \ldots, P_m, P_H)) \).

**G4.** For each index \( j \), each \( T_j \subset T_j \), and each \( H = (B_H, P_H, Q_H) \in \mathcal{H} \), we have that \( T^H \) is a (possibly empty) disjoint union of sub-tubes of \( T \), each of which has length \( \ell_j \). The sets \( \{T^H\}_{H \in \mathcal{H}} \) are disjoint.

**G5.** For each \( (B_H, P_H, Q_H) \in \mathcal{H} \), \( B_H \) has radius at most \( 4 \max_{1 \leq j \leq k} \ell_j + \delta \).
G6. For each index \( j \) and each \( H \in \mathcal{H} \),
\[
(\# T_j)(\# \mathcal{H})^{\frac{1}{m}-1} \leq \sum_{T_j \in T_j} \# \text{CC}(T_j^H) \lesssim \varepsilon M^\varepsilon (\# T_j)(\# \mathcal{H})^{\frac{1}{m}-1},
\]
(3.21)
where
\[
M = \delta^{-1} \prod_j (\# T_j).
\]
(3.22)

G7. For each \( H \in \mathcal{H} \) we have
\[
M^{-\varepsilon}(\# \mathcal{H})^{-1} \sum_Q (\# \{(Q, T_1, \ldots, T_k) \in Y\})^{\frac{1}{m}} \lesssim \sum_Q (\# \{(Q, T_1, \ldots, T_k) \in Y: Q \in \mathcal{Q}_H, Q \cap T_j^H \neq \emptyset \text{ for each index } j\})^{\frac{1}{m+1}} \lesssim \varepsilon M^\varepsilon(\# \mathcal{H})^{-1} \sum_Q (\# \{(Q, T_1, \ldots, T_k) \in Y\})^{\frac{1}{m+1}}.
\]
(3.23)

Proof. After dyadic pigeonholing, we can find a set \( Y' \subset Y \) and a set \( Q \) of \( \delta \)-cubes so that \( \# Y' \gtrsim (\# Y)/\log(\# Y) \); for each \( (Q, T_1, \ldots, T_k) \in Y' \) we have \( Q \in \mathcal{Q} \); and
\[
\# \{(T_1, \ldots, T_k): (Q, T_1, \ldots, T_k) \in Y'\} \sim (\# Y')/(\# \mathcal{Q}) \text{ for each } Q \in \mathcal{Q}.
\]
(3.24)
In particular, we have
\[
\sum_{Q \in \mathcal{Q}'} (\# \{(T_1, \ldots, T_k): (Q, T_1, \ldots, T_k) \in Y'\})^{\frac{1}{m+1}} \sim (\# Y')^{\frac{1}{m+1}}(\# \mathcal{Q})^{\frac{k-2}{m+1}}.
\]

Apply Lemma 3.9 to \( Q \) with allowable error \( \varepsilon/C \), where \( C \) is a large constant to be chosen later. Let \( \mathcal{A} = \{(P_A, Q_A)\} \) be the output from the lemma. By (3.21) and the lower bound from (3.9), we have
\[
\sum_{Q \in \mathcal{Q}} (\# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap \bigcup_{A \in \mathcal{A}} T_j^A \neq \emptyset \text{ for each index } j\})^{\frac{1}{m+1}} \gtrsim \varepsilon (\# Y')^{\frac{1}{m+1}-O(\varepsilon/C)}(\# \mathcal{Q})^{\frac{k-2}{m+1}} \gtrsim \varepsilon M^{-O(\varepsilon/C)}(\# Y')^{\frac{1}{m+1}}(\# \mathcal{Q})^{\frac{k-2}{m+1}}.
\]
(3.25)
On the last line we used the fact that \( \# Y' \leq \# Y \leq M \). Indeed, this inequality motivates the definition of \( M \).

On each index \( j \) and each \( T_j \in T_j \), we have that \( \bigcup_{A \in \mathcal{A}} T_j^A \) is a disjoint union of \( \lesssim \varepsilon (\# \mathcal{A})^{\frac{1}{m+1}} \) sub-tubes of \( T_j \), each of which has length between \( \delta \) and \( \lambda_j \). Thus by dyadic pigeonholing, there are numbers \( \ell_j^{(0)}, j = 1, \ldots, k \), each of the form \( \delta 2^N \) for some non-negative integer \( N \), so that
\[
\sum_{Q \in \mathcal{Q}} (\# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap T_j \text{ is contained in a sub-tube of } \bigcup_{A \in \mathcal{A}} T_j^A \text{ of length between } \ell_j^{(0)} \text{ and } 2\ell_j^{(0)}\})^{\frac{1}{m+1}} \gtrsim \varepsilon (\log(1/\delta))^{-k}(\# Y')^{\frac{1}{m+1}-O(\varepsilon/C)}(\# \mathcal{Q})^{\frac{k-2}{m+1}}.
\]
(3.26)
Recall that the sets $\{T_j^A\}_{A \in A}$ are disjoint, and each of these sets is a disjoint union of sub-tubes of $T_j$. For each index $j$, each $T_j \in T_j$, and each $A \in A$, define $\tilde{T}_j^A$ to be the union of those sub-tubes in $T_j^A$ that have length between $\ell_j^{(0)}$ and $2\ell_j^{(0)}$. Thus (3.26) becomes

$$
\sum_{Q \in Q} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap \bigcup_{A \in A} \tilde{T}_j^A \neq \emptyset \} \right)^{\frac{1}{k-1}} \\
\gtrsim_{\varepsilon} (\log(1/\delta))^{-k} (\# Y')^{\frac{1}{k-1}} O(\varepsilon/C) \left( \# Q \right)^{\frac{k-2}{k-1}} \\
\gtrsim_{\varepsilon} M^{-O(\varepsilon/C)} (\# Y')^{\frac{1}{k-1}} \left( \# Q \right)^{\frac{k-2}{k-1}}.
$$

Recall that for each of the tuples $(Q, T_1, \ldots, T_k)$ in the above sum, there is an element $A \in A$ so that $Q \in Q_A$ and $Q \cap \tilde{T}_j^A \neq \emptyset$ for each index $j$. Thus

$$
\sum_{A \in A} \sum_{Q \in Q_A} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap \tilde{T}_j^A \neq \emptyset \} \right)^{\frac{1}{k-1}} \\
\gtrsim_{\varepsilon} M^{-O(\varepsilon/C)} (\# Y')^{\frac{1}{k-1}} \left( \# Q \right)^{\frac{k-2}{k-1}}.
$$

Define $r^{(0)} = 2 \max_j \ell_j^{(0)}$. Let $B$ be a set of balls of radius $2r^{(0)}$ in $\mathbb{R}^n$ so that the balls are $O(1)$ overlapping, and every $r^{(0)} \times \delta$ tube is contained in at least one of the balls. For each such ball $B$, define $\tilde{T}_{j, A, B}$ to be the union of the sub-tubes in $T_j^A$ that are contained in $B$. Then there is a subset $B' \subset B$ consisting of disjoint balls so that

$$
\sum_{A \in A} \sum_{B \in B'} \sum_{Q \in Q_A} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap \tilde{T}_j^{A, B} \neq \emptyset \} \right)^{\frac{1}{k-1}} \\
\gtrsim_{\varepsilon} M^{-O(\varepsilon/C)} (\# Y')^{\frac{1}{k-1}} \left( \# Q \right)^{\frac{k-2}{k-1}}.
$$

For each $A \in A$ and each $B \in B$, define

$$
Q_{A, B} = \{Q \in Q_A: Q \subset B\}.
$$

Define

$$
\mathcal{H}' = \bigcup_{A \in A} \{(B, P_A, Q_{A, B}): B \in B'\}.
$$

If $H = (B_H, P_H, Q_H) \in \mathcal{H}'$ and $P_H = P_A$ for some $A \in A$, then for each index $j$ and each $T_j \in T_j$, define $T_j^H = \tilde{T}_j^{A, B}$; thus $T_j^H$ is a disjoint union of sub-tubes of $T_j$, each of which is contained in $B_H \cap N_{3\sqrt{\pi} \delta}(Z(P_1, \ldots, P_m, P))$ and has length between $\ell_j^{(0)}$ and $2\ell_j^{(0)}$. We have

$$
\sum_{H \in \mathcal{H}'} \sum_{Q \in Q_H} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap T_j^H \neq \emptyset \} \right)^{\frac{1}{k-1}} \\
\gtrsim_{\varepsilon} M^{-O(\varepsilon/C)} (\# Y')^{\frac{1}{k-1}} \left( \# Q \right)^{\frac{k-2}{k-1}}.
$$

(3.27)

Abusing notation slightly, we will re-define the sets $T_j^H$ so that each such set is a disjoint union of sub-tubes of $T_j$ of length precisely $\ell_j^{(0)}$. If we choose these sub-tubes appropriately, then (3.27)
remains true (though the quasi-inequality is weakened by a constant factor). This step is not crucial for our proof; we do it only for notational convenience later on.

For each $H \in \mathcal{H}'$, we will be interested in the quantity
\[
\sum_{Q \in \mathcal{Q}_H} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap T_j^H \neq \emptyset \} \right)^{\frac{1}{k-1}}.
\]

Note that this number is of the form $N^{\frac{1}{k-1}}$, where $N$ is an integer between 0 and $\#Y \leq M$. We will also be interested in the numbers
\[
\sum_{T_j \in T_j} \# \text{CC}(T_j^H),
\]
which are non-negative integers bounded by $M$ (this follows from the fact that each connected component of $T_j^H$ has length $\ell_j^{(0)} \geq \delta$). After dyadic pigeonholing, we can find a subset $H(0) \subset \mathcal{H}'$ so that the above quantities are roughly the same for each $H \in H(0)$. Specifically, the following items hold
\[\sum_{H \in H(0)} \sum_{Q \in \mathcal{Q}_H} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap T_j^H \neq \emptyset \} \right)^{\frac{1}{k-1}} \gtrsim (\log M)^{-1} \sum_{H \in \mathcal{H}} \sum_{Q \in \mathcal{Q}_H} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap T_j^H \neq \emptyset \} \right)^{\frac{1}{k-1}}. \tag{3.28}\]

\[\sum_{Q \in \mathcal{Q}_{H_0}} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap T_j^{H_0} \neq \emptyset \} \right)^{\frac{1}{k-1}} \sim (\#H(0))^{-1} \sum_{H \in H(0)} \sum_{Q \in \mathcal{Q}_H} \left( \# \{(Q, T_1, \ldots, T_k) \in Y': Q \cap T_j^H \neq \emptyset \} \right)^{\frac{1}{k-1}}. \tag{3.29}\]

\[\sum_{T_j \in T_j} \# \text{CC}(T_j^{H_0}) \sim (\#H(0))^{-1} \sum_{T_j \in T_j} \sum_{H \in H(0)} \# \text{CC}(T_j^H). \tag{3.30}\]

At this point we will pause to check whether $H(0)$ and the sets $\{T_j^H\}_{H \in H(0)}$ satisfy the requirements of Lemma 3.10.

- Property $G_1$ is certainly true, since for each $(B_H, P_H, Q_H) \in H(0)$, we have that $P_H = P_A$ for some $A \in A$, and thus $(P_1, \ldots, P_m, P_H) = (P_1, \ldots, P_m, P_A)$ is a transverse complete intersection by Property $C_2$ from Lemma 3.9.

- Property $G_2$ follows from the fact that the sets $\{Q_A\}_{A \in A}$ from Lemma 3.9 are disjoint, plus the fact that the balls in $B'$ are disjoint.

- Property $G_3$ follows from Property $T_1$ of Lemma 3.9.

- Property $G_4$ follows from the definition of $T_j^H$. 
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• Property $G_5$ follows from the definition of $B$.

Our next task is to consider Properties $G_6$ and $G_7$. By the upper bound from (3.9) we have that for each $H \in \mathcal{H}(0)$,

$$\sum_{Q \in \mathcal{Q}_H} \left( \#\{ (Q, T_1, \ldots, T_k) \in Y': Q \in \mathcal{Q}_H, Q \cap T_j^H \neq \emptyset \} \right) \overset{\kappa}{\leq}$$

$$\lesssim \varepsilon \left( \#A \right)^{-1+O(\varepsilon/C)} \left( \#Y' \right)^{\frac{1}{k-1}} - O(\varepsilon/C) \left( \#Q \right)^{\frac{k-2}{k-1}},$$

and thus (3.27) and (3.28) imply that

$$\# \mathcal{H}(0) \gtrsim \varepsilon \left( \log M \right)^{M^{-O(\varepsilon/C)} \left( \#A \right)}.$$ (3.32)

While we could combine the terms $\left( \log M \right)^{-1}$ and $M^{-O(\varepsilon/C)}$ into one, we will keep them distinct for now. Combining (3.29), (3.31), and (3.32), we conclude that for each $H \in \mathcal{H}(0)$,

$$\sum_{Q \in \mathcal{Q}_H} \left( \#\{ (Q, T_1, \ldots, T_k) \in Y': \emptyset \neq \emptyset \} \right) \overset{\kappa}{\leq}$$

$$\lesssim \varepsilon \left( \log M \right)^{M^{-O(\varepsilon/C)} \left( \#H(0) \right) \left( \#Y' \right)^{\frac{1}{k-1}} \left( \#Q \right)^{\frac{k-2}{k-1}}}.$$ (3.33)

The inequalities (3.28), (3.29) and (3.33) imply that $\mathcal{H}(0)$ satisfies Property $G_7$, indeed, if $C$ is chosen sufficiently large then $\mathcal{H}(0)$ satisfies (3.23) with $M^{\varepsilon/2}$ and $M^{-\varepsilon/2}$ in place of $M^\varepsilon$ and $M^{-\varepsilon}$, respectively. This epsilon of slack will be useful for us in the arguments below.

By (3.10) and (3.32), we have that for each index $j$ and each $T_j \in \mathcal{T}_j$,

$$\sum_{H \in \mathcal{H}(0)} \# \text{CC}(T_j^H) \overset{\kappa}{\leq} \varepsilon \left( \log M \right)^{M^{-O(\varepsilon/C)} \left( \#\mathcal{H}(0) \right) \left( \#\mathcal{T}_j \right) \left( \#\mathcal{H}(0) \right)^{\frac{1}{n-m}}}$$

and thus for each index $j$ we have

$$\sum_{T_j \in \mathcal{T}_j} \sum_{H \in \mathcal{H}(0)} \# \text{CC}(T_j^H) \overset{\kappa}{\leq} \varepsilon \left( \log M \right)^{M^{-O(\varepsilon/C)} \left( \#\mathcal{H}(0) \right)^{\frac{1}{n-m}}}.$$ (3.34)

Finally, by (3.30) this implies that for each index $j$ and each $H \in \mathcal{H}_0$, we have

$$\sum_{T_j \in \mathcal{T}_j} \# \text{CC}(T_j^H) \overset{\kappa}{\leq} \varepsilon \left( \log M \right)^{M^{-O(\varepsilon/C)} \left( \#\mathcal{T}_j \right) \left( \#\mathcal{H}(0) \right)^{\frac{1}{n-m}-1}}.$$ (3.35)

Thus the set $\mathcal{H}(0)$ and the sets $\{ T_j^H \}_{H \in \mathcal{H}(0)}$ satisfy all of the requirements of Lemma 3.10 except (crucially!) the first inequality in (3.21) from Property $G_6$. To fix this, we will alternate between the following two steps. In the first step, we will cut the sub-tubes in $T_j^H$ into smaller sub-tubes so that Property $G_6$ holds. Of course, when we cut the tubes in $T_j^H$ into smaller sub-tubes, they become shorter, and this might cause Property $G_5$ to fail. In the second step, we will cut the grains into smaller balls. This will cause Property $G_5$ to hold, but now Property $G_6$ might fail. We will iterate between these two steps multiple times, and eventually both Property $G_5$ and $G_6$ will hold simultaneously.

Suppose that the lower bound from Property $G_6$ fails for at least one index $j$. Then we perform the following step.
Step 1. For each index $j$ for which the lower bound of (3.34) fails, cut each tube-segment in $\bigcup_{H \in \mathcal{H}^{(0)}} T_j^H$ into pieces of equal length. For each index $j$, let $\ell_j^{(1)}$ be the new lengths of the segments. If we choose the value of $X$ appropriately, then we can suppose that $\ell_j^{(1)}$ is of the form $\delta 2^N$ for some non-negative integer $N$.

After Step 1 has been performed, Property $\mathbf{G6}$ now holds. Observe that each of Properties $\mathbf{G1} \mathbf{G7}$ remain true, with the exception that Property $\mathbf{G5}$ might fail. If Property $\mathbf{G5}$ fails, then we form the following step.

Step 2. Let $r^{(1)} = \max_j \ell_j^{(1)}$. For each $(B_H, P_H, Q_H) \in \mathcal{H}^{(0)}$, cover $B_H$ by finitely overlapping balls of radius $2r^{(1)}$ so that each $r^{(1)} \times \delta$ tube is contained in at least one of these balls. For each such ball $B'_H$, define $Q'_H$ to be the set of cubes from $Q_H$ contained in $B'_H$, and define $T_j^{H'}$ to be the set of sub-tubes of $T_j^H$ contained in $B'_H$.

By dyadic pigeonholing, we can select a set $\mathcal{H}^{(1)}$, and for each index $j$; each $T_j \in \mathcal{T}_j$; and each $H = (B_H, P_H, Q_H) \in \mathcal{H}^{(1)}$, a set $T_j^H$ so that $T_j^H$ is a disjoint union of sub-tubes of $T_j$ of length $\ell_j^{(1)}$ that are contained in $B_H$. We can make this selection so that (3.26), (3.29), and (3.30) hold with $\mathcal{H}^{(1)}$ in place of $\mathcal{H}^{(0)}$, except the term $(\log M)^{-1}$ in (3.28) is replaced by $(\log M)^{-2}$. In particular, note that the implicit constant in the $O(\varepsilon/C)$ terms in (3.33) and (3.34) remain unchanged.

If we repeat the arguments following (3.30), we are now in the situation preceding Step 1. We iterate between these two steps until both Property $\mathbf{G5}$ and $\mathbf{G6}$ hold. Each iteration decreases at least one of the lengths $\ell_j$ by a multiplicative factor of $\delta^5$. Since Property $\mathbf{G5}$ automatically holds if all sub-tubes have length $\leq \delta/2$, we conclude that we iterate the above procedure at most $k/\varepsilon + 1$ times.

Define $\mathcal{H}$ to be the set obtained by the final iteration. Each iteration weakens (3.33) and (3.34) by a multiplicative factor of $\lesssim (\log M)^{-1}$, so all together these inequalities are weakened by a multiplicative factor of $\lesssim \varepsilon (\log M)^{-k/\varepsilon + 1}$. Since $(\log M)^{-k/\varepsilon + 1} \lesssim \varepsilon M^{\varepsilon/2}$, this is an acceptable loss. Finally, choose the constant $C$ sufficiently large so that all terms of the form $O(\varepsilon/C)$ are at most $\varepsilon/2$.

We are now ready to prove Proposition 3.5. The result will be proved by repeated application of Lemma 3.10.

Proof of Proposition 3.5. We will construct the set $\mathcal{G}$ and the sets $\{T_j^G\}_{G \in \mathcal{G}}$ using the following iterative procedure. Define $\mathcal{G}^{(0)} = \{(B(0,1), P_0)\}$, where $P_0$ is the zero polynomial. For each index $j$, define $\ell_{0,j} = 1$ and for each $T_j \in \mathcal{T}_j$, define $T_j^{G_0} = T$. Define $D_0 = 1$. Define $Y_{G_0} = Y$.

Observe that $\mathcal{G}^{(0)}$ is a tree of grains of depth 0 and complexity $\lesssim 1$, and for each index $j$ and each $T_j \in \mathcal{T}_j$, we have that $\{T_j^{G_0}\}_{G \in \mathcal{G}(0)}$ is compatible with $\mathcal{G}^{(0)}$. The set $\mathcal{G}^{(0)}$ and the set systems $\{T_j^G\}_{G \in \mathcal{G}(0)}$ satisfy all the properties from Proposition 3.5 that apply to grains in $\mathcal{G}$ that have level $i = 0$.

In fact, the following slightly stronger variant of (3.1) is true for all grains $G \in \mathcal{G}^{(0)}$ that have level $i = 0$:

$$M^{-i \varepsilon/m}(D_1^{1-n} \cdots D_i^{1-n})(#T_j) \lesssim \varepsilon \sum_{T_j \in \mathcal{T}_j} \# \text{CC}(T_j^G) \lesssim M^{i \varepsilon/m}(D_1^{1-n} \cdots D_i^{1-n})(#T_j).$$  

(3.36)
This inequality is slightly silly, since both the terms $M^{-i\varepsilon/m}$ and $(D^{1-i}_{1-n} \cdots D^{1-i}_{i-n})$ are equal to 1. However, stating the inequality in this way will be useful for us later on.

Similarly, the following variant of (3.3) is true for all grains $G \in \mathcal{G}^{(i)}$ that have level $i = 0$:

$$M^{-i\varepsilon/m}(D^{1-i}_{1-n} \cdots D^{1-i}_{i-n^1}) \sum_{Q} \left( \# \{(Q,T_1,\ldots,T_k) \in Y \} \right)^{1/2} \leq \sum_{Q} \left( \# \{(Q,T_1,\ldots,T_k) \in Y_G: Q \cap T^G_j \neq \emptyset \text{ for each index } j \} \right)^{1/2} \quad (3.37)$$

Again, this inequality is slightly silly since both the terms $M^{-i\varepsilon/m}$ and $(D^{1-n} \cdots D^{k-n-1}_{i-n})$ are equal to 1.

Suppose we have constructed a tree of grains $\mathcal{G}^{(i)}$ of depth $i$: numbers $\{\ell_{i,j}\}$ for $0 \leq i' \leq i$ and $1 \leq j \leq k$; set systems $\{T^G_{j}\}_{G \in \mathcal{G}^{(i)}}$; and sets $\{Y_G\}_{G \in \mathcal{G}^{(i)}}$ that satisfy the requirements of Proposition 3.5, as well as the stronger inequalities (3.36) and (3.37). We will show how to append additional leaves to this tree to construct level $i+1$.

Let $G = (B,P_1,\ldots,P_i) \in \mathcal{G}^{(i)}$ be a grain that has level $i$. For each index $j$, define

$$T_{G,j} = \bigcup_{T_j \in \mathcal{T}_j} \text{CC}(T^G).$$

Thus $T_{G,j}$ is a set of $\ell_{i,j} \times \delta$ tubes, each of which is contained in the ball $B$, which has radius at most $4\max \ell_{i,j} + \delta$. By (3.30), we have

$$M^{-i\varepsilon/m}(D^{1-i}_{1-n} \cdots D^{1-i}_{i-n^1})(\#T_{j}) \leq \#T_{G,j} \leq M^{-i\varepsilon/m}(D^{1-n} \cdots D^{k-n-1}_{i-n})(\#T_{j}). \quad (3.38)$$

Apply Lemma 3.10 to $B, P_1, \ldots, P_i, T_{G,1}, \ldots, T_{G,j},$ and $Y_G$, with allowable error $\varepsilon/C$. $C$ is a constant that will be chosen below. We obtain a set $\mathcal{H}_G$; lengths $\ell_{G,1}, \ldots, \ell_{G,k}$; and for each index $j$ and each $T_j \in \mathcal{T}_{G,j}$, families of sets $\{T^H_{j}\}_{H \in \mathcal{H}_G}$.

Observe that $\#\mathcal{H}_G$ is an integer between 0 and $M$, and each of $\ell_{G,1}, \ldots, \ell_{G,k}$ are numbers of the form $\delta 2^n$, where $N$ is an integer between 0 and $\log(1/\delta)$. Thus by dyadic pigeonholing, there is a number $L$ and lengths $\ell_{i+1,1}, \ell_{i+1,2}, \ldots, \ell_{i+1,k}$ so that if we define $\mathcal{G}^{(i)}_s$ to be the set of grains $G \in \mathcal{G}^{(i)}$ that have level $i$ and for which $L \leq \#\mathcal{H}_G \leq 2L$ and $\ell_{G,j} = \ell_{i+1,j}$ for each index $j$, then

$$\#\mathcal{G}^{(i)}_s \geq (\log M)^{-k-1}D^n \cdots D^{n-i-1}. \quad (3.39)$$

Define

$$\mathcal{G}^{(i+1)} = \mathcal{G}^{(i)} \cup \bigcup_{G=(B,P_1,\ldots,P_i) \in \mathcal{G}^{(i)}_s} \{(B_H,P_1,\ldots,P_i,P_H): H \in \mathcal{H}_G\}. \quad (3.40)$$

For each of these newly defined grains $G = (B_H,P_1,\ldots,P_i,P_H)$, for each index $j$, and for each $T_j \in \mathcal{T}_j$, define

$$T^G_j = \bigcup_{\tilde{T}_j \in \text{CC}(T^G_{j})} \tilde{T}_j^H,$$

where $G' = G|_i \in \mathcal{G}^{(i)}$. By construction, $T^G_j$ is a disjoint union of $\ell_{i+1,j} \times \delta$ tubes, each of which is contained in $N_{3\sqrt{n\delta}}(Z(P_1,\ldots,P_i,P_H))$. 
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Define $D_{i+1}$ so that
\[ D_1^n \cdots D_i^{n-i+1} D_{i+1}^{n-i} = \# \{ G \in \mathcal{G} : \text{level}(G) = i + 1 \}. \]

We have $D_1^n \cdots D_i^{n-i} \sim L \# \mathcal{G}_s^{(i)}$, and since
\[ (\log M)^{-k-1} D_1^n \cdots D_i^{n-i+1} \lesssim \# \mathcal{G}_s^{(i)} \leq D_1^n \cdots D_i^{n-i+1}, \]
we have
\[ (\log M)^{-k-1} L \lesssim D_{i+1}^{n-i} \lesssim L. \]

We can now verify that if the constant $C$ is chosen sufficiently large, then the tree $\mathcal{G}^{(i+1)}$ has the following properties.

- First, $\mathcal{G}^{(i+1)}$ is a tree of grains of depth $i + 1$ and complexity $\lesssim 1$, since for each $G = (B, P_1, \ldots, P_{i+1}) \in \mathcal{G}^{i+1}$, we have that $Z(P_1, \ldots, P_{i+1})$ is a transverse complete intersection.
- Second, for each index $j$ and each $T_j \in T_j$, the set system $\{ T_j^G \}_{G \in \mathcal{G}^{(i+1)}}$ is compatible with $\mathcal{G}$.
- Properties $\mathcal{M}_1$ and $\mathcal{M}_2$ follow from Properties $\mathcal{G}_4$ and $\mathcal{G}_3$ from Lemma 3.10, respectively.
- Property $\mathcal{M}_3$ at level $i + 1$ follows from the stronger variant (3.36) at level $i + 1$, which in turn follows from (3.36) at level $i$, (3.38), (3.41), and Property $\mathcal{G}_6$ from Lemma 3.10.
- Property $\mathcal{M}_4$ at level $i + 1$ follows from the stronger variant (3.37) at level $i + 1$, which in turn follows from (3.37) at level $i$, (3.41), and Property $\mathcal{G}_7$ from Lemma 3.10.

To complete the proof, define $\mathcal{G} = \mathcal{G}^{(m)}$. □

4 $k$-linear Kakeya estimates for direction-separated tubes

In this section we will prove Theorem 4.3. We will actually prove the following slightly more technical version.

**Theorem 4.3.** Let $2 \leq k \leq n$ and let $T_1, \ldots, T_k$ be sets of direction-separated $1 \times \delta$ tubes in $\mathbb{R}^n$, each of which have cardinality at most $N$. Then for each $\varepsilon > 0$, there is a constant $C(n, \varepsilon)$ so that
\[ \left\| \left( \sum_{T_1 \in T_1} \cdots \sum_{T_k \in T_k} \chi_{T_1} \cdots \chi_{T_k} |v_1 \wedge \ldots \wedge v_k|^k \right)^{\frac{1}{k}} \right\|_{\frac{d}{k-1}} \leq C(n, \varepsilon) \left( \frac{1}{\delta} \right)^{\frac{n-1+\varepsilon}{\delta}} (\delta^{n-1} N)^{\frac{n(d-1)}{2}}, \]
where
\[ d = \frac{n^2 + k^2 + n - k}{2n}. \]

**Proof.** Our first step will be to discretize the problem. We have
\[ \int_{\mathbb{R}^d} \left( \sum_{T_1 \in T_1} \cdots \sum_{T_k \in T_k} \chi_{T_1} \cdots \chi_{T_k} |v_1 \wedge \ldots \wedge v_k|^k \right)^{\frac{d}{k-1}} \]
\[ \leq \sum_{Q \subset \mathbb{R}^n} |Q| \sum_{\substack{\delta \leq \theta \leq 1 \\ \theta \text{ dyadic}}} \theta^{\frac{d}{k-1}} \left( \# \{ (T_1, \ldots, T_k) \in T_1(Q) \times \cdots \times T_k(Q) : \right. \]
\[ \left. \theta < |v(T_1) \wedge \ldots \wedge v(T_k)| \leq 2\theta \} \right)^{\frac{d}{k-1}}. \]
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By dyadic pigeonholing, there exist numbers \( \delta \leq \theta \leq 1 \) and \( 1 \leq \mu \leq \delta^{1-n} \); a set \( K \subset \mathbb{R}^n \) that is a union of \( \delta \)-cubes; and numbers \( \mu_1, \ldots, \mu_k \) so that

\[
\# \{(T_1, \ldots, T_k) \in T_1(Q) \times \cdots \times T_k(Q); \theta < |v_1 \land \cdots \land v_k| \leq 2\theta \} \sim \mu^k
\]  

(4.4)

for every \( \delta \)-cube \( Q \subset K \);

\[
\text{RHS (4.3)} \leq \theta^{1/(d-1)} \mu^{\frac{1}{d-1}} |K|;
\]

(4.5)

and

\[
\# \mathbb{T}_j(Q) \sim \mu_j \quad \text{for every } \delta \text{-cube } Q \subset K \text{ and every index } j.
\]

(4.6)

Note that (4.4) and (4.5) imply that

\[
\mu^k \leq \mu_1 \cdots \mu_k.
\]

(4.7)

Define

\[
Y = \{(Q, T_1, \ldots, T_k); Q \subset K, \theta < |v_1 \land \cdots \land v_k| \leq 2\theta, T_j \in \mathbb{T}_j(Q) \text{ for each index } j \}.
\]

By (4.4) we have

\[
|K|\theta^{\frac{1}{d-1}} \mu^{\frac{1}{d-1}} \sim \sum_{Q \subset K} \frac{|Q|\theta^{\frac{1}{d-1}}}{\mu^{\frac{1}{d-1}}} \left( \# \{(Q, T_1, \ldots, T_k) \in Y \}\right)^{\frac{1}{d-1}}.
\]

(4.8)

Apply Proposition 3.5 to \( T_1, \ldots, T_k \) and \( Y \), with \( m = n - k \) and allowable error \( \varepsilon/C \); here \( C \) is a large constant to be chosen later. We obtain a tree \( \mathcal{G} \) of grains of depth \( n - k \) and complexity \( E \lesssim 1 \); lengths \( \ell_{i,j} \); and for each index \( j \) and each \( T_j \in \mathbb{T}_j \), a set system \( \{T_j^G\}_{G \in \mathcal{G}} \) of sub-tubes of \( T_j \) that is compatible with \( \mathcal{G} \).

Observe that since the tubes in \( \mathbb{T} \) are direction separated, we have \( \# \mathbb{T} \lesssim \delta^{1-n} \) and thus the quantity \( M \) from (3.2) satisfies \( M \lesssim \delta^{1-k(n-1)} \). By (4.8) and Property M3 of Proposition 3.5 we have that for each \( G \in \mathcal{G} \) that has level \( n - k \),

\[
|K|\theta^{\frac{1}{d-1}} \mu^{\frac{1}{d-1}} \leq \delta^{-O(\varepsilon/C)} (D_1^{n-k} \cdots D_{n-k}^{k+1}) \sum_{Q} \frac{|Q|\theta^{\frac{1}{d-1}}}{\mu^{\frac{1}{d-1}}} \left( \# \{(Q, T_1, \ldots, T_k) \in Y : T_j^G \cap Q \neq \emptyset \text{ for each index } j \}\right)^{\frac{1}{d-1}}
\]

(4.9)

Our next task is to obtain a lower bound for the numbers \( D_1, \ldots, D_{n-k} \) from Property M3 of Proposition 3.5. Fix an index \( 1 \leq i \leq n - k \) and an index \( j \). Recall that for each \( T_j \in \mathbb{T}_j \), the sets \( \{T_j^G : G \in \mathcal{G}, \text{ level}(G) = i\} \) are disjoint, and each of these sets is a disjoint union of \( \ell_{i,j} \times \delta \) sub-tubes of \( T_j \). Similarly, the sets \( \{T_j^G : G \in \mathcal{G}, \text{ level}(G) = i - 1\} \) are disjoint, and each of these sets is a disjoint union of \( \ell_{i-1,j} \times \delta \) sub-tubes of \( T_j \).

Thus

\[
\ell_{i,j} \sum_{T_j \in \mathbb{T}_j} \sum_{G \in \mathcal{G}, \text{ level}(G) = i} \# \text{CC}(T_j^G) \leq \ell_{i-1,j} \sum_{T_j \in \mathbb{T}_j} \sum_{G \in \mathcal{G}, \text{ level}(G) = i - 1} \# \text{CC}(T_j^G).
\]

(4.10)

But by Property M3 of Proposition 3.5 and the definition of \( D_1, \ldots, D_i \), we have that

\[
\sum_{T_j \in \mathbb{T}_j} \sum_{G \in \mathcal{G}, \text{ level}(G) = i} \# \text{CC}(T_j^G) \gtrsim \varepsilon M^{-O(\varepsilon/C)} D_i \sum_{T_j \in \mathbb{T}_j} \sum_{G \in \mathcal{G}, \text{ level}(G) = i - 1} \# \text{CC}(T_j^G).
\]

(4.11)
Combining (4.10) and (4.11), we conclude that
\[ \ell_{i-1,j} \gtrsim \varepsilon M^{-O(\varepsilon/C)} D_i \ell_{i,j}. \] (4.12)

We will make use of (4.12) as follows. Let \( G = (B, P_1, \ldots, P_i) \in \mathcal{G} \) be a grain. Let \( j_i \) be an index so that \( \ell_{i,j_i} \) is maximal. By Property \( M_2 \) of Proposition 3.5 we have that \( B \) has radius \( \leq 4\ell_{i,j_i} + \delta \). In particular, for each tube \( T_{j_i} \in \mathbb{T}_{j_i} \), we have that \( T_{j_i}^G \) is either empty, or is a union of at most four disjoint \( \ell_{i,j_i} \times \delta \) tubes. If \( T_{j_i}^G \) is non-empty, then for each index \( 1 \leq i' < i \) we have that each of the \( \ell_{i,j_i} \times \delta \) tubes in \( T_{j_i}^G \) is contained in a \( \ell_{i',j_i} \times \delta \) sub-tube from \( T_{j_i}^{G,i'} \). By (4.12) we have
\[ \ell_{i',j_i} \gtrsim \varepsilon M^{-O(\varepsilon/C)} D_{i'+1} \cdots D_i \ell_{i,j_i}, \]
and thus if we define \( B_{i'} \) to be the ball with the same center as \( B \) and radius \( M^{-O(\varepsilon/C)} D_{i'+1} \cdots D_i \ell_{i,j_i} \), then
\[ |T_{j_i} \cap B_{i'} \cap N_{3\sqrt{\delta}}(Z(P_1, \ldots, P_{i'}))| \gtrsim M^{O(\varepsilon/C)} D_{i'+1} \cdots D_i \ell_{i,j_i} \delta^{n-1} \]
for each index \( 1 \leq i' \leq i \).

Applying Theorem 1.9 with allowable error \( \varepsilon/C \), we obtain
\[ \sum_{T_{j_i} \in \mathbb{T}_{j_i}} \text{CC}(T_{j_i}^G) \leq 4 \# \{ T \in \mathbb{T}_{j_i} : T^G \neq \emptyset \} \]
\[ \lesssim \varepsilon \frac{\delta^{1+i-n-\varepsilon/C}}{\prod_{i'=1}^{i}(\ell_{i,j_i} D_{i'} \cdots D_{i'+1})} \]
\[ \lesssim \frac{\ell_{i,j_i} D_2 D_2^{2} \cdots D_{i-1}^{i-1}}{n}. \] (4.14)

Comparing the upper bound (4.14) with the lower bound from Property \( M_3 \) of Proposition 3.5 we see that
\[ D_1^{1-n} \cdots D_i^{i-n} (\# \mathbb{T}_{j_i}) \lesssim \varepsilon \frac{\delta^{1+i-n-O(\varepsilon/C)}}{\ell_{i,j_i} D_2 D_2^{2} \cdots D_{i-1}^{i-1}}. \] (4.15)

This inequality should be thought of as a lower bound for the numbers \( D_1, \ldots, D_i \). Note that for each index \( 1 \leq j \leq k \), we have
\[ |K| \mu_j \lesssim \sum_{T \in \mathbb{T}_j} |T \cap K| \]
\[ \leq \sum_{T \in \mathbb{T}_j} \sum_{G \in \mathcal{G}} \sum_{\text{level}(G) = i} |T^G \cap K| \]
\[ \lesssim \delta^{-O(\varepsilon/C)} (D_1 \cdots D_i) \ell_{i,j}(\delta^{n-1} \# \mathbb{T}_{j_i}), \]
where for the final inequality we used Properties \( M_1 \) and \( M_3 \) (the latter summed over all \( G \in \mathcal{G} \) with \( \text{level}(G) = i \)) of Proposition 3.5. We conclude that
\[ \ell_{i,j} \gtrsim \varepsilon \frac{\delta^{O(\varepsilon/C)} |K| \mu_j}{(\delta^{n-1} \# \mathbb{T}_{j_i}) D_1 \cdots D_i} = \frac{\delta^{O(\varepsilon/C)} \lambda_j}{D_1 \cdots D_i}, \] (4.17)
where we define
\[
\lambda_j = |K| \mu_j (\delta^{n-1} \#T_j)^{-1}. \tag{4.18}
\]
In particular, if we define \( \lambda = (\lambda_1 \cdots \lambda_k)^{1/k} \), then since \( \ell_{i,j} = \max_j \ell_{i,j} \), we have
\[
\ell_{i,j} \geq \frac{\delta O(\varepsilon/C) \lambda}{D_1 \cdots D_i}. \tag{4.19}
\]
Combining (4.19) and (4.15), we have
\[
D_1^{1-n} \cdots D_i^{1-n} (\#T_{j_i}) \lesssim \lambda^{-i} \delta^{1+i-n-O(\varepsilon/C)} D_1 D_2^{1-i-1} \cdots D_i^{1},
\]
or
\[
\delta^{-i+O(\varepsilon/C)} \lambda^i (\delta^{n-1} \#T_{j_i}) \lesssim D_1^{n+i-1} D_2^{n+i-3} D_3^{n+i-5} \cdots D_i^{n-i+1}. \tag{4.20}
\]
Define
\[
W = \min_{1 \leq j \leq k} (\#T_j).
\]
Then (4.20) implies
\[
\delta^{-i+O(\varepsilon/C)} \lambda^i (\delta^{n-1} W) \lesssim D_1^{n+i-1} D_2^{n+i-3} D_3^{n+i-5} \cdots D_i^{n-i+1}
\]
\[
= \prod_{m=1}^i D_m^{n+j+1-2m}. \tag{4.21}
\]
We will need to average certain powers of (4.21) as \( i \) ranges from 1 to \( n-k \). A computation shows that
\[
\prod_{i=1}^{n-k} \left( \prod_{m=1}^i D_m^{n+i+1-2m} \right)^{\frac{k(k-1)}{(n-i+1)(n-i)}} = D_1^{n-k} D_2^{n-k-1} \cdots D_{n-k+1}^{n-k}. \tag{4.22}
\]
(Recall that \( k \geq 2 \), so the denominator \((n-j+1)(n-j)(n-j-1)\) is never 0). Combining (4.21) and (4.22), we obtain
\[
D_1^{n-k} \cdots D_{n-k} \geq \prod_{i=1}^{n-k} \left( \delta^{-i+O(\varepsilon/C)} \lambda^i (\delta^{n-1} W) \right)^{\frac{k(k-1)}{(n-i+1)(n-i)}}
\]
\[
= \left( \frac{\lambda}{\delta} \right)^{\frac{n^2 + k^2 + 2kn + n - k}{2n}} (\delta^{n-1} W)^{\frac{1}{2} - \frac{k(k-1)}{2n(n-1)}}. \tag{4.23}
\]
Observe that since \( 2 \leq k \leq n \), the term \((\delta^{n-1} W)\) is raised to an exponent \( 0 \leq \alpha < 1/2 \).

Next, let \( G \in \mathcal{G} \) be a grain of level \( n-k \). By (4.19) and Theorem 1.2 we have
\[
\theta^{1/(k-1)} \mu^{k/(k-1)} |K| \lesssim \delta^{-O(\varepsilon/C)} (D_1^n \cdots D_{n-k}^{k+1}) \int \left( \sum_{T_{j_i} \in T_{j_i}} \cdots \sum_{T_{k} \in T_{k}} \chi_{T_1} \cdots \chi_{T_k} |v_1 \wedge \cdots \wedge v_k| \right)^{1/(k-1)}
\]
\[
\lesssim \delta \left( D_1^n \cdots D_{n-k}^{k+1} \right)^{1/(k-1)} \left( \frac{1}{\delta} \right)^{\frac{n-k}{k-1}+O(\varepsilon/C)} \prod_{j=1}^k \left( (\delta^{n-1} \#T_{j}) D_1^{1-n} D_2^{2-n} \cdots D_{n-k}^{n-k} \right)^{1/(k-1)},
\]
where on the second line we used Property M3 from Proposition 3.5. This implies that
\[
\theta \mu^{k} |K|^{k-1} (D_1^n \cdots D_{n-k}^{k+1}) \lesssim \delta^{k-n-O(\varepsilon/C)} \prod_{j=1}^k \left( (\delta^{n-1} \#T_{j}) D_1^{1-n} D_2^{2-n} \cdots D_{n-k}^{n-k} \right). \tag{4.24}
\]
Recalling the definition of $d$, we obtain

\[ \theta \mu^{k} |K|^{k-1} \lesssim_{\varepsilon} \delta^{k-n-O(\varepsilon/C)} \left( \prod_{j=1}^{k} (\delta^{n-1} \# T_j) \right) \left( D_{1}^{n} D_{2}^{n-1} \cdots D_{n-k}^{n-1} \right)^{k-1} \left( D_{1}^{1-n} D_{2}^{2-n} \cdots D_{n-k}^{k} \right)^{k-1} \]

\[ \leq \delta^{k-n-O(\varepsilon/C)} \left( \left( \delta^{1-n} W \right)^{1/2} \left( \delta^{n-1} N \right)^{k-1/2} \right) \left( D_{1}^{n-k} D_{2}^{n-k-1} \cdots D_{n-k}^{1} \right)^{-1}. \]

Inserting (4.23) and recalling that $W \leq N$, we conclude

\[ \theta \mu^{k} |K|^{k-1} \lesssim_{\varepsilon} \delta^{k-n-O(\varepsilon/C)} \left( \left( \delta^{1-n} W \right)^{1/2} \left( \delta^{n-1} N \right)^{k-1/2} \right) \left( \left( \delta^{1-n} W \right)^{1/2} \frac{k(k-1)}{2} \right)^{-1} \]

\[ \lesssim_{\varepsilon} \delta^{k-n+2^{1/2} - 2k n^{n-k} \mu^{2^{1/k} - 2k n^{n-k}} - O(\varepsilon/C)} \left( \delta^{n-1} N \right)^{k-1/2} + \frac{k(k-1)}{2n(n-1)}. \]

From (4.4) and (4.18), we have

\[ \lambda = |K| \left( \prod_{j=1}^{k} \mu_{j} \left( \delta^{n-1} \# T_{j} \right)^{-1} \right)^{1/k} \geq |K| \mu \left( \delta^{n-1} N \right)^{-1}, \]

and thus (4.26) implies

\[ \theta^{2n} \mu^{n^{2} + k^{2} - n - k} |K|^{n^{2} + k^{2} - n - k} \lesssim_{\varepsilon} \delta^{-n^{2} + k^{2} - n - k - O(\varepsilon/C)} \left( \delta^{n-1} N \right)^{n^{2} + k^{2} - k + \frac{k(k-1)}{n-1}}. \]

Recalling the definition of $d$ from (4.2), we have

\[ \theta^{\frac{1}{d+1}} \mu^{\frac{d}{d+1}} |K| = \theta^{\frac{2n}{n^{2} + k^{2} - n - k}} \mu^{\frac{n^{2} + k^{2} - n - k}{n^{2} + k^{2} - n - k}} |K| \]

\[ \lesssim_{\varepsilon} \delta^{-n^{2} + k^{2} - n - k - O(\varepsilon/C)} \left( \delta^{n-1} N \right)^{-\frac{n}{n-1}} \]

\[ = \left( \frac{1}{\delta} \right)^{-n} \left( \frac{1}{\varepsilon} \right)^{n} \left( \delta^{n-1} N \right)^{-\frac{n}{n-1}}. \]

Combining (4.3), (4.5), and (4.28), and selecting $C$ sufficiently large, we obtain (4.1). \qed
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