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Abstract

The Taylor series scheme is one of the most primitive analytic-numeric algorithms for exact solution of initial value problems for deferential equations. Taylor's series technique is a simple and effective tool for dealing with some PDEs. The main idea of the treatment of these algorithms is based on the calculation of higher derivatives using well-known technique for the Lane Emden-Fowler PDEs. Therefore, this paper is directed to show this method of solving Lane Emden-Fowler PDEs with singular boundary value problems, we found that this strategy is rarely used. The numerical results obtained demonstrate that: this technique is exceptionally simple and valuable compared to other strategies.
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1. Introduction

The Taylor series algorithm is one of the most primitive algorithms for the approximate or exact solution for initial value problems for differential equations, Lane-Emden-Fowler equations (LEFE) are one of the foremost spurring and most fundamental equations because it portrays an assortment of problems in dynamics and physics; also LEFE (Atta Ullah et al., 2018), has many applications in astrophysics and engineering sciences. Lane-Emden's equation has essential value in the modern analysis of several harms in astrophysics and relativity together with a number of models of density profiles for dark matter halos.

Solutions to these kinds of problems provide a few uncommon solutions that are closely related to LEFE. This type of problem has been utilized in different areas like engineering, physics, and dynamics (Chowdhury et al., 2007). Many researchers have utilized distinct techniques such as the He's method (J.-H. He, 1999, 2000, 2003, 2005), the semi-inverse method (Heydari M.et al., 2011) and the homotopy perturbation method (Othman et al., 2010) and (Babolian E. et al., 2009) to find the solutions of the LEFE.

Present numerical algorithms for the solution of differential equations are also based on the technique of the Taylor series. Each algorithm, such as the Runge-Kutta or the multistep methods are construct so that they give a phrase depending on a parameter (h) called step size as an
approximate solution and the first terms of the Taylor series of this phrase must be matching with the terms of the Taylor series of the exact solution.

The Taylor series is valuable ways of writing functions in the form of an infinite sum of terms that are calculate from the values of derivatives of a function at one point.

**Definition 1.1**
If \( \Phi(x, t) \) is a function of two variables have a second partial derivatives at the point \((\alpha, \beta)\), then Taylor series is,
\[
\Phi_2(x, t) = \Phi(\alpha, \beta) + \Phi_x(\alpha, \beta)(x - \alpha) + \Phi_t(\alpha, \beta)(t - \beta) + \frac{\Phi_{xx}(\alpha, \beta)}{2}(x - \alpha)^2 + \Phi_{xt}(\alpha, \beta)(x - \alpha)(t - \beta) + \frac{\Phi_{tx}(\alpha, \beta)}{2}(t - \beta)^2.
\]

**Definition 1.2**
If \( \Phi(x, t) \) is a function of two variables have a second partial derivatives at the point \((\alpha, \beta)\), then \(n^{th}\) degree Taylor series is,
\[
\Phi_n(x, t) = \sum_{i=0}^{n} \sum_{j=0}^{n-i} \frac{\partial^{(i+j)}(\alpha, \beta)}{\partial x^i \partial t^j} (x - \alpha)^i (t - \beta)^j \cdot i! j!
\] (2)

It is easy to find \(\Phi_2(x, t), \Phi_3(x, t), \Phi_4(x, t), \ldots, \Phi_n(x, t)\), from Eq. (2) if we need, for example,
\[
\Phi_3(x, t) = \Phi_2(x, t) + \frac{\Phi_{xxx}(\alpha, \beta)}{6}(x - \alpha)^3 + \frac{\Phi_{txx}(\alpha, \beta)}{2}(x - \alpha)^2(t - \beta) + \frac{\Phi_{tx}(\alpha, \beta)}{2}(x - \alpha)(t - \beta)^2 + \frac{\Phi_{tt}(\alpha, \beta)}{6}(t - \beta)^3.
\] (3)

In this paper, we utilize the Taylor series strategy in two variables for the exact solutions form of the LEFEis as follow,
\[
x \Phi_{xx}(x, t) + \frac{k}{x} \Phi_x(x, t) + f(x, t) \Phi(x, t) = \Phi_{tt}(x, t) + h(t)g(x).
\] (4)

With the boundary conditions,
\[
\Phi(0, t) = \delta_1(t), \Phi_x(0, t) = \delta_2(t),
\] (5)

2. Description of Strategy
This strategy is based on the initial or boundary conditions of equations (4) and (5) and the Taylor series given by equation (2), this is often done by finding this series at the initial conditions and after that finding the exact solution of equations (4), (5) which may be convergent or non-convergent.

In the order to give the Taylor series, we need to find \(\Phi_{xx}(0, t), \Phi_{xxx}(0, t), \ldots\) and then substitute them in Eq. (2). For this, considering the equation (4), can be written as:
\[
x \Phi_{xx} + k \Phi_x + xf \Phi = x \Phi_{tt} + xh(t)g(x),
\] (6)
With: \( f = f(x, t) \), \( \Phi = \Phi(x, t) \) and the real \( k \neq -1 \).

By differentiating with respect to \( x \) of the equation (6), we obtain:

\[
\Phi_{xx} + x\Phi_{xxx} + k\Phi_{xx} + f\Phi + x f_x \Phi + xf \Phi_x = \Phi_{tt} + x\Phi_{xtt} + h(t)g(x) + xh(t)g'(x).
\]

Put \( x = 0 \), we obtain:

\[
\Phi_{xx}(0, t) + k\Phi_{xx}(0, t) + f(0, t)\Phi(0, t) = \Phi_{tt}(0, t) + h(t)g(0).
\]

Thanks to the boundary conditions, we can write,

\[
\Phi_{xx}(0, t) = \frac{1}{1 + k} [\delta_1'(t) + h(t)g(0) - f(0, t)\delta_1(t)].
\]

We repeat again the differentiating with respect to \( x \) of the equation (7), we obtain:

\[
\Phi_{xxx} + x\Phi_{xxxx} + k\Phi_{xxx} + f_x \Phi + f\Phi_x + x f_{xx} \Phi + xf_x \Phi_x = \Phi_{xxt} + x\Phi_{xxtt} + \Phi_{xxt} + 2h(t)g'(x) + xh(t)g''(x).
\]

For, \( x = 0 \), we find that:

\[
\Phi_{xxx}(0, t) = \frac{2}{2 + k} [\delta_2''(t) + h(t)g'(0) - f_x(0, t)\delta_1(t) - f(0, t)\delta_2(t)].
\]

Then, we obtain an expression, when all the variables are well known.

In the same way we obtain the other partial derivatives.

### 3. Applications

To demonstrate this strategy, we'll present some different examples of some Lane Emden-Fowler PDEs.

**Example 1**

Consider the following LEFE,

\[
\Phi_{xx} + \frac{2}{x} \Phi_x - (5 + 4x^2)\Phi = \Phi_t - 4x^4 - 5x^2 + 6
\]

With the boundary conditions,

\[
\Phi(0, t) = e^t, \Phi_x(0, t) = 0,
\]

To find \( \Phi_{xx}(0, t), \Phi_{xxx}(0, t), \ldots \) and then substitute them in Eq. (2),

We can write Eq. (8) in the form:

\[
x\Phi_{xx} + 2\Phi_x - (5x + 4x^3)\Phi = x\Phi_t - 4x^5 - 5x^3 + 6x
\]

Differentiate this equation with respect to \( x \), we obtain,  

\[
x\Phi_{xxx} + 3\Phi_{xx} - [(5x + 4x^3)\Phi_x + (5 + 12x^2)\Phi] = x\Phi_{tx} + \Phi_t - 20x^4 - 15x^2 + 6
\]
Put \( x = 0 \), to obtain:

\[
3 \Phi_{xx}(0, t) - 5 \Phi(0, t) = \Phi_t(0, t), \Rightarrow 3 \Phi_{xx}(0, t) = e^t + 6 + 5e^t, \Rightarrow \Phi_{xx}(0, t) = 2e^t + 2.
\]

We repeat this again and put \( x = 0 \), to obtain:

\[
\Phi_{xxx}(0, t) = 0, \Phi_{xxxx}(0, t) = 12e^t, \Phi_{xxxxx}(0, t) = 0, \ldots
\]

Lastly substitute in Eq. (2), to find:

\[
\Phi(x, t) = e^t + \frac{x^2}{2!} (2e^t + 2) + 12e^t \frac{x^4}{4!} + \ldots = x^2 + e^t \left( 1 + x^2 + \frac{x^4}{2!} + \ldots \right),
\]

Which is converges to the exact solution:

\[
\Phi(x, t) = x^2 + e^{t+x^2}
\]

Note that: we can solve this problem by using the initial condition using the same method.

**Figure 1 Solution of example 1**
Example 2
Consider the linear LEFE,

\[ \Phi_{xx} + \frac{2}{x} \Phi_x - (5 + 4x^2)\Phi = \Phi_{tt} - 4x^5 - 5x^3 + 12x, \text{or} \]

\[ x\Phi_{xx} + 2\Phi_x - (5x + 4x^3)\Phi = x\Phi_{tt} - 4x^6 - 5x^4 + 12x^2 \quad (10) \]

With the boundary conditions,

\[ \Phi(0, t) = \cosh t, \Phi_x(0, t) = 0, \quad (11) \]

Using the same steps that we used in example 1,

\[ x\Phi_{xxx} + 3\Phi_{xx} - [(5x + 4x^3)\Phi_x + (5 + 12x^2)\Phi] = x\Phi_{ttx} + \Phi_{tt} + 24x - 20x^3 - 24x^5, \]

\[ 3\Phi_{xx}(0, t) - 5 \cosh t = \cosh t, \Rightarrow \Phi_{xx}(0, t) = 2 \cosh t, \]

\[ x\Phi_{xxxx} + 4\Phi_{xxx} - [(5x + 4x^3)\Phi_{xx} + (5 + 12x^2)\Phi_x + (5 + 12x^2)\Phi + 24x\Phi] \]

\[ = x\Phi_{ttxx} + \Phi_{ttx} + 24 - 60x^2 - 120x^4, \]

\[ 4\Phi_{xxx}(0, t) = 24 \Rightarrow \Phi_{xxx}(0, t) = 6, \Phi_{xxxx}(0, t) = 12 \cosh t, \]

Then the solution step-by-step converges to the closed form of the solution of problem (10-11), and we obtain,

\[ \Phi(x, t) = \cosh t + x^2 \cosh t + x^3 + \frac{x^4}{4!} 12 \cosh t + \ldots, \Rightarrow \Phi(x, t) = x^3 + e^{x^2} \cosh t \]

Also, we can solve this problem by using the initial condition using the same method.
4. Discussion
In the fig. 1 and fig. 2, we present the numerical solutions obtained after 3 steps of the Taylor procedure using different values of $t = 0.1; 0.5; 1$ and $1.5$. We notice that the convergence towards a precise solution is fast and is done in a few steps.

5. Conclusion
The Taylor series method with numerical derivatives proposed in this article is such algorithm which can be spirited with the classical algorithm for exact solution of LEFE with singular boundary value problems, from the prepared illustrations; we watched that the solutions gotten by the Taylor series strategy are precise and quick. Also, this procedure is valuable and straightforward and does not require a complex calculation compared to other strategies. In the forthcoming studies, we are going attempt to expand the utilized of the Taylor series method to the integro-differential equations.
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