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SUMMARY  This letter presents an oblivious and load-balanced routing (OLBR) method without virtual channels for 2D mesh Network-on-chip (NoC). To balance the traffic load of network and avoid deadlock, OLBR divides network nodes into two regions, one region contains the nodes of east and west sides of NoC, in which packets are routed by odd-even turn rule with Y direction preference (OE-YX), and the remaining nodes are divided to the other region, in which packets are routed by odd-even turn rule with alterable priority arbitration (OE-APA). Simulation results show that OLBR’s saturation throughput can be improved than related works by 11.73% and OLBR balances the traffic load over entire network.
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1. Introduction

Network-on-chip (NoC) has been proposed as an enormously scalable solution to address the communication demands of Multi-/Manycore systems due to its reusability, scalability, and parallelism in communication infrastructure [1]. Routing method influences the performance of NoC significantly, which determines a path from a source node to destination node [2]. Routing methods of NoC are divided into deterministic routing methods, oblivious routing methods and adaptive routing methods. The deterministic routing methods always choose the same path for communication between a source and a destination. Hence, it has the advantage of being easy to implement and easy to avoid deadlock. However, with the increase of injection rate, single path and large number of packets, network congestion is easy to result in the increase of packet latency and the rapid decline of network performance. According to the network congestion status, the adaptive routing methods can select the uncongested output link to route packets, which guarantee the maximum of network performance. However, the extra overhead of information transmission is introduced, and routers are complicated to avoid deadlock and livelock.

The oblivious routing methods can route packets through any of multiple candidate paths between a pair of nodes A and B without consider the network status, which has a relatively good balance between locality and load balance. For example, O1TURN [3] is a well-known oblivious routing method that has been shown to be worst-case throughput optimal for even network radices, but not for odd radices. U2TURN [4] improves over the O1TURN method. This is accomplished by load balancing among 2-turn paths in XYX or YXY routing. U2TURN achieves higher throughput than O1TURN under adversarial traffic. However, for random traffic, where the traffic is inherently load-balanced, O1TURN achieves lower network latency since it only considers minimal paths. UMF [5] combines the advantages of O1TURN and U2TURN into one oblivious routing method. When the traffic is already inherently load-balanced, UMF employs O1TURN routing rules to transform packets. When a load-imbalance is detected, UMF switches to U2TURN routing rules to transform packets. However, the UMF need virtual channel to avoid deadlock.

The oblivious routing methods are simple. However, the central nodes of NoC with oblivious routing are about 2× more congested in comparison with lateral nodes. To balance the load of the central nodes, LAXY [6] routing method distribute packets over the lateral nodes, in which the certain routers at the east and the west of network are configured as YX routing, the other routers are configured as XY. As depicted in Fig. 1, LAXY transfers the packets of central nodes (red solid arrows) through less congested lateral nodes (blue dotted arrows). However, the LAXY cannot balance the partial traffic load and need a deadlock recovery technique to deal with the happened deadlock.

The Odd-Even (OE) turn model [7] is proposed as a maximally adaptive routing method without virtual channels. As the odd columns and even columns appear alternately in the network, conventional OE turn model is limited to a relatively determined routing path. To improve the
number of candidate paths of OE turn model, OE-Arbiter [8] proposes an alterable priority arbitration (APA) for the fair granting of packet transmission from all possible directions permitted by the OE turn model. By applying the APA as selection for permitted routing directions, more candidate paths are provided to relieve congestion, the packet latency is reduced and the network capacity is improved.

In this letter, we propose an Oblivious and Load-Balanced Routing (OLBR) method without virtual channels for 2D mesh NoC. OLBR statically divides NoC nodes into two regions: one region contains the nodes at the east and the west of network; the remaining nodes are divided to the other region. To reduce the traffic load of the central nodes of network and avoid deadlock, OLBR employs different OE routing rule for the two regions.

2. Region Partitioning Model

In this letter, we adopt the Fishtail shape region model [6] for the analysis and simulation. The difference of region size and shape will affect the distribution of network traffic. In Fishtail configuration, the outer side of the regions west and east is wider than the inner side and narrows down toward the center, which reduces the number of routers in the central region comparison with east and west sides. These regions can be categorized into two classes: East-West (WE) region and North-South (NS) region, as shown in Fig. 2.

3. Proposed Routing Method

In this section, based on Fishtail shape region model, the NoC is dived into two regions. In WE region, packets are routed by OE turn rule with Y direction preference, which diverts the traffic through central node to the north and south. When the traffic from the central node is transferred to the NS region, this region will become congested. In NS region, to improve the number of candidate output path of the conventional OE routing method, OLBR router employs the Alterable Priority Arbitration (APA) [8] for the fair granting of packet transmission from all possible directions permitted by the OE turn model. APA applies the granting mechanism of FP arbiter under varied priorities instead of fixed order, while the pointer to adjust the priority order is optimized for alterable priority arbitration.

Packets are routed inside the region using the following two rules. The C, S and D represent current node, source node and destination node respectively.

**Rule 1: WE Region routing.**

When C is in the WE region, packets are routed by OE-YX routing method. If C is in an even (odd) column and D is at the northwest (southwest) side of C, packets are first routed West to the odd (even) column. Otherwise, the packets are routed by the Y direction firstly and X direction secondly (YX) routing. Since the packets of central nodes are transferred through the nodes at the east and west side of network, the load of central nodes are balanced. Since the packets of central nodes are transferred through the nodes at the east and west side of network, the load of central nodes are balanced.

**Rule 2: NS Region routing.**

When C is in the NS region, packets are routed using OE-APA routing method. If D is at the northwest or southwest side of C, packets are forbidden to route toward north and south directions in odd columns to avoid NW and SW turns. The packets are not restricted in even columns, in which APA is employed to select an output port of all shortest path. If D is at the northeast or southeast side of C, packets are forbidden to route north and south directions on even columns to avoid EN and ES turns. The packets are not restricted in odd columns, in which APA is employed to select an output port of all shortest path. OE-APA improves the number of candidate output path and ensures the load balancing within the region.

A special case is when D is in even column, in which the eastbound packets are routed toward Y direction at XD−1 column to avoid EN and ES turns in the XD column.

In Fig. 3, we use two examples to show how LAXY, OE-Arbiter and OLBR route packets in a 8 × 8 mesh NoC. Packets, source node (1,0)→destination node (5,5), are routed toward northeast direction and the source node is in NS region. According to Rule 2, no limitation for directions exists on odd column, arbitration for E direction and N direction is required. At even column, N direction is prohibited, no arbitration is required, so the packets are routed in E direction. This process is repeated until the packets are routed to node (5,3). The node (5,3) is in the WE region, so the packets are then routed to the destination node by Rule 1. These three algorithms route all of the packets...
through the shortest path. Different from OE-Arbiter and LAXY limited to relatively fixed routing path, OLBR transfers packets along the east and west side of network when the source node is in the WE region. When the source node is in the NS region, OLBR provide more candidate paths for transferred packets.

4. Simulation Results

We introduce two methods: (1) static analysis and (2) dynamic simulation, to evaluate the perform of these OE [7], OE-Arbiter [8], LAXY [6] and OLBR.

4.1 Static Analysis

Statistical traffic load distribution (STLD) [9] helps us to predict the traffic load of the network statistically without real simulations. According to different routing methods, the STLD collects all source-destination pairs to estimate real simulations with uniform distribution. Let the packets of all source-destination pairs route once and statistically count the number of packets passing through in each router. We assume that the network topology size is $8 \times 8$ 2D mesh, and adopt the Fishtail shape region model which have been described in Sect. 2.

The STLDs of OE-Arbiter [8], LAXY [6] and OLBR are shown in Fig. 3. The color bar represents the range of the statistical traffic loads and the bold black lines mean the boundaries of the region. For LAXY, the routers in WE region are configured as YX routing and the routers in NS region are configured as XY routing. For OLBR, the routers in WE region are configured as OE-YX and the routers in NS region are configured as OE-APA.

As shown in the STLD graph in Fig. 4 (a), the most congested routers at the center of the network is about 1.7× more congested than average traffic of the lateral routers. For the STLD of LAXY in Fig. 4 (b), the traffic of central routers is reduced by 56% over OE-Arbiter. This is because packets from the WE region are routed south and north, not through the central router. However, the traffic load on the inner region boundary routers becomes more congested, which diminishes the effectiveness of LAXY. In contrast, the OLBR results in balanced statistical traffic loads not only in the center of the network but also on the whole network in Fig. 4 (c). This is because OE-APA significantly improves the number of candidate routing paths, more possible paths are provided. The simulation results show OLBR utilizes the network routers more uniform than the other routing methods.

4.2 Dynamic Simulation

We use BookSim2.0 [10] to evaluate OLBR in average network latency with OE [8], OE-Arbiter [8] and LAXY [6]. We evaluate the four routing methods using four standard traffic patterns: uniform traffic, transpose1 traffic, transpose2 traffic and hotspot traffic. Under transpose traffic pattern, the coordinates of destination node are determined by transposing the source node coordinates based on determined rules: for $X \times Y$ mesh, packets on node $(i,j)$ are delivered to node $(X - 1 - j, Y - 1 - i)$ under transpose1 and to node $(j, i)$ under transpose2. Hotspot traffic pattern is based on the uniform traffic and the hotspot node are $(4, 4)$. The probabilities of sending packet to hotspot node are 5%. We assume that the network topology size is $8 \times 8$ 2D mesh, and adopt the Fishtail shape region model which have been described in Sect. 2. The packet size is randomly selected between 2 and 5 flits. Two adjacent nodes are connected by two unidirectional channels, and each channel has eight flit buffers. The simulator is warmed up for 10,000 cycles, and then, the average performance is measured over another 40,000 cycles. The average latency under different packet injection rates is used as the performance index of the simulations. We also adopt the saturation throughput [11], which is the throughput where the average latency equals to twice of the zero-load latency, as the evaluation metric.

The simulation results are presented in Fig. 5. For uniform traffic pattern, the performance of the four routing methods is similar. This is because the traffic is inherently load-balanced when the destinations are chosen at uniform random. OE-Arbiter is slightly better than LAXY, due to LAXY requires an additional deadlock recovery mechanism to avoid deadlock. For the other three traffic patterns, the
satisfaction throughput of OE-Arbiter is higher than OE. This is because the OE-Arbiter significantly improves the number of candidate routing paths, more possible paths are provided for packets, which reduce the time wasted on waiting in congested ports. The simulation results show LAXY makes the network traffic of nodes more balanced than OE-Arbiter except uniform traffic pattern. This is because the network traffic is focused at the center of the network, and LAXY removes their traffic from the central nodes to the north and south regions of network. OLBR combines the advantages of LAXY and OE-Arbiter into one oblivious routing method. Compare with OE-Arbiter, OLBR can improve the saturation throughput by 5.12% under uniform pattern, 11.73% under transpose1 pattern, 8.85% under transpose2 pattern and 9.73% under hotspot patterns respectively. Besides, compared with LAXY, OLBR improves the saturation throughput by 5.9%, 7.5%, 7.31% and 6.03% for uniform pattern, transpose1 pattern, transpose2 pattern and hotspot patterns, respectively.

5. Conclusion

In order to balance the load of the oblivious routing method, OLBR routing method is proposed. OLBR divides nodes into two regions, one region contains the nodes of east and west sides of network, in which packets are routed by odd-even turn rule with Y direction preference (OE-YX), and the remaining nodes are divided to the other region, in which packets are routed by odd-even turn rule with alterable priority arbitration (OE-APA). That is, OLBR combines the advantages of LAXY and OE-Arbiter into one oblivious routing method. Simulation results demonstrate that OLBR, no matter how the traffic of load is changed, can provide a better performance in reducing the saturation throughput than state-of-the-art oblivious routing methods designed for NoC without virtual channels. Meanwhile, OLBR utilizes the network nodes more uniform than their routing methods.
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