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Abstract: E-commerce is one of the most important fields in the business process, many organizations depend on e-commerce to enhance their work. There are many challenges that face e-commerce and have a negative impact on the process such as security risks. Any organization that depends on e-commerce must take data security into consideration. Data security contains many areas, and the most important area is to secure the data from unauthorized access. Cryptography contains many techniques that can be used to apply the security for data. Cryptography may be used for many issues such as prevent unauthorized access, data integrity and authentication. Compression techniques contain some techniques which are used to reduce the bits which represent the data. In this study, we present some of the compression and cryptography techniques which are used to improve data security.
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I. INTRODUCTION

Nowadays, Electronic commerce is one of the important fields in the process of development any business. Electronic commerce means buying or selling anything from the internet. The commerce activities through internet has been speeded and grown in the century. When it comes to payment, one needs to establish a sense of security. Customers must be able to select a mode of payment and the software must verify their ability to pay. This can involve credit cards, electronic cash, encryption, and/or purchase orders. The more of these techniques are supported by an E-commerce package, the more secure the system can be, and therefore the more customers are benefits from E-commerce abilities [1-4]. E-commerce changed the way of the business think such as the business operation and, practices and the relationship between the business and customers. Security issues are an important topic in e-commerce.
Any organization depends on e-commerce must take in consideration about how to secure their data and customers' data. E-commerce contains many shapes of data such as databases, transaction records, commercial transactions, user data and etc. The data are very important to the parties involved in e-commerce, so we must assure their security completely [5]. Nowadays, e-commerce contains many security issues such as, Web access control, user authentication, authorization control, safety audit, backup and recovery, data encryption and etc. These issues have a great impact in the data security process. Cryptography is one of the most effective technologies of data security. In this survey we presents some of cryptographic techniques which be used in data security. Compression techniques may be used mixed with compression technique to improve the security process, so in these survey we presents some of these techniques[6-8]. The survey contains five main sections: Introduction, cryptographic technique section, which introduces different types of Cryptographic Techniques, compression techniques, hybrid techniques, conclusion and references.

II. CRYPTOGRAPHIC TECHNIQUES

Cryptography is the science of protecting data, which provides techniques of converting data into secured form to prevent unauthorized actions. Cryptography may be used to improve data integrity, authentication and enhancing access control. Cryptography contains two operations, encryption process which is related to sender, and decryption process which is related to receiver. Figure 1 shows cryptographic process between sender and receiver.

![Cryptography Process](image)

**Figure 1: Cryptography Process**

2.1-Types of Cryptographic Techniques

In this subsection we presents some of cryptographic techniques which may be used in process of improving data security.

i. Data Encryption Standard

Data encryption standard is one of the most widely used cryptographic techniques which is developed by Horst Feistel and approved by NBS (National Bureau of Standards, now called NIST - National Institute of Standards and Technology) in 1978. The DES was standardized by the ANSI (American National Standard Institute) under the name of ANSI X3.92, better known as DEA (Data Encryption Algorithm)[9,10]. The Data Encryption standard is one of the most important symmetric techniques which depend on the same key for encryption and decryption. DES uses 56 bits key for encryption and decryption. It completes the 16 rounds of encryption on each 64 bits block of data. Data encryption standard works on a particular principle. Data encryption standard is a symmetric encryption system that uses 64-bit blocks, 8 bits (one octet) of which are used for parity checks (to verify the key's integrity). Each of the key's parity bits (1 every 8 bits) is used to check one of the key's octets by odd parity, that is, each of the parity bits is adjusted to have an odd number of '1's in the octet it belongs to. The key therefore has a real useful length of 56 3bits, which means that only 56 bits are actually used in the algorithm. So it would take a maximum of 256 or 72,057,594,037,927,936, attempts to find the correct key. DES can be used in many application such as image processing, network, medical application and etc.

ii. Triple Data Encryption Standard

![3DES Structure](image)

**Figure 2 - 3DES Structure**
Triple data encryption or 3DES is one of most important cryptography algorithm and one of most widely used algorithms. The algorithm is the same idea of traditional DES but it apply the algorithm three times to improve the complexity of the algorithm as figure 2. triple des one of most complex algorithm and it is widely used in many fields. 3DES is preferred than the traditional DES because it add more security and complexity. The main problem of the algorithm is the time consuming.[12,15]

**iii. Rivest-Shamir-Adleman Algorithm**

RSA is a public key system designed by Ron Rivest, Adi Shamir, and Leonard Adleman in 1978. The RSA algorithm contain of three stage the first stage is to generate the keys, the second stage is the encryption process and the last stage is decryption process. The RSA algorithm depends on two distinct keys p & Q which are generated using Euler theory, Chinese remainder theorem, hamming weight and exponential functions key has been generated and then encryption process takes place. Decryption has been done in the receiver section by using the public key concept.[11], the next figure show the sequence steps of RSA.

![RSA Algorithm](image)

**Algorithm 1: pseudocode of RSA**

1. Choose p and q
2. Compute n = p * q
3. Compute \( \varphi(n) = (p-1) \times (q-1) \)
4. Choose e such that 1 < e < \( \varphi(n) \) and e and n are co-prime.
5. Compute a value for d such that \((d \times e) \mod \varphi(n) = 1\).
6. compute the public key, Public key is \((e, n)\)
7. Compute the private key, Private key is \((d, n)\)
8. For encryption \(C = \text{m}^e \mod n\) and decryption \(m = \text{c}^d \mod n\)

**iv. Advanced Encryption Standard**

ADVANCED ENCRYPTION STANDARD

Advance Encryption standard was developed in 1997, the National Institute of Standards and Technology (NIST) announced an initiative to choose a successor to DES; AES take the place of DES and 3DES in many fields during its complexity and security. AES is symmetric encryption which is depend on different key in sender and receiver. AES depends on three blocks cipher; the first one is AES-128, the second one is AES-192 and the third one is AES-256. Each cipher encrypts and decrypts data in blocks of 128 bits using cryptographic keys of 128 bits, 192 bits and 256 bits, respectively. The algorithm depend on internal structure in rounds, it contains 10 rounds, these round add more complexity and security to the algorithm. it contains 10 rounds for 128-bit keys, 12 rounds for 192-bit keys, and 14 rounds for 256-bit keys[14]. each round work with itself identically except the last round. each round contain four stage: the first one is substitution, the second stage is row shifting, the third stage is column mixing, the last stage is to add round keys. This stage occurs as internal structure in each round, these adds more complexity and security to algorithm.

**v. Blowfish**

Blowfish was developed by Bruce Schneier in 1993. It is basically a symmetric block cipher. the algorithm depends on variable length key 32 bits to 448 bits, the algorithm take 64 data block as input. the algorithm depend on the rounds in its process, it contain 16 rounds.
The algorithm also uses large key dependent S-Boxes. Each S-box contains 32 bits of data. The algorithm is one of the algorithms which are developed to replace the DES algorithm. The algorithm starts by dividing data into blocks with size 64 bits and work with each block individually. Blowfish is known for both its tremendous speed and overall effectiveness as many claim that it has never been defeated. Blowfish can be found in software categories ranging from e-commerce platforms for securing payments to password management tools, where it used to protect passwords. It’s definitely one of the more flexible encryption methods available.

vi. Twofish

Two fish is one of most important symmetric algorithm which is depends on feistel structure. The algorithm is developed by bruce schneier in 1998. Twofish also uses block ciphering like Blowfish. It is efficient for software that runs in smaller processor (smart cards) and embedding in hardware. It allows implementers to customize encryption speed, key setup time, and code size to balance performance. Twofish is license-free, un-patented and freely available for use. In twofish encryption it uses key sizes of 128, 192 and 256 bits. It uses the block size of 128 bits and there are 16 rounds of encryption in this encryption algorithm.

vii. RC5

The RC5 encryption algorithm was designed by Professor Ronald Rivest

The RC5 encryption algorithm was designed by Professor Ronald in December 1994 [15]. RC5 is a symmetric-key block cipher. AES (Advanced Encryption Standard) is directly based on RC5. It uses key sizes 0 to 2040 bits but suggested count is 128 bits. RC5 uses block sizes of 32, 64 or 128 bits but 64 bits are suggested. It is fiestel-like network [16]. It has 1 to 255 encryption rounds but 12 rounds are suggested originally. It is suitable for hardware and software implementation, because it uses only those operations which are available in typical microprocessor [15]. The next figure shows the sequence structure of RC5 algorithm.

| Algorithms | Advantages | Limitation | References |
|------------|------------|------------|------------|
| DES        | it's better than XOR, and probably better than some crypto scheme you thought up yourself. | There is no strong limitation found rather than its small key size which offers less security. The only successful attack on DES is Brute force attack. It's another weak point is its encryption speed which is very slow | [9],[10] |
| 3DES       | The main advantage of Triple DES is that it is three times secure (as it is combination or three DES algorithms with different keys at each level) than DES that's why it is preferred over simple DES encryption algorithm. It provide adequate security to the data | it consumes lot of time and its encryption speed also less than DES encryption algorithm. | [15],[12] |
| Algorithm | Description | Disadvantages |
|-----------|-------------|---------------|
| RSA       | It provides good level of security | The main disadvantage is its encryption speed. It consumes lot of time to encrypt data. Actually this is disadvantage of asymmetric key algorithms |
| AES       | AES is more secure (it is less susceptible to cryptanalysis than 3DES). AES supports larger key sizes than 3DES’s 112 or 168 bits. AES is faster in both hardware and software | |
| Blowfish  | Blowfish is yet another algorithm designed to replace DES. Blowfish can be found in software categories ranging from e-commerce platforms for securing payments to password management tools, where it used to protect passwords. It’s definitely one of the more flexible encryption methods available | Blowfish has disadvantage over other algorithms in terms of time consumption. |
| Twofish   | It allows implementers to customize encryption speed, key setup time, and code size to balance performance Twofish is as fast as DES on throughput | |
| RCS       | It is suitable for hardware and software implementation, because it uses only those operations which are available in typical microprocessor | |

### III. COMPRESSION TECHNIQUES

Compression techniques one of the most important techniques which is being used in many application such as data transmission, operating system and etc. there are two types of compression the first one is lossless compression which the data after compression and decompression are the same, and the second one is lossy compression which data loss some bits. [23]. In the next two sub section we introduces some of lossless and lossy compression.

#### 3.1 Examples of lossless Compression Techniques:

**i. Run Length Encoding**

Run Length Encoding (RLE) is one of simplest compression techniques. Run length coding is depending on replacing the sequence number of characters by the number of sequence and single character only. [26]. Run-length encoding is also often used as a preprocessor for other compression algorithms.

**ii. Huffman Coding**

Hoffman coding was developed by David Huffman in 1951. Huffman coding is an entropy encoding algorithm used for lossless data compression. In this algorithm fixed length codes are replaced by variable length codes. When using variable-length code words, it is desirable to create a prefix code, avoiding the need for a separator to determine code word boundaries. Huffman Coding uses such prefix code [26].

**iii. ARITHMETIC Coding Technique**

Arithmetic coding can treat the whole symbols in a list or in a message as one unit [27]. Unlike Huffman coding, arithmetic coding doesn’t use a discrete number of bits for each. The number of bits used to encode each symbol varies according to the probability assigned to that symbol. Low probability symbols use many bits, high probability symbols use fewer bits [28]. The main idea behind Arithmetic coding is to assign each symbol an interval. Starting with the interval [0...1), each interval is divided in several subinterval, which its sizes are proportional to the current probability of the corresponding symbols [29]. The subinterval from the coded symbol is then taken as the interval for the next symbol. The output is the interval of the last symbol [30,31].

**iv. SHANNON-FANO CODING**

Claude E. Shannon was developed by Robert M. Fano. The algorithm evaluates the probability for each letter then assign code to each letter depending on its probability. Shannon fanno algorithm gains its popularity during its simplicity. The algorithm is easy to understand and implement. The algorithm doesn’t need high programming skills to implement it. In practical operation Shannon-Fano coding is not of larger importance. This is especially caused by the lower code efficiency in comparison to Huffman coding as demonstrated later.
Utilization of Shannon-Fano coding makes primarily sense if it is desired to apply a simple algorithm with high performance and minimum requirements for programming. An example is the compression method IMPLODE as specified e.g. in the ZIP format. The next algorithms show the pseudocode of Shannon fanno algorithm

**Algorithm 2: Shannon fanno pseudocode**

1. Create a probability table.
2. Sorting the table based on the probability and places the most frequent symbol at the top of a list.
3. Divided into equally two halves upper and lower which is having same probability as much as possible.
4. The upper half of the list defined with „0” digit and the lower half with a „1”.
5. Repeat the steps 3 and 4 for each of the two halves then further divide the groups and adding bits to the codes and stop the process when each symbol has a corresponding leaf on the tree.

**v. Adaptive Huffman Coding**

Adaptive Huffman coding is one of the most important and widely used algorithm it also called dynamic algorithm. the algorithm create code depending on the sequence of previous steps. The algorithm depends on Huffman coding algorithm, as the symbols are being transmitted that allows one pass encoding and adaptation to changing conditions in data. The benefits of one-pass procedure are that the source can be encoded in real time, though it becomes more sensitive to transmission errors, since just a single loss ruins the whole code. This algorithm can overcome the drawbacks of Huffman coding, because it doesn’t depend on probability distribution to generate their code.

**vi. Lempel-Ziv-Welch**

The Lempel-Ziv-Welch (LZW) algorithm was created in 1984 by Terry Welch. It depend on internal memory called dictionary which be used to replace the characters this process enhances the compression operation [24]. The next algorithm show the pseudocode of the steps of lzw compression

**Algorithm 3: LZW Encoding Algorithm**

Step1: Initialize dictionary to contain entry for each byte. Initialize the encoded string with the first byte of the input stream.

Step 2: Read the next byte from the input stream.

Step 3: If the byte is an EOF go to step 6.

Step 4: If concatenating the byte to the encoded string produces a string that is the dictionary: Concatenate the byte to the encoded string, go to step 2

Step 5: If concatenating the byte to the encoded string produces a string that is not in the dictionary: add the new string to the dictionary. Write the code for the encoded string to the output stream. Set the encoded string equal to the new byte. go to step 2.

Step 6: Write out code for encoded string and text.

**IV. HYBRID CRYPTOGRAPHIC AND COMPRESSION TECHNIQUES**

Subhastan Rao, Soujanya, Hemalatha and Revathi (2011), this researcher was developed a new approaches which can do the two operations at the same time. the algorithm is cost and time effective and less time consuming because the algorithm do compression and encryption at the same time, the encryption strengths of our methods are as good as any other encryption algorithms such as DES, triple DES, and RC5. In this approach the speed is very high because here we need to encrypt only the Huffman table rather encrypting the whole file which is to be transmitted. The encryption strength of the method of encrypting the Huffman table depends on the length of the encryption key [40]. John and Manimegalai (2012) classify the compression and cryptography into two categories the first one is independent category which treat each one as a whole and the second category interest by the interaction between the two techniques it is also called joint category. Independent encryption techniques can further be classified as heavy weight and light weight encryption algorithms. There are many algorithms available in the joint compression and encryption technique. Joint compression and encryption algorithms perform better in terms of speed and security when compared to independent encryption algorithms [41]. Ruchita and Swarnalata (2015), proposed that encryption and compression are done at the same time then it takes less processing time and more speed. They evaluate the performance with respect to different parameters. It shows basic information about cryptography and compression, & their techniques are applied on text file. For data security, combination of compression and cryptographic techniques are used. To secure our data more that’s why we compressed the data first and then encrypt that compressed data [42].

**V. CONCLUSIONS**

The paper is presented some of compression and cryptography techniques which can be used in the data security operation. this survey opens the door for all researcher of security, especially data security in electronic commerce to develop a good model to enhance the security performance of e-commerce application.
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