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ABSTRACT
Aerial scenes are more complicated in terms of object distribution and spatial arrangement than natural scenes due to the bird view, and thus remain challenging to learn discriminative scene representation. Recent solutions design local semantic descriptors so that region of interests (RoIs) can be properly highlighted. However, each local descriptor has limited description capability and the overall scene representation remains to be refined. In this paper, we solve this problem by designing a novel representation set named instance representation bank (IRB), which unifies multiple local descriptors under the multiple instance learning (MIL) formulation. This unified framework is not trivial as all the local semantic descriptors can be aligned to the same scene scheme, enhancing the scene representation capability. Specifically, our IRB learning framework consists of a backbone, an instance representation bank, a semantic fusion module and a scene scheme alignment loss function. All the components are organized in an end-to-end manner. Extensive experiments on three aerial scene benchmarks demonstrate that our proposed method outperforms the state-of-the-art approaches by a large margin.
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1. INTRODUCTION
Earth vision, also known as remote sensing and Earth observation, now becomes a heated topic in the computer vision community [1, 2], as nowadays more access is available to acquire an enormous number of aerial images [3]. Aerial image scene classification is a fundamental task for aerial image understanding, and is drawing increasing attention.

Although deep learning has improved the performance of image understanding significantly in the past decade, aerial scene classification is still challenging mainly due to: 1) complicated spatial arrangement from the bird-view [4]; 2) more objects irrelevant to the scene scheme are presented from the large-scale imaging sensors [2, 5].

Recently, extensive efforts have been made to improve to tackle this challenge. One of the promising solutions is to highlight the region of interest (RoI) so that more fruitful local semantic information in large-scale aerial images can be learnt [5, 6, 2]. Unfortunately, each local semantic descriptor has its own limitation, and the scene representation capability remains to be boosted. However, how to unify the local semantic information systematically remains unexplored.

In this paper, we push this frontier by designing an instance representation bank (IRB) learning framework to unify multiple local semantic descriptors under the classic multiple instance learning (MIL) formulation. Specifically, the convolutional features are converted into the instance representation before processed by these descriptors. Notably, the combination under the MIL formulation is not trivial, as it allows each descriptor to focus on the same scene scheme so that the key local regions can be highlighted more precisely.

Our contribution can be summarized as below.
(1) We propose an instance representation bank (IRB) learning framework for aerial scene classification. Specially, it unifies the latest local semantic descriptors under multiple instance learning formulation while can be embedded into existing deep learning frameworks in a trainable manner.

(2) We propose a scene scheme alignment loss to align the instance representation banks to the same scene cate-
gory. Also, a semantic fusion module is proposed to generate scene probability distribution from the instance representation banks.

(3) Our proposed IRB learning framework achieves the state-of-the-art performance on three widely-utilized aerial scene classification benchmarks.

2. RELATED WORK

2.1. Local semantic descriptors for Aerial Scene

Generally speaking, local semantic descriptors can be summarized into three categories, that is, attention based, local max selection based, and class peak response based solutions.

For attention based local semantic enhancement for aerial scene representation, there were already a flurry of typical works such as [6, 5, 9]. However, a major weakness of attention modules in highlighting the key local regions in aerial scenes is its over-activation problem [4, 11], bringing more irrelevant features into the final scene prediction.

On the other hand, local max selection based strategies are also considered and discussed [10, 2]. The basic idea of such strategies is to select the max feature response in each local window, so that the key regions in aerial scenes can be found. However, as only the local max response is considered, the feature map is usually less interpretable even than the classic convolutional features [4, 11].

More recently, class peak response based local semantic enhancement was used in aerial scene classification. In [2], the initial class peak response (CPR) measurement [12] in the computer vision community is discussed for its effectiveness in aerial scenes, and a more advanced version context aware class peak response (CACPR) is proposed.

To summarize, each kind of local semantic descriptors has its disadvantage, and how to align them to learn the correct scene scheme with more accurate feature responses still remains an open question.

2.2. Multiple Instance Learning

In multiple instance learning (MIL), each object for classification is regarded as a bag, and each bag consists of a series of instances. If a bag contains at least one positive instance, then the bag is judged as a positive bag. Otherwise, the bag is negative [13]. Since each instance is only labeled as true or false, MIL is qualified to deal with the weakly-annotated data. Moreover, aggregation functions are needed to transfer instance representations into bag/scene-level representations.

Before the development of deep learning approaches, MIL was usually regarded as a kind of classifier after the feature extraction process [14, 15]. After the rapid utilization of deep learning approaches, MIL now has the trend to be combined with CNNs in a trainable manner [8, 16].

To make MIL trainable in deep learning frameworks, recently Ilse et al. assume the bag-level probability distributes as a Bernoulli distribution with the probability \( \theta(p) \in [0, 1] \) [7]. However, the challenge remains as in [7] the deep MIL is conducted in the embedding space, where the instance representation fails to generate a bag representation directly. In this case, it needs several fully-connected layers to generate the bag-level (scene-level) probability distribution and the semantic representation capability remains to be enhanced.

3. METHODOLOGY

3.1. Framework Overview

Fig. 2 gives a brief illustration of our proposed IRB learning framework. After converting the traditional convolutional features into an instance representation, multiple local semantic descriptors are utilized to generate the instance representation bank (Sec. 3.2). Then, a semantic fusion module (Sec. 3.3) is designed to aggregate each instance representation into a bag probability distribution. Finally, our scene scheme alignment loss (Sec. 3.4) further allows all the instance representations to align to the same scene scheme.

3.2. Instance Representation Bank

**Instance Representation Transition.** Assume the extracted convolutional features from the ResNet-50 backbone is denoted as \( X \), and assume there are overall \( N \) scene categories. Then, a convolutional layer with \( N \times 1 \times 1 \) convolutional filters, denoted as \( \text{conv}1 \), is utilized to generate the instance representation \( X_1 \), presented as

\[
X_1 = \text{conv}1(X). \tag{1}
\]

It is clear that the instance representation \( X_1 \) has \( N \) channels so that each channel corresponds to a scene category among the total \( N \) categories.

**Local Semantic Descriptor.** Luckily, under the MIL formulation, all three kinds of local semantic descriptors, i.e., attention module, local max selection and class peak response, can be organized as a whole to highlight the key instances in the representation \( X_1 \).

For the attention module, a naive one-layer spatial attention module with weight \( W_1 \) and bias \( b_1 \) is used to derive the instance representation \( X_2 \) after highlighting, presented as

\[
X_2 = X_1(W_1X_1 + b_1). \tag{2}
\]

For the local max selection operation \( L \) [10], a sliding window with the size of \( W \times W \) is utilized to operate on each channel of the instance representation \( X_1 \). The local semantic enhanced instance representation \( X_3 \) can be calculated via

\[
X_3 = L(X_1). \tag{3}
\]

For the third kind of local semantic descriptors, we utilize the latest context aware class peak response (CACPR) measure (denoted as CACPR) [2] to learn the enhanced instance
representation $X_4$. This process can be presented as

$$X_4 = CACPR(X_1).$$

(4)

Note again: 1) compared with generic CNN frameworks, unifying these latest local semantics descriptors under the instance representation is not trivial, as it helps focus on the same scene scheme; 2) for local max selection and CACPR, we use the default parameter settings in [10, 2] respectively.

**Instance Representation Bank.** Under the framework of multiple instance learning, these local semantic descriptors $X_2, X_3, X_4$ and the initial instance representation $X_1$ are organized as an instance representation bank (IRB) for learning the semantic probability distribution later, presented as

$$IRB = \{ X_1, X_2, X_3, X_4 \}.$$  

(5)

**3.3. Semantic Fusion**

**Instance Bank Aggregation.** All elements inside the instance representation bank (IRB) are summed together to aggregate into the final instance representation $X_{final}$, presented as

$$X_{final} = \sum_{i=1}^{4} X_i.$$  

(6)

**Bag probability distribution generation.** Bear in mind that the final instance representation $X_{final}$ also has $N$ channels and each channel corresponds to a certain scene category. Assume the width and the height of the instance representation is $W$ and $H$ respectively, then the bag-level (scene-level) probability distribution $Y$ is generated as

$$Y = softmax(\sum_{i=0}^{W} \sum_{j=0}^{H} X_{final}),$$  

(7)

where $softmax$ denotes the softmax normalization.

**3.4. Scene Scheme Alignment Loss**

Assume $Y_i$ is a certain bag category and there are overall $N$ categories. Then, the classic cross-entropy loss term $L_{cls}$ is presented as

$$L_{cls} = -\frac{1}{N} \sum_{i=1}^{N} (Y_i \log Y_i + (1 - Y_i) \log(1 - Y_i)).$$  

(7)

To eliminate the differences in depicting the scene scheme raised by each element in the IRB, a scene scheme alignment loss is utilized. Firstly, the initial instance representation $X_1$ is selected as the base, and the $l$-2 norm $|| \cdot ||_2$ between this base and other elements in the IRB, denoted as $X_{difference}$, is calculated and summed, presented as

$$X_{difference} = \sum_{i=2}^{4} ||X_i - X_1||_2,$$  

(8)

where $softmax$ denotes the softmax classifier. Finally, the cross-entropy loss function is chosen for optimization. Then it is compressed into the probability distribution $Y_d$ by

$$Y_d = softmax(\sum_{i=0}^{W} \sum_{j=0}^{H} X_{difference}).$$  

(9)

Then, the scene scheme alignment loss term $L_{sealig}$ is presented as

$$L_{sealig} = -\frac{1}{N} \sum_{i=1}^{N} (Y_d \log Y_d + (1 - Y_d) \log(1 - Y_d)).$$  

(10)

The final loss function $L$ is the sum of the above two terms $L_{cls}$ and $L_{sealig}$ respectively, calculated as

$$L = L_{cls} + \alpha L_{sealig},$$  

(11)

where $\alpha$ is a hyper-parameter to control the impact of the $Y_d$. Empirically, $\alpha = 5 \times 10^{-4}$. 

Fig. 2. Demonstration of our proposed instance representation bank (IRB) learning framework for aerial scene classification.
As our IRB learning framework consists of a ResNet-50 (Res) backbone, an instance representation bank (IRB), a semantici fusion module (SF) and our scene scheme alignment loss (SSA), while in the IRB there are three local semantic descriptors (attention, LMS, CACPR), seven experiments are conducted in our ablation studies on AID benchmark, and the results are listed in Table 2. It can be observed that all these components contribute positively to scene representation learning. Specifically, the use of multiple local semantic descriptors under MIL framework is more effective than using one of them solely. Also, the scene scheme alignment loss also improves the performance as it aligns instance representations to the same scene scheme.

5. CONCLUSION

In this paper, we propose an instance representation bank (IRB) learning framework for aerial scene classification, which combines the latest local semantic descriptors under the multiple instance learning paradigm. It allows all the descriptors to focus on the same scene scheme, and thus compensate for the weakness of each local semantic descriptor under the existing deep learning framework. Extensive Experiments on three aerial scene classification benchmarks demonstrate the effectiveness of our IRB framework.
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