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Abstract
In this paper, an empirical analysis of linear state space models and long short-term memory neural networks is performed to compare the statistical performance of these models in predicting the spread of COVID-19 infections. Data on the pandemic daily infections from the Arabian Gulf countries from 2020/03/24 to 2021/05/20 are fitted to each model and a statistical analysis is conducted to assess their short-term prediction accuracy. The results show that state space model predictions are more accurate with notably smaller root mean square errors than the deep learning forecasting method. The results also indicate that the poorer forecast performance of long short-term memory neural networks occurs in particular when health surveillance data are characterized by high fluctuations of the daily infection records and frequent occurrences of abrupt changes. One important result of this study is the possible relationship between data complexity and forecast accuracy with different models as suggested in the entropy analysis. It is concluded that state space models perform better than long short-term memory networks with highly irregular and more complex surveillance data.
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Introduction
The coronavirus disease has had an unprecedented negative impact on the societies and on the economies worldwide in modern times, and the Arab countries were no exception. In fact, currently, it is estimated that these countries may lose around 42 billion dollars and that their unemployment rates could rise by an average of 1.2 percent according to the World Health Organization in their recent report (WHO 2021). But unlike the other North African Arab countries, the Arabian Gulf region has enough resources and wealth to deal with the economic and the social issues triggered by the pandemic. For instance, Saudi Arabia is expected to have a 13 billion dollar plan to support small and medium enterprises. Similarly, the UAE announced a sizeable 27 billion dollar plan to stir their economy and Qatar will put forward a 23 billion dollar package to help their economy private sector. But although the numbers of new cases and deaths have shown a tendency to decline recently in some Gulf countries, most likely because of successful government interventions in providing COVID-19 vaccination earlier that many other countries in the region, the pandemic effects are still being felt by many people and more lives are still being lost as shown in Table 1.

The main question being investigated in this study is related to which methods provide more accurate forecasts of daily coronavirus infections and how do these methods perform when health surveillance records fluctuate considerably. Providing accurate predictions of future trajectories of the spread of the disease could help health officials to implement appropriate, measured, and efficient policies and protocols that may result in reducing the spread of the virus and the number of infections and deaths. This paper makes a contribution to identify the best statistical methods in infectious disease modeling when daily records are subject to abrupt changes. Two statistical methods of forecasting are investigated in this paper. Studies have shown that these models can produce accurate predictions in several epidemiologic applications related to the coronavirus pandemic as shown in Zoabi et al. (2021), Marzouk et al. (2021), Khan et al. (2021), Watson et al. (2021), Ardabili et al. (2020), Sujath et al. (2020). In addition, several statistical and mathematical methods have been suggested in the literature recently to model and to forecast pandemic infections.
and deaths. For instance, Appadu et al. (2021) used Euler’ iterative method and cubic spline interpolation to predict the number of COVID-19 infections in South Korea, India, South Africa, Germany, and Italy. Khedhiri (2021) compared the statistical performances of generalized count-data models and zero-inflated models in predicting coronavirus deaths when surveillance data include excess zero counts. Ramazi et al. (2021) designed an adaptive learner based on machine learning techniques and showed that their model produces accurate long-range predictions of COVID-19-related deaths in the US. Rahimi et al. (2021) reviewed some of these methods and their applications, and a recent survey on most popular forecasting models for the coronavirus disease can be found in Shinde et al. (2020).

In this study, we perform an empirical analysis to assess the performance of two alternative methods for short run forecasting of COVID-19 infections in some countries of the Middle East.

The first method is based on a linear state space model where a full description is given about the probabilistic relationship between the observations of a variable of interest and a latent state variable. The second method is related to deep learning and is based on a long short-term memory network. These methods will be presented in the next section.

### Methods

#### Data sources

Data on the cumulative number of infections and deaths related to the pandemic are collected from the Arab countries of the Gulf region. The data are publicly available online and covers the period from March 24, 2020 to May 20, 2021. The countries included in this study are: Bahrain, Kuwait, Qatar, Saudi Arabia, and United Arab Emirates. Therefore, there are 423 observations in total. Next, the daily numbers from the reported cumulative cases are computed for each country.

#### Statistical models

State space models (SSM) are known to be powerful in solving the problem of learning patterns and predicting behavior in sequential data. Although the linear SSM has been successfully used in various applications in the literature, scholars have recently made significant effort to extend the method to nonlinear models (Eleftheriadis et al. 2017). Furthermore, with the recent development in precision-based algorithms, methods based on non-linear and non-Gaussian state space models have also been introduced (Chan and Strachan 2012) and for which a new R-package was recently developed (Helske and Vihola 2021) to offer some solutions to the challenging issue of estimation of these models. In addition, Kobayashi (2020) developed a statistical approach based on state space model combined with susceptible–infected–recovered (SIR) model to predict intervention effects for COVID-19 in Japan.

In this study, we consider a Gaussian local level state space linear model which assumes that the observed time series \( (y_t) \) is a function of unobservable latent variable \( (a_t) \) as defined by model Eqs. (1) and (2):

\[
y_t = a_t + \epsilon_t, \quad \epsilon_t \sim N(0, \sigma^2_t),
\]

\[
a_{t+1} = a_t + \nu_t, \quad \nu_t \sim N(0, \sigma^2_a),
\]

where \( \sigma^2_t \) and \( \sigma^2_a \) are the variances of the observation errors and the state transitions, respectively. This simple model is a special case of a general class of state space models as indicated in Koopman and Durbin (2012). The model is used in this study to forecast the coronavirus infections in the Gulf countries and its prediction performance is assessed. As an alternative method, a long short-term memory network (LSTM) model from deep learning is also considered and its accuracy for forecasting COVID-19 cases is evaluated and compared to SSM. It is common knowledge that LSTM networks are an extension of recurrent neural networks (RNN) which allow to remember and account for past data in memory and to resolve the issue of vanishing gradient that characterizes RNN (Yu et al. 2019). An LSTM model would generally be well suited to fit and predict most time series given time lags of unknown duration. It trains the model using back-propagation and can remember long-term dependence using memory cells and gates. The LSTM can read, write and delete information from its memory which can be thought as a gated cell that decides either to store or to delete information based on its importance. The importance assessment occurs through weights that are learned by the algorithm. There are three gates in the LSTM network: Input, forget and output and they can do back-propagation. The LSTM has the advantage of keeping the training short and the accuracy high. Typically, a long short-term memory model can be represented by Eq. (3) as follows:

---

**Table 1 COVID-19 statistics in the Arab Gulf countries (2020/03/24–2021/05/20)**

| Country      | Bahrain | Kuwait  | Oman    | Qatar   | Saudi Arabia | UAE     |
|--------------|---------|---------|---------|---------|--------------|---------|
| Infections   | 209,293 | 295,861 | 208,607 | 214,463 | 437,569      | 551,430 |
| Deaths       | 780     | 1711    | 2239    | 539     | 7214         | 1642    |
for $r_t = \sigma (y_t W_{1}^{for} + s_{t-1} W_{2}^{for} + b_{for})$, 
inp$_t = \sigma (y_t W_{1}^{inp} + s_{t-1} W_{2}^{inp} + b_{inp})$, 
out$_t = \sigma (y_t W_{1}^{out} + s_{t-1} W_{2}^{out} + b_{out})$, 
$M_t = \sigma (for_t \ast M_{t-1} + inp_t \ast H_t)$, 
$s_t = \tanh (M_t) \ast \text{out}_t$, 
$H_t = \tanh (y_t W_{1}^{g} + s_{t-1} W_{2}^{g} + b_{H})$, 

where inp, out, and for denote the input, output and forget gates and $y$ and $s$ refer to the number of input and hidden states, respectively. $W_1$ and $W_2$ are weight matrices which are adjusted during the network learning phase and $b$ is the bias. $H$ is a candidate hidden state and $M$ is the unit internal memory. Also, tanh and $\sigma$ are the Tanh layer and the sigmoid layer, respectively, and “$*$” refers to point wise multiplication of two vectors.

In this paper, the adaptive moment estimation optimizer is applied. This optimizer is an extension of stochastic gradient descent and is based on adaptive moment estimation and it has two parts: adaptive gradient algorithm and root mean square propagation. An application of LSTM methods with ADAM optimizer to predict wind power generation and temperature with data from Estonia can be found in Misha et al. (2019). The ADAM optimizer computes individual adaptive learning rates for different parameters from estimates of first and second moments of the gradient.

Results

The SSM model given by Eqs. (1) and (2) is estimated with KFAS package in $R$. A review of the package and its extensions to the exponential family models is given by Helske (2017). The LSTM model given by Eq. (3) is estimated with $MATLAB$ program. Data on COVID-19 daily cases are collected for each country of the Arabian Gulf region. The model estimation is based on sub-sample data which covers the time period from 2020-03-24 to 2021-04-09, thus a total of 381 actual observations. Each initial country data is divided into two parts. The first part (381 observations) is for model estimation, and the second part (remaining 42 observations) is for assessing the forecast performance, then the results are compared with the actual observations. The errors are calculated as the difference between the observed and forecasted values, and the root mean square error (RMSE) is used to measure the accuracy of the forecasts.
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the forecasts and the forecast errors are computed from each data. Figures 1, 2, and 3 display the forecasts and the forecast errors of daily cases for each country with the deep learning LSTM method. Figure 4 a, b, c shows infection records and state space model residuals obtained from initial model estimation.

Discussion

It is worth noticing that the fluctuations of daily COVID-19 cases differ significantly between the Gulf countries. This is an important result for the study because the method’s forecast accuracy is related to how complex are the data and how important are the fluctuations of infection records. For instance, in the UAE, the daily number of cases at the start of the pandemic was averaging more than 3500 by the end of February 2020, and then dropped by nearly a half in mid-April of the same year. The number continues to decline steadily to reach just about 1000 cases a day by May 2021. For Saudi Arabia, the daily average was around 5000 in mid-June 2020 and then it started to decline almost steadily to around just 1000 cases in May 2021. A similar situation can describe the pattern of daily cases in Kuwait. After fluctuating around 700 cases a day from May to August 2020, the number of COVID-19 infections decreased and then picked up in April 2021 to reach a staggering average of more than 1500 cases a day. However, this was followed by a sharp decrease in May 2021. The common feature for these three countries is that their daily average numbers of cases tend to decline in the last month of the sample data. But the opposite pattern characterizes the remaining three Gulf countries, for which the reported coronavirus statistics show a different pattern. In Bahrain, the average number of daily cases was just about 500 before summer 2020, then it jumped to nearly the double of that number in March and April of 2021. Unlike Saudi Arabia, for the UEA and Kuwait, the number of daily COVID-19 cases continued to increase sharply in May 2021. The situation in Oman was not very different although to a slightly lesser degree than in Bahrain. After a sharp and steady increase in daily cases to reach over 2000 infections, the numbers declined in summer 2020, but then increased again sharply in April 2021, despite a sign of small decrease in May 2021. In Qatar, the start of the pandemic is marked by a sharp increase in the number of daily COVID-19 infections to reach nearly 2000 cases a day in May 2020. The numbers, however, showed a sign of decline in August 2020. But similarly to Bahrain, the number of cases jumped again in April 2021. However, recent statistics show that the daily average of infections in Qatar

Fig. 2 LSTM COVID-19 forecasts for Oman and Qatar
has slightly deceased in May 2021. Table 2 displays the root mean square forecast errors computed for each country’s infection records and based on forecast errors obtained from within sample forecasts.

Although the forecast performance of the two methods is shown to be comparable for Saudi Arabia and the UAE, it is clear that SSM outperforms LSTM forecasts for the other countries. Furthermore, the long short-term memory model gave a remarkable poor performance particularly for three countries; namely Bahrain, Oman and Qatar, for which the values of LSTM root mean square forecast errors, are more than three times higher than those of the state space model forecasts. The left panel of Fig. 1 displays COVID-19 infections data and forecasts with LSTM model for Bahrain. It clearly indicates a widening gap between model predictions and actual data in particular during the second half of the data sample which is characterized by a steep decrease followed by a sharp increase in the number of infections. The number of daily infections in Kuwait and their forecasts with LSTM are depicted in the right panel of Fig. 1 and it shows a smaller drift between actual data and predicted values compared to Bahrain. In fact, both curves close in on each other towards the end of the sample. This is different from LSTM forecast of the COVID-19 infections in Oman, where the LSTM deep learning network predicts an overall decreasing pattern which is not supported by the actual data as shown in the left panel of Fig. 2. Similarly, forecast values and actual number of infections move in opposite directions for Qatar, except that in this case the LSTM model predictswrongfully an increasing pattern that is also not supported by the data as illustrated in the right panel of Fig. 2. For Saudi Arabia and the UAE, the LSTM forecast accuracy is better than the results obtained for the other Gulf countries. In fact, Fig. 3 displays forecast error curves not drifting too far from zero for Saudi Arabia and the UAE.

The forecast and the fit performances of the SSM model are described in Fig. 4 a, b, c. The curves in black refer to infection records and the curves in red are for model residuals. Except for the case of infections in Qatar for which Fig. 4 a,b, c show a noticeable abrupt change in the model residuals for a number of daily infections at the beginning of the third quarter of the sample, the results depict generally smooth error curves for the other countries.

In an effort to understand what could possibly explain this large gap in the prediction accuracy between the two methods, an entropy analysis to evaluate the complexity of each COVID-19 daily infection data is investigated in this study. Our objective is to verify if there is a relationship between forecast performance and data complexity.
Fig. 4 SSM COVID-19 forecasts for the Arabian Gulf countries. 

- a SSM model estimation of COVID-19 infections for Bahrain and Kuwait, 
- b SSM model estimation of COVID-19 infections for Oman and Saudi Arabia, and 
- c SSM model estimation of COVID-19 infections for Qatar and the UAE.
Measuring complexity of a time series can lead to crucial insights into the functioning of the system under investigation as indicated in Nagaraj et al. (2013). There are several measures of complexity that have been suggested in the literature. These include approximate entropy, sample entropy, fuzzy entropy and permutation entropy. It was found that these measures were less ambitious but more practical alternatives to the classical techniques for the analysis of nonlinear dynamical systems, like correlation dimension, Lyapunov exponents, and nonlinear prediction methods (Xiong et al. 2007). In addition, researchers suggested that the popularity of entropy measures stems from their applicability to short and noisy processes with stochastic components such as those describing the dynamical activity.
Some extensions of sample entropy have also been introduced in the literature with an interesting application of multi-scale entropy to study climate data (Balzter et al. 2015). Furthermore, flexible multi-scale entropy for sensor networks based on a novel similarity function was also
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Let $\{X_T\}$ be a times series given by $X_T = \{x_1, x_2, ..., x_T\}$, and suppose we select 2 sequences of $n$ consecutive observations, $X_n(t) = \{x_i, x_{i+1}, ..., x_{i+n-1}\}$ and $X_n(\tau) = \{x_t, x_{t+1}, ..., x_{t+n-1}\}$, where $t$ and $\tau$ are in $[1, ..., T - n]$ with $t \neq \tau$. Next, the maximum distance for each sequence is computed and is compared to some tolerance level $\lambda$ for repeated sequences counting. The counts for $X_n(t)$ are denoted by $C_n(\lambda)$ and the maximum distance is given by:

$$\text{distance}(X_n(t), X_n(\tau)) = \max(|x_{t+i} - x_{\tau+i}|) \leq \lambda (0 \leq i \leq n - 1, \text{ for } \lambda \geq 0).$$

We choose the tolerance level $\lambda$ to be approximated by 0.15 times the standard deviation of the original time series $\{X_T\}$, following Richman and Moorman (2000) and Hansen et al. (2017) who also extended their simulation analysis to study single variable and multivariate multi-scale entropy.

Let $C^n(\lambda)$ be the average amount of $C_n(\lambda)$ and let $C^{n+1}(\lambda)$ be the average of $(n + 1)$ consecutive observations. The sample entropy, SE, is then defined as follows:

$$SE(T, n, \lambda) = - \ln \left[ \frac{C^{n+1}(\lambda)}{C^n(\lambda)} \right] = - \ln \left[ \frac{\sum_{t=1}^{T-n-1} C^{n+1}_t(\lambda)}{(T-n-1) \sum_{t=1}^{T-n} C^n_t(\lambda)} \right].$$

The parameter $n$ refers to the length of repeated mode in the series and the tolerance parameter $\lambda$ sets the limitation condition of repeated mode.

The last column of Table 2 shows the estimated values of sample entropy for each country data. The computations were performed in $R$. It is shown that the higher is the complexity measure, the larger is the gap in root mean square error between the two methods. In addition, our findings point to a poor prediction performance when the data exhibit high randomness and abrupt changes in the daily infections. Therefore, we can determine two clusters of countries for the group of six Arabian Gulf countries. The first cluster which is characterized by more complex data includes Bahrain, Oman and Qatar and for which LSTM neural network was unable to provide accurate infection predictions. The second cluster includes Saudi Arabia, UAE, and perhaps to a lesser degree Kuwait. These countries have fewer high fluctuations in their daily cases data and for which the results show the forecasting performance of deep learning LSTM model and state space model were fairly close. We recognize the limitation of our approach and we can state that further complexity analysis, for instance including a multi-scale entropy approach, could perhaps provide more evidence on the relationship between the difference in forecast performance and data irregularity. We confine our study to sample entropy analysis, and for future research directions more comprehensive complexity analysis of public health surveillance may be considered to further investigate the issue of data irregularity and model forecast accuracy.

### Conclusion

The coronavirus pandemic has had a notable negative effect on humankind and has claimed the lives of many people. Numerous research papers and studies have emerged recently in an effort to assess the economic and social impacts of this deadly disease and to predict accurately its future course to implement health policies and protocols accordingly. However, statistical methods may differ significantly in their forecasting performance due to the high fluctuations of daily infection records. Thus, it is crucial to identify which methods are more accurate than others. This paper makes a contribution by conducting a statistical analysis to evaluate the prediction performance for two of these methods with COVID-19 data from the Arabian Gulf countries. The first method is based on a local level state space model assuming Gaussian probability distribution. The second is a deep learning method and is based on long short-term memory neural networking. For each model, short-term infection forecasts are determined and root mean square errors are computed. The results show that state space models produce smaller root mean square errors and, thus, outperform the long short-term memory networks. One explanation is the inability of LSTM to predict accurately in the presence of highly complex health surveillance data.
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