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This work in progress paper introduces robustness verification for autoencoder-based regression neural network (NN) models, following state-of-the-art approaches for robustness verification of image classification NNs. Despite the ongoing progress in developing verification methods for safety and robustness in various deep neural networks (DNNs), robustness checking of autoencoder models has not yet been considered. We explore this open space of research and check ways to bridge the gap between existing DNN verification methods by extending existing robustness analysis methods for such autoencoder networks. While classification models using autoencoders work more or less similar to image classification NNs, the functionality of regression models is distinctly different. We introduce two definitions of robustness evaluation metrics for autoencoder-based regression models, specifically the percentage robustness and un-robustness grade. We also modified the existing Imagestar approach, adjusting the variables to take care of the specific input types for regression networks. The approach is implemented as an extension of NNV, then applied and evaluated on a dataset, with a case study experiment shown using the same dataset. As per the authors’ understanding, this work in progress paper is the first to show possible reachability analysis of autoencoder-based NNs.

1 Introduction

State-of-the-art and well-trained neural networks (NN) can easily be attacked by small perturbations in inputs, leading to significant aberrations in their outputs \([14,23,33]\). These input perturbations are not only limited to image-based networks but also apply to other input types as well, e.g., time-series data or input signals. Such lack of robustness poses serious risks to information integrity, privacy and security, and can be catastrophic in safety-critical applications \([11,29]\). While verification of NNs with image inputs is a vastly growing research area; specifically, with recent ongoing works on safety and robustness checking of feedforward (FFNN), convolutional (CNN), and semantic segmentation networks (SSN); less has been done in the domain of autoencoder verification. Classification models using autoencoders work almost similar to usual classifiers, but there is a need for new research to develop verification techniques for regression models. The regression-based autoencoders regenerate the input in its output and thus can be checked using verification techniques whether the recreated output comes within a certain accepted range of the unperturbed input, in case there is a certain fault/attack on its input side.

In a prior work, the authors of \([36]\) introduced a novel framework for NN verification named Neural Network Verification (NNV) \([38]\) tool, capable of evaluating the robustness of several DNN architectures, e.g., FFNN, CNN, SSN, etc. Later, a new set-based approach, Imagestar \([34,36]\) is also incorporated into this tool. In this work in progress work, we explore similar methods in the context of autoencoder verification via experimenting on a sampled dataset and checking if the output lies within a pre-determined safe threshold around the corresponding uninterrupted input values, given a specific type of fault in the input.
2 Related Work

Safety verification and robustness checking has attracted enormous attention in many application areas such as machine learning [1, 2, 20, 21, 30, 32, 42, 48], formal methods [8, 15, 16, 26, 35, 44, 46], and security [13, 41, 42] etc. Many researchers are focused on developing new formal method based tools to address this vastly evolving field, some examples being satisfiability modulo theories (SMT) [16], polyhedron [35, 44], mixed-integer linear program (MILP) [8], interval arithmetic [41, 42], zonotope [30], input partition [46], linearization [43], abstract-domain [31] and star set based [36] methods. So far, several safety verification methodologies have been proposed for different neural network (NN) architectures, the focus mostly being on Feed-Forward Networks [7, 10, 36, 46], Convolutional Neural networks [3, 9, 17, 20, 31, 34], Semantic segmentation networks [4, 12, 19, 22, 25, 37, 50] and some on Recurrent Neural Networks [2, 18].

Autoencoder NNs are present in the literature for quite some time and their typical application lies in data-denoising [39, 40], high quality non-linear feature detection [5], anomaly detection [6, 28, 49], fault classification [24, 32], imbalanced data classification [47], etc.; but as per the authors’ knowledge there is no prior verification work in the domain of autoencoder-based NNs.

3 Background

3.1 Autoencoder

Autoencoders are a subset of Artificial Neural Networks (ANN) that try to reconstruct an input at the output. In general, an autoencoder model is composed of two main components: an encoder and a decoder. The encoder part compresses the input into a latent space representation, and the decoder tries to recreate the input from the encoder output. In other terms, the encoder reduces the feature dimensions of the input (similar to Principal Component Analysis [27]) and can thus be used for the data preparation steps for other machine learning models. Based on the learning objective, these applications can be broadly classified into two main categories:

1. Regression Task: Here, the autoencoder is used to recreate the input at the output.
2. Classification Task: In this application, a complete autoencoder model is first trained as a regression model. Then the decoder part is removed from the model; a softmax and a classification layer are added after the bottleneck, and the input labels are ’one hot-coded’ and passed along with the input. This slightly modified model is then trained again to generate an autoencoder-based classification model.

As mentioned in Sec.1 classification models using autoencoders works almost similar to a regular classifier, hence the classification task is not included in the scope of this paper.

3.2 Neural Network Verification Tool [38]

The Neural Network Verification (NNV) tool is a set-based framework for NN verification [38]. It supports several reachability algorithms for safety verification and robustness analysis of different types of DNNs. In general, for reachability analysis of a NN, the output reachable sets are obtained in a layer-by-layer manner, from a given input, specified by the upper and lower bounds of perturbation around the actual one. The reachable sets at the final layer are the collection of all possible states of the DNN.
The DNN is considered 'safe' iff there is no intersection between the output sets and the unsafe region, defined by the safety properties \[38\].

**Reachability using NNV:** For NN verification with image inputs, a new approach \[34\] was introduced as a part of NNV, called Imagestar. Imagestar is the first set-based approach to efficiently deal with deep CNNs, e.g., VGG16 and VGG19, which combines the operations on images with linear program solving.

The input for the regression model considered in this paper is a set of time-instanced signals. Imagestars \[34\] are not directly applicable here and require extension. For reachability analysis using NNV, an approach with a similar underlying concept of Imagestar is used, but the dimension of input will change to a 1D equivalent vector, and as the specific input used here will be a signal, we name this approach 'Signalstar'.

Similar to Imagestar, Signalstar is also a tuple of three variables \(\langle c, V, P \rangle\), and the set of signals represented by the Signalstar is given as:

\[
\Theta = \{ x \mid x = c + \sum_{i=1}^{m} (\alpha_i v_i) \mid P(\alpha_1, \alpha_2, \ldots, \alpha_m) = \top \}
\]

where \(c \in \mathbb{R}^n\) is the anchor signal or central signal with \(n\) time instances. Similar to Imagestar \(V = \{v_1, v_2, \ldots, v_m\}\) is generator signal instances, which is a set of \(m\) signals in \(\mathbb{R}^n\). The generator signals are arranged to form the basis array of Signalstar \((n \times m)\). \(P : \mathbb{R}^m \to \{\top, \bot\}\) is a predicate.

Another way of defining the Imagestar or Signalstar set is to use the upper and lower bounds of the attack centering the actual input. These bounds on each input parameter along with the predicates create the complete set of constraints the optimizer will solve to generate the initial set of states. An example of Signalstar is shown in Fig. 2.
3.3 Adversarial Attack on Signal or Signal Noise

An adversarial attack can be defined as some unwanted modification in the input, which causes the deviation in output w.r.t the actual result. Here, some signal noises added by the sensors can be thought of as equivalent to the adversarial attack on the input. For this paper, we will consider a simpler noise, called impulse noise, a random occurrence of spikes of very short duration and relatively high amplitude. These noises are alternatively termed as ‘Spike faults’. While coming from a sensor, a common source for this noise is voltage spikes in the device. Because of its sporadic nature, it’s really difficult to detect and analyze.

A sample fault signal (in red) overlapping the actual signal (in blue) is shown below in Fig. 3.

![Figure 3: Sample Fault Signal and the actual signal](image)

4 Problem Formulation: Verification of Autoencoder Models

The problem statement is devised with the help of and collaboration with TU Munich[1], where, autoencoder verification is an important part of a closed-loop system. It can be described as: first, a sensor collecting a signal with a fixed time range; then, passing the sampled sensor data to the autoencoder to get the best possible version of the time signal. Once the signal is reconstructed, it is sent to a controller for further applications.

Here, the task that we are concerned with, is to analyze the reconstructed output of the autoencoder using reachability methods and by defining some measures to protect the controller from faulty inputs. In other words, the evaluation process includes checking how big a fault can be tolerated by the controller, given an uninterrupted signal, the fault location, and an acceptable pair of upper-lower limits. In real life, this range depends on the devices the output signal will be passed to, and their allowable capacity of accepting min and max current/voltage values. The necessary components of the complete loop are as shown in Fig. 4.

While the data is passed from the sensor to the autoencoder, sensor noises may get added to the original data. As the controller will be designed to work with a specific range of input values, external errors can cause the controller to malfunction and thus can cause the entire closed-loop system to collapse. So
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it is necessary to detect (in the Detector part of Fig. 4) if the reformed signal is within the acceptable range of the controller or not.

5 Case Study

5.1 Experimental Steps

(1) Dataset Selection and Autoencoder Model Training: The dataset is provided by our collaborators in TU Munich. Each signal segment consists of 100 time samples and is then normalized using Min-Max technique. The entire dataset is divided into, 2057 training samples and 363 test samples. For generating the fault signals, the same test samples are used with spike faults at random time instances. For the primary phase of work, only one fault per signal is considered as of now.

Autoencoder architecture used for this paper is a five-layer NN, shown in Fig. 1. The first two layers comprise the encoder part of the architecture and the last two, the decoder part. The third layer creates the latent space for the model. Here, the 'Adam' optimizer and 'Mean square error' loss function is used for training purposes.

(2) Attacks/Perturbations on the Inputs for Verification: Verification is always done on the inputs with certain noise or perturbations to check if the model can produce the same outputs correctly, i.e., regenerate the unperturbed inputs. As mentioned in Sec.3 spike faults are added for this regression task.

(3) Reachability Analysis Using NNV: Given a pair of upper-lower limits of the attack around the central signal, the input set created using Signalstar will propagate through the different layers and sometimes split into multiple sets (because of the presence of the non-linear activation functions/layers). Finally, at output layer produces the collection of output sets. The final output sets thus created are called the reachable sets of the model w.r.t the input attack. Once the output reachable sets are calculated using NNV, it is checked if they intersect with the unsafe regions (specified in terms of the faulty signal).

(4) Evaluation Measures: In the case of signal inputs, even after the presence of a fault, if the output set can recreate a similar input signal or if the bounds of the output signal are within a certain permissible limit of the input signal, the model is said to be robust. As autoencoder verification is a comparatively new direction of work, the measurement of success is relative. As analysis of safety and robustness verification has already been done on Classification based NNs, we can use a similar measure as well. Though for the regression model the evaluation measure is still an open question, we tried to devise two evaluation metrics for this paper:

   (a) Percentage Robustness: For calculating the robustness and safety measure for such application, percentage robustness measure can be used. It can be defined as the number of instances where the output bound is within the threshold values (i.e., the acceptable upper and lower bounds), divided by the total
number of time instances. It gives a measure of the relative safety of the network w.r.t the input signal and for a given fault a value 100 being perfectly safe and 0 being completely unsafe.

(b) **Un-robustness Grade:** This failure grade can be defined as the maximum difference between the actual signal and corresponding output bound (upper or lower) divided by the threshold value (acceptable deviation). The higher it is from value 1, the more it’s deviated from the permissible range, i.e., the grade of Un-robustness is more.

### 5.2 Experiment Results

![Figure 5: Output bounds (red) of the fault signal and bounds (blue) for the input signal with 2 different thresholds.](image)

Figs. 5a and 5b depict the plots of output bounds corresponding to the sample signals shown in Fig. 3, both for the actual and its faulty counterpart; faulty signal bounds at the output being shown in red and the actual signal with permissible limits in blue for two separate acceptable ranges (for example +/-0.0389 and +/-0.0233). We can see from these two plots that whether the reconstructed output signal will be accepted for the controller or not, also depends on this range; while in Fig. 5a, the same output bounds come well within the range and hence considered robust; bounds for some time instances in Fig. 5b go...
beyond the accepted range and hence is not safe to use for further process. For the example, Fig. 5b
previously defined evaluation matrices can be calculated as:

**Percentage Robustness:** total time instance = 100; instances, where output bound is within the permissible limit = 95; therefore percentage Robustness = .95.

**Un-robustness Grade:** deviation is maximum at time instance 96; here lower bound is deviated maximum from the actual signal and the corresponding value is 0.6695; lower limit of permissible range at t = 96 is 0.7057; hence maximum deviation = 0.7057-0.6695 = 0.0363; finally the Grade of Un-robustness = 0.0363/0.0233 = 1.5536.

6 Conclusion

In this work in progress paper, we present the first formal verification approach for autoencoders, based on reachability using Imagestars. In our case study, the regression-based autoencoder model takes time-instanted signals from a device, which might have spike faults, and we analyzed the reconstructed output w.r.t an uninterrupted input. Given an accepted value of upper and lower limit (at output), we then checked if the reconstructed signal is within that range of the actual signal. We evaluated the results with two different threshold values.

Though this is the first stage of analysis of autoencoder based models, in future work, we will continue to develop better evaluation metrics that are more relevant to the use case where reachability-based analysis may be most effective. We can also modify other verification tools used for classification models and investigate comparative effectiveness with them. Incorporating other autoencoder applications as case studies is also planned for our future work. Another avenue can be to study, how the denoising property of an autoencoder help mitigate the effect of input faults in the output, and that in turn increases robustness. Robustness checking of variational autoencoder (VAE) models may also be an interesting direction to explore.
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