Sigmoids behaving badly: why they usually cannot predict the future as well as they seem to promise
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Abstract
Sigmoids (AKA s-curves or logistic curves) are commonly used in a diverse spectrum of disciplines as models for time-varying phenomena showing initial acceleration followed by slowing: technology diffusion, cumulative cases of an epidemic, population growth towards a carrying capacity, etc. Existing work demonstrates that retrospective fit of data is often impressive. We show that in time series data, the future fit tends to be poor unless the data covers the entire range from before to after the inflection point. We discuss the theoretical reasons for this: the growth data provides little information about the damping term (and vice-versa). As a consequence, forecasting with sigmoids tends to be very unreliable. We suggest some practical approaches to improving the viability of forecasting sigmoid models.
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A trend is a trend is a trend,
But the question is, will it bend?
Will it alter its course
Through some unforeseen force
And come to a premature end?

–Alexander Cairncross, quoted in New Statesman, November 29, 1974.
1 Introduction

Sigmoids are popular models for many time-varying phenomena. They show a characteristic S-curve behaviour, with an initially accelerating growth period, leading up to an inflection point (or turning point/midpoint). After the inflection point, the growth slows and the curve tends towards an asymptote (or maximum/saturation level).

Many different phenomena can be modelled with sigmoids: technology diffusion, cumulative cases of an epidemic, spread of information, population growth towards a carrying capacity, etc (Figure 1). There is a sizeable literature on their origins and how to fit data to them [21]. The retrospective fit of data is often impressive.

They are also often used for trend forecasting [11]. They are not just common motifs in time series, but often have an underlying logic that is well understood (positive feedback that is reduced by a limiting factor, imitation between differently sized groups of technology adopters, saturation, etc.) and fit many domains well.

In addition, mathematically they are easy to fit to data using modern software since they typically only have three parameters. There are many functional forms and models giving similar shapes: — logistic curves, error functions, Gompertz models, Bass curves [3], etc… See Figure 1 for some examples. Paper [33] discusses which functional forms are best for modelling given data.

This should be ideal for making principled, robust forecasts. Thus it is indeed a widely used method for time series forecasting in many domains, from technology diffusion [13, 18, 17] over demographics [22] to sales forecasts [3] and project management [25]. It often fits well with forecasting principles like “Structure the problem to use the forecaster’s domain knowledge” and “Use a simple representation of trend unless there is strong contradictory evidence.” [2, 19].

But others warned against this seeming rosy picture. In 1998, Nigel Meade and Towhidul Islam wrote:

“The straightforward policy of identifying an appropriate model and then using it to generate forecasts was shown to be difficult, if not impossible, to put into practice. The reason is that there is insufficient evidence available in the time series data to permit model recognition. Data sets with known data-generating processes were simulated and used to

Some functions are asymmetric, with a different curvature in the accelerating and slowing parts: this can add a fourth parameter. In many situations the asymptote (“100%”) can be known, removing a parameter.
Figure 2: Predictions of peak oil production from different sources (compiled from Wikipedia:Peak Oil) showing year of the prediction and the predicted year when global oil production would start declining. Red curve shows median prediction at different years, based on forecasts not yet disproven. Not all predictions were achieved by using direct sigmoid fits.

demonstrate that measures of fit alone give inadequate guidance for model identification.”

[18]

These warnings should have been heeded. There are very many cases where sigmoids have produced unreliable forecasts.

A perennial example has been past “peak oil” predictions based on fitting the historical growth rate of oil production to a bell-shaped Hubbert peak, empirically often observed in actual regional oil extraction. Hubbert in 1956 famously predicted peak US oil production around 1970 and global peak 1985-2000 [15]. Since then there has been a steady stream of papers and claims predicting an imminent peak, while actual global oil production has been increasing (see Figure 2). These predictions take place in a fairly data-rich environment under the reasonable domain assumption that there is a finite amount to be extracted and that eventually cost will become prohibitive, and yet they have fairly consistently failed so far.

While we do not have a comprehensive set of COVID-19 predictions there appears to be a plethora of failed predictions due to sigmoid models. Retrospective sigmoid fits to Chinese outbreaks worked well [28]. A data scientist fitted US COVID-19 cases during April 2020. As honestly recounted on his blog, at first it produced an excellent fit... and then not [10]. A peer-reviewed paper using more sophisticated methods published in July 2020 predicted a peak in late October 2020 and a cumulative 14.12 million infections worldwide [31], which sadly did not come true; the actual number of cases are already at least 10 times as high and the pandemic has lasted much longer. Even early papers taking known fitting problems explicitly into account produced an overly rosy picture of the future course of

2E.g. working with the derivative of the assumed sigmoid of cumulative oil extracted. In practice it is nearly always better to work with the cumulative curve for numerical stability reasons, which is what many fits do.
the pandemic (e.g. [30, 16]). While some blame can be laid on governance failures and unmodelled second and third waves it is clear that predictions tended to consistently underestimate the global and local outbreaks and how early they would end.

These examples show that for important forecasting problems sigmoids are being used in ways that consistently produce biased or misleading predictions. Typically, they (1) predict the inflection point where the curve starts slowing down to happen close in time to the present, and (2) are wildly uncertain about the eventual asymptote level.

A key insight should be: We cannot forecast a system with the same confidence with which we can backcast the same system. While backcasting, fitting a curve to a given dataset, can be very accurate and principled, forecasting means fitting a curve to a partial dataset where a non-random part (the future) is missing. This can introduce serious bias. Sigmoid curves are particularly sensitive to this problem despite their other good properties.

This issue has been recognized by some people [20, 26, 7, 9] but appear to have mainly been data-science “folklore” (or, “too obvious to mention”). In various application fields it has also been noted here and there (e.g. [14, 28] note the fit to epidemiological data only becomes reliable after the time of peak case increase), but the generality of the problem has not been pointed out loudly enough. The purpose of this paper is to make it more widely known and look at some solutions.

2 The problems with predicting sigmoids

Intuitively, the difficulty in predicting sigmoid comes from one simple fact: the initial data provides a lot of information about the initial growth rate, but very little about the asymptote and the inflection point.

This is difficulty is unavoidable due to the essential characteristics of a sigmoid: a function that has a growth term that causes increasing growth, followed by a transition to a damping term where growth is diminishing. The initial data will provide much information about the growth term, but very little (or none) about the damping term. This becomes a problem in two ways:

1. Small amounts of noise in the initial data create great uncertainty about the asymptote and the inflection point.

2. Even without noise, there are plausible families of sigmoid curves where the initial data might tell nothing about the asymptote and inflection point.

2.1 Sigmoids in general

A sigmoid can be defined as a curve that starts close to 0, grows faster and faster with time, until it hits an inflection point $t_0$ and starts growing slower and slower, eventually either reaching a limit value $L$, or asymptoting toward $L$. Typically this occurs due to a self-reinforcing growth process that weakens beyond a certain point. For a more formal definition, see Definition A.1 in Appendix A.

To analyse this in more detail, let’s look at the most common sigmoid example: the logistic curve.

2.1.1 The logistic curve

The logistic curve is a canonical version of the sigmoid. It is a solution to a differential equation of the form

$$y'(t) = k \left(1 - \frac{y(t)}{L}\right)y(t),$$

(1)
for positive constants $k$ and $L$. If we set $H(y) = 1 - y/L$, then this equation becomes

$$y'(t) = k \cdot H(y(t)) \cdot y(t). \quad (2)$$

When $y(t)$ is small compared with $L$, then $H(y(t)) \approx 1$ and the differential equation is approximately

$$y'(t) \approx ky(t). \quad (3)$$

The solutions to Equation 3 are pure exponential curves of equation $y(t) = Ce^{kt}$ for some constant $C$. This is why the logistic curve starts off with a period of exponential growth, with growth rate $k$.

The logistic curve is defined by three parameters — $k$, the growth rate, $L$, the asymptote, and $t_0$, the location of the inflection point. Knowledge of $t_0$ can be replaced by knowledge of $y(0)$, the value of the curve at $t = 0$.

### 2.1.2 General damping function

As $y(t)$ grows, $H(y(t)) = 1 - y(t)/L$ declines towards zero. This is the damping term in Equation 2; it dominates after the inflection point, and is what limits $y(t)$ to asymptote to $L$.

A general damping term would be any decreasing $H$ such that $H(0) = 1$ and $H(y(t))$ tends to 0 as $y(t) \to L$. We’ll be a bit more specific: require that $H(y) > 0$ for $y < L$, and the function $H(y)y$ (which, by definition, is 0 at $y = 0$ and $y = L$, and strictly positive between the two) has but a single local maximum for $y \in [0, L]$. Let $0 < y_0 < L$ be the $y$-value of this local maximum.

Then the differential equation

$$y'(t) = k \cdot H(y(t)) \cdot y(t) \quad (4)$$

will define a sigmoid $y(t)$, with growth rate $k$, inflection point $t_0$ defined by $y(t_0) = y_0$, and asymptote $L$. Since it is a first order differential equation, it has a one-dimensional family of solutions; these solutions are just translated versions of each other, and such differ only in the value of $t_0$.

There is a converse to this result: any sigmoid in the sense of Definition 2 can be defined by such an $H$ and such a differential equation. Appendix B demonstrates these results.

### 2.2 Unidentifiability of sigmoids from early data

Thus a sigmoid can be characterised by the damping function $H$, the growth rate $k > 0$, and, to fix the translation, by the value of $y$ at $t = 0$. A model would consist of a class of possible values for $(H, k, y(0))$. When modelling the process as a logistic curve, for instance, $k$ would be any strictly positive real, $y(0)$ would be any real number in $(0, L)$, and $H$ would be the family of function $1 - y/L$, parameterised by $L$. Thus identifying a logistic curve from data involves identifying three parameters.

The logistic curve is real-analytic (its Taylor series converges and is equal to the function). Thus its global behaviour is determined by its local behaviour. So, in practice, the three parameters of the logistic curve can be determined by giving three noise-free values of $y(t)$.

But there is no reason to suppose that the underlying process is logistic. The logistic damping term models the damping as a pure linear function of the remaining population. But that need not be the case. For instance, if there are multiple populations with different reactions in a diffusion model, or if the network connecting members of the population is more complicated, then $H$ can take a very different form.

---

3Technically, what matters is not that the logistic curve itself is real-analytic, but that for any $t_1$, $t_2$, and $t_3$, the values $y(t_1)$, $y(t_2)$, and $y(t_3)$ are real-analytic functions of the parameters $t_0$, $k$, and $L$. 5
Even if we restrict to real-analytic families of $H$’s, there can be far more than three parameters to fit, and generically, all parameters would be relevant to estimating $L$. But if $H$ is not real-analytic, it may be impossible to estimate $H$ from the initial data.

The simplest none-real-analytic functions are piecewise functions. They can be regarded as crude approximations to many actual cases. If $H(y) = \min(1, 2 - 2y/L)$, then $H$ is uniformly 1 for $y < L/2$ — and hence $y$ is a pure exponential until that value. So if we considered the family of functions $H(y) = \min(1, 2 - 2y/L)$, then different values of $L$ are completely indistinguishable for any data with $y < L/2$ — even infinitely many noise-free samples will not distinguish them. The same goes for $y_0$, the $y$-value of the inflection point (which must be at least $L/2$), and hence the inflection point $t_0$ itself, which is defined by $y(t_0) = y_0$. This is illustrated by the curves in Figure 3 for $L \in \{0.5, 1, 2, 5\}$; the curves match perfectly until they get close to their asymptote.

Figure 4 presents curves with the same asymptote ($L = 1$), and the same behaviour up to their inflection point, but very different rates of convergence; this is due to $H$’s that start off linear but have a very different behaviour after $y(t) > 1/2$. See figure 8 for an example of the same phenomenon in a contagion model where $H$ is emergent. Similarly, the lower plots in Figure 4 present curves with same behaviour up to their inflection point, but different asymptotes.

A model is identifiable if it is in principle possible to learn the values of the model’s underlying parameters after obtaining an infinite number of observations from it (alternatively: all different parameter settings produce different probability distributions of data). It is unidentifiable if different parameter settings are observationally equivalent (e.g. they can generate the same distribution) [24]. This section has shown that general families of sigmoids are unidentifiable from early data.

2.3 Weak identifiability of noisy sigmoids from early data

Real-analytic families with $n$ parameters means that the sigmoid can be identified from $n$ perfect noise-free samples. But real-analyticity doesn’t tell us whether the sigmoid can be identified well from noisy data.

The challenge is the same as in the noise-free case: identifying the asymptote $L$ and the $y$-value of the inflection point, $y_0$, relies on identifying features of $H$ — respectively, on identifying the point at which $H$ becomes 0 and identifying the maximum of $H(y)y$. These are typically ‘late’ features of $H$: features beyond the scope of early data. So the question is whether these late features can be estimated from early data.

If $H$ comes from a family like $H(y) = \min(1, 2 - 2y/L)$, the answer is a clear no. In that family,
The late features are not even identifiable from noise-free early data; adding noise will only make the situation worse.

Even if the family is identifiable in principle, there are two challenges that need to be overcome:

1. The early $H$ may not be very identifiable from early data.

2. The late $H$ may not be very identifiable from early $H$

Now, the identifiability of late $H$ from early $H$ depends on the choice of models (see subsection 2.4). As for identifying early $H$, note that Equation 2 implies that $H(y(t)) = y'(t)/k(y(t))$. The $k$ can often be well estimated from the early data, but noise will interfere with the estimates of $y(t)$, $y'(t)$, and their ratio. Additive noise (where the sampled $\tilde{y}(t)$ is $y(t) + \epsilon$ for noise $\epsilon$) is more likely to cause errors in this ratio than multiplicative noise (where the sample $\tilde{y}(t)$ is $y(t)(1 + \epsilon)$ for noise $\epsilon$). Errors are also to be expected if the noise distribution is misidentified; noise is generally modelled as Gaussian, but if the tails are fatter, Gaussian models can fail dramatically.

It should not be surprising by now that the sigmoid family of curves show weak identifiability unless the whole range is shown. In a blog post by Martin Modrák a sigmoid is indeed used to demonstrate weak identifiability for logistic curves [1]. Seagren, Kim and Smets analysed the Andrews growth model of organisms in a bioreactor [27]. This model can be solved explicitly and the sensitivity of the eventual substrate level to different parameters can be plotted. They found that unique estimates of $H$ are not even identifiable from noise-free early data; adding noise will only make the situation worse.

---

4Numerous cases of major loss in finance have been attributed to using Gaussian models when reality is heavy-tailed. Linear least-square regression fails when errors are far from Gaussian due to the failure of the Gauss-Markov theorem to apply. Even when the noise model is of the appropriate type identifiability can still be weak. While it may take 30 observations in the Gaussian case to stabilize the mean up to a given level, it takes $10^{11}$ observations in the Pareto distribution case to bring the sample error down to the same level [29].
all parameters from a measurement can be obtained only within a narrow set of initial conditions: to actually fit the model several batch experiments have to be done. An agent based model of contagion shows no identifiability until in the middle course of the outbreak (see Figure 5 and Figure 6).

A principled way of measuring the degree of identifiability is to calculate the Fisher information matrix, which describes the sensitivity of the model to changes in the data. If it is non-singular then the model is structurally identifiable [24]. Daly et al. develop an effective Fisher information matrix that can be used to estimate a sensitivity matrix for a differential equation [8]. They demonstrate it for a sigmoid growth model, finding that for early times the system is sensitive to changes in the growth rate $k$ but largely insensitive to changes in the asymptote $L$. As the inflection point is passed, the sensitivities flip: now data is effective at setting $L$ but not $k$. Thus the value of $k$ shows up well in early data but poorly in late data, and the reverse is true for $L$.

One can see this behaviour by plotting the mean square fit errors (the "error surface") as a function of different possible $L$, $t_0$ as more data arrives (figure 7). Initially there is a vast range of equally good fits, showing the unidentifiability of the problem. Later there is a trench of equally good fits, still exhibiting unidentifiability. The problem becomes reminiscent of Rosenbrock’s banana function, a common test or demonstration for the difficulty of iterative methods to converge to the global minimum [23]. As enough data arrives to make the system identifiable the global minimum becomes trivial to find.
Figure 7: Magnitude of the mean square fitting error for different $L, t_0$ for a slightly noisy sigmoid at different time. A white ‘x’ marks the true values.

2.4 Identifiability and modelling

When designing a model and fitting it to data, it might be tempting to restrict to a family of curves like the logistic curves. Though those curves have weak identifiability, they only require three parameters to specify, and if those parameters can be estimated from early data, then their later behaviour can be identified.

But doing this opens up the issue of model uncertainty. Or, put more bluntly, if the initial data does not carry good $L$ and $(t_0, y_0 = y(t_0))$ identifiability, then we cannot get this information simply by fitting a curve that does have identifiable $L$ and $(t_0, y_0)$. We would only get spurious certainty.

In the real world, early data might not carry strong information about the later shape of $y$ and $H$. For example, the classical technology adoption life cycle divides users into the categories of “innovators”, “early adopters”, “early majority”, “late majority” and “laggards”. This explicitly models the population as consisting of subgroups with different properties. And the inflection point is the transition from early to late majority; the asymptote is the sum of all the categories (including laggards). Early data, though, comes entirely from innovators and early adaptors. If these populations are actually distinct in how they behave and how innovations spread among them, then the early data will tell us nothing about the inflection point and asymptote of the curve.

An example of this is shown in an infection model in Figure 8. In this model, there are two populations (population $A$, 10% of the population, and population $B$, 90%), and each population has a different level of immunity ($i_A$ and $i_B$) and a different incubation period ($\rho_A$ and $\rho_B$). The graph demonstrates that we could have two situations where these four parameters are quite different, but the infection curves nevertheless stay the same for 18 days and then diverge very strongly.

3 Remedies

A trivial remedy to this form of forecasting error is “don’t do it” — do not rely on sigmoid fits of time series for forecasting.

While principled, it may also be overly pure for practical purposes. In science we can often afford to ignore weak and biased signals until they reach a statistically convincing level. However, no business
Figure 8: Example of unidentifiability in a growth model. Cumulative case numbers from two agent-based model of contagions. Each model has two populations: population $A$, 10% of the population, and population $B$, 90% of the population. Each population is defined by two parameters: their likelihood of immunity to the contagion (denoted $i_A$ and $i_B$) and incubation periods before they are infectious (denoted $\rho_A$ and $\rho_B$). The blue curve has $i_A = 30\%$, $i_B = 80\%$, and $\rho_A = \rho_B = 1$ (population $A$ has 30% immunity, population $B$ has 80%, and both have a one-day incubation period). The red curve has $i_A = 10\%$, $i_B = 0\%$, $\rho_A = 1$, and $\rho_B = 10$ (population $A$ has 10% immunity and a one-day incubation period; population $B$ has 0% immunity and a ten-day incubation period). Until $t \approx 18$ there is no way of telling the curves apart and forecasts from the data would — and should — have been identical.

or policy would be possible if we required $5\sigma^2$ evidence before taking any action. Decisions will be taken under uncertainty and always involve gambles: forecasts are information we can use to improve the odds.

The main remedy is to have as much domain knowledge as possible, giving good priors for fits and the ability to critique results.

3.1 Knowing the model

When fitting sigmoid models to data, it helps tremendously to have information about the dynamics that underlie the sigmoid.

As a simple example, consider the situation presented in Figure 8. Here, the underlying curve is the simplest: a logistic curve with $k = 1$, $L = 1$, and $t_0 = 0$. We’ll try and estimate the value of $L$, using an approach where $k$ is unknown, and a second where $k = 1$ is known.

Five points are sampled with equidistant timing leading up to the inflexion point, with normally distributed noise (standard deviation of 0.05). Then the parameters $k$, $L$, and $t_0$ are estimated in a Bayesian way: the prior is for $k$ to be uniform on $[0, 4]$, $L$ uniform on $[0, 2]$, and $t_0$ uniform on $[-4, 4]$. These priors are then updated on the five samples. That whole process, including the sampling, was repeated 500 times, and the average posterior $L$ was computed to be 0.88 (standard deviation of 0.14). The whole process was also done for known $k = 1$, which resulted in an average posterior $L$ of 1.04 (standard deviation of 0.19), which is better than twice as close to the true value $L = 1$. However, note that this is the result of averaging 500 trials: for a single trial the uncertainty will be far larger.

Thus knowing more about the underlying dynamics — in this case, the growth rate — gives better estimates of the unknown parameters.

5In practice, the values of $k$, $L$, and $t_0$ are used in discrete increments of size 1/50.
Figure 9: The true underlying data source is a logistic curve with $k = 1$, $L = 1$, and $t_0 = 0$ (the green curve). Five points are samples at $t \in \{-5, -4, -3, -2, -1\}$ with normally distributed noise of standard deviation 0.05 (the five green points; their positions here are illustrative only). The value of $L$ is then estimated by a Bayesian update on these five samples. Repeating the process 500 times gives an average estimate of $L = 0.88$ when $k$ is unknown (the dotted blue line), and $L = 1.04$ when $k = 1$ is known (the dotted red line), which is closer to the true value $L = 1$ (the dotted green line).
3.2 Model known to be symmetric

The asymptote $L$ is the value where $H(L) = 0$; the inflection point has $y$ value at $y_0$ for which $yH(y)$ is maximised. The logistic curve has $y_0 = L/2$, but it is clear that, for generic $H$, there is no reason to assume that $y_0$ and $L$ are related in such a way (see Figure 4).

But if $H(y)y$ is symmetric or roughly symmetric, then the $y_0$ value will be half of $L$, and the later part of the curve will be the rotation of the early part around $(y_0, t_0)$ (the integral of an even function — which all symmetric functions are — is an odd function plus a constant term).

So, if $H(y)y$ is known to be symmetric, then once $H$ up to $y_0$ is known — for example, once $t > t_0$ — then $L$, and the later part of $y(t)$, can be well estimated.

3.3 Known asymptote

If the asymptote level is known, then one can estimate progress towards it from the near zero initial state. If this progress is sizeable, then it may be possible to estimate the inflection point. \[8\] suggests the rule of thumb that when $y(t) > L/3$, then prediction becomes reliable. Given the large underestimates of actual values of $L$ in that work we can learn that even were the rule of thumb true, in many situations our initial estimates of $L$ may be badly wrong, resulting in posterior estimates that are equally spurious. Only when the level is given by independent evidence or principles (e.g. the problem is progress towards full saturation which will eventually happen, so $L$ is known) would such a rule be potentially trustworthy, and even then we may need knowledge of whether the sigmoid is symmetric or not in order to properly estimate.

For example, a disease cannot infect more people than the total population $P$, so we know that $L \leq P$. For a SIR model of disease, $L$ can be inferred from the $R_0$, the number of people each infected person infects. In ideal situations, this would give ‘herd immunity’ once $L_{\text{herd}} = P(1 - 1/R_0)$ people are infected: That formula assumes a homogeneous population that mixes randomly with each other. One can get improved $L$ estimates by looking at similar diseases, estimating the network of spread, and so on. Unfortunately, in the early day of an epidemic when this information is most valuable, estimates of $R_0$ will also be highly uncertain (as well as models of transmission) if it is a new disease.\[7\]

3.4 Unknown asymptote

Without a bound on the asymptote the forecast is far more uncertain.

It is useful is to recognize the tendency for early estimates of $L$ to gravitate towards twice the current level $y(t)$. In a sense it is a reasonable guess since we have a scale set by $y(t)$ and not knowing anything about $L$ we may assume it to be Pareto distributed (the Jeffreys prior for an unknown scale), giving $2y(t)$ as a best guess.\[6\] However, given the preceding treatment, we have regularly seen $L \gg 2y(t)$. Hence, heuristically, we should regard the estimated $L$ at before the inflection point as a lower bound on the actual $L$.

This happens when the damping term grows linearly or faster as $y$ increases. If we have reason to believe this, the above heuristic makes sense. Conversely, if we suspect damping to grow fast as $y$ increases, it may appear redolent of J. Richard Gott III’s Copernican principle for estimating the remaining survival time of something as the current age \[12\]. However, that principle is based on the current data being uniformly distributed between $[0, L]$: for a sigmoid most data will be close to 0 or $L$, so in a sense being close to the half-way point of value is the least likely situation to find oneself in! It is still informative about how high $y(t)$ can rise. The principle does apply to estimating $t_0$ if a starting time is known, but should be applied with caution: see \[5][6\] for critique and warnings.

\[6\]The effective value of $R$ also depends on interventions such as social distancing that may depend on policy reactions to the model prediction. This problem of self-defeating forecasting is general, and separate from the modelling and mathematical problem this paper is dealing with. In the end, if the effective $R \ll R_0$ due to response to a forecast and the forecast eventually appears overly gloomy, this is a success! The point of forecasting should be to guide decisions to better outcomes than being right about the future.

\[7\]This may appear redolent of J. Richard Gott III’s Copernican principle for estimating the remaining survival time of something as the current age \[12\]. However, that principle is based on the current data being uniformly distributed between $[0, L]$: for a sigmoid most data will be close to 0 or $L$, so in a sense being close to the half-way point of value is the least likely situation to find oneself in! It is still informative about how high $y(t)$ can rise. The principle does apply to estimating $t_0$ if a starting time is known, but should be applied with caution: see \[5][6\] for critique and warnings.
becomes non-zero we should regard the estimate as an upper bound.

One approach suggested by Theodore Modis is to make several fits with different weights on the data points, then keeping the answer that gives the highest $L$ (most often the result of weighting the recent historical data points heavily, since these contain most information about late behaviour) \[20\].

### 3.5 Estimating the inflection point

Like $L$, the tendency for $t_0$ to be estimated close to the present can be used as a lower bound. This is unfortunately less useful since we only learn that we may not have passed it yet: a valuable caution, but uninformative.

In general $t_0$ cannot be estimated from the data ahead of time, because all we can detect for $t < t_0$ is that the rate of increase of $y(t)$ has decreased (which, if $y'(t)$ is differentiable, implies $y''(t) < 0$). But this does not constrain when — or even if — $y'(t)$ will reach its maximum. So without information about the dynamics of the model, our estimates of $t_0$ from initial data are likely to be incorrect.

### 4 Conclusions

The sigmoid issue is a member of a larger set of problems in forecasting where models cannot identify the best fit to data. It is striking because of its simplicity, and because it shows up again and again in the literature.

The problem also applies to more complex methods. Many of the more elaborate models in forecasting contain hidden or explicit sigmoid fits. In recent years neural networks have been suggested as forecasting tools. Unless there is a vast amount of data so the still-mysterious overparametrization powers of the networks can be unleashed, a well regularized network attempting to model a growing time-series is basically trying to pick up the same parameters as the sigmoid curve fit, and will have similar problems.

Performing predictions and forecasts well does not mean one is never wrong. It also does not mean one states the most likely outcome(s) with appropriate uncertainty estimates, although this is a good start. The best thing to do is to give decision-relevant information that allows the receiver to update their model of their world to fit reality better and appropriately changes how they act. This is why the tendency for sigmoid models to place inflection points close in time (often a decision-relevant issue, as in considering responding to peak oil or epidemics) is pernicious and as a forecaster one should guard against it. The uncertainty about eventual asymptote level affects long-term planning (how much room is there to grow a company or economy? how bad will the pandemic be in total? where will Moore’s law end up?) but in a softer way since it is rare for the exact magnitude to matter and it is expected to arrive further in the future. But sometimes, as in predicting herd immunity, the policy implications of a biased estimate can be harsh.

Sigmoids are valuable tools, but as forecasting tools they have known biases and should hence be used carefully. Past performance is no indication of future results.
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8 An interesting case is “sloppy models”, a universality class of nonlinear models with numerous parameters that are not identifiable but where the overall dynamics and fit to data is good. Their behaviour depends only on a few stiff combinations of parameters \[22\]. However, for forecasting applications there still has to be enough data to identify the stiff parameters.
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### A Sigmoid definition

We can formally define a sigmoid as:

**Definition A.1 (Sigmoid).** A sigmoid with growth rate $k > 0$, inflection point $t_0 \in \mathbb{R}$, and asymptote $L > 0$, is a function $y$ such that:

1. $y$ is defined on $(\infty, T)$, where $T$ is either a real number or $T = \infty$.
2. $y(t) > 0$ and $y(t) < L$ for all $t$ in its domain.
3. $\lim_{t \to -\infty} y(t) = 0$ and $\lim_{t \to T} y(t) = L$.
4. $y(t)$ is strictly increasing.
5. $y(t)$ is differentiable.
6. $t = t_0$ is the unique local maximum of $y'(t)$.
7. $\lim_{t \to -\infty} y'(t) = 0$ and $\lim_{t \to T} y'(t) = 0$ (making $t = t_0$ into the global maximum for $y'(t)$).
8. $\lim_{t \to -\infty} y'(t)/y(t) = k$.

Note that this definition includes sigmoids that reach $L$ in finite time, as well as those that asymptote to $L$ over infinite time.
B Differential equation results

Recall that $H(y)$ is decreasing with $H(0) = 1$, $H(L) = 0$, and $H(y) > 0$ for $y < L$. The function $H(y)y$ has a single global maximum on $(0, L)$, at $y = y_0$.

Thus $\frac{1}{y H(y)y}$ is defined and strictly positive on $(0, L)$. It is monotone increasing for $y > y_0$ and monotone decreasing for $y > y_0$. Thus it is integrable on any closed subinterval of $(0, L)$.

The equation $y'(t) = k \cdot H(y(t)) \cdot y(t)$ is separable, giving $dy/(kH(y)y) = dt$. So solutions are given by the integral equation:

$$\int_{y(0)}^{y(t)} \frac{1}{kH(y)y^*} dy^* = \int_0^t dt^* = t, \quad \text{using } y^* \text{ and } t^* \text{ as dummy integration variables.}$$

Fixing any specific value for $y(0)$ in $(0, L)$, that integral equation has a solution. Moreover, since $\frac{1}{y H(y)y}$ is strictly positive, that solution is strictly increasing in $y(t)$. Thus, once $y(0)$ is fixed, $y(t)$ is strictly defined as a function of $t$ — and we can also see $t$ as a function of $y$.

Fix $t' < y(0)$. On the range $(0, y(t'))$, $H(y) > \delta$ for some $\delta > 0$. We also have that $H(y) < 2$. So

$$\int_{y(0)}^{y(t')} \frac{1}{y} dy^* < \left( t' = \int_{y(0)}^{y(t')} \frac{1}{kH(y)y^*} dy^* \right) < \int_{y(0)}^{y(t')} \frac{1}{y} dy^*. \quad (6)$$

Since $\int 1/y^* dy^*$ diverges at $y = 0$, this demonstrates that $t' \to -\infty$ as $y(t') \to 0$. Now define $T$ as the limit of $t$ as $y(t) \to L$; since $\frac{1}{y H(y)y}$ diverges as $y(t) \to L$, this might be a finite real $T$, or $T = \infty$.

Thus $y(t)$ has domain $(-\infty, T)$. It is clear that such a $y(t)$ is strictly increasing and differentiable with derivative $y'(t) = k \cdot H(y(t)) \cdot y(t)$. By assumption on $H(t)$, $y'$ has a unique local and global maximum $y_0$ on $[0, L]$; define $t_0$ by $y(t_0) = y_0$. And clearly $y'(t) \to 0$ as $t$ tends to $-\infty$ or $T$. Since $H(0) = 1$, $\lim_{t \to -\infty} y'(t)/y(t) = \lim_{t \to -\infty} kH(y(t)) = kH(0) = k$.

Thus $y(t)$ is a sigmoid in the sense of Definition A.1.

Conversely, let $y(t)$ be a sigmoid in the sense of Definition A.1 then it must be differentiable. Then define $H(y)$ as:

$$H(y(t)) = \frac{y'(t)}{k y(t)}. \quad (7)$$

The sigmoid properties of $y(t)$ then insures that $H(0) = 1$, $H(L) = 0$, $H(y) > 0$ for $y < L$, and $H(y)y$ has a single global maximum on $(0, L)$. 

16