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ABSTRACT
In this paper, we propose a three-stage training methodology to improve the speech recognition accuracy of low-resource languages. We explore and propose an effective combination of techniques such as transfer learning, encoder freezing, data augmentation using Text-To-Speech (TTS), and Semi-Supervised Learning (SSL). To improve the accuracy of a low-resource Italian ASR, we leverage a well-trained English model, unlabeled text corpus, and unlabeled audio corpus using transfer learning, TTS augmentation, and SSL respectively. In the first stage, we use transfer learning from a well-trained English model. This primarily helps in learning the acoustic information from a resource-rich language. This stage achieves around 24% relative Word Error Rate (WER) reduction over the baseline. In stage two, we utilize unlabeled text data via TTS data-augmentation to incorporate language information into the model. We also explore freezing the acoustic encoder at this stage. TTS data augmentation helps us further reduce the WER by $\sim 21\%$ relatively. Finally, in stage three we reduce the WER by another 4% relative by using SSL from unlabeled audio data. Overall, our two-pass speech recognition system with a Monotonic Chunkwise Attention (MoChA) in the first pass and a full-attention in the second pass achieves a WER reduction of $\sim 42\%$ relative to the baseline.

Index Terms— End-to-end speech recognition, Semi-supervised learning, Transfer learning, Encoder freezing, Low-resource language

1. INTRODUCTION
Recent advances in deep learning techniques have enabled the training of end-to-end (E2E) automatic speech recognition (ASR) systems consisting of a single neural network model. The E2E model architecture has a simpler training pipeline and better modeling capabilities compared to conventional architectures such as DNN-HMM systems. With these advantages, E2E speech models are widely used by state-of-the-art ASR systems for server-side and on-device applications [2, 3, 4, 5]. However, training E2E models from scratch for a new language requires a lot of data to achieve high accuracy [6, 7]. Obtaining valid and reliable transcriptions for speech data is costly, time-consuming, and refining both text and speech data is laborious work.

To overcome the requirement of a large amount of labeled data, there have been several efforts to train E2E models with a smaller amount of data. For example, [8, 9, 10, 11] explored transfer learning from a resource-rich language to a low-resource language. It has been also shown that using other language corpus and multi-lingual training, the performance for a low-resource language can be improved [12]. In other related works, [13] suggests a universal character set and creates a language-specific gating mechanism to increase the network’s modeling power. In [14], unsupervised pretraining is used to improve acoustic model training, and semi-supervised learning was used in [15] to leverage the lack of sufficient amounts of labeled data. Recent works like wav2vec 2.0 [16] particularly rely on self-supervision to train a task-agnostic encoder from the huge amount of unlabeled data before applying a task-oriented supervised training with limited data.

In this paper, we explore methods to improve the performance of an ASR model for an under-resourced language with the limited amount of labeled data. We split the training process into three stages, each using a different training paradigm to leverage either a model trained on resource-rich language or unlabeled text data or unlabeled audio data.

During each training stage, we use different training methodologies such as transfer learning from a resource-rich language, spectral augmentation, Text-To-Speech (TTS) augmentation, encoder freezing, and beam score filtering based semi-supervised learning. For our experiments, we use one of our recently proposed two-pass streaming architecture described in [4] with Monotonic Chunkwise Attention (MoChA) decoder in the first pass and a Bidirectional-encoder Full-Attention (BFA) decoder in the second pass.

To the best of our knowledge, this is one of the first works that explore leveraging a resource-rich language, unlabeled text data, and unlabeled audio data using transfer learning, TTS data augmentation, and semi-supervised techniques respectively, for training a streaming end-to-end MoChA attention-based model for a low-resource language.

As a case study, we use English and Italian as our high and low-resource languages. The English corpus has around 11K hours of transcribed data. The Italian corpus with around 4000 hours of labeled data is divided into two more subsets of around 400 hours and 40 hours each. The 40 hours subset represents the low-resource labeled speech corpus.

We show that there exists a huge difference in Word Error Rates (WER) when models are trained with different amounts of data from scratch using standard training practices used for E2E ASR models. We design a training methodology including a beam score filtering-based semi-supervised training method.

We show that transfer learning using a well-trained model from a resource-rich language helps achieve better accuracy compared to training models from scratch in a new language, especially when the amount of labeled data available is limited. TTS-generated audios are typical of sub-optimal quality as compared to real-world audios. To mitigate this effects of TTS audio, we propose freezing of encoder when applying TTS data augmentation. Using the proposed training methodology we reduce the performance gap of the model trained with 40 hours as compared to 400 hours and 4000 hours models by around 73% and 62%, respectively.
Transfer learning can be of two types, one that involves the transfer of soft knowledge, and the other that involves the transfer of hard knowledge [8, 9, 17]. Transfer of soft knowledge refers to teacher-student learning strategies that minimizing a cost function to reduce the output mismatch between teacher and the student. This strategy is more suited for applications like model compression or moving from a mono-lingual ASR to a bi-lingual or multi-lingual ASR where one may want to retain the performance of the teacher. Transfer of hard knowledge refers to borrowing the pretrained weights from a teacher model into a student model before continuing with independent training of the student. In this paper, we use hard transfer learning as a first step since we train the model independently for low-resource language by borrowing weights from a previously well-trained resource-rich language.

As the pool of acoustic sounds is universal with significant overlap across different language, we borrow the pretrained model weights from a high-resource language to a low-resource language.

However, the exact realization of these phonetic units may vary based on the regional or linguistic traits and may need some fine-tuning to the sounds of a target language. Also, the phonetic and linguistic grammar (combination or sequence of phones and words) are different between languages. Hence the encoders which encode the acoustic information in the audio signal should be more similar across languages as compared to decoders. To verify this hypothesis, we try to freeze the borrowed encoder before continuing with supervised training from the limited labeled data available for the target language.

3.2. Stage Two: Text-to-Speech data augmentation and Encoder freezing

Text data is more readily available for most languages as compared to audio data or transcribed audio-text pair. And can be easily obtained in large quantity using web-crawling, digital books, etc. Due to the abundance of text data, many methods have been explored to leverage it for building ASR models. First, an external language model can be built and used along with the ASR model using shallow fusion during inference [18]. Second, borrowing the weights of a pretrained language model to initialize the language modeling components of end-to-end models. This can be readily done for a recurrent neural network transducer (RNNT) architecture with a separate predictor block but would require a more careful integration into an Attention-based Encoder-Decoder (AED) model. The other option is to use a TTS engine for the target language to synthesize audio data from the text to train the ASR model. A variant to this approach is to use a Text-To-Encoder (TTE) approach wherein a parallel stack of the text-only encoder is used along with the standard encoder in an ASR that accepts audio-only inputs [19]. During the training stage, the text corresponding to the audio data is passed through the text-only encoder to produce a hidden text-encoder embedding that is forced to match the audio-encoder embeddings by minimizing the Kullback-Liebler divergence between the two. In this paper, we propose to use the TTS based data augmentation as it generally shows better performance compared to TTE based approach [19] except for the need of a TTS engine for the target low-resourced language. The Google Speech python library [20] can be readily used to read text using the Google Translate TTS APIs.

It has been observed that data augmentation with TTS performs better than the TTE approach [19]. However, this begs the question as to whether the single speaker, possible monotonous, and poor audio-quality TTS signals are good to update the encoder weights that learn to encode the acoustic information. Some of these limitations can be mitigated to a certain extent with the use of different perturbation techniques like speed, tempo, pitch, vocal tract length [21], and data augmentation techniques like spectral augmen-
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Table 3. Effect of using transfer learning from a well trained English model and supervised training with around 40 hours of data.

| Model                | ITA400h | ITA40th |
|----------------------|---------|---------|
| B1: Ita Baselines    | 15.79   | 37.56   |
| B0: Eng Model        | -       | 107.8   |
| M1: B0 + TL w/ Enc freezing | - | 30.69   |
| M2: B0 + Transfer learning | - | **28.50** |

Table 4. Effect of TTS based text data augmentation using around 360h of synthesized audio, with and without encoder freezing. The performance of different models is given in WERs (%).

| Model                  | ITA400h | ITA40th |
|------------------------|---------|---------|
| B1: Ita Baselines      | 15.79   | 37.56   |
| B2 (M2): Transfer learning | 15.33  | 28.50   |
| M3: B1 + TTS Aug       | -       | 34.30   |
| M4: B2 + TTS Aug       | -       | 23.50   |
| M5: B2 + TTS Aug w/ Enc freezing | - | **22.45** |

gives better performance as it allows both acoustic as well as linguistic fine-tuning.

4.3.2. Effect of TTS data augmentation

In stage two, we study the effect of TTS data augmentation for improving ASR performance. The impact of TTS data augmentation on models at different accuracy levels is shown in Table 4. By comparing the WERs of M3 and M4 we can easily conclude that using TTS augmentation provides larger improvements for a better model B2 as compared to B1. The improvements of model M3 and M4 over their baselines B1 and B2 are 3.26% and 5.0% absolute, or 8.6% and 17.5% relative, respectively. This shows that using transfer learning in stage one enhances the gains obtained from TTS augmentation.

As mentioned in Sec 3.2, the TTS audio may not be ideal for learning or updating the encoder weights which predominantly captures and encodes the acoustic information in a speech signal. Too much TTS audio may bias or overfit the model to TTS data, with a possible degradation in model performance. This can be seen from the experiments in Table 4 where the model M5 with a frozen encoder performs better than the M4 without encoder freeze by around 4.4% relative. Also, M5 gives an overall 21.2% relative improvement over the baseline model B2 after transfer learning, as against the 17.5% relative improvement obtained without freezing the encoder.

4.3.3. Effect of semi-supervised learning

As the final stage of training for language transfer for ASR models, we explore the use of the SSL from unlabeled audio data. While several methods have been proposed in the literature, we use the most straightforward approach of generating text labels for a corpus of unlabeled audio data using our best ASR model so far. It is well known that better-trained models tend to benefit more from audio-based SSL techniques as they can produce better hypotheses for the unlabeled data. Results for our experiments with SSL techniques can be seen in Table 5.

WERs for models M6 and M7 show that performance can degrade when all of the ASR-generated text labels are used indiscriminately for SSL. The adverse effect is more when the baseline accuracy of the ASR model is poorer. Comparing B3 and M7 shows that TTS augmentation as stage 2 is adequate as the WER increases in M7 without beam score-based filtering. Using a simple ASR hypothesis filtering by using the log posterior probability score of the top beam, it can be seen that the model improves by around 4.1% relative at stage 3.

Using a language model for generating text labels, different scores for filtering and iterative methods for SSL can help improve the gains further. To see the maximum gain possible with SSL if we were to use a better metric or score for filtering the hypotheses, we use the oracle ground truth labels to identify all correctly hypothesized data which amounts to around 60% of the total ~619K utterances (around 400 hours) available in the SSL unlabeled dataset. Using this oracle ground truth filtered data gives an improvement of around 8.9% relative as compared to around 4.1% relative when using a simple automated filtering mechanism. The performance of filtering by beam scores at different thresholds for filtering is shown in Table 6. It can be seen that with a harsher threshold we can expect lesser but more reliable transcripts and hence there is a progressive improvement in the gains achieved by SSL.

5. CONCLUSIONS

In this paper, we present a sequence of training strategies to develop and improve ASR models for a resource-constrained language. The training involved three stages: transfer learning from an ASR model in a resource-rich language, TTS text data augmentation with encoder freezing, and semi-supervised learning by filtering the automatically generated hypotheses for unlabeled data using beam scores. The proposed methodology improved the performance of the 40h model by around 42% relative to a model trained from scratch using the 40h data. It was seen that overall the proposed methodology reduces the gap in performance between the 40h and 400h models by around 73%, and for 40h and 4Kh models by around 62%. All the performances discussed so far in the paper are for the second pass BFA decoder. The first pass MoChA decoder of the final model (M8) gives a WER of 24.84%, an improvement by 43.9% relative, over the 40h baseline model (B1) with a WER of 44.35%.

6. REFERENCES

[1] Chanwoo Kim, Dhananjaya Gowda, Dongsoo Lee, Juyeon Kim, Ankur Kumar, Sungsoo Kim, Abhinav Garg, and Changwoo Han, “A review of on-device fully neural end-to-end automatic speech recognition algorithms,” in 2020 54th Asilomar Conference on Signals, Systems, and Computers. IEEE, 2020, pp. 277–283.
[2] B. Li, S. Chang, T. N. Sainath, R. Pang, Y. He, T. Strohman, and Y. Wu, “Towards fast and accurate streaming end-to-end asr,” in ICASSP, 2020, pp. 6069–6073.

[3] Chanwoo Kim, Sungun Kim, Kwangyoun Kim, Mehul Kumar, Jiyeon Kim, Kyung-Min Lee, Chang-Woo Han, Abhinav Garg, Eunhyang Kim, Minkyoo Shin, Shatrughan Singh, Larry Heck, and Dhananjaya N. Gowda, “End-to-end training of a large vocabulary end-to-end speech recognition system,” ASRU, 2019.

[4] Dhananjaya Gowda, Ankur Kumar, Kwangyoun Kim, Heung Jang, Abhinav Garg, Sachin Singh, Jiyeon Kim, Mehul Kumar, Sichen Jin, Shatrughan Singh, and Chanwoo Kim, “Utterance invariant training for hybrid two-pass end-to-end speech recognition,” in INTERSPEECH, Shanghai, China, 2020.

[5] Abhinav Garg, Ashutosh Gupta, Dhananjaya Gowda, Shatrughan Singh, and Chanwoo Kim, “Hierarchical multi-stage word-to-grapheme named entity corrector for automatic speech recognition,” in INTERSPEECH, 2020.

[6] Loren Lugosch, Mirco Ravanelli, Patrick Ignoto, Vikrant Singh Tomar, and Yoshua Bengio, “Speech model pre-training for end-to-end spoken language understanding,” arXiv, 2019.

[7] Abhinav Garg, Gowtham P Vadisetti, Dhananjaya Gowda, Sichen Jin, Aditya Jayasimha, Youngho Han, Jiyeon Kim, Junmo Park, Kwangyoun Kim, Sooyeon Kim, et al., “Streaming on-device end-to-end asr system for privacy-sensitive voice-typing,” in INTERSPEECH, 2020.

[8] Toan Q. Nguyen and David Chiang, “Transfer learning across low-resource, related languages for neural machine translation,” in International Joint Conference on Natural Language Processing, 2017, pp. 296–301.

[9] Julius Kunze, Louis Kirsch, Ilia Kurenkov, Andreas Krug, Jens Johannsmeier, and Sebastian Stober. “Transfer learning for speech recognition on a budget,” CoRR, vol. abs/1706.00290, 2017.

[10] Y. Miao and F. Metze, “Improving language-universal feature extraction with deep maxout and convolutional neural networks,” in INTERSPEECH, 2014.

[11] Laurent Besacier, Etienne Barnard, Alexey Karpov, and Tanja Schultz, “Automatic speech recognition for under-resourced languages: A survey,” Speech Communication, vol. 56, pp. 85 – 100, 2014.

[12] K. Matsuura, M. Mimura, S. Sakai, and Tatsuya Kawahara, “Generative adversarial training data adaptation for very low-resource automatic speech recognition,” ArXiv, vol. abs/2005.09256, 2020.

[13] Suyoun Kim and Michael L. Seltzer, “Towards language-universal end-to-end speech recognition,” CoRR, vol. abs/1711.02207, 2017.

[14] Steffen Schneider, Alexei Baevski, Ronan Collobert, and Michael Auli, “wav2vec: Unsupervised pre-training for speech recognition,” CoRR, vol. abs/1904.05862, 2019.

[15] Udhyakumar Nallasamy, F. Metze, and Tanja Schultz, “Semi-supervised learning for speech recognition in the context of accent adaptation,” in MLSLP, 2012.

[16] Alexei Baevski, Yuhao Zhou, Abdel-rahman Mohamed, and Michael Auli, “wav2vec 2.0: A framework for self-supervised learning of speech representations,” Advances in Neural Information Processing Systems, vol. 33, 2020.

[17] Chongchong Yu, Yunbing Chen, Yueqiao Li, Meng Kang, Shixuan Xu, and Xueer Liu, “Cross-language end-to-end speech recognition research based on transfer learning for the low-resource tujia language,” Symmetry, vol. 11, pp. 179, 02 2019.

[18] S. Toshniwal, A. Kannan, C. Chiu, Y. Wu, T. N. Sainath, and K. Livescu, “A comparison of techniques for language model integration in encoder-decoder speech recognition,” in 2018 IEEE Spoken Language Technology Workshop (SLT), 2018, pp. 369–375.

[19] Murali Karthick Baskar, Shinji Watanabe, Ramon Astudillo, Takaaki Hori, Lukáš Burget, and Jan Černocký, “Semi-supervised sequence-to-sequence asr using unpaired speech and text,” in Interspeech, Graz, Austria, 2019.

[20] “google-speech,” https://pypi.org/project/google-speech/

[21] Chanwoo Kim and R. M. Stern, “Power function-based power distribution normalization algorithm for robust speech recognition,” in IEEE Automatic Speech Recognition and Understanding Workshop, Dec. 2009, pp. 188–193.

[22] Chanwoo Kim, K. Kumar and R. M. Stern, “Robust speech recognition using small power boosting algorithm,” in IEEE Automatic Speech Recognition and Understanding Workshop, Dec. 2009, pp. 243–248.

[23] M. Mimura, S. Ueno, H. Inaguma, S. Sakai, and T. Kawahara, “Leveraging sequence-to-sequence speech synthesis for enhancing acoustic-to-word speech recognition,” in SLT, 2018, pp. 477–484.

[24] Florian Metze, Ankur Gandhe, Yajie Miao, Zaid Sheikh, Yun Wang, Di Xu, Hao Zhang, Jungsuk Kim, Ian Lane, Wonkyum Lee, Sebastian Stüker, and Markus Muller, “Semi-supervised training in low-resource asr and kws,” 04 2015, pp. 4699–4703.

[25] Rahul Gupta, Saurabh Sahu, Carol Espy-Wilson, and Shrikanth Narayanan, “Semi-supervised and transfer learning approaches for low resource sentiment classification,” in ICASSP, 2018.

[26] Kritika Singh, Vimal Manohar, Alex Xiao, Sergey Edunov, Ross Girshick, Vitaliy Liptchinsky, Christian Fueng, Yatharth Saraf, Geoffrey Zweig, and Abdelrahman Mohamed, “Large scale weakly and semi-supervised learning for low-resource video asr,” arXiv, 2020.

[27] Daniel S. Park, Yu Zhang, Ye Jia, Wei Han, Chung-Cheng Chiu, Bo Li, Yonghui Wu, and Quoc V. Le, “Improved noisy student training for automatic speech recognition,” Interspeech 2020, Oct 2020.

[28] Chanwoo Kim, Minkyu Shin, Abhinav Garg, and Dhananjaya Gowda, “Improved Vocal Tract Length Perturbation for a State-of-the-Art End-to-End Speech Recognition System,” in INTERSPEECH, 2019.

[29] Suyoun Kim, Takaaki Hori, and Shinji Watanabe, “Joint ctc-attention based end-to-end speech recognition using multi-task learning,” in ICASSP, 2017.