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Abstract: In recent years, the field of complex, hypercomplex-valued and geometric Support Vector Machines (SVM) has undergone immense progress due to the compatibility of complex and hypercomplex number representations with analytic signals, as well as the power of description that geometric entities provide to object descriptors. Thus, several interesting applications can be developed using these types of data and algorithms, such as signal processing, pattern recognition, classification of electromagnetic signals, light, sonic/ultrasonic and quantum waves, chaos in the complex domain, phase and phase-sensitive signal processing and nonlinear filtering, frequency, time-frequency and spatiotemporal domain processing, quantum computation, robotics, control, time series prediction, and visual servoing, among others. This paper presents and discusses the importance, recent progress, prospective applications, and future directions of complex, hypercomplex-valued and geometric Support Vector Machines.
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1. Introduction

The base idea of Support Vector Machines is the soft margin classifier that was first introduced by Cortes and Vapnik in 1995 [1], then in the same year, this algorithm was extended for deal with regression problems by Vapnik [2]. The first formal statistical analysis about boundaries of the generalization of hard margin SVMs were given by Barlett [3] and Shawe-Taylor, et al. in 1998 [4]. In 2000, Shawe-Taylor and Cristianini continued with the development of the statistical learning theory that supports the SVMs and they present the statistical bounds of the generalization of soft margin algorithms for the regression case [5]. Thus, since its introduction by Vladimir Vapnik and his team, SVMs have become an important and very used learning algorithm to solve regression and classification problems. The sheer number of published applications of support vector machines (SVM) for solving problems involving real data is reflected in the high number of citations that the top 100 SVM publications [6] have recorded; there are more than 46,000 citations, according to Google Scholar.

SVMs use an intelligent and elegant technique to solve non-linear problems: the kernel trick, which has become a seminal idea to develop several machine learning methods called kernel-based methods. Kernels are symmetric functions that for two vectors of dimension $n$, return a real number $\neq 0$. The use of kernels in SVM allows implicitly mapping the original input data into a higher dimensional Reproducing Kernel Hilbert Space (RKHS) $H$, in which linear functions that split the mapped data are computed. This is equivalent to solving the non-linear problem in the original input data space.

Although the RKHS includes complex and hypercomplex spaces in which the original input data can be mapped via kernel functions, the majority of extensions and applications of SVM deal with real data, and therefore use real kernel functions. However, the need for processing complex and hypercomplex data in modern applications has paved the way for some important proposals to
process complex and hypercomplex-valued input and output data, and kernels. These approaches will be reviewed in more detail in the next section.

Therefore, since the first proposals of SVM extensions for processing complex and hypercomplex data and kernels, their applications have grown in number, including signal processing, pattern recognition, classification of electromagnetic signals, light, sonic/ultrasonic and quantum waves, chaos in the complex domain, phase and phase-sensitive signal processing and nonlinear filtering, frequency, time-frequency and spatiotemporal domain processing, quantum computation, robotics, control, pattern recognition, time-series prediction, and visual servoing, among others. Due to the variety and importance of the applications of this type of SVM extension, in this survey we present and discuss the importance, recent progress, prospective applications, and future directions of complex, hypercomplex-valued and geometric support vector machines.

This survey is organized as follows: In Section 2, the most important extensions of SVM are reviewed to deal with complex and hypercomplex-valued input and output data, as well as with kernels that process this type of data. In Section 3, some of the applications of these extensions of SVMs with the greatest impact are introduced, as well as some of their promising developments with future applicability. The last section is devoted to the conclusions.

### 2. Complex and Hypercomplex Support Vector Machines Extensions

In this section, the most important extensions of SVM are reviewed to deal with complex and hypercomplex-valued input and output data, as well as with kernels that process this type of data. Each approach is studied in the chronological order of publication. In addition, Table 1 summarizes the information presented in all the subsections of this section, which presents the main features, advantages and disadvantages of each approach.

#### Table 1. Part 1-Complex and hypercomplex SVM extensions.

| Ref./Year | Section | Theoretical Frameworks Used | Advantages of the SVM Extension | Disadvantages of the SVM Extension |
|-----------|---------|-----------------------------|---------------------------------|-----------------------------------|
| [7]/2000, [8]/2001 | Section 2.1 | Geometric/Clifford Algebra and quadratic programming | MIMO classification/regression can be performed | They did not consider the multivector-valued kernel design, or define the Gramm matrix (or kernel matrix) as a multivector matrix. |
| | | | They consider input and output multivector-valued data (complex and quaternionic) | |
| [9]/2010, Section 2.1 | | Geometric/Clifford Algebra and quadratic programming | MIMO classification/regression can be performed and the approach can deal with dynamic systems or recurrence It can be extended to complex, quaternions, octonions, dual quaternions, super-quadric algebras and any GA of any dimension using the same methodology that it is shown in the paper The GA framework preserves the topology and geometry of the complex and hypercomplex input data and it is a coordinate-free framework | The GA framework it is not popular and it has to be taught to propose other GA extensions and to design GA kernels |
Table 1. Cont.

| Ref./Year Section | Theoretical Frameworks Used | Advantages of the SVM Extension | Disadvantages of the SVM Extension |
|-------------------|-----------------------------|--------------------------------|-----------------------------------|
| [10]/2002, [11]/2004, Section 2.2.1 | Division algebras (complex) and IRWLS | MIMO regression can be performed | The output data are represented as real vectors. |
|                   |                             | It is applied to frequency nonselective channel estimation | The optimization problem may become an ill-defined one, but it can also be solved using IRWLS |
|                   |                             | It deals with complex signals | |
|                   |                             | The optimization problem defined uses an $\epsilon$-insensitive cost function that in turn uses the $L - 2$ norm to consider to consider all the multiple dimensions in a unique restriction | |
| [12]/2007, Section 2.2.2 | Division algebras (real, complex and quaternions) and bilevel quadratic optimization | The use of a cost function rotationally invariant was proposed in order to take into account the magnitude and not the angle of the error in the output. | The experimental results are limited to show an equalization of a 4-QAM signal over a complex linear communication channel and complex function approximation |
|                   |                             | It presents real, complex and quaternionic-valued derivation of a well-defined dual optimization problem. | |
|                   |                             | The outputs of the SVR were interpreted as complex/quaternion-valued vectors to tackle the interconnectedness of outputs. | |
| [13]/2012, Section 2.2.4 | Division algebras (octonions) | It deals with octonion-valued regression | The derivation of the primal and dual optimization problem must consider the nonassociativity of the octonions and this adds complexity to the derivation of the dual problem, the training machine form and the computation of the kernel matrix |
|                   |                             | The output and input data is expressed as pure octonions | As the nonassociativity feature adds terms to the loss function, then this increase the dimension of the problem and the curse of dimensionality could lead to computationally intractable problems for real applications |
|                   |                             | The proposal was applied to solve the gait analysis. | |
Table 1. Cont.

| Ref./Year Section | Theoretical Frameworks Used | Advantages of the SVM Extension | Disadvantages of the SVM Extension |
|-------------------|-----------------------------|--------------------------------|----------------------------------|
| [14]/2015, Section 2.2.5 | Wirtinger’s calculus and widely linear mean square estimation | The Wirtinger calculus includes definitions of complex derivatives and they are used to compute the dual optimization problem of the SVM in an elegant and compact manner. The widely linear mean square estimation is a methodology to deal with complex numbers and when it is used with this kind of data it was proved that it can yield significant improvements in the estimation performance. The proposal was applied to solve problems of function estimation for a sinc function, channel identification, channel equalization and classification. | It is limited to complex data. For classification problems (MNIST classification) the error rate increased with the use of this proposal regarding using one-versus-three and the one-versus-one real SVM strategies. |
| [15]/2016, Section 2.1 | Quaternion algebra and quadratic programming | It can be performed MIMO classification. Two quaternion-valued kernels and a quaternion-valued sign() decision function were designed. | It is an approach restricted to be applied using quaternion-valued input and output data. |
| [15]/2016, Subsec. 2.1 | GA and quadratic programming | It can be performed MIMO classification. A methodology to parallelize a CSVM using Gaussian kernel was presented to decrease the execution time of the CSVM. | It is an exclusive parallelization methodology for CSVM that uses a Gaussian kernel. |

### 2.1. Geometric or Clifford Support Vector Machines

In 2000, the first attempt to develop an extension of SVM to deal with complex and hypercomplex input and output data was published [7,8]. The approach was designed using the Geometric Algebra (GA) framework [16].

GAs are the Clifford special family of associative algebras built over a field, and a quadratic space of elements called multivectors that is constructed using a special product called the geometric product. In Clifford and GAs we can find embedded concepts of complex, linear, tensor, quaternion, and octonion algebras (for a detailed introduction to Clifford and GAs it is recommended to read [16,17].

Hence, in [7,8], a multivector-valued input and output data was used to perform multiclassification and multi-regression, solving one multivector-valued optimization problem. Nevertheless, the approach was not completely developed, because it did not consider the multivector-valued kernel design, or define the Gramm matrix (or kernel matrix) as a multivector matrix. Therefore, the design can be considered to be an application of the idea of Eiichi Goto presented in 1954 with the proposal of “Parametron” [18,19] wherein the phase of a high-frequency carrier is used to represent binary or multivalued information. Similarly, in [7,8], the elements of different grades of the multivector are used to represent multivalued information in the input and the output.
multivector-valued data. It was not until 2010 that the extension presented in [7,8] was fully developed, with the introduction of Clifford Support Vector Machines (CSVMs) [9].

The author considers this to be the most complete work that generalizes the real-valued SVM into a complex and hypercomplex-valued SVM, as the Clifford Algebra theory includes concepts of the most used and important algebras, such as analytic geometry of Descartes, the complex algebra of Wessel and Gauss, Hamilton algebra, matrix Cayley algebra, exterior Grassmann algebra, tensor algebra of Ricci, the algebra of Pauli and Dirac, Lie algebra, etc. Furthermore, all the division algebras such as real, complex, quaternion and octonion can be viewed as isomorphic Clifford algebra.

CSVM presented the entire design of a multivector-optimization problem, the derivation of the primal and dual multivector-valued problems and the definition of the Gramm matrix as a matrix with multivectors as elements, as well as the introduction of a multivector-valued kernel design. The key feature of CSVM design is the use of the Clifford product involved in the multivector-valued kernels to keep separated the different grade components of each input multivector and at the end, to represent those components as the direct sum of linear spaces in multivector-valued outputs. All the above allow the CSVM to solve optimization problems in complex and hypercomplex vector spaces, so that the original and the feature (or RKHS) spaces can preserve the topology and geometry of the complex and hypercomplex input data. It is demonstrated that when this machine learning algorithm is used to process this type of data, the accuracy and convergence speed can be improved with respect to the obtained accuracy and convergence speed with real SVMs.

The CSVM was presented to solve multi-classification and multi-regression, and using it in conjunction with a long short-term memory neural network [20] can deal with dynamic systems or recurrence.

Two multivector-valued kernels are designed: a complex kernel using the GA \( G_{0,1,0} \) and a quaternion-valued kernel embedded in the GA \( G_{0,2,0} \). The design methodology can be extended to any Clifford algebra (so it can be applied to solve any hypercomplex SVM problem).

This approach was used to solve multi-classification for object recognition, multi-interpolation, time-series forecasting, and path-planning problems.

In [15] a Quaternion Support Vector Machine (QSVM) was presented as an special case of the CSVM of [9]. The quaternion algebra framework was used to design a QSVM that processes multiple multivectors as input and returns multiple multivectors as output data to achieve multi-class classification. Two quaternion kernels that involve the quaternion product in their definition were designed: polynomial quaternion-valued kernel and Gaussian quaternion Gabor kernel. In addition quaternion \( \text{sign}() \) function is defined to allow the QSVM to classify up to sixteen classes using one QSVM. Diamond colour classification and object recognition experiments were conducted to demonstrate the algorithm efficiency.

The article [21] the methodology to implement a parallel CSVM using the Gaussian kernel was presented. As the Gaussian kernel returns a real number even when it is used with multivectors as input data, and in addition it has the commutative property (as the Gaussian kernel does not involves the Clifford product computation) the multivector input data can be separated into its different grade elements that belong to independent subspaces and therefore a quadratic optimization problem for each element can be solved using parallelism. Experiments of classification were conducted using benchmark problems such as the concentric 2D spirals and a five-class problem described with three overlapped circles.

2.2. Division Algebras

Several efforts using division algebras were made to generalize real SVMs, to deal with complex and hypercomplex numbers. Division algebras are appealing mathematical frameworks to solve the complex, hypercomplex-valued SVM optimization problem due to the fact that all non-zero elements of a vector space have multiplicative inverses. There are four division algebras: real numbers, complex numbers, quaternions, and octonions.
2.2.1. SVM Multiregression for Nonlinear Channel Estimation in Multiple-Input Multiple-Output Systems

In 2002, an approach to solve multidimensional function approximation and regression was presented [10], and was fully developed and published in 2004 [11]. The authors addressed the problem of multiple-input, multiple-output (MIMO) system for the frequency nonselective channel estimation. This was an SVM-based approach as it leveraged the multidimensionality of a MIMO channel by using a regression SVM-based algorithm. This study proposed using an iterative reweighted least square (IRWLS) to solve the multivariable SVM problem instead of quadratic programming, and train an SVM multi-regressor to model nonlinearities that affect each transmitter or each receiver module of the transmission-reception chain. These cases were modeled separately using two different channel models of the input information signal represented by the quadrature phase shift keying (QPSK) employed in complex signal processing. On the other hand, the output data are represented as real vectors and the optimization problem defined uses an \( \epsilon \)-insensitive cost function that in turn uses the \( L_2 \) norm to consider all the multiple dimensions in a unique restriction. When \( \epsilon = 0 \) the problem is equivalent to solving one independent, regularized real kernel for each dimension, but for \( \epsilon \neq 0 \), the problem becomes an ill-defined one that cannot be solved straightforwardly, and it takes an iterative procedure to obtain the solution which is why they use an IRWLS algorithm.

Simulations were conducted to address the problem of nonlinear channel estimation, and their proposal outperforms the applications of one real support vector regression (SVR) and a radial function network (RBFN) for each dimension. Meanwhile, for linear channel models, results equivalent to those obtained using minimum mean square error (MMSE) strategy were achieved.

2.2.2. Quaternionic and Complex-Valued Support Vector Regression for Equalization and Function Approximation

In [12], another SVR strategy was designed by Shilton et al., this time to deal with quaternionic and complex-valued equalization and function approximation. The outputs of the SVR were been interpreted as complex/quaternion-valued vectors to tackle the interconnectedness of outputs, i.e., the fact that these outputs can be coupled and treated independently can lead to a decrease in regressor accuracy. The author proposed the use of a rotationally invariant cost function in order to consider the magnitude, but not the angle of the error in the output. When a real regressor is applied on each dimension of a complex or a quaternion-valued signal, each one of the regressor estimates one function in its own axis, and when these functions are summed to construct a complex or quaternion output, the overall risk function will not be rotationally symmetric because it will contain the magnitude and the various angles added (even when the angles were computed using different axis for each regressor). Therefore, considering only the magnitude of the error but not the various angles between the axes, will affect the accuracy of the estimated function. This is one of the main reasons why complex and hypercomplex-valued estimators increase the accuracy when dealing with complex and hypercomplex-valued input data regarding the strategies that cast these problems on to the real domain by splitting data in each different grade part (two for complex, four for quaternion and so on), and then work with each dimension independently instead of solving the optimization problem in complex and hypercomplex input, output, and feature spaces. The authors of [12] derive a well-defined dual optimization problem using a bilevel definition of the primal convex quadratic problem [22]. In the experimental results section, they consider the problem of equalization of a 4-symbol quadrature amplitude modulated (4-QAM) signal over a complex linear communication channel added with Gaussian noise. Again, the comparison results show that their proposal outperforms two independent SVR with \( \epsilon \)-insensitive loss function and the decision boundary obtained with their approach is compared “favorably” with the optimal decision boundary that a Bayesian equalizer gets.

2.2.3. A Division Algebraic Framework for Multidimensional Support Vector Regression

In 2010 Shilton et al. tackled the multidimensional SVR design using the division algebras framework, to present an \( \epsilon \)-insensitive loss function independent of the coordinate system or basis...
used [23]. Although the octonions are included in the division algebras, this paper only deals with real, complex and quaternions extensions of SVR. Indeed, the authors only present the design of a quaternionic $\epsilon_H$-SVR because the real and complex extensions are cases included as restrictions of the quaternionic SVR. The approach proposes the use of a strictly L2-norm-based loss function to avoid that the trained machine could be influenced by the axe choices, due to the fact that this loss function is coordinate independent and less sensitive to outliers than a quadratic cost function. Additionally, the L2 norm includes an $\epsilon$-insensitive region that ensures sparseness. The authors present the derivation of a primal quaternionic SVR using this loss function, and then the Lagrange multipliers optimization method is used to compute the quadratic-valued dual training problem, which at the end, is analogous to the standard real SVR dual, but considering the use of a quaternionic-valued kernel function. Their proposal is applied to solve problems of complex-valued function approximation, chaotic time-series forecasting and channel equalization. Experimental results show that the proposal outperforms Clifford SVR (C-SVR) presented in 2000 and 2001 [7,8], least-square SVR (LS-SVR) [24] and multidimensional SVR (M-SVR) [11].

Furthermore, a useful comparative analysis against C-SVR [7,8], LS-SVR [24], M-SVR [11], extreme learning machine (ELM) [25,26], and a kernel method [27] is performed in terms of the definition of primal loss functions, dual optimization problem, independence of coordinates of the loss functions, sparsity of solution, and outlier sensitivity. It is important to note that the methodologies of the comparative analysis were proposed in 2000, 2002, 2004, 2006, and 2002 respectively.

2.2.4. A Note on Octonionic Support Vector Regression

Mentioned in the above section, Shilton et al., in their 2010 paper [23], did not include the design of an octonion-valued SVR. Instead, they include this design in a publication in 2012, [13]. Thus, in this extension to octonionic-valued SVR, to derive the primal and dual optimization problems the authors use the same methodology as the one used in [23]. The dual training problem obtained is similar to that presented for quaternionic-valued SVR; however, in the case of octonions, their nonassociativity feature had to be considered to this derivation. Therefore, the dual-training problem considers an antiassoctor operator affecting the Kernel matrix term of the dual problem, as well as a substracting quadratic term involving the Lagrange multipliers and an “associated kernel function” that computes a pondered $\epsilon$-summation of the kernel results and returns a real number. The same happens with the training machine form between the quaternion and octonion-valued SVR, for this last one, a term that it is included as a multiplier of the value of the associated kernel function is involved. Therefore, although their proposals for derivations of quaternionic and octonionic-valued SVRs are similar, the important difference in antiassoctivity of octonions as regards the quaternions has to be factored in to compute the dual training problem, as well as the forms of training machine. This differs from the cases of the CSVM Section 2.1 and from the proposal presented in the next subsection, in which the generic and invariant methodologies of derivation of the dual optimization problem are shown independent of the algebra with which one works.

The paper [13] also shows three special cases of octonionic SVR in which the nonassociative octonion-valued loss-function-related terms can be neglected to obtain a “full-analogy” (not identity) between their proposals of real, complex, quaternion, and octonion SVR. These special cases were called pseudoreal, pseudocomplex, and pseudoquaternion regressions. The authors analyzed the features of a nonlinear function that maps data from the input space to the feature space (feature map or kernel function), to describe the cases when the associated kernel function terms are equal to zero, and the full analogy between their octonion-valued and quaternion-valued SVR proposal is achieved. Nevertheless, in the general octonion-valued SVR case, the curse of dimensionality could lead to computationally intractable problems depending on the number of input data, and therefore, this could render it impractical in real applications. However, this was not the case in the experimental results section.
Experimental results demonstrate the performance of the octonionic SVR when applied to the biomechanical study of human locomotion, i.e., gait analysis. In [28] a high correlation between inertial measurement systems (IMUs: accelerometers and gyroscopes) during human locomotion is suggested. However, due to the fact that the IMUs suffer from intrinsic drift error, there is a need to correct the sensor measurements or systems calibration. One way to achieve this is to use an intelligent regression to estimate the correct measurements of key events of the endpoint foot trajectory during human treadmill walking. This was performed by octonionic SVR, C-SVR, LS-SVR, and M-SVR. The targets of regression were expressed as pure octonions and, as the data sets contain a significant number of outliers, the octonionic SVR and the C-SVR obtained the best overall error, and the first one shows more consistency in obtaining better results.

2.2.5. Complex Support Vector Machines for Regression and Quaternary Classification

In [14] the derivation and design of a complex SVM for regression and classification are presented. The authors use two main frameworks to develop their proposal: the widely linear mean square estimation and Wirtinger’s calculus.

In [29] a mean square estimation (MSE) optimization methodology to deal with complex and normal data is presented. The MSE for complex data is not linear as in the real case, but wide sense linear: i.e., the regression of a scalar random variable \( y \) to be estimated is linear, both in terms of a random vector \( x \) that is an observation of \( y \) and regarding the complex conjugate of \( x \), namely \( x^* \). This optimization method shows advantages regarding the linear procedure when is used with complex data, and it can yield significant improvements in the estimation performance as it was shown in the examples presented in [29].

Wirtinger’s calculus was introduced in 1927 [30]. The Wirtinger derivatives (or Wirtinger operators) are first-order partial differential operators defined by several complex variables. These derivatives behave analogously to the ordinary derivatives of functions of real variables.

Thus, in the paper [14], the above frameworks were used in order to work with the SVMs in the complex Reproducing Kernel Hilbert Space (RKHS). Three approaches were presented:

1) The complexification of the Hilbert space \( H^2 = H \times H \): the objective is to enrich \( H^2 \) with a complex inner product that is equivalent to the definition of the Clifford (or geometric) product of two complex numbers in a Clifford algebra isomorphic to the complex space. Hence, this approach is equivalent to work with this type of hypercomplex number in Clifford or GA algebras of Section 2.1.

2) The Dual Real Channel (DRC) approach in which the training data are split into two sets (real and imaginary parts of the input data), and a real regression (or classification) is performed on each data set using a real kernel. It has been proven before that this approach and the complexification are equivalent procedures [31].

3) The pure complex SVM, in this paper is derived using Wirtinger’s calculus and widely linear estimation in a very elegant and compact manner. This derivation allows the authors to conclude that the proposed pure complex SVM can be solved by splitting the labels (desired outputs) of data into their real and imaginary parts, and solving two real SVM tasks employing any one of the standard algorithms (they employed SMO in their experiments). Hence, the difference between practical implementations of complexification, DRC and pure complex SVMs is only that the first two mentioned approaches use real kernels meanwhile the pure complex SVM approach uses an induced real kernel \( \kappa_C^r \).

One of the main contributions of the paper is the validation of complex kernels to classify the target space into four different categories. This is a very intuitive result, as for real valued kernels the classification features two classes, and the complex kernel features a real and an imaginary part \( K = Kr + jKi \), so there are four possible combinations for the signs of \( Kr \) and \( Ki \), hence yielding four categories naturally.

The experiments were conducted using pure complex SVR and a complex-induced Gaussian kernel (which is not equal to the real Gaussian RBF) for the function estimation of a sinc function,
channel identification, and channel equalization. In addition, a multiclass classification application was demonstrated using the MNIST database of handwritten digits for a 4-classes problem where the problem was solved significantly faster than the one-versus-three and the one-versus-one real SVM strategies: the computational time taken by the pure complex SVM was almost half that of the real SVMs, but the error rate increased.

3. Applications

Now that the main designs of the complex and hypercomplex extensions of SVMs have been reviewed, some important applications of these extensions will be described briefly. Some of the application approaches are limited to using the above section proposals in specific problem solving cases, while others also present contributions (modifications) in the design of the algorithm and/or the kernel that deals with complex and hypercomplex-valued input and/or output data.

3.1. Signal Processing

In [32] the applications of a multi-class SVM and a complex SVM were presented [14] to classify four types of human heartbeat using electrocardiogram signals (ECG) as the input data. The purpose of this application was to aid in the diagnosis of arrhythmia. The complex kernel function presented in [14] was used, and a preprocessing of the ECG beat signal employing a discrete Fourier Transform (DFT) was performed. Accuracies between 86% and 94% were obtained. Additionally, a discussion of the extension of input and output spaces of arbitrary dimensions using Clifford SVM [9] was presented.

The direction of arrival (DOA) estimation problem is a signal processing problem that deals with the obtention of the direction from which a propagating wave arrives at a set of sensors (sensor array). In [33] an approach to solve the DOA problem using a reformulation of one of the most used DOA algorithms, the Minimum Variance Distortionless Response (MVDR) [34] combined with an SVM extension that “can be viewed as a particular case of CSVM [9]” is presented to obtain the SVM-MVDR algorithm. Then, a theoretical relationship (an equivalency) between the sample-based estimation of the output power spectrum of each filter at a certain frequency (SBE) computed by the MVDR and the SBE and estimated by the MUltiple Signal Classification (MUSIC) [35,36] is derived by analyzing the high-resolution nonparametric spectrum estimation procedure MVDR. This equivalency is possible when matrices corresponding to the signal space of the MVDR are dropped and the noise eigenvalues are changed by ones. Thus, using the above relationship, an SVM-MUSIC is proposed to solve the DOA estimation problem.

As the performance of the standard MUSIC and MVDR, and the SVM algorithms to solve DOA, are reduced when they deal with coherent signals, the authors proposed the application of another solution for the DOA problem, the spatial smoothing (SS) technique [37] to “provide algorithms with coherent signal detection abilities”. SS divides the sensor array into subarrays, performs individual algorithms in the subarrays, and then calculates the average of the estimated spectra. The experimental results show that the SVM-MUSIC and SVM-MVDR combined with SS obtained the best recognition results compared to their classic versions. The beamforming problem involves the estimation of a signal from a given direction. It is usually defined as the most prominent technique to estimate DOA. In [38], a proposal to solve beamforming by modification of the classic MVDR or Capon beamformer [39,40] is presented, including a regularization term, the so-called ε-insensitive loss function that penalizes sidelobe levels and allows a certain error in the desired signal array response direction. The result is a convex optimization problem with linear restrictions, which is equal to the SVR problem. Although initially the SVR-MVDR problem was defined in the complex domain, where inputs, outputs, and weights are complex-valued vectors and matrices, this formulation was later transformed from complex to real domains by splitting the real and imaginary parts of the desired beamformer output and, the transformed steering vectors, obtaining a split-definition for the beamformer weights. The proposed method was shown to provide “suitable results” and to outperform Capon and SpheRCB beamformers [40], especially in environments where the signal-to-noise ratio
(SNR) is high, the number of available snapshots is limited, and the calculation of the signal covariance matrix is a difficult task for classic approaches.

Ground penetrating radar (GPR) is a tool that uses radar pulses to image subsurfaces, and it is a very useful sensor in the fields of defense, civil engineering, environment, agriculture, among others. “In civil engineering, the information of the vertical structure of the stratified media can be extracted from radar profiles using echo detection and amplitude estimation. Echo detection provides the time delay estimation (TDE) associated with each interface (which provides important information about the probed media structure), whereas amplitude estimation is used to retrieve the wave speed within each layer [41].” In [41] a combined approach of SVR and forward-backward linear prediction (FBLP) [42] is presented to solving it. The objective function of SVR as formulated in the complex domain using Wirtinger’s calculus as it is done in [14]. The experimental results using overlapping and nonoverlapping signals and limited snapshots show that FBLP-SVR outperforms standard FBLP and forward linear prediction (FLP) [43]. Furthermore, FBLP-SVR requires only one snapshot to function. Signals of the geo-positioning system (GPS) and multichannel human heart rate during a very long cycling episode are analyzed in [44] to determine the specific biomedical features, obtain a relation between the heart rate and slopes for downhill and uphill cycling, and the mean heart rate evolution on flat segments. The signals are pre-processed using low-pass finite impulse response (FIR) noise-filtering. In addition, uniform resampling, GPS, and Google maps region information data are merged, and segments of signal patterns are selected to fulfill some criteria (altitude gradient within given limits for uphill, downhill, or flat cycling). Then, the cross-covariance function and the correlation coefficient between data segments are computed to select the data segments that have 95% confidence related to the regression lines. Then a three-feature vector is made for each cycling segment and a two-class classification is performed using NN, complex SVM of Bouboulis et al. [14], and the k-nearest neighbor method, to distinguish between the mean altitude less than 1500 m and greater than 1500 m. The experimental results show that a higher classification accuracy was achieved by NN with sigmoidal transfer functions in the first layer and the probabilistic softmax transfer function in the second layer. The output layer provides a probability for each class based on Bayes’ theorem. This is an example of the application of a complex SVM with real-valued data. When the data is not naturally embedded in complex or hypercomplex spaces, the advantages are usually not as great compared to real-valued approaches, such as the NN of this case.

In Table 2, the applications mentioned in this subsection to solve signal processing problems are presented in a compact manner.

| Ref./Year | Application | SVM Extension Used |
|-----------|-------------|--------------------|
| [38]/2004 | Beamforming problem | Modification of MVDR and a complex-valued SVM. |
| [33]/2012 | DOA estimation problem | CSVM-MVDR [9], SVM-MUSIC, SS-CSVM-MVDR and SS-SVM-MUSIC |
| [32]/2016 | Classification of four types of human heartbeat using ECG signals as the input data | Multi-class complex-valued SVM [14] |
| [44]/2017 | Determination of biomedical features during cycling episodes from GPS and multichannel human heart rate signals | Complex-valued SVM [14] |
| [41]/2018 | Echo detection and amplitude estimation of GPR signals | Combined approach of a complex-valued SVR and FBLP |
3.2. Pattern Recognition and Classification

In 2016, a survey of advances in image analysis and multi-channel classification for terahertz (THz) pulse imaging and dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) was provided in [45]. The extension of SVM to Clifford SVM [8,9] is analyzed as an image classification method that uses the high-grade elements of the multivector (elements of grade > 0, i.e., elements that are not the scalar element of the multivector) to describe the multi-channel image, as well as the application of extreme learning machine (ELM).

In [46], the authors show the use of geometrical algebra in the most convenient way to deal with pattern description for higher dimensional spaces. A GA-SVM was applied to classify substances based on their THz spectra, and the results were compared with those obtained using a real-valued SVM. Using the GA framework, it was proved that substances with different thicknesses have coplanar multivectors, which allowed the authors to classify them. The method showed to be dispersion-independent and improved the accuracy and robustness regarding the real-valued SVM.

A modification of the CSVM of [9] involving a multi-output support vector regression (MSVR) model with geometric rotation invariance using GA was proposed in [47]. The main difference between [9] and [47] is that in [9], the primal equation is considered one independent slack variable for each input data multivector and for each multivector component (i.e., one slack variable for each different-grade element of the multivector per each input multivector). This could lead to treating each input sample unfairly, according to the authors of [47], although it is the CSVM key to solving one optimization problem per different-grade element of each input multivector and using the hypercomplex kernel to obtain the direct sum of the linear spaces to obtain multi-classification. Conversely, in the proposal [47], one slack variable is defined for each input multivector data. The experiments show an application of the MSVR to remove clouds in remote-sensing images. A multi-output SVM was used to detect ground objects, thin clouds, and thick clouds. After the detection, the SVM is combined with a support vector value contourlet transform (SVVCT) to achieve multi-scale, multi-direction, and multi-resolution decomposition of remote sensing images. The algorithm presented is effective in removing clouds, but very complex and proportional to the number of decomposed subbands.

Tasks of pattern recognition using iris data and breast cancer data were performed in [48] and respective recognition rates of 96% and 97.8% were obtained by an extension of a CSVM [9]. Object recognition problems using synthetic and real-object data were solved in [9]. Each object was described using a sequence of quaternions, and each quaternion contained the information of 3D key points of the object surface, in such a way that the object shape is entirely represented by a sequence of quaternions. A CSVM with a quaternion-valued Gaussian kernel was used to classify the objects. A six-class of synthetic objects and another six real objects sensed by a stereo camera were recognized, obtaining a minimum of 87.87% in recognition accuracy and a maximum of 96.15% for the synthetic objects in test phase. Meanwhile, 60% as minimum recognition accuracy for real objects and 84% as maximum recognition accuracy were obtained for test phase. In [14] two multiclass classification experiments were conducted using the MNIST database of handwritten digits. In both experiments, the images of each digit were preprocessed using a Fourier transform, and the 100 most significant complex coefficients of each image were used as the input data. In the first experiment, the one-versus-all real-valued SVM was compared with a quaternary complex SVM. The hypercomplex-valued SVM approach outperformed the real one by obtaining an error rate of 3.46% vs. 3.79%. In the second experiment, only the first four digits of the MNIST database were used as it was shown that a complex pair of hyperplanes separate the space of complex numbers into four parts. Thus, the four-class problem is naturally solved in a complex space. A quaternary complex SVM was compared with a one-versus-three real-valued SVM. The error rate for the complex SVM was a little higher (0.866%) than the one obtained with the real-valued SVM (0.721%). “However, the one-versus-three SVM task required about double the time for training, compared to the complexified quaternary SVM.” This is
because the real-valued approach solves four optimization problems, while the complex-valued solves two distinct SVM tasks. See Section 2.2.5.

In Table 3, the applications mentioned in this subsection to solve pattern recognition problems are presented in a compact manner.

| Ref./Year | Application                                                                 | SVM Extension Used                                                                 |
|-----------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| [9]/2010  | Object recognition problems using synthetic and real-object data             | CSVM of [9]                                                                        |
| [48]/2013 | Pattern recognition using iris data and breast cancer data                  | Extension of a CSVM [9]                                                            |
| [47]/2014 | Object recognition and remotion of clouds in remote-sensing images          | Modification of the CSVM of [9] involving a multi-output support vector regression combined with a support vector value contourlet transform |
| [14]/2015 | Multiclass classification experiments using the MNIST database of handwritten digits. | Complex-valued SVM [14]                                                          |
| [45]/2016 | Survey of advances in multi-channel classification for THz pulse imaging and dynamic contrast-enhanced MRI | Clifford SVM [8,9]                                                                |
| [46]/2016 | Classification of substances based on their THz spectra                     | GA-SVM                                                                            |

3.3. Time-Series Prediction and Function Approximation

In [23] (Section 2.2.3), using complex-valued SVR called $\epsilon$-complex SVR, a function approximation experiment was conducted in which the Laplacian and Gaussian noises were added to a complex function. In the presence of the Laplacian noise, the C-SVR of Bayro et al. [7,8] performed better than the $\epsilon$-SVR, the LS-SVR, and the M-SVR. Meanwhile, a function added with the Gaussian noise was better-approximated by the $\epsilon$-SVR. In addition, in [23], a chaotic time-series prediction task was solved. With the Lorenz attractor [49] data, the authors derived an eight-step predictor with an $\epsilon$-quaternion-valued SVR, and the rotationally invariant loss function defined by their approach allows the production of better models compared to those obtained using the C-SVR.

It is important to note that the solution to the set of equations that models the Lorenz attractor has several applications in physical systems that show chaotic behavior; thus predicting and identifying chaotic systems using complex- and hypercomplex-valued SVRs is a promising application that could lead to obtaining better accuracies than approaches that use real-valued regressors or predictors.

Two experiments in time-series prediction using a recurrent SVM was presented in [9]. The authors designed a recurrent prediction system that consisted of a long short-term memory (LSTM) [20] neural network connected to a CSVM. The LSTM module solves the problem of identifying temporal dependencies between input and output data; meanwhile, the CSVM provides precision to the prediction system by optimizing the learning of the data mapping. For this, the water levels in the Venice Lagoon during the periods from 1980 to 1989 and 1990 to 1995 were used as the input data. Four-hundred records were used for training and 600 to be predicted by the LSTM-CSVM, the minimum training error was 0.0019. In the second forecasting experiment, the Mackey-Glass time series data was used and the LSTM-CSVM achieved the lower error compared to error of Echo-state networks [50], Evolino [51,52] and LSTM.

In addition, in [9], a case of multiple function approximation was solved using a CSVM. Two different functions involving $\sin()$ and $\cos()$ were interpolated at the same time, with a two output CSVM in which 50 points of each function were used to train the CSVM and experiments interpolating 100 and 400 points were performed, obtaining highly accurate values.
In [14], a complex-valued function such as $\text{sinc}(\cdot)$ was approximated using a real CSVR and a DRC-SVR (see Section 2.2.5). The results obtained shows that the DRC-SVR “fails to capture the complex structure of the function”, and, on the other hand, the CSVR estimates the function with a mean MSE that is equivalent to $-15.75$ dB, vs. $-10.42$ dB of the DRC-SVR.

In Table 4, the applications mentioned in this subsection for solving time-series prediction and function approximation problems are presented in a compact manner.

**Table 4.** Applications of complex and hypercomplex SVMs for time-series prediction and function approximation problems.

| Ref./Year | Application | SVM Extension Used |
|-----------|-------------|--------------------|
| [23]/2010 | Complex function approximation with Laplacian and Gaussian noises and chaotic time-series prediction | $\varepsilon$-SVR of [23] and complex valued SVR of [7,8] |
| [9]/2010  | Time-series prediction using Venice Lagoon and Mackey-Glass datasets | Combined recurrent system of LSTM-CSVM |
| [9]/2010  | Complex function approximation $\text{sinc}(\cdot)$ and $\text{cosc}(\cdot)$ | CSVM |
| [14]/2015 | Complex function approximation of $\text{sinc}(\cdot)$ | Complex-valued SVM [14] |

### 3.4. Frequency Domain Processing, Linear and Nonlinear Filtering

For solving handwritten character recognition using the fast Fourier transform (FFT) coefficients of data from MNIST, fashion MNIST, extended MNIST and Latin OCR benchmark databases a complex-valued neural network with kernel activation functions (KAFs) was presented in [53]. Even though this approach is applied to neural networks instead of SVMs, it is included in this survey to represent one of the proposals to solve one of the main issues of complex or hypercomplex SVMs. It is the design of kernels that process this type of data, and that could be used with all the SVM extensions of the Section 2. Thus, in [53] the ideas of [54–56] are combined to design a widely linear kernel activation function model (WL-KAF). The WL-KAF allows the NN to learn the shape of a non-parametric kernel activation function defined in the complex domain by modeling each activation function “with a small number of complex-valued adaptable parameters, representing the linear coefficients in a kernel-based expansion”, and by using widely linear framework; the model was extended to widely linear kernels with more expressiveness than the classic KAF [54]. This is due to the fact that the classic KAF loses two outputs from the complex kernel by forcing the real and imaginary constraints to be equal, and the cross terms are equal with the scale factor of $-1$. The WL-KAF approach applied for solving the frequency domain representation of the handwritten characters achieved better accuracy than the real-valued NN.

Nonlinear channel equalization (NCE) applications using the kernel ridge regression (KRR) with quaternion kernels are shown in [57]. The transmission channel was modeled as a linear filter with a memory-less nonlinearity stage corrupted by noise. Then, a Gaussian quaternion-valued kernel was designed and used in KRR to identify one original message among the noisy measurements. The signals were described as quaternions and, in the comparison analysis performed the quaternion-valued kernel outperformed the real-valued, obtained better accuracy thanks to its ability to capture data geometric and topologic relationships.

In [11,14,23] the linear and nonlinear channel equalization, channel identification and filtering problems were tackled. See Sections 2.2.1, 2.2.2 and 2.2.5.

In [12], the authors consider an application for solving the equalization of a 4-symbol quadrature amplitude modulated (4-QAM) signal over a complex linear communication channel that was added with Gaussian noise, Section 2.2.2.

The frequency estimation problem was solved in [58,59], where a complex-valued support vector autoregressive technique was used. In [59], the autoregressive moving average (ARMA) system
identification and non-parametric spectral analysis were formulated using a framework that allows
the authors to identify the Hilbert signal space in the model, define a robust cost function, and
minimize a constrained and regularized SVM-like functional with Lagrange multipliers method. Then,
a generalized formulation of SVM for dealing with linear signal processing problems was established.

In Table 5, the applications mentioned in this subsection for solving frequency domain processing,
and linear and nonlinear filtering problems are presented in a compact manner.

**Table 5.** Applications of complex and hypercomplex SVMs for frequency domain processing, linear
and nonlinear filtering problems.

| Ref./Year | Application | SVM Extension Used |
|-----------|-------------|--------------------|
| [59]/2005 and [58]/2011 | Frequency estimation problem | Complex-valued support vector autoregressive technique |
| [11]/2004, [23]/2010 and [14]/2015 | Linear and nonlinear channel equalization, channel identification and filtering problems | Complex valued SVMs of [11,14,23] |
| [12]/2007 | Equalization of a 4-symbol qudrature amplitude modulated (4-QAM) signal over a complex linear communication channel that was added with Gaussian noise | Complex valued SVMs |
| [57]/2014 | Nonlinear channel equalization | Kernel ridge regression with quaternion kernels |
| [53]/2019 | Handwritten character recognition using the fast Fourier transform (FFT) coefficients of data from MNIST, fashion MNIST, extended MNIST and Latin OCR benchmark databases | Complex-valued neural network with kernel activation functions |

### 3.5. Robotics, Computer Vision

An approach to predict 3D rotation and 3D transformations using computer vision data is
presented in [8]. Using a multivector-valued SVM and the GA framework [16,17] the authors solve
the problem of rigid motion estimation that is necessary for a robot gripper to move along a 3D curve.
With the 3D target position computed from the images of a stereo camera system, the SMVM estimates
the motion of the gripper as a sequence of multivectors of the motor algebra $\mathbb{C}^{\mathbb{R}}_{3,0,1}$. For the problem of
3D pose estimation, a trinocular camera, a triangulation algorithm, and the Hough transform were
used to obtain relevant 3D points of an image, from which the 3D lines and their intersection points
were computed using a regression to correct the distorted 3D points and to avoid the problem of
occluded objects. Once the points, lines, and planes to describe object shapes as multivectors of the
motor algebra are represented, they are used to train an SMVM that returns the multivector pose of
the described object as two points lying on a 3D line, which were used as reference points on which
the robot gripper has to position itself in order to hold the object.

Another proposal for predicting 3D transformations is presented in [60]; they used a technique
that approximates the error metric for the blending of unit dual quaternions. The authors used the GA
framework to represent the 3D rigid transformation as a unit dual quaternion as in [61]. Then, with
observations that are pairs of joint angles and rigid transformations of the fingertip relative to its root,
regressors were constructed to predict the position and orientation of a fingertip with two rotational
joints without any knowledge of its kinematic model. The authors also proved the effectiveness of
their method in predicting the elastic deformation markers positions on a balloon as it is squashed,
constructing the regressors of 3D rigid transformations of the marker and using those regressors as the
3D shape of the balloon. The regressors used were DQ regression, SVR, and ridge regression.

In [57], KRR was used to simulate 3D inertial body sensor data. This is usually used in robotics
to teach humanoid robots motion and movement. The paper explores “the existence and uniqueness
conditions of quaternion reproducing kernel Hilbert spaces (QRKHS)” to aid in the designing of the
quaternion-valued kernels that are needed in hypercomplex SVMs and SVRs. Examples of quaternion-valued kernels were designed: the quaternion cubic kernel and the quaternion-valued Gaussian kernel. The first kernel mentioned was used in KRR to perform a one-step-ahead prediction of the limb trajectory in Tai Chi sequences, and a comparison of the results between the KRRs was performed using real, vector, and quaternion cubic kernels. The quaternion-valued kernels were shown to obtain lower mean squared errors than their real-valued counterparts. The authors argue that it was done because the hypercomplex-valued kernels “capture the inherent data relationships in a more accurate and physically-meaningful way, while being robust to overfitting”.

The real- and quaternion-valued Gaussian kernels were used in KRR to perform channel equalization. See Section 3.4.

Even when an SVR was not used in the above two applications, quaternion-valued kernels were designed and proved in real applications and their advantages over real-valued kernels were demonstrated. The advantages of using quaternion-valued kernels could be extended when SVR is used instead of KRR.

Another technique that can be used to teach robots human movement and motion is the one presented in [13] and revised in Section 2.2.4. Here, an octonionic SVR was applied to the biomechanical study of human locomotion, called the gait analysis. The objective for the regressor was to estimate correct measurements of key events of the endpoint foot trajectory during human treadmill walking. The task was achieved with high accuracy.

All the above proposals to predict 3D transformations could be used in robotics, computer vision and computer graphics to model motion and 3D shapes, simulation of the interaction between robots and their environment, predictive control, and structure from motion, among others. The robot path-planning problem was addressed in [9]. This problem was solved using an LSTM-CSVM recurrent system and training the LSTM module with reinforcement learning (RL). A labyrinth environment was modeled as an occupation grid. Each observation of the navigator robot was described using a quaternion, where each element of the quaternion indicates if one robot sensor reads 0, and if the next cell of the grid was free or 1 if it was occupied by an obstacle. A cross-neighborhood, as regards the actual position of the robot on the grid, was used, thus, four inputs of one quaternion were used to describe an observation (forward, backward, left, and right), and two positions of a second quaternion were used for determining the 2D coordinates of the position of the robot on the plane. The four outputs were packed in a quaternion, and they represented the action that the robot has to perform in the actual state to get the maze output (go forward, backward, left, or right). In order for the path-planning system to be used, firstly, this had to be trained using some mazes, and then proven with never-before-seen mazes. Therefore, once the path is computed, the robot can follow it in real time. Here, the hypercomplex inputs and outputs were used to get a MIMO SVM that reads two quaternions and returns one. See Section 2.1.

In Table 6, the applications mentioned in this subsection for solving robotics and computer vision problems are presented in a compact manner.

| Ref./Year | Application | SVM Extension Used |
|-----------|-------------|-------------------|
| [8]/2001  | Prediction of 3D rotation and 3D transformations using computer vision data | Multivector-valued SVM and the GA framework |
| [9]/2010  | Robot path-planning | Combined recurrent system of LSTM-CSVM |
| [13]/2012 | Study of human locomotion (the gait analysis) | Complex valued SVR |
| [57]/2014 | Simulation of 3D inertial body sensor data | KRR using quaternion-valued kernels |
| [60]/2017 | Prediction of 3D transformations | DQ regression, SVR and ridge regression to approximate the error metric for the blending of unit dual quaternions |
4. Conclusions and Prospective Work

In this survey, several proposals were reviewed to extend the Support Vector Machine algorithm to deal with complex and hypercomplex-valued inputs, outputs, and kernels. The first attempts to achieve this consisted of splitting the complex and hypercomplex numbers into real and complex (hypercomplex) parts, and then solving the optimization problems independently in the real domain. Then, it was proven that this approach loses the benefits of the complex (hypercomplex) spaces, such as sparsity and geometric and topologic features that the vectors (multivectors) have when are embedded in their spaces. All the proposals that exploit these features by solving the SVM optimization problem in its complex (hypercomplex) space were proven to achieve higher accuracies than those that solve the problem using splitting procedures.

The most complete and general extensions of SVMs, that deal with complex/hypercomplex-valued data are those that, besides considering input and output data that is complex/hypercomplex valued, define the optimization problem (primal and dual problems) and the kernel using complex and hypercomplex algebras and calculus frameworks, such as Clifford and GA, widely linear analysis and Wirtinger’s calculus; although it was also proved [14] that the design of a complex/hypercomplex-valued kernel that maps the input data onto a complex/hypercomplex RKHS is the key to obtaining the benefits of solving the problem in these spaces, such as the preservation of the geometric and topological special features of these spaces.

Therefore, for dealing with data that is naturally embedded in complex (hypercomplex) spaces the approaches that were presented in the Section 2 of this paper are the best choices to obtain higher accuracies and lower run time in problems of classification and regression.

Another important conclusion is about the compatibility of the complex numbers and their frameworks with the wave nature due to the waves have intensity and phase, so two numbers are needed to describe it.

In the applications section, it is shown that the extensions of SVM that were designed using complex and hypercomplex mathematical tools can solve efficiently and effectively real-world problems that involve the processing and classification, interpolation, or regression of complex signals, frequency domain data, ECG signals, MRI data, chaotic time series, complex/hypercomplex forecasting, approximation of complex/multiple functions, complex beamforming and DOA, GPR and GPS data, linear and nonlinear complex filtering, pattern recognition, robotics, and computer vision, among others.

Regarding the prospective of complex/hypercomplex extensions and applications of SVMs, one promising development is wave informatics because, as it was said before, the natural compatibility between complex numbers and waves. The applications are important and numerous as they can be seen in Section 3.

Another area of opportunity for researching is the processing, classification, regression, prediction, identification, and simulation of chaotic systems. All the deterministic aperiodic system that is sensitive to the initial conditions is called a chaotic system. Their study is very important as some chaotic systems examples are the weather, some electrocardiograms, and encephalograms time series, the stock market time series, and fractals, among others. These systems are also naturally modeled using complex-valued functions, and therefore, the extensions of complex-valued SVMs are the best-suited to process them.

As was mentioned, perhaps the most general extension of complex/hypercomplex valued SVMs is the one presented in [9]. Here, the use of GA framework allowed the authors to define an SVM problem that processes complex/hypercomplex-valued inputs, outputs, and kernels. Nevertheless, the design of complex/hypercomplex kernels remains a main open issue to explore the extensions of SVM to higher-dimensional hypercomplex spaces (more than quaternions, dual quaternions, or octonions). Thus, exploring the definition of high-dimensional Clifford and/or GA to design hypercomplex kernels, and to exploit the benefits of the sparsity of these vector spaces and their power of geometric expressiveness is a promising research area. Even in hypercomplex high-dimensional Clifford and/or
GA, the design of kernels may not be necessary because the sparsity could make it possible to obtain linear functions to correctly separate the input data, reducing the complexity of the SVM algorithm in both training and testing stages.

This exploration of higher-dimensional hypercomplex GA could benefit the application of hypercomplex SVMs to simulate another main issue of chaos theory: the geometry of fractals and even the identification, modeling and control of chaotic dynamic systems. The geometry of fractals is defined as the geometry of nature, chaos, and order. The geometric shape of fractals describes sinuous curves, spirals, and filaments that twist about themselves, giving elaborate figures whose details are lost in infinity. Therefore, using very higher-dimensional GA, fractals could be described as nonlinear combinations of the highly complex geometric entities that can be defined in that higher-dimension GA as multivectors, and a hypercomplex-valued SVM could approximate those multivectors. Now, the problem of exploring these GA seems to be a computationally expensive and complex task, but the emergence of another new area of research could make it possible: quantum computing.

Quantum computing stands as another prospective area of research and application of complex and hypercomplex-valued SVM and as an opportunity to develop any type of complex/hypercomplex-valued machine learning techniques [62–67]. Quantum computing is a new computational paradigm that uses the quantum theory to develop computer technology. In this computing technology, the quantum system qubit is used instead of the classic computational paradigm’s bit. Quantum systems are those that exhibit both particle and wave-like behavior. Therefore, modeling this dual behavior using complex numbers would seem to be natural, wherein the real part could be used to represent particle behavior and the imaginary part to describe wave phase that gives rise to the interference patterns. Quantum computing has made it possible to solve some problems that cannot be solved using classic computing, such as the factoring of integers and discrete logarithm computation. In this paper, it has been shown that when data of a problem fits well with the wave nature of complex (hypercomplex) numbers, it is better to use an algorithm that works in the vector space in which the fitted data is defined in order to take advantage of their geometric relationships and distributions. Hence, the reviewed extensions of SVMs are suited to deal with the basic unit of quantum information, the qubit.

In Figure 1 several prospective and promising works to continue developing theory and applications of complex and hypercomplex SVMs are illustrated.

**Figure 1.** Prospective works of complex and hypercomplex SVM extensions.
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