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Abstract

Here, we report a case study implementation of reinforcement learning (RL) to automate operations in the scanning transmission electron microscopy workflow. To do so, we design a virtual, prototypical RL environment to test and develop a network to autonomously align the electron beam position without prior knowledge. Using this simulator, we evaluate the impact of environment design and algorithm hyperparameters on alignment accuracy and learning convergence, showing robust convergence across a wide hyperparameter space. Additionally, we deploy a successful model on the microscope to validate the approach and demonstrate the value of designing appropriate virtual environments. Consistent with simulated results, the on-microscope RL model achieves convergence to the goal alignment after minimal training. Overall, the results highlight that by taking advantage of RL, microscope operations can be automated without the need for extensive algorithm design, taking another step toward augmenting electron microscopy with machine learning methods.
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Introduction

Continued advancement of (scanning) transmission electron microscope (STEM) technology has produced an ever expanding repertoire of imaging and spectroscopy techniques with which to probe materials and their defects (Ede, 2021b). Through this growing complexity, challenges are presented in the form of time and experience needed to become proficient at using the microscope. Even for experienced users, the data collection process often begins with potentially time-consuming alignments, finding a region of interest, setting up the sample alignment (tilting), and determining optimum experimental conditions. Consequently, relatively small volumes are typically studied within a reasonable time frame. Combined with a limited field of view, this can lead to poor representation of the statistical average of the bulk material. Improving the user experience and acquisition efficiency of the electron microscope, therefore, has significant implications for materials research and data significance.

Augmentation and automation of electron microscopy have the potential to address instrument complexity while improving reproducibility and precision of microscope control. For example, automated imaging, data processing, and analysis have already proven essential as part of the workflow for biological studies with cryo-electron microscopy (CryoEM) (Callaway, 2020). In this rich ecosystem, many open source and commercial solutions have been developed, offering automated control, real-time sample and microscope feedback, and even live data streams for processing and analysis (Tegunov & Cramer, 2019; Yin et al., 2020; Thermo Fisher Scientific, 2022).

In contrast to biological microscopy, automation for materials science studies are complicated by far greater sample heterogeneity and a broader range of operating conditions. The structural and chemical analyses of catalysis nanoparticles, for example, are critical to understand functionality. Acquiring statistically significant atomic resolution measurements of such particles is, however, challenging (Navalón & García, 2016; He et al., 2021). Likewise, for the investigation of short-range order or clustering, where local chemistry varies and has implications for electrical or mechanical properties, atomic resolution imaging and large area mapping are both necessary and time-consuming for manual analysis (Li et al., 2019; Kumar et al., 2021). For doped materials such as semiconductors or solid-state systems, low concentrations of dopants often present a challenge for locating, imaging, and analysis (Gunawan et al., 2011; Yang et al., 2021). These issues are magnified with a beam-sensitive material, where juggling alignment of the sample and imaging/spectroscopy parameters can limit reproducibility.

To increase statistical sampling with electron microscopy in materials science, incorporating flexibility and “intelligence” within control algorithms is critical (Spurgeon et al., 2021). Significant progress has been made in open-source hardware control (Mastronarde, 2005; Nion Swift, 2022; Py-JEM, 2022) and data acquisition and analysis (Ziatdinov et al., 2021a; Harris, 2022) that set the stage for these automated experiments. Furthermore, the adoption of machine learning (ML) and general artificial intelligence (AI) in these software packages shows the interest and promise of these tools as potential solutions for intelligent algorithms (Ge et al., 2020; Ede, 2021b). When combined...
with control systems and analysis tools, ML has been demonstrated to guide autonomous decision-making within experiments (Akers et al., 2021; Olszta et al., 2021; Roccapriore et al., 2021). Additionally, with recent examples of automated nanoparticle imaging (Ususima et al., 2019), structure identification (Ziatdinov et al., 2017, 2021), imaging (Uusimaeki et al., 2019), and chemical analysis (Han et al., 2021; Ragone et al., 2022), the future of supervised and unsupervised learning in microscopy is promising.

Advancements in reinforcement learning (RL), another paradigm of ML, have the potential to enhance data collection and microscope workflows. These algorithms have been demonstrated to achieve beyond-human performance in increasingly complex systems, such as high-skill games (Silver et al., 2016; Vinyals et al., 2019). In the context of electron microscopy, this family of algorithms can provide a robust approach to augmentation and automation for materials characterization through instrument control. For example, RL has already been shown to tackle specific optimization challenges, such as compressed sensing through partial scanning (Edé, 2021a), electron beam-induced atomic assembly (Vasudevan et al., 2021), and autofocus (Lee et al., 2021). The ability of these algorithms to interact with complex environments is apparent, yet the general design approach for systematic automation of the microscope using RL can benefit from further evaluation (Kober et al., 2013). Moreover, by designing simulated environments and leveraging off-the-shelf algorithms, RL can breathe new life into standard microscope interfaces and functionality through augmentation of the imaging process.

In this work, we report a case study implementation of reinforcement learning to augment the STEM workflow autonomously aligning the bright-field disk. While a brute-force approach to this task may involve iterating over shift values using gradient descent or grid search methods with calibrated deflections, we demonstrate the potential of RL-based microscope control using a simple, proof-of-concept task: centering the STEM bright-field disk to a target location, for example, centered to a detector. With insights that can be extended or generalized given current microscope control frameworks and cross-task similarity and modularity, details of environment design, algorithm implementation, and hyperparameter optimization are discussed. We show the feasibility of offline design and tuning applied to online training and validation, achieving successful centering without prior knowledge of the action space (shift axes and step calibration). These results provide initial guidelines for RL environment design, complementing existing efforts to automate operation experimentation and offering insight into important considerations for RL-based microscope control.

Reinforcement Learning

Overview

Reinforcement learning describes a family of algorithms in which an agent interacts with an environment and receives feedback in the form of an observation. Using the observation, the agent then selects another action in the environment and observes the following response, with the ultimate objective of maximizing a cumulative reward function. This reward is usually maximized by attaining a goal state, upon which the interaction period, or episode, ends (Sutton & Barto, 2018).

An example of the RL approach is seen in Q-Learning, where an agent learns to take discrete actions across a set of states to maximize its expected episode reward. After repeatedly interacting with the environment over many timesteps, the Q-value function, used to estimate the future reward of present actions and states, is updated, and future actions are chosen in order to maximize the total reward. In essence, the agent learns an accurate value function to estimate the future reward and guide decision making, as well as a successful action strategy, or policy, using this value function.

Moreover, in RL environments with continuous actions or observations, such as in the control systems of electron microscopes, calculating the value function across all actions and states suffers from the curse of dimensionality. As a result, different RL agents have been developed to address the challenges of navigating nearly infinite states or actions. For example, actor-critic frameworks aim to separately learn a value estimator and action estimator, allowing states and actions to be learned separately and decreasing the number of samples needed to form a successful policy (Sutton & Barto, 2018). These types of algorithms have been demonstrated to thrive in complicated environments, including robotic control and advanced physics simulators (Lillicrap et al., 2015; Brockman et al., 2016). In particular, Soft Actor-Critic (SAC) is a type of actor-critic method that establishes a trade-off between state-action exploration and maximizing future rewards. The long-term expected reward (exploitation) and entropy (exploration) are balanced using an entropy coefficient in the value estimator, which can be automatically optimized during learning. Haarnoja et al. (2018b), for example, have shown the stable learning and sample-efficient behavior of SAC in a variety of virtual and real-world robotic control environments.

The microscope operation is also characterized by a large state space and can be defined as optimization of specific imaging conditions over a complex combination of parameters. Collecting data often requires continuous adjustments of several parameters (e.g., beam deflection, stage movement, etc.) with sparse feedback in the form of an image or value (e.g., diffraction pattern, screen current, etc.). Reinforcement learning, thus, offers a well-suited method for optimization of these challenges (Lillicrap et al., 2015). Using this model, the available actions for an RL algorithm encompass those also accessible to the standard user, such as lens adjustments, and the states or observations can be either directly read or, like a human user, inferred from visual feedback. In addition, typical electron microscope operation can be broken down into smaller subtasks. These subtasks share many commonalities, such as centering a feature (the beam or diffraction pattern), maximizing a value (focus/image contrast, beam current, etc.), or “reading” a diffraction pattern (symmetry, thickness estimation, etc.). Consequently, an RL implementation may also be partitioned, reducing the complexity of any individual challenge. For example, centering of the bright-field disk or convergent beam electron diffraction (CBED) pattern is a procedure that has significance on STEM image formation, since proper alignment with respect to individual STEM detectors can impact the image intensities and contrast (LeBeau & Stemmer, 2008; Findlay & LeBeau, 2013). As a result, this challenge presents an exemplary model to guide the development of simulated and on-microscope environments for RL-based control.

Design and Implementation

The OpenAI Gym (Brockman et al., 2016) template for environment design was used to develop the simulated and on-microscope RL environments in order to take advantage of its standardized API and RL agent compatibility. For alignment
of the bright-field disk, vector inputs and outputs were chosen in lieu of complete images. The observation state included: difference between the measured center of mass and the goal position \((dx, dy)\), True/False if either one of the residual coordinates are zero \((dx = 0, dy = 0)\), and an arbitrary “step size” multiplier, to account for magnitude differences between shift values and on screen movement. The disk center of mass was calculated on a sub-pixel basis using the raw camera pixels and subsampled with a pre-specified number of bins for the RL environment. We note that the center of mass provides a robust method for measuring the position of the bright-field disk for most imaging doses, except when the intensity of the pattern approaches the level of noise due to camera limitations or improper gain and exposure correction. In our case, a total probe current of 10 pA corresponding to 0.0035 pA/px of the bright-field disk yielded stable center of mass measurements, though this may be improved with optimized camera settings (gain, gamma, etc.).

The environment was automatically reset to a random position on the screen when (1) the goal position was attained, (2) the beam was outside the threshold, or (3) the step limit was reached. During development, the environment complexity was increased from a simple 2D observation space and discrete action space to a continuous action space scaled to more closely match the microscope shift range available. Random offsets to the \(x\)-\(y\) axes rotation and random noise of the action were implemented to account for any nonlinearity or noise in the actual system.

The final stepwise reward, given by Equation (1), was carefully tuned during initial testing of the environment. If the bright-field disk center of mass moves closer to/further from the goal position than in the previous step, the reward is \(\pm 1\), respectively. If the position is within a given tolerance from the goal in pixels, the reward for that terminal step is +100, and if the disk center of mass moves a certain threshold distance near the edge of the screen or the maximum number of steps in the episode is reached, the reward for the terminal step is -100. Additionally, a distance-based discount scaled to the observation space size was applied in order to further penalize movements away from the goal and offer a more informative reward. For total episode reward, the stepwise reward is summed across all steps within the episode.

\[
R(s_t, a_t, s_{t+1}) = \begin{cases} 
-1 - \frac{d_{step}}{size}, & d_{step} > d_t, \\
+1 - \frac{d_{step}}{size}, & d_{step} \leq d_t,
\end{cases}
\]

Due to the continuous control aspects of electron microscopy, an implementation of the SAC algorithm from the Stable-Baselines3 Python package was used (Raffin et al., 2019). To mitigate the issue of lengthy and costly on-instrument time needed for development and to expedite debugging and hyperparameter tuning, a simulated bright-field disk alignment environment was created with which RL experiments were performed. The simulated environment generated a similar image and output to what is received from acquisitions of the phosphor screen FluCam of the microscope.

On-microscope tests of RL were performed with a probe aberration-corrected Thermo Fisher Scientific Themis Z 60–300 kV S/STEM system. A custom Python interface, based on the Universal Scripting Engine for TEM (USETEM), was developed to continuously read and acquire the gain- and exposure-corrected image stream from the phosphor screen FluCam for training and testing of RL-enhanced functionality (LeBeau et al., 2020). Accessing this data feed is beneficial, as it offers a wealth of information regarding the microscope and sample states without needing more sensitive CCDs or CMOS sensors.

The flow of the simulated and microscope environments is shown in Figure 1. The RL agent interacted with these environments by selecting an action, receiving an observation and reward value, and updating its internal neural network weights to better estimate the rewards and best actions to take. In all, a total of 1,500 learning periods of 20,000 timesteps each were run in the simulated environment to measure the hyperparameter sensitivity of the RL algorithm. Reward design, environment subsampling, number of neurons, goal tolerance, and step size were evaluated. Total steps per episode and total episode reward describe the success and efficiency of algorithms and are used to evaluate this performance, with exponentially weighted averaging using a window of 25 points used to reduce noise for determining convergence. The resulting environment template and RL training script can be downloaded at https://github.com/LeBeauGroup/DiffAlignRL.

**Results and Discussion**

**General Performance**

The definition of a successfully trained RL algorithm is when it reaches its goal state repeatedly, with the episode reward converging to a maximum. Here, the total steps per episode and total episode reward for a typical agent is shown in Figures 2a and 2b, respectively. With the definition of success, learning in the simulated bright-field disk alignment environment yielded successful
agents well within the allotted 20,000 learning timesteps, achieving a maximum reward and minimum number of actions for correct alignment in many cases by 3,000–4,000 steps or a wall time of 3–4 min.

Two distinct intervals comprising the learning curves are seen: an initial time span of low performance and a period of rapid improvement to final optimal performance. In the first 1,000–2,000 timesteps, the number of steps per episode increases to a maximum and the total episode reward reaches a minimum negative value. Very few episodes are seen in this interval, as the position of the bright-field disk meanders on the screen, rarely reaching the terminating conditions associated with going off screen or to the goal. However, this period is quickly followed by rapid improvement, in which episodes are completed in a fewer number of steps and the total episode reward increases. In this case, either more, correct alignments or faster movement off screen would minimize the number of steps and prevent accrual of highly negative rewards.

To better understand this progress, action and observation states during specific intervals of this learning period are visualized in Figures 3 and 4. Initially, actions are sampled uniformly over the entire interval (−1, 1), with the bright-field disk frequently driven aimlessly or out of bounds, which is confirmed by looking the path of the disk within a given timestep interval.

Over the course of learning, the distribution of actions shifts toward those of larger magnitudes as the agent becomes more efficient at moving toward the goal, with the number of successes increasing for a fixed timestep window (Fig. 3). The corresponding paths of the beam show this as well, as both a higher number of total episodes and a greater number of successful alignments are achieved (Fig. 4). Eventually, a minimal number of timesteps (21.4 ± 10.4 for this experiment), equivalent to a wall time of under one second, is needed for the agent to successfully complete an alignment episode, or reach the goal condition from a typical initial starting point. These characteristics correspond to a transition from state-action sampling toward maximization of rewards. We also observe that a small increase in number of steps and two small drops in episode rewards are seen from Figure 2, which we attribute to continual adjustment of the action policy, or strategy, by exploration of states and maximization of rewards. Supplementary Material Video shows the training progression for a successful agent.

Alignment Precision/Tolerance

Accuracy and precision of bright-field disk centering using the RL algorithm is primarily affected by the pre-specified convergence conditions, or goal error tolerance, as well as the observation space subsampling, or binning, of the environment. These factors

![Fig. 2. Convergence of an agent shown by the (a) total number of steps per episode and (b) cumulative episode reward as a function of elapsed timesteps (and corresponding wall time) in the simulated environment.](image)

![Fig. 3. Evolution of actions taken with respect to learning progress in 1,000-timestep intervals for a successfully trained agent.](image)

![Fig. 4. Beam positions separated into 1,000-timestep intervals for a typical successful agent in the simulated environment. The number of successes out of the total completed episodes in each interval is shown.](image)
determine the threshold at which the disk is considered centered and the reduction in size of the two-dimensional “grid” in which the agent operates. Learning using several error thresholds and varying degrees of binning were performed to determine alignment accuracy using the distribution of final corrected positions in sub-pixel camera space, from which an expected error was calculated in terms of phosphor screen camera pixels and calibrated angular pixel size (mrad).

With the calibrated pixel size of the phosphor screen camera of 0.565 mrad/px, the value of the goal state is given as a sub-pixel numerical value in camera space before environment binning. An optimally accurate algorithm is observed with no camera binning and 0 binned pixel tolerance, yielding an expected root-mean-square (RMS) centering error of less than half a camera pixel, corresponding to sub-0.5 mrad (Fig. 5a). Additionally, the successful terminal states appear to be uniformly distributed over one pixel, with a mean square error (MSE) of approximately 0.137 mrad. With additional binning, the larger environment pixel size yields an increase in RMS centering error, with the distribution spreading to approximately 8 mrad for the most generous error tolerance and 4:1 camera pixel binning (Figs. 5b, 5c).

As may be intuitively expected, achieving tighter tolerances in an exponentially larger state space has consequences for convergence time. A longer time to convergence of the RL algorithm is observed for decreasing binning (i.e., more pixels) of the environment space, with correspondingly lower rewards as well (Fig. 6a). This can be directly attributed to the many more samples needed to thoroughly explore and form an optimal policy, and further training beyond 20,000 timesteps may address this issue. Perhaps counter-intuitively though, given a degree of binning, there was no clear or consistent relationship between convergence time and goal error tolerance, except for the tightest threshold of 0 pixels (Fig. 6b). We attribute these results to the size of the observation space, which is related to the degree of exploration necessary to form an optimal policy. In contrast with the exponential decrease in the number of states associated with increased binning, a larger goal tolerance decreases the number of nongoal states by only those few within the tolerated range of distances. Additional ambiguity in the effect of these hyper-parameters on learning performance across different experiments may be in part due to the stochastic nature of RL, which presents a continual difficulty for reproducing RL behavior despite knowledge of hyperparameters (Islam et al., 2017; Henderson et al., 2018; Lynnerup et al., 2019). With the current example and set of experiments, however, the trade-off between run time and error influenced by goal tolerance appears to be minimal compared to the effect of environment binning.

We highlight that the environment defines the observed position of the bright-field disk as a difference with respect the goal, and the stepwise reward is calculated based on this difference as well. Thus, similar performance should occur for any arbitrary goal position, e.g., detector center, assuming the lens response is approximately linear over the total shift range. If alignment is performed at finer camera pixel size (in mrad), the algorithm precision may also be improved without significant changes in the RL algorithm. At too fine of a sampling interval (or large observed step size from an action), the actual action to alignment shift mapping will exceed the bounds of any pre-trained action

**Fig. 5.** Final successful states from all simulated environment tests as a function of goal error tolerance and (a) 1:1, (b) 2:1, and (c) 4:1 raw camera pixel binning, and corresponding distributions of root-mean-square (RMS) centering error in calibrated pixel size (mrad). The y-axis of RMS centering error plots is given as a density normalized to the total number of successes for each combination of error tolerance and binning degree.

**Fig. 6.** Total steps per episode and total episode reward for (a) different environment binning and (b) different environment goal tolerances. Each line in (a) represents the average over 60 experiments while each line in (b) represents the average over 80 experiments, and the shaded area shows one standard deviation. A clearer distinction in performance is seen by varying the number of observable states. The black horizontal lines indicates an episode length of 100 and a positive reward threshold for the episode length and reward curves, respectively.
mappings, and measurement of the center of mass may be problematic given the size of the bright-field disk on the camera. In this case, adjustments to the scaling of the microscope diffraction shifts or measurement of the center of mass will be necessary to avoid immediately driving the beam off screen.

**Reward Function Design**

During learning, the RL algorithm observes only the rewards encountered, rather than the explicit reward function, making calculation of the optimal policy based solely on feedback received from interacting with the environment. As a result, shaping the reward has been shown to have a significant impact on successful learning (Sutton & Barto, 2018). In addition, the performance of the SAC algorithm is shown to be sensitive to proper reward weighting in context with the action and observation space (Haarnoja et al., 2018).

From tests in the simulated alignment environment, non-informative or sparse rewards decreased the likelihood of successful convergence during 20,000 timestep learning periods (Figs. 7b, 7c) compared with a more informative reward (Fig. 7a). Without appropriately weighted rewards, the algorithm did not reliably converge to the goal state within the allotted timesteps. A stepwise reward with a distance-based penalty resulted in a higher average reward and lower average episode length over all tested hyperparameters. Without a distance-based discount of the reward, the network frequently accrued a high negative reward within the learning time by driving the beam off screen or failing to discover the goal state (Fig. 7b). Additionally, keeping the lack of distance-based feedback but also removing the stepwise penalty led to longer average episode lengths, with the agent rarely discovering the goal state using this sparse and noninformative reward function (Fig. 7c). Drastic reductions in the number of total completed episodes and successful alignments are seen as the reward function is altered, even for the final 15,000–20,000 timestep interval in which a typical agent using the optimized reward function has achieved maximum performance (Figs. 2 and 7a).

In these three environments, we observe the strong influence that reward shaping has on efficient agent learning, even with only two actions and a bounded two-dimensional observation area. Applying RL to more complex electron microscopy tasks involving higher-dimension action and observation spaces and high-latency controls (such as mechanical stage movement or tilt) will require careful tuning of the reward function, both to expedite convergence and also avoid issues such as reward hacking and to account for balancing a complex number of parameters in the environment (Amodei et al., 2016; Degrave et al., 2022). Even with this consideration, these results indicate that with off-line tuning and optimization, an RL agent and environment can be designed to consistently reach a goal state. In situations where control imprecision is compounded with significant state measurement error, the RL algorithm’s performance will be

---

**Fig. 7.** Average episode length and episode reward for (a) informative reward, (b) noninformative reward, and (c) sparse and noninformative reward environments. The reward function is provided at the left. The black horizontal lines indicates an episode length of 100 and a positive reward threshold for the episode length and reward curves, respectively. The final 5,000 observed states and the number of successes out of the total completed episodes in this interval during training is shown for each reward function.
detrimentally affected (McKenzie & McDonnell, 2019). More complex algorithms or more robust microscope state measurements could address these potential problems, effectively reducing the challenge of automation to one of general microscope state measurement.

**Re-Learning Performance**

Part of the proposed benefit of reinforcement learning-based control algorithms is the ability to re-adjust to changing environments automatically without requiring manual tuning of scaling or other parameters. Two common changes to the bright-field disk for diffraction alignment are convergence angle of the probe and camera length. Since the center of mass is used to measure the position of the disk, the convergence angle has a negligible effect on the measured response (in the absence of a sample). In contrast, changes to camera length essentially magnifies or de-magnifies the reciprocal space information projected onto the phosphor screen. This results in a multiplicative scaling of the actions with respect to other camera lengths. As such, the re-learning performance of these agents was evaluated for new environments with a different step-size action transformation. The results of these tests, in which the scaling between actions and the observed change in position is reduced by 25%, are shown in Figure 8. Across pre-trained models using a variety of hyperparameters, the reinforcement learning agent was able to re-converge to the goal much faster than during initial learning, in many cases in fewer than 500–1,000 timesteps.

Changing certain hyperparameters, especially the size of hidden layers within the neural network of the RL agent, also affects the performance of re-learning. Agents using artificial neural networks with two hidden layers of sizes 16, 32, 64, 128, and 256 neurons were evaluated for initial learning and re-learning. For environments with larger observation spaces, such as those with less binning, a corresponding increase in the convergence time was observed across all layer sizes, and agents with more hidden nodes generally converged faster than smaller ones, shown in Figure 8. The same trend is seen when the environment step size is adjusted and agents undergo re-learning with this different response. Agents with a larger neural network size perform better in terms of achieving maximal reward as well as accelerated convergence time. Due to the high reward and rapid convergence of re-learning, overfitting to the environment and RL objective are not likely to have occurred. In some cases, such as in agents with hidden layer sizes of 16 or 32 neurons, agents on average did not converge to a positive reward. Thus, influence of the neural network size is significant in solving the task.

**Evaluation on the Microscope**

To validate the RL approach and the simulated environment design, an agent with high-performing hyperparameters (reward function, binning, goal error tolerance) was selected for online learning. To prevent poor initializations near the edge of the screen, a more limited starting condition range was given. In terms of environment response, other differences can be expected by transferring from the simulated environment to the microscope, such as changes in action noise, observation noise, and rotation axes, for which no compensation or changes were made. However, the representation of the beam position in the simulated environment remained unchanged from that of the microscope environment. In other words, the criterion for successful alignment is identical, with the only variation due to the center of mass measurement precision.

The results of reinforcement learning on the microscope show convergence within 100–200 episodes or about 5,000–6,000 timesteps, with the agent attaining a minimum number of steps per episode and the expected maximum rewards by the end of learning even in a drastically altered environment (Figs. 9a, 9b). A more complex curve profile is seen compared with that from learning in the simulated environment as in Figure 2. Several decreases and increases in episode length are seen, associated with either aimless disk movements or movements off-screen. Even so, the reward reaches a minimum quickly and steadily.
increases within 6,000 timesteps. Looking purely at the number of timesteps, or actions performed, necessary for convergence of the algorithm, gives a value \( \approx 1,000–2,000 \) more for the on-microscope agent compared with that of the off-microscope agent. Changes in many different aspects of the environment response likely explain the longer adjustment period required for this environment compared to those seen from re-learning with only a scaling change. The on-microscope agent operated at an average speed of 5.5 frames or corrections per second, which was primarily limited by a total of about 170 ms of built-in latency for diffraction shift lens response, resets, and exposure time. This yielded a total time to convergence of about 20 min, understandably slower than algorithms in the simulated environment that did not account for these factors. Ultimately, the proof-of-concept approach outlined above shows that simplified environments can be effectively and rapidly used to tune reinforcement learning agents robust to changes in environment response, offering a calibration-less approach to microscope control.

Based on the current approach, a future augmented microscope may consist of modular blocks that can be paired together. For example, and depending on the nature of the experiment, an AI algorithm to find a region-of-interest can inform the microscope control to move to a particular location and a control agent can reproduce the conditions for repeated sample measurements for large dataset collection. In the case of high-complexity tasks, such as full column or sample alignment, careful reward function tuning, environment design, and extensive training will be necessary for achieving desirable results (Henderson et al., 2018). Ultimately, task-based functionality can significantly improve the efficiency of the electron microscope while preserving the flexibility needed to characterize a vast range of materials. That being said, microscope control APIs and documentation are currently not of consistent function or quality across OEMs, which remains an impediment to fully autonomous microscopy.

**Conclusion**

The results of this study demonstrated an approach to design, train, and apply RL methods to augment the electron microscopy workflow. By designing a case study environment and implementing a model for diffraction alignment, we showed successful training without prior knowledge of action space behavior. Furthermore, we showed that by employing offline, simplified environments, both environment design and hyperparameters can be optimized beforehand and successfully validated through deployment on the microscope. By interacting with the microscope using the same feeds and tools available to a human user, RL algorithms demonstrate promise in automating these instruments. Additionally, we outlined important considerations for the design and optimization of environments and algorithms, offering a starting point for microscopists seeking to augment their own workflows using this approach. In all, this study offers an exploration of how machine learning tools can be designed and utilized to enhance the modern electron microscope workflows.

**Supplementary material.** To view supplementary material for this article, please visit https://doi.org/10.1017/S1431927622012193.
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