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Abstract

Compelling evidence continues to build to support the idea that SARS-CoV-2 Neutralizing Antibody (NAb) levels in an individual can serve as an important indicator of the strength of protective immunity against infection. It is not well understood why NAb levels in some individuals remain high over time, while in others levels decline rapidly. In this work, we present a two-population mathematical model of within-host NAb dynamics in response to vaccination. By fitting only four host-specific parameters, the model is able to capture individual-specific NAb levels over time as measured by the AditxtScore\textsuperscript{™} for NAbs. The model can serve as a foundation for predicting NAb levels in the long-term, understanding connections between NAb levels, protective immunity, and breakthrough infections, and potentially guiding decisions about whether and when a booster vaccination may be warranted.
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1. Introduction

SARS-CoV-2 Neutralizing Antibody (NAb) levels in an individual have been shown to be correlated to the strength of protective immunity against infection [1, 2, 3, 4]. Antibodies develop both in response to infection and to vaccination. Both non-neutralizing and neutralizing antibodies are involved in the immune response to viral infection, serving to alert effector cells to the presence of pathogen in infected cells as well as to disrupt the ability of a virus to enter a host cell. As pointed out in [5], neutralizing antibodies that develop under viral load pressures serve as sentinels that provide insight into the associated humoral response.

The focus of the model in our study is on understanding changes in individual-specific NAb concentrations in fully vaccinated individuals using a novel flow-cytometry-based NAb assay. NAb activity levels can be measured using two general approaches: Bioassays, which determine the ability of NAb to prevent viral infection of cells in culture media, and binding assays, which evaluate the ability of NAb to prevent binding of SARS-CoV-2 spike protein to the ACE-2 receptor on the surface of human cells. While the former is the gold standard for determining the effectiveness of antibodies to neutralize viral entry into cells, bioassays require more time and higher safety level laboratories and are, therefore, more expensive. Binding assays can serve as a more practical and scalable methodology to assess NAb levels. The novel flow-cytometry test that was used in this study was compared to a bioassay [6] to determine its performance using samples from 44 positive and negative samples in a blinded study. Results showed 100% concordance between the two methodologies in quantifying NAb levels in the samples (unpublished data).

Over time, NAb levels in some individuals remain high, while in others levels decline rapidly. Since NAb levels have the potential to be used as an indicator of the protective potential of the immune response to a viral challenge, our goal is to develop a mathematical model that can serve as a starting point for improving our ability to predict an individual’s NAb response to mRNA vaccine
dosing, persistence of immune strength, and how quickly immunity levels may wane. In this work, we present a two-population mathematical model of within-host NAb dynamics in response to vaccination. By fitting only four subject-specific parameters, model simulations can capture NAb level changes within an individual measured by the AditxtScore™ for NAbs. The model can serve a foundation for predicting NAb levels over time and guiding decisions about whether and when a booster vaccination may be warranted.

*mRNA Vaccines.* Both of the newly developed mRNA vaccines widely available in the U.S. function differently from traditional live-attenuated or disabled virus vaccines. The SARS-CoV-2 mRNA vaccine encodes for the spike protein, which harbors the receptor binding domain (RBD), to elicit the immune response. One of the effects of the immune response is production of neutralizing antibodies (NAb) that bind the RBD thereby preventing viral entry into the host cells. The correlation between how mRNA vaccines work and elicit production of NAb, which then interfere with binding of the spike protein to the cell receptor required for viral entry into the cell, indicates that evaluating NAb levels and NAb trajectories over time is important in understanding the likelihood of an individual having protective immunity against infection.

*Mathematical Models of Within-Host Responses.* Since the outbreak of SARS-CoV-2 near the end of 2019, a number of mathematical models have been created to help guide medical care providers and health policy makers in establishing approaches to stemming the spread of disease and determining best practices for treatment and prevention. While many useful models focus on modeling epidemiological dynamics and answering questions about population-level effects of interventions such as vaccination and treatment (*c.f.* [7], [8]), our interest is in addressing questions about protective immunity within a vaccinated individual. Some excellent within-host mathematical models have been developed to focus on a variety of questions about response to virus, treatment, and vaccination. Most of these models use patient data to determine population-level parameterization, that is, parameter values that are meant to reflect the within-host
responses of an “average” individual. New models are continually being created, so our sample of within-host models below is by no means a comprehensive list, but is meant to provide the context that motivated us to build our model.

Li et al. [9] have a within-host viral dynamic model of live infection with SARS-CoV-2 using chest radiograph score data to determine model parameters. The focus of the model is on simulating viral growth within the lung. With a system of ordinary differential equations, it tracks three populations: uninfected and infected pulmonary epithelial cells and viral load. The model is used to explore the effect of treatment timing and patient immune strength, and was later analyzed mathematically in [10] with the aim of laying a foundation for exploring treatment interventions in silico. There are nine model parameters, seven of which are fit at a population level using data from two published studies [11] and [12] via Markov-Chain Monte Carlo optimizations.

Farhang-Sardroodi et al. [13] created a within-host model of the immune response to an adenovirus-based vaccine. Using ordinary differential equations, they investigated the impact of various dosing strategies, and captured dose-dependent responses. Model parameters were fit to clinical trial data for the AstraZeneca/Oxford vaccine [14]. Data from a binding and neutralization study collected from COVID-19 recovered patients [15] were used to compare antibody-level predictions. The overarching aim of the Farhang-Sarhoodi investigation was to determine how best to conserve vaccine doses while providing necessary levels of protection. The model includes seven population state variables: non-replicating vaccine cell particles, helper T cells, cytotoxic T cells, IFN-γ, IL-6, plasma B-cells, and an antibody population. The antibodies in this model are stimulated by plasma B-cells which are indirectly stimulated by the presence of vaccine cell particles. The model antibodies in turn clear or neutralize vaccine cell particles. There are twenty-one model parameters, twelve of which are found by fitting the model to data to determine population-level ranges.

The goal of the model by Kim et al. [16], which does not account for vaccination, is to use viral-load data to compare within-host dynamics of SARS-
CoV2, MERS-CoV, and SARS-CoV with the aim of gaining more insight into SARS-CoV2 behaviors and improved treatment strategies. Using simplifying assumptions the model is reduced to a set of two bilinear ordinary differential equations that track levels over time of the number of coronavirus RNA copies and the fraction of infected target cells. With this simple form, the authors are able to insert treatment terms to explore hypothetical combination therapies. Patient data were fit simultaneously using a nonlinear mixed effects approach to determine model parameter values. With this model the authors determine that therapies that block virus production are likely to be effective only if initiated before the viral load peak. There are eight population-level parameter values for each of the three virus types.

The model by Sadria and Layton [17] is built to track the interactions between SARS-CoV-2 and the immune response, and is meant to provide a testbed for simulating the effects of drug treatments against SARS-CoV-2 infection. The strength of this model is in how comprehensive it is. The authors track the control of SARS-CoV-2 infection by both the innate and adaptive immune responses. Data from viral load studies are used to determine model parameters, and three treatment options are simulated: Remdesivir, convalescent plasma, and a hypothetical therapy that inhibits virus entry into host cells. The populations tracked by the model include viral load, healthy cells, latent cells (which serve as hosts for replicating virus), infected cells, antigen presenting cells, interferon, effector cells, plasma cells, virus-specific antibodies that serve to neutralize and eliminate virus, the fraction of damaged cells, and a measure of specificity (a metric that increases as plasma cells produce antibodies that are more compatible with viral antigen). The model provides a foundation for the development of a platform for in silico testing of potential therapies and vaccines for COVID-19. There are twenty-nine population-level model parameters.

Other mathematical models of SARS-CoV-2 within-host dynamics include [18], [19], [20], [21], and [22] with each model focusing on somewhat different questions. Model parameters are fit to a variety of data sets measuring viral load, antibody levels, and certain immune response rates, and tend to be
determined at a population level.

We have learned a great deal since the start of the world-wide outbreak about how SARS-CoV-2 affects individuals, but it is still not well-understood why some infected individuals experience only mild symptoms, with some even remaining asymptomatic, while for others, infection with SARS-CoV-2 can result in severe respiratory symptoms and even death. As Chatterjee et al. [22] point out, the reasons for the extreme heterogeneity in outcomes of SARS-CoV-2 infection across individuals is still unclear, but they hypothesize that this heterogeneity arises from variations in the strength and timing of an individual’s immune response. Most within-host models provide model parameterization for immune responses to infection at a population level, but we want to move toward being able to help an individual understand how robust their own immune response is likely to be. Our aim is to provide a mathematical model that is as simple as possible (our model has only two state variables), with as few parameters as possible (only four subject-specific parameters must be fit for an individual), so that determining subject-specific parameters is a tractable task. With the model in this paper we can provide subject-specific insight regarding individual levels of likely immune protection against infection in a fully vaccinated individual using neutralizing antibody (NAb) levels as our indicator.

2. Materials and Methods

Assay Data. The AditxtScore™ test for neutralizing antibodies to SARS-CoV-2 is a novel flow cytometry based competitive inhibition assay for the measurement of total neutralizing antibodies to SARS-CoV-2 in human plasma samples. Microparticles coated with the recombinant SARS-CoV-2 RBD antigen are incubated with biotinylated angiotensin converting enzyme-2 (ACE-2), human subject plasma or phosphate buffered saline (PBS), and fluorescent labeled streptavidin. Neutralizing antibodies in the subject plasma sample bind to the RBD antigen and inhibit binding of ACE-2 to the RBD antigen. Following incubation, the beads are washed and then measured by flow cytometry to de-
termine the degree of inhibition of ACE-2 binding. The degree of inhibition of the ACE-2 binding is proportional to the amount of neutralizing antibodies present in the human subject sample. Zero or near zero percent ACE-2 binding inhibition is observed when phosphate buffered saline is used as sample or when no neutralizing antibodies are present in the subject sample. Human subject plasma samples with higher concentrations of neutralizing antibodies will produce % binding inhibition values up to 100%. One hundred percent binding inhibition is achieved when ACE-2 is completely inhibited from binding to the RBD coated microparticles by the neutralizing antibodies in the sample. Sample % ACE-2 binding inhibition values are compared to a standard curve with known neutralizing antibody values in International Units per milliliter (IU/mL) to convert percent inhibition values into units of IU/mL for each subject sample tested. A standard curve was generated using dilutions of the human NIH SARS-CoV-2 serology standard, Lot # COVID-NS01097, characterized and made available by Frederick National Laboratory for Cancer Research (FNLCR), Frederick, Maryland, USA. The FNLCR standard has been assigned Potency for Functional Activity (Neutralizing Unitage) of 813 IU/ml as calibrated to the primary standard WHO SARS-CoV-2 Serology Standard. A dilution series of standard was prepared with standard concentrations accounting for values of 2032.5, 1626, 1016, 813, 406.5, 203.2, 101.6, 50.8, and 25.4 IU/mL. IU/mL values were plotted against neutralizing antibody % inhibition values measured by flow cytometry for each standard dilution. The resulting standard curve was fit using a polynomial curve fit function and the curve equation was used to generate IU/mL values from % inhibition values for all samples measured. Figure 1 shows the calibration curve derived over four days of runs and the resulting polynomial equation.

Precision of the method was determined using 4 subjects with 4 different IU/mL values, 6 assays per day for 3 days. Precision varied somewhat among subjects (details are included in Appendix B). The coefficient of variation (%CV) was inversely proportional to IU/mL, thus precision is higher for higher NAb levels in IU/mL. For our visualizations of the data, we used a coarse-grained
assignment of precision results for four concentration ranges. Values are shown in Table 1:

| IU/mL     | Avg. %CV |
|-----------|----------|
| 0 – 89    | 20       |
| 90 – 149  | 15       |
| 150 – 699 | 10       |
| 700 – 2200| 5        |

Table 1: Coarse-grained precision of method to determine AditxtScore™ for neutralizing antibodies (NAb) to SARS-CoV-2, given in four IU/mL interval ranges. Precision as measured by coefficient of variation (% CV) increases with IU/mL.

NAb cut-point values. Cut-points for NAb concentrations were based in part on an analysis by Khoury et al. [1], where NAb activity elicited by seven different SARS-CoV-2 vaccines and a reference group of convalesced non-vaccinated subjects was associated with the observed reduction in subsequent infections over the next several months compared to placebo. By determining NAb concentrations in a comparable cohort of convalesced subjects and referring to their analysis, we estimated that for the wild type SARS-CoV-2, NAb values 90 IU/mL - 150 IU/mL were associated with 60 – 75% protection and were considered to be in the “weak response (WR)” range, while values above 150 IU/mL were associated with > 75% protection and were considered a “positive response (R),” and values above 300 IU/mL were associated with > 90% protection and were considered to be a “strong response (SR).” The 90 IU/mL cutpoint was validated against a set of known positive/negative samples made available by the Frederick National Laboratory for Cancer Research (FNLCR) with a sensitivity and specificity of 100%.

Mathematical Model. The mathematical model we introduce is a two-state system describing NAb response to vaccine. The system of ordinary differential equations captures the high-level mechanistic dynamics of a vaccine-triggered
Figure 1: Calibration curve for converting % inhibition to IU/mL. Resulting polynomial fit:

\[
y = (7.3 \times 10^{-5})x^4 - (9.8 \times 10^{-3})x^3 + (4.9 \times 10^{-1})x^2 - 2.9x.
\]

immune response within an individual. Model states are:

- **A**: Neutralizing antibody (NAb). Units: IU/mL
- **V**: Proxy for transfected cells in response to mRNA vaccine. Units: mL

The dynamics of NAb over time are described by two nonlinear ordinary differential equations. The time scale is a 24-hour day:

\[
\frac{dA}{dt} = r_1V + r_2AV + A(r_3 - r_4A) \quad (1)
\]
\[
\frac{dV}{dt} = \alpha u(t) - \frac{k_1V}{(k_2 + V)} \quad (2)
\]

Here \(\alpha u(t)\) represents a normalized vaccine dose in mL/day. The role of the vaccine dose in this model is simply as a trigger to engage an immune response;
we do not explore modeling the effect of varying dosage levels. State variable $V(t)$ in mL is a proxy for the activity of cells transfected as a result of vaccination, and therefore $V$ decays with a Michaelis-Menten dynamic. In a traditional dose-response model, a term of this form would capture the pharmacokinetics of medication in the system, but mRNA vaccines behave differently, so $V$ is not the “amount of vaccine in the body.” Nonetheless, for the purposes of predicting antibody dynamics over time, the system as modeled reflects the initiation of the immune response with the Michaelis-Menten clearance term conceptualized as “vaccine clearance,” and has the same form as equation (1) in [23] that captures drug concentration pharmacokinetics. The presence of the transfected cells $V$ initiates an antibody response, represented by state variable $A(t)$. The dynamics of the antibody population within the individual, once triggered, are represented with a logistic term.

In particular, in equation [1]:

- $r_1 V$ represents initiation of antibody activity in response to vaccine.
- $r_2 A V$ represents an antibody boost in response to vaccine.
- $A (r_3 - r_4 A)$ models intrinsic antibody dynamics as logistic.

In equation [2]:

- $\alpha u(t)$ represents a vaccine dose that drives the presence of transfected cells. This is modeled by a discrete pulse on the days vaccine is administered, and has value 0 otherwise.
- $\frac{k_1 V}{(k_2 + V)}$ is a Michaelis-Menten type decrease in transfected cells over time.

The model has a total of four parameters that we consider subject-specific, and to which we fit individual data:
| Parameter | Units | Description |
|-----------|-------|-------------|
| $r_1$ | IU/(day mL$^2$) | Antibody initialization in response to vaccine dose |
| $r_2$ | 1/(day mL) | Increase in existing antibody in response to vaccine dose |
| $r_3$ | 1/day | Proportional to intrinsic antibody growth rate |
| $r_4$ | mL/(day IU) | Proportional to intrinsic antibody decay rate and intra-species competition |

Three parameters are fixed at the same values for all subjects. Parameter $\alpha$ scales the vaccine dose $u$. Parameters $k_1$ and $k_2$ scale Michaelis-Menten decay dynamics for state variable $V$. Function $u$ is a proxy for a vaccine dose, state variable $V$ is a proxy for the subsequent transfection of cells. Our interest is in tracking the subject-specific neutralizing antibody response to vaccine doses in equation (1), so for equation (2) we simply select parameter values that produce simulation outcomes that are biologically reasonable. We therefore choose $\alpha$, $k_1$, and $k_2$ to be fixed at values that are consistent with those of other pharmakokinetic drug models, and are within the ranges used in [23]. Keeping the parameter values in equation (2) the same for all subjects allows us to achieve good model fits to data by varying only parameters $r_i$, $i = 1 \cdots 4$ in equation (1). (Parameter values used in the simulations are included in Appendix A.)

| Parameter | Units | Description |
|-----------|-------|-------------|
| $k_1$ | 1/day | Michaelis-Menten scaling for clearance of $V$. |
| $k_2$ | mL | Michaelis-Menten half-saturation. |

2.1. Parameter Fitting and Numerical Solution

Subject-specific parameters were fit with a variety of built-in MATLAB methods that are part of the Global Optimization toolbox [24]. These included Multistart, Particle Swarm Optimization, and Global Optimization, in addition
to MATLAB’s \texttt{fmincon} and \texttt{lsqnonlin} for refining initial parameter guesses. Different cost functions were tested. The ODE solutions we present used a weighted sum of squares cost function for the global optimization that includes a penalty for solutions that are larger at some time points than we consider physically feasible. Error reported is the average unweighted square root of the sum of squares. Of each of the parameter fitting approaches, the Global Optimization approach tended to yield the best fit solutions, which we will present.

Markov-Chain Monte Carlo (MCMC) methods can be used to enhance the process of fitting models to data. MCMC methods are sampling methods, and are not primarily used to find the best fit parameters to a particular data set. Optimizers such as those cited above are better choices for finding optimal parameter values. Starting with optimum parameter choices, MCMC produces a chain (a large set) of likely parameter combinations and generates a distribution of model outcomes by sampling parameter combinations from the chain. Using the package \texttt{mcmcstat} \cite{25} for MATLAB, we ran MCMC on each subject’s data set to produce predictive envelopes for model outcomes. The \texttt{mcmcstat} package provides tools to generate and analyze Metropolis-Hastings MCMC chains using multivariate Gaussian proposal distribution \cite{26} \cite{27}. The parameter values found by MATLAB’s Global Optimization routine were used as initial parameter guesses. For our data sets, we set a burn-in time of 500 iterations, and generated an MCMC chain of length 5000. Predictive envelopes were determined by sampling the chain 1000 times, then determining predictive quartiles of 50\%, 90\%, 95\%, and 99\%.

Model simulations were run using a stiff ODE solver \texttt{ode15s} in MATLAB 2021a \cite{28}. The assay data provide results in percent neutralization, which ranges from 0 to 100. To increase numerical stability, the data were divided by 10 which scaled them linearly to range between 0 and 10. After solutions were computed and parameter values were found, results were then scaled up to units of IU/mL via the percent neutralization to IU/mL conversion function described in section \cite{2}. This function can take on values between 0 and 2200.
3. Results

**Global Optimization Model Fits to Data.** The four subject-specific parameters representing the strength of response to vaccine and the intrinsic dynamics of antibody levels were fit to time-series NAb data collected through venous blood draws from 27 subjects over a period of several months. Each subject was, to the best of our knowledge, not previously infected with SARS-CoV-2, and each subject received two mRNA vaccine doses: some received two Pfizer doses, and some received two Moderna doses. From a sample of 27 subjects, 9 received Pfizer and the rest received Moderna. Using this sample size, we were not able to detect any significant differences in NAb trajectories correlated to whether the vaccination was Pfizer or Moderna. The number of samples, the number of days between samples, and the timing of the two vaccine doses varied from subject to subject. Once model development was completed and run on the 27 subject data sets, we further tested the model with NAb values from 6 additional subjects (1 received Pfizer, 5 received Moderna) and were able to achieve good fits without modification to the model.

In Figures 2 to 5 we explored the immune protection categories to which a subject belonged at the time a subject’s last sample was taken, and the immune protection category predicted by the model simulation projected to day 400. The first day of the model simulation is day 0. Since the sample dates of the subjects are heterogeneous, there is also variation in the time gap between the day the final sample was collected and day 400 of the simulation. In the examples we show, we see varying persistence of immune response between the final measurement of NAb levels and the projected NAb levels.

Figure 2 shows two example subjects in the “NR-NR” grouping. These are individuals whose last collected sample around day 200 put them into the no-response (NR) category, and the projections, as we might expect, also put these subjects into the NR category by day 400.

In Figure 3 the last sample collected for subjects 146 and 200 indicated a weak response. The projection for subject 146 drops to no response (NR)
Figure 2: Subject category: NR-NR. For these subjects, both the last sample taken, and the simulated prediction of NAb levels on day 400 indicate NAb levels below the 90 IU/mL threshold.

by day 400, whereas subject 200 is projected to persist in the weak response (WR) range.

In Figure 4 we see two subjects whose final collected sample puts them into the positive response (R) category, but the response of subject 19 is projected to decline to a weak response by day 400, whereas subject 76 is projected to persist in the positive response category through day 400.

In Figure 5 we have three subjects, all of whom were in the strong response (SR) category when their final samples were collected (between days 100 and 200). We see, however, different rates of immune strength decline. Subject 226 still shows a strong immune response when the final sample is collected around day 125, but is predicted to drop into the weak response range by day 400. Subject 100 also shows a strong response in the final collected sample around day 200, yet their response decays to the positive response range by day 400. Subject 23 shows a strong response in the final collected sample, just after day 200, and simulations predict they should remain in the strong response range by day 400.
Figure 3: Subject category: WR-NR and WR-WR. For these subjects, the last sample collected indicated a weak response. The projection for subject 146 (3a) predicts dropping to no response (NR) by day 400, whereas subject 200 (3b) is projected to persist in the weak response (WR) range.

Figure 4: Subject category: R-WR and R-R. For these subjects, the last sample taken around day 200 showed a positive response (NAb between 150 IU/mL and 300 IU/mL). For subject 19 in panel (4a) projected NAb levels drop to between 90 IU/mL and 150 IU/mL, the weak response range. Subject 76 in panel (4b) is projected to remain in the positive response range.
Figure 5: Subject category: SR-WR, SR-R, SR-SR. For these subjects, the last sample taken indicated a strong response with NAb levels above 300 IU/mL. For subject 226 (5a), the simulation predicts a drop to the weak response range (WR) by day 400. Subject 100 (5b) drops from strong response to positive response (R) by day 400, while for subject 23 (5c), the simulated prediction of NAb levels on day 400 remained above 300 IU/mL, the strong response range (SR).
**MCMC Model Fits to Data.** Next we observed the results of using MCMC on the same subject data set with the same underlying mathematical model. Initial guesses for parameter values used were the values generated by the MATLAB Global Optimization fits. Although Global Optimization computations yielded better overall fits to data, the advantage of the MCMC approach is that we can use the chain of parameter combinations (5000 possible combinations of the four fit parameters in our case) to generate predictive quartiles of 50%, 90%, 95%, and 99%. The quartiles are shown in gray bands of varying darkness, with the lighter band encompassing 99% of the chain samples, and the darkest band holding 50% of the chain samples. The black line inside the bands connects the median of the chain samples at each data point. Using the predictive quartile envelopes generated by the MCMC approach, we can provide subject-specific likely protective immunity intervals, or “envelopes.” We carried out the MCMC algorithm on all 33 subjects, and present a representative subset of subjects from categories of the global optimization fittings already shown. From the no response (NR) category, we show subjects 65 and 179 in Figure 6. The predictive envelope places these subjects between having no response to having a weak response by day 400 with 99% likelihood. From the positive response category, we looked at subjects 100 and 139 in Figure 7. The predictive envelope places these subjects within a range from a positive response to a strong response with 99% likelihood. From the strong response category, we see in Figure 8 that subjects 21 and 23 are both predicted to remain solidly within the strong response band with 99% likelihood.

**4. Discussion**

Our new mathematical model tracks levels of subject-specific neutralizing antibodies within an individual over time. Starting with 27 sets of longitudinal NAb level data from twice-vaccinated individuals, we developed our model to simulate NAb level changes in IU/mL to help predict the subject-specific within-host dynamics of antibody decay. Once the model was developed and tested on
Figure 6: Predictive Envelope Range: No response to weak response predicted at day 400.

Figure 7: Predictive Envelope Range: Positive response to strong response predicted at day 400.
the 27 data sets, we tested the model on 6 additional longitudinal NAb level data sets, giving us a total of 33 data sets on which we ran the model. The model is sufficiently simple to be tractable, and can provide a high-level view of changing NAb levels within a specific host by fitting only four parameters to individual subject data. One of the advantages of the novel Aditxt™ flow cytometry assay is that one can run more assays for less cost, thereby making the collection of longitudinal subject data easier. Since our model does well with more longitudinal data points, the availability of subject-specific data from this type of assay makes the implementation of our model practical. The model can be considered mechanistic in that the parameters can be connected to biological meaning. The model state representing the action of an mRNA vaccine serves as a proxy for transfected cells. The model state representing the levels of NAb in a system in IU/mL is a proxy for the neutralizing strength of the NAbs present in the system. The timing of the delivery of first and second vaccine doses varies from individual to individual. Even the with non-uniform collection of the number of samples and timing between samples, and the varying time gaps between the first and second vaccine administration for each subject, the model has sufficient flexibility to be able to achieve good fits to subject data.
We applied two model fitting schemes (global optimization and MCMC) to the 33 data sets, each subject data set having between four and eleven time points at which NAb levels were measured. The global optimization approach yielded very good fits to subject data, and the MCMC approach produced predictive envelopes for likely subject-specific model outcomes.

The model is simple yet sufficiently complex to be able to capture a range of dynamics evidenced in the cohort of 33 subjects. Our analysis brought to light some NAb dynamic patterns worth noting. These patterns could be explored more deeply once more subject data sets are collected. The first of these is a connection between married couples in the same household. The second is an observation that although a relatively weak initial response to a second vaccine dose tends to predict weak persistence of NAb levels over time, strong responses do not necessarily guarantee strong NAb persistence.

*Shared Household Married Couples: Sex Differences.* The cohort data set includes 5 male-female married couples. Understanding sex difference in response to vaccine can be complicated because of so many confounding factors that vary from individual to individual, including risks encountered via household practices, profession, and quality of adherence to safety protocols. Since these married couples live in the same household, one factor is normalized. The comparison within male-female married couples revealed a consistent pattern with projections that were simulated over a 400-day time span. From this small sample set, it appears that the response in females tends to be more robust than that in the male partner. This observation is consistent with prior studies demonstrating stronger immune responses, and specifically stronger antibody responses to vaccines, in women, *c.f.* [29]. This distinction shows up more clearly when comparing individuals within married-couple pairs, but the sex difference is not as clear when these subjects are mixed back into the general population. In Figure 9 comparing subjects 4 (male partner) and 5 (female partner), it is clear that both the initial response to vaccine and persistence over time is stronger in subject 5. In Figure 10, the difference in response between married
Figure 9: Married Subjects 4 (M), 5 (F): Male-Female comparison of response predicted through day 400.

subjects 20 and 21 is not as strong, and it may appear that the male partner has a more robust response, but the predictive envelopes indicate a similarly strong response in the female partner. In Figure 11, it is apparent that subject 30 (female partner) has a stronger overall NAb response than does subject 25 (male partner). The difference in response is also distinct in Figure 12 between subject 64 (female partner) whose initial response was much stronger than that of subject 65 (male partner), and persistence is somewhat stronger as well. In Figure 13, subject 173 (female partner) has a strong persistent response to vaccine whereas subject 175 (male partner) has both an initially relatively low response and by day 400 no response is predicted. The pattern of the stronger female response in the majority of cases indicates that further exploration of within-household married couple responses may be warranted.

Strong Initial Response versus Persistence. Model simulations show a fairly weak maximum NAb response to the first vaccine dose among nearly all individuals in the cohort, indicating at best low levels of protection after only one administration of the vaccine. The second vaccine dose shows a much stronger response, both in maximum NAb level and in persistence of higher levels. This
Figure 10: Married Subjects 20 (M), 21 (F): Male-Female comparison of response predicted through day 400.

Figure 11: Married Subjects 25 (M), 30 (F): Male-Female comparison of response predicted through day 400.
Figure 12: Married Subjects 64 (F), 65 (M): Female-Male comparison of response predicted through day 400.

Figure 13: Married Subjects 173 (F), 175 (M): Female-Male comparison of response predicted through day 400.
behavior is captured by the model as a response to a vaccine challenge when there is preliminary immune system priming in place. In the data sets we analyzed, it was clear that an initially strong response to the second vaccine dose did not always predict high NAb levels over time. In certain cases, a strong response persisted, but in others, an initially strong response can be seen to decline to nearly no response several months later, whereas lesser initial responses can persist. When the initial response is relatively low, NAb levels remain low. Subjects 23, 44, 79 and 226 highlight the fact that a weak initial response is a good indicator that the response will remain weak, but a strong initial response does not guarantee persistence of high levels of NAbs in an individual over time. Subject 23 in Figure 14a shows a very robust response to the second vaccine dose, and by day 400, NAb levels remain above the strong response threshold. Subject 44 in Figure 14b shows a weak response to the second vaccine dose, and as expected, by day 400, the response had dropped below the weak response threshold. We also note that for these two subjects the MCMC-determined median outcomes of the simulations coincides with the best-fit simulations from Global Optimization. When we compare subjects 79 in Figure 15a and 226 in Figure 15b, however, we see that a stronger initial response does not guarantee stronger persistence. In addition, the MCMC-determined median outcomes for these two subjects do not coincide as closely with the best-fit simulation determined by Global Optimization. We also note that the predictive envelopes for these two subjects cover much broader ranges than do the envelopes for subjects 23 and 44. Subject 226, in particular, has a 99% predictive envelope that at day 400 covers all response thresholds from weak to strong. The best fit simulation, however, projects that NAb levels in subject 226 will have declined to the weak response category by day 400.

Future Directions. Vaccine efficacy for immunity against infectious agents is primarily assessed in clinical studies designed to evaluate reduction in disease incidence compared to placebo. Determination of differences between subjects that receive the active product versus placebo requires a large sample size, which
Figure 14: Predictive Envelopes with Best Fit Curve. Subjects 23 and 44: Strong and weak initial responses correspond to long-term high and low NAb levels, respectively. A very strong initial response in subject 23 to the second vaccine dose persists with strong protective immunity over time. A relatively weak initial response in subject 44 to the second vaccine dose continues to show weak protective immunity over time.

Figure 15: Predictive Envelopes with Best Fit Curve. Subjects 79 and 226: Stronger initial responses do not predict stronger long-term protective immunity over time. A moderate initial response in subject 79 to the second vaccine dose persists with strong protective immunity over time. A very strong initial response in subject 226 to the second vaccine dose declines to weak protective immunity over time.
extends the time and cost required for vaccine development. The ability to enroll a high number of subjects in these clinical trials is easier when infection rates are prevalent in pandemic conditions; however, subject recruitment becomes more challenging in the absence of a pandemic. Furthermore, clinical studies are not ethically feasible if the pathogen is extremely virulent and/or deadly. Finally, observation of changes in the incidence of infection may not provide information on the level of protective immunity for each individual subject. Immunity status is not all or nothing and can be impacted by a variety of factors including viral load and replication rate, level of initial immune response elicited by the vaccine, which may vary from one individual to another, time from immunization, mode of immunization, and other factors. Identification of a correlate of protection can reduce the number of subjects and evaluation time needed for clinical trials. A correlate of protection can also provide information about individual immune responses.

The purpose of this study was to select a correlate, neutralizing antibody (NAb), that has been reported in the literature as a measure of protection, and to create a mathematical model to determine its trajectory over time. This mathematical model can potentially help determine the rate of decay of NAb levels in individuals as well as responses in a population. The model was able to achieve good fits to individual subject data sets, even though there was significant individual variability in NAb dynamics, including in the strength of response to vaccine and persistence of NAb levels. We saw that long-term NAb persistence could not necessarily be predicted by the strength of the initial NAb level increase immediately following a second vaccine dose. Khoury and coworkers used NAb levels in individuals who had convalesced from SARS-CoV-2 infection and individuals who received one of 7 commonly used COVID-19 vaccines to estimate the likelihood of protection. Using their findings as a starting point, we established multiple cut-points in NAb levels using a novel flow-cytometry-based test. Multiple cut points were identified to categorize NAb levels as none to minimal, weak protective response and strong protective response against the wild type virus. We analyzed the decay rate of NAb in
33 subjects who had no known history of SARS-CoV-2 infection and who had been fully vaccinated with two doses of the Moderna or Pfizer mRNA vaccines, and hypothesized protective immunity status using these cut points. While these cut points are meant to serve as guidelines to categorize the levels of NAb at a given time with respect to likelihood of protection, the levels required for protection may be impacted by the SARS-CoV-2 variant. Future studies are planned to test the model in different cohorts and with different SARS-CoV-2 variants, as well as to correlate the protective levels with incidence of breakthrough infections. Once the model has been tested in the context of these additional scenarios, we see several potential model applications, including more rapid evaluation of immune responses to vaccination to reduce time and expense of vaccine development; determination of immune responses on a case by case basis to identify vulnerable populations; and, more accurate assessment of the timing of boosters, again on a personalized level.

Appendices

A. Parameter Values and Vaccine Type

Fixed parameter values for equation (2):

- \( \alpha = 2; \ k_1 = 193; \ k_2 = 747. \)

Subject-specific parameter value fits for equation (1):

| Subject ID | \( r_1 \) | \( r_2 \) | \( r_3 \) | \( r_4 \) |
|------------|-----------|-----------|-----------|-----------|
| 1          | 0.1142    | 0.1432    | 0.0347    | 0.0083    |
| 3          | 0.0519    | 0.0892    | 0.1029    | 0.0175    |
| 4          | 0.2416    | 0.0671    | 0.0024    | 0.0009    |
| 5          | 0.6636    | 0.0047    | 0.0090    | 0.0017    |
| 19         | 0.0007    | 0.5805    | 0.0000    | 0.0009    |
| 20         | 0.3016    | 0.0901    | 0.0136    | 0.0029    |
|   | r₁   | r₂   | r₃   | r₄   |
|---|------|------|------|------|
| 21| 0.1231 | 0.1802 | 0.0000 | 0.0006 |
| 23| 0.6825 | 0.0001 | 0.0000 | 0.0003 |
| 25| 0.2409 | 0.1181 | 0.0000 | 0.0007 |
| 28| 0.2821 | 0.0936 | 0.0115 | 0.0026 |
| 30| 0.6940 | 0.0011 | 0.0002 | 0.0005 |
| 40| 0.1474 | 0.0831 | 0.0468 | 0.0058 |
| 41| 0.0748 | 0.1773 | 0.0206 | 0.0066 |
| 42| 0.0018 | 0.1855 | 0.2324 | 0.0429 |
| 44| 0.1110 | 0.1513 | 0.0000 | 0.0014 |
| 64| 0.2093 | 0.1395 | 0.0001 | 0.0012 |
| 65| 0.0333 | 0.2878 | 0.0210 | 0.0104 |
| 76| 0.0939 | 0.2165 | 0.0363 | 0.0120 |
| 79| 0.2551 | 0.0872 | 0.0078 | 0.0014 |
| 80| 0.0701 | 0.1015 | 0.0395 | 0.0224 |
| 94| 0.4143 | 0.0624 | 0.0000 | 0.0011 |
| 100| 0.1605 | 0.1507 | 0.0000 | 0.0005 |
| 101| 0.0756 | 0.1603 | 0.0094 | 0.0065 |
| 139| 0.2610 | 0.0994 | 0.0000 | 0.0004 |
| 146| 0.2440 | 0.1155 | 0.0001 | 0.0011 |
| 147| 0.1792 | 0.1054 | 0.0477 | 0.0073 |
| 173| 0.0356 | 0.0916 | 0.0251 | 0.0043 |
| 175| 0.0099 | 0.1454 | 0.0000 | 0.0025 |
| 179| 0.1670 | 0.1376 | 0.0003 | 0.0040 |
| 200| 0.1018 | 0.1969 | 0.0113 | 0.0049 |
| 215| 0.0227 | 0.1863 | 0.0666 | 0.0313 |
| 216| 0.0915 | 0.1576 | 0.0065 | 0.0051 |
| 226| 0.2157 | 0.1330 | 0.0002 | 0.0007 |

Table 2: Best fit parameters \( r₁, r₂, r₃, r₄ \) per individual to 4 significant digits. Found via MATLAB’s Global Optimization.
Vaccine type for each subject:

| Subject | mRNA Vaccine |
|---------|--------------|
| 1       | Moderna      |
| 3       | Pfizer       |
| 4       | Pfizer       |
| 5       | Moderna      |
| 19      | Pfizer       |
| 20      | Moderna      |
| 21      | Moderna      |
| 23      | Moderna      |
| 25      | Moderna      |
| 28      | Moderna      |
| 30      | Moderna      |
| 40      | Moderna      |
| 41      | Pfizer       |
| 42      | Moderna      |
| 44      | Pfizer       |
| 64      | Moderna      |
| 65      | Moderna      |
| 76      | Pfizer       |
| 79      | Moderna      |
| 80      | Moderna      |
| 94      | Moderna      |
| 100     | Moderna      |
| 101     | Moderna      |
| 139     | Moderna      |
| 146     | Pfizer       |
| 147     | Moderna      |
| 173     | Moderna      |
|   |   |
|---|---|
| 175 | Moderna |
| 179 | Moderna |
| 200 | Moderna |
| 215 | Pfizer   |
| 216 | Pfizer   |
| 226 | Pfizer   |

Table 3: mRNA Vaccine Type per Subject.
B. Precision of Method for Determining Subject NAb Levels in IU/mL

To quantify the precision of the method for determining NAb IU/mL based on the percent inhibition AditxtScore™ assay for neutralizing antibodies to SARS-CoV-2, we ran the precision on 4 subjects with 4 different IU/mL values, 6 assays per day, for 3 days. Figure 16 shows a log-fit to the data. Interpolated percent variation values, based on the log fit, are in Table 4 given at 50 IU/mL intervals.

![Figure 16: Approximate relationship between % inhibition as measured by the AditxtScore™ test for neutralizing antibodies to SARS-CoV-2 and NAbs in IU/mL.](image)

\[
y = -4.676 \ln(x) + 35.191 \\
R^2 = 0.9328
\]
Table 4: Precision of method to determine AditxtScore™ for neutralizing antibodies (NAb) to SARS-CoV-2, given in 50 IU/mL intervals. Precision is inversely proportional to IU/mL.

| Avg. IU/mL | Avg. %CV |
|------------|----------|
| 50         | 16.9     |
| 100        | 13.7     |
| 150        | 11.8     |
| 200        | 10.4     |
| 250        | 9.4      |
| 300        | 8.5      |
| 350        | 7.8      |
| 400        | 7.2      |
| 450        | 6.6      |
| 500        | 6.1      |
| 550        | 5.7      |
| 600        | 5.3      |
| 650        | 4.9      |
| 700        | 4.6      |
| 750        | 4.2      |
| 800        | 3.9      |

C. Simulation Plots

Shown are simulations using best-fit global optimization parameters as well as plots of the MCMC predictive envelopes for each subject. Also shown for each subject are the MCMC analytics: the MCMC parameter chains, corner plots, and histograms generated by the `mcmcplot` command from the `mcmcstat` package [25].
Subject 1 NAb IU/mL
Last sample: Response
Projection for day 400: Response
Fits: r1 = 0.114, r2 = 0.143, r3 = 0.035, r4 = 0.008
Avg. SSE: 28.769

(a) Simulated Response
Subject 1 MCMC Predictive Envelopes
NAb range, day 400: Positive Response to Strong Response
(b) Predictive Envelope

Figure 17: Subject 1
Subject 3 NAb IU/mL

Last sample: Strong Response
Projection for day 400: Strong Response
Fits: r1= 0.052, r2= 0.089, r3= 0.103, r4= 0.018
Avg. SSE: 55.642

(a) Simulated Response

Subject 3 MCMC Predictive Envelopes

NAb range, day 400: Positive Response to Strong Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 18: Subject 3
Subject 4 NAb IU/mL
Last sample: Response
Projection for day 400: Response
Fits: r1 = 0.242, r2 = 0.067, r3 = 0.002, r4 = 0.001
Avg. SSE: 46.819

(a) Simulated Response
Subject 4 MCMC Predictive Envelopes
NAb range, day 400: within Positive Response range

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 19: Subject 4
Figure 20: Subject 5

Subject 5 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Response
Fits: r1 = 0.279, r2 = 0.107, r3 = 0.000, r4 = 0.001
Avg. SSE: 254.244
Subject 19 NAb IU/mL
Last sample: Response
Projection for day 400: Weak Response
Fits: r1 = 0.001, r2 = 0.580, r3 = 0.000, r4 = 0.001
Avg. SSE: 110.163

(a) Simulated Response

Subject 19 MCMC Predictive Envelopes
NAb range, day 400: No Response to Strong Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 21: Subject 19
Subject 20 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Response
Fits: r1 = 0.302, r2 = 0.090, r3 = 0.014, r4 = 0.003
Avg. SSE: 31.055

(a) Simulated Response
Subject 20 MCMC Predictive Envelopes
NAb range, day 400: Positive Response to Strong Response

(b) Predictive Envelope

(c) MCMC Chain
(d) MCMC Corner Plot
(e) MCMC Histogram

Figure 22, Subject 20
Subject 21 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Response
Fits: r1= 0.097, r2= 0.192, r3= 0.003, r4= 0.001
Avg. SSE: 42.619

(a) Simulated Response

Subject 21 MCMC Predictive Envelopes
NAb range, day 400: Positive Response to Strong Response

(b) Predictive Envelope

Subject 21 Parameter Chain

Subject 21 Corner Plot

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 23: Subject 21
Figure 24: Subject 23
Subject 25 NAb IU/mL
Last sample: Response
Projection for day 400: Response
 Fits: r1 = 0.241, r2 = 0.118, r3 = 0.000, r4 = 0.001
Avg. SSE: 34.538

(a) Simulated Response
Subject 25 MCMC Predictive Envelopes
NAb range, day 400: within Positive Response range

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 25: Subject 25
Subject 28 NAb IU/mL
Last sample: Response
Projection for day 400: Response
Fits: r1 = 0.282, r2 = 0.094, r3 = 0.011, r4 = 0.003
Avg. SSE: 75.186

(a) Simulated Response

Subject 28 MCMC Predictive Envelopes
NAb range, day 400: Positive Response to Strong Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 26: Subject 28
Subject 30 NAb IU/mL
Last sample: Response
Projection for day 400: Response
Fits: $r_1 = 0.694$, $r_2 = 0.001$, $r_3 = 0.000$, $r_4 = 0.000$
Avg. SSE: 74.294

Figure 27: Subject 30
Subject 40 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Strong Response
Fits: \( r_1 = 0.147, r_2 = 0.083, r_3 = 0.047, r_4 = 0.006 \)
Avg. SSE: 85.485

Figure 28: Subject 40
Subject 41 NAb IU/mL
Last sample: Response
Projection for day 400: Response
Fits: r1= 0.075, r2= 0.177, r3= 0.021, r4= 0.007
Avg. SSE: 6.485

Figure 29: Subject 41
Figure 30: Subject 42
Subject 44 NAb IU/mL
Last sample: Response
Projection for day 400: No Response
Fits: $r_1 = 0.111$, $r_2 = 0.151$, $r_3 = 0.000$, $r_4 = 0.001$
Avg. SSE: 9.881

(a) Simulated Response

Subject 44 MCMC Predictive Envelopes
NAb range, day 400: No Response to Weak Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 31: Subject 44
Subject 64 NAb IU/mL
Last sample: Weak Response
Projection for day 400: No Response
Fits: $r_1 = 0.209$, $r_2 = 0.139$, $r_3 = 0.000$, $r_4 = 0.001$
Avg. SSE: 97.141

(a) Simulated Response

Subject 64 MCMC Predictive Envelopes
NAb range, day 400: No Response to Positive Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 32: Subject 64
Subject 65 NAb IU/mL

Last sample: No Response
Projection for day 400: No Response
Fits: r1 = 0.024, r2 = 0.312, r3 = 0.020, r4 = 0.010
Avg. SSE: 14.648

(a) Simulated Response

Subject 65 MCMC Predictive Envelopes
NAb range, day 400: No Response to Weak Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 33: Subject 65
Subject 76 NAb IU/mL
Last sample: Response
Projection for day 400: Response
Fits: $r_1 = 0.094$, $r_2 = 0.217$, $r_3 = 0.036$, $r_4 = 0.012$
Avg. SSE: 84.100

Figure 34: Subject 76
Figure 35: Subject 79

Subject 79 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Strong Response
Fits: r1 = 0.255, r2 = 0.087, r3 = 0.008, r4 = 0.001
Avg. SSE: 67.028

(a) Simulated Response

Subject 79 MCMC Predictive Envelopes
NAb range, day 400: Positive Response to Strong Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram
Subject 80 NAb IU/mL
Last sample: Weak Response
Projection for day 400: No Response
Fits: r1 = 0.070, r2 = 0.102, r3 = 0.040, r4 = 0.022
Avg. SSE: 4.476

(a) Simulated Response

Subject 80 MCMC Predictive Envelopes
NAb range, day 400: within No Response range

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 36: Subject 80
Subject 94 NAb IU/mL
Last sample: Response
Projection for day 400: No Response
Fits: r1 = 0.414, r2 = 0.062, r3 = 0.000, r4 = 0.001
Avg. SSE: 119.087

(a) Simulated Response

Subject 94 MCMC Predictive Envelopes
NAb range, day 400: Weak Response to Strong Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 37: Subject 94
Subject 100 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Response
Fits: r₁ = 0.161, r₂ = 0.151, r₃ = 0.000, r₄ = 0.001
Avg. SSE: 34.096

Figure 38: Subject 100
Subject 101, NAb IU/mL
Last sample: No Response
Projection for day 400: No Response
Fits: r1 = 0.076, r2 = 0.160, r3 = 0.009, r4 = 0.007
Avg. SSE: 3.986

(a) Simulated Response

Subject 101 MCMC Predictive Envelopes
NAb range, day 400: within No Response range

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 39: Subject 101
Subject 139 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Response
Fits: r1 = 0.261, r2 = 0.099, r3 = 0.000, r4 = 0.000
Avg. SSE: 58.801

(a) Simulated Response
Subject 139 MCMC Predictive Envelopes
NAb range, day 400: Positive Response to Strong Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 40: Subject 139
Subject 146 NAb IU/mL
Last sample: Weak Response
Projection for day 400: No Response
Fits: r1 = 0.244, r2 = 0.116, r3 = 0.000, r4 = 0.001
Avg. SSE: 59.227

(a) Simulated Response

Subject 146 MCMC Predictive Envelopes
NAb range, day 400: No Response to Strong Response

(b) Predictive Envelope

Figure 41: Subject 146
Subject 147 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Strong Response
Fits: $r_1 = 0.179, r_2 = 0.105, r_3 = 0.048, r_4 = 0.007
Avg. SSE: 72.553

Figure 42: Subject 147
was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission.
Subject 173 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Strong Response
Fits: $r_1 = 0.036$, $r_2 = 0.092$, $r_3 = 0.025$, $r_4 = 0.004$
Avg. SSE: 42.617

(a) Simulated Response
Subject 173 MCMC Predictive Envelopes
NAb range, day 400: within Strong Response range

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 43: Subject 173
Subject 175 NAb IU/mL
Last sample: No Response
Projection for day 400: No Response
 Fits: r1= 0.010, r2= 0.145, r3= 0.000, r4= 0.003
Avg. SSE: 23.766

(a) Simulated Response

Subject 175 MCMC Predictive Envelopes
NAb range, day 400: No Response to Weak Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 44: Subject 175
Subject 179 NAb IU/mL

Last sample: No Response

Projection for day 400: No Response

Fits: r1 = 0.167, r2 = 0.138, r3 = 0.000, r4 = 0.004

Avg. SSE: 16.317

(a) Simulated Response

Subject 179 MCMC Predictive Envelopes

NAb range, day 400: No Response to Weak Response

(b) Predictive Envelope

Subject 179 Parameter Chain

Subject 179 Corner Plot

Subject 179 Parameter Histograms

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 45: Subject 179
Subject 200 NAb IU/mL
Last sample: Weak Response
Projection for day 400: Weak Response
Fits: r1 = 0.102, r2 = 0.197, r3 = 0.011, r4 = 0.005
Avg. SSE: 5.329

Subject 200 MCMC Predictive Envelopes
NAb range, day 400: within Weak Response range

Figure 46: Subject 200
Subject 215 NAb IU/mL
Last sample: Weak Response
Projection for day 400: No Response
Fits: r1 = 0.023, r2 = 0.186, r3 = 0.067, r4 = 0.031
Avg. SSE: 9.279

(a) Simulated Response

Subject 215 MCMC Predictive Envelopes
NAb range, day 400: No Response to Weak Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 47: Subject 215
Subject 216 NAb IU/mL
Last sample: No Response
Projection for day 400: No Response
Fits: r1 = 0.091, r2 = 0.158, r3 = 0.007, r4 = 0.005
Avg. SSE: 5.515

(a) Simulated Response

Subject 216 MCMC Predictive Envelopes
NAb range, day 400: within No Response range

(b) PredictiveEnvelope

Figure 48: Subject 216
Subject 226 NAb IU/mL
Last sample: Strong Response
Projection for day 400: Weak Response
Fits: \( r_1 = 0.216, r_2 = 0.133, r_3 = 0.000, r_4 = 0.001 \)
Avg. SSE: 71.667

(a) Simulated Response

Subject 226 MCMC Predictive Envelopes
NAb range, day 400: Weak Response to Strong Response

(b) Predictive Envelope

(c) MCMC Chain

(d) MCMC Corner Plot

(e) MCMC Histogram

Figure 49: Subject 226

65
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Variable Immune Protection *Observed*

| Covid-19        | 2 x mRNA Vaccinated | Protective Immunity? |
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