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In this paper we study the electrostatic properties of ‘Janus’ spheres with unequal charge densities on both hemispheres. We introduce a method to compare primitive-model Monte Carlo simulations of the ionic double layer with predictions of (mean-field) nonlinear Poisson-Boltzmann theory. We also derive practical DLVO-like expressions that describe the Janus-particle pair interactions by mean-field theory. Using a large set of parameters, we are able to probe the range of validity of the Poisson-Boltzmann approximation, and thus of DLVO-like theories, for such particles. For homogeneously charged spheres this range corresponds well to the range that was predicted by field-theoretical studies of homogeneously charged flat surfaces. Moreover, we find similar ranges for colloids with a Janus-type charge distribution. The techniques and parameters we introduce show promise for future studies of an even wider class of charged-patterned particles.
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I. INTRODUCTION

Electrostatic interactions in suspensions of charged colloids are of paramount importance to the structure and phase behaviour of such systems. The Derjaguin Landau Verwey Overbeek (DLVO) theory is the most widely-used theory by which the pair interactions between screened charged particles can be described. However, DLVO theory only describes the interactions between homogeneously charged spherical particles and is therefore a monopole theory. The rapidly-growing zoo of new colloidal particles demands similar theories that are equipped to deal with anisotropy in shape and size.

For classical, spherically charged, particles, DLVO theory has proven to be a powerful means to describe the electrostatic properties of systems; mostly for high-polarity solvents, low surface charge, and high ionic strength. The nonlinear Poisson-Boltzmann (PB) approach extends this range, although analytic results are only possible for a limited number of systems. PB theory is based on a mean-field approximation that ignores ion-ion correlations, which is justified only for sufficiently high temperatures, not too apolar media, and monovalent ions at reasonable concentrations. In regimes where ion-ion correlations are important Strong-Coupling (SC) theory may be applied. Several modifications of PB theory exist, including modifications of the traditional PB theory that account for finite-size ions.

In the computational field, both Monte Carlo (MC) and Molecular Dynamics (MD) techniques have been developed to analyse charged particles suspended in an electrolyte. In primitive-model simulations, ions are taken into account explicitly, whilst the solvent is modelled as a dielectric continuum. Ewald Sums usually provide the basis for calculating the long-ranged Coulomb contribution to the total energy of a system with periodic boundary conditions. However, employing Ewald Sums is computationally expensive and the systems that can be studied in the primitive model are therefore typically small. When studying charged colloids suspended in an electrolyte it is desirable to coarse-grain the system and use the much shorter ranged effective interactions between the particles instead of accounting for the ions explicitly. Most simulation studies therefore consider systems where the interactions between the colloids can be modelled by a DLVO pair potential. We note that faster Ewald Sums implementations exist, e.g., mesh-based approaches, but these cannot outperform a coarse-grained method that does not take the ions into account at all in a system of charged colloidal particles.

In this paper we investigate the range of applicability for nonlinear PB theory to accurately describe the behaviour of the ion density around charged heterogeneous particles. This allows us to quantify the parameter regime for which a (multipole-expanded) DLVO approximation may be applied to describe pair interactions in coarse-grained simulations, since (the electrostatic part of) such DLVO theories can be derived using PB approximations. Charge-patterned particles have already been studied using the DLVO approximation by partitioning the surface charge over a finite number of point-Yukawa charges with different prefactors to obtain effective pair interactions. For charge-patterned particles this approximation still generally results in an expensive calculation of the pair interaction as a function of the separation and orientation. Moreover, the point-Yukawa description inadequately accounts for the hard core of the particle, i.e., it implicitly assumes that ions can penetrate the colloid. In this paper a correct, simple, and therefore com-
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putationally far more efficient DLVO-multipole approximation is derived for the effective interaction between two charge-patterned particles. The multipole-based effective interactions have an enormous potential for use in simulation studies to explore the phase behaviour of previously inaccessible systems.

For this study we focus on particles with a Janus-type charge pattern. The term Janus refers to the two-faced Roman god of doors and was introduced to describe colloid properties in 1988. A Janus particle consists of two opposing parts (usually hemispheres) with different properties for the wetting, charge, chemical functionality, etc. The past decade has seen a marked increase in the ability to synthesize such Janus colloids and their use in self-assembly experiments. Many interesting structures have been found and questions have been raised on how to approach simulations of such systems. With our study we aim to address some of these questions for charged Janus particles in an electrolyte, in much the same way as the pioneering simulation studies that probed the applicability of the common DLVO/PB approximation for homogeneously charged particles.

In Section II we introduce the methods by which we compute the ion density around charged Janus particles: primitive-model MC simulations and nonlinear PB theory. We discuss the results of our investigation in Section III which is divided into four parts. In Section II A we introduce the method, based on Fourier-Legendre (FL) mode decomposition, by which we compare the MC and PB results. This method is applied for a homogeneously charged particle in Section II B, where we also investigate the relation to the field-theoretical results of Refs. and for homogeneously charged flat surfaces. In Section II C we extend our results to a Janus dipole and show that there is remarkable correspondence with the results for a homogeneously charged sphere. We consider a particle with a single charged hemisphere in Section II D. Throughout these sections we give explicit recipes for calculating the pair interactions between such particles within the PB approximation that we are testing. The interested reader is referred to the Appendix for a derivation of these pair interactions. We discuss our findings, comment on the potential synergy between simulation methods and theoretical results, and present an outlook in Section II V.

II. SIMULATIONS AND THEORY

In the following we consider a system of spherical charge-patterned colloids with radius $a$ suspended in an electrolyte. The colloid volume fraction is denoted by $\eta$. We studied three types of charge distribution for the colloids. (i) A homogeneous surface charge of $Ze$, with $Z > 0$ the number of charges and $e$ the elementary charge. (ii) A perfectly antisymmetric surface charge, with charges $Ze/2$ and $-Ze/2$ homogeneously distributed over the particle’s upper and lower hemisphere, respectively. (iii) A homogeneously charged upper hemisphere with charge $Ze$ and a completely uncharged lower hemisphere. Unless stated otherwise $Z = 100$ throughout this paper. We assume that there is a perfect dielectric match between the colloid, the ions, and the medium to avoid any dielectric boundary effects.

A. Ewald Sums and Monte Carlo Simulations

To study the systems described above by MC simulations we turn to the primitive model, for which the ions are represented by charged spheres and the solvent is treated as a dielectric continuum. To simplify the calculations we study only one of these particles, which we locate at the centre of a volume $V_{\text{cell}} = 4\pi a^3/(3\eta)$. We apply periodic boundary conditions to this volume to account for the fact that we are in principle interested in a system which contains many colloids. The particle’s (heterogeneous) surface charge is specified by 100 charge sites distributed over this surface, which can be positively or negatively charged, or which do not have charge. These charge sites on the colloid are chosen according to the optimal packing of 100 points on a sphere to ensure that they are spaced as homogeneously as possible.

The number of free monovalent ions $N$ in the volume $V_{\text{cell}}$ is fixed, i.e., we are interested in an average ion concentration $N/V_{\text{cell}}$ for the system that we approximate by our one-colloid calculation. We only consider systems for which a monovalent salt has been added to enhance the screening effected by the counter ions to the particle’s charge. The balance between the number of positive $N_+$ and negative $N_-$ ions ($N = N_+ + N_-$) is such that the volume, and thereby the entire system, is charge neutral. For the monopole and charged hemisphere we require $Z + N_+ - N_- = 0$ and for the Janus dipole $N_+ = N_-$. To sample phase space Monte Carlo (MC) simulations are performed in the isothermal-isochoric (canonical, NVT) ensemble. We consider a cubic simulation box of length $L = 50d$ ($d = (4\pi/3)(a/L)^3$, $V_{\text{cell}} = L^3$), for which we employ periodic boundary conditions. Here $d$ is the ion diameter and we assume all ions to be of the same size. The spherical colloid particle is located at the centre of the box (the origin). The particle’s rotational symmetry axis is chosen parallel to one of the box’ ribs for the Janus-type charge distributions.

The ion-ion pair potential is a combination of a Coulomb and a hard-core interaction part:

$$U_{i\jmath}(\mathbf{r}_i, \mathbf{r}_j) = \frac{q_i q_j e^2}{4\pi\epsilon_0\epsilon} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|^2} + \begin{cases} \infty, & |\mathbf{r}_i - \mathbf{r}_j| \leq d; \\ 0, & |\mathbf{r}_i - \mathbf{r}_j| > d, \end{cases}$$

with $\mathbf{r}_i$ and $\mathbf{r}_j$ the position of ions $i$ and $j$ with respect to the colloid’s centre, respectively. The function $|\cdot|$ gives the Euclidean norm of a vector, $q_i = \pm 1$ the sign of the $i$-th ion’s charge, $\epsilon_0$ the permittivity of vacuum, and $\epsilon$ the relative dielectric constant of the medium, ions, and particle. The interaction between a charge $q_i e$ on the
particle located at \( r_i \), with \( |r_i| = a - d/2 \), and an ion with charge \( q_j e \) located at \( r_j \) is given by

\[
U_{SI}(r_i, r_j) = \frac{q_i q_j e^2}{4\pi\varepsilon_0 \varepsilon} \frac{1}{|r_i - r_j|} + \begin{cases} \infty, & |r_j| \leq a + d/2; \\ 0, & |r_j| > a + d/2. \\ \end{cases}
\] (2)

The coupling between periodicity and the (long-range) Coulomb interactions, Eqs. (1) and (2), is taken into account using Ewald Sums with conductive boundary conditions. The total electrostatic energy \( U_C \) of a particular configuration may be written as

\[
\frac{4\pi\varepsilon_0 \varepsilon}{e^2} U_C = \frac{1}{2L^3} \sum_{k \neq 0} \left[ \frac{4\pi}{|k|^2} \sum_{j=1}^{N} q_j \exp \left( i k \cdot r_j \right) \right]^2 \exp \left( -\frac{|k|^2}{4\gamma} \right) - \frac{\gamma}{\pi} \sum_{i=1}^{N} q_i^2 \exp \left( -\frac{|k|^2}{4\gamma} \right) \left( \sum_{j<i}^{N} q_j \text{erfc} \left( \sqrt{\gamma} |r_i - r_j| \right) \right),
\] (3)

where summation is over both the ions and the charge sites, i.e., \( N \) is the total number of charges in the system, both free and fixed; \( k \equiv (2\pi/L) \) is a Fourier space vector, with \( L \in \mathbb{Z}^3 \); \( \gamma \) is the Ewald convergence parameter; and \( \text{erfc}( \cdot ) \) is the complementary error function. One can safely ignore the site-site interactions in Eq. (3), because this gives a constant contribution to the electrostatic energy \( U_C \). The self-energy term also drops out of the energy difference, on which the acceptance criterion for the MC trial moves is based.

For our simulations we employ the following parameters. (i) Each run consists of 100,000 MC equilibration cycles, where 1 MC cycle is understood to be one trial (translation) move per free ion. (ii) This equilibration is followed by a production run of 250,000 MC cycles to determine the ensemble-averaged ion density profiles \( \rho_\pm(r) \), with \( r \) the position with respect to the centre of the colloid. (iii) The step size for the ion translational moves is in the range \([0, 5d]\) and it is adjusted to yield an acceptance ratio of 0.25. (iv) For the Ewald Sums the real space cut-off radius for the third term in Eq. (3) is set to \( L/2.5 \), and we use \( \gamma = 0.03 \) and \(|k| < 6 \). This choice of Ewald parameters gives a reasonable approximation to the value of the electrostatic interaction energy. Doubling and halving the number of cycles for several runs showed that the MC parameters give sufficiently equilibrated results for most systems. A possible exception to the perceived equilibration is deep inside the strong-coupling regime, where ion-ion correlations play an important role, as we will explain in Section III A.

B. The Poisson-Boltzmann Approach

The spherical particle of radius \( a \) in a cubic box \((L \times L \times L)\) models a system with colloid volume fraction

\[
\eta = (4\pi/3)(a/L)^3.
\]

The equivalent system in PB theory is described using a spherical Wigner-Seitz (WS) cell model, where the radius of the WS cell is given by

\[
R = \left( \frac{3L^3}{4\pi} \right)^{1/3} = a\eta^{-1/3},
\] (4)

and the colloid is located at the centre of the cell. The choice of \( R \) ensures that the volumes, and therefore the average density of colloids/ions is the same as in the cubic box of the MC simulations. PB theory is applied, in accordance with the procedure outlined in Refs. 64–66, to determine the dimensionless electrostatic potential \( \phi(r) \) and the associated ion density profiles \( \rho_\pm(r) \) around the colloid.

In our MC simulations the hard-core interaction between the ions and the colloid prevent the ions from approaching the colloid’s centre closer than a distance of \( a + d/2 \). We therefore assume the same spherical hard-core exclusion volume for the point ions in PB theory. The colloid’s surface charge density is given by \( q(r) \), which is only nonzero when \( |r| = a \); the spatial integral over \( q(r) \) gives the total colloid charge. The PB equation for this system may now be written as

\[
\nabla^2 \phi(r) = 4\pi \lambda_B q(r) + \begin{cases} 0 & |r| \leq a + d/2 \\ \kappa^2 \sinh(\phi(r)) & |r| > a + d/2 \end{cases},
\] (5)

where \( \kappa = 8\pi \lambda_B \rho_s \) (such that \( \kappa^{-1} \) is the Debye screening length), with \( \rho_s \) the (yet unknown) bulk ion density and \( \lambda_B \) the Bjerrum length

\[
\lambda_B = \frac{e^2}{4\pi\varepsilon_0 \varepsilon k_B T},
\] (6)

with \( k_B \) Boltzmann’s constant and \( T \) the temperature. We impose the following boundary condition

\[
\nabla \phi(r) \cdot \hat{r} |_{r=R} = 0,
\] (7)

with \( \hat{r} \equiv r/|r| \), on the edge of the spherical cell to ensure that the normal component of the electric field vanishes at the boundary, i.e., the WS cell is charge neutral.

To solve Eq. (5) with the above boundary conditions the charge density \( q(r) \) and the electrostatic potential \( \phi(r) \) are expanded into a complete set of Legendre polynomials as

\[
q(r) = \sum_{\ell} \sigma_\ell \delta(r-a) P_\ell(x);
\] (8)

\[
\phi(r) = \sum_{\ell} \phi_\ell(r) P_\ell(x),
\] (9)

with \( \sigma_\ell \) and \( \phi_\ell(r) \) the surface-charge and potential modes, respectively. Here \( r \equiv |r| \) and \( x \equiv r \cdot \hat{z} \), with \( \hat{z} \) the orientation of the colloid’s rotational symmetry axis.


\[ P_0(x) = 1; \]
\[ P_1(x) = x; \]
\[ P_2(x) = \frac{1}{2} (3x^2 - 1); \]
\[ P_3(x) = \frac{1}{2} (5x^3 - 3x); \]
\[ \vdots \]
\[ P_l(x) = 2^l \sum_{k=0}^{l} \binom{l}{k} \binom{l-k-1}{\frac{l}{2}}, \]

where the expressions between brackets in Eq. (14) denote binomial coefficients. The nonlinear PB equation [Eq. (5)] is likewise expanded using Fourier-Legendre (FL) mode decomposition and Taylor expansion of the \( \sinh(\cdot) \) term around the monopole potential \( \phi_0(r) \). The higher-order expansion coefficients contain products of Legendre polynomials which effects couplings between the various modes. These products must be rewritten as a sum of single Legendre polynomials to solve for the separate modes using an iterative procedure. The mode coupling this induces necessitates the analysis of a significant number of multipoles even if, for example, only the dipole mode is of interest. References 12 and 65 can be consulted for more information on the procedure of mode expansion to solve the PB equation for heterogeneously charged colloids.

It is important to note that the PB theory treats the screening ions in the grand-canonical (\( \muVT \)) ensemble. The MC simulations were however performed in the canonical ensemble, where the number of ions is fixed, to allow for faster exploration of phase space. We fit the bulk ion concentration \( \rho_s \) in PB theory to ensure that the number of positive and negative ions in the WS cell corresponds to the number of ions in the MC simulation box. We consider this condition, coupled with the fact that we study the same colloid volume fraction \( \eta \) in both approaches, sufficient to justify comparison of the results in the two ensembles. The bulk ion concentration is fitted according to the criterion

\[ N_\pm = N_{\pm, \text{PB}} = \int d\rho_{\pm, \text{PB}}(r), \]

where the integration is over the region \( |r| \in [a + d/2, R] \). One of the two equations is redundant, since solving for \( N_+ \) is equivalent to solving for \( N_- \). The appropriate bulk ion concentration \( \rho_s \), which comes into the right-hand side of Eq. (15) via the dependence of \( \rho_{\pm, \text{PB}}(r) = \rho_s \exp(\mp \phi(r)) \) on this concentration, is established using an iterative procedure. All PB results presented in this paper were obtained on an equidistant radial grid of 2,000 points for \( |r| \in [a + d/2, R] \) by 5-th order Taylor expansion of \( \sinh(\cdot) \) using 6 multipole modes.

III. IONIC SCREENING OF JANUS PARTICLES

In this section we describe our results for the comparison of ion density profiles obtained by MC simulations and by PB theory. A total of 99 systems are considered for each of the three charge-patterned colloids. We use three particle radii \( a = 5d, 10d \), and 15d. For every particle radius \( a \), three salt concentrations are studied: 125, 250, and 375 monovalent cations and anions, respectively, are added to the counter ions already present in the system. This gives \( N_+ = 175, 300, \) and 425 for the Janus dipole. For the homogeneously and hemispherically charged particle \( N_+ = 125, 250, \) and 375, when \( N_- = 225, 350, \) and 475, respectively. We consider 11 Bjerrum lengths \( \lambda_B/d = 0.01, 0.05, 0.1, 0.25, 0.5, 1.0, 2.0, 4.0, 6.0, 8.0, \) and 10.0 for each \( a \) and \( N_\pm \) combination.

We subdivided the results sections on the basis of the surface-charge pattern studied. For each type of charge pattern, we consider the range where PB theory accurately describes the system. We also give a multipole-expanded DLVO description for the effective pair potential between two such objects (for the Janus dipole and charged hemisphere), which may be used in this range to model the pair interactions in coarse-grained simulations.

A. Method of Comparison

Figure 1 shows an example of our results for a typical set of parameters: \( a = 10d, \lambda_B = d, \) and 250 added anions and cations, respectively. The azimuthal average of the net ionic charge \( [\rho_+(r) - \rho_-(r)] \) is shown for the Janus dipole (Fig. 1a) to give insight into the shape of the density profiles. The multipole-expanded cation-density profiles (Fig. 1b: \( \rho_{+, \ell}(r) \) for \( 0 \leq \ell \leq 3 \)) further illustrate the level of correspondence between the MC and PB result for this system. Due to the antisymmetry of the problem combined with the fact that \( P_{\ell}(x) = (-1)^\ell P_{\ell}(-x) \) the anion densities follow as \( \rho_{-, \ell}(r) = \rho_{+, \ell}(r)(-1)^\ell \) for the Janus dipole. The system is in the sufficiently dilute and weak-coupling regime for the ion-ion interactions (\( \alpha \approx 0.06 \)), which explains the good agreement between both methods. Here we use the association-parameter \( \alpha \in [0,1] \) introduced in Ref. 33, which gives the equilibrium fraction of the available ions in the electrolyte that have formed pairs, to quantify the extent to which strong-coupling effects occur. The definition of \( \alpha \) in terms of our variables reads

\[ \alpha = 1 - \frac{1}{2K\rho_s} \left( \sqrt{1 + 4K\rho_s} - 1 \right); \]
\[ K = \frac{\pi}{2} \int_0^{\lambda_B} dr \ r^2 \exp \left( \frac{2\lambda_B}{r} \right), \]

where the fitted value for \( \rho_s \) is used. Here \( K \) is the equilibrium constant for the formation of Bjerrum pairs: dipole-like clusters of two oppositely charged ions that
profiles are exactly the same and that at least one energy are closely bound due to the strong interaction

\[ |\rho_+| \approx |\rho_-| \approx \alpha \]

in Ref. [36] it was shown that \( \alpha \lesssim 0.5 \) implies that strong-coupling effects are not relevant, i.e., the lower the value of \( \alpha \) the lower the concentration of Bjerrum pairs (for \( \alpha = 1 \) all ions have formed pairs and higher order clusters).

The local dimensionless charge density for an equivalent, homogeneously charged colloid is \( y = Z \lambda_B/\kappa a^2 = 4\pi \sigma \lambda_B/k \approx 5.2 \) for the parameters of Fig. 1. The parameter \( y \) can be used to estimate the level of nonlinearity in the system and since \( y \approx 5.2 \) exceeds unity, mode coupling occurs. We will come back to this parameter in the context of heterogeneous surface charges later. For the Janus dipole of Fig. 1 we can clearly observe a nonlinear effect, namely \( \lim_{\ell \to 0} \rho_{\pm,\ell}(r) \neq \rho_\pm \), despite the fact that the charge on the colloid has no intrinsic monopole component. Nonvanishing quadrupole (\( \ell = 2 \)) modes are also induced by mode coupling (nonlinearity).

In order to quantify the difference between results obtained by MC simulations and by PB theory we compare the difference in the distribution of ions in the double layer directly for each mode. To that end we introduce the so-called difference functions \( f_\ell \), which can be applied to a general Janus particle with \( Q_U \) unit charges on the upper hemisphere and \( Q_L \) unit charges on the lower hemisphere, respectively as

\[
f_\ell = \frac{4\pi}{|Q_U| + |Q_L|} \int_{r = L/2}^{L/2} dr r^2 \left| \rho_{\ell,MC}(r) - \rho_{\ell,\text{PB}}(r) \right|,
\]

where the ionic charge modes are defined by \( \rho_{\ell}(r) = \rho_{+,\ell}(r) - \rho_{-,\ell}(r) \) and where we use the labels MC and PB to indicate the origin of the respective profiles. Equation (18) has the property that all \( f_\ell \) are 0 when the two profiles are exactly the same and that at least one \( f_\ell > 0 \)

when they are not. Because we compare results for the cubic geometry of the simulation box to the spherical geometry of the WS cell in PB theory, the upper integration boundary is set to \( L/2 < R \). In principle the difference in shape and associated boundary conditions imply that we compare a simple-cubic crystal of colloids with a liquid of colloids at the same volume fraction. However, due to the separation of the particles and the level of ionic screening the results are virtually independent of the shape of the volume when we compare up to \( r = L/2 \). This is the reason why we only consider systems with added salt.

In Eq. (18) the functions \( f_\ell \) are ‘normalized’ by \(|Q_U| + |Q_L|\) such that for a homogeneously charged particle \( f_0 = 2 \), for the worst-case scenario of full discrepancy between the MC and PB results. Because the counter charge in the double layer should compensate for the net charge on a colloid, each \( |\rho_\ell(r)| \) separately contributes at most \(|Q_U| + |Q_L|\), which explains the normalization. An example of a significant mismatch between the MC and PB results is found deep in the strong-coupling regime where the MC method predicts a total condensation of counter ions in a very small region close to the surface, whilst PB theory predicts that the counter charge is located in a diffuse layer around the colloid of significant width. For higher order modes the value of \( f_\ell \) is bounded, but the range is not necessarily \([0,2]\). To get a feeling for the order of magnitude of \( f_\ell \) in the case of a good agreement between PB and MC results, we mention that \( f_0 \approx 0.003 \), \( f_1 \approx 0.073 \), \( f_2 \approx 0.006 \), and \( f_3 \approx 0.057 \) for the parameter set shown in Fig. 1, whilst Fig. 2(a) shows profiles with \( f_0 \approx 0.99 \), \( f_1 \approx 0.027 \), \( f_2 \approx 0.034 \), and \( f_3 \approx 0.031 \). Note that although \( f_0 \) in Fig. 2(a) confirms the huge mismatch between PB and MC results for the \( \ell = 0 \) mode, the \( f_\ell \) with \( \ell > 0 \) are still small. This suggests that the spherical symmetry of the problem is only slightly broken within MC simulations and thus that strong coupling does not induce significant multipolar charge distributions inside the screening cloud of a homogeneously charged particle.

### B. Homogeneously Charged Spherical Particles

To prove that the difference functions introduced in Eq. (18) give a useful description of the deviation between the MC and PB results, we investigate the monopole deviation \( f_0 \) for homogeneously charged spherical particles, in Fig. 2(a). We compare the behaviour of \( f_0 \) to field-theoretical predictions, which are also aimed at establishing a range of validity for PB theory, and show that there is a good correspondence between the two ranges.

In Refs. [57] and [58] the parameter regimes are investigated, for which various theoretical approximations give trustworthy results for the effective ion distribution of a homogeneously charged flat surface. For these flat surfaces parameter space is partitioned into three pieces, see Fig. 2(b). (I) A region where the Debye-Hückel (DH) ap-
The discontinuity in the first derivative of the MC cation and anion densities. Here theory (full curves) and MC simulations (dashed curves), showing Three samples of the ion profiles that are obtained by PB the- approximation of the Gouy-Chapmann and the Debye length, and \( \Xi \), the strong-coupling parameter, for several of the systems we studied. The field-theoretical prediction of Refs. 57 and \( \Xi^* \) for homogeneously charged flat surfaces partitions parameter space into three regimes, as is indicated by the continuous and the dashed line. The Debye-Hückel (DH), Poisson-Boltzmann (PB), and Strong-Coupling (SC) approximations should be used to obtain acceptable results in the respective domains. The value of the PB-SC divide is denoted by \( \Xi^* \approx 10 \). (b-d) Three samples of the ion profiles that are obtained by PB theory (full curves) and MC simulations (dashed curves), showing cation and anion densities. Here \( f_0 = 0.03, 0.39 \), and 0.99. The discontinuity in the first derivative of the MC \( \rho_{+0} \) profile in (d) is caused by the positive ions condensing on the surface of the colloid in combination with the binning procedure we applied to average the ion densities. A similar discontinuity is present in the \( \rho_{-0} \) results, although this is not visible on the scale of this plot.

In Fig. 2 the parameters \( \kappa \mu = 2/y \) and \( \Xi = (y/2)\kappa \lambda_B \) represent parameter space in a 'field-theoretical language' (see Ref. 53), with \( y \) 'our' local dimensionless charge density [as defined just below Eq. (17)] and \( \mu \) the Gouy-Chapmann length. The Gouy-Chapmann length must not to be confused with the ionic chemical potential, which is also usually denoted by \( \mu \). \( \Xi \) is a measure for the particle’s surface charge, expressed in terms of the Bjerrum length. PB theory produces satisfactory results for \( \Xi < \Xi^* \), with \( \Xi^* \) a cut-off value: Ref. 53 sets the value of \( \Xi^* \approx 10 \) for the transition between the PB and SC regimes. The value of \( \kappa \mu \) is of minor importance when \( \Xi < \Xi^* \) as PB theory can be straightforwardly applied to the DH region in the low-charge limit.

By comparing the MC and PB ion profiles for the 99 systems containing a homogeneously charged sphere that we have investigated, we found \( f_0^\ast = 0.1 \) to be a good boundary value for the regime (\( f_0 < f_0^\ast \)) in which PB-theory accurately describes the ion density profiles. Figures 2(b-d) show three example ion profiles to illustrate the possible level of deviation corresponding to a particular \( f_0 \) value: \( f_0 = 0.05, 0.39 \), and 0.99, respectively. Note that our choice of \( f_0^\ast = 0.1 \) is meant to imply that below this value PB theory gives a good description, however, for \( f_0 > f_0^\ast \) PB theory may give a reasonably accurate description (see Fig. 2b), but this is not a given and SC theory may be required to give a good description. Using our \( f_0^\ast \) values as a function of \( y \) and \( \Xi \), see Fig. 2, we locate the PB-SC divide at \( \Xi^* \approx 1 \). Minor changes in the value of \( f_0^\ast \) do not significantly change the location of the PB-SC transition in parameter space. However, since what is considered an unacceptable level of the discrepancy between PB and MC results is dependent on the quantities/behaviour we are interested in, there is a degree of arbitrariness to our result. Nevertheless, our approach to this problem and our choice for \( f_0^\ast \) appears justified since we obtain a similar partitioning of parameter space as was found in Ref. 53. This was to be expected for a homogeneously charged sphere, since there is only a geometrical difference with respect to a homogeneously charged plate, which for sufficiently large spheres can be considered small close to the sphere’s surface. Our results show that even for relatively small spheres (compared to the size of the ions) there is qualitative agreement.

For completeness we comment on the accuracy of our MC result deep inside the strong-coupling regime. The MC results show that a layer of oppositely charged ions can form on the surface of the charged particle. The interaction between the charges (sites and ions) is such that the free ions effectively condense on the particle, see Refs. 8, 20, 70 for a more comprehensive account of this phenomenology. The ions in the electrolyte experience similarly strong interactions and form Bjerrum pairs. Since we only consider single particle MC trial moves, the formation of Bjerrum pairs interferes with the exploration of phase space in the strong-coupling limit. The clusters hardly move, because most single particle moves that would break up a cluster are rejected based on
the energy difference. This results in an ill-converged ensemble average, when the Bjerrum-pair concentration is high $\left( \alpha \gtrsim 0.5 \right)$\textsuperscript{26}. The problem can be overcome by introducing cluster and association-dissociation moves for the Bjerrum pairs to obtain a more efficient sampling\textsuperscript{35,36}. However, we do not believe that ion condensation and Bjerrum-pair formation will influence our result with regard to the location of $\Xi^*$, since these effects only start to play a role for $\Xi \gg \Xi^*$, since then $\alpha > 0.5$.

C. Janus-Dipole Charge Distributions

1. Comparison of the Monte Carlo and Poisson-Boltzmann Results

In order to investigate the range of applicability of the (nonlinear) Poisson-Boltzmann approximation, we apply our method of comparison from Section (III A) to higher order Fourier-Legendre (FL) modes of the ion density for the case of a Janus dipole. Figure\textsuperscript{3} shows the deviation parameter $f_\ell$ for $\ell = 1, 3$ and the large set of parameters we studied. Note that the Janus dipole bears no even multipole moments $[\rho_{-1,\ell}(r) = \rho_{1,\ell}(r)(-1)^\ell]$ due to its antisymmetric charge distribution. To apply a representation similar to the one used in Ref.\textsuperscript{57} for Janus particles, we introduce the following modified dimensionless parameters: $y_\Sigma = 2/(\kappa \mu \Sigma) \equiv (|Q_U| + |Q_L|)|\lambda_B|/(\kappa a^2)$ and $\Xi_\Sigma \equiv (y_\Sigma/2)\kappa \lambda_B$. The sum of the absolute value of the charge on each hemisphere is used, rather than the total charge (which would be zero in the case of a Janus dipole). For pure monopoles $y_\Sigma$ and $\Xi_\Sigma$ reduce to the original parameters $y$ and $\Xi$. We prefer to express our results in terms of the dimensionless (absolute) local charge density $y_\Sigma$ rather than in terms of $\kappa \mu = 2/y_\Sigma$, since the former is a more natural quantity for PB theory of colloid systems. The use of $\kappa \mu$ in Fig.\textsuperscript{2} was to illustrate the correspondence between our results and the partitioning given in Ref.\textsuperscript{58}.

For the dipole term ($\ell = 1$) we observe trends in the value of $f_1$ (Fig.\textsuperscript{3}) as a function of $y$ and $\Xi$ similar to those observed for the value of $f_0$ of a homogeneously charged sphere (Fig.\textsuperscript{2}). The onset of a strong difference in the correspondence between the two results for the dipole mode occurs at $f_1^* \approx 0.1$. For the octupole ($\ell = 3$) term, the crossover value $f_3^*$ for an appreciable level of deviation appears to be slightly larger than 0.1, but on the strength of our results it is difficult to state this with certainty.

Based on Fig.\textsuperscript{3} a regime can be distinguished for the leading dipole term where PB theory yields accurate results for the charge profiles in the electric double layer ($\Xi_\Sigma < \Xi_\Sigma^* \approx 1$). For the $\ell = 1$ through $\ell = 5$ modes ($\ell = 5$ not shown here) the correspondence between MC and PB results is also sufficient when $\Xi_\Sigma \lesssim \Xi_\Sigma^*$. The modified parameter $\Xi_\Sigma^*$ therefore appears useful to describe parameter space for dipolar Janus particles with regards to quantifying the region where PB theory can be used to describe the system.

2. Multipole-Expanded DLVO Approximation for the Janus Dipole

Equations describing the electrostatic pair-interaction of (spherical) colloidal particles with a substantial dipolar contribution to the surface charge are derived in the Appendix. This derivation is performed within the Poisson-Boltzmann approximation, and the resulting equations can therefore be considered as an extension of DLVO theory towards inhomogeneously charged particles. The monopole-monopole, monopole-dipole, and dipole-dipole
interactions are given respectively by

\[ \beta V_{ij}^{\text{MM}}(R_{ij}) = \lambda_n \exp(-\kappa a) \frac{Z_i^Y Z_j^Y}{R_{ij}}, \]  
\[ \beta V_{ij}^{\text{MD}}(R_{ij}) = \lambda_n \exp(-\kappa a) \left( (p_i^Y \cdot \hat{R}_{ij}) Z_j^Y - (p_j^Y \cdot \hat{R}_{ij}) Z_i^Y \right), \]  
\[ \beta V_{ij}^{\text{DD}}(R_{ij}) = \lambda_n \exp(-\kappa a) \left( (1 + \kappa a)(p_i^Y \cdot p_j^Y) - (3 + 3\kappa a + (\kappa a)^2)(p_i^Y \cdot \hat{R}_{ij})(p_j^Y \cdot \hat{R}_{ij}) \right). \]

with \( R_{ij} \) the distance vector between particle \( i \) and \( j \), \( R_{ij} \equiv |R_{ij}| \), and \( \hat{R}_{ij} = R_{ij}/R_{ij} \). We also introduce the ‘Yukawa-monopoles’ \( Z_i^\gamma \) and ‘Yukawa-dipoles’ \( p_i^\gamma \), which, for Janus spheres of radius \( a \), are given by

\[ Z_i^\gamma = (Q_U + Q_L) \frac{\exp(\kappa a)}{1 + \kappa a}, \]  
\[ p_i^\gamma = (Q_U - Q_L) \frac{3a \exp(\kappa a) \hat{n}_i}{4(2 + \epsilon_c/\epsilon)(1 + \kappa a) + (\kappa a)^2}, \]

with \( \hat{n}_i \) is the particle’s symmetry axis, which points to the northern hemisphere, \( Q_U \) the total charge on the upper hemisphere, \( Q_L \) the total charge on the lower hemisphere, and \( \epsilon_c/\epsilon \) the ratio between the relative dielectric constant of the colloidal particle and that of the surrounding medium, which we choose 1 unless stated differently. However, Eqs. (19) and (20) are, as is typical for DLVO theory, only valid for sufficiently small charges, since linearised PB theory (Debye-Hückel approximation) was employed in the derivation of these equations. Fortunately, charge renormalisation has proven to be a useful tool in broadening the range of applicability towards particles with a higher charge.\(^{19,24}\) This renormalisation procedure was extended towards dipoles and higher multipoles in Ref. 45.

D. Hemispherical Charge Distributions

1. Comparison of the Monte Carlo and Poisson-Boltzmann Results

For the hemispherical charge distribution, we also compared PB results with those of MC simulations, in order to determine the regime of validity of the PB-multipole expansion. We again considered 99 systems and found that for the even modes the level of deviation \( f_*^\gamma \approx 0.1 \) sets a rough upper bound to the applicability of PB theory. For the odd modes the correspondence between the MC and PB results seems to hold for slightly higher values of the deviation parameter: \( f_*^\gamma \approx 0.25 \). Using these two values of \( f^\gamma \) we can roughly locate the range of validity of the PB result in the region \( \Xi \leq 1 \). The effects of strong coupling are however far more apparent for our hemispherical charge distribution than for the other two distributions we considered. This is because in the MC simulations we used 50 divalent charge sites on the upper hemisphere instead of monovalent sites. Our results for the hemisphere are therefore less convincing than for the other two charge distributions, but our preliminary indication is that the range in which the PB approximation is valid is roughly the same as that for the monopole and Janus dipole.

2. Multipole-Expanded DLVO Approximation for the Hemispherical Charge Distribution

As mentioned in the previous section, one cannot always resort to standard DLVO theory for particles with an anisotropic surface charge, because dipole, quadrupole, or higher order multipole charge distributions are relevant. Consequently, two-body interactions of the form monopole-dipole, dipole-dipole, monopole-quadrupole, etc., should be considered as well.

![Figure 4. (a) A sketch of two interacting particles with radius a, both having charge on only one hemisphere. To eliminate the dipole moment we relocate the centre of the charge distribution at a distance b (along the particle’s rotational symmetry axis) from the geometrical (hard-core) centre of the particle. This choice results in a distance \( R_{ij} \) between the charge distributions. Graphs (b) and (c) show the suggested value of b and the Yukawa weight factor \( C(\kappa a) \), respectively, as a function of the colloid radius a in terms of the Debye screening length \( \kappa^{-1} \), for a wide range in \( \epsilon_c/\epsilon \), the ratio between the relative dielectric constant of the particle and that of the surrounding medium. In (c), we indicate \( C = 1 \), which is the weight in case of the regular DLVO equation, using a dashed line.](image-url)
the charge distribution to coincide with the geometrical centre of a spherical particle one is free to place this point anywhere inside the particle. The most natural location is the point for which the (Yukawa-)dipole moment vanishes and thereby all dipole interactions. With this choice the electrostatic two-body interaction in terms of only a monopole-monopole term, is expected to be maximally accurate. This point is located on the rotational symmetry axis of the hemispherically charged colloid. For sufficiently large interparticle distances we obtain the following interaction potential for the shifted-monopole approximation:

$$\beta V_{ij}(R_{ij}) \approx \left( \frac{Z e^{\kappa a}}{1 + \kappa a} C(\kappa a) \right)^2 \lambda_B \exp(-\kappa R_{ij}) \frac{\kappa a}{R_{ij}}$$

(21)

with $R_{ij}$ the shifted centre-to-centre distance, $Z$ the particle charge, and $C(\kappa a)$ a renormalisation factor. This renormalisation factor depends on the ratio of the particle radius $a$ and the Debye screening length $\kappa^{-1}$ only and $C = 1$ in case of regular DLVO theory. We can numerically determine the distance $b$ from the particle’s geometrical centre, where we should place the shifted monopole such that the dipole term vanishes. Figure 4b shows the ratio $b/a$ as a function of $\kappa a$ for several values of $\epsilon_c/\epsilon$. Note that $b/a$ goes to 1/2 for small $\kappa a$, which is the (Coulomb) result that is obtained for unscreened particles. We show the corresponding renormalisation factors $C(\kappa a)$ in Fig. 3(c). We find $C(\kappa a) \lesssim 1$, because the charge is located closer to the (new) centre of the charge distribution than for homogeneously charged particles. Note that the interaction potential is independent of the orientation of the particles, when rotated around the shifted (monopole-charge) centre. The monopole-monopole approximation therefore does not capture the full interaction between the two hemispherically charged colloids. To capture the orientational dependence higher order modes (octopole and higher) are required. However, for a monopole-monopole only approximation Eq. (21) is maximally accurate by design. In the Appendix we explain how to calculate and, thereby, also how to minimize the Yukawa dipole moment for any type of charge distribution and hard-core shape.

IV. CONCLUSION AND OUTLOOK

In this paper we studied the range in parameter space for which the nonlinear Poisson-Boltzmann (PB) theory accurately describes the behaviour of the ions around a Janus charge-patterned spherical colloid in a 1:1 electrolyte. We used primitive-model Monte Carlo (MC) simulations to establish the ion density around such a charged particle for a huge set of parameters. By also computing the ion density for the same parameters and comparing the two results, we were able to establish a regime in which this PB theory gives a good approximation for the ion distribution. This comparison is based on Fourier-Legendre (FL) decomposition of the MC ion density to determine the contribution of the monopole, dipole, quadrupole, … charge terms. The theoretical approach also relies on FL decomposition and this enables us to quantify the differences on a mode-by-mode basis.

For a homogeneously charged sphere we compared our range of validity for PB theory to the range found in Refs. 57 and 58 for a system of homogeneously charged flat plates in an electrolyte. There is a remarkable correspondence between the two ranges, especially considering the small size of the colloids that we studied in relation to the size of the ions. For such small spheres a greater deviation with respect to the results of a flat-plate calculation could reasonably be expected. We were also able to show that the range in which the PB results accurately describe the ion density around a spherical Janus-dipole is similar to that found for the homogeneously charged sphere. For particles with only one (homogeneously) charged hemisphere, there is an indication that the regime in which PB theory can be applied matches the regime found for the two other particles.

In the PB-regime that we obtained, we can use simple (multipole-expanded) DLVO-like equations, which we derived in this paper, to describe the interactions between two particles with a Janus-type charge. We gave explicit expressions for the monopole and dipole interactions, since these terms are typically dominant for Janus particles. These electrostatic interactions resemble well-known Yukawa interactions, and reduce to these in the homogeneous charge limit. For the Janus-dipole obtaining the (multipole-expanded) DLVO expression is relatively simple. To accurately model a hemispherical charge distribution using only a monopole-term is a little more complicated. The key step proved to be shifting the centre of the charge distribution from the centre of the particle towards the charged hemisphere in order to eliminate the Yukawa-dipole contribution.

Our analysis forms a basis of a good understanding of the range in parameter space for which the PB approximation can be applied to describe the behaviour of heterogeneously charged colloids. This is, for instance, relevant to the study of such particles using simulations, where PB-theory-based effective interactions can be used to study the phase behaviour of such particles in the right regime. Note that we only considered equilibrium ion density profiles of stationary colloids. The rotational movement of mobile charge-patterned colloids can occur on time scales that would lead to an out-of-equilibrium double layer. What effect the out-of-equilibrium ion density would have on the screening of the particle and how such effects should be incorporated into effective interaction potentials used in simulations, is left for future investigation.
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APPENDIX: JANUS PARTICLES AND THE DEBYE-HÜCKEL APPROXIMATION - DLVO THEORY FOR PATCHY COLLOIDS

In this appendix we derive the (multipole-expanded) DLVO-like equations for general charge distributions and we show how this leads to Eqs. (19) - (20). Before that we set the stage by first examining the quality of the dipole-only approximation for a Janus-type charge distribution.

![Figure 5](image_url)  
Figure 5. A contour plot of the net charge density \( \rho_\pm(r) \) around an antisymmetric Janus particle for the parameters \( Z = 10, N = 245, \lambda_B = d, \) and \( a = 10\lambda_B, \) showing the profile that follows from a mode expansion up to \( \ell = 6 \) on the left, on the right only the dipole mode is plotted.

We have shown that the mode expansion up to \( \ell = 6 \) gives good agreement between MC simulations and PB theory regarding the ion profiles in a well-defined regime of parameters. For Janus particles in general the most dominant multipoles are the monopole and/or the dipole; note, however, that for ‘pure’ Janus dipoles the monopole term vanishes. To show this Fig. 5 plots the PB result for the local ionic charge densities around such a purely dipolar Janus particle, using a smaller charge \( (Z = 10) \) than elsewhere in this paper. The number of ions added to the system, \( N = 245, \) corresponds to \( ka \approx 2.8. \) We find that \( \rho_s = 0.036 \) and \( \Xi_s = 0.05 \) for this system, which implies that we are within the regime where PB-theory is applicable according to our analysis. We are aware that a multipole expansion of Yukawa-like interaction potentials does not necessarily converge in general\(^{24,25}\). In this particular case, however, we catch most of the physics of the interacting Janus particles, by treating the particle as a ‘pure’ dipole (without higher order modes). To illustrate this, the left side of Fig. 5 shows the ion charge density up to \( \ell = 6, \) which we proved to be sufficient for good correspondence with MC results in the regime where PB-theory is applicable. The right side shows the dipole (\( \ell = 1 \)) mode only. The differences are therefore due to the missing \( \ell = 3 \) and \( \ell = 5 \) terms. The dipole approximation overestimates the electrostatic potential in the axial direction, whilst it underestimates the electrostatic potential in the perpendicular direction.

With this in mind we explain the way to extend the applicability of DLVO theory to anisotropically charged particles. The result of setting up this theory allows us to find explicit equations for the monopole-dipole and dipole-dipole interaction potential between Janus particles as a function of their orientation. These expressions are similar to the well-known expressions for the interaction of unscreened dipoles. We begin by considering the effective electrostatic energy of an extended charge configuration \( q(r) \) in a 1:1 electrolyte with bulk concentration 2\( \rho_s \) - we do not incorporate hard-core effects at present. By using the electrostatic energy from Coulomb’s law combined with the ideal-gas entropy for the monovalent ion mixture inside a solvent is given by

\[
\beta H = \int_\mathbb{R} \sum_{r=\pm} \rho_\pm(r) \left( \frac{\rho_\pm(r)}{\rho_s} - 2 \right) + \frac{1}{2} \int_\mathbb{R} (\rho_+(r) - \rho_-(r) + q(r))\phi(r),
\]

where \( \rho_\pm(r) \) are the ion densities and where the dimensionless electrostatic potential is

\[
\phi(r) = \lambda_B \int_\mathbb{R} q_+(r') - \rho_+(r') + q(r') \frac{\rho_\pm(r) - \rho_\pm(r')}{|r - r'|},
\]

Note that we applied the Debye-Hückel approximation; the ‘usual’ entropic term of the ions is linearised via \( \rho_\pm(r) \log(\rho_\pm(r)/\rho_s) \approx \rho_\pm(r)/(\rho_\pm(r)/\rho_s - 2) \), implying that we assume the ion densities not to vary much from the bulk value \( \rho_s \). For a more detailed derivation of Eq. (22) see for example Ref.\(^{66}\).

We consider a system that consists of a collection of \( M \) (fixed) charges located at \( r_{ci}, \) with \( i = 1, \ldots, M \) an index. These charges should not be considered as point charges, but rather as localized charge distributions \( q_i(r) \) inside associated volumes \( V_i \), which are non-overlapping and centred at \( r_{ci}, \) as is sketched in Fig. 6. Each \( q_i(r) \) is only nonzero inside \( V_i \), and the total (non-ionic) charge density is hence written as \( q(r) = \sum_{i=1}^M q_i(r). \)

Since we have not included any hard-cores yet, the ion densities follow immediately from setting the functional derivative of Eq. (22) w.r.t. the ion densities to zero, \( \delta H / \delta \rho_\pm(r) = 0, \) yielding \( \rho_\pm(r) = \rho_s(1 + \sum_{i=1}^M \phi_i(r)), \)

with

\[
\phi_i(r) = \lambda_B \int_{V_i} q_i(r') \exp(-\kappa|r' - r|) / |r' - r|, \quad \text{(24)}
\]

where \( \kappa^2 = 8\pi\lambda_B\rho_s. \) By assuming that the charges \( q_i(r) \) within the volumes \( V_i \) have a fixed position, Eq. (24) can
be written, up to a self-energy constant, as

$$
\beta H = \lambda_B \sum_{i<j} \int_{V_i, V_j} \rho_i(r)q_j(r') \frac{\exp(-\kappa|\mathbf{r}' - \mathbf{r}|)}{|\mathbf{r}' - \mathbf{r}|}.
$$

Equations (24) and (25) were derived using the Taylor-expanded (quadratic) Hamiltonian (22) and therefore give appropriate results only in case the dimensionless electrostatic potential $\phi(\mathbf{r})$ remains sufficiently small w.r.t. unity.

We will now use the result of Eq. (25) to obtain an analogous theory for charge distributions with associated hard-core volumes. This is done by ‘freezing’ the ionic charge profiles inside the volumes $V_i$ and adding these to the charge configurations $q_i(\mathbf{r})$, such that the new charge distributions $\tilde{q}_i(\mathbf{r})$ are found. Effectively we compensate for the fact that ions in the Yukawa approximation can penetrate the hard particle. We thus consider a new combined charge distribution $\tilde{q}_i(\mathbf{r})$ that is exactly the distribution we are interested in, by compensating the fixed charge for the ion profiles it induces.

Starting with the obtained ion densities for the system without hard cores, we split the entire system volume $V$ into $V_{\text{in}}$, consisting of all points $\mathbf{r}$ outside the volumes $V_i$ for all $i$, and the volume $V_{\text{in}}$ of points that are inside one of these volumes. Note that $V_{\text{in}}$ is the complement of $V_{\text{out}}$. The ion densities are also split into $\rho_{\pm}^{\text{out}}(\mathbf{r})$ and $\rho_{\pm}^{\text{in}}(\mathbf{r})$ such that $\rho_{\pm}^{\text{out}}(\mathbf{r}) + \rho_{\pm}^{\text{in}}(\mathbf{r}) = \rho_{\pm}(\mathbf{r})$ and $\rho_{\pm}^{\text{out}}(\mathbf{r}) = 0$ for all $\mathbf{r}$ inside $V_{\text{in}}$, and $\rho_{\pm}^{\text{in}}(\mathbf{r}) = 0$ for all $\mathbf{r}$ inside $V_{\text{out}}$.

Eq. (22) may therefore be rewritten as

$$
\beta H = \int_{V_{\text{out}}} \text{d} \mathbf{r} \sum_{\alpha = \pm} \rho_{\alpha}^{\text{out}}(\mathbf{r}) \left( \frac{\rho_{\alpha}^{\text{out}}(\mathbf{r})}{\rho_{\text{s}}} - 2 \right) + \int_{V_{\text{in}}} \text{d} \mathbf{r} \sum_{\alpha = \pm} \rho_{\alpha}^{\text{in}}(\mathbf{r}) \left( \frac{\rho_{\alpha}^{\text{in}}(\mathbf{r})}{\rho_{\text{s}}} - 2 \right) + \int_{V_{\text{out}}} \text{d} \frac{1}{2} \left( \rho_{+}^{\text{out}}(\mathbf{r}) - \rho_{-}^{\text{out}}(\mathbf{r}) + \tilde{q}(\mathbf{r}) \right) \phi(\mathbf{r}),
$$

with

$$
\phi(\mathbf{r}) = \lambda_B \int \text{d} \mathbf{r} \frac{\rho_{+}^{\text{out}}(\mathbf{r}') - \rho_{-}^{\text{out}}(\mathbf{r}') + \tilde{q}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|},
$$

and the ‘new’ colloidal charge distributions

$$
\tilde{q}(\mathbf{r}) = q_i(\mathbf{r}) + \rho_{-}^{\text{in}}(\mathbf{r}) - \rho_{+}^{\text{in}}(\mathbf{r}) = \sum_{i=1}^{M} \tilde{q}_i(\mathbf{r}),
$$

for which $\tilde{q}_i(\mathbf{r}) \equiv q_i(\mathbf{r}) + \rho_{-}^{\text{in}}(\mathbf{r}) - \rho_{+}^{\text{in}}(\mathbf{r})$ when $\mathbf{r}$ inside $V_i$.

Within the DLVO-approximation, the net ionic charge density $\rho_{\pm}^{\text{in}}(\mathbf{r}) - \rho_{\pm}^{\text{in}}(\mathbf{r})$ in volume $V_i$ is only induced by the fixed charges $q_i(\mathbf{r})$ in that volume itself (large inter-particle distances). One therefore finds for $\mathbf{r}$ in $V_i$ that

$$
\tilde{q}_i(\mathbf{r}) \approx q_i(\mathbf{r}) - 2 \rho_{\text{s}} \phi_i(\mathbf{r}) = q_i(\mathbf{r}) - 2 \lambda_B \rho_{\text{s}} \int_{V_i} \text{d} \mathbf{r}' \frac{\rho_{-}^{\text{in}}(\mathbf{r}') - \rho_{-}^{\text{in}}(\mathbf{r}') + \tilde{q}(\mathbf{r}')}{|\mathbf{r}' - \mathbf{r}|},
$$

The second line in Eq. (26) becomes a constant that may regarded as a self-energy term and therefore can be ignored to yield

$$
\beta H = \int_{V_{\text{out}}} \text{d} \mathbf{r} \sum_{\alpha = \pm} \rho_{\pm}(\mathbf{r}) \left( \frac{\rho_{\pm}(\mathbf{r})}{\rho_{\text{s}}} - 2 \right) + \frac{1}{2} \int \text{d} \mathbf{r} \left( \rho_{+}(\mathbf{r}) - \rho_{-}(\mathbf{r}) + \tilde{q}(\mathbf{r}) \right) \phi(\mathbf{r}),
$$

with the restriction that $\rho_{\pm}(\mathbf{r}) = 0$ if $\mathbf{r}$ is inside $V_{\text{in}}$. Comparing Eq. (22) with Eq. (30), the effective interaction Hamiltonian between hard particles with charge densities $\tilde{q}_i(\mathbf{r})$ can be recognized in the latter. The effective interaction energy for such a system can thus be obtained from Eq. (26) with $q_i(\mathbf{r})$ the solution of Eq. (25), with $\tilde{q}_i(\mathbf{r})$ the actual charge density of interest. For particles with hard-core volume $V_i$ and corresponding charge densities $\tilde{q}_i(\mathbf{r})$ it is necessary to first solve $q_i(\mathbf{r})$ from Eq. (26). By finding $q_i(\mathbf{r})$ we obtain the charge distribution that compensates for the self-induced ion densities, since these are required in to determine the effective interaction in Eq. (26).

At this point we have found a procedure to calculate the electrostatic interactions between inhomogeneously charged colloidal particles with hard cores, within the
DLVO approximation that we discussed earlier. In order to isolate specific multipole interactions between colloids, Eq. (24) is rewritten as

\[ \beta H = \lambda_B \sum_{i<j} \int V_i V_j d{s_i} d{s_j} \left\{ q_i (r_{ci} + s_i) q_j (r_{cj} + s_j) \exp(-\kappa |r_{ij} + s_i - s_j|) \right\}, \]

with \( r_{ij} = r_{cj} - r_{ci} \) the colloid-colloid distance and \( s_i = r - r_{ci} \) the coordinate relative to \( r_{ci} \). Both are shown in Fig. 7. The Yukawa interaction can then be expanded into spherical harmonics around these centres, which are \( r_{ci} \) and \( r_{cj} \). For this we must assume that the distance from any point in \( V_i \) to its centre \( r_{ci} \) is less than the distance to any other centre \( r_{cj} \). This however automatically holds for equi-sized spherical volumes if one chooses the centres \( r_{ci} \) exactly in the middle of the spheres.

Here, the monopole and dipole terms are of main interest. Eq. (31) can therefore be written, up to a monopole-monopole, monopole-dipole, and dipole-dipole interaction term as

\[ H = \sum_{i<j} \gamma_{ij}^{MM} (R_{ij}) + \gamma_{ij}^{MD} (R_{ij}) + \gamma_{ij}^{DD} (R_{ij}). \]

The resulting interaction terms are given by Eq. (19), in which the ‘Yukawa monopole’ and ‘Yukawa dipole’ are now (for the general charge distribution)

\[ Z_i^Y = \int_{V_i} d{s_i} q_i (r_{ci} + s_i) \frac{\sinh \kappa s_i}{\kappa s_i}; \]

\[ p_i^Y = 3 \int_{V_i} d{s_i} q_i (r_{ci} + s_i) \frac{\cosh \kappa s_i - \frac{1}{\kappa s_i} \sinh \kappa s_i}{(\kappa s_i)^2} s_i, \]

with \( s_i = |s_i| \). Note that Eqs. (33a) and (33b) reduce to the well-known expressions for Coulomb monopole and dipole in the limit \( \kappa a \downarrow 0 \), see Ref. 77. Also the interaction terms \( [19] \) give the well-known result for pure Coulomb systems in this limit. Finally, the electrostatic potential around charge distribution \( i \) can be expanded as

\[ \phi_i (r_{ci} + s_i) = Z_i^Y \lambda_B \frac{\exp(-\kappa s_i)}{s_i} + (p_i^Y \cdot \hat{s}_i) \lambda_B \frac{\exp(-\kappa s_i)}{s_i^2} (1 + \kappa s_i) + O(\ell \geq 2), \]

in which quadrupole and higher order multipoles are not included.

As an example we show that the interaction between particles with a homogeneous charge distribution is in agreement with DLVO theory. By considering a spherical colloid with a hard core radius \( a \) and a charge \( Z \) distributed homogeneously over its surface and choosing \( r_{ci} = 0 \) for convenience, the charge distribution is given by \( \hat{q}_i = Z/(4\pi a^2) \delta(s_i - a) \). It can be shown that Eq. (24) is solved by

\[ q_i (s_i) = \begin{cases} Z_{4\pi \sigma} \frac{\delta(s_i - a) + Z_{6\pi \sigma} 2\kappa a}{\sigma(1 + \kappa a)} & \text{if } s_i \leq a, \\ 0 & \text{if } s_i > a. \end{cases} \]

Note that the ‘added’ charge density inside the colloids has the same sign as the surface charge and exactly cancels the ionic charge due screening. From Eq. (33a) one obtains \( Z_i^Y = Z \exp(\kappa a)/(1 + \kappa a) \) and this gives the DLVO result as Eq. (14) shows.

The Yukawa monopole and the Yukawa dipole can also be extracted from the solution for the electrostatic potential outside a spherical particle, using Eq. (34), without calculating the charge density \( q_i (r) \) explicitly. Namely, we can often solve the (linearized) Poisson-Boltzmann equation around a single particle mode-by-mode, and then read the multipole moments from the mode amplitudes in the final solution. As an example we consider spherical particles with a fixed surface charge distribution that is rotationally symmetric around the unit vector \( n_i \), e.g., a Janus particle. The electrostatic potential in the vicinity of the single particle can be expanded as \( \phi (s_i, x_i) = \sum_{\ell=0}^{\infty} \phi (s_i, x_i) P_\ell (x_i) \), with \( x_i = s_i \cdot n_i \), and \( P_\ell (x_i) \) the \( \ell \)th order Legendre polynomial. Now \( \ell = 0 \) and \( \ell = 1 \) correspond to the monopole and the dipole contribution to the electrostatic potential, respectively. The multipole mode functions, which solve the linearised PB equation, behave as \( \phi (s_i, x_i) \sim s_i^{\ell} \) for \( r < a \) and \( \phi (s_i, x_i) \sim k_i (\kappa s_i) \) for \( r > a \), with \( k_i \) the \( \ell \)th modified spherical Bessel function. By applying the boundary condition

\[ \lim_{s_i \downarrow a} \phi' (s_i, x_i) = \lim_{s_i \uparrow a} \phi' (s_i, x_i) - 4\pi \lambda_B \sigma (x_i), \]

with the prime (') denoting the radial derivative (w.r.t. \( s_i \)), and \( \sigma (x_i) \) the surface-charge density, a solution to the electrostatic potential in terms of a multipole expansion
is obtained. Since the modified spherical Bessel functions can also be recognized in Eq. (34), one is able to derive that the monopole and the dipole moment should relate to the expansion of the surface-charge density, \( \sigma(x_i) = \sum_{\ell=0}^{\infty} \sigma_{\ell} P_{\ell}(x_i) \), by

\[
Z_i^Y = 4\pi a^3 \sigma_0 \frac{\exp(\kappa a)}{1 + \kappa a}, \quad (37)
\]

\[
P_i^Y = 4\pi a^3 \sigma_1 \frac{\exp(\kappa a)}{3 + 3\kappa a + (\kappa a)^2} \mathbf{n}_i. \quad (38)
\]

In the case of Janus particles with charge densities \( \sigma_U = Q_U/(4\pi a^2) \) and \( \sigma_L = Q_L/(4\pi a^2) \) on the upper and lower hemisphere respectively, one finds \( \sigma_0 = \frac{1}{2}(\sigma_U + \sigma_L) \) and \( \sigma_1 = \frac{3}{4}(\sigma_U - \sigma_L) \).

Throughout this paper we assumed that the dielectric constant of the particles matched the dielectric constant of the solvent. However, Eq. (38) can easily be extended to particles that have a dielectric mismatch with the solvent. We modify Eq. (38) by including a dielectric jump in the boundary condition [Eq. (36)], such that the Yukawa multipoles for these particles can be obtained as well. As is known from the DLVO equation, we find that the Yukawa monopole is unaffected by the value of the dielectric constant inside the particle, whilst the Yukawa dipole changes. Equation (38) becomes

\[
P_i^Y = 4\pi a^3 \sigma_1 \frac{\exp(\kappa a)}{(2 + \varepsilon_c/\varepsilon)(1 + \kappa a) + (\kappa a)^2} \mathbf{n}_i, \quad (39)
\]

with \( \varepsilon_c/\varepsilon \) the ratio of the relative dielectric constant inside and outside the particles. Note that the dipole moment becomes very small if the interior of the colloid is very polar w.r.t. the surrounding medium, e.g., (Pickering) emulsions of water in oil. Consequently the monopole-dipole and dipole-dipole interactions will be negligible for these systems, even in case of an asymmetric charge distribution. However, if the dielectric constant of the colloid is comparable or smaller than the dielectric constant of the solvent a significant dipolar interaction may arise.
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