The Quantum Query Complexity of Elliptic PDE

Stefan Heinrich
Department of Computer Science
University of Kaiserslautern
D-67653 Kaiserslautern, Germany
e-mail: heinrich@informatik.uni-kl.de
homepage: http://www.uni-kl.de/AG-Heinrich

Abstract

The complexity of the following numerical problem is studied in the quantum model of computation: Consider a general elliptic partial differential equation of order $2m$ in a smooth, bounded domain $Q \subset \mathbb{R}^d$ with smooth coefficients and homogeneous boundary conditions. We seek to approximate the solution on a smooth submanifold $M \subseteq Q$ of dimension $0 \leq d_1 \leq d$. With the right hand side belonging to $C^r(Q)$, and the error being measured in the $L_\infty(M)$ norm, we prove that the $n$-th minimal quantum error is (up to logarithmic factors) of order

$$n^{-\min((r+2m)/d_1, r/d_1+1)}.$$ 

For comparison, in the classical deterministic setting the $n$-th minimal error is known to be of order $n^{-r/d}$, for all $d_1$, while in the classical randomized setting it is (up to logarithmic factors)

$$n^{-\min((r+2m)/d_1, r/d_1+1/2)}.$$ 

1 Introduction

The complexity of solving elliptic problems in the classical deterministic setting was studied in [30, 31, 7, 5, 6]. In [18] such problems were considered in the classical randomized setting. The quantum complexity of ordinary differential equation was investigated in [19], while in [21] certain parabolic problems were studied in this setting. The complexity of elliptic problems in the quantum model of computation has not been analyzed before. This is the topic of the present paper. We consider a general elliptic partial differential equation given on a smooth domain in $\mathbb{R}^d$, with smooth coefficients and
homogeneous boundary conditions. We seek to find an approximation to the solution on a given, $d_1$-dimensional smooth submanifold, where $0 \leq d_1 \leq d$. Thus, we consider the whole range of problems from local solution (find the solution in a single point, $d_1 = 0$) up to global solution (find the full solution, in the whole domain, $d_1 = d$). Our analysis is carried out in the quantum setting of information-based complexity theory, as developed in [11]. For a study of other basic numerical problems in this framework we refer to [23, 12, 14, 15, 19, 21, 27, 32], see also the surveys [13, 16]. For general background on quantum computation we refer to the surveys [2], [8], [26], and the monographs [25], [9], [24]. For the classical settings of information-based complexity theory we refer to [28, 22, 10].

This paper can be considered as a continuation of [17, 18]. The approximation of weakly singular integral operators plays a key role again. In some situations, techniques from [17, 18] can also be applied to the quantum setting, while in others entirely different approaches are needed. In particular, a number of new tools for the general quantum setting of information-based complexity has to be developed.

The paper is organized as follows. In section 2 we describe the quantum setting, general results about quantum $n$-th minimal errors are derived in section 3. In section 4 we study weighted mean computation and integration. These are preparations for section 5, in which we are concerned with quantum approximation of weakly singular operators. Section 6 contains the statement and the proof of the main result about the query complexity of elliptic PDE. Finally, in section 7 we recall the respective results of the classical deterministic and randomized settings and compare them with the quantum setting.

2 Notation

A numerical problem is given by a tuple $\mathcal{P} = (F, G, S, K, \Lambda)$, where $F$ is a non-empty set, $G$ a normed space over $\mathbb{K}$, where $\mathbb{K}$ stands for the set of real or complex numbers, $S$ a mapping from $F$ to $G$, $K$ a non-empty set and $\Lambda$ a non-empty set of mappings from $F$ to $K$. We seek to approximate $S(f)$ for $f \in F$ by means of quantum computations.

Usually $F$ is a set in a function space, $S$ is the solution operator, which maps the input $f \in F$ to the exact solution $S(f)$, and we want to approximate $S(f)$. $\Lambda$ is usually a set of linear functionals, supplying information $\lambda(f)$ about $f$ through which the algorithm can access the input $f$. $K$ is mostly $\mathbb{R}$ or $\mathbb{C}$, $G$ is a space containing both the solutions and the approxi-
mations, and the error is measured in the norm of $G$.

In the sequel it will be convenient to consider $f \in F$ also as a function on $\Lambda$ with values in $K$ by setting $f(\lambda) := \lambda(f)$. Let $F(\Lambda, K)$ denote the set of all functions from $\Lambda$ to $K$.

Let $H_1$ be the two-dimensional complex Hilbert space $\mathbb{C}^2$, with its unit vector basis $\{e_0, e_1\}$, let

$$H_m = H_1 \otimes \cdots \otimes H_1,$$

equipped with the tensor Hilbert space structure. Denote

$$\mathbb{Z}[0, N] := \{0, \ldots, N - 1\}$$

for $N \in \mathbb{N}$ (we write $\mathbb{N} = \{1, 2, \ldots\}$ and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$). Let $C_m = \{|i\rangle : i \in \mathbb{Z}[0, 2^m]\}$ be the canonical basis of $H_m$, where $|i\rangle$ stands for $e_{j_0} \otimes \cdots \otimes e_{j_{m-1}}$ with $i = \sum_{k=0}^{m-1} j_k 2^{m-1-k}$. Let $\mathcal{U}(H_m)$ denote the set of unitary operators on $H_m$.

A quantum query on $F$ is given by a tuple

$$Q = (m, m', m'', Z, \tau, \beta),$$

where $m, m', m'' \in \mathbb{N}, m' + m'' \leq m, Z \subseteq \mathbb{Z}[0, 2^{m'}]$ is a nonempty subset, and

$$\tau : Z \to \Lambda$$

$$\beta : K \to \mathbb{Z}[0, 2^{m''}]$$

are arbitrary mappings. Let $m(Q) := m$ denote the number of qubits of $Q$.

Given a query $Q$, we define for each $f \in F$ the unitary operator $Q_f \in \mathcal{U}(H_m)$ by setting $|i\rangle |x\rangle |y\rangle \in C_m = C_{m'} \otimes C_{m''} \otimes C_{m-m'-m''}$:

$$Q_f |i\rangle |x\rangle |y\rangle = \begin{cases} |i\rangle |x \oplus \beta(f(\tau(i)))\rangle |y\rangle & \text{if } i \in Z \\ |i\rangle |x\rangle |y\rangle & \text{otherwise}, \end{cases}$$

where $\oplus$ means addition modulo $2^{m''}$.

A quantum algorithm on $F$ with no measurement is a tuple

$$A = (Q, (U_j)_{j=0}^n),$$

where $Q$ is a quantum query on $F$, $n \in \mathbb{N}_0$ and $U_j \in \mathcal{U}(H_m)$ ($j = 0, \ldots, n$), with $m = m(Q)$. Given $f \in F$, we define $A_f \in \mathcal{U}(H_m)$ as

$$A_f = U_n Q_f U_{n-1} \ldots U_1 Q_f U_0.$$
We denote by \( n_q(A) := n \) the number of queries and by \( m(A) = m = m(Q) \) the number of qubits of \( A \). Let \( (A_f(x, y))_{x, y \in \mathbb{Z}[0,2^m]} \) be the matrix of the transformation \( A_f \) in the canonical basis \( \mathcal{C}_m \).

A quantum algorithm from \( F \) to \( G \) with \( k \) measurements is a tuple

\[
A = ((A_l)_{l=0}^{k-1}, (b_l)_{l=0}^{k-1}, \varphi),
\]

where \( k \in \mathbb{N}, A_l (l = 0, \ldots, k - 1) \) are quantum algorithms on \( F \) with no measurements,

\[
b_0 \in \mathbb{Z}[0, 2^{m_0}],
\]

\[
b_l : \prod_{i=0}^{l-1} \mathbb{Z}[0, 2^{m_i}] \rightarrow \mathbb{Z}[0, 2^{m_l}) \quad (1 \leq l \leq k - 1),
\]

where \( m_l := m(A_l) \), and

\[
\varphi : \prod_{l=0}^{k-1} \mathbb{Z}[0, 2^{m_l}) \rightarrow G.
\]

The output of \( A \) at input \( f \in F \) will be a probability measure \( A(f) \) on \( G \), defined as follows: First put

\[
p_{A,f}(x_0, \ldots, x_{k-1}) = |A_0,f(x_0, b_0)|^2 |A_1,f(x_1, b_1(x_0))|^2 \ldots |A_{k-1,f}(x_{k-1}, b_{k-1}(x_0, \ldots, x_{k-2}))|^2.
\]

Then define \( A(f) \) by setting for any subset \( C \subseteq G \)

\[
A(f)(C) = \sum_{\varphi(x_0, \ldots, x_{k-1}) \in C} p_{A,f}(x_0, \ldots, x_{k-1}).
\]

Let \( n_q(A) := \sum_{l=0}^{k-1} n_q(A_l) \) denote the number of queries used by \( A \). For more details and background see [11]. Below we use the term ‘quantum algorithm’, meaning a quantum algorithm with measurement(s). Note that a quantum query on \( F \) (respectively, a quantum algorithm from \( F \) to \( G \)) can also be considered as a quantum query on \( \mathcal{F}(\Lambda, K) \) (respectively, a quantum algorithm from \( \mathcal{F}(\Lambda, K) \) to \( G \)), and vice versa.

The above definition simplifies essentially for an algorithm with one measurement, which is given by

\[
A = (A_0, b_0, \varphi), \quad A_0 = (Q, (U_j)_{j=0}^n).
\]
The quantum computation is carried out on $m := m(Q)$ qubits. For $f \in F$ the algorithm starts in the state $|b_0\rangle$ and produces 

$$ |\psi_f\rangle = U_n Q_f U_{n-1} \ldots U_1 Q_f U_0 |b_0\rangle. $$

Let 

$$ |\psi_f\rangle = \sum_{i=0}^{2^m-1} a_{i,f} |i\rangle. $$

Then the output takes the value $\varphi(i) \in G$ with probability $|a_{i,f}|^2$. As shown in [11], Lemma 1, for each algorithm $A$ with $k$ measurements there is an algorithm $\tilde{A}$ with one measurement such that $A(f) = \tilde{A}(f)$ for all $f \in F$ and $\tilde{A}$ uses just twice the number of queries of $A$.

For $\theta \geq 0$ and a quantum algorithm $A$ we define the (probabilistic) error at $f \in F$ as follows. Let $\zeta$ be a random variable with distribution $A(f)$. Then

$$ e(S,A,f,\theta) = \inf \{ \varepsilon \geq 0 \mid \mathbb{P}\{\|S(f) - \zeta\| > \varepsilon\} \leq \theta \} $$

(observe that this infimum is always attained). Let

$$ e(S,A,F,\theta) = \sup_{f \in F} e(S,A,f,\theta) $$

(this quantity can take the value $+\infty$). Furthermore, we set

$$ e_n^q(S,F,\theta) = \inf \{ e(S,A,F,\theta) \mid A \text{ is any quantum algorithm with } n_q(A) \leq n \}. $$

We denote

$$ e(S,A,f) = e(S,A,f,1/4) $$

and similarly,

$$ e(S,A,F) = e(S,A,F,1/4), \quad e_n^q(S,F) = e_n^q(S,F,1/4). $$

The quantity $e_n^q(S,F)$ is the $n$-th minimal query error, that is, the smallest error which can be reached using at most $n$ queries. Note that it essentially suffices to study $e_n^q(S,F)$ instead of $e_n^q(S,F,\theta)$, since with $O(\nu)$ repetitions, the error probability can be reduced to $2^{-\nu}$ (see Lemmas 3, 4 and Corollary 1 of [14]).

The quantum query complexity is defined for $\varepsilon > 0$ by

$$ \text{comp}_q^\varepsilon(S,F) = \min \{ n_q(A) \mid A \text{ is any quantum algorithm with } e(S,A,F) \leq \varepsilon \} $$
(we put \(\text{comp}^\oplus(S,F) = +\infty\) if there is no such algorithm). It is easily checked that these functions are inverse to each other in the following sense: For all \(n \in \mathbb{N}_0\) and \(\varepsilon > 0\), \(\varepsilon^n(S,F) \leq \varepsilon\) if and only if \(\text{comp}^\oplus_1(S,F) \leq n\) for all \(\varepsilon_1 > \varepsilon\). Hence it suffices to determine one of them. We shall principally choose the first one.

Note that the definition of a numerical problem we presented here corresponds to that used in [17, 18] for the classical settings, and is slightly more general than the one in previous papers on the quantum setting [11, 12, 14, 15]. There \(F\) was always a set of functions on some set \(D\). We get back to this setting by considering, as done above, each \(f\) as a function on \(\Lambda\) and defining \(D = \Lambda\). (Such an approach has already been outlined at the end of [11].) The mapping that sends \(f \in F\) to the corresponding function \((f(\lambda))_{\lambda \in \Lambda}\) needs not to be one-to-one, in general. Nevertheless, all general results of [11, 12, 14, 15] carry over in an obvious way, with literally identical proofs.

3 Some general results

Let \(\tilde{P} = (\tilde{F}, \tilde{G}, \tilde{S}, \tilde{K}, \tilde{\Lambda})\) be another numerical problem. Suppose we have an algorithm for problem \(P\), and we want to construct one for problem \(\tilde{P}\). Furthermore, for each input \(f \in F\) of problem \(P\) we can produce an input \(R(f)\) for problem \(\tilde{P}\) such that \(S(f) = \Psi \circ \tilde{S} \circ R(f)\) with a certain mapping \(\Psi : \tilde{G} \to G\). Finally, each information about \(R(f)\) can be obtained from \(\kappa\) suitable informations about \(f\). Then we say that problem \(P\) reduces to \(\tilde{P}\).

Let us specify the assumptions.

Let \(R : F \to \tilde{F}\) be a mapping such that there exist a \(\kappa \in \mathbb{N}\), mappings \(\eta_j : \Lambda \to \Lambda\) \((j = 0, \ldots, \kappa - 1)\) and \(\varphi : \tilde{\Lambda} \times K^\kappa \to \tilde{K}\) with

\[
(R(f))(\tilde{\lambda}) = \varphi(\tilde{\lambda}, f(\eta_0(\tilde{\lambda})), \ldots, f(\eta_{\kappa-1}(\tilde{\lambda})))
\]

(1) for all \(f \in F\) and \(\tilde{\lambda} \in \tilde{\Lambda}\). Furthermore, let \(\Psi : \tilde{G} \to G\) be a Lipschitz mapping and assume that

\[
S = \Psi \circ \tilde{S} \circ R.
\]

(2)

Note that (1) defines also a mapping

\[
R : \mathcal{F}(\Lambda, K) \to \mathcal{F}(\tilde{\Lambda}, \tilde{K})
\]

(we use the same notation \(R\)), where \(\mathcal{F}(\Lambda, K)\) stands for the set of all mappings from \(\Lambda\) to \(K\).
Lemma 1. Let $F_0 \subseteq F$ be any nonempty subset. Suppose that for each $\delta > 0$ and each finite subset $\Lambda_0 \subseteq \Lambda$ there are mappings

$$\theta : K \to K, \quad \Theta : F_0 \to F$$

such that $\theta(K)$ is a finite set,

$$\Theta(f)(\lambda) = \theta(f(\lambda)) \quad (f \in F_0, \lambda \in \Lambda_0),$$

and

$$\sup_{f \in F_0} \|S(f) - S(\Theta(f))\| \leq \delta.$$  \hspace{1cm} (3)

Then for all $n \in \mathbb{N}_0$,

$$e^q_2(\tilde{S}, F_0) \leq \|\Psi\|_{\text{Lip}} e^q_1(\tilde{S}, \tilde{F}).$$ \hspace{1cm} (5)

Proof. Let $\delta > 0$, $n \in \mathbb{N}_0$ and let $\tilde{A}$ be any quantum algorithm from $\tilde{F}$ to $\tilde{G}$ with $n_q(\tilde{A}) \leq n$ and

$$e(\tilde{S}, \tilde{A}, \tilde{F}) \leq e^q(\tilde{S}, \tilde{F}) + \delta.$$  

Let

$$\tilde{A} = ((\tilde{A}_t)^{k-1}_{t=0}, (\tilde{b}_t)^{k-1}_{t=0}, \tilde{\varphi}), \quad \tilde{A}_t = (\tilde{Q}_t, (\tilde{U}_{t,j})^n_{j=0}),$$

$$\tilde{Q}_t = (\tilde{m}_t, \tilde{m}'_t, \tilde{m}''_t, \tilde{Z}_t, \tilde{\eta}_t, \tilde{\beta}_t),$$

where $\tilde{Z}_t \subseteq \mathbb{Z}[0, 2^{\tilde{m}'_t})$ and

$$\tilde{\eta}_t : \tilde{Z}_t \to \tilde{\Lambda}, \quad \tilde{\beta}_t : \tilde{K} \to \mathbb{Z}[0, 2^{\tilde{m}''_t}).$$

Denote

$$\tilde{\Lambda}_0 = \{\tilde{\eta}_t(i) : i \in \tilde{Z}_t, t = 0, \ldots, k - 1\}$$

and

$$\Lambda_0 = \{\eta_t(\tilde{\lambda}) : \tilde{\lambda} \in \tilde{\Lambda}_0\}.$$  

Now let $\theta$ and $\Theta$ be according to the assumptions, and choose $m^*$ so that $|\theta(K)| \leq 2^{m^*}$. It is easily checked that one can find

$$\beta : K \to \mathbb{Z}[0, 2^{m^*})$$

and

$$\gamma : \mathbb{Z}[0, 2^{m^*}) \to K$$

such that $\gamma \circ \beta = \theta$. Define

$$\bar{\varphi} : \Lambda \times \mathbb{Z}[0, 2^{m^*})^\kappa \to \tilde{K}$$
for $\tilde{\lambda} \in \tilde{\Lambda}$, $t_0, \ldots, t_{\kappa-1} \in \mathbb{Z}[0, 2^{m^*})^\kappa$ by

$$\bar{g}(\tilde{\lambda}, t_0, \ldots, t_{\kappa-1}) = g(\tilde{\lambda}, \gamma(t_0), \ldots, \gamma(t_{\kappa-1}))$$

and

$$\bar{R} : \mathcal{F}(\Lambda, K) \to \mathcal{F}(\tilde{\Lambda}, \tilde{K})$$

by

$$\bar{R}(f) = R(\theta \circ f).$$

Then for $f \in \mathcal{F}(\Lambda, K)$ and $\tilde{\lambda} \in \tilde{\Lambda}$,

$$(\bar{R}(f))(\tilde{\lambda}) = (R(\theta \circ f))(\tilde{\lambda}) = g(\tilde{\lambda}, \theta \circ f(\eta_0(\tilde{\lambda})), \ldots, \theta \circ f(\eta_{\kappa-1}(\tilde{\lambda}))) = \bar{g}(\tilde{\lambda}, \beta \circ f(\eta_0(\tilde{\lambda})), \ldots, \beta \circ f(\eta_{\kappa-1}(\tilde{\lambda}))).$$

Thus, the mapping $\bar{R}$ is of the form needed to apply Corollary 1 of [12]. Accordingly, considering $\tilde{\Lambda}$ as a quantum algorithm from $\mathcal{F}(\tilde{\Lambda}, \tilde{K})$ to $\tilde{G}$, we can find a quantum algorithm $\hat{A}$ from $\mathcal{F}(\Lambda, K)$ to $\tilde{G}$ with $n_q(\hat{A}) = 2m_q(\tilde{A})$

$$A(f) = \tilde{A}(R(\Theta(f))) \quad (f \in \mathcal{F}(\Lambda, K)).$$

For $\tilde{\lambda} \in \tilde{\Lambda}$ we have $\eta_j(\tilde{\lambda}) \in \Lambda_j$, and therefore, by assumption (3), for $f \in F_0$,

$$(\bar{R}(f))(\tilde{\lambda}) = g(\tilde{\lambda}, \theta \circ f(\eta_0(\tilde{\lambda})), \ldots, \theta \circ f(\eta_{\kappa-1}(\tilde{\lambda}))) = g(\tilde{\lambda}, (\theta(f))(\eta_0(\tilde{\lambda})), \ldots, (\theta(f))(\eta_{\kappa-1}(\tilde{\lambda}))) = (R(\theta(f)))(\tilde{\lambda}).$$

This implies

$$\tilde{Q}_{l,R(f)} = \tilde{Q}_{l,R(\theta(f)))} \quad (l = 0, \ldots, k - 1),$$

and consequently

$$A(f) = \tilde{A}(R(\theta(f))) = \tilde{A}(R(\Theta(f))) \quad (f \in F_0).$$

Now fix $f \in F_0$ and let $\zeta$ be a random variable with distribution $A(f)$. We have, by assumption (4)

$$\|S(f) - \Psi(\zeta)\| \leq \|S(f) - S(\Theta(f))\| + \|S(\Theta(f)) - \Psi(\zeta)\| \leq \|S(\Theta(f)) - \Psi(\zeta)\| + \delta.$$

Furthermore, by (2),

$$\|S(\Theta(f)) - \Psi(\zeta)\| = \|\Psi \circ S \circ R(\Theta(f)) - \Psi(\zeta)\| \leq \|\Psi\|_{\text{Lip}} \|S \circ R(\Theta(f)) - \zeta\|.$$
Since $\Theta(f) \in F$, we have $R(\Theta(f)) \in \bar{F}$. Moreover, by (7), the distribution of $\zeta$ is equal to $\tilde{A}(R(\Theta(f)))$. Therefore we get with probability at least $3/4$,

$$\|\tilde{S} \circ R(\Theta(f)) - \zeta\| \leq e(\tilde{S}, \tilde{A}, \bar{F}),$$

and hence, by (9),

$$\|S(\Theta(f)) - \Psi(\zeta)\| \leq \|\Psi\|_{Lip} e(\tilde{S}, \tilde{A}, \bar{F}) \leq \|\Psi\|_{Lip} e_n(\tilde{S}, \bar{F}) + \delta.$$ 

$\Psi(\zeta)$ is a random variable with distribution $\Psi(\tilde{A})(f)$ – the output of the quantum algorithm $\Psi(\tilde{A})$ from $F$ to $G$ (compare Lemma 2 of [11] and the definition before it), an algorithm with not more than $2kn$ queries. This implies (5).

We need some further notation. For a linear space $X$ we denote by $X'$ the algebraic dual, that is, the space of all linear (not necessarily continuous) functionals on $X$, and by $X^*$ the dual space, which is the space of all continuous linear functionals on $X$. Given a subset $F_0$ of a normed space $X$ and $\delta > 0$, we denote by $F_0^{\delta}$ the closed $\delta$-neighbourhood of $F_0$, that is, the set

$$F_0^{\delta} = \bigcup_{x \in F_0} B(x, \delta),$$

with $B(x, \delta)$ being the closed ball of radius $\delta$ around $x$. The unit ball $B(0, 1)$ of $X$ is denoted by $B_X$.

**Lemma 2.** Let $K = \mathbb{K}$, let $F$ be a bounded subset of a normed space $X$, and let $\emptyset \neq F_0 \subseteq F$. Assume that either

(i) there is a $\delta_0 > 0$ such that $F_0^{\delta_0} \subseteq F$ or
(ii) $F$ is a non-zero multiple of the unit ball of $X$.

Furthermore, let $\Lambda_0 \subseteq X'$ be a finite, linearly independent set with

$$\sup_{f \in F_0} |f(\lambda)| < \infty \quad (\lambda \in \Lambda_0).$$

Then for each $\delta > 0$ there are mappings

$$\theta : \mathbb{K} \rightarrow \mathbb{K}, \quad \Theta : F_0 \rightarrow F$$

such that $\theta(\mathbb{K})$ is a finite set,

$$(\Theta(f))(\lambda) = \theta(f(\lambda)) \quad (f \in F_0, \lambda \in \Lambda_0),$$

and

$$\sup_{f \in F_0} \|f - \Theta(f)\| \leq \delta.$$
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Proof. We can assume $\delta \leq \delta_0 < 1$. The linear independence of $\Lambda_0$ implies that for each $\lambda \in \Lambda_0$ there is a $g_\lambda \in X$ with $g_\lambda(\lambda) = 1$ and $g_\lambda(\mu) = 0$ for $\mu \in \Lambda_0 \setminus \{\lambda\}$. Define

$$
M_1 = \max_{\lambda \in \Lambda_0} \|g_\lambda\|, \quad M_2 = \sup_{\lambda \in \Lambda_0, f \in F_0} |f(\lambda)|, \quad M_3 = \sup_{f \in F_0} \|f\|, 
$$

(12)

$$
\delta_1 = \delta/(M_3 + 1),
$$

(13)

and choose any $\theta_0 : \mathbb{K} \to \mathbb{K}$ such that $\theta_0(\mathbb{K})$ is finite and

$$
|a - \theta_0(a)| \leq M_1^{-1}|\Lambda_0|^{-1}\delta_1 \min(M_3, 1) \quad (|a| \leq M_2).
$$

(14)

Now we define $\theta : \mathbb{K} \to \mathbb{K}$ by setting for $a \in \mathbb{K}$,

$$
\theta(a) = \theta_0((1 - \delta_1)a),
$$

and $\Theta : F_0 \to X$ by

$$
\Theta(f) = (1 - \delta_1)f - \sum_{\lambda \in \Lambda_0} ((1 - \delta_1)f(\lambda) - \theta_0((1 - \delta_1)f(\lambda))g_\lambda.
$$

(15)

Then for $f \in F_0, \mu \in \Lambda_0$,

$$(\Theta(f))(\mu)$$

$$
= (1 - \delta_1)f(\mu) - \sum_{\lambda \in \Lambda_0} ((1 - \delta_1)f(\lambda) - \theta_0((1 - \delta_1)f(\lambda))g_\lambda(\mu)
$$

$$
= \theta_0((1 - \delta_1)f(\mu)) = \theta(f(\mu)),
$$

which verifies (10). Moreover, we have, by (12) and (14),

$$
\left\| \sum_{\lambda \in \Lambda_0} ((1 - \delta_1)f(\lambda) - \theta_0((1 - \delta_1)f(\lambda))g_\lambda \right\|
$$

$$
\leq \left\| \sum_{\lambda \in \Lambda_0} |(1 - \delta_1)f(\lambda) - \theta_0((1 - \delta_1)f(\lambda))g_\lambda| \right\| \leq \min(M_3, 1)\delta_1.
$$

(16)

Hence, by (15), (16), and (13)

$$
\|f - \Theta(f)\| \leq \delta_1\|f\| + \delta_1 \leq (M_3 + 1)\delta_1 = \delta \leq \delta_0,
$$

which proves (11). Furthermore, it shows that in case of condition (i), $\Theta(f) \in F$ for all $f \in F_0$. If condition (ii) is fulfilled, that is, $F = a_0B_X$ for some $a_0 > 0$, we argue as follows:

$$
\|\Theta(f)\| \leq \|(1 - \delta_1)f\| + M_3\delta_1 \leq (1 - \delta_1)a_0 + \delta_1a_0 = a_0,
$$

thus, again, $\Theta(f) \in F$ for all $f \in F_0$. \qed
Proposition 1. Let $K = \mathbb{K}$. Assume that $S, \widetilde{S}, R, \Psi$ are as above (1), (2), that $F$ is a bounded subset of a normed space $X$, and $\Lambda$ is a linearly independent subset of $X^\#$. Let $F_0$ be a nonempty subset of $F$ and assume that either

(i) $F_{\delta_0} \subseteq F$ for some $\delta_0 > 0$, or

(ii) $F$ is a non-zero multiple of the unit ball of $X$.

Furthermore suppose $\sup_{f \in F_0} |f(\lambda)| < \infty$ for each $\lambda \in \Lambda$ and $S$ is uniformly continuous on $F$. Then for all $n \in \mathbb{N}_0$,

$$e_{2^{kn}}^q(S, F_0) \leq \|\Psi\|_{\text{Lip}} e_{n^q}^q(\widetilde{S}, F) .$$

Proof. This is a direct consequence of Lemmas 1, 2, and the uniform continuity of $S$.

In previous papers on quantum complexity [11, 12, 15] the analysis of reductions was somewhat cumbersome, since a certain discretization had to be applied in each particular case. Proposition 1 simplifies the analysis and will be used for a number of reductions, in particular in sections 5 and 6.

Next we recall additivity properties of the quantum minimal error, see [12], Corollary 2.

Proposition 2. Let $p \in \mathbb{N}$ and let $S_l : F \to G$ ($l = 1, \ldots, p$) be mappings such that $S(f) = \sum_{l=1}^p S_l(f)$ ($f \in F$). Let $\nu_1, \ldots, \nu_p \in \mathbb{N}$ be numbers satisfying

$$\sum_{l=1}^p e^{-\nu_l/8} \leq \frac{1}{4} .$$

Then for all $n_1, \ldots, n_p \in \mathbb{N}_0$

$$e_{\sum_{l=1}^p \nu_l n_l}^q(S, F) \leq 2 \sum_{l=1}^p e_{n_l}^q(S_l, F) .$$

Given a subset $B \subseteq X$ of a normed space $X$, we denote by $\mathcal{C}(B)$ the set of all precompact subsets of $B$. A set $H \subset X^\#$ is called linearly independent over a non-empty set $B \subseteq X$, if the restrictions of elements of $H$ to $\text{span}(B)$ form a linearly independent subset of $(\text{span}(B))^\#$.

Finally we state multiplicativity properties of the minimal quantum error.

Proposition 3. Let $K = \mathbb{K}$. Assume that $F$ is a subset of a normed space $Y$, that $\Lambda$ is a linearly independent subset of $Y^\#$ and $\sup_{f \in F} |f(\lambda)| < \infty$ for each $\lambda \in \Lambda$. Let $J : F \to Y$ be the embedding map, let $T : Y \to G$
be a bounded linear operator and assume that $S = T J$. Furthermore, let $\nu_1, \nu_2 \in \mathbb{N}$ be any numbers with
\[
e^{-\nu_1/8} + e^{-\nu_2/8} - e^{-(\nu_1+\nu_2)/8} \leq 1/4. \tag{17}
\]
Along with $P = (F, G, S, \mathbb{K}, \Lambda)$ we consider the problems $(F, Y, J, \mathbb{K}, \Lambda)$ and $(B_Y, G, T, \mathbb{K}, \Lambda)$. Then for all $n_1, n_2 \in \mathbb{N}_0$,
\[
e^{q\nu_1 n_1 + 2\nu_2 n_2} (S, F) \leq 4 e^{q\nu_1} (J, F) e^{q\nu_2} (T, B_Y). \tag{18}
\]
If, moreover, $F$ is a precompact subset of $Y$ and $\Lambda$ is linearly independent over $F$, then
\[
e^{q\nu_1 n_1 + 2\nu_2 n_2} (S, F) \leq 4 e^{q\nu_1} (J, F) \sup_{E \in \mathcal{E} (B_Y)} e^{q\nu_2} (T, E). \tag{19}
\]

The first part, relation (18), was proved in [14], Proposition 1 and Corollary 3. As already mentioned at the end of the previous section, this result was formulated for a slightly less general type of numerical problem, but the proof of (18) is literally the same as that of Proposition 1 and Corollary 3 in [14].

The specific form of multiplicativity stated in (19) (a single $e^{q\nu} (S, F)$ is replaced by a supremum over a family of subsets of $F$) will be needed in sections 5 and 6. For further explanation we refer to the remark after Proposition 6.

Proof of Proposition 3. It remains to prove the second part, relation (19). We derive it from the first part, (18). Denote
\[
e^{q\nu_1} (J, F) = \sigma \tag{20}
\]
and fix any $\delta > 0$. Let $A = ((A_l)_{l=0}^{k-1}, (b_l)_{l=0}^{k-1}, \varphi)$ be a quantum algorithm from $F$ to $Y$ with $n_q (A) \leq n_1$ and
\[
e (J, A, F) \leq \sigma + \delta. \tag{21}
\]
Let $\zeta$ be a random variable with distribution $A (f)$. Observe that, by definition (see section 2), $\zeta$ takes values in the finite set
\[
Y_0 = \varphi \left( \prod_{l=0}^{k-1} \mathbb{Z} [0, 2^{m_l}] \right) \subset Y.
\]
Define $\mathcal{E}_0 \subset Y$ to be the closed, absolutely convex hull of $F \cup Y_0$, and put
\[
\mathcal{E} = B_Y \cap \frac{2}{\sigma + \delta} \mathcal{E}_0.
\]
Since $F \cup Y_0$ is precompact in $Y$, so are $E_0$ and $E$. Moreover, there is a $\gamma > 0$ such that $F \cup Y_0 \subseteq \gamma B_Y$. Hence,

$$F \cup Y_0 \subseteq \max \left( \gamma, \frac{\sigma + \delta}{2} \right) E. \quad (22)$$

For any $f \in F$ we have

$$f - \zeta \in 2E_0$$

and by (21), with probability at least $3/4$,

$$f - \zeta \in (\sigma + \delta)B_Y.$$

Consequently, with probability at least $3/4$,

$$f - \zeta \in (\sigma + \delta)E. \quad (23)$$

Since $E$ is a closed, absolutely convex, and bounded subset of $Y$, it defines a norm $\| \cdot \|_E$ on $E = \text{span}(E)$ as follows

$$\| y \|_E = \inf \{ \theta > 0 : y \in \theta E \} \quad (y \in E),$$

and $E$ is the unit ball of $(E, \| \cdot \|_E)$. By (22), $F \subseteq E$ and $Y_0 \subseteq E$. Define $J_E : F \rightarrow E$ and $\varphi_E$ to be $J$ and $\varphi$, respectively, considered as mappings into $E$. Define $A_E = ((A_l)_{l=0}^{k-1}, (b_l)_{l=0}^{k-1}, \varphi_E)$. Then $A_E$ is a quantum algorithm from $F$ to $E$ with $n_q(A_E) \leq n_1$. By (23) and (20),

$$e_{n_1}^q(J_E, F) \leq e(J_E, A_E, F) \leq \sigma + \delta = e_{n_1}^q(J, F) + \delta.$$

Note that, since $F \subseteq E$, $\Lambda$ is linearly independent over $E$. Furthermore, since $B_E = E$ is bounded in $Y$, the restriction of $T$ to $E$ is a bounded linear operator from $E$ to $G$. Applying now the first part of Proposition 3, we get

$$e_{n_1+2n_2}^q(S, F) \leq 4e_{n_1}^q(J_E, F) e_{n_2}^q(T, B_E) \leq 4(e_{n_1}^q(J, F) + \delta) e_{n_2}^q(T, E),$$

which gives the desired result, since $\delta > 0$ was arbitrary. \qed

Let $e_n^\text{det}(S, F)$ denote the (classical) $n$-th minimal deterministic error, that is, the minimal error among all deterministic, adaptive algorithms using at most $n$ informations (see, e.g., [17], section 4). We want to apply relations (18) and (19) with $e_{n_1}^q(J, F)$ replaced by $e_{n_1}^\text{det}(J, F)$. An estimate of $e_{n}^q(S, F)$ by $e_{n}^\text{det}(S, F)$ is not obvious, since classical deterministic algorithms can use information with values in $\mathbb{K}$ directly, while quantum algorithms can use them only through a finite encoding. We therefore supply the following
Lemma 3. Let $K = \mathbb{K}$, assume that $F$ is the unit ball of a normed space $X$, $\Lambda \subseteq X^*$, and $S$ is a bounded linear operator from $X$ to $G$. Then for all $n \in \mathbb{N}_0$

$$c_n^q(S, F) \leq 2c_n^{\det}(S, F). \quad (24)$$

Proof. Let $\delta > 0$. It is well-known (see [28], Theorem 5.2.1 and Corollary 5.2.1) that there is a nonadaptive deterministic algorithm $\tilde{A}$ using at most $n$ informations such that

$$\sup_{f \in F} \|S(f) - \tilde{A}(f)\| \leq 2c_n^{\det}(S, F) + \delta. \quad (25)$$

Such an $\tilde{A}$ has the following form: There are $\lambda_0, \ldots, \lambda_{n-1} \in \Lambda$ and a mapping $\varphi : \mathbb{K}^n \to G$ such that

$$\tilde{A}(f) = \varphi(f(\lambda_0), \ldots, f(\lambda_{n-1})) \quad (f \in F). \quad (26)$$

Without loss of generality we may assume that $\Lambda_0 = \{\lambda_0, \ldots, \lambda_{n-1}\} \subset X^*$ is a linearly independent set (if not, we pass to an independent subset and omit the rest by suitably modifying $\varphi$). Let $\theta$ and $\Theta$ be the mappings which result from the application of Lemma 2, case (ii). Put $m' = 1$, choose $m'' \in \mathbb{N}$ such that $|\theta(\mathbb{K})| \leq 2^{m''}$ and let $m = m' + m''$. We represent (as done before, in the proof of Lemma 1)

$$\theta = \gamma \circ \beta$$

with $\beta : \mathbb{K} \to \mathbb{Z}[0, 2^{m''}]$ and $\gamma : \mathbb{Z}[0, 2^{m''}] \to \mathbb{K}$. Furthermore, we identify $\mathbb{Z}[0, 2^m]$ with $\{0, 1\} \times \mathbb{Z}[0, 2^{m''}]$. Define $\bar{\varphi} : (\mathbb{Z}[0, 2^m])^n \to G$ for

$$(b_i, a_i) \in \{0, 1\} \times \mathbb{Z}[0, 2^{m''}] = \mathbb{Z}[0, 2^m] \quad (i = 0, \ldots, n - 1)$$

by setting

$$\bar{\varphi}((b_0, a_0), \ldots, (b_{n-1}, a_{n-1})) = \varphi(\gamma(a_0), \ldots, \gamma(a_{n-1})).$$

Now we construct a quantum algorithm $A$ with $n$ measurements. We let

$$A = ((A_l)_{l=0}^{n-1}, (b_l)_{l=0}^{n-1}, \bar{\varphi}),$$

with $b_0 = 0$, $b_l \equiv 0$ $(1 \leq l \leq n - 1)$, and $\bar{\varphi}$ as above. Each $A_l$ is of the form

$$A_l = (Q_l, (U_{lj})_{j=0,1})$$

with $U_0 = U_1 = I_{H_m}$ the identity matrix,

$$Q_l = (m, m', m'', Z_l, \tau, \beta),$$
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with \(m, m', m'', \beta\) as defined above, \(Z_l = \{0\}\) and \(\tau_l(0) = \lambda_l\) \((l = 0, \ldots, n-1)\). This simply means that \(A\) is an algorithm which queries the function \(f\) in the appropriate \(n\) points, with the needed precision, and measures the result after each query. Finally \(\bar{\varphi}\) is applied. Let \(f \in F\) and let \(\zeta\) have distribution \(A(f)\). Since the computation remains on the classical states, the measurements give the result
\[
(0, \beta(f(\lambda_0))), \ldots, (0, \beta(f(\lambda_{n-1})))
\]
with probability 1. Hence
\[
\zeta = \bar{\varphi}(\beta \circ f(\lambda_0), \ldots, \beta \circ f(\lambda_{n-1})) = \varphi(\gamma \circ \beta \circ f(\lambda_0), \ldots, \gamma \circ \beta \circ f(\lambda_{n-1})) = \varphi(\theta \circ f(\lambda_0), \ldots, \theta \circ f(\lambda_{n-1})) = \tilde{A}(\Theta(f))
\]
with probability 1, consequently, by conclusion (11) of Lemma 2 and by (25)
\[
\|S(f) - \zeta\| \leq \|S(f) - S(\Theta(f))\| + \|S(\Theta(f)) - \tilde{A}(\Theta(f))\| \leq \|S\|\delta + 2e^{\det n}(S, F) + \delta,
\]
and (24) follows.

From Proposition 3 and Lemma 3 we immediately conclude

**Proposition 4.** Let \(X\) and \(Y\) be normed linear spaces such that \(X\) is a linear subspace of \(Y\) and the embedding \(J : X \to Y\) is continuous. Assume that \(K = K, F = B_X, \Lambda\) is a linearly independent subset of \(Y^*\), \(T : Y \to G\) is a bounded linear operator, and \(S = TJ\). Then for all \(n_1, n_2 \in \mathbb{N}_0\),
\[
e_{\nu_1 n_1 + 2\nu_2 n_2}^q(S, F) \leq 8e_{n_1}^{\det}(J, F)e_{n_2}^q(T, B_Y),
\]
where \(\nu_1, \nu_2\) are any numbers satisfying (17). If, furthermore, \(J\) is a compact operator and \(\Lambda\) is linearly independent over \(X\), then
\[
e_{\nu_1 n_1 + 2\nu_2 n_2}^q(S, F) \leq 8e_{n_1}^{\det}(J, F) \sup_{E \in \mathcal{E}(B_Y)} e_{n_2}^q(T, E).
\]

### 4 Weighted mean computation and integration

Let \(L_1^N\), respectively, \(L_\infty^N\), be the space of all functions \(f : \mathbb{Z}[0, N) \to \mathbb{K}\), equipped with the norm
\[
\|f\|_{L_1^N} = \frac{1}{N} \sum_{i=0}^{N-1} |f(i)|.
\]
respectively,
\[ \|f\|_{L_N^\infty} = \max_{0 \leq i < N} |f(i)|. \]

We use the notation \( L_N^1(K) \) and \( L_N^\infty(K) \) if the underlying field has to be emphasized. Let \( g \in L_N^N \). Define the weighted mean operator \( S_{N,g} : L_N^\infty \to K \) by
\[ S_{N,g}f = \frac{1}{N} \sum_{i=0}^{N-1} g(i)f(i) \quad (f \in L_N^\infty). \]

We write \( S_N \) for \( S_{N,g} \) with \( g \equiv 1 \). We consider the weighted summation problem \( P = (B_L^N, K, S_{N,g}, K, \Lambda) \) with \( \Lambda = \{ \delta_i : 0 \leq i < N \} \) and \( \delta_i(f) = f(i) \). Throughout this paper we often use the same symbol \( c, c_1, \ldots \) for possibly different positive constants (also when they appear in a sequence of relations).

**Proposition 5.** There is a constant \( c > 0 \) such that for all \( n,N \in \mathbb{N} \) and \( g \in L_1^N \)
\[ e_n^q(S_{N,g}, B_{L_N^\infty}) \leq cn^{-1}\|g\|_{L_1^N}. \]

**Proof.** First we consider the case \( K = \mathbb{R} \). If \( g = 0 \), the statement is trivial. We may assume without loss of generality that \( g \geq 0 \), otherwise we split \( g \) into its positive and negative part and apply Proposition 2. Moreover, by scaling the problem appropriately, we can assume
\[ \|g\|_{L_1^N} = 1. \]  \hspace{1cm} (29)

Now we reduce the problem \( S_{N,g} \) to the known case \( S_M \) for some \( M \). Define \( h, \tilde{g} \in L_1^N \) by
\[ h(i) = \lfloor ng(i) \rfloor, \quad \tilde{g}(i) = n^{-1}h(i) \quad (i = 0, \ldots, N - 1). \]  \hspace{1cm} (30)

We have \( |g(i) - \tilde{g}(i)| \leq n^{-1} \), therefore
\[ \sup_{f \in B_{L_N^\infty}} |S_{N,g}f - S_{N,\tilde{g}}f| \leq n^{-1}. \]

By Lemma 6 of [11],
\[ e_n^q(S_{N,g}, B_{L_N^\infty}) \leq e_n^q(S_{N,\tilde{g}}, B_{L_N^\infty}) + n^{-1}. \]  \hspace{1cm} (31)

Now set \( m_0 = 0 \) and for \( 1 \leq i \leq N \)
\[ m_i = \sum_{l=0}^{i-1} h(l), \]
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and denote \( m_N = M \). The case \( M = 0 \) is trivial, since this implies \( \tilde{g} \equiv 0 \), thus the result follows directly from (31). Hence we assume \( M \geq 1 \). Observe that (29) and (30) imply

\[ M \leq nN. \]  

(32)

Define \( \eta : \mathbb{Z}[0, M) \to \mathbb{Z}[0, N) \) by \( \eta(j) = i \), where \( i \) is the unique integer satisfying \( m_i \leq j < m_{i+1} \). Let the reduction mapping \( R : L^\infty_N \to L^\infty_M \) be given by

\[ (R(f))(j) = f(\eta(j)) \quad (j = 0, \ldots, M - 1). \]

Clearly, \( R \) is of the form (1), with \( \kappa = 1 \), therefore, by Proposition 1 we have

\[ \epsilon^{q_2 n}(S_M R, B_{L^N_\infty}) \leq \epsilon^{q_n}(S_M, B_{L^M_\infty}). \]  

(33)

Moreover

\[ S_M R(f) = \frac{1}{M} \sum_{j=0}^{M-1} f(\eta(j)) = \frac{1}{M} \sum_{i=0}^{n-1} h(i) f(i) \]

\[ = \frac{n}{M} \sum_{i=0}^{N-1} \tilde{g}(i) f(i) = \frac{nN}{M} S_{N, \tilde{g}} f. \]

This together with (32) and (33) implies

\[ \epsilon^{q_2 n}(S_{N, \tilde{g}}, B_{L^N_\infty}) = \epsilon^{q_2 n} \left( \frac{M}{nN} S_M R, B_{L^N_\infty} \right) = \frac{M}{nN} \epsilon^{q_2 n}(S_M R, B_{L^N_\infty}) \leq \epsilon^{q_n}(S_M, B_{L^M_\infty}) \leq cn^{-1}, \]

the latter relation being a consequence of [3] (see also [11], Theorem 1, for the form stated here). Combining this with (31) and scaling the index gives the desired result.

Now we formally derive the complex case from the real case. Let \( g \in L^N_1(\mathbb{C}) \) and let \( g_1, g_2 \in L^N_1(\mathbb{R}) \) be defined by

\[ g(j) = g_1(j) + ig_2(j) \quad (j = 0, \ldots, N - 1, \ i = \sqrt{-1}). \]  

(34)

Clearly,

\[ \|g_\alpha\|_{L^N_1(\mathbb{R})} \leq \|g\|_{L^N_1(\mathbb{C})} \quad (\alpha = 1, 2). \]  

(35)

We shall express \( \mathcal{P} = (B_{L^N_\infty}, \mathbb{C}, S_{N, \tilde{g}}, \mathbb{K}, \Lambda) \) by the help of

\[ \mathcal{P} = (B_{L^N_\infty}, \mathbb{R}, S_{N, g_\alpha}, \mathbb{K}, \Lambda) \quad (\alpha = 1, 2). \]
Define \( R_1, R_2 : L^N_\infty(\mathbb{C}) \to L^N_\infty(\mathbb{R}) \) for \( f \in L^N_\infty(\mathbb{C}) \) by
\[
(R_1 f)(j) = \text{Re}(f(j)), \quad (R_2 f)(j) = \text{Im}(f(j)) \quad (j = 0, \ldots, N-1).
\] (36)

Clearly, \( R_1, R_2 \) are of the form (1) and map \( B_{L^N_\infty(\mathbb{C})} \) to \( B_{L^N_\infty(\mathbb{R})} \). Define \( J_{\alpha\beta} : \mathbb{R} \to \mathbb{C} \) (\( \alpha, \beta \in \{1, 2\} \)) by
\[
J_{11}a = -J_{22}a = a, \quad J_{12}a = J_{21}a = ia \quad (a \in \mathbb{R}).
\]

Then we have, by (34) and (36),
\[
S_{N,g} f = \sum_{\alpha,\beta=1}^2 J_{\alpha\beta} S_{N,g_\alpha} R_\beta f.
\]

Let \( \nu \) be the smallest natural number with \( e^{-\nu/8} \leq 1/16 \). By Proposition 2
\[
e^{2\nu n}(S_{N,g}, B_{L^N_\infty(\mathbb{C})}) \leq 2 \sum_{\alpha,\beta=1}^2 e^{2n}(J_{\alpha\beta} S_{N,g_\alpha} R_\beta, B_{L^N_\infty(\mathbb{C})}). \quad (37)
\]

Moreover, by Proposition 1,
\[
e^{2n}(J_{\alpha\beta} S_{N,g_\alpha} R_\beta, B_{L^N_\infty(\mathbb{C})}) \leq e_n(S_{N,g_\alpha}, B_{L^N_\infty(\mathbb{R})}) \quad (\alpha, \beta = 1, 2). \quad (38)
\]

Using the result for the real case and (35), (37), and (38), we get
\[
e^{2\nu n}(S_{N,g}, B_{L^N_\infty(\mathbb{C})}) \leq cn^{-1}\|g\|_{L^N_1(\mathbb{C})},
\]
and a scaling of the index concludes the proof.

Now we pass to the case of weighted integration. Let \( Q \subseteq \mathbb{R}^d \) be a closed, bounded set of positive Lebesgue measure. \( L_1(Q) \) denotes the space of Lebesgue integrable functions on \( Q \) with values in \( \mathbb{K} \), equipped with the norm
\[
\|f\|_{L_1(Q)} = \int_Q |f(x)| \, dx,
\]
and \( L_\infty(Q) \) the space of all \( \mathbb{K} \)-valued measurable and essentially bounded with respect to the Lebesgue measure functions on \( Q \), endowed with the norm
\[
\|f\|_\infty = \text{ess sup}_{x \in Q} |f(x)|.
\]
Let $g \in L_1(Q)$. Define $I_{Q,g} : L_{\infty}(Q) \to \mathbb{K}$, the integration operator with weight $g$, by

$$I_{Q,g}f = \int_Q g(x)f(x) \, dx.$$  

$C(Q)$ denotes the space of continuous functions on $Q$, equipped with the supremum norm. A set $E$ of continuous functions on $Q$ is called uniformly equicontinuous, if for each $\varepsilon > 0$ there is a $\delta > 0$ such that for $x,y \in Q$, $|x - y| \leq \delta$ implies $|f(x) - f(y)| \leq \varepsilon$ for all $f \in F$. By the Arzelà-Ascoli theorem, bounded, uniformly equicontinuous sets coincide with precompact subsets of $C(Q)$. We consider the problem $P = (B_{C(Q)}, \mathbb{K}, I_{Q,g}, \mathbb{K}, \Lambda)$ with $\Lambda = \{ \delta_x : x \in Q \}$, where $\delta_x(f) = f(x)$ for $f \in C(Q)$.

**Proposition 6.** There is a constant $c > 0$ such that for each closed, bounded set $Q \subset \mathbb{R}^d$ of positive Lebesgue measure, for all $g \in L_1(Q)$ and $n \in \mathbb{N}$

$$\sup_{E \in \mathcal{E}(B_{C(Q)})} e_n^q(I_{Q,g}, E) \leq cn^{-1}\|g\|_{L_1(Q)}.$$  

**Remark.** It is well-known and easily checked by using importance sampling with density function $|g|/\|g\|_{L_1(Q)}$ that in the classical randomized setting we have

$$e_n^{ran}(I_{Q,g}, B_{C(Q)}) \leq cn^{-1/2}\|g\|_{L_1(Q)},$$

where $e_n^{ran}$ is the $n$-th minimal classical randomized error (see, e.g., [18], section 3). Proposition 6 is the quantum analogue of this result. Let us comment on the reasons for taking the supremum over $E \in \mathcal{E}(B_{C(Q)})$. In contrast to the classical randomized setting, no non-trivial convergence rate holds for $e_n^q(I_{Q,g}, B_{C(Q)})$, in general. This is easily checked based on the fact that a quantum query involves, by definition, the values of functions from $B_{C(Q)}$ in a finite set of points of $Q$ only. For situations like this a natural way of formulating quantum counterparts of results of the classical randomized setting was already observed in section 5 of [11]: If we restrict our analysis to uniformly equicontinuous subsets $E$ of the respective unit ball, non-trivial decay rates can be shown in such a way that neither the exponent nor the constants involved in these estimates depend on $E$ (though the number of qubits in the respective quantum algorithms does, but this is irrelevant for $e_n^q(I_{Q,g}, E)$).

**Proof of Proposition 6.** Fix $Q \subset \mathbb{R}^d$, $E \in \mathcal{E}(B_{C(Q)})$, and $n \in \mathbb{N}$. Let $Q^*$ be a cube with $Q \subseteq Q^*$. For $k \in \mathbb{N}$ let

$$Q^* = \bigcup_{i=0}^{2^{dk}-1} Q_i^*,$$  

where $Q_i^*$ is a cube with $Q \subseteq Q_i^*$. For $k \in \mathbb{N}$ let
be the partition of $Q^*$ into $2^{dk}$ congruent cubes of disjoint interior. Let $Q_i = Q^*_i \cap Q$. Without loss of generality we assume them ordered in such a way that $\mu(Q_i) > 0$ iff $i < N$, where $\mu$ is the Lebesgue measure and $N$ is an appropriate number $1 \leq N \leq 2^{dk}$. Then

$$\bigcup_{i=0}^{N-1} Q_i \subseteq Q \quad \text{and} \quad \mu\left(Q \setminus \bigcup_{i=0}^{N-1} Q_i\right) = 0.$$ 

Let $x_i$ be any point in $Q_i$ and let $P_k$ be the operator of piecewise constant interpolation with respect to the partition $(Q_i)_{i=0}^{N-1}$ in the points $(x_i)_{i=0}^{N-1}$. By the uniform equicontinuity of $\mathcal{E}$, there is a $k$ such that

$$\|f - P_k f\|_{L_\infty(Q)} \leq n^{-1}\quad (39)$$

for all $f \in \mathcal{E}$. It follows that

$$\sup_{f \in \mathcal{E}} |I_{Q,g} f - I_{Q,g}(P_k f)| \leq n^{-1}\|g\|_{L_1(Q)}. \quad (40)$$

We define $R : B_C(Q) \to L_N^\infty$ by

$$(R(f))(i) = f(x_i) \quad (i = 0, \ldots, N - 1).$$

Then $R$ is of the form (1) with $\tilde{\Lambda} = \{\delta_i : 0 \leq i < N\}$ and maps $B_C(Q)$ to $B_{L_N^\infty}$. Furthermore, define $h \in L_1^n$ by $h(i) = N \int_{Q_i} g(y)dy$. Then

$$\|h\|_{L_1^n} \leq \|g\|_{L_1(Q)}.$$ 

and

$$I_{Q,g}(P_k f) = \sum_{i=0}^{N-1} f(x_i) \int_{Q_i} g(t)dt$$

$$= \frac{1}{N} \sum_{i=0}^{N-1} h(i)(R(f))(i) = S_{N,h} \circ R(f). \quad (41)$$

Lemma 6 of [11] together with relations (40) and (41) imply

$$e_n^q(I_{Q,g}, \mathcal{E}) \leq n^{-1}\|g\|_{L_1(Q)} + e_n^q(S_{N,h} \circ R, \mathcal{E}). \quad (42)$$

By Propositions 1 and 5,

$$e_{2n}^q(S_{N,h} \circ R, \mathcal{E}) \leq e_n^q(S_{N,h}, B_{L_N^\infty}) \leq cn^{-1}\|h\|_{L_1^n} \leq cn^{-1}\|g\|_{L_1(Q)},$$

which together with (42) accomplishes the proof. \hfill \Box
5 Quantum approximation of weakly singular integral operators

Let \( 1 \leq d_1 \leq d \) and let \( Q_1 \) be the closure of an open bounded set in \( \mathbb{R}^{d_1} \). We identify \( Q_1 \) with a subset of \( \mathbb{R}^d \) by identifying \( \mathbb{R}^{d_1} \times \{0^{(d-d_1)}\} \). Let \( Q_2 \) be a bounded Lebesgue measurable subset of \( \mathbb{R}^d \) of positive Lebesgue measure and define \( \text{diag}(Q_1, Q_2) := \{(x, x) : x \in Q_1 \cap Q_2\} \). We introduce the following class of kernels (see also [17], where integral operators with such kernels are analyzed).

For \( s \in \mathbb{N} \) and \( \sigma \in \mathbb{R} \) with \( -d < \sigma < +\infty \) we denote by \( \mathcal{C}^{s,\sigma}(Q_1, Q_2) \) the set of all Lebesgue measurable functions \( k : Q_1 \times Q_2 \setminus \text{diag}(Q_1, Q_2) \to \mathbb{K} \) with the following properties: There is a constant \( c > 0 \) such that for all \( y \in Q_2 \)

1. \( k(x, y) \) is \( s \)-times continuously differentiable with respect to \( x \) on \( Q_1^0 \setminus \{y\} \), where \( Q_1^0 \) denotes the interior of \( Q_1 \), considered as a subset of \( \mathbb{R}^{d_1} \),

2. for all multiindices \( \alpha \in \mathbb{N}^{d_1} \) with \( 0 \leq |\alpha| = \alpha_1 + \cdots + \alpha_{d_1} \leq s \) the \( \alpha \)-th partial derivative \( D_x^\alpha k(x, y) \) of \( k \) with respect to the \( x \)-variables satisfies the estimate

\[
|D_x^\alpha k(x, y)| \leq c \begin{cases} |x - y|^{\sigma - |\alpha|} + 1 & \text{if } \sigma - |\alpha| \neq 0 \\
\ln |x - y| + 1 & \text{if } \sigma - |\alpha| = 0
\end{cases} \tag{43}
\]

for all \( x \in Q_1^0 \setminus \{y\} \), and

3. for all \( \alpha \in \mathbb{N}^{d_1} \) with \( 0 \leq |\alpha| \leq s \) the functions \( D_x^\alpha k(x, y) \) have continuous extensions to \( Q_1 \setminus \{y\} \).

We want to extend the definition to the case \( d_1 = 0 \). Here we let \( Q_1 = \{0\} \subset \mathbb{R}^d \) and define \( \mathcal{C}^{s,\sigma}(Q_1, Q_2) \) to be the set of all functions \( k(0, y) \) which are Lebesgue measurable in \( y \) and satisfy

\[
|k(0, y)| \leq c \begin{cases} |y|^\sigma + 1 & \text{if } \sigma \neq 0 \\
\ln |y| + 1 & \text{if } \sigma = 0
\end{cases} \quad (y \in Q_2 \setminus \{0\}) \tag{44}
\]

with a certain \( c > 0 \). Note that for \( d_1 = 0 \) the space \( \mathcal{C}^{s,\sigma}(Q_1, Q_2) \) does not depend on \( s \).

For \( k \in \mathcal{C}^{s,\sigma}(Q_1, Q_2) \) let \( \|k\|_{\mathcal{C}^{s,\sigma}} \) be the smallest \( c > 0 \) satisfying (43) or (44), respectively. It is easily checked that \( \|\cdot\|_{\mathcal{C}^{s,\sigma}} \) is a norm on \( \mathcal{C}^{s,\sigma}(Q_1, Q_2) \). For \( k \in \mathcal{C}^{s,\sigma}(Q_1, Q_2) \) we let \( T_k \) be the integral operator

\[
(T_k f)(x) = \int_{Q_2} k(x, y) f(y) dy \quad (x \in Q_1)
\]
acting from \( C(Q_2) \) to \( L_\infty(Q_1) \) (to \( K \), if \( d_1 = 0 \)). We shall also consider \( T_k \) as acting in various other function spaces, which will then be mentioned explicitly. It is easily checked that \( T_k \) maps \( C(Q_2) \) into \( C(Q_1) \). Finally, denote

\[
C^{\infty, \sigma}(Q_1, Q_2) := \bigcap_{s \in \mathbb{N}} C^{s, \sigma}(Q_1, Q_2).
\]

We start the analysis with the case of \( Q_1 = [0, 1]^{d_1} \), where \( 0 \leq d_1 \leq d \), and \( Q_2 \) being a closed subset of \( [0, 1]^d \) of positive Lebesgue measure. We study the minimal quantum error of approximating \( T_k f \) with \( k \in C^{s, \sigma}(Q_1, Q_2) \) a fixed kernel, thus we consider \( F = B_{C(Q_2)}, G = L_\infty(Q_1), S = T_k, K = K, \) and \( \Lambda = \{ \delta_x : x \in Q_2 \} \) (for \( d_1 = 0 \) the space \( L_\infty(Q_1) \) is replaced by \( K \)).

To state the following proposition, define \( \beta(\sigma) \) (this parameter will describe the power of the logarithmic term) as

\[
\beta(\sigma) = \begin{cases} 
0 & \text{if } \min(s, d + \sigma, d) > d_1 \\
4 & \text{if } \min(s, d + \sigma, d) = d_1 \\
\frac{\min(s, d + \sigma)}{d_1} & \text{if } \min(s, d + \sigma) < d_1 \quad \text{and } s \neq d + \sigma \\
\frac{\min(s, d + \sigma)}{d_1} + 1 & \text{if } \min(s, d + \sigma) < d_1 \quad \text{and } s = d + \sigma.
\end{cases}
\] (45)

Note that, since \( d_1 \leq d \), we have \( \min(s, d + \sigma) < d_1 \) iff \( \min(s, d + \sigma, d) < d_1 \), so (45) covers all possible cases. The following is the quantum version of Proposition 1 of [17]. For the appearance of the supremum over \( E \in \mathcal{E}(B_{C(Q_2)}) \) we refer to the remark after Proposition 6. In the case \( d_1 = 0 \) we interpret \( \frac{s}{d_1} = \frac{d + \sigma}{d_1} = +\infty \).

**Proposition 7.** Let \( 0 \leq d_1 \leq d, s \in \mathbb{N}, \sigma \in \mathbb{R}, -d < \sigma < +\infty, Q_1 = [0, 1]^{d_1} \). Then there is a constant \( c > 0 \) such that for any closed subset \( Q_2 \subseteq [0, 1]^d \) of positive Lebesgue measure, and for all \( k \in C^{s, \sigma}(Q_1, Q_2) \) and \( n \in \mathbb{N} \) with \( n \geq 2 \),

\[
\sup_{E \in \mathcal{E}(B_{C(Q_2)})} e_n^a(T_k, E) \leq cn^{-\min\left(\frac{d + \sigma}{d_1}, 1\right)} (\log n)^{\beta(\sigma)} \| k \|_{C^{s, \sigma}(Q_1, Q_2)},
\] (46)

where \( \beta(\sigma) \) is as defined in (45).

**Proof.** In view of Lemma 6 (ii) of [11] it suffices to prove the statement for \( k \) with

\[
\| k \|_{C^{s, \sigma}(Q_1, Q_2)} = 1.
\] (47)

In the case \( d_1 = 0 \) we have

\[
T_k f = \int_{Q_2} k(0, y)f(y)dy,
\]
where by (47) and (44)
\[ \int_{Q_2} |k(0, y)| dy \leq c \]
(the constants in this proof depend only on \( d, d_1, s, \sigma \)), and the result follows directly from Proposition 6.

Now we assume \( d_1 \geq 1 \). First we recall some notation from [17]. For \( l = 0, 1, \ldots \) let
\[ Q_1 = \bigcup_{i=1}^{n_l} Q_{1,li} \]  
be the partition of \( Q_1 \) into \( n_l = 2^{d_1l} \) closed subcubes of sidelength \( 2^{-l} \) and mutually disjoint interior. Let \( \Gamma_l \) be the equidistant mesh on \( Q_1 \) with meshsize \( 2^{-l}(\max(s-1,1))^{-1} \), \( \Gamma_{li} = \Gamma_l \cap Q_{1,li} \) and \( \hat{\Gamma}_{li} = \Gamma_{l+1} \cap Q_{1,li} \). Let \( E_{li} \) be the subspace of \( C(Q_{1,li}) \) consisting of all multivariate polynomials on \( Q_{1,li} \) of degree at most \( \max(s-1,1) \) in each variable. Let \( E_l \) be the respective space of continuous piecewise polynomial functions on \( Q_1 \), that is
\[ E_l = \{ f \in C(Q_1) : f|_{Q_{1,li}} \in E_{li}, \ i = 1, \ldots, n_l \} . \]
Furthermore, define \( \hat{E}_{li} \subset C(Q_{1,li}) \) by
\[ \hat{E}_{li} = \{ f \in C(Q_{1,li}) : f|_{Q_{1,l+1,j}} \in E_{l+1,j} \text{ for all } j \text{ with } Q_{1,l+1,j} \subset Q_{1,li} \} , \]
in other words, \( \hat{E}_{li} \subset C(Q_{1,li}) \) is the space of continuous piecewise polynomial functions with respect to the partition of \( Q_{1,li} \) into subcubes of sidelength \( 2^{-(l+1)} \). Let \( P_{li} : l_\infty(\hat{\Gamma}_{li}) \to \hat{E}_{li} \) be the multivariate (tensor product) Lagrange interpolation of degree \( \max(s-1,1) \) on \( \hat{\Gamma}_{li} \), define \( \hat{P}_{li} : l_\infty(\hat{\Gamma}_{li}) \to \hat{E}_{li} \) by
\[ (\hat{P}_{li} u)|_{Q_{1,l+1,j}} = P_{l+1,j}(u|_{\hat{\Gamma}_{l+1,j}}) \]
for all \( j \) with \( Q_{1,l+1,j} \subset Q_{1,li} \), and \( P_l : l_\infty(\Gamma_l) \to E_l \) by
\[ P_l u|_{Q_{1,li}} = P_{li}(u|_{\Gamma_{li}}) \quad (i = 1, \ldots, n_l) \]
(continuity follows from the assumption that the degree is \( \geq 1 \)). Thus, \( \hat{P}_{li} \) and \( P_l \) are piecewise Lagrange interpolation operators. For \( f \in C(Q_{1,li}) \) or \( f \in C(Q_1) \) we write \( P_{li} f \) instead of \( P_{li}(f|_{\Gamma_{li}}) \), and similarly \( \hat{P}_{li} f \) and \( P_l f \). We shall use the following well-known (see, e.g., [4]) properties: For all \( l \in \mathbb{N}_0 \) and \( i = 1, \ldots, n_l \),
\[ \| P_{li} : l_\infty(\Gamma_{li}) \to C(Q_{1,li}) \| \leq c , \]  
(49)
furthermore, for \( f \in C^s(Q_{1,li}) \),

\[
\| f - P_{li} f \|_{C(Q_{1,li})} \leq c 2^{-sl} \| f \|_{C^s(Q_{1,li})},
\]

and consequently,

\[
\| (\hat{P}_{li} - P_{li}) f \|_{C(Q_{1,li})} \leq c 2^{-sl} \| f \|_{C^s(Q_{1,li})}. \tag{51}
\]

Define the embedding operators \( J_{li} : C(Q_{1,li}) \to L_\infty(Q_1) \) by setting for \( x \in Q_1 \),

\[
(J_{li} f)(x) = \begin{cases} f(x) & \text{if } 0 \\ 0 & \text{otherwise.} \end{cases}
\]

We identify \( C(Q_1) \) with a subspace of \( L_\infty(Q_1) \), thus, the operators \( P_{li} \) can also be considered as acting into \( L_\infty(Q_1) \). First we approximate \( T_k f \) by \( P_{li}T_k f \), where \( m \geq 1 \) will be fixed later, then \( P_{li}T_k f \) will be approximated by a quantum algorithm. It is readily checked that

\[
P_{m}T_k f = P_{0}T_{k} f + \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} J_{li}(\hat{P}_{li} - P_{li})T_k f. \tag{52}
\]

For \( l = 0, 1, \ldots m - 1 \) and \( i = 1, \ldots, n_l \) let \( x_{li} \) be the center and \( q_l = \sqrt{d_{l+1}}2^{-l} - 1 \) the radius of \( Q_{1,li} \). For \( g > 0 \) let \( B(x, g) \) denote the closed \( d \)-dimensional ball of radius \( g \) around \( x \in \mathbb{R}^d \). We represent

\[
(T_k f)(x) = \int_{B(x_{li}, 2q_l) \cap Q_2} k(x, y) f(y) \, dy \\
+ \int_{Q_2 \setminus B(x_{li}, 2q_l)} k(x, y) f(y) \, dy, \tag{53}
\]

and introduce \( k_{li} \in C(Q_{1,li} \times (Q_2 \setminus B(x_{li}, 2q_l))) \) by setting for \( y \in Q_2 \setminus B(x_{li}, 2q_l) \)

\[
k_{li}(\cdot, y) = (\hat{P}_{li} - P_{li}) k(\cdot, y). \tag{54}
\]

Using that \( (\hat{P}_{li} - P_{li})^2 = (\hat{P}_{li} - P_{li}) \), we conclude

\[
J_{li}(\hat{P}_{li} - P_{li})T_k f = J_{li}(\hat{P}_{li} - P_{li}) \int_{B(x_{li}, 2q_l) \cap Q_2} k(\cdot, y) f(y) \, dy \\
+ J_{li}(\hat{P}_{li} - P_{li}) \int_{Q_2 \setminus B(x_{li}, 2q_l)} k_{li}(\cdot, y) f(y) \, dy. \tag{55}
\]

Next we introduce the following functions: For \( x \in \Gamma_0 \) define \( k_x \in L_1(Q_2) \) as

\[
k_x(y) = k(x, y) \quad (y \in Q_2),
\]

and consequently,
and for \( l = 0, \ldots, m - 1, \ i = 1, \ldots, n_l, \ x \in \hat{\Gamma}_{li} \) define \( g_{lix}, h_{lix} \in L_1(Q_2) \) for \( y \in Q_2 \) by

\[
\begin{align*}
g_{lix}(y) &= \begin{cases} k(x, y) & \text{if } y \in B(x_{li}, 2\rho_l) \cap Q_2 \\ 0 & \text{otherwise}, \end{cases} \\
h_{lix}(y) &= \begin{cases} k_{li}(x, y) & \text{if } y \in Q_2 \setminus B(x_{li}, 2\rho_l) \\ 0 & \text{otherwise}. \end{cases}
\end{align*}
\]

Then

\[
P_m T_k f = P_0 ((I_{Q_2}, k_x f)_{x \in \Gamma_0}) + \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} J_{li} (\hat{P}_{li} - P_{li}) ((I_{Q_2}, g_{lix} f + I_{Q_2}, h_{lix} f)_{x \in \hat{\Gamma}_{li}}).
\tag{56}
\]

From (47) and (43) we have

\[
\|k_x\|_{L_1(Q_2)} = \int_{Q_2} |k(x, y)| \, dy \leq c \quad (x \in \Gamma_0).
\tag{57}
\]

For \( x \in \hat{\Gamma}_{li} \) we deduce from (43) that

\[
\begin{align*}
\|g_{lix}\|_{L_1(Q_2)} &= \int_{B(x_{li}, 2\rho_l) \cap Q_2} |k(x, y)| \, dy \\
&\leq \int_{B(x, 3\rho_l) \cap Q_2} |k(x, y)| \, dy \\
&\leq c \int_{B(x, 3\rho_l)} (|x - y|^\sigma + |\ln |x - y|| + 1) \, dy \\
&\leq c (2^{-(d+\sigma)l} + (l + 1) 2^{-dl}).
\end{align*}
\tag{58}
\]

Furthermore, again by (43), we have for \( x \in Q_{1,li} \) and \( y \in Q_2 \setminus B(x_{li}, 2\rho_l) \)

\[
|\partial_x^2 k(x, y)| \leq c \left( |x - y|^{\sigma - |\alpha|} + |\ln |x - y|| + 1 \right) \\
\leq c \left( |x_{li} - y|^{\sigma - |\alpha|} + |\ln |x_{li} - y|| + 1 \right),
\tag{59}
\]

hence

\[
\|k(\cdot, y)\|_{C^s(Q_{1,li})} \leq c \left( |x_{li} - y|^{\sigma - s} + |\ln |x_{li} - y|| + 1 \right).
\tag{60}
\]

Using (51) and (54) we obtain for \( y \in Q_2 \setminus B(x_{li}, 2\rho_l) \)

\[
\|k_{li}(\cdot, y)\|_{C(Q_{1,li})} \leq c 2^{-sl} \left( |x_{li} - y|^{\sigma - s} + |\ln |x_{li} - y|| + 1 \right).
\tag{61}
\]
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We have
\[ \int_{Q_2 \setminus B(x_{li}, 2\varrho)} |x_{li} - y|^\sigma - s \, dy \leq c \begin{cases} 
1 & \text{if } \sigma - s > -d \\
1 + l & \text{if } \sigma - s = -d \\
2^{- (\sigma - s + d)l} & \text{if } \sigma - s < -d.
\end{cases} \]

Therefore, integrating (61), we get for \( x \in \hat{\Gamma}_{li} \)
\[ \|h_{lix}\|_{L_1(Q_2)} = \int_{Q_2 \setminus B(x_{li}, 2\varrho)} |k_{li}(x, y)| \, dy \leq c (l + 1)^{\alpha_0} 2^{- \min(s, d + \sigma)l}, \tag{62} \]
where
\[ \alpha_0 = \begin{cases} 
1 & \text{if } s = d + \sigma \\
0 & \text{otherwise.} \tag{63} \end{cases} \]

Now we approximate the integrals in (56) by quantum algorithms. Let \( \mathcal{E} \in \mathcal{C}(B_{C(Q_2)}) \) (as already mentioned, the constants depend only on the parameters \( d, d_1, s, \sigma \), and in particular not on \( \mathcal{E} \)). Using Proposition 6 together with (57), (58), and (62), we obtain the following relations
\[ e_q^{N(0)}(I_{Q_2, k_{lx}}, \mathcal{E}) \leq c / N(0) \quad (x \in \Gamma_0) \tag{64} \]
\[ e_q^{N_l}(I_{Q_2, g_{lix}}, \mathcal{E}) \leq c (2^{- (d + \sigma)l} + (l + 1)2^{- dl}) N_l^{-1} \quad (x \in \hat{\Gamma}_{li}) \tag{65} \]
\[ e_q^{N_l}(I_{Q_2, h_{lix}}, \mathcal{E}) \leq c (l + 1)^{\alpha_0} 2^{- \min(s, d + \sigma)l} N_l^{-1} \quad (x \in \hat{\Gamma}_{li}), \tag{66} \]
where \( N(0), N_l \in \mathbb{N} \) \((l = 0, \ldots, m - 1)\) are arbitrary natural numbers which will be fixed later. Let \( \nu(0), \nu_l \in \mathbb{N} \) \((l = 0, \ldots, m - 1)\) be the smallest natural numbers satisfying
\[ |\Gamma(0)| e^{- \nu(0)/8} \leq 2^{-3} \tag{67} \]
\[ 2 \sum_{l=1}^{n_l} |\hat{\Gamma}_{li}| e^{- \nu_l/8} \leq 2^{- (l+4)} \quad (l = 0, \ldots, m - 1). \tag{68} \]
Consequently
\[ \nu_l \leq c(l + 1) \quad (l = 0, \ldots, m - 1) \tag{69} \]
and
\[ |\Gamma(0)| e^{- \nu(0)/8} + 2 \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} |\hat{\Gamma}_{li}| e^{- \nu_l/8} \leq 1/4. \tag{70} \]

By Lemma 3 of [11] we can assert the existence of quantum algorithms \( A^{(0)}_x \) \((x \in \Gamma_0)\) with
\[ e(I_{Q_2, k_{lz}}, A^{(0)}_x, \mathcal{E}, e^{- \nu(0)/8}) \leq c / N(0), \quad n_q(A^{(0)}_x) \leq \nu(0) N(0) \quad (x \in \Gamma_0) \tag{71} \]
and of quantum algorithms $A^{(1)}_{lix}$ and $A^{(2)}_{lix}$ ($x \in \hat{\Gamma}_li$, $i = 1 \ldots n_l$, $l = 0, \ldots, m - 1$), such that
\begin{equation}
n_q(A^{(1)}_{lix}) \leq \nu_lN_l, \quad n_q(A^{(2)}_{lix}) \leq \nu_lN_l \tag{72}
\end{equation}
\begin{equation}
e(I_{Q_2.g_{lix}}, A^{(1)}_{lix}, E, e^{-\nu_l/8}) \leq c(2^{-(d+\sigma)l} + (l + 1)2^{-dl})N_l^{-1} \tag{73}
\end{equation}
and
\begin{equation}
e(I_{Q_2.h_{lix}}, A^{(2)}_{lix}, E, e^{-\nu_l/8}) \leq c(l + 1)^{\alpha_0}2^{-\min(s,d+\sigma)l}N_l^{-1} \tag{74}
\end{equation}
for all $x \in \hat{\Gamma}_li$. We define the quantum algorithm
\begin{equation}
A = P_0 \left( \left( A^{(0)}_x \right)_{x \in \Gamma_0} \right) + \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} J_{li}(\hat{P}_{li} - P_{li}) \left( \left( A^{(1)}_{lix} + A^{(2)}_{lix} \right)_{x \in \hat{\Gamma}_li} \right) \tag{75}
\end{equation}
in the sense of the composition of quantum algorithms described in [11], relation (11). Let $f \in \mathcal{E}$ and let $\zeta^{(0)}_{lix}, \zeta^{(1)}_{lix}, \zeta^{(2)}_{lix}$ ($x \in \hat{\Gamma}_li$, $i = 1 \ldots n_l$, $l = 0, \ldots, m - 1$) be independent random variables with distribution $A^{(0)}_{lix}(f)$, $A^{(1)}_{lix}(f)$, and $A^{(2)}_{lix}(f)$, respectively. From Lemma 2 of [11] it follows that the random variable
\begin{equation}
\zeta = P_0 \left( \left( \zeta^{(0)}_x \right)_{x \in \Gamma_0} \right) + \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} J_{li}(\hat{P}_{li} - P_{li}) \left( \left( \zeta^{(1)}_{lix} + \zeta^{(2)}_{lix} \right)_{x \in \hat{\Gamma}_li} \right) \tag{76}
\end{equation}
has distribution $A(f)$, and that
\begin{equation}
n_q(A) = \sum_{x \in \Gamma^{(0)}} n_q(A^{(0)}_x) + \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} \sum_{x \in \hat{\Gamma}_li} \left( n_q(A^{(1)}_{lix}) + n_q(A^{(2)}_{lix}) \right) \tag{77}
\end{equation}
By (56), (76), and (49),
\begin{equation}
\|T_k f - \zeta\| \\
\leq \|T_k f - P_m T_k f\| + \left\| P_0 \left( \left( I_{Q_2.g_{lix}} f - \zeta^{(0)}_x \right)_{x \in \Gamma_0} \right) \right\| \\
+ \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} \left\| J_{li}(\hat{P}_{li} - P_{li}) \left( \left( I_{Q_2.g_{lix}} f - \zeta^{(1)}_{lix} \right)_{x \in \hat{\Gamma}_li} \right) \right\| \\
+ \left\| J_{li}(\hat{P}_{li} - P_{li}) \left( \left( I_{Q_2.h_{lix}} f - \zeta^{(2)}_{lix} \right)_{x \in \hat{\Gamma}_li} \right) \right\| \\
\leq \|T_k f - P_m T_k f\| + c \max_{x \in \Gamma_0} \left| I_{Q_2.g_{lix}} f - \zeta^{(0)}_x \right| \\
+ c \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} \left( \max_{x \in \hat{\Gamma}_li} \left| I_{Q_2.g_{lix}} f - \zeta^{(1)}_{lix} \right| + \max_{x \in \hat{\Gamma}_li} \left| I_{Q_2.h_{lix}} f - \zeta^{(2)}_{lix} \right| \right). \tag{78}
\end{equation}
As established in [17], Lemma 3, the error of approximation by $P_m T_k f$ satisfies
\[ \|T_k f - P_m T_k f\| \leq c (m^{\alpha_0} 2^{-\min(s,d+\sigma)m} + m 2^{-dm}). \]  
(79)
Furthermore, from (70), (71), (73), and (74), we conclude that with probability at least 3/4 the following relations hold simultaneously:
\[ \max_{x \in \Gamma_0} |I_{Q_2,k_i} f - \zeta^{(0)}_{s_x}| \leq c/N(0) \]  
(80)
and for $i = 1 \ldots n_l$, $l = 0, \ldots, m - 1$
\[ \max_{x \in \Gamma_{li}} |I_{Q_2,g_{li}} f - \zeta^{(1)}_{li}| \leq c (2^{-(d+\sigma)l} + (l + 1) 2^{-dl}) N_l^{-1} \]  
(81)
and
\[ \max_{x \in \Gamma_{hi}} |I_{Q_2,h_{li}} f - \zeta^{(2)}_{li}| \leq c ((l + 1)^{\alpha_0} 2^{-\min(s,d+\sigma)l} N_l^{-1}. \]  
(82)
We get from (78–82)
\[ e(T_k, A, E) \leq c(m^{\alpha_0} 2^{-\min(s,d+\sigma)m} + m 2^{-dm}) + c(N(0))^{-1} + c \sum_{l=0}^{m-1} N_l^{-1} \left( (l + 1)^{\alpha_0} 2^{-\min(s,d+\sigma)l} + (l + 1) 2^{-dl} \right). \]  
(83)
By (69), (71), (72), and (77), the number of quantum queries of $A$ satisfies
\[ n_q(A) \leq \nu(0) N(0) |\Gamma(0)| + 2 \sum_{l=0}^{m-1} \sum_{i=1}^{n_l} \nu_l N_l |\hat{\Gamma}_{li}| \]  
\[ \leq c \left( N(0) + \sum_{l=0}^{m-1} (l + 1) 2^{d_l} N_l \right). \]  
(84)
Let $n \in \mathbb{N}$ with $n \geq 2$ be given. First we consider the case $\min(s,d+\sigma,d) > d_1$. Let $\tau > 0$ be such that
\[ \min(s,d+\sigma,d) > d_1 + \tau, \]
and put
\[ m = \left\lceil \frac{\log n}{d_1 + \tau} \right\rceil \]
(log always means \( \log_2 \)),

\[ N^{(0)} = n, \quad N_l = \left\lfloor n \cdot 2^{-(d_1 + \tau)l} \right\rfloor \quad (l = 0, \ldots, m - 1). \]

By (83) we get for the quantum error:

\[
e(T_k, A, \mathcal{E}) \leq c(m^{\alpha_0}2^{-\min(s,d+\sigma)m} + m2^{-dm} + n^{-1})
+ c \sum_{l=0}^{m-1} n^{-1}2^{(d_1+\tau)l} \left( (l+1)^{\alpha_0}2^{-\min(s,d+\sigma)l} + (l+1)2^{-dl} \right)
\]
\[ \leq cn^{-1}. \]

It follows from (84) that the number of quantum queries satisfies

\[
n_q(A) \leq c \left( n + \sum_{l=0}^{m-1} (l+1)2^{d_1 l} \left( n2^{-(d_1 + \tau)l} + 1 \right) \right)
\]
\[ \leq c(n + m2^{d_1m}) \leq cn, \]

and a simple change of variables in the index yields the desired result (46) for this case.

Next assume \( \min(s, d+\sigma, d) = d_1 \), put

\[ m = \left\lfloor \log n \over d_1 \right\rfloor, \tag{85} \]

and

\[ N^{(0)} = n, \quad N_l = \left\lfloor nm^{-1}2^{-d_1 l} \right\rfloor \quad (l = 0, \ldots, m - 1). \]

Then we have, by (83),

\[
e(T_k, A, \mathcal{E}) \leq c(m^{\alpha_0}2^{-d_1m} + m2^{-dm} + n^{-1}) +
\]
\[ + c \sum_{l=0}^{m-1} mn^{-1}2^{d_1 l} \left( (l+1)^{\alpha_0}2^{-\min(s,d+\sigma)l} + (l+1)2^{-dl} \right)
\]
\[ \leq cmm^{-1} \sum_{l=0}^{m-1} (l+1)
\]
\[ \leq cn^{-1}m^3 \leq cn^{-1}(\log n)^3, \]
and, by (84),
\[ n_q(A) \leq c \left( n + \sum_{l=0}^{m-1} (l + 1)2^{d_1l} (nm^{-1}2^{-d_1l} + 1) \right) \]
\[ \leq c(mn + m2^{d_1m}) \leq cn \log n. \]

Again we get (46) by a change of variables in the index.

Finally, we suppose \( \min(s, d + \sigma) < d_1 \). Let \( \tau > 0 \) be such that
\[ \min(s, d + \sigma) + \tau < d_1, \]
and put
\[ m = \left\lceil \log \frac{n}{d_1} \right\rceil, \quad \text{(86)} \]
\[ N^{(0)} = n, \quad N_l = \left\lceil n 2^{-d_1l-\tau(m-l)} \right\rceil \quad (l = 0, \ldots, m - 1). \]

We derive from (83)
\[ e(T_k, A, \mathcal{E}) \]
\[ \leq c(m^{\alpha_0} 2^{-\min(s, d+\sigma)m} + m2^{-dm} + n^{-1}) + \]
\[ c \sum_{l=0}^{m-1} n^{-1}2^{d_1l+\tau(m-l)}(l + 1)^{\alpha_0} 2^{-\min(s, d+\sigma)l} + (l + 1)2^{-d_1l} \]
\[ \leq cn^{-\min(s, d+\sigma)/d_1} (\log n)^{\alpha_0} + \]
\[ c \sum_{l=0}^{m-1} n^{-1}2^{d_1l+\tau(m-l)}(l + 1)^{\alpha_0} 2^{-\min(s, d+\sigma)l} \]
\[ \leq cn^{-\min(s, d+\sigma)/d_1} (\log n)^{\alpha_0} \]
\[ + cn^{-1}m^{\alpha_0} 2^m \sum_{l=0}^{m-1} 2^{(d_1 - \tau - \min(s, d+\sigma))l} \]
\[ \leq cn^{-\min(s, d+\sigma)/d_1} (\log n)^{\alpha_0} + cn^{-1}m^{\alpha_0} 2^{(d_1 - \min(s, d+\sigma)m} \]
\[ \leq cn^{-\min(s, d+\sigma)/d_1} (\log n)^{\alpha_0}. \]

The number of queries is
\[ n_q(A) \leq c \left( n + \sum_{l=0}^{m-1} (l + 1)2^{d_1l} (n2^{-d_1l-\tau(m-l)} + 1) \right) \]
\[ \leq c \left( n \sum_{l=0}^{m-1} (l + 1)2^{-\tau(m-l)} + m2^{d_1m} \right) \leq cn \log n, \]
and (46) follows. This concludes the proof of Proposition 7.

Next we consider the case $Q_1 = [0, 1]^{d_1}$ and $Q_2 = [0, 1]^d$, where $0 \leq d_1 \leq d$. Again we study the approximation of $T_k f$ with $k \in C^{s,\sigma}(Q_1, Q_2)$ a fixed kernel, but now $f \in C^r(Q_2)$, and thus, the operator $T_k$ is considered as acting from $C^r(Q_2)$ to $L_\infty(Q_1)$. Here $r \in \mathbb{N}$ and $C^r(Q_2)$ denotes the space of continuous complex-valued functions on $Q$ which are $r$-times continuously differentiable in the interior $Q_2^0$, and whose partial derivatives up to order $r$ have continuous extensions to $Q_2$. The norm on $C^r(Q_2)$ is defined as

$$
\|f\|_{C^r(Q_2)} = \max_{|\alpha| \leq r} |D^\alpha f(x)|.
$$

We let $F = B_{C^r(Q_2)}$, $G = L_\infty(Q_1)$, $S = T_k$, $\mathbb{K} = \mathbb{K}$, and

$$
\lambda = \{ \delta_x : x \in Q_2 \},
$$

(87)

where $\delta_x(f) = f(x)$.

To cover the logarithmic factors, we introduce for $\sigma \in \mathbb{R}$ with $-d < \sigma < +\infty$

$$
\kappa(\sigma) = \begin{cases} 
0 & \text{if } \min(d + \sigma, d) > d_1 \\
4 & \text{if } \min(d + \sigma, d) = d_1 \\
\frac{d + \sigma}{d_1} & \text{if } d + \sigma < d_1 = d,
\end{cases}
$$

(88)

and if $d + \sigma < d_1 < d$, we fix any $\varepsilon_0 > 0$ and define

$$
\kappa(\sigma) = \begin{cases} 
4 & \text{if } \frac{r + d + \sigma}{d_1} < \frac{r}{d} + 1 \\
\frac{r}{d} + 6 + \varepsilon_0 & \text{if } \frac{r + d + \sigma}{d_1} = \frac{r}{d} + 1 \\
4 + \varepsilon_0 & \text{if } \frac{r + d + \sigma}{d_1} > \frac{r}{d} + 1.
\end{cases}
$$

(89)

Proposition 8. Assume $0 \leq d_1 \leq d$, $s \in \mathbb{N}$, $s > d_1$, $\sigma \in \mathbb{R}$, $-d < \sigma < +\infty$, $r \in \mathbb{N}$. Then there is a constant $c > 0$ such that for all $k \in B_{C^{s,\sigma}(Q_1,Q_2)}$ and $n \in \mathbb{N}$ with $n \geq 2$,

$$
e_{n}(T_k, B_{C^r(Q_2)}) \leq cn^{-\min\left(\frac{r + d + \sigma}{d_1}, \frac{r}{d} + 1\right)} (\log n)^{\kappa(\sigma)}.
$$

(90)

where $\kappa(\sigma)$ is as defined in (88), (89).

Proof. Let $n \in \mathbb{N}$, $n \geq 2$. Let $\nu$ be the smallest natural number such that

$$
e^{-\nu/8} \leq 1/8.
$$

(91)

First we assume that either

$$
d + \sigma \geq d_1
$$

(92)
(which, because of $d_1 \leq d$, is equivalent to $\min(d + \sigma, d) \geq d_1$) or

$$d + \sigma < d_1 = d.\quad (93)$$

Comparing (88) with (45), we conclude that in these cases

$$\kappa(\sigma) = \beta(\sigma).\quad (94)$$

We write $T_k = \tilde{T}_k J$, with $J$ the identical embedding $C^r(Q_2) \to C(Q_2)$, and $\tilde{T}_k$ the operator $T_k$, considered as acting from $C(Q_2)$ to $L_\infty(Q_1)$. With $X = C^r(Q_2)$, $Y = C(Q_2)$, and $\Lambda$ as given by (87), the assumptions of Proposition 4 are easily verified. Therefore

$$e^{q}_{34n}(T_k, B_{C^r(Q_2)}) \leq 8 e^{det}_{n}(J, B_{C^r(Q_2)}) \sup_{E \in E(B_{C(Q_2)})} e^{q}_{n}(\tilde{T}_k, E). \quad (95)$$

By Proposition 7 and (94),

$$\sup_{E \in E(B_{C(Q_2)})} e^{q}_{n}(\tilde{T}_k, E) \leq c n^{-\min\left(\frac{d + \sigma}{d_1}, 1\right)} (\log n)^{\kappa(\sigma)} \quad (96)$$

(the constants in this proof depend only on $d, d_1, r, s, \sigma$). It is well-known that

$$e^{det}_{n}(J, B_{C^r(Q_2)}) \leq c n^{-\frac{r}{d}}. \quad (97)$$

Furthermore, if (92) or (93) holds, we have

$$\frac{r}{d} + \min\left(\frac{d + \sigma}{d_1}, 1\right) = \min\left(\frac{r + d + \sigma}{d_1}, \frac{r}{d} + 1\right).$$

This together with (95), (96), and (97) implies the desired result.

Now we assume $d + \sigma < d_1 < d$ (hence $d_1 \neq 0$). We recall the following construction from [18], proof of Proposition 4: We decompose $Q_2 = \bigcup_{l=0}^{m} H_l$ with

$$m = \left\lceil \frac{\log n}{d_1} \right\rceil, \quad (98)$$

$$H_l = [0, 1]^{d_1} \times \left(2^{-l}[0, 1]^{d-d_1} \setminus 2^{-(l+1)}[0, 1)^{d-d_1}\right) \quad (l = 0, \ldots, m - 1)$$

and

$$H_m = [0, 1]^{d_1} \times \left(2^{-m}[0, 1]^{d-d_1}\right).$$

Let

$$k_l(x, y) = k(x, y) \quad (x \in Q_1, y \in H_l).$$
Clearly, \( k_l \in \mathcal{C}^{s,\sigma}(Q_1, H_l) \) and
\[
\|k_l\|_{\mathcal{C}^{s,\sigma}(Q_1, H_l)} \leq \|k\|_{\mathcal{C}^{s,\sigma}(Q_1, Q_2)}.
\] (99)

Put \( \sigma_1 = d_1 - d \). Arguing as in [18], proof of relation (52), we conclude
\[
\|k_l\|_{\mathcal{C}^{s,\sigma_1}(Q_1, H_l)} \leq c 2^{(\sigma_1 - \sigma)l} \quad (0 \leq l < m).
\] (100)

We have the following representation
\[
T_k = \sum_{l=0}^{m} T_{k_l} J_l R_l,
\] (101)
where \( R_l : \mathcal{C}^{r}(Q_2) \to \mathcal{C}^{r}(H_l) \) is the restriction operator, \( J_l : \mathcal{C}^{r}(H_l) \to \mathcal{C}(H_l) \) is the embedding, and \( T_{k_l} \) is considered as an operator from \( \mathcal{C}(H_l) \) to \( L_{\infty}(Q_1) \). With real numbers \( \delta_1, \delta_2 \geq 0 \), which will be defined later, we put
\[
p_l = \left\lceil 2^{\left(\frac{d_1}{d} - \delta_1\right)(m-l) - \delta_2 l} \right\rceil \quad (0 \leq l \leq m).
\] (102)

Observe that \( p_m = 1 \). Furthermore, define
\[
n_l = 2^{d_1(l+1)} p_l^d \quad (0 \leq l \leq m).
\] (103)

Note that \( n_l \geq 2 \) for \( 0 \leq l \leq m \). As shown in [18], proof of Proposition 4, there is a constant \( c_1 \in \mathbb{N} \) such that
\[
eq_{c_1,n_l}^{\text{det}}(J_l, B_{\mathcal{C}^{r}(H_l)}) \leq c 2^{-n_l p_l^{-r}} \quad (0 \leq l \leq m).
\] (104)

We verify that for \( 0 \leq l \leq m \)
\[
\sup_{\mathcal{E} \in \mathcal{E}(B_{\mathcal{C}(H_l)})} e_{n_l}^q(T_k, \mathcal{E}) \leq c 2^{-(d+\sigma)l} p_l^{-d}(\log n_l)^4.
\] (105)

Indeed, in the case \( 0 \leq l < m \) relation (100) and Proposition 7 yield
\[
\sup_{\mathcal{E} \in \mathcal{E}(B_{\mathcal{C}(H_l)})} e_{n_l}^q(T_k, \mathcal{E}) \leq c n_l^{-1} 2^{(\sigma_1 - \sigma)l} (\log n_l)^4
\leq c 2^{-d_1 l} p_l^{-d_2 (d_1 - d - \sigma)l} (\log n_l)^4
= c 2^{-(d+\sigma)l} p_l^{-d}(\log n_l)^4.
\]

If \( l = m \), (99) and Proposition 7 give
\[
\sup_{\mathcal{E} \in \mathcal{E}(B_{\mathcal{C}(H_l)})} e_{n_m}^q(T_{k_m}, \mathcal{E}) \leq c n_m^{-\frac{d+\sigma}{d_1}} (\log n_m)^\frac{d+\sigma}{d_1} \leq c 2^{-(d+\sigma)m} (\log n_m)^\frac{d+\sigma}{d_1},
\]
and, since \( p_m = 1 \) and \( \frac{\sigma + \delta}{d_1} < 1 \), (105) follows. For \( l = 0, \ldots, m \) we set
\[
\nu_l = \left\lceil 8(2 \ln(m - l + 1) + \ln 8) \right\rceil.
\]
(106)

It follows from (106) that
\[
\sum_{l=0}^{m} e^{-\nu_l/8} \leq \frac{1}{8} \sum_{l=0}^{m} (m - l + 1)^{-2} < \frac{1}{4},
\]
(107)

Define
\[
\bar{n} = 2(c_1 + 2)\nu \sum_{l=0}^{m} \nu_l n_l
\]
with \( c_1 \) from (104) and \( \nu \) from (91). Then (101), (107) and Proposition 2 imply
\[
e_{\bar{n}}^q(T_k, B_{C^r}(Q_2)) \leq 2 \sum_{l=0}^{m} e_{2(c_1+2)\nu n_l}^q(T_k, J_l R_l, B_{C^r}(Q_2)).
\]

The mapping \( R_l \) is of the form (1) with \( \Lambda = \{ \delta \} \), \( \tilde{\Lambda} = \{ \delta \} \), \( \kappa = 1 \), and satisfies
\[
e_{2(c_1+2)\nu n_l}^q(T_k, J_l R_l, B_{C^r}(Q_2)) \leq e_{(c_1+2)\nu n_l}^q(T_k, J_l, B_{C^r}(H_l)).
\]

Furthermore, by Proposition 4,
\[
e_{(c_1+2)\nu n_l}^q(T_k, J_l, B_{C^r}(H_l)) \leq 8e_{c_1 n_l}^{\det}(J_l, B_{C^r}(H_l)) \sup_{\mathcal{E} \in \mathcal{E}(B_{C(H_l)})} e_{n_l}^q(T_k, \mathcal{E}).
\]

Using this and (102–105), we get
\[
e_{\bar{n}}^q(T_k, B_{C^r}(Q_2))
\leq 16 \sum_{l=0}^{m} e_{c_1 n_l}^{\det}(J_l, B_{C^r}(H_l)) \sup_{\mathcal{E} \in \mathcal{E}(B_{C(H_l)})} e_{n_l}^q(T_k, \mathcal{E})
\leq c \sum_{l=0}^{m} 2^{-(r+d+\sigma)l} p_l^{-(r+d)}(\log n_l)^4
\leq cm^4 \sum_{l=0}^{m} 2^{-(r+d+\sigma-\delta_2(r+d))l-(r+d)(\frac{d_1}{d_1}-\delta_1)(m-l)}.
\]
(108)

Relations (91), (98), (102), (103), and (106), give
\[
\bar{n} = 2(c_1 + 2)\nu \sum_{l=0}^{m} \nu_l n_l \leq c \sum_{l=0}^{m} \nu_l 2^{d_1 l}\left(2^{d_1 (m-l)-\delta_1 d(m-l)-\delta_2 d l} + 1\right),
\]
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therefore, if $\delta_1 > 0$,

$$\bar{n} \leq c2^{d_1 m} \leq cn,$$  \hspace{1cm} (109)

if $\delta_2 > 0$,

$$\bar{n} \leq c2^{d_1 m} \log(m + 1) \leq cn \log \log(n + 1),$$  \hspace{1cm} (110)

and if $\delta_1 = \delta_2 = 0$,

$$\bar{n} \leq c2^{d_1 m} \log(m + 1) \leq cn \log n \log \log(n + 1).$$  \hspace{1cm} (111)

The proof will be accomplished by considering three cases. The first case is $r + d + \sigma < (r + d) \frac{d_1}{d}$, that is, $\frac{r + d + \sigma}{d_1} < \frac{r}{d} + 1$. Here we put $\delta_2 = 0$ and take any $\delta_1 > 0$ satisfying

$$r + d + \sigma < (r + d) \left( \frac{d_1}{d} - \delta_1 \right).$$

From (108) and (98),

$$e_n^q(T_k, B_{C^r(Q_2)}) \leq cm^{42-(r+d+\sigma)m} \leq \frac{cm^{r+d+\sigma}}{d_1} (\log n)^4.$$  \hspace{1cm} (107)

Relation (109) and a suitable scaling lead to

$$e_n^q(T_k, B_{C^r(Q_2)}) \leq cn^{\frac{r+d+\sigma}{d}} (\log n)^4.$$  \hspace{1cm} (108)

The next case is $r + d + \sigma = (r + d) \frac{d_1}{d}$. Here we put $\delta_1 = \delta_2 = 0$, and obtain from (108),

$$e_n^q(T_k, B_{C^r(Q_2)}) \leq cm^{52-(r+d)\frac{d_1}{d}} \leq \frac{cm^{r+d+\sigma}}{d_1} (\log n)^5.$$  \hspace{1cm} (109)

Together with (111) this implies

$$e_n^q(T_k, B_{C^r(Q_2)}) \leq c \left( \frac{n}{\log n \log \log(n + 1)} \right)^{-(\frac{r}{d} + 1)} (\log n)^5$$

$$\leq cn^{-\left(\frac{r}{d} + 1\right)}(\log n)^{\frac{r}{d} + 6 + \varepsilon_0}.$$  \hspace{1cm} (110)

Finally, if $r + d + \sigma > (r + d) \frac{d_1}{d}$, we choose $\delta_1 = 0$ and $\delta_2 > 0$ so that

$$r + d + \sigma - \delta_2 (r + d) > (r + d) \frac{d_1}{d}.$$  \hspace{1cm} (111)

From (108),

$$e_n^q(T_k, B_{C^r(Q_2)}) \leq cm^{42-(r+d)\frac{d_1}{d}} \leq cn^{-\left(\frac{r}{d} + 1\right)}(\log n)^4,$$  \hspace{1cm} (112)
which together with (110) shows that

$$e_n^q(T_k, B_{C^r(Q_2)}) \leq c \left( \frac{n}{\log \log(n+1)} \right)^{-\left(\frac{q}{2}+1\right)} (\log n)^4$$

$$\leq cn^{-\left(\frac{q}{2}+1\right)}(\log n)^{4+\varepsilon_0}.$$

\[\square\]

6 Elliptic PDE

Let \(d, m \in \mathbb{N}, d \geq 2\), let \(Q \subset \mathbb{R}^d\) be a \(C^\infty\) domain (see, e.g., [18] for the definition), and let \(\mathcal{L}\) be an elliptic differential operator of order \(2m\) on \(Q\), that is

$$\mathcal{L} u = \sum_{|\alpha| \leq 2m} a_\alpha(x) D^\alpha u(x),$$

(112)

with boundary operators

$$\mathcal{B}_j u = \sum_{|\alpha| \leq m_j} b_{j\alpha}(x) D^\alpha u(x),$$

(113)

where \(j = 1, \ldots, m\), \(m_j \leq 2m - 1\) and \(a_\alpha \in C^\infty(Q)\) and \(b_{j\alpha} \in C^\infty(\partial Q)\) are complex-valued infinitely differentiable functions. We study the homogeneous boundary value problem

$$\mathcal{L} u(x) = f(x) \quad (x \in Q^0),$$

(114)

$$\mathcal{B}_j u(x) = 0 \quad (x \in \partial Q).$$

(115)

Let

$$a(x, \xi) := \sum_{|\alpha| = 2m} a_\alpha(x) \xi^\alpha \quad (x \in Q, \xi \in \mathbb{R}^d)$$

$$b_j(x, \xi) := \sum_{|\alpha| = m_j} b_{j\alpha}(x) \xi^\alpha \quad (x \in \partial Q, \xi \in \mathbb{R}^d, j = 1, \ldots, m).$$

We assume the ellipticity condition:

$$a(x, \xi) \neq 0 \quad (x \in Q, \xi \in \mathbb{R}^d \setminus \{0\})$$

and for all linearly independent \(\xi, \eta \in \mathbb{R}^d\) the polynomial \(a(x, \xi + \tau \eta)\) has exactly \(m\) roots \(\tau_i^+ (i = 1, \ldots, m)\) with positive imaginary part. Put

$$a^+(x, \xi, \eta, \tau) = \prod_{i=1}^{m} (\tau - \tau_i^+).$$
We also assume the complementarity condition: For all \( x \in \partial Q \) and all \( \xi_x, \nu_x \in \mathbb{R}^d \setminus \{0\} \), where \( \xi_x \) is tangent to \( \partial Q \) at \( x \) and \( \nu_x \) is orthogonal to the tangent hyperplane at \( x \), the set of polynomials \( b_j(x, \xi_x + \tau \nu_x) \) (\( j = 1, \ldots, m \)) is linearly independent modulo \( a^+(x, \xi_x, \nu_x, \tau) \). Finally we suppose that there is a \( \kappa_0 \) with \( 0 < \kappa_0 < 1 \) such that for all \( f \) in the Hölder space \( C^{\kappa_0}(Q) \) the classical solution \( u \) exists and is unique (see [20] and also, e.g., [1], for the assumptions made here).

Let \( M \) be a smooth submanifold of \( Q \) of dimension \( d_1 \), where \( 0 \leq d_1 \leq d \) (see, again, [18] for a definition). If \( d_1 = 0 \), we assume \( M = \{x\} \), where \( x \) is any inner point of \( Q \). Let \( r \in \mathbb{N} \), \( F = B_{C^r(Q)} \), \( G = L_\infty(M) \), and let \( S : F \to G \) be given as

\[
Sf = u|_M,
\]

where \( u \) is the solution of (114), (115). So we want to find an approximation of the solution of (114), (115) on a \( d_1 \)-dimensional submanifold \( M \) of the domain \( Q \), for right-hand sides belonging to \( B_{C^r(Q)} \), and the error is measured in the \( L_\infty(M) \) norm. We put \( K = \mathbb{C} \) and

\[
\Lambda = \{ \delta_x^\alpha : x \in Q, |\alpha| \leq r \},
\]

where \( \delta_x^\alpha(f) = D^\alpha f(x) \), that is, we allow information consisting of values of \( f \) and its derivatives up to order \( r \).

**Theorem 1.** There are constants \( c_1, c_2 > 0 \) such that for all \( n \in \mathbb{N} \) with \( n \geq 2 \),

\[
c_1 n^{-\min\left(\frac{r+2m}{d_1}, \frac{r}{d_1} + 1\right)} \leq e_n^h(S,F) \leq c_2 n^{-\min\left(\frac{r+2m}{d_1}, \frac{r}{d_1} + 1\right)} (\log n)^{\kappa(2m-d)},
\]

with \( \kappa \) as defined in (88) and (89).

**Proof.** By a result of Krasovskij [20], Theorem 3.3 and Corollary, there is a kernel \( k \in C^{\infty,2m-d}(Q,Q) \) such that for all \( f \in C^{\kappa_0}(Q) \) the solution \( u \) of (114), (115) satisfies

\[
u(x) = \int_Q k(x,y)f(y)dy \quad (x \in Q).
\]

Consequently

\[
(Sf)(x) = (Tk)f)(x) \quad (x \in M),
\]
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that means, \( S = T_k \), with \( T_k \) considered as an operator from \( C^r(Q) \) to \( L_\infty(M) \). First we prove the upper bound. We show that it holds even for the smaller sets of information functionals \( \Lambda = \{ \delta_x : x \in Q \} \). Let \( Q_1 = [0,1]^{d_1} \), considered as a subset of \( \mathbb{R}^d \) by identifying \( \mathbb{R}^{d_1} \) with \( \mathbb{R}^{d_1} \times \{ 0^{(d-d_1)} \} \), and let \( Q_2 = [0,1]^d \). The following representation of \( T_k \) was shown in [18], proof of the upper bound in Theorem 1: There is a \( p \in \mathbb{N} \) (depending only on \( M \) and \( Q \)) such that

\[
T_k = \sum_{i=1}^{p} \left( \bar{X}_i T_{k_i} Y_i + \bar{X}_i T_{h_i} J \right).
\] (120)

Here

\[
\bar{X}_i : L_\infty(Q_1) \to L_\infty(M)
\]
\[
Y_i : C^r(Q) \to C^r(Q_2)
\]

\((i = 1, \ldots, p)\) are bounded linear operators and \( J : C^r(Q) \to C(Q) \) is the embedding. Moreover, \( Y_i \) is of the form (1) with \( \Lambda = \{ \delta_x : x \in Q \}, \bar{\Lambda} = \{ \delta_x : x \in Q_2 \} \), and \( \kappa = 1 \). The kernels satisfy

\[
k_i \in C^{\infty, 2m-d}(Q_1, Q_2),
\] (121)
\[
h_i \in \bigcap_{\sigma>0} C^{\infty, \sigma}(Q_1, Q),
\] (122)

the integral operator \( T_{k_i} \) is considered as acting from \( C^r(Q_2) \) to \( L_\infty(Q_1) \), and \( T_{h_i} \) is considered as a mapping from \( C(Q) \) to \( L_\infty(Q_1) \). (Using the terminology of [18]: up to shifting and scaling of cubes, \( \bar{X}_i \) stands for the product \( E_i X_i \), \( k_i \) is the \( k_i' \) from relation (64) of [18], and \( h_i \) is \( k_i'' \) from relation (66) of that paper, extended by zero to all of \( Q \).)

Let \( \nu_0, \nu_1 \) be the smallest natural numbers satisfying

\[
pe^{-\nu_0/8} \leq 1/8, \quad e^{-\nu_1/8} \leq 1/8,
\]

respectively. Let \( c_1 = \nu_0(3\nu_1 + 2)p \). Then, by Proposition 2,

\[
e_{c_1n}^q(T_k, B_{C^r(Q)})
\]

\[
\leq 2 \sum_{i=1}^{p} \left( e_{2n}^q(\bar{X}_i T_{k_i} Y_i, B_{C^r(Q)}) + e_{3\nu_1n}^q(\bar{X}_i T_{h_i} J, B_{C^r(Q)}) \right).
\]

By Proposition 1,

\[
e_{2n}^q(\bar{X}_i T_{k_i} Y_i, B_{C^r(Q)}) \leq \| \bar{X}_i \| e_n^q(T_{k_i}, \| Y_i \| B_{C^r(Q_2)})
\]

\[= \| \bar{X}_i \| \| Y_i \| e_n^q(T_{k_i}, B_{C^r(Q_2)}).
\]
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Furthermore, by Proposition 4,
\[ e_{3n}^q(\bar{X}, T_h, J, B_{C'}(Q)) \leq 8e_n^{\det}(J, B_{C'}(Q)) \sup_{\mathcal{E} \in \mathcal{E}(B_{C(Q)})} e_n^q(\bar{X}, T_h, \mathcal{E}). \]

Moreover, Lemma 1 of [14] gives
\[ \sup_{\mathcal{E} \in \mathcal{E}(B_{C(Q)})} e_n^q(\bar{X}, T_h, \mathcal{E}) \leq \|\bar{X}\| \sup_{\mathcal{E} \in \mathcal{E}(B_{C(Q)})} e_n^q(T_h, \mathcal{E}). \]

Thus we obtain
\[
e_{c_{1n}}^q(T_k, B_{C'}(Q)) \\
\leq c \sum_{i=1}^{p} \left( e_n^q(T_k, B_{C'}(Q_2)) + e_n^{\det}(J, B_{C'}(Q)) \sup_{\mathcal{E} \in \mathcal{E}(B_{C(Q)})} e_n^q(T_h, \mathcal{E}) \right). \tag{123}
\]

We conclude from (121) and Proposition 8 that
\[ e_n^q(T_k, B_{C'}(Q_2)) \leq cn^{-\min\left(\frac{r+2m}{d_1}, \frac{r}{d_1}+1\right)}(\log n)^{\kappa(2m-d)}, \tag{124}\]
where \(\kappa(2m - d)\) is defined in (88). Moreover,
\[ e_n^{\det}(J, B_{C'}(Q)) \leq cn^{-\frac{r}{d}}, \tag{125}\]
see, e.g., [29]. Furthermore, from (122) and Proposition 7,
\[ \sup_{\mathcal{E} \in \mathcal{E}(B_{C(Q)})} e_n^q(T_h, \mathcal{E}) \leq cn^{-1}(\log n)^{\alpha_1} \tag{126}\]
where
\[ \alpha_1 = \begin{cases} 
0 & \text{if } d_1 < d, \\
4 & \text{if } d_1 = d. 
\end{cases} \tag{127}\]

Relations (123)–(127) finally give
\[ e_{c_{1n}}^q(T_k, B_{C'}(Q)) \leq cn^{-\min\left(\frac{r+2m}{d_1}, \frac{r}{d_1}+1\right)}(\log n)^{\kappa(2m-d)}. \tag{128}\]

Indeed, in the case \(d_1 < d\) this is clear. For \(d_1 = d\) we argue as follows: If \(d + (2m - d) = 2m \geq d = d_1\), then by (88), \(\kappa(2m - d) = 4\), which gives (128). If \(2m < d = d_1\), then \(\frac{r+2m}{d_1} = \frac{r+2m}{d} < \frac{r}{d} + 1\), hence
\[ n^{-\left(\frac{r}{d}+1\right)}(\log n)^{4} \leq cn^{-\frac{r+2m}{d_1}}, \]
which leads to (128), again. Now the desired upper bound in (118) follows from (128) by rescaling.

Next we prove the lower bound. As above, let $Q_1 = [0, 1]^{d_1}, Q_2 = [0, 1]^d$. Let $C_0^r(Q_2)$ denote the subspace of $C^r(Q_2)$ consisting of those functions whose partial derivatives up to the order $r$ vanish on the boundary of $Q_2$. It was shown in [18], section 5, that there are bounded linear operators $X_0 : C_0^r(Q_2) \to C^r(Q)$ and $Y_0 : L_\infty(M) \to \mathbb{C}$ such that
\[
Y_0SX_0 = S_1,
\]
with $S_1 : C_0^r(Q_2) \to \mathbb{C}$ the integration operator
\[
S_1f = \int_{Q_2} f(y) \, dy \quad (f \in C_0^r(Q_2)),
\]
and $X_0$ is of the form (1) with $\Lambda = \{\delta_x^\alpha : x \in Q_0^d, |\alpha| \leq r\}, \bar{\Lambda} = \{\delta_x^\alpha : x \in Q, |\alpha| \leq r\}$, and $\kappa$ depending only on $d$ and $r$. Consequently, by Proposition 1 and (129),
\[
eq_{2\kappa}^q(S, B_{C_0^r(Q_2)}) \leq \|Y_0\| e_n^q(S, X_0) \|B_{C^r(Q)}\)
\[
= \|X_0\| \|Y_0\| e_n^q(S, B_{C^r(Q)}).
\]
From [23] it is known that
\[
eq_{2\kappa}^q(S, B_{C_0^r(Q_2)}) \geq cn^{-\frac{d}{2} - 1}.
\]
Thus we conclude
\[
eq_n^q(S, B_{C^r(Q)}) \geq cn^{-\frac{d}{2} - 1}.
\]
This proves the lower bound of (118) for the case $\frac{d}{2} + 1 \leq \frac{r+2m}{d_1}$ (including the case $d_1 = 0$).

Now we assume $d_1 \geq 1$. We use another reduction from [18], section 5, which will give the remaining part of the lower bound: There are bounded linear operators $\bar{X} : C_0^{r+2m}(Q_1) \to C^r(Q)$ (representing the composition $\mathcal{L}XE$ from [18]) and $Y : L_\infty(M) \to L_\infty(Q_1)$ such that
\[
YS\bar{X} = J,
\]
where $J : C_0^{r+2m}(Q_1) \to L_\infty(Q_1)$ is the identical embedding, and $\bar{X}$ is of the form (1) with $\Lambda = \{\delta_x^\alpha : x \in Q_1^d, \alpha \in \mathbb{N}_0^{d_1}, |\alpha| \leq r+2m\}, \bar{\Lambda} = \{\delta_x^\alpha :
$x \in Q$, $\alpha \in \mathbb{N}_0^d$, $|\alpha| \leq r$, and $\kappa$ depending only on $d_1$, $m$ and $r$. From Proposition 1 we obtain

$$e_{2kn}^{\alpha} (Y S \bar{X}, B_{C_{r_0}^{r+2m}(Q_1)}) \leq \|Y\| e_n^{\alpha} (S, \|\bar{X}\| B_{C_{r}(Q)}) \leq c e_n^{\alpha} (S, B_{C_{r}(Q)}).$$

Together with (130) this yields,

$$e_{2kn}^{\alpha} (J, B_{C_{r_0}^{r+2m}(Q_1)}) \leq c e_n^{\alpha} (S, B_{C_{r}(Q)}).$$

By [15],

$$e_{2kn}^{\alpha} (J, B_{C_{r_0}^{r+2m}(Q_1)}) \geq c n^{-(r+2m)/d_1}.$$ 

Consequently,

$$e_n^{\alpha} (S, B_{C_{r}(Q)}) \geq c n^{-(r+2m)/d_1},$$

concluding the proof of the lower bounds.

7 Comments

In this section we recall previous results on the complexity of elliptic equations in the classical deterministic and randomized setting and compare them with the results of the present paper. We discuss the speedups between the different settings.

Below $S$ and $F$ refer to the elliptic problem studied in section 6, see (116). Let $e_n^{\text{det}} (S, F)$ and $e_n^{\text{ran}} (S, F)$ be the $n$-th minimal deterministic and randomized errors, respectively, as introduced, e.g., in [18], section 3.

To suppress logarithmic factors, we use the following notation: For functions $a, b : \mathbb{N}_0 \rightarrow [0, \infty)$ we write $a(n) \asymp b(n)$ if there are constants $c_1, c_2 > 0$, $n_0 \in \mathbb{N}_0$, $\alpha_1, \alpha_2 \in \mathbb{R}$ such that

$$c_1 (\log(n+2))^{\alpha_1} b(n) \leq a(n) \leq c_2 (\log(n+2))^{\alpha_2} b(n)$$

for all $n \in \mathbb{N}_0$ with $n \geq n_0$. Furthermore, we write $a(n) \asymp b(n)$ if the above holds with $\alpha_1 = \alpha_2 = 0$.

In the classical deterministic setting we have

$$e_n^{\text{det}} (S, F) \asymp n^{-\frac{d}{d_1}}.$$ 

This result is essentially contained in [30, 31, 5], see also [18], where a proof is given for the specific function spaces considered here. Observe that in the deterministic setting the rate does not depend on $d_1$, thus local and global
problem are (up to constants) equally difficult. As established in [18], in the classical randomized setting we have

\[ e_n^{\text{ran}}(S, F) \asymp \log n - \min \left( \frac{r+2m}{d_1}, \frac{r}{d} + \frac{1}{2} \right). \]

By Theorem 1, in the quantum setting,

\[ e_n^{\text{q}}(S, F) \asymp \log n - \min \left( \frac{r+2m}{d_1}, \frac{r}{d} + 1 \right). \]

Thus, as in the classical randomized setting, the rate in the quantum setting depends on \( d_1 \). Note that the rate is \( n^{-\frac{2}{d}+1} \) (the same as that of quantum integration of functions from \( C^r(Q) \), see [23]), for all \( d_1 \leq \min(d, 2m) \) and \( r \in \mathbb{N} \). Indeed, if \( d \leq 2m \), we infer

\[ \frac{r + 2m}{d_1} \geq \frac{r + 2m}{d} \geq \frac{r}{d} + 1, \]

while, if \( d > 2m \) and \( d_1 \leq 2m \), we have

\[ \frac{r + 2m}{d_1} \geq \frac{r + 2m}{2m} > \frac{r}{d} + 1. \]

Let us compare the quantum setting with the classical deterministic setting. We have a speedup for all \( 0 \leq d_1 \leq d \): For example, for all \( d_1 \leq \min(d, 2m) \), the speedup is \( n^{-\frac{2}{d}} \). Furthermore, if \( d_1 = d \) and \( d > 2m \), the speedup is still \( n^{-\frac{2}{d}} \).

Comparing the quantum with the classical randomized setting, we see that for \( d_1 \leq \min(d, 2m) \) there is a speedup of \( n^{-\frac{1}{2}} \), while for \( d_1 = d \) and \( 2m < d < 4m \) the speedup is \( n^{\frac{1}{2} - \frac{2m}{d}} \), and there is no speedup at all for \( d_1 = d \) and \( d \geq 4m \).

**References**

[1] S. Agmon, A. Douglis, L. Nirenberg, Estimates near the boundary for solutions of elliptic partial differential equations satisfying general boundary conditions. I. Commun. Pure Appl. Math. 12, 623-727 (1959).

[2] D. Aharonov. Quantum computation – a review, in: D. Stauffer (Ed.) Annual Review of Computational Physics, vol. VI, World Scientific, Singapore, 1998, see also http://arXiv.org/abs/quant-ph/9812037.
[3] G. Brassard, P. Høyer, M. Mosca, and A. Tapp, Quantum amplitude amplification and estimation, In Quantum Computation and Quantum Information: A Millennium Volume, AMS Contemporary Mathematics Series, Volume 305, 2002, see also http://arXiv.org/abs/quant-ph/0005055.

[4] P. G. Ciarlet, The Finite Element Method for Elliptic Problems, North-Holland, Amsterdam, 1978.

[5] S. Dahlke, E. Novak, W. Sickel, Optimal approximation of elliptic problems by linear and nonlinear mappings, J. Complexity (to appear), see also the paper associated with the talk of E. Novak at: http://www.dagstuhl.de/04401/Materials/

[6] S. Dahlke, E. Novak, W. Sickel, Optimal approximation of elliptic problems by linear and nonlinear mappings II, preprint.

[7] E. G. D’yakonov, Optimization in Solving Elliptic Problems, CRC Press, Boca Raton, FL, 1996.

[8] A. Ekert, P. Hayden, H. Inamori. Basic concepts in quantum computation, 2000, see http://arXiv.org/abs/quant-ph/0011013.

[9] J. Gruska. Quantum Computing, McGraw-Hill, London, 1999.

[10] S. Heinrich, Random approximation in numerical analysis, in: K. D. Bierstedt, A. Pietsch, W. M. Ruess, D. Vogt (Eds.), Functional Analysis, Marcel Dekker, New York, 1993, 123 – 171.

[11] S. Heinrich, Quantum summation with an application to integration, Journal of Complexity 18 (2002), 1–50, see also http://arXiv.org/abs/quant-ph/0105116.

[12] S. Heinrich, Quantum integration in Sobolev classes, J. Complexity 19 (2003), 19–42, see also http://arXiv.org/abs/quant-ph/0112153.

[13] S. Heinrich, From Monte Carlo to quantum computation. Math. Comput. Simul. 62, 219-230 (2003), see also http://arXiv.org/abs/quant-ph/0112152

[14] S. Heinrich, Quantum approximation I. Embeddings of finite dimensional \( L_p \) spaces. J. Complexity 20 (2004), 5-26, see also http://arXiv.org/abs/quant-ph/0305030.
[15] S. Heinrich, Quantum approximation II. Sobolev embeddings. J. Complexity 20 (2004), 27-45, see also http://arXiv.org/abs/quant-ph/0305031.

[16] S. Heinrich, Quantum complexity of numerical problems, Foundations of computational mathematics, Minneapolis 2002, Lond. Math. Soc. Lect. Note Ser. 312, 76–95, Cambridge University Press, Cambridge, 2004.

[17] S. Heinrich, Monte Carlo approximation of weakly singular integral operators, J. Complexity (to appear).

[18] S. Heinrich, The randomized information complexity of elliptic PDE, J. Complexity (to appear).

[19] B. Kacewicz, Almost optimal solution of initial-value problems by randomized and quantum algorithms, see http://arXiv.org/abs/quant-ph/0510045.

[20] Ju. P. Krasovskij, Isolation of singularities of the Green’s function, Izv. Akad. Nauk SSSR, Ser. Mat., Tom 31 (1967), No. 5 (in Russian), English transl.: Math. USSR, Izvestija, Vol. 1 (1967), No. 5, 935–966.

[21] M. Kwas, Complexity of multivariate Feynman-Kac path integration in randomized and quantum settings, http://arXiv.org/abs/quant-ph/0410134

[22] E. Novak, Deterministic and Stochastic Error Bounds in Numerical Analysis, Lecture Notes in Mathematics 1349, Springer-Verlag, Berlin, 1988.

[23] E. Novak, Quantum complexity of integration, J. Complexity 17 (2001), 2–16, see also http://arXiv.org/abs/quant-ph/0008124.

[24] M. A. Nielsen, I. L. Chuang. Quantum Computation and Quantum Information, Cambridge University Press, Cambridge, 2000.

[25] A. O. Pittenger. Introduction to Quantum Computing Algorithms, Birkhäuser, Boston, 1999.

[26] P. W. Shor. Introduction to quantum algorithms, 2000, see http://arXiv.org/abs/quant-ph/0005003.
[27] J. F. Traub, H. Woźniakowski. Path integration on a quantum computer, *Quantum Information Processing*, 1(5), 365-388, 2002, see also http://arXiv.org/abs/quant-ph/0109113.

[28] J. F. Traub, G. W. Wasilkowski, and H. Woźniakowski, Information-Based Complexity, Academic Press, 1988.

[29] H. Wendland, Local polynomial reproduction and moving least squares approximation, *IMA J. Numer. Anal.* 21 (2001), 285-300.

[30] A. G. Werschulz, The Computational Complexity of Differential and Integral Equations. An Information-Based Approach, Oxford Mathematical Monographs, Oxford University Press, 1991.

[31] A. G. Werschulz, The complexity of definite elliptic problems with noisy data, *J. Complexity* 12, No.4, (1996), 440-473 (1996).

[32] C. Wiegand, Quantum complexity of parametric integration, *J. Complexity*, 20, 75-96, 2004, see also http://arXiv.org/abs/quant-ph/0305103.