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Abstract
In this work we discuss the problem of active learning. We present an approach that is based on
A-optimal experimental design of ill-posed problems and show how one can optimally label a data set
by partially probing it, and use it to train a deep network. We present two approaches that make
different assumptions on the data set. The first is based on a Bayesian interpretation of the semi-
supervised learning problem with the graph Laplacian that is used for the prior distribution and the
second is based on a frequentist approach, that updates the estimation of the bias term based on the
recovery of the labels. We demonstrate that this approach can be highly efficient for estimating labels
and training a deep network.

1. Introduction
In this paper we discuss the problem of active learning using the framework of optimal experimental design. In
this setting, we assume to have a data set $X = \{x_1, \ldots, x_m\}$ where each $x_i$ is a vector in $\mathbb{R}^m$. We also assume that for each $x_i$ there is an associated real number $y_j$ that we note as the label. The relation between $x$ and $y$ is, an unknown mapping, $F: \mathbb{R}^m \rightarrow \mathbb{R}$

$$F(x) = y.$$ (1.1)

For supervised learning, we assume that we are given pairs $(x_i, y_i)$ that are then used for training. In the active learning context we assume that we are given the data set $X$ with either partial or no labels. The active learning problem seeks to optimize which data points in a data set should be labeled in order to approximately reconstruct the function, $F(x)$. To this end, we assume that we are able to ask an ‘oracle’ for the label of a particular data point, however, this comes at a cost, which may be significant [1, 2]. One therefore aims to develop a model with a small set of data.

There are two possible ways to tackle the problem [3]. The first assumes a particular learning model typically with a small Vapnik-Chervonenkis dimension, for example, Support Vector Machine or a shallow neural network. This model can be used in order to decide which data should be labeled next in order to improve the predicting power of the particular chosen model. While there are many advantages to this approach, there are a number of serious drawbacks. In particular, the probing of the data set depends on the particular model and somewhat less on the data. For problems where the model is over-parameterized, such as deep neural networks, the model is very expressive and can fit the data well (that is, interpolate it), the approach breaks (see [4, 5] for a more thorough discussion). Furthermore, when using this approach to train a model, we use only the points that are probed and not the whole data set which may reduce the predictive power of the model, especially if the model requires a large number of data in order to be trained.

A different approach is to use a model-free method that aims to label the whole data set correctly by using a few data points only, also known as semi-supervised learning [6], and label the whole data set by selecting some key data points to be labeled. After the data set has been labeled, a particular model can be trained on the complete data set, and the errors (uncertainties) in the labeling process can be incorporated into the training routine. The advantage of this approach is that, as we see next, it leads to a very tractable problem that can be solved efficiently with some theoretical guarantees. It also allows for the use of the whole data set in the training process, which is advantageous especially for highly expressive models such as deep neural networks.
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Furthermore, the separation of the labeling and the training process allows the assessment of the data independent of the model, which enables training a number of models on the same data. Using an ensemble of models can be important in many practical applications to obtain robust results and therefore, such an approach can be preferable to a model-dependent approach where the sampling is biased by the choice of a model.

Thus, in this work we treat the problem of active learning in two steps. In the first step we attempt to estimate the labels of the whole data set by probing it gradually and judiciously and in the second step we train a model, in particular a deep network, using the complete pseudo-labeled data set. A somewhat similar approach that strongly influenced this work was proposed in [7] and is refined in [8] where a graph-based method was proposed in order to learn which data to label [8] labels points with the shortest distance between different labels. While our approach performs a pseudo-labeling of all samples and holistically chooses which point to label. This allows our approach to obtain theoretical bounds as well as practical assessment of the method, which minimizes the empirical risk, given a particular data set.

We note that the problem of ‘which data to annotate’ in machine learning is very similar to the problem of ‘where to measure’ in the sensor placement problem and therefore we can use techniques that are developed for experimental design. In the sensor placement problem \( x \) is a physical location of a sensor (in 2 or 3D) and \( y \) is a function to be recovered, for example, temperature or pressure. Techniques for solving such problems are well understood and our work extends and uses these techniques in higher dimensions.

The rest of the paper is laid as follows. In section 2 we review semi-supervised learning and develop an estimate to the errors associated with it under simple assumptions. In section 3 we use the errors in the estimated label and show how to reduce the estimated error by choosing the points to be labeled. This process is used in Optimal Experimental Design (OED) [9–11] and in particular OED of ill-posed problems [12–14]. In section 4 we perform a number of numerical experiments and the paper is discussed and summarized in section 5.

2. Semi-supervised learning by graphical methods

Before we introduce our active learning approach, we first review how a small set of labeled data can be used in order to infer labels for the whole data set. The problem of labeling a large data set, given only a small number of labeled data is referred to as semi-supervised learning [6]. Semi-supervised learning can be approached and solved in a number of different ways, but in the following we focus on graphical methods using a graph-Laplacian.

Given the data set \( X \) we assume that the true labels, \( y \), are unknown but we do have some observed labels, \( d_{\text{obs}} \), which are related to the true labels by

\[
d_{\text{obs}} = y + \epsilon,
\]

where \( \epsilon \) is noise that we assume to be Gaussian but not necessarily uniform:

\[
\epsilon \sim N(0, \Sigma),
\]

with \( \Sigma \) being the covariance of the noise.

Given that the data is noisy and only partially sampled, labeling the data is an ill-posed problem, and we therefore turn to regularization techniques to achieve this goal. One way to regularize the problem is to use graphical methods. Let \( \Delta(X) \) be the graph Laplacian of the data, that is:

\[
\Delta_{ij} = -\exp\left(-\frac{1}{\gamma}d_{ij}\right), \quad \Delta_i = -\sum_{i\neq j} \Delta_{ij},
\]

where \( \gamma \) is a normalization parameter, we set to the median distance of all connections in the graph Laplacian.

The graph Laplacian can be used for regularization in a number of forms [15–17] by introducing the quadratic form

\[
R_m(y) = y^T Ly,
\]

where

\[
L = (\Delta + \tau I)^\gamma,
\]

and the parameters \( \tau \) and \( \eta \) are hyper-parameters (see discussion in [17]).

With the regularization defined, we can find approximate labels, \( \tilde{y} \), by solving the following weighted regularized least square

\[
\tilde{y} = \arg\min_y \frac{1}{2}\|W^{1/2}(d - y)\|^2 + \frac{\alpha}{2} y^T Ly,
\]

where \( \alpha \) is a regularization parameter, \( W = \text{diag}(w) \) is a diagonal matrix with non-negative weights on its diagonal, and \( d \) is an extension of \( d_{\text{obs}} \) to all data points (the values in \( d \) outside \( d_{\text{obs}} \) does not matter since the
weight of an unobserved data sample is zero). The first term in (2.7) is the (weighted) Mean Square Error (MSE) and the second term is a regularization term that biases the estimate toward a smooth solution as measured by the matrix L. Note that we have used the MSE as loss function. Other loss functions such as cross entropy can be used as well however, they lead to non-trivial solutions that are more difficult to analyze (we discuss this in the next section). Thus, in this work we use the weighted MSE although extensions can be made to other loss functions. Using the MSE it is easy to obtain the closed form solution

\[ \tilde{y} = (W + \alpha L)^{-1} Wd = H^{-1} Wd, \]  

where we have defined \( H = W + \alpha L \). The solution can also be thought of as the maximum a-posteriori estimate in a Bayesian inference, where the negative log prior is the regularization term (we discuss this point later), and the data covariance matrix is set to \( \Sigma^{-1} = W \).

As previously noted, the problem is identical to the sensor placement problem [14]. In the sensor placement problem the data, \( x_i \), is typically in 2 or 3 dimensions (the physical location of the sensor), the unknown function (for example, temperature or pressure) is interpolated, given these measurements, the Laplacian is the discretization of the \( \Delta = \partial^2_z + \partial^2_t \) operator over the physical domain, and our goal is to estimate a smooth function, \( y(x) \), over the physical domain. The techniques presented here are simple extension of the sensor placement problem into high dimensions where smoothness is measured by the graph Laplacian.

Let us now analyze the error in our estimate. The solution, \( \tilde{y} \), depends on the data, \( d \), that has a stochastic noisy component and therefore, we can only estimate the expectation of the error. We have that:

\[ \mathbb{E} \| y - \tilde{y} \|^2 = \mathbb{E} \| y - H^{-1} Wd \|^2 = \mathbb{E} \| (I - H^{-1} W) y - H^{-1} W d \|^2. \]  

When opening the norm and using the expected value we obtain the bias-variance decomposition [18]:

\[ \mathbb{E} \| y - \tilde{y} \|^2 = \mathbb{E} \| (I - H^{-1} W) y \|^2 + \text{trace}(W H^{-2} W \Sigma) = \|\text{bias}\|^2 + \text{var}. \]  

The bias can be simplified further:

\[ \text{bias} = y - H^{-1} ((W + \alpha L)y - \alpha Ly) = \alpha H^{-1} Ly. \]  

From which we finally obtain:

\[ \mathbb{E} \| y - \tilde{y} \|^2 = \alpha^2 \| H^{-1} Ly \|^2 + \text{trace}(W H^{-2} W \Sigma). \]  

We note that the bias depends on the true solution (which is unavailable). However, the variance does not depend on the solution, but instead depends on the geometry of the data set, \( X \), alone. In the next section, we shall see how equation (2.12) can be recast and used in active learning.

### 3. Optimal experiment design and active learning

The expected value of the errors in the estimated labels computed in (2.12) depends on a number of quantities. First, the bias depends on the true values of the labels that we have no control over. Second, the errors depend on the matrix \( W \) which we control; if we set the \( i \)-th label to \( w_i = 0 \) then the \( i \)-th label is not sampled at all, and we treat this label as being unknown. Based on this observation, the active data sampling problem, is relaxed to the problem of setting weights to the data in order to obtain the highest accuracy in the estimate \( \tilde{y} \). This problem of designing an experiment such that the expected error is minimized is referred to as A-optimal experimental design [9, 10, 14], and in the context of active learning we refer to it as A-optimal active learning.

The solution to the problem without any constraint is trivial. If we are to estimate \( y \), then sampling every data \( x \) to obtain its label would give the most accurate result [19]. This solution, however, ignores the cost of learning the labels of all data points. If, on the other hand, we recast the problem to include such a cost, by adding penalty on the one norm of \( w \), and for simplicity further assume that the data errors are i.i.d. with standard deviation \( \sigma^2 \) we obtain the following optimization problem

\[ w^* = \arg \min \phi(w) = \alpha^2 \| H (w)^{-1} Ly \|^2 + \sigma^2 \text{trace} (\text{diag}(w) H (w)^{-2} \text{diag}(w)) + \beta \|w\|_1 \text{ s.t. } 0 \leq w. \]  

Equation (3.13) uses the 1-norm of \( w \) for regularization. As shown in [14], this typically yields a sparse set of non-zeros in the vector \( w \), which implies few labels are needed.

Equation (3.13) cannot be minimized as is because it depends on the unknown solution \( y \). We now discuss two different techniques, which make different assumptions on \( y \) that allow us to obtain an approximate solution to the problem.
3.1. A-bayesian active learning

In Bayesian active learning, we assume to have a prior on $y$. That is, we view $y$ as a random variable with an associated Gaussian probability density of the form

$$y \sim \mathcal{N}(0, \alpha L^{-1}).$$

We further assume that we can control the noise in the data and that the noise covariance matrix is $\Sigma = W^{-1}$ [20]. Since $y$ is a random variable, we can eliminate it from (3.13) by taking the expected value obtaining:

$$\mathbb{E}_y \alpha^2\|H^{-1}Ly\|^2 + \text{trace}(H^{-2}\text{diag}(w)) = \alpha \text{trace}(H^{-2}L) + \text{trace}(H^{-2}\text{diag}(w))$$

$$= \text{trace}(H^{-1}).$$

Thus, the A-Bayesian active learning or A-optimal Bayesian experimental design problem is reduced to a simple convex optimization problem of the form

$$\min_w \text{trace}(H(w^{-1})) + \beta\|w\|_1$$

s.t. $0 \leq w \leq 1.$

Bayesian designs are typically a ‘one shot’ active learning since the design depends on the geometry of the data $X$ and not on its labels. While the final expression in (3.16) is very ‘clean’ mathematically, it has many practical shortcomings. First, the assumption that we can control the noise, that is, assuming that the data covariance matrix is $W^{-1}$, is unrealistic in many cases. Second, the notion that $y$ is Gaussian with an inverse covariance matrix $\alpha L$ is very strong and much more informative than the assumption that $y$ is smooth [18, 21]. As we see next, there are other ways to deal with the bias that are less restrictive, and lead to different designs that do depend on the observed labels. Nonetheless, when exploring a data set for the first time, before probing any labels, Bayesian design can be useful in giving a first guess to what data should be initially labeled.

3.2. Adaptive active learning and frequentist a-optimal design

The main difference between the classic Optimal Experimental Design and the Active Learning problem is the ability to further probe the data and ask for new labels at a later time. This can make the Active Learning process better as we are able to iteratively estimate the bias term. Thus, a different approach for the solution of the problem is to recall that in practice, we are not interested in a single $w$ but rather solve for it gradually and iteratively, that is, we typically start by using a small cost $C$ to obtain only a few labels (this can be done using the Bayesian design). Next, we use these labels to estimate all the labels by solving the optimization problem (2.8) and then, decide where should we sample next. The process repeats iteratively until the data is labeled to sufficient accuracy as determined by the user, or until the budget for labeling is diminished. Given this gradual process, we actually have an estimate for $y$ at every step of the computation. This estimate can be used in (3.13) in order to estimate the bias term. Using the knowledge we obtained on the labels by using coarse sampling, allows us to find a design that is adapted to the particular labels at hand. A similar idea for the estimation of the bias is also presented in [22, 23]. The process can be thought of as a gradual refinement method, where we decide where to refine based on the solution obtained on a coarser discretization of the data set. The gradual refinement algorithm that results from the process discussed above is presented in algorithm 1.

The bulk of the computation in this algorithm (besides the true labeling) is solving the design problem (3.13) and in estimating the solution (2.8). Efficient numerical solutions to these problems is discussed in [12, 14].

Algorithm 1. Adaptive Active Learning.

$$\hat{y}, w = \text{AdpativeActiveLearning}(X)$$

Initialize: $\hat{y} = 0$

Compute the graph Laplacian and the regularization matrix $L(X)$

while not converged do

Set $y = \hat{y}$ and solve (3.13) for $w^*$

Probe the data set based on $w^*$

Estimate $\hat{y}(w^*)$ by solving (2.8)

Assess convergence
Before we present some numerical experiments we comment on a number of important points.

- **Approximately solving** (3.16) and (3.13). Both problems require an estimation of the trace of large matrices. In this work we use stochastic trace estimators of the form

\[
\text{trace}(A^{-1}) \approx \frac{1}{N} \sum v_j^T (A^{-1}v_j)
\]  

(3.17)

where \(v_j\) is a random vector of \(\pm 1\).

Note that the matrix \(A^{-1}\) need not be formed or stored. Only matrix vector products of the form \(A^{-1}v_j\) need to be computed, and this can be done by solving linear systems of the form:

\[
Az_j = v_j.
\]  

(3.18)

Since in our application \(A\) is sparse, sparse linear algebra techniques are used. For moderate to large problems we use Cholesky factorization and for very large problems preconditioned conjugate gradient method is used to solve the system. Using stochastic trace estimators with sparse linear algebra allows for an efficient computation of the objective functions to be used in all optimization routines.

- **Common Extensions.** In the process above we have used the weighted MSE however, in many cases one uses the cross entropy as a loss function. In this case the estimate \(\hat{y}\) cannot be obtained analytically and there is no closed form expression to the bias and variance. Nonetheless, it has been proposed in [9, 14] to either use local estimates of the Hessian or a Monte-Carlo simulation to estimate the error. Both lead to similar formulations as (3.13) but with less theoretical guarantees.

- **Training a model with estimated labels.** Assume now that we would like to use the labeled obtained by (2.8) in order to train a model

\[
\hat{y} \approx f(x, \theta),
\]  

(3.19)

where \(f\) is a model that depends on the trainable parameters \(\theta\). In this case, the estimated labels contain correlated errors and this needs to be taken under consideration. It is straight forward to see that the covariance of the estimated errors is nothing but \(H(w)^{-1}\). While it is difficult to work with this covariance matrix, it is possible to approximate its diagonal in order to use different variances for the data, making sure that data that has large uncertainty is not fit to the same degree of data with large certainty.

- **Assigning multiple labels each iteration.** Using algorithm 1 to select one new data sample for labeling each iteration is simple, take the sample with the largest value in \(w^*\). However, since \(w^*\) tends to be smooth over the dataset the largest values in \(w^*\) tend to be neighbours, as such additional steps are generally needed in order to get multiple sensible data samples for labeling each iteration. Our pragmatic solution to this problem is that we take the one with largest value in \(w^*\), and once a sample is selected for labeling, we exclude all neighbouring samples from the selection process during this iteration.

4. Numerical experiments

We present two different examples: A simple 2D example, which gives intuitive understanding, and a classical benchmark, MNIST. In both examples we only used the nearest 10 neighbours when computing the graph Laplacian.

4.1. A simple 2D example

We are given a data set with 1000 data points, three classes, and 2D features, as visualized in figure 1(a), with corresponding true labels shown in figure 2(a).

The data set is initialized with one known labeled point from each class. We adaptively learn new labeled points and cluster the data, as outlined in algorithm 1.

For the first iteration and class, figure 1(b) visualizes the predicted labels, while figure 1(c) visualizes each individual point’s absolute contribution to the objective function’s derivative, \(\frac{\partial E}{\partial w}\), from which the next labeled points are chosen (in this case 3 points are chosen each time). Figure 2(b) shows the data points selected for labeling, and labels predicted, at a later iteration of the algorithm. We run the algorithm until 300 labels have been selected. Figure 2(c) shows the error of our method compared to other selection schemes. It is clear that we are able to train any model on the recovered data set.
4.2. MNIST

We next test our algorithm on the MNIST data set, where we use the standard segmentation of the data into 60,000 training images and 10,000 test images. For the initial graph Laplacian generation, we transform the image features with a fully-connected autoencoder to a latent 50-dimensional space. We start with 2 randomly known labels from each class and follow algorithm 1.

Once we have labeled 2020 points, we use ResNet18, as described in [24], to learn the transduced clustering labels. The training is done using both the 2020 labeled data points as well as the remaining pseudo-labeled data points, in both cases we train the network to predict the label probabilities. We allow the network to train for 20 epochs, and use a cosine ramped learning rate [25] to ensure that the network ends with sensible weights. As optimizer we use stochastic gradient descend with momentum set to 0.9 and a weight decay of $10^{-5}$. Afterwards we test the trained neural net on the 10000 test samples, from which we get the following accuracies:

\[
\text{AL5} = 97.68 \pm 0.18\% , \quad \text{Balanced} = 97.63 \pm 0.07\% .
\]

Each approach was rerun 10 times, to produce the error bounds shown here.

Figure 1. Shows the initial states. (a) shows the input data, with the 3 labeled data points represented by enlarged colored dots. (b) shows the label predictions made for class 1 versus [2,3]. The active class is shown as red points, while other classes are grouped together as black points. The opacity of the points shows their label certainty. (c) visualizes the derivative of the objective function, based on the labels predicted in (b), with the opacity showing the magnitude of each individual points contribution. The yellow dots indicate the points selected for labeling.

Figure 2. Outputs from the numerical experiments with a simple data set. (b) shows the predicted labels, with each × indicating a labeled data point. (c) shows a comparison of different methods averaged over 10 runs. ‘AL 1’ is our active learning approach given in algorithm 1, with 1 point selected at each iteration, while ‘AL 3’ is our method with 3 points selected at each iteration. ‘Random’ is randomly selected labeling points. ‘Balanced’ also randomly selects points each iteration, but balanced with an equal number of labeled data points from each class.

4.2. MNIST

We next test our algorithm on the MNIST data set, where we use the standard segmentation of the data into 60,000 training images and 10,000 test images. For the initial graph Laplacian generation, we transform the image features with a fully-connected autoencoder to a latent 50-dimensional space. We start with 2 randomly known labels from each class and follow algorithm 1.

Once we have labeled 2020 points, we use ResNet18, as described in [24], to learn the transduced clustering labels. The training is done using both the 2020 labeled data points as well as the remaining pseudo-labeled data points, in both cases we train the network to predict the label probabilities. We allow the network to train for 20 epochs, and use a cosine ramped learning rate [25] to ensure that the network ends with sensible weights. As optimizer we use stochastic gradient descend with momentum set to 0.9 and a weight decay of $10^{-5}$. Afterwards we test the trained neural net on the 10000 test samples, from which we get the following accuracies:

\[
\text{AL5} = 97.68 \pm 0.18\% , \quad \text{Balanced} = 97.63 \pm 0.07\% .
\]

Each approach was rerun 10 times, to produce the error bounds shown here.

Figure 3(a) compares our adaptive active learning approach to random and balanced sampling, despite the much higher dimensionality of this data set compared to the simple 2D example shown previously, we once again see a superior learning rate at late stages. Figures 3(b)–(c) shows the label certainties for correctly and wrongly classified images produced by the neural network at the end one of our adaptive active learning runs, which are essentially identical to the cluster-predicted label probabilities. We see that the confidence in the correctly classified labels is overall much higher than the confidence in the wrongly classified labels. This is important for the predictive power of our method, and for the methods ability to pick relevant data points to label.
4.3. Comparison to other active learning approaches

We compare our approach to the pseudo-labelling approach suggested by [26], which ranks unlabeled samples in an ascending order according to the first and second most probable class labels as predicted by the classifier, and selects the most uncertain ones for labeling. The pseudo-labelling is done by a process called high-confidence pseudo-labelling, which assigns a label to those datapoints for which the classifier labeling entropy is less than a threshold value $\delta$.

Since [26] uses cross-entropy loss, we employ cross-entropy loss for all methods during this test. Once again we test on the MNIST data set, with settings similar to the ones in section 4.2, except as mentioned below. We initiate with 10 randomly known labels from each class, and we use a static learning rate of 0.005 with the ADAM optimizer. For the initial training of the classifier we allow 50 epochs, but afterwards we train for 20 epochs after each set of new labels are added, which happens 50 times. For the active learning approach from [26], we set the threshold hyperparameter $\delta = 0.005 - 8 \cdot 10^{-5}t$, where $t$ is the current iteration. This ensures that the amount of samples being pseudo-labelled are in accordance with the rates reported in [26].

The results from this comparison can be seen in figure 4. Figure 4(a) shows the clustering accuracy which shows a similar picture to figure 3(a), while 4(b) shows that our approach achieves a much higher test accuracy compared to the approach suggested in [26]. Note that AL 1 and AL 3 have also been tested and give similar results to AL 5, but have been omitted for the sake of clarity.

![Figure 3](image3.png)

**Figure 3.** Results for MNIST. (a) shows the clustering accuracy on the training set. 'AL 5' is adaptive active learning with 5 labels learned at each iteration. 'Balanced' is random labeling with an equal number of labeled data points from each class. The lines represent the mean accuracy after 8 runs, while the coloured regions represent the standard deviation. (b)–(c) shows the label certainty predicted by the neural network for all the wrongly/correctly classified labels, at the end of a single adaptive active learning run.

![Figure 4](image4.png)

**Figure 4.** Results for MNIST. (a) shows the clustering accuracy on the training set, while (b) shows the test accuracy for the three different methods. The shaded area represents one standard deviation, and the results are based on three repetition.
5. Discussion and summary

In this work we have presented a methodology adopted from A-optimal experimental design for the field of active learning. Our approach is based on two distinct stages. In the first stage we estimate the labels and in the second, we use the estimated labels to train a model. The decision, where to sample, is based on reducing the estimated error in the recovered labels. To this end we use the graph Laplacian for regularization and estimate the recovery error based on this regularization. We then use the estimated errors and approximately solve a sequence of optimization problems that aim to iteratively reduce the errors.

We have validated our results on a simple 2D data set and on the MNIST data set and compared it to another well-known active learning scheme employing pseudo-labelling. Based on figure 4(b) our semi-supervised clustering pseudo-labelling scheme seems superior to the high-confidence pseudo-labelling scheme employed by [26]. However, given that the passive learning shows a similar test accuracy we recognize that this is more a case of our semi-supervised pseudo-labelling rather than the active learning. A more direct comparison with other active learning approaches would be desirable, but due to the ingrained nature of our scheme, the active learning component is only guaranteed to be optimal if used in conjunction with the semi-supervised pseudo-labelling.

While active learning can yield superior results compared with simple random sampling, our comparisons shown in figures 2(c) and 3(a), demonstrate that for our approach this occur only in later stages of the learning. This is also seen in other active learning approaches [4]. This phenomena is also known from similar problems in optimal design and in mesh refinement when a function is sampled iteratively to obtain higher accuracy. The main reason is that our initial assumption is based on the recovery using the graph Laplacian. If the true solution is not sufficiently smooth as measured by the graph Laplacian then, initial sampling that use the assumption heavily will yield biased results. Choosing better regularization, or using the graph Laplacian on features of the data, such that it yields a better graphical description of the data is an open research question.

Data availability statement

The data that support the findings of this study are openly available at the following URL:https://github.com/tueboesen/A-Optimal-Active-Learning.

Appendix. Hyperparameters

The method presented above contains a variety of hyperparameters which are not essential to the understanding of the method, but still needs to be set correctly in order for the method to work. The values used in our numerical experiments can be seen in table 1.

Equation (2.6) contains the hyperparameters $\tau$ and $\eta$. $\tau$ ensures that the Laplacian is semi-positive definite, which is needed for stability, while $\eta$ gives the order of the Laplacian. $\tau$ should be small in order to not skew the Laplacian significantly but positive and large enough to ensure stability. $\eta$ should be a small positive integer (1-3), if $\eta$ becomes too large then the computation of the Laplacian becomes too expensive.

Equation (2.7) introduces $\alpha$ which is a regularization hyperparameter that balances the smoothness of the predicted labels. Generally, this parameter is left as unity.

Equation (3.13) introduces the parameters $\sigma$ and $\beta$. Where $\sigma^2$ is the standard deviation of the data errors tuning the noise. $\sigma$ should be chosen according to the data. In our examples we assumed a relatively small noise with $\sigma = 10^{-2}$, $\beta$ tunes the cost of labelling additional samples. In the adaptive approach which we primarily use in this paper we find that tuning $\beta$ does not matter since we are iteratively selecting a fixed number of new samples anyway.

| Table 1. The hyperparameter values used in our numerical experiments. |
|-----------------|-----------------|
| $\tau$ = 10^{-2} | $\eta$ = 2     |
| $\alpha$ = 1    | $\sigma$ = 10^{-2} |
| $\beta$ = 0     |                  |
**ORCID iDs**

Tue Boesen  
https://orcid.org/0000-0001-5591-0501

**References**

[1] Bouneffouf D et al 2014 Contextual bandit for active learning: active thompson sampling 21st International Conference on Neural Information Processing  
(https://hal.archives-ouvertes.fr/hal-01069802)

[2] Settles B 2010 Active learning literature survey University of Wisconsin–Madison Department of Computer Sciences  
(http://digital.library.wisc.edu/1793/60660)

[3] O’Neill J, Delaney S and McNamara B 2017 Model-Free and Model-Based Active Learning for Regression Advances in Computational Intelligence Systems 513  
(Berlin: Springer) pp 375–86

[4] Karzand M and Nowak R D 2020 MaxiMin Active Learning in Overparameterized Model Classes IEEE Journal on Selected Areas in Information Theory 1  
167–77

[5] Belkin M et al 2019 Reconciling modern machine-learning practice and the classical bias–variance trade-off Proceedings of the National Academy of Sciences 1163215849

[6] Zhu X 2008 Semi-supervised learning literature survey University of Wisconsin–Madison Department of Computer Sciences  
(http://digital.library.wisc.edu/1793/60444)

[7] Tur G, Hakkani-Tür D and Schapire R E 2005 Combining active and semi-supervised learning for spoken language understanding Speech Communication 45  
171–86 English

[8] Dasarathy G, Nowak R D and Zhu X 2015 S2: an efficient graph based active learning algorithm with application to nonparametric classification CoRR  
arXiv:abs/1506.08760 The Journal of Machine Learning Research 40  
(Proceedings of The 28th Conference on Learning Theory) 503–  
(https://proceedings.mlr.press/v40/Dasarathy15.html)

[9] Chaloner K and Verdinelli I 1995 Bayesian experimental design: a review Statistical science 10 237–304

[10] Atkinson A C and Donev A N 1992 Optimum Experimental Designs (Oxford, NY: Oxford University Press)  
(https://doi.org/10.1002/sim.3393)

[11] Puolamäki K and Karvanen J 2015 Summary of methods for active learning  
(https://doi.org/10.1137/1.9780898719802)

[12] Haber E et al 2013 Numerical methods for A-optimal designs with a sparsity constraint for ill-posed inverse problems Computational Optimization and Applications 52  
293–314

[13] Haber E, Horesh L and Tenorio L 2009 Numerical methods for the design of large-scale nonlinear discrete ill-posed inverse problems Inverse Problems 26 025002

[14] Haber E, Horesh L and Tenorio L 2008 Numerical methods for experimental design of large-scale linear ill-posed inverse problems Inverse Problems 24 055012

[15] Von Luxburg U 2007 A tutorial on spectral clustering Statistics and computing 17 395–416

[16] Nadler B, Srebro N and Zhou X 2009 Statistical analysis of semi-supervised learning: the limit of infinite unlabelled data Advances in Neural Information Processing Systems 22,  
1330–8  
(https://proceedings.neurips.cc/paper/2009/file/68ce199ec2c5517597ce0a4d89620f55-Paper.pdf)

[17] Dunlop M M et al 2020 Large data and zero noise limits of graph-based semi-supervised learning algorithms Applied and Computational Harmonic Analysis 49  
655–97

[18] Tenorio L 2001 Statistical regularization of inverse problems SIAM Rev. 43 347–66

[19] Tenorio L 2017 An Introduction to Data Analysis and Uncertainty Quantification for Inverse Problems (Philadelphia, PA: SIAM)  
(https://doi.org/10.1137/1.9781611974928)

[20] Tarantola A 2005 Inverse Problem Theory and Methods for Model Parameter Estimation (Philadelphia, PA: SIAM)  
(https://doi.org/10.1137/1.9780898712921)

[21] Scales J and Tenorio L 2001 Prior information and uncertainty in inverse problems Geophysics 66 389–97

[22] Stark P B 2008 Generalizing resolution Inverse Problems 24 034014

[23] Stark P 1992 Inference in infinite dimensional inverse problems: discretization and duality JGR 97 14055–82

[24] He K et al 2016 Deep residual learning for image recognition Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition  
770–8

[25] Loshchilov I and Hutter F 2017 Sgdr: stochastic gradient descent with warm restarts 5th International Conference on Learning Representations, [ICLR] 2017  
https://openreview.net/forum?id=Sku895cx

[26] Wang K et al 2016 Cost-effective active learning for deep image classification IEEE Transactions on Circuits and Systems for Video Technology 27 2591–600