Wear assessment model for cylinder liner of internal combustion engine under fuzzy uncertainty
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Abstract. The wear of the piston ring-cylinder system is inevitable in the operation of the internal combustion engines (ICEs). If wear exceeds the maximum, the piston ring-cylinder system will be failure. A novel wear assessment model is proposed based on the support vector regression, and the fuzzy uncertainty is modeled to describe the random behavior under small sample. To verify the proposed model, the sample data of cylinder liner wear is applied. For best results, the particle swarm optimization (PSO) algorithm is used to optimize the model parameters. A back propagation neural network (BPNN) is employed to verify the effectiveness of the proposed model. The results show that the novel support vector regression has better prediction accuracy than other methods for cylinder wear in this paper, the proposed model can evaluate the cylinder liner wear of the ICEs effectively. The work provides a technical support for evaluating the service performance of the piston ring-cylinder liner and a reference for regular maintenance of the ships.
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1 Introduction

The piston ring-cylinder liner system is the core component of high-performance internal combustion engines. The wear of the piston ring-cylinder liner system affects the energy transformation, and reduces the reliability of the ICEs. Therefore, how to effectively reduce the wear rate, monitor and assess the wear of cylinder liner are great significance to service performance of the ICEs.

In the operational process of the ICEs, the wear of piston ring-cylinder liner system has a significant influence on energy conversion. According to the references, the friction of piston ring-cylinder liner could account for about 50 percent of the total mechanical friction of an internal combustion engine [1–3]. In order to obtain the better tribological performance, the scholars are focusing on establishing friction and wear model to investigate the relationship between friction and energy consumption of the ICEs [4–8], and the effect of lubrication on friction of piston rings-cylinder liner was studied [9,10]. To monitor the wear state, some scholars analyzed the wear information of abrasive particles in the oil, and the wear of the ICEs was evaluated [11–14]. In the above works, the most scholars focused on system’s friction and wear of piston ring-cylinder liner. The wear of the cylinder liner directly increases the clearance from piston ring to cylinder liner, and it also influences on the lubrication, seal, surface topography, piston secondary motion between piston ring and cylinder liner. These factors have a strong impact on the efficiency, life and reliability of the ICEs. Therefore, it is necessary to monitor the wear of the cylinder liner to improve reliability of the piston ring-cylinder liner system. Nevertheless, it is difficult to collect a large number of wear data in a short term. In 2007, Giorgio et al. [15] presented a method to calculate the reliability of cylinder liner, the cumulative damage model was established to describe the wear process. By estimating the reliability of cylinder liner, the inspection and replacement of cylinder liner can be punctually conducted to reduce the extra expense loss. Subsequently, Giorgio et al. [16–19] established a state dependent wear model, age and state dependent Markov model and Bayesian estimation model to predict the degradation process of the cylinder liner. They have done a lot of outstanding work in the degradation performance and reliability of the cylinder liner wear. Meanwhile, the fuzzy set and the failure mode, effects, and criticality analysis (FMECA) methods were used to analyze the
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reliability of the diesel engine turbocharger [20], the expert knowledge was introduced into their model. Through analysis and calculation, the authors provided a new method to predict the reliability of the diesel engine turbocharger. In the references [15–20], the most scholars established the model of cylinder liner wear to research the degradation process. However, the uncertainty factors are not considered into the operational process of diesel engine, which have great influence on wear of cylinder liner. Chang et al. [21] proposed a calculation model to predict the life distribution of pneumatic cylinders using the performance degradation data. To predict the wear process of cylinder liner, a stochastic model was established, and a maintenance plan was developed by predicting model [22]. Zhang et al. [23] proposed a jump diffusion process with non-homogeneous compound Poisson process to model the degradation process with randomly occurring jumps, a numerical example was used to validate the effectiveness of the proposed method. Based on the small sample data of wear, Wiederkehr et al. [24] presented a new point-based approach for modeling the grain wear of tool.

In recent years, the machine learning algorithm and statistical methods are developed rapidly, and it is widely used to predict the wear of the equipments [25,26]. The fault tree analysis (FTA) and failure mode and effects analysis (FMEA) method was used to analyze the reliability of the engines, and the Artificial Neural Network (ANN) was used to predict the characteristic parameters of exhaust gas temperatures of main engine cylinders [27]. Kong et al. [28] presented a hidden semi-Markov model (HSMM) method to estimate the tool wear in milling process. The experiments showed that the proposed method can achieve higher accuracy in tool wear evaluation. In their works, the kernel principal component analysis (KPCA) technique was used to reduce the effect of noise. The Gaussian process regression (GPR) and relevance vector machine (RVM) were used for predicting the tool wear [29,30]. The above works provided the effective methods for wear prediction in industry, and the wear characteristics of the piston-cylinder liner system are similar to the tool wear, it can provide the reference for the cylinder liner. The support vector machine (SVM) has a great advantages in solving small sample, non-linear and high-dimensional problems. Considering the characteristics of the wear, the SVM is suitable for diagnosis and prediction the wear of the cylinder liner. In reference [31], the condition monitoring method for on-machine tool was proposed and the support vector regression (SVR) was used to predict the cutting tool of the flank wear. Zhang et al. [32] used SVR to predict wear volume at the running-in, the optimization method was used to obtain the optimal results of different parameters. For predicting the wear rate, an ANN-SVR model was developed [33], and the results showed the proposed model has a superior performance than ANN model. The integrated model was established to predict the wear and remaining life of the tool based on the SVR [34], and the relationship between the signal characteristic quantity and the tool wear was also studied. Zhang et al. [35] established a parameter prediction model of surface topography before and after running-in, the SVM was adopted to simulate the wear process.

In the ICEs, the wear information is closely related to the tribological, dynamic characteristics and operational condition of the piston-cylinder liner system. Therefore, the wear capacity shows the uncertainty characteristics. In this paper, a SVR-based model is proposed to predict the cylinder liner wear. In order to predict the wear effectively, a novel fuzzy-SVR model is proposed to assess the wear by incorporating the uncertainty information into the proposed model. To achieve the optimum results, the PSO algorithm is used to optimize the model parameters. BPNN is employed to compare with the proposed model for verification of the effectiveness. The numerical results showed that the proposed model can predict cylinder liner wear effectively.

2 Theoretical analysis
2.1 The SVR model

The SVM is based on the principle of structural risk minimization, it has a good generalization ability of learning model. More importantly, it can deal with the small sample data well. As a branch of the SVM, the main purpose of SVR is to fit a reasonable structural model by collecting data. The theories of the SVR are as follows:

\[ f(x_i) = \omega^T \cdot x_i + b \]  

(1)

\[ y_i \approx f(x_i) \]  

(2)

where \( \omega \) is the weight vector, \( x_i \) is the input variable matrix, \( b \) is the bias. \( y_i \) is the target value, \( f(x_i) \) is the predicted value. The \( f(x_i) \) is the unknown function, which depends on the sample data. If the sample data within two hyperplanes (see in Fig. 1), the error can be ignored. It can be expressed as

\[
\begin{cases}
    y_i - \omega^T \cdot x_i - b \leq \varepsilon & \text{i=1,2,3, ... n} \\
    \omega^T \cdot x_i + b - y_i \leq \varepsilon
\end{cases}
\]

(3)

where \( \varepsilon \) is the precision. Through the above analysis, the regression problem can be transformed into minimizing problem of an empirical risk. It can be given by

\[
\min \frac{1}{2} \| \omega \|^2
\]

subjected to

\[
\begin{cases}
    y_i - \omega^T \cdot x_i - b \leq \varepsilon \\
    \omega^T \cdot x_i + b - y_i \leq \varepsilon
\end{cases}
\]

(4)

when the \( \varepsilon \) is given, the equation (4) can be solved by any proper algorithm. In order to solve practical problems, we had extended the above mathematical model, and the detailed derivation process can be seen as the Appendix A and B.

3 Fuzzy uncertainty model

The wear is a gradual process, and it is related to operational performance of equipments. The service conditions and material parameters can affect on the wear rate, which lead to different wear capacity in the same time
period. In other words, there is uncertain of the wear under the same conditions, and it has a negative effect on the wear capacity. However, it is unrealistic to describe this uncertainty quantitatively. In order to decrease the effect of sample data which is outside the permissive range, the membership function is designed to express fuzzy uncertainty factors (load, speed, lubrication state).

The cylinder liner wear process experienced different wear levels (the initial wear, stable wear, severe wear). When the wear is close to maximum wear stipulated in the technical documents, the wear shows the fuzzy uncertainty characteristics. To model this phenomenon, two hypotheses are given: (1) when the wear is at the primary and stationary stages, the wear capacity can’t exceed permissive range, (2) when the wear is at the severe stage, the wear capacity may exceed permissive range. The purpose of the hypotheses is to eliminate the inaccurate prediction caused by the sudden changes of working conditions, that is, to define the applicable scope of the model. Based on the hypotheses, the fuzzy function is employed to describe the uncertainty of the wear capacity in wear process. If the sample data exceed the given threshold, the membership function needs to play a role to make it within the specified range (see in Fig. 2), and the membership function of fuzzy function can be expressed as:

\[ \mu_A(x_i) = \begin{cases} 
1 & x_i < a_1 \\
\frac{a_2 - x_i}{a_2 - a_1} & a_1 \leq x_i \leq a_2 \\
0 & x_i > a_2 
\end{cases} \]  

where \( a_1 \) and \( a_2 \) are the wear capacity of the cylinder liner. We defined that the system is safe when the wear capacity within 95% of the maximum wear, and the system has a potential risk when the wear capacity is between 95% and 110% of the maximum wear. The wear capacity is monotonic increase, when the maximum wear capacity is given, \( a_2 \) and \( a_1 \) are determined. Based on this, \( a_2 \) minus \( a_1 \) is always positive, and the convexity of \( \mu_A(x_i) \) does not changed. The system is failure when the wear capacity exceeds the specified range.

When considering the uncertainty factors, the membership function is introduced into the proposed SVR model, and a novel SVR model is established by combining SVR and membership function model. It can be given as

\[
\min \frac{1}{2} \|\omega\|^2 + C \sum_i^N \mu_A(\xi_i + \xi_i^*) \\
\text{subjected to } \left\{ \begin{array}{l}
y_i - \omega^T \cdot x_i - b \leq \varepsilon + \xi_i \\
\omega^T \cdot x_i + b - y_i \leq \varepsilon + \xi_i^* \end{array} \right. 
\]  

4 Numerical application

The cylinder liner wear has a large impact on performance of the piston ring-cylinder system, and the wear can lead to the failure of the system. Therefore, the wear capacity of the cylinder liner is an important parameter for the ICEs. The top dead center of the cylinder liner is the worst working region due to the factors of the soot particles, wear particles, thermal loads and insufficient lubrication, and the maximum wear capacity always occurs in this region. Therefore, in order to prevent sudden failure, the wear capacity in the top dead center of cylinder liner is monitored to diagnose the operational state of the ICEs. In literature [16], the wear data of cylinder liner were reported, and cylinder liners were equipped a fleet of three
identical cargo ships of the Grimaldi Group under similar loads, environment and operating conditions. The data set were collected from January 1999 to August 2006, the measure accuracy is 0.05 mm, and wear data were accumulated with the operational time of cylinder liners, as shown in Figure 3.

5 Result and discussion

5.1 Wear data analysis

In order to simulate the wear process and predict the trace of cylinder liner wear, the wear data are analyzed firstly. It can be seen from Figure 3 that the wear capacity increases non-linearly with operational time, and the linear methods cannot achieve the assessment of cylinder liner wear. Polynomial fitting can deal with non-linear problems, we try to use polynomial fitting method to process the collected data. The wear data are sorted from small to large according to the time sequence, and the relationship between cylinder liner wear and operational time are fitted by polynomial function, the results are shown in Figure 4. The result in Figure 4a shows that polynomial function can fit the average wear path, it cannot accurately assess the wear capacity in the next sample point. The residual analysis in Figure 4b also shows that polynomial regression method is not suitable for evaluating of cylinder liner wear. (The closer the residual is to 0, the better the results.) The polynomial regression function of Figure 4 can be expressed by equation (7). We can see that the equation (7) cannot satisfy the constraint of being null at $t_i=0$, and the regression function is only to find the average wear path from all the wear data. If it satisfies the constraint of being null at $t_i=0$, the fitting error will be greater. Through analyzing of the Figure 4, the different wear capacities indicate that there is uncertainty in system wear. Therefore, to realize the evaluation of cylinder liner wear, we need to find a more effective regression method to analyze the sample data.

$$y(t) = 0.07936 + 1.15494 \times 10^{-4}t - 8.1283 \times 10^{-10}t^2$$

(7)

5.2 The novel SVR for PSO

Based on the above analysis, the traditional regression methods are difficult to achieve the evaluation of cylinder liner wear process. Therefore, the new SVR model is used for analyzing the proposed problem. Due to the high no-linear, the kernel techniques are used to deal with nonlinear SVR. The Gaussian radial basis kernel function (GRBKF) is selected in this paper because the strong performance in handling nonlinear problems. In the new SVR model, the model parameters are vital important for the model, and they determine on the performance of the model.
SVR. However, there is no effective way to determine the parameters value, so the optimization method is introduced into SVR model. The PSO algorithm is inspired from the rules by bird swarm activity \[36, 37\]. It is an evolutionary computing technology which is established by using swarm intelligence, and it mainly uses the individual information sharing of the swarm to optimize the problem. In order to obtain the better consequence, the PSO algorithm is used for optimizing the model parameters. The mean square error \((MSE)\) and squared correlation coefficient \((R^2)\) are used to judge the evaluation results, and it can be given

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2
\]  

(8)

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \bar{y}_i)^2}{\sum_{i=1}^{n} (f(x_i) - \bar{y}_i)^2}
\]  

(9)

The wear data in literature \[16\] is used to assess the model parameters. The material properties and structure of the cylinder liners are the same, and thus the influence of different cylinder liners on wear is ignored. Generally, the number of samples in the training set should be sufficient, and the number of training samples is at least greater than 50\% of the total number. Therefore, the 70\% of the sample data are selected for model training, and the remaining parts are used to test model in this paper. Figure 5 shows the training results of cylinder liner wear by novel SVR. Figure 5a shows the comparison between the measured and the training value of cylinder liner wear on the training set. To observe the errors of proposed model, the 90\% prediction interval is given in the figure. It can be seen from the figure that the errors are very small, and the training model can reflect the wear of cylinder liner. In order to understand the error between training and measured data more clearly, the comparison between measured and training data are shown in Figure 5b. We can draw the conclusion from Figure 5 that the training model is reliable. To illustrate the availability of the training model, the \(MSE\) and \(R^2\) are calculated, the results are shown in Table 1. In order to discuss the influence of the parameters on the solution, we changed the particle speed to improve the particle global search ability. The optimal results at different speeds are listed in Table 2. Compared with other results the existing results are optimal.

Figure 6 shows the testing results of cylinder wear using the training model. In Figure 6a, the measured data almost coincide with the testing value, and the variation trend of wear capacity indicates that the predicted data are reliable. It can be seen that the error is small, which further illustrates the availability of the proposed model.

![Figure 5. The SVR training results of cylinder liner wear. (a) Comparison of training and measured data on the training set. (b) Performance of SVR on the training set.](image)

Table 1. The \(MSE\) and \(R^2\) values of the SVR model on training set.

| Model      | MSE  | \(R^2\) |
|------------|------|---------|
| SVR Model  | 0.018| 0.926   |

Table 2. The \(MSE\) and \(R^2\) on training set at different speed rate.

| Rate | \(MSE\) | \(R^2\) |
|------|---------|---------|
| 0.3  | 0.018   | 0.926   |
| 0.6  | 0.030   | 0.893   |
| 0.9  | 0.045   | 0.842   |
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comparison between measured data and testing data on testing set are characterized in Figure 6b, the small offset distance reveals that the training model is accurate for evaluating cylinder liner wear. In the testing set, the $MSE$ and $R^2$ are 0.010 and 0.968 respectively, which can illustrate the effectiveness of the model parameters.

Through the analysis of the cylinder liner wear data, the proposed SVR model can evaluate cylinder liner wear capacity of the ICEs. Whether in the training or testing set, the results are slightly different from the real values; it can reflect the basic conditions of cylinder liner wear. Comparing the proposed method with polynomial regression, obviously, the proposed model can describe the wear capacity of cylinder liner more accurately at different times.

5.3 BPNN analysis

BPNN is a classic prediction algorithm, generally speaking, the consequences obtained by BPNN are reliable. To further verify the validity of the proposed model, the back propagation neural network algorithm is used to predict cylinder liner wear. In order to compare with proposed model, the sample data on training and testing set is set the same as the SVR model. The training network is obtained by processing the training data using BPNN. Based on the established training network, the predicted calculation is employed depend on the testing data. Figure 7 shows the BPNN testing results of the cylinder liner wear. In Figure 7a, we can see that the testing and measured data have the same varies trend, however, the error is relatively

![Fig. 6. The SVR testing results of cylinder liner wear. (a) Comparison of testing and measured data on the testing set. (b) Performance of SVR on the testing set.](image1)

**Fig. 6.** The SVR testing results of cylinder liner wear. (a) Comparison of testing and measured data on the testing set. (b) Performance of SVR on the testing set.

![Fig. 7. The BPNN testing results of the cylinder liner wear. (a) Comparison of testing and measured data on the testing set. (b) Performance of BPNN on the testing set.](image2)

**Fig. 7.** The BPNN testing results of the cylinder liner wear. (a) Comparison of testing and measured data on the testing set. (b) Performance of BPNN on the testing set.
the prediction data obtained from the SVR model are obviously larger than testing data in the figure, which indicates the error is relatively large. Figure 8 is a comparison of the testing results between SVR and BPNN. It can be seen from Figure 8 that the relative distances of SVR and BPNN Model are 0.044 and 0.843, respectively. The results show that the novel particle swarm optimization (PSO) algorithm is employed to evaluate the effectiveness of the proposed model. The experiment data of cylinder liner wear are employed to the proposed model under small sample conditions. The SVR has a better evaluating performance of mean square error and squared correlation coefficient, and higher regression performance under fuzzy uncertainty conditions, it can assess the cylinder liner wear of the internal combustion engines effectively.

### Table 3. The MSE and $R^2$ values of the SVR and BPNN model on testing set.

| Model       | MSE   | $R^2$ |
|-------------|-------|-------|
| SVR Model   | 0.010 | 0.968 |
| BPNN Model  | 0.044 | 0.843 |

larger than SVR model. The performance of BPNN on the testing set is given in Figure 7b. The relative distances of measured data are obviously larger than testing data in the figure, which indicates the error is relatively large. Figure 8 is a comparison of the testing results between SVR and BPNN on the testing set. It can be seen from Figure 8 that the prediction data obtained from the SVR model are better than BPNN. Table 3 lists the MSE and $R^2$ values of SVR and BPNN models on testing set. After comprehensive analysis, it is found that the SVR has a better performance on the prediction of cylinder liner wear.

### 6 Conclusion

A novel wear assessment model is established based on the SVR in this paper. In order to evaluate the influence of the uncertainty, the external factors can be considered into the proposed model under small sample conditions. The experiment data of cylinder liner wear are employed to evaluate the effectiveness of the proposed model. The particle swarm optimization (PSO) algorithm is used to optimize the parameters of the proposed model. To verify superiority of the proposed model, a comparison with the BPNN is employment. The results show that the novel SVR has a better evaluating performance of mean square error and squared correlation coefficient, and higher regression performance under fuzzy uncertainty conditions, it can assess the cylinder liner wear of the internal combustion engines effectively.
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### Appendix A: Model extension

In this paper, the equation (4) gives the mathematical model of SVR, however, not all the sample points are within the $\pm \varepsilon$ range. If the sample points are beyond the $\pm \varepsilon$ range, the relaxation factor $\xi_i$ and $\xi_i^*$ ($\xi_i, \xi_i^* \geq 0$) must be introduced to satisfy the equation (3). Therefore, the equation (3) can be written as

$$\begin{cases}
y_i - \mathbf{w}^T \cdot x_i - b \leq \varepsilon + \xi_i \\
\omega^T \cdot x_i + b - y_i \leq \varepsilon + \xi_i^*
\end{cases}$$  

(A.1)

Thus, the minimizing problem of equation (4) can be written as

$$\min \frac{1}{2} \|\mathbf{w}\|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*)$$  

subjected to

$$\begin{cases}
y_i - \mathbf{w}^T \cdot x_i - b \leq \varepsilon + \xi_i \\
\omega^T \cdot x_i + b - y_i \leq \varepsilon + \xi_i^*
\end{cases}$$  

where $C$ is the penalty factor ($C > 0$), the purpose of the penalty factor is to control the penalty degree of the sample points. When consider the relaxation factor, the sample points outside the $\pm \varepsilon$ are called the $\varepsilon$–insensitive loss function (see in Fig. A.1). It can be expressed as [38]

$$|y_i - f(x_i)| = \begin{cases}
0 & |\xi_i| < \varepsilon \\
|\xi_i| - \varepsilon & \text{otherwise}
\end{cases}$$  

(A.3)

The equation (A.2) is the convex optimization problem, the Lagrange multipliers are introduced to solve the equation. Thus, the Lagrange function can be described as follows

$$L = \frac{1}{2} \|\mathbf{w}\|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) - \sum_{i=1}^{n} (\eta_i \xi_i + \eta_i^* \xi_i^*)$$  

$$- \sum_{i=1}^{n} \alpha_i (\varepsilon + \xi_i - y_i + \omega^T \cdot x_i + b)$$  

$$- \sum_{i=1}^{n} \alpha_i^* (\varepsilon + \xi_i^* + y_i - \omega^T \cdot x_i - b)$$  

(A.4)

where $\eta_i$, $\eta_i^*$, $\alpha_i$, and $\alpha_i^*$ are the Lagrangian multipliers, and the $\eta_i \geq 0$, $\eta_i^* \geq 0$, $\alpha_i \geq 0$, and $\alpha_i^* \geq 0$.

In order to obtain the optimal consequences of the proposing problem, the partial derivatives of the Lagrange function to the primal variables $(\mathbf{w}, b, \xi_i, \xi_i^*)$ must be zero.
such a mapping, it is not necessary to solve the real mapping function, but only the kernel function needs to be known. In this way, only a specific kernel function needs to be given, which reduces the difficulty of solving regression equation greatly. The commonly used kernel functions are mainly classified into the following categories:

(1) Linear Kernel

$$K(x_i, x) = x_i^T x$$  \hspace{1cm} (B.1)

(2) Polynomial Kernel Function

$$K(x_i, x) = [(x_i^T x + c)^p]$$  \hspace{1cm} (B.2)

where \( c \geq 0 \), if \( c > 0 \), \( K \) is the nonhomogeneous polynomial kernel function. If \( c = 0 \), \( K \) is the homogeneous polynomial kernel function. \( p \) is the arbitrary positive integer, which can control the number of the vapnik-chervonenkis (VC) dimensions.

(3) Gauss Radial Basis Kernel Function (GRBKF)

$$K(x_i, x) = \exp\left(- \frac{||x_i - x||^2}{2\sigma^2}\right)$$  \hspace{1cm} (B.3)

Gauss radial basis kernel function has a high flexibility, and its flexibility can be controlled by \( \sigma \), where \( \sigma \) is the variance.

(4) Sigmoid Kernel Function

$$K(x_i, x) = \tanh(ax_i^T x + c)$$  \hspace{1cm} (B.4)

In general, the different kernel functions will produce different consequences. Therefore, choosing the appropriate kernel function is of vitally important.
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