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ABSTRACT: Semianalytical methods, such as rigorous coupled wave analysis, have been pivotal in the numerical analysis of photonic structures. In comparison to other numerical methods, they have a much lower computational cost, especially for structures with constant cross-sectional shapes (such as metasurface units). However, when the cross-sectional shape varies even mildly (such as a taper), existing semianalytical methods suffer from high computational costs. We show that the existing methods can be viewed as a zeroth-order approximation with respect to the structure’s cross-sectional variation. We derive a high-order perturbative expansion with respect to the cross-sectional variation. Based on this expansion, we propose a new semianalytical method that is fast to compute even in the presence of large cross-sectional shape variation. Furthermore, we design an algorithm that automatically discretizes the structure in a way that achieves a user-specified accuracy level while at the same time reducing the computational cost.
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INTRODUCTION

Numerical simulation is a fundamental tool for understanding photonic structures. Among many popular methods, semianalytical methods, such as rigorous coupled wave analysis (RCWA),¹ have been widely used for analyzing such devices as metasurfaces,² gratings,³ and waveguides.⁴ In comparison to other methods, such as finite-difference time-domain (FDTD) methods, semianalytical methods often have much lower computational costs. This advantage stems from how semianalytical methods discretize Maxwell’s equations. In contrast to other approaches (e.g., FDTD methods) that discretize the spatial domain fully (i.e., in all three dimensions),⁵ semianalytical methods discretize the spatial domain partially (e.g., in only x- and y-dimensions, but not z-dimension). This is possible because many photonic structures have a primary light propagation direction (referred to in this paper as the z-direction; see Figure 1). In some cases, along the light propagation direction, the structure’s cross-sectional shape stays unchanged (e.g., a metasurface unit). Therefore, we do not have to discretize the structure along the z-direction; instead, light propagation in the structure can be viewed as a superposition of individual propagating modes experiencing phase shifts. This is the fundamental view that enables semianalytical methods to reduce computational cost (see Solving Maxwell’s Equations).

However, this view becomes unsound for many photonic structures, wherein along the primary light propagation direction the structure’s cross section varies.⁶,⁷ A common example is photonic waveguides (such as a taper; see Figure 1a). To simulate these photonic structures using semianalytical methods, one has to further discretize the structure along the z-direction into a series of thin sections.⁸,⁹ In each section, the cross-sectional shape is assumed unchanged (see Figure 1b), and thereby a semianalytical method can be used to simulate that section. Yet, this approach requires a large number of sections, which in turn devastates the computational advantage of semianalytical methods. Apart from the computational cost, it is often unclear how many discrete sections are needed to achieve certain accuracy. In practice, one has to rely on trial and error to choose a proper resolution for sufficient accuracy. Oftentimes, to obtain satisfactory results, multiple runs of the simulation method (each with a different resolution) are needed.

In this work, we overcome these limitations. Our method requires no trial and error, thus much easier to use: provided a photonic structure and a user-specified accuracy level (i.e., a real number), our method automatically decides how to discretize the structure in z-direction, aiming to reduce the overall computational cost while achieving the desired accuracy.
accuracy. To obtain simulation results of user-specified accuracy, only one run is needed.

To this end, our core development is 2-fold: (1) We show that the conventional semianalytical methods (such as RCWA) are merely zeroth-order approximation with respect to the structure’s cross-sectional variation. Through a novel change of variable, we propose a high-order semianalytical method, which allows the structure’s cross section to vary over z-direction, without discretizing it into thin sections. (2) Leveraging this high-order method, we introduce an algorithm that automatically and adaptively discretizes the structure to achieve a user-specified accuracy level. For regions where the cross section varies rapidly in z-direction, our algorithm will slice the structure in fine resolution to ensure simulation accuracy; for regions with little cross-sectional variance, it will discretize them coarsely to save computational cost.

We use our method to analyze various photonic structures, and compare it with conventional semianalytical methods (such as RCWA) and the differential method.10 We show that our method, thanks to its higher-order approximation, indeed converges faster. As a result, to obtain the same level of accuracy, our method requires much less computational time and no resolution tuning at all.

## SOLVING MAXWELL’S EQUATIONS

We start by reviewing two widely used methods (namely, the differential method and RCWA) to solve Maxwell’s Equations in spatial and temporal Fourier space. We then present our method, which can be viewed as a higher-order generalization of RCWA. The differences of these methods are summarized in Table 1 and illustrated in Figure 1.

![Figure 1. Illustration of the three methods. (a) The differential method divides the structure into multiple sections (gray boxes) and approximates light propagation by a numerical integral (dashed pink arrow) of the electromagnetic fields (e and h, blue circles) in each section. Lastly, the integrals are combined using the Redheffer star product (•). (b) RCWA directly simulates using modal coefficients (a and b, green circles) instead of e and h. It computes the effective wavenumber \( \beta/\kappa_0 \) of each mode, assuming the waveguide’s cross-section stays fixed. It then approximates the scattering matrix by propagating modes directly. (c) Since many waveguides have varying cross sections, varRCWA (our method), as a high-order method, takes into account cross-mode coupling (orange and yellow arrows) caused by the cross-sectional variation (\( \delta A \) and \( \delta B \)) from a cross section at the reference position \( P_r \) and \( Q_r \).

### Table 1. Comparison of Three Simulation Methods

| method       | stability scaling | accuracy |
|--------------|-------------------|----------|
| differential | \( P_{z/2} \)    | +        |
| RCWA         | stable            | +        |
| varRCWA      | \( \delta P_z \)  | ++       |

*How the section length z and permittivity distribution \( P \) scale to divergence. +Error versus the number of sections. *It also depends on \( Q \) for simplicity, we only use \( P \). *A high-order relation may depend on the integration scheme, for example, \( (P_z)^4 \) for RK4. Detailed discussions in Results.

All these methods share the same starting point. They assume that there exists a primary light propagation direction (z-direction) in a photonic structure. Then, the electric and magnetic fields are only discretized on xy-plane and vary along z-direction. Under this setup, Maxwell’s Equations become

\[
\frac{\partial}{\partial z}[e] = j \frac{1}{\kappa_0} \begin{bmatrix} P \end{bmatrix} \begin{bmatrix} e \\ h \end{bmatrix}
\]

(1)

where the vectors \( e \) and \( h \) are discrete representations of the electric and magnetic fields (for example, in Fourier space) on an xy-plane at a z position. For simplicity of presentation, we assume that the material is isotropic and the permeability is uniform (\( \mu = 1 \)), resulting in vanishing diagonal blocks. The off-diagonal matrices \( P \) and \( Q \) encode the distributions of material permittivity on the xy-plane at the same z position.

**Differential Method.** One way of solving eq 1, which differs from the FDTD method, is the differential method. It integrates eq 1 by the fourth-order Runge–Kutta method (RK4).11 This integral connects the field \( e_r \) and \( h_r \) at the left end with the field \( e_k \) and \( h_k \) at the right end:

\[
\begin{bmatrix} e_k \\ h_k \end{bmatrix} = \frac{j}{\kappa_0} \int_0^z [P] \begin{bmatrix} e \\ h \end{bmatrix} dz' \approx \begin{bmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{bmatrix} \begin{bmatrix} e_l \\ h_l \end{bmatrix}
\]

(2)

Yet, directly computing the \( T \) matrix using eq 2 is unstable. To overcome the instability, the \( T \) matrix is further converted into a modal scattering matrix12 \( S \). Through a change of variables \( a = W^{-1}e + V^{-1}h \) and \( b = W^{-1}e - V^{-1}h \), where \( W \) and \( V \) are eigenmodes of electric and magnetic fields (more discussion later). As a result, \( a \) and \( b \) are related through the modal scattering matrix \( S \):

\[
\begin{bmatrix} a_k \\ b_k \end{bmatrix} = S \begin{bmatrix} a_l \\ b_l \end{bmatrix}, \text{ where } S = \begin{bmatrix} T_{RR} & R_d \\ R_u & T_{RL} \end{bmatrix}
\]

(3)

Still, numerical computation of the \( S \) matrix is unstable unless the integration length in eq 2 is small. In practice, we have to slice the structure into many sections, each of which stays shorter than 0.1 \( \mu \). This often leads to a large number of sections and thus expensive computation.

**Rigorous Coupled Wave Analysis (RCWA).** A widely used method for numerically analyzing such structures as metasurfaces,\(^7\) gratings,\(^3\) and waveguides\(^4\) is the rigorous coupled wave analysis (RCWA),\(^1\) one of the most general semianalytical methods. When the structure’s cross-sectional shape is fixed along the z-direction, both \( P \) and \( Q \) in eq 1 are constant matrices, and eq 1 can be solved through an eigenvalue decomposition, that is, \( PQ = WAW^{-1} \) and \( V = QWA^{-1} \). In this case, we can directly construct the scattering matrix \( S \) in eq 3 without resorting to the \( T \) matrix in eq 2:
\[ T_{LR} = T_{RL} = e^{j/k_0 \Delta z} \quad \text{and} \quad R_L = R_R = 0 \quad (4) \]

where \( k_0 \) is the wavenumber in vacuum.

When the structure’s cross-sectional shape varies along \( z \)-direction, we must split the structure into a series of small sections so that every section can be approximated as having a fixed cross section (Figure 1b). Each section \( i \) is then analyzed through the aforementioned process, from which one can compute its scattering matrix \( S \). Finally, the entire structure’s scattering matrix is obtained by projecting all sections’ scattering matrices to match the bases of vectors \( a \) and \( b \) (see details in Supporting Information, Section 2) and then combining them using the Redheffer star product.\(^3\)

Unlike the FDTD method, both the differential method and RCWA discretize eq 1 in Fourier space, and thereby directly predict the full scattering matrix. Our method is in the same vein, described as follows.

**Our Method (varRCWA).** RCWA’s requirement of a photonic structure having a fixed cross-sectional shape can be viewed as a zeroth-order approximation of the structure’s material distribution along \( z \)-direction. A detailed derivation revealing this zeroth-order approximation is presented in Supporting Information, Section 1.4, where we further extend it into a higher-order approximation, one that takes into account cross-sectional shape change along \( z \)-direction.

Leaving the derivation details in the Supporting Information, Section 1, here we present the first-order expansion of the scattering matrix \( S \), although our derivation can produce the expansion of arbitrarily high order. The four sub-blocks of the \( S \) matrix are

\[
T_{LR} = e^{j/k_0 \Delta z} + \frac{j}{2k_0} \int_0^z e^{j/k_0 \Delta z} \delta A(z') e^{j/k_0 \Delta z'} dz' \\
R_R = -\frac{j}{2k_0} \int_0^z e^{j/k_0 \Delta z} \delta B(z') e^{j/k_0 \Delta z'} dz' \\
R_L = e^{j/k_0 \Delta z} + \frac{j}{2k_0} \int_0^z e^{j/k_0 \Delta z'} \delta A(z') e^{j/k_0 \Delta z'} dz' \\
T_{RL} = e^{j/k_0 \Delta z} + \frac{j}{2k_0} \int_0^z e^{j/k_0 \Delta z'} \delta B(z') e^{j/k_0 \Delta z'} dz' \quad (5)
\]

where we define transmission coupling matrix \( \delta A \) and reflection coupling matrix \( \delta B \) as follows:

\[
\delta A = W^{-1}(P - P)W + V^{-1}(Q - Q_0)W, \\
\delta B = W^{-1}(P - P)V - V^{-1}(Q - Q_0)W \quad (6)
\]

Here \( W, V, A, \) and \( V \) are obtained by solving an eigenvalue problem at a reference \( z \)-position (i.e., \( P, Q, = W^{-1} \)), the same as the conventional RCWA. Compare eq 5 with eq 4. The additional integral terms in eq 5 are to provide first-order correction of conventional RCWA. What the integrals account for is cross-mode coupling caused by the cross-sectional shape variation (see Figure 1c).

It is also worth noting that in eq 5 the integrands depend on \( \delta A \) and \( \delta B \), which, according to eq 6, indicate the difference of the cross-sectional shape from a reference shape (i.e., \( P, P, \) and \( Q, Q_0 \)). This contrasts starkly to the integral in the differential method eq 2, which integrates over \( P \) and \( Q \). When the cross section stays unchanged over \( z \)-direction, conventional RCWA should suffice. Indeed, in this case, \( \delta A = \delta B = 0 \), and eq 5 becomes identical to eq 4. If the cross section varies slowly over \( z \), the norms of \( \delta A \) and \( \delta B \) are small, and thus the first-order expansion converges even for a long section. This allows us to discretize the entire structure into fewer sections, and thereby reduces computational cost. If the cross section varies quickly, the norms of \( \delta A \) and \( \delta B \) may be large, and we have to use short section length to ensure convergence of our first-order expansion or adopt a higher-order expansion of the \( S \) matrix.

**Discussion on Other Methods.** Solution to Maxwell’s equations (eq 1) can also be expressed as a product integral that involves matrix exponentials:

\[
h_R = \prod_{i=0}^z \exp \left( \frac{j}{k_0} \begin{bmatrix} Q \end{bmatrix} \right) h_L \quad (7)
\]

Numerical evaluation of eq 7, however, is rather challenging. Prior works use a low-order Taylor expansion of the matrix exponentials to evaluate eq 7.\(^{16,17}\) But to use this expansion, section length must be excessively short (i.e., \( z_i - z_{i-1} \leq 0.1 \lambda \), where \( \lambda \) is the wavelength), and a large number of sections are needed. Another approach is to convert the product of matrix exponential into the exponential of matrix summation, similar to \( \prod \exp(x_i) = \exp(\sum x_i) \) for scalar values \( x_i \). However, this is not straightforward because matrix multiplication is non-commutative. As a result, Magnus expansion \(^{18-20}\) and Fer expansion\(^2\) have been used to correct the use of exponential of matrix summation. In this vein, RCWA can be viewed as an approximation of Magnus expansion, as shown in ref 22. Although a higher-order approximation of Magnus expansion was introduced in ref 22, it still requires each discrete section to be short, even with a small cross-sectional variation. These treatments all share the same stability issue as the differential method. Therefore, in our tests, we compare our method with the differential method and RCWA.

### NUMERICAL METHOD

**Numerical Integration.** The integrals in eq 5 can be numerically evaluated using a quadrature rule. In practice, we use the quadrature rule that samples three positions at the left end, right end, and the middle point of a section, and the integral is estimated by weighted summation of the integrand values at the sampled positions. This quadrature rule involves only matrix multiplications and additions, and thus can be computed at low cost. In practice, we implement it both on CPU and Graphics Processing Unit (GPU).

The major cost of evaluating wave propagation in a single section (using eq 5) comes from the eigen-decomposition that computes \( W, A, \) and \( V \) at the reference position. For a single structure section, the eigen-decomposition is also needed in conventional semi-analytical methods. Our perturbative expansion is more accurate at a trivial cost of the additional numerical integration. But when it comes to simulating an entire photonic structure, our expansion enables adaptive discretization of the structure along \( z \)-direction, thereby reducing the overall computational cost and outperforming the conventional methods. Next, we describe our algorithm for simulating an entire structure.

**Adaptive Discretization.** We now consider the simulation of an entire photonic structure, not just a single section. We propose an algorithm that adaptively discretizes the structure in \( z \)-direction and simulates wave propagation. Input to our algorithm is a photonic structure and a desired accuracy level (i.e., a real number). The goal here is to achieve the desired accuracy, while reducing the overall computational cost.
Our proposed algorithm is outlined in Algorithm 1. The key idea behind this algorithm is as follows: starting from the entire structure as a single section, it recursively subdivides a structure section into $M$ subsections (Line 6 in Algorithm 1). The subdivision occurs when an estimated simulation error of the current section is larger than the user-specified accuracy level $\alpha$ (Line 2 in Algorithm 1). Next, all subsections are simulated individually, and they may be subdivided further in a recursive way (Line 10). For each subsection, we compute its scattering matrix (Line 1) using eq 5. Lastly, the scattering matrices of individual subsections are combined through the Redheffer star product\(^{13}\) to form the scattering matrix of the parent section (Line 13).

We estimate the error by computing the discrepancy of asymptotic expansions in two consecutive orders (e.g., between zeroth order eq 4 and first order eq 5; see Supporting Information, Section 4), such an error estimation has been used in other asymptotic expansions.\(^{23,24}\) In practice, when a section is subdivided, we subdivide it into three subsections (i.e., $M = 3$), and use the midpoint of each section as the reference position (see Figure 1c). An alternative is to use binary subdivision (i.e., $M = 2$, endpoint reference position), which we will compare in our numerical experiments in Results.

Through recursive subdivision, adaptive discretization in the $z$-direction naturally emerges: regions with rapidly varying cross sections will be more subdivided, and thereby the algorithm automatically uses fine sections to ensure accuracy; meanwhile, in smoothly varying regions, it uses low resolution to save computation. An example is given in Figure 2.

### RESULTS

We conduct numerical experiments to validate the stability and accuracy of our method and compare it with the differential method and RCWA.

---

**Algorithm 1**: varRCWA($z_{\text{min}}$, $z_{\text{max}}$, $\alpha$)

**Input**: lower/upper limit $z_{\text{min}}$, $z_{\text{max}}$, error bound $\alpha$

**Output**: scattering matrix from $z_{\text{min}}$ to $z_{\text{max}}$

**Data**: simulated geometry $G$

1. Evaluate high order scattering matrix $S$ according to Eq. (5) by sampling on $G$.
2. if estimated error $< \alpha$ then
   - return $S$.
3. else
   - Subdivide this section into $M$ subsections $(z_0, z_1), (z_1, z_2), \ldots, (z_{M-1}, z_M)$ where $z_{\text{min}} = z_{0} < z_{1} < \cdots < z_{M} = z_{\text{max}}$.
   - Find a reference point for each subsection.
   - for $i = 1, \ldots, M$ do
     - $S_i(z_{i-1} \rightarrow z_i) \leftarrow \text{varRCWA}(z_{i-1}, z_{i}, \alpha)$.
   - Project the basis of $S_i$ to match $S_{i-1}$
   - (see Supporting Information Section 2).
4. return Redheffer star product of $S_1, \ldots, S_M$.

---

**Figure 2.** Adaptive subdivision process of a waveguide. At each subdivision step, the rapidly varying region (estimated error $\geq \alpha$, red color) is subdivided into $M = 3$ sections, while the smoothly varying sections (blue color) remain unchanged.

---

**Figure 3.** Stability and accuracy. We simulate a waveguide, visualized in (c), with no $z$-direction discretization (i.e., treating it as a single section). (a) We measure the resulting scattering matrix errors as length $L$ increases. (b) We also measure the scattering matrix errors as the cross-sectional shape changes. Its width on the right end is fixed at $2.6 \mu m$, while its left width varies linearly from $2.6$ to $3.7 \mu m$ as the parameter $p$ changes from 0 to 1. The length $L$ is fixed as $1 \mu m$. (d) In addition, we measure the scattering matrix errors as the number of sections increases.

---
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scattering matrix $S^\ast$ using the conventional RCWA. Because RCWA converges as the resolution of discretization increases, this $S^\ast$ is then treated as a ground truth to measure a max norm error, $\| S - S^\ast \|_{\text{max}}$, where $S$ is the scattering matrix resulting from one of the three methods. In addition, we also benchmark our method against the commercial FDTD software to ensure its accuracy. The results are shown in Support Information, Section 5.

We then test the stability of the three methods against the waveguide length. We progressively increase the length of a waveguide $L$ from 0.05 to 1 $\mu m$, while keeping its left- and right-end cross section unchanged. We plot how the accuracy of these methods changes with respect to $L$ in Figure 3a, wherein we use a light blue dashed line to mark where the error equals to 1. As summarized in Table 1, for single section simulation, RCWA is always stable, regardless of the length of the waveguide. The differential method, however, can easily become unstable as the length increases. Our method in these tests remains stable as the length increases to 1 $\mu m$, especially when we use “midpoint” as the reference position. This is because our method scales as $\delta P_z$ instead of $P_z$.

Next, we test the stability of methods against the variance of each section. We measure the scattering matrix errors as the cross-section varies (controlled by $p$). As shown in Figure 3b, when we simulate it using a single section, the integration length is as long as 1 $\mu m$, and the differential method is always unstable. It becomes stable only when the waveguide length is smaller than 0.1 $\mu m$ (see Figure 3a). In contrast, RCWA and varRCWA are always stable as $p$ changes from 0 to 1. Note that our method has smaller errors when $p \in [0.1, 0.3]$, which implies it is a high-order method. When the variation is small (i.e., $p \to 0$), both RCWA and varRCWA have comparable accuracy. This is because in this case the waveguide is more or less straight, which can be approximated well by the conventional RCWA.

Further, we compare the accuracy of the three methods against $z$-direction resolution. Again consider the waveguide shown in Figure 3c (with $L = 1$ and $p = 1$). We evaluate the scattering matrix errors of the three methods while increasing the $z$-direction resolution. The results are reported in Figure 3d: our method converges faster; as the resolution becomes higher, our method is much more accurate. RCWA and the differential method have similar accuracy when the number of sections is large, although the differential method diverges for a small number of sections. The results also echo Table 1.

**Performance for Short Structures.** Next, we test the performance of our method for analyzing short photonic structures. The shapes of these structures are described in Figure 4a,d. For each structure, the ground-truth scattering matrix is computed using the conventional RCWA with a high resolution in $z$-direction ($N = 1024$). We then use it to measure the accuracy-cost curve for all the methods: for our method, we progressively reduce the error threshold (i.e., $\alpha$ in Algorithm 1), and for each error threshold, we measure the resulting scattering matrix error and the computational time cost. This allows us to plot a curve showing how the accuracy changes over the computation time. Similarly, for the differential method and conventional RCWA, we progressively increase the $z$-direction resolution, and measure the scattering matrix error and computation time. All the timings are measured on a workstation with 8 Intel Xeon(R) E5–1620 CPUs running at 3.60 GHz and an NVIDIA GeForce GTX 1080 GPU, and we report the results on both the CPU and GPU implementation.

The resulting accuracy-cost plots are shown in Figure 4. Given a fixed accuracy level ($10^{-4}$), our algorithm is the fastest on the CPU. Our algorithm with the “midpoint” reference position strategy is $2$–$3x$ faster than the differential method, and $3$–$8x$ faster than conventional RCWA. When implemented on GPUs, our algorithm is still much faster compared to conventional RCWA, but it has similar performance as the differential method, although the latter diverges when the resolution is too low. This is because the differential method only involves such operations as matrix multiplication and linear system solves, which can be easily parallelized on modern GPUs. But both RCWA and our method require eigenvalue decomposition, which is not fully GPU-friendly.

Moreover, the “midpoint” version of both RCWA and varRCWA perform better than the “end point” version, because typically at the midpoint the cross-sectional shape better represents a section’s overall shape than at its end points: the change with respect to the “midpoint” is often smaller than the change with respect to the “end point”. We also highlight that when the differential method or conventional RCWA is used for analyzing a particular photonic structure, there exists no guideline to determine the $z$-direction resolution for a certain accuracy level. For the differential method, the resolution is even harder to determine as it is more prone to the stability issue. In practice, one has to rely on multiple trials to choose a proper resolution, and thus spend more time than what is reported in Figure 4.

**Performance for Long Waveguides.** Our method is more advantageous when simulating long waveguides with length larger than 10 $\mu m$. In fact, many on-chip photonic...
devices are tens and hundreds of microns long. To simulate those long devices, a commercial software such as Lumerical on a quad-core CPU workstation takes up to several hours. In contrast, our method can finish in 10 min on the same workstation.

We demonstrate the results using two devices, one linear taper with a length of 10 μm, and one exponential taper with a length of 20 μm. For a given accuracy level ($10^{-4}$), as shown in Figure 5, our method is 2−3× faster on CPU and 3−4× faster on GPU than the conventional RCWA. The differential method converges very slow for these long structures. Therefore, our method is more than 10× faster on CPU and 3−8× faster on GPU than differential method.

**Performance for Metasurface.** Although our method is originally motivated to simulate on-chip nanophotonic devices, it can also speed up the simulation of metasurfaces, slanted gratings, and photonic crystals with varying cross sections.

Here we use our method to simulate a 3D metasurface with a curved cross-sectional shape along one direction. The metasurface shape and simulation results are shown in Figure 6. In this case, we simulate a metasurface unit and use a periodic boundary condition, and the speedup is similar to that of short waveguides. Our algorithm is 3−4× faster than the differential method, and 6−7× faster than RCWA on CPU. On GPU, our performance is similar to the differential method, 6−7× faster than RCWA.

**Real-World Applications.** Finally, we evaluate our method on two photonic devices reported in literature, namely, a short c/o band splitter and a long TE1−TE0 mode converter. Again, the ground-truth scattering matrices for both cases are obtained by the conventional RCWA with high resolution: 32768 discrete sections for the c/o band splitter and 8192 sections for the mode converter, since the former is more complex in shape. In practice, when the error is around $10^{-4}$, RCWA does not converge for Figure 7c. Therefore, a varRCWA simulation with error bound $5 \times 10^{-5}$ is chosen as the ground truth.

Because of the complex geometry and short length (3 μm) in Figure 7c, differential method is often more suitable since high-order method assumes the smoothness of the geometry. Surprisingly, on CPU, our method performs better than the conventional RCWA.
differential method, which is shown in Figure 7a. On GPU, because of the lack of parallelism of eigenvalue decomposition, our method (and RCWA) is slower for a large error (above $10^{-3}$), but for a smaller error ($10^{-4}$), our method is still better (more than 7× faster; Figure 7b). Compared to RCWA, our method is more than 10× faster on CPU and more than 7× faster on GPU, as shown in Figure 7d.

For the mode convertor shown in Figure 7e, our method is always faster because it has better scaling for long waveguides (18.616 μm). Again for the same accuracy ($10^{-4}$), our method is 4× faster than RCWA and 3× faster than the differential method on GPU.

### CONCLUSION

In summary, we present a high-order semianalytical method, which is best suited for simulating photonic structures whose cross-sectional shapes vary along the propagation direction. In comparison to the differential method, our method is more stable. In comparison to conventional semianalytical methods, our method is also faster and more accurate. Our method also allows the user to specify an accuracy level, and adaptively discretizes the structure along z-direction to achieve the desired accuracy.

In future, this work can be extended in various directions. Currently, when subdividing a section, we always divide it into three subsections uniformly. It is possible to subdivide nonuniformly, according to the local cross-sectional shape of the structure. Moreover, our implementation uses the first-order expansion that we derived, although we can easily extend it to use an even higher order expansion according to the derivation in Supporting Information, Section 1.4.

Lastly, although our high-order method works well for dielectric material, nonphysical field singularities can occur for metallic material—facing the same problem as the differential method and RCWA, especially for simulating metallic gratings. Nonphysical field singularities have been resolved for the differential method and for RCWA. Combining the fast Fourier factorization with our high-order method to handle metallic gratings is beyond the scope of this work but an interesting future direction to explore.
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