Dendritic trafficking: synaptic scaling and structural plasticity
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Abstract—Neuronal circuits internally regulate electrical signaling via a host of homeostatic mechanisms. Two prominent mechanisms, synaptic scaling and structural plasticity, are believed to maintain average activity within an operating range by modifying the strength and spatial extent of network connectivity using negative feedback. However, both mechanisms operate on relatively slow timescales and thus face fundamental limits due to delays. We show that these mechanisms fulfill complementary roles in maintaining stability in a large network. In particular, even relatively, slow growth dynamics improves performance significantly beyond synaptic scaling alone.

I. INTRODUCTION

Neurons are excitable cells that can interconnect with thousands of other cells. The excitable properties of neurons as well as the synaptic connections between them depend on ion-permeable channels and receptor proteins that have relatively short half-lives and thus require continual replenishment [1]. Furthermore, learning and memory in biological neuronal networks is implemented by adaptation of the densities of these signalling molecules at synapses as well as formation and elimination of synaptic connections. Such adaptation in connectivity can potentially lead to destabilization of activity in large networks. Homeostatic synaptic scaling, a form of synaptic plasticity, normalizes inputs to keep neuronal activity within an operating range [2].

However, the complex geometry of neurons impose significant constraints on synaptic scaling and ion channel homeostasis. Channel mRNAs and protein subunits need to be actively transported via protein motors on cytoskeletal components called microtubules [3], [4], [5]. The synthesis process of ion channels and receptor proteins depends on a feedback signals, including calcium influx [6], [7]. Previous work showed that transport processes suffer from severe delays [8], and can pose a potential source of instability in the presence of cellular feedback control [9].

Activity-dependent structural plasticity is another form of homeostatic mechanism. Unlike synaptic scaling, structural plasticity encompasses morphological changes, such as outgrowth/shrinking of dendrites or axons, dendritic branching, and formations/elimination of synapses [10]. Such changes in the neuron’s structural properties happen in response to variations in the electrical activity [11], similar to synaptic scaling. These changes are particularly prevalent during development as neurites grow and as connections first form.

Thus, alterations to this process can profoundly and permanently affect the function of a mature network [12], [13].

Both synaptic scaling and structural plasticity are crucial homeostatic processes, but the contributions of each to the long term dynamics and stability of neuronal circuits remains poorly understood. We address this by formulating a system theoretic model that captures both processes from first principles. We derive conditions under which these mechanisms guarantee stability. We derive a necessary condition for homeostasis, that is, stability of a network, that relates biosynthesis rates of signalling proteins to morphological parameters of neurons (typical neurite length). Finally, we show that structural plasticity provides a stabilizing influence when synaptic scaling is aggressive.

In Section II and III we model synaptic scaling growth adaptation, also stating the relevant biological assumptions. Stability and general properties of the closed loop are illustrated and discussed in Section IV. Conclusions and future research directions follow. The proof of the main theorem is in appendix.

II. SYNAPTIC SCALING

Ion channels and receptors are responsible for the electrical activity of the neuron and are distributed throughout the cell. These signalling components are continually replenished through synthesis and transport as intracellular cargo. A common kind of cargo is mRNA that is used to synthesize ion channel proteins locally in dendrites. The concentrations of these cargo is regulated by feedback mechanisms, typically based on the average neural activity which correlates with calcium concentration. In what follows we provide a basic model of these three main components, namely cargo trafficking, ion-protein synthesis, and feedback regulation
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A. Cargo trafficking

We model cargo trafficking as a \textit{nonlinear active transport phenomenon}. Unlike diffusion, which depends on concentration gradients, active transport requires energy and is performed by protein motors, typically dyenin, kinesin, or myosin. These motors interact with microtubules and actin filaments, which take the role of track rails. Crowding and finite size effects must also be taken into account, typically through classical statistical physics modeling [14] and mean-field approximation, leading to simple nonlinear ODEs modeling saturation effects. In this paper the complex cargo dynamics is approximated by the following compartmental model:

\begin{align*}
\dot{m}_0 &= u - m_0(c - m_1) - \omega_m m_0 \\
\dot{m}_1 &= m_0(c - m_1) + \frac{v_b}{c^2}(c - m_1)m_2 - \frac{v_f}{c^2}(c - m_2)m_1 \\
&- \omega_m m_1 \\
\dot{m}_i &= -\frac{v_f}{c^2}(c - m_{i+1})m_i + \frac{v_b}{c^2}(c - m_i)m_{i+1} \\
&+ \frac{v_f}{c^2}(c - m_i)m_{i-1} - \frac{v_b}{c^2}(c - m_{i-1})m_i - \omega_m m_i \\
\dot{m}_n &= \frac{v_f}{c^2}(c - m_n)m_{n-1} - \frac{v_b}{c^2}(c - m_{n-1})m_n - \omega_m m_n
\end{align*}

(1)

(1) is a basic nonlinear transport dynamics. From Figure [1] \(m_0\) represents the mRNA concentration in the soma, \(m_i \in [0, c]\) represents mRNA concentration in dendritic compartment \(i \geq 1\), \(v_f\) and \(v_b\) are the forward and backward transport rates, respectively, \(\omega_m\) is the mRNA degradation rate, \(u\) represents mRNA production, and \(c\) represents the finite capacity of a single compartment, to model crowding. We assume crowding effects do not occur in the soma, since it is significantly larger than dendritic compartments.

Notably, the transport rates \(v_f(c - m_i)\) and \(v_b(c - m_i)\) are scaled by the square of the capacity, \(c^2\). The purpose is to adapt transport rates in accordance with the compartment size. In contrast to increasing the number of compartments, this enables modeling of growth by adaptation of capacity and transport rates. For instance, consider forward transport with normalized capacity \(c = 1\). A large compartment with cargo denoted by \(z_j\) can be modeled as a collection of smaller compartments whose cargo is denoted by \(y_i\), as shown in Figure 2. From (1) we get the generic transport dynamics

\[\dot{z}_j = vy_{j-1}(1 - y_i) - vy_{i+1}(1 - y_{i+c}),\]

where the internal exchange of molecules sums to zero. Focusing on the molecules that enter and leave \(z_j\), and assuming that the molecules are homogeneously distributed throughout the compartment \(z_j\), we can write

\[y_i = y_{i+1} = \cdots = y_{i+c-1} = \frac{z_j}{c}.\]

Thus, substituting the latter in the equation of \(\dot{z}_j\), we get

\[\dot{z}_j = v\frac{z_{j-1}}{c}(1 - \frac{z_j}{c}) - v\frac{z_j}{c}(1 - \frac{z_{j+1}}{c}),\]

\[= v \frac{c}{c^2} z_{j-1}(c - z_j) - v \frac{c}{c^2} z_j(c - z_{j+1}).\]

which justifies the model in (1).

B. Ion channel synthesis and electrical activity

The synthesis of ion channels \(g_i\) from spatially distributed mRNA concentrations \(m_i\) is a complex biochemical process that we approximate as a first order process

\[\dot{g}_i = s m_i - \omega_g g_i,\]

(2)

where \(s\) is the translation rate and \(\omega_g\) is the degradation of ion channel proteins. The aim of (2) is to capture roughly the temporal features and the static gain of this complex process.

In first approximation, the effect of ion-channels \(g_i\) on a neuron’s electrical activity is captured by a simple leaky-integrator model, based on a single-compartment, Ohmic current balance relationship: \(CV = g_{\text{leak}}(E_{\text{leak}} - V) + g_{\text{avg}}(E_g - V)\). \(V\) is the membrane potential, \(C\) is the membrane capacitance, \(g_{\text{leak}}\) is a fixed leak conductance, \(E_{\text{leak}}, E_g\) are equilibrium potentials, and

\[g_{\text{avg}} = \frac{1}{n}\sum_{i=1}^{n} g_i\]

(3)

is the averaged sum of ion-channel conductances. Since voltage fluctuations occur on a time scale that is faster than cargo trafficking \(m_i\) and protein synthesis \(g_i\), we resolve the membrane voltage \(V\) to a quasi steady state

\[V = \frac{g_{\text{avg}}E_g + g_{\text{leak}}E_{\text{leak}}}{g_{\text{leak}} + g_{\text{avg}}},\]

Finally, following [15], we observe that the electrical activity of the neuron affects calcium concentration, captured by a sigmoidal monotone relation. For simplicity, we take

\[\frac{[Ca^{2+}]}{[Ca^{2+}]_{\text{target}}} = \frac{\alpha}{1 + \exp(-V/\beta)}\]

where \(\alpha\) and \(\beta\) shape the sensitivity of \([Ca^{2+}]\) to \(V\). In what follows we will use the non-increasing function \(h\)

\[[Ca^{2+}] = h(g_{\text{avg}})\]

(4)

to denote the composition of voltage \(V\) and calcium \([Ca^{2+}]\) equations, as illustrated in Figure 3.

C. Ion channel / cargo regulation

Homeostatic control of neural activity is achieved by regulation of intracellular calcium \([Ca^{2+}]\) to a certain target \([Ca^{2+}]_{\text{target}}\). This is achieved by controlling the production of mRNA in the soma in agreement to a (leaky) integral control law

\[\dot{u} = ku - \omega_u u\]

(5)
where $e = [Ca^{+2}]_{\text{target}} - [Ca^{+2}]$, $k_u$ is the integral gain, and $\omega_u$ is the degradation rate, typically small. As for the protein synthesis in the previous section, feedback control is achieved through a complex bio-chemical process. A detailed model of this process is beyond the scope of this paper. The interested reader is referred to [15] and references therein. 5 provides a basic approximation describing time-scale and steady-state gain of this complex process.

Feasibility of the steady state $[Ca^{+2}] = [Ca^{+2}]_{\text{target}}$ for the closed loop (1)-(5) is guaranteed by the following assumption.

**Assumption 1:** The parameters of (1)-(5) satisfy

$$E_g + \beta \ln \left( \frac{\alpha}{[Ca^{+2}]_{\text{target}}} \right) \neq 0 \text{ and } g_{\text{leak}} \neq 0.$$  

The closed loop given by Equations (1)-(5) describes the so-called phenomenon of synaptic scaling, a global homeostatic mechanism that prevents activity from building up and eventually reaching pathological levels. The neuron, via feedback, reduces/increases the cargo density in the system, and eventually reaching pathological levels. The neuron, via a steepest descent feedback mechanism, reduces/increases the ion-channel density, which in turns reduces/increases the ion-channel density, ultimately normalizing the electrical activity of the neuron. For a detailed study of this feedback mechanism the reader is referred to [2].

### III. STRUCTURAL PLASTICITY AS GROWTH DYNAMICS

Structural plasticity involves multiple morphological changes that happen in response to perturbations in electrophysiological activity [10]. Morphological changes include dendritic/axonal length variations (during development), synapse formation and elimination (dendritic spines and axonal boutons), and branching. In our model, such variations are captured by a single length parameter $L$, describing the average length of a dendritic arbor.

We model structural plasticity as a growth process that is directly coupled to the neuron’s average activity, captured by calcium concentration $[Ca^{+2}]$. The basic idea is that short dendrites have fewer connections, thus a reduced electrical activity. Likewise, long dendrites potentially make more connections, thus enjoy stronger electrical activity. In this sense, $L$ can also be considered as an abstract indicator of the connectivity of the neuron. Then, a feedback mechanism adjusts $L$ to achieve homeostasis in a way that is not at all dissimilar from synaptic scaling [16], [17], [18]: above set-point ($e < 0$), $L$ must shrink to reduce the number of synapses (pruning) / weakening existing connections, thus reducing the overall electrical activity; conversely, below set point ($e > 0$), $L$ must increase for the neuron to reach out to other neurons / strengthening existing connections, ultimately increasing the level of electrical activity.

Based on these physiological observations, we model the growth dynamics using the nonlinear first order process

$$\tau \dot{L} = \phi(e) - \omega_L L, \quad c = \frac{L}{n} \quad (6)$$

where $\tau \gg 0$ is a slow time constant reflecting the slow dynamics of growth and $\omega_L$ is the degradation or disassembly rate of the molecules that are responsible for synthesis of the new dendritic components, such as tubulin. The function $\phi$, $\phi(0) = 0$, is a monotonically increasing function in the error $e$ (see Figure 3).

If we interpret $L$ as a connectivity indicator, the slope $\phi'$ captures the density of the surrounding neurons or richness of the network; a steeper $\phi$ means there are more potential connections to be made or removed, for the same amount of growth. We emphasize that growth in (6) eventually corresponds to a simple variation of capacity, which also affects the forward and backward transport rates in (1)-(5).

Both synaptic scaling (1)-(5) and growth dynamics (6) aim to achieve the same objective: regulating the neuron’s average activity around an (approximate) set-point. The difference is that synaptic scaling occur at a fast timescale and it works by modulating (globally) the number of ion channels $g_i$ in the system. In contrast, growth occurs at a slow timescale and it changes compartments’ capacities to modulate the maximum allowable $g_i$ in each synapse. Figure 4 provides an illustration of the complete closed loop (1)-(6).

### IV. HOMEOSTASIS BY FAST SYNAPTIC SCALING AND SLOW GROWTH ADAPTATION

For any fixed dendritic length $L$, synaptic scaling (1)-(5) is a stable process if the feedback gain $k_u$ is sufficiently
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small. In fact, the aggressiveness of the control action is fundamentally limited by the presence of transport, typically introducing a phase delay that limits the feedback gain. Growth adaptation is also a stable process, naturally occurring at a slower time scale than synaptic scaling. Thus, by time-scale separation, the combination of synaptic scaling and growth adaptation leads to a stable closed loop (1)-(6) for a sufficiently slow growth time constant \( \tau \).

**Theorem 4.1:** Under Assumption 1 there exists a maximal feedback gain \( k_u > 0 \) and a minimal time constant \( \bar{\tau} > 0 \) such that, for every \( 0 \leq k_u < k_u, \tau > \bar{\tau}, \) and \([Ca^{2+}]_{\text{target}}\) the closed-loop (1)-(6) has a globally exponentially stable equilibrium.

Taking advantage of the theoretical result in Theorem 4.1, we study the system’s response under different biologically relevant situations, to better understand the interplay between synaptic scaling and growth dynamics. With this aim, we set \( \phi(e) \) in (6) as in [16]

\[
\phi(e) = 1 - \frac{2}{1 + \exp(e/\eta)}, \tag{7}
\]

and we simulate the system for the parameters in Table 1.

| Parameter | Value |
|-----------|-------|
| \( v_f \)     | 1     |
| \( \alpha \)   | 1     |
| \( \beta \)    | 1     |
| \( g_{\text{leak}} \) | 0.25  |
| \( E_{\text{leak}} \) | -50   |
| \([Ca^{2+}]_{\text{target}}\) | 5     |
| \( \omega_n \)   | 0.1   |
| \( \omega_L \)   | 0.1   |
| \( \eta \)      | 0.1   |
| \( \tau \)      | \(10^5\) |

**TABLE 1**

The first observation is that growth adaptation guarantees homeostasis even if synaptic scaling is insufficient. First of all, note that the averaged sum of ion-channel proteins is limited by

\[
g_{\text{avg}} = \frac{1}{n} \sum_{i=1}^{n} g_i = \frac{s}{n \omega_g} \sum_{i=1}^{n} m_i \leq \frac{s}{n \omega_g} n c = \frac{s}{\omega_g} c. \]

Thus, regulation is feasible

\[
0 \geq e = [Ca^{2+}]_{\text{target}} - [Ca^{2+}] = [Ca^{2+}]_{\text{target}} - h(g_{\text{avg}}),
\]

only if the desired steady state satisfies

\[
[Ca^{2+}]_{\text{target}} \leq h\left(\frac{s}{\omega_g} c\right). \tag{8}
\]

Inequality (8) fundamentally relates the calcium target / the desired level neural activity to the morphological parameter \( c = L/n \). It shows that, without growth adaptation, high levels of neural activity ([Ca\(^{2+}\)]\(_{\text{target}}\) large) cannot be attained in closed loop because of the finite capacity of cargo transport. However, taking advantage of growth adaptation, the neuron can develop its morphology to reach the desired calcium target.

These two cases are illustrated through simulation, within a comparison between synaptic scaling without growth adaptation (1)-(5) and synaptic scaling with growth adaptation (1)-(6). Results are summarized in Figure 5. Left and right graphs shows the calcium \([Ca^{2+}]\) trajectory and the length \( L \) trajectory, respectively. Dashed lines correspond to synaptic scaling without adaptation, while continuous lines correspond to the growth adaptation case. Figure 5 shows the case in which \([Ca^{2+}]_{\text{target}} = 0.5\) is not compatible with the initial capacity \( c = L/n = 0.1/n \) in the sense of (8). The dashed line shows that synaptic scaling without growth adaptation is stable but far from target. This is not the case of synaptic scaling with growth adaptation, whose calcium trajectory asymptotically converges to \([Ca^{2+}]_{\text{target}}\), taking advantage of the increased average length \( L \), thus of larger capacity \( c \).

Considering \( L \) as a connectivity parameter, the biological interpretation is that the neuron is below its target activity level and therefore attempts to increase its activity by extending its dendritic tree to form new connections. Likewise, considering \( L \) as a morphological parameter, the neuron increases the size of its spines to allow more ion channels to flow to the synapse, which also increases the electrical activity.

The second observation, derived from simulations, is that growth adaptation may compensate for pathological oscillations, enabling more aggressive synaptic scaling. Aggressive feedback gains \( k_u \) may lead to pathological oscillations in synaptic scaling [9], as shown in Figure 6(a). However, these oscillations are damped through growth adaptation, as shown in Figure 6(b) reaching the desired set-point. The intuition is that (6) is essentially a low pass filter therefore it filters calcium oscillations, extracting the oscillations bias. The overall growth adaptation is thus driven by this bias. When the bias is above the desired calcium target, as in Figure 6(c), the average length will reduce, stabilizing the oscillations. The biological interpretation is that large neurons reduces their size when their average electrical activity is irregular (oscillatory).

The last observation is that inadequate timescale separation leads to fragility. Theorem 4.1 guarantees closed loop stability under the strong hypothesis of time scale separation between synaptic scaling and growth adaptation. The simulations in Figure 6 shows that time scale separation is actually needed for stability. As \( \tau \) decreases the system stability becomes more fragile. Reducing \( \tau \) produces damped oscillations and a further reduction eventually leads to sustained oscillations, for smaller values of \( \tau \).
We presented a model of nonlinear dendritic trafficking with growth adaptation to study two distinct homeostatic mechanisms: synaptic scaling and structural plasticity. We studied the interplay between the two and how timescale separation provides the means to improve the overall performance of the system. Using contraction arguments combined with singular perturbation theory, we proved exponential stability of the closed-loop equilibrium and we discussed several features of the closed-loop system, supported by simulations. Our growth model is very simple. Future research will focus on extended modeling of growth.
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APPENDIX: PROOF OF THEOREM 4.1

We prove the stability of the closed loop system (1)-(6) by singular perturbation arguments, specifically invoking [23, Theorem 11.4]. To use this theorem, we prove the exponential stability of the equilibrium of the so-called boundary layer, or fast system. This is constructed from (1)-(5). Furthermore we prove the exponential stability of the equilibrium of the so-called reduced system, constructed from (6), by relaxing the fast system at steady state. Part 1 and Part 2 below show that the fast system and the reduced system are both exponentially contractive systems, which entail exponential stability of their respective equilibria. In particular, the fast system is contractive for any feedback gain \( 0 < \bar{k}_u < \bar{k}_u \), provided that \( \bar{k}_u \) is sufficiently small. Thus, stability of the closed loop (1)-(6) follows from [23, Theorem 11.4], under the assumption of sufficient time-scale separation \( \tau \gg 1 \).

Part 1: contraction / stability of the fast system

First we multiply equations (1)-(6) by \( \epsilon = \frac{1}{\tau} \). We start by proving the stability of the fast system (1)-(5). The time derivative in the equations below refers to the scaled time \( t = \tau \). In the fast timescale, the slow variable \( L \) is considered as constant. The linearized dynamics of the time-scaled fast system (1)-(5) reads

\[
\begin{align*}
\dot{\epsilon}m &= \frac{\partial f}{\partial m} \delta m + B \delta u \\
\epsilon \dot{S} &= S \dot{\delta m} - \Omega_g \epsilon \dot{\delta g} \\
\epsilon \dot{\delta u} &= -k_u \left( \frac{\partial h}{\partial g} \left( \frac{1}{n} \right) \right) \frac{1}{n} \delta g - \omega_u \epsilon \delta u.
\end{align*}
\]

where \( f(m, L) \) is the right-hand side of (1), \( S = \text{diag}(s) \), \( \Omega_g = \text{diag}(\omega_g) \), \( m = [m_1, \ldots, m_n]^T \), \( g = [g_1, \ldots, g_n]^T \) and \( g_{avg} = \frac{1}{n} \sum_i g_i = \frac{1}{n} \). We need to show that (9) is a contracting system, which implies the existence of a globally exponentially stable equilibrium when the contracting distance is a norm. We first note that \( \frac{\partial f}{\partial m} + \frac{\partial f}{\partial m} \leq -2 \omega_m J < 0 \). Take the differential Lyapunov function \( V = \epsilon \omega_m \delta m^T \delta m + \frac{1}{2} \delta g^T \delta g + \frac{1}{2} \delta u^T \delta u \). The coefficients \( \rho_m > 0 \) and \( \rho_g > 0 \) will be defined later. Its time derivative reads

\[
\dot{V} = \dot{V}_m + \dot{V}_g + \dot{V}_u
\]

where

\[
\dot{V}_m = \frac{\rho_m}{2} \left( \frac{\partial f}{\partial m} \delta m + B \delta u \right)^T \delta m + \delta m^T \left( \frac{\partial f}{\partial m} \delta m + B \delta u \right) \\
< - \rho_m \omega_m \delta m^T \delta m + \rho_m B \delta u^T \delta m,
\]

\[
\dot{V}_g = \rho_g S \delta m^T \delta g - \rho_g \Omega_g \delta g^T \delta g,
\]

and

\[
\dot{V}_u = -k_u \left( \frac{\partial h}{\partial g} \left( \frac{1}{n} \right) \right) \frac{1}{n} \delta g \delta u - \omega_u \epsilon \delta u^T \delta u.
\]

Therefore, (10) satisfies

\[
\dot{V} < - \rho_m \omega_m \delta m^T \delta m + \rho_m B \delta u^T \delta m + \rho_g S \delta m^T \delta m
\]

\[
- \rho_g \Omega_g \delta g^T \delta g - k_u \left( \frac{\partial h}{\partial g} \left( \frac{1}{n} \right) \right) \frac{1}{n} \delta g \delta u - \omega_u \epsilon \delta u^T \delta u
\]

The right-hand side of (11) is bounded by

\[
\left[ - \rho_m \omega_m \left| \delta m \right|^2 + \rho_m B \left| \delta m \right| \delta u \right] + \rho_g S \left| \delta m \right| \delta g - \rho_g \Omega_g \left| \delta g \right|^2 + k_u \left( \frac{\partial h}{\partial g} \left( \frac{1}{n} \right) \right) \frac{1}{n} \left| \delta g \right| \left| \delta u \right| - \omega_u \epsilon \delta u^T \delta u
\]

Next we show that (11) satisfies

\[
\dot{V} < \rho_m \omega_m \delta m^T \delta m + \rho_m B \delta u^T \delta m + \rho_g S \delta m^T \delta m
\]

\[
- \rho_g \Omega_g \delta g^T \delta g - k_u \left( \frac{\partial h}{\partial g} \left( \frac{1}{n} \right) \right) \frac{1}{n} \delta g \delta u - \omega_u \epsilon \delta u^T \delta u
\]

The last principal minor must satisfy

\[
\rho_m \omega_m \omega_g - \frac{1}{4} \rho_g s^2 > 0
\]

(13)

The last principal minor must satisfy

\[
\rho_m \rho_g \omega_m \omega_g \omega_u - \frac{1}{4} \rho_m \rho_g \omega_g - \frac{1}{4} \rho_m \omega_m k_u^2 \left( \frac{\partial h}{\partial g} \left( \frac{1}{n} \right) \right) \frac{1}{n} \left| \delta g \right|^2 - \frac{1}{4} \rho_g^2 s^2 \omega_u > 0
\]

which can be re-arranged as

\[
\rho_m \rho_g \omega_m \omega_g \omega_u - \frac{1}{4} \rho_g^2 s^2 \omega_u - \frac{1}{4} \rho_m^2 \rho_g \omega_g > 0
\]

(14)
In order for the above inequality to hold, we need the left-hand side to be positive and larger than the right hand side. So, (13) and (14) hold if we select

1) \( \rho_g < \frac{2 \rho_m \omega_m \omega_u}{s^2} \),
2) \( \rho_m < 2 \omega_u \omega_m \),
3) \( 0 \leq \kappa_u < \kappa_u \) is sufficiently small.

Under these conditions, \( \dot{V} \leq -\lambda V \) for some \( \lambda > 0 \).

The exponential decay of the differential Lyapunov function guarantees global incremental exponential stability of the fast system, [24, Theorem 1]. This implies global exponential stability of the equilibrium of the fast system.

**Part 2: contraction / stability of the reduced system**

We study the stability of the reduced system given by [6] for \( e \) computed from the fast system at steady state. Thus, as a first step, we study the monotonicity properties of the static relationship between \( e \) and \( L \), denoted by \( e = r(L) \).

Define \( M := \sum_{i=1}^{n} m_i \) and \( G := \sum_{i=1}^{n} g_i \). At steady state, \( \dot{m}_0 = 0, \dot{M} = 0, G = 0, \dot{u} = 0 \), we have

\[
\begin{align*}
0 &= u - m_0 \left( \frac{L}{n} - p M \right) - \omega_m m_0 \\
0 &= m_0 \left( \frac{L}{n} - p M \right) - \omega_m M \\
0 &= s M - \omega_g G \\
0 &= k_u e - \omega_u u ,
\end{align*}
\]

where we have written \( m_1 \) at steady state as \( m_1 = p M \) with \( 0 < p < 1 \). For simplicity, we use \( x \) to denote the vector \( x = [m_0; M; G; u]^T \), and \( R(x, L) \) to denote the right-hand side of (15).

The monotonicity of the static relationship \( e = r(L) \) can be determined from the equation \( R(x, L) = 0 \). For instance, \( \frac{\partial R}{\partial x} \delta x + \frac{\partial R}{\partial L} \delta L = 0 \), which gives

\[
\delta x = - \left[ \frac{\partial R}{\partial x} \right]^{-1} \frac{\partial R}{\partial L} \delta L .
\]

(16)

We observe that the inverse \( \left[ \frac{\partial R}{\partial x} \right]^{-1} \) must exists since the fast system is contractive. Furthermore, the error \( e = [Ca^{-2}]_{\text{target}} - h(G/u) =: E(x) \). Thus, we get

\[
\delta e = \frac{\partial E}{\partial x} \delta x = - \frac{\partial E}{\partial x} \left[ \frac{\partial R}{\partial x} \right]^{-1} \frac{\partial R}{\partial L} \delta L .
\]

(17)

We observe that \( \frac{\partial E}{\partial x} = [0 \ 0 \frac{\partial E}{\partial x_3}] \) and that \( \frac{\partial E}{\partial x_3} < 0 \) (as shown in Figure 3-left). Computing explicitly (17) we get

\[
\frac{\partial r}{\partial L} = \frac{\mu_1}{\mu_2 \mu_4 + \mu_3} ,
\]

where

\[
\begin{align*}
\mu_1 &= s \omega_m \omega_u m_0 \frac{\partial E}{\partial x_3} < 0 \\
\mu_2 &= \omega_m \omega_u \omega_u - k_u s \frac{\partial E}{\partial x_3} > 0 \\
\mu_3 &= n \omega_m \omega_u \omega_u (\omega_m + m_0 p) > 0 \\
\mu_4 &= L - np M > 0 .
\end{align*}
\]

The latter inequality follows from

\[
np M = \frac{L}{c} \times \frac{m_1}{M} \times M = \frac{m_1}{c} L < L .
\]

Thus, from (18) and (19), we get \( \frac{\partial r}{\partial L} < 0 \) for any \( L > 0 \).

From the argument above we conclude that \( e = r(L) \) is strictly decreasing. This feature can be used to show contraction of the reduced system. The reduced system and its linearization read

\[
\dot{L} = \phi(r(L)) - \omega_L L \\
\delta \dot{L} = \frac{\partial \phi}{\partial r} \frac{\partial r}{\partial L} \delta L - \omega_L \delta L .
\]

(20)

(20) is a contractive dynamics, thus the equilibrium of the reduced system is globally exponentially stable.