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Abstract: The paper introduces sufficient conditions for input-to-state stability (ISS) of a class of impulsive systems with jump maps that depend on time. Such systems can naturally represent an interconnection of several impulsive systems with different impulse time sequences. Using a concept of ISS-Lyapunov function for subsystems a small-gain type theorem equipped with a new dwell-time condition to verify ISS of an interconnection has been proven.
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1. INTRODUCTION

Impulsive systems describe processes that combine continuous and discontinuous behavior. A variety of examples can be found in mathematical modelling of applications in logistics, robotics, population dynamics, etc. A basic mathematical theory of impulsive systems as well as fundamental results on existence and stability of solutions can be found in Samoilenko and Perestyuk (1987) and Lakshmikantham et al. (1989) and references therein.

Nearly at the same time the concept of input-to-state stability (ISS) for systems of ordinary differential equations has been introduced by Sontag (1989). ISS characterizes a behavior of solutions with respect to external inputs. Later it was also studied for discrete-time systems by Jiang and Wang (2001), switched systems by Mancilla-Aguilar and Garcia (2001) and hybrid systems by Cai and Teel (2005).

ISS properties of impulsive systems were firstly studied by Hespanha et al. (2005). Authors provided a set of Lyapunov-based sufficient conditions for establishing ISS with respect to suitable classes of impulsive time sequences. The same approach was used in Hespanha et al. (2008) to justify integral ISS property of impulsive systems.

An important question of ISS theory is establishing sufficient conditions for ISS of interconnected systems. The first results on the ISS property were given for two coupled continuous systems by Jiang et al. (1994) and for an arbitrarily large number \( n \in \mathbb{N} \) of coupled continuous systems by Dashkovskiy et al. (2007). Lyapunov versions of these so-called ISS small-gain theorems were proved by Jiang et al. (1996) (two systems) and by Dashkovskiy et al. (2010) \( n \) systems. Small-gain theorems for impulsive systems with and without time-delay were established by Dashkovskiy et al. (2012). A complementary result for infinite-dimensional impulsive systems were developed by Dashkovskiy and Mironchenko (2013).

The latest developments in the area of interconnections and systems of a large scale were made in a strongly related class of hybrid systems. We refer the reader to papers of Liberzon et al. (2014); Mironchenko et al. (2014); Sanfelice (2014) with the most recent small-gain theorems on ISS of hybrid systems. However, solutions to hybrid systems are defined on hybrid time domains, as opposed to the usual time defined on the real line. As it was mentioned in Hespanha et al. (2008), this leads to a distinct notion of ISS, and some systems that are ISS in impulsive framework are not ISS in the hybrid framework. This motivates an importance of investigation of explicitly impulsive systems apart from hybrid ones.

A significant lack of the previously developed results on interconnections of impulsive systems is that impulsive time sequences of each subsystem must coincide in order to apply known results. The reason for this is trivial: a composition of two impulsive systems with different impulsive time sequences falls out of a class of impulsive systems. Such interconnection requires a jump map to be different depending on time. Moreover, even simple real-processes (for instance in logistics, see Example 1) require for a jump map that varies from time to time.

The aim of this paper is to extend the notion of ISS to impulsive systems with jump maps that depend on time. The novelty of our results is twofold. First, such approach enables modelling of a wider class of processes with continuous and discontinuous dynamics. Second, an interconnection of two impulsive systems will become an impulsive system again. This enables a comprehensive stability analysis of interconnections which subsystems have different impulse time sequences.

The rest of the paper is organized as follows. Section 2 contains a short motivation for the framework extension. An extension of impulsive systems to the case of multiple
jump sets is proposed in Section 3. A Lyapunov-like sufficient conditions for ISS of impulsive system along with an appropriate dwell-time condition are presented in Section 4. A small-gain type theorem for a network of two impulsive systems with different impulse time sequences is presented in Section 5. A discussion and a short conclusion complete the paper.

2. MOTIVATION

Well-known ISS results (Hespanha et al. (2008); Dashkovskiy et al. (2012); Dashkovskiy and Mironchenko (2013)) for impulsive systems were developed for a system of the type

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t)), & t \notin \{t_k, k \in \{1, 2, \ldots\}\}, \\
x(t) &= g(x^-(t), u^-(t)), & t = t_k, k \in \{1, 2, \ldots\}
\end{align*}
\]

where \( \{t_1, t_2, t_3, \ldots\} \) is a strictly increasing sequence of impulse times in \((t_0, \infty)\) for some initial time \( t_0 \); the state \( x(t) \in \mathbb{R}^N \) is absolutely continuous between impulses; input \( u(t) \in \mathbb{R}^M \) is locally bounded and Lebesgue-measurable function; \( f \) and \( g \) are functions from \( \mathbb{R}^N \times \mathbb{R}^M \) to \( \mathbb{R}^N \), with \( f \) locally Lipschitz. The state \( x \) and the input \( u \) are assumed to be right-continuous, and to have left limits at all times. We denote by \((-)\) the left-limit operator, i.e., \( x^-(t) = \lim_{\tau \to t^-} x(\tau) \). However system (1) does not cover a variety of many real processes. Consider the following

Example 1. Let the number \( x \in \mathbb{R}_{\geq 0} \) of goods in a storage be continuously decreasing proportionally to the number of items with rate coefficient \( 0.2 \). But every odd day \( (T_1 = \{1, 3, 5, \ldots\}) \) a delivery truck doubles the number of items, and every even day \( (T_2 = \{2, 4, 6, \ldots\}) \) a delivery truck takes out 40% of items. The evolution of this process can be modelled as

\[
\begin{cases}
\dot{x}(t) = -0.2x(t), & t \notin T_1 \cup T_2, \\
x(t) = \begin{cases}
2x^-(t), & t \in T_1, \\
0.6x^-(t), & t \in T_2.
\end{cases}
\end{cases}
\]

System (2) does not fit into the class of systems (1) because its jump map depends on time. Numerical simulations show that a trivial solution to this system is likely to be globally asymptotically stable (see Figure 1). Moreover, if one adds inputs to the right-hand side of the equations the resulting system becomes ISS, however currently there are no theoretical result to verify this.

Another motivation to consider impulsive systems with jump map that depends on time appears while interconnecting several impulsive systems of a type (1) but with different impulse time sequences. Consider two systems of the type (1) with the states \( x_1 \), inputs \( u_1 \), flow and jump maps \( f_1 \) and \( g_1 \) respectively and impulse time sequences \( T_i = \{t_{i1}, t_{i2}, t_{i3}, \ldots\}, i = 1, 2 \). Let us interconnect these two systems in the following way

\[
\begin{align*}
u_1 &= h_2(u_2), & u_2 &= h_1(u_1)
\end{align*}
\]

with some functions \( h_1 \) and \( h_2 \). Then the entire interconnection will have the form

\[
\begin{cases}
\dot{x}(t) = f(x(t)), & t \notin T_1 \cup T_2, \\
\dot{g}_1(x^-(t)), & t \in T_1, t \notin T_2, \\
\dot{g}_2(x^-(t)), & t \notin T_1, t \in T_2, \\
\dot{g}_3(x^-(t)), & t \in T_1, t \in T_2,
\end{cases}
\]

where \( x(t) = (x_1(t), x_2(t))^T \) is the new state, \( f(x(t)) = (f_1(x_1(t), h_2(x_2(t))), f_2(x_2(t), h_1(x_1(t))))^T \) is the flow map and functions

\[
\begin{align*}
\dot{g}_1(x^-(t)) &= \left(g_1(x_1^-(t), h_2(x_2^-(t)))\right), \\
\dot{g}_2(x^-(t)) &= \left(g_2(x_2^-(t), h_1(x_1^-(t)))\right), \\
\dot{g}_3(x^-(t)) &= \left(g_3(x_2^-(t), h_1(x_1^-(t)))\right)
\end{align*}
\]

define jump maps in different situations (with respect to impulse time sequence). From (3) it is clear that interconnection of two impulsive systems is a system with three different jump maps depending on impulse time sequence. This simple interconnection cannot be written in the form of (1).

In the following sections we will develop sufficient conditions of ISS for systems of types (2), (3). This enables a comprehensive stability analysis of a wide class of processes that combine continuous and discontinuous dynamics as well as their interconnections.

3. EXTENDED IMPULSIVE SYSTEM

For every \( i = 1, \ldots, p, p \in \mathbb{N} \) let \( T_i = \{t_{i1}, t_{i2}, t_{i3}, \ldots\} \) be a strictly increasing sequence of impulse times in \((t_0, \infty)\) for some initial time \( t_0 \) and

\[
T = \bigcup_{i=1, \ldots, p} T_i, \quad \bigcap_{i=1, \ldots, p} T_i = \emptyset.
\]

We consider impulsive system with external inputs

\[
\begin{cases}
\dot{x}(t) = f(x(t), u(t)), & t \notin T, \\
x(t) = g_i(x^-(t), u^-(t)), & t \in T_i, i = 1, \ldots, p
\end{cases}
\]

where the state \( x(t) \in \mathbb{R}^N \) is absolutely continuous between impulses; input \( u(t) \in \mathbb{R}^M \) is locally bounded and Lebesgue-measurable function; \( f \) and \( g_i, i = 1, \ldots, p \) are functions from \( \mathbb{R}^N \times \mathbb{R}^M \) to \( \mathbb{R}^N \), with \( f \) locally Lipschitz. Given a sequence \( T_i, i = 1, \ldots, p \) and a pair of times \( s, t \) satisfying \( t > s > t_0 \), let \( N_i(t, s) \) denote the number of impulsive times \( t_{ik} \in T_i \) in the semi-open interval \((s, t]\).

Fig. 1. Numerical simulation of solution to system (2) with initial condition \( x(0) = 1 \).
As one may see, system (4) coincides with the system (1) when \( p = 1 \). Also, similarly to Samoilenko and Perestyuk (1987) and Lakshmikantham et al. (1989), system (4) allows for jump maps \( g_i \) to be different for every moment of impulsive jump \( (p = \infty) \). As it was shown previously, a natural representation of interconnected of two systems of the type (1) requires three sets of impulsive jumps \( T_1, T_2 \) and \( T_3 \) with the corresponding jump maps \( g_1, g_2 \) and \( g_3 \) \((p = 3)\).

To introduce appropriate notion of ISS, we recall the following standard definition: a function \( \alpha : [0, \infty) \rightarrow [0, \infty) \) is of class \( K \), and we write \( \alpha \in K \), when \( \alpha \) is continuous, strictly increasing, and \( \alpha(0) = 0 \). If \( \alpha \) is also unbounded, then we say it is of class \( K_{\infty} \), and we write \( \alpha \in K_{\infty} \). A continuous function \( \beta : [0, \infty) \times [0, \infty) \rightarrow [0, \infty) \) is of class \( KL \), and we write \( \beta \in KL \), when \( \beta(\cdot, t) \) is of class \( K \) for each fixed \( t \geq 0 \), and \( \beta(r, t) \) decreases to 0 as \( t \rightarrow \infty \) for each fixed \( r \geq 0 \).

**Definition 1.** For a given set of time sequences \( \tau_i \), \( i = 1, \ldots, p \) of impulse times we call system (4) input-to-state stable (ISS) if there exist functions \( \beta \in KL \) and \( \gamma \in K_{\infty} \), such that for every initial condition and every input \( u \), the corresponding solution to (4) exists globally and satisfies

\[
|\dot{x}(t)| \leq \max\{\beta(|x(t_0)|, t - t_0), \gamma(||u||_{(t_0, t)})\} \quad \forall t \geq t_0,
\]

where \( ||.||_{(t_0, t)} \) denotes the supremum norm on an interval \( J \).

**Definition 2.** System (4) is called uniformly ISS over a given set \( S \) of admissible sequences of impulse times if it is ISS for every sequence in \( S \), with \( \beta \) and \( \gamma \) independent of the choice of the sequence from the class \( S \).

**4. SUFFICIENT CONDITIONS FOR ISS**

For analysis of ISS of impulsive systems we adopt the concept of a candidate exponential ISS-Lyapunov function from Hespanha et al. (2008) and state it in the implication form.

**Definition 3.** Function \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) is called a candidate exponential ISS-Lyapunov function for (4) with rate coefficients \( c, d_1, d_2, \ldots, d_p \in \mathbb{R} \) if \( V \) is locally Lipschitz, positive definite, radially unbounded, and whenever \( V(x) \geq \gamma(||u||) \) holds it follows that

\[
\nabla V(x) \cdot f(x, u) \leq -cV(x) \quad \forall x \text{ a.e.,} \forall u, \quad (5)
\]

\[
V(g_i(x, u)) \leq e^{ad_i}V(x) \quad \forall x, u, i = 1, \ldots, p \quad (6)
\]

for some function \( \gamma \in K_{\infty} \). In (5), \( \forall x \text{ a.e.} \) should be interpreted as \( \forall x \) for every \( x \in \mathbb{R}^n \) except, possibly, on a set of zero Lebesgue-measure in \( \mathbb{R}^n \).

**Theorem 1.** (Uniform ISS). Let \( V \) be a candidate exponential ISS-Lyapunov function for (4) with rate coefficients \( c, d_1, \ldots, d_p \in \mathbb{R} \) with \( d_i \neq 0, i = 1, \ldots, p \). For arbitrary constants \( \mu, \lambda > 0 \), let \( S[\mu, \lambda] \) denote the class of impulse time sequences satisfying

\[
-\sum_{i=1}^{p} d_i N_i(t, s) - (c - \lambda)(t - s) \leq \mu \quad \forall t \geq t \geq t_0. \quad (7)
\]

Then the system (4) is uniformly ISS over \( S[\mu, \lambda] \).

**Proof.** The technique of the proof is based on the proof of Theorems 3.3 and 3.7 from Dashkovskiy et al. (2012). The difference is that by iteration over \( N(t_0, t) \) impulses on interval \((t_0, t)\) we obtain \( \sum_{i=1}^{p} d_i N_i(t_0, t) \) instead of \( dN(t_0, t) \).

**Remark 1.** In the case of a distinct jump map for every moment of impulsive jumps (the case of \( p = \infty \)), dwell-time condition (7) can be presented in the form

\[
- \sum_{t \in [s, t]} d_i (c - \lambda)(t - s) \leq \mu \quad \forall t \geq s \geq t_0.
\]

**Example 1 (revised).** Consider system with external input

\[
\begin{aligned}
\dot{x}(t) &= -0.2x(t) + u(t), & t \notin T_1 \cup T_2, \\
\dot{x}(t) &= \begin{cases} 2x^{-}(t) + u^{-}(t), & t \in T_1, \\
0.6x^{-}(t) + u^{-}(t), & t \in T_2 
\end{cases},
\end{aligned}
\]

with \( T_1 = \{1, 3, 5, \ldots\} \) and \( T_2 = \{2, 4, 6, \ldots\} \). System (8) possesses candidate exponential ISS-Lyapunov function \( V = |x| \) with \( c = 0.2, d_1 = -\ln 2 \) and \( d_2 = -\ln 0.6 \). It satisfies the dwell-time condition (7) with, for instance, \( \mu = -d_1 = \ln 2 \) and \( \lambda = 0.1 \). So system (8) is ISS. Moreover, it means that system with zero input (2) is globally asymptotically stable.

The dwell-time condition (7) firstly appears in this paper. It generalises the corresponding dwell-time condition from Hespanha et al. (2008) for the case of multiple jump maps. ISS property of system (8) cannot be verified using previously known results. Using the framework of measure differential equations with discontinuous inputs, a similar sufficient condition for asymptotic stability in terms of vectors fields were derived in Tanwani et al. (2015).

**5. INTERCONNECTED IMPULSIVE SYSTEMS**

Let two strictly increasing sequences of impulse times \( \tilde{T}_i = \{t_{i1}, t_{i2}, t_{i3}, \ldots\} \), \( i = 1, 2 \) be given and \( T := \tilde{T}_1 \cup \tilde{T}_2 \). We consider an interconnection of two impulsive systems with inputs of the form

\[
\begin{aligned}
\dot{x_1}(t) &= f_1(x_1(t), x_2(t), u_1(t)), & t \notin T, \\
x_1(t) &= g_1(x_1(t), x_2(t), u_1(t)), & t \in \tilde{T}_1, \\
x_2(t) &= f_2(x_2(t), u_2(t)), & t \notin T, \\
x_2(t) &= g_2(x_2(t), u_2(t)), & t \in \tilde{T}_2,
\end{aligned}
\]

\( i = 1, 2 \), where the state \( x_i(t) \in \mathbb{R}^{N_i} \) of the \( i \)th subsystem is absolutely continuous between impulses; \( u_i(t) \in \mathbb{R}^{M_i} \) is a locally bounded Lebesgue-measurable input, and \( x_i(t) \in \mathbb{R}^{N_i}, j \neq i \) can be interpreted as internal inputs of the \( i \)th subsystem. Furthermore, \( f_i : \mathbb{R}^{N_i} \times \mathbb{R}^{N_j} \times \mathbb{R}^{M_i} \rightarrow \mathbb{R}^{N_i} \) and \( g_i : \mathbb{R}^{N_i} \times \mathbb{R}^{N_j} \times \mathbb{R}^{M_i} \rightarrow \mathbb{R}^{N_i} \), and we assume that the \( f_i \) are locally Lipschitz for \( i = 1, 2 \). All signals \((x_1, x_2, u_1, u_2)\) are assumed to be right continuous and to have left limits at all times.

We define \( N := N_1 + N_2, M := M_1 + M_2, x := (x_1, x_2)^T, u := (u_1, u_2)^T, f := (f_1, f_2)^T, g := (g_1, g_2)^T \). and

\[
\begin{aligned}
\dot{x}(t) &= (g_1(x, u_2), g_2(x, u_2))^T, & t \in \tilde{T}_1, \\
g(x, u) &= (g_1(x, u_2), g_2(x, u_2))^T, & t \in \tilde{T}_2,
\end{aligned}
\]

such that the interconnected system (9) is of the form (4) with \( p = 3, T_1 := \tilde{T}_1 \setminus \tilde{T}_2, T_2 := \tilde{T}_2 \setminus \tilde{T}_1, \) and \( T_3 := \tilde{T}_1 \cap \tilde{T}_2 \).

To describe stability properties of the system (9) we adopt the definitions of ISS and ISS-Lyapunov function for subsystem from Dashkovskiy et al. (2012).

**Definition 4.** For given time sequences \( T_1 \) and \( T_2 \) of impulsive times we call the \( i \)th subsystem of (9) input-to-state stable (ISS) if there exist functions \( \beta_i \in KL \) and
\[ \gamma_{ij}, \gamma_i \in K_{\infty} \cup \{0\}, \]  

such that for every initial condition \( x_i(t_0) \) and every input \( u_i \), the corresponding solution to (9) exists globally and satisfies for all \( t \geq t_0 \)

\[ |x_i(t)| \leq \max\{\beta_{i}(|x_i(t_0)|, t), |t - t_0|, \max_{j \neq i}\gamma_{ij}(|x_j|), \gamma_i(|u_i(t)|)\}, \]

where \( i, j = 1, 2 \). Functions \( \gamma_{ij} \) are called gains.

Similarly, a Lyapunov function for a system with several inputs is defined as follows. Assume that for each subsystem of the interconnected system (9) there is a given function \( V_i : \mathbb{R}^{N_i} \rightarrow \mathbb{R}_+ \), which is continuous, proper, and locally Lipschitz continuous on \( \mathbb{R}^{N_i} \setminus \{0\} \).

Definition 5. For \( i = 1, 2 \), the function \( V_i \) is called an exponential ISS-Lyapunov function for the \( i \)-th subsystem of (9) with rate coefficients \( c_i, d_i \in \mathbb{R}_+ \) if, whenever \( V_i(x_i) \geq \max\{\max_{j \neq i}\gamma_{ij}(V_j(x_j)), \gamma_i(|u_i|)\} \) holds, it follows that

\[ \nabla V_i(x_i) \cdot f_i(x, u_i) \leq -c_i V_i(x_i) \quad \forall x \text{ a.e.}, \forall u_i \]

and for all \( x \) and \( u_i \) it holds that

\[ V_i(x_i, u_i) \leq \max\{|e^{-d_i} V_i(x_i)|, \max_{j \neq i}\gamma_{ij}(V_j(x_j)), \gamma_i(|u_i|)|}, \]

where \( \gamma_{ij}, \gamma_i \) are some functions from \( K_{\infty} \).

In general, even if all subsystems of (9) are ISS, the whole system may be not ISS. Moreover, since the moments of impulse jumps of each subsystem differ we are unable to employ known small-gain type theorems from Dashkovskiy et al. (2012) and Dashkovskiy and Mironchenko (2013). These theorems consider only one constant \( d \) that characterizes the influence of impulses for a given Lyapunov function. In our settings we have a distinct constant for each jump map. The only case to use previously developed results is to majorize system and consider the worst case approach assuming that the state of every subsystem updates at the moments of impulse jumps. This leads to \( d := \min_{i=1,\ldots,n} d_i \). However, such approach is too rough, which means that the ISS of interconnected system may not be verified, although the system possesses ISS property. In the following we prove less conservative Theorem 2. However this theorem also has a limited field of use. It will be discussed in more details in Section 6.

In this paper, to simplify relations and readability, we are concerned with an interconnection of impulsive systems that have exponential ISS-Lyapunov functions \( V_i \) with linear gains \( \gamma_{ij}(r) := \gamma_{ij} \cdot r, \gamma_i \cdot r > 0 \). However the proposed results can be extended to the case of non-exponential Lyapunov functions with nonlinear gains.

Theorem 2. Assume that each subsystem of (9) has an exponential ISS-Lyapunov function \( V_i, i = 1, 2 \) with corresponding linear gains \( \gamma_{12}, \gamma_{21} \) and rate coefficients \( c_1, c_2, d_1 \neq 0, d_2 \neq 0 \). Then, (9) can be written as (4). If

\[ \gamma_{12} \cdot \gamma_{21} < 1, \]

then there exists a constant \( s_1 > 0 \) such that the candidate exponential ISS-Lyapunov function for the whole system (4) can be chosen as

\[ V(x) := \max\left\{ \frac{1}{s_1} V_1(x_1), V_2(x_2) \right\}. \]

Its gain is given by

\[ \gamma(r) := \max\{e^{d_1}, e^{d_2}, e^{d_3}, 1\} \max\left\{ \frac{1}{s_1} \gamma_1(r), \gamma_2(r) \right\}, \]

and the rate coefficients are \( c := \min\{c_1, c_2\}, d_1 := \min\{d_1, -\ln s_1 \gamma_{12}, -\varepsilon\}, d_2 := \min\{d_2, -\ln s_1 \gamma_{21}, -\varepsilon\}, \) and \( d_3 := \min\{d_1, d_2, -\ln s_1 \gamma_{12}, -\ln s_1 \gamma_{21}\}, \) where \( \varepsilon > 0 \) is an arbitrary small constant. In particular, for all \( \mu, \lambda > 0 \) such that the dwell-time condition (7) holds, system (4) is uniformly ISS over \( S[\mu, \lambda] \).

Proof. Since small-gain condition (11) is satisfied, it follows from Jiang et al. (1996) that there exists a constant \( \sigma > 0 \) such that \( \gamma_{12} < \sigma < \gamma_{21} \). Let us define \( V \) as in (12) with \( s_1 = \frac{1}{\lambda} \) and show that this function is a candidate exponential ISS-Lyapunov function for system (4). It can be easily checked that this function is locally Lipschitz, positive definite, and radially unbounded.

Consider open domains \( M_1, M_2 \subset \mathbb{R}^N \setminus \{0\} \) defined by

\[ M_1 := \left\{ (x_1, x_2)^T \in \mathbb{R}^N \setminus \{0\} : \frac{1}{s_1} V_1(x_1) > V_2(x_2) \right\}, \]

\[ M_2 := \left\{ (x_1, x_2)^T \in \mathbb{R}^N \setminus \{0\} : V_2(x_2) > \frac{1}{s_1} V_1(x_1) \right\}. \]

Take an arbitrary \( \hat{x} = (\hat{x}_1, \hat{x}_2)^T \in M_1 \). It follows that there exists a neighborhood \( U \) of \( \hat{x} \) such that \( V(x) = \frac{1}{s_1} V_1(x_1) \) is differentiable for almost all \( x \in U \). We define \( \bar{\gamma}_1(r) := \frac{1}{s_1} \gamma_1(r), r > 0 \), and assume that \( V(x) \geq \bar{\gamma}_1(|u|) \). From the small-gain condition (11) it follows that

\[ V_1(x_1) = s_1 V_1(x) \geq \max\{\gamma_{12} V_2(x_2), s_1 \bar{\gamma}_1(|u|)\} \geq \max\{\gamma_{12} V_2(x_2), \bar{\gamma}_1(|u|)\}. \]

Then, from (10), we obtain that for almost all \( x \)

\[ \dot{V}(x) = -\frac{1}{s_1} \nabla V_1(x_1) \cdot f_1(x, u_1) \leq -\frac{1}{s_1} c_1 V_1(x_1) = -c_1 V(x). \]

Now take an arbitrary \( \hat{x} \in M_2 \). Analogously, there exists a neighborhood \( U \) of \( \hat{x} \) such that \( V(x) = V_2(x_2) \) is differentiable for almost all \( x \in U \). Assume that \( V(x) \geq \gamma_{21}(|u|) \). From the small-gain condition it follows that

\[ V_2(x_2) = V_2(x) \geq \max\{\gamma_{21} s_1 V_1(x_1), \gamma_{21}(|u|)\} \geq \max\{\gamma_{21} V_1(x_1), \gamma_{21}(|u|)\}. \]

Then, from (10), we obtain that for almost all \( x \)

\[ \dot{V}(x) = \nabla V_2(x_2) \cdot f_2(x_2, u_2) \leq -c_2 V_2(x_2) = -c_2 V(x). \]

We have shown that for \( c = \min\{c_1, c_2\} \) the function \( V \) satisfies (5) with \( \bar{\gamma}(r) = \max\{\frac{1}{s_1} \gamma_1(r), \gamma_2(r)\}, r > 0 \) for all \( \hat{x} \in M_1 \cup M_2 \).

To treat the points \( \hat{x} \in \mathbb{R}^N \setminus \{M_1 \cup M_2\} \) we need to consider three different cases corresponding to the jump maps \( g_1, g_2, \) and \( g_3 \):

\[ V(g_1(x, u), x_2) = \max\left\{ \frac{1}{s_1} V_1(g_1(x, u_1)), V_2(x_2) \right\} \]

\[ \leq \max\left\{ \frac{1}{s_1} \max\{e^{-d_i} V_1(x_1), \gamma_{12} V_2(x_2), \gamma_1(|u_1|)\}, V_2(x_2) \right\} \]

\[ \leq \max\left\{ \frac{1}{s_1} \max\{e^{-d_i} s_1 V(x), \gamma_{12} V_2(x_2), \gamma_1(|u_1|)\}, V_2(x_2) \right\} \]

\[ \leq \max\left\{ e^{-d_1} V(x), e^{\ln s_1 \gamma_{12}} V_2(x_2), e^{\theta} V(x), \frac{1}{s_1} \gamma_1(|u_1|) \right\} \]

\[ \leq \max\left\{ e^{-d_1} V(x), \gamma_1(|u_1|) \right\}, \]
where $d_1 := \min\{\tilde{d}_1, -\ln \frac{1}{\delta_1}, -\varepsilon\}$ with an arbitrary small constant $\varepsilon > 0$.

Define $\tilde{\gamma}(r) := e^{d_1} \tilde{\gamma}_1(r)$. If it holds that $V(x) \geq \tilde{\gamma}_1(r)$, it follows that

$$V(g_1(x, u)) \leq \max\{e^{d_1} V(x), \tilde{\gamma}_1(|u|)\} \leq e^{d_1} V(x)$$

for all $x$ and $u$, and $V$ satisfies (6) with $d_1$ and $\tilde{\gamma}_1$.

Now consider $V(g_2(x, u))$. If the analogues way one can prove that if it holds that $V(x) \geq \tilde{\gamma}_2(|u|)$, it follows that

$$V(g_2(x, u)) \leq e^{d_2} V(x)$$

for all $x$ and $u$, and $V$ satisfies (6) with $d_2 := \min\{d_2, -\ln \gamma_2, -\varepsilon\}$ and $\tilde{\gamma}_2(r) := e^{d_2} \gamma_2(r)$.

Finally, if it holds that $V(x) \geq \tilde{\gamma}_3(|u|)$, it follows that

$$V(g_3(x, u)) \leq e^{d_3} V(x),$$

for all $x$ and $u$, and $V$ satisfies (6) with

$$d_3 := \min\{d_1, d_2, -\ln \frac{1}{\delta_1}, -\ln \gamma_2, -\ln \gamma_2\}$$

and $\tilde{\gamma}_3(r) := e^{d_3} \max\{\tilde{\gamma}(r), \gamma_2(r)\}$.

Define $\gamma(r) := \max\{e^{d_1}, e^{d_2}, e^{d_3}, 1\} \max\{1, \tilde{\gamma}_1(r), \tilde{\gamma}_2(r)\}$.

Then we conclude that $V$ is a candidate exponential ISS-Lyapunov function with rate coefficients $c_1, d_1, d_2, d_3$ and gain $\gamma$. Hence, from Theorem 1 it follows that system (9) is uniformly ISS over $S[\mu, \lambda]$ if the dwell-time condition (7) holds.

Note that if system (9) does not poses external inputs $u_i$, $i = 1, 2$ then Theorem 2 provides sufficient conditions for global asymptotic stability.

**Example 2.** Consider the interconnection of two impulsive systems

$$\begin{cases}
  x(t) = -(1 + \delta) x + e^{(1 + \delta)|x|} + |y|e^{\frac{|y|}{1 + \delta}}, & t \neq k, \\
  y(t) = -y(1 + e^{\frac{|y|}{1 + \delta}}) + |x|e^{\frac{|x|}{1 + \delta}}, & t = 2k, \\
  x(t) = 3x^{-}(t), & t = 2k - 1, \\
  y(t) = 2y^{-}(t), & t = 2k
\end{cases}$$

where $k \in \mathbb{N}, \delta > 0$, the state $(x, y) \in \mathbb{R} \times \mathbb{R}$. Consider functions $V_1(x) = |x|$ and $V_2(y) = |y|$. Then

$$\dot{V}_1(x) = \text{sign} x \left(-(1 + \delta) x + e^{(1 + \delta)|x|} + |y|e^{\frac{|y|}{1 + \delta}}\right)$$

$$\leq -(1 + \delta)|x| e^{(1 + \delta)|x|} + |y|e^{\frac{|y|}{1 + \delta}}$$

$$\leq -(1 + \delta) V_1(x) e^{(1 + \delta)V_1(x)} + V_2(y)e^{V_2(y)}$$

$$\leq -(1 + \delta) V_1(x)$$

if only

$$-(1 + \delta) V_1(x)e^{(1 + \delta)V_1(x)} + V_2(y)e^{V_2(y)} \leq 0.$$  

(14)

Consider function $\xi(s) = se^s \in \mathcal{K}_\infty$. Since for any constant $a \in \mathbb{R}_+$: $\xi(\alpha s) = a^\alpha \xi(a^\alpha)$ from (14) we get

$$\xi((1 + \delta) V_1(x)) \geq \xi(V_2(y)).$$

Since $\xi \in \mathcal{K}_\infty \tilde{V}_1(x) \leq -(1 + \delta) V_1(x)$ if $V_1(x) \geq \frac{1}{1 + \delta} V_2(y)$. We have proven that for the first subsystem there exists an exponential ISS-Lyapunov function with rate coefficient $c_1 = 1 + \delta$ and linear gain function with coefficient $\gamma_2 = \frac{1}{1 + \delta}$. Similarly, one can show that $V_2(y) = |y|$ is an exponential ISS-Lyapunov function for the second subsystem with rate coefficient $c_2 = 1$ and linear gain function with coefficient $\gamma_2 = 1$. It is obvious that the small-gain condition $\gamma_2 V_2 = \frac{1}{1 + \delta} < 1$ holds. Hence the continuous part of system (13) has an ISS dynamics and the corresponding candidate exponential ISS-Lyapunov function has the rate coefficient $c := \min\{c_1, c_2\} = 1$.

For the discrete part, the corresponding rate coefficients of the exponential ISS-Lyapunov functions for subsystems are $d_1 := -\ln 3 < 0$ and $d_2 := -\ln 2 < 0$. So the discrete dynamics play against stability of the network. Constant $s_1$ from (12) can be chosen in such a way that the rate coefficients of the candidate exponential ISS-Lyapunov function for the entire interconnection are $d_1 := d_1 = -\ln 3$ and $d_2 := d_2 = -\ln 2$. Since the moments of impulsive perturbations do not coincide, from Theorem 2 system (13) is GAS if there exist constants $\mu, \lambda > 0$ such that the dwell-time condition

$$\ln 3N_1(t, s) + \ln 2N_2(t, s) - (1 - \lambda)(t - s) \leq \mu$$

(15) holds for all $t \geq s \geq t_0$. It is easy to verify that there exists a sufficiently small constant $\lambda > 0$ such that the dwell-time condition (15) holds for $\mu = \ln 3$. So system (13) is GAS.

Note that previously known theorems are not applicable to the system (13). There is the only possibility to majorize system (13) assuming $u(t) = 3y^{-}(t)$, so the jump maps of subsystems coincide. Let us denote this system by (13') and show that this approach is unsuccessful for verifying GAS. From Dashkovskiy et al. (2012), the majorant system (13') is GAS if

$$\ln 3 (N_1(t, s) + N_2(t, s)) - (1 - \lambda)(t - s) \leq \mu$$

(16) holds for some $\mu, \lambda > 0$. However even for an arbitrary small $\lambda > 0$ there does not exist $\mu$ to satisfy (16) for all $t \geq s \geq t_0$. Consider semi-open intervals $(s, t) := (k, k + 2\tilde{i}], i \in \mathbb{N}$ and the corresponding sequence of $\mu_i$-th that satisfy (16):

$$\mu_i \geq \ln 3 + 2i \ln 3 - 2i(1 - \lambda) = \ln 3 + 2i (\ln 3 - 1 + \lambda).$$

Since for any $\lambda > 0$ the expression $\ln 3 - 1 + \lambda$ is positive, the sequence $\{\mu_i\}$ is strictly increasing and unbounded. So (16) does not hold and we cannot verify GAS of the majorant system (13') and consequently of the original system (13).

6. DISCUSSION AND CONCLUSION

Theorem 2 firstly proposes a small-gain type approach for stability analysis of interconnection of two impulsive systems with different impulse time sequences. A previously known theorems (Dashkovskiy et al. 2012; Dashkovskiy and Mironchenko (2013)) cannot be directly applied to such interconnection. In some cases a majorizing system with more frequent impulsive jumps of the state of each subsystem can be constructed. Additionally, these jumps should be of the worst nature towards stability: the resulting rate coefficient of the corresponding candidate exponential ISS-Lyapunov function will be estimated as $d \leq \min_{i=1,...,p} d_i$. This leads to an excessive conservativeness of the resulting conditions.
In this paper we have developed a more flexible tool for the study of such systems. It is worth to mention that in the case of two different time sequences, the resulting rate coefficient $d_1$ does not depend explicitly on $d_2$ and $d_2$ does not depend explicitly on $d_1$. In some particular cases, new theorem provides fairly accurate sufficient conditions for ISS of the interconnection. It is the case of ISS continuous dynamics $c_1, c_2 > 0$ and "bad" discrete ones ($d_1, d_2 < 0$). We would like also to mention that if the times of impulse jumps of subsystems coincide, Theorem 2 reduces to the previously known propositions.

The main weakness of Theorem 2 is that it ignores a positive contribution of impulsive jumps towards ISS of the system. For example, let $d_1 > 0$. In the case of $t \in T_1 \setminus T_2$ the second part of the state remains unchanged since it is updated according to the rule $x_2(t) = x_2^0(t)$. Using the worst-case approach, it leads to a conclusion that this impulse does not contribute to stability. That is why the conditions of the Theorem 2 for the case of $d_1$s of different signs are more conservative, but it is still valid. Theorem 4.2 from Dashkovskiy et al. (2012) and Theorem 4 from Mironchenko et al. (2014) face a similar problem even to a greater extent since the resulting rate coefficient $d \leq \min_{i=1,\ldots,p} d_i$ in theirs setting. It means that even a single jump map with "bad" dynamics ($d_i < 0$) leads to the ignorance of positive contribution of all other jump maps.

The ignorance of contribution of "good" impulses ($d_1, d_2 > 0$) makes Theorem 2 inapplicable to study the case of unstable continuous dynamics of some subsystem ($c_i < 0$) in most cases (excluding completely "good" discrete dynamics ($d_1, d_2 > 0$) and coincidence of impulsive jumps of subsystems), due to inability to satisfy dwell-time condition (7). One of the potential way to overcome this limitation is to construct a new exponential ISS-Lyapunov function for the subsystems with new rate coefficients $\tilde{c}_i, \tilde{d}_i$ such that $\tilde{c}_i > 0$ for all $i$ as it is suggested in Mironchenko et al. (2014). However such approach leads to substantial increase of internal gains. It is out of the scope of current paper, but it is a good way to prolong this research.

The question of how to account and estimate different types of influences caused by different parts of system in a flexible and precise manner still remains open.
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