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Abstract. For a broad class of point processes, including determinantal point processes, we construct associated marked and conditional ensembles, which allow to study a random configuration in the point process, based on information about a randomly incomplete part of the configuration. We show that our construction yields a well behaving transformation of sufficiently regular point processes. In the case of determinantal point processes, we explain that special cases of the conditional ensembles already appear implicitly in the literature, namely in the study of unitary invariant random matrix ensembles, in the Its-Izergin-Korepin-Slavnov method to analyze Fredholm determinants, and in the study of number rigidity. As applications of our construction, we show that a class of determinantal point processes induced by orthogonal projection operators, including the sine, Airy, and Bessel point processes, satisfies a strengthened notion of number rigidity, and we give a probabilistic interpretation of the Its-Izergin-Korepin-Slavnov method.

1. Introduction

1.1. Background and motivation. Determinantal point processes (DPPs) are point processes whose correlation functions can be written as determinants of a correlation kernel, and for which average multiplicative statistics are Fredholm determinants. Prominent examples of DPPs are the eigenvalue distributions of a large class of random matrix ensembles, distributions of particles in asymmetric exclusion processes and tiling models, distributions of non-intersecting random paths, and the zeros of Gaussian analytic functions. They are special cases of repulsive point processes, in which one can study relevant probabilistic quantities through the analysis of the correlation kernel and associated Fredholm determinants [1, 46, 48, 55, 56, 60].

A groundbreaking discovery for the development of random matrix theory and more generally the study of DPPs has been the observation of Wigner and Dyson and their collaborators in the 1960s that energy levels of heavy nuclei can be accurately modelled by eigenvalues of random matrices. Despite his spectacular contributions, when Dyson looked back at his work on heavy nuclei in 2002 during the MSRI program Recent Progress in Random Matrix Theory and Its Applications, he explained [38] that the practical implications of his work on random matrices in nuclear physics were disappointing, because detectors were imperfect, and missing or spurious energy levels corrupted the data. Inspired by this, Dyson raised the question to develop error-correcting code for random matrix eigenvalues: given an imperfect observed spectrum of a random matrix, can one detect missing or spurious eigenvalues? This would not be possible for point processes with independent points, because the positions of a
fraction of the points in the process do not carry any information about the other points. In strongly correlated point configurations such as random matrix eigenvalues or DPPs, one can however hope to extract information based on incomplete data. According to [38], Dyson did not suggest this direction of research because of its importance in nuclear physics, but purely because he believed it would lead to interesting mathematics. This question has been explored by Bohigas and Pato [8, 9] using randomly thinned random matrix eigenvalues, and has been picked up in the mathematics literature with the study of random thinnings of DPPs [5, 15, 16, 17, 18, 28, 29, 30, 31, 41], but a general mathematical theory for extracting information from the observation of randomly thinned DPPs has not been developed so far.

However, in the same spirit of attempting to extract information about DPPs from a partial observation, the remarkable property of number rigidity has recently been investigated. Informally, a point process is said to be number rigid if the configuration of points outside any bounded set determines almost surely the number of points inside the set. Important DPPs like the sine, Airy, and Bessel point processes arising in random matrix theory, are known to be number rigid [21, 43, 45, 55], and in the case of the sine process, the distribution of the points inside a bounded set, conditioned on the configuration of points outside the set, has been studied and proved to converge to the sine process when the size of the interval grows [52].

In this work, for any sufficiently regular point process, and in particular for any DPP, we introduce a family of marked and conditional point processes which allow to formalize the following question: *Given a randomly incomplete sample of the point process, what can we say about the missing points?* Although these point processes have, to the best of our knowledge, not been introduced and studied on a general basis, special cases of them do already appear in the literature in various contexts, as we will explain in more detail later; firstly, unitarily invariant Hermitian random matrix ensembles are a special case of conditional ensembles associated to the Gaussian Unitary Ensemble (GUE); secondly, special cases of the conditional ensembles arise naturally in the Its-Izergin-Korepin-Slavnov (IIKS) [47] method to characterize Fredholm determinants via Riemann-Hilbert problems; and finally, special cases of the conditional ensembles have been studied in relation to number rigidity.

Our objectives are:

1. to construct the marked and conditional ensembles rigorously;
2. to prove that the conditional ensembles define a well-behaving transformation which preserves the structure of DPPs and of several interesting subclasses of DPPs;
3. to introduce a refined notion of number rigidity and to show that important DPPs like the sine, Airy, and Bessel DPPs satisfy this notion of rigidity;
4. to illustrate that the IIKS method provides an effective framework to study the conditional ensembles via Riemann-Hilbert methods.

1.2. DPPs: generalities and main examples. Consider a measure space \((\Lambda, \mathcal{B}_\Lambda, \mu)\), with \(\Lambda\) a complete separable metric space, \(\mathcal{B}_\Lambda\) the Borel \(\sigma\)-algebra, and \(\mu\) a locally\(^1\) finite positive Borel measure on \(\Lambda\), i.e. satisfying \(\mu(B) < \infty\) for any bounded \(B \in \mathcal{B}_\Lambda\). We will be mainly interested in \(\Lambda = \mathbb{R}\) with the Lebesgue measure or \(\Lambda\) the unit circle in the complex plane with the arc length measure, and the reader may prefer to keep only these examples in mind for the sake of simplicity. Let \(\mathbb{P}\) be a simple point process on \(\Lambda\), i.e. a probability measure on the set \(\mathcal{N}(\Lambda)\) of locally finite point configurations in \(\Lambda\) (see Section 2 for a more precise definition of the probability space), such that there are a.s. no points with multiplicity \(> 1\). We can represent such a configuration \(\xi \in \mathcal{N}(\Lambda)\) as a locally finite counting measure

\[
\xi = \sum_{j \in J} \delta_{x_j},
\]

\(^1\)Here and for the rest of this paper, whenever we say that a property holds locally, we mean that it holds for any bounded Borel set.
where $J$ is a countable index set, and $x_j \in \Lambda$, $x_i \neq x_j$ when $i \neq j$. Recall (see e.g. [34, Section 9.4]) that a simple point process on $\Lambda$ is characterized uniquely by its Laplace functional

$$\mathcal{L} : B_+ (\Lambda) \to \mathbb{R}^+ : f \mapsto \mathcal{L}[f], \quad \mathcal{L}[f] = \mathbb{E} e^{-\sum_{x \in \text{supp} \xi} f(x)} = \mathbb{E} e^{-\int_{\Lambda} f \, dx},$$

where $B_+ (\Lambda)$ is the space of bounded non-negative measurable functions $f : \Lambda \to [0, +\infty)$ with bounded support.

Some of our results hold for any sufficiently regular point process, but our main focus will be on DPPs, for which the correlation functions $\rho_k : \Lambda^k \to [0, +\infty)$ (see again Section 2 for details) of all orders exist and can be written in terms of a correlation kernel $K(x_i, x_j)$ in determinantal form:

$$\rho_k (x_1, \ldots, x_k) = \det (K(x_i, x_j))_{i,j=1}^k.$$

If $K : \Lambda^2 \to \mathbb{C}$ is the kernel of a locally trace class operator $K$ on $L^2 (\Lambda, \mu)$, then the Laplace functional is a Fredholm determinant:

$$\mathcal{L}[f] = \det \left( 1 - M \sqrt{1 - e^{-f}} \sqrt{1 - e^{-f}} \right),$$

with $M$ the multiplication operator with $g \in L^\infty (\Lambda, \mu)$ on $L^2 (\Lambda, \mu)$, and the determinant is given by Fredholm’s formula

$$\det (1 - M \sqrt{g} \sqrt{g}) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \int_{\Lambda^k} \det \left( \sqrt{g(x_i)} K(x_i, x_j) \sqrt{g(x_j)} \right)_{i,j=1}^k. $$

Note that the kernel $K$ might not be well defined on the diagonal of $\Lambda^2$, however we can always assume that $K(x, x)$ is chosen such that for any bounded Borel set $B$ the following holds (see [60]):

$$\text{Tr} \, K|_{L^2 (B, \mu)} = \int_B K(x, x) \, d\mu (x).$$

For notational convenience, let us introduce a change of variable in the Laplace functional and define the average multiplicative functional

$$L[\phi] := \mathbb{E} \prod_{x \in \text{supp} \xi} (1 - \phi (x)) = \mathcal{L} [- \log (1 - \phi)],$$

for $\phi : \Lambda \to [0, 1]$ measurable and with bounded support, such that $L[\phi] = \det \left( 1 - M \sqrt{\phi} \sqrt{\phi} \right)$ if $\mathcal{P}$ is the DPP with kernel of the operator $K$.

Besides DPPs, it will be insightful to keep in mind the example of a Poisson point process with bounded locally integrable intensity $\rho : \Lambda \to [0, +\infty)$, for which

$$\rho_k (x_1, \ldots, x_k) = \prod_{j=1}^k \rho (x_j).$$

In Sections 3–5, we will consider some important subclasses of DPPs, which we already define now.

**Example 1.1. Orthogonal polynomial ensembles (OPEs).** Let $N$ be a positive integer and consider the point process consisting of configurations of $N$ real points $x_1, \ldots, x_N$ with joint probability distribution

$$\frac{1}{Z_N} \Delta (x_1, \ldots, x_N)^2 \prod_{j=1}^N w(x_j) \, dx_j, \quad \Delta (x_1, \ldots, x_N) = \prod_{1 \leq i < j \leq N} (x_j - x_i),$$

where $Z_N$ is a normalization constant, and $w(x)$ is a non-negative integrable weight function decaying sufficiently fast as $x \to \pm \infty$, such that all the moments $\int_{\mathbb{R}} x^k w(x) \, dx$, $k \in \mathbb{N}$, exist. If $w(x) = e^{-2N x^2}$, this is the distribution of the (re-scaled, such that the eigenvalues follow a semi-circle law on $[-1, 1]$) eigenvalues of a random matrix from the GUE. If $w(x) = x^\alpha e^{-N x^2} 1_{[0, +\infty)} (x)$ with $\alpha > -1$, it is the distribution of the eigenvalues of a random matrix in the Laguerre-Wishart ensemble. More generally,
if \( w \) takes the form \( w(x) = e^{-NV(x)} \) with \( V \) real analytic and growing sufficiently fast at \( \pm \infty \), (1.6) is the eigenvalue distribution of a random matrix in the unitary invariant ensemble

\[
\frac{1}{Z_N} e^{-N\text{Tr}V(M)} dM,
\]

with \( dM \) the Lebesgue measure on the space of \( N \times N \) Hermitian matrices, and \( \hat{Z}_N \) a normalization constant.

Similarly, let \( N \) be a positive integer and consider the point process consisting of configurations of \( N \) points \( e^{it_1}, \ldots, e^{it_N} \) on the unit circle in the complex plane with joint probability distribution

\[
\frac{1}{Z_N} \prod_{1 \leq j < k \leq N} |\Delta(e^{it_1}, \ldots, e^{it_N})|^2 \prod_{j=1}^{N} w(e^{it_j}) dt_j, \quad t_j \in [0, 2\pi),
\]

where \( Z_N \) is a normalization constant, and \( w(e^{it}) \) is a non-negative integrable weight function. If \( w(e^{it}) = 1 \), this is the distribution of the eigenvalues of a random matrix from the Circular Unitary Ensemble (CUE), or in other words a Haar distributed \( N \times N \) unitary matrix.

It is well-known that the above OPEs are DPPs, with correlation kernel \( K_N \) built out of orthogonal polynomials on the real line or on the unit circle. We will study these ensembles in more detail in Section 4.

Example 1.2. DPPs induced by orthogonal projection operators. Consider a DPP with correlation kernel \( K \) whose associated integral operator \( K \) on \( L^2(\Lambda, \mu) \), defined by

\[
Kf(x) = \int_{\Lambda} K(x, y) f(y) d\mu(y),
\]

is a locally trace class orthogonal projection onto a closed subspace \( H \) of \( L^2(\Lambda, \mu) \). As we will see, the OPEs from Example 1.1 are of this form, and the associated projection operators are then of rank \( N \). We recall from [60] that a DPP defined by the kernel of a Hermitian locally trace class operator \( K \) has the property that the number of particles is a.s. equal to \( N \), i.e. \( P(\xi(\Lambda) = N) = 1 \), if and only if \( K \) is a projection operator of rank \( N \). We will also consider DPPs induced by infinite rank projection operators. Such DPPs arise for instance when taking scaling limits of the kernels \( K_N \) from Example 1.1; we mention the DPPs defined by the sine kernel, the Airy kernel, the edge Bessel kernel, and the bulk Bessel kernel [35, 51]. More complicated kernels associated to Painlevé equations and hierarchies (see [37] for an overview), arising as double scaling limits of OPEs, are also of this form. We will consider such DPPs and derive rigidity results for some of them in Section 3.

Example 1.3. DPPs with integrable kernels. In line with the terminology of Its, Izergin, Korepin, and Slavnov [47], we say that a kernel \( K(x, y) \) is \( k \)-integrable if it can be written in the form

\[
K(x, y) = \frac{\sum_{j=1}^{k} f_j(x)g_j(y)}{x - y} \quad \text{with} \quad \sum_{j=1}^{k} f_j(x)g_j(x) = 0,
\]

for some functions \( f_j, g_j : \Lambda \to \mathbb{C} \), \( j = 1, \ldots, k \). The previous examples of OPEs on the real line and on the unit circle are 2-integrable, and so are the sine point process, the Airy point process, and the Bessel point processes.

There are however many DPPs with integrable kernels that are not induced by projection operators. Indeed, if a kernel \( K(x, y) \) defines a DPP on \( \Lambda \), then any kernel of the form \( \phi(x)K(x, y) \) with \( \phi : \Lambda \to [0, 1] \) measurable also defines a DPP, namely the random thinning of the original DPP realized by removing each particle \( x \) in the support of a random point configuration \( \xi \) independently with probability \( 1 - \phi(x) \) [53]. If \( K(x, y) \) is of integrable form, it is easy to see that the same is true for \( \phi(x)K(x, y) \), but even if \( K(x, y) \) defines an orthogonal projection operator, \( \phi(x)K(x, y) \) in general does not define a projection operator. DPPs with integrable kernels will be our topic of interest in Section 5.
1.3. Marking and conditioning: informal construction and statement of results. For any sufficiently regular point process \( P \), we can construct an associated marked point process in which we assign a random mark to each point independently. If the random mark is a Bernoulli random variable taking the value 0 or 1, then the marked point process is a point process on \( \Lambda \times \{0, 1\} \), in which we interpret the points with mark 1 as visible or observed particles, and the points with mark 0 as invisible or unobserved particles. Concretely, we mark the points in the DPP by introducing a measurable marking function \( \theta : \Lambda \to [0, 1] \), and by assigning mark 1 to particle \( x \) in a configuration of the DPP with probability \( \theta(x) \), and mark 0 with probability \( 1 - \theta(x) \). We denote the resulting marked point process as \( P_\theta \). The random marking splits a configuration \( \xi \) on \( \Lambda \) into configurations \( \xi_0 \) and \( \xi_1 \), where \( \xi_b \) is the configuration \( \xi \) restricted to the points with mark \( b \). We denote \( P_{\theta}^0, b = 0, 1 \), for the marginal probability distribution of \( \xi_b \), which is a random position-dependent thinning of the ground process \( P \). We will introduce these marked point processes in detail in Section 2, and gather some of their general properties in Proposition 2.2.

In the remaining part of this section, for the sake of simplicity, we will present our main results about these conditional ensembles only in the case where \( P \) is a DPP. We note however that most of our results hold for more general point processes. The theorems stated below are thus special cases of more general results, stated in full generality and proved in later sections.

In the simplest case, we condition on the event that no points have mark 1 (in other words, there are no observed particles). If this event has non-zero probability, then the resulting conditional point process, which we will denote as \( P_{\theta|\emptyset} \), is defined in the classical sense, and configurations in this point process have support in \( \Lambda \times \{0\} \). Hence, by omitting the marks, we can identify configurations in this point process with configurations on \( \Lambda \), and identify \( P_{\theta|\emptyset} \) with a point process on \( \Lambda \). The following result about the point process transformation \( P \mapsto P_{\theta|\emptyset} \), which is part of the more general Theorem 2.4 in Section 2, will be fundamental for our concerns.

**Theorem 1.1.** Let \( P \) be the DPP with kernel \( K \) of a locally trace class operator \( K \) and let \( \theta : \Lambda \to [0, 1] \) be measurable and such that \( M_{\gamma \sqrt{\sigma + 1}} K M_{\gamma \sqrt{\sigma + 1}} \) is trace class for any bounded Borel set \( B \), and

\[
\mathbb{P}^\theta(\xi_1(\Lambda) = 0) = \det(1 - M_{\gamma \sqrt{\sigma}} K M_{\gamma \sqrt{\sigma}}) > 0.
\]

Then \( P_{\theta|\emptyset} \) is also a DPP, defined by the kernel of the \( L^2(\Lambda, \mu) \)-operator

\[
(1.10) \quad M_{1 - aK}(1 - M_0 K)^{-1}.
\]

**Remark 1.2.** If the locally trace-class operator \( K \) is self-adjoint, it induces a DPP if and only if \( 0 \leq K \leq 1 \) [60]. In this case, the condition that \( M_{\gamma \sqrt{\sigma + 1}} K M_{\gamma \sqrt{\sigma + 1}} \) is trace class for any bounded Borel
set $B$, is equivalent to $\int (\sqrt{\theta(x)} + 1_B(x))^2 K(x, x) d\mu(x) < \infty$, which is automatically satisfied whenever $\int \theta(x) K(x, x) d\mu(x) < \infty$, if $K(x, x)$ is locally integrable. The trace class condition is then practical to verify in concrete situations. However, for non-self-adjoint operators $K$, $\text{Tr} K < \infty$ does not imply $K$ being trace class, and then the condition that $M_{\sqrt{\sigma}+1} K M_{\sqrt{\sigma}+1}$ is trace class cannot be verified directly by computing a trace. In such cases, one rather tries to prove that an operator is a composition of Hilbert-Schmidt operators, to prove that it is trace class.

Remark 1.3. Since

$$K(1 - M_0 K)^{-1} = (1 - KM_0)^{-1} K = K + KM_0 (1 - M_0 KM_0)^{-1} M_0 K,$$

the operator $K(1 - M_0 K)^{-1}$ indeed exists provided that $\det(1 - M_0 KM_0) > 0$. If $K$ is self-adjoint, the operator $(1.10)$ is in general not self-adjoint, however the operator

$$M_{\sqrt{1-\theta}} K(1 - M_0 K)^{-1} M_{\sqrt{1-\theta}}$$

is self-adjoint, and it is readily verified that this operator induces the same DPP $\mathbb{P}_\theta$. If $K$ is a projection, then it is easily seen that $(1.10)$ is equal to the conjugation $(1 - M_0 K) K (1 - M_0 K)^{-1}$ of $K$.

The probability to observe a given non-empty finite configuration of points in the marked point process will typically be zero, but we can still, $\mathbb{P}_\theta$-a.s., condition on such events by making use of disintegration and reduced Palm measures (see Section 2 for details). Given a mark 1 configuration $v = \{v_1, \ldots, v_m\}$, we will denote this conditional ensemble, which we will define properly in Section 2.4 below, as $\mathbb{P}_\theta^v$.

Before stating our main result about $\mathbb{P}_\theta$ in the case where $\mathbb{P}$ is a DPP, we need to introduce the reduced Palm measure $\mathbb{P}_v$ of $\mathbb{P}$ associated to a point $v \in \Lambda$. This represents the conditional ensemble obtained by first conditioning $\mathbb{P}$ on the event $v \in \text{supp} \xi$, and then removing the point $v$ from the configuration. If $\mathbb{P}$ is the DPP with kernel $K$ and if $K(v, v) > 0$, then $[58]$ $\mathbb{P}_v$ is also a DPP, with kernel

$$K_v(x, y) = \frac{\det \left( \begin{array}{cc} K(x, y) & K(x, v) \\ K(v, y) & K(v, v) \end{array} \right)}{K(v, v)}.$$  

Similarly, we can condition $\mathbb{P}$ on the presence of a finite number of distinct points $v = \{v_1, \ldots, v_m\}$. This is consistent in the sense that the reduced Palm measure $\mathbb{P}_v = \mathbb{P}_{v_1, \ldots, v_m}$ is, for $\mu^{\otimes m}$-a.e. $v \in \Lambda^m$ such that $\det(K(v_k, v_l))_{k, l=1}^m > 0$, equal to the measure $((\mathbb{P}_{v_1} v_2 \ldots v_m)_{v_m})$ obtained by iteratively conditioning on $v_1, \ldots, v_m$, for any chosen order of the points. Let us for notational convenience write $K(v, v)$ for the $n \times n$ matrix $K(v_k, v_l)_{k, l=1}^n$, $K(x, v)$ for the row vector $(K(x, v_k))_{k=1}^n$, and $K(v, y)$ for the column vector $(K(v_k, y))_{k=1}^n$. If $\mathbb{P}$ is a DPP with kernel $K$ and if $\det K(v, v) > 0$, then $\mathbb{P}_v$ is the DPP with kernel given by

$$K_v(x, y) = \frac{\det \left( \begin{array}{cc} K(x, y) & K(x, v) \\ K(v, y) & K(v, v) \end{array} \right)}{\det K(v, v)},$$

which defines a finite rank perturbation of $K$. Let us also set for consistency the convention that when $v = \emptyset$, $\mathbb{P}_\emptyset = \mathbb{P}$ and $K_\emptyset = K$.

In analogy to and as a generalization of Theorem 1.1, we have the following result, which is part of the more general Theorem 2.7 below.

Theorem 1.4. If $\mathbb{P}$ is the DPP with locally trace class operator $K$ and $\theta \in L^\infty(\Lambda, \mu)$ is such that $M_{\sqrt{\sigma}+1} K M_{\sqrt{\sigma}+1}$ is trace class for any bounded Borel set $B$, then for $\mathbb{P}_\theta$-a.e. $\xi_1$, writing $v = \text{supp} \xi_1$, we have $\det (1 - M_{\sqrt{\sigma}} K v M_{\sqrt{\sigma}}) \neq 0$, and $\mathbb{P}_\theta^v$ is also a DPP, defined by the $L^2(\Lambda, \mu)$-operator

$$(1.13) \quad M_{1-\theta} K_v (1 - M_0 K_v)^{-1}.$$ 

Remark 1.5. This result implies that the class of DPPs is stable under the transformation $\mathbb{P} \mapsto \mathbb{P}_\theta^v$. More is actually true: as we will see, each of the subclasses of DPPs defined in Examples 1.1–1.3 are also stable, and in Assumptions 2.1 below, we will define a larger class of (not necessarily determinantal) point processes which is stable under this transformation.
Figure 2. Illustration of marking rigidity: at the top, we see the graph of a possible marking function $\theta$; at the bottom, a possible configuration of observed points $\delta_v$ and a possible configuration $\xi$ in the conditional ensemble $P^{\theta}_{\mid \emptyset}$. If $P$ is marking rigid, then the marking function $\theta$ and the observed configuration $\delta_v$ a.s. determine the number of points (6 in the picture) in the unobserved configuration $\xi$.

Section 2 will be devoted to the rigorous construction of the marked and conditional point processes $P^{\theta}, P^{\theta}_{\mid \emptyset}, P^{\theta}_{\mid v}$, and to the proofs of (generalizations of) the results stated above.

We should note that in the case where $\theta$ is the indicator function of a subset of $\Lambda$, all the above results are well-known, see e.g. [12, 22, 23].

1.4. Rigidity. In Section 3, we will study conditional ensembles corresponding to infinite configurations of mark 1 points $\delta_v := \sum_j \delta_{v_j} \in \mathcal{N}(\Lambda)$. In such cases, the disintegration theorem implies that one can still define $P^{\theta}_{\mid v}$. If $B \in \mathcal{B}_\Lambda$ is bounded and if $\theta = 1_{B^c}$ is the indicator function of the complement of $B$, then $P^{\theta}_{\mid v} = P^{1_{B^c}}_{\mid v}$ is connected to the notion of number rigidity in the following manner. A point process $P$ is said to be (number) rigid if for any bounded $B \in \mathcal{B}_\Lambda$, the conditional ensemble $P^{1_{B^c}}_{\mid v}$ has for $P^{1_{B^c}}_{\mid v}$-a.e. $\delta_v$ a deterministic number of points, or in other words if there exists a $\mathcal{C}(\Lambda)$-measurable function $\ell: \mathcal{N}(\Lambda) \to \mathbb{N} \cup \{0, \infty\}$ such that

$$P^{1_{B^c}}_{\mid v}(\xi(\Lambda) = \ell_v) = 1.$$

This property is trivially satisfied for DPPs defined by kernels of finite rank orthogonal projections, since the number of particles in these DPPs is deterministic. Remarkably, a wide class of DPPs defined by kernels of infinite rank locally trace class orthogonal projections are also known to be number rigid [43, 45, 21]. Conversely, it is known [44] that a DPP can only be number rigid if it is defined by a projection. The construction of marked and conditional ensembles naturally suggests the following stronger notion of rigidity, which requires that given a.e. configuration of mark 1 points, the number of mark 0 point is deterministic.

**Definition 1.6.** A point process $P$ is marking rigid if for any Borel measurable $\theta: \Lambda \to [0, 1]$, there exists a Borel measurable function

$$\ell : \mathcal{N}(\Lambda) \to \mathbb{N} \cup \{0, \infty\}: \delta_v \mapsto \ell_v$$

such that the following holds: for $P^{\theta}_{\mid v}$-a.e. $\delta_v$,

$$P^{\theta}_{\mid v}(\xi(\Lambda) = \ell_v) = 1.$$

Here $\xi(\Lambda)$ denotes the number of points of a random configuration $\xi$ in the set $\Lambda$.

The following result is a special case of Theorem 3.5.

**Theorem 1.7.** Let $P$ be a DPP induced by a locally trace class orthogonal projection $K$ such that the following holds: for any $\epsilon > 0$ and for any bounded $B \in \mathcal{B}_\Lambda$, there exists a bounded measurable function
\[ f : \Lambda \to [0, +\infty) \text{ with bounded support such that} \]
\[
    f|_{B} = 1, \quad \text{Var} \int_{\Lambda} f \, d\xi < \epsilon,
\]
where Var denotes the variance with respect to \( \mathbb{P} \). Then, \( \mathbb{P} \) is marking rigid.

**Remark 1.8.** It is well-known that the existence of a function \( f \) as in the above statement for any bounded \( B \in B_\Lambda \) and \( \epsilon > 0 \), implies number rigidity of the point process \( \mathbb{P} \) \([43, 45]\), and it is also known that such \( f \) exists if \( \mathbb{P} \) is a DPP with sufficiently regular 2-integrable kernel defining an orthogonal projection, such as the sine, Airy, and Bessel point processes \([21]\). We thus prove that these point processes are marking rigid.

**Remark 1.9.** The above result is trivial for DPPs induced by finite rank orthogonal projections, which a.s. have a deterministic number of points. For DPPs associated to infinite rank orthogonal projections, which have a.s. configurations with an infinite number of points, it is striking that the observation of a random (possibly infinite) part of a configuration determines a.s. the number of unobserved points.

### 1.5. Orthogonal polynomial ensembles

In Section 4, we will focus on the OPEs from Example 1.1, and we will show that conditional ensembles of OPEs are also OPEs, but with a deformed weight function, see Proposition 4.1. As a consequence, for \( \Lambda = \mathbb{R} \), we show that a large class of OPEs on the real line, which are eigenvalue distributions of unitarily invariant Hermitian random matrices, are in fact conditional ensembles of the GUE. We also give explicit expressions for the marginal distribution associated conditional ensembles in terms of Riemann-Hilbert problems via the IIKS method, and explain how this opens the door for asymptotic analysis and for deriving integrable differential equations associated to the conditional ensembles \( \mathbb{P}^\theta_{n,k} \). We will also be able to interpret Jacobi’s identity for Fredholm determinants in terms of the conditional ensembles \( \mathbb{P}^\theta_{[\theta]} \).

### 1.6. DPPs with integrable kernels and Riemann-Hilbert problems

In Section 5, we will consider DPPs associated to integrable kernels. We will show how we can characterize the kernels of the associated conditional ensembles in terms of Riemann-Hilbert problems via the IIKS method, and explain how this opens the door for asymptotic analysis and for deriving integrable differential equations associated to the conditional ensembles \( \mathbb{P}^\theta_{n,k} \). We will also be able to interpret Jacobi’s identity for Fredholm determinants in terms of the conditional ensembles \( \mathbb{P}^\theta_{[\theta]} \).

### 2. Construction of marked and conditional processes

#### 2.1. Preliminaries

We consider a measurable space \((\Lambda, B_\Lambda)\), where \( \Lambda \) is a complete separable metric space and \( B_\Lambda \) its Borel \( \sigma \)-algebra. We denote by \( \mathcal{N}(\Lambda) \) the set of locally finite Borel counting measures on \( \Lambda \), and by \( \mathcal{C}(\Lambda) \) the \( \sigma \)-algebra generated by cylinder sets of the form

\[
    C = \bigcap_{i=1}^n \{ \xi \in \mathcal{N}(\Lambda) : \xi(B_i) = k_i \},
\]

where \( B_1, \ldots, B_n \in B_\Lambda \) are disjoint and \( n, k_1, \ldots, k_n \) are non-negative integers. Note that we can identify \( \mathcal{N}(\Lambda) \) with the space of locally finite sets of points, counted with multiplicity. For configurations of distinct points, this means that we identify the counting measure \( \xi \) with its support. We consider a point process \( \mathbb{P} \) on \( \Lambda \), i.e. a probability measure on the complete separable metric space \( (\mathcal{N}(\Lambda), \mathcal{C}(\Lambda)) \).

For disjoint sets \( B_1, \ldots, B_n \in B_\Lambda \) and non negative integers \( k_1, \ldots, k_n \) such that \( \sum_{j=1}^n k_j = m \), the \( m \)-th factorial moment measure \( M_m \) of \( \mathbb{P} \) is the symmetric measure on \( \Lambda^m \) given by

\[
    M_m(B_1^{k_1} \times \cdots \times B_n^{k_n}) = \mathbb{P}(\xi(B_1)^{[k_1]} \cdots \xi(B_n)^{[k_n]}), \quad \text{with} \quad l^{[k]} = l(l-1)\cdots(l-k+1),
\]

if the average exists. Similarly, the \( m \)-th Janossy measure of \( \mathbb{P} \) (encoding its finite dimensional distributions) associated to \( B \in B_\Lambda \) is the symmetric measure on \( B^m \) given by

\[
    J_m^B(B_1^{k_1} \times \cdots \times B_n^{k_n}) = \mathbb{P}(\xi(B) = m, \xi(B_j) = k_j \text{ for } j = 1, \ldots, n),
\]

where \( \sum_{j=1}^n k_j = m \) and \( \bigcup_{j=1}^n B_j = B \).
Throughout this section, we will impose the following regularity assumptions on the point process $\mathbb{P}$ on $\Lambda$.

**Assumptions 2.1.**

There exists a locally finite positive Borel measure $\mu$ on $\Lambda$ such that:

1. The point process $\mathbb{P}$ is simple, i.e. for $\mu$-a.e. $x \in \Lambda$, $\mathbb{P}(\xi(\{x\}) \leq 1) = 1$;
2. $\mathbb{P}$ admits correlation functions of all orders, i.e. for any positive integer $m$ there exists a (symmetric) locally integrable function $\rho_m : \Lambda^m \to [0, +\infty)$ with respect to the measure $\mu^\otimes m$ on $\Lambda^m$ such that
   \[
   \text{d}M_m = \rho_m \text{d}^m \mu;
   \]
3. For any bounded $B \in \mathcal{B}_\Lambda$, there exists $\epsilon_B > 0$ such that
   \[
   \sum_{m=1}^{\infty} \frac{(1 + \epsilon_B)^m}{m!} \mu(M^m(B^m)) < \infty.
   \]

Under these assumptions, it is a classical fact [54, 60] that the correlation functions $\rho_m$ uniquely determine the point process $\mathbb{P}$. We also have [56] that for every bounded $B \in \mathcal{B}_\Lambda$, there exist locally integrable Janossy densities $j^B_m : \Lambda^m \to [0, +\infty)$ such that $\text{d}J^B_m = j^B_m \text{d}^m \mu$. Note that $j^B_m$ is only defined on $B^m$, however under Assumptions 2.1, we have the identity

\[
(2.2) \quad j^B(x) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{B^n} \rho(\mathbf{x} \cup \mathbf{y}) \text{d}^n \mu(\mathbf{y}),
\]

which allows to extend $j^B_m$ to $\Lambda^m$, since the series converges in the space of locally integrable functions on $\Lambda^m$. Here we abbreviated

\[
 j^B(x) := j^B_m(x_1, \ldots, x_m), \quad \rho(\mathbf{x}) := \rho_m(x_1, \ldots, x_m),
\]

because we interpret $\mathbf{x}$ either as a vector with $m$ components $x_1, \ldots, x_m$ or as a configuration $\{x_1, \ldots, x_m\}$ of $m$ (not necessarily distinct) points; $\rho(\mathbf{x} \cup \mathbf{y})$ then means $\rho_{m+n}(x_1, \ldots, x_m, y_1, \ldots, y_n)$ with $\mathbf{x} = (x_1, \ldots, x_m)$, $\mathbf{y} = (y_1, \ldots, y_n)$. This notation in which we neglect the order of the variables is justified because $\rho_m$ and $j^B_m$ are symmetric in their variables. Moreover, if Assumptions 2.1 (3) holds also globally, i.e. for $B = \Lambda$, we have

\[
(2.3) \quad \rho(\mathbf{x}) = \sum_{n=0}^{\infty} \frac{1}{n!} \int_{\Lambda^n} j^\Lambda(\mathbf{x} \cup \mathbf{y}) \text{d}^n \mu(\mathbf{y}).
\]

The above formulas continue to hold for $m = 0$ by adopting the conventions $\Lambda^0 = B^0 = \{\emptyset\}$, $J^B_0(\emptyset) = j^B(\emptyset) = \mathbb{P}(\xi(B) = 0)$, $M_0(\emptyset) = \mu(\emptyset) = 1$, $\mu^{\otimes 0} = \delta_0$.

Let us note first that the Poisson point process with locally bounded intensity $\rho : \Lambda \to [0, +\infty)$ on $(\Lambda, \mu)$ satisfies Assumptions 2.1 if $\mu$ is non-atomic, with correlation functions given by (1.5). Our interest goes in particular to DPPs, characterized by the kernel $K : \Lambda^2 \to \mathbb{C}$ of a locally trace class operator $K$ on $L^2(\Lambda, \mu)$. These point processes are simple [60], and the correlation functions are locally integrable and given by

\[
\rho(x_1, \ldots, x_m) = \det \left(K(x_j, x_k)\right)_{j,k=1}^m.
\]

The average multiplicative functional is a Fredholm determinant, recall (1.2)–(1.4). In particular, by (1.3), we have for any $\epsilon > 0$ and bounded $B \in \mathcal{B}_\Lambda$ that

\[
\sum_{m=0}^{\infty} \frac{(1 + \epsilon)^m}{m!} M_m(B^m) = \det(1 + (1 + \epsilon)M_{1_B} K M_{1_B}) < \infty.
\]

Hence, we can conclude that Assumptions 2.1 are satisfied when $\mathbb{P}$ is a DPP induced by a locally trace class operator $K$. 
2.2. Bernoulli marking. Given a point process satisfying Assumptions 2.1 and a measurable function \( \theta : \Lambda \to [0, 1] \), we now construct a marked point process \( \mathbb{P}^\theta \) on \( \Lambda \times \{0, 1\} \), by assigning to each point \( x \in \Lambda \) independently a random Bernoulli variable which takes the value 1 with probability \( \theta(x) \), and the value 0 with probability \( 1 - \theta(x) \). Let us define the measures \( \nu^\theta_x \) and \( \mu^\theta \) respectively on \( \{0, 1\} \) and \( \Lambda_{\{0,1\}} := \Lambda \times \{0, 1\} \) as

\[
(2.4) \quad \nu^\theta_x = (1 - \theta(x)) \delta_0 + \theta(x) \delta_1, \quad d\mu^\theta(x; b) = d\nu^\theta_x(b) d\mu(x), \quad x \in \Lambda, \quad b \in \{0, 1\}.
\]

This marked point process \( \mathbb{P}^\theta \) satisfies Assumptions 2.1 with \( \Lambda \) replaced by \( \Lambda_{\{0,1\}} \) and \( \mu \) by \( \mu^\theta \). The correlation functions are then simply given by

\[
(2.5) \quad \rho^\theta_m((x_1, b_1), \ldots, (x_m, b_m)) = \rho_m(x_1, \ldots, x_m),
\]

with respect to the measure \( \mu^\theta \), and hence do not depend on the marks. As a direct consequence of the expression for the correlation functions, if the ground process \( \mathbb{P} \) is determinantal and induced by the operator \( K \) on \( L^2(\Lambda, \mu) \) with kernel \( K : \Lambda^2 \to \mathbb{C} \), then the marked point process \( \mathbb{P}^\theta \) is also determinantal, induced by the operator \( K^\theta \) on \( L^2(\Lambda_{\{0,1\}}, \mu^\theta) \) with kernel

\[
(2.6) \quad K^\theta((x, b_x), (y, b_y)) := K(x, y),
\]

which is independent of the marks.

Now for \( b \in \{0, 1\} \) and for a marked configuration \( \xi_{0,1} \in \mathcal{N}(\Lambda_{\{0,1\}}) \), we define \( \xi_b \in \mathcal{N}(\Lambda) \) by

\[
(2.7) \quad \xi_b(B) = \xi_{0,1}(B \times \{b\}), \quad B \in \mathcal{B}_\Lambda,
\]

i.e. \( \xi_b \) is the configuration of points with mark \( b \), or equivalently

\[
(2.8) \quad \xi_b = \sum_{j, b_j = b} \delta_{x_j}, \quad \text{when} \quad \xi_{0,1} = \sum_j \delta_{(x_j, b_j)} = \xi_0 \otimes \delta_0 + \xi_1 \otimes \delta_1.
\]

As explained in the introduction, we interpret \( \xi_1 \) as the configuration of observed particles and \( \xi_0 \) as the configuration of unobserved particles. If we define the Borel measures \( \rho^\theta_b \) on \( \Lambda \) for \( b \in \{0, 1\} \) by

\[
(2.9) \quad d\rho^\theta_b(x) = \theta_b(x) d\mu(x), \quad \theta_1 = \theta, \quad \theta_0 = 1 - \theta,
\]

then the point processes \( \mathbb{P}^\theta_b \), \( b = 0, 1 \), obtained from \( \mathbb{P}^\theta \) via transportation through the maps \( \xi_{0,1} \mapsto \xi_b \), or in other words the marginal distributions of the mark \( b \) configurations, also satisfy Assumptions 2.1 with correlations functions \( \rho^\theta_b(x) = \rho(x) \) with respect to \( \mu^\theta_b \) and Janossy densities for any bounded \( B \in \mathcal{B}_\Lambda \) given by

\[
(2.10) \quad J^\theta_{B} (x) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{B^n} \rho(x \sqcup y) d\rho^\theta_B (y).
\]

Both point processes \( \mathbb{P}^\theta_0 \) and \( \mathbb{P}^\theta_1 \) on \( \Lambda \) are random independent thinnings of the ground point process \( \mathbb{P} \). If the ground process is determinantal and induced by the kernel of a locally trace class operator \( K \) on \( L^2(\Lambda, \mu) \), then so is \( \mathbb{P}^\theta_b \) with the same kernel, but now with the corresponding operator acting on \( L^2(\Lambda, \mu^\theta_b) \) [53].

Summarizing the above, we have proved the following result.

**Proposition 2.2.** Let \( \mathbb{P} \) satisfy Assumptions 2.1, and let \( \theta : \Lambda \to [0, 1] \) be measurable.

1. The marked point process \( \mathbb{P}^\theta \) satisfies Assumptions 2.1 with \( \Lambda \) replaced by \( \Lambda_{\{0,1\}} \) and \( \mu \) by \( \mu^\theta \); for \( b = 0, 1 \), the component \( \mathbb{P}^\theta_b \) satisfies Assumptions 2.1 with \( \mu_b \) ; in both cases the correlation functions are the same as those of the ground process \( \mathbb{P} \).

2. If \( \mathbb{P} \) is the DPP with kernel \( K \) on \( (\Lambda, \mu) \), then \( \mathbb{P}^\theta \) is the DPP with kernel \( K^\theta \) on \( (\Lambda_{\{0,1\}}, \mu^\theta) \). For \( b = 0, 1 \), the component \( \mathbb{P}^\theta_b \) is the DPP with kernel \( K \) on \( (\Lambda, \mu^\theta) \).

**Remark 2.3.** Observe the analogy with the corresponding result if \( \mathbb{P} \) is the Poisson point process with intensity \( \rho : \Lambda \to [0, +\infty) \) with respect to \( \mu \). Then \( \mathbb{P}^\theta \) is the Poisson point process with intensity \( \rho^\theta(x, b) = \rho(x) \) on \( \Lambda_{\{0,1\}} \) with respect to \( \mu^\theta_b \), and \( \mathbb{P}^\theta_b \) is the Poisson point process on \( \Lambda \) with intensity \( \rho \) with respect to \( \mu^\theta_b \).
2.3. Conditioning on an empty observation. Let us now assume, in addition to Assumptions 2.1, that the probability to have no mark 1 particles is non-zero, i.e.

\[(2.11) \quad \mathbb{P}^{\theta}(\xi_1(\Lambda) = 0) = \mathbb{E} \prod_{x \in \text{supp} \xi_1} (1 - \theta(x)) = L[\theta] > 0,\]

where we recall the definition of \(L[.]\) from (1.4). Then, we can condition \(\mathbb{P}^{\theta}\) on the event \(\xi_1(\Lambda) = 0\) in the classical sense and identify it with a point process on \(\Lambda\) by identifying \(\xi_{0,1}\) with \(\xi_0\), to obtain the conditional point process \(\mathbb{P}^{\theta}_{|\emptyset}\) on \(\Lambda\) defined by

\[(2.12) \quad \mathbb{P}^{\theta}_{|\emptyset}(\xi \in C) = \frac{\mathbb{P}^{\theta}(\xi_{0,1} \text{ is such that } \xi_0 \in C, \xi_1(\Lambda) = 0)}{\mathbb{P}^{\theta}(\xi_1(\Lambda) = 0)}, \quad C \in \mathcal{C}(\Lambda).\]

We write \(L^\theta_{|\emptyset}\) for the average multiplicative functional (1.4) corresponding to the probability \(\mathbb{P}^{\theta}_{|\emptyset}\). For \(K\) locally trace class on \((\Lambda, \mu)\) such that \(M_{\sqrt{\nu}}K \sqrt{\nu}\) is trace class and \(\det(1 - M_{\sqrt{\nu}}K \sqrt{\nu}) > 0\), let us introduce \(K^\theta_{|\emptyset}\) as the kernel of the integral operator

\[K(1 - M_{\theta}K)^{-1} : L^2(\Lambda, \mu) \to L^2(\Lambda, \mu), \quad K(1 - M_{\theta}K)^{-1}f(x) = \int_\Lambda K^\theta_{|\emptyset}(x, y)f(y)d\mu(y),\]

and \(K^\theta_{|\emptyset}\) as the operator with the kernel \(K^\theta_{|\emptyset}\) on \(L^2(\Lambda, \mu^\theta_{|\emptyset})\),

\[K^\theta_{|\emptyset} : L^2(\Lambda, \mu^\theta_{|\emptyset}) \to L^2(\Lambda, \mu^\theta_{|\emptyset}), \quad K^\theta_{|\emptyset}f(x) = \int_\Lambda K^\theta_{|\emptyset}(x, y)f(y)d\mu^\theta_{|\emptyset}(y).\]

**Theorem 2.4.** Let \(\theta : \Lambda \to [0, 1]\) be measurable and let \(\mathbb{P}\) be such that \(L[\theta] > 0\).

1. The point process \(\mathbb{P}^\theta_{|\emptyset}\) is well-defined and has average multiplicative functional

\[L^\theta_{|\emptyset}[\phi] = \frac{L[1 - (1 - \phi)(1 - \theta)]}{L[\theta]}.\]

If in addition \(\mathbb{P}\) satisfies Assumptions 2.1 and there exists \(\epsilon > 1\) such that \(L[-\epsilon\theta] < \infty\), then so does \(\mathbb{P}^\theta_{|\emptyset}\), with correlations functions with respect to \(\mu^\theta_{|\emptyset}\) given by

\[\rho^\theta_{|\emptyset}(x) = \frac{\rho^\theta_{\Lambda}^\theta(x)}{\mathbb{P}^\theta(\xi_1(\Lambda) = 0)}.\]

2. If \(\mathbb{P}\) is the DPP with kernel \(K\) of a locally trace class operator \(K\) and \(M_{\sqrt{\nu}}K \sqrt{\nu}\) is trace class for any bounded Borel set \(B\), then \(\mathbb{P}^\theta_{|\emptyset}\) is the DPP on \((\Lambda, \mu)\) with kernel of the integral operator (1.10) acting on \(L^2(\Lambda, \mu)\), or equivalently the DPP on \((\Lambda, \mu^\theta_{|\emptyset})\) with kernel \(K^\theta_{|\emptyset}\). Moreover, if \(K\) is self-adjoint then \(K^\theta_{|\emptyset}\) is self-adjoint.

**Proof.** (1) By definition of conditional probability, for \(\phi : \Lambda \to \mathbb{R}^+\) measurable, we have

\[L^\theta_{|\emptyset}[\phi] = \mathbb{E}^\theta_{|\emptyset} \prod_{u \in \text{supp} \xi_0} (1 - \phi(u)) = \frac{\mathbb{E} \prod_{x \in \text{supp} \xi_0} (1 - \phi(x))(1 - \theta(x))}{\mathbb{P}^\theta(\xi_1(\Lambda) = 0)} = \frac{\mathbb{E} \prod_{x \in \text{supp} \xi_0} (1 - \phi(x))(1 - \theta(x))}{L[1 - (1 - \phi)(1 - \theta)]} = \frac{L[1 - (1 - \phi)(1 - \theta)]}{L[\theta]}.\]

Now if \(\mathbb{P}\) is simple, then so is \(\mathbb{P}^\theta\) and a fortiori so is \(\mathbb{P}^\theta_{|\emptyset}\), and the inequality for \(\phi \geq 0\)

\[L^\theta_{|\emptyset}[-\phi] \leq \frac{L[-\phi]}{L[\theta]},\]

shows that \(\mathbb{P}^\theta_{|\emptyset}\) satisfies the third of Assumptions 2.1 whenever \(\mathbb{P}\) does. It thus remains to compute the correlation functions. Note first that \(L[-\epsilon\theta] < \infty\) implies that \(\mathbb{P}_1^\theta\) satisfies the third of Assumptions 2.1 with \(B = \Lambda\), so that the global Janossy densities \(j^\theta_{|\emptyset}\) are well-defined and given by (2.2). The computations hereafter then involve absolutely convergent series, and all the
needed results of integration theory may be applied. Let \( \eta = 1 - (1 - \theta)(1 - \phi) = \theta + (1 - \theta)\phi \), then

\[
L[\eta] = \sum_{n \geq 0} \frac{(-1)^n}{n!} \int_{\mathbb{R}^n} \rho_n(x) \prod_{j=1}^{n} \eta(x_j) \mathrm{d}^n \mu(x).
\]

Writing \( x = y \sqcup z \) and using the symmetry of the measure \( \rho_n(x) \mathrm{d}^n \mu(x) \) yields that each integral is equal to

\[
\sum_{l=0}^{n} \binom{n}{l} \int_{\mathbb{R}^n} \rho_n(y \sqcup z) \prod_{j=1}^{l} (1 - \theta(y_j)) \phi(y_j) \prod_{i=1}^{n-l} \theta(z_i) \mathrm{d}^n \mu(y \sqcup z),
\]

so that

\[
L[\eta] = \sum_{l \geq 0} \frac{(-1)^l}{l!} \int_{\mathbb{R}^n} \left[ \sum_{n \geq l} \frac{(-1)^{n-l}}{(n-l)!} \int_{\mathbb{R}^{n-l}} \rho(y \sqcup z) \mathrm{d}^n \mu(\eta)(y) \right] \prod_{j=1}^{l} (1 - \theta(y_j)) \phi(y_j) \mathrm{d}^l \mu_0(y).
\]

We recognize expression (2.2) for \( f_1^\Lambda \) in the integral. Dividing the previous equation by \( P^0(\xi_1(\Lambda) = 0) = L[\eta] \), we get an expression for \( L[\mu][\phi] \), and when \( \phi = -1_B \), this implies the existence of all factorial moment measure \( M^\theta_{m|0} \) of \( P^n_{\mu} \), given the estimate \( M^\theta_{m|0}(B^m) \leq L[\eta] \). Replacing \( \phi \) by \( w^\phi \) for \( w \in \mathbb{C} \) with a small enough modulus, we obtain a power series in \( w \) and we can read off the expressions for the correlation functions \( \mathrm{d}M^\theta_{m|0} = \rho^\theta_m \mathrm{d}^m \mu^\theta_0 \) by looking at each power of \( w \).

(2) Let \( (B_n)_{n \in \mathbb{N}} \) be an exhausting increasing sequence of bounded Borel subsets of \( \Lambda \), and let \( K_n = M_{1,n} K M_{1,n} \). By (1.2)–(1.4), the associated conditional ensemble \( (P_{n})^\theta_{0} \) has average multiplicative functional equal to

\[
\frac{\det (1 - M_{\phi + \theta - \phi} K_n)}{\det (1 - M_{\phi} K_n)} = \det \left[ ((1 - M_{\phi} K_n) - M_{\phi} M_{1 - \phi} K_n)(1 - M_{\phi} K_n)^{-1} \right]
\]

so that \( (P_{n})^\theta_{0} \) is also determinantal on \((\Lambda, \mu)\) with kernel of the integral operator

\[
M_{1 - \phi} K_n (1 - M_{\phi} K_n)^{-1}.
\]

The left hand side in the above identity is equal to \( \frac{\det \left( 1 - M_{\sqrt{\phi + \theta - \phi}} K M_{\sqrt{\phi + \theta - \phi}} \right)}{\det \left( 1 - M_{\sqrt{\phi}} K M_{\sqrt{\phi}} \right)} \), and as \( n \rightarrow \infty \), it converges to

\[
\frac{\det \left( 1 - M_{\sqrt{\phi + \theta - \phi}} K M_{\sqrt{\phi + \theta - \phi}} \right)}{\det \left( 1 - M_{\sqrt{\phi}} K M_{\sqrt{\phi}} \right)} = L^0[\phi],
\]

since \( M_{\sqrt{\phi + \theta - \phi}} K M_{\sqrt{\phi + \theta - \phi}} \) and \( M_{\sqrt{\phi}} K M_{\sqrt{\phi}} \) converge in trace norm to \( M_{\sqrt{\phi + \theta - \phi}} K M_{\sqrt{\phi + \theta - \phi}} \) and \( M_{\sqrt{\phi}} K M_{\sqrt{\phi}} \), since the latter two operators are trace class. Indeed, \( M_{\sqrt{\phi}} K M_{\sqrt{\phi}} = M_{\sqrt{\phi + 1_B}} K M_{\sqrt{\phi + 1_B}} \) with \( B = \emptyset \); \( M_{\sqrt{\phi + \theta - \phi}} K M_{\sqrt{\phi + \theta - \phi}} \) can be decomposed, with \( B = \supp \phi \), as

\[
M_{\sqrt{\phi + \theta - \phi}} 1_B K_1 M_{\sqrt{\phi + \theta - \phi}} + 1_B M_{\sqrt{\phi + \theta - \phi}} K_1 M_{\sqrt{\phi + \theta - \phi}} + 1_B M_{\sqrt{\phi + \theta - \phi}} K_1 M_{\sqrt{\phi + \theta - \phi}},
\]

and it is easy to see that each term is trace class.

Similarly, the right hand side converges as \( n \rightarrow \infty \) to

\[
\det \left[ 1 - M_{\sqrt{\phi}} M_{1 - \phi} K n (1 - M_{\phi} K n)^{-1} M_{\sqrt{\phi}} \right],
\]

since \( M_{\sqrt{\phi}} M_{1 - \phi} K n (1 - M_{\phi} K n)^{-1} M_{\sqrt{\phi}} \) converges to \( M_{\sqrt{\phi}} M_{1 - \phi} K (1 - M_{\phi} K)^{-1} M_{\sqrt{\phi}} \) in trace norm (note that we need the condition that \( M_{\sqrt{\phi + 1_B}} K M_{\sqrt{\phi + 1_B}} \) is trace class for any bounded Borel set \( B \) here again, in order to have \( M_{\sqrt{\phi}} K M_{\sqrt{\phi}} \) trace class). Thus, \( \theta_{0|0}^\phi \) is the DPP with kernel of the operator \( M_{1 - \phi} K (1 - M_{\phi} K)^{-1} \) on \( L^2(\Lambda, \mu) \), or equivalently the DPP on \((\Lambda, \mu_0^\phi)\).
with kernel $K^\theta_{\{0\}}$.
If $K$ is self-adjoint on $L^2(\Lambda, \mu)$, then so is
\[ K(1 - M_\theta K)^{-1} = K + KM_\sigma(1 - M_\sigma KM_\sigma)^{-1}M_\sigma K, \]
as the sum of two self-adjoint operators, hence the kernel $K^\theta_{\{0\}}$ defines a self-adjoint operator on $L^2(\Lambda, \mu^\theta_{\{0\}})$ as well.

Remark 2.5. If $\mathbb{P}$ is the Poisson point process with intensity $\rho$ on $\Lambda$ with respect to $\mu$, then $\mathbb{P}^\theta_{\{0\}}$ is the Poisson point process with the same intensity $\rho$ on $\Lambda$, but with respect to $\mu^\theta_{\{0\}}$. Hence, $\mathbb{P}^\theta_{\{0\}}$ is equal to $\mathbb{P}^\theta_{\{0\}}$, and as it should be, the fact that there are no mark 1 points does not give any further information about the mark 0 points.

Remark 2.6. Theorem 1.1 is a restatement of the second part of the above result.

2.4. Conditioning on a finite mark 1 configuration $\xi_1$. For non-empty configurations $\xi_1$ of points with mark 1, the situation is more involved. Here we need to assume that $\theta$ is such that there exists $\epsilon > 0$ such that
\[ L[-(1 + \epsilon)\theta] = \mathbb{E} \prod_{x \in \text{supp } \xi} (1 + (1 + \epsilon)\theta(x)) < \infty, \]
where the average is with respect to the ground process $\mathbb{P}$. This condition ensures, by (2.1), that $\mathbb{P}^\theta_1$ satisfies Assumptions 2.1 (3) also for $B = \Lambda$, and in particular that
\[ \mathbb{E}^\theta_1 \xi_1(\Lambda) = \mathbb{E} \sum_{x \in \text{supp } \xi} \theta(x) \leq \mathbb{E} \prod_{x \in \text{supp } \xi} (1 + \theta(x)) < \infty. \]
This implies that the number of observed particles $\xi_1(\Lambda)$ is finite for $\mathbb{P}^\theta_1$-a.e. $\xi_1$. Based on such an observed configuration $\xi_1$, we would like to obtain information about the configuration $\xi_0$ of points with mark 0. To this end, we want to define a point process $\mathbb{P}^\theta_{\{0\}}$ on $\Lambda \times \{0\}$ representing the restriction to $\Lambda \times \{0\}$ of the conditioning of $\mathbb{P}^\theta$ on an observation $v = \{v_1, \ldots, v_m\}$, or more precisely on $\xi_1$ being equal to $\delta_v := \sum_{j=1}^m \delta_{v_j}$. We can then identify $\mathbb{P}^\theta_{\{0\}}$ with a point process on $\Lambda$ by omitting the marks 0. The probability to observe given points $v$ with mark 1 will typically be zero, such that we cannot use classical conditional probability to construct the conditional point processes.

Conditioning on $m$ mark 1 points. Let us assume that $\mathbb{P}^\theta(\xi_1(\Lambda) = m) > 0$. Then we can condition $\mathbb{P}^\theta$ on the event $\xi_1(\Lambda) = m$ in the classical sense. Now, we want to construct a family of conditional point processes $\{\mathbb{P}_{\{0\}}^v\}_{v \in \Lambda^m}$, which is consistent in the sense that averaging the $\mathbb{P}_{\{0\}}^v$-probability of an event $\xi_0 \in C \subset C(\Lambda)$ over the positions of the $m$-point configuration $v_1, \ldots, v_m$ (with respect to the probability $\mathbb{P}_{\{0\}}^v(|\xi_1(\Lambda) = m)$) is equal to the $\mathbb{P}^\theta(\xi_1(\Lambda) = m)$-probability of the event $\xi_0 \in C$. In other words, we average $v_1, \ldots, v_m$ with respect to the joint probability distribution
\[ d\pi^\theta_{1,m}(v) = d\pi^\theta_{1,m}(v_1, \ldots, v_m) := \frac{\theta_{1,m}^\theta(v_1, \ldots, v_m)}{m!\mathbb{P}^\theta(\xi_1(\Lambda) = m)} \prod_{j=1}^m d\mu^\theta_{\{0\}}(v_j), \]
for $v_1, \ldots, v_m$, where $\theta_{1,m}^\theta$ is the $m$-th order global Janossy density of the measure $\mathbb{P}^\theta_1$ for the mark 1 configuration (which exists if (2.13) holds), and we will need consistency in the sense that
\[ \int_{\Lambda^m} \mathbb{P}_{\{0\}}^v(\xi \in C) d\pi^\theta_{1,m}(v) = \mathbb{P}^\theta(\xi_0 \in C | \xi_1(\Lambda) = m), \quad C \in C(\Lambda). \]
Preliminaries on reduced Palm measures. As explained in Section 1, to construct $\mathbb{P}_\theta^\nu$, we need reduced local Palm distributions. Given a point process $\mathbb{P}$ satisfying Assumptions 2.1 and $m \in \mathbb{N}$, there exists a family of point processes $\{\mathbb{P}_w\}_{w \in \Lambda^m}$, which represent the conditioning of $\mathbb{P}$ on $m$ points $w = \{w_1, \ldots, w_m\} \subset \text{supp} \xi$, reduced by mapping $\xi \in \mathcal{N}(\Lambda)$ to its restriction $\xi|_{\Lambda \setminus w}$. We need the following fundamental properties (see e.g. [34]) of these $m$-th order reduced Palm measures.

1. For any $C \in \mathcal{C}(\Lambda)$, the map $w \in \Lambda^m \mapsto \mathbb{P}_w(C) = B_{\Lambda^m}$-measurable.
2. For $\mu^{\otimes m}$-a.e. $w \in \Lambda^m$ such that $\rho(w) > 0$, the reduced Palm measure $\mathbb{P}_w$ satisfies Assumptions 2.1, and its correlation functions $\rho_w$ with respect to $\mu$ are given by (see [58])

$$\rho_w(x) = \frac{\rho(x \cup w)}{\rho(w)},$$

3. Writing $\delta_w = \sum_{j=1}^m \delta_{w_j}$, we have for any measurable $\psi : \Lambda^m \times \mathcal{N}(\Lambda) \to \mathbb{R}$ that the disintegration

$$E \sum \psi(w; \xi - \delta_w) = \int_{\Lambda^m} E_{w} \psi(w, \xi) \rho(w) d\mu(w)$$

holds, where the sum at the left is over all ordered $m$-tuples $w = (w_1, \ldots, w_m)$ of distinct points in $\text{supp} \xi$ and where $E_w$ is the average with respect to $\mathbb{P}_w$.

In particular, the second property implies that if $\mathbb{P}$ is determinantal with kernel $K$, then for $\mu^{\otimes m}$-a.e. $w \in \Lambda^m$ such that $K(w, w) > 0$, the reduced Palm measure $\mathbb{P}_w$ is determinantal and induced by the kernel $K_w$ given by (1.12), or equivalently by

$$K_w(x, y) = K(x, y) - K(x, w)K(w, w)^{-1}K(w, y),$$

where we used the block determinant formula

$$\det \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \det (A - BD^{-1}C) \det D,$$

and where similarly as before, $K(w, w)$ represents an $m \times m$ matrix, $K(x, w)$ a row vector, and $K(w, y)$ a column vector.

Construction of the conditional ensembles. We will now apply the above properties of reduced Palm measures to the point process $\mathbb{P}_\theta^\nu (\xi_1(\Lambda) = m)$, the marked point process conditioned on observing exactly $m$ particles. If $\mathbb{P}_\theta^\nu (\xi_1(\Lambda) = m) > 0$, this point process indeed satisfies Assumptions 2.1. Setting $w = \{(v_1, 1), \ldots, (v_m, 1)\}$ and $v = \{v_1, \ldots, v_m\}$, we define $\mathbb{P}_v^\theta$ as the $m$-th order reduced local Palm distribution of $\mathbb{P}_\theta^\nu (\xi_1(\Lambda) = m)$ associated to the points $w$. This is a point process on $\Lambda \setminus \{0\}$ whose configurations have a.s. no points in $\Lambda \times \{1\}$; hence we can identify $\mathbb{P}_v^\theta$ with a point process on $\Lambda$ by omitting the marks. Before we prove some important properties of the conditional ensembles $\mathbb{P}_v^\theta$, let us mention that another intuitive way of defining them would be to first take the Palm measure of $\mathbb{P}_\theta^\nu$ at $w = ((v_1, 1), \ldots, (v_m, 1))$ and then condition on there being no other particles with mark 1. The third item of the next result shows that this is indeed equivalent to our definition, and when $\mathbb{P}$ is a DPP, it has the advantage that it allows us to define the DPP $\mathbb{P}_v^\theta$ without need to pass via the (in general not determinantal) point process $\mathbb{P}_\theta^\nu (\xi_1(\Lambda) = m)$. Thus for $K$ a locally trace class operator on $(\Lambda, \mu)$ such that $M_0 K$ is trace class and $\text{det}(1 - M_0 K_v) > 0$, let us introduce $K_v^0$ as the kernel of the integral operator

$$K_v(1 - M_0 K_v)^{-1} : L^2(\Lambda, \mu) \to L^2(\Lambda, \mu), \quad K_v(1 - M_0 K_v)^{-1} f(x) = \int_{\Lambda} K_v^0(x, y)f(y)d\mu(y),$$

and $K_v^0$ as the operator with the kernel $K_v^0$ on $L^2(\Lambda, \mu_0^0)$, $K_v^0 f(x) = \int_{\Lambda} K_v^0(x, y)f(y)d\mu_0^0(y)$.

$$K_v^0 : L^2(\Lambda, \mu_0^0) \to L^2(\Lambda, \mu_0^0), \quad K_v^0 f(x) = \int_{\Lambda} K_v^0(x, y)f(y)d\mu_0^0(y).$$
Theorem 2.7. Let $\mathbb{P}$ satisfy Assumptions 2.1, and let $\theta : \Lambda \to [0, 1]$ be measurable and such that (2.13) holds. Let $m \geq 0$ be such that $\mathbb{P}^\theta(\xi_1(\Lambda) = m) > 0$. The family of point processes $\{\mathbb{P}^\theta_{\psi}\}_{\psi \in \Lambda^m}$ satisfies the following properties.

(1) For any $C \in \mathcal{C}(\Lambda)$, the map $\psi \in \Lambda^m \mapsto \mathbb{P}^\theta_{\psi}(C)$ is $\mathcal{B}_{\Lambda^m}$-measurable.

(2) For any Borel measurable $\phi : \mathcal{N}(\Lambda_{(0,1)}) \to [0, +\infty)$, writing $\delta_v = \sum_{j=1}^m \delta_{v_j}$, we have the disintegration

$$
\mathbb{E}^\theta [\phi(\xi_0,1) \mid \xi_1(\Lambda) = m] = \int_{\Lambda^m} \mathbb{E}^\theta_{\psi}[\phi(\xi \otimes \delta_0 + \delta_v \otimes \delta_1)] d\pi^\theta_1,m(\psi),
$$

where $\pi^\theta_1,m$ is given by (2.14).

(3) For $\pi^\theta_1,m$-a.e. $\psi \in \Lambda^m$, the point process $\mathbb{P}^\theta_{\psi}$ satisfies Assumptions 2.1, its correlation functions $\rho^\theta_{\psi}$ with respect to $\mu^\theta_0$ are given by

$$
\rho^\theta_{\psi}(x) = \frac{\rho^\theta_{\psi}(x \sqcup \psi)}{\sqrt{\det \rho^\theta_{\psi}(\psi)}},
$$

and its average multiplicative functional is given by

$$
L^\theta_{\psi}[\phi_0] = \frac{L_\psi[1 - (1 - \theta)(1 - \phi_0)]}{L_\psi[\theta]},
$$

where $L_\psi$ denotes the average multiplicative functional of the reduced Palm measure $\mathbb{P}_\psi$ of the ground process $\mathbb{P}$ on $\Lambda$ associated to the points $\psi$.

(4) If $\mathbb{P}$ is the DPP on $(\Lambda, \mu)$ with kernel of the operator $K$ on $L^2(\Lambda, \mu)$, and $M_{\pi^1 B} M_{\pi^1 B}$ is trace class for any bounded Borel set $B$, then for $\pi^\theta_1,m$-a.e. $\psi \in \Lambda^m$, $\mathbb{P}^\theta_{\psi}$ is the DPP on $(\Lambda, \mu)$ with kernel $(1 - \theta)(x)K^\theta_{\psi}(x, y)$ of the operator $M_{1 - \theta}K_{\psi}(1 - M_{\theta}K_{\psi})^{-1}$ on $L^2(\Lambda, \mu)$, or equivalently the DPP on $(\Lambda, \mu^\theta_0)$ with kernel $K^\theta_{\psi}$. Moreover, if $K$ is self-adjoint on $L^2(\Lambda, \mu)$ then the operator $K^\theta_{\psi}$ on $L^2(\Lambda, \mu^\theta_0)$ is self-adjoint.

Proof.

(1) This follows directly from the corresponding general property of reduced Palm measures.

(2) Applying (2.17) to $\mathbb{P} = \mathbb{P}^{\theta}(\xi_1(\Lambda) = m)$ and

$$
\psi : \Lambda^m_{(0,1)} \times \mathcal{N}(\Lambda_{(0,1)}) \to [0, +\infty) : (w, \xi_0,1) \mapsto \begin{cases} 
\phi(\xi_0 + 1, \xi_0,1) & \text{if } \xi_1(\Lambda) = 0 \text{ and } w \in (\Lambda \times \{1\})^m, \\
0 & \text{otherwise},
\end{cases}
$$

with $\phi : \mathcal{N}(\Lambda_{(0,1)}) \to [0, +\infty)$, and denoting $w = ((v_1,1), \ldots, (v_m,1))$, $v = (v_1, \ldots, v_m)$, we obtain a family of point processes $\{\mathbb{P}^\theta_{\psi}\}_{\psi \in \Lambda^m}$ on $\Lambda$ which is such that

$$
m! \mathbb{E}^\theta [\phi(\xi_0,1) \mid \xi_1(\Lambda) = m] = \int_{\Lambda^m} \mathbb{E}^\theta_{\psi}[\phi(\xi \otimes \delta_0 + \delta_v \otimes \delta_1)] d\pi^\theta_1,m(\psi),
$$

where we used the symmetry of $\psi$ and the fact that there are $m!$ ordered $m$-tuples $w$ in $\text{supp}\xi_0,1$ at the left, and the fact that the $m$-point correlation function of $\mathbb{P}^\theta(\xi_1(\Lambda) = m)$ evaluated at $w$ is equal to $\frac{\rho^\theta_{\psi}(w)}{\rho^\theta_{\psi}(\xi_1(\Lambda) = m)}$ (by (2.10)) at the right. Using (2.14), we obtain the required disintegration.

(3) Let us apply (2.20) to the multiplicative statistic

$$
\phi(\xi_0,1) = \prod_{(x, b) \in \text{supp}\xi_0,1} (1 - \phi_b(x)),
$$

where $\phi_0, \phi_1 : \Lambda \to (-\infty, 1]$ are Borel measurable and $\phi_0$ has bounded support. If $\phi_1 = 0$, the disintegration implies that for $\pi^\theta_1,m$-a.e. $\psi \in \Lambda^m$, $\mathbb{P}^\theta_{\psi}$ satisfies Assumptions 2.1 (3), thereby justifying the computations hereafter involving series and integrals.
The right hand side of (2.20) is then equal to
\[
\int_{\Lambda} L_{\nu}^\theta[\phi_0] \prod_{j=1}^{m} (1 - \phi_1(v)) d\pi^\theta_{1,m}(v) = \frac{1}{m!|\Pi^\theta(\xi_1(\Lambda)) = m|} \int_{\Lambda} L_{\nu}^\theta[\phi_0] \prod_{j=1}^{m} (1 - \phi_1(v)) j_1^\theta(\nu)(v) d\pi^\theta_{1}(v)
\]
\[
= \frac{1}{m!|\Pi^\theta(\xi_1(\Lambda)) = m|} \int_{\Lambda} L_{\nu}^\theta[\phi_0] \prod_{j=1}^{m} (1 - \phi_1(v)) \left( \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{\Lambda^n} \rho(u \sqcup v) d^n \pi^\theta_{1}(u) \right) d\pi^\theta_{1}(v)
\]
\[
= \frac{1}{m!|\Pi^\theta(\xi_1(\Lambda)) = m|} \int_{\Lambda} L_{\nu}^\theta[\phi_0] L_{\theta} \prod_{j=1}^{m} (1 - \phi_1(v)) \rho(v) d\pi^\theta_{1}(v),
\]
by (2.14), (2.10), and (2.16).

The left hand side of (2.20) is equal to
\[
\sum_{n=0}^{\infty} \frac{(-1)^n}{n! m!|\Pi^\theta(\xi_1(\Lambda)) = m|} \int_{\Lambda} \prod_{k=1}^{n} \phi_0(u_k) \rho(u \sqcup v) d^n \pi^\theta_{1}(u) \prod_{j=1}^{m} (1 - \phi_1(v_j)) d\pi^\theta_{1}(v)
\]
\[
= \frac{1}{m!|\Pi^\theta(\xi_1(\Lambda)) = m|} \int_{\Lambda} \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \int_{\Lambda^n} \prod_{k=1}^{n} \phi_0(u_k) \rho(v) d^n \pi^\theta_{1}(u) \prod_{j=1}^{m} (1 - \phi_1(v_j)) \rho(v) d\pi^\theta_{1}(v)
\]
\[
= \frac{1}{m!|\Pi^\theta(\xi_1(\Lambda)) = m|} \int_{\Lambda} L_{\nu}[1 - (1 - \theta)(1 - \phi_0)] \prod_{j=1}^{m} (1 - \phi_1(v_j)) \rho(v) d\pi^\theta_{1}(v).
\]
Since both sides are equal for any choice of \(\phi_1\), we can conclude that (2.21) holds. To compute the correlation functions, we note that the transformation under consideration is the composition of taking the Palm measure and then conditioning on observing no particles, as the form of the average multiplicative functional reveals. Since for \(\pi^\theta_{1,m}\), a.e \(x \in \Lambda^m\) one has \(\rho(x) \geq j_1^\theta(\Lambda) > 0\) by (2.10), the result follows from the corresponding one in Theorem 2.4 after noticing that the Janossy densities of the Palm measure are given by \(j_1^\theta(\nu)(x) = \frac{\int_{\nu} \rho(x) dx}{\rho(\nu)}\), while recalling the convention \(j^\theta(\emptyset) = \mathbb{P}(\xi(B) = 0)\).

(4) This follows after a straightforward computation from (3) and (1.4). If \(K\) is self-adjoint then so is \(K^*\), thus the result follows again from (3) and Theorem 2.4. \(\square\)

Remark 2.8. The disintegration in part (2) of the above result is more general than (2.15): it suffices indeed to take
\[\phi(\xi_{0,1}) = 1_{C}(\xi_0) 1_{\{\xi_1(\Lambda) = m\}}(\xi_{0,1}),\]
to recover (2.15).

Remark 2.9. For the Poisson point process on \(\Lambda\) with intensity \(\rho\), the above result is again trivial. We then have that \(\mathbb{P}_{\nu}^\theta = \mathbb{P}^\theta_{1,0} = \mathbb{P}^\theta_{0}\), in other words the positions of the mark 1 points do not carry any information about the mark 0 points.

Remark 2.10. The last part of the above result implies Theorem 1.4.

3. Number rigidity and DPPs corresponding to projection operators

3.1. DPPs induced by orthogonal projections. Let \(\mathbb{P}\) be a DPP on \(\Lambda\), defined by a correlation kernel \(K\) with respect to a locally finite positive Borel measure \(\mu\) which is such that the associated operator \(K : L^2(\Lambda, \mu) \to L^2(\Lambda, \mu)\) is a locally trace class orthogonal projection, i.e. \(0 \leq K \leq 1\) and \(K^2 = K\), onto a closed subspace \(H\) of \(L^2(\Lambda, \mu)\). The rank of \(K\) can be finite or infinite, but the results in this section will only be non-trivial in the infinite rank case. We assume here that the kernel \(K : \Lambda^2 \to \mathbb{C}\) of \(K\) is such that \(Kf(x)\) is defined for every \(x \in \Lambda\) and for every \(f \in L^2(\Lambda, \mu)\). Note that this is true whenever \(K(x, \cdot) \in L^2(\Lambda, \mu)\) for every \(x \in \Lambda\), by the Cauchy-Schwarz inequality. Classical examples of admissible point processes are the sine, Airy, and Bessel point processes on the real line.
By Proposition 2.2, the marked point process associated to $\mathbb{P}$ with marking function $\theta$ is the DPP on $(\Lambda_{(0,1)}, \mu^\theta)$ with correlation kernel $K^\theta((x,b),(x',b')) = K(x,x')$, where we recall that $\mu^\theta$ is given by (2.4). The induced operator $K^\theta$ acting on $L^2(\Lambda_{(0,1)}, \mu^\theta)$ is the orthogonal projection operator onto the space

$$H^\theta := \{ h_{0,1} \in L^2(\Lambda_{(0,1)}, \mu^\theta) : h_{0,1}(:,0) = h_{0,1}(:,1) \in H \},$$

and it is straightforward to verify that $\dim H^\theta = \dim H$.

As in Section 2, let us consider the conditional measure obtained by conditioning the marked point process on a configuration of mark 1 points. Under the assumptions that $\mathbb{P}^\theta(\xi_1(\Lambda) = m) > 0$ and $M_\theta \phi_{1+\theta} \mathcal{K} \phi_{1+\theta}$ is trace class for any bounded Borel set $B$, we know from Theorem 2.7 (4) that for $\pi_{1,\pi}$-a.e. $\mathbf{v} \in \Lambda^m$, the conditional measure $\mathbb{P}^\theta_{|\mathbf{v}}$ is the DPP induced by the operator

$$M_{1-\theta}K_{\mathbf{v}}(1 - M_\theta K_{\mathbf{v}})^{-1} = (1 - M_\theta)K_{\mathbf{v}}(1 - M_\theta K_{\mathbf{v}})^{-1}$$
on $L^2(\Lambda, \mu)$. Moreover, from (1.12), it is straightforward to verify that $K_{\mathbf{v}}$ is the orthogonal projection on the subspace

$$H_{\mathbf{v}} = \{ h \in H : h(v) = 0 \ \forall v \in \mathbf{v} \}.\tag{3.1}$$

Consequently, since $K_{\mathbf{v}}^2 = K_{\mathbf{v}}$, the $L^2(\Lambda, \mu)$-operator $M_{1-\theta}K_{\mathbf{v}}(1 - M_\theta K_{\mathbf{v}})^{-1}$ inducing $\mathbb{P}^\theta_{|\mathbf{v}}$ is equal to a conjugation of $K_{\mathbf{v}}$,

$$(1 - M_\theta K_{\mathbf{v}})K_{\mathbf{v}}(1 - M_\theta K_{\mathbf{v}})^{-1},$$

and this implies that it is a (not necessarily self-adjoint) projection onto the subspace

$$H_{\mathbf{v}}^\theta := (1 - M_\theta K_{\mathbf{v}})H_{\mathbf{v}} = (1 - M_\theta)H_{\mathbf{v}},\tag{3.2}$$

with dimension equal to that of $H_{\mathbf{v}}$, and that the $L^2(\Lambda, \mu_0^\theta)$-operator $K_{\mathbf{v}}^\theta$ is the orthogonal projection onto $H_{\mathbf{v}}$. Indeed, $K_{\mathbf{v}}^\theta$ is Hermitian, and for $h \in H_{\mathbf{v}}$, we have

$$K_{\mathbf{v}}^\theta h = K_{\mathbf{v}}(1 - M_\theta K_{\mathbf{v}})^{-1}M_{1-\theta}h = K_{\mathbf{v}}(1 - M_\theta K_{\mathbf{v}})^{-1}M_{1-\theta}K_{\mathbf{v}}h = K_{\mathbf{v}}h = h.\tag{3.3}$$

Let us now consider the more general case where $\mathbb{P}$ is induced by a not necessarily Hermitian projection operator, say $K = P_{H,J}$ is the unique linear projection with range $H$ and kernel $J^\perp$, where $H, J$ are closed subspaces of $L^2(\Lambda, \mu)$ such that $H \oplus J^\perp = L^2(\Lambda, \mu)$. Note that the adjoint projection is given by $P_{H,J}^* = P_{J,H}$. Since $\phi \in L^2(\Lambda, \mu_0^\theta)$ can be identified with $\phi \in L^2(\Lambda, \mu_0^\theta)$, we can also see $H, J$ as subspaces of $L^2(\Lambda, \mu_0^\theta)$. Examples of DPPs induced by non-Hermitian projections are biorthogonal ensembles and their scaling limits like the Pearcey DPP.

**Proposition 3.1.** If $K = P_{H,J}$, then

$$K_{|\mathbf{v}}^\theta = P_{H_{\mathbf{v}},J_{\mathbf{v}}},$$

where $H_{\mathbf{v}}, J_{\mathbf{v}}$ are seen as closed subspaces of $L^2(\Lambda, \mu_0^\theta)$.

**Proof.** First we recall that the transformation $K_{|\mathbf{v}}^\theta$ is obtained by first taking the reduced Palm measure and then conditioning on $\xi_1 = \emptyset$ in view of Theorem 2.7, so that it suffices to prove the result separately in the cases $\theta = 0$ and $\mathbf{v} = \emptyset$. The case $\theta = 0$ is straightforward from (1.12), while for $\mathbf{v} = \emptyset$, $K_{|\emptyset}^\theta$ is a projection with range $H$ by (3.3) (with $\mathbf{v} = \emptyset$; observe that these equalities continue to hold when $K$ is not self-adjoint). Finally, to identify the kernel, it suffices to apply the previous reasoning to $(K_{|\emptyset}^\theta)^* = (K_{|\emptyset}^\theta)^\theta$. \hfill \square

DPPs induced by projections have the property that the number of points in a configuration is almost surely equal to the rank of the projection [60]. If $\mathbb{P}$ has configurations with a deterministic number of points, it is obvious that the same must hold for $\mathbb{P}^\theta_{|\mathbf{v}}$, for any finite configuration $\mathbf{v}$. Since the projection $P_{H_{\mathbf{v}},J_{\mathbf{v}}}$ is also defined for infinite configurations $\mathbf{v}$, it is natural to ask whether the DPP induced by this projection can in such a situation still be interpreted as the conditional DPP $\mathbb{P}^\theta_{|\mathbf{v}}$. This is not true in general, see e.g. [24], but we will see below that $\mathbb{P}^\theta_{|\mathbf{v}}$ is under suitable assumptions induced by an orthogonal projection, albeit not necessarily equal to $P_{H_{\mathbf{v}},J_{\mathbf{v}}}$. 


3.2. Disintegration. We first show that the family of conditional ensembles \( \{ \mathbb{P}_v^\theta \}_{\delta_v \in \mathcal{N}(\Lambda)} \) exists under general conditions, and then we rely on results from [25] to prove that \( \mathbb{P}_v^\theta \) is a DPP induced by a Hermitian operator \( K_v^\theta \) if \( \mathbb{P} \) is a DPP induced by an orthogonal projection.

**Proposition 3.2.** Let \( \theta : \Lambda \to [0,1] \) be measurable, and let \( \mathbb{P} \) satisfy Assumptions 2.1. There exists a family of point processes \( \{ \mathbb{P}_v^\theta \}_{\delta_v \in \mathcal{N}(\Lambda)} \) such that the following conditions hold.

1. The map \( \delta_v \in \mathcal{N}(\Lambda) \mapsto \mathbb{P}_v^\theta(C) \) is \( \mathcal{C}(\Lambda) \)-measurable for any \( C \in \mathcal{C}(\Lambda) \), and the disintegration
   \[
   \mathbb{P}_v^\theta(C) = \int_{\mathcal{N}(\Lambda)} \mathbb{P}_v^\theta(\delta_v) d\mathbb{P}_1(\delta_v)
   \]
   holds for any \( C \in \mathcal{C}(\Lambda) \).
2. If \( \mathbb{P} \) is a DPP induced by an orthogonal projection with kernel \( K : \Lambda^2 \to \mathbb{R} \) such that \( Kf(x) \) is defined for every \( x \in \Lambda \) and for every \( f \in L^2(\Lambda, \mu) \), then for \( \mathbb{P}_1 \)-a.e. \( \delta_v \), \( \mathbb{P}_v^\theta \) is a DPP induced by a Hermitian locally trace class operator \( K_v^\theta \).

**Proof.** Let us define \( \hat{\mathbb{P}}_v^\theta \) by disintegrating \( \mathbb{P}^\theta \) with respect to the surjective mapping
\[
\mathbb{r} : \mathcal{N}(\Lambda_{(0,1)}) \to \mathcal{N}(\Lambda \times \{1\}) : \xi_0 \otimes \delta_0 + \xi_1 \otimes \delta_1 \mapsto \xi_1 \otimes \delta_1.
\]
The disintegration theorem then implies that the map \( \delta_v \mapsto \hat{\mathbb{P}}_v^\theta(\tilde{C}) \) is Borel measurable for any \( \tilde{C} \in \mathcal{C}(\Lambda_{(0,1)}) \), and that
\[
\mathbb{P}^\theta(\tilde{C}) = \int_{\mathcal{N}(\Lambda_{(0,1)})} \hat{\mathbb{P}}_v^\theta(\tilde{C}) d\mathbb{P}^\theta(\delta_v, \xi_0) d\mathbb{P}(\xi_0, \xi_1, \delta_0, \delta_1).
\]
Taking \( \tilde{C} = C \otimes \{ \delta_0 \} \subset \mathcal{N}(\Lambda \times \{0\}) \) with \( C \in \mathcal{C}(\Lambda) \) and defining \( \mathbb{P}_v^\theta \) on \( \Lambda \) as \( \mathbb{P}_v^\theta(C) := \hat{\mathbb{P}}_v^\theta(\tilde{C}) \), this becomes
\[
\mathbb{P}_v^\theta(C) = \int_{\mathcal{N}(\Lambda)} \mathbb{P}_v^\theta(\delta_v) d\mathbb{P}_1(\delta_v),
\]
and part (1) of the theorem is proved.

Part (2) follows directly upon applying [25, Lemma 1.11] to the marked point process \( \mathbb{P}^\theta \) and \( W = \Lambda \times \{1\} \).

**Remark 3.3.** It is important to note that the operator \( K_v^\theta \) is not necessarily a projection in part (2) of the above result.

3.3. Marking rigidity. We will now further refine our assumptions on \( \mathbb{P} \), in order to obtain a sufficient condition for \( \mathbb{P} \) to be marking rigid. Let us emphasize that we will not need \( \mathbb{P} \) to be a DPP. However, DPPs induced by integrable orthogonal projection operators will provide our main example of point processes which satisfy the assumption below.

**Assumptions 3.4.** \( \mathbb{P} \) satisfies Assumptions 2.1 and is such that the following holds: for any \( \epsilon > 0 \) and \( B \in \mathcal{B}_\Lambda \), there exists a bounded measurable function \( f : \Lambda \to [0,+\infty) \) with bounded support such that
\[
f|_B = 1, \quad \text{Var} \int_{\Lambda} f d\xi < \epsilon,
\]
where \( \text{Var} \) denotes the variance with respect to \( \mathbb{P} \).

**Theorem 3.5.** Let \( \mathbb{P} \) satisfy Assumptions 3.4.

1. If for any measurable \( \theta : \Lambda \to [0,1] \), \( \mathbb{P}_v^\theta(\xi_0(\Lambda) < \infty) \) is either 0 or 1, then \( \mathbb{P} \) is marking rigid.
2. Let \( \mathbb{P} \) be a DPP induced by a locally trace class orthogonal projection with kernel \( K : \Lambda^2 \to \mathbb{C} \) such that \( Kf(x) \) is defined for every \( x \in \Lambda \) and for every \( f \in L^2(\Lambda, \mu) \). Then \( \mathbb{P} \) is marking rigid, and for any measurable \( \theta : \Lambda \to [0,1] \) such that \( M_{1-\theta}K \) is trace class, the conditional ensemble \( \mathbb{P}_v^\theta \) is for \( \mathbb{P}_1 \)-a.e. \( \delta_v \) induced by a finite rank orthogonal projection \( K_v^\theta \).
Proof. Let us first consider the case where \( \theta \) is such that \( P^\theta(\xi_0(\Lambda) < \infty) = 0 \), when \( P^\theta \)-a.s., we have \( \xi_0(\Lambda) = \infty \). Then, by Proposition 3.2,

\[
1 = P^\theta_0(\xi(\Lambda) = \infty) = \int_{\mathcal{N}(\Lambda)} P^\theta_{|\mathcal{V}}(\xi(\Lambda) = \infty)dP^\theta_1(\delta_\nu),
\]

and consequently \( P^\theta_{|\mathcal{V}}(\xi(\Lambda) = \infty) = 1 \) for \( P^\theta_1 \)-a.e. \( \delta_\nu \).

We now assume that \( P^\theta(\xi_0(\Lambda) < \infty) = 1 \). Let \( \Lambda_1 \subset \Lambda_2 \subset \cdots \) be an exhausting sequence of bounded Borel subsets of \( \Lambda \). First, we observe that for \( P^\theta \)-a.s. \( \xi_0(\Lambda \setminus \Lambda_n) = 0 \) for \( n \) sufficiently large. Secondly, we take a sequence of positive numbers \( \epsilon_1, \epsilon_2, \ldots \) which converges to 0 as \( n \to \infty \), and we observe that by Assumptions 3.4, there exists a sequence of bounded measurable functions \( f_1, f_2, \ldots \), with bounded support such that \( f_n|_{\Lambda_n} = 1 \), and such that \( \text{Var}_\Lambda f_n d\xi < \epsilon_n \). This implies by Chebyshev's inequality that

\[
P\left( \int_{\Lambda} f_n d\xi - E \int_{\Lambda} f_n d\xi \geq \delta \right) \leq \delta^{-2} \text{Var} \int_{\Lambda} f_n d\xi \leq \delta^{-2} \epsilon_n \to 0,
\]
as \( n \to \infty \) for any \( \delta > 0 \), and hence that there exists a subsequence \( (f_{n_j})_{j \in \mathbb{N}} \) such that

\[
\lim_{j \to \infty} \left( \int_{\Lambda} f_{n_j} d\xi - E \int_{\Lambda} f_{n_j} d\xi \right) = 0,
\]
or equivalently with \( \hat{f}_n(x, b) = f_n(x) \)

\[
\lim_{j \to \infty} \left( \int_{\Lambda(\Lambda, 1)} \hat{f}_{n_j} d\xi_{0,1} - E^\theta \int_{\Lambda(\Lambda, 1)} \hat{f}_{n_j} d\xi_{0,1} \right) = 0,
\]
for \( P^\theta \)-a.e. \( \xi_{0,1} \).

For any \( \xi_{0,1} \in \mathcal{N}(\Lambda(\Lambda, 1)) \), we can write \( \xi_0(\Lambda) \) as

\[
\xi_0(\Lambda) = \int_{\Lambda(\Lambda, 1)} 1_{\{b = 0\}} d\xi_{0,1}(x, b) = \int_{\Lambda(\Lambda, 1)} \hat{f}_{n_j} d\xi_{0,1} + \int_{\Lambda} (1 - f_{n_j}) d\xi_0 - \int_{\Lambda} f_{n_j} d\xi_1
\]

\[
= \left( \int_{\Lambda(\Lambda, 1)} \hat{f}_{n_j} d\xi_{0,1} - E^\theta \int_{\Lambda(\Lambda, 1)} \hat{f}_{n_j} d\xi_{0,1} \right) + E \int_{\Lambda} f_{n_j} d\xi + \int_{\Lambda} (1 - f_{n_j}) d\xi_0 - \int_{\Lambda} f_{n_j} d\xi_1.
\]

Taking the limit \( j \to \infty \), the part between parentheses at the right converges to 0 \( P^\theta \)-a.s., and the term \( \int_{\Lambda} (1 - f_{n_j}) d\xi_0 \) vanishes \( P^\theta \)-a.s. for sufficiently large \( j \), since \( 1 - f_{n_j} \) vanishes on supp \( \xi_0 \subset \Lambda_n \). The other terms at the right are deterministic or depend only on \( \xi_1 \). We can conclude that

\[
1 = P^\theta\left( \xi_0(\Lambda) = \lim_{j \to \infty} \left( E \int_{\Lambda} f_{n_j} d\xi - \int_{\Lambda} f_{n_j} d\xi_1 \right) \right)
\]

\[
= \int_{\mathcal{N}(\Lambda)} P^\theta_{|\mathcal{V}} \left( \xi(\Lambda) = \lim_{j \to \infty} \left( E \int_{\Lambda} f_{n_j} d\xi - \int_{\Lambda} f_{n_j} d\delta_\nu \right) \right) dP^\theta_1(\delta_\nu),
\]
by Proposition 3.2, and it follows that

\[
P^\theta_{|\mathcal{V}} \left( \xi(\Lambda) = \lim_{j \to \infty} \left( E \int_{\Lambda} f_{n_j} d\xi - \int_{\Lambda} f_{n_j} d\delta_\nu \right) = \xi_\nu \right) = 1 \quad \text{for } P^\theta_1 \text{-a.e. } \delta_\nu.
\]

By Proposition 3.2 (1), the map \( \delta_\nu \mapsto P^\theta_{|\mathcal{V}}(\xi(\Lambda) = \ell) \) is \( \mathcal{C}(\Lambda) \)-measurable for any \( \ell \in \mathbb{N} \cup \{0, \infty\} \), hence the preimage of 1 under this map is in \( \mathcal{C}(\Lambda) \). But by definition, this is the same as the preimage of \( \ell \) under the map \( \delta_\nu \mapsto \xi_\nu \), hence \( \delta_\nu \mapsto \xi_\nu \) is \( \mathcal{C}(\Lambda) \)-measurable. We can conclude that \( P \) is marking rigid, and part (1) of the theorem is proved.

For part (2), it follows from [60, Theorem 4] that \( P^\theta(\xi_0(\Lambda) < \infty) = 0 \) if \( \text{Tr} M_{1-\theta} K = \infty \), while \( P^\theta(\xi_0(\Lambda) < \infty) = 1 \) if \( \text{Tr} M_{1-\theta} K < \infty \). We then know that \( P \) is marking rigid from part (1), and it follows that, for any measurable \( \theta : \Lambda \to [0, 1] \) such that \( \text{Tr} M_{1-\theta} K < \infty \) and for \( P^\theta_1 \)-a.e. \( \delta_\nu \), there exists a finite number \( \xi_\nu \) such that \( P^\theta_{|\mathcal{V}}(\xi(\Lambda) = \xi_\nu) = 1 \). By Proposition 3.2 (2), \( P^\theta_{|\mathcal{V}} \) is a DPP induced by a Hermitian locally trace class operator, hence again by [60, Theorem 4], it is induced by an orthogonal projection \( K^\theta_{|\mathcal{V}} \) of rank \( \xi_\nu \).
Remark 3.6. The above proof gives us more information about $\xi_0(\Lambda)$. Depending on $\theta$, this number is either a.s. infinite, or a.s. equal to

$$\ell_\psi \coloneqq \lim_{j \to \infty} \mathbb{E} \int f_{\delta_j} d(\xi - \delta_\psi).$$

It is surprising that this number does not depend explicitly on the marking function $\theta$. Of course, the configurations $\delta_\psi$ for which it holds implicitly encode information about $\theta$.

4. OPEs on the real line or on the unit circle

4.1. OPEs on the real line. Let us consider the $N$-point OPE on the real line defined by (1.6). It is well-known that (1.6) is a DPP on $(\mathbb{R}, w(x)dx)$, with kernel

$$K_N(x, y) = \sum_{j=0}^{N-1} p_j(x)p_j(y),$$

where $p_j$ is the normalized orthogonal polynomial of degree $j$ with positive leading coefficient on the real line with respect to the weight $w(x)$. From the orthogonality of the polynomials, it follows that the integral operator $K_N$ with kernel $K_N$ acting on $L^2(\mathbb{R}, w(x)dx)$, defined by

$$K_N f(y) = \int_{\mathbb{R}} K_N(x, y) f(y) w(y) dy,$$

is the orthogonal projection onto the $N$-dimensional space

$$H_N := \{ p : p \text{ is a polynomial of degree } \leq N - 1 \}.$$

Alternatively, by the Christoffel-Darboux formula, we can write the correlation kernel in 2-integrable form

$$K_N(x, y) = \gamma_N \frac{p_N(x)p_{N-1}(y) - p_N(y)p_{N-1}(x)}{x - y},$$

with $\gamma_N = \frac{2\kappa_n}{\kappa_{2n}}$, where $\kappa_n$ is the leading coefficient of $p_n$, or equivalently $\kappa_n^{-1} = \int_{\mathbb{R}} p_n(x)x^n w(x) dx$. See e.g. [35] for more background and details about these ensembles.

4.2. OPEs on the unit circle. For general integrable weight functions $w$, (1.7) is a DPP on the unit circle $\{z = e^{it}\}$ with respect to $w(e^{it})dt$, with correlation kernel

$$K_N(e^{it}, e^{is}) = \sum_{j=0}^{N-1} \varphi_j(e^{it})\overline{\varphi_j(e^{is})},$$

where $\varphi_j$ is the normalized orthogonal polynomial of degree $j$ with positive leading coefficient on the unit circle with respect to the weight $w(e^{it})$. The associated integral operator $K_N$ is the orthogonal projection onto the space

$$H_N := \{ \varphi : \varphi \text{ is a polynomial of degree } \leq N - 1 \}.$$

Alternatively, by the Christoffel-Darboux formula for orthogonal polynomials on the unit circle, we have the 2-integrable form

$$K_N(e^{it}, e^{is}) = \frac{e^{iN(t-s)}\varphi_N(e^{is})\overline{\varphi_N(e^{it})} - \varphi_N(e^{it})\overline{\varphi_N(e^{is})}}{1 - e^{i(t-s)}}.$$

For the uniform weight $w = 1$, we have $\varphi_j(z) = (2\pi)^{-1/2} z^j$ and thus, after conjugation of the operator $K_N$, the kernel can be taken to be

$$K_N(e^{it}, e^{is}) = \frac{1}{2\pi} \sin \frac{N(t-s)}{2} \sin \frac{is}{2}.$$
In the scaling limit where \( t-s = \frac{2t(\theta - v)}{N} \) and \( N \to \infty \), \( \frac{2\pi}{N} K_N(e^{it}, e^{is}) \) converges to the sine kernel

\[
K_{\text{sin}}(u,v) = \frac{\sin \pi (u-v)}{\pi (u-v)},
\]

uniformly for \( u,v \) in compact subsets of the real line. See e.g. [40, 57] for details.

4.3. Conditional ensembles associated to OPEs. From Proposition 3.1, it follows that the conditional ensemble \( \mathbb{P}_{\nu}^\theta \) is the DPP, on \((\mathbb{R}, (1-\theta(x))w(x)dx)\) or on the unit circle with measure \((1-\theta(e^{it}))w(e^{it})dt\), with kernel \( \tilde{K}_N \) of the orthogonal projection onto the space

\[
H_{N,\nu} := \{ p : p \text{ is a polynomial of degree } \leq N-1, \text{ and } p(v) = 0 \forall v \in \nu \}.
\]

Let us now define

\[
w_{\nu}^\theta(x) := (1-\theta(x))w(x) \prod_{v \in \nu} |x-v|^2
\]

for the real line, and

\[
w_{\nu}^\theta(e^{it}) := (1-\theta(e^{it}))w(e^{it}) \prod_{v \in \nu} |e^{it} - v|^2
\]

for the unit circle. In the case of the real line, we then have \( \tilde{K}_N(x,y) = \prod_{\nu \in \nu} (x-v)(y-v)K_N(x,y) \), with \( n := N - \#\nu \) and with \( K_N \) the Christoffel-Darboux kernel (4.1) with \( N \) replaced by \( n \) and \( w \) by \( w_{\nu}^\theta \). It follows that we can also see \( \mathbb{P}_{\nu}^\theta \) as a DPP on \((\mathbb{R}, w_{\nu}^\theta(x)dx)\) with kernel \( K_n \), which implies that it is the \( n \)-point OPE

\[
\frac{1}{Z_n} \Delta(x)^2 \prod_{j=1}^n w_{\nu}^\theta(x_j)dx_j, \quad \Delta(x) = \prod_{1 \leq i < j \leq N} (x_j-x_i).
\]

In the case of the unit circle, we obtain similarly that \( \mathbb{P}_{\nu}^\theta \) is the \( n \)-point OPE

\[
\frac{1}{Z_n} |\Delta(e^{it})|^2 \prod_{j=1}^n w_{\nu}^\theta(e^{it_j})dt_j, \quad \Delta(e^{it}) = \prod_{1 \leq i < k \leq N} (e^{it_k} - e^{it_1}), \quad t_j \in [0, 2\pi).
\]

Summarizing the above, we have proved the following result.

**Proposition 4.1.** If \( \mathbb{P} \) is the \( N \)-point OPE with weight \( w \) on the real line or the unit circle and \( n := N - \#\nu > 0 \), then \( \mathbb{P}_{\nu}^\theta \) is the \( n \)-point OPE with weight \( w_{\nu}^\theta \) on the real line or the unit circle.

4.4. Unitary invariant ensembles and scaling limits. The above form of the conditional ensembles has the remarkable consequence that any unitary invariant ensemble (1.6) with \( V(x) \geq x^2 \), can be constructed theoretically from the GUE: to see this, consider the conditional ensemble \( \mathbb{P}_{\nu}^\theta \) with \( w(x) = e^{-Nx^2} \) the Gaussian weight in (1.6), and with \( \theta(x) = 1 - e^{-N(V(x) - x^2)} \in [0, 1] \). The latter has the joint probability distribution (1.6), but now with weight

\[
w_{\nu}^\theta(x) := (1-\theta(x))e^{-Nx^2} = e^{-NV(x)}.
\]

This is of course not of any practical use for \( N \) large, because the event on which we condition then has very small probability unless \( V(x) \) is close to \( x^2 \) (note that there exist algorithms to generate DPPs in general, see e.g. [46]). Nevertheless, it is striking that the GUE encodes any of the above unitary invariant ensembles via marking and conditioning.

This becomes even more surprising if we look at scaling limits of the correlation kernels. It is a classical fact that the GUE converges to the sine point process in the bulk scaling limit and to the Airy point process in the edge scaling. It is also understood that conditioning on an eigenvalue and scaling around this eigenvalue leads to the bulk Bessel point process, and that conditioning on a gap leads to the hard edge Bessel kernel. But unitary invariant ensembles admit for special choices of \( V \) also more complicated limit processes, associated to Painlevé equations and hierarchies [37]. In fact, it follows from the above that these Painlevé point processes are already encoded in the GUE eigenvalue distribution, if one combines a suitable conditioning with taking scaling limits.
4.5. Marginal distribution of mark 0 points with known number of mark 1 points. The construction of the conditional ensembles in Section 2 passed through the marked point process conditioned on having \( m \) mark 1 particles. In this case, we can make these ensembles more explicit. Indeed, from (1.6), we obtain that the marginal distribution of the mark 0 particles, conditioned on having exactly \( m \) mark 1 particles, is given by

\[
\frac{1}{Z_{N,m}} |\Delta(u)|^2 \left( \int_{\mathbb{R}^n} |\Delta(v)|^2 \prod_{k=1}^m \left( \prod_{\ell=1}^n |u_\ell - v_k|^2 \right) \theta(v_k)w(v_k)dv_k \right) \prod_{j=1}^n (1 - \theta(u_j))w(u_j)du_j,
\]

where

\[
Z_{N,m} = \int_{\mathbb{R}^n} |\Delta(u)|^2 \left( \int_{\mathbb{R}^m} |\Delta(v)|^2 \prod_{k=1}^m \left( \prod_{\ell=1}^n |u_\ell - v_k|^2 \right) \theta(v_k)w(v_k)dv_k \right) \prod_{j=1}^n (1 - \theta(u_j))w(u_j)du_j.
\]

By Heine’s formula, the \( \epsilon \)-integral can be written as a Hankel determinant in the case of the real line, and as a Toeplitz determinant in the case of the unit circle. For the real line, defining the Hankel determinant as

\[
H_m(f) = \det (f_{j+k})_{j,k=0}^{m-1}, \quad f_\ell = \int_{\mathbb{R}} x^\ell f(x)dx,
\]

we have

\[
(4.6) \frac{1}{Z'_{N,m}} |\Delta(u)|^2 \left( \int_{\mathbb{R}^n} |\Delta(v)|^2 \prod_{j=1}^n \left( 1 - u_j^2 \right) \theta(w)\prod_{j=1}^n (1 - \theta(u_j))w(u_j)du_j,\right)
\]

with \( Z'_{N,m} = \int_{\mathbb{R}^n} |\Delta(u)|^2 \left( \int_{\mathbb{R}^m} |\Delta(v)|^2 \prod_{j=1}^n \left( 1 - u_j^2 \right) \theta(w)\prod_{j=1}^n (1 - \theta(u_j))w(u_j)du_j. \) For the unit circle, defining the Toeplitz determinant as

\[
T_m(g) = \det (g_{j-k})_{j,k=0}^{m-1}, \quad g_\ell = \frac{1}{2\pi} \int_0^{2\pi} e^{-it\ell}g(e^{it})dt,
\]

we obtain

\[
(4.7) \frac{1}{Z''_{N,m}} |\Delta(e^t)|^2 \left( \int_{\mathbb{R}^n} |\Delta(v)|^2 \prod_{j=1}^n \left( 1 - e^{itj} \right) \theta(w)\prod_{j=1}^n (1 - \theta(e^{itj}))w(e^{itj})dt_j,\right)
\]

with \( Z''_{N,m} = \int_{[0,2\pi]^n} |\Delta(e^t)|^2 \left( \int_{\mathbb{R}^m} |\Delta(v)|^2 \prod_{j=1}^n \left( 1 - e^{itj} \right) \theta(w)\prod_{j=1}^n (1 - \theta(e^{itj}))w(e^{itj})dt_j. \) Similar formulas hold for the marginal distributions of the mark 1 points. Alternatively, by [2, Theorem 3.2], we can write both densities, with either \( x_j = u_j, \) \( d\mu(x_j) = dx_j \) or \( x_j = e^{it_j}, \) \( d\mu(x_j) = dt_j, \) as

\[
\frac{1}{Z''_{N,m}} \det \left( K^e_N(x_k, x_k) \right)_{k=1}^n \prod_{j=1}^n (1 - \theta(x_j))w(x_j)dx_j,
\]

with a new normalization constant \( Z''_{N,m} \) obtained in a similar manner, and where \( K^e_N(x,y) \) is the kernel inducing the point processes (1.6)/(1.7) with \( N = n + m \) particles and weight function \( \theta w. \) There is no reason to believe that these marginal distributions are in general DPPs, but they do have a special Hankel or Toeplitz determinant structure. In particular, probabilities can be expressed in terms of integrals of Toeplitz or Hankel determinants, which can in some cases be computed asymptotically as \( m \to \infty. \) Similar integrals of Toeplitz and Hankel determinants appear in the study of moments of moments in random matrix ensembles, connected to the study of extreme values of characteristic polynomials, see e.g. [4, 42].
5. Integrable DPPs

In this section, we will consider DPPs $\mathbb{P}$ on curves $\Lambda$ in the complex plane with $k$-integrable kernels of the form (1.9). For simplicity, let us assume that $\Lambda$ is a smooth closed curve on $\mathbb{C} \cup \{\infty\}$ without self-intersections, that the functions $f_1, \ldots, f_k$ and $g_1, \ldots, g_k$ are smooth functions on $\Lambda$, and that the reference measure is smooth with respect to $dz$, i.e. $d\mu(z) = h(z)dz$ with $h$ smooth (say $C^\infty$, even if one can proceed with less regularity if needed) on $\Lambda$. Even if $dz$ is not a positive measure on $\Lambda$, by mapping $K(x, y)$ to $K(x, y)h(y)$, we can then work with a kernel

$$K(x, y) = \frac{f(x)^T g(y)}{x - y} = \frac{g(y)^T f(x)}{x - y},$$

with column vectors $f = (f_j)_{j=1}^k, g = (g_j)_{j=1}^k$, with respect to the complex measure $dz$, and with the associated integral operator $K$ acting on $L^2(\Lambda, dz)$. 

5.1. General integrable kernels. Let us first show that the Palm kernels $K_v$ are also of $k$-integrable form.

**Proposition 5.1.** For any $v = \{v_1, \ldots, v_m\}$ such that $\det K(v, v) > 0$, the kernel of the reduced Palm measure $\mathbb{P}_v$ is of $k$-integrable form $K_v(x, y) = \frac{K(v, x)^T g(v)}{x - y}$, and the $j$-th entries of $f_v$ and $g_v$ are given by

$$f_{v,j}(x) = \frac{1}{\det K(v, v)} \det \begin{pmatrix} f_j(x) & K(x, v) & K(x, v') \\ f_j(v) & K(v, v) & K(v, v') \\ f_j(v') & K(v', v) & K(v', v') \end{pmatrix},$$

$$g_{v,j}(y) = \frac{1}{\det K(v, v)} \det \begin{pmatrix} g_j(y) & g_j(v) \\ g_j(v) & K(v, v) \end{pmatrix},$$

where $K(v, v)$ represents the $m \times m$ matrix with $(i, j)$-entry $K(v_i, v_j)$, $K(x, v), g_j(v)$ represent $m$-dimensional row vectors with entries $K(x, v_i), g_j(v_i)$, and $K(v, y), f_j(v)$ represent $m$-dimensional column vectors with entries $K(v_i, y), f_j(v_i)$.

**Proof.** Using the block determinant formula (2.19), we have that $f_{v,j}$ as defined in the statement of the proposition is given by

$$f_{v,j}(x) = f_j(x) - K(v, v) f_j(v) K^v(v, v)^{-1} f_j(v).$$

Now let $v = v' \cup \{v\}$ and assume without loss of generality that $\det K(v', v') > 0$, then using again the block determinant formula (2.19) one obtains

$$f_{v,j}(x) = \frac{1}{\det K(v', v')} \det \begin{pmatrix} f_j(x) & K(x, v) & K(x, v') \\ f_j(v) & K(v, v) & K(v, v') \\ f_j(v') & K(v', v) & K(v', v') \end{pmatrix},$$

$$= \frac{\det K(v', v')}{\det K(v, v)} \det \begin{pmatrix} f_{v',j}(x) & K_{v',v}(v, x) \\ f_{v',j}(v) & K_{v',v}(v, v) \\ f_{v',j}(v') & K_{v',v}(v, v') \end{pmatrix},$$

which implies that $f_v = (f_v)_{v,e}$, and similarly for $g_v$. Since also $K_v = (K_v)_{v,e}$, it now suffices to prove the result for $v = \{v\}$. We then easily verify by (2.18) that

$$(x - y)K_v(x, y) = f(x)^T g(y) - ((x - v) + (v - y)) K(v, v)K(v, v)$$

$$= f(x)^T g(y) - f(x)^T g(v) K(v, v)K(v, v) f(v)^T g(y)$$

$$= \left( f(x) - K(v, v) f(v) \right)^T \left( g(y) - K(v, v) g(v) \right),$$

since $f^T g = 0$. To complete the proof, it remains to check that $f_v^T g_v = 0$, but this follows from a similar computation:

$$f_v(x)^T g_v(x) = -f(x)^T g(v) K(v, v)K(v, v) f(v)^T g(x) = K(x, v) f(v)^T g(x) = K(x, v) f(v)^T g(x) = 0.$$
Next, we will explain how the kernel of the point process $\mathbb{P}_\nu^\theta$ on $(\Lambda, \mu_0^\theta)$, with kernel of the operator $K(1 - M_0K)^{-1}$, can be characterized in terms of a RH problem. For this, we rely on the IIKS method developed in [47, 36].

In what follows, we assume that the entries of $\sqrt{\theta}g$ and $\sqrt{\theta}f$ are smooth, bounded and integrable functions on $\Lambda$ which decay as $z \to \infty$, and that their derivatives are also bounded and integrable.

Let us consider the following RH problem.

**RH problem for $Y$.**

(a) $Y : \mathbb{C} \setminus \Lambda \to \mathbb{C}^{k \times k}$ is analytic; we mean by this that every entry of the matrix is analytic in $\mathbb{C} \setminus \Lambda$.

(b) $Y$ has continuous boundary values $Y_\pm$ when $\Lambda$ is approached from the left (+) or right (−), with respect to the orientation chosen for $\Lambda$, and they are related by

$$
Y_+ (z) = Y_- (z) J_Y (z), \quad J_Y (z) = I_k - 2 \pi i \theta (z) f_\nu (z) g_\nu (z)^T, \quad z \in \Lambda,
$$

where $I_k$ is the $k \times k$ identity matrix.

(c) As $z \to \infty$, $Y (z) \to I_k$ uniformly.

The following is a consequence of results from, e.g., [36, Section 2], see also [47] and [6].

**Proposition 5.2.** Suppose that $M_\nu K^\theta_{\nu + 1} M_\nu M_\nu \sqrt{\theta} \in B(L^2(\Lambda, dz))$ is trace class on $L^2(\Lambda, dz)$ for any bounded Borel set $\mu$, and that $\det (1 - M_\nu K^\theta_{\nu + 1} M_\nu \sqrt{\theta}) \neq 0$.

1. The RH problem for $Y$ is uniquely solvable, and the solution $Y (z)$ is invertible for any $z \in \mathbb{C} \setminus \Lambda$.
2. The DPP $\mathbb{P}_\nu^\theta$ on $(\Lambda, (1 - \theta) dz)$ is characterized by the $k$-integrable kernel

$$
K^\theta_{\nu} (x, y) = \frac{f_\nu (x)^T \theta g_\nu (y)}{x - y}
$$

where

$$
\begin{align*}
&f_\nu (x) = Y_\pm f_\nu, \quad g_\nu (x) = Y_\pm^{-T} g_\nu,
&\text{and the above expressions are independent of the choice } \pm \text{ of boundary value, with } Y_\pm^{-T} \text{ denoting the inverse transpose of the matrix } Y_\pm.
\end{align*}
$$

Consequently

$$
K^\theta_{\nu} (x, y) = \frac{1}{x - y} g_\nu (y)^T Y_\pm (y)^{-1} Y_\pm (x) f_\nu (x).
$$

**Proof.** Observe first that, because of the assumptions and Proposition 5.1, $\theta (x) f_\nu (x) g_\nu (x)^T$ is also smooth, in $L^2(\Lambda, dz)$, and decaying as $x \to \infty$, $x \in \Lambda$. We then set $A = M_{\sqrt{\theta}} K_\nu M_{\sqrt{\theta}}$ and $V = I_k - 2 \pi i \theta f_\nu g_\nu^T$, and apply [36, Lemma 2.12]: this result states that

$$
(1 - A)^{-1} - 1 = A (1 - A)^{-1} = M_{\sqrt{\theta}} K_\nu (1 - M_0 K_\nu)^{-1} M_{\sqrt{\theta}}
$$

has kernel $\frac{F (x)^T G (y)}{x - y}$ with

$$
F = Y_\pm \sqrt{\theta} f_\nu, \quad G = Y_\pm^{-T} \sqrt{\theta} g_\nu.
$$

Hence, if $\theta$ has no zeros on $\Lambda$, the operator $K_\nu (1 - M_0 K_\nu)^{-1}$ has kernel $\frac{f_\nu (x)^T g_\nu (y)}{x - y}$ on $L^2(\Lambda, dz)$ with

$$
\begin{align*}
&f_\nu (x) = \frac{1}{\sqrt{\theta}} F, \quad g_\nu (x) = \frac{1}{\sqrt{\theta}} G,
&\text{and the result follows from Theorem 2.7. If } \theta \text{ has zeros on } \Lambda, \text{ the result does not directly follow, but it is readily seen that one can follow the proof of [36, Lemma 2.12] to prove the result also in this case.} \square
\end{align*}
$$
Remark 5.3. The smoothness and decay of the entries of $θfg^T$ are assumptions we make to avoid technical complications, and which guarantee smooth boundary values $Y_±$ and uniform convergence at infinity. One can also proceed with less regularity, but then care must be taken about the sense of the boundary values of $Y$, which are not necessarily continuous, and about the convergence at infinity, which is not necessarily uniform, see e.g. [35, 36] for general theory of RH problems.

The above results imply that given $K, θ, v$, we obtain $K^θ_v$ by first computing $K_v$, and then solving the RH problem for $Y$. Next, we explain how to bypass this procedure by characterizing $K^θ_v$ directly in terms of a RH problem which depends in a simple explicit way on $K, θ, v$, without need to go through the transformation $K \mapsto K_v$. For that purpose, let us construct a rational matrix-valued function $R$, which will allow us to connect $f, g$ with $f_v, g_v$.

For a singleton $v = \{v\}$, we observe that
\[
f_v(x) = f(x) - f(v)K(x, v)K(v, v) = \left(I_k - \frac{R_1}{x - v}\right)f(x), \quad R_1 = \frac{f(v)g(v)^T}{K(v, v)},
\]
and similarly since $R_1^2 = 0$,
\[
g_v(x)^T = g(x)^T\left(I_k + \frac{R_1}{x - v}\right) = g(x)^T\left(I_k - \frac{R_1}{x - v}\right)^{-1}.
\]
For the general case $v = \{v_1, ..., v_m\}$, we inductively define the matrices $R_j$ for $j = 1, ..., m$ by
\[
R_j = \frac{f_{v_1, ..., v_{j-1}}(v_j)g_{v_1, ..., v_{j-1}}(v_j)^T}{K_{v_1, ..., v_{j-1}}(v_j, v_j)},
\]
satisfying $R_1^2 = 0$, and
\[
R(z) = \left(I_k + \frac{R_1}{z - v_1}\right)\left(I_k + \frac{R_2}{z - v_2}\right)\cdots\left(I_k + \frac{R_m}{z - v_m}\right), \quad z \in \mathbb{C} \setminus \{v_1, ..., v_m\}.
\]
Then $R$ has determinant identically equal to 1, and
\[
f_v(x) = R(x)^{-1}f(x), \quad g_v(x)^T = g(x)^TR(x),
\]
so that we can rewrite the jump matrix $J_Y$ as
\[
J_Y(x) = I_k - 2\pi iθ(x)f_v(x)g_v(x)^T = R(x)^{-1}\left(I_k - 2\pi i\theta(x)f(x)g(x)^T\right)R(x).
\]
Note that although the construction of $R$ uses a certain order of $v_1, ..., v_m$, the result only depends on the unordered set $v$, as it can be checked that
\[
R(z) = I_k + \frac{f(v)}{z - V}K(v, v)^{-T}g(v)^T = \left(I_k - f(v)K(v, v)^{-T}\left(\frac{g(v)}{z - v}\right)^T\right)^{-1},
\]
where $f(v)$ and $g(v)$ are the $k \times m$ matrices whose $i$-th columns are $\frac{f(v_i)}{v_i}$ and $g(v_i)$, and similarly for the others. It turns out that $R$ is a rational function which can also be characterized by a discrete RH problem (in fact, $R^{-1}$ is the solution to the below RH problem for $U$ with $θ = 0$). Let us now define
\[
U(z) = Y(z)R(z)^{-1},
\]
then $U$ satisfies the following RH problem.

**RH problem for $U$.**

1. Each entry of $U : \mathbb{C} \setminus Λ \to \mathbb{C}^{k \times k}$ is analytic.
2. On $Λ \setminus v$, $U$ has continuous boundary values $U_{±}$ which satisfy the jump condition
\[
U_+ = U_-(I_k - 2\pi iθfg^T),
\]
while for each $v \in v$, the residue $ρ_v(U) = \lim_{z \to v}(z - v)U(z)$ is well-defined and given by
\[
ρ_v(U) = -\lim_{z \to v}U(z)\frac{f(v)g(v)^T}{K(v, v)}.
\]
(3) As \( z \to \infty \), \( U(z) \to I_k \) uniformly.

Conditions (1) and (3) are immediately verified. To check the jump relation (2) for \( U \), it suffices to use (5.7) and (5.6). For the residues of \( U \), observe that it is sufficient to verify the condition for \( v = v_1 \) by the iterative construction of \( R \). We then have by (5.5), (5.7), \( R_1^2 = 0 \), and the fact that \( Y_+(v_1) = Y_-(v_1) \) (since \( f(v_1) = g(v_1) = 0 \)) that

\[
\lim_{z \to v_1} (z - v_1)U(z) = -Y_+(v_1) \text{Res}_{z=v_1} R^{-1} = -Y_+(v_1) \left( I_k - \frac{R_m}{v_1 - v_m} \right) \cdots \left( I_k - \frac{R_2}{v_1 - v_2} \right) R_1
\]

\[
= - \lim_{z \to v_1} Y(z) \left( I_k - \frac{R_m}{z - v_m} \right) \cdots \left( I_k - \frac{R_1}{z - v_1} \right) R_1 = - \lim_{z \to \infty} U(z) \frac{f(v)g(v)^T}{K(v,v)}.
\]

In conclusion, we have the following result.

**Proposition 5.4.** Suppose that \( M_{\sqrt{\sigma+1}B}K_{\nu}M_{\sqrt{\sigma+1}B}^{-1} \) is trace class on \( L^2(\Lambda,dz) \) for any bounded Borel set \( B \), and that \( \det(1 - M_{\sqrt{\nu}K_{\nu}M_{\sqrt{\nu}}}) \neq 0 \). There exists a unique solution \( U \) to the RH problem for \( U \) which is furthermore invertible and satisfies

\[
f^0_{\nu} = U_+ f, \quad g^0_{\nu} = U_-^T g,
\]

and

\[
K^0_{\nu}(x,y) = \frac{1}{x-y}g(y)^T U_+(y)^{-1} U_+(x)f(x).
\]

### 5.2. Integrable kernels characterized by a RH problem

The above RH characterization of \( K^0_{\nu} \) and \( K^0_{\nu} \) is particularly useful in cases where the kernel \( K \) of the DPP \( \mathbb{P} \) itself can also be characterized in terms of a RH problem. In such a case, the IIKS method allows to transform the RH problem to an \textit{undressed} RH problem which is in a form amenable to asymptotic analysis and to derive differential equations [6, 7, 47].

Such a RH characterization is available for many important 2-integrable DPPs, like OPEs and the DPPs characterized by the Airy kernel, the sine kernel, the Bessel kernels, the confluent hypergeometric kernels, and kernels connected to Painlevé equations. Multiple orthogonal polynomial ensembles [50] and their scaling limits like Pearcey and tacnode kernels are examples of \( k \)-integrable kernels with \( k > 2 \), which can also be characterized through a \((k \times k)\) RH problem.

Let us illustrate this in the case \( k = 2 \).

Suppose that we can write

\[
K(x,y) = \frac{f(x)^T g(y)}{x-y}, \quad f(x) = \frac{w(x)}{2\pi i} \Psi_+(x) \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad g(y)^T = \begin{pmatrix} 0 & 1 \end{pmatrix} \Psi_-(y)^{-1},
\]

for a smooth bounded function \( w : \Lambda \to [0, +\infty) \), where \( \Psi \) satisfies a RH problem of the following form.

**RH problem for \( \Psi \).**

(1) \( \Psi : \mathbb{C} \setminus \Lambda \to \mathbb{C}^{2 \times 2} \) is analytic.

(2) \( \Psi \) has continuous boundary values \( \Psi_\pm \), and they are related by

\[
\Psi_+(z) = \Psi_-(z) \begin{pmatrix} 1 & w(z) \\ 0 & 1 \end{pmatrix}, \quad z \in \Lambda,
\]

for some smooth bounded function \( w : \Lambda \to \mathbb{C} \).

(3) For some \( \Psi_\infty : \mathbb{C} \setminus \Lambda \to \mathbb{C}^{2 \times 2} \) such that \( \det \Psi_\infty(z) = 1 \), we have

\[
\Psi(z) = \left( I_2 + O(z^{-1}) \right) \Psi_\infty(z),
\]

uniformly as \( z \to \infty \).
Then, it is straightforward to show that det $\Psi(z) \equiv 1$, hence $\Psi(z)$ is an invertible matrix for every $z \in \mathbb{C} \setminus \Lambda$, and that there is only one solution to the RH problem for $\Psi$.

The third RH condition would be trivially valid with $\Psi_\infty = \Psi$, but as we illustrate in examples below, one usually prefers to specify a simpler explicit function $\Psi_\infty$ to describe the asymptotic behavior of $\Psi$, in order to facilitate further analysis of the RH problem. Observe that the RH conditions imply that the first column of $\Psi$ and the second row of $\Psi^{-1}$ extend to entire functions in the complex plane, and hence that $f/w$ and $g$ extend to entire functions.

Let us define

$$\Psi^0_v = U \Psi.$$  \hspace{1cm} (5.9)

Then, $\Psi^0_v$ is invertible and it is the unique solution to the following RH problem.

**RH problem for $\Psi^0_v$.**

1. Each entry of $\Psi^0_v : \mathbb{C} \setminus \Lambda \to \mathbb{C}^{2 \times 2}$ is analytic.
2. $\Psi^0_v$ has continuous boundary values $\Psi^0_{v\pm}$ on $\Lambda \cup v$ and they are related by

$$\Psi^0_{v+}(z) = \Psi^0_{v-}(z) \left( \begin{array}{cc} 1 & w(z)(1 - \theta(z)) \\ 0 & 1 \end{array} \right),$$

while as $z \to v \in v$ we have

$$\Psi^0_v(z) = o(1)(z - v)^{\sigma_3}, \quad \sigma_3 := \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right).$$

3. As $z \to \infty$, we have the uniform asymptotics

$$\Psi^0_v(z) = (I_2 + O(z^{-1})) \Psi_\infty(z).$$

The first and the third conditions are immediate from the corresponding ones for $U$ and $\Psi$. The jump relation is obtained from the jump relation for $U$ and the one for $\Psi$ along with (5.8):

$$U_+ \Psi_+ = U_- \left( I_2 - 2\pi i \theta \frac{w}{2\pi i} \Psi_+ \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \Psi^{-1}_+ \right) \Psi_+ = U_- \Psi_- \left( \begin{array}{cc} 1 & w \\ 0 & 1 \end{array} \right) - w \theta \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right).$$

The singular behavior near $v$ is obtained in a similar manner: the second column of $\Psi^0_v(z - v)^{-\sigma_3}$ is obviously $O(1)$ since the second column of $U$ is $O((z - v)^{-1})$ as $z \to v \in v$, while for the first column we notice that for each $v \in v$, by (5.8),

$$\lim_{z \to \Lambda \to v} \Psi^0_v(z) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) = \lim_{z \to \Lambda \to v} \Psi^0_{v\pm}(z) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) = Y_\pm(v) \lim_{z \to \Lambda \to v} R(z)^{-1}\Psi_\pm(z) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) = Y_\pm(v) \frac{2\pi i}{w(v)} \lim_{z \to \Lambda \to v} R(z)^{-1} \frac{w(z)}{2\pi i} \Psi_\pm(z) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) = Y_\pm(v) \frac{2\pi i}{w(v)} f_\pm(v) = 0.$$

Moreover, we have by (5.4) that the kernel of the conditional ensemble is given by

$$K^\theta_{v}(x, y) = \frac{1}{x - y} \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \Psi_{\pm}(y)^{-1} U_{\pm}(y)^{-1} U_{\pm}(x) \Psi_{\pm}(x) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \frac{w(x)}{2\pi i}$$

$$\hspace{1cm} = \frac{w(x)}{2\pi i(x - y)} \left( \Psi^0_{v}(y)^{-1} \Psi^0_{v}(x) \right)_{21}. \hspace{1cm} (5.10)$$

Let us illustrate the above procedure in some examples.

**Example 5.1.** Let $p_k$ be the normalized degree $k$ orthogonal polynomial with respect to a weight function $w$ on $\Lambda = \mathbb{R}$, with leading coefficient $\kappa_k > 0$. Write

$$\Psi(z) := \left( \begin{array}{cc} \frac{1}{\kappa_N} p_N(z) & \frac{1}{2\pi i \kappa_N} \int_0^\infty p_N(x) w(x) \, dx \\ -2\pi i \kappa_{N-1} p_{N-1}(z) & -\kappa_{N-1} \int_0^\infty p_{N-1}(x) w(x) \, dx \end{array} \right).$$
This is the solution of the Fokas-Its-Kitaev RH problem [39], which is the above RH problem for \( \Psi \) with

\[ \Lambda = \mathbb{R}, \quad \Psi_\infty(z) = e^{N\pi i}, \quad \sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]

With \( f, g \) as in (5.8), the kernel \( K_N(x, y) \) is then the Christoffel-Darboux kernel (note the factor \( w(x) \) which was not present in (4.3); this is due to the different reference measures \( dx \) here and \( w(x)dx \) in (4.3))

\[ K_N(x, y) = \frac{\kappa_{N-1}w(x)p_N(x)p_{N-1}(y) - p_N(y)p_{N-1}(x)}{x - y}. \]

The RH problem for \( \Psi^\theta_{|\theta} \) is then the Fokas-Its-Kitaev RH problem, but with a deformed weight function \( (1 - \theta)w \); for non-empty \( v \), the function \( \Psi^\theta_{|\theta}(z) \prod_{v \in \gamma}(z - v)^{-\sigma_3} \) then satisfies the Fokas-Its-Kitaev RH problem with weight function \( (1 - \theta(z))w(z) \prod_{v \in \gamma}(z - v)^2 \) and with \( N \) replaced by \( N \) minus the cardinality of \( v \), which is in perfect agreement with Proposition 4.1. This RH problem has been an object of intensive study in the past decades and large \( N \) asymptotics for its solution have been obtained for a large class of weight functions, see e.g. [35, 50, 51].

**Example 5.2.** Write

\[ \Psi(z) = \begin{cases} \begin{pmatrix} e^{\pi i z} & e^{\pi i z} \\ -e^{-\pi i z} & 0 \end{pmatrix}, & \text{for } \Im z > 0, \\ \begin{pmatrix} e^{\pi i z} & 0 \\ -e^{-\pi i z} & e^{-\pi i z} \end{pmatrix}, & \text{for } \Im z < 0. \end{cases} \]

This matrix satisfies the RH problem for \( \Psi \) with

\[ \Lambda = \mathbb{R}, \quad w(x) = 1, \quad \Psi_\infty = \Psi. \]

With \( f, g \) as in (5.8), the kernel \( K(x, y) \) is then the sine kernel (4.5). The associated RH problem for \( \Psi^\theta_{|\theta} \) for \( \theta = 1_B \) the indicator function of a union of intervals was the RH problem studied originally in [36], and was also analyzed successfully in [17] for \( \theta = \gamma 1_B \) with \( \gamma \in (0, 1) \).

**Example 5.3.** Write

\[ \Psi(z) := \sqrt{2\pi} e^{\frac{\pi i}{2}} \times \begin{pmatrix} \text{Ai}(z) & \text{Ai}(\omega^2 z) \\ -i\text{Ai}'(z) & -i\omega^2 \text{Ai}'(\omega^2 z) \end{pmatrix} e^{-\frac{\pi i}{2} \sigma_3}, \quad \text{for } \Im z > 0, \]

\[ \begin{pmatrix} \text{Ai}(z) & -\omega^2 \text{Ai}(\omega z) \\ -i\text{Ai}'(z) & i\text{Ai}'(\omega z) \end{pmatrix} e^{-\frac{\pi i}{2} \sigma_3}, \quad \text{for } \Im z < 0, \]

with \( \omega = e^{\frac{\pi i}{2}} \) and \( \text{Ai} \) the Airy function. Using the relation \( \text{Ai}(z) + \omega \text{Ai}(\omega z) + \omega^2 \text{Ai}(\omega^2 z) = 0 \), one verifies, using the asymptotic behavior of the Airy function, that this matrix satisfies the RH problem for \( \Psi \) with

\[ \Lambda = \mathbb{R}, \quad w(x) = 1, \quad \Psi_\infty(z) = \begin{pmatrix} 1 \sqrt{2} & \frac{1}{\sqrt{2}} \frac{1}{i} & 1 \end{pmatrix} e^{-\frac{\pi i}{2} \sigma_3} \]

\[ e^{-3/2 \pi i} \begin{pmatrix} 1 \sqrt{2} & \frac{1}{\sqrt{2}} \frac{1}{i} & 1 \end{pmatrix} e^{-\frac{3}{2} \pi i} \sigma_3 \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} \]

for \( |\arg z| < \pi - \delta, \) for any sufficiently small \( \delta > 0 \), with principal branches of the root functions. With \( f, g \) as in (5.8), the kernel \( K(x, y) \) is then the Airy kernel

\[ K(x, y) = \frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}(y)\text{Ai}'(x)}{x - y}. \]

The RH problem for \( \Psi^\theta_{|\theta} \), or an equivalent RH problem obtained after opening of the lenses, was then studied in [32, 26, 27] for a rather large class of functions \( \theta \), in order to derive differential equations and asymptotics for Airy kernel Fredholm determinants of the form \( \det(1 - M_{\Psi K M_{\gamma}}) \). In particular, these determinants are important in the study of the narrow wedge solution of the Kardar-Parisi-Zhang
Determinantal Point Processes Conditioned on Randomly Incomplete Configurations

The conclusion of this section is two-fold. First, we just showed that the IIKS RH problem allows one to characterize the conditional kernels $K_{10}^θ$ and $K_{1v}^θ$ in terms of a RH problem, which can potentially be analyzed asymptotically. Secondly, the conditional ensembles $P^θ_{10}$ enable us to give a natural probabilistic interpretation to the IIKS method, as we explain next.

The starting point of the IIKS method to study Fredholm determinants of the form $\det(1 - M_θK)$, is the Jacobi identity: if $θ(x) = θ_t(x)$ depends smoothly on a deformation parameter $t$, we have

$$\partial_t \log \det(1 - M_θK^{10}) = -\text{Tr} \left[ \partial_t M_θ(1 - M_θK)^{-1} \right] = -\int θ_t(x)K_{10}(x, x)dμ(x).$$

In analytic terms, this implies that one can compute the Fredholm determinant $\det(1 - M_θK)$, or at least its logarithmic derivative, provided that one has sufficiently accurate knowledge of the conditional kernel $K_{10}(x, x)$.

In probabilistic terms, if $1 - θ_t$ does not vanish, this identity reads

$$\partial_t \log \mathbb{E} \prod_{x \in \text{supp } ξ} (1 - θ_t(x)) = \mathbb{P}^θ_{10} \int θ_t \log(1 - θ_t(x))dξ(x).$$

The logarithmic derivative of an average multiplicative statistic in $P$ is thus equal to an average linear statistic in the conditional ensemble $P^θ_{10}$. Moreover, if the function $t \mapsto θ_t(x)$ is a smooth probability distribution function, then the function

$$h^θ_p(t) = -\partial_t \log(1 - θ_t(x)) = \frac{∂_t θ_t(x)}{1 - θ_t(x)} = \text{Prob}(t_x = t \mid t_x \geq t),$$

has the natural interpretation of a hazard rate likelihood of the random variable $t_x$ with distribution $t \mapsto θ_t(x)$. We can interpret $t_x$ for instance as the detection time of point $x$, and then $h^θ(t)$ is the likelihood to detect the particle at position $x$ in $\text{supp } ξ$ at time $t$, given that it was not detected before time $t$.
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