Self-compensation in phosphorus-doped CdTe
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We investigate the self-compensation mechanism in phosphorus-doped CdTe. The formation energies, charge transition levels, and defects states of several P-related point defects susceptible to cause self-compensation are addressed by first-principles calculations. Moreover, we assess the influence of the spin-orbit coupling and supercell-size effects on the stability of AX centers donors, which are believed to be responsible for most of the self-compensation. We report an improved result for the lowest-energy configuration of the P interstitial (P_i) and find that the self-compensation mechanism is not due to the formation of AX centers. Under Te-rich growth conditions, (P_i) exhibits a formation energy lower than the substitutional acceptor (P_{Te}) when the Fermi level is near the valence band, acting as compensating donor. While, for Cd-rich growth conditions, our results suggest that p-type doping is limited by the formation of (P_{Te}−V_{Te}) complexes.

I. INTRODUCTION

Cadmium telluride (CdTe) is one of the few II-IV semiconductors that can be doped both $n$- and $p$-type.1 Due to its near optimal band gap of 1.5 eV and high absorption coefficient near the band edge, CdTe is used as a semiconductor absorber layer in photovoltaic technology. However, CdTe-based solar cells usually exhibit an open-circuit voltage ($V_{oc}$) of $\sim 860$ mV, which is low in comparison to the detailed-balance limit of 1.23 V.2 One route to improve the $V_{oc}$ is by increasing both hole density and carrier lifetime.3–5 The latter can be improved by reducing the concentration of defects that introduce levels deep in the band gap, which act as effective non-radiative Shockley-Read-Hall (SRH) recombination centers.6,7 On the other hand, hole density can be boosted by the incorporation of shallow acceptors. These are effective p-type dopants because they can be easily ionized at room temperature, providing free holes to the valence-band.8 In practice, however, p-type doping is difficult to achieve in CdTe, and this has so far hindered the production of high hole density films.9 The origin of the low p-type dopability in CdTe is not yet well understood, but it has been suggested that it may be due to the low solubility of the dopants, the introduction of deep levels, or self-compensation.10,11 The latter term denotes the response of the system to the introduction of electrically active impurities, which tends to compensate their electrical activity through the formation of opposite charged defects.12,13

To improve the $p$-type conductivity in CdTe, extrinsic doping with group-I (Li, Na, Cu, Ag) and group-V elements (N, P, As, Sb, and Bi) has been explored in the literature. Group-I elements are expected to occupy the Cd site introducing shallow acceptors levels, but $p$-type conductivity is usually limited by self-compensation. Moreover, it has been reported that Li, Na, and Ag exhibit an amphoteric behavior acting as substitutional acceptors and interstitial donors,14,15 whereas Cu exhibits a fast diffusion mechanism that leads to the formation of complexes with Cd vacancies, deteriorating the substitutional acceptor states.16–19 Group-V elements, on the other hand, are natural substitutes for tellurium and are also expected to introduce shallow acceptor levels in CdTe. Recent experimental works suggest that doping with group-V elements under Cd-rich conditions can indeed increase the hole concentrations,11,20,21 but also reveal the existence of an apparent doping limit.21 The origin of this limiting mechanism is not well understood, but recent theoretical studies suggest that it is due to the formation of self-compensating positive charged AX centers.11,22–24

In this work, we investigate the origin the $p$-type doping difficulties in phosphorus-doped CdTe. We present improved results for the lowest-energy interstitial configuration (P_i)^{+1} reported by Colegrove et al.,23 and find that the self-compensation mechanism is not due to the formation of AX centers. Under Cd-rich growth conditions, the self-compensation occurs through the formation of phosphorus complexes with tellurium vacancies, whereas under Te-rich growth conditions the (P_i)^{+1} configuration plays the compensating role, limiting the $p$-type conductivity.

II. METHODS

A. Computational details

We performed first-principles DFT calculations within the generalized gradient approximation (GGA) formulated by Perdew, Burke, and Ernzerhof (PBE),25 as implemented in the Quantum-ESPRESSO code.26 Unless otherwise stated, our total-energy and band-structure calculations were performed employing GBRV ultrasoft pseudopotentials27 with a plane-wave energy cutoff of 36 Ry. The defect formation energies were calculated using 512-atom supercells, in which the sampling of the
Brillouin zone was restricted to the Γ point. In the case of positive and negative charged systems, we applied a correction of 0.08 eV which results from the application of scheme proposed by Lany and Zunger. In all calculations, the structures were relaxed until the Hellmann-Feynman forces on each atom were less than 0.001 Ry/bohr.

Additionally, we performed GW calculations in 64-atom supercells to obtain the quasiparticle corrections to the Kohn-Sham band structure in selected cases. These corrections were considered through the application of scissors operators at the Γ point on larger 512-atom supercells. We used the DFT+U approach as starting point for a subsequent COHSEX+G calculation using the ABINIT code. A 2 × 2 × 2 k-mesh was used to obtain the converged DFT charge density and the Γ-point only in the subsequent GW calculation. We used a 20 Ry energy cutoff to represent the dielectric matrix (ε) and 2048 bands plus the extrapolation approximation of Bruneval and Gonze. The frequency dependence of the dielectric matrix was approximated by the plasmon-pole model of Godby and Needs, which requires that the behavior of ε−1 is correctly reproduced at two different frequencies: the static limit (ω = 0) and an additional imaginary frequency near the plasma frequency of the system. The Hubbard parameter was set to U Cd = 7 eV for the 3d states of Cd.

### B. Defect formation energies

The formation energy of a given defect or impurity determines its concentration. The defect formation energy in charge state \( q \) and arbitrary ionic configuration can be expressed as:

\[
E_f^d[R] = E_q[R] - E_{\text{ref}} + qE_F,
\]

\[
E_{\text{ref}} = E_{\text{bulk}}^{\text{CdTe}} + \sum_i n_i(\Delta\mu_i + \mu_i^\text{ref}),
\]

where \( E_q[R] \) is the total energy of the system in charge state \( q \) and ionic configuration \( R \), \( E_{\text{ref}} \) is the energy of a reference system, i.e., an equivalent defect-free supercell, and \( E_F \) corresponds to the Fermi level. The integer \( n_i \) represents the number of atoms of species \( i \) that are either added (\( n_i > 0 \)) or removed (\( n_i < 0 \)) from the reference supercell. \( \Delta\mu_i \) is the relative chemical potential for the \( i \)th atomic species referenced to \( \mu_i^\text{ref} \), which is the chemical potential of its pure elemental phase, e.g., Cd (hexagonal structure with space group \( P6_3 \)), Te (trigonal structure with space group \( P3_121 \)), and P (orthorhombic structure with \( Cmca \) space group).

Additionally, upper and lower bounds to the chemical potentials are required to maintain the stability of the CdTe compound:

\[
\Delta\mu_{\text{Cd}} + \Delta\mu_{\text{Te}} = E_f^{d}[\text{CdTe}],
\]

where \( E_f^{d}[\text{CdTe}] = -0.91 \text{ eV} \) is the calculated formation enthalpy of CdTe. Moreover, the upper bound of \( \Delta\mu_{\text{Cd}} \) (and the lower bound of \( \Delta\mu_{\text{Te}} \)) corresponds to the reduction of CdTe to metallic Cd, i.e., \( \Delta\mu_{\text{Cd}} = 0 \), whereas the lower bound of \( \Delta\mu_{\text{Cd}} \) (and thus the upper bound of \( \Delta\mu_{\text{Te}} \)) is given by the reduction of CdTe to elemental Te, i.e., \( \Delta\mu_{\text{Cd}} = -0.91 \text{ eV} \). To avoid the formation of secondary phases of P with the host atoms, its chemical potential is bounded by the following relation:

\[
3\Delta\mu_{\text{Cd}} + 2\Delta\mu_{\text{P}} \leq E_f^{d}[\text{Cd}_3\text{P}_2] = -0.35 \text{ eV},
\]

where \( E_f^{d}[\text{Cd}_3\text{P}_2] \) is the calculated formation enthalpy of Cd3P2 (tetragonal structure with space group \( P4_{2}2/nmc \)). Moreover, to prevent the precipitation of P, its chemical potential should also be smaller than of the corresponding elemental phase. Thus \( \Delta\mu_{\text{P}} \) is restricted by:

\[
\Delta\mu_{\text{P}} \leq \min\left(0, \frac{1}{2}(E_f^{d}[\text{Cd}_3\text{P}_2] - 3\Delta\mu_{\text{Cd}})\right).
\]

For a Cd-rich growth condition we have \( \Delta\mu_{\text{Te}} = -0.91 \text{ eV} \) and \( \Delta\mu_{\text{Cd}} = 0 \text{ eV} \), then

\[
\Delta\mu_{\text{P}}^{\text{Cd-rich}} = -0.18 \text{ eV},
\]

and, for a Te-rich growth condition we have \( \Delta\mu_{\text{Te}} = 0 \text{ eV} \) and \( \Delta\mu_{\text{Cd}} = -0.91 \text{ eV} \), thus

\[
\Delta\mu_{\text{P}}^{\text{Te-rich}} = 0 \text{ eV}.
\]

---

**FIG. 1.** (Left) Electronic band structure of \((\text{PTe})^{+1}\) in the AX configuration. (Right) Squared wave function corresponding to the anti-bonding \( a_1 \) level plotted in the range of \( 0 \rightarrow 4 \times 10^{-3} \) bohr–3. Dark and light spheres represent Te and Cd atoms, respectively; the yellow sphere represents the phosphorus impurity. The calculations were performed in a 250-atom supercell.
III. RESULTS AND DISCUSSION

A. Stability of AX centers

In an AX center a group-V substitutional dopant (occupying a Te site) and its nearest neighbour Te atom move toward each other, breaking their original bonds with the Cd atoms along the [110] zigzag chain to form a new bond.\(^\text{38}\) This ionic distortion results in the net loss of one bond and in the creation of an anti-bonding orbital above the conduction-band minimum (CBM), as shown in Figure 1. Moreover, two electrons are released to the Fermi sea transforming the negative charged substitutional acceptor into a positive charged donor.

TABLE I. Energy difference between T\(_d\) and AX configurations in the positive charge state, for several supercell sizes (all values are given in eV).

| Size | k-point sampling | functional | E(T\(_d\))−E(AX) |
|------|-----------------|------------|------------------|
| 64   | 2 × 2 × 2       | PBE        | −0.25            |
| 64   | 2 × 2 × 2       | HSE06      | 0.50\(^*\)       |
| 216  | Γ               | PBE        | −0.56            |
| 216  | 2 × 2 × 2       | PBE        | −0.47            |
| 216  | Γ               | HSE06      | 0.32             |
| 512  | Γ               | PBE        | −0.62            |

\(^*\)Ref. [22]

Further insights can be gained from simple valence arguments. The neutral tellurium vacancy (V\(_{Te}\)) in T\(_d\) symmetry introduces a fully occupied \(a_1\) level with s-like symmetry and an empty triple-degenerate \(t_2\) level with p-like symmetry.\(^\text{39}\) The five valence electrons of the group-V dopant substituting a Te atom only partially fill the \(t_2\) level left by the vacancy, and thus one might expect an orbitally-degenerate configuration. However, the \(t_2\) level is resonant with the valence-band. Hence, the hole introduced by the dopant occupies a perturbed host state (PHS) at the valence-band maximum (VBM), weakly bounded to the impurity in an effective-mass acceptor state. Due to finite-size effects, this PHS merges with the valence-band at typical supercell sizes.\(^\text{40}\)

Interestingly, the ionic distortion from the substitutional acceptor (P\(_{Te}\)) in T\(_d\) symmetry to the less symmetrical AX center splits the \(t_2\) manifold (which is fully occupied) into a filled \(e\) state below the VBM and an empty \(a_1\) level resonant with the conduction-band, as shown in Figure 1. We should note that the AX center has all the valence bands full and all the conduction bands empty. This is important if we want to compare the total energies of the T\(_d\) and the AX configuration in the same charge state, because a finite-size correction due to the delocalized holes occupying the PHS should be applied to the former configuration. To illustrate this, we calculate their total energy differences, E(T\(_d\))−E(AX), in the positive charge state at different supercell sizes as shown in Table I. At scalar relativistic DFT-PBE level (spin-orbit free), the T\(_d\) configuration is more stable than the AX center by 0.25, 0.47, and 0.62 eV by using 64, 216, and 512 supercell sizes, respectively, giving rise to a finite-size correction of 0.37 eV obtained by comparing the 64-atom supercell with the larger 512-atom supercell. Recently, Yang et al.\(^\text{22}\) reported that the AX is more stable than the T\(_d\) configuration by 0.50 eV when the HSE06\(^4\) hybrid functional is used. This effect can be attributed to the downshift in the absolute position of the VBM due to the inclusion of a fraction of Hartree-Fock interaction, lowering the total energy of the AX configuration to a greater extend than the energy of the T\(_d\) configuration (since the former has no holes in the valence-band). However, the calculations in Ref. [22] were carried on a 64-atom supercell; if larger supercells are employed, finite-size effects will stabilize the T\(_d\) configuration. In particular, if a large supercell is used the AX center is expected to be stable by only 0.13 eV.

In Table I, we present our results for several supercell sizes. If we compare the total energy differences between (P\(_{Te}\))\(_{\mathbf{X}}\) and (P\(_{Te}\))\(_{\mathbf{T}}\) obtained with 64-atom (2x2x2 \(k\)-mesh) and 216-atom (\(\Gamma\)-only) supercells, we find a finite size correction of 0.31 eV and 0.18 eV for PBE and HSE06, respectively; favoring the T\(_d\) configuration. The slower convergence of the hybrid functional arises from the long-range nature of the Hartree-Fock (HF) exchange interaction, which converges slowly with respect to the supercell size.\(^\text{44,45}\) Thus, the use of large supercells and/or a careful choice of the screening parameter (\(\mu\)), which defines the extent of the HF exchange in real space, is recommended.

B. The effect of the spin-orbit coupling

In addition, there is another effect (so far neglected in previous works) that may influence the stability of the AX centers: the spin-orbit coupling (SOC), that affects
the absolute position of the VBM and splits the six $p$-shell of the P impurity into two $p_{3/2}$ spinors and four $p_{1/2}$ spinors. In the case of P, the dominant effect is the upshift of the absolute position of the VBM by 0.3 eV, thereby stabilizing the $T_d$ configuration against the formation of AX centers. To verify this, we compared the total energies of these two configurations in a 64-atom supercell using the HSE06 functional with the default exchange parameters ($\alpha = 0.25$) as implemented in the Vienna Ab Initio Simulation Package (VASP), and using a 2×2×2 Monkhorst-Pack $k$-point grid. We find that when the SOC is included the AX center is more stable than the $T_d$ configuration by 0.1 eV. We have done the same calculations for several group-V dopants in CdTe, both at scalar relativistic (spin-orbit free) and fully relativistic (including spin-orbit) DFT level, but employing the PBE functional instead of HSE06. Our results, neglecting finite-size corrections, are shown in the Table I. We find that in all cases the SOC stabilizes the $T_d$ configuration; however, as we move down the group-V column, the AX center becomes progressively more stable with the sole exception of bismuth.

It is interesting to note that in the case of P the effect of the SOC is roughly independent of the functional employed. The SOC destabilizes the AX center by 0.42 eV and 0.40 eV, in the case of PBE and HSE06, respectively. Moreover, our calculations suggest that the stability of the AX centers strongly depends on the absolute position of the VBM, which has been recognized as a critical quantity for determining defect formation energies and charge transition levels in semiconductors and insulators. For the case of P-doped CdTe, our results reveal that the AX center becomes unstable by 0.27 eV when finite-size effects are accounted for by using the HSE06 hybrid functional + SOC.

C. Comparison with the DFT+$GW$ approach

Next, we calculate the $\epsilon(+/-)$ charge transition level induced by the positive charged AX center and the substitutional (P$_{V_{Te}}$)$^{-1}$ in $T_d$ symmetry by using the DFT+$GW$ approximation, as described in Refs. [6 and 36]. We applied the DFT+$GW$ scheme starting from the (P$_{V_{Te}}$)$^{-1}$ configuration, as the self-interaction error mostly cancels in the first difference of Eq. (1). The position of the $\epsilon(+/-)$ is found at VBM + 0.31 eV; thus, the AX center is stable when the $E_F$ is lower than this value. The large discrepancy between DFT+$GW$ and HSE06 could be explained by the fact that hybrid functionals are still affected by the self-interaction error which artificially raises the position of the VBM. This can be seen by comparing experimental results for ionization potentials of several semiconductors, with those obtained from one-electron Green’s function methods and hybrid functionals, as shown in Figure 1 of Ref. [48]. In addition, it should be noted that a HSE06 calculation using a 64-atom supercell, but neglecting both finite-size and SOC effects results in a fortuitous error cancellation that leads to the stabilization of the AX centers.

D. Self-compensation model for P-doped CdTe

We have made an extensive search for compensating defects other than the AX center that could potentially introduce charge transition levels in the gap. We identified an interstitial configuration (P$_i$)$^{+1}$ (shown in Figure 2), which is 0.7 eV lower in energy than the split configuration reported in Ref. [23] (by comparing their total energies in a 64-atom supercell and using the HSE06 hybrid functional). The split configuration in the positive charge state has two localized levels in the band gap, one of which fully occupied. In the (P$_i$)$^{+1}$ configuration, however, these levels are split across the band gap, giving rise to a ground-state configuration with all the valence bands filled and all the conduction bands empty. The electronic structure of the (P$_i$)$^{+1}$ configuration and the squared wave function corresponding to the $a_1$ level resonant with the valence-band are shown in Figure 2. Furthermore, we calculate the diffusion barrier between two adjacent (P$_i$)$^{+1}$ configurations using the nudged elastic band (NEB) method, as implemented in the Quantum-Espresso code, and find a small barrier of 0.61 eV.

We also investigate the possible formation of defect complexes of P with Cd or Te vacancies. We find that (P$_{Cd}$ – V$_{Cd}$), (P$_{Te}$ – V$_{Cd}$), and (P$_{Cd}$ – V$_{Te}$) complexes have high formation energies and are unlikely to form at substantial concentrations. The (P$_{Te}$ – V$_{Te}$)$^{+1}$ complex, on the contrary, exhibits a low formation energy being stable only in the positive charge state. The calculated formation energies for the (P$_{Te}$ – V$_{Te}$)$^{+1}$ complex, the substitutional acceptor (P$_{Te}$)$^{-1}$, and the interstitial configuration (P$_i$)$^{+1}$ are plotted in Figure 3. It should be noted that all of these defects are in ground-state con-
figurations, i.e. all the valence bands are full and all the conduction bands are empty; thus, the self-interaction and band gap error on the formation energy is expected to be small at DFT level, only a correction in the absolute position of the VBM is required ($\Delta E_{\text{VBM}} = -0.74$ eV in the case of CdTe)\textsuperscript{6,36} to consider it as a proper reference for the Fermi level.

![Graph](image-url)

FIG. 3. Calculated defective formation energies of (P\textsubscript{Te})\textsuperscript{-1}, (P\textsuperscript{i})\textsuperscript{+1}, and (P\textsubscript{Te} - V\textsubscript{Te})\textsuperscript{+1} as a function of the Fermi level inside the band gap under (a) Te-rich condition and (b) Cd-rich condition. The formation energy of the AX configuration obtained from the DFT+GW scheme is also included.

Under Te-rich growth conditions, for values of $E_F$ higher than VBM + 0.56 eV (point A in Figure 3), we find that the most stable configuration is the substitutional acceptor (P\textsubscript{Te})\textsuperscript{-1}. On the other hand, when $E_F$ is close to the VBM, the formation of P interstitials in the positive charge state is favored. Under this condition, both defects tend to compensate each other leading to the Fermi-level pinning close to the point A. Unfortunately, Te-rich conditions also favor the formation of Te antisites, which act as hole traps with a deleterious impact on carrier transport.\textsuperscript{9} For Cd-rich growth conditions, we find that for values of $E_F$ higher than VBM + 0.89 eV (point B in Figure 3) the substitutional acceptor (P\textsubscript{Te})\textsuperscript{-1} is favored; whereas, for lower values of $E_F$, the P impurity tends to form vacancy-impurity complexes with Te vacancies being a limiting factor for an efficient p-type doping. Under this growth condition, the Fermi-level might be pinned near point B. However, it is important to keep in mind that this situation represents a limit case in which the partial pressure of Cd is such that P impurities are in the boundary of forming a Cd\textsubscript{3}P\textsubscript{2} compound. In practice, the Fermi-level should be pinned somewhere in between point A and B, depending on the Cd partial pressure.

On the experimental side, Selim and Kröger\textsuperscript{50} found a sharp reduction in the hole concentration in samples annealed at 700°C under high cadmium partial pressures. These results are consistent with our findings which indicate the existence of a strong compensation between (P\textsubscript{Te})\textsuperscript{-1} and (P\textsubscript{Te} - V\textsubscript{Te})\textsuperscript{+1} complexes under these conditions. In addition, the thermodynamic study performed by Yang et al.\textsuperscript{22} suggests that the formation of AX centers (which previous theoretical results suggest that are responsible for most of the self-compensation) can be suppressed by the introduction of P at high temperature followed by rapid cooling. However, recent experimental observations\textsuperscript{30} suggest the existence of a self-compensation mechanism independent of cooling rates.

According to our results, only a small increase in the $V_{\text{oc}}$ is expected with P doping alone. Nevertheless, as the substitutional acceptor (P\textsubscript{Te})\textsuperscript{-1} is characterized by having a PHS at the VBM, it can be easily ionized at room temperature and could increase the hole density if the P concentration is high and the annealing is carried out under moderate Cd partial pressures. The structural data used in this study is provided as Supplementary Material [51].

IV. SUMMARY

In summary, we investigate the self-compensation mechanism in phosphorus-doped CdTe. Our study shows that the limiting factor for an efficient p-type doping is not due to the formation of AX centers. We find that, under Te-rich conditions, the limiting mechanism is due to self-compensation between P interstitials and substitutional (P\textsuperscript{Te})\textsuperscript{-1} acceptors. Moreover, for Cd-rich growth conditions, we find that the self-compensation mechanism is due to the formation of (P\textsubscript{Te} - V\textsubscript{Te})\textsuperscript{+1} complexes. Our results apply\textit{ mutatis mutandis} to other group-V dopants in CdTe, suggesting an explanation for the p-type doping limitations experimentally observed.
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