Role of ion-pair states in the predissociation dynamics of Rydberg states of molecular iodine
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Using femtosecond pump–probe ion imaging spectroscopy, we establish the key role of I+ + I– ion-pair (IP) states in the predissociation dynamics of molecular iodine I2 excited to Rydberg states. Two-photon excitation of Rydberg states lying above the lowest IP state dissociation threshold (1st tier) is found to be followed by direct parallel transitions into IP states of the 1st tier asymptotically correlating to a pair of I ions in their lowest states I+(4P3/2) + I–(4S0), of the 2nd tier correlating to 1+(4P3/2) + I–(4S0), and of the 3rd tier correlating to 1+(4D3/2) + I–(4S0). Predissociation via the 1st tier proceeds presumably with a delay of 1.6–1.7 ps which is close to the vibrational period in the 3rd tier state (3rd tier-mediated process). The 2nd tier IP state is concluded to be the main precursor for predissociation via lowering lying Rydberg states proceeding with a characteristic time of 7–8 ps and giving rise to Rydberg atoms I(5s5p6s1). The channel generating I(3P3/2) + I(3P1/2) atoms with total kinetic energy corresponding to one-photon excitation is found to proceed via a pump–dump mechanism with dramatic change of angular anisotropy of this channel as compared with earlier nanosecond experiments.

Introduction

Molecular iodine I2 is a benchmarking molecule for studies of the photophysics of molecular Rydberg and IP states. The spectral features of many Rydberg and IP states of I2 are well characterized on the basis of experimental studies [ref. 1–3 and references therein]. In spite of the complexity of the electronic system of I2 substantial progress regarding the accuracy of non-empirical quantum-chemical calculations of its high-lying states is now being made.6,7

The nature of these states can be elucidated by studying the mechanisms and dynamics of their decay. Photodissociation of highly excited I2 can give rise to either ionic species arising from the dissociation via IP states, or to Rydberg states of I atoms appearing in neutral channels. A very useful approach for the identification of dissociation channels is based on measuring the photofragments distribution as a function of kinetic energy release (KER), which has been applied to the study of I2 photodissociation via high-lying states.5,7 O’Keeffe and coauthors investigated photofragments appearing after two-photon excitation of I2 at 193 nm into superexcited Rydberg states converging to the excited electronic state of the molecular ion I2+(B2Σu+).6 Measurements of KER allowed these authors to conclude that these superexcited states dissociate via neutral channels giving rise to the pair [I(3P3/2)] + [I(3P1/2)], where [I(3P3/2)] are Rydberg atoms converging to the 1st tier states of the ion with J = 2, 1, 0. Recently in the work by Bogomolov et al.,7 photodissociation of Rydberg states lying above the threshold for IP appearance has been studied. In that paper the velocity map imaging (VMI) technique was applied to identify the active photodissociation channels as well as to quantify their contributions. Predissociation of excited Rydberg states giving rise to the IP I(3P3/2) + I(3P1/2) to and Rydberg atoms I(5s5p6s1) was detected. The observed channels are

I2 + 2hν → I2*

→ I(3P3/2) + I(3P1/2), Ethr = 9.207 eV (C1)

→ I(3P3/2) + I(3P0)6s[1/2], Ethr = 9.092 eV (C2)

→ I(3P3/2) + I(3P0)6s[1/2], Ethr = 8.934 eV (C3)

Here Ethr denotes the threshold excitation energy. The same numeration of channels C1–C5 as in ref. 7 is used. Corresponding to the earlier assignment of excited Rydberg states to the [3Π1/2]6d2g and [3Π1/2]6d0g* vibrational progressions it was presumed that these states predissociate via the 1st tier IP states E0g* and D’2g. The latter states have avoided crossings
with Rydberg states which give rise to $I(5s^25p^66s^1)$ Rydberg atoms. It was conjectured that two-photon excitation followed by processes C1–C5 is stepwise. The absence of anisotropy in angular distributions of photofragments arising from these channels was attributed to the long lifetime of excited states as compared to the rotational period of the I$_2$ molecule. Furthermore, I($^3P_{3/2}$) atoms arising from one-photon photodissociation via a perpendicular transition with angular anisotropy parameter $\beta = -1.05 \pm 0.07$ into the C1$_u$ state were also detected,

$$I_2 + h\nu \rightarrow I(^3P_{3/2}) + I(^3P_{1/2}).$$  \hfill (C6)

To elucidate the photodissociation dynamics of I$_2$ time resolved studies are necessary. Previous studies employing femtosecond (fs) pulsed radiation were mainly devoted to the photodissociation of I$_2$ via the lowest excited covalent A and B states.\(^8\)–\(^11\) In ref. 12 and 13 fs pump–probe studies of the dynamics in the 1st IP state was investigated. Due to the low excitation level of the IP state in these experiments the dynamics is dominated by pure molecular vibration. So far, no fs studies of the dynamics of I$_2$ excited into high-lying electronic states have been reported, where dissociation via IP or Rydberg states occurs.

Here we present a time-resolved study of the photodissociation dynamics of molecular iodine in highly excited states, triggered by two-photon excitation in the same energy range as in our previous study.\(^7\) The fs pump–probe technique is applied in combination with VMI of photofragments. In particular, measuring the kinetic energy of I$^+$ ions arising from the photodepletion of IP states by the fs probe pulse allows us to control the propagation of excited wavepackets in IP states.

**Experimental**

The experiments are performed using a molecular beam apparatus which has been described in detail previously.\(^14\) The laser system comprises a Ti:Sa-based oscillator (Tsunami by Spectra Physics) and a regenerative amplifier (Legend by Coherent) operated at 5 kHz repetition rate. The wavelength was held fixed at the third harmonic of the laser radiation (270 nm) which is generated by a homebuilt frequency conversion stage consisting of two BBO crystals, a calcite plate and a $\lambda/2$-wave plate. The third harmonic characteristics are a pulse energy of up to 20 $\mu$J, a pulse length of about 230 fs, and a FWHM of the spectral profile of about 1 nm. The laser pulses are split into identical pump and probe pulses which are time-delayed using a mechanical delay line. Collinearly co-propagating pump and probe beams are focused by a lens with a focal length of 15 cm.

A continuous supersonic expansion of a gas mixture of I$_2$ seeded in helium takes place through a 50 $\mu$m continuous nozzle into vacuum at a stagnation pressure of 0.5 to 1 bar. The source chamber is pumped by a 10001 s\(^{-1}\) turbomolecular pump to maintain a pressure of about 10\(^{-7}\) mbar in the source chamber. A 400 $\mu$m skimmer provides differential pumping between the source chamber and the laser interaction region. Ions are extracted from the interaction zone by a set of electrodes configured for VMI, as described by Eppink and Parker,\(^15\) and projected on the surface of a 2-D detector which is monitored by a charge coupled device (CCD) camera. The VMI spectrometer is oriented perpendicular to the molecular beam (off-axis arrangement). For each step of the time delay, 15 000 camera frames are collected at a camera frame rate of 30 Hz. For each frame, the centroid coordinates of ion events are determined. The ion speed distributions are reconstructed from the recorded images using the pBasex algorithm.\(^16\)

**Results and discussion**

**Images of I$^+$ ions and their assignment**

The fs pump–probe experiments have been carried out at delay times varied within the range of 0 to 2 ns. Fig. 1 shows selected velocity-mapped images of I$^+$ ions for several values of the pump–probe delay. The various dissociation channels mentioned above are visible as discrete rings in the images as indicated by the arrows. Fig. 2 shows the results of Abel inversion and angular integration of these images.

The channels detected at sufficiently long delay times (>15 ps) coincide with those detected in the nanosecond experiments\(^7\) for similar excitation levels. In these channels I$^+$ ions appear directly via decay of an IP state (channel C3) or due to one-photon photoionization of Rydberg atoms I(5s$^2$5p$^6$6s$^1$) by the probe pulse as it is shown in the schematic level diagram of Fig. 3. Fig. 3 also contains Total Kinetic Energy Release (TKER) values expected for these channels for two-photon excitation at 270 nm ($h\nu = 4.59$ eV). The values of TKER are calculated using the threshold excitation energies $E_{thr}$ given above for processes C1–C5. $E_{thr}$ for channels C1, C2, C4 and C5 is calculated using the bond energy value $D_0(I–I) = 1.542$ eV and the energy values of the excited states of the I atom.\(^17\) For channel C3 the values of the atomic ionization potential $E_{IP,I} = 10.451$ eV\(^17\) and of the electron affinity $E_{EA,I} = 3.059$ eV\(^18\) are used.

**Spectroscopy of I$_2$ superexcited states**

Fig. 4 shows the spectral dependence of the two-photon absorption of I$_2$ in the region of interest. This spectrum is reproduced from ref. 7 where the spectral profile of the I$^+$ yield resulting from two-photon excitation of I$_2$ was recorded in a pulsed molecular beam. Also shown are data obtained by Donovan et al.\(^7\) which were measured at room temperature.\(^2\) Donovan et al.\(^7\) had assigned the bands in this region to transitions into vibrational states of the $[^2\Pi_{1/2}]_8s_0$ and $[^2\Pi_{1/2}]_8s_1I_g$ Rydberg states as well as a number of REMPI lines of the I atom. Later, polarization studies as well as rotational contour analysis have been carried out by the same group for the $2 + 1$ REMPI spectrum of the bromine molecule Br$_2$ where similar Rydberg bands were assigned to transitions into the 6d-states.\(^19\) The similarity of the REMPI spectra for the halogens Cl$_2$, Br$_2$ and I$_2$ based on the more accurately determined values of the ionization potentials for I$_2$ allowed the authors of ref. 3 to reassign these vibrational progressions to transitions into $[^2\Pi_{1/2}]_6d_22g$ and $[^2\Pi_{1/2}]_6d_02g$ states, respectively. The labeling of the lines...
in Fig. 4 is consistent with this assignment and includes the vibronic lines ($\nu', \nu''$) taken from ref. 2. Here, $\nu'$ and $\nu''$ denote the vibrational quantum numbers of upper and lower states of the transition, respectively. In the following we will abbreviate the involved Rydberg states by Ry. The spectral width of the fs laser pulses at 270 nm (measured FWHM $\approx 1$ nm) determines the energy range of two-photon excitation to about 200 cm$^{-1}$. Thus, from Fig. 4 we see that several transitions to vibronic Rydberg states are driven simultaneously.

**Dynamics: predissociation via the 2nd tier IP state**

In addition to the channels discussed above, new features are observed in the present pump–probe experiments. In Fig. 1 we see a bright spot in the center of the image which first gains intensity at short delays and then fades out at long delays.
Due to the off-axis arrangement of our VMI spectrometer this center spot is weakly distorted by the longitudinal kinetic energy spread of the I₂ molecules along the molecular beam. In Fig. 2 the maximum of this signal (C1', red line) is observed at 4 ps. Fig. 5 shows the temporal behavior of the integrated near-zero TKER contribution as a function of delay time. This new signal can be attributed to electron photodetachment of I₂ molecules located near a turning point of the potential.

Fig. 6 depicts the two-photon excited Rydberg state denoted as Ry and the IP states of the 1st to 3rd tiers. The potential curve of the excited Rydberg state is represented by a Morse potential which is taken to be equal to that of the ionized molecule I₂⁺ in the ground electronic state X[2Π₁/₂]g shifted in energy so as to match the spectral position of the 0g(0,0) band in Fig. 4. To construct the potentials of the IP states we take the potentials of the three lowest IP states of 0g⁺ symmetry which are better characterized in the literature than the others. These potentials are obtained by extrapolating the curves derived from spectroscopy by Wilson et al. The short distance part of the IP potentials is fitted to a modified Morse potential $V(R) = T_e + D_e \left( 1 - \exp \left( - \sum_{i=0}^{3} a_i (R - R_e)^i \right) \right)^2$. The constants $T_e$ and $R_e$ are given in the literature for the states $E(0g^+_1)$, $f(0g^+_1)$ and $f'(0g^+_1)$, and $D_e$ and $a_i$ are fit parameters. For fitting of the long-range branch the Rittner potential is used in the form

$$V(R) = T_\infty - \frac{C_1}{R} \pm \frac{C_3}{R^3} - \frac{C_4}{R^4} - \frac{C_6}{R^6}$$

with parameters from Table 5 of ref. 20. Parameter $C_4$ is varied within the interval given by ref. 20 to fit the value from the short-distance part in the point where the two parts of the potential are merged. The fitted literature data apply to the interatomic distance range 2.65–12 Å for $E(0g^+_1)$, 2.67–7.5 Å for $f(0g^+_1)$ and 2.87–6.6 Å for the $f'(0g^+_1)$ states. Extrapolation beyond this range should work well because it provides the known asymptotic behavior governed by the Coulombic interaction of two point charges. In the short-distance part the extrapolation results are less reliable. However, the dynamics simulation discussed below is only weakly affected by inaccuracies of the short-range part of the potential.

---

**Fig. 4** 1 ⁺ ion yield arising from two-photon excitation of I₂ [red lines]. The grey background corresponds to the REMPI spectrum (right axis) measured in gaseous I₂ at room temperature by Donovan et al. (reproduced from ref. 7). Labels $2_g$ and $0_g$ denote the upper states $^[2\Pi_g] 6d2_g$ and $^[2\Pi_g] 6d0_g$, respectively. The Gaussian contour with a FWHM of 200 cm⁻¹ shown on the top of the figure represents the spectral profile of the two-photon excitation function of I₂ provided by the fs pulses. The two grids on the top of that figure show the density of states in the neighboring manifolds of the IP states of 2nd and 3rd tiers in the considered energy range (see text).

**Fig. 5** Delay-time dependence of the signal in the center of the ion images integrated within the TKER interval 0–0.02 eV.

**Fig. 6** Two-photon excited Rydberg state (red) coupled with IP states (blue, brown and green), shown together with ionized states represented by straight horizontal lines. The dashed horizontal line indicates the excitation level equal to twice the photon energy. The vertical dotted lines indicate the initial photoexcitation and subsequent one-photon photodetachment process.
Fig. 6 also illustrates the dependence of the kinetic energy of the photofragments (TKER) on the delay between pump and probe pulses. According to the Franck–Condon principle, photodetachment of an electron from an IP provides a pair I–I with a TKER value equal to the intramolecular kinetic energy $E_{1N}$ of the IP I–I in the probed state at the moment of photodetachment. The electron recoil is negligible within our experimental uncertainty. Knowledge of the potential curve of the probed state allows one to control the interatomic distance evolution in time as suggested in ref. 21. Thus, when the electron is photodetached from the I–I pair located near a turning point of the potential one observes near-zero TKER values as we do for delay times around 5 ps (see Fig. 2).

The 1st tier IP state lies below the level of excitation. Therefore molecules predissociating via the 1st tier state propagate to infinity giving rise to an IP I–I with TKER = 0.25 eV corresponding to channel C3 in Fig. 1–3. The positions of the turning points in the 2nd and 3rd tier states are indicated by dotted lines in Fig. 6. The time necessary to propagate between left and right turning points is equal to half of a vibrational period ($T_{1/2}$) at our excitation energy. A classical trajectory simulation in infinity giving rise to an IP I–I for molecules predissociating via values as we do for delay times around 5 ps (see Fig. 2).

The positions of the turning points in the 2nd and 3rd tier states are indicated by dotted lines in Fig. 6. The time necessary to propagate between left and right turning points is equal to half of a vibrational period ($T_{1/2}$) at our excitation energy. A classical trajectory simulation in these states gives the values $T_{1/2}$ = 3140 and 690 fs for the 2nd and 3rd tier states, respectively. The observed time of 4.0 ps is roughly 900 fs longer than predicted by the classical simulation for the 2nd tier state. This difference is attributed to the deviation of the 2nd tier potential curve from that shown in Fig. 6. This deviation is due to an avoided crossing of the diabolic 2nd tier state with the diabolic Rydberg state giving rise to channel C1 shown in Fig. 7b.

Fig. 7 shows the crossings of diabolic IP states and molecular Rydberg states giving rise to channels C1, C2, C4 and C5. The potential energy curves of these Rydberg states are represented as Morse potentials. The parameters of this potential ($R_e = 2.59 \text{ Å}, D_e = 61.8 \text{ kcal mol}^{-1} = 21620 \text{ cm}^{-1}$) for all these channels are taken to be equal to those calculated by Kalemos et al.4 for a molecular Rydberg state adiabatically correlating to the pair I(2P) + I(4P). The electronic term values $T_e$ for these states are adjusted to the final state energies of I atoms arising in channels C1, C2, C4 and C5, respectively.

The 1st tier IP state lies below the level of excitation. Therefore molecules predissociating via the 1st tier state propagate to infinity giving rise to an IP I–I with TKER = 0.25 eV corresponding to channel C3 in Fig. 1–3. The positions of the turning points in the 2nd and 3rd tier states are indicated by dotted lines in Fig. 6. The time necessary to propagate between left and right turning points is equal to half of a vibrational period ($T_{1/2}$) at our excitation energy. A classical trajectory simulation in infinity giving rise to an IP I–I for molecules predissociating via values as we do for delay times around 5 ps (see Fig. 2).

The potential energy curves of these Rydberg states are represented as Morse potentials. The parameters of this potential ($R_e = 2.59 \text{ Å}, D_e = 61.8 \text{ kcal mol}^{-1} = 21620 \text{ cm}^{-1}$) for all these channels are taken to be equal to those calculated by Kalemos et al.4 for a molecular Rydberg state adiabatically correlating to the pair I(2P) + I(4P). The electronic term values $T_e$ for these states are adjusted to the final state energies of I atoms arising in channels C1, C2, C4 and C5, respectively.

The 1st tier IP state lies below the level of excitation. Therefore molecules predissociating via the 1st tier state propagate to infinity giving rise to an IP I–I with TKER = 0.25 eV corresponding to channel C3 in Fig. 1–3. The positions of the turning points in the 2nd and 3rd tier states are indicated by dotted lines in Fig. 6. The time necessary to propagate between left and right turning points is equal to half of a vibrational period ($T_{1/2}$) at our excitation energy. A classical trajectory simulation in infinity giving rise to an IP I–I for molecules predissociating via values as we do for delay times around 5 ps (see Fig. 2).

The potential energy curves of these Rydberg states are represented as Morse potentials. The parameters of this potential ($R_e = 2.59 \text{ Å}, D_e = 61.8 \text{ kcal mol}^{-1} = 21620 \text{ cm}^{-1}$) for all these channels are taken to be equal to those calculated by Kalemos et al.4 for a molecular Rydberg state adiabatically correlating to the pair I(2P) + I(4P). The electronic term values $T_e$ for these states are adjusted to the final state energies of I atoms arising in channels C1, C2, C4 and C5, respectively.

The 1st tier IP state lies below the level of excitation. Therefore molecules predissociating via the 1st tier state propagate to infinity giving rise to an IP I–I with TKER = 0.25 eV corresponding to channel C3 in Fig. 1–3. The positions of the turning points in the 2nd and 3rd tier states are indicated by dotted lines in Fig. 6. The time necessary to propagate between left and right turning points is equal to half of a vibrational period ($T_{1/2}$) at our excitation energy. A classical trajectory simulation in infinity giving rise to an IP I–I for molecules predissociating via values as we do for delay times around 5 ps (see Fig. 2).

The potential energy curves of these Rydberg states are represented as Morse potentials. The parameters of this potential ($R_e = 2.59 \text{ Å}, D_e = 61.8 \text{ kcal mol}^{-1} = 21620 \text{ cm}^{-1}$) for all these channels are taken to be equal to those calculated by Kalemos et al.4 for a molecular Rydberg state adiabatically correlating to the pair I(2P) + I(4P). The electronic term values $T_e$ for these states are adjusted to the final state energies of I atoms arising in channels C1, C2, C4 and C5, respectively.

The 1st tier IP state lies below the level of excitation. Therefore molecules predissociating via the 1st tier state propagate to infinity giving rise to an IP I–I with TKER = 0.25 eV corresponding to channel C3 in Fig. 1–3. The positions of the turning points in the 2nd and 3rd tier states are indicated by dotted lines in Fig. 6. The time necessary to propagate between left and right turning points is equal to half of a vibrational period ($T_{1/2}$) at our excitation energy. A classical trajectory simulation in infinity giving rise to an IP I–I for molecules predissociating via values as we do for delay times around 5 ps (see Fig. 2).

The potential energy curves of these Rydberg states are represented as Morse potentials. The parameters of this potential ($R_e = 2.59 \text{ Å}, D_e = 61.8 \text{ kcal mol}^{-1} = 21620 \text{ cm}^{-1}$) for all these channels are taken to be equal to those calculated by Kalemos et al.4 for a molecular Rydberg state adiabatically correlating to the pair I(2P) + I(4P). The electronic term values $T_e$ for these states are adjusted to the final state energies of I atoms arising in channels C1, C2, C4 and C5, respectively.

The 1st tier IP state lies below the level of excitation. Therefore molecules predissociating via the 1st tier state propagate to infinity giving rise to an IP I–I with TKER = 0.25 eV corresponding to channel C3 in Fig. 1–3. The positions of the turning points in the 2nd and 3rd tier states are indicated by dotted lines in Fig. 6. The time necessary to propagate between left and right turning points is equal to half of a vibrational period ($T_{1/2}$) at our excitation energy. A classical trajectory simulation in infinity giving rise to an IP I–I for molecules predissociating via values as we do for delay times around 5 ps (see Fig. 2).

The potential energy curves of these Rydberg states are represented as Morse potentials. The parameters of this potential ($R_e = 2.59 \text{ Å}, D_e = 61.8 \text{ kcal mol}^{-1} = 21620 \text{ cm}^{-1}$) for all these channels are taken to be equal to those calculated by Kalemos et al.4 for a molecular Rydberg state adiabatically correlating to the pair I(2P) + I(4P). The electronic term values $T_e$ for these states are adjusted to the final state energies of I atoms arising in channels C1, C2, C4 and C5, respectively.

The 1st tier IP state lies below the level of excitation. Therefore molecules predissociating via the 1st tier state propagate to infinity giving rise to an IP I–I with TKER = 0.25 eV corresponding to channel C3 in Fig. 1–3. The positions of the turning points in the 2nd and 3rd tier states are indicated by dotted lines in Fig. 6. The time necessary to propagate between left and right turning points is equal to half of a vibrational period ($T_{1/2}$) at our excitation energy. A classical trajectory simulation in infinity giving rise to an IP I–I for molecules predissociating via values as we do for delay times around 5 ps (see Fig. 2).

The potential energy curves of these Rydberg states are represented as Morse potentials. The parameters of this potential ($R_e = 2.59 \text{ Å}, D_e = 61.8 \text{ kcal mol}^{-1} = 21620 \text{ cm}^{-1}$) for all these channels are taken to be equal to those calculated by Kalemos et al.4 for a molecular Rydberg state adiabatically correlating to the pair I(2P) + I(4P). The electronic term values $T_e$ for these states are adjusted to the final state energies of I atoms arising in channels C1, C2, C4 and C5, respectively.
Fig. 8 presents the low-energy part of the distribution of photofragments as a function of TKER at a delay time of 3.0 ps in comparison with the results of the classical simulation. In the simulation we assume that the population of the Rydberg state (Ry in Fig. 6) by the pump pulse follows a Gaussian time-profile with a FWHM of 160 fs corresponding to a two-photon excitation function. Decay from Ry due to the coupling to the IP states is assumed to be exponential with a characteristic time as so as to fit the shape of the TKER distribution. This exponential decay is a phenomenological model assumption to describe the coupling dynamics including all possible pathways leading to the localization of the wavepacket at the outer turning point of the 2nd IP potential. It results in a time-distribution of the population of the IP state, which we subdivide in intervals of 1 fs. For each discrete time step the propagation in the IP state is calculated numerically by solving Newton’s equation. The distribution of starting times in the IP state gives rise to a distribution over I–I distance values for all delay-times between pump and probe pulses. The latter distribution of I–I distances directly relates to a distribution of TKER values for the I + I pair generated by photodetachment. Thus we obtain a TKER distribution which matches the measured one best for a delay time of 2.85 ps which is close to the experimental delay time of 3 ps. This agreement confirms our conclusion that the dynamics in the 2nd tier state modified by the avoided crossing is responsible for the evolution of the TKER distribution shown in Fig. 2 (C1’, red line).

The time profile of the low-energy part of the TKER distribution (channel C1’) has a long tail well seen in Fig. 5. We interpret this long tail as a spread in time of arrival to the turning point for different parts of the wavepacket in the 2nd tier state. Fig. 7b shows the lengthening of the propagation distance to the turning point in the region of the avoided crossing for the energy corresponding to the center of the wavepacket. At higher energy the lengthening is larger and therefore the time of arrival is longer. The spectral profile of the two-photon excitation function shown in Fig. 4 is sufficiently broad to overlap with the energy region where the increase of propagation distance and time is substantial.

**Dynamics: predissociation via the 1st tier IP state**

Another channel with a clearly visible evolution of the TKER distribution is designated in Fig. 1 and 2 as channel C3’. The TKER distribution for this channel shifts towards that of channel C3 with increasing delay time and finally coincides with channel C3 for long delay times. Channel C3 corresponds to free I’ ions which result from the propagation of a vibrational wavepacket to infinity along the 1st tier IP state. C3’ results from photodetachment of the same wavepacket by the probe pulse at intermediate distances R(1’–1”) as shown in Fig. 6. The potential V(R) for the long-range branch in this state is given by eqn (1). Since the intramolecular kinetic energy $E_{IN}$ depends on the $R(1’–1”)$ distance we can use our classical model to compute $E_{IN}$ as a function of propagation time in this state.

In particular we can compare the measured TKER value for this channel with the value expected for the case when propagation in the 1st tier state starts at the moment of excitation. For this analysis the data obtained at delay times varying from 5 to 7 ps are best suited because the TKER peak of channel C3’ does not overlap with the neighboring peaks.

Fig. 9 shows the TKER distribution observed at a delay time of 6.67 ps as an example. In the case of prompt predissociation via the 1st tier state the rising edge of the TKER distribution for channel C3’ should correspond to a propagation time close to the delay between pump and probe pulses (TKER = 0.4 eV). We see in Fig. 9 that indeed there is a contribution at his TKER value.

However, the maximum of the distribution is around TKER = 0.45 eV corresponding to a shifted starting time of the propagation by 1.6–1.7 ps. This shift in time is attributed to a coupling of the initial state with the 3rd tier state such that part of the population first undergoes wavepacket oscillations in the 3rd tier state prior to decaying into the 1st tier state. The value of the time shift roughly coincides with the period of oscillation in the 3rd tier IP state. At our excitation energy the oscillation time in the diabatic 3rd tier state with a long-range branch described by eqn (1) is about 1.38 ps. However, as it is seen in Fig. 7a, the outer turning point of the trajectory is close to the crossing region of the diabatic 3rd tier state and the Rydberg state giving rise to channel C1. The diabatic potential generated by the avoided crossing shifts the turning point to larger distances with a corresponding lengthening of the oscillation period similar to that shown in Fig. 7b for the 2nd tier state. Our classical simulation shows that coupling term values $V = 180–230$ cm$^{-1}$ are sufficient to modify the potential so as to extend the oscillation period in the 3rd tier state to 1.6–1.7 ps. The transition from the 3rd tier to the 1st tier state can proceed due to the crossing of the Rydberg states with both IP states. The tail of the C3’ TKER distribution in Fig. 9 is attributed to minor contributions.
Mechanism and dynamics of the appearance of Rydberg atoms I(5s^25p^66s^1)

Fig. 10 shows the time-traces of yields of Rydberg atoms I(5s^25p^66s^1) (channels C2, C4, C5). The characteristic time of their appearance is 7–8 ps. Direct predissociation of the initially excited state Ry via channels C1, C2, C4 and C5 is impossible because these states do not cross in the accessible energy region. However, the IP states cross both types of Rydberg states and thereby serve as intermediate states facilitating predissociation into Rydberg atoms I[R(1P_j)]. As we see in Fig. 7a there are many crossings of IP states with molecular Rydberg states giving rise to channels C2, C4 and C5.

The probability P for transitions between diabatic IP states of the 1st, 2nd and 3rd tiers with these Rydberg states in the regions of the avoided crossings can be estimated within the Landau–Zener approach

\[ P = 1 - \exp\left(-\frac{2\pi V^2}{\hbar \Delta F \nu}\right). \]  

(3)

The first crossings of diabatic IP states with molecular Rydberg states are located at short I–I distances 2.8–3.3 Å. Lawley et al. specify coupling matrix elements V for several gerade Rydberg/IP states for the short I–I distance range in the I2 molecule. Three given values are V = 107, 250 and 450 cm^{-1}.

Angular anisotropy of one- and two-photon excitation of I2

The angular distribution of recoil directions of I atoms and ions arising in channels C2–C5 discussed above is nearly isotropic (\(\beta = 0–0.1\)) in agreement with the nanosecond experiment. The absence of anisotropy in these channels was assumed to be due to the long lifetime of the two-photon excited state exceeding the period of rotation of the I2 molecule. The results of the present work allow us to test this conjecture. The present results indicate that photodissociation of the excited I2 molecules proceeds with a characteristic time of about 8 ps. The results of our classical simulation show that for all considered mechanisms of predissociation the angle of rotation of the excited molecule does not exceed 10 degrees even when assuming an unreasonably high rotational temperature \(T_{rot} = 100\) K. The reason for this small angle of rotation is that even in a bound IP state the molecule spends most of its time in configurations with large I–I elongation and low angular velocity. Therefore we conclude that the angular distribution of recoil directions of photofragments should be close to that measured for prompt dissociation.

The observed nearly isotropic angular distribution probably results from direct two-photon excitation via multiple pathways involving intermediate states of different symmetry. According to ref. 25 these states are repulsive at I–I distance values close to the equilibrium geometry of groundstate I2 (\(R_e = 2.67\) Å). Several of these states are expected to contribute to the two-photon...
The combination of the fs pump–probe technique with velocity map imaging of charged photofragments has been applied to study the dynamics of intramolecular motion and dissociation of iodine molecules I\textsubscript{2} after two-photon excitation into Rydberg states at 270 nm. Probe pulses (270 nm) induce either one-photon photodetachment of an electron from the I\textsubscript{2} molecule in an IP states or photoionization of the appearing iodine atoms. Photodetachment in the IP state gives rise to a pair I\textsuperscript{+} + I with total kinetic energy release (TKER) equal to the intramolecular kinetic energy in the IP state (I\textsuperscript{+}–I\textsuperscript{-}) at the moment of photodetachment. This value together with the knowledge of the shape of the potential in the IP state allows us to infer the interatomic distance in the IP state at the moment of photodetachment. This approach has been used to control the dynamics of excited I\textsubscript{2} molecules in IP states as well as to measure the state-resolved dynamics of the appearance of iodine atoms.

The channels of I\textsubscript{2} photodissociation observed in fs experiments when probing at long delay-time are the same as those observed earlier in nanosecond experiments. These channels include predissociation via the 1st tier IP state, processes giving rise to accessible Rydberg states of I atoms as well as a channel giving rise to a pair I\textsuperscript{+} + I with TKER corresponding to one-photon excitation.

The results obtained clearly disclose the key role of the dynamics in IP states of the 1st, 2nd and 3rd tiers which are coupled with the Rydberg state initially excited by the laser pulses. On a picosecond time-scale there is a well-resolved evolution of the TKER distribution corresponding to the vibrational dynamics in the IP state of the 2nd tier. The population of this 2nd tier state drops with a characteristic time close to one oscillation period (~8 ps) in this state.

The dynamics in the 1st tier IP state is also probed directly. Wavepackets propagating in the 1st tier state contain two contributions. The minor one appears promptly and is attributed to the direct predissociation of the excited Rydberg state via the 1st tier IP state. The major contribution appears with a delay of 1.6–1.7 ps which corresponds to the period of oscillation in the 3rd tier IP state. The participation of the 3rd tier state in the dynamics is also confirmed by the splitting of lines in the excitation spectrum of the Rydberg state which is similar to the spacing between states of the vibrational manifold of the 3rd tier IP state at the given excitation energy.

The formation of Rydberg atoms I(5\textsuperscript{s}\textsuperscript{2}5\textp{p}\textsuperscript{6}6\textp{S}1) arising in the neutral dissociation channels proceeds on a picosecond time scale with a characteristic time of 7–8 ps for different channels. This time roughly corresponds to the lifetime of a wavepacket in the 2nd tier state. We conclude that the appearance of Rydberg atoms results mainly from predissociation of the 2nd tier IP state via crossings with the corresponding Rydberg states.

All channels leading to dissociation of two-photon excited I\textsubscript{2} are characterized by an anisotropy parameter $\beta \approx 0$ in the angular distribution of recoil directions similarly to the results of our previous nanosecond experiments. From a classical simulation we infer that this is not due to an averaging effect caused by the evaporation of the excited valence-shell states of I\textsubscript{2} correlating with the formation of a pair I\textsuperscript{+} + I\textsuperscript{-} in process (6). This further supports the interpretation that these states can act as intermediates in a direct two-photon excitation, as we have argued above.

Our hypothesis about the participation of intermediate states of different symmetries is supported by the results obtained for channel C6 which corresponds to photodissociation after excitation of I\textsubscript{2} by one photon (6). Fig. 11 shows images of I(2P\textsubscript{1/2}) from this channel in our ns and fs experiments. In the fs experiments the excited atom I(2P\textsubscript{1/2}) is ionized by a (2 + 1)-REMPI process via a two-photon resonance accessible due to the spectrally broad fs pulses. This resonance at $2\omega = 74 109$ cm\textsuperscript{-1} was observed before by Donovan et al.\textsuperscript{2} Fig. 11 shows that the corresponding image displays a dramatically different angular anisotropy as compared with the ns experiment.

The image recorded in the ns experiment indicates that ionization proceeds via the “perpendicular” one-photon transition C\textsubscript{1u}(2Sigma\textup{u}\textsuperscript{+})→X\textsubscript{0g}\textup{+}(2Sigma\textup{g}\textsuperscript{+}).\textsuperscript{7} The conspicuously different anisotropy of channel C6 in the fs experiment we interpret in terms of a two-photon pump and one-photon dump transition being the main process, as it is sketched in Fig. 3. The predominant contribution of a three-photon over a one-photon transition is attributed to the much higher light intensity of our fs pulses ($\sim 5 \times 10^{12}$ W cm\textsuperscript{-2}) as compared with the ns pulses ($\sim 10^{10}$ W cm\textsuperscript{-2}). The angular anisotropy of a three-photon pump-dump process is determined by the anisotropy of the sequence of direct two-photon pump and one-photon dump steps.

As we mentioned the combination of pathways driven in the two-photon pump step results in a nearly isotropic angular distribution. So we conclude that the observed anisotropy with $\beta = 0.6–0.7$ most probably results from a dominant contribution of a “parallel” dump transition. As Fig. 4 shows, two-photon excited states are of 0\textsubscript{u} and 2\textsubscript{u} symmetry. They can be coupled by radiation in a one-photon “parallel” process with states 0\textsubscript{u} and 2\textsubscript{u}, respectively. States of this symmetry exist among the repulsive valence-shell states of I\textsubscript{2} correlating with the formation of a pair I\textsuperscript{+} + I\textsuperscript{-} in process (6).\textsuperscript{25} This further supports the interpretation that these states can act as intermediates in a direct two-photon excitation, as we have argued above.
rotation of the excited molecule. To explain this value of the anisotropy parameter we suppose that direct two-photon excitation via multiple pathways involving intermediate states of different symmetry dominates over a stepwise process.

Drastically different angular anisotropy ($\beta = 0.6–0.7$) is observed for the atom pair $I(2P_{3/2}) + I(2P_{1/2})$ with TKER corresponding to one-photon excitation as compared to earlier nanosecond experiments ($\beta = -1.05 \pm 0.07$). This difference is attributed to a three-photon (two-photon pump – one-photon dump) process dominating the dynamics in the fs experiments over one-photon excitation.
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