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Abstract—In this work, we consider efficient maximum-likelihood decoding of linear block codes for small-to-moderate block lengths. The presented approach is a branch-and-bound algorithm using the cutting-plane approach of Zhang and Siegel (IEEE Trans. Inf. Theory, 2012) for obtaining lower bounds. We have compared our proposed algorithm to the state-of-the-art commercial integer program solver CPLEX, and for all considered codes our approach is faster for both low and high signal-to-noise ratios. For instance, for the benchmark considered codes our approach is faster for both low and high SNR, e.g., 1.0 dB on the additive white Gaussian noise channel. By a small modification, our algorithm can be used to calculate the minimum distance, which we have again verified to be much faster than using the CPLEX solver.

I. INTRODUCTION

Determined the optimal decoding behavior of error-correcting codes is of significant importance, e.g., to benchmark different coding schemes. When no a priori information on the transmitted codeword is known, maximum-likelihood decoding (MLD) is an optimal decoding strategy. It is known that this problem is NP-hard in general [1] such that its complexity grows exponentially in the block length of the code, unless P = NP. Currently, the best known approach for general block codes is to use a state-of-the-art (commercial) integer program (IP) solver [2] like CPLEX [3].

In this work, we present a branch-and-bound approach for efficient MLD of linear block codes. The problem of MLD is closely related to that of calculating the minimum distance of a code, which has attracted some attention recently. For instance, in [4, 5], Rosnes et al. proposed an efficient branch-and-bound algorithm to determine all low-weight stopping sets/codewords in a low-density parity-check (LDPC) code. Although the two problems are similar, the bounding step in the algorithm from [4, 5] cannot efficiently be adapted to the scenario of MLD. Conversely, however, the algorithm presented here can also calculate the minimum distance, and our numerical experiments show that this is very efficient compared to CPLEX.

This work was partially funded by the DFG (grant RU-1524/2-1) and by DAAD / RCN (grant 54565400 within the German-Norwegian Collaborative Research Support Scheme).

Linear programming (LP) decoding of binary linear codes, as first introduced by Feldman et al. in [6], approximates MLD by relaxing the decoding problem into an easier to solve LP problem. The LP problem contains a set of linear inequalities that are derived from the parity-check constraints of a (redundant) parity-check matrix representing the code. As shown in [7], these constraints can iteratively and adaptively be added to the decoding problem, which significantly reduces the overall complexity of LP decoding. Elaborating on this idea, Zhang and Siegel [8] proposed an efficient search algorithm for new violated (redundant) parity-check constraints (or “cuts”) that tighten the decoding polytope. Depending on the structure of the underlying code, for some codes, this “cutting-plane” LP decoding algorithm performs close to MLD for high signal-to-noise ratios (SNRs) on the additive white Gaussian noise (AWGN) channel, although for most codes, e.g., the (155, 64) Tanner code [9], there is still a gap in decoding performance to MLD [8]. For lower values of the SNR, there could be a significant performance degradation with respect to MLD.

The algorithm proposed in this work closes that gap by using the cutting-plane algorithm for lower bounds and the well-known sum-product (SP) decoder [10] with order-i re-encoding [11] for upper bounds within a sophisticated branch-and-bound framework such that the output always and provably is the maximum-likelihood (ML) codeword. Our numerical study in Section VI shows that it is much faster than CPLEX for all codes under consideration, and moreover is able to decode some of the codes on which CPLEX fails completely.

II. NOTATION AND BACKGROUND

This section establishes some basic definitions and results needed for the rest of the paper.

Let $\mathcal{C}$ denote a binary linear code of length $n$ represented by an $m \times n$ parity-check matrix $\mathbf{H}$. The code is used on a binary-input memoryless output-symmetric channel with input $\mathbf{c} = (c_0, \ldots, c_{n-1}) \in \mathcal{C}$ and channel output denoted by the length-$n$ vector $\mathbf{r} = (r_0, \ldots, r_{n-1})$. The ML decoder can be
described by the following optimization problem [12]:

$$\tilde{c}_{ML} = \arg \min_{e \in \mathcal{C}} \psi_\lambda(e) = \arg \min_{e \in \text{conv}(\mathcal{C})} \psi_\lambda(e)$$

(1)

where $\psi_\lambda(e) = \lambda \cdot e^T$ and $(\cdot)^T$ denotes the transpose of its argument. $\lambda = (\lambda_0, \ldots, \lambda_{n-1})$ is a vector of log-likelihood ratios (LLRs) defined by

$$\lambda_i = \log \left( \frac{\Pr(r_i|c_2 = 0)}{\Pr(r_i|c_1 = 1)} \right)$$

for all $i$, $0 \leq i \leq n-1$, and $\text{conv}(\mathcal{C})$ is the convex hull of $\mathcal{C}$ in $\mathbb{R}^n$, where $\mathbb{R}$ denotes the real numbers. The MLD problem in (1) can be formulated as an IP which in general is an NP-hard problem. As an approximation to MLD, Feldman et al. [6] relaxed the codeword polytope $\text{conv}(\mathcal{C})$ in the following way.

Define

$$\mathcal{C}_j = \{ c \in \{0, 1\}^n | h_j \cdot e^T = 0 \}$$

where $h_j = (h_{j,0}, \ldots, h_{j,n-1})$ is the $j$th row of the parity-check matrix $H$ and $0 \leq j \leq m-1$. Furthermore, let $\text{conv}(\mathcal{C}_j)$ denote the convex hull of $\mathcal{C}_j$ in $\mathbb{R}^n$. The fundamental polytope $\mathcal{P}(H)$ of the parity-check matrix $H$ is defined as [13]

$$\mathcal{P}(H) = \bigcap_{j=0}^{m-1} \text{conv}(\mathcal{C}_j).$$

(2)

The MLD problem in (1) can now be relaxed to

$$\tilde{p}_{LP} = \arg \min_{p \in \mathcal{P}(H)} \psi_\lambda(p)$$

where the solution, by definition, is a pseudocodeword with fractional entries in general. Note that the LP decoder has the ML certificate property, which means that in case $\tilde{p}_{LP}$ is integral, it is an optimal solution to (1). For each row $h_j$, $0 \leq j \leq m-1$, in the matrix $H$ the linear inequalities behind the fundamental polytope in (2) are

$$\sum_{i \in \mathcal{V}} p_i - \sum_{i \in \mathcal{N}(j) \setminus \mathcal{V}} p_i \leq |\mathcal{V}|-1, \text{ for all odd-sized } \mathcal{V} \subseteq \mathcal{N}(j)$$

(3)

where $\mathcal{N}(j) = \{ i : h_{j,i} = 1, \ 0 \leq i \leq n-1 \}$. For a given row $h_j$ of a parity-check matrix $H$ and a vector $p \in \{0, 1\}^n$: If there exists an odd set $\mathcal{V} \subseteq \mathcal{N}(j)$ such that the corresponding inequality from (3) does not hold, then we say that the $j$th parity-check constraint induces a cut at $p$. Central to our branch-and-bound algorithm is the concept of constraint sets. A constraint set $\mathcal{F}$ is a set $\{ (p_i, c_{p_i}) : c_{p_i} \in \{0, 1\}, \forall p_i \in \Gamma \}$, where $\Gamma \subseteq \{0, \ldots, n-1\}$. If $(p_i, c_{p_i})$ is a constraint, then position $p_i$ is said to be $c_{p_i}$-constrained, which means that position $p_i$ is committed to the value $c_{p_i}$ in a codeword, while positions not in $\mathcal{F}$ are uncommitted.

Let $\mathcal{C}(\mathcal{F})$ denote the subset of codewords from $\mathcal{C}$ consistent with the constraint set $\mathcal{F}$. Then, we can define

$$\psi_{\min,\lambda}(\mathcal{F}) = \min_{e \in \mathcal{C}(\mathcal{F})} \psi_\lambda(e)$$

as the minimum value of the objective function for codewords consistent with $\mathcal{F}$. In the following, $\psi_{\min,\lambda}(\mathcal{F})$ will denote any lower bound on $\psi_{\min,\lambda}$. Also, a constraint set $\mathcal{F}$ is said to be valid if $\mathcal{C}(\mathcal{F})$ is nonempty.

Our proposed branch-and-bound MLD algorithm relies heavily on tight lower bounds on $\psi_{\min,\lambda}(\mathcal{F})$, which are provided by an LP-based decoding algorithm by Zhang and Siegel [8]. We briefly describe this algorithm, denoted as the ZS decoding algorithm, below in Section II-A.

A. Zhang and Siegel’s LP-Based Decoding Algorithm

The ZS decoding algorithm is based on adaptive LP decoding as described in [7] and incorporates an efficient cut-search algorithm, as described in [8]. First the LP problem is initialized with the box constraints. Solve the LP problem to get an optimal solution $p^*$. If $p^*$ is integral, then terminate the algorithm and return the ML codeword $p^*$. Otherwise, the cut-search algorithm (Algorithm 1 in [8]) is applied to each row of the parity-check matrix of the code. If at least one is found, add all found cuts into the LP problem and repeat the procedure from $\dagger$. Otherwise, search for cuts from redundant parity-checks. To this end, reduce $H$ by Gaussian elimination to reduced row echelon form, where the columns of $H$ are processed in the order of the “fractionality” (i.e., closeness to $\frac{1}{2}$) of the corresponding coordinate of $p^*$.

The cut-search algorithm is applied to each row of the obtained modified matrix $H$. If no cut is found, then terminate. Otherwise, add all found cuts into the LP problem as constraints and repeat the procedure from $\dagger$. The algorithm above has been detailed in Algorithm 2 in [8], and we refer the interested reader to [8] for further details.

III. BASIC BRANCH-AND-BOUND ALGORITHM

Our proposed algorithm is a branch-and-bound algorithm on constraint sets and uses the ZS decoding algorithm, as briefly described above, as a basic component in the bounding step. Thus, there is a one-to-one correspondence between the nodes in the search tree and constraint sets. In the following, we speak about a left and right child constraint set, denoted by $\mathcal{F}^{\uparrow}L$ and $\mathcal{F}^{\uparrow}R$, respectively, we mean the constraint set of the left and right child nodes in the search tree.

Now, to each constraint set $\mathcal{F}$, we associate three real numbers $\psi_{\min,\lambda}(\mathcal{F})$, $\psi_{\min,\lambda}(\mathcal{F})^{\uparrow}L$ and $\psi_{\min,\lambda}(\mathcal{F})^{\uparrow}R$ which are current lower bounds on $\psi_{\min,\lambda}(\mathcal{F})$, $\psi_{\min,\lambda}(\mathcal{F})^{\uparrow}L$, and $\psi_{\min,\lambda}(\mathcal{F})^{\uparrow}R$, respectively. When a constraint set is created, these values are initialized to $-\infty$.

The algorithm maintains a list $L$ of active constraint sets which is initiated with the unconstrained set $\emptyset$. In each iteration, a constraint set $\mathcal{F}$ is selected from the list according to the node selection rule (see below). A valid codeword, i.e., a feasible solution of the LP, is generated by decoding the LLR vector (where the constraints imposed by $\mathcal{F}$ are enforced by altering the according LLR values to $\pm \infty$) using the SP algorithm [10] with order-$i$ re-encoding [11], for some integer $i$, as a post-processing step. The upper bound on the objective function decreases if the decoder output has a lower objective function value than the previous best candidate. Afterwards a lower bound on $\psi_{\min,\lambda}(\mathcal{F})$ is computed by running the ZS algorithm, where the variables contained in $\mathcal{F}$ are fixed to their corresponding values. If an integral solution is returned, i.e., a pseudocodeword with no fractional coordinates, it is
Algorithm 1 Maximum-Likelihood Decoding (MLD)

**Input:** The received LLR vector \( \lambda \) and the order \( i \) of re-encoding.

**Output:** An ML decoded codeword \( \hat{c}_{\text{ML}} \).

1. Initialize \( \tau \leftarrow -\infty \) and \( L \leftarrow \{\} \).
2. while \( L \neq \emptyset \) and \( \psi_{\min,\Lambda}^{(L)} < \tau \) do
   3. Choose and remove a constraint set \( F \) from \( L \).
   4. if \( F \) is valid and \( \psi_{\min,\Lambda}^{(F)} \) then
      5. let \( (\hat{c}, \hat{p}) \leftarrow \text{LUBD}(L, F) \).
      6. if \( \psi_{\Lambda}(\hat{c}) < \tau \) then
         7. let \( c_{\text{ML}} \leftarrow \hat{c} \) and \( \tau \leftarrow \psi_{\Lambda}(\hat{c}) \).
         8. \( \psi_{\min,\Lambda}^{(F)} \leftarrow \psi_{\Lambda}(\hat{p}) \).
         9. if \( \hat{p} \) is integral then
            10. if \( \psi_{\Lambda}(\hat{p}) < \tau \) then
                11. let \( c_{\text{ML}} \leftarrow \hat{p} \) and \( \tau \leftarrow \psi_{\Lambda}(\hat{p}) \).
            12. else if \( \psi_{\Lambda}(\hat{p}) < \tau \) then
               13. choose an unconstrained position \( p \) based on \( \hat{p} \), construct two new constraint sets \( F' = F \cup \{p, 0\} \) and \( F'' = F \cup \{(p, 1)\} \), and append them to \( L \).
      14. if \( F \neq \emptyset \) then
         15. determine (the unique) \( \tilde{F} \) such that \( F = \tilde{F}^{\lambda} \), where \( i = 0 \) or 1, and update parent bounds as follows:
            16. \( \psi_{\min,\Lambda}^{(\tilde{F}^{\lambda})} \leftarrow \max\{\psi_{\min,\Lambda}^{(\tilde{F}^{\lambda+1})}, \psi_{\min,\Lambda}^{(\tilde{F}^{\lambda})}\} \)
            17. \( \psi_{\min,\Lambda}^{(\tilde{F}^{\lambda})} \leftarrow \max\{\psi_{\min,\Lambda}^{(\tilde{F}^{\lambda+1})}, \min\{\psi_{\min,\Lambda}^{(\tilde{F}^{\lambda+1}), \psi_{\min,\Lambda}^{(\tilde{F}^{\lambda+1})}\} \}
      18. if \( \psi_{\min,\Lambda}^{(\tilde{F}^{\lambda})} \) increased in the previous step, recurse to Step 14 with \( F \) replaced by \( \tilde{F}^{\lambda} \).
   19. Return \( c_{\text{ML}} \).

Algorithm 2 Lower and Upper Bound Algorithm (LUBD)

**Input:** The received LLR vector \( \lambda \) and a constraint set \( F \).

**Output:** The pair \((c, p)\).

1. Perform SP decoding with order \( i \) re-encoding on an LLR vector constrained according to \( F \) as follows:
   - \( +\infty \) for positions corresponding to 0-constraints.
   - \( -\infty \) for positions corresponding to 1-constraints.
   - The original channel LLRs for positions not in \( F \).
2. Perform ZS decoding on the received LLR vector \( \lambda \) with equality constraints according to \( F \). Denote the decoded pseudocodeword by \( \hat{p} \).
3. Return the pair \((c, \hat{p})\).

### A. Tuning the ZS Algorithm for Adaptive LP Decoding

A linear inequality constraint of the general form \( a \cdot x^T \leq b \), where \( a \) and \( b \) are constants, is called *active* at the point \( x^* \) if it holds with equality for \( x = x^* \). Otherwise, it is called *inactive*. For an LP problem with a set of linear inequality constraints, the optimal solution \( x_{\text{LP}} \) is a vertex of the polytope formed by the hyperplanes of all constraints that are active at \( x_{\text{LP}} \). Thus, constraints inactive at \( x_{\text{LP}} \) can be removed without changing the optimal solution.

The ZS decoding algorithm uses adaptive LP decoding.
which implies that a lot of linear programs (of increasing size in the number of constraints) are solved successively. Consequently, a simple way to reduce the overall complexity is to remove inactive constraints from time to time.

Our implementation uses the dual simplex method for solving LP problems, which is very effective in the case of iteratively added constraints by employing a warm-start technique that reuses the basis information of the previously optimal solution (see, e.g., [14] for details). The removal of constraints, however, is expensive because afterwards a new simplex basis has to be computed. Thus, we remove the inactive constraints only when the number of constraints in the current LP problem exceeds \( T \), for some integer \( T \). Note that this differs from the algorithm called MALP-B in [8], where the inactive constraints are removed in each iteration.

Another way to decrease the running-time of the ZS algorithm in some cases is to terminate the ZS decoder prematurely as soon as the objective value exceeds the current upper bound \( \tau \) in Algorithm 1. In that event the objective function value cannot possibly be improved below the current node, and it can be skipped immediately.

### B. Tradeoff Between Tightness and Speed of the ZS Algorithm

The cut-search procedure used in the ZS decoding algorithm yields tight lower bounds on the MLD solution at the cost of a high number of cuts and thus increased processing time spent in the LP solver and for Gaussian elimination (see Section II-A). In two different ways, a tradeoff between speed and tightness can be realized. First, limit the maximum number of times \( R \) that the search for redundant parity-check cuts is applied, and secondly, only add a cut if the cutoff, i.e., the distance between the current (infeasible) solution and the cutting hyperplane, exceeds a fixed quantity \( \gamma > 0 \).

Our numerical experiments have shown that both approaches help to significantly reduce the running-time complexity of our algorithm. Additionally, for the first approach, it has proven helpful to use a higher value \( R^{bb} \) in those iterations where a best-bound node has been selected (cf. Section III-C).

### C. Special Case: MLD Performance Simulation

For benchmarking purposes we are only interested in the actual MLD curve, in which case the MLD algorithm can be simplified. First, since the underlying code is always linear, the error probability of MLD is independent of the actual transmitted codeword, thus we can always, without loss of generality, transmit the all-zero codeword. Furthermore, when the all-zero codeword is transmitted and a codeword \( c \) with objective value \( \psi_\lambda(c) < 0 = \psi_\lambda(0) \) has been identified, the search can be terminated, since any ML decoder would also fail on this received LLR vector \( \lambda \).

### V. Minimum Distance Computation

The MLD problem is closely related to the computation of the minimum distance \( d_{\text{min}} \) of a code as follows. If the all-zero codeword is explicitly forbidden, then an MLD algorithm with the input \( \lambda = 1 \) will output a codeword of minimum weight:}

\[
d_{\text{min}}(C) = \min_{e \in \mathcal{C}(0)} \psi_1(e) = \min_{e \in \text{conv}(\mathcal{C} \setminus \{0\})} \psi_1(e). \tag{4}
\]

Our proposed decoding algorithm can be modified to exclude the all-zero codeword by the following changes:

1. Extend the condition in Step 9 of Algorithm 1 to “\( \hat{p} \) is integral and \( \hat{p} \neq 0 \)”, which avoids decoding to the all-zero codeword.
2. In the order-\( i \) re-encoding performed in Algorithm 2, exclude 0 from the set of candidate codewords.

Moreover, note that all feasible solutions (i.e., codewords) of (4) have an integral objective value. This allows us to change the right hand side in Steps 2, 4, and 12 to \( \tau - 1 + \varepsilon \), for a small \( \varepsilon > 0 \), since \( \psi_{\text{min},1}^{(F)} = \tau \) implies that \( \psi_{\text{min},1}^{(F)} \geq \tau \).

### VI. Numerical Results

In this section, we present some numerical results for our proposed MLD algorithm, with all the improvements outlined above in Section IV, for several codes on the AWGN channel. We have used order-2 re-encoding (\( i = 2 \) in Algorithm 2), and the open-source GLPK library [16] to solve the LP problems. The following set of parameters was heuristically found to perform well for all codes: \( M = 30, \delta = 2, T = 100, R = 5, R^{bb} = 100, \) and \( \gamma = 0.2 \).

As a benchmark, we use the CPLEX IP solver [3], with the IP formulation named IPD1 in [2] which was found to be most efficient in that paper. In case of all-zero decoding, we configured CPLEX to terminate as soon as a codeword with objective value below zero was found, mimicking the adaptions of our algorithm described in Section IV-C.

We compare the algorithms with respect to both (single-core) average CPU time \( T_{\text{avg}} \) and average number \( N_{\text{avg}} \) of branch-and-bound nodes processed per frame. For our algorithm, \( N_{\text{avg}} \) equals the number of times the main loop (Step 2 of Algorithm 1) is processed, while for CPLEX we report the attribute “number of processed nodes”. Note that the latter drops below one for high SNR, which is probably due to CPLEX’ presolve strategy that establishes optimality in some cases without ever starting the branch-and-bound procedure.
All calculations were performed on a desktop PC with an Intel Core i5-3470 CPU (3.2 GHz) and 8 GB of RAM.

### A. Maximum-Likelihood Decoding

A comparison of CPLEX and our MLD algorithm, for the different codes outlined below, is given in Table I, both in terms of $T_{\text{avg}}$ and $N_{\text{avg}}$. The numbers in the parentheses are for CPLEX; a dash indicates that CPLEX was not able to decode a sufficient number of frames without running out of memory. The corresponding MLD performance curves are plotted in Fig. 1. For the curves, we have counted 100 erroneous frames for each simulation point.

The (155, 64) Tanner code from [9] is often used as a benchmark code, and was also considered in [8]. For all SNRs, the ZS decoding algorithm showed a performance loss compared to the MLD curve [8]. As can be seen from Table I, our algorithm is more than 11 times as fast as CPLEX for an SNR of 1.0 dB. For higher values of the SNR our proposed algorithm is even faster compared to CPLEX. In the case of all-zero decoding, both algorithms are faster by a factor of 2 to 3, while the relative performance gain by our algorithm remains roughly the same.

The second example is a $(3, 6)$-regular $(204, 102)$ LDPC code taken from the online database of sparse graph codes from MacKay’s website [15] (called 204.33.484 there). As can be seen from Table I, also for this code, our algorithm is significantly faster than CPLEX for all simulated SNRs.

In order to evaluate the performance of our algorithm for dense codes, Table I includes results for the $(127, 85)$ BCH code. CPLEX was not able to decode a significant number of frames for this code, and to our knowledge the MLD curve, as presented in Fig. 1, was previously unknown.

### B. Minimum Distance Computation

In the case of computing the minimum distance, we used different values for some of the parameters, namely $M = 120$, $R = 1$, $R_{\text{avg}} = 1$, and $\gamma = 0.3$. Results are shown in Table II, which additionally contains the $(408, 204)$ MacKay code (named 408.33.844 at the website [15]) that was used also in [8]. Note that in case of the (155, 64) Tanner code, we can exploit the symmetry and fix $c_0 = 1$ before starting the algorithm. We compare our algorithm to CPLEX with the same formulation as for MLD and the additional constraint $\sum_{i=0}^{N-1} c_i \geq 1$ to exclude the all-zero codeword.1
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