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ABSTRACT

This paper presents a method to extract the foreground images from live videos by means of automatic object segmentation. The parameters such as colour, motion of the pixel and image texture or more specifically texture constraints are used for segmentation. A cellular neural network which combines both colour as well as motion of pixels which varies from frame to frame is implemented which helps in accurately separating the boundaries and thus reducing misclassifications. The global motion of pixels is calculated by computing the forward and backward displaced frame differences (DFDs) with the respect to the current frame. The texture constraint for each pixel to be labeled is calculated from the difference between their corresponding texture descriptors and the texture prior models which is provided by the Local Binary Pattern (LBP) histogram. Finally by means of the randomized texton searching algorithm and graph cut frame work the foreground is extracted from the video.
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1. INTRODUCTION

Image segmentation is of much importance in video analysis as it helps in separating images which in turn can be used for various applications viz surveillance systems, teleconferencing and video editing. This separation can be either within the image or between images depending on the case under study. Such kind of segmentation is mainly base on low level cues such as homogeneity, intensity, contours etc., The techniques mostly follow a uniform procedure in which the backgrounds are modelled first. Next any changes which occur in the incoming video frames are monitored. Multiple difficulties arise while modelling the background. For example, there may be shapes and structures available in the background. Moreover the background objects may change in colour and intensity from frame to frame. In addition to it, the videos might have been taken under different lighting scenarios which make the process more complex. Hence a good foreground segmentation technique should be able to

1) Develop a good background model and
2) Should be robust to all kinds of changes taking place between frames.

The background modelling methods can be broadly classified into three categories. They are pixel based, region based and hybrid based methods. In pixel based methods at least one traversal through the entire pixels is performed which makes it an efficient technique. The histograms of each pixel are calculated and used for the segmentation process. In region based methods the attributes of the pixels viz colour, intensity etc., are taken into account. Hybrid based methods combine the pixel base and region based methods for producing sophisticated results. Background
modelling methods can also be categorized as parametric and non-parametric methods. The foreground image segmentation program has many applications, one of them being video conferencing. If the background and foreground images are separated, the background can be replaced by another background which may help in improving the artistic beauty of the video. The extracted foreground objects are more suitable for transmission. Using modern editing tools the extracted images can be combined to produce new results.

We emphasize on foreground segmentation in which objects or more specifically foreground objects are extracted from real-time videos.

2. LITERATURE REVIEW

[1] proposed that the background at each pixel can be easily modelled using a Gaussian distribution function. However during iterations, the updating capability of the model was found to be much low. For videos and frames which undergoes dynamic changes this is undesirable. Hence [2] proposed a new method which is called the Gaussian Mixture Model (GMM). Here each pixel was modelled with a mixture of K gaussian functions. However in this method the initialization of parameters consumed a lot of time. [3] proposed a threshold decision method for separating the foreground objects. Camera noise was assumed to be the only factor which affects the threshold. However this was not the case when the experiment was carried out in the real time. There were other factors too which affected the threshold and hence this method was limited to particular cases. A non-parametric algorithm named Self Organizing Background Substraction (SOBS) was proposed by [4] based on artificial neural networks. Again time constraint was found to be a major problem as SOBS was interested in measuring the sample frame between weight vectors. [5] proposed a code book based foreground segmentation. Here for each pixel, based on training sequences, a code book is created which stores multiple code words. The main disadvantage of this method was that, if the foreground and background pixels were the same in colour, the foreground was incorrectly segmented. [6] proposed a sample based consensus method SACON to effectively segment the foreground and background models. In this method, for each pixel at a time t, a cache of N background samples is made. If for every pixel, the new value matches with most of the values in the cache then it was classified as background. But this issue fails with a first in first out scheme. A non-parametric algorithm named Vibe was proposed by [7]. In this technique the first frame of the video was used to initialize the background model based on the assumption that the neighbouring pixels share the similar temporal distribution. Even though Vibe is superior to many state of the art technologies, one of the profound disadvantage was that in the case of dynamic video backgrounds it requires manual adjustment to adapt to background changes. [8] combined Vibe and SACON to create a Pixel Based Adaptive Segmenter (PBAS) method. Here a history of N image values is taken as the background model. The updation was done similar to vibe. In PBAS the parameters are taken as adaptive state variables. In the case of static backgrounds the method did not met the expected levels. [9] proposed a non-parametric background modelling method called Kernel Density Estimator (KDE). In this method the probability of the intensity of each pixel is estimated at time t. If the probability was less than the threshold value, then it will be treated as foreground and otherwise as background. The threshold is adjustable over a long range of values. KDE has the disadvantage that in the case of large frames, it has to keep the N frames in memory and is very time consuming. [10] proposed a heuristic matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images. Here each incoming matching algorithm to separate the foreground and background images.

[11] used a vertical edge detection scheme to extract the numbers alone from the license plates. Here numbers were treated as the foreground and the other regions were treated as background. In [12, 13, 14], for each pixel location, a one-class Support Vector Machine (SVM) was maintained. Based on the colour intensity each pixel was mapped on to the corresponding SVM and then the pixels were labelled jointly. Next a graph cut technique was used to segment the foreground image. The major disadvantage of this approach is that, here only the colour and alpha values were used for separating the background and foreground which is
inadequate for processing live videos. In some other related works, the first frame of the video was designated as f0. Canny edge detector was applied to this frame to find the boundaries between the foreground and background image. The foreground pixels were extracted by an iterative threshold method where a particular value is kept as the threshold. If the value of the pixel is above the threshold it will be categorized as foreground and if not as background. Hence we get a group of foreground pixels in the initial frame. Next a cellular neural network was used to extract the foreground of the incoming frames.

By considering all the above mentioned literatures in our approach, we used a region based method to extract the foreground image. The region based method is used as it is very efficient in noisy images particularly in detecting the borders. The primary idea is to find the homogenous regions in an image and segment the image based on it. The homogenous regions are those which share some similar property. We replace the C1SVMs used in [12] by the Cellular Neural Networks (CNN) along with randomized texton search algorithm. The CNN is used exclusively as it supports backward error propagation and contains a number of hidden layers. The segmentation errors are reduced with the increase in hidden layers. Colour, motion of the pixels and image texture of the video frames are referenced as the homogenous parameters. The proposed idea efficiently processes the live video scene by automatically segmenting the object (foreground).

3. SYSTEM MODEL

An overview of the system model is explained as follows. The input to the proposed system is the input video frame. First the colour and pixel motion constraints are found out and are trained using a cellular neural network for distinguishing the boundaries and to avoid misclassifications. Next the texture prior models of the foreground and background are established. The Local Binary Pattern (LBP) histogram helps in providing the texture prior model for establishing texture constraints. Next an energy function comprising of colour, motion of pixels and texture terms generated using a randomized texton searching algorithm is put forward. Then a graph-cut technique is employed to minimize the energy function resulting in the foreground.

3.1. Colour and motion of pixels

The colour constraint helps a pixel to assign itself, the label of the colour prior model which has a smaller distance to that pixel. In dealing with images having different colours in foreground/background, the colour term is capable of obtaining satisfactory results. Assuming the motion of pixel from previous frame Ft-1 to Ft is identical to its motion from Ft to Ft+1, global motion compensation aligns background pixels of the Ft-1 and Ft+1 with that in frame Ft to high accuracy, while motion compensated foreground pixels tend to exhibit high error. The magnitude of errors in frame Ft-1 and Ft+1 with those in Ft using the computed global motion are termed as previous (backward) and next (forward) displaced frame difference (DFDs) respectively.

3.2. Cellular Neural Network (CNN)

The dynamic equation of a CNN may be approximated by the following difference equation (3.1)

$$\frac{du_{ik}}{dt} = \frac{1}{C} \left( X_{ik} \cdot \frac{u_{ik}}{R} + \sum_{j=1}^{N} \sum_{l=N} r_{ij} g(u_{jl}) \right)$$

where R and C are the resistance and capacitance of the CNN, g(.) is a sigmoid function, X_{ik} and r_{ij} are the constraints found and u_{j} is the state of neuron promoting label l for pixel j.

3.3. Texture

Texture is the set of matrices calculated in image processing designed to quantify the perceived texture of an image. Texture gives the information about the spatial arrangement of colour or intensities in an image.

We define E_{l}(i_{l}) as shown in equation (3.2)

$$\begin{cases} E_{l}(i_{l} = 0) = g_{0}(TD_{l}^{f}, TD_{l}^{b}), \\
E_{l}(i_{l} = 0) = g_{0}(TD_{l}^{F}, TD_{l}^{B}), \forall i_{l} \in U_{T} \end{cases}$$

where \( E_{l}(i_{l}) \) is a texture constraint term measuring the cost of assigning a background (\( li = 0 \)) or foreground (\( li = 1 \)) label to node i, and
In equation (3.3) \( TD_{i}^{B} \) and \( TD_{i}^{F} \) are node \( i \)'s distance to background and foreground texture prior models. For the model building, here we use the k means algorithm to cluster the pixels based on the user stroke. Firstly we establish the texture prior models. Based on texture prior model we compute \( TD_{i}^{F} \) and \( TD_{i}^{B} \).

The texture model for foreground and background has 64 clusters denoted as \( \{ T_{k}^{F} \}_{k=1...64} \) and \( \{ T_{k}^{B} \}_{k=1...64} \) respectively. These clusters are trained through the clustering texton of pixels for B using k-means algorithm. Here LBP histogram is used [7] for texture extraction. The LBP histogram gives the histogram of the LBP values of the pixel in the texton. Figure 1 describes the grid of the LBP histogram of the image.
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**Figure 1 (a). Source image (b). Grid of LBP image**

Firstly the image shown in figure 1(a) is divided into 64 blocks as shown in figure 1(b).

\[
\begin{align*}
G_{0}(TD_{i}^{F}, TD_{i}^{B}) &= \frac{TD_{i}^{F}}{TD_{i}^{F}+TD_{i}^{B}}, \\
G_{1}(TD_{i}^{F}, TD_{i}^{B}) &= \frac{TD_{i}^{B}}{TD_{i}^{F}+TD_{i}^{B}}.
\end{align*}
\]

(3.3)

In equation (3.3) \( TD_{i}^{B} \) and \( TD_{i}^{F} \) are node \( i \)'s distance to background and foreground texture prior models. For the model building, here we use the k means algorithm to cluster the pixels based on the user stroke. Firstly we establish the texture prior models. Based on texture prior model we compute \( TD_{i}^{F} \) and \( TD_{i}^{B} \).

The texture model for foreground and background has 64 clusters denoted as \( \{ T_{k}^{F} \}_{k=1...64} \) and \( \{ T_{k}^{B} \}_{k=1...64} \) respectively. These clusters are trained through the clustering texton of pixels for B using k-means algorithm. Here LBP histogram is used [7] for texture extraction. The LBP histogram gives the histogram of the LBP values of the pixel in the texton. Figure 1 describes the grid of the LBP histogram of the image.
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**Figure 2. LBP histogram of each block in LBP image**

Figure 2 gives the LBP histogram of each block of the image. The texture descriptor of pixels in foreground and background are needed to establish the texture prior model of foreground and background.

\[
\begin{align*}
TD_{i}^{F} &= \text{min}_{k=1...64} L_{\text{dist}}(T_{i}^{F}, T_{k}^{F}) \\
TD_{i}^{B} &= \text{min}_{k=1...64} L_{\text{dist}}(T_{i}^{B}, T_{k}^{B})
\end{align*}
\]

(3.4)

where \( T_{k}^{B} \) and \( T_{k}^{F} \) are the LBP histograms in \( k^{th} \) clusters of background and foreground respectively. \( T_{i}^{B} \) and \( T_{i}^{F} \) represent the LBP histogram denoting the textons of node \( i \). \( T_{k}^{B} \) and \( T_{k}^{F} \) have the smallest distance (or most similar) to the foreground texture prior model and background texture prior model respectively.

\[
\begin{align*}
L_{\text{dist}}(T_{i}^{F}, T_{k}^{F}) &= \sum_{j=1}^{n} |\text{Bin}_{j}(T_{i}^{F}) - \text{Bin}_{j}(T_{k}^{F})| \\
L_{\text{dist}}(T_{i}^{B}, T_{k}^{B}) &= \sum_{j=1}^{n} |\text{Bin}_{j}(T_{i}^{B}) - \text{Bin}_{j}(T_{k}^{B})|
\end{align*}
\]

(3.5)

In equation (3.5) \( n \) denotes the number of bins in the histogram in the experiment conducted, where \( n=16 \). \( \text{Bin}_{j}(T_{k}^{B}) \) and \( \text{Bin}_{j}(T_{k}^{F}) \) are the \( j^{th} \) bins of the local binary pattern histograms in the \( k^{th} \) cluster of the background texture model and foreground texture model respectively.

To avoid the computing on texture less areas, the texture area in an image is found out using equation (3.6). \( T \) denote the threshold and is set to \( T=\sqrt{500} \). \( \forall i \in U_{T} \), \( Var_{\text{regional}}(i) > T \).

\[
Var_{\text{regional}}(i) = \frac{\sum_{j=1}^{n} (G_{j} - \text{AVG}(G_{1...n}))^{2}}{n}
\]

(3.6)

\( n \) is the number of pixels in a region. The 10X10 square window or region is assumed and \( Var_{\text{regional}}(i) \) is the centre pixel \( i \) in the region. \( G_{j} \) denote the gray value of pixel \( j \). \( \text{AVG}(G_{1...n}) \) denote the average grey value in the particular region.

### 3.4. Randomized texton searching

Consider a pixel which is to be labelled. As the size and position of the correct texton are unknown it is difficult to evaluate the distances between the pixel and the foreground/background texture prior models.
Each pixel may have lots of different candidate textons, which lead to different labels. Figure 1 can be regarded as an example. Out of the 64 grids some of them comes under background and some of them comes under foreground. We consider the histogram corresponding to grid in row 3 column 5 as one foreground and row 7 column 3 as another foreground. Again we consider row 5 column 2 as one background and row 7 column 8 as another background. Their corresponding LBP histograms are also considered. For each pixel, the histogram is found out. Then it is compared with the two foreground and two background histograms mentioned above. The closest is labelled as the texton of the corresponding pixel. However there are chances that misclassification may occur. In order to avoid this, a foreground representative texton, which is the most similar block to foreground and a background representative texton, which is the most similar block to background is found out for each pixel. Then, the distance between the foreground representative texton and the foreground model, and the distance between the background representative texton and the background model is used to estimate the label of p. To find the two representative textons a randomized texton searching algorithm is used. The LBP histogram of foreground/background representative textons of a pixel i is denoted as \( T^B_i/T^F_i \) where \( T^B_i \) and \( T^F_i \) are the background and foreground representative textons and has the smallest distance to the background texture prior model and foreground texture prior model than the other block converging i, respectively. These two representative textons are obtained by randomized sampling:

(a) A set of blocks covering the current pixel is iteratively chosen by randomly sampling in size and centre position within a certain range.

(b) The distances between every block, which is described as an LBP histogram, and foreground/background are computed. The block with the minimum distance is chosen as the foreground/background representative texton of the pixel.

The LBP histograms of the foreground/background representative textons for pixel i are denoted as \( T_B^i \) and \( T_F^i \), respectively. Pixel i would be labeled as foreground if the distance between \( T_F^i \) and the foreground prior model is smaller than that between \( T_B^i \) and the background prior model and vice versa.

### 3.5. Graph-cut technique

Segmentation of the foreground object from the background will be formulated as a binary labelling problem. Given a set of sites \( S \) and set of labels \( L \), the labelling problem will assign a label \( F_p \in L \) to each of the sites \( p \in S \). The graph cut frame work can solve the labelling problem by using two labels. \( L = \{0, 1\} \) is the label set, where 1 corresponds to the foreground and 0 corresponds to the background. The energy function is formulated as in equation (3.7),

\[
E(f) = \sum_{(p,q) \in E} w_{pq} T(f_p \neq f_q) \tag{3.7}
\]

The first term is the data term, which consists of constraints from the observed data and measures how sites like the labels that f assigns to them. \( D_p(F_p) \) denotes the negative log likelihoods of the constructed background or foreground models. The value of \( T(F_p \neq f_q) \) is 0 if \( F_p=F_q \) and 1 otherwise. This model can be regarded as a piecewise constant model because it encourages labelling consisting of several regions where sites in the same region have the same labels. In image segmentation, we want the boundary to lie on the edges in the image.

\[
w_{pq} = e^{-\frac{(I(p)-I(q))^2}{2\delta^2}} \frac{1}{\text{distance}(p,q)} \tag{3.8}
\]

In (3.8) \( I(q) \) and \( I(p) \) are the colour value of site q and p respectively and distance(p, q) is the distance between sites p and q. Parameter \( \delta \) gives the variation between neighboring sites within the same object. \( \lambda \) is used to control the importance of smooth term versus data term.

### 4. EXPERIMENTAL RESULTS

In this section the results of the conducted experiments with color, motion and texture features for foreground video segmentation is analysed and compared with the work reported by [1]. In [1] the user drew a stroke on the input video frame for a faster discrimination of foreground and background. However the final segmented foreground object contained some portions of the background too. The following figures 3 and 4 shows the input and output of the method put forward by [1].

In our proposed method the CNN automatically segments the foreground image by using the cues viz color, motion and texture. It automatically computes the pixel motions from Ft-1 to ft and ft to ft+1. The randomized texton algorithm helps in finding the correct
texture of the foreground. Hence there is no need of an user interaction with the input video frames for separating the foreground and background regions. Figures 5 and 6 shows the frame used in our approach and the corresponding extracted foreground image.

![Figure 3. User-stroked frame](image1)

![Figure 4. Segmented foreground image with some portions of the background](image2)

![Figure 5. Input video frame 1](image3)

The existing work also possesses various difficulties in handling novel foreground colours. For each incoming frames the colour of the foreground may vary and new objects may also occupy parts of frames. Hence when a new unseen pixel is come across in the incoming frame then that pixel is labelled as unknown as shown in figure A1. When final binary segmentation is performed by global optimization, these pixels are labelled as background due to the aforementioned bias. However the algorithm corrects these mistakes only after 10 frames. Hence the rate of misclassification is much higher. Figure A1 shows the misclassification by CSVMs.

![Figure 6. Extracted foreground image from our method](image4)

Initially there is no hand motion in the frame. But suddenly when a hand appears in the frame CSVMs misclassify the number of pixels as outliers or as apart which do not belong to the foreground image. But as shown in the consecutive images the misclassifications gradually reduces and it becomes nil in the final image. The final image is the one which is got after 10 iterations. Hence it requires 10 iterations for the existing algorithm to correct the misclassifications.

However in our method which uses CNN the novel foreground colour as well as the unseen pixels are correctly classified by the estimated pixel motion and the randomized texton searching algorithm. Figure A2 shows the output produced by our system for the same input frame used by [11].

Similar to the CSVMs misclassification occurs in the initial frame. However the number of misclassifications is much smaller when compared to CSVMs.

The graph shown in figure A3 depicts the comparison between the error percentages of the existing as well as proposed methods for increasing number of frames.

The higher median error rates of existing and proposed systems are 2.49% and 1.61% respectively for the same sequences. Hence it is clear that the error rate of the proposed method is comparatively lesser than the existing system.

5. CONCLUSION

This paper presented a CNN, texture and graph cut frame work which is able to effectively and efficiently deal with foreground
segmentation from live videos. The proposed method is completely robust to relative foreground-background motion of any magnitude and prevents background pixels near the boundary from being misclassified as foreground. For the texture extraction here we introduce new randomized texton searching method and its gives good result in the foreground segmentation. It can also handle difficult scenarios such as camera motion, fuzzy objects, dynamic background, topology changes etc. In future, we can integrate gradient, motion of pixel, colour adjacency, spatial-temporal coherency, etc. to the parameters used viz pixel motion, texture and colour for further improvement of the proposed method.
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APPENDIX A

Figure A1. Existing system failure

Figure A2. Less number of pixels is misclassified by CNN.

Figure A3. Segmentation error percentage of existing and proposed method