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Abstract

Deep Neural Networks (DNNs) are vulnerable to invisible perturbations on the images generated by adversarial attacks, which raises researches on the adversarial robustness of DNNs. A series of methods represented by the adversarial training and its variants have proven as one of the most effective techniques in enhancing the DNN robustness. Generally, adversarial training focuses on enriching the training data by involving perturbed data. Such data augmentation effect of the involved perturbed data in adversarial training does not contribute to the robustness of DNN itself and usually suffers from clean accuracy drop. Towards the robustness of DNN itself, we in this paper propose a novel defense that aims at augmenting the model in order to learn features that are adaptive to diverse inputs, including adversarial examples. More specifically, to augment the model, multiple paths are embedded into the network, and an orthogonality constraint is imposed on these paths to guarantee the diversity among them. A margin-maximization loss is then designed to further boost such diversity via Orthogonality (DIO). In this way, the proposed DIO augments the model and enhances the robustness of DNN itself as the learned features can be corrected by these mutually-orthogonal paths. Extensive empirical results on various data sets, structures and attacks verify the stronger adversarial robustness of the proposed DIO utilizing model augmentation. Besides, DIO can also be flexibly combined with different data augmentation techniques (e.g., TRADES and DDPM), further promoting robustness gains.

1 Introduction

In recent decades, DNNs have been widely studied in various fields and achieved record-breaking performance on numerous tasks \([1]\). However, the robustness of DNNs also raised great concerns. For example, on the classification task in computer vision, an image added with carefully-designed and visually-imperceptible perturbations can fool well-trained DNNs, i.e., the victim, to give incorrect predictions \([2]\). Such perturbed images are known as adversarial examples, and the process of generating adversarial examples is called adversarial attacks. There have been various adversarial attacks, which can be mainly categorized into the types of white-box attacks \([2\, 3]\) and black-box attacks \([4\, 5]\). White-box attackers have access to the complete information of the victim, including the network architecture, parameters, gradients, etc. While in black-box attacks, only the input and the output of the victim are available to the attackers.

Nowadays, it has been widely acknowledged that the most efficient way to improve the adversarial robustness shows to be the adversarial training \([2\, 3\, 6]\). Adversarial examples are generated during the training phase and at the same time they are also immediately utilized as the training data, so that DNN can learn knowledge of potential adversarial attacks. In recent years, there have been many variants of adversarial training serving with state-of-the-art performances, in which more effective ways are proposed to generate adversarial examples \([7\, 9]\).

Although adversarial training has shown effectiveness in defending adversarial attacks, the improved robustness intrinsically comes from the enriched data and thus it can be regarded as a data augmentation method. However, the
In this paper, we address the robustness of DNNs from a novel aspect, incorporating data augmentation in training. Hence, it can be much more meaningful to shed light on this valuable and yet ignored aspect of adversarial robustness. Therefore, it is of great interest to investigate another critical aspect influencing the robustness, i.e., the robustness of model itself, which is significant in understanding the essence and mechanism of adversarial robustness. Hence, it can be much more meaningful to shed light on this valuable and yet ignored aspect, i.e., the defenses exploiting the in-depth properties of the model itself to improve robustness, rather than simply incorporating data augmentation in training.

In this paper, we address the robustness of DNNs from a novel aspect, i.e., model augmentation. For the architecture, we propose to embed multiple paths into a regular DNN, where the shared network layers and the augmented paths are trained to be adaptive to each other. In this way, the augmented paths are simultaneously trained to learn diversified features fed to the subsequent network layers which are required to sustain consistently good performance on these features. In the meantime, the shared layers before the augmented paths are optimized to extract features which can well adapt to the augmented multiple paths, rather than a single path in regular DNNs. Similar to data augmentation, the key point of our network augmentation is to endow these paths with diversity, meaning that such paths should differ to each other, though they share the common goal of attaining good predictions. Thus, in the proposed method, the augmented paths are orthogonal to each other, i.e., the parameters of each paired paths are required to be orthogonal. Moreover, to enhance the significance of such orthogonality in high dimensions, a margin-maximization loss is designed by introducing distance constraints, which collaborates with the orthogonality constraints across paths and jointly contributes to more effective diversity for robustness. Accordingly, this proposed defense method is named as DIO: Diversity via Orthogonality, considering its working mechanism.

For DNNs, it commonly holds no prior knowledge on input data, that is, it makes no difference in processing clean and adversarial samples, so that the informativeness of features learned in the network is also unknown. To enhance the adaptiveness towards the unknown input images, the solution of DIO is to correct the learned features via constraints on the parameters. Specifically, DIO augments orthogonal paths, so that the network layers can be trained to correct the learned features through mutual collaborations of multiple paths and their resulted diversity, as supported by the backward correction [12], showing that the training in higher-level layers improves the feature learning in lower-level layers through the backward propagation in optimization. In this sense, on the one hand, all these orthogonal paths get simultaneously optimized to promote more informative features learned in lower-level layers, where similar features of clean and adversarial samples are extracted to avoid cumulative and amplified perturbations propagated across layers. On the other hand, the extracted features can well adapt to the augmented paths all achieving accurate predictions, where notably more separable and diversified features of clean and perturbed samples can be learned, eventually contributing to adversarial robustness improvements.

For instance, given a regular network and the corresponding DIO model both trained using clean samples only (see Fig.1a for an example of architecture comparison), we visualize the learned features at the first convolution layer: In Fig.1b when a clean image (1st row) gets adversarially perturbed (2nd row, generated by attacking a third neural network), the features learned by a regular network change a lot (2nd column), while the learned features by DIO show much weaker perturbations (3rd column). Besides, the features right before the multiple paths (the features \( z \) in Fig.1d) are also visualized in Fig.1c. A white-box attack on the regular network messes up these features, resulting in a nearly random-guess accuracy. In contrast, for the DIO model, these features still manifest certain separability against the same white-box attack. Such feature variations at different positions indicate the robustness improvements, which does not come from the data augmentation effect, but the orthogonal diversity inside the model. In this way, the augmented
diversity on the network architectures corrects the learned features and also enhances their adaptiveness towards both clean and adversarial samples via mutually-orthogonal paths, thereby boosting the adversarial robustness.

In numerical experiments, extensive comparisons are conducted to present solid evaluations on the effectiveness and superior robustness improvements of the proposed DIO addressing network augmentation. In the cases only containing clean samples in training, DIO substantially outperforms those non-data-augmented defenses. Equipped with those data-augmented techniques in training (e.g., TRADES [7] and DDPM [13]), DIO also maintains higher robust accuracy. Besides, we conduct 2 adaptive attacks and ablation studies to further verify the adversarial robustness of the proposed DIO.

The contributions of this work are summarized below:

- We propose an adversarial defense from a novel perspective of augmenting the model to increase the adaptiveness to diverse inputs, which is essentially different from data-augmented defenses.
- To achieve such adaptiveness, we embed multiple paths into the network and require these paths to be mutually-orthogonal for diversity inside the network. An associated margin-maximization loss is further designed to collaborate with the orthogonality constraint for more effective diversity.
- Extensive empirical results against white-box and black-box attacks on various network structures and data sets indicate the superior robustness of DIO. Adaptive attacks and ablation studies further investigate the properties and indispensable significance of the diversity via model augmentation.

The rest of this paper is organized as follows. Sec.2 outlines related works on the adversarial attack and defense. Sec.3 describes details of the proposed DIO defense, including its framework, optimization, training and inference. Sec.4 presents the comprehensive empirical results. Concluding remarks and discussions are presented in Sec.5.

2 Related work

2.1 Adversarial attack

The existing adversarial attacks can be divided into white-box and black-box attacks, which differ in the availability to the model information. The white-box attacks can be further categorized into two types, gradient-based attacks and optimization-based ones. The former exploits the parameter gradients to directly generate perturbed images, e.g., Fast Gradient Sign Method (FGSM, [2]), Basic Iterative Method (BIM, [14]), Iterative Least-Likely Class (ILLC, [14]), and Projected Gradient Descent (PGD, [3]). The latter resolves optimization problems to obtain adversarial examples, such as C&W attack [15] and DeepFool [16].

Given a clean sample and its label \((x, y)\), a DNN \(f(\cdot)\) and a loss function \(L(\cdot, \cdot)\), the generations of adversarial examples \(\hat{x}\) of these attacks are briefly outlined as follows.

**FGSM** [2] moves a clean sample with the distance \(\epsilon\) in the direction of the sign of the gradient:

\[
\hat{x} = x + \epsilon \cdot \text{sign}(\nabla_x L(f(x), y)).
\]  

(1)

**BIM** [14] and **ILLC** [14] are two iterative variants of FGSM.

**PGD** [3] is considered as one of the strongest attack by far. Starting from clean images added with random uniform noise, \(\hat{x}^{(0)} = x + U(0, \epsilon)\), the \((t + 1)\)-th iteration of PGD is

\[
\hat{x}^{(t+1)} = P_{\epsilon} \left\{ \hat{x}^{(t)} + \gamma \cdot \text{sign}(\nabla_x L(f(\hat{x}^{(t)}), y)) \right\},
\]

(2)

where \(P_{\epsilon}\) is the projection to the set \(\{ \hat{x} \mid \|\hat{x} - x\|_\infty \leq \epsilon \}\) and \(\gamma\) is the step size in each iteration.

**C&W attack** [15] solves the following optimization problem:

\[
\min_{\zeta} \frac{1}{2} (\tanh(\zeta) + 1) - x\| + c \cdot A \left(\frac{1}{2} (\tanh(\zeta) + 1)\right),
\]

(3)

with \(\frac{1}{2} (\tanh(\zeta) + 1) - x\|\) as the perturbation, \(c\) as the chosen constant and \(A(\cdot)\) defined as:

\[
A(\hat{x}) = \max(Z(\hat{x})_y) - \max_{k \neq y}(Z(\hat{x})_k), -\kappa),
\]

(4)

where \(Z(\cdot)_k\) denotes the logit value corresponding to the \(k\)-th class and \(\kappa\) denotes the confidence constant.
Black-box attacks can be divided into transferability-based \cite{4, 5} and query-based \cite{17–20}. The former relies on the transferability of the adversarial examples, in which the adversarial examples are generated via a substitute model and then transferred to fool the victim model. The latter is designed to obtain the model output by iteratively querying the victim model. The queried pairs of input and output are then used either to train a surrogate model \cite{19, 20} or to directly estimate the gradients \cite{17, 18} for generating the adversarial examples.

2.2 Adversarial defense

Adversarial training aims at improving the network robustness through data augmentation by involving perturbed images into training data. Currently PGD-based adversarial training is one of the most effective and popular choices, including but not limited to reduce the generalization gap \cite{10, 11} or to alleviate the computation time of generating PGD-based adversarial examples \cite{7, 8}. In addition, defenses applying pre-processings or transformations on the inputs can also be viewed as data augmentation techniques \cite{22, 23}.

Aside from data augmentation, another line of defenses aims at exploiting model properties by characterizing the network with specific constraints from various perspectives. For example, several defenses introduce randomness into the network via adding unlearnable \cite{24} or learnable noises on parameters \cite{25–27} or activations \cite{28} to improve robustness. Others propose to take advantages of the ensemble of individual networks, images or weak defenses \cite{29, 30}. Various constraints on the learned features have also been designed, \textit{e.g.}, squeezing \cite{31}, filtering \cite{32}, or disentangling \cite{33, 34} the features. There are also defenses that design denoising techniques on the input images to filter the perturbations \cite{35, 36}.

3 Diversity via orthogonality

**Notations** A DNN $f(\cdot) : \mathcal{R}^d \rightarrow \mathcal{R}^K$ can be decomposed into two parts: the backbone $g(\cdot) : \mathcal{R}^d \rightarrow \mathcal{R}^m$ and the head $h(\cdot) : \mathcal{R}^m \rightarrow \mathcal{R}^K$. The backbone $g$ consists of cascaded convolution layers, and extracts features $z \in \mathcal{R}^m$ from input images $x \in \mathcal{R}^d$, \textit{i.e.}, $z = g(x)$. Given these features, the head $h$ is a linear layer and outputs the predictive $K$-dimensional logits in correspondence to $K$ classes, \textit{i.e.}, $h(z) = h(g(x)) = f(x)$. Specifically, the head $h$ serves as a linear classifier with interconnection weights $W \in \mathcal{R}^{m \times K}$ and bias $b \in \mathcal{R}^K$, such that $h(z) = W^T z + b$.

3.1 Framework

We first build the framework of DIO, and then formulate the optimization problem involved in the training. The main idea of DIO is to improve the adaptiveness in handling diverse inputs via augmenting the model, which learns more informative and adaptive features, so that it can be more viable to recognize adversarial examples with different perturbations.

To augment the model, structurally, multiple paths are embedded after the backbone of a regular DNN, and then the network is trained to adapt to these augmented paths, boosting diversity inside the network. In each path, the backbone is connected to a subsequent linear layer before the network outputs, resulting in an augmented multi-head framework of DIO. Thus, multiple heads $h^i$ are embedded in parallel and share the same backbone $g$. Each augmented head is optimized to correctly classify the features $z$, which are learned by the backbone and are jointly affected by the augmented multiple heads. In this way, each head $h^i$ collaborates with the front backbone $g$ to form a regular DNN $h^i(g(\cdot))$. An example of such a multi-head architecture is illustrated in Fig 1a. After such network augmentation, another critical issue is how to endow diversity on the multiple paths. Otherwise these paths can be optimized to converge to formulate the same. The diversity among the paths is then achieved by posing well-designed constraints on the parameters of these heads, which are introduced in detail in the next subsection.

Before stepping into the optimization objective, more notations are introduced. The $i$-th head in DIO is denoted as $h^i$, with the associated parameters $W^i \in \mathcal{R}^{m \times K}$ and $b^i \in \mathcal{R}^K$. The $j$-th hyperplane of $h^i$ is denoted as $h^i_j$ \textit{w.r.t.} the $j$-th class in the head $h^i$, with the associated parameters $W^i_j \in \mathcal{R}^m$ and $b^i_j \in \mathcal{R}$, where $j = 1, 2, ..., K$. In other words, $W^i_j$ is the $j$-th column in $W^i$, and $b^i_j$ is the $j$-th element in $b^i$. Note that $h_d$ denotes the hyperplane \textit{w.r.t.} the ground-truth class. Fig 2 illustrates the details of the multiple heads of DIO and the related notations.

3.2 Optimization

On the basis of the multi-head structure, we now endow diversity among heads with two well-designed constraints. Firstly, an orthogonality constraint is imposed on these heads, resulting in \textit{mutually-orthogonal} heads. This constraint
guarantees the inner diversity within the whole network and also outer diversity across augmented heads. Secondly, a distance constraint is imposed to counteract the nature that two random high-dimensional vectors are easy to approach orthogonal. This distance constraint collaborates with the orthogonality constraint to achieve better diversity and robustness. In short, the two constraints posed on the heads inject diversity into the network, which backward corrects the learned features in front layers (backbone), so as to attain greater robustness. In the remainder of this section, we elucidate the optimization objective of DIO step by step.

### 3.2.1 Orthogonality constraint

Generally, two vectors are orthogonal if their inner product is zero. For two matrices or tensors, we can vectorize them and then perform the operation of inner product. Similarly, for two linear classifiers \( h_i \) and \( h_j \), their inner product is computed as:

\[
\langle h_i, h_j \rangle \equiv \langle \text{vec}(W_i), \text{vec}(W_j) \rangle.
\]

Therefore, two heads are orthogonal if the inner product of their vectorized weight matrices equals to zero. Notice that the bias parameters in the heads are omitted in the computation here.

With the orthogonality constraint on augmented heads, we have the following optimization problem:

\[
\min_{g, h^1, h^2, \ldots, h^L} \sum_{i=1}^{L} \mathcal{L}_{ce}(h_i(g(x)), y) \quad \text{s.t.} \quad \langle h_i, h_j \rangle = 0, \quad \forall i \neq j, \quad i, j = 1, 2, ..., L.
\]

In Eq. (6), \( L \) denotes the number of heads, and \( \mathcal{L}_{ce}(\cdot, \cdot) \) denotes the cross entropy loss function. The objective function in Eq. (6) indicates that the sum of the classification losses of all heads and the backbone is minimized, which guarantees the classification performance of all heads. The equality constraints in Eq. (6) require that these heads to be mutually-orthogonal for diversity. Parameters to be optimized include the backbone \( g \) and all the heads \( h^i \).

By leveraging the equality constraints into the objective, we have the following unconstrained optimization problem:

\[
\min_{g, h^1, h^2, \ldots, h^L} \mathcal{L}_c + \alpha \cdot \mathcal{L}_o,
\]

with

\[
\left\{ \begin{array}{l}
\mathcal{L}_c = \sum_{i=1}^{L} \mathcal{L}_{ce}(h_i(g(x)), y), \\
\mathcal{L}_o = \sum_{i=1}^{L} \sum_{j=1, j \neq i}^{L} \langle h_i, h_j \rangle^2,
\end{array} \right.
\]

where the coefficient \( \alpha \) controls the penalty on the orthogonality loss \( \mathcal{L}_o \).

There exists another line of researches [37, 38] that restrict the DNN parameters to be (nearly) orthogonal, i.e., forcing the Gram matrix of the whole parameter matrix to be close to identity. The orthogonality in these works does not require a multi-path structure, but instead aims to stabilize the parameter distribution and facilitate the optimization, which intrinsically differs from ours.

### 3.2.2 Distance constraint

The intuitive idea of the orthogonality constraint is to restrict that the learned features \( z \) can be simultaneously well-separated by those mutually-orthogonal classifiers. However, for high dimensional vectors, i.e., the case in DNNs, the orthogonality constraint is relatively weak, since the inner product of two random high-dimensional vectors is generally quite small. To counteract such effect, we further design a distance constraint to enhance the orthogonality constraint and the diversity among these augmented paths.
A linear classifier \( h \) consists of \( K \) hyperplanes \( h_j, j = 1, \cdots, K \), each with the weight \( \mathbf{W}_j \in \mathcal{R}^m \) and bias \( \mathbf{b}_j \in \mathcal{R} \), corresponding to the \( K \) classes. The distance between the features \( \mathbf{z} \in \mathcal{R}^m \) extracted from the backbone \( g \) and the \( j \)-th hyperplane \( h_j \) in the head \( h \) is defined as follows:

\[
d(\mathbf{z}, h_j) = \frac{|\mathbf{W}_j^T \mathbf{z} + \mathbf{b}_j|}{\|\mathbf{W}_j\|}, \tag{8}\]

Based on \( d(\mathbf{z}, h_j) \), the margin between features \( \mathbf{z} \) and the head \( h \) is further defined as:

\[
D(\mathbf{z}, h) \equiv \min_{j \neq y} \left| \frac{(\mathbf{W}_j^T \mathbf{z} + \mathbf{b}_j) - (\mathbf{W}_y^T \mathbf{z} + \mathbf{b}_y)}{\|\mathbf{W}_j\|} \right| = \min_{j \neq y} \left| \frac{h_j(\mathbf{z}) - h_y(\mathbf{z})}{\|\mathbf{W}_j\|} \right| = \min_{j \neq y} \left| \frac{|h_j(\mathbf{g}(\mathbf{x})) - h_y(\mathbf{g}(\mathbf{x}))|}{\|\mathbf{W}_j\|} \right|, \tag{9}\]

where \( \mathbf{W}_y \) and \( \mathbf{b}_y \) denote the weight and bias of the hyperplane \( h_y \) w.r.t. the ground-truth class.

The distances between \( \mathbf{z} \) and each hyperplane \( h_j \) in the head \( h \) can be measured with \( d(\mathbf{z}, h_j) \). Thus, by taking a normalized difference between \( d(\mathbf{z}, h_j) \) and \( d(\mathbf{z}, h_y) \), this metric \( D(\mathbf{z}, h) \) actually measures the required minimal distance to change the output of the head to a wrong prediction.

The complete optimization problem of DIO is constructed as follows:

\[
\min_{g, h^1, h^2, \cdots, h^K} \mathcal{L}_c + \alpha \cdot \mathcal{L}_o + \beta \cdot \mathcal{L}_d, \tag{10}\]

with

\[
\left\{ \begin{array}{l}
\mathcal{L}_c = \sum_{i=1}^{L} \mathcal{L}_{ce}(h^i(\mathbf{g}(\mathbf{x})), y), \\
\mathcal{L}_o = \sum_{i=1}^{L} \sum_{j=1,j \neq i}^{L} (h^i, h^j)^2, \\
\mathcal{L}_d = \frac{1}{L} \sum_{i=1}^{L} \max \left\{ 0, \tau - \min_{j \neq y} \frac{|h^i(\mathbf{g}(\mathbf{x})) - h^i(\mathbf{g}(\mathbf{x}))|}{\|\mathbf{W}_j\|} \right\}.
\end{array} \right.
\]

In Eq. (10), the margin-maximization loss \( \mathcal{L}_d \) involving the margin term in Eq. (9) is taken with a similar form to the hinge loss. For the backbone \( g \) and a given head \( h^i \), only those correctly-classified samples \( (\mathbf{x}, y) \) are incorporated in calculating the loss \( \mathcal{L}_d \), i.e., \( h^i(\mathbf{g}(\mathbf{x})) = y \). The margin \( D(\mathbf{z}, h) \) is then calculated based on the backbone \( g \), the head \( h^i \), and the specified samples \( (\mathbf{x}, y) \), which measures the minimal distance required to make the current head output a false prediction. For a robust network, this margin \( D(\mathbf{z}, h) \) should be maximized as much as possible so that the perturbations accumulated from the input will not cause the network to respond incorrectly. Therefore, we design such a form for the \( \mathcal{L}_d \): the maximization in the hinge loss and the outermost minimization works together to form a min-max optimization problem, which forces the margin \( D(\mathbf{z}, h) \) as close to the hyper-parameter \( \tau \) as possible. The coefficient \( \beta \) balances the effect of \( \mathcal{L}_d \). In addition, a theoretical discussion on the relationships between the two constraints is provided in the supplementary material.

### 3.3 Training and inference

The training and inference flows of DIO are outlined in Fig. 3 and details are presented in the following two subsections.

#### 3.3.1 Training

In the training of DIO, the losses are computed and then all the parameters of the backbone and heads get updated by stochastic gradient descent. Among the three losses \( \mathcal{L}_c, \mathcal{L}_o \), and \( \mathcal{L}_d \), the cross entropy loss \( \mathcal{L}_c \) is determined by the input data, the backbone and the multiple heads. The orthogonality loss \( \mathcal{L}_o \) is calculated only on the \( L \) heads. The distance loss \( \mathcal{L}_d \) is determined based on all the heads and the features of those correctly-classified samples.

The training of DIO only requires clean images, and DIO can also be flexibly equipped with other data-augmented defenses involving additional adversarial examples, together to achieve greater robustness (see Section 4 for details). An algorithm illustrating the training details of DIO can be found in the supplementary material.
3.3.2 Inference

When the training phase of DIO is finished, we acquire a DNN with $L$ mutually-orthogonal heads. Each of these $L$ heads collaborates with the shared backbone to form a regular DNN $f^i = h^i(g(\cdot)), i = 1, 2, \ldots, L$. The resulting $L$ networks exhibit almost the same performance in both the generalization on unseen test samples and the adversarial robustness on adversarial ones. Numerically, these mutually-orthogonal heads hold nearly the same predictive accuracy on the input images (see Section 4 for details), indicating that the diversity augmentation equally benefits every head.

In the inference phase, during every forward process, a head is randomly chosen to give the prediction output.

Remark In this section, the framework of the proposed adversarial defense DIO has been presented in detail, including the multi-head structure, novel losses, training and inference strategies. DIO aims to exploit model properties to enhance adversarial robustness through orthogonality and distance constraints on the network parameters, so that it essentially differs from other model-based defenses, which commonly adopt the techniques of ensemble [30], random noise [26] and feature modifications (such as squeezing [31], filtering [32], disentangling [33]). We can note that DIO is not an ensemble-based defense as there is no ensemble strategy on the multiple heads in inference. Besides, DIO also differs from data-based defenses that aim at generating adversarial examples for data augmentation during training [7, 8]; for example, the AugMax [39] unifies both hard and diverse data as a stronger augmentation technique, which is a completely different route from our model-based adversarial defense.

4 Experiments

4.1 Setups

Data sets: We evaluate the performance of the proposed DIO on CIFAR10 [40], CIFAR100 [40], and TinyImageNet [41]. There are 50K training samples and 10K test samples of $32 \times 32 \times 3$ colored images categorized into 10 classes and 100 classes in CIFAR10 and CIFAR100, respectively. TinyImageNet is a subset of ImageNet [41] with 100K training samples and 10K validation samples of 200 classes.

Network architectures: Multiple popular network architectures are used to evaluate the effectiveness of the proposed DIO, including VGG networks [42], pre-activation residual networks [43], and wide residual networks [44].

Adversarial attacks: For white-box attacks, we consider two gradient-based, $l_{\infty}$-norm attacks, FGSM [2] and PGD [3] attacks, and one optimization-based, $l_2$-norm attack, C&W attack [15]. For black-box attacks, we evaluate the model robustness against the transferability-based attack [5] and the query-based attack SQUARE [18]. Besides, we also evaluate the performance under an ensemble attack AutoAttack (AA, [45]), which includes three white-box attacks (APGD-CE, APGD-DLR and FAB [46]) and one black-box attack (SQUARE).
Table 1: Accuracy (%) of vanilla-trained, non-data-augmented defenses of PRN18 on clean and adversarial images generated via white-box (FGSM and C&W) and black-box (TRANSFER and SQUARE) attacks from the test sets in CIFAR10 and CIFAR100. The best performance is highlighted in bold.

| data set | defense | clean | FGSM | C&W | TRANSFER | SQUARE |
|----------|---------|-------|------|-----|----------|--------|
| CIFAR10  | baseline | 94.64 | 25.31| 29.77| 25.31    | 15.93  |
|          | DeNoise-GA | 94.31 | 27.15| 28.62| 38.39    | 14.30  |
|          | DeNoise-MA | 94.78 | 24.25| 27.42| 37.77    | 14.13  |
|          | DeNoise-MD | 94.63 | 24.36| 28.50| 39.27    | 15.45  |
|          | PNI      | 94.43 | 27.73| 34.57| 37.42    | 60.42  |
|          | PCL      | 83.66 | 30.06| 40.93| 30.89    | 24.58  |
|          | DIO      | 94.59±0.01 | **38.57±0.33** | **41.64±0.29** | **39.92±0.93** | 45.33±0.22 |

In the following, the terminology vanilla training refers to the training only using clean samples, while the terminology adversarial training denotes the training also involving adversarial examples. All source code is based on PyTorch [47] and has been released publicly.1

4.2 Diversity benefits robustness

In this part, empirical experiments are presented to verify the robustness improvements benefited from the augmented diversity brought by the proposed DIO. On the one hand, we compare our method with other non-data-augmented adversarial defenses under the setting of vanilla training. On the other hand, we demonstrate that our proposed DIO can cooperate with the SOTA data-augmented and adversarial-trained defenses to further boost robustness. Besides, two adaptive attacks are deliberately designed to comprehensively evaluate the robustness of the proposed DIO. In the following experiments, the standard deviations of DIO indicate the variances of the recognition results of the L paths. The standard deviations of multiple runs for all the methods are omitted since they are very small (< 0.50%) and hardly affect the results.

4.2.1 Comparisons on non-data-augmented defenses

Several representative non-data-augmented defenses are selected in experiments, including PNI [26], DeNoise [32] and PCL [33]. Here, PNI [26] regularizes the network by adding learnable Gaussian noise on the parameters, and can be viewed as a randomness-based methods. DeNoise [32] is a denoising-based defense via filters for the perturbations on features. PCL [33] is a feature-based defense which promotes features of the same class to be close and features of difference classes to be far away to disentangle the feature proximity.

Table illustrates the comparison results using the network architecture PreActResNet18 (PRN18) on CIFAR10 and CIFAR100. All compared defenses are reproduced based on their released source code. The suffixes “-GA”, “-MA” and “-MD” denote the Gaussian, mean, and median filters in DeNoise [32], respectively. We set the batch size as 256, the initial learning rate as 0.1 with 10% decay at the 75-th and the 90-th epoch, and run totally 100 epochs on the training set. The SGD optimizer is adopted with 0.9 momentum and $5c^{-4}$ weight decay. Moreover, the adversarial examples are not involved during the training, so as to reveal whether these non-data-augmented defenses themselves are able to improve robustness or not.

In Table for FGSM, the maximum perturbation $\epsilon$ is set as $8/255$ of $l_\infty$ norm. For C&W, the $l_2$ norm is adopted with confidence $\kappa = 0$, 0.01 learning rate, 9 binary search steps and 3 maximum iterations. For the transfer-based black-box attack, adversarial examples generated by FGSM with $l_\infty$ bound $8/255$ on the baseline model are transferred to deceive other models. For the query-based SQUARE, the $l_2$ norm is adopted with bound 0.5.

1https://github.com/fanghenshaometeor/DIversity-via-Orthogonality
Table 2: Accuracy (%) of adversarial-trained, data-augmented defenses of PRN18 and WRN34X10 on clean and adversarial images generated via white-box (PGD-20 and PGD-100), black-box (SQUARE) and ensemble (AutoAttack) attacks from the test set in CIFAR10. The best performance is highlighted in bold. Results of both the BEST and LAST models during the training phase are recorded.

| defense | model     | clean | PGD-20 | PGD-100 | SQUARE | AA     | clean | LAST | PGD-100 | SQUARE | AA     |
|---------|-----------|-------|--------|---------|--------|--------|-------|------|---------|--------|--------|
| AT      | DIO+AT    | PRN18 | 83.44  | 50.70   | 50.33  | 72.42  | 47.54 | 84.51| 47.17   | 46.71  | 72.12  |
| AT      | WRN34X10  | 86.46 | 52.10  | 51.81   | 73.88  | 49.96  | 86.65| 52.33| 46.81   | 51.53  | 45.88  |
| DIO+AT  | TRADES   | PRN18 | 89.61  | 52.87   | 52.57  | 81.53  | 59.00| 87.07| 52.32   | 51.95  | 82.09  |
|         | TRADES    | WRN34X10 | 84.96 | 56.19   | 55.98  | 72.34  | 52.85| 85.25| 54.59   | 54.28  | 72.28  |
| DIO+WAP | TRADES   | PRN18 | 82.49  | 54.31   | 54.10  | 72.32  | 50.07| 82.40| 54.18   | 53.87  | 72.38  |
|         | TRADES    | WRN34X10 | 87.23 | 57.00   | 57.40  | 75.91  | 54.23| 87.31| 57.24   | 58.16  | 76.18  |
| DIO+WAP | LBGAT    | PRN18 | 83.32  | 51.08   | 50.76  | 72.83  | 48.06| 84.30| 50.64   | 50.76  | 73.04  |
|         | LBGAT+LAG | 82.08  | 51.28   | 50.94   | 70.22  | 48.99| 82.41| 51.14  | 50.80  | 80.42  |
|         | LBGAT+WAP | 84.63  | 52.77   | 52.26  | 74.87  | 50.84| 87.08| 49.70  | 48.32  | 74.04  |
|         | LBGAT+WAP | 84.63  | 53.09   | 53.00   | 74.87  | 50.84| 87.08| 49.70  | 48.32  | 74.04  |
| GAIRAT  | GAIRAT   | PRN18 | 79.09  | 59.39   | 59.46  | 64.51  | 36.73| 80.96| 58.20   | 58.19  | 64.39  |
|         | GAIRAT+WAP | 82.73 | 61.01   | 61.10  | 68.77  | 40.41| 83.20| 59.13   | 59.12  | 67.47  |

The results in Table 2 illustrate the superiority of DIO in robustness improvements over other non-data-augmented defenses. Against the white-box attacks, DIO shows the highest robust accuracy while DeNoise and PNI only bring minor gains. Against the black-box attacks, DIO could defend not only the transferred adversarial examples but also the iterative queries. In this experiment, DIO is verified to substantially outperform other non-data-augmented defenses in the absence of adversarial examples, where such superior robustness comes from the model augmentation specified in DIO.

4.2.2 Comparisons on data-augmented defenses

In this experiment, our model-augmented DIO is plugged into the data-augmented defenses to evaluate whether DIO could further boost the adversarially trained defenses. The selected powerful defenses include PGD-based adversarial training (AT 3), TRADES 7, GAIRAT 8, LBGAT 3, and AWP 27. AT 3 uses the PGD attack to generate adversarial examples; TRADES 7 proposes that the predictions of noisy data should approximate that of clean data; GAIRAT 8 re-weights the adversarial examples according to their distances towards the classification boundary during training. The above three methods focus on designing sophisticated ways of generating adversarial examples. For the other two defenses, LBGAT 3 and AWP 27, the former adopts another model trained on clean data to guide the training of the robust model and the latter designs a double-perturbation on both the weights and the data.

Table 2 illustrates the comparison results using network architectures PreActResNet18 and WideResNet34X10 (WRN34X10) on CIFAR10. All compared defenses are reproduced based on their released source code. For a fair comparison, we follow the widely-used settings in 3,4. For AT, TRADES and LBGAT, we run 100 epochs on the training set and adopt the SGD optimizer with 0.9 momentum, $5e^{-4}$ weight decay and an initial learning rate 0.1, where the learning rate is divided by 10 at the 50-th and the 90-th epoch. For AWP 27 and GAIRAT 8, the corresponding defenses are trained following the settings reported in their original papers. In particular, for AWP and LBGAT, the generation of adversarial examples is by PGD attack of $l_{inf}$ norm with 10 iterations, step size 2/255, and bound 8/255, w.r.t. the cross entropy loss only. In Table 2, two strong white-box attacks, PGD-20 and PGD-100, are included into comparisons, together with a black-box attack (SQUARE) and an ensemble attack (AA). For PGD-20 and PGD-100, the bound is set as 8/255 of $l_{inf}$ norm with 20 and 100 iterations, respectively. For SQUARE attack, its $l_{inf}$ norm version is adopted and bounded by 0.5. For AA attack, its $l_{inf}$ norm version is adopted with bound 8/255.

As indicated by Table 2, those data-augmented techniques (AT, TRADES and GAIRAT) can be flexibly integrated into our proposed model-augmented defense DIO. The diversity from those mutually-orthogonal parameters in DIO is empirically verified to well adapt to the diversity reflected by the adversarial examples. On the other hand, by endowing orthogonal diversity into the network, DIO could also benefit those adversarially trained defenses (AWP and LBGAT). Thus, as shown, it enables to further boost the robustness, even against strong attacks in both white-box and black-box settings. For instance, DIO of WRN34X10 architecture equipped with the data-augmented defense GAIRAT achieves over 65% robust accuracy against the white-box PGD-20 and PGD-100 attacks. The enhancement on the robustness against the black-box SQUARE attack is substantial, i.e., achieving nearly 10% accuracy improvement.
Table 3: Setups in ablation studies. All the models are trained under the same network structure with a fixed number of heads. The “✓” and “✗” indicate that the corresponding loss is included in training the multi-head models or not, respectively.

| model       | # of heads | $L_{cc}$ | $L_o$ | $L_d$ |
|-------------|------------|---------|-------|-------|
| baseline    | $L = 10$   | ✓       | ✗     | ✗     |
| baseline+$L_d$ | $L = 10$ | ✓       | ✗     | ✓     |
| baseline+$L_o$ | $L = 10$ | ✓       | ✓     | ✗     |
| DIO         | $L = 10$   | ✓       | ✓     | ✓     |

Due to the page limitation, we defer more empirical results to the supplementary material, including robustness comparisons with more defenses on more complex data sets (CIFAR100 [40], TinyImageNet [41] and DDPM-generated data [13]), thorough empirical results on the adaptive attacks against DIO, additional analyses on the model capacities, convergence and sensitivity, and a list of the hyper-parameters used in all the experiments.

4.3 Ablation study

Apart from the multi-head topology in the proposed DIO, the well-designed losses also play critical roles in improving robustness. In this part, ablation studies are conducted to separately evaluate the effects of the two losses $L_o$ and $L_d$. The settings of ablation study are listed in Table 3. All the models are trained under the same network structure with a fixed number of heads for a rigorous evaluation on the individual effectiveness of $L_o$ and $L_d$.

The ablation studies are executed on adversarially-trained models of PRN18 on CIFAR10 and CIFAR100. Following the settings in Table 3, we train the multi-head models in correspondence to different losses and evaluate the model robustness against the PGD-20 and PGD-100 attacks, shown in Fig. 4.

**Individual effects of $L_o$ and $L_d$** In Fig. 4, each of the two constraints can boost the robust accuracy on the baseline multi-head models. $L_o$ imposes orthogonality diversities on the head parameters so that the backbone could learn robust features. $L_d$ forces the learned features far away from the $L$ classifiers in the multi-head model, leading to stronger robustness.

**Joint effects of $L_o$ and $L_d$** The joint collaboration of $L_o$ and $L_d$ brings more robustness improvements on the multi-head model, shown by the highest robust accuracy in Fig. 4. The two constraints together contribute to more robust features that are far away from the $L$ mutually-orthogonal classifiers and further enhance the adversarial robustness of DIO models.

![Figure 4: Results of ablation studies. These models of PRN18 are adversarially trained on CIFAR10 and CIFAR100 and are evaluated against the PGD-20 and PGD-100 attacks.](image-url)
5 Conclusion and limitations

In this paper, we propose a novel adversarial defense algorithm. Different from the common adversarially trained defenses relying on data augmentation from adversarial examples, the proposed defense DIO aims at augmenting the model diversity to enhance the network robustness itself. Structurally, multiple heads are designed within the network, and share the same backbone. Parametrically, the augmented heads are required to be mutually-orthogonal to achieve model diversity, and an associated distance constraint is established to alleviate the natural nearly orthogonality of two high-dimensional vectors, making the orthogonality constraint more meaningful. Extensive empirical results verify the robustness improvements of DIO in both the vanilla training and the adversarial training cases. On the basis of powerful data augmentation techniques, e.g., DDPM, DIO could also achieve more robustness gains. Adaptive attacks and ablation studies are further given to investigate the properties and the significance of the model diversity of DIO in improving adversarial robustness from different aspects. We hope this work could promote inspirations in investigating the model properties to improve robustness of the network itself, aside of designing sophisticated data augmentation techniques.

Meanwhile, there also exist several limitations of DIO. This model augmentation mechanism requires structural modifications, i.e., the augmented multiple heads, bringing additional costs in both training time and storage, though very minor. Besides, such a multi-head structure limits its usage, as a standard network structure would be preferred in various downstream tasks, such as detection and segmentation. Therefore, it would be interesting to explore a more efficient way to better characterize the orthogonality diversity in neural networks without a multi-head network structure.
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A Algorithm

The training algorithm of the proposed DIO is shown below.

Algorithm 1 The training algorithm of the proposed adversarial defense DIO.

Input: Training set $X_{tr} = \{(x_i, y_i)\}_{i=1}^n$, number of heads $L$, hyper-parameters $\alpha$, $\beta$ and $\tau$, learning rate $\eta$, number of epochs $epoch$, flag of performing adversarial training $adv\text{-}train$. Note that $\theta$ denotes the to-be-optimized parameters of $g, h^1, ..., h^L$.

Output: A DNN with augmented heads $h^i(g(\cdot)), i \in \{1, 2, ..., L\}$.

1: while not reach $epoch$ do
2:   for $(x, y)$ in $X_{tr}$ do
3:     if $adv\text{-}train$ then
4:       Generate adversarial examples $(\bar{x}^n, y)$
5:       loss $\leftarrow$ compute_loss($h^i(g(\cdot)), (\bar{x}^n, y), \tau$)
6:     else
7:       loss $\leftarrow$ compute_loss($h^i(g(\cdot)), (x, y), \tau$)
8:     end if
9:     $\theta \leftarrow \theta - \eta \cdot \nabla loss$ > Update parameters
10:   end for
11: end while
12: function compute_loss($h^i(g(\cdot)), (x, y), \tau$)
13:   Calculate $L_c$ and $L_o$;
14:   Initialize $L_d = 0$;
15:   for each head $h^i$ do
16:     Find the correctly-classified $(\bar{x}, y)$;
17:     Calculate $D(g(\bar{x}), h^i)$;
18:       Calculate $L_d \leftarrow L_d + \frac{1}{L} \max \{0, \tau - D(g(\bar{x}), h^i)\}$;
19:   end for
20: return $L_c + \alpha \cdot L_o + \beta \cdot L_d$
21: end function

B Theoretical discussion

From a theoretical perspective, discussions on the proposed orthogonality and distance constraints are given as follows, illustrating their effectiveness. Specifically, we will show how the margin-maximization loss $L_d$ works and how it cooperates with the orthogonal loss $L_o$ to boost informative orthogonality in high-dimensional space, by the help of the Vapnik-Chervonenkis (VC) dimension [48] in statistical learning theory and the orthogonality Lemma induced from the Johnson-Lindenstrauss Lemma [49–51].

Considering the bi-classification task and linear classifier $h(x) = \text{sign}(w^T x + b)$, the $L_d$ measures the margin between the sample points $x$ and the linear classifier $h(\cdot)$, which degenerates to the support vector machine [52]. For the general case of the hypothesis space $\mathcal{H}_1$ of all linear classifiers in $\mathcal{R}^d$, the VC dimension equals to $d + 1$, i.e., $VC(\mathcal{H}_1) = d + 1$. Once the margin $\delta$ is introduced on the linear classifier $h$, the hypothesis space becomes $\mathcal{H}_2$, and then the VC dimension of this hypothesis space $VC(\mathcal{H}_2)$ is reduced [48]. Next, the orthogonality lemma based on the Johnson-Lindenstrauss Lemma [49–51] is given as follows.

Lemma 1 Given two vectors $u, v \in \mathcal{R}^d$ independently sampled from $N(0, 1/d)$ and a constant $\varepsilon \in (0, 1)$, we have

$$P(|u|, v| \geq \varepsilon) \leq 4 \exp \left( -\frac{\varepsilon^2 d}{8} \right).$$

\[^{2}\text{If } \mathcal{H}_2 \text{ is the space of all linear classifiers in } \mathcal{R}^d \text{ that separate the training data with margin at least } \delta, \text{ then } VC(\mathcal{H}_2) \leq \min(\frac{\delta^2}{\delta}, d) + 1 \leq VC(\mathcal{H}_1), \text{ where } R \text{ is the radius of the smallest sphere in } \mathcal{R}^d \text{ that contains the data.}
}
Lemma 1 theoretically states that the inner product of two vectors, the measure of the orthogonality, randomly sampled in a high dimensional space can be very low. Thus, such two vectors are easy to be nearly orthogonal. In our proposed margin-maximization loss $\mathcal{L}_d$, a minimal distance is imposed on the output of the head to maintain the correct prediction. Such a distance loss can introduce a margin to a linear classifier, i.e., $\hat{u}$ and $\hat{v}$ are sampled from a new set $A = \{w|y_i(w^T x_i + b) > \delta\}$, instead of the $N(0, 1/d)$ in Lemma 1. Thus, the set $A$ represents the linear classifiers where the distance constraint $\mathcal{L}_d$ is posed on. Associated with the reduced VC dimension and Lemma 1, one can conclude that

$$P(\|\hat{u}, \hat{v}\| \leq \varepsilon) \geq P(\|u, v\| \leq \varepsilon).$$

The inequality in (11) indicates that the distance constraint $\mathcal{L}_d$ results in weaker orthogonality, which counteracts the natural nearly orthogonality told by Lemma 1 and thereby makes the orthogonality constraint $\mathcal{L}_o$ much more meaningful. Therefore, the combination of $\mathcal{L}_d$ and $\mathcal{L}_o$ is effective and solid to introduce orthogonality across the augmented heads (high-dimensional vectors) and to boost the performance of each augmented head (classifier).

Table 4: Results of clean and robust accuracy (%) of various defenses on CIFAR10, CIFAR100 and TinyImageNet. All the clean accuracy ($Acc_c$) is evaluated on the clean test set. The robust accuracy ($Acc_r$) on CIFAR10 and CIFAR100 is evaluated against the AA attack and the $Acc_r$ on TinyImageNet is evaluated against the PGD-20 attack. The superscript † indicates that the corresponding results are from the original paper [34].

| data set  | model  | defense             | $Acc_c$ | $Acc_r$ |
|-----------|--------|---------------------|---------|---------|
| CIFAR10   | WRN34X10 | LBGAT+TRADES †     | 81.98   | 53.14   |
|           |        | DIO+TRADES         | 85.26 ± 0.04 | 53.33 ± 0.06 |
| CIFAR10   | WRN34X20 | Rice et al. [53] † | 85.34   | 53.42   |
|           |        | LBGAT+TRADES †     | 83.61   | 54.45   |
|           |        | DIO+TRADES         | 85.94 ± 0.05 | 54.47 ± 0.08 |
| CIFAR100  | WRN34X10 | AT                  | 59.87   | 27.07   |
|           |        | Sitawarin et al. [54] † | 62.82 | 24.57   |
|           |        | Chen et al. [55] † | 62.15   | 26.94   |
|           |        | TRADES †           | 56.50   | 26.87   |
|           |        | LBGAT+TRADES †     | 60.43   | 29.34   |
|           |        | DIO+TRADES         | 60.21 ± 0.09 | 29.58 ± 0.23 |
|           |        | DIO+AT             | 55.16 ± 0.14 | 30.86 ± 0.18 |
|           |        | AT †               | 61.28   | 27.58   |
|           |        | LBGAT †            | 62.55   | 30.20   |
|           |        | DIO+AT             | 57.81 ± 0.15 | 31.40 ± 0.18 |
| TinyImageNet | WRN34X10 | AT †               | 30.65   | 6.81    |
|           |        | LBGAT †            | 36.50   | 14.00   |
|           |        | ALP [56] †         | 30.51   | 8.01    |
|           |        | TRADES †           | 38.51   | 13.48   |
|           |        | LBGAT+ALP †        | 33.67   | 14.55   |
|           |        | LBGAT+TRADES †     | 39.26   | 16.42   |
|           |        | DIO+AT             | 46.02 ± 0.17 | 22.81 ± 0.15 |

C Supplementary empirical results on adversarial robustness

C.1 Results on CIFAR100 and TinyImageNet

Aside from the robust performance on CIFAR10 in the manuscript, we provide more results on CIFAR100 and TinyImageNet in terms of both clean and robust accuracy in Table 4 for a comprehensive comparison with more defenses [53–56]. In Table 4 for CIFAR10 and CIFAR100, the adversarial robustness of various defenses is evaluated against the ensemble attack of AA, while the robust accuracy on TinyImageNet corresponds to the white-box PGD-20 attack. As shown, in the case of more complex data, when considering widely-used data augmentation techniques (AT and TRADES), the adversarial robustness of the neural networks can get enhanced by the model augmentation from DIO. For instance, on TinyImageNet, the proposed DIO, which is adversarially trained under PGD-10 attack, achieves over 20% robust accuracy against the PGD-20 attack and maintains 46.02% clean accuracy, outperforming other adversarial defenses distinctively.
Table 5: Comparison results of the clean and robust accuracy (%) of defenses trained with and without the DDPM-generated data on CIFAR10 and CIFAR100. The DDPM data augmentation brings substantial adversarial robustness gains, on the basis of which DIO shows even more adversarial robustness improvements.

| data set | defense | additional data | clean | PGD-20 | PGD-100 | AA |
|----------|---------|----------------|-------|--------|---------|----|
| CIFAR10  | TRADES  | /              | 80.21 | 51.92  | 51.83   | 48.61 |
|          | TRADES  | DDPM           | 80.74 | 56.40  | 56.29   | 52.86 |
|          | DIO+TRADES | DDPM       | 81.64 ± 0.06 | 57.00 ± 0.04 | 56.89 ± 0.04 | 53.83 ± 0.07 |
| CIFAR100 | TRADES  | /              | 54.53 | 27.85  | 27.79   | 23.61 |
|          | TRADES  | DDPM           | 53.55 | 30.00  | 29.98   | 25.68 |
|          | DIO+TRADES | DDPM       | 56.48 ± 0.05 | 31.07 ± 0.05 | 31.03 ± 0.05 | 28.20 ± 0.06 |

C.2 Results on DDPM-generated data

In this subsection, we explore the robustness of DIO equipped with augmented data generated by the prevailing Denoising Diffusion Probabilistic Models (DDPMs, [13]). As a new type of generative models, DDPM has shown powerful abilities in generating even more verisimilar images than traditional GANs [57], and recently many amazing artworks have been created via DDPM-based algorithms in AI painting, such as stable diffusion [58]. In regards to adversarial robustness, Gowal et al. [59] involved DDPM-generated data into adversarial training as a strong data augmentation technique and achieved new SOTA results on multiple data sets, which ranks the first [60] on the RobustBench [3].

DIO is a model-augmentation adversarial defense method and is compatible with various data augmentation techniques. Preceding experiments have shown that when the standard adversarial training is executed on those training sets of CIFAR10, CIFAR100 and TinyImageNet, the model-augmentation DIO manifests stronger adversarial robustness than a regular DNN. Apart from this, in this section, we further show that when generated data is included into the training set for adversarial training, DIO could even reach more adversarial robustness gains.

**Settings** Following the basic settings adopted by the top-1 method [59, 60] in RobustBench [3], the additional training data is generated via 2 DDPMs that are solely trained on the original training sets of CIFAR10 and CIFAR100. 1M images are sampled from the trained DDPMs and included into the training sets of CIFAR10 and CIFAR100 respectively. TRADES [7] is used as the adversarial training technique with an SGD optimizer with Nesterov momentum 0.9 and a global weight decay of $5e^{-4}$. We train 400 epochs for each experiment and use a cosine learning rate schedule with an initial value of 0.1. The selected model architecture is WRN28X10 [44] with Swish/SiLU activations [61]. For DIO, we set $\alpha = 0.1, \beta = 0.1, \tau = 0.1, L = 10$ and set the training batch size to 400 with a ratio of original-to-generated data of 0.3. All the experiments are executed on a single A100 GPU with 40 GiB memory.

Notice that our target is neither to reproduce the explicit results reported in [59, 60] nor to create new SOTAs, as we are unable to obtain as many GPUs as the required 32 Google TPUv3 cores or as large a batch size up to 1024. More importantly, this experiment aims to demonstrating that DIO could further benefit adversarial robustness more even with the help of additional DDPM-generated training data.

**Results** Tab 5 illustrates the comparison results among different defenses and data augmentation techniques on CIFAR10 and CIFAR100. To be specific, we compare (i) the performance of TRADES trained with and without DDPM-generated data, and (ii) the performance of DIO trained with DDPM-generated data. As indicated in Tab 5 in the case of a standard DNN, the additional DDPM-generated data benefits a lot the adversarial robustness, which improves the PGD-100 accuracy on CIFAR10 from 51.83% to 56.29%. Besides, once the model augmentation DIO is introduced, both the robust accuracy and the clean accuracy gets even more boosted, illustrating the superiority of such a model augmentation in promoting adversarial robustness under the case of the DDPM data augmentation.

C.3 Results against adaptive attacks

To further evaluate the adversarial robustness, we design and execute 2 different adaptive attacks. DIO has multiple mutually-orthogonal heads and randomly selects one head in the forward process. With considerations to the network topology and forward strategy of DIO, one can naturally raise two questions:

(i) Whether the randomness gives a false sense of security, as the gradient masking discussed in [21]?

(ii) Does each individual network w.r.t. each head in DIO still hold strong adversarial robustness?

[3] https://robustbench.github.io/
To answer such 2 questions, we design 2 adaptive attacks as follows, where the randomness in DIO is eliminated in 2 different ways.

**Adaptive-Attack-1 (Adapt-A1):** The solution to eliminate the randomness in DIO is NOT an ensemble defense in the sense of randomly selecting one head during inference, Adapt-A1 is devised as an ensemble attack of utilizing all heads to perform attacks, so as to get rid of the influence of the gradient masking in generating adversarial examples. After the adversarial examples are generated by Adapt-A1, these perturbed images are then recognized by the L heads in DIO, respectively, resulting in L robust accuracy. We report all the L robust accuracy in the following Fig.5 and Fig.6.

**Adaptive-Attack-2 (Adapt-A2):** Aside from Adapt-1 involving all heads to generate the adversarial examples, we alternate to evaluate the adversarial robustness of each individual path. That is, each of the L heads holds the same backbone to extract features and only differs in the last layer (head). The solution to eliminate the randomness in Adapt-A2 is to compute the expectation over multiple instantiations of randomness (see Sec.5.3 in [21]). Therefore, during attack, at each iteration of gradient descent, we use the average loss of all the heads to compute the gradient direction, so that the iteration of PGD is reformulated as:

$$\hat{x}^{(t+1)} = P_e \left\{ \hat{x}^{(t)} + \gamma \cdot \text{sign} \left( \nabla_x \frac{1}{L} \sum_{i=1}^{L} \mathcal{L}(h^i(g(\hat{x}^{(t)})), y) \right) \right\}.$$  \hfill (12)

Considering that DIO is NOT an ensemble defense in the sense of randomly selecting one head during inference, Adapt-A1 is devised as an ensemble attack of utilizing all heads to perform attacks, so as to get rid of the influence of the gradient masking in generating adversarial examples. After the adversarial examples are generated by Adapt-A1, these perturbed images are then recognized by the L heads in DIO, respectively, resulting in L robust accuracy. We report all the L robust accuracy in the following Fig.5 and Fig.6.

**Adaptive-Attack-2 (Adapt-A2):**

Accordingly, Adapt-A2 also produces L robust accuracy in correspondence to the L paths in DIO. These L robust accuracy is reported in Fig.5 and Fig.6.

Fig.5 and Fig.6 give the results, where two strong white-box attacks, PGD-20 and PGD-100, are involved into the adaptive attacks to evaluate the robustness of DIO. We select two DIO models of WRN34X10 trained with different data augmentation techniques, i.e., “DIO+AT” with L = 10 and “DIO+GAIRA T” with L = 40. The L robust accuracy in correspondence to the L paths is reported, indexed by the x-axes in Fig.5 and Fig.6.

![Figure 5: Results of two adaptive attacks: Each bar in the charts indicates the robust accuracy (%) of each path in DIO (“DIO+AT” of WRN34X10) against the white-box PGD-20 (the salmon bars) and PGD-100 (the cyan bars) attacks. The left chart illustrates the results of Adapt-A1, which averages the losses of all paths to compute the gradients. The right chart illustrates the results of Adapt-A2, which is executed directly on each individual network. The salmon and cyan dashed lines indicate the baseline results of the standard DNN (“AT” of WRN34X10) against PGD-20 and PGD-100, respectively.](image-url)

Under the Adapt-A1 and Adapt-A2, the influence of gradient masking is completely eliminated in different ways, while each individual path in DIO still manifests superior robustness performance over the baseline models, shown in Fig.5 and Fig.6. Such results against adaptive attacks can answer the two questions raised before. The strong adversarial robustness of DIO is not caused by the gradient masking. All the individual networks in DIO actually gets consistently and substantially benefited from the proposed model augmentation.

Besides, the enhanced robustness is attributed the most to the learned robust features by the proposed multi-head structure with orthogonality and distance constraints. The Adapt-A2, which evaluates the robustness of each individual path with other heads pruned, is devised exactly to illustrate the effectiveness of the learned robust features, as these paths hold the same backbone to extract features and only differ in the last layer (head).
Figure 6: Results of two adaptive attacks: Each bar in the charts indicates the robust accuracy (%) of each path in DIO (“DIO+GAIRAT” of WRN34X10) against the white-box PGD-20 (the salmon bars) and PGD-100 (the cyan bars) attacks. The top chart illustrates the results of Adapt-A1, which averages the losses of all the paths to compute the gradients. The bottom chart illustrates the results of Adapt-A2, which is executed directly on each individual network. The two nearly-overlapping dashed salmon and cyan lines indicate the baseline results of the standard neural network (“GAIRAT” of WRN34X10) against PGD-20 and PGD-100, i.e., 59.13 and 59.12, respectively.

C.4 List of the hyper-parameters

As shown in Alg.1, the training of DIO requires 4 hyper-parameters: the number of heads \( L \), the upper bound of the distance \( \tau \) and the coefficients \( \alpha \) and \( \beta \) to control the penalties of the losses \( \mathcal{L}_o \) and \( \mathcal{L}_d \), respectively. In Table 6, we list the detailed values of these hyper-parameters corresponding to the various DIO models appearing in the Table 1 and Table 2 in the manuscript and in Table 4 in this supplementary material for reproducibility.

| defense       | data set    | model             | \( \tau \) | \( L \) | \( \alpha \) | \( \beta \) |
|---------------|-------------|-------------------|------------|--------|-------------|-------------|
| DIO           | CIFAR10     | PRN18             | 0.2        | 10     | 0.1         | 0.1         |
|               | CIFAR100    | PRN18             | 0.01       | 40     | 0.1         | 0.1         |
| DIO+AT        | CIFAR10     | PRN18             | 0.2        | 10     |             |             |
|               | CIFAR10     | WRN34X10          | 0.5        | 10     |             |             |
|               | CIFAR100    | WRN34X10          | 0.1        | 10     |             |             |
|               | CIFAR100    | WRN34X20          | 0.2        | 10     |             |             |
|               | TinyImageNet| WRN34X10          | 0.1        | 10     |             |             |
| DIO+TRADES    | CIFAR10     | PRN18             | 0.1        | 10     |             |             |
|               | CIFAR10     | WRN34X10          | 0.1        | 10     |             |             |
|               | CIFAR10     | WRN34X20          | 0.1        | 10     | 0.1         | 0.1         |
|               | CIFAR100    | WRN34X10          | 0.2        | 10     |             |             |
| DIO+AWP       | PRN18       |                   | 0.001      | 20     |             |             |
|               | WRN34X10    | PRN18             | 0.01       | 10     |             |             |
| DIO+LBGAT     | CIFAR10     |                   | 0.1        | 10     |             |             |
|               | PRN18       |                   | 0.02       | 40     |             |             |
| DIO+GAIRAT    | PRN18       |                   | 0.02       | 40     |             |             |
|               | WRN34X10    |                   |            |        |             |             |
D Supplementary empirical analysis

D.1 Comparisons on model capacities

It is widely acknowledged that models with larger capacities, i.e., more trainable parameters, tend to produce stronger adversarial robustness. Meanwhile, the multiple heads in the proposed DIO increase the model capacity, which should be taken into consideration in robustness evaluations. Accordingly, we report the number of parameters and heads for those adversarially-trained DIO models in this paper and compare with the baseline standard models, shown in Tab.7 below.

Table 7: Comparisons on the model capacity between the baseline standard models and the DIO multi-head models on different data sets and network structures.

| data set with $K$ classes | model     | baseline ($L = 1$) | DIO with $L$ heads | increasement |
|---------------------------|-----------|--------------------|--------------------|--------------|
| CIFAR10 ($K = 10$)       | PRN18     | 11,172,170         | 11,218,240 ($L = 10$) | 0.4124%      |
|                           |           |                    | 11,269,440 ($L = 20$) | 0.8706%      |
|                           |           |                    | 11,371,840 ($L = 40$) | 1.7872%      |
|                           | WRN34X10  | 46,160,474         | 46,218,064 ($L = 10$) | 0.1248%      |
|                           |           |                    | 46,410,064 ($L = 40$) | 0.5407%      |
|                           | WRN34X20  | 184,531,674        | 184,646,864 ($L = 10$) | 0.0624%      |
| CIFAR100 ($K = 100$)     | WRN34X10  | 46,218,164         | 46,794,064 ($L = 10$) | 1.2460%      |
|                           | WRN34X20  | 184,646,964        | 185,798,864 ($L = 10$) | 0.6238%      |
| TinyImageNet ($K = 200$) | WRN34X10  | 46,282,264         | 47,434,064 ($L = 10$) | 2.4886%      |

As shown in Tab.7, the number of the increased extra parameters brought by the multi-head structure of DIO is very minor (generally less than 2 percentages) compared with the baseline standard model, since the parameter number of the last linear layer (head) is much less than that of the preceding convolution layers (backbone). Such minor capacity increase actually cannot yield significant gains on the model performance. Therefore, we can rule out the effect in robustness improvements of such a factor of the increased model capacity of DIO.

D.2 Convergence analysis

In this subsection, a series of experiments are conducted to investigate the properties of the individual networks in DIO w.r.t. each head in both the training and inference phases. Fig.7 shows the loss curves of DIO during the training phase on CIFAR10, including the cross entropy loss $L_{ce}$ w.r.t. each head (Fig.7a), the orthogonality constraint $L_o$ (Fig.7b) and the distance constraint $L_d$ (Fig.7c). Besides, in the test phase, the ROC curves and AUC values of each individual network on the test set of CIFAR10 are plotted in Fig.7d.

In Fig.7a, at the beginning of the training phase, there exists a discrepancy among the cross entropy loss curves of different heads. As the training develops, the multiple cross entropy loss curves gradually converge to nearly the same one. In Fig.7b and Fig.7c, the orthogonality constraint $L_o$ and distance constraint $L_d$ both can reduce to very small values, indicating that the training of such a multi-head structure with such 3 losses can successfully converge. In Fig.7d, to draw the ROC curve of each individual network $h_i(g(\cdot))$ on the 10-classification test set, 10 groups of FPR and TPR values are first determined on each class of the test data via the one-vs-rest strategy. Then the ROC curve is obtained by averaging these 10 groups of FPR and TPR values. It is obvious that each individual network in DIO manifests nearly the same ROC curve and very close AUC value. The fact that the loss curves in training and the ROC curves in inference further support that the individual networks in DIO show quite approximative generalization performance.

Combining the generalization performance and the robustness performance together, we have the following conclusion: The augmented diversity via orthogonality does not hurt the generalization performance of each individual network, and yet simultaneously benefits each individual network with a substantial improvement on robustness.
D.3 Sensitivity analysis on $\tau$

As the Eq.(9) and Eq.(10) in the manuscript indicate, the margin $D(\bar{z}, h)$ measures the minimal distance required to change the current correct prediction, and the loss $L_d$ measures the approximation between such a minimal distance and the hyper-parameter $\tau$. Therefore, $\tau$ actually indicates the upper bound of the minimal distance to some extent, naturally leading to an inference, i.e., larger $\tau$ might bring better robustness. In this regard, corresponding numerical experiments are performed, in which the performance variations of different DIO models w.r.t. different $\tau$ against FGSM attack are evaluated. Two vanilla-trained models, VGG11 on CIFAR10 and WRN28X5 on CIFAR100, are considered. The considered sets of $\tau$ are $\{0.5, 1.0, 2.0, 3.0, 4.0\}$ and $\{0.1, 0.2, 0.5, 1.0\}$, respectively.

Fig.8 shows the results concerning the effect of $\tau$ against the FGSM attack. For DIO of VGG11, the best model robustness is achieved at $\tau = 3.0$. For DIO of WRN28X5, the best model robustness is achieved at $\tau = 0.2$. Accordingly, within a certain range, as the $\tau$ increases, the robustness of DIO gets improved, which is in accordance with our inference, but the improvements seem limited. Thus, a very large value of $\tau$ can have a side effect on the robustness, and empirical validations are suggested to make a mild determination of $\tau$ under varied settings.
Figure 7: Loss curves during the training of DIO and the ROC curves of a well-trained DIO model.
Figure 8: Adversarial robustness of DIO w.r.t. different values of $\tau$. 

(a) VGG11 trained on CIFAR10

(b) WRN28X5 trained on CIFAR100