Extension and dynamical phases in random walkers depositing and following chemical trails
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Active walker models have proved to be extremely effective in understanding the evolution of a large class of systems in biology like ant trail formation and pedestrian trails. We propose a simple model of a random walker which modifies its local environment that in turn influences the motion of the walker at a later time. We perform direct numerical simulations of the walker in a discrete lattice with the walker actively depositing a chemical which attracts the walker trajectory and also evaporates in time. We propose a method to look at the structural transitions of the trajectory using radius of gyration for finite time walks. The extension over a definite time-window shows a non-monotonic change with the deposition rate characteristic of a coil-globule transition. At certain regions of the parameter space of the chemical deposition and evaporation rates, the extensions of the walker shows a re-entrant behavior. The dynamics, characterised by the mean-squared displacement, shows deviation from diffusive scaling at intermediate time scales, returning to diffusive behavior asymptotically. A mean field theory captures the variation of the asymptotic diffusivity.

PACS numbers:

I. INTRODUCTION

The emergence of large scale complexity as a result of interaction between individuals that can only perceive and influence its local neighborhood is one of the most fascinating topics of biology \cite{1-3}. The examples of such phenomena span system sizes from micro to macro scales, including quorum sensing, auto-chemotaxis and biofilm formation in bacteria, formation of neural networks and axon bundles, and formation of ant trails and pedestrian tracks \cite{4-16}. The common factor in all such emergent collective properties is that individual motile agents modify the local environment which in turn influences the dynamics of the agents over time. In bacterial quorum sensing, cells communicate by production and response to extracellular signalling molecules called autoinducers. A fluctuation towards a higher density of cells lead to a build up of higher concentration of autoinducers. This generates a positive feedback accumulating more cells, further increasing the bacterial concentration. Bacteria can use this to alter their gene expression to change their virulence \cite{17,18}. On the other hand, ants secrete pheromone in their local environment that other ants can sense to decide their direction of motion leading to ant-trail formation. A similar phenomenon is observed in the emergence of pedestrian track. While walking, a pedestrian deforms the vegetation on a field. The deformation remains long after the pedestrian is gone. Other pedestrians follow this deformation while choosing a path on the field, as a result reinforcing the deformation, so that finally a pedestrian track emerges \cite{17,19}.

Many of these biological entities, including bacteria and ants, perform active motion consuming energy. This aspect of their non-equilibrium dynamics can be described in terms of simple models like active Brownian particle (ABP) and run and tumble particle (RTP) \cite{20-22}. The active particles show several counter-intuitive properties including multiple crossovers between ballistic and diffusive motion, accumulation near confining boundaries, etc. \cite{23-28}. The other important aspect of their dynamics is their time-delayed but spatially local interaction achieved via signalling through autoinducers or pheromone. The process of such signalling is inherently non-equilibrium, associated with secretion of the chemicals and their diffusion and evaporation. The impact of this non-equilibrium delayed interaction on the motion of a walker is the focus of the current paper.

Among agent-based models, an active random walker (ARW) model serves as a flexible tool to demonstrate the evolution of the class of systems described above \cite{29-31}. In an ARW model, the walkers modify their environment which, in turn, influences them at a later time. In these models, typically, the walker is assumed to perform a directed random motion interacting with the environmental modification it produces. In another approach trajectories of walkers are considered in an fluctuating environment. These approaches have been used to analyze varied problems like the formation of river basins \cite{32}, and fasciculation of axons in developing neurons \cite{33-34}. Here, instead, we consider a simple random walker to
delineate the impact of delayed interactions.

Several theoretical models have looked at positive auto-chemotaxis \[35-44\], where a particle moves towards regions of higher gradient of chemical secreted by itself. In some approaches, the particles are modelled as persistent walkers moving at a constant speed which is independent of chemical gradient or concentration \[35-37\]. It was shown that reduction of persistence in the heading direction due to chemical coupling leads to a reduction of effective active diffusion. In the absence of evaporation, increased coupling with the chemical field could lead to localization with vanishing diffusion coefficient at long times. This is different from approaches where the concentration gradient leads to a mean speed of a random walker where the motion is shown to be diffusive in the long time limit \[38-40\]. Further, it was shown before, in the absence of evaporation, a auto-chemotactic random walker could also get localized \[41\].

In our model, we consider a random walker which actively deposits a chemical that is assumed to evaporate over time. This chemical, in turn, sets an attractive potential for the walker to follow in future steps, as in ARW model. The deposition rate $\alpha$ and evaporation rate $\beta$ controls the emergent structure of the trail. We observe that even a single walker displays intriguing structural and dynamical features. The extension of the trails show non-monotonic variation with increasing deposition rate. The initial reduction of extension is reminiscent of the coil-globule transition in polymers. We obtain a detailed phase diagram in the $\alpha - \beta$ plane showing regions of re-entrant behavior for the extension of the walker trajectory and chemical trails. This is the first main result of our paper. For large enough deposition rates, the mean-squared displacement (MSD) of the random walker shows clear deviation from diffusive scaling over intermediate time scales, returning to diffusive behavior asymptotically, albeit with a decreased diffusion constant. We develop a mean-field description of the motion leading to an estimate of the effective diffusion constant that captures the numerically obtained behavior. This is our second main result.

II. MODEL

We consider a walker performing random walk in two dimensions on a triangular lattice with open boundary as shown in Fig. 1(a). The dynamics of the walker is specified according to the following rules: (1) The walker performs a biased random walk on a two dimensional triangular lattice. (2) The walk gets biased towards particular neighboring sites due to a chemical cue present at these sites. (3) The chemical cue is in turn generated by the walker which deposits a chemical at its current position at a fixed rate $\alpha$. Its concentration $c_i(t)$ evaporates with time with a decay rate $\beta$. The evolution can be expressed as

$$\frac{dc_i(t)}{dt} = \alpha - \beta c_i(t). \tag{1}$$

Thus the walker can change the state of its local environment. (4) The displacement to one of the six nearest neighbor sites proceeds stochastically with probability

$$p_i(t) = Z^{-1}(1 + \nu_i(t)), \tag{2}$$

where the bias $\nu_i = \lambda c_i/(1 + c_i)$ is parametrized through $\lambda$ and the normalization constant $Z = \sum_{j=1}^{n_n} (1 + \nu_j(t))$ with $n_n = 6$ denoting the number of nearest neighbors. Motivated by the typical biological response, here the chemical bias is assumed to saturate with increasing concentration $c_i$. The choice of $p_i$ ensures that in the limits of $c_i = 0$ or $\infty$ the walker performs unbiased diffusion. This choice is different from, e.g., that in Ref. \[35-37\], where the coupling is assumed to be constant. As we show later, such a biologically motivated choice leads to a re-entrant behavior in the extension of walker trajectory.

To describe typical properties of the resultant trajectories, unless specified otherwise, we study $N = 512$ steps of $10^5$ independent walks fixing $\lambda = 10$. We first analyze the trajectories by varying the chemical deposition strength $\alpha$. The decay rate $\beta$ is a property of the environment. We study phase diagrams identifying coil and globule states of the trajectories that we describe in detail.
in the following section. In Fig. 1(b–e), we have plotted typical trajectories of the walker and chemical trails in these states.

III. RESULTS

The walker trajectories and the deposited chemical profile \( c_i(t) \) evolve together. Depending on the deposition and evaporation rates of the chemical cue we find either extended or highly localized trajectories. The transition between such conformations of walker paths are reminiscent of the coil-globule transition in polymers. In Flory-Huggins theory polymers undergo a coil to globule transition with decreased solubility of the medium that can lead to effective attraction between polymer segments \[45, 46\]. Explicit binding between polymer segments also leads to similar transitions \[47, 48\]. In the current scenario, the chemical cue leads to effective attraction between earlier and later segments of the walker trajectory.

The extensions of finite time trajectories sharply change their characteristic from open to compact conformations with change in deposition and evaporation rates of chemical cue. In the limit of \( \alpha \ll \beta \), the trajectories are extended and random-walk like. The chemical trail follows the walker trajectory, and evaporates quickly (Fig. 1(b,c)). On increasing \( \alpha \), the walker gets locally trapped in the chemical trail forming more compact configurations (Fig. 1(d,e)). With \( \alpha \) the trajectories undergo a crossover from extended coils to compact globules. In the following, we study such crossovers with changing \( \alpha, \beta \) and obtain phase diagrams for the walker and chemical trail extensions using the radius of gyration.

**Radius of gyration.** The extension of walker trajectories and chemical trails can be measured in terms of the radius of gyration \( R_g \) which is defined as the averaged square distance between the various segments \( r_i \) of such trajectories and that of the centre of mass \( r_{cm} = \frac{1}{N} \sum_{i=1}^{N} r_i \). We use

\[
R_g^2 = \frac{1}{N} \sum_{i=1}^{N} (r_i - r_{cm})^2. \tag{3}
\]

In Fig. 2(a) we have plotted the radius of gyration of the walker \( \langle R_{gw} \rangle \) averaged over \( 10^5 \) trajectories, as we vary the rate \( \alpha \) for fixed values of \( \beta \). At low \( \alpha \), \( \langle R_{gw} \rangle \) is high as expected for simple random walk. With increase in deposition rate \( \alpha \), \( \langle R_{gw} \rangle \) undergoes a non-monotonic change. It reduces to a low value corresponding to a locally trapped globule-like state. Finally, for very large \( \alpha \), it may again increase as the neighborhood of the walker gets increasingly homogeneous with respect to the presence of chemical cues. We see a similar non-monotonic variation of the radius of gyration of the chemical trails \( \langle R_{gc} \rangle \) as well (Fig. 2(b)). Thus, \( R_g \) serves as an excellent quantifier of the structural crossover of the trajectories and the chemical trails and is the correct order parameter to describe the system behavior.

**Probability distributions of \( R_g \).** To characterize the nature of the crossover, we consider the probability distribution of \( R_g \) for the particle trajectory \( P(R_{gw}) \) and the chemical trail \( P(R_{gc}) \) with varying deposition rate \( \alpha \) at fixed values of evaporation rate \( \beta \).

In Fig. 3(a and c), we plot \( P(R_{gw}) \) and \( P(R_{gc}) \) for a very low decay rate \( \beta \). For low values of \( \alpha \), the distribution of the trajectory is flatter and peaks at higher \( R_g \) indicative of the coiled state. With increasing \( \alpha \), the distribution becomes sharper and the peak shifts to lower values of \( R_g \) indicative of the globule state. We also note the non monotonicity in the shifting of the peak of the distribution with increasing \( \alpha \), reiterating the re-entrant feature discussed before. While the distribution of the chemical trail follows the same general features as that of the trajectory, although the nonmonotonic feature is less pronounced. The absence of bimodality, which is a signature of phase coexistence, suggests that the coil-globule transition is continuous in this system.

In Fig. 3(b and d), we plot \( P(R_{gw}) \) and \( P(R_{gc}) \) for a relatively higher decay rate. Again the characteristic features of the distributions remain the same. The difference is that unlike in the case of low \( \beta \), peak of the trajectory distribution \( P(R_{gw}) \) monotonically shifts to lower values with increasing \( \alpha \).

**Phase diagrams.** Having discussed the details of the structural transition of the trajectories of the walker in the self-generated chemical field, we now plot the phase diagrams of the walker and the chemical corresponding to the range of values of \( \alpha \) and \( \beta \). Fig. 4(a) gives the phase diagram of the walker trajectory. The color code
FIG. 3: Probability distributions of the radius of gyration of the trajectories of the walker \( P(R_{gw}) \) and the corresponding chemical trail \( P(R_{gc}) \) for five different \( \alpha \) values are plotted for (a-c) \( \beta = 0.0005 \) and (b-d) \( \beta = 0.005 \).

indicates increasing values of the order parameter \( \langle R_g \rangle \) from blue to red. Evidently at higher values of \( \beta \), the walker trajectories goes from a coiled state to a globule state with increasing \( \beta \). At high \( \beta \), the chemical trail remains in a globule state for all values of \( \alpha \).

To understand the re-entrant feature of the coil-globule transition, we note that the probability of the walker to move to a site saturates beyond a certain amount of chemical concentration in that site. Therefore for low decay rates \( \beta \), as the deposition rate \( \alpha \) is increased, the sites visited by the walker reaches this critical chemical concentration. If we further increase the deposition rate, the environment seen by the walker is uniform at this critical concentration. Therefore, the probabilities of moving to neighbouring sites is no longer biased and the walker can diffuse giving rise to a more extended walk similar to a coiled state.

FIG. 4: Phase diagrams calculated from the probability distributions of the radius of gyration for (a) the walker trajectory and (b) the chemical trail for a range of values of \( \alpha \) and \( \beta \). Color code indicates the value of the average \( R_g \) with red denoting high \( R_g \) and blue denoting low \( R_g \).

IV. DYNAMICS

We have so far analysed the structural properties of the trajectories of the walker influenced by a chemical it secretes and gets attracted to. This showed a coil-globule transition in the extension of the trajectories and a re-entrant behavior at larger \( \alpha \) for low decay rates. In this section we analyze the dynamics of the system by considering the mean squared displacement \( \langle \Delta r^2(t) \rangle \) of the walker.

In Fig. 5 we plot \( \langle \Delta r^2(t) \rangle \) for various \( \alpha \) at a fixed value of the decay rate. Even at relatively small \( t (t \lesssim 10^3) \), \( \langle \Delta r^2(t) \rangle \) shows distinctly different behavior as \( \alpha \) is varied. To quantify the behavior, we fitted the data using \( \langle \Delta r^2(t) \rangle \sim t^{\nu} \) for the exponent \( \nu \). In Fig. 5(a)(inset), we show \( \nu \) as a function of \( \alpha \). For very low \( \alpha \), we observe
We develop the evolution of a density field $\rho(\mathbf{r}, t)$ of the particle dependent on the associated chemical field $\phi(\mathbf{r}, t)$. The particle motion is described by the Langevin equation

$$\dot{\mathbf{r}} = \chi \nabla \phi + \sqrt{2D}\eta.$$  

(4)

Before proceeding with the rest of the analysis, let us first build a direct relation between the mobility $\chi$ and the concentration dependent hopping parameter $\lambda$ used in the numerical simulations. Discretizing the drift current corresponding to Eq. (4) over the $i$-th bond, we get

$$j_i^d = \rho_i \frac{\lambda}{2a} [\phi_{i+1} - \phi_{i-1}].$$

In this expression we can identify a velocity operator $v_i = \frac{\lambda}{2a} [\phi_{i+1} - \phi_{i-1}]$. In the simulations, the hopping rate $p_i$ can be utilized to obtain a similar velocity operator $2a[p_{i+1} - p_{i-1}] = \frac{2a\lambda}{Z(i+c_i)}(c_{i+1} - c_{i-1})$, where $Z$ is the $\lambda$-dependent normalization used in Eq. (2).

Identifying the chemical concentration $c_i = \phi_i$, a comparison of the two expressions for velocity operator gives

$$\chi \approx \frac{\lambda}{Z(i+c_i)}(2a)^2.$$  

(5)

This analysis shows that the effective mobility $\chi$ is not a constant, rather it depends on the chemical concentration. In the continuum notation, expressing the dimensional constant $\lambda' = 4a^2\chi/Z$ quantifying the displacement bias towards chemical concentration, we get

$$\chi = \lambda'/\left(1 + \frac{\phi}{R_c}\right).$$

(5)

On the other hand, the hopping probability $p_i = 1/6$ is constant in both the limits of vanishing and high concentrations $c_i$, leading to simple diffusion. As a result the diffusivity $D$ is treated here to be independent of chemical concentration.

The particle density corresponding to the Langevin equation (Eq. 1) evolves as

$$\partial_t \rho(\mathbf{r}, t) = -\nabla \cdot \mathbf{j},$$

where the conserved current $\mathbf{j} = -D\nabla \rho + \chi \rho \nabla \phi$. This leads to the following driven diffusion equation [49][50]

$$\partial_t \rho = \nabla \cdot (D\nabla \rho - \chi \rho \nabla \phi).$$

(6)

The chemical field deposited by the agent evolves as

$$\partial_t \phi(\mathbf{r}, t) = \alpha \rho - \beta \phi.$$ 

(7)

This is a non-conserved dynamics and relaxes faster than the conserved dynamics of $\rho(\mathbf{r}, t)$. Thus one can use the adiabatic approximation $\phi = (\alpha/\beta)\rho$ to obtain

$$\partial_t \rho(\mathbf{r}, t) = -\nabla \cdot \mathbf{j}$$

with $\mathbf{j} = -D_{\text{eff}}(\rho)\nabla \rho$ where

$$D_{\text{eff}}(\rho) = D - \chi \rho \frac{\alpha}{\beta} = D - \frac{\alpha}{\beta} \frac{\lambda' \rho}{1 + (\alpha/\beta)\rho}.$$ 

(8)

$D_{\text{eff}}$ is the effective diffusion coefficient that depends on the concentration $\rho$. Within the adiabatic approximation, the above expression can be rewritten as

$$D_{\text{eff}} = D - \lambda' \phi/(1 + \phi).$$

(9)
At small concentration of chemical cue the effective diffusivity decreases with the chemical concentration linearly to saturate for large concentrations. This non-linearity may stabilize $D_{\text{eff}}$ to a positive value if $\lambda' < D$. A possibility of diffusion edge can appear if $D_{\text{eff}}$ approaches zero asymptotically \[51, 52\]. Otherwise, a $\lambda' > D$ can potentially lead to an instability towards localization. The form of $D_{\text{eff}}$ in Eq. (8) is compared with the simulation results for $D_{\text{eff}}$ in Fig. 5 (b). In this figure, we used an estimate of the chemical concentration $\phi$ from the extension of chemical trajectories $R_g$, using $\phi = k/R_{g}^2$ where we treat $k$ as a fitting constant. The agreement of simulation results for $D_{\text{eff}}$ with Eq.(11) shows that our mean-field theory explains the behavior of the self-chemotactic walker in the simulation with good accuracy. The expected values of $D$ and $\lambda'$ are of the same order of magnitude as obtained from the fit. The estimates in the two examples shown in Fig.5(b) give $D < \lambda'$ indicating a potential instability and not a diffusion edge. We present a linear stability analysis in the following section to analyze such a possibility.

A. Linear stability analysis

We perform a linear stability analysis of the two component system around a spatially homogeneous steady state with $\rho = \rho_0$, $\phi = \phi_0$. Linearizing Eq. (6) and Eq. (7) around this steady state using $\rho = \rho_0 + \delta \rho$ and $\phi = \phi_0 + \delta \phi$ gives,

$$
\partial_t \delta \rho = D \nabla^2 \delta \rho - \chi \rho_0 \nabla^2 \delta \phi
$$

$$
\partial_t \delta \phi = \alpha \delta \rho - \beta \delta \phi
$$

Performing a Fourier transform of these equations gives the evolution of the modes in the form of the following matrix equation, $\partial_t (\delta \rho_q, \delta \phi_q) = \mathcal{M}(\delta \rho_q, \delta \phi_q)$ where $\mathcal{M}_{11} = -q^2 D, \mathcal{M}_{12} = \rho_0 \chi q^2, \mathcal{M}_{21} = \alpha$ and $\mathcal{M}_{22} = -\beta$. The eigen values of $\mathcal{M}$ are given by

$$
\lambda(q^2) = \frac{1}{2} \{ \text{Tr} \mathcal{M} \pm \sqrt{\text{Tr} \mathcal{M} - 4 \text{det} \mathcal{M}} \}. \tag{11}
$$

where Tr and det denotes the trace and determinant of the matrix $\mathcal{M}$. Since, $\text{Tr} \mathcal{M} = -q^2 D - \beta < 0$, the only way to have instability is $\text{det} \mathcal{M} < 0$. Thus, the condition for instability is given by

$$
q^2 (D \beta - \alpha \rho_0 \chi) < 0. \tag{12}
$$

Note from Eq.(8) that this criterion is equivalent to $D_{\text{eff}} < 0$. Fig. 5(b) showed that parameter values used in the simulations give $D < \lambda'$, i.e., $D_{\text{eff}} < 0$ at large $\phi$ potentially allowing a linear instability towards localization. In other words, this requires a large coupling strength for the walker to follow its own chemical trail, $\chi > D/\phi$. Such a possibility of localization instability is similar to the prediction in Ref. [41]. However, as Fig. 5(b) shows, the self-generated chemical concentration $\phi$ does not increase to such large values that could potentially trap the walker asymptotically. Rather, the value remains restricted to a regime where $D_{\text{eff}} > 0$, although with small diffusion constant, keeping the walker diffusive at late times. Thus, although our theory allows for a localization via chemical secretion mediated self-interaction, our numerical simulations show that the walker does not get into that regime. This is in agreement with the findings of Ref. [33, 34].

The change in the asymptotic diffusivity due to the coupling with chemical field in auto-chemotaxis has been discussed earlier in the context of persistent motion of active particles \[35, 37\]. However, in that context the physical processes involved were different. The change in orientation in heading direction due to the chemical coupling led to the reduction of effective active diffusion. In contrast, within our model, the chemical coupling generates a bias for particle accumulation towards higher density countering the diffusion current. This leads to a reduction of effective diffusivity with particle concentration. In models without chemical evaporation the walker can get localized \[36, 37, 41\], a possibility that disappears once evaporation is introduced \[35\].

VI. DISCUSSION AND OUTLOOK

In this paper, we have studied the behavior of a single random walker secreting a chemical which acts as local attractant to the walker. We performed direct numerical simulations to study the resultant pattern formation. Using this simple example we have developed a description of the resultant pattern in terms of the radius of gyration measuring the extent of the particle motion and chemical produced. There are two parameters that control the chemical environment of the walker, one is the rate at which chemical is deposited ($\alpha$) and the rate of chemical evaporation ($\beta$) due to external factors.

From numerical simulations, we observed a coil-globule transition in the trajectory of the walker and the chemical trail. The probability distribution of the $R_g$ remained unimodal across parameter values. The absence of multimodality signifies a continuous crossover from the coil to globule state. We developed a mean-field description of the coupled evolution of particle density and the concentration of chemical field. This led to an effective diffusivity that decreases with the concentration of chemical deposited. Our direct numerical simulations showed good agreement with this analytic prediction. Further, our theory and simulation showed signatures of a linear instability towards increasing localization of the walker. A full stochastic field theory corresponding to our model will involve density-dependent multiplicative noise and remains an interesting direction of study.

The model we considered is closely related to ants that perform persistent as well as directed motion. While moving, they release pheromone and respond to the pheromone profile in the environment. Current effort in our group is extending our model to persistent walkers,
and studies of multiple walkers that can interact via the chemical profile as well as via local volume exclusion.
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