Today’s digital platforms occupy sites of growing strategic significance in the daily lives of cities. Acting as infrastructures of urban exchange, platform services institute basic match-making capabilities between mobile subjects, whether for transportation, shopping, accommodation, dating, or, simply, public discourse. As is increasingly recognized, the nature of value exchange traded via these platforms extends beyond their immediate domain of service provision, whether transportation or accommodation, for example, to wider “data ecosystems” of users, producers, and consumers. It is the conditions instituted by platform services to govern data ecosystems that are the focus of this article and are, I argue, of critical importance to how big data can be leveraged in ways that expand new frontiers of urban science and more broadly, urban sustainability policy. The rise in platform urbanism means that urban big data are not simply as a diagnostic tool for monitoring and evaluating complex urban behaviors but can be co-opted in ways that actively engineer the scaling of data-driven platform services and their myriad codependencies. These conditions present significant challenges not only to informational policy but increasingly also to urban governance settings, where platform-mediated interactions facilitate powerful but unevenly shared territories of urban intelligence.
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INTRODUCTION

Today’s cities operate as complex informational ecosystems that are brokered and facilitated by myriad digital platforms and services. Enthusiasm toward the potentials of smart cities means that urban data is increasingly valued data is increasingly valued as a productive resource needed to facilitate transitions toward more resilient and sustainable urban societies (Townsend, 2013; Arup and UCL, 2014; Kitchin et al., 2015; Luque-Ayala and Marvin, 2015; Karvonen et al., 2019). This attention toward the diagnostic potentials of data-driven urban science and sustainability means that the governing conditions that shape how urban data are created, used, and monetized are becoming more critical to the effective performance of wider urban governance and policy settings.

The potentials of data-driven urban services are increasingly embraced by a broad cohort of urban decision-makers, sustainability scientists, technologists, researchers, and activists. Applications of urban data to accelerate transitions toward more sustainable futures are evident across a number of different fields. The capacity for cities to measure and benchmark their performance against emerging global sustainability standards, including UN Sustainable
Development Goals (SDGs) and related international standards [ISO (n.d.)], increasingly depends on the quality of their data reporting at a range of different scales (Creutzig et al., 2019; Hawken et al., 2020). Framing cities as open systems, the field of “urban metabolism studies” sees the potential for urban big data to generate more sophisticated analyses of complex urban flows and resource intensities. This field envisions the city as a kind of dynamic metabolism of inputs and outputs, measured via advanced monitoring and remote sensing techniques that make use of real-time, location-aware platforms, and services that are increasingly entrenched into the fabric of everyday life. As Creutzig et al. argue, advocating for the upscaling of urban data for global climate solutions: “Crowd-sourced and big data, such as the movement of people tracked by cell phones, offer manifold new possibilities for assessing the inner working of a city, and the availability, quality and quantity of data is rapidly evolving” (Creutzig et al., 2019, p. 6). Sustainability scientists cite city planning offices, utilities, tax offices, building sensors, and other internet of things (IoT) services as important sources of big data, used as a means to understanding climate impacts on urban systems and to measure the efficacy of climate solutions (Lin and Cromley, 2015; McPhearson et al., 2016).

Data-driven services have also been embraced as the basis for a new kind of urban engineering, a field in which data functions as a critical infrastructure for a more “systems-aware” approach to designing solutions to urban challenges (Batty, 2013; Thakuriah et al., 2017; CUSP (n.d.)). Big data, resulting from the digitization of more and more urban infrastructures, services, and experiences, are recognized as improving not only information flows but with it also greater capacity for learning and coordination by heterogeneous individuals (Bettencourt, 2013; Bettencourt and Brelsford, 2015). There is also, for many others, the potential for data-driven services to enable and encourage more participatory, citizen-centered decision-making, underpinned by a more “responsive” model of urban planning attuned to and engaged with local community sentiment (Kitchin, 2014a; Araya, 2015; Nonnecke et al., 2016; Thakuriah et al., 2017). The volume and veracity of big data are also widely acknowledged as central to the success of the circular economy, facilitating the tracking and monitoring of supply chain networks and consumer products (Perella, 2016; Gupta et al., 2019).

Across each of these examples, the digitization of urban flows and interactions is anticipated to create productive data that can be leveraged to support better decision-making and critical transformations in the design of cities. And yet, as attention toward platform business models, platform economy, and platform urbanism makes clear, many of today’s digital platforms yield not just new data points or information flows that can enhance urban intelligence. They also raise complex new challenges to do with how data are used to capture and govern the informational landscapes of digitally mediated cities.

In Platform Urbanism: Negotiating Platform Ecosystems in the Connected Lives of Cities (Barns, 2020a), I discuss the historical evolution of digital platforms in the context of a hopeful orientation toward digital networks and data intelligence in reforming the design and management of contemporary cities. Benefitting from enthusiasm toward the potentials of open informational networks and data-responsive intelligence, digital platforms have emerged to effectively re-engineer the production of urban data in ways that accelerate the uneven impacts of data-intensive services. The “capture” of urban intelligence by digital platforms, broadly now associated with the emergent field of as “platform urbanism,” suggests that platform design strategies shaping how urban data are produced, consumed, and monetized are critical sites of struggle and contestation in the wider governance and reform of contemporary cities.

In this chapter, I summarize some key perspectives on urban data as a productive resource in the management of cities, and introduce key reasons why platform governance and platform-oriented data design is important to the future of data-driven urban sustainability and design. The challenges provoked by the rise of platform urbanism in the digital lives of cities augment existing critiques of data-driven urban intelligence, but they also suggest a need to consider the importance of information policy—including frameworks for data use and ownership—more centrally within urban sustainability and governance settings.

THE POLITICS OF URBAN DATA

It is important to contextualize this review by recognizing the many existing threads of critical research questioning the reformist potency of urban data. Describing narratives of “smart” data-driven urbanization as simply “corporate storytelling” or branding (Söderström et al., 2014), critical smart cities scholars have interrogated the role of data as a privileged mode of representation and knowledge-making (boyd and Crawford, 2012; van Dijck, 2014; Sumartojo et al., 2016). This critical approach tackles a perceived normative agenda embedded within the production of big data, by rejecting its veneer of objectivity and neutrality, and emphasizing instead what Kitchin and Lauriault (2014) have called the “sociotechnical assemblages” that frame and produce data itself (Kitchin and Dodge, 2011; Kitchin, 2014a,b). Visions of “smartness,” in which urban big data becomes a tool for urban reform, is thus seen to progress narrow, technologically deterministic ways of rendering urban complexity (Barns, 2012; Gabrys, 2014; Kitchin et al., 2015; Luque-Ayala and Marvin, 2015; McNeill, 2015; Shelton et al., 2015; Wiig, 2015; Leszczynski, 2016).

Concerned with the way “smart mentality” and “smart urbanism” are used as lenses through which to diagnose and improve urban conditions, critical urban studies scholars highlight how these renderings of cities, crafted through data-driven methods of smart city governance, will so often be positioned as necessary prerequisites for reform (Söderström et al., 2014; Vanolo, 2014; Luque-Ayala and Marvin, 2015; McNeill, 2015). Within smart city frameworks, this critique has noted the way technology giants have sought to advance relatively “top-down” managerial approaches to cities, which undermine many of the participatory potentials of crowd-sourced or open data associated with the proliferation of digital services. Many critics have argued that it is the very incapacity for technology actors to properly understand and accommodate the messy
complexities of cities and their human actors that have led to failures of smart city implementation, including an incapacity to scale up prototypes to form enduring innovations in urban decision making and governance (Greenfield and Kim, 2013; Hill, 2013; Luque-Ayala and Marvin, 2015; Shelton et al., 2015; Morozov and Bria, 2018).

In a sense, this critical position has restaged mid-twentieth century debates about the limits of objectification and commodification, and the dangers of an overly behaviorist approach to understanding urban society. The advance of cybernetics and systems-oriented theories in the mid-twentieth century, enthusiastically adopted not only as the basis from which to understand informational or machinic systems but also human societies more generally, prompted a wave of criticism from social scientists and humanities scholars concerned at how complex social dynamics were being represented. Critics of cybernetics argued this emergent discipline provided the means for technocratic managerialism to develop, in ways that, in the words of Theodore Rozak, envisaged “man [sic] and social life generally as communicating apparatus” subjected to the science of communication and control (Kline, 2015). Sheldon Wolin criticized the emergence of systems theories from cybernetics as being “without a concept of history,” confined to perceiving states of equilibrium or homeostasis, but unable to address “age old problems of social and political dominations” (Wolin, 2006, p. 293). Likewise, philosopher of technology Jacques Ellul advocated against the machinic episteme, arguing that “technique pursues its own course more and more independently of man [sic]...[who] is reduced to the level of a catalyst” (Ellul, 1964).

Returning to these historical debates, Shannon Mattern has cautioned against the rise in urban informatics and data-driven urban science as a kind of “methodolatry,” which presumes that all kinds of complex urban behavior can (or ought to) be neatly mapped into technical systems (Mattern, 2013). The problem with this model, Mattern argues, is that people’s agency is largely reduced to that of consumers and generators of data and are thus subjected to what Hannah Arendt described as a kind of “sterile passivity” (Mattern, 2016, para 31). There is, she argues, an idolatry of method here, endemic to these calculative endeavors, focused more on the functional properties and approaches to measurement itself, rather than on any other particular underlying narrative or outcome (Mattern, 2016). Datafication presumes that all meaningful flows and activity can be sensed and measured, Mattern argues, without questioning the very nature of our stickiest urban problems and the questions they raise.

Debates over the relative potentials of, and limits to, quantified urban science thus continue to follow consistent themes (Kriyy, 2018). Ultimately, these debates respond to a set of enduring questions: Can information really be relied upon as an appropriate measure or representation of urban interaction? And what are the consequences of applying scientific concepts relating to systems-based behaviors to understand the nature of cities? Can the human condition, in all of its messy complexity, be captured by a bit—or a “hu-bit” as Australian urbanist Stretton once described it—and what are the political and ethical consequences of translating the complex natures of urban societies into informational ecosystems? These debates over the urban applications of big data continue to be plagued by what Harvey (1996, p. 322) has understood as “discursive struggles over representation,” whether in relation to the internet of things and urban big data, or the emergence of cyber cities and virtual reality technologies of the 1990’s (Boyer, 1996), or the cybernetics of the 1960’s.

Today’s data-driven models of urban analysis also present new challenges. The increasing “infrastructuralization” of urban platforms (Plantin et al., 2016) means that data-driven modes of analysis and decision-making are no longer confined to questions of representation—that is, to debates over whether information or data adequately “captures” the realities and complex dimensions of urban life for diagnostic or analytical purposes. Increasingly, big data ecosystems function in ways that actively produce and even accelerate particular urban behaviors and interactions, through a range of incentives, data-driven interfaces, and design interventions.

In the following sections, I examine the productive, performative implications of big data governance through the lens of “platform governance.” Here, I discuss how platform governance facilitates asymmetrical conditions of data use and productivity, which accelerate the uneven scaling of data-driven urban intelligence. Conditions of platform governance, I argue, actively re-engineer the possibilities of urban intelligence, implicating the way diverse actors must access, integrate, and leverage big data via negotiations with increasingly powerful platform ecosystems.

GOVERNING URBAN BIG DATA THROUGH PLATFORM ECOSYSTEMS

The “platform ecosystem” is a term often used in business management literature to describe a diversity of relationships intermediated via a digital platform. It is associated with a shift in the nature of firm-level innovation in a digital age, from activities that take place within a traditional business structure to those that occur through relatively “open” forums of exchange by diverse external entities. Within business management literature, the platform ecosystem is seen to constitute an “entirely new blueprint for competition” (Tiwana, 2013). Critical to the contribution of platform ecosystems to business development are the kinds of rules put in place to ensure a company is able to benefit from, or leverage, diverse forms of external activity.

In a digitally mediated platform ecosystem, the key infrastructure that achieves this rule-based environment is the application programming interface (API). It is this rule-based operating infrastructure that enables ostensibly “open” forms of programmability to be achieved by digital platforms, while simultaneously ensuring the interactions these new platform innovations achieve also centralize or harvest any underlying data outputs (Helmond, 2015; Mackenzie, 2018; Raetzsch et al., 2019; Barns, 2020a). Facebook, as an iconic example, was able to morph its social media service into that of a platform ecosystem when it introduced the Facebook Developer Platform (FDP). This FDP encouraged developers to make use
of an underlying Facebook infrastructure, expressed through its API, to themselves create new widgets and Facebook “apps,” which were, in turn, able to continuously extend the footprint of Facebook’s data-harvesting capabilities across the internet. In this way, its platform ecosystem was expanded by external developers, who were acting independently to increase their own value and reach in the digital economy. Likewise, a company like Uber operates as a platform ecosystem through its digital app, which not only consists of its drivers and riders but also incorporates a variety of open source licenses, proprietary platforms (like Google Maps), data centers, cloud computing services, subsidiaries, and broader supply chains, whether of vehicle service providers or hotels, airports, and other industries integral to its capacity to deliver mobility services. Each user and beneficiary of Uber’s platform ecosystem is incentivized to extend, for their own purposes, the reach of Uber’s own data-harvesting capabilities and therefore the platform’s urban footprint. Users can benefit from the service at hand (say, food delivery, or short trips, or urban mobility intelligence), while the platform itself grows in reach, capability, and intelligence, extended by its many diverse users’ proliferating data trails.

To achieve these conditions, platform ecosystems must institute specific rules about how data can be accessed and used. These rules, which underpin conditions of “platform governance,” are largely put in place through the infrastructure of a platform API. APIs will enable outside third parties to make use of, and access, underlying user data, but only under certain constrained conditions. For example, Uber makes available its 10 billion passenger trips via Uber Movement, and the Uber Movement API, which allows users to customize “views” of the data depending on their requirements (Barns, 2020b). The Uber API will also allow other websites, for example hotel websites or services, to facilitate direct access to Uber bookings. However, the full extent of data being generated through the Uber platform on a real-time daily basis will be kept private from these external digital users. This API infrastructure means that the company monopolizes the ever-expanding data value created when it expands its global reach, harvesting, and modulating globally scalar networked interactions in real-time. Platform intermediation has thus come to be recognized as a powerful mode of data commodification, value extraction, and data governance (Srnicek, 2016; Langley and Leyshon, 2017; Sadowski, 2019, 2020; Barns, 2020a).

Social media scholars, who have studied the operation and governance of platforms for a decade now, have focused attention on how social media platforms have essentially re-engineered the open web. Despite posturing as platforms facilitating open exchange, co-creation, and value sharing, companies like YouTube and Facebook have long been recognized to deliberately enforce highly structured conditions of exchange that politicize their perceived neutrality (Gillespie, 2010). As access to data has become a critical input to wider data-driven value chains, owners of digital platforms—whether basic services like email, social media platforms, or ride-sharing platforms, or internet of things sensing platforms—have further extended their reach in ways that maximize the value of underlying data and accelerate the intelligence of the platform itself (Helmond, 2015; Raetzsch et al., 2019). Social media theorists understand the governing conditions of platform data through terms like “proprietary opacity” (Mackenzie, 2018), whereby the programmability of platforms, by virtue of their API, deliberately decentralize and extend conditions of data production while simultaneously recentralizing methods of data collection (Helmond, 2015).

Because of the value accorded to big data, platforms will not only act as gatekeepers to data access and use, but they will also institute particular incentives that essentially accelerate how much data are being generated through the platform. This reproductive exchange is critical to the production of platform scale. As van Dijck (2012) has written in relation to the rise of social media:

What is important to understand about social network sites is how they activate relational impulses, which are in turn input for algorithmically configured connections—relationships wrapped in code—generating a kind of engineered sociality.

Where platforms benefit from the diversity, reach, and volume of digital interactions they accelerate among users, they are continuously modulated through product design strategies in order to incentivize and maximize interactions between users. To early pioneers of today’s internet, this was known as a tactic of “intelligence amplification,” which resulted from the advance of “internetworking” in asymmetrical ways (Licklider and Taylor, 1968). Today, asymmetrical conditions of access to urban data generated within platform ecosystems ensure those platforms with access to the most amount of data are able to monopolize the extension of AI and machine-learning technologies into new territories (Pasquale, 2016). Technology-based competition is thus characterized no longer as a “a battle of devices” but a “war of ecosystems” (Leminen et al., 2012).

Incentivized to maximize digital interactions between their users, the data governance conditions accelerated by social media platforms are now deeply embedded within conditions of everyday urbanism. This reflects not only technology innovations, like the rise in IoT and mobile broadband, but also the widespread advocacy of platform design strategy across digital entrepreneurship (Church, 2017). As such, new IoT platforms are actively positioned as tools for data cooptation. By connecting more and more “things,” technology companies see the potential for ongoing “intelligence amplification” not only between connected selves but also everyday infrastructures, utilities, services, and other ambient conditions, instituting ongoing feedback loops between their connected “users,” human or non-human. Underlying data can be on-sold or utilized within their own software offerings, extending the functionality of this software in ways that highly responsive to the needs of its users. The utility of the “thing” lies primarily in its data harvesting capability. With Internet-connected heart-rate monitors and smart thermostats, for example, personal information becomes of value to the data-oriented information economy (van der Zeeuw et al., 2019). Likewise, the integration of IoT sensors and services into home and security settings, urban utilities, and services means that more and more urban activities are bundled up as part of this “software as a service” (SaaS) model of service design.
Just as we may no longer own music, but stream it via online streaming services for monthly fees, so IoT is seen to transform many existing product categories—whether car tires or fridges or watering devices—into platform design opportunities.

The recent influence of major digital platforms such as Google, Facebook, and Amazon, as well as urban platforms like Uber, has thus not only been in the rapid scaling of these particular US technology companies and their accelerated capacity to extract more and more value from the minutiae of urban interaction, trading, and resource allocations. Their implementation of platform ecosystems has also facilitated a more widespread re-engineering of urban data markets away from more “open” ecosystems envisaged by original proponents of the web, and of real-time cities and urban informatics, to that of more disconnected, proprietary data holdings. In their wake, digital entrepreneurs are encouraged to adopt a “platform-play” in their strategic development of company business models, and platform-based digital architecture is widely advocated as a means to achieving digital scale (Simon, 2011; Tiwana, 2013; Choudary, 2015).

These shifts have important implications not only for urban analytics but also to the governance conditions that underpin city behavior and organization. At the firm level, platforms have been seen to deliberately shift employment practices toward a “gig economy” whereby relationships once considered to be defined as employment are now described as “partnerships” (Uber (n.d.)). As individual data points, platform users and their ways of interacting are more easily intermediated when they are individualized and presented as self-serving or market oriented—not only in service to the performance of the platform. Sharing economy platforms like Airbnb and Zipcar therefore, encourage their users to operate as “micropreneurs” (Botsman and Rodger, 2010), generating ever-expanding “network effects” the more users are brought into their ecosystem. Interface design tactics, like the red colored notification alert, act as “variable rewards” for users and encourage more obsessive engagement with social media platforms, while “pull to refresh” functionality acts as what interface designers describe as “dopamine-driven feedback loops” to promote ever increasing levels of user engagement (Haynes, 2018; Williams, 2018). In this way, platforms enlist their users to create their own value, extend their own networks, attract ever growing attention and “time spent online,” and with it, the reach and data-harvesting capacity of their underlying data infrastructure.

**PLATFORM GOVERNANCE AND URBAN BIG DATA**

Conditions of platform governance ensure the extension of rule-based systems of digital interaction across diverse sites, selves, sensors, and situations. These rule-based conditions are relatively “ambient” in the sense that they are invisible to users who are encouraged to create their own value, content, and services in exchange for underlying data. While the cliché “if you’re not paying for it, you’re the product” has been known for some time, nevertheless, the degree at which major platforms now monopolize data production has heightened the governance implications of major platform ecosystems. As noted by Weyl and White (2014), strategies to promote data accumulation through conditions of platform intermediation undermine the often-presumed benefits of network effects and raises significant challenges for competition policy.

In this section, I want to summarize some critical implications of platform governance for the use of urban big data. At the beginning of this article, I addressed a relatively traditional fault line in the politics of urban big data, highlighting systemic tensions between, on the one hand, urban data scientists who recognize the potential for big data to be systematically used and analyzed to make better sense of underlying urban patterns and behaviors, and those who see data-driven urban science as particular, narrowly held view of what constitutes urban complexity. As I discussed, if urban citizens are simply data points, critics argue that there is a risk that they are viewed purely as consumers of data, in subsumptive or passive terms, through the calculative endeavors that are becoming endemic to algorithmic geographies. However, conditions of platform governance extend data-driven urban analysis from beyond the calculative to the performative, by engineering entanglements between commerce, code, and corporeality.

This has implications for how we view the politics of platforms. There is, for example, widespread interest in how platforms such as Uber act politically, by using a kind of “reverse innovation process” (Pelzer et al., 2019), or “permissionless innovation” (Chesborough and Alstyne, 2015) to extend their reach without the permission of existing regulatory authorities (Graham et al., 2017). Protocols and infrastructures of data governance also mean that platform governance not only exceeds but deliberately challenge the regulatory capacities of state actors (Swyngedouw, 2005). At the same time, they seek to position their data brokerage services as legitimate to wider modes of data-driven policy making. This echoes the “Janus-faced” nature of governance-beyond-the-state described by Swyngedouw (2005), which looks to institute rule-based systems relating to the “conduct of conduct” across networked conditions of participatory governance and in so doing, seeks to undermine and critique the “excess” of traditional state institutions.

Thus, Uber has used its data analytics to deliberately “grayball” officials seeking to use the app to fix drivers who may be illegally using the Uber app in cities where it has been banned (Wong, 2017). Likewise, a major platform like Airbnb has limited the ability for city authorities to access the information they need about usage of the platform, in order to enforce rules relating to short-term rentals (Wachsmuth and Weisler, 2018). As Wachsmuth (2019) has argued, data in this context becomes a “medium of struggle” between the platform and city authorities. At the same time, platforms seek to gain legitimacy for the insights they are afforded by uneven conditions of data access and machine-learning they institute. Positioning itself as a platform designed to solve urban mobility challenges, the Uber Movement platform shares selected and anonymized data it harvests from its platform as a “tool” for regulators, planners, and other transport users (Uber Movement, n.d.). The data delivered via this platform are sourced from the 10 billion trips taken on the platform,
and features “Uber Movement Speeds” that provides average street speed data to assist with data-driven urban planning. As Fran Bell, the head of data science at Uber has pointed out, “Uber tackles some of the world’s most challenging data science problems at scale and in real time [...] We use data intelligently to build better experiences for our users and solve problems at scale” (Vorwerk, 2019).

According to the Uber website, Uber users will inadvertently participate in “upwards of hundreds” of experiments being run by Uber’s data team on any one day (Uber, 2019). Long term, Uber seeks to position itself discursively as a “foundational platform” from which to evolve not only ride sharing but also future mobility services, in a world that is rapidly increasing its reliance on autonomous, data-driven services. Uber’s ultimate goal is to become “the brokerage of all human movement in cities,” an urban data platform that supports integrated, multimodal movement solutions and is capable as acting as the “operating system for everyday life in the city” (Hawkins, 2019: para 4).

The integration of distributed IoT platforms also illustrates a shift in how big data applications are being impacted by platform design models. The integration of IoT in urban management settings is critical to smart city frameworks while also being associated with a more “experimental” and bottom-up approach to urban management and design. IoT has been accompanied by citizen-sensing initiatives (Gabyrs, 2014) and “urban living labs,” which have incorporated experimental uses of IoT to explore the potential for improved data collection in areas such as water use, air quality monitoring temperature mapping, and citizen engagement (Burkeley et al., 2016). These experimental approaches in citizen science are also associated with the urban transition movement, which seeks to accelerate the adoption of low-carbon and other urban sustainability initiatives.

However, IoT services also facilitate the extension of platform business models and data governance frameworks into more diverse environmental, domestic, and industry contexts and supply chains. By connecting more and more “things,” technology companies are able to create ongoing feedback loops between their users, whose data can be on-sold or utilized within their own software offerings, extending the functionality of this software in ways that continue to adapt to its users. These create “software as a service” models that replace ownership transactions into subscription services, in which data is extracted as the basis for ongoing service transactions between buyers and sellers. As one example, a tire seller could add sensing capabilities to the tires its sells, which over time can be used to provide predictive analytics as a service to its tire consumers. The new tire “owner” is thus locked into ongoing contracts to support more predictive maintenance of the product it has purchased. With Internet-connected heart-rate monitors and smart thermostats, as another example, personal information becomes of value to the data-oriented information economy (van der Zeeuw et al., 2019).

In the smart home marketplace, major technology companies are extending their reach into new service domains. The smart home is increasingly associated with the extension of Amazon and Google-based data ecosystems via IoT devices such as Alexa and Google Home. These platforms institute their own API systems in order to ensure that underlying data are integrated into a rapidly evolving platform ecosystem, as evidenced by Google’s purchase of Nest. When Google purchased the smart thermostat company in 2014, Nest had already opened up its API to external developers, but the purchase allowed the Nest ecosystem to contribute to the wider Google data ecosystem. Over the past 5 years, Nest has become more and more integrated into the Google ecosystem as a Google product and as of 2019, requires Google Assistant as a central enabler of its suite of smart home products (Statt and Bonn, 2019). This approach allows Google to better manage the data inputs it receives from consumer uses of its smart home products, in effect “training” them to better respond to the personalized needs of its users. Google executive Rishi Chandra describes this as a future of “ambient computing” where smart home devices are in symbiotic relationship with their users, and where computing power is not limited to a device but an “assemblage” of connected devices.

The implication of this approach is, however, that disparate data sets associated with different data platforms become less transferable and interoperable. As one paper has noted: “Interconnecting heterogeneous devices and services provided by different vendors and providing seamless interoperations across the available platforms still remains a big challenge” (Santofimia et al., 2018). Despite a great deal of enthusiasm about the potential of connected infrastructures and IoT futures, mainstream business commentators recognize the capacity for these connected services to simply replicate the market dynamics that have seen the rise in giant platform companies of the internet (Economist, 2019). Or, as one commentator has observed:

*Imagine driving through dense city traffic using roads without any lane dividers, crosswalks, or signals. It would be utter chaos. That is the reality of the current state of IoT. There is a lack of holistic information design.* (Anonymous, 2018)

### CONCLUSION

The emergence of global platform ecosystems represents a significant shift in the wider meaning, significance, and applications of big data in urban settings. Rather than analyzing urban ecosystems as “open” and subjected to more intensive information flows, access to urban data is increasingly subjected to more complex negotiations with APIs and platform protocols and rules, which determine levels of data access available (Wachsmuth and Weisler, 2018; Raetzsch et al., 2019). Data, in other words, is a medium of struggle and negotiation, used by platforms to undermine the regulatory competency of state-based institutions by both limiting external access and exceeding state-based data competencies.

If data becomes a site of contestation, likewise, data-driven modes of platform governance also implicate the terrain of “ambient computing,” the assemblage of devices and sensors that we interact with daily, hourly, as enacting conditions of intimate enclosure. These facilitate continuous, self-learning feedback loops that incorporate ways of knowing, seeing, interacting, moving, and transacting in cities. Here, citizens, as platform users, are not simply passive consumers of data; their sites of complex entanglements not simply reduced to...
data points in an abstracted systems view of the city. Instead, we continuously modulate and cocreate digitally intensive lives, linking corporeal tendencies and machine-learning algorithms in highly performative, coconstitutive ways. In this context, negotiations around data access, including negotiations with platforms and platform APIs, need to become more and more critical to future efforts to enlist and “scale up” the potential of urban big data. These challenges will only become more critical as urban big data is used to better understand, measure, evaluate, and transition urban societies toward more resilient, climate-adapted futures.
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