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Abstract

In this work the asymptotic properties of \( Q_t(N) \), the probability of the number of renewals \( N \), that occur during time \( t \) are explored. While the forms of the distribution at very long times, i.e. \( t \to \infty \), are very well known and are related to the Gaussian Central Limit Theorem or the Lévy stable laws, the alternative limit of large number of renewals, i.e. \( N \to \infty \), is much less noted. We address this limit of large \( N \) and find that it attains a universal form that solely depends on the analytic properties of the distribution of renewal times. Explicit formulas for \( Q_t(N) \) are provided, together with corrections for finite \( N \) and the necessary conditions for convergence to the universal asymptotic limit. Our results show that the Large Deviations rate function for \( N/t \) exists and attains an universal linear growth (up to logarithmic corrections) in the \( N/t \to \infty \) limit. This result holds irrespective of the existence of mean renewal time or presence of power-law statistics.
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I. INTRODUCTION

An important simplification in statistical description of many processes in Physics is the assumption of renewal. This assumption states that a time dependent process is simply renewed/reset at specific point in time and its behavior is independent from the history that precedes this time-point [1]. The times between renewals can depend on the development of the process but are independent one from each other. Examples include, but are not limited to, magnetic spin fluctuations [2], continuous time random walk in complex media [3] and models of cell growth and division [4]. Recently the concept of stochastic resetting became very popular [5–8]. In this scheme the renewal is not assumed as the original part of the process but rather imposed externally. It was shown that different protocols of resetting can drive the process to non-equilibrium steady states that differ from the, some-times non-existent, steady states of the explored system.

It is often of great interest to acquire the knowledge of the number of renewals that occurred during time $t$. A classical example is the number of buses that arrived to a bus-station during a given period of time, if the assumption of independence of time-intervals between arrivals is approximately correct. For transport in random media the framework of continuous time random walk (CTRW) describes the motion of a particle as a series of jumps between spatially scattered traps and random waiting times at each trap [9, 10]. The number of renewals for CTRW is exactly the number of jumps that have been performed. By conditioning on the number of renewals it is possible to calculate the positional probability density of the process and various other quantities [11]. This method of conditioning is termed subordination [9, 12–17] and it can even be generalized to cases of quenched disorder where the CTRW framework doesn’t hold [18–20]. Interestingly, it was found that the positional probability density for CTRW can display universal non-Gaussian, but rather exponential, behavior [21, 22] that is experimentally observed in different complex systems, such as glasses [23], colloids [24, 25], molecular motion on a solid-liquid interface [26, 27], active gels [28] and many other disordered systems [29–31] (See [32] and [33] for additional discussion). The probability to observe large number of renewals for a given time $t$ plays a keynote role in determining this finding [21]. So while it might be not that fascinating to calculate the probability of a large number of arrived buses, the probability of a large number of renewals is of great importance for studying the properties the transport in
complex systems and it is the focus of this manuscript.

The manuscript is organized as follows. In Section II we define the renewal process and our quantity of interest, i.e. the number of renewals. We briefly restate the known results for the distributions of this quantity in the $t \to \infty$ limit and summarize them in Table II. Section III is devoted to the probability to observe a large number of renewals in a finite time. The asymptotic form of this probability is describe by Eq. (23) and the explicit proof is supplied in Section III A. The development of corrections to this formula for finite number of renewals is the purpose of Section III B. In Section IV we tie together the limits of large number of renewals and large measurement time by using the approach of the theory of Large Deviations. We conclude with a summary. The two appendixes supply the necessary information about hyper-geometric functions, that are exploited for development of our main results.

II. THE RENEWAL PROCESS

The definition of the renewal process is based on existence of a positively defined random variable $\tau$ with the probability density function (PDF) provided by $\psi(\tau)$. $\tau$ can describe the failure time of an electric component, a sojourn time of a particle in specific area or the time between the arrival of two successive buses. For the example of failure time, the process starts with a new component at time $t = 0$. The component fails at time $\tau_1$ and it is immediately replaced by a new component. The failure time of the second component is $\tau_2$ and it is replaced (again) by a third component. The components are constantly replaced, and the count down till new replacement immediately starts, hence the name ”renewal process”. The failure of the $N$th component is $\tau_N$ and the total time till replacement of this component, $t_N$, is

$$t_N = \sum_{i=1}^{N} \tau_i.$$  \hspace{1cm} (1)

All the different $\tau_i$ are IID random variables. $t_N$ is a random variable and for given $\psi(\tau)$ one can calculate its PDF $S_N(t_N)$. While for $t_N$ in Eq. (1) the number of renewals, $N$, is fixed, one can fix the measurement time $t$ and ask what is the number of renewals, $N$, that
occurred during this time. Specifically,

\[ t = \sum_{i=0}^{N_t} \tau_i + u_t, \]

(2)

where \( u_t \) is the backward recurrence time that is present since \( t \) is set up before the \((N_t+1)\)th renewal takes place, i.e. \( 0 < u_t < \tau_{N_t+1} \). When \( t \) is fixed, \( N_t \) is the random variable that is distributed according to \( Q_t(N_t) \). In the following we are interested in the form of \( Q_t(N_t) \) in the limits of large \( t \) and large \( N_t \).

The two random variables \( t_N \) and \( N_t \) are connected to each other and so are the functions \( Q_t(N_t) \) and \( S_N(t_N) \). As pointed out in [1], \( N_t < N \) if and only if \( t_N > t \). Indeed, when the time to accomplish exactly \( N \) renewals is larger than some preset time \( t \), it means that if one takes the same \( \tau_i \)s (that were used to construct \( t_N \)) and use them to construct \( t \) according to Eq. (2), then \( N_t \) can’t be bigger than \( N \). On the other hand if \( N \geq N_t + 1 \) then \( t_N > t \), due to the fact that \( 0 < u_t < \tau_{N_t+1} \). Then we can write that \( \theta(N - N_t) = 1 - \theta(t - t_N) \), where \( \theta(\ldots) \) is the Heaviside step function. Averaging over all possible realizations of \( \tau_i \)s we obtain that

\[ \langle \theta(N - N_t) \rangle = 1 - \langle \theta(t - t_N) \rangle. \]  

(3)

Since \( \langle \theta(N - N_t) \rangle - \langle \theta(N + 1 - N_t) \rangle = Q_t(N) \) and \( 1 - \langle \theta(t - t_N) \rangle = \int_0^t S_N(t') dt' \), we obtain from Eq. (3) that

\[ Q_t(N) = \int_0^t [S_N(t') - S_{N+1}(t')] dt'. \]  

(4)

In Eq. (4) we omitted the explicit \( N_t \) and \( t_N \) form in \( Q_t(N_t = N) \) and \( S_N(t_N = t) \). Equations (2) and (4) relate the probability to observe \( N \) renewals (that occur during fixed time \( t \)) to the PDF of a random \( t \) that is the sum of \( N \) (fixed) random variables. Due to the fact that \( S_N(t) \) is a sum of IID random variables we apply the Laplace transform on both sides of Eq. (4) and obtain

\[ \hat{Q}_s(N) = \frac{1 - \hat{\psi}(s)}{s} \hat{\psi}(s)^N, \]  

(5)

where \( \hat{Q}_s(N) = \int_0^\infty Q_t(N) \exp(-st) dt \) and \( \hat{\psi}(s) = \int_0^\infty \psi(\tau) \exp(-s\tau) d\tau \). For any given \( \psi(\tau) \) Eq. (5) provides the appropriate representation of \( Q_t(N) \) in Laplace space and the only thing that is left in order to obtain an expression for \( Q_t(N) \), is to properly take the inverse Laplace transform.

In the limit of \( t \to \infty \) the behavior of \( Q_t(N) \) is dictated by the central limit theorem (CLT) or Lévy stable laws and is separated into three general classes. Only the behavior of
Case # | Properties of $\psi(\tau)$ | $Q_t(N) \ (t \to \infty)$
---|---|---
I | Finite mean $\mu$ and variance $\sigma^2$ | $\mu^{3/2} \exp\left(-\frac{(N-t/\mu)^2}{2\sigma^2 t/\mu^3}\right)/\sqrt{2\pi\sigma^2 t}$
II | Diverging variance and finite mean $\psi(\tau) \sim A\tau^{-1-\alpha}/\Gamma(-\alpha) \ (1 < \alpha < 2)$ | $\mu^{1+1/\alpha} l_{\alpha,1} \left(\frac{t/\mu - N}{(At)^{1/\alpha}/\mu^{1+1/\alpha}}\right)/(At)^{1/\alpha}$
III | Diverging variance and mean $\psi(\tau) \sim A\tau^{-1-\alpha}/|\Gamma(-\alpha)| \ (0 < \alpha < 1)$ | $\frac{t}{\alpha At^{1/\alpha}} N^{-1-1/\alpha} l_{\alpha,1} \left(\frac{t}{(AN)^{1/\alpha}}\right)$

TABLE I: Limit cases of observing $N$ renewals during time $t$, i.e. $Q_t(N)$, for large measurement times. The formulas are developed in Sec. II A, Sec. II B 1, and Sec. II B 2. For cases #I and #II the typical $N$ is of the order of $t$ while in case #III $N \sim t^\alpha$. When $N \gg t$ this description fails and new form (Eq. (23)) emerges.

$\psi(\tau)$ for large $\tau$ is important. While all the results for $t \to \infty$ are fairly known, we present the results in Table I and shortly describe the way of their derivation for completeness of presentation.

### A. Gaussian Limit

The first case we address is the case when the properties of $\psi(\tau)$ force $t_N$ to be in a basin of attraction of the Gaussian behavior. This means that when both the first moment $\mu = \int_0^\infty \tau \psi(\tau) \ d\tau$ and the variance $\sigma^2 = \int_0^\infty \tau^2 \psi(\tau) \ d\tau - \mu^2$ are both finite, then according to the CLT $S_N(t)$ is

$$S_N(t) \overset{N \to \infty}{\sim} \frac{1}{\sqrt{2\pi\sigma^2 N}} e^{-\frac{(t-\mu N)^2}{2\sigma^2 N}}. \quad (6)$$
In the language of Eq. (3) the CLT states that
\[
\left\langle \theta(y - [t_N - \mu N]/\sigma \sqrt{N}) \right\rangle \longrightarrow \int_{-\infty}^{y} \exp(-u^2/2) \, du / \sqrt{2\pi},
\]
(7)
this means that we can write \( t = \mu N + y \sigma \sqrt{N} \) and \( y \) has a normal distribution with zero mean and unit variance. This change of variables \( t \leftrightarrow y \) and the statement of Eq. (7) is utilized for finding the behavior of \( Q_t(N) \). We start with a change of variables of the form \( N = at + by/\sqrt{t} \) where \( a,b \) are positive constants that will be exactly found below and \( y \) is the new variable. Then we write \( \theta(t - t_N) \) as \( \theta([t - N/a - (t_N - N/a)]/\sigma \sqrt{N}) \). Since \( (t - N/a)/\sigma \sqrt{N} = -by/a \sigma \sqrt{a + by/\sqrt{t}} \) we choose \( a = 1/\mu \) and \( b = \sigma/\mu^{3/2} \) and take the \( t \to \infty \) limit to obtain
\[
\theta(t - t_N) \longrightarrow \theta\left(-y - [t_N - \mu N]/\sigma \sqrt{N}\right).
\]
(8)
When \( t \) is diverging so is \( N \), then according to Eq. (7) and Eq. (3)
\[
\left\langle \theta \left( y - \frac{N_t - t/\mu}{\sigma \sqrt{t}/\mu^{3/2}} \right) \right\rangle \longrightarrow \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{y} \exp(-u^2) \, du.
\]
(9)
This means that that the distribution of \( N_t \) is Gaussian with mean \( t/\mu \) and variance \( t\sigma^2/\mu^3 \), i.e.
\[
Q_t(N) \sim \frac{1}{\sqrt{2\pi \sigma^2 t/\mu^3}} e^{-\frac{(N - t/\mu)^2}{2\sigma^2 t/\mu^3}}.
\]
(10)

B. Effect of power-laws

When the behavior of \( \psi(\tau) \) for large \( \tau \) is of the form
\[
\psi(\tau) \sim \tau^{-1-\alpha} \quad (0 < \alpha < 2).
\]
(11)
two distinct cases are present. When \( 1 < \alpha < 2 \) the mean renewal time diverges while the variance is finite and when \( 0 < \alpha < 1 \) also the mean \( \tau \) diverges. These two cases define two different forms of Lévy stable laws for \( S_N(t) \) and then accordingly produce two different forms of \( Q_t(N) \).

1. \( 0 < \alpha < 1 \)

For this case the asymptotic form of \( \psi(\tau) \) in the limit of \( \tau \to \infty \) is \( A\tau^{-1-\alpha}/|\Gamma(-\alpha)| \).
The Lévy stable law takes the form
\[
\left\langle \theta \left( \eta - \frac{t_N}{(AN)^{1/\alpha}} \right) \right\rangle \longrightarrow \int_{0}^{\eta} l_{\alpha,1}(u) \, du,
\]
(12)
where $l_{\alpha,1}(u)$ is one-sided Lévy PDF whose Laplace pair is $\exp(-s^\alpha)$. In order to find $Q_t(N)$ we make a change of variables of the form $N = t^\alpha/(Az^\alpha)$. Then using the fact that $\theta(t-t_N) = \theta(t-t_N/(AN)^{1/\alpha})$ and that $N$ is diverging when $t \to \infty$, we obtain from Eqs. (3) and (12)

$$\langle \theta (N - N_t) \rangle \to \int_{-\infty}^{\infty} l_{\alpha,1}(u) \, du. \quad (13)$$

Since $\langle \theta (N - N_t) \rangle$ is cumulative probability we obtain that

$$Q_t(N) \sim \frac{t}{\alpha A^{1/\alpha}} N^{-1-1/\alpha} l_{\alpha,1} \left( \frac{t}{(AN)^{1/\alpha}} \right) \quad (0 < \alpha < 1) \quad (14)$$

2. $1 < \alpha < 2$

In this case $\psi(\tau)$ still has the asymptotic form $A\tau^{-1-\alpha}/\Gamma(-\alpha)$ when $\tau \to \infty$, but since $1 < \alpha < 2$ the first moment $\mu = \int_0^\infty \tau \psi(\tau) \, d\tau$ is finite. The Lévy stable law takes the form

$$\langle \theta \left( \eta - \frac{t_N - \mu N}{(AN)^{1/\alpha}} \right) \rangle \to \int_{-\infty}^{\eta} l_{\alpha,1}(u) \, du, \quad (15)$$

where $l_{\alpha,1}(u)$ is the asymmetrical Lévy PDF that have a Laplace pair $\exp(-s^\alpha)$ and for $1 < \alpha < 2$ is defined for $-\infty < u < \infty$. For this case the change of variables is $N = t/\mu + z(At)^{1/\alpha}/\mu^{1+1/\alpha}$ and accordingly $\theta(t-t_N) = \theta(-\mu^{1/\alpha} z(1/\mu+(At)^{1/\alpha} z/t\mu^{1+1/\alpha})^{-1-1/\alpha} - t_N/\mu N/(AN)^{1/\alpha})$. That in the $t \to \infty$ limit takes the form $\theta(-z - t_N/(AN)^{1/\alpha})$. Then Eq. (15) and Eq. (3) yield

$$\langle \theta (N - N_t) \rangle \to \int_{-\infty}^{\infty} l_{\alpha,1}(u) \, du. \quad (16)$$

Since $\langle \theta (N - N_t) \rangle$ is cumulative probability we obtain that

$$Q_t(N) \sim \frac{1}{A^{1/\alpha} t^{1/\alpha} / \mu^{1+1/\alpha}} l_{\alpha,1} \left( \frac{t/\mu - N}{A^{1/\alpha} t^{1/\alpha} / \mu^{1+1/\alpha}} \right) \quad (1 < \alpha < 2) \quad (17)$$

III. THE PROBABILITY TO OBSERVE A VERY LARGE NUMBER OF RE-

NEWALS IN A FINITE TIME.

The probability $Q_t(N)$ was calculated in Sec. II in the limit of long times. For the cases when mean renewal time, $\langle \tau \rangle = \mu$, was finite the calculated formula described deviations around the average number of renewals, i.e., $\langle N \rangle = t/\mu$. The case when the time $t$ can be large but finite, while the interest is in the limit when $N \to \infty$ is quite different from what
is described in Table I. The derivations of Sec. II rely on the CLT or on the stable-laws that do not take into account atypical behavior of extreme events. In order to observe large number of renewals in a given $t$, all of those renewals must prolong for a very short time. This means that $Q_t(N)$ in this limit should depend solely on the short $\tau$ properties of $\psi(\tau)$, while those properties are not part of the details of Table I.

We assume that $\psi(\tau)$ is analytic in the $\tau \to 0$ limit and its Taylor expansion takes the form

$$\psi(\tau) \sim_{\tau \to 0} \sum_{i=0}^{\infty} C_{A+i} \tau^{A+i},$$

where $A \geq 0$ is an integer that describes the leading order of the Taylor expansion. The next step is to exploit Eq. (5) and use the large $s$ expansion of $\psi(s)$ that provides the $t \to 0$ limit, as opposed to the $t \to \infty$ limit explored in Sec. II. Eq. (18), and Tauberian Theorem [37], dictates the form of $\hat{\psi}(s)$ in the limit $s \to \infty$

$$\hat{\psi}(s) \sim_{s \to \infty} \sum_{i=0}^{\infty} \frac{C_{A+i} \Gamma(A+i+1)}{s^{A+i+1}}.$$

By introducing Eq. (19) into Eq. (5) we obtain the $s \to \infty$ expansion of $\hat{Q}_s(N)$

$$\hat{Q}_s(N) \sim \frac{[C_A \Gamma(A+1)]^N}{s^{N(A+1)+1}} \left( 1 + \sum_{i=1}^{\infty} \frac{C_{A+i} \Gamma(A+i+1)}{C_A \Gamma(A+1)s^i} \right)^N \left( 1 - \sum_{i=0}^{\infty} \frac{C_{A+i} \Gamma(A+i+1)}{s^{A+i+1}} \right).$$

On the right hand side of Eq. (20) we take the largest power of $s$ and by application of binomial expansion obtain

$$\hat{Q}_s(N) \sim_{s \to \infty} [C_A \Gamma(A+1)]^N \sum_{n=0}^{N} \binom{N}{n} \left( \frac{C_{A+1} \Gamma(A+1)}{C_A} \right)^n \frac{1}{s^{N(A+1)+n+1}}.$$

The inverse Laplace of $\hat{Q}_s(N)$ yields

$$Q_t(N) \sim \frac{[C_A \Gamma(A+1)] t^{A+1}}{\Gamma(N(A+1)+1)} \sum_{n=0}^{N} \frac{1}{n!} \left( \frac{C_{A+1} \Gamma(A+1)}{C_A} \right)^n \frac{(N(A+1))!N!(A+1)^n}{(N-n)!(N(A+1)+n)!}.$$

While Eq. (21) was developed in the limit of large $s$, we will show below that Eq. (22) holds for any fixed $t$ in the limit when $N \to \infty$. By inspection it is easy to notice that the term $(N(A+1))!N!(A+1)^n/(N-n)! (N(A+1)+n)!$ is very close to 1 while $N$ is large and $n \ll N$. Then in the limit when $N \to \infty$ we use the Taylor expansion $\exp(tC_{A+1}/C_a) = \sum_{n=0}^{\infty} (tC_{A+1}/C_a)^n/n!$ and write the asymptotic form of $Q_t(N)$

$$Q_t(N) \sim_{N \to \infty} \frac{(C_A \Gamma(A+1)t^{A+1})^N}{\Gamma(N(A+1)+1)} e^{C_{A+1} t}.$$
A proper proof of Eq. (23) is provided in Sec. III A. In Sec. III B we also develop the expression for $Q_t(N)$ when the next leading terms in $s$ of Eq. (20) are taken into account.

Equation (23) describes the probability of obtaining large number of renewals ($N$) when the measurement time ($t$) is kept fixed. As we speculated, $Q_t(N)$ in this limit solely depends on the short $\tau$ properties of $\psi(\tau)$ while large $\tau$s are completely ignored. While the opposite limit of $t \to \infty$ is separated into three different classes (see Table I), for the $N \to \infty$ limit all these three classes can be united, as long as $\psi(\tau)$ is analytic in the vicinity of 0, i.e. Eq. (18). In Section IV we use the language of the theory of Large Deviations in order to properly address these two limits and their universal features, as they emerge from Eq. (23) and Table I.

For the case of exponential $\psi(\tau)$, Eq. (23) provides the same result as the exact form of $Q_t(N)$ in this case, i.e. Poisson distribution. Broadly speaking, the mathematical form in Eq. (23) is some sort of generalization of the Poisson form. The comparisons between the developed form of $Q_t(N)$ and several specific cases are provided in Fig. I together with the more precise forms of $Q_t(N)$ for finite $N$ that are developed in the next subsection. In the next sub-section we provide an explicit proof of Eq. (23) while the corrections and necessary condition for convergence are developed in Sec. III B (see Eq. (37) and Eq. (38)).

**A. Eq. (23) as a leading order in the expansion of $Q_t(N)$**

For the derivation of Eq. (23) a hand-waving argument was utilized. While sufficient for initial introduction of the result, it is crucial to provide a rigorous derivation that also will be important for the development of corrections (for finite $N$) to the asymptotic result.

The leading order (in $N$) of $Q_t(N)$ in the $N \to \infty$ limit is provided by Eq. (22) and can also be written as

$$Q_t(N) \overset{N \to \infty}{\sim} \frac{(C_A \Gamma(A+1)t^{A+1})^N}{\Gamma(N(A+1)+1)} \sum_{n=0}^{N} \left[ \frac{t \Gamma(A+2)}{C_A \Gamma(A+1)^2} \right]^n \frac{(N(A+1))!N!}{(N-n)!(N(A+1)+n)!}.$$  

(24)

For the fraction of factorials we use $N!/(N-n)! = (-1)^n(-(N-n+1))(-(N-n+2))\ldots(-N)$ and $(N(A+1)+n)!/(N(A+1))! = (N(A+1)+1)\ldots(N(A+1)+n)$ to obtain

$$Q_t(N) \overset{N \to \infty}{\to} \frac{(C_A \Gamma(A+1)t^{A+1})^N}{\Gamma(N(A+1)+1)} \sum_{n=0}^{N} \left[ \frac{-t \Gamma(A+2)}{C_A} \right]^n \frac{(-N)_n}{(N(A+1)+1)_n},$$  

(25)
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FIG. 1: Comparison between the numerically obtained $Q_t(N)$ (symbols) and the analytic predictions of Eq. (23) (dashed line) that describes the asymptotic behavior when $N \to \infty$ and Eq. (37) (thick line) that include also corrections for finite $N$. Three different cases of $ψ(τ)$ are considered: (a) Beta distribution $ψ(τ) = 6τ(1 − τ)$ with measurement time $t = 2.5$, (b) Half Normal distribution $ψ(τ) = \frac{2}{π} e^{-x^2/4}$ with $t = 5$ and (c) Dagum distribution $ψ(τ) = 1/(1 + τ)^2$ with $t = 2$.

where $(a)_b = \Gamma(a + b)/\Gamma(a) = a(a + 1)\ldots(a + b - 1)$ is the Pochhammer symbol [38]. When $n > N$ the $(-N)_n$ will include a multiplier $(-N + N) = 0$ and so for any $n > N$ $(-N)_n = 0$ and we can extend the upper limit of summation in Eq. (25) up to $n \to \infty$.

Then by using the definition of $\,_1F_1(a; b; z)$, i.e the Kummer function of the first kind [38], $\,_1F_1(a; b; z) = \sum_{n=0}^{\infty} \frac{(a)_n z^n}{(b)_n n!}$, we obtain that

$$Q_t(N) \sim_{N \to \infty} \frac{(C_A \Gamma(A + 1)t^{A+1})}{\Gamma(N(A + 1) + 1)} \,_1F_1\left(-N; N(A + 1) + 1; -t \frac{C_{A+1}(A + 1)}{C_A}\right).$$  (26)

This result is the leading $N$-order behavior of $Q_t(N)$ when $N \to \infty$. The proof that in the limit when $N \to \infty$ Eq. (26) converges to Eq. (23), as was previously suggested, follows directly from the properties of Kummer function. The Kummer function $\,_1F_1(a; b; z)$ satisfies
the second order differential equation
\[ zd^2 F_1(a; b; z) / dz^2 + (b - z) dF_1(a; b; z) / dz - a_1 F_1(a; b; z) = 0, \] (27)
that for the specific parameters \( a = -N \) and \( b = N(A + 1) + 1 \) is given by
\[ zd^2 F_1(a; b; z) / dz^2 + (N(A + 1) + 1 - z) dF_1(a; b; z) / dz + N_1 F_1 = 0. \] (28)
Multiplying Eq. (28) by \( 1/N \) and taking the \( N \to \infty \) limit we obtain
\[ dF_1(a; b; z) / dz + 1/(A+1) F_1 = 0 \]
which provides the asymptotic behavior
\[ F_1(-N; N(A + 1) + 1; z) \sim \exp \left(-\frac{z}{A + 1}\right). \] (29)
Eq. (29) and Eq. (26) give the asymptotic behavior of \( Q_t(N) \) as is provided by Eq. (23).

In Fig. 1 the comparison between Eq. (23) and numerical simulations is performed. We do see that the \( Q_t(N) \) is indeed approaches to the theoretical result of Eq. (23) but some deviations are still noticeable. Specifically in panel (b) where the expected number of renewals \( t/(\tau) \) is 5 we see a difference even when \( N > 15 \). This suggests that corrections for finite \( N \) of the asymptotic form of Eq. (23) are needed, together with some sort of criteria of convergence to this asymptotic result. These issues are addressed in the next subsection.

**B. The effect of higher order expansion of \( \psi(\tau) \)**

The full expansion of \( \hat{Q}_s(N) \) in the limit of \( s \to \infty \) is provided by Eq. (20). Previously we explicitly used only the first two terms, i.e. \( C_A \) and \( C_{A+1} \), in the expansion of \( \hat{\psi}(s) \) and it is not clear how the next terms in the expansion affect the result. From the form of Eq. (20) it is hard to guess how the corrections are going to behave. Moreover, a clear criteria as for where to cut the expansion of \( \hat{\psi}(s) \) is needed. To accomplish this task we rewrite Eq. (20) as
\[ \hat{Q}_s(N) = \left[C_A \Gamma(A + 1)\right]^N \sum_{n=0}^{N} \left(\sum_{i=0}^{\infty} \frac{C_{A+i} \Gamma(A + i + 1)}{C_A \Gamma(A + 1) s^{i}}\right) \left(1 - \sum_{i=0}^{\infty} \frac{C_{A+i} \Gamma(A + i + 1)}{s^{A+i+1}}\right) \]
while using the binomial expansion. Next, by applying the multinom expansion \((\sum_{i=0}^{n} w_i)^n = \sum_{(k_i)} \prod_{i=0}^{n} \sum_{k_i} w_i^{k_i}\), the summation is for every possible set of values for \( k_i \) (integer) that
satisfy the condition $\sum_{i=0}^{m} k_i = n$. In the $m \to \infty$ limit Eq. (30) yields

$$
\hat{Q}_i(N) = \sum_{n=0}^{N} \sum_{j=0}^{\infty} \sum_{\{k_i\}} \left( \frac{N}{n} \right)^{N} \frac{[C_A \Gamma(A + 1)]^N}{s^{N(A+1)+1}} \times
\times \frac{n!}{\prod_{i=0}^{\infty} k_i!} \left( \prod_{i=0}^{\infty} \left[ \frac{C_{A+1+i} \Gamma(A + 2 + i)}{C_A \Gamma(A + 1)} \right]^{k_i} \right) \frac{B_j}{s^{\sum_{i=0}^{\infty} (i+1)k_i + l_j}},
$$

(31)

where $\forall j > 0$, $B_j = -C_{A+j-1} \Gamma(A + j)$, $l_j = A + j$ and $B_0 = 1$, $l_0 = 0$. By taking inverse Laplace transform term by term in Eq. (31) we finally obtain

$$
Q_i(N) = \frac{(C_A \Gamma(A + 1) t^{A+1})^{N}}{\Gamma(N(A + 1) + 1)} \sum_{n=0}^{N} \sum_{j=0}^{\infty} \sum_{\{k_i\}} \sum_{i=0}^{\infty} B_j t \left[ \sum_{i=0}^{\infty} (i+1)k_i + l_j \right] \times \left( \prod_{i=0}^{\infty} \left[ \frac{C_{A+1+i} \Gamma(A + 2 + i)}{C_A \Gamma(A + 1)} \right]^{k_i} \right) \frac{(N(A + 1))!N!}{(N-n)!\prod_{i=0}^{\infty} k_i!} \times \frac{1}{\Gamma(N(A + 1) + \sum_{i=0}^{\infty} (i+1)k_i + l_j + 1)}
$$

(32)

where again the summation $\sum_{\{k_i\}}$ is for every possible set of values for $k_i$ (integer) that satisfy the condition $\sum_{i=0}^{\infty} k_i = n$. Next we change the order of summation in Eq. (32). Instead of first summing up all given realizations $\{k_i\}$ that satisfy $\sum_{i=0}^{\infty} k_i = n$, we first want to sum all different $n$s for a specific realization $\{k_i\}_{\kappa_1, \kappa_2}$. The realization $\{k_i\}_{\kappa_1, \kappa_2}$ is defined as a realization for which the lowest possible index $i$, for which $k_i > 0$, is greater than 0 while $\sum_{i=1}^{\infty} k_i = \kappa_1$ and $\sum_{i=m+1}^{\infty} k_i = \kappa_2$. We notice that

$$
_{1}F_{1}\left( -(N-\kappa_1); N(A + 1) + \kappa_1 + \kappa_2 + l_j + 1; -\frac{C_{A+1}}{C_A} (A + 1) t \right)
= \left( \frac{N!N((A + 1))!}{(N - \kappa_1)!N(A + 1) + \kappa_1 + \kappa_2 + l_j)!} \right)^{-1} \sum_{n=\kappa_1}^{N} t^{n-\kappa_1} \left( \frac{C_{A+1} \Gamma(A + 2)}{C_A \Gamma(A + 1)} \right)^{n-\kappa_1}
\times \frac{(N-n)!n-\kappa_1}{(N(A + 1))!N!} \Gamma(N(A + 1) + \kappa_1 + \kappa_2 + (n - \kappa_1) + l_j + 1),
$$

(33)

and Eq. (32) can be rewritten as

$$
Q_i(N) = \frac{(C_A \Gamma(A + 1) t^{A+1})^{N}}{\Gamma(N(A + 1) + 1)} \sum_{j=0}^{\infty} \sum_{\kappa_1=0}^{\kappa_2} \sum_{\{k_i\}_{\kappa_1, \kappa_2}} \sum_{l_j} B_j t^{\kappa_1+\kappa_2+l_j} N!N((A + 1))!b(\{k_i\}_{\kappa_1, \kappa_2})
\times \frac{(N - \kappa_1)!N(A + 1) + \kappa_1 + \kappa_2 + l_j)!}{(N(A + 1) + \kappa_1 + \kappa_2 + l_j)!}
\times_{1}F_{1}\left( -(N - \kappa_1); N(A + 1) + \kappa_1 + \kappa_2 + l_j + 1; -\frac{C_{A+1}}{C_A} (A + 1) t \right),
$$

(34)
where \( b(\{k_i\}_{\kappa_1, \kappa_2}) = \left( \prod_{i=1}^{\infty} \frac{1}{k_i!} \left[ \frac{C_{A+i+1} F(A+2+i)}{C_A F(A+1)} \right]^{k_i} \right) \) and \( \forall j > 0 \), \( B_j = -C_{A+j-1} \Gamma(A + j) \), \( l_j = A + j \) and \( B_0 = 1 \), \( l_0 = 0 \). The summation \( \sum_{k_2} \) is constrained to all the values \( \sum_{i=1}^{\infty} i k_i = \kappa_2 \) while \( \sum_{i=1}^{\infty} k_i = \kappa_1 \). The summation \( \sum_{\{k_i\}_{\kappa_1, \kappa_2}} \) is for all possible realizations of \( k_i \) for given \( \kappa_1 \) and \( \kappa_2 \). The advantage of writing \( Q_t(N) \) as a sum of Kummer functions is the fact that the asymptotic expression for \( _1 F_1 \) (when the parameters are as in Eq. (34)) is obtained in a quite straightforward manner (see Appendix A). The pre-factor of \( _1 F_1 \) includes an integer power of \( t \) and a quotient of factorials that can be expanded in a power-series of \( 1/N \). Indeed, the powers of \( t/N^\beta \) in the pre-factor of \( _1 F_1 \) appear due to the terms \( t^{\kappa_1 + \kappa_2 + l_j} N! (N(A + 1))/(N - \kappa_1)! (N(A + 1) + \kappa_1 + \kappa_2 + l_j) \). For sufficiently large \( N \) this term transforms into \( t^{\kappa_1 + \kappa_2 + l_j}/N^{\kappa_2 + l_j} \). Since \( \kappa_2 > \kappa_1 \) when \( k_i > 0 \) for any \( i > 1 \), we notice that only such combinations \( \{k_i\}_{\kappa_1, \kappa_2} \) where \( \forall i > 1 \) \( k_i = 0 \) contribute to terms with integer powers of \( (t/N^{1/2}) \). This is due to the fact that for this case \( \kappa_1 = \kappa_2 \). Any other combination of \( \{k_i\}_{\kappa_1, \kappa_2} \) produce integer powers of \( (t/N^\beta) \) with \( \beta > 1/2 \). According to Appendix A the function \( _1 F_1 \) is also a sum of terms that are multiplied by integer powers of \( t/N^\beta \). Summing up all the terms up to \( \beta \leq 1/2 \) produces (see Eq. (A11)) the approximation

\[
_1 F_1 \left( -(N - \kappa_1); N(A + 1) + \kappa_1 + \kappa_2 + l_j + 1; -\frac{C_{A+1}}{C_A} (A + 1)t \right) \sim _N \frac{C_{A+1}}{C_A} \left( \frac{(A+2) C_{A+1}^2}{2(A+1) C_A^2} \right)^2
\]

(35)

We notice that

\[
_1 F_2 \left( -N; \frac{N(A + 1) + 1}{2}, \frac{N(A + 1) + 2}{2}; -\frac{C_{A+2} (A + 1)(A + 2)}{4C_A} t^2 \right) = \sum_{k=0}^{N} \frac{t^{2k} N! (N(A + 1)!)^2}{(N - \kappa_1)! (N(A + 1) + \kappa_1 + \kappa_2 + l_j)! k!} \left( \frac{C_{A+2} (A + 1)(A + 2)}{C_A} \right)^k,
\]

(36)

where \( _1 F_2 \) is the generalized hypergeometric function (see Appendix B), and all the pre-factors of \( _1 F_1 \) in Eq. (34) that include integer powers of \( t/N^{1/2} \) are summed up and produce this \( _1 F_2 \) function in Eq. (36). We use Eq. (35), Eq. (36) and its large \( N \) approximation (see Eq. (B8)) and obtain from Eq. (34) the expression for \( Q_t(N) \) that includes the contribution of all terms of the type \( t/N^\beta \), \( \forall \beta \leq 1/2 \)

\[
Q_t(N) \sim _N \frac{C_A \Gamma(A + 1) t^{A+1}}{\Gamma(N(A + 1) + 1)} e^{-\frac{C_{A+1} t^2}{C_A}} \left( e^{\frac{C_{A+2} t^2}{2C_A}} - \frac{C_{A+2} - 1}{C_A} e^{\frac{C_{A+1} t^2}{2C_A}} \right)^2.
\]

(37)

Eq. (37) includes the corrections to the asymptotic form of \( Q_t(N) \), as it is displayed by Eq. (23). From the derivation of Eq. (37) it become clear that any additional correction to
the asymptotic for of $Q_t(N)$ will involve terms with $t/N^\beta$ with $\beta > 1/2$ that will decay to 0 when $N \to \infty$ faster than the terms that appear in Eq. (37). We are now ready to state the necessary condition for convergence of $Q_t(N)$ to the asymptotic form in Eq. (23), i.e.

$$\frac{t}{N} \ll \left| \frac{2(A + 1)C_AC_{A+1}}{(A + 2)[2C_{A+2}C_A - C_{A+1}^2]} \right|. \quad (38)$$

This condition is true when the coefficient $C_{A+1} \neq 0$. Otherwise $[(A + 1)C_{A+2}/(A + 1)C_A]t^2/N$ should be small.

During the derivation of Eq. (37) all terms that included powers of $t/N^\beta$, with $\beta > 1/2$, were neglected. The properties of the the hyper-geometric functions, briefly introduced in the Appendixes, suggest that all those additional terms will introduce multiplicative factors in Eq. (37). These multiplicative pre-factors will converge to 1 in the large $N$ limit. In other words, the additional corrections are expected to contribute additional terms in the exponent function in Eq. (37), those terms are expected to decay faster than $t^2/N$ since they are functions of $t/N^\beta$ with $\beta > 1/2$.

In Figure 1 we see that the prediction that include corrections for finite $N$, i.e. Eq. (37), is superior to the asymptotic prediction for the explored cases. For large enough $N$ both expression converge to exactly the same result. For sufficiently low $N$ we do see noticeable differences between the two expressions and the faster convergence of the result with higher correction terms, i.e. Eq. (37), to the true behavior. It is interesting to notice that for the case when $\psi(\tau)$ is exponential, i.e. $\psi(\tau) = \exp(-\tau/\langle\tau\rangle)/\langle\tau\rangle$, Eq. (23) is the exact $Q_t(N)$ and indeed the correction term in Eq. (37) simply zeros out.

While the comparison of the derived results for $Q_t(N)$ with real examples was performed for not large measurement time $t$, the formulas are not limited to small times. The only limitation is smallness of $t/N$, as it is expressed by Eq. (38). This leads us to conclusion that the behavior of $Q_t(N)$ in the large $N$ limit can be connected to the behavior of this function in the $t \to \infty$ limit, i.e. the formulas in Table 1 especially the $\#$ I case. We address this task in the next section by utilizing the language of Large Deviations.

**IV. LARGE DEVIATIONS AND THE RATE FUNCTIONS**

The behavior of $Q_t(N)$ in the limit of large measurement time $t$ can be described by using the language of Large Deviations [39-43] that has been applied to renewal-reward process
FIG. 2: The rate function $\mathcal{I}_t(z)$ for the case of $\psi(\tau) = \frac{1}{2} (e^{-\tau} + 2e^{-2\tau})$ and several measurement times $t$. The symbols are numerical realizations of $\mathcal{I}_t(z)$ for: $t = 2$ (○), $t = 10$ (□), $t = 25$ (○), $t = 50$ (▽) and $t = 100$ (★). Thick lines are the theoretical predictions that use Eq. (37) for $Q_t(zt)$ in the $\mathcal{I}_t(z)$ definition (Eq. (39)). The dashed-dotted line describe the asymptotic rate function $\mathcal{I}_t(z)$, as it is provided by Eq. (42). In the inset the same figure is presented but with linear scale for the $y$ axis. The addition is the dashed line that describes the Gaussian behavior of $\mathcal{I}(z)$, according to Eq. (40).

(i.e CTRW) [44–46] and general Markov processes [47]. The Large Deviations Principle states that in the limit of $t \to \infty$ when taking a fixed ratio $N/t = z$, $Q_t(N)$ can be described by the means of a rate function $\mathcal{I}(z)$, i.e. $Q_t(N) \sim e^{-t\mathcal{I}(z)}$. For any finite $t$ the rate function is defined as

$$\mathcal{I}_t(z) = -\log \left( Q_t(N) \right) / t$$

when we set $z = N/t$. One can find the rate function when the distribution of the random variables ($\tau$s) is not broad, i.e. case # I in Table I. Specifically one can deduce that due to the Gaussian property of $Q_t(N)$ there is a universal behavior of $\mathcal{I}(z)$. Indeed, taking the $t \to \infty$ limit in Eq. (39) and using the Gaussian form of $Q_t(N)$ in Eq. (10) we obtain that

$$\mathcal{I}(z) \sim \frac{(z - 1/\mu)^2}{2\sigma^2/\mu^3}$$

when $z = N/t$ is in the vicinity of $1/\mu$. The rate function $\mathcal{I}(z)$ states that the PDF of the random variable $z = N/t$ is universal in the $t \to \infty$ limit in the vicinity of $z = 1/\mu$ when
there exist a finite mean and variance for the $\psi(\tau)$. While this fact is commonly known, the presented results for the behavior of $Q_t(N)$ in the $N \to \infty$ limit suggest that there is an additional universal behavior of $I(z)$ irrespective of the existence of average $\tau$ (i.e. finite $\mu$). The limit of large $N$ of $Q_t(N)$, as it is expressed by Eq. (37), is not assuming small $t$. Thus by using Stirling’s approximation in the $N \to \infty$ limit and keeping $N$ such that the condition in Eq. (38) is satisfied, from Eq. (37) we obtain that

$$I_t(z) \sim (A + 1) N \log \left( \frac{N}{t} \right) + N \log \left( \frac{(A + 1)^{A+1}}{C_A \Gamma(A + 1) e^{A+1}} \right) - \frac{C_A^{A+1}}{C_A} - \frac{(A + 2)}{(A + 1)} \left( \frac{C_A^{A+2}}{C_A} - 2 \frac{C_A^2}{C_A} \right) \frac{1}{N}$$

or in terms of the rate function

$$I(z) \sim z \left[ (A + 1) \log(z) + \log \left( \frac{(A + 1)^{A+1}}{C_A \Gamma(A + 1) e^{A+1}} \right) \right] - \frac{C_A^{A+1}}{C_A} - \frac{(A + 2)}{(A + 1)} \left( \frac{C_A^{A+2}}{C_A} - 2 \frac{C_A^2}{C_A} \right) \frac{1}{z}$$

in the large-$z$ limit. We see that indeed in the functional form of $I(z)$ in the large $z$ limit is universal in the same sense that the form of the rate function is universal near its minima. Meaning, a parabolic behavior for $z = 1/\mu$ and almost linear (with logarithmic corrections) behavior for large enough $z$. While the condition for parabolic behavior is the existence of mean and variance for $\psi(\tau)$, the large $z$ universality need $\psi(\tau)$ to be analytic in the vicinity of $\tau = 0$. The transition between the large $z$ limit of $I(z)$ and the parabolic behavior near $z \sim 1/\mu$ is not universal and depends on all the properties of $\psi(\tau)$. Already in the form of $I(z)$, as it appears in Eq. (42), there is a term that is proportional to $1/z$. This term is due to the corrections to $Q_t(N)$ that were introduced in Sec. III B by inclusion of powers of $t/N^{1/2}$. If additional correction terms for $Q_t(N)$ of the form $t/N^\beta$ ($\beta > 1/2$) will be included it will lead to higher powers of $1/z$ in the form of $I(z)$ and also appearance of higher orders of the Taylor expansion of $\psi(\tau)$. Those terms are negligible in the large $z$ limit while for small enough $z$ they contribute in a non-trivial way to the appearance of parabolic behavior around $z = 1/\mu$.

The convergence of the rate function to both universal forms is displayed in Fig. 2 and Fig. 3 for the specific case of $\psi(\tau) = \frac{1}{2} e^{-\tau} + e^{-2\tau}$. The convergence to a parabola occurs for $z \sim 1/\mu = 4/3$ and for $z > 2$ we already start to see the convergence to the universal limit for large $z$. From this comparison we can also see the crucial difference between the two universal limits. While parabolic behavior behavior occurs only in the large $t$ limit, the
FIG. 3: The rate function $I_t(z)$ for the case of $\psi(\tau) = \frac{1}{2} (e^{-\tau} + 2e^{-2\tau})$ and $t = 100$. Numerical realization is described by symbols. The thick line is the theoretical prediction for $I_{100}(z)$ and the dashed-dotted line is the asymptotic behavior of $I(z)$ according to Eq. (42). The dashed line displays the theoretical prediction according to the parabolic form of $I(z)$, i.e. Eq. (40). The inset displays the same plot with logarithmic scale of the $y$ axis and focuses on the discrepancies near $z = 1/\mu$.

large $z$ form of $I(z)$ is not limited to large $t$. For Eq. (37) to work properly the condition $t/N << 1$ (see Eq. (38)) must be satisfied, and $t$ must not be large. This is why the rate functions that are derived for finite time work extremely well for the examples in Fig. 2 and Fig. 3. For the described example we see (Fig. 2) that already at $t = 10$ the convergence at the tails to asymptotic $I(z)$ is extremely good (the $I_t(z)$ works perfectly even when $t = 2$). The discrepancies between the true behavior and the asymptotic $I(z)$ around $z = 4/3$ are still noticeable even for $t = 100$ (see Fig. 3).

V. SUMMARY

The number of renewals is an important quantity in many physical and mathematical models where the renewal assumption holds. We focused in this work on the behavior of the distribution of the number of renewals ($N$), when $N$ is large and the measurement time $t$ is fixed. While the regular assumption is that universal behavior of $Q_t(N)$ (summarized in
Table I appears only for large $t$ we show that in the limit of large $N$ there is an additional universal limit that holds even when $t$ is small. The only condition of this limit is the analyticity of the distribution of the waiting times, $\psi(\tau)$ in the vicinity of $\tau = 0$. For large $t$ the universality is displayed as a general functional form of $Q_t(N)$, e.g. Gaussian or Lévy, that differs from one $\psi(\tau)$ to another only by the values of such components as average $\tau$, the variance or the power-law decay of $\psi(\tau)$. When $N$ is large the functional form is always the same (Eq. (23)) and the difference between different $\psi(\tau)$s is achieved via the difference in the coefficients of Taylor expansion of $\psi(\tau)$ that enter the formula. By exploration of the properties of hyper-geometric functions the corrections for $Q_t(N)$, for any finite $N$, were provided (Eq. (37)) and the necessary condition for convergence to the asymptotic form was obtained (Eq. (38)). We also extended our results to the limit of large measurement times.

Using the language of the theory of Large Deviations for the number of renewals, we show that the form of the Large Deviations rate function $I(z)$ is always linear (up to logarithmic corrections) in the large $z$ limit, as opposed to the parabolic behavior that is present in the vicinity of $z = 1/\mu$ (only for case #I of Table I).

It is finally important to notice that while we explored the behavior of the random variable $N_t$, the equations that were utilized are similar to the equations that define the probability distribution of $t_N$. Specifically, the cumulative distribution of the time $t$ that will take $N$ renewals to occur is provided by Eq. (23) and Eq. (37), in the large $N$ limit.

Acknowledgments: This work was supported by the Pazy Foundation grant 61139927. I thank E. Barkai for stimulating discussions.

Appendix A: The Asymptotic Behavior of the Kummer Function of the First Kind

The Kummer function of the first kind \cite{kummer_function} is defined as

\[ \,_1F_1(a; b; z) = \sum_{n=0}^{\infty} \frac{(a)_n z^n}{(b)_n n!} \]  \tag{A1} \]

where

\[ (a)_b = \frac{\Gamma(a + b)}{\Gamma(a)} = a(a + 1) \ldots (a + b - 1) \]  \tag{A2} \]

is the Pochhammer symbol \cite{kummer_function}. $\,_1F_1(a; b; z)$ satisfies the second order differential equation

\[ z \frac{d^2 \,_1F_1(a; b; z)}{dz^2} + (b - z) \frac{d \,_1F_1(a; b; z)}{dz} - a \,_1F_1(a; b; z) = 0, \]  \tag{A3} \]
that for a specific choice of the parameters \(a = -(N - d_1)\) and \(b = N(A + 1) + d_2 + 1\) (for integer \(d_1\) and \(d_2\)) turns into

\[
\epsilon z \frac{d^2 y}{dz^2} + (A + 1 + \epsilon(1 + d_2 - z)) \frac{dy}{dz} + (1 - \epsilon d_1)y = 0. \tag{A4}
\]

for \(y = _1F_1(-N; N(A + 1) + 1; z)\) and \(\epsilon = 1/N\). Since we are interested in the the behavior of \(_1F_1(-N + d_1; N(A + 1) + d_2 + 1; z)\) in the \(N \to \infty\) limit, we use perturbation series for small \(\epsilon\). Specifically the solution is presented as \(y(z) = \sum_{k=0}^{\infty} \epsilon^k y_k(z)\). We use the boundary conditions \(y_0(0) = 1\) and \(\forall k \geq 1\ y_k(0) = 0\). Introduction of this representation of \(y(z)\) into Eq. (A4) yields the relation

\[
(A + 1) \frac{dy_0}{dz} + y_0 = 0 \tag{A5}
\]

and

\[
(A + 1) \frac{dy_k}{dz} + y_k + z \frac{d^2 y_{k-1}}{dz^2} + (d_2 + 1 - z) \frac{dy_{k-1}}{dz} - d_1 y_{k-1} = 0 \quad (k > 0). \tag{A6}
\]

The solution for \(y_0\) is similar to the asymptotic behavior that we already obtained in Eq. (29), i.e. \(y_0(z) = \exp(-z/(A + 1))\). For any \(k > 0\) the recurrence relation in Eq. (A6) produces

\[
y_k(z) = -\frac{e^{-\frac{z}{A + 1}}}{A + 1} \left[\int e^{\frac{z}{A + 1}} \left(z \frac{d^2 y_{k-1}}{dz^2} + (d_2 + 1 - z) \frac{dy_{k-1}}{dz} - d_1 y_{k-1}\right) dz + \tilde{C}_k\right] \quad (k > 0), \tag{A7}
\]

where \(\tilde{C}_k\) is a constant that is determined by applying the initial condition \(y_k(0) = 0\). The form of \(y_0\) dictates that \(\forall k \tilde{C}_k = 0\). From Eq. (A7) we can obtain the corrections up to any order, specifically

\[
y_1(z) = \frac{1}{(A + 1)^3} e^{-\frac{z}{A + 1}} \left(-\frac{1}{2} (A + 2) z^2 + (A + 1)(d_1(A + 1) + d_2 + 1) z\right), \tag{A8}
\]

and for a general \(k > 0\)

\[
y_k(z) = \frac{1}{(A + 1)^{3k}} e^{-\frac{z}{A + 1}} p_{2k}(z) \tag{A9}
\]

where \(p_{2k}(z)\) is a polynomial of order \(2k\) without a constant term. For \(p_{2k}(z)\) the leading non-constant term is \((-1)^k(A + 2)^k z^{2k}/(2k)!!\), where \((2k)!!\) is the double factorial \((2k)!! = \prod_{j=1}^{k} (2j)\). Finally we can write the expansion of \(_1F_1(-(N + d_1); N(A + 1) + d_2 + 1; z)\) as

\[
_1F_1(-(N + d_1); N(A + 1) + d_2 + 1; z) = e^{-\frac{z}{A + 1}} \left[1 + \sum_{k=1}^{\infty} \frac{1}{N^k (A + 1)^{3k}} p_{2k}(z)\right]. \tag{A10}
\]

It is important to notice that since the leading order of \(p_{2k}(z)\) is \(2k\) then the highest ratio of the power of \(z\) and the power of \(N\), in the expansion of the Kummer function, is always 2.
This fact will become important in the main text when addressing the convergence of \( Q_t(N) \) to its limit form. Specifically, when taking into account only the terms that are powers of \( t^2/N \) in Eq. (A10) and using the fact that \( \exp(-z^2/2) = \sum_{k=0}^{\infty} (-1)^k z^{2k} / (2k)! \) we obtain that

\[
1_F_1(-(N + d_1); N(A + 1) + d_2 + 1; z) \sim e^{-\frac{1}{2} N z^2 - \frac{A + 2}{2(A + 1)^3} \frac{z^2}{N}}
\]  

(A11)

Appendix B: The Asymptotic Behavior of the Generalized Hyper Geometric Function \( 1_F_2 \)

The generalized hypergeometric function \( 1_F_2(a; b_1, b_2; z) \) is defined as

\[
1_F_2(a; b_1, b_2; z) = \sum_{n=0}^{\infty} \frac{(a)_n}{(b_1)_n(b_2)_n} \frac{z^n}{n!}
\]

and it satisfies the third-order ordinary differential equation

\[
z^2 \frac{d^3}{dz^3} 1_F_2 + (1+b_1+b_2)z \frac{d^2}{dz^2} 1_F_2 + [(b_1 - 1)(b_2 - 1) + b_1 + b_2 - 1 - z] \frac{d}{dz} 1_F_2 - a_1 1_F_2 = 0.
\]

(B2)

Of specific interest are the parameters \( a = -N, b_1 = (N(A + 1) + 1)/2 \) and \( b_2 = (N(A + 1) + 2)/2 \). Then Eq. (B2) is

\[
e^2 z^2 \frac{d^3}{dz^3} y + \left( A + 1 \right) \frac{d^2}{dz^2} y + \left[ \frac{(A + 1)^2}{4} + \frac{3(A + 1)}{4} \epsilon + \frac{1}{2} - z \right] \frac{d}{dz} y + \epsilon y = 0,
\]

(B3)

where \( \epsilon = 1/N \) and \( y = 1_F_2(-N; (N(A + 1) + 1)/2, (N(A + 1) + 2)/2; z) \). In a similar fashion as in Appendix A we search for a solution in the \( N \to \infty \) limit and use a perturbation series representation for small \( \epsilon \), i.e. \( y(z) = \sum_{k=0}^{\infty} y_k(z) \). We use the boundary conditions \( y_0(0) = 1 \) and \( \forall k \geq 1 \ y_k(0) = 0 \). Introduction of this representation into Eq. (B3) yields the solution for \( y_0 \)

\[
y_0(z) = 1
\]

(B4)

The equation for \( y_1(z) \) is

\[
\frac{(A + 1)^2}{4} \frac{dy_1}{dz} + (A + 1)z \frac{d^2 y_0}{dz^2} + \frac{3(A + 1)}{4} \frac{dy_0}{dz} + y_0 = 0
\]

(B5)

that together with Eq. (B4) and the boundary conditions leads to

\[
y_1(z) = -\frac{4}{(A + 1)^2} z.
\]

(B6)
For any $k \geq 2$ we can write the recursive equation for $y_k$

\[
y_k(z) = -\frac{4}{(A+1)^2} \int \left\{ z^2 \frac{d^3 y_{k-2}}{dz^3} + \frac{5z}{2} \frac{d^2 y_{k-2}}{dz^2} + \left( \frac{1}{2} - z \right) \frac{dy_{k-2}}{dz} \right\} \right\} dz
\]

(B7)

Inspection of Eq. (B7) shows that $y_k(z)$ is a polynomial of degree $k$ without a constant term. According to Eq. (B7) the leading term of $y_k(z)$ is $(-4)^k z^k / (A+1)^{2k}$. Since $\text{1}_F_2(-N; (N(A+1) + 1)/2, (N(A+1) + 2)/2; z) = \sum_{k=0}^{\infty} y_k(z)/N^k$, the hypergeometric function $\text{1}_F_2$ is a polynomial in $z$. The highest ratio of the power of $z$ and the power of $N$ is 1. This fact will become important in the main text when addressing the convergence of $Q_t(N)$ to its limit form. Specifically, when taking into account only the terms that are powers of $z/N$ in the expansion $\sum_{k=0}^{\infty} y_k(z)/N^k$ and using the fact that $\exp(-z) = \sum_{k=0}^{\infty} (-1)^k z^k / k!$ we obtain that
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