Multiplex optical biosensors based on multi-pinhole interferometry
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Abstract: The application of new sensor technologies for frequent biomarker monitoring in combination with the leverage of artificial intelligence has great potential to improve the design and safety of health care. With current research efforts, the screening of tens of biomarkers at the point of care and immediate adjustment of therapy is coming within reach. Here we introduce an optical multiplexing approach based on multi-pinhole interference providing inherent differential referencing between a multitude of measurement fields on a surface. A theoretical study of an 11-plex and a 54-plex design is complemented with the experimental demonstration of the technique for a 3-field refractive index measurements and detection of human α-thrombin.
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1. Introduction

Improving health care requires the screening of multiple molecular biomarkers combined with artificial intelligence for prediction of diseases [1–3]. The current gold standard methods for molecular biomarker screening in body fluids include polymerase chain reaction (PCR) or enzyme-linked immunosorbent assays (ELISA). Both are typically not available at the point of care (PoC). For personal use single-parameter tests such as pregnancy tests or recently SARS-CoV-2 tests are widely available. The current research aim is to develop miniaturized measurement systems for the evaluation of biomarker panels with a limit of detection (LOD) on the order of 1 pg/ml. To increase predictive power sampled body fluids should be screened regarding a multitude of molecular biomarkers in parallel. For example, for cancer screening the measurement of at least 4-10 biomarkers is recommended [4]. Recently, progress in screening tens of biomarkers at the point of care has been shown [2–11]. Electrochemical biosensors based on amperometry [6], potentiometric or field-effect transistors [7,8] show low LODs, and rapid label-free biomarker detection. Field-effect transistor-based biosensors allow direct low LOD multiplex biomarker measurements [7,8]. Optical nanomechanical cantilevers show multiplex microRNA detection at low concentrations [9]. Localized surface plasmon resonance sensors are already applied for label-free, multiplex, and real time analysis of cytokines in low concentrations [10]. Micro-ring resonator arrays are used for high-throughput multiplexed microRNA analysis [11] but rely on a rather complex optical measurement setup. Optical biosensors using grating nanostructures (photonic-crystal slabs) are easily interfaced with out-of-plane incident light and particularly advantageous for multiplex measurements [12–15]. Usually, the wavelength shift of the quasi-guided mode resonance (GMR) in the transmission or reflection spectrum is detected upon refractive index changes on the nanostructure surface (Fig. 1(g)). Alternatively, the resulting intensity shift is measured by a detector [16–18]. A lower LOD was demonstrated by detecting the phase shift of the GMR (Fig. 1(g)) [19–21]. The interferometric setup increases the complexity of the system [19,21] and so far, only the analysis of one molecular biomarker has been demonstrated [19–21]. Mach-Zehnder-interferometers require beam splitters and mirrors [19] or electro-optical heterodyne interferometers are built with lock-in amplifiers and function generators [21]. Here, we introduce a new type of compact common-path interferometer biosensor using a multi-pinhole aperture and suitable for simultaneous sampling of tens of measurement fields for multiplex
molecular biomarker detection. The pinhole based common path interferometer just relies on apertures and a circular polarizers, additional to the common optical components such as lenses and the light source.

Fig. 1. Multi-pinhole Fourier frequency division method and setup. a) Common-path interferometer setup for measurement of proteins binding to a photonic-crystal surface functionalized with oligomers. Using a multi-pinhole plate and a Fourier lens the far field interference pattern is obtained on the camera, b) Example 3-pinhole pattern (black spots) sampling measurement fields F0, F1 and FR. c) Near field diffraction pattern, d) far field diffraction pattern (Fourier transform of wavefront in pinholes), and e) inverse Fourier transform of the far field intensity. f) Phase shift signals from different complex frequencies in the Fourier domain are measured to detect a refractive index change on the functionalized surface. g) Reflection intensity and phase shift of the transverse magnetic GMR upon analyte refractive index change from $n_1$ to $n_2$.

2. Methods and materials

2.1. Mathematical description of the far field and phase calculation

The far field pinhole diffraction pattern and its Fourier Transform are mathematically expressed as follows [22,23]. The optical fields within the pinholes are defined as:

$$E_n = A_n e^{i \phi_n}$$

They depend on their phase $\phi_n$ and amplitude $A_n$. Hence, the total field produced by the N-pinhole pattern is:

$$E = \sum_{n=1}^{N} E_n \text{circ} (x - x_n, y - y_n) = I(x, y)$$

The circular pinhole area at the position $(x_n, y_n)$ is defined by the $\text{circ}()$ function. The intensity of the far field diffraction pattern is calculated by the Fourier transform $\mathcal{F}$:

$$I(X, Y) = I_0 \left| \sum_{n=1}^{N} E_n \mathcal{F} \{ \text{circ} (x - x_n, y - y_n) \} \right|^2$$
The intensity is recorded by a camera. To demodulate and decompose the pattern into its frequency components for the phase calculation, the inverse Fourier transform is applied:

\[
g(u, v) = \mathcal{F}^{-1}\{I(X, Y)\} = \int \int t(X, Y) * t^*(X - u, Y - v) dX dY
\]

(4)

\[
= \sum_{m=1}^{N} \sum_{n=1}^{N} A_m A_n e^{i(\phi_m - \phi_n)} \int \int \text{circ}(X - x_m, Y - y_m) \text{circ}(X - u - x_n, Y - v - y_n) dX dY
\]

(5)

\[
= \sum_{m=1}^{N} \sum_{n=1}^{N} P_{mn}(u, v) E_m E_n^*
\]

(6)

Thereby \(P_{mn}(u, v)\) is the convolution of the \(m^{th}\) with the \(n^{th}\) pinhole. The phase difference \(\phi_{mn} = \phi_m - \phi_n\) is calculated by:

\[
\phi_{mn}(u, v) = \tan^{-1}\left(\frac{\text{Im}(g(u, v))}{\text{Re}(g(u, v))}\right)
\]

(7)

### 2.2. Photonic-crystal fabrication

A photonic-crystal grating is replicated from a quartz-glass master that has a grating structure of 370 nm and a grating depth of 45 nm (203104.1, AMO GmbH). The master is placed into a mold with polydimethylsiloxane (PDMS, Sylgard DC 184 A&B, Biesterfeld Spezialchemie GmbH) and then baked for 30 min. After the PDMS is hardened, the PDMS replica is removed from the glass master. The PDMS grating is used as a stamp to transfer the grating nanostructure into a 200 nm thick AMONIL (Amonil MMS4, AMO GmbH) layer. At first AMOPRIME (AMOPRIME, AMO GmbH) is spin-coated onto a cleaned glass substrate at 3000 rpm for 30 s. Then it is placed on a hotplate for 2 min at 110°C and cooled down for another 2 min. On top an AMONIL layer is spin-coated with 3000 rpm for 30 s. Then the grating structure is placed onto the AMONIL layer and gently pressed into it. To develop the AMONIL layer it is illuminated with UV light. The PDMS stamp is removed and a Nb_2O_5 is sputtered onto the grating as a high index layer.

### 2.3. Optical measurement setup

The optical measurement setup is shown in Fig. 1(a). As a light source a HeNe laser (Thorlabs, HNL008L) with a center wavelength of 632.8 nm is used. Followed by an aspheric focusing lens with \(f = 4.6\) mm and a collimating lens with \(f = 150\) mm aligned as a telescope setup to magnify the collimated laser beam. An adjustable aperture is used to change the spot size of the magnified beam on the photonic crystal. In front of the photonic crystal a circular polarizer is placed to prevent reflection of the laser beam at the air-glass interface at the backside of the photonic crystal. The photonic crystal is placed within a microfluidic chamber made of rubber and glass (Fig. 2). The nanostructure lies within the fluidic chamber and the photonic-crystal slab is illuminated from its backside. The scattered GMR light passes through the circular polarizer and the pinholes. The pinholes have a diameter of 400 \(\mu\)m and a short distance of 1.4 mm and 2.6 mm for the long distance. They select GMR light from specific regions of interests on the photonic-crystal slab (Fig. 1(b)) and diffract the light onto a CMOS camera DCC1545M which records frames of the near field (Fig. 1(c)). Alternatively, a Fourier lens is placed between the pinhole aperture and the camera to record the far field diffraction pattern (Fig. 1(d)). The pinhole aperture and camera are in the front- and back-focal plane of the Fourier lens. The photonic crystal in the microfluidic chamber is placed on a rotation stage to adjust the angle of incident \(\alpha\) to match the angle of resonance for the laser wavelength \(\lambda_{res}\) and the photonic crystal grating period of \(\Lambda = 370\) nm according the Bragg theory (\(\lambda_{res} = \Lambda(n_{eff} \pm \sin(\alpha))\)). The angle depends on the effective refractive index \(n_{eff}\) of the guided mode.
2.4. Fluidic chamber fabrication

The chamber is fabricated out of a 2 mm thick rubber foil. The foil is cut into a square of size $2\,\text{mm} \times 2\,\text{mm}$. To form fluidic chambers holes with a diameter of 1.5 mm are punched into the foil with a biopsy punch. The rubber foil with the chambers are fixed in between two glass substrates. One with the photonic crystal on the inside and one plain glass substrate as cover. Latter is covered with a black rubber foil to reduce reflections (Fig. 2(a)). The glass substrates are held together by a custom-made sample holder consisting of two metal frames and screws. As in-and outlets, cannulas from an infusion set are punched through the rubber into the chambers (Fig. 2(b)). For the thrombin binding measurement, a single fluid chamber design is used and for the bulk refractive index measurement a three-chamber design.

2.5. Biofunctionalization

The thrombin binding oligomers and their immobilized protocol are described in [13].

2.6. Image processing

The recorded image frames are processed by a python script to calculate the phase as a function of time for each interference spot of interest. For each frame, the Fast Fourier Transform is calculated. The phase is unwrapped to prevent phase jumps and allow a continuous phase change. A moving average filter with a box size of 11 frames is used to reduce noise.

2.7. Numeric calculations

The reflectance of the guided mode resonance an its phase in Fig. 1(g) are calculated with the finite element (FEM) simulation software COMSOL. The two-dimensional model (see Supplement 1) consists of one unit cell of the photonic crystal with a grating period of 370 nm and grating depth of 45 nm. The model is built up by three different material layers – a substrate AMONIL layer, a 115 nm thick $\text{Nb}_2\text{O}_5$ high index layer on top of the grating and a water layer. At the top and bottom of the material stack perfectly matched layers are added with a perfect conductor as boundary condition. At the sides of the unit cell, a Floquet periodic boundary condition is applied. To simulate a bulk refractive index shift the refractive index of water is modified. Within the AMONIL layer a port is placed to excite the photonic crystal and to measure the scattering parameters and reflection. To measure the transmission a second port is added within the water layer. The optical near and far field diffraction patterns were computed with MATLAB.
The far field is computed based on the input field defined by the pinhole pattern and the 2D Fast Fourier transform. The near field is calculated based on the Fresnel approximation using a numerical approach [24] based on the 2D Fast Fourier transform FFT2 and its inverse invFFT2. The calculation is based on the input field \( U_0 \), the wavelength \( \lambda \), the wavevector \( k \), the propagating distance between the pinholes and the plane of observation \( z \) and the FD coordinates \( u \) and \( v \):

\[
\text{invFFT2}\{\text{FFT2}\{U_0\} e^{ikz} e^{-i\pi \lambda z(u^2+v^2)}\}.
\]

3. Results

3.1. Multi-pinhole Fourier frequency-division multiplexing

The key element is the multi-pinhole aperture, placed into the reflected transverse magnetic GMR light originating from a photonic-crystal slab (Fig. 1(a,b)). The principle is related to multi-pinhole interferometry used for probing the orbital angular momentum of optical vortices [22,23] or the angular momentum of light in astrophysics [25,26]. The pinholes spatially select parts of the wavefront (Eq. (2)) and diffract GMR light into the near and far field (Eq (3)). The pinholes are arranged relative to the photonic-crystal surface such that they select light from specific measurement (F0,F1) and reference (FR) sites (Fig. 1(b)). The diffracted light overlaps and results in an interference pattern (Fig. 1(c,d)). A relative phase change between two sites results in a phase change of the interference pattern produced by the pinholes (Eq. (5)). Hence, the measurement signals are modulated onto the spatial carrier frequencies of the pinhole pattern. The signal can be reconstructed by measuring the near field interference pattern that is mathematically the Fresnel transform of the selected wavefront parts with a camera and subsequent computation (Fig. 1(c), see Supplement 1). Alternatively, a Fourier lens is placed in front of the camera to record the far field intensity that is the Fourier transform (Fig. 1(d), Supplement 1). Calculating the Fast-Fourier-transform (FFT) of the far field camera image separates the superimposed frequencies spatially in the Fourier domain. The magnitude of the complex values is shown in Fig. 1(e). Each frequency spot is proportional to the convolution of the field amplitudes from two pinholes. Its complex amplitude contains the phase difference between the two pinholes (Eq (5)). Their position in the Fourier domain is determined by the spatial vector \( r_{nm} \) between the two pinholes \( n \) and \( m \). Knowing the pattern of pinholes allows to select the right frequencies in the Fourier domain to calculate the relative phase difference \( \phi_{nm}(r_{nm}) \) between two fields on the photonic-crystal slab (Eq (7)). Due to the demodulation of the carrier frequencies in the Fourier domain, we call the method Fourier frequency division multiplexing (FFM). Tracking the phase over time results in a phase shift graph as shown in Fig. 1(f). Light source flicker and environmental noise are common signals in the reference and measurement locations (assuming sufficiently small overall size and surface homogeneity). This implies self-referencing and noise cancellation.

3.2. Pinhole pattern

The pinhole patterns must be designed such that the resulting frequencies in the Fourier domain do not overlap. This is fulfilled by an odd number \( N \) of pinholes equidistantly aligned on a circle with radius \( r_C \) [22]. As an example, Fig. 3(a) shows a circular 11-pinhole pattern. The pinholes are labeled with \( B_i \) when the pinhole samples a biomarker measurement field and with \( R_i \) in case of a reference site. The Fourier transform of the far field diffraction pattern shows \( N^2 - (N-1) = 111 \) bright spots (Fig. 3(c)). Each has a cone-shape intensity distribution (see Supplement 1). The center spot is the superposition of all autocorrelation parts \( n = m \) with \( N \)-times the intensity of the other spots (see Supplement 1). The pinhole difference vector \( r_i \) with \( i \in \mathbb{N} \) determines the position vector in the Fourier domain. Hence, the inner frequency spots on the circle (Fig. 3(c)) with the smallest radius \( r_i \) are proportional to the convolution of pairs resulting from neighboring pinholes. To illustrate, two pinhole positions matching
two different biomarker binding sites $B_1$ and $B_2$ are colored in magenta and blue (Fig. 3(a)). Difference vectors between the biomarker pinholes and reference pinholes $R_x$ are shown in the corresponding color. Knowing these vectors, the frequency positions of interest in the Fourier domain are located (Fig. 3(c)). All other biomarker-reference spot vectors not related to the two colored pinholes are shown in orange (Fig. 3(b)). The remaining spots in the Fourier domain in Fig. 3(b) correspond to the phase difference signal between two biomarker binding sites $B_x$ and $B_y$. Also important are the phase shift signals between reference sites (grey) as they contain information about background noise. This example shows the wealth of information that may be extracted from the interference pattern to enhance the reliability of the measurement. The number of pinholes $N$ with a given diameter $d_{ph}$ aligned on a circle is limited. For a fixed circle radius $r_C$, with increasing $N$ the radius $r_i$ in the FD decreases as the pinhole distance in real space decreases too. At a certain point, the spots in the FD with the diameter $2d_{ph}$ start to overlap. The limit of spot resolution in the FD is reached when the edge of one spot cuts the middle point (maximum) of the neighboring point. For large $N$ the limit converges against $N = \pi \sqrt{2r_C/d_{ph}}$ (Supplement 1). To double the number of pinholes with fixed pinhole diameter $d_{ph}$ we would need to increase the radius $r_C$ of the pinhole circle by a factor of 4. Additionally, to increase the number of measurement sites and their density, the distance of pinholes $r_i$ can be increased by an increment of $2d_{ph}$ after one circle with radius $r_i$ is complete in the FD (Fig. 3(f)). To prevent overlapping the pinhole distance has to be smaller than $2r_1$. This leads to a spiral pattern (Fig. 3(d)). A spiral pattern with 54 pinholes and three different radii is shown in Fig. 3(d). Their pinhole diameter is 30 $\mu$m. There is less empty space in the middle than with a circular pattern that has the same number of pinholes and pinhole diameter. Such a circular pattern would have a minimum diameter $2r_C$ of approximately 8.9 mm (Supplement 1). This is approximately 2.5 times larger than the diameter of the spiral pattern. Here, the referencing is proposed by nearest neighbor referencing and the inner three circles in the far field diffraction pattern (Fig. 3(e,f)) correspond to difference signals between two neighboring positions. The compactness of the pinhole-pattern design is achieved at the cost of partly overlapping interference positions between non-neighboring pinholes. Latter are positioned in the FD outside the circle with a radius of $2r_1$.

3.3. Multiplex measurements

To prove the suggested multiplexing method, a 3-pinhole pattern is used to experimentally measure the bulk refractive index change in two different fluidic chambers F0 and F1 in parallel, relative to a third reference chamber FR (Fig. 2). At the beginning all chambers are filled with water. Then the fluidic chambers F0 and F1 are filled with different ethanol/water concentrations (Fig. 4) which possess slightly different refractive indices (see Supplement 1). Each time a fluid is injected into one of the measurement chambers, water is injected into the reference chamber too. The rubber fluidic chambers are attached to the photonic-crystal slab surface (colored areas in Fig. 3(a)), their centers are aligned concentrically to the position of the pinholes (colored small dots in Fig. 4(a)). The GMR light is diffracted by the pinholes. In the near field, an interference pattern is produced that is shown in the background of Fig. 3(a). The image is recorded by a camera and its computed FFT is shown in Fig. 3(b). The FFT of the recorded far field is shown in Fig. 3(c). It has high similarity to the theoretical computed image in Fig. 3(d). The relative phase shifts $\phi(r_{0B})$, $\phi(r_{1R})$ and $\phi(r_{10})$ are calculated from the complex amplitudes at the spots representing the interference between the chambers F0-FR, F1-FR and F1-F0 respectively. The relative phase shift over time can be seen in Fig. 3(f). The phase shift behaves as expected from the injection table in Fig. 4(e). During analyte injection short phase difference peaks between the channel which has no analyte change and the reference channel that has an analyte injection is explained by the difference in pressure between their chambers. Table 1 shows the noise and phase shifts calculated from the phase difference signal between measurement and reference chambers. For each refractive index step a LOD is calculated by the formula: LOD
Fig. 3. Multiplex pinhole aperture designs. a) Design of circular 11-pinhole pattern matched to biomarker (B) and reference (R) measurement sites. The arrows indicate the difference vectors from the three reference spots to two exemplary biomarker spots B1 (magenta) and B2 (blue). Difference vectors between two references are shown in grey. b) Difference vectors between references and additional biomarker spots are shown in orange. c) The magnitude of the Fourier transform of the far field diffraction pattern of the circular pinhole pattern. The color of the frequency spots indicates the original pinhole pairs which produce the interference frequency (for better illustration a threshold is applied on the image). d) Spiral 54-pinhole pattern with three different radii. e) Magnitude of the Fourier transform of the far field diffraction pattern of the spiral 54-pinhole pattern with pinhole diameter 30 µm. The center autocorrelation part is filtered out (for better illustration a threshold is applied on the image). f) Zoomed in center part of the FFT of the far field diffraction pattern (for better illustration a threshold is applied on the image).

From the water to 3% ethanol steps in chamber F1 an average LOD of $4 \times 10^{-5}$ RIU is calculated. The noise is determined by the standard deviation $\sigma$ of the stable phase signal before and after each refractive index step. Figure 5 shows exemplary the first 100 frames used to calculate the noise of the signal before the first refractive index step. It corresponds to a time of 2.8 minutes. The photonic crystal in the measurement chamber F1, has a maximum sensitivity of 420 rad/RIU for the water to 3% ethanol step. The lower sensitivity calculated from the water to 10% ethanol step in the same chamber is explained by the phase slope (Fig. 1(g)) that is only linear over a certain angle and wavelength range. Depending on the angle alignment and the amount of refractive index change the GMR can be shifted out of the linear range with a high phase slope and sensitivity. For phase shifts within the linear range, the FEM simulations show a sensitivity of 506 rad/RIU. The photonic crystal in chamber F0 has a lower sensitivity probably because its resonance position is at the edge of the linear slope due to inhomogeneities of the photonic-crystal slab layer thickness. In average, phase difference signals from chamber F1 have a noise of $6.42 \times 10^{-3}$ rad. Partly, the high noise results from inhomogeneities in the photonic-crystal slab layer thickness and hence sensitivity differences between the interfering photonic-crystal slab areas. This limits the self referencing noise cancellation effect. Besides, the
main contribution to the noise arises from the thermo-optic effect. For example, a 21 \% ethanol solution in water has a thermo-optic coefficient (TOC) of $dn/dT = -1.66 \times 10^{-3} \text{1/K}$ at room temperature (25°C), whereas for water it is only $dn/dT = -1.5 \times 10^{-4} \text{1/K}$ [27]. Assuming the reference chamber is filled with water and the measurement chamber with the ethanol solution, they would have a TOC difference of $dn/dT = -1.5 \times 10^{-3} \text{1/K}$ when both perceive the same temperature fluctuation. Temperature fluctuations in the fluidic chamber are in the order of $T = 0.005 \text{K}$ under experimental conditions. For the maximum sensitivity, this corresponds to a phase shift of $2.84 \times 10^{-3} \text{rad}$. In case of a relative temperature difference of $T = 0.005 \text{K}$ in addition, the temperature noise rises to $3.6 \times 10^{-3} \text{rad}$. This explains the high noise level we observe. However, for protein binding experiments, in a one chamber design, with a HCl buffer solution and smaller pinhole distances, temperature fluctuations between a reference and measurement site are minimized. Due to smaller thickness inhomogeneities of the photonic crystal slab the sensitivity difference is reduced. Both are promising strategies to lower the noise and the LOD.

3.4. Binding of thrombin molecules

Thrombin-binding oligomers are immobilized on the photonic-crystal slab to validate that protein binding processes can be measured with the setup. The phase shift between a functionalized and non-functionalized reference site is evaluated. To produce a temporal phase signal, different thrombin concentrations in HCl buffer are injected into the fluidic chamber in a specific sequence.
Fig. 5. Noise from chamber F1 during the multiplex bulk refractive index measurement. The phase signal median $\mu$ is shown together with the range of three times the standard deviation $\sigma = 3.4 \times 10^{-3}$ around the median. $\sigma$ is used to quantify the noise of the signal. The 100 frames cover a time of 2.8 minutes.

Table 1. Refractive indices $n$ and phase shifts with noise levels, sensitivities and the limit of detection LOD calculated for each step. The noise and phase shifts are calculated from the phase difference signals between the measurement chambers F1/2 and the reference chamber FR.

| Ch. | Step  | $\Delta n$ | Noise pre-step in RIU | Noise post-step in rad $\times 10^{-3}$ | Noise combined in rad $\times 10^{-3}$ | Phase shift in rad | Sensitivity in rad/RIU | LOD in RIU $\times 10^{-5}$ |
|-----|-------|------------|------------------------|----------------------------------------|-----------------------------------------|---------------------|------------------------|------------------------|
| F1  | 0 – 3 | $1.43 \times 10^{-3}$ | 3.4 $\times 10^{-3}$ | 9.7 $\times 10^{-3}$ | 6.55 $\times 10^{-3}$ | 0.6 | 420 | 4.68 |
| F1  | 0 – 10 | $5.17 \times 10^{-3}$ | 9.2 | 6.7 | 7.95 | 1.4 | 272 | 8.81 |
| F0  | 0 – 3 | $1.43 \times 10^{-3}$ | 5.00 | 4.5 | 4.75 | 0.6 | 420 | 3.4 |
| F0  | 0 – 10 | $5.17 \times 10^{-3}$ | 6.7 | 17.5 | 12.1 | 0.2 | 140 | 26 |
| F0  | 0 – 50 | $2.82 \times 10^{-2}$ | 16.3 | 12.4 | 14.4 | 1.1 | 39 | 110 |
The resulting phase shift signal follows the typical association and dissociation binding dynamic of thrombin binding oligomers [28]. To regenerate the sensor, the fluidic chamber is rinsed with a 3% NaCl in water solution to remove the thrombin molecules from the oligomers. Depending on the thrombin concentration the speed of binding and phase shift differs. The baseline level of the pure HCl buffer solution shows a signal drift over time. A minimum concentration of 76 nM (2.3 ug/ml) is detected and results in a strong phase shift. The signal is still rising and is not saturated when the sensor is regenerated with the NaCl solution at the end of the measurement. Due to the binding dynamic the phase difference rises as long as there is thrombin left in the buffer solution and the oligomers which bind thrombin on the surface are not saturated. Hence, the system has the potential to measure lower thrombin concentrations.

Fig. 6. Thrombin binding dynamics. Phase shift signal between a thrombin-binding oligomer site and a reference site for different thrombin concentrations. B: HCl buffer. 152 nM: 152 nM thrombin in HCl buffer. 76 nM: 76 nM thrombin in HCl buffer. 3% NaCl: 3% NaCl in dH2O.

4. Conclusion

In summary, we introduced a new method for multiplex phase-detection biosensing with optical transducer elements such as photonic-crystal slabs. The key element is a pinhole pattern that modulates the phase difference between various measurement sites onto different spatial carrier frequencies. Circular and spiral pinhole patterns with up to 54 pinholes are shown. Based on this concept, multiplex bulk refractive index and protein binding experiments validate the concept. Applied to photonic-crystal biosensors the method combines the advantage of a compact system design with the potential of a low LOD, low sample volume, and intrinsically high-redundancy referencing.
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