Resolution limit in quantum imaging with undetected photons using position correlations
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Quantum imaging with undetected photons (QIUP) is a unique method of image acquisition where the photons illuminating the object are not detected. This method relies on quantum interference and spatial correlations between the twin photons to form an image. Here we present a detailed study of the resolution limits of position correlation enabled QIUP. We establish a quantitative relation between the spatial resolution and the twin photon position correlation in the spontaneous parametric down-conversion process (SPDC). We also quantitatively establish the roles that the wavelength of the undetected illumination field and the wavelength of the detected field play in the resolution. Like ghost imaging and unlike conventional imaging, the resolution limit imposed by the spatial correlation between twin photons in QIUP cannot be further improved by conventional optical techniques.

I. INTRODUCTION

Quantum imaging uses the quantum states of light to image beyond the classical capabilities. In addition to overcoming the classical limits of sensitivity [1–4] and spatial resolution [5–8], one important achievement of quantum imaging is the discovery of fundamentally new imaging techniques such as interaction free imaging [9], ghost imaging [10–16], and, more recently, quantum imaging with undetected photons (QIUP) [17–19]. QIUP requires spatially correlated twin photons that are usually produced by spontaneous parametric down-conversion (SPDC) in nonlinear crystals. However, no coincidence measurement or post-selection is performed to acquire the image, which marks the distinctive feature of QIUP. In particular, the photons illuminating the object are not detected and the image is acquired solely by the detection of photons that never interacted with the object. Since the illumination and detection wavelengths can be very different, this enables us to image at wavelengths for which any sort of detector is not accessible.

Recently, QIUP has drawn a lot of attention. Notably, its application to mid-infrared microscopy [20, 21] has shown one way of circumventing the need for inefficient and expensive infrared detectors. However, there is only limited understanding of the resolution of QIUP. In fact, most experimental work published thus far uses the far field configuration, in which the imaging is enabled by the momentum correlation of the twin photons [22, 23]. Besides, the understanding of resolution also exists only in this domain [24]. In order to assess the full range of capabilities of QIUP, it is essential to have an understanding of the resolution beyond this domain.

Here we present a detailed analysis of the spatial resolution of QIUP in the near field configuration. In this case, the imaging is enabled by the position-correlation between the twin photons [19]. We derive a quantitative relationship between the resolution and the position correlation between the twin photons. We also establish a quantitative relationship between the resolution and wavelengths of the twin photons. We illustrate our results with numerical simulations and highlight the differences between the resolution limits in the near field (position correlation enabled) and far field (momentum correlation enabled) cases.

This article is organized as follows. In Sec. II we provide a brief description of the imaging scheme and recollect the basic theory involved. In Sec. III we present a detailed theoretical analysis along with the results. More specifically, we study the point spread function and the minimum resolvable distance. In this section, we also discuss the dependence of resolution on position correlation and wavelengths of the twin photons. In Sec. IV we compare the resolution of position correlation enabled and momentum correlation enabled QIUP schemes. We also point out the similarities between the resolution of QIUP and that of quantum ghost imaging. Finally, we summarize and conclude in Sec. V.
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An imaging system, \( B \) images the idler field at \( Q_1 \) onto the object, \( O \), with a magnification \( M_I \). Another imaging system \( B' \) images the idler field at the object onto \( Q_2 \) with a magnification \( 1/M_I \). Idler beams \( I_1 \) and \( I_2 \) (dashed lines) are perfectly aligned and never detected. Signal beams \( S_1 \) and \( S_2 \) (solid lines) are superposed by a 50 : 50 beam-splitter (BS) and projected onto a camera. An imaging system \( A \) ensures that the signal field at the sources is imaged onto the camera with a magnification \( M_S \). The image of \( O \) is obtained from the single-photon interference patterns observed at the camera without any coincidence measurement or post-selection. A point \( \rho_s \) located on \( Q_1 \) (\( j = 1, 2 \)) is mapped onto a point \( \rho_s = M_I \rho_s \) on the camera by the imaging system \( A \). Due to the presence of the imaging systems \( B \) and \( B' \), a point \( \rho_1 \) on \( Q_1 \) is mapped onto a point \( \rho_1 = M_I \rho_1 \) on the object and then again at \( \rho_1 \) on \( Q_2 \).

**II. BASICS OF THE THEORY OF POSITION CORRELATION ENABLED QIUP**

A general schematic of QIUP in the near field configuration [44] is given in Fig. 1. There are two identical sources, \( Q_1 \) and \( Q_2 \), each of which can produce a photon pair. The two photons belonging to a pair are called signal (\( S \)) and idler (\( I \)). Suppose that \( Q_1 \) emits the signal and the idler photons into beams \( S_1 \) and \( I_1 \), respectively (Fig. 1a). Likewise, \( S_2 \) and \( I_2 \) represent the beams into which the signal and the idler photons are emitted by \( Q_2 \). The two signal beams, \( S_1 \) and \( S_2 \), are superposed by a 50 : 50 beamsplitter (BS) and one of the outputs of the BS is detected by a camera. The beam \( I_1 \) from source \( Q_1 \) illuminates the object, passes through source \( Q_2 \), and gets perfectly aligned with beam \( I_2 \). This alignment makes the which-way information unavailable and as a result the two signal beams, \( S_1 \) and \( S_2 \), interfere. The phenomenon is sometimes called induced coherence without induced emission, as the effect of stimulated emission due to the alignment of idler beams is negligible [25–28]. A conceptual discussion of this phenomenon can be found in [29].

An object (\( O \)) placed on the path of the idler photon between \( Q_1 \) and \( Q_2 \) introduces the which-way information and consequently affects the interference pattern generated by the signal photons. This fact allows us to retrieve the information about the object from the interference pattern. We stress that no idler photon is ever detected and the image is constructed by detecting only the signal photons which never interact with the object.

Both the object and the camera are placed in the near field relative to \( Q_1 \) and \( Q_2 \) by the use of appropriate imaging systems. We choose a general setup that provides a complete understanding of the spatial resolution. An imaging system (\( A \)) with a magnification \( M_S \) ensures that the signal field at the sources is imaged onto the camera (Fig. 1a,b). An imaging system, \( B \), is placed between the source \( Q_1 \) and the object (\( O \)) in the beam \( I_1 \) such that the idler field at \( Q_1 \) is imaged onto the object with a magnification \( M_I \). Another imaging system, \( B' \), images the idler field at the object onto source \( Q_2 \) with a magnification \( 1/M_I \) (i.e., demagnified by an equal amount). These two imaging systems also ensure that \( Q_2 \) lies in the image plane of \( Q_1 \). The image is obtained from the interference pattern observed on the camera. In this case, the imaging is enabled by the position correlation between the signal and idler photons [19].

We now briefly recollect the theory of position correlation enabled quantum imaging with undetected photons. A detailed description can be found in Ref. [19].
The quantum state generated by each source individually can be represented by

$$|\psi\rangle = \int dq_s \ dq_I \ C(q_s, q_I)|q_s\rangle_s |q_I\rangle_I,$$  \hfill (1)

where $|q_s\rangle_s$ and $|q_I\rangle_I$ denote a signal photon with transverse momentum $\hbar q_s$ and an idler photon with transverse momentum $\hbar q_I$, respectively. The complex quantity $C(q_s, q_I)$ ensures that $|\psi\rangle$ is normalized.

The joint probability density of detecting the signal and the idler photons at positions (transverse coordinates) $\rho_s$ and $\rho_I$, respectively, on the source plane is given by \cite{30}

$$P(\rho_s, \rho_I) \propto \left( \int dq_s \ dq_I \ C(q_s, q_I) \ e^{i(q_s, \rho_s + q_I, \rho_I)} \right)^2.$$  \hfill (2)

The position correlation between the two photons is defined through this joint probability density. If $P(\rho_s, \rho_I)$ can be expressed as a product of a function of $\rho_s$ and a function of $\rho_I$, there is no position correlation. In the other extreme case, when the positions of the two photons are maximally correlated, the joint probability density is proportional to a delta function.

The object is represented by its spatially dependent complex amplitude transmission coefficient, $T(\rho_o)$, where $\rho_o \equiv M_I \rho_I$ represents a point on an object and $M_I$ represents the magnification of the imaging system $B$. The single-photon counting rate (intensity) at a point, $\rho_o$, on the camera is given by (c.f. \cite{19}, Eqs. (10))

$$R(\rho_o) \propto \int d\rho_o P \left( \frac{\rho_o}{M_s}, \frac{\rho_o}{M_I} \right) \left[ 1 + |T(\rho_o)| \cos(\phi_{in} - \arg \{T(\rho_o)\}) \right],$$  \hfill (3)

where $\phi_{in}$ is the interferometer phase that can be varied experimentally, arg represents the argument of a complex number, and we have assumed for simplicity that the phases introduced by the imaging systems $A$, $B$, and $B'$ are not spatially dependent. The image of both absorptive and phase objects can be obtained from the interference pattern given by Eq. (3). It has been shown in Ref. [19] that the magnification of the imaging system is given by $M = M_s/M_I$.

For a purely absorptive object, the amplitude transmission coefficient $(0 \leq T \leq 1)$ is a positive real number, i.e., $\arg \{T(\rho_o)\} = 0$. In this case, one needs to measure the photon counting rate (intensity) for the two cases $\cos(\phi_{in}) = 1$ and $\cos(\phi_{in}) = -1$, which are respectively given by

$$R_+(\rho_o) \propto \int d\rho_o P \left( \frac{\rho_o}{M_s}, \frac{\rho_o}{M_I} \right) \left[ 1 + |T(\rho_o)| \right],$$  \hfill (4a)

$$R_-(\rho_o) \propto \int d\rho_o P \left( \frac{\rho_o}{M_s}, \frac{\rho_o}{M_I} \right) \left[ 1 - |T(\rho_o)| \right].$$  \hfill (4b)

The image can be readily obtained by subtracting Eq. (4b) from Eq. (4a). The image is, therefore, given by

$$G(\rho_o) = R_+(\rho_o) - R_-(\rho_o) \propto \int d\rho_o P \left( \frac{\rho_o}{M_s}, \frac{\rho_o}{M_I} \right) |T(\rho_o)|.$$  \hfill (5)

We call $G(\rho_o)$ the image function which will be used to study the resolution.

Alternatively, the image can also be obtained from the visibility of the interference pattern as shown in Ref. \cite{19}. Here we use the intensity subtraction method because it simplifies the analysis. Furthermore, from the experimental perspective, this method is expected to be less affected by noise and intensity fluctuations because $R_+(\rho_o)$ and $R_-(\rho_o)$ can be measured simultaneously at the two outputs of the interferometer by the same camera. We stress that our results remain the same even if one obtains the image from the visibility.

The main features of the resolution can be captured by considering a purely absorptive object and, therefore, we restrict our analysis to this case only. In the following sections, we analyze the resolution of position correlation enabled QIUP in detail.

### III. ANALYSIS OF RESOLUTION

#### A. General Method

Equation (5) shows that the joint probability density ($P$), which governs the position correlation between the signal and the idler photons, appears in the photon counting rate (intensity) measured at the camera. This fact strongly
suggests that the resolution will be limited by the position correlation between the two photons. In order to evaluate the integral in Eq. (5), one needs to assume a form for the joint probability density function $P$. We choose the form that pertains to a quantum state generated by non-degenerate spontaneous parametric down-conversion (SPDC) in a nonlinear crystal. The method to derive the form of this probability density function for degenerate SPDC is available in the literature (see, for example, [31–34]). Thus, the probability density function for non-degenerate SPDC can be obtained by a straightforward generalization of this method and is found to be given by (see Appendix)

$$P(\rho_s, \rho_l) = A \exp \left[ -\frac{2}{w_p^2(\lambda_l + \lambda_s)^2} (\lambda_l \rho_s + \lambda_s \rho_l)^2 \right] \exp \left[ -\frac{4\pi}{L(\lambda_l + \lambda_s)} |\rho_s - \rho_l|^2 \right],$$  \hspace{1cm} (6)

where $\rho_l = \rho_o/M_l$, $\rho_s = \rho_c/M_s$, $w_p$ is the waist of the pump beam (assumed to have a Gaussian profile), $L$ is the crystal length, $\lambda_s$ and $\lambda_l$ are the wavelengths of signal and idler photons respectively, and $A$ is the normalization constant whose value is not relevant for our analysis (explicit form of $A$ is given in the Appendix). Typical experimental parameters are such that usually the first exponential term on the right-hand side of Eq. (6) varies more slowly than the second term, and therefore the first term can be approximated by a constant, so that Eq. (6) can be reduced to the approximated form:

$$P \left( \frac{\rho_c}{M_s}, \frac{\rho_o}{M_l} \right) \approx B \exp \left[ -\frac{4\pi}{L(\lambda_l + \lambda_s)} \left| \frac{\rho_c}{M_s} - \frac{\rho_o}{M_l} \right|^2 \right],$$ \hspace{1cm} (7)

where we have applied the relations $\rho_l = \rho_o/M_l$ and $\rho_s = \rho_c/M_s$ and $B$ is a normalization constant.

In the following sections, we apply Eqs. (5) and (7) to quantitatively study the spatial resolution. In particular, we discuss the point spread function and the minimum resolvable distance.

### B. Point spread function

The point spread function (PSF) is an important tool to understand the resolution of an imaging system. The PSF is the response of an imaging system to a point object [35]. It can be intuitively understood as the image of a point object for practical purposes. In the case of conventional imaging systems, the image can be fully characterized in terms of the complex optical field that interacts with the object. Although this is not the case for QIUP, Eq. (7) shows that the image is given by a linear transformation applied on the amplitude transmission coefficient of the object. Therefore, the concept of PSF can be readily applied to QIUP.

In order to determine the PSF, we consider a point object located at the point $(0, 0)$ on the object plane, represented by

$$T(\rho_o) \propto \delta^{(2)}(\rho_o) \equiv \delta(x_o)\delta(y_o),$$ \hspace{1cm} (8)

where $x_o$ and $y_o$ represent the position along two mutually orthogonal Cartesian coordinate axes $X_o$ and $Y_o$, respectively, on the object plane. Substituting from Eqs. (7) and (8) into Eq. (5), we find that the corresponding image is given by the image function

$$G(\rho_c) \propto \exp \left[ -\frac{4\pi|\rho_c|^2}{M_s^2 L(\lambda_l + \lambda_s)} \right].$$ \hspace{1cm} (9)

We represent the PSF by the normalized form of this image function, i.e., by

$$\text{PSF}(\rho_c) = \exp \left[ -\frac{4\pi|\rho_c|^2}{M_s^2 L(\lambda_l + \lambda_s)} \right].$$ \hspace{1cm} (10)

We define the spread ($\Delta$) of the PSF by the distance at which the PSF drops to $1/e$ of its maximum value (Fig. 2b). We find from Eq. (10) that

$$\Delta = \frac{M_s}{2\sqrt{\pi}} \sqrt{L(\lambda_s + \lambda_l)}. \hspace{1cm} (11)$$

We note that the crystal length ($L$) is in the PSF. Since the crystal length determines the position-correlation [see Eq. (7)], the resolution is limited by the position correlation of the twin photons. A larger value of $L$ gives a weaker position correlation and we find from Eq. (11) that in this case, the spread increases implying a reduced resolution.
In Fig. 2, we plot the PSF for two different values of the crystal length \( L \). The figure illustrates that the spread \( \Delta \) has a larger value for a larger crystal length. Figure 2b shows the dependence of \( \Delta \) on \( L \). This figure clearly illustrates that the spread of the PSF increases as \( L \) increases, i.e., the resolution reduces as the position correlation between the twin photons become weaker.

The spread \( \Delta \) of the PSF given by Eq. (11) is given in terms of the object coordinates. In order to connect it to the minimum resolvable distance, we need to divide it by the magnification \( M \). It follows from (11) and the formula for magnification \( M = M_s/M_I \) that

\[
\frac{\Delta}{M} = \frac{M_I}{2\sqrt{\pi}} \sqrt{L(\lambda_s + \lambda_I)},
\]

where \( M_I \) is the magnification of the imaging system \( B \) (Fig. 1).

Equation (12) suggests that the resolution increases as the value of \( M_I \) decreases. In Sec. III C we verify this result by analyzing the minimum resolvable distance on the object plane.

Equations (11) and (12) also show that the wavelengths of both the photons play a symmetric role in determining the resolution. This fact marks a striking difference with the momentum-correlation enabled QIUP for which the wavelength of the undetected photon alone characterizes the resolution [24]. We show in Sec. III C that the same result is obtained from the analysis of the minimum resolvable distance. The wavelength dependence of resolution is discussed in further details in Sec. III D.

**C. Minimum resolvable distance**

We now analyze the minimum distance that the position correlation enabled QIUP can resolve. We consider two points, separated by a distance \( d \), located on the object plane. Without any loss of generality we choose two radially opposite points located on axis \( X_o \). The two points can therefore be represented by the amplitude transmission coefficient

\[
T(\rho_o) = T(x_o, y_o) \propto \delta(y_o)|\delta(x_o - d/2) + \delta(x_o + d/2)|,
\]

where \( x_o \) and \( y_o \) represent the position along two mutually orthogonal Cartesian coordinate axes \( X_o \) and \( Y_o \), respectively, on the object plane.

It follows from Eqs. (5), (7), and (13) that the image of the two points is given by the image function

\[
G(\rho_c) \propto \exp \left\{ -\frac{4\pi y_o^2}{M_I^2 L(\lambda_I + \lambda_s)} \right\}
\times \left\{ \exp \left[ -\frac{4\pi}{L(\lambda_I + \lambda_s)} \left( \frac{x_c}{M_s} - \frac{d}{2M_I} \right)^2 \right] + \exp \left[ -\frac{4\pi}{L(\lambda_I + \lambda_s)} \left( \frac{x_c}{M_s} + \frac{d}{2M_I} \right)^2 \right] \right\}.
\]
FIG. 3: Enhancement of resolution with a stronger position correlation between twin photons. Two points separated by a distance of $d = 70 \mu m$ are imaged for weaker (top row) and stronger (bottom row) position correlation. a, Simulated camera image for crystal length $L = 5 \text{ mm.}$ b, The image function, $G(x_c, 0)$, plotted against $x_c$ for $L = 5 \text{ mm.}$ The ratio of its value at the dip to that at one of the peaks is $\beta \approx 0.54.$ c, Simulated camera image of the same pair of points for crystal length $L = 2 \text{ mm}$ shows higher resolution than in figure a. d, $G(x_c, 0)$ plotted against $x_c$ for $L = 2 \text{ mm.}$ The ratio $\beta \approx 0.08$ quantitatively shows that the resolution in this case is higher than in figure b. (Choice of parameters: $\lambda_s = 810 \text{ nm, } \lambda_I = 1550 \text{ nm, and } M_s = M_I = 1.$)

Figures 3a and 3c illustrate the image of the same pair of points for weaker ($L = 5 \text{ mm}$) and stronger ($L = 2 \text{ mm}$) position correlations, respectively. Clearly, a stronger correlation results in a higher resolution.

In order to determine the minimum resolvable distance, it is enough to consider the values of $G(\rho_c)$ only along axis $X_c$ (i.e., $y_c = 0$). Since the proportionality constant pertaining to Eq. (14) is irrelevant for the analysis, we can set it equal to 1 and write

$$G(x_c, 0) = \exp \left[ -\frac{4\pi}{L(\lambda_I + \lambda_s)} \left( \frac{x_c}{M_s} - \frac{d}{2M_I} \right)^2 \right] + \exp \left[ -\frac{4\pi}{L(\lambda_I + \lambda_s)} \left( \frac{x_c}{M_s} + \frac{d}{2M_I} \right)^2 \right]. \quad (15)$$

If we plot $G(x_c, 0)$ against $x_c$, we get a double-humped curve (Figs. 3b and 3d). A measure of how well two points are resolved can be given by the ratio ($\beta$) of the value of $G$ at the dip ($G_{\text{dip}}$) to that at one of the peaks ($G_{\text{peak}}$), i.e.,

$$\beta \equiv \frac{G_{\text{dip}}}{G_{\text{peak}}}. \quad (16)$$

The lower the value of $\beta$, the better resolved the two points are, as can be seen by comparing Figs. 3b and 3d.
The two points can no longer be resolved when $\beta$ exceeds a certain value, say, $\beta_{\text{max}}$. The two points are just resolved when $\beta = \beta_{\text{max}}$; in this case, the separation between the two points becomes the minimum resolvable distance (i.e., $d = d_{\text{min}}$). There is no strict rule to choose the value of $\beta_{\text{max}}$. For the purpose of illustration, we choose $\beta_{\text{max}} = 0.81$. This value appears in the study of fine structure of the spectral lines with a Fabry-Perot interferometer ([36], Sec. 7.6.3). In Fig. 4a, we illustrate the image function, $G(x_c, 0)$, for a pair of points when they are just resolved.

**FIG. 4: Minimum resolvable distance.**

a. The image function, $G(x_c, 0)$, for a pair of points that are just resolved. The ratio, $\beta$, attains the maximum allowed value $\beta_{\text{max}} = 0.81$. The points are separated by 58 $\mu$m on the object plane. (Choice of parameters: $\lambda_s = 810$ nm, $\lambda_I = 1550$ nm, $L = 2$ mm, and $M_I = 1$.)

b. Image functions, $G_1$ and $G_2$, for the same case considered in a. The value of $G_1$ is $\exp(-m_0) \approx 0.029$ at the point where $G_2$ attains its maximum value 1 and vice versa.

c. The minimum resolvable distance ($d_{\text{min}}$) plotted against crystal length ($L$) for $M_I = 1$ and $M_I = 2$ using Eq. (18) (solid lines). The filled circles represent simulated data points for a pair of square pinholes with side length 1 $\mu$m. The minimum resolvable distance increases (i.e., resolution reduces) as the position correlation becomes weaker. The resolution also decreases as the imaging magnification, $M_I$, from the source to the object increases. (Remaining parameters are same as in a and b.)

We now note that the right-hand side of Eq. (15) is a sum of two Gaussian terms. The first term corresponds to the image of the point $(d/2, 0)$ and is denoted by $G_1(x_c)$. Likewise, the second term that corresponds to the image of the point $(-d/2, 0)$ is denoted by $G_2(x_c)$. Each of these terms effectively represents the PSF discussed in Sec. III B. Clearly, $G_1(x_c)$ and $G_2(x_c)$ attain their maximum values at $x_c = Md/2$ and $x_c = -Md/2$, respectively.

Figure 4b shows that, when $d = d_{\text{min}}$, the value of $G_1$ is $\exp(-m_0)$ at the point where $G_2$ attains its maximum.
Furthermore, the minimum resolvable distance is also linearly proportional to the magnification \( M \), becomes evident that a stronger position correlation between the twin photons results in a higher spatial resolution. Since a shorter crystal length implies a stronger position correlation between the twin photons, it enabled QIUP. It shows that the minimum resolvable distance \( d \) is demagnified (magnified) while illuminating the object. We reached the same system, \( B \), placed on the path of the undetected photon (see Fig. 1). Therefore, if the cross-section of the undetected beam is demagnified (magnified) while illuminating the object, the spatial resolution enhances. We reached the same conclusions from Eq. (12) while discussing the PSF.

We use numerical simulations to illustrate these results further. We consider a pair of identical square apertures, each with side length 1 \( \mu \text{m} \), placed radially opposite on the \( X_o \) axis (object plane). We choose nine values of the crystal length \( L \) and for each crystal length (i.e., fixed amount of position correlation), we choose two values of \( M_f \). In each case, we numerically simulate the distance between the centers of the apertures by setting \( \beta_{\text{max}} = 0.81 \). In Fig. 4, we compare these numerically simulated distances (data points represented by filled circles) with theoretically predicted minimum resolvable distances (solid curves) that are predicted by Eq. (18). This figure clearly shows that the spatial resolution of position correlation enabled QIUP enhances (reduces) as the position correlation between the twin photons increases (decreases). The figure also illustrates that the resolution increases (reduces) if the cross-section of the undetected beam is demagnified (magnified) while illuminating the object.

Equation (18) also shows that the resolution is characterized by the wavelengths of both detected and undetected photons. We discuss the wavelength dependence of the resolution in the next section.

### D. Dependence of resolution on wavelength

Our analysis thus far shows that when the resolution limit is dominated by the position correlation between the twin photons, the minimum resolvable distance is proportional to the square root of the sum of the wavelengths of the detected and undetected photons, i.e., \( d_{\text{min}} \propto \sqrt{\lambda_1 + \lambda_2} \). We note that both the detected wavelength \( \lambda_s \) and the undetected wavelength \( \lambda_0 \) contribute symmetrically. Therefore, if one interchanges the two wavelengths, the resolution does not change. It also follows from Eqs. (12) and (18) that if one of the wavelengths is much longer than the other (e.g., optical wavelength and x-ray wavelength as demonstrated in [37]), the resolution will in practice be limited by the longer wavelength.

The presence of the square root in Eqs. (12) and (18) shows that very high resolution can be obtained if the wavelengths are chosen judiciously. For example, the resolution anticipated in state-of-art mid-infrared imaging systems (1 to 10 \( \mu \text{m} \)) can be readily achieved if one performs an imaging experiment with the following standard experimental parameters: crystal length \( L = 1 \text{ mm} \), detected wavelength \( \lambda_s = 647 \text{ nm} \), undetected wavelength \( \Lambda_f = 3 \mu \text{m} \), and \( M_f = 1/5 \). In this case, the spread of the PSF (see Eq. (12)) is given by \( \Delta/M \approx 3.4 \mu \text{m} \). If one determines the minimum resolving distance by setting \( \beta_{\text{max}} = 0.81 \), one immediately finds from Eq. (18) that \( d_{\text{min}} \approx 6.4 \mu \text{m} \). Since in this case, the object is illuminated by the light of wavelength \( \lambda = 3 \mu \text{m} \), the resolution is of the order of 2\( \lambda \).

### IV. COMPARISON AND DISCUSSION

We now note the differences between our results and the resolution of momentum correlation enabled QIUP. The following central properties of the resolution of momentum correlation enabled QIUP are demonstrated in Ref [24]:

1) the resolution enhances as the momentum correlation between the twin photons becomes stronger and is linearly

\[ G_1(-Md_{\text{min}}/2) = G_2(Md_{\text{min}}/2) = \exp(-m_0), \tag{17} \]

where \( M = M_s/M_f \) and \( m_0 > 0 \). It is important to note that there is an one-to-one correspondence between \( m_0 \) and \( \beta_{\text{max}} \). For a given value of \( \beta_{\text{max}} \), the value of \( m_0 \) can be determined numerically. For \( \beta_{\text{max}} = 0.81 \), we find that \( m_0 \approx 3.545 \) and, consequently, \( \exp(-m_0) \approx 0.029 \). Figure 4 illustrates the image functions of the two points for this case.

It immediately follows from Eqs. (15) and (17) that

\[ d_{\text{min}} = nM_f\sqrt{L(\lambda_f + \lambda_s)}, \tag{18} \]

where \( n = \sqrt{m_0}/(4\pi) \). Due to the one-to-one correspondence between \( m_0 \) and \( \beta_{\text{max}} \), the value of \( n \) can be numerically determined if the value of \( \beta_{\text{max}} \) is given. For \( \beta_{\text{max}} = 0.81 \), we find that \( n \approx 0.53 \).

Equation (18) provides a quantitative measure of the minimum resolvable distance in the position correlation enabled QIUP. It shows that the minimum resolvable distance \( d_{\text{min}} \) is linearly proportional to the square root of the crystal length. Since a shorter crystal length implies a stronger position correlation between the twin photons, it becomes evident that a stronger position correlation between the twin photons results in a higher spatial resolution. Furthermore, the minimum resolvable distance is also linearly proportional to the magnification \( M_f \) of the imaging system, \( B \), placed on the path of the undetected photon (see Fig. 1). Therefore, if the cross-section of the undetected beam (at source) is demagnified while illuminating the object, the spatial resolution enhances. We reached the same conclusions from Eq. (12) while discussing the PSF.
proportional to the pump waist at the crystals; 2) the resolution is linearly proportional to the wavelength of the undetected photon that illuminates the object. In contrast, for position correlation enabled QIUP, we have shown that: 1) the resolution enhances as the position correlation between the twin photons becomes stronger and is inversely proportional to the square root of the length of the crystal; 2) the resolution is linearly proportional to the square root of the sum of the wavelengths of both detected and undetected photons.

We now compare the minimum resolvable distances obtained for position correlation enabled (near field) and momentum correlation enabled (far field) QIUP. As shown above, the former is given by \( d_{\text{min}} \approx 0.53 M \sqrt{L (\lambda_I + \lambda_s)} \). The minimum resolvable distance for the momentum correlation enabled QIUP is given by \( d_{\text{min}} \approx 0.42 f_I \lambda_I / w_p \); this result is obtained by applying the theory presented in Ref. [24] and following the procedure shown in Sec. III C. In this case, the presence of pump waist \( (w_p) \) shows that the resolution is limited by the momentum correlation between the twin photons. Furthermore, the presence of \( \lambda_I \) shows that the resolution is characterized by the wavelength illuminating the object. The resolution, in the momentum correlation enabled case, can also be controlled by the focal length \( (f_I) \) of the positive lens that optically places the object in the far field relative to the sources. From the formulas for minimum resolvable distances, it becomes evident that one of the methods cannot, in general, be stated superior than the other. Their usefulness depends on the specific problem on hand. For example, the numerical values presented in Sec. III D suggest that for applications to microscopy, the position correlation enabled QIUP may be advantageous over the momentum correlation enabled QIUP with the state-of-art technologies [45].

Finally, we touch upon the similarities between the resolution of QIUP and that of quantum ghost imaging (QGI). Like QIUP, the resolution of QGI is limited by the spatial correlation between the twin photons produced by the down-conversion source [16, 24]. In QGI, when the object is placed in the far field of the source, the spatial resolution depends primarily on the wavelength which illuminates the object, whereas in the case where the object is placed at the near field of the source, both wavelengths play a role in defining the resolution [14, 15, 38–40]. It is important to note that unlike conventional imaging systems, the resolution limit imposed by spatial correlations in both QIUP and QGI cannot be improved by conventional optical techniques.

V. CONCLUSION

We have studied the resolution of position correlation enabled quantum imaging with undetected photons (QIUP) in detail and have compared it with the case of momentum correlation enabled QIUP. We have considered the scenario in which the position correlation between the twin photons dominates the resolution limit. We have proved that the resolution enhances with position correlation between the twin photons and is linearly proportional to the square root of the sum of the wavelengths of both detected and undetected photons. We have further shown that the resolution enhances if one demagnifies the cross-section of the undetected beam while illuminating the object. Although we characterized the object by the transmission coefficient, the same method applies if one alternately characterized the object by the reflection coefficient. Therefore, our results also apply to a reflective object.

Our method and results provide a deeper understanding into the resolution limits of quantum imaging with undetected photons. We thus believe that our results will inspire further experiments and contribute to the field of quantum imaging as a whole.
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Appendix

In this appendix, we derive the form of the joint probability density function, \( P(\rho_s, \rho_I) \), used in Eq. [6]. The joint probability density \( P(\rho_s, \rho_I) \) for non-degenerate SPDC in a nonlinear crystal can be obtained by generalizing the existing method for degenerate SPDC [31–34].

The coefficient \( C(q_s, q_I) \) in Eq. [6], can be expressed in the following form (cf. [23], Supplementary Information, Eqs. (S2) and (S3)):

\[
C(q_s, q_I) \propto \xi(q_s + q_I) \gamma(q_s, q_I),
\]  
(A-1)
where $\xi$ is the angular spectrum of the pump and the phase matching function, $\gamma$, has the form

$$\gamma(q_s, q_I) = \text{sinc} \left( \frac{L\lambda_p\lambda_s}{8\pi\lambda_I} \left| q_s - \frac{\lambda_I}{\lambda_s} q_I \right|^2 \right), \tag{A-2}$$

where $\text{sinc}(x) = \sin(x)/x$, $L$ is the length of the nonlinear crystal, $\lambda_p$, $\lambda_s$ and $\lambda_I$ are the wavelengths of the pump, signal and idler photons, respectively.

We assume that the angular spectrum of the pump has a Gaussian profile, i.e.,

$$\xi(q_s + q_I) = \exp \left( -\frac{1}{4} |q_s + q_I|^2 w_p^2 \right), \tag{A-3}$$

where $w_p$ is the waist of the pump beam. Following the standard practice for the degenerate SPDC (see for example, \cite{33, 41, 42}), we approximate the sinc form of $\gamma$ by a Gaussian function and write

$$\gamma(q_s, q_I) = \exp \left( -\frac{L\lambda_p\lambda_s}{8\pi\lambda_I} \left| q_s - \frac{\lambda_I}{\lambda_s} q_I \right|^2 \right). \tag{A-4}$$

From Eqs. (A-1), (A-3), and (A-4) we have

$$C(q_s, q_I) \propto \exp \left( -\frac{1}{4} |q_s + q_I|^2 w_p^2 \right) \exp \left( -\frac{L\lambda_p\lambda_s}{8\pi\lambda_I} \left| q_s - \frac{\lambda_I}{\lambda_s} q_I \right|^2 \right). \tag{A-5}$$

On substituting from Eq. (A-5) into Eq. (2) of the main text, using the relation $\lambda_p \approx \lambda_s\lambda_I/(\lambda_s + \lambda_I)$, and normalizing the probability density function, we find that

$$P(\rho_s, \rho_I) = \frac{8}{\pi L w_p^2 (\lambda_s + \lambda_I)} \exp \left[ -\frac{4\pi}{L(\lambda_s + \lambda_I)} |\rho_s - \rho_I|^2 \right] \times \exp \left[ -\frac{2}{w_p^2 (\lambda_I + \lambda_s)^2} |\lambda_I \rho_s + \lambda_s \rho_I|^2 \right]. \tag{A-6}$$

[1] G. Brida, M. Genovese, and I. R. Berchera, Nature Photonics 4, 227 (2010).
[2] J. Sabines-Chesterking, A. McMillan, P. Moreau, S. Joshi, S. Knauer, E. Johnston, J. Rarity, and J. Matthews, Optics express 27, 30810 (2019).
[3] G. Triginer Garces, H. M. Chrzanowski, S. Daryanoosh, V. Thiel, A. L. Marchant, R. B. Patel, P. C. Humphreys, A. Datta, and I. A. Walmsley, Applied Physics Letters 117, 024002 (2020).
[4] C. Casacio, L. Madsen, A. Terrasson, M. Waleed, K. Barnscheidt, B. Hage, M. Taylor, and W. Bowen, Nature 594, 201 (2021), URL https://doi.org/10.1038/s41586-021-03528-w
[5] O. Schwartz, J. M. Levitt, R. Tenne, S. Itzhakov, Z. Deutsch, and D. Oron, Nano letters 13, 5832 (2013).
[6] A. Classen, J. von Zanthier, M. O. Scully, and G. S. Agarwal, Optica 4, 580 (2017).
[7] M. Unterh¨aer, B. Bessire, L. Gasparini, M. Perenzoni, and A. Stefanov, Optica 5, 1150 (2018).
[8] R. Tenne, U. Rossman, B. Rephael, Y. Israel, A. Krupinski-Ptaszek, R. Lapkiewicz, Y. Silberberg, and D. Oron, Nature Photonics 13, 116 (2019).
[9] A. G. White, J. R. Mitchell, O. Nairz, and P. G. Kwiat, Physical Review A 58, 605 (1998).
[10] D. Klyshko, Zh. Eksp. Teor. Fiz 94, 82 (1988).
[11] A. Belinskii and D. Klyshko, Soviet Journal of Experimental and Theoretical Physics 78, 259 (1994).
[12] T. Pittman, Y. Shih, D. Strekalov, and A. V. Sergienko, Physical Review A 52, R3429 (1995).
[13] A. Gatti, E. Brambilla, and L. Lugiato, Progress in Optics 51, 251 (2008).
[14] K. W. C. Chan, M. N. O’Sullivan, and R. W. Boyd, Physical Review A 79, 033808 (2009).
[15] R. S. Aspden, D. S. Tasca, R. W. Boyd, and M. J. Padgett, New Journal of Physics 15, 073032 (2013).
[16] P.-A. Moreau, E. Toninelli, T. Gregory, and M. J. Padgett, Nature Reviews Physics 1, 367 (2019).
[17] G. B. Lemos, V. Borish, G. D. Cole, S. Ramelow, R. Lapkiewicz, and A. Zeilinger, Nature 512, 409 (2014).
[18] M. Lahiri, R. Lapkiewicz, G. B. Lemos, and A. Zeilinger, Physical Review A 92, 013832 (2015).
[19] B. Viswanathan, G. B. Lemos, and M. Lahiri, Optics Letters in press, (arXiv:2101.02761) (2021).
[20] I. Kviatkovsky, H. M. Chrzanowski, E. G. Avery, H. Bartolomaeus, and S. Ramelow, Science Advances 6, eabd0264 (2020).
[21] A. V. Paterova, S. M. Maniam, H. Yang, G. Grenci, and L. A. Krivitsky, Science advances 6, eabd0460 (2020).
[22] M. Lahiri, A. Hochrainer, R. Lapkiewicz, G. B. Lemos, and A. Zeilinger, Physical Review A 96, 013822 (2017).
[23] A. Hochrainer, M. Lahiri, R. Lapkiewicz, G. B. Lemos, and A. Zeilinger, Proceedings of the National Academy of Sciences 114, 1508 (2017).
[24] J. Fuenzalida, A. Hochrainer, G. B. Lemos, E. Ortega, R. Lapkiewicz, M. Lahiri, and A. Zeilinger, submitted; arXiv:2010.07712 (2020).
[25] X. Zou, L. J. Wang, and L. Mandel, Phys. Rev. Lett. 67, 318 (1991).
[26] L. Wang, X. Zou, and L. Mandel, Physical Review A 44, 4614 (1991).
[27] H. Wiseman and K. Mølmer, Physics Letters A 270, 245 (2000).
[28] M. Lahiri, A. Hochrainer, R. Lapkiewicz, G. B. Lemos, and A. Zeilinger, Phys. Rev. A 100, 053839 (2019).
[29] M. Lahiri, Progress in Optics 65, 313 (2020).
[30] S. P. Walborn, C. Monken, S. Pádua, and P. S. Ribeiro, Physics Reports 495, 87 (2010).
[31] C. H. Monken, P. S. Ribeiro, and S. Pádua, Phys. Rev. A 57, 3123 (1998).
[32] S. P. Walborn, A. N. de Oliveira, S. Pádua, and C. H. Monken, Phys. Rev. Lett. 90, 143601 (2003), URL https://link.aps.org/doi/10.1103/PhysRevLett.90.143601.
[33] D. S. Tasca, S. P. Walborn, P. H. Souto Ribeiro, F. Toscano, and P. Pellat-Finet, Phys. Rev. A 79, 033801 (2009), URL https://link.aps.org/doi/10.1103/PhysRevA.79.033801.
[34] W. P. Grice, R. S. Bennink, D. S. Goodman, and A. T. Ryan, Physical Review A 83, 023810 (2011).
[35] J. W. Goodman, Introduction to Fourier optics (Roberts and Company Publishers, 2005).
[36] M. Born and E. Wolf, Principles of Optics: Electromagnetic Theory of Propagation, Interference and Diffraction of Light (Cambridge University Press, 1999), 7th ed.
[37] A. Schori, C. Bömer, D. Borodin, S. P. Collins, B. Detlefs, M. Moretti Sala, S. Yudovich, and S. Shwartz, Phys. Rev. Lett. 119, 253902 (2017), URL https://link.aps.org/doi/10.1103/PhysRevLett.119.253902.
[38] M. H. Rubin and Y. Shih, Physical Review A 78, 033836 (2008).
[39] R. S. Aspden, N. R. Gemmell, P. A. Morris, D. S. Tasca, L. Mertens, M. G. Tanner, R. A. Kirkwood, A. Ruggeri, A. Tosi, R. W. Boyd, et al., Optica 2, 1040 (2015).
[40] D. S. Tasca, R. S. Aspden, P. A. Morris, G. Anderson, R. W. Boyd, and M. J. Padgett, Opt. Express 21, 30460 (2013).
[41] C. K. Law and J. H. Eberly, Phys. Rev. Lett. 92, 127903 (2004).
[42] J. Schneeloch and J. C. Howell, Journal of Optics 18, 053501 (2016).
[43] I. Kviatkovsky, H. M. Chrzanowski, and S. Ramelow, arXiv preprint arXiv:2106.06435 (2021).
[44] This scenario must not be confused with conventional near-field imaging where evanescent fields play an integral role. We stress that evanescent fields play no role in our imaging scheme.
[45] In this context, see the recent microscopy experiments based on momentum correlation enabled [20] and position correlation enabled [43] QIUP.