In this paper, we propose a method to easily calibrate multiple Kinect V2 sensors. It requires the cameras to simultaneously observe a 1D object shown at different orientations (three at least) or a 2D object for at least one acquisition. This is possible due to the built-in coordinate mapping capabilities of the Kinect. Our method follows five steps: image acquisition, pre-calibration, point cloud matching, intrinsic parameters initialization, and final calibration. We modeled radial and distortion parameters of all the cameras, obtaining a root mean square re-projection error of $0.2$ pixels on the depth cameras and $0.4$ pixels on the color cameras. To validate the calibration results we performed point cloud fusion with color and 3D reconstruction using the depth and color information from four Kinect sensors.
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1 INTRODUCTION

Multiple calibrated RGB-D cameras have been used in a wide variety of applications such as 3D reconstruction [1–3], people tracking [4–6], motion capture [7–9], object tracking [10], augmented reality [11–13], and telepresence [14–16] among others.

Camera calibration is required in all these applications to obtain metric measurements from the images. It has been extensively studied, and there are several techniques such as the use of 3D calibration objects e.g., orthogonal planes [17], 2D objects such as a single moving plane [18], and 1D objects such as a wand with multiple collinear points [19]. For calibrating multiple cameras, the method using 1D objects is preferred since all the cameras can see the same calibration object at the same time [19–22].

Liu et al. [23] describe a method to calibrate the depth and color cameras of a Kinect sensor using a planar model for color camera calibration and a 1D object with three collinear points for depth camera calibration. Svoboda et al. [20] proposed a multiple RGB camera calibration using a single moving point. Borguese et al. calibrate a stereo system using a rigid bar with two markers, their method rely on accurate known distances between the markers. Pribanic et al. extend this method to multi-camera systems using accurate known distances between markers and orthogonality constraints. Auvinet et al. [24] calibrate a network of depth cameras using a plane, they obtain the equation of the plane by integrating depth information of all points on each plane and generate virtual points to calibrate using the classical method from [18]. Macknojia et al. [25] proposed a calibration technique for multiple Kinect sensors using a regular checkerboard pattern illuminated by external incandescent lamps such that it is visible in IR and color. They also use the classical method from [18] to find the intrinsic parameters; the extrinsic parameters are found between each pair of sensors by looking at the chec-
kerboard pattern in the overlapping region of the two cameras. Avestisyan [26] introduced a calibration method for depth cameras by tracking a rigid body to obtain the pose of a regular checkerboard object located in the overlapping region of two adjacent cameras. Alexiadis et al. [2] also calibrate a network of Kinect sensors; for intrinsic parameters estimation, they use a regular checkerboard pattern and the method from [18] and for extrinsic parameters between the different Kinects, they used a wand with two LEDs of different colors and tracked these LEDs on all the cameras followed by a pairwise stereo calibration as described in [27]. Jones et al. [13] auto-calibrate a network of Kinect cameras and light projectors by projecting structured light on the scene using the light projectors, the calibration is done without human intervention and in a few minutes. Almazan and Jones [6] introduced a method for calibrating three non-overlapping Kinect sensors using planes as common features. The coordinate systems are recovered from the parameters of at least three mutually orthogonal planes extracted from each pair of sensors. They built a calibration tool to provide such planes.

In this paper, we propose a calibration method for a network of Kinect V2 sensors that uses a 1D or 2D calibration object with color markers to obtain both, intrinsic and extrinsic parameters for all the cameras. In our experiment, we use four Kinect V2 sensors placed with a viewpoint change of approximately 90 degrees as shown in Figure 2. Our method takes advantage of Kinect V2 coordinate mapping between its cameras to find correspondences between color and depth cameras and to estimate the position of the calibration object in camera space. To test the effectiveness of our method we performed colored point cloud fusion and 3D reconstruction using the depth and color data from the four Kinect V2 sensors.

The main contribution of this paper is the method for calibrating one or more Kinect V2 cameras with just three acquisitions using a 1D object or a single acquisition using a 2D object that can be seen by all the cameras. Our method does not impose restrictions on the minimum number of cameras and exploits the Kinect V2 coordinate mapping capabilities.

2 CALIBRATION PROCESS

In this section, we describe the procedure to calibrate multiple Kinect V2 sensors from a single image acquisition. The calibration pipeline is composed of five steps (see Figure 1): (1) Image acquisition, (2) Pre-calibration, (3) Point cloud matching, (4) Intrinsic parameters initialization, and (5) Final calibration. We implemented the whole pipeline in MATLAB using the Kin2 toolbox [28], developed by two of the authors. For brevity, in the rest of the section, we will use Kinect to refer to the Kinect V2.
view. All these data are transferred from the clients to the server.

Camera space refers to the 3D coordinate system used by Kinect. The coordinate system is defined as follows [29]: the origin is located at the center of the infrared sensor on the Kinect; the positive X direction goes to the sensor’s left; the positive Y direction goes up; the positive Z goes out in the direction the sensor is facing; and the units are in meters.

The data acquisition procedure follows the next steps:

1. The sensors grab images synchronously. On each sensor, we use the color camera to detect the colored markers. For this, we search for small color blobs that satisfy certain constraints. For example, on the 1D calibration pattern, the color points should lie on a line with the fixed length, and for the 2D pattern, the color points must have fixed distances given by the 2D pattern. The red, green, blue, and yellow markers are defined as \( a, b, c, \) and \( d \) respectively. To count as a valid frame, all the cameras must found the three or four markers.

2. Using the coordinate mapping, map the coordinates of \( a, b, c, \) and \( d \) from color space to camera space obtaining \( A_i, B_i, C_i, \) and \( D_i \), where \( A_i, B_i, C_i, D_i \in \mathbb{R}^3 \) and \( i \in \{1, 2, 3, 4\} \) is the Kinect id.

3. Using the depth camera and the coordinate mapping, map the complete depth frame (424 \times 512 depth values) to camera space points producing a point cloud \( \text{PC}_i \) for each Kinect sensor where \( \text{PC}_i \in \mathbb{R}^{217088 \times 3} \).

4. Finally, transfer the 3D coordinates of the points \( (A_i, B_i, C_i, D_i) \) and the point clouds \( \text{PC}_i \) from each client to the server.

### 2.2 Pre-Calibration

The goal of the pre-calibration step is to obtain an estimate of the extrinsic parameters \( i.e. \) the pose of all the cameras on a global reference in 3D coordinate space. To accomplish this, we need at least three acquisitions from the 1D object to satisfy the constraints and obtain a better performance or a single acquisition from the 2D object. There are eight cameras in total; a pair of depth and color cameras for each Kinect sensor. We define the depth camera of the first Kinect as the reference. The pose is represented by a \( 4 \times 4 \) rigid transformation containing the rotation \( R \) and translation \( t \) that align each of the cameras with the reference. To obtain these transformations we used the camera space points \( A_i, B_i, C_i, D_i \) from each Kinect sensor obtained in the data acquisition step. Setting the first Kinect \((i = 1)\) as the reference, the problem of obtaining the pose boils down to obtaining the best rotations \( R_i \) and translations \( t_i \) that align the points from the Kinect sensors \( (M_i = [A_i'B_i'C_i'D_i'], i \in \{2, 3, 4\}) \) to the points in the reference Kinect \((M_1)\). We wish to solve for \( R_i \) and \( t_i \):

\[
M_1 = R_i \times M_i + t_i \tag{1}
\]

Where \( R_i \) and \( t_i \) are rotations and translations applied to each set of points \( M_i, i \in \{2, 3, 4\} \) to align them with the reference \( M_1 \).

Following the method described in [30] for corresponding point set registration; first find the centroids of the 3D points \( M_i \):

\[
\text{centroid}_i = \frac{1}{4} (A_i + B_i + C_i + D_i), \tag{2}
\]

then move the points to the origin and find the optimal rotation \( R_i \) with Equation 3:

\[
H_i = \sum_{j=1}^{3} \left( M_i^j - \text{centroid}_d \right) \left(M_i^j - \text{centroid}_1 \right)^T \quad [U_i, S_i, V_i] = SVD(H_i) \\
R_i = V_i U_i^T \tag{3}
\]

where \( H_i \) is the covariance matrix of the \( i^{th} \) Kinect and \( SVD \) denotes the singular value decomposition. Finally, we found the translation \( t_i \) with

\[
t_i = -R_i \times \text{centroid}_i + \text{centroid}_1 \tag{4}
\]
Once we estimate the rigid transformations that align the cameras with the reference, we applied these transformations to the point clouds $\mathbf{PC}_i$, $i \in \{2, 3, 4\}$ to align the 3D points from all the Kinect sensors into a single coordinate frame. However, the alignment is not perfect, so we applied a refining step using Iterative Closest Point (ICP) [31] on each aligned point cloud with the reference, to minimize the difference between them. The aligned point clouds will be denoted as $\hat{\mathbf{PC}}_i$, $i \in \{2, 3, 4\}$.

Figure 4(a) shows the point clouds acquired with each camera plotted on the same coordinate frame before alignment. The points clouds from each camera are displayed with different colors. Figure 4(b) shows the point clouds after alignment. In this figure, we discern the structure of the room from the different cameras viewpoint.

### 2.3 Point Cloud Matching

To calibrate the cameras with the reference Kinect, we need multiple matching 3D points and their respective 2D projections between the reference and each of the Kinect sensors. The goal of this step is to find these matching points that will be used for intrinsic parameters initialization and final calibration.

Once the cameras have been aligned on the same coordinate frame, we should have points that overlap between point clouds. The objective is to find these overlapped points or matching points between the $i^{th}$ camera and the reference camera. Because the point clouds are relatively well aligned, for each camera point cloud, we apply a linear nearest neighbor search with the reference point cloud. Concretely, taking the point cloud of the first Kinect (reference) $\mathbf{PC}_1$ as query points, for each pair of aligned point clouds: $\mathbf{PC}_1$ and $\hat{\mathbf{PC}}_2$; $\mathbf{PC}_1$ and $\hat{\mathbf{PC}}_3$; and $\mathbf{PC}_1$ and $\hat{\mathbf{PC}}_4$, we search for the nearest point inside a radii of $R$ millimeters of each reference query point.

We say that a point $p$ is an $R$-near neighbor of a point $q$ if the distance between $p$ and $q$ is at most $R$ (see Figure 5). The algorithm either returns the nearest $R$-near neighbor, or concludes that no such point exists, for some fixed parameter $R$ [32]. Figure 6 shows the matching points in red between (a)$\mathbf{PC}_1$(green) and $\hat{\mathbf{PC}}_2$(black), (b)$\mathbf{PC}_1$(green) and $\hat{\mathbf{PC}}_3$(blue), and (c)$\mathbf{PC}_1$(green) and $\hat{\mathbf{PC}}_4$(magenta).

### 2.4 Intrinsic Parameters Initialization

The matching points between the reference Kinect and the rest (obtained in the point cloud matching step) are the 3D points in the world reference and will be denoted by $\mathbf{P}_W$, for $i \in \{2, 3, 4\}$, the 2D projections of these points on the image plane are denoted by $\mathbf{u}_i = (u, v)$ and are known from the acquisition step.

In homogeneous coordinates, the mapping between points $\mathbf{P}_W = (x, y, z)$ and their 2D projections $\mathbf{u} = (u, v)$ in the image plane is given by Equation (5).

$$\lambda \mathbf{u} = \begin{bmatrix} \mathbf{K} & 0 \\ \mathbf{0}^T & 1 \end{bmatrix} \begin{bmatrix} R \\ \mathbf{0}^T \end{bmatrix} \mathbf{P}_W \tag{5}$$

where $\mathbf{K}$ is the intrinsic parameters matrix or camera parameters, and $[R, t]_{W \rightarrow C}$ the extrinsic parameters, $R$ is a
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**Slika 4. Pre-Calibration.** (a) Shows the point clouds obtained from each sensor plotted on the same coordinate axis. (b) Shows the same point clouds after pre-calibration alignment.

3x3 rotation matrix that defines the camera orientation and \( t \) is a translation vector that describe the position of the camera in the world. Our goal is to compute the intrinsic parameters \( K \) which contains the focal length \((\alpha, \beta)\), a skew factor \((\gamma)\), and the principal point \((u_0, v_0)\) for fixed extrinsic parameters \([R, t]\) obtained with the pre-calibration step. We apply the maximum likelihood method

\[
\hat{K} = \arg\min_{K} \sum_{j=1}^{J} (u_j - \text{pinhole}[P_W, K, R, t])^T \ldots (u_j - \text{pinhole}[P_W, K, R, t])
\]

Given that Equation (5) is linear with respect to the intrinsic parameters, and can be written as \( A_j h \) where

\[
A_j = (a_1, a_2, a_3, a_4, a_5)
\]

where

\[
a_1 = \begin{bmatrix}
  r_{11} x_i + r_{12} y_i + r_{13} z_i + t_x \\
  r_{21} x_i + r_{22} y_i + r_{23} z_i + t_x \\
 0
\end{bmatrix}
\]

\[
a_2 = \begin{bmatrix}
  r_{11} x_i + r_{12} y_i + r_{13} z_i + t_y \\
  r_{21} x_i + r_{22} y_i + r_{23} z_i + t_y \\
 0
\end{bmatrix}
\]

\[
a_3 = \begin{bmatrix}
  1 \\
  0
\end{bmatrix}
\]

\[
a_4 = \begin{bmatrix}
  r_{21} x_i + r_{22} y_i + r_{23} z_i + t_y \\
  r_{31} x_i + r_{32} y_i + r_{33} z_i + t_y \\
 0
\end{bmatrix}
\]

\[
a_5 = \begin{bmatrix}
  0 \\
  1
\end{bmatrix}
\]

and \( h = [\alpha, \beta, \gamma, u_0, v_0]^T \). Therefore, the problem has the form

\[
h = \arg\min_{h} \sum_{i=1}^{J} (A_i h - u_i)^T (A_i h - u_i)
\]

which is a least squares problem that can be solved in closed form.

**2.5 Final Calibration**

The extrinsic parameters obtained with the Pre-Calibration step and the intrinsic parameters obtained with the Intrinsic Parameters Initialization may not be optimal. To optimize together these parameters, we apply a non-linear minimization of a cost function \( f \) using the Levenberg-Marquard algorithm [33, 34]. To deal with optical distortions, we included radial (Equation 9) and tangential (Equation 10) distortion correction to the model [35, 36].
\[ \delta u = u_d(k_1 r^2_d + k_2 r^4_d + \ldots + k_{r_0} r^{2r_0}_d) \]
\[ \delta v = v_d(k_1 r^2_d + k_2 r^4_d + \ldots + k_{r_0} r^{2r_0}_d), \]  
\[ \delta u = u_d + \left[2p_1 v_d + p_2 (r^2 + 2u_d^2)\right] \]
\[ \delta v = v_d + \left[p_1 (r^2 + 2v_d^2) + 2p_2 u_d \right]. \]

where \((\delta_u, \delta_v)\) are the corrections for geometric lens distortion presented in the distorted image coordinates \((u_d, v_d)\), \(r^2_d = u^2_d + v^2_d\), with the terms \(k_i\) represent the radial distortion parameters, and \(p_1, p_2\) represent the tangential distortion coefficients.

The input parameters of the optimization function are the rotation \(R\) and translation vector \(t\), intrinsic parameters matrix \(K\), radial distortion parameters \(k_1, k_2, k_3\) and tangential distortion parameters \(p_1\) and \(p_2\).

3 EXPERIMENTAL RESULTS

The proposed method has been tested with four Kinect V2 sensors arranged as shown in Figure 2. We calibrated the four sensors using the 1D and 2D pattern with different configurations:

1. **No distortion**: basic model that includes intrinsic parameters (focal length \(\alpha\), skew \(\gamma\), and principal point \((u_0, v_0)\)) and extrinsic parameters (rotation \(R\) and translation \(t\) with respect to the reference) without distortion parameters.
2. **2 rad**: basic model plus two radial distortion parameters \(k_1\) and \(k_2\).
3. **3 rad**: basic model plus three radial distortion parameters \(k_1, k_2, k_3\).
4. **2 rad + 2 tan**: basic model plus two radial distortion parameters and two tangential distortion parameters \(k_1, k_2, p_1,\) and \(p_2\).
5. **3 rad + 2 tan**: basic model plus three radial distortion parameters and two tangential distortion parameters \(k_1, k_2, k_3, p_1,\) and \(p_2\). This will be called the complete model.

**Slika 6. Point cloud matching.** The matching points are shown in red. (a) Matching points between reference (green) and PC\(_2\) (black). (b) Matching points between reference and PC\(_3\) (blue). (c) Matching points between reference and PC\(_4\) (magenta).
For the 1D pattern we used three acquisitions, and for the 2D pattern, we used only one. The results obtained between the 1D and 2D pattern are very similar, and we concluded that the only benefit of the 2D pattern is a minimum number of acquisitions with the trade-off of a complex build. For the rest of this section, we reported results using the 1D pattern.

Figure 7 shows the evolution of the root mean square re-projection error (RMSE) of the different configurations during the iterative non-linear optimization (described in Section 2.5) of the eight cameras: four depth cameras and four color cameras of the four Kinect V2 sensors. In all the cases, we see a reduction of the RMSE with the inclusion of the distortion parameters. This reduction is more substantial for the depth cameras (Figures 7(a), (c), (e), and (g)) than for the color cameras (Figures 7(b), (d), (f), and (h)). For the depth camera 1 (Figure 7(a)), we see a small improvement of 7.14% with the inclusion of the third radial distortion parameter $k_3$ improving the RMSE from $0.29$ for the $(2 \text{ rad} + 2 \text{ tan})$ model to $0.27$ for the $(3 \text{ rad} + 2 \text{ tan})$ model. Also, we discern a nearly imperceptible improvement of 0.36% with the inclusion of the tangential distortion parameters $p_1$ and $p_2$ improving the RMSE from $0.271$ for the $(3 \text{ rad})$ model to $0.270$ for the $(3 \text{ rad} + 2 \text{ tan})$ model.

On the other hand, for the color camera 1 (Figure 7(b)), there is no improvement with the inclusion of the third radial distortion parameter with a RMSE of $0.479$ for the $(2 \text{ rad} + 2 \text{ tan})$ model and a RMSE of $0.479$ for the $(3 \text{ rad} + 2 \text{ tan})$ model. This may imply that the depth camera has more distortion than the color camera. The rest of the cameras follow a similar pattern: a substantial improvement in the RMSE with the inclusion of the first two radial distortion parameters $k_1$ and $k_2$, and a small improvement in the RMSE with the inclusion of the third radial distortion parameter and the tangential parameters.

Table 1 display the values of the calibration results along with the RMSE of each configuration for the depth and color cameras of the first Kinect V2. For the depth camera, the configuration with the complete distortion parameters $(3 \text{ rad} + 2 \text{ tan})$ achieved the best result with an RMSE of $0.27$. For the color camera, the third radial distortion parameter $k_3$ did not affected the result, achieving the same RMSE of $0.479$ on the last two configurations: $(2 \text{ rad} + 2 \text{ tan})$ and $(3 \text{ rad} + 2 \text{ tan})$.

The calibration results for the rest of the cameras yielded the best results with the complete model and a point cloud matching distance of 1 mm. Table 2 display the calibration results for the depth and color cameras of the second Kinect V2 sensor. The best RMSE was 0.165 and 0.369 respectively. Table 3 display the same information for third Kinect V2 sensor with a RMSE of 0.183 for the depth camera and 0.331 for the color camera. Finally, Table 4 display the calibration results for the fourth Kinect V2 sensor. On the depth camera, the best RMSE was 0.28 and 0.198 for the color camera.

3.1 3D Reconstruction

To evaluate the performance of our calibration method, we performed point cloud fusion and 3D reconstruction of two objects: a paperboard box and a toy car. For this, we placed each object inside the field of view of the four cameras and acquired a depth and color frame from each Kinect V2 sensor. Then, using the calibration results with the complete distortion parameters, we un-distorted the depth and color images and obtain the $[x, y, z]$ coordinates of the color markers using equation 5 with $z = \text{depth}$. Figures 8(a) and 8(b) show the mean error (with ten acquisitions of the 1D object) in mm between the reconstructed and true wand lengths for the depth and color cameras respectively. These figures, also show the error at increasing target distances (0.5m, 1m, and 2m). As it is known [37], the Kinect accuracy is not very good and degrades with distance. However, our calibration method yields better accuracy than the Kinect’s built-in mapping.

To evaluate our calibration results qualitatively, we mapped the $[x, y, z]$ points onto the color frame using the intrinsic and extrinsic parameters of the color camera to obtain the corresponding color of each 3D point. Finally, by merging the colored 3D data from the four Kinect sensors we got a 3D fused point cloud which then we reconstructed into a meshed object using MeshLab. Figure 9 shows the 3D reconstruction of a paperboard box and a toy car.

3.2 Comparison with other methods

The calibration methods from Alexiadis et al. [2] and Liu et al. [23] are similar to our approach for depth camera calibration in the sense that they also used a wand with markers; however, their methodologies are different. Moreover, those methods used a planar object to calibrate the color camera. In contrast, our method uses the same 1D object to calibrate the depth and color cameras.

Alexiadis et al. [2] reported a mean re-projection error of 0.78 pixels and Liu et al. [23] reported a re-projection error of 0.6 pixels on the color camera with 120 calibration points and a metric error $< 5$ mm with 40 calibration points. Our calibration method yielded minimum re-projection error of 0.16 pixels and 0.33 pixels on the depth and color cameras respectively. On the metric side, we found that the error is proportional to the target distance: at 0.5m we obtained a metric error of 4.6mm and 5.8mm for depth and color cameras, and with the target at 2m from the sensor, we obtained a metric error of 6.0mm and 8.2mm for the depth and color cameras respectively.
Slika 7. Non-linear optimization Root Mean Square Error (RMSE) of each camera for the different configurations: No distortion, 2 Rad, 2 Rad + 2 Tan, 3 Rad, and 3 Rad + 2 Tan.
### Tabla 1. Camera 1

| Model          | α    | γ    | u0   | v0   | k1   | k2   | k3   | p1   | p2   | RMSE |
|----------------|------|------|------|------|------|------|------|------|------|------|
| No distortion  | 391.54 | 0.33 | 259.57 | 215.25 | 2.355 |
| 2 rad          | 367.30 | 0.11 | 257.66 | 213.53 | 0.294 |
| 3 rad          | 361.61 | 0.13 | 257.65 | 213.47 | 0.271 |
| 2 rad + 2 tan  | 367.20 | 0.03 | 257.70 | 213.26 | 0.294 |
| 3 rad + 2 tan  | 365.85 | -0.15 | 257.69 | 213.42 | 0.270 |

### Tabla 2. Camera 2

| Model          | α    | γ    | u0   | v0   | k1   | k2   | k3   | p1   | p2   | RMSE |
|----------------|------|------|------|------|------|------|------|------|------|------|
| No distortion  | 367.37 | -0.01 | 265.94 | 218.74 | 0.970 |
| 2 rad          | 364.15 | -0.04 | 258.63 | 217.04 | 0.172 |
| 3 rad          | 363.55 | -0.02 | 258.38 | 216.79 | 0.166 |
| 2 rad + 2 tan  | 364.57 | -0.00 | 257.41 | 216.64 | 0.170 |
| 3 rad + 2 tan  | 365.88 | 0.01 | 257.63 | 216.40 | 0.165 |

### Tabla 3. Camera 3

| Model          | α    | γ    | u0   | v0   | k1   | k2   | k3   | p1   | p2   | RMSE |
|----------------|------|------|------|------|------|------|------|------|------|------|
| No distortion  | 420.14 | 11.60 | 271.60 | 200.88 | 1.863 |
| 2 rad          | 367.72 | 0.01 | 258.87 | 216.98 | 0.191 |
| 3 rad          | 365.66 | -0.11 | 257.94 | 215.76 | 0.185 |
| 2 rad + 2 tan  | 366.64 | 0.23 | 259.78 | 216.72 | 0.184 |
| 3 rad + 2 tan  | 365.94 | 0.12 | 258.49 | 216.15 | 0.183 |

### Tabla 4. Camera 4

| Model          | α    | γ    | u0   | v0   | k1   | k2   | k3   | p1   | p2   | RMSE |
|----------------|------|------|------|------|------|------|------|------|------|------|
| No distortion  | 384.41 | -1.14 | 244.03 | 218.42 | 1.130 |
| 2 rad          | 364.80 | 0.02 | 256.99 | 215.25 | 0.294 |
| 3 rad          | 364.08 | -0.02 | 257.17 | 215.15 | 0.290 |
| 2 rad + 2 tan  | 364.63 | -0.15 | 256.23 | 213.89 | 0.289 |
| 3 rad + 2 tan  | 363.96 | -0.11 | 256.26 | 214.32 | 0.288 |

### Color Camera

#### Tabla 1. Camera 1

| Model          | α    | γ    | u0   | v0   | k1   | k2   | k3   | p1   | p2   | RMSE |
|----------------|------|------|------|------|------|------|------|------|------|------|
| No distortion  | 1054.01 | -13.07 | 961.09 | 551.89 | 1.277 |
| 2 rad          | 1055.73 | -12.51 | 961.02 | 553.64 | 0.484 |
| 3 rad          | 1055.62 | -12.51 | 961.03 | 553.63 | 0.484 |
| 2 rad + 2 tan  | 1061.88 | -1.43 | 959.02 | 548.15 | 0.479 |
| 3 rad + 2 tan  | 1061.79 | -1.42 | 959.02 | 548.15 | 0.479 |

#### Tabla 2. Camera 2

| Model          | α    | γ    | u0   | v0   | k1   | k2   | k3   | p1   | p2   | RMSE |
|----------------|------|------|------|------|------|------|------|------|------|------|
| No distortion  | 1058.26 | 0.11 | 956.99 | 550.95 | 0.500 |
| 2 rad          | 1061.44 | 0.52 | 960.90 | 552.00 | 0.396 |
| 3 rad          | 1060.89 | 0.56 | 960.66 | 551.86 | 0.394 |
| 2 rad + 2 tan  | 1063.56 | 0.34 | 955.76 | 555.88 | 0.371 |
| 3 rad + 2 tan  | 1062.91 | 0.35 | 955.88 | 556.11 | 0.369 |

#### Tabla 3. Camera 3

| Model          | α    | γ    | u0   | v0   | k1   | k2   | k3   | p1   | p2   | RMSE |
|----------------|------|------|------|------|------|------|------|------|------|------|
| No distortion  | 1057.07 | -1.67 | 963.37 | 563.63 | 0.672 |
| 2 rad          | 1064.58 | 1.15 | 966.90 | 558.14 | 0.332 |
| 3 rad          | 1064.20 | 1.19 | 967.05 | 557.92 | 0.332 |
| 2 rad + 2 tan  | 1064.77 | 1.23 | 967.12 | 558.36 | 0.332 |
| 3 rad + 2 tan  | 1064.46 | 1.54 | 968.80 | 558.07 | 0.331 |

#### Tabla 4. Camera 4

| Model          | α    | γ    | u0   | v0   | k1   | k2   | k3   | p1   | p2   | RMSE |
|----------------|------|------|------|------|------|------|------|------|------|------|
| No distortion  | 1058.84 | 0.66 | 970.09 | 536.31 | 0.512 |
| 2 rad          | 1061.85 | 0.04 | 965.08 | 537.48 | 0.401 |
| 3 rad          | 1061.64 | 0.04 | 965.16 | 537.43 | 0.400 |
| 2 rad + 2 tan  | 1061.90 | 0.01 | 965.42 | 537.07 | 0.400 |
| 3 rad + 2 tan  | 1061.70 | 0.02 | 965.43 | 537.08 | 0.400 |
4 CONCLUSION

In this paper, we have developed a method to calibrate multiple Kinect V2 sensors easily. The method requires at least three acquisitions of a 1D object from each camera or a single acquisition from a 2D object, and a point cloud from each Kinect V2 obtained with the built-in coordinate mapping capabilities of Kinect V2. The proposed method consists of five steps: (1) Image acquisition, obtains corresponding 3D points from the 1D object on the multiple cameras; (2) Pre-calibration, finds an estimate of the rigid transformation between the Kinect sensors with respect to a reference; (3) Point cloud matching, finds matching points between the reference and the rest of the Kinect sensors; (4) Intrinsic parameters initialization, calculates a closed-form solution of the intrinsic parameters of each camera; and (5) Final calibration, performs a nonlinear refinement of the full model including intrinsic and extrinsic parameters, radial and tangential lens distortion.

Our calibration results yielded a root mean square re-projection of 0.2 pixels on the depth cameras and 0.4 on the color cameras. We implemented the full method in MATLAB using the Kin2 Toolbox [28].

Compared with other techniques for multiple camera calibrations, the proposed method do not need a minimum number of cameras nor multiple image acquisitions of a planar target. Moreover, our calibration results improved significantly the accuracy of the Kinect V2 built-in reconstruction at different target distances.
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