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Abstract
Recently, it has been shown that Machine Learning models can leak sensitive information about their training data. This information leakage is exposed through membership and attribute inference attacks. Although many attack strategies have been proposed, little effort has been made to formalize these problems. We present a novel formalism, generalizing membership and attribute inference attack setups previously studied in the literature and connecting them to memorization and generalization. First, we derive a universal bound on the success rate of inference attacks and connect it to the generalization gap of the target model. Second, we study the question of how much sensitive information is stored by the algorithm about its training set and we derive bounds on the mutual information between the sensitive attributes and model parameters. Experimentally, we illustrate the potential of our approach by applying it to both synthetic data and classification tasks on natural images. Finally, we apply our formalism to different attribute inference strategies, with which an adversary is able to recover the identity of writers in the PenDigits dataset.
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1. Introduction

Machine Learning (ML) models have been known to leak information about their training records. This raises severe privacy concerns in cases where the training data contains sensitive information, for instance, when using real patients’ data in medical applications, e.g., [1, 2]. In order for an ML algorithm to be private, the General Data Protection Regulation (GDPR) and similar laws require for it to be impossible to single out any individual from the training set. Recently, [3] pointed out the need for a clear definition of what this means. Nonetheless, it is widely considered in the literature that Membership Inference Attacks (MIAs) measure the privacy of ML algorithms, i.e., if a MIA is effective against a model, it is possible to single out an individual from its training set.

Membership Inference has been studied in the literature, but the efforts have been concentrated on model or data dependent strategies to perform the attacks, rather than developing a general framework to understand these problems. This drives us to propose a novel formalism, providing a general framework to study inference attacks and their connection to generalization and memorization. Compared to previous works (e.g. [4, 5]), we consider a more general framework, where we study the performance of the Bayesian attacker without making any assumptions on the distribution of model parameters given the training set.

Furthermore, the present paper is distinguished from previous work by studying the connection between the information stored by the model and the leakage of sensitive information. Intuitively, the amount of leaked information should be proportional to the amount of training data stored by the model. In our study, we find that the mutual information between training set and model parameters upper bounds the gain of the Bayesian attacker over an attacker that only uses the prior distributions of the sensitive attributes.

Lastly, we consider the risk of sensitive information leakage from ML models in the form of attribute inference attacks. In these attacks, having partial knowledge of a sample in the training set, an adversary tries to extract sensitive information about the sample from the target model. In the case of medical data, the sensitive information could be the genetic profile of a patient [6]. We study several attribute inference strategies against ML models. Our framework allows us to formalize these problems, draw universal bounds on the performance of MIAs and find connections between generalization and privacy.
1.1. Summary of Contributions

Our work investigates fundamental bounds on information leakage and advances the state-of-the-art in multiple ways.

1. **A simple framework for modeling membership and/or attribute inference attacks.** We introduce a probabilistic framework for the analysis of membership and/or attribute inference attacks on machine learning systems. The necessary Definitions 2 to 4 are simple and concise, yet flexible enough to be applied to different problem setups.

2. **Universal bounds on the success rate of inference attacks.** By considering the success rate obtained by the Bayes decision rule, we are able to draw strong conclusions about the privacy of a ML model. The attacker we consider is given with perfect knowledge of the underlying probability distribution. As such, it provides an upper bound for the probability of success of any attack strategy (Theorem 1). As a matter of fact, this bound represents a privacy guarantee for any ML model and may be useful to guide the design of privacy defense mechanisms.

3. **Relation between generalization gap and membership inference.** A model that does not generalize well is susceptible to MIAs. Theorem 2, which generalizes [4, Theorem 1], provides a lower bound for the case of bounded loss functions, while Theorems 3 and 4 cover the case of sub-Gaussian and tail-bounded loss functions, respectively. These results provide formal evidence that bad generalization leads to privacy leakage. However, the converse does not hold in general, i.e., good generalization does not automatically prevent privacy leakage. Intuitively, one would think that a model that generalizes well would be agnostic to any particular sample being in its training set. Nevertheless, we show, by providing a suitable counterexample, that this intuition is wrong.

4. **Missing information in inference attacks and its connection to generalization.** Using mutual information, we study the amount of information stored by a trained model about its training set, and the role this information plays when the model is susceptible to privacy attacks (Theorem 5). We find that the mutual information between the sensitive attribute and the model parameters upper bounds the gain of the Bayesian attacker over an attacker that uses the prior distribution of the sensitive attribute. This mutual information is in turn upper bounded by the mutual information between the training set and the trained model parameters.
5. Numerical experiments. As proof of concept we consider linear regression with Gaussian data (Section 4.1). The simplicity of this setup allows us to estimate the success rate of the Bayesian white-box attacker and, since the loss is exponentially tail-bounded, we can also apply Theorem 4 to monitor the interplay between success rate and generalization. Then we apply our theoretical results in a more practical setting; namely, Deep Neural Networks (DNNs) for classification (Section 4.2). Considering bounded loss functions, we apply Theorem 2 to lower bound the success probability of the Bayesian attacker. We perform MIAs using state of the art strategies to assess the quality of this bound. Lastly, to illustrate that a model susceptible to membership inference might be susceptible to other, more severe, privacy violations, we consider a model for hand-written digit classification and use this example to apply several attribute inference strategies, comparing their effectiveness (Section 4.3).

1.2. Related Work

Connection between Privacy Leakage and Generalization: [4] study the interplay between generalization, Differential Privacy (DP), attribute and membership inference attacks. Our work investigates related questions, but offers a different and complementary perspective. While their analysis considers only bounded loss functions, we extend the results to the more general case of tail-bounded loss functions. They consider a membership inference strategy that uses the loss of the target model, yielding an equivalence between generalization gap and success rate of this attacker. In contrast, we consider a Bayesian attacker with white-box access, yielding an upper bound on the probability of success of all possible adversaries and also on the generalization gap.

Consequently, a large generalization gap implies a high success probability for the attacker. The converse statement, i.e., “generalization implies privacy” has been proven false in previous works, such as [7, 8, 4]. Our work also provides a counter proof, giving an example where the generalization gap tends to 0 while the attacker achieves perfect accuracy.

In this line of work, [5] derived an attack strategy for membership inference that is optimal to their setup. However, their results rely on randomness during training and assume a specific form in the distribution of network parameters given the training set. In this sense, our Bayesian attacker can be specialized to their framework and models.
The authors of concurrent work [9] studied the trade-off between the size of the target model (number of model parameters) and the success rate of an optimal attacker within their framework. That setup differs from ours mainly in terms of the capabilities of the attacker; while our attacker has access to the model parameters and full information on the target sample, their attacker only has access to the target sample data and corresponding model output. The work [9] presents a formal relation between the over-parametrization of the model and the success rate the Bayesian attacker against a linear regression model trained on Gaussian data. Differences in the definition of the sample-space, target model and attacker capabilities lead to orthogonal results, but similar conclusions.

Membership Inference: [10] utilize MIAs to measure privacy leakage in deep neural networks. Their attacks consist in training a classifier that distinguishes members from non-members. While their first work covers the case of black-box attacks, subsequent work by [11] considers white-box attacks, where the adversary has access to the model parameters. Later, [12] studied the influence of model choice on the privacy leakage of ML models via membership inference.

Recent works [13, 14, 15, 16] revise new and old membership inference strategies under the light of new evaluation metrics. In particular, the work in [16] takes inspiration from [5], developing an attack strategy based on estimating the distribution of the loss. Further work [17] proposes to use learned differences in distribution between outputs of intermediate layers to predict membership. In [18], a new MIA strategy is proposed, which is based on the magnitude of the perturbation necessary to successfully make the target model change its prediction. It is compared to state-of-the-art methods [14, 11].

The use of shadow models is prevalent in the MIA literature. These models mimic the behavior of the target model, while allowing an attacker access to the training set and model parameters. Many of the aforementioned MIAs require the training of an attacker model (e.g. [14]), while others require the training of shadow models [10, 11, 17, 19] in addition to training an attacker. The attacks in [15] require only black box access to the model and no additional information, while the attacks in [18] require white box access.

Recent work [20], applies the Modified Entropy strategy proposed by [15] to launch MIAs against poisoned target models. This setup differs from previous works in the sense that the attacker plays an active role in the training by poisoning part of the training data. [20] shows that the effectiveness of
MIAs is highly increased against poisoned models.

Typically, when studying the privacy leakage of ML models, classifiers are considered as the target to privacy attacks. In contrast, [21] were the first to consider MIAs against generative models. A comprehensive study of MIAs against GANs and other generative models is provided by [22].

**Attribute Inference/Model Inversion:** A more severe violation of privacy is represented by attribute inference attacks. Mainly two forms of these attacks have been considered in the literature. The first consists in inferring a sensitive attribute from a partially known record plus knowledge of a model that was trained using this record, e.g. [6, 23, 24, 25, 26, 27]. The second consists in generating a representative sample of one of the members of the training set, or one of the classes in a classification problem, by exploiting knowledge of the target model, e.g. [28, 29, 30, 31, 32, 33]. Our framework is applicable to both forms, but in this work we focus on the former, i.e., inferring sensitive information from a partially known record. [34] propose a framework that generalizes to both types of attribute inference attacks and connects them to several cryptographic notions. The notion of attribute inference is also formalized by [4]. While their work defines the advantage of an adversary as the difference between the information leaked by the model and the information present in the underlying probability distribution of the data, our formalism only allows the adversary to gain advantage from the target model. Furthermore, we consider and compare different attack strategies, while their work only focuses on the attack introduced by [6], and an attacker with oracle access to a membership inference algorithm.

**Model Extraction:** A third class of privacy violation consists in stealing the functionality of a model, when the model and its parameters are considered sensitive information, e.g., [35], but this setup is out of the scope of our work.

**Unintended Memorization:** Leakage of sensitive information might be caused by unintended memorization by the model. [7] studies unintended memorization by generative sequence models. They prove that unintended memorization is persistent and hard to avoid; moreover, they find that a model can present exposure even before overfitting. This is an instance in which a model can leak sensitive information even while generalizing well.

**Differential Privacy in Machine Learning:** DP, [36, 37] is a widely used definition of privacy, which guarantees the safety of individuals in a database while releasing general information about the group. There have been several works in ML that use DP as a measure for privacy or use DP
mechanisms for defense against inference attacks. [38] proposes a Differentially Private Stochastic Gradient Descent method for training neural networks. Their analysis allows them to estimate the privacy budget when successively applying noise to the model parameters during training. Later, [39] presented a comprehensive analysis of DP in ML by considering the different stages in which noise can be added to make an ML model differentially private. [40] evaluates the effectiveness and cost of DP methods for ML in the light of inference attacks. [41] propose Bayesian DP, which takes into account the data distribution to provide more practical privacy guarantees, achieving the same accuracy as DP while providing better privacy guarantees on several models and datasets. Recent work [42] proposes an algorithm to “audit” the privacy of ML models, accurately computing the privacy budget necessary to prevent attacks with minimal impact on the utility of the target model. We do not consider the connection between DP and MIAs, as this is thoroughly analyzed in [4].

**Federated Learning:** Inference attacks that target federated systems have been investigated by [32, 43]. Privacy preserving methods specific for federated learning have been proposed by [44, 45, 46, 47]. [48] provides a comprehensive study of MIAs against Federated Learning models. In these setups the attacker can influence other entities during training. In our framework the attacker directly obtains the trained model; thus, our framework does not cover such cases.

**Adversarial Examples and Privacy:** There have been several works that combine the topics of privacy and adversarial examples. [49] studies the impact that securing a Machine Learning model against Adversarial Attacks has on the privacy of the model. [50] makes use of Adversarial Examples as part of a defense mechanism against MIAs. [51] were the first to simultaneously address the issues of robustness and privacy, providing a complete analysis of both aspects of DNNs.

2. Preliminaries

A random variable is indicated by upper case (e.g., $X$). Lower case letter indicate realizations, while calligraphic case denotes the alphabet (e.g., $X \sim \mathcal{X}$ and $x \in \mathcal{X}$). A probability density function (pdf) is denoted by $p$ (e.g., the pdf of $X$ is denoted by $p_X$). Expectations $\mathbb{E}[\cdot]$ are taken over all random variables inside the square brackets.
We assume a fully Bayesian framework, where \( Z = (X, Y) \sim p_{XY} \equiv p_Z \) denotes data \( X \) and according labels \( Y \), drawn from sets \( \mathcal{X} \) and \( \mathcal{Y} \), respectively. The training set consists of \( n \) i.i.d. copies \( z \triangleq \{z_1, \ldots, z_n\} \) drawn according to \( Z \sim p^n_Z \).

2.1. Learning and Inference

Let \( F \triangleq \{f_\theta| \theta \in \Theta\} \) be a hypothesis class of (possibly randomized) decision functions parameterized with \( \theta \), i.e., for every \( \theta \in \Theta \), \( f_\theta(\cdot; x) \) is a probability distribution on \( \mathcal{Y} \). We will abuse notation and let \( f_\theta(y; x) \) be a probability mass function (pmf) or a pdf in \( y \) for every \( x \in \mathcal{X} \), depending on the context. The symbol \( \hat{Y}_\theta(x) \) will be used to denote the random variable on \( \mathcal{Y} \) distributed according to \( f_\theta(\cdot; x) \). In case the decision functions are deterministic, i.e., \( f_\theta(y; x) \in \{0, 1\} \) is a one-hot pmf for every \( \theta \in \Theta \), \( x \in \mathcal{X} \), we write \( \hat{y}_\theta(x) \in \mathcal{Y} \) to denote this deterministic decision, i.e., \( \hat{y}_\theta(x) = \arg \max_{y \in \mathcal{Y}} f_\theta(y; x) \).

A learning algorithm is a (possibly randomized) algorithm \( A \) that assigns to every training set \( z \in (\mathcal{X} \times \mathcal{Y})^n \) a probability distribution on the parameter space \( \Theta \) (and, thus, also on the hypothesis space \( F \)). We have \( A: z \mapsto A(\cdot; z) \), where \( A(\cdot; z) \) is a probability distribution on \( \Theta \). The symbol \( \hat{\theta}(z) \) is used to denote a random variable on \( \Theta \), distributed according to \( A(\cdot; z) \). In case of a deterministic learning algorithm, we have a pmf \( A(\theta; z) \in \{0, 1\} \) for every training set \( z \) and can thus define the function \( \hat{\theta}(z) = \arg \max_{\theta \in \Theta} A(\theta; z) \), yielding the (possibly random) decision function \( f_{\hat{\theta}(z)} \).

To judge the quality of a decision function \( f \in F \) we require a loss function \( \ell: \mathcal{Y} \times \mathcal{Y} \to \mathbb{R} \). We naturally extend this definition to vectors by an average over component-wise application, i.e., \( \ell(y, y') = \frac{1}{n} \sum_{i=1}^n \ell(y_i, y'_i) \).

**Definition 1** (Expected risks). We define \( \phi(\theta, (x, y)) \equiv \mathbb{E}[\ell(\hat{Y}_\theta(x), y)] \) as the expected loss between \( f_\theta(x) \) and \( y \). This notation is naturally extended to vectors as

\[
\phi(\theta, z) \triangleq \frac{1}{n} \sum_{i=1}^n \mathbb{E}[\ell(\hat{Y}_\theta(x_i), y_i)]. \tag{1}
\]

The expected risk and empirical risk of a learning algorithm \( A \) at training
set $Z$ are defined respectively as

$$R_{\text{exp}}(A) \triangleq \mathbb{E}[\varrho(\hat{\theta}(Z), (X,Y))], \quad R_{\text{emp}}(A) \triangleq \varrho(\hat{\theta}(Z), Z),$$

where the training set $Z$ and $(X,Y)$ are independent. The difference between expected and empirical risk is the generalization gap $G(A)$, and its expectation $E_G(A)$, which are respectively defined as

$$G(A) \triangleq R_{\text{exp}}(A) - R_{\text{emp}}(A), \quad E_G(A) \triangleq \mathbb{E}[G(A)].$$

2.2. Attack Model and Assumptions

In order to make privacy guarantees for an algorithm $A$, we need to specify an attacker model and the capabilities of an attacker. We will adopt a point of view of information-theoretic privacy and will not make assumptions about the computation power afforded to an attacker. We will also assume that the attacker has perfect knowledge of the underlying data distribution $p_Z$, as well as the algorithm $A$.

In general, the goal of the attacker is to infer some property of $z$ from $\hat{\theta}(z)$. However, in general the attacker may have access to certain side information. This may include the specific potential member of the training set that is queried (in case of a MIA) or any additional knowledge gained by the attacker. This side information is modeled by a random variable $S \in \mathcal{S}$, dependent on $Z$, the value of which is known to the attacker. The attacker is interested in a target (or concept) property denoted by a random variable $T \in \mathcal{T}$, which is also dependent on $(Z, S)$. A (white box) attack strategy is a (measurable) function $\varphi: \Theta \times \mathcal{S} \rightarrow \mathcal{T}$.

We shall assume that $S$ and $T$ are independent, but not necessarily conditionally independent given $Z$. This natural assumption ensures that knowledge of the side-information $S$ does not change the prior $p_T = p_{T|S}$ of the attacker.

**Definition 2.** The Bayes success probability of a (randomized) attack strategy $\varphi$ is

$$P_{\text{Suc}}(\varphi) = P\{\varphi(\hat{\theta}(Z), S) = T\}.$$  

\footnote{Note that the expectation is taken over all random quantities, i.e., $Z \sim p^*_Z$, $\hat{\theta}(Z) \sim \mathcal{A}(\cdot; Z)$, and $(X,Y) \sim p_Z$.}
A MIA. If $t = 1$, the target sample is drawn from the training set $z = (z_1, \ldots, z_n)$ used by $A$ to train the target model. If $t = 0$, the target sample is independently drawn from the data distribution. The attacker $\varphi$ then uses the parameters $\theta$ at the output of $A$ and the side information $s$ to provide an estimate $\hat{t}$ of $t$.

We may additionally define the success probability conditioned on side information $S = s$ as

$$P_{\text{Suc}}(\varphi|s) = P\{\varphi(\hat{\theta}(Z), s) = T|S = s\}. \quad (5)$$

**Definition 3** (Attribute inference attack). We model the non-sensitive attribute by a random variable $V \in \mathcal{V}$. In this context, the input to the model is formed by the sensitive and non-sensitive attributes $X \equiv (V, T)$. Thus $X \subseteq \mathcal{V} \times \mathcal{T}$. The side information given to the attacker can consist of $S = V$ or $S = (V, Y)$, depending on the attack strategy considered. In this work we only consider attribute inference attacks were $\mathcal{T}$ is finite.

**Definition 4** (MIA). In a MIA, let $T$ be a Bernoulli variable on $\mathcal{T} = \{0, 1\}$ and $J$ is independently, uniformly distributed on $\{1, 2, \ldots, n\}$. Then set $S = TZ_J + (1 - T)Z$, where $Z_J$ is a random element of the training set and $Z \sim p_Z$ is independently drawn. Thus, an attacker needs to determine if $T = 1$, i.e., whether $S$ is part of the training set or not.

For later use we define the random variable $R \triangleq \rho(\hat{\theta}(Z), S)$, i.e., the (random) loss function evaluated at $S$ (cf. Definition 4).

A MIA using an arbitrary strategy is illustrated in Fig. 1.

Although, in practice, the prior distribution of the target attribute $T$ is usually unknown, we define the optimal rejection region of an idealized attacker, having access to all other involved distributions.
Definition 5 (Most powerful test according to Neyman-Pearson lemma). In a membership inference setup (Definition 4), define, for a threshold $0 < \gamma < \infty$, the decision region
\[
\hat{T}(\gamma) \triangleq \{ (\theta, s) \in \Theta \times S : p_{\hat{\theta}(Z)|T}(\theta, s|1) > \gamma \cdot p_{\hat{\theta}(Z)|T}(\theta, s|0) \}. \tag{6}
\]
By the Neyman-Pearson lemma [52], the most powerful test at threshold $\gamma$ is then given by detecting $T = 1$ for all pairs $(\theta, s) \in \hat{T}(\gamma)$, i.e., $\varphi(\theta, s) = 1$ if and only if $(\theta, s) \in \hat{T}(\gamma)$.

In Proposition 1 we will provide lower bounds on the error achieved by this decision region and make the connection to the fully Bayesian case.

3. Main Results

3.1. Performance of the Bayesian Attacker

In this section, we establish two theorems that provide upper bounds on the success probability of an arbitrary attacker. First, consider the general case in which the target attribute $T$ is not necessarily binary, but finite. This case includes both membership and feature inference attacks. In this case the Bayes classifier is the best possible attacker, which arises naturally from a maximum a posteriori optimization of the target attribute.

Theorem 1 (Success of the Bayesian attacker). Assume that $T$ is a finite set and $\varphi$ is an arbitrary attack strategy. The Bayes success probability is upper bounded by,
\[
\mathcal{P}_{\text{Suc}}(\varphi) \leq \mathbb{E} \left[ \max_{t \in T} p_{T|\hat{\theta}(Z),S}(t|\hat{\theta}(Z), S) \right], \tag{7}
\]
where the upper bound is achieved by the attack strategy,
\[
\varphi^*(\theta, s) = \arg \max_{t \in T} p_{T|\hat{\theta}(Z),S}(t|\theta, s). \tag{8}
\]
If the $\arg \max$ in (8) is not unique, any $t \in T$ achieving the maximum can be chosen.

2As this result provides an upper bound on the success probability, no restrictions are placed on the capabilities of the attacker.
Bayesian Attacker: \( \varphi^* (\theta, s) = \arg \max_{t \in T} p_{T|\hat{\theta}(Z), S}(t|\theta, s) \)

Figure 2: Scheme of the Bayesian attacker. The Bayesian attacker achieves the upper bound shown in Theorem 1 but needs to be able to evaluate the conditional distribution \( p_{T|\hat{\theta}(Z), S} \). The observations required for the attack are the side-information \( s \) and model parameters \( \theta \).

Proof. Let \( \hat{T} \) denote the random variable defined by \( \hat{T} \triangleq \varphi(\hat{\theta}(Z), S) \). Note that \( \hat{T} \) is independent from \( T \) given \( (\hat{\theta}(Z), S) \). First, the upper bound in (7) is shown, then it is shown that this upper bound is achieved by (8). Let \( \varphi \) be an arbitrary attack strategy defining pdf \( p_{T|\hat{\theta}(Z), S}(\hat{t}|\theta, s) \) for each \( (\theta, s) \in \Theta \times \mathcal{S} \),

\[
\mathcal{P}_{\text{Suc}}(\varphi) = \mathbb{E} \left[ \sum_{t \in T} p_{T|\hat{\theta}(Z), S}(\hat{t}|\hat{\theta}(Z), S) p_{T|\hat{\theta}(Z), S}(\hat{t}|\hat{\theta}(Z), S) \right] \\
\leq \mathbb{E} \left[ \max_{t' \in T} p_{T|\hat{\theta}(Z), S}(t'|\hat{\theta}(Z), S) \right]. \tag{9}
\]

Now, consider an attack strategy \( \varphi^* \), such that \( \varphi^*(\theta, s) \) is in

\[
\left\{ t \in T : p_{T|\hat{\theta}(Z), S}(t|\theta, s) = \max_{t' \in T} p_{T|\hat{\theta}(Z), S}(t'|\theta, s) \right\}, \tag{10}
\]

for given \( \theta \in \Theta \) and \( s \in \mathcal{S} \). Hence,

\[
\mathcal{P}_{\text{Suc}}(\varphi^*) = \mathbb{E} \left[ \max_{t' \in T} p_{T|\hat{\theta}(Z), S}(t'|\hat{\theta}(Z), S) \right]. \tag{11}
\]

Note that the bound is achieved as long as (10) is satisfied.

A schema of the Bayesian attack is shown in Fig. 2. Given white-box access to the model and its parameters, as well as side information, the attacker (8) has the highest probability of successfully identifying a record in the training set. Thus, resilience against strategy (8) provides a strong privacy guarantee. Note that, even though \( S \) plays a very specific role in a
MIA, it may contain additional samples, or any other kind of information, making Theorem 1 applicable to other setups.

Theorem 1 can also be applied to the black-box case. A black-box attack is not granted access to the parameters $\theta \in \Theta$, but only to the input-output relation $\{(x, f_\theta(x)) \mid x \in \mathcal{X}\}$ where $f_\theta \in \mathcal{F}$ is the model associated to the parameters $\theta$. Thus, any black-box attack strategy $\varphi : \mathcal{F} \times \mathcal{S} \to \mathcal{T}$ can be seen as a particular case of a white-box strategy defined as $\varphi(\theta, s) = \varphi'(f_\theta, s)$, and therefore the upper bound expressed by Theorem 1 still applies, since it is an upper bound for all strategies.

Similarly, when the attacker has access to only a subset of the parameters, it can be seen as a particular case of the attacker considered in Theorem 1 and therefore the result still applies.

The following proposition provides similar results for the membership inference problem.

**Proposition 1** (Decision tradeoff). In a membership inference setup (Definition 4), let $\hat{T} \subseteq \Theta \times \mathcal{S}$ be any decision set, and define

$$
\epsilon_1(\hat{T}) \triangleq \int_{\hat{T}} p_{\hat{\theta}(Z) \mid S \mid T=1}(\theta, s|0) d\theta ds, \quad \epsilon_0(\hat{T}^c) \triangleq \int_{\hat{T}^c} p_{\hat{\theta}(Z) \mid S \mid T=0}(\theta, s|1) d\theta ds,
$$

(12)

the average Type-I (false positive) and Type-II (false negative) error probabilities, respectively. Then,

$$
\epsilon_0(\hat{T}) + \epsilon_1(\hat{T}^c) \geq 1 - \Delta,
$$

(13)

where $\Delta \triangleq \|p_{\hat{\theta}(Z) \mid S \mid T=1} - p_{\hat{\theta}(Z) \mid S \mid T=0}\|_{TV}$ and $\| \cdot \|_{TV}$ is the total variation distance [53]. Equality is achieved by choosing $\hat{T}^* \equiv \hat{T}(1)$ according to Definition 4. If the hypotheses are equality distributed, then the minimum average Bayesian error satisfies

$$
\inf_{\varphi} P\{\varphi(\hat{\theta}(Z), S) \neq T\} = \frac{1}{2} (1 - \Delta).
$$

(14)

The proof of this proposition is rather lengthy and so is relegated to Appendix B. Equation (13) similar to (7) provides a lower bound for the total error of an arbitrary attacker. Equation (14) provides the error of the Bayesian attacker from Theorem 1 in the case where the hypotheses are equally distributed.
3.2. Generalization Gap and Success of the Attacker

In this section, we explore the connection between the generalization gap and the success probability of MIAs. Large generalization gap implies poor privacy guarantees against MIAs. Moreover, depending on characteristics of the loss function, the probability of success of the attacker is lower bounded by the generalization gap:

**Theorem 2** (Bounded loss function). *If the loss is bounded by $|\ell| \leq \ell_{\text{max}}$, then there is an attack strategy $\phi$ for a MIA (Definition 4) such that,

$$P_{\text{Suc}}(\phi) \geq \max \left\{ P_m, P_m \left( \frac{|E_G(A)|}{2\ell_{\text{max}}} - 1 \right) + 1 \right\},$$

where $P_m \triangleq \max_{t \in \{0,1\}} \mathbb{P}\{T = t\}$.

*Proof.* Recalling Definitions 1 and 4 and in particular $\varrho(\theta, (x,y)) = \mathbb{E}[\ell(\hat{Y}_\theta(x), y)]$, as well as the random variable $R = \varrho(\hat{\theta}(Z), S)$, we obtain

$$|E_G(A)| = \left| \int r(p_{R|T}(r|0) - p_{R|T}(r|1)) \, dr \right| \leq \int |r||p_{R|T}(r|0) - p_{R|T}(r|1)| \, dr \leq \ell_{\text{max}}\|p_{R|T}(\cdot|0) - p_{R|T}(\cdot|1)\|_1. \quad (15)$$

Assume w.l.o.g. that the attacker $\phi$ satisfies the condition,

$$p_{RT}(\varrho(\theta, (x,y)), \varphi(\theta, x, y)) \geq p_{RT}(\varrho(\theta, (x,y)), 1 - \varphi(\theta, x, y)). \quad (16)$$

Thus, we obtain,

$$P_{\text{Suc}}(\phi) = \frac{1}{2} \left( 1 + \int |p_{RT}(r, 0) - p_{RT}(r, 1)| \, dr \right) \geq \frac{1}{2} P_m \|p_{R|T}(\cdot|0) - p_{R|T}(\cdot|1)\|_1 + 1 - P_m \geq P_m \left( \frac{|E_G(A)|}{2\ell_{\text{max}}} - 1 \right) + 1. \quad (17)$$

Note that the lower bound, $P_m \left( \frac{|E_G(A)|}{2\ell_{\text{max}}} - 1 \right) + 1$, varies from $1 - P_m$ to 1, as the generalization gap increases. However, an attacker with knowledge of the
prior on $T$ can always have a success probability of at least $P_m$ by guessing $\hat{t} = \arg \max_{t \in T} P\{T = t\}$; therefore,

$$P_{\text{Suc}}(\varphi) \geq \max \left\{ P_m, P_m \left( \frac{|E_G(A)|}{2\ell_{\max}} - 1 \right) + 1 \right\} \tag{17}$$

Theorem 2 indicates that strong privacy guarantees (i.e., small success probability for any attacker), imply that the generalization gap is also small. We remark that, on the other hand, ensuring that the generalization gap is small does not make a model robust against MIAs. We shall return to this important point in Section 3.3.

In the following, we extend the result of Theorem 2 to sub-Gaussian and exponentially tail-bounded loss functions.

**Theorem 3 (Sub-Gaussian loss).** In a membership inference problem (Definition 4), assume that $R = R(\tilde{\theta}(Z), S)$ is a sub-Gaussian random variable with variance proxy $\sigma^2_R$. For all $R_{\max} \geq r_0 \triangleq \sqrt{2\sigma^2_R \log 2}$, there exists an attack strategy $\varphi$, such that,

$$P_{\text{Suc}}(\varphi) \geq \max \left\{ P_m, P_m \left( \frac{|E_G(A)|}{2R_{\max}} - \frac{C(R_{\max}, \sigma_R)}{1 - P_m} - 1 \right) + 1 \right\} \tag{18}$$

where $C(R_{\max}, \sigma_R) \triangleq \exp \left( -\frac{R^2_{\max}}{2\sigma^2_R} \right) \left( 1 + \frac{\sigma^2_R}{R_{\max}} \right)$.

**Proof.** Given that $R$ is a sub-Gaussian random variable with variance proxy $\sigma^2_R$, we have $P\{|R| \geq r\} \leq 2e^{-\frac{r^2}{2\sigma^2_R}}$ for all $r \geq 0$. Define the random variable $R_0$ to have the distribution function $Q_0(r) \triangleq P\{R_0 \leq r\} \triangleq 1 - 2e^{-\frac{r^2}{2\sigma^2_R}}$ on its support $[r_0, \infty)$, where $r_0 = \sqrt{2\sigma^2_R \log 2}$, i.e., the pdf of $R_0$ is $p_{R_0}(r) = \frac{2\sigma^2_R}{\sigma_R^3}e^{-\frac{r^2}{2\sigma_R^2}}$. Let $Q$ be the distribution function of $|R|$. Then, using the construction in the proof of [55, Theorem 1.104], we can write $|R| = Q^{-1} \circ Q_0(R_0)$, where $Q^{-1}$ is the left continuous inverse of $Q$, noting that $Q_0$ is continuous. The sub-Gaussian property then implies $Q(r) = 1 - P\{|R| \geq r\} \geq Q_0(r)$, which immediately yields $Q^{-1} \circ Q_0(r) \leq r$. 


We thus have, for $R_{\max} \geq r_0$,

\[
\int_{|r| \geq R_{\max}} |r| p_R(r) dr = \int_{Q_0(r) \geq Q(R_{\max})} Q^{-1}(Q_0(r)) p_{R_0}(r) dr \\
\leq \int_{Q_0(r) \geq Q(R_{\max})} rp_{R_0}(r) dr \\
\leq \int_{r \geq R_{\max}} rp_{R_0}(r) dr \\
\leq 2R_{\max} C(R_{\max}, \sigma_R) \tag{19}
\]

Following steps similar to those in (15),

\[
|E_G(A)| \leq \int_{|r| \leq R_{\max}} |r| |p_R(T(r|0) - p_R(T(r|1)) dr \\
+ \int_{|r| > R_{\max}} |r| |p_R(T(r|0) - p_R(T(r|1)) dr \\
\leq R_{\max} \|p_R(T(r|0) - p_R(T(r|1))\|_1 + \frac{2R_{\max} C(R_{\max}, \sigma_R)}{1 - P_m} \tag{20}
\]

where the last inequality follows from (19). Consequently,

\[
\|p_R(T(r|0) - p_R(T(r|1))\|_1 \geq \frac{|E_G(A)|}{R_{\max}} - \frac{2C(R_{\max}, \sigma_R)}{1 - P_m} \tag{21}
\]

The rest of the proof follows identically to that of Theorem 2.

**Theorem 4** (Tail-bounded loss). In a membership inference problem (Definition 4), assume that $R = \varphi(\hat{\theta}(Z), S)$ is such that $P\{|R| \geq r\} \leq 2 \exp(-r/2\sigma^2_R)$ for all $r \geq 0$ with some variance proxy $\sigma^2_R > 0$. Then, for all $R_{\max} \geq r_0 \equiv 2\sigma^2_R \log 2$, there is an attack strategy $\varphi$ such that, (18) holds with

\[
C(R_{\max}, \sigma_R) \equiv \exp\left(-\frac{R_{\max}}{2\sigma^2_R}\right) \left(1 + \frac{2\sigma^2_R}{R_{\max}}\right) \tag{22}
\]

The proof of this theorem is analogous to that of Theorem 3 and will be omitted here.

Note that in principle both Theorem 3 and Theorem 4 are applicable when the loss is bounded, since all bounded random variables are sub-Gaussian and exponentially tail-bounded; nonetheless, we expect Theorem 2 to provide a tighter bound in this case, as it certainly does for $\ell_{\max} = R_{\max}$. 
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In practice the distribution of the loss for a particular model is often unknown; however, it can be estimated and fitted to one of the cases presented in this section. Then, these results can be applied to measure the potential impact of generalization on the privacy leakage of the model.

3.3. Good Generalization is not Enough to Prevent Successful Attacks

Generalization does not imply privacy. The purpose of this section is to prove that in general the success rate of the attacker may not be directly proportional to the generalization gap. We show this by constructing a synthetic example of a membership inference problem, where the generalization gap can be made arbitrarily small, while $T$ can be determined with certainty by an attacker. To construct the counterexample we need to define the random variables $X, Y$ and a loss function $\ell$ for fixed parameters $0 < \delta < D$. Let $p_X$ be an arbitrary continuous pdf on $\mathbb{R}$, e.g., $X \sim \mathcal{N}(0, \sigma^2)$, and define $Y = X + U$, where $U$ is independent of $X$ and uniformly distributed on $[-\frac{\epsilon}{2}, \frac{\epsilon}{2}]$. Given the training set $z$ and an input $x$, the learned decision function $f(\cdot; x)$ either outputs the correct label $y$, if $(x, y) \in z$, and otherwise $f(\cdot; x) = x + D + U'$, where $U'$ is an i.i.d. copy of $U$, i.e., uniformly distributed on $[-\frac{\epsilon}{2}, \frac{\epsilon}{2}]$. With Euclidean distance loss $\ell(y, y') = |y - y'|$, these definitions immediately yield $P\{R = 0|T = 1\} = 1$ and the conditional pdf

$$p_{R|T}(r|0) = \frac{1}{\epsilon} \Lambda((r - D)/\epsilon).$$  \hspace{1cm} (23)

where $\Lambda(r) \triangleq \max(1 - |r|, 0)$ is the triangle distribution. The parameters $0 < \epsilon < D$ can be chosen arbitrarily. Clearly then an attacker can simply check whether $R = 0$ to determine $T$ with probability one. On the other hand, from $[23]$ it is easily verified that,

$$|E_G(A)| = |E[R|T = 0] - E[R|T = 1]| = D.$$  \hspace{1cm} (24)

Thus, by varying the parameter $D$, we can make the generalization gap arbitrarily small, while the attacker maintains perfect success. Therefore, good generalization does not prevent the attacker from easily determining which samples were part of the training set. Remark that as NNs are universal approximators, any (reasonable) function, including the decision rule in this example, can be approximated to arbitrary degree by a NN; therefore, this behavior could be seen in practice.
3.4. On the Amount of Missing Information in Inference Attacks and Generalization

We aim at investigating the following simple but fundamental questions, from the perspective of information theory:

- **How much information do the model parameters \( \hat{\theta}(z) \) store about the training set \( z \)? How is this information related to the generalization gap?**

- **How much information about the unknown (sensitive) attribute \( T \) is contained in the model parameters \( \hat{\theta}(z) \) and the side information \( S \)? And how much information is needed for the inference of \( T \)?**

- **How do the above information quantities relate or bound to each other?**

From the point of view of information theory these questions make sense only if we consider \( \hat{\theta}(z) \) and \( T \) as random variables, that is, attribute probabilities to the target attribute and model parameters, which is perfectly consistent with the investigated framework in this paper.

To state the following theorem, we need the **Fenchel-Legendre dual function** \( g^*: \mathbb{R} \rightarrow \mathbb{R} \) of a function \( g: \mathbb{R} \rightarrow \mathbb{R} \), which is defined as \( g^*(t) \triangleq \sup\{\lambda \cdot t - g(\lambda) : \lambda \in \mathbb{R}\} \). We will also use the log-moment-generating function \( \psi_W: \mathbb{R} \rightarrow \mathbb{R} \) of a random variable \( W \), defined as \( \psi_W(\lambda) \triangleq \log \mathbb{E}[e^{\lambda W}] \). More information on these quantities and their properties are given in the discussion of the Cramé-Ren-Chernoff Method in Appendix D.2.

**Theorem 5** (Mutual information). Let \( \hat{T} \triangleq \varphi(\hat{\theta}(Z), S) \) be the (random) prediction of any attacker \( \varphi \) (Definition 2). Then,

\[
I(T; \hat{\theta}(Z) \mid S) \geq d_{KL}(P_{\text{Suc}}(\varphi) \mid \max_{t \in T} p_T(t)), \tag{25}
\]

where \( d_{KL}(p\|q) \) denotes the KL divergence between Bernoulli random variables with probabilities \( (p, q) \). Moreover, for \( \epsilon \geq 0 \), the generalization gap \( \mathcal{E}_G \) at \( Z \) satisfies

\[
P(\mathcal{G}_G(A) \geq \epsilon) \leq \frac{I(Z; \hat{\theta}(Z)) + 1}{nK(\epsilon)}, \tag{26}
\]

where

\[
K(\epsilon) \triangleq \text{ess inf}_{\theta \sim P_\theta(Z)} \psi^*_\epsilon[\mathbb{E}[\varphi(\theta(X,Y))] - \varphi(\theta(X,Y))], \tag{27}
\]
is an essential infimum w.r.t. $\theta \sim P_{\tilde{\theta}(Z)}$ of the Fenchel-Legendre dual function $\psi^*$ of the log-moment-generating function of $\mathbb{E}[q(\theta, (X,Y))] - q(\theta, (X,Y))$. Furthermore,

$$I(T; \tilde{\theta}(Z)|S) = I(S; \tilde{\theta}(Z)|T) - I(S; \tilde{\theta}(Z)) \leq I(Z; \tilde{\theta}(Z)) - I(S; \tilde{\theta}(Z)).$$ (28)

Theorem 5 is proved in Appendix D.

The mutual information expressions in (25) and (26) are related by the inequality (28), where $I(Z; \tilde{\theta}(Z))$ represents the average amount of information about the random training set $Z$ retained in the model parameters $\tilde{\theta}(Z)$; and $I(S; \tilde{\theta}(Z))$ indicates the amount of information already contained in the side information $S$ before observing the parameters $\tilde{\theta}(Z)$.

From (28) it is clear that by controlling the average number of bits of information about the training set $Z$ that the model parameters $\tilde{\theta}(z)$ store, i.e., $I(Z; \tilde{\theta}(Z)) \leq r$, it is possible to control both the generalization gap in (26) and the accuracy of any possible attacker in (25). Nevertheless, a more effective defense strategy may aim directly at reducing the mutual information $I(T; \tilde{\theta}(Z)|S)$, which is expected to have less severe impact on the performance of the trained model, i.e., the expected risk $\mathbb{E}[\ell(\hat{Y}_{\tilde{\theta}(Z)}(X), Y)]$.

As (25) indicates, the performance of any attacker must be close to a random guess if the mutual information $I(T; \tilde{\theta}(Z)|S)$ is suitably small. This equation can be numerically computed to obtain an upper bound on $P_{\text{Suc}}(\varphi)$.

The generalization gap bound in (26) is subtly different from most PAC-Bayes scenarios of learning. In the present case, we are bounding the joint probability over both the training data $Z$ and the randomness involved in the learning algorithm, which is within the spirit of the work by [57]. But due to the term $K(\epsilon)$, the bound presented in (26) is tighter.

Assuming that the loss is sub-Gaussian or bounded, it is not difficult to provide a lower bound for $K(\epsilon)$ that is independent of the underlying data distribution.

4. Examples and Numerical Experiments

4.1. Linear Regression on (Synthetic) Gaussian Data

The following example allows us to illustrate how the theoretical results from the previous section might be used to assess the privacy guarantees of a specific model. We implement the Bayesian attacker from Theorem 1 and
estimate its success probability to monitor the privacy leakage of the model as a function of the number of training samples. Second, since the loss is tail-bounded exponentially, we use Theorem 4 to derive lower bounds on the success probability of the attacker. Lastly, we utilize (25) from Theorem 5 to upper bound the success probability of the Bayesian attacker.

For $i \in [n]$, let $x_i$ be a fixed vector on $\mathbb{R}^d$ and for a fixed vector $\beta \in \mathbb{R}^d$, let $Y_i = \beta^T x_i + W_i$ with $\mathbb{E}[W_i] = 0$ and $\mathbb{E}[W_i^2] = \sigma^2 < \infty$ for $i \in [n]$. The training set is $\mathcal{Z} = \{y_1, \ldots, y_n\}$, a realization of $Y_i$ for each $i \in [n]$. The function space $\mathcal{F}$ consists of linear regression functions $f_{\theta}(x_i) = \theta^T x_i$ for $\theta \in \mathbb{R}^d$ and the deterministic algorithm $\mathcal{A}$ minimizes squared error on the training set and thus yields $\hat{\theta}(y) = (xx^T)^{-1}xy^T$ and the associated decision function $f_{\hat{\theta}(y)}(x_i) = yx^T(xx^T)^{-1}x_i$. Using squared error loss, $\ell(y, y') = (y - y')^2$, we obtain the generalization gap,$$
abla G(A) = 2d n \sigma^2, \quad (29)$$
A derivation of this formula is presented in Appendix E. Assuming the noise $W$ to be Gaussian, the scalar response $Y = \beta^T x + W$ then also follows a Gaussian distribution, with $W$ a row vector of i.i.d. components. Similarly, the model parameters $\hat{\theta}(Y)$ are normally distributed. Now choose a test sample $S_J = T(Y_J) + (1 - T)(Y_J')$, where $J$ is an index in $[n]$, $Y_J$ is the $J$-th component of the (random) training set and $Y_J'$ is drawn independently of the training set. Assuming a Bernoulli 1/2 prior on the hypothesis $T$, the success probability of the Bayesian attacker $\varphi^*$ is given by

$$P_{\text{Suc}}(\varphi^*) = 1 - \frac{1}{2} \left[ \epsilon_0(\hat{T}(1)) + \epsilon_1(\hat{T}(1)^c) \right], \quad (30)$$
with the Type-I and Type-II errors defined by (12) and the optimal decision region $\hat{T}(1)$ defined by (6). With posteriors defined by (12),

$$p_{S_J, j|\theta|T}(s, j, \theta|0) = \frac{1}{n} Q(\theta)p_{\theta}(s), \quad (31)$$
$$p_{S_J, j|\theta|T}(s, j, \theta|1) = \frac{1}{n} Q_j(\theta|s)p_{\theta}(s). \quad (32)$$

Let $x$ be the $[d \times n]$ matrix $x = (x_1, x_2, \ldots, x_n)$. Similarly, $y = (y_1, y_2, \ldots, y_n)$ and $W = (W_1, W_2, \ldots, W_n)$ are $[1 \times n]$ vectors.
The index $j$ indicates the feature vector $x_j$ from which the test sample $s$ is generated. $Q(\theta)$ is the distribution of the model parameters conditioned to $T = 0$. It is independent of the test sample $s$ and of the index $j$. $Q_j(\theta|s)$ is the distribution of the model parameters conditioned to $T = 1$. Since, under this hypothesis, the attacker assumes $s$ is one of the samples in the training set, this conditional distribution depends on the test sample $s$ and its corresponding index $j$. The distribution of the test sample $p_{Y_j}$ is defined by $p_{Y_j}(\cdot) \triangleq N(\cdot; \beta, \sigma^2 x_j - 1)$ and $p_{Y_j}(\cdot|s) \triangleq N(\cdot; \beta + x_j x_j^T \beta, \sigma^2 x_j - 1 (I_d \times d - x_j x_j^T \beta))$, respectively, where $x \triangleq xx^T$. These distributions are derived in Appendix E.

The success probability of the Bayesian attack strategy in Theorem 1 is given by (30). In our experiments we perform a Monte Carlo estimation of the integrals in (12), by randomly drawing $T$, $s$ and $\theta$. The posterior distributions can be computed in closed form with the above definitions. Since the loss is exponentially tail-bounded, we can apply Theorem 4 to obtain the lower bound

$$P_{\text{Suc}}(\phi^\star) \geq \frac{1}{2} + \frac{d}{2n} \frac{\sigma^2}{R_{\max}} - C(R_{\max}, \sigma),$$

where we used (29) and $C(R_{\max}, \sigma)$ is defined in expression (22). $R_{\max}$ can be chosen to maximize the upper bound in this expression. In our experiments, we choose the optimal $R_{\max}$ using the golden section search algorithm.

Furthermore, from (25) we have,

$$I(S_J; \hat{\theta}(Y)|T) \geq d_{\text{KL}}(P_{\text{Suc}}(\phi) \parallel \max_{t \in T} p_T(t)) \geq 0.$$

Note that $I(S_J; \hat{\theta}(Y)|T) \geq I(T; \hat{\theta}(Y)|S_J)$. The mutual information between the testing sample and the model parameters given the sensitive attribute, $I(S_J; \hat{\theta}(Y)|T)$, can be explicitly computed in this setup: the details of this computation are relegated to Appendix E. Fixing the prior on the hypothesis $T$ to a Bernoulli $1/2$, we can utilize (34) to find an upper bound on the success probability of the Bayesian attacker. This is done by searching for the success rate $P_{\text{Suc}}(\phi)$ that makes the l.h.s. of (34) equal to its r.h.s. Namely, the golden section search algorithm is used to minimize the square distance between the mutual information and the KL-divergence with respect to $P_{\text{Suc}}(\phi)$.

Algorithm 1 details our simulations to estimate the success rate of the Bayesian attacker. It returns ‘1’ when the attacker successfully predicts whether the test sample $s$ was part of the training set or not, and ‘0’ otherwise. In our experiments we vary $n$ to study how the generalization gap and
Algorithm 1 Experiment 1

1: **Input:** feature vectors $x$, training set size $n$
2: Draw $t$ uniform in $\{0, 1\}$
3: Draw $j$ uniform in $[n]$
4: $y \leftarrow \beta^T x + W$
5: if $t$ then
6: $s \leftarrow y_j$
7: else
8: $s \leftarrow \beta^T x_j + W$
9: end if
10: $\theta \leftarrow (xx^T)^{-1}xy^T$
11: return $p_{S, j|t}(s, j, \theta|1) > p_{S, j|t}(s, j, \theta|0) \text{ XNOR } t$

The success rate of the attacker evolve as a function of the number of training samples. The dimension of the feature space is fixed to $d = 20$. For each value of $n$, we fix $x$ and we repeat (10k times) Algorithm 1 to estimate the success rate of the attacker. The feature vectors $x$ are generated i.i.d. and then fixed for each value of $n$. Additionally, for $n$, we compute the generalization gap (29), which is used to compute the lower bound (33). We also compute the Mutual Information in the l.h.s. of (34), which is used to compute the upper bound on the success probability of the attacker.

Figure 3 (Top) shows the success rate (SR) of the Bayesian attacker as a function of the number of samples in the training set $n$. Along with it is the lower bound (LB) provided by Theorem 4 and the upper bound (UP) provided by equation (34). The lower bound predicts the behavior of the SR as a function of the generalization gap. For large $n$ (small generalization gap), the success rate and its lower bound approach 0.5, the success rate of an attacker that only uses knowledge on the prior of $T$. While the lower bound seems loose in this setting, it is worth noting that we compare with the best possible strategy. Nonetheless, this example shows that the bounds are not vacuous and they may serve as a framework for understanding the connection between information leakage and generalization in ML. On the other hand, the upper bound provides a strong privacy guarantee. In cases where the success rate of the Bayesian attacker cannot be explicitly computed, its upper bound is the best privacy guarantee that can be provided. Additionally, Fig. 3 (Bottom) shows the mutual information (l.h.s. of (34)) that is used to compute the upper bound.
Figure 3: Dependence of success rate of the Bayesian attacker, generalization gap, and mutual information on the number of training samples $n$, using Gaussian data. **Top:** Success Rate (SR), Lower Bound (LB), and Upper Bound (UB). **Bottom:** Mutual Information (MI), Upper Bound (UB; axis labels on the right).
4.2. Examples on DNNs

We train DNNs on various datasets to study the interplay between generalization gap and the success rate of three different black-box MIA strategies. We compare the success rate of the different attack strategies to the lower bound provided by Theorem 2 to assess the quality of the bound. Our datasets for these experiments are: CIFAR10 [58], MNIST [59], MNIST fashion [60]. Details about datasets, the target model and the experiments are given in Appendix A.1.

The loss function used for training and for computing the generalization gap is the Mean Squared Error (MSE) loss between the one-hot encoded labels and the soft probabilities output by the network. Note that this loss function is bounded by 2. While cross-Entropy is a more common choice for loss function, it is not bounded. On the other hand MSE has a negligible effect on performance and allows us to apply Theorem 2 to lower bound the success probability of the Bayesian attacker. However, in this setup it results impossible to estimate the success probability of the Bayesian attacker, due to the high number of model parameters. To circumvent this limitation and assess the quality of the bound provided by Theorem 2, we implement the likelihood attack, detailed in Algorithm 2, the loss value attack, and the modified entropy attack from [15], and compare their success rate to the bound.

The likelihood attack exploits the level of confidence of a trained model in its prediction, based on the assumption that the model will make more confident predictions on samples that were part of its training set. This attack returns \( \hat{t} = 1 \) if the score function \( \max_{i \in |Y|} f_{\theta}^i(x) \) is higher than some given threshold.

The loss value attack works by assuming that the loss value will be lower for samples present in the training set, since the training algorithm minimizes

\[
\text{Loss} = \frac{1}{n} \sum_{i=1}^{n} (y_i - f_{\theta}(x_i))^2,
\]

where \( n \) is the number of samples in the training set, \( y_i \) are the true labels, and \( f_{\theta}(x_i) \) are the predicted probabilities.

\[
\text{Likelihood} = \text{Soft Probabilities}
\]

\[
\text{Modified Entropy} = \text{One query}
\]

\[
\text{Training Loss} = \text{One query}
\]

\[
\text{Thousands of queries and train shadow models}
\]

| Attack complexity | Likelihood | Loss | Modified Entropy [15] | Recall |
|-------------------|-----------|------|-----------------------|--------|
| PPV MNIST         | 0.444 ± 0.000 | 0.446 ± 0.000 | 0.444 ± 0.000 | > 0.99 |
| PPV CIFAR-10      | 0.446 ± 0.001 | 0.451 ± 0.001 | 0.449 ± 0.001 | > 0.99 |
| PPV Fashion-MNIST | 0.445 ± 0.000 | 0.447 ± 0.001 | 0.446 ± 0.001 | > 0.99 |

Table 1: Comparison of the likelihood attack to previous black-box MIAs from the literature. Precision (PPV; Positive Predictive Value) and recall are reported for CIFAR10, MNIST and Fashion-MNIST.
**Algorithm 2** Likelihood Attack

1: **Input:** Target model $NN$, threshold $h$
2: Draw $t$ uniform in $\{0, 1\}$
3: if $t$ then
4: Draw $s$ uniform from the training set.
5: else
6: Draw $s$ uniform from the test set.
7: end if
8: likelihood $\leftarrow \max (NN(s))$
9: return likelihood $> h \text{ XNOR } t$

The training set is chosen uniformly at random from a pool of possible training samples. We vary the size $n$ of the training set and observe how this affects the success rate of attacks, the generalization gap and consequently the lower bound derived from Theorem 2. For $n$, the number of samples in the training set, the success rate of the likelihood attack ($LK$), the loss value attack ($LS$), the modified entropy attack ($ME$), the lower bound ($LB$) provided by Theorem 2 as well as the accuracy on the test set ($Acc$) are obtained empirically in 100 runs. The results for CIFAR10, MNIST and FashionMNIST are reported in Figure 4. The lower bound predicts the behavior of the success rate of the likelihood attack as a function of the generalization gap; both approach 0.5 as the generalization gap vanishes. Note that it is possible for the success rate of the likelihood attack to go below the lower bound of the Bayesian attack. For some large $n$ values of MNIST the average success rate of the attacker goes below 0.5. In this region the attacker cannot do better than a random guess and sometimes its success rate goes below 0.5, which implies the model can be more confident in samples outside
Figure 4: Success rate of the likelihood attack (LK), loss value attack (LS), modified entropy attack (ME), lower bound (LB) and accuracy (Acc; axis labels on the right) depend on the number of training samples \( n \). **Top**: CIFAR10; **Middle**: MNIST; **Bottom**: FashionMNIST.
the training set. This is an artifact of the random sampling of the training set and the training of the model.

Table 1 compares the strategies considered in our experiments to other previous MIA strategies found in the literature. The three strategies here considered do not require access to the model parameters or additional samples, and they only need to query the model once, while the other strategies \[4, 10\] require extra information or significantly more computing power. The attack is performed against target models with a training set of 8000 samples, to match the setup used in \[4, 10\]; however, the architectures of the target models, as well as the (random) selection of training samples differ in all three setups.

### 4.3. Attribute Inference on PenDigits

To demonstrate the risk of information leakage from ML models, we consider attribute inference attacks against a model that classifies handwritten digits. We consider the PenDigits dataset \[61\], as it contains identity information about the writers, which we use as the sensitive attribute. The target model is a fully-connected network trained to classify handwritten digits. Details about the model and its training are provided, along with information about the dataset and its pre-processing, in Appendix A.2 When performing MIAs, we utilize MSE, which is bounded, as the loss for training. This allows us to apply Theorem 2.

Next, we discuss the attack strategies considered against the model. Since \( \mathcal{T} \) is finite, our attack strategy consists on testing every possible value of \( T \) and choosing the most likely value according to some criteria. The Gradient and Loss strategies are inspired by similar strategies from the membership inference literature \[11, 10\].

**Likelihood:** The intuition behind this attack is that a model is more confident on samples that were part of its training. Therefore, by choosing the correct value \( t \), the model will maximize its output for the predicted label. Note that this criteria does not care about the model making the right prediction. The side information given to the attacker are the non-sensitive attributes, \( s = v \). This strategy chooses the sensitive attribute that outputs the highest score, i.e.,

\[
\varphi(v, \theta) = \arg\max_{t \in T} \left[ \max_{i \in |Y|} f^i_\theta((v, t)) \right],
\]  

(36)
where $f_\theta^i$ is the $i$-th component of the output of the model parameterized by $\theta$.

**Accuracy:** In contrast to the previous one, this strategy chooses the sensitive attribute that produces the *right* prediction with the highest score. This is the closest to the strategy proposed by [4]. The side information given to the attacker are the non-sensitive attributes and the label, $s = (v, y)$. Define set $\hat{X}_{y \theta} \triangleq \{ x \in \mathcal{X} : \arg \max (f_\theta(x)) = y \}$, then,

$$\varphi(v, y, \theta) = \arg \max_{t \in T : x \in \hat{X}_{y \theta}} \left[ \max_{i \in |Y|} f_\theta^i((v, t)) \right].$$  

(37)

**Loss:** This attack, based on the value of the loss, tries to minimize the loss function over samples present in the model’s training set; while the next attack uses the norm of its gradient with respect to the model parameters. The side information given to the attacker is the non-sensitive attributes and the label: $s = (v, y)$. This strategy chooses the sensitive attribute that minimizes the loss, i.e.,

$$\varphi(v, y, \theta) = \arg \min_{i \in T} \ell(f_\theta((v, t)), y).$$  

(38)

**Gradient:** Near a minimum, the norm of the gradient of the loss function with respect to its model parameters should approach 0; the attacker exploits this knowledge for the present attack strategy. While the previous attacks only make use of the output of the model or the value of its loss, the present attack makes explicit use of its parameters. The side information given to the attacker are the non-sensitive attributes and the label, $s = (v, y)$. This strategy chooses the sensitive attribute that minimizes the gradient norm, i.e.,

$$\varphi(v, y, \theta) = \arg \min_{i \in T} \| \nabla \ell(f_\theta((v, t)), y) \|_2^2.$$  

(39)

In our experiments we perform attribute inference attacks using each of these strategies as we vary $n$. A detailed description of the experimental procedure is given in Appendix A.2. The success rates for each strategy are computed and reported in Figure 5 (Top). In this setup, a random guess would amount to a success rate of approximately 2.3%. For a small training set (100 samples), the attacker has a gain of 25% over a random guess. This decreases significantly with the size of the training set; however, even for a large training set, the attacker still has twice as much accuracy as a random guess.
Figure 5: Attribute and Membership Inference Attacks on PenDigits for different sizes $n$ of training sets. **Top:** Success Rate of different attribute inference attack strategies; **Bottom:** Success Rate of the likelihood attack (SR), Lower Bound (LB) and Accuracy (Acc; axis labels on the right).
Additionally, we perform MIAs against the same models. The attack strategy utilized is the Likelihood attack, given in Algorithm 2. The success rate of the attacker, lower bound on the Bayesian attacker and accuracy of the model are presented in Fig. 5 (Bottom). We can observe that there is a significant leakage of membership information for low values of $n$, while this drops almost to the value of a random guess for large values ($n = 8000$).

5. Summary and Concluding Remarks

We proposed a theoretical framework to analyze and bound information leakage from machine learning models. Our framework allows us to draw strong privacy by drawing upper bounds on the success rate of MIAs. Furthermore, we studied how much information is stored in a trained model about its training data and the implications in terms of leakage of sensitive attributes from the model parameters.

Our numerical experiments illustrate how the bounds from Section 3.2 can be used to assess the information leakage of ML models. The success rate of the attacker follows the same behavior as its lower bound, which is a function of the generalization gap. As a lower bound, it cannot guarantee that there is no attack that can perform better under the same conditions. Nevertheless, if the lower bound is above the performance of a random guess, the target model is guaranteed to leak sensitive information about its training data; thus, the generalization gap can be used to alert that a model is leaking sensitive information.

We exposed the leakage of sensitive information via attribute inference attacks, proving that models that are susceptible to membership inference can also be susceptible to other, more severe, privacy violations. We collected several attribute inference strategies and compared their effectiveness, finding that there is gain to be had by fully exploiting white-box access to the model.

The success rate of the Bayesian attacker provides a strong guarantee on the privacy of a model. However, computing the associated decision region seems computationally infeasible. In this paper we provided a synthetic example, using linear regression and Gaussian data, in which it is possible to analytically compute the involved distributions. In future work, we will explore novel tools to extend our illustrative examples to a systematic analysis of complex models. We hope that the present work serves as a common framework to compare different inference attack strategies. Furthermore, we hope that the definition of the Bayesian attacker and its connection to the
generalization gap and the information stored by the model serve as inspiration to devise novel attack strategies and defense mechanisms, when applied to specific models.
Appendix A. Experimental Details

Most of the experiments were run on a Latitude-7400 computer, with an Intel Core i7-8665U CPU @ 1.90GHz x 8 Processor. Part of the experiments were run on a server with two NVIDIA Quadro RTX 6000 GPUs and an AMD EPYC 7302 16-Core processor.

The code and instructions necessary to reproduce our experiments can be found at https://github.com/anonymus369/Formalizing-Attribute-and-Membership-Inference.

Appendix A.1. Examples on DNNs

The number of samples in the training set, $n$, varies in our experiments. For fixed $n$, that many samples are uniformly randomly picked from a pool of training samples. A test set is also fixed to measure the accuracy of the trained model and to empirically compute the generalization gap. In the case of MNIST and MNIST fashion, the training set is picked from a pool of 60k samples. A separate pool of 10k samples is fixed as the test set. For CIFAR10, the pool of training samples is of size 50k, and the pool of test samples is of size 10k.

The target model in this setup is a Deep Neural Network with 4 convolutional layers and 3 fully connected layers. For CIFAR10 the model has a total of 439722 parameters, while for MNIST and MNIST fashion it has only 376714. The model is trained for up to 150 epochs using the Adam optimizer [62] with learning rate $5 \cdot 10^{-3}$. The batch size used for training the models is 200 (this represent the whole training set when $n \leq 200$). An early stop criteria compares the current loss over the training set to the total loss after the previous epoch, and stops training if the difference in below $10^{-3}$. The number of epochs of training can change drastically depending on the size of the training set.

Regarding the likelihood attack, note that Algorithm 2 outputs 1 if the attacker infers membership correctly and 0 otherwise. The success rate of the attacker is computed by simply counting the number of times it succeeds, over the total number of trials. Experimentally, we found that a threshold of $h = 0.8$ works best across different values of $n$.

For each $n$, we repeat the following process 100 times: Draw uniformly the training set, train the model, compute the generalization gap, compute the lower bound on the success rate of the Bayesian attacker and perform the likelihood attack 10000 times. The results over different realizations of the model are averaged to produce a single value for each $n$. 
Appendix A.2. Attribute Inference on PenDigits

The PenDigits dataset [61], was taken by asking participants to write digits from 0 to 9 on a tablet. The original data contains variable-length time series that correspond to the position of the pen on the tablet over time. We pre-process the data to make the length of the time series uniform (length 32). Since the capture rate of the tablet is fixed, we can infer the time that it took to write a digit by the length of the original series. We keep this information, along with the number of strokes that were used to write the digit.

The target model is a DNN trained to classify hand-written digits. The input to the network consist of two time series (one for each coordinate) indicating the position of the pen over time, an integer indicating the number of strokes, a float between 0 and 1 indicating the length of the original sequences and a one-hot-encoding of the identity of the writer. The latter is considered as the sensitive attribute, while the other inputs are considered non-sensitive.

The target model possesses 4 fully-connected layers and a total of 4650 parameters. The loss for training is the MSE between the soft probabilities and the one-hot-encoded labels; this is a bounded loss function, allowing us to use Theorem 2 to lower bound the success rate of the Bayesian attacker. The model is trained with Adam optimizer (learning rate $5 \cdot 10^{-3}$) for up to 2500 epochs. An early stop criteria compares the current loss over the training set to the total loss after the previous epoch, and stops training if the difference is below $10^{-4}$.

In our experiments, we compute the success rate for each of the proposed attribute inference strategies as a function of the number of samples in the training set of the target model. For each value of $n$, we randomly uniformly select 100 different training sets drawn from a pool containing a total of 11990 samples. For each training set we train a model. Subsequently, we apply each attack criteria to 100 training samples of each trained model. The success rate of the attacker is computed by counting the amount of times the attack is successful. The reported success rate is an average over different target models. Since there are 44 different writers in the data set, a random guess would amount to a success rate of approximately 2.3%.

Regarding membership inference, we compute the success rate of the likelihood attacker (Algorithm 2), the lower bound from Theorem 2 and the accuracy of the model on the test set as a function of $n$. For each value of $n$
we train 100 different models and perform the attack 100 times. Results are averaged over different models for each value of \( n \).

**Appendix B. Proof of Proposition 1**

We recall the definition of the total variation distance when applied to distributions \( P, Q \) on a set \( \mathcal{X} \subseteq \mathbb{R}^d \) and Scheffé’s identity [63, Lemma 2.1]

\[
\|P - Q\|_{TV} \triangleq \sup_{A \in \mathcal{B}^d} |P(A) - Q(A)| = \frac{1}{2} \int |p_X(x) - q_X(x)| d\mu(x),
\]

(B.1)

with respect to a base measure \( \mu \), where \( \mathcal{B}^d \) denotes the class of all Borel sets on \( \mathbb{R}^d \).

**Proof.** First of all, we prove equality for \( \gamma = 1 \). Let us denote the optimal decision regions with \( T^\star \equiv T(1) \) and \( T^{\star \mathsf{c}} \equiv T^c(1) \) (cf. Definition 5). Let \( \epsilon_0(T^{\star \mathsf{c}}) \) and \( \epsilon_1(T^\star) \) the Type-I and Type-II errors. Then,

\[
\epsilon_1(T^\star) + \epsilon_0(T^{\star \mathsf{c}}) = \int_{T^\star} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|0) \, d\theta ds + \int_{T^{\star \mathsf{c}}} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|1) \, d\theta ds
\]

\[
= \int_{T^\star} \min_{t \in \{0,1\}} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|t) \, d\theta ds + \int_{T^{\star \mathsf{c}}} \min_{t \in \{0,1\}} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|t) \, d\theta ds
\]

\[
= \int_{\Theta \times S} \min_{t \in \{0,1\}} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|t) \, d\theta ds
\]

\[
= \epsilon_1(\hat{T}) + \epsilon_0(\hat{T}^c),
\]

(B.3)

where the last identity follows by applying Scheffé’s identity (B.1). From (B.2) we have for any decision region \( \hat{T} \subseteq \Theta \times S \),

\[
1 - \Delta = \int_{\Theta \times S} \min_{t \in \{0,1\}} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|t) \, d\theta ds
\]

\[
= \int_{\hat{T}} \min_{t \in \{0,1\}} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|t) \, d\theta ds + \int_{\hat{T}^c} \min_{t \in \{0,1\}} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|t) \, d\theta ds
\]

\[
\leq \int_{\hat{T}} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|0) \, d\theta ds + \int_{\hat{T}^c} p_{\bar{\theta}(\mathbf{z})|S|T}(\theta, s|1) \, d\theta ds
\]

\[
= \epsilon_1(\hat{T}) + \epsilon_0(\hat{T}^c),
\]

(B.3)
It remains to show (14) assuming that \( P\{T = 1\} = P\{T = 0\} = 1/2 \). Using (B.2), we have
\[
\frac{1}{2}[1 - \Delta] = \frac{1}{2}[(T^*) + (T^c)] \\
= \inf_{\varphi} P\left\{ \varphi(\hat{Z}, S) \neq T \right\},
\]
where the last identity follows by the definition of the decision regions. \( \square \)

Appendix C. Proof of Theorem 4

\textit{Proof.} Using the definitions from the previous proofs, let \( R \triangleq g(\hat{\theta}(Z), X, Y) \) be the square of a sub-Gaussian random variable \( R_{SG} \triangleq \sqrt{|R|} \) with variance proxy \( \sigma_R^2 \). Then, we have \( P\{R \geq r^2\} = P\{|R_{SG}| \geq r\} \leq 2e^{-\frac{r^2}{2\sigma_R^2}} \) for all \( r \geq 0 \), which in turn yields \( P\{R \geq r\} \leq 2e^{-\frac{r^2}{2\sigma_R^2}} \) for all \( r \geq 0 \). Define the random variable \( R_0 \) to have the distribution function \( Q_0(r) \triangleq P\{R_0 \leq r\} \triangleq 1 - 2e^{-\frac{r^2}{2\sigma_R^2}} \) on its support \( [r_0, \infty) \), where \( r_0 = 2\sigma_R^2 \log 2 \), i.e., the pdf of \( R_0 \) is \( p_{R_0}(r) = \frac{1}{\sigma_R^2}e^{-\frac{r^2}{2\sigma_R^2}} \).

Let \( Q \) be the distribution function of \( R \). Then, using the construction in the proof of in \([55, \text{Theorem 1.104}]\), we can write \( R = Q^{-1} \circ Q_0(R_0) \), where \( Q^{-1} \) is the left continuous inverse of \( Q \), noting that \( Q_0 \) is continuous. The tail bound on \( R \) then implies \( Q(r) = 1 - P\{|R| \geq r\} \geq Q_0(r) \), which immediately yields \( Q^{-1} \circ Q_0(r) \leq r \).
Following similar steps as for Theorem 3 for $R_{\text{max}} \geq r_0$, we get,

$$
\int_{|r| \geq R_{\text{max}}} |r| p_R(r) \, dr = \int_{Q^{-1} \circ \Omega_0(r) \geq R_{\text{max}}} Q^{-1} \circ \Omega_0(r) p_{R_0}(r) \, dr
$$

$$
= \int_{Q_0(r) \geq Q(R_{\text{max}})} Q^{-1} \circ \Omega_0(r) p_{R_0}(r) \, dr
$$

$$
\leq \int_{Q_0(r) \geq Q(R_{\text{max}})} r p_{R_0}(r) \, dr
$$

$$
\leq \int_{r \geq R_{\text{max}}} r p_{R_0}(r) \, dr
$$

$$
= \int_{R_{\text{max}}}^{\infty} \frac{r}{\sigma^2_R} e^{-\frac{r^2}{2\sigma^2_R}} \, dr
$$

$$
= -2 \int_{R_{\text{max}}}^{\infty} \frac{\partial}{\partial r} e^{-\frac{r^2}{2\sigma^2_R}} \, dr + 2 \int_{R_{\text{max}}}^{\infty} e^{-\frac{r^2}{2\sigma^2_R}} \, dr
$$

$$
= 2R_{\text{max}} \exp \left( -\frac{R_{\text{max}}}{2\sigma^2_R} \right) \left( 1 + \frac{2\sigma^2_R}{R_{\text{max}}} \right). \quad (C.1)
$$

The rest of the proof follows identically to that of Theorem 3 and yields,

$$
P_{\text{Suc}}(\varphi) \geq \max \left\{ P_m, P_m \left( \frac{\mathbb{E}[\mathcal{E}_G(A,Z)]}{2R_{\text{max}}} \right), -\frac{1}{1 - P_m} \exp \left( -\frac{R_{\text{max}}}{2\sigma^2_R} \left( 1 + \frac{2\sigma^2_R}{R_{\text{max}}} \right) - 1 \right) + 1 \right\}. \quad (C.2)
$$

__Appendix D. Proof of Theorem 5__

Before we proceed with the proof of Theorem 5, we provide a series of definitions and preliminary results.

__Appendix D.1. Basic Definitions and Change of Measure__

Let us consider two probability measures $P$ and $Q$ on a common measurable space $(\Omega, \mathcal{F})$. Let $X$ denote a random variable $X : \Omega \to \mathcal{X}$ and $P_X$, 36
\(Q_X\) correspond to the induced distributions. Assuming absolute continuity \(P_X \ll Q_X\), the KL-divergence of \(Q_X\) with respect to \(P_X\) is defined by

\[
D_{\text{KL}}(P_X\|Q_X) \triangleq \mathbb{E}_{Q_X} \left[ -\log \left( \frac{dP_X}{dQ_X} \right) \right]. \quad (D.1)
\]

Consider a kernel (or channel) according to the law \(P_{Y|X}\) that produces the random variable \(Y\) given \(X\). Let \(P_Y\) be the induced distribution of \(Y\) when \(X\) is generated according to \(P_X\) while \(Q_Y\) is the distribution of \(Y\) when \(X\) is generated according to \(Q_X\). Then, by the data-processing inequality for KL-divergence \([64, \text{Theorem 2.2 6.}]\), we have

\[
D_{\text{KL}}(P_X\|Q_X) \geq D_{\text{KL}}(P_Y\|Q_Y). \quad (D.2)
\]

Equality holds if and only if \(P_{X|Y} = Q_{X|Y}\), where \(P_{X|Y}P_Y = P_{Y|X}P_X\) and \(Q_{X|Y}Q_Y = P_{Y|X}P_X\). A simple application of this inequality leads to the following result.

**Lemma 1** (Data-processing reduces KL-divergence \([65]\)). For any measurable set \(B \in \mathcal{F}(\mathcal{X})\), inequality (D.2) applied to the degenerate channel based on the indicator function \(Y = 1[X \in B]\) implies:

\[
D_{\text{KL}}(P_X\|Q_X) \geq d_{K\text{L}}(p_B\|q_B) = d_{K\text{L}}(1 - p_B\|1 - q_B), \quad (D.3)
\]

where \(d_{K\text{L}}(\cdot\|\cdot)\) denotes the binary KL-divergence with parameters \(p_B = P_X(B)\) and \(q_B = Q_X(B)\). Note that if \(t \in [0, 1]\) and \(M > 1\), then

\[
\log_2(M) - d_{K\text{L}}(t\|1 - 1/M) = t \log_2(M - 1) + H_2(t), \quad (D.4)
\]

where \(H_2(t) \triangleq -t \log_2 t - (1 - t) \log_2(1 - t)\) is the binary entropy function. Equality holds in (D.3) if and only if \(P_{X|X \in B} = Q_{X|X \in B}\) and \(P_{X|X \notin B} = Q_{X|X \notin B}\).

The proof of this lemma is rather straightforward from basic properties and will be omitted. We next revisit a well-known result to obtain bounds for the probability of an arbitrary event \(B \in \mathcal{F}(\mathcal{X})\).

**Lemma 2** (Change of measure \([66]\)). Let the distributions \(P_X\) and \(Q_X\) be induced by the random variable \(X\) as described. Then,

\[
\sup_{B \in \mathcal{F}(\mathcal{X})} P_X(B) \log_2(1/Q_X(B)) \leq D_{\text{KL}}(P_X\|Q_X) + 1, \quad (D.5)
\]

where the supremum is taken over all measurable sets \(B \in \mathcal{F}(\mathcal{X})\).
Proof. For any set \( B \in \mathcal{F}(X) \), we have by Lemma 1, that

\[
D_{KL}(P_X \parallel Q_X) \geq d_{KL}(p_B \parallel q_B)
\]

\[
= P_X(B) \log \frac{P_X(B)}{Q_X(B)} + P_X(B^c) \log \frac{P_X(B^c)}{Q_X(B^c)}
\]

\[
\geq P_X(B) \log_2 \left( \frac{1}{Q_X(B)} \right) - 1.
\]  

(D.6)

The final inequality (D.5) follows by taking the supremum over all measurable sets \( B \in \mathcal{F}(X) \) in (D.6).

\[\square\]

Appendix D.2. Cramér-Chernoff Method

We recall a distribution-dependent deviation bound based on the optimization of the Markov inequality which is known as Cramér-Chernoff method.

Let \( Z \) be a real-valued random variable and define its log-moment-generating function as

\[
\psi_Z(\lambda) = \log \mathbb{E}[\exp \lambda Z], \quad \lambda \geq 0.
\]

(D.7)

For \( \lambda \geq 0 \), the Markov inequality implies:

\[
P(Z \geq t) \leq P(e^{\lambda Z} \geq e^{\lambda t})
\]

\[
\leq e^{-\lambda t} \mathbb{E}[e^{\lambda Z}]
\]

\[
= \exp \left[ -\lambda t + \psi_Z(\lambda) \right].
\]

(D.8)

As (D.8) holds for any \( \lambda \geq 0 \), we immediately obtain \( P(Z \geq t) \leq \exp \left[ -\psi_Z^*(t) \right] \) for \( t \geq \mathbb{E}[Z] \), where

\[
\psi_Z^*(t) = \sup_{\lambda \in \mathbb{R}} \left\{ \lambda t - \log \mathbb{E} \left[ e^{\lambda Z} \right] \right\}.
\]

(D.9)

This expression is known as the Fenchel-Legendre dual function of \( \psi_Z(\lambda) \) and it equals \( \psi_Z^*(t) = \sup \{ \lambda t - \psi_Z(\lambda) : \lambda \geq 0 \} \) whenever \( t \geq \mathbb{E}[Z] \).

And therefore, for \( t \geq \mathbb{E}[Z] \),

\[
P(Z \geq t) \leq \exp \left[ -\psi_Z^*(t) \right].
\]

(D.10)

We will need the following properties:
• If \( Z = X_1 + \cdots + X_n \) with \( \{X_i\}_{i=1}^n \) being i.i.d. copies of \( X \), then
\[
\psi^*_Z(t) = n\psi^*_X \left( \frac{t}{n} \right); \tag{D.11}
\]

• For any random variable \( Z \),
\[
\psi^*_{Z/n}(t) = \psi^*_Z(nt). \tag{D.12}
\]

An immediate consequence of these properties is that the random variable
\[
Z = \mathbb{E}[X] - \frac{1}{n} \sum_{i=1}^n X_i,
\]
with \( \{X_i\}_{i=1}^n \) i.i.d. copies of \( X \), satisfies
\[
P(Z \geq t) \leq \exp \left[-n\psi^*_{\mathbb{E}[X]-X}(t)\right], \quad \forall t \geq 0. \tag{D.13}
\]

Appendix D.3. Proof

Using these preliminary results, we are now ready to prove Theorem 5. The proof requires three steps which are described below.

Information loss. First, we observe that \((T, S) \leftrightarrow Z \leftrightarrow \hat{\theta}(Z)\) and thus \(T \leftrightarrow (Z, S) \leftrightarrow \hat{\theta}(Z)\) form Markov chains since \( \hat{\theta} \) is a stochastic function of \( Z \). As a consequence of the data-processing inequality [65, Theorem 2.8.1], we obtain (28) from
\[
I(T; \hat{\theta}(Z)|S) \leq I(Z; \hat{\theta}(Z)|S) = I(Z; \hat{\theta}(Z)) - I(S; \hat{\theta}(Z)). \tag{D.14}
\]

Interestingly, we will show that \( I(T; \hat{\theta}(Z)|S) \) bounds the accuracy of the membership (sensitive attribute) inference while \( I(Z; \hat{\theta}(Z)) \) bounds the generalization gap of the hypothesis associated with \( \hat{\theta} \).

Generalization gap. The proof of the bound on the generalization gap [26] easily follows from application of well-known results. For \( \epsilon \geq 0 \) let us define the region
\[
\mathcal{B} \equiv \left\{ (\theta, z) \in \Theta \times \mathcal{Z}^n : \mathbb{E}[q(\theta, Z)] - \frac{1}{n} \sum_{i=1}^n q(\theta, z_i) \geq \epsilon \right\}. \tag{D.15}
\]
By the definition of the generalization gap (Definition 1), we have \( G(A, Z) \geq \epsilon \) if and only if \((\hat{\theta}(Z), Z) \in B\). We define the associated fibers \( B(\theta) = \{z \in Z^n : (\theta, z) \in B\} \) for \( \theta \in \Theta \). First, we apply the Cramér-Chernoff method (Appendix D.2) to the random variable \( R_\theta \triangleq \mathbb{E}[\varrho(\theta, (X, Y))] - \varrho(\theta, (X, Y)) \) (D.16) with respect to the data probability measure \( P_Z \), where (D.10)–(D.12) then yield

\[
P(Z \in B(\theta)) \leq \exp\left[-n \psi^*_R(\epsilon)\right], \tag{D.17}
\]

where \( \psi^*_R \) is the Fenchel-Legendre dual function of the real-valued random variable: . Then, it follows that,

\[
\text{ess sup}_{\theta \sim P_{\hat{\theta}(Z)}} P(Z \in B(\theta)) \leq \exp\left[-n \text{ ess inf}_{\theta \sim P_{\hat{\theta}(Z)}} \psi^*_R(\epsilon)\right]. \tag{D.18}
\]

We can now use Lemma 2, rearranging terms and taking the expectation w.r.t. \( P_{\hat{\theta}(Z)} \), we have that

\[
P(G_G(A, Z) \geq \epsilon) = P\left(\left(\hat{\theta}(Z), Z\right) \in B\right) \leq \frac{I(Z; \hat{\theta}(Z)) + 1}{-\log(P_{\hat{\theta}(Z)} \times P_Z(B))} \leq \frac{I(Z; \hat{\theta}(Z)) + 1}{-\log\left(\int P_Z(B(\theta)) \, dP_{\hat{\theta}(Z)}(\theta)\right)} \leq \frac{I(Z; \hat{\theta}(Z)) + 1}{-\log\left(\text{ess sup}_{\theta \sim P_{\hat{\theta}(Z)}} P(Z \in B(\theta))\right)} \leq \frac{I(Z; \hat{\theta}(Z)) + 1}{n \text{ ess inf}_{\theta \sim P_{\hat{\theta}(Z)}} \psi^*_R(\epsilon)}, \tag{D.19}
\]

where inequality (D.19) follows from (D.5) and (D.20) follows from (D.18).

**Attribute inference.** Let \( \varphi^* \) be the attack strategy given in (8) with \( \mathcal{P}_{\text{Suc}}(\varphi^*) = P(\hat{T} = T) \geq 1/2 \), where \( \hat{T} \) denotes the random variable \( \hat{T} \triangleq \)
φ∗(ˆθ(Z), S). Note that ˆT is independent of T given (ˆθ(Z), S). We will show that,

\[ I(T; ˆθ(Z)|S) \geq d_{KL} \left( P_{Suc}(φ^∗) \right|\left. \mathbb{E} \left[ \min_{t \in T} P_{T|S}(t|S) \right] \right), \]

(D.21)

where,

\[ d_{KL}(p\|q) \triangleq p \log_2 \frac{p}{q} + (1 - p) \log_2 \frac{1 - p}{1 - q}. \]

(D.22)

To this end, denote by \( D_{KL}(\cdot\|\cdot) \) the KL-divergence between two distributions and observe that, by Lemma 1,

\[ D_{KL} \left( P_{T|\tilde{θ}(Z)S}(\cdot|\tilde{θ}, S) \| P_{T|S}(\cdot|S) \right) \geq d_{KL} \left( P_{T|\tilde{θ}(Z)S}(t|\tilde{θ}, S) \| P_{T|S}(t|S) \right), \]

(D.23)

where \( t = t(s, \theta) \) may be any function of \((s, \theta) \in S \times \Theta\). By taking the expectation over \( \theta, s \sim p_{S, \tilde{θ}(Z)} \), we obtain

\[ I(T; ˆθ(Z)|S) \geq \mathbb{E} \left[ d_{KL} \left( P_{T|\tilde{θ}(Z)S}(t|\tilde{θ}(Z), S) \| P_{T|S}(t|S) \right) \right]. \]

(D.24)

We choose a mapping \( t^*_{(s, \theta)} \) that satisfies,

\[ \mathbb{E} \left[ P_{T|\tilde{θ}(Z)S}(t^*|\tilde{θ}(Z), S) \right] = \mathbb{E} \left[ \max_{t \in T} P_{T|\tilde{θ}(Z)S}(t|\tilde{θ}(Z), S) \right] = P_{Suc}(φ^∗). \]

(D.25)

It is straightforward to verify that,

\[ P_{Suc}(φ^∗) \geq \mathbb{E} \left[ \max_{t \in T} P_{T|S}(t|S) \right]. \]

(D.26)

Then, by convexity of the function \((p, q) \mapsto d_{KL}(p\|q)\), we can continue from (D.24) to show,

\[
I(T; ˆθ(Z)|S) \geq \mathbb{E} \left[ d_{KL} \left( P_{T|\tilde{θ}(Z)S}(t^*|\tilde{θ}(Z), S) \| P_{T|S}(t^*|S) \right) \right] \\
\geq d_{KL} \left( P_{Suc}(φ^∗) \right|\left. \mathbb{E} \left[ P_{T|S}(t^*|S) \right] \right) \\
\geq d_{KL} \left( P_{Suc}(φ^∗) \right|\left. \mathbb{E} \left[ \max_{t \in T} P_{T|S}(t|S) \right] \right),
\]

(D.27)

where the last inequality \( (D.27) \) follows by using \( (D.26) \) and noticing that the function \( q \mapsto d_{KL}(p\|q) \) is non-increasing for \( q \in [0, p] \).

Finally, notice that we can apply the bound,

\[ d_{KL}(p\|q) \geq \max \left\{ 2(p - q)^2, -p \log_2(q) - 1 \right\}, \]

(D.28)

with \( p \geq q \).
Appendix E. Gaussian Data and Linear Regression

Recall the following notation: \( x \) is the \([d \times n]\) matrix given by \( x = (x_1, x_2, \ldots, x_n) \), while \( y = (y_1, y_2, \ldots, y_n) \) and \( W = (W_1, W_2, \ldots, W_n) \) are \([1 \times n]\) vectors. Let each copy of noise \( W \) be normal i.i.d.; \( W \sim \mathcal{N}(\cdot; 0, \sigma^2) \). Since \( Y_i \) is linear in \( W_i \), \( Y_i \) is also normal distributed, \( Y_i \sim \mathcal{N}(\cdot; \beta^T x_i, \sigma^2) \). Since model parameters are linear in the training set \( Y \), their pdf is a multivariate Gaussian, \( \hat{\theta}(Y) \sim Q(\cdot) \triangleq \mathcal{N}(\cdot; \beta, \sigma^2 x^{-1}) \), where \( x \triangleq xx^T \). Furthermore, fixing the \( j \)-th sample in the training set to \( s \), we have \( \hat{\theta}(Y) \) distributed as \( Q_j(\cdot | s) \triangleq \mathcal{N}(\cdot; \beta + x^{-1} x_j (s - x_j^T \beta), \sigma^2 x^{-1} (I_{d \times d} - x_j x_j^T x^{-1})) \).

Consider a MIA against this model. The attacker possesses side information \((S_J, J)\), that is, a test sample and its corresponding index. Recall our definition \( S_J = T^T (Y_J) + (1 - T^T) (Y'_J) \), where \( J \) is a random index in \([n]\). When \( T = 0 \), \( S = Y'_J \), independent of the training set; hence,

\[
\begin{align*}
p_{S_J,j|T}(s,j,\theta|0) &= \frac{1}{n} p_{S_J,j}(s,\theta|0,j) \\
&= \frac{1}{n} p_{\hat{\theta}(Y)|T}(\theta|0) p_{S_J,j}(s|0,j) \\
&= \frac{1}{n} Q(\theta) p_{Y'_J}(s), \quad (E.1)
\end{align*}
\]

On the other hand, when \( T = 1 \), \( S = Y_J \) is the \( J \)-th component of the training set \( Y \); therefore,

\[
\begin{align*}
p_{S_J,j|T}(s,j,\theta|1) &= \frac{1}{n} p_{S_J,j}(s,\theta|1,j) \\
&= \frac{1}{n} p_{\hat{\theta}(Y)|T}(\theta|1) p_{S_J,j}(s|1,j) \\
&= \frac{1}{n} Q_j(\theta|s) p_{Y_J}(s). \quad (E.2)
\end{align*}
\]

Note that \( Q(\cdot) \) and \( Q_i(\cdot | s) \) differ only by their mean and variance. The second pdf has shifted mean and reduced variance. The reduced variance is to be expected, since fixing one of the samples in the training set should reduce randomness. Note that if the dimension of the space of features is equal to the amount of samples (i.e., \( d \geq n \)) an attacker having access to the feature vectors in the training set \( x \) can solve a system of equations to obtain \( y \).

In the following, we derive a theoretical lower bound for \((30)\). Define \( R \triangleq x_j^T (xx^T)^{-1} x Y^T - S_J \). Fixing \( J \) and \( T \), \( R \) is a linear combination of
Gaussian r.v.s, and thus $R$ is a Gaussian random variable. Regardless of $T$ and $J$, $\mathbb{E}[R] = 0$. If $T = 0$; then $S_J = Y'_J$, independent of $\mathbf{Y}$,

$$\text{Var}[R|T = 0] = \sigma^2 + \frac{d\sigma^2}{n}. \quad (E.3)$$

If $T = 1$, then $S_J = Y_J$ is the $J$–th component of $\mathbf{Y}$; consequently,

$$\text{Var}[R|T = 1] = \sigma^2 - \frac{d\sigma^2}{n}. \quad (E.4)$$

In total,

$$\sigma^2_R \triangleq \text{Var}[R] = \sigma^2. \quad (E.5)$$

Since $R$ is a Gaussian random variable, the squared error, defined by $R^2 \triangleq (x^T (x x^T)^{-1} x \mathbf{Y} - S_J)^2$, is exponentially tail-bounded\footnote{See proof of Theorem 4 in Appendix C.}, hence, we can apply Theorem 4 to get a theoretical lower bound on the success probability of the Bayesian MIA. Assume that $T$ is Bernoulli $1/2$ distributed; thus,

$$\mathcal{P}_{\text{Suc}}(\varphi^*) \geq \frac{1}{2} + \frac{|\mathbb{E}[\mathcal{E}_G(\mathcal{A}, \mathbf{Z})]|}{4\bar{R}_{\text{max}}} - \exp\left(-\frac{\bar{R}_{\text{max}}}{2\sigma^2_R}\right) \left(1 + \frac{2\sigma^2_R}{\bar{R}_{\text{max}}}\right),$$

$$= \frac{1}{2} + \frac{d}{2n} \frac{\sigma^2}{R_{\text{max}}} - \exp\left(-\frac{\bar{R}_{\text{max}}}{2\sigma^2}\right) \left(1 + \frac{2\sigma^2}{\bar{R}_{\text{max}}}\right), \quad (E.6)$$

where we use (29).

The Mutual information between a test sample $S_J$ and the model parameters $\hat{\theta}(\mathbf{Y})$ given the sensitive attribute $T$ is,
\begin{align*}
I(S_J; \hat{\theta}(\mathbf{Y})|T) &= \sum_{t \in \{0, 1\}} I(S_J; \hat{\theta}(\mathbf{Y})|T = t) \\
&= P\{T = 1\} I(S_J; \hat{\theta}(\mathbf{Y})|T = 1) \\
&= P\{T = 1\} \frac{1}{n} \sum_{j=1}^{n} \int Q_j(\theta|s)P_Y(s) \log \left[ \frac{Q_j(\theta|s)P_Y(s)}{Q(\theta)P_Y(s)} \right] d\theta ds \\
&= P\{T = 1\} \frac{1}{n} \sum_{j=1}^{n} \int Q_j(\theta|s)P_Y(s) \log \left[ \frac{Q_j(\theta|s)}{Q(\theta)} \right] d\theta ds \\
&= P\{T = 1\} \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}_{S \sim P_{y_j}} \left[ D_{KL}(Q_j(\theta|s) | Q(\theta)) \right] \\
&= P\{T = 1\} \frac{1}{2n} \sum_{j=1}^{n} \mathbb{E}_{S \sim P_{y_j}} \left[ \text{Tr}(\Sigma_j^{-1} \Sigma_j) - \log \left( \frac{\Sigma_j}{\Sigma} \right) \right] \\
&= P\{T = 1\} \frac{1}{2n} \sum_{j=1}^{n} \mathbb{E}_{S \sim P_{y_j}} \left[ \text{Tr}(\Sigma_j^{-1} \Sigma_j) - \log \left( \frac{\Sigma_j}{\Sigma} \right) + (\mu_j(S) - \beta)^T \Sigma_j^{-1} (\mu_j(S) - \beta) \right] \\
&= P\{T = 1\} \frac{1}{2n} \sum_{j=1}^{n} \left( \text{Tr}(\Sigma_j^{-1} \Sigma_j) - \log \left( \frac{\Sigma_j}{\Sigma} \right) - d + x_j^T \Sigma_j^{-1} x_j \right) \\
&= P\{T = 1\} \frac{1}{2n} \sum_{j=1}^{n} \log \left( \frac{\Sigma}{\Sigma_j} \right), \quad (E.7)
\end{align*}

with \( \mu_j(s) \triangleq \beta + \Sigma_j^{-1} x_j (s - x_j^T \beta) \), \( \Sigma_j \triangleq \Sigma_j^{-1} (\mathbb{I}_{d \times d} - x_j x_j^T \Sigma_j^{-1}) \) and, \( \Sigma = \Sigma^{-1} \sigma^2 \). Using the upper bound \( I(S_J; \hat{\theta}(\mathbf{Y})|T) \geq I(T; \hat{\theta}(\mathbf{Y})|S_J) \) in combination with \((25)\), we can estimate an upper bound on the probability of success of the Bayesian attacker.

**Proof of (29).** Recall the definition of the generalization gap, substituting the MSE and the model into the definition, we obtain,

\begin{align*}
\mathbb{E} \left[ \mathcal{E}_G(\mathcal{A}, \mathbf{Y}) \right] &= \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \ell(f_{\hat{\theta}}(\mathbf{Y})(x_i), Y_i) - \frac{1}{n} \sum_{i=1}^{n} \ell(f_{\bar{\theta}}(\mathbf{Y})(x_i), Y_i) \right] \\
&= \frac{1}{n} \mathbb{E} \left[ \|\hat{\theta}(\mathbf{Y})^T \mathbf{x} - \mathbf{Y}^*\|^2 - \|\hat{\theta}(\mathbf{Y})^T \mathbf{x} - \mathbf{Y}\|^2 \right], \quad (E.8)
\end{align*}
Let $\overline{x} \triangleq x x^T$, then,
\[
E \left[ \left\| \hat{\theta}(Y)^T x - Y' \right\|^2 \right] = E \left[ \left( Y x^T \overline{x}^{-1} x Y^T - 2 Y' x^T \overline{x}^{-1} x Y^T + \| Y' \|^2 \right) \right] \\
= E \left[ W x^T \overline{x}^{-1} x W^T - \beta^T \overline{x} \beta - 2 W' x^T \overline{x}^{-1} x W^T + \| Y' \|^2 \right] \\
= E \left[ W x^T \overline{x}^{-1} x W^T - \beta^T \overline{x} \beta + \| Y' \|^2 \right],
\]
(E.9)

Note that $E \left[ 2 W' x^T \overline{x}^{-1} x W^T \right] = 0$; since $E \left[ W \right] = 0$ and $W'$ is independent from $W$. On the other hand,
\[
E \left[ \left\| \hat{\theta}(Y)^T x - Y \right\|^2 \right] = E \left[ \left( \| Y \|^2 - Y x^T \overline{x}^{-1} x Y^T \right) \right] \\
= E \left[ \left( \| Y \|^2 - \beta^T \overline{x} \beta - W x^T \overline{x}^{-1} x W^T \right) \right]
\]
(E.10)

Note that $E[\| Y \|^2] = E[\| Y' \|^2]$, since $Y$ and $Y'$ are i.i.d. copies of the same random vector. Hence,
\[
E \left[ |E_G(A, Y)| \right] = \frac{2}{n} E \left[ W x^T \overline{x}^{-1} x W^T \right],
\]
(E.11)

Taking the trace of the remaining term in the expectation,
\[
\frac{2}{n} E \left[ W x^T \overline{x}^{-1} x W^T \right] = \frac{2}{n} E \left[ \text{Tr}(W x^T \overline{x}^{-1} x W^T) \right] \\
= \frac{2}{n} E \left[ \text{Tr}(x^T \overline{x}^{-1} x W^T W) \right] \\
= \frac{2}{n} E \left[ \text{Tr}(x^T \overline{x}^{-1} x) \right] E \left[ W^T W \right] \\
= \frac{2}{n} \text{Tr}(\sigma^2 x^T \overline{x}^{-1} x) \\
= \frac{2}{n} \text{Tr}(\sigma^2 I_{d \times d}) = \frac{2d\sigma^2}{n}.
\]
(E.12)

which gives the desired result. \hfill \Box
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