Integrated modelling and multiscale gyrokinetic validation study of ETG turbulence in a JET hybrid H-mode scenario
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Abstract. Previous studies with first-principle-based integrated modelling suggested that ETG turbulence may lead to an anti-GyroBohm isotope scaling in JET high-performance hybrid H-mode scenarios. A dedicated comparison study against higher-fidelity turbulence modelling invalidates this claim. Ion-scale turbulence with magnetic field perturbations included, can match the power balance fluxes within temperature gradient error margins. Multiscale gyrokinetic simulations from two distinct codes produce no significant ETG heat flux, demonstrating that simple rules-of-thumb are insufficient criteria for its onset.
1 Introduction

An accurate predictive model for tokamak turbulent transport is a vital component of integrated tokamak simulation [1]. It enables physical interpretation of present-day experiments, scenario optimization, extrapolation to future scenarios and devices, and experimental design. The gyrokinetic framework has proven to be successful in quantitatively describing tokamak core turbulence [2], [3]. For sufficient tractability for application within integrated modelling suites, reduced-order-models applying the quasilinear approximation with saturation levels tuned to nonlinear gyrokinetic simulations have been developed, such as QuaLiKiz [4], [5] and TGLF [6]. While these models reproduce measured tokamak core thermodynamic radial profiles across wide regimes, continuous comparison against both experiments and higher fidelity simulation is necessary for validation of the models and their predictions for future scenarios and devices. This paper focuses on the validation of the QuaLiKiz model for predictions of Electron Temperature Gradient (ETG) driven turbulence in a specific JET scenario.

ETG turbulence is driven by modes on the electron Larmor-radius scale-length, where the ion response is essentially adiabatic due to finite Larmor radius effects. The relevant regimes in which ETG turbulence significantly contributes to electron heat transport is an open question. Gyrokinetic simulations on electron Larmor-radius scales have long showed the possibility that in spite of the small intrinsic ETG mode scale, extended radial streamers can provide experimentally relevant ETG mode driven electron heat fluxes [7], [8]. Experimentally, dedicated experiments have shown evidence of sharp electron temperature gradient threshold consistent with ETG microturbulence [9], [10], and power-balance electron heat flux which cannot be reconciled in nonlinear gyrokinetic simulations by ion Larmor-radius scale (henceforth referred to as "ion-scale") fluxes [11]–[13]. In single-scale nonlinear ETG simulations with no ion-scale eddies, electron-scale zonal flows saturate ETG turbulence, leading to a collisionality scaling for the saturated ETG electron heat flux amplitude [14]. In nonlinear multiscale simulations with a realistic ion to electron mass ratio, a complex picture has emerged, involving cross-scale interactions [15]. ETG modes can weaken ion-scale zonal flows, increasing ion and electron transport on ion-scales. Ion-scale eddies can also suppress electron-scale streamers, quenching ETG electron heat transport in spite of linear ETG instability. Additional studies have shown that the cross-scale ETG quench depends on the strength of the ion-scale (ITG in the studies carried out) instability drive; for sufficiently low ion-scale drive, ETG streamers survive and can produce significant electron heat flux, explaining experimental observations in CMOD and DIII-D [16]–[18]. These simulations have led to proposed rules-of-thumb where significant ETG fluxes in multiscale simulations can be expected. In Ref. [19], the ratio $\gamma_{\text{high}-k}/\gamma_{\text{low}-k} \geq 40$ was correlated with significant cross-scale coupling. Refs. [20], [21] suggest the following as a necessary criteria for significant ETG fluxes:

$$\frac{\gamma}{k_y}|_{\text{high}-k} > \frac{\gamma}{k_y}|_{\text{low}-k}$$ (1)

where $\gamma$ is the mode growth rate, $k_y$ the binormal wavenumber, high $k$ corresponds to ETG scales ($0.1 < k_y \rho_e < 1$) and low $k$ ($0.1 < k_y \rho_i < 1$) corresponds to ion-scales, where $\rho_{e,i}$ is the electron/ion Larmor radius. For deuterium, $\rho_i/\rho_e \sim 60$, being the square root of the ion to electron mass ratio. At each scale the peak value of the ratios are taken. $\text{MAX} \left( \frac{\gamma}{k_y} \right)$ is related to the zonal RMS $E \times B$ velocity under the hypothesis of a zonal flow $k_x$ mixing saturation mechanism [22]. Additional hidden variables were not ruled out. The extreme computational expense of multiscale simulations, typically $10^7$ CPUh for a single converged simulation, precludes extensive parameter variations for testing the rules’ robustness.

A counter-example to a literal interpretation of the rule-of-thumb was recently shown in analysis of dedicated JET experiments [13]. In that work, high stiffness in the electron heat channel was experimentally observed, with insufficient electron heat flux predicted in ion-scale simulations. However, multiscale simulations with realistic input parameters did not produce significant ETG electron heat flux in spite of the linear calculations passing the threshold in Eq. [1].

Quasilinear turbulence models can incorporate such multiscale interactions into their saturation rules. QuaLiKiz has a simple rule, where ETG flux is quenched when the growth rate ratio between the peaks observed at electron-scales $0.1 < k_y \rho_e < 1$ and ion-scales $0.1 < k_y \rho_i < 1$, does not exceed the
square root of the ion to electron mass ratio [5]. TGLF employs a more refined zonal-flow mixing model to reproduce the phenomenology of multiscale nonlinear simulations [22]. The multiscale saturation rule was employed in a multi-hierarchy TGLF validation study against CMOD and AUG discharges pointing to ETG electron heat flux as a necessary component in half the cases [21]. The importance of ETG flux is also predicted for electron-heated DIII-D ITER baseline discharges [23].

This paper focuses on ETG predictions in the JET hybrid H-mode scenario (henceforth referred to as the ‘hybrid scenario’) which is one of two main operational scenarios being developed for the DT campaign. The hybrid scenario operates in a regime with improved confinement compared to the $H_{98}$ scaling law at relatively reduced plasma current and density, with a tailored q-profile and increased MHD stability allowing operation at higher $\beta_N$ [24]–[26]. Numerous mechanisms contribute to the improved confinement, including increased $T_i/T_e$, increased NBI source penetration, an optimized q-profile (broad inner $q \sim 1$ region with increased magnetic shear in the outer half-radius), increased $E \times B$ rotation shear, thermal and suprathermal-ion-enhanced electromagnetic (EM) stabilization of ITG, and increased Shafranov shift with virtuous core-edge coupling [27], [28].

The improved ion heat confinement and typical $T_i/T_e > 1$ in hybrid scenarios are expected to increase the potential importance of ETG turbulence; on the one hand through reduced ITG drive (see Eq. 1), and on the other hand through a decreased ETG critical gradient threshold, due to the $R/L_{Te,crit} \propto \left(1 + Z_{eff} T_e^2\right)$ dependence [29]. In a recent multi-channel integrated modelling study devoted to heavy impurity prediction and control in the JET hybrid scenario [30], QuaLiKiz was applied for turbulent transport predictions within the JINTRAC [31], [32] integrated modelling suite. There, a significant role of ETG transport was predicted, with striking predictions in an isotope scan. The $T_e$ profile was pinned to near the ETG critical threshold, regardless of main ion isotope. Then, with increasing isotope mass, the decreasing ion-electron heat exchange enabled $T_i$ to increase, sustaining larger $T_i/T_e$ and hence an increased ITG instability threshold, improving confinement and increasing $T_e$, further, leading to an anti-GyroBohm ion mass confinement scaling. The larger $T_i/T_e$ also decreases the ETG critical threshold, leading to a reduction of $T_e$, further increasing $T_i/T_e$ and ITG stability. Without ETG, those feedback loops are not present and $T_i/T_e$ is predicted closer to 1, with higher $T_e$ and lower $T_i$. The mass scaling of the ion-electron heat exchange does not significantly impact the predicted confinement in the non-ETG case. We note that the simulations scanning isotope mass both with and without ETG maintained the same pedestal parameters, fast ion distributions, and rotation, which may all impact isotope mass confinement scaling in general. Furthermore, the predicted anti-GyroBohm iso-He scaling owing to parallel electron dynamics [33] is expected to play less of a role in ITG dominated H-modes, and in any case is not captured by QuaLiKiz.

The potential benefit of ETG turbulence for DT scenario extrapolations strongly motivates deeper validation of these predictions. This is the focus of the present paper. Since the JET discharge in Ref.[30] did not have core $T_i$ measurements, a more recent hybrid scenario was selected for analysis. The rest of the paper is as follows: section 2 describes the JET discharge chosen for analysis and integrated modelling data preparation; section 3 describes the JINTRAC-QuaLiKiz integrated modelling of this discharge, and sensitivity studies to physics assumptions and QuaLiKiz version; section 4 describes the linear and nonlinear single-scale and multiscale gyrokinetic modelling of the discharge at a single radial point of interest, serving as a validation of QuaLiKiz predictions and a test of its assumptions; conclusions are provided in section 5. While this work focuses on ETG predictions and validation, including the ramifications of ETG for isotope confinement scaling, a related work has recently been published which studies - using integrated modelling - the isotope scaling predictions of this discharge more generally [34].

### 2 Characteristics of analyzed discharge and data preparation

We analyzed hybrid discharge #94875 from the JET C38 deuterium campaign. Its basic parameters are listed in Table 1: $B_T$, $I_p$, and total input power are the same as in hybrid discharge #92398 in Ref. [30], whose modelled ETG predictions have motivated the validation exercise in this paper. $\beta_N$ is $\sim 10\%$ lower in discharge #94875. As opposed to #92398, discharge #94875 has high quality core $T_i$ measurements, provided by Neon Charge Exchange (Ne CX) obtained through (trace) Ne seeding.

A time window of $t = 8.25 - 8.55 \ s$ was chosen for analysis, at the beginning of the stationary-state
flattop following the density buildup after the L-H transition. All kinetic profiles, source and equilibrium data, were averaged within this window. \( T_i \) and plasma rotation \( v_{tor} \) were measured with core and edge CX. \( T_e \) and \( n_e \) were measured with High Resolution Thomson Scattering (HRTS). Equilibrium reconstruction was carried out with EFIT++ [36–38] with kinetic constraints. The initial q-profile applied within integrated modelling was calculated by EFIT++. The kinetic profile fits − providing both initial condition and pedestal-top boundary conditions for the core integrated modelling − were carried out with Gaussian Process Regression using EX2GK [39], providing both fits and uncertainty envelopes. The NBI and ICRH (3.5% H-minority) deposition profiles were calculated by a TRANSP [40] interpretative simulation using NUBEAM [41] and TORIC [42]. The impurity profiles for Be, Ni, and W, were inferred by a method incorporating multiple diagnostics for constrained consistency [35]. Due to the significance of \( Z_{eff} \) in setting ETG stability [29], two sets of impurity profiles were generated, both nominal and propagating a 15% reduction on line-averaged \( Z_{eff} \) (lower bound of error bar). The measured radiation characteristics (with total \( P_{rad} = 9.2 \text{MW} \)) were kept constant through simultaneous modification of Ni and W. The two sets of inferred impurity profiles are shown in figure 1.

Sensitivity of ETG to \( Z_{eff} \) within integrated modelling is discussed in the next section.

3 Results from integrated modelling

The first step in the validation exercise is to ascertain whether QuaLiKiz can reproduce the kinetic profiles of the deuterium discharge #94875, and to investigate the predicted relevance of ETG turbulence. The QuaLiKiz quasilinear gyrokinetic turbulent transport model [4, 38] is electrostatic, and limited to \( s - \alpha \) shifted circle geometry. Electromagnetic (EM) stabilization of ITG turbulence is taken into account through an ad-hoc model developed in Ref. [30], whereby the QuaLiKiz \( R/L_{T1} \) input is locally reduced by the ratio of thermal to total (including suprathermal) pressure, \( \frac{P_{th}}{P_{th}+P_{supra}} \). This approximates the impact of both thermal and suprathermal contributions to \( \beta \) stabilization of ITG.

Two versions of QuaLiKiz will be compared, QuaLiKiz 2.6.1 and QuaLiKiz 2.8.2. QuaLiKiz 2.6.1 is the version applied in Ref. [30], applied here to determine whether the same trends are observed in modelling of discharge #94875. These simulations are then compared to the most recent release 2.8.2 which includes two significant physics modifications compared to 2.6.1. Firstly, the Krook-like collision operator (ion-electron collisions for trapped electrons) was improved through comparison with higher-fidelity GENE [44] linear gyrokinetic simulations [45]. This improves the Trapped Electron Mode (TEM) dependence on collisionality, providing better density peaking predictions at mid to high values of collisionality, as well as increasing \( Q_e \) predicted on ion-scales in general. Secondly, the ETG saturation rule was recalibrated by reducing the ETG saturation level by factor 1/3 compared to Ref. [5] following comparison with ETG multiscale GENE simulations from Ref. [11]. In addition, the multiscale prefactor to the ETG saturation level was modified to be directly based on the \( (\gamma/k)_{max} \) at each spectral scale. The version 2.6.1 multiscale prefactor was:

\[
C_{\text{multiscale}} = \frac{1}{1 + e^{-\frac{1}{5} \left( \frac{\gamma_{max,\text{ITG}}}{\gamma_{max,\text{ETG}}} - \sqrt{\frac{\beta_{max,\text{ITG}}}{\beta_{max,\text{ETG}}}} \right)}}
\]

(2)

and in 2.8.2 has been modified to:

\[
C_{\text{multiscale}} = \frac{1}{1 + e^{-\frac{1}{5} \left( \frac{\gamma_{max,\text{ITG}}}{\gamma_{max,\text{ETG}}} - \frac{\beta_{max,\text{ITG}}}{\beta_{max,\text{ITG}}} \right)}}
\]

(3)

where the functional form is constructed such that this prefactor to the ETG flux approaches zero for \( (\gamma/k)_{max,\text{ITG}} > (\gamma/k)_{max,\text{ETG}} \) and approaches unity for \( (\gamma/k)_{max,\text{ITG}} > (\gamma/k)_{max,\text{ETG}} \), with a narrow transition zone between the two states. The linear eigenmodes on \( \rho_e \) scales are unchanged. The modification only impacts the saturation level.
Table 2: Description of predicted and prescribed physical quantities in the integrated modelling simulations

| $n_{e,i}$ | $T_e$ | $T_i$ | $v_{tor}$ | $n_{imp}$ | $P_{rad}$ | $f$ | Equilibrium  |
|-----------|-------|-------|-----------|-----------|-----------|----|-------------|
| Predictive (for $\rho < 0.85$) | Predictive (for $\rho < 0.85$) | Predictive (for $\rho < 0.85$) | Prescribed (reconstruction) | Prescribed (bolometry) | Predictive (EFIT++) |    |             |

Table 2 summarizes the list of predicted and prescribed physical quantities in the integrated modelling simulations discussed in the subsequent sections.

3.1 Integrated modelling with QuaLiKiz 2.6.1

QuaLiKiz 2.6.1 was run in JINTRAC for predictive simulations of discharge #94875. The measured $T_e$, $T_i$, $n_e$, $v_{tor}$, inferred $q$-profile, and inferred impurity content, were all set as initial conditions, corresponding to the averaged profiles in the $t = 8.25 - 8.55$ time-window. $v_{tor}$ and impurities were left fixed. Heat and particle transport (deuterium and electrons), as well as current diffusion, were predictive. The simulation was run for 1 plasma second (several confinement times), sufficient for the temperature and density profiles to reach stationary state. The magnetic equilibrium was kept fixed at the pressure constrained EFIT++ solution. The NBI+RF heat and NBI particle sources were prescribed from the TRANSP solutions. The radiation sink was prescribed from bolometry. The core boundary condition was taken at normalized toroidal flux coordinate $\rho_N = 0.85$, just inside the pedestal top. The profiles were evolved only inside this boundary condition. Gas puff fuelling was neglected, since the penetration for $\rho_N < 0.85$ is negligible. The role of gas puff is captured by the prescribed density pedestal top. Neoclassical transport was calculated by NCLASS [40]. For the inner core, $\rho_N < 0.2$, a patch for electron heat transport was prescribed, as $\chi_e = e^{(-\rho/0.15)^2} \text{[m/s]}$. An exponential form was chosen to avoid any transport coefficient discontinuity, which may arise from a simple constant $\chi_e$ patch applied a limited radial range. The ad-hoc patch compensates for deep core anomalous transport not calculated by QuaLiKiz, needed to avoid spurious $T_e$ peaking in the on-axis region. The missing transport cannot be explained by neoclassical transport which is negligible for the electron heat channel, nor by sawteeth which are absent or infrequent in hybrid scenarios. Recent work has indicated that KBM modes with elongated mode structures may be responsible for transport in this localized region [17]. These modes are challenging for QuaLiKiz to calculate due to both its electromagnetic and strongly ballooning eigenmode assumptions. In addition, non-local effects such as turbulence spreading could provide transport fluxes in this narrow region. Presently, QuaLiKiz does not incorporate any non-local effects.

The integrated modelling results are shown in figure 2 for the nominal $Z_{eff}$ case. The predicted $T_e$, $T_i$ and $n_e$ profiles for $\rho_N < 0.85$ are all within 1 $\sigma$ of the fitted profile uncertainty envelopes, constituting a successful reproduction of the scenario.

The impact of $Z_{eff}$ and ETG are shown in figure 3. Since density predictions are similar for all cases, only $T_e$ and $T_i$ are shown for brevity. Without the inclusion of ETG turbulence, the predicted $T_e$ rises to levels above the GPR fit error envelope. Ion-scale turbulence alone - predicted by QuaLiKiz 2.6.1 to be ITG with a heat flux ratio of $Q_i/Q_e \approx 4$ in this case - cannot sustain the nominal base-case $Q_i/Q_e \approx 2$ power balance ratio, which set by a combination of NBI power deposition (in this case ion dominated), ion-electron heat exchange (dependent on the $T_i - T_e$ temperature difference), and radiation. Therefore $T_e$ must rise to decrease the ion-electron heat coupling, and increase $Q_i/Q_e$. The clear impact of $Z_{eff}$ on the importance of predicted ETG turbulence is observable through the increased $T_e$ difference between the with-ETG and no-ETG cases with 15% reduced $Z_{eff}$. Interestingly, $T_i$ is higher for the cases with ETG, reminiscent of the anti-GyroBohm scaling of ion heat confinement in Ref. [30], where ETG clamps $T_e$ and leads to increased $T_i/T_e$, improving ITG stability. The reduced $Z_{eff}$ is within error bars. Its inclusion leads to predicted $T_e$ still within the 1 $\sigma$ GPR uncertainty envelope. We therefore take the reduced $Z_{eff}$ simulation with ETG as the “base-case” for subsequent sensitivity studies, and its output used for validation against higher-fidelity gyrokinetic models as reported in section 4.

The improved ion heat confinement regime typical of the hybrid scenario is predicted to rely on both $E \times B$ rotation shear and EM-stabilization, leading to higher $T_i/T_e$ and further improving ion heat confinement. This is illustrated in figure 4. The base-case simulation is compared to a simulation where the QuaLiKiz $E \times B$ shear turbulence suppression model (see Refs. [5], [45]) is turned off, and to a simulation where additionally the ad-hoc EM-stabilization model is turned off. $E \times B$ shear is important in this scenario in the outer half radius, owing to the QuaLiKiz assumption of ignoring $E \times B$ in the inner half radius due to the underprediction of destabilizing parallel velocity gradient modes [5]. More dominant is the importance of the ad-hoc EM-stabilization rule, which increases on-axis $T_i$ by $\sim 50\%$. While EM-stabilization has been shown to be critical for attaining high ion heat confinement in hybrid scenarios [28], including for this same discharge [34], we stress that the ad-hoc nature
2.6.1 predictions

Figure 2: JINTRAC-QuaLiKiz 2.6.1 nominal $Z_{\text{eff}}$ simulation of JET hybrid scenario discharge #94875. $T_i$, $T_e$, $n_e$ predictions within the $\rho_N = 0.85$ boundary condition all agree with the Gaussian Process Regression (GPR) 1σ fit envelopes. The toroidal rotation (right panel) is prescribed

Figure 3: Comparison of JINTRAC-QuaLiKiz 2.6.1 predictions with nominal (upper plots) and reduced (lower plots) $Z_{\text{eff}}$, both with and without ETG. Only temperatures are shown for brevity of the EM-stabilization rule in QuaLiKiz is a caveat, to be addressed in future work.

For the case without $E \times B$ and EM-stabilization, no ETG turbulence is predicted. This is a consequence of increased $T_e/T_i$ and hence increased ETG critical thresholds, underlining the importance of improved ion confinement for attaining an ETG turbulence regime.

3.2 Integrated modelling with QuaLiKiz 2.8.2

Modelling #94875 with QuaLiKiz 2.6.1 indeed reproduces the same trends as in Ref. [30]. We now explore the differences obtained with the most recent QuaLiKiz release 2.8.2. Figure 5 shows the comparison for the deuterium (D) main ion base-case between QuaLiKiz 2.6.1 and 2.8.2. Predictions for $T_e$ and $T_i$ are similar. While 2.8.2 predicts slightly lowered temperatures (particularly for $T_i$), they are still predominantly within the 1σ error envelope. $n_e$ is similar for both cases and omitted for brevity and clarity.

While predictions both versions agree with the measurements for the base-case, the new QuaLiKiz version has a significant modification of the impact of predicted electron-scale turbulence and hence on the isotope scaling. As shown in Figure 6, three separate simulations were carried out for each QuaLiKiz version: with D as main ion and ETG scales included (the base-case as in Figure 5), with D as main ion and ETG scales removed, and with tritium (T) as main ion and ETG scales included. A striking observation is that removing ETG turbulence from the QuaLiKiz 2.8.2 predictions has a reduced impact compared to the 2.6.1 predictions. This translates to a significantly reduced anti-GyroBohm isotope scaling in the T simulations. For 2.8.2, all three simulations in the physics scan provided very similar results. An explanation is that the increased trapped electron drive in 2.8.2 due to the improved collision operator has increased the electron heat flux component of the ion-scale modes, reducing
the necessity of electron-scale modes to supplement the electron heat flux. The fact that the improved collision operator in 2.8.2 is responsible for reduced impact of ETG in the integrated modelling, as opposed to the modified multiscale saturation rule in 2.8.2, was verified by running (not shown for brevity) a simulation using 2.8.2 with the 2.6.1 multiscale saturation rule, with similar results (both with and without ETG) to 2.8.2 itself. The impact of the improved collision operator on the linear modes is seen in figure 7 which shows a comparison of the QuaLiKiz linear growth rate and frequency predictions averaged over the last 100 ms of each respective base-case integrated modelling run, at $\rho = 0.65$. For version 2.6.1, the ion-scale modes ($k_{\rho_0}s < 2$) are purely ITG (positive frequencies - defined here as the ion diamagnetic direction). For version 2.8.2, TEM modes (negative frequencies in the electron diamagnetic direction) dominate the ion-scale spectra for $k_{\rho_0}s \geq 0.5$. These contribute to the electron heat flux. Also the ITG modes in 2.8.2 display an increased $Q_e/Q_i$ compared to 2.6.1, further contributing to the ion-scale electron heat flux. In addition, in the 2.8.2 base-case simulation $T_i/T_e$ is lower, increasing the power balance $Q_i/Q_e$ ratio compared to the 2.6.1 case, easing the ability of ion-scale modes to provide the required flux, particularly when TEM plays a role. Figure 7 clearly shows that $(\gamma/k)_{\text{ETG}} < (\gamma/k)_{\text{ITG}}$ at $\rho = 0.65$ in the 2.8.2 simulation, while $(\gamma/k)_{\text{ETG}} > (\gamma/k)_{\text{ITG}}$ in 2.6.1, reflecting the relative importance of the role of ETG at the more outer radii in the simulations of the two different QuaLiKiz versions. At more inner radii ($\rho < 0.5$), ETG is unstable and relevant in both base-case simulations regardless of version.

![Figure 5: Comparison of JINTRAC-QuaLiKiz 2.6.1 and JINTRAC-QuaLiKiz 2.8.2 for the nominal Deuterium (D) main ion case. Predictions are shown for $T_i$ (left column) and $T_e$ (right column).](image)

To summarize, JINTRAC-QuaLiKiz simulations of JET hybrid discharge #94875 using QuaLiKiz 2.6.1 agree with experimental measurements, and reproduce the phenomenology reported in Ref. [30] regarding the importance of ETG turbulence and a mechanism for anti-GyroBohm isotope scaling. However, comparisons with the newer QuaLiKiz 2.8.2, which has increased trapped electron drive owing to an improvement of the collision operator, leads to a decreased importance of ETG while still maintaining agreement with the experimental measurements within $1\sigma$ for the bulk of the profiles. With 2.8.2, the anti-GyroBohm isotope scaling predictions are significantly diminished. In the next section we proceed to a validation of QuaLiKiz predictions against higher-fidelity gyrokinetic modelling.

![Figure 6: Comparison of JINTRAC-QuaLiKiz 2.6.1 and JINTRAC-QuaLiKiz 2.8.2 for ETG and isotope scaling predictions for discharge #94875. The upper row is QuaLiKiz 2.6.1, the lower row 2.8.2. Predictions are shown for $T_i$ (left column) and $T_e$ (right column).](image)

![Figure 7: Comparison of JINTRAC-QuaLiKiz 2.6.1 and JINTRAC-QuaLiKiz 2.8.2 microstability predictions for the base-case integrated modelling run at $\rho = 0.65$. The ratio of growth rate $\gamma$ to wavenumber $k$ is shown in the left panel. $\gamma$ is normalized by $c_s/a$, where $c_s = \sqrt{T_e/m_i}$ and $a$ is the minor radius. $k$ is the poloidal wavenumber normalized by $1/\rho_s$, where the Larmor radius $\rho_s = \sqrt{T_e m_i/\mu B}$. The ratio of mode frequency $\omega$ (same normalization as $\gamma$) to wavenumber $k$ is shown in the right panel. The x-axis is logarithmic, to conveniently visualize both ion and electron scales.](image)

### 4 Gyrokinetic analysis

In this section we validate QuaLiKiz 2.6.1 and 2.8.2 predictions against the higher-fidelity GENE gyrokinetic code, in its local, gradient-driven, $\delta f$ mode. Both linear (with initial value solver) and
nonlinear GENE simulations were carried out. GENE is a Eulerian gyrokinetic code, evolving the perturbed particle distribution functions self-consistently with the Maxwell field equations. GENE works in field aligned coordinates, where \( x \) is the radial coordinate, \( z \) the parallel coordinate along the field line, and \( y \) the binormal coordinate. All shown simulations are spectral in both the \( x \) and \( y \) directions. Both \( s - \alpha \) (as in QuaLiKiz) and parameterized shaped Miller geometry \( \mathbf{40} \) were employed, as detailed later in this section. Collisions in GENE were modelled using a linearised Landau-Boltzmann operator. Typical grid parameters were as follows: 24 point discretisation in the parallel direction, 48 points in the parallel velocity direction, and 15 magnetic moments, where parallel velocity box ranged between \([−3v_{Tj}, +3v_{Tj}]\), with thermal velocity \( v_{Tj} = \sqrt{2T_j/m_j} \) where \( T_j \) is the background Maxwellian temperature, \( m \) the species mass, and \( j \) the species identifier. The upper end of the magnetic moment box was set at \( 9T_j/B_{ref} \), with \( B_{ref} \) the reference magnetic field strength (on-axis). For the linear runs, \( n_{kx} = 31 \) radial wavenumbers were included. For the ion-scale nonlinear runs, the perpendicular box sizes were \([L_x, L_y] ≈ [100, 125]\) in units of ion Larmor radii, with \([n_{kx}, n_{ky}] = [128, 32]\) perpendicular wavenumbers included. The perpendicular grid parameters in the multiscale simulations are discussed in section \( \mathbf{4.2} \). Numerical convergence was verified for all grid dimensions, both in the linear and nonlinear simulations, through a detailed study of the impact of modifying grid resolutions. All simulations carried out were electrostatic, unless explicitly specified in sensitivity tests.

All analysis was carried out for parameters corresponding to the final timeslice of the basecase integrated modelling simulation, at normalized toroidal flux coordinate \( \rho = 0.65 \). This is a location where ETG was predicted to significantly contribute to the electron heat flux according to the JINTRAC-QuaLiKiz.2.6.1 modelling. Moreover, this outward location is associated with lower-\( \beta \), presumed to justify excluding electromagnetic (EM) ITG stabilization effects in the GENE modelling. The inclusion of EM effects in the nonlinear multiscale modelling would not be feasible due to the computational expense, particularly considering the long time-scale dynamics encountered when enhanced zonal flow coupling occurs \( \mathbf{50} \). At inner radii for this same discharge, EM effects are found to play a key role \( \mathbf{34} \). Modifications from the exact base-case parameters due to the desire to maintain power-balance relevant fluxes under the modelling assumptions (e.g. no rotation shear and EM effects) are mentioned where appropriate in the subsequent sections. See table \( \mathbf{3} \) for a list of the main dimensionless input parameters, comparing the nominal measured values with the base-case JINTRAC-QuaLiKiz.2.6.1 predicted values used for the code comparison.

A further simplification of the modelling inputs was to bundle all impurity species into a single effective impurity. This single impurity was chosen with a charge, density, and density gradient, such that the main ion density and density gradient \( (n_D/n_e \text{ and } R/L_n) \) is unaltered compared to the 3-impurity case. Comparison of single-effective-impurity and 3-impurity GENE simulations (not shown for brevity) constituted a difference of under 5%, while saving significant computational time in the GENE simulations. The impact of fast ions on EM-stabilization of ITG is explored in dedicated linear simulations discussed in section \( \mathbf{4.1} \).

4.1 Single scale simulations with simplified parameters

QuaLiKiz (both versions) and GENE (linear and nonlinear) simulations are compared in gradient-driven simulations: non-linearly on ion scales only and linearly in both scales separately. The GENE simulations are carried out in \( s - \alpha \) geometry for a comparison with QuaLiKiz under similar geometry assumptions. Rotation is not included in the shown simulations, due to the induced non-stationary Floquet modes in GENE which hinders comparison.

An \( R/L_{Ti} \) scan comparing nonlinear GENE and quasilinear QuaLiKiz fluxes is shown in figure \( \mathbf{8} \). The lack of rotation and EM-effects led to a power balance at an \( R/L_{Ti} \) value significantly below the measured one \( (R/L_{Ti} \sim 8) \). A number of observations are evident from the figure:

- GENE and QuaLiKiz agree on the base ITG stiffness level (sensitivity of ion heat flux to \( R/L_{Ti} \))
- QuaLiKiz ITG thresholds are upshifted compared to GENE by \( R/L_{Ti} \approx 0.5 \) for this case, a relatively minor difference of 10% in \( R/L_{Ti} \)
- At the \( R/L_{Ti} \) values corresponding to the ion heat flux power balance values (designated by the vertical lines), QuaLiKiz.2.8.2 and GENE agree on a heat flux ratio of \( Q_i/Q_e \approx 2 \). On the other hand, QuaLiKiz.2.6.1 has a significantly lower electron heat flux on ion-scales with \( Q_i/Q_e \approx 4 \). This underprediction of QuaLiKiz.2.6.1 ion-scale \( Q_e \), is consistent with other analysis of this same discharge at lower radii; see Fig.9b in Ref. \( \mathbf{34} \).
- At \( R/L_{Ti} \) values below the power balance levels, QuaLiKiz.2.8.2 predicts a TEM dominated regime with \( Q_e \gg Q_i \). This non-monotonic \( Q_e \) is in disagreement with GENE. This arises from an
over-prediction of TEM drive in QuaLiKiz in the low \(R/L_T\) regime at these parameters. We stress that for this case, the disagreement occurs in a \(Q_i\) range significantly below power-balance levels and thus does not impact the scenario prediction.

We can conclude - in the regime of physical interest at power balance levels - that QuaLiKiz-2.8.2 is better validated by the GENE comparison than QuaLiKiz-2.6.1. The increased electron heat flux is consistent with the increase in TEM drive due to the collision operator improvement, underpinning the reduced reliance in 2.8.2 on ETG to supplement the electron heat flux in the integrated modelling simulations.

Regarding the impact of rotation, not shown for brevity, additional nonlinear-GENE and QuaLiKiz \(R/L_T\) scans where carried out with \(E \times B\) shear included. This had a similar impact for both models, leading to an \(R/L_T\) upshift of \(\approx 1\).

The trends observed in figure 8 can be understood from examination of the underlying linear modes. This is shown in figure 9. In the left panel, both QuaLiKiz-2.6.1 and 2.8.2 have reduced ITG growth rates compared to GENE. This growth-rate discrepancy is mostly resolved by a 15\% increase in \(R/L_T\) (see right panel), consistent with the power-balance \(R/L_T\) shift in figure 8. QuaLiKiz-2.6.1 has no TEM (interpreted as electron modes on ion-scales), whereas QuaLiKiz-2.8.2 has TEM growth rates above GENE, consistent with the TEM-dominated regime at low \(R/L_T\). Finally, GENE ETG growth rates are significant, with maximum \(\gamma/k_{ETG}\) approximately twice maximum \(\gamma/k_{ITG}\). This suggests that multiscale simulations should lead to significant ETG flux. This is not necessarily borne out, as will be discussed in section 4.2. The QuaLiKiz ETG growth rates are in line with GENE growth rates following a 15\% \(R/L_T\) increase. The fact that seemingly significant growth rate discrepancies are resolved by relatively minor modifications in driving gradient is typical of the challenges faced by gradient-driven comparisons.

![Graph 8: Comparison between JINTRAC-QuaLiKiz-2.6.1 (green dashed curves), JINTRAC-QuaLiKiz-2.8.2 (blue dashed curves), and nonlinear GENE (red solid curves) ion and electron heat flux predictions for the base-case integrated modelling run. The power balance heat fluxes from the integrated modelling run are portrayed by the horizontal black dashed lines. The red, blue, and green vertical dashed lines portray the \(R/L_T\) corresponding to the \(Q_i\) power balance levels for the GENE, QuaLiKiz 2.8.1, and QuaLiKiz 2.6.1 simulations respectively.](image)

![Graph 9: Comparison between QuaLiKiz and GENE linear spectra for the same parameters as in figure 8 at \(R/L_T\)=5.4. The upper panel compares QuaLiKiz-2.6.1 (red) QuaLiKiz-2.8.2 (blue), and linear GENE (green). Ion modes (ITG) are represented by the solid curves, and electron modes (TEM+ETG) by dashed curves. In the lower panel, QuaLiKiz-2.6.1 is absent and the red curves correspond to QuaLiKiz-2.8.2 for both \(R/L_T\) and \(R/L_{Te}\) increased by 15\%.](image)
Table 4: Fast ion (D-NBI) species parameters for the linear GENE EM simulations shown in figure 10. Parameters were calculated from the TRANSP-NUBEAM interpretative simulation results prescribed in the predictive integrated modelling.

| n_{fast}/n_e | T_{fast}/T_e [MA] | R/L_{T_{fast}} | R/L_{n_{fast}} |
|--------------|------------------|----------------|----------------|
| 0.0434       | 11.24            | 3.81           | 11.24          |

of EM-stabilization, to judge a posteriori whether EM effects can indeed be neglected at the relatively outward radius of ρ = 0.65 chosen for analysis of this case. Four cases were studied with linear GENE, with parameters as in figure 9 but increased ITG drive (R/L_{T1}= 8.3), close to the experimentally measured value, such that the EM-stabilization impact on the nominal parameters is clearer. The electrostatic (ES) case (β = 0) is compared with the EM case with nominal β = 0.68%, and with the addition of fast ions from the NBI heating, assuming Maxwellian fast ions with parameters taken from the TRANSP-NUBEAM modelling (see table 4). α_{MHD} is kept fixed at the nominal value throughout. The inclusion of EM effects provides a very significant stabilization, as evident from the drop in growth rates from the red to blue curves. At the lowest k, a mode of a microtearing type is then dominant, although this is not expected to lead to significant flux in nonlinear modelling in conjunction with ITG [51]. The growth rates are further reduced with the inclusion of fast ions across much of the spectrum. However, for nominal fast ions, a fast-ion driven mode dominates the spectrum at the lowest k. Nonlinearly, such modes in JET hybrid scenarios are predicted to drive significant thermal and fast-ion transport, and thus in a self-organized state are expected to remain marginally subcritical through self-consistent profile modifications [28], although flux-driven high-fidelity modelling is necessary to shed light on the precise system dynamics. A modest 20% reduction in fast-ion parameters (density and gradients) suppresses this mode, as seen in the purple curve.

This phenomenology is strongly reminiscent of the typical observations at more inner radii in hybrid scenarios, see e.g. Ref. [28]. While striking that it is observed here at outer radii, the observation is also strongly geometry dependent. As later analyzed in section 4.3, the linear EM-stabilization effect is weakened with shaped geometry.

4.2 Multiscale simulations with simplified parameters

The importance of EM-stabilization highlighted in the previous section, led to the realisation that it was not feasible (due to the computational expense of finite-β simulations, particularly when long time-scale dynamics are necessary for convergence) to carry out multiscale simulations with sufficient physical realism to correspond directly to the experimental setting. Instead, it was decided to proceed with a reduced physics setting with parameters close to, but not exactly corresponding, to the experimental parameters. See table 5 for a comparison. The physical D/e mass ratio was applied throughout. The main reduction in computational cost is due to using a single ion species (Z_{eff} = 1). R/L_{T1}= 6.25 was set to match the ion heat flux in a single-scale nonlinear simulation to the experimental power balance value. R/L_{T1}= 8 was set to ensure strongly linearly unstable ETG such that the maximum γ/|k_y| on ETG scales was approximately factor 2 of the maximum γ/|k_y| on ITG scales. This ratio suggests that ETG should play a significant role in the subsequent multiscale simulation. The goal is then to validate QuaLiKiz ETG predictions in an expected clearly ETG-relevant case. R/L_{ne} was set to 2.3. Both QuaLiKiz-2.6.1 and 2.8.2 predict Q_e caused by high-k ETG fluctuations to approximately equal Q_l caused by low-k ITG fluctuations, leading to a Q_e ≈ Q_l scenario since ITG Q_l/Q_e ≈ 5 for these parameters.

Both GENE and the GKV [52, 53] gyrokinetic codes were applied for the study, to increase validation robustness and to benchmark multiscale predictions between the two different codes. The numerical grid resolution settings are shown in table 6. The linear benchmark between GKV and GENE for both ion and electron scales is shown in figure 11. The codes agree for both spatial-scales, with minor differences observed in ion-scales on the order of 20%. A like-for-like benchmark was not feasible here since the two codes applied different collision operators: GENE a linearized Landau-Bolzmann operator and GKV a Sugama collision operator. This may be the reason for the more extensive relative difference at k_y = 0.4 which was at the ITG-TEM boundary, and
2.6.1 base-case values used in the single-scale study in section 3.

Table 5: Main dimensionless physical input parameters applied for the GENE and GKV multiscale study, compared with the JINTRAC-QuaLiKiz 2.6.1 base-case values used in the single-scale study in section 3. $\epsilon$ is the local inverse aspect ratio. Dimensional reference parameters (e.g. for collisionality calculations) were $T_{ref} = 2.56 \text{ keV}$, $n_{ref} = 4.87 \times 10^{19} \text{ m}^{-3}$, $L_{ref} = 3.06 \text{ m}$.

| Case            | $R/L_{T_i}$ | $R/L_{T_e}$ | $R/L_{n_e}$ | $\hat{s}$ | $q$ | $T_i/T_e$ | $\alpha$ | $Z_{eff}$ | $\epsilon$ |
|-----------------|-------------|-------------|-------------|-----------|-----|-----------|-----------|----------|------------|
| Nominal         | 9.25        | 8.62        | 2.09        | 1.5       | 2.02| 1.08      | 0.62      | 1.65     | 0.67       |
| Multiscale study| 6.25        | 60          | 8           | 2.3       | 1.5 | 2.02      | 1.08      | 0        | 1          |

Table 6: GENE and GKV grid resolution for the multiscale study. $L_x$ is radial box size in reference ion Larmor units, $n_{kx}$ is the number of radial modes. $k_{y(min)}$ is the minimum normalized wavenumber, $n_y$ is the parallel resolution, $n_x$ and $n\omega$ are parallel velocity and perpendicular velocity (magnetic moments) resolution respectively.

| Code | $L_x$ | $n_{kx}$ | $k_{y(min)}$ | $n_{ky}$ | $n_x$ | $n_y$ | $n\omega$ |
|------|-------|----------|--------------|----------|-------|------|-----------|
| GENE | 47.5  | 500      | 0.1          | 620      | 32    | 48   | 16        |
| GKV  | 49.5  | 340      | 0.08         | 339      | 32    | 48   | 24        |

hence extremely sensitive to the collision operator. However, the low growth rate at that $k_y$ means that the impact on the fluxes is negligible.

Figure 11: Linear benchmark between GKV and GENE for the multiscale parameters for growth rates (left panel) and frequencies (right panel). Both ion and electron scales are shown with a logarithmic x-axis. The growth rates and frequencies are normalized by the wavenumber $k_y$ to maintain similar magnitudes on both ion and electron Larmor radius scales. Modes in the ion diamagnetic direction are defined as having positive frequencies.

Figure 12: Temporal evolution of the electron (left panel) and ion (left panel) heat fluxes in GKV (red) and GENE (blue) ion-scale (dashed) and multiscale (solid) simulations based on the same physical inputs. The zero in the time axis corresponds to the time when the multiscale simulations are initialized based on the corresponding ion-scale simulation checkpoint. The multiscale GKV and GENE simulations do not show a significant addition to the electron heat flux compared to the ion-scale simulations.

Figure 13: GENE and GKV ion (right panel) and electron (left panel) heat flux spectra in a logx plot. The y-axis is $Q_c \times k_y$, such that the areas under the curves in the logx plot correspond to the total heat flux. Less than 10% of the electron heat flux is from electron scales. The heat fluxes are in GyroBohm units with $T_{ref} = T_e$ and $L_{ref} = R_{max}$.

In the following we discuss the results of the multiscale nonlinear simulations. The central and most striking result of this work, is that in spite of the linear $(\gamma/k_y)_{\text{maxETG}} \approx 2(\gamma/k_y)_{\text{maxITG}}$, the multiscale simulations did not produce significant ETG heat flux. The results are shown in figures 12 and 13. In figure 12 GKV and GENE ion-scale and multiscale simulations are compared. The multiscale simulations were initiated from a checkpoint at a quasi-stationary phase of the corresponding ion-scale nonlinear simulations, and continued for sufficient time to determine whether ETG flux emerges and saturates (see e.g. Fig.1 in Ref. [54]). This technique allows for faster general convergence by having a good initial condition for the ion-scale $(k_x, k_y)$ in the multiscale simulation. Only an initial transient phase showed an increase in both ion and electron heat fluxes (more evident in the GKV simulations), with the fluxes then converging back to a similar level as the ion-scale simulation. No significant ETG fluxes are predicted. This is further seen in figure 13 where the heat flux spectra from the GKV and GENE multiscale simulations are compared. Both codes predict that only $< 10\%$ of the electron heat flux arises from electron-scales. A summary of the predicted fluxes by both GENE and GKV multiscale simulations is provided in table 7.

These results are a counter-example to the classification suggested in Ref. [21] (see figure 2 therein). Our case has weak linear TEM and strong linear ETG modes in comparison to the ITG modes, which according to Ref. [21] are criteria which should correlate with the importance of multiscale effects.
Table 7: Summary of nonlinear multiscale GENE and GKV ion and electron heat fluxes, averaged over the final 20 time units (in \([R/c_i]\)) in their respective simulations. The mean and standard deviation of the fluxes in that time window are provided.

| Code | \(Q_i\)  | \(Q_e\) |
|------|---------|---------|
| GENE | 30.5±4.5| 5.9±1.2 |
| GKV  | 32.6±3.9| 6.8±0.8 |

However, we found only weak multiscale effects, hinting at the importance of additional parameters. The results also demonstrate that the rule-of-thumb suggested in Ref. [19] is an insufficient criteria for the onset of significant ETG fluxes. However, generality of this rule was not claimed and due to the relatively small number of multiscale simulations studied, Ref. [19] does not exclude dependence on additional quantities. Furthermore, the related Eq 1 is stated in Ref. [20] as being the non-linear threshold for when ETG linearly exceeds the total suppression due to zonal flow mixing. This does seem to be satisfied in our case, due to the finite (but low) electron-scale bump in the electron heat flux spectrum in figure 13. However, exceeding the non-linear threshold for ETG turbulence does not necessarily correlate to significant ETG flux, which also requires the existence of significant ETG streamers – elongated structures with \(k_x \ll k_y\) on electron Larmor radius scales – which are absent in this case. The \(k_x\) spectrum is geometry dependent [55]. Unfortunately there was insufficient computational resources to rerun our cases with more realistic geometry to investigate its impact on ETG streamers.

We note that while \(R/L_{Ti}\) was set to match the power-balance heat flux in the ion-scale simulations, multiscale effects can in principle degrade ion-scale zonal flows and enhance ion-scale flux [15]. There were insufficient HPC resources to carry out further multiscale simulations at decreased \(R/L_{Ti}\) to examine whether in that case significant ETG flux would emerge, with multiscale effects then raising \(Q_i\) up to power-balance consistent values.

To summarize: the multiscale runs carried out showed a lack of significant ETG flux in spite of the strong relative electron to ion scale linear drive. Further investigation of the dependencies which lead to the emergence of significant ETG flux, in cases where the nonlinear ETG threshold has been passed, is out of the scope of this paper. Clearly, there are hidden variables at play which complicate the existence criteria of significant ETG flux beyond simple rules-of-thumb based on the \(\gamma/k\) ratios. QuaLiKiz ETG predictions are not validated for this specific parameter set. A more extensive study is necessary to calibrate the QuaLiKiz multiscale rule and quasilinear transport model multiscale saturation rules in general. We note that the cases studied in Refs. [19, 21], where the rule-of-thumb applies, are in the \(Q_e > Q_i\) regime where TEM modes fill the spectral gap between ion and electron scales (see also Figure 5 in Ref. [20], whereas the cases studied here are in the \(Q_i > Q_e\) regime with no spectral gap, as evident in Figure 11. The ramifications of heat flux ratios on the turbulence regime, spectral gap, and subsequent multiscale impact is left for future work, as is the magnetic geometry impact on streamer formation.

4.3 Ion-scale simulations with full physics

The multiscale results from the previous section suggest that ETG turbulence is not important at \(\rho = 0.65\) for the discharge studied. This leads to the question of whether ion-scale turbulence in high-fidelity simulations like GENE or GKV is sufficient to describe the experimental power balance at the measured kinetic profile gradients for both ion and electron heat flux. We tackle this question when including full-physics on ion-scales, with Miller parameterized geometry [49], inclusion of \(E \times B\) shear, EM-effects, and fast ions. Due to limitations of computational time, we limit this study to \(\rho = 0.65\), and apply GENE only. A single effective impurity species was used to save computational cost, maintaining the same impact on main ion dilution and \(R/L_{ni}\) as the full set of impurities.

Nonlinear simulations using the nominal measured input parameters (see table 3) led to predicted heat fluxes of \(Q_i \approx 490 \text{ kW/m}^2\) and \(Q_e \approx 240 \text{ kW/m}^2\), significantly above the power balance heat fluxes of \(Q_i \approx 180 \text{ kW/m}^2\) and \(Q_e \approx 90 \text{ kW/m}^2\). Therefore, an \(R/L_{Ti}\) scan was carried out with both \(R/L_{Te}\) and \(R/L_{ne}\) reduced by 20%, within their error bars. The results are shown in figure 14. The main finding is that experimental power balance is predicted, with the correct experimental heat flux ratio of \(Q_i/Q_e \approx 2\), within 5% of the measured \(R/L_{Ti}\) when both \(R/L_{Te}\) and \(R/L_{ne}\) are reduced by 20%. While not the focus of the paper and not shown for brevity, particle transport was overpredicted by a factor \(\sim 2\) and momentum transport underpredicted by a factor \(\sim 2\). More extensive uncertainty quantification including propagation of gradient, magnetic equilibrium, fast ion, and impurity uncertainties, and an attempt to simultaneously match all transport channels within these input uncertainties, was not feasible due to lack of resources. However, the limited uncertainty quantification performed already demonstrates that ion-scale turbulence predictions provides a consistent description of the heat fluxes, and that it is not necessary to invoke ETG turbulence to describe the electron heat flux for this case.

In the course of this exercise, a number of interesting observations were made regarding the impact of EM-effects at finite-\(\beta\). These are described
Figure 14: Nonlinear GENE ion heat flux (red) and electron heat flux (blue) predictions in a \( R/L_{T_i} \) scan at \( \rho = 0.65 \) with both \( R/L_{Te} \) and \( R/L_{ne} \) reduced by 20%. The power balance heat fluxes from the integrated modelling run are portrayed by the horizontal dashed lines. Measured \( R/L_{T1} \approx 8 \) below.

Firstly, the linear EM impact in Miller geometry for this parameter set is much reduced compared to the analogous \( \hat{s} - \alpha \) case. This is seen in figure 15 showing a comparison between EM and ES linear calculations for nominal \( R/L_{T1} \) and both \( R/L_{Te} \) and \( R/L_{ne} \) reduced by 20%. The linear impact of finite-\( \beta \) can be compared to the \( \hat{s} - \alpha \) case in figure 10 where \( \alpha_{\text{MHD}} \) is kept fixed at the nominal value for both the EM and ES simulations. While in the \( \hat{s} - \alpha \) case the growth rate reduction due to EM-effects was significant across the entire spectrum, in the Miller case the impact is much weakened, particularly at the transport driving scales at lower \( k_y \). A weak linear EM-stabilization effect at outer radii was also observed in Ref. [28] with shaped geometry. The comparison between EM-stabilization in shaped and \( \hat{s} - \alpha \) geometry was not carried out in previous work. An investigation regarding the physical provenance of the observed differences of EM-stabilization due to geometry is interesting also due to a possibility for performance optimization with shaping actuators, but is out of the scope of this paper.

Nevertheless, even though the linear impact is minor, significant EM-stabilization is still observed in the nonlinear GENE simulations with Miller geometry. This is seen in figure 16 showing the \( R/L_{T1} \) scan at 20% reduced \( R/L_{Te} \) and \( R/L_{ne} \), for both the (nominal) EM simulations as well as an ES scan. For both ES and EM cases, the transport is stiff with power balance reached in the proximity of the nonlinear \( R/L_{T1} \) threshold. However, an \( R/L_{T1} \) nonlinear threshold upshift on the order of \( \approx 20\% \) is apparent in the EM scan compared to the ES scan. This is suggestive of finite-\( \beta \) effects extending the Dimits shift regime [56], as in Ref. [57]. The upshift is of the same order of the ad-hoc threshold upshift EM-stabilization rule applied in QuaLiKiz, supporting its use. However, while encouraging, no general statement can yet be made regarding the validity of the QuaLiKiz ad-hoc EM-stabilization rule, as in other studies the primary impact of EM-stabilization was predicted to be a reduction of transport stiffness (slope of \( Q_i \) with respect to \( R/L_{T1} \)) [28]. Additional work is necessary to untangle the parameterization and impact of EM-stabilization in reduced models.

Figure 16: \( R/L_{T1} \) scan from both electrostatic (red) vs electromagnetic (blue) nonlinear GENE simulations with Miller geometry. Both \( R/L_{Te} \) and \( R/L_{ne} \) are reduced by 20% from the nominal measured values (see table 3). The power balance heat fluxes from the integrated modelling run is portrayed by the horizontal dashed lines.

The heightened impact of zonal flows on the nonlinear threshold upshift in the electromagnetic simulation is evident in figure 17. \( Q_i \) time-traces are shown from the \( R/L_{T1} = 8 \) EM and ES simulations at 20% reduced \( R/L_{Te} \) and \( R/L_{ne} \). The electrostatic case is robustly unstable. The electromagnetic case, following the initial linear phase, transitions into a quiescent state dominated by zonal flows, as seen by the electrostatic potential contour map inset, where the flux asymptotically approaches zero.

Interestingly, while in previous work on gyrokinetic analysis of JET hybrid scenarios, a weak linear EM-stabilization at outer radii was also observed with
shaped geometry [28], the previous work also showed no significant nonlinear EM-stabilization in contrast to the present study. The most significant difference in parameters between the previous and present work, are the thermal \( R/L_{T_i} \) and \( R/L_{T_e} \) values, which are much higher in the present study, likely owing to the increased heating power. These parameters contribute to the EM-mode drive, perhaps contributing to the stabilization. A detailed study is out of the scope of this work.

Figure 17: Comparison of electrostatic (right panel) and electromagnetic (left panel) nonlinear GENE simulation ion heat flux time series. \( R/L_{T_i} = 8 \) and both \( R/L_{T_e} \) and \( R/L_{ne} \) are reduced by 20% from their nominal measured values. The EM case electrostatic potential contour at \( t = 80 \), at the \( z \) position corresponding to the LFS, is inset in the left panel.

An additional impact of EM-effects was observed on the ion-scale electron heat flux. With finite-\( \beta \), the electron heat flux was observed to increase relative to the ion heat flux. The increase was in the electrostatic heat flux, with the electromagnetic heat flux (magnetic flutter) remaining negligible. The electron heat flux increase is likely dominated by linear effects, since a similar relative increase is seen both in linear and nonlinear simulations, as shown in figure [18]. Averaging over the ion-scale \( k_y \) spectrum, the linear \( Q_i/Q_e \) decreased from 3.26 to 2.50 when transitioning from ES to EM simulations. The nonlinear case decreased from 2.86 to 2.01. We conjecture that this effect is related to the mechanism previously predicted to increase electron particle flux in finite-\( \beta \) gyrokinetic calculations [58]. The next section further explores this conjecture, which contributes towards reaching the experimental power balance of \( Q_i/Q_e \approx 2 \).

5 Analytic study of \( \beta \)-enhanced electron heat flux

This section derives an analytical model that isolates the impact of finite-\( \beta \) on the non-magnetic-flutter component of the electron heat flux. The derivation is strongly based on related work in Ref. [58] on the impact of finite-\( \beta \) on particle flux. The analytical model provides a prediction that the ion to electron heat flux ratio is decreased in the ITG regime, and potentially increased in the TEM regime. This prediction is validated by dedicated numerical gyrokinetic calculations.

We now proceed with the derivation. The electron heat flux can be divided in trapped and passing components:

\[
q_e = f_t q_{e,\text{trap}} + (1 - f_t) q_{e,\text{pass}}
\]

where \( q_{e,\text{trap}} \) and \( q_{e,\text{pass}} \) are the respective trapped and passing electron contributions normalized to their population density. Finite-\( \beta \) effects only impact \( q_{e,\text{pass}} \) due to the role of parallel velocity in Ampère’s Law. As such, we concentrate on \( q_{e,\text{pass}} \).

Closely following the derivation in Ref. [58], the general expression for the quasilinear electron heat flux, neglecting magnetic flutter terms, is:

\[
q_{e,\text{pass}} = \sum_k \left( k_y \rho_s c_s \int d^3 v E F_0 J \left[ 1 - 2 n_{\|} \Omega_{r,k} + n_{\|}^2 (\Omega_{r,k}^2 + \Omega_{\phi,k}^2) \right] H \right)
\]

\[
H = \Phi^2 (\gamma k + \nu) k_y \rho_s \left( \frac{R}{\Omega_{\phi,k}} + \frac{3}{2} \frac{R}{\Omega_{r,k}} \right) - \left( \frac{\gamma k}{\Omega_{r,k}} \right) \langle \Omega_{r,k}^2 \rangle - \Omega_{\phi,k} \nu \Omega_{r,k}^2
\]

where \( k_{r,k} \) is the real frequency, \( \nu \) the drift frequency, \( \gamma \) the drift frequency, \( \Omega_{r,k} \) and \( \Omega_{\phi,k} \) are the real and imaginary part of the quantity \( \Omega \) defined as:

\[
A_{\|} = \Omega \Phi
\]

where \( A_{\|} \) is the fluctuating vector potential, and \( \Phi \) the fluctuating electrostatic potential. The terms proportional to \( \Omega \) represent the contribution of \( \beta \) to the non-magnetic-flutter component of the electron heat flux. Upon solving the Ampère-Maxwell system, one finds that \( \Omega \), in the limit of large parallel velocity of
passing electrons, becomes:

\[ \Omega_k \approx \frac{q^2 (k_y \rho_s R/L_{nc} + \omega_{r,k} + i \gamma)}{(k_\perp \rho_s)^2} \]  

(8)

In the low \( \beta \) limit, we neglect the terms proportional to \( \Omega^2 \). Moreover, we take the limit \( \nu_\parallel \to \infty \) (because of the mass ratio appearing when normalizing to \( c_s \)). The leading order term of the \( \beta \)-dependent \( E \times B \) electron heat flux is then:

\[ q_{e, pass, \beta} \approx \sum_k \left( k_y \rho_s c_s \int d^3 v E F_0 J \left[ -2 \nu_\parallel \Omega_{r,k} \right] \right) \left( \frac{\gamma k \nu_\parallel}{(k_\parallel \nu_\parallel)^2} \right) \]  

(9)

that is:

\[ q_{e, pass, \beta} \approx \beta \sum_k \left( 2 q k_y \rho_s c_s \frac{k_y \rho_s R/L_{nc}}{(k_\perp \rho_s)^2} \frac{\nu_\parallel^2 \gamma_k}{k_\parallel} \right) \int d^3 v E F_0 J \]  

(10)

For ITG (positive \( \omega \)), this gives an outward heat flux contribution, proportional to the plasma energy and \( \beta \). For TEM (negative \( \omega \)), particularly at non-extreme density peaking scenarios, this can lead to an inward heat flux contribution.

The analytic prediction of the differing sign of \( \beta \)-induced \( E \times B \) electron heat flux for ITG modes vs TEMs is borne out by linear gyrokinetic simulations for the case studied here. Figure 19 shows the heat flux ratio for a linear spectrum, corresponding to the nominal measured inputs from table 3 with the modification of \( R/L_{T_e} = 3 \), such that TEMs are the dominant unstable modes. For the majority of the spectrum, the ES-case \( Q_i/Q_e \) flux ratio is now below the EM-case \( Q_i/Q_e \) flux ratio, as opposed to the ITG cases previously shown.

6 Conclusions

The primary aim of this work was to validate predictions that in high \( T_i/T_e \) hybrid H-mode scenarios on JET, ETG turbulence plays an important role in clamping \( T_e \), leading to increased \( T_i/T_e \) and improved ion thermal confinement at heavier isotopes (anti-GyroBohm isotope confinement scaling), enabled due to a reduction in ion-electron heat exchange at heavier isotope. These previous results were obtained in integrated modelling with a version of QuaLiKiz in which the collision operator was incorrectly overly stabilizing TEMs [30]. Following improvements of the QuaLiKiz collision operator [45], these JET hybrid H-mode predictions were revisited both with the improved QuaLiKiz as well as high-fidelity nonlinear gyrokinetic single-scale and multiscale modelling. Understanding the role of ETG turbulence in these high-performance scenarios, and its impact on isotope confinement scaling, is of great importance towards physics interpretation of T and DT JET hybrid H-mode scenarios, and in validating reduced transport models applied for extrapolations towards ITER and reactors.

While the outlined mechanism is valid, the results in this paper invalidate the specific previous prediction by showing reduced evidence of the importance of ETG turbulence in this regime. Point-by-point conclusions are as follows. As a caveat, we stress that all gradient-driven analysis involving higher-fidelity GENE and GKV modelling are restricted to \( \rho = 0.65 \) of the analyzed JET discharge.

- Integrated modelling of a similar JET hybrid H-mode scenario as in Ref. [30] with QuaLiKiz-2.8.2 (improved collision operator) predicts a reduced significance of ETG turbulence and its corresponding anti-GyroBohm scaling effect. Unstable ETG is limited to the \( \rho < 0.4 \) region with QuaLiKiz-2.8.2, instead of broadly as predicted by the integrated modelling with QuaLiKiz-2.6.1.

- GENE modelling validates QuaLiKiz-2.8.2 ion-scale predictions in the power balance relevant regime, and invalidates QuaLiKiz-2.6.1 predictions which had too high \( Q_i/Q_e \) on ion scales due to over-suppression of TEM.

- GENE and GKV multiscale nonlinear simulations in an expected ETG-relevant regime with \( \gamma/k_p \) did not predict significant ETG flux. This suggests that additional hidden variables impact the emergence of multiscale ETG flux. Simple rules-of-thumb based on linear drive ratios may indicate the emergence of finite ETG flux above nonlinear thresholds, but not its significance, which depends on additional

Figure 19: Comparison of ion to electron heat flux ratios in electrostatic and electromagnetic cases from linear GENE calculations corresponding to a TEM case. Nominal measured parameters are used apart from \( R/L_{T_i} = 3 \), such that TEMs dominate the spectrum.
quantities impacting streamer formation and multiscale interactions.

- GENE nonlinear ion-scale modelling with realistic geometry, rotation and EM effects at $\rho = 0.65$ was sufficient to recover the experimental power balance heat flux ratio without the need to invoke ETG turbulence. The power balance fluxes themselves were reproduced with $R/L_T i$ within 5$, and both $R/L_T e$ and $R/L_{ne}$ values within $\approx 20\%$, of the measured values.

The GENE nonlinear ion-scale analysis triggered further investigations regarding the impact of EM-effects on turbulence. These secondary conclusions are as follows:

- A significant difference in linear EM-stabilization of ITG modes was found between simulations with $s - \alpha$ and more realistic shaped Miller geometry. The linear EM-stabilization impact was reduced with Miller geometry. However, with Miller geometry a significantly enhanced Dimits shift regime was observed in nonlinear simulations, leading to a 20% increase in $R/L_{Ti}$, key to reaching power balance fluxes within experimental gradient error bars. The nature and magnitude of the threshold upshift supports the ad-hoc EM-stabilization model in QuaLiKiz.

- An increase in the $E \times B$ component of the electron heat flux relative to the ion heat flux was observed in the finite-$\beta$ GENE linear and nonlinear simulations. This increase contributes to predicting the inferred heat flux ratio. The effect is related to previous predictions in Ref. [58] of the $\beta$ impact on electron particle transport. An analytical prediction of opposite (increased $Q_i/Q_e$ with finite-$\beta$) behaviour for TEM-driven heat flux was validated by gyrokinetic calculations.

In general, this work has further illustrated the difficulties of carrying out a multiscale validation effort with realistic parameters. EM effects, impurities, magnetic geometry, and rotation all play key roles in setting the turbulence level. EM effects and impurities increase the required computation time such that extensive validation efforts with uncertainty quantification and numerical convergence checking is barely feasible with current resources. Nevertheless, these inputs are necessary for physical consistency and future efforts should push the envelope in this direction. The inclusion of rotation complicates linking the turbulence predictions with inputs corresponding to power-balance fluxes, to the underlying linear instability drive (e.g. the relative ITG and ETG $\gamma/k$ ratios) due to the time-dependence induced on the linear modes. This further complicates the utility of linear-based metrics for estimating the onset of multiscale effects.

Finally, we stress that while the specific prediction in Ref. [59] was not validated by this work, the basic mechanism of ETG-induced anti-GyroBohm scaling is valid. We cannot rule out the emergence of this effect in discharges with further increased $T_i/T_e$, such as the high performance scenarios recently developed at JET [59].
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