Fermi-Pasta-Ulam Physics with Nanomechanical Graphene Resonators: Intrinsic Relaxation and Thermalization from Flexural Mode Coupling
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Thermalization in nonlinear systems is a central concept in statistical mechanics and has been extensively studied theoretically since the seminal work of Fermi, Pasta, and Ulam. Using molecular dynamics and continuum modeling of a ring-down setup, we show that thermalization due to nonlinear mode coupling intrinsically limits the quality factor of nanomechanical graphene drums and turns them into potential test beds for Fermi-Pasta-Ulam physics. We find the thermalization rate $\Gamma$ to be independent of radius and scaling as $\Gamma \sim T^*/\epsilon^2_{\text{pre}}$, where $T^*$ and $\epsilon_{\text{pre}}$ are effective resonator temperature and prestrain.
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Advances in fabrication techniques enable production and characterization of one and two dimensional nanoscale mechanical resonators [1–4]. In particular, carbon-based resonators are considered to be promising for many applications due to their low mass and high quality factors ($Q$ factors) [5–8]. It is also known that these systems display strongly nonlinear behavior [4,9], which makes them interesting for investigations of nonlinear dynamics. The nonlinearities lead to a coupling between the vibrational modes [10,11]. This coupling allows for intermodal energy transfer, which facilitates the redistribution of energy initially localized in a single mode.

In this respect, the mode-coupling provides a dissipation channel for the fundamental mode (FM) dynamics. In contrast to other dissipation mechanisms previously studied in nanomechanical resonators [12–17], this is a fundamental intrinsic mechanism and therefore constitutes a lower limit on the relaxation rate of the FM. At finite temperatures, the effect of the mode couplings will be twofold. First, they give rise to fluctuations in the resonator strain leading to dephasing or spectral broadening of the resonator [18]. Second, as we show in this Letter, they allow for energy redistribution among the modes. To distinguish the two effects we consider a ring-down setup, where the total energy of the resonator is conserved and the evolution of the spectral distribution of energy is monitored. This allows us to access the dynamics of the FM energy.

The process of thermalization in a system of nonlinearly coupled oscillators was originally considered by Fermi, Pasta, and Ulam (FPU) in their famous computer experiment in 1955 [19,20], and spawned an impressive amount of research that eventually resulted in the development of chaos theory [21] and the discovery of solitons [22]. For the FPU problem, it is known that above a certain critical energy density, energy initially fed into the FM is quickly redistributed among all modes, and the system approaches a thermal state. This threshold is connected to the onset of widespread chaos in the mode dynamics [20,21] and the stability of localized modes (q breathers) [23,24]. In recent years, the consensus has been reached that the main features observed in the FPU problem are not specific to the original model Hamiltonian [25,26]. A natural question, which is still under debate [27], is whether those features can be observed in a physical system. For this to be possible two requirements need to be fulfilled: first, the nonlinearity has to be sufficiently strong to allow for appreciable coupling between resonator modes already at low energies. Second, the time scale of energy dissipation to the environment must be long compared to that for thermalization due to the mode coupling. We propose that nanomembrane resonators can be used to test the persistence of the FPU phenomena in the thermodynamic limit.

While mode-coupling is present in any crystalline membrane, we here focus on graphene due to the many realizations of membrane resonators using this material. To study the intrinsic loss mechanisms in such systems, we utilized classical molecular dynamics (MD) simulations to systematically investigate the free vibrations of pristine circular graphene monolayers with varying radius, prestrain, temperature and excitation energy. The MD simulations were performed using LAMMPS [28,29]. The covalent bonds between carbon atoms were modeled by the AIREBO potential [30–33].

After an initial relaxation stage, the graphene monolayer was strained and fixed at its edges. The system was then equilibrated at a specific temperature within the canonical ensemble ($NVT$) for 10 ps. Thereafter, the monolayer was actuated by assigning an initial velocity profile in the out of plane direction corresponding to the fundamental mode shape of the resonator. After that point, the system was
allowed to vibrate freely in the micro canonical (NVE, or energy conserving) ensemble for 5000 ps with a time step of 1 fs. The entire simulation was divided into 10 time windows of 500 ps each; the first 100 ps of each time window were used for further analysis. Specifically, total kinetic energy and velocity history of each atom were recorded to calculate the total kinetic energy spectrum. We studied four temperatures ($T = \sim 0, 50, 100,$ and 300 K), four radii ($R = 5, 7, 9,$ and 11 nm) and four initial excitation energies ($\epsilon_{\text{max}} = 2, 5, 10,$ and 15 Å/ps). Additionally, the prestrain $\epsilon_{\text{pre}}$ of the structures was varied.

In Fig. 1, the time evolution of the kinetic energy spectral density of a circular graphene sheet of radius 5 nm, $\epsilon_{\text{pre}} = 0.5\%$ kept at a temperature of 300 K is reported up to a time of 5 ns. Initially, the FM is excited by a velocity of 10 Å/ps.

The spectral density of the kinetic energy in Fig. 1 corresponds to the frequency distribution of the contribution to the kinetic energy from the out-of-plane motion. The in-plane contribution is negligible in the frequency range relevant for flexural vibrations. The area under a peak gives the kinetic energy of that mode. The prominent peak initially located around $\sim 200$ GHz corresponds to the FM, and its energy decreases continuously during the time evolution. Simultaneously, the frequency of the FM decreases. As the FM frequency is energy dependent, this suggests that energy is redistributed among normal modes in the system.

This redistribution is known to occur in the problem of coupled Duffing oscillators. In fact, in a continuum mechanics (CM) approach [9,11] the present system is also described by a system of coupled Duffing oscillators. In dimensionless form, the equations of motion for the mode amplitudes $q_n$ are written as (see Supplemental Material [34])

$$\partial^2_t q_n + \omega_n^2 q_n + \sum_{ijk} W_{ij,kn} q_i q_j q_k = 0. \quad (1)$$

The coupling matrix $W_{ij,kn}$ depends only on the geometry of the resonator. For drum geometries it is, in contrast to the FPU case [35], a dense matrix, with permutation symmetry in the indices $i\leftrightarrow j$ and $k\leftrightarrow n$ [11]. The dimensionless time and energy are related to the physical units through

$$\tau = \sqrt{\epsilon_{\text{pre}} c_L R}, \quad \tilde{E} = \frac{E}{2\pi \epsilon_{\text{pre}} c_L \rho G R^2}. \quad (2)$$

where $c_L = \sqrt{Y_{2D}/\rho_0}$ is the longitudinal speed of sound in graphene, with $Y_{2D} \approx 350$ N/m being the two dimensional Young’s modulus of graphene [36] and $\rho_0 = 0.76$ mg/m$^2$ the graphene mass density. In deriving (1) we have further scaled the radial coordinate $r$ and the vertical displacement $w$ according to $\hat{r} = r/R$, $\hat{w} = (1/2)w/(\epsilon_{\text{pre}} R)$. The linear frequencies are given by the zeros $\zeta_{0,n}$ of the zeroth order Bessel function, $\tilde{\omega}_n = \zeta_{0,n}$.

The two models (CM and MD) complement each other. The MD is derived from an atomistic approach, but is computationally heavy and is restricted to relatively small systems. The CM equations are derived assuming negligible bending rigidity and long wavelength deformations, but require less computational power and further allow us to predict scaling behaviors for various physical parameters. Since the CM model is a long wavelength approximation, only the low-frequency modes can be accurately described within the model. Additionally, in the CM simulations presented here only radially symmetric modes are considered, as the interaction term in Eq. (1) conserves the radial symmetry of the fundamental mode.

The dimensionless and parameter free form of the CM equations implies that the dynamics is completely determined by the initial conditions. Further, strong mixing in phase space causes the distribution functions of the modes to decouple. The dynamics of the system is then described by the total dimensionless energy $\tilde{E}$ and the ratio of applied FM energy $\tilde{E}_0$ to total energy, $\eta = \tilde{E}_0/\tilde{E}$.

There will also be a dependence on the number of degrees of freedom in the system, set by the number of atoms. In the CM model, this is introduced artificially.
through the number of modes $N$ that are considered in the simulations. This number is always much smaller than the number of atoms in the physical system.

The dimensionless energy can be written in terms of the average energy per atom $\kappa$ as

$$\tilde{E} = \frac{1}{2\epsilon_{\text{pre}} m_c c_L^2} \kappa,$$

(3)

where $m_c$ is the carbon atom mass. For a system of uncoupled harmonic oscillators in equilibrium, $\kappa = k_B T$. We study a nonequilibrium situation, but an effective temperature may be defined by considering the energy not residing in the FM, $k_B T^* = (E - E_0)/N$ where $N$ is the number of degrees of freedom. The relation (3) shows the correspondence between temperature and strain in this system. The importance of the mode coupling is determined by the thermal fluctuations of the membrane. These may be enhanced either by increasing the temperature, or by decreasing the strain.

The shift of the FM frequency in Fig. 1 can be reproduced in the CM model. In Fig. 2(a), the energy dependence of the FM frequency is reported for the MD simulations (symbols), together with the predicted curve from the CM model. The frequency shift is a result of nonlinearities, and the overall agreement indicates that the nonlinearities are well described within the CM model.

Next we consider the dynamics of the FM energy. The inset of Fig. 1 shows the temporal evolution of the individual mode energies in the CM model, when initially all energy is fed into the fundamental mode. Note the appearance of an initial metastable state, with nearly all energy localized in the fundamental mode. Among modes with mode number > 3, the energy is always equipartitioned, indicating that the assumption of strong mixing is valid. These modes define an instantaneous effective temperature of the system, which due to the redistribution of total energy may be defined by considering the energy $\tilde{E}$.

The MD simulations are best suited to investigate the shortest of these time scales, the transition time $\tau_t$. We performed MD simulations at various total energies with initial data chosen such that the system was initially in the transition stage. The velocity applied to the FM was chosen such that $\eta \approx 1/2$ at the beginning of each simulation. An estimate of the inverse transition time is then given by the (dimensionless) time derivative of the ratio between fundamental and total energy, $\Gamma = \partial_t \eta = \xi_0 \partial_t E_0 / \omega_0 \tilde{E}$. This quantity may be considered as an instantaneous $Q$ factor of the resonator. The $Q$ factors reported here are evaluated at $\eta \approx 1/2$, where the relaxation rate is maximal. If temperature and excitation velocity are changed independently the ratio of fundamental to total energy will also change, which will obscure the scaling of the transition time scale with energy. To avoid this, the total energy was tuned by changing the pre-strain, employing the duality between temperature and strain apparent from Eq. (3). The pre-strains of the structures used in the MD simulations were

$$\eta = \frac{1}{2} \pm 0.2,$$

and the results for each value of $\eta$ were obtained by shifting the curves by the corresponding amount. The solid line is a fitted sigmoid function used to extract the transition time $\tau_{\text{tr}}$.

FIG. 2 (color online). (a) Fundamental mode frequency as a function of mode energy. Symbols correspond to MD results, while the full line is the curve predicted from CM. The finite length of the time window used to calculate the frequency spectrum limits the frequency resolution. This is represented by the size of the symbols. (b) Simulation of Eq. (1) for a fixed total energy, but with varying initial FM energy. By shifting time, the curves align. The solid line is a fitted sigmoid function used to extract the transition time $\tau_{\text{tr}}$. (c) Extracted rates $\Gamma = \tau_{\text{tr}}^{-1}$ from MD simulations (filled symbols) and CM (open symbols) for fixed initial value of $\eta = 1/2$ and varying total energy, reported as a function of the effective temperature $T^*$ for fixed $\epsilon_{\text{pre}} = 0.2\%$ according to Eq. (3). The dashed line corresponds to a linear scaling with $T^*$.

In Fig. 2(b) the normalized FM energy $\eta$ is monitored as a function of time, by calculating the mode dynamics from Eq. (1) for a system of $N = 32$ modes for a fixed total energy $\tilde{E} = 3.25$. The degree of initial excitation over the thermal background, i.e., $\eta$, is varied in the simulations. Shifting the time, so that $\eta = 1/2$ at $t = 0$, the curves align. This indicates that the important parameters are the total energy and $\eta$. Further, two separate time scales associated with the nonequilibrium dynamics of the system can be identified; initially, when most energy is in the FM, the system relaxes to a long-lived metastable state with energy dependent life-time $\tau_{\text{m}}$. In this region, the system is sensitive to fluctuations and the relaxation is therefore strongly temperature dependent. Thereafter, the system undergoes a sharp transition to an equipartition region during a time $\tau_{\text{tr}} = \Gamma^{-1}$.

The MD simulations are best suited to investigate the shortest of these time scales, the transition time $\tau_{\text{tr}}$. We performed MD simulations at various total energies with initial data chosen such that the system was initially in the transition stage. The velocity applied to the FM was chosen such that $\eta = 1/2$ at the beginning of each simulation. An estimate of the inverse transition time is then given by the (dimensionless) time derivative of the ratio between fundamental and total energy, $\Gamma = \partial_t \eta = \xi_0 \partial_t E_0 / \omega_0 \tilde{E}$. This quantity may be considered as an instantaneous $Q$ factor of the resonator. The $Q$ factors reported here are evaluated at $\eta = 1/2$, where the relaxation rate is maximal. If temperature and excitation velocity are changed independently the ratio of fundamental to total energy will also change, which will obscure the scaling of the transition time scale with energy. To avoid this, the total energy was tuned by changing the pre-strain, employing the duality between temperature and strain apparent from Eq. (3). The pre-strains of the structures used in the MD simulations were
determined by considering the number of atoms in the resonators and the radius, using further the known value for the graphene bond length obtained from the AIREBO potential (1.396 Å [30]).

The results from the MD simulations (filled symbols) and CM model (open symbols) are compared in Fig. 2(c). There is no dependence of the dimensionless relaxation rate on the size of the drum. This is consistent with the observation that the dimensionless energy in Eq. (3) does not contain any length scale. The transition rate is linear in energy for both models, i.e., \( \Gamma \propto T^2/\epsilon_{\text{pre}} \).

Note that previous studies on CVD- (chemical vapor deposition-) grown resonators show a power law dependence of the \( Q \) factor on radius [6], in contrast to what is reported here. However, for CVD-grown graphene grain boundaries will introduce an additional length scale that determines the mode coupling [32].

The existence of an initial metastable state for initial conditions far from equilibrium is a well known feature of the FPU problem [20,25,27], and occurs also in other nonlinear lattices [25] (see Supplemental Material [34]). The metastable state is strongly localized in mode space, and is related to so-called \( q \) breathers [23,24]. The metastable state is obtained when the energy in the FM is much larger than the thermal energy. External losses and thermal noise are expected to destroy this state, but traces of it may be found by considering the relaxation as a function of excitation energy. Numerical evidence on the FPU chain suggests a stretched exponential dependence of the lifetime with excitation energy, \( \tau_m \approx \exp\left(\frac{E}{\alpha}\right) \) [27,37].

We probe the metastable state by initially feeding all energy into the FM, and monitoring the evolution of the FM energy. As the time scales for the decay of this state is very long compared to the FM oscillations, this state is most readily investigated using the CM model. For the present model, we obtain an exponent \( \alpha \approx 0.18 \) from CM simulations with \( N = 32 \) and \( N = 40 \) modes (see Fig. 3). The lifetime of the metastable state does not show a dependence on the number of modes. Note that the exponent \( \alpha \) is model dependent [38]; e.g., for the FPU-\( \beta \) problem \( \alpha = 0.25 \) has been reported [39].

The energy is strongly localized to the FM during the metastable state. The localization of the metastable state in mode space depends on the frequency spectrum. For the drum resonator, the frequencies can be approximated by \( \omega_{n,\text{drum}} \approx \frac{\pi}{L_0} + n\pi \). In comparison, for small wave numbers the frequencies of the FPU chain are given by \( \omega_{n,\text{FPU}} \approx n\pi \) [40]. Low frequencies of the FPU chain are almost resonant, and so the formation of a \( q \)-breather will consist of a cascade of modes being excited. The present system, being far from resonant, displays a strong localization of energy.

The CM model allows us to make quantitative predictions for the relaxation rate due to energy redistribution in resonators of arbitrary size and tension. We take as an example a drum of arbitrary radius, \( \epsilon_{\text{pre}} = 0.2\% \) and \( T = 4 \) K. The relaxation rate can be read off from Fig. 2(c), giving a transition time of approximately 24000 oscillations, decreasing to \( \sim 200 \) oscillations at 300 K. For this relaxation to be observable, the \( Q \) factor arising from external losses must exceed these values.

In summary, the redistribution of energy in graphene resonators due to nonlinear mode coupling has been investigated numerically in a ring-down setup. This coupling is a limiting factor for the stability of excitations of individual modes. At low temperatures, we find evidence for a state akin to the metastable state found in the FPU problem. After a time increasing exponentially with inverse excitation energy, the system relaxes toward its equilibrium with an energy dependent rate.

The rate of relaxation from a strong nonequilibrium situation with all energy in the FM to a situation close to equipartition depends only on the dimensionless energy of the resonator, which in turn depends on temperature and strain through the ratio \( T^4/\epsilon_{\text{pre}} \), but not on resonator size. The \( Q \) factors obtained in this Letter are comparable in magnitude to experimentally observed \( Q \) factors [4]. Therefore, it should be possible to experimentally verify the proposed mechanisms.

Since the system is closed, the rates reported here constitute a lower bound on the dissipation of graphene resonators. Many applications of nanomechanical systems rely on high \( Q \) factors [41,42], and therefore an improved understanding of the physical processes limiting this is of fundamental interest. Our results demonstrate the possibility of using graphene resonators as a test bed for FPU physics. By this approach long standing questions in nonequilibrium statistical mechanics might eventually be within experimental reach.
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