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Abstract

We consider the inverse problem of identifying parameters in a variant of the diffuse interface model for tumour growth model proposed by Garcke, Lam, Sitka and Styles (Math. Models Methods Appl. Sci. 2016). The model contains three constant parameters; namely the tumour growth rate, the chemotaxis parameter and the nutrient consumption rate. We study the inverse problem from the viewpoint of PDE-constrained optimal control theory and establish first order optimality conditions. A chief difficulty in the theoretical analysis lies in proving high order continuous dependence of the strong solutions on the parameters, in order to show the solution map is continuously Fréchet differentiable when the model has a variable mobility. Due to technical restrictions, our results hold only in two dimensions for sufficiently smooth domains. Analogous results for polygonal domains are also shown for the case of constant mobilities. Finally, we propose a discrete scheme for the numerical simulation of the tumour model and solve the inverse problem using a trust-region Gauss–Newton approach.
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1 Introduction

Our main subject of study is the following Cahn–Hilliard system that has been proposed in [18] for the modelling of tumour growth: Let $\Omega \subset \mathbb{R}^2$ be a bounded domain with boundary $\partial \Omega$, $T > 0$ denotes a fixed terminal time. Let $Q := \Omega \times (0, T)$ and $\Gamma := \partial \Omega \times (0, T)$, then we
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study the following system of equations:

\[
\begin{align*}
\varphi_t &= \text{div}(m(\varphi)\nabla(\mu - \chi\sigma)) + \mathcal{P} f(\varphi)g(\sigma) \quad \text{in } Q, \\
\mu &= \beta \varepsilon^{-1}\Psi'(\varphi) - \beta \varepsilon \Delta \varphi \quad \text{in } Q, \\
\sigma_t &= \Delta \sigma - \mathcal{C} h(\varphi)\sigma \quad \text{in } Q, \\
0 &= \sigma_{\nu} = \sigma_{\mu} = \sigma_{\sigma} \quad \text{on } \Gamma, \\
\varphi(0) &= \varphi_0, \quad \sigma(0) = \sigma_0 \quad \text{in } \Omega,
\end{align*}
\]

where \( \partial_{\nu} f := \nabla f \cdot \nu \) denotes the normal derivative of \( f \) on the boundary \( \partial \Omega \) with unit normal \( \nu \). In the above diffuse interface model for a two-component mixture of tumour cells (given by the region \( \{ \varphi = 1 \} \)) and healthy host cells (given by the region \( \{ \varphi = -1 \} \)) that are separated by thin transition layers \( \{ |\varphi| < 1 \} \), a nutrient is present, whose concentration we denote by the variable \( \sigma \), while \( \mu \) is a chemical potential for the variable \( \varphi \). The parameter \( \beta \) is a positive parameter associated to the surface tension, \( \varepsilon \) is a positive parameter measuring the interfacial thickness, and \( m(\varphi) \geq 0 \) is a mobility function for \( \varphi \). The function \( \Psi' \) is the derivative of a potential function \( \Psi \) which has two equal minima at \( \pm 1 \). While the model (1.1) itself is valid also for three spatial dimensions, the analysis that we carry out throughout the paper is restricted to two dimensions since several required estimates do not hold in three dimensions.

There are several mechanisms that are driving the dynamics of the tumour and the nutrient. In (1.1a), the term \( \mathcal{P} f(\varphi)g(\sigma) \) models the growth of the tumour by nutrient consumption, where \( \mathcal{P} \geq 0 \) can be seen as a tumour proliferation rate, \( f \) is a smooth indicator function for the growing front, i.e., the interface between healthy cells and tumour cells, and \( g \) models how nutrient is used for proliferation. In (1.1c) the term \( \mathcal{C} h(\varphi)\sigma \) models the consumption of the nutrient only by the tumour cells at a rate \( \mathcal{C} \geq 0 \). Here \( h(\varphi) \) is a smooth indicator function for the tumour region. We refer the reader to Section 7 for a specific choice of \( f, g, \) and \( h \) that are used for numerical simulations. In (1.1a) the term \( -\chi \text{div}(m(\varphi)\nabla \sigma) \) contributes to the chemotaxis effect [15] [18], that is, tumour cells tend to move towards regions of high nutrient concentration.

Numerical simulations of (1.1) and its variants in [9] [10] [15] [18] illustrated that, in the presence of the chemotaxis mechanisms, the tumour display morphological instabilities akin to the invasive branched tubular structures observed in [30, Fig. 6C]. The morphological instabilities can be explained with the help of a linear stability analysis performed in [18] §4, which shows that in the presence of the chemotaxis mechanisms, small initial perturbations may grow in size. While there has been a great progression in recent years in identifying specific genetic mutations that has dramatically improved cancer prognosis and treatment, there are still many chemical and biological processes occurring at multiple time and spatial scales that are poorly understood. Although the multitude of mechanisms described above, namely nutrient consumption and diffusion, tumour proliferation and chemotaxis, are not derived from first principles but from phenomenological continuum modelling, we obtain a tractable description of the growth dynamics in which the model can be further analysed and simulated.

Let us mention that the above model (1.1) differs slightly from the model derived in [18] and studied in [14] [15]. Chiefly, we neglect the active transport mechanism and the effects of apoptosis. The former manifests itself as an additional cross-diffusion-type term \( -\chi \Delta \varphi \) in the right-hand side of (1.1c), and the latter as an additional term \( -\mathcal{A} f(\varphi) \) on the right-hand side of (1.1a), where \( \mathcal{A} \) represents a constant apoptosis rate. These are neglected due to the following reasons:

- A characteristic of malign tumour cells is the genetic feature in which certain regu-
latory proteins have been switched off after mutation and the cells do not undergo apoptosis. Thus, often in simulations the value of \( A \) is small or zero.

- A linear stability analysis performed in [18] of radially symmetric solutions to the sharp interface models shows that the chemotaxis mechanism has a more significant effect than the active transport mechanism at developing morphological instabilities.

- Numerically, we have observed at the active transport mechanism can cause negative values of \( \sigma \) to appear if \( \chi \) is chosen too large. This can be explained from the limiting sharp interface model obtained from sending \( \varepsilon \to 0 \) in (1.1). In this singular limit, the domain \( \Omega \) is partitioned into two subdomains \( \Omega_T = \{ \varphi \approx 1 \} \) and \( \Omega_H = \{ \varphi \approx -1 \} \), which are separated by a time-dependent hypersurface \( \Sigma = \{ \varphi = 0 \} \). It turns out that when the active transport is present, the nutrient \( \sigma \) experiences a jump across \( \Sigma \) with values equal to \( 2\chi \) (see [18, (3.34)]) i.e., the difference between the traces of \( \sigma \) from \( \Omega_T \) and \( \Omega_H \) at \( \Sigma \) is \( 2\chi \). Hence, for inappropriate values of \( \chi \), the values of \( \sigma \) in \( \Omega_H \) may become negative, and this is not desirable as \( \sigma \) represents a concentration and thus should be non-negative.

The primary goal of the present work is to develop a methodology that allows practitioners to compare model simulations with experimental data. More precisely, given a set of data, identify the optimal parameter values for \( \mathcal{P}, \mathcal{C} \) and \( \chi \) so that the resulting model predictions and the data are close in some sense. Our approach makes use of standard techniques from parabolic optimal control theory [24, 33]. This approach interprets the inverse problem in the sense of an optimal control problem, governed by a system of partial differential equations, namely the tumour model, and the parameters are interpreted as controls.

An alternative approach for parameter identification is the Bayesian inversion (also known as Bayesian model calibration) [1, 6, 32], which is a probabilistic framework that incorporates the uncertainties associated to measurements and the relative probabilities of different optimal parameters given the data. In contrast to the optimal control approach, where the output is, in some sense, the best among all other possible parameters at matching the data, the Bayesian approach outputs a posterior distribution that combines a priori information and the data. While certain aspects of the Bayesian approach, such as quantification of uncertainty, observing correlations between parameters via joint probability distributions and requirement of only weaker notions of well-posedness for the forward model, are rather appealing, one drawback is the significant increase in computational cost associated to the approximation of the posterior distribution, which involves many simulations of the forward model. Therefore, in the current work we restrict ourselves to the optimal control approach and leave the Bayesian approach for future research. We refer the interested reader to the works of [8, 20, 26, 27] for the application of the Bayesian framework to tumour models.

The main analytical novelty of our present work is as follows: We include in our analysis a variable mobility for the Cahn–Hilliard equation (1.1a). While the strong well-posedness to (1.1) in two dimensions can be deduced from the results of [26], new difficulties are encountered in order to show the Fréchet differentiability of the control-to-state mapping in the presence of a variable mobility. To handle the additional terms arising from the variable mobility, we prove high order continuous dependence (see Theorem 2.2 below) on the parameters \( \mathcal{P}, \chi \) and \( \mathcal{C} \), namely \( L^\infty(0,T; H^2(\Omega)) \cap L^2(0,T; H^4(\Omega)) \) for \( \varphi \), \( L^\infty(0,T; L^2(\Omega)) \cap L^2(0,T; H^2(\Omega)) \) for \( \mu \), and \( L^\infty(0,T; H^1(\Omega)) \cap L^2(0,T; H^3(\Omega)) \) for \( \sigma \).
Notation. We use the notation $L^p := L^p(\Omega)$ and $W^{k,p} := W^{k,p}(\Omega)$ for any $p \in [1, \infty]$, $k > 0$ to denote the standard Lebesgue spaces and Sobolev spaces equipped with the norms $\| \cdot \|_{L^p}$ and $\| \cdot \|_{W^{k,p}}$. In the case $p = 2$ we use notation $\| \cdot \|_{H^k} := \| \cdot \|_{W^{k,2}}$. The space $H^1_N(\Omega)$ denotes the set $\{ f \in H^2(\Omega): \partial_\nu f = 0 \text{ on } \partial \Omega \}$. The space-time cylinder $\Omega \times (0,T)$ is denoted as $Q$, and for any $t \in (0,T)$, we denote $\Omega \times (0,t)$ as $Q_t$. For any Banach space $X$, its dual is denoted as $X'$, and for any $p \in [1, \infty]$, the norm of the Bochner space $L^p(0,T;X)$ will sometimes be abbreviated as $\| \cdot \|_{L^p(X)}$. We will often use the isometric isomorphism $L^p(Q_t) \cong L^p(0,t;L^p)$ for $t \in (0,T]$ and any $p \in [1, \infty)$. Furthermore, we use the notation $L^p(Q) := L^p(Q_T)$.

Preliminaries. We state some inequalities that will be useful in the subsequent analysis:

- **The Gagliardo–Nirenberg interpolation inequality** for $d = 2$ in bounded domains $\Omega$ with Lipschitz boundary: For $f \in H^1(\Omega)$, there exists a positive constant $C$ depending only on $\Omega$ such that
  \[
  \| f \|_{L^4} \leq C \left( \| f \|_{L^2} \| \nabla f \|_{L^2}^{\frac{1}{2}} + \| f \|_{L^2} \right).
  \]  
  \(1.2\)

- **The Brézis–Gallouet interpolation inequality** for $d = 2$ in bounded domains $\Omega$ with smooth boundary \(\text{[3]}\) or with the cone property \(\text{[12]}\): There exists a positive constant $C$ depending only on $\Omega$ such that
  \[
  \| g \|_{L^\infty} \leq C \| g \|_{H^1} \sqrt{\ln(1 + \| g \|_{H^2})} + C \| g \|_{H^1}, \quad \forall g \in H^2(\Omega).
  \]  
  \(1.3\)

- Elliptic estimates: Let $\Omega$ be a convex bounded domain or a bounded domain with Lipschitz boundary. If $f \in H^2(\Omega)$ satisfies $\partial_\nu f = 0$ on $\partial \Omega$, then there exists a positive constant $C$ depending only on $\Omega$ such that
  \[
  \| f \|_{H^2} \leq C \left( \| \Delta f \|_{L^2} + \| f \|_{L^2} \right).
  \]  
  \(1.4\)

Let $\Omega$ be a bounded domain with $C^1$-boundary. If $f \in H^1(\Omega)$ satisfies $\partial_\nu f = \partial_\nu (\Delta f) = 0$ on $\partial \Omega$, then there exists a positive constant $C$ depending only on $\Omega$ such that
  \[
  \| f \|_{H^1} \leq C \left( \| \Delta f \|_{L^2} + \| f \|_{L^2} \right).
  \]  
  \(1.5\)

Plan of paper. In Sec. 2 the strong well-posedness of solutions to \(\text{[1]}\) is discussed, and high order continuous dependence on the parameters $\mathcal{P}$, $\chi$ and $\mathcal{C}$ are shown. In Sec. 3 the optimization problem is stated and the existence of minimizers is shown via the direct method. In Sec. 4 the linearized state system, the Fréchet differentiability of the control-to-state mapping and the adjoint system are studied. Then, we derive the first order necessary optimality conditions for minimizers. The results in Secs. 2-4 require rather high regularities for the boundary of the domain $\Omega$ and in Sec. 5 we show how these requirements can be lowered. In Sec. 6 we briefly propose a finite element approximation for the numerical realization of the parameter identification problem, that we use in Sec. 7 to show some numerical examples.
2 Strong well-posedness of the state equations

In view of the analysis performed in the literature \[7\] \[17\], strong solutions are needed to show Fréchet differentiability of the solution mapping of the tumour model. Henceforth, in this section, we establish the existence of strong solutions to (1.1), as well as continuous dependence on the parameters \( \mathcal{P}, \mathcal{C}, \chi \) and initial data \( \varphi_0, \sigma_0 \).

Let us comment that, although our results are restricted to two dimensions, they slightly generalize the results of previous works \[4\] \[17\] by considering a variable mobility \( m(\varphi) \) and non-zero chemotaxis effects \( \chi > 0 \).

**Assumption 2.1.**

(A1) \( \Omega \subset \mathbb{R}^2 \) is a bounded domain with \( C^4 \)-boundary \( \partial \Omega \). The initial conditions \( \varphi_0, \sigma_0 \) belong to the space \( H^3(\Omega) \cap H^2_\sigma(\Omega) \).

(A2) The functions \( m, h, f, g \in C^2(\mathbb{R}) \) are bounded with bounded derivatives and there exists positive constants \( n_0 \) and \( n_1 \), such that \( 0 \leq h(s) \) and \( n_0 \leq m(s) \leq n_1 \) for all \( s \in \mathbb{R} \).

(A3) The parameters \( \mathcal{P}, \chi \) and \( \mathcal{C} \) are non-negative and constant in time and space, and the constants \( \beta \) and \( \varepsilon \) are positive and fixed.

(A4) The potential \( \Psi \in C^3(\mathbb{R}) \) is non-negative and there exist positive constants \( R_1, R_2, R_3, R_4, R_5 \) such that for all \( s, t \in \mathbb{R} \),

\[
\Psi(s) \geq R_1 |s|^2 - R_2, \quad |\Psi'(s)| \leq R_3 (1 + \Psi(s)), \quad |\Psi''(s)| \leq R_4 \left(1 + |s|^{q-1}\right),
\]

\[
|\Psi(s) - \Psi(t)| \leq R_5 \left(1 + |s|^r + |t|^r\right) |s - t|,
\]

\[
|\Psi''(s) - \Psi''(t)| \leq R_5 \left(1 + |s|^{r-1} + |t|^{r-1}\right) |s - t|,
\]

\[
|\Psi'''(s) - \Psi'''(t)| \leq R_5 \left(1 + |s|^{r-2} + |t|^{r-2}\right) |s - t| \tag{2.1}
\]

for some exponents \( q \in [1, \infty) \) and \( r \in [2, \infty) \).

**Remark 2.1.** Let us point out that the \( C^3 \)-assumption for \( \Psi \) and the \( C^4 \)-assumption on \( \partial \Omega \) are required to show both existence and continuous dependence of strong solutions to the Cahn–Hilliard system with a variable mobility \( m(\varphi) \). In Sec. 3 for a constant mobility \( m = 1 \), we can relax the requirements to \( \Psi \in C^2(\mathbb{R}) \) satisfying the above properties aside from (2.1) and \( \partial \Omega \) is a convex polygonal boundary.

**Theorem 2.1** (Strong existence). Under Assumption 2.1, there exists a triplet of functions \((\varphi, \mu, \sigma)\) with

\[
\varphi \in L^\infty(0,T; H^3(\Omega) \cap H^2_\sigma(\Omega)) \cap L^2(0,T; H^4(\Omega)) \cap H^1(0,T; L^2(\Omega)),
\]

\[
\mu \in L^\infty(0,T; H^1(\Omega)) \cap L^2(0,T; H^3(\Omega) \cap H^2_\sigma(\Omega))
\]

\[
\sigma \in L^\infty(0,T; H^2(\Omega) \cap H^3(\Omega)) \cap H^1(0,T; H^2(\Omega)),
\]

satisfying \( \varphi(0) = \varphi_0, \sigma(0) = \sigma_0 \) in \( L^2(\Omega) \) and (1.1a)-(1.1c) a.e. in \( Q \) with the property that

\[
\varphi, \sigma \in C^0([0,T]; C^{1+\delta}(\overline{\Omega})) \text{ for any } 0 < \delta < 1. \tag{2.2}
\]

Furthermore, there exists a positive constant \( C \) not depending on \((\varphi, \mu, \sigma)\) such that

\[
|\varphi|_{L^\infty(H^3) \cap L^2(H^4) \cap H^1(L^2)} + |\mu|_{L^\infty(H^1) \cap L^2(H^3)} + |\sigma|_{L^\infty(H^2) \cap H^1(H^2)} \leq C. \tag{2.3}
\]
Remark 2.2. Let us mention that due to the compact embedding $H^3(\Omega) \hookrightarrow C^{1,\delta}(\overline{\Omega})$ for any $0 < \delta < 1$, and standard compactness results for Bochner spaces we have the compact embedding 

$$L^\infty(0,T; H^3(\Omega)) \cap H^1(0,T; L^2(\Omega)) \hookrightarrow C^0([0,T]; C^{1,\delta}(\overline{\Omega})).$$

Furthermore, as the initial conditions $\varphi_0, \sigma_0$ belong to $H^3(\Omega) \subset C^{1,\delta}(\overline{\Omega})$, the assertion (2.2) makes sense.

Proof. The proof for the regularities for $\varphi$ and $\mu$, and for

$$\sigma \in L^\infty(0,T; H^1(\Omega)) \cap L^2(0,T; H^2_0(\Omega)) \cap H^1(0,T; L^2(\Omega))$$

can be adapted from the proof of [25, Theorem 2] by setting $v = 0$ and $n(\varphi) = 1$, see also [25, Remark 3.3]. Thus, we omit the details and focus on showing the new estimates $\sigma \in L^\infty(0,T; H^3 \cap H^2_0)$ and $\sigma_t \in L^2(0,T; H^2)$.

Testing (1.1c) with $\Delta \sigma_t$, integrating in time and using that $\sigma_0 \in H^2(\Omega)$ yields

$$|\Delta \sigma|_{L^\infty(0,T; L^2)} + |\nabla \sigma|_{L^2(\Omega)} \leq C (|\sigma|_{L^2(0,T; L^\infty)} + |\nabla \phi|_{L^2(0,T; L^2)} + |\Delta \sigma_0|_{L^2}),$$

after employing the boundedness of $h$ and $h'$. Together with the elliptic estimate (1.4) this implies that $\sigma \in L^\infty(0,T; H^2) \cap H^1(0,T; H^1)$. Moreover, since $\sigma_t + Ch(\varphi) \sigma \in L^2(0,T; H^1)$, elliptic regularity ensures also that $\sigma \in L^2(0,T; H^3)$.

Next, differentiating (1.1c) with respect to time, then testing with $\sigma_t$ and using that $\sigma_t(0) := \Delta \sigma_0 - Ch(\varphi_0) \sigma_0 \in H^1(\Omega)$ yields $\sigma_t \in L^\infty(0,T; L^2) \cap L^2(0,T; H^1)$. Meanwhile, testing the differentiated equation with $\Delta \sigma_t$ gives $\sigma_t \in L^\infty(0,T; H^1) \cap L^2(0,T; H^2)$. Now, since $\sigma_t + Ch(\varphi) \sigma \in L^\infty(0,T; H^1)$, we deduce from elliptic regularity the assertion $\sigma \in L^\infty(0,T; H^3)$.

The estimate (2.3) comes from applying weak/weak* lower semi continuity of the Bochner norms. Note that although the constant $C$ depends on the parameters $(\mathcal{P}, \chi, C)$, it does not depend on their reciprocals. \qed

We now state the continuous dependence result on the parameter $\mathcal{P}$, $\chi$, and on the initial conditions $\varphi_0$ and $\sigma_0$. The following result modifies the argument used in [25, §6], and it is worth mentioning that, in the presence of a variable mobility $m(\varphi)$, we require the high order estimates such as $\nabla \varphi \in L^\infty(0,T; L^\infty)$ and $\mu \in L^\infty(0,T; H^1) \cap L^2(0,T; H^3)$ for the following proof.

Theorem 2.2 (Continuous dependence). Let $\{(\varphi_i, \mu_i, \sigma_i)\}_{i=1}^2$ denote two solutions to (1.1) obtained from Theorem 2.1 corresponding to data $\{\varphi_{0,i}, \sigma_{0,i}, \mathcal{P}_i, \mathcal{C}_i, \chi_i\}_{i=1}^2$. Then, there exists a positive constant $C$, not depending on the differences $\varphi_1 - \varphi_2$, $\mu_1 - \mu_2$, $\sigma_1 - \sigma_2$, $\mathcal{P}_1 - \mathcal{P}_2$, $\chi_1 - \chi_2$, $\mathcal{C}_1 - \mathcal{C}_2$, $\varphi_{0,1} - \varphi_{0,2}$ and $\sigma_{0,1} - \sigma_{0,2}$, such that

$$|\varphi_1 - \varphi_2|_{L^\infty(H^2) \cap L^2(H^4)} + |\sigma_1 - \sigma_2|_{L^\infty(H^1) \cap L^2(H^2)} + |\mu_1 - \mu_2|_{L^\infty(L^2) \cap L^2(H^2)} \leq C (|\mathcal{P}_1 - \mathcal{P}_2| + |\mathcal{C}_1 - \mathcal{C}_2| + |\chi_1 - \chi_2| + |\varphi_{0,1} - \varphi_{0,2}|_{H^2} + |\sigma_{0,1} - \sigma_{0,2}|_{H^1}).$$

In particular, the solution obtained in Theorem 2.1 is unique.

Before we give the proof, let us remark that the above theorem shows continuous dependence with rather high Sobolev norms, even compared to previous works in the literature [14] [15] [17] [25]. In fact, as we will see later in Section 4.2, to show that the solution operator associated to (1.1) is Fréchet differentiable when the mobility $m$ is variable, the regularities as stated in (2.4) are indispensable.
Proof. Let \( \{(\varphi_i, \mu_i, \sigma_i)\}_{i=1}^2 \) denote two strong solutions to (1.1) corresponding to the data \( \{(\varphi_{0,i}, \sigma_{0,i}, P_t, C_i, \chi_i)\}_{i=1}^2 \). Denoting \( h_i = h(\varphi_i) \), \( \hat{h} = h_1 - h_2 \) and likewise for \( f, g, m, \Psi' \), the differences \((\hat{\varphi}, \hat{\mu}, \hat{\sigma})\) with initial data \( \hat{\varphi}(0) = \hat{\varphi}_0 \) and \( \hat{\sigma}(0) = \hat{\sigma}_0 \) satisfy

\[
\begin{align*}
\hat{\varphi}_t &= \text{div}(\hat{m}\nabla(\mu_1 - \chi_1 \sigma_1) + m_2 \nabla(\mu - \chi \sigma_1 - \chi_2 \hat{\sigma})) + \hat{P} f_1 g_1 + \hat{P} f_2 g_1 + \hat{P} f_2 \hat{g}, \quad \text{(2.5a)} \\
\hat{\mu} &= \beta \varepsilon^{-1} \hat{\Psi'} - \beta \varepsilon \Delta \hat{\varphi}, \quad \text{(2.5b)} \\
\hat{\sigma}_t &= \Delta \hat{\sigma} - \hat{C} h_1 \sigma_1 - C_2 \hat{h} \sigma_1 - C_2 h_2 \sigma. \quad \text{(2.5c)}
\end{align*}
\]

In the following the symbol \( C \) denotes positive constants not depending on the differences \( \hat{\varphi}, \hat{\mu}, \hat{\sigma}, \hat{P} := P_1 - P_2, \hat{\chi} := \chi_1 - \chi_2 \) and \( \hat{C} := C_1 - C_2 \), and may vary from line to line.

**First estimate.** We test (2.5a) with \( \beta \varepsilon \hat{\varphi} \), (2.5b) with \( m(\varphi_2) \hat{\mu} \), and \( K \hat{\varphi} \), (2.5c) with \( J \hat{\sigma} \), for positive constants \( J, K \) yet to be determined, and, upon adding we arrive at the differential inequality (after neglecting the non-negative term \( JC_2 h_2 |\hat{\sigma}|^2 \))

\[
\frac{1}{2} \frac{d}{dt} \left( \beta \varepsilon |\hat{\varphi}|^2_{L^2} + J |\hat{\sigma}|^2_{L^2} \right) + \frac{K \beta \varepsilon}{2} |\nabla \hat{\varphi}|^2_{L^2} + n_0 |\hat{\mu}|^2_{L^2} \\
\leq \int_{\Omega} J C_2 |\sigma_1| |\hat{\mu}| + \beta \varepsilon^{-1} K |\nabla \hat{\varphi}|^2_{L^2} + \beta \varepsilon m_2 |\nabla \hat{\mu}|_{L^2} \\
+ \int_{\Omega} \beta \varepsilon \hat{P} \left( |g_1| |\hat{f}_1| + |f_2| |\hat{g}_1| \right) |\hat{\varphi}| + \beta \varepsilon |f_1| |g_1| |\hat{P}| |\hat{\varphi}| + J h_1 |\sigma_1| |\hat{C}| |\hat{\sigma}| \\
+ \int_{\Omega} \beta \varepsilon m_2 |\nabla \sigma_1| |\nabla \hat{\varphi}| + \beta \varepsilon m_2 \chi_2 |\nabla \hat{\sigma}| |\nabla \hat{\varphi}| \\
+ \int_{\Omega} \beta \varepsilon |m_2| |\nabla \varphi_2| |\nabla \hat{\varphi}| |\hat{\mu}| + \beta \varepsilon |\nabla (\mu_1 - \chi_1 \sigma_1)| |\hat{m}| |\nabla \hat{\varphi}| \\
=: I_1 + I_2 + I_3 + I_4.
\]

Recalling the boundedness and Lipschitz continuity of \( f, g, h \) and \( m \) from (A2), the Gagliardo–Nirenberg inequality (1.2), (A4), as well as the boundedness of \( \sigma_1, \varphi_1 \) a.e. in \( Q \), we observe that for

\[
\begin{align*}
I_1 &\leq \frac{n_0}{4} |\hat{\mu}|^2_{L^2} + C \left( 1 + |\varphi_1|^2_{L^\infty(Q)} \right) |\hat{\varphi}|^2_{L^2}, \\
I_2 &\leq C \left( |\hat{\varphi}|^2_{L^2} + |\hat{\sigma}|^2_{L^2} + |\hat{P}|^2 + |\hat{C}|^2 \right) , \\
I_3 &\leq C |\nabla \sigma_1|^2_{L^\infty(Q)} |\hat{\mu}|^2 + \frac{\beta^2 \varepsilon^2}{2} n_1 \chi_2^2 |\nabla \hat{\sigma}|^2_{L^2} + |\nabla \hat{\varphi}|^2_{L^2} , \\
I_4 &\leq \frac{\beta^2 \varepsilon^2}{n_0} |m_2| |\nabla \varphi_2|^2_{L^\infty(Q)} |\nabla \hat{\varphi}|^2_{L^2} + \frac{n_0}{4} |\hat{\mu}|^2_{L^2} \\
&+ C \beta \varepsilon |\nabla (\mu_1 - \chi_1 \sigma_1)| |\hat{\mu}|^2_{L^2} \\
&\leq \left( 1 + \frac{\beta^2 \varepsilon^2}{n_0} |m_2| |\nabla \varphi_2|^2_{L^\infty(Q)} \right) |\nabla \hat{\varphi}|^2_{L^2} + \frac{n_0}{4} |\hat{\mu}|^2_{L^2} \\
&+ C \left( 1 + |\nabla (\mu_1 - \chi_1 \sigma_1)| |\hat{\mu}|^2_{L^2} \right) |\hat{\varphi}|^2_{L^2} .
\end{align*}
\]
Collecting the estimates then yields the differential inequality
\[ \frac{1}{2} \frac{d}{dt} \left( \beta \varepsilon |\hat{\varphi}|^2_{L^2_t} + J |\hat{\sigma}|^2_{L^2_t} \right) + \left( J - \frac{\beta^2 \varepsilon^2 n_0^2 \lambda_2^2}{2} \right) |\nabla \hat{\sigma}|^2_{L^2_t} + \left( K \beta \varepsilon - 2 - \frac{\beta^2 \varepsilon^2}{n_0} |m'(\varphi_2)\nabla \varphi_2|_{L^\infty_t}^2 \right) |\nabla \hat{\varphi}|^2_{L^2_t} + \frac{n_0}{2} |\hat{\mu}|^2_{L^2_t} \leq C \left( 1 + |\nabla (\mu_1 - \chi \sigma_1)|^2_{L^4_t} \right) \left( |\hat{\varphi}|^2_{L^2_t} + |\hat{\sigma}|^2_{L^2_t} + |\hat{\chi}|^2 + |\hat{\beta}|^2 + |\hat{\xi}|^2 \right), \]
where $C$ is a positive constant depending on $J$, $K$, $|\varphi_1|^2_{L^\infty_t(0,T;L^\infty)}$, $|\sigma_1|^2_{L^\infty_t(0,T;H^1)}$. Choosing $J$ and $K$ sufficiently large so that the coefficients on the left-hand side are positive, and using $\nabla \mu_1$, $\nabla \sigma_1 \in L^\infty_t(0,T;L^2) \cap L^2_t(0,T;H^1) \subset L^4_t(Q)$ and a Gronwall argument, we arrive at
\[ \sup_{t \in (0,T)} \left( |\hat{\varphi}(t)|^2_{L^2_t} + |\hat{\sigma}(t)|^2_{L^2_t} + |\nabla \hat{\varphi}|^2_{L^2_t(Q)} + |\nabla \hat{\sigma}|^2_{L^2_t(Q)} + |\hat{\mu}|^2_{L^2_t(Q)} \right) \leq C \left( |\hat{\varphi}|^2_{L^2_t(0,T;H^2)} + |\hat{\varphi}'|^2_{L^2_t(Q)} + |\hat{\mu}|^2_{L^2_t(Q)} \right) =: C \mathcal{Y}. \tag{2.6} \]

**Second estimate.** From the assumption \[ A4 \] and \[ (2.6) \], we infer that
\[ |\hat{\varphi}'|^2_{L^2_t(Q)} \leq C \left( 1 + |\varphi_1|^2_{L^\infty_t(0,T;L^\infty)} \right) |\hat{\varphi}|^2_{L^2_t(Q)} \leq C \mathcal{Y}. \]
Then, viewing \[ (2.5b) \] as an elliptic equation for $\hat{\varphi}$ and by virtue of elliptic regularity,
\[ |\hat{\varphi}|^2_{L^2_t(0,T;H^2)} \leq C \left( |\hat{\varphi}|^2_{L^2_t(0,T;H^2)} + |\hat{\varphi}'|^2_{L^2_t(Q)} + |\hat{\mu}|^2_{L^2_t(Q)} \right) \leq C \mathcal{Y}. \tag{2.7} \]

**Third estimate.** Testing \[ (2.5c) \] with $\hat{\sigma}$, integrating in time yields
\[ |\nabla \hat{\sigma}|^2_{L^\infty_t(0,T;L^2)} + |\hat{\sigma}|^2_{L^2_t(Q)} \leq C \left( |\sigma_1|^2_{L^\infty_t(0,T;L^2)} |\hat{\varphi}|^2_{L^2_t(Q)} + |\sigma_1|^2_{L^\infty_t(0,T;L^2)} |\hat{\varphi}|^2_{L^2_t(0,T;L^\infty)} \right) + C \left( |\hat{\sigma}|^2_{L^2_t(Q)} + |\nabla \hat{\sigma}|^2_{L^2_t(Q)} \right) \leq C \left( \mathcal{Y} + |\nabla \hat{\sigma}|^2_{L^2_t(Q)} \right), \tag{2.8} \]
and via elliptic regularity,
\[ |\hat{\sigma}|^2_{L^2_t(0,T;H^2)} \leq C \left( \mathcal{Y} + |\nabla \hat{\sigma}|^2_{L^2_t(Q)} \right). \tag{2.9} \]

**Fourth estimate.** From \[ (2.5a) \], the boundedness of $\nabla (\mu_1 - \chi \sigma_1)$ in $L^4_t(Q)$, we easily infer that
\[ |\hat{\varphi}|_{L^2_t(0,T;H^1)} \leq n_1 |\nabla \hat{\mu}|_{L^2(0,t;L^2)} + C |\nabla (\mu_1 - \chi \sigma_1)|_{L^4_t(Q)} |\hat{\varphi}|_{L^4_t(Q)} \]
\[ + C \left( |\hat{\varphi}|^2_{L^2_t(0,T;H^1)} + |\hat{\varphi}'|^2_{L^2_t(Q)} + |\hat{\chi}| + |\hat{\beta}| \right) \leq n_1 |\nabla \hat{\mu}|_{L^2(0,t;L^2)} + C \mathcal{Y}^2 \tag{2.10} \]
for any $t \in (0,T)$. Meanwhile, from \[ A4 \] and $\nabla \varphi_i \in L^\infty_t(0,T;L^\infty)$, we have
\[ |\nabla \hat{\varphi}'|^2_{L^2_t(Q)} \leq \int_{\Omega_t} |\nabla \hat{\varphi}'|^2 + |\nabla \varphi_2|^2 |\Psi''(\varphi_1) - \Psi''(\varphi_2)|^2 dx \]
\[ \leq C \left( 1 + |\varphi_1|^2_{L^\infty_t(0,T;L^\infty)} \right) \left( |\nabla \hat{\varphi}|^2_{L^2_t(Q)} + C \left( 1 + |\varphi_1|^2_{L^\infty_t(0,T;L^\infty)} \right) |\hat{\varphi}|^2_{L^2_t(Q)} \right) \leq C |\hat{\varphi}|^2_{H^1}. \tag{2.11} \]
Then, testing \textup{(2.5a)} with \(\hat{\mu}\) and \textup{(2.5b)} with \(\hat{\varphi}_t\), and upon summing gives

\[
\frac{\beta\varepsilon}{2} |\nabla \hat{\varphi}(t)|^2_{L^2} + \int_0^t \int _\Omega m_2 |\nabla \hat{\mu}|^2 dx dt \\
\leq \frac{\beta\varepsilon}{2} |\nabla \phi_0|^2_{L^2} + |\nabla (\mu_1 - \chi \sigma_1)|_{L^4(Q)} |\hat{m}|_{L^4(Q)} |\nabla \hat{\mu}|_{L^2(0,t;L^2)} \\
+ C(|\hat{\varphi}|_{L^2(Q)} + |\nabla \sigma_{1}|_{L^2(Q)} + |\nabla \hat{\varphi}|_{L^2(0,t;L^2)}) |\nabla \hat{\mu}|_{L^2(0,t;L^2)} \\
+ |\hat{\mu}|_{L^2(Q)} |\hat{\varphi}|_{L^2(0,t;H^1)} + |\sigma|_{L^2(Q)} + \beta\varepsilon^{-1} |\hat{\Psi}'|_{L^2(0,T;H^1)} |\hat{\varphi}|_{L^2(0,t;H^1)} \\
\) \quad (2.12)
\]

for any \(t \in (0, T)\). From \textup{(2.6)}, \textup{(2.10)} and \textup{(2.11)}, it holds

\[
|\hat{m}|_{L^4(Q)} \leq C |\hat{\varphi}|_{L^4(Q)} \leq C |\hat{\varphi}|_{L^2(0,t;H^1)} |\hat{\varphi}|_{L^2(0,t;L^2)} \leq CY^{\frac{3}{2}}, \\
\beta\varepsilon^{-1} |\hat{\Psi}'|_{L^2(0,T;H^1)} |\hat{\varphi}|_{L^2(0,t;H^1)} \leq \frac{n_0}{2} |\nabla \hat{\mu}|^2_{L^2(0,t;L^2)} + CY,
\]

so that we obtain from \textup{(2.12)} (also recalling \textup{(2.10)})

\[
|\nabla \hat{\varphi}|^2_{L^\infty(0,T;L^2)} + |\nabla \hat{\mu}|^2_{L^2(Q)} + |\hat{\varphi}|^2_{L^2(0,T;H^1)} \leq C \left( Y + |\nabla \phi_0|^2_{L^2} \right). \\
\) \quad (2.13)

In light of the above estimate, \textup{(2.11)} and elliptic regularity yield

\[
|\hat{\Psi}'|_{L^\infty(0,T;H^1)} \leq C |\hat{\varphi}|_{L^\infty(Q)} \leq C \left( Y + |\nabla \phi_0|^2_{L^2} \right), \\
\]

\[
|\hat{\varphi}|_{L^2(0,T;H^1)} \leq C \left( Y + |\nabla \phi_0|^2_{L^2} \right). \\
\]

**Fifth estimate.** A short calculation using \textup{(A4)}, \(\varphi_i, \nabla \varphi_i \in L^\infty(0,T;L^\infty)\) and \(\Delta \varphi_i \in L^2(0,T;H^2)\) shows that

\[
|\Delta \hat{\Psi}'|^2_{L^2} \leq \int _\Omega |(\Psi''_1 - \Psi''_2) |\nabla \varphi_1|^2 + |\Psi''_2 \nabla \hat{\varphi} \cdot \nabla \varphi_1 + \Psi''_2 \nabla \varphi_2 \cdot \nabla \hat{\varphi}|^2 dx \\
+ \int _\Omega |(\Psi''_1 - \Psi''_2) \Delta \varphi_1 + \Psi''_2 \Delta \hat{\varphi}|^2 dx \\
\leq C \left( 1 + |\Delta \varphi_1|^2_{L^\infty} \right) \left( |\hat{\varphi}|^2_{L^2} + |\nabla \hat{\varphi}|^2_{L^2} + |\Delta \hat{\varphi}|^2_{L^2} \right). \\
\) \quad (2.14)

Then, consider testing \textup{(2.5a)} with \(\Delta^2 \hat{\varphi}\) and keeping in mind the identity

\[
\text{div}(m_2 \nabla \hat{\mu}) \Delta^2 \hat{\varphi} = (m'(\varphi_2) \nabla \varphi_2 \cdot \nabla \hat{\mu}) \Delta^2 \hat{\varphi} + m_2 \beta \varepsilon^{-1} \Delta \hat{\Psi}' \Delta^2 \hat{\varphi} - m_2 \beta \varepsilon |\Delta^2 \hat{\varphi}|^2,
\]

we arrive at (denoting \(L := \mu_1 - \chi_1 \sigma_1\))

\[
\frac{1}{2} \frac{d}{dt} |\Delta \hat{\varphi}|^2_{L^2} + n_0 \beta \varepsilon |\Delta^2 \hat{\varphi}|^2_{L^2} \\
\leq \int _\Omega \left( \hat{m} \Delta L + m'(\varphi_1) \nabla \hat{\varphi} \cdot \nabla L + (m'(\varphi_1) - m'(\varphi_2)) \nabla \varphi_2 \cdot \nabla L \right) \Delta^2 \hat{\varphi} dx \\
- \int _\Omega \left( m_2 \Delta (\chi \sigma_1 + \chi_2 \hat{\sigma}) + m'(\varphi_2) \nabla \varphi_2 \cdot \nabla \sigma(\chi \sigma_1 + \chi_2 \hat{\sigma}) \right) \Delta^2 \hat{\varphi} dx \\
+ \int _\Omega \left( \hat{P} f_1 g_1 + \hat{P}_2 f_1 g_1 + \hat{P}_2 f_2 g_2 + m'(\varphi_2) \nabla \varphi_2 \cdot \nabla \hat{\mu} + m_2 \beta \varepsilon^{-1} \Delta \hat{\Psi}' \right) \Delta^2 \hat{\varphi} dx.
\]

Recalling that \(\mu_i, \sigma_i \in L^\infty(0,T;H^1) \cap L^2(0,T;H^3)\), so that \(\Delta L \in L^2(0,T;H^1), \nabla L \in L^\infty(0,T;L^2) \cap L^2(0,T;H^2)\), and keeping in mind the continuous dependence estimates
(2.9), (2.13) and (2.14), a short calculation shows that
\[
\frac{1}{2} |\Delta \hat{\varphi}(s)|^2_{L^2} - C \int_0^s (1 + |\Delta \varphi_1|^2_{L^2}) |\Delta \hat{\varphi}|^2_{L^2} dt + \frac{1}{2} n_0 \beta \varepsilon |\Delta^2 \hat{\varphi}|^2_{L^2(0,s;L^2)} \\
\leq C |\Delta L|^2_{L^2(L^3)} |\hat{\varphi}|^2_{L^\infty(L^6)} + C |\nabla L|^2_{L^2(L^\infty)} |\hat{\varphi}|^2_{L^\infty(H^1)} \\
+ C |\chi|^2 |\sigma_1|^2_{L^2(H^2)} + C |\hat{\sigma}|^2_{L^2(H^2)} + C \left( |\hat{P}|^2 + |\hat{\varphi}|^2_{L^2(Q)} + |\sigma|^2_{L^2(Q)} \right) \\
+ C |\nabla \mu|^2_{L^2(Q)} + C \left( 1 + |\Delta \varphi_1|^2_{L^2(H^1)} \right) |\hat{\varphi}|^2_{L^\infty(H^1)} + C |\Delta \hat{\varphi}|^2_{L^2} \\
\leq C \left( \mathcal{Y} + |\hat{\sigma}_0|^2_{H^1} + |\hat{\varphi}_0|^2_{H^2} \right)
\]
for all \( s \in (0, T) \). A Gronwall argument and by virtue of elliptic regularity (1.4) and (1.5) we have
\[
|\hat{\varphi}|_{L^\infty(0,T;H^1) \cap L^2(0,T;H^1)} \leq C \left( \mathcal{Y} + |\hat{\sigma}_0|^2_{H^1} + |\hat{\varphi}_0|^2_{H^2} \right).
\]
Thanks to the estimates for \( \hat{\varphi} \) in \( L^\infty(0,T;H^2) \cap L^2(0,T;H^4) \) and the estimate (2.14), we infer from (2.5b) and also taking the Laplacian of (2.5b),
\[
|\hat{\mu}|_{L^\infty(0,T;L^2) \cap L^2(0,T;H^2)} \leq C \left( \mathcal{Y} + |\hat{\sigma}_0|^2_{H^1} + |\hat{\varphi}_0|^2_{H^2} \right).
\]

\[\square\]

3 The parameter identification problem

We now consider the parameter identification problem formulated as an optimization problem: Given functions \( \varphi_Q : Q \to \mathbb{R} \) and \( \varphi_\Omega : \Omega \to \mathbb{R} \), \( \beta_Q, \beta_\Omega \) non-negative constants such that \( \beta_Q + \beta_\Omega > 0 \), and non-negative constants \( \beta_P, \beta_\chi \) and \( \beta_C \) such that \( \beta_P + \beta_\chi + \beta_C > 0 \). Further given some fixed non-negative constants \( \mathcal{P}_d, \chi_d \) and \( \mathcal{C}_d \), which can be seen as a priori knowledge for the parameters. We define the optimal control problem
\[
\min J(\varphi, \mathcal{P}, \chi, \mathcal{C}) := \frac{\beta_Q}{2} |\varphi - \varphi_Q|^2_{L^2(Q)} + \frac{\beta_\Omega}{2} \|\varphi(T) - \varphi_\Omega\|^2_{L^2} \\
+ \frac{\beta_P}{2} |\mathcal{P} - \mathcal{P}_d|^2 + \frac{\beta_\chi}{2} |\chi - \chi_d|^2 + \frac{\beta_C}{2} |\mathcal{C} - \mathcal{C}_d|^2,
\]
subject to \( \varphi \) solving (1.1) and (\( \mathcal{P}, \chi, \mathcal{C} \)) \( \in \mathcal{U}_{ad} \),

where, for fixed positive constants \( \mathcal{P}_\infty, \chi_\infty \) and \( \mathcal{C}_\infty \), we define the admissible set of controls as
\[
\mathcal{U}_{ad} := \{ (\mathcal{P}, \chi, \mathcal{C}) \in \mathbb{R}^3 : 0 \leq \mathcal{P} \leq \mathcal{P}_\infty, 0 \leq \chi \leq \chi_\infty, 0 \leq \mathcal{C} \leq \mathcal{C}_\infty \}.
\]
For the coming mathematical analysis, we set \( \mathcal{P}_d = \chi_d = \mathcal{C}_d = 0 \), as the computations for the original problem (1) and the shifted problem are similar.

The unique solvability of (1.1) from Theorem 2.1 and Theorem 2.2 allows us to define a solution operator \( \mathcal{S} \) as
\[
\mathcal{S}(\mathcal{P}, \chi, \mathcal{C}) = (\varphi, \mu, \sigma),
\]
where \((\varphi, \mu, \sigma)\) is the unique strong solution to (1.1) corresponding to parameters \((\mathcal{P}, \chi, \mathcal{C})\) and fixed initial data \((\varphi_0, \sigma_0)\). We use the notation \( \mathcal{S}(\mathcal{P}, \chi, \mathcal{C}) = \varphi \) for the first component of \( \mathcal{S}(\mathcal{P}, \chi, \mathcal{C}) \).
Theorem 3.1. Let $\varphi_Q \in L^2(Q)$ and $\varphi_\Omega \in L^2(\Omega)$. Then, there exists at least one minimizer $(P_*, \chi_*, C_*)$ to the optimization problem. That is, $\varphi_* = S_1(P_*, \chi_*, C_*)$

$$J(\varphi_*, P_*, \chi_*, C_*) = \inf_{(a,b,c) \in U_{ad}} J(\phi, a, b, c). \quad (3.1)$$

Proof. The proof follows from standard application of the direct method. We briefly sketch the details. Let us remark that in the case where $\beta_P$ is zero, we let $P$ as a prescribed constant, redefine $U_{ad}$ as $\{(\chi, C) \in \mathbb{R}^2 : 0 \leq \chi \leq \chi_\infty, 0 \leq C \leq C_\infty\}$ and seek to minimize $J(\varphi, \chi, C)$. Therefore, without loss of generality, in the subsequent analysis we will assume that $\beta_P$, $\beta_\chi$ and $\beta_C$ are positive. Then as the functional $J$ is non-negative, this allows us to deduce the existence of a minimizing sequence $(P_n, \chi_n, C_n)_{n \in \mathbb{N}} \subset U_{ad}$ with corresponding solution $\{(\varphi_n, \mu_n, \sigma_n)\}_{n \in \mathbb{N}}$ to (1.1) with fixed initial data $(\varphi_0, \sigma_0)$ such that

$$\lim_{n \to \infty} J(\varphi_n, P_n, \chi_n, C_n) = \inf_{(a,b,c) \in U_{ad}} J(\phi, a, b, c).$$

By the definition of $U_{ad}$, the estimate (2.3) and standard compactness results yield

$$\varphi_n \to \varphi_* \text{ strongly in } L^2(Q) \cap C^0([0,T]; L^2),$$

$$P_n \to P_*, \quad \chi_n \to \chi_*, \quad C_n \to C_*$$

along subsequences to a limit function $\varphi \in L^\infty(0,T; H^3) \cap L^2(0,T; H^4) \cap H^1(0,T; L^2)$ and limit parameters $(P_*, \chi_*, C_*) \in U_{ad}$. Applying the weak lower semicontinuity of the $L^2(Q)$- and $L^2(\Omega)$-norms then leads to (3.1).

4 Optimality conditions

For a fixed triplet $(P, \chi, C) \in U_{ad}$ with corresponding strong solution $(\varphi, \mu, \sigma)$ to (1.1), let $u := (u_P, u_\chi, u_C) \in \mathbb{R}^3$ be an arbitrary vector such that $(P_u, \chi_u, C_u) \in U_{ad}$ where $P_u := P + u_P$, $\chi_u := \chi + u_\chi$ and $C_u := C + u_C$. Denoting the unique strong solution to (1.1) corresponding to the parameters $(P_u, \chi_u, C_u)$ as $(\varphi_u, \mu_u, \sigma_u)$, we now establish the Fréchet differentiability of the solution operator $S$ with respect to $(P, \chi, C)$.

4.1 Solvability of the linearized state equations

For fixed constants $u_P$, $u_\chi$ and $u_C$, we study the solvability of following linearized state equations for the variables $(\Phi_u, \Xi_u, \Sigma_u)$:

$$(\Phi_u)_t = \text{div}(m(\varphi)\nabla (\Xi_u - \chi \Sigma_u - u_\chi \nabla \sigma)) + m'(\varphi) \Phi_u \nabla (\mu - \chi \sigma)$$

$$+ \mathcal{P}(g(\sigma) f'(\varphi) \Phi_u + f(\varphi) g'(\sigma) \Sigma_u) + u_P f(\varphi) g(\sigma) \quad \text{in } Q, \quad (4.1a)$$

$$\Xi_u = \beta \varepsilon^{-1} \Psi^T(\varphi) \Phi_u - \beta \varepsilon \Delta \Phi_u \quad \text{in } Q, \quad (4.1b)$$

$$(\Sigma_u)_t = \Delta \Sigma_u - \mathcal{C}(h'(\varphi) \Phi_u \sigma + h(\varphi) \Sigma_u) - u_C h(\varphi) \sigma \quad \text{in } Q, \quad (4.1c)$$

$$0 = \partial_u \Phi_u = \partial_u \Xi_u = \partial_u \Sigma_u \quad \text{on } \Gamma, \quad (4.1d)$$

$$\Phi_u(0) = 0, \quad \Sigma_u(0) = 0 \quad \text{in } \Omega. \quad (4.1e)$$

Theorem 4.1. For any $(u_P, u_\chi, u_C) \in \mathbb{R}^3$, there exists a unique triplet $(\Phi_u, \Xi_u, \Sigma_u)$ with

$$\Phi_u \in L^\infty(0,T; H^1(\Omega)) \cap L^2(0,T; H^3(\Omega) \cap H^1_N(\Omega)) \cap H^1(0,T; (H^1(\Omega))^'),$$

$$\Xi_u \in L^2(0,T; H^1(\Omega)),$$

$$\Sigma_u \in L^\infty(0,T; H^1(\Omega)) \cap L^2(0,T; H^3_N(\Omega)) \cap H^1(0,T; L^2(\Omega)),$$
satisfying $\Phi_u(0) = 0$, $\Sigma_u(0) = 0$ in $L^2(\Omega)$, (4.1b), (4.1c) a.e. in $Q$,

\[
\langle (\Phi_u)_t, \zeta \rangle_{H^1} = \int_\Omega - (m(\varphi)\nabla(\Xi_u - \chi \Sigma_u - u_\chi \nabla \sigma) + m'(\varphi)\Phi_u \nabla(\mu - \chi \sigma)) \cdot \nabla \zeta \, dx \\
+ \int_\Omega (P(g(\sigma) f'(\varphi) \Phi_u + f(\varphi) g'(\sigma) \Sigma_u) + u_P f(\varphi) g(\sigma)) \zeta \, dx
\]

(4.2)

for a.e. $t \in (0, T)$ and for all $\zeta \in H^1(\Omega)$. Furthermore, there exists a positive constant $C$, not depending on $(\Phi_u, \Xi_u, \Sigma_u, u_P, u_\chi, u_C)$ such that

\[
\begin{align*}
|\Phi_u|_{L^{\infty}(0,T;H^1)} &+ |\Sigma_u|_{L^{\infty}(0,T;H^1)} + |\Xi_u|_{L^2(0,T;H^1)} \\
&+ |\Sigma_u|_{L^2(0,T;H^2) \cap H^1(0,T)} \\
&\leq C \left( |u_P| + |u_\chi| + |u_C| \right).
\end{align*}
\]

(4.3)

Proof. It suffices to derive the a priori estimates that are necessary for a Galerkin procedure. In the following the symbol $C$ will denote positive constants not depending on $(\Phi_u, \Xi_u, \Sigma_u, u_P, u_\chi, u_C)$ and may vary from line to line.

First estimate. Let $D, F$ be positive constants yet to be determined. Testing (4.1a) with $D\beta \varepsilon \Phi_u$, (4.1b) with $-\Delta \Phi_u$ and also with $Dm(\varphi)\Xi_u$, and (4.1c) with $F\Sigma_u$, then we obtain after summing up the resulting equalities

\[
\frac{d}{dt} \left( \frac{1}{2} (D\beta \varepsilon |\Phi_u|_{L^2}^2 + F|\Sigma_u|_{L^2}^2) + \beta \varepsilon |\Delta \Phi_u|_{L^2}^2 \right) \\
+ F|\nabla \Sigma_u|_{L^2}^2 + D|m(\varphi)\Xi_u|_{L^2}^2 + FC|h^{\frac{1}{2}}(\varphi)\Sigma_u|_{L^2}^2 \\
= \int_\Omega - F\mathcal{C} h'(\varphi) \sigma \Phi_u \Sigma_u - Fu_C h(\varphi) \sigma \Sigma_u + \beta \varepsilon^{-1} \Psi''(\varphi) \Phi_u \Delta \Phi_u - \Xi_u \Delta \Phi_u \, dx \\
+ D \int_\Omega m(\varphi) \beta \varepsilon^{-1} \Psi''(\varphi) \Phi_u \Xi_u + \beta \varepsilon m'(\varphi) \Xi_u \nabla \varphi \cdot \nabla \Phi_u + \beta \varepsilon m(\varphi) \chi \nabla \Sigma_u \cdot \nabla \Phi_u \, dx \\
+ D \beta \varepsilon \int_\Omega u_\chi m(\varphi) \nabla \varphi \cdot \nabla \Phi_u - m'(\varphi) \Phi_u \nabla(\mu - \chi \sigma) \cdot \nabla \Phi_u \, dx \\
+ D \beta \varepsilon \int_\Omega \mathcal{P} g(\sigma) f'(\varphi) |\Phi_u|_{L^2}^2 + \mathcal{P} f(\varphi) g'(\sigma) \Sigma_u \Phi_u + u_P f(\varphi) g(\sigma) \Phi_u \, dx \\
=: J_1 + J_2 + \cdots + J_{12}.
\]

At this point let us mention a slight technicality. Consider the eigenfunctions of the Neumann-Laplacian as a basis for a Galerkin approximation, and denoting as $W_n$ the finite dimensional subspace of $H^1(\Omega)$ spanned by the first $n$ basis functions with the corresponding projection operator $\Pi_n$. Let $\Phi_{u,n}, \Xi_{u,n}$ denote the Galerkin approximation of $\Phi_u$ and $\Xi_u$, respectively, which are finite linear combinations of the basis functions. Then, to arrive at the above equality for the Galerkin approximations, one should test (4.1b) with $D\Pi_n(m(\varphi)\Xi_{u,n})$. Since $\Delta \Phi_{u,n} \in W_n$, it holds that $\Pi_n(\Delta \Phi_{u,n}) = \Delta \Phi_{u,n}$ and so

\[
\int_\Omega \beta \varepsilon \Delta \Phi_{u,n} \Pi_n(m(\varphi)\Xi_{u,n}) \, dx = \int_\Omega \beta \varepsilon \Delta \Phi_{u,n} m(\varphi)\Xi_{u,n} \, dx.
\]

Let us recall that from Theorem 2.1 $\varphi$ and $\nabla \varphi$ are bounded a.e. in $Q$, and so $h$, $f$ and $\Psi'$, and their first derivatives are bounded a.e. in $Q$. We now estimate the terms
Collecting the terms we obtain

\[ J_1 + J_2 \leq CF|\sigma|_{L^\infty} |\Phi_u|_{L^2} |\Sigma_u|_{L^2} + C |u\sigma|_{L^2} |\sigma|_{L^2} |\Sigma_u|_{L^2} \]
\[ \leq CF \left( |\sigma|_{H^2}^2 |\Sigma_u|_{L^2} + |\Phi_u|_{L^2}^2 + |u\sigma|_{L^2}^2 \right), \]
\[ J_3 + J_4 \leq C |\Phi_u|_{L^2}^2 + \frac{\beta \varepsilon}{2} |\Delta \Phi_u|_{L^2}^2 + (\beta \varepsilon)^{-1} |\Sigma_u|_{L^2}^2, \]
\[ J_5 + J_6 \leq DC |\Phi_u|_{L^2}^2 + \frac{D \sigma_0}{2} |\Sigma_u|_{L^2}^2 + DC |\nabla \Phi_u|_{L^2}^2, \]
\[ J_7 + J_8 \leq DC \left(|\nabla \Sigma_u|_{L^2}^2 + |\nabla \Phi_u|_{L^2}^2 + |u\sigma|_{L^2}^2 |\nabla \sigma|_{L^2}^2 \right), \]
\[ J_9 \leq DC |\nabla (\mu - \chi \sigma)|_{L^2} |\nabla \Phi_u|_{L^2} \left(|\Phi_u|_{L^2}^2 |\nabla \Phi_u|_{L^2} + |\Phi_u|_{L^2}^2 \right) \]
\[ \leq DC \left(1 + |\nabla (\mu - \chi \sigma)|_{L^2}^4 |\Phi_u|_{L^2}^2 + |\nabla \Phi_u|_{L^2}^2, \right) \]
\[ J_{10} + J_{11} + J_{12} \leq DC \left(|\Phi_u|_{L^2}^2 + |\Sigma_u|_{L^2}^2 + |u\sigma|_{L^2}^2 \right). \]

Collecting the terms we obtain

\[ \frac{1}{2} \frac{d}{dt} (D\beta \varepsilon |\Phi_u|_{L^2}^2 + |\Sigma_u|_{L^2}^2) - C \left(1 + |\sigma|_{H^2}^2 + D |\nabla (\mu - \chi \sigma)|_{L^2}^4 \right) \left(|\Phi_u|_{L^2}^2 + |\Sigma_u|_{L^2}^2 \right) \]
\[ + \frac{\beta \varepsilon}{2} |\Delta \Phi_u|_{L^2}^2 + \frac{D \sigma_0}{2} (\beta \varepsilon)^{-1} |\Sigma_u|_{L^2}^2 + (F - DC) |\nabla \Sigma_u|_{L^2}^2 \]
\[ \leq (1 + DC) |\nabla \Phi_u|_{L^2}^2 + DC \left(|\nabla \sigma|_{L^\infty(L^2)}^2 |u\sigma|_{L^2}^2 + |u\sigma|_{L^2}^2 + |u\sigma|_{L^2}^2 \right). \]

Choosing \( D > \frac{2}{\mu_0 \beta \varepsilon} \) and then \( F > DC \) so that upon using the inequality

\[ |\nabla \Phi|_{L^2}^2 = \int \Omega \Phi \Delta \Phi \, dx \leq |\Phi|_{L^2} |\Delta \Phi|_{L^2}, \quad (4.4) \]

we obtain

\[ \frac{d}{dt} \left(|\Phi_u|_{L^2}^2 + |\Sigma_u|_{L^2}^2 + |\Delta \Phi_u|_{L^2}^2 + |\nabla \Sigma_u|_{L^2}^2 \right) \]
\[ \leq C \left(1 + |\sigma|_{H^2}^2 + |\nabla (\mu - \chi \sigma)|_{L^2}^4 \right) \left(|\Phi_u|_{L^2}^2 + |\Sigma_u|_{L^2}^2 \right) + C \left(|u\sigma|_{L^2}^2 + |u\sigma|_{L^2}^2 + |u\sigma|_{L^2}^2 \right). \]

Applying a Gronwall argument and recalling that \( \sigma \in L^2(0, T; H^2), \nabla (\mu - \chi \sigma) \in L^4(Q) \) yields

\[ |\Phi_u|_{L^\infty(0,T;L^2)\cap L^2(0,T;H^2)} + |\Sigma_u|_{L^\infty(0,T;L^2)\cap L^2(0,T;H^2)} + |\nabla \Sigma_u|_{L^2(Q)} \]
\[ \leq C \left(|u\sigma|_{L^2}^2 + |u\sigma|_{L^2}^2 + |u\sigma|_{L^2}^2 \right). \quad (4.5) \]

**Second estimate.** Testing (4.1b) with \( (\Sigma_u)_t \) gives

\[ \frac{1}{2} \frac{d}{dt} |\nabla \Sigma_u|_{L^2}^2 + |(\Sigma_u)_t|_{L^2}^2 \leq C \left(|(\Sigma_u)_t|_{L^2} \left(|\sigma|_{L^\infty(L^4)} |\Phi_u|_{L^2} + |\Sigma_u|_{L^2} + |u\sigma|_{L^2} \right) \right). \]

Applying Young’s inequality and using (4.5) yields that \( \Sigma_u \) is bounded in \( L^\infty(0,T; H^1) \cap H^1(0,T; L^2) \). Then, viewing (4.1c) as an elliptic equation with right-hand side belonging to \( L^2(Q) \), we obtain altogether

\[ |\Sigma_u|_{L^\infty(0,T;H^1)\cap L^2(0,T;H^2)\cap H^1(0,T;L^2)} \leq C \left(|u\sigma|_{L^2}^2 + |u\sigma|_{L^2}^2 + |u\sigma|_{L^2}^2 \right). \quad (4.6) \]
Third estimate. Testing (4.1a) with an arbitrary test function $\zeta \in L^2(0, T; H^1)$ yields that
\[
\| (\Phi_u)_t \|_{L^2(0, T; (H^1)')} \leq n_1 |\nabla \Xi_u|_{L^2(Q)} + n_1 |\nabla \Sigma_u|_{L^2(Q)} + |u_\chi| n_1 |\nabla \sigma|_{L^2(Q)} \\
+ C |\Phi_u|_{L^2(L^\infty)} |\nabla (\mu - \chi \sigma)|_{L^\infty(L^2)} \\
+ C \left( \| \Phi_u \|_{L^2(Q)} + \| \Sigma_u \|_{L^2(Q)} + |u_p| \right).
\] (4.7)

Then, upon testing (4.1a) with $\Xi_u$ and (4.1b) with $-(\Phi_u)_t$, leads to
\[
d \frac{\beta \varepsilon}{2} \| \nabla \Phi_u \|_{L^2}^2 + \| \frac{1}{2} (\varphi) \nabla \Xi_u \|_{L^2}^2 \\
= \int \Omega m(\varphi) (\chi \nabla \Sigma_u + u_\chi \nabla \sigma) \cdot \nabla \Xi_u - m'(\varphi) \Phi_u \nabla (\mu - \chi \sigma) \cdot \nabla \Xi_u \, dx \\
+ \int \Omega P(\sigma) f'(\varphi) \Phi_u + f(\varphi) g(\sigma) \Sigma_u \Xi_u + u_p f(\varphi) g(\sigma) \Xi_u \, dx \\
- \int \Omega \beta \varepsilon^{-1} \Phi''(\varphi) \Phi_u (\Phi_u)_t \, dx \\
=: K_1 + K_2 + K_3.
\]

Thanks to the fact that $\mu, \sigma \in L^\infty(0, T; H^1)$, in applying the estimate (4.7) we have
\[
K_1 \leq C \left( \| \nabla \Sigma_u \|_{L^2}^2 + |u_\chi|^2 \| \nabla \sigma \|_{L^2}^2 + \| \nabla (\mu - \chi \sigma) \|_{L^\infty(L^2)} \| \Phi_u \|_{L^2}^2 \right) + \frac{n_0}{4} \| \nabla \Xi_u \|_{L^2}^2,
\]
\[
K_2 \leq C \left( \| \Phi_u \|_{L^2}^2 + \| \Sigma_u \|_{L^2}^2 + \| \Xi_u \|_{L^2}^2 + |u_p|^2 \right),
\]
\[
K_3 \leq C \left( \| \Phi''(\varphi) \|_{L^\infty(L^\infty)} \| \Phi_u \|_{H^1} + \| \Phi'''(\varphi) \|_{L^\infty(L^\infty)} \| \nabla \varphi \|_{L^\infty(L^1)} \| \Phi_u \|_{L^6} \right) \| (\Phi_u)_t \|_{(H^1)'} \\
\leq C \left( \| \Phi_u \|_{H^1}^2 + \| \Sigma_u \|_{H^1}^2 + |u_\chi|^2 \| \nabla \sigma \|_{L^2}^2 \right) + \frac{n_0}{4} \| \nabla \Xi_u \|_{L^2}^2
\]
\[
+ C \left( \| \Phi_u \|_{L^\infty}^2 \| \nabla (\mu - \chi \sigma) \|_{L^\infty(L^2)}^2 + |u_p|^2 \right).
\]

Collecting the terms yields the differential inequality
\[
d \frac{d}{dt} \| \nabla \Phi_u \|_{L^2}^2 + \| \nabla \Xi_u \|_{L^2}^2 \leq C \left( \| \Sigma_u \|_{H^1}^2 + \| \Phi_u \|_{H^2}^2 + \| \Xi_u \|_{L^2}^2 + |u_p|^2 + |u_\chi|^2 \right),
\]
and a Gronwall argument with (4.5), (4.6), whilst keeping in mind (4.7) leads to
\[
\| \Phi_u \|_{L^\infty(0, T; H^1)}, \| \Xi_u \|_{L^2(0, T; H^1)} \leq C (|u_p| + |u_\chi| + |u_c|).
\] (4.8)

Fourth estimate. Viewing (4.1b) as an elliptic equation for $\Phi_u$ and observing that the right-hand side now belongs to $L^2(0, T; H^1)$ (thanks to (4.8) and the boundedness of $\nabla \varphi$ a.e. in $Q$) it holds that
\[
\| \Phi_u \|_{L^2(0, T; H^1)} \leq C (|u_p| + |u_\chi| + |u_c|).
\] (4.9)

Uniqueness. As (4.1) is a system of equations that is linear in $(\Phi_u, \Xi_u, \Sigma_u)$, it suffices to show that $\Phi_u = \Xi_u = \Sigma_u = 0$ when $u_p = u_\chi = u_c = 0$. Thanks to the regularities stated in Theorem 4.1 the testing procedures to derive (4.5) remain valid. Then, substituting $u_p = u_\chi = u_c = 0$ yields that $\Phi_u = \Xi_u = \Sigma_u = 0$ a.e. in $Q$. □
4.2 Fréchet differentiability of the control-to-state map

**Theorem 4.2.** Under Assumption 2.1, for any \((u_p, u_x, u_C) \in \mathbb{R}^3\) such that \((P_u, \chi_u, C_u) \in \mathcal{U}_{ad}\), there exists a positive constant \(C\) not depending on \((u_p, u_x, u_C)\) such that

\[
\| (\theta_u, \rho_u, \xi_u) \|_\mathcal{Y} \leq C \left( |u_p|^2 + |u_x|^2 + |u_C|^2 \right),
\]

where \(\theta_u := \varphi_u - \varphi - \Phi_u, \rho_u := \mu_u - \mu - \Xi_u, \xi_u := \sigma_u - \sigma - \Sigma_u\), and \(\mathcal{Y}\) is the product Banach space

\[
\mathcal{Y} := \left[ L^2(0, T; H^2(\Omega)) \cap H^1(0, T; (H^2_x(\Omega))') \cap C^0([0, T]; L^2(\Omega)) \right] \\
\times L^2(Q) \times \left[ L^2(0, T; H^2(\Omega)) \cap L^\infty(0, T; H^1(\Omega)) \cap H^1(0, T; L^2(\Omega)) \right].
\]

In particular, the solution operator \(S : \mathbb{R}^3 \to \mathcal{Y}\) is Fréchet differentiable.

**Proof.** First we recall Taylor’s theorem with integral remainder for \(F \in C^2(\mathbb{R})\) and \(a, x \in \mathbb{R}\):

\[
F(x) = F(a) + F'(a)(x-a) + \int_0^1 F''(a + z(x-a))(1-z) \, dz.
\]

Then, using the definitions of \(\theta_u, \rho_u\) and \(\xi_u\) we have

\[
f(\varphi_u) - f(\varphi) - f'(\varphi)\Phi_u = f'(\varphi)\theta_u + (\varphi_u - \varphi)^2 R_f,
\]

where

\[
R_f := \int_0^1 f''(\varphi + z(\varphi_u - \varphi))(1-z) \, dz,
\]

and similar relations for \(m, h, g, \Psi'\) with remainders \(R_m, R_h, R_g\) and \(R_{\Psi}\) respectively also hold. Thanks to the boundedness of \(\varphi_u\) and \(\varphi\) a.e. in \(Q\), and the boundedness of \(g''\), it is easy to infer that \(R_f, R_h, R_g, R_{\Psi}\) are bounded a.e. in \(Q\).

Next, to determine the equations satisfied by \((\theta_u, \rho_u, \xi_u)\), note that

\[
C_u h(\varphi_u) \sigma_u - C h(\varphi) \sigma - C (h'(\varphi) \Phi_u \sigma + h(\varphi) \Sigma_u) - u_ch(\varphi) = (C_u - C)(h(\varphi_u) - h(\varphi)) (\sigma_u - \sigma) + C(h(\varphi_u) - h(\varphi)) (\sigma_u - \sigma) \\
+ (C_u - C)(h(\varphi_u) - h(\varphi))\sigma + C(h(\varphi_u) - h(\varphi) - h'(\varphi) \Phi_u \sigma) \\
+ (C_u - C)h(\varphi)(\sigma_u - \sigma) + C h(\varphi)(\sigma_u - \sigma + \Sigma_u) + (C_u - C - u_C) h(\varphi) \sigma \bigg|_{\sigma = 0} \\
= u_C ((h(\varphi_u) - h(\varphi)) (\sigma_u - \sigma) + \sigma(h(\varphi_u) - h(\varphi)) + h(\varphi)(\sigma_u - \sigma)) \\
+ C((h(\varphi_u) - h(\varphi)) (\sigma_u - \sigma) + \sigma(h(\varphi_u) - h(\varphi)) (\sigma_u - \sigma)) \\
=: X_{\sigma}.
\]

With a similar calculation we have

\[
\mathcal{P}_u f(\varphi_u)g(\sigma_u) - \mathcal{P} f(\varphi)g(\sigma) - \mathcal{P}(g(\sigma)f'(\varphi) \Phi_u + f(\varphi)g'(\sigma) \Sigma_u) - u_p f(\varphi)g(\sigma) \\
= u_p ((f(\varphi_u) - f(\varphi))(g(\sigma_u) - g(\sigma)) + g(\sigma)(f(\varphi_u) - f(\varphi))) \\
+ u_p f(\varphi)(g(\sigma_u) - g(\sigma)) + \mathcal{P} f(\varphi) \left[ g'(\sigma) \xi_u + (\sigma_u - \sigma) R_g \right] \\
+ \mathcal{P}(f(\varphi_u) - f(\varphi))(g(\sigma_u) - g(\sigma)) + g(\sigma) \left[ f'(\varphi) \theta_u + (\varphi_u - \varphi)^2 R_f \right] \\
=: X_{\varphi}.
\]
and
\[
m(\varphi_u)\nabla (\mu - \chi_u \sigma_u) - m(\varphi)\nabla (\mu - \chi \sigma) - m(\varphi)\nabla (\Xi_u - \chi \Sigma_u - u \chi) - m(\varphi)\Phi_u \nabla (\mu - \chi \sigma) = (m(\varphi_u) - m(\varphi))\nabla (\mu - \chi_u - \chi (\sigma_u - \sigma)) + \left[ m''(\varphi) \theta_u + (\varphi_u - \varphi)^2 R_m \right] \nabla (\mu - \chi \sigma) + m(\varphi)\nabla (\rho_u - \chi \xi_u) - \chi (m(\varphi_u) - m(\varphi))\nabla (\sigma_u - \sigma) - u \chi ((m(\varphi_u) - m(\varphi))\nabla \sigma + m(\varphi)\nabla (\sigma_u - \sigma)) =: \mathbf{X}_m + m(\varphi)\nabla \rho_u.
\]

Then, from the regularities stated in Theorem 2.1 and Theorem 4.1, \((\theta_u, \rho_u, \xi_u)\) satisfies
\[
\begin{align*}
\theta_u &\in L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; H^3(\Omega) \cap H_0^2(\Omega)) \cap H^1(0, T; (H^1(\Omega))^*) , \\
\rho_u &\in L^2(0, T; H^1(\Omega)), \\
\xi_u &\in L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; H_0^2(\Omega)) \cap H^1(0, T; L^2(\Omega)),
\end{align*}
\]
with \(\theta_u(0) = 0, \xi_u(0) = 0, \partial_t \theta_u = \partial_\nu \rho_u = \partial_\nu \xi_u = 0\) on \(\partial \Omega\),
\[
\begin{align*}
\rho_u &= \beta \varepsilon^{-1} (\Psi''(\varphi) \theta_u + (\varphi_u - \varphi)^2 R \theta) - \beta \varepsilon \Delta \theta_u \text{ in } Q, \\
(\xi_u)_t &= \Delta \xi_u - X_\sigma \text{ in } Q,
\end{align*}
\]
and
\[
\frac{1}{2} \int_\Omega (\theta_u)_t \zeta_H^2 + \frac{1}{2} \int_0^s \| \nabla \xi_u \|_{L^2}^2 dt = \int_0^s \int_\Omega -\mathbf{X}_m \cdot \nabla \zeta - m(\varphi)\nabla \rho_u \cdot \nabla \zeta + X \varphi \zeta \, dx (4.10a)
\]
(4.10b)
for a.e. \(t \in (0, T)\) and for all \(\zeta \in H^1(\Omega)\).

We now derive a priori estimates for \((\theta_u, \rho_u, \xi_u)\). Below the symbol \(C\) denotes positive constants that are not dependent on \((\theta_u, \rho_u, \xi_u, u_p, u_\chi, u_\sigma)\) and may vary from line to line, and the symbol \(\mathcal{F}\) is short for \((|u_p| + |u_\chi| + |u_\sigma|)\).

First estimate. Testing \((4.10b)\) with \(\xi_u\) and integrating in time gives
\[
\frac{1}{2} \int_\Omega (\xi_u(s))^2 \, dx + \int_0^s \| \nabla \xi_u \|_{L^2}^2 \, dt = \int_0^s \int_\Omega -X_\sigma \xi_u \, dx \, dt,
\]
for any \(s \in (0, T)\). By the Lipschitz continuity of \(h\), and the continuous dependence result \([2.4]\) from Theorem 2.2, we find that
\[
\begin{align*}
\| \xi_u \|_{L^2(0, s; L^2)} &\leq C (|\varphi_u - \varphi|_{L^2(\Omega)} |\sigma_u - \sigma|_{L^\infty(\Omega)} + |\sigma|_{L^\infty(\Omega)} |\theta_u|_{L^2(0, s; L^2)} ) \\
&+ C (|\sigma|_{L^\infty(\Omega)} |\varphi_u - \varphi|_{L^2(\Omega)} |\varphi_u - \varphi|_{L^\infty(\Omega)} + |\xi_u|_{L^2(0, s; L^2)} ) \\
&+ C |u_\sigma| (|\sigma|_{L^\infty(\Omega)} |\varphi_u - \varphi|_{L^2(\Omega)} + |\sigma_u - \sigma|_{L^2(\Omega)} ) \quad (4.12)
\end{align*}
\]
Hence, we obtain for any \(s \in (0, T)\),
\[
\begin{align*}
\| \xi_u(s) \|^2_{L^2(0, s; L^2)} + \| \nabla \xi_u \|^2_{L^2(0, s; L^2)} &\leq C (\| \xi_u \|^2_{L^2(0, s; L^2)} + \| \theta_u \|^2_{L^2(0, s; L^2)} ) + C (\mathcal{F}^2 + \mathcal{F}^3) .
\end{align*}
\]
Next, let us compute
\[
\|X_m\|^2_{L^2(0,s;L^2)} \leq \int_0^s \int_{\Omega} |m(\varphi) \chi \nabla \xi_u|^2 + |u_\chi m(\varphi) \nabla (\sigma_u - \sigma)|^2 \, dx \, dt \\
+ \int_0^s \int_{\Omega} |m(\varphi_u) - m(\varphi)|^2 |\chi \nabla (\sigma_u - \sigma) + u_\chi \nabla \sigma|^2 \, dx \, dt \\
+ \int_0^s \int_{\Omega} |m(\varphi_u) - m(\varphi)|^2 |\nabla (\mu_u - \mu) - u_\chi (\sigma_u - \sigma)|^2 \, dx \, dt \\
+ \int_0^s \int_{\Omega} |\mu''(\varphi)\theta_u + (\varphi_u - \varphi)^2 R_m|^2 |\nabla (\mu - \chi \sigma)|^2 \, dx \, dt
\]
(4.14)
and upon using the boundedness of \(\sigma, \nabla \sigma\) a.e. in \(Q\) and \(\nabla \mu \in L^2(0,T;H^2) \cap L^\infty(0,T;L^2)\) from Theorem [2.1] we find that
\[
L_1 \leq \chi^2 n_1^2 |\nabla \xi_u|^2_{L^2(0,s;L^2)} + C |u_\chi|^2 |\nabla (\sigma_u - \sigma)|^2_{L^2(Q)} , \\
L_2 \leq C |\varphi_u - \varphi|^2_{L^2(L^\infty)} \left( |\nabla (\sigma_u - \sigma)|_{L^\infty(L^2)} + |u_\chi|^2 \right) , \\
L_3 \leq C |\varphi_u - \varphi|^2_{L^2(L^\infty)} \left( |\nabla (\mu_u - \mu)|_{L^2(L^6)} + |u_\chi|^2 |\nabla (\sigma_u - \sigma)|_{L^2(L^6)} \right) , \\
L_4 \leq C \int_0^s |\theta_u|^2_{L^2} |\nabla (\mu - \chi \sigma)|^2_{L^\infty} \, dt \\
+ C |\varphi_u - \varphi|^2_{L^2(L^\infty)} |\varphi_u - \varphi|^2_{L^\infty(L^\infty)} |\nabla (\mu - \chi \sigma)|^2_{L^\infty(L^2)} .
\]
Let us remark here that we require continuous dependence for \(\varphi\) in \(L^\infty(0,T;L^\infty)\) and for \(\mu\) in \(L^2(0,T;W^{1,6})\), and the analogous continuous dependence result stated in [25, Thm. 3] is not sufficient to control \(L_3\) and \(L_4\).

Thanks to the continuous dependence results in Theorem [2.2] we easily infer
\[
\|X_m\|_{L^2(0,s;L^2)} \leq C \left( F^2 + F^3 + \left( \int_0^s |\theta_u|^2_{L^2} |\mu - \chi \sigma|^2_{H^3} \, dt \right)^{\frac{1}{2}} \right) + C n_1 |\nabla \xi_u|_{L^2(0,s;L^2)},
\]
(4.15)
and so
\[
\left| \int_0^s \int_{\Omega} X_m \cdot \nabla \theta_u \, dx \, dt \right| \leq C \left( F^4 + F^6 + \int_0^s |\mu - \chi \sigma|^2_{H^3} |\theta_u|^2_{L^2} \, dt \right) \\
+ |\nabla \theta_u|_{L^2(0,s;L^2)} + C \frac{n_1^2}{2} |\nabla \xi_u|^2_{L^2(0,s;L^2)} .
\]
(4.16)
Similarly, it holds that
\[
\|X_\varphi\|_{L^2(0,s;L^2)} \leq C \left( F^2 + F^3 + |\theta_u|^2_{L^2(0,s;L^2)} + |\xi_u|^2_{L^2(0,s;L^2)} \right) .
\]
(4.17)
Then, testing (4.11) with \(\zeta = \beta \varepsilon \theta_u\) and (4.10a) with \(D \theta_u\) and \(m(\varphi) \rho_u\) for some positive
constant $D$ yet to be determined, upon summing and integrating in time gives

$$\frac{\beta \varepsilon}{2} \left| \psi_n(s) \right|_{L^2}^2 + D \beta \varepsilon \left| \nabla \psi_n \right|_{L^2(0,s;L^2)} + \left| m'(\varphi) \rho_n \right|_{L^2(0,s;L^2)}$$

$$= \int_0^s \int_\Omega \left( -\beta \varepsilon \mathbf{X}_m \cdot \nabla \psi_n + \beta \varepsilon \mathbf{X}_n \cdot \psi_n + D \rho_n \cdot \psi_n \right) \, dx \, dt$$

$$- \int_0^s \int_\Omega \frac{1}{2} \beta \varepsilon \left( \nabla \psi_n \left( \frac{\Psi'(\varphi)}{\theta_n} \right) \cdot \frac{\Psi''(\varphi)}{\theta_n} \right) \, dx \, dt$$

$$+ \int_0^s \int_\Omega m(\varphi) \beta \varepsilon \left( \nabla \psi_n \cdot \nabla \psi_n + (\varphi_n - \varphi)^2 R \psi_{\theta_n} \right) \, dx \, dt$$

$$+ \int_0^s \int_\Omega \beta \varepsilon \left( \frac{m(\varphi) \beta \varepsilon}{\theta_n} \right) \, dx \, dt$$

$$\leq C \left( \mathcal{F}^4 + \mathcal{F}^6 \right) + \left( 1 + \frac{n_0^2}{n_0} \right) \left| \nabla \psi_n \right|_{L^2(0,s;L^2)}^2 + \frac{n_0^2}{2} \left| \rho_n \right|_{L^2(0,s;L^2)}^2$$

Adding (4.13) multiplied by a constant $E > \frac{\gamma n_1^2}{2}$ to the above, and choosing $D$ sufficiently large yields the integral inequality

$$\left| \xi_n(s) \right|_{L^2} + \left| \theta_n(s) \right|_{L^2} + \left| \nabla \xi_n \right|_{L^2(0,s;L^2)} + \left| \nabla \theta_n \right|_{L^2(0,s;L^2)} + \left| \rho_n \right|_{L^2(0,s;L^2)}^2$$

$$\leq C \int_0^s \left( 1 + \left| \mu - \chi \sigma \right|_{H^3}^2 \right) \left( \left| \xi_n \right|_{L^2}^2 + \left| \theta_n \right|_{L^2}^2 \right) \, dt + C \left( \mathcal{F}^4 + \mathcal{F}^6 \right)$$

for any $s \in (0,T)$, and by a Gronwall inequality in integral form we obtain

$$\left| \xi_n \right|_{L^\infty(0,T;L^2)} + \left| \theta_n \right|_{L^\infty(0,T;L^2)} + \left| \rho_n \right|_{L^2(Q)} \leq C \left( \mathcal{F}^2 + \mathcal{F}^3 \right). \quad (4.18)$$

**Second estimate.** Testing (4.10b) with $(\xi_n)_t$, and using (4.12) and (4.18) leads to

$$\left| (\xi_n)_t \right|_{L^2(Q)} + \left| \nabla \xi_n \right|_{L^\infty(0,T;L^2)} \leq C \left( \mathcal{F}^2 + \mathcal{F}^3 \right). \quad (4.19)$$

It is worth pointing out that here we used $\nabla (\xi_n)_t \in L^2(0,T;H^1)$ so that

$$\langle \nabla \xi_n, \nabla (\xi_n)_t \rangle_{H^1} = \frac{1}{2} \nabla \xi_n \left|_{L^2} \right|$$

**Third estimate.** By virtue of elliptic regularity, from (4.10a) and (4.10b) it is easy to see that

$$\left| \xi_n \right|_{L^2(H^2)} \leq C \left( \left| (\xi_n)_t \right|_{L^2(Q)} + \left| X_n \right|_{L^2(Q)} \right) \leq C \left( \mathcal{F}^2 + \mathcal{F}^3 \right),$$

$$\left| \theta_n \right|_{L^2(H^2)} \leq C \left( \left| \theta_n \right|_{L^2(H^1)} + \left| \rho_n \right|_{L^2(Q)} + \left| (\Psi'(\varphi) \theta_n) \right|_{L^2(Q)} \right) \leq C \left( \mathcal{F}^2 + \mathcal{F}^3 \right).$$

Next, consider an arbitrary test function $\zeta \in L^2(0,T;H^2)$ in (4.11), integrating by parts and recalling (4.15), (4.17), (4.18) yields

$$\left| \int_0^T \langle (\theta_n)_t, \zeta \rangle \, dt \right| = \int_0^T \int_\Omega \mathbf{X}_m \cdot \nabla \zeta + m(\varphi) \rho_n \Delta \zeta + \rho_n m'(\varphi) \nabla \zeta + X \varphi \zeta \, dx \, dt$$

$$\leq \left( \left| \mathbf{X}_m \right|_{L^2(Q)} + \left| C \rho_n \right|_{L^2(Q)} + \left| X \varphi \right|_{L^2(Q)} \right) \left| \zeta \right|_{L^2(0,T;H^2)}$$

$$\leq C \left( \mathcal{F}^2 + \mathcal{F}^3 \right) \left| \zeta \right|_{L^2(0,T;H^2)},$$
where by (4.18) it holds that
\[
\int_0^T |\theta_u|^2_{L^2} \|\mu - \chi \sigma\|^2_{H^3} \, dt \leq |\mu - \chi \sigma|^2_{L^2(H^3)} |\theta_u|^2_{L^\infty(L^2)} \leq C \left( \mathcal{F}^3 + \mathcal{F}^0 \right).
\]

Altogether we have
\[
|\xi_u|_{L^2(0,T;H^2)} + |\theta_u|_{L^2(0,T;H^2) \cap H^1(0,T;H^2_\delta')} \leq C \left( \mathcal{F}^2 + \mathcal{F}^3 \right). \tag{4.20}
\]

### 4.3 Solvability of the adjoint system

In order to simplify the necessary optimality conditions for the minimizer \((P_*, \chi_*, C_*)\) obtained in Theorem 3.1, it is convenient to first study the following adjoint system:

\[\begin{align*}
-p_t + \beta \varepsilon \Delta q &= \beta \varepsilon^{-1}\Psi''(\varphi)q - m'(\varphi)\nabla(\mu - \chi \sigma) \cdot \nabla p \\
+ \mathcal{P} f'(\varphi)g(\sigma)p - Ch'(\varphi)\sigma r + \beta Q(\varphi - \varphi_Q) &\quad \text{in } Q, \tag{4.21a} \\
q &= \text{div}(m(\varphi)\nabla p) &\quad \text{in } Q, \tag{4.21b} \\
n_\tau = \Delta \varepsilon - \text{div}(\chi m(\varphi)\nabla p) - Ch(\varphi) r + \mathcal{P} f(\varphi)g'(\sigma)p &\quad \text{in } Q, \tag{4.21c} \\
0 = \partial_n p = \partial_n q = \partial_n r &\quad \text{on } \Gamma, \tag{4.21d} \\
p(T) = \beta \varphi_0(\varphi(T) - \varphi_Q), \quad r(T) = 0 &\quad \text{in } \Omega. \tag{4.21e}
\end{align*}\]

The unique solvability of (4.21) is given in the following theorem.

**Theorem 4.3.** Under Assumption 2.1, \(p_0, \varphi_Q \in L^2(Q), \varphi_0 \in L^2(\Omega)\), for any \((P, \chi, C) \in U_{ad}\), there exists a unique triplet \((p, q, r)\) associated to \(S(P, \chi, C) = (\varphi, \mu, \sigma)\) with

\[\begin{align*}
p &\in L^2(0,T;H^2_\delta(\Omega)) \cap H^1(0,T;((H^2_\delta(\Omega))') \cap C^0([0,T];L^2(\Omega)), \\
q &\in L^2(0,T;L^2(\Omega)), \\
r &\in L^2(0,T;H^2_\delta(\Omega)) \cap L^\infty(0,T;H^1(\Omega)) \cap H^1(0,T;L^2(\Omega)),
\end{align*}\]

satisfying \(p(T) = \beta \varphi_0(\varphi(T) - \varphi_Q), r(T) = 0\) in \(L^2(\Omega)\), (4.21b), (4.21c), and

\[
0 = -p_n + \int_\Omega \beta \varepsilon q \Delta \zeta - \beta \varepsilon^{-1}\Psi''(\varphi)q \zeta + m'(\varphi)\zeta \nabla(\mu - \chi \sigma) \cdot \nabla p \, dx \\
+ \int_\Omega Ch'(\varphi)\sigma r \zeta - \mathcal{P} f'(\varphi)g(\sigma)p \zeta - \beta Q(\varphi - \varphi_Q) \zeta \, dx \tag{4.22}
\]

for a.e. \(t \in (0,T)\) and for all \(\zeta \in H^2_\delta(\Omega)\).

**Proof.** Once again the proof employs a Galerkin approximation. In the following the symbol \(C\) denotes positive constants not depending on \(p, q\) and \(r\), and may vary from line to line.

**First estimate.** Testing (4.21c) with \(r\), integrating in time from \(s \in [0,T]\) to \(T\) yields

\[
\frac{1}{2} |r(s)|^2_{L^2} + \frac{1}{2} |\nabla r|^2_{L^2(s,T;L^2)} \leq C |p|_{L^2(s,T;L^2)} |r|_{L^2(s,T;L^2)}^2 + \frac{\lambda^2 Q_1^2}{2} |\nabla p|^2_{L^2(s,T;L^2)}, \tag{4.23}
\]
where we have neglected the non-negative term \(Ch(\varphi)|r|^2\). Meanwhile, testing (4.21a) with \(m(\varphi)p\), testing (4.21b) with \(\beta q\) and \(D p\) for some positive constant \(D\) yet to be determined, and upon summing leads to

\[-\frac{1}{2} \frac{d}{dt} \left( \int_\Omega m(\varphi) |p|^2 \, dx \right) + \beta \varepsilon |q|_2^2 + D |m(\varphi) \nabla p|_2^2 \]

\[= \int_\Omega -m'(\varphi) \varphi_t |p|^2 \, dx + \beta \varepsilon m'(\varphi) p \nabla q \cdot \nabla \varphi - m(\varphi) m'(\varphi) p \nabla (\mu - \chi \sigma) \cdot \nabla p \, dx \]

\[+ \int_\Omega \beta \varepsilon^{-1} \Psi''(\varphi) m(\varphi) pq - D pq + \beta Q(\varphi - \varphi_Q) m(\varphi) p \, dx \]

\[+ \int_\Omega P f'(\varphi) g(\sigma) m(\varphi) |p|^2 - Ch'(\varphi) m(\varphi) \sigma r \, dx \]

\[= M_1 + M_2 + M_3. \tag{4.24} \]

The boundedness of \(f, g, m, h\) and their derivatives, as well as the boundedness of \(\sigma\) and \(\Psi''(\varphi)\) a.e. in \(Q\) allow us to infer

\[M_2 + M_3 \leq C (1 + D^2) \left( |p|_2^2 + |r|_2^2 + |\varphi - \varphi_Q|_2^2 \right) + \frac{\beta \varepsilon}{4} |q|_2^2. \tag{4.25} \]

Next, thanks to Theorem 2.1, we have \(\varphi_t \in L^2(Q), \nabla \varphi \in L^\infty(0, T; L^\infty), \Delta \varphi \in L^2(0, T; H^2)\) and \(\nabla (\mu - \chi \sigma) \in L^2(0, T; H^2)\), and so after integrating by parts and applying the Gagliardo–Nirenberg inequality (1.2) we see that

\[M_1 = \int_\Omega -m'(\varphi) \varphi_t |p|^2 \, dx - \beta \varepsilon \left( m''(\varphi) |\nabla \varphi|^2 + m'(\varphi) \Delta \varphi \right) pq \, dx \]

\[\leq C |\varphi|_2 \left( |p|_2 \nabla p \cdot \nabla \varphi + m(\varphi) m'(\varphi) p \nabla (\mu - \chi \sigma) \cdot \nabla p \right) \]

\[\leq C (1 + |\Delta \varphi|_2) \left[ C (1 + |\Delta \varphi|_2) + \frac{\beta \varepsilon}{4} |q|_2^2 + C \left( 1 + |\varphi|_2^2 + |\Delta \varphi|_2 \right) |\nabla p|_2^2 \right. \]

\[\left. + C (1 + |\varphi|_2^2 + |\Delta \varphi|_2 \right) |\nabla (\mu - \chi \sigma)|_2 \right) |p|_2^2. \]

Hence, integrating (4.24) in time from \(s \in [0, T]\) to \(T\) and using the above estimates we have

\[\frac{n_0}{2} |p(s)|_2^2 - C \int_s^T \left( 1 + D^2 + |\varphi|_2^2 + |\Delta \varphi|_2 \right. \]

\[\left. + |\nabla (\mu - \chi \sigma)|_2 \right) \left( |p|_2^2 \right. \]

\[\left. + \frac{\beta \varepsilon}{2} |q|_2^2 \right) \left( |r|_2^2 + Dm_0 - C(m'(\varphi) |\nabla \varphi|_2^2) \right) |\nabla p|_2^2 \]

\[\leq C (1 + D^2) \left[ |r|_2^2 + |\nabla (\mu - \chi \sigma)|_2 \right) \left( |p|_2^2 + |r|_2^2 \right). \]

Adding the above inequality to (4.23), and choose \(D\) sufficiently large, so that the pre factor of \(|\nabla p|_2^2(s, T, L^2)\) is positive then yields

\[|p(s)|_2^2 + |r(s)|_2^2 + |q|_2^2(s, T, L^2) + |\nabla p|_2^2(s, T, L^2) + |\nabla r|_2^2(s, T, L^2) \]

\[\leq C \int_s^T \left( 1 + |\varphi|_2^2 + |\Delta \varphi|_2 \right. \]

\[\left. + |\nabla (\mu - \chi \sigma)|_2 \right) \left( |p|_2^2 + |r|_2^2 \right) \, dt \]

\[+ C |\varphi - \varphi_Q|_2^2(Q) + C |\varphi(T) - \varphi|_2^2. \tag{4.26} \]

for any \(s \in [0, T]\), and a Gronwall argument leads to

\[|p|_L^\infty(0, T; L^2) \cap L^2(0, T; H^1) + |r|_L^\infty(0, T; L^2) \cap L^2(0, T; H^1) + |q|_L^2(0, T; H^1) \leq C. \tag{4.27} \]
**Second estimate.** As \(q \in L^2(Q)\) and \(m(\varphi)\) is uniformly Lipschitz, owing to elliptic regularity \([19\text{ Thm. 2.4.2.7} ]\) we have

\[
|p|_{L^2(0,T;H^2)} \leq C.
\]

Then, it is easy to see that \(\text{div}(m(\varphi) \nabla p) \in L^2(Q)\). By testing \((4.21c)\) with \(r_t\) we have that \(\nabla r \in L^\infty(0,T;L^2)\) and \(r_t \in L^2(Q)\). Elliptic regularity then provides \(r \in L^2(0,T;H^2)\), and altogether it holds that

\[
|r|_{L^2(0,T;H^2)} \leq C. \quad (4.28)
\]

**Third estimate.** Testing \((4.21a)\) with an arbitrary test function \(\zeta \in L^2(0,T;H^2_N)\) and integrating by parts yields

\[
\int_0^T \langle p_t, \zeta \rangle \, dt \leq C \|q\|_{L^2(Q)} (|\Delta \zeta|_{L^2(Q)} + |\zeta|_{L^2(Q)} + \|\nabla \mu\|_{L^2(\Omega)}|\nabla \zeta|_{L^2(\Omega)} + \|\zeta\|_{L^2(\Omega)} + |r|_{L^2(Q)} + |\varphi - \varphi_0|_{L^2(Q)} + C|\zeta|_{L^2(0,T;H^2)};
\]

and so

\[
|p_t|_{L^2(0,T;H^2_N)} \leq C. \quad (4.29)
\]

**Uniqueness.** Let \(p := p_1 - p_2\), \(q := q_1 - q_2\) and \(r := r_1 - r_2\) denote the difference between two solutions to \((4.21)\) with the same initial data, then it holds that

\[
p \in L^2(0,T;H^2_N(\Omega)) \cap H^1(0,T;(H^2_N(\Omega))') \cap L^\infty(0,T;L^2(\Omega)),
\]

\[
q \in L^2(0,T;L^2(\Omega)),
\]

\[
r \in L^2(0,T;H^2_N(\Omega)) \cap L^\infty(0,T;H^1(\Omega)) \cap H^1(0,T;L^2(\Omega)),
\]

satisfying \(r(T) = p(T) = 0\), \((4.21b)\), \((4.21c)\) and

\[
0 = \langle -p_t, \zeta \rangle_{H^2} + \int_\Omega \beta \varepsilon q \Delta \zeta - \beta \varepsilon^{-1} \Psi''(\varphi)q \zeta + m'(\varphi) \varphi \zeta \nabla \mu : \nabla p \, dx
+ \int_\Omega C h'(\varphi) \sigma \zeta - P f'(\varphi) g(\sigma) p \zeta \, dx \quad (4.30)
\]

for a.e. \(t \in (0,T)\) and for all \(\zeta \in H^2(\Omega)\). Using the boundedness of \(\varphi\) and \(\nabla \varphi\) in \(Q\), the boundedness of \(p\) in \(L^\infty(0,T;L^2) \cap L^2(0,T;H^2_N)\), and the boundedness of the second derivatives \(\partial_\nu \varphi\) in \(L^2(0,T;H^2) \cap L^\infty(0,T;H^1)\), it is easy to see that \(m(\varphi)p \in L^2(0,T;H^2_N)\), and so we can substitute \(\zeta = m(\varphi)p\) in \((4.30)\). This gives

\[
- \frac{1}{2} \frac{d}{dt} \int_\Omega m(\varphi)|p|^2 \, dx + \int_\Omega m'(\varphi) \varphi \frac{1}{2} |p|^2 + (Ch'(\varphi) \sigma r - P f'(\varphi) g(\sigma) p)m(\varphi) p \, dx
+ \int_\Omega \beta \varepsilon q \left( \text{div}(m(\varphi) \nabla p) + m''(\varphi) p |\nabla \varphi|^2 + m'(\varphi) \nabla p \cdot \nabla \varphi + m'(\varphi) p \Delta \varphi \right) \, dx
+ \int_\Omega m'(\varphi) m(\varphi) p \nabla(\mu - \chi \sigma) : \nabla p - \beta \varepsilon^{-1} \Psi''(\varphi) m(\varphi)p \, dq \, dx = 0.
\]

Using \((4.21b)\) in the above equality allows us to simplify the product \(q \text{div}(m(\varphi) \nabla p)\) to \(|q|^2\). Then, testing \((4.21b)\) with \(Dp\) and \((4.21c)\) with \(r\) in the same spirit as the derivation of \((4.27)\) leads to the integral inequality \((4.26)\) without the second and third terms on the right-hand side. A Gronwall argument \((19\text{ Lem. 3.1})\) with \(\alpha = 0\) then gives

\[
|p|_{L^\infty(0,T;L^2)} \cap L^2(0,T;H^2) + |r|_{L^\infty(0,T;L^2)} \cap L^2(0,T;H^1) + |q|_{L^2(Q)} \leq 0,
\]

which yields the uniqueness of solutions.
4.4 Necessary optimality conditions

Let \((a, b, c) \in \mathcal{U}_{ad}\) be arbitrary and set \(u = (u_p, u_x, u_C) \in \mathbb{R}^3\) as \(u_p = a - \mathcal{P}_*, u_x = b - \chi_*, u_C = c - C_*\), where \((\mathcal{P}_*, \chi_*, C_*)\) denotes a minimizer obtained from Theorem 3.1. Recalling the linearized state variables \((\Phi_u, \Xi_u, \Sigma_u)\) associated to \(u\) and introducing the reduced functional as

\[
\mathcal{J}(\mathcal{P}, \chi, C) := \mathcal{J}(\mathcal{S}_1(\mathcal{P}, \chi, C), \mathcal{P}, \chi, C),
\]

then by Theorem 4.2 it is Fréchet differentiable with respect to \(\mathcal{P}, \chi\) and \(C\) with the derivative in the direction \(u\) given as

\[
\mathcal{D}\mathcal{J}(\mathcal{P}_*, \chi_*, C_*)[u] = \int_0^T \int_{\Omega} \beta_0(\varphi_* - \varphi_0)\Phi_u dx dt + \int_\Omega \beta_0(\varphi_0(T) - \varphi_0)\Phi_u(T) dx
+ \beta_p \varphi_0 u_p + \beta_\chi \chi_* u_x + \beta_C C_* u_C.
\]

The above expression is non-negative as \((\mathcal{P}_*, \chi_*, C_*)\) is a minimizer. Let us point out that thanks to the (compact) embedding \(L^\infty(0, T; \mathcal{H}^1) \cap \mathcal{H}^1(0, T; (\mathcal{H}^1)') \subset C^0([0, T]; \mathcal{L}^2)\), the value of \(\Phi_u(T)\) is well-defined. The goal is to use the linearized state equations (4.1) and the adjoint equations (4.2b) to simplify the above expression.

**Theorem 4.4.** Under Assumption 2.1 \(\varphi \in L^2(Q), \varphi_0 \in L^2(\Omega)\), let \((\mathcal{P}_*, \chi_*, C_*) \in \mathcal{U}_{ad}\) denote a minimizer to (3.1) with corresponding state variables \(S(\mathcal{P}_*, \chi_*, C_*) = (\varphi_*, \mu_*, \sigma_*)\) and adjoint variables \((p, q, r)\). Then, \((\mathcal{P}_*, \chi_*, C_*)\) necessarily satisfies

\[
\int_0^T \int_{\Omega} (a - \mathcal{P}_*) f(\varphi_*) g(\sigma_*) p + (b - \chi_*) m(\varphi_*) \nabla \sigma_*, \nabla p - (c - C_*) h(\varphi_*) \sigma_* r dx dt
+ \beta_p \mathcal{P}_* (a - \mathcal{P}_*) + \beta_\chi \chi_*(b - \chi_*) + \beta_C C_*(c - C_*) \geq 0
\]

for all \((a, b, c) \in \mathcal{U}_{ad}\).

**Proof.** Testing (4.22) with \(\Phi_u \in L^2(0, T; \mathcal{H}^3)\) leads to

\[
\int_\Omega \beta_0(\varphi_0(T) - \varphi_0)\Phi_u(T) dx + \int_0^T \int_{\Omega} \beta_0(\varphi_* - \varphi_0)\Phi_u dx dt
= \int_0^T \langle (\Phi_u)_t, p \rangle_{\mathcal{H}^1} + \int_{\Omega} \beta_\varepsilon \Delta \Phi_u - \beta_\varepsilon^{-1} \Phi''(\varphi) \Phi_u \rangle \eta dx dt
= -\Xi_u \text{ by (4.11)}
+ \int_{\Omega} m'(\varphi_*) \Phi_u \nabla (\mu_* - \chi_*) \cdot \nabla p - \mathcal{P}_* f'(\varphi_*) g(\sigma_*) p \Phi_u + C_* h'(\varphi_*) \sigma_* \Phi_u r dx dt.
\]

Meanwhile, testing (4.2) with \(p\) yields

\[
\int_0^T \langle (\Phi_u)_t, p \rangle_{\mathcal{H}^1} dt + \int_{\Omega} m'(\varphi_*) \Phi_u \nabla (\mu_* - \chi_*) \cdot \nabla p - \mathcal{P}_* f'(\varphi_*) g(\sigma_*) \Phi_u p dx dt
= \int_0^T \int_{\Omega} -(\varphi_*) \nabla (\Xi_u - \chi_*) \cdot \nabla p dx dt
+ \int_{\Omega} \mathcal{P}_* f(\varphi_*) g'(\sigma_*) \Sigma_u p + u_p f(\varphi_*) g(\sigma_*) p dx dt.
\]

We obtain from combining the above two equalities:

\[
\int_{\Omega} \beta_0(\varphi_0(T) - \varphi_0)\Phi_u(T) dx + \int_0^T \int_{\Omega} \beta_0(\varphi_* - \varphi_0)\Phi_u dx dt
= \int_0^T \int_{\Omega} -(\varphi_*) \nabla (\Xi_u - \chi_*) \cdot \nabla p + m(\varphi_*) \nabla (\chi_* \Sigma_u + u_{\chi} \nabla \sigma_*) \cdot \nabla p dx dt
= 0 \text{ by (4.11b)}
+ \int_0^T \int_{\Omega} \mathcal{P}_* f(\varphi_*) g'(\sigma_*) \Sigma_u p + u_p f(\varphi_*) g(\sigma_*) p + C_* h'(\varphi_*) \sigma_* \Phi_u r dx dt.
\]
Then, testing (4.1c) with \( r \) and (4.2c) with \( \Sigma_u \) gives

\[
\int_0^T \int_{\Omega} -C_* (h'(\varphi_\ast) \Phi u \sigma_r + h(\varphi_\ast) \Sigma u r) - u_C h(\varphi_\ast) \sigma_r \, dx \, dt \\
= \int_0^T \int_{\Omega} (\Sigma_u) r + \nabla \Sigma_u \cdot \nabla r \, dx \, dt \\
= \int_0^T \int_{\Omega} \chi_m \sigma \nabla \varphi \cdot \nabla \Sigma u - C_* h(\varphi_\ast) \Sigma_u r + \mathcal{P}_s f(\varphi_\ast) g'(\sigma_\ast) p \Sigma u \, dx \, dt.
\]

This implies that

\[
\int_{\Omega} \beta \varphi(T) - \varphi_\Omega \Phi u(T) \, dx + \int_0^T \int_{\Omega} \beta Q(\varphi - \varphi_Q) \Phi u \, dx \, dt \\
= \int_0^T \int_{\Omega} u \chi_m \sigma \nabla \varphi \cdot \nabla \Sigma u + u p f(\varphi_\ast) g(\sigma_\ast) p - u_C h(\varphi_\ast) \sigma_r \, dx \, dt.
\]

\[
\square
\]

5 Results for constant mobility

In the proof of Theorem 2.1, we required a \( C^4 \)-boundary to deduce the high order estimates \( \nabla \varphi \in L^\infty(0, T; L^\infty) \) and \( \mu \in L^\infty(0, T; H^1) \) so that we can prove continuous dependence with a variable mobility \( m(\varphi) \). A natural question is whether a similar well-posedness result holds for general convex domain \( \Omega \subset \mathbb{R}^2 \) with polygonal boundary, which may be more suited for numerical analysis and simulations. The answer is positive when the mobility \( m(\varphi) \) is constant. Due to consideration of a possibly non-smooth boundary, at best we can expect \( H^2(\Omega) \)-regularity. However, in light of the lower regularity, the assumptions on the potential \( \Psi \) can be further relaxed:

(A5) The potential \( \Psi \in C^2(\mathbb{R}) \) is non-negative and there exists positive constants \( R_1, R_2, \ R_3, R_4 \) and \( R_5 \) such that for all \( s, t \in \mathbb{R} \),

\[
\Psi(s) \geq R_1 |s|^2 - R_2, \quad |\Psi'(s)| \leq R_3 (1 + \Psi(s)), \quad |\Psi''(s)| \leq R_4 (1 + |s|^2), \\
|\Psi'(s) - \Psi'(t)| \leq R_5 (1 + |s|^2 + |t|^2) |s - t|, \\
|\Psi''(s) - \Psi''(t)| \leq R_5 (1 + |s|^{-2} + |t|^{-2}) |s - t|
\]

for some exponents \( q \in [1, \infty) \) and \( r \in [1, \infty) \).

The assertion is given as follows.

Theorem 5.1 (Well-posedness for convex polygonal domains). Let \( \Omega \subset \mathbb{R}^2 \) be a convex polygonal domain, and in addition assume \( m(\cdot) \equiv 1 \) and \( \varphi_0, \sigma_0 \in H^2_N(\Omega) \), then under [(A2), (A3) and (A5)], there exists a triplet of functions \( (\varphi, \mu, \sigma) \) with:

\[
\varphi \in L^\infty(0, T; H^2_N(\Omega)) \cap H^1(0, T; L^2(\Omega)) \cap C^0(\bar{\Omega}), \\
\mu \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^2_N(\Omega)), \\
\sigma \in L^\infty(0, T; H^2_N(\Omega)) \cap H^1(0, T; H^2_N(\Omega)) \cap C^0(\bar{\Omega}),
\]

and satisfies \( \varphi(0) = \varphi_0, \sigma(0) = \sigma_0 \) in \( L^2(\Omega) \), and (1.1a), (1.1c) a.e. in \( Q \). Furthermore, let \( \{ (\varphi_i, \mu_i, \sigma_i) \}_{i=1}^2 \) denote two solutions to (1.1) with the above regularities corresponding to data \( \{ \varphi_{0,i}, \sigma_{0,i}, \mathcal{P}_i, C_i, \chi_i \}_{i=1}^2 \). Then, there exists a positive constant \( C \), not depending on
the differences \( \varphi_1 - \varphi_2, \mu_1 - \mu_2, \sigma_1 - \sigma_2, \mathcal{P}_1 - \mathcal{P}_2, \chi_1 - \chi_2, C_1 - C_2, \varphi_{0,1} - \varphi_{0,2} \) and \( \sigma_{0,1} - \sigma_{0,2} \), such that

\[
\| \varphi_1 - \varphi_2 \|_{L^\infty(H^1) \cap L^2(H^2)} + \| \sigma_1 - \sigma_2 \|_{L^\infty(H^1) \cap L^2(H^2)} + \| \mu_1 - \mu_2 \|_{L^2(H^1)} \leq C (\| \mathcal{P}_1 - \mathcal{P}_2 \| + |C_1 - C_2| + |\chi_1 - \chi_2| + |\varphi_{0,1} - \varphi_{0,2}|_{H^1} + |\sigma_{0,1} - \sigma_{0,2}|_{H^1}).
\]

(5.1)

Proof. We will sketch the derivation of the a priori estimates required by a Galerkin approximation. Below, the symbol \( C \) denotes positive constants that are independent of \( (\varphi, \mu, \sigma) \) and may vary from line to line.

First estimate. Testing (1.1a) (for \( m = 1 \)) with \( \mu + \chi \sigma \), (1.1b) with \( \varphi_t \) and (1.1c) with \( D \sigma \), for some positive constant \( D \) yet to be determined, leads to the energy identity

\[
\frac{d}{dt} \int_\Omega \left( A \Psi(\varphi) + \frac{B}{2} |\nabla \varphi|^2 + \frac{D}{2} |\sigma|^2 \right) dx + \int_\Omega (|\nabla \mu|^2 + D |\nabla \sigma|^2 + 2 \Delta \psi h(\varphi) |\sigma|^2) dx = \int_\Omega (\mathcal{P} f(\varphi) g(\sigma)(\mu + \chi \sigma) - \chi \nabla \mu \cdot \nabla \sigma) dx.
\]

(5.2)

We estimate the right-hand side as follows:

\[
|\text{RHS}| \leq C \| \mu - \bar{\mu} \|_{L^1} + C |\bar{\mu}| + C |\sigma|_{L^2}^2 + \frac{1}{4} |\nabla \mu|_{L^2}^2 + \chi^2 |\nabla \sigma|_{L^2}^2 \leq C + \frac{1}{2} |\nabla \mu|_{L^2}^2 + \chi^2 |\nabla \sigma|_{L^2}^2 + C |\sigma|_{L^2}^2 + C |\Psi(\varphi)|_{L^1},
\]

where we have used (A5) so that

\[
C |\mu - \bar{\mu}|_{L^1} \leq C |\nabla \mu|_{L^2} \leq \frac{1}{4} |\nabla \mu|_{L^2}^2 + C,
\]

and \( |\bar{\mu}| \leq \beta \varepsilon^{-1} |\Psi'(\varphi)|_{L^1} \leq C(1 + |\Psi(\varphi)|_{L^1}). \)

Choosing \( D > \chi^2 \) and using (5.3) to estimate the right-hand side of (5.2), applying Gronwall’s inequality in integral form [15, Lem. 3.1], the Poincaré inequality and (A5), we obtain

\[
|\Psi(\varphi)|_{L^\infty(0,T;L^1)} + |\varphi|_{L^\infty(0,T;H^1)} + |\sigma|_{L^\infty(0,T;L^2) \cap L^2(0,T;H^1)} + |\mu|_{L^2(0,T;H^1)} \leq C.
\]

(5.4)

Second estimate. Testing (1.1c) with \( \sigma_t \) shows that \( \sigma_t \) is bounded in \( L^2(Q) \) and \( \sigma \) is bounded in \( L^\infty(0,T;H^1) \). Then, viewing (1.1c) as an elliptic equation for \( \sigma \) with right-hand side belonging to \( L^2(Q) \) and applying the elliptic regularity for convex domains [19 §3, Thm. 3.2.1.3] we see that \( \sigma \) is bounded in \( L^2(0,T;H^2) \). Furthermore, by the Sobolev embedding \( H^1(\Omega) \subset L^p(\Omega) \) for all \( p < \infty \), it is easy to see that \( \mu - \beta \varepsilon^{-1} \Psi'(\varphi) \in L^2(Q) \) and hence \( \varphi \) is bounded in \( L^2(0,T;H^2) \). This yields

\[
|\varphi|_{L^2(0,T;H^2)} + |\sigma|_{L^2(0,T;H^2) \cap L^\infty(0,T;H^1) \cap H^1(0,T;L^2)} \leq C.
\]

(5.5)

Third estimate. Next, testing (1.1a) (for \( m = 1 \)) with \( \beta \varepsilon \varphi_t \) and the time derivative of (1.1b) with \( \mu \), upon adding leads to

\[
\frac{d}{dt} \frac{1}{2} |\mu|_{L^2}^2 + \beta \varepsilon |\varphi_t|_{L^2}^2 = \int_\Omega -\chi \beta \varepsilon \Delta \sigma \varphi_t + \mathcal{P} \beta \varepsilon f(\varphi) g(\sigma) \varphi_t + \beta \varepsilon^{-1} \Psi''(\varphi) \varphi_t \mu dx 
\leq C (1 + |\Delta \sigma|_{L^2}) |\varphi_t|_{L^2} + C (1 + |\varphi|_{L^\infty}) |\mu|_{L^2} |\varphi_t|_{L^2} 
\leq C (1 + |\Delta \sigma|_{L^2}^2 + |\Delta \varphi|_{L^2} |\mu|_{L^2}) + \frac{\beta \varepsilon}{2} |\varphi_t|_{L^2}^2.
\]
where we used the elliptic estimate \((1.4)\), the boundedness of \(\varphi \in L^\infty(0, T; H^1)\) from \((5.4)\) and the Brézis–Gallouet inequality \((1.3)\) to estimate

\[
\|\varphi\|_{L^\infty}^q \leq C \left( 1 + (\ln (1 + \|\Delta \varphi\|_{L^2}))^{\frac{q}{2}} \right) \leq C \left( 1 + \|\Delta \varphi\|_{L^2}^{\frac{q}{2}} \right),
\]

compare \cite{25} §5, First estimate]. The above differential inequality yields \(\mu \in L^\infty(0, T; L^2)\) and \(\varphi_t \in L^2(Q)\). Let us point out that \(\mu(0) := \beta \varepsilon^{-1} \Psi'(\varphi_0) - \beta \varepsilon \Delta \varphi_0 \in L^2(\Omega)\) by the assumption \(\varphi_0 \in H^2(\Omega)\). Then, viewing \((1.1a)\) as an elliptic equation for \(\mu\) with right-hand side in \(L^2(Q)\), and employing \cite{19} §3, Thm. 3.2.1.3] yields \(\mu \in L^2(0, T; H^2)\). Similarly, viewing \((1.1b)\) as an elliptic equation for \(\varphi\) with \(\mu - \beta \varepsilon^{-1} \Psi'(\varphi) \in L^\infty(0, T; L^2)\) we have \(\varphi \in L^\infty(0, T; H^2)\). Altogether we have

\[
\|\varphi\|_{L^\infty(0,T;H^2)} + \|\mu\|_{L^2(0,T;H^2)} \leq C.
\]  

(5.6)

**Fourth estimate.** Following the proof of Theorem 2.1 i.e., testing \((1.1c)\) with \(\Delta \sigma_t\) yields \(\sigma \in L^\infty(0, T; H^2) \cap H^1(0, T; H^1)\). Then, differentiating \((1.1c)\) with respect to time, and testing with \(\sigma_t\) and also with \(\Delta \sigma_t\) yields \(\sigma_t \in L^\infty(0, T; H^1) \cap L^2(0, T; H^2)\), and so we have

\[
\|\sigma\|_{L^\infty(0,T;H^2)} + \|\sigma_t\|_{L^2(0,T;H^2)} \leq C.
\]  

(5.7)

Then, the a priori estimates \((5.4)\), \((5.5)\), \((5.6)\) and \((5.7)\) are sufficient to deduce a strong solution to \((1.1)\) (for \(m = 1\)) with the regularities stated in Theorem 5.1.

**Continuous dependence.** Since \(\varphi_t \in C^0(\overline{Q})\), we can still follow the proof of Theorem 2.2 where we note that due to a constant mobility \(m(\cdot) = 1\), the term \(I_4\) for the First estimate vanish. The high order estimates \(\nabla \varphi_t \in L^\infty(0, T; H^\infty)\) and \(\mu_t \in L^\infty(0, T; H^1)\) are only required when estimating \(I_4\) and thus in its absence we still obtain \((2.6)\). The assertions \((2.7)\), \((2.8)\) and \((2.9)\) remain valid. Furthermore, for a constant mobility the terms involving \(\|\nabla (\mu_t - \chi_1 \sigma_t)\|_{L^4(Q)}\) in \((2.10)\) and \((2.12)\) vanish, and the estimate \((2.13)\) remains valid.

The assertion of Theorem 2.1 for the existence of a minimizer to the parameter identification optimal control problem \([3.1]\) still holds for the case of a general convex polygonal domain. We now state the analogue of Theorem 4.1 i.e., the solvability of the linearized state equation.

**Theorem 5.2.** For any \((u_p, u_x, u_C) \in \mathbb{R}^3\), there exists a unique triplet \((\Phi_u, \Sigma_u, \Sigma_u)\) with

\[
\Phi_u \in L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; H^2_N(\Omega)) \cap H^1(0, T; (H^1(\Omega))'),
\]

\[
\Xi_u \in L^2(0, T; H^1(\Omega)),
\]

\[
\Sigma_u \in L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; H^2_N(\Omega)) \cap H^1(0, T; L^2(\Omega)),
\]

satisfying \(\Phi_u(0) = 0, \Sigma_u(0) = 0\) in \(L^2(\Omega)\), \((4.1b)\), \((4.1c)\) a.e. in \(Q\),

\[
\{(\Phi_u)_t, \zeta\}_{H^1} = \int_\Omega -\nabla (\Xi_u - \chi \Sigma_u - u_x \nabla \sigma) \cdot \nabla \zeta \, dx
\]

\[
+ \int_\Omega (P(g(\sigma) f'(\varphi) \Phi_u + f(\varphi) g'(\sigma) \Sigma_u) + u_p f(\varphi) g(\sigma)) \zeta \, dx
\]  

(5.8)
for a.e. \( t \in (0, T) \) and for all \( \zeta \in H^1(\Omega) \). Furthermore, there exists a positive constant \( C \), not depending on \( (\Phi_u, \Xi, u_\rho, u_\chi, u_\zeta) \) such that

\[
\left| \Phi_u \right|_{L^\infty(0, T; H^1(\Omega))} + \left| \Xi_u \right|_{L^2(0, T; H^1(\Omega))} + \left| \Sigma_u \right|_{L^\infty(0, T; H^1(\Omega))} + \left| \Xi_u \right|_{L^2(0, T; H^1(\Omega))} + \left| \Sigma_u \right|_{L^2(0, T; H^1(\Omega))} + \left| u_\rho \right|_{L^\infty(0, T; H^1(\Omega))} + \left| u_\chi \right|_{L^2(0, T; H^1(\Omega))} \leq C \left( |u_\rho| + |u_\chi| + |u_\zeta| \right).
\]

(5.9)

**Proof.** The proof is almost the same as the proof of Theorem 4.1 where the terms \( J_6 \) and \( J_9 \) in the first estimate vanish, the terms involving \( \|\nabla (\mu - \chi \sigma)\|_{L^\infty(0, T; L^2)} \) in (4.7) and also in the estimation of \( K_1 \) and \( K_3 \) vanish, and instead of the \( H^3(\Omega) \)-estimate appearing in (4.9), we have instead boundedness in \( L^2(0, T; H^2) \). \( \square \)

For the Fréchet differentiability of the control-to-state mapping, let us first comment that the variables \( (\theta_u, \rho_u, \xi_u) \) satisfy (4.10a), (4.10b) and

\[
\langle (\theta_u), \zeta \rangle_{H^1} = \int_\Omega -X_m \cdot \nabla \zeta - \nabla \rho_u \cdot \nabla \zeta + X_\varphi \zeta \, dx.
\]

(5.10)

where in the case of constant mobility

\[
X_m := -\nabla (\chi \xi_u + u_\chi (\sigma_u - \sigma)).
\]

From the continuous dependence result (5.1) and the fact that \( \varphi, \sigma \in L^\infty(0, T; L^\infty) \), we see that (4.12), (4.13) remain valid (without the higher order terms \( F^3 \) and \( F^6 \), respectively, that arise from a variable mobility). Meanwhile, in (4.14) only the term \( L_1 \) remains for the case of a constant mobility, and so (4.16) becomes

\[
\left| \int_0^s \int_\Omega X_m \cdot \nabla \theta_u \, dx \, dt \right| \leq C \left( |\nabla \theta_u|_{L^2(0, s; L^2)}^2 + \frac{\chi^2 \eta^2}{2} |\nabla \xi_u|_{L^2(0, s; L^2)}^2 \right).
\]

Then, following the rest of the proof of Theorem 4.2 we infer the estimates (4.18)-(4.20), and obtain the results of Theorem 4.2.

The unique solvability of the adjoint system for constant mobilities now reads as

**Theorem 5.3.** Under the hypothesis of Theorem 5.1, \( \varphi_Q \in L^2(\Omega), \varphi_\Omega \in L^2(\Omega) \), for any \( (\mathcal{P}, \chi, \mathcal{C}) \in \mathcal{U}_{ad} \), there exists a unique triplet \( (p, q, r) \) associated to \( \mathcal{S}(\mathcal{P}, \chi, \mathcal{C}) = (\varphi, \mu, \sigma) \) with

\[
\begin{align*}
p &\in L^2(0, T; H^2_N(\Omega)) \cap H^1(0, T; (H^2_N(\Omega))^\prime) \cap C^0([0, T]; L^2(\Omega)), \\
q &\in L^2(0, T; L^2(\Omega)), \\
r &\in L^2(0, T; H^2_N(\Omega)) \cap L^\infty(0, T; H^1(\Omega)) \cap H^1(0, T; L^2(\Omega)),
\end{align*}
\]

satisfying \( p(T) = \beta_\Omega (\varphi_s(T) - \varphi_\Omega), r(T) = 0 \) in \( L^2(\Omega) \), (4.21b),

\[
-\tau_t = \Delta \tau - \chi \Delta p - \nabla \cdot (\varphi \sigma r - \mathcal{P} f(\varphi) g(\sigma) \tau) \psi \chi \partial \mathcal{S}(\mathcal{P}, \chi, \mathcal{C}) \psi \tau \psi \\text{in} \ Q,
\]

and

\[
0 = \langle -p_t, \zeta \rangle_{H^2} + \int_\Omega \beta \varepsilon q \Delta \zeta - \beta \varepsilon^{-1} \Psi''(\varphi) q \zeta \, dx + \int_\Omega \nabla \cdot (\varphi' r \sigma \zeta) - \mathcal{P} f(\varphi) g(\sigma) p \zeta - \beta q (\varphi - \varphi Q) \zeta \, dx
\]

for a.e. \( t \in (0, T) \) and for all \( \zeta \in H^2_N(\Omega) \).
Let us comment that for a constant mobility, the term \( M_1 \) on the right-hand side of (4.24) vanishes, and by taking into account the estimate (4.25) for \( M_2 + M_3 \), we arrive at

\[
-\frac{d}{dt} \frac{1}{2} |p|^2_{L^2} + \frac{3\beta_\varepsilon}{4} |q|_{L^2}^2 + D |\nabla p|_{L^2}^2 \leq C(1 + D^2) \left( |p|^2_{L^2} + |r|^2_{L^2} + |\varphi - \varphi_Q|^2_{L^2} \right).
\]

Then, adding the above inequality to (4.23) and choosing \( D > \frac{\chi_2^2 n^2}{2} \) yields (4.27). Subsequently, by elliptic regularity we have (4.28) and a slight modification taking into account the constant mobility, we also have (4.29).

We now state the first order necessary optimality conditions for a constant mobility.

**Theorem 5.4.** Under the hypothesis of Theorem 5.1, \( \varphi_Q \in L^2(Q), \varphi_\Omega \in L^2(\Omega) \), let \((P_*, \chi_*, C_*) \in \mathcal{U}_{ad} \) denote a minimizer to (3.1) with corresponding state variables \((\varphi_*, \mu_*, \sigma_*)\) and adjoint variables \((p, q, r)\). Then, \((P_*, \chi_*, C_*) \) necessarily satisfies

\[
\int_0^T \int_\Omega (a - P_*) f(\varphi_*) g(\sigma_*) \rho + (b - \chi_*) \nabla \sigma_* \cdot \nabla p - (c - C_*) b(\varphi_*) \sigma_* r \, dx \, dt \\
+ \beta_p P_* (a - P_*) + \beta_\chi \chi_*(b - \chi_*) + \beta_C C_*(c - C_*) \geq 0
\]

for all \((a, b, c) \in \mathcal{U}_{ad}\).

6 A finite element approximation

To apply the analytical results derived in the previous sections to numerical examples, in this section we state a numerical scheme for seeking a solution of the parameter identification optimal control problem (this section we state a numerical scheme for seeking a solution of the parameter identification optimal control problem). It employs a semi-implicit discretization with respect to time and a finite element discretization with respect to space.

6.1 The fully discrete scheme

Let \( 0 = t_0 < t_1 < \ldots < t_k < \ldots < t_K = T \) denote a subdivision of \( I = [0, T] \). At time \( t_k \) let \( T^k_h = \{ T^i_k \}_{i=1}^N \) denote a subdivision of \( \Omega \) into closed cells \( T^i_k \) such that \( \bigcup_{i=1,\ldots,N} T^i_k = \Omega \) hold, i.e., we assume \( \Omega \) is a bounded domain with polygonal boundary. On \( T^k_h \) we define the finite element space \( V^k_h \) as

\[
V^k_h = \{ v \in C(\overline{\Omega}) \mid v|_{T^i_k} \in \mathcal{P}^1(T^i_k), \ i = 1, \ldots, N_k \},
\]

where \( \mathcal{P}^1(T) \) denote the set of linear functions defined on \( T \), i.e., the set of standard piecewise linear and continuous finite elements. Note that for a suitable approximation of the phase field variable \( \varphi \), adaptive meshing is indispensable as we expect that \( \varphi \) takes constant values in large areas of the domain and \( \nabla \varphi \) is only non-zero in a thin region. Thus we consider different meshes for \( \Omega \) at each time instance.

Let us point out that there is an inconsistency with the regularity of the boundary \( \partial \Omega \) for the numerical simulations and for the analytical results of Sections 2 - 4. The former is Lipschitz, while for the latter we require \( C^4 \)- regularity. However, in the numerical simulations we observe that \((\varphi, \mu, \sigma)\) are constant in a neighbourhood of \( \partial \Omega \), therefore we can restrict our attention to a subset \( \Omega_* \subset \Omega \) which has a \( C^4 \)-boundary and contains the evolution of the tumour. Then, the analytical results on well-posedness and optimal conditions apply in the restricted domain \( \Omega_* \).

Denoting by \( \varphi^i_k, \mu^i_k, \sigma^i_k \in V^k_h \) the discrete approximations of \( \varphi, \mu \) and \( \sigma \) at time instance \( t_k \), respectively, we introduce the abbreviations

\[
\varphi_{\tau,k} := (\varphi^i_k)_{i=1}^K, \quad \mu_{\tau,k} := (\mu^i_k)_{i=1}^K, \quad \sigma_{\tau,k} := (\sigma^i_k)_{i=1}^K.
\]
Next we define the numerical scheme for the numerical approximation of (1.1a)-(1.1b) on time instance $t_k$. Let $\varphi^{k-1}, \sigma^{k-1} \in V_h^{k-1}$ be given, and let $I_h^k : C(\Omega) \to V_h^k$ denote the Lagrangian interpolation operator. On time instance $t_k$, for $\tau := t_k - t_{k-1}$, we search for $\varphi_h^k, \mu_h^k, \sigma_h^k \in V_h^k$ such that for all $v \in V_h^k$,

$$
(\varphi_h^k, v) + \tau (m(I_h^k \varphi^{k-1}) \nabla \mu_h^k, \nabla v) = (I_h^k \varphi^{k-1}, v) + \tau \mathcal{P}(f(I_h^k \varphi^{k-1}) g(\sigma_h^k), v) - \tau \chi(m(I_h^k \varphi^{k-1}) \nabla \sigma_h^k, \nabla v) \quad (6.1a)
$$

$$
\varepsilon \beta (\nabla \varphi_h^k, \nabla v) + \frac{\beta}{\varepsilon} (\Psi'(\varphi_h^k), v) - (\mu_h^k, v) = 0, \quad (6.1b)
$$

$$
(\sigma_h^k, v) + \tau (\nabla \sigma_h^k, \nabla v) = (I_h^k \sigma^{k-1}, v) - \tau \mathcal{C}(h(I_h^k \varphi^{k-1}) \sigma_h^k, v), \quad (6.1c)
$$

where $(\phi, \psi) = \int_{\Omega} \phi \psi \, dx$ denotes the $L^2(\Omega)$-inner product. For $k = 1$ we set $\varphi^0 := \Pi_h \varphi_0$ and $\sigma^0 := \Pi_h \sigma_0$, where $\Pi_h$ denotes the $L^2$-projection onto $V_h^1$. In (6.1b) we use lumped integration $(u, v)_h = \int_{\Omega} I_h^k (uv) \, dx$ for the integral involving $\Psi'(\varphi_h^k)$.

For the potential term $\Psi$ the double obstacle free energy density $\Psi_{do}(\varphi) = \frac{1}{2} (1 - \varphi^2) + I_{[-1,1]}(\varphi)$, $I_{[-1,1]}(\varphi) = \begin{cases} 0 & \text{if } \varphi \in [-1,1], \\ +\infty & \text{otherwise,} \end{cases}$ would be an ideal choice since it has the property that $\varphi$ remains in the physically relevant interval $[-1, 1]$. However, for regularity reasons in the numerical simulations we work with a relaxed double obstacle potential $\Psi$ which is composed of a concave part $\Psi_c(\varphi) := \frac{1}{2} (1 - \varphi^2)$ and a convex part $\Psi_s(\varphi) := \frac{s}{2} \chi(\varphi)$, where for positive constants $s \gg 0$ and $\rho > 0$, we define $\lambda^\rho(\varphi) = \lambda^\rho_0(\varphi) := \max \{0, \varphi - 1\} + \min \{0, \varphi + 1\}$, with regularized max and min functions as considered in [23 (2.5)]. Note that the parameter $s$ allows us to control the violation of the bound $\varphi \in [-1, 1]$.

**Theorem 6.1.** Let $\varphi_0, \sigma_0 \in H^1(\Omega)$ be given. Then there exists a solution $(\varphi_h^k, \mu_h^k, \sigma_h^k)_{k=1}^K \in \{V_h^k\}_{k=1}^K$ to (6.1) for $k = 1, \ldots, K$. If $\tau$ is sufficiently small, then this solution is unique. Moreover, there exists a constant $C > 0$ depending only on $\mathcal{P}, \chi, C, \|\varphi_0\|_{H^1}$ and $\|\sigma_0\|_{H^1}$, such that

$$
\|\varphi_{\tau,h}\|_{L^2(H^1(\Omega))} + \|\mu_{\tau,h}\|_{L^2(H^1(\Omega))} + \|\sigma_{\tau,h}\|_{L^2(H^1(\Omega))} \leq C. \quad (6.2)
$$

*Proof.* The unique existence of $\sigma_h^k$ for $k = 1, \ldots, K$ follows from Lax–Milgram’s theorem. Note that (6.1c) is decoupled from (6.1a)-(6.1b) at every time instance. Then the existence of a solution $(\varphi_h^k, \mu_h^k)$ to (6.1a)-(6.1b) at every time instance follows from standard results for the Cahn–Hilliard equation [3]. This solution is unique for small $\tau$. From the above, the solution is bounded in every time instance and upon summing yields the estimate (6.2). \qed

### 6.2 The discrete optimization problem and solution approach

Now we can define the fully discrete analogue to our inverse problem, namely

$$
\min_{(\mathcal{P}, \chi, C) \in \mathcal{U}_{ad}} J(\varphi_{\tau,h}, \mathcal{P}; \chi, C) := \frac{\beta_Q}{2} \|\varphi_{\tau,h} - \varphi_Q\|_{L^2(Q)}^2 + \frac{\beta_Q}{2} \|\varphi_h^K - \varphi_Q\|_{L^2(\Omega)}^2 + \frac{\beta_P}{2} \|\mathcal{P} - \mathcal{P}_d\|^2 + \frac{\beta_C}{2} \|\chi - \chi_d\|^2 + \frac{\beta_C}{2} \|C - C_d\|^2 \quad (P_h)
$$

subject to $(\varphi_{\tau,h}, \mu_{\tau,h}, \sigma_{\tau,h})$ solving (6.1a)-(6.1c).
The existence of at least one minimizer for \( P_h \) follows from the direct method as for the continuous problem in Theorem 3.1. To actually find a minimizer for \( P_h \) we use a Gauss–Newton approach in a trust region frame work, following [2, 29]. At every step of this algorithm, we solve a linear-quadratic minimization problem obtained by substituting \( \varphi_{\tau,h} \) in \( P_h \) by its linearization with respect to \( P, \chi, C \) at the current iterate. We couple this with a trust-region approach to restrict the lengths of the resulting steps, which guarantees that the linear-quadratic minimization problem is approximating \( P_h \) sufficiently well. We stress that such a sensitivity approach is feasible as we only consider three controls. We skip the linearization here for brevity, but it is the discrete analogue to (4.1). We stop the optimization routine as soon as \( |\nabla J| \leq 10^{-2} \) or when the relative change of the current iterate \( (P^i, \chi^i, C^i) \) is smaller than \( 10^{-4} \).

7 Numerical experiments

Let us present numerical examples to illustrate our approach. The implementation is written in C++ using the finite element toolbox FEniCS [28] and meshes provided by the finite element toolbox ALBERTA [31]. Let us first specify some aspects of the implementation.

7.1 Adaptive meshing

As the functions \( \varphi, \mu, \) and \( \sigma \) may undergo large variations in small regions, such as the growing front of the tumour, adaptive meshing is necessary. Here we use the sum of the \( L^2 \)-norms of the jumps of the gradients of \( \varphi_h, \mu_h, \) and \( \sigma_h \) across edges in normal direction as indicator and apply a Dörfler marking scheme [11, 21, 34] to adapt the mesh at every time instance before proceeding to the next time instance. One might also apply residual based error estimation as proposed for different phase field models in [22, 13]. We fix \( V_{\min} = \frac{1}{4\pi R^2} \) as smallest volume present in the computational mesh, where \( R \) denotes a resolution of the interfacial region. Note that the transition zone from \( \varphi \approx -1 \) to \( \varphi \approx +1 \) has a width of approximately \( \pi\varepsilon \), and \( V_{\min} \) is chosen such that we resolve this zone with \( R = 16 \) elements.

7.2 The fixed parameters

We set \( \Omega = (-5, 5)^2 \) and \( T = 8 \). We resolve the time interval \( I = [0, T] \) with steps of length \( \tau_k = \tau = 0.05 \), i.e., \( K = 160 \), and the spatial domain with 50 triangles per spatial direction as a macro triangulation with cells of size \( V_{\max} = 0.01 \), that we adapt locally according to Section 7.1. We further fix \( \varepsilon = 0.05 \) and \( \beta = 0.05 \). For the free energy density \( \Psi \) we fix \( s = 10^4 \) and \( \rho = 0.001 \).
The functions $f$, $g$, $h$, and $m$ are given by

\[
 f(x) = \begin{cases} 
 \frac{1}{2} \left( \cos(\pi \min(1, \max(x, -1))) + 1 \right), & \text{if } x \leq 0, \\
 0, & \text{if } 0 < x < \theta, \\
 x^2(-\theta^{-2}x + 2\theta^{-1}), & \text{if } \theta \leq x \leq M - \theta, \\
 -\theta^{-2}(x - M)^3 - 2\theta^{-1}(x - M)^2 + M, & \text{if } M - \theta < x < M, \\
 M, & \text{if } x \geq M, 
\end{cases}
\]

\[
 g(x) = \begin{cases} 
 x, & \text{if } x \leq 0, \\
 -\theta^{-2}(x - M)^3 - 2\theta^{-1}(x - M)^2 + M, & \text{if } M - \theta < x < M, \\
 M, & \text{if } x \geq M, 
\end{cases}
\]

\[
 h(x) = \frac{1}{2} \left( \sin \left( \frac{\pi}{2} \min(1, \max(x, -1)) \right) + 1 \right),
\]

\[
 m(x) = (m_1 - m_0) f(x) + m_0.
\]

Here $M = 10$ is a maximum amount of nutrition that can be used for proliferation, $\theta = 0.01$, and $m_1 = 1.0$, and $m_0 = 10^{-4}$.

The function $f$ is a smooth indicator function for the interface between tumour and healthy cells, while the function $h$ is a smooth indicator function for the tumour cells, and $g$ is a smooth cut-off function to limit the maximum amount of nutrients used for proliferation. The mobility $m$ is chosen to be nearly-degenerate at $x = \pm 1$ in order to limit the growth of the tumour due to chemotaxis. Finally the initial data is taken to be $\sigma_0 = 1$ uniformly in the domain, and

\[
 z_0 := \arctan(\sqrt{s - 1}),
\]

\[
 \Phi_0(z) := \begin{cases} 
 -\Phi_0(-z), & \text{if } z < 0, \\
 \sqrt{\frac{s}{s - 1}} \sin(z), & \text{if } 0 \leq z \leq z_0, \\
 \frac{1}{s - 1} \left( s - \exp(\sqrt{s - 1}(z_0 - z)) \right), & \text{else}, 
\end{cases}
\]

\[
 \varphi_0(x) = \Phi_0(\varepsilon^{-1}(\|x\|_B^s - 1)).
\]

Here $\Phi_0$ is the first order approximation of $\varphi$ for $\Psi$ (with $\rho = 0$), and $\varphi_0$ describes a rounded square centred at the origin which is realized by the unit circle in the $l^s$ norm. Note that for $\rho = 0$, as $s \to \infty$, $\Psi$ tends to the double-obstacle free energy $\Psi_{do}$ and $\Phi_0$ tends to its well-known sinus-shaped optimal profile.

### 7.3 The desired states

Currently we use synthetic data for the desired states $\varphi_Q$ and $\varphi_{\Omega}$, i.e., we solve the system (6.1) for a given set of parameters $(P, \chi, C)$. Since in real-world applications such a function would be generated from measurements and thus contains noise, we also consider adding uniformly distributed white noise with magnitude $\delta$ point wise at each nodes of the triangulation.

We generate the data $\varphi_Q := (\varphi_Q)_T$ and $\varphi_{\Omega} := (\varphi_Q)^K$ using the parameters $P = 7$, $\chi = 6$, and $C = 2$. In Figure 1 we show snapshots of the evolution without noise. Note that black and white correspond to $\varphi \approx 1$ (tumour) and $\varphi \approx -1$ (non-tumour), respectively.

### 7.4 Recovery without noise

As a first test example let us consider the identification of parameters in the absence of noise, i.e., $\delta = 0$. We set $P_d = 7, \chi_d = 6, C_d = 2$ and choose $\beta_P \equiv \beta_\chi \equiv \beta_C = 10^{-8}$. Furthermore we set $P_{\infty} \equiv \chi_{\infty} \equiv C_{\infty} = 10$, and we initialize the iterative procedure with $P_0 \equiv \chi_0 \equiv C_0 = 0$. 
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Figure 1: Evolution of $\varphi_Q$ at $t \in \{0.0, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0\}$ (top left to bottom right). We set $\varphi_\Omega := \varphi_Q(t = 8.0)$.

In Figure 2 we show the evolution of $P$, $\chi$, and $C$ over the optimization steps for $\beta_Q = 1$, $\beta_\Omega = 0$ (left) and $\beta_\Omega = 1$ and $\beta_Q = 0$ (right). On the left we observe a rapid increase of $C$ at the very beginning that is stopped by the bound $C \leq C_\infty = 10$ at iteration 5, before its value is reduced again to the final value $C^Q_F = 2.0003$ after 20 iterations. The increase and decrease is limited by the trust region radius $\Delta = 2$. Note that large values of $C$ generate large variations of $\sigma$ and contributes to a strong chemotaxis effect even when the value of $\chi$ is small. This might be the reason why $\chi$ is rather slow at increasing compared to the other parameters throughout the optimization. The final values $P$ and $\chi$ are $P^Q_F = 7.0004$ and $\chi^Q_F = 5.9996$. Note that the exact minimum is attained at $P = 7$, $\chi = 6$, $C = 2$.

On the right we have a similar behaviour, but now $\chi$ is increasing at the beginning of the optimization, while $P$ and $C$ are approaching their final values quite monotonically. The final values are $P^\Omega_F = 6.9987$, $\chi^\Omega_F = 6.0008$, and $C^\Omega_F = 1.9990$.

Summarizing, we are able to recover the parameters of interest in the absence of noise in the data. Let us further point out that the choice $\beta_P = \beta_\chi = \beta_C = 10^{-8}$ implies we do not put significant weighting on the a priori knowledge $P_d, \chi_d, C_d$ for the recovery of parameters. Hence, any pollution in the form of errors in the a priori information has minimal influence in the parameter estimation, and we have observed similar final values for $P, \chi, C$ when we set $P_d = \chi_d = C_d = 0$.

### 7.5 Recovery with noise

Next we consider noisy data obtained from adding noise of maximum value $\delta = 0.05$, which is $\approx 2.5\%$ to the amplitude of $\varphi$, to the given data $\varphi_Q$ as described in Section 7.3. Here we assume that the initial data for the numerical simulation is free of noise. Otherwise, due to the proliferation mechanism, the noise acts as seeds for tumour growing all over the domain. Note that this might be suppressed by setting a threshold in $f$, such that proliferation is restricted to regions with $\varphi > -1 + \delta$.

In Figure 3 we show the evolution of the parameters for $\beta_Q = 1$ and $\beta_\Omega = 0$ on the left and for $\beta_Q = 0$ and $\beta_\Omega = 1$ on the right. In both cases we observe a similar evolution of the
Figure 2: The evolution of the parameters found by the optimizer over the iterations in the absence of noise, i.e., $\delta = 0$. On the left we use $\beta_Q = 1$ and $\beta_\Omega = 0$, and on the right we use $\beta_Q = 0$ and $\beta_\Omega = 1$. Note that the upper bound $C_\infty = 10$ is attained on the left for iterations 5, 6, 7 and on the right the bound $\chi_\infty = 10$ is attained for iterations 6, 7, 8. The final values are $P^Q_* = 7.0004$, $\chi^Q_* = 5.9996$, and $C^Q_* = 2.0003$ after 20 iterations for the left setting, and $P^\Omega_* = 6.9987$, $\chi^\Omega_* = 6.0008$, and $C^\Omega_* = 1.9990$ after 32 iterations for the right setting.

Figure 3: The evolution of the parameters found by the optimizer over the iterations performed for $\delta = 0.05$. On the left we use $\beta_Q = 1$ and $\beta_\Omega = 0$, and on the right we use $\beta_Q = 0$ and $\beta_\Omega = 1$. The final values are $P^Q_* = 7.0005$, $\chi^Q_* = 5.9996$, and $C^Q_* = 2.0003$ after 22 iterations (left) and $P^\Omega_* = 6.9977$, $\chi^\Omega_* = 6.0023$, and $C^\Omega_* = 1.9988$ after 39 iterations (right).

parameters as in the absence of noise, i.e., Section 7.4. For $\beta_Q = 1$ the solver now needs 22 iterations to reach the final values $P^Q_* = 7.0005$, $\chi^Q_* = 5.9996$, and $C^Q_* = 2.0003$, while for $\beta_\Omega = 1$ we need 39 iterations to reach $P^\Omega_* = 6.9977$, $\chi^\Omega_* = 6.0023$, and $C^\Omega_* = 1.9988$. Again the final values are close to the desired ones $P_d = 7$, $\chi_d = 6$, $C_d = 2$.

We also investigate the robustness of the parameter identification with respect to the level of noise, and the results are summarized in Table I. Here we again use $\beta_Q = 1$ and $\beta_\Omega = 0$. We identify the unknown parameters up to a noise level of $\delta = 0.35$. This means that we vary the value of $\varphi$ point wise by up to 17.5%. In our example, for $\delta = 0.35$ the linearization close to optimum becomes a bad model for the actual equation and the trust region method breaks down with the values shown in Table I. We see that the algorithm is rather robust with respect to size of $\delta$ and the number of iterations to find the optimal values. Furthermore, the optimal value of $J$ is increasing with the noise level as expected.
| $\delta$ | $\mathcal{P}^Q_x$ | $\chi^Q_x$ | $C^Q_x$ | #it | $J$ |
|---------|-----------------|---------|---------|------|------|
| 0.10    | 7.0006          | 5.9994  | 2.0004  | 20   | 0.66826 |
| 0.15    | 6.9994          | 6.0002  | 1.9997  | 23   | 1.4994  |
| 0.20    | 6.9984          | 6.0013  | 1.9988  | 27   | 2.6625  |
| 0.30    | 7.0002          | 5.9999  | 2.0003  | 22   | 5.9992  |
| 0.35    | 7.0014          | 5.9986  | 2.0007  | 28   | 8.1671  |

Table 1: The identified parameter for several levels of noise $\delta$. We also show the number of trust-region-Gauss-Newton steps (#it) and the value $J(\mathcal{P}^Q_x, \chi^Q_x, C^Q_x)$.
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