Cosmological parameter estimation via iterative emulation of likelihoods
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ABSTRACT
The interpretation of cosmological observables requires the use of increasingly sophisticated theoretical models. Since these models are becoming computationally very expensive and display non-trivial uncertainties, the use of standard Bayesian algorithms for cosmological inferences, such as MCMC, might become inadequate. Here, we propose a new approach to parameter estimation based on an iterative Gaussian emulation of the target likelihood function. This requires a minimal number of likelihood evaluations and naturally accommodates for stochasticity in theoretical models. We apply the algorithm to estimate 9 parameters from the monopole and quadrupole of a mock power spectrum in redshift space. We obtain accurate posterior distribution functions with approximately 100 times fewer likelihood evaluations than an affine invariant MCMC, roughly independently from the dimensionality of the problem. We anticipate that our parameter estimation algorithm will accelerate the adoption of more accurate theoretical models in data analysis, enabling more comprehensive exploitation of cosmological observables.
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1 INTRODUCTION
Estimation of cosmological parameters is an essential part of modern cosmology. Constraints on the main background parameters of the standard model have provided the most significant evidence for dark matter and the accelerated expansion of the universe (see e.g. Riess et al. 1998, Planck Collaboration XIII 2015 and Alam et al. 2016). Furthermore, tensions between parameters can even be used as indications of yet-unknown physics (e.g. Planck Collaboration VI 2018; Joudaki et al. 2019; Sola Peracaula et al. 2018). In cosmological data analysis, parameters are usually estimated using Bayesian statistics (Trotta 2008). Widely-used algorithms are, e.g. Monte-Carlo Markov-Chains (see Christensen et al. 2001, orGilks 2005 for a review), Population Monte Carlo (Cappe et al. 2004; Wraith et al. 2009), Nested sampling (Skilling 2006), VEGAS (Lepage 1978), Approximate Bayesian Computation (Ishida et al. 2015; Akéret et al. 2015), Density estimation likelihood-free inference (Fan et al. 2012; Papamakarios & Murray 2016), Hamiltonian Monte Carlo (Duane et al. 1987), and multiple variants have been proposed (e.g. Foreman-Mackey et al. 2013; Graff et al. 2012; Goodman & Weare 2010; Elson et al. 2007; Calvo 2005; Kitaura 2013; Hernández-Sánchez et al. 2019). Although they vary in the details, all these algorithms rely on a large number of evaluations of a theoretical model for the particular summary statistic of interest. This, unfortunately, might pose a difficult challenge for future data analyses.

We have entered an era in the study of cosmology in which the precision of the measurements forces the development and use of increasingly sophisticated theoretical models. This is particularly true for large-scale structure (LSS) analysis. In this area, models aim at predicting the non linear evolution of the cosmological density and velocity fields, as well as the distribution of biased tracers such as galaxies or quasars. To model the underlying physics accurately they further include gravitational interactions and galaxy formation physics among other baryonic effects. Although the nature of the modelling might vary wildly – from perturbation theory to $N$-body simulations –, they are all becoming computationally expensive to evaluate and have non-negligible uncertainties that may vary with cosmological parameters.
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This will likely make traditional techniques for parameter estimation inadequate for future LSS analyses.

Firstly, the expensiveness of model evaluations together with a large number of evaluations required for convergence (due to a large hyper-parameter space) might make the problem computationally unfeasible. Secondly, as we will later see in this work, noise in the theory-model translates into a noisy posterior function with multiple local maxima in the likelihood, which heavily slows down convergence in MCMC methods. Examples of the former are high dimensional integrals in perturbation theory or huge number of force evaluations in simulations, and for the latter, the impact of higher order contributions in perturbation theory or cosmic variance in simulations.

A possible way to tackle these problems is with the aid of less accurate models and posterior distributions (Taruya et al. 2012; Chuang et al. 2016; Pellejero-Illanetz et al. 2016; Moews & Zuntz 2019), or by emulating a specific summary statistic. Emulation is a form of interpolation where a small number of (expensive) function evaluations are used to predict values throughout a given parameter space. In this way, model evaluation can become very fast and traditional Bayesian samplers can be used. Recently, this technique has gained a lot of attention in the LSS community; it has been used in modelling the small-scale power matter power spectrum (see e.g. Heitmann et al. 2009; Knabenhans et al. 2019), the galaxy power spectrum and correlation function (Kwan et al. 2015; Zhai et al. 2019), weak lensing peak counts and power spectra (Liu et al. 2015; Petri et al. 2015; Manrique-Yus & Sellentin 2019), the 21 cm power spectrum (Jennings et al. 2019) and the halo mass function (McClintock et al. 2019). On the other hand, emulators are notoriously difficult to build in high dimensions, and have an uncertainty structure that might propagate to cosmological parameter space. Although the uncertainty can be decreased in certain parts of the parameter space iteratively (Rogers et al. 2019), the emulator approach would need to change (or at least be validated) every time a new summary statistic or range of scales is considered.

In this work we propose an alternative strategy for estimating parameters that circumvents the aforementioned problems. Our approach employs a Gaussian emulation directly on the target likelihood function while naturally accounting for the uncertainty in the theory model. This emulation is initially built with a small number of model evaluations and then its faithfulness and accuracy are iteratively increased by focusing new evaluations on relevant regions of the parameter space that also display large uncertainty. Similar ideas were already proposed in Leclercq (2018) (based on the works by Gutmann & Corander 2015 and Järvenpää et al. 2017) for the Likelihood-free inference case and by van der Velden et al. (2019) (based on the works by Goldstein 2015 and Vernon et al. 2014) for the Bayes linear approach on an MCMC.

Emulation of likelihoods have been previously attempted. Specifically, McClintock & Rozo (2019) showed that if the high-dimensional Planck likelihood (Planck Collaboration XIII 2015) is known, then it can be accurately emulated with a relatively modest number of evaluations, whereas Aslanyan et al. (2015) showed that iteratively emulating CMB likelihoods can yield up to factors of 3-5 less model evaluations than an MCMC.

Here we build on those works by showing that an iterative Gaussian emulation can be successfully used for constraining parameters with ~100 times less model evaluations than a standard MCMC. Specifically, we are able to explore the constraints of the monopole and quadrupole of the galaxy power spectrum in 9 dimensions with approximately less than 700 model evaluations.

This paper is organized as follows. In §2 we discuss the main ideas in our proposed approach: Gaussian emulation of likelihoods, the connection with uncertain theoretical models in parameter estimation, and adaptively improving the accuracy of the emulation. In §3 we specify details of the algorithm we employ. In §4 we apply the iterative emulator to constrain the free parameters of a model for the multipoles of the galaxy power spectrum in redshift space. In this section we also compare its performance against a standard MCMC approach, and discuss the impact of several choices in our algorithm. Finally, we summarise and conclude in §5.

## 2 ITERATIVE GAUSSIAN EMULATION OF LIKELIHOODS

According to Bayes theorem, the posterior probability, \( p(\theta|d) \), of a set of parameters \( \{\theta\} \) given an observable, \( d \), is

\[
p(\theta|d) = \frac{L(d|\theta)p(\theta)}{p(d)}
\]

(1)

where \( p(\theta) \) is referred to as prior distribution, \( L \) is the likelihood and \( p(d) \) is a normalisation called Bayesian evidence. If data uncertainties are described by a multivariate Gaussian, then \( L \) takes the form:

\[
L(d|\theta) \equiv \frac{1}{\sqrt{(2\pi)^n|C_d|}} \exp\left(-\frac{1}{2} \chi^2(\theta)\right),
\]

(2)

where \( \chi^2 \equiv X(\theta)^T C_d^{-1} X(\theta) \) and \( X \equiv d - t(\theta) \), \( t \) are the predictions for \( d \) given the parameters \( \theta \), and \( C_d \) is the data covariance matrix. Hereafter, we will drop the explicit dependence on \( \theta \) unless explicitly needed.

The problem of parameter estimation can be summarised as finding the maximum of \( L \) and computing posterior distribution functions. For this, traditional Bayesian algorithms typically require a large number of evaluations of \( t \) at different sets of \( \theta \).

Depending on the characteristics of the theory \( t \), these evaluations can be computationally heavy, thus making such analysis unfeasible. Additionally, \( t \) might have a degree of stochasticity and biases in its predictions, both of which, in general, depend on \( \theta \).

Therefore, being able to reconstruct the likelihood from as few evaluations as possible and incorporating theory uncertainties is of crucial importance, and is the main goal of this paper.

In this section we outline the main ideas behind our approach. We start by recapping Gaussian emulation in §2.1, then we show how theory errors can be included in §2.2, and in §2.3 discuss an iterative scheme to progressively improve the accuracy of our method.
2.1 Gaussian Processes

Let us assume there is a set of values \( \{x\} \) for which we have evaluated the function \( f = \log L(x) \), and another set, \( \{y\} \), for which we would like to estimate the values \( f = \log L(y) \) without evaluating the likelihood at those points. The problem can be solved by computing the probability distribution of the surrogate function \( f_s \), \( p(f_s|y,x,f) \). Gaussian emulation adopts the ansatz that \( f \) and \( f_s \) are jointly distributed Gaussian variables:

\[
p(f, f_s) \sim N\left( \begin{pmatrix} \mu_f & K_{fs} \\ K_{sf} & \Sigma_{ss} \end{pmatrix} \right)
\]

(3)

Here, \( K \) refers to the the covariance of \( f, f_s \) to that of \( f_s \), and \( K_{ss} \) denotes the cross-covariance between \( f \) and \( f_s \).

Thanks to the multivariate Gaussian theorem, we can use the joint distribution \( p(f, f_s) \) to compute the conditional distribution \( p(f_s|f) \), which also follows a Gaussian distribution with mean and covariance:

\[
\begin{align*}
\mu_{\text{cond}} &= \mu_f + K_{fs} \Sigma_{ss}^{-1}(f - \mu_s) \\
\Sigma_{\text{cond}} &= K_{ss} - K_{fs} \Sigma_{ss}^{-1} K_{sf}^T
\end{align*}
\]

(4)

In Gaussian emulations, it is customary to assume \( \mu = \mu_s = 0 \) since the flexibility provided by the covariances is enough to model \( f_s \) arbitrarily well. It is also common to assume that the form of the covariances is the same. A freedom in the problem is the functional form of the kernel function, or covariance, \( K \). Throughout this work we will adopt a squared exponential kernel:

\[
K_{ij} = \sigma_K^2 \exp\left[-\frac{(x_i - x_j)^2}{2\ell^2}\right] + \delta_D(i,j)\sigma_x^2,
\]

(5)

where similarity is a monotonic function of the distance. The length parameter \( \ell \) controls the smoothness of the function and \( \sigma_x^2 \) its amplitude.

These parameters are both free but can be found by maximizing the marginal log-likelihood of the Gaussian process (see Rasmussen & Williams 2005):

\[
\log p(f|x) = -\frac{1}{2} f^T K^{-1} f - \frac{1}{2} \log |K| - \frac{N}{2} \log(2\pi),
\]

(6)

where \( N \) is the number of known function evaluations (i.e. size of the \( f \) vector). As a result, we obtain an estimate for the probability distribution of the surrogate function \( f_s \), from which we can evaluate the most likely outcome of the emulated likelihood, \( L_{\text{emu}} \), and also its expected uncertainty, \( \sigma[L_{\text{emu}}] \).

In principle, there is an extra parameter to consider, \( \sigma_x \), the amount of noise you expect in the training evaluations \( f \). It is also possible to include \( \sigma_x \) in the maximization of Eq. 6. However, in the next subsection we will show that this parameter is related to the uncertainty in the theory model, thus it can be set in advance.

2.2 \( \chi^2 \) distribution for uncertain model predictions

Let us consider a case in which the theoretical predictions for a given observable are not exact but have intrinsic uncertainties. This is likely the case for state-of-the-art models of the large-scale distribution of galaxies and matter in the Universe.

Specifically, for the case of models built from \( N \)-body simulations, uncertainties in the initial conditions (cosmic variance), arbitrariness in group finders, errors introduced by the finite accuracy of force calculation and time integration, approximations in the physics (e.g. AGN/SNe feedback), etc, in general will result in stochastic and biased predictions. Additional sources of errors arise from cosmology rescaling methods (e.g. Angulo & White 2010, Contreras et. al. in prep), emulators for LSS (e.g. Kwan et al. 2015; Zhai et al. 2019), or approximated gravity solvers (e.g. Feng et al. 2016). Similarly, in the case of perturbation theory, uncertainty can arise from the contribution of neglected orders, approximations in the equations of motions, and also from neglected physics such as galaxy formation (e.g. Baldauf et al. 2016).

For simplicity, we consider a case where the theoretical predictions, \( t(\theta) \), have correlated Gaussian noise given by \( \sigma_t \) and are biased by \( \mu_t \). In such cases, the covariance matrix needs to be modified so that the likelihood properly accounts for the uncertainty in the models \( C \rightarrow C_t + \mu_t^2 \) (Baldauf et al. 2016; Audren et al. 2013; Sprenger et al. 2019). We now discuss how the noise in \( t(\theta) \) propagates to the likelihood itself, which consequently affects its emulation.

We compute the expected distribution of \( \chi^2(\theta) \) for many realizations of the theory. Following Mathai & Provost (1992), we start by defining the variable \( Z \):

\[
Z = C_t^{-1/2} X - C_t^{-1/2} \mu
\]

(7)

which is, thus, Normal distributed with identity variance and a zero mean, \( Z \sim N(0, I) \). Under this change of variables, \( \chi^2(\theta) \) can be written as:

\[
\chi^2(\theta) = \left(Z + C_t^{-1/2} \mu\right)^T C_t^{-1/2} C_t^{1/2} \left(Z + C_t^{-1/2} \mu\right).
\]

(8)

Invoking the spectral theorem, we perform a diagonalization \( R^T \left[C_t^{1/2} C_t^{-1/2}\right] R = \text{diag}(\lambda_1, \ldots, \lambda_n) \), where \( n \) is the size of the data vector, the \( \lambda_i \) are the eigenvalues of \( C_t^{-1} \), and \( R \) is the matrix of its eigenvectors. With this rotation in mind, we perform a last change of variables \( U = R^T Z \). Note here that \( U \) is still standard normally distributed since \( R^T R = I \). Then

\[
X^T C X = (U + b)^T \text{diag}(\lambda_1, \ldots, \lambda_n)(U + b)
\]

(9)

\[
= \sum_{i=1}^n \lambda_i (U_i + b_i)^2,
\]

(10)

where \( b \equiv (R^T C_t^{-1/2} \mu)^T \). In general, each of the summands follows a Gamma distribution, since they are squared normally distributed variables with mean \( b_i \) and standard deviation \( \lambda_i \). However, the particular expression above can be written as a sum of \( n \) Gamma distributions, \( \Gamma(1/2, 2\lambda_i) \), plus the sum of the Normal distributions \( N(\lambda_i b_i^2, \lambda_i^2 b_i^2) \).

In general, the sum of Gamma functions does not have a closed form.\(^1\) However, it can be approximated as a sin-

\(^1\) An exact solution for the general case in terms of recursive relations was found by Mathai (1982) and Moschopoulos (1985).
gle Gamma distribution, \( \sum_i \Gamma(1/2,2.A_i) \approx \Gamma(k, \theta) \), where \( k = (\sum_i A_i)^2 / \sum_i 2A_i^2 \) and \( \theta = \sum_i A_i / k \) \citep{Satterthwaite1946, Welch1947}.

A Gamma distribution approaches a Normal distribution for large shape parameter \( k \). Thus, as long as we have enough degrees of freedom (large \( n \)) and none of them has a value of \( A_i \) much larger than the sum of the others \((A_{\text{thr}} \gg \sum_j A_j)\), this Gamma function can be well approximated by a Normal distribution \( N(\sum_i A_i, \sum_i 2A_i^2) \).

The above implies that \( \chi^2(\theta) \) itself is approximately Normal distributed. The expectation value and variance of the change in \( \chi^2 \) induced by the noise and biases in a theory model are:

\[
E[\Delta \chi^2] = \sum_i A_i (1 + b_i^2),
\]

\[
\text{Var}[\Delta \chi^2] = \sum_i A_i^2 (2 + b_i^2).
\]

Note that in the case of deterministic models, \( C_i = 0 \) and \( A_i = 0 \), thus the values of \( \chi^2 \) are unchanged. In the case of unbiased models, \( \mu = 0 \) and \( \sigma = 0 \), the best fit values will in general shift, but we expect this bias to be statistically insignificant.

In summary, uncertain data models induce a Gaussian noise in the logarithm of the likelihood. This noise in \( \chi^2(\theta) \) is given by Eq. 12 and can be incorporated within our Gaussian emulation by setting the magnitude of \( \sigma \chi \) in Eq. 5.

### 2.3 Iterative procedure: Bayesian optimization

In the previous two sections we have discussed how to estimate the probability of \( \log L(y) \) given a theory uncertainty and a training set (likelihood evaluations over a set of parameter values). Naturally, in certain regions of parameter space, the probability will be narrow and the predictions accurate, whereas in other regions (typically far from points where \( L \) has been evaluated), the uncertainty will be large.

The basic idea we discuss in this subsection is to adaptively expand the training set by evaluating \( L \) in regions with high uncertainty but also of high probability contributing to the posterior distribution functions of the parameters of interest \citep[see][]{Rogers2019}.

Specifically, we define the following acquisition function

\[
A(\theta) \equiv L_{\text{emul}} + \alpha \sigma_{\text{emul}}.
\]

where \( L_{\text{emul}} \) is the emulated likelihood, \( \sigma_{\text{emul}} \) is the standard deviation as estimated by the Gaussian process, and \( \alpha \) is a free parameter that balances sampling regions with high uncertainty. Note that, since the Normal distributed parameter is \( \log L(y) \), \( \sigma_{\text{emul}} \) corresponds to the lognormal standard deviation \( \sigma_{\text{emul}} \equiv [e^{\sigma^2} - 1] e^{\chi^2_{\text{emul}} / 2 + \sigma} \). New parameter values for the training set are then sampled with a probability proportional to \( A(\theta) \). We then recompute \( L_{\text{emul}} \) given the new set of \( L \) (with the old evaluations plus the new ones) and iterate this procedure.

To define convergence in our iterative method we make use of the Kullback-Liebler (KL) divergence. The KL quantifies the degree to which two distribution functions, \( P \) and \( Q \), differ. In the case that the two distributions are multivariate Gaussian with means and covariances \( (\mu_q, \Sigma_q) \) and \( (\mu_p, \Sigma_p) \), it is possible to show that the KL divergence is:

\[
D_{\text{KL}}(P||Q) = \frac{1}{2} \log \frac{|\Sigma_q|}{|\Sigma_p|} + d + \text{tr} \left( \Sigma_q^{-1} \Sigma_p + (\mu_q - \mu_p)(\Sigma_q^{-1} \Sigma_p)^{-1} (\mu_q - \mu_p) \right),
\]

where \( d \) is the number of dimensions of the parameter space, \( \text{tr} \) indicates the trace and \( || \) refers to the determinant.

We employ the KL divergence between two consecutive steps in our iterative scheme to estimate how much information newly-added training points provide. If \( D_{\text{KL}} \to 0 \), these newly-added training points do not include any extra information and the process can be considered as converged. We set a threshold value of \( D_{\text{KL}} \approx 0.1 \), which roughly correspond to differences in the mean of the multivariate Gaussian posteriors of 5% of their standard deviation.

### 2.4 A first example

Before describing our algorithm in detail, we first consider a simple case that illustrates different aspects and ideas of our approach.

In Fig. 1 we show the constraints of a two-dimensional parameter space assuming a Gaussian likelihood. The top panels display the joint constraints on these parameters and the middle and bottom panels show the marginalised posterior distribution functions. From left to right, columns show the various steps in our iterative procedure. The color green denotes the results of our iterative Gaussian emulation, whereas blue indicates results using a standard MCMC algorithm (which is repeated in all panels for comparison). In all panels, black circles indicate the training set and red symbols the value added in a particular iteration.

The leftmost column shows the starting point, where we build the likelihood emulation using only 5 points. After the first step, we have a rough idea of the function across the entire space, but the large mean distance between sampling points does not permit an accurate emulation, especially if the region of interest is much smaller than the prior hyperspace.

In the second leftmost panel we sample the emulated function, and select the most convenient points that will be added to the training set. This selection considers both the value and uncertainty of the emulated likelihood since we are not interested in low-likelihood regions or in regions that are already accurately emulated.

We see that a total of 6 likelihood evaluations is enough to start roughly identifying the high likelihood region. However, a significant misestimation occurs at the corner of the parameter space. Emulators perform extremely well interpolating but can yield catastrophic extrapolations. This could be particularly worrisome in high dimensional hyperspace due to the large number of corners. However, the iterative process detects these regions of high likelihood and high uncertainty, and samples them, which consequently improves the emulation. This is in fact what we observe in further iterations.

Finally, after 4 iterations and 9 likelihood evaluations,
the emulator is converged. The marginalised constraints are
to a good degree unchanged as shown in the last two panels 
of Fig. 1), where the contours stay still even though 5 more 
itations were performed. Note that these constraints agree 
with those estimated using an MCMC, displayed in blue, 
but the latter required approximately 1000 evaluations.

In the next section we will explore in detail this iterative 
likelihood emulation.

3 THE ALGORITHM

In this section we describe in detail our algorithm and the 
various choices we have made for its implementation.

The first step is to define a small set of points in pa-
rameter space from which the emulator can be initially con-
structed. The least informative way to choose it is for it 
to cover the whole region defined by the priors. We have 
adopted a standard Latin-hypercube (McKay et al. 1979), 
modified to maximize projected distances along parameter 
axes, to define the parameter values. This step was shown in 
first panel of Fig. 1 where 5 points were used for the initial 
construction.

The second step is to define the space and metric to be 
emulated. Since the kernel assumed for the Gaussian pro-
cess in Eq. 5 has only one correlation length, we rotate and 
normalize the space so that it becomes better described by 
an isotropic kernel. In practice, in each step, the sampling 
points, $s$, are transformed as

$$s_i \rightarrow (R^s_{ij}s_j - m_j)/\sigma_i$$

where $m$ and $\sigma$ are the means and standard deviations of 
the components of the vector $R^s s$ along every dimension, 
and $R^s$ is a rotation matrix given by $C^s = R^s \Lambda R^s$ where $C^s$ 
is the covariance matrix of $s$, and $\Lambda$ is a diagonal matrix.

Note that during the first steps, the sampling points 
are not enough to give an accurate estimation of the rota-
tion matrix $R^s$, but after a certain amount of steps it will 
converge to the correct rotation matrix together with the 
emulated likelihood.

The third step is to build the emulator for $\log L$. In this 
work we will make use of the GPy Python package$^2$ (GPy 
2012). Since the optimisation of the kernel is crucial for the 
correct interpolation of the function, GPy offers an option 
of restarting the minimisation from different random seeds 
(num_restarts) so that one can avoid falling into a local 
minimum.

We then fit a multivariate Gaussian to the emulated 
likelihood and estimate the mean and covariance. We use 
these quantities to estimate the Kullback-Liebler divergence 
with respect to the values in the previous iteration. We it-
erate adding $N_t$ new points to our training set, drawn from 
the acquisition function $\alpha(\theta)$, regulated through the explo-
ration/exploitation parameter $\alpha$. Thus, the total amount 
of free parameters of the iterative process are $\{N_t, \alpha, \}$, 
num_restarts}. If $D_{KL} < 0.1$ for 5 consecutive steps, we 
determine the process has converged and stop the iterations. 
Otherwise, we sample $N_t$ new training points where we eval-
uate the full likelihood and start a new iteration.

In §4.5 we will discuss the performance and the impact 
of various choices for the emulation of galaxy clustering like-
lihood.

4 PARAMETER ESTIMATION FROM THE 
EMULATION OF GALAXY CLUSTERING 
LIKELIHOOD

In this section we present the results of applying the iterative 
emulation to the estimation of free parameters from mock

---

$^2$ https://sheffieldml.github.io/GPy/
galaxy clustering data. We start by defining our theoretical description of galaxy clustering (§4.1). We then describe our mock data and respective covariance matrix (§4.2). We define the likelihood and provide details of our strategy for parameter estimation (§4.3). The results are provided in §4.4 for cases with and without noise in the data model. We close this section by discussing the impact of various algorithmic choices and the performance of the iterative emulator (§4.5).

4.1 Theoretical model for Galaxy clustering

We will study the case of galaxy clustering in Fourier space with redshift space distortions (RSD). For this exercise, we assume the anisotropic galaxy power spectrum is given by:

\[ P_q(k, \mu_k) = b^2 \left[ 1 + \beta \mu_k^2 \right] \left[ P_l(k) + A \mu + Q \mu^2 \right] e^{-2\kappa \mu_k^2}, \]

where \( b \) is a linear bias parameter, \( \sigma_v \) is the Gaussian velocity dispersion, and \( \beta = f/h \), with \( f \) representing the growth factor. \( A \) and \( Q \) are two empirical parameters describing departures from the linear mass power spectrum, \( P_l \). Finally, \( \mu_k = k \cdot k_\perp \) is the cosine angle with respect to the line of sight.

In this particular example we will consider Legendre multipoles of the galaxy power spectrum, defined as:

\[ P_l(k) = \frac{2l + 1}{2} \int_{-1}^{1} d\mu P_q(k, \mu_k)P_l(\mu_k), \]

where \( P_l(\mu_k) \) are Legendre polynomials of order \( l \).

This model is specified by 9 parameters:

\[ \theta = \{ \Omega_{cdm} h^2, \Omega_b h^2, h, n_s, A_s, b_1, \sigma_v, A, Q \} : \]

5 cosmological: the total mass and baryon density in units of the critical density, \( \Omega_{cdm} \) and \( \Omega_b \); the present-day Hubble constant in units of 100 km s\(^{-1}\) Mpc\(^{-1}\), \( h \); the primordial spectral index, \( n_s \); the amplitude of the primordial fluctuations, \( A_s \); 1 RSD parameters, \( \sigma_v \); and 5 nuisance parameters \( b_1, A \) and \( Q \).

4.2 Mock clustering data

Our mock clustering data will consist of a particular random realisation of our theoretical model for \( \hat{P} \equiv \{ P_{c,0}(k), P_{c,2}(k) \} \), over the wavelength range \( k \in [0.01; 3] h \) Mpc\(^{-1}\). Specifically, we set the model parameters to the following values: \( \Omega_{cdm} = 0.27, \Omega_b = 0.05, h = 0.67, n_s = 0.96, A_s = 2.13 \times 10^{-9}, \sigma_v = 3h^{-1}\) Mpc, \( b = 1.5, A = 1.4, Q = 4, \) and evaluate \( P_l \) using the linear Boltzmann code CLASS (Blas et al. 2011) at \( z = 0 \). The random realisation will be generated using the appropriate data covariance matrix for a sample of number density \( \bar{n} = 5 \times 10^{-4} (h^{-1}\) Mpc\(^{-3}\) over a volume \( V = 1 h^{-3} \) Gpc\(^3\).

We describe the covariance matrix of this mock data, \( C_g [P(k), P(k')] \), in linear theory assuming Gaussianity. Explicitly, we assume that \( P(k, \mu_k) \) follows a Gaussian distribution which leads to the following relation mode-by-mode covariance (see Feldman et al. 1994 for the monopole),

\[ C [P(k), P(k')] = \frac{2(2\pi)^3}{V} \delta_D(k - k') \left| P(k, \mu_k) + \bar{n}\right|^2, \]

where \( V \) and \( \delta_D \) stand for the volume of the sample and the Dirac delta respectively. Consequently, the multipole covariance matrix is (Grieb et al. 2016):

\[ C_{\ell_1 \ell_2}(k_1, k_2) = \frac{2(2\pi)^4}{V k_1^2} \delta_{ij} \int_{k_1-\Delta k/2}^{k_1+\Delta k/2} \sigma_{\ell_1 \ell_2}^2(k) k^2 dk, \]

where the volume of the shell in \( k \)-space is \( V_{k_i} = 4\pi [k_i + \Delta k/2]^3 - (k_i - \Delta k/2)^3]/3 \) and

\[ \sigma_{\ell_1 \ell_2}^2(k) = \frac{2(2f_1 + 1)(2f_2 + 1)}{V} \times \sum_{i=0}^{\infty} \frac{\ell_i}{\ell} \sum_{i=0}^{\ell_i} \delta_{ij} \left[ P_{\ell_1}(k) + \frac{1}{h} \delta_{ij} \right] \left[ P_{\ell_2}(k) + \frac{1}{h} \delta_{ij} \right] \times \min(\ell_1 + \ell_2, \ell) \left( \ell_1^2 \ell_2^2 \ell_3 \ell_4 \right)^2 \left( \ell_2 \ell_3 \ell_4 \ell_5 \right)^2, \]

where terms in round parenthesis represent Wigner 3j-symbols.

4.3 Likelihood definition and emulation

With the assumptions described before, the probability of a given set of multipole values \( \hat{P}_d \) is given by a multivariate normal distribution

\[ \log \mathcal{L} = -\frac{1}{2} \left( \hat{P}_d(k) - \tilde{P}_d(k) \right)^T C_{gg}^{-1} \left( \hat{P}_d(k) - \tilde{P}_d(k) \right) - \frac{1}{2} \log |C_{gg}| - \frac{N}{2} \log(2\pi), \]

where \( \tilde{P}_d \) denotes the theoretical models of Eqs. 16 and 17. Note that, by constructing our model is a perfect description of the ensemble mean of the data, and thus we expect unbiased constraints.

For the 9 free parameters of our model, we assume flat priors over the range \( \Omega_{cdm} \in [0.2, 0.345], \Omega_b \in [0.03, 0.755], h \in [0.6, 0.755], n_s \in [0.93, 0.99], log A_s \in [1.2, 3.25], b_1 \in [1.43, 1.57], \sigma_v \in [2.85, 3.15], A \in [0.5, 2.4], \) and \( Q \in [3.6, 4.4] \). These values were chosen to be roughly 3 times larger than the expected 68% confidence region for each parameter.

In all cases we will emulate the logarithm of this 9-dimensional likelihood function with the algorithm described throughout this paper. The initial training set is given by a Latin-hypercube of 10 points over the full prior volume. We perform the GP hyper-parameter optimisation with 5 different starting points to avoid local minima. At each point of the iteration, we randomly sample 5 new points according to the acquisition function defined in Eq. 13 with \( \alpha = 0 \) (maximum exploitation over exploration). We will explore the dependencies on these choices of parameters in §4.5.

For comparison, we also carry out an affine invariant MCMC sampling of the same likelihood. We employ emcee (Foreman-Mackey et al. 2013) with 22 walkers, each of which starting at random locations of the prior hyper-volume. We consider (and discard) a burn-in phase of 1/3 of
Figure 2. Posterior distributions on the 9 free parameters of our model from the monopole and quadrupole of a mock redshift-space galaxy power spectrum up to $k = 3h\,\text{Mpc}^{-1}$ in the monopole and $k = 0.3h\,\text{Mpc}^{-1}$ in the quadrupole. The green and blue contours denote the results from our iterative emulation and a traditional MCMC analysis, respectively. Both methodologies agree to a remarkable level, with the iterative emulator requiring approximately 100 times less likelihood evaluations. Black dashed lines represent the input values of our mock data. Shaded regions correspond to the one and two $\sigma$ intervals of the projected one-dimensional posteriors, i.e. 68% and 95% confidence levels.

The steps. To estimate the faithfulness of the chains, we perform a Gelman-Rubin test and assume convergence when it has reached a value of $< 0.1$. We note that the Gelman-Rubin test is not formally correct with affine invariant MCMC’s, for this reason we checked when the standard deviation of the cumulative mean in each walker was lower than 10% of the standard deviation of the walker (analogously to the Kullback-Liebler divergence test). We found this criterion was satisfied generally after the Gelman-Rubin one. Therefore, we use the Gelman-Rubin test as conservative criterion. We present and discuss our results in the next subsection.

4.4 Parameter Constraints

4.4.1 Deterministic and unbiased theory prediction

In Fig. 2 we show the posterior distributions of all the 9 parameters of our model, as estimated from our mock galaxy...
likelihood evaluations whereas the iterative procedure is impressive considering that the MCMC chains required contours are compatible within the noise. The agreement in diagonal panels are almost indistinguishable, whereas 2D able similar results. The marginalised posteriors provided of an MCMC analysis.

The mean of the marginalised parameters constraints are shown in Fig. 3 as a function of the iteration in our likelihood emulations. Each panel displays the marginalised mean value as a dark green line and the 68% credibility region is denoted as a shaded green region. In each panel, the displayed parameter range coincides with the limits of our prior distribution for the respective parameter. We can see that initially, mean values oscillate wildly within the prior volume. However, as the iteration progresses values converge rather quickly, and once they do, they remain converged and rarely fluctuate around the true value (indicated by horizontal dashed lines) by more than 0.1σB. This also tells that, although in Fig. 2 we showed the iterative emulation at 710 likelihood evaluations, the correct results were already achieved with only 485 sampling points.

4.4.2 Stochastic theory predictions

Now we move to the case in which the theory is extracted with some noise, i.e. the theory we have access to is nothing but a sample of a larger space of theories. An example of this are the predictions of N-body simulations. If one were to compare data to an N-body prediction, even in the best case scenario in which the resolution and population models are perfect, one has to take into account that the specific simulation is subject to, at least, cosmic variance uncertainties. We show here that our methodology can deal with such theory models as well.

As a simplification, the noise in the data is assumed to arise only from cosmic variance, thus, it is completely determined by Eq. 20. We further assume that data is only biased with respect to the true cosmology following Eq. 16. Therefore, splitting the contributions of the clustering covariance matrix into C_{clust} = C_{data} + C_{theory}, our explicit assumption is that C_{data} = C_{\ell\ell}(k_h,k_j) where the volume and number density (\bar{n}) correspond to that of a specific survey. In our case, we chose \bar{n} = 5 \times 10^{-4} and V = 1000\text{Mpc}/h. In general, the noise in the theory is a bit more involved but for the sake of simplicity, we employ Eq. 20 once again and assume that the noise in the theory comes from 1/2C_{data}. This resembles the case in which we have perfectly smoothed and unbiased population models and we only suffer from cosmic variance in a simulation with twice the volume as the one from the data survey.

Applying the iterative process over such kind of theories we find the results of Fig. 4. We show in blue the iterative process without noise in the theory but with the covariance given by the sum of both, theory plus data. We take this to be the true answer to mimic. The iterative process (green contours) is able to recover the previous likelihood well within the 68% contours even with a noisy theory. Note that, although the noise in the theory translates into a noisy likelihood, the emulator produces smooth results. This is achieved by first sampling the parameter space with 10 Latin-Hypercube points and then iterate 523 times with...
the addition of 5 points each, reaching a total number of points of 2625. For comparison, we include the converged MCMC in brown. Since the theory is noisy, the MCMC required 300000 evaluations of the likelihood to achieve convergence, a factor of 4 more points than the non-noisy estimation. This factor is similar in both procedures at this level of noise, which means the iterative process still takes 1/100 of the $L$ evaluations required by the MCMC. However, we find that the estimation of the MCMC remains noisy even though convergence was achieved.

4.5 Performance and parameter choices

In this subsection we will explore how the performance of the iterative likelihood emulator depends on various parameters of the algorithm, as well as its dependence on the dimensionality of the likelihood.

In Fig. 5 we show the Kullback-Liebler convergence criteria, $D_{KL}$, as a function of the number of likelihood evaluations in our iterative emulations applied to the 9-dimensional galaxy clustering likelihood considered before. Different lines show the results for difference cases as indicated by the legend.
Figure 5. Convergence criteria of the iterative process over the parameter space shown in Fig. 2. GP stands for Gaussian Process, n-r for number of restarts and l-h for the number of Latin-hypercube initial points. Black dashed line represents the value of the Kullback-Liebler divergence $0.1$.

Firstly, we note that regardless of these choices, we observe a clear converging behaviour where $D_{KL}$ decreases exponentially with iteration number. When it reaches a value of $0.1$ it saturates and it coincides with the converged posterior distributions we observed before. This behaviour further motivates the use of a $0.1$ threshold as a convergence criterion.

In the top panel of Fig. 5 we vary $n_{add}$, the number of new training points we add in each iteration. As expected, faster convergence is achieved for lower values of $n_{add}$ – $n_{add} = 1$ requires approximately 200 less likelihood evaluations than $n_{add} = 10$. However, larger values of $n_{add}$ converge with less builds of the emulator and also allow for straightforward parallelisation. Thus, $n_{add} > 1$ might be preferred depending on the details of the problem at hand.

In the second panel we vary the function we employ for acquiring new training points. First, we vary the value of the $\alpha$ parameter from $0$ to $2$, which transitions from pure “exploitation” – sampling preferentially high-likelihood regions, to “exploration” where the focus is on highly uncertain regions (c.f. Eq. 13). We see that the behaviour is fairly insensitive to this value in terms on how many evaluations are needed to achieve convergence, which indicates that the likelihood itself largely dominates the acquisition function. We have also experimented with an alternative definition of acquisition function in which the likelihood value is capped to a fixed value within a $3\sigma$ region around the likelihood peak – so that all points within this region have the same probability of being chosen. This alternative acquisition function is displayed as a red line, but we see that it underperforms compared to our default choice.

In the third panel of Fig. 5 we can see how the convergence is affected by the number of restarts in the emulation hyper-parameter fitting. Smaller values lead to faster code execution, however, this degrades the convergence by up to 200 evaluations as an inaccurate emulation will propagate by sampling suboptimally new training points. Furthermore, it seems that the choice of num_restarts=5 already saturates and provides optimal results.

In the bottom panel of Fig. 5 we see that the number of evaluations in the initial training set does not strongly impact the long-term behaviour of the emulated likelihood. On the contrary, smaller initial training sets require a smaller number of total evaluations for convergence. This supports the overall performance of our algorithm, which locates new likelihood evaluations optimally.

Finally, we consider the performance of our iterative emulation as a function of the dimensionality of the problem. For this, we have considered a subset of our full parameter space with different number of dimensions, from $2$ to $9$. In each case, we sample the respective likelihood with an MCMC algorithm and with our iterative emulator. In Table 1 we provide the number of likelihood evaluations required to achieve convergence for different number of di-
dimensions for both \texttt{emcee} and our iterative emulator. Respectively, as for our fiducial case, we define convergence with a Gelman-Rubin criterion with a threshold of 0.1, or with a KL divergence threshold of 0.1.

We can see that both likelihood estimators scale roughly linearly with the dimensionality of the problem. The scaling, however, is not perfect since it also depends on the complexity of the target likelihood function. Nevertheless, the relative number of steps is roughly independent of dimensions with the iterative emulator converging with $\sim 1\%$ of the evaluations needed by the MCMC sampler.

5 SUMMARY AND CONCLUSIONS

We have proposed and tested an algorithm for cosmological parameter space sampling. The approach is based on an iterative Gaussian emulation of likelihoods, where new training points are added in regions of high likelihood and large uncertainty, and convergence is determined by the Kullback-Leibler divergence.

In Fig. 1 we illustrated our algorithm in action. We then employed it on the problem of constraining 9 cosmological and nuisance parameters using mock data for the monopole and quadrupole of the galaxy power spectrum. In Fig. 2 and 4 we showed that our iterative emulation and a standard MCMC agree to a remarkable level, but our approach requires approximately 100 times less model evaluations. In Fig. 5 we showed that this behaviour is roughly independent from the parameters of the algorithm and from the dimensionality of the problem considered.

In general, we found that there are two main advantages of our iterative method over standard MCMC algorithm:

i) The use of a small number of likelihood evaluations. This is especially important when using sophisticated models for large-scale structure which become increasingly more computationally expensive.

ii) Uncertainties in data models can be naturally incorporated in the likelihood estimation.

In this work we have explored a high-dimensional but relatively simple likelihood function. Although such simple, Gaussian, and unimodal likelihoods are typical in LSS and cosmological analysis, more complicated ones can also appear in certain situations (e.g. “banana” shapes in the posterior distribution, Abbott et al. 2018). To test our algorithm in those situations, we iteratively emulated a non-convex “Rosenbrock” likelihood and multi-peaked likelihoods in two dimensions. Although not shown here, we find good performance and an accurate emulation. Nevertheless, for extremely complicated likelihood functions, the assumption of isotropic kernels in our Gaussian emulation might prove limiting. In such cases, anisotropic kernels with multiple hyper-parameters and/or Deep Gaussian processes could be an interesting area of further exploration.

Despite the high efficiency of our approach, there are several areas where it can be further improved. Although typically building a Gaussian emulation is fast, it scales poorly with the number of sampling points (naively as $O(n^2)$). This shortcoming can be overcome by recently-proposed methods for matrix inversions (Ambikasaran et al. 2015). Another alternative is to reduce the number of sampling points by determining a minimal set of inducing points to be used in the emulation (Titsias 2009; Matthews et al. 2015). Finally, using information on the hyper-parameter minima of previous iterations, might speed up the algorithm overall.

We anticipate our approach will enable more accurate modelling of cosmological observables and LSS in particular. An interesting application for the latter is the use of cosmology-rescaling methods (Angulo & White 2010; Zennaro et al. 2019), where one gravity-only simulation is used to represent the 3-dimensional matter and baryonic fields (Aricò et al. 2019). Although these methods are very accurate and fast compared to a full simulation (Contreras et al in prep), they are very slow for a traditional MCMC sampler. Our work might enable their use in cosmological analyses, which should in general yield to a more complete analysis of current and future observations.
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