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ABSTRACT
This paper introduces an analytical framework for the derivation of hybrid equations of motion of a flexible quadrotor. This approach helps obtain rigid and elastic equations of motion simultaneously, in a decoupled form, which facilitates the controller design. A delay-dependent stability condition is obtained for the overall system dynamics, including the operator with reaction time delay, the adaptive controller and the flexible quadrotor dynamics. Two different adaptive controllers are implemented to address the uncertainties. It is demonstrated via simulations that the flexible arm tip oscillations are mitigated when a closed loop reference model adaptive controller is used, compared to a conventional model reference adaptive controller.

Nomenclature

Calligraphic Symbols
\begin{itemize}
  \item $\mathcal{A}$ coefficient matrix of delayed term of the delay equation
  \item $\mathcal{A}_n$ coefficient matrix of the undelayed term of the delay equation
  \item $\mathcal{D}$ Rayleigh dissipation function
  \item $\mathcal{F}$ inertial frame reference
  \item $\mathcal{G}$ non-inertial frame reference
  \item $\mathcal{L}$ Lagrangian
  \item $\mathcal{M}_e$ tracking error performance metric
  \item $\mathcal{Q}_v$ overall torque vector in the inertial frame
  \item $\mathcal{Q}_\xi$ overall thrust vector in the inertial frame
  \item $\mathcal{Q}_i$ generalized force for the $i^{th}$ generalized coordinate
  \item $\mathcal{Q}_{\mathcal{Y}_j}$ $j^{th}$ generalized force for the generalized displacement coordinate
  \item $\mathcal{R}_E$ inertial position of a mass element
  \item $\mathcal{R}_F$ position of body reference frame relative to inertial frame
  \item $\mathcal{R}_G$ position relative to a non-inertial reference frame
  \item $\mathcal{T}$ kinetic energy
  \item $\mathcal{T}_e$ elastic kinetic energy
  \item $\mathcal{T}_r$ rotational kinetic energy
  \item $\mathcal{T}_t$ translational kinetic energy
\end{itemize}
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\( U \) potential energy
\( U_e \) elastic potential energy
\( U_g \) gravitational potential energy
\( \mathcal{V} \) Lyapunov function candidate

**Greek Symbols**

- \( \bar{\beta}_j \) solution of the transcendental frequency equation for the \( j^{th} \) mode
- \( \bar{\beta}_j^* \) ratio of hyperbolic functions of \( \bar{\beta}_j \) for the \( j^{th} \) mode
- \( \bar{\gamma}_j \) normalization constant corresponding to the \( j^{th} \) mode
- \( \bar{\omega}_j \) natural frequency for the \( j^{th} \) mode
- \( \bar{\omega}_{kj} \) natural frequency on the \( k^{th} \) arm for the \( j^{th} \) mode
- \( \tilde{\beta}_j \) constant obtained from the partial differential equation for the \( j^{th} \) mode
- \( \delta \) Dirac's delta function
- \( \delta_{jl} \) Kronecker delta
- \( \eta \) human state vector
- \( \gamma_c \) constant related to the normalization constant of \( W_j \)
- \( \Gamma_{\Theta_{ij}} \) adaptation rate for the \( i^{th} \) diagonal
- \( \tilde{\Theta} \) time-varying adaptative parameter matrix
- \( \Lambda \) control effectiveness matrix
- \( \mu \) regressor vector regarding the delay differential equation
- \( \omega \) angular velocity vector
- \( \Omega_g \) gyroscopic velocity
- \( \Omega_k \) angular velocity of the \( k^{th} \) arm
- \( \Omega_s \) angular velocity squared vector
- \( \Phi \) high order nonlinear effect matrix
- \( \Pi \) nonhomogeneous part of the delay differential equation
- \( \rho \) density of mass element
- \( \rho_c \) density of quadrotor arm
- \( \sigma \) damping coefficient term
- \( \sigma_c \) damping coefficient of quadrotor arm
- \( \sigma'_c \) normalized damping coefficient of quadrotor arm
- \( \tau_\phi \) roll torque
- \( \tau_\psi \) yaw torque
- \( \tau_\psi \) pitch torque
- \( \tau_b \) torque vector in the inertial frame
- \( \tau_g \) gyroscopic torque
- \( \tau_h \) reaction delay
- \( \tau_m \) the smallest time constant of the reference model
- \( \tilde{\Theta} \) unknown overall weight matrix
- \( \Theta_p \) unknown weight matrix
- \( \tilde{\Theta} \) adaptive parameter estimation error
- \( \upsilon \) Euler angles
- \( \Upsilon_j \) generalized displacement coordinates for the \( j^{th} \) mode
- \( \Upsilon_{kj} \) generalized displacement coordinates on the \( k^{th} \) arm for the \( j^{th} \) mode
- \( \xi \) position variable vector
- \( \zeta \) input to the human dynamics

**Roman Symbols**

- \( \bar{m} \) ratio of rotor mass to mass of quadrotor arm
- \( \bar{r} \) maximum reference value
- \( \bar{s} \) constant undeformed length
1. Introduction

Aerial vehicles are conventionally formulated as rigid bodies. However, modeling of elastic effects can contribute significantly to the dynamic response of the vehicle. Despite the usual practice of separating the dynamic analysis of aircraft into rigid and elastic dynamics (Rasti & Fazelzadeh, 2012), a large body of literature has been devoted to hybrid equations of motion (Flatus, 1992; Meirovitch & Nelson, 1966; Waszak & Schmidt, 1988). In particular, a number of approaches to flexible aircraft design have been proposed, such as aerodynamic strip theory on wings (Waszak, Davidson, & Schmidt, 1987), bifurcation and continuation methods (Baghdadi, Lowenberg, & Isikveren, 2011), nonlinear reduced order models (Da Ronch, Badcock, Wang, Wynn, & Palacios, 2012), interconnected multiple beam structure method (Chang, Hodges, & Patil, 2008), and structural dynamic modeling method (Nguyen & Tuzcu, 2009). These studies are also extended to UAVs that have long flexible arms (Cesnik et al., 2010; Ritter, Jones, & Cesnik, 2016; Van Schoor, & von Flotow, 1990). On the other hand, literature on elastic dynamics pertaining to quadrotor UAVs is relatively scarce. In Srikanth, Annaswamy, & Lavretsky (2010), quadrotor flexibility is formulated as shape-shifting of the quadrotor chassis upon impact with a wall. In some other approaches, structural vibration analysis of a quadrotor is conducted and experimentally
verified (Tullu, Byun, Kim & Kang, 2018; Verbeke & Debruyne, 2016). These methods generally focus only on the flexible effects and do not shed light on rigid and elastic dynamics as a whole.

In this paper, we introduce an analytical framework to derive hybrid equations of motion of a flexible quadrotor. The applied method is a comprehensive procedure predicated on Lagrangian mechanics using the mean-axes theorem. This approach helps obtain rigid and elastic equations of motion simultaneously, in a decoupled form, which facilitates the controller design. To compensate for the uncertainty sources such as flight anomalies, actuator failures and model linearization effects, we implement two different adaptive controllers to control the flexible UAV: One of them is the conventional model reference adaptive controller (MRAC) (Narendra & Annaswamy, 2012), and the other is the closed loop reference model (CRM) adaptive controller (Gibson, Annaswamy, & Lavretsky, 2012; 2013a; B; Gibson, 2014; Lavretsky, 2011; Stepanyan, & Krishnakumar, 2010; 2011; Yucelen, De La Torre, & Johnson, 2014). CRM adaptive controller is developed to reduce the oscillations in MRAC architectures, and its effectiveness is verified experimentally (Alan, Yildiz, & Poyraz, 2018; Eraslan, Yildiz, & Annaswamy, 2020). We show that CRM adaptive controller indeed helps reduce the vibrations of the flexible quadrotor arms. Finally, we provide the stability limits of the closed loop system, including the human operator, the controller and the flexible quadrotor. To the best of authors’ knowledge, no similar work exists in the literature, where both the hybrid modeling and the human-in-the-loop stability analysis of a flexible quadrotor UAV, in the presence of an adaptive controller, are presented. The involvement of human operator in the overall analysis is especially important to understand the whole cyber physical human system (Albaba, & Yildiz, 2019; Annaswamy, Yildiz, & Yildiz, 2020; Eraslan, Yildiz, & Annaswamy, 2020).

This paper is organized as follows. Section 2 presents the modeling of elastic quadrotor dynamics. The controller design and human-in-the-loop stability analysis are given in Section 3. Simulation results are presented in Section 4 and a summary is given in Section 5.

2. Modeling of Elastic Quadrotor Dynamics

In this section, we represent the dynamic modeling of a quadrotor UAV considering elastic effects. In obtaining the nonlinear equations of motion, the Lagrangian method is used (Bauchau, & Craig, 2009; Rao, 2007; Vepa, 2014; Waszak & Schmidt, 1988). Below, we first provide the necessary background for the modeling of unconstrained elastic bodies and then develop the flexible UAV model. We mainly follow the method presented by Waszak, Davidson, & Schmidt (1987). However, unlike Waszak, Davidson, & Schmidt (1987), our equations of motion includes the damping effects. Furthermore, whereas Waszak, Davidson, & Schmidt (1987) develop a fixed-wing aircraft model, the modeling in this paper is conducted for a quadrotor geometry and loading conditions.

2.1. Dynamics of Unconstrained Elastic Bodies

In an unconstrained elastic body (see Figure 1), the inertial position \( R_E \) of a mass element \( \rho dV \), where \( \rho \) is the density and \( dV \) is the infinitesimal volume, can be obtained by the summation of its position \( R_G \), relative to a non-inertial body-fixed frame \( G \),
and the position $\mathcal{R}_F$ of this body reference frame relative to the inertial frame $\mathcal{F}$ as

$$
\mathcal{R}_F = \mathcal{R}_B + \mathcal{R}_G. 
$$

(1)

Figure 1. Position of a mass element with respect to reference frames

In the usual rigid body formulation, the time rate of change of $\mathcal{R}_G$ is assumed to be zero (Stengel 2015; Vinh 1995). This assumption no longer holds true for the elastic body formulation (Waszak & Schmidt 1988). Denoting $\frac{d}{dt}(\cdot)$ as the time derivative with respect to $\mathcal{R}_F$, $\frac{\delta}{\delta t}(\cdot)$ as the time derivative with respect to $\mathcal{R}_G$, and $\omega$ as the angular velocity of $\mathcal{R}_G$ with respect to $\mathcal{R}_F$, the kinetic and potential energy terms, $\mathcal{T}$ and $\mathcal{U}$, respectively, are obtained as (Waszak, Davidson, & Schmidt 1987)

$$
\mathcal{T} = \frac{1}{2} \int_V \left\{ \frac{d}{dt} \mathcal{R}_F \cdot \frac{d}{dt} \mathcal{R}_F + 2 \frac{d}{dt} \mathcal{R}_F \cdot \frac{\delta}{\delta t} \mathcal{R}_G + \frac{\delta}{\delta t} \mathcal{R}_G \cdot \frac{\delta}{\delta t} \mathcal{R}_G + 2 \frac{\delta}{\delta t} \mathcal{R}_G \cdot (\omega \times \mathcal{R}_G) + (\omega \times \mathcal{R}_G) \cdot (\omega \times \mathcal{R}_G) + 2(\omega \times \mathcal{R}_G) \cdot \frac{d}{dt} \mathcal{R}_F \right\} \rho dV,
$$

(2)

$$
\mathcal{U} = - \int_V (\mathcal{R}_F + \mathcal{R}_G) \rho dV - \frac{1}{2} \int_V \frac{\delta^2}{\delta t^2} \mathcal{R}_G \rho dV.
$$

(3)

The position of the mass element $\rho dV$ relative to the body frame $\mathcal{G}$ can be written as

$$
\mathcal{R}_G = \bar{s} + w(\bar{x}, t),
$$

(4)

where $\bar{s}$ is the constant undeformed length, $w(\bar{x}, t)$ is the relative elastic displacement and $\bar{x}$ is the generalized coordinate on the body frame. Assuming that free vibration modes of the elastic body are given, the relative displacement $w(\bar{x}, t)$ can be expressed in terms of infinitely many mode shapes $W(\bar{x})$ and generalized displacement coordi-
nates $\Upsilon(t)$ as

$$w(\bar{x}, t) = \sum_{j=1}^{\infty} W_j(\bar{x}) \Upsilon_j(t). \quad (5)$$

Using (5) and applying the mean axes theorem (Dussart, Portapas, Pontillo, & Lone, 2018; Hesse, Palacios, & Murua, 2014; Schmidt, 1998; Waszak & Schmidt, 1988), (2) and (3) can be rewritten as

$$T = \frac{1}{2} m \frac{dR_{BF}}{dt} \cdot \frac{dR_{BF}}{dt} + \frac{1}{2} \omega^T \mathbf{I} \omega + \frac{1}{2} \sum_{j=1}^{\infty} M_j \dot{\Upsilon}_j^2(t), \quad (6)$$

$$U = -mgR_{BF} + \frac{1}{2} \sum_{j=1}^{\infty} \bar{\omega}_j^2 M_j \Upsilon_j^2(t), \quad (7)$$

where the first, second and the third term in (6) are translational, $T_t$, rotational, $T_r$ and elastic, $T_e$, kinetic energy terms, respectively. On the other hand, the first and second term (7) are gravitational, $U_g$, and elastic, $U_e$, potential energy terms. The term $M_j$ is the generalized mass term and $\bar{\omega}_j$ is the natural frequency corresponding to the $j^{th}$ elastic degree of freedom.

### 2.2. Equations of Motion for an Elastic Quadrotor UAV

The elastic quadrotor UAV consists of three different types of masses, that is, the main body mass $m_b$, the arm mass $m_c$ and the rotor mass $m_r$, all of which add up to the total mass $m = m_b + 4m_c + 4m_r$ (See Figure 2). The position variable vector and the Euler angles vector pertaining to the center of mass in the body frame are expressed as $\xi = [x, y, z]^T \in \mathbb{R}^3$ and $\nu = [\phi, \theta, \psi]^T \in \mathbb{R}^3$, respectively. The inertial angular velocity vector of the center of mass is given by $\omega = [p, q, r]^T \in \mathbb{R}^3$. The rotation matrix $R^B \in \mathbb{R}^{3 \times 3}$ that transforms the vectors from $\mathcal{G}$ to $\mathcal{F}$ is given as

$$R^B = \begin{bmatrix}
    c_\phi c_\theta & c_\psi s_\phi + c_\phi s_\psi c_\theta & c_\theta s_\phi - s_\theta c_\psi c_\phi
    s_\psi s_\phi & c_\psi c_\phi + c_\theta s_\phi & s_\phi s_\theta c_\phi + c_\theta c_\psi
    s_\psi c_\theta & s_\theta s_\phi c_\psi - c_\psi s_\phi & c_\theta c_\psi
\end{bmatrix}. \quad (8)$$

where $s_\psi$ and $c_\psi$ denote the sine and cosine of the corresponding Euler angle, respectively. The thrust force on the $k^{th}$ rotor is given by

$$F_k = k_t \Omega_k^2, \quad (9)$$

where $k_t$ is the thrust factor and $\Omega_k$ is the angular velocity of the $k^{th}$ rotor. The total thrust force $F_b$ represented in the body frame $\mathcal{G}$ is

$$F_b = \sum_{k=1}^{4} k_t \Omega_k^2 \begin{bmatrix}
    0 \\
    0 \\
    1
\end{bmatrix} = \begin{bmatrix}
    0 \\
    0 \\
    \sum_{k=1}^{4} k_t \Omega_k^2
\end{bmatrix}. \quad (10)$$
Figure 2. A simplified schematic of the elastic quadrotor UAV

$F_b$ represented in the inertial frame $F$ is given as

$$Q_\xi = R^B F_b.$$  \hfill (11)

The torques developed due to the rotational velocities of the rotors are calculated as

$$\tau_b = \begin{bmatrix} \tau_\phi \\ \tau_\theta \\ \tau_\psi \end{bmatrix} = \begin{bmatrix} k_t L_c (\Omega_1^2 - \Omega_2^2) \\ k_t L_c (\Omega_3^2 - \Omega_4^2) \\ k_q (-\Omega_1^2 + \Omega_2^2 - \Omega_3^2 + \Omega_4^2) \end{bmatrix},$$  \hfill (12)

where $k_q$ is the drag factor and $L_c$ is the arm length. Gyroscopic torques are given as

$$\tau_g = -J_r \left( \dot{\mathbf{v}} \times \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \right) \Omega_g,$$

$$\Omega_g = \Omega_1 - \Omega_2 + \Omega_3 - \Omega_4,$$

where $J_r$ is the moment of inertia of the rotor and $\Omega_g$ is the gyroscopic velocity. The total torque, $Q_\upsilon$, represented in the inertial frame $F$ is obtained as

$$Q_\upsilon = \tau_b + \tau_g.$$  \hfill (14)

The control input vector, $u$, is taken as

$$u = \begin{bmatrix} k_t & k_t & k_t & k_t \\ 0 & -k_t & 0 & k_t \\ -k_t & 0 & k_t & 0 \\ -k_q & k_q & -k_q & k_q \end{bmatrix} \begin{bmatrix} \Omega_1^2 \\ \Omega_2^2 \\ \Omega_3^2 \\ \Omega_4^2 \end{bmatrix},$$  \hfill (15)

$$= R^\Omega_\upsilon \Omega_s,$$
where $R^{\Omega_s}$ is the corresponding constant transformation matrix, and $\Omega_s = [\Omega_1^2, \Omega_2^2, \Omega_3^2, \Omega_4^2]^T$ is the vector consisting of the squares of rotational velocities. Another useful transformation matrix is the one that converts the force vector $F = [F_1, F_2, F_3, F_4]^T$ into the control input vector $u$. Multiplying $\Omega_s$ with $k_t$ and dividing each element of $R^{\Omega_s}$ by $k_t$, it follows from (15) that

$$
u = \left(\frac{1}{k_t} R^{\Omega_s}\right) F,$$

$$= RF, \quad \text{(16)}$$

where $R^F$ is the corresponding constant transformation matrix. The generalized coordinates for the elastic body dynamics is given as $q = [\xi^T, \upsilon^T, \Upsilon_j^T]^T \in \mathbb{R}^{(p+6)}$, $j = 1, 2, \ldots, p$, where $p$ is the number of elastic degrees of freedom, which is infinite in theory but can be truncated to a finite number depending on the level of modeling fidelity. The relation between the rotational velocity vector $\omega$ and time rate of change of the Euler angles vector are expressed as

$$\omega = \begin{bmatrix} -s_\theta & 0 & 1 \\ c_\theta s_\psi & c_\psi & 0 \\ c_\theta c_\psi & -s_\psi & 0 \end{bmatrix} \dot{\upsilon},$$

$$= R^\upsilon \dot{\upsilon}, \quad \text{(17)}$$

where $R^\upsilon$ is the corresponding transformation matrix. Substituting (17) into (6), it follows that

$$T(q, \dot{q}) = \frac{1}{2} \frac{dR_F}{dt} \cdot \frac{dR_F}{dt} + \frac{1}{2} \dot{\upsilon}^T R^{\upsilon^T} IR^{\upsilon} \dot{\upsilon} + \frac{1}{2} \sum_{j=1}^{\infty} M_j \dot{\Upsilon}_j^2(t). \quad \text{(18)}$$

The Lagrangian consisting of the set of generalized coordinates for the elastic quadrotor UAV can be expressed as

$$\mathcal{L}(q, \dot{q}) = T - U. \quad \text{(19)}$$

The friction term is added exogenously to the formulation in terms of a Rayleigh dissipation function (Vepa, 2014, pp. 543-545) as

$$\mathcal{D}(\dot{q}) = \frac{1}{2} \sum_{j=1}^{\infty} \sigma_c \dot{\Upsilon}_j^2(t), \quad \text{(20)}$$

where the term $\sigma_c$ is the damping coefficient term. The Lagrangian equation with a dissipation function and generalized forces is given as

$$\frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{q}_i} \right) - \left( \frac{\partial \mathcal{L}}{\partial q_i} \right) + \left( \frac{\partial \mathcal{D}}{\partial \dot{q}_i} \right) = \mathcal{Q}_i, \quad \text{(21)}$$
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where \( i = 1, 2, \ldots, (p + 6) \), where \( Q_i \) is the generalized force. Using (18)-(21), the elastic equations of motion can be obtained as

\[
\ddot{x} = (\cos(\psi) \sin(\theta) \cos(\phi) + \sin(\psi) \sin(\phi)) \frac{u_1}{m},
\]

\[
\ddot{y} = (\sin(\psi) \sin(\theta) \cos(\phi) - \cos(\psi) \sin(\phi)) \frac{u_1}{m},
\]

\[
\ddot{z} = -g + (\cos(\theta) \cos(\phi)) \frac{u_1}{m},
\]

\[
\dddot{\phi} = \dot{\theta} \dot{\psi} \left( \frac{J_y - J_z}{J_x} \right) - \frac{J_x}{J_x} \dot{\phi} \Omega_g + \frac{L_c}{J_x} u_2,
\]

\[
\dddot{\theta} = \dot{\phi} \dot{\psi} \left( \frac{J_z - J_x}{J_y} \right) + \frac{J_x}{J_y} \dot{\phi} \Omega_g + \frac{L_c}{J_y} u_3,
\]

\[
\dddot{\psi} = \dot{\phi} \dot{\theta} \left( \frac{J_x - J_y}{J_z} \right) + \frac{1}{J_z} u_4,
\]

\[
M_j \dddot{\chi}_j(t) + \sigma c \dot{\chi}_j(t) + \bar{\omega}_j^2 M_j \chi_j(t) = Q_{\chi_j}(t).
\]

**Remark 1.** The equations of motion comprise a rigid part (22)-(27) and an elastic part (28). The rigid part of the equations of motions is identical to those of a rigid quadrotor UAV (Bouabdallah, 2007; Sabatino, 2015). On the other hand, the elastic part has a form similar to that of an \( p \)-many mass spring damper systems, where \( p \) is the number of elastic modes.

### 2.3. Transverse Vibrations of Elastic Arms

In the previous subsection, the equations of motion for an elastic quadrotor were derived. The resulting equations of motion for the elastic part (28) are of a relatively simple form, although it is not clear yet what the terms \( M_j, \sigma c, \bar{\omega}_j \) and \( Q_{\chi_j}(t) \) represent in the overall system. In the literature, aeroelastic behavior of flexible aircraft is interpreted as the motion of morphing wings. Upon considering the physical structure of the elastic quadrotor (see Figure 2), the arms can be modeled as thin cantilever beams undergoing transverse vibrations (see Figure 3) owing to continuous motion and agile maneuvers of the quadrotor.

Although a large body of research is devoted to the modeling of undamped Euler-Bernoulli beams under various boundary conditions, relatively small amount of studies can be found for beams with damping: The damping is formulated as an internal property using the viscoelastic Kelvin-Voigt model by Mahmoodi, Khadem, & Kokabi (2007) and Romaszko, Sapiński, & Sioma (2015). On the other hand, a model of a
cantilever beam with external damping is developed where a dashpot is attached at the free end (Friswell, & Lees, 2001; Gürgöze, & Erol, 2006). For simplicity, we use the latter approach and write the equations of motion governing the damped Euler-Bernoulli beam presented in Figure 3 as

\[
E_c J_c \frac{\partial^4 w(\bar{x}, t)}{\partial \bar{x}^4} + \rho_c A_c \frac{\partial^2 w(\bar{x}, t)}{\partial t^2} + \sigma_c \frac{\partial w(\bar{x}, t)}{\partial t} = F(\bar{x}, t),
\]

where \( E_c \) and \( J_c \) are the Young's modulus and moment of inertia of the beam, respectively, \( \rho_c \) is the density, \( A_c \) is the cross-sectional area, \( \sigma_c \) is the damping coefficient of the beam and \( F(\bar{x}, t) \) is the concentrated thrust force acting at the beam edge. The solution to the homogeneous part of this equation can be obtained by using (5), which consists of the mode shape \( W_j(\bar{x}) \) and the generalized displacement coordinates \( Y_j(t) \). Since the beam is fixed to the moving main rigid body \( m_b \) at one end and carries the rotor mass \( m_r \) at the other end (see Figure 2), the boundary conditions can therefore be stated as

\[
W(0) = 0,
\]

\[
\frac{dW(0)}{d\bar{x}} = 0,
\]

\[
E_c J_c \frac{d^2 W(\bar{L}_c)}{d^2 \bar{x}} = 0,
\]

\[
E_c J_c \frac{\partial^3 w(\bar{L}_c, t)}{\partial^3 \bar{x}} = m_r \frac{\partial^2 w(\bar{L}_c, t)}{\partial^2 t}.
\]
Taking \( F(\bar{x}, t) = 0 \), substituting (5) into (29), and solving it together with (30)-(33) \cite{Rao2007}, the transcendental frequency equation is obtained as

\[
1 + \frac{1}{\cos \beta_j \cosh \beta_j} - \tilde{m} \tilde{\beta}_j (\tan \tilde{\beta}_j - \tanh \tilde{\beta}_j) = 0, \tag{34}
\]

\[
\beta_j = \sqrt[4]{\frac{\rho_c A_c \bar{\omega}_j^2}{E_c J_c}}, \tag{35}
\]

where \( \tilde{\beta}_j = \beta_j L_c \) is the solution of (34), \( \beta_j \) is a specific constant obtained from the separation of (29) corresponding to the \( j \)\textsuperscript{th} natural frequency \( \bar{\omega}_j \), and \( \tilde{m} = m_r/m_c \) denotes the ratio of the rotor mass \( m_r \) to the mass of the cantilever beam \( m_c \). For a given \( j \)\textsuperscript{th} mode, we can solve for \( \tilde{\beta}_j \) in (34) and calculate a corresponding natural frequency \( \bar{\omega}_j \) in (35). Following this procedure, we also obtain the mode shape \( W_j(\bar{x}) \), which can be written as

\[
W_j(\bar{x}) = \tilde{\gamma}_j \left[ (\cos \beta_j \bar{x} - \cosh \beta_j \bar{x}) - \frac{\cos \tilde{\beta}_j + \cosh \tilde{\beta}_j}{\sin \tilde{\beta}_j + \sinh \tilde{\beta}_j} (\sin \beta_j \bar{x} - \sinh \beta_j \bar{x}) \right], \tag{36}
\]

where \( \tilde{\gamma}_j \) is a normalization constant corresponding to the \( j \)\textsuperscript{th} mode (See Appendix A). Having found the mode shapes \( W_j(\bar{x}) \) in (5), we are left to find the solutions of the generalized displacement coordinates \( \Upsilon_j(t) \) in (28). Applying orthogonality conditions (see Appendix B), it is obtained that

\[
\ddot{\Upsilon}_j(t) + \sigma'_c \dot{\Upsilon}_j(t) + \bar{\omega}_j^2 \Upsilon_j(t) = \int_0^{L_c} W_j(\bar{x}) F(\bar{x}, t) d\bar{x}, \tag{37}
\]

where \( \sigma'_c = \sigma_c/(\rho_c A_c) \). It is noted that there is a one-to-one correspondence between (28) and (37). The generalized mass term \( M_j \) in (28) refers to \( \rho_c A_c \), which is the mass per unit length of the cantilever beam. Considering the right hand side of (37) and recalling that \( F_k(\bar{x}, t) = F_k(t) \delta(\bar{x} - L_c) \) is a concentrated thrust force for the \( k \)\textsuperscript{th} quadrotor arm, \( k = \{1, 2, 3, 4\} \), where \( \delta(\bar{x}) \) is the Dirac’s delta function, it can be shown that

\[
\int_0^{L_c} W_j(\bar{x}) F_k(t) \delta(\bar{x} - L_c) d\bar{x} = W_j(L_c) F_k(t). \tag{38}
\]

Substituting (38) into (37), we obtain that

\[
\ddot{\Upsilon}_{kj}(t) + \sigma'_c \dot{\Upsilon}_{kj}(t) + \bar{\omega}_{kj}^2 \Upsilon_{kj}(t) = W_j(L_c) F_k(t), \quad j = 1, 2, \ldots, \infty. \tag{39}
\]

For each arm of the quadrotor, (39) has infinitely many solutions corresponding to each \( \bar{\omega}_j \). We choose to take the first three natural frequency values, that is, the variable \( j \) takes the values of 1, 2 and 3. The relative displacement \( w_k(\bar{x}, t) \) of the arm \( k \) at the tip can then be calculated as

\[
w_k(L_c, t) = \sum_{j=1}^{3} W_j(L_c) \Upsilon_{kj}(t). \tag{40}
\]
Using (40), we define the corresponding elastic states $z_{kj}$, $k = \{1, 2, 3, 4\}$, $j = \{1, 2, 3\}$, as

$$z_{kj}(t) = W_j(L_c)\Upsilon_{kj}(t),$$  \hspace{1cm} (41)

$$\dot{z}_{kj}(t) = W_j(L_c)\dot{\Upsilon}_{kj}(t),$$  \hspace{1cm} (42)

Multiplying (39) with $W_j(L_c)$ and using (41) and (42), (39) can be rewritten as

$$\ddot{z}_{kj}(t) + \sigma_c'\dot{z}_{kj}(t) + \bar{\omega}_{kj}^2 z_{kj}(t) = W_j^2(L_c)F_k(t).$$  \hspace{1cm} (43)

This implies that the tip oscillations at each arm $k$ can be modeled as the summation of solutions of three mass spring damper systems with the same damping coefficient $\sigma_c'$ but different spring constants $\bar{\omega}_{kj}^2$. Therefore, the elastic states for arm $k$ can be written in a state space form as

$$\dot{z}_k^e = A'_e z_k^e + B'_z F_k,$$  \hspace{1cm} (44)

where $z_k^e = [z_{k1}, \dot{z}_{k1}, z_{k2}, \dot{z}_{k2}, z_{k3}, \dot{z}_{k3}]^T$, and

$$A'_e = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -\bar{\omega}_1^2 & -\sigma_c' & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & -\bar{\omega}_2^2 & -\sigma_c' & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & -\bar{\omega}_3^2 & -\sigma_c' \end{bmatrix}, \quad B'_z = \begin{bmatrix} 0 \\ W_j^2(L_c) \\ 0 \\ W_j^2(L_c) \\ 0 \\ W_j^2(L_c) \end{bmatrix}.$$  \hspace{1cm} (45)

Finally, the whole elastic state space formulation can be constructed as

$$\dot{z}_e = A_e z_e + B_z F,$$  \hspace{1cm} (46)

where $F = [F_1, F_2, F_3, F_4]^T$, and

$$A_e = \begin{bmatrix} A'_e \\ 0_{6\times 6} \\ A'_e \\ 0_{6\times 6} \\ A'_e \\ 0_{6\times 6} \end{bmatrix}, \quad B_z = \begin{bmatrix} B'_z \\ 0_{6\times 1} \\ B'_z \\ 0_{6\times 1} \\ B'_z \\ 0_{6\times 1} \end{bmatrix}.$$  \hspace{1cm} (47)

Using (16), the thrust vector can be written in terms of the control input vector $u$ as $F = (R^F)^{-1}u$. Substituting this into (46), defining $B_e = B_z e(R^F)^{-1}$, and introducing an actuator effectiveness matrix $\Lambda$, it is obtained that

$$\dot{z}_e = A_e z_e + B_e u.$$  \hspace{1cm} (48)

**Remark 2.** Since the matrix $A_e$ is stable, the subsystem (48) is bounded-input bounded-states stable. This stability result enables a controller design that is based on rigid body dynamics. However, the designer needs to ensure that 1) control input excitations are not close to the natural frequencies of the elastic modes, and 2)
the controller minimizes arm tip oscillations. We discuss these issues in the controller design section below.

3. Controller Design and Human-in-the-Loop Stability Analysis

The overall closed loop control system consisting of an inner and an outer loop is presented in Figure 4. The inner loop constitutes the uncertain elastic quadrotor dynamics with a closed loop reference model (CRM) adaptive controller. The human operator exists in the outer loop, where s/he observes the commanded and actual plant states, and produces a reference input for the inner loop. Below, we first explain the CRM adaptive controller design and then provide an overall stability analysis in the presence of the human operator.

![Figure 4](image_url)

**Figure 4.** Block diagram of the overall control architecture including the operator dynamics.

### 3.1. Controller Design

Nonlinear equations of motion in (22)-(27) are linearized around a hover position by performing small angle approximations (Dydek, Annaswamy, & Lavretsky, 2012). The resulting equations of motion can be represented as

\[
\begin{align*}
\dot{x}_p(t) &= A_p x_p(t) + B_p A u(t) + B_p \Theta_p^T \Phi_p(x_p(t)) \\
y_p(t) &= C_p x_p(t),
\end{align*}
\]

where \(x_p \in \mathbb{R}^{n_p}\) comprises the position and the Euler angles variables and their corresponding derivatives, \(u \in \mathbb{R}^{n_m}\) is the control input, \(\Theta_p \in \mathbb{R}^{n_s \times n_m}\) is an unknown weight matrix, \(\Phi_p : \mathbb{R}^{n_p} \to \mathbb{R}^{n_s}\) is a known vector of the form \(\Phi_p(x_p) = [\Phi_{p_1}(x_p), \Phi_{p_2}(x_p), \ldots, \Phi_{p_s}(x_p)]^T\) of high order nonlinear effects and \(y_p \in \mathbb{R}^{n_r}\) is the plant output. Besides, \(A_p \in \mathbb{R}^{n_p \times n_p}\) is constant and unknown, \(B_p \in \mathbb{R}^{n_p \times n_m}\) is a known constant matrix, with the assumption that \((A_p, B_p)\) is controllable, and \(\Lambda \in \mathbb{R}^{n_m \times n_m}\)
is an unknown positive definite matrix representing the control effectiveness. The evolution of the elastic states is given in (48). The control goal of interest is bounded command tracking in the presence of uncertainties, that is, tracking a reference $r(t) \in \mathbb{R}^{n_r}$ produced by the human pilot (See Figure 4). To achieve tracking, a new state vector $e_p \in \mathbb{R}^{n_r}$ is defined as the integral of the tracking error,

$$ e_p(t) = \int_0^t [y_p(\varepsilon) - r(\varepsilon)]d\varepsilon, \quad (50) $$

and augmented with (49), which results in the dynamics

$$ \dot{x}(t) = Ax(t) + BΛu(t) + B\Theta_p^T \Phi_p(x_p(t)) + B_m r(t), \quad (51) $$

where

$$ A = \begin{bmatrix} A_p & 0_{n_p \times n_m} \\ C_p & 0_{n_m \times n_m} \end{bmatrix}, \quad B = \begin{bmatrix} B_p \\ 0_{n_m \times n_m} \end{bmatrix}, \quad B_m = \begin{bmatrix} 0_{n_p \times n_r} \\ -I_{n_r \times n_r} \end{bmatrix}, \quad (52) $$

and $x(t) = [x_p(t)^T, e_p(t)^T]^T \in \mathbb{R}^{(n_p+n_m)}$ is the augmented state vector with $n = n_p + n_m$. The control law is determined as

$$ u(t) = u_bl(t) + u_{ad}(t), \quad (53) $$

where $u_bl(t) \in \mathbb{R}^{n_m}$ and $u_{ad}(t) \in \mathbb{R}^{n_m}$ are the baseline and the adaptive control laws, respectively. The baseline controller is given as

$$ u_bl(t) = -K^T x(t), \quad (54) $$

where $K \in \mathbb{R}^{n \times n_m}$ is a fixed state feedback control gain matrix. We choose this gain such that

$$ A_m = A - BΛK^T \quad (55) $$

becomes a stable matrix. The reference model is selected as

$$ \dot{x}_m(t) = A_m x_m(t) + B_m r(t) - L e(t), \quad (56) $$

where $x_m \in \mathbb{R}^n$ is the reference model state vector, $e(t) = x(t) - x_m(t)$ is the tracking error and $L \in \mathbb{R}^{n \times n} < 0$ is a constant matrix such that $(A_m + L)$ is Hurwitz. Substituting (53), (54) and (55) into (51), one obtains

$$ \dot{x}(t) = A_m x(t) + B_m r(t) + BΛ[u_{ad}(t) + \Theta^T \Phi(x(t))], \quad (57) $$

where $\Theta^T = [A^{-1} \Theta_p^T] \in \mathbb{R}^{n_m \times n_r}$ is the unknown overall weight matrix and $\Phi^T(x(t)) = [\Phi_p^T(x_p(t))] \in \mathbb{R}^{(n_p+n)}$ is a vector of high order nonlinear effects. We choose an adaptive control of the form

$$ u_{ad}(t) = -\hat{\Theta}^T \Phi(x(t)), \quad (58) $$
where $\hat{\Theta} \in \mathbb{R}^{(n_s+n_m) \times n_m}$ is the matrix of time-varying adaptive parameters. The adaptive law is given by

$$\dot{\hat{\Theta}} = \Gamma_\Theta \Phi(x(t))e^T(t)PB,$$  

where $\Gamma_\Theta \in \mathbb{R}^{[(n_s+n_m) \times n_m] \times [(n_s+n_m) \times n_m]}$ is a diagonal positive definite matrix of adaptive gains and $P \in \mathbb{R}^{n \times n}$ is the unique symmetric positive definite solution of the Lyapunov equation

$$(A_m + L)^T P + P (A_m + L) = -Q,$$  

where $Q \in \mathbb{R}^{n \times n} > 0$ is a positive definite symmetric matrix. To prevent adaptive parameter drifts, the projection algorithm (Gibson, Annaswamy, & Lavretsky, 2012; Islam, Liu, & El Saddik, 2017; L’Afflitto, & Blackford, 2020; Tohidi, Yildiz & Kolmanovsky, 2020; Tran, Ge, & He, 2018) is employed as

$$\dot{\hat{\Theta}} = \Gamma_\Theta \text{Proj}(\hat{\Theta}, \Phi(x(t))e^T(t)PB, H),$$  

where the projection operator is defined as

$$\text{Proj}(\Theta, Y, H) = [\text{Proj}(\theta_1, y_1, h_1) \ldots \text{Proj}(\theta_m, y_m, h_m)],$$  

where $\Theta = [\theta_1 \ldots \theta_m] \in \mathbb{R}^{(n_s+n_m) \times n_m}$, $Y = [y_1 \ldots y_m] \in \mathbb{R}^{(n_s+n_m) \times n_m}$, and $H = [h_1(\theta_1) \ldots h_m(\theta_m)]^T \in \mathbb{R}^{n_m \times 1}$. The vector form of the projection operator is

$$\text{Proj}(\theta_j, y_j, h_j) = \begin{cases} y_j - \frac{\nabla h_j(\theta_j)(\nabla h_j(\theta_j))^T}{\|\nabla h_j(\theta_j)\|^2} y_j h_j(\theta_j) & \text{if } h_j(\theta_j) > 0 \land y_j^T \nabla h_j(\theta_j) > 0 \\ y_j & \text{otherwise} \end{cases}$$  

where $h : \mathbb{R}^m \to \mathbb{R}$ is a convex function and $\nabla h(\theta) = \left(\frac{\partial h(\theta)}{\partial \theta_1} \ldots \frac{\partial h(\theta)}{\partial \theta_m}\right)^T$. Defining the adaptive parameter estimation error as $\tilde{\Theta} = \hat{\Theta} - \Theta$, and subtracting (56) from (57), the reference model tracking error can be obtained as

$$\dot{e}(t) = A_m e(t) - BL\tilde{\Theta}^T \Phi(x(t)) + Le(t).$$  

Using the Lyapunov function candidate

$$V(e, \tilde{\Theta}) = e^T(t)Pe(t) + \text{tr}[(\tilde{\Theta}^T \Gamma^{-1}\tilde{\Theta})\Lambda],$$  

it can be shown that

$$\dot{V}(e(t), \tilde{\Theta}(t)) = -e^T(t) Pe(t) \leq 0.$$  

This implies that the equilibrium point of (59) and (64) is stable in the sense of Lyapunov. The convergence of $e$ to zero can typically be shown using Barbalat’s Lemma. However, here the lemma is inapplicable, since $\dot{V}(e(t), \tilde{\Theta}(t))$ cannot be proven to be bounded, yet. The term $x(t) = e(t) + x_m(t)$ contains the reference model state $x_m(t)$, which can grow unboundedly due to the reference $r(t)$ produced by the human pilot.
model. For this reason, the dynamics of the outer loop needs to be investigated to determine whether or not \( x_m(t) \) and \( r(t) \) are bounded.

### 3.2. Outer Loop Dynamics

We use a linear model with a time delay for human operator dynamics, represented as

\[
\dot{\eta}(t) = A_h \eta(t) + B_h \zeta(t - \tau_h), \quad (67)
\]

\[
r(t) = C_h \eta(t) + D_h \zeta(t - \tau_h), \quad (68)
\]

where \( \eta(t) \in \mathbb{R}^{n_\eta} \) is the human state vector, \( \tau_h \in \mathbb{R}^+ \) is the reaction delay, and \( A_h \in \mathbb{R}^{n_\eta \times n_\eta}, B_h \in \mathbb{R}^{n_\eta \times n_c}, C_h \in \mathbb{R}^{n_r \times n_\eta}, \) and \( D_h \in \mathbb{R}^{n_r \times n_c} \) are constant matrices. \( r(t) \in \mathbb{R}^{n_r} \) is the reference formed by the human operator (see Figure 4). The input to the human dynamics is a feedback error term of the form

\[
\zeta(t) = c(t) - E_h x(t), \quad (69)
\]

where \( E_h \in \mathbb{R}^{n_c \times n} \) is a constant matrix that allows to choose a subset of the state \( x(t) \) as feedback. Similar human models, containing a linear part and a time delay can also be found in \cite{Miller2011, Thurling2000, Witte2004}. The analysis in this chapter follows the similar steps used in \cite{Yucelen2017}. Using \eqref{68} and \eqref{69}, \eqref{56} and \eqref{67} can be rewritten as

\[
\dot{x}_m(t) = A_m x_m(t) + B_m C_h \eta(t) - B_m D_h E_h [x_m(t - \tau_h) + e(t - \tau_h)] \\
+ B_m D_h c(t - \tau_h) - L e(t), \quad (70)
\]

\[
\dot{\eta}(t) = A_h \eta(t) - B_h E_h x_m(t - \tau_h) - B_h E_h e(t - \tau_h) + B_h c(t - \tau_h). \quad (71)
\]

Defining \( \mu(t) \triangleq [x_m^T(t), \eta^T(t)]^T \), \eqref{70} and \eqref{71} can be represented as a single delay equation as

\[
\dot{\mu}(t) = A_n \mu(t) + A_d \mu(t - \tau_h) + \Pi(\cdot), \quad (72)
\]

where

\[
A_n = \begin{bmatrix} A_m & B_m C_h \\ 0_{n_r \times n_\eta} & A_h \end{bmatrix},
\]

\[
A_d = \begin{bmatrix} -B_m D_h E_h & 0_{n_r \times n_\eta} \\ -B_h E_h & 0_{n_r \times n_c} \end{bmatrix},
\]

\[
\Pi(\cdot) = \begin{bmatrix} -L e(t) - B_m D_h E_h e(t - \tau_h) + B_m D_h c(t - \tau_h) \\ -B_h E_h e(t - \tau_h) + B_h c(t - \tau_h) \end{bmatrix}. \quad (73)
\]

Since \( e(t) \) is shown to be bounded in the previous section and the command \( c(t) \) is assumed to be bounded, the matrix \( \Pi(\cdot) \) is bounded.
Theorem 3.1. Consider the dynamics given in (72). If the real parts of all the infinitely many roots of the equation

$$\det \left( sI - (A_n + A_d e^{-\tau_h s}) \right) = 0$$  \hspace{1cm} (74)

have strictly negative real parts, then $$\mu(t) \in L_\infty$$ and $$\lim_{t \to \infty} e(t) = 0$$.

Proof. If all of the roots of the characteristic equation (74) have strictly negative real parts, then the homogeneous part of (72), given as

$$\dot{\mu}(t) = A_n \mu(t) + A_d \mu(t - \tau_h)$$  \hspace{1cm} (75)

is stable. Furthermore, since the forcing term $$\Pi(\cdot)$$ in (72) is bounded, the the solution $$\mu(t)$$ is bounded. This implies that both the reference model state $$x_m(t)$$ and the human state $$\eta(t)$$ are bounded. At this point, it can be shown that the second derivative of the Lyapunov function (65) is bounded. Hence, with the application of Barbalat’s Lemma it can be shown that $$\lim_{t \to \infty} e(t) = 0$$.

Remark 3. Depending on the application, stability limits of the overall system change based on the roots of (74). In the following section, we conduct this analysis for our simulation example.

4. Simulations

In this section, a number of simulations are performed in order to demonstrate the stability and performance characteristics of the human-in-the-loop control system, consisting of the human operator, the controller and the flexible UAV. Below, we first explain the simulation scenario, the controller design details, the stability limits of the operator dynamics and then discuss the simulation results.

4.1. Simulation Scenario

In the simulations, the elastic UAV equations of motion introduced in (22)-(27) and (48) are used as the plant model. The human operator is assumed to behave like a proportional integral (PI) controller, with a reaction time delay. This model is consistent with the operator model introduced in (67)-(69), and can be represented as

$$G_{PI}(s) = K_p \frac{T_p s + 1}{s} e^{-\tau_h s},$$  \hspace{1cm} (76)

where $$K_p > 0$$ and $$T_p > 0$$ are model constants, and $$\tau_h$$ is the human operator reaction time delay. The parameters used in the UAV and operator models are given in Table 1.

Two types of flight conditions are simulated: operator controlled and autonomous flight. In the operator controlled flight, the human operator’s goal is to make the UAV follow a desired altitude command $$z_d$$, by producing a corresponding reference input, which is fed to the controller (See Figure 1). During this flight mode, the rest of the position and attitude references, $$x_d, y_d$$ and $$\psi_d$$, are created externally. In
the autonomous flight mode, all of the reference inputs are created externally and achieved autonomously by the controller, without any interference from the operator. In a simulation of 70 seconds, two anomalies are injected at $t_a = 16$ s, which result in loss of control effectiveness of 75% and 50% in the second and third rotors, respectively.

| Quadrotor Body | Value | Unit | Arms | Value | Unit | Operator | Value |
|----------------|-------|------|------|-------|------|----------|-------|
| $m$            | 0.5   | kg   | $L_c$| 0.21  | m    | $K_p$    | 0.59  |
| $J_x$          | $4.85 \times 10^{-3}$ | $kgm^2$ | $\rho_c$ | 1370 | $kgm^3$ | $T_p$ | 0.41 |
| $J_y$          | $4.85 \times 10^{-3}$ | $kgm^2$ | $E_c$ | 2.91 | $GPa$ | $\tau_h$ | 0.20 |
| $J_z$          | $8.81 \times 10^{-3}$ | $kgm^2$ |     |      |       |          |       |
| $J_r$          | $3.36 \times 10^{-5}$ | $kgm^2$ |      |      |       |          |       |

4.2. Controller Design Details

The baseline controller gain vector $K$ is first calculated based on the nominal plant dynamics. Then, the elements of this vector is decreased by 20% to introduce additional uncertainty. For the design of the adaptive controller, three sets of design parameters need to be determined: Adaptation rates, initial adaptive parameter values and projection boundaries. An empirical approach that assumes that the control parameters reach their ideal values within three time constants is employed to determine the adaptation rates. (Dydek, Jain, Jang, Annaswamy, & Lavretsky, 2006; Yildiz, Annaswamy, Yanakiev, & Kolmanovsky, 2010). This method can mathematically be expressed as

$$\Gamma_{\Theta_i} = \frac{\|\Theta_i\|}{3\tau_m|\bar{r}^2|}, \quad (77)$$

where $\tau_m$ is the smallest time constant of the reference model $A_m$ and $\bar{r}$ is the maximum value of the reference. Since the ideal control parameter values are unknown, the nominal ideal values (calculated using the nominal plant dynamics) are used instead. It is noted that (77) is mainly used as a starting point for fine-tuning the adaptation rates. The initial conditions of all the adaptive control parameters are set to zero. Finally, the projection boundaries are selected by observing the variation of controller parameters during simulations.

4.3. Stability Limits

As stated in Theorem 3.1, once the CRM adaptive controller is designed as given in (53)-(63), the stability of the overall system is determined by the roots of the characteristic polynomial presented in (74). We use the DDE-BIFTOOL (Engelborghs, Luzyanina, & Roose, 2002) to find the rightmost root, among infinitely many of them, of this polynomial for the simulation example. Specifically, we are interested in the effect of the operator parameters $K_p$ and $T_p$ in (76) on the stability of the overall system. Figure 5 shows the location of the rightmost root of the characteristic polynomial (74) for different values of $K_p$ and $T_p$. The red areas in the figure represent the unstable regions. It can be argued that the system can be swept into the unstable region for moderately high values of $T_p$. In addition, the relatively small patch of instability around $K_p = 0.6$ and $T_p = 0.07$ shows the possibility of unexpected system behavior due to operator time-delays.
4.4. Simulation Results

Tracking performances of three different closed loop control systems are presented in Figure 6. In the figure, the autonomous flights using a model reference adaptive controller and a closed loop reference model adaptive controller are labeled as MRAC, and CRM, respectively. Human operator controlled flight, where a CRM is used as the controller (See Figure 4) is labeled as CRM-H. This figure, together with Figure 7 show that CRM based configurations induce smoother trajectory responses and control inputs. The effect of human operator involvement is also observed as delayed responses to commanded inputs, due to human reaction lag. Overall performance of different configurations, which is defined by the metric

\[ \mathcal{M}_e = \text{rms}(e(t)) \bigg|_{T_{fa}}, \]  

(78)

where \( e(t) \) is the reference model tracking error is provided in Table 2. As expected, CRM based controllers provide better tracking performances.

Table 2. The tracking performance assessment metric for the MRAC, CRM and CRM-H configurations.

| Axes | \( \mathcal{M}_e^{\text{MRAC}} \) | \( \mathcal{M}_e^{\text{CRM}} \) | \( \mathcal{M}_e^{\text{CRM-H}} \) |
|------|-----------------|-----------------|-----------------|
| \( x \) | 5.153 | 0.039 | 0.032 |
| \( y \) | 11.544 | 0.041 | 0.029 |
| \( z \) | 13.138 | 3.436 | 3.435 |
| \( \psi \) | 0.378 | 0.001 | 0.001 |

As previously stated in Remark 2, it should be ascertained whether or not control input excitations are close to the natural frequencies of the elastic modes. The natural frequencies, \( \bar{\omega}_{kj} \), \( k = \{1, 2, 3, 4\}, j = \{1, 2, 3\} \), of the first three elastic modes of four quadrotor arms (see (43)) are calculated as 131 rad/s, 1365 rad/s and 1865 rad/s, respectively. Figure 7 demonstrates that none of the controllers excite these frequencies.
On the other hand, it is shown in Figure 8 that the arm tip oscillations are lowest in CRM based configurations, which could be predicted from the quadrotor trajectories provided in Figure 6. Variation of the adaptive parameters under the effect of reference changes and anomalies is presented in Figure 9. The horizontal dashed black lines in the subfigures denote the projection boundaries. Yellow bands are projection tolerance regions. It is seen that the CRM controllers adapt faster although without any excessive oscillations. They also enter the tolerance region but never exceed the projection boundary.
Figure 7. The control inputs of the MRAC, CRM and CRM-H configurations.

Figure 8. The arm tip oscillations of the MRAC, CRM and CRM-H configurations.
Figure 9. The evolution of control parameters of the MRAC, CRM and CRM-H configurations.
5. Summary

In this paper, we introduce a complete model of a flexible quadrotor with uncertain dynamics. In addition, we conduct a human-in-the-loop stability analysis of the overall closed loop control system, consisting of the flexible UAV model, operator model with reaction time delay and a closed loop reference model (CRM) adaptive controller, and provide a delay-dependent stability condition. We then demonstrate, via a simulation example, that the CRM adaptive controller not only can handle the uncertainties but also provides a smoother response compared to a conventional adaptive controller. Response characteristics are especially important for flexible systems due to the danger of excessive oscillations. Finally, we investigate the effect of the operator dynamics on the stability of the closed loop system, using the delay-dependent stability condition, for the specific simulation example.
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Appendix A. The Normalization Constant

Let

\[ \bar{\beta}_j^* = \frac{\cos \bar{\beta}_j + \cosh \bar{\beta}_j}{\sin \bar{\beta}_j + \sinh \bar{\beta}_j} \]  \hspace{1cm} (A1)

Substituting (A1) into (36), we obtain

\[ W_j(\bar{x}) = \bar{\gamma}_j \left[ (\cos \beta_j \bar{x} - \cosh \beta_j \bar{x}) - \bar{\beta}_j^* (\sin \beta_j \bar{x} - \sinh \beta_j \bar{x}), \right] \]  \hspace{1cm} (A2)

The normalization constant \( \bar{\gamma}_j \) in (A2) can be calculated by the orthogonality of mode shape \( W_j(\bar{x}) \) as

\[ \int_0^{L_c} \rho_c A_c W_j^2(\bar{x}) d\bar{x} = 1, \]  \hspace{1cm} (A3)

\[ \int_0^{L_c} \rho_c A_c \bar{\gamma}_j^2 [(\cos \beta_j \bar{x} - \cosh \beta_j \bar{x}) - \bar{\beta}_j^* (\sin \beta_j \bar{x} - \sinh \beta_j \bar{x})]^2 d\bar{x} = 1. \]  \hspace{1cm} (A4)

Solving (A4), the normalization constant is obtained as

\[ \bar{\gamma}_j = \frac{1}{\sqrt{\rho_c A_c \gamma_c}}, \]  \hspace{1cm} (A5)

where

\[ \gamma_c = \frac{1}{4\beta} \left[ - \bar{\beta}_j^* 2 \sin(2\bar{\beta}_j) + \bar{\beta}_j^* 2 \sinh(2\bar{\beta}_j) + 4\bar{\beta}_j^* 2 \cos(\bar{\beta}_j) \sinh(\bar{\beta}_j) \
- 4(\bar{\beta}_j^* 2 + 1) \sin(\bar{\beta}_j) \cosh(\bar{\beta}_j) + 2\bar{\beta}_j^* 2 \cos(2\bar{\beta}_j) - 2\bar{\beta}_j^* 2 \cosh(2\bar{\beta}_j) \
+ 8\bar{\beta}_j^* 2 \sin(\bar{\beta}_j) \sinh(\bar{\beta}_j) + 4\bar{\beta}_j + \sin(2\bar{\beta}_j) + \sinh(2\bar{\beta}_j) - 4 \cos(\bar{\beta}_j) \sinh(\bar{\beta}_j) \right]. \]  \hspace{1cm} (A6)

Appendix B. The Application of the Orthogonality Conditions

Recall that the partial differential equations of motion for a damped Euler-Bernoulli beam is given as

\[ E_c J_c \frac{\partial^4 w(\bar{x}, t)}{\partial \bar{x}^4} + \rho_c A_c \frac{\partial^2 w(\bar{x}, t)}{\partial t^2} + \sigma_c \frac{\partial w(\bar{x}, t)}{\partial t} = F(\bar{x}, t). \]  \hspace{1cm} (B1)

Using (5) and applying separation of variables, it can be obtained that

\[ E_c J_c \frac{d^4 W_j(\bar{x})}{d\bar{x}^4} = \rho_c A_c \bar{\omega}_j^2 W_j(\bar{x}). \]  \hspace{1cm} (B2)
Substituting (B2) into (B1) and using (5), it follows that

\[ \rho_c A_c \bar{\omega}_j^2 W_j(\bar{x}) \Upsilon_j(t) + \rho_c A_c W_j(\bar{x}) \ddot{\Upsilon}_j(t) + \sigma_c W_j(\bar{x}) \dot{\Upsilon}_j(t) = F(\bar{x}, t). \]  

(B3)

Recall that the orthogonality conditions can be written as

\[ \int_0^{L_c} \rho_c A_c W_j(\bar{x}) W_l(\bar{x}) d\bar{x} = \delta_{jl}, \]  

(B4)

where \( \delta_{jl} \) is the Kronecker delta. Multiplying (B3) by \( W_l(\bar{x}) \) and integrating it from 0 to \( L_c \), it is obtained that

\[ \sum_{j=1}^{\infty} \bar{\omega}_j^2 \Upsilon_j(t) \int_0^{L_c} \rho_c A_c W_j(\bar{x}) W_l(\bar{x}) d\bar{x} + \sum_{j=1}^{\infty} \ddot{\Upsilon}_j(t) \int_0^{L_c} \rho_c A_c W_j(\bar{x}) W_l(\bar{x}) d\bar{x} + \sigma_c \rho_c A_c \sum_{j=1}^{\infty} \dot{\Upsilon}_j(t) \int_0^{L_c} \rho_c A_c W_j(\bar{x}) W_l(\bar{x}) d\bar{x} = \int_0^{L_c} W_l(\bar{x}) F(\bar{x}, t) d\bar{x}. \]  

(B5)

In view of the orthogonality conditions given by (B4), it is obtained that

\[ \ddot{\Upsilon}_j(t) + \sigma'_c \dot{\Upsilon}_j(t) + \bar{\omega}_j^2 \Upsilon_j(t) = \int_0^{L_c} W_j(\bar{x}) F(\bar{x}, t) d\bar{x}, \]  

(B6)

where \( \sigma'_c = \sigma_c / (\rho_c A_c) \) is a constant.