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Abstract

In the on-line nearest-neighbour graph (ONG), each point after the first in a sequence of points in \( \mathbb{R}^d \) is joined by an edge to its nearest-neighbour amongst those points that precede it in the sequence. We study the large-sample asymptotic behaviour of the total power-weighted length of the ONG on uniform random points in \((0, 1)^d\). In particular, for \( d = 1 \) and weight exponent \( \alpha > 1/2 \), the limiting distribution of the centred total weight is characterized by a distributional fixed-point equation. As an ancillary result, we give exact expressions for the expectation and variance of the standard nearest-neighbour (directed) graph on uniform random points in the unit interval.
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1 Introduction

Spatial graphs, defined on random point sets in Euclidean space, constructed by joining nearby points according to some deterministic rule, have been the subject of considerable recent interest. Examples of such graphs include the geometric graph, the minimal-length spanning tree, and the nearest-neighbour graph and its relatives. Many aspects of the large-sample asymptotic theory for such graphs, which are locally determined in a certain sense, are by now quite well understood. See for example [10, 13, 14, 16, 17, 23, 26].

Many real-world networks have several common features, including spatial structure, local construction (nearby points are more likely to be connected), and sequential growth (the network evolves over time via the addition of new nodes). In this paper our main object of interest is the on-line nearest-neighbour graph, which is one of the simplest models of network evolution that captures some of these features. We give a detailed description later. Recently, graphs with an ‘on-line’ structure, i.e. in which vertices are added sequentially and connected to existing vertices via some rule, have been the subject...
of considerable study in relation to the modelling of real-world networks. The non-rigorous literature is extensive (see for example [8, 12] for surveys), but rigorous mathematical results are fewer in number, even for simple models, and the existing results concentrate on graph-theoretic rather than geometric properties (see e.g. [3, 6]).

The on-line nearest-neighbour graph (or ONG for short) is constructed on \( n \) points arriving sequentially in \( \mathbb{R}^d \) by connecting each point to its nearest neighbour amongst the preceding points in the sequence. The ONG was apparently introduced in [3] as a simple growth model of the world wide web graph (for \( d = 2 \)). When \( d = 1 \), the ONG is related to certain fragmentation processes, which are of separate interest in relation to, for example, molecular fragmentation (see e.g. [4], and references therein). The ONG in \( d = 1 \) is related to the so-called ‘directed linear tree’ considered in [15]. The higher dimensional ONG has also been studied [14]. Figure 1 shows a realization of the ONG on 50 simulated random points in the unit interval. Figure 2 below shows realizations of the planar and three-dimensional ONG, each on 50 simulated uniform random points.

![Figure 1: Realization of the ONG on 50 simulated uniform random points in the unit interval.](image)

The vertical axis gives the order in which the points arrive, and their position is given by the horizontal axis.

We consider the total power-weighted length of the ONG on uniform random points in \((0, 1)^d, d \in \mathbb{N}\). We are interested in large-sample asymptotics, as the number of points tends to infinity. Explicit laws of large numbers for the random ONG in \((0, 1)^d\) are given in [25]. In the present paper we give further results on the limiting behaviour in general dimensions \( d \).

The main part of the present paper is concerned with convergence in distribution results for the ONG. We give detailed properties of the random ONG on uniform random points in the unit interval \((d = 1)\), and identify the limiting distribution of the centred total power-weighted length of the graph. When the weight exponent \( \alpha \) is greater than \( 1/2 \), this distribution is described in terms of a distributional fixed-point equation reminiscent of those encountered in, for example, the analysis of stochastic ‘divide-and-conquer’
or recursive algorithms. Such fixed-point distributional equalities, and the recursive algorithms from which they arise, have received considerable attention recently; see, for example, [2, 11, 21, 22].

On the other hand, we believe that for \( \alpha \in (0, 1/2] \) the total weight, suitably centred and scaled, satisfies a central limit theorem (CLT). Penrose [14] gave such a result for \( \alpha \in (0, 1/4) \). We believe that it should be possible to derive the CLT for all \( \alpha \in (0, 1/2] \) via the divide-and-conquer methods of this paper. The main difficulty is to show that the variance of the total weight of the graph scales appropriately in the large sample limit. We hope to address this in future work.

In this paper we also give new explicit results on the expectation and variance of the standard one-dimensional nearest-neighbour (directed) graph, in which each point is joined by a directed edge to its nearest-neighbour, on uniform random points in the unit interval. This is related to our results on the one-dimensional ONG via the theory of Dirichlet spacings, which we make use of in our analysis.

\section{Definitions and main results}

Let \( X \) be a finite sequence of points in \( \mathbb{R}^d \), and let \( \| \cdot \| \) be the Euclidean norm. For \( d \in \mathbb{N} \), let

\[ v_d := \pi^{d/2} \left[ \Gamma \left( 1 + \frac{d}{2} \right) \right]^{-1}, \]

the volume of the unit \( d \)-ball (see e.g. equation (6.50) of [9]).

Define \( w \) to be a weight function on edges, assigning weight \( w(x, y) \) to the edge between \( x \in \mathbb{R}^d \) and \( y \in \mathbb{R}^d \), such that \( w : \mathbb{R}^d \times \mathbb{R}^d \to [0, \infty) \). A case of particular interest is when the weight is taken to be power-weighted Euclidean distance. In this case, for some \( \alpha \geq 0 \), we have the weight function

\[ w_\alpha(x, y) := \|x - y\|^\alpha, \]

for \( x, y \in \mathbb{R}^d \).
2.1 The on-line nearest-neighbour graph

We now give a formal definition of the on-line nearest-neighbour graph (ONG). Let \( d \in \mathbb{N} \). Suppose \( x_1, x_2, \ldots \) are points in \((0,1)^d\), arriving sequentially; the ONG on vertex set \( \{x_1, \ldots, x_n\} \) is formed by connecting each point \( x_i \), \( i = 2, 3, \ldots, n \) to its nearest neighbour (in the Euclidean sense) amongst the preceding points in the sequence (i.e. \( x_1, \ldots, x_{i-1} \)), using the lexicographic ordering on \( \mathbb{R}^d \) to break any ties. We call the resulting tree the ONG on \( (x_1, x_2, \ldots, x_n) \).

From now on we take the sequence of points to be random. Let \( U_1, U_2, \ldots \) be a sequence of independent uniform random vectors on \((0,1)^d\). Then for \( n \in \mathbb{N} \) take \( U_n = (U_1, U_2, \ldots, U_n) \), the binomial point process consisting of \( n \) independent uniform random vectors on \((0,1)^d\). Denote the ONG constructed on \( U_n \) by ONG\((U_n)\). We restrict our analysis to the case of uniformly distributed points. Note that, with probability one, \( U_n \) has distinct inter-point distances so that the ONG on \( U_n \) is almost surely unique.

The ONG is of interest as a natural growth model for random spatial graphs; in particular it has been used (with \( d = 2 \)) in the context of the world wide web graph (see \[3\]). In \[14\], stabilization techniques were used to prove that the total length (suitably centred and scaled) of the ONG on uniform random points in \((0,1)^d\) for \( d > 4 \) converges in distribution to a normal random variable. It is suspected that a CLT also holds for \( d = 2, 3, 4 \). On the other hand, when \( d = 1 \), the limit is not normal, as demonstrated by Theorem 2.2 (ii) below.

For \( d \in \mathbb{N} \) and \( \alpha \geq 0 \), let \( O^{d,\alpha}(U_n) \) denote the total weight, with weight function \( w_\alpha \) as given by \( \[2\] \), of ONG\((U_n)\). Our results for the ONG in general dimensions are as follows, and constitute a distributional convergence result for \( \alpha > d \), and asymptotic behaviour of the mean for \( \alpha = d \). For the sake of completeness, we include the law of large numbers for \( \alpha < d \) from \[25\] as part (i) of the theorem below.

**Theorem 2.1** Suppose \( d \in \mathbb{N} \). We have the following:

(i) Suppose \( 0 \leq \alpha < d \). Then, as \( n \to \infty \)

\[
n^{(\alpha-d)/d}O^{d,\alpha}(U_n) \xrightarrow{L_1} \frac{d}{d-\alpha} v_d^{-\alpha/d} \Gamma(1+(\alpha/d)).
\] (3)

(ii) Suppose \( \alpha > d \). Then, as \( n \to \infty \),

\[ O^{d,\alpha}(U_n) \to W(d, \alpha), \] (4)

where the convergence is in \( L^p \), \( (p \in \mathbb{N}) \), and almost sure, and \( W(d, \alpha) \) is a nonnegative random variable with \( E[(W(d, \alpha))^k] < \infty \) for \( k \in \mathbb{N} \).

(iii) Suppose \( \alpha = d \). Then, as \( n \to \infty \),

\[
E[O^{d,d}(U_n)] = v_d^{-1} \log n + o(\log n).
\] (5)

In particular \( \[5\] \) implies that \( E[O^{1,1}(U_n)] \sim (1/2) \log n \), a result given more precisely in Proposition 2.1 below. We prove Theorem 2.1 (ii) and (iii) in Section 3.

Now we consider the particular case of the ONG in \( d = 1 \), where \( U_n \) is now a sequence of independent uniform random points in the unit interval \((0,1)\). Let \( \gamma \) denote Euler’s constant, so that \( \gamma \approx 0.57721566 \) and

\[
\left( \sum_{i=1}^{k} \frac{1}{i} \right) - \log k = \gamma + O(k^{-1}).
\] (6)

The following result gives the expectation of the total weight of ONG\((U_n)\).
Proposition 2.1 As \( n \to \infty \), we have

\[
E[O^{1,\alpha}(U_n)] = \frac{\Gamma(\alpha + 1)}{1 - \alpha} 2^{-\alpha} n^{1-\alpha} + \frac{2}{\alpha} - \frac{2^{1-\alpha}(2 - \alpha)}{\alpha(1 - \alpha)} + O(n^{-\alpha}); \quad (0 < \alpha < 1)
\]

\[
E[O^{1,1}(U_n)] = \frac{1}{2} \log n + \frac{\gamma}{2} - \frac{1}{4} + o(1);
\]

\[
E[O^{1,\alpha}(U_n)] = \frac{2}{\alpha(\alpha + 1)} \left(1 + \frac{2^{1-\alpha}}{\alpha - 1}\right) + O(n^{1-\alpha}) \quad (\alpha > 1)
\]

Proof. The proposition follows from Proposition 4.2 with Lemma 4.2 □

In Theorem 2.2 below, we present our main convergence in distribution results for the total weight of the ONG (centred, in some cases) in \( d = 1 \). The limiting distributions are of different types depending on the value of \( \alpha \) in the weight function (2). In this paper, we restrict attention to \( \alpha > 1/2 \), and we define these limiting distributions in Theorem 2.2, in terms of distributional fixed-point equations (sometimes called recursive distributional equations, see [2]). These fixed-point equations are of the form

\[
X \overset{D}{=} \sum_{r=1}^{k} A_r X^{(r)} + B,
\]

where \( k \in \mathbb{N} \), \( X^{(r)}, r = 1, \ldots, k \), are independent copies of the random variable \( X \), and \((A_1, \ldots, A_k, B)\) is a random vector, independent of \((X^{(1)}, \ldots, X^{(k)})\), satisfying the conditions

\[
E \sum_{r=1}^{k} |A_r|^2 < 1, \quad E[B] = 0, \quad E[B^2] < \infty.
\]

Theorem 3 of Rösler [21] (proved by the contraction mapping theorem; see also [11, 22]) says that if (8) holds, there is a unique square-integrable distribution with mean zero satisfying the fixed-point equation (7), and this will guarantee uniqueness of solutions to all the distributional fixed-point equalities considered in the sequel.

We now define the distributions that will appear as limits in Theorem 2.2 in terms of (unique) solutions to fixed-point equations. In each case, \( U \) denotes a uniform random variable on \((0, 1)\), independent of the other random variables on the right hand side of the distributional equality. The fixed-point equations (9)–(12) are all of the form (7), and hence define unique solutions.

We define \( \tilde{J}_1 \) by the distributional fixed-point equation

\[
\tilde{J}_1 \overset{D}{=} \min\{U, 1 - U\} + U \tilde{J}_1^{(1)} + (1 - U) \tilde{J}_1^{(2)} + \frac{U}{2} \log U + \frac{1 - U}{2} \log(1 - U).
\]

We shall see later (Proposition 4.4) that \( E[\tilde{J}_1] = 0 \). For \( \alpha > 1/2, \alpha \neq 1 \), define \( \tilde{J}_\alpha \) by

\[
\tilde{J}_\alpha \overset{D}{=} U^\alpha \tilde{J}_\alpha^{(1)} + (1 - U)^\alpha \tilde{J}_\alpha^{(2)} + \min\{U^\alpha, (1 - U)^\alpha\} + \frac{2^{1-\alpha}}{\alpha - 1} (U^\alpha + (1 - U)^\alpha - 1).
\]

Define the random variable \( \tilde{H}_1 \) by

\[
\tilde{H}_1 \overset{D}{=} U \tilde{J}_1 + (1 - U) \tilde{H}_1 + \frac{U}{2} \log U + \frac{1 - U}{2} \log(1 - U).
\]
where \( \tilde{J}_1 \) has the distribution given by (14), and is independent of the \( \tilde{H}_1 \) on the right. We shall see later (Theorem 4.1) that \( E[\tilde{H}_1] = 0 \). We give the first three moments of \( \tilde{J}_1 \) and \( \tilde{H}_1 \) in Table 2 later in this paper. For \( \alpha > 1/2, \alpha \neq 1 \), define \( \tilde{H}_\alpha \) by

\[
\tilde{H}_\alpha \overset{D}{=} U^\alpha \tilde{J}_\alpha + (1 - U)^\alpha \tilde{H}_\alpha + U^\alpha \left( 1 + \frac{2^{-\alpha}}{\alpha - 1} \right) + ((1 - U)^\alpha - 1) \left( \frac{1}{\alpha} + \frac{2^{-\alpha}}{\alpha(\alpha - 1)} \right),
\]

where \( \tilde{J}_\alpha \) has the distribution given by (10) and is independent of the \( \tilde{H}_\alpha \) on the right. We shall see later that, for \( \alpha > 1 \), the \( \tilde{J}_\alpha \) and \( \tilde{H}_\alpha \) defined in (10) and (12) arise as centred versions of the random variables \( J_\alpha \) and \( H_\alpha \), respectively, satisfying the slightly simpler fixed-point equations (13) and (14) below, so that \( E[J_\alpha] = E[H_\alpha] = 0 \); see Proposition 4.5. For \( \alpha > 1 \), we have

\[
J_\alpha \overset{D}{=} U^\alpha J^{(1)}_{\alpha} + (1 - U)^\alpha J^{(2)}_{\alpha} + \min\{U^\alpha, (1 - U)^\alpha\}.
\]

Also for \( \alpha > 1 \), we have

\[
H_\alpha \overset{D}{=} U^\alpha J_\alpha + (1 - U)^\alpha H_\alpha,
\]

where \( J_\alpha \) has distribution given by (13) and is independent of the \( H_\alpha \) on the right. The expectations of \( J_\alpha \) and \( H_\alpha \) are given in Proposition 4.5. Note that the uniqueness of the \( \tilde{J}_\alpha \) and \( \tilde{H}_\alpha \) implies the uniqueness of \( J_\alpha \) and \( H_\alpha \) also.

Theorem 2.2 gives our main results for the ONG\((\mathcal{U}_n)\) in one dimension. Theorem 2.2 will follow as a corollary to Theorem 4.1 which we present later. Let \( \tilde{O}^{d,\alpha}(\mathcal{U}_n) := O^{d,\alpha}(\mathcal{U}_n) - E[O^{d,\alpha}(\mathcal{U}_n)] \) be the centred total weight of the ONG on \( \mathcal{U}_n \). For ease of notation, we define the following random variables. As before, \( U \) is uniform on \((0,1)\) and independent of the other variables on the right. For \( 1/2 < \alpha < 1 \), let

\[
\tilde{G}_\alpha \overset{D}{=} U^\alpha \tilde{H}_\alpha^{(1)} + (1 - U)^\alpha \tilde{H}_\alpha^{(2)} + \left( U^\alpha + (1 - U)^\alpha - \frac{2}{1 + \alpha} \right) \left( \frac{1}{\alpha} - \frac{2^{-\alpha}}{\alpha(\alpha - 1)} \right),
\]

where \( \tilde{H}_\alpha^{(1)}, \tilde{H}_\alpha^{(2)} \) are independent with distribution given by (12). Also let

\[
\tilde{G}_1 \overset{D}{=} U \tilde{H}_1^{(1)} + (1 - U) \tilde{H}_1^{(2)} + \frac{U}{2} \log U + \frac{1 - U}{2} \log(1 - U) + \frac{1}{4},
\]

where \( \tilde{H}_1^{(1)}, \tilde{H}_1^{(2)} \) are independent with distribution given by (11). Now we state our convergence in distribution results. We prove Theorem 2.2 in Section 4.

**Theorem 2.2**  
(i) For \( 1/2 < \alpha < 1 \), we have that, as \( n \to \infty \),

\[
\tilde{O}^{1,\alpha}(\mathcal{U}_n) \overset{D}{\to} \tilde{G}_\alpha,
\]

where \( \tilde{G}_\alpha \) has distribution given by (15), and \( E[\tilde{G}_\alpha] = 0 \).

(ii) For \( \alpha = 1 \), we have that, as \( n \to \infty \),

\[
O^{1,1}(\mathcal{U}_n) - \frac{1}{2} (\gamma + \log n) + \frac{1}{4} \overset{D}{\to} \tilde{G}_1,
\]

where \( \tilde{G}_1 \) has distribution given by (16). Also, \( E[\tilde{G}_1] = 0, \text{Var}[^{\tilde{G}_1}] = (19 + 4\log 2 - 2\pi^2)/48 \approx 0.042362, \text{and} \ E[^{\tilde{G}_1^3}] \approx 0.00444287 \).
(iii) For $\alpha > 1$, the distribution of the limit $W(1, \alpha)$ of $G_1$ is given by

$$W(1, \alpha) \overset{D}{=} U^\alpha H_\alpha^{(1)} + (1 - U)^\alpha H_\alpha^{(2)},$$

where $H_\alpha^{(1)}, H_\alpha^{(2)}$ are independent with the distribution given by $\mathcal{L}$. 

Remarks. (a) In Theorem 3.6 of [14], a CLT for $O^d,\alpha(U_n)$ is obtained for the case $0 < \alpha < d/4$. In the context of Theorem 2.1, the result of [14] implies that, provided $0 < \alpha < d/4$, as $n \to \infty$, $n^{(\alpha/d) - (1/2)} \hat{O}^d,\alpha(U_n)$ is asymptotically normal. In [14], it is remarked that it should be possible to extend the result to the case $d/4 \leq \alpha < d/2$ and perhaps $\alpha = d/2$ also. We hope to address this in future work; in particular, the case $d = 1$ should be amenable to solution via the divide-and-conquer approach of this paper.

(b) A closely related ‘directed’ version of the one-dimensional ONG is the ‘directed linear tree’ (DLT) introduced in [15], in which each point is joined to its nearest-neighbour to the left amongst those points preceding it in the sequence, if such points exist. In [15], results for the DLT with $\alpha \geq 1$ analogous to parts (ii) and (iii) of Theorem 2.2 were given. Following the methods of the present paper, one can obtain results for the DLT with $1/2 < \alpha < 1$ analogous to part (i) of Theorem 2.2.

(c) Of interest is the limit behaviour of $O^d,d(U_n)$ (i.e. when $\alpha = d$). When $d = 1$, we have that $O^{1,1}(U_n) - E[O^{1,1}(U_n)]$ converges in distribution to a non-normal limiting random variable (see Theorem 2.2 (ii)). It would be interesting to determine whether $O^{d,d}(U_n) - E[O^{d,d}(U_n)]$ converges in distribution to a non-degenerate random variable for general $d = 2, 3, 4, \ldots$, and whether or not this distribution is normal.

(d) With some more detailed calculations (given in [24]), one can replace the error term $o(\log n)$ in (5) by $O(1)$ (see the remark in Section 3).

(e) Figure 3 is a plot of the estimated probability density function of $G_1$ given by [16]. This was obtained by performing $10^5$ repeated simulations of the ONG on a sequence of $10^5$ uniform (simulated) random points on $(0, 1)$. For each simulation, the expected value of $O^{1,1}(U_{10^5})$ was subtracted from the total length of the simulated ONG to give an approximate realization of the distributional limit. The density function was then estimated from the sample of $10^5$ realizations. The simulated sample from which the density estimate was taken had sample mean $\approx 3 \times 10^{-3}$ and sample variance $\approx 0.0425$, which are reasonably close to the expectation and variance of $G_1$.

### 2.2 The nearest-neighbour (directed) graph

Our next result gives exact expressions for the expectation and variance of the total weight of the nearest-neighbour (directed) graph on $n$ independent uniform random points in the unit interval. The nearest-neighbour (directed) graph on a point set $\mathcal{X}$ places a directed edge from each vertex to its nearest-neighbour (in the Euclidean sense).

Let $\mathcal{L}^{1,\alpha}(\mathcal{X})$ denote the total weight, with weight function $w_\alpha$ given by (2), of the nearest-neighbour (directed) graph on vertex set $\mathcal{X} \subset (0, 1)$. We use this notation to be consistent with [25], which presents explicit laws of large numbers for nearest-neighbour graphs including this one. Let $U_n$ denote the binomial point process consisting of $n$ independent uniform random points in the unit interval. In this section with give explicit results for the expectation and variance of $\mathcal{L}^{1,\alpha}(U_n)$.

Let $2F_1(\cdot; \cdot; \cdot; \cdot)$ denote the Gauss hypergeometric function (see e.g. Chapter 15 of [1]) defined for $|z| < 1$ and $c \neq 0, -1, -2, \ldots$ by

$$2F_1(a, b; c; z) := \sum_{i=0}^{\infty} \frac{(a)_i (b)_i}{(c)_n i!} z^i,$$  \hspace{1cm} (19)
Figure 3: Estimated probability density function for $\hat{G}_1$.

where $(a)_i$ is Pochhammer’s symbol $(a)_i := \Gamma(a + i)/\Gamma(a)$. For $n \in \{2, 3, \ldots\}$, $\alpha > 0$, set

$$J_{n,\alpha} := 6^{-\alpha - 1} \frac{\Gamma(n + 1)\Gamma(2 + 2\alpha)}{(1 + \alpha)\Gamma(n + 1 + 2\alpha)} \, 2F_1(-\alpha, 1 + \alpha; 2 + \alpha; 1/3).$$  \hspace{1cm} (20)

Also, for $\alpha > 0$, set

$$j_\alpha := 8 \lim_{n \to \infty} (n^{2\alpha} J_{n,\alpha}) = 8 \cdot 6^{-\alpha - 1} \frac{\Gamma(2 + 2\alpha)}{1 + \alpha} \, 2F_1(-\alpha, 1 + \alpha; 2 + \alpha; 1/3).$$  \hspace{1cm} (21)

**Theorem 2.3** Suppose $\alpha > 0$. For $n \in \{2, 3, 4, \ldots\}$ we have

$$E[L_1^{1,\alpha}(U_n)] = ((n - 2)2^{-\alpha} + 2) \frac{\Gamma(n + 1)\Gamma(\alpha + 1)}{\Gamma(n + \alpha + 1)} \sim 2^{-\alpha}\Gamma(\alpha + 1)n^{1-\alpha},$$

as $n \to \infty$. Also, for $n \in \{4, 5, 6, \ldots\}$

$$\text{Var}[L_1^{1,\alpha}(U_n)] = \frac{\Gamma(n + 1)}{\Gamma(n + 2\alpha + 1)} \left[ \Gamma(2\alpha + 1)(2 - 2 \cdot 3^{-2\alpha} + 4^{-\alpha}n + 2 \cdot 3^{1-2\alpha}n) \\
+ \Gamma(\alpha + 1)^2(4 + 12 \cdot 4^{-\alpha} - 12 \cdot 2^{-\alpha} + 2^{2-\alpha}n - 7 \cdot 4^{-\alpha}n + 4^{-\alpha}n^2) \\
- \left(E[L_1^{1,\alpha}(U_n)]\right)^2 \right] + 8(n - 3)J_{n,\alpha},$$

where $E[L_1^{1,\alpha}(U_n)]$ is given by (22) and $J_{n,\alpha}$ is given by (20). Further, for $\alpha > 0$

$$n^{2\alpha - 1}\text{Var}[L_1^{1,\alpha}(U_n)] \to (4^{-\alpha} + 2 \cdot 3^{1-2\alpha})\Gamma(2\alpha + 1) - 4^{-\alpha}(3 + \alpha^2)\Gamma(\alpha + 1)^2 + j_\alpha,$$

as $n \to \infty$, where $j_\alpha$ is given by (21).
Using (23), with (20), one obtains, for instance

\[
\Var[L_{1,1}^{1,1}(U_n)] = \frac{2n^2 + 17n + 12}{12(n+1)^2(n+2)} = \frac{1}{6}n^{-1} + O(n^{-2}),
\]

and

\[
\Var[L_{1,2}^{1,2}(U_n)] = \frac{85n^3 + 3645n^2 + 7154n - 456}{108(n+1)^2(n+2)^2(n+3)(n+4)} = \frac{85}{108}n^{-3} + O(n^{-4}).
\]

Also, the limiting constants \( j_{\alpha} \) can be evaluated explicitly, so that one can obtain values for \( V_{\alpha} := \lim_{n \to \infty} \left( n^{2\alpha-1} \Var[L_{1,1}^{1,1}(U_n)] \right) \). Table 1 below gives some values of \( V_{\alpha} \). We prove Theorem 2.3 in Section 5. One can obtain analogous explicit results in the case of

| \( \alpha \) | \( \frac{1}{2} \) | \( \frac{1}{2} + \sqrt{2} \arcsin \left( \frac{1}{\sqrt{3}} \right) - \frac{13\pi}{32} \approx 0.094148 \) | 1 | 2 | 3 | 4 |
|---|---|---|---|---|---|---|
| \( V_{\alpha} \) | \( \frac{1}{2} \) | \( \frac{85}{108} \) | \( \frac{149}{18} \) | \( \frac{135793}{972} \) |

Table 1: Some values of \( V_{\alpha} \).

\( L_{1,1}^{1,1}(P_n) \), where \( P_n \) is a homogeneous Poisson point process of intensity \( n \) on \((0,1)\): see [24], where a “Poissonized” version of (24) is given.

The remainder of the present paper is organized as follows. Our results on the ONG in general dimensions (Theorem 2.1 (ii) and (iii)) are proved in Section 3. The main body of this paper, Section 4, is devoted to the ONG in one dimension and the proof of Theorem 2.2. In Section 5 we prove Theorem 2.3. Finally, in the Appendix, we give the proofs of some technical lemmas which would otherwise interrupt the flow of the paper.

### 3 Proof of Theorem 2.1 (ii) and (iii)

Suppose \( d \in \mathbb{N} \). For \( i \in \mathbb{N} \), let \( Z_i(d) := O^{d,1}(U_i) - O^{d,1}(U_{i-1}) \), setting \( O^{d,1}(U_0) := 0 \). That is, \( Z_i(d) \) is the gain in length of the ONG on a sequence of independent uniform random points in \((0,1)^d\) on the addition of the \( i \)th point. Let \( d_1(x; X) \) denote the (Euclidean) distance between \( x \in \mathbb{R}^d \) and its nearest-neighbour in the point set \( X \subset \mathbb{R}^d \).

**Lemma 3.1** For \( \alpha > 0 \) and \( d \in \mathbb{N} \), as \( n \to \infty \),

\[
E[(Z_n(d))^\alpha] = O(n^{-\alpha/d}).
\]  

**Proof.** We have

\[
E[(Z_n(d))^\alpha] = E[(d_1(U_1;U_n))^\alpha] = n^{-\alpha/d}E[(d_1(n^{1/d}U_1; n^{1/d}U_n))^\alpha],
\]

which is \( O(n^{-\alpha/d}) \) (see the proof of Lemma 3.3 in [24]). \( \square \)

**Remark.** We can obtain, by some more detailed analysis, (see [24])

\[
E[(Z_n(d))^\alpha] = \frac{\alpha}{d}(nv_d)^{-\alpha/d} \Gamma(\alpha/d) + o(n^{-\alpha/d}).
\]

**Proof of Theorem 2.1 (ii) and (iii).** With the definition of \( Z_i(d) \) in this section, let

\[
W(d, \alpha) = \sum_{i=1}^\infty (Z_i(d))^\alpha.
\]
The sum converges almost surely since it has non-negative terms and, by $25$, has finite expectation for $\alpha > d$. Let $k \in \mathbb{N}$. By $25$ and Hölder’s inequality, there exists a constant $C \in (0, \infty)$ such that

$$E[(W(d, \alpha))^k] = \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{\infty} \cdots \sum_{i_k=1}^{\infty} E[(Z_{i_1}(d))^\alpha(Z_{i_2}(d))^\alpha \cdots (Z_{i_k}(d))^\alpha]$$

$$\leq C \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{\infty} \cdots \sum_{i_k=1}^{\infty} i_1^{-\alpha/d} i_2^{-\alpha/d} \cdots i_k^{-\alpha/d} < \infty,$$

since $\alpha/d > 1$. The $L^k$ convergence then follows from the dominated convergence theorem, and we have part (ii) of Theorem $2.1$.

Finally, for (iii) of Theorem $2.1$ we have, when $\alpha = d$

$$n(Z_n(d))^d \xrightarrow{\mathcal{D}} (d_1(n^{1/d}U_1; n^{1/d}U_n))^d \xrightarrow{\mathcal{D}} d_1(0; \mathcal{H}_1)^d,$$

by the proof of Lemma 3.2 of $17$. Since the sequence $(d_1(n^{1/d}U_1; n^{1/d}U_n))^d$ is uniformly integrable (see the proof of Theorem 2.4 of $17$) we have

$$E[n(Z_n(d))^d] \rightarrow E[(d_1(0; \mathcal{H}_1))^d] = v_d^{-1},$$

where the last inequality follows by a simple computation, or by equation (2.7) of $25$. So $E[(Z_n(d))^d] = n^{-1}(v_d^{-1} + h(n))$ where $h(n) \rightarrow 0$ as $n \rightarrow \infty$. Thus

$$E \sum_{i=1}^{n} (Z_i(d))^d = \sum_{i=1}^{n} i^{-1}(v_d^{-1} + h(i)) = v_d^{-1} \log n + o(\log n),$$

and so we have $51$, completing the proof of Theorem $2.1$.

4 The ONG in $d = 1$

4.1 Notation and results

In this section we analyse the ONG in the interval $(0, 1)$. Theorem $2.2$ will follow from the main result of this section, Theorem $4.1$ below. We introduce our notation.

For any finite sequence of points $T_n = (x_1, x_2, \ldots, x_n) \in [0, 1]^n$ with distinct inter-point distances, we construct the ONG as follows. Insert the points $x_1, x_2, \ldots$ into $[0, 1]$ in order, one at a time. We join a new point by an edge to its nearest neighbour among those already present, provided that such a point exists. In other words, for each point $x_i$, $i \geq 2$, we join $x_i$ by an edge to the point of $\{x_j : 1 \leq j < i\}$ that minimizes $|x_i - x_j|$. In this way we construct a tree rooted at $x_1$, which we denote by ONG($T_n$). Denote the total weight (under weight function $w_\alpha$ given by $2$, $\alpha > 0$) of ONG($T_n$) by $O^{1,\alpha}(T_n)$, to be consistent with our previous notation.

For what follows, our main interest is the case in which $T_n$ is a random vector in $[0, 1]^n$. In this case, set $O^{1,\alpha}(T_n) := O^{1,\alpha}(T_n) - E[O^{1,\alpha}(T_n)]$, the centred total weight of the ONG on $T_n$. Let $(U_1, U_2, U_3, \ldots)$ be a sequence of independent uniformly distributed random variables in $(0, 1)$, and for $n \in \mathbb{N}$ set $U_n := (U_1, U_2, \ldots, U_n)$. Given $U_n$, we define the augmented sequences $U_n^0 = (0, U_1, \ldots, U_n)$ and $U_n^{0,1} = (0, 1, U_1, \ldots, U_n)$. Notice that ONG($U_n^{0,1}$) and ONG($U_n^0$) both give a tree rooted at 0, and that in ONG($U_n^{0,1}$) the first edge is from 1 to 0.

We now state the main result of this section, from which Theorem $2.2$ will follow. The convergence of joint distribution results in $26$ and $27$ are given in more detail, complete with joint distribution fixed-point representation, in Propositions $3.3$ and $1.4$. 


Theorem 4.1  
(i) For $1/2 < \alpha < 1$, we have that, as $n \to \infty$,
\[
(\tilde{\mathcal{O}}^{1,\alpha}(\mathcal{U}_n^{0,1}), \tilde{\mathcal{O}}^{1,\alpha}(\mathcal{U}_n^0), \tilde{\mathcal{O}}^{1,\alpha}(\mathcal{U}_n)) \stackrel{D}{\to} (\tilde{J}_\alpha, \tilde{H}_\alpha, \tilde{G}_\alpha),
\]
where $\tilde{J}_\alpha$, $\tilde{H}_\alpha$, $\tilde{G}_\alpha$ are jointly distributed random variables with marginal distributions given by \([\mathcal{D}], [\mathcal{E}], [\mathcal{F}]\) respectively.

(ii) For $\alpha = 1$, we have that, as $n \to \infty$,
\[
(\tilde{\mathcal{O}}^{1,1}(\mathcal{U}_n^{0,1}), \tilde{\mathcal{O}}^{1,1}(\mathcal{U}_n^0), \tilde{\mathcal{O}}^{1,1}(\mathcal{U}_n)) \stackrel{D}{\to} (\tilde{J}_1, \tilde{H}_1, \tilde{G}_1),
\]
where $\tilde{J}_1$, $\tilde{H}_1$, $\tilde{G}_1$ are jointly distributed random variables with marginal distributions given by \([\mathcal{M}], [\mathcal{N}], [\mathcal{O}]\) respectively. The first three moments of $\tilde{J}_1$, $\tilde{H}_1$ and $\tilde{G}_1$ are given in Table 2. Further, the variables on the right hand side of (27) satisfy
\[
\text{Cov}(\tilde{J}_1, \tilde{H}_1) = ((9 + 6 \log 2)/32) - (\pi^2/24) \approx -1.84204 \times 10^{-5},
\]
\[
\text{Cov}(\tilde{G}_1, \tilde{J}_1) = ((35 + 10 \log 2)/48) - (\pi^2/24) \approx 0.0255536,
\]
and \[
\text{Cov}(\tilde{G}_1, \tilde{H}_1) = ((7 + 4 \log 2)/24) - (\pi^2/24) \approx -4.04232 \times 10^{-3}.
\]

(iii) For $\alpha > 1$, we have that, as $n \to \infty$,
\[
\mathcal{O}^{1,\alpha}(\mathcal{U}_n^{0,1}) \to 1 + J_\alpha; \quad \mathcal{O}^{1,\alpha}(\mathcal{U}_n^0) \to H_\alpha,
\]
where the convergence is almost sure and in $L^p$, $p \in \mathbb{N}$, and the distributions of $J_\alpha$ and $H_\alpha$ are given by \([S], [T], [U]\) respectively.

| $E[\cdot]$ | $\text{Var}[\cdot]$ | $E[(\cdot)^2]$ |
|-----------|------------------|----------------|
| $J_1$     | $(1 + \log 2)/4 - (\pi^2/24) \approx 0.012053$ | $\approx -0.00005733$ |
| $\tilde{H}_1$ | $(3 + \log 2)/8 - (\pi^2/24) \approx 0.050410$ | $\approx 0.00323456$ |
| $\tilde{G}_1$ | $(19 + 4 \log 2)/48 - (\pi^2/24) \approx 0.043626$ | $\approx 0.00444287$ |

Table 2: First three moments for the random variables $\tilde{J}_1, \tilde{H}_1, \tilde{G}_1$.

Our method for establishing convergence in distribution results is based on the recursive nature of the ONG. Essential is its self-similarity (scaling property). In terms of the total weight, this says that for any $t \in (0,1)$, if $V_1, \ldots, V_n$ are independent and uniformly distributed on $(0,t)$, then the distribution of $\mathcal{O}^{1,\alpha}(V_1, \ldots, V_n)$ is the same as that of $t^\alpha \mathcal{O}^{1,\alpha}(U_1, \ldots, U_n)$.

Write $U = U_1$ for the position of the first arrival. For ease of notation, denote
\[
Y_n := \mathcal{O}^{1,\alpha}(\mathcal{U}_n^{0,1}) - 1,
\]
where by subtracting 1 we discount the length of the edge from 1 to 0. Then using the self-similarity of the ONG, and conditioning on the first arrival, we have the following relations:
\[
\mathcal{O}^{1,\alpha}(\mathcal{U}_n) \overset{D}{=} U^\alpha \mathcal{O}^{1,\alpha}_{\{1\}}(\mathcal{U}_n^{0,1}) + (1 - U)^\alpha \mathcal{O}^{1,\alpha}_{\{2\}}(\mathcal{U}_{n-1}^0),
\]
\[
\mathcal{O}^{1,\alpha}(\mathcal{U}_n^0) \overset{D}{=} U^\alpha \mathcal{O}^{1,\alpha}_{\{1\}}(\mathcal{U}_n^{0,1}) + (1 - U)^\alpha \mathcal{O}^{1,\alpha}_{\{2\}}(\mathcal{U}_{n-1}^0),
\]
\[
Y_n \overset{D}{=} \min\{U, 1 - U\} + U^\alpha Y_{n-1}^{\{1\}} + (1 - U)^\alpha Y_{n-1}^{\{2\}},
\]
where, given $U$, $N(n) \sim \text{Bin}(n-1, U)$ gives the number of points of $U_2, U_3, \ldots, U_n$ that arrive to the left of $U_1 = U$. Given $U$ and $N(n)$, $\mathcal{O}^{1,\alpha}_{\{1\}}(\cdot)$ and $\mathcal{O}^{1,\alpha}_{\{2\}}(\cdot)$ are independent.
copies of $O^{1,\alpha}(\cdot)$. Also, given $U$ and $N(n)$, $Y^1_{N(n)}$ and $Y^{2}_{n-1-N(n)}$ are independent with the distribution of $Y_{N(n)}$ and $Y_{n-1-N(n)}$, respectively.

For $\alpha > 1$, we prove almost sure and $L^p$ ($p \in \mathbb{N}$) convergence of $O^{1,\alpha}(U_0^n)$ and $O^{1,\alpha}(U_1^n)$, in the same way as in the proof of Theorem 2.1 (ii), and thereby obtain the corresponding result for $O^{1,\alpha}(U_n)$. The relations (29), (30) and (31) will then enable us to prove the desired results for $\alpha > 1$.

For $1/2 < \alpha \leq 1$, we use a result of Neininger and Rüschendorf on limit theorems for ‘divide and conquer’ recurrences. However, we cannot apply this directly to (29) to obtain the convergence of $O^{1,\alpha}(U_n)$, since (29) is not of the required form; the variables on the right are not of the same type as the variable on the left. On the other hand, we see that (31) is of the desired form. This will be the basis of our analysis for $1/2 < \alpha \leq 1$.

Indeed, by considering a vector defined in terms of all three of $O^{1,\alpha}(U_n)$, $O^{1,\alpha}(U_0^n)$, and $O^{1,\alpha}(U_1^n)$, we obtain the recurrence relation (37) below. We can then apply the result of Section 4.2. This is why we need to consider $O^{1,\alpha}(U_0^n)$ and $O^{1,\alpha}(U_1^n)$ in addition to $O^{1,\alpha}(U_n)$.

The outline of the remainder of this section is as follows. In Section 4.2 below, we give a discussion of the theory of spacings, which will be very useful in the sequel. In Section 4.3 we begin our analysis of the ONG with some preliminary results, based on the discussion in Section 4.2. Then, in Sections 4.4, 4.5 and 4.6 we give results on $O^{1,\alpha}(\cdot)$ when $1/2 < \alpha < 1$, $\alpha = 1$, and $\alpha > 1$ respectively. Finally, in Section 4.7 we give a proof of Theorems 4.1 and 2.1.

4.2 Spacings

The one-dimensional models considered in this paper (the ONG and the standard nearest-neighbour graph) are defined in terms of the *spacings* of points in the unit interval. Thus the theory of so-called Dirichlet spacings will be useful. For some general references on spacings, see for example [19]. A large number of statistical tests are based on spacings, see e.g. [7] for a few examples.

Recall that $U_n$ denotes the binomial point process consisting of $n$ independent uniform random variables on $(0,1)$, $U_1, U_2, \ldots, U_n$. Given $\{U_1, \ldots, U_n\} \subseteq (0,1)$, denote the order statistics of $U_1, \ldots, U_n$, taken in increasing order, as $U^n_{(1)}, U^n_{(2)}, \ldots, U^n_{(n)}$. Thus $(U^n_{(1)}, U^n_{(n)})$ is a nondecreasing sequence, forming a permutation of the original $(U_1, \ldots, U_n)$.

The points $U_1, \ldots, U_n$ divide $[0,1]$ into $n+1$ intervals. Denote the intervals between points by $I^n_{j} := (U^n_{(j-1)}, U^n_{(j)})$ for $j = 1, 2, \ldots, n+1$, where we set $U^n_{(0)} := 0$ and $U^n_{(n+1)} := 1$. Let the widths of these intervals (the spacings) be

$$S^n_j := |I^n_j| = U^n_{(j)} - U^n_{(j-1)};$$

for $j = 1, 2, \ldots, n+1$. For $n \in \mathbb{N}$, let $\Delta_n \subset \mathbb{R}^n$ denote the $n$-dimensional simplex, that is

$$\Delta_n := \left\{(x_1, \ldots, x_n) \in \mathbb{R}^n : x_i \geq 0, \ 1 \leq i \leq n; \ \sum_{i=1}^{n} x_i \leq 1\right\}.$$

By the definition of $S^n_j$, we have that $S^n_j \geq 0$ for $j = 1, \ldots, n+1$ and $\sum_{j=1}^{n+1} S^n_j = 1$. So we see that the vector $(S^n_1, S^n_2, \ldots, S^n_{n+1})$ is completely specified by any $n$ of its $n+1$ components, and any such $n$-vector belongs to the simplex $\Delta_n$. It is not hard to show that any such $n$-vector is, in fact, uniformly distributed over the simplex. Hence $(S^n_1, \ldots, S^n_n)$ is uniform over the simplex $\Delta_n$, and $S^n_{n+1} = 1 - \sum_{i=1}^{n} S^n_i$.

Thus $(S^n_1, S^n_2, \ldots, S^n_{n+1})$ has the symmetric Dirichlet distribution with parameter 1 (see, e.g., [5], p. 246), and any $n$-vector of the $S^n_j$ has the Dirichlet density

$$f(x_1, \ldots, x_n) = n!, \quad (x_1, \ldots, x_n) \in \Delta_n.$$  \hspace{1cm} (32)
In particular, the spacings $S^n_j$, $j = 1, \ldots, n + 1$ are exchangeable – the distribution of $(S^n_1, S^n_2, \ldots, S^n_{n+1})$ is invariant under any permutation of its components.

By integrating out over the simplex, from (32) one can readily obtain the marginal distributions for the spacings. Thus, for $n \geq 1$, a single spacing has density

$$f(x_1) = n(1 - x_1)^{n-1}, \quad 0 \leq x_1 \leq 1,$$

while for $n \geq 2$, any two spacings have joint density

$$f(x_1, x_2) = n(n-1)(1 - x_1 - x_2)^{n-2}, \quad (x_1, x_2) \in \Delta_2,$$

and for $n \geq 3$ any three spacings have joint density

$$f(x_1, x_2, x_3) = n(n-1)(n-2)(1 - x_1 - x_2 - x_3)^{n-3}, \quad (x_1, x_2, x_3) \in \Delta_3.$$

Using the fact that (see, e.g., 6.2.1 in [1])

$$\int_0^1 t^{a-1}(1-t)^{b-1}dt = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)},$$

for $a > 0$, $b > 0$, it then follows from (33) that, for $\beta > 0$, $n \geq 1$

$$E\left[ (S^n_1)^\beta \right] = \frac{\Gamma(n+1)\Gamma(\beta+1)}{\Gamma(n+\beta+1)},$$

and from (34) that for $\beta > 0$, $n \geq 2$

$$E\left[ (S^n_1)^\beta (S^n_2)^\beta \right] = \frac{\Gamma(n+1)\Gamma(\beta+1)^2}{\Gamma(n+2\beta+1)}.$$  

When considering our nearest-neighbour graphs, we will encounter the minimum of two (or more) spacings. The following results will also be needed in Section 5.

**Lemma 4.1** For $n \geq 1$,

$$\min\{S^n_1, S^n_2\} \overset{D}{=} S^n_1/2.$$  

For $n \geq 2$,

$$(S^n_1, \min\{S^n_2, S^n_3\}) \overset{D}{=} (S^n_1, S^n_2/2).$$

Finally, for $n \geq 3$

$$(\min\{S^n_1, S^n_2\}, \min\{S^n_3, S^n_4\}) \overset{D}{=} (S^n_1/2, S^n_2/2),$$

and

$$\min\{S^n_1, S^n_2, S^n_3\} \overset{D}{=} S^n_1/3.$$  

**Proof.** We give the proof of (39). The other results follow by very similar calculations based on (34) and (35). Suppose $n \geq 2$. From (34), we have, for $0 \leq r \leq 1/2$

$$P[\min\{S^n_1, S^n_2\} > r] = P[S^n_1 > r, S^n_2 > r] = n(n-1) \int_r^{1-r} dx_1 \int_r^{1-x_1} (1 - x_1 - x_2)^{n-2}dx_2 = (1-2r)^n = P[S^n_1 > 2r],$$

and so we have (39). □
4.3 Preparatory results

We now return to the ONG. We make use of the discussion of spacings in Section 4.2. For \( n \in \mathbb{N} \) let \( Z_n, H_n \) and \( T_n \) denote the random variables given by the gain in length, on the addition of the point \( U_n \), of the ONG on \( U_{n-1}, U_{n-1}^{0} \) and \( U_{n-1}^{0,1} \) respectively. That is, with the convention \( O^{1,1}(U_0) = O^{1,1}(U_0^0) = 0 \) and \( O^{1,1}(U_0^{0,1}) = 1 \), for \( n \in \mathbb{N} \) set

\[
Z_n := O^{1,1}(U_n) - O^{1,1}(U_{n-1}), \\
H_n := O^{1,1}(U_n^0) - O^{1,1}(U_{n-1}^0), \\
T_n := O^{1,1}(U_n^{0,1}) - O^{1,1}(U_{n-1}^{0,1}).
\]

Thus, for example, in the ONG\((U_n^{0,1})\) with weight function \( w_n \) as given by (24), the \( n \)th edge to be added has weight \( T_n^\alpha \).

We will make use of the following discussion for the proof of Lemma 4.2 below. For \( \alpha > 0 \), with the definitions at (14), we have that

\[
O^{1,\alpha}(U_n^0) - O^{1,\alpha}(U_n^{0,1}) = -1 + \sum_{i=1}^{n} (H_i^\alpha - T_i^\alpha), \quad \text{and} \quad (44)
\]

\[
O^{1,\alpha}(U_n) - O^{1,\alpha}(U_n^{0,1}) = \sum_{i=1}^{n} (Z_i^\alpha - H_i^\alpha) - H_1^\alpha + \sum_{i=2}^{n} (Z_i^\alpha - H_i^\alpha), \quad (45)
\]

since \( Z_1 = 0 \). Consider the arrival of the point \( U_n \). For any \( n, T_n \) and \( H_n \) are the same unless the point \( U_n \) falls in the right hand half of the rightmost interval \( I_n^2 \) of width \( S_n^{n-1} \). Denote this latter event by \( E_n \). Given \( S_n^{n-1} \), the probability of \( E_n \) is \( S_n^{n-1}/2 \). Given \( S_n^{n-1} \), and given that \( E_n \) occurs, the value of \( T_n \) is given by \( (1 - V_n)S_n^{n-1}/2 \) and the value of \( H_n \) by \( (1 + V_n)S_n^{n-1}/2 \), where \( V_n = 1 + 2(U_n - 1)/S_n^{n-1} \) is uniform on \((0,1)\) given \( E_n \).

So we have that, for \( n \in \mathbb{N} \), given \( S_n^{n-1} \)

\[
H_n^\alpha - T_n^\alpha = 1_{E_n} \left( \frac{S_n^{n-1} - 1}{2} \right)^\alpha ((1 + V_n)^\alpha - (1 - V_n)^\alpha), \quad (46)
\]

where \( E_n \) is an event with probability \( S_n^{n-1}/2 \). A similar argument (based this time on the leftmost spacing) yields that, for \( n \geq 2 \)

\[
Z_n^\alpha - H_n^\alpha = 1_{F_n} \left( \frac{S_n^{n-1} - 1}{2} \right)^\alpha ((1 + W_n)^\alpha - (1 - W_n)^\alpha), \quad (47)
\]

where \( F_n \) is an event with probability \( S_n^{n-1}/2 \) and, given \( F_n \), \( W_n \) is uniform on \((0,1)\).

We will need the following asymptotic expansion, which follows from Stirling’s formula (see e.g. 6.1.37 in [1]). For any \( \beta > 0 \), as \( n \to \infty \),

\[
\frac{\Gamma(n+1)}{\Gamma(n+1+\beta)} = n^{-\beta} - \frac{1}{2} \beta(\beta + 1)n^{-\beta - 1} + O(n^{-\beta-2}). \quad (48)
\]

**Lemma 4.2** For \( \alpha > 0 \) and \( n \geq 2 \), we have that

\[
E[O^{1,\alpha}(U_n^0) - O^{1,\alpha}(U_n^{0,1})] = \frac{1 - 2^{-\alpha} - \alpha}{\alpha} + (2^{-\alpha} - 1) \frac{\Gamma(\alpha) \Gamma(n+1)}{\Gamma(n+1+\alpha)} \frac{1}{\Gamma(n+1+\alpha)} + O(n^{-\alpha}), \quad (49)
\]
and

\[ E[O^{1,\alpha}(U_n) - O^{1,\alpha}(U_n^0)] = \frac{1 - 2^{-\alpha} - \alpha}{\alpha(1 + \alpha)} + (2^{-\alpha} - 1) \frac{\Gamma(\alpha)\Gamma(n + 1)}{\Gamma(n + 1 + \alpha)} \]

\[ = \frac{1 - 2^{-\alpha} - \alpha}{\alpha(1 + \alpha)} + O(n^{-\alpha}). \quad (50) \]

**Proof.** Suppose \( \alpha > 0 \). From (37) we have that for \( n \in \mathbb{N} \)

\[ E[H_n^\alpha - T_n^\alpha | S_n^{\alpha-1}] = (S_n^{\alpha-1})^{1+\alpha} \left( \frac{1 - 2^{-\alpha}}{1 + \alpha} \right). \]

So by (44) we have that

\[ E[H_n^\alpha - T_n^\alpha] = \frac{(1 - 2^{-\alpha})\Gamma(1 + \alpha)\Gamma(n)}{\Gamma(n + 1 + \alpha)}. \]

Thus, from (44),

\[ E[O^{1,\alpha}(U_n^0) - O^{1,\alpha}(U_n^0)] = -1 + E \sum_{i=1}^{n} (H_i^\alpha - T_i^\alpha) = -1 + \sum_{i=1}^{n} \frac{(1 - 2^{-\alpha})\Gamma(1 + \alpha)\Gamma(i)}{\Gamma(i + 1 + \alpha)}, \]

the last equality following by induction on \( n \). This then gives (49), with the asymptotic expression following by (18). Similarly, from (37),

\[ E[Z_n^\alpha - H_n^\alpha] = \frac{(1 - 2^{-\alpha})\Gamma(1 + \alpha)\Gamma(n)}{\Gamma(n + 1 + \alpha)}, \]

for \( n \geq 2 \), while \( E[H_n^\alpha] = E[U_n^\alpha] = (\alpha + 1)^{-1} \) and \( Z_1 = 0 \). With (18), (50) follows. \( \square \)

**Lemma 4.3**

(i) For \( n \in \mathbb{N} \), \( T_n \) as defined at (23) has distribution function \( F_n \) given by

\[ F_n(t) = 0 \text{ for } t < 0, \quad F_n(t) = 1 \text{ for } t \geq 1/2, \quad \text{and } F_n(t) = 1 - (1 - 2t)^n \text{ for } 0 \leq t \leq 1/2. \]

(ii) For \( \beta > 0 \),

\[ E[T_n^\beta] = 2^{-\beta} \frac{\Gamma(n + 1)\Gamma(\beta + 1)}{\Gamma(n + \beta + 1)}. \quad (51) \]

In particular,

\[ E[T_n] = \frac{1}{2(n + 1)}; \quad \text{Var}[T_n] = \frac{n}{4(n + 1)^2(n + 2)}. \quad (52) \]

(iii) For \( \beta > 0 \), as \( n \to \infty \)

\[ E[T_n^\beta] = 2^{-\beta} \Gamma(\beta + 1)n^{-\beta} + O(n^{-\beta-1}). \quad (53) \]

(iv) As \( n \to \infty \),

\[ 2nT_n \xrightarrow{D} \text{Exp}(1), \]

where \( \text{Exp}(1) \) is an exponential random variable with parameter 1.

**Proof.** By conditioning on the number of \( U_j, j \leq n \) with \( U_j \leq U_n \), using Lemma 4.1 and by exchangeability of the spacings, we have that for \( n \geq 1 \), \( T_n \overset{D}{=} \min\{S_n^1, S_n^2\} \overset{D}{=} S_n^1/2 \), by (39). Then (i) follows by (33), and (ii) follows by (37). Part (iii) then follows from part (ii) by (18). For (iv), we have that, for \( t \in [0, \infty) \), and \( n \) large enough so that \( t/(2n) \leq 1/2 \),

\[ P[2nT_n > t] = P[T_n > t/(2n)] = (1 - (t/n))^n \to e^{-t}, \]

as \( n \to \infty \), but \( 1 - e^{-t}, t \geq 0 \) is the distribution function of an exponential random variable with parameter 1. \( \square \)
Proposition 4.1 Recall that $\gamma \approx 0.57721566$ is Euler’s constant, defined at (6). Suppose $\alpha > 0$. As $n \to \infty$, we have
\begin{align*}
E[O^{1,\alpha}(U_{n}^{0,1})] &= \frac{\Gamma(\alpha+1)}{1-\alpha}2^{-\alpha}n^{1-\alpha} + 1 - \frac{2^{-\alpha}}{1-\alpha} + O(n^{-\alpha}); \quad (0 < \alpha < 1) \quad (54) \\
E[O^{1,1}(U_{n}^{0,1})] &= \frac{1}{2}\log n + \frac{1}{2}(\gamma + 1) + O(n^{-1}); \quad (55) \\
E[O^{1,\alpha}(U_{n}^{0,1})] &= 1 + \frac{2^{-\alpha}}{\alpha - 1} + O(n^{1-\alpha}) \quad (\alpha > 1) \quad (56)
\end{align*}

Proof. Counting the first edge from 1 to 0, we have
\begin{align*}
E[O^{1,\alpha}(U_{n}^{0,1})] &= 1 + \sum_{i=1}^{n} \left( E[O^{1,\alpha}(U_{i}^{0,1})] - E[O^{1,\alpha}(U_{i-1}^{0,1})] \right) = 1 + \sum_{i=1}^{n} E[T_{i}^{\alpha}].
\end{align*}
In the case where $\alpha = 1$, $E[T_{i}] = (2(i+1))^{-1}$ by (52), and (53) follows by (6). For general $\alpha > 0$, $\alpha \neq 1$, from (51) we have that
\begin{align*}
E[O^{1,\alpha}(U_{n}^{0,1})] &= 1 + 2^{-\alpha}(1 + \alpha) \sum_{i=1}^{n} \frac{\Gamma(i+1)}{\Gamma(1+\alpha+i)} \\
&= 1 + \frac{2^{-\alpha}}{\alpha - 1} - \frac{2^{-\alpha}(1 + \alpha)\Gamma(n+2)}{(\alpha - 1)\Gamma(n + 1 + \alpha)}, \quad (57)
\end{align*}
the final equality proved by induction on $n$. By Stirling’s formula, the last term satisfies
\begin{align*}
- \frac{2^{-\alpha}(1 + \alpha)\Gamma(n+2)}{(\alpha - 1)\Gamma(n + 1 + \alpha)} &= -2^{-\alpha}\frac{\Gamma(1 + \alpha)}{\alpha - 1}n^{1-\alpha}(1 + O(n^{-1})), \quad (58)
\end{align*}
which tends to zero as $n \to \infty$ for $\alpha > 1$, to give us (56). For $\alpha < 1$, we have (54) from (57) and (58). □

Proposition 4.2 Suppose $\alpha > 0$. As $n \to \infty$, we have
\begin{align*}
E[O^{1,\alpha}(U_{n}^{0})] &= \frac{\Gamma(\alpha+1)}{1-\alpha}2^{-\alpha}n^{1-\alpha} + 1 - \frac{2^{-\alpha}}{\alpha(1-\alpha)} + O(n^{-\alpha}); \quad (0 < \alpha < 1) \quad (59) \\
E[O^{1,1}(U_{n}^{0})] &= \frac{1}{2}\log n + \frac{1}{2}\gamma + O(n^{-1}); \quad (60) \\
E[O^{1,\alpha}(U_{n}^{0})] &= \frac{1}{\alpha} + \frac{2^{-\alpha}}{\alpha(\alpha - 1)} + O(n^{1-\alpha}) \quad (\alpha > 1) \quad (61)
\end{align*}

Proof. This follows from Proposition 4.1 with (19). □

4.4 Limit theory when $1/2 < \alpha < 1$

Let $U$ be uniform on $(0, 1)$, and given $U$, let $N(n) \sim \text{Bin}(n-1, U)$. Set
\begin{align*}
B_{\alpha}(n) := (n-1)^{1/2} \left( U^{\alpha} \left( \frac{N(n)}{n-1} \right)^{1-\alpha} + (1-U)^{\alpha} \left( \frac{n-1-N(n)}{n-1} \right)^{1-\alpha} - 1 \right). \quad (62)
\end{align*}

Lemma 4.4 Suppose $0 \leq \alpha \leq 1$. Then, as $n \to \infty$,
\begin{align*}
B_{\alpha}(n) \overset{L^{3}}{\to} 0. \quad (63)
\end{align*}
We defer the proof of this lemma to the Appendix. Note that for what follows in this paper we will only use $L^2$ convergence in 13. However, the stronger $L^3$ version requires little extra work, and we will require the $L^3$ version in future work dealing with the $\alpha \in (0, 1/2]$ case.

**Proposition 4.3** Suppose $1/2 < \alpha < 1$. Then as $n \to \infty$,

\[
\begin{pmatrix}
\tilde{O}^{1,\alpha}(U_n^{0,1}) \\
\tilde{O}^{1,\alpha}(U_n^0) - \tilde{O}^{1,\alpha}(U_n^{0,1}) \\
\tilde{O}^{1,\alpha}(U_n) - \tilde{O}^{1,\alpha}(U_n^0)
\end{pmatrix} \overset{\mathcal{D}}{\to} \begin{pmatrix}
\tilde{J}_\alpha \\
\tilde{R} \\
\tilde{S}
\end{pmatrix},
\]  

(64)

where $(\tilde{J}_\alpha, \tilde{R}, \tilde{S})$ satisfies the fixed-point equation

\[
\begin{pmatrix}
\tilde{J}_\alpha \\
\tilde{R} \\
\tilde{S}
\end{pmatrix} \overset{\mathcal{D}}{=} \begin{pmatrix}
U^\alpha & 0 & 0 \\
0 & 0 & 0 \\
0 & U^\alpha & 0
\end{pmatrix} \begin{pmatrix}
\tilde{J}_\alpha^{(1)} \\
\tilde{R}^{(1)} \\
\tilde{S}^{(1)}
\end{pmatrix} + \begin{pmatrix}
(1 - U)^\alpha & 0 & 0 \\
0 & (1 - U)^\alpha & 0 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
\tilde{J}_\alpha^{(2)} \\
\tilde{R}^{(2)} \\
\tilde{S}^{(2)}
\end{pmatrix} + \frac{\min\{U, 1 - U\}^\alpha + 2\frac{\alpha}{\alpha - 1}(1 - U)^\alpha + U^\alpha - 1}{(U^\alpha - 1 + U)^\alpha - \alpha}.
\]

(65)

In particular, $\tilde{J}_\alpha$ satisfies the fixed-point equation (11). Also, $E[\tilde{J}_\alpha] = E[\tilde{R}] = E[\tilde{S}] = 0$.

**Proof.** We make use of Theorem 4.1 of [11], which is a general result for `divide-and-conquer’ type recurrences. Recall the definition of $Y_n$ at 28. Let

\[
R_n := O^{1,\alpha}(U_n^0) - O^{1,\alpha}(U_n^{0,1}) + 1, \quad S_n := O^{1,\alpha}(U_n) - O^{1,\alpha}(U_n^0).
\]

(66)

Write $U = U_1$ for the position of the first arrival. Given $U$, let $N(n) \sim \text{Bin}(n - 1, U)$ be the number of points of $U_2, U_3, \ldots, U_n$ that arrive to the left of $U_1 = U$. Using the self-similarity of the ONG, we have that $(Y_n, R_n, S_n)$ satisfies, for $\alpha > 0$,

\[
\begin{pmatrix}
Y_n \\
R_n \\
S_n
\end{pmatrix} \overset{\mathcal{D}}{=} \begin{pmatrix}
U^\alpha & 0 & 0 \\
0 & 0 & 0 \\
0 & U^\alpha & 0
\end{pmatrix} \begin{pmatrix}
Y_n^{(1)} \\
R_n^{(1)} \\
S_n^{(1)}
\end{pmatrix} + \frac{\min\{U, 1 - U\}^\alpha}{(U^\alpha - 1 + U)^\alpha - \alpha}.
\]

(67)

where, given $U$ and $N(n)$, $Y_n^{(1)}$, $Y_n^{(2)}$, $Y_{n-1-N(n)}^{(2)}$ are independent copies of $Y_{N(n)}$, $Y_{n-1-N(n)}$ respectively, and similarly for the $R$s and $S$s. This equation is of the form of (21) in [11]. Suppose $1/2 < \alpha < 1$. We now renormalise (67) by taking

\[
(\tilde{Y}_n, \tilde{R}, \tilde{S}_n) := (Y_n - E[Y_n], R_n - E[R_n], S_n - E[S_n]),
\]

(68)

so in the notation of [11], we take $C_n \equiv 1$. That is,

\[
\tilde{Y}_n = \tilde{O}^{1,\alpha}(U_n^{0,1}), \quad \tilde{R}_n = \tilde{O}^{1,\alpha}(U_n^0) - \tilde{O}^{1,\alpha}(U_n^{0,1}), \quad \tilde{S}_n = \tilde{O}^{1,\alpha}(U_n) - \tilde{O}^{1,\alpha}(U_n^0).
\]

(69)

Also set,

\[
\tilde{Y}_{N(n)} := Y_{N(n)} - E\left[Y_{N(n)}|N(n)\right],
\]

(70)

\[
\tilde{Y}_{n-1-N(n)} := Y_{n-1-N(n)} - E\left[Y_{n-1-N(n)}|N(n)\right],
\]

(71)
and similarly for the $\tilde{R}$s and $\tilde{S}$s. Using the expressions for the expectations at [124], [43] and [50], from [67] we obtain

$$
\left( \begin{array}{c} \tilde{Y}_n \\ \tilde{R}_n \\ \tilde{S}_n \end{array} \right) \overset{\mathcal{D}}{=} \left( \begin{array}{ccc} U^\alpha & 0 & 0 \\ 0 & 0 & 0 \\ 0 & U^\alpha & 0 \end{array} \right) \left( \begin{array}{ccc} \tilde{Y}^{(1)}_{N(n)} \\ \tilde{R}^{(1)}_{N(n)} \\ \tilde{S}^{(1)}_{N(n)} \end{array} \right) + \left( \begin{array}{ccc} (1-U)^\alpha & 0 & 0 \\ 0 & (1-U)^\alpha & 0 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} \tilde{Y}^{(2)}_{N-1-N(n)} \\ \tilde{R}^{(2)}_{N-1-N(n)} \\ \tilde{S}^{(2)}_{N-1-N(n)} \end{array} \right) + \left( \begin{array}{ccc} A_n \\ B_n \\ C_n \end{array} \right),
$$

where

$$
\begin{align*}
A_n &= \left( \min\{U, 1-U\}^\alpha + C_\alpha(n-1)^{(1/2)\cdot\alpha} B_\alpha(n) + \frac{2-\alpha}{\alpha-1} (U^\alpha + (1-U)^\alpha) - 1 \right) \\
B_n &= \left( U^\alpha - (1-U)^\alpha \right) I_{U>1/2} + \frac{1-2^{-\alpha}}{\alpha} ((1-U)^\alpha - 1) \\
C_n &= \left( U^\alpha - \frac{1}{1+\alpha} \right) 1-2^{-\alpha} \frac{\alpha}{\alpha-1}
\end{align*}
$$

and

$$
\begin{align*}
&\min\{U, 1-U\}^\alpha + \frac{2-\alpha}{\alpha-1} (U^\alpha + (1-U)^\alpha) - 1 \\
&\left( U^\alpha - (1-U)^\alpha \right) I_{U>1/2} + \frac{1-2^{-\alpha}}{\alpha} ((1-U)^\alpha - 1)
\end{align*}
$$

Thus, for condition (24) in [11], as $n \to \infty$, we have

$$
\left( \begin{array}{c} A_n \\ B_n \\ C_n \end{array} \right) \overset{L^2}{\to} \left( \begin{array}{c} \min\{U, 1-U\}^\alpha + \frac{2-\alpha}{\alpha-1} (U^\alpha + (1-U)^\alpha) - 1 \\ (U^\alpha - (1-U)^\alpha) I_{U>1/2} + \frac{1-2^{-\alpha}}{\alpha} ((1-U)^\alpha - 1) \end{array} \right).
$$

Also, writing $\| \cdot \|_{op}$ for the operator norm, for condition (25) in [11], we have

$$
E \left[ \left\| \left( \begin{array}{ccc} U^\alpha & 0 & 0 \\ 0 & 0 & 0 \\ 0 & U^\alpha & 0 \end{array} \right) \right\|_{op}^2 + \left\| \left( \begin{array}{ccc} (1-U)^\alpha & 0 & 0 \\ 0 & (1-U)^\alpha & 0 \\ 0 & 0 & 0 \end{array} \right) \right\|_{op}^2 \right] = \frac{2}{2\alpha + 1} < 1,
$$

for $\alpha > 1/2$. Finally, for condition (26) in [11], for $\alpha > 0$ and any $\ell \in \mathbb{N}$, as $n \to \infty$

$$
E \left[ 1_{\{n \leq \ell \}} \cup \{n=n\} U^{2\alpha} \right] \to 0; \quad E \left[ 1_{\{n=1-N(n) \leq \ell \}} \cup \{n=1-N(n)=n\} (1-U)^{2\alpha} \right] \to 0.
$$

Taking $s = 2$ and $C_n$ to be the identity matrix, Theorem 4.1 of [11] applied to equation (72), with the conditions [124], [123] and [125], implies that $(\tilde{Y}_n, \tilde{R}_n, \tilde{S}_n)$ converges in Zolotarev $\zeta_2$ metric (which implies convergence in distribution; see e.g. Chapter 14 of [20]) to $(\tilde{Y}, \tilde{R}, \tilde{S})$, where $E[\tilde{Y}] = E[\tilde{R}] = E[\tilde{S}] = 0$ and the distribution of $(\tilde{Y}, \tilde{R}, \tilde{S})$ is characterized by the fixed-point equation

$$
\left( \begin{array}{c} \tilde{Y} \\ \tilde{R} \\ \tilde{S} \end{array} \right) \overset{\mathcal{D}}{=} \left( \begin{array}{ccc} U^\alpha & 0 & 0 \\ 0 & 0 & 0 \\ 0 & U^\alpha & 0 \end{array} \right) \left( \begin{array}{ccc} \tilde{Y}^{(1)} \\ \tilde{R}^{(1)} \\ \tilde{S}^{(1)} \end{array} \right) + \left( \begin{array}{ccc} (1-U)^\alpha & 0 & 0 \\ 0 & (1-U)^\alpha & 0 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} \tilde{Y}^{(2)} \\ \tilde{R}^{(2)} \\ \tilde{S}^{(2)} \end{array} \right) + \left( \begin{array}{ccc} \min\{U, 1-U\}^\alpha + ((1-U)^\alpha + U^\alpha - 1) \frac{2-\alpha}{\alpha-1} \\ (U^\alpha - (1-U)^\alpha) I_{U>1/2} + ((1-U)^\alpha - 1) \frac{1-2^{-\alpha}}{\alpha} \end{array} \right).
$$

(76)
That is, \( \tilde{Y} \) satisfies (10), so that \( \tilde{Y} \) has the distribution of \( \tilde{J}_\alpha \), and setting \( \tilde{Y} = \tilde{J}_\alpha \) in (76) gives \( 65 \). Then (64) follows by (63). \( \square \)

4.5 Limit theory when \( \alpha=1 \)

Proposition 4.4 below is our main convergence result when \( \alpha = 1 \). First, we need the following result, the proof of which we defer to the Appendix. For \( x \geq 0 \), set \( \log^+ x := \max\{\log x, 0\} \).

**Lemma 4.5** Let \( U \) be uniform on \((0, 1)\) and, given \( U \), let \( N(n) \sim \text{Bin}(n-1, U) \). Then, as \( n \to \infty \),

\[
U(\log^+ N(n) - \log n) \xrightarrow{L^2} U \log U;
\]

\[
(1-U)(\log^+(n-1-N(n)) - \log n) \xrightarrow{L^2} (1-U) \log(1-U).
\]

**Proposition 4.4** As \( n \to \infty \),

\[
\begin{pmatrix}
\tilde{J}_1 \\
\tilde{R} \\
\tilde{S}
\end{pmatrix} \xrightarrow{D} \begin{pmatrix}
\tilde{J}_1 \\
\tilde{R} \\
\tilde{S}
\end{pmatrix} = \begin{pmatrix}
U & 0 & 0 \\
0 & 0 & 0 \\
0 & U & 0
\end{pmatrix} \begin{pmatrix}
\tilde{J}_1^{[1]} \\
\tilde{R}^{[1]} \\
\tilde{S}^{[1]}
\end{pmatrix} + \begin{pmatrix}
1-U & 0 & 0 \\
0 & 1-U & 0 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
\tilde{J}_1^{[2]} \\
\tilde{R}^{[2]} \\
\tilde{S}^{[2]}
\end{pmatrix} + \begin{pmatrix}
\frac{U}{2} \log U + \frac{1-U}{2} \log(1-U) + \min\{U, 1-U\} \\
(2U-1)1_{\{U>1/2\}} - \frac{U}{2}
\end{pmatrix}.
\]

where \( (\tilde{J}_1, \tilde{R}, \tilde{S}) \) satisfies the fixed-point equation

\[
\begin{pmatrix}
\tilde{J}_1 \\
\tilde{R} \\
\tilde{S}
\end{pmatrix} = \begin{pmatrix}
\frac{U}{2} \log U + \frac{1-U}{2} \log(1-U) + \min\{U, 1-U\} \\
(2U-1)1_{\{U>1/2\}} - \frac{U}{2}
\end{pmatrix}.
\]

In particular, \( \tilde{J}_1 \) satisfies the fixed-point equation (4). Also, \( E[\tilde{J}_1] = E[\tilde{R}] = E[\tilde{S}] = 0 \), \( \text{Var}[\tilde{R}] = 1/16 \), \( \text{Var}[\tilde{S}] = 1/24 \), and

\[
\text{Var}[\tilde{J}_1] = \frac{1}{4} (1 + \log 2) - \frac{\pi^2}{24} \approx 0.012053,
\]

and \( E[\tilde{R}^2] \approx -0.00005732546 \).

**Proof.** We follow the proof of Proposition 4.3. Recall the definition of \( Y_n \) at (28). Again define \( R_n \) and \( S_n \) as at (67), this time with \( \alpha = 1 \). Then we have that the \( \alpha = 1 \) case of (67) holds. We now renormalise (67), with the notation of (68) and (70). By (65) we have

\[
E[Y_n] = E[O^{1,1}(U_n^{0,1})] - 1 = \frac{1}{2} \log n + \frac{1}{2} (\gamma - 1) + h(n),
\]

where \( h(n) = o(1) \), while by the \( \alpha = 1 \) case of (19) \( E[R_n] = (1/2) + k(n) \), where \( k(n) = O(n^{-1}) \), and by \( \alpha = 1 \) case of (20) \( E[S_n] = -(1/4) + \ell(n) \), where \( \ell(n) = O(n^{-1}) \). Then by (63)

\[
\begin{pmatrix}
\tilde{Y}_n \\
\tilde{R}_n \\
\tilde{S}_n
\end{pmatrix} \xrightarrow{D} \begin{pmatrix}
U & 0 & 0 \\
0 & 0 & 0 \\
0 & U & 0
\end{pmatrix} \begin{pmatrix}
\tilde{Y}_{N(n)}^{[1]} \\
\tilde{R}_n^{[1]} \\
\tilde{S}_n^{[1]}
\end{pmatrix} + \begin{pmatrix}
1-U & 0 & 0 \\
0 & 1-U & 0 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
\tilde{Y}_{n-1-N(n)}^{[2]} \\
\tilde{R}_n^{[2]} \\
\tilde{S}_n^{[2]}
\end{pmatrix} + \begin{pmatrix}
A_n \\
B_n \\
C_n
\end{pmatrix},
\]

\( 82 \)
where
\[
\begin{pmatrix}
A_n \\
B_n \\
C_n
\end{pmatrix} = \begin{pmatrix}
Uh(N(n)) + (1 - U)h(n - 1 - N(n)) - h(n) \\
(1 - U)k(n - 1 - N(n)) - k(n) \\
Uk(N(n)) - \ell(n)
\end{pmatrix} + \begin{pmatrix}
\min\{U, 1 - U\} + \frac{U}{1 - U} (\log^+ N(n) - \log n) + \frac{1 - U}{2} (\log^+ (n - 1 - N(n)) - \log n)
\end{pmatrix}.
\]

The conditions of Theorem 4.1 of [11] are satisfied, by (73), (75) and Lemma 4.5. Taking \(s = 2\) and \(C_n\) to be the identity, Theorem 4.1 of [11] applied to equation (82) shows that \((\tilde{Y}_n, \tilde{R}_n, \tilde{S}_n)\) converges in Zolotarev \(\zeta_2\) metric and hence in distribution to \((\tilde{Y}, \tilde{R}, \tilde{S})\), where \(E[\tilde{Y}] = E[\tilde{R}] = E[\tilde{S}] = 0\) and the distribution of \((\tilde{Y}, \tilde{R}, \tilde{S})\) is characterized by the fixed-point equation
\[
\begin{pmatrix}
\tilde{Y} \\
\tilde{R} \\
\tilde{S}
\end{pmatrix} = \begin{pmatrix}
U & 0 & 0 \\
0 & 0 & 0 \\
0 & U & 0
\end{pmatrix} \begin{pmatrix}
\tilde{Y}^{(1)} \\
\tilde{R}^{(1)} \\
\tilde{S}^{(1)}
\end{pmatrix} + \begin{pmatrix}
1 - U & 0 & 0 \\
0 & 1 - U & 0 \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
\tilde{Y}^{(2)} \\
\tilde{R}^{(2)} \\
\tilde{S}^{(2)}
\end{pmatrix} + \begin{pmatrix}
\frac{U}{2} \log U + \frac{1 - U}{2} \log (1 - U) + \min\{U, 1 - U\} \\
(2U - 1)1_{\{U > 1/2\}} - \frac{U}{2}
\end{pmatrix}.
\]

That is, \(\tilde{Y}\) satisfies (4), so that \(\tilde{Y}\) has the distribution of \(\tilde{J}_1\), and setting \(\tilde{Y} = \tilde{J}_1\) in (80) gives (81). By the \(\alpha = 1\) case of (82) we then have (83).

It remains to prove the results for the higher moments of \(\tilde{J}_1\). For the variance of \(\tilde{J}_1\), squaring both sides of (4), taking expectations, and using independence and the fact that \(E[\tilde{J}_1] = 0\), we obtain
\[
E[\tilde{J}_1^2] = \frac{2}{3} E[\tilde{J}_1^2] + E[\min\{U, 1 - U\}^2] + \frac{1}{2} E[U^2 (\log U)^2] + \frac{1}{2} E[U (1 - U) \log U \log (1 - U)] + 2E[U \log U \min\{U, 1 - U\}].
\]

The integrals required for the expectations are standard, and we find that \(E[\tilde{J}_1^2] = ((1 + \log 2)/4) - (\pi^2/24)\), which yields (84). Similarly, we obtain the third moment \(E[\tilde{J}_1^3] = -0.00005732546\ldots\) from (84), although in this case numerical methods are required for some of the integrals. □

4.6 Limit theory for \(\alpha > 1\)

Proposition 4.5 Let \(\alpha > 1\).

(i) There exists a r.v. \(J_\alpha\) such that as \(n \to \infty\) \(O^{1,\alpha}(U_n^{0,1}) \to 1 + J_\alpha\) a.s. and in \(L^p\), \(p \in \mathbb{N}\). Also, \(J_\alpha\) satisfies the fixed-point equality (14), and \(E[J_\alpha] = 2^{-\alpha}/(\alpha - 1)\).

(ii) There exists a r.v. \(H_\alpha\) such that as \(n \to \infty\) \(O^{1,\alpha}(U_n^{0,1}) \to H_\alpha\) a.s. and in \(L^2\). Also, \(H_\alpha\) satisfies the fixed-point equality (14), and \(E[H_\alpha] = (1/\alpha) + 2^{-\alpha}/(\alpha(\alpha - 1))\).

Proof. First we prove part (i). Let \(T_i\) be the length of the \(j\)th edge of the ONG on \(U_n^{0,1}\), as defined at (33). Let \(J_\alpha := \sum_{i=1}^{\infty} T_i^\alpha\). The sum converges almost surely since it has non-negative terms and, by (50), has finite expectation for \(\alpha > 1\). By a similar argument as the Proof of Theorem 2.1 (ii) in Section 3 the \(L^p\) convergence follows by Hölder’s inequality and dominated convergence.
We now identify the limit. We have \(31\), this time for \(\alpha > 1\). As \(n \to \infty\), \(N(n)\) and \(n - N(n)\) both tend to infinity almost surely, and so, by taking \(n \to \infty\) in \(31\), we obtain the fixed-point equation \(13\).

The identity \(E[J_\alpha] = 2^{-\alpha}(\alpha - 1)^{-1}\) is obtained either from \(56\), or by taking expectations in \(13\). Next, if we set \(\bar{J}_\alpha = J_\alpha - E[J_\alpha]\), \(13\) yields \(10\).

We now prove part (ii). Following the above argument with the \(H_i\) replacing the \(T_i\) and using \(91\) in place of \(56\) gives that \(O^{1,\alpha}(U^0_{n})\) converges a.s. and in \(L^p\), \(p \in \mathbb{N}\), to some random variable. Once more, we need to identify the limit.

Consider the \(\alpha > 1\) case of \(30\). As \(n \to \infty\), \(N(n)\) and \(n - N(n)\) both tend to infinity almost surely, and so, by taking \(n \to \infty\) in \(30\), and using the fact that \(O^{1,\alpha}(U^0_{N(n)})\) converges almost surely to \(1 + J_\alpha\) (by part (i)), and that \(O^{1,\alpha}(U^0_{n-1-N(n)})\) converges almost surely to \(H_\alpha\) (by the argument above) we obtain the fixed-point equation \(14\).

The identity \(E[H_\alpha] = \alpha^{-1} + 2^{-\alpha}(\alpha - 1)^{-1}\) is obtained either from \(61\), or by taking expectations in \(14\). Next, if we set \(\bar{H}_\alpha = H_\alpha - E[H_\alpha]\), \(14\) yields \(12\). \(\square\)

### 4.7 Proof of Theorems 4.1 and 2.2

**Proof of Theorem 4.1** First we prove part (i) of the theorem. For \(1/2 < \alpha < 1\) we have that

\[
\begin{pmatrix}
\tilde{O}^{1,\alpha}(U^0_{n}) \\
\tilde{O}^{1,\alpha}(U^0_{n}) \\
\tilde{O}^{1,\alpha}(U^0_{n})
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{O}^{1,\alpha}(U^0_{n}) \\
\tilde{O}^{1,\alpha}(U^0_{n}) \\
\tilde{O}^{1,\alpha}(U^0_{n})
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{J}_\alpha \\
\tilde{R} \\
\tilde{S}
\end{pmatrix},
\]

as \(n \to \infty\), by Proposition \(13\). By \(63\), the final term in \(83\) is equal in distribution to

\[
\begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
U^\alpha \\
0 \\
0
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{J}_\alpha \\
\tilde{R} \\
\tilde{S}
\end{pmatrix},
\]

Multiplying out and using the fact that \((U^\alpha - (1 - U)^\alpha)\mathbf{1}_{U > 1/2} = U^\alpha - \min\{U, 1 - U\}^\alpha\) we obtain

\[
\begin{pmatrix}
\tilde{O}^{1,\alpha}(U^0_{n}) \\
\tilde{O}^{1,\alpha}(U^0_{n}) \\
\tilde{O}^{1,\alpha}(U^0_{n})
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{O}^{1,\alpha}(U^0_{n}) \\
\tilde{O}^{1,\alpha}(U^0_{n}) \\
\tilde{O}^{1,\alpha}(U^0_{n})
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{J}_\alpha \\
\tilde{R} \\
\tilde{S}
\end{pmatrix},
\]

So setting \(\tilde{H}_\alpha = \tilde{J}_\alpha + \tilde{R}\) and \(\tilde{G}_\alpha = \tilde{J}_\alpha + \tilde{R} + \tilde{S}\), we have \(20\).

Now we prove part (ii) of the theorem. For \(\alpha = 1\), as an analogue of \(83\),

\[
\begin{pmatrix}
\tilde{O}^{1,1}(U^0_{n}) \\
\tilde{O}^{1,1}(U^0_{n}) \\
\tilde{O}^{1,1}(U^0_{n})
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{O}^{1,1}(U^0_{n}) \\
\tilde{O}^{1,1}(U^0_{n}) \\
\tilde{O}^{1,1}(U^0_{n})
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
\tilde{J}_\alpha \\
\tilde{R} \\
\tilde{S}
\end{pmatrix},
\]
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as $n \to \infty$, by Proposition 4.4. By (39), the final term in (38) is equal in distribution to

\[
\begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
U & 0 & 0 \\
0 & 0 & 0 \\
0 & U & 0
\end{pmatrix}
\begin{pmatrix}
\tilde{J}^{(1)} \\
\tilde{R}^{(1)} \\
\tilde{S}^{(1)}
\end{pmatrix}
+ \begin{pmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{pmatrix}
\begin{pmatrix}
1 - U & 0 & 0 \\
0 & 1 - U & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\tilde{J}^{(2)} \\
\tilde{R}^{(2)} \\
\tilde{S}^{(2)}
\end{pmatrix}
\].

Multiplying out and using the fact that $(2U - 1)1_{\{U > 1/2\}} = U - \min\{U, 1 - U\}$ we have

\[
\begin{pmatrix}
\tilde{O}^{1,1}(U_{h_1}) \\
\tilde{O}^{1,1}(U_{h_0}) \\
\tilde{O}^{1,1}(U_n)
\end{pmatrix}
\xrightarrow{D}
\begin{pmatrix}
\tilde{J}_1 \\
\tilde{J}_1 + \tilde{R} \\
\tilde{J}_1 + \tilde{R} + \tilde{S}
\end{pmatrix}
\overset{D}{=} U
\begin{pmatrix}
\tilde{J}_1^{(1)} \\
\tilde{J}_1^{(1)} + \tilde{R}^{(1)} \\
\tilde{J}_1^{(1)} + \tilde{R}^{(1)}
\end{pmatrix}
+ (1 - U)
\begin{pmatrix}
\tilde{J}_2^{(2)} \\
\tilde{J}_2^{(2)} + \tilde{R}^{(2)} \\
\tilde{J}_2^{(2)} + \tilde{R}^{(2)}
\end{pmatrix}
+ \begin{pmatrix}
(U/2) \log U + \frac{1}{2} U \log(1 - U) + \min\{U, 1 - U\} \\
(U/2) \log U + \frac{1}{2} U \log(1 - U) + \frac{U}{2} \\
(U/2) \log U + \frac{1}{2} U \log(1 - U) + \frac{1}{4}
\end{pmatrix}
\].

So setting $\tilde{H}_1 = \tilde{J}_1 + \tilde{R}$ and $\tilde{G}_1 = \tilde{J}_1 + \tilde{R} + \tilde{S}$, we have (27). Proposition 4.4 gives $E[\tilde{J}_1] = E[\tilde{R}] = E[\tilde{S}] = 0$, and so $E[\tilde{H}_1] = E[\tilde{G}_1] = 0$ also. Proposition 4.3 also gives $\text{Var}[\tilde{J}_1]$. We obtain the higher moments of $\tilde{H}_1$ and $\tilde{G}_1$ from (11) and (16). The stated covariances follow from the fixed point equation (39) and the moments given in Proposition 4.5.

Finally, part (iii) of the theorem is Proposition 4.5. □

Proof of Theorem 2.2

Parts (i) and (ii) of the theorem follow directly from the corresponding parts of Theorem 1.1. It remains to prove part (iii) of the theorem. Suppose $\alpha > 1$. Consider the $\alpha > 1$ case of (29). We use the fact that $N(n)$ and $n - N(n)$ tend to infinity almost surely, the independence given $U$ and $N(n)$, and the convergence in $L^p$ and almost surely of $\tilde{O}^{1,\alpha}(U_{h_0})$ (for $\alpha > 1$) to obtain the result. □

5 Proof of Theorem 2.3

Proof of Theorem 2.3

We make use of the theory of Dirichlet spacings as discussed in Section 1.2. Since the nearest-neighbour (directed) graph joins each vertex (which sits at the endpoint of each spacing apart from the points 0 and 1) to its nearest neighbour, we have, for $n \geq 3$

\[
\mathcal{L}^{1,\alpha}(U_n) = \left( S_2^n \right)^\alpha + \left( S_2^n \right)^\alpha + \sum_{i=2}^{n-1} \left( \min\{S_i^n, S_{i+1}^n\} \right)^\alpha.
\]

Now, from (36), using exchangeability we have that

\[
E[\mathcal{L}^{1,\alpha}(U_n)] = 2E[(S_1^n)^\alpha] + (n - 2)E[(\min\{S_1^n, S_2^n\})^\alpha],
\]

where, from (39) and (37) we have

\[
E[(\min\{S_1^n, S_2^n\})^\alpha] = 2^{-\alpha}E[(S_1^n)^\alpha] = 2^{-\alpha} \frac{\Gamma(\alpha + 1)\Gamma(n + 1)}{\Gamma(n + \alpha + 1)}.
\]
Then (23) follows. We now prove (24). Squaring both sides of (36) and taking expectations, we have

\[ E \left[ \left( \mathcal{L}_{1,\alpha}^1(U_n) \right)^2 \right] \]

\[ = \sum_{i=2}^{n-1} E \left[ (\min\{S_i^n, S_{i+1}^n\})^{2\alpha} \right] + 2 \sum_{i=3}^{n-1} \sum_{j=2}^{n-1} \sum_{i=2}^{n-1} E \left[ (\min\{S_i^n, S_{i+1}^n, S_j^n, S_{j+1}^n\})^{\alpha} \right] \]

\[ + E[(S_2^n)^{2\alpha}] + E[(S_3^n)^{2\alpha}] + 2 \sum_{i=2}^{n-1} E[(S_i^n)^{\alpha}(\min\{S_i^n, S_{i+1}^n\})^{\alpha}] \]

\[ + 2 \sum_{i=2}^{n-1} E[(S_i^n)^{\alpha}(\min\{S_i^n, S_{i+1}^n\})^{\alpha}] + 2E[(S_2^n)^{\alpha}(S_3^n)^{\alpha}] . \]

Then, by exchangeability,

\[ E \left[ \left( \mathcal{L}_{1,\alpha}^1(U_n) \right)^2 \right] = (n-2)E \left[ (\min\{S_1^n, S_2^n\})^{2\alpha} \right] + 2E[(S_2^n S_3^n)^{\alpha}] \]

\[ + (n-3)(n-4)E \left[ (\min\{S_1^n, S_2^n\})^{\alpha}(\min\{S_3^n, S_1^n\})^{\alpha} \right] \]

\[ + 2(n-3)E \left[ (\min\{S_1^n, S_2^n\})^{\alpha}(\min\{S_3^n, S_2^n\})^{\alpha} \right] + 4E[(S_1^n)^{\alpha}(\min\{S_1^n, S_2^n\})^{\alpha}] \]

\[ + 4(n-3)E[(S_1^n)^{\alpha}(\min\{S_2^n, S_3^n\})^{\alpha}] + 4E[(S_1^n)^{\alpha}(\min\{S_1^n, S_2^n\})^{\alpha}] . \]

(88)

Now, by (36) and (40) we have

\[ E[(S_1^n)^{\alpha}(\min\{S_2^n, S_3^n\})^{\alpha}] = 2^{-\alpha} \frac{\Gamma(n+1)\Gamma(1+\alpha)^2}{\Gamma(n+1+2\alpha)} , \]

and, using (36) this time with (41) we obtain

\[ E[(\min\{S_1^n, S_2^n\})^{\alpha}(\min\{S_3^n, S_4^n\})^{\alpha}] = 2^{-2\alpha} \frac{\Gamma(n+1)\Gamma(1+\alpha)^2}{\Gamma(n+1+2\alpha)} . \]

Also we have that

\[ E[(S_1^n)^{\alpha}(\min\{S_2^n, S_3^n\})^{\alpha}] = \frac{1}{2}E[(\min\{S_1^n, S_2^n\})^{2\alpha}] + \frac{1}{2}E[(S_1^n)^{\alpha}(S_2^n)^{\alpha}] . \]

Hence from (37) and (36) we obtain

\[ E[(S_1^n)^{\alpha}(\min\{S_1^n, S_2^n\})^{\alpha}] = \frac{1}{2} \left( 2^{-2\alpha}(1+2\alpha) + (1+\alpha)^2 \right) \frac{\Gamma(n+1)}{\Gamma(n+1+2\alpha)} . \]

The final term on the right hand side of (36) that we need to evaluate is

\[ E[(\min\{S_1^n, S_2^n\})^{\alpha}(\min\{S_3^n, S_4^n\})^{\alpha}] = E[(S_2^n)^{2\alpha}1_{(S_2^n < S_3^n)}] + 4E[(S_1^n)^{\alpha}(S_2^n)^{\alpha}] . \]

(89)

For the first term on the right of (36), by (42) we have

\[ E[(S_2^n)^{2\alpha}1_{(S_2^n < S_3^n)}] = \frac{1}{3}E[(\min\{S_1^n, S_2^n, S_3^n\})^{2\alpha}] \]

\[ = 3^{-1-2\alpha} \frac{\Gamma(1+2\alpha)(n+1)}{\Gamma(n+1+2\alpha)} . \]
Now consider the second term on the right of (89). By a direct computation using (35), we have

\[
E[(S_1^n)^\alpha (S_2^n)^\alpha 1_{\{S_1^n < S_2^n < S_3^n\}}]
\]

\[
= n(n-1)(n-2) \int_0^{1/3} dy \int_{y}^{(1-y)/2} dx \int_x^{1-x-y} dz x^\alpha y^\alpha (1-x-y-z)^{n-3}
\]

\[
= n(n-1) \int_0^{1/3} dy \int_{y}^{(1-y)/2} x^\alpha y^\alpha (1-y-2x)^{n-2} dx,
\]

which, via the change of variables \(w = y + 2x\) and Fubini’s theorem is the same as

\[
n(n-1)2^{-\alpha-1} \int_0^1 dw (1-w)^{n-2} \int_0^{w/3} y^\alpha (w-y)^\alpha dy.
\]

Setting \(t = 3y/w\) reduces this to

\[
n(n-1)6^{-\alpha-1} \int_0^1 w^{1+2\alpha} (1-w)^{n-2} dw \int_0^1 t^\alpha (1-(t/3))^{\alpha} dt.
\]

Using (86) for the integral involving \(w\), and the fact that (see, e.g., 15.3.1 in [1]) for \(a > 0\),

\[
\int_0^1 t^{a-1} (1-(t/z))^{-b} dt = \frac{1}{a} 2F_1(b, a; a + 1; z)
\]

for the integral involving \(t\), we obtain the expression for \(J_{n,\alpha}\) as given by (20). Then, by (88) and the subsequent calculations, we obtain (23). Finally, (24) follows from (23) by (48). □

### Appendix: technical lemmas

**Proof of Lemma 4.4.** The result is trivial when \(\alpha = 1\) or \(\alpha = 0\). Suppose \(0 < \alpha < 1\). Suppose \(n > 1\). To ease notation, for the duration of this proof, set \(m = n - 1\). Then we have that for any \(U \in (0, 1)\) and \(0 \leq N(n) \leq m\),

\[
-1 \leq U^\alpha \left( \frac{N(n)}{m} \right)^{1-\alpha} + (1-U)^\alpha \left( \frac{m-N(n)}{m} \right)^{1-\alpha} - 1 \leq 0,
\]

so that in particular \(|B_\alpha(n)| \leq n^{1/2}\) almost surely for \(0 \leq \alpha \leq 1\). Let

\[
W_n := \frac{N(n) - mU}{\sqrt{mU(1-U)}}.
\]

so that \(E[W_n] = 0\), \(E[W_n^2] = 1\), and

\[
\frac{N(n)}{mU} = 1 + W_n \sqrt{\frac{1-U}{mU}}; \quad \frac{m-N(n)}{m(1-U)} = 1 - W_n \sqrt{\frac{U}{m(1-U)}}.
\]

Then, by Taylor’s theorem,

\[
U^\alpha \left( \frac{N(n)}{m} \right)^{1-\alpha} = U \left( 1 + (1-\alpha)W_n \sqrt{\frac{1-U}{mU}} - R_1(n)W_n^2 \frac{1-U}{mU} \right)
\]

\[
= U \left( 1 + R_2(n)W_n \sqrt{\frac{1-U}{mU}} \right),
\]

(91)
for remainder terms $R_1(n)$, $R_2(n)$ (which depend on $W_n$ and $U$). Similarly, we have

$$
(1 - U)\alpha \left(\frac{m - N(n)}{m}\right)^{1-\alpha} = (1 - U) \left( 1 - (1 - \alpha)W_n \sqrt{\frac{U}{m(1-U)}} - R_3(n)W_n^2 \frac{U}{m(1-U)} \right) \quad (93)
$$

$$
= (1 - U) \left( 1 - R_4(n)W_n \sqrt{\frac{U}{m(1-U)}} \right). \quad (94)
$$

By the Lagrange form of the remainder in Taylor’s theorem and a continuity argument at $x = 0$ there exists a constant $B \in (0, \infty)$ such that for $\beta = 1 - \alpha$,

$$
0 \geq \frac{(1+x)^\beta - 1 - \beta x}{x^2} \geq -B, \text{ and } 0 \leq \frac{(1+x)^\beta - 1}{x} \leq B,
$$

for all $x \geq -1$. Thus we we have, for $i \in \{1, 2, 3, 4\}$,

$$
0 \leq R_i(n) < C, \quad (95)
$$

for a finite positive constant $C$.

For $n > 1$, $m = n - 1$, let $E_n$ denote the event $m^{-3/4} < U < 1 - m^{-3/4}$. From (91) and (93) we obtain

$$
|B_\alpha(n)1_{E_n}| = \left| -R_1(n)W_n^2(1 - U) m^{-1/2} - R_3(n)W_n^2 U m^{-1/2} \right| 1_{D^n} 1_{E_n} \leq C m^{-1/2} W_n^2 1_{E_n},
$$

for some $C \in (0, \infty)$. By a standard moment generating function calculation,

$$
E[(N(n) - mU)^6|U] = mU(1 - U) \left[ 15m^2U^2(1 - U)^2 - 130mU^2(1 - U)^2 + 25mU(1 - U)(1 - 2U)^2 + 1 \right]
$$

$$
\leq mU(1 - U)(15m^2U^2(1 - U)^2 + 25mU(1 - U) + 1). \quad (96)
$$

By (96) we have that

$$
E[W_n^6 1_{E_n}] \leq E[(N(n) - mU)^6 m^{-3} U^{-3}(1 - U)^{-3}|E_n] = O(1),
$$

as $n \to \infty$, so from (97) we have that

$$
B_\alpha(n) 1_{E_n} \overset{L^3}{\to} 0. \quad (97)
$$

Also, from (92) and (94) we have,

$$
|B_\alpha(n)1_{E_n}| = \left| (R_2(n) - R_4(n))W_n U^{1/2}(1 - U)^{1/2} \right| 1_{E_n},
$$

and so using (95) we have

$$
|B_\alpha(n)1_{E_n}| \leq C|W_n|U^{1/2}(1 - U)^{1/2} 1_{E_n}. \quad (98)
$$

Now, from (96) we have that

$$
E[(W_n U^{1/2}(1 - U)^{1/2})^6] = m^{-3} E[(N(n) - mU)^6] = O(1),
$$
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as $n \to \infty$, so by Cauchy-Schwarz and the fact that $P[E_n^c] = O(n^{-3/4})$ we obtain from (98) that as $n \to \infty$

$$E \left[ |B_\alpha(n) 1_{E_n^c}|^3 \right] \to 0.$$  \hfill (99)

So (97) and (99) complete the proof. \hfill $\Box$

**Proof of Lemma 4.5** For $n \in \mathbb{N}$, let $M_n := \log^+ N(n) - \log n - \log U$. First, suppose $N(n) \geq nU/2$. We have that

$$-\log 2 \leq M_n 1_{\{N(n) \geq nU/2\}} 1_{\{nU \geq 2\}} \leq -\log U.$$  \hfill (100)

The expected value of the right hand side of (100) is finite. Also, $U^2 M_n^2 1_{\{N(n) \geq nU/2\}} 1_{\{nU \geq 2\}} \leq 2 \max\{(\log 2)^2, (\log U)^2\}$. Hence $U^2 M_n^2 1_{\{N(n) \geq nU/2\}} 1_{\{nU \geq 2\}} \to 0$ by continuity and the strong law of large numbers for $N(n)$. Hence, by the dominated convergence theorem,

$$E[U^2 M_n^2 1_{\{N(n) \geq nU/2\}} 1_{\{nU \geq 2\}}] \to 0.$$  \hfill (101)

Also, we have $0 \leq \log^+ N(n) \leq \log n$, so that $-\log n \leq M_n \leq -\log U$. Hence

$$U^4 M_n^4 \leq (\log n)^4 + (\log U)^4,$$  \hfill (102)

so that $E[U^4 M_n^4] = O((\log n)^4)$. Since $P|nU < 2| = 2n^{-1}$, we then obtain, by Cauchy-Schwarz, that there exists a finite positive constant $C$ such that

$$E[U^2 M_n^2 1_{\{N(n) \geq nU/2\}} 1_{\{nU < 2\}}] \leq C(\log n)^2 n^{-1/2} \to 0,$$  \hfill (103)

as $n \to \infty$. Now, suppose $0 \leq N(n) < nU/2$. In this case, from (102), and Cauchy-Schwarz again, for some finite positive constant $C$

$$E[U^2 M_n^2 1_{\{N(n) < nU/2\}}] \leq C(\log n)^2 (P[N(n) < nU/2])^{1/2} \to 0,$$  \hfill (104)

as $n \to \infty$, since

$$(\log n)^2 (P[N(n) < nU/2])^{1/2} \leq (\log n)^2 (P[U < n^{-1/2}] + P[U > n^{-1/2}, N(n) < nU/2])^{1/2},$$

which tends to zero as $n \to \infty$, using standard bounds for the tail of a binomial distribution (see, e.g., Lemma 1.1 in [13]) for the final probability. The results (101), (103), and (104) then give (77). The argument for (78) is similar. \hfill $\Box$
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