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ABSTRACT
Open Information Extraction (OIE) methods extract a large number of OIE triples (noun phrase, relation phrase, noun phrase) from text, which compose large Open Knowledge Bases (OKBs). However, noun phrases (NPs) and relation phrases (RPs) in OKBs are not canonicalized and often appear in different paraphrased textual variants, which leads to redundant and ambiguous facts. To address this problem, there are two related tasks: OKB canonicalization (i.e., convert NPs and RPs to canonicalized form) and OKB linking (i.e., link NPs and RPs with their corresponding entities and relations in a curated Knowledge Base (e.g., DBpedia). These two tasks are tightly coupled, and one task can benefit significantly from the other. However, they have been studied in isolation so far. In this paper, we explore the task of joint OKB canonicalization and linking for the first time, and propose a novel framework JOCL based on a factor graph model to make them reinforce each other. JOCL is flexible enough to combine different signals from both tasks, and able to extend to fit any new signals. A thorough experimental study over two large scale OIE triple data sets shows that our framework outperforms all the baseline methods for the task of OKB canonicalization (OKB linking) in terms of average F1 (accuracy).
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1 INTRODUCTION
In recent years, several large curated Knowledge Bases (CKBs) with an ontology of pre-specified categories and relations have been developed, such as Freebase [3], DBpedia [25], and YAGO [45]. These CKBs contain millions of entities and hundreds of millions of relational facts between entities. In these CKBs, each entity is canonicalized and well defined with a unique identifier. CKBs play a key role for a variety of applications in both industry and academia. However, they are far from complete. As the world evolves, new entities and facts are generated. Enriching existing CKBs with external resources [4, 15, 23, 31, 55] becomes more and more important.

Open Information Extraction (OIE) methods without any pre-specified ontology can extract OIE triples of the form (noun phrase, relation phrase, noun phrase) from unstructured text documents. These large number of OIE triples compose large Open Knowledge Bases (OKBs), such as ReVerb [11], TextRunner [2], and OLLIE [6]. Unlike most CKBs confined to some encyclopedic knowledge sources (e.g., Wikipedia), the advantage of OKBs is that the coverage and diversity are much higher. Therefore, integrating OIE triples to CKBs is a significant and promising way for enriching existing CKBs [9]. However, compared with CKBs, OKBs are noisier and often plagued with ambiguity due to the lack of unique identifiers for the noun phrases and relation phrases in OIE triples. As the example shown in Figure 1(a), we list three OIE triples of an OKB. It can be seen that University of Maryland (i.e., s1) and UMD (i.e., s2) which are two noun phrases from different OIE triples refer to the same entity "University of Maryland" in a CKB, and "be a member of" (i.e., p2) and "be an early member of" (i.e., p3) are two relation phrases from different OIE triples with the same semantic meaning which can be mapped to the same relation "organizations_founded" in a CKB. To eliminate the ambiguity in OKBs and enrich CKBs with OIE triples, OKB canonicalization and OKB linking are two important tasks that need to be solved urgently.

OKB canonicalization is the task of converting OIE triples of OKBs to canonicalized form, where noun phrases or relation phrases with the same semantic meaning are clustered to a group. Some models based on string similarity and embedding techniques [13, 50, 54] have been proposed to canonicalize OKBs. A recent work [27] achieved better performance by leveraging side information from the original source text.

OKB linking is the task to jointly link noun phrases and relation phrases in OIE triples, with their corresponding real world entities and relations in a CKB. Traditional joint entity and relation linking
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methods for text [8, 28, 41] perform poorly on OIE triples with limited context, which has been confirmed by our experiments.

From the two task definitions above, it can be seen that OKB canonicalization and OKB linking are closely related tasks. However, these two tasks have been studied in isolation so far. A heuristic way to integrate them is utilizing pipeline architecture, e.g., firstly canonicalizing OIE triples by an OKB canonicalization method, and then leveraging its output groups of noun phrases and relation phrases as the input for OKB linking. Unfortunately, as is common with pipeline architecture, errors from OKB canonicalization would propagate to OKB linking in this case. Any noun phrase or relation phrase that was wrongly grouped via OKB canonicalization clearly cannot be linked correctly by the downstream OKB linking model. In fact, these two tasks are tightly coupled and one task can benefit significantly from the kind of information provided by the other. The idea of our joint OKB canonicalization and linking is based on two assumptions as follows:

**Assumption 1:** Two noun phrases (relation phrases) in OIE triples are more likely to be clustered to the same group if they are linked to the same entity (relation) in a CKB via OKB linking.

**Assumption 2:** Two noun phrases (relation phrases) in OIE triples are more likely to be linked to the same entity (relation) in a CKB if they are clustered to the same group via OKB canonicalization.

It is observed that better OKB canonicalization result leads to better OKB linking result and vice versa. Meanwhile, errors made by one task may be corrected by the other. Therefore, in this paper, we propose to jointly solve OKB canonicalization and OKB linking, which faces the following challenges: (1) How to make these two tasks reinforce each other; (2) How to make use of all useful signals from both tasks; (3) How to make the framework flexible and able to extend to fit new signals of both tasks.

To address all the above issues, we propose a novel framework JOCL, which jointly solves OKB Canonicalization and Linking based on a CKB. Given a set of OIE triples in an OKB as well as a CKB, our framework firstly constructs a factor graph for each task respectively. With respect to the task of OKB canonicalization, JOCL generates a variable node for each pair of noun (relation) phrases to represent whether they have the same semantic meaning, and adds OKB canonicalization signals and transitive relation signals as factor nodes. With respect to the task of OKB linking, JOCL generates a variable node for each noun (relation) phrase to represent its corresponding entity (relation) in a CKB, and adds OKB linking signals and fact inclusion signals as factor nodes. Subsequently, in order to make these two tasks reinforce each other, consistency signals are added as factor nodes to perform the interaction between two tasks based on the two assumptions above. A reasonable working procedure (i.e., interact between two tasks after resolving them alone) is elaborately designed for the Loopy belief propagation (LBP) algorithm [24, 34, 40] to pass messages among different types of nodes on the factor graph and learn parameters of our framework. With the final messages, JOCL could compute the marginal probability for each node according to the learned weights, and infer the corresponding entity (relation) for each noun (relation) phrase and generate canonicalization groups of noun (relation) phrases jointly. It is noted that due to intrinsic characteristics of factor graph model, our framework JOCL is flexible to fit any new signals via adding suitable factor nodes.

Our contributions can be summarized as follows:

- We are the first to explore the task of joint OKB canonicalization and linking, a new and increasingly important problem due to its broad applications.
- We propose a novel framework JOCL to perform OKB canonicalization and linking jointly, and make them reinforce each other. JOCL is flexible enough to combine different signals from two tasks together, and able to extend to fit any new signals of both tasks based on factor graph model.
- A thorough experimental study over two real-world data sets shows that JOCL outperforms all the baseline methods for both tasks in terms of average F1 and accuracy.

---

**Figure 1:** Task illustration and framework summarization.
2 PRELIMINARIES AND NOTATIONS

In a CKB, an entity is denoted by \( e \), a relation is denote by \( r \), the set of entities is denoted by \( E \), and the set of relations is denoted by \( R \). A fact in a CKB can be denoted by \( <e_i, r_k, e_j> \), where \( e_i, e_j \in E \) and \( r_k \in R \). In an OKB, an OIE triple is denoted by \( t = \langle s_i, p_j, o_j \rangle \), where \( s_i \) and \( o_j \) are noun phrases (NPs) and \( p_j \) is a relation phrase (RP). A set of OIE triples is denoted by \( T = \{ t_1, t_2, \ldots \} \).

Definition 1 (Joint OKB Canonicalization and Linking). Given a set of OIE triples in an OKB and a CKB, the target of this joint task is to cluster NPs or RPs with the same semantic meaning into a group (i.e., OKB canonicalization) and meanwhile linking each group of NPs or RPs with their corresponding real world entity or relation in a CKB (i.e., OKB linking) jointly.

For illustration, we show a running example of this task in Figure 1(a). The input is three OIE triples and a CKB. With respect to the canonicalization result (marked with blue ellipses), we should cluster NPs into four groups and cluster RPs into two groups. With respect to the linking result (marked with blue arrows), we should link each group of NPs or RPs with their corresponding entity or relation in the CKB.

A factor graph consists of variable nodes, factor nodes, and edges. A variable node represents a random variable and a factor node represents a factor function among variable nodes. In our factor graph, we utilize exponential-linear functions to instantiate factor functions. A factor node and each of its related variable node are connected by an undirected edge. The two types of nodes in a factor graph form a bipartite and undirected graph.

3 THE FRAMEWORK: JOCL

The overall framework JOCL is shown in Figure 1(b). We begin with the description of the factor graph for each task and then introduce the interaction between two tasks. Finally, we introduce the learning and inference algorithm of our framework.

3.1 OKB Canonicalization

OKB canonicalization consists of two subtasks, namely NP canonicalization and RP canonicalization. In this subsection we introduce the factor graph for the task of OKB canonicalization given a set of OIE triples in an OKB. We firstly introduce how to generate variable nodes and factor nodes for this task. Next, we introduce some useful signals of NP (RP) canonicalization and transitive relation, which are embedded in factor nodes.

3.1.1 Variable nodes. For any two OIE triples \( t_i \) and \( t_j \), three observed variable \( s_{ij} \) (\( p_{ij}, o_{ij} \)) called subject (predicate, object) pair variables are used to represent the NP pair \( (s_i, s_j) \), the RP pair \( (p_i, p_j) \), and the NP pair \( (o_i, o_j) \), respectively. Each observed variable has only one state as it is observed. We generate a variable node for each observed variable in the factor graph. Additionally, we define three canonicalization variables \( x_{ij} \) (\( y_{ij}, z_{ij} \)) called subject (predicate, object) canonicalization variables, corresponding to the variables \( s_{ij}, p_{ij}, \) and \( o_{ij} \) respectively. The canonicalization variable represents whether two NPs or RPs have the same semantic meaning. Therefore, each canonicalization variable has two states (i.e., 0 and 1). For example, \( x_{ij} = 1 \) means NP \( s_i \) and NP \( s_j \) refer to the same entity. We generate a variable node for each canonicalization variable in the factor graph.

3.1.2 Factor nodes. We add six kinds of factor nodes: subject (predicate, object) canonicalization factor node \( F_1 \) (\( F_2, F_3 \)), and subject (predicate, object) transitive relation factor node \( U_1 \) (\( U_2, U_3 \)).

We utilize some NP canonicalization signals to define \( F_1 \) (\( F_3 \)) as a factor function over a subject (object) pair variable and its corresponding subject (object) canonicalization variable, and generate a subject (object) canonicalization factor node for this function in the factor graph. We utilize some RP canonicalization signals to define \( F_2 \) as a factor function over a predicate pair variable and its corresponding relation canonicalization variable, and generate a predicate canonicalization factor node for this function in the factor graph. We utilize transitive relation signals to define a factor function \( U_1 \) (\( U_2, U_3 \)) over three subject (relation, object) canonicalization variables that satisfy transitive relations, and generate a transitive relation factor node for this function in the factor graph.

3.1.3 NP canonicalization signals.

- IDF token overlap: Inverse document frequency (IDF) token overlap is based on the assumption that two NPs sharing infrequent words are more likely to refer to the same object in the world. For example, it is likely that “Warren Buffett” and “Buffett” refer to the same entity which share an infrequent word “Buffett”. In [13] this signal has been verified to be a very effective signal for canonicalization and we use it to calculate the similarity between two NPs denoted by \( \text{Sim}_{idf}(s_i, s_j) \) as follows.

\[
\text{Sim}_{idf}(s_i, s_j) = \frac{\sum_{x \in w(s_i) \cap w(s_j)} \log(1 + f(x))^{-1}}{\sum_{x \in w(s_i) \cup w(s_j)} \log(1 + f(x))^{-1}}
\]

where \( w(\cdot) \) is the set of words of a string, and \( f(x) \) is the frequency of the word \( x \) in the collection of all words that appear in the NPs of the OIE triples. We define the feature function \( f_{idf} \) based on \( \text{Sim}_{idf} \) as follows.

\[
f_{idf}(s_{ij}, x_{ij}) = \begin{cases} 
\text{Sim}_{idf}(s_i, s_j) & \text{if } x_{ij} = 1 \\
1 - \text{Sim}_{idf}(s_i, s_j) & \text{if } x_{ij} = 0
\end{cases}
\]

- Word embedding: Word embeddings are the de-facto standard in language modeling and very popular in NLP. A word embedding maps words from a vocabulary to vectors of real numbers. Word embeddings are often learned from co-occurrences and neighborhoods of words in large corpora [30, 38]. The rationale is that the meaning of a word is captured by the contexts where it often appears, which is called “distributional semantics”. For a NP which contains several words, we average the vectors of all the single words in the phrase as its embedding for simplicity. We use the cosine similarity to calculate the similarity between the embeddings of two NPs. The similarity between two NPs based on this signal can be denoted by \( \text{Sim}_{emb}(s_i, s_j) \) and we define the feature function \( f_{emb} \) based on it.

\[
f_{emb}(s_{ij}, x_{ij}) = \begin{cases} 
\text{Sim}_{emb}(s_i, s_j) & \text{if } x_{ij} = 1 \\
1 - \text{Sim}_{emb}(s_i, s_j) & \text{if } x_{ij} = 0
\end{cases}
\]

For instance, the score of \( \text{Sim}_{emb}(\text{Barack Obama}, \text{"President Obama"}) \) is 0.873 using fastText [17] embeddings trained on Common Crawl
via MindSpore Framework\(^1\), which indicates these two NPs are likely to refer to the same entity.

- PPDB: PPDB 2.0 [37] is a large collection of paraphrases in English. All the equivalent phrases are clustered into a group and each group is randomly assigned a representative. If two NPs have the same cluster representative according to the index, they are considered to be equivalent and we set value of similarity to 1 otherwise 0. The similarity between two NPs based on this signal can be denoted by \( \text{Sim}_{\text{PPDB}}(s_i, s_j) \) and we define the feature function \( f_{\text{PPDB}} \) based on it.

\[
f_{\text{PPDB}}(s_{ij}, x_{ij}) = \begin{cases} \text{Sim}_{\text{PPDB}}(s_i, s_j) & \text{if } x_{ij} = 1 \\ 1 - \text{Sim}_{\text{PPDB}}(s_i, s_j) & \text{if } x_{ij} = 0 \end{cases}
\]

Lastly, we define \( F_1 \) based on all NP canonicalization signals.

\[
F_1(s_{ij}, x_{ij}) = \frac{1}{Z_1} \exp(\alpha_1^T f_1(s_{ij}, x_{ij})) \quad Z_1 = \sum_{x_{ij}} \exp(\alpha_1^T f_1(s_{ij}, x_{ij}))
\]

where \( f_1 = < f_{\text{idf}}, f_{\text{emb}}, f_{\text{PPDB}}, f_{\text{AMIE}}, f_{\text{KBp}}> \) is a vector of feature functions; \( \alpha_1 \) denotes the corresponding weights of the feature functions. Similarly, we can define \( F_3 \) based on the NP canonicalization signals above as well.

3.1.4 RP canonicalization signals. IDF token overlap, word embedding, and PPDB above can be used as the RP canonicalization signals directly as well. Apart from these, inspired by [50] we use the following two additional signals.

- AMIE: AMIE algorithm [14] can judge whether two RPs represent the same semantic meaning by learning Horn rules. We take morphological normalized OIE triples as the input of AMIE, and the output of AMIE is a set of implication rules between two RPs \( p_i \) and \( p_j \) (e.g., \( p_i \Rightarrow p_j \)) based on statistical rule mining. If both \( p_i \Rightarrow p_j \) and \( p_j \Rightarrow p_i \) satisfy support and confidence thresholds, we consider two RPs (i.e., \( p_i \) and \( p_j \)) have the same semantic meaning and set value of similarity to 1 otherwise 0. The similarity between two RPs using AMIE is denoted by \( \text{Sim}_{\text{AMIE}}(p_i, p_j) \) and the feature function \( f_{\text{AMIE}} \) can be defined based on it as follows.

\[
f_{\text{AMIE}}(p_{ij}, y_{ij}) = \begin{cases} \text{Sim}_{\text{AMIE}}(p_i, p_j) & \text{if } y_{ij} = 1 \\ 1 - \text{Sim}_{\text{AMIE}}(p_i, p_j) & \text{if } y_{ij} = 0 \end{cases}
\]

For instance, the score of \( \text{Sim}_{\text{AMIE}}(\text{"is the capital of"}, \text{"is the capital city of"}) \) is 1 on the OIE triple data set ReVerb45K in our experiments, which indicates these two RPs have the same semantic meaning.

- KBP: Stanford Knowledge Base Population (KBP) [46] system can link a RP to a relation in a CKB. If the relations of two RPs fall in the same category, these two RPs are considered as equivalent and we set value of similarity to 1 otherwise 0. The similarity between two RPs using KBP can be denoted by \( \text{Sim}_{\text{KBp}}(p_i, p_j) \) and the feature function \( f_{\text{KBp}} \) can be defined based on it as follows.

\[
f_{\text{KBp}}(p_{ij}, y_{ij}) = \begin{cases} \text{Sim}_{\text{KBp}}(p_i, p_j) & \text{if } y_{ij} = 1 \\ 1 - \text{Sim}_{\text{KBp}}(p_i, p_j) & \text{if } y_{ij} = 0 \end{cases}
\]

For example, the score of \( \text{Sim}_{\text{KBp}}(\text{"was working at"}, \text{"worked for"}) \) is 1, which indicates these two RPs have the same semantic meaning.

Lastly, we define \( F_2 \) based on all RP canonicalization signals.

\[
F_2(p_{ij}, y_{ij}) = \frac{1}{Z_2} \exp(\alpha_2^T f_2(p_{ij}, y_{ij})) \quad Z_2 = \sum_{y_{ij}} \exp(\alpha_2^T f_2(p_{ij}, y_{ij}))
\]

where \( f_2 = < f_{\text{idf}}, f_{\text{emb}}, f_{\text{PPDB}}, f_{\text{AMIE}}, f_{\text{KBp}}> \) is a vector of feature functions; \( \alpha_2 \) denotes the corresponding weights of the feature functions.

3.1.5 Transitive relation signals. We have the fact that the pairs satisfy transitive relations. As an example, if NP \( s_1 \) and NP \( s_2 \) have the same semantic meaning (i.e., canonicalization variable \( x_{s1}=1 \)), and \( s_1 \) and \( s_2 \) have the same semantic meaning (i.e., \( x_{s2}=1 \)), then we can deduce that \( s_1, s_2 \) and \( s_3 \) have the same semantic meaning (i.e., \( x_{s3}=1 \)). If values of this kind of three canonicalization variables satisfy transitive relations, they should be rewarded. If their values violate transitive relations, they should be penalized. Specifically, we define \( U_3 \) as a transitive relation feature function over three subject canonicalization variables \( x_{ij}, x_{jk}, x_{ik} \) that satisfy transitive relations. If values of all the three variables are 1 which case satisfies transitive relations, we will give a high score for \( U_3 \) heuristically. If only one of the three variables has a value of 0 and the other two are 1 which case violates transitive relations, we will give a low score heuristically. Otherwise, we will give a middle score. Scores range from 0 to 1. The high (middle, low) score is set to 0.9 (0.5, 0.1) in our experiments. We define the factor function \( U_1 \) as follows.

\[
U_1(x_{ij}, x_{jk}, x_{ik}) = \frac{1}{N_1} \exp(\beta_1 u_1(x_{ij}, x_{jk}, x_{ik}))
\]

where \( N_1 = \sum_{x_{ij}, x_{jk}, x_{ik}} \exp(\beta_1 u_1(x_{ij}, x_{jk}, x_{ik})) ; \beta_1 \) denotes the corresponding weight. We can define \( U_2 \) (\( U_3 \)) based on the predicate (object) canonicalization variables in a similar way.

3.2 OKB Linking

OKB linking consists of two subtasks, namely OKB entity linking and OKB relation linking. In this subsection we introduce the factor graph for the task of OKB linking given a set of OIE triples in an OKB and a CKB. We firstly introduce how to generate variable nodes and factor nodes for this task. Next, we introduce some useful signals of OKB entity (relation) linking and fact inclusion, which are embedded in factor nodes.

3.2.1 Variable nodes. For an OIE triple \( t_i \) in an OKB, we regard its NP \( s_i, \) RP \( p_i, \) and NP \( o_i \) as three observed variables, namely subject variable, predicate variable, and object variable, respectively. Each observed variable only has one state as it is observed. We generate a variable node for each observed variable in the factor graph. Additionally, we define three linking variables \( e_s, e_p, e_o \) called subject (predicate, object) linking variables, corresponding to the observed variables \( s_i, p_i, \) and \( o_i, \) respectively. \( e_s, e_p, e_o \) represents the semantically corresponding entity existing in the CKB for NP \( s_i, \) \( o_i \) which has \( |e_s|, |e_p|, |e_o| \) possible states each of which is a candidate entity in the CKB that NP \( s_i, \) \( o_i \) may refer to. \( e_s, e_p, e_o \) represents the semantically corresponding relation existing in the CKB for RP \( p_i. \) It has \( |e_s| \) possible states each of which is a candidate relation in the CKB that \( p_i \) may refer to. We generate a variable node for each linking variable in the factor graph.

\(^1\)https://www.mindspore.cn/en
3.2.2 Factor nodes. We add four kinds of factor nodes: subject (predicate, object) linking factor node $F_4$ ($F_5$, $F_6$), and fact inclusion factor node $U_4$.

We utilize some OKB entity linking signals to define $F_4$ ($F_5$) as a factor function over a subject (object) variable and its corresponding subject (object) linking variable, and generate a subject (object) linking factor node for this function in the factor graph. We utilize some OKB relation linking signals to define $F_3$ as a factor function over a predicate variable and its corresponding predicate linking variable, and generate a predicate linking factor node for this function in the factor graph. We utilize fact inclusion signals to define a factor function $U_4$ over a subject linking variable, a predicate linking variable, and an object linking variable that correspond to the same OIE triple, and generate a fact inclusion factor node for this function in the factor graph.

3.2.3 OKB entity linking signals.

- Entity popularity: The entity popularity is found to be very helpful in previous entity linking methods [18–20, 40, 42, 43], which tells us the prior probability of the appearance of a candidate entity given an entity mention. Thus, we utilize entity popularity as a signal of OKB entity linking. We use anchor links in Wikipedia to calculate the popularity of a candidate entity given a NP and define the feature function $f_{pop}$ as follows.

$$f_{pop}(s_i, e_s) = \frac{\text{count}(s_i, e_s)}{\text{count}(s_i)}$$

where $\text{count}(s_i)$ denotes the number of the subject $s_i$ occurring as the surface form of an anchor link in Wikipedia; $\text{count}(s_i, e_s)$ represents the number of anchor links with the surface form $s_i$ pointing to the candidate entity $e_s$.

We also use word embedding and PPDB introduced in Section 3.1.3 as other two OKB entity linking signals by computing string similarity between surface forms of the subject $s_i$ and its candidate entity $e_s$. Specifically, their corresponding feature functions are defined as: $f_{emb}^p(s_i, e_s) = \text{Sim}_e^p(s_i, e_s)$ and $f_{PPDB}^p(s_i, e_s) = \text{Sim}_{PPDB}^p(s_i, e_s)$. Lastly, we define $F_4$ based on all OKB entity linking signals.

$$F_4(s_i, e_s) = \frac{1}{Z_4} \exp(\alpha_4^p f_4(s_i, e_s)), \quad Z_4 = \sum_{e_s} \exp(\alpha_4^p f_4(s_i, e_s))$$

where $f_4 = \langle f_{pop}, f_{emb}^p, f_{PPDB}^p \rangle$ is a vector of feature functions; $\alpha_4$ denotes the corresponding weights of the feature functions. Similarly, we can define $F_5$ based on the OKB entity linking signals above as well.

3.2.4 OKB relation linking signals. Word embedding and PPDB introduce above can be used as the OKB relation linking signals directly as well. Besides these, we use the following two signals.

- Ngram [35]: Ngram can convert a string into a set of ngrams (i.e., a sequence of n characters). The similarity between strings based on ngram could be Jaccard similarity between their sets of ngrams.
- Levenshtein distance (LD): LD can calculate the number of deletions, insertions, or substitutions required to transform a string into another string, which could be regarded as the distance between strings. We normalize LD to a range from 0 to 1.

We define the feature functions $f_{ngram}(p_i, r_p)$ and $f_{LD}(p_i, r_p)$ by computing string similarity between surface forms of the predicate $p_i$ and its candidate relation $r_p$ via ngram and LD, respectively. We adopt a python library to compute those different string similarities in our experiments. Lastly, we define $F_5$ based on all OKB relation linking signals.

$$F_5(p_i, r_p) = \frac{1}{Z_5} \exp(\alpha_5^p f_5(p_i, r_p)), \quad Z_5 = \sum_{r_p} \exp(\alpha_5^p f_5(p_i, r_p))$$

where $f_5 = \langle f_{ngram}, f_{LD}, f_{emb}, f_{PPDB} \rangle$ is a vector of feature functions; $\alpha_5$ defines the corresponding weights of the feature functions.

3.2.5 Fact inclusion signals. For an OIE triple, its corresponding entities and relation are likely to compose a triple already included in a CKB. Therefore, if values of linking variables with respect to an OIE triple $t_i = <s_i, p_i, o_i>$ compose a triple already included in a CKB, they should be rewarded. Specifically, we define $U_4$ as a fact inclusion feature function over three linking variables $s_i$, $r_p$, and $e_o$ with respect to an OIE triple $t_i = <s_i, p_i, o_i>$. If the triple $(e_s, r_p, e_o)$ is a fact already included in a CKB, we will give a high score for $u_4$ heuristically otherwise a relatively low score. Scores range from 0 to 1. The high (low) score is set to 0.9 (0.1) in our experiments. We define the factor function $U_4$ as follows.

$$U_4(e_s, r_p, e_o) = \frac{1}{N_4} \exp(\beta_4 u_4(e_s, r_p, e_o))$$

where $N_4 = \sum_{e_s, r_p, e_o} \exp(\beta_4 u_4(e_s, r_p, e_o))$; $\beta_4$ denotes the corresponding weight.

3.3 Interaction Between Two Tasks

To make two tasks reinforce each other, we utilize consistency signals to define a factor function $U_5$ ($U_6$, $U_7$) over a subject (predicate, object) canonicalization variable and its corresponding two subject (predicate, object) linking variables, and generate a consistency factor node for this function in the factor graph.

Based on the two assumptions introduced in Section 1, we come to the conclusion that OKB canonicalization result and OKB linking result should be consistent. For example, if NP $s_1$ and NP $s_2$ are linked to the same entity in a CKB (i.e., $e_{s_1} = e_{s_2}$), they should have the same semantic meaning (i.e., $x_{12} = 1$) and vice versa. If values of these corresponding variables satisfy consistency relations, they should be rewarded. Otherwise, they should be penalized. Specifically, we define $U_5$ as a consistency feature function over three variables $e_{s_1}$, $e_{s_2}$, and $x_{ij}$. If the value of $e_{s_1}$ equals the value of $e_{s_2}$ and the value of $x_{ij}$ is 1, or the value of $e_{s_1}$ does not equal the value of $e_{s_2}$ and the value of $x_{ij}$ is 0 which two cases satisfy consistency relations, we will give a high score for $u_5$ heuristically. Otherwise, we set a relatively low score heuristically. Scores range from 0 to 1. The high (low) score is set to 0.7 (0.3) in our experiments. Then we define the factor function $U_5$ as follows.

$$U_5(e_{s_1}, e_{s_2}, x_{ij}) = \frac{1}{N_5} \exp(\beta_5 u_5(e_{s_1}, e_{s_2}, x_{ij}))$$

where $N_5 = \sum_{e_{s_1}, e_{s_2}, x_{ij}} \exp(\beta_5 u_5(e_{s_1}, e_{s_2}, x_{ij}))$; $\beta_5$ denotes the corresponding weight. We can define $U_6$ ($U_7$) based on a predicate (object)
canonicalization variable and its corresponding two predicate (object) linking variables in a similar way.

3.4 Learning

For our model, the factor function of any factor node can be represented in a unified form as $H_j$:

$$H_j(C_j) = \frac{1}{Z_j} \exp \{\omega^T h_j(C_j)\}$$  \hspace{1cm} (1)

where $j$ denotes a clique which is a fully connected subset of the variables in the graph, $C_j$ is the set of variable nodes in the clique $j$, $\omega = (\omega_1, \omega_2, \ldots)$ is a weighting vector and $h_j$ is a vector of feature functions. Learning a factor graph model is to estimate an optimum parameter configuration $\omega^*$. According to the factorization principle in the factor graph [24], we could use the product of these factor functions to represent the joint probability over variables as follows.

$$P(Y) = \frac{1}{Z} \prod_j H_j(C_j), \hspace{1cm} Z = \sum_j H_j(C_j)$$  \hspace{1cm} (2)

where $Z$ is a normalization factor, which is the summation of all possible values for $C_j$. $Y$ is defined as a collection of variables in our framework as follows.

$$Y = \{e_i, r_p, e_o, x_{ij}, y_{ij}, z_{ij}, e_{ij}, r_p, e_o\}$$  \hspace{1cm} (3)

where $t_i = e_{si}, p_o, o_t > t_j = e_{sj}, p_j, o_j >$, and $t_i, t_j \in T$. We use $P(Y)$ as the function object of our task and rewrite this function according to Formula 1 as follows.

$$P(Y) = \frac{1}{Z'} \exp \{\omega^T \sum_j h_j(C_j)\} = \frac{1}{Z'} \exp \{\omega^T Q\}$$  \hspace{1cm} (4)

where $Z' = \sum_j \exp \{\omega^T Q\}$ and $Q = \sum_j h_j(C_j)$. We can obtain the following log-likelihood objective function:

$$O(\omega) = \log P(Y^L) = \log \sum_{Y|Y^L} \frac{1}{Z'} \exp \{\omega^T Q\}$$

$$= \log \sum_{Y|Y^L} \exp \{\omega^T Q\} - \log \sum_Y \exp \{\omega^T Q\}$$  \hspace{1cm} (5)

where $Y^L$ denotes the known labels and $|Y^L|$ is a labeling configuration of $Y$ inferred from $Y^L$. We use the gradient descent algorithm to maximize the objective function. The gradient for parameters $\omega$ can be calculated as follows:

$$\frac{\partial O(\omega)}{\partial \omega} = \frac{\partial (\log \sum_{Y|Y^L} \exp \{\omega^T Q\} - \log \sum_Y \exp \{\omega^T Q\})}{\partial \omega}$$

$$= \frac{\sum_{Y|Y^L} \exp \{\omega^T Q\} \cdot Q}{\sum_{Y|Y^L} \exp \{\omega^T Q\}} - \frac{\sum_Y \exp \{\omega^T Q\} \cdot Q}{\sum_Y \exp \{\omega^T Q\}}$$

$$= \mathbb{E}_{p_o(Y|Y^L)} Q - \mathbb{E}_{p_o(Y)} Q$$  \hspace{1cm} (6)

where $\mathbb{E}_{p_o(Y|Y^L)} Q$ and $\mathbb{E}_{p_o(Y)} Q$ are two expectations of $Q$ based on the probabilistic distribution $p_o(Y|Y^L)$ and $p_o(Y)$ respectively. To obtain the gradient, we need to calculate two marginal probabilities $p(y)$ and $p(y, y_j, y_k)$, where $y, y_j, y_k \in Y$. However, as the graph structure of the factor graph can be arbitrary and may contain cycles, we cannot calculate the exact marginal probabilities.

We use a two-step LBP algorithm to approximate the marginal probabilities. Interested readers please refer to [40, 47, 49] for details of the algorithm.

Specifically, we design a reasonable working procedure for the LBP algorithm based on the structure characteristics of our factor graph. We conduct the process of the message passing from factor nodes to variable nodes as follows.

- Update all the messages from canonicalization factor nodes to canonicalization variable nodes (i.e., $F_1\rightarrow x_{ij}, F_2\rightarrow y_{ij}, F_3\rightarrow z_{ij}$).
- Update all the messages from transitive relation factor nodes to canonicalization variable nodes (i.e., $U_1\rightarrow x_{ij}, x_{jk}, x_{ik} \quad U_2\rightarrow y_{ij}, y_{jk}, y_{ik} \quad U_3\rightarrow z_{ij}, z_{jk}, z_{ik}$).
- Update all the messages from linking factor nodes to linking variable nodes (i.e., $F_4\rightarrow e_s, F_5\rightarrow r_p, F_6\rightarrow e_o$).
- Update all the messages from fact inclusion factor nodes to linking variable nodes (i.e., $U_4\rightarrow e_s, F_5\rightarrow r_p, y_{ij} \quad U_7\rightarrow e_o, e_o, z_{ij}$).

For the process of the message passing from variable nodes to factor nodes, we firstly update all the messages from canonicalization variable nodes to each of their related factor nodes and then update all the messages from linking variable nodes to each of their related factor nodes.

With the marginal probabilities, the gradient can be obtained by summing over all variables. In practice we found that convergence was achieved within twenty iterations. The learning algorithm also can be extended to a distributed learning version with a graph segmentation algorithm such as [22].

3.5 Inference

After we learned the optimal parameters, we can infer the best label of each variable (i.e., the corresponding entity (relation) that each NP (RP) refers to, and whether two NPs or RPs represent the same semantic meaning) by computing the marginal probability for each node with the final messages. The best label could be the state with the highest marginal probability.

Although the consistency signals tend to make the results of OKB canonicalization and OKB linking as consistent as possible, there are still some conflicts between them after the process of inference. To eliminate conflicts and generate the final result, we design an intuitive method. If a pair of NPs are located in two different groups according to the linking result and the corresponding canonicalization variable of this pair has a value of 1, we select the label of the larger group as the final label for both NPs. Finally, we will obtain canonicalization groups of NPs (RPs) and the corresponding entity (relation) in a CKB for each group of NPs (RPs).

4 EXPERIMENTAL STUDY

4.1 Experiment Settings

Two large scale publicly available OIE triple data sets are used in the experiments: ReVerb45K [50] and NYTtimes2018 [27] which are common benchmark data sets for OKB canonicalization and OKB linking. The OIE triples of ReVerb45K are extracted by ReVerb [11] from the source text in Clueweb09 and all NPs are annotated with their corresponding Freebase entities. ReVerb45K contains 45K
Table 1: Performance on the NP canonicalization task. All the results of the baselines are taken from SIST [27].

| Method              | ReVerb45K Macro F1 | ReVerb45K Micro F1 | ReVerb45K Pairwise F1 | NYTimes2018 Macro F1 | NYTimes2018 Micro F1 | NYTimes2018 Pairwise F1 | Average F1 |
|---------------------|--------------------|--------------------|-----------------------|----------------------|----------------------|------------------------|-------------|
| Morph Norm(2011)    | 0.281              | 0.699              | 0.653                 | 0.544                | 0.471                | 0.658                  | 0.643       | 0.591       |
| Wikidata Integrator | 0.563              | 0.839              | 0.783                 | 0.728                | 0.476                | 0.839                  | 0.783       | 0.699       |
| Text Similarity(2014) | 0.543            | 0.821              | 0.689                 | 0.684                | 0.581                | 0.796                  | 0.658       | 0.678       |
| IDF Token Overlap(2014) | 0.598           | 0.571              | 0.505                 | 0.558                | 0.551                | 0.612                  | 0.527       | 0.563       |
| Attriubte Overlap(2014) | 0.598           | 0.599              | 0.587                 | 0.595                | 0.551                | 0.612                  | 0.527       | 0.563       |
| CESI(2018) [50]     | 0.618              | 0.845              | 0.819                 | 0.761                | 0.586                | 0.842                  | 0.778       | 0.735       |
| SIST(2019) [27]     | 0.691              | 0.889              | 0.823                 | 0.801                | 0.675                | 0.816                  | 0.838       | 0.776       |
| JOCL                | 0.684              | 0.892              | 0.877                 | 0.818                | 0.561                | 0.921                  | 0.934       | 0.805       |

Table 2: Performance on the RP canonicalization task. All the results of the baselines are taken from SIST [27].

| Method              | Macro F1 | Micro F1 | Pairwise F1 | Average F1 |
|---------------------|----------|----------|-------------|------------|
| AMIE(2013) [14]     | 0.703    | 0.828    | 0.780       | 0.764      |
| PATTY(2012) [36]    | 0.782    | 0.882    | 0.802       | 0.819      |
| SIST(2019) [27]     | 0.875    | 0.872    | 0.845       | 0.864      |
| JOCL                | 0.848    | 0.923    | 0.851       | 0.874      |

4.2 OKB Canonicalization Task

4.2.1 NP canonicalization. The baselines are listed as follows.
- Morph Norm [11] uses some simple normalization operations (e.g., removing tenses, pluralization).
- Wikidata Integrator\(^1\) is an opensource entity linking tool. NPs linked to the same entity by it are grouped together.
- Text Similarity [13] calculates the similarity between two NPs by JaroWinkler [53] similarity and utilizes hierarchical agglomerative clustering (HAC) method.
- IDF Token Overlap [13] calculates the similarity between two NPs based on IDF token overlap and utilizes HAC method for clustering.
- Attribute Overlap [13] uses the Jaccard similarity of attributes between two NPs for canonicalization.
- CESI [50] performs OKB canonicalization using learned embeddings and side information.
- SIST [27] is the state-of-the-art method for OKB canonicalization by leveraging side information from the original source text.

Specially, for NYTimes2018 data set which is not annotated with any CKB, we randomly sample 100 non-singleton NP groups and manually label them as the ground truth for NP canonicalization like SIST. From the results shown in Table 1, we can see that JOCL outperforms all the baselines in terms of average F1 on both data sets. CESI improves the quality of the NP canonicalization by using various side information (e.g., Wordnet, PPDB, and KBP). SIST outperforms CESI by leveraging more side information from the original source text, which puts JOCL at a disadvantage. However, in spite of this disadvantage, JOCL still promotes by about 1.7 (2.9) percentages compared with SIST in terms of average F1 over ReVerb45K (NYTimes2018), which demonstrates the effectiveness of JOCL in NP canonicalization.

4.2.2 RP canonicalization. We utilize AMIE introduced in Section 3.1.4, PATTY [36], and SIST as baselines of RP canonicalization over ReVerb45K. PATTY can put the triples with the same pairs of NPs, as well as RPs that belong to the same synset in PATTY in one group. We randomly sample 35 non-singleton RP groups and manually label them as the ground truth for RP canonicalization, which is the same as SIST. If two RPs have the same meaning after removing tense, pluralization, auxiliary verb, determiner, and modifier, they are considered to be the same. As shown in Table 2, compared with AMIE, our framework and other two baselines (i.e., PATTY and SIST) perform better, since the number of appearance for most RPs

\(^1\)https://github.com/JOCL-repo/JOCL

\(^2\)https://github.com/SuLab/WikidataIntegrator
Table 3: Performance on OKB entity linking task.

| Method     | ReVerb45K | NYT2018 |
|------------|-----------|---------|
| Falcon     | 0.541     | 0.33    |
| EARL       | 0.473     | 0.25    |
| Spotlight  | 0.736     | 0.26    |
| Tagme      | 0.316     | 0.3     |
| KBPearl    | 0.522     | 0.46    |
| JOCL       | 0.764     | 0.48    |

Table 4: Performance of JOCL working separately for each task.

| Variant     | Macro F1 | Micro F1 | Pairwise F1 | Average F1 | Accuracy |
|-------------|----------|----------|-------------|------------|----------|
| JOCL_cano   | 0.571    | 0.846    | 0.787       | 0.715      | -        |
| JOCL_link   | -        | -        | -           | -          | 0.744    |
| JOCL        | 0.684    | 0.892    | 0.877       | 0.818      | 0.761    |

4.3 OKB Linking Task

4.3.1 OKB entity linking. The baselines are listed as follows.
- Spotlight [7, 29] is a popular baseline for entity linking based on DBpedia.
- TagMe [12] is a popular baseline in the TAC KBP data sets for entity linking [21, 39].
- Falcon [41] performs joint entity and relation linking using some fundamental principles of English morphology.
- EARL [8] performs joint entity and relation linking by solving a Generalized Traveling Salesman Problem (GTSP).
- KBPearl [28] is a joint entity and relation linking system leveraging the context knowledge of the triples and side information inferred from the source text.

Specially, for NYT2018 data set that is unlabeled, we randomly sample 100 OIE triples and manually label each RP as the ground truth for OKB relation linking task. For each baseline, we show its best performing result under its best parameter setting in Figure 3. It can be seen that JOCL outperforms all the four baselines. The performance of all the methods on this task is not well compared with the OKB entity linking task, since the relations expressed in the OIE triples have much more representations than entities which makes this task very challenging.

4.4 Effect Analysis of Interaction Between Two Tasks

To verify the effectiveness of interaction between two tasks, we remove consistency factor nodes introduced in Section 3.3 from JOCL and make these two tasks unable to interact with each other. We present the performance of two variants, namely, JOCL_cano (i.e., JOCL working on OKB canonicalization task alone) and JOCL_link (i.e., JOCL working on OKB linking task alone), as well as the whole framework JOCL on ReVerb45K in Table 4. From the experimental results, we can see that JOCL outperforms JOCL_cano (JOCL_link) in terms of average F1 (accuracy) over OKB canonicalization (linking) task, which demonstrates that the whole framework JOCL could indeed perform the interaction between two tasks effectively and make them reinforce each other obviously. For the canonicalization task, JOCL_cano outperforms most baselines except CESI and SIST in terms of average F1 shown in Table 1, since these two outperforming baselines use extra context knowledge inferred from the source text. For the linking task, JOCL_link outperforms all the baselines in terms of accuracy shown in Table 3.

4.5 Effect Analysis of Different Combinations of Feature Functions

We define three different variants of our framework JOCL (i.e., JOCL-single, JOCL-double, JOCL-all) shown in Table 5 by leveraging different combinations of the feature functions for each factor function in the factor graph, and present their performance on the NP canonicalization task (i.e., Figure 4(a)) and on the OKB entity linking task (i.e., Figure 4(b)) over ReVerb45K, respectively. From
Table 5: Different variants of JOCL for feature effect analysis.

| Variant     | $F_1$ | $F_2$ | $F_3$ | $F_4$ | $F_5$ |
|-------------|-------|-------|-------|-------|-------|
| JOCL-single | $idf$ | $idf$ | $fpop$ | $fgram$ | $fgram$ |
| JOCL-double | $idfemb$ | $idfemb$ | $fpopemb$ | $fgramemb$ | $fgramemb$ |
| JOCL-all    | $f_1$ | $f_2$ | $f_4$ | $f_5$ | $f_5$ |

the experimental results, we can see that JOCL-all leveraging all the feature functions of each factor function achieves the best performance for both tasks. The more useful signals, the better the performance, which is consistent with our intuition. Moreover, we can see that JOCL is flexible enough to combine different signals from two tasks and able to extend to fit any new signals.

5 RELATED WORK

Four aspects of research are related to our work: OKB canonicalization, OKB linking, factor graph model, and entity resolution, which are introduced in detail as follows.

The first work for OKB canonicalization [13] clusters NPs using some manually-defined signals to obtain equivalent NPs, and clusters RPs based on rules discovered by AMIE [14]. FAC [54] proposes a more efficient graph-based clustering method by pruning and bounding techniques. CESI [50] learns the embeddings of NPs and RPs leveraging side information in a principled manner and clusters the learned embeddings together to obtain canonicalized NP (RP) groups. SIST [27] proposes to leverage side information from the original source text (i.e., candidate entities of NPs, types of candidate entities, and the domain knowledge of the source text) to further improve the OKB canonicalization result.

The most related work to OKB linking is the task of joint entity and relation linking. EARL [8] designs two solutions: (1) formalizes the joint entity and relation linking tasks as an instance of the GTSP; (2) exploits the connection density between nodes in the graph. Falcon [41] utilizes the fundamental principles of English morphology (e.g., compounding and headword identification) and an extended knowledge graph created by merging entities and relations from various knowledge sources to capture semantics underlying the text. KBPearl [28] performs joint entity and relation linking utilizing the context knowledge of the triples and side information extracted from the source documents. KBPearl relies on the source document, while our JOCL only focuses on the OIE triples without requiring the original source text.

The factor graph model has been successfully applied in many applications, such as knowledge base alignment [51], social relationship mining [47, 49], social influence analysis [48], Web table annotation [26, 56], co-investment of venture capital [52], relationship prediction in E-commerce platform [5], and tweet entity linking [40]. In this paper, we apply the factor graph model to jointly solve OKB canonicalization and OKB linking successfully.

The task of entity resolution [10, 16, 32] is related but different from our task. In entity resolution, each record describing an entity that needs to be matched contains a set of attribute values of this entity, while in our task the NPs and RPs that need to be clustered and linked reside in OIE triples and do not have attribute values with them.

6 CONCLUSION

OKB canonicalization and OKB linking are tightly coupled tasks, and one task can benefit significantly from the other. However, previous studies only focus on one of them and cannot solve them jointly. To achieve this goal, we propose a novel framework JOCL based on factor graph model to perform interaction between two tasks and make them reinforce each other. JOCL can combine signals from both tasks and extend to fit new signals. To demonstrate the effectiveness of JOCL, we conduct experiments over two large scale OIE triple data sets and the experimental results show that our framework outperforms all the baselines for both tasks in terms of average F1 and accuracy.
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