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Ultrawideband (UWB) waveforms achieve excellent spatial resolution for better characterization of targets in tomographic imaging applications compared to narrowband waveforms. In this paper, two-dimensional tomographic images of multiple scattering objects are successfully obtained using the diffraction tomography approach by transmitting multiple independent and identically distributed (iid) UWB random noise waveforms. The feasibility of using a random noise waveform for tomography is investigated by formulating a white Gaussian noise (WGN) model using spectral estimation. The analytical formulation of object image formation using random noise waveforms is established based on the backward scattering, and several numerical diffraction tomography simulations are performed in the spatial frequency domain to validate the analytical results by reconstructing the tomographic images of scattering objects. The final image of the object based on multiple transmitted noise waveforms is reconstructed by averaging individually formed images which compares very well with the image created using the traditional Gaussian pulse. Pixel difference-based measure is used to analyze and estimate the image quality of the final reconstructed tomographic image under various signal-to-noise ratio (SNR) conditions. Also, preliminary experiment setup and measurement results are presented to assess the validation of simulation results.

1. Introduction

Research on the use of random or pseudorandom noise transmit signals in radar has been conducted since the 1950s [1, 2]. Noise radar has been considered a promising technique for the covert identification of target objects due to several advantages, such as excellent electronic countermeasure (ECM), low probability of detection (LPD), low probability of interception (LPI) features, and relatively simple hardware architectures [3–5]. Also, advances in signal and imaging processing techniques in radar systems have progressed so that multidimensional representations of the target object can be obtained [6].

In general, radar imaging tends to be formulated in the time domain to exploit efficient back-projection algorithms, generate accurate shape features of the target object, and provide location data [7]. For multistatic radar systems, the images of a target are reconstructed based on range profiles obtained from the distributed sensor elements. When a transmitter radiates a waveform, spatially distributed receivers collect samples of the scattered field which are related to the electrical parameters of the target object. For the next iteration, a different transmitter is activated, and the scattered field collection process is repeated. Finally, all collected scattered field data are relayed for signal processing and subsequent image formation algorithms.

Tomography-based radar imaging algorithms have been developed based on microwave image reconstruction method [9], characterizing the material property profiles of the target object in the frequency domain and reconstructing specific scattering features inside the interrogation medium by solving the inverse scattering problem. The capability of microwave imaging techniques has been found attractive in malignant breast cancer detection [10–13], civil infrastructure assessment [14–16], and homeland security [17–19] applications due to the advantages of nondestructive
diagnosis and evaluation of obscured objects. The quality of the reconstructed image for different values of the electrical contrast for a UWB imaging system was investigated and published for both low-contrast and high-contrast object cases. For low-contrast objects, the obtained target image using a single frequency achieves a good reconstruction of the electrical contrast that is almost equivalent to the one obtained with the entire UWB frequency range. For the high-contrast case, while the formation of a Moiré pattern affects the single frequency reconstruction, this artifact does not appear in the UWB frequency image [20]. Thus, UWB radar tomography is expected to provide advantages over the single or narrow band frequency operation in terms of resolution and accuracy for any target object.

The goal of this paper is to demonstrate successful image reconstruction of the cylindrical conducting objects using the diffraction tomography theorem for bistatic UWB noise radar systems. The paper is organized as follows. First, the paper defines the characteristics of UWB random noise signal and discusses the shortcomings of using such noise signal as a radar transmit waveform in tomographic image reconstruction process in Section 2. The empirical solution to bypass the shortcoming of using UWB random noise waveform is also proposed. The formulations of the image reconstruction of two-dimensional scattering geometry of a bistatic imaging radar system using Fourier diffraction theorem under the assumption of plane wave illumination are presented in Section 3. In Section 4, the numerical simulation results of diffraction tomography using UWB random noise waveforms show that the tomographic image of the target is successfully reconstructed. The image quality measures of the reconstructed images, SNR effects for multiple transmissions of UWB random noise waveforms, and preliminary experimental validation are discussed in Section 5. Conclusions are presented in Section 6.

2. Analysis of White Gaussian Noise Model

The main advantage of transmitting a random noise waveform is to covertly detect and image a target without alerting others about the presence of radar system. Such LPI characteristics of the noise radar are guaranteed because the transmitted random noise waveform is constantly varying and never repeats itself exactly [21]. The random noise waveform can be experimentally generated simply by amplifying the thermal noise generated in resistors or noise diodes while maintaining relatively flat spectral density versus frequency [22]. Hence, relatively simple hardware designs can be achieved for noise radars compared to the conventional radar systems using complicated signal modulation schemes.

For a random noise waveform model, let \( x[n] \) be a discrete time WSS and ergodic random process and a sequence of iid random variable drawn from a Gaussian distribution, \( N(0, \sigma^2) \). \( x[n] \) defined herein is white Gaussian noise; that is, its probability density function follows a Gaussian distribution and its power spectral density is ideally a nonzero constant for all frequencies. However, the finite number of random noise amplitude samples must be chosen for waveform generation for any numerical simulations and practical experiments.

Assume that a sequence of only \( l \) samples of \( x[n] \) is selected for generating a white Gaussian noise. In this case, the estimate for the power spectral density, \( \tilde{S}_I(\omega) \), is given by [23]

\[
I_l(\omega) = \tilde{S}_I(\omega) = \sum_{m=-l+1}^{l-1} \tilde{r}_I[m] e^{-j\omega m},
\]

where \( \tilde{r}_I[m] \) is the estimate for the autocorrelation sequence. \( I_l(\omega) \) is defined as the periodogram estimate, and the rigorous analysis of the expected value and variance of the periodogram estimate for any arbitrary \( \omega \) is described in [23–25]. The expected value of the periodogram estimate is [23, 24]

\[
E[I_l(\omega)] = \sum_{m=-l+1}^{l-1} E[\tilde{r}_I[m]] e^{-j\omega m}
\]

\[
= \sum_{m=-l+1}^{l-1} \left(1 - \frac{|m|}{l}\right) r_I[m] e^{-j\omega m},
\]

which suggests that \( I_l(\omega) \) is a biased estimator. However, it is considered to be asymptotically unbiased as \( l \) approaches infinity. In this case, the expected value of \( I_l(\omega) \) becomes a constant such that

\[
E[I_l(\omega)] = S_x(\omega) = \sigma_x^2 \text{ as } l \to \infty.
\]

The variance of the periodogram estimate of the white Gaussian noise waveform formed by a sequence of \( l \) samples is given by [23, 24]

\[
\text{VAR}[I_l(\omega)] = S_x(\omega)^2 \left(1 + \left(\frac{\sin(\omega)}{l\sin(\omega)}\right)^2\right),
\]

which is proportional to the square of the power spectrum density and does not approach zero as \( l \) increases. In order to decrease the variance of \( I_l(\omega) \), the periodogram averaging method has been proposed by Bartlett [26]. The average of \( K \) independent and identically distributed periodograms on samples of size \( l \) is given by

\[
\bar{I}_{l,K} (\omega) = \frac{1}{K} \sum_{i=0}^{K-1} I_{l,i} (\omega),
\]

and the expected value of the average with \( K \) iid periodogram estimate is written as [23]

\[
E[\bar{I}_{l,K} (\omega)] = E[I_l(\omega)]
\]

\[
= \sum_{m=-l+1}^{l-1} \left(1 - \frac{|m|}{l}\right) r_I[m] e^{-j\omega m},
\]
which is considered to be asymptotically unbiased as \( l \) approaches infinity. Also the variance of the averaged periodogram estimate is given by [23]

\[
\text{VAR} \left[ T_{l,K} (\omega) \right] = \frac{1}{K} \text{VAR} \left[ I_l (\omega) \right] = \frac{1}{K} S_x (\omega)^2. \tag{7}
\]

The variance of the averaged periodogram estimate is inversely proportional to the number of iid periodograms \( K \), and consequently the variance approaches zero as \( K \) approaches infinity. We use (6) and (7) to conclude that the expected value remains unchanged, but only the variance of white Gaussian noise decreases for averaging \( K \) iid periodogram estimates. Increasing the number of \( K \) in averaging periodogram estimate truly flattens the spectral density, and the successful tomographic image can be achieved by transmitting \( K \) multiple random noise waveforms with a large sequence size \( l \). For the numerical simulations performed in this paper, a total of 10 iid random noise waveforms are transmitted, and each iid noise waveform is generated with 500 random amplitude samples drawn from \( \mathcal{N}(0, \sigma^2) \). The tomographic image is formed based on the dataset from 41 discrete frequencies chosen uniformly within X-band from 8 GHz to 10 GHz in steps of 50 MHz.

\section{3. Formulation}

In this section, the scattering properties for two-dimensional cylindrical impenetrable conducting object in the bistatic scattering arrangement are discussed, and the Fourier diffraction tomography algorithm is applied to reconstruct the image of the object based on the bistatic scattering properties. The Fourier diffraction theorem has been extensively applied in the area of acoustical imaging [27–29]. The goal of diffraction tomography is to reconstruct the properties of a slice of an object from the scattered field. For planar geometry, an object is illuminated with a plane wave, and the scattered fields are calculated or measured over a straight line parallel to the incident plane wave. The mathematical formulation and proof of validity of the Fourier diffraction theorem shown in Figure 1 are not presented in this section since they were already stated and published [30].

Two-dimensional backward scattering geometry for a cylindrical conducting object is shown in Figure 2. Prior research on microwave imaging has already proven that the image reconstructed in the backward scattering case is better than that obtained in the forward scattering case, based on numerical results [31].

As shown in Figure 2, a single cylindrical perfect electric conductor (PEC) object is located at the center of the simulation scene. The height of the cylindrical object is assumed to be infinitely long along the \( z \)-axis and the incident \( z \)-polarized plane wave is illuminated from \(-x\) direction. The receiver spacing, \( \Delta y \), is calculated to avoid aliasing effect and is given by

\[
\Delta y \leq \frac{\lambda_{\text{min}}}{2}, \tag{8}
\]
where $\lambda_{\text{min}}$ is the minimum wavelength. A linear receiving array is located at $x = -d$ from the center of the cylinder object, collecting scattered field for reconstruction of the object image. The frequency sampling interval, $\Delta f$, is also considered to ensure an image that is free of false aliases and is given by

$$\Delta f \leq \frac{c}{2 \pi r},$$

where $c$ is the speed of wave propagation in free space, and $r$ is the radius of the cylindrical PEC object.

As shown in the previous section, the frequency response of the transmitted white Gaussian noise waveform shows that the field amplitude is a constant nonzero amplitude value for all possible frequencies. Thus, the $z$-polarized incident plane wave of a single transmitted white Gaussian noise waveform for $N$ discrete frequencies takes the form

$$E_{\text{inc}}(\vec{r}) = \vec{z} \cdot E_n e^{-j k_n \vec{r}},$$

$$H_{\text{inc}}(\vec{r}) = -\vec{y} \cdot \frac{1}{\eta} E_n e^{-j k_n \vec{r}},$$

(11)

where $k_n = \omega_n/c$ is the wavenumber, and $E_n$ is the field amplitude of the transmitted white Gaussian noise waveform at each discrete frequency of interest. The field amplitude of the noise waveform $E_n$ becomes the nonzero constant value as the sequence of the noise waveform approaches infinity.

We start the analysis from a single frequency and develop the process for $N$ multiple frequencies by summing up the analysis results for $N$. Also, the entire analysis must be repeated for $K$ times when $K$ multiple iid noise waveforms are transmitted. The $z$-polarized incident waveform is defined as

$$E_{\text{inc}}(\vec{r}) = \vec{z} \cdot E_n e^{-j k_n \vec{r}},$$

$$H_{\text{inc}}(\vec{r}) = -\vec{y} \cdot \frac{1}{\eta} E_n e^{-j k_n \vec{r}},$$

where $\eta = \sqrt{\mu_0/\epsilon_0}$ is the intrinsic impedance in free space.

If the object consists of a material having a certain dielectric constant value, the equivalent electric current distribution, $J_{\text{eq}}$, is calculated for the scattered field. The object is defined as PEC so that the scattered field observed at the linear receiving array in the $y$-direction located at $x = -d$ is calculated by applying the physical optics approximation and is given by

$$E_{\text{scat, single}}(k_n, x = -d, y)$$

$$= -j \omega_0 \int_S J_{\text{eq}} \cdot G(\vec{r} - \vec{r}') d\vec{r}'$$

$$= -j k_n \eta \int_S \left( 2\vec{n}(\vec{r}') \times H_{\text{inc}}(\vec{r}') \right) \cdot G(\vec{r} - \vec{r}') d\vec{r}',$$

(12)

where $S$ is the boundary of scatterer, $\vec{n}(\vec{r}')$ is the outward unit normal vector to $S$, and $G(\vec{r} - \vec{r}')$ is Green's function for two-dimensional geometry defined as

$$G(\vec{r} - \vec{r}') = -\frac{1}{4} H_0^{(2)} \left( k_n (\vec{r} - \vec{r}') \right),$$

(13)
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where $H_0^{(2)}$ is the zeroth-order Hankel function of the second kind.

Similarly, for the case of discrete scattering objects, the scattered field of $P$ objects over a linear array in the $y$-direction located at $x = -d$ is expressed as

$$E_{\text{scat, multiple}}(k_n, x = -d, y) = \sum_P E_{\text{scat, single}}(p).$$

(14)

On assuming the polarization in the $z$-direction, the general form of scattered field, $u_{\text{scat}}$, obtained by the receivers at $x = -d$ becomes

$$u_{\text{scat}}(k_n, x = -d, y)$$

$$= \vec{z} \cdot E_{\text{scat}}(k_n, x = -d, y)$$

$$= -j k_n E_n \int o_{\text{scat}}(\vec{r}') e^{-j k_n \vec{r}' \cdot \vec{r}} G(\vec{r} - \vec{r}') d\vec{r}',$$

where

$$o_{\text{scat, single}}(\vec{r}') = -2\hat{x} \cdot \vec{x} \delta(S(\vec{r}'))$$

(16)

is defined as the scattering object function of a single PEC object which is related to the object shape, and $\delta(S(\vec{r}'))$ is a Dirac delta function defined as

$$\delta(S(\vec{r}')) = \begin{cases} 0 & \text{as } \vec{r}' \in S \\ \neq 0 & \text{elsewhere.} \end{cases}$$

(17)

Similarly, the scattering function shown in (16) for discrete scattering objects can be written as

$$o_{\text{scat, multiple}}(\vec{r}') = \sum_P o_{\text{scat, single}}(P).$$

(18)

By using the plane wave expansion of Green's function [32], the one-dimensional Fourier transform of $u_{\text{scat}}$, defined in (15), in $y$-direction can be written as

$$\tilde{U}_{\text{scat}}(k_n, x = -d, k_y) = \frac{k_n^2}{j 2 \gamma} \tilde{O}_{\text{scat}}(-\gamma - k_n k_y),$$

(19)

where

$$\gamma = \begin{cases} \sqrt{k_n^2 - k_y^2} & \text{as } |k_y| \leq k_n \\ -j \sqrt{k_n^2 - k_y^2} & \text{as } |k_y| > k_n. \end{cases}$$

(20)

If $k_x$ is defined as

$$k_x = -\gamma - k_n,$$

(21)

the Fourier transform of the two-dimensional scattering object function, $\tilde{O}_{\text{scat}}(k_x, k_y)$, defined in (19) is given by

$$\tilde{O}_{\text{scat}}(k_x, k_y) = \iint o_{\text{scat}}(x, y) e^{-j(k_x x + k_y y)} dx dy.$$

(22)

In this case, the arguments of $\tilde{O}_{\text{scat}}(k_x, k_y)$ are related by

$$(k_x + k_n)^2 + k_y^2 = k_n^2.$$
Equations (19) and (23) show that as a two-dimensional scattering object is illuminated by a plane wave at the frequency \( \omega_n \), the one-dimensional Fourier transform of the scattered field yields a semicircle centered at \((0, -k_n)\) with radius \( k_n \) in the two-dimensional Fourier space, which relates to the Fourier diffraction theorem depicted in Figure 1. By using \( N \) number of frequencies, the radius in the two-dimensional Fourier space changes, which enhances the resolution and accuracy of the image. Also the variance of the frequency response is reduced by taking average of the frequency responses of \( K \) multiple transmissions of iid UWB noise waveforms [8, 33].

4. Numerical Simulation Results

Based on the formulation described in previous section, this section discusses the numerical simulation results of diffraction tomography using band-limited iid UWB WGN waveforms for various scattering target geometries.

4.1. Diffraction Tomography with a Single Transmitted WGN Waveform for a Single Scattering Object. As shown in Figure 3, two-dimensional backward scattering geometry with a single cylindrical conducting object is simulated with two band-limited iid UWB WGN waveforms. The cylindrical PEC object with a radius of 15 cm is located at the origin, and the cylinder is assumed to be infinitely long along the \( z \)-axis.

The scattered field is uniformly sampled at receiving array Rx1 through Rx101 with frequency swept within X-band from 8 GHz to 10 GHz in 41 steps of 50 MHz. The locations of Rx1 and Rx101 are at \((-90, -75)\) and \((-90, 75)\), respectively, and the receiver spacing, \( \Delta y \), is set to 1.5 cm based on (8) when \( f_{\text{max}} \) is 10 GHz. The maximum frequency stepping interval, \( \Delta f \), is also calculated using (9), which yields a value of 1 GHz; however, 50 MHz frequency stepping interval enhances the quality of tomographic image compared to the maximum frequency stepping interval of 1 GHz.

For two band-limited iid UWB WGN transmitted waveforms, each iid WGN waveform is generated with 500 random amplitude samples drawn from \( \mathcal{N}(0, \sigma^2) \), which are shown in Figures 4 and 5, to reconstruct tomographic images of the cylindrical PEC object based on the scattered images observed at Rx1 through Rx101.

A block diagram shown in Figure 6 displays the tomographic image reconstruction method using diffraction tomography. The one-dimensional Fourier transformed scattered field data collected at the receiving array Rx1 through Rx101 is Fourier transformed into two-dimensional object Fourier space data, \( \tilde{O}(k_x, k_y) \), by using (19). Such Fourier space data is two-dimensional inverse Fourier transformed to obtain the scattering object function, \( o(x, y) \).

Fourier space data and the tomographic images of the single cylindrical conducting object, using the first UWB WGN waveform shown in Figure 4(a), are calculated and displayed in Figures 7(a) and 7(b), respectively. The tomographic image of the single PEC cylinder appears to be successfully reconstructed using the first UWB WGN transmitted waveform.

Similarly, both Fourier space data and the tomographic images of the single PEC cylinder using the second UWB WGN waveform shown in Figure 5(a) are also shown in Figures 8(a) and 8(b), respectively. In this case, the tomographic image is significantly affected by the unexpected notch observed in the frequency spectrum at 9.1 GHz in Figure 5(b), so that the tomographic image of the object cannot be achieved correctly compared to the previous case where the first WGN waveform is transmitted. Based on the simulation results with two band-limited iid UWB WGN waveforms, a single transmission of WGN waveform may or may not be sufficient to reconstruct a successful tomographic image of the object with diffraction tomography algorithm due to the undesired and unexpected notches in the spectral density of the practical UWB WGN transmitted waveforms.

4.2. Diffraction Tomography with Multiple Transmitted iid WGN Waveforms for a Single Scattering Object. Figure 9 shows \( K \) iid UWB WGN waveforms being transmitted to reconstruct a final image of the object in order to bypass a shortcoming of the single transmission of WGN waveform displayed in Figure 8(b). The proposed imaging method with multiple iid WGN transmitted waveforms is established based on the method of the WGN periodogram averaging described in Section 2.
Figure 4: (a) The first band-limited UWB WGN transmitted waveform generated with 500 amplitude samples ($l = 500$) drawn from $\mathcal{N}(0, \sigma^2)$. Pulse duration is 2.4 ns. (b) The frequency spectrum of the time domain WGN waveform shown in Figure 4(a). The frequency ranges are shown from DC to 12 GHz only [8].

Figure 5: (a) The second band-limited UWB WGN transmitted waveform generated with 500 amplitude samples ($l = 500$) drawn from $\mathcal{N}(0, \sigma^2)$. Pulse duration is 2.4 ns. (b) The frequency spectrum of the time domain WGN waveform is shown in Figure 5(a). The frequency ranges are shown from DC to 12 GHz only [8].

Figure 6: The image reconstruction method using diffraction tomography [8].
As shown in Figure 9, the final tomographic image of the scattered object is reconstructed via sum and average of all $K$ discrete images for $K$th band-limited iid UWB WGN transmitted waveforms. For scattered field and diffraction tomography simulations with $K$ multiple iid WGN waveforms, 10 iid UWB WGN waveforms over a frequency range from 8 to 10 GHz are generated with 500 random amplitude samples drawn from $\mathcal{N}(0, \sigma^2)$ and transmitted for backward scattering field data.

Figures 10(a), 10(b), 10(c), and 10(d) display the four final tomographic images when one, three, seven and all ten discrete images are summed and averaged, respectively. Successful tomographic imaging of the target is achieved after averaging all ten images by visual inspection of the formed images as shown in Figure 10(d), and increasing the number of transmissions of the iid UWB WGN waveform tends to enhance the quality of final tomographic image of the object by reducing the variance of the spectral response of WGN.
Fourier transform of scattered field

Object function

2D inverse Fourier transform

Target image

Final target image

\[ o_{\text{final}}(x, y) \]

\[ \sum_{k=1}^{K} \]

Figure 9: The image reconstruction method with \( K \) multiple iid WGN transmitted waveforms using diffraction tomography.

Figure 10: The final tomographic image of a single PEC cylinder located at \((0, 0)\) after summing and averaging process with the (a) one transmitted WGN waveform image, (b) three transmitted WGN waveform images, (c) seven transmitted WGN waveform images, and (d) all ten transmitted WGN waveform images. The colorbar indicates the normalized magnitude of scattering object function, \( o(x, y) \).
Figure 11: Two-dimensional backward scattering simulation geometry for two symmetrically distributed cylindrical conducting objects. PEC cylinders with radii of 15 cm are located at (0 cm, −40 cm) and (0 cm, 40 cm), and a linear receiving array is located 90 cm away from the origin in −x direction.

Figure 12: The final tomographic image of two symmetrically distributed PEC cylinders located at (0 cm, −40 cm) and (0 cm, 40 cm) after summing and averaging process with the (a) one transmitted WGN waveform image, (b) three transmitted WGN waveform images, (c) seven transmitted WGN waveform images, and (d) all ten transmitted WGN waveform images.
Figure 13: Two-dimensional backward scattering simulation geometry for two randomly distributed cylindrical conducting objects. PEC cylinders with radii of 15 cm are located at (−7.5 cm, 22.5 cm) and (35 cm, −55 cm).

Figure 14: The final tomographic image of two randomly distributed PEC cylinders located at (−7.5 cm, 22.5 cm) and (35 cm, −55 cm) after summing and averaging process with the (a) one transmitted WGN waveform image, (b) three transmitted WGN waveform images, (c) seven transmitted WGN waveform images, and (d) all ten transmitted WGN waveform images.
Figure 15: Two-dimensional backward scattering simulation geometry for three randomly distributed cylindrical conducting objects in different sizes. Three PEC cylinders with radii of 7.5 cm, 10 cm, and 15 cm are located at (−22.5 cm, −20 cm), (10 cm, 50 cm), and (25 cm, −40 cm), respectively.

Figure 16: The final tomographic image of three randomly distributed PEC cylinders in different sizes after summing and averaging process with the (a) one transmitted WGN waveform image, (b) three transmitted WGN waveform images, (c) seven transmitted WGN waveform images, and (d) all ten transmitted WGN waveform images.
4.3. Diffraction Tomography with Multiple Transmitted iid WGN Waveforms for Two Symmetrically Distributed Scattering Objects. Based on the simulation result of the single PEC cylinder case with multiple transmitted noise waveforms, we can point out that transmitting multiple iid UWB WGN waveforms delivers the acceptable quality of image of the object for diffraction tomography.

Two-dimensional backward scattering geometry for two cylindrical conducting objects, which is shown in Figure 11, is also simulated with 10 iid UWB WGN waveforms. Two cylindrical PEC objects with radii of 15 cm are located at (0 cm, −40 cm) and (0 cm, 40 cm) such that they are symmetrically positioned with respect to the x-axis. The distance from the center of each PEC cylinder to the x-axis, α, is 40 cm, and they are also assumed to be infinitely long along the z-axis. The coordinates of all 101 receivers, and the receiver spacing, Δy, remained the same as shown in Figure 3. The scattered field is uniformly sampled at Rx1 through Rx101 with same frequency swept within X-band over 8–10 GHz in 41 steps as well.

For scattered field and diffraction tomography simulations for multiple scattering objects with multiple iid WGN waveforms, the same 10 iid UWB WGN waveforms, which are used for the simulation with a single PEC object in the previous section, are transmitted in the same sequence. The scattered field due to two symmetrically positioned PEC objects is calculated based on the equations derived in Section 3, and the final tomographic image of objects is formed via the proposed image reconstruction method shown in Figure 9.

Figures 12(a), 12(b), 12(c), and 12(d) display four final tomographic images for two symmetrically distributed PEC cylinders cases when one, three, seven and all ten discrete images are summed and averaged, respectively. As shown in Figure 12(d), tomographic image of the two PEC cylinders is successfully reconstructed with multiple transmitted noise waveforms as expected. However, the mutual coupling effects...
due to the multiple PEC objects are also imaged in all tomographic images.

4.4. Diffraction Tomography with Multiple Transmitted iid WGN Waveforms for Two Randomly Distributed Scattering Objects. Two-dimensional backward scattering geometry for two randomly distributed cylindrical conducting objects is shown in Figure 13. The radii of both cylinders are 15 cm, and the positions of two cylinders are (−7.5 cm, 22.5 cm) and (35 cm, −55 cm). The general configuration of simulation geometry, such as number of transmitted UWB WGN waveforms, frequency swept ranges, coordinates of the linear receiving array, and the receiver spacing, is identical to the previous cases.

Four final tomographic images for two randomly distributed PEC cylinders are displayed in Figures 14(a), 14(b), 14(c), and 14(d) when one, three, seven and all ten discrete images are summed and averaged, respectively. Again, the mutual coupling effects are shown in the tomographic images as expected. The reconstructed images are shown to be in good agreement with the simulation geometry given in Figure 13.
4.5. Diffraction Tomography with Multiple Transmitted iid WGN Waveforms for Three Randomly Distributed Scattering Objects in Different Sizes. As shown in Figure 15, three PEC cylinders with radii of 7.5 cm, 10 cm, and 15 cm are located at (−22.5 cm, −20 cm), (10 cm, 50 cm), and (25 cm, −40 cm), respectively. Again, the general configurations of simulation geometry remain unchanged as defined in previous cases.

Figures 16(a), 16(b), 16(c), and 16(d) show four final tomographic images for the scattering geometry given in Figure 15 when one, three, seven and all ten discrete images are summed and averaged, respectively. As shown in the previous cases, the image quality of reconstructed tomographic images for unevenly distributed multiple scattering objects is affected by the mutual coupling effects. Successful tomographic image of the target is reconstructed based on multiple transmitted noise waveforms as shown in Figure 16(d).

Based on the numerical simulation results of various scattering target geometries using multiple band-limited iid UWB WGN waveforms, we conclude that increasing the number of transmissions of the iid UWB WGN waveform...
improves the quality of tomographic image by reducing the variance of the spectral response of WGN as stated in Section 2.

5. Image Quality Measure

As concluded in Section 4, increasing the number of transmissions of the iid WGN waveform tends to enhance the formed tomographic image. The image quality measures (IQMs) are discussed to determine the quality of tomographic images based on quantitative analysis. A good subjective assessment is required to evaluate the image quality and the performance of imaging systems. Various methods to measure the image quality and investigate their statistical performance have been studied [34]. The most frequently used measures are deviations between the reference and reconstructed image with varieties of the mean square error (MSE) [35, 36]. The reasons for the widespread popularity of the analysis based on MSE calculations are their mathematical tractability and the fact that it is often straightforward to design systems that minimize the MSE.

5.1. Reference Image Generation. Prior to measuring the image quality of reconstructed tomographic images shown in the previous section, a “reference” image is obtained via diffraction tomography proposed in Figure 6 using the first
derivative Gaussian waveform. The first derivative Gaussian waveform possesses the desirable property in that it has zero average value. Since it has no DC component, the first derivative Gaussian waveform is the most popular pulse shape for various UWB applications [37, 38]; thus, it can be considered to be an appropriate waveform for generating reference images to compare with our reconstructed images. Figure 17(a) displays the first derivative Gaussian input waveform with a pulse width of 0.1 ns, and the frequency spectrum of the pulse is relatively flat in the range of 8–10 GHz as shown in Figure 17(b).

The Fourier space data and the tomographic image of four scattering target geometries in Section 4 are generated with the first derivative Gaussian input waveform shown in Figure 17(a), and they are displayed in Figures 18, 19, 20, and 21. These tomographic images are considered to be the reference images for IQM analysis.

5.2. Pixel Difference-Based Measure. The tomographic images shown in Section 4 are obtained based on 10 iid UWB WGN transmitted waveforms, and the image enhancement technique is not implemented in diffraction tomography algorithm. Every pixel in all images is generated based on the scattering object function defined in (22). MSE is the cumulative mean squared error between the corresponding pixels of the reference images and the reconstructed images based on multiple iid UWB WGN transmitted waveforms. MSE is defined as

$$\text{MSE} = \frac{1}{MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} [R(x_m, y_n) - S(x_m, y_n)]^2, \quad (24)$$

where $R(x_m, y_n)$ and $S(x_m, y_n)$ represent the value of each pixel of the reference image and reconstructed tomographic
images with multiple iid UWB WGN transmitted waveforms, respectively, and $M$ and $N$ are the dimensions of the images.

Each pixel of tomographic images represents the normalized magnitude of scattering object function, $o(x, y)$, and the dimensions of images are equivalent to the number of pixels across the $x$-axis and $y$-axis. By using (24), MSE values are calculated to evaluate the deviation of the pixel values from those of the corresponding reference image, as the iid noise images are summed, averaged, and normalized. Figure 22 displays the MSE versus number of overlapping reconstructed images. Such quantitative analysis shows that the tomographic images of the objects become clear and distinctive as the number of reconstructed images based on iid WGN waveforms increases. To be more specific, as shown in Figure 22, MSE decreases as the number of overlapped reconstructed images based on iid UWB WGN transmitted waveforms increases.

5.3. Signal-to-Noise Ratio Effects on Image Quality. All tomographic images shown above are formed in the absence of noise in the system; that is, signal-to-noise ratio (SNR) is equal to infinity. In practical situations, the received signal shows unpredictable perturbations due to the contributions of various noise sources in communication and imaging systems [39, 40]. For example, thermal noise is present in all electronic devices and transmission media and is uniformly distributed across the frequency spectrum. When backscattering data acquisition is performed with a signal analyzer, the recorded data consists of scattered field information with some thermal noise from the equipment and cables. However, the collected data can be viewed as the sum of the scattered field and the additive white Gaussian noise since they are uncorrelated.

In this section, the white Gaussian noise is added accordingly to the collected scattered field dataset, establishing
Figure 26: The final tomographic images after summing and averaging process with the 10 iid noise waveforms with various SNRs for two randomly distributed PEC cylinders: (a) SNR = −20 dB, (b) SNR = −10 dB, (c) SNR = 0 dB, and (d) SNR = +10 dB.

As shown in Figure 24 through Figure 27, the image quality of the final tomographic image after summing, averaging, and normalizing process with transmitting 10 iid noise waveforms is truly affected by the additive white Gaussian noise. By visual inspection of the formed images, the image degradation due to the additive Gaussian noise is clearly displayed when SNR is set to −20 dB. In contrast, no such image degradation is observed at relatively higher SNRs, that is, SNR of +10 dB.

In order to evaluate the overall impact of noise effect on the formed tomographic images, MSE is calculated at the SNR range from −20 dB to +10 dB. Figure 28 explains the relationship between the image quality degradation and SNR. The rate of change in MSE is the maximum at the SNR range between −20 dB and −10 dB, and this is the SNR range where the final tomographic image is severely degraded by unwanted noise. However, the rate of change
The final tomographic images after summing and averaging process with the 10 iid noise waveforms with various SNRs for three randomly distributed PEC cylinders in different sizes: (a) SNR = −20 dB, (b) SNR = −10 dB, (c) SNR = 0 dB, and (d) SNR = +10 dB.

5.4. Preliminary Experimental Validation. The two-dimensional backward scattering geometry with a single cylindrical conducting object shown in Figure 3 is established for validating simulation results. The basic hardware configuration for the preliminary experiment is shown in Figure 29. For data acquisition, a scanner is configured to transmit the noise waveform via Tx antenna and collect the scattered field via Rx antenna at the same location on the y-axis, and both Tx and Rx antennas move along the scanning direction after collecting scattering data. The data acquisition process repeats for 101 positions along the scanning direction. The first and last scanning positions are (−89 cm, −40 cm) and (−89 cm, 40 cm), respectively. In the transmit chain, the arbitrary waveform generator (AWG) generates a white Gaussian noise waveform with 500 random amplitude samples over the 2 GHz to 4 GHz frequency range, and a low pass filter (LPF) for frequencies from DC to 4 GHz is implemented to reject undesired high frequency signals coming from the AWG before frequency mixing. A signal generator provides the 6 GHz signal for upconversion, and a mixer is used to upconvert the generated noise waveform frequency from 8 GHz to 10 GHz. The receiver is designed to collect the scattering data with a signal analyzer, and the final tomographic image of the target is obtained after postprocessing with a computer.

For validation purposes, only a single noise waveform is transmitted to validate the simulation results by generating the tomographic image of the target. Experimental results of Fourier space data and the tomographic images...
of the single cylindrical conducting object are displayed in Figures 30(a) and 30(b), respectively. As shown in Figure 30, the experimental results compare well with the numerical simulation results shown in Figures 7 and 8. A more detailed experimental configuration and comprehensive results for various scattering geometries with multiple transmissions of iid noise waveforms will be presented and published soon.

6. Conclusion

This paper shows that tomographic images of scattering objects are successfully achieved with multiple transmissions of random noise waveforms. From the simulation results, we conclude that a single transmitted UWB WGN may not be sufficient to generate the correct tomographic image due to the practical implementation of a transmitted random noise waveform. However, multiple iid UWB WGN transmitted waveforms can bypass the shortcoming of a single transmission of UWB WGN waveform, forming a correct image of target objects by summing and averaging discrete object images based on each iid WGN waveform.

Also the image quality of the tomographic image after completion of multiple transmissions of iid noise waveforms is analyzed. MSE is used to measure the image quality of all tomographic images in this paper. Image quality of the tomographic images based on the random noise waveform is enhanced as the number of iid noise waveform transmissions increases. The presence of white Gaussian noise degrades the image quality; however, the suppression of unwanted noise contributions by controlling SNR can help to achieve successful tomographic images in practical radar imaging systems. Also, numerical simulation results for the single scattering object scenario are validated with the preliminary experiment results.
Figure 30: Experimental results of the single cylindrical conducting object geometry shown in Figure 3. (a) The magnitude of Fourier space data of the single cylindrical conducting object. The colorbar indicates the normalized magnitude of $\tilde{O}(k_x, k_y)$. (b) The obtained tomographic image after transmitting a single UWB WGN waveform. The colorbar indicates the normalized magnitude of scattering object function, $s(x, y)$.
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