Optimization of the resonator-induced phase gate for superconducting qubits

Moein Malekakhlagh†, William Shanks‡ and Hanhee Paik†

IBM Quantum, IBM Thomas J. Watson Research Center,
1101 Kitchawan Rd, Yorktown Heights, NY 10598
(Dated: October 6, 2021)

The resonator-induced phase gate is a two-qubit operation in which driving a bus resonator induces a state-dependent phase shift on the qubits equivalent to an effective ZZ interaction. In principle, the dispersive nature of the gate offers flexibility for qubit parameters. However, the drive can cause resonator and qubit leakage, the physics of which cannot be fully captured using either the existing Jaynes-Cummings or Kerr models. In this paper, we adopt an ab-initio model based on Josephson nonlinearity for transmon qubits. The ab-initio analysis agrees well with the Kerr model in terms of capturing the effective ZZ interaction in the weak-drive dispersive regime. In addition, however, it reveals numerous leakage transitions involving high-excitation qubit states. We analyze the physics behind such novel leakage channels, demonstrate the connection with specific qubits-resonator frequency collisions, and lay out a plan towards device parameter optimization. We show this type of leakage can be substantially suppressed using very weakly anharmonic transmons. In particular, weaker qubit anharmonicity mitigates both collision density and leakage amplitude, while larger qubit frequency moves the collisions to occur only at large anharmonicity not relevant to experiment. Our work is broadly applicable to the physics of weakly anharmonic transmon qubits coupled to linear resonators. In particular, our analysis confirms and generalizes the measurement-induced state transitions noted in Sank et al. and lays the groundwork for both strong-drive resonator-induced phase gate implementation and strong-drive dispersive qubit measurement.

I. INTRODUCTION

Superconducting circuits [2–11] provide a promising platform for quantum computation [12–17]. To ensure fault-tolerant quantum computation [18–21], the underlying single- and two-qubit gates must satisfy certain error thresholds [22]. Proposals for two-qubit gates fall into two major categories depending on the requirement for dynamic flux tunability. All-microwave architectures [23–26] employ microwave pulses to entangle qubits, especially useful for fixed-frequency qubits such as the transmon [10].

The Resonator-Induced Phase (RIP) gate [26–28] exploits an effective dynamic ZZ (controlled-phase) interaction activated by a microwave pulse applied to a mediating bus resonator coupled to the qubits. The effective ZZ rate is proportional to the resonator photon number and qubit-resonator dispersive couplings and inversely proportional to the resonator-drive detuning [26–28]. A theoretical proposal for the RIP gate was introduced in Ref. [20] as a promising multi-qubit controlled-phase gate.

The most notable advantage of the RIP gate is the forgiving qubit frequency requirements. The RIP gate was experimentally demonstrated to entangle two fixed-frequency transmon qubits from as close as 380 MHz apart to as far as 1.8 GHz [27] with fidelity per Clifford [20, 30] ranging 93% to 97% (estimated gate fidelity 96% to 98%). One unexplained experimental observation was that the measured fidelity showed improvement at smaller resonator-drive detuning. This did not agree with the detuning dependence expected for measurement-induced dephasing which should cause more error at small detuning. Moreover, this was not consistent with the leakage predictions of the dispersive Kerr model for the RIP gate [26].

In this work, we characterize the RIP gate operation over a broad span of system parameters for two transmon qubits coupled to a linear resonator and propose experimentally relevant choices for optimal design. To this aim, we introduce an ab-initio model, based on the Josephson nonlinearity, that accounts for high-excitation states of the qubits. We show that the ab-initio analysis agrees with as well as extends the findings of previous studies based on multilevel Kerr [23, 27] and dispersive Jaynes-Cummings (JC) [25] models. Our study is focused on the coherent dynamics of the RIP gate, with an emphasis on the effective gate interactions, and on leakage as the main source of error. To derive an effective RIP Hamiltonian [31, 35], we employ time-dependent Schrieffer-Wolff Perturbation Theory (SWPT) [37–38]. We make comparisons between the effective gate parameters based on the JC, Kerr and ab-initio models and analyze the validity and breakdown of each model.

Our analysis of leakage reveals various distinct mechanisms that we categorize in terms of only the resonator (residual photons) [26, 27], two qubits (qubit-qubit) similar to the cross-resonance (CR) gate [33–40], one qubit and the resonator (qubit-resonator) similar to the standard readout scheme [11, 44], and both qubits and the resonator (three-body). Revisiting the residual photons, we demonstrate order-of-magnitude improvement via DRAG [49–51] on the resonator. Qubit leakage, however, cannot be correctly captured by the phenomenolog-
ical dispersive models [20, 28]. This is due to the diagonal form of interactions with respect to the qubits subspace and the two-level assumption. Therefore, using the ab-initio model becomes essential.

We present extensive ab-initio simulation results for qubit leakage and identify the leakage clusters in terms of collisions between high-excitation qubit states and computational states with high photon number, generalizing Ref. [1]. In particular, we show that qubit-resonator leakage involves very high excitation qubit states (5th-9th) compared to three-body leakage that involves also the medium-excitation states (2nd and above). These findings impose stringent trade-offs on parameter allocation for the RIP gate. As a general remedy for achieving both weaker leakage amplitude and less collision density, without compromising the effective RIP interaction, we propose to use (i) very weakly anharmonic transmons, with anharmonicity reduced down to approximately -200 MHz, and (ii) large qubit frequency of the order of 6 GHz.

The paper is organized as follows. In Sec. II starting from the Josephson nonlinearity, we introduce an ab-initio model for the RIP gate and compare it with previous studies [26, 28]. In Sec. II we demonstrate our analytical method, based on time-dependent SWPT, for deriving an effective Hamiltonian for the RIP gate. We then make a comparison of the effective gate parameters (IZ, ZI and ZZ) between the considered models. Section III provides a characterization of leakage related to frequency collisions based on numerical simulation of the full dynamics. Lastly, in Sec. IV we summarize our findings towards system parameter optimization.

There are ten appendices that will be referred to throughout the paper. In Appendices A and B using time-dependent SWPT, we provide the derivation of an effective gate Hamiltonian based on the dispersive JC [28] and the multilevel Kerr [26] models, respectively. Appendix C discusses the normal mode representation of the ab-initio Hamiltonian using a canonical (Bogoliubov) transformation. Appendix D provides the details of a displacement transformation and the effective dynamics for the resonator mode. In Appendix E we analyze the resonator response to basic RIP pulse shapes and provide a classical characterization of resonator leakage. Appendix F presents the derivation of an approximate ab-initio model via normal ordering of the non-linear interactions. In Appendix G we derive an effective RIP gate Hamiltonian based on the approximate ab-initio model of Appendix F. Appendix H discusses leakage mechanisms based on a three-level toy model. In Appendix I we characterize the average gate error due to leakage. Lastly, Appendix J gives a brief summary of the numerical methods for leakage simulation.

II. MODEL

For comparison, we consider several starting Hamiltonian models for the RIP gate and discuss how the underlying assumptions may limit precise analysis of certain aspects of the gate operation. To this aim, we analyze the RIP gate under the following levels of abstraction: (i) an exact ab-initio model for our numerical simulations, (ii) an approximate ab-initio model obtained by normal mode expansion of the former, (iii) a multilevel Kerr model similar to the one introduced in Ref. [26] and (iv) a dispersive JC model similar to the one in Ref. [28] (see Fig. 1).

In the exact ab-initio model, we account for the Josephson nonlinearity of each qubit. The system and the drive Hamiltonian in the lab frame can be expressed in a unitless quadrature form as [42, 43, 52, 53]

\[ \hat{H}_s = \sum_{j=a,b} \frac{\tilde{\omega}_j}{4} \left( \hat{y}_j - y_j \right)^2 - \frac{2}{\epsilon_j} \cos(\sqrt{\epsilon_j} \hat{x}_j) \]  

\[ + \frac{\tilde{\omega}_c}{4} \left( \hat{x}_c^2 + \hat{y}_c^2 \right) + \sum_{j=a,b} g_j \hat{x}_j \hat{y}_c, \]  

\[ \hat{H}_d(t) = -[\Omega_{cx}(t) \cos(\omega_d t) + \Omega_{cy}(t) \sin(\omega_d t)] \hat{y}_c, \]  

where the qubit modes, the resonator mode and the drive are labeled as a, b, c and d, respectively. The bar notation is used for quantities in the bare frame, to distin-
guish from the normal mode frame quantities that will be denoted with no bar. Moreover, \( \bar{\omega}_j \equiv \sqrt{2E_{Cj}/E_{JJ}} \) is the harmonic frequency, \( \epsilon_j \equiv \sqrt{2E_{Cj}/E_{JJ}} = \epsilon_{j,\text{ZPF}}^2 \) is a small unitless anharmonicity measure and \( n_{jj} \equiv n_{jj}/\hbar \omega_{jj} \text{ZPF} \) is the unitless gate charge for qubit \( j = a,b \). Qubits are capacitively coupled to a common bus resonator with strength \( g_a \) and \( g_b \), respectively. The flux (phase) and charge (number) quadratures are written in a unitless form as \( \hat{\phi}_k \equiv k + \hat{k} \) and \( \hat{y}_k \equiv -i(\hat{k} - \hat{k}^\dagger) \) for \( k = a,b,c \). The drive acts capacitively on the resonator mode with time-dependent pulse amplitudes \( \Omega_{\text{xx}}(t) \) and \( \Omega_{\text{yy}}(t) \), and carrier frequency \( \omega_d \). We take \( \Omega_{\text{yy}}(t) \) as the main RIP pulse, while \( \Omega_{\text{xx}}(t) \) provides additional degree of freedom used for DRAG \[49, 50\]. Hamiltonian \([1a]–[1b]\) serves as our point of reference and is used for the full numerical simulation.

For our analytical calculations, starting from Eqs. \([1a]–[1b]\), we derive an approximate ab-initio model by first solving for the normal modes up to the harmonic theory, and then expanding the nonlinearity in the normal mode frame \[12, 13\] similar to the black-box quantization \[56\] and energy participation ratio \[57\] methods. Normal mode expansion converges faster when the transmon qubits are weakly anharmonic \( \epsilon \ll 0.2 \) and also when the effective interactions are implemented dispersively, i.e. large detuning between the qubits and the resonator as well as between the qubits themselves compared to qubits anharmonicity. This is an alternative to few-quantum-level models used commonly for systems operating in the straddling regime like the CR gate \[37, 38, 44\]. The normal mode representation of the RIP gate Hamiltonian reads

\[
\hat{H}_s = \sum_{k=a,b,c} \hat{\omega}_k \hat{k}^\dagger \hat{k} + \sum_{j=a,b} \sum_{n=2}^{\infty} \frac{\hat{\omega}_j}{2} (-\epsilon_j)^n \left( \sum_{k=a,b,c} u_{jk} \hat{k} \right)^n + \text{H.c.}, \tag{2a}
\]

\[\hat{H}_d(t) = \{\Omega_{\text{xx}}(t) \cos(\omega_d t) + \Omega_{\text{yy}}(t) \sin(\omega_d t)\} \times i \left( \sum_{k=a,b,c} v_{ck} \hat{k} - \text{H.c.} \right), \tag{2b}\]

where \( u_{jk} \) and \( v_{jk} \), \( j, k = a,b,c \), are the flux and charge hybridization coefficients that relate the corresponding bare and normal mode quadratures and are derived via a canonical (Bogoliubov) transformation \[12, 55, 55\] (see Appendix [C]). Moreover, the normal mode harmonic frequencies are shown as \( \hat{\omega}_k \) in order to distinguish from the renormalized normal mode frequencies (no bar) that contain the static (Lamb) corrections.

Equations \([2a]–[2b]\) demonstrate a rich variety of possible mixing both at the linear level through charge hybridization and the nonlinear level through flux hybridization. Equation \([2b]\) shows that the RIP drive that is ideally supposed to populate the resonator mode will also act on the normal qubit modes through charge hybridization. For typical RIP parameters, the cross-drive on the qubits can be 10% of the intended resonator drive. Furthermore, flux hybridization in Eq. \([2a]\) leads to numerous nonlinear processes even up to the quartic expansion. To handle such complexity, we employ SNAG \[60\] in Mathematica, which allows symbolic manipulation of bosonic operators, and derive an approximate ab-initio model for the RIP gate (see Appendix [F]).

To compare to previous studies, we also consider starting models similar to the ones introduced in Refs. \[26, 28\] (see Fig. 1). Reference \[26\] models the transition qubits as weakly anharmonic Kerr oscillators as

\[
\hat{H}_{s,\text{Kerr}} = \sum_{j=a,b} \left[ \omega_j \hat{n}_j + \alpha_j \hat{n}_j (\hat{n}_j - 1) \right] + \omega_c \hat{n}_c + \sum_{j,a,b,c} 2 \chi_{ja} \hat{n}_j \hat{n}_c, \tag{3}\]

with the anharmonicity and dispersive couplings denoted by \( \alpha_j \) and \( 2 \chi_{ja} \) for \( j, k = a,b,c \). The dispersive JC model \[28\] is similar to the Kerr model, but with two-level qubits as

\[
\hat{H}_{s,\text{JC}} = \sum_{j,a,b} \frac{\omega_j}{2} \hat{\sigma}_j^z + \omega_c \hat{n}_c + \sum_{j,a,b} \chi_{ja} \hat{n}_j \hat{\sigma}_j^z, \tag{4}\]

where \( \hat{\sigma}_j^z \equiv |1_j \rangle \langle 1_j| - |0_j \rangle \langle 0_j| \). Moreover, in both studies, it is assumed that the drive acts only on the normal resonator mode as

\[
\hat{H}_d(t) = \frac{1}{2} \left[ \Omega_{c}^*(t) e^{i\omega_d t} + \Omega_{c}(t) e^{-i\omega_d t} \right], \tag{5}\]

where \( \Omega_c(t) = \Omega_{yy}(t) - i \Omega_{xx}(t) \). Equations \([3]–[5]\) have been modified with respect to the original studies to be consistent with our convention of denoting the full dispersive shift by \( 2\chi \) and the drive amplitude by \( \Omega_c(t) \).

In terms of capturing the dynamic ZZ (RIP) interaction, we find in the following that the dispersive JC model is valid in the parameter regime \( 2\chi_{ac} < \Delta_{cd} \ll |\Delta_{ad}|, |\Delta_{bd}| \), the multilevel Kerr model in \( 2\chi_{ac} < \Delta_{bc} < |\Delta_{cd}| \ll |\Delta_{ad}|, |\Delta_{bd}| \) and the approximate ab-initio model in a broader resonator-drive detuning range of \( 2\chi_{ac}, 2\chi_{bc} < |\Delta_{cc}| < |\Delta_{ad}|, |\Delta_{bd}| \) (see Sec. III). In terms of capturing qubit leakage, however, the dispersive JC model cannot be used due to its two-level construction. The multilevel Kerr model is also unable to correctly predict qubit leakage for two reasons. Firstly, the resulting Hamiltonian is diagonal with respect to the qubits preventing transitions out of the computational subspace. This can in principle be improved by adding phenomenological direct drive terms on the qubit modes. However, more importantly, Kerr estimates for transmon eigenenergies become less valid for high-excitation states, for which we observe considerable leakage due to frequency collisions. Therefore, using the exact ab-initio model is necessary in the characterization of qubit leakage discussed in Sec. IV.
III. EFFECTIVE RIP GATE HAMILTONIAN

In Cross et al. [28], the gate operation was described within a Lindblad formalism by modeling the qubits as multilevel Kerr oscillators, and analytical estimates for the effective ZZ rate were derived using the generalized P-representation [21]. Here, we analyze effective RIP interactions via SWPT and make a comparison between the aforementioned starting models. The effective RIP Hamiltonian takes the form

$$\hat{H}_{\text{RIP, eff}}(t) = \omega_{iz}(t) \frac{i\hat{Z}}{2} + \omega_{z2}(t) \frac{i\hat{Z}}{2} + \omega_{zz}(t) \frac{\hat{Z}\hat{Z}}{2},$$

with a dynamic frequency shift for each qubit along with a two-qubit ZZ interaction which consists of static and dynamic contributions. Our analytical method implements a series of unitary transformations from the lab frame to the effective diagonal frame of Eq. (6).

In Sec. III A we discuss a generic derivation of the effective Hamiltonian using time-dependent SWPT. In Sec. III B we apply it to the multilevel Kerr model, as a simpler case that captures the essential mechanism for the effective ZZ interaction. Section III C compares the effective Hamiltonians found by applying the approach to all three models. Furthermore, detailed derivations of the effective RIP Hamiltonians based on the dispersive JC, the multilevel Kerr and the ab-initio models can be found in Appendices A, B and C respectively.

A. Effective Hamiltonian via SWPT

To arrive at the effective Hamiltonian introduced in Eq. (6), we devise a unitary transformation $\hat{U}_{\text{diag}}(t)$ that maps the lab frame to the diagonal frame as

$$\hat{H}_{\text{L, eff}}(t) = \hat{U}_{\text{diag}}^\dagger(t) \left[ \hat{H}_{s} + \hat{H}_{d}(t) - i\partial_{t} \right] \hat{U}_{\text{diag}}(t).$$

It can be decomposed into intermediate unitary transformations as

$$\hat{U}_{\text{diag}}(t) = \hat{D}[d_{c}(t)] \hat{U}_{0}(t) \hat{U}_{\text{SW}}(t),$$

where $\hat{D}[d_{c}(t)], \hat{U}_{0}(t)$ and $\hat{U}_{\text{SW}}(t)$ denote a coherent displacement transformation of the resonator mode, transformation to the interaction frame, and finally a SW transformation, respectively. In the following, we discuss each transformation in more detail.

A typical RIP drive can populate the resonator mode with several photons. The resonator response can therefore be effectively described in terms of classical (coherent) and quantum fluctuation parts. Formally, this is achieved by the displacement transformation

$$\hat{D}[d_{c}(t)] = \exp[\hat{c} \hat{d}_{c}(t) - \hat{c}^\dagger \hat{d}_{c}(t)],$$

where $\hat{D}[d_{c}(t)] \hat{c} \hat{D}[d_{c}(t)] = \hat{c} + d_{c}(t)$. We then set $d_{c}(t)$ to cancel out terms linear in $\hat{c}$ and $\hat{c}^\dagger$ in the displaced frame Hamiltonian. Up to the quartic expansion of the Josephson nonlinearity, this is equivalent to the response of a classical Kerr oscillator to the input RIP pulse. Under the rotating-wave approximation, one finds

$$\dot{\eta}_{c}(t) + i\Delta_{cd}\eta_{c}(t) + i\alpha_{c} |\eta_{c}(t)|^{2} \eta_{c}(t) = -\frac{i}{2} \Omega_{c}(t),$$

where $\eta_{c}(t) \equiv d_{c}(t) e^{i\omega_{d} t}$ is the slowly-varying response amplitude, $\Delta_{cd} \equiv \omega_{c} - \omega_{d}$ is the resonator-drive detuning and $\alpha_{c}$ is the effective anharmonicity for the resonator (see Appendices A and B for the derivations based on the JC ($\alpha_{c} = 0$) and the ab-initio models, respectively). In Appendix E based on Eq. (10), we have analyzed the resonator response and leakage in detail. Importantly, we show that using DRAG [49–51] can be helpful in suppressing the residual photons [26] (see Sec. IV and Appendix E).

Next, in the displaced frame, we split the Hamiltonian into bare and interaction contributions as $\hat{H}_{0} + \hat{H}_{\text{int}}(t)$. The interaction frame Hamiltonian is then found by the unitary transformation $\hat{U}_{0} \equiv \exp(-i\hat{H}_{0} t)$ as $\hat{H}_{I}(t) \equiv \hat{U}_{0}^\dagger(t) \hat{H}_{\text{int}}(t) \hat{U}_{0}(t)$. We note that there is flexibility in defining what bare and interaction contributions are. In particular, in Ref. [28], cross-Kerr terms were not kept as bare contribution, which is justified for the explored parameter regime $|\Delta_{cd}| \gg |2\chi_{ac}|, |2\chi_{bc}|$. When referring to the dispersive JC model, we follow the same approximation as a point of comparison (see Appendix A).

In Ref. [28] and the ab-initio model, cross-Kerr interaction terms are kept in the bare Hamiltonian allowing for more precise modeling of the effective gate parameters for resonator-drive detunings comparable to the dispersive shift, i.e. $|\Delta_{cd}| \sim |2\chi_{ac}|, |2\chi_{bc}|$.

We then apply time-dependent SWPT to diagonalize the interaction frame Hamiltonian. The SW transformation is in principle a unitary transformation of the form,

$$\hat{U}_{\text{SW}}(t) = e^{-i\hat{G}(t)},$$

where we expand the generator $\hat{G}(t)$ and the resulting effective Hamiltonian up to an arbitrary order in the interaction [37, 38, 42, 43, 50, 61, 62]. Here, we implement the perturbation up to the second order. The first order perturbation can be summarized as

$$\hat{H}_{I, \text{ eff}}^{(1)}(t) = S \left( \hat{H}_{I}(t) \right),$$

$$\hat{G}_{I}(t) = N \left( \hat{H}_{I}(t) \right),$$

while the second order reads (see Appendix C of Ref. [28])

$$\hat{H}_{I, \text{ eff}}^{(2)}(t) = S \left( i[\hat{G}_{I}(t), \hat{H}_{I}(t)] - \frac{i}{2} \hat{G}_{I}(t), \hat{G}_{I}(t) \right),$$

$$\hat{G}_{2}(t) = N \left( i[\hat{G}_{I}(t), \hat{H}_{I}(t)] - \frac{i}{2} \hat{G}_{I}(t), \hat{G}_{I}(t) \right).$$

In Eqs. (12a–12d), $S(\bullet)$ and $N(\bullet)$ denote the diagonal and off-diagonal parts of an operator. In summary,
at each order in perturbation, we keep the diagonal contributions in the effective Hamiltonian and solve for a non-trivial SW generator that removes the off-diagonal part. For instance, first order off-diagonal terms in Eq. (12b) can produce diagonal contributions through 2nd order mixings that appear in terms of commutators in Eq. (12c).

Given the effective Hamiltonian in an extended Hilbert space, we read off the relevant gate parameters as

\[
\omega'_{iz}(t) = \frac{1}{2} \text{Tr} \left\{ \left( \hat{I}_a \otimes \hat{Z}_b \otimes |0_c\rangle \langle 0_c| \right) \cdot \hat{H}_{I,\text{eff}}(t) \right\}, \quad (13a)
\]

\[
\omega'_{zz}(t) = \frac{1}{2} \text{Tr} \left\{ \left( \hat{Z}_a \otimes \hat{I}_b \otimes |0_c\rangle \langle 0_c| \right) \cdot \hat{H}_{I,\text{eff}}(t) \right\}, \quad (13b)
\]

\[
\omega'_{zz}(t) = \frac{1}{2} \text{Tr} \left\{ \left( \hat{Z}_a \otimes \hat{Z}_b \otimes |0_c\rangle \langle 0_c| \right) \cdot \hat{H}_{I,\text{eff}}(t) \right\}, \quad (13c)
\]

where \( \hat{Z} \equiv |0\rangle \langle 0| - |1\rangle \langle 1| \). We have distinguished between the physical and the logical Pauli operators, used in Eqs. (11) and (13a)–(13c) such that \( \hat{Z} = -\hat{\sigma}^z \). The effective Hamiltonian is defined in the displaced frame, and hence the zero-photon subspace in Eqs. (13a)–(13c) corresponds to no excitations beyond the coherent photon number \( |\eta_c(t)|^2 \). In experimental results, it is more common to report the full ZZ rate, which is twice the value quoted in this paper.

In order to calibrate a controlled-phase gate of rotation angle \( \theta_{zz} \) we need to set \( \int_0^t dt' \omega'_{zz}(t') = \theta_{zz} \), where \( \omega_{zz}(t) = \omega'_{zz}(0) + \omega'_{zz}(2)(t) + O(\hat{H}_I^2) \). In particular, \( \theta_{zz} = \pi/2 \) is equivalent to CNOT up to single-qubit Hadamard and Z rotations as

\[
\hat{U}_{CZ} = \exp \left[ -\frac{i \pi}{4} \left( \hat{I} \hat{Z}_a \otimes \hat{Z}_b \right) \right], \quad (14a)
\]

\[
\hat{U}_{CX} = \hat{I} \hat{H} \otimes \hat{I} \hat{Z}_a \otimes \hat{I} \hat{H}, \quad (14b)
\]

with \( \hat{U}_{CZ} \), \( \hat{U}_{CX} \) and \( \hat{H} \) denoting the controlled-Z, controlled-X and Hadamard operations.

The procedure outlined in this section can be extended to a Lindblad master equation to arrive at an effective ZZ rate that accounts for the resonator decay rate \( \kappa_c \). The result can be obtained by replacing \( \omega_c \rightarrow \omega_c - i\kappa_c/2 \) and reading off the real part of Eq. (13c) (see Cross et al. [26] for more detail).

### B. Kerr model

We next analyze the effective Hamiltonian and gate parameters based on the multilevel Kerr model (see Appendix B for derivation). The perturbative description of the effective Hamiltonian is valid when \( |\chi_j| |\eta_c(t)| < |\Delta_{cd}| \) for \( j = a, b \).

The lowest order correction to the effective Hamiltonian reads

\[
\hat{H}_{I,\text{eff}}^{(1)}(t) = 2\chi_{ac}|\eta_c(t)|^2 \hat{n}_a + 2\chi_{bc}|\eta_c(t)|^2 \hat{n}_b, \quad (15)
\]

consisting of a dynamic frequency shift equal to \( 2\chi \) per resonator photon number for each qubit. Up to the second order, we find

\[
\hat{H}_{I,\text{eff}}^{(2)}(t) = -8\chi_{ac}\chi_{bc}\hat{A}_\eta(t)\hat{n}_a \hat{n}_b - 4\chi_{ac}\hat{A}_\eta(t)\hat{n}_a^2 - 4\chi_{bc}\hat{A}_\eta(t)\hat{n}_b^2, \quad (16a)
\]

which contains an effective number-number interaction as well as an anharmonic shift of the qubit eigenfrequencies. The drive dependence of the effective interaction can be compactly written in terms of the response function

\[
\hat{A}_\eta(t) \equiv \text{Im} \left\{ \int_0^t dt' \eta_c(t)\eta_c^*(t') e^{i\Delta_{cd}(t-t')} \right\}, \quad (16b)
\]

\[
\hat{\Delta}_{cd} \equiv \Delta_{cd} + 2\chi_{ac}\hat{n}_a + 2\chi_{bc}\hat{n}_b, \quad (16c)
\]

where the operator-valued detuning \( \hat{\Delta}_{cd} \) encodes the qubit-state-dependent phase for the resonator (see Fig. 2). In the adiabatic limit, for which the spectral content of the drive has negligible overlap with the resonator-drive detuning \( \hat{\Delta}_{cd} \), we can approximate \( \hat{A}_\eta(t) \) as

\[
\hat{A}_\eta(t) = \frac{|\eta_c(t)|^2}{\Delta_{cd}} + \frac{\text{Im} \{ \eta_c(t)\eta_c^*(t) \}}{\Delta_{cd}^2} + O \left( \frac{\Delta_{cd}^3}{\Delta_{cd}} \right), \quad (17)
\]

where the first and the second terms are known as the dynamic and geometric contributions [26, 63, 64] of the Kerr model. The geometric correction becomes pertinent for relatively fast pulses with spectral widths comparable to the resonator-drive detuning. Because such pulses lead to significant resonator leakage (see Appendix E), we consider only the leading dynamic contribution which is proportional to the photon number \( |\eta_c(t)|^2 \).

Using Eqs. (13a)–(13c), we read off the gate parameters by projecting the effective Hamiltonian in Eqs. (15) and (16a) onto the computational subspace. The lowest order Hamiltonian contains dynamic frequency shifts for the qubits as

\[
\omega_{iz}^{(1)}(t) = -2\chi_{bc}|\eta_c(t)|^2, \quad (18a)
\]

\[
\omega_{z1}^{(1)}(t) = -2\chi_{ac}|\eta_c(t)|^2. \quad (18b)
\]
The second order dynamic frequency shifts read

\[
\omega_{zz}^{(2)}(t) = \frac{1}{2} \left[ \frac{2\chi_{bc}(\Delta_{cd} + 4\chi_{bc})}{\Delta_{cd} + 2\chi_{bc}} - \frac{\Delta_{cd}^2}{\Delta_{cd} + 2\chi_{bc}} \right] [\eta_{c}(t)]^2,
\]

(19a)

\[
\omega_{zz}^{(2)}(t) = \frac{1}{2} \left[ \frac{2\chi_{ac}(\Delta_{cd} + 4\chi_{ac})}{\Delta_{cd} + 2\chi_{ac}} - \frac{\Delta_{cd}^2}{\Delta_{cd} + 2\chi_{ac}} \right] [\eta_{c}(t)]^2.
\]

(19b)

Furthermore, there is a dynamic ZZ term corresponding to the intended RIP interaction,

\[
\omega_{zz}^{(2)}(t) = \frac{-4\chi_{ac}\chi_{bc}(\Delta_{cd} + \chi_{bc} + \chi_{ac})\Delta_{cd}[\eta_{c}(t)]^2}{(\Delta_{cd} + 2\chi_{bc})(\Delta_{cd} + 2\chi_{bc})}(\Delta_{cd} + 2\chi_{bc})[\eta_{c}(t)]^2.
\]

(19c)

which is proportional to the resonator photon number and the dispersive shift for each qubit. There are four distinct poles at \(\Delta_{cd} \approx 0\) [hidden in \(\eta_{c}(t)\) in the adiabatic limit], \(\Delta_{cd} = -2\chi_{bc}\), \(\Delta_{cd} = -2\chi_{bc}\) and \(\Delta_{cd} = -2(\chi_{ac} + 2\chi_{bc})\) corresponding to resonance between the drive frequency and the resonator frequency for the computational states \(|0_a0_b\), \(|1_a0_b\), \(|0_a1_b\), and \(|1_a1_b\), respectively (see Fig. 2). In the limit where \(\chi_{ac} = \chi_{bc} = \chi\), we recover the expression quoted in Refs. [26, 27] as \(-4\chi^2\Delta_{cd}[\eta_{c}(t)]^2/([\Delta_{cd} + 2\chi][\Delta_{cd} + 4\chi])\). Moreover, if the detuning is much larger than the dispersive shifts, we reach a simpler expression as \(-4\chi^2[\eta_{c}(t)]^2/\Delta_{cd}\) in agreement with the dispersive JC model [28].

Note that the RIP interaction sits on top of a static ZZ rate that is captured only by the multilevel models (Kerr and ab-initio). In terms of an effective qubit-qubit exchange interaction

\[
J \approx \left[ \frac{(\Sigma_{ab} - 2\bar{\omega}_c)}{2\Sigma_{ac}\Delta_{bc}} - \frac{(\Sigma_{ab} + 2\bar{\omega}_c)}{2\Sigma_{ac}\Delta_{bc}} \right] g_\alpha g_b,
\]

(20a)

with \(\Sigma_{jk} \equiv \bar{\omega}_j + \bar{\omega}_k\) and \(\Delta_{jk} \equiv \bar{\omega}_j - \bar{\omega}_k\), the multilevel Kerr model [26, 37] predicts

\[
\omega_{zz}^{(0)} \approx \frac{J^2}{\Delta_{ab} - \alpha_b} - \frac{J^2}{\Delta_{ab} + \alpha_a}.
\]

(20b)

Static ZZ interaction reduces the on/off contrast of the ZZ gate and can be detrimental to most gate operations. However, there are various methods for its suppression: (i) large qubit-qubit detuning compared to qubit anharmonicity [see Eq. (20b)], (ii) fast tunable couplers [65], (iii) destructive interference between multiple couplers [66, 67], (iii) combining qubits with opposite anharmonicity [68], and (iv) dynamics Stark tones (siZZle) [69, 70]. In particular, method (iii) has shown significant improvement in reducing the static ZZ down to 0.1 KHz for a test RIP device consisting of six qubits [71].

C. Comparison and discussion

We next study the RIP gate parameters in more detail and make a comparison between the various starting models introduced in Sec. I Figure 3 presents the effective RIP gate parameters as a function of resonator-drive detuning for fixed photon number.

In particular, in terms of agreement for the dynamic
ZZ rate, we recognize three regions of operation depending on the relation between the resonator-drive detuning $\Delta_{cd}$, qubit-drive detunings $\Delta_{ad},\Delta_{bd}$ and the dispersive shifts $2\chi_{ac}$ and $2\chi_{bc}$:

(i) Small detuning $(|\Delta_{ad}| \sim 2|\chi_{ac}|, 2|\chi_{bc}|)$ — The ab-initio and the Kerr [20] models agree well and both predict a local maximum for the ZZ rate for $\Delta_{cd} < 0$ [Fig. 3(c)]. The local maximum is a result of having relatively close poles at $\Delta_{cd} = -2\chi_{ac}, -2\chi_{bc}$ and $\Delta_{cd} = -2\chi_{ac} - 2\chi_{bc}$.

(ii) Medium detuning $(2|\chi_{ac}|, 2|\chi_{bc}| \ll |\Delta_{ad}| \ll |\Delta_{ad}||\Delta_{bd}|)$ — RIP drive frequency is closer to the resonator than to the qubit frequencies. Moreover, resonator-drive detuning is sufficiently larger than the dispersive shifts such that the qubit-state dependence of the poles is less noticeable. Consequently, all models agree.

(iii) Large detuning $(2|\chi_{ac}|, 2|\chi_{bc}| \ll |\Delta_{ad}| \sim |\Delta_{ad}||\Delta_{bd}|)$ — Resonator-drive and qubit-drive detunings are comparable. Therefore, there are additional processes, beyond dispersive JC and Kerr interactions, that renormalize the gate parameters (see Appendices F and G). This region is not necessarily relevant to RIP gate implementation but is a natural extension of our comparison which quantifies the validity of the phenomenological models [Fig. 3(f)].

In terms of the RIP interaction, the ab-initio model agrees well with the former phenomenological models in their intended resonator-drive detuning regimes. However, according to Fig. 3, we observe a large deviation between the dynamic frequency shifts predicted by the ab-initio theory compared to the phenomenological models in all regions of operation. We find the source of this deviation to be contributions of the form $\hat{H}_{\text{ad}} = \sum_{j=a,b} \lambda_j(t) e^{i\omega_j t} + \text{H.c.}$ that act as direct drive terms on the qubits. Here, $\lambda_j(t)$ denotes the effective drive amplitude on qubit $j = a, b$ and contains contributions from linear charge hybridization and nonlinear mode mixing through flux hybridization (see Appendices F and G).

In summary, larger dispersive shifts, stronger RIP drive amplitude and smaller resonator-drive detuning all contribute to a stronger ZZ interaction. However, we have to account also for the trade-off between a strong dynamic ZZ rate and the corresponding unwanted increase in both resonator and qubit leakage. Our analysis of leakage reveals further restrictions on the choice for qubit frequency, anharmonicity and RIP drive parameters, which we discuss in Sec. IV and Appendix E.

### IV. LEAKAGE

RIP gate leakage can be separated into a background leakage, also called residual photons, due to the non-adiabaticity of the drive pulse and the resonator, and leakage to specific system states due to frequency collisions. The background leakage is comparably easy to un-

![FIG. 4. Universe of collisions involving two transmon qubits that are connected via a common bus resonator. The possibilities can be summarized as (i) qubit-qubit collisions [37, 38, 72], (ii) qubit-resonator collisions [1] and (iii) three-body collisions. Symbol ≈ denotes collision (degeneracy) between system states.](image)

![FIG. 5. Qubit-resonator case — Overall, qubit and resonator leakages for $\omega_d/2\pi \approx 5140 \text{ MHz}$, $\omega_c/2\pi \approx 6971 \text{ MHz}$, $2\chi_{ac}/2\pi \approx -5.57 \text{ MHz}$, fixed maximum photon number $|\Omega|/(2\Delta_{cd})^2 \approx 16$ and fixed gate charge set to 0.37 as a function of qubit anharmonicity and resonator-drive detuning. The initial state is set as $|\Psi(0)\rangle = (1/\sqrt{2})(|0_a\rangle + |1_a\rangle) \otimes |0_c\rangle$ to allow leakage from both qubit states in a single run. The results here are for $\omega_d > \omega_c$. We confirmed numerically that $\omega_d < \omega_c$ leads to more resonator leakage consistent with additional $2\gamma$-shifted poles in Eq. (16c) and Fig. 2.](image)
FIG. 6. Qubit-resonator case — (a) Resonator leakage, (b) qubit leakage for the same parameters as in Fig. 5, constant detuning $\Delta_{cd}/2\pi = -50$ MHz and varying photon number.

Understand and control, as its ratio to the intended photon number depends primarily on the overlap of the pulse’s spectrum with the resonator frequency via the collective quantity $\Delta_{cd}\tau$, with $\tau$ being the pulse (rise) time. Therefore, to keep the background leakage constant, while making the pulse twice as fast, the most basic solution is to double $\Delta_{cd}$ and $\Omega_c$. A more involved control scheme for mitigating the background leakage, however, is to filter the pulse spectrum at $\Delta_{cd}$. We show that adding a DRAG pulse to the resonator works as an effective filter (see also Appendix E).

Focusing on the leakage due to frequency collisions, depending on what circuit elements participate in the exchange of excitations, three categories arise (see Fig. 4): (i) Qubit-qubit collisions \([37, 38, 72]\), (ii) qubit-resonator collisions \([1]\), and (iii) three-body collisions. Qubit-qubit collisions occur in the zero (fixed)-photon subspace of the resonator when the qubits’ detuning is approximately an integer multiple of the qubits’ anharmonicity. Having qubit-qubit detuning away from the straddling regime minimizes the leakage due to such inter-qubit collisions. Qubit-resonator collisions occur between high- and low-excitation states of one of the qubits and the resonator while the other qubit is in a fixed state. More involved three-body collisions are also possible where both qubits and the resonator participate.

A. Qubit-resonator leakage

We first consider a single transmon qubit coupled to a driven resonator which serves as a simpler version of the RIP gate that exhibits the essential leakage mechanisms for the qubit-resonator category. In particular, we observe leakage clusters to certain high-excitation qubit states and associate them with collisions between high-excitation and computational states of the qubit with different photon number. This analysis has implications beyond the RIP gate and specifically for optimal design of qubit readout. Similar drive-induced collisions have been studied in Ref. \([1]\). Here, by sweeping qubit parameters, we categorize a series of collisions that extends Ref. \([1]\) (see Table I).

For numerical simulation of the qubit-resonator case, we adopt the exact ab-initio Hamiltonian (1a)–(1b) with just one transmon qubit. To correctly model leakage to high-excitation states, we keep 10 transmon and 48 resonator eigenstates. The technical details of the numerical simulations are described in Appendix J. For experimentally relevant comparisons, we numerically search for the ab-initio system parameters in Eqs. (1a)–(1b) that keep certain relevant quantities fixed, while sweeping others. Given that the ab-initio and the pulse parameter space is large \([8D (12D)\) for the single (two) qubit cases,]
our results are presented in terms of continuous sweeps only in select quantities such as qubit anharmonicity and resonator-drive detuning, with approximately constant cuts in other quantities such as the qubit frequency, resonator frequency, resonator photon number and dispersive shift.

We drive the resonator with the pulse shape

\[
P_{nc}(t; \tau) = \frac{1}{2} \left\{ \cos \left( \pi \cos \left( \frac{t}{\tau} \right) \right) + 1 \right\}, \tag{21}\]

which we call a nested cosine of duration \(\tau\). Compared to a Gaussian pulse, the nested cosine pulse leads to improved resonator leakage due to smoother ramps \[23\] (see Appendix E). We then compute the overall leakage as the residual occupation of system states at the end of the pulse. More specifically, resonator leakage is computed as the probability of finding the system with a non-zero photon number summed over all possible qubit states, and qubit leakage is found as the probability of finding the qubit outside the computational subspace summed over all possible resonator states.

We first analyze the case where the qubit and resonator frequencies are approximately fixed at \(\omega_a/2\pi = 5140\text{ MHz}\) and \(\omega_c/2\pi = 6971\text{ MHz}\) and the qubit-resonator dispersive coupling at \(2\chi_{ac}/2\pi = -5.57\text{ MHz}\). Results for other qubit frequencies and dispersive shifts are shown at the end of this section. Figure 5 shows the overall, resonator and qubit leakage for 16 photons as a 2D sweep of detuning and qubit anharmonicity, while comparing between pulses with and without DRAG to suppress drive at the resonator frequency. The DRAG pulse has the generic form

\[
\begin{align*}
\Omega_{cy}(t) &= \Omega_c P_{nc}(t; \tau), \tag{22a} \\
\Omega_{cx}(t) &= (1/\Delta_D) \Omega_c P_{nc}(t; \tau). \tag{22b}
\end{align*}
\]

Setting the DRAG coefficient to \(\Delta_D = \Delta_{cd}\) suppresses the pulse spectrum at the resonator-drive detuning (see Appendix E). This is confirmed in Fig. 5 where the background leakage is reduced by at least one order of magnitude at small \(\Delta_{cd}\). Besides the resonator leakage at small \(\Delta_{cd}\), there are leakage clusters as well as sweet intervals with suppressed leakage as a function of qubit anharmonicity. We observe that qubit-resonator leakage amplitude is generally suppressed at smaller qubit anharmonicity. This is understood as nonlinear interactions connecting the underlying states that increase in powers of \(E_C\). For the chosen parameters, in particular, setting the detuning to be larger than 30 MHz and anharmonicity smaller than -200 MHz keeps leakage below the desired threshold of \(10^{-5}\).

Figure 6 shows the resonator and the qubit leakage for constant detuning \(\Delta_{cd}/2\pi \approx -50\text{ MHz}\) and varying resonator photon number. Both types of leakage are universally increased at stronger drive. A decomposition of the overall leakage in terms of individual system states in Fig. 6 reveals that the dominant clusters can be associated with specific high-excitation qubit states and variant photon number. In particular, we observe considerable leakage to the 5th–9th excited states of the transition qubit. Furthermore, clusters to a particular high-excitation qubit state can appear multiple times (twice for the 6th and 7th and three times for the 8th and 9th).

Analytical modeling of leakage requires advanced time-dependent methods such as SWPT or Magnus expansion \[72–75\]. It is in principle possible to use time-dependent SWPT to compute leakage rates. However, generally, SWPT is more suitable for computing effective (resonant) rates, while leakage rates are more easily found via Magnus. For the RIP gate, the two methods are connected via

\[
\hat{U}_I(t, 0) = \hat{U}_{\text{diag}}(t) \hat{U}_{\text{eff}}(t, 0) \hat{U}_{\text{diag}}^\dagger(0), \tag{23}\]

where \(\hat{U}_I(t, 0)\) and \(\hat{U}_{\text{eff}}(t, 0)\) are the overall and the effective time-evolution operators, and \(\hat{U}_{\text{diag}}(t)\) is the mapping similar to Eq. 8. For a physical process to cause leakage, it must be off-diagonal with respect to the computational eigenstates. Hence, in SWPT, the information about leakage is encoded indirectly through \(\hat{U}_{\text{diag}}(t)\). In
Magnus, however, we perform an expansion directly on $U_1(t, 0)$ (see Appendix H).

Regardless of the method, the contribution from each physical process appears as the Fourier transform of the underlying time-dependent interaction rate evaluated at the corresponding system transition frequency. Therefore, leakage can be characterized given the following information: (i) system transition frequencies, (ii) interaction matrix elements (connectivity between the eigenstates), and (iii) spectral content of the interaction (pulse shape). Once the pulse spectrum has a non-negligible overlap with a particular system transition frequency, we expect an increase in the leakage. Even though capturing the precise leakage amplitude is a difficult task, estimating where leakage occurs in the parameter space is feasible based on the frequency collisions in the system spectrum.

Consequently, regions in system parameter space where a computational state becomes degenerate with a high-excitation qubit state provide a bridge for leakage given that such states are connected directly or indirectly by the underlying interaction. Figure 8 provides two examples of such collisions as a function of qubit anharmonicity. Firstly, state $|0_a, 0_c \rangle$ collides with states $|0_a, 4_c \rangle$ and $|1_a, 3_c \rangle$ at $\alpha_a/2\pi \approx -177.230$ MHz and $\alpha_a/2\pi \approx -272.136$ MHz, respectively, explaining the two observed leakage clusters in Fig. 7(b). The clustering is due to additional collisions with increasing photon number, e.g. between $|0_a, 1_c \rangle$ and $|0_a, 5_c \rangle$ etc (see Table I). Secondly, state $|8_a, 0_c \rangle$ collides once with state $|0_a, 5_c \rangle$ at $\alpha_a/2\pi \approx -185.549$ MHz and twice with state $|1_a, 4_c \rangle$ at $\alpha_a/2\pi \approx -235.336$ MHz and $\alpha_a/2\pi \approx -313.738$ MHz, in agreement with the three leakage clusters in Fig. 7(b). Such repeated collisions between the same states cannot be predicted by the Kerr model which is linear in qubit anharmonicity. It is a signature that the sextic, and possibly higher order, expansion of the Josephson potential is relevant at larger anharmonicity as (assuming $y_a = 0$ and $n_{ga} = 0$)

$$\hat{H}_{ga} = \left(8E_{Ca}E_{Ja}\right)^{1/2} \hat{a}^{3/2} \hat{a} - \frac{E_{Ca}}{12} \left(\hat{a} + \hat{a}^\dagger\right)^4 + \frac{(2E_{Ca}^2/E_{Ja})^{1/2}}{360} \left(\hat{a} + \hat{a}^\dagger\right)^6 + O \left(\frac{E_{Ca}^2}{E_{Ja}}\right).$$

(24)

Moreover, the observation that the high- and low-excitation qubit states cross, as opposed to undergoing an anti-crossing, reveals that such states are not coupled via nonlinearity but rather through an unwanted projection of the RIP drive over the corresponding transition. A summary of the observed qubit-resonator collisions as well as a comparison between ab-initio and Kerr predictions is given in Table I.

Given the correspondence between qubit-resonator leakage clusters and frequency collisions involving high-excitation qubit states, it is also crucial to quantify and optimize the dependence of leakage on gate charge for two main reasons. Firstly, higher-excitation eigenenergies of the transmon qubit depend more strongly on the gate charge [10], causing non-negligible shifts of the leakage clusters in the parameter space. Secondly, and more importantly, the gate charge is neither controllable nor predictable in the experiment. A more realistic measure is then the maximum leakage over one period of gate charge for each parameter set. Figure 9 shows the dependence of qubit-resonator overall leakage on the qubit anharmonicity and the gate charge, over the approximately unique interval of $n_{ga} \in [0, 0.5]$ [76]. We observe that smaller anharmonicity, approximately below -200 MHz, leads to significantly less leakage cluster density, less leakage amplitude and less dependence of leakage on the gate charge.

The results so far were based on fixed $\omega_{ac}/2\pi \approx 5140$, $\omega_{ac}/2\pi \approx 6971$ and $2\chi_{ac}/2\pi \approx -5.57$ MHz. According to Table I the collision conditions depend also strongly on these parameters. In particular, if the qubit frequency is increased, there is less chance of qubit-resonator collii-

| States | Condition (Kerr) | Kerr estimate of $\alpha_a/2\pi$ (MHz) | Numerical estimate of $\alpha_a/2\pi$ (MHz) |
|--------|-----------------|--------------------------------------|--------------------------------------|
| $[5_a, n_c \rangle \sim [0_a, n_c + 3]$ | $5\omega_a + 10\alpha_a \approx 3\omega_c - 10n_c\chi_{ac}$ | $-478.700 + 2.785n_c$ | $-355.213 + 0.669n_c$ |
| $[6_a, n_c \rangle \sim [0_a, n_c + 4]$ | $6\omega_a + 15\alpha_a \approx 4\omega_c - 12n_c\chi_{ac}$ | $-197.067 + 2.228n_c$ | $-177.230 + 1.292n_c$ |
| $[6_a, n_c \rangle \sim [1_a, n_c + 3]$ | $5\omega_a + 15\alpha_a \approx 3\omega_c - 2\left(5n_c - 3\right)\chi_{ac}$ | $-320.247 + 1.857n_c$ | $-272.136 - 0.981n_c$ |
| $[7_a, n_c \rangle \sim [0_a, n_c + 4]$ | $7\omega_a + 21\alpha_a \approx 4\omega_c - 14n_c\chi_{ac}$ | $-385.524 + 1.857n_c$ | $-272.892 - 0.423n_c$ |
| $[7_a, n_c \rangle \sim [1_a, n_c + 4]$ | $6\omega_a + 21\alpha_a \approx 3\omega_c - 2\left(4n_c - 2\right)\chi_{ac}$ | $-141.823 + 1.591n_c$ | $-129.007 + 0.808n_c$ |
| $[8_a, n_c \rangle \sim [0_a, n_c + 5]$ | $8\omega_a + 28\alpha_a \approx 5\omega_c - 16n_c\chi_{ac}$ | $-223.750 + 1.591n_c$ | $-185.549 + 0.853n_c$ |
| $[8_a, n_c \rangle \sim [1_a, n_c + 4]$ | $7\omega_a + 28\alpha_a \approx 4\omega_c - 2\left(7n_c - 4\right)\chi_{ac}$ | $-289.939 + 1.393n_c$ | $-235.336 + 1.096n_c$ |
| $[9_a, n_c \rangle \sim [0_a, n_c + 5]$ | $9\omega_a + 36\alpha_a \approx 5\omega_c - 18n_c\chi_{ac}$ | $-316.806 + 1.393n_c$ | $-227.839 + 0.807n_c$ |
| $[9_a, n_c \rangle \sim [1_a, n_c + 5]$ | $8\omega_a + 36\alpha_a \approx 5\omega_c - 2\left(8n_c - 5\right)\chi_{ac}$ | $-174.801 + 1.238n_c$ | $-147.268 + 1.549n_c$ |
FIG. 9. Qubit-resonator case — Dependence of overall leakage with DRAG on the gate charge for the same parameters as in Fig. 8, resonator-drive detuning set to -50 MHz, and maximum photon number set to 16. (a) 2D sweep of overall leakage as a function of gate charge and anharmonicity. The result is approximately periodic and symmetric under change of sign for the gate charge, hence the approximately unique interval of [0,0.5] is shown. The white dashed line shows the value of gate charge at 0.37 used in Figs. 5–8. (b) Maximum overall leakage across the gate charge, which accounts for the worst case scenario at each anharmonicity value.

sions in the anharmonicity range relevant for experiment. For instance, consider the $|6_a,0_c\rangle \sim |1_a,3_c\rangle$ collision, with approximate Kerr condition $6\omega_a + 15\alpha_a \approx \omega_a + 3\omega_c + 6\chi_{ac}$. Setting $\omega_a/2\pi \approx 6000$ MHz, keeping other parameters the same, pushes the collision to $\alpha_a/2\pi \approx -606.914$ MHz, away from the transmon regime. This behavior holds for qubit-resonator collisions in general. Moreover, the dispersive shift $2\chi_{ac}$ determines the number-splitting span in each cluster. Hence there is a trade-off between large $2\chi_{ac}$, desired for large dynamic ZZ, and the width of collision-free anharmonicity intervals. Figure 10 compares the qubit-resonator leakage of three distinct qubit frequencies $\omega_a/2\pi \approx 4750$, $5140$, $6000$ MHz and two dispersive shifts $2\chi_{ac}/2\pi \approx -5.57$, $-2.79$ MHz, and confirms the above-mentioned trends. Importantly, based on Figs. 10(c)–10(f), working with the 6000 MHz frequency qubit removes most of the leakage clusters from the considered anharmonicity range and mitigates the amplitude of the remaining ones.

FIG. 10. Qubit-resonator case — Overall leakage with DRAG for three different qubit frequencies $\omega_a/2\pi \approx 4750$ [(a), (b)], $5140$ [(c), (d)], $6000$ [(e), (f)] MHz, and two distinct dispersive shifts $2\chi_{ac}/2\pi \approx -5.57$ MHz (left column) and $-2.79$ MHz (right column), with maximum photon number set to 16. Other parameters are the same as Fig. 8.

### B. Three-body leakage

The main physics of qubit-resonator collisions and leakage can in principle be extended to understand more complex three-body collisions. Compared to the qubit-resonator case, which results in leakage to relatively high-excitation qubit states (5th–9th), having both qubits participating in exchange interactions allows for leakage to low-excitation qubit states as well. For instance, a single excitation of the low-frequency qubit and one resonator photon can provide the energy to leak to the 2nd excited state of the high-frequency qubit, i.e. a collision of the form $|1_a,0_b,1_c\rangle \sim |0_a,2_b,0_c\rangle$. For example, this collision can be satisfied if $\omega_a/2\pi \approx 4750$, $\omega_b/2\pi \approx 6000$, $\omega_c/2\pi \approx 6971$ and $\alpha_b/2\pi \approx -279$ MHz. We refer to this frequency configuration as the high-low RIP pair.

We then compare the high-low configuration given above to an improved RIP pair. Based on the preceding discussion of qubit-resonator leakage (Sec. IV A and Fig. 10), both qubit frequencies should be set as close to the resonator frequency as is allowed by other constraints on the parameters. As one of the advantages of the RIP gate is a wider range of allowed qubit frequency values, we choose to keep the qubits outside of the strad-
differing regime. When qubits are designed to operate in the straddling regime, the design, subject to sample-to-sample variation in fabrication, is more susceptible to qubit-qubit collisions of the form $|1_a, 1_b, n_c⟩ \sim |2_a, 0_b, n_c⟩$ and $|0_a, 1_b, n_c⟩ \sim |0_a, 2_b, n_c⟩$, with approximate collision conditions $\Delta_{ab} \approx \alpha_a$ and $\Delta_{ab} \approx -\alpha_a$. Moreover, since our model does not include a cancellation coupler, small qubit-qubit detuning leads to a large static ZZ reducing the on/off ratio of the RIP gate. Therefore, as a contrast to the high-low configuration above, we pick a second “high-high” configuration with $\omega_a/2\pi \approx 5750$, $\omega_b/2\pi \approx 6250$, and $\omega_c/2\pi \approx 6971$ MHz, corresponding to a 500 MHz qubit-qubit detuning. We find that the high-high pair reduces three-body leakage compared to the high-low configuration while also having low qubit-resonator leakage.

For the two-qubit simulation, the ab-initio system parameters were selected to produce the qubit and resonator frequency values of the high-high and high-low scenarios while fixing qubit-resonator dispersive shifts at $2\chi_{ac}/2\pi \approx 2\chi_{bc}/2\pi \approx -5.57$ MHz. Such parameters were found for a range of qubit anharmonicities from -500 to -100 MHz, with the anharmonicity of the two qubits kept approximately equal, $\alpha_a \approx \alpha_b$, for each case. The pulse parameters were set to produce a maximum resonator photon number of 4 over multiple traces of constant resonator-drive detuning. Compared to the single-qubit simulations of Sec. [IV A], these simulations used 22 resonator states and 10 energy eigenstates for each qubit.

Figures [1] and [2] provide the leakage analysis for the high-low and high-high RIP pairs, respectively. We note that in such two-qubit simulations all leakage categories, as described in Fig. [1], can be driven in principle. Therefore, to better understand each case, the observed leakage peaks in panel (a) are decomposed into separate transitions in terms of initial computational states in panel (b) and final leaked states in panels (c)–(f). We find that the high-high allocation produces regions of overall leakage below $10^{-6}$ especially at weak qubit anharmonicity less than -200 MHz. However, for the high-low case, the clusters are spread over the considered anharmonicity range and no discernible suppression is observed at weaker anharmonicity. This is in part due to the strong qubit-resonator collisions for the low-frequency qubit as also observed in Fig. [10 a], but decomposition of leakage into individual transitions in panels (c)–(f) also reveals a series of three-body leakage transitions in which both qubits participate in the excitation exchange. In particular, the high-low case suffers from both higher three-body leakage cluster density and stronger peaks compared to the high-high case. Table [1] provides examples of dominant three-body collisions corresponding to the two cases. For example, below -250 MHz anharmonicity, the dominant leakage transitions for the high-low case satisfy $|0_a, 2_b, n_c⟩ \sim |1_a, 0_b, n_c + 1⟩$.

To validate our characterization of the RIP gate leakage in terms of distinct categories, we show that qubit-resonator leakage computed from the single-qubit simulation in Sec. [IV A] agrees well with the two-qubit simulation here. In particular, for the high-low pair, Fig. [10 a] demonstrates a good agreement between the qubit-resonator leakage from individual single-qubit simulations and the qubit-resonator leakage from the two-qubit simulation. Furthermore, Fig. [10 b] shows that adding the three-body leakage from the two-qubit simulation to the qubit-resonator leakage from separate single-qubit simulations recovers the overall leakage in the two-qubit simulation. For this analysis, the two-qubit simulation results were split into qubit-resonator and three-body leakage by looking at whether the final leaked state
FIG. 11. Two-qubit simulation of leakage for the high-low pair with \( \omega_a/2\pi \approx 4750, \omega_b/2\pi \approx 6000, \omega_c/2\pi \approx 6971, \) \( 2\chi_{ac}/2\pi \approx -5.57 \) MHz using a 200 ns nested cosine pulse equivalent to 4 photons at the pulse maximum. (a) Overall leakage with DRAG, averaged over the four initial two-qubit states, \( |0_a, 0_b, 0_c\rangle, |0_a, 1_b, 0_c\rangle, |1_a, 0_b, 0_c\rangle \) and \( |1_a, 1_b, 0_c\rangle \), as a function of \( \alpha_a \approx \alpha_b \) and \( \Delta_{cd} \). (b) Overall leakage for each initial computational state at fixed \( \Delta_{cd}/2\pi = -50 \) MHz. (c)–(f) Individual leakage transition probabilities starting from the four computational states, respectively. Compared to the qubit-resonator simulations of Sec. [IV A] 10 energy eigenstates and 22 resonator states are kept.

FIG. 12. Two-qubit simulation of leakage for the high-high pair with \( \omega_a/2\pi \approx 5750, \omega_b/2\pi \approx 6250 \) MHz and other parameters the same as Fig. 11. Compared to the high-low configuration, we observe a significant suppression of leakage especially for \( \alpha_a/2\pi \approx \alpha_b/2\pi \approx -200 \) MHz. Involved a transition of one or both of the qubits. These observations confirm that, when choosing system parameters to avoid RIP gate leakage, the different leakage categories can be considered independently, since the presence of the 2nd qubit does not noticeably change the nature of the single-qubit transitions.

In summary, our analysis of leakage has important im-
controlled dynamically, i.e. through modifying the RIP gate. Although the background leakage can be applications in terms of optimal parameter allocation for the RIP gate. Although the background leakage can be controlled dynamically, i.e. through modifying \( \omega_d \), \( \tau \) and DRAG, the qubit-resonator and three-body leakage clusters result from ill-chosen static system parameters. It can be shown that average gate fidelity is limited by average leakage \( \gamma \) (see Appendix I). Therefore, improving fidelity requires suppressing leakage.

V. TAKEAWAYS FOR CONTROL AND DESIGN

In this section, we summarize our findings and provide a set of instructions for optimal parameter allocation. The discussion is based on the ab-initio model in Eqs. \( 1a-1b \), for which there are 12 independent system and pulse parameters: \( E_{Ca} , E_{Cb} , E_{Ja} , E_{Jb} , n_{ga} , n_{gb} , g_a , g_b , \omega_c , \omega_d , \Omega_c \) and \( \tau \). The nested cosine pulse shape in Eq. \( 21 \) is fully characterized by the gate time \( \tau \), while in principle there can be more pulse parameters. In what follows, we describe distinct interdependencies between certain subsets of parameters which need to be taken into account for RIP device design. In principle, these subsets are not completely independent; however, dissecting into simpler few-parameter dependencies facilitates the search. We sort the following conditions from the most to the least trivial as:

(i) Resonator frequency \( \omega_c \) — The measurement equipment sets the choice for \( \omega_c \) typically at 7000 MHz.

(ii) Drive frequency \( \omega_d \) and gate time \( \tau \) — Driving above the resonator, i.e. \( \omega_d > \omega_c \), leads to less background leakage, while for \( \omega_d < \omega_c \) there is excessive leakage due to the other 2\( \chi \)-shifted resonator poles [Fig. 5 and Eq. \( 16c \)]. Pulse-resonator spectral overlap and the resulting background leakage is approximately determined by the product \( \Delta_{cd} \tau \) (see Appendix E). The leakage clusters tend to fan out at larger detuning (Fig. 5), hence \( \Delta_{cd} \) should be as small as allowed by the background leakage threshold. Filtering the pulse at \( \Delta_{cd} \) in general, and applying DRAG in particular [Eqs. \( 22a-22b \)], are beneficial in reducing \( \Delta_{cd} \) for fixed leakage. Based on the simulation with DRAG, \( |\Delta_{cd}/2\pi| \geq 30 \) MHz is a reasonable choice for \( \tau \approx 200 \) ns.

(iii) Charging energy \( E_C \) and Josephson energy \( E_J \) — Qubit frequency and anharmonicity are related to \( E_C \) and \( E_J \) up to \( O(E_C^2/E_J) \) as \( 10, 55 \) (assuming \( g = 0 \) and \( n_g = 0 \))

\[
\omega \approx (8E_JE_C)^{1/2} - E_C - \frac{1}{4} \left( \frac{2E_C}{E_J} \right)^{1/2} E_C ,
\]

\[
\alpha \approx -E_C - \frac{9}{16} \left( \frac{2E_C}{E_J} \right)^{1/2} E_C .
\]

A few observations are in order based in part on our simulation results. First, operating in the transmon limit reduces the set of possible collisions by reducing the dependence of the spectrum on the gate offset charge \( 10 \). Second, both qubit-resonator and three-body leakage amplitude are universally reduced at smaller qubit anharmonicity [Figs. 5 and 12]. Third, smaller anharmonicity leads also to less eigenenergy crowding and collisions (compare collision density at -400 to -200 MHz in Fig. 5). Fourth, larger qubit frequency pushes the qubit-resonator collisions to occur at larger anharmonicity values outside the range relevant to experiment (less collisions for \( \omega/2\pi \approx 6000 \) MHz compared to \( \omega/2\pi \approx 5140 \) MHz in Fig. 10). All in all, it is beneficial to work with very weakly anharmonic qubits with sufficiently small anharmonicity, of the order of -200 MHz. With this choice, \( \omega/2\pi \approx 5140 \) and 6000 MHz correspond to \( E_J/E_C \approx 103.29 \) and 136.71, respectively. Lastly, we note that smaller anharmonicity, i.e. going from -340 MHz that is common for CR architectures to -200 MHz, can
in principle enhance the $|1_a⟩ → |2_a⟩$ leakage during single-qubit gate operations. However, this is not a limiting factor, since single-qubit leakage can be mitigated via a combination of DRAG and slightly longer single-qubit gate time (approximately 35 ns instead of 20 ns).

(iv) Qubit-resonator coupling $g$ — The effective dispersive coupling is approximately determined as $\chi_{jc} \approx \frac{\alpha_j}{\Delta_{jc} + \alpha_j \Delta_{jc}}$, for $j = a, b$, and the dynamic ZZ behaves as $\omega_{zz}^2 \propto \chi_{ac}\chi_{bc}$ [Eq. (19c)]. Working with very weakly anharmonic transmons suppresses $\chi_{jc}$, unless we compensate by keeping $g_j^2\alpha_j$ constant or reduce $\Delta_{jc}$. There are, however, a few trade-offs associated with large $g_j$. First, the number splitting $\bar{\Delta}_{zc}$ of leakage clusters is proportional to $\chi_{jc}$ (Tables I–II), hence strong coupling leaves behind a narrower collision-free anharmonicity range (Fig. 10). Second, generally speaking, large $g_j$ leads to cross-talk between the pair of qubits in the gate as well as between these qubits and other spectator qubits (beyond the scope of this paper). The static ZZ, for instance, grows as $g_j^2\alpha_j^2$ [Eqs. (20a)–(20b)], which can be suppressed using multi-path interference couplers [66, 67, 71]. Third, although beyond the scope of our analysis, the Purcell rate $\chi_{zc}$ and single-qubit measurement-induced dephasing $\kappa_e$ are also enhanced at strong coupling approximately as

$$\gamma_{Pj} \approx \left( \frac{g_j}{\Delta_{jc}} \right)^2 \kappa_e,$$

(27a)

$$\gamma_{\phi_j}(t) \approx \frac{2\chi_{jc}^2}{\Delta_{ca} + \chi_{jc}^2 + (\kappa_e/2)^2} |\eta_e(t)|^2 \kappa_e.$$

(27b)

Reference [28] demonstrated the suppression of $\gamma_{\phi_j}(t)$ via mode-squeezing.

(v) Drive amplitude $\Omega_c$ — The drive amplitude sets the resonator photon number $|\eta_e(t)|^2$ [Eq. (10)] and Appendix E, and the dynamic ZZ rate is proportional to photon number as $\omega_{zz}^2(t) \propto |\eta_e(t)|^2$ [Eq. (19c)]. On the other hand, most leakage clusters grow super-linearly with photon number. Therefore, the maximum drive threshold is limited by leakage threshold. Moreover, to calibrate a controlled-phase gate, there is also an interplay with steps (2) and (4) due to a fixed rotation angle given by $\int_0^1 dt'(\omega_{zz}(t')) = \theta_{zz}$.

Having $2\chi_{ac}/2\pi ≈ 2\chi_{bc}/2\pi ≈ -5.57$ MHz at $\alpha_a/2\pi ≈ \alpha_b/2\pi ≈ -200$ MHz for the high-high pair requires $g_{a}/2\pi ≈ 143.69$ and $g_{b}/2\pi ≈ 92.13$ MHz. Using the nested cosine pulse, choosing $\Delta_{cd}/2\pi = -30$ MHz with 10 maximum photons, i.e. $|\Omega_c/(2\Delta_{cd})|^2 ≈ 10$, we can tune a CNOT-equivalent operation $\theta_{zz} = \pi/2$ with a total gate time of $\tau ≈ 155$ ns. The corresponding Purcell and pulse-averaged measurement-induced dephasing rates read $\gamma_{P_a}/2\pi ≈ 0.096$, $\gamma_{P_b}/2\pi ≈ 0.114$, $\gamma_{\phi_a}/2\pi ≈ \gamma_{\phi_b}/2\pi ≈ 0.303$ KHz, where $\gamma_{\phi_j} = (1/\tau) \int_0^\tau dt' |\gamma_{\phi_j}(t')|$. The coherence limit on the average two-qubit error due to each mechanism is estimated as $E_{\text{coh}} ≈ \sum_{j=a,b}(\kappa_e/2\pi)\tau ≈ 3.74 \times 10^{-5}$ and $E_{\text{incoh}} ≈ \sum_{j=a,b}(\kappa_e/2\pi)\tau ≈ 6.51 \times 10^{-6}$. Assuming longitudinal relaxation times $T_1a = T_1b ≈ 100 \mu s$, the overall average incoherent error is estimated as $E_{\text{incoh}} ≈ 1.28 \times 10^{-3}$.

VI. CONCLUSION

In this work, we presented an ab-initio analysis of the RIP gate dynamics, through which we characterized qubit leakage due to a series of unwanted transitions. The physics behind such transitions cannot be correctly analyzed using the dispersive JC or Kerr models since they are by construction diagonal with respect to the subspace of the qubits. Our ab-initio theory suggests that the qubit leakage can be reduced by using very weakly anharmonic transmon qubits with $E_J/E_C > 100$ compared to $E_J/E_C ≈ 50$ that is common for CR architectures [82–83].

In particular, we achieve this limit by simultaneously increasing the qubit frequency and decreasing the anharmonicity compared to the state-of-the-art operating point of 5 GHz and -340 MHz for CR gates [43, 84]. Weaker anharmonicity mitigates leakage amplitude, density, and its dependence on gate charge, while larger qubit frequency pushes the underlying collisions to larger negative anharmonicity away from experimentally relevant range. We demonstrated the advantage of such parameter allocation for a RIP pair with qubit and resonator frequencies at 5.75, 6.25 and 7.00 GHz, respectively (Fig. 12).

Despite focusing on the RIP gate operation, we note that our analysis of leakage and frequency collisions have immediate application to similar setups in which weakly anharmonic superconducting qubits are coupled to linear resonators. Prominent examples are dispersive readout [43, 85–88] and Kerr-cat qubits [89–91]. Although the leakage strength depends on the specifics of the control and measurement scheme for each case, the unwanted transitions outlined in this work can also be driven in these setups.
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Appendix A: Dispersive JC model

In this appendix, we provide the derivation of an effective RIP Hamiltonian based on the dispersive JC model introduced in Ref. [28].

The starting Hamiltonian for the dispersive JC model reads [see Eq. (1c)]

\[
\hat{H}_s = \sum_{j=a,b} \frac{\omega_j}{2} \hat{\sigma}_j^z + \omega_c \hat{c} \hat{c}^\dagger + \sum_{j=a,b} \chi_{jc} \hat{c} \hat{c}^\dagger \hat{\sigma}_j^z ,
\]

\[
\hat{H}_d(t) = \frac{1}{2} \left[ \Omega_c^*(t) \hat{c} e^{i \omega_c t} + \Omega_c(t) \hat{c}^\dagger e^{-i \omega_c t} \right] .
\]

Moving to the rotating frame of the drive, via unitary transformation \( \hat{U}_{\text{rf}}(t) = \exp[-i \omega_c (\hat{c} \hat{c}^\dagger + \sum_j \hat{\sigma}_j^z / 2) t] \), Hamiltonian \( \hat{A}_1 \)–\( \hat{A}_2 \) can be rewritten as

\[
\hat{H}_{s,\text{rf}}(t) = \sum_{j=a,b} \frac{\Delta_{jd}}{2} \hat{\sigma}_j^z + \sum_{j=a,b} \chi_{jc} \hat{c} \hat{c}^\dagger \hat{\sigma}_j^z ,
\]

\[
\hat{H}_{d,\text{rf}}(t) = \frac{1}{2} \left[ \Omega_c^*(t) \hat{c} + \Omega_c(t) \hat{c}^\dagger \right] .
\]

We next apply a displacement transformation in order to separate the coherent part of the field that behaves classically from the quantum fluctuations. We take the following Ansatz

\[
\hat{D}[\hat{\eta}_c(t)] = e^{\hat{\eta}_c(t) \hat{c} - \hat{\eta}_c^*(t) \hat{c}^\dagger} ,
\]

where \( \eta_c(t) \) is the coherent displacement of the resonator mode as

\[
\hat{D}^\dagger[\hat{\eta}_c(t)] \hat{D}[\hat{\eta}_c(t)] = \hat{c} + \eta_c(t) ,
\]

\[
\hat{D}^\dagger[\hat{\eta}_c(t)] \hat{D}[\hat{\eta}_c(t)] = \hat{c}^\dagger + \eta_c^*(t) .
\]

Since the displacement is time-dependent, we also need to account for the transformation of the energy operator as

\[
\hat{D}^\dagger[\hat{\eta}_c(t)](-i \partial_t) \hat{D}[\hat{\eta}_c(t)] = -i \dot{\eta}_c(t) \hat{c}^\dagger + i \dot{\eta}_c^*(t) \hat{c} .
\]

Therefore, the displaced-frame Hamiltonian is obtained as

\[
\hat{H}_{s,\text{dis}}(t) = \hat{D}^\dagger[\hat{\eta}_c(t)] \left[ \hat{H}_{s,\text{rf}} + \hat{H}_{d,\text{rf}}(t) - i \partial_t \right] \hat{D}[\hat{\eta}_c(t)] ,
\]

which by using Eqs. \( \hat{A}_3 \)–\( \hat{A}_6 \) can be expanded as

\[
\hat{H}_{s,\text{dis}}(t) = \sum_{j=a,b} \frac{\Delta_{jd}}{2} \hat{\sigma}_j^z + \Delta_{cd}[\hat{c}^\dagger + \eta_c^*(t)][\hat{c} + \eta_c(t)]
\]

\[+ \sum_{j=a,b} \chi_{jc} [\hat{c}^\dagger + \eta_c^*(t)][\hat{c} + \eta_c(t)] \hat{\sigma}_j^z \]

\[+ \frac{1}{2} \left[ \Omega_c^*(t) \hat{c} + \Omega_c(t) \hat{c}^\dagger + \eta_c(t) + \eta_c^*(t) \right] \]

\[+ [-i \dot{\eta}_c(t) \hat{c}^\dagger + i \dot{\eta}_c^*(t) \hat{c}] .
\]

Next, \( \eta_c(t) \) is chosen such that the coefficients of terms in \( \hat{c}^\dagger \) in Eq. \( \hat{A}_5 \) become zero resulting in

\[
\eta_c(t) + i \Delta_{cd} \dot{\eta}_c(t) = -i \frac{\Omega_c(t)}{2} ,
\]

which is the response of a classical harmonic oscillator to the pulse amplitude \( \Omega_c(t) \). Under condition \( \hat{A}_6 \), the displaced Hamiltonian takes the form

\[
\hat{H}_{s,\text{dis}}(t) = \sum_{j=a,b} \frac{1}{2} \Delta_{jd} \hat{\sigma}_j^z + \Delta_{cd} \hat{c} \hat{c}^\dagger + \sum_{j=a,b} \chi_{jc} \hat{c} \hat{c}^\dagger \hat{\sigma}_j^z
\]

\[+ \sum_{j=a,b} \chi_{jc} |\eta_c(t)|^2 \hat{\sigma}_j^z \]

\[+ \sum_{j=a,b} \chi_{jc} [\eta_c(t) \hat{c} + \eta_c(t) \hat{c}^\dagger] \hat{\sigma}_j^z .
\]

Equation \( \hat{A}_7 \) exhibits a dynamic frequency shift for each qubit (2X per photon) as well as off-diagonal interaction terms of the form \( \chi_{jc} \eta_c^*(t) \hat{c} \hat{c}^\dagger \hat{\sigma}_j^z + \text{H.c. for } j = a, b \).

Employing time-dependent SWPT, we obtain an effective diagonal Hamiltonian starting from Hamiltonian \( \hat{A}_7 \). We first separate the terms into zeroth order

\[
\hat{H}_0 = \sum_{j=a,b} \frac{1}{2} \Delta_{jd} \hat{\sigma}_j^z + \Delta_{cd} \hat{c} \hat{c}^\dagger ,
\]

and interaction parts

\[
\hat{H}_{\text{int}}(t) = \sum_{j=a,b} \chi_{jc} \left[ \hat{c} \hat{c}^\dagger + |\eta_c(t)|^2 \right] \hat{\sigma}_j^z
\]

\[+ \sum_{j=a,b} \chi_{jc} [\eta_c(t) \hat{c} + \eta_c(t) \hat{c}^\dagger] \hat{\sigma}_j^z .
\]

Note that \( \sum_{j} \chi_{jc} \hat{c} \hat{c}^\dagger \hat{\sigma}_j^z \) [the 1st term in Eq. \( \hat{A}_8 \)] is time-independent and diagonal, hence should in principle be kept in \( \hat{H}_0 \) (see Appendix B). Here, however, we follow the same level of precision as in Ref. [28] as a point of comparison. This is valid when \( |\Delta_{cd}| \gg |\chi_{jc}| \).

To simplify perturbation theory, it is helpful to move to
the interaction frame with respect to $\hat{H}_0$ as
\[
\hat{H}_I(t) = e^{i\hat{H}_0 t} \hat{H}_{\text{int}}(t) e^{-i\hat{H}_0 t} = \sum_{j=a,b} \chi_{jc} |\hat{c}_j|^2 \hat{\sigma}_j^z + \sum_{j,a,b} \left[ \chi_{jc} n_{jc}(t) e^{-i\Delta_{cd} t} c\hat{\sigma}_j^z + \text{H.c.} \right].
\] (A9)

According to Eq. (A9), the perturbative method is valid when $|\chi_{jc}| n_{jc}(t) < \Delta_{cd}$ for $j = a, b$.

We then apply time-dependent SWPT as
\[
\hat{H}_{1,\text{eff}}(t) = e^{i\hat{G}(t)} [\hat{H}_I(t) - i\partial_t] e^{-i\hat{G}(t)},
\] (A10)

where $\hat{H}_{1,\text{eff}}(t)$ is the effective Hamiltonian in the interaction frame and $\hat{G}(t)$ is the SW generator that needs to be determined such that the effective Hamiltonian becomes diagonal. Expanding $\hat{G}(t)$ and collecting equal powers in perturbation, a set of perturbative operator-valued ODEs can be obtained (see Appendix C of Ref. [38]). Up to the lowest order, we find
\[
\hat{H}_{1,\text{eff}}^{(1)}(t) = S \left( \hat{H}_I(t) \right),
\] (A11a)
\[
\dot{\hat{G}}_1(t) = N' \left( \hat{H}_I(t) \right),
\] (A11b)

where $S(\bullet)$ and $N'(\bullet)$ refer to the diagonal and off-diagonal parts of an operator. The result for the second order perturbation reads
\[
\hat{H}_{1,\text{eff}}^{(2)}(t) = S \left( i\dot{\hat{G}}_1(t), \hat{H}_I(t) \right) - \frac{i}{2} [\hat{G}_1(t), \hat{G}_1(t)] ,
\] (A12a)
\[
\dot{\hat{G}}_2(t) = N' \left( i[\hat{G}_1(t), \hat{H}_I(t)] - \frac{i}{2} [\hat{G}_1(t), \hat{G}_1(t)] \right) .
\] (A12b)

At each order in perturbation, we separate the contributions that are diagonal and remove the rest by solving for the generator at that order. The off-diagonal terms can produce diagonal terms via nested commutators at higher order.

Replacing Eq. (A9) into the first-order Eqs. (A11a)–(A11b), we find
\[
\hat{H}_{1,\text{eff}}^{(1)}(t) = \sum_{j=a,b} \chi_{jc} |\hat{c}_j|^2 \hat{\sigma}_j^z ,
\] (A13a)
\[
\hat{G}_1(t) = \sum_{j=a,b} \int dt' \left[ \chi_{jc} n_{jc}(t') e^{-i\Delta_{cd} t'} \hat{c}\hat{\sigma}_j^z + \text{H.c.} \right] .
\] (A13b)

Based on Eq. (A13a), each qubit adopts a dynamic frequency shift equal to $2\chi$ per resonator photon. Furthermore, the off-diagonal terms are removed via a non-zero $\hat{G}_1(t)$ according to Eq. (A13b). Inserting the solution (A13b) for $\hat{G}_1(t)$ into Eq. (A12a) and further simplification results in
\[
\hat{H}_{1,\text{eff}}^{(2)}(t) = -2\chi_{ac} \chi_{bc} A_0(t) \hat{\sigma}_a^z \hat{\sigma}_b^z ,
\] (A14a)
\[
A_0(t) \equiv \text{Im} \left\{ \int dt' \eta_{ac}(t') \eta_{bc}(t') e^{i\Delta_{cd} (t-t')} \right\} ,
\] (A14b)

where $A_0(t)$ captures the time dependence of the effective qubit-qubit interaction due to the pulse shape.

In the case where the resonator response is adiabatic, i.e. $\Delta_{cd} \gg 1/\tau$ where $\tau$ is the pulse (rise) time, we can apply an adiabatic expansion to $A_0(t)$ via integration by parts as
\[
A_0(t) = \frac{|\eta_{ac}(t)|^2}{\Delta_{cd}} + \text{Im} \left\{ \eta_{ac}(t) \eta_{bc} (t) \right\} + O \left( \frac{|\eta_{ac}(t)|^2}{\Delta_{cd}^2} \right) ,
\] (A15a)

with the first and the second terms denoting the dominant dynamic and the relatively smaller geometric contributions. Keeping the dynamic corrections recovers the known effective RIP interaction as
\[
\hat{H}_{1,\text{eff}}^{(2)}(t) \approx -\frac{2\chi_{ac} \chi_{bc} n_{ac}(t)}{\Delta_{cd}} \hat{\sigma}_a^z \hat{\sigma}_b^z .
\] (A15b)

Equation (A15b) is consistent with Ref. [28] where $|\eta_{ac}(t)|^2$ is the average number of resonator photons at time $t$.

In summary, Eqs. (A13a), (A14a) and (A14b) are the main results of this section that provide the effective Hamiltonian for the RIP gate in terms of an arbitrary input pulse shape $\Omega_c(t)$. In the following appendices, we extend our method to multilevel models. First, in Appendix B we follow a phenomenological Kerr model similar to Ref. [26]. The rest of the appendices repeat the same procedure based on Josephson nonlinearity.

**Appendix B: Kerr Model**

Here we consider a multilevel Kerr model for each qubit and repeat the calculation outlined in Appendix A. The bosonic algebra lays the groundwork for the ab-initio theory based on Josephson nonlinearity in the remaining appendices.

Consider the following starting Hamiltonian for the RIP gate
\[
\hat{H}_s = \sum_{j=a,b} \left[ \omega_j \hat{n}_j + \frac{\alpha_j}{2} \hat{n}_j (\hat{n}_j - 1) \right] + \omega_c \hat{n}_c + \sum_{j,k,\leq j, \leq k} 2\chi_{jk} \hat{n}_j \hat{n}_k ,
\] (B1a)
\[
\hat{H}_d(t) = \frac{1}{2} \left[ \Omega_c^* (t) \hat{c} \hat{c} e^{i\omega_d t} + \Omega_c (t) \hat{c} \hat{c} e^{-i\omega_d t} \right] ,
\] (B1b)

where the qubits are modeled as Kerr oscillators with anharmonicity $\alpha_{a,b}$. Note the additional factor of 2 in the Kerr interaction, which can be understood in terms of two-level mapping of the number operator as $\hat{n} \approx |1\rangle \langle 1| = (\hat{I} + \hat{\sigma}^z)/2$. Following the procedure in Appendix A, we obtain a diagonal effective Hamiltonian for the RIP gate.
Upon a displacement transformation, and in the rotating-frame of the drive, we obtain
\[
\hat{H}_{\text{ad}}(t) = \sum_{j=a,b} \left[ \Delta_{d} \hat{n}_j + \frac{\alpha_j}{2} \hat{n}_j (\hat{n}_j - 1) \right]
+ \Delta_{cd} \hat{n}_c + \sum_{j,k=\hat{a},b,c} 2\chi_{jk} \hat{n}_j \hat{n}_k
+ \sum_{j=a,b} 2\chi_{jc} [\eta_c(t)\hat{c} + \eta_c(t)\hat{c}^\dagger] \hat{n}_j ,
\]
(B2)

where the off-diagonal terms \(2\chi_{jc}\eta_c(t)\hat{n}_j\hat{c} + \text{H.c., } j = a, b\) are responsible for the lowest order effective RIP interaction. Moreover, the condition for the coherent displacement \(\eta_c(t)\) is the same as Eq. (A6) of the dispersive JC derivation.

We next split the contributions in Eq. (B2) in terms of the zeroth-order and interaction part as
\[
\hat{H}_0 = \sum_{j=a,b} \left[ \Delta_{d} \hat{n}_j + \frac{\alpha_j}{2} \hat{n}_j (\hat{n}_j - 1) \right]
+ \Delta_{cd} \hat{n}_c + \sum_{j,k=\hat{a},b,c} 2\chi_{jk} \hat{n}_j \hat{n}_k ,
\]
(B3a)

and interaction part as
\[
\hat{H}_{\text{int}}(t) = \sum_{j=a,b} 2\chi_{jc} [\eta_c(t)\hat{c} + \eta_c(t)\hat{c}^\dagger] \hat{n}_j ,
\]
(B3b)

where all time-independent diagonal terms are kept in \(\hat{H}_0\) and the rest in \(\hat{H}_{\text{int}}(t)\). We then move to the interaction frame with respect to \(\hat{H}_0\). The interaction frame transformation of the resonator creation and annihilation operators reads
\[
e^{i\hat{R}_{\text{at}} \hat{c}} e^{-i\hat{R}_{\text{at}} t} = e^{-i\Delta_{d} t} \hat{c} ,
\]
(B4a)
\[
e^{i\hat{R}_{\text{at}} \hat{c}^\dagger} e^{-i\hat{R}_{\text{at}} t} = \hat{c}^\dagger e^{i\Delta_{d} t} ,
\]
(B4b)

where \(\Delta_{d}\) is the operator-valued resonator-drive detuning
\[
\Delta_{d} = \Delta_{cd} + 2\chi_{ac}\hat{n}_a + 2\chi_{bc}\hat{n}_b ,
\]
(B4c)

accounting for number-splitting of distinct qubit states. Equations (B4a)–(B4c) are found using identities
\[
f(\hat{n}_c)\hat{c} = \hat{c} f(\hat{n}_c - 1) ,
\]
(B4d)
\[
f(\hat{n}_c)\hat{c}^\dagger = \hat{c}^\dagger f(\hat{n}_c + 1) ,
\]
(B4e)
on commutation of creation/annihilation operators with an arbitrary function of the number operator. Employing Eqs. (B4a)–(B4c), the interaction frame Hamiltonian is found as
\[
\hat{H}_I(t) = e^{i\hat{R}_{\text{at}} \hat{c}} \hat{H}_{\text{int}}(t) e^{-i\hat{R}_{\text{at}} t}
= \sum_{j=a,b} 2\chi_{jc} |\eta_c(t)|^2 \hat{n}_j
+ \sum_{j,a,b} 2\chi_{jc} [\eta_c(t)e^{-i\Delta_{d} t} \hat{c}\hat{n}_j + \text{H.c.}] .
\]
(B4f)

Following Eqs. (A11a)–(A12b), up to the first order, we find
\[
\hat{H}_{I,\text{eff}}^{(1)}(t) = \sum_{j,a,b} 2\chi_{jc} |\eta_c(t)|^2 \hat{n}_j ,
\]
(B5a)
\[
\hat{G}_1(t) = \sum_{j,a,b} \int dt' [2\chi_{jc} |\eta_c(t')|^2 e^{-i\Delta_{d} t'} \hat{c}\hat{n}_j + \text{H.c.}] .
\]
(B5b)

Replacing solution (B5b) for \(\hat{G}_1(t)\) into expression (A12a) results in
\[
\hat{H}_{I,\text{eff}}^{(2)}(t) = -8\chi_{ac}\chi_{bc}\hat{A}_\eta(t) \hat{n}_a \hat{n}_b
- 4\chi_{ac}^2 \hat{A}_\eta(t) \hat{n}_a^2
- 4\chi_{bc}^2 \hat{A}_\eta(t) \hat{n}_b^2 ,
\]
(B6a)

where \(\hat{A}_\eta(t)\) is the operator generalization of Eq. (A14b) as
\[
\hat{A}_\eta(t) = \text{Im} \left\{ \int dt' |\eta_c(t')|^2 e^{i\Delta_{d} t' - t'} \right\} .
\]
(B6b)

Besides the intended RIP interaction, one finds a dynamic anharmonic shift given by the last two lines of Eq. (B6a). Such a correction is irrelevant in the two-level description since \((\sigma_z^2)^2 = \hat{I}_z\) for \(j = a, b\).

In the adiabatic limit, \(\hat{A}_\eta(t)\) simplifies to
\[
\hat{A}_\eta(t) = \frac{|\eta_c(t)|^2}{\Delta_{d}} + \text{Im} \left\{ \frac{|\eta_c(t)|^2}{\Delta_{d}^2} \right\} + O \left( \frac{|\eta_c(t)|^2}{\Delta_{d}^3} \right) .
\]
(B7)

where the integration by parts holds as in Eq. (A15a) given that \(\Delta_{d}\) is a diagonal operator. Keeping the dynamic contribution in Eq. (B7) and replacing it into the solution (B6a) for \(\hat{H}_{I,\text{eff}}^{(2)}(t)\) we find
\[
\hat{H}_{I,\text{eff}}^{(2)}(t) \approx - \frac{8\chi_{ac}\chi_{bc}\hat{n}_a \hat{n}_b}{\Delta_{d} + 2\chi_{ac} \hat{n}_a + 2\chi_{bc} \hat{n}_b} |\eta_c(t)|^2
- \frac{4\chi_{ac}^2 \hat{n}_a^2}{\Delta_{d} + 2\chi_{ac} \hat{n}_a + 2\chi_{bc} \hat{n}_b} |\eta_c(t)|^2
- \frac{4\chi_{bc}^2 \hat{n}_b^2}{\Delta_{d} + 2\chi_{ac} \hat{n}_a + 2\chi_{bc} \hat{n}_b} |\eta_c(t)|^2 .
\]
(B8)

In summary, the effective RIP Hamiltonian (B6a) along with the operator-valued drive contribution \(\hat{A}_\eta(t)\)
in Eq. (B6b) are the main result of this appendix. Projecting the adiabatic Hamiltonian (B8) onto the computational basis results in expressions for gate parameters that agree with Refs. 26, 27 [see Eqs. (19a)–(19c) of the main text].

Appendix C: Normal mode Hamiltonian

Here, starting from the Josephson nonlinearity, we provide the transformation from the bare to the normal mode frames, in which the harmonic part of the system Hamiltonian (La) becomes diagonal. The resulting hybridization coefficients determine the strength of various possible nonlinear mixing terms between the normal modes. The procedure outlined here follows the same logic of normal mode expansion as in the black-box quantization 25 and energy-participation ratio 27 methods but assumes a given Hamiltonian.

We begin by expanding the Josephson potential in powers of the weak anharmonicity measure $\epsilon$, as

$$
\frac{\tilde{\omega}_f}{4} \left[ \frac{\epsilon^2}{2} \cos(\sqrt{\epsilon} \tilde{x}_f) \right] = \frac{\tilde{\omega}_f}{4} \left( \hat{x}_f^2 + \hat{y}_f^2 \right) + \frac{\tilde{\omega}_j}{2} \sum_{n=2}^{\infty} (\epsilon)^{n-1} \frac{\hat{x}_j^{2n}}{(2n)!}, \quad j = a, b, \nonumber
$$

where we assumed zero gate charge for simplicity. Our goal is to find the normal modes of the quadratic (harmonic) Hamiltonian

$$
\hat{H}_2 = \sum_{k=a,b,c} \frac{\tilde{\omega}_k}{4} \left( \hat{x}_k^2 + \hat{y}_k^2 \right) + \sum_{j=a,b} g_j \hat{x}_j \hat{y}_j. \quad (C2)
$$

Defining a quadrature vector $\hat{Q}^\dagger = [\hat{X}^\dagger \hat{Y}^\dagger]$, with flux (inductive) and charge (capacitive) components, Eq. (C2) can be expressed as

$$
\hat{H}_2 = \frac{1}{4} \hat{Q}^\dagger \hat{H}_2 \hat{Q}. \quad (C3a)
$$

In Eq. (C3a), $\hat{H}_2$ is the matrix representation of the quadratic Hamiltonian

$$
\hat{H}_2 = \begin{bmatrix} \hat{H}_X & 0 \\ 0 & \hat{H}_Y \end{bmatrix}, \quad (C3b)
$$

with $\hat{H}_X$ and $\hat{H}_Y$ denoting the charge and flux subspaces as

$$
\hat{H}_X = \begin{bmatrix} \tilde{\omega}_a & 0 & 0 \\ 0 & \tilde{\omega}_b & 0 \\ 0 & 0 & \tilde{\omega}_c \end{bmatrix}, \quad (C3c)
\hat{H}_Y = \begin{bmatrix} \tilde{\omega}_a & 0 & 2g_a \\ 0 & \tilde{\omega}_b & 2g_b \\ 2g_a & 2g_b & \tilde{\omega}_c \end{bmatrix}. \quad (C3d)
$$

We then write $\hat{Q} = C\hat{Q}$, where $C$ is a canonical transformation to the normal mode frame shown without a bar. Since the couplings are capacitive in nature, and hence there is no flux-charge mixing, we take the following Ansatz for $C$

$$
C = \begin{bmatrix} U & 0 \\ 0 & V \end{bmatrix}, \quad (C4)
$$

with $U$ and $V$ being the transformations in the flux and charge subspaces, respectively. To conserve commutation relations, the canonical transformation must satisfy the symplectic condition 92, 93

$$
C^TJC = J, \quad (C5)
$$

where $J$ is the symplectic matrix

$$
J = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix}. \quad (C6)
$$

Replacing Ansatz (C4) into Eq. (C5), we find

$$
U^T V = I. \quad (C7)
$$

In practice, a canonical transformation can be decomposed in terms of a set of consecutive scaling and orthogonal transformations. In the following, we implement this procedure for the RIP gate, which consists of three capacitively coupled harmonic oscillators.

(i) Scaling transformation— We first scale the quadratures such that the Hamiltonian becomes proportional to the identity matrix in the flux subspace. This scaling allows for the removal of off-diagonal elements in the charge subspace without effecting the flux subspace. We consider the following scaling transformation:

$$
\begin{bmatrix} \hat{X}' \\ \hat{Y}' \end{bmatrix} = \begin{bmatrix} S_X & 0 \\ 0 & S_X^{-1} \end{bmatrix} \begin{bmatrix} \hat{X} \\ \hat{Y} \end{bmatrix}, \quad (C8)
$$

where we assume a diagonal scaling matrix of the form

$$
S_X = \begin{bmatrix} s_{xa} & 0 & 0 \\ 0 & s_{xb} & 0 \\ 0 & 0 & s_{xc} \end{bmatrix}. \quad (C9)
$$

In writing Eq. (C8), we have employed the symplectic condition (C7) to simplify the scaling matrix as $S_Y = (S_X^T)^{-1} = S_X^{-1}$. In the new basis, the harmonic Hamiltonian takes the form

$$
\hat{H}'_2 = \begin{bmatrix} S_X \hat{H}_X S_X^{-1} \\ 0 \end{bmatrix} \begin{bmatrix} S_X^{-1} \hat{H}_Y S_X \end{bmatrix}. \quad (C10)
$$

We then impose the following condition for the elements of the scaling matrix

$$
s_{xa}^2 \tilde{\omega}_a = s_{xb}^2 \tilde{\omega}_b = s_{xc}^2 \tilde{\omega}_c = (\tilde{\omega}_a \tilde{\omega}_b \tilde{\omega}_c)^{1/3} = \omega_{abc}, \quad (C11)
$$

in order to make the harmonic Hamiltonian in the flux subspace proportional to the identity matrix. The proportionality constant is set to be the geometric mean of the three oscillator frequencies as $\omega_{abc} = (\tilde{\omega}_a \tilde{\omega}_b \tilde{\omega}_c)^{1/3}$.
simply; the choice is irrelevant in the determination of the overall canonical transformation. Consequently, the flux and charge subspaces of the Hamiltonian in the new basis are obtained as

\[
H'_X \equiv S_X \tilde{H}_X S_X = \begin{bmatrix}
\omega'_{abc} & 0 & 0 \\
0 & \omega'_{abc} & 0 \\
0 & 0 & \omega'_{abc}
\end{bmatrix}, \quad (C12a)
\]

\[
H'_Y \equiv S_X^{-1} \tilde{H}_Y S_X^{-1} = \begin{bmatrix}
\omega'_a & 0 & 2g'_a \\
0 & \omega'_b & 2g'_b \\
2g'_a & 2g'_b & \omega'_c
\end{bmatrix}, \quad (C12b)
\]

where the prime parameters in the charge subspace are defined as

\[
\omega'_j = s_{xj}^{-1} \tilde{\omega}_j s_{xj}^{-1}, \quad j = a, b, c, \quad (C13)
\]

\[
g'_a = s_{xa}^{-1} g_a s_{xa}^{-1}, \quad (C14)
\]

\[
g'_b = s_{xb}^{-1} g_b s_{xb}^{-1}. \quad (C15)
\]

(ii) Orthogonal transformation—Next, we apply an orthogonal transformation (rotation) to make matrix \((C12b)\) diagonal. We take the following Ansatz for the transformation

\[
\begin{bmatrix}
\hat{X}' \\
\hat{Y}'
\end{bmatrix} = \begin{bmatrix}
O_Y & 0 \\
0 & O_Y
\end{bmatrix} \begin{bmatrix}
\hat{X}' \\
\hat{Y}'
\end{bmatrix}, \quad (C16)
\]

where \(O_Y\) is orthogonal and thus \(O_X = (O'_Y)^{-1} = O_Y\). At this stage, the harmonic Hamiltonian reads

\[
H'_2 = \begin{bmatrix}
O'_Y \tilde{H}_X O_Y & 0 \\
0 & O'_Y \tilde{H}_Y O_Y
\end{bmatrix}. \quad (C17)
\]

The flux subspace remains intact

\[
H'_X = O'_Y \tilde{H}_X O_Y = \omega_{abc} I, \quad (C18)
\]

while the charge subspace becomes diagonal as

\[
H'_Y = O'_Y \tilde{H}_Y O_Y \equiv \begin{bmatrix}
\omega''_a & 0 & 0 \\
0 & \omega''_b & 0 \\
0 & 0 & \omega''_c
\end{bmatrix}. \quad (C19)
\]

(iii) Scaling transformation—Lastly, we apply another scaling transformation to compensate for the differences between the diagonal entries of the flux and charge subspaces for each mode. We define the normal modes of the system according to

\[
\begin{bmatrix}
\hat{X}' \\
\hat{Y}'
\end{bmatrix} = \begin{bmatrix}
S & 0 \\
0 & S^{-1}
\end{bmatrix} \begin{bmatrix}
\hat{X} \\
\hat{Y}
\end{bmatrix}, \quad (C20)
\]

with the Anstaz for \(S\)

\[
S = \begin{bmatrix}
s_a & 0 & 0 \\
0 & s_b & 0 \\
0 & 0 & s_c
\end{bmatrix}. \quad (C21)
\]

At this step, the harmonic Hamiltonian reads

\[
H_2 = \begin{bmatrix}
S \tilde{H}'_2 S & 0 \\
0 & S^{-1} \tilde{H}'_Y S^{-1}
\end{bmatrix}. \quad (C22)
\]

Requiring the two subspaces to have the same frequency for each mode sets the scaling parameters as

\[
s_j = \left(\frac{\omega''_j}{\omega'_{abc}}\right)^{1/4}, \quad j = a, b, c. \quad (C23)
\]

Furthermore, the normal mode frequencies are found as

\[
\tilde{\omega}_j = (\omega'_{abc} \omega''_j)^{1/2}, \quad j = a, b, c. \quad (C24)
\]

Overall canonical transformation—Putting together the three transformations, we find the hybridization matrices \(U\) and \(V\) that construct the desired canonical transformation \((C4)\) as

\[
U = S_X O_Y S, \quad (C25a)
\]

\[
V = S_X^{-1} O_Y S^{-1}, \quad (C25b)
\]

with \(S_X, O_Y\) and \(S\) given in Eqs. \((C11), (C19)\) and \((C23)\), respectively.

Employing Eqs. \((C25a)–(C25b)\), we obtain a normal mode representation of the RIP gate Hamiltonian as

\[
\hat{H}_s = \sum_{k=a,b,c} \tilde{\omega}_k \hat{k} \hat{k}^\dagger + \sum_{j=a,b} \sum_{n=2}^\infty \frac{\tilde{\omega}_j}{2} (-\epsilon_j)^{n-1} \frac{\hat{X}^n}{(2n)!} \hat{Y}^n \quad (C26a)
\]

Further, the RIP drive Hamiltonian transforms to

\[
\hat{H}_d(t) = \left[ \Omega_{ex}(t) \cos(\omega_d t) + \Omega_{ey}(t) \sin(\omega_d t) \right] \times i \left[ \sum_{k=a,b,c} u_{kk'} \hat{K}^\dagger - H.c. \right] \quad (C26b)
\]

In Eqs. \((C26a)–(C26b)\), \(u_{kk'}\) and \(v_{kk'}\) are matrix elements of \(U\) and \(V\) for \(k, k' = a, b, c\). Normal mode harmonic frequencies are denoted by a tilde to distinguish them from the renormalized (Lamb-shifted) normal frequencies (see Appendix \(F\)). Note that due to the inductive nature of the Josephson potential, nonlinear processes appear only via mixing of flux hybridization coefficients. On the other hand, a fraction of the RIP drive acts on the normal qubit modes through charge hybridization. Figure \(14\) shows the dependence of normal mode quantities on qubit-resonator couplings \(g_{a,b}\).

Appendix D: Displacement transformation of the resonator mode

Here, we apply a displacement transformation on the normal mode Hamiltonian \((C26a)–(C26b)\) and derive an effective classical response for the resonator mode.

We adopt the following Ansatz

\[
\hat{D}[\tilde{d}_c(t)] = e^{i d_c(t) \hat{c}^\dagger - i d_c^*(t) \hat{c}}, \quad (D1)
\]
FIG. 14. Normal mode quantities as a function of qubit-resonator coupling: (a) harmonic frequencies, (b) harmonic frequency shifts, (c) projection of bare qubit flux quadrature onto the normal flux quadratures, and (d) projection of the bare resonator charge quadrature that quantifies the direct drive on each normal mode. System parameters are the same as Fig. 3. Here, the resonator-qubit couplings are tuned according to $1.764g_\theta \approx g_\alpha \equiv g$ such that the dispersive shifts are almost equal. The gray region provides the coupling range for which the full dispersive shift for the qubits range approximately between 1 to 10 MHz that is relevant to RIP gate implementation.

where $d_c(t)$ is the time-dependent coherent displacement. Here, we have used a distinct notation, compared to Eq. (A3a), where $d_c(t)$ accounts also for possible counter-rotating contributions in the drive. The displaced-frame Hamiltonian can be written as

$$\hat{H}_s(t) \equiv \hat{D}^\dagger [d_c(t)] \left[ \hat{H}_s + \hat{H}_d(t) - i\partial_t \right] \hat{D}[d_c(t)].$$  \hspace{1cm} (D2)

Expanding Eq. (D2) in terms of $d_c(t)$ we find

$$\hat{H}_s(t) = \sum_{k=a,b,c} \tilde{\omega}_k \hat{k}^\dagger \hat{k} + \tilde{\omega}_c [d_c^\dagger(t)\hat{c} + \text{H.c.}]$$
$$+ \sum_{j=a,b,c} \sum_{k=a,b,c} \tilde{\omega}_j \frac{1}{2} (-\epsilon_j)^{n-1} \left[ \sum_{k=a,b,c} u_{jk} \hat{k}^\dagger + u_{jk} d_c(t) + \text{H.c.} \right]^{2n}$$
$$+ i \sum_{j=a,b,c} v_{cj} \hat{j} + \text{H.c.} \right] [\Omega_{e\alpha}(t) \cos(\omega_d t) + \Omega_{e\gamma}(t) \cos(\omega_d t)]$$
$$+ i [d_c^\dagger(t)\hat{c} - \text{H.c.}] .$$

$$\hat{H}_s(t) \equiv \hat{D}^\dagger [d_c(t)] \left[ \hat{H}_s + \hat{H}_d(t) - i\partial_t \right] \hat{D}[d_c(t)].$$  \hspace{1cm} (D3)

Coherent displacement $d_c(t)$ is then set such that terms linear in $\hat{c}$ and $\hat{c}^\dagger$ are canceled out in the displaced Hamiltonian (D3). Note that such terms can also emerge from the anharmonic part of Hamiltonian (D3) due to the non-commuting bosonic algebra. Following this procedure up to the quartic expansion we find

$$\dot{d}_c(t) = -i\tilde{\omega}_c d_c(t) - v_{c\alpha}[\Omega_{e\alpha}(t) \cos(\omega_d t) + \Omega_{e\gamma}(t) \sin(\omega_d t)]$$
$$- i\delta_c [d_c(t) + d_c^\dagger(t)]$$
$$- \frac{i}{3} \alpha_c [d_c(t) + d_c^\dagger(t)]^3 + O(\epsilon^2) .$$  \hspace{1cm} (D4)

The first line of Eq. (D4) contains the terms coming from the harmonic Hamiltonian. The second and the third lines, however, contain nonlinear corrections, from which we find a static frequency shift as well as an effective anharmonicity for the resonator mode as

$$\delta_{Sc} \equiv -\frac{1}{4} \epsilon_b \tilde{\omega}_b u_{bc}^2 (u_{aa}^2 + u_{ab}^2 + u_{ac}^2)$$
$$- \frac{1}{4} \epsilon_c \tilde{\omega}_c u_{ac}^2 (u_{ab}^2 + u_{bc}^2 + u_{ac}^2) + O(\epsilon^2) ,$$
$$\alpha_c \equiv -\frac{1}{4} (\epsilon_a \tilde{\omega}_a u_{ac}^4 + \epsilon_b \tilde{\omega}_b u_{bc}^4) + O(\epsilon^2) .$$  \hspace{1cm} (D5)

Equation (D4) determines $d_c(t)$ as the response of a driven classical Duffing oscillator. Resorting to Eq. (D3) is needed when the RIP drive is comparatively strong. In the rotating frame of the drive and under the RWA, a simplified equation for the slowly varying amplitude $d_c(t) \equiv \eta_c(t)e^{-i\omega_d t}$ is obtained as

$$\dot{\eta}_c(t) + i\Delta_{cd}\eta_c(t) + i\alpha_c |\eta_c(t)|^2 \eta_c(t) = -\frac{i}{2} \Omega_c(t) ,$$

where $\omega_c \equiv \tilde{\omega}_c + \delta_{Sc}$, $\Delta_{cd} \equiv \omega_c - \omega_d$ and $\Omega_c(t) = \Omega_{e\alpha}(t) - i\Omega_{e\gamma}(t)$. We note that higher order terms, e.g. coming from the sextic nonlinearity, can become relevant in the strong drive regime. For typical RIP parameters, $\nu_{c\alpha} \approx 0.99$, leading to a negligible renormalization of the intended RIP drive amplitude which is neglected for simplicity.

**Appendix E: Resonator response and leakage**

A possible source of coherent error for the RIP gate is residual resonator photon population at the end of the pulse leading to a faulty ZZ interaction. Here, we analyze the resonator response based on condition (D7) and discuss parameter choices that suppress leakage. We provide a classical leakage measure [Eq. (E5)], which relates the relative resonator leakage to the resonator-drive detuning and pulse duration. Furthermore, we demonstrate the advantage of adding DRAG to the resonator drive in suppressing leakage.

For comparison, we consider two pulse shapes. Firstly, a truncated Gaussian pulse as

$$\Omega_{e\gamma}(t) = \Omega_c P_G(t; t_G, \sigma, \tau) ,$$

$$P_G(t; t_G, \sigma, \tau) \equiv \frac{e^{-(t-t_G)^2/2\sigma^2}}{1 - e^{-\frac{\tau^2}{8\sigma^2}}} ,$$

where $\sqrt{2\pi} \sigma \approx t_G$. The leakage probability for this pulse shape is

$$P_L \approx \frac{\tau^2}{8\sigma^2} .$$

Secondly, we consider a truncated sech pulse as

$$\Omega_{e\gamma}(t) = \Omega_c \text{sech}(t/t') ,$$

$$P_{\text{sech}}(t; t_G, \sigma, \tau) \equiv \frac{\text{sech}(t/t')}{1 - e^{-\frac{\tau^2}{8\sigma^2}}} ,$$

where $\sqrt{2\pi} \sigma \approx t_G$. The leakage probability for this pulse shape is

$$P_L \approx \frac{\tau^2}{8\sigma^2} .$$
for $-\tau/2 < t - t_G < \tau/2$, where $\tau$ is the pulse time, $t_G$ is the center, $\sigma$ is the standard deviation and the pulse is forced to zero at the tails. The Gaussian pulse serves as a standard point of reference for which simple analytical solutions exist. In our numerical simulations, as well as earlier experiments [27], we use the nested cosine pulse defined as

$$\Omega_{cy}(t) \equiv \Omega_c P_{nc}(t; t_{nc}, \tau),$$  \hspace{1cm} (E2a)

$$P_{nc}(t; t_{nc}, \tau) \equiv \frac{1}{2} \left\{ \cos \left[ \pi \cos \left( \frac{t - t_{nc}}{\tau} \right) \right] + 1 \right\},$$  \hspace{1cm} (E2b)

for $0 < t - t_{nc} < \tau$. The advantage of the latter is its smoother rise and fall (zero first-order derivative), which mitigates residual photons [28]. For a fair comparison, we set the area under the pulse to be equal as

$$\int_{t_{nc}}^{t_{nc}+\tau} dt P_{nc}(t; t_{nc}, \tau) = \int_{t_{nc}-\tau/2}^{t_{nc}+\tau/2} dt P_G(t; t_G, \sigma, \tau),$$  \hspace{1cm} (E3)

resulting in $\tau \approx 7.182 \sigma$. Furthermore, to align the pulse centers, we set $t_{nc} + \tau/2 = t_G$.

The solution to Eq. (D7) depends on four independent parameters: resonator-drive detuning $\Delta_{cd}$, pulse amplitude $\Omega_c$, pulse time $\tau$ and resonator anharmonicity $\alpha_c$. In the following, we discuss two separate interplays between these parameters. Firstly, the ratio of residual photons to the intended maximum photon number depends primarily on the product $\Delta_{cd} \tau$. To focus on this, we first set $\alpha_c$ to zero. Figure 15 compares the resonator response for two pulse times of $\tau = 200$ ns and $\tau = 50$ ns and fixed $\Delta_{cd}/2\pi = -50$ MHz. We observe a significantly larger residual photon population for $\tau = 50$ ns for both pulse forms, but the nested cosine pulse results in a smaller population than the Gaussian pulse. The increase in residual photons for the shorter pulse duration can be understood as the pulse becoming broader in the frequency domain leading to a larger overlap with the resonator and hence a transfer of energy to the resonator mode.

In the linear case, i.e. $\alpha_c/2\pi = 0$, it is possible to obtain an analytical solution to Eq. (D7). For clari-
Following the linear leakage measure (E5), if the anharmonicity increases (decreases) the effective $\Delta_{cd}(t)$, it leads to suppression (enhancement) of resonator leakage. Since $\alpha_c$ is intrinsically negative (softening Josephson nonlinearity), having $\Delta_{cd} < 0$ (drive above resonator frequency) is beneficial. This heuristic argument is confirmed by numerical solution to Eq. (D7), where we find this effect to become relevant at stronger photon number of the order $\eta_c(t)^2 \sim |\Delta_{cd}/\alpha_c|$. A typical RIP design leads to 50 KHz $< |\alpha_c/2\pi| < 100$ KHz.

Furthermore, for strong RIP drive, the resonator anharmonicity must be accounted for in our estimate for the maximum photon number. Based on Eq. (D7), the steady-state response satisfies

$$\Delta_{cd}\eta_{c,ss} + \alpha_c|\eta_{c,ss}|^2\eta_{c,ss} = -\frac{1}{2}\Omega_c,$$  \hspace{1cm} (E7)

whose approximate solution can be obtained as

$$\eta_{c,ss} = -\frac{\Omega_c}{2\Delta_{cd} + \alpha_c\left(\frac{\Omega_c}{2\Delta_{cd}}\right)^2} + O\left(|\alpha_c/\Delta_{cd}|^2\right).$$  \hspace{1cm} (E8)

Figure 17 makes a comparison between the different estimates for steady-state resonator photon number.

Lastly, we discuss the benefit of DRAG [19,51] in mitigating the resonator leakage. Consider a complex-valued control pulse as $\Omega_c(t) = \Omega_{cy} - i\Omega_{cx}(t)$, and, for simplicity, assume that the contribution due to $\alpha_c$ in Eq. (D7) is negligible. In the frequency domain, the solution reads $\tilde{\eta}_c(\omega) = -\Omega_c(\omega)/[2(\omega + \Delta_{cd})]$. To mitigate leakage, the pulse should have minimal frequency content at $\omega = -\Delta_{cd}$. Consider an Ansatz for a DRAG pulse as

$$\Omega_{cy}(t) = \Omega_c P_{nc}(t;0,\tau),$$  \hspace{1cm} (E9a)

$$\Omega_{cx}(t) = \frac{1}{\Delta_D} \Omega_c \tilde{P}_{nc}(0,\tau),$$  \hspace{1cm} (E9b)

with $\Delta_D$ as the DRAG parameter. Given that $\partial_t \leftrightarrow i\omega$, the corresponding transfer function for DRAG is $\Omega_c(\omega) = \Omega_c T_D(\omega) \tilde{P}_{nc}(\omega)$ where $T_D(\omega) = 1 + \omega/\Delta_D$. Therefore, DRAG acts as an effective notch filter and setting $\Delta_D = \Delta_{cd}$ results in a zero in the pulse spectrum. In Fig. 5, using the exact ab-initio simulation, it is shown that such a DRAG pulse can improve the background resonator leakage by at least one order of magnitude at small $\Delta_{cd}$.

In summary, we have characterized the resonator response in terms of a driven classical Kerr oscillator. Comparing two pulse shapes, Gaussian and nested cosine, we confirmed that the nested cosine pulse results in slightly improved resonator leakage due to smoother rise and fall. We introduced a classical leakage measure in Eq. (E5) and Fig. 16 which characterizes the trade-off between pulse time and resonator-drive detuning. Furthermore, employing a DRAG pulse proves to be very helpful in suppressing background leakage (see Sec. IV and Fig. 5).
\[ \text{TABLE III. Dominant multimode interaction contributions (causing at most single-excitation transitions) via normal ordering of the quartic nonlinearity in Eq. (D3). For brevity, the Hermitian conjugates of the unbalanced operators are not shown. From top to bottom, the contributions include direct drive on qubits coming from both linear charge and nonlinear flux hybridization, static and dynamic frequency shifts, exchange interactions, self and cross number-quadrature interactions, and self-Kerr (anharmonicity) and cross-Kerr interactions. Terms equivalent to \( \hat{\sigma}_a \hat{b}^\dagger \) + H.c. of the dispersive JC model, mainly responsible for the effective RIP interaction, are highlighted in boldface. Importantly, we find \( \lambda_{b^\dagger a} c = 2 \nu a \gamma c(t) \), \( \lambda_{b^\dagger a} c = 2 \nu b \gamma c(t) \), which is consistent with adopting phenomenological models from the outset. For simplicity, the estimates are given after doing the RWA on the displacement. For instance, terms that are proportional to \( |\gamma c(t)|^2 \gamma c(t) \) come from \( |\gamma c(t)|^2 e^{-i\omega c t} + |\gamma c(t)|^2 e^{i\omega c t} \). Circuit parameters are the same as Fig. 14. According to Eqs. (C25a) - (C25b), the flux and charge hybridization coefficients are found as \( U = (0.013248, -0.009324) \), \( U = (0.994229, -0.027913) \), \( U = (0.012834, 0.006284) \), and \( V = (0.994229, -0.027913) \) - \( 0.013248, -0.009324 \). Furthermore, based on Eq. (C21), the normal mode frequencies are found as \( \omega_a / 2\pi = 5375.850 \text{ MHz} \), \( \omega_b / 2\pi = 607.200 \text{ MHz} \) and \( \omega_c / 2\pi \approx 7019.430 \text{ MHz} \).}
Kerr model:
\[
\hat{H}_0 = \sum_{j=a,b,c} \left[ \omega_j \hat{n}_j + \frac{\alpha_j}{2} \hat{n}_j (\hat{n}_j - 1) \right] + \sum_{j,k=a,b,c, j>k} 2\chi_{jk} \hat{n}_j \hat{n}_k .
\]  
(\text{F2})

In Eq. (\text{F2}), \omega_j = \tilde{\omega}_j + \delta_{\omega_j} is the renormalized frequency for mode \( j = a, b, c \) accounting for the static frequency shift. Effective anharmonicity of the normal modes and the pairwise cross-Kerr interactions are denoted by \( \alpha_j \) and \( 2\chi_{jk} \) for \( j, k = a, b, c \) (see Table III for the definitions). Moreover, \( \hat{H}_{\text{int}}(t) \) is the perturbation consisting of the rest of the time-dependent nonlinear contributions of the generic form
\[
(\hat{a}^\dagger)^j \hat{a}^{j^\dagger} \hat{b}^k \hat{b}^{k^\dagger} (\hat{c}^\dagger)^m \hat{c}^m [\eta^* (t)]^p [\eta(t)]^q e^{i(p-q)\omega rt},
\]  
(\text{F3})

where the sum of exponents should match the order of expansion in the cosine nonlinearity. For our approximate model, we keep contributions that are either balanced (equal number of creation and annihilation) or have a comparably small energy difference (single-excitation) as

\[
\hat{H}_{\text{int}}(t) = \sum_{j=a,b,c} \delta_{Dj}(t) \hat{n}_j
+ \sum_{j=a,b} [\lambda_j(t)e^{i\omega_{tj} \hat{j}} + \text{H.c.}]
+ \sum_{j,k=a,b,c, j>k} \sum_{j=a,b} [\lambda_{jk}(t)e^{i\omega_{tk} \hat{k}} + \text{H.c.}]
+ \sum_{j,k=a,b,c} [\lambda_{jk}(t)e^{i\omega_{tk} \hat{k}} + \text{H.c.}].
\]  
(\text{F4})

Table III summarizes such interaction terms and provides an estimate based on quartic expansion of Eq. (\text{D3}).

In summary, compared to the phenomenological Kerr model of Appendix B, we accounted for a few additional interaction forms. Namely, the second line of Eq. (\text{F4}) is an unwanted drive term acting on the qubit modes. The third line contains exchange interactions between the normal modes. Finally, the last line contains all possible number-quadrature interactions. In Appendix C we find that the dominant source of RIP interaction is an interplay between the interaction forms \( \lambda_{ac} \hat{a}^\dagger \hat{c}^\dagger + \text{H.c.} \) and \( \lambda_{ab} \hat{b}^\dagger \hat{c}^\dagger + \text{H.c.} \). Moreover, from normal ordering of the nonlinearity, we obtain \( \lambda_{ac} = 2\chi_{ab} \hat{n}_a \hat{n}_b \) and \( \lambda_{bc} \hat{n}_b \hat{n}_c \) in agreement with the phenomenological Kerr model (see Table III).

Appendix G: Effective Hamiltonian based on the approximate ab-initio model

Here, using time-dependent SWPT, we derive an effective RIP Hamiltonian based on the ab-initio model in Eqs. (\text{F2}) and (\text{F4}). Compared to the phenomenological Kerr model in Appendix B we find corrections to both the intended RIP interaction as well as a series of new effective interaction forms.

To simplify perturbation, we first obtain the interaction-frame Hamiltonian based on Eqs. (\text{F2}) and (\text{F4}). Employing identities (\text{B4d}), (\text{B4e}), the annihilation operator for each mode transforms as
\[
e^{i\hat{H}_{\text{int}}(t) t} e^{-i\hat{H}_{\text{int}}(t) t} = e^{-i\hat{\omega}_j t^j}, \quad j = a, b, c,
\]  
(\text{G1a})

where we have defined operator-valued normal mode frequencies
\[
\hat{\omega}_a = \omega_a + \alpha_a \hat{n}_a + 2\chi_{ab} \hat{n}_b + 2\chi_{ac} \hat{n}_c, \quad \hat{\omega}_b = \omega_b + 2\chi_{ab} \hat{n}_a + \alpha_b \hat{n}_b + 2\chi_{bc} \hat{n}_c, \quad \hat{\omega}_c = \omega_c + 2\chi_{ac} \hat{n}_a + 2\chi_{bc} \hat{n}_b + \alpha_c \hat{n}_c .
\]  
(\text{G1b})

Using Eqs. (\text{G1a})–(\text{G1d}), we find the interaction-frame Hamiltonian as
\[
\hat{H}_I(t) = e^{i\hat{H}_{\text{int}}(t) t} e^{-i\hat{H}_{\text{int}}(t) t} = \sum_{j=a,b} \delta_{Dj}(t) \hat{n}_j
\]  
(\text{G2})

\[
+ \sum_{j=a,b} [\lambda_j(t)e^{-i\hat{\omega}_j \hat{j}} + \text{H.c.}]
+ \sum_{j,k=a,b,c, j>k} \sum_{j=a,b} [\lambda_{jk}(t)e^{i\hat{\omega}_{tk} \hat{k}} + \text{H.c.}]
+ \sum_{j,k=a,b,c} [\lambda_{jk}(t)e^{-i\hat{\omega}_{tk} \hat{k}} + \text{H.c.}] ,
\]

with operator-valued detunings defined as \( \hat{\Delta}_{jd} \equiv \hat{\omega}_j - \hat{\omega}_d \) and \( \hat{\Delta}_{jk} \equiv \hat{\omega}_j - \hat{\omega}_k \) for \( j, k = a, b, c \).

Up to the first order, the effective Hamiltonian contains dynamic frequency shifts, the only diagonal contribution in Eq. (\text{G2}), as
\[
\hat{H}_{I,\text{eff}}^{(1)}(t) = \sum_{j=a,b,c} \delta_{Dj}(t) \hat{n}_j .
\]  
(\text{G3})

The SWPT generator \( \hat{G}_I(t) \) is then the time-integral of the rest of off-diagonal terms as
\[
\hat{G}_I(t) = \sum_{j=a,b} \int_0^t dt' \left[ \lambda_j(t')e^{-i\hat{\Delta}_{jd} t'} \hat{j} + \text{H.c.} \right]
+ \sum_{j,k=a,b,c, j>k} \int_0^t dt' \left[ \lambda_{jk}(t')e^{i\hat{\Delta}_{jk} t'} \hat{k} + \text{H.c.} \right]
+ \sum_{j,k=a,b,c} \int_0^t dt' \left[ \lambda_{jk}(t')e^{-i\hat{\Delta}_{jk} t'} \hat{j} + \hat{k} + \text{H.c.} \right].
\]  
(\text{G4})

Replacing Eq. (\text{G4}) into the second order effective Hamiltonian (\text{A12a}), we find that the off-diagonal terms
in \( \hat{G}_1(t) \) can generate a variety of effective diagonal interactions of the form

\[
\hat{\mathcal{H}}^{(2)}_{\text{int}}(t) = \sum_{j=a,b,c} \hat{\beta}^{(2)}_j(t) \hat{n}_j + \sum_{j=a,b,c} \frac{1}{2} \hat{\beta}^{(2)}_j(t) \hat{n}_j^2 + \sum_{j,k=a,b,c, j < k} 2 \hat{\chi}^{(2)}_{jk}(t) \hat{n}_j \hat{n}_k + \sum_{j,k=a,b,c, j > k} 2 \hat{\chi}^{(2)}_{jk}(t) \hat{n}_j \hat{n}_k + \hat{\chi}^{(2)}_{abc}(t) \hat{n}_a \hat{n}_b \hat{n}_c.
\]

The contributions in Eq. (G5) can be summarized as second order dynamic frequency shifts, dynamic anharmonic shifts, RIP-like (number-number) interactions, higher order two-body interaction (number-squared-number) and three-body number interactions, respectively. Note that the normal resonator mode \( \hat{c} \) denotes excitations on top of the coherent displacement \( \eta_c(t) \), hence corrections involving \( \hat{c} \) are expected to be orders of magnitude smaller than the ones dependent on \( \eta_c(t) \).

In the following, we first provide the derivation for the intended RIP interaction, i.e. \( \chi^{(2)}_{ab}(t) \) and then quote the final result for the rest of the effective interaction rates. There are multiple processes that contribute to an effective \( \chi^{(2)}_{ab}(t) \). From the dispersive JC model, we learned that the interplay between \( \tilde{\sigma}^2_c \hat{c} + \mathcal{H.c.} \) and \( \tilde{\sigma}_b^2 \hat{c} + \mathcal{H.c.} \) is the dominant source. Multilevel equivalent terms are \( \hat{a} \hat{a} \hat{c} + \mathcal{H.c.} \) and \( \hat{b} \hat{b} \hat{c} + \mathcal{H.c.} \), highlighted in boldface in Table III. In addition, up to the 2nd order in SWPT, we find five more possibilities for mixing: (i) \( \hat{a} \hat{a} \hat{c} + \mathcal{H.c.} \) and \( \hat{b} \hat{b} \hat{c} + \mathcal{H.c.} \), (ii) \( \hat{a} \hat{a} \hat{c} + \mathcal{H.c.} \) and \( \hat{b} \hat{b} \hat{c} + \mathcal{H.c.} \), (iii) \( \hat{b} \hat{b} \hat{c} + \mathcal{H.c.} \) and \( \hat{a} \hat{a} \hat{b} + \mathcal{H.c.} \), (iv) \( \hat{a} \hat{b} \hat{b} + \mathcal{H.c.} \) and \( \hat{a} \hat{a} \hat{b} + \mathcal{H.c.} \), (v) \( \hat{a} + \mathcal{H.c.} \) and \( \hat{b} + \mathcal{H.c.} \) are found from Eq. (A12a) as

\[
\frac{i}{2} \int dt' \lambda_{a \to ac}(t') \exp[-i \Delta \omega_{ac} t'] \hat{n}_a \hat{c} \lambda_{b \to bc}(t') \hat{n}_b \hat{c} \exp[i \Delta \omega_{bc} t'] + \frac{i}{2} \int dt' \lambda^*_{a \to ac}(t') \hat{n}_a \hat{c} \lambda^*_{b \to bc}(t') \hat{n}_b \hat{c} \exp[i \Delta \omega_{bc} t'] + \frac{i}{2} \int dt' \lambda^*_{b \to bc}(t') \hat{n}_b \hat{c} \exp[-i \Delta \omega_{bc} t'] \hat{n}_b \hat{c} \lambda_{a \to ac}(t') + \frac{i}{2} \int dt' \lambda^*_{a \to ac}(t') \hat{n}_a \hat{c} \exp[-i \Delta \omega_{ac} t'] \hat{n}_a \hat{c} \lambda_{b \to bc}(t').
\]

The first and the third terms in Eq. (G6) are equal and the rest are Hermitian conjugate of the former. The first term can be simplified as

\[
\frac{i}{2} \int dt' \lambda_{a \to ac}(t') \exp[-i \Delta \omega_{ac} t'] \hat{n}_a \hat{c} \lambda^*_{b \to bc}(t') \hat{n}_b \hat{c} \exp[i \Delta \omega_{bc} t'] = -\frac{1}{2i} \int dt' \lambda^*_{a \to ac}(t') \lambda_{b \to bc}(t') \hat{n}_a \hat{b} \hat{c} \exp[i \Delta \omega_{bc}(t'-t') \hat{n}_c].
\]

The commutator in Eq. (G7) can be evaluated using identities [B4d]-[B4e] as

\[
\left[ \exp[-i \Delta \omega_{ac} t'] \hat{c} \exp[i \Delta \omega_{bc} t'] \right] = \exp[i \Delta \omega_{bc}(t'-t') \hat{n}_c] - \exp[i \Delta \omega_{ac}(t'-t') \hat{n}_c] = \exp[i \Delta \omega_{bc}(t'-t') \hat{n}_c].
\]

Based on Eqs. (G7) and (G8), on top of the desired \( \hat{n}_a \hat{n}_b \) interaction, there also exists an effective \( \hat{n}_a \hat{n}_b \hat{n}_c \) term. Substituting the \( \hat{n}_a \hat{n}_b \) contribution into Eq. (G6) and further simplification yields

\[
-\text{Im} \left\{ \frac{1}{2} \int dt' \lambda_{a \to ac}(t') \lambda^*_{b \to bc}(t) \exp[i \Delta \omega_{bc}(t'-t')] \hat{n}_a \hat{n}_b \right\}.
\]

Upon replacing \( \lambda_{a \to ac} = 2 \chi_{ac} \eta^*_c(t) \) and \( \lambda_{b \to bc} = 2 \chi_{bc} \eta^*_c(t) \), according to the normal ordering in Table III, we find Eq. (G9) to be in agreement with Eqs. (B6a)-(B6b) of the multilevel Kerr model.

All in all, from the six aforementioned possibilities, we obtain the following expression for \( \chi^{(2)}_{ab}(t) \):

\[
\chi^{(2)}_{ab}(t) = -\text{Im} \left\{ \int dt' \lambda_{a \to ac}(t') \lambda^*_{b \to bc}(t) \exp[i \Delta \omega_{bc}(t'-t')] \right\}
- \text{Im} \left\{ \int dt' \lambda_{a \to ac}(t') \lambda^*_{b \to ba}(t) \exp[i \Delta \omega_{ad}(t'-t')] \left[ 1 + \exp(-i \chi_{ad}(t'-t')) \right] \right\} - \text{Im} \left\{ \int dt' \lambda_{b \to ba}(t') \lambda_{a \to ab}(t) \exp[i \Delta \omega_{bd}(t'-t')] \left[ 1 + \exp(-i \chi_{bd}(t'-t')) \right] \right\}
- \text{Im} \left\{ \int dt' \lambda_{a \to ac}(t') \lambda^*_{b \to ba}(t) \exp[i \Delta \omega_{ad}(t'-t')] \left[ 1 - \exp(-i \chi_{ad}(t'-t')) \right] \right\} - \text{Im} \left\{ \int dt' \lambda_{b \to ba}(t') \lambda_{a \to ab}(t) \exp[i \Delta \omega_{bd}(t'-t')] \left[ 1 - \exp(-i \chi_{bd}(t'-t')) \right] \right\}
- \frac{1}{2} \text{Im} \left\{ \int dt' \lambda_{a \to ac}(t') \lambda^*_{b \to ba}(t) \left[ \exp(-i \Delta \omega_{ad}(t'-t') - 2 \chi_{ad}(t'-t')) \right] \right\}.
\]
Under adiabatic approximation, Eq. (G10) simplifies to

\[
\dot{\chi}_{ab}^{(2)}(t) \approx -\frac{\lambda_{a*bc}(t)\lambda_{b*cb}(t)}{\Delta_{cd}} - \frac{\lambda_{a*aa}(t)\lambda_{b*ba}(t)}{\Delta_{ad}} \left( \frac{1}{\Delta_{ad} \Delta_{bd} - \alpha_b} \right) - \frac{\lambda_{b*bb}(t)\lambda_{a*ab}(t)}{\Delta_{bd}} \left( \frac{1}{\Delta_{bd} \Delta_{ad} - \alpha_a} \right) - \frac{\lambda_{a*ba}(t)}{\Delta_{ad}} \left( \frac{1}{\Delta_{ad} \Delta_{bd} - \alpha_b} \right)
\]

\[
- \frac{1}{2} \left| \lambda_{a*ba}(t) \right|^2 \left( \frac{1}{\Delta_{ad} \Delta_{bd} - \alpha_b} - \frac{1}{\Delta_{bd} \Delta_{ad} - \alpha_a} \right).
\]

(G11)

Firstly, note the operator structure of the effective RIP interaction in Eq. (G11). The advantage of such a compact representation is that the resulting state-dependent rates can be immediately read off of Eq. (G11) based on Eqs. (G1b)–(G1d). For instance, in the computational basis, the only non-zero matrix element is found as

\[
\langle a_1 b_1 c | 2\chi_{ab}^{(2)}(t) \hat{n}_a \hat{n}_b | a_1 b_1 c \rangle = -\frac{2\lambda_{a*ac}(t)\lambda_{c*bc}(t)}{\Delta_{cd} + 2\chi_{ac} + 2\chi_{bc}} - 2\lambda_{a*aa}(t)\lambda_{b*ba}(t) \left( \frac{1}{\Delta_{ad} \Delta_{bd} - \alpha_b} + \frac{1}{\Delta_{bd} \Delta_{ad} - \alpha_a} \right)
\]

\[
- 2\lambda_{b*bb}(t)\lambda_{a*ab}(t) \left( \frac{1}{\Delta_{bd} \Delta_{ad} - \alpha_a} + \frac{1}{\Delta_{ad} \Delta_{bd} - \alpha_b} \right) - 2\lambda_{a*ba}(t) \left( \frac{1}{\Delta_{bd} \Delta_{ad} - \alpha_a} \right)
\]

\[
- \frac{1}{2} \left| \lambda_{a*ba}(t) \right|^2 \left( \frac{1}{\Delta_{ad} \Delta_{bd} - \alpha_b} - \frac{1}{\Delta_{bd} \Delta_{ad} - \alpha_a} \right).
\]

(G12)

Secondly, since \(\lambda_{a*ac} = 2\chi_{ac} \eta_c(t)\) and \(\lambda_{b*bc} = 2\chi_{bc} \eta_c(t)\), the first term in Eq. (G11) matches the first term of Eq. (B8) from the multilevel Kerr model.

Following a similar derivation as the one provided in Eqs. (G6)–(G10), we find expressions for other effective interaction terms in Hamiltonian (G5). For instance, the effective RIP-like interaction between modes a and c is found as

\[
\dot{\chi}_{ac}^{(2)}(t) = -\text{Im} \left\{ \int dt' \lambda_{a*ab}(t')\lambda_{c*cb}(t')e^{i\Delta_{ad}(t-t')} \right\} - \text{Im} \left\{ \int dt' \lambda_{a*aa}(t')\lambda_{c*ca}(t')e^{i\Delta_{ad}(t-t')} \right\}
\]

\[
- \text{Im} \left\{ \int dt' \lambda_{c*cc}(t')\lambda_{a*ac}(t')e^{i\Delta_{ad}(t-t')} \right\} - \text{Im} \left\{ \int dt' \lambda_{a*ba}(t')\lambda_{c*cb}(t')e^{i\Delta_{ad}(t-t')} \right\}
\]

\[
- \frac{1}{2} \left\{ \int dt' \lambda_{a*ac}(t')\lambda_{c*ca}(t') e^{-i\Delta_{ac}+\alpha_c-\alpha_c}(t-t') e^{-i\Delta_{ac}+\alpha_c-\alpha_c}(t-t') \right\}.
\]

(G13a)

Similarly, \(\dot{\chi}_{bc}^{(2)}(t)\) reads

\[
\dot{\chi}_{bc}^{(2)}(t) = -\text{Im} \left\{ \int dt' \lambda_{b*bc}(t')\lambda_{c*ca}(t')e^{i\Delta_{ad}(t-t')} \right\} - \text{Im} \left\{ \int dt' \lambda_{b*bb}(t')\lambda_{c*cb}(t')e^{i\Delta_{ad}(t-t')} \right\}
\]

\[
- \text{Im} \left\{ \int dt' \lambda_{c*cc}(t')\lambda_{b*bc}(t')e^{i\Delta_{ad}(t-t')} \right\} - \text{Im} \left\{ \int dt' \lambda_{b*bb}(t')\lambda_{c*cb}(t')e^{i\Delta_{ad}(t-t')} \right\}
\]

\[
- \frac{1}{2} \text{Im} \left\{ \int dt' \lambda_{b*bc}(t')\lambda_{c*cb}(t') e^{-i\Delta_{bc}+\alpha_b-\alpha_b}(t-t') e^{-i\Delta_{bc}+\alpha_b-\alpha_b}(t-t') \right\}.
\]

(G13b)

Next, we consider possible interplays that lead to an effective second order dynamic frequency shift for each normal mode. For instance, for qubit a, we find that the interplay between (i) \(\hat{a} + \hat{H}.c.\) and \(\hat{a} + H.c.\), (ii) \(\hat{a} + H.c.\) and \(\hat{a} \hat{a} + H.c.\), (iii) \(\hat{b} + H.c.\) and \(\hat{a} \hat{b} + H.c.\), (iv) \(\hat{a} \hat{b} + H.c.\) and \(\hat{a} \hat{c} + H.c.\) results in the second order dynamic frequency shift

\[
\dot{\delta}_{a}^{(2)}(t) = -\text{Im} \left\{ \int dt' \lambda_{a}(t')\lambda_{a}(t)e^{i\Delta_{ad}(t-t')} \right\}
\]

\[
- \text{Im} \left\{ \int dt' 2\lambda_{a}(t')\lambda_{a}(t')e^{i\Delta_{ad}(t-t')} \right\} - \text{Im} \left\{ \int dt' 2\lambda_{b}(t')\lambda_{a*ab}(t)e^{i\Delta_{ad}(t-t')} \right\}
\]

\[
- \text{Im} \left\{ \int dt' \lambda_{a*ba}(t')\lambda_{a*ab}(t)e^{-i\Delta_{ab}+\alpha_a-\alpha_b}(t-t') \right\} - \text{Im} \left\{ \int dt' \lambda_{a*bc}(t')\lambda_{a*bc}(t)e^{-i\Delta_{bc}+\alpha_c-\alpha_c}(t-t') \right\}.
\]

(G14a)
In a similar manner, the dynamic frequency shift for qubit $b$ reads
\[
\tilde{\delta}_b^{(2)}(t) = -\text{Im} \left\{ \int dt' \lambda_{bb}(t') e^{i\hat{\Delta}_{bd}(t-t')} \left[ 1 - e^{-i\alpha_b(t-t')} \right] \right\} - \text{Im} \left\{ \int dt' 2\lambda_b(t') \lambda_{bb}^*(t) e^{i\hat{\Delta}_{bd}(t-t')} \right\} - \text{Im} \left\{ \int dt' 2\lambda_b(t') \lambda_{bb}^*(t) e^{i\hat{\Delta}_{bd}(t-t')} \right\}.
\] (G14b)

Moreover, for the normal resonator mode we find
\[
\tilde{\delta}_c^{(2)}(t) = -\text{Im} \left\{ \int dt' 2\lambda_{cc}(t') \lambda_{cc}^*(t) e^{i\hat{\Delta}_{cd}(t-t')} \right\} - \text{Im} \left\{ \int dt' 2\lambda_b(t') \lambda_{cc}^*(t) e^{i\hat{\Delta}_{cd}(t-t')} \right\} - \text{Im} \left\{ \int dt' \lambda_{c}^*(t') \lambda_{c}(t) e^{-i(\hat{\Delta}_{cc} - \alpha_c + 2\chi_{cc})(t-t')} \right\} - \text{Im} \left\{ \int dt' \lambda_{c}^*(t') \lambda_{c}(t) e^{-i(\hat{\Delta}_{cc} - \alpha_c + 2\chi_{cc})(t-t')} \right\}.
\] (G14c)

A second order anharmonic shift can come from any of the mixings (i) $\hat{j} + \text{H.c.}$ and $\hat{j}^\dagger \hat{j}^\dagger + \text{H.c.}$, (ii) $\hat{j}^\dagger \hat{j}^\dagger + \text{H.c.}$ and $\hat{j}^\dagger \hat{j}^\dagger + \text{H.c.}$, (iii) $\hat{j}^\dagger \hat{j}^\dagger + \text{H.c.}$ and $\hat{j}^\dagger \hat{j}^\dagger + \text{H.c.}$, $k \neq j$, leading to the effective rate
\[
\alpha_j^{(2)}(t) = -\text{Im} \left\{ \int dt' 4\lambda_j(t') \lambda_{jj}^*(t) e^{i\hat{\Delta}_{jd}(t-t')} \left[ 1 - e^{-i\alpha_j(t-t')} \right] \right\} - \text{Im} \left\{ \int dt' 2\lambda_{jj}(t') \lambda_{jj}^*(t) e^{i\hat{\Delta}_{jd}(t-t')} \right\} - \text{Im} \left\{ \int dt' 2\lambda_{jj}(t') \lambda_{jj}^*(t) e^{i\hat{\Delta}_{jd}(t-t')} \right\}.
\] (G15)

for each mode $j = a, b, c$. A similar correction of the form $\tilde{\delta}_j^{(2)}(t) \hat{n}_j^3$ is also found as
\[
\tilde{\delta}_j^{(2)}(t) = -\text{Im} \left\{ \int dt' 4\lambda_j(t') \lambda_{jj}^*(t) e^{i\hat{\Delta}_{jd}(t-t')} \left[ 1 - e^{-i\alpha_j(t-t')} \right] \right\}, \quad j = a, b, c,
\] (G16)
as a result of mixing between $\hat{j}^\dagger \hat{j}^\dagger + \text{H.c.}$ and $\hat{j}^\dagger \hat{j}^\dagger + \text{H.c.}$ . Higher order two-body interactions of the form $\hat{\chi}_{jk} \hat{n}_j^2 \hat{n}_k$ are obtained as
\[
\hat{\chi}_{jk}^{(2)}(t) = -\text{Im} \left\{ \int dt' 2\lambda_{jk}(t') \lambda_{jk}^*(t) e^{i\hat{\Delta}_{kd}(t-t')} \left[ 1 - e^{-i\alpha_j(t-t')} \right] \right\} - \text{Im} \left\{ \int dt' 2\lambda_{jk}(t') \lambda_{jk}^*(t) e^{i\hat{\Delta}_{kd}(t-t')} \right\}, \quad j \neq k \in \{a, b, c\}.
\] (G17)

Lastly, there will also be an effective three body interaction of the form $\hat{\chi}^{(2)}_{abc}(t)$ as
\[
\hat{\chi}^{(2)}_{abc}(t) = -\text{Im} \left\{ \int dt' 2\lambda_{ba}(t') \lambda_{ca}^*(t) e^{i\hat{\Delta}_{ad}(t-t')} \left[ 1 - e^{-i\alpha_a(t-t')} \right] \right\} - \text{Im} \left\{ \int dt' 2\lambda_{ab}(t') \lambda_{ca}^*(t) e^{i\hat{\Delta}_{ad}(t-t')} \left[ 1 - e^{-i\alpha_b(t-t')} \right] \right\} - \text{Im} \left\{ \int dt' 2\lambda_{ab}(t') \lambda_{ca}^*(t) e^{i\hat{\Delta}_{ad}(t-t')} \left[ 1 - e^{-i\alpha_c(t-t')} \right] \right\}.
\] (G18)

To summarize, starting from the approximate ab-initio Hamiltonian in Eqs. (F2) and (F4), which account for additional single-excitation contributions compared to the Kerr model, and using SWPT, we have characterized effective interaction forms in Eqs. (G3) and (G5). The result of this appendix is used for comparison with the Kerr and the JC effective gate parameters in Fig. 3 of the main text.
which is represented over the system eigenbasis 
Hamiltonian as

Moreover, we consider a pairwise interaction principle be any arbitrary states in a multilevel quantum system. 
where for simplicity we have defined \( \Delta \) shown in Fig. 18 reads

The system Hamiltonian for the three-level system 
We consider a three-level toy model and study quantum processes for leakage. The discussion here is based on the Magnus expansion [73–75] up to the 2nd order.

The interaction-frame Hamiltonian  \( \hat{H}_{\text{int}}(t) \) reads

which is represented over the system eigenbasis \( \{|g\rangle, |e\rangle, |f\rangle) \). Quantum states \( |g\rangle, |e\rangle \) and \( |f\rangle \) can in principle be any arbitrary states in a multilevel quantum system. Moreover, we consider a pairwise interaction Hamiltonian as

where \( \lambda_{jk}(t) \) ( \( j \neq k \) ) is the generic time-dependent coupling between states \( |j\rangle \) and \( |k\rangle \). Here, we define leakage as the probability of ending up in state \( |f\rangle \) at the end of the pulse, i.e. \( t = \tau \), as

for \( j = g, e \).

The interaction-frame Hamiltonian  \( \hat{H}_{\text{int}}(t) \equiv e^{i\hat{H}_{\text{int}}t} e^{-i\hat{H}_{\text{int}}t} \) is found as

where for simplicity we have defined \( \Delta_{le} = \Delta_{ge} - \Delta_{eg} \).

The time-evolution operator in the interaction frame reads

where \( T \) is the time-ordering operator. In the Magnus method, we solve for the generator of \( \hat{U}_{I}(t, 0) \) perturbatively as

where \( \hat{K}_{n}(t, 0) \) is the \( n \)th order solution for the generator. Up to the 2nd order we find [75]

Using Eqs. (H5a)–(H5c), we calculate the transition probabilities. For instance, the probability amplitude for \( |g\rangle \rightarrow |f\rangle \) at \( t = \tau \) reads

which is a sum over all possible paths connecting states \( |g\rangle \) and \( |f\rangle \) either as a result of a direct interaction (first order) or through intermediate states (second order and higher). Other transitions have the same generic form.

According to Eq. (H6), leakage occurs when the pulse spectrum has a non-negligible overlap with system transition frequencies. For instance, the first order term in Eq. (H6) can be expressed in frequency domain as

In Sec. IV of the main text, we employ this fact to explain leakage to specific high-excitation qubit states in the parameter space of the RIP gate.

Appendix I: Leakage error

Here we show that the average error of an arbitrary quantum operation has an approximate lower bounded set by the corresponding average leakage probability [74]. Our assumption is that the physical evolution occurs in
an extended D-dimensional Hilbert space, while the intended operation is defined over a d-dimensional subspace.

We employ projection operators $\hat{P}$ and $\hat{Q}$, onto the computational and leakage subspaces respectively, that satisfy

$$\hat{P}^2 = \hat{P}, \quad \hat{Q}^2 = \hat{Q}, \quad \hat{P} + \hat{Q} = \hat{I}, \quad \hat{P}\hat{Q} = \hat{Q}\hat{P} = 0.$$  \hspace{1cm} (I1)

We then rewrite the overall time-evolution as

$$\hat{U} = (\hat{P} + \hat{Q})\hat{U}(\hat{P} + \hat{Q}) = \hat{P}\hat{U}\hat{P} + \hat{P}\hat{U}\hat{Q} + \hat{Q}\hat{U}\hat{P} + \hat{Q}\hat{U}\hat{Q},$$  \hspace{1cm} (I2)

where the first term provides the intended reduced operation (not necessarily unitary) in the computational subspace as

$$\hat{U}_r = \hat{P}\hat{U}\hat{P}. \hspace{1cm} (I3)$$

We assume the system starts in the computational subspace with initial state $|\Psi_i\rangle$ and the final state is obtained as $|\Psi_f\rangle \equiv \hat{U}|\Psi_i\rangle$. The corresponding leakage probability reads

$$p_{L,\Psi_i} \equiv \langle \Psi_f|\hat{Q}^\dagger\hat{Q}|\Psi_f\rangle = \langle \Psi_s|\hat{U}^\dagger\hat{Q}\hat{U}|\Psi_s\rangle. \hspace{1cm} (I4)$$

Accordingly, we can define an average leakage probability by tracing over all possible initial states in the computational subspace as

$$\bar{p}_L \equiv \frac{1}{d} \text{Tr} \left( \hat{P}\hat{U}^\dagger\hat{Q}\hat{U}\hat{P} \right). \hspace{1cm} (I5)$$

In Eq. (I5), the trace is defined over the extended Hilbert space, explaining the need for additional $\hat{P}$ projections.

Average gate fidelity between the reduced operation $\hat{U}_r$ and the ideal (intended) gate operation $\hat{U}_i$ can be obtained as

$$\bar{F}(\hat{U}_r, \hat{U}_i) \equiv \frac{\text{Tr} \left( \hat{U}_r^\dagger\hat{U}_i \right)}{d} + \frac{\text{Tr} \left( \hat{U}_i^\dagger\hat{U}_i \right)}{d} \hspace{1cm} (I6)$$

Comparing Eq. (I7) with the average leakage probability (I5) and using $\text{Tr}(\hat{P}) = d$ we find

$$\text{Tr} \left( \hat{U}_r\hat{U}_i^\dagger \right) = d(1 - \bar{p}_L). \hspace{1cm} (I8)$$

Equation (I8) shows that the amount by which the reduced operation is non-unitary is proportional to the average leakage probability.

Knowledge of the average leakage probability is not sufficient for finding an estimate for the second term in Eq. (I6). This is dependent on the underlying noise model that sets the relation between $\hat{U}_r$ and $\hat{U}_i$ (see Ref. [27] for a detailed analysis). If we assume that $\hat{U}_r \propto \hat{U}_i$, based on Eq. (I8) and the fact that $\hat{U}_i$ is unitary, we can deduce

$$\hat{U}_r \approx \sqrt{1 - \bar{p}_L}\hat{U}_i. \hspace{1cm} (I9)$$

Replacing Eq. (I9) in the second term of Eq. (I6) we find

$$\left|\text{Tr} \left( \hat{U}_i^\dagger\hat{U}_i \right)\right|^2 \approx d^2(1 - \bar{p}_L). \hspace{1cm} (I10)$$

Substituting Eqs. (I8) and (I10) into Eq. (I6) yields

$$\bar{F}(\hat{U}_r, \hat{U}_i) \approx \frac{1}{d(d+1)} \left[d(1 - \bar{p}_L) + d^2(1 - \bar{p}_L)\right] \hspace{1cm} (I11)$$

In summary, the average leakage probability sets an approximate lower bound for the corresponding average error $\bar{E}(\hat{U}_r, \hat{U}_i) \equiv 1 - \bar{F}(\hat{U}_r, \hat{U}_i)$ as

$$\bar{E}(\hat{U}_r, \hat{U}_i) \gtrsim \bar{p}_L. \hspace{1cm} (I12)$$

In the case of a two-qubit gate operation with $d = 4$ and target error given by $\bar{E}(\hat{U}_r, \hat{U}_i) \leq 10^{-4}$, the average leakage probability must be kept below $\bar{p}_L \lesssim 10^{-4}$ as well.

Appendix J: Numerical methods

Numerical simulations for leakage in Sec. IV were performed using the Schrödinger equation solver of the QuTiP package [93], called `solve`, plus standard Python scientific computing dependencies such as `numpy`, `scipy`, and `pandas`. Simulations were run in parallel over multiple servers: 3 servers with 48 cores and 196 GB of RAM, 1 server with 56 cores and 248 GB of RAM, plus a controlling server with 4 cores and 8 GB of RAM. These servers were running Red Hat Enterprise Linux 7 and IBM Spectrum LSF for job queuing. Simulations were managed using `dask` and `dask_jobqueue` to submit jobs to LSF. QuTiP, `dask_jobqueue`, and their dependencies were managed using `conda` and the packages provided by `conda-forge`. The servers were provisioned on the IBM Cloud by the IBM Research Hybrid Cloud service.
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