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Abstract

Many video understanding tasks work in the offline setting by assuming that the input video is given from the start to the end. However, many real-world problems require the online setting, making a decision immediately using only the current and the past frames of videos such as in autonomous driving and surveillance systems. In this paper, we present a novel solution for online action detection by using a simple yet effective RNN-based networks called the Future Anticipation and Temporally Smoothing network (FATSnet). The proposed network consists of a module for anticipating the future that can be trained in an unsupervised manner with the cycle-consistency loss, and another component for aggregating the past and the future for temporally smooth frame-by-frame predictions. We also propose a solution to relieve the performance loss when running RNN-based models on very long sequences. Evaluations on TVSeries, THUMOS’14, and BBDB show that our method achieve the state-of-the-art performances compared to the previous works on online action detection.
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1. Introduction

Success of deep neural networks (DNN) has made a profound impact on computer vision, totally changing the paradigm of how we process and understand images. This trend has also been adopted in video understanding and most video understanding tasks now employ deep learning, achieving state-of-the-art performances.

Among many tasks in video understanding, action recognition has received the most attention until now. The goal of action recognition is to classify a trimmed video sequence into one of the predefined action classes. Many deep
architectures have been introduced for action recognition [1, 2, 3], providing the essential building blocks for learning the representation of videos.

Another video understanding task that has received considerable attention is action localization (or offline action detection). In action localization, the task is to classify the action class with temporal boundaries given untrimmed video sequences. Many deep learning algorithms for action localization have been introduced in different settings including supervised [4, 5, 6] and weakly-supervised [7, 8].

While action recognition and localization are very important tasks for video understanding, it is difficult to apply the solutions to those problems to build online computer vision systems that solve real-time video related problems in practice. Both problems fall into the offline setting, meaning that the whole video sequence needs to be given from the start to the end as the input. With offline approaches, actions can be only detected after the fact. However, many real-world problems have to deal with online streaming video settings where the decision has to be made as an action happens, using only the current and the past frames, not looking at the whole video. Some examples include computer vision systems for autonomous driving, surveillance systems, and recognition of streaming videos such as sports and movies.

To this end, online action detection task was introduced in [9] with the goal of detecting actions and events online. In the online setting, the actions need to be detected and recognized based on only the current and the past frames (Fig. 1). One could argue that the online detection problem is more challenging and resembles the human vision system better, compared to the offline settings. People can recognize actions without observing the whole sequence from the start to the end, based on the minimum observation and from the past experiences.

Another similar work to online action detection problem is early action detection [10, 11]. In early action detection, the goal is to recognize an action as early as possible after looking at only a part of the video sequence. For this specific problem, the action class is given as a prior and the system only has
to detect the action as early as possible, after it starts but before it ends. While the works in [10, 11] were under simplified settings (e.g., one action instance per video), [12, 13] defined a new task named online detection of action start (ODAS). They extended the early action detection problem to detecting on realistic videos that are unconstrained and contain complex backgrounds of large variety.

In this paper, we propose a simple yet effective RNN-based networks, Future Anticipation and Temporally Smoothing network (FATSSnet), for the online action detection task. A module for anticipating the future that can be trained in an unsupervised manner with a novel loss function is combined with an aggregation module for the online detection of actions. We also define a new temporal smoothing method that fits better with the online settings, as well as a technique to run RNN-based models on very long sequences. Evaluations on TVSeries [9], THUMOS’14 [14], and BBDB [15] show that our method achieve the state-of-the-art performances compared to the previous works on online detection.

In Section 2, we begin by reviewing previous works on online detection and summarizing the novel contributions of our work compared to the previous methods. We explain our algorithm in details in Section 3 followed by experiments in Section 4. We conclude the paper with a discussion in Section 5.

2. Related Work

2.1. Anticipation of the Future Information

Future prediction is an emerging research area in computer vision and machine learning. There have been many attempts to anticipate images of future to visualize dynamics of a scene in the future. There exist the works of video prediction task, that generate the raw future frames, using the pixel distance loss function [16, 17], and the generative adversarial model [18, 19]. Moreover, the predicted video frames are used for boosting the performance of the other video understanding tasks. In [20, 21], the methods generate the future dynamic images using the current information to boost the performance of action recognition and action anticipation. The work of [22] generates the future frames with the encoder-decoder network for predicting the pedestrian’s future action.

Another line of research is generating high-level representation of future frames for video understanding tasks. In [24], their semantic segmentation model directly predicts the future segmentation and shows better performance than predicting and then segmenting future RGB frames. The work of [24] proposes to learn visual representation of future by training unlabeled videos, and successfully predicts future action of few seconds later. In [23, 26], the method predicts incomplete action sequences by strengthening their features with GANs, which generates the features of unobserved videos. Our work also stands on the representation level which can be efficiently applicable to online action detection. Aside from exploiting the feature distance [24] or adversarial methods [23, 26], our proposed network uses cycle-consistency to get state-of-the-art performance.
2.2. Online Action Detection

First defined in [9], online action detection assumes that the whole length of videos is not observable at the test time, and the input to the system is streams of videos frame-by-frame. Work on online action detection is just scratching the surface, and only a few works have been introduced. Due to the nature of the problem, most previous works are based on RNN structure rather than using temporal convolutions as in action recognition.

As the first paper to present the problem, [9] also introduced a dataset for online action detection called the TVSeries dataset. The paper also provided several baseline methods based on CNN, LSTM, and SVM. The work was extended in [27] by proposing a two-stream feedback network – one stream for the interpretation of inputs and the other stream for modeling the temporal relation of actions. The split streams successfully reduced the workload on classifying actions, increasing the performance of the online action detection task.

In [28], authors tackle the action anticipation problem, a task of detecting an action before it happens. In their work, online action detection was handled as a special case of action anticipation. They proposed Reinforced Encoder-Decoder (RED) network, which has a reinforcement module for the sequence-level supervision. The reinforcement module rewards the system when it makes correct predictions as early as possible.

Temporal Recurrent Network (TRN) that achieves the state-of-the-art performance in online action detection was recently introduced in [29]. In TRN, online action detection and anticipation of the immediate future are performed simultaneously by accumulating the historical evidences and the predicted future information.

Inspired by TRN, we also approach the online action detection problem through finding an efficient way to anticipate the future and combine it with the past information. We were able to achieve the state-of-the-art performances on several online action detection benchmark datasets with a simpler RNN-based architecture with the following contributions:

- For anticipating futures, we apply the cycle-consistency loss in an unsupervised way rather than using the supervision from the ground truth future labels. The underlying intuition of our loss is that good future predictions should also propagate well back to the current state (Section 3.2).

- As actions in nearby frames should be temporally consistent, we propose a method to constrain the action predictions to be temporally smooth when aggregating the past and the future information in the online setting (Section 3.3).

- When running RNN-based models, problems occur when the sequence length of videos during the inference time is much longer than that of the training. We propose a novel solution to this overlooked problem to further enhance the detection accuracy (Section 3.4).
3. Approach

The problem of online action detection is defined as estimating the action class probabilities of each frame in videos under the online setting. By the property of the online setting, only past video frames \( V = \{ I_0, I_1, \cdots, I_t \} \) are observable at timestamp \( t \), and further frames \( \{ I_{t+1}, I_{t+2}, \cdots \} \) are not observable. Given \( V \), our task is to predict the probabilities \( p_t = \{ p_{t_i} \}_{i=0}^{K} \) of \( K+1 \) action classes, including the background class, continuously with increasing \( t \).

3.1. Algorithm Overview

As shown in Fig. 2, our framework goes through three stages – feature encoding, future anticipation, and inference by combining the past and the future information – to solve the online video detection problem. Network components include the feature extractor, the anticipation module, and the past-future aggregation (PFA) module.

In the first encoding stage, the feature extractor computes the compact representation \( x_t \) of the input frame \( I_t \in \mathbb{R}^{H \times W} \). In our work, we use the two-stream network in [30] pretrained on ActivityNet [31] for the feature extractor that generates 1-D feature vector \( x_t \). The size of the vector is 3072. The stream of 1-D vectors \( x = \{ x_0, x_1, \cdots, x_t \} \) is processed by the rest of our networks.

In the anticipation stage, we use the anticipation module to generate features of the future \( \{ \bar{x}_{t+1}, \bar{x}_{t+2}, \cdots, \bar{x}_{t+l_g} \} \). Anticipation module is an RNN-based network, which encodes the input features to its hidden state and generates the anticipated feature of the next frame.

The last stage is the inference stage that outputs the action prediction at the current frame using the PFA module. PFA module is another RNN-based network, which keeps encoding both inputs (past) and generated features (future) to its hidden state. PFA module also contains a classifier with fully-connected

\footnote{Note that we also use Kinetics pretrained network with the vector size of 2048 in the experiments.}
layers, which produces the probabilities of action classes after its last feature encoding.

As one can see, we use a very simple architecture that employs a feature extractor and two RNNs. While our framework shares the same strategy of combining the current and the future information through an anticipation method as in TRN [29], the implementation of the strategy is quite different. In TRN, anticipated features at every future time step are average-pooled together and transformed via a FC layer to generate the final future representation. This is then combined with the current features to construct the input for the RNN that makes the prediction. In contrast, we assume that the features from the anticipation module (e.g. $\bar{x}_{t+1}$) can replace the original input features (e.g. $x_{t+1}$) and employ a simple 2-layer RNN system. Even with our simple structure, we achieve the state-of-the-art performances by using several concepts that are explained in the following subsections.

3.2. Anticipating Features with Cycle-consistency

Different from the offline setting, we cannot use the information from the future frames in the online setting. This lack of temporal information causes the performance gap between offline action detection and online action detection. Filling in the future information on its own, i.e. future anticipation, is one of the solutions that can close this gap.

One way to train the anticipation task is through supervision by exploiting future frame information (e.g. class labels in the future) as ground-truth since it is provided in the training set. This strategy was used in TRN [29]. In TRN, the anticipation module was trained by the cross-entropy loss using the ground truth class labels in the future frames.

In this work, we take a different direction for solving the anticipation problem and adopt unsupervised learning. Recently, cycle-consistency has shown great success in the image-to-image translation problem [32] and has been adopted in many following works. In a way, the feature anticipation task in videos is similar to the image-to-image translation as we target at translating past frames to future frames on the feature level. Therefore, we exploit cycle-consistency in our work to train the anticipation module in an unsupervised manner.
For the past set \( X \) and the future set \( Y \), our goal is to learn an anticipation function \( G : X \rightarrow Y \). To constrain the training of \( G \), we also set a past generation function \( F : Y \rightarrow X \) and enforce \( F(G(X)) \approx X \). With this constraint, we do not need ground truth labels of the future frames to train the anticipation module, allowing our work to generalize better with less overfitting.

As for the details of our training method, we adopt two GRU cells as the forward and the backward feature encoders, and one fully-connected layer as the shared feature decoder. We call them as fGRU, bGRU, and dec, respectively. The forward pass generates the feature of the next frame and the backward pass generates the feature of the previous frame. In the test time, bGRU is discarded, and fGRU and dec are used as the anticipation module.

In the first training phase (Fig. 3a), fGRU encodes from 0 to \( t \)-th frame features starting with all-zero hidden state \( h_0 \):

\[
 h_{t+1} = \text{fGRU}(x[0 : t], h_0). \tag{1}
\]

Then, dec generates the future frame feature \( \bar{x}_{t+1} \) and fGRU continues the encoding with the generated \( \bar{x}_{t+1} \):

\[
 \bar{x}_{t+1} = \text{dec}(h_{t+1}), \tag{2}
\]

\[
 h_{t+2} = \text{fGRU}(\bar{x}_{t+1}, h_{t+1}). \tag{3}
\]

This process is repeated for \( l_g \) times, and we gain \( \bar{x} = \{\bar{x}_{t+1}, \bar{x}_{t+2}, \ldots, \bar{x}_{t+l_g}\} \).

For the backward pass, bGRU takes \( \bar{x} \) as input, and dec generates features \( x' = \{x'_0, x'_1, \ldots, x'_t\} \). We calculate the cycle consistency as the L2 loss between the input \( x \) and the generated feature \( x' \),

\[
 L_{cc} = \sum_{i=0}^{t} (x'_i - x_i)^2. \tag{4}
\]

In the first training phase, training bGRU can be difficult as bGRU can only observe the generated features as the input. To avoid this issue, we invert all the inputs and the network flows in the second training phase to enable training bGRU with real features, not just the generated features. This is shown in Fig. 3b. bGRU takes \( rx = \{x_t, x_{t-1}, \ldots, x_0\} \) as input, and dec generates \( rx = \{\bar{x}_{t-1}, \bar{x}_{t-2}, \ldots, \bar{x}_{t-l_g}\} \). Then, forward encoder takes \( rx \), generates \( rx' \) again, and calculate the L2 Loss between \( rx \) and \( rx' \).

### 3.3. Past and Future Aggregation with Temporally Smooth Prediction

The last phase of the training is to train the past-future aggregation (PFA) module (Fig. 4). The input to PFA module is the past input features and the generated future features. After processing the input through several layers (GRU-FC-ReLU-FC), \( K+1 \) action probabilities \( p_c = \{p_c^k\}_{k=0}^{K} \) are computed.

To further improve the classification performance of the PFA module, we additionally propose a novel method to enforce the temporal smoothness in between the predictions of nearby frames. It is reasonable to assume that action...
we can only access past frames in the online setting. Using the past information, we propose a temporally coherent structure of RNN to compute the final classification probabilities at frame \( t \) (\( \mathbf{p}_t \)) by considering the current prediction (\( \mathbf{p}_c \)) as well as the prediction in the previous frame (\( \mathbf{p}_{t-1} \)).

We add two fully-connected layers \( f \) and \( g \) on the input feature \( \mathbf{x}_i \) to generate one-dimensional vector \( \mathbf{w} \) of size 2:

\[
\mathbf{w} = \text{softmax}(g(\text{ReLU}(f(\mathbf{x}_i)))).
\]  

\( \mathbf{w} \) balances the weight between the current probabilities \( \mathbf{p}_c \) and the previous probabilities \( \mathbf{p}_{t-1} \). The final probability at frame \( t \) (\( \mathbf{p}_t \)) can be computed as follows:

\[
\mathbf{p}_t = \mathbf{w} \times \begin{bmatrix} \mathbf{p}_c \\ \mathbf{p}_{t-1} \end{bmatrix}.
\]  

We optimize PFA with the cross-entropy loss using the ground-truth label \( \mathbf{y}_t = \{y_i^t\}_{i=0}^K \):

\[
L_{PFA} = -\sum_{i=0}^K \frac{1}{K+1} [y_i^t \cdot \log p_i^t + (1 - y_i^t) \cdot \log(1 - p_i^t)].
\]  

Alg. 1 details the training procedure for our whole network.

### 3.4. Multiple Inference during Test Time

When continuously detecting actions on a long streamed video during the test time, it is important to accumulate the past information properly as the
Algorithm 1 Training procedure

1: Initialize the parameters of the network
2: **while** training not converge **do**
3: \( x \leftarrow \) Obtain a training sequence of length \( l_m \)
4: **for** \( t = 1 : l_m \) **do**
5: \( \bar{x} \leftarrow \) ForwardPass\((x[0 : t], l_g)\)
6: \( x' \leftarrow \) BackwardPass\((\bar{x}, t)\)
7: Calculate \( L_{cc} \) using \((x[0 : t], x')\)
8: Update parameters of fGRU, bGRU, dec
9: \( rx \leftarrow \) BackwardPass\((x[t : 0], l_g)\)
10: \( rx' \leftarrow \) ForwardPass\((\bar{x}, t)\)
11: Calculate \( L_{cc} \) using \((x[t : 0], rx')\)
12: Update parameters of fGRU, bGRU, dec
13: \( feature \leftarrow \) Merge \( x \) and \( \bar{x} \)
14: \( p_t \leftarrow \) PFA\((feature)\)
15: Compute \( L_{PFA} \) by \( p_t \)
16: Update classifier
17: **end for**
18: **end while**

performance of RNN-based models is severely affected by the error accumulation. Usually, a long sequence is processed by either simply accumulating the whole sequence or splitting the sequence into non-overlapping subsequences. However, the first approach experiences serious performance loss due to the error accumulation. In addition, saving a long-term past may be inefficient in our task as the duration of an action is usually not too long. The second approach may be reasonable in our task as our model works well when the length of the subsequences is the same as the one used for the training. In this case, however, temporal information near the boundary of subsequences is lost, resulting in a performance loss.

To tackle this issue, we propose a simple yet effective approach that can be applied to any RNN-based models. As shown in Fig. 4, we run \( n \) independent inferences using the trained model, each with independent hidden states. Each inference starts with the interval of \( \frac{l}{m} \), and is reset after the training length \( l_m \). \( n \) inferences are averaged to generate the final output.

Our method can relieve the two aforementioned negative issues on RNN-based models: 1) By resetting the hidden state, the model can process proper length of inputs, i.e., the length of the trained inputs. 2) By exploiting \( n \) hidden states with different frame interval, the final prediction for the frame classification takes advantage of the multi-scale temporal information.
4. Experiments

4.1. Datasets

TVSeries dataset was introduced in [9] while defining the online action detection task. It consist of 27 episodes of 6 popular TV series with temporal annotations at the frame-level for 30 action classes. The total length of videos spans over 16 hours and it has a total of 6,231 action instances.

THUMOS'14 can be applied for various video understanding tasks including temporal action localization [14]. Among 101 action classes included in the dataset, 20 action classes are available for the temporal action localization task. The temporal annotations are available on the validation set (200 untrimmed videos) and the test set (213 untrimmed videos), with 6k action instances. We used the validation set for the training, and the test set for the evaluation.

BBDB is a baseball specific dataset presented in [15] and it can be also used for various video understanding tasks including temporal localization. It contains 1,172 full baseball game videos with a total of 4,254 hours of untrimmed video. It also contains over 400k temporal annotations over 30 baseball activities. We used its localization setup and applied it to the per-frame online action detection task.

4.2. Experimental Settings

Evaluation Metrics. We follow the evaluation metrics of each dataset from the existing works. We use per-frame mean average precision (mAP) on THUMOS’14 and BBDB. On TVSeries, we use per-frame calibrated average precision (cAP) as proposed in [9]. cAP can relieve the imbalance of the positive and the negative samples by calculating the calibrated precision as

\[ cPrec = \frac{TP}{TP + \frac{FP}{w}}, \]

where \( w \) is the ratio between the negative frames and the positive frames. cAP can be calculated as the same way as mAP using cPrec, \( cAP = \frac{\sum_k cPrec(k) \times I(k)}{P} \), where \( P \) is the total number of positive frames, and \( I(k) \) is equal to 1 if frame \( k \) is a true positive and equal to 0 otherwise.

Implementation Details. For the evaluations on TVSeries and THUMOS’14, we test two versions of our work with different feature extractors. On one version (FATSnet-ActivityNet), we used the two-stream model in [30] that is trained on ActivityNet [31]. The features from this model were also used in other previous works. On the other version (FATSnet-Kinetics), two-stream TSN [33] trained on Kinetics [34] was used for the feature extractor. Since Kinetics is one of the largest datasets for video understanding tasks, there exists a trend of exploiting this rich information in other video understanding studies. As the input feature of our main network, we used the output of the last flatten layer of each model. For frame sampling, we set a video of 0.25 seconds as a chunk, and the overall process flows by the chunk level.
Table 1: Quantitative results on benchmark datasets. All numbers on the tables are as reported in other papers except for the results on BBDB.

On BBDB, we trained RGB-stream TSN [33] with ResNet-50 [35] backbone network on the action recognition settings of BBDB, and used it as the feature extractor. We extract the video frames at 6 frames per second, and take the output of the last flatten layer as the input feature for our main network.

For optimization, we used Adam [36] optimizer with the learning rate of 0.00005, and the batch size of 32. We set the maximum length of the input sequence $l_m$ as 32, and the default inference steps at test time as 4.

### 4.3. Quantitative results

Quantitative results on benchmark datasets are shown in Table 1. On THUMOS’14, both versions of our method outperform all previous work by a good margin. When using the pretrained features on Kinetics (FATSnet-Kinetics), the performance skyrockets to mAP of 59%, an increase of nearly 12% over the current state-of-the-art measure from TRN that uses two-stream features. On TVSeries dataset, FATSnet-Kinetics outperforms TRN by about 1% and FATSnet-ActivityNet shows 2% less accuracy compared to TRN.

Note that the differences between the two datasets are the density of action instances and the diversity of scenes. THUMOS’14 includes high density of action instances, while TVSeries contains data with low density of action instances and large diversity of scenes. We have shown that our proposed method can deal with both cases very well in general and can also benefit from better input features.
4.4. Qualitative results

As a qualitative result, we first present a visualization of confidence scores by frames on THUMOS’14 (Fig. 5a) and TVSeries (Fig. 5b). FATSnet generally makes accurate prediction on each frame, and shows decent boundaries of action instances.

Fig. 5c shows the results of Ball and Strike class on BBDB. Note that discriminating Ball and Strike class is very challenging; the only difference is the position where the ball is caught. FATSnet predicts the sequence as Ball first, and changes its decision as Strike after it observe the position of the ball.

4.5. Ablation Study

4.5.1. Effectiveness of Each Component

We first examine the results by changing the combinations of the modules proposed in our work.

As can be seen in Table 2, each proposed contribution shows notable increase in the performance regardless of datasets. We also test the influence of changing

On BBDB, we only compared with a few methods as not many algorithms have been tested on BBDB. We used the same input setting (RGB-stream feature) on each method. Overall accuracy numbers are much lower on BBDB compared to other datasets, due to similarities between actions in baseball. On BBDB, our method performs slightly better the TRN.

Our model’s inference speed is 9.9 fps which is faster than the sampling speed of input videos (4 fps on THUMOS and TVSeries, and 6 fps on BBDB), which means that our model is practical enough to be used in real-time.
| Dataset | Pre-trained Feature | Approach     | mAP  |
|---------|---------------------|--------------|------|
| THUMOS’14 | ActivityNet         | ATCP         | 48.6 |
|         |                     | ATCP+SP      | 49.6 |
|         |                     | ATCP+SP+MI   | 51.6 |
|         | Kinetics            | ATCP         | 54.8 |
|         |                     | ATCP+SP      | 56.8 |
|         |                     | ATCP+SP+MI   | 59.0 |
| TVSeries | ActivityNet         | ATCP         | 79.6 |
|         |                     | ATCP+SP      | 80.9 |
|         |                     | ATCP+SP+MI   | 81.7 |
|         | Kinetics            | ATCP         | 82.2 |
|         |                     | ATCP+SP      | 83.4 |
|         |                     | ATCP+SP+MI   | 84.6 |
| BBDB    | RGB                 | ATCP         | 24.5 |
|         |                     | ATCP+SP      | 25.7 |
|         |                     | ATCP+SP+MI   | 29.0 |

Table 2: mAPs by changing datasets and the combinations of the modules. Our approach consists of feature anticipation (ATCP), smooth prediction (SP), and multiple inference at test time (MI).

| Approach    | $l_g$ | 0  | 4  | 8  | 12 | 16 |
|-------------|------|----|----|----|----|----|
| ATCP        | 47.4 | 47.7 | 48.0 | **48.6** | 48.1 |
| ATCP + SP   | 47.8 | 48.7 | **49.6** | 49.6 | 48.6 |
| ATCP + SP + MI | 49.6 | 51.2 | **51.6** | 50.3 | 49.4 |

Table 3: mAPs on THUMOS’14 with different combinations of steps $l_g$ in our framework. When $l_g$ is 0, future anticipation process is occluded, and predicts with past frames only.

$l_g$ (Table 3), which is the length of the future generation. The performance goes up as $l_g$ is increased, and the maximum value is reached at $l_g = 8$ or $l_g = 12$.

We also show a visualization of confidence scores by frames on LongJump sequence in THUMOS’14 (Fig. 6). The highlighted box in Fig. 6 is a great example for an explanation. The confidence scores without the temporal smoothing and the multiple inference fluctuate in most parts of the data. With the temporal smoothing, we can observe the drop in fluctuations and overall smooth scores. At this point, it is also observed that the confidence score significantly drops by the reset of the hidden states. Our final model that also includes the multiple inference reduces all the issues and shows decent boundaries of action instances.
4.5.2. Effectiveness of Cycle-consistency

One of the key contributions of our work is the use of the unsupervised cycle-consistency loss for the anticipation. To show the effectiveness of the cycle-consistency, we compare our method with the class label supervision of the future frames used in [29]. To this end, we modified our method for the class supervision. Specifically, we added a fully-connected layer which outputs class-level predictions after the anticipation module. We used a cross-entropy loss with the ground-truth class labels of each frame for training. As a result, the performance of the class supervision was mAP of 47.2%, which is lower than our method with cycle-consistency (48.6%). The mix model of class supervision and cycle-consistency shows the performance of 47.2%, which does not show the performance gain over the cycle-consistency model. Besides the class supervision, we also modified our method for the feature-level supervision. All settings were the same as the class supervision, except using L2 loss with the ground-truth feature for the training. The performance of the feature-level supervision was mAP of 48.2%, which is still lower than our method. We conjecture that the performance gain of our method comes from the flexibility and the expressiveness in predicting future by learning in a feature space instead of using either a label space or fixed ground-truth feature space. As action is composed of temporally varying low-level phases of action such as running, jumping, and arm swing in volleyball spike, learning such information in a feature space using our cycle-consistency is beneficial compared to class label supervision. Also, our cycle-consistency can train flexible features of undecided future, while hard-supervision can suffer from inaccurate predictions due to the difference between the train and the test sets.

4.5.3. Comparison for Temporal Smoothing

To show the effectiveness of our temporal smoothing, we compare our method with the NMS method. Although the NMS is basically not applicable to our online setting, it is enough to compare the performance of temporal smoothness. As a baseline, we use our feature anticipation network when $l_g = 12$. We compare two NMS methods with different windows; One is using a 5-frame
Smoothing Method | mAP | Steps | mAP
---|---|---|---
ATCP | 48.6 | 1 | 49.6
ATCP + NMS (5-frame window) | 49.8 | 2 | 51.2
ATCP + NMS (past 3 frames) | 48.3 | 4 | 51.6
ATCP + SP (Uniform weights) | 48.5 | 8 | 51.7
ATCP + SP (Ours) | 49.6 | 16 | 51.7

Table 4: (left) mAPs on different temporal smoothing methods when $l_g = 12$. (right) mAPs on different steps of multiple inference when $l_g = 8$ on ATCP + SP model.

Figure 7: The example how the weights learned on temporal smoothing module. The first row is the result of ATCP, and the the second row is the past-related learned weights of PFA module. The last row is the result of ATCP+SP, which aggregates the learned weights to ATCP.

window ranging from $i - 2$ to $i + 2$-th frames, and the other is using only past information that includes $i - 2$ to $i$-th frames. As shown in Table 4, the NMS with 5-frame window shows the best performance boost (+1.2%) by exploiting future information. However, the performance of the NMS without future information is worse (-0.3%). As another baseline, we fixed the weights of PFA module as uniform values (0.5,0.5). It shows similar performance to that of the NMS without future information (-0.1%). To show what is learned on PFA module, we selected an example case in Fig. 7. Mostly, PFA outputs high weight for the current frame, but it also outputs high weight for past frames on the predicted action boundaries. This leads to higher confidence score on action boundaries, and boosts the performance. Our proposed smooth prediction (SP) shows performance gain (+1.0%) using only past frames, which is competitive to the NMS with 5-frame window.

4.5.4. Influence of Multiple Inference

We verify the influence of multiple inference by running experiments by changing the number of inferences, which is shown in Table 4. As the number of inferences increases, the performance also goes up. Considering the trade-off between the performance and the computation, we chose the 4-step inference as our default hyperparameter in all the experiments.
5. Conclusion

We have introduced a novel RNN-based network, Future Anticipation and Temporally Smoothing network (FATSnet), for the online action detection task. FATSnet generates the future information before making a decision, and the anticipation is trained by an unsupervised method with a novel cycle-consistency loss function. In addition, FATSnet contains the novel temporal smoothing architecture that can be applied in the online setting. Lastly, FATSnet can minimize the performance loss when an input sequence with excessive length passes through RNN-based models. We believe our future generation method can give a new intuition to other online action detection works. Besides the online action detection task, we believe our approach can serve as a basis for future works on online streaming video understanding tasks, especially on how to handle RNN-based models.

One limitation of our work is that the trained features by cycle-consistency loss are completely black-boxed and it is difficult to provide further interpretation. Due to the architectural restriction, the learned features cannot be restored as RGB or other visible formats. In the future work, we plan to design a visible yet efficient model where learned features can be easily restored to visible formats, and show the inspiring study for generating future frames with the cycle-consistency.
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