The Adiabatic Wigner–Weisskopf Model

Alain Joye · Marco Merkli

Received: 28 October 2022 / Accepted: 8 May 2023 / Published online: 26 May 2023
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract
We consider a slowly varying time dependent $d$-level atom interacting with a photon field. Restricted to the single excitation atom-field sector, the model is a time-dependent generalization of the Wigner–Weisskopf model describing spontaneous emission of an atomic excitation into the radiation field. We analyze the dynamics of the atom and of the radiation field in the adiabatic and small coupling approximations, in various regimes. In particular, starting with an excited atomic state, we provide a description of both the radiative decay of the atom and of the buildup of the photon excitation in the field.
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1 Introduction
This paper is concerned with the dynamics of an open ‘system-bath’ model. The system is a $d$-level ‘atom’, placed in a ‘bath’, or radiation field, which is modeled by a free Bose field. The system Hamiltonian, $H_a(t)$, depends slowly (adiabatically) on time. Generally, rigorously deriving the effective reduced dynamics of an open quantum system is a primary task in quantum theory. Even in the easier case when $H_a$ does not depend on time, a treatment is not simple. In the literature, often the ‘bath’ (radiation field) is considered in a state of thermal equilibrium and one asks whether the coupled system-bath complex converges to the joint, interacting equilibrium in the limit of large times—a phenomenon called ‘return to equilibrium’. This effect happens when atomic and field modes are exchanging energy, generating transitions between the system levels leading to the thermal distribution of the original system energies, to lowest order in the system–bath interaction. A different line of
inquiry, towards which we aim to contribute here, considers the process of emission of an excitation. In this setting, the interaction between the atom and the field enables transitions between the excited atomic states and its ground state only, not between excited states directly. As a result, the atom is driven, generically, towards its ground state, losing the excitation to the field. It describes the spontaneous emission of an excitation.

The Wigner–Weisskopf model introduced in [1] provides a simple description of the exponential in time de-excitation of an atom coupled to a field of photons. It considers a single-excitation process between the levels of the atom and one photon only. The interaction term in the Hamiltonian is a rank two coupling operator, a structure which allows for a mathematically rigorous analysis of the dynamics. Our version of this model includes a possible time dependence (an additional external influence) of the atomic Hamiltonian. We study this generalized Wigner–Weisskopf atom in the adiabatic and small coupling asymptotic regime. Our main results are a detailed expansion of the dynamics of the initially excited atom (the population of each level), as well as the buildup of the excitation in the field in various asymptotic regimes.

From the point of view of adiabatic quantum control, the problem at hand addresses the following situation. Given a smooth time dependent $d$-level Hamiltonian with simple eigenvalues, an initial eigenstate evolves to a state close to the corresponding instantaneous eigenstate obtained by continuity, provided the time variation of the Hamiltonian is slow enough. This simple version of the adiabatic theorem of quantum mechanics [2–5] allows one to perform quantum engineering on the system provided one has sufficient control on its time dependent Hamiltonian. When the $d$-level system is further subject to interactions with an environment, the adiabatic picture is blurred and a quantification of the effect of the environment becomes of practical interest. This question was addressed in [6] for a two-level system coupled to a Bose field by means of an instantaneous energy conserving interaction, in which the interaction operator commutes with the system two-level Hamiltonian at any moment in time. By contrast, the interaction between the $d$-level atom and the field we consider in this present work is much more generic, as it is not assumed to be energy conserving. Accordingly, the dynamics of the atom in the adiabatic and small coupling regime differs from that found in [6], and it is closer to that expected for a generic energy-exchanging model. Indeed, our results are in keeping with those established in [7] for a similar physical situation addressed within the framework of an effective dynamics generated by a Lindbladian with a time dependent Hamiltonian and a generic dissipator, in the corresponding adiabatic and small amplitude of the dissipator regimes. Correspondingly, the results of [6] are comparable to those obtained for effective dynamics generated by dephasing Lindbladians, in the same asymptotic regimes, see [8, 9]. We mention that an entirely different approach to ours here was developed in [10, 11] to study the adiabatic evolution of open systems in the context of quantum resonance theory. Finally, the dynamics of moving particles interacting with a radiation field in the limit of heavy particles and small coupling leads to effective adiabatic problems which bear some similarities with those addressed here. See for example [12] and, in the context of Born–Oppenheimer approximation, [13].

2 Model and Main Results

We consider an idealized atom having $d$ possibly time-dependent, simple excited energy levels $0 < \alpha_1(t) < \cdots < \alpha_d(t)$ with normalized eigenstates $\phi_j(t)$ and a ground state energy $\alpha_0 = 0$ with a corresponding time-independent, normalized eigenstate $\phi_0$. The atom is in
contact with a radiation field, modeled by photons with momenta $k \in \mathbb{R}^3$ in a state of thermal equilibrium at zero temperature (vacuum). We assume that the atomic energy spectrum has a gap,

$$\inf_{t \geq 0} \min_{j, k; j \neq k} |\alpha_j(t) - \alpha_k(t)| = \Delta_0 > 0.$$  \hfill (2.1)

The interaction allows for excitations to be exchanged between the atom and the field, such that the total number of excitations is conserved. The total (possibly time-dependent) Hamiltonian, acting on the Hilbert space $\mathbb{C}^{d+1} \otimes \mathcal{F}$, where $\mathcal{F}$ is the Fock space over the single-particle space $L^2(\mathbb{R}^3, d^3 k)$ describing the field, is given by

$$H(t) = H_a(t) + H_f + \lambda V(t),$$  \hfill (2.2)

where the free atom and field Hamiltonians are

$$H_a(t) = \sum_{j=1}^{d} \alpha_j(t) |\phi_j(t)\rangle \langle \phi_j(t)|, \quad H_f = \int_{\mathbb{R}^3} \omega(k) a^*(k)a(k)d^3k.$$  \hfill (2.3)

To simplify the notation, we write $H_a(t)$ instead of $H_a(t) \otimes 1$ and $1 \otimes H_f$, and we recall

$$H_a(t)\phi_0 = 0.$$

The quantity $\lambda$ in (2.2) is a (real) interaction constant and

$$V(t) = \sum_{j=1}^{d} v_j(t) |\phi_j(t)\rangle \langle \phi_0| \otimes a(g) + \text{h.c.}$$  \hfill (2.4)

Here, $v_j(t)$ are smooth complex valued functions of time and

$$a(g) = \int_{\mathbb{R}^3} g(k) a(k)d^3k$$  \hfill (2.5)

for a form factor $g \in L^2(\mathbb{R}^3, d^3k)$. The term $|\phi_j(t)\rangle \langle \phi_0| \otimes a(g)$ in the interaction (2.4) describes the process of absorption of an excitation from the field accompanied by a transition from the ground state to the $j$th excited state in the atom.

We will work under the following regularity hypothesis:

**Assumption (A)** The atomic Hamiltonian $\mathbb{R}^+ \ni t \mapsto H_a(t) \in M_d(\mathbb{C})$ and coupling amplitudes $\mathbb{R}^+ \ni t \mapsto v_j(t) \in \mathbb{C}$ are $\mathcal{C}^\infty(\mathbb{R}^+)$, with finite derivatives at $t = 0_+$. Here $\mathbb{R}^+ = \{ x \geq 0 \}$.

Note that assumption (A) together with the gap condition (2.1), ensures by perturbation theory (see Lemma 3.3), that under the condition

$$\frac{4\lambda^2}{\Delta_0} \|v\|_\infty^2 \|\gamma\|_{L^1} < 1,$$  \hfill (2.6)

the eigenvalues $\alpha_j(t)$ of $H_a(t)$ are simple, smooth, and the normalized eigenvectors $\phi_j(t)$ can be chosen to form a smooth orthonormal basis of $\mathbb{C}^d$. In (2.6),

$$\gamma(t) \equiv (g, e^{-i\omega t}g)_{L^2} = \int_{\mathbb{R}^3} e^{-i\omega(k)t} |g(k)|^2 d^3k, \quad t \in \mathbb{R},$$  \hfill (2.7)
is the field correlation function, and we view \( v(t) \) as a vector in \( \mathbb{C}^d \), having components \( v_j(t) \). We use the notation, for any time-dependent vector \( x(t) \in \mathbb{C}^d \),

\[
\| x \|_\infty = \sup_{t \geq 0} \| x(t) \|_{\mathbb{C}^d}.
\]

**Adiabatic Scaling** We consider the time-dependence of the Hamiltonian to be governed by a parameter \( \varepsilon > 0 \), that is, we examine the Schrödinger equation

\[
i \partial_s \psi_\varepsilon(s) = H(\varepsilon s)\psi_\varepsilon(s), \quad \psi_\varepsilon(0) = \psi^{(0)}, \quad s \in \mathbb{R}^+.
\]

(2.8)

For \( \varepsilon \) small, the Hamiltonian varies very slowly in time and undergoes a change of order one on a time scale of order \( 1/\varepsilon \). Introducing the rescaled time \( t = \varepsilon s \), the corresponding transformed wave function \( \phi(t, \varepsilon) \equiv \psi_\varepsilon(t/\varepsilon) \) satisfies

\[
i \varepsilon \partial_t \phi(t, \varepsilon) = i \varepsilon (\partial_t \psi_\varepsilon)(t/\varepsilon) = \frac{1}{\varepsilon} H(t)\psi_\varepsilon(t/\varepsilon) = \frac{1}{\varepsilon} H(t)\phi(t, \varepsilon).
\]

(2.9)

We thus consider the adiabatic Schrödinger equation (rename the wave function \( \phi(\cdot, \varepsilon) \rightarrow \psi(\cdot) \))

\[
i \varepsilon \partial_t \psi(t) = H(t)\psi(t), \quad \psi(0) = \psi^{(0)}, \quad t \in \mathbb{R}^+.
\]

(2.10)

If \( \psi(t) \) solves (2.10) then \( \psi(\varepsilon s) \) solves the original (2.8). In the equation involving the rescaled time \( t \), (2.10), the Hamiltonian undergoes a change of order one on a time scale of order one. We will analyze the solutions of (2.10).

Note that for a time-independent Hamiltonian \( H(t) = H \) for all \( t \), the solutions of (2.8) and (2.10) read

\[
\psi_\varepsilon(s) = e^{-i s H} \psi^{(0)}, \quad \psi(t) = e^{-\frac{i}{\varepsilon} t H} \psi^{(0)}.
\]

(2.11)

Therefore, in this autonomous setup, we can recover the long time behaviour of the system described by (2.10) by setting \( t = 1 \) and considering \( \varepsilon \rightarrow 0 \), or setting \( \varepsilon = 1 \) and allowing \( t \rightarrow \infty \).

In what follows, we will always consider \( 0 < \varepsilon \leq 1 \).

**Single Excitation Manifold** The Schrödinger evolution (2.10) leaves invariant the space of *single excitation* atom-field wave functions

\[
\mathcal{P}_1 = \left\{ \psi \in \mathbb{C}^2 \otimes \mathcal{F} : \psi = \sum_{j=1}^d z_j \phi_j(0) \otimes \Omega_f + \phi_0 \otimes a^*(f)\Omega_f, \quad z_j \in \mathbb{C}, f \in L^2(\mathbb{R}^3, d^3 k) \right\},
\]

(2.12)

where \( \Omega_f \) is the vacuum state in \( \mathcal{F} \). Then the solution of (2.10) within the subspace \( \mathcal{P}_1 \) has the form

\[
\psi(t) = \sum_{j=1}^d z_j(t) \phi_j(0) \otimes \Omega_f + \phi_0 \otimes a^*(f_t)\Omega_f
\]

(2.13)

and since \( H(t) \) is self-adjoint, the norm of \( \psi(t) \) is conserved,

\[
\| \psi(t) \|^2 = \sum_{j=1}^d |z_j(t)|^2 + \| f_t \|^2_{L^2(\mathbb{R}^3, d^3 k)} = 1, \quad t \geq 0.
\]

(2.14)
We collect the components \( z_j(t) \) into a vector, written in the eigenbasis \( \{ \phi_j(0) \}_{j=1}^d \) of \( H_0(0) \), as

\[
 z(t) = \begin{pmatrix} z_1(t) \\ \vdots \\ z_d(t) \end{pmatrix} = \sum_{j=1}^d z_j(t) \phi_j(0). \tag{2.15}
\]

At time \( t = 0 \), the probability of finding the system in its excited state \( \phi_j(t) \) is simply \( p_j(0) = |z_j(0)|^2 \). The probability of finding the system in the \( j \)th instantaneous excited state \( \phi_j(t) \) at time \( t \) is

\[
p_j(t) = \langle \psi(t), (|\phi_j(t)\rangle \langle \phi_j(t)| \otimes \mathbb{1}_L) \psi(t) \rangle = \left| \sum_{t=1}^d z_t(t) \langle \phi_j(t), \phi_0(0) \rangle \right|^2 = \left| \langle \phi_j(t), z(t) \rangle \right|^2.
\]

The sum \( \sum_{j=1}^n p_j(t) \) is the probability to find the excitation in the atom (that is, in any of the instantaneous excited states) at time \( t \), and one gets from (2.16), and since \( \{ \phi_j(t) \}_{j=1}^d \) is an orthonormal basis,

\[
\sum_{j=1}^d p_j(t) = \sum_{j=1}^d |z_j(t)|^2 = ||z(t)||^2. \tag{2.17}
\]

We denote both inner products of \( \mathbb{C}^d \) and of \( L^2(\mathbb{R}^3, d^3k) \) by \( \langle \cdot, \cdot \rangle \), the arguments making it clear which space is meant.

### 2.1 Main Results

We present our main results below in this section. We discuss them in detail and compare them to previous results in Sects. 2.2 and 2.3.

The field correlation function, defined by (2.7) and its Fourier transform,

\[
\hat{\gamma}(\alpha) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{i\alpha t} \gamma(t) dt,
\]

play an important role in the dynamics. We will assume the following decay and regularity hypotheses on \( \gamma \).

**Assumption (B)** The field correlation function \( \gamma(t) \) (2.7) belongs to \( L^1(\mathbb{R}) \), and further satisfies

i) \( t \mapsto t^2 \gamma(t) \in L^1(\mathbb{R}^+), t \mapsto \partial_t \gamma(t) \in L^1(\mathbb{R}^+) \),

ii) \( |\gamma(t)| \leq C_{\gamma}/(1+t)^m \forall t \in \mathbb{R}^+ \), for some \( m > 2 \) and some \( 0 < C_{\gamma} < \infty \).

Since \( \gamma(t) \) is a positive definite, continuous function of \( t \in \mathbb{R} \), Bochner’s theorem asserts that the inverse Fourier transform \( \hat{\gamma}(\alpha) = (2\pi)^{-1/2} \int_{\mathbb{R}} e^{-i\alpha t} \gamma(t) dt \geq 0 \) is a positive function. But \( \hat{\gamma}(-\alpha) = \hat{\gamma}(\alpha) \), so we have

\[
\hat{\gamma}(\alpha) \geq 0, \quad \alpha \in \mathbb{R}.
\]

For \( t \geq 0, j = 1, \ldots, d \), we define the quantities

\[
\beta_j(t) = \sqrt{\pi/2} |v_j(t)|^2 \hat{\gamma}(\alpha_j(t)) \geq 0 \quad \text{and} \quad \alpha_j(t) = \sqrt{2\pi} |v_j(t)|^2 \text{Im}(\overline{\chi}_+(\gamma))(\alpha_j(t)), \tag{2.18}
\]
where \( \chi_+(t) \) is the indicator function of \([0, \infty)\), as well as the Berry phase (Lemma 3.6)

\[
\xi_j(t) = i \int_0^t (\phi_j(u)|\partial_u \phi_j(u))du \in \mathbb{R}.
\] (2.19)

Our first result gives an expansion of the vector \( z(t) \), (2.15), when the excitation is initially entirely concentrated in the atom, meaning that \( \|z(0)\| = 1 \) (c.f. (2.17)).

**Theorem 2.1** (Dynamics of the atom) Assume (A) and (B), take \( z(0) \in \mathbb{C}^d \) with \( \|z(0)\| = 1 \) and suppose that (2.6) holds. Then, for all \( 0 < \varepsilon \leq 1 \),

\[
\sup \left\| z(t) - \sum_{j=1}^d e^{-\frac{i}{\varepsilon} \int_0^t [\alpha_j(u) + \lambda^2 \tilde{\alpha}_j(u)]du} e^{-\frac{i}{\varepsilon} \int_0^t \beta_j(u)du} e^{i\xi(t)} z_j(0) \phi_j(t) \right\| 
\leq C\left( \varepsilon + \lambda^2 + \frac{\lambda^4}{\varepsilon} \right),
\] (2.20)

for a constant \( C \) independent of \( \varepsilon, \lambda \).

The approximating dynamics of \( z(t) \) contains an oscillatory phase and a part coming from \( \int_0^t \beta_j(u)du \geq 0 \), which is strictly positive under generic conditions on the non-vanishing of \( v_j(t) \) and \( \tilde{\gamma}(\alpha_j(t)) \). It describes the decay of the excitation away from the atom into the field. In particular, Theorem 2.1 implies the following estimate on the probabilities of the instantaneous excited levels, \( p_j(t) = |\langle \phi_j(t)|z(t) \rangle|^2 \) (see (2.16)).

**Corollary 2.2** (Population of excited atomic levels) Under the conditions of Theorem 2.1, the probability \( p_j(t) \) of finding the atom in the instantaneous excited state \( \phi_j(t) \) at time \( t \), for \( j = 1, \ldots, d \), satisfies

\[
p_j(t) = e^{-\frac{2\lambda^2}{\varepsilon^2} \int_0^t \beta_j(u)du} p_j(0) + O(\varepsilon + \lambda^2 + \frac{\lambda^4}{\varepsilon}).
\] (2.21)

Our derivation of the above results for time-dependent \( H_0(t) \), can also be used to analyze the case when \( H_0 \) is constant in \( t \). The expressions (2.18) become time-independent, and we set

\[
\alpha'_j = \alpha_j - i \beta_j = \sqrt{2\pi |v_j|^2} \text{Im}(\chi_+(\gamma)) \alpha_j - i \sqrt{\pi/2} |v_j|^2 \tilde{\gamma}(\alpha_j).
\] (2.22)

Let \( P_j \) be the spectral projection of \( H_0 \) onto the eigenvalue \( \alpha_j \) of \( H_0 \).

**Corollary 2.3** (Atom evolution for time-independent \( H_0 \)) Assume (B) ii) and take \( z(0) \in \mathbb{C}^d \) with \( \|z(0)\| = 1 \). There is a \( \lambda_0 > 0 \) such that for \( \lambda \leq \lambda_0 \),

\[
\sup_{t \geq 0} \left\| z(t) - \sum_{j=1}^d e^{-i(t\alpha_j + \lambda^2 \alpha'_j)} P_j z(0) \right\| \leq C\lambda^2,
\]

for a constant \( C \) independent of \( \lambda \).

The last Corollary shows that \( z(t) \) is approximated by the semigroup \( e^{itL} \) on \( \mathbb{C}^d \), generated by the operator \( L = -i \sum_{j=1}^d (\alpha_j + \lambda^2 \alpha'_j) P_j \), uniformly in time \( t \geq 0 \). The generator is dissipative, \( \text{Re} L \leq 0 \). Under the ‘Fermi Golden Rule condition’ \( \min_{1 \leq j \leq d} |v_j|^2 \tilde{\gamma}(\alpha_j) > 0 \), \( e^{itL} \) converges to zero exponentially quickly in \( t \), at a rate \( \propto \lambda^2 \).

In our next result, we analyze the properties of the excitation emitted from the atom into the field. The probability density for the field excitation to have momentum \( k \in \mathbb{R}^3 \) at time
$t$ is given by $|f_t(k)|^2$, see Sect. 3.2. This motivates the analysis of averages of the form $\int_{\mathbb{R}^3} B(k)|f_t(k)|^2 d^3k$ for suitable test functions $B(k)$. We consider the class $B : \mathbb{R}^3 \to \mathbb{C}$ such that

$$\gamma_B(t) := \int_{\mathbb{R}^3} B(k)|g(k)|^2 e^{-it\omega(k)} d^3k \in L^1(\mathbb{R}, dt)$$  \hspace{1cm} (2.23)

(compare with (2.7)). The following is a well-coupledness condition,

$$\inf_{t \geq 0} \beta_j(t) > 0,$$  \hspace{1cm} (2.24)

where we recall that $\beta_j$ is defined in (2.18). Here is our result on the emitted field excitation momentum density distribution $|f_t(k)|^2$:

**Theorem 2.4 (Momentum distribution of emitted excitation)** Assume (A), (B), and suppose that the initial excitation is localized entirely on the excited atomic level $j$ ($1 \leq j \leq d$), meaning that $|z_j(0)| = 1$ and $z_k(0) = 0$ for $k \neq j$. Suppose also that (2.24) holds and let $B$ be any test function satisfying (2.23). Then

(A) **In the limit** $\epsilon, \lambda, \frac{\lambda^4}{\epsilon} \to 0$, $\frac{\lambda^2}{\epsilon} \to \infty$,

$$\lim_{\epsilon, \lambda, \frac{\lambda^4}{\epsilon} \to 0} \int_{\mathbb{R}^3} B(k)|f_t(k)|^2 d^3k = \frac{\gamma_B(\alpha_j(0))}{\gamma(\alpha_j(0))}. \hspace{1cm} (2.25)$$

(B) **In the limit** $\epsilon, \lambda \to 0$ such that $\frac{\lambda^2}{\epsilon} = r > 0$ is fixed,

$$\lim_{\epsilon, \lambda \to 0} \int_{\mathbb{R}^3} B(k)|f_t(k)|^2 d^3k = \sqrt{2\pi} r \int_{0}^{t} |\langle w(s), \phi_j(s) \rangle|^2 e^{-2r \int_{0}^{s} \beta_j(\omega) d\omega} \gamma_B(\alpha_j(s)) ds. \hspace{1cm} (2.26)$$

**2.2 Discussion of Main Results**

Generally, our results show the details of the emission of the excitation from the atom to the field, meaning that $|z(t)| \to 0$ as $t \to \infty$. In the time-independent case ($H(t) = H$), Corollary 2.3 shows that the population $p_j(t) = |z_j(t)|^2$ of the excited level $j$ satisfies

$$p_j(t) = e^{-2\lambda^2 \beta_j \epsilon} p_j(0) + O(\epsilon),$$

uniformly in $t \geq 0$, and where $\beta_j$ is defined in (2.22). When $H_a(t)$ depends on time and varies slowly with adiabatic parameter $0 < \epsilon \leq 1$, the decay rates $\beta_j(t)$ become time-dependent (see (2.18)) and the population of the atomic excitations follow the estimate (2.21) of Corollary 2.2,

$$p_j(t) = e^{-2z^2 r \int_{0}^{t} \beta_j(\omega) d\omega} p_j(0) + O(\epsilon + \lambda^2 + \frac{\lambda^4}{\epsilon}).$$

In neither case will initially unpopulated atomic excited levels become populated at later times, beyond an amount bounded by the error terms.

**2.2.1 Discussion of Theorem 2.1**

For the error term in (2.20) to be small both the coupling constant $\lambda$ and the adiabatic parameter $\epsilon$ as well as the ratio $\lambda^4/\epsilon$ have to be small. We identify **three regimes**: 

\[ \text{ Springer} \]
(1) **Strong coupling relative to adiabatic speed:** $\varepsilon \ll \lambda^2 \ll \sqrt{\varepsilon} \ll 1$. In this case, the adiabatic time scale of the Hamiltonian is large with respect to the relaxation time of the system induced by field ($\propto \lambda^{-2}$) and the coupled system has time enough for the field to absorb the initial excitation on the atom. Namely, for $0 \leq t \leq 1$,

$$\|z(t)\| \leq e^{-\frac{\varepsilon}{2} \tau \min_{1 \leq j \leq d} \int_0^t \beta_j(u)du} + O(\lambda^4/\varepsilon).$$

At the ‘end of the process’, when $t = 1$ (which corresponds to the physical time $s = 1/\varepsilon$ which is very large), the excitation survival amplitude is bounded above by $e^{-\frac{\varepsilon}{2} \tau} + O(\lambda^4/\varepsilon)$, which is very small if the coupling is effective, meaning that $\tau = \sqrt{\pi/2 \min_{1 \leq j \leq d} \int_0^1 |v_j(u)|^2 \gamma(a_j(u))du} > 0$.

(2) **Comparable coupling strength and adiabatic speed:** $\lambda^2 = \varepsilon \ll 1$. The estimate (2.20) gives

$$z(t) = \sum_{j=1}^d e^{-i \int_0^t \alpha_j(u)du} e^i \int_0^t \beta_j(u)du \int_0^t \tilde{z}_j(0) \phi_j(t) + O(\varepsilon).$$

In this regime, in which the coupling constant multiplied by the time scale is fixed, the effect of the field is to decrease the initial amplitude of the excited state of the atom by an explicit finite correction along each level of the atom. This is the analog of the weak coupling regime which Davies considered for the stationary case ($H$ independent of time) [14].

(3) **Weak coupling relative to adiabatic speed:** $\lambda^2 \ll \varepsilon \ll 1$. We distinguish two subregimes. For $\varepsilon^2 \ll \lambda^2 \ll \varepsilon \ll 1$ an expansion of the exponentials in (2.20) gives

$$z(t) = \sum_{j=1}^d e^{-i \int_0^t \frac{\lambda}{2} \alpha_j(u)du} e^i \int_0^t \beta_j(u)du \int_0^t \tilde{z}_j(0) \phi_j(t) \times \left(1 - i \lambda \int_0^t \tilde{\alpha}_j(u)du - \frac{\lambda^2}{\varepsilon} \int_0^t \beta_j(u)du \right) + O(\varepsilon + \frac{\lambda^4}{\varepsilon^2}),$$

where the integral terms are significant relative to the remainder (as $\varepsilon^2 \ll \lambda^2$). In this regime, we find an explicit decrease of the initial amplitude of the excitation of the atom of the order $\lambda^2/\varepsilon$. When this ratio tends to zero the initial excitation is not transferred to the field, the atom stays excited, $\|z(t)\| \sim 1$.

In the second regime, $\lambda^2 \leq \varepsilon^2 \ll \varepsilon \ll 1$, the expansion of the exponentials in (2.20) gives

$$z(t) = \sum_{j=1}^d e^{-i \int_0^t \frac{\lambda}{2} \alpha_j(u)du} e^i \int_0^t \beta_j(u)du \int_0^t \tilde{z}_j(0) \phi_j(t) + O(\varepsilon).$$

Again, $\|z(t)\| \sim 1$ and the atom does not get de-excited. In both regimes, the interaction with the reservoir is too weak to significantly alter the dynamics of the atom alone, which evolves adiabatically with its own Hamiltonian.

Recall that we consider initially excited atoms, meaning that $\|z(0)\|^2 = 1$. The probability for the atom to be in the ground state $\phi_0$ at time $t$ is given by $1 - \|z(t)\|^2$, see (2.16), (2.17). We thus define the de-excitation probability at time $t$ as

$$p_1(t) = 1 - \|z(t)\|^2.$$

(2.27)

Our findings in the different regimes (1)–(3) discussed above then imply the following.
(1') For \( \varepsilon \ll \lambda^2 \ll \sqrt{\varepsilon} \ll 1 \) we have virtually full de-excitation: \( p_\downarrow(t) \geq 1 - C \frac{\lambda^2}{\varepsilon} \sim 1 \).

(2') For \( \lambda^2 = \varepsilon \ll 1 \) we have partial de-excitation: \( p_\downarrow(t) = 1 - \sum_{j=1}^{d} e^{-2L_j(\varepsilon)}|z_j(0)|^2 + O(\varepsilon) \).

(3') For \( \lambda^2 \ll \varepsilon \ll 1 \) we have virtually no de-excitation: \( \left| \int_0^t (\lambda^2 + \varepsilon) \right| \ll 1 \) then \( p_\downarrow(t) = O(\varepsilon) \ll 1 \).

In [6] the authors studied the adiabatic transition (scale \( \varepsilon \)) probability of a time dependent two-level system interacting with a Bose field by means of an instantaneous energy conserving interaction, with coupling constant \( \lambda \). This kind of coupling induces transitions between the two levels that are likely to be small, since in a time independent situation it conserves the populations exactly. By contrast, the interaction we consider in the present work allows for instantaneous energy exchange and is more likely to induce transitions between excited and ground states.

The transition probability from the excited to the ground state for the energy conserving model, found in [6], is given by

\[
p_\downarrow^{\text{ec}}(t) = \begin{cases} \lambda^2 \varepsilon \int_0^1 K(s) \hat{\gamma}(\Delta(s))ds + o(\lambda^2 \varepsilon) & \text{if } \varepsilon \ll \lambda^2 \ll \sqrt{\varepsilon} \ll 1 \\ \varepsilon^2 \left( \int_0^t K(s) \hat{\gamma}(\Delta(s))ds + Q(t) \right) + o(\varepsilon^2) & \text{if } \lambda^2 = \varepsilon \ll 1 \\ \varepsilon^2 Q(t) + o(\varepsilon^2) & \text{if } \lambda^2 \ll \varepsilon \ll 1. \end{cases}
\]

(2.28)

Here \( K \) and \( Q \) are explicit non negative functions constructed from the Hamiltonian, \( \Delta(s) > 0 \) is the energy gap of the two-level system, \( \hat{\gamma} \) is the Fourier transform of the correlation function of the field. Comparing (2.28) with \( p_\downarrow(t) \) we observe the following:

(a) \( p_\downarrow^{\text{ec}}(t) \ll p_\downarrow(t) \) in all regimes, and

(b) \( p_\downarrow^{\text{ec}}(t) \) vanishes in all regimes (as \( \varepsilon, \lambda \to 0 \)), while \( p_\downarrow(t) \) is of order one unless \( \lambda^2 \ll \varepsilon \ll 1 \).

The behaviour of \( p_\downarrow(t) \) detailed in (1')—(3') above is similar to that of the adiabatic transition probabilities between the levels of a time dependent gapped Hamiltonian evolving according to a Lindblad equation modeling a weak reservoir interaction, with a dissipator of order \( g > 0 \), [7]. In this setup, the adiabatic transition probability \( p_\downarrow^1(t) \) between the excited state of a two-level system at time zero to its ground state at time \( t \) was shown in [7] to be

\[
p_\downarrow^1(t) = \begin{cases} R_1(t) + O(g^2/\varepsilon + \varepsilon/g) & \text{if } \varepsilon \ll g \ll \sqrt{\varepsilon} \ll 1 \\ R_2(t) + O(\varepsilon) & \text{if } g = \varepsilon \ll 1 \\ \frac{g}{\varepsilon} \int_0^t J(s)ds + O(g + \varepsilon^2 + g^2/\varepsilon^2) & \text{if } g \ll \varepsilon \ll 1. \end{cases}
\]

Here, the non negative functions \( R_1, R_2 \) and \( J \) depend on the Lindbladian considered, and \( R_1(t) \leq 1 \). With the identification \( g = \lambda^2 \), the leading order asymptotics for \( p_\downarrow(t) \) and \( p_\downarrow^1(t) \) have the same behaviour as functions of the coupling constant \( g = \lambda^2 \) and the adiabatic parameter \( \varepsilon \): they are of order one, unless \( g = \lambda^2 \ll \varepsilon \ll 1 \) in which case they are of order \( g/\varepsilon = \lambda^2/\varepsilon \). The actual values of the time dependent coefficients depend on the details of the models.
2.2.2 Discussion of Theorem 2.4

(1) The meaning of \( \tilde{\gamma}_B(\alpha) \) and energy conservation. We have

\[
\tilde{\gamma}_B(\alpha) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{iat} \left[ \int_{\mathbb{R}^3} B(k) |g(k)|^2 e^{-i\omega(k)t} d^3k \right] dt
\]

\[
= \frac{1}{\sqrt{2\pi}} \lim_{R \to \infty} \int_{\mathbb{R}^3} B(k) |g(k)|^2 \left[ \int_{-R}^R e^{-i(\omega(k)-\alpha)t} dt \right] d^3k
\]

\[
= \sqrt{2\pi} \lim_{R \to \infty} \int_{\mathbb{R}^3} B(k) |g(k)|^2 \frac{\sin(R(\omega(k)-\alpha))}{\omega(k)-\alpha} d^3k,
\]

Commonly one writes \( \lim_{R \to \infty} \frac{\sin(R(\omega(k)-\alpha))}{\omega(k)-\alpha} = \pi \delta(\omega(k)-\alpha) \), since \( \frac{1}{\pi} \sin(Rx)/x \) is a representation of \( \delta(0) \) in one dimension as \( R \to \infty \), and so

\[
\tilde{\gamma}_B(\alpha) = \sqrt{2\pi} \int_{\mathbb{R}^3} B(k) |g(k)|^2 \delta(\omega(k)-\alpha).
\]

Example Suppose \( \omega(k) = |k| \). Then using spherical coordinates \( (\omega, \sigma) \in \mathbb{R}_+ \times S^2 \), we have for \( \alpha > 0 \),

\[
\int_{\mathbb{R}^3} B(k) |g(k)|^2 \frac{\sin(R(\omega(k)-\alpha))}{\omega(k)-\alpha} d^3k = \int_{\mathbb{R}^3} \omega^2 J(\omega) \frac{\sin(R(\omega-\alpha))}{\omega-\alpha} d\omega \to \pi \alpha^2 J(\alpha)
\]

in the limit \( R \to \infty \), where \( J(\omega) = \int_{S^2} B(\omega, \sigma) |g(\omega, \sigma)|^2 d\sigma \), and provided that \( J(\omega) \) is differentiable on \( \mathbb{R}_+ \) and its derivative satisfies \( J' \in L^1(\mathbb{R}_+, d\omega) \). This illustrates the usefulness of the notation with the delta function.

(2) The results (2.25), (2.26) are a Fermi Golden Rule, describing a process of transition into continuous spectrum. It shows in particular energy conservation (delta function). In the regime (A), the limit is independent of time as the emission process happens right away: \( \|z(t)\| \sim e^{-\lambda^2 t/\epsilon} \sim 0 \) for all \( t > 0 \) in the limit considered. The emitted momentum density only depends on the energies of the atomic Hamiltonian at time \( t = 0 \). In contrast, in the regime (B), the emission happens gradually, its amplitude grows in \( t \) to its final value and the eigenvalue \( \alpha_j(s) \) and eigenvector \( \phi_j(s) \) contribute to the amplitude, for all \( 0 \leq s \leq t \).

(3) We have (see (2.18) for \( \beta_j(t) \))

\[
\lim_{r \to \infty} \sqrt{2\pi} r \int_0^t \left| \langle w(s), \phi_j(s) \rangle \right|^2 e^{-2r \int_0^t \beta_j(u) du} \tilde{\gamma}_B(\alpha_j(s)) ds
\]

\[
= \lim_{r \to \infty} \sqrt{2\pi} r \int_0^t \left| \langle w(s/r), \phi_j(s/r) \rangle \right|^2 e^{-2r \int_0^t \beta_j(u) du} \tilde{\gamma}_B(\alpha_j(s/r)) ds = \tilde{\gamma}_B(\alpha_j(0)) \frac{\tilde{\gamma}(\alpha_j(0))}{\tilde{\gamma}(\alpha_j(0))},
\]

so the result (2.26) is ‘continuous’ with respect to taking \( r \to \infty \) (see (2.25)), morphing the regime (B) into (A). This integration by parts argument together with the proportionality of \( \beta_j(t) \) and \( \tilde{\gamma}(\alpha_j(t)) \), explains the appearance of \( \tilde{\gamma}(\alpha_j(0)) \) at the denominator of (2.25).

(4) For the constant function \( B(k) = 1 \), we have \( \gamma_1 = \gamma \), which is defined in (2.7). It follows from (2.25) that in the parameter regime (A), \( \lim \| f_t \|^2 = 1 \), which is the probability of emission of the excitation into the field. In the regime (B), this probability depends on time and is given, according to (2.26),

\[
\lim \| f_t \|^2 = \sqrt{2\pi} r \int_0^t \left| \langle w(s), \phi_j(s) \rangle \right|^2 e^{-2r \int_0^t \beta_j(u) du} \tilde{\gamma}(\alpha_j(s)) ds.
\]
2.3 Links to Previous Literature

The dynamics of the Wigner–Weisskopf model in the time independent setup (time independent $H_0$) was investigated in details by means of spectral methods in [14]; see also [15] for a more recent account. In the time dependent framework (time dependent $H_0(t)$) we consider in the current work, we use a different approach, similar in spirit to that used for deriving master equations, along the lines of [16, 17]. For detailed information on master equations and the weak coupling limit, the reader may consult [18–23] and their references. The authors of [17] address the adiabatic dynamics of a time dependent $d$-level system weakly coupled to a Fermi field, corresponding to the regime $\lambda_2^2 = \varepsilon \ll 1$. They derive the asymptotic system state, for a somewhat different class of interactions than we consider here, and they do not analyze the details of the state (such as the evolution of the populations – which is one of our goals). Related models, in which the bath effect is incorporated into the system Hamiltonian as an effective time dependent term (so-called ‘classical noise’) is commonly used to describe noise assisted quantum excitation transfer processes, see for instance [24] and references therein. Very recently, time dependent variants of the Wigner–Weisskopf model have been used to investigate properties of non-autonomous Lindblad dynamics, with particular focus on their markovian properties [25, 26]. Variants of the Wigner–Weisskopf model are used to describe, more abstractly, the coupling of a small quantum system coupled to a large environment characterized by continuous spectrum, see e.g. [27–30] and references therein.

There are adiabatic approximation results for instantaneous generators with eigenvalues embedded in continuous spectrum [31, 32]. However, in our situation, the instantaneous Hamiltonian (2.2) restricted to the single excitation sector, has purely absolutely continuous spectrum over the whole time span considered, for small enough non zero coupling strength [14, 15]. The above mentioned results and tools are thus not amenable for us. In particular, our model and results differ from those of [33], where the authors consider a Wigner–Weisskopf type model with a single ($d = 1$) uncoupled excited energy level $\alpha(t)$, varying in such a way that the eigenvalue of the coupled model moves in and out of the absolutely continuous spectrum. They analyze the adiabatic limit of $\rho_{\downarrow}(t)$ in the situations where the instantaneous eigenvalue remains embedded in the spectrum, or where it becomes a resonance. Related results on adiabatic pair creation processes in the Dirac equation are studied in [34, 35].

In our master equation approach, on the other hand, we have an effective time dependent generator with simple eigenvalues. However, the generator is not self-adjoint and also depends on the adiabatic parameter $\varepsilon$ in a singular way. Non self-adjoint generators are known to be amenable to adiabatic techniques, [7, 8, 36–38] and a regular dependence of the generator on $\varepsilon$ can be accommodated as well. Actually, the systematic improvements of the adiabatic approximation presented in these works are constructed on the basis of this property. By contrast, the effective time dependent generator in the present situation is a function of $t$ and $t/\varepsilon$, which requires extra care and detail in the analysis to control the propagators, due to the singular $\varepsilon$-dependence.

3 Proofs of the Main Results

3.1 Dynamics of the Atom and Proof of Theorem 2.1

Let \( \{ \phi_j(0) \}_{j=1}^d \) be the fixed, time-independent basis of the excited atomic space $\mathbb{C}^d$ consisting of normalized excited eigenstates of $H_0(0)$. With respect to this basis, each instantaneous
eigenvector $\phi_j(t)$ is given by a $d$-dimensional time-dependent vector,

$$\phi_j(t) = \sum_{\ell=1}^{d} \langle \phi_\ell(0), \phi_j(t) \rangle \phi_\ell(0).$$  \hspace{1cm} (3.1)

The atomic Hamiltonian $H_a(t)$ and the interaction $V(t)$ then take the form

$$H_a(t) = \sum_{m,n=1}^{d} [H_a(t)]_{m,n} |\phi_m(0)\rangle \langle \phi_n(0)|, \quad [H_a(t)]_{m,n} = \langle \phi_m(0), H_a(t) \phi_n(0)\rangle,$$  \hspace{1cm} (3.2)

$$V(t) = \sum_{j=1}^{d} w_j(t) |\phi_j(0)\rangle \langle \phi_0| \otimes a(g) + \text{h.c.}, \quad w_j(t) = \sum_{\ell=1}^{d} v_\ell(t) \langle \phi_j(0), \phi_\ell(t)\rangle.$$  \hspace{1cm} (3.3)

Note that $v(t) = (v_1(t), \cdots, v_d(t))^T$ in (2.4) is obtained from $w(t)$ by the unitary map (3.3).

The parameters $z_j(t) \in \mathbb{C}$ and $f_i : k \mapsto f_i(k) \in L^2(\mathbb{R}^3, d^3 k)$ of (2.13) satisfy the following closed system of coupled equations,

$$i\varepsilon \partial_t z_j(t) = \sum_{\ell=1}^{d} [H_a(t)]_{j,\ell} z_\ell(t) + \lambda w_j(t) \langle g, f_i \rangle $$  \hspace{1cm} (3.4)

$$i\varepsilon \partial_t f_i(k) = \omega(k) f_i(k) + \lambda \sum_{\ell=1}^{d} w_\ell(t) z_\ell(t) g(k).$$  \hspace{1cm} (3.5)

We write (3.4), (3.5) in vector form,

$$i\varepsilon \partial_t z(t) = A(t) z(t) + \lambda w(t) \langle g, f_i \rangle, $$  \hspace{1cm} (3.6)

$$i\varepsilon \partial_t f_i(t) = \omega f_i(t) + \lambda \langle w(t), z(t) \rangle g,$$  \hspace{1cm} (3.7)

where $A(t)$ is the hermitian $d \times d$ matrix representing the restriction of $H_a(t)$ to the subspace spanned by $[\phi_j(0)]_{j=1}^{d}$ and

$$z(t) = \begin{pmatrix} z_1(t) \\ \vdots \\ z_d(t) \end{pmatrix}, \quad w(t) = \begin{pmatrix} w_1(t) \\ \vdots \\ w_d(t) \end{pmatrix}. $$  \hspace{1cm} (3.8)

Let $U_s(t,s)$ be the free atomic propagator, solving the evolution equation

$$i\varepsilon \partial_t U_s(t,s) = A(t) U_s(t,s), \quad U_s(s,s) = \mathbb{I}.$$  \hspace{1cm} (3.9)

As $A(t)$ is hermitian, $U_s(t,s)$ is unitary, $U_s(t,s)^* = U_s(t,s)^{-1} = U_s(s,t)$. We will also use the notation $U_s(t) \equiv U_s(t,0)$.

For a time-dependent vector $x(t) \in \mathbb{C}^d$, we set

$$\|x\|_{\infty} = \sup_{t \geq 0} \|x(t)\|_{\mathbb{C}^d}.$$  \hspace{1cm}

**Proposition 3.1** (Expansion of excited state amplitudes) **Suppose the initial condition $\psi \in \mathcal{P}_1$ is such that $f_{i=0} = 0$, so the excitation is initially in the atom. Then**

$$i\varepsilon \partial_t z(t) = [A(t) - i\varepsilon^2 w(t) \langle Q_\varepsilon(t) w(t) \rangle] z(t) + R_0(t, \lambda, \varepsilon), $$  \hspace{1cm} (3.10)
where

\[ Q_\varepsilon(t) = \frac{1}{\varepsilon} \int_0^t \gamma \left( \frac{t-s}{\varepsilon} \right) U_\varepsilon(t, s) ds \]  

(3.11)

with a remainder satisfying

\[ \| R_0(t, \lambda, \varepsilon) \| \leq \lambda^4 \| v \|_{L^\infty} \| \gamma \|_{L^1} \| t \gamma(t) \|_{L^1} + \lambda^2 \varepsilon \| w \|_{L^\infty} \| t \gamma(t) \|_{L^1}. \]  

(3.12)

In the time-independent case \( A(t) = A \) we have \( U_\varepsilon(t, s) = e^{-\frac{i}{\varepsilon}(t-s)A} \) and a simple change of variables in (3.11) gives \( Q_\varepsilon(t) = \int_0^{t/\varepsilon} e^{-ixA} \gamma(x) dx \), see Sect. 3.3. In the general, time-dependent case \( A(t) \), we can expand the operator \( Q_\varepsilon(t) \), (3.11) using usual methods of adiabatic dynamics, involving Kato’s intertwining operator, at the cost of additional \( \varepsilon \)-dependent error terms. To do so, we define the operator

\[ \Gamma_\varepsilon(t) = \int_0^{t/\varepsilon} e^{ixA(t)} \gamma(x) dx. \]  

(3.13)

Then we have the following result.

**Proposition 3.2** We have

\[ \left\| Q_\varepsilon(t) - \Gamma_\varepsilon(t)^* \right\| \leq \varepsilon C_1 + \varepsilon^2 C_2 \]  

(3.14)

where

\[ C_1 = c \frac{d^2}{\Delta_0} \max_j \| \partial_t P_j \|_{L^\infty} \| \gamma \|_{L^1} + d^2 \max_j \| \partial_t P_j \|_{L^\infty} \| t \gamma(t) \|_{L^1} + d \max_j \| \partial_t \alpha_j \|_{L^\infty} \| t^2 \gamma \|_{L^1} \]

\[ C_2 = c \frac{d^2}{\Delta_0} \| t \gamma \|_{L^1} \left[ (1 + d \| A \|_{L^\infty}) \max_j \| \partial_t P_j \|_{L^\infty}^2 + \max_j \| \partial_t^2 P_j \|_{L^\infty} \right. \]

\[ + \left. \frac{\max_j |\partial_t \alpha_j|_{L^\infty}}{\Delta_0} \max_j \| \partial_t P_j \|_{L^\infty} \right]. \]  

(3.15)

for a numerical constant \( c \).

By ‘numerical constant \( c \)’ we mean a constant \( c > 0 \) which can be taken as an ‘absolute’ integer, not depending on any of the parameters of the problem, such as \( A, d, \varepsilon, t, \lambda \).

Combining (3.14) with (3.10) gives the following evolution equation for \( z \),

\[ i \varepsilon \partial_t z(t) = G_{\varepsilon, \lambda}(t) z(t) + R_1(t, \lambda, \varepsilon), \]  

(3.16)

where

\[ G_{\varepsilon, \lambda}(t) = A(t) - i \lambda^2 \| w(t) \|_{L^\infty} \| \gamma_\varepsilon(t) \|, \]  

(3.17)

where the remainder has the bound (use \( \varepsilon^2 \leq \varepsilon \) in (3.14))

\[ \| R_1(t, \lambda, \varepsilon) \| \leq \| R_0(t, \varepsilon, \lambda) \| + \varepsilon \lambda^2 \| w \|_{L^\infty}^2 (C_1 + C_2). \]  

(3.18)

As we are interested in the possible decay of \( \| z(t) \| \) that would describe the de-excitation of the atom, we want to study the contraction properties of \( G_{\varepsilon, \lambda}(t) \), (3.17). For each \( t \) fixed, the Lumer-Phillips theorem says that \( G_{\varepsilon, \lambda}(t) \) generates a contraction semigroup if and only if \( \text{Re} \ G_{\varepsilon, \lambda}(t) \leq 0 \) (\( G_{\varepsilon, \lambda}(t) \) is dissipative) since we are in a Hilbert space and deal with bounded operators, see e.g [39]. (Note also, here, \( \text{Re} X = \frac{1}{2} (X + X^*) \) for a linear operator.
X.) However, the latter property fails to hold for any non-selfadjoint rank one perturbation of $A(t) = A(t)^*$ that does not commute with $A(t)$. Hence, in order to control the propagator generated by $G_{\varepsilon, \lambda}(t)$, we further simplify it by perturbation theory in $\lambda$.

**Lemma 3.3 (Analytic perturbation theory for $G_{\varepsilon, \lambda}(t)$)** Suppose that (2.6) holds. Then we have the following, for any values of $t \geq 0$, $1 \geq \varepsilon > 0$:

(a) $G_{\varepsilon, \lambda}(t)$ has simple eigenvalues $\alpha_j(t, \varepsilon, \lambda)$, $j = 1, \ldots, d$, each one lying close to an eigenvalue $\alpha_j(t)$ of $A(t)$, satisfying

$$\left| \alpha_j(t, \varepsilon, \lambda) - \left( \alpha_j(t) + \lambda^2 \alpha_j'(t, \varepsilon) \right) \right| \leq \frac{8 d^2}{\Delta_0^2} \lambda^4 \|v\|_\infty^4 \|\gamma\|_{L^1}^2 \left( \|A\|_\infty + \Delta_0/2 \right),$$

(3.19)

where

$$\alpha_j'(t, \varepsilon) = -i |v_j(t)|^2 \int_0^{t/\varepsilon} e^{ix\alpha_j(t)} \gamma(x) dx.$$

(3.20)

(b) The rank-one spectral projections $P_j(t)$ and $P_j(t, \varepsilon, \lambda)$ of $A(t)$ and $G_{\varepsilon, \lambda}(t)$, respectively, for $j = 1, \ldots, d$, satisfy

$$\| P_j(t, \varepsilon, \lambda) - P_j(t) \| \leq \frac{4\lambda^2}{\Delta_0} \|v\|_\infty^2 \|\gamma\|_{L^1}.$$  

(3.21)

(c) We have $\| P_j(t, \varepsilon, \lambda) \| \leq 2$ and the time derivative of this projection has the bound

$$\| \partial_t P_j(t, \varepsilon, \lambda) \| \leq \frac{8}{\Delta_0^2} \left[ \|\partial_t A\|_\infty + \lambda^2 \left( 2 \|\partial_t w\|_\infty \|w\|_\infty \|\gamma\|_{L^1} + \|v\|_\infty^2 \|\gamma\|_{L^1} + \|\partial_t A\|_\infty \right) \right.$$  

$$\left. + \|w\|_\infty^2 \frac{\lambda^2}{\varepsilon} \|\gamma(t/\varepsilon)\| \right].$$

(3.22)

Moreover, there is a constant $C$ (for which one can give an expression similar to the right side of (3.22), see (4.44)), independent of $\varepsilon, \lambda$, such that

$$\| \partial_t P_j(t, \varepsilon, \lambda) - \partial_t P_j(t) \| = C \lambda^2 \left( 1 + \frac{1}{\varepsilon} \|\gamma(t/\varepsilon)\| \right)$$

(3.23)

and

$$\| \partial_t^2 P_j(t, \varepsilon, \lambda) \| \leq C \left( 1 + \lambda^2 + \frac{\lambda^2}{\varepsilon} \|\gamma(t/\varepsilon)\| \right) \left( 1 + t \right) + \left| (\partial_t \gamma)(t/\varepsilon) \right| + \frac{\lambda^4}{\varepsilon^2} \|\gamma(t/\varepsilon)\|^2.$$

(3.24)

Using the spectral representation $G_{\varepsilon, \lambda}(t) = \sum_{j=1}^d \alpha_j(t, \varepsilon, \lambda) P_j(t, \varepsilon, \lambda)$ and (3.19) we get from (3.16),

$$i \varepsilon \partial_t z(t) = G_{\varepsilon, \lambda}(t) z(t) + R_2(t, \lambda, \varepsilon),$$

(3.25)

where

$$G_{\varepsilon, \lambda}(t) = \sum_{j=1}^d \left( \alpha_j(t) + \lambda^2 \alpha_j'(t, \varepsilon) \right) P_j(t, \varepsilon, \lambda)$$

(3.26)

and the remainder satisfies the bound (use (3.19) and $\| P_j(t, \varepsilon, \lambda) \| \leq 2$),

$$\| R_2(t, \varepsilon, \lambda) \| \leq \| R_1(t, \varepsilon, \lambda) \| + \frac{16 d^2}{\Delta_0^2} \lambda^4 \|v\|_\infty^4 \|\gamma\|_{L^1}^2 \left( \|A\|_\infty + \Delta_0/2 \right).$$

(3.27)
The right hand side of (3.26) is the spectral representation of the operator $G_{ε,λ}(t)$. We refrain from writing down the explicit dependence of all estimates in the various norms of the functions that define the problem. Instead, in the following, all quantities that are independent of $t ≥ 0$, $0 ≤ ε ≤ 1$, $λ$ are denoted by the generic symbols $C$, $C_0$, $C_1$, ... , which may vary from line to line.

Our next task is to integrate the equation (3.25). Denote the evolution operator associated to the linear part of (3.25) by $U_{ε,λ}(t, s)$,

$$iε\partial_t U_{ε,λ}(t, s) = G_{ε,λ}(t)U_{ε,λ}(t, s), \quad U_{ε,λ}(s, s) = I. \quad (3.28)$$

As the left side carries a factor $ε$ in front of the derivative, this equation is amenable to the usual adiabatic treatment, even though here the non-self-adjoint generator $G_{ε,λ}(t)$ depends on $ε$ in a singular way, see (3.17), (3.20). Denote the associated Kato generator by

$$K_{ε,λ}(t) = \sum_{j=1}^{d} \left( \partial_t P_j(t, ε, λ) \right) P_j(t, ε, λ) = - \sum_{j=1}^{d} P_j(t, ε, λ) \left( \partial_t P_j(t, ε, λ) \right) \quad (3.29)$$

and denote the Kato intertwining operator by $W_{ε,λ}(t, s)$, which is the solution of

$$\partial_t W_{ε,λ}(t, s) = K_{ε,λ}(t) W_{ε,λ}(t, s), \quad W_{ε,λ}(s, s) = I. \quad (3.30)$$

The latter satisfies the intertwining relations, see [3] or also [40], Chapt.IV, §2, Sect.4, or also [41], Chapt.II, §4, Sect.2 and 5.

$$W_{ε,λ}(t, s) P_j(s, ε, λ) = P_j(t, ε, λ) W_{ε,λ}(t, s), \quad j = 1, \ldots, d. \quad (3.31)$$

In case of two complementary projectors only, $P(t)$ and $I - P(t)$, expression (3.29) reduces to $[\partial_t P(t), P(t)]$, thanks to the identity $\partial_t P(t) = (\partial_t P(t)) P(t) + P(t) \partial_t P(t)$.

The adiabatic evolution operator $V_{ε,λ}(t, s)$ is the solution of the equation

$$iε\partial_t V_{ε,λ}(t, s) = [G_{ε,λ}(t) + iεK_{ε,λ}(t)] V_{ε,λ}(t, s), \quad V_{ε,λ}(s, s) = I. \quad (3.32)$$

**Proposition 3.4** Under the condition (2.6), the adiabatic evolution has the following properties.

1. $V_{ε,λ}(t, s)$ has the decomposition

$$V_{ε,λ}(t, s) = W_{ε,λ}(t, s) \Psi_{ε,λ}(t, s),$$

$$\Psi_{ε,λ}(t, s) = \sum_{j=1}^{d} P_j(s, ε, λ) e^{-\frac{1}{ε} \int_s^t \left[ g_j(u)+λ^2 g_j'(u, ε, λ) \right] du}. \quad (3.33)$$

2. There are constants $C_1$, $C_2$ such that for any $0 < ε ≤ 1$, $0 ≤ s ≤ t$,

$$\|V_{ε,λ}(t, s)\| ≤ 2d e^{(t-s)C_1+λ^2 C_2}, \quad \|U_{ε,λ}(t, s)\| ≤ 2d e^{(t-s)C_1+λ^2 C_2}. \quad (3.34)$$

3. $V_{ε,λ}(t, s)$ approximates the dynamics $U_{ε,λ}(t, s)$ (3.28) as follows. Further assuming that

$$|γ(x)| ≤ \frac{C_γ}{(1 + |x|)^m}, \quad \text{for some } m > 2, \quad (3.35)$$

we have for any $0 ≤ s ≤ t$

$$\|V_{ε,λ}(t, s) - U_{ε,λ}(t, s)\| ≤ C e^{C(t-s)}(ε^2 + λ^2), \quad (3.36)$$

for constants $C$, $C$ independent of $ε$, $λ$. 

Springer
Remark 3.5 The construction and the properties of the adiabatic evolution obviously hold for \( \lambda = 0 \) as well, in which case \( \mathcal{G}_{\varepsilon,0}(t) = A(t) = A(t)^\ast \) is the atomic Hamiltonian and \( U_{\varepsilon,0}(t, s) = U_\varepsilon(t, s) \) is the evolution (3.9). The eigenprojectors \( P_j(t) \) are orthogonal and yield the \( \varepsilon \)-independent anti-symmetric Kato generator \( K(t) = \sum_{j=1}^d (\partial_t P_j(t)) P_j(t) \). In turn, the corresponding Kato intertwining operator \( W(t, s) \) is unitary and independent of \( \varepsilon \), while the unitary phase operator reads \( \Psi_\varepsilon(t, s) = \sum_{j=1}^d P_j(s) e^{-\frac{i}{\varepsilon} \int_s^t \alpha_j(u) du} \). The unitary adiabatic operator given by \( V_\varepsilon(t, s) = W(t, s)\Psi_\varepsilon(t, s) \approx \) approximates of the evolution operator \( U_\varepsilon(t, s) \) in the sense

\[
\|U_\varepsilon(t, s) - V_\varepsilon(t, s)\| \leq \varepsilon [C_1' + C_2'(t - s)].
\]

This is detailed in the proof of Proposition 3.2, Sect. 4.2.

By the Duhamel principle, the solution of (3.25) is

\[
z(t) = U_{\varepsilon, \lambda}(t, 0)z(0) + \frac{1}{i\varepsilon} \int_0^t U_{\varepsilon, \lambda}(t, s)R_2(s, \varepsilon, \lambda) ds.
\]

(3.37)

Then we obtain from (3.36), \( \|z(0)\| \leq 1 \) and \( \sup_{0 \leq t \leq 1} \|U_{\varepsilon, \lambda}(t, s)\| \leq C_0 \) (see (3.34) or (4.66)), so that, uniformly in \( 0 \leq t \leq 1 \),

\[
\|z(t) - V_{\varepsilon, \lambda}(t, 0)z(0)\| \leq C(\varepsilon + \lambda^2 + \frac{1}{\varepsilon} \sup_{0 \leq s \leq 1} \|R_2(s, \varepsilon, \lambda)\|),
\]

(3.38)

with the bound (3.27) on \( R_2 \). Recall the product structure (3.33) of \( V_{\varepsilon, \lambda}(t, s) \), in which the phase term (complex phases) evolves quickly for small \( \varepsilon \) and where \( W_{\varepsilon, \lambda}(t) \) satisfies (3.30). As the projections \( P_j(t, \varepsilon, \lambda) \) are not generally orthogonal, the operator \( K_{\varepsilon, \lambda}(t) \) (3.29) is not anti-selfadjoint, and thus \( W_{\varepsilon, \lambda}(t) \) is not unitary. The size of \( V_{\varepsilon, \lambda}(t) \) is thus not dictated by the phase term \( \Psi_{\varepsilon, \lambda}(t, s) \) alone. We now compare \( W_{\varepsilon, \lambda}(t) \) with the unitary operator \( W(t, s) \) which is defined as the solution of

\[
\partial_t W(t, s) = K(t)W(t, s), \quad W(s, s) = I \quad \text{with} \quad K(t) = \sum_{j=1}^d [\partial_t P_j(t)]P_j(t).
\]

(3.39)

For later purposes, we recall here that since the spectrum of \( A(t) \) is simple, we can make \( W(t, s) \) explicit, following [42], or by direct verification:

Lemma 3.6 (Berry phase) Given the smooth eigenbasis \( \{\phi_k(t)\}_{1 \leq k \leq d} \) of \( A(t) \) and \( 1 \leq j \leq d \), \( 0 \leq s, t \) we have

\[
\varphi_j(t, s) := W(t, s)\phi_j(s) = e^{i\xi_j(t, s)}\phi_j(t), \quad \text{where} \quad \xi_j(t, s) = i \int_s^t \langle \phi_j(u) | \partial_u \phi_j(u) \rangle du.
\]

(3.40)

\( \xi_j(t, s) \) is real, it is called the Berry phase.

The operator \( W(t, s) \) does not depend on \( \varepsilon \) nor on \( \lambda \) and is unitary, \( W(t, s)^\ast = W(t, s)^{-1} = W(s, t) \). We have

\[
\partial_s \left(W_{\varepsilon, \lambda}(t, s)W(t, s)^{-1}\right) = W_{\varepsilon, \lambda}(t, s)\left[K(s) - K_{\varepsilon, \lambda}(s)\right]W(t, s)^{-1},
\]

(3.41)
which gives upon integration,
\[
W(t, s) - W_{\varepsilon, \lambda}(t, s) = \int_s^t W_{\varepsilon, \lambda}(t, u) \left[ K(u) - K_{\varepsilon, \lambda}(u) \right] W(u, s) du. \tag{3.42}
\]

Next, we write
\[
K(t) - K_{\varepsilon, \lambda}(t) = \sum_{j=1}^d \left( [\partial_t P_j(t)] P_j(t) - [\partial_t P_j(t, \varepsilon, \lambda)] P_j(t, \varepsilon, \lambda) \right)
\]
\[
= \sum_{j=1}^d [\partial_t P_j(t)](P_j(t) - P_j(t, \varepsilon, \lambda)) - (\partial_t P_j(t, \varepsilon, \lambda) - \partial_t P_j(t)) P_j(t, \varepsilon, \lambda).
\tag{3.43}
\]

Using the estimates \(\|P_j(t, \varepsilon, \lambda) - P_j(t)\| \leq \frac{4\gamma^2}{A_0} \|v\|_{L}\|\gamma\|_{L^1}\) (see (3.21)) and (3.23), we obtain from (3.43) the bound
\[
\|K(u) - K_{\varepsilon, \lambda}(u)\| \leq C\lambda^2 \left( 1 + \frac{1}{\varepsilon} |\gamma'(u/\varepsilon)| \right). \tag{3.44}
\]

Now, since \(\|W(t, s)\| \leq 1\) we obtain from (3.42)
\[
\|W_{\varepsilon, \lambda}(t, s) - W(t, s)\| \leq C\lambda^2 \int_s^t \|W_{\varepsilon, \lambda}(t, u)\| (1 + \frac{1}{\varepsilon} |\gamma'(u/\varepsilon)|) du. \tag{3.45}
\]

The usual Dyson series expansion based on (3.30) gives the bound
\[
\|W_{\varepsilon, \lambda}(t, s)\| \leq e^{\int_s^t \|K_{\varepsilon, \lambda}(u)\| du} \leq e^{C(1 + \lambda^2)(t-s)} e^{C\lambda^2}. \tag{3.46}
\]

To show the second inequality in (3.46), we note that (see (3.22) and (3.29))
\[
\|K_{\varepsilon, \lambda}(u)\| \leq 2d \max_j \|\partial_t P_j(t, \varepsilon, \lambda)\| \leq C(1 + \lambda^2 + \frac{\lambda^2}{\varepsilon} |\gamma'(u/\varepsilon)|),
\]
so that \(\int_s^t \|K_{\varepsilon, \lambda}(u)\| du \leq C[(t-s)(1 + \lambda^2) + \lambda^2 \|\gamma\|_{L^1}]\). We combine (3.45) with (3.46) into
\[
\|W_{\varepsilon, \lambda}(t, s) - W(t, s)\| \leq C\lambda^2 e^{C(\lambda^2 + t-s)}, \text{ for any } s \leq t. \tag{3.47}
\]

We now combine the bound (3.47) with (3.38),
\[
\sup_{0 \leq t \leq 1} \|z(t) - W(t)\Psi_{\varepsilon, \lambda}(t)z(0)\|
\leq C\left(\varepsilon + \lambda^2 + \frac{1}{\varepsilon} \sup_{0 \leq s \leq 1} \|R_2(s, \varepsilon, \lambda)\| \right) + \lambda^2 C \sup_{0 \leq s \leq 1} \|\Psi_{\varepsilon, \lambda}(s)\|, \tag{3.48}
\]

where we set for short \(W(t) = W(t, 0), \Psi_{\varepsilon, \lambda}(t) = \Psi_{\varepsilon, \lambda}(t, 0)\). Moreover, we show below, see (4.86) and (4.93), that
\[
\|\Psi_{\varepsilon, \lambda}(s)\| \leq 2d \max_j e^{\frac{\lambda^2}{2} \|v\|_{L^1}\|\gamma\|_{L^1} + \frac{c_\gamma}{(m-1)(m-2)\varepsilon}} \leq C. \tag{3.49}
\]

Thus, from (3.27), (3.18), (3.12) we get
\[
\frac{1}{\varepsilon} \sup_{0 \leq s \leq 1} \|R_2(s, \varepsilon, \lambda)\| \leq C(\lambda^2 + \frac{\lambda^4}{\varepsilon}). \tag{3.50}
\]
Replacing in \( \Psi_{\varepsilon, \lambda}(t) \), (3.33), the projection \( P_j(0, \varepsilon, \lambda) \) by \( P_j(0) \) we incur an error of order \( \lambda^2 \) (see (3.21)) and thus finally have the following result from (3.48)–(3.50):

\[
\sup_{0 \leq t \leq 1} \left\| z(t) - W(t) \sum_{j=1}^{d} P_j(0) e^{\frac{1}{2} \int_0^t [\alpha_j(u, \varepsilon) + \lambda^2 \alpha_j'(u, \varepsilon)]du} z(0) \right\| \leq C \left( \varepsilon + \lambda^2 + \frac{\lambda^4}{\varepsilon} \right),
\]

(3.51)

where \( W(t) = W(t, 0) \) is the solution of (3.39). The leading term in (3.51) can be simplified using Lemma 3.6,

\[
W(t) P_j(0) z(0) = z_j(t) W(t) \phi_j(0) = z_j(0) e^{i \xi_j(t) \phi_j(t)},
\]

(3.52)

where we write for short \( \xi_j(t) = \xi_j(t, 0) \) for the Berry phase. Hence (3.51) becomes

\[
\sup_{0 \leq t \leq 1} \left\| z(t) - \sum_{j=1}^{d} e^{\frac{1}{2} \int_0^t [\alpha_j(u, \varepsilon) + \lambda^2 \alpha_j'(u, \varepsilon)]du} e^{i \xi_j(t) z_j(0) \phi_j(t)} \right\| \leq C \left( \varepsilon + \lambda^2 + \frac{\lambda^4}{\varepsilon} \right).
\]

(3.53)

We finally simplify the expression \( e^{-i \frac{\lambda^2}{2} \int_0^t \alpha_j'(u, \varepsilon)du} \) in (3.53). We have from (3.20)

\[
\int_0^t \alpha_j'(u, \varepsilon)du = -i \int_0^t |v_j(u)|^2 \left[ \int_0^{u/\varepsilon} e^{i x \alpha_j(u)} \gamma(x)dx \right]du
\]

(3.54)

We first simplify the integral over \( x \) by extending its upper bound to \( \infty \). From (3.35),

\[
\left| \int_0^{u/\varepsilon} e^{i x \alpha_j(u)} \gamma(x)dx - \int_0^{\infty} e^{i x \alpha_j(u)} \gamma(x)dx \right| \leq C \gamma \int_0^{\infty} \frac{dx}{(1 + x)^m} \leq \frac{C \gamma}{(m - 1)(1 + u/\varepsilon)^{m-1}},
\]

(3.55)

and in view of (3.54),

\[
\int_0^t \frac{|v_j(u)|^2}{(1+u/\varepsilon)^m}du \leq \varepsilon \sup_{s \geq 0} |v_j(s)|^2 \int_0^{\infty} \frac{dy}{(1+y)^m} = C \varepsilon.
\]

Therefore,

\[
\left| \int_0^t \alpha_j'(u, \varepsilon)du + i \int_0^t |v_j(u)|^2 \left[ \int_0^{\infty} e^{i x \alpha_j(u)} \gamma(x)dx \right]du \right| \leq C \varepsilon.
\]

(3.56)

Since \( |e^z - e^{z'}| = |\int_z^{z'} e^\xi d\xi| \leq C |z - z'| \) (where \( C \) is the sup of \( |e^\xi| \) as \( \xi \) varies on the straight line joining \( z \) and \( z' \)), we conclude that

\[
\left| e^{-\frac{\lambda^2}{2} \int_0^t \alpha_j'(u, \varepsilon)du} - e^{-\frac{\lambda^2}{2} \int_0^t |v_j(u)|^2 \left[ \int_0^{\infty} e^{i x \alpha_j(u)} \gamma(x)dx \right]du} \right| \leq C \lambda^2,
\]

(3.57)

uniformly in \( 0 \leq t \leq 1 \). Next, as \( \gamma(-x) = \overline{\gamma}(x) \),

\[
\text{Re} \int_0^{\infty} e^{i x \alpha} \gamma(x)dx = \frac{1}{2} \int_\mathbb{R} e^{i x \alpha} \gamma(x)dx = \sqrt{\pi/2} \hat{\gamma}(\alpha) \geq 0,
\]

\[
\text{Im} \int_0^{\infty} e^{i x \alpha} \gamma(x)dx = \sqrt{2\pi} \text{Im}(\hat{\chi}_+ \hat{\gamma})(\alpha),
\]

where \( \chi_+(x) = 1 \) for \( x \geq 0 \) and \( \chi_+(x) = 0 \) else.

As \( \| W(t) \| = 1, \| P_j(0) \| = 1, |z(0)| \leq 1 \) and \( \alpha_j(u) \in \mathbb{R} \), we can use (3.57) in (3.53) and we obtain Theorem 2.1.
3.2 State of the Emitted Excitation and Proof of Theorem 2.4

The average of a field observable \( B \) (acting on \( L^2(\mathbb{R}^3, d^3k) \)) in the state \( \psi(t) \), (2.13), is

\[
\langle B \rangle_t \equiv \langle \psi(t), (\mathbb{1}_a \otimes B) \psi(t) \rangle = \| z(t) \|^2 \Omega_f + \langle \Omega_f, a(f_t) B a^*(f_t) \Omega_f \rangle = \Omega_f, a(f_t), B a^*(f_t) \Omega_f + \langle \Omega_f, B \Omega_f \rangle,
\]

(3.58)

where we used that \( a(f_t) a^*(f_t) \Omega_f = \| f_t \|^2 \Omega_f = (1 - \| z(t) \|^2) \Omega_f \) (see (2.14)). Let us examine the probability density of the field excitation to have a specific fixed momentum \( k_0 \in \mathbb{R}^3 \). For this we take \( B = a^*_k a_k \). Then \( [a(f_t), a^*_k a_k] = f_t(k_0) a_k \) and

\[
\langle a^*_k a_k \rangle_t = | f_t(k_0) |^2.
\]

(3.59)

In other words, \( | f_t(k_0) |^2 \) is the probability density of finding the field excitation in the momentum \( k_0 \) at time \( t \). Theorem 2.4 addresses the case of one body field observables that are functions of the wave vector \( k \) only.

3.2.1 Proof of Theorem 2.4

The equation (3.7) with the initial condition \( f_0 = 0 \) yields

\[
f_t(k) = -i \frac{\lambda}{\epsilon} g(k) \int_0^t \langle w(s) \vert z(s) \rangle e^{-i \frac{t-s}{\epsilon} \omega(k)} ds.
\]

(3.60)

Then

\[
\langle B \rangle_t := \int_{\mathbb{R}^3} B(k) \vert f_t(k) \vert^2 d^3k = \frac{\lambda^2}{\epsilon^2} \int_0^t ds \int_0^t ds' \langle \overline{w(s)} \vert z(s) \rangle \langle \overline{w(s)} \vert z(s') \rangle \gamma_B \left( \frac{s-s'}{\epsilon} \right)
\]

(3.61)

where \( \gamma_B \) is defined in Theorem 2.4. From Theorem 2.1, setting \( \varphi_j(s) = e^{i \xi_j(s)} \phi_j(s) \),

\[
\langle w(s), z(s) \rangle \langle w(s'), z(s') \rangle = \left[ \langle w(s), \varphi_j(s) \rangle e^{i \int_0^s \left[ \alpha_j + \lambda^2 \overline{\alpha_j} \right] \epsilon_0 \beta_j + O(\epsilon + \lambda^2 + \frac{\lambda^4}{\epsilon}) \right]
\]

\[
\times \left[ \langle w(s'), \varphi_j(s') \rangle e^{-i \int_0^{s'} \left[ \alpha_j + \lambda^2 \overline{\alpha_j} \right] \epsilon_0 \beta_j + O(\epsilon + \lambda^2 + \frac{\lambda^4}{\epsilon}) \right]
\]

\[
= \langle w(s), \varphi_j(s) \rangle \langle w(s'), \varphi_j(s') \rangle e^{i \int_0^s \left[ \alpha_j + \lambda^2 \overline{\alpha_j} \right] \epsilon_0 \beta_j - \frac{\lambda^2}{\epsilon} \left( \int_0^s + \int_0^{s'} \right) \beta_j + O(\epsilon + \lambda^2 + \frac{\lambda^4}{\epsilon})
\]

(3.62)

The remainder term of (3.62), inserted into (3.61), gives

\[
\frac{\lambda^2}{\epsilon^2} O(\epsilon + \lambda^2 + \frac{\lambda^4}{\epsilon}) \int_0^t ds \int_0^t ds' \gamma_B \left( \frac{s-s'}{\epsilon} \right) = O(\lambda^2 + \frac{\lambda^4}{\epsilon} + \frac{\lambda^6}{\epsilon^2}),
\]

(3.63)

because \( 0 \leq t \leq 1 \) and \( \int_0^t dx \gamma_B(x/\epsilon) \leq \epsilon \| \gamma_B \|_{L^1} \). It follows that

\[
\langle B \rangle_t = \frac{\lambda^2}{\epsilon^2} \int_0^t ds \int_0^t ds' \gamma_B(s') \langle w(s), \varphi_j(s) \rangle e^{i \int_0^s \left[ \alpha_j + \lambda^2 \overline{\alpha_j} \right] \epsilon_0 \beta_j - \frac{\lambda^2}{\epsilon} \left( \int_0^s + \int_0^{s'} \right) \beta_j + O(\epsilon + \lambda^2 + \frac{\lambda^4}{\epsilon})
\]

\[
+ O(\lambda^2 + \frac{\lambda^4}{\epsilon} + \frac{\lambda^6}{\epsilon^2}),
\]

(3.64)

\[h(s) := \langle w(s), \varphi_j(s) \rangle.\]
Morally, the oscillatory term in the integral has a phase $\sim \frac{x - x'}{\varepsilon}$ while the decaying one scales as $\sim \frac{x^2}{\varepsilon}(s + s')$. This is why we are going to switch to the coordinates

$$x = s - s' \in [-t, t], \quad y = s + s' \in [0, 2t],$$

and scale those separately. The square $[0, t] \times [0, t]$ to be integrated over in the variables $(s, s')$ becomes, in the $(x, y)$ plane, the square of center $(0, t)$ with one diagonal given by the segment $[x = 0, 0 \leq y \leq 2t$]. Given $x \in [-t, t]$, the variable $y$ varies between $|x| \leq t$, $|x|$ and the Jacobian of the transformation is $\frac{1}{2}$. Upon making the changes of variables $x/\varepsilon \mapsto x$ and then $\frac{x^2}{2\varepsilon} y \mapsto y$, the main term on the right side of (3.64) is

$$\int_{-t}^{t} dx \int_{|x|}^{2t - |x|} dy \ h\left(\frac{y + x}{2}\right)$$

$$= \frac{\lambda^2}{2\varepsilon^2} \int_{-t/\varepsilon}^{t/\varepsilon} dx \ y_B\left(\frac{x}{\varepsilon}\right) e^{\frac{i}{\varepsilon} \int_{y/\varepsilon}^{x/\varepsilon/2} [a_j + \lambda^2 \alpha_j] e^{-\frac{x^2}{2} \int_{y/\varepsilon}^{x/\varepsilon/2} + f_0^{(y+2x/\varepsilon)}] \beta_j}$$

$$= \frac{\lambda^2}{2\varepsilon^2} \int_{-t/\varepsilon}^{t/\varepsilon} \int_{-\lambda^2 |x|/2}^{\lambda^2 |x|/2} dy \ h\left(\frac{y + x}{2}\right) h\left(\frac{y - x}{2}\right) e^{\frac{i}{\varepsilon} \int_{y/\varepsilon}^{x/\varepsilon/2} [a_j + \lambda^2 \alpha_j]}$$

$$\times e^{-\frac{x^2}{2} \int_{0}^{\lambda^2 |x|/2 - \varepsilon x^2/2} + f_0^{(y/2 + \varepsilon x/2)]} \beta_j}$$

$$= \int_{-t/\varepsilon}^{t/\varepsilon} dx \int_{0}^{\infty} dy \ h\left(\frac{y}{2 + \lambda^2 x/2}\right) h\left(\frac{y - x}{2}\right) e^{\frac{i}{\varepsilon} \int_{y/\varepsilon}^{x/\varepsilon/2} [a_j + \lambda^2 \alpha_j]} e^{-\frac{x^2}{2} \int_{0}^{\lambda^2 |x|/2 - \varepsilon x^2/2} + f_0^{(y/2 + \varepsilon x/2)]} \beta_j}.$$

where ($\chi$ is the characteristic function)

$$F(x, y, t, \varepsilon, \lambda) = \chi(|x| \leq t/\varepsilon) \chi(\lambda^2 |x|/2 \leq y \leq \lambda^2 t/\varepsilon - \lambda^2 |x|/2) y_B(x)$$

$$\times h\left(\frac{\varepsilon y}{\lambda^2} + \frac{\varepsilon x}{2}\right) h\left(\frac{\varepsilon y - \varepsilon x}{\lambda^2 y/2}\right) e^{\frac{i}{\varepsilon} \int_{y/\varepsilon}^{x/\varepsilon/2} [a_j + \lambda^2 \alpha_j]} e^{-\frac{x^2}{2} \int_{0}^{\lambda^2 |x|/2 - \varepsilon x^2/2} + f_0^{(y/2 + \varepsilon x/2)]} \beta_j}.$$

Due to (2.24),

$$\inf_{t \geq 0} \beta_j(t) \equiv \beta_j^* > 0.$$

In view of estimating the exponentially decaying term on the right side of (3.66), we note that

$$\frac{\lambda^2}{\varepsilon} \int_{0}^{\lambda^2 |x|/2 - \varepsilon x^2/2} + f_0^{(y/2 + \varepsilon x/2)]} \beta_j \leq e^{-2y \beta_j^*}. \quad (3.68)$$

and thus

$$e^{-\frac{x^2}{2} \int_{0}^{\lambda^2 |x|/2 - \varepsilon x^2/2} + f_0^{(y/2 + \varepsilon x/2)]} \beta_j} \leq e^{-2y \beta_j^*}. \quad (3.68)$$
Consider first the regime (A). The right hand side of (3.68) is integrable in \((x, y) \in \mathbb{R} \times \mathbb{R}_+\) and so by the dominated convergence theorem (recall (3.65)),

\[
\lim_{\epsilon, \lambda, \epsilon/\lambda^2 \to 0} \int_{\mathbb{R}} \int_{0}^{\infty} dy \ F(x, y, t, \epsilon, \lambda) = \int_{\mathbb{R}} \int_{0}^{\infty} dy \ \lim_{\epsilon, \lambda, \epsilon/\lambda^2 \to 0} F(x, y, t, \epsilon, \lambda).
\]

(3.69)

We now calculate the pointwise limit of \(F\). We have since \(h\) is continuous

\[
\lim_{\epsilon, \lambda, \epsilon/\lambda^2 \to 0} h\left(\frac{\epsilon}{\lambda^2} y \pm \frac{\epsilon}{2} x\right) = h(0) = \langle w(0), \phi_j(0) \rangle
\]

and, denoting by \(A(t)\) the anti-derivative (primitive) of \(\alpha_j(t) + \lambda^2 \tilde{\alpha}_j(t)\),

\[
i \int \frac{\epsilon^2 x}{\lambda^2 + \epsilon x/2} [\alpha_j + \lambda^2 \tilde{\alpha}_j] = \frac{i}{\epsilon} \left[A \left(\frac{\epsilon x}{\lambda^2} + \frac{\epsilon x}{2}\right) - A \left(\frac{\epsilon x}{\lambda^2} - \frac{\epsilon x}{2}\right)\right]
\]

\[
= \frac{i}{\epsilon} \epsilon x [\alpha_j(\tau) + \lambda^2 \tilde{\alpha}_j(\tau)],
\]

(3.71)

where we have used the mean value theorem in the last step, and where \(\tau\), which depends on \(x, y, \epsilon, \lambda\), satisfies \(|\tau - \frac{\epsilon x}{\lambda^2}| \leq \frac{\epsilon |x|}{2}\). It follows that

\[
\lim_{\epsilon, \lambda, \epsilon/\lambda^2 \to 0} e^{\frac{i}{\epsilon} \int_{\frac{\epsilon x}{\lambda^2 - \epsilon x/2}}^{\frac{\epsilon x}{\lambda^2 + \epsilon x/2}} [\alpha_j + \lambda^2 \tilde{\alpha}_j]} = e^{ix\alpha_j(0)}.
\]

(3.72)

Next,

\[
\lim_{\epsilon, \lambda, \epsilon/\lambda^2 \to 0} e^{-\frac{\lambda^2}{2} \int_{\frac{\epsilon x}{\lambda^2}}^{\frac{\epsilon x}{\lambda^2 - \epsilon x/2}} x \beta_j} = e^{-y\beta_j(0)}
\]

which follows from

\[
\lim_{\epsilon, \lambda, \epsilon/\lambda^2 \to 0} \frac{\lambda^2}{\epsilon} \int_{\frac{\epsilon x}{\lambda^2}}^{\frac{\epsilon x}{\lambda^2 - \epsilon x/2}} \beta_j = \frac{\lambda^2}{\epsilon} \lim_{r \to \infty} r \int_{0}^{1/r} \beta_j = -y\beta_j(0)
\]

where we used the mean value theorem, as above in (3.71), with \(|\tau - \frac{\epsilon x}{\lambda^2}| \leq \frac{\epsilon |x|}{2}\). We combine the limits (3.70), (3.72), (3.73) into

\[
\lim_{\epsilon, \lambda, \epsilon/\lambda^2 \to 0} F(x, y, t, \epsilon, \lambda) = \gamma_B(x) |\langle w(0), \varphi_j(0) \rangle|^2 e^{ix\alpha_j(0)} e^{-2y\beta_j(0)}.
\]

Note finally that \(O(\lambda^2 + \frac{\lambda^2}{\epsilon} + \frac{\lambda^6}{\epsilon^2}) = O(\frac{\lambda^6}{\epsilon^2})\) in regime A. Combining this with (3.69) and (3.65), (3.64) yields (recall (2.24))

\[
\lim_{\epsilon, \lambda, \epsilon/\lambda^2, \lambda^3/\epsilon \to 0} \langle B(t) \rangle_t = \sqrt{\frac{\pi}{2}} |\langle w(0), \phi_j(0) \rangle|^2 \frac{\tilde{\gamma}_B(\alpha_j(0))}{\beta_j(0)}.
\]

(3.74)

For the last equality, we use \(\xi_j(0) = 0\) (Berry phase) and due to (3.3), \(\langle w(0), \phi_j(0) \rangle = w_j(0) = v_j(0)\) and the definition of the Fourier transform,

\[
\tilde{\gamma}_B(\alpha) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{it\alpha} \gamma_B(t) dt.
\]
Next consider the regime (B). We can still use the dominated convergence theorem to calculate
\[
\lim_{\varepsilon, \lambda \to 0, \lambda^2 / \varepsilon = r} \int_\mathbb{R} dx \int_0^\infty dy \ F(x, y, t, \varepsilon, \lambda)
= \int_\mathbb{R} dx \int_0^\infty dy \ \lim_{\varepsilon, \lambda \to 0, \lambda^2 / \varepsilon = r} F(x, y, t, \varepsilon, \lambda). \tag{3.75}
\]
Now the pointwise limit of \( F \) is
\[
\lim_{\varepsilon, \lambda \to 0, \lambda^2 / \varepsilon = r} F(x, y, t, \varepsilon, \lambda) = \chi(0 \leq y \leq rt) \gamma_B(x) |\gamma_j(y/r)| e^{-2r \int_0^{y/r} \beta_j}, \tag{3.76}
\]
the error term is \( O(\varepsilon) \), from which (2.26) follows at once. This concludes the proof of Theorem 2.4. \( \square \)

**Remark 3.7** By similar considerations we don’t make explicit, one can further prove the following estimate in the regime \( \lambda^2 \leq \varepsilon \):\[
\langle B \rangle_t = \lambda^2 \sqrt{2\pi} \int_0^t |v_j(s)|^2 \hat{\beta}(\alpha_j(s)) ds + O\left(\lambda^2 + \lambda^4 / \varepsilon^2\right), \tag{3.77}
\]
further assuming \( |\gamma_B(t)| \leq C_B (1 + |t|)^{-\mu} \), with \( \mu > 2 \).

### 3.3 The Time Independent Case, Proof of Corollary 2.3
We consider here the special case where the total Hamiltonian (2.2) is time independent, \( H(t) \equiv H \). In keeping with the observation following (2.11), we will set \( \varepsilon = 1 \) and consider \( t \geq 0 \). The time independent quantities appearing in the Hamiltonian are then denoted without the argument \( t \): \( A, w, \) and so on.

In the time independent case, Propositions 3.1 and (3.2) reduce to the following result.

**Proposition 3.8** Suppose the Hamiltonian (2.2) is time independent and the initial condition \( \psi \in \mathcal{P}_1 \) is such that \( f_t = 0 = 0 \), so the excitation is initially in the atom. Then
\[
i \partial_t z(t) = \left[ A - i \lambda^2 |w \rangle \langle w| \Gamma(t) \right] z(t) + \tilde{R}_0(t, \lambda), \tag{3.78}
\]
where
\[
\Gamma(t) = \int_0^t e^{ixA} \gamma(x) dx, \tag{3.79}
\]
and the remainder satisfies
\[
\sup_{t \geq 0} \| \tilde{R}_0(t, \lambda) \| \leq \lambda^4 \|w\|^4 \|\gamma\|_{L^1} \|t\gamma(t)\|_{L^1}. \tag{3.80}
\]

The generator (3.17) of the linear approximation of \( z(t) \) is replaced in the time independent case here by
\[
G_\lambda(t) = A - i \lambda^2 |w \rangle \langle w| \Gamma(t), \tag{3.81}
\]
with associated propagator \( U_\lambda \), defined as the solution of
\[
i \partial_t U_\lambda(t, s) = G_\lambda(t) U_\lambda(t, s), \quad U_\lambda(s, s) = \mathbb{I}. \tag{3.82}
\]
As above, we will also write $U_\lambda(t)$ for $U_\lambda(t, 0)$. Define

$$
\Gamma^+ = \int_0^\infty e^{ixA} \gamma(x) dx
$$

(3.83)

Assuming the decay condition of $\gamma$, (3.35), we have

$$
\|\Gamma(t) - \Gamma^+\| \leq \int_t^\infty |\gamma(x)| dx \leq \frac{C_\gamma}{(m-1)(1+t)^{m-1}} \in L_1(\mathbb{R}).
$$

(3.84)

We adopt the well-coupledness assumption (2.24) modified to the time-independent setting,

$$
\beta_{\text{min}} \equiv \min_{1 \leq j \leq d} \beta_j = \min_{1 \leq j \leq d} (\sqrt{\pi/2}|w_j|^2 \tilde{\gamma}(\alpha_j)) > 0.
$$

(3.85)

**Proposition 3.9** Assume (3.85). For any $0 < \beta < \beta_{\text{min}}$, there exists $\lambda_0 > 0$ and $C_0 > 0$ such that if $\lambda \leq \lambda_0$ then the solution of (3.82) satisfies for all $t \geq 0$,

$$
\|U_\lambda(t) - e^{-it(\Lambda - i\lambda^2)|w\rangle\langle w| \Gamma^+}\| \leq \lambda^2 \|w\|^2 C_0 e^{C_0 \lambda^2 \|w\|^2 \|\Gamma - \Gamma^+\|_{L_1}} e^{-\beta^* t \lambda^2} \int_0^t \|\Gamma(s) - \Gamma^+\| ds.
$$

(3.86)

Moreover, for all $t \geq s \geq 0$,

$$
\|e^{-it(\Lambda - i\lambda^2)|w\rangle\langle w| \Gamma^+}\| \leq C_0 e^{-\beta^* t \lambda^2}, \quad \|U_\lambda(t, s)\| \leq C_0 e^{-\beta^* (t-s) \lambda^2} e^{C_0 \lambda^2 \|w\|^2 \|\Gamma - \Gamma^+\|_{L_1}}.
$$

(3.87)

It follows from (3.78), the definition of $U_\lambda(t, s)$ given in (3.82) and from the Duhamel formula, that

$$
z(t) = U_\lambda(t) z(0) - i \int_0^t U_\lambda(t, s) \tilde{R}_0(s, \lambda) ds.
$$

(3.88)

We estimate the remainder term employing (3.80) and (3.87),

$$
\left\| \int_0^t U_\lambda(t, s) \tilde{R}_0(s, \lambda) ds \right\| \leq C_R \lambda^4 \int_0^t e^{-\beta^* (t-s) \lambda^2} ds \leq \frac{C_R}{\beta^* \lambda^2} (1 - e^{-\beta^* t \lambda^2}),
$$

(3.89)

with $C_R = \|w\|^4 \|\gamma\|_{L_1} \|t \gamma(t)\|_{L_1} C_0 e^{C_0 \lambda^2 \|w\|^2 \|\Gamma - \Gamma^+\|_{L_1}}$. Next we use the estimate (3.86) to obtain

$$
\|U_\lambda(t) z(0) - e^{-it(\Lambda - i\lambda^2)|w\rangle\langle w| \Gamma^+} z(0)\| \leq C_1 \lambda^2 e^{-\beta^* t \lambda^2} \min(t, 1),
$$

(3.90)

where $C_1 = \|w\|^2 C_0^2 e^{C_0 \lambda^2 \|w\|^2 \|\Gamma - \Gamma^+\|_{L_1}} (\|\Gamma - \Gamma^+\|_{L_\infty} + \|\Gamma - \Gamma^+\|_{L_1})$ and we have taken into account that

$$
\int_0^t \|\Gamma(s) - \Gamma^+\| ds \leq \left\{ \frac{t}{\|\Gamma - \Gamma^+\|_{L_\infty}} + \right\} \min(t, 1).
$$

Combining (3.88), (3.89) and (3.90) yields the following result.

**Corollary 3.10** Under the assumptions of Proposition 3.9, for $\lambda \leq \lambda_0$, and any $t \geq 0$,

$$
\|z(t) - e^{-it(\Lambda - i\lambda^2)|w\rangle\langle w| \Gamma^+} z(0)\| \leq C_2 \lambda^2 \left( \min(t, 1) e^{-\beta^* t \lambda^2} + (1 - e^{-\beta^* t \lambda^2}) \right),
$$

(3.91)

for $C_2 = \|w\|^2 C_0^2 e^{C_0 \lambda^2 \|w\|^2 \|\Gamma - \Gamma^+\|_{L_1}} \left\{ \frac{\|w\|^2}{\beta^*} \|\gamma\|_{L_1} \|t \gamma\|_{L_1} + C_0 (\|\Gamma - \Gamma^+\|_{L_\infty} + \|\Gamma - \Gamma^+\|_{L_1}) \right\}$. 
Remarks. (i) By the Lumer-Phillips criterion, $e^{-it(A-i\lambda^2|w\rangle\langle w|\Gamma^+)}$ is a contraction semigroup if and only if $-iA - \lambda^2|w\rangle\langle w|\Gamma^+$ is dissipative. However, the rank two operator

$$\text{Re} \left(-iA - \lambda^2|w\rangle\langle w|\right) = -\frac{\lambda^2}{2} \left(|w\rangle\langle w|\Gamma^+ + (\Gamma^+)^*|w\rangle\langle w|\right)$$

has positive and negative eigenvalues unless $w$ is an eigenvector of $(\Gamma^+)^*$, i.e. an eigenvector of $A$, which is forbidden by the well-coupledness assumption (3.85). In other words, there exists $z(0)$ of norm one such that for $t > 0$ small enough, $\|e^{-it(A-i\lambda^2|w\rangle\langle w|\Gamma^+)}z(0)\| > 1$, before the exponential decay kicks in.

(ii) The estimate (3.91) holds in particular for $t = 0$ or $\lambda = 0$, in which cases the approximation is trivially exact and the error term vanishes.

(iii) The error term in (3.91) is $O(\lambda^2)$ uniformly in $t \geq 0$.

We may diagonalize $A - i\lambda^2|w\rangle\langle w|\Gamma^+ = \sum_{j=1}^{d} \alpha_j(\lambda) P_j(\lambda)$ and carry out analytic perturbation theory in $\lambda$, to obtain

$$e^{-iA-t\lambda^2|w\rangle\langle w|\Gamma^+} = \sum_{j=1}^{d} e^{-it\alpha_j(\lambda)} P_j(\lambda) = \sum_{j=1}^{d} e^{-it\alpha_j(\lambda)} P_j + O(\lambda^2 e^{-\lambda^2 t \beta_{\min}}). \quad (3.92)$$

provided $\lambda$ is small enough (see also (3.85)). Here, $P_j$ is the eigenprojection of $A$ (associated to the eigenvalue $\alpha_j$) and

$$\alpha_j(\lambda) = \alpha_j + \lambda^2 \alpha_j' + O(\lambda^4), \quad (3.93)$$

where $\alpha_j' \equiv \bar{\alpha}_j - i \beta_j$ is given in (2.22) (see the proof of Proposition (3.9)).

Combining (3.92) and (3.91), and taking into account Remark iii) above, we get

$$\sup_{t \geq 0} \|z(t) - \sum_{j=1}^{d} e^{-it\alpha_j(\lambda)} P_j z(0)\| \leq C \lambda^2. \quad (3.94)$$

One further simplifies the exponents by retaining only the the $O(\lambda^2)$ term in $\alpha_k(\lambda)$, according to (3.93). Using that for any $\zeta \in \mathbb{C}$, $|e^{\zeta} - 1| = | \int_{0}^{\zeta} e^z dz | \leq |\zeta| e^{4|\zeta|}$,

$$|e^{-i t \alpha_j(\lambda)} - e^{-i t(\alpha_j + \lambda^2 \alpha_j')}| \leq e^{-\beta_t t \lambda^2} - 1 \leq e^{-\beta_t t \lambda^2} |t O(\lambda^4)| e^{4|t O(\lambda^4)|} \leq c t \lambda^4 e^{-\frac{1}{2} \beta_{\min} t \lambda^2} \leq \frac{2c}{e \beta_{\min}} \lambda^2. \quad (3.95)$$

In the third step, we used that $|O(\lambda^4)| \leq c \lambda^4$ for some $c \geq 0$ and in the fourth step we took $\lambda^2 < \frac{\beta_{\min}}{2c}$. We combine (3.94) and (3.95) into Corollary 2.3.

The advantage of Corollary 2.3 over Corollary 3.10 is that the generator of the approximate evolution is simpler as it only contains energy corrections of $O(\lambda^2)$ and it is provided by a contraction semigroup. On the flip side, the remainder term in Corollary 3.10 is better for small times (it vanishes at $t = 0$) while in Corollary (2.3) the remainder is only guaranteed to be $O(\lambda^2)$. 
Proof of Proposition 3.9. We consider (3.82) in the interaction picture with
\[ G_{\lambda}^+ = A - i\lambda^2|w\rangle\langle w| \Gamma^+ \] (3.96)
i.e. we observe that for \(0 \leq s \leq t\), we have
\[
i(t-s)G_{\lambda}^+(U_{\lambda}(t, s)) = e^{i(t-s)G_{\lambda}^+} (G_{\lambda}(t) - G_{\lambda}^+)U_{\lambda}(t, s),
\]
so that, after integration we get for \(0 \leq s \leq t\)
\[
U_{\lambda}(t, s) = e^{-i(t-s)G_{\lambda}^+} - \lambda^2 \int_s^t e^{-i(t-r)G_{\lambda}^+} |w\rangle\langle w|((\Gamma(r) - \Gamma^+)U_{\lambda}(r, s))dr.
\] (3.97)
The adaptation of the perturbation Lemma 3.3 to the \(\epsilon\) and time independent operator \(G_{\lambda}^+\) in (3.96) yields for \(\lambda\) small,
\[
e^{-itG_{\lambda}^+} = \sum_{j=1}^d e^{-it\alpha_j(\lambda)} P_j(\lambda),
\] (3.98)
where \(\alpha_j(\lambda) = \alpha_j + \lambda^2\alpha'_j + O(\lambda^4)\) with \(\alpha'_j = -i|w_j|^2 \int_0^\infty e^{ix\alpha_j}\gamma(x)dx\) and \(P_j(\lambda) = P_j + O(\lambda^2)\) has norm bounded by 2. Here \(\alpha_j\) and \(P_j\) are the eigenvalues and eigenprojectors of \(A\). The decomposition of \(\alpha'_j\) in real and imaginary parts is (see also see (2.18)),
\[
\alpha'_j = \sqrt{2\pi}|w_j|^2 \text{Im}(\tilde{\alpha}_j) - i\sqrt{\pi}/2|w_j|^2 \tilde{\gamma}(\alpha_j) \equiv \tilde{\alpha}_j - i\beta_j.
\]
Thus, for any \(0 < \beta^+ < \min_{1 \leq j \leq d} \beta_j\), there exists \(\lambda_0\) and \(C_0\) such that if \(|\lambda| \leq \lambda_0\) then \(\|e^{-itG_{\lambda}^+}\| \leq C_0 e^{-\beta^+ t\lambda^2}\) for all \(t \geq 0\). Hence we deduce from (3.97) by iteration, or via Gronwall Lemma, that under the same conditions, and for all \(t \geq s \geq 0\),
\[
\|U_{\lambda}(t, s)\| \leq C_0 e^{-\beta^+ (t-s)\lambda^2} e^{C_0\lambda^2\|w\|^2\|\Gamma-\Gamma^+\|_1}.
\]
Consequently, plugging these estimates in (3.97) for \(s = 0\) yields (3.86). This completes the proof of the proposition.

4 Proofs of Auxiliary Results

4.1 Proof of Proposition 3.1

We eliminate the free dynamics by changing the variables,
\[
y(t) = U_{\epsilon}(t)^{-1}z(t), \quad h_t = e^{it\frac{\omega}{\gamma}} f_t
\] (4.1)
where \(U_{\epsilon}(t)\) is given in (3.9). The equations resulting from (3.6) and (3.5) for the new variables \(y(t), h_t\) are,
\[
i\epsilon \partial_t y(t) = \lambda(g, e^{-it\frac{\omega}{\gamma}} h_t) U_{\epsilon}(t)^{-1} w(t)
\] (4.2)
\[
i\epsilon \partial_t h_t = \lambda(w(t), U_{\epsilon}(t)y(t)) e^{it\frac{\omega}{\gamma}} g.
\] (4.3)
True to the Wigner–Weisskopf procedure, we now integrate the equation for \(h_t\) and insert the result in the equation for \(y(t)\). The initial condition, describing the setup of spontaneous radiative decay of the atom, satisfies
\[
h_{t=0}(k) = f_{t=0}(k) = 0.
\] (4.4)
Thus equation (4.3) gives
\[ h_t = -\frac{i\lambda}{\varepsilon} \int_0^t \langle w(s), U_\varepsilon(s) y(s) \rangle e^{i \frac{s}{\varepsilon}} ds g, \] (4.5)
which together with (4.2) leads to
\[ \partial_t y(t) = -\frac{\lambda^2}{\varepsilon^2} v(t) \int_0^t \langle v(s), y(s) \rangle \gamma\left(\frac{t-s}{\varepsilon}\right) ds, \] (4.6)
where we have introduced
\[ v(t) = U_\varepsilon(t)^{-1} w(t) \] (4.7)
and the field correlation function \( \gamma \) is given in (2.7) Next we replace \( y(s) \) in the integral on the right side of (4.6) by \( y(t) \). More precisely, as
\[ \|v(u)\|_{C^2} = \|U_\varepsilon(u)^{-1} w(u)\|_{C^2} = \|w(u)\|_{C^2} = \left[ \sum_{j=1}^d |v_j(u)|^2 \right]^{1/2} \]
\[ = \left[ \sum_{j=1}^d |v_j(u)|^2 \right]^{1/2} = \|v(u)\|_{C^2} \]
and \( \|y(s)\| \leq 1 \), the relation (4.6) implies
\[ \|\partial_t y(t)\| \leq \frac{\lambda^2}{\varepsilon^2} \|v\|_\infty^2 \int_0^t |\gamma\left(\frac{t-s}{\varepsilon}\right)| ds \leq \frac{\lambda^2}{\varepsilon} \|v\|_\infty^2 \|\gamma\|_{L^1}. \] (4.8)
where
\[ \|v\|_\infty = \sup_{t \geq 0} \|v(t)\|_{C^2} = \sup_{t \geq 0} \left[ \sum_{j=1}^d |v_j(t)|^2 \right]^{1/2}. \] (4.9)
Therefore, for \( t \geq s \geq 0 \),
\[ \|y(t) - y(s)\| \leq \int_s^t \|\partial_u y(u)\| du \leq \lambda^2 \|v\|_\infty^2 \|\gamma\|_{L^1} \frac{t-s}{\varepsilon}. \] (4.10)
Using this bound in (4.6) yields
\[ \partial_t y(t) = -\frac{\lambda^2}{\varepsilon^2} v(t) \int_0^t v(s) \gamma(\frac{t-s}{\varepsilon}) ds \gamma(\frac{t-s}{\varepsilon}) ds + T_1(t), \] (4.11)
where
\[ \|T_1(t)\| \leq \frac{\lambda^4}{\varepsilon^2} \|v\|_\infty^4 \|\gamma\|_{L^1} \int_0^t \frac{t-s}{\varepsilon} |\gamma(\frac{t-s}{\varepsilon})| ds \leq \frac{\lambda^4}{\varepsilon} \|v\|_\infty^4 \|\gamma\|_{L^1} \|t \gamma(t)\|_{L^1}. \] (4.12)
The derivative of \( v(s) = U_\varepsilon(s)^{-1} w(s) \) is \( \sim \varepsilon^{-1} \) since \( i \partial_s U_\varepsilon(s)^{-1} \) is of order \( \varepsilon^{-1} \) (see (3.9), (4.7)). So we replace only the part \( w(s) \) by \( w(t) \) within \( v(s) \) in the integrand of (4.11):
\[ \int_0^t \langle U_\varepsilon(s)^{-1} w(s), y(t) \rangle \gamma(\frac{t-s}{\varepsilon}) ds = \int_0^t \langle U_\varepsilon(s)^{-1} w(t), y(t) \rangle \gamma(\frac{t-s}{\varepsilon}) ds \]
\[ + T_2(t). \] (4.13)
Using \( \| w(t) - w(s) \| \leq \int_s^t \| \partial_u w(u) \| du \leq (t - s) \| \partial_t w \|_\infty \), with
\[
\| \partial_t w \|_\infty \equiv \sup_{t \geq 0} \| \partial_t w(t) \|_{C^d}
\] (4.14) we obtain
\[
|T_2(t)| \leq \int_0^t \| w(t) - w(s) \| \| y(t) \| \left| \gamma \left( \frac{t - s}{\epsilon} \right) \right| ds \\
\leq \| \partial_t w \|_\infty \int_0^t (t - s) \left| \gamma \left( \frac{t - s}{\epsilon} \right) \right| ds \leq \epsilon^2 \| \partial_t w \|_\infty \| t \gamma(t) \|_{L^1}. (4.15)
\]

Combining (4.13), (4.15) with (4.11) shows that
\[
\partial_t y(t) = -\frac{\lambda^2}{\epsilon^2} v(t) \int_0^t U_\epsilon(s)^{-1} w(t) \gamma \left( \frac{t - s}{\epsilon} \right) ds, \quad y(t) + T_3(t), (4.16)
\]
with
\[
\| T_3(t) \| \leq \frac{\lambda^4}{\epsilon^4} \| v \|_\infty^4 \| \gamma \|_{L^1} \| t \gamma(t) \|_{L^1} + \lambda^2 \| \partial_t w \|_\infty \| w \|_\infty \| t \gamma(t) \|_{L^1}. (4.17)
\]

In terms of the original variable \( z(t) = U_\epsilon(t) y(t) \) (see (4.1)), (4.16) reads
\[
\partial_t z(t) = -\frac{i}{\epsilon} A(t) z(t) - \frac{\lambda^2}{\epsilon} w(t) (Q_\epsilon(t) w(t), z(t)) + T_4(t), (4.18)
\]
where \( \| T_4(t) \| = \| U_\epsilon(t) T_3(t) \| = \| T_3(t) \| \) since \( U_\epsilon(t) \) is unitary, and where \( Q_\epsilon(t) \) is given in (3.11). This finishes the proof of Proposition 3.1.

4.2 Proof of Proposition 3.2

We introduce the atomic adiabatic evolution \( V_\epsilon(t, s) \)
\[
i \epsilon \partial_t V_\epsilon(t, s) = \left( A(t) + i \epsilon K(t) \right) V_\epsilon(t, s), \quad V_\epsilon(s, s) = \mathbb{I}, (4.19)
\]
where Kato’s generator is
\[
K(t) = \sum_{j=1}^d [\partial_t P_j(t)] P_j(t) (4.20)
\]
with
\[
P_j(t) = |\phi_j(t)\rangle \langle \phi_j(t)|
\]
the spectral projections of \( A(t) \). Since \( A(t) \) is self-adjoint and \( K(t) \) is unitary, \( V_\epsilon(t, s)^* = V_\epsilon(s, t)^{-1} = V_\epsilon(s, t) \) of (4.19) is unitary, \( V_\epsilon(t, s)^* = V_\epsilon(s, t)^{-1} = V_\epsilon(s, t) \). Defining the \( \epsilon \)-independent Kato intertwining operator \( W(t) \) as the solution of the \( \epsilon \)-independent equation
\[
\partial_t W(t, s) = K(t) W(t, s), \quad W(s, s) = \mathbb{I} (4.21)
\]
one readily checks the relation (use the intertwining relation \( W(t, s) P_j(s) = P_j(t) W(t, s) \))
\[
V_\epsilon(t, s) = W(t, s) \Phi_\epsilon(t, s), \quad \Phi_\epsilon(t, s) = \sum_{j=1}^d P_j(s)e^{-\frac{i}{\epsilon} \int_0^t \alpha_j(u) du}. (4.22)
\]
Both $W(t, s)$ and $\Phi_\varepsilon(t, s)$ are unitary. The point of this factorization of $V_\varepsilon$ is to separate out the quickly varying ($\varepsilon$ small) phase term $\Phi_\varepsilon$. The adiabatic evolution $V_\varepsilon(t, s)$ approximates $U_\varepsilon(t, s)$,

$$\|V_\varepsilon(t, s) - U_\varepsilon(t, s)\| \leq \varepsilon \left[ C'_1 + (t - s) C'_2 \right],$$

(4.23)

where

$$C'_1 = \frac{d^2}{\Delta_0} \max_j \| \partial_t P_j \|_\infty$$

and

$$C'_2 = \frac{d^2}{\Delta_0} \left[ (1 + d \| A \|_\infty) \max_j \| \partial_t P_j \|_\infty^2 + \max_j \| \partial_t^2 P_j \|_\infty + \frac{\max_j \| \partial_t \alpha_j \|_\infty}{\Delta_0} \max_j \| \partial_t P_j \|_\infty \right],$$

and where $c$ is a numerical constant. A proof (4.23) is rather standard. We present the details in Sect. 4.4, (4.61)–(4.80), in the more complicated setting where $V_\varepsilon$, $U_\varepsilon$ (3.9), (4.19) are replaced by $V_{\varepsilon, \lambda}$, $U_{\varepsilon, \lambda}$ (3.32), (2.8)).

Approximating $U_\varepsilon(t, s)$ in (3.11) by $V_\varepsilon(t, s)$ we obtain from (4.22), (4.23)

$$\|Q_\varepsilon(t) - \frac{1}{\varepsilon} \int_0^t \frac{1}{\varepsilon} \left( \frac{t - s}{\varepsilon} \right) V_\varepsilon(t, s) ds \|$$

$$\leq \varepsilon C'_1 \frac{1}{\varepsilon} \int_0^t \| \gamma \left( \frac{t - s}{\varepsilon} \right) \| ds + \varepsilon C'_2 \frac{1}{\varepsilon} \int_0^t \| \gamma \left( \frac{t - s}{\varepsilon} \right) \| (t - s) ds$$

$$\leq \varepsilon C'_1 \gamma \|_{L^1} \cdot \varepsilon^2 C'_2 \| t \gamma \|_{L^1}. \quad (4.24)$$

Next we use (4.22),

$$V_\varepsilon(t, s) = \sum_j W(t, s) P_j(s) e^{-\frac{1}{\varepsilon} J'_j \gamma(t) du} = \sum_j P_j(t) W(t, s) e^{-\frac{1}{\varepsilon} J'_j \gamma(t) du}$$

$$= \sum_j P_j(t) e^{-\frac{1}{\varepsilon} J'_j \gamma(t) du} + \sum_j P_j(t) \left( \int_{s}^{t} \partial_u W(t, s) du \right) e^{-\frac{1}{\varepsilon} J'_j \gamma(t) du}. \quad (4.25)$$

Now $\| J'_j \partial_u W(t, s) du \| \leq \| (t - s) \| K \| \leq d \| (t - s) \| \max_j \| \partial_t P_j \|_\infty$. Then,

$$\left\| \frac{1}{\varepsilon} \int_{0}^{t} \frac{1}{\varepsilon} \left( \frac{t - s}{\varepsilon} \right) V_\varepsilon(t, s) ds - \sum_{j=1}^{d} P_j(t) \frac{1}{\varepsilon} \int_{0}^{t} \frac{1}{\varepsilon} \left( \frac{t - s}{\varepsilon} \right) e^{-\frac{1}{\varepsilon} J'_j \gamma(t) du} ds \right\|$$

$$\leq d^2 \max_j \| \partial_t P_j \|_\infty \frac{1}{\varepsilon} \int_{0}^{t} \| \gamma \left( \frac{t - s}{\varepsilon} \right) \| (t - s) ds \leq \varepsilon d^2 \max_j \| \partial_t P_j \|_\infty \| t \gamma \|_{L^1}. \quad (4.26)$$

Combining (4.24) and (4.26) yields

$$\left\| Q_\varepsilon(t) - \sum_{j=1}^{d} P_j(t) \frac{1}{\varepsilon} \int_{0}^{t} \frac{1}{\varepsilon} \left( \frac{t - s}{\varepsilon} \right) e^{-\frac{1}{\varepsilon} J'_j \gamma(t) du} ds \right\|$$

$$\leq \varepsilon \left( C'_1 \gamma \|_{L^1} + d^2 \max_j \| \partial_t P_j \|_\infty \| t \gamma \|_{L^1} \right) + \varepsilon^2 C'_2 \| t \gamma \|_{L^1}. \quad (4.27)$$

Next, we have

$$\frac{1}{\varepsilon} \int_{0}^{t} \frac{1}{\varepsilon} \left( \frac{t - s}{\varepsilon} \right) e^{-\frac{1}{\varepsilon} J'_j \gamma(t) du} ds = \int_{0}^{t/\varepsilon} \frac{1}{\varepsilon} \left( \frac{t - s}{\varepsilon} \right) e^{-\frac{1}{\varepsilon} J'_j \gamma(t) du} dx \quad (4.28)$$
and since $|e^{ia} - e^{ib}| = |\int_a^b e^{iy}dy| \leq |b - a|$, 
\[
|e^{-\frac{i}{\varepsilon} \int_{-\varepsilon}^t \alpha_j(u)du} - e^{-ix\alpha_j(t)}| \leq \frac{1}{\varepsilon} \int_{-\varepsilon}^t |\alpha_j(u) - \alpha_j(t)|du \\
\leq \|\partial_t \alpha_j\|_\infty \frac{1}{\varepsilon} \int_{-\varepsilon}^t (t-u)du = \frac{1}{2}\varepsilon x^2 \|\partial_t \alpha_j\|_\infty.
\]
(4.29)

Combining this with (4.28) and (4.27) gives 
\[
\left| -\frac{1}{\varepsilon} \int_0^t \mathcal{V}(\frac{t-s}{\varepsilon}) e^{-\frac{i}{\varepsilon} \int_s^t \alpha_j(u)du} ds - \int_0^{t/\varepsilon} \mathcal{V}(x)e^{-ix\alpha_j(t)}dx \right| \leq \frac{1}{\varepsilon} \|\partial_t \alpha_j\|_\infty \|t^2 \gamma\|_{L^1}
\]
and finally 
\[
\left\| Q_\varepsilon(t) - \sum_{j=1}^d P_j(t) \int_0^{t/\varepsilon} e^{-ix\alpha_j(t)}\gamma(x)dx \right\| \leq \varepsilon \left(C_1\|\gamma\|_{L^1} + d^2 \max_j \|\partial_t P_j\|_{\infty} \|t\gamma\|_{L^1}\right) \\
+ \varepsilon^2 C_2' \|t\gamma\|_{L^1} + \frac{d}{2} \varepsilon \|\partial_t \alpha_j\|_{\infty} \|t^2 \gamma\|_{L^1}.
\]
(4.31)

This is the result (3.14), showing Proposition 3.2.

\[\square\]

4.3 Proof of Lemma 3.3

(a) For $z \in \mathbb{C}$ in the resolvent set of $A(t)$, we have 
\[
\left\| (A(t) - z)^{-1} \right\| \leq \frac{1}{\text{dist}(\text{spec}(A(t)), z)}.
\]
(4.32)

Take $z \in \mathbb{C} \text{ which is separated from } \text{spec}(A(t)) \text{ by at least some distance } a > 0$. Then for $\lambda^2 \|v\|_{L^\infty} \|\gamma\|_{L^1}/a < 1$, the resolvent $(G_{\varepsilon, \lambda}(t) - z)^{-1}$ is a bounded operator, given by the convergent Neumann series 
\[
(G_{\varepsilon, \lambda}(t) - z)^{-1} = (A(t) - z)^{-1} \sum_{n \geq 0} \left[i\lambda^2 |w(t)\rangle \langle w(t)| \Gamma_\varepsilon(t) (A(t) - z)^{-1}\right]^n.
\]
(4.33)

Hence the spectrum of $G_{\varepsilon, \lambda}(t)$ lies in a neighbourhood of the size $\lambda^2 \|v\|_{L^\infty}^2 \|\gamma\|_{L^1}$ of the spectrum of $A(t)$. This shows that the eigenvalues of $G_{\varepsilon, \lambda}(t)$ are simple, and $|\alpha_j(t, \varepsilon, \lambda) - \alpha_j(t)| \leq \lambda^2 \|v\|_{L^\infty}^2 \|\gamma\|_{L^1}$. We will prove the bound (3.19) below, after analyzing the spectral projections.

(b) Let $C_j(t)$ be a circle around $\alpha_j(t)$, with radius $\Delta_0/2$ (c.f. (2.1)). Since due to (2.6) we have $\lambda^2 \|v\|_{L^\infty}^2 \|\gamma\|_{L^1} < \Delta_0/4$ the contour $C_j(t)$ lies in the resolvent set of $G_{\varepsilon, \lambda}(t)$ and the Riesz projection 
\[
P_j(t, \varepsilon, \lambda) = \frac{-1}{2\pi i} \int_{C_j(t)} (G_{\varepsilon, \lambda}(t) - z)^{-1}dz
\]
(4.34)
is well defined. Next, by the resolvent identity,
\[
\| P_j(t, \varepsilon, \lambda) - P_j(t) \| \leq \frac{\lambda^2}{2\pi} \left\| \int_{C_j(t)} (G_{E,\lambda}(t) - z)^{-1} |w(t)\rangle \langle w(t)| \Gamma_\varepsilon(t)(A(t) - z)^{-1} \right\| dz
\]
\[
\leq \frac{1}{2}\lambda^2 \Delta_0 \|v\|_\infty^2 \|\gamma\|_{L^1} \max_{z \in C_j(t)} \| (G_{E,\lambda}(t) - z)^{-1} \| 2 \Delta_0^{-1}.
\]
(4.35)

From (4.33), we obtain the following bound for all \( z \in C_j(t) \),
\[
\| (G_{E,\lambda}(t) - z)^{-1} \| \leq 2 \Delta_0^{-1} \sum_{n \geq 0} [\lambda^2 2 \Delta_0^{-1} \|v\|_\infty^2 \|\gamma\|_{L^1}]^n \leq 4 \Delta_0^{-1}.
\]
(4.36)

Combining this bound with (4.35) gives \( \| P_j(t, \varepsilon, \lambda) - P_j(t) \| < 1 \). Thus, see e.g. [41], Chapt.I, §4, Sect.6, the ranks of \( P_j(t, \varepsilon, \lambda) \) and \( P_j(t) \) are equal, namely one. It follows that \( G_{E}(t) \) has a single, simple eigenvalue inside \( C_j(t) \), with associated Riesz projection (4.34). This shows (b).

We give a proof of (c) now. From (4.34) and (4.36) we have \( \| P_j(t, \varepsilon, \lambda) \| \leq \frac{\Delta_0}{2} 4 \Delta_0^{-1} = 2 \). Next, from (4.34),
\[
\partial_t P_j(t, \varepsilon, \lambda) = -\frac{1}{2\pi i} \int_{C_j(t)} \partial_t (G_{E,\lambda}(t) - z)^{-1} \right\| \partial_t \langle w(t)| \rangle \|_{L^1} \| \partial_t \Gamma_\varepsilon(t) \|
\]
(4.37)

It is not necessary to consider the \( t \)-derivative of the curve \( C_j(t) \) as this curve can be taken constant in \( t \) in a neighbourhood of the point where the derivative is taken. From (3.17),
\[
\partial_t G_{E,\lambda}(t) = \partial_t A(t) - 2i\lambda^2 \text{Re}(\langle \partial_t w(t) \rangle \langle w(t) \rangle) \Gamma_\varepsilon(t) - i\lambda^2 |w(t)\rangle \langle w(t)| \partial_t \Gamma_\varepsilon(t).
\]
(4.38)

From (3.13),
\[
\partial_t \Gamma_\varepsilon(t) = \frac{1}{\varepsilon} e^{iA(t)} \gamma(t/\varepsilon) + \int_0^{t/\varepsilon} (\partial_r e^{irA(t)}) \gamma(x)dx
\]
(4.39)

and using that
\[
\partial_r e^{irA(t)} = \int_0^1 e^{ixA(t)}(ix \partial_r A(t)) e^{i(1-r)xA(t)} dr
\]
(4.40)

we obtain
\[
\| \partial_t \Gamma_\varepsilon(t) \| \leq \frac{1}{\varepsilon} |\gamma(t/\varepsilon)| + \|t \gamma(t)\|_{L^1} \| \partial_t A \|_{L^\infty}.
\]
(4.41)

We use the bound (4.41) in (4.38),
\[
\| \partial_t G_{E,\lambda}(t) \| \leq \| \partial_t A \|_{L^\infty} + 2\lambda^2 \| \partial_t w \|_{L^\infty} \| w \|_{L^1} + \lambda^2 \|v\|_\infty^2
\]
\[
\left[ \frac{1}{\varepsilon} |\gamma(t/\varepsilon)| + \|t \gamma(t)\|_{L^1} \| \partial_t A \|_{L^\infty} \right].
\]
(4.42)

Now we use this to bound \( \| \partial_t P_j(t, \varepsilon, \lambda) \| \) as per (4.37),
\[
\| \partial_t P_j(t, \varepsilon, \lambda) \| \leq \frac{\Delta_0}{2} \| \partial_t G_{E,\lambda}(t) \| \max_{z \in C_j(t)} \| (G_{E,\lambda}(t) - z)^{-1} \|^2 \leq \frac{8}{\Delta_0} \| \partial_t G_{E,\lambda}(t) \|.
\]
(4.43)
where we have also employed (4.36). Combining the last bound with (4.42) yields the desired (3.22).

Our next task is to show (3.23). From (4.37),
\[
\left\| \partial_t P_j(t, \varepsilon, \lambda) - \partial_t P_j(t) \right\| = \frac{1}{2\pi i} \int_{\mathcal{C}_j(t)} \left( (G_{\varepsilon,\lambda}(t) - z)^{-1} (\partial_t G_{\varepsilon,\lambda}(t)) (G_{\varepsilon,\lambda}(t) - z)^{-1} \right)
\]
\[
-(A(t) - z)^{-1} (\partial_t A(t)) (A(t) - z)^{-1} \right) \, dz \leq \frac{c}{\Delta_0} \left[ \lambda^2 \|w\|_{L^\infty}^2 \gamma \|P_j\|_{L^1} + \|\partial_t G_{\varepsilon,\lambda}(t) - \partial_t A(t)\| \right]. \tag{4.44}
\]

where \(c\) is a numerical constant. To get this estimate we used the identity (dropping the variables and subscripts)
\[
(G - z)^{-1}(\partial_t G)(G - z)^{-1} - (A - z)^{-1}(\partial_t A)(A - z)^{-1}
\]
\[
= (G - z)^{-1}(\partial_t G - \partial_t A)(G - z)^{-1} + ((G - z)^{-1} - (A - z)^{-1})(\partial_t A)(G - z)^{-1}
\]
\[
+ (A - z)^{-1}(\partial_t A)((G - z)^{-1} - (A - z)^{-1}), \tag{4.45}
\]
\[
\|(A(t) - z)^{-1}\| = 2/\Delta_0, \quad \|(G_{\varepsilon,\lambda}(t) - z)^{-1}\| \leq 4/\Delta_0 \quad \text{[see (4.36)]} \quad \text{and \quad [see (4.33)]}
\]
\[
\max_{z \in C_j(t)} \|(G_{\varepsilon,\lambda}(t) - z)^{-1} - (A(t) - z)^{-1}\| \leq \frac{4\lambda^2}{\Delta_0} \|w\|_{L^\infty} \|\gamma\|_{L^1}. \quad \text{Now from (4.38) and (4.41),}
\]
\[
\|\partial_t G_{\varepsilon,\lambda}(t) - \partial_t A(t)\|
\]
\[
\leq 2\lambda^2 \|w\|_{L^\infty} \|\partial_t w\|_{L^\infty} \|\gamma\|_{L^1} + \lambda^2 \|w\|_{L^\infty}^2 \left( \frac{1}{\varepsilon} |\gamma(t/\varepsilon)| + \|\partial_1 \gamma\|_{L^1} \|\partial_1 A\|_{L^\infty} \right).
\]

Combining this with (4.44) yields (3.23), with a constant \(C\) we can make explicit if need be.

We now bound the second derivative, \(\partial_t^2 P_j\). From (4.37), and simply writing \(G\) for \(G_{\varepsilon,\lambda}(t)\),
\[
\partial_t^2 P_j(t, \varepsilon, \lambda) = \frac{1}{2\pi i} \int_{\mathcal{C}_j(t)} (G - z)^{-1} \left[ 2(\partial_t G)(G - z)^{-1}(\partial_t G - \partial_t^2 G) \right](G - z)^{-1} \, dz. \tag{4.46}
\]

Now by (4.36) and (4.42)
\[
\|(G - z)^{-1} 2(\partial_t G)(G - z)^{-1}(\partial_t G - \partial_t^2 G)\| \leq \frac{128}{\Delta_0^3} \|\partial_t G\|^2
\]
\[
\leq C \left[ 1 + \lambda^2 + \frac{\lambda^2}{\varepsilon} |\gamma(t/\varepsilon)| \right] \left( 1 + \frac{\lambda^2}{\varepsilon} |\gamma(t/\varepsilon)| \right) \tag{4.47}
\]
for a (traceable) constant \(C\) independent of \(\varepsilon, \lambda\) and \(t\) \(\geq 0\). Next, \(\|(G - z)^{-1}(\partial_t^2 G)(G - z)^{-1}\| \leq C\|\partial_t^2 G\|\). We apply \(\partial_t\) to (4.38) and obtain
\[
\|\partial_t^2 G(t)\| \leq \|\partial_t^2 A\|_\infty + \lambda^2 \left( \|w\|_\infty \|\partial_t w\|_\infty + \|\partial_t w\|_\infty^2 \right) \|\gamma\|_{L^1}
\]
\[
+ 2\lambda^2 \|w\|_\infty \|\partial_t w\|_\infty \|\partial_1 \Gamma(t)\| + \lambda^2 \|w\|_\infty^2 \|\partial_1^2 \Gamma(t)\|. \tag{4.48}
\]

The first derivative of \(\Gamma(t)\) is estimated in (4.41). Next, from (4.39), (4.40),
\[
\partial_t^2 \Gamma(t) = \frac{1}{\varepsilon} \gamma(t/\varepsilon) \int_0^t e^{t/\varepsilon} \partial_t e^{t/\varepsilon} A(t) \partial_t A(t) e^{t/\varepsilon} A(t) \, dr + \frac{1}{\varepsilon^2} e^{t/\varepsilon} A(t)(\partial_1 \gamma)(t/\varepsilon)
\]
\[
+ \frac{1}{\varepsilon} \gamma(t/\varepsilon)(\partial_1 e^{t/\varepsilon} A(t)) \big|_{x=t/\varepsilon} + \int_0^{t/\varepsilon} \left( \partial_1^2 e^{t/\varepsilon} A(t) \right) \gamma(x) \, dx. \tag{4.49}
\]
To estimate $\partial_t^2 e^{ixA(t)}$, we take $\partial_t$ on both sides of (4.40) and use the unitarity of $e^{iyA(t)}$, any $y \in \mathbb{R}$, to get
\[
\|\partial_t^2 e^{ixA(t)}\| \leq 2x^2 \|\partial_t A\|_\infty^2 + x \|\partial_t^2 A\|_\infty.
\]
We then get the following upper bound on (4.49),
\[
\|\partial_t^2 \Gamma_\varepsilon(t)\| \leq \frac{1}{\varepsilon^2} |\gamma(t/\varepsilon)|(\|A\|_\infty + t\|\partial_t A\|_\infty) + \frac{1}{\varepsilon^2} |(\partial_t \gamma)(t/\varepsilon)|
+ \frac{t}{\varepsilon^2} |\gamma(t/\varepsilon)| \|\partial_t A\|_\infty + 2\|\partial_t A\|_\infty^2 \|x^2 \gamma(x)\|_{L^1} + \|\partial_t^2 A\|_\infty \|x \gamma(x)\|_{L^1}.
\]
Combining this with (4.48) yields
\[
\|\partial_t^2 G(t)\| \leq C \left( 1 + \lambda^2 + \frac{\lambda^2}{\varepsilon^2} (|\gamma(t/\varepsilon)|(1 + t) + |(\partial_t \gamma)(t/\varepsilon)|) \right)
\]
for a constant $C$ independent of $\varepsilon, \lambda$ and $t \geq 0$. Finally, we combine the estimates (4.46), (4.47) (4.51) to arrive at (3.24).

We now show (3.19). We have $G_{\varepsilon,\lambda}(t) P_j(t, \varepsilon, \lambda) = \alpha_j(t, \varepsilon, \lambda) P_j(t, \varepsilon, \lambda)$. Since $P_j(t, \varepsilon, \lambda)$ is a rank-one projection it has unit trace, and so
\[
\alpha_j(t, \varepsilon, \lambda) = \text{tr} G_{\varepsilon,\lambda}(t) P_j(t, \varepsilon, \lambda).
\]
We use $G_{\varepsilon,\lambda}(t)(G_{\varepsilon,\lambda}(t) - z)^{-1} = I + z(G_{\varepsilon,\lambda}(t) - z)^{-1}$ and get from (4.34),
\[
\alpha_j(t, \varepsilon, \lambda) = \text{tr} \frac{-1}{2\pi i} \oint_{C_j} z (G_{\varepsilon,\lambda}(t) - z)^{-1} dz.
\]
Now we expand the resolvent,
\[
(G_{\varepsilon,\lambda}(t) - z)^{-1} = (A(t) - z)^{-1} + i\lambda^2 (A(t) - z)^{-1}|w(t))\langle w(t)|\Gamma_\varepsilon(t)(A(t) - z)^{-1}
+ (G_{\varepsilon,\lambda}(t) - z)^{-1} \left[i\lambda^2 |w(t)\langle w(t)|\Gamma_\varepsilon(t)(A(t) - z)^{-1}\right]^2
\]
and inserting this into the integral on the right side of (4.53),
\[
\alpha_j(t, \varepsilon, \lambda) = \text{tr} \frac{-1}{2\pi i} \oint_{C_j(t)} z(A(t) - z)^{-1} dz
+ i\lambda^2 \frac{-1}{2\pi i} \oint_{C_j(t)} z \text{tr} (A(t) - z)^{-1}|w(t)\langle w(t)|\Gamma_\varepsilon(t)(A(t) - z)^{-1} dz
+ T_j(t, \varepsilon, \lambda).
\]
The remainder term is estimated as follows. Use that for any $d \times d$ matrix $X$ one has $|\text{tr}X| \leq \text{tr}|X| \leq d \|X\|$ and that $|C_j(t)| = 2\pi \Delta_0/2$, $\|(A(t) - z)^{-1}\| \leq 2/\Delta_0$, $\|\Gamma_\varepsilon(t)\| \leq \|\gamma\|_{L^1}$ and the bound $\|(|w(t)\langle w(t)|\Gamma_\varepsilon(t)(A(t) - z)^{-1}\| \leq \|v\|_{L^\infty}^2$, as well as (4.36), and $|z| \leq |\alpha_j(t)| + \Delta_0/2 \leq \|A\|_\infty + \Delta_0/2$. Then
\[
|T_j(t, \varepsilon, \lambda)| \leq d \frac{8}{\Delta_0^2} \lambda^4 \|v\|_{L^\infty}^4 \|\gamma\|_{L^1}^2 (\|A\|_\infty + \Delta_0/2).
\]
The first term on the right side of (4.55) equals the trace of $\alpha_j(t) P_j(t)$ (eigendata of $A(t)$), which is just $\alpha_j(t)$. Next, using that the $P_{\ell}(t)$ are a complete set of orthonormal projections,

$$\text{tr} \left( A(t) - z \right)^{-1} \langle w(t) | \langle w(t) | \Gamma_{\epsilon}(t)(A(t) - z)^{-1} = \sum_{\ell=1}^{d} \frac{\|P_{\ell}(t) w(t)\|^2}{(\alpha_{\ell}(t) - z)^2} \int_{0}^{t/\epsilon} e^{i(x_{\alpha_{\ell}(t)}(x_{\gamma}(x))} dx. \tag{4.57}$$

In view of (4.55) we need to take the integral

$$-\frac{1}{2\pi i} \oint_{C_j(t)} \frac{z}{(\alpha_{\ell}(t) - z)^2} dz = -\delta_{j,\ell} \tag{4.58}$$

(Kronecker symbol). Using that $\|P_{\ell}(t) w(t)\| = \|w_{\ell}(t)\|^2$ and combining (4.55), (4.56) and (4.58) gives the bound (3.19), (3.20).

This completes the proof of Lemma 3.3. \qed

4.4 Proof of Proposition 3.4

To verify (3.33) we take $i \epsilon \partial_t$ of the right side, using (3.30) and (3.33):

$$i \epsilon \partial_t \left( W_{\epsilon,\lambda}(t, s) \Psi_{\epsilon}(t, s) \right) = i \epsilon K_{\epsilon,\lambda}(t) W_{\epsilon,\lambda}(t, s) \Psi_{\epsilon,\lambda}(t, s)$$

$$+ W_{\epsilon,\lambda}(t, s) \sum_{j=1}^{d} [\alpha_j(t) + \lambda^2 \alpha_j'(t, \epsilon)] P_j(s, \epsilon, \lambda) e^{-\frac{\lambda}{\epsilon} \int_{s}^{t} [\alpha_j(u) + \lambda^2 \alpha_j'(u, \epsilon)] du}. \tag{4.59}$$

Next, using the disjointness and completeness of the spectral projections, one readily sees that $\Psi_{\epsilon,\lambda}(t, s)^{-1} = \sum_{j=1}^{d} P_j(s, \epsilon, \lambda) e^{\frac{\lambda}{\epsilon} \int_{s}^{t} [\alpha_j(u) + \lambda^2 \alpha_j'(u, \epsilon)] du}$. Multiplying the last operator in (4.59) on the right by $\mathbb{1} = \Psi_{\epsilon,\lambda}(t, s)^{-1} \Psi_{\epsilon,\lambda}(t, s)$ and using that

$$P_j(s, \epsilon, \lambda) e^{-\frac{\lambda}{\epsilon} \int_{s}^{t} [\alpha_j(u) + \lambda^2 \alpha_j'(u, \epsilon)] du} \Psi_{\epsilon,\lambda}(t, s)^{-1} = P_j(s, \epsilon, \lambda),$$

together with the intertwining property $W_{\epsilon,\lambda}(t, s) P_j(s, \epsilon, \lambda) = P_j(t, \epsilon, \lambda) W_{\epsilon,\lambda}(t, \epsilon, \lambda)$ and the fact that $\sum_{j=1}^{d} [\alpha_j(t) + \lambda^2 \alpha_j'(t, \epsilon)] P_j(t, \epsilon, \lambda) = \mathcal{G}_{\epsilon,\lambda}(t)$ [c.f. (3.26)], we see that the second term on the right hand side of (4.59) can be written as

$$W_{\epsilon,\lambda}(t, s) \sum_{j=1}^{d} [\alpha_j(t) + \lambda^2 \alpha_j'(t, \epsilon)] P_j(s, \epsilon, \lambda) e^{-\frac{\lambda}{\epsilon} \int_{s}^{t} [\alpha_j(u) + \lambda^2 \alpha_j'(u, \epsilon)] du}$$

$$= \mathcal{G}_{\epsilon,\lambda}(t) W_{\epsilon,\lambda}(t, s) \Psi_{\epsilon,\lambda}(t, s). \tag{4.60}$$

Combining (4.60) with (4.59) shows that $W_{\epsilon,\lambda}(t, s) \Psi_{\epsilon,\lambda}(t, s)$ satisfies the same differential equation and the same initial condition as $V_{\epsilon,\lambda}(t, s), \Psi_{\epsilon,\lambda}(t, s)$, so the two are equal. This shows (3.33).

To prove (3.36) we proceed in a standard fashion following [5], see also [7, 8, 37]. For the remainder of this proof, we omit from the notation the dependence of operators on $\epsilon, \lambda$. That is, we simply write $K(t), P_j(t), \mathcal{G}(t), V(t, s), U(t, s)$ instead of $K_{\epsilon,\lambda}(t), P_j(t, \epsilon, \lambda), \mathcal{G}_{\epsilon,\lambda}(t), V_{\epsilon,\lambda}(t, s), U_{\epsilon,\lambda}(t, s)$ (the latter quantities having been defined in (3.29), Lemma 2.6(b), (3.26), (3.32), (3.28) respectively).
We have, thanks to $\partial_t P_j(t) = P_j(t)\partial_t P_j(t) + (\partial_t P_j(t))P_j(t)$,

$$K(t) = \sum_{j=1}^{d} (\partial_t P_j(t))P_j(t) = \frac{1}{2} \sum_{j=1}^{d} [\partial_t P_j(t), P_j(t)]$$

(4.61)

and for any operator $X$,

$$[X, P_j(t)] = [\mathcal{G}(t), \mathcal{R}_j(t, X)],$$

(4.62)

where

$$\mathcal{R}_j(t, X) \equiv \sum_{\ell=1,\ldots,d, \ell \neq j} \frac{P_j(t)XP_\ell(t) + P_\ell(t)XP_j(t)}{\tilde{\alpha}_\ell(t) - \tilde{\alpha}_j(t)}.$$

(4.63)

In (4.63), $\tilde{\alpha}_j(t) = \alpha_j(t) + \lambda^2 \alpha_j'(t, \varepsilon)$ are the eigenvalues of $\mathcal{G}(t)$, see (3.26). Integrating the relation

$$\partial_r \left[ V(t, r)U(r, s) \right] = -V(t, r)K(r)U(r, s)$$

over the domain $r$ ranging from $s$ to $t$, and using (4.61)–(4.63), we obtain

$$V(t, s) - U(t, s) = \int_{s}^{t} V(t, r)K(r)U(r, s)dr$$

$$= \frac{1}{2} \sum_{j=1}^{d} \int_{s}^{t} V(t, r)\left[ \mathcal{G}(r), \mathcal{R}_j(r, \partial_r P_j(r)) \right] U(r, s)dr. \quad (4.64)$$

Now we use $V(t, r)\mathcal{G}(r) = -i\varepsilon \partial_r V(t, r) - i\varepsilon V(t, r)K(r)$ and $\mathcal{G}(r)U(r, s) = i\varepsilon \partial_r U(r, s)$ to write

$$\int_{s}^{t} V(t, r)\left[ \mathcal{G}(r), \mathcal{R}_j(r, \partial_r P_j(r)) \right] U(r, s)dr$$

$$= -i\varepsilon \int_{s}^{t} \left[ \partial_r V(t, r) + V(t, r)K(r) \right] \mathcal{R}_j(r, \partial_r P_j(r)) U(r, s)dr$$

$$+ V(t, r)\mathcal{R}_j(r, \partial_r P_j(r)) \partial_r U(r, s)dr$$

$$= -i\varepsilon \int_{s}^{t} \partial_r \left[ V(t, r)\mathcal{R}_j(r, \partial_r P_j(r)) U(r, s) \right] dr$$

$$- i\varepsilon \int_{s}^{t} V(t, r)\left[ K(r)\mathcal{R}_j(r, \partial_r P_j(r)) - \partial_r \left[ \mathcal{R}_j(r, \partial_r P_j(r)) \right] \right] U(r, s)dr. \quad (4.65)$$

We prove (3.34) below, which yields for all $0 \leq s \leq t$

$$\left( \| U(t, s) \| + \| V(t, s) \| \right) \leq C_0 e^{\tilde{C}_0(t-s)}$$

(4.66)

for constants $C_0, \tilde{C}_0$ independent of $\varepsilon$ and $\lambda$. Next, we observe that the identity $\partial_r P_j(t) = (\partial_t P_j(t))P_j(t) + P_j(t)\partial_t P_j(t)$ allows us to simplify (4.63) with $X = \partial_r P_j(r)$ to

$$\mathcal{R}_j(r, \partial_r P_j(r)) = \sum_{\ell=1,\ldots,d, \ell \neq j} \frac{\partial_r P_j(t)P_\ell(t) + P_\ell(t)\partial_r P_j(t)}{\tilde{\alpha}_\ell(t) - \tilde{\alpha}_j(t)},$$

(4.67)

so that we estimate

$$\| \mathcal{R}_j(r, \partial_r P_j(r)) \| \leq \frac{2d \| \partial_r P_j(r) \| \max_{1 \leq j \leq d} \| P_j \|_\infty}{\min_{j, k: j \neq k} \min_{0 \leq t \leq 1} |\tilde{\alpha}_j(t) - \tilde{\alpha}_k(t)|} \leq \frac{8d}{\Delta_0} \| \partial_r P_j(r) \|. \quad (4.68)$$
To arrive at the second estimate in (4.68), we use $\|P_j\|_\infty \leq 2$ [see Lemma 2.6(c)] and we estimate the denominator in terms of $\Delta_0$, (2.1), see also (3.20):

$$\begin{align*}
|\tilde{\alpha}_j(t) - \tilde{\alpha}_k(t)| &= |\alpha_j(t) - \alpha_k(t) + \lambda^2(\alpha_j'(t, \varepsilon) - \alpha_k'(t, \varepsilon))| \\
&\geq |\alpha_j(t) - \alpha_k(t)| - \lambda^2|\alpha_j'(t, \varepsilon) - \alpha_k'(t, \varepsilon)| \\
&\geq \Delta_0 - 2\lambda^2\|v\|_\infty^2\|\gamma\|_{L^1} \\
&\geq \Delta_0/2,
\end{align*}$$

(4.69)

where we have used the condition (2.6) in the last step. We now estimate the first term on the right side of (4.65) by

$$\begin{align*}
\varepsilon \left. \int_s^t \partial_r \left[ V(r, t)\mathcal{R}_j(r, \partial_t P_j(r))U(r, s) \right] dr \right|_{r=s}^{r=t} &\leq \varepsilon \|V(r, t)\mathcal{R}_j(r, \partial_t P_j(r))U(r, s)\|_r \left|_{r=s}^{r=t} \\
&\leq \frac{16C_0\varepsilon}{\Delta_0} \max_{r=s,t} \|\partial_t P_j(r)\|e^{\tilde{C}_0(t-s)} \\
&\leq C(\varepsilon + \lambda^2)e^{\tilde{C}_0(t-s)},
\end{align*}$$

(4.70)

for a constant $C$ independent of $\varepsilon$, $\lambda$ and $0 \leq s \leq t \leq 1$. Here, $a(r)|_{r=s}^{r=t} = a(t) - a(s)$, for any function $a$. In the last step, we have made use of the estimate (3.22) on the derivative of the projection.

Next we estimate the second term on the right side of (4.65). We start with

$$\begin{align*}
\varepsilon \left. \int_s^t V(t, r)K(r)\mathcal{R}_j(r, \partial_t P_j(r))U(r, s) dr \right|_{s}^{t} &\leq \varepsilon C_0^2 e^{\tilde{C}_0(t-s)} \int_s^t \|K(r)\|\|\mathcal{R}_j(r, \partial_t P_j(r))\| dr \\
&\leq \varepsilon \frac{8d^2C_0^2}{\Delta_0} e^{\tilde{C}_0(t-s)} \max_j \int_s^t \|\partial_t P_j(r)\|^2 dr,
\end{align*}$$

(4.71)

where we have taken into account (4.68) and that $\|K(r)\| \leq 2d \max_j \|\partial_t P_j(r)\|$ (see (3.29) and use $\|P_j\| \leq 2$). Next, according to (3.22), $\|\partial_t P_j(r)\|^2 \leq C\left(1 + \lambda^2\|\gamma\|_{L^1} + \frac{\lambda^4}{\varepsilon^2}\|\gamma\|_{L^1}^2\right)$, so

$$\int_s^t \|\partial_t P_j(r)\|^2 dr \leq C\left(t - s + \lambda^2\|\gamma\|_{L^1} + \frac{\lambda^4}{\varepsilon}\|\gamma\|_{L^1}^2\right).$$

Combining this bound with (4.71) yields

$$\begin{align*}
\varepsilon \left. \int_s^t V(t, r)K(r)\mathcal{R}_j(r, \partial_t P_j(r))U(r, s) dr \right|_{s}^{t} &\leq Ce^{\tilde{C}_0(t-s)}(\varepsilon(t - s) + \varepsilon\lambda^2 + \lambda^4).
\end{align*}$$

(4.72)

Next we deal with the other term within the second integral on the right side of (4.65),

$$\begin{align*}
\varepsilon \left. \int_s^t V(t, r)\partial_r \left[\mathcal{R}_j(r, \partial_t P_j(r))\right]U(r, s) dr \right|_{s}^{t} &\leq \varepsilon C_0^2 e^{\tilde{C}_0(t-s)} \int_s^t \|\partial_r \mathcal{R}_j(r, \partial_t P_j(r))\| dr.
\end{align*}$$

(4.73)
By using the quotient rule for derivatives in (4.67),
\[
\|\partial_r \{\mathcal{R}_j (r, \partial_r P_j (r))\} \| \leq \frac{2d}{\Delta_0^3} \left( \max_j \|\partial_r P_j (r)\|^2 \right. \\
+ \max_j \|P_j\|_\infty \max_{\ell, j} \|\partial^2_r P_j (r)\| \max |\bar{\alpha}_\ell - \bar{\alpha}_j|_\infty \\
\left. + \max_j \|P_j\|_\infty \max_{\ell, j} \|\partial_r (\bar{\alpha}_\ell - \bar{\alpha}_j)\|_\infty \right).
\]  
(4.74)

Using the bounds \(\|P_j\|_\infty \leq 2\) [see before (3.22)] and \(|\bar{\alpha}_\ell|_\infty \leq |\alpha_\ell|_\infty + \lambda^2 \|v\|_\infty^2 \|\gamma\|_{L^1}\), we simplify the estimate (4.74) to
\[
\|\partial_r \{\mathcal{R}_j (r, \partial_r P_j (r))\} \| \leq \frac{8d}{\Delta_0^3} \left( \max_j |\alpha_j|_\infty + \lambda^2 \|v\|_\infty^2 \|\gamma\|_{L^1} \right) \left( \max_j \|\partial_r P_j (r)\|^2 + \max \|\partial^2_r P_j (r)\| \right) \\
+ \max_j \|\partial_r P_j (r)\| \max \|\partial_r \bar{\alpha}_j\|_\infty .
\]  
(4.75)

We have
\[
|\partial_r \bar{\alpha}_j (t)| \leq |\partial_t \alpha_j (t)| + \lambda^2 \left| \partial_t \left[ |v_j (t)|^2 \int_0^{t/\varepsilon} e^{i \alpha_j (t)} \gamma (x) dx \right] \right| \\
\leq |\partial_t \alpha_j|_\infty + \lambda^2 \left[ 2 \|v\|_\infty \|\partial_t v\|_\infty \|\gamma\|_{L^1} + \|v\|_\infty \frac{1}{\varepsilon} |\gamma (t/\varepsilon)| \right].
\]  
(4.76)

Combining (4.75) and (4.76) gives the bound
\[
\|\partial_r \{\mathcal{R}_j (r, \partial_r P_j (r))\} \| \leq C \max_j \left( \|\partial_r P_j (r)\| (1 + \frac{\lambda^2}{\varepsilon} |\gamma (r/\varepsilon)|) + \|\partial_r P_j (r)\|^2 + \|\partial^2_r P_j (r)\| \right). 
\]  
(4.77)

The norms \(\|\partial_r P_j (r)\|\) and \(\|\partial^2_r P_j (r)\|\) are estimated in (3.22) and (3.24) and so (4.77) becomes
\[
\|\partial_r \{\mathcal{R}_j (r, \partial_r P_j (r))\} \| \leq C \left( 1 + \lambda^2 + \frac{\lambda^2}{\varepsilon} (|\gamma (r/\varepsilon)| (1 + r) + |(\partial_r \gamma) (r/\varepsilon)|) + \frac{\lambda^4}{\varepsilon^2} |\gamma (r/\varepsilon)|^2 \right).
\]  
(4.78)

This bound inserted into (4.73), and using \(\int_s^t |\gamma (r/\varepsilon)| r \, dr \leq \varepsilon^2 \|\gamma (r/\varepsilon)\|_{L^1}\), yields
\[
\varepsilon \int_s^t \|\partial_r \{\mathcal{R}_j (r, \partial_r P_j (r))\} \| U (r, s) \, dr \leq C e^{\tilde{C}_0 (t-s)} (\varepsilon (t-s) (1 + \lambda^2) + \varepsilon \lambda^2 \|\gamma (r)\|_{L^1} \\
+ \lambda^2 (\|\gamma\|_{L^1} + \|\partial_t \gamma\|_{L^1}) + \lambda^4 \|\gamma^2\|_{L^1}).
\]  
(4.79)

Putting together the relations (4.64), (4.65), (4.70), (4.72) and (4.79) we are rewarded with the bound
\[
\|V (t, s) - U (t, s)\| \leq C e^{\tilde{C} (t-s)} (\varepsilon + \lambda^2),
\]  
(4.80)

where \(\tilde{C} > \tilde{C}_0\), which holds for \(\lambda\) satisfying (2.6), and all \(0 < \varepsilon \leq 1, 0 \leq s \leq t\) as given in (3.36).

Finally we need to check the validity of (3.34), point (2) of Proposition 3.4, which in term implies (4.66). To bound \(V_{\varepsilon, \lambda} (t, s)\) we use the relation (3.33). First we see that
\[
\|W_{\varepsilon, \lambda} (t, s)\| \leq e^{\tilde{C}_0} \|K_{\varepsilon, \lambda}(u)| du,
\]  
(4.81)
which follows from the series expansion based on (3.30). Now by Lemma 3.3, point (c),
\[ \|K_{\epsilon, \lambda}(t)\| \leq \sum_{j=1}^{d} \|\partial_t P_j(t, \epsilon, \lambda) P_j(t, \epsilon, \lambda)\| \leq 2d \text{ max}_j \|\partial_t P_j(t, \epsilon, \lambda)\|. \] (4.82)

Then by (3.22),
\[ \int_s^t \|K_{\epsilon, \lambda}(u)\| du \leq (t - s)C_1 + \|w\|_2^2 \frac{\lambda^2}{\epsilon} \int_s^t |\gamma(u/\epsilon)| du, \] (4.83)
with
\[ C_1 = \frac{8}{A_0} \left[ \|\partial_t A\|_\infty + \lambda^2 \left( 2\|\partial_t w\|_\infty \|w\|_\infty \|\gamma\|_{L^1} + \|v\|_\infty^2 \|t\gamma(t)\|_{L^1} \|\partial_t A\|_\infty \right) \right]. \] (4.84)

As \( \frac{1}{\epsilon} \int_s^t |\gamma(u/\epsilon)| du \leq \|\gamma\|_{L^1} \), we conclude from (4.81) that for all \( 0 \leq s \leq t < \infty \),
\[ \|W_{\epsilon, \lambda}(t, s)\| \leq e^{(t-s)C_1 + \lambda^2 \|w\|_\infty^2 \|\gamma\|_{L^1}}. \] (4.85)

This upper bound is uniform in \( \epsilon > 0 \). The next step in our quest to control \( \|V_{\epsilon, \lambda}(t, s)\| \) is an upper bound on the phase term \( \Psi_{\epsilon, \lambda}(t, s) \) in (3.33). As \( \|P_j(s, \epsilon, \lambda)\| \leq 2 \) (Lemma 3.3(c)),
\[ \|\Psi_{\epsilon, \lambda}(t, s)\| \leq 2d \text{ max}_j e^{\frac{1}{\epsilon} \int_s^t \text{Im} [\alpha_j(u)+\frac{i}{2} \alpha'_j(u, \epsilon)] du} = 2d \text{ max}_j e^{\frac{i}{\epsilon} \int_s^t \text{Im} \alpha'_j(u, \epsilon) du}. \] (4.86)

From (3.20) and the property \( \gamma(-x) = \overline{\gamma}(x) \) (see (2.7)), we obtain
\[ \text{Im} \alpha'_j(t, \epsilon) = -|v_j(t)|^2 \text{Re} \int_0^{t/\epsilon} e^{ix\alpha_j(t)} \gamma(x) dx = -\frac{1}{2} |v_j(t)|^2 \int_{-t/\epsilon}^{t/\epsilon} e^{ix\alpha_j(t)} \gamma(x) dx. \] (4.87)

For any \( 0 \leq u_0 < t - s \) we have
\[ \int_s^t \text{Im} \alpha'_j(u, \epsilon) du = \int_0^{t-s} \text{Im} \alpha'_j(u + s, \epsilon) du = \int_0^{u_0} \text{Im} \alpha'_j(u + s, \epsilon) du + \int_{u_0}^{t-s} \text{Im} \alpha'_j(u + s, \epsilon) du. \] (4.88)

As \( |\alpha'_j(t, \epsilon)| \leq \|v_j\|_\infty^2 \|\gamma\|_{L^1} \) (see (3.20)), the first integral on the right side of (4.88) is bounded above by \( u_0 \|v_j\|_\infty^2 \|\gamma\|_{L^1} \). The second integral is
\[ -\frac{1}{2} \int_{u_0}^{t-s} |v_j(u + s)|^2 \left( \int_{-t-s/\epsilon}^{(t+s)/\epsilon} e^{ix\alpha_j(u+s)} \gamma(x) dx \right) du = -\frac{1}{2} \int_{u_0}^{t-s} |v_j(u + s)|^2 \left( \sqrt{2\pi} \tilde{\gamma}(\alpha_j(u + s)) - \int_{|x| \leq (u+s)/\epsilon} e^{ix\alpha_j(u+s)} \gamma(x) dx \right) du, \] (4.89)
where
\[ \tilde{\gamma}(\alpha) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{ix\alpha} \gamma(x) dx \geq 0. \] (4.90)
Using the bound (3.35) we estimate
\[
\left| \frac{1}{2} \int_{t_0}^{t-s} |v_j(u + s)|^2 \left( \int_{|x| \geq (u+s)/\varepsilon} e^{i\alpha_j(x+s)} \gamma(x) dx \right) du \right| \\
\leq \frac{C_{\gamma}}{m-1} \frac{v_j^2}{\Gamma} \int_{t_0}^{t-s} \frac{du}{(1 + \frac{u+s}{\varepsilon})^{m-1}} \leq \frac{C_{\gamma}}{m-1} \frac{v_j^2}{\Gamma} \frac{\varepsilon}{(m-1)(m-2)} \left( 1 + \frac{u_0}{\varepsilon} \right)^{m-2}.
\] (4.91)

Since \( \gamma(x) \geq 0 \), we obtain from (4.88), (4.89) and (4.91)
\[
\int_s^t \Im \alpha'_{j}(u, \varepsilon) du \leq u_0 v_j^2 \|\gamma\|_{L^1} + \frac{C_{\gamma}}{m-1} \frac{v_j^2}{\Gamma} \frac{u_0}{\varepsilon} \left( 1 + \frac{u_0}{\varepsilon} \right)^{m-2}.
\] (4.92)

Upon choosing \( u_0 = \varepsilon \) we get for \( 0 \leq s < t < \infty \),
\[
e^{-\varepsilon} \int_s^t \Re \alpha'_{j}(u, \varepsilon) du \leq e^{\varepsilon^2} [\|v_j\|_{L^\infty}^2 \nabla \|\gamma\|_{L^1} + \frac{C_{\gamma}v_j^2}{\Gamma} \frac{\varepsilon}{(m-1)(m-2)^{m-2}}].
\] (4.93)

Combining this bound with (3.33), (4.85) and (4.86) we arrive at
\[
\|V_{\varepsilon, \lambda}(t, s)\| \leq 2de^{(t-s)C_1 + \varepsilon^2} \left[ \|v_j\|_{L^\infty} \nabla \|\gamma\|_{L^1} + \frac{C_{\gamma}v_j^2}{\Gamma} \frac{\varepsilon}{(m-1)(m-2)^{m-2}} \right],
\] (4.94)

where \( C_1 \) and \( C_{\gamma} \) are from (4.84), (3.35). This shows the bound on \( V_{\varepsilon, \lambda} \) in (3.34).

Next, we bound \( \|U_{\varepsilon, \lambda}(t, s)\| \equiv \|U(t, s)\| \). We use the first equality in (4.64) and iterate it,
\[
U(t, s) = V(t, s) + \sum_{n \geq 1} (-1)^n \int_s^t dr_1 \int_s^{r_1} dr_2 \cdots \int_s^{r_{n-1}} dr_n V(t, r_1)K(r_1)V(r_1, r_2)K(r_2) \cdots \cdots V(r_{n-1}, r_n)K(r_n)V(r_n, s).
\] (4.95)

The bound on \( V_{\varepsilon, \lambda}(t, s) \) in (3.34) implies
\[
\|V(t, r_1)K(r_1) \cdots K(r_n)V(r_n, s)\| \leq (2d)^n e^{(t-s)C_1} e^{(n+1)\varepsilon^2} \|K(r_1)\| \cdots \|K(r_n)\|,
\]
from which we obtain, by (4.95),
\[
\|U(t, s)\| \leq 2de^{(t-s)C_1} e^{\varepsilon^2} \sum_{n \geq 0} \frac{1}{n!} \left( 2de^{\varepsilon^2} \int_s^t \|K(r)\| dr \right)^n \\
= 2de^{(t-s)C_1} e^{\varepsilon^2} \exp \left( 2de^{\varepsilon^2} \int_s^t \|K(r)\| dr \right).
\] (4.96)

Now as in (4.83) and following that bound, \( \int_s^t \|K(r)\| dr \leq (t-s)C_1 + \varepsilon^2 \|\gamma\|_{L^1} \), so that (4.96) (upon possibly relabeling constants) indeed implies the bound on \( U_{\varepsilon, \lambda}(t, s) \) in (3.34). This completes the proof of Proposition 3.4. □
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