THE LENGTH, WIDTH, AND INRADIUS OF SPACE CURVES
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Abstract. The width \( w \) of a curve \( \gamma \) in Euclidean space \( \mathbb{R}^n \) is the infimum of the distances between all pairs of parallel hyperplanes which bound \( \gamma \), while its inradius \( r \) is the supremum of the radii of all spheres which are contained in the convex hull of \( \gamma \) and are disjoint from \( \gamma \). We use a mixture of topological and integral geometric techniques, including an application of Borsuk Ulam theorem due to Wienholtz and Crofton’s formulas, to obtain lower bounds on the length of \( \gamma \) subject to constraints on \( r \) and \( w \). The special case of closed curves is also considered in each category. Our estimates confirm some conjectures of Zalgaller up to 99% of their stated value, while we also disprove one of them.
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1. Introduction

What is the smallest length of wire which can be bent into a shape that never falls through the gap behind a desk? What is the shortest orbit which allows a satellite to survey a spherical asteroid? These are well-known open problems \[31, 21, 12, 17\] in classical geometry of space curves \(\gamma: [a, b] \rightarrow \mathbb{R}^3\), which are concerned with minimizing the length \(L\) of \(\gamma\) subject to constraints on its width \(w\) and inradius \(r\) respectively. Here \(w\) is the infimum of the distances between all pairs of parallel planes which bound \(\gamma\), while \(r\) is the supremum of the radii of all spheres which are contained in the convex hull of \(\gamma\) and are disjoint from \(\gamma\). In 1994–1996 Zalgaller [30, 31] conjectured four explicit solutions to these problems, including the cases where \(\gamma\) is restricted to be closed, i.e., \(\gamma(a) = \gamma(b)\). In this work we confirm Zalgaller’s conjectures between 83% and 99% of their stated value, while we also find a counterexample to one of them. Our estimates for the width problem are as follows:

**Theorem 1.1.** For any rectifiable curve \(\gamma: [a, b] \rightarrow \mathbb{R}^3\),

\[
\frac{L}{w} \geq 3.7669.
\]

Furthermore if \(\gamma\) is closed,

\[
\frac{L}{w} \geq \sqrt{\pi^2 + 16} > 5.0862.
\]

In [30] Zalgaller constructs a curve, “\(L_3\)”, with \(L/w \leq 3.9215\). Thus (1) is better than 96% sharp (since \(3.7669/3.9215 \geq 0.9605\)). Further, in Section 5 we will construct a closed cylindrical curve (Figure 1(a)) with \(L/w < 5.1151\), which shows that (2) is at least 99.43% sharp. In particular, the length of the shortest closed curve of width 1 is approximately 5.1. It has been known since Barbier in 1860 [5], and follows from the Cauchy-Crofton formula (Lemma 2.3), that for closed planar curves \(L/w \geq \pi\), where equality holds only for curves of constant width. The corresponding question for general planar curves, however, was answered only in 1961 when Zalgaller [29] produced a caliper shaped curve (Figure 2(a)) with \(L/w \approx 2.2782\), which has been subsequently rediscovered several times [1, 19]; see [2, 16]. In 1994, Zalgaller [30] studied the width problem for curves in \(\mathbb{R}^3\), and produced a closed curve, “\(L_5\)”, which he claimed to be minimal; however, our cylindrical example in Section 5 improves upon Zalgaller’s curve.

![Figure 1](image-url)
Next we describe our estimates for the inradius problem. Obviously $w \geq 2r$, and thus Theorem 1.1 immediately yields $L/r \geq 7.5338$ for general curves, and $L/r \geq 10.1724$ for closed curves. Using different techniques, however, we will improve these estimates as follows:

**Theorem 1.2.** For any rectifiable curve $\gamma: [a, b] \to \mathbb{R}^3$,

\[
\frac{L}{r} \geq \sqrt{(\pi + 2)^2 + 36} > 7.9104.
\]

Furthermore if $\gamma$ is closed,

\[
\frac{L}{r} \geq 6\sqrt{3} > 10.3923.
\]

In [32, Sec. 2.12], Zalgaller constructs a spiral curve with $L/r \leq 9.5767$, which shows that (3) is better than 82.6% optimal. Further, in [31], he produces a curve composed of four semicircles (Figure (b)) with $L/r = 4\pi$; see also [21] where this “basebal stitches” is rediscovered in 2011. Thus we may say that (4) is better than 82.69% optimal. For planar curves, the inradius problem is nontrivial only for open arcs, and the answer, which is a horseshoe shaped curve (Figure 2(b)) with $L/r = \pi + 2$, was obtained in 1980 by Joris [18], see also [12, Sec. A30], [14, 16, 13].

Both the width and inradius problems may be traced back to a 1956 question of Bellman [6]: how long is the shortest escape path for a random point (lost hiker) inside an infinite parallel strip (forest) of known width? See [16] for more on these types of problems. Our width problem is the analogue of Bellman’s question in $\mathbb{R}^3$. The inradius problem also has an intuitive reformulation known as the “sphere inspection” [32, 21] or the “asteroid surveying” problem [10]. To describe this variation, let us say that a space curve $\gamma$ inspects the sphere $S^2$, or is an inspection curve, provided that $\gamma$ lies outside $S^2$ and for each point $x$ of $S^2$ there exists a point $y$ of $\gamma$ such that the line segment $xy$ does not enter $S^2$ (in other words, $x$ is “visible” from $y$). It is easy to see that $\gamma$ inspects $S^2$, after a translation, if and only if its inradius is 1 [31, p. 369]. Thus finding the shortest inspection curve is equivalent to the inradius problem for $r = 1$.
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The proof of Theorem 1.1 is based on an unpublished result of Daniel Wienholtz [28], which we include in Section 3. This remarkable observation, which follows from Borsuk-Ulam theorem, states that any closed space curve has a pair of parallel
support planes $H_0, H_1$ which intersect the curve at least twice each in alternating fashion (Theorem 3.1). Further, it is easy to see that the same result holds for general curves (Corollary 3.2). Consequently the length $L_1$ of the projection of $\gamma$ into the line orthogonal to $H_i$ must be at least $3w$ for general curves, and $4w$ for closed curves. On the other hand we can also bound from below the length $L_2$ of the projection of $\gamma$ into $H_i$ by known results in $\mathbb{R}^2$. These estimates yield (1) and (2) due to the basic inequality $L \geq \sqrt{L_1^2 + L_2^2}$ (Lemma 2.2). The proof of (3) also follows from Wienholtz’s theorem, once we utilize the theorem of Joris on the inradius problem for planar curves. To prove (4), on the other hand, we develop the notion of horizon of a curve, $H(\gamma)$, which is the measure of the tangent planes of $S^2$, counted with multiplicity, that intersect $\gamma$. In Section 7, we derive upper and lower bounds for the horizon, which lead to the proof of (4). Finally in Section 8 we discuss some generalizations of our estimates, including an extension of the inradius estimate to the notion of $n^{th}$ hull in geometric knot theory [9].

2. Preliminaries: Projections of Length

Here we will record some basic lemmas on length of projections of curves which will be useful throughout the paper. In this work a curve is a continuous mapping $\gamma: [a,b] \rightarrow \mathbb{R}^n$. By abuse of notation, we also use $\gamma$ to denote its image $\gamma([a,b])$, and say that $\gamma$ is closed if $\gamma(a) = \gamma(b)$. The length of $\gamma$ is defined as

$$L = L[\gamma] := \sup \sum_{i=1}^n \|\gamma(t_i) - \gamma(t_{i-1})\|,$$

where the supremum is taken over all partitions $a := t_0 \leq t_1 \leq \cdots \leq t_n := b$ of $[a,b]$, $n \in \mathbb{N}$. We say that $\gamma$ is rectifiable provided that $L$ is finite. Further $\gamma$ is parametrized by arclength or has unit speed if $L[\gamma(t_1,t_2)] = t_2 - t_1$ for all $t_1, t_2 \in [a,b]$. A curve $\gamma: [c,d] \rightarrow \mathbb{R}^n$ is a reparametrization of $\gamma$ provided that there exists a nondecreasing continuous map $\phi: [a,b] \rightarrow [c,d]$ such that $\gamma = \tilde{\gamma} \circ \phi$. It is easy to see that $L[\gamma] = L[\tilde{\gamma}]$. If $\tilde{\gamma}$ has unit speed, then we say that it is a reparametrization of $\gamma$ by arclength.

The first lemma below collects some basic facts from measure theory, which allow us to extend some well-known analytic arguments to all rectifiable curves.

Lemma 2.1. Let $\gamma: [a,b] \rightarrow \mathbb{R}^n$ be a rectifiable curve.

1. If $\gamma$ is Lipschitz, then $\gamma'(t)$ exists for almost all $t \in [a,b]$ (with respect to the Lebesgue measure), and $L = \int_a^b \|\gamma'(t)\| \, dt$.
2. If $\gamma$ is parametrized by arclength, then $\|\gamma'(t)\| = 1$, for almost all $t \in [a,b]$.
3. There exists a (Lipschitz) reparametrization of $\gamma$ by arclength.

Proof. The first statement is just Rademacher’s theorem. The second statement is proved in [22, Thm. 2], see also [8, Thm. 2.7.6] or [3, Thm. 4.1.6]. For the third statement see [15, 2.5.16] or [8, Prop. 2.5.9].
The following lemma is a quick generalization of an observation of Wienholtz [27], which had been obtained by polygonal approximation, see also [26, Lem. 8.2]. Here we offer a quick analytic proof which utilizes the above lemma.

**Lemma 2.2 (Length Decomposition).** Let $\gamma : [a, b] \to \mathbb{R}^n$ be a rectifiable curve, $V_i$ be a collection of pairwise orthogonal subspaces which span $\mathbb{R}^n$, and $L_i$ be the length of the orthogonal projection of $\gamma$ into $V_i$. Then

$$L \geq \sqrt{\sum_i L_i^2}.$$ 

**Proof.** By Lemma 2.1 we may assume that $\gamma$ is parametrized by arclength. Then $\gamma'$ exists and $\|\gamma'\| = 1$ almost everywhere. Let $\gamma_i$ denote the orthogonal projection of $\gamma$ into $V_i$. Then $\gamma_i$ are also Lipschitz, so $\gamma_i'$ exist almost everywhere as well. Since $V_i$ are orthogonal and span $\mathbb{R}^n$, $\gamma = \sum_i \gamma_i$, which yields $\gamma' = \sum_i \gamma_i'$. Further, $\langle \gamma_i', \gamma_j' \rangle = 0$ for $i \neq j$, since $\gamma_i' \in V_i$. So

$$\sum_i \|\gamma_i'\|^2 = \|\gamma'\|^2 = 1.$$

Now the Cauchy-Schwartz inequality yields

$$\sum_i (L_i)^2 = \sum_i \left( \int_a^b \|\gamma_i'\| \right)^2 \leq (b - a) \sum_i \int_a^b \|\gamma_i'\|^2 = (b - a)^2 = L^2,$$

which completes the proof. \qed

The next observation we need is a general version of a classical result which goes back to Cauchy. Originally this result was proved for smooth curves; however, it is well-known that it holds for all rectifiable curves [4]. Here we simply record that the original analytic proof may be extended almost verbatim to the general case in light of Lemma 2.1.

**Lemma 2.3 (Cauchy-Crofton).** Let $\gamma : [a, b] \to \mathbb{R}^2$ be a rectifiable curve, $u \in S^1$, and $\gamma_u$ be the projection of $\gamma$ into the line spanned by $u$. Then

$$L = \frac{1}{4} \int_{S^1} L[\gamma_u] \, du.$$

**Proof.** Again, by Lemma 2.1, we may assume that $\gamma$ is Lipschitz (after a reparametrization by arclength), which, since $\gamma_u = \langle \gamma, u \rangle u$, yields that $\gamma_u$ is Lipschitz as well. Thus

$$\int_{S^1} L[\gamma_u] \, du = \int_{S^1} \int_a^b \|\gamma_u'(t)\| \, dt = \int_{S^1} \int_a^b |\langle \gamma'(t), u \rangle| \, dt$$

$$= \int_0^{2\pi} \int_a^b \|\gamma'(t)\| |\cos(\theta(t))| \, dt \, d\theta$$

$$= 4L,$$

as desired. \qed
The last lemma immediately yields another classical fact, which had been originally proved for smooth curves:

**Corollary 2.4** (Barbier). Let $\gamma: [a, b] \to \mathbb{R}^2$ be a closed rectifiable curve of width $w$. Then

$$L \geq \pi w.$$  

**Proof.** Let $\gamma_u$ be as in Lemma 2.3. Then

$$L = \frac{1}{4} \int_{S^1} L[\gamma_u] \geq \frac{1}{4} \int_0^{2\pi} 2w \, d\theta = \pi w.$$  

\[ \square \]

3. The Theorem of Wienholtz

Motivated by a 1998 conjecture of Kusner and Sullivan [20] on diameter of space curves, Wienholtz made the following fundamental observation in an unpublished work in 2000 [28]; see also [26, Sec. 8] where the argument is outlined. Here we include a complete proof which is significantly shorter than the original, although it is based on the same essential idea.

**Theorem 3.1** (Wienholtz). For any continuous map $\gamma: S^1 \to \mathbb{R}^n$ there exists a pair of parallel hyperplanes $H_0$, $H_1 \subset \mathbb{R}^n$, and 4 points $t_0$, $t_1$, $t_2$, $t_3$ cyclically arranged in $S^1$ such that $\gamma$ lies in between $H_0$, $H_1$, while $\gamma(t_0)$, $\gamma(t_2) \in H_0$, and $\gamma(t_1)$, $\gamma(t_3) \in H_1$.

**Proof.** For every direction $u \in S^{n-1}$, let $H_u$ be the support hyperplane of $\gamma$ with outward normal $u$, and set $X_u := \gamma^{-1}(H_u)$. We may assume that $H_u \neq H_{-u}$ for all $u$, for otherwise there is nothing to prove. Let $S_u$ be the open slab bounded by $H_{\pm u}$, and $I_u \subset S^1$ be a connected component of $\gamma^{-1}(S_u)$ such that the initial point of $I_u$ (with respect to some fixed orientation of $S^1$) lies in $X_{-u}$ and its final end point lies in $X_u$. If $I_u$ is not unique for some $u$, then we are done. So suppose, towards a contradiction, that $I_u$ is unique for every $u$. Then we will construct a map $f: S^{n-1} \to \mathbb{R}^2 \subset \mathbb{R}^{n-1}$ such that $f(u) \neq f(-u)$ for all $u$. This violates the Borsuk Ulam theorem, and completes the proof.

To construct $f$, pick a point $p(u) \in I_u$ for each $u$. We claim that there exists an open neighborhood $V(u)$ of $u$ in $S^{n-1}$ such that

$$p(u) \in I_{u'} \text{ for all } u' \in V(u).$$

(5)

Indeed, since $I_u$ is unique, the compact sets $X_u$ and $X_{-u}$ lie in the interiors of the (oriented) segments $p(u)p(-u)$ and $p(-u)p(u)$ of $S^1$ respectively (Figure 3(a)). Thus, since $u \mapsto H_u$ is continuous, we may choose $V(u)$ so small that $X_{u'}$ lies in the interior of $p(u)p(-u)$ and $X_{-u'}$ lies in the in interior of $p(-u)p(u)$. Let $J_{u'}$ be the component of $\gamma^{-1}(A_{u'})$ which contains $p(u)$. Then the final boundary point of $J_{u'}$ must be in $X_{u'}$ and its initial boundary point must be in $X_{-u'}$. Thus $J_{u'} = I_{u'}$ by the uniqueness property, which establishes (5).
Let \( u_i \in S^{n-1} \) be a finite number of directions such that \( V(u_i) \) cover \( S^{n-1} \), \( \phi_i: S^{n-1} \to \mathbb{R} \) be a partition of unity subordinate to \( \{V(u_i)\} \), and set

\[
  f(u) := \sum_i \phi_i(u)p(u_i).
\]

If \( \phi_i(u) \neq 0 \), for some \( i \), then \( u \in V(u_i) \), and so (5) yields that \( p(u_i) \in I_u \). Then, \( f(u) \in \text{conv}(I_u) \), the smallest convex set containing \( I_u \). But \( \text{conv}(I_u) \cap \text{conv}(I_{-u}) = \emptyset \), because \( I_u \cap I_{-u} = \emptyset \) (Figure 3(b)). Thus \( f(u) \neq f(-u) \) as claimed. \( \square \)

Although Wienholtz stated his theorem only for closed curves, it is easy to see that it holds for all curves:

**Corollary 3.2.** For any curve \( \gamma: [a,b] \to \mathbb{R}^n \) there exist four points \( t_0 < t_1 < t_2 < t_3 \) in \( [a,b] \) and a pair of parallel hyperplanes \( H_0, H_1 \) in \( \mathbb{R}^n \) such that \( \gamma(t_0), \gamma(t_2) \in H_0 \) and \( \gamma(t_1), \gamma(t_3) \in H_1 \).

**Proof.** If \( \gamma(a) = \gamma(b) \), we may identify \( [a,b] \) with \( S^1 \) and we are done by Theorem 3.1. Further note that in this case we may assume that \( t_i \in [a,b] \). If \( \gamma(a) \neq \gamma(b) \), let \( \ell \) be the line segment connecting \( \gamma(a) \) and \( \gamma(b) \). Then we may extend \( \gamma \) to a closed curve \( \tilde{\gamma}: [a,b'] \to \mathbb{R}^n \), for some \( b' > b \) such that \( \tilde{\gamma}([b,b']) \) traces \( \ell \). By Theorem 3.1, there are points \( t_0 < t_1 < t_2 < t_3 \) in \( [a,b'] \) such that \( \gamma(t_0), \gamma(t_2) \in H_0 \) and \( \gamma(t_1), \gamma(t_3) \in H_1 \). If interior of \( \ell \) is disjoint from \( H_0 \) and \( H_1 \) then \( t_i \notin (b,b') \) and we are done. If interior of \( \ell \) intersects \( H_j \), then \( \ell \) lies entirely in \( H_j \). In this case suppose that \( t_i \in [b,b'] \). Then \( \gamma([t_i,b']) \) lies in \( H_j \). So it would follow that \( i = 3, \) for otherwise \( \gamma(t_i) \) and \( \gamma(t_{i+1}) \) would lie in the same hyperplane which is not possible. Now that \( \gamma(t_3) \) lies in \( H_j \), it follows that \( t_2 < b \); because \( \gamma([b,t_3]) \) lies in \( H_j \) and \( \gamma(t_2) \) and \( \gamma(t_3) \) cannot lie in the same hyperplane. Thus we may replace \( t_3 \) with \( b \) which concludes the proof. \( \square \)

4. Estimates for Width: Proof of Theorem 1.1

Using the generalized Wienholtz Theorem (Corollary 3.2) together with the length decomposition lemma (Lemma 2.2), we will now prove our main inequalities for the width:

**Proof of Theorem 1.1.** Let \( H_0, H_1 \) be a pair of parallel bounding planes of \( \gamma \) as in the generalization of Wienholtz’s theorem, Corollary 3.2. Further let \( \gamma_1 \) be the

---

**Figure 3.**
projection of $\gamma$ into a line orthogonal to $H_0$, $\gamma_2$ be the projection of $\gamma$ into $H_0$, and $L_i$, $w_i$ denote the length and width of $\gamma_i$ respectively. Then

$$L_1 \geq L[\gamma_1|_{t_0,t_1}] + L[\gamma_1|_{t_1,t_2}] + L[\gamma_1|_{t_2,t_3}] \geq 3w.$$ 

Further recall that, for planar curves, $L/w$ is minimized for Zalgaller’s caliper curve, where this quantity is bigger than 2.2782 [1]. Thus

$$L_2 \geq 2.2782 w_2 \geq 2.2782 w,$$

So, by Lemma 2.2,

$$L \geq \sqrt{L_1^2 + L_2^2} \geq \sqrt{(3w)^2 + (2.2782w)^2} \geq 3.7669 w,$$

which establishes (1). Next, to prove (2), suppose that $\gamma$ is closed. Then $L_1 \geq 4w$. Further, it follows from Corollary 2.4 that $L_2 \geq \pi w_2 \geq \pi w$. Thus, again by Lemma 2.2,

$$L \geq \sqrt{L_1^2 + L_2^2} \geq \sqrt{(4w)^2 + (\pi w)^2},$$

which completes the proof. □

Note 4.1 (The case of equality in (2)). As we discussed above, when $\gamma$ is closed, $L_1 \geq 4w$ and $L_2 \geq \pi w$. Thus the last displayed expression in the above proof shows that equality holds in (2) only if $L_1 = 4w$ and $L_2 = \pi w$. It follows then that $\gamma_2$ is a curve of constant width, and $\gamma$ is composed of four geodesic segments in the cylindrical surface over $\gamma_2$. Since optimal objects in nature are usually symmetric, and $\gamma$ has four segments running between $H_0$ and $H_1$, it would be reasonable to expect that the minimal curve $\gamma$ would be symmetric with respect to a pair of orthogonal planes parallel to $u$. This would in turn imply that $\gamma_2$ is centrally symmetric. The only centrally symmetric curves of constant width, however, are circles. Thus if the equality in (2) is achieved by a symmetric curve, then $\gamma_2$ should be a circle. As we show in the next section, however, the equality in (2) never holds for curves which project onto a circles. Thus either (2) is not quite sharp or else the minimal curve is not so symmetric. On the other hand, to add to the mystery, we will produce a symmetric curve in the next section which very nearly realizes the case of equality in (2).

5. A Near Minimizer for $L/w$

Here we construct a symmetric piecewise geodesic closed curve on a circular cylinder which shows that (2) is very nearly sharp. To this end let $C_h$ be the cylinder of radius 1 and height $h$ in $\mathbb{R}^3$ given by

$$x^2 + y^2 = 1, \quad -h/2 \leq z \leq h/2.$$ 

Consider the 4 consecutive points

$$p_1 = (1, 0, h/2), \quad p_2 = (0, 1, -h/2), \quad p_3 = (-1, 0, h/2), \quad p_4 = (0, -1, -h/2)$$

on the boundary of $C_h$. Let $\Gamma_h$ be the simple closed curve consisting of 4 geodesic or helical segments connecting these points cyclically, see Figure 4. Note that, as the figure shows, $\Gamma_h$ may also be constructed by rolling a planar polygonal curve onto
the cylinder. Let \( L(h) \) and \( w(h) \) denote the length and width of \( \Gamma_h \) respectively. We will show that \( L(h)/w(h) \) is minimized when the height of \( C_h \) is slightly smaller than its diameter, or more precisely \( h = h_0 \approx 1.97079 \). Then \( L(h_0)/w(h_0) < 5.1151 \), and thus \( \Gamma_{h_0} \) yields the curve which we mentioned in the introduction.

![Figure 4](image-url)

**Figure 4.**

To compute \( h_0 \), first note that, by the Pythagorean theorem,

\[
L(h) = \sqrt{(4h)^2 + (2\pi)^2}.
\]

Next, to find \( w(h) \), let \( \Gamma_{h} \) be the projection of \( \Gamma_h \) into the \( xz \)-plane, see Figure 5, and let \( \overline{w}(h) \) denote the width of \( \Gamma_{h} \), i.e., the infimum of the distance between all pairs of parallel lines in the plane of \( \Gamma_{h} \) which contain \( \Gamma_{h} \). Now we record the following lemma, whose proof we will postpone to the end of this section.

**Lemma 5.1.** The width of \( \Gamma_h \) is equal to the width of \( \overline{\Gamma}_h \):

\[
w(h) = \overline{w}(h).
\]

To compute \( \overline{w}(h) \), note that there are two possibilities: (i) \( \overline{w}(h) = h \), or (ii) \( \overline{w}(h) \) is given by the distance \( d(h) \) between one of the end points of \( \Gamma_h \) and the opposite branch of \( \overline{\Gamma}_h \). So we have

\[
\overline{w}(h) = \min \{h, d(h)\}.
\]

![Figure 5](image-url)

**Figure 5.**

To find \( d(h) \) note that the left branch of \( \overline{\Gamma}_{h} \) may be parametrized by

\[
(-\cos(t), 0, (1/2 + 2t/\pi)h), \quad -\pi/2 \leq t \leq 0,
\]

and the tip of the right branch is \( p_1 = (1, 0, h/2) \). Thus

\[
d(h) = \min_{-\pi/2 \leq t \leq 0} \sqrt{(\cos(t) + 1)^2 + ((2t/\pi)h)^2}.
\]
Finally we have

\[
\frac{L(h)}{w(h)} = \frac{L(h)}{\overline{w}(h)} = \max \left\{ \frac{L(h)}{h}, \frac{L(h)}{d(h)} \right\}.
\]

Graphing these functions shows that \(L(h)/w(h)\) is minimized when \(\frac{L(h)}{h} = \frac{L(h)}{d(h)}\) or \(h = d(h)\); see Figure 5.

Now let \(h_0\) denote the solution to \(h = d(h)\). Via a computer algebra system, we can find that \(1.97078 < h_0 < 1.97080\). Consequently

\[
\min \left( \frac{L(h)}{w(h)} \right) = \frac{L(h_0)}{w(h_0)} = \frac{\sqrt{(4h_0)^2 + (2\pi)^2}}{h_0} < \frac{\sqrt{(4 \times 1.97080)^2 + (2\pi)^2}}{1.97078} < 5.1151.
\]

as desired.

It only remains now to prove the last lemma. To this end we need to consider the boundary structure of the convex hull \(C\) of \(\Gamma_h\). Note that \(\Gamma_h\) lies on the boundary \(\partial C\) of \(C\), and divides \(\partial C\) into a pair of regions by the Jordan curve theorem; see Figure 6. Further, each of these regions is a ruled surface. In one of the regions all the rulings are parallel to \(p_1p_3\), or the \(x\)-axis, while in the other region the rulings are parallel to \(p_2p_4\) or the \(y\)-axis. Each of these regions can be subdivided into a pair of triangular regions by the lines \(p_1p_3\) and \(p_2p_4\). Thus we may say that \(\partial C\) carries a tetrahedral structure, and call these subregions the faces of \(\partial C\). For instance, the face of \(\partial C\) which is opposite to \(p_1\) is \(p_2p_3p_4\).

**Proof of Lemma 5.1.** By definition of width, we have \(w(h) \leq \overline{w}(h)\). So we just need to establish the reverse inequality. To this end, let \(H, H'\) be a pair of parallel planes, with separation distance \(w(h)\), which contain \(\Gamma_h\) in between them. First suppose that \(H\) (or \(H'\)) intersects the convex hull \(C\) of \(\Gamma_h\) at more than one point. Then, since \(C\) is convex, and \(H\) is a support plane of \(C\), \(H\) must contain a line segment in \(\partial C\), the boundary of \(C\). All line segments in \(\partial C\) are parallel to either the \(x\)-axis or the \(y\)-axis, as we discussed above. Thus \(H\), and consequently \(H'\) must be parallel to, say, the \(y\)-axis. Consequently, if we let \(\ell, \ell'\) be the intersections of \(H, H'\) with the \(xz\)-plane, it follows that \(\Gamma_h\) is contained between \(\ell\) and \(\ell'\), which are separated by the distance \(w(h)\). Thus \(\overline{w}(h) \leq w(h)\), as desired.

\[\text{Figure 6.}\]

We may suppose then that \(H\) and \(H'\) intersect \(C\) at precisely one point each, which we call \(p\) and \(p'\) respectively. Then the line segment \(pp'\) must be orthogonal
to $H$ and $H'$ (e.g., see [25, p. 86]). Further, if $H \cap C$ and $H' \cap C$ are singletons, then $H$ and $H'$ can intersect $C$ only along $\Gamma_h$, because $\partial C - \Gamma_h$ is fibrated by line segments. Now suppose that both $p$ and $p'$ belong to the interior of branches of $\Gamma_h$, i.e., the complement of $p_i$. Then $pp'$ must be orthogonal to $\Gamma_h$ at both ends. This may happen only when $p$ and $p'$ belong to a pair of opposite branches of $\Gamma_h$, and $pp'$ is parallel to the $xy$ plane. It follows then that $\|pp'\| = 2$, which yields $w(h) = 2$. On the other hand $w(h) \leq 2$, since the distance between the end points of $\Gamma_h$ is 2. Thus again we obtain $\overline{w}(h) \leq w(h)$.

It only remains then to consider the case where $p$ is an end point of a branch of $\Gamma_h$, say $p = p_i$. In this case $p'$ must belong to one of the branches of $\Gamma_h$ which is not adjacent to $p_i$, i.e., either $p_2p_3$ or $p_3p_4$. So $p'$ must belong to face or the triangular region $p_2p_3p_4$ in $\partial C$. Consequently

$$w(h) \geq \text{dist}(p_1, p_2p_3p_4) = d(h) \geq \overline{w}(h),$$

which completes the proof. Here $d(h)$ is the distance between $p_1$ and the opposite branch of $\Gamma_h$, as we had discussed above. □

**Note 5.2.** Although the curve $\Gamma_{h_0}$ we constructed above is the minimizer for the width problem among curves on a circular cylinder, it is not the minimizer for the width problem among all closed curves. Indeed we may replace small segments of $\Gamma_{h_0}$ which have an end point at $p_i$ with straight line segments without decreasing the width.

### 6. ZALGALLER’S $L_5$ CURVE

In [30] Zalgaller describes a closed space curve, “$L_5$”, which he claims minimizes the ratio $L/w$. Here we show that this conjecture is not true. Indeed, the ratio $L/w$ for Zalgaller’s curve, which here we call $Z$, is bigger than that of the cylindrical curve $\Gamma_{h_0}$ which we constructed in Section 5. Since Zalgaller does not calculate $L/w$ for this example, we include this calculation below. We will begin by describing the construction of $Z$, since Zalgaller’s paper is not available in English.

The curve $Z$ is modeled on a regular tetrahedron. Note that the width of a regular tetrahedron is the distance between any pairs of its opposite edges. In particular this distance is 1 when the side lengths are $\sqrt{2}$. The basic idea for constructing $Z$ is to take a simple closed curve, which traces 4 consecutive edges of a tetrahedron, say of edge length $\sqrt{2}$, and reduce its length without reducing its width. The error in Zalgaller’s construction, however, is that the width does go down below 1, as we will show below.

#### 6.1. Construction.

Take a regular tetrahedron $T$ with vertices $A$, $B$, $C$, $D$, as shown in Figure 7. Assume that the edge lengths are $\sqrt{2}$ so that the width of $T$ is 1, i.e., the distance between the edges $AB$ and $CD$. Let $A'$ be the point on $AC$ whose distance from the face $BCD$ is 1. A simple computation shows that $A'$ is the point on $AC$ whose distance from $C$ is $\sqrt{6}/2$. Similarly, let $B'$ be the point on $BD$ whose distance from $D$ is $\sqrt{6}/2$. Let $X$ be the cylinder of radius 1 with axis $CD$. Now connect $A'$ and $B'$ with the shortest arc which lies outside $X$. Note that this
arc is composed of a pair of straight line segments, plus a helical segment which lies on $X$. This forms the side $A'B'$ of $Z$. Similarly, we can form the sides $B'C'$, $C'D'$ and $D'A'$ which will yield the whole curve as shown in Figure 8.

6.2. **Length.** To compute the length of $Z$, we are going to assume that $A = (1, \sqrt{2}/2, 0)$, $B = (1, -\sqrt{2}/2, 0)$, $C = (0, 0, \sqrt{2})$, and $D = (0, 0, -\sqrt{2}/2)$. For any set $S \subset \mathbb{R}^3$, let $\overline{S}$ denote its projection into the $xy$-plane, and note that $C$ and $D$ coincide with the origin $o$ of the $xy$-plane. So the cylinder $X$ will intersect the $xy$-plane in a circle of radius 1 centered at $o$; see the right diagram in Figure 7. Let $A'B'$ denote the projection of $A'B'$ into the $xy$-plane, and $h$ be the distance of $A'$ or $B'$ from the $xy$-plane. Then

$$L(A'B') = \sqrt{L(A'B')^2 + (2h)^2}.$$  

The reason behind the above equality is that $A'B'$ lies on the cylindrical surface over $A'B'$, and is a geodesic in that surface (which has zero curvature); thus, the Pythagorean theorem applies. Next, note that

$$A' = \left(1 - \frac{\sqrt{3}}{2}\right) C + \frac{\sqrt{3}}{2} A, = \left(\frac{\sqrt{3}}{2}, \frac{\sqrt{3}}{2\sqrt{2}}, \frac{2 - \sqrt{3}}{2\sqrt{2}}\right).$$

Thus

$$\overline{A'} = \left(\frac{\sqrt{3}}{2}, \frac{\sqrt{3}}{2\sqrt{2}}\right), \quad \text{and} \quad h = \frac{2 - \sqrt{3}}{2\sqrt{2}}.$$  

Next, to compute $L(\overline{A'B'})$, note that $\overline{A'B'} = \overline{A'E} \cup \overline{EF} \cup \overline{FB'}$, where $A'E$ and $FB'$ are line segment, and $EF$ is a circular arc. To find $L(\overline{EF})$, write $\overline{E} = (\cos(\theta), \sin(\theta))$, and note that $\langle \overline{E} - \overline{A'}, \overline{E} \rangle = 0$, which yields that $\theta = \tan^{-1}(\sqrt{5}/2)$. So $L(\overline{EF}) = 2 \arctan(\sqrt{5}/2)$. Further, it follows that $\overline{E} = (5, \sqrt{2})/(3\sqrt{3})$, which in turn allows us to compute that $L(\overline{AE}) = \sqrt{2}/4$. So we conclude that

$$L(\overline{A'B'}) = 2L(\overline{AE}) + L(\overline{EF}) = \frac{1}{\sqrt{2}} + 2 \tan^{-1}\left(\frac{\sqrt{5}}{2}\right),$$
which in turn yields

\[ L(Z) = 4L(A'B') = 4\sqrt{\left(\frac{1}{\sqrt{2}} + 2\tan^{-1}\left(\frac{\sqrt{2}}{5}\right)\right)^2 + \left(\frac{2 - \sqrt{3}}{\sqrt{2}}\right)^2} \approx 5.0903 \]

Figure 8.

6.3. **Width.** To estimate the width of \( Z \) we are going to project it into a plane \( \Pi \) orthogonal to

\[ u := \frac{A + C}{2} - \frac{B + D}{2} = \left(0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right); \]

see the right diagram in Figure 8. For any set \( S \subset \mathbb{R}^3 \), we let \( \tilde{S} \) denote its projection into \( \Pi \). Let \( E' \) be the point on the segment \( DC \) of \( Z \) which lies at the end of the line segment in \( DC \) starting at \( D \). Further let \( M \) denote the center of mass of the tetrahedron \( T \). Note that

\[ w(Z) \leq w(\tilde{Z}) \leq \|\tilde{E}E'\| = 2\|\tilde{E}M\|. \]

The first inequality above is obvious from the definition of \( w \); the second inequality follows from the fact that \( \tilde{Z} \) is contained in between the lines spanned by \( \tilde{A}E \) and \( \tilde{C}'E' \); and the last equality of course is due to the fact that \( \tilde{M} \) is the midpoint of \( \tilde{E}E' \). It only remains then to compute \( \|\tilde{E}M\| \). To this end first note that

\[ M = (A + B + C + D)/4 = (1/2, 0, 0). \]

Next, to compute \( E \), recall that we already computed its first two components given by \( \overrightarrow{E} = (5, \sqrt{2})/(3\sqrt{3}) \). To find the third component of \( E \) recall that \( A'B' \) is a linear graph over its projection \( \overrightarrow{A'B'} \). More specifically, the height of this graph is given by \( z(t) = \frac{h}{L/8} t \), where \( t \) measures the distance from the center of \( \overrightarrow{A'B'} \). Thus

\[ E = \left(\frac{5}{3\sqrt{3}}, \frac{\sqrt{2}}{3\sqrt{3}}, \frac{h}{L/8} \tan^{-1}\left(\frac{\sqrt{5}}{2}\right)\right). \]

Finally recall that \( \tilde{E} = E - \langle E, u \rangle u \) and \( \tilde{M} = M - \langle M, u \rangle u \). So we now have all the information to compute that

\[ w(Z) \leq 2\|\tilde{E}M\| = 2\|\tilde{E} - \tilde{M}\| \approx 0.980582. \]
In particular, the computation contradicts Zalgaller’s conjecture that $Z$ has width 1. Using these computations, we now have

$$\frac{L(Z)}{w(Z)} \geq 5.1911,$$

which is bigger than $5.1151$, the ratio $L/w$ for the cylindrical curve we constructed in the last section. Thus $Z$ does not minimize $L/w$, contrary to Zalgaller’s conjecture.

**Note 6.1** (Original Statement of the $L_5$ Conjecture). Since Zalgaller’s paper [30] is not available in English, here we include a translation of the conjecture on the shortest closed curve of width 1, which we disproved above.

“16. A similar problem can be posed for closed curves. On the plane any curve of constant width 1 is the shortest closed curve of width 1. In space consider the regular tetrahedron with edge $\sqrt{2}$ (fig 9). The 4-segment polygonal curve $L_4 = ABCDA$ is an example of a closed curve of width 1. Mark the middle points $O_1$, $O_2$, $O_3$, $O_4$ on the edges of $L_4$. On the edge $AC$ which is not in $L_4$ mark the point $A'$ which is at distance 1 from the plane $BCD$ and also mark a point $C'$ which is at distance 1 from the plane $ABD$. Similarly, on the edge $BD$ which is also not in $L_4$ mark points $B'$, $D'$ which are at distance 1 from the planes $ACD$, $ABC$, respectively. Form the

![Figure 9]

curve $L_5$ from four congruent $C^1$-smooth portions $A'B'$, $C'D'$, $D'A'$. It is enough to describe the portion $A'B'$. We construct it as the shortest curve $A'P_1O_1Q_1B'$ that joins $A'$ and $B'$ and goes around outside the circular cylinder $Z$ of radius 1 with axis $CD$. This portion is of the form $A'B' = A'P_1 + P_1O_1Q_1 + Q_1B'$ where $A'P_1$ and $Q_1B'$ are straight line segments and $P_1O_1Q_1$ is a screw-rotational arc on the cylinder $Z$. Similarly, one constructs the portions $B'C' = B'P_2Q_2C'$, $C'D' = C'P_3Q_3D'$, $D'A' = D'P_4Q_4A'$.

17. Conjecture 2. The curve $L_5$ has width 1 and is the shortest closed space curve of width 1.”

**Note 6.2.** If Zalgaller had been correct in his conjecture that the width of $L_5$ is 1, then the ratio $L/w$ for this curve would have been approximately $5.0903$ according to our computation of length in Section 6.2. In this sense, the $L_5$ conjecture predicted that $L/w \geq 5.0903$, which interestingly enough is within 0.01% of the lower bound (2) in Theorem 1.1.
7. Estimates for Inradius: Proof of Theorem 1.2

The general estimate in Theorem 1.2 follows quickly from the Wienholtz theorem as was the case for the estimates for the width in the proof of Theorem 1.1. For the case of closed curves, however, we will work harder to obtain a better estimate via the notion of horizon developed below.

7.1. The general case. Here we prove (3). Let \( \gamma_i \) be as in the proof of Theorem 1.1, and \( L_i, r_i \) denote the length, and inradius of the convex hull of \( \gamma_i \) respectively. Then
\[
L_1 \geq 3w \geq 6r.
\]
Further note that \( r_2 \) is not smaller than the inradius of the convex hull of \( \gamma \), which in turn is not smaller than \( r \). Thus
\[
L_2 \geq (2 + \pi)r_2 \geq (2 + \pi)r
\]
by the theorem of Joris [18]. Consequently
\[
L \geq \sqrt{L_1^2 + L_2^2} \geq \sqrt{(6r)^2 + ((2 + \pi)r)^2} > 7.90164r,
\]
which establishes (3).

7.2. The horizon. Here we develop some integral formulas needed to prove (4). For a point \( x \) outside \( S^2 \) consider the cone generated by all rays which emanate from \( x \) and are tangent to \( S^2 \). This cone touches \( S^2 \) along a circle which we call the horizon of \( x \). The horizon of a curve \( \gamma \), which we denote by \( H(\gamma) \), is defined as the total area, counted with multiplicity, covered by horizons of all points of \( \gamma \). Note that a point \( p \) of \( S^2 \) belongs to \( H(\gamma) \) if and only if the tangent plane \( T_pS^2 \) intersects \( \gamma \). Thus
\[
H(\gamma) := \int_{p \in S^2} \#(\gamma^{-1}(T_pS^2)) \, dp.
\]
The closedness of \( \gamma \) together with a bit of convexity theory, quickly yields the following lower bound for the horizon. Recall that we say a curve \( \gamma : [a, b] \to \mathbb{R}^3 \) inspects the sphere \( S^2 \), or is an inspections curve provided that it lies outside \( S^2 \) and \( S^2 \) lies in its convex hull.

Lemma 7.1. If \( \gamma \) is a closed inspection curve of \( S^2 \), then
\[
8\pi \leq H(\gamma).
\]

Proof. We claim that for every \( p \in S^2 \setminus \gamma \), \( T_pS^2 \) intersects \( \gamma \) in at least two points. To see this set \( C := \text{conv}(\gamma) \). Either \( T_pS^2 \) is a support plane of \( C \), or else \( C \) has points in the interior of each of the closed half-spaces determined by \( T_pS^2 \). In the latter case it is obvious that the claim holds. Suppose then that \( T_pS^2 \) is a support plane of \( C \). By Caratheodory’s theorem [25, p. 3], \( p \) must lie in a line segment or a triangle \( \Delta \) whose vertices belong to \( \gamma \). Since, by assumption \( p \notin \gamma \), \( p \) must belong to the relative interior of \( \Delta \). Consequently \( \Delta \) has to lie in \( T_pS^2 \). Then the vertices of \( \Delta \) yield the desired points.
\[\Box\]
Next we develop an analytic formula for computing $H$, following the basic outline of the proof of Crofton’s formula in Chern [11, p. 116]. Suppose that $\gamma$ is piecewise $C^1$, and its projection into $\mathbb{S}^2$, $\tilde{\gamma} := \gamma/\|\gamma\|$ has non vanishing speed. Let $T := \tilde{\gamma}/\|\tilde{\gamma}\|$ and $\nu := \tilde{\gamma} \times T$. Then $(\tilde{\gamma}, T, \nu)$ is a moving orthonormal frame along $\tilde{\gamma}$. It is easy to check that the derivative of this frame is given by
\[
\left( \begin{array}{ccc}
\tilde{\gamma} \\
T \\
\nu
\end{array} \right)' = \left( \begin{array}{ccc}
0 & v & 0 \\
-v & 0 & \lambda \\
0 & -\lambda & 0
\end{array} \right) \left( \begin{array}{ccc}
\tilde{\gamma} \\
T \\
\nu
\end{array} \right),
\]
where $v := \|\tilde{\gamma}'\|$ and $\lambda : [a, b] \to \mathbb{R}$ is some scalar function. Define $F : [a, b] \times [0, 2\pi] \to \mathbb{S}^2$ by
\[
F(t, \theta) := h(t)\tilde{\gamma}(t) + r(t)(\cos(\theta)T(t) + \sin(\theta)\nu(t)),
\]
where
\[
r := \sqrt{\|\gamma\|^2 - 1} \quad \text{and} \quad h := \frac{1}{\|\gamma\|}.
\]
For each $t \in [a, b]$, $F(t, \theta)$ parametrizes the horizon of $\gamma(t)$. In particular, for all $p \in \mathbb{S}^2$,
\[
F^{-1}(p) = \gamma^{-1}(T_p\mathbb{S}^2).
\]
Thus the area formula [15, Thm 3.2.3] yields that
\[
(7) \quad H(\gamma) = \int_{p \in \mathbb{S}^2} \#F^{-1}(p) \, dp = \int_a^b \int_0^{2\pi} \text{Jac}(F) \, d\theta dt,
\]
where $\text{Jac}(F) := \|\partial F/\partial t \times \partial F/\partial \theta\|$ denotes the Jacobian of $F$. A computation shows that
\[
\text{Jac}(F) = \left| r(t)v(t)\cos(\theta) - h'(t) \right|.
\]
Further we have
\[
v = \frac{\sqrt{\|\gamma'\|^2\|\gamma\|^2 - \langle \gamma, \gamma' \rangle^2}}{\|\gamma\|^2} \quad \text{and} \quad h' = -\frac{\langle \gamma, \gamma' \rangle}{\|\gamma\|^3}.
\]
So we conclude that
\[
\text{Jac}(F) = \frac{1}{\|\gamma\|^3} \left| \sqrt{\|\gamma\|^2 - 1}(\|\gamma'\|^2\|\gamma\|^2 - \langle \gamma, \gamma' \rangle^2)\cos(\theta) + \langle \gamma, \gamma' \rangle \right|.
\]
Note that if $\|\gamma'\| = 1$ and $\alpha(t)$ is the angle between $\gamma'(t)$ and $\gamma(t)$, then
\[
\cos(\alpha) = \frac{\langle \gamma, \gamma' \rangle}{\|\gamma\|}, \quad \text{and} \quad \sin(\alpha) = \frac{\sqrt{\|\gamma\|^2 - \langle \gamma, \gamma' \rangle^2}}{\|\gamma\|},
\]
which yields
\[
\text{Jac}(F) = \frac{1}{\|\gamma\|^2} \left| \sqrt{\|\gamma\|^2 - 1}\sin(\alpha)\cos(\theta) + \cos(\alpha) \right|.
\]
The observations in this section may now be summarized as follows:
**Lemma 7.2.** Let \( \gamma : [a, b] \to \mathbb{R}^3 \) be a piecewise \( C^1 \) curve, and \( \alpha(t) \) be the angle between \( \gamma(t) \) and \( \gamma'(t) \). Suppose that \( \alpha(t) \neq 0, \pi \) except at finitely many points, and \( \|\gamma'\| = 1 \). Then

\[
H(\gamma) = \int_a^b \int_0^{2\pi} \frac{1}{\|\gamma\|^2} \left| \sqrt{\|\gamma\|^2 - 1} \sin(\alpha) \cos(\theta) + \cos(\alpha) \right| d\theta dt.
\]

**Note 7.3.** If \( \|\gamma\| = c \), then (6) together with Lemma 7.2 yield

\[
8\pi \leq H(\gamma) = \frac{\sqrt{c^2 - 1}}{c^2} \cdot 4L \leq 2L,
\]

and equality holds only if \( c = \sqrt{2} \). Thus, as has been noted by Jean-Marc Schlenker [21], see also [32, Sec. 2.2]: If \( \gamma \) inspects \( S^2 \) and \( \|\gamma\| = c \), then \( L \geq 4\pi \), which is the optimal inequality for closed inspection curves originally conjectured by Zalgaller [31], and also suggested by Gjergji Zaimi [21]. We will improve this observation in Proposition 8.1 below.

### 7.3. The closed case.

To prove (4), we begin by recording a pair of lemmas which yield an upper bound for the horizon. Let us say that a piecewise \( C^1 \) curve \( \gamma \) inspects the sphere \( S^2 \) **efficiently**, provided that that \( \gamma \) inspects \( S^2 \) and the tangent lines of \( \gamma \) do not enter \( S^2 \).

**Lemma 7.4.** For every closed polygonal curve \( \gamma \) which inspects \( S^2 \), there is a closed polygonal curve \( \tilde{\gamma} \), with \( L[\tilde{\gamma}] \leq L[\gamma] \), which inspects \( S^2 \) efficiently.

**Proof.** Let \( E \) be an edge of \( \gamma \) whose corresponding line enters \( S^2 \) (if \( E \) does not exist, then there is nothing to prove). Let \( p \) be the vertex of \( E \) which is farthest from \( S^2 \), and \( C \) be the cone with vertex \( p \) which is tangent to \( S^2 \). Then the other vertex of \( E \), say \( p' \) belongs to the region \( X \) which lies inside \( C \) and outside \( S^2 \), see Figure 10. Consider the polygonal arc \( p'p \) of \( \gamma \) which is different from \( E \). Note that \( \gamma \) cannot lie entirely in \( X \) for then \( S^2 \) cannot be in the convex hull of \( \gamma \). So \( p'p \) must have a point outside \( X \). In particular, there is a point of \( p'p \), other than \( p \) which belongs to \( \partial C \). Let \( q \) be the first such point, and replace the subsegment \( pq \) of \( p'p \) with the line segment joining \( p \) and \( q \). This procedure removes \( E \) and does not increase the number of edges of \( \gamma \) or its length. Further, the new curve still inspects \( S^2 \), because \( p \) “sees” all points of \( S^2 \) which were visible from any points of \( pq \). Since \( \gamma \) has only finitely many edges, repeating this procedure eventually yields the desired curve \( \tilde{\gamma} \). \( \square \)

**Lemma 7.5.** Suppose that \( \gamma \) is a piecewise \( C^1 \) curve which inspects \( S^2 \) efficiently, then

\[
H(\gamma) \leq \frac{4\pi}{3\sqrt{3}} L.
\]

**Proof.** By (7), it suffices to show that

\[
\int_0^{2\pi} \text{Jac}(F) d\theta \leq \frac{4\pi}{3\sqrt{3}}.
\]
To this end note that, by the Cauchy-Schwartz inequality,

\[ \text{Jac}(F) = \frac{1}{\|\gamma\|^2} \left| \langle \left( \sqrt{\|\gamma\|^2 - 1} \cos(\theta), 1 \right), \left( \sin(\alpha), \cos(\alpha) \right) \rangle \right|. \]

\[ \leq \frac{1}{\|\gamma\|^2} \left\| \left( \sqrt{\|\gamma\|^2 - 1} \cos(\theta), 1 \right) \right\| \leq \frac{1}{\|\gamma\|}. \]

Thus (10) is satisfied whenever \( \|\gamma\| \geq 3 \sqrt{3}/2 \). So it suffices now to check (10) for \( \|\gamma\| < 3\sqrt{3}/2 < 2.6 \). To this end, set

\[ I(x, y) := \int_0^{2\pi} \frac{1}{x^2} \left| \sqrt{x^2 - y^2} \right| d\theta. \]

Then by (8), \( \int_0^{2\pi} \text{Jac}(F) \ d\theta = I(\|\gamma\|, \sin(\alpha)) \), because replacing \( \cos(\alpha) \) with \( |\cos(\alpha)| \) in (8) amounts at most to switching \( \theta \) to \( -\theta \), which does not affect the value of the integral. Further note that, by elementary trigonometry, the tangent lines of \( \gamma \) avoid the interior of \( S^2 \) if and only if

\[ \sin(\alpha) \geq \frac{1}{\|\gamma\|}. \]

So we just need to check that \( I \leq 4\pi/(3\sqrt{3}) \approx 2.4 \) for \( 1 \leq x \leq 3 \) and \( 1/x \leq y \leq 1 \), which may be done with the aid of a computer algebra system. In particular, graphing \( I \) shows that the maximum of \( I \) over the given region is achieved on the boundary curve \( y = 1/x \), see Figure 11. Then it remains to note that
where completes the proof. □

Now we are ready to complete the proof of (4). We may assume, after a transla-
tion, that $S^2$ is a sphere of maximal radius which is contained in the convex hull of
$\gamma$, and whose interior is disjoint from $\gamma$. In particular $r = 1$. We need to show then
that $L \geq 6\sqrt{3}$. To this end we may assume that $\gamma$ is polygonal. Indeed, let $\gamma_i$ be
a sequence of polygonal curves, converging to $\gamma$. Then $L_i/r_i \to L$ where $L_i$ and $r_i$
are the length and inradius of $\gamma_i$ respectively. Thus, if $L_i/r_i \geq 6\sqrt{3}$, it follows that
$L/r \geq 6\sqrt{3}$ as desired. Now we may let $\tilde{\gamma}$ be as in Lemma 7.4. Then by Lemmas
7.1 and 7.5

$$8\pi \leq H(\tilde{\gamma}) \leq \frac{4\pi}{3\sqrt{3}} L[\tilde{\gamma}] \leq \frac{4\pi}{3\sqrt{3}} L,$$

which completes the proof of Theorem 1.2.

**Note 7.6.** We were able to establish the conjectured sharp inequality $L \geq 4\pi$ only
for the case of $\|\gamma\| = c$, since in this case $H(\gamma) \leq 2L$. If the same upper bound may
be established for the class of all closed curves which inspect $S^2$ efficiently, then we
may replace the right hand side of the last displayed expression by $2L$, and thus
obtain $L \geq 4\pi$ for all closed curves inspecting $S^2$. The contour graph in Figure 11
shows that $H(\gamma) \leq 2L$ if $\min\|\gamma\| \geq 1.6$. Thus, in this case $L \geq 4\pi$.

8. Generalizations

8.1. More inradius estimates via Crofton. Here we use Crofton’s formulas to
generalize the earlier observation in Note 7.3, on inspection curves of constant height:

**Proposition 8.1.** Let $\gamma: [a,b] \to \mathbb{R}^3$ be a closed rectifiable curve which inspects $S^2$,
and set $M := \max \|\gamma\|$, $m := \min \|\gamma\|$. Then

$$L \geq \frac{2\pi M m}{\sqrt{M^2 - 1}}.$$  

In particular, when $M = m$, or $M \leq 2/\sqrt{3}$, then $L \geq 4\pi$.

Recall that, as we pointed out in Note 7.6, the conjectured inequality $L \geq 4\pi$
holds when $M \geq 1.6$. This, together with the above proposition shows that if there
exists a closed inspection curve with $L < 4\pi$, then $1.15 \leq \|\gamma(t)\| \leq 1.6$ for some
$t \in [a,b]$. To establish the above inequality, let us record that:

**Lemma 8.2** (Crofton-Blaschke-Santalo). For every point $p \in S^2$, and $0 \leq \rho \leq \pi/2$,
let $C_\rho(p)$ denote the circle of spherical radius $\rho$ centered at $p$. Then

$$L = \frac{1}{4 \sin(\rho)} \int_{p \in S^2} \#\gamma^{-1}(C_\rho(p))$$

Crofton was the first person to obtain integrals of this type for planar curves
[24]. According to Santalo [23], Blaschke observed the analogous phenomena on the
sphere for regular curves [7], which were then extended to all rectifiable curves by Santalo [23, (37)].

Proof of Proposition 8.1. Let \( \rho(t) \) be the (spherical) radius of the “visibility circle”, generated by rays which emanate from \( \gamma(t) \) and are tangent to \( S^2 \). Then \( \cos(\rho) = 1/\|\gamma\| \geq 1/M \) by simple trigonometry, which in turn yields that

\[
\sin(\rho) \leq \frac{\sqrt{M^2 - 1}}{M}.
\]

Let \( \bar{\rho} \) be the supremum of the radii of the visibility circles. Then the union of all spherical disks of radius \( \bar{\rho} \) centered at points of \( \bar{\gamma} \) cover \( S^2 \). Consequently, \( \bar{\gamma} \) intersects all circles of radius \( \rho' \) in \( S^2 \) at least twice for all \( \rho' > \bar{\rho} \). So, by the Crofton formula, Lemma 8.2,

\[
\mathcal{L} \geq \frac{1}{4 \sin(\bar{\rho})} \int_{S^2} 2 \geq \frac{2\pi}{\sin(\bar{\rho})}
\]

where \( \mathcal{L} \) denotes the length of \( \bar{\gamma} \). Finally note that

\[
L \geq m\mathcal{L},
\]

since \( m\mathcal{L} \) is the length of the projection of \( \gamma \) into the sphere of radius \( m \) centered at the origin, and \( \|\gamma\| \geq m \). Combining the last three displayed expressions completes the proof.

8.2. Estimates for the \( n^{th} \) inradius. The convex hull of a closed curve \( \gamma \) in \( \mathbb{R}^3 \) coincides with the set of all points \( p \) such that almost every plane through \( p \) intersects \( \gamma \) in at least 2 points. Motivated by this phenomenon, the \( n^{th} \) hull of \( \gamma \) has been defined [9] as the set of all points \( p \) such that every plane through \( p \) intersects \( \gamma \) in at least \( 2n \) points. Accordingly, the \( n^{th} \) inradius \( r_n \) of \( \gamma \) may be defined as the supremum of the radii of all balls which are contained in the \( n^{th} \) hull of \( \gamma \) and do not intersect \( \gamma \), which generalizes the notion of the inradius defined in the introduction. The proof of (4) may now be easily generalized as follows:

Theorem 8.3. For any closed rectifiable curve \( \gamma: [a, b] \to \mathbb{R}^3 \),

\[
\frac{L}{r_n} \geq 6\sqrt{3}n.
\]

Proof. As in the proof of Theorem 1.2, we may assume that \( r_n = 1 \), and \( S^2 \) is a sphere of maximal radius contained in the \( n^{th} \) hull of \( \gamma \), and whose interior is disjoint from \( \gamma \). Then every tangents plane \( T_p S^2 \) intersects \( \gamma \) at least \( 2n \) times, and consequently \( H(\gamma) \geq 4\pi \times 2n \) by the definition of the horizon. On the other hand \( H(\gamma) \leq 4\pi/(3\sqrt{3})L \) by Lemma 7.5. Thus

\[
8n\pi \leq H(\gamma) \leq \frac{4\pi}{3\sqrt{3}}L,
\]

which yields \( L \geq 6\sqrt{3}n \) as desired. 

The notion of \( n^{th} \) hull is of interest in geometric knot theory, since it was established in [9] that knotted curves have nonempty second hulls.
8.3. Estimates for width and inradius in $\mathbb{R}^n$. The generalized Wienholtz theorem (Corollary 3.2) together with the length decomposition lemma (Lemma 2.2) quickly yield:

**Lemma 8.4.** Let $\gamma : [a, b] \to \mathbb{R}^n$ be a rectifiable curve. Suppose that for all projections of $\gamma$ into hyperplanes of $\mathbb{R}^n$ we have $L/w \geq c_1$ and $L/r \geq c_2$. Then

$$L \geq \sqrt{c_1^2 + 9w} \quad \text{and} \quad L \geq \sqrt{c_2^2 + 36r}$$

Further, if $\gamma$ is closed, and for all projections of $\gamma$ into hyperplanes of $\mathbb{R}^n$ we have $L/w \geq c_3$ and $L/r \geq c_4$, then

$$L \geq \sqrt{c_3^2 + 16w} \quad \text{and} \quad L \geq \sqrt{c_4^2 + 64r}.$$

□

Thus we may inductively extend our estimates for the width and inradius problems, in Theorems 1.1 and 1.2, to higher dimensions:

**Theorem 8.5.** Let $\gamma : [a, b] \to \mathbb{R}^{2+k}$ be a rectifiable curve. Then

$$L \geq \sqrt{2.2782^2 + 9kw} \quad \text{and} \quad L \geq \sqrt{(\pi + 2)^2 + 36kr}.$$

Further, if $\gamma$ is closed,

$$L \geq \sqrt{\pi^2 + 16kw} \quad \text{and} \quad L \geq \sqrt{(6\sqrt{3})^2 + 64(k-1)r}.$$

□
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