States of Low Energy (SLE) are exact Hadamard states defined on arbitrary Friedmann-Lemaître spacetimes. They are constructed from a fiducial state by minimizing the Hamiltonian’s expectation value after averaging with a temporal window function. We show the SLE to be expressible solely in terms of the (state independent) commutator function. They also admit a convergent series expansion in powers of the spatial momentum, both for massive and for massless theories. In the massless case the leading infrared behavior is found to be Minkowski-like for all scale factors. This provides a new cure for the infrared divergences in Friedmann-Lemaître spacetimes with accelerated expansion. In consequence, massless SLE are viable candidates for pre-inflationary vacua and in a soluble model are shown to entail a qualitatively correct primordial power spectrum.
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1. Introduction

For perturbatively defined quantum field theories on globally hyperbolic spacetimes there is a general consensus that the free state on which perturbation theory is based should be a Hadamard state. By-and-large the Hadamard property is necessary and sufficient for the existence of Wick powers of arbitrary order and hence for the perturbative series to be termwise well-defined at any order, see [1, 8] for recent accounts. On the other hand, Hadamard states are surprisingly difficult to construct concretely [2, 11, 14] even for background spacetimes with some degree of symmetry (other than maximal). The well-known adiabatic iteration [3] has certain characteristics necessary for the Hadamard property built in, but is not convergent and cannot be fruitfully extended to small spatial momenta. The iteration can, however, serve as a conduit to establish the existence of states locally indistinguishable from Hadamard states [11].

An important class of backgrounds are generic Friedmann-Lemaître cosmologies, where a construction of exact Hadamard states has become available only relatively recently [5]. These States of Low Energy (SLE) arise by minimizing the Hamiltonian’s expectation value after averaging with a temporal window function. The temporal averaging is crucial and avoids the pathologies [9] of the earlier instantaneous diagonalization procedure. The construction of a SLE takes some fiducial solution $S$ of the homogeneous wave equation a starting point, considers arbitrary Bogoliubov transformations thereof, and then minimizes the temporal average of the energy with respect to them. Olbermann’s theorem [5] states that (for a massive free quantum field theory on a Friedmann-Lemaître background) the minimizing solution $T[S]$ gives rise to an exact Hadamard state. For given $S$ the minimizer $T[S]$ is unique up to a phase.

Here we show that the SLE have a number of bonus properties that make them mathematically even more appealing and which also render them good candidates for vacuum-like states in a pre-inflationary period. Specifically, we show:

(a) The SLE solutions associated with two distinct fiducial solutions $S_1, S_2$ differ only by a time-independent phase, $T[S_2] = e^{i\alpha}T[S_1]$.

(b) The minimization over Bogoliubov parameters relative to $S$ can be replaced by a minimization over initial data, without reference to any fiducial solution. The resulting expression for the SLE solution $T[\Delta]$ is fully determined by the (Bogoliubov invariant and state independent) commutator function $\Delta$, making manifest the uniqueness of the SLE. The minimization over initial data has a natural interpretation in the Schrödinger picture.

(c) The SLE solution admits a convergent series expansion in powers of the spatial momentum, both for massive and for massless theories.

(d) In the massless case the leading infrared behavior is Minkowski-like for all cosmological scale factors. This provides a new cure for the long standing infrared divergences
in Friedmann-Lemaître backgrounds with accelerated expansion [22].

(e) The modulus square of an SLE solution admits an asymptotic expansion in inverse odd powers of the spatial momentum, with recursively computable local coefficients that generalize the heat kernel coefficients. The asymptotics of the phase is governed by single integrals of the same coefficients. This short cuts the detour via the adiabatic expansion.

Since linearized cosmological perturbations are described by massless free fields, the property (d) renders SLE a legitimate choice for a vacuum-like state in the early universe. Specifically, we argue that within the standard paradigm (classical Friedmann-Lemaître backgrounds with selfinteracting scalar field) inflation must have been preceded by a period of non-accelerated expansion, for which the type with kinetic energy domination is mathematically preferred. The occurrence of the Bunch-Davies vacuum at the onset of inflation then requires extreme fine tuning. In contrast, postulating a SLE for the primordial vacuum in the pre-inflationary phase is shown to automatically produce a qualitatively realistic power spectrum at the end of inflation.

The paper is organized as follows. After introducing the SLE in the Heisenberg and the Schrödinger pictures we establish properties (a) and (b) in Sections 2.2 and 2.3, respectively. The existence of a convergent small momentum expansion is shown in Section 3.1, with the massless case detailed in Section 3.2. For large momentum, the existence of the WKB type expansion governed by generalized heat kernel coefficients is shown in Section 4. Finally, we study the viability of massless SLE as pre-inflationary vacua in Section 5.
2. SLE in the Heisenberg and Schrödinger pictures

A State of Low Energy (SLE) was originally defined in the Heisenberg picture by minimizing with respect to Bogoliubov parameters relating the corresponding solution of the wave equation to a reference solution. As such, a SLE depends on the reference solution. Here we show that the SLE for different reference solutions differ only by a constant phase. Next, the energy functional in the Schrödinger picture is naturally regarded as a function of the wave function’s initial data. By minimizing over initial data an alternative explicit expression for the SLE is obtained, which depends only on the (Bogoliubov invariant and state independent) commutator function.

2.1 Homogeneous pure quasifree states in Heisenberg and Schrödinger pictures

Throughout, the background geometry will be a 1+d dimensional, spatially flat Friedmann-Lemaître (FL) cosmology with line element

$$ds^2 = -\tilde{N}(t)^2 dt^2 + a(t)^2 \delta_{ij} dx^i dx^j,$$  \hspace{1cm} (2.1)

where $\tilde{N} : \mathbb{R}_+ \to \mathbb{R}_+$ is the lapse function, $a : \mathbb{R}_+ \to \mathbb{R}_+$ is the cosmological scale factor, and $x^i, i = 1, \ldots, x^d$ are adapted spatial coordinates. The form of the line element (2.1) is preserved under Diff$[t_i, t_f] \times ISO(d)$ transformations, where Diff$[t_i, t_f] = \text{endpoint preserving reparameterizations of some time interval } [t_i, t_f]$, $0 < t_i < t_f < \infty$, and the Euclidean group ISO$\langle d \rangle$ acts via global spatial diffeomorphisms connected to the identity. On this background we consider a scalar field $\chi : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}$, which is minimally coupled and initially selfinteracting with potential $U(\chi)$. Under the temporal reparameterizations $a(t)$ and $\chi(t, x)$ transform as scalars, while $\tilde{N}(t)$ and $\tilde{n}(t) := \tilde{N}(t)/a(t)^d$ are temporal densities, $\tilde{n}'(t') = \tilde{n}(t)/|\partial t'/\partial t|$, etc.. This is such that $\int_{t_i}^{t_f} dt \tilde{N}(t)a(t)^p = \int_{t_i}^{t_f} dt \tilde{n}(t)a(t)^{p+d}$ is invariant for any $p$. Next, we expand the minimally coupled scalar field action on $[t_i, t_f] \times \mathbb{R}^d$ around a spatially homogeneous background scalar $\varphi(t)$ to quadratic order in the fluctuations $\phi(t, x) := \chi(t, x) - \varphi(t)$. This gives a leading term $\tilde{S}^{\phi}$ (multiplied by a spatial volume term) whose field equation is one of the evolution equations for a FL cosmology. For $\varphi(t)$ solving it (with prescribed $a(t)$) the term linear in the $\phi$ reduces to a boundary term and may be omitted. The quadratic piece reads

$$S^{\phi} = \frac{1}{2} \int_{t_i}^{t_f} dt \int d\Sigma \left\{ \frac{1}{\tilde{n}(t)} (\partial_i \phi)^2 - \tilde{n}(t) a(t)^2 U''(\varphi) \phi^2 - \tilde{n}(t) a(t)^{2d-2} \partial_i \phi \delta^{ij} \partial_j \phi \right\}.$$ \hspace{1cm} (2.2)

So far, $\varphi$ is for prescribed $a(t)$ a solution of $\partial_t (\tilde{n}^{-1} \partial_t \varphi) + \epsilon_g \tilde{n} a^{2d} U'(\varphi) = 0$, but $a(t)$ itself is unconstrained. As far as the homogeneous background is concerned one could now augment the missing gravitational dynamics by the other FL field equations. This would turn $a(t), \varphi(t)$ into a solution of the Einstein equations and classical backreaction effects.
would be taken into account in the homogeneous sector. The standard “Quantum Field Theory (QFT) on curved background” viewpoint, on the other hand, treats the geometry as external, in which case (2.2) adheres to the minimal coupling principle only if \( U''(\varphi) = m_0^2 \) is identified with a constant mass squared. In order to be able to switch back and forth between both settings we shall view \( U''(\varphi) = m(t)^2 \) formally as a time dependent mass and carry it along, specifying its origin only when needed. In the field equations \( \delta S^\phi/\delta \phi = 0 \) a spatial Fourier transform is natural, \( \phi(t,x) = \int dp(2\pi)^{-d} e^{ipx} \phi(t,p) \). Then \( -\partial_i \delta^j_\partial_j \) acts like \( p^2 := p_i \delta^j_\partial_p \), which converts the field equation into an ordinary differential equation for each \( p \) mode, viz \( [(\bar{n}^{-1} \delta_i)\partial^j + a(t)^{2d} m(t)^2 + a(t)^{2d-2} p^2] \phi(t,p) = 0 \).

**Homogeneous pure quasifree states.** On a FL background geometry there are, in general, infinitely many physically viable vacuum-like states for a QFT. A vacuum-like state is in particular a “homogeneous pure quasifree” state. A “state” is normally defined algebraically as a positive linear functional over the Weyl algebra [1]. For the present purposes a “state” can be identified with the set of multi-point functions it gives rise to. Then “quasifree” means that all odd \( n \)-point functions in the state vanish while the even \( n \)-point functions can be expressed in terms of the two-point function \( W(t,x;\tau,\tau') \) via Wick’s theorem. Being a “state” entails certain properties of the two-point function that allow one to realize it via the Gelfand-Naimark-Segal (GNS) construction in the form \( \langle \Omega, u(t,x)u(t',x')\Omega \rangle \), for field operators \( u(t,x) \) on and vectors \( \Omega \) in the reconstructed state space. “Pure” means that \( \Omega \) cannot be written as a convex combination of other states. Finally, for a spatially flat FL background, “homogeneous” just means “translation invariant”, i.e. \( W(t,x;\tau,\tau') \) depends only on \( x-x' \).

The GNS reconstructed field operators \( u(t,x) \) turn out to coincide with the Heisenberg field operators \( \phi(t,x) \) (which are denoted by the same symbol as the classical field, as the latter will no longer occur.) The GNS vector \( \Omega \) turns out to correspond to a Fock vacuum \( |0_T\rangle \), annihilated by annihilation operators defined by a mode expansion of the Heisenberg field operator

\[
\phi(t,x) = \int \frac{dp}{(2\pi)^d} [T_p(t)a_T(p)e^{ipx} + T_p^*(t)a_T^*(p)e^{-ipx}]
\]

\[
[a_T(p),a_T^*(p')] = (2\pi)^d \delta(p-p'), \quad a_T(p)|0_T\rangle = 0, \tag{2.3}
\]

where \( T_p(t) \) is a complex solution of the above classical wave equation, and in the massless case \( p = 0 \) needs to be excluded in the definition of \( |0_T\rangle \). In order for the equal time commutation relations \( [\phi(t,p),(\bar{n}^{-1} \partial_i \phi)(t,p')] = i(2\pi)^d \delta(p+p') \) to hold, this solution must obey the Wronskian normalization condition \( (\bar{n}^{-1} \partial_i T_p(t))T_p^*(t) - (\bar{n}^{-1} \partial_i T_p^*(t))T_p(t) = -i. \) Then

\[
W(t,x;\tau,\tau') = \langle 0_T|\phi(t,x)\phi(t',x')|0_T\rangle = \int \frac{dp}{(2\pi)^d} T_p(t)T_p^*(t') e^{ip(x-x')}. \tag{2.4}
\]

One sees that modulo phase choices a “homogeneous pure quasifree” state is characterized by a choice of Wronskian normalized solution \( T_p(t) \) of the wave equation or, equivalently, by a choice of Fock vacuum \( |0_T\rangle \) via (2.3).
**Conventions.** We briefly comment on our choice of conventions. In (2.3) often the $a^*_\tau(p)$ is paired with $T_p(t)$ not with $T_p(t)^*$. Then the sign in the Wronskian normalization condition has to be flipped correspondingly. More importantly, we seek to preserve temporal reparameterization invariance by carrying the lapse-like $\bar{n}(t) = \bar{N}(t)/a(t)^d$ along. Since in the wave equation $\bar{n}$ only occurs in the combination $\bar{n}^{-1}\partial_t$, it is convenient to introduce a new time function

$$\tau := \int_{t_i}^t dt' \bar{n}(t'), \quad \partial_\tau = \bar{n}(t)^{-1}\partial_t,$$  

for some $t_i$. Note that $\tau(t) = \tau'(t')$ is a scalar under reparameterizations $t' = \chi^0(t)$ of the coordinate time $t$, and that $d\tau = dt\bar{n}(t)$, $\bar{n}(t)^{-1}\delta(t,t') = \delta(\tau,\tau')$ are likewise invariant. Here $t' = \chi^0(t)$ with $\chi^0(t_i) = t_i < t_f = \chi^0(t_f)$ must be strictly increasing to qualify as a diffeomorphism. We write $a(\tau)$ for the cosmological scale factor viewed as a function of $\tau$ rather than $t$, and similarly for $m(\tau)$ as well as $T_p(\tau)$. The defining relations for $T_p(\tau)$ then read

$$[\partial_t^2 + \omega_p(\tau)^2]T_p(\tau) = 0, \quad \omega_p(\tau)^2 := a(\tau)^{2d}m(\tau)^2 + p^2a(\tau)^{2d-2},$$

$$\partial_\tau T_p T_p^* - \partial_\tau T_p^* T_p = -i.$$  

This setting has the advantage that the results in different time variables can be obtained by specialization:

- **Cosmological time**: $\bar{n}(t) = a(t)^{-d}$ gauge, i.e. $\bar{N}(t) = 1$,
- **Conformal time**: $\bar{n}(t) = a(t)^{1-d}$ gauge, i.e. $\bar{N}(t) = a(t)$,
- **Proper time**: $\bar{n}(t) = 1$ gauge, i.e. $\bar{N}(t) = a(t)^d$.  

The first two gauges are standard; commonly one writes $\eta$ for $t$ in conformal time gauge. The last gauge is the FL counterpart of the proper time gauge $\partial_t n(t,x) = 0$ often adopted for the evolution of generic foliated spacetimes.

Generally, $(\bar{n}^{-1}\partial_t)^2 = \bar{n}^{-2}(\partial_t^2 - \bar{n}^{-1}\partial_t \bar{n}\partial_t)$ and the first order term can be removed by the redefinition $T_p(t) = \bar{n}(t)^{1/2}\chi_p(t)$. This gives

$$[\partial_t^2 + \bar{n}(t)^2\omega_p(t)^2 + \bar{s}(t)]\chi_p(t) = 0,$$

$$\bar{s}(t) := \frac{1}{2}\frac{\partial_t^2 \bar{n}}{\bar{n}} - \frac{3}{4}\left(\frac{\partial_t \bar{n}}{\bar{n}}\right)^2,$$

$$\partial_t \chi_p \chi_p^* - (\partial_t \chi_p)^* \chi_p = -i.$$  

In conformal time, $\bar{n}(t) = a(t)^{1-d}$ the coefficient of $p^2$ is unity and after renaming $t$ into $\eta$ one has

$$[\partial_\eta^2 + p^2 + \frac{m(\eta)^2}{a(\eta)^2} + \bar{s}(\eta)]\chi_p(\eta) = 0,$$

$$\bar{s}(\eta) := -\frac{d-1}{2}\frac{\partial_\eta^2 a}{a} - \frac{(d-3)(d-1)}{4}\left(\frac{\partial_\eta a}{a}\right)^2,$$

$$\partial_\eta \chi_p \chi_p^* - (\partial_\eta \chi_p)^* \chi_p = -i.$$  

(2.9)
We shall occasionally discretize the flat spatial sections of (2.1), which are isometric to $\mathbb{R}^d$, in order to regularize momentum integrals. A hypercubic lattice $\Lambda = \{x = a_s(n_1, \ldots, n_d), n_j = 0, \ldots, L-1\}$ suffices, with dual lattice $\hat{\Lambda} = \{p = \frac{2\pi}{a_sL}(n_1, \ldots, n_d), n_j = 0, \ldots, L-1\}$, where $a_s > 0$ is the spatial lattice spacing and $L \in \mathbb{N}$ is large. A discretized Fourier transform $\hat{f} : \hat{\Lambda} \to \mathbb{C}$ is defined for real valued functions $f : \Lambda \to \mathbb{R}$ with periodic boundary conditions $f(x + a_s L \hat{\xi}) = f(x), i = 1, \ldots, d$. The direct and inverse transforms read

$$\hat{f}(p) = a_s^d \sum_{x \in \Lambda} e^{-ipx} f(x), \quad f(x) = \frac{1}{(a_s L)^d} \sum_{p \in \hat{\Lambda}} e^{ipx} \hat{f}(p). \quad (2.10)$$

The continuum limit is taken by first sending $L \to \infty$, which converts $(a_s L)^{-d} \sum_{p \in \hat{\Lambda}}$ into an integral $(2\pi)^{-d} \int d^d p$ over the Brillouin zone $p \in [-\pi/a_s, \pi/a_s]^d$, and then taking $a_s \to 0$. As usual, the lattice Laplacian $\Delta_s$ acts by multiplication in Fourier space

$$-\Delta_s e^{ipx} = \hat{p}^2 e^{ipx}, \quad \hat{p}^2 := \sum_{j=1}^{d} \hat{p}_j^2 = 4 a_s^2 \sum_{j=1}^{d} \sin^2 \left( \frac{p_j a_s}{2} \right). \quad (2.11)$$

Unless confusing we shall set $a_s = 1$ and omit the ‘hat’ on the Fourier transformed functions.

**Heisenberg picture.** Time evolution in the Heisenberg picture is generated by the canonical Hamiltonian derived from (2.2) with the field operators (2.3) inserted. After Fourier decomposition this leads to

$$\mathbb{H}(\tau) = \int \frac{dp}{(2\pi)^d} \mathbb{H}_p(\tau), \quad \omega_p(\tau)^2 := m(\tau)^2 a(\tau)^2 + p^2 a(\tau)^{2d-2},$$

$$\mathbb{H}_p(\tau) = \frac{1}{2} |\pi(\tau, p)|^2 + \frac{1}{2} \omega_p(\tau)^2 |\phi(\tau, p)|^2$$

$$= \frac{1}{2} \left( |\partial_p T_p|^2 + \omega_p(\tau)^2 |T_p|^2 \right) (a_T(-p) a_T^*(-p) + a_T^*(p) a_T(p)) + \frac{1}{2} \left( (\partial_p T_p)^2 + \omega_p(\tau)^2 (T_p^*)^2 \right) a_T^*(p) a_T(p). \quad (2.12)$$

In particular

$$\partial_{\tau} \phi(\tau, p) = i [\mathbb{H}(\tau), \phi(\tau, p)] = \pi(\tau, p),$$

$$\partial_{\tau} \pi(\tau, p) = i [\mathbb{H}(\tau), \pi(\tau, p)] = -\omega_p(\tau)^2 \phi(\tau, p), \quad (2.13)$$

are the Heisenberg picture evolution equations. For later use we prepare their solution in terms of the (real, anti-symmetric) commutator function $\Delta_p(\tau', \tau)$ defined by

$$[\partial_{\tau}^2 + \omega_p(\tau)^2] \Delta_p(\tau, \tau_0) = 0 = [\partial_{\tau_0}^2 + \omega_p(\tau_0)^2] \Delta_p(\tau, \tau_0),$$

$$\Delta_p(\tau, \tau_0) = -\Delta_p(\tau_0, \tau), \quad \partial_{\tau} \Delta(\tau, \tau_0) \big|_{\tau = \tau_0} = 1. \quad (2.14)$$
The terminology of course refers to the relations
\[
i[\phi(\tau,p),\phi(\tau_0,p_0)] = (2\pi)^d \delta(p + p_0) \Delta_p(\tau,\tau_0),
\]
\[
\Delta_p(\tau,\tau_0) := i(T_p(\tau)T_p(\tau_0)^* - T_p(\tau)^*T_p(\tau_0)),
\]
so that \(\partial_\tau \Delta(\tau,\tau_0)|_{\tau = \tau_0} = 1\) codes the equal time commutation relations. Note that any other Wronskian normalized complex solution defines the same commutator function, see Lemma 2.3. The solution of the evolution equations (2.13) then reads
\[
\phi(\tau, p) = \Delta_p(\tau, \tau_0)\pi(\tau_0, p) - \partial_{\tau_0} \Delta_p(\tau, \tau_0)\phi(\tau_0, p),
\]
\[
\pi(\tau, p) = \partial_\tau \Delta_p(\tau, \tau_0)\pi(\tau_0, p) - \partial_{\tau_0} \partial_\tau \Delta_p(\tau, \tau_0)\phi(\tau_0, p).
\]
\[
\phi(\tau, p) = \Delta_p(\tau, \tau_0)\pi(\tau_0, p) - \partial_{\tau_0} \Delta_p(\tau, \tau_0)\phi(\tau_0, p),
\]
\[
\pi(\tau, p) = \partial_\tau \Delta_p(\tau, \tau_0)\pi(\tau_0, p) - \partial_{\tau_0} \partial_\tau \Delta_p(\tau, \tau_0)\phi(\tau_0, p).\]

The central object later on will be the Hamilton operator (2.12) averaged with a smooth positive window function \(f(\tau)^2\) of compact support in \((\tau_i, \tau_f)\). We write
\[
\int d\tau f(\tau)^2 \mathbb{H}_p(\tau) = \mathcal{E}_p[T](\alpha_T(-p)\alpha_T^*(p) + \alpha_T^*(p)\alpha_T(-p)) + \mathcal{D}_p[T] \alpha_T(-p)\alpha_T(p) + \mathcal{D}_p[T]^* \alpha_T^*(p)\alpha_T(-p),
\]
with
\[
\mathcal{E}_p[T] := \frac{1}{2} \int d\tau f(\tau)^2 \left\{ |\partial_\tau T_p|^2 + \omega_p(\tau)^2 |T_p|^2 \right\} > |\mathcal{D}_p[T]|,
\]
\[
\mathcal{D}_p[T] := \frac{1}{2} \int d\tau f(\tau)^2 \left\{ (\partial_\tau T_p)^2 + \omega_p(\tau)^2 T_p^2 \right\}.
\]

The above formulation preserves temporal reparameterization invariance through the use of \(\tau\) from (2.5). As a consequence, the solutions of the wave equation (2.6) can be interpreted as functions of the coordinate time \(t\) with a functional dependence on \(\bar{n}\). We shall occasionally do so and then (by slight abuse of notation) keep the function symbols, writing \(T_p(\tau) = T_p(t)\), etc.. When fixing a gauge as in (2.7) one will however normally absorb additional powers of \(a(t)\) into a redefined averaging function and frequency. Specifically,
\[
\mathcal{E}_p[T] = \frac{1}{2} \int dt f(t)^2 \bar{n}(t)^{-1} \left\{ |\partial_t T_p|^2 + (\bar{n}(t)\omega_p(t))^2 |T_p|^2 \right\},
\]
motivates
\[
f^{\text{cosm}}(t)^2 := f(t)^2 a(t)^d, \quad \omega_p^{\text{cosm}}(t) := a(t)^{-d}\omega_p(t),
\]
\[
f^{\text{conf}}(t)^2 := f(t)^2 a(t)^{d-1}, \quad \omega_p^{\text{conf}}(t) := a(t)^{1-d}\omega_p(t),
\]
\[
f^{\text{prop}}(t)^2 := f(t)^2, \quad \omega_p^{\text{prop}}(t) := \omega_p(t).
\]

In cosmological time gauge this matches the conventions in [5].
The functional $E_p[T]$ can be related to a point-split subtracted version of the 00-component of the energy momentum tensor $\left[5, 4\right]$ and as such has the interpretation as the energy density of a given $p$ mode. The same interpretation arises when the spatial sections are discretized. In the conventions of (2.10), the main change is that the commutation relations in (2.3) are replaced by $[a_T(p), a_{T^*}(p')]=L^d\delta_{p,p'}$. This gives $E_p[T]$ (without subtractions) the interpretation as the energy density of the Hamiltonian's temporal average. Indeed, from (2.17) one has

$$\langle 0_T| \int d\tau f(\tau)^2 H_p(\tau)|0_T \rangle = L^d E_p[T]. \quad (2.21)$$

**Schrödinger picture.** Recall that the Heisenberg picture and the Schrödinger picture are related by a unitary transformation implemented by the propagation operator $U(\tau,\tau_0)$. The Schrödinger picture is designed such that expectation values are the same as in the Heisenberg picture but the dynamical evolution is attributed to the states. Whence

$$|\psi;\tau\rangle_s := U(\tau,\tau_0)^{-1}|\psi\rangle, \quad A_s(\tau) := U(\tau,\tau_0)^{-1}A(\tau)U(\tau,\tau_0). \quad (2.22)$$

Here $A(\tau)$ carries both the dynamical and potentially an explicit time dependence while $A_s(\tau)$ carries only the residual explicit time dependence. The states $|\psi\rangle$ are normalizable and time independent while the Schrödinger picture states evolve according to

$$i\dot{\psi}|\psi;\tau\rangle_s = \mathbb{H}_s(\tau)|\psi;\tau\rangle_s, \quad \mathbb{H}_s(\tau) := U(\tau,\tau_0)^{-1}\mathbb{H}(\tau)U(\tau,\tau_0). \quad (2.23)$$

This is such that $\langle \psi|A(\tau)|\psi\rangle = \langle \psi;\tau|A_s(\tau)|\psi;\tau\rangle_s$. As the propagation operator's generator one can alternatively take $\mathbb{H}(\tau)$ or $\mathbb{H}_s(\tau)$; in terms of the path ordered exponentials one formally has

$$U(\tau,\tau_0) = \exp \left\{ i \int_{\tau_0}^{\tau} ds \mathbb{H}(s) \right\} = \exp \left\{ i \int_{\tau_0}^{\tau} ds \mathbb{H}_s(s) \right\}. \quad (2.24)$$

where $\exp_+$ orders the operators from left to right in decreasing order of the argument and vice versa for $\exp_-$. Similar relations exist for the inverse. Note that only the $\exp_+$ versions will satisfy the usual composition law. Results on convergence properties will not be needed.

For the basic operators of our scalar QFT the Schrödinger picture operators can be identified with the initial values of the Heisenberg picture operators. We transition to a lattice description (in order for the Schrödinger picture to be rigorously defined) with $a_s=1$ and write

$$\phi_s(p) = \phi(\tau_0,p) =: u(p), \quad \pi_s(p) = \pi(\tau_0,p) = -iL^d \frac{\delta}{\delta u(-p)}, \quad p \in \hat{\Lambda}. \quad (2.25)$$
For the Hamiltonian this gives
\begin{equation}
H_s(\tau) = \frac{1}{2L^d} \sum_{p \in \Lambda} \left\{ -L^{2d} \frac{\delta^2}{\delta u(p) \delta u(-p)} + \omega_p(\tau)^2 u(p) u(-p) \right\}.
\end{equation}

The matrix elements of the time averaged Heisenberg picture Hamiltonian become the time averages of the Schrödinger picture matrix elements
\begin{equation}
\langle \psi | \int d\tau f(\tau)^2 H(\tau) | \psi \rangle = \int d\tau f(\tau)^2 \langle \psi | H_s(\tau) | \psi \rangle_s = \int d\tau f(\tau)^2 \langle \psi | i \partial_\tau | \psi \rangle_s.
\end{equation}

We state without derivation the counterpart of the Fock vacuum $|0_T\rangle$ in the Schrödinger picture, see \cite{19, 20, 21} for related accounts.

**Proposition 2.1.** The Schrödinger picture state $|\Omega_T; \tau\rangle_s := U(\tau, \tau_0)^{-1} |0_T\rangle$ evaluates on a finite lattice $\Lambda$ to
\begin{equation}
\Omega_T[u] = \mathcal{N}(\tau) \exp \left\{ \frac{i}{2L^d} \sum_{p \in \Lambda} \Xi_p(\tau) u(p) u(-p) \right\},
\end{equation}

where
\begin{equation}
\Xi_p(\tau) = \frac{\partial_\tau T_p(\tau)^*}{T_p(\tau)^*} = \frac{i + \partial_\tau |T_p(\tau)|^2}{2|T_p(\tau)|^2},
\end{equation}

with $\mathcal{N}(\tau) = \Omega_T[0]$. Separating modulus and phase, $\Omega_T[u] = |\Omega_T[u]| e^{iA_T[u]}$, one has
\begin{align*}
|\Omega_T[u]| &= |\Omega_0(\tau)| \prod_{p \neq 0} |\Omega_p(\tau)|, \quad A_T[u] = A_0(\tau) + \sum_{p \neq 0} A_p(\tau) \\
|\Omega_0(\tau)| &= \frac{1}{(2\pi L^d)^{1/4}} \frac{1}{\sqrt{T_0(\tau)}} \exp \left\{ -\frac{u_0^2}{4L^d |T_0(\tau)|^2} \right\}, \\
|\Omega_p(\tau)| &= \frac{1}{(\pi L^d)^{1/4}} \frac{1}{\sqrt{T_p(\tau)}} \exp \left\{ -\frac{u_p^2}{4L^d |T_p(\tau)|^2} \right\}, \\
A_0(\tau) &= \frac{1}{2} \arg T_0(\tau) + \frac{1}{2L^d} \partial_\tau \ln |T_0(\tau)| u_0^2, \\
A_p(\tau) &= \frac{1}{2} \arg T_p(\tau) + \frac{1}{2L^d} \partial_\tau \ln |T_p(\tau)| u_p^2,
\end{align*}

with normalization
\begin{equation}
\int \prod_p du(p) |\Omega_T[u]|^2 := \int du_0 |\Omega_0(\tau)|^2 \int \prod_{pd > 0} du(p) |\Omega_p(\tau)|^4 = 1.
\end{equation}
With this in place we can return to (2.27) and evaluate

\[ s\langle \Omega_T; \tau | i \partial_\tau | \Omega_T; \tau \rangle_s = \int \prod_p \frac{du(p)}{2\pi} \left\{ \frac{i}{2} \partial_\tau | \Omega_T[u]|^2 - \partial_\tau A_T[u] | \Omega_T[u]|^2 \right\}. \] (2.31)

The imaginary part vanishes because \( \Omega_T[u] \) is \( L^2 \) normalized. The real part essentially is a Gaussian with a \( |u|^2 \) insertion. We interpret \( |\Omega[u]| \) as in (2.29) and find

\[ s\langle \Omega_T; \tau | i \partial_\tau | \Omega_T; \tau \rangle_s = \frac{1}{2} \sum_p \left\{ |T_p(\tau)|^2 \partial_\tau^2 \ln |T_p(\tau)| + \partial_\tau \arg T_p(\tau) \right\}. \] (2.32)

Next we use

\[ \partial_\tau \arg T_p(\tau) = \frac{1}{2i} \partial_\tau \ln \frac{T_p(\tau)}{T_p(\tau)^*} = -\frac{1}{2} \frac{\partial_\tau |T_p(\tau)|^2}{T_p(\tau)^2}, \quad \partial_\tau^2 \xi_p + \omega_p(\tau)^2 \xi_p = \frac{1}{4\xi_p^3}, \] (2.33)

with \( \xi_p(\tau) := |T_p(\tau)| \). The differential equation for \( \xi_p \) is the Ermakov-Pinney equation. Together

\[ s\langle \Omega_T; \tau | i \partial_\tau | \Omega_T; \tau \rangle_s = \frac{1}{2} \sum_p \left\{ (\partial_\tau \xi_p)^2 + \omega_p(\tau)^2 \xi_p^2 + \frac{1}{4\xi_p^2} \right\} \]

\[ = \frac{1}{2} \sum_p \left\{ |\partial_\tau T_p(\tau)|^2 + \omega_p(\tau)^2 |T_p(\tau)|^2 \right\}. \] (2.34)

Upon temporal averaging the right hand side equals \( \sum_p E_p[T] \), with \( E_p[T] \) from (2.18). Hence

\[ \int d\tau f(\tau)^2 s\langle \Omega_T; \tau | i \partial_\tau | \Omega_T; \tau \rangle_s = \sum_p E_p[T]. \] (2.35)

As expected, the right hand side equals the \( L^{-d} \sum_p \) summation over \( p \)-fibres of (2.21) in the Heisenberg picture. The Schrödinger picture, however, lends itself to a different minimization procedure described in Section 2.3.

### 2.2 SLE in Heisenberg picture and independence of fiducial states

So far \( T_p \) has been an arbitrary solution of (2.6). We now regard \( E_p[T] \) from (2.18) as a functional of \( T_p \) and aim at minimizing it for fixed \( p \). This is a finite dimensional minimization problem because the solutions of (2.18) are in one-to-one correspondence to their Wronskian normalized complex initial data. We shall pursue this route towards minimization in Section 2.3.
SLE via fiducial solutions. Alternatively, one can fix a fiducial solution $S_p(\tau)$ of (2.18) and write any solution in the form

$$T_p(\tau) = \lambda_p S_p(\tau) + \mu_p S_p(\tau)^*,$$  

$$|\lambda_p|^2 - |\mu_p|^2 = 1. \quad (2.36)$$

With $S_p$ and $p$ held fixed the minimization is then over the parameters $\lambda_p, \mu_p \in \mathbb{C}$. Since $e^{-i\text{Arg} \mu_p}T_p(\tau)$ is a solution of (2.6) if $T_p(\tau)$ is we may assume wlog that $\mu_p$ is real. Since $|\lambda_p| = \sqrt{1 + |\mu_p|^2}$, only $\mu_p$ and the phase of $\lambda_p$ are real parameters over which minimum of $\mathcal{E}_p[T_p]$ is sought. Inserting (2.36) with the simplified parameterization into (2.18) one has

$$\mathcal{E}_p[T] = (1 + 2\mu_p^2)\mathcal{E}_p[S] + \mu_p \sqrt{1 + \mu_p^2} \left( e^{i\text{Arg} \lambda_p} \mathcal{D}_p[S] + e^{-i\text{Arg} \lambda_p} \mathcal{D}_p[S]^* \right),$$

$$\mathcal{D}_p[T] = (1 + \mu_p^2) e^{2i\text{Arg} \lambda_p} \mathcal{D}_p[S] + \mu_p^2 \mathcal{D}_p[S]^* + 2\mu_p \sqrt{1 + \mu_p^2} e^{i\text{Arg} \lambda_p} \mathcal{E}_p[S]. \quad (2.37)$$

Clearly, the minimizing phase is such that $e^{i\text{Arg} \lambda_p} e^{i\text{Arg} \mathcal{D}_p[S]} = -1$. The minimization in $\mu_p$ then is straightforward and results in [5]

$$\mu_p = \sqrt{\frac{c_1}{2\sqrt{c_1^2 - |c_2|^2}}} - \frac{1}{2}, \quad \lambda_p = -e^{-i\text{Arg} c_2} \sqrt{\frac{c_1}{2\sqrt{c_1^2 - |c_2|^2}}} + \frac{1}{2}, \quad (2.38)$$

where whenever the fixed fiducial solution is clear from the context one sets

$$c_1 := \mathcal{E}_p[S] = \frac{1}{2} \int d\tau f(\tau) \left\{ |\partial_\tau S_p|^2 + \omega_p^2 |S_p|^2 \right\} > |c_2|,$$

$$c_2 := \mathcal{D}_p[S] = \frac{1}{2} \int d\tau f(\tau) \left\{ (\partial_\tau S_p)^2 + \omega_p^2 S_p^2 \right\}. \quad (2.39)$$

In order to unclutter the notation we shall often omit the subscript $p$ indicating the parametric dependence on the momentum. Since only a phase choice has been made in arriving at (2.39) it is clear that the minimizing linear combination is unique up to a phase, for a fixed fiducial solution $S$. It is called the State of Low Energy (SLE) solution of (2.6) with fiducial solution $S$. We write

$$T_S(\tau) := \lambda[S] S[\tau] + \mu[S] S(\tau)^*, \quad (2.40)$$

with $\lambda[S], \mu[S]$ the functionals from (2.38), (2.39). Olbermann’s theorem [5] states that the homogeneous pure quasifree state associated with $T_S(\tau)$ via (2.4) is an exact Hadamard state. This is an important result which improves earlier ones based on the adiabatic expansion in several ways, as noted in the introduction. Its practical usefulness is somewhat hampered by the fact that one still needs to know an exact solution $S$ of the wave equation to begin with and that the resulting Hadamard state off-hand depends on the choice of $S$. The second caveat is addressed in the following result.
Theorem 2.1.

(a) Let $T_{S_1}, T_{S_2}$ be two SLE solutions of (2.6) associated with fiducial solutions $S_1, S_2$. Then there exists $\alpha \in \mathbb{R}$ such that $T_{S_2} = e^{i\alpha} T_{S_1}$.

(b) The modulus of an SLE solution can be written as a ratio of Bogoliubov invariants from Proposition 2.2.

$$|T_S(\tau)|^2 = \frac{\mathcal{J}[S](\tau)}{2\sqrt{\mathcal{I}[S]}}. \quad (2.41)$$

This also implies (a).

Proof.

(a) We first show that a minimum $T$ of $\mathcal{E}$ is a zero of $\mathcal{D}$. Assume to the contrary that $T$ minimizes $\mathcal{E}$ but $\mathcal{D}[T] \neq 0$. Consider $\mu T + \lambda T^*$, with $\mu > 0$, $\lambda = e^{i\arg \lambda} \sqrt{1 + \mu^2}$ and compute $\mathcal{E}_p[\mu T + \lambda T^*]$ as in (2.37)

$$\mathcal{E}[\mu T + \lambda T^*] = (1 + 2\mu^2)\mathcal{E}[T] + 2\mu \Re(\lambda \mathcal{D}[T]). \quad (2.42)$$

Then there exists a $\mu \neq 0$ such that $\mathcal{E}[\mu T + \lambda T^*] < \mathcal{E}[T]$, contradicting the assumption that $T$ minimizes $\mathcal{E}$. Subject to the minimizing phase choice $e^{-i\arg \lambda} = e^{i\arg \mathcal{D}_p[S_p]} = -1$ one can also see from (2.37) that $(\partial \mathcal{E}[T]/\partial \mu)$ is proportional to $\mathcal{D}[T]$.

Let now $T_{S_1}, T_{S_2}$ be two minimizers of $\mathcal{E}$ associated with fiducial solutions $S_1, S_2$. Then there exist some $a, b \in \mathbb{C}$ with $|a|^2 - |b|^2 = 1$ such that $T_{S_2} = a T_{S_1} + b T_{S_1}^*$. Further, $e^{-i\Arg b} T_{S_2}$ is of the form used in (2.42) so that

$$\mathcal{E}[e^{-i\Arg b} T_{S_2}] = \mathcal{E}[T_{S_2}] = (2b^2 + 1) \mathcal{E}[T_{S_1}] + 2b \Re[a \mathcal{D}(T_{S_1})]. \quad (2.43)$$

By the previous step, $\mathcal{D}(T_{S_1}) = 0$ as $T_{S_1}$ is a minimizer of $\mathcal{E}$. Therefore (2.43) reduces to $\mathcal{E}[T_{S_2}] = (2b^2 + 1) \mathcal{E}[T_{S_1}]$. Since $\mathcal{E}[T_{S_2}] = \mathcal{E}[T_{S_1}]$ we must have $b = 0$. Hence $e^{-i\Arg b} T_{S_2} = T_{S_1}$, as claimed.

(b) The expression (2.41) follows by direct computation. Hence (2.45) implies (a) via $|T_{S_1}(\tau)| = |T_{S_2}(\tau)|$, as any two fiducial solutions $S_1, S_2$ must be related by $S_2 = a S_1 + b S_1^*$, $|a|^2 - |b|^2 = 1$. \hfill \Box

Proposition 2.2. Consider the following functionals: $\mathcal{I} : C[\tau_i, \tau_f] \to \mathbb{R}_+ \cup \{0\}$, and $\mathcal{J}, \mathcal{K} : C[\tau_i, \tau_f] \to C[\tau_i, \tau_f]$

$$\mathcal{I}[S] := \mathcal{E}[S]^2 - |\mathcal{D}[S]|^2,$$
$$\mathcal{J}[S](\tau) := 2\mathcal{E}[S]|S(\tau)|^2 - \mathcal{D}[S]^* S(\tau)^2 - \mathcal{D}[S] S(\tau)^*,$$
$$\mathcal{K}[S](\tau) := 2\mathcal{E}[S]|\partial_\tau S(\tau)|^2 - \mathcal{D}[S]^* [\partial_\tau S(\tau)]^2 - \mathcal{D}[S] [\partial_\tau S(\tau)]^2. \quad (2.44)$$
For $a, b \in \mathbb{C}$ they obey
\[
\mathcal{I}[aS + bS^*] = (|a|^2 - |b|^2)^2 \mathcal{I}[S],
\]
\[
\mathcal{J}[aS + bS^*](\tau) = (|a|^2 - |b|^2)^2 \mathcal{J}[S](\tau),
\]
\[
\mathcal{K}[aS + bS^*](\tau) = (|a|^2 - |b|^2)^2 \mathcal{K}[S](\tau).
\]
(2.45)

This may be proven by lengthy direct computations; we shall present a more elegant derivation based on properties of the commutator function in Section 2.3.

Remarks.

(i) Uniqueness up a phase of the SLE modes has been asserted in Theorem 3.1 of [5] and justified (in the line preceding it) by noting that only a phase choice is being made in the process of obtaining the solution formulas (2.38). In itself, however, this only yields uniqueness relative to a choice of fiducial solution, as indicated in (2.40). We are not aware of a presentation of SLE [5, 4, 6, 7] alluding to results of the above type. Lemma 4.5 of [5] shows the independence of a SLE solution from the order of the adiabatic vacuum used as a fiducial solution. This, however, only concerns the large momentum behavior, while Theorem 2.1 ascertains the independence (up to a phase) from any fiducial solution at all momenta.

(ii) Writing momentarily $\mathcal{E}_S(\mu, \arg \lambda)$ for the right hand side of $\mathcal{E}[T]$ in (2.37) one can of course trade a Bogoliubov transformation in $S$ for one in the parameters. This gives $\mathcal{E}_S(\mu_1, \arg \lambda_1) = \mathcal{E}_S(\mu_2, \arg \lambda_2)$ for any two fiducial solutions. For this to imply the existence of a unique minimum the gradients of $\mathcal{E}_S$ and $\mathcal{E}_{S_2}$ must be related by a $2 \times 2$ matrix which remains nonsingular on a zero of one (and then both) gradient(s). Further, the Hessian must be positive definite on a zero of the gradient. The above proof validates these properties, but they are not consequences merely of the fact that (2.38) is unique up to a choice of phase.

(iii) By rewriting (2.37) in matrix form one finds the minimizing parameters (2.38) to diagonalize the original $c_1 = \mathcal{E}[S], c_2 = D[S]$ matrix
\[
\begin{pmatrix}
\mathcal{E}[T_S] & D[T_S] \\
D[T_S]^* & \mathcal{E}[T_S]
\end{pmatrix} = \begin{pmatrix}
\lambda & \mu \\
\mu & \lambda^*
\end{pmatrix} \begin{pmatrix}
c_1 & c_2 \
c_2^* & c_1
\end{pmatrix} \begin{pmatrix}
\lambda^* & \mu \\
\mu & \lambda
\end{pmatrix} = \begin{pmatrix}
\sqrt{c_1^2 - |c_2|^2} & 0 \\
0 & \sqrt{c_2^2 - |c_1|^2}
\end{pmatrix}.
\]
(2.46)

The off-diagonal entries confirm the “Minimizer of $\mathcal{E}$ is a zero of $D$” assertion in part (a) of the proof of Theorem 2.1; the diagonal entries display the value of the minimizing energy $\mathcal{E}[T_S]$. In fact, the relation (2.46) could be taken as an alternative definition of the coefficients $\lambda, \mu$ with solution (2.38).

Minimization in Fock space. We temporarily return to the lattice formulation. The minimization of $\mathcal{E}_p[T]$ already assumed that the time averaged Hamiltonian $\int d\tau f(\tau)^2 \mathbb{H}_p(\tau)$ is evaluated in the coordinated Fock vacuum $|0_T\rangle$, see (2.21). The operator (2.17) itself
has well-defined expectation values on a dense subspace $\mathcal{F}_0$ of the Fock space on which it is also selfadjoint and positive semidefinite. Hence

$$\inf_{\psi \in \mathcal{F}_0} \frac{\langle \psi | \int d\tau f(\tau)^2 \mathbb{H}_p(\tau) | \psi \rangle}{\langle \psi | \psi \rangle} = E_p^{\text{inf}}, \quad (2.47)$$

is well defined with some $E_p^{\text{inf}} \geq 0$. By the min-max theorem for (possibly unbounded) selfadjoint operators [18], the quantity $E_p^{\text{inf}}$ also coincides with the infimum of the spectrum of $\int d\tau f(\tau)^2 \mathbb{H}_p(\tau)$. In order to determine the infimum of the spectrum one can try to diagonalize the operator. Using (2.17), (2.46), one has

$$\int d\tau f(\tau)^2 \mathbb{H}_p(\tau) = (a_S(-p), a_S^*(p)) \left( \begin{array}{cc} \mathcal{E}[S] & \mathcal{D}[S] \\ \mathcal{D}[S]^* & \mathcal{E}[S] \end{array} \right) \left( \begin{array}{c} a_S(-p) \\ a_S(p) \end{array} \right)$$

$$\quad = \mathcal{E}[S] \left( \begin{array}{c} a_{Ts}(-p)a_{Ts}^*(-p) + a_{Ts}^*(p)a_{Ts}(p) \end{array} \right). \quad (2.48)$$

From (2.48) it is clear that the infimum of the spectrum is a minimum and is assumed if $|\psi\rangle = |0_{Ts}\rangle$ is the Fock vacuum associated with the SLE solution. Hence

$$\mathcal{E}_p^{\text{inf}} = \mathcal{E}[S] = \sqrt{\mathcal{E}[S]^2 - |\mathcal{D}[S]|^2}. \quad (2.49)$$

Since the operator in (2.47) can be written in an arbitrary Bogoliubov frame one would expect that the infimum is a Bogoliubov invariant. By Proposition 2.2 this indeed the case.

**Instantaneous limit.** In general, the Fock vacuum $a_T(p)|0_T\rangle = 0$ is not an eigenstate of $\mathbb{H}_p(\tau)$. At any fixed time $\tau_0$ one has however:

$$|\partial_\tau T_p(\tau_0)|^2 + \omega_p(\tau_0)^2|T_p(\tau_0)|^2 \geq \min,$$

iff $T_p(\tau_0) = \frac{e^{i\nu_0}}{\sqrt{2\omega_p(\tau_0)}}$, $(\partial_\tau T_p)(\tau_0) = -ie^{i\nu_0} \sqrt{\omega_p(\tau_0)} \frac{1}{2}$.

iff $|\partial_\tau T_p(\tau_0)|^2 + \omega_p(\tau_0)^2T_p(\tau_0)^2 = 0$, \quad (2.50)

for some $\nu_0 \in [0, 2\pi)$. Note that in Minkowski space the minimization reproduces $T_p(t) = e^{-i\nu_0/\sqrt{2\omega_p}}$, $\omega_p = \sqrt{p^2 + m_0^2}$. Generally, the value of the minimum in the first line is $\omega_p(\tau_0)$. With the choice (2.50) of minimizing mode "functions" the Hamilton operator at $\tau_0$ simplifies to

$$\mathbb{H}(\tau_0) = \frac{1}{2} \int \frac{dp}{(2\pi)^d} \omega_p(\tau_0) \left( a_{\tau_0}(p)a_{\tau_0}^*(p) + a_{\tau_0}^*(p)a_{\tau_0}(p) \right). \quad (2.51)$$

On a finite lattice this also turns the Fock vacuum $a_{\tau_0}(p)|0_{\tau_0}\rangle = 0$ into the ground state of $\mathbb{H}(\tau_0)$. This "instantaneous diagonalization" has originally been pursued in an attempt to introduce a particle concept at each instant. The "instantaneous Fock vacuum" $|0_{\tau_0}\rangle$
does however *not* give rise to a physically viable state, as for \( \tau \neq \tau_0 \) the norm-squared of the normal-ordered Hamiltonian, \( \langle 0_{\tau_0} | \mathcal{H}(\tau) : : \mathcal{H}(\tau) : | 0_{\tau_0} \rangle \), in general diverges \([9, 8]\). The temporal averaging resolves this problem in a simple and satisfactory manner.

Consistency requires that in the instantaneous limit \( f(\tau)^2 \to \delta(\tau - \tau_0) \) the SLE solution (2.40) reduces to the one in (2.50). One can check that this indeed the case

\[
T_S(\tau_0) = \lambda |S|S_p(\tau_0) + \mu |S|S_p^*(\tau_0) \quad \rightarrow \quad \frac{1}{\sqrt{2\omega_p(\tau_0)}},
\]

\[
\partial_\tau T_S(\tau_0) = \lambda |S|\partial_\tau S_p(\tau_0) + \mu |S|\partial_\tau S_p^*(\tau_0) \quad \rightarrow \quad -i\sqrt{\frac{\omega_p(\tau_0)}{2}}.
\] (2.52)

### 2.3 SLE in Schrödinger picture and minimization over initial data

As seen in (2.47), (2.49) a SLE can be obtained by a minimization over the state space in the Heisenberg picture. The relevant matrix element can be transcribed into the Schrödinger picture via (2.27). Since the state vectors now evolve, the natural minimization is over their initial vectors \( |\psi; \tau_0 \rangle_s \), which can be identified with the Heisenberg picture states. The minimization in the Schrödinger picture therefore assumes the form

\[
\inf_{|\psi; \tau_0 \rangle_s \in \mathcal{F}_0} \int d\tau f(\tau)^2_s \langle \psi; \tau | i\partial_\tau | \psi; \tau \rangle_s.
\] (2.53)

The Fock vacua correspond to time dependent Gaussians (2.28), (2.29) satisfying the functional Schrödinger equation. The identity (2.35) shows that the functional \( \mathcal{E}_p \) on the space of solutions of the wave equation to be minimized is the same as in the Heisenberg picture. However, the relevant parameters are now the *initial data*.

In order to reformulate the minimization problem as one with respect to the initial data we proceed as follows. The solution formula (2.16) can be applied to the mode functions themselves giving

\[
T_p(\tau) = \Delta_p(\tau, \tau_0)\partial_\tau T_p(\tau_0) - \partial_\tau_0 \Delta_p(\tau, \tau_0)T_p(\tau_0).
\] (2.54)

Inserting (2.54) and its time derivative into the definitions of \( \mathcal{E}_p \) and \( \mathcal{D}_p \) gives

\[
\mathcal{E}_p = J_p(\tau_0) |w_p|^2 + K_p(\tau_0) |z_p|^2 - \partial_\tau_0 J_p(\tau_0) \Re(w_p z_p),
\]

\[
\mathcal{D}_p = J_p(\tau_0) w_p^2 + K_p(\tau_0) z_p^2 - \partial_\tau_0 J_p(\tau_0) w_p z_p,
\] (2.55)

with \( z_p := T_p(\tau_0), w_p := \partial_\tau_0 T_p(\tau_0) \), subject to \( w_p z_p^* - w_p^* z_p = -i \). The coefficients

\[
J_p(\tau_0) = \frac{1}{2} \int d\tau f(\tau)^2 \left[ (\partial_\tau \Delta_p(\tau, \tau_0))^2 + \omega_p(\tau)^2 \Delta_p(\tau, \tau_0)^2 \right],
\]

\[
K_p(\tau_0) = \frac{1}{2} \int d\tau f(\tau)^2 \left[ (\partial_\tau \partial_\tau_0 \Delta_p(\tau, \tau_0))^2 + \omega_p(\tau)^2 (\partial_\tau_0 \Delta_p(\tau, \tau_0))^2 \right].
\] (2.56)
are manifestly positive and are invariant under Bogoliubov transformations because the commutator function is. They are also independent of the initial data because $\Delta p(\tau, \tau_0)$ is uniquely characterized by (2.14). No reference to any fiducial solution is made, instead $E_p, D_p$ in (2.55) are functions of the constrained complex initial data $z_p, w_p$.

Neither the the sign nor the modulus of of $\partial_{\tau_0} J_p(\tau_0)$ is immediate. For the subsequent analysis we anticipate the inequality

$$4K_p(\tau_0)J_p(\tau_0) - (\partial_{\tau_0} J_p(\tau_0))^2 > 0.$$  \hfill (2.57)

Further we momentarily simplify the notation by writing $K, J, J$ for $K_p(\tau_0), J_p(\tau_0), \partial_{\tau_0} J_p(\tau_0)$, respectively. In addition we omit the subscripts $p$ from $z_p, w_p, E_p, D_p$. Since $T_p(\tau)$ in (2.54) can be multiplied by a $\tau$-independent phase we may assume $z$ to be real and positive. The solution of the Wronskian condition then gives

$$w = w_R - \frac{i}{2z}, \quad w_R, z > 0.$$  \hfill (2.58)

Inserting (2.58) into the above $E$ one is lead to minimize

$$\mathcal{E} = J\left(w_R^2 + \frac{1}{4z^2}\right) + Kz^2 - Jzw_R,$$  \hfill (2.59)

which gives

$$\langle z_{\text{min}} \rangle^2 = \frac{J}{\sqrt{4KJ - J^2}}, \quad w_{\text{min}}^R = \frac{z_{\text{min}}}{2} J.$$  \hfill (2.60)

On general grounds the minimizer should be a zero of $D$. Since

$$\frac{w_{\text{min}}}{z_{\text{min}}} = \frac{\dot{J}}{2J} - \frac{i\sqrt{4KJ - J^2}}{2J},$$  \hfill (2.61)

this is indeed the case. Reinserting (2.60) into $\mathcal{E}$ gives

$$\mathcal{E}_{\text{min}} = \frac{1}{2} \sqrt{4KJ - J^2}.$$  \hfill (2.62)

Since $\mathcal{E}$ in the original form (2.18) is manifestly non-negative this shows the selfconsistency of (2.57). The solution is unique up to a constant phase left undetermined by choosing $z > 0$. Upon insertion of (2.56) in (2.60), (2.61) the minimizing initial data become functionals of $\Delta$, for which we write $z_p[\Delta](\tau_0) = z_{\text{min}}^p, w_p[\Delta](\tau_0) = w_{\text{min}}^p$. In summary
Theorem 2.2.

(a) A SLE can be characterized as a solution $|\psi; \tau\rangle_s$ of the time dependent Schrödinger equation (2.23), (2.26) with initial data $|\psi; \tau_0\rangle_s$ that minimize (for fixed window function $f$) the quantity $\int d\tau f(\tau)^2 |\psi; \tau| i\partial_\tau |\psi; \tau\rangle_s$. The minimizing wave function is a Gaussian $\Omega_T[u]$ of the form (2.28) with $T = T_{\text{SLE}}$, which is up to a constant phase uniquely determined by the commutator function.

(b) Specifically

$$T_p^{\text{SLE}}(\tau) = \Delta_p(\tau, \tau_0) w_p[\Delta](\tau_0) - \partial_\tau_0 \Delta_p(\tau, \tau_0) z_p[\Delta](\tau_0),$$

$$z_p[\Delta](\tau_0) = \sqrt{\frac{J_p(\tau_0)}{2\mathcal{E}_p^{\text{SLE}}}} = T_p^{\text{SLE}}(\tau_0),$$

$$w_p[\Delta](\tau_0) = \partial_\tau_0 T_p^{\text{SLE}}(\tau_0) - i \sqrt{\frac{\mathcal{E}_p^{\text{SLE}}}{2J_p(\tau_0)} = (\partial_\tau T_p^{\text{SLE}})(\tau_0).}$$

(2.63)

Here $J_p(\tau_0)$ is as in (2.56), and also coincides with $J_p(\tau_0, \tau_0)$ from (2.66). Further, $\mathcal{E}_p^{\text{SLE}}$ is the minimal energy given by

$$(\mathcal{E}_p^{\text{SLE}})^2 = \frac{1}{8} \int d\tau d\tau' f(\tau)^2 f(\tau')^2 \left\{ (\partial_\tau \partial_\tau' \Delta_p(\tau, \tau')^2 + 2\omega_p(\tau')^2 (\partial_\tau \Delta_p(\tau', \tau))^2 + \omega_p(\tau)^2 \omega_p(\tau')^2 \Delta_p(\tau, \tau')^2 \right\}. \quad (2.64)$$

For the modulus and the phase this gives

$$|T_p^{\text{SLE}}(\tau)|^2 = \frac{J_p(\tau)}{2\mathcal{E}_p^{\text{SLE}}}, \quad \tan(\arg T_p^{\text{SLE}}(\tau)) = -\frac{\mathcal{E}_p^{\text{SLE}} \Delta_p(\tau, \tau_0)}{J_p(\tau, \tau_0)}, \quad (2.65)$$

with

$$J_p(\tau, \tau_0) = \frac{1}{2} \int d\tau_1 f(\tau_1)^2 [\partial_\tau_1 \Delta_p(\tau_1, \tau) \partial_\tau_1 \Delta_p(\tau_1, \tau_0) + \omega_p(\tau_1)^2 \Delta_p(\tau_1, \tau) \Delta_p(\tau_1, \tau_0)]. \quad (2.66)$$

Proof.

(a) This follows from (2.27), (2.47), (2.49) and (2.35).

(b) Eq. (2.63) is the explicit form of (2.54) with minimizing parameters (2.60), (2.62). In the explicit expressions (2.65) with (2.64) and (2.66) a reduction of order occurs: where naively terms fourth or third order in $\Delta$ and its derivatives appear, repeated use of

$$\partial_\tau_0 \Delta_p(\tau, \tau_0) \Delta_p(\tau', \tau_0) - \Delta_p(\tau, \tau_0) \partial_\tau_0 \Delta_p(\tau', \tau_0) = \Delta_p(\tau, \tau'), \quad (2.67)$$
(as well as its $\partial_{\tau}$, $\partial_{\tau'}$ and $\partial_{\tau} \partial_{\tau'}$ derivatives) leads to results merely quadratic in $\Delta$ and its derivatives. In detail, by inserting the definitions into \((E_{p}^{\text{SLE}})^{2} = K_{p}(\tau_{0})J_{p}(\tau_{0}) - (\partial_{\tau_{0}}J_{p}(\tau_{0}))^{2}/4\), one obtains an expression which is initially quartic in $\Delta$. Repeated application of (2.67) then leads to (2.64). Since the right hand side of (2.64) is manifestly non-negative also the anticipated inequality (2.57) follows (without presupposing the minimization procedure). The result for the modulus-square follows from
\[K_{p}(\tau_{0})\Delta(\tau, \tau_{0})^{2} + J_{p}(\tau_{0})(\partial_{\tau_{0}}\Delta(\tau, \tau_{0}))^{2} - \Delta(\tau, \tau_{0})\partial_{\tau_{0}}\Delta(\tau, \tau_{0})\partial_{\tau_{0}}J_{p}(\tau_{0}) = J_{p}(\tau)\] (2.68)
and can be verified along similar lines. Finally, the ratio $\Im T_{p}^{\text{SLE}}/\Re T_{p}^{\text{SLE}}$ can be read off from (2.63) and gives the tan of the phase. Initially the ratio has as denominator the left hand side of
\[2J_{p}(\tau_{0})\partial_{\tau_{0}}\Delta_{p}(\tau, \tau_{0}) - \partial_{\tau_{0}}J_{p}(\tau_{0})\Delta_{p}(\tau_{0}, \tau) = 2J_{p}(\tau, \tau_{0}).\] (2.69)
The reduction of order occurs as before.

Remarks

(i) Modulo the dependence on the averaging function the expression (2.63) realizes the goal of constructing a Hadamard state solely from the state independent commutator function in a way different from [13, 14].

(ii) The parts (a) and (b) are logically independent and (b) can be obtained solely from minimizing $E_{p}$ in (2.55). A minimization over initial data in the Heisenberg picture is however less compelling because for selfinteracting QFTs the fields (as operator valued distributions) do in general not admit a well-defined restriction to a sharp constant time hypersurface. On the other hand, the Schrödinger picture in QFT is frequently by default defined on a spatial lattice, see Proposition 2.1 here. The Gaussian (2.28) is then uniquely determined by the parameters $z_{p} = T_{p}(\tau_{0}), w_{p} = (\partial_{\tau}T_{p})(\tau_{0})$ in its initial value $\Omega_{T}[u]|_{\tau = \tau_{0}}$. Conceptually, therefore (b) is naturally placed in the context of (a).

(iii) The relation $|T_{p}^{\text{SLE}}(\tau)| \propto \sqrt{J_{p}(\tau)}$ also implies that $J(\tau)$ solves the Ermakov-Pinney equation with very specific $f$-dependent initial conditions implicitly set by those of $\Delta_{p}$.

(iv) In terms of the data in (2.65) the SLE two-point function can be expressed as
\[T_{p}^{\text{SLE}}(\tau)T_{p}^{\text{SLE}}(\tau')^{*} = \frac{\sqrt{J_{p}(\tau)J_{p}(\tau')}}{2E_{p}^{\text{SLE}}} \left( \frac{J_{p}(\tau, \tau_{0}) - iE_{p}^{\text{SLE}}\Delta(\tau, \tau_{0})J_{p}(\tau', \tau_{0}) + iE_{p}^{\text{SLE}}\Delta(\tau', \tau_{0})J_{p}(\tau, \tau_{0}) - iE_{p}^{\text{SLE}}\Delta(\tau', \tau_{0})J_{p}(\tau', \tau_{0})}{J_{p}(\tau, \tau_{0}) + iE_{p}^{\text{SLE}}\Delta(\tau, \tau_{0})J_{p}(\tau', \tau_{0}) - iE_{p}^{\text{SLE}}\Delta(\tau', \tau_{0})} \right)^{1/2}.\] (2.70)

(v) In principle, the equivalence of (2.63) to the original expression (2.40) is a consequence of the respective, independently established, uniqueness and the identity (2.35). It is nevertheless instructive to verify the equivalence of (2.63) and (2.40) directly. The main ingredient is the postponed proof of Proposition 2.2 to which we now turn.

We begin with a simple basic fact
Lemma 2.3. Let $\Delta : C([\tau_1, \tau_f]) \to C([\tau_1, \tau_f]^2)$ be the following commutator functional $\Delta[S](\tau, \tau_0) = i(S(\tau)S(\tau_0)^* - S(\tau)^*S(\tau_0))$. Then $\Delta[S]$ is real valued, antisymmetric in $\tau, \tau_0$, and obeys $\Delta[aS + bS^*](\tau, \tau_0) = (|a|^2 - |b|^2)\Delta[S](\tau, \tau_0)$, $a, b \in \mathbb{C}$. On a solution $S$ of the differential equation (2.6) $\Delta[S]$ becomes the commutator function, which is characterized by (2.14) and is independent of the choice of Wronskian normalized fiducial solution.

Proof of Proposition 2.2.

We can regard $J_p(\tau_0)$, $K_p(\tau_0)$ as functionals over the differentiable functions $C^1([\tau_1, \tau_f])$, by replacing the commutator function by the commutator functional $\Delta_p(\tau, \tau_0) \mapsto \Delta_p[S](\tau, \tau_0) = i(S(\tau)S(\tau_0)^* - S(\tau)^*S(\tau_0))$. Inserting this into (2.56) and comparing with the definitions (2.39) one finds

$$J_p(\tau_0) = 2|S_p(\tau_0)|^2c_1 - [S_p(\tau_0)^*]^2c_2 - S_p(\tau_0)^2c_2^* = J[S](\tau_0),$$

$$K_p(\tau_0) = 2|\partial_\tau S_p(\tau_0)|^2c_1 - [\partial_\tau S_p(\tau_0)^*]^2c_2 - [\partial_\tau S_p(\tau_0)^2c_2^* = K[S](\tau_0).$$ (2.71)

Using (2.71) one can compute the left hand side of (2.57) in terms of $c_1, c_2$. The result is

$$4K_p(\tau_0)J_p(\tau_0) - (\partial_\tau J_p(\tau_0))^2 = 4(c_1^2 - c_2^2) = 4I[S].$$ (2.72)

Since $c_1 \geq |c_2|$ this reconfirms (2.57). The invariance (2.45) of $I, J, K$ follows from Lemma 2.3. \hfill \Box

Finally, we verify the equivalence of (2.63) and (2.40). For a general solution $T_p(\tau)$ one can match the parametrizations (2.36) and (2.54) by realizing the commutator function in terms of $S$. This gives

$$\lambda = i(S_p(\tau_0)^*w - \partial_\tau S_p(\tau_0)^*z),$$

$$\mu = i(\partial_\tau S_p(\tau_0)z - S_p(\tau_0)w).$$ (2.73)

The same must hold for the minimizing parameters. A brute force verification of the latter is cumbersome. Instead we compare the modulus square computed from (2.37), i.e. $(|\mu|^2 + |\lambda|^2)|S_p(\tau)|^2 + \mu^*S(\tau)^2 + \lambda S(\tau)^*|^2$ with $J_p(\tau)/(2\sqrt{c_1^2 - c_2^2})$, taking advantage of the directly verified Eq. (2.68). Inserting (2.68) for $J_p(\tau)$ and comparing coefficients of $|S_p(\tau)|^2, S_p(\tau)^2$, one finds

$$|\mu|^2 + |\lambda|^2 = \frac{c_1}{\sqrt{c_1^2 - c_2^2}}, \quad (\lambda^*)^* \mu^* = -\frac{c_2^*}{2\sqrt{c_1^2 - c_2^2}}.$$ (2.74)

These can be solved for $\mu^*, \lambda^*$, and with the choice of phase $\arg \lambda^* = \pi - \arg c_2$ one recovers (2.46). This provides a direct verification – modulo phase choices – of (2.73) for the minimizers (2.60) and (2.46). The phases are however not necessarily matched, in particular real $\mu$ does not automatically correspond to real $z$. 
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3. Convergent small momentum expansion for SLE

The SLE have been introduced on account of their Hadamard property, which relates to a Minkowski-like behavior at large spatial momentum. Here we show that SLE admit a convergent small momentum expansion, both for massive and for massless theories. Remarkably, the momentum dependence turns out to Minkowski-like also for small momentum. In the massless case this provides a cure for the infrared divergences plaguing the two-point functions on FL cosmologies with accelerated expansion. In fact, for any scale factor the leading terms are given by

\[ T^{\text{SLE}}_p(\tau) = \bar{a} p^2 \left( \frac{\int d\tau f(\tau)^2}{\int d\tau f(\tau)^2 a(\tau)^{2d-2}} \right)^{\frac{1}{2}}. \]  

(3.1)

3.1 Fiducial solutions and their Cauchy product

A SLE can be defined either in terms of a fiducial solution \( S_p \) or in terms of the Commutator function \( \Delta_p \). Here we prepare results establishing uniformly convergent series for these solutions as well as their Cauchy products. Throughout we consider the differential equation

\[ \partial^2_{\tau} S_p(\tau) + \omega_p(\tau)^2 S_p(\tau) = 0, \quad \omega_p(\tau)^2 = \omega_0(\tau)^2 + p^2 \omega_2(\tau)^2, \]  

(3.2)

where \( \omega_0, \omega_2 \) are continuous real-valued functions on \([\tau_i, \tau_f]\) and \( \omega_2 \) is not identically zero. The case \( \omega_0(\tau)^2 = m(\tau)^2 a(\tau)^{2d}, \omega_2(\tau)^2 = a(\tau)^{2d-2} \) corresponds to the dispersion relation arising from the Klein Gordon equation; the function \( m(\tau) \) may have zeros or vanish identically (massless case).

Proposition 3.1. The differential equation (3.2) admits convergent series solutions with a radius of convergence \( p^* > 0 \) on \([\tau_i, \tau_f]\), such that for any \( p < p^* \)

\[ S_p(\tau) = \sum_{n=0}^{\infty} S_n(\tau)p^{2n}, \quad \text{and} \quad \partial_\tau S_p(\tau) = \sum_{n=0}^{\infty} \partial_\tau S_n(\tau)p^{2n}, \]  

(3.3)

and the sums converge uniformly on \([\tau_i, \tau_f]\).

These solutions in particular have IR finite initial data

\[ \lim_{p \to 0} S_p(\tau_0) =: z_0 < \infty, \quad \lim_{p \to 0} \partial_\tau S_p(\tau_0) =: w_0 < \infty. \]  

(3.4)

The proof below entails that the subspace of solutions described by the proposition can be characterized by (3.4). In order to prove the proposition, we shall need the following standard existence and uniqueness result for the solutions of a second order linear ODE (which we state without proof):
Lemma 3.1. Consider the initial value problem

\[ y''(\tau) + \alpha(\tau)y'(\tau) + \beta(\tau)y(\tau) = g(\tau), \quad y(\tau_0) = u, \quad y'(\tau_0) = v. \quad (3.5) \]

If \( \alpha, \beta, g \) are continuous functions on an open interval \( I \ni \tau_0 \), then there exists a unique solution of this initial value problem, and this solution exists throughout the interval \( I \).

Proof of Proposition 3.1.

First consider the “\( p = 0 \)” equation, i.e. \( [\partial_\tau^2 + \omega_0(\tau)^2]S_0(\tau) = 0 \). Lemma 3.1 implies that there exists a complex solution \( S_0(\tau) \), which may be Wronskian normalized to satisfy \( \partial_\tau S_0 S_0^* - S_0 \partial_\tau S_0^* = -i \). In the case \( \omega_0(\tau) = 0 \) on \([\tau_i, \tau_f] \), the solution with initial data \( w_0, z_0 \) is \( S_0(\tau) = w_0(\tau - \tau_0) + z_0, w_0 z_0^* - z_0 w_0^* = -i \). Remaining with general \( \omega_0(\tau) \) we reformulate (3.2) as an integral equation. Defining the kernel

\[ K(\tau, \tau') := i\theta(\tau - \tau')S_0(\tau)S_0(\tau')^* + i\theta(\tau' - \tau)S_0(\tau)^*S_0(\tau'), \quad (3.6) \]

a function \( S(\tau) \) satisfying

\[ S(\tau) = S_0(\tau) - p^2 \int_{\tau_i}^{\tau_f} K(\tau, \tau') \omega_2(\tau')^2 S(\tau')d\tau' \quad (3.7) \]

solves (3.2). Further, \( \partial_\tau S(\tau) \) satisfies

\[ \partial_\tau S(\tau) = \partial_\tau S_0(\tau) - p^2 \int_{\tau_i}^{\tau_f} \partial_\tau K(\tau, \tau') \omega_2(\tau')^2 S(\tau')d\tau'. \quad (3.8) \]

In terms of

\[ S(\tau) := \begin{pmatrix} S(\tau) \\ S(\tau) \end{pmatrix}, \quad S_0(\tau) := \begin{pmatrix} S_0(\tau) \\ \partial_\tau S_0(\tau) \end{pmatrix}, \quad K(\tau, \tau') := \begin{pmatrix} K(\tau, \tau') \omega_2(\tau')^2 & 0 \\ \partial_\tau K(\tau, \tau') \omega_2(\tau')^2 & 0 \end{pmatrix}, \quad (3.9) \]

we search for a solution of the integral equation

\[ S(\tau) = S_0(\tau) - p^2 \int_{\tau_i}^{\tau_f} K(\tau, \tau') S(\tau')d\tau'. \quad (3.10) \]

As the underlying Banach space we take \( (X, \|\cdot\|) := (C([\tau_i, \tau_f], \mathbb{C}^2), \|\cdot\|_{sup}) \), where \( \mathbb{C}^2 \) is being equipped with the sup-norm. Next, we define the linear operator \( L : X \rightarrow X \)

\[ \forall u \in X : (Lu)(\tau) := S_0(\tau) - p^2 \int_{\tau_i}^{\tau_f} K(\tau, \tau') u(\tau')d\tau', \quad (3.11) \]

and show that for sufficiently small \( p \), this map is actually a contraction.

---

*This is the (generalized) Feynman Greens function. Any other choice of Greens function also renders \( L \) in (3.11) a contraction, merely the value of \( p \), may change.
Since $S_0$ is a $C^1$ function, it is clear that both $K(\tau, \tau')$ and $\partial_\tau K(\tau, \tau')$ are bounded functions on $[\tau_i, \tau_f]^2$. As $\omega_2$ is also continuous, there is $R > 0$ such that $|K(\tau, \tau')_{ij}| < R$ on $[\tau_i, \tau_f]^2$. Then for any $u, v \in X$

$$|Lu(\tau) - Lv(\tau)|_{\max} = p^2 \max_{\tau_i} \left| \int_{\tau_i}^{\tau_f} K(\tau, \tau') (u(\tau') - v(\tau')) d\tau' \right|_{\max} \leq p^2 \max_{\tau_i} \left| \int_{\tau_i}^{\tau_f} K(\tau, \tau') (u(\tau') - v(\tau')) d\tau' \right|_{\max} \Rightarrow \|Lu - Lv\|_{\sup} \leq p^2 (\tau_f - \tau_i) R \|u - v\|_{\sup},$$

(3.12)

and so there is $p_* > 0$ such that for all $p < p_*$, $L$ is a contraction.

Assuming that $p < p_*$, the Banach Fixed Point theorem implies that there exists a unique $S_p = (S_p, \tilde{S}_p)^T \in X$ such that $LS_p = S_p$, i.e.

$$S_p(\tau) = S_0(\tau) - p^2 \int_{\tau_i}^{\tau_f} K(\tau, \tau') \omega_2(\tau')^2 S_p(\tau') d\tau',$$

$$\tilde{S}_p(\tau) = \partial_\tau S_0(\tau) - p^2 \int_{\tau_i}^{\tau_f} \partial_\tau K(\tau, \tau') \omega_2(\tau')^2 S_p(\tau') d\tau'.$$

(3.13)

Comparing (3.13) and (3.8), it is clear that $\partial_\tau S_p(\tau)$ satisfies the second equation above. The uniqueness of the fixed point $S_p$ then implies that $\tilde{S}_p = \partial_\tau S_p$.

Further, the iterated sequence $L^m S_0$, $m \in \mathbb{N}$, converges to $S_p$ in the sup-norm. It is then easily verified that there is a sequence of $C^1$ functions $S_{n}(\tau)$ such that we have the uniformly convergent power series representations of the form asserted in (3.3). \hfill \Box

Next we consider the product of two series solutions and state, without proof, the following slight generalization of Merten’s theorem.

**Lemma 3.2.** Let

$$A(\tau) = \sum_{n=0}^{\infty} a_n(\tau) p^{2n},$$

$$B(\tau) = \sum_{n=0}^{\infty} b_n(\tau) p^{2n},$$

(3.14)

be power series in the Banach space $C([\tau_i, \tau_f], \mathbb{C})$ with radius of convergence $p_* > 0$. Consider the map $C : [\tau_i, \tau_f] \times [\tau_i, \tau_f] \rightarrow \mathbb{C}$ defined by $C(\tau_1, \tau_2) := A(\tau_1) B(\tau_2)$, and the coefficients of the unequal time Cauchy product of $A$ and $B$,

$$c_n(\tau_1, \tau_2) := \sum_{i=0}^{n} a_i(\tau_1) b_{n-i}(\tau_2).$$

(3.15)

Then for any $p < p_*$

$$\sum_{n=0}^{\infty} c_n(\tau_1, \tau_2) p^{2n} = C(\tau_1, \tau_2),$$

(3.16)

with uniform convergence in $[\tau_i, \tau_f] \times [\tau_i, \tau_f]$. The same holds for the equal time Cauchy product $(\tau_1 = \tau_2$ in (3.15), (3.16)) with uniform convergence in $[\tau_i, \tau_f]$. 
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An immediate corollary of Proposition 3.1 and Lemma 3.2 is:

**Corollary 3.3.** The Commutator function $\Delta_p(\tau, \tau')$ and the Greens functions defined in terms of it have uniformly convergent series expansions in $p < p_*$ for distinct $(\tau, \tau') \in [\tau_i, \tau_f] \times [\tau_i, \tau_f]$.

So far these are mostly existence results. For the actual construction of these series solutions one will solve the implied recursion relations. For a solution $S_p(\tau)$ of the form (3.3) one has

$$
[\partial_\tau^2 + \omega_0(\tau)^2]S_0(\tau) = 0, \\
[\partial_\tau^2 + \omega_0(\tau)^2]S_n(\tau) = -\omega_2(\tau)^2S_{n-1}(\tau), \ n \geq 1.
$$

(3.17)

Each $S_n$ is only unique up to addition of a solution of the homogeneous equation, characterized by two complex parameters. These ambiguities account for the initial data of the series solution

$$
S_p(\tau_0) = \sum_{n \geq 0} z_n p^{2n} := z_p, \quad \partial_\tau S_p(\tau_0) = \sum_{n \geq 0} w_n p^{2n} := w_p,
$$

with

$$
\sum_{j=0}^n (w_j z_{n-j} - w_j^* z_{n-j}) = 0, \quad n \geq 1,
$$

(3.18)

where the constraint stems from the Wronskian normalization. One can use the same Greens function $G_0(\tau', \tau)$ at each order and adjust the initial data of the additive modification such that $S_n(\tau_0) = z_n, (\partial_\tau S_n)(\tau_0) = w_n$ holds, for given $z_n, w_n \in \mathbb{C}$, mildly constrained by (3.18).

Later on a series solution of this form will play the role of the fiducial solution in the construction of the SLE. Theorem 2.1 ensures that any such solution will produce the same SLE solution (within the implied radius of convergence) up to a phase. We are therefore free to choose one with especially simple, namely $p$-independent, initial data for $\tau_0 = \tau_i$: $z_n = 0 = w_n, n \geq 1$. In this case the relevant Greens function is the retarded Greens function $G^0_0(\tau, \tau') := \theta(\tau - \tau')\Delta_0(\tau, \tau')$, with $\Delta_0$ the commutator function for $\partial_\tau^2 + \omega_0(\tau)^2$. Further, no additive, order dependent, modification is needed and the solution of the iteration is simply

$$
S_n(\tau) = \int_{\tau_i}^{\tau_f} d\tau' K_n(\tau, \tau') S_0(\tau'), \ n \geq 1,
$$

(3.19)

$$
K_1(\tau, \tau') := -G^0_0(\tau, \tau')\omega_2(\tau')^2, \\
K_{n+1}(\tau, \tau') := (-)^{n+1} \int_{\tau_i}^{\tau_f} d\tau_1...d\tau_n G^0_0(\tau, \tau_1)\omega_2(\tau_1)^2 G^0_0(\tau_1, \tau_2)\omega_2(\tau_2)^2... G^0_0(\tau_n, \tau')\omega_2(\tau')^2.
$$

The kernel $K_n$ is manifestly real and satisfies $K_n(\tau_i, \tau') = 0 = \partial_\tau K_n(\tau, \tau')|_{\tau = \tau_i}$, for $\tau' \in (\tau_i, \tau_f]$. The associated series solution $S_p(\tau)$ therefore satisfies $S_p(\tau_i) = z_0, (\partial_\tau S_p)(\tau_i) = w_0$, for $p$-independent constants with $w_0 z_0^* - w_0^* z_0 = -i$. 
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The commutator function $\Delta_p(\tau, \tau')$ is likewise independent of the choice of the Wronskian normalized solution used to realize it, see Lemma 2.1. We are thus free to use the solution (3.19) for this purpose. Writing $\Delta_p(\tau, \tau') = \sum_{n \geq 0} \Delta_n(\tau, \tau') p^{2n}$, one finds

$$\Delta_n(\tau', \tau') = i \sum_{j=0}^{n} \left( S_j(\tau) S_{n-j}^*(\tau') - S_j^*(\tau) S_{n-j}(\tau') \right)$$

$$= \int_{\tau_i}^{\tau_f} ds \left[ K_n(\tau, s) \Delta_0(s, \tau') - K_n(\tau', s) \Delta_0(s, \tau) \right]$$

$$+ \int_{\tau_i}^{\tau_f} ds ds_1 \sum_{j=1}^{n-1} K_j(\tau, s_1) K_{n-j}(\tau', s_2) \Delta_0(s_1, s_2).$$

(3.20)

One can check that the coefficients satisfy all the relations implied by the expansion of the defining conditions (2.14)

$$[\partial_\tau^2 + \omega_0(\tau)^2] \Delta_n(\tau, \tau') = -\omega_2(\tau)^2 \Delta_{n-1}(\tau, \tau'), \quad \partial_\tau \Delta_n(\tau, \tau') |_{\tau=\tau'} = 0,$$

$$[\partial_{\tau'}^2 + \omega_0(\tau')^2] \Delta_n(\tau, \tau') = -\omega_2(\tau')^2 \Delta_{n-1}(\tau, \tau'), \quad n \geq 1.$$  

(3.21)

The two recursion relations follow from $[\partial_\tau^2 + \omega_0(\tau)^2] K_n(\tau, \tau') = -\omega_2(\tau)^2 K_{n-1}(\tau, \tau'), n \geq 2$. For the third relation it is convenient to first verify $\partial_\tau [\partial_\tau \Delta_n(\tau, \tau') |_{\tau=\tau'}] = 0$. Then, it suffices to show $\partial_\tau \Delta_n(\tau, \tau_i) |_{\tau=\tau_i} = 0$, which follows from $K_n(\tau_i, \tau') = 0 = \partial_\tau K_n(\tau, \tau') |_{\tau=\tau_i}$, for $\tau' \in (\tau_i, \tau_f)$.

3.2 IR Behavior of States of Low Energy

We use the formulas from Theorem 2.2 to derive convergent series expansions for the SLE. The basic expansion is $\Delta_p(\tau', \tau) = \sum_{n \geq 0} \Delta_n(\tau', \tau) p^{2n}$, with coefficients from (3.20). In terms of it convergent expansions for the $J_p(\tau_0), \partial_{\tau_0} J_p(\tau_0), K_p(\tau_0)$ in (2.56) can be derived. The uniform convergence of the various pointwise products is ensured by the results of Section 3.1 and allows one to exchange the order of summation and integration. The following notation is convenient

$$C(\tau, \tau_0) = \sum_{n \geq 0} C_n(\tau, \tau_0) p^{2n} \quad \Rightarrow \quad C(\tau, \tau_0)^2 = \sum_{n \geq 0} C(\tau, \tau_0)^2_n p^{2n}$$

with $C(\tau, \tau_0)^2_n := \sum_{j=0}^{n} C_j(\tau, \tau_0) C_{n-j}(\tau, \tau_0).$  

(3.22)
In this notation one has

\[ J_p(\tau_0) = \sum_{n \geq 0} J_n(\tau_0) p^{2n}, \quad K_p(\tau_0) = \sum_{n \geq 0} K_n(\tau_0) p^{2n}, \quad (3.23) \]

\[ J_0(\tau_0) = \frac{1}{2} \int d\tau f(\tau)^2 \left[ (\partial_\tau \Delta_0(\tau, \tau_0))^2 + \omega_0(\tau)^2 \Delta_0(\tau, \tau_0)^2 \right], \]

\[ J_n(\tau_0) = \frac{1}{2} \int d\tau f(\tau)^2 \left[ (\partial_\tau \Delta(\tau, \tau_0))^2 + \omega(\tau)^2 \Delta(\tau, \tau_0)^2 \right], \]

\[ K_0(\tau_0) = \frac{1}{2} \int d\tau f(\tau)^2 \left[ (\partial_\tau \partial_\tau \Delta_0(\tau, \tau_0))^2 + \omega_0(\tau)^2 (\partial_\tau \Delta_0(\tau, \tau_0))^2 \right], \]

\[ K_n(\tau_0) = \frac{1}{2} \int d\tau f(\tau)^2 \left[ (\partial_\tau \partial_\tau \Delta(\tau, \tau_0))^2 + \omega(\tau)^2 (\partial_\tau \Delta(\tau, \tau_0))^2 \right] \]

and \( \partial_\tau J_p(\tau_0) = \sum_{n \geq 0} \partial_\tau J_n(\tau, \tau_0) p^{2n} \) with the implied coefficients. Interpreting \((\varepsilon_p^{\text{SLE}})^2\) as

\[ (\varepsilon_p^{\text{SLE}})^2 = \frac{1}{4} \int d\tau_0 f(\tau_0)^2 \left[ K_p(\tau_0) + \omega_p(\tau_0)^2 J_p(\tau_0) \right] =: \sum_{n \geq 0} \varepsilon_n^2 p^{2n}, \]

\[ \varepsilon_0^2 = \frac{1}{4} \int d\tau_0 f(\tau_0)^2 \left[ K_0(\tau_0) + \omega_0(\tau_0)^2 J_0(\tau_0) \right], \]

\[ \varepsilon_n^2 = \frac{1}{4} \int d\tau_0 f(\tau_0)^2 \left[ K_n(\tau_0) + \omega_0(\tau_0)^2 J_n(\tau_0) + \omega(\tau_0)^2 J_{n-1}(\tau_0) \right], \quad n \geq 1, \]

one sees that the energy’s expansion is determined by the same coefficients. As a consequence all quantities in Theorem 2.2(b) admit convergent series expansions in powers of \( p \) whose coefficients can be expressed in terms of those in (3.23) only.

In the following we focus on the expansion of the energy \( \varepsilon_p^{\text{SLE}} \) and the modulus squared \( |T_p^{\text{SLE}}(\tau)|^2 \). It is useful to distinguish two cases (where the terminology will become clear momentarily).

**Massive**: \( \varepsilon_0 > 0 \) and \( K_0(\tau_0) > 0. \)

\[ \varepsilon_p^{\text{SLE}} = \varepsilon_0 + \frac{\varepsilon_1^2}{2\varepsilon_0} p^2 - \frac{\varepsilon_4^1 - 4\varepsilon_0^2 \varepsilon_2^2}{8\varepsilon_0^3} p^4 + O(p^6), \]

\[ |T_p^{\text{SLE}}(\tau)|^2 = \frac{J_0(\tau)}{2\varepsilon_0} + \frac{2J_1(\tau)\varepsilon_0^2 - J_0(\tau)\varepsilon_1^2}{4\varepsilon_0^2} p^2 \]

\[ + \frac{1}{16\varepsilon_0^5} \left( 8J_2(\tau)\varepsilon_0^4 - 4J_1(\tau)\varepsilon_0^2 \varepsilon_1^2 + 3J_0(\tau)\varepsilon_1^4 - 4J_0(\tau)\varepsilon_0^2 \varepsilon_2^2 \right) p^4 + O(p^6). \]
Massless: $\varepsilon_0 = 0$ and $K_0(\tau_0) = 0$ and $\varepsilon_1 > 0$.

$$\mathcal{E}^\text{SLE}_p = \varepsilon_1 p + \frac{\varepsilon^2_1}{2\varepsilon_1} p^3 - \frac{\varepsilon^4_1 - 4\varepsilon^2_1 \varepsilon^2_2}{8\varepsilon^3_1} p^5 + O(p^7),$$

$$|T_p^\text{SLE}(\tau)|^2 = \frac{J_0(\tau)}{2\varepsilon_1} \frac{1}{p} + \frac{2 J_1(\tau) \varepsilon_1 - J_0(\tau) \varepsilon_2}{4 \varepsilon^3_1} p + \frac{1}{16 \varepsilon^2_1} (8 J_2(\tau) \varepsilon_1^2 - 4 J_1(\tau) \varepsilon_1^2 \varepsilon_2^2 + 3 J_0(\tau) \varepsilon_1^4 - 4 J_0(\tau) \varepsilon_2^4) p^3 + O(p^5).$$

The massive case corresponds to $\omega_0(\tau) = m(\tau)^2 a(\tau)^{2d}$, $\omega_2(\tau)^2 = a(\tau)^{2d-2}$. Even the lowest order commutator function $\Delta_0(\tau, \tau')$ can then in general no longer be found in closed form. All other aspects of the expansions are however explicitly computable in terms of $\Delta_0$: the $\Delta_n$'s via (3.20), the $J_n, K_n$'s via (3.23), the $\varepsilon_n$'s from (3.24), and hence everything else.

**Two-point function of massless SLE.** The massless case corresponds to $\omega_0(\tau) = 0$, $\omega_2(\tau)^2 = a(\tau)^{2d-2}$. The lowest order wave equation in (3.17) is then trivially soluble: $S_0(\tau) = w_0(\tau - \tau_0) + z_0$, with $w_0 z_0^* - w_0^* z_0 = -i$. The coefficients of the commutator function are explicitly known

$$\Delta_0(\tau', \tau) = \tau' - \tau,$$

$$\Delta_1(\tau', \tau) = \int_{\tau_i}^{\tau_f} ds [\theta(\tau - s) - \theta(\tau' - s)](\tau - s)(\tau' - s)a(s)^{2d-2},$$

etc. This entails $K_0(\tau_0) = 0$, $\varepsilon_0 = 0$, and

$$\varepsilon^2_1 = \frac{1}{4} \int d\tau f(\tau)^2 \int d\tau' f(\tau')^2 a(\tau)^{2d-2},$$

$$J_0(\tau_0) = \frac{1}{2} \int d\tau f(\tau)^2, \quad J_1(\tau_0) = \int d\tau f(\tau)^2 \left[ \partial_\tau \Delta_1(\tau, \tau_0) + (\tau - \tau_0)^2 a(\tau)^{2d-2} \right],$$

$$K_1(\tau_0) = \frac{1}{2} \int d\tau f(\tau)^2 a(\tau)^{2d-2}.$$  

This gives

$$|T_p^\text{SLE}(\tau)|^2 = \frac{\bar{a}}{2p} + O(p), \quad \mathcal{E}^\text{SLE}_p = \frac{p}{2\bar{a}} \int d\tau f(\tau)^2, \quad \bar{a} := \left( \frac{\int d\tau f(\tau)^2}{\int d\tau f(\tau)^2 a(\tau)^{2d-2}} \right)^{\frac{1}{2}},$$

as claimed in (3.1). Since the leading term is $\tau$ independent one obtains from (2.63)

$$T_p^\text{SLE}(\tau) = \Delta_p(\tau, \tau_0) w^\text{min}_p - \partial_{\tau_0} \Delta_p(\tau, \tau_0) z^\text{min}_p = \sqrt{\frac{\bar{a}}{2p}} - i(\tau - \tau_0) \sqrt{\frac{p}{2\bar{a}}} + O(p^{3/2}).$$

$$z^\text{min}_p = \sqrt{\frac{\bar{a}}{2p}} \left( 1 + O(p^2) \right), \quad w^\text{min}_p = -i \sqrt{\frac{p}{2\bar{a}}} \left( 1 + O(p^2) \right).$$

(3.30)
This holds up an undetermined $p$-dependent phase which is fixed in the initial value formulation of the minimization procedure by taking $z$ real. This phase ambiguity disappears in the two-point function, for which one obtains

$$T_p^{SLE}(\tau)T_p^{SLE}(\tau') = \bar{a} \frac{i}{2p} - \frac{i}{2} (\tau - \tau') + O(p).$$

(3.31)

The same result can alternatively be obtained from (2.70).

Remarks.

(i) Based on (perhaps mislead by) the exactly soluble case of power-like scale factors one normally regards the IR behavior of the solutions as directly determined by the cosmological scale factor. From the small argument expansion of the Bessel functions one has

$$|S^p(\tau)|^2 \propto p^{-2|\nu|} \quad \text{for} \quad a(\tau) \propto \frac{1-2\nu}{2(d-1)}.$$  

(3.32)

Here $d/2 < \nu < \infty$ corresponds to acceleration while $-\infty < \nu < 1/2$ corresponds to deceleration. The interval $1/2 \leq \nu \leq d/2$ does not give rise to a curvature singularity; the boundary values $\nu = 1/2$ and $\nu = d/2$ model Minkowski space and deSitter space, respectively. The inverse Fourier transform is infrared finite whenever $\int_0^1 dp \, |S^p(\tau)|^2$ is finite. For the solutions (3.32) this is the case only in part of the decelerating window, $0 < \nu < 1/2$, see [22] for the original discussion.

(ii) The leading IR behavior of the massless SLE solution (3.30) is constant, pointwise in $\tau$. This corresponds to the expected freeze-out of the oscillatory behavior on scales much larger than the Hubble radius. The universality of the $1/\sqrt{p}$ behavior is however surprising, as is the simple coefficient $\sqrt{\bar{a}/2}$, valid for any scale factor. The result (3.30) could not have been obtained based on the traditional adiabatic iteration, which is incurably singular at small momentum.

(iii) In arriving at (3.30) we took the expressions from Theorem 2.2 as the starting point. It is instructive to go through the derivation based on the original parameterization (2.36), (2.38). The fiducial solution is constructed via (3.19) from its leading order, $S_0$. In the massless case the general (Wronskian normalized) solution to the leading order equation is $S_0(\tau) = w_0(\tau - \tau_0) + z_0$, $w_0 z_0^* - w_0^* z_0 = -i$. A somewhat longer computation then gives

$$\mu_p = |w_0| \sqrt{\frac{\bar{a}}{2p}} - \frac{1}{\sqrt{|w_0|}} \sqrt{\frac{p}{8\bar{a}}} + O(p^{3/2}),$$

$$\lambda_p = -\frac{w_0^*}{w_0} |w_0| \sqrt{\frac{\bar{a}}{2p}} - \frac{w_0^*}{w_0} \frac{1}{|w_0|} \sqrt{\frac{p}{8\bar{a}}} + O(p^{3/2}).$$

(3.33)

$$T_p^{SLE}(\tau) = -i \frac{w_0^*}{|w_0|} \sqrt{\frac{\bar{a}}{2p}} - \frac{1}{|w_0|} \sqrt{\frac{p}{8\bar{a}}} \left[ 2|w_0|^2(\tau - \tau_0) + 2\Re(z_0 w_0^*) \right] + O(p^{3/2}).$$
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One sees that all intermediate results depend on the parameters $w_0, z_0$ of the fiducial solution. In the two-point function, however, these drop out and one recovers (3.31).

(iv) While in the massive case minimization of $\mathcal{E}_p$ and expansion in $p^2$ are commuting operations, this is not the true in the massless case. In the SLE construction via a fiducial solution we chose one with a regular $p \to 0$ limit, which is evidently not the case for (3.30). The independence of the SLE solution from the choice of fiducial solution is crucial for the result.

(v) The IR behavior of (3.31) is Minkowski-like for all scale factors $a$. This means that massless SLE are automatically IR finite and provide an elegant solution to the long standing IR divergences in Friedmann-Lemaitre backgrounds with accelerated expansion [22].

(vi) The existence of a pre-inflationary epoch with non-accelerated expansion typically removes the IR singularity. For generic powerlike scale factors the mode matching can (with some effort) be controlled analytically [33]; typically one focuses on a radiation dominated ($\nu = -1/2$ in (3.32)) [34, 35] or kinetic energy dominated ($\nu = 0$ in (3.32)) [31, 32] pre-inflationary period. Another take on the IR issue is to regard it as an artifact of using non-gauge invariant observables [23, 24].

(vii) The mathematical principle underlying (3.31) is very different from the ones in (vi). As detailed in Section 5, there are independent reasons to regard the existence of a pre-inflationary period as part of the standard paradigm. Positing a massless SLE as primordial vacuum in this period then ought to be consistent with the qualitative properties of the power spectrum at seed formation. This physics requirement will be taken up in Section 5.2.

(viii) As a consequence of (3.31) the long range properties of the SLE position space two-point function will be similar to that of its Minkowski space counterpart. Further, the shift symmetry, $\phi(\tau, x) \mapsto \phi(\tau, x) + \text{const}$, turns out to be spontaneously broken for $d \geq 2$, as it is for the massless free field in Minkowski space. A proper proof can be based on Swieca’s Noether charge criterion [25, 26] and is omitted here.
4. WKB type large momentum asymptotics

Any Wronskian normalized solution of the basic wave equation is uniquely determined by its modulus

\[ S_p(\tau) = |S_p(\tau)| \exp \left\{ -\frac{i}{2} \int_{\tau_0}^{\tau} ds \frac{1}{|S_p(s)|^2} \right\}, \tag{4.1} \]

up to a choice of \( \tau_0 \) where \( S_p(\tau_0) \) is real. In this section we show that for each \( N > 1 \) there exists an exact ‘order \( N \)’ solution with a certain \( N \)-term positive frequency asymptotics. These solutions are such that \( |S_p(\tau)|^2 \) is asymptotic up to \( O(p^{-2N-1}) \) to a polynomial in odd inverse powers of \( p \), whose coefficients are local differential polynomials in \( \omega_0, \omega_2 \) generalizing the heat kernel coefficients. The resulting order \( N \) solutions will be referred to as WKB type solutions.† An SLE solution will then be shown to be a WKB type solution of infinite order. Throughout this section we assume \( \omega_0, \omega_2 \) to be smooth.

4.1 Existence of solutions with WKB type asymptotics

As a starting point the relation (4.1) is cumbersome because the exponential needs to be re-expanded. In the following we establish the existence of asymptotic expansions of all quantities needed by starting from a simplified formal series ansatz for \( S_p \)’s large momentum asymptotics

\[ S_p(\tau) = \exp \left\{ -ip \int_{\tau_1}^{\tau} ds \omega_2(s) \right\} \sqrt{2p\omega_2(\tau)} \left\{ 1 + \sum_{n \geq 1} (ip)^{-n} s_n(\tau) \right\}, \tag{4.2} \]

with real-valued \( s_n \). As in Section 3 we consider the basic differential equation \([\partial^2_\tau + \omega_p(\tau)^2]S_p(\tau) = 0\) with generic time dependent frequency \( \omega_p(\tau) = \omega_0(\tau)^2 + p^2\omega_2(\tau)^2 \). The leading term in (4.2) is a positive frequency wave. The latter is known to be a necessary (but by no means sufficient property) for a solution to comply with the Hadamard condition.

Upon insertion of (4.2) into the basic wave equation one finds the following recursion relations

\[ \partial_\tau s_n = \partial_\tau s_1 s_{n-1} + \partial_\tau \left( \frac{\partial_\tau s_{n-1}}{2\omega_2} \right), \quad n \geq 2, \]

\[ \partial_\tau s_1 = \frac{\omega_0^2}{2\omega_2} - \frac{1}{4\omega_2} \left( \frac{\partial^2_\tau \omega_2}{\omega_2} - \frac{3}{2} \left( \frac{\partial_\tau \omega_2}{\omega_2} \right)^2 \right). \tag{4.3} \]

Clearly, each \( s_n \) can be obtained simply by integration and the only ambiguity arises from

†A WKB ansatz proper is one where only the integrand of the exponent is formally expanded in terms of local coefficients.
the choice of integration constants $s_n(\tau_i)$. We claim that

$$s_n(\tau_i) = 0, \quad n \text{ odd},$$  \hspace{1cm} (4.4)

uniquely determines all $s_n(\tau_i)$, $n$ even, such that the Wronskian normalization condition holds. The stipulation $s_n(\tau_i) = 0, \ n \text{ odd}$, goes hand in hand with the fact (seen later on) that $|S_p(\tau)|^2$ admits an asymptotic expansion in odd inverse powers of $p$. Comparing with the $|S_p(\tau)|^2$ series arising from (4.2) one sees that the odd $s_n$ must vanish at $\tau = \tau_i$. The stipulation is also consistent with the flat space limit $a(\tau) \equiv 1$.

The second part of the claim is that the $s_n(\tau_i)$ for $n$ even are determined by imposing the Wronskian normalization condition

$$\partial_\tau S_p(\tau)S_p(\tau)^* - S_p(\tau)\partial_\tau S_p(\tau)^* \equiv -i.$$  \hspace{1cm} (4.5)

Using momentarily a ‘$\tau$’ to denote a $\partial_\tau$ derivative and setting $s_0 := 1$, a formal computation shows (4.5) to hold subject to (4.4) iff

$$\sum_{m,n \geq 0, m+n=N} (s_{2n}s_{2m})(\tau_i) - \sum_{m \geq 0, n=1,2m+n=2N-1} (\omega_2^{-1}s_n's_{2m})(\tau_i) \equiv 0, \quad N \geq 1.$$  \hspace{1cm} (4.6)

To low orders,

$$N = 1: \quad 2s_2(\tau_i) - \omega_2(\tau_i)^{-1}s_1'(\tau_i) \equiv 0$$  

$$N = 2: \quad 2s_4(\tau_i) + s_2(\tau_i)^2 - \omega_2(\tau_i)^{-1}s_3'(\tau_i) - \omega_2^{-1}s_1'(\tau_i)s_2(\tau_i) \equiv 0.$$  \hspace{1cm} (4.7)

Clearly, $s_2(\tau_i)$ is determined by the unambiguous $s_1'(\tau_i)$ from (4.3). In terms of it $s_4(\tau_i)$ is determined by the unambiguous $s_3'(\tau_i)$, and so forth. Hence (4.6) iteratively fixes the integration constants $s_n(\tau_i)$ for $n$ even, as claimed. Finally, we note that the recursion (4.3) entails that if (4.6) holds at $\tau_i$, then (4.5) holds formally for all $\tau$.

Assume now that to some order $N$ the $s_1(\tau), \ldots s_N(\tau)$ have been computed by the recursion (4.3) with initial data (4.4), (4.6). Then

$$S_p^{(N)}(\tau) := \exp \left\{ -ip \int_{\tau_0}^{\tau} ds \omega_2(s) \right\} \left\{ 1 + \sum_{n=1}^{N} (ip)^{-n}s_n(\tau) \right\},$$  \hspace{1cm} (4.8)

is unambiguously defined. It enters our work horse Lemma:

**Lemma 4.1.** For some $N > 1$ let $S_p^{(N)}(\tau)$ be as in (4.8). Then, the differential equation $[\partial_\tau^2 + \omega_p(\tau)^2]S_p(\tau) = 0$ admits an exact (though implicitly $N$-dependent), Wronskian normalized $(\partial_\tau S_p(\tau)S_p(\tau)^* - S_p(\tau)\partial_\tau S_p(\tau)^* = -i)$, complex solution $S_p$, such that

$$S_p(\tau) = S_p^{(N)}(\tau) [1 + O(p^{-N})]$$

$$\partial_\tau S_p(\tau) = \partial_\tau S_p^{(N)}(\tau) [1 + O(p^{-N})],$$  \hspace{1cm} (4.9)

uniformly in $\tau \in [\tau_i, \tau_f]$ as $p \to \infty$.  
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Here and below the $O$ remainders refer to the supremum of the modulus of the function $f \in C[\tau_i, \tau_f]$ estimated, i.e. $f(\tau) = O(p^{-N})$ means $\|f\|_{\text{sup}} = O(p^{-N})$. The existence of such estimates for an order dependent function in terms of partial sums will below be indicated by the "$\sim_N$" relation for the infinite series. For example, Lemma 4.1 amounts to the "$\sim_N$" equality of both sides in (4.2). The asymptotic expansion of a fixed ($N$-independent) function will be denoted by "$\sim$".

**Proof.**

To establish the existence and asymptotics of the solution $S_p$, we substitute

\[ S_p(\tau) = S_p^{(N)}(\tau) \cdot R_p(\tau), \quad (4.10) \]

into the differential equation $[\partial^2 + \omega_p(\tau)^2]S_p(\tau) = 0$ to obtain

\[ \partial^2 R_p + 2\frac{\partial S_p^{(N)}}{S_p^{(N)}} \partial \tau R_p + F(\tau, p)R_p = 0, \quad \text{with} \]

\[ F_p(\tau) := \frac{\partial^2 S_p^{(N)}}{S_p^{(N)}} + \frac{\omega_p(\tau)^2 S_p^{(N)}}{S_p^{(N)}}. \quad (4.11) \]

It is readily verified from the recursion relations (4.3) that $\partial^2 S_p^{(N)} + \omega_p(\tau)^2 S_p^{(N)} = O(p^{-N-1/2})$, while $S_p^{(N)} = O(p^{-1/2})$, uniformly in $\tau \in [\tau_i, \tau_f]$ as $p \to \infty$. This entails

\[ F_p(\tau) = O(p^{-N}) \quad \text{uniformly in} \quad \tau \in [\tau_i, \tau_f] \quad \text{as} \quad p \to \infty. \quad (4.12) \]

Defining the kernel

\[ K_p(\tau, \tau') := \int_{\tau'}^{\tau} S_p^{(N)}(\tau')^2 S_p^{(N)}(\tau'')^{-2} d\tau'', \quad (4.13) \]

it is easy to see that a function $R_p(\tau)$ satisfying the integral equation

\[ R_p(\tau) = 1 + r_p - \int_{\tau_i}^{\tau} K_p(\tau, \tau')F_p(\tau')R_p(\tau')d\tau', \quad (4.14) \]

solves (4.11). Here $r_p \in \mathbb{R}$ is a constant, satisfying $R_p(\tau_i) = 1 + r_p$, that will be determined later on. Further, $K_p = O(1)$ uniformly on $[\tau_i, \tau_f]^2$; so for sufficiently large $p$ it follows from (4.12) that the map

\[ u(\tau) \mapsto 1 + r_p - \int_{\tau_i}^{\tau} K_p(\tau, \tau')F_p(\tau')u(\tau')d\tau', \quad (4.15) \]

is a contraction on the Banach space $(C([\tau_i, \tau_f], \mathbb{C}), \|\cdot\|_{\text{sup}})$; c.f (3.12). Hence (4.14) has a unique solution by the Banach Fixed Point theorem. Moreover, $R_p(\tau)$ is differentiable, with

\[ \partial \tau R_p(\tau) = -\int_{\tau_i}^{\tau} S_p^{(N)}(\tau')^2 S_p^{(N)}(\tau)^{-2} F(\tau', p)R_p(\tau')d\tau'. \quad (4.16) \]
We now determine the constant \( r_p \) by imposing the Wronskian condition (4.8). Since 
\( S_p(\tau) = S_p^{(N)}(\tau) \cdot R_p(\tau) \) solves \( [\partial_\tau^2 + \omega_p(\tau)^2]S_p(\tau) = 0 \), the Wronskian is conserved in time. 
Thus it is sufficient to demand that the normalization (4.8) holds for \( \tau = \tau_1 \). One has 
\[
(\partial_\tau S_p^* S_p^* - S_p \partial_\tau S_p^*) (\tau_1)
\]
\[
= [\partial_\tau S_p^{(N)} S_p^{(N)*} - S_p^{(N)} \partial_\tau S_p^{(N)*}] (\tau_1) \cdot R_p(\tau_1) R_p(\tau_1)^*
\]
\[
+ S_p^{(N)}(\tau_1) S_p^{(N)*}(\tau_1) \cdot [\partial_\tau R_p^* R_p^* - R_p \partial_\tau R_p^*] (\tau_1)
\]
\[
= (1 + r_p)^2 [\partial_\tau S_p^{(N)} S_p^{(N)*} - S_p^{(N)} \partial_\tau S_p^{(N)*}] (\tau_1).
\]  

The expression \([\partial_\tau S_p^{(N)} S_p^{(N)*} - S_p^{(N)} \partial_\tau S_p^{(N)*}] (\tau_1)\) may be expanded in powers of \( p^{-2} \) as before. Although this is a finite sum, in order to make contact to the formal Wronskian normalization (4.5), (4.6), it is convenient to regard the sum as being infinite, with the understanding that \( s_n \equiv 0 \) for \( n > N \). With this understanding 
\[
[\partial_\tau S_p^{(N)} S_p^{(N)*} - S_p^{(N)} \partial_\tau S_p^{(N)*}] (\tau_1)
\]
\[
= -i + i \sum_{k \geq 1} (-1)^{k+1} p^{-2k} \left\{ \sum_{m, n \geq 0, m+n=k} (s_{2n}s_{2m}) (\tau_i) - \sum_{m, n \geq 0, 2m+n=2k-1} (\omega_2^{-1}s_n's_{2m}) (\tau_i) \right\}
\]
\[
= i(-1 + \delta_p)
\]  

Then 
\[
(\partial_\tau S_p^* S_p^* - S_p \partial_\tau S_p^*) (\tau_1) = -i + i \left[ (1 + r_p)^2 (-1 + \delta_p) + 1 \right],
\]
and the appropriate normalization is thus ensured by choosing \( r_p \) such that the term in square brackets vanishes. In order to determine the large \( p \) behavior of \( r_p \), that of \( \delta_p \) is needed. To this end we decompose the sum in (4.18) as 
\[
\delta_p = \sum_{k \geq 1} (-1)^{k+1} p^{-2k} \left\{ \sum_{m, n \geq 0, m+n=k} (s_{2n}s_{2m}) (\tau_i) - \sum_{m, n \geq 0, 2m+n=2k-1} (\omega_2^{-1}s_n's_{2m}) (\tau_i) \right\}
\]
\[
+ \sum_{k > [N/2]} (-1)^{k+1} p^{-2k} \left\{ \sum_{m, n \geq 0, m+n=k} (s_{2n}s_{2m}) (\tau_i) - \sum_{m, n \geq 0, 2m+n=2k-1} (\omega_2^{-1}s_n's_{2m}) (\tau_i) \right\},
\]  

again with the understanding that \( s_n \equiv 0, n > N \). The highest index of \( s_n \) appearing in the first sum is \( s_{2([N/2])} \), leaving it unaffected by setting \( s_n \equiv 0 \) for \( n > N \). Hence the first sum in (4.20) vanishes as before, while the remainder contains only a finite number of nonzero terms 
\[
\delta_p = \sum_{k > [N/2]} (-1)^{k+1} p^{-2k} \left\{ \sum_{m, n \geq 0, m+n=k} (s_{2n}s_{2m}) (\tau_i) - \sum_{m, n \geq 0, 2m+n=2k-1} (\omega_2^{-1}s_n's_{2m}) (\tau_i) \right\}.
\]  

(4.21)
In general this remainder is nonzero, but it manifestly obeys \( \delta_p = O(p^{-N-1}) \). Solving \( (1 + r_p)^2(-1 + \delta_p) + 1 = 0 \) for \( r_p \) and choosing the positive square root one has
\[
r_p = -1 + \sqrt{1 + \frac{\delta_p}{1 - \delta_p}} = O(p^{-N-1}) ,
\]
on account of \( \delta_p = O(p^{-N-1}) \).

Having established the normalization (4.5) we now proceed to showing (4.9). It follows from (4.12), (4.14), and (4.22) that
\[
R_p(\tau) = 1 + O(p^{-N}) \text{ uniformly in } \tau \in [\tau_i, \tau_f] \text{ as } p \to \infty ,
\]
proving the existence of an exact \( S_p(\tau) \) such that \( S_p(\tau) = S_p^{(N)}(\tau)[1 + O(p^{-N})] \). On account of the same estimates (4.16) entails \( \partial_\tau R_p(\tau) = O(p^{-N}) \), from which it follows that
\[
\partial_\tau S_p(\tau) = \partial_\tau S_p^{(N)}(\tau) \left[ R_p(\tau) + \frac{S_p^{(N)}(\tau)}{\partial_\tau S_p^{(N)}(\tau)} \partial_\tau R_p(\tau) \right] = \partial_\tau S_p^{(N)}(\tau) [1 + O(p^{-N})] .
\]

This completes the proof.

Remarks.

(i) Using the results of [10] one can show that \( s_n, n = 1, \ldots , N \), coincide with the ones induced by the adiabatic iteration for sufficiently large order upon expansion in \( 1/p \). The recursion (4.3) with initial data (4.4), (4.6) in this sense replaces the adiabatic iteration.

(ii) A WKB ansatz of the form (4.2) has been analyzed in [17] recently, and was shown to be Borel summable under additional assumptions. These assumptions are typically not satisfied in massive theories, but may be attainable in massless ones. Our Lemma gives a weaker result which however directly applies to both situations.

(iii) The Lemma implies analogous asymptotic expansions for products of \( S_p(\tau) \)'s, both at identical and at distinct times. We prepare below the requisite notation for the two-point function (4.25), the modulus square (4.27), and the commutator function (4.28).

For the two-point function’s Fourier kernel the Lemma implies
\[
\begin{align*}
S_p(\tau)S_p(\tau') & \asymp_N \frac{\exp \{-ip \int_{\tau}^{\tau'} ds \omega_2(s)\}}{2p\sqrt{\omega_2(\tau)\omega_2(\tau')}} \sum_{n \geq 0} V_n(\tau, \tau')(ip)^{-n} \\
V_n(\tau, \tau') & = \sum_{j=0}^{n} (-)^{n-j} s_j(\tau)s_{n-j}(\tau') , \quad n \geq 0 .
\end{align*}
\]
To low orders $V_0 = 1, V_1(\tau, \tau') = s_1(\tau) - s_1(\tau'), V_2(\tau, \tau') = s_2(\tau) - s_1(\tau)s_1(\tau') + s_1(\tau'),$ etc.

Generally, the coefficients obey

$$V_{2j}(\tau, \tau') = V_{2j}(\tau', \tau), \quad V_{2j+1}(\tau, \tau') = -V_{2j+1}(\tau', \tau), \quad j \geq 0.$$  

(4.26)

They can be evaluated from (4.3), (4.4), (4.6) recursively to any desired order and are increasingly nonlocal; see (4.53) for $n = 1, 2, 3$.

For the modulus square this results in an asymptotic expansion in odd inverse powers of $p$,

$$|S_p(\tau)|^2 \approx_N \frac{1}{2\omega_2(\tau)} \sum_{n \geq 0} (-)^n V_{2n}(\tau, \tau) \frac{1}{p^{2n+1}}.$$  

(4.27)

When used in (4.1) this establishes the existence of WKB type asymptotic expansions.

For the commutator function the Lemma implies

$$\Delta_p(\tau, \tau') = \Lambda_p^+(\tau, \tau') \sin \left( p \int_{\tau'}^\tau ds \omega_2(s) \right) + \Lambda_p^-(\tau, \tau') \cos \left( p \int_{\tau'}^\tau ds \omega_2(s) \right).$$

$$\Lambda_p^+(\tau, \tau') \approx_N \frac{1}{\sqrt{\omega_2(\tau)\omega_2(\tau')}} \sum_{j \geq 0} p^{-2j-1} (-)^j V_{2j}(\tau, \tau'),$$

$$\Lambda_p^-(\tau, \tau') \approx_N \frac{1}{\sqrt{\omega_2(\tau)\omega_2(\tau')}} \sum_{j \geq 0} p^{-2j-2} (-)^j V_{2j+1}(\tau, \tau').$$  

(4.28)

### 4.2 Generalized resolvent expansion

As highlighted in (4.1), a Wronskian normalized solution of the basic wave equation is fully determined by its modulus square. By (4.27) we know the form of the modulus square’s asymptotic expansion. The coefficients $V_{2n}(\tau, \tau)$ are in principle determined by the basic recursion (4.3). Since at each order an additional integration enters, one would expect these coefficients to be highly nonlocal in time. Remarkably, this is not the case: the $V_{2n}(\tau, \tau)$ turn out to be local differential polynomials in the frequency functions $\omega_0(\tau)^2, \omega_2(\tau)^2$ of the differential operator $\partial_\tau^2 + \omega_0(\tau)^2 + p^2\omega_2(\tau)^2$.

The main ingredient in the derivation is the Gelfand-Dickey equation. Using only the basic differential equation and the Wronskian normalization (2.6) one finds $|S_p(\tau)|^2$ to satisfy the (nonlinear form of the) Gelfand-Dickey equation

$$2|S_p|^2 \partial_\tau^2 |S_p|^2 - (\partial_\tau |S_p|^2)^2 + 4\omega_p^2 |S_p|^4 = 1.$$  

(4.29)

In view of the expected relation to (4.2) it is convenient to set

$$|S_p(\tau)|^2 =: iG_{tp}(\tau).$$  

(4.30)
Then
\[ 2G_z\partial_z^2 G_z - (\partial_z G_z)^2 + 4[\omega_0^2 - z^2 \omega_2^2]G_z^2 = -1, \]
\[ \partial_z^3 G_z + 4[\omega_0^2 - z^2 \omega_2^2]\partial_z G_z + 2\partial_z[\omega_0^2 - z^2 \omega_2^2]G_z = 0. \] (4.31)

Here the second, linear version of the Gelfand-Dickey equation follows by differentiating the nonlinear form. For \( \omega_2^2 = 1 \) and \( \omega_0^2 = v \) the same equations govern the diagonal of the resolvent kernel of the differential operator \( \partial_z^2 + v \), with \( z^2 = -p^2 \) playing the role of the resolvent parameter \([15]\). The diagonal of the resolvent kernel is known to admit an asymptotic expansion in inverse powers of \( z \), whose coefficients coincide with the heat kernel coefficients on general grounds, see e.g. \([16]\). The generalization to \([\partial_z^2 + \omega_0(\tau)^2]S = z^2 \omega_2(\tau)^2 S \), with non-constant \( \omega_2(\tau)^2 \) can be treated as follows.

Inserting the ansatz
\[ G_z(\tau) = \sum_{n \geq 0} \frac{G_n(\tau)}{2\omega_2} z^{-2n-1}, \quad G_0 = 1, \] (4.32)

into the nonlinear Gelfand-Dickey equation results in the recursion
\[ G_n = \sum_{k,l \geq 0, k+l = n-1} \left\{ \frac{1}{4} G_k \partial_\tau^2 \left( \frac{G_l}{\omega_2} \right) - \frac{1}{8} \partial_\tau \left( \frac{G_k}{\omega_2} \right) \partial_\tau \left( \frac{G_l}{\omega_2} \right) + \frac{1}{2} \frac{\omega_0^2}{\omega_2} G_k G_l \right\} - \frac{1}{2} \sum_{k,l \geq 1, k+l = n} G_k G_l. \] (4.33)

This expresses \( G_n \) in terms of \( G_{n-1}, \ldots, G_1 \), and involves only differentiations. It follows that all \( G_n \) are differential polynomials in \( v := \omega_0^2, w := \omega_2^2 \). Denoting \( \partial_\tau \) differentiations momentarily by a "\( \tau \)" one finds:
\[ G_1 = \frac{v}{2w} + \frac{5}{32} \frac{w^2}{w^2} - \frac{1}{8} \frac{w''}{w^2}, \]
\[ G_2 = \frac{3}{8w^2} \left( v^2 + \frac{1}{3} v'' \right) - \frac{5}{16w^2} \left( v w'' + v' w' - \frac{7}{4} w^2 \right) + \frac{1}{32w^3} \left( -w^{(4)} + \frac{21}{4} \frac{w'^2}{w} + \frac{7}{8} \frac{w^{(3)} w'}{w} - \frac{231}{8w^2} \frac{w'^2 w''}{w^2} + 1155 \frac{w'^4}{64w^3} \right). \] (4.34)

The recursion (4.33) is easily programmed in \texttt{Mathematica} and produces the \( G_n \) to reasonably high orders. The \( G_n \) can be seen as generalized heat kernel coefficients. For \( \omega_2 = 1 \), \( v = \omega_0^2 \) plays the role of the potential and (4.34) reproduces the well-known expressions \([16]\) (up to overall normalizations). In the massless case \( v = \omega_0^2 = 0 \), and only the purely \( w \) dependent parts of the \( G_n \) remain. From the viewpoint of the initial expansion (4.2), (4.3) the concise differential polynomials (4.34) are surprising: \( G_n = V_{2n}(\tau, \tau) \) must hold by construction, but would seem to suggest highly nonlocal coefficients. At low orders one can see the cancellation of the nonlocal terms directly. For example, the \( n = 2 \) recursion (4.3) integrates to \( s_2 = s_1^2/2 + \partial_\tau s_1/(2\omega_2) \). Hence \( G_1 = 2s_2 - s_1^2 = \partial_\tau s_1/\omega_2 \), which is indeed local.
One can also relate the $G_n$'s more directly to the standard heat kernel coefficients. To this end, we transform the basic differential equation (2.6) into conformal time as in (2.9), but for generic frequency functions: $\partial_\eta = \omega_2(\tau)^{-1}\partial_\tau$, $\chi_p(\tau) = \omega_2(\tau)^{1/2}S_p(\tau)|_{\tau=\tau(\eta)}$. This replaces the differential operator $\partial_\tau^2 + \omega_0(\tau)^2 + p^2\omega_2(\tau)^2$ by $\partial_\eta^2 + 2E_1(\eta) + p^2$, with $E_1(\eta) = G_1(\tau(\eta))$, the image of $G_1$ in (4.34). The coefficient of $p^2$ is now unity and $2E_1(\eta)$ plays the role of the potential. Inserting the $\eta$-version of the ansatz (4.32) into the linear Gelfand-Dickey equation results in the one-step differential recursion

$$
\partial_\eta E_{n+1} = \partial_\eta E_1 E_n + 2E_1 \partial_\eta E_n + \frac{1}{4} \partial_\eta^3 E_n, \quad n \geq 1 .
$$

(4.35)

This defines (up to a conventional normalization) the standard heat kernel coefficients with potential $2E_1$. Undoing the transformation one has

$$
G_n = E_n|_{E_1 \mapsto G_1, \partial_\eta \mapsto \omega_2(\tau)^{-1}\partial_\tau} .
$$

(4.36)

For example, for $n = 2$ this gives

$$
G_2 = \frac{3}{2} G_1^2 + \frac{1}{4\omega_2} \partial_\tau \left( \frac{\partial_\tau G_1}{\omega_2} \right),
$$

(4.37)

which is indeed satisfied by (4.34). Generally, the agreement of (4.33) with (4.36) provides a welcome check.

An analogous interplay exists for the asymptotics of the phase as induced by the basic expansion (4.2) and the resolvent expansion (4.32), respectively. Starting from the basic expansion (4.2) the phase is determined by $\tan(\arg S_p(\tau)) = 3S_p(\tau)/\Re S_p(\tau)$. One finds

$$
\tan \left( \arg S_p(\tau) \right) = -\frac{S_p^-(\tau)C_p + S_p^+(\tau)S_p}{S_p^+(\tau)C_p - S_p^-(\tau)S_p},
$$

$$
S_p = \sin \left( p \int_{\tau'}^\tau ds \omega_2(s) \right), \quad C_p = \cos \left( p \int_{\tau'}^\tau ds \omega_2(s) \right).
$$

(4.38)

with

$$
S_p^+(\tau) \approx N \frac{1}{\sqrt{2p\omega_2(\tau)}} \sum_{j \geq 0} (-)^j s_{2j}(\tau)p^{-2j-j},
$$

$$
S_p^-(\tau) \approx N \frac{1}{\sqrt{2p\omega_2(\tau)}} \sum_{j \geq 0} (-)^j s_{2j+1}(\tau)p^{-2j-1-j}. \quad (4.39)
$$

To low orders

$$
\tan \left( \arg S_p(\tau) \right) \approx N \frac{S_p}{C_p} - \frac{1}{p} s_1(\tau) \frac{1}{C_p^2} - \frac{1}{p^2} s_1(\tau)^2 \frac{S_p}{C_p^3} - \frac{1}{p^3} s_1(\tau)^3 \frac{S_p^2}{C_p^4} - \frac{1}{p^3} (s_1s_2 - s_3)(\tau) \frac{1}{C_p^4} + O\left( \frac{1}{p^4} \right).
$$

(4.40)
Writing $s_1 s_2 - s_3 = s_3^3/3 - u_3$, the ratios of trigonometric functions are just the derivatives of the tan function; so (4.40) is equivalent to

$$\arg S_p(\tau) \asymp_N -\frac{1}{2} \int_{\tau_0}^{\tau} ds \frac{1}{i G_{ip}(s)},$$

where the explicit form of $u_3$ follows from the recursion (4.3). Proceeding along these lines, it is not immediate that at higher orders no oscillatory terms will occur in the phase itself and that the coefficients will be single integrals of local quantities.

This is, however, the case and can be seen from the alternative realization of the phase entailed by (4.1) and (4.30)

$$\arg S_p(\tau) = -\frac{1}{2} \int_{\tau_0}^{\tau} ds \frac{1}{i G_{ip}(s)}.$$  (4.42)

Here the expansion (4.32) can be used. It follows that $\arg S_p(\tau)$ admits an asymptotic expansion in odd inverse powers of $p$ whose coefficients are single integrals of polynomials in the $G_n$. To low orders

$$\frac{1}{i G_{ip}(\tau)} \asymp_N 2 \omega_2(\tau) p \left\{ 1 + \frac{G_1(\tau)}{p^2} + \frac{(G_1^2 - G_2)(\tau)}{p^4} + O\left(\frac{1}{p^6}\right) \right\}.$$  (4.43)

The equivalence to (4.41) is ensured by (4.37).

### 4.3 Induced asymptotic expansion of SLE.

Using the formulas from Theorem 2.2 and (4.28) all SLE related quantities have induced asymptotic expansions in inverse powers of $p$ at some finite order $N > 1$. The order can be increased arbitrarily, but in general the exact reference solution in Lemma 4.1 needs to be changed in order to do so. Here we show that the (unique, $N$-independent) SLE solution is asymptotic $\asymp_N$ to the previously constructed series for all $N$. In particular, the asymptotic expansion is independent of the window function $f$.

**Theorem 4.2.** The modulus-square of the SLE solution admits an asymptotic expansion in odd inverse powers of $p$, whose coefficients are independent of the window function $f$ and are given by generalized heat kernel coefficients. Specifically

$$|T_p^{\text{SLE}}(\tau)|^2 \asymp_N \frac{1}{2 p \omega_2(\tau)} \left\{ 1 + \sum_{n \geq 1} \frac{(-)^n}{p^{2n}} G_n(\tau) \right\},$$  (4.44)
where the $G_n$ are determined recursively by (4.33). The phase has an asymptotic expansion obtained from

$$\arg T_p^{\text{SLE}}(\tau) \propto -p \int_{\tau_0}^{\tau} ds_2(s) \left\{ 1 + \sum_{n \geq 1} \frac{(-1)^n}{p^{2n}} G_n(\tau) \right\}^{-1}. \quad (4.45)$$

The massless limits are regular and have coefficients $G_n|_{\omega_0^2 = 0}$.

Proof.

We mostly need to show that $|T_p^{\text{SLE}}(\tau)|^2$ admits an asymptotic expansion of the form (4.44) with some coefficients $\tilde{G}_n(\tau)$. Since the SLE solution is a Wronskian normalized solution of the basic wave equation, its modulus square solves the nonlinear Gelfand-Dickey equation (4.29). The coefficients $\tilde{G}_n(\tau)$ therefore also have to obey the recursion (4.33). It then suffices to check by direct computation that $\tilde{G}_0 = 1$. The latter will be done separately following the proof. Since $\tilde{G}_0 = 1$ determines all other coefficients, it follows that $\tilde{G}_n = G_n$, for all $n \in \mathbb{N}$. The relation (4.45) between phase and modulus holds on account of the Wronskian normalization.

In order to show that $|T_p^{\text{SLE}}(\tau)|^2$ has an asymptotic expansion in odd inverse powers of $p$, we use the realization as $J_p(\tau)/(2C_p^{\text{SLE}})$ from (2.65). The integrands of $J_p(\tau)$ and $(C_p^{\text{SLE}})^2$ are built from $\Delta_p(\tau, \tau_0), \partial_r \Delta_p(\tau, \tau_0), \partial_r \partial_{\tau} \Delta_p(\tau, \tau_0)$. For these we prepare

$$\Delta_p(\tau, \tau') = \Lambda_p^+(\tau, \tau') S_p + \Lambda_p^-(\tau, \tau') C_p,$$

$$\partial_r \Delta_p(\tau, \tau') = \cap_p^+(\tau, \tau') S_p + \cap_p^- (\tau, \tau') C_p,$$

$$\partial_r \partial_{\tau} \Delta_p(\tau, \tau') = \cap_p^+(\tau, \tau') S_p + \cap_p^- (\tau, \tau') C_p,$$ \quad (4.46)

with $S_p, C_p$ as defined in (4.38), and

$$\cap_p^\pm (\tau, \tau') = \partial_r \Lambda^\pm (\tau, \tau') \mp p \omega_2(\tau) \Lambda^\mp (\tau, \tau'),$$

$$\Lambda_p^\pm (\tau, \tau') = \partial_r \partial_{\tau} \Lambda_p^\pm (\tau, \tau') \pm p [\partial_r \Lambda^\mp (\tau, \tau') \omega_2(\tau') - \partial_{\tau} \Lambda^\mp (\tau, \tau') \omega_2(\tau)]$$

$$+ p^2 \omega_2(\tau) \omega_2(\tau') \Lambda^\mp (\tau, \tau'). \quad (4.47)$$

Note that $\Lambda_p^+(\tau, \tau') = \pm \Lambda_p^- (\tau', \tau), \cap_p^+ (\tau, \tau') = \pm \cap_p^- (\tau', \tau)$, while $\cap_p^\pm (\tau, \tau')$ has no manifest symmetry. The normalization of the commutator function implies, however, $\cap_p^- (\tau, \tau) = 1$.

The definitions in combination with (4.28) imply that $\Lambda_p^+, \cap_p^+, \cap_p^+$ have an asymptotic $\propto_N$ expansion in odd inverse powers of $p$, while $\Lambda_p^-, \cap_p^-, \cap_p^-$ have an asymptotic $\propto_N$ expansion in even inverse powers of $p$. Crucially, while the fiducial solutions $S_N$ provided by Lemma 4.1 are implicitly $N$-dependent, Theorem 2.1 ensures that the induced expansion of $|T_p^{\text{SLE}}(\tau)|^2$ is independent thereof. Schematically, $|T_p^{\text{SLE}}[S_N]|^2$ is the same for all $N$, which allows one to take $N$ arbitrarily large.
Next we use (4.46) to evaluate the integrands of \(J_p(\tau')\) from (2.56) and \((E_{pSLE})^2\) from (2.64). In a first step we merely insert (4.46) and replace all powers of oscillatory terms by linear ones using

\[
S_p^2 = \frac{1}{2}(1 - C_{2p}), \quad C_p^2 = \frac{1}{2}(1 + C_{2p}), \quad S_p C_p = \frac{1}{2}S_{2p} .
\]  
(4.48)

This gives

\[
(\partial_\tau \Delta_p(\tau, \tau'))^2 + \omega_p(\tau)^2 \Delta_p(\tau, \tau')^2 \\
= \frac{1}{2} \left[ \cap_p^+ (\tau, \tau')^2 + \cap_p^- (\tau, \tau')^2 + \omega_p(\tau)^2(\Lambda_p^+(\tau, \tau')^2 + \Lambda_p^-(\tau, \tau')^2) \right] \\
- \frac{1}{2} \left[ \cap_p^+ (\tau, \tau')^2 - \cap_p^- (\tau, \tau')^2 + \omega_p(\tau)^2(\Lambda_p^+(\tau, \tau')^2 - \Lambda_p^-(\tau, \tau')^2) \right] C_{2p} \\
+ \left[ (\cap_p^+\cap_p^-)(\tau, \tau') + \omega_p(\tau)^2(\Lambda_p^+\Lambda_p^-)(\tau, \tau') \right] S_{2p} .
\]  
(4.49)

The integrand of \((E_{pSLE})^2\) is of course symmetrized in \(\tau, \tau'\); for brevity’s sake we use the non-symmetric version

\[
(\partial_\tau \partial_{\tau'} \Delta_p(\tau, \tau'))^2 + 2\omega_p(\tau')^2(\partial_\tau \Delta_p(\tau, \tau'))^2 + \omega_p(\tau)^2 \omega_p(\tau')^2 \Delta_p(\tau, \tau')^2 \\
= \frac{1}{2} \left[ \cap_p^+ (\tau, \tau')^2 + \cap_p^- (\tau, \tau')^2 + 2\omega_p(\tau')^2(\cap_p^+ (\tau, \tau')^2 + \cap_p^- (\tau, \tau')^2) \right] \\
+ \omega_p(\tau)^2 \omega_p(\tau')^2(\Lambda_p^+(\tau, \tau')^2 + \Lambda_p^-(\tau, \tau')^2) \\
- \frac{1}{2} \left[ \cap_p^+ (\tau, \tau')^2 - \cap_p^- (\tau, \tau')^2 + 2\omega_p(\tau')^2(\cap_p^+ (\tau, \tau')^2 - \cap_p^- (\tau, \tau')^2) \right] C_{2p} \\
+ \left[ (\cap_p^+\cap_p^-)(\tau, \tau') + 2\omega_p(\tau')^2(\cap_p^+\cap_p^-)(\tau, \tau') \right] S_{2p} .
\]  
(4.50)

The coefficients of the oscillatory terms have asymptotic expansions in inverse powers of \(p\) which are uniform the both variables. Focussing on the integration variable we write \(A_p(\tau)\) for such a coefficient. For smooth \(\omega_0, \omega_2\) also \(A_p\) will be smooth in \(\tau\). By repeated use of the integrations-by-parts identities

\[
S_{2p} = -\frac{1}{2\rho_2(\tau)} \partial_\tau C_{2p} , \quad C_{2p} = \frac{1}{2\rho_2(\tau)} \partial_\tau S_{2p} ,
\]

\[
\int d\tau f(\tau)^2 A_p(\tau) S_{2p} = \frac{1}{2p} \int d\tau \partial_\tau \left( \frac{f(\tau)^2 A_p(\tau)}{\omega_2(\tau)} \right) C_{2p} ,
\]

\[
\int d\tau f(\tau)^2 A_p(\tau) C_{2p} = -\frac{1}{2p} \int d\tau \partial_\tau \left( \frac{f(\tau)^2 A_p(\tau)}{\omega_2(\tau)} \right) S_{2p} ,
\]  
(4.51)
the oscillatory terms can therefore be made subleading at any desired order of the asymptotic expansion.

It follows that at any order the asymptotic expansion of $J_p(\tau')$ and $(\mathcal{E}_p^{\text{SLE}})^2$ is generated by the non-oscillatory terms in (4.49), (4.50). By inspection of the orders induced by (4.28) and (4.47) one sees that the non-oscillatory term in (4.49) has an expansion in even inverse powers of $p$, starting with a $O(p^0)$ term. Similarly $p^{-2}$ times the non-oscillatory term in (4.50) has an expansion in even inverse powers of $p$, starting with a $O(p^0)$ term. Hence $J_p(\tau')$ has an asymptotic expansion in even inverse powers of $p$, starting with an $O(p^0)$ term. The square root of the non-oscillatory term in (4.50) governs the expansion of $p^{-1}\mathcal{E}_p^{\text{SLE}}$, which therefore likewise has an asymptotic expansion in even inverse powers of $p$, starting with a $O(p^0)$ term. Together, $J_p(\tau)/(2\mathcal{E}_p^{\text{SLE}})$ admits an asymptotic expansion in odd inverse powers of $p$, as claimed. Augmented by the explicit computation of the leading order, this implies the result.

Remarks.

(i) The exponent in $\exp\{i\arg T_p^{\text{SLE}}(\tau)\}$ can be re-expanded in powers of $1/p$ to obtain a simplified expansion of the form (4.2). Theorem 4.2 implies that $T_p^{\text{SLE}}(\tau)$ has the property described in Lemma 4.1 for any $N > 1$. This replaces Olbermann’s Lemma 4.5, where the adiabatic vacua of order $N$ play a role analogous to our approximants $S_p^{(N)}(\tau)$ (though not necessarily with matched orders). The adiabatic vacua are however far less explicit: first, the adiabatic iteration produces more complicated formulas of which only the large $p$ expansion is actually used. Second, the iterates are only well-defined for sufficiently large $p$, so for technical reasons they need to be extended in an ad-hoc manner to small momenta [10]. Third, the result then enters an integral equation whose iteration produces the required exact solution, dubbed adiabatic vacuum of order $N$. The Lemma 4.1 short cuts these three steps. The ansatz (4.2) only processes the information relevant for large $p$ and the iteration (4.3) is manifestly well-defined without modifications. In combination with (4.32), (4.33) this yields a practically usable expansion.

(ii) The simplified expansion from (i) for the product $T_p^{\text{SLE}}(\tau)T_p^{\text{SLE}}(\tau')^*$ can be viewed as the Fourier space version of the (state independent) Hadamard parametrix. The Hadamard parametrix also has a truncated version where only the solution of the recursion to some finite order is kept, see e.g. [1]. These truncations converge in a certain sense to the Hadamard parametrix proper, which in turn is a distributional solution of the wave equation in both arguments modulo a smooth piece. The fact that the inverse Fourier transform of the state independent WKB expansion has the form of the Hadamard parametrix was verified (in $d = 3$ and in conformal time) by an instructive if formal computation in [12]. In Olbermann’s proof of the Hadamard property this step is rigorously supplied by appealing to a general result of Junker and Schrohe [11], describing the wave front set of adiabatic vacua of order $N$. Since our approximants have the same large $p$ asymptotics as the adiabatic vacua (though not necessarily with matched orders) this step carries over. It may be worthwhile to attempt a direct, simplified proof, specific for SLE and including the massless case.
(iii) Assuming that the massless case can be treated along these lines the SLE would provide very relevant examples of infrared finite Hadamard states. Their relevance stems from the following Proposal: The primordial vacuum-like state (of a massless free QFT and the perturbation theory based on it) should be chosen to be an infrared finite Hadamard state and conceptually be associated with a pre-inflationary period of non-accelerated expansion. The rationale for this proposal is detailed in Section 5.

Direct verification of Theorem 4.2 to subleading order. The proof of Theorem 4.2 hinges on the direct verification of the leading order asymptotics. Here we present an ab-initio evaluation of the \(|T_p^{\text{SLE}}(\tau)|^2\) asymptotics to subleading order, starting from Eq. (2.65) and the asymptotics (4.28) of the commutator function. We prepare to subleading order

\[
\Lambda^+_p(\tau, \tau') = \frac{1}{p} \tilde{V}_0(\tau, \tau') - \frac{1}{p^3} \tilde{V}_2(\tau, \tau') + O\left(\frac{1}{p^5}\right),
\]

\[
\Lambda^-_p(\tau, \tau') = \frac{1}{p^2} \tilde{V}_1(\tau, \tau') - \frac{1}{p^4} \tilde{V}_3(\tau, \tau') + O\left(\frac{1}{p^6}\right),
\]

\[
\cap^+_p(\tau, \tau') = \frac{1}{p} \left[ \partial_\tau \tilde{V}_0(\tau, \tau') - \omega_2(\tau) \tilde{V}_1(\tau, \tau') \right] - \frac{1}{p^3} \left[ \partial_\tau \tilde{V}_2(\tau, \tau') - \omega_2(\tau) \tilde{V}_3(\tau, \tau') \right] + O\left(\frac{1}{p^5}\right),
\]

\[
\cap^-_p(\tau, \tau') = \omega_2(\tau) \tilde{V}_0(\tau, \tau') + \frac{1}{p^2} \left[ \partial_\tau \tilde{V}_1(\tau, \tau') - \omega_2(\tau) \tilde{V}_2(\tau, \tau') \right] + O\left(\frac{1}{p^4}\right),
\]

\[
\cap^+_p(\tau, \tau') = p \omega_2(\tau) \omega_2(\tau') \tilde{V}_0(\tau, \tau') + \frac{1}{p} \left[ \partial_\tau \partial_\tau \tilde{V}_0(\tau, \tau') \right]
+ \partial_\tau \tilde{V}_1(\tau, \tau') \omega_2(\tau') - \partial_\tau \tilde{V}_1(\tau, \tau') \omega_2(\tau) \omega_2(\tau') \tilde{V}_2(\tau, \tau') + O\left(\frac{1}{p^3}\right),
\]

\[
\cap^-_p(\tau, \tau') = -\partial_\tau \tilde{V}_0(\tau, \tau') \omega_2(\tau') + \partial_\tau \tilde{V}_1(\tau, \tau') \omega_2(\tau) + \omega_2(\tau) \omega_2(\tau') \tilde{V}_1(\tau, \tau')
+ \frac{1}{p^2} \left[ \partial_\tau \partial_\tau \tilde{V}_1(\tau, \tau') + \partial_\tau \tilde{V}_2(\tau, \tau') \omega_2(\tau') - \partial_\tau \tilde{V}_2(\tau, \tau') \omega_2(\tau) \right]
- \omega_2(\tau) \omega_2(\tau') \tilde{V}_3(\tau, \tau') + O\left(\frac{1}{p^4}\right),
\]

with

\[
\tilde{V}_n(\tau, \tau') := \frac{V_n(\tau, \tau')}{\sqrt{\omega_2(\tau) \omega_2(\tau')}}, \quad \tilde{V}_0 = 1,
\]

\[
V_1(\tau, \tau') = s_1(\tau) - s_1(\tau'), \quad V_2(\tau, \tau') = \frac{1}{2} V_1(\tau, \tau')^2 + \frac{1}{2} [G_1(\tau) + G_1(\tau')],
\]

\[
V_3(\tau, \tau') = \frac{1}{6} V_1(\tau, \tau')^3 + V_1(\tau, \tau') [G_1(\tau) + G_1(\tau')]
+ \frac{\partial_\tau G_1(\tau)}{2 \omega_2(\tau)} - \frac{\partial_\tau G_1(\tau')}{2 \omega_2(\tau')},
\]

\[
- 2 \int_{\tau}^{\tau'} ds \, \omega_2(s) G_1(s)^2.
\]
As described in the proof, it suffices to focus on the non-oscillatory in (4.49), (4.50). Keeping up to subleading terms in (4.49) one finds

\[
(\partial_\tau \Delta_p(\tau, \tau'))^2 + \omega_p(\tau)^2 \Delta_p(\tau, \tau')^2 \\
\asymp \omega_2(\tau)^2 \tilde{V}_0(\tau, \tau')^2 + \frac{1}{p^2} \left( \frac{1}{2} (\partial_\tau \tilde{V}_0(\tau, \tau'))^2 + \frac{1}{2} \omega_0(\tau)^2 \tilde{V}_0(\tau, \tau')^2 \\
+ \omega_2(\tau) \left( \tilde{V}_0 \partial_\tau \tilde{V}_1 - \partial_\tau \tilde{V}_0 \tilde{V}_1 \right)(\tau, \tau') + \omega_2(\tau)^2 \left( \tilde{V}_1^2 - 2\tilde{V}_0 \tilde{V}_2 \right)(\tau, \tau') \right) + O\left( \frac{1}{p^4} \right). 
\]  

Upon integration this gives

\[
J_p(\tau') \asymp \frac{\bar{\omega}_2}{2\omega_2(\tau)} \left[ 1 + \frac{1}{p^2} \left[ -G_1(\tau') + \frac{1}{2\omega_2(\tau)} \int d\tau f(\tau)^2 \left( \frac{\omega_0^2}{\omega_2^2} + \frac{1}{4} \frac{(\partial_\tau \omega_2)^2}{\omega_2^2} \right) \right] + O\left( \frac{1}{p^4} \right) \right].
\]  

Here we used

\[
\bar{\omega}_2 \equiv \omega_0^2 + \frac{1}{4} \frac{(\partial_\tau \omega_2)^2}{\omega_2^2} - \frac{1}{2} \partial_\tau \left( \frac{\partial_\tau \omega_2}{\omega_2} \right).
\]  

Similarly, keeping up to subleading terms in (4.50) one has

\[
(\partial_\tau \partial_\tau \Delta_p(\tau, \tau'))^2 + 2\omega_2(\tau')^2 (\partial_\tau \Delta_p(\tau', \tau))^2 + \omega_p(\tau)^2 \omega_p(\tau')^2 \Delta_p(\tau, \tau')^2 \\
\asymp p^2 2\omega_2(\tau)^2 \omega_2(\tau')^2 \tilde{V}_0^2 + \left( \frac{1}{2} \omega_0(\tau)^2 \omega_2(\tau')^2 + \frac{3}{2} \omega_0(\tau')^2 \omega_2(\tau)^2 \right) \tilde{V}_0^2 \\
+ \omega_2(\tau) \omega_2(\tau') \tilde{V}_0 \partial_\tau \partial_\tau \tilde{V}_0 + \omega_2(\tau')^2 (\partial_\tau \tilde{V}_0)^2 + \frac{1}{2} \left[ \partial_\tau \tilde{V}_0 \omega_2(\tau') - \partial_\tau \tilde{V}_0 \omega_2(\tau) \right]^2 \\
+ 3\omega_2(\tau) \omega_2(\tau') \left( \tilde{V}_0 \partial_\tau \tilde{V}_1 - \tilde{V}_1 \partial_\tau \tilde{V}_0 \right) - \omega_2(\tau)^2 \omega_2(\tau') \left( \tilde{V}_0 \partial_\tau \tilde{V}_1 - \tilde{V}_1 \partial_\tau \tilde{V}_0 \right) \\
+ 2\omega_2(\tau)^2 \omega_2(\tau')^2 \left( \tilde{V}_1^2 - 2\tilde{V}_0 \tilde{V}_2 \right) + O\left( \frac{1}{p^2} \right).
\]  

For the simplification we use (4.56) as well as

\[
\tilde{V}_0 \partial_\tau \tilde{V}_1 - \tilde{V}_1 \partial_\tau \tilde{V}_0 = \frac{G_1(\tau)}{\omega_2(\tau')}, \quad \tilde{V}_0 \partial_\tau \tilde{V}_1 - \tilde{V}_1 \partial_\tau \tilde{V}_0 = -\frac{G_1(\tau')}{\omega_2(\tau)},
\]  

For the \(O(p^0)\) term in (4.57) this results in

\[
\omega_2(\tau) \omega_2(\tau') \left( G_1(\tau) - G_1(\tau') \right) + \frac{1}{2} \omega_0(\tau)^2 \omega_2(\tau') + \frac{3}{2} \omega_0(\tau')^2 \omega_2(\tau) \\
+ \frac{3}{8} (\partial_\tau \omega_2)^2 \omega_2(\tau') + \frac{1}{8} \frac{(\partial_\tau \omega_2)^2}{\omega_2(\tau')}^2 \omega_2(\tau).
\]  
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Finally,

\[(\mathcal{E}_p^{SLE})^2 = \frac{p^2}{4} \bar{\omega}_2^2 + \frac{\bar{\omega}_2}{4} \int d\tau f(\tau)^2 \left( \frac{\omega_0^2}{\omega_2} + \frac{1}{4} \frac{(\partial_\tau \omega_2)^2}{\omega_2^3} \right) + O\left( \frac{1}{p^4} \right). \tag{4.60} \]

This results in

\[|T_p^{SLE}(\tau)|^2 \approx \frac{1}{2p\omega_2(\tau)} \left\{ 1 - \frac{1}{p^2} G_1(\tau) + O\left( \frac{1}{p^4} \right) \right\}. \tag{4.61} \]

The leading term confirms \( \tilde{G}_0 = 1 \) in the proof of Theorem 4.1. The subleading term verifies the assertion at this order by an ab-initio computation.

As seen in before, the relation (4.45) between phase and modulus holds on account of the Wronskian normalization. However, it is not immediate how the expression (2.65) for \( \tan(\arg T_p^{SLE}(\tau)) \) reproduces this simple answer. As a final check on the framework we verified the equivalence to subleading order by direct computation. Omitting the details, the result is

\[\tan \left( \arg T_p^{SLE}(\tau) \right) = -\frac{\mathcal{E}_p^{SLE} \Delta_p(\tau, \tau_0)}{J_p(\tau, \tau_0)} \approx -\frac{S_p}{C_p} - \frac{s_1(\tau)}{p} \frac{1}{C_p^2} + O\left( \frac{1}{p^3} \right). \tag{4.62} \]

This agrees with (4.40) and hence (4.42), (4.43) to the order considered.
5. SLE as pre-inflationary vacua

One of the key empirical facts about the Cosmological Microwave Background (CMB) is its near scale invariance at large values of the multipole expansion. This feature, realized at $t = t_{\text{decoupl}}$, is thought to be rooted in a similar behavior of the primordial power spectrum $P_\zeta(t_s, p)$ at the (cosmological) time $t_s \ll t_{\text{decoupl}}$ when the seeds for structure formation are laid, for any of the relevant fluctuation variables $\zeta$. In terms of the spatial Fourier momentum a behavior $P_\zeta(t_s, p) \sim |p|^{-2\nu}$ is needed, with $\nu$ close to $d/2$. Such a behavior is seemingly incompatible with the momentum dependence of the massless SLE modes. We show here that a qualitatively correct power spectrum arises at $t = t_s$, if a pre-inflationary period is followed by one of near-exponential expansion.

It must be stressed that general relativity demands a period of non-accelerated expansion following the Big Bang, i.e. for some interval $t \in (t_{\text{sing}}, t_1]$. In particular, variants of the cosmological singularity theorems remain valid for generic inflationary spacetimes with positive cosmological constant [28]. For FL spacetimes a pre-inflationary phase with kinetic energy domination is preferred [29, 30]. As a consequence, the time-honored purely positive frequency Bunch-Davies vacuum, traditionally postulated at the beginning of the inflationary period cannot be physically realistic: the modes from the pre-inflationary period (whether themselves positive frequency or not close to the singularity) will generically not be positive frequency at $t_1$. As a consequence the modes at $t = t_1$ can also not comply with deSitter invariance. This is because an admixture of positive and negative frequency modes compatible with deSitter invariance (known as $\alpha$ vacua) fails to define a Hadamard state. Perturbation theory in an $\alpha$ vacuum suffers from incurable UV divergences already at one loop order. One is thus led to search for Hadamard states on an FL background in the interval $(t_{\text{sing}}, t_1]$ with implicitly defined bonus properties that lead to a qualitatively correct power spectrum at $t = t_s$. We propose massless SLE states as viable candidates.

5.1 Asymptotics of massless modes versus power spectrum

We return to the basic wave equation in conformal time (2.9) and specialize to the massless case and $d = 3$

$$\left[\frac{\partial^2}{\partial \eta^2} + p^2 - \frac{\partial^2 a}{a}\right] \chi_p(\eta) = 0, \quad \partial_\eta \chi_p \chi_p^* - (\partial_\eta \chi_p)^* \chi_p = -i. \quad (5.1)$$

The wave equation (5.1) bears a two-fold relation to lowest order cosmological perturbation theory, see e.g. [27], Chapter 10: (a) it coincides precisely with the wave equation satisfied by the tensor perturbations, with $\chi_p$ playing the role of either of the coefficient functions $h_+ (\eta, p)$ or $h_\times (\eta, p)$ in the polarization decomposition $h_{ij}(\eta, x) = h_+ (\eta, x) e^{ij}_+ + h_\times (\eta, x) e^{ij}_\times$, and $ds^2 = a(\eta)^2 [-d\eta^2 + (\delta_{ij} + h_{ij}) dx^i dx^j]$. (b) With the replacement of $a$ by $z$, the Mukhanov-Sasaki variable, it coincides with wave equation satisfied by the scalar (curva-
ture) perturbations, where \( \chi_p \) is often denoted by \( v_p(\eta) = z(\eta)R_p(\eta) \).

The equation (5.1) can be solved for small \( p \) and large \( p \) as detailed in Sections 3.1 and 4.1, respectively. For small \( p \) one has a convergent power series expansion \( \chi_p(\eta) = \sum_{n \geq 0} \chi_n(\eta)p^{2n} \), which corresponds to the massless case of (3.17). Since \( \tau = \int^\eta ds a(s)^{-2} \) and \( S_p(\eta) = \chi_p(\eta)/a(\eta) \), the leading order \( S_0(\tau) \) from before (3.27) reads

\[
\chi_0(\eta) = a(\eta) \left[ z_0 + w_0 \int_{\eta_0}^\eta \frac{ds}{a(s)^2} \right], \quad w_0 z_0^* - w_0^* z_0 = -i. \tag{5.2}
\]

The higher orders then are determined recursively by transcribing (3.19). Heuristically, the leading order can be expected to be a good approximation if \( p \ll \partial_\eta a/a, \ p^2 \ll \partial_\eta (\partial_\eta a/a) \), so that \( 2p^2 \ll \partial_\eta^2 a/a \). In other words, the wavelength \( 1/p \) of the mode needs to be uniformly much larger than the comoving Hubble distance \( a/\partial_\eta a \). Under these conditions \( \int^\eta ds a(s)^{-2} \sim 1/(pa(\eta)^2) \) (with a small constant of proportionality) is selfconsistent and shows that the second term in \( \chi_0 \) will be decreasing in \( \eta \), while the first term is increasing. With the replacement of \( a(\eta) \) by \( z(\eta) \) the same applies to the scalar perturbations. It must be stressed that the low momentum behavior (5.2) is not generic; there are relevant solutions with a different behavior, as highlighted by the SLE solution (5.5) below.

In order to transcribe the WKB ansatz (4.2) we note \( \int^\eta d\tau' a(\tau')^2 = \eta - \eta_i \) and \( \partial_\tau = a(\eta)^2 \partial_\eta \), for \( d = 3 \). Specializing also (4.3) to \( \omega_0(\eta) = 0, \ \omega_2(\eta) = a(\eta)^2 \) the WKB solution for (5.1) reads

\[
\chi_p(\eta) \approx_N e^{-i(p(\eta-\eta_i))} \left\{ 1 + \sum_{n \geq 1} (i p)^{-n} s_n(\eta) \right\}, \quad \partial_\eta s_n = \partial_\eta s_{n-1} + \frac{1}{2} \partial_\eta^2 s_{n-1}, \quad \partial_\eta s_0 = - 1/2 \frac{\partial_\eta^2 a}{a}. \tag{5.3}
\]

For the modulus square this gives \( 2p|\chi_p(\eta)|^2 \approx_N 1 + p^{-2} \partial_\eta^2 a/(2a) + O(p^{-2}) \), see (5.6). Heuristically, the WBK approximation is expected to be good in the regime opposite to (5.2), i.e. whenever the wave length \( 1/p \) of the mode is uniformly much smaller than the comoving Hubble distance \( a/\partial_\eta a \), entailing \( \partial_\eta^2 a/a \ll 2p^2 \). Again, simply replacing \( a(\eta) \) by \( z(\eta) \) gives the corresponding result for the scalar perturbations.

The quantity of interest is the power spectrum at the time of seed formation \( \eta_s \). Per tensor mode it is defined by

\[
P_\chi(p) := \lim_{\eta \to \eta_s} \frac{p^3}{2\pi^2} \frac{|\chi_p(\eta)|^2}{a(\eta)^2}, \tag{5.4}
\]

and similarly with \( \chi \) replacing \( a \) for the scalar perturbations. The time \( \eta_s \) is often identified with the Hubble crossing time \( \eta_p \), defined by \( (\partial_\eta a/a)(\eta_p) = p \). This lies in the crossover region of the \( (\eta, p) \) plane not directly accessible via the small or large momentum expansions. A nearly scale invariant power spectrum is one where \( P_\chi(p) \propto p^{-2\epsilon} \) for a small positive coefficient \( \epsilon > 0 \). As indicated, the power spectrum also depends on the choice
of solution \( \chi_p \). The principles of QFT in curved spacetime require its large momentum behavior to be constrained by the Hadamard property. A necessary but by no means sufficient condition for a solution to be Hadamard is that it approaches a positive frequency wave for \( p \to \infty \). The low momentum behavior is somewhat constrained along the lines discussed at the end of Section 3. In the present context, an additional constraint arises from the requirement that \( p^2|\chi_p(\eta)|^2/a(\eta)^2 \) is approximately scale invariant in the crossover region of the \((\eta,p)\) plane.

The SLE have been shown to meet the first two criteria. Here we explore the satisfiability of the last requirement. We first note the low and high momentum behavior by appealing to the results from Sections 3.2 and 4.2. For the low momentum expansion the formulas (3.27), (3.28), (3.29) require as input the directly transcribed massless commutator function \( \Delta_0(\eta, \eta') = \int_0^\eta ds a(s)^{-2} \). It solves \((a(\eta)^2 \partial_\eta)^2 \Delta_0(\eta, \eta') = 0\), where the field redefinition is not yet taken into account. (The latter generates an effective mass term and the computation would have to proceed differently). This leads to

\[
|\chi_{SLE}^\text{SLE}(\eta)|^2 / a(\eta)^2 = \bar{a} + O(p), \quad \bar{a} = \frac{\int d\eta a(\eta)^{-4} f_{\text{conf}}(\eta)^2}{\int d\eta f_{\text{conf}}(\eta)^2},
\]

and similarly for \( z \) replacing \( a \). For large momentum the modulus square has the generic WKB asymptotics

\[
|\chi_p^{\text{SLE}}(\eta)|^2 / a(\eta)^2 \approx \frac{1}{2pa(\eta)^2} \left\{ 1 + \frac{1}{2p^2} \frac{\partial^2 a}{a} + O\left( \frac{1}{p^4} \right) \right\},
\]

and similarly for \( z \) replacing \( a \). As usual, the cross-over region needed for the power spectrum is not directly accessible via these expansions.

### 5.2 A model with pre-inflationary SLE

To proceed, we consider an analytically soluble model, adopted from [31], where the seed formation time \( \eta_* \) is \( p \)-independent and coincides with the end of a deSitter period. The deSitter period is preceded by one with kinetic energy domination. Computations of the power spectrum where a positive frequency solution in a pre-inflationary era is matched to a solution corresponding to accelerated expansion have been considered in [31, 32, 33, 34, 35].

Following [31], we use conformal time \( \eta \) and consider an instantaneous transition between a kinetic dominated pre-inflationary period and de Sitter expansion. The scale factor reads

\[
a(\eta) = \begin{cases} 
\sqrt{1+2H\eta}, & \eta \in (-\frac{1}{2H},0), \\
\frac{1}{1-H\eta}, & \eta \in [0,\frac{1}{H}),
\end{cases}
\]
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with the transition occurring at $\eta_1 = 0$, and $H$ denoting the (physical) Hubble parameter during inflation. The time of seed formation is $\eta_* = 1/H$ and the price to pay for the analytic solubility is the formal pole in the line element.

As seen in Section 2 the modulus square of an SLE solution is strictly independent of the choice of fiducial solution. We are thus free to choose a convenient one, $S_p(\eta) = \chi_p(\eta)/a(\eta)$, in the process of evaluating $|\chi_p^{\text{SLE}}(\eta)/a(\eta)|^2$ for a given window function $f \in C_c^\infty(-1/(2H), 1/H)$. A useful choice adhering to the traditional Bunch-Davies solution during the deSitter period is

$$S_p(\eta) = \begin{cases} \alpha_p S_p^{\text{kin}}(\eta) + \beta_p S_p^{\text{kin}}(\eta)^*, & -\frac{1}{2H} < \eta \leq 0, \\ S_p^{\text{BD}}(\eta), & 0 \leq \eta < \frac{1}{H}, \end{cases}$$

(5.8)

where

$$S_p^{\text{kin}}(\eta) := \sqrt{\frac{\pi}{8H}} H_0^{(2)} \left( \frac{p \eta + \frac{p}{2H}}{1 - \frac{1}{H \eta}} \right),$$

$$S_p^{\text{BD}}(\eta) := e^{-ip(\eta - \frac{1}{H})} \left( 1 + iH \frac{1}{p} \frac{1}{1 - \frac{1}{H \eta}} \right),$$

(5.9)

are solutions of (5.1) in their respective regimes. The matching coefficients $\alpha_p, \beta_p$ are determined by demanding continuity of $S_p$ and $\partial_\eta S_p$ at the transition,

$$\alpha_p = e^{ip/H} \sqrt{\frac{\pi p}{16H}} \left[ H_0^{(1)} \left( \frac{p}{2H} \right) - \left( \frac{1}{H} - i \right) H_1^{(1)} \left( \frac{p}{2H} \right) \right],$$

$$\beta_p = e^{ip/H} \sqrt{\frac{\pi p}{16H}} \left[ -H_0^{(2)} \left( \frac{p}{2H} \right) + \left( \frac{1}{H} - i \right) H_1^{(2)} \left( \frac{p}{2H} \right) \right],$$

(5.10)

with $|\alpha_p|^2 - |\beta_p|^2 = 1$ from the Wronskian condition.

This fiducial solution enters the SLE parameters $c_1, c_2$ and $\lambda_p, \mu_p$ from Section 2.1. The advantage of the choice (5.8) is that it leads to a relatively simple expression for the power spectrum in terms of the (numerically computed) SLE parameters $c_1$ and $c_2$. The SLE solution will however not be of the Bunch-Davies type during the deSitter period,

$$\frac{\chi_p^{\text{SLE}}(\eta)}{a(\eta)} = \lambda_p S_p^{\text{BD}}(\eta) + \mu_p S_p^{\text{BD}}(\eta)^*.$$

(5.11)

For $\eta_* = 1/H$ the SLE’s power spectrum (5.4) is given by

$$P_{\chi^{\text{SLE}}}(p) = \frac{H^2}{(2\pi)^2} |\lambda_p - \mu_p|^2 = \frac{H^2}{(2\pi)^2} \frac{c_1 + \Re c_2}{\sqrt{c_1^2 - |c_2|^2}}.$$

(5.12)
Here
\begin{align*}
c_1 &= \frac{1}{2} \int d\eta f(\eta)^2 a(\eta)^2 \left\{ |\partial_\eta S_p(\eta)|^2 + p^2 |S_p(\eta)|^2 \right\}, \\
c_2 &= \frac{1}{2} \int d\eta f(\eta)^2 a(\eta)^2 \left\{ (\partial_\eta S_p(\eta))^2 + p^2 S_p(\eta)^2 \right\},
\end{align*}
are determined by (5.8). With some slight caveats it follows from the earlier results that the right hand side is indeed a Bogoliubov invariant: by (2.72) this holds for $\sqrt{c_1^2 - |c_2|^2}$ and since $\lim_{\eta \to 1/H} S_p^{\text{BD}}(\eta_0) = iH/\sqrt{2p^2}$ one can interpret the first line of (2.71) as $\lim_{\eta \to 1/H} J_p(\eta_0) = (H^2/p^3)(c_1 + 3c_2)$. Further, the relation (5.5) immediately suggests the low momentum asymptotics, while (5.6) in combination with $\lim_{\eta \to 1/H} a(\eta)^{-2} = 0$, $\lim_{\eta \to 1/H} a(\eta)^{-3} \partial^2_\eta a = 2H^2$, suggests $\lim_{\eta \to 1/H} |\chi_p^{\text{SLE}}(\eta)/a(\eta)|^2 = H^2/(2p^3) + O(p^{-5})$ for large $p$. The caveats are: that $\eta = 1/H$ lies at the boundary of the interval $[0, 1/H)$, that the line element (5.7) has a pole there, and that the window function may not have support in the deSitter phase only. We therefore present a more careful analysis of the small and large momentum behavior of $P_\lambda^{\text{SLE}}(p)$, allowing for a generic window function with support in both the kinetic dominated and the deSitter period, thereby demonstrating that the above conclusions are indeed valid.

**Proposition 5.1.** Let $f \in C^\infty_c (-\frac{1}{2\pi}, \frac{1}{\pi})$ be a window function for (5.13). Then

(a) $P_\lambda^{\text{SLE}}(p) = \frac{H^2}{(2\pi)^2} + O(p^{-2})$ as $p \to \infty$.

(b) $P_\lambda^{\text{SLE}}(p) = p^2 \frac{\bar{a}}{(2\pi)^2} + O(p^4)$ as $p \to 0$.

**Proof.**

(a) The large $p$ asymptotics are conveniently analyzed in terms of (5.12), where the $\lambda_p, \mu_p$ coefficients refer to (5.8), (5.9), (5.10) as the fiducial solution for the SLE construction.

As the window function $f$ is allowed to have support both in the kinetic dominated and de Sitter periods, it is convenient to split the integrations in (5.13)

\begin{align*}
c_1 &= c_1^- + c_1^+ \quad \text{and} \quad c_2 = c_2^- + c_2^+,
\end{align*}
with the $<$ ($>$) denoting the contribution from the kinetic dominated (de Sitter) regime. This takes into account the distinct forms of our fiducial solution (5.8) in the respective regimes. We may readily read off

\begin{align*}
c_1^- &= \frac{p}{2} \int_0^\pi d\eta f(\eta)^2 a(\eta)^2 (1 - H\eta)^2 + \frac{1}{2} \frac{H^2}{2p} \int_0^\pi d\eta f(\eta)^2 a(\eta)^2, \\
c_2^- &= \frac{1}{2} \int_0^\pi d\eta f(\eta)^2 a(\eta)^2 e^{-2i\eta(\eta - \frac{1}{2})} \left[ iH - iH^2\eta - \frac{H^2}{2p} \right].
\end{align*}

\[49\]
For the analysis of the $c_1^\ast$, $c_2^\ast$ terms, it will prove helpful to define
\[
\tilde{c}_1 := \frac{1}{2} \int_{-\pi/\pi}^{0} d\eta f(\eta)^2 a(\eta)^2 \left\{ |\partial_\eta c^\text{kin}_p(\eta)|^2 + p^2 |c^\text{kin}_p(\eta)|^2 \right\},
\]
\[
\tilde{c}_2 := \frac{1}{2} \int_{-\pi/\pi}^{0} d\eta f(\eta)^2 a(\eta)^2 \left\{ (\partial_\eta c^\text{kin}_p(\eta))^2 + p^2 |c^\text{kin}_p(\eta)|^2 \right\},
\]
\underline{(5.16)}

in terms of which we may express
\[
c_1^\ast = (|\alpha_p|^2 + |\beta_p|^2)\tilde{c}_1 + 2\Re[\alpha_p\beta_p^* \tilde{c}_2],
\]
\[
c_2^\ast = \alpha_p^2 \tilde{c}_2 + \beta_p^2 \tilde{c}_1^2 + 2\alpha_p\beta_p \tilde{c}_1.
\]
\underline{(5.17)}
The $e^{-2ip(\eta+\frac{i}{\pi})}$ term in the integrand of $c_2^\ast$ entails that $c_2^\ast \sim O(p^{-n})$ for any $n \in \mathbb{N}$ as $p \to \infty$. Hence, $c_2^\ast$ is negligible compared to $c_1^\ast$, for large enough $p$. Next, in order to understand the asymptotic behavior of (5.16), (5.17), it is sufficient to consider the leading asymptotic behavior of $S^\text{kin}_p(\eta)$ as $p \to \infty$,
\[
S^\text{kin}_p(\eta) \sim \frac{1}{\sqrt{4H\pi}} \left( \eta + \frac{1}{2H} \right)^{-\frac{1}{2}} e^{-ip(\eta+\frac{i}{\pi})} + i\pi/4 \left( 1 + O(p^{-1}) \right),
\]
leading to
\[
\tilde{c}_1 \sim \frac{p}{2} \int_{-\pi/\pi}^{0} d\eta f(\eta)^2,
\]
\[
\tilde{c}_2 \sim \frac{1}{2} \int_{-\pi/\pi}^{0} d\eta f(\eta)^2 a(\eta)^2 e^{-2ip(\eta+\frac{i}{\pi})} \left[ \frac{H}{(1 + 2H\eta)^2} - \frac{iH}{2p(1 + 2H\eta)^3} \right] (1 + O(p^{-1})).
\]

As before, the presence of the $e^{-2ip(\eta+\frac{i}{\pi})}$ entails that $\tilde{c}_2 \ll \tilde{c}_1$ as $p \to \infty$.

Using (5.17) to express $|c_2|^2/c_1^2$ in terms of $c_1^\ast$, $c_2^\ast$, $\tilde{c}_1$, $\tilde{c}_2$, we may disregard relative contributions of $c_2^\ast$, $\tilde{c}_2$ to $|c_2|^2/c_1^2$, and find
\[
|c_2|^2 = 4|\beta_p|^2(1 + |\beta_p|^2)c_1^2,
\]
\[
c_1^2 = (\tilde{c}_1 + c_1^\ast)^2 + 4|\beta_p|^2[(1 + |\beta_p|^2)c_1^2 + |\beta_p|^2\tilde{c}_1^2],
\]
\underline{(5.20)}

where we have used the fact that $|\alpha_p|^2 - |\beta_p|^2 = 1$ to write $\alpha_p$ in terms of $\beta_p$. Examining (5.15) and (5.19), it is clear that $\tilde{c}_1$ and $c_1^\ast$ have the same leading large $p$ behavior, and from (5.10) it follows that $|\beta_p|^2 \sim \frac{9H^4}{16p^4} + O(p^{-6})$. Thus we use (5.20) to estimate
\[
\frac{|c_2|^2}{c_1^2} \sim O(p^{-4}).
\]
\underline{(5.21)}

Since
\[
\mu_p = \frac{1}{\sqrt{2}} \sqrt{\frac{1}{1 - \frac{|c_2|^2}{c_1^2}}} - 1, \quad |\lambda_p| = \sqrt{1 + \mu_p^2},
\]
\underline{(5.22)
this establishes part (a) of Proposition 5.1.

(b) The main obstruction to using (5.5) to infer the result is that the limit \( \eta \to 1/H \) of the small \( p \) SLE expansion is not a-priori well-defined. We remove this obstruction by a small modification of Proposition 3.1.

In both the kinetic dominated and deSitter regimes, the mode equation reads \( S''_p(\eta) + 2a^2 S'_p(\eta) + p^2 S_p(\eta) = 0 \). Consistent with (5.2) we choose the following solution for the \( p = 0 \) equation

\[
S_0(\eta) = \begin{cases} 
\frac{1}{\sqrt{2}} \left[ \frac{\ln(1+2H\eta)}{2H} - \frac{1}{3H} + i \right], & \text{kinetic domination}, \\
\frac{1}{\sqrt{2}} \left[ -\frac{1}{3H} (1-H\eta)^3 + i \right], & \text{deSitter}.
\end{cases}
\]  

(5.23)

Both cases satisfy \( \partial_\eta S_0 S_0^* - S_0 \partial_\eta S_0^*(\eta) = -ia(\eta)^{-2} \), as well as

\[
\lim_{\eta \to 1/H} S_0(\eta) = \frac{i}{\sqrt{2}} \quad \text{and} \quad \lim_{\eta \to 1/H} \partial_\eta S_0(\eta) = 0.
\]  

(5.24)

This shows that \( S_0 \) extends uniquely to a continuous function on \((-1/(2H), 1/H]\).

Choosing some \( 0 < \eta_i < 1/H \) such that \( \text{supp } f \subset [\eta_i, 1/H] \), it clear that a solution of the integral equation

\[
S(\eta) = S_0(\eta) - p^2 \int_{\eta_i}^{1/H} K(\eta, \eta') S(\eta') d\eta',
\]

\[
K(\eta, \eta') = i\theta(\eta - \eta') S_0(\eta) S_0^*(\eta') + \theta(\eta' - \eta) S_0(\eta)^* S_0(\eta'),
\]  

(5.25)

is a solution of the mode equation on \((\eta_i, 1/H]\). Since \( S_0 \) extends to a \( C^1 \) function on the closed interval \([\eta_i, 1/H] \), the proof of Proposition 3.1 carries over on the Banach space \((C([\eta_i, 1/H], \mathbb{C}^2), \|\cdot\|_{\sup})\).

Hence we have a convergent series \( S_p(\eta) = \sum_{n=0}^{\infty} p^{2n} S_n(\eta) \), which we take as the fiducial solution for the SLE in the small \( p \) regime. This then has a well-defined limit as \( \eta \to 1/H \), namely

\[
\lim_{\eta \to 1/H} T_p^{\text{SLE}}(\eta) = \lambda_p \lim_{\eta \to 1/H} S_p(\eta) + \mu_p \lim_{\eta \to 1/H} S_p(\eta)^* = \lambda_p S_p(1/H) + \mu_p S_p(1/H)^*.
\]  

(5.26)

Both \( p^{1/2} \lambda_p \) and \( p^{1/2} \mu_p \) admit convergent power series expansions as in (3.33), leading to

\[
|T_p^{\text{SLE}}(1/H)| = \frac{\bar{a}}{2p} + O(p),
\]  

(5.27)

which proves part (b). \( \square \)
The proposition provides an analytical description of the power spectrum's small and large momentum behavior. For intermediate momenta we evaluate \( \chi_{\text{SLE}}^{\eta}(\eta) \) numerically. For the numerical implementation a choice of window function in \( C^{\infty}_{c}(-\frac{1}{2H}, \frac{1}{H}) \) enters. A useful one-parametric family arises as follows. From the standard smoothened step function

\[
h(y) := \begin{cases} 
0 & y \leq 0, \\
\frac{e^{-1/y}}{e^{-1/y} + e^{-1/(1-y)}} & 0 < y < 1, \\
1 & y \geq 1,
\end{cases}
\]  

(5.28)

we define the bump function of width \( 1 + w \) centered at the origin,

\[
bump(y, w) := 1 - h\left(\frac{y^2 - w^2}{(w + 1)^2 - w^2}\right),
\]  

(5.29)

where \( w \) is the ratio of “plateau” of the bump to the “walls” of the bump. Finally we define

\[
F(\eta, \eta_1, \eta_2; w) := bump\left(\frac{\eta - (\eta_1 + \eta_2)}{\eta_1 + \eta_2}, w\right),
\]  

(5.30)

a positive smoothened “top hat” function centered at \( \frac{\eta_1 + \eta_2}{2} \). Here \( \eta_1 < \eta_2 \) are the “ends” of the hat, specifying the cosmological period over which \( F = (f_{\text{cosm}})^2 \) has support. The results of the power spectrum for various values of \( \eta_1, \eta_2 \) and \( w = 0.5 \) are shown in the following figure

![Figure 1: Power spectrum for a primordial SLE and window function (5.30) with support in \([-0.3, 0.5]/H\). The insert shows in red the comparison with a situation where the window function has support in the pre-inflationary period \([-0.3, 0]/H\) only.](image-url)
6. Conclusions

The States of Low Energy (SLE) were introduced as Hadamard states [5] on generic Friedmann-Lemaître spacetimes with a physically appealing defining property. Here we showed that SLE have several bonus properties which make them mathematically and physically even more attractive. These bonus properties (a) – (e) have been listed in the introduction and need not be repeated here. Instead, we comment on some extensions and future directions.

As seen, the minimization over initial data results in an instructive alternative expression for the SLE solution solely in terms of the commutator function. A minimization over boundary data would likewise be relevant and occurs naturally when placing the basic wave equation into the setting of a regular Sturm-Liouville problem. Taking advantage of the literature on non-regular Sturm-Liouville problems might allow one to extend the SLE construction systematically to situations where the coefficient functions become singular within the interval considered. Covering the big bang singularity is of prime interest, but other singular points may be worthwhile treating as well, as the model from Section 5 illustrates.

The computation of the power spectrum requires access to the cross-over regime in the (time, momentum) plane. Ideally, one would be able to treat also the cross-over regime analytically by a suitable expansion. Physicewise one would want to treat fully realistic cosmic evolutions where a pre-inflationary SLE replaces the positive frequency Hankel functions [32, 34, 35] and to propagate the resulting primordial power spectrum to the actual CMB.

Finally, it would be desirable to have a streamlined proof of the Hadamard property directly for SLE and including the massless case. The adiabatic vacua are a time-honored conduit and should be replaceable by more directly controllable WKB results for the large momentum regime, see e.g. [17].
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