Weak Solutions to the Equations of Stationary Compressible Flows in Active Liquid Crystals
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Abstract. The equations of stationary compressible flows of active liquid crystals are considered in a bounded three-dimensional domain. The system consists of the stationary Navier-Stokes equations coupled with the equation of Q-tensors and the equation of the active particles. The existence of weak solutions to the stationary problem is established through a two-level approximation scheme, compactness estimates and weak convergence arguments. Novel techniques are developed to overcome the difficulties due to the lower regularity of stationary solutions, a Moser-type iteration is used to deal with the strong coupling of active particles and fluids, and some weighted estimates on the energy functions are achieved so that the weak solutions can be constructed for all values of the adiabatic exponent $\gamma > 1$.
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1 Introduction

Active hydrodynamics refer to dynamical systems that are continuously driven out of equilibrium state by injected energy effects on small scales and exhibit collective phenomenon on a large scale, for example, bacterial colonies, motor proteins, and living cells [2, 24, 25]. Active systems have natural analogies with nematic liquid crystals because the particles exhibit a orientational ordering at a high concentration due to the collective motion. In comparison with the passive nematic liquid crystals, the system of active hydrodynamics is usually unstable and has novel characteristics such as low Reynolds numbers and very different spatial and temporal patterns [15,34]. We refer the readers to [5,15,18,25,29,33,34] and their references for the physical background, applications and modeling of active hydrodynamics. Theoretical studies on active liquid crystals are relatively new and have attracted a lot of attention in recent years. For example, the evolutionary incompressible flows of active liquid crystals were studied in [6, 19] and the evolutionary compressible flows were investigated in [7,32]. In this paper we are concerned with the stationary compressible flows of active liquid crystals, described by the following equations in a bounded domain $\Omega \subset \mathbb{R}^3$:

\[
\begin{align*}
\text{div}(\rho u) &= 0, \quad (1.1a) \\
\mathbf{u} \cdot \nabla c - \Delta c &= g_1, \quad (1.1b) \\
\text{div}(\rho \mathbf{u} \otimes \mathbf{u}) + \nabla \rho^\gamma - \text{div}(S_{ns}(\nabla \mathbf{u}) + S_1(Q) + S_2(c,Q)) &= \rho g_2, \quad (1.1c) \\
\mathbf{u} \cdot \nabla Q + Q\Omega - \Omega Q + c_+Q\text{tr}(Q^2) + \frac{(c-c_+)}{2}Q \\
- b\left(Q^2 - \frac{1}{3}\text{tr}(Q^2)I\right) - \Delta Q &= g_3, \quad (1.1d)
\end{align*}
\]

where $\rho, c, \mathbf{u}$ denote the total density, the concentration of active particles, and the velocity field, respectively; the nematic tensor order parameter $Q$ is a traceless and symmetric $3 \times 3$ matrix, $\rho^\gamma$ is the pressure with adiabatic exponent $\gamma > 1$, and the functions $g_i, i=1,2,3$ are given external force terms. We denote the Navier-Stokes stress tensor by

\[
S_{ns}(\nabla \mathbf{u}) = \mu (\nabla \mathbf{u} + (\nabla \mathbf{u})^\top) + \lambda \text{div}\mathbf{u}I,
\]

where $(\nabla \mathbf{u})^\top$ denotes the transpose of $\nabla \mathbf{u}$, $I$ is the identity matrix, and the constants $\mu, \lambda$ are viscous coefficients satisfying the following physical requirement:

\[
\mu > 0, \quad \mu + 3\lambda \geq 0.
\]
In (1.1), \( \Omega = (\nabla u - (\nabla u)^\top) / 2 \), and the additional stress tensors are
\[
S_1(Q) = -\nabla Q \odot \nabla Q + \frac{1}{2} |\nabla Q|^2 I + \frac{1}{2} \left(1 + \frac{c_\ast}{2} \text{tr}(Q^2)\right) \text{tr}(Q^2) I, \\
S_2(c, Q) = Q \triangle Q - \triangle QQ + \sigma_\ast c^2 Q,
\]
where \( c_\ast > 0 \) and \( \sigma_\ast \in \mathbb{R} \) are given constants. The corresponding evolutionary equations of compressible active liquid crystal flows can be found in [7]. The Eqs. (1.1) can be regarded as the stationary version of the evolutionary equations in [7] through the time-discretization and play an important role in the long-time behavior of active hydrodynamics. However, the mathematical analysis of the stationary Eqs. (1.1) remains open. The aim of this paper is to construct the weak solutions to the stationary equations (1.1) subject to the following structural conditions:
\[
u = 0, \quad \frac{\partial c}{\partial n} = 0, \quad \frac{\partial Q}{\partial n} = 0 \quad \text{on} \quad \partial \mathcal{O},
\]
and
\[
\int_{\mathcal{O}} \rho(x) dx = m_1 > 0, \quad \int_{\mathcal{O}} c(x) dx = m_2 > 0,
\]
where \( n \) denotes the outward unit normal vector of the boundary \( \partial \mathcal{O} \), \( m_1 \) and \( m_2 \) are given constants. We remark that the two conditions on the total mass and the total active particles in (1.7) guarantee that the density function \( \rho \) and the particle concentration \( c \) are uniquely determined. For the modeling and analysis of the \( Q \)-tensor systems of nematic liquid crystals we refer the readers to [3, 4, 9, 16, 22, 36] and references therein.

We now introduce some notation that will be frequently used throughout this article. For given symmetric matrices \( A = (a_{ij})_{3 \times 3} \) and \( B = (b_{ij})_{3 \times 3} \), denote
\[
\text{tr}(AB) = A : B = \sum_{i,j=1}^{3} a_{ij} b_{ij}, \quad \text{tr}(A^2) = |A|^2,
\]
and
\[
S_0^3 := \{ A = (a_{ij})_{3 \times 3} : a_{ij} = a_{ji}, \text{tr}(A) = 0 \}.
\]
For two vectors \( a, b \in \mathbb{R}^3 \), denote \( a \cdot b = \sum_{i=1}^{3} a_i b_i \) and \( a \otimes b = (a_i b_j)_{3 \times 3} \). Denote the Sobolev spaces (cf. [1]) by
\[
W^{k,p} = W^{k,p}(\mathcal{O}), \quad L^p = W^{0,p}, \quad H^k = W^{k,2}, \quad p \in [1, \infty], \quad k \in \mathbb{N}_+.
\]
Additionally, we use \( W^{k,p}(\mathcal{O}, \mathbb{R}^3) \) and \( W^{k,p}(\mathcal{O}, S_0^3) \) for the Sobolev spaces valued in \( \mathbb{R}^3 \) and \( S_0^3 \), respectively. We denote by \( |\mathcal{O}| \) the measure of the domain \( \mathcal{O} \), and write \( \int_{\mathcal{O}} f(x) dx \) as \( \int f \) for simplicity of notation.
We shall establish the existence of weak solutions to the problem (1.1)-(1.7) defined as follows.

**Definition 1.1.** The function \((\rho, c, u, Q)\) is called a weak solution to the boundary-value problem (1.1)-(1.7) if there is some exponent \(p > 3/2\) such that
\[
\rho \geq 0, \quad c \geq 0 \quad \text{a.e. in } \mathcal{O},
\]
\[
\rho \in L^p(\mathcal{O}), \quad c \in H^2(\mathcal{O}), \quad u \in H_0^1(\mathcal{O}, \mathbb{R}^3), \quad Q \in H^2(\mathcal{O}, S_0^3),
\]
satisfying the following properties:

(i) The Eqs. (1.1) are satisfied in the sense of distributions, (1.6) holds true in the trace sense, (1.7) holds true for given \(m_1 > 0\) and \(m_2 > 0\).

(ii) The Eq. (1.1a) is satisfied in the sense of renormalized solutions, i.e., if \((\rho, u)\) is extended by zero outside \(\mathcal{O}\), then
\[
\text{div}(b(\rho)u) + (b'(\rho)\rho - b(\rho))\text{div}u = 0, \quad D'(\mathbb{R}^3),
\]
where \(b \in C^1([0, \infty))\) with \(b'(z) = 0\) if \(z\) is large.

(iii) The Eqs. (1.1b) and (1.1d) are satisfied almost everywhere in \(\mathcal{O}\).

We are ready to state our main result.

**Theorem 1.1.** Let \(\mathcal{O} \subset \mathbb{R}^3\) be a bounded domain with smooth boundary. Assume that the adiabatic exponent \(\gamma > 1\), the constants \(m_1 > 0\) and \(m_2 > 0\), and the functions
\[
g_1 \in L^\infty(\mathcal{O}), \quad g_2 \in L^\infty(\mathcal{O}, \mathbb{R}^3), \quad g_3 \in L^\infty(\mathcal{O}, S_0^3)
\]
are given. Then there exists a small constant \(m_2\) that depends on \(m_1, c_*, c_\gamma, \mu, \lambda, \gamma, \|g_1\|_{L^\infty}, \|g_2\|_{L^\infty}, \|g_3\|_{L^\infty}\) and \(|\mathcal{O}|\), such that if
\[
m_2 \in (0, m_2],
\]
the problem (1.1)-(1.7) admits a solution \((\rho, c, u, Q)\) in the sense of Definition 1.1.

**Remark 1.1.** The smallness assumption (1.9) is a technical condition that is mainly used to overcome the strong nonlinearity caused by the concentration \(c\) of active particles.

**Remark 1.2.** In fact, Theorem 1.1 still holds true in the case when \(c\) is any positive constant (hence \(m_2 = c|\mathcal{O}|\)).
We shall prove Theorem 1.1 by constructing approximate solutions and a two-
level limiting procedure. The approximate solutions are constructed in light of
time-discretization technique from the evolutionary equations in \[7,30\], and the
limits are based on standard compactness theories developed in \[7,11,23,28\].
However, new difficulties arise due to the lower regularity of stationary solutions,
strong nonlinearity and complex coupling of active particles and fluids. In order
to make our ideas clear we comment on our approach and novelty below.

We begin in Section 2 with suitable linear equations to construct the approx-
mations of system (1.1). For a given function \(v\) in the set \(\{v \in W^{1,\infty}(\mathcal{O},\mathbb{R}^3), v = 0 \text{ on } \partial \mathcal{O}\}\), we impose the transport equation (1.1a) with the extra diffusion \(\varepsilon^2 \Delta \rho\) and obtain \(\rho = \rho[v,e]\) in Lemma 2.1. With the force term \(g_1\) given in (1.1b) we can solve \(c = c[v,e]\). Having \(\rho = \rho[v,e]\) and \(c = c[v,e]\) in hand, for a given \(v\) and a given function \(\tilde{Q}\) in the set \(\{\tilde{Q} \in W^{2,\infty}(\mathcal{O},\mathbb{R}^3), \partial \tilde{Q} / \partial n = 0 \text{ on } \partial \mathcal{O}\}\) we are able to construct the solution to a linear system of \(Q\) in terms of \(v\) and \(\tilde{Q}\). In the same manner, we consider the approximate momentum equations (2.8) and solve \(u = u[v,\tilde{Q},e]\). We should point out that the appearance of highest derivative of \(Q\) due to (1.5) re-
quires \(W^{3,p}\) regularity for \(Q\). Moreover, since \(\nabla \rho\) and \(g_3\) are only in \(L^\infty\), we adopt the ideas in \[8\] and use a global mollification technique such that the above ap-
proximation is smooth.

The approximate equations (3.1) come from the linear equations in Section 2
and will be solved using the Schaefer Fixed Point Theorem (cf. \[10\]). The approx-
imate solutions are constructed by a two-level approximation scheme involving
the artificial viscosity and artificial pressure. However, the strong nonlinearity in
the quantities

\[
\int c^2 Q : \nabla u \quad \text{and} \quad \int c u \cdot \nabla c
\]

causes new difficulties in closing the basic a priori estimates. To this end, we
explore a Moser-type iteration such that \(\|c\|_{L^\infty} \) can be bounded by \(\|c\|_{L^1} = m_2\),
and hence we are able to control the above mentioned nonlinear terms provided
that some small assumption on \(m_2\) is made. In this connection, we are allowed to
close the energy estimates to obtain the existence of approximate solutions, and
further improve the regularity of the solutions by a bootstrap argument.

Next we shall take the limit in the approximate solutions as first \(\varepsilon \to 0\) and then \(\delta \to 0\) through the weak convergence arguments. We remark that the nonlinear
coupling of \(c\) and \(Q\) in the momentum equation makes the limiting process much
more subtle. For example, for the integral quantity

\[
\int \left( Q_{\varepsilon}^{ik} \Delta Q_{\varepsilon}^{kj} - \Delta Q_{\varepsilon}^{ik} Q_{\varepsilon}^{kj} \right) \partial_i \phi \partial_j \Delta^{-1}(\rho_{\varepsilon}),
\]

would be necessary.
the $\epsilon$-limit is not obvious because both $\triangle Q^{kj}_\epsilon$ and $\partial_t\triangle^{-1}(\rho_\epsilon)$ are only weakly convergent. Fortunately, we can overcome the difficulty using the integration by parts as well as the symmetry of $Q$; see (4.36) for a detailed explanation.

One disadvantage for the stationary problem is that it has no useful information on the density other than $\|\rho\|_{L^1}$, which is very different from the evolutionary equations for which the higher regularity $\|\rho\|_{L^\gamma}$ with $\gamma > 1$ is available. As a consequence we have extra difficulties in taking $\delta$-limit procedure (especially if $\gamma > 1$ is close to 1). Taking account of the ideas in [13, 17, 20, 21], we use the refined weighted estimates on both pressure and kinetic energy functions. However, the involvement of $c$ and $Q$ makes the proof much more complex and delicate. We utilize different weighted functions in dealing with the boundary case and interior case, and finally succeed in obtaining the uniform estimates for all adiabatic exponent $\gamma > 1$ under the smallness assumption (1.9). This is different from our previous papers [20, 21] for Cahn-Hilliard/Navier-Stokes equations where the restriction $\gamma > 4/3$ seems to be critical because the pressure depends both on the density and the concentration. Once the Proposition 5.1 is obtained, we are able to use the standard compactness theories in [11, 23] to take $\delta$-limit and complete the proof of Theorem 1.1.

The rest of paper is organized as follows. In Section 2, we introduce some linear equations and their preliminary existence results that will be used in the construction of approximate solutions. In Section 3, we construct the approximate solutions by a two-level approximation scheme involving the artificial viscosity coefficient $\epsilon > 0$ and the parameter $\delta > 0$ in the artificial pressure, and prove the existence using the fixed point argument. In Section 4, we take the limit as $\epsilon \to 0$ of the approximate solutions for any fixed $\delta > 0$, and finally in Section 5 we take the limit as $\delta \to 0$ for the vanishing of the artificial pressure and conclude the existence of weak solutions.

2 Preliminary results on linear equations

In this section we present some linear equations, in preparation for constructing the approximate solutions to the problem (1.1)-(1.7) in (3.1) next section.

Define the following function spaces:

$$W^{1,\infty}_0(\mathcal{O},\mathbb{R}^3) := \left\{ v \in W^{1,\infty}(\mathcal{O},\mathbb{R}^3), v = 0 \text{ on } \partial \mathcal{O} \right\},$$

$$W^{2,\infty}_n(\mathcal{O},S^3_0) := \left\{ Q \in W^{2,\infty}(\mathcal{O},S^3_0), \frac{\partial Q}{\partial n} = 0 \text{ on } \partial \mathcal{O} \right\},$$

$$W := W^{1,\infty}_0(\mathcal{O},\mathbb{R}^3) \times W^{2,\infty}_n(\mathcal{O},S^3_0).$$
Now let \( \epsilon \in (0,1) \) and \( p \in (1,\infty) \) be fixed. Recall \( m_1 \) and \( m_2 \) defined in (1.7). The first lemma is for the solvability of a relaxed transport equation with dissipation from [28].

**Lemma 2.1** ([28, Proposition 4.29]). For any given \( \nu \in W_0^{1,\infty}(\Omega, \mathbb{R}^3) \), there exists a unique solution \( \rho = \rho[\nu] \in W^{2,p}(\Omega) \) to the following problem:

\[
\epsilon \rho + \text{div}(\rho \nu) = \epsilon^2 \Delta \rho + \frac{m_1}{|\Omega|}, \quad \frac{\partial \rho}{\partial n} = 0 \quad \text{on} \quad \partial \Omega, \quad (2.1)
\]

such that

\[
\epsilon^2 \int \nabla \rho \cdot \nabla \eta - \int \rho \nu \cdot \nabla \eta + \epsilon \int (\rho - \rho_0) \eta = 0, \quad \eta \in C^\infty(\Omega). \quad (2.2)
\]

Moreover,

\[
\rho \geq 0 \quad \text{a.e. in} \quad \Omega, \quad \|\rho\|_{L^1} = m_1, \quad \|\rho\|_{W^{2,p}} \leq C(\epsilon, p, m_1, \Omega, \|\nu\|_{W^{1,\infty}}). \quad (2.3)
\]

**Lemma 2.2.** For any given \( g_1 \in L^\infty(\Omega) \) and \( \nu \in W_0^{1,\infty}(\Omega, \mathbb{R}^3) \), the following problem:

\[
v \cdot \nabla c = \Delta c + g_1, \quad \int c = m_2, \quad \frac{\partial c}{\partial n} = 0 \quad \text{on} \quad \partial \Omega \quad (2.4)
\]

has a unique nonnegative solution \( c = c[\nu] \in W^{2,p}(\Omega) \).

**Proof.** Consider the approximate equation

\[
\alpha c + \nu \cdot \nabla c = \Delta c + g_1 + \alpha \frac{m_2}{|\Omega|}, \quad \alpha \in (0,1). \quad (2.5)
\]

Following the proof of [28, Proposition 4.29], we see that (2.5) has a solution \( c_\alpha = c_\alpha(\nu) \in W^{2,p}(\Omega), 1 < p < \infty \), satisfying

\[
c_\alpha \geq 0 \quad \text{a.e.} \quad \Omega, \quad \|c_\alpha\|_{L^1} = m_2, \quad \|c_\alpha\|_{W^{2,p}} \leq C(p, m_2, \Omega, \|\nu\|_{W^{1,\infty}}).
\]

Then, taking the limit \( \alpha \to 0^+ \), we complete the proof. \( \square \)

The following two lemmas can be obtained from the elliptic theory (see [14]).

**Lemma 2.3.** For any given \((v, \tilde{Q}) \in W\), the following problem:

\[
\begin{align*}
\Delta Q - \epsilon Q &= F^1(v, \tilde{Q}) := v \cdot \nabla \tilde{Q} + \frac{(c-c_*)}{2} \tilde{Q} \\
&\quad + c_\alpha \text{tr}(Q^2) - b \left( Q^2 - \frac{1}{3} \text{tr}(Q^2) \mathbb{I} \right) \\
&\quad + \tilde{Q}(\bar{\Omega}) - \langle \bar{\Omega} \rangle \tilde{Q} - \langle g_3 \rangle, \\
\frac{\partial Q}{\partial n} &= 0 \quad \text{on} \quad \partial \Omega
\end{align*}
\quad (2.6)
\]
has a unique solution $Q = Q[v, \tilde{Q}]$ satisfying
\[ \|Q\|_{W^{3,p}} \leq C\|F^1\|_{W^{1,p}} < \infty, \]  
(2.7)
where $c = c[v]$ is solved in Lemma 2.2, and $\langle \Omega \rangle = \langle \nabla v \rangle - (\langle \nabla v \rangle)^\top$ with $\langle f \rangle$ being a smooth approximation of function $f$ globally in $\mathcal{O}$.

**Remark 2.1.** We use the smooth approximations $\langle \Omega \rangle$ and $\langle g_3 \rangle$ to guarantee that $F^1$ belongs to $W^{1,p}$. Such approximations can be obtained through the global mollification $\langle f \rangle = \eta_\epsilon * f$ with $\eta_\epsilon$ the Friedrichs mollifier (see e.g., [10]). Due to the Neumann boundary condition, we impose $\epsilon Q$ to guarantee that the values of function $Q$ is uniquely determined.

**Lemma 2.4.** For any given $(v, \tilde{Q}) \in \mathcal{W}$, the following problem:
\[
\begin{cases}
\text{div}_s(\nabla u) = F^2(v, \tilde{Q}) \\
:= \epsilon \rho v + \text{div}(\rho v \otimes v) + \nabla(\delta \rho^4 + \rho^\gamma) + \epsilon^2 \nabla \rho \cdot \nabla v \\
- \text{div} \left( -\nabla Q \otimes \nabla Q + \frac{1}{2} |\nabla Q|^2 \mathbb{I} + \frac{1}{2} \text{tr}(Q^2) \mathbb{I} + \frac{c_4}{4} (\text{tr}(Q^2))^2 \mathbb{I} \right) \\
u = 0 \quad \text{on} \quad \partial \mathcal{O}
\end{cases}
\]  
(2.8)
has a unique solution $u = u[v, \tilde{Q}]$ satisfying
\[ \|u\|_{W^{2,p}} \leq C\|F^2\|_{L^p} < \infty, \]  
(2.9)
where both $\epsilon \in (0, 1)$ and $\delta \in (0, 1)$ are fixed constants; $\rho = \rho[v]$, $c = c[v]$ and $Q = Q[v, \tilde{Q}]$ are determined in Lemmas 2.1-2.3.

**Remark 2.2.** The artificial pressure $\delta \rho^4$ is used to improve the integrability of density, which will be used in subsequent analysis.

3 **Approximate solutions**

In this section we construct the approximate solutions to the problem (1.1)-(1.7). Have the existence results for the linearized problems in Lemmas 2.1-2.4, we con-
Consider the following nonlinear approximate system:

\[
\begin{align*}
\partial_t \rho + \nabla (\rho u) &= \epsilon^2 \Delta \rho + \epsilon \rho_0, \\
\nabla c &= \Delta c + g_1, \\
\nabla S_{ns} (\nabla u) &= F^1 (u, Q), \\
\Delta Q &= \epsilon Q + F^2 (u, Q), \\
\frac{\partial \rho}{\partial n} &= 0, \quad \nabla \cdot u = 0, \quad \frac{\partial c}{\partial n} = 0, \quad \frac{\partial Q}{\partial n} = 0 \quad \text{on } \partial \Omega, \\
\int \rho &= m_1, \quad \int c = m_2,
\end{align*}
\]  

where \( \rho_0 = m_1 / |\Omega| \), the functions \( F^1 \) and \( F^2 \) are taken from (2.6) and (2.8) respectively.

The theorem below states the existence of solutions to problem (3.1).

**Theorem 3.1.** Assume that (1.8) holds true and \( \epsilon \) is sufficiently small. Then there is a small constant \( m_2 \) depending on \( m_1, c^*, \mu, \gamma, \delta, |\Omega|, \|g_1\|_{L^\infty}, \|g_2\|_{L^\infty}, \|g_3\|_{L^\infty} \) such that if \( m_2 \leq m_2 \), the problem (3.1) admits a solution \( (\rho, c, u, Q) \) satisfying, for any \( p \in (1, \infty) \),

\[
0 \leq \rho \in W^{2,p} (\Omega), \quad \|\rho\|_{L^1 (\Omega)} = m_1, \\
0 \leq c \in W^{2,p} (\Omega), \quad \|c\|_{L^1 (\Omega)} = m_2, \\
u \in W^{2,p} (\Omega, \mathbb{R}^3), \quad Q \in W^{3,p} (\Omega, S^3_0).
\]

**Proof:** The proof is based on the Schaefer Fixed Point Theorem (see, e.g., [10, Chapter 9, Theorem 4]).

Thanks to Lemmas 2.1-2.4, for any given \( (v, \bar{Q}) \in \mathcal{W} \), we have

\[
(u, Q) = A (v, \bar{Q}) := (u [v, \bar{Q}], Q [v, \bar{Q}]).
\]

By (2.7) and (2.9), it is clear that the operator \( A : \mathcal{W} \to \mathcal{W} \) is compact. A straightforward computation shows that \( A \) is continuous; see, e.g., [7]. In order to apply the Schaefer Fixed Point Theorem, we need to prove the following proposition:

**Proposition 3.1.** Assume that \( (u, Q) \) is a solution to the Eqs. (2.6) and (2.8). Then the set

\[
\left\{ (u, Q) \in \mathcal{W} \middle| (u, Q) = tA (u, Q) \text{ for some } t \in [0, 1], \text{ and } \rho = \rho [u], c = c [u] \right\}
\]

is bounded.
From Proposition 3.1, we may use the Schaefer Fixed Point Theorem to conclude that \((u_\varepsilon,Q_\varepsilon) = A[u_\varepsilon,Q_\varepsilon]\) with \(\rho_\varepsilon = \rho[u_\varepsilon]\) and \(c_\varepsilon = c[u_\varepsilon]\). This together with Lemmas 2.1 and 2.2 guarantee the existence of the solution \((\rho_\varepsilon,c_\varepsilon,u_\varepsilon,Q_\varepsilon)\) to the problem (3.1) for any fixed \(\varepsilon > 0\). Consequently, the estimates (3.2)-(3.3) follow directly from (2.3) and Lemma 2.2.

We now prove Proposition 3.1 as well as (3.4), leading to the complete proof of Theorem 3.1. We will drop the subscript \(\varepsilon\) and use \((\rho,c,u,Q)\) to denote \((\rho_\varepsilon,c_\varepsilon,u_\varepsilon,Q_\varepsilon)\) for the sake of simplicity. Observe that \((\rho,c,u,Q)\) solves

\[
\begin{aligned}
\epsilon \rho + \text{div}(\rho u) &= \epsilon^2 \Delta \rho + \epsilon \rho_0, \quad (3.7a) \\
u \cdot \nabla c &= \Delta c + g_1, \quad (3.7b) \\
\Delta Q &= \epsilon Q + tF^1(u,Q), \quad (3.7c) \\
\text{div}S_{ns}(\nabla u) &= tF^2(u,Q), \quad (3.7d) \\
\frac{\partial \rho}{\partial n} &= 0, \quad \frac{\partial c}{\partial n} = 0, \quad \frac{\partial Q}{\partial n} = 0 \quad \text{on} \partial O, \quad (3.7e) \\
\int \rho &= m_1, \quad \int c = m_2. \quad (3.7f)
\end{aligned}
\]

To prove Proposition 3.1, it suffices to show that there is a constant \(M < \infty\) independent of \(t\) such that

\[
\| (u,Q) \|_W < M. \quad (3.8)
\]

### 3.1 Basic inequalities

Multiplying (3.7a) by \(t|u|^2/2\) and (3.7d) by \(u\), we get

\[
\begin{aligned}
t \frac{\epsilon t}{2} \int (\rho + \rho_0)|u|^2 + t \int u \cdot \nabla (\delta \rho^4 + \rho^2) + \mu \int |\nabla u|^2 + (\lambda + \mu) \int |\text{div} u|^2 \\
= t \int \rho g_2 \cdot u - t \int \Delta Q : (u \cdot \nabla)Q + \frac{1}{2} \text{div} u \text{tr}(Q^2) \left(1 + \frac{c_0}{2} \text{tr}(Q^2)\right) \\
+ t \int \text{div} (Q \triangle Q - \triangle QQ) u - t \sigma_* \int c^2 Q : \nabla u,
\end{aligned} \quad (3.9)
\]

where we have used (1.4) and the following computation:

\[
\int \text{div} \left(-\nabla Q \otimes \nabla Q + \frac{1}{2} |\nabla Q|^2\right) u
\]

\[
= -\int \partial_i (\partial_i Q^k \partial_j Q^{kj}) u^i + \frac{1}{2} \int u^i \partial_j |\partial_i Q|^2 = -\int \Delta Q : (u \cdot \nabla)Q.
\]
By (3.7a), one deduces

\[ \int u \cdot \nabla (\delta \rho^4 + \rho^\gamma) = \int \rho u \cdot \nabla \left( \frac{4\delta}{3} \rho^3 + \frac{\gamma}{\gamma - 1} \rho^{\gamma-1} \right) \]
\[ = \epsilon \int \left( \frac{4\delta}{3} \rho^3 + \frac{\gamma}{\gamma - 1} \rho^{\gamma-1} \right) (\rho - \rho_0) + \epsilon^2 \int \nabla \left( \frac{4\delta}{3} \rho^3 + \frac{\gamma}{\gamma - 1} \rho^{\gamma-1} \right) \cdot \nabla \rho \]
\[ \geq \epsilon \int \left( \frac{4\delta}{3} \rho^3 + \frac{1}{\gamma - 1} \rho^\gamma \right) - \epsilon \int \left( \frac{\delta}{3} \rho_0^4 + \frac{1}{\gamma - 1} \rho_0^\gamma \right) + \epsilon^2 \int \left( \delta |\nabla \rho^2|^2 + \frac{4}{\gamma} |\nabla \rho^2|^2 \right). \]

Then substituting the above estimate into (3.9) gives

\[ \frac{et}{2} \int (\rho + \rho_0) |u|^2 + et \int \left( \frac{4\delta}{3} \rho^3 + \frac{1}{\gamma - 1} \rho^\gamma \right) + \epsilon^2 \int \left( \delta |\nabla \rho^2|^2 + \frac{4}{\gamma} |\nabla \rho^2|^2 \right) \]
\[ + \mu \int |\nabla u|^2 + (\lambda + \mu) \int |\text{div} u|^2 \]
\[ \leq et \int \left( \frac{4\delta}{3} \rho_0^3 + \frac{1}{\gamma - 1} \rho_0^\gamma \right) + t \int Q_{\epsilon} \cdot u - t \int \triangle Q : (u \cdot \nabla)Q \]
\[ + \frac{1}{2} \text{div} u \text{tr}(Q^2) \left( 1 + \frac{c_s}{2} \text{tr}(Q^2) \right) + t \int \text{div}(Q \triangle Q - \triangle QQ)u - t \sigma_s \int c^2 Q : \nabla u \]
\[ =: et \int \left( \frac{4\delta}{3} \rho_0^3 + \frac{1}{\gamma - 1} \rho_0^\gamma \right) + \sum_{i=1}^{4} I_i. \]

(3.10)

Next, following [7] we multiply (3.7c) by \(-\triangle Q + Q + c_s \text{tr}(Q^2)\) to obtain

\[ \int |\triangle Q|^2 + (1 + \epsilon) \int |\nabla Q|^2 + \epsilon \int (|Q|^2 + c_s |Q|^4) + tc_s \int (|Q|^4 + c_s |Q|^6) \]
\[ = 2tc_s \int \triangle Q : Q \text{tr}(Q^2) + t \int \frac{c - c_s}{2} Q : (\triangle Q - Q - c_s \text{tr}(Q^2)) \]
\[ + t \int b \left( Q^2 - \frac{1}{3} \text{tr}(Q^2) \right) : (-\triangle Q + Q + c_s \text{tr}(Q^2)) \]
\[ + t \int (Q(\Omega) - \langle \Omega \rangle)Q : \triangle Q - t \int (Q(\Omega) - \langle \Omega \rangle)Q : (Q + c_s \text{tr}(Q^2)) \]
\[ + t \int u \cdot \nabla Q : (\triangle Q - Q - c_s Q \text{tr}(Q^2)) + t \int \langle g_3 \rangle : (-\triangle Q + Q + c_s Q \text{tr}(Q^2)) \]
\[ =: \sum_{j=1}^{7} I_j. \]

(3.11)
3.2 Uniform in $\epsilon$ and $t$ estimates

Now we estimate the terms on the right-hand side in (3.10) and (3.11). In this subsection, the generic constant $C$ may rely on $\lambda, \mu, m_1, \delta, \gamma, |O|, c_*, c_{**}, \|g_1\|_{L^\infty}, \|g_2\|_{L^\infty}, \|g_3\|_{L^\infty}$, but not on $t$ and $\epsilon$.

Direct calculations show

$$J_1 = -2tc_* \int |\nabla Q|^2 \text{tr}(Q^2) - tc_* \int |\nabla \text{tr}(Q^2)|^2 \leq 0,$$

(3.12)

$$J_6 = t \int u \cdot \nabla Q : (\Delta Q - Q - c_* \text{tr}(Q^2))$$

$$= t \int u \cdot \nabla : \Delta Q - t \int u \cdot \nabla \left( \frac{1}{2} (\text{tr}Q^2) + \frac{c_*}{4} ((\text{tr}Q^2))^2 \right) = -I_2,$$

(3.13)

and by the fact that $Q$ is symmetric and $\Omega$ is skew-symmetric, one has

$$J_5 = t \int (Q\Omega - \Omega Q) : (Q + c_* \text{tr}(Q^2)) = 0.$$

(3.14)

Moreover, we have the following computation:

$$I_3 + J_4 = t \int \text{div}(Q\Delta Q - \Delta QQ)u + t \int (Q\langle \Omega \rangle - \langle \Omega \rangle Q) : \Delta Q$$

$$= t \int \text{div}(Q\Delta Q - \Delta QQ)u + t \int (Q\Omega - \Omega Q) : \Delta Q$$

$$+ t \int \left[ (Q\langle \Omega \rangle - \langle \Omega \rangle Q) - (Q\langle \Omega \rangle - \langle \Omega \rangle Q) \right] : \Delta Q$$

$$= t \int \left[ (Q\langle \Omega \rangle - \langle \Omega \rangle Q) - (Q\langle \Omega \rangle - \langle \Omega \rangle Q) \right] : \Delta Q$$

$$\leq tC \| \langle \nabla u \rangle - \nabla u \|_{L^2} \| Q \|_{L^\infty} \| \Delta Q \|_{L^2}$$

$$\leq tC \| \langle \nabla u \rangle - \nabla u \|_{L^2} \left( \| Q \|_{L^4}^2 + \| \Delta Q \|_{L^2}^2 \right),$$

(3.15)

where the last equality is from [6, Lemma A1], and the last inequality is from the interpolation inequality.

As a result of (3.12)-(3.15), inequalities (3.10) and (3.11) provide us

$$\frac{\epsilon t}{2} \int (\rho + \rho_0) |u|^2 + \epsilon t \int \left( \frac{\delta}{3} \rho^4 + \frac{1}{\gamma - 1} \rho^\gamma \right) + c^2 t \int \left( \delta |\nabla \rho|^2 + \frac{4}{\gamma} |\nabla \rho^\gamma|^2 \right)$$

$$+ \mu \int |\nabla u|^2 + \int |\Delta Q|^2 + \int |\nabla Q|^2 + tc_* \int (|Q|^4 + c_* |Q|^6)$$

$$\leq Ct + Ct \| \langle \nabla u \rangle - \nabla u \|_{L^2} \left( \| Q \|_{L^4}^2 + \| \Delta Q \|_{L^2}^2 \right) + I_1 + I_4 + J_2 + J_3 + J_7.$$  

(3.16)
By (1.8), we have
\[ |I_1| + |I_3| + |I_7| \]
\[ \leq C t \| g_2 \|_{L^\infty} \| \rho \|_{L^6}^2 \| u \|_{L^6} + C \sigma (1 + \| g_3 \|_{L^2}) \left( \| \triangle Q \|_{L^2} + \| Q \|_{L^6}^5 + 1 \right) \]
\[ \leq C t + C t \| \rho \|_{L^6}^2 + \frac{t c_1}{4} \int |Q|^6 + \frac{H}{4} \int |\nabla u|^2 + \frac{1}{4} \int |\triangle Q|^2, \tag{3.17} \]
\[ |I_4| + |I_2| \]
\[ \leq C t \| c \|_{L^\infty}^2 \| Q \|_{L^2} \| \nabla u \|_{L^2} + C t (1 + \| c \|_{L^\infty}) \left( \| Q \|_{L^2} \| \triangle Q \|_{L^2} + \| Q \|_{L^6}^4 + 1 \right) \]
\[ \leq C t + C t \| c \|_{L^\infty}^6 + \frac{t c_1}{4} \int |Q|^6 + \frac{H}{4} \int |\nabla u|^2 + \frac{1}{4} \int |\triangle Q|^2. \tag{3.18} \]

Substituting (3.17) and (3.18) into (3.16) leads to
\[ \epsilon \int (\rho + \rho_0) |u|^2 + \epsilon \int \left( \frac{\delta}{3} \rho^4 + \frac{1}{\gamma - 1} \rho^\gamma \right) + \epsilon^2 \int \left( \delta |\nabla \rho|^2 + \frac{4}{\gamma} |\nabla \rho_0|^2 \right) \]
\[ + \int |\nabla u|^2 + \int |\nabla Q|^2 + \int |\nabla Q|^2 + \int (|Q|^4 + |Q|^6) \]
\[ \leq C + C \| \rho \|_{L^6}^2 + C \| c \|_{L^\infty}^6 + C \| \nabla u \|_{L^2} \left( \| Q \|_{L^4}^2 + \| \triangle Q \|_{L^2}^2 \right). \tag{3.19} \]

Observe that the constant C in (3.19) is independent of \( \epsilon \), then we may choose \( \epsilon \) sufficiently small and use the standard properties of mollification such that\( C \| \langle \nabla u \rangle - \nabla u \|_{L^2} \leq 1/2 \) to obtain
\[ \epsilon \int (\rho + \rho_0) |u|^2 + \epsilon \int \left( \frac{\delta}{3} \rho^4 + \frac{1}{\gamma - 1} \rho^\gamma \right) + \epsilon^2 \int \left( \delta |\nabla \rho|^2 + \frac{4}{\gamma} |\nabla \rho_0|^2 \right) \]
\[ + \int |\nabla u|^2 + \int |\nabla Q|^2 + \int |\nabla Q|^2 + \int (|Q|^4 + |Q|^6) \]
\[ \leq C + C \| \rho \|_{L^6}^2 + C \| c \|_{L^\infty}^6. \tag{3.20} \]

### 3.3 \( \epsilon \)-dependent regularity

Thanks to \( \| \rho \|_{L^1} = m_1 \) and the interpolation inequalities, it follows from (3.20) that
\[ \epsilon \int (\rho + \rho_0) |u|^2 + \epsilon \int \left( \frac{\delta}{3} \rho^4 + \frac{1}{\gamma - 1} \rho^\gamma \right) + \epsilon^2 \int \left( \delta |\nabla \rho|^2 + \frac{4}{\gamma} |\nabla \rho_0|^2 \right) \]
\[ + \int |\nabla u|^2 + \int |\nabla Q|^2 + \int |\nabla Q|^2 + \int (|Q|^4 + |Q|^6) \]
\[ \leq C \left( 1 + \| c \|_{L^\infty}^6 \right), \tag{3.21} \]
where and in the rest of this subsection, the constant $C$ may rely on $\epsilon$.

In order to bound $\|c\|_{L^\infty}$ in (3.21), we need the following lemma.

**Lemma 3.1.** There exist constants $C$ and $C_1$ depending only on $|O|$ such that

$$\|c\|_{L^\infty} \leq C \left(1 + \|u\|_{L^6}\right)^{C_1} \left(1 + \|g_1\|_{L^\infty}\right) m_2. \quad (3.22)$$

We will continue the proof of Theorem 3.1 and postpone the proof of Lemma 3.1 to the end of this section. With the help of (3.22) and (1.8), we estimate (3.21) as

$$\epsilon \int (\rho + \rho_0) |u|^2 + \epsilon \int \left(\frac{\delta}{3} \rho^4 + \frac{1}{\gamma - 1} \rho^\gamma\right) + \epsilon^2 \int \left(\delta |\nabla \rho^2|^2 + \frac{4}{\gamma} |\nabla \rho^\gamma|^2\right) + \int |\nabla u|^2 + \int |\Delta Q|^2 + \int |\nabla Q|^2 + \int (|Q|^4 + |Q|^6) \leq C \left(1 + \|c\|_{L^\infty}^6\right) \leq C \left(1 + m_2^2 \|\nabla u\|_{L^2}^{6C_1}\right) \leq 2C, \quad (3.23)$$

where the last inequality is valid if

$$m_2 \leq (2C)^{-\frac{C_1}{2}}. \quad (3.24)$$

We remark that by (3.24), the choice of $m_2$ depends only on $m_1$, $c_*$, $\sigma_*$, $\mu$, $\lambda$, $\gamma$, $\epsilon$, $\delta$, $|O|$, $\|g_1\|_{L^\infty}$, $\|g_2\|_{L^\infty}$, $\|g_3\|_{L^\infty}$.

Having (3.23) obtained, we multiply (3.7b) by $c$ and utilize (1.8) to deduce

$$\int |\nabla c|^2 \leq \int |g_1 c| + \int |u \cdot \nabla c| |c| \leq \|c\|_{L^\infty} \left(\|g_1\|_{L^\infty} + \|\nabla c\|_{L^2} \|\nabla u\|_{L^2}\right) \leq \frac{1}{2} \|\nabla c\|_{L^2}^2 + C. \quad (3.25)$$

If we multiply (3.7b) by $-\Delta c$, we obtain

$$\int |\Delta c|^2 \leq \int |g_1 \Delta c| + |u \cdot \nabla c \Delta c| \leq C \|\Delta c\|_{L^2} \left(1 + \|\nabla c\|_{L^2} \|\nabla u\|_{L^2}\right) \leq C \|\Delta c\|_{L^2} \left(1 + \|\nabla c\|_{L^2} \|\Delta c\|_{L^2} \|\nabla u\|_{L^2}\right) \leq \frac{1}{2} \|\Delta c\|_{L^2}^2 + C \|\nabla c\|_{L^2}. \quad (3.26)$$
The last two estimates (3.25) and (3.26) guarantee that, for small $m_2$,
\[
\|\nabla c\|_{L^2}^2 + \|\triangle c\|_{L^2}^2 \leq C. \tag{3.27}
\]
We next consider the Neumann boundary problem
\[
\triangle \rho = \text{div} \, b \quad \text{with} \quad \frac{\partial \rho}{\partial n} \bigg|_{\partial \Omega} = 0. \tag{3.28}
\]

**Lemma 3.2** ([28, Lemma 4.27]). Let $p \in (1, \infty)$ and $b \in L^p(\Omega, \mathbb{R}^3)$. Then the problem (3.28) admits a solution $\rho \in W^{1,p}(\Omega)$, satisfying
\[
\int \nabla \rho \cdot \nabla \varphi = \int b \cdot \nabla \varphi, \quad \forall \varphi \in C_\infty(\overline{\Omega}),
\]
and the estimates
\[
\|\nabla \rho\|_{L^p} \leq C(p, |\Omega|) \|b\|_{L^p}, \quad \|\nabla \rho\|_{W^{1,p}} \leq C(p, |\Omega|) \left( \|b\|_{L^p} + \|\text{div} b\|_{L^p} \right).
\]

**Lemma 3.3** ([28, Lemma 3.17]). There is a linear operator $B = (B_1, B_2, B_3)$ which satisfies:

(i) Let $\overline{L^p} := \{f \in L^p \mid \int f = 0\}$ with $p \in (1, \infty)$. Then,
\[
B(f) : \overline{L^p} \mapsto \left( W^{1,p}_0 \right)^3, \quad \text{div} B(f) = f \quad \text{a.e. in } \Omega, \quad \forall f \in \overline{L^p}.
\]

(ii) For any $g \in L^p(\Omega, \mathbb{R}^3)$ with $g \cdot n|_{\partial \Omega} = 0$,
\[
\|\nabla B(f)\|_{L^p} \leq C \|f\|_{L^p}, \quad \|B(\text{div} g)\|_{L^p} \leq C \|g\|_{L^p},
\]
where the constant $C$ depends only on $p$ and $|\Omega|$.

**Proof.** Rewrite (3.7a) as
\[
\epsilon^2 \triangle \rho = \text{div} \left( \rho \mathbf{u} + \epsilon B(\rho - \rho_0) \right). \tag{3.29}
\]
Applying Lemma 3.2 to (3.29), and using (3.23) and Lemma 3.3, we find
\[
\|\nabla \rho\|_{L^4} \leq C \|\rho \mathbf{u} + B(\rho - \rho_0)\|_{L^4}
\leq C \|\rho \mathbf{u}\|_{L^4} + C \|\nabla B(\rho - \rho_0)\|_{L^4}
\leq C \|\mathbf{u}\|_{L^6} \|\rho^2\|_{L^6}^{\frac{1}{2}} + C \|\rho - \rho_0\|_{L^4} \leq C,
\]
then using \( L^p \) estimate on (3.29) yields
\[
\|\rho\|_{H^2} \leq C \|\text{div} (\rho u + \epsilon B(\rho - \rho_0))\|_{L^2} \\
\leq C \|u \cdot \nabla \rho + \rho \text{div} u\|_{L^2} + C \|\text{div} B(\rho - \rho_0)\|_{L^2} \leq C. \tag{3.30}
\]

By virtue of (3.23) and (3.27), one has
\[
\|u \cdot \nabla Q + t F_1^1(u,Q)\|_{W^{1,2}} \leq C,
\]
and hence
\[
\|Q\|_{W^{3,2}} \leq C \tag{3.31}
\]
from (3.7c). By (3.30) and (3.31), we deduce \( \|t F_2^2(u,Q)\|_{L^{3/2}} \leq C \), which together with \( L^p \) regularity and (3.7d) imply
\[
\|u\|_{W^{2,3}} \leq C. \tag{3.32}
\]

Finally, using (3.27), (3.31), (3.32), and \( L^p \) regularity, we obtain from (3.7b) that
\[
\|c\|_{W^{2,p}} \leq C, \quad p < 6. \tag{3.33}
\]
As a result of (3.30)-(3.33), using bootstrap procedure generates, for \( p \in (1,\infty) \),
\[
\|(u,c)\|_{W^{2,p}} \leq C, \quad \|Q\|_{W^{3,p}} \leq C.
\]
We have completed the proof of Proposition 3.1 and (3.4), except that we still need to prove Lemma 3.1.

The last part of this section devoted to the proof of Lemma 3.1.

**Proof of Lemma 3.1.** The proof of Lemma 3.1 is based on a Moser-type iteration technique. Fix \( x_0 \in \mathcal{O} \). Let \( B_R = B_R(x_0) \subset \mathcal{O} \) be a ball centered in \( x_0 \) with radius \( R \leq 1 \), and let \( \eta(x) \) be a smooth cut-off such that, for all \( R/2 \leq r < r' \leq R \),
\[
\begin{cases} 
\eta(x) \equiv 1 & \text{if } x \in B_r, \\
\eta(x) \equiv 0 & \text{if } x \notin B_{r'}, \\
|\nabla \eta| \leq \frac{2}{(r' - r)}. 
\end{cases}
\]
In the sequel, we assume \( \|g_1\|_{L^\infty} \leq 1/2 \). Otherwise, we will multiply (3.7b) by \((2\|g_1\|_{L^\infty})^{-1}\) and consider \( \epsilon / (2\|g_1\|_{L^\infty}) \).
A simple computation shows

\[- \int \eta^2 c^p \triangle c = \frac{4p}{(p+1)^2} \int \eta^2 |\nabla c^{p+1}|^2 + \frac{4}{p+1} \int \eta c^{p+1} \nabla \eta \nabla c^{p+1} dx \]
\[\geq \frac{2p}{(p+1)^2} \int \eta^2 |\nabla c^{p+1}|^2 - \frac{2}{p} \int |\nabla \eta|^2 c^{p+1},\]
\[\int \eta^2 c^p \nabla c = \frac{2}{p+1} \int \eta^2 c^{p+1} \nabla c^{p+1} \]
\[\leq \frac{p}{(p+1)^2} \int \eta^2 |\nabla c^{p+1}|^2 + \frac{1}{p} \int \eta^2 |\nabla c|^2 c^{p+1}.\]

With the above two inequalities, and the fact that \(p^2\|g_1\|_{L^\infty}^{p+1}\) is uniformly bounded for any \(p \geq 1\), we multiply (3.7a) by \(\eta^2 c^p, p \geq 1\) to obtain

\[
\int \eta^2 |\nabla c^{p+1}|^2 dx \leq C \int \left( |\nabla \eta|^2 + \eta^2 |\nabla u|^2 \right) c^{p+1} + C p^2 \int \eta^2 c^p g_1
\]
\[
\leq C \|u\|_{L^6}^2 \left( \int_{B_r} c^{3(p+1)} \right)^{\frac{2}{3}} + C \int |\nabla \eta|^2 c^{p+1} + C p^2 \|g_3\|_{L^\infty}^{p+1}
\]
\[
\leq C \|u\|_{L^6}^2 \left( \int_{B_r} c^{3(p+1)} \right)^{\frac{2}{3}} + C \int |\nabla \eta|^2 c^{p+1} + C, \quad (3.34)
\]

where the constant \(C\) may rely on \(R\) and \(|\Omega|\) but not on \(p\).

Owing to the Sobolev embeddings (cf. [1]), for \(f \in H^1_0(B_R)\) one has \(\|f\|_{L^6} \leq C \|\nabla f\|_{L^2}\). Thus,

\[
\left( \int_{B_r} c^{3(p+1)} \right)^{\frac{1}{3}} \leq \left( \int |\eta c^{p+1}|^6 \right)^{\frac{1}{3}} \leq C \int |\nabla (\eta c^{p+1})|^2
\]
\[\leq C \left( \int \eta^2 |\nabla c^{p+1}|^2 + \int c^{p+1} |\nabla \eta|^2 \right),
\]

which together with (3.34) give us the following estimate:

\[
\left( \int_{B_r} c^{3(p+1)} \right)^{\frac{1}{3}} \leq C \|u\|_{L^6}^2 \left( \int_{B_r} c^{3(p+1)} \right)^{\frac{2}{3}} + C \int |\nabla \eta|^2 c^{p+1} + C
\]
\[\leq C \left( \|u\|_{L^6}^2 + \frac{1}{|\mu - \nu|^2} \right) \left( \int_{B_r} c^{3(p+1)} \right)^{\frac{2}{3}} + C. \quad (3.35)
\]
Choosing
\[ r' = r_{k-1}, \quad r_k = \frac{R}{2} \left( 1 + \frac{1}{2^k} \right), \quad k = 1, 2, \ldots, \]
we obtain from (3.35) that
\[
\left( \int_{B_{r_k}} c^{3(p+1)/2} \right)^{\frac{1}{2}} \leq C \left( 1 + \|u\|_{L^6}^3 \right) 2^{3(k+1)} \left( \int_{B_{r_{k-1}}} \frac{c^{3(p+1)/2}}{2^k} \right) + C. \tag{3.36}
\]
If \( \int c^{3(p+1)/2} \) is bounded uniformly in \( p \), then (3.22) follows directly by taking \( p \to \infty \), subject to a subsequence. Otherwise, \( \int c^{3(p+1)/2} \to \infty \) as \( p \) goes to infinity.

Hence, without loss of generality we may assume that \( \int c^{3(p+1)/2} \geq C \) for all \( p \geq 1 \) and rewrite (3.36) as
\[
\left( \int_{B_{r_k}} c^{3(p+1)} \right)^{\frac{1}{2}} \leq C \left( 1 + \|u\|_{L^6}^3 \right) 2^{3(k+1)} \left( \int_{B_{r_{k-1}}} \frac{c^{3(p+1)}}{2^k} \right), \tag{3.37}
\]
Selecting \( 3(p+1)/2 = 2^{k-1} \) in (3.37), one has
\[
\left( \int_{B_{r_k}} c^{2k} \right)^{\frac{1}{2}} \leq C \left( 1 + \|u\|_{L^6}^3 \right) 2^{3(k+1)} \left( \frac{1}{R^3} \int_{r_{k-1}} c^{2^{k-1}} \right),
\]
which yields by the deduction argument
\[
\left( \int_{B_{r_k}} c^{2k} \right)^{\frac{1}{2}} \leq C \left( 1 + \|u\|_{L^6}^3 \right)^a 2^b \int_{B_{R}} c^2 \leq C \left( 1 + \|u\|_{L^6}^3 \right)^a \int_{B_{R}} c^2, \tag{3.38}
\]
where
\[ a = \sum_{k=1}^{\infty} \frac{1}{2^k} < \infty, \quad b = \sum_{k=1}^{\infty} \frac{3(k+1)}{2^k} < \infty. \]
Sending \( k \to \infty \) in (3.38) yields
\[
\sup_{x \in \overline{B_R}} c^2 = \lim_{k \to \infty} \left( \int_{B_{r_k}} c^{2k} \right)^{\frac{1}{2k}} \leq C \left( 1 + \|u\|_{L^6}^3 \right)^a \int_{B_{R}} c^2. \tag{3.39}
\]
Then (3.22) follows from (3.39) together with the fact \( c \geq 0 \) and \( \|c\|_{L^1} = m_2 \).

We remark that for the case of boundary points, we can apply local flattening technique since the domain has smooth boundary \( \partial \Omega \); while in the case when \( x_0 \in \Omega \) is near the boundary, we follow similarly the ideas in [20, Section 4]. Therefore, we complete the proof of Proposition 3.1 as well as (3.4) and hence the proof of Theorem 3.1. \( \square \)
4  $c$-limit for the approximate solutions

In this section, we shall take the $\epsilon$-limit of the approximate solutions obtained in Theorem 3.1 as $\epsilon \to 0$ for fixed $\delta \in (0,1)$, and prove the existence of solutions to the following problem.

**Theorem 4.1.** Under the assumptions of Theorem 3.1, the system

\[
\begin{cases}
\text{div}(\rho \mathbf{u}) = 0, \\
\mathbf{u} \cdot \nabla c - \triangle c = g_1, \\
\text{div}(\rho \mathbf{u} \otimes \mathbf{u}) + \nabla (\delta \rho^4 + \rho^2) - \text{div}(S_{nc} + S_1(Q) + S_2(c,Q)) = \rho g_2, \\
\mathbf{u} \cdot \nabla Q + Q\Omega - \Omega Q + c_s \text{tr}(Q^2) + \frac{(c - c_*)}{2} Q - b \left( Q^2 - \frac{1}{3} \text{tr}(Q^2) I \right) - \triangle Q = g_3, \\
\mathbf{u} = 0, \frac{\partial c}{\partial n} = 0, \quad \frac{\partial Q}{\partial n} = 0 \quad \text{on} \quad \partial \mathcal{O} \tag{4.1e}
\end{cases}
\]

admits a solution $(\rho, c, \mathbf{u}, Q)$ in the sense of distributions for any $\delta \in (0,1)$, satisfying

\[
\begin{align*}
\int \rho &= m_1, \quad 0 \leq \rho \in L^5(\mathcal{O}), \quad \int c = m_2, \quad 0 \leq c \in H^2(\mathcal{O}), \\
\mathbf{u} &\in H^1_0(\mathcal{O}, \mathbb{R}^3), \quad Q \in H^2(\mathcal{O}, S_0^3). \tag{4.3}
\end{align*}
\]

In particular, (4.1b) and (4.1d) are satisfied almost everywhere in $\mathcal{O}$, and (4.1a) holds in the sense of renormalized solutions, namely,

\[
\text{div} \left( b(\rho) \mathbf{u} \right) + (b'(\rho) \rho - b(\rho)) \text{div} \mathbf{u} = 0 \quad \text{in} \quad \mathcal{D}'(\mathbb{R}^3),
\]

where $b(z) = z$, or $b \in C^1([0, \infty))$ with $b'(z) = 0$ for large $z$.

**Proof.** We shall establish the uniform in $\epsilon$ estimates on the solutions $(\rho_\epsilon, c_\epsilon, \mathbf{u}_\epsilon, Q_\epsilon)$ obtained in Theorem 3.1 and then take the limit as $\epsilon \to 0$. We remark that the idea of the proof is in the spirit of the arguments for the steady Navier-Stokes equations (see, e.g., [20, 27, 28]). In this section, the constants $C$ and $C_1$ are generic and independent of $\epsilon$.

Firstly, it follows directly from (3.20) that if $1 < \gamma \leq 2$, then

\[
\begin{align*}
&\|Q_\epsilon\|_{L^4}^4 + \|\nabla \mathbf{u}_\epsilon\|_{L^2}^2 + \|\nabla Q_\epsilon\|_{L^2}^2 + \|\triangle Q_\epsilon\|_{L^2}^2 + \epsilon^2 \|\nabla \rho_\epsilon\|_{L^2}^2 \\
&\leq \|Q_\epsilon\|_{L^4}^4 + \|\nabla \mathbf{u}_\epsilon\|_{L^2}^2 + \|\nabla Q_\epsilon\|_{L^2}^2 + \|\triangle Q_\epsilon\|_{L^2}^2 + \epsilon^2 \left( \|\nabla \rho_\epsilon\|_{L^2}^2 + \|\nabla \mathbf{u}_\epsilon\|_{L^2}^2 \right) \\
&\leq C + C \|\rho_\epsilon\|_{L^\gamma}^\gamma + C \|c_\epsilon\|_{L^\gamma}^\gamma, \tag{4.4}
\end{align*}
\]
while in the case of $\gamma > 2$, we replace the artificial pressure $\delta \rho^4_e$ in (3.1) by $\delta \rho^4_e + \delta \rho^2_e$, and repeat the deduction of (3.20) to conclude that
\[
\| Q_{\epsilon} \|_{L^4}^4 + \| \nabla u_{\epsilon} \|_{L^2}^2 + \| \nabla Q_{\epsilon} \|_{L^2}^2 + \| \triangle Q_{\epsilon} \|_{L^2}^2 \\
+ \epsilon^2 \left( \| \nabla \rho^4_{\epsilon} \|_{L^2}^2 + \| \nabla \rho^2_{\epsilon} \|_{L^2}^2 + \| \nabla \rho_{\epsilon} \|_{L^2}^2 \right)
\leq C + C \| \rho_{\epsilon} \|_{L^6}^2 + C \| \epsilon \|_{L^\infty}.
\] (4.5)

From (4.4) and (4.5) we conclude that, for all $\gamma > 1$,
\[
\| Q_{\epsilon} \|_{L^4}^4 + \| \nabla u_{\epsilon} \|_{L^2}^2 + \| \nabla Q_{\epsilon} \|_{L^2}^2 + \| \triangle Q_{\epsilon} \|_{L^2}^2 + \epsilon^2 \| \nabla \rho_{\epsilon} \|_{L^2}^2
\leq C \left( 1 + \| \rho_{\epsilon} \|_{L^6}^2 + \| \epsilon \|_{L^\infty} \right).
\] (4.6)

It follows from (1.8), (4.6), and (3.22) that
\[
\| c_{\epsilon} \|_{L^\infty} \leq C \left( 1 + \| u \|_{L^6} \right) C_1 \left( 1 + \| g_1 \|_{L^\infty} \right) m_2
\leq C \left( 1 + \| \rho_{\epsilon} \|_{L^6}^2 + \| \epsilon \|_{L^\infty}^3 \right) m_2
\leq C + C m_2 \| \rho_{\epsilon} \|_{L^6}^2 + C m_2 \| \epsilon \|_{L^\infty}^3
\leq 2C + C m_2 \| \rho_{\epsilon} \|_{L^6}^2 \] (4.7)

where the last inequality is valid as long as $m_2$ is sufficiently small.

**Lemma 4.1.** Let $(\rho_{\epsilon}, c_{\epsilon}, u_{\epsilon}, Q_{\epsilon})$ be a solution in Theorem 3.1. Then
\[
\| \rho_{\epsilon}^5 + \rho_{\epsilon}^{\gamma+1} \|_{L^1} \leq C
\] (4.8)

provided that $m_2$ is sufficiently small.

**Proof.** Let $B$ be the Bogovskii operator (see Lemma 3.3). Multiply (3.1c) by $B(\rho_{\epsilon} - \rho_0)$ to obtain
\[
\int (\delta \rho_{\epsilon}^4 + \delta \rho_{\epsilon}^2) \rho_{\epsilon} = \int (\delta \rho_{\epsilon}^4 + \delta \rho_{\epsilon}^2) \rho_0 - \int \rho_{\epsilon} g_2 \cdot B(\rho_{\epsilon} - \rho_0) + \epsilon \int \rho_{\epsilon} u_{\epsilon} \cdot B(\rho_{\epsilon} - \rho_0)
+ \epsilon^2 \int \nabla \rho_{\epsilon} \cdot \nabla u_{\epsilon} B(\rho_{\epsilon} - \rho_0) - \int \rho_{\epsilon} u_{\epsilon} \otimes u_{\epsilon} : \nabla B(\rho_{\epsilon} - \rho_0)
+ \mu (\nabla u_{\epsilon} + (\nabla u_{\epsilon})^\top) : \nabla B(\rho_{\epsilon} - \rho_0) + \lambda \text{div } u_{\epsilon} \text{div } B(\rho_{\epsilon} - \rho_0)
+ \int \left( \frac{1}{2} |\nabla Q_{\epsilon}|^2 I - \nabla Q_{\epsilon} \otimes \nabla Q_{\epsilon} \right) : \nabla B(\rho_{\epsilon} - \rho_0)
\]
\[ + \frac{1}{2} \int \text{tr} (Q_e^2) \left( 1 + \frac{c^*}{2} \text{tr} (Q_e^2) \right) \text{div} B(\rho_e - \rho_0) \]
\[ + \int (Q_e \Delta Q_e - \Delta Q_e Q_e) : \nabla B(\rho_e - \rho_0) + \int \sigma_e c^2 Q_e : \nabla B(\rho_e - \rho_0) \]
\[ =: \sum_{i=1}^{10} K_i. \quad (4.9) \]

Using \( \|\rho\|_{L^1} = m_1 \) and interpolation, one has

\[ K_1 + K_2 \leq C + \frac{1}{16} \int (\delta \rho_e^5 + \rho_e^{7+1}) + C \|\rho_e\|_{L^6} \|\nabla B(\rho_e - \rho_0)\|_{L^2} \]
\[ \leq C + \frac{1}{16} \int (\delta \rho_e^5 + \rho_e^{7+1}) + C \|\rho_e\|_{L^6} \|\rho_e - \rho_0\|_{L^2} \]
\[ \leq C + \frac{1}{8} \int (\delta \rho_e^5 + \rho_e^{7+1}). \]

Thanks to (4.6) and (4.7),

\[ K_5 = - \int \rho_e \mathbf{u}_e \otimes \mathbf{u}_e : \nabla B(\rho_e - \rho_0) \]
\[ \leq \|\rho_e\|_{L^{12}} \|\mathbf{u}_e\|_{L^6}^2 \|\nabla B(\rho_e - \rho_0)\|_{L^4} \]
\[ \leq C \|\rho_e\|_{L^{12}} \left( 1 + \|\rho_e\|_{L^6}^2 \right) \|\nabla B(\rho_e - \rho_0)\|_{L^4} \]
\[ \leq \frac{\delta}{8} \|\rho_e\|_{L^5}^5 + C. \]

In a similar way, one deduces

\[ K_3 + K_4 + \sum_{i=6}^{9} K_i \leq \left( e \|\rho_e\|_{L^2} + e^2 \|\nabla \rho_e\|_{L^2} \right) \|\mathbf{u}_e\|_{H^1} \|\nabla B(\rho_e - \rho_0)\|_{L^\infty} \]
\[ + C \left( \|\nabla \mathbf{u}_e\|_{L^2} + \|\nabla Q_e\|_{L^4}^2 \right) \|\nabla B(\rho_e - \rho_0)\|_{L^2} \]
\[ + C \left( 1 + \|Q_e\|_{L^6}^4 + \|\Delta Q_e\|_{L^2} \|Q_e\|_{L^6} \right) \|\nabla B(\rho_e - \rho_0)\|_{L^3} \]
\[ \leq C \|\rho_e\|_{L^5}^2 \|\nabla B(\rho_e - \rho_0)\|_{W^{1,4}} \]
\[ \leq \frac{\delta}{8} \|\rho_e\|_{L^5}^5 + C. \]

Finally, using (4.6) and (4.7), one deduces

\[ K_{10} = \int \sigma_e c^2 Q_e : \nabla B(\rho_e - \rho_0) \leq \|\mathbf{c}_e\|_{L^\infty}^2 \|Q_e\|_{L^6} \|\nabla B(\rho_e - \rho_0)\|_{L^6} \]
\[
\leq C m_2 \left(1 + \|\rho_\epsilon\|_{L^5}^2\right)^{C_1} \leq C + C m_2 \|\rho_\epsilon\|_{L^5}^{C_1}.
\]

Substituting the last three inequalities into (4.9) and taking \(m_2\) small, we get
\[
\int (\delta \rho_\epsilon^5 + \rho_\epsilon^{\gamma+1}) \leq C + C m_2 \|\rho_\epsilon\|_{L^5}^{C_1} \leq 2C. \tag{4.10}
\]

The proof of Lemma 4.1 is complete. \(\square\)

With (4.8) obtained, we deduce from (4.6) and (4.7) that
\[
\|c_\epsilon\|_{L^\infty} + \|Q_\epsilon\|_{L^4}^4 + \|\nabla u_\epsilon\|_{L^2}^2 + \|\nabla Q_\epsilon\|_{L^2}^2 + \|\Delta Q_\epsilon\|_{L^2}^2 + \epsilon^2 \|\nabla \rho_\epsilon\|_{L^2}^2 \leq C. \tag{4.11}
\]

Then multiply (3.7b) firstly by \(c_\epsilon\) and then by \(-\Delta c_\epsilon\) to deduce
\[
\|\nabla c_\epsilon\|_{L^2} + \|\Delta c_\epsilon\|_{L^2} \leq C. \tag{4.12}
\]

As a result of (4.8), (4.11), and (4.12) we can take \(\epsilon\)-limit of \((\rho_\epsilon, c_\epsilon, u_\epsilon, Q_\epsilon)\) subject to some subsequence so that, as \(\epsilon \to 0\),
\[
\rho_\epsilon \rightharpoonup \rho \quad \text{in} \quad L^5 \cap L^{\gamma+1}, \tag{4.13}
\]
\[
(\nabla u_\epsilon, \nabla^2 Q_\epsilon, \nabla c_\epsilon) \rightharpoonup (\nabla u, \nabla^2 Q, \nabla c) \quad \text{in} \quad L^2, \tag{4.14}
\]
\[
u_e \to u, \quad (Q_\epsilon, c_\epsilon) \to (Q, c) \quad \text{in} \quad W^{1,p}, \quad 1 \leq p < 6, \tag{4.15}
\]
\[
\langle \nabla u_\epsilon \rangle \to \nabla u, \quad \langle g_3 \rangle \to g_3 \quad \text{in} \quad L^2, \tag{4.16}
\]
\[
\epsilon \rho_\epsilon \to 0, \quad \epsilon \rho_\epsilon u_\epsilon \to 0, \quad \epsilon^2 \nabla \rho_\epsilon \nabla u_\epsilon \to 0, \quad \epsilon^2 \nabla \rho_\epsilon \to 0 \quad \text{in} \quad L^1, \tag{4.17}
\]

and moreover, it follows from (4.13) and (4.15) that
\[
\rho_\epsilon^4 \to \bar{\rho}_4 \quad \text{in} \quad L^\frac{5}{7}, \tag{4.18}
\]
\[
\rho_\epsilon^\gamma \to \bar{\rho}_\gamma \quad \text{in} \quad L^{\frac{2+1}{7}}, \tag{4.18}
\]
\[
\rho_\epsilon u_\epsilon \to \rho u \quad \text{in} \quad L^2,
\]

where and hereafter the weak limit of a function \(f\) is denoted by \(\bar{f}\). Therefore, with (4.13)-(4.18) in hand, we are able to pass the limit as \(\epsilon \to 0\) and obtain the following equations in the weak sense:

\[
\begin{align*}
\text{div}(\rho u) &= 0, \quad \tag{4.19a} \\
\mathbf{u} \cdot \nabla c - \Delta c &= g_1, \quad \tag{4.19b} \\
\text{div}(\rho u \otimes u) + \nabla (\delta \rho^4 + \rho^\gamma) - \text{div}(S_{ns} + S_1 + S_2) &= \rho g_2, \quad \tag{4.19c} \\
\mathbf{u} \cdot \nabla Q + Q \Omega - \Omega Q + c_s Q \text{tr}(Q^2) + \frac{(c-c_s)}{2} Q &= -b \left( Q^2 - \frac{1}{3} \text{tr}(Q^2) \mathbb{I} \right) - \Delta Q = g_3. \quad \tag{4.19d}
\end{align*}
\]
In addition, (4.2) and (4.3) follow from (3.2), (3.3), (4.15), and (4.29) below. The next lemma shows that \((\rho, u)\) is a renormalized solution to (4.19a).

**Lemma 4.2.** Assume that \((\rho, u)\) is a weak solution to (4.1a), \(\rho \in L^2(O)\) and \(u \in H^1_0(O, \mathbb{R}^3)\). If we extend \((\rho, u)\) by zero outside \(O\), we have
\[
\text{div}(b(\rho)u) + (b'(\rho)\rho - b(\rho)) \text{div}u = 0 \quad \text{in} \quad D'(\mathbb{R}^3),
\]
where \(b(z) = z\), or \(b \in C^1([0, \infty))\) with \(b'(z) = 0\) for large \(z\).

**Proof.** The detailed proof is available in [27, Lemma 2.1].

In order to complete the proof of Theorem 4.1, we need to verify
\[
\rho^4 = \rho^4, \quad \rho^7 = \rho^7.
\]
To this end, let us define
\[
C^1([0, \infty)) \ni b_n(\rho) = \begin{cases} \rho \ln(\rho + 1/n), & \rho \leq n, \\ (n+1)\ln(n+1+1/n), & \rho \geq n+1. \end{cases}
\]
We see that \(b_n(\rho) \to \rho \ln \rho\) a.e. because of the fact \(\rho \in L^1\). Select \(b_n\) in (4.20) and send \(n \to \infty\) to obtain
\[
\text{div}(u \rho \ln \rho) + \rho \text{div}u = 0 \quad \text{in} \quad D'(\mathbb{R}^3).
\]
This implies
\[
\int \rho \text{div}u = 0.
\]
On the other hand, multiplying (3.1a) by \(b'_n(\rho_e)\) gives
\[
\int (b'_n(\rho_e)\rho_e - b_n(\rho_e)) \text{div}u_e = e \int \rho_0 b'_n(\rho_e) - e \int \rho_e b'_n(\rho_e) - e^4 \int b''_n(\rho_e)|\nabla \rho_e|^2 \\
\leq e \int \rho_0 b'_n(\rho_e) - e \int \rho_e b'_n(\rho_e).
\]
Recalling (4.8) and the definition of \(b_n\), one deduces that
\[
\lim_{n \to \infty} \int \rho_0 b'_n(\rho_e) = \lim_{n \to \infty} \left( \int_{\{\rho_e \leq n\}} \rho_0 b'_n(\rho_e) + \int_{\{\rho_e > n\}} \rho_0 b'_n(\rho_e) \right) \\
\leq \lim_{n \to \infty} \int_{\{\rho_e \leq n\}} \rho_0 \left( \ln(\rho_e + 1/n) + \frac{\rho_e}{\rho_e + 1/n} \right) \\
+ C \lim_{n \to \infty} \text{meas} \{x; \rho_e \geq n\}.
\]
\[
\leq \lim_{n \to \infty} \int_{\{1/2 \leq \rho_e \leq n\}} \rho_0 \ln (\rho_e + 1/n) + \lim_{n \to \infty} \int \frac{\rho_0 \rho_e}{\rho_e + 1/n} \leq C.
\]
Similarly,
\[
\lim_{n \to \infty} \int \rho_b' n (\rho_e) \leq C.
\]
Therefore, taking sequentially \(n \to \infty\) and \(\varepsilon \to 0\) in (4.23), using (4.22),
\[
\int \rho \div u = \lim_{\varepsilon \to 0} \int \rho_e \div u_e = 0 = \int \rho \div u. \tag{4.24}
\]
Now define the following effective viscous fluxes:
\[
F_e = \delta \rho_e^4 + \rho_e^\gamma - (2\mu + \lambda) \div u_e, \\
\bar{F} = \delta \bar{\rho}^4 + \bar{\rho}^\gamma - (2\mu + \lambda) \div u. \tag{4.25}
\]

**Lemma 4.3.** Under the assumptions in Theorem 4.1, the following property holds:
\[
\lim_{\varepsilon \to 0} \int \phi \rho_e F_e = \int \phi \bar{F}, \quad \forall \phi \in C_0^\infty (\mathcal{O}). \tag{4.26}
\]

Let us continue to prove (4.21) with the aid of (4.26). The proof of Lemma 4.3 is postponed to the end of this section.

Sending \(\phi \to 1\) in (4.26), using (4.24) and (4.25), we get
\[
\lim_{\varepsilon \to 0} \int (\delta \rho_e^5 + \rho_e^{\gamma+1}) \leq \int \rho (\delta \bar{\rho}^4 + \bar{\rho}^\gamma). \tag{4.27}
\]
According to (4.27), we have
\[
\int (\delta \bar{\rho}^4 + \bar{\rho}^{\gamma+1}) = \lim_{\varepsilon \to 0} \int (\delta \rho_e^5 + \rho_e^{\gamma+1}) \leq \int \rho (\delta \bar{\rho}^4 + \bar{\rho}^\gamma),
\]
which implies
\[
\int \delta (\bar{\rho}^4 - \bar{\rho}^5) \geq \int (\bar{\rho}^{\gamma+1} - \rho \bar{\rho}^\gamma) \geq 0, \tag{4.28}
\]
where the last inequality is due to the convexity. Next, for given constant \(\beta > 0\) and \(\eta \in C^\infty (\mathcal{O}),\)
\[
0 \leq \int (\rho^4_e - (\rho + \beta \eta)^4) (\rho_e - (\rho + \beta \eta)) \\
= \int (\rho_e^5 - \rho_e^4 \rho - \rho_e^4 \beta \eta - (\rho + \beta \eta)^4 \rho_e + (\rho + \beta \eta)^5). \\
\]
By \((4.28)\), sending \(\epsilon \to 0\) yields
\[
0 \leq \int (\rho^2 - \rho^4 + \rho^4 + (\rho + \beta \eta)^4 \beta \eta) \leq \int (-\rho^2 + (\rho + \beta \eta)^4) \beta \eta.
\]
Replacing \(-\beta\) by \(\beta\) in the argument above, and then sending \(\beta \to 0\), we get
\[
\int (\rho^4 - \rho^4) \beta \eta = 0,
\]
which implies \(\bar{\rho} = \rho\), and thus \(\rho \to \rho\) a.e. in \(O\) due to the arbitrariness of \(\eta\), and hence for all \(s \in [1, 5]\), from \((4.13)\),
\[
\rho \to \rho \quad \text{in} \quad L^s. \quad (4.29)
\]
As a result of \((4.29)\) and \((4.13)\), we obtain \((4.21)\) and thus complete the proof of Theorem 4.1.

It remains to prove Lemma 4.3.

**Proof of Lemma 4.3.** Let \(\triangle^{-1}(h) = K * h\) be the convolution of \(h\) with the fundamental solution \(K\) of Laplacian in \(\mathbb{R}^3\). For convenience, we write \((3.1c)\) equivalently as
\[
\begin{align*}
\epsilon \rho_e \frac{\partial}{\partial t} \rho_e + \partial_i (\rho_e \partial_i \rho_e) + \partial_j \mathbb{F}_e + \epsilon^2 \nabla \rho_e \cdot \nabla \partial_i \rho_e \\
= \rho_e g^i_j + \mu \triangle \rho_e - \partial_j (\partial_j Q_e \partial_i Q_e) + \frac{1}{2} \partial_i |\nabla Q_e|^2 \\
+ \frac{1}{2} \partial_i \left( \text{tr}(Q_e^2) \left( 1 + \frac{c}{2} \text{tr}(Q_e^2) \right) \right) \\
+ \partial_j \left( Q_e^{ik} \triangle Q_e^{kj} - \triangle Q_e^{ik} Q_e^{kj} + \sigma_{j e}^2 Q_e^{ij} \right), \quad i = 1, 2, 3, \quad (4.30)
\end{align*}
\]
where the Einstein summation is used on \(k, j\), and \(\mathbb{F}_e\) is taken from \((4.25)\).

Making zero extension of \(\rho_e\) to the whole space \(\mathbb{R}^3\), multiplying \((4.30)\) by \(\phi \partial_i \triangle^{-1}(\rho_e)\) with \(\phi \in C_0^\infty(\mathcal{O})\), we deduce
\[
\begin{align*}
\int \phi \rho_e \mathbb{F}_e &= -\int \partial_i \triangle^{-1}(\rho_e) \partial_i \phi (\delta \rho_e^4 + \rho_e^2 - (\mu + \lambda) \text{div} u_e) - \int \rho_e g^i_j \phi \partial_i \triangle^{-1}(\rho_e) \\
&\quad + \mu \int \left( \partial_j u_e^i \partial_i \triangle^{-1}(\rho_e) \partial_j \phi - u_e^i \partial_i \partial_j \triangle^{-1}(\rho_e) \partial_j \phi + \rho_e u_e \cdot \nabla \phi \right) \\
&\quad - \int \rho_e u_e^i \partial_j \phi \partial_i \partial_i \triangle^{-1}(\rho_e) - \int \rho_e \mathbb{F}_e \\
&\quad + \int \left( \frac{1}{2} \int |\nabla Q_e|^2 + \frac{1}{2} \text{tr}(Q_e^2) \left( 1 + \frac{c}{2} \text{tr}(Q_e^2) \right) \right) \left( \partial_i \phi \partial_i \triangle^{-1}(\rho_e) + \phi \rho_e \right)
\end{align*}
\]
\[-\int \partial_j Q_e \partial_i Q_e \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_e) + \phi \partial_j \partial_i \triangle^{-1}(\rho_e) \right) \]
\[+ \int \left( Q^{ik}_e \triangle Q^{kj}_e - \triangle Q^{ik}_e Q^{kj}_e + \sigma, \varphi^2 Q^{ij}_e \right) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_e) + \phi \partial_j \partial_i \triangle^{-1}(\rho_e) \right) \]
\[+ \epsilon \int \rho_e \mathbf{u}_e^i \phi \partial_i \triangle^{-1}(\rho_e) + \epsilon^2 \int \nabla \rho_e \cdot \nabla \mathbf{u}_e^i \phi \partial_i \triangle^{-1}(\rho_e), \tag{4.31} \]

where the second line on the right-hand side is due to

\[
\int \partial_j \mathbf{u}_e^i \partial_i \triangle^{-1}(\rho_e) \partial_j \phi + \partial_j \partial_i \triangle^{-1}(\rho_e) \phi \]
\[= \int \left( \partial_j \mathbf{u}_e^i \partial_i \triangle^{-1}(\rho_e) \partial_j \phi - \mathbf{u}_e^i \partial_i \triangle^{-1}(\rho_e) \partial_j \phi + \rho_e \mathbf{u}_e \cdot \nabla \phi \right) + \int \rho_e \text{div} \mathbf{u}_e \phi. \]

Making use of

\[\epsilon (\rho_e - \rho_0) + \text{div}(\rho_e \mathbf{u}_e) = \epsilon^2 \text{div}(1 \Sigma \nabla \rho_e) \text{ in } \mathbb{R}^3, \]

we write the third line on the right-hand side of (4.31) as

\[- \int \rho_e \mathbf{u}_e^i \partial_i \phi \partial_j \partial_i \triangle^{-1}(\rho_e) - \int \rho_e \mathbf{u}_e^i \mathbf{u}_e^i \phi \partial_j \partial_i \triangle^{-1}(\rho_e) \]
\[= - \int \rho_e \mathbf{u}_e^i \partial_i \phi \partial_j \partial_i \triangle^{-1}(\rho_e) + \int \mathbf{u}_e^i \phi \left[ \rho_e \partial_i \partial_i \triangle^{-1}(\rho_e) \mathbf{u}_e^i - \rho_e \mathbf{u}_e^i \partial_i \partial_i \triangle^{-1}(\rho_e) \right] \]
\[= - \int \rho_e \mathbf{u}_e^i \partial_i \phi \partial_j \partial_i \triangle^{-1}(\rho_e) + \int \mathbf{u}_e^i \phi \left[ \rho_e \partial_i \partial_i \triangle^{-1}(\rho_e) \mathbf{u}_e^i - \rho_e \mathbf{u}_e^i \partial_i \partial_i \triangle^{-1}(\rho_e) \right] \]
\[- \epsilon^2 \int \rho_e \mathbf{u}_e^i \phi \partial_i \triangle^{-1}(\rho_e) \left( \text{div}(1 \Sigma \nabla \rho_e) \right) + \epsilon \int \rho_e \mathbf{u}_e^i \phi \partial_i \triangle^{-1}(\rho_e - \rho_0). \tag{4.32} \]

Substituting (4.32) into (4.31) gives

\[\int \phi \rho_e \mathbf{F} = - \int \partial_i \triangle^{-1}(\rho_e) \partial_i \phi \left( \delta \rho_e^4 + \rho_e^7 - (\mu + \lambda) \text{div} \mathbf{u}_e \right) - \int \rho_e \delta \phi \partial_i \partial_i \triangle^{-1}(\rho_e) \]
\[+ \mu \int \left( \partial_j \mathbf{u}_e^i \partial_i \triangle^{-1}(\rho_e) \partial_j \phi - \mathbf{u}_e^i \partial_i \partial_i \triangle^{-1}(\rho_e) \partial_j \phi + \rho_e \mathbf{u}_e \cdot \nabla \phi \right) \]
\[= - \int \rho_e \mathbf{u}_e^i \partial_i \phi \partial_i \partial_i \triangle^{-1}(\rho_e) \]
\[+ \int \mathbf{u}_e^i \phi \left[ \rho_e \partial_i \partial_i \triangle^{-1}(\rho_e) \right] - \rho_e \mathbf{u}_e^i \partial_i \partial_i \triangle^{-1}(\rho_e) \]
\[+ \int \left( \frac{1}{2} \int |\nabla Q_e|^2 + \frac{1}{2} \text{tr}(Q_e^2) \left( 1 + \frac{c^2}{2} \text{tr}(Q_e^2) \right) \right) \left( \partial_i \phi \partial_i \triangle^{-1}(\rho_e) + \phi \rho_e \right) \]
In terms of (4.33) and (4.34), to prove (4.26) it suffices to check

\[
- \int \partial_j Q_e \partial_i Q_e \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_e) + \phi \partial_i \triangle^{-1}(\rho_e) \right) \\
+ \int \left( \frac{Q^j}{Q_e} \right) \triangle^{-1}(\rho_e) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_e) + \phi \partial_i \triangle^{-1}(\rho_e) \right) \\
+ \int \sigma_c^{ij} Q_e \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_e) + \phi \partial_i \triangle^{-1}(\rho_e) \right) \\
- c^2 \int \rho \partial_i \partial_j \phi \partial_i \triangle^{-1}(\rho_e) + \int \rho \partial_i \phi \left( \rho \partial_j \partial_i \triangle^{-1}(\rho_e) - \partial_j \partial_i \triangle^{-1}(\rho_e) \right) \\
+ \int \left( \frac{1}{2} \int |\nabla Q|^2 + \frac{1}{2} \text{tr}(Q^2) \left( 1 + \frac{c}{2} \text{tr}(Q^2) \right) \right) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_e) + \phi \partial_i \triangle^{-1}(\rho_e) \right) \\
+ \int \sigma_c^{ij} \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_e) + \phi \partial_i \triangle^{-1}(\rho_e) \right) =: \sum_{n=1}^{11} T_n^e, 
\]

(4.33)

where \( T_n^e \) denotes the \( n \)-th integral on the right hand side of (4.33).

On the other hand, if we multiply (4.19b) by \( \phi \partial_i \triangle^{-1}(\rho) \), we obtain

\[
\int \phi \rho \mathcal{F} = - \int \partial_i \triangle^{-1}(\rho) \partial_i \phi (\partial^\rho \rho^\rho + \rho^\rho - (\mu + \lambda) \text{div} \mathbf{u}) - \int \rho \sigma^{ij}_2 \phi \partial_i \triangle^{-1}(\rho) \\
+ \mu \int \left( \partial_i \partial_i \partial_j \phi \partial_j \partial_i \triangle^{-1}(\rho) \partial_j \phi + \rho \phi \cdot \nabla \phi \right) \\
- \int \rho \partial_i \partial_j \phi \partial_i \partial_j \partial_i \triangle^{-1}(\rho) + \int \rho \partial_i \partial_j \left[ \rho \partial_j \partial_i \partial_j \partial_i \triangle^{-1}(\rho) - \rho \partial_j \partial_i \triangle^{-1}(\rho) \right] \\
+ \int \left( \frac{1}{2} \int |\nabla Q|^2 + \frac{1}{2} \text{tr}(Q^2) \left( 1 + \frac{c}{2} \text{tr}(Q^2) \right) \right) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho) + \phi \partial_i \triangle^{-1}(\rho) \right) \\
+ \int \sigma_c^{ij} \left( \partial_j \phi \partial_i \triangle^{-1}(\rho) + \phi \partial_i \triangle^{-1}(\rho) \right) =: \sum_{n=1}^{9} T_n. 
\]

(4.34)

In terms of (4.33) and (4.34), to prove (4.26) it suffices to check

\[
\lim_{\epsilon \to 0} T_n^e = T_n, \quad n = 1, 2, \ldots, 9, \quad \lim_{\epsilon \to 0} T_n^e = 0, \quad n = 10, 11. 
\]

In fact, by the Mikhlin multiplier theory (cf. [35]), and the Rellich-Kondrachov compactness theorem (cf. [10]), one has

\[
\partial_j \partial_i \triangle^{-1}(h_\epsilon) \to \partial_j \partial_i \triangle^{-1}(h) \quad \text{in} \quad L^p, \\
\partial_i \triangle^{-1}(h_\epsilon) \to \partial_i \triangle^{-1}(h) \quad \text{in} \quad L^q, 
\]

(4.35)
where \( q < (1/p - 1/3)^{-1} \) if \( p < 3 \) and \( q \leq \infty \) if \( p > 3 \). By (4.35), as well as (4.13) and (4.15), we have

\[
T_8^\varepsilon = \int \left( Q_{e}^{ik} \Delta Q_{e}^{kj} - \Delta Q_{e}^{ik} Q_{e}^{kj} \right) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_\varepsilon) + \phi \partial_j \partial_i \triangle^{-1}(\rho_\varepsilon) \right)
\]

\[
= \int \left( \nabla Q_{e}^{ik} \nabla Q_{e}^{kj} - \nabla Q_{e}^{ik} \nabla Q_{e}^{kj} \right) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_\varepsilon) + \phi \partial_j \partial_i \triangle^{-1}(\rho_\varepsilon) \right)
\]

\[
+ \int \left( Q_{e}^{ik} \nabla Q_{e}^{kj} - \nabla Q_{e}^{ik} Q_{e}^{kj} \right) \nabla \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_\varepsilon) + \phi \partial_j \partial_i \triangle^{-1}(\rho_\varepsilon) \right)
\]

\[
= \int \left( Q_{e}^{ik} \nabla Q_{e}^{kj} - \nabla Q_{e}^{ik} Q_{e}^{kj} \right) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_\varepsilon) + \phi \partial_j \partial_i \triangle^{-1}(\rho_\varepsilon) \right)
\]

\[
\rightarrow \int \left( \nabla Q_{e}^{ik} \nabla Q_{e}^{kj} - \nabla Q_{e}^{ik} Q_{e}^{kj} \right) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho) + \phi \rho \right)
\]

\[
= \int \left( Q \triangle Q - \triangle QQ \right) \left( \partial_j \phi \partial_i \triangle^{-1}(\rho) + \phi \rho \right) = T_8,
\]

where the third equality is valid after summing up \( i,j = 1,2,3 \), due to the fact that the matrix \( Q \) is symmetric and the following computation:

\[
\int \left( Q_{e}^{ik} \nabla Q_{e}^{kj} - \nabla Q_{e}^{ik} Q_{e}^{kj} \right) \nabla \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_\varepsilon) + \phi \partial_j \partial_i \triangle^{-1}(\rho_\varepsilon) \right)
\]

\[
+ \int \left( Q_{e}^{ik} \nabla Q_{e}^{kj} - \nabla Q_{e}^{ik} Q_{e}^{kj} \right) \nabla \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_\varepsilon) + \phi \partial_j \partial_i \triangle^{-1}(\rho_\varepsilon) \right)
\]

\[
= \int \left( Q_{e}^{ik} \nabla Q_{e}^{kj} - \nabla Q_{e}^{ik} Q_{e}^{kj} \right) \nabla \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_\varepsilon) + \phi \partial_j \partial_i \triangle^{-1}(\rho_\varepsilon) \right)
\]

\[
+ \int \left( Q_{e}^{ik} \nabla Q_{e}^{kj} - \nabla Q_{e}^{ik} Q_{e}^{kj} \right) \nabla \left( \partial_j \phi \partial_i \triangle^{-1}(\rho_\varepsilon) + \phi \partial_j \partial_i \triangle^{-1}(\rho_\varepsilon) \right) = 0.
\]

Next, utilizing (4.8), (4.13)-(4.18), and (4.35) again, we deduce that

\[
\lim_{\varepsilon \to 0} T_n^\varepsilon = T_n \quad \text{for} \quad n = 1,2,3,4,6,7,9,
\]

and

\[
\lim_{\varepsilon \to 0} T_n^\varepsilon = T_n \quad \text{for} \quad n = 10,11.
\]

In order to justify

\[
\lim_{\varepsilon \to 0} T_5^\varepsilon = T_5,
\]

we present the following lemma (cf. [12]).

**Lemma 4.4 (div-curl)**. Let \( 1/r_1 + 1/r_2 = 1/r \) and \( 1 \leq r, r_1, r_2 < \infty \). Suppose that

\[
\nabla v_\varepsilon \rightharpoonup v \quad \text{in} \quad L^{r_1},
\]

\[

w_\varepsilon \rightharpoonup w \quad \text{in} \quad L^{r_2}.
\]
Then,

\[ v_\varepsilon \partial_i \partial_j \Delta^{-1}(w_\varepsilon) - w_\varepsilon \partial_i \partial_j \Delta^{-1}(v_\varepsilon) \rightarrow v \partial_i \partial_j \Delta^{-1}(w) - w \partial_i \partial_j \Delta^{-1}(v) \quad \text{in } L^r, \quad i,j = 1, 2, 3. \]

Taking \( v_\varepsilon = \rho_\varepsilon u_\varepsilon^j \) and \( w_\varepsilon = \rho_\varepsilon \), we obtain (4.37) by Lemma 4.4. The proof of Lemma 4.3 is thus complete. \qed

5 Vanishing artificial pressure

In this section, we will complete the proof of Theorem 1.1 by taking the limit as \( \delta \to 0 \) in the solutions \((\rho_\delta, c_\delta, u_\delta, Q_\delta)\) obtained in Theorem 4.1.

5.1 Refined estimates on energy function

We first derive the refined estimates on \((\rho_\delta, c_\delta, u_\delta, Q_\delta)\) uniform in \( \delta \), which helps us relax the restriction on \( \gamma \).

**Proposition 5.1.** Let \((\rho_\delta, c_\delta, u_\delta, Q_\delta)\) be the solution obtained in Theorem 4.1. Then, under the assumptions in Theorem 1.1, the following inequality holds for all \( s \in (1, 3/2) \):

\[
\| \delta \rho_\delta^{1/2} + \rho_\delta^s \|_{L^s} + \| u_\delta \|_{H^1} + \| \nabla Q_\delta \|_{H^1} + \| c_\delta \|_{L^\infty} \leq C,
\]

where, and in what follows, the constant \( C \) is independent of \( \delta \).

The proof of Proposition 5.1 borrows some ideas developed in [13, 20, 26, 31]. We present the details below through several lemmas.

**Lemma 5.1.** Let \((\rho_\delta, c_\delta, u_\delta, Q_\delta)\) be the solution obtained in Theorem 4.1. Then there are constants \( C \) and \( C_1 \) independent of \( \delta \) such that,

\[
\| c \|_{L^\infty}^6 + \int (|\nabla u_\delta|^2 + |\Delta Q_\delta|^2 + |\nabla Q_\delta|^2 + |Q_\delta|^6) \leq C \left(1 + \| \rho_\delta u_\delta \|_{L^1} + m_2 \| \rho_\delta u_\delta \|_{L^1}^{3C_1} \right)
\]

provided that \( m_2 \) is sufficiently small.

**Proof.** Using the same computation as that in (3.12)-(3.15), we multiply (4.1c) by \( u_\delta \) and (4.1d) by \(-\Delta Q_\delta + Q_\delta + c_\delta \text{tr}(Q_\delta^2)\) to deduce
From (1.8) it follows that

\[ \int \mu |\nabla \mathbf{u}|^2 + (\lambda + \mu) \int |\text{div} \mathbf{u}|^2 + \int |\nabla \mathbf{Q}|^2 + \int |\nabla \mathbf{Q}|^2 + c_\ast \int (|\mathbf{Q}|^4 + |c_\ast | |\mathbf{Q}|^6) \]

\[ \leq \int \rho \mathbf{g}_2 \cdot \mathbf{u} + \int b \left( Q_2^2 - \frac{1}{3} \text{tr}(Q_3^2) \right) : \left( -\triangle Q_3 + Q_3 + c_\ast Q_3 \text{tr}(Q_3^2) \right) \]

\[ + \int g_3 : \left( -\triangle Q_3 + Q_3 + c_\ast Q_3 \text{tr}(Q_3^2) \right) - \sigma_\ast \int c_3^2 Q_3 : \nabla \mathbf{u} + \int \frac{(c_3 - c_\ast)}{2} Q_3 : \left( \triangle Q_3 - Q_3 - c_\ast Q_3 \text{tr}(Q_3^2) \right). \]

The last three inequalities provide us

\[ \int |\nabla \mathbf{u}|^2 + \int |\nabla \mathbf{Q}|^2 + \int |\nabla \mathbf{Q}|^2 + \int |\nabla \mathbf{Q}|^2 \leq C + C \|c_3\|_{L^\infty}^6 + \|\rho \delta \mathbf{u}\|_{L^1}. \quad (5.3) \]

With the aid of (5.3) and (3.22), we choose \( m_2 \) sufficiently small such that

\[ \|c_3\|_{L^\infty} \leq C \left( 1 + \|\mathbf{u}_3\|_{L^6} \right) c_1 \left( 1 + \|g_1\|_{L^\infty} \right) m_2 \]

\[ \leq C \left( 1 + \|c_3\|_{L^\infty}^3 + \|\rho \delta \mathbf{u}_3\|_{L^1}^{\frac{7}{3}} \right) c_1 m_2 \]

\[ \leq 2C + C m_2 \|\rho \delta \mathbf{u}_3\|_{L^1}, \]

which together with (5.3) lead to the desired estimate (5.2).
Lemma 5.2. Let \((\rho_\delta, c_\delta, u_\delta, Q_\delta)\) be the solution obtained in Theorem 4.1. Then, for any \(s \in (1,3/2)\), the following inequality holds true:

\[
\|\delta \rho^4_\delta + \rho^7_\delta\|_{L^s} \leq C \left( 1 + \|\rho_\delta |u_\delta|^2\|_{L^s} + m_2\|\rho_\delta u_\delta\|_{L^1}^{3C_1} \right),
\]

proved that \(m_2\) is sufficiently small.

Proof. As in Lemma 3.3, we introduce the Bogovskii operator

\[
B := B(h - (h)_\mathcal{O}) \quad \text{with} \quad (h)_\mathcal{O} = |\mathcal{O}|^{-1} \int h.
\]

Then, for any \(h \in L^{s/(s-1)}\) with \(s \in (1,3/2)\), Lemma 3.3 implies

\[
\|B\|_{L^\infty} + \|\nabla B\|_{L^2} + \|\nabla B\|_{L^{s/(s-1)}} \leq C\|h\|_{L^{s/(s-1)}}.
\]

Multiplying (4.1c) by \(B\) gives

\[
\int (\delta \rho^4_\delta + \rho^7_\delta) h = (h)_\mathcal{O} \int (\delta \rho^4_\delta + \rho^7_\delta) - \int \rho \delta \cdot B(h - (h)_\mathcal{O}) + \int S_{n \times s \cdot} : \nabla B
\]

\[
- \int \rho_\delta u_\delta \otimes u : \nabla B + \int S_1 \cdot \nabla B + \int S_2 \cdot \nabla B
\]

\[
\leq C\|h\|_{L^{s/(s-1)}} \|\delta \rho^4_\delta + \rho^7_\delta\|_{L^1} + C\|B\|_{L^\infty} + C\|\nabla u_\delta\|_{L^2} \|\nabla B\|_{L^2}
\]

\[
+ C \left( \|\rho_\delta |u_\delta|^2 + \nabla Q_\delta + |Q_\delta|^2 + |Q_\delta|^4 + |\nabla Q_\delta|^2 + Q_\delta \triangle Q_\delta\|_{L^s} \right) \|\nabla B\|_{L^{s/(s-1)}}
\]

\[
\leq C\|h\|_{L^{s/(s-1)}} \left( 1 + \|\delta \rho^4_\delta + \rho^7_\delta\|_{L^1} + \|\rho_\delta |u_\delta|^2\|_{L^s} + \|\nabla u_\delta\|_{L^2} \right)
\]

\[
+ C\|h\|_{L^{s/(s-1)}} \left( \|\nabla Q_\delta + |Q_\delta|^2 + |Q_\delta|^4 + |\nabla Q_\delta|^2 + Q_\delta \triangle Q_\delta\|_{L^s} \right),
\]

where, for the last inequalities, we used (1.4), (1.5), (1.8), (5.5) and \(\|\rho_\delta\|_{L^1} = m_1\).

Due to the arbitrariness of \(h \in L^{s/(s-1)}\), it yields from (5.6) that

\[
\|\delta \rho^4_\delta + \rho^7_\delta\|_{L^s} \leq C \left( 1 + \|\delta \rho^4_\delta + \rho^7_\delta\|_{L^1} + \|\rho_\delta |u_\delta|^2\|_{L^s} + \|\nabla u_\delta\|_{L^2} \right)
\]

\[
+ C \left( \|\nabla Q_\delta + |Q_\delta|^2 + |Q_\delta|^4 + |\nabla Q_\delta|^2 + Q_\delta \triangle Q_\delta\|_{L^s} \right)
\]

\[
\leq \frac{1}{2} \|\delta \rho^4_\delta + \rho^7_\delta\|_{L^s} + \left( 1 + \|\rho_\delta |u_\delta|^2\|_{L^s} + \|\nabla u_\delta\|_{L^2} \right)
\]

\[
+ C \left( \|\nabla Q_\delta + |Q_\delta|^2 + |Q_\delta|^4 + |\nabla Q_\delta|^2 + Q_\delta \triangle Q_\delta\|_{L^s} \right).
\]
Since \( s \in (1,3/2) \), one has
\[
\|c_\delta^2 Q_\delta + |Q_\delta|^2 + |Q_\delta|^4 + |\nabla Q_\delta|^2 + Q_\delta \Delta Q_\delta\|_{L^s} \\
\leq C \left( 1 + \|c_\delta\|_{L^\infty}^3 + \|Q_\delta\|_{L^6}^6 + \|\nabla Q_\delta\|_{L^2}^2 + \|\Delta Q_\delta\|_{L^2}^2 \right) \\
\leq C \left( 1 + \|c_\delta\|_{L^\infty}^3 + \|Q_\delta\|_{L^6}^6 + \|\nabla Q_\delta\|_{L^2}^2 + \|\Delta Q_\delta\|_{L^2}^2 \right).
\]

Therefore, substituting it into (5.7) and utilizing (5.2) we obtain (5.4).

Next, we shall deduce a weighted estimate on both the pressure and kinetic energy.

**Lemma 5.3.** Let \((\rho_\delta, c_\delta, u_\delta, Q_\delta)\) be the solution obtained in Theorem 4.1. Then, for any \( \alpha \in (0,1) \) and \( s \in (1,3/2) \), the following inequality holds true:
\[
\sup_{x^* \in \mathcal{O}} \int_{|x-x^*| \leq k_2} \left( \frac{\partial \rho_\delta^4 + \rho_\delta^7 + \rho_\delta^6 |u_\delta|^2}{|x-x^*|^\alpha} \right) dx \\
\leq C \left( 1 + \|\rho_\delta\|_{L^\infty}^3 + m_2 \|\rho_\delta u_\delta\|_{L^1}^{3C_1} \right) \\
\text{provided that } m_2 \text{ is sufficiently small.}
\]

**Proof.** We adopt some ideas in [13, 20, 26], and divide the process into two cases.

**Case 1.** The boundary point case \( x^* \in \partial \mathcal{O} \).

As in [37, Exercise 1.15] we introduce a function \( \phi(x) \in C^2(\overline{\mathcal{O}}) \) that behaviors like the distance when \( x \in \mathcal{O} \) is near the boundary and is extended smoothly to the whole domain and moreover,
\[
\begin{cases}
\phi(x) > 0 & \text{in } \mathcal{O} \text{ and } \phi(x) = 0 \text{ on } \partial \mathcal{O}, \\
|\phi(x)| \geq k_1 & \text{if } x \in \mathcal{O} \text{ and } \text{dist}(x, \partial \mathcal{O}) \geq k_2, \\
\nabla \phi = \frac{x-x}{\phi(x)} \frac{x-x}{|x-x|} & \text{if } x \in \mathcal{O} \text{ and } \text{dist}(x, \partial \mathcal{O}) = |x-x| \leq k_2,
\end{cases}
\]

where the positive constants \( k_1 \) and \( k_2 \) are given. Following [13], we define
\[
\zeta(x) = \frac{\phi(x) \nabla \phi(x)}{\left( \phi(x) + |x-x|^{\frac{2}{\alpha}} \right)^2} \quad \text{with } x, x^* \in \overline{\mathcal{O}}.
\]

It follows from (5.9) that for all points \( x \) satisfying \( \text{dist}(x, \partial \mathcal{O}) \leq k_2 \),
\[
\phi < \phi + |x-x^|^{\frac{2}{\alpha}} \leq C|x-x^*|,
\]

where \( C \) is a positive constant.
owing to \(2/(2-\alpha) > 1\). By (5.10), a careful computation gives
\[
\partial_j \xi^i = \frac{\phi \partial_j \partial_i \phi}{(\phi + |x-x^*|^{2\alpha})^2} + \frac{\partial_j \phi \partial_i \phi}{(\phi + |x-x^*|^{2\alpha})^2} - \alpha \frac{\phi \partial_i \phi \partial_j |x-x^*|^{2\alpha}}{(\phi + |x-x^*|^{2\alpha})^{\alpha+1}}, \quad i,j = 1,2,3. \tag{5.12}
\]
Thus, \(|\nabla \xi| \in L^q\) for all \(q \in [2, 3/\alpha)\). In view of (5.10)-(5.12), one has
\[
C + \frac{C}{|x-x^*|^{\alpha}} \geq \text{div} \xi \geq -C \frac{(1-\alpha)}{2} \frac{|
abla \phi|^2}{(\phi + |x-x^*|^{2\alpha})^\alpha} \geq -C + \frac{C}{|x-x^*|^{\alpha}}. \tag{5.13}
\]
In addition, by (5.9),
\[
\partial_j \partial_i \phi = \frac{\partial_i (x-\bar{x})^j}{\phi} - \frac{\partial_j \phi \partial_i \phi}{\phi}. \tag{5.14}
\]
Hence, if we multiply (4.1c) by \(\xi\), we find
\[
\int (\delta \rho_\delta^4 + \rho_\delta^7) \text{div} \xi + \int \rho_\delta u_\delta \otimes u_\delta : \nabla \xi
\]
\[
= \int (S_{ns}(\nabla u_\delta) + S_1(Q_\delta) + S_2(c_\delta, Q_\delta)) : \nabla \xi - \int \rho_\delta g_{2} \cdot \xi. \tag{5.15}
\]
Making use of (1.2), (1.4), (1.5), (1.8), (5.13), and the fact \(\xi \in W^{1,3}_0\), one deduces
\[
\left| \int (S_{ns}(\nabla u_\delta) + S_1(Q_\delta) + S_2(c_\delta, Q_\delta)) : \nabla \xi - \int \rho_\delta g_{2} \cdot \xi \right|
\]
\[
\leq C(\alpha) \left( 1 + \|\nabla u_\delta\|_{L^2} + \|\nabla Q_\delta\|^2 + \|Q_\delta\|^4 + |Q_\delta| + \|\triangle Q_\delta\| + c_\delta^2 Q_\delta \right)_{L^2} \leq C(\alpha) \left( 1 + \|\nabla u_\delta\|_{L^2} + \|\triangle Q_\delta\|_{L^2} + \|Q_\delta\|_{L^6} + \|Q_\delta\|_{H^2} + \|c_\delta\|_{\infty}^3 \right), \tag{5.16}
\]
and
\[
\int (\delta \rho_\delta^4 + \rho_\delta^7) \text{div} \xi \geq -C \int (\delta \rho_\delta^4 + \rho_\delta^7) + C \int_{\Omega \cap B_{2}(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^7)}{|x-x^*|^{\alpha}}. \tag{5.17}
\]
By (5.14),
\[
\int \frac{\phi \rho_\delta \mathbf{u}_\delta \otimes \mathbf{u}_\delta \partial_i \phi}{(\phi + |x - x^*|^{2/\pi})^\alpha} = \int \frac{\rho_\delta \mathbf{u}_\delta^2}{(\phi + |x - x^*|^{2/\pi})^\alpha} - \int \frac{\rho_\delta \mathbf{u}_\delta \cdot \nabla \phi^2}{(\phi + |x - x^*|^{2/\pi})^\alpha},
\]
which along with (5.9), (5.11), (5.14) and the Schwarz inequality imply
\[
\int \rho_\delta \mathbf{u}_\delta \otimes \mathbf{u}_\delta : \nabla \xi = \int \frac{\rho_\delta \mathbf{u}_\delta^2}{(\phi + |x - x^*|^{2/\pi})^\alpha} - \alpha \int \frac{\phi \rho_\delta (\mathbf{u}_\delta \cdot \nabla \phi)^2}{(\phi + |x - x^*|^{2/\pi})^{\alpha+1}}
\]
\[
- \alpha \int \frac{\phi \rho_\delta (\mathbf{u}_\delta \cdot \nabla |x - x^*|^{2/\pi}) (\mathbf{u}_\delta \cdot \nabla \phi)}{(\phi + |x - x^*|^{2/\pi})^{\alpha+1}}
\]
\[
\geq (1 - \alpha) \int \frac{\rho_\delta \mathbf{u}_\delta^2}{(\phi + |x - x^*|^{2/\pi})^\alpha} - \alpha \int \frac{\phi \rho_\delta (\mathbf{u}_\delta \cdot \nabla |x - x^*|^{2/\pi}) (\mathbf{u}_\delta \cdot \nabla \phi)}{(\phi + |x - x^*|^{2/\pi})^{\alpha+1}}
\]
\[
\geq (1 - \alpha) \int \frac{\rho_\delta \mathbf{u}_\delta^2}{(\phi + |x - x^*|^{2/\pi})^\alpha} - C \int \frac{\phi^2 \rho_\delta \mathbf{u}_\delta^2 |x - x^*|^{2\alpha}}{(\phi + |x - x^*|^{2/\pi})^{\alpha+2}}
\]
\[
\geq C \int_{O \cap B_{k_2}(x^*)} \frac{\rho_\delta \mathbf{u}_\delta^2}{|x - x^*|^\alpha} - C \|\rho_\delta \mathbf{u}_\delta^2\|_{L^1}. \quad (5.18)
\]
Therefore, the inequalities (5.15)-(5.18) yield that for some $C$ independent of $x^*$,
\[
\int_{O \cap B_{k_2}(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^3 + \rho_\delta \mathbf{u}_\delta^2) (x)}{|x - x^*|^\alpha} \, dx
\]
\[
\leq C \left( \|\delta \rho_\delta^4 + \rho_\delta^3\|_{L^1} + \|\rho_\delta \mathbf{u}_\delta^2\|_{L^1} \right)
\]
\[
+ C \left( \|\nabla \mathbf{u}_\delta\|_{L^2} + \||\Delta \mathbf{Q}_\delta\|_{L^2}^2 + \|\nabla \mathbf{Q}_\delta\|_{L^2}^2 + \|\mathbf{Q}_\delta\|_{L^4}^4 + \|\epsilon_\delta\|_{L^\infty}^3 \right)
\]
\[
\leq C \left( 1 + \|\rho_\delta \mathbf{u}_\delta^2\|_{L^5} + m_2 \|\rho_\delta \mathbf{u}_\delta^2\|_{L^1}^{3C_1} \right), \quad (5.19)
\]
where the last inequality follows from (5.4) and (5.2).
Case 2. The interior point case \( x^* \in \mathcal{O} \).

We set \( \text{dist}(x^*, \partial \mathcal{O}) = 3r > 0 \). Define the smooth cut-off function

\[
\chi(x) = \begin{cases} 
1, & \text{if } x \in B_r(x^*), \\
0, & \text{if } x \notin B_2(x^*), 
\end{cases}
\]

\[
|\nabla \chi(x)| \leq 2r^{-1}.
\]

Multiplying (4.1c) by \( (x - x^*)/|x - x^*|^\alpha \chi^2 \) yields

\[
\int (\delta \rho_\delta^2 + \rho_\delta^2) \frac{3 - \alpha}{|x - x^*|^\alpha} \chi^2 + \int \rho_\delta \nabla u_\delta \cdot \nabla (\frac{x - x^*}{|x - x^*|^\alpha} \chi^2) \\
= \int (S_{\#} \nabla u_\delta) + S_1(Q_\delta) + S_2(c_\delta, Q_\delta) : \nabla (\frac{x - x^*}{|x - x^*|^\alpha} \chi^2) \\
- \int \nabla \delta g_2 : \frac{x - x^*}{|x - x^*|^\alpha} \chi^2 - 2 \int (\delta \rho_\delta^2 + \rho_\delta^2) \chi\nabla \chi \cdot (x - x^*) \\
\]

A simple calculation shows

\[
\partial_i \left( \frac{x^i - (x^*)^i}{|x - x^*|^\alpha} \chi^2 \right) = \frac{\partial_i (x^i - (x^*)^i)}{|x - x^*|^\alpha} \chi^2 - \alpha \frac{(x^i - (x^*)^i)(x^j - (x^*)^j)}{|x - x^*|^{\alpha + 2}} \chi^2 \\
+ 2\chi \frac{x^i - (x^*)^i}{|x - x^*|^\alpha} \partial_i \chi,
\]

thus, for some constant \( C \) independent of \( x^* \) and \( r \),

\[
\int \rho_\delta \nabla u_\delta \cdot \nabla (\frac{x - x^*}{|x - x^*|^\alpha} \chi^2) \\
\geq (1 - \alpha) \int \frac{\rho_\delta |u_\delta|^2}{|x - x^*|^\alpha} \chi^2 + 2 \int \chi \rho_\delta (u_\delta \cdot \nabla \chi) (u_\delta \cdot (x - x^*)) \\
\geq \frac{1 - \alpha}{2} \int \frac{\rho_\delta |u_\delta|^2}{|x - x^*|^\alpha} \chi^2 - C \int_{B_r(x^*) \setminus B_2(x^*)} \frac{\rho_\delta |u_\delta|^2}{|x - x^*|^\alpha},
\]

where we have used

\[
|\nabla \chi||x - x^*| \leq 4, \quad \forall x \in B_2(x^*) \setminus B_r(x^*). \tag{5.23}
\]

Observe from (5.20) and (5.22) that \( \nabla ((x - x^*)/|x - x^*|^\alpha \chi^2) \in L^q \) for all \( q \in \left[ 1, \frac{1}{\alpha} \right) \).
By the similar argument to (5.16), one has, for some constant $C$ independent of $r$,
\[
\int \left( S_{ss} \nabla u_\delta + S_1(Q_\delta) + S_2(c_\delta, Q_\delta) \right) : \nabla \left( \frac{x-x^*}{|x-x^*|^{a}} \chi^2 \right) \\
+ \int \rho_\delta g_2 \cdot \frac{x-x^*}{|x-x^*|^{a}} \chi^2 \\
\leq C \left( 1 + \| \nabla u_\delta \|_{L^2} + \| \Delta Q_\delta \|_{L^2}^2 + \| \nabla Q_\delta \|_{L^2}^2 + \| Q_\delta \|_{L^6}^2 + \| c_\delta \|_{L^\infty}^3 \right),
\]
and
\[
-2 \int (\delta \rho_\delta^4 + \rho_\delta^2 \chi) \cdot \nabla \chi \cdot (x-x^*) \frac{\delta x}{|x-x^*|^{a}} \\
\leq C \int_{B_{2r}(x^*) \setminus B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^2 \| u_\delta \|)^2(x)}{|x-x^*|^{a}} \, dx
\]
due to (5.23). Therefore, taking the above inequalities into accounts, utilizing (5.2), we deduce from (5.21) that
\[
\int_{B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^2 \| u_\delta \|)^2(x)}{|x-x^*|^{a}} \, dx \\
\leq C \left( 1 + \| \nabla u_\delta \|_{L^2} + \| \Delta Q_\delta \|_{L^2}^2 + \| \nabla Q_\delta \|_{L^2}^2 + \| Q_\delta \|_{L^6}^2 + \| c_\delta \|_{L^\infty}^3 \right)
\]
\[
+ C \int_{B_{2r}(x^*) \setminus B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^2 \| u_\delta \|)^2(x)}{|x-x^*|^{a}} \, dx
\]
\[
\leq C \left( 1 + \| \rho_\delta \|_{L^4}^2 + \| \rho_\delta u_\delta \|_{L^1}^2 \right)
\]
\[
+ C \int_{B_{2r}(x^*) \setminus B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^2 \| u_\delta \|)^2(x)}{|x-x^*|^{a}} \, dx.
\]
It remains to estimate the last term appeared in (5.24). To this end, we adopt the ideas in [20] and discuss two cases: $x^*$ is far away from the boundary and $x^*$ is close to the boundary.

(1) Assume $\text{dist}(x^*, \partial O) = 3r \geq k_2/2$ with $k_2$ given in (5.9). Then
\[
\int_{B_{2r}(x^*) \setminus B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^2 \| u_\delta \|)^2(x)}{|x-x^*|^{a}} \, dx
\]
\[
\leq k_2^{-a} \int_{B_{2r}(x^*) \setminus B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^2 \| u_\delta \|)^2(x)}{|x-x^*|^{a}} \, dx
\]
\[
\leq C \left( 1 + \| \rho_\delta \|_{L^4}^2 + \| \rho_\delta u_\delta \|_{L^1}^2 \right),
\]
where the last inequality follows from (5.4).
(2) Assume that \( x^* \in \mathcal{O} \) is close to the boundary. By (5.9), we have
\[
|x^* - \tilde{x}^*| = \text{dist}(x^*, \partial \mathcal{O}) = 3r < \frac{k_2}{2}
\]
with \( \tilde{x}^* \in \partial \mathcal{O} \), and hence,
\[
4|x - x^*| \geq |x - \tilde{x}^*|, \quad \forall x \notin B_r(x^*). \tag{5.26}
\]
Making use of (5.26) and (5.19), we get
\[
C \int_{B_{2r}(x^*) \setminus B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^\gamma + \rho_\delta |u_\delta|^2)(x)}{|x - x^*|^a} dx \leq C \int_{B_{2r}(x^*) \setminus B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^\gamma + \rho_\delta |u_\delta|^2)(x)}{|x - \tilde{x}^*|^a} dx \leq C \left(1 + \|\rho_\delta u_\delta\|_{L^s}^2 + m_2 \|\rho_\delta u_\delta\|_{L^1}^{3C_1}\right). \tag{5.27}
\]
In summary, substituting (5.25) and (5.27) back into (5.24) yields
\[
\int_{B_r(x^*)} \frac{(\delta \rho_\delta^4 + \rho_\delta^\gamma + \rho_\delta |u_\delta|^2)(x)}{|x - x^*|^a} dx \leq C \left(1 + \|\rho_\delta u_\delta\|_{L^s}^2 + m_2 \|\rho_\delta u_\delta\|_{L^1}^{3C_1}\right), \tag{5.28}
\]
where the constant \( C \) is independent of \( x^* \). The combination of (5.19) with (5.28) yields the desired estimate (5.8).

**Lemma 5.4.** Assume that \( u \in H_0^1(\mathcal{O}, \mathbb{R}^3) \) and \( f(x) \geq 0 \) a.e. in \( \mathcal{O} \). Then there is a constant \( C \) depending only on \( |\mathcal{O}| \) such that
\[
\int_{\mathcal{O}} |u|^2 f dx \leq C \left\| \nabla u \right\|_{H_0^1(\mathcal{O})}^2 \int_{\mathcal{O}} \frac{f(x)}{|x - x^*|} dx, \tag{5.29}
\]
as long as the right-hand side quantity is finite.

**Proof.** The proof is based on the Green representation and integration by parts; see, e.g., [31, Lemma 4].

**Lemma 5.5.** Let \( \theta = (\gamma - 1)/(2\gamma) \in (0, 1/2) \). Then,
\[
\int \rho_\delta |u_\delta|^{2(2-\theta)} \leq C. \tag{5.30}
\]
Proof. Denote by
\[ A = \int \rho_\delta |u_\delta|^2 (2-\theta). \]
Noting \( \|\rho_\delta\|_{L^1} = m_1 \), we have
\[
\begin{align*}
\|\rho_\delta u_\delta\|_{L^1} &\leq \|\rho_\delta \|_{L^1}^{2(2-\theta)} \|\rho_\delta\|_{L^1}^{3-2\theta} \leq C A^{-\frac{1}{2(2-\theta)}}, \\
\|\rho_\delta u_\delta\|^2_{L^2} &\leq \|\rho_\delta\|_{L^1}^{2(2-\theta)} \|\rho_\delta\|_{L^1}^{3-2\theta} \leq C A^{-\frac{1}{2(2-\theta)}}. 
\end{align*}
\] (5.31) (5.32)

Thanks to (5.31), it follows from (5.2) that
\[
\|c_\delta\|_{L^\infty}^6 + \int (|\nabla u_\delta|^2 + |\triangle Q_\delta|^2 + |\nabla Q_\delta|^2 + |Q_\delta|^6) \leq C \left( 1 + A \frac{1}{2(2-\theta)} + m_2 A^{\frac{3C}{2(2-\theta)}} \right). 
\] (5.33)

A direct calculation shows
\[
\frac{\rho_\delta |u_\delta|^2 (1-\theta)}{|x-x^*|} = \left( \frac{\rho_\delta |u_\delta|^2}{|x-x^*|^\alpha} \right)^{1-\theta} \left( \frac{\rho_\delta^\gamma}{|x-x^*|^\alpha} \right)^{\frac{\theta}{\gamma}} \left( \frac{1}{|x-x^*|^\frac{2(1-\alpha)}{(\gamma-1)^\theta}} \right)^{(\gamma-1)\theta}. 
\] (5.34)

Noting that \( \theta = (\gamma-1)/(2\gamma) \), we have
\[
\alpha + \frac{\gamma(1-\alpha)}{(\gamma-1)\theta} \in (0,3) \quad \text{if} \quad \alpha \in \left( \frac{2\gamma-1}{\gamma^2}, 1 \right),
\]
thus
\[
\int \frac{1}{|x-x^*|^{\alpha + \frac{\gamma(1-\alpha)}{(\gamma-1)^\theta}}} dx \leq C.
\]
Therefore, by (5.8), (5.31), (5.32), we integrate (5.34) to obtain
\[
\int \frac{\rho_\delta |u_\delta|^2 (1-\theta)(x)}{|x-x^*|} dx \leq C + \int \frac{\rho_\delta |u_\delta|^2 (x)}{|x-x^*|^\alpha} dx + \int \frac{\rho_\delta^\gamma (x)}{|x-x^*|^\alpha} dx \\
\leq C + C \int \frac{(\delta \rho_\delta^4 + \rho_\delta^\gamma + \rho_\delta |u_\delta|^2)(x)}{|x-x^*|^\alpha} dx \\
\leq C \left( 1 + A \frac{1}{2(2-\theta)} + m_2 A^{\frac{3C}{2(2-\theta)}} \right). 
\] (5.35)
From the definition of $A$, (5.33) and Lemma 5.4, we obtain
\[
A \leq \|\nabla u\|_{L^2}^2 \sup_{x^* \in \Omega} \int_{|x-x^*|} \frac{\rho_\delta |u_\delta|^{2(1-\theta)}(x)}{|x-x^*|} dx,
\]
which together with (5.35) implies
\[
A \leq 1 + C \frac{A^{1/2}}{2(2-\theta)} + m_2 A^{3C_1} (2-\theta).
\]
Since $\theta \in (0, 1/2)$, we choose $m_2 \leq 1$ sufficiently small to conclude (5.30). The proof of Lemma 5.7 is complete.

Finally, Proposition 5.1 is a direct consequence of Lemmas 5.1-5.5.

5.2 Vanishing artificial pressure

Now we take the limit as $\delta \to 0$ in the spirit of [7, 27, 28]. Thanks to (5.1), the following estimate follows similarly to (3.27):
\[
\|\nabla c_\delta\|_{L^2} + \|\triangle c_\delta\|_{L^2} \leq C. \tag{5.36}
\]
With (5.1) and (5.36) in hand, we are allowed to take the following limits as $\delta \to 0$, subject to a subsequence,
\[
(\nabla u_\delta, \nabla^2 c_\delta, \nabla^2 Q_\delta) \to (\nabla u, \nabla^2 c, \nabla^2 Q) \text{ in } L^2, \tag{5.37}
\]
\[
u_\delta \to \nu \text{ in } L^{p_1}, \quad (c_\delta, Q_\delta) \to (c, Q) \text{ in } W^{1,p_1}, \quad 1 \leq p_1 < 6, \tag{5.38}
\]
\[
\delta \rho_\delta^4 \to 0 \text{ in } D', \quad \rho_\delta \to \rho \text{ in } L^{\gamma s} \text{ for all } s \in (1, 3/2). \tag{5.39}
\]
As $\gamma > 1$, we can choose $s \in (1, 3/2)$ such that $\gamma s > 3/2$. Then, from (5.38)-(5.39) one has
\[
\rho_\delta u_\delta \rightharpoonup \nu u \text{ in } L^{p_2} \text{ for some } p_2 > 6/5, \tag{5.40}
\]
and from (5.38)-(5.40), for some $p_3 > 1$,
\[
\left\{ \begin{array}{l}
\rho_\delta u_\delta^i u_\delta^j \rightharpoonup \nu u^i u^j, \\
Q_\delta^{ik} \triangle Q_\delta^{kj} \rightharpoonup Q^{ik} \triangle Q^{kj}, \\
Q_\delta^{ik} (\partial_k u_\delta^i - \partial_i u_\delta^k) \rightharpoonup Q^{ik} (\partial_k u^i - \partial_i u^k)
\end{array} \right. \tag{5.41}
\]
in $L^p$. Using (5.37)-(5.41), we take $\delta$-limit in (4.1) and obtain the equations in the sense of distributions

$$
\begin{align*}
\text{div}(\rho u) &= 0, \quad (5.42a) \\
u \cdot \nabla c - \nabla^2 c &= g_1, \quad (5.42b) \\
\text{div}(\rho u \otimes u) + \nabla \rho \gamma - \text{div}(S_{ns}(\nabla u) + S_1(Q) + S_2(c, Q)) &= \rho g_2, \quad (5.42c) \\
-u \cdot \nabla Q + Q\Omega - \Omega Q + c_s Q \text{tr}(Q^2) + \frac{(c - c_s)}{2} Q &= -b \left( Q^2 - \frac{1}{3} \text{tr}(Q^2)I \right) - \nabla Q = g_3, \quad (5.42d) \\
u &= 0, \quad \frac{\partial c}{\partial n} = 0, \quad \frac{\partial Q}{\partial n} = 0 \quad \text{on} \quad \partial \Omega. \quad (5.42e)
\end{align*}
$$

Additionally, (1.7) follows from (3.2)-(3.3), (5.38), (5.39) and (5.50) below.

Next, we define an increasing and concave function $T_k(z) \in C^1_0([0, \infty))$, satisfying

$$
\begin{align*}
T_k(z) &= z, \quad \text{if} \quad z \leq k, \\
T_k(z) &= k + 1, \quad \text{if} \quad z \geq k + 1. \quad (5.43)
\end{align*}
$$

Clearly, for any $1 \leq p \leq \infty$,

$$
T_k(\rho) \rightharpoonup \overline{T_k(\rho)} \quad \text{in} \quad L^p. \quad (5.44)
$$

**Lemma 5.6.** Let $(\rho_\delta, u_\delta, c_\delta, Q_\delta)$ be the solution obtained in Theorem 4.1. Then,

$$
\lim_{\delta \to 0} \int T_k(\rho_\delta) \left( \rho_\delta^\gamma - (2\mu + \lambda) \text{div} u_\delta \right) = \int \overline{T_k(\rho)} \left( \rho^\gamma - (2\mu + \lambda) \text{div} u \right), \quad (5.45)
$$

where $T_k$ is defined in (5.43).

**Proof.** With the help of (5.37)-(5.41), we may slightly modify the argument of Lemma 4.3 to complete the proof of Lemma 5.6. The details are omitted here. \qed

Since $T_k$ is concave, one has

$$
(\rho_\delta^\gamma - \rho^\gamma) (T_k(\rho_\delta) - T_k(\rho)) \geq (T_k(\rho_\delta) - T_k(\rho))^\gamma.
$$

Then, from (5.45), (5.39), $\rho^\gamma \geq \overline{\rho^\gamma}$, and $T_k(\rho) \leq \overline{T_k(\rho)}$, we obtain

$$
(2\mu + \lambda) \lim_{\delta \to 0} \int T_k(\rho_\delta) \text{div} u_\delta - \overline{T_k(\rho)} \text{div} u
$$
\[
\lim_{\delta \to 0} \int \left( T_k(\rho_\delta) \rho_\delta^\gamma - \overline{T_k(\rho)} \rho^\gamma \right) = \lim_{\delta \to 0} \int \left( \rho_\delta^\gamma - \rho^\gamma \right) \left( T_k(\rho_\delta) - T_k(\rho) \right) + \int (\rho^\gamma - \rho_\delta^\gamma) \left( T_k(\rho) - \overline{T_k(\rho)} \right) \\
\geq \lim_{\delta \to 0} \int \left( \rho_\delta^\gamma - \rho^\gamma \right) \left( T_k(\rho_\delta) - T_k(\rho) \right) \\
\geq \lim_{\delta \to 0} \int \left( T_k(\rho_\delta) - T_k(\rho) \right)^{\gamma + 1}. \quad (5.46)
\]

Noticing that \( \text{div} \ u_\delta \in L^2 \) is bounded uniformly in \( \delta \), and
\[
\lim_{\delta \to 0} \int \left( \rho_\delta^\gamma - \rho^\gamma \right) \left( T_k(\rho_\delta) - T_k(\rho) \right) \geq \lim_{\delta \to 0} \int \left( \rho_\delta^\gamma - \rho^\gamma \right) \left( T_k(\rho_\delta) - T_k(\rho) \right)^{\gamma + 1}. \quad (5.47)
\]

In terms of (5.46) and (5.47), it holds that
\[
\lim_{\delta \to 0} \left\| T_k(\rho_\delta) - T_k(\rho) \right\|_{L^2} \geq C \left( \left\| T_k(\rho_\delta) - T_k(\rho) \right\|_{L^2} + \left\| T_k(\rho) - \overline{T_k(\rho)} \right\|_{L^2} \right) \\
\geq (2\mu + \lambda) \lim_{\delta \to 0} \int \left( T_k(\rho_\delta) - T_k(\rho) + T_k(\rho) - \overline{T_k(\rho)} \right) \text{div} u_\delta \\
= (2\mu + \lambda) \lim_{\delta \to 0} \int \left( T_k(\rho_\delta) - \overline{T_k(\rho)} \right) \text{div} u_\delta \\
= (2\mu + \lambda) \lim_{\delta \to 0} \int \left( T_k(\rho_\delta) \text{div} u_\delta - \overline{T_k(\rho)} \text{div} u \right). \quad (5.47)
\]

In terms of (5.46) and (5.47), it holds that
\[
\lim_{\delta \to 0} \left\| T_k(\rho_\delta) - T_k(\rho) \right\|_{L^{\gamma + 1}} \leq C, \quad (5.48)
\]

where the constant \( C \) is independent of \( k \) and \( \delta \).

We remark that (5.48) measures oscillation of the density, which helps us prove that (5.42a) holds in the sense of renormalized solutions as in [28].

**Lemma 5.7 ([28])**. For the solution \((\rho, u)\),
\[
\text{div} (b(\rho) u) + \left( b'(\rho) \rho - b(\rho) \right) \text{div} u = 0 \quad \text{in} \quad \mathcal{D}'(\mathbb{R}^3), \quad (5.49)
\]

where \( b(z) = z \), or \( b \in C^1([0, \infty)) \) with \( b'(z) = 0 \) for large \( z \).

**Proof**. Thanks to Lemma 4.2, we see that \((\rho_\delta, u_\delta)\) is a renormalized solution. If we multiply the Eq. (4.20) satisfied by \((\rho_\delta, u_\delta)\) by \( T_k(\rho_\delta) \), and use (5.43), (5.37)-(5.41), (5.48), we conclude (5.49) by taking \( \delta \to 0 \) and then \( k \to \infty \). The detailed proof may be found in [28]. \( \square \)
In order to complete the proof of Theorem 1.1 we only need to verify
\[ \rho^\gamma = \rho^\gamma. \] (5.50)

To this end, it suffices to prove the strong convergence of \( \rho_\delta \) in \( L^1 \) by (5.39). The idea is to compare the limit of the renormalized solution \((\rho_\delta, u_\delta)\) with \((\rho, u)\). In more detail, we introduce
\[
L_k = \begin{cases} 
  z \ln z, & z \leq k, \\
  z \ln k + z \int_k^{k+1} \frac{T_k(s)}{s^2} ds, & z \geq k.
\end{cases}
\]

A direct computation shows that
\[
C([0,\infty)) \cap C^1((0,\infty)) \ni b_k(z) = L_k(z) - \left( \ln k + \int_k^{k+1} \frac{T_k(s)}{s^2} + 1 \right) z,
\]
and moreover, \( b'_k(z) = 0 \) if \( z \geq k+1 \) and \( b'_k(z)z - b_k(z) = T_k(z) \). In view of Lemmas 4.2 and 5.7, one has
\[
0 = \text{div}(b_k(\rho)u) + T_k(\rho) \text{div}u
= \text{div}(L_k(\rho)u) + T_k(\rho) \text{div}u \quad \text{in } D(\mathbb{R}^3),
\]
\[
0 = \text{div}(L_k(\rho_\delta)u_\delta) + T_k(\rho_\delta) \text{div}u_\delta \quad \text{in } D(\mathbb{R}^3).
\]
Integration of the difference of above two equations leads to
\[
\int (T_k(\rho) \text{div}u - T_k(\rho_\delta) \text{div}u_\delta) = 0,
\]
which along with (5.46) and the fact \( \text{div}u \in L^2 \) implies
\[
C \| T_k(\rho) - T_k(\rho_\delta) \|_{L^2} \geq (2\mu + \lambda) \int (T_k(\rho) - T_k(\rho_\delta)) \text{div}u
= (2\mu + \lambda) \int (T_k(\rho_\delta) \text{div}u_\delta - T_k(\rho) \text{div}u)
\geq \int (T_k(\rho_\delta) - T_k(\rho))^{\gamma+1}. \tag{5.51}
\]
Recalling Proposition 5.1, we have \( \| \rho_\delta \|_{L^\gamma} \leq C \). Thus, the limit
\[
\lim_{k \to \infty} \| T_k(\rho_\delta) - \rho_\delta \|_{L^1} = \| T_k(\rho_\delta) - \rho_\delta \|_{L^1(\{\rho_\delta \geq k\})}
\leq 2 \lim_{k \to \infty} \| \rho_\delta \|_{L^\gamma(\{\rho_\delta \geq k\})}
\leq C \lim_{k \to \infty} k^{1-\gamma} \| \rho_\delta \|_{L^\gamma(\{\rho_\delta \geq k\})} = 0 \tag{5.52}
\]
is uniform in $\delta$. In a similar way,

$$\lim_{k \to \infty} \| T_k(\rho) - \rho \|_{L^1} = 0. \quad (5.53)$$

Making use of (5.54)-(5.53), and

$$\| T_k(\rho) - T_k(\rho_\delta) \|_{L^1} \leq C \| T_k(\rho) - \rho + \rho_\delta - T_k(\rho) \|_{L^1}$$

$$\leq C (\| T_k(\rho) - \rho \|_{L^1} + \lim_{\delta \to 0} \| T_k(\rho_\delta) - \rho_\delta \|_{L^1}), \quad (5.54)$$

we conclude

$$\lim_{\delta \to 0} \| \rho_\delta - \rho \|_{L^1} \leq \lim_{k \to \infty} \lim_{\delta \to 0} (\| \rho_\delta - T_k(\rho_\delta) \|_{L^1} + \| T_k(\rho_\delta) - T_k(\rho) \|_{L^1} + \| T_k(\rho) - \rho \|_{L^1}) = 0.$$

The proof of Theorem 1.1 is complete. $\square$
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