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A. Transformer-based Object Detectors

In Section 4 of our manuscript, we provide a comprehensive comparison of our SAFE OOD detector to the current state-of-the-art in OOD object detectors. Specifically, our results in Section 4.3 and Table 1 demonstrated that SAFE achieves state-of-the-art performance across both the ResNet-50 and RegNetX4.0 backbone architectures. In these comparisons, the object detector architecture, Faster-RCNN, remains static.

Notably, our theory in Section 3.1 of the manuscript only requires the presence of our SAFE layers in the backbone of the object detector network. Thus, we further test the generalisability of our SAFE OOD object detector by evaluating the performance when applied to a different, transformer-based, object detector. Specifically, we compare SAFE to the benchmark proposed in [3] which performs OOD object detection on the Deformable DETR [19] object detector.

A.1 Experimental Setup

Following [3], we use the same evaluation protocol defined in [4] for our comparisons of SAFE to state-of-the-art OOD object detectors on the transformer-based Deformable DETR [19] object detector.

Datasets Consistent with Section 4.1 of our manuscript, we use PASCAL-VOC [5] and BDD100K [18] as our ID datasets with MS-COCO [11] and OpenImages [9] as our OOD datasets.

Evaluation Metrics Following the standard evaluation protocol [4, 3], we use the same AUROC and FPR95 metrics as defined in Section 4.1 of our manuscript.

Baselines We compare against the following state-of-the-art methods: Mahalanobis Distance [10], Gram Matrices [14], KNN [15], CSI [16], OW-DETR [7], Dismax [12], VOS [4] and SIREN [3]. SIREN can be evaluated with either the original von-Mises Fischer distribution (SIREN-vMF) or in combination with KNN (SIREN-KNN). Performance metrics of baselines are all reported from [3].

Base Network Architecture We implement the Deformable DETR [19] object detector with a ResNet-50 [8] backbone pre-trained on ImageNet [13]. Of the compared methods, CSI [16], OW-DETR [7], Dismax [12], VOS [4] and SIREN [3] all require the object detector to be retrained following a custom loss objective, we identify these methods with a checkmark √ in Supplementary Table 1.

Implementation As the Deformable DETR object detector uses a ResNet-based backbone, we follow the same implementation as in Section 4.2 of our manuscript. Specifically, we instantiate a 3-layer auxiliary MLP which takes the object-specific vectors from the SAFE layers as input and outputs a single OOD score for each object. The auxiliary MLP is trained on the surrogate task of discriminating clean ID samples from ID samples perturbed with the FGSM [6] adversarial-perturbation. We set the scalar magnitude multiplier for FGSM to be $\epsilon = 8$, the same optimum value found for the ResNet-50 backbone in Section 4.5 and Figure 4 of our manuscript.

A.2 Results and Discussion

Supplementary Table 1 extends the quantitative evaluations from our manuscript, comparing our SAFE OOD detector to the current state-of-the-art in OOD object detection with the transformer-based Deformable DETR object detector [19].

Congruent with the results on the Faster-RCNN model, SAFE achieves state-of-the-art performance, outperforming the previous state-of-the-art SIREN-KNN [3] in 7 out of the 8 total benchmark permutations. In particular, SAFE boasts substantial performance improvements in the PASCAL-VOC setting, with absolute reductions in FPR95 of 57.00% for OpenImages and 15.89% for MS-COCO. Furthermore, all methods other than SIREN [3] and Dismax [12] achieve near-
random performance when PASCAL-VOC is the ID dataset – resulting in SAFE reducing the FPR95 of post-hoc detectors by 82.37% from 91.36% → 8.99% (KNN [15] → SAFE) when OpenImages is the OOD set. Similarly, when BDD100K is the ID set we observe strong reductions in FPR95 with 26.18% for OpenImages and 14.79% in MS-COCO. Notably, the only metric in which SAFE does not report the best performance (AUROC for BDD100K → MS-COCO) is less than 1% from achieving state-of-the-art performance.

In summary, SAFE, which does not require retraining, outperforms OOD detectors that do require retraining, and significantly outperforms other post-hoc OOD detectors across varying backbone and object detector architectures.

### B. Alternative Transforms

In Sections 3 & 4 of the manuscript, we posit that the SAFE critical layers, composed of a residual convolution layer followed by batch normalisation, are disproportionately powerful for OOD detection. Specifically, Section 4.4 demonstrated superior sensitivity of the SAFE critical layers when a MLP is trained via a surrogate training task. In the manuscript, the surrogate training task we proposed was demonstrated superior sensitivity of the SAFE critical layers, composed of a residual convolution layer followed by batch normalisation, are disproportionately powerful, for OOD detection. Specifically, Section 4.4 demonstrated superior sensitivity of the SAFE critical layers when a MLP is trained via a surrogate training task. In the manuscript, the surrogate training task we proposed was demonstrated superior sensitivity of the SAFE critical layers, composed of a residual convolution layer followed by batch normalisation, are disproportionately powerful, for OOD detection.

Here, our aim is to show that the SAFE critical layers can also detect less targeted input variations, as per our theory from Section 3.1. We thus evaluate the performance of SAFE when the surrogate task is to distinguish clean ID samples from those perturbed by a simple additive noise transformation. In particular, we use additive noise sampled from a uniform distribution, \( x^+ \sim U(\alpha_w, \alpha_w) \) with magnitude multiplier \( \alpha_w \).

Supplementary Figure 1 visualises the input perturbation signal and resultant effect on an input sample for FGSM [6] (Top) and Noise (Bottom) at varied perturbation magnitudes. For both transforms, we observe that the optimal value found for SAFE (\( \epsilon = 8 \) for FGSM [6] and \( \alpha_w = 30 \) for Noise) result in perturbed samples that are imperceptibly different to the original image, whilst large magnitudes that produce perceptible differences result in degraded performance.

#### B.1 Robustness to input variations

Supplementary Table 2 compares the performance when using an additive noise transformation (Noise) or an adversarial attack as in the manuscript (FGSM [6]) against the current state-of-the-art, VOS [4]. Consistent with the theory described in Section 3, even in the case where the auxiliary MLP is trained with simple additive noise transform, the SAFE critical layers are sensitive enough to produce a strong signal for OOD object detection. While the Noise transformation leads to an approximately 2% AUROC reduction when compared to our proposed adversarial attack transform, it still outperforms the previous state-of-the-art across the majority of benchmarks.

Supplementary Figure 2 provides the same magnitude ablation for the Noise perturbation as Figure 2 did in the manuscript for FGSM [6]. As expected, the existing trend of increasing performance to a peak followed by a decrease in performance for FGSM holds for the Noise transformation.

#### B.2 Universally high performance of SAFE layers

As discussed in Section 4.3 of our manuscript, prior works [1, 2, 14, 17] in OOD classification have highlighted the variability of layer performance under distributional shift. In this section, we demonstrate that the SAFE layers are high performing irrespective of the input transformation that is
Supplementary Figure 1: Visualisation of the input perturbation functions and impact sample ID images at varying magnitudes. **Top:** Perturbation function is FGSM [6]. **Bottom:** Perturbation function is Noise. Numbers above each image correspond to the magnitude multiplier applied to the image, $\epsilon$ for FGSM and $\alpha_w$ for Noise.

Supplementary Table 2: Comparison of the performance of SAFE utilising either an additive noise transformation (Noise) or adversarial perturbation function (FGSM) against the previous state-of-the-art (VOS) with the ResNet-50 backbone. Comparison metrics are AUROC and FPR95. Directional arrows indicate if higher ↑ or lower ↓ indicates better performance. **Best** results are in **red and bold**, second best results are displayed in **orange**. SAFE sets a new state-of-the-art in performance with either transformation.
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