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1 Introduction

Let \((W, S)\) be a finite Coxeter system. Let \(I \subseteq S\) and \(W_I\) be the parabolic subgroup of \(W\) generated by \(I\). We denote \(X_I\) the cross section of \(W/W_I\) consisting of the unique coset representatives of minimal length. Its elements are called the minimal coset representatives (see [3, 12, 5.12]).
The Solomon descent algebra $\Sigma W$ (first defined in [19]) is the subalgebra of $QW$ generated by $\{x_I\}_{I \subseteq S}$, where $x_I = \sum_{w \in X_I} w$.

Solomon has also shown that the linear function $\Phi$ which maps $x_I$ to $1_{W_I}$, the induced character of the trivial representation on $W_I$ to $W$, is an algebra homomorphism called the Solomon homomorphism.

For the symmetric groups (which are Coxeter groups of type $A$), properties of $\Phi$ are related to enumerative results: certain joint statistics on the symmetric group may be enumerated by the scalar products of appropriate characters.

For example, Gessel has shown ([9]) that the number of element in $X_I \cap X_J^{-1}$ is the scalar product of the characters $1_{W_I}$ and $1_{W_J}$. We show that this result is equivalent to the following: $\Phi$ is an isometry for a particular scalar product on $QS_n$ (defined by $< w, v > = 1$ if $w = v^{-1}$, $= 0$ otherwise). In Section 3, we extend this result of Gessel on symmetric groups to all finite Coxeter groups.

As another example, there is a set of orthogonal idempotents $E_\lambda \in \Sigma S_n$, indexed by the partitions $\lambda$ of $n$, which decompose $QS_n$ (see [6]). Gessel and Reutenauer have shown ([10]) that the scalar product of $1_{W_I}$ and $\chi_\lambda$ - the character of the left action of $S_n$ on $QS_nE_\lambda$ - is the number of elements in $X_I$ of cycle type $\lambda$ (equivalently, in the conjugation class corresponding to $\lambda$). By this way, Jöllenbeck and Reutenauer in [13] have shown that $\Phi$ has the following symmetry property:

\[(\star) \quad \Phi(x)(y) = \Phi(y)(x)\]

for all $x, y \in \Sigma S_n$ ($\Phi(x)$ is linearly extended to $QS_n$). In other words

$$\sum_{w \in X_I} 1_{W_J}(w) = \sum_{g \in X_J} 1_{W_I}(g), \text{ for all } I, J \subseteq S.$$ 

Conversely, the symmetry property implies the previous enumerative result.

In our attempt to extend to all finite Coxeter groups the symmetry property ($\star$), we use the work of Bergeron, Bergeron, Howlett and Taylor ([1]): they have found for each finite Coxeter group a set of orthogonal idempotents $E_\lambda$, indexed by the Coxeter classes which decompose $QS_n$ (see [1]). Gessel and Reutenauer have shown ([10]) that the scalar product of $1_{W_I}$ and $\chi_\lambda$ - the character of the left action of $S_n$ on $QS_nE_\lambda$ - is the number of elements in $X_I$ of cycle type $\lambda$ (equivalently, in the conjugation class corresponding to $\lambda$). By this way, Jöllenbeck and Reutenauer in [13] have shown that $\Phi$ has the following symmetry property ($\star$) (the Coxeter type may be viewed as the cycle type of a permutation). Thus, again, properties of $\Phi$ are strongly related to enumerative results.

We show that $\Phi$ has property ($\star$) for all finite Coxeter groups whose irreducible components are of type $A_n, E_6, E_7, E_8, F_4, H_3, H_4$ or $I_2(m)$. Whether this is true for all finite Coxeter groups is an open conjecture. Moreover, we state a stronger conjecture (obtained jointly with M. Schocker) that depends on two subsets $I, J$ of $S$: we prove this new conjecture in the following cases: $I = \emptyset$, $I = S$ and $I$ is a singleton. In particular, the new conjecture is true for dihedral groups. The general case remains open.
As a byproduct of our techniques, in Section 2 we give a quick proof of the following result: For each conjugacy class $C$, if $I, J$ are conjugated under $W$, then $|C \cap X_I| = |C \cap X_J|$. This result has been obtained independently for all Coxeter groups by Fleischmann in [4]. We introduce the image of $\Phi$ in the algebra of class functions and we describe it using some results of Bergeron, Bergeon, Howlett and Taylor ([1]). Moreover, we show that $\Phi$ is surjective if and only if $W$ is a direct product of symmetric groups.

2 The Solomon homomorphism

2.1 The Solomon descent algebra

Let $w \in W$. We denote by $\ell(w)$ the length of $w$ as a word in the elements of $S$. The ascent set of $w$ is the set

$$S(w) = \{ s \in S \mid \ell(ws) > \ell(w) \} .$$

The descent set of $w$ is the set

$$D(w) = \{ s \in S \mid \ell(ws) < \ell(w) \} .$$

Observe that $D(w) \sqcup S(w) = S$. Let $I \subset S$, then the set of minimal coset representatives $X_I$ can also be viewed as

$$X_I = \{ x \in W \mid \ell(xs) > \ell(x), \ \forall s \in I \}$$

$$= \{ w \in W \mid S(w) \supset I \}$$

$$= \{ w \in W \mid D(w) \subset S - I \} .$$

**Parabolic components:** Any $w \in W$ has a unique factorization $w = w'_Iw_I$ such that $w'_I \in X_I$ and $w_I \in W_I$. Moreover, $\ell(w) = \ell(w'_I) + \ell(w_I)$ ([12], 5.12). We call the couple $(w'_I, w_I)$ the parabolic components of $w$.

Let $I, J \subseteq S$ and $X_I^{-1} = \{ x^{-1} \mid x \in X_I \}$. Then the set

$$X_{IJ} = X_I^{-1} \cap X_J$$

is a cross section of the double cosets $W_I \backslash W/W_J$, consisting again of the unique representatives of minimal length ([13], Lemma 1).

Following [1], Section 2, for $I, K \subset S$, we denote $X^I_{I\cap K} = W_I \cap X_K$. Then $X^I_{I\cap K}$ is a cross section of $W_I/W_{I\cap K}$ which is constituted by the minimal coset representatives of $W_{K \cap I}$ in $W_I$. Finally, we have the following properties:

1. for $K \subset I \subset S$, $X_I X_K = X_K$;
2. for $I, J \subset S$, $X_J$ is the disjoint union of $X^I_{I\cap bJb^{-1}}b$ for all $b \in X_{IJ}$ and $W_I \cap bW_Jb = W_I \cap bW_Jb^{-1}$. In particular, for all $w \in W$, there is a unique $b \in X_{IJ}$ such that $w^b \in X^I_{I\cap bJb^{-1}}b$.
3. for $K, L \subset S$ and $b \in X_{KL}$ such that $bLb^{-1} = K$, we have $X_Kb = X_L$.

**Double parabolic components:** We have an analogue decomposition in parabolic components for double cosets: any $w \in W$ has a unique factorization $w = abc$ such that $b \in X_{IJ}$, $a \in X_{I}^I \cap b_Jb^{-1}$ and $c \in W_J$. Moreover, $\ell(w) = \ell(a) + \ell(b) + \ell(c)$ ([19], Lemma 1). We call the triplet $(a, b, c)$ the *double parabolic components* of $w$.

For $I \subset S$, we consider the element $x_I = \sum_{w \in X_I} w$ in $\mathbb{Q}W$. Solomon has shown in [19] that the vector subspace $\Sigma W$ of $\mathbb{Q}W$ generated by these elements is a subalgebra. Moreover, $\{x_I\}_{I \subset S}$ is a basis that satisfies

$$x_Ix_J = \sum_{K \subset S} a_{IJK}x_K,$$

where $a_{IJK} = |\{ w \in X_{IJ} | w^{-1}W_Iw \cap W_J = W_K\}|$.

Following the case of $A_n$ and $B_n$ (symmetric and hyperoctahedral groups, see [16], [2]), we call $\Sigma W$ the *Solomon descent algebra*. Note that in these two cases, the basis $\tilde{x}_I = x_{S-I} = \sum_{D(w) \subset I} w$ is more commonly used. Note also that $\dim \Sigma W = 2^{|S|}$.

We use a basis of $\Sigma W$ which is useful to enumerate the elements of $W$ which have a given descent or ascent set. Let $I, J \subset S$. The set of elements of $W$, which have as ascent set $I$, is $Y_I = \{ w \in W | S(w) = I\}$. We consider the following element in $\mathbb{Q}W$:

$$y_I = \sum_{w \in Y_I} w .$$

Then

$$x_J = \sum_{I \supset J} y_I$$

and, by inclusion-exclusion,

$$y_I = \sum_{J \supset I} (-1)^{|J-I|} x_I .$$

Therefore $\{y_I\}_{I \subset S}$ is a basis of $\Sigma W$.

### 2.2 Coxeter classes

Let $I, J \subset S$. We say that $I$ and $J$ are *$W$-conjugate* if there is $w \in W$ such that $wIw^{-1} = J$. In this case, we write $I \sim_W J$.

The relation $\sim_W$, on the set of subsets of $S$, is an equivalence relation. For this relation, an equivalence class is called a *Coxeter class*. The set of Coxeter classes of $W$ is denoted $\Lambda(W)$. For $I \subset S$, write $\lambda(I)$ its Coxeter class.

An element $c \in W$ with $c = s_1 \ldots s_n$ ($s_i \in S$) is a *Coxeter element* if the $s_i$ are all distinct and if $S = \{s_1, \ldots, s_n\}$ (c is the product of all elements of
S, without repetition). We write $c_I$ for a Coxeter element of $W_I$. It is well-known that the following statements give three equivalent characterisations of the $W$-conjugation (See [1], Proposition 4.4 and [8], Proposition 3.1.15):

1. $I \sim_W J$,

2. the subgroups $W_I$ and $W_J$ are conjugated,

3. the Coxeter elements $c_I$ of $W_I$ and $c_J$ of $W_J$ are conjugated.

Denote by $C(w)$ the conjugacy class of an element $w \in W$ and $Cl(W)$ the set of conjugacy classes of $W$. A cuspidal class is a conjugacy class $C$ such that $C \cap W_I = \emptyset$ for all $I \not\subseteq S$. A $I$-cuspidal class is a cuspidal class of the parabolic subgroup $W_I$. As example, the Coxeter elements are all conjugated and their conjugacy class is cuspidal (see [8], Proposition 3.1.6).

An element $w \in W$ is an $I$-element ($I \subseteq S$) if $C(w) \cap W_I$ is a $I$-cuspidal class. If $J \in \lambda(I)$, then $w$ is also a $J$-element (since $W_J$ is conjugated to $W_I$, $C(w) \cap W_I$ is conjugated to $C(w) \cap W_J$. As subgroups of $W_J$ are conjugated to subgroups of $W_I$, $C(w) \cap W_J$ is a $J$-cuspidal class).

More generally, for any $\lambda \in \Lambda$, we say that $w \in W$ is a $\lambda$-element (or is of Coxeter type $\lambda$) if $w$ is an $I$-element for some $I \in \lambda$. Denote by $C(\lambda)$ the set of $\lambda$-elements. We call it the $\lambda$-set.

It is well-known that conjugacy classes and Coxeter classes coincide in the symmetric group. The subclass of finite Coxeter groups that have this property is given by the following proposition. We will see that this is also the subclass of finite Coxeter groups for which the Solomon homomorphism is surjective.

**Proposition 2.1.** Let $(W, S)$ be a finite Coxeter system then the following propositions are equivalent:

1. $W$ is a direct product of symmetric groups;

2. $|\Lambda(W)| = |Cl(W)|$;

3. Coxeter classes coincide with conjugacy classes.

We need two lemmas to prove Proposition 2.1. The first one implies that there are more conjugacy classes than Coxeter classes.

**Lemma 2.2.** Let $\lambda \in \Lambda$, then $C(\lambda) = \bigsqcup C$, where the disjoint union is taken over all $C \in Cl(W)$ such that $C \subseteq C(\lambda)$. Moreover, $W$ is the disjoint union of its $\lambda$-sets, for $\lambda \in \Lambda$.

**Proof.** If $w \in C(\lambda)$, then $C(w) \cap W_I$ is a cuspidal class of $W_I$ (for some $I \in \lambda$). Thus all $g \in C(w)$ are $\lambda$-elements. Therefore $C(w) \subseteq C(\lambda)$. Finally, for all $w \in C(\lambda)$, there is a conjugacy class $C$ such that $w \in C \subseteq C(\lambda)$ and the lemma is proved.

It is well-known that the conjugacy classes of $W$ are the direct product of conjugacy classes of its irreducible components (as $W$ is isomorphic to the direct product of them). This second lemma gives an analogue for Coxeter classes.
Lemma 2.3. Let \((W, S)\) be a finite Coxeter system. For \(i = 1, \ldots, n\), let \((W_i, K_i)\) be the irreducible components of \((W, S)\). For \(\lambda \in \Lambda(W)\) and \(I \in \lambda\), denote \(I_p = I \cap K_p\) and \(\pi_p(\lambda) = \lambda(I_p) \in \Lambda(W_p)\). Then the following mapping

\[
\pi : \Lambda(W) \rightarrow \Lambda(W_{I_1}) \times \cdots \times \Lambda(W_{I_n}) \\
\lambda \mapsto (\pi_{I_1}(\lambda), \ldots, \pi_{I_n}(\lambda))
\]

is a bijection. Moreover, for any \(\lambda \in \Lambda(W)\)

\[
|C(\lambda)| = \prod_{p=1}^{n} |C(\pi_p(\lambda))|.
\]

Proof. It is readily seen that one just has to prove the lemma in the case \(n = 2\) (and conclude by induction on \(n\)). As \(W_p, p = 1, 2\), are the irreducible components of \(W\), they can be viewed as normal parabolic subgroup of \(W\) such that \(W = W_1W_2\). Therefore, for any \(w \in W\), \(w = w_1w_2 \in W_p\) with \(w_p \in W_p\). Observe that \(w^{W_1} = w^{K_1} = w_2\) and \(w^{K_2} = w_1\). For \(I \subset S\) and \(p = 1, 2\), \(W_p \cap I \subset W_p \cap S = K_p\). Thus \(I_p = I \cap K_p = I \cap W_p\) and \(I\) is the disjoint union of \(I_1\) and \(I_2\). Finally, since each element of \(W_1\) commutes with each element of \(W_2\), \(w_{I_p}w^{-1} = w_{I_p}w_{I_p}^{-1}\).

One first shows that \(\pi\) is well defined. Let \(I, J \in \lambda\) there is \(w \in W\) such that \(wJw^{-1} = J\). As \(W_p\) is a normal subgroup, for \(p = 1, 2\), \(w_{I_p}w^{-1} = J_p\). Moreover, since \(w_{I_p}w^{-1} = w_{I_p}w_{I_p}^{-1}\), one has \(w_p \in W_p\) such that \(w_{I_p}w_{I_p}^{-1} = J_p\), hence \(\lambda(I_p) = \lambda(J_p) \in \Lambda(W_p)\). Then \(\pi_p\), and therefore \(\pi\), are well defined.

Let \((\lambda_1, \lambda_2) \in \Lambda(W_1) \times \Lambda(W_2)\) and \(I_p \in \lambda_p\). Then \(I = I_1 \cup I_2 \subset S\) and \(\lambda(I) \in \Lambda(W)\). It is readily seen that \(\pi_p(\lambda(I)) = \lambda_p\) hence \(\pi(\lambda(I)) = (\lambda_1, \lambda_2)\). Therefore, \(\pi\) is surjective.

Let \(\lambda, \mu \in \Lambda(W)\) such that \(\pi(\lambda) = \pi(\mu)\). So \(\pi_{I_p}(\lambda) = \pi_{I_p}(\mu)\). Let \(I \in \lambda\) and \(J \in \mu\), then \(I_p\) and \(J_p\) are \(W_p\)-conjugate by an element \(w_p \in W_p\). Write \(w = w_1w_2 = w_{I_p}w_{I_p}^{-1}\), then one has \(wJw^{-1} = J\). Therefore, \(I \sim W\ J\) so \(\lambda = \mu\). One concludes that \(\pi\) is injective, hence bijective.

Let \(\lambda \in \Lambda(W)\) and \(I \in \lambda\). If \(w \in C(\lambda)\), then \(C(w) \cap W_I\) is a \(I\)-cuspidal class. It is well-known that \(C^p(w_p)\) is a conjugacy class of \(W_p\) and \(C^p(w_p) \cap W_{I_p}\) is an \(I_{p}\)-cuspidal class (see \(\S\), exercise 3.10). Therefore, the mapping

\[
\eta : C(\lambda) \rightarrow C(\pi_{I_1}(\lambda)) \times C(\pi_{I_2}(\lambda)) \\
w \mapsto (w_1, w_2)
\]

is well defined and injective since the parabolic components \((w_1, w_2)\) of \(w\) are uniquely determinated. Moreover, \(\eta\) is easily seen to be surjective, hence the lemma is proved.

Proof of Proposition 2.4. One may assume that \(W\) is irreducible, by Lemma 2.3.

1. \(|\Lambda(W)| \leq |Cl(W)|\), and \(|\Lambda(W)| < |Cl(W)|\) if \(W\) contains a parabolic subgroup \(W_I\) that has at least two cuspidal classes. Indeed, denote by \(C_I^1\) and \(C_I^2\) two distinct cuspidal classes of \(W_I\). Let \(w_1 \in C_I^1\) and \(w_2 \in C_I^2\).
Recall a useful result about cuspidal classes: if \( I \subset S \), if \( C^I \in Cl(W_I) \) is a \( I \)-cuspidal class and if \( w \in C^I \), then \( C^I = C(w) \cap W_I \) (see \( \S \), Theorem 3.2.11). This implies that the conjugacy classes \( C(w_1) \) and \( C(w_2) \) of \( W \) are distinct and contained in \( C(\lambda(I)) \). Therefore \( |\Lambda(W)| < |Cl(W)| \).

2. The Coxeter group of type \( I_2(m) \), \( m \geq 4 \) has at least two cuspidal classes. Indeed, let \( S = \{s, t\} \), then the conjugacy class \( C_1 \) of the Coxeter element \( st \) is cuspidal. Moreover, \( stst \) is an element of minimal length in its conjugacy class \( C_2 \). As \( \ell(st) = 2 < 4 = \ell(stst) \), \( C_2 \) is distinct of \( C_1 \). Observe that \( C_2 \) is cuspidal, hence \( C_1, C_2 \) are two distinct cuspidal classes.

3. The Coxeter group of type \( D_4 \) has at least two cuspidal classes. Indeed, \( S = \{1, 2, 3, 4\} \) with \( m(1, 2) = m(2, 3) = m(2, 4) = 3 \). The conjugacy class \( C_1 \) of the Coxeter element \( 1234 \) is cuspidal. Moreover \( 12342 \) is an element of minimal length in its conjugacy class \( C_2 \) thus \( C_2 \) is distinct of \( C_1 \). Observe that \( C_2 \) is cuspidal.

4. The only irreducible Coxeter group that has no parabolic subgroup of type \( D_4 \) and \( I_2(m) \) is the symmetric group (type \( A \), see classification of finite Coxeter groups in \( \[12\] \)).

\[ \square \]

### 2.3 The Solomon homomorphism

Denote by \( \mathbb{Q}_{\text{class}}W \) the set of class functions on \( W \). In his article \( \[19\] \), Solomon shows that the following linear homomorphism

\[
\Phi : \Sigma W \rightarrow \mathbb{Q}_{\text{class}}W
\]

\[
x_I \mapsto 1^W_{W_I}
\]

is an algebra homomorphism. Moreover he shows that

\[
\ker \Phi = \text{Rad} \Sigma W
\]

is generated by the elements \( x_I - x_J \) with \( I \sim_W J \).

**Remark:** Note that the theorem implies that if \( I \sim_W J \), then \( 1^W_{W_I} = 1^W_{W_J} \); this may also be deduced from general results on induction of characters, since \( W_I, W_J \) are conjugated in \( W \).

The following proposition has been obtained independently for all Coxeter groups by Fleischmann (\( \[4\] \)).

**Proposition 2.4.** Let \( I, J \subset S \) such that \( I \sim_W J \) then

1. for any conjugacy class \( C \), \( |X_I \cap C| = |X_J \cap C| ;
2. for any Coxeter class \( \lambda \), \( |X_I \cap C(\lambda)| = |X_J \cap C(\lambda)| \).
Lemma 2.5. Extend linearly class functions to $\mathbb{Q}W$. Let $x \in \ker \Phi$, then

$$f(x) = 0, \quad \forall f \in \mathbb{Q}_{\text{class}}W.$$  

Proof. Let $f \in \mathbb{Q}_{\text{class}}W$. As $f$ is a linear combination of characters, one can assumes that $f$ is a character, associated to some representation $\mu$ of $W$, of degree $n$. As $x \in \ker \Phi = \text{Rad } \Sigma W$, $x$ is a nilpotent element of $\Sigma W$. Thus, the characteristic polynomial of $\mu x$ is $X^n$. As $f(x) = tr(\mu x)$ is the coefficient of $\pm X^{n-1}$ in this polynomial, one has $f(x) = 0$. □

Proof of Proposition 2.4. Let $f_C$ be the characteristic function of the conjugacy class $C$. It is well-known that $f_C \in \mathbb{Q}_{\text{class}}W$. Then $f_C(x_I - x_J) = 0$, by Lemma 2.5. Hence

$$|X_I \cap C| = f_C(x_I) = f_C(x_J) = |X_J \cap C|.$$  

The second statement is immediate from 1 and Lemma 2.2. □

2.4 Image of the Solomon homomorphism

Let $\lambda$ be a Coxeter class. As $1_W^W = 1_{W_I}^W$ for all $I, J \in \lambda$, we denote $\varphi_{\lambda}$ instead of $1_{W_I}^W$ for all $I \in \lambda$. Following \[1\] (Theorem 4.5), we consider the matrix

$$A = (\varphi_{\lambda}(c_{\mu}))_{\lambda, \mu \in \Lambda},$$  

where $c_{\mu}$ is an arbitrary $\mu$-element (for example a Coxeter $\mu$-element). In \[1\], the authors have shown that:

1. $A$ is an invertible matrix;
2. $\dim \text{Rad } \Sigma = \dim \ker \Phi = 2^{\|S\|} - |\Lambda(W)|$.

They have also introduced the characteristic class function of $\lambda$-elements

$$\xi_{\lambda} = \begin{cases} 1 & \text{if } w \in C(\lambda); \\ 0 & \text{otherwise} \end{cases}.$$  

Following \[1\], we denote by $\nu_{\lambda, \mu}$ the coefficients of $A^{-1}$. Observe that if $w \in C(\mu)$, then $\xi_{\lambda}(w) = \xi_{\lambda}(c_{\mu})$, for a Coxeter $\mu$-element $c_{\mu}$. Then we have

$$\xi_{\lambda} = \sum_{\beta \in \Lambda} \nu_{\lambda, \beta} \varphi_{\beta}$$  

since $\sum_{\beta \in \Lambda} \nu_{\lambda, \beta} \varphi_{\beta}(c_{\mu}) = \delta_{\lambda, \mu}$.

We denote $\Gamma W$ the image of $\Phi$ in $\mathbb{Q}_{\text{class}}W$ (spanned by $\{1_W^W\}_{I \subset S}$). As $\Sigma W$ is a $\mathbb{Q}$-algebra, $\Gamma W$ is also a $\mathbb{Q}$-algebra. The results of Bergeron, Bergeron, Howlett and Taylor can be rewritten as follow: $\{\varphi_{\lambda}\}_{\lambda \in \Lambda(W)}$, $(\xi_{\lambda})_{\lambda \in \Lambda}$ are two basis of $\Gamma W$ and $\dim \Gamma W = |\Lambda(W)|$. Therefore, the result of Bergeron, Bergeron, Howlett and Taylor about the basis $(\xi_{\lambda})_{\lambda \in \Lambda}$ implies the following proposition, which states that, $\Gamma W$ is the set of functions on $W$ stable on Coxeter classes.
Proposition 2.6. A class function $f$ is in $\Gamma W$ if and only if $f$ is a $\mathbb{Q}$ valued function and is stable on $\lambda$-sets, for all $\lambda \in \Lambda$.

Proof. By Lemma 2.2, $\xi_{\lambda} = \sum_{C \in C(\lambda)} f_C$ where $f_C$ is the characteristic function of the conjugacy class $C$. If $f$ is stable on $\lambda$-set, for any $\lambda$, the coefficients of $f$ in the basis $\{f_C\}_{C \in Cl(W)}$ are equal if the conjugacy classes are in the same $\lambda$-set. Therefore $f$ may be written in the basis $\{\xi_{\lambda}\}_{\lambda \in \Lambda W}$ with coefficients in $\mathbb{Q}$ if $f$ is a $\mathbb{Q}$ valued function. On the other side, if $f \in \Gamma W$, it is readily seen that $f$ is $\mathbb{Q}$-valued and is stable on all $\lambda$-sets. 

We conclude the study of the image of $\Phi$ with the following corollary.

Corollary 2.7 (of Proposition 2.1). Let $(W, S)$ be a finite Coxeter system. Then $\Phi$ is surjective if and only if $W$ is a direct product of symmetric groups.

3 Character formula and enumeration

3.1 The Solomon homomorphism is an isometry

It is well known that irreducible characters of $W$ are $\mathbb{R}$-valued. More precisely, there is a finite field extension $K$ of $\mathbb{Q}$ such that the characters of $W$ can be realized over $K$ (see [8], Chapter 5). For example, for type $A_n$, $B_n$ and $D_n$, $K = \mathbb{Q}$. As a well-known consequence, each element of $W$ is conjugated to its inverse and the classical scalar product on $\mathbb{Q}_{class} W$ is given by

$$< f, g >_{\text{class}} = \frac{1}{|W|} \sum_{w \in W} f(w)g(w).$$

We consider the following scalar product on $\mathbb{Q} W$. For $w, g \in W$ let

$$< w, g > = \begin{cases} 1 & \text{if } w = g^{-1}; \\ 0 & \text{otherwise.} \end{cases}$$

This scalar product is of great interest concerning the problems of enumeration: Let $M \subset W$ and $z_M = \sum_{w \in M} w \in \mathbb{Q} W$. Then the number of elements of $W$ which are in $N$ and whose inverse is in $N \subset W$ is equal to $< z_M, z_N >$.

For example, let $I, J \subset S$; then

1. $< x_I, x_J > = |X_{I,J}|$ is the number of $w$ in $W$ such that the ascent set of $w$ contains $I$ and that the ascent set of $w^{-1}$ contains $J$;

2. $< y_I, y_J >$ is the number of $w$ in $W$ such that the ascent set of $w$ equals $I$ and that the ascent set of $w^{-1}$ equals $J$, that is, the number of $w$ in $W$ such that the descent set of $w$ equals $S - I$ and that the descent set of $w^{-1}$ equals $S - J$.

The following theorem gives an isometry property of $\Phi$ for this scalar product and the classical scalar product on $\mathbb{Q}_{class} W$. This is a generalization of Gessel’s result for symmetric groups (see [9]).
Theorem 3.1. Let \( x, y \in \Sigma W \), then \(<\Phi(x), \Phi(y)>_W = <x, y>\).

Proof. As \( \{ x_I \}_{I \subset S} \) is a basis of \( \Sigma W \), one just has to prove the theorem for these elements. Let \( I, J \subset S \), let \( \chi_I \) (resp. \( \chi_J \)) be a character on \( W_I \) (resp. \( W_J \)). Denote \( \chi^I_J \) (resp. \( \chi^W_J \)) be the character induced by \( \chi_I \) (resp. \( \chi_J \)) on \( W \). As \( X_{IJ} \) is a set of representatives of double coset \( W_I w W_J \), Mackey’s Theorem (see [14], Theorem 3.3, p.86) implies

\[
\chi^W_{W_I} \chi^W_{W_J} = \sum_{x \in X_{IJ}} \beta^W_x,
\]

where \( \beta^W_x \) denote the induced character on \( W \) of the character \( \beta_x \) on the subgroup \( W_I \cap xW_Jx^{-1} \) defined by

\[
\beta_x(w) = \chi_I(w) \chi_J(x^{-1}wx),
\]

for \( w \in W_I \cap xW_Jx^{-1} \). Applying this to \( \chi_I = 1_{W_I} \) and \( \chi_J = 1_{W_J} \), one has

\[
1^W_{W_I} 1^W_{W_J} = \sum_{x \in X_{IJ}} 1^W_{W_I \cap xW_Jx^{-1}}.
\]

Therefore

\[
<\Phi(x_I), \Phi(x_J)>_W = <1^W_{W_I} 1^W_{W_J}, 1>_W = \sum_{x \in X_{IJ}} <1^W_{W_I \cap xW_Jx^{-1}}, 1>_W = \sum_{x \in X_{IJ}} <1, 1>_W = |X_{IJ}| = <x_I, x_J>.
\]

Corollary 3.2 (of proof). Let \( I, J \subset S \), then

\[
|X_{IJ}| = <1^W_{W_I}, 1^W_{W_J}>_W = <1^W_{W_I}, 1^W_{W_J}>_W.
\]

Equivalently, the number of \( w \) in \( W \) such that the ascent set of \( w \) contains \( I \) and that the ascent set of \( w^{-1} \) contains \( J \) is equal to \( <1^W_{W_I}, 1^W_{W_J}>_W \).

3.2 Idempotents in the group algebra

Let \( e = \sum_{w \in W} e_w w \in \mathbb{Q}W \) be an idempotent. Then \( e \mathbb{Q}W \) (resp. \( \mathbb{Q}We \)) is a right (resp. left) \( W \)-module by right (resp. left) multiplication. Denote by \( \chi_R \) (resp. \( \chi_L \)) the character of the representation \( e \mathbb{Q}W \) (resp. \( \mathbb{Q}We \)).

Proposition 3.3. The right \( W \)-module \( e \mathbb{Q}W \) and the left \( W \)-module \( \mathbb{Q}We \) have the same character \( \chi_e(w) = \chi_L(w) = \chi_R(w) \). In particular \( \dim \mathbb{Q}We = \dim e \mathbb{Q}W \).
The proposition is an immediate corollary of the following well-known lemma. For a proof, see [16], Lemma 8.4, where it is given for any finite group and for the classical scalar product on $QW$ (for which $W$ is an orthonormal basis).

**Lemma 3.4.** For any idempotent $e \in QW$ and any $w \in W$ we have

$$\chi_L(w) = \chi_R(w) = \sum_{x \in W} < x^{-1}ex, w > .$$

The next well-known lemma is an important tool for the following.

**Lemma 3.5.** For any idempotents $e$ and $e'$ in $QW$ we have:

$$< \chi e, \chi e'>_W = \chi e'(e).$$

**Proof.**

$$< \chi e, \chi e'>_W = \frac{1}{|W|} \sum_{w \in W} \chi e(w) \chi e'(w)$$

$$= \frac{1}{|W|} \sum_{w \in W} \sum_{x \in W} < x^{-1}ex, w > \chi e'(w), \quad \text{by Lemma 3.4}$$

$$= \frac{1}{|W|} \sum_{w \in W} \sum_{x \in W} e_{xw^{-1}x^{-1}} \chi e'(w)$$

$$= \frac{1}{|W|} \sum_{w \in W} \sum_{x \in W} e_{xw^{-1}x^{-1}} \chi e'(w^{-1}), \quad \text{since } w \sim w^{-1}$$

$$= \frac{1}{|W|} \sum_{w \in W} \sum_{x \in W} e_{xw^{-1}x^{-1}} \chi e'(xw^{-1}x^{-1})$$

$$= \frac{1}{|W|} \sum_{x \in W} \sum_{g \in W} e_{g} \chi e'(g)$$

$$= \chi e'(e).$$

For $I \subset S$, $e_I = \frac{1}{|W_I|} \sum_{w \in W_I} w$ is an idempotent of $QW$. Observe that $\chi e_I = 1^W_{W_I}$. Let

$$Fix_{W_I}(eQW) = \{ x \in eQW \mid xu = x, \forall u \in W_I \}.$$  

Observe that $eQW$ is a right $W_I$-module and that $W_I$ acts trivially on $eQWe_I$. Therefore

$$Fix_{W_I}(eQW) = eQWe_I$$

and

$$\dim Fix_{W_I}(eQW) = < \chi e, 1^W_{W_I} >_W,$$

see [5], p.15 – 16. Hence

$$\dim eQWe_I = < \chi e, 1^W_{W_I} >_W = \chi e(e_I).$$
In [18], the author has looked at the following idempotents: Let $I \subset S$ and $\epsilon$ be the sign character, denote
\[
\tilde{e}_I = \frac{1}{|W_I|} \sum_{w \in W_I} \epsilon(w) w.
\]
Solomon has shown in [18] that the character $\tilde{\chi}_I$ of the action of $W$ on $\tilde{e}_{S-I} e_I \mathbb{Q}W$ is $\Phi(y_I)$. We deduce, from Theorem 3.1, the following corollary which generalize to finite Coxeter groups a Gessel’s result for symmetric groups ([9]) and a Poirier’s result for hyperoctaedral groups ([15]).

**Corollary 3.6.** Let $I, J \subset S$, then

1. the number of $w$ in $X_J$ such that the descent set of $w^{-1}$ equals $S - I$ is
   \[
   < \tilde{\chi}_I, 1^W_W > = \dim \text{Fix}_{W_J}(\tilde{e}_{S-I} e_I \mathbb{Q}W);
   \]
2. the number of $w$ in $W$ such that the descent set of $w$ equals $S - I$ and that the descent set of $w^{-1}$ equals $S - J$ is $< \tilde{\chi}_I, \tilde{\chi}_J >_W$.

**Proof.**

\[
< \tilde{\chi}_I, \tilde{\chi}_J >_W = < \Phi(y_I), \Phi(y_J) >_W = < y_I, y_J >, \quad \text{by Theorem 3.1}
\]

As $< y_I, y_J >$ is the number of $w$ in $W$ such that the descent set of $w$ equals $S - I$ and that the descent set of $w^{-1}$ equals $S - J$, the second statement is proved. As $\Phi$ is an algebra homomorphism, the first one follows from
\[
x_J = \sum_{K \supset J} y_K.
\]

\[\square\]

4 Conjectures and results

4.1 The symmetry conjecture

First, as for each $x \in \Sigma W$, $\Phi(x)$ is a class function on $W$, we can linearly extend it to $\mathbb{Q}W$.

In [13], Jöllenbeck and Reutenauer prove that if $W$ is a Coxeter group of type $A_n$, then $\Phi(x)(y) = \Phi(y)(x)$, for all $x, y \in \Sigma W$. They sketch the following conjecture.

**Conjecture 4.1 (Symmetry conjecture).** Let $W$ be a finite Coxeter group. Then for all $x, y \in \Sigma W$ we have
\[
\Phi(x)(y) = \Phi(y)(x).
\]
The purpose of this section is to show the following theorem, which solves this conjecture for a subclass of finite Coxeter groups.

**Theorem 4.2.** Let $W$ be a finite Coxeter group whose irreducible components are of type $A_n$, $E_6$, $E_7$, $E_8$, $F_4$, $H_3$, $H_4$ or $I_2(m)$. Then for all $x, y \in \Sigma W$ we have

$$\Phi(x)(y) = \Phi(y)(x).$$

**Corollary 4.3.** With the same hypothesis than Theorem 4.2 one has for any $I, J \subset S$:

$$\sum_{w \in X_I} 1^W_{W,J}(w) = \sum_{g \in X_J} 1^W_{W,I}(g).$$

**Restriction to a basis.** In the next proposition, one readily sees that our investigation can be restricted to $x_I, x_J \in \Sigma W$, for $I, J \subset S$. It also proves Corollary 4.3.

**Proposition 4.4.** Let $W$ be a finite Coxeter group. Then the following propositions are equivalent:

1. $\Phi(x)(y) = \Phi(y)(x), \forall x, y \in \Sigma W$;
2. $\Phi(x_I)(x_J) = \Phi(x_J)(x_I), \forall I, J \subset S$;
3. $\sum_{w \in X_I} 1^W_{W,J}(w) = \sum_{g \in X_J} 1^W_{W,I}(g), \forall I, J \subset S$.

**Restriction to irreducible Coxeter systems.** Now, we show that it is enough to look at irreducible finite Coxeter groups to prove the conjecture. Let $(W, S)$ be a finite Coxeter system with $(W_1, I_1), \ldots, (W_n, I_n)$ its irreducible components. Thus $W$ is isomorphic to $W_1 \times \ldots \times W_n$.

It is well-known that if $\chi_i \in \mathbb{Q}_{class} W_i$ and $\chi_j \in \mathbb{Q}_{class} W_j$ then the tensor product

$$\chi_i \otimes \chi_j(w_1, w_2) = \chi_i(w_1)\chi_j(w_2), \forall (w_1, w_2) \in W_i \times W_j,$$

is a class function in $\mathbb{Q}_{class}(W_i \times W_j)$. For any $w \in W$, there is a unique $w_i \in W_i$ such that $w = w_1 \ldots w_n$. Then

$$\chi_1 \otimes \ldots \otimes \chi_n(w) = \chi_1(w_1) \ldots \chi_n(w_n).$$

Denote by $\Phi_p$ the Solomon algebra homomorphism from $\Sigma W_p$ to $\mathbb{Q}_{class} W_p$.

**Proposition 4.5.** If for $p = 1, \ldots, n$,

$$\Phi_p(x_p)(y_p) = \Phi_p(y_p)(x_p), \forall x_p, y_p \in \Sigma W_p$$

then

$$\Phi(x)(y) = \Phi(y)(x), \forall x, y \in \Sigma W.$$
Proof. Proposition 4.4 implies that one just has to show \( \Phi(x_K)(x_L) = \Phi(x_L)(x_K) \), for all \( K, L \in S \). Following the proof of Lemma 2.3, one just shows the proposition for \( p = 1, 2 \) and for \( M \subset S \), one denotes \( M_p = M \cap I_p \subset I_p \), \( p = 1, 2 \). Remember that \( X_{M_p}^J = W_p \cap X_p \). By [1], Lemma 3.1, one has

\[
X_M = X_{M_1}^I X_{M_2}^I
\]

hence in \( \mathbb{Q}W \),

\[
x_M = x_{M_1}^I x_{M_2}^I.
\]

It is well-known that

\[
1_W^W = 1_{W_{I_1}}^W \otimes 1_{W_{I_2}}^W,
\]

therefore, for \( K, L \subset S \) one has

\[
\Phi(x_K)(x_L) = \sum_{w \in X_L} 1_{W_M}^W (w)
\]

\[
= \sum_{(w_1, w_2) \in X_{I_1}^I} 1_{W_{K_1}}^W \otimes 1_{W_{K_2}}^W (w_1 w_2)
\]

\[
= \sum_{(w_1, w_2) \in X_{I_1}^I} 1_{W_{K_1}}^W (w_1) 1_{W_{K_2}}^W (w_2)
\]

\[
= \sum_{w_1 \in X_{I_1}^I} 1_{W_{K_1}}^W (w_1) \sum_{w_2 \in X_{I_2}^I} 1_{W_{K_2}}^W (w_2)
\]

\[
= 1_{W_{I_1}}^W (\sum_{w_1 \in X_{I_1}^I} w_1) 1_{W_{I_2}}^W (\sum_{w_2 \in X_{I_2}^I} w_2)
\]

\[
= \Phi(x_L)(x_K).
\]

\( \Box \)

Restriction to Coxeter classes.

Proposition 4.6. Let \( I, J \subset S \). If \( I \sim_W J \) then \( \Phi(x_I)(x_J) = \Phi(x_J)(x_I) \).

Proof. As \( x_I - x_J \in \ker \Phi \), one has \( \Phi(x_I) = \Phi(x_J) \). By Lemma 2.3, one has \( \Phi(x_I)(x_J - x_I) = 0 \). Finally,

\[
\Phi(x_I)(x_J) = \Phi(x_J)(x_J) = \Phi(x_J)(x_I).
\]

\( \Box \)
4.2 Orthogonal idempotents and character formulas

In [1], the authors have shown that for any finite Coxeter group \( W \), there is a family of idempotents \( E_\lambda \in \Sigma W \) indexed by the Coxeter classes \( \lambda \in \Lambda(W) \) satisfying \( \Phi(E_\lambda) = \xi_\lambda \). We call a family of good idempotents such a family. We denote \( \chi_\lambda \) the character of the right action of \( W \) on \( E_\lambda Q W \).

Recall that if \( e, e' \) are idempotents in \( Q W \), with associated characters \( \chi, \chi' \), then \( \dim(eQ We') = \langle \chi, \chi' \rangle_W \). In particular, if \( e' = e I = 1 \mid W \I \sum w \in W I w \), then \( \dim(eQ W e I) = \dim(Fix_W(eQ W)) = \langle \chi, 1 \rangle_W \). The purpose of this section is to show the following theorem and corollary. The theorem states that the symmetry conjecture (Conjecture 4.1) is equivalent to the calculation of the cardinality of \( C(\lambda) \cap X_I \) as the scalar product of \( 1 \rangle_W \) with \( \chi_\lambda \).

**Theorem 4.7.** Let \( W \) be a finite Coxeter group. Then the following items are equivalent:

1. The symmetry conjecture holds;
2. For any family of good idempotents \( (E_\lambda)_{\lambda \in \Lambda(W)} \subset \Sigma W \), we have
   \[
   |C(\lambda) \cap X_I| \ = \ \langle \chi_\lambda, 1 \rangle_W,
   \]
   for all \( I \subset S \) and for all \( \lambda \in \Lambda(W) \).

**Remark.** In the case \( A_{n-1} = S_n \), Coxeter classes and conjugacy classes are in bijection. Moreover, they are indexed by the partitions of \( n \).

In [6] (see also [10], Section 9.2), the authors have shown the existence of a good family in the case \( A_{n-1} \). They have also shown that each indecomposable projective right module generated by \( E_\lambda \), \( \lambda \) partition of \( n \), is the multilinear part of the subspaces generated by symmetrized Lie polynomials of type \( \lambda \).

Finally, in [13], the authors found an analog of Theorem 4.7 for the case \( A_{n-1} \) and they proved Theorem 4.2 in the case of symmetric group using [10], Corollary 9.44 that is they proved that the second part of Theorem 4.7 appear if \( W = A_{n-1} \). This is how Jöllenbeck and Reutenauer proved Theorem 4.2 in this case.

The following corollary, which generalizes a result by Gessel and Reutenauer on the symmetric groups ([10]) and Poirier for hyperoctahedral groups ([15]), is an immediate consequence of Theorem 4.7 and Theorem 4.2.

**Corollary 4.8.** Let \( W \) be a finite Coxeter group such that its irreducible components are of type \( A_\alpha, E_6, E_7, E_8, F_4, H_3, H_4 \) or \( I_2(m) \). Then the number of \( \lambda \)-elements of \( W \) which have \( I \) as ascent set is \( < \chi, \tilde{x}_I \rangle_W \), where \( \tilde{x}_I = \Phi(y_I) \).

We need the following lemma to prove Theorem 4.7. It is the consequence of the results on ker \( \Phi \) ([19]) and Im \( \Phi \) ([11]).

**Lemma 4.9.** Let \( (E_\lambda)_{\lambda \in \Lambda(W)} \subset \Sigma W \) be a family of good idempotents and denote \( \Sigma W \) the subspace of \( \Sigma W \) generated by \( \{E_\lambda\}_{\lambda \in \Lambda(W)} \) then
1. $\Sigma_W$ is a subalgebra of $\Sigma W$ and $(E_\lambda)_{\lambda \in \Lambda(W)}$ is one of its bases;

2. $\Sigma W = \ker \Phi \oplus \Sigma_\Lambda W$;

3. $\Phi$ is an isomorphism from $\Sigma_\Lambda W$ to $\Gamma W$.

**Proof.** As the $E_\lambda$ are orthogonal idempotents, $\Sigma_\Lambda W$ is an algebra. To prove that $(E_\lambda)_{\lambda \in \Lambda(W)}$ is a basis of $\Sigma_\Lambda W$, one just has to show that $(E_\lambda)_{\lambda \in \Lambda(W)}$ is free. Let $a_\lambda \in \mathbb{Q}$ such that

$$\sum_{\lambda \in \Lambda(W)} a_\lambda E_\lambda = 0.$$

As $E_\lambda \in \Sigma W$, this implies

$$\Phi\left( \sum_{\lambda \in \Lambda(W)} a_\lambda E_\lambda \right) = \sum_{\lambda \in \Lambda(W)} a_\lambda \Phi(E_\lambda) = \sum_{\lambda \in \Lambda(W)} a_\lambda \xi_\lambda = 0.$$

As $(\xi_\lambda)_{\lambda \in \Lambda(W)}$ is a basis of $\Gamma W$, $a_\lambda = 0$ for all $\lambda \in \Lambda(W)$. Therefore, $(E_\lambda)_{\lambda \in \Lambda(W)}$ is a basis of $\Sigma_\Lambda W$ and $\dim \Sigma_\Lambda W = |\Lambda(W)|$.

Let $x \in \ker \Phi \cap \Sigma_\Lambda W$, then $\Phi(x) = \sum_{\lambda \in \Lambda(W)} a_\lambda \xi_\lambda = 0$ where $a_\lambda \in \mathbb{Q}$. For any $\lambda \in \Lambda(W)$ and $w$ a $\lambda$-element, $\Phi(x)(w) = a_\lambda = 0$. Therefore $x = 0$. This implies $\ker \Phi \cap \Sigma_\Lambda W = \{0\}$ thus $\ker \Phi \oplus \Sigma_\Lambda W$. As $\dim \Sigma_\Lambda W + \dim \ker \Phi = \dim \Sigma W$, $\Sigma W = \ker \Phi \oplus \Sigma_\Lambda W$.

Therefore, the restriction of $\Phi$ to $\Sigma_\Lambda W$ is an isomorphism from $\Sigma_\Lambda W$ to $\Gamma W$. $\Box$

**Corollary 4.10.** Any family of good idempotents is a family of orthogonal idempotents.

**Proof.** Let $\lambda, \mu$ be two distincts Coxeter classes. Then $\Phi(E_\lambda E_\mu) = \xi_\lambda \xi_\mu = 0$, hence $E_\lambda E_\mu \in \ker \Phi$. As $E_\lambda E_\mu \in \Sigma_\Lambda W$, one has $E_\lambda E_\mu = 0$ by Lemma 4.9 (2).

$\Box$

**Remark.** In [1], the authors have obtained a set of good idempotents $(E_\lambda)_{\lambda \in \Lambda(W)} \subset \Sigma W$ such that their sum for $\lambda \in \Lambda(W)$ equals the identity of $\mathbb{Q}W$. In this case, $\mathbb{Q}W = \bigoplus_{\lambda \in \Lambda(W)} E_\lambda \mathbb{Q}W$.

**Proof of Theorem 4.7.** One may assume that $x = x_I$ and $y = x_J$ for some $I, J \subset S$, by Proposition 4.4.

One has $|C(\lambda) \cap X_I| = \xi_\lambda(x_I) = \Phi(E_\lambda)(x_I)$. By Lemma 4.5, $\Phi(x_I)(E_\lambda) = 1_{W_I}^W(E_\lambda) = < \chi_\lambda, 1_{W_J}^{W} > W$, hence (1) implies (2).
(2) implies (1): As $\{E_\lambda\}_{\lambda \in AW}$ is a basis of $\Sigma AW$ (Lemma 4.9) and $\{x_I\}_{I \subset S}$ is a basis of $\Sigma W$, one just has to show that $1_{W_I}(E_\lambda) = \Phi(E_\lambda)(x_I)$. One has

$$\xi_\lambda(x_I) = \Phi(E_\lambda)(x_I) = |X_I \cap C(\lambda)| = <\chi_\lambda, 1_{W_I} > w = 1_{W_I}(E_\lambda), \quad \text{by Lemma 3.5}$$

\[
\square
\]

4.3 The double coset conjecture

Let $I, J \subset S$ and $b \in X_{IJ}$. We consider the set

$$W(I, J, b) = \{w \in W \mid w^J b^{-1} = (wb^{-1})_I\},$$

where $(w^J, w_J)$ (resp. $((wb^{-1})^J, (wb^{-1})_I)$) are the parabolic components of $w$ (resp. $wb^{-1}$).

In [11], the authors have shown that $W(I, J, e) = W(J, I, e)$, for all $I, J \subset S$. For $b \neq e$, $W(I, J, b)$ is not generally equal to $W(J, I, b^{-1})$. They stated the following conjecture.

**Conjecture 4.11.** If $I, J \subset S$ then for all $b \in X_{IJ}$,

$$|W(I, J, b)| = |W(J, I, b^{-1})|.$$

The following proposition shows that Conjecture 4.11 implies Conjecture 4.1.

**Proposition 4.12.** Let $I, J \subset S$ then

$$\Phi(x_J)(x_I) = \sum_{b \in X_{IJ}} |W(I, J, b)|.$$

**Lemma 4.13.** Let $I, J \subset S$ and $b \in X_{IJ}$. Let $w \in W$ then

1. if $w \in X_{J \cap b^{-1} J b}$, $w_J \in X_{J \cap b^{-1} J b}$;
2. if $w \in W(I, J, b)$, $w \in W_I b W_J$ and $w^J \in X_{J \cap b^{-1} J b}$;
3. $w \in W(I, J, b)$ if and only if there are $a \in X_{J \cap b^{-1} J b}$, $c \in X_{J \cap b^{-1} J b}$ and $u \in X_I$ such that $w = abc = uab$. Moreover, $a, c, u$ are unique.

**Proof.** 1. As $X_J X_{J \cap b^{-1} J b} = X_{J \cap b^{-1} J b}$, $w_J \in X_{J \cap b^{-1} J b}$.

2. One has

$$W_I w W_J = W_I w^J w_J W_J = W_I w^J W_J = W_I (wb^{-1})_I b W_J = W_J b W_J.$$

As seen in Section 2.1, $w^J \in X_{J \cap b^{-1} J b}$.
3. One has $w^J = ab$ with a unique $a \in X^I_{1 \cap b, Jb^{-1}}$, by Lemma 2. Let $u = w^I \in X_I$ and $c = w_J$ uniquely determined as parabolic components. Then

$$w = uab \in X_I X^I_{1 \cap b, Jb^{-1}} b = X_{1 \cap b, Jb^{-1}} b,$$

see Section 2.1

$$= X_{J \cap b^{-1} b},$$

see Section 2.1

By 1, $c \in X^J_{1 \cap b^{-1} b}$. If they are $a \in X^I_{1 \cap b, Jb^{-1}}$, $c \in X^J_{1 \cap b^{-1} Jb}$ and $u \in X_I$ such that $w = abc = uab$, then $w J b^{-1} = ab b^{-1} = a = (w b^{-1}) J$. Thus $w \in W(I, J, b)$.

**Proof of Proposition 4.12.** As $W^I W_J(u) = |\{g \in X_J \mid ug \in g W_J\}|$ (see [12], Section 3.14),

$$\Phi(x_J)(x_I) = \sum_{u \in X_I} W^I W_J(u) = |\{(u, g) \in X_I \times X_J \mid ug \in g W_J\}|.$$

As $X_J$ is the disjoint union of $X^I_{1 \cap b, Jb^{-1}} b$ for all $b \in X_I$, the double parabolic components of $g \in X^I_{1 \cap b, Jb^{-1}} b$ are $(a, b, c)$. Hence,

$$\Phi(x_J)(x_I) = \sum_{b \in X_I} \left|\{(u, a) \in X_I \times X^I_{1 \cap b, Jb^{-1}} \mid uab \in ab W_J\}\right| = \sum_{b \in X_I} |W'(I, J, b)|.$$

One just has to show that $|W(I, J, b)| = |W'(I, J, b)|$.

By Lemma 4.13 (3), for any $w \in W$ one has unique $a \in X^I_{1 \cap b, Jb^{-1}}$, $c \in X^J_{1 \cap b^{-1} Jb}$ and $u \in X_I$ such that $w = abc = uab$. Therefore, the following mapping

$$f : W(I, J, b) \longrightarrow W'(I, J, b)$$

$$w \longmapsto (u, a)$$

is well defined and is injective (parabolic components are unique and determine uniquely each $w \in W$).

Let $(w, a) \in W'(I, J, b)$, then

$$(wab)^J b^{-1} = (ab) b^{-1} = a = ((wab) b^{-1}) I.$$

Thus $wab \in W(I, J, b)$ and $f (wab) = (w, a)$. Therefore $f$ is a bijection and the proposition is proved.
4.4 Results

The following proposition proves Conjecture 4.11 for any $I \subset S$ and $J = \emptyset, S$.

**Proposition 4.14.** If $(W, S)$ is a finite Coxeter system and if $I \subset S$, then

1. $|W(I, \emptyset, b)| = |W(\emptyset, I, b^{-1})| = |W_I|$, for all $b \in X_{I\emptyset}$;
2. $X_{IS} = \{e\}$ and $W(I, S, e) = W(S, I, e) = X_I$.

**Proof.**

1. Observe that $X_{I\emptyset} = X_I$. If $w \in W$ then $(w^\emptyset, w^\emptyset) = (w, e)$. Let $b \in X_I^{-1}$. Then, on one hand,

$$W(I, \emptyset, b) = \{ w \in W \mid w^\emptyset b^{-1} = (wb^{-1})_I \} = \{ w \in W \mid w = (wb^{-1})_I b \} = \{ w \in W \mid w \in W_I b \} = W_I b$$

On the other hand,

$$W(\emptyset, I, b^{-1}) = \{ w \in W \mid w^I e = (wb)_\emptyset \} = \{ w \in W \mid w^I = e \} = \{ w \in W \mid w^I = b^{-1} \} = \{ w \in W \mid w \in b^{-1} W_I \} = b^{-1} W_I$$

2. Observe that $X_{IS} = \{e\}$ then $(w^S, w_S) = (e, w)$. On one hand,

$$W(I, S, b) = W(I, S, e) = \{ w \in W \mid w^S = w_I \} = \{ w \in W \mid e = w_I \} = \{ w \in W \mid w^I \in X_I \} = X_I$$

On the other hand,

$$W(S, I, b^{-1}) = W(S, I, e) = \{ w \in W \mid w^I = w_S \} = \{ w \in W \mid W^I = w \} = X_I$$

The following corollary, that proves Conjecture 4.11 for any $I \subset S$ and $J = \emptyset, S$, may be proved directly using Proposition 4.4.
Corollary 4.15. Let \((W, S)\) be a finite Coxeter system then for any \(I \subset S\)
1. \(\Phi(x_0)(x_I) = \Phi(x_I)(x_0)\),
2. \(\Phi(x_S)(x_I) = \Phi(x_I)(x_S)\).

Proof. It is an immediate consequence of Proposition 4.14 and Proposition 4.12.

Proposition 4.16. Let \((W, S)\) be a finite Coxeter system, \(I, J \subset S\) and \(b \in X_{IJ}\) such that \(bJb^{-1} \subset I\). Then
\[
|W(I, J, b)| = |W(J, I, b^{-1})| = \frac{|W_I|}{|W_J|}.
\]

Proof. On one hand, observe that \(X^I_{J \cap b^{-1} I b} = X^J_I = \{e\}\). Thus \(W(I, J, b) = X^I_{I \cap b \cdot W_J b^{-1}}\), by Lemma 4.13. Therefore,
\[
|W(I, J, b)| = \frac{|X^I_{I \cap b \cdot W_J b^{-1}}|}{|W_I|} = \frac{|W_I \cap bW_J b^{-1}|}{|W_I|} = \frac{|W_I|}{|W_J|}
\]
and the lemma is proved.

4.5 The case of a single generator

We denote \(t\) for \(\{t\} \subset S\) to simplify the notations.

Theorem 4.17. Let \((W, S)\) be a finite Coxeter system, \(t \in S\) and \(I \subset S\) then for all \(b \in X_{It}\)
\[
|W(I, t, b)| = |W(t, I, b^{-1})|.
\]

Corollary 4.18. The double coset conjecture holds for dihedral groups.
Proof. As for \( I_2(m) \), \( S = \{s, t\} \), the subsets of \( S \) are \( \emptyset, s, t, S \), one concludes with Corollary 4.15 and Theorem 4.17. 

**Corollary 4.19.** Let \((W, S)\) be a finite Coxeter system. Then

\[
\Phi(x_I)(x_t) = \Phi(x_t)(x_I),
\]

for any \( t \in S \) and any \( I \subset S \). On other words,

\[
\sum_{w \in X_I} 1^W_{W_t}(w) = \sum_{g \in X_t} 1^W_{W_I}(g),
\]

for any \( t \in S \) and any \( I \subset S \).

**Proof of the theorem.**

1. If \( btb^{-1} \in I \), one concludes by Proposition 4.16.

2. From now on, one supposes that \( btb^{-1} \notin I \). Thus

\[
X_{I \cap btb^{-1}}^I = W_I \implies W_I b \subset X_t
\]

and

\[
X_{I \cap btb^{-1}b^{-1}}^I = W_t \implies W_t b^{-1} \subset X_t.
\]

3. Let \( d \in X_{II} \) such that \( btb \in W_I d W_I \). Then \( d^2 = e \). Indeed, as \( d \in X_{II} \) is the unique element of minimal length in \( W_I d W_I \) and as

\[
(btb^{-1})^{-1} = btb^{-1} \in W_I d^{-1} W_I = W_I d W_I,
\]

one has \( d = d^{-1} \).

4. There is a unique \( a_0 \in X_{I \cap d I d} \) such that \( btb^{-1} = a_0 da_0^{-1} \). Indeed, there is a unique \((a_0, a_1) \in X_{I \cap d I d} \times W_I \) such that \( btb^{-1} = a_0 da_1 \). Thus

\[
tb^{-1}a_1 = b^{-1}a_0 d \in X_I X_{I \cap d I d} = X_{I \cap d I d} = X_{I \cap d I d}.
\]

Then \( a_1 \in X_{I \cap d I d} \), by Lemma 4.13 (1).

Finally one has

\[
btb^{-1} = (btb^{-1})^{-1} = a_0 da_0^{-1} = a_1 da_0^{-1}.
\]

By unicity of double parabolic components, \( a_0 = a_1 \).

5. One defines a mapping:

\[
\sigma : W_I \longrightarrow btb^{-1} W_I btb^{-1}
\]

As \( \sigma \) is the restriction of the conjugation by \( btb^{-1} \) on \( W_I \), it is a isomorphism. Denote

\[
Fix_\sigma W_I = \{a \in W_I \mid \sigma(a) = a\}.
\]
As $e \in W_I$ and $\sigma(e) = e$, this set is non empty. One will show that
\[ |W(I, t, b)| = |W_I| + |Fix_\sigma W_I|. \]
In fact, one will prove that
\[ (*) \quad W(I, t, b) = W_I b II a_0^{-1} Fix_\sigma W_I b t. \]
It is immediate that $W_I b \subset W(I, t, b)$.

Let $w = a_0^{-1} abt \in Fix_\sigma W_I$. As $a_0^{-1} a \in W_I$, $a_0^{-1} ab \in X_I$, by 2. Moreover,
\[
\begin{align*}
a_0^{-1} abt b^{-1} a^{-1} a_0 &= a_0^{-1} (a a_0^{-1} d a_0^{-1}) a^{-1} a_0, \quad \text{as } b b^{-1} = a_0 d a_0^{-1} \\
&= a_0^{-1} (a a_0^{-1} a) a^{-1} a_0, \quad \text{as } a \in Fix_\sigma W_I \\
&= d \in X_{II} \subset X_I.
\end{align*}
\]
Therefore $w \in W(I, t, b)$ that implies $a_0^{-1} Fix_\sigma W_I b t \subset W(I, t, b)$.

Conversely, let $w \in W(I, t, b)$, then there is $a \in W_I$ such that $w = ab \in W_I b$ or $w = abt$. In the second case $ab b^{-1} a^{-1} = u \in X_I$, by Lemma 4.13.

As $u$ is an involution, $u \in X_{II}$. But $u \in aW_I d W_I a^{-1} = W_I d W_I$ therefore $u = d$.

One writes $w = a_0^{-1} (a_0 a) b t$. Denote $a' = a_0 a \in W_I$ thus
\[
a_0^{-1} a' b b^{-1} a'^{-1} a_0 = a b b^{-1} a'^{-1} a_0 = d.
\]

Therefore $w = a_0^{-1} a b t b^{-1} a'^{-1} a_0 = a_0 d a_0^{-1} a = b t b^{-1}$.

This implies $a' \in Fix_\sigma W_I$ thus $w = a_0^{-1} Fix_\sigma W_I b t$ and $(*)$ is proved.

6. If $a \in W_I$ and $d_a \in X_{t(I)}$ such that $b^{-1} a b \in W_I a t d_a W_I$. Then the following propositions are equivalent:

\begin{itemize}
  \item[i)] $t d_a = d_a t$,
  \item[ii)] $b^{-1} a b = t b^{-1} a b t = d_a$,
  \item[iii)] $\{b^{-1} a, t b^{-1} a\} \subset W(t, I, b^{-1})$,
  \item[iv)] $b^{-1} a b = t b^{-1} a$.
\end{itemize}

\begin{itemize}
  \item[i) $\Rightarrow$ ii): If $t d_a = d_a t$ then $X_{t d_a t d_a^{-1}} = \{e\}$ and $W_I d_a W_I = \{d_a, d_a t\}$. As $b^{-1} a b \in W_I d_a W_I$, $b^{-1} a b = d_a$ or $b^{-1} a b = d_a t$. In the second case, that is $ab = bd_a t$, one has $b d_a \in X_{t d_a} = X_{d_a^{-1} d a} = X_I$. Thus $ab = b d_a t \notin X_I$, which is a contradiction with $ab \in W_I b \subset X_I$. Therefore $b^{-1} a b = d_a = d a t = t b^{-1} a b t$.
  
  \item[ii) $\Rightarrow$ iii): If $b^{-1} a b = t b^{-1} a b t = d_a$, then $b^{-1} a = d_a b$ and $t b^{-1} a = d_a t b$. Therefore, $\{b^{-1} a, t b^{-1} a\} \subset W(t, I, b^{-1})$, by Lemma 4.13.
  
  \item[iii) $\Rightarrow$ i): If $\{b^{-1} a, t b^{-1} a\} \subset W(t, I, b^{-1})$, thus $b^{-1} a b$ and $t b^{-1} a b t$ are in $X_I$. One supposes that $t d_a \neq d_a t$. Then $X_{t d_a t d_a^{-1}} = W_I$, hence $W_I d_a \subset$
One has:

\[ X_t. \]

Therefore,

\[ b^{-1}ab = \begin{cases} d_a \in X_t & \text{or} \\ td_a \in X_t & \end{cases} \]

Thus

\[ tb^{-1}ab = \begin{cases} td_a t \notin X_t & \text{or} \\ d_a t \notin X_t & \end{cases} \]

Which is a contradiction with \( iii \). Hence \( b^{-1}ab = tb^{-1}ab \in X_t \). Therefore,

\[ b^{-1}ab \neq tb^{-1}ab = \begin{cases} d_a \in X_t & \text{or} \\ td_a \in X_t & \end{cases} \]

Finally, either \( b^{-1}ab = d_a \), then \( tb^{-1}ab = td_a t = d_a \) hence \( d_a t = td_a \); or \( b^{-1}ab = td_a \), then \( tb^{-1}ab = d_a t = td_a \) hence \( d_a t = td_a \).

\( i \) \( \iff \) \( iv \): As \( i \) \( \Rightarrow \) \( ii \), one has in particular \( b^{-1}ab = tb^{-1}ab \) thus \( i \) \( \Rightarrow \) \( iv \).

If \( b^{-1}ab = tb^{-1}ab \), so

\[ b^{-1}ab = tb^{-1}ab = \begin{cases} d_a = td_a t \in X_t & \text{or} \\ td_a = d_a t \in X_t & \text{or} \\ d_a t \notin X_t & \text{or} \\ td_a t = d_a \notin X_t & \end{cases} \]

Observe that \( td_a = d_a t \) in all the cases.

7. One has:

\[ |W(I, t, b^{-1})| = |W_I| + |\{a \in W_I | d_a t = td_a\}|. \]

Indeed, let \( a \in W_I \) such that \( d_a t \neq td_a \) thus \( X_t \cup \{d_a t = td_a\} = W_I \). As \( b^{-1}ab \in W_I \cap W_I W_I \), one has

\[ b^{-1}ab = \begin{cases} d_a \in X_I & \text{or} \\ td_a \in X_I & \text{or} \\ d_a t \notin X_I & \text{or} \\ td_a t \notin X_I & \end{cases} \]

Observe that either

\[ b^{-1}a \in W(t, I, b^{-1}) \text{ and } tb^{-1}a \notin W(t, I, b^{-1}) \]

or

\[ b^{-1}a \notin W(t, I, b^{-1}) \text{ and } tb^{-1}a \in W(t, I, b^{-1}). \]

As \( W_I \) is the disjoint union of \( \{a \in W_I | d_a t = td_a\} \) and \( \{a \in W_I | d_a t \neq td_a\} \), one has:

\[ |W(t, I, b^{-1})| = \sum_{a \in W_I | d_a t = td_a} 2 + \sum_{a \in W_I | d_a t \neq td_a} 1, \text{ by } (6) \]

\[ = 2|\{a \in W_I | d_a t = td_a\}| + |\{a \in W_I | d_a t \neq td_a\}| \]

\[ = |W_I| + |\{a \in W_I | d_a t = td_a\}|. \]
8. By 5 and 7 one just has to show that $|\text{Fix}_I W_I| = |\{w \in W_I | d_a t = td_a \}|$ to finish the proof.

$$a \in \text{Fix}_I W_I \iff abt b^{-1} = btb^{-1}a$$
$$\iff b^{-1}ab = tb^{-1}ab$$
$$\iff d_a t = td_a \text{, by 6}$$
$$\iff a \in \{w \in W_I | d_a t = td_a \}$$

\[\blacksquare\]

4.6 Proof of Theorem 4.2

By Proposition 4.4 and Proposition 4.5 one shows the theorem by using the classification of irreducible finite Coxeter groups (see [12]).

Case $A_n$: This case has been shown by Jöllenbeck and Reutenauer in [13]. An idea of their proof is to be found in the remark following Theorem 4.7.

Case $I_2(m)$: It is given by Proposition 4.12 and Corollary 4.18.

Cases $E_6, E_7, E_8, F_4, H_3, H_4$: We begin to give a lemma.

Lemma 4.20. Let $I, J \subset S$, then

$$\sum_{w \in X_I} 1^W_{W_j}(w) = \sum_{C \in \text{Cl}(W)} |X_I \cap C| 1^W_{W_j}(w_C),$$

where $w_C$ is an arbitrary element in $C$.

Proof. One has

$$\sum_{w \in X_I} 1^W_{W_j}(w) = \sum_{C \in \text{Cl}(W)} \sum_{w \in X_I \cap C} 1^W_{W_j}(w).$$

As $1^W_{W_j}$ is constant in conjugacy classes, one chooses an arbitrary element $w_C \in C$. Hence

$$\sum_{w \in X_I} 1^W_{W_j}(w) = \sum_{C \in \text{Cl}(W)} \sum_{w \in X_I \cap C} 1^W_{W_j}(w_C)$$
$$= \sum_{C \in \text{Cl}(W)} 1^W_{W_j}(w_C) \sum_{w \in X_I \cap C} 1$$
$$= \sum_{C \in \text{Cl}(W)} |X_I \cap C| 1^W_{W_j}(w_C).$$

\[\blacksquare\]
As, if \( J \sim J' \), \( 1^W_{W_j} = 1^W_{W_{j'}} \) and \( |X_I \cap C| = |X_J \cap C| \) for some conjugacy class \( C \) (see Proposition 2.4), it is sufficient to consider Coxeter Classes of \( I \) and \( J \) in Lemma 4.20. Therefore, we construct two matrices

\[
A = (a_{\lambda C})_{\lambda \in \Lambda(W), C \in Cl(W)} \quad \text{and} \quad B = (b_{C' \mu})_{C' \in Cl(W), \mu \in \Lambda(W)},
\]

where \( a_{\lambda C} = |X_I \cap C| \), for some \( I \in \lambda \) and \( b_{C' \mu} = \varphi_{\mu}(w'_C) \). Then \( AB = D = (d_{\lambda \mu})_{\lambda, \mu \in \Lambda(W)} \) where

\[
d_{\lambda \mu} = \sum_{C \in Cl(W)} |X_I \cap C| 1^W_{W_j}(w_C) = \sum_{w \in X_I} 1^W_{W_j}(w), \quad \text{for some } I \in \lambda, \ J \in \mu.
\]

Hence to prove Conjecture 4.1 amounts to prove that \( D \) is a symmetric matrix.

For these exceptional cases, we used the GAP part of CHEVIE ([7] and [17]) to obtain \( D \). This program contains some useful functions to compute the matrix \( A \) and the matrix \( B \), therefore the matrix \( D \).

1. the GAP functions \CharTable, \PositionId, \StoreFusion and \Induced\ are used to compute the coefficients of \( A \);

2. The functions \ReflectionSubgroup, \ReducedRightCosetRepresentatives\ and \PositionClass\ are used to compute the coefficients of \( B \).

We just have to give a set of representants of Coxeter classes. Following the notation in [8], the following algorithm determines a set of representants for each Coxeter Class.

**Algorithm 4.21. [Construction of Representant of Coxeter Classes]** Given a finite Coxeter System \((W, S)\) \( \Lambda(W)_{\text{rep}} \) - a set of representant of \( \Lambda(W) \) - is determined. As \( I \sim J \) iff \( |I| = |J| \), one just has to consider the subset of \( S \) of cardinality \( i \), \( i = 1, \ldots, |S| \) to construct \( \Lambda(W)_{\text{rep}} \).

1. **[Initialize]** Let \( PS_i = \{I_1, \ldots, I_m\} \) be the set of subsets of \( S \) of cardinality \( i \). Set \( \Lambda(W)_{\text{rep}}^i \leftarrow I_1 \) and

\[
E_1 \leftarrow \{I_p \mid c_{I_p} \sim c_{I_1}\}.
\]

2. **[Next]** If \( I_k \in E_{k-1} \), then set \( k \leftarrow k + 1, \ \ E_{k+1} \leftarrow E_k \). Otherwise set

\[
\Lambda(W)_{\text{rep}}^i \leftarrow \Lambda(W)_{\text{rep}}^i \cup I_k
\]

and

\[
E_k \leftarrow E_{k-1} \cup \{I_p \mid c_{I_p} \sim c_{I_k}\}
\]

and \( k \leftarrow k + 1 \).

At this step, each subset of \( S \) in \( \Lambda(W)_{\text{rep}}^i \) is not conjugated to each of the others and each subset of \( S \) in \( E_k \) has a representant of it Coxeter class in \( \Lambda(W)_{\text{rep}}^i \).

25
3. [Loop] If \( k < m + 1 \) repeat step 2 else stop.

Then

\[ \Lambda(W)_{rep} = \bigcup_{i=0}^{\vert S \vert} \Lambda(W)^i_{rep}. \]

By Corollary 4.19 one just has to take the submatrix \( A' \) of \( A \) and \( B' \) of \( B \) indexed by Coxeter Classes \( \lambda, \mu \) such that \( \vert I \vert, \vert J \vert \geq 2 \) for some \( I \in \lambda \) and \( J \in \mu \). The above algorithm can be initialize to \( i = 2 \).

As \( \vert E_8 \vert > 6.10^6 \), using Corollary 4.19 is necessary to restrain the cardinality of cosets in this very large case. Finally, still in this case, we cannot directly construct and stock the set of minimal coset representatives \( X_I \) with GAP. Indeed for a set of two commuting generators in \( E_8 \), \( \vert X_I \vert > 150.10^6 \). So we used the fact that for \( I \subset S \) and \( s \in S - I \) then

\[ X_I = X_K X_I^K, \]

where \( K = S - \{s\} \). If we keep in memory \( X_I \), it take the memory of \( X_K \) times \( X_I^K \), rather than if we keep in memory \( X_K \) and \( X_I^K \), they take the memory for \( X_K \) plus \( X_I^K \).

Finally, we just have to compute the submatrix \( D' \) of \( D \), indexed by Coxeter Classes \( \lambda, \mu \) such that \( \vert I \vert, \vert J \vert \geq 2 \). Observe in the following that \( D' \) is a symmetric matrix. (The following matrix and tables have been obtained by one week of computation with GAP-CHEVIE; the original program also verified that \( D' \) is symmetric). This complete our proof.

**Remark about GAP-CHEVIE notations:** The set \( S \) of generators are given in CHEVIE by integers from 1 to \( n \), see [17] for more informations. The set of representants \( \{I\} \) of Coxeter classes is given as a set of Coxeter \( I \)–elements.

**Coxeter group of type \( H_3 \)** The set of representants of Coxeter classes that we consider is:

\[ \{ 12, \ 123, \ 13, \ 23 \}. \]

Therefore the submatrix of \( D' \) indexed by them is

\[
\begin{pmatrix}
24 & 12 & 40 & 32 \\
12 & 1 & 30 & 20 \\
40 & 30 & 52 & 46 \\
32 & 20 & 46 & 38 \\
\end{pmatrix}
\]

**Coxeter group of type \( H_4 \)** The set of representants of Coxeter classes that we consider is

\[ \{ 12, \ 123, \ 1234, \ 124, \ 13, \ 134, \ 23, \ 234 \}. \]
Therefore the submatrix of $D'$ indexed by them is

$$
\begin{pmatrix}
4080 & 2040 & 1440 & 2840 & 5760 & 3280 & 4800 & 2640 \\
2040 & 404 & 120 & 1116 & 4112 & 1602 & 2952 & 958 \\
1440 & 120 & 1 & 720 & 3600 & 1200 & 2400 & 600 \\
2840 & 1116 & 720 & 1828 & 4744 & 2288 & 3672 & 1664 \\
5760 & 4112 & 3600 & 4744 & 7144 & 5104 & 6360 & 4592 \\
3280 & 1602 & 1200 & 2288 & 5104 & 2730 & 4080 & 2132 \\
4800 & 2952 & 2400 & 3672 & 6360 & 4080 & 5484 & 3504 \\
2640 & 958 & 600 & 1664 & 4592 & 2132 & 3504 & 1510
\end{pmatrix}
$$

**Coxeter group of type $F_4$**  The set of representatives of Coxeter classes that we consider is:

$$\{12, 123, 1234, 124, 13, 134, 23, 234, 34\}.$$

Therefore the submatrix of $D'$ indexed by them is:

$$
\begin{pmatrix}
396 & 252 & 192 & 324 & 552 & 396 & 456 & 312 & 600 \\
252 & 70 & 24 & 148 & 364 & 170 & 232 & 84 & 312 \\
192 & 24 & 1 & 96 & 288 & 96 & 144 & 24 & 192 \\
324 & 148 & 96 & 224 & 432 & 250 & 312 & 170 & 396 \\
552 & 364 & 288 & 432 & 600 & 432 & 512 & 364 & 552 \\
396 & 170 & 96 & 250 & 432 & 224 & 312 & 148 & 324 \\
456 & 232 & 144 & 312 & 512 & 312 & 416 & 232 & 456 \\
312 & 84 & 24 & 170 & 364 & 148 & 232 & 70 & 252 \\
600 & 312 & 192 & 396 & 552 & 324 & 456 & 252 & 396
\end{pmatrix}
$$

**Coxeter group of type $E_6$**  The set of representatives of Coxeter classes that we consider is

$$\{12, 123, 1234, 12345, 12346, 123456, 1235, 12356, 1245, 125, 13, 134, 13456, 1356, 1356\}.$$

Therefore the submatrix of $D'$ indexed by them is:

$$
\begin{pmatrix}
29136 & 21744 & 16128 & 13732 & 12959 & 14544 & 18144 & 15456 & 17088 & 23040 & 26784 & 19776 & 14448 & 17856 & 15408 \\
21744 & 12858 & 6882 & 4990 & 4320 & 5616 & 9252 & 6564 & 7590 & 14712 & 18432 & 10488 & 5412 & 8640 & 6300 \\
16128 & 6882 & 1704 & 642 & 432 & 1088 & 3976 & 1864 & 2648 & 9108 & 12024 & 4432 & 840 & 3144 & 1380 \\
13732 & 4890 & 642 & 87 & 27 & 341 & 240 & 926 & 1378 & 7092 & 9432 & 2632 & 162 & 1776 & 444 \\
12959 & 4320 & 432 & 27 & 1 & 216 & 2160 & 720 & 1080 & 6480 & 8640 & 2160 & 72 & 1440 & 270 \\
14544 & 5616 & 1088 & 341 & 216 & 661 & 3080 & 1384 & 1882 & 7800 & 10368 & 3336 & 464 & 2304 & 852 \\
18144 & 9252 & 3976 & 2540 & 2160 & 3080 & 6152 & 3894 & 4908 & 11256 & 14472 & 6976 & 2878 & 5460 & 3576 \\
15456 & 6564 & 1864 & 926 & 720 & 1304 & 3894 & 1598 & 2690 & 8700 & 11448 & 4320 & 1104 & 3132 & 1692 \\
17088 & 7950 & 2648 & 1378 & 1080 & 1882 & 4908 & 2690 & 3604 & 10080 & 13176 & 5552 & 1652 & 4140 & 2274 \\
23040 & 14712 & 9098 & 7092 & 8480 & 7800 & 11256 & 8780 & 10080 & 14092 & 26016 & 12376 & 7644 & 10752 & 8544 \\
26784 & 18432 & 12024 & 9432 & 8640 & 10368 & 14472 & 11448 & 13176 & 20016 & 23832 & 15984 & 10224 & 14112 & 11160 \\
19776 & 10488 & 4432 & 2632 & 2160 & 3336 & 6976 & 4320 & 5552 & 12576 & 15884 & 7888 & 3088 & 6264 & 3864 \\
14448 & 5412 & 840 & 162 & 72 & 464 & 2878 & 1304 & 1652 & 7644 & 10224 & 3088 & 250 & 2052 & 624 \\
17856 & 8640 & 3144 & 1776 & 1440 & 2304 & 5460 & 3132 & 4140 & 10752 & 14112 & 624 & 252 & 464 & 2784 \\
15408 & 6380 & 1380 & 444 & 270 & 852 & 3576 & 1662 & 2274 & 8544 & 11160 & 3864 & 824 & 2784 & 1074
\end{pmatrix}
$$
Coxeter group of type $E_7$ The set of representatives of Coxeter classes that we consider is

\[
\{\lambda_1 = 12, \lambda_2 = 123, \lambda_3 = 1234, \lambda_4 = 12345, \lambda_5 = 123456, \lambda_6 = 1234567, \lambda_7 = 12345678, \lambda_8 = 123456789, \lambda_9 = 12345678910, \lambda_{10} = 1234567891011\}
\]

We give here the submatrix of $D$ indexed by this Coxeter classes. We have decomposed this matrix into three tables.
The set of representants of Coxeter classes that we consider is:

$$(\lambda_1 = 12, \lambda_2 = 123, \lambda_3 = 1324, \lambda_4 = 12345, \lambda_5 = 132456, \lambda_6 = 1324567, \lambda_7 = 13245678, \lambda_8 = 1324568, \lambda_9 = 132457, \lambda_{10} = 1324578, \lambda_{11} = 13245789, \lambda_{12} = 13245678, \lambda_{13} = 132456789, \lambda_{14} = 1324567890, \lambda_{15} = 13245678901, \lambda_{16} = 132456789012, \lambda_{17} = 1324567890123, \lambda_{18} = 13245678901234, \lambda_{19} = 132456789012345, \lambda_{20} = 1324567890123456, \lambda_{21} = 13245678901234567, \lambda_{22} = 132456789012345678, \lambda_{23} = 1324567890123456789, \lambda_{24} = 13245678901234567890, \lambda_{25} = 132456789012345678901, \lambda_{26} = 1324567890123456789012, \lambda_{27} = 13245678901234567890123, \lambda_{28} = 132456789012345678901234, \lambda_{29} = 1324567890123456789012345, \lambda_{30} = 13245678901234567890123456)$$

We give here the submatrix of $D^*$ indexed by this Coxeter classes. We have decomposed this matrix into four tables.
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