Observing non-ergodicity due to kinetic constraints in tilted Fermi-Hubbard chains
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The thermalization of isolated quantum many-body systems is deeply related to fundamental questions of quantum information theory. While integrable or many-body localized systems display non-ergodic behavior due to extensively many conserved quantities, recent theoretical studies have identified a rich variety of more exotic phenomena in between these two extreme limits. The tilted one-dimensional Fermi-Hubbard model, which is readily accessible in experiments with ultracold atoms, emerged as an intriguing playground to study non-ergodic behavior in a clean disorder-free system. While non-ergodic behavior was established theoretically in certain limiting cases, there is no complete understanding of the complex thermalization properties of this model. In this work, we experimentally study the relaxation of an initial charge-density wave and find a remarkably long-lived initial-state memory over a wide range of parameters. Our observations are well reproduced by numerical simulations of a clean system. Using analytical calculations we further provide a detailed microscopic understanding of this behavior, which can be attributed to emergent kinetic constraints.

Understanding the complex out-of-equilibrium dynamics of quantum many-body systems is central to a number of research areas ranging from statistical physics to quantum information theory \cite{1,2}. State-of-the-art experimental platforms are now able to test novel theoretical concepts and approximate descriptions based on experimental observations. Important experimental results were obtained in particular with integrable \textsuperscript{4} or many-body localized (MBL) \textsuperscript{5,7} systems. Both phenomena emerge due to the existence of extensively many conserved quantities and have been of considerable interest, because they break the eigenstate thermalization hypothesis, which assumes that each individual eigenstate behaves locally like a thermal ensemble and is believed to hold for generic ergodic systems \textsuperscript{8,10}.

In between the two extreme limits of ergodic and localizing dynamics there exists a rich variety of more complex thermalizing behavior. Models with many-body scar states, e.g., host a vanishing fraction of non-thermal eigenstates embedded within an otherwise thermal spectrum \textsuperscript{12,17}. They exhibit a weak form of ergodicity-breaking, that strongly depends on the initial state, as has been observed with Rydberg atoms \textsuperscript{15,18,19}. More recently, a whole new class of models has been suggested, where the presence of only few conserved quantities, in particular dipole conservation, results in non-ergodic dynamics due to an emergent fragmentation of the Hilbert space into exponentially many disconnected subspaces \textsuperscript{20,23}. Fragmented models offer an alternative view on a central open question, namely if many-body localization can occur in translationally-invariant models without disorder \textsuperscript{24,30}.

In this work we study non-ergodic behavior in the disorder-free tilted one-dimensional (1D) Fermi-Hubbard model (Fig. 1), which lies at the interface of MBL and Hilbert-space fragmentation. In the presence of additional weak disorder or harmonic confinement, theoretical studies have found characteristic MBL phenomenology, known as Stark MBL \textsuperscript{31,35}. This, however, does not hold for a clean system with pure linear potential \textsuperscript{31,34}. While conventional MBL predicts localization for any typical initial state, we do not expect this to hold for our system, where resonances can occur between interaction and tilt energies (regime \textsuperscript{3} in Fig. 1).
Intriguingly, it has been predicted, that in the limit of large tilts, $\Delta \gg J_s |U|$, non-ergodicity may still occur despite the absence of disorder. In this regime, the large tilt energy imposes kinetic constraints, which result in an emergent dipole conservation [20, 21, 23, 32, 34]. This emergent behavior is in fact governed by a fragmented Hamiltonian resulting in non-ergodic dynamics.

Starting from an initial charge-density wave (CDW) of singlons (singly-occupied sites), we study relaxation dynamics in the tilted 1D Fermi-Hubbard model for a large range of interaction strengths and moderate values of the tilt ($\Delta < 4J$), where none of the two mechanisms described above should apply and where naively one may expect the system to thermalize [36, 37]. At short times we observe coherent dynamics due to Bloch oscillations, which are expected to eventually drive the system to thermalization [20]. However, we are able to show that energy penalties for the second- or higher-order tunnelling towards thermalization [20]. While effective Hamiltonians can only be derived explicitly in certain limits, the numerical construction is applicable in the whole parameter regime probed in this work (Fig. 1). We find that the finite-time connectivity can be understood as a measure of non-ergodicity, similar to the more conventional return probability or other multifractality measures [39]. Surprisingly we find that after intermediate evolution times up to 700 tunneling times, signaling a robust memory of the initial CDW throughout.

Using numerical calculations we show that the observed non-ergodicity cannot be explained by the phenomenon of Stark-MBL, i.e., the robust memory is not due to experimental imperfections, such as residual harmonic confinement or disorder, and the bipartite entanglement entropy does not exhibit the characteristic behavior of MBL systems [31, 35] (Fig. S5). Hence, non-ergodicity appears to have a different origin, despite similar experimental signatures. This raises the question about the origin of the observed non-ergodicity. We construct effective Hamiltonians in two distinct regimes (I and II, Fig. 1) by taking the large tilt limit and find strongly-fragmented Hamiltonians in both cases (Sect. S3). While these models are only expected to describe the dynamics at large tilt values and for intermediate times (on the order of a few tens of tunneling times), they allow us to identify the microscopic processes that initiate dynamics at short times (Fig. 1). In both regimes these are correlated tunneling processes, which result in the formation of doublons (doubly-occupied sites), either resonantly (regime I) or detuned by the Hubbard interaction energy $U$ (regime II). Higher-order terms are expected to eventually drive the system towards thermalization [20]. However, we are able to show that energy penalties for the second- or higher-order tunneling processes, which occur naturally in the model, render these dynamics inefficient. This results in extremely slow relaxation (Sect. S3), which appears stable for $> 10^3$ tunneling times in our exact diagonalization studies of small systems, in agreement with our experimental observations (Fig. S5).

In order to characterize the dynamics across the whole parameter regime studied experimentally, we compute the finite-time connectivity of our initial CDW state $C_r = \text{dim}(\mathcal{N}_r) / \text{dim}(\mathcal{H})$, which is defined by the fraction of states that participate in the time evolution up to a finite time $T_N$; here $\mathcal{N}_r$ denotes the subspace in the complete Hilbert-space $\mathcal{H}$, which is defined, such that the residual overlap of the time-evolved state $|\psi(t)\rangle$ outside of $\mathcal{N}_r$ is at most $\epsilon$ at any time $t \leq T_N$ (Methods). The value of $\epsilon$ is typically chosen between 1%-10%. The finite-time connectivity can be understood as a measure of non-ergodicity, similar to the more conventional return probability or other multifractality measures [39]. The experimental setup consists of a degenerate Fermi gas of $50(5) \times 10^3 \times 40$K atoms that is prepared in an equal mixture of two spin components $|\uparrow\rangle = |m_F = -7/2\rangle$ and $|\downarrow\rangle = |m_F = -9/2\rangle$ in the $F = 9/2$ ground-state hyperfine manifold. The atoms are loaded into a 3D optical lattice with lattice constant $d_s = 266 \text{ nm}$ along the $x$ direction and deep transverse lattices, with constant $d_\perp = 369 \text{ nm}$, to isolate the 1D chains along $x$ (Methods). The central 1D chains have a length of about 290 lattice sites. The residual coupling along the transverse directions is less than $3 \times 10^{-4}J$. The dynamics along $x$ is described by the tilted 1D Fermi-Hubbard model

\[
\hat{H} = \sum_{i,\sigma=\uparrow,\downarrow} (-J \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} + \text{h.c.} + \Delta_\sigma \hat{n}_{i,\sigma}) + U \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow},
\]

where $\hat{c}_{i,\sigma}^\dagger$ ($\hat{c}_{i,\sigma}$) is the fermionic creation (annihilation) operator and $\hat{n}_{i,\sigma} = \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}$. The on-site interaction strength $U$ is controlled by a Feshbach resonance centered at 202.1 G and a magnetic field gradient is used to create the tilt $\Delta_\sigma$, with $\Delta_\uparrow \approx 0.9 \Delta_\downarrow$. The weak spin-dependence arises due to the different $m_F$ quantum numbers [11]. The initial state for all subsequent measurements is a CDW of singlons on even sites, which is prepared using a bichromatic optical superlattice (Sect. S7 in [11]). The initial state can be described as an incoherent mixture of site-localized particles with random spin configuration (Methods). The subsequent evolution is monitored by extracting the spin-resolved imbalance $I^\sigma = (N^\sigma - N^{\sigma}) / \text{dim}(\mathcal{N})$ [40]; here $N^\sigma_{\sigma(o)}$ denotes the total number of spin-$\sigma$ atoms on even (odd) sites and $N^\sigma = N^\sigma_{\sigma} + N^\sigma_{\alpha}$. A non-zero steady-state imbalance signals a memory of the initial state [41], where $I^\sigma(t = 0) = 1$.

In a first set of measurements we study the effect of...
interactions on the coherent short-time dynamics. In a tilted lattice an initially localized particle exhibits Bloch oscillations \[ \xi \] with a characteristic period \( T_\sigma = h/\Delta_\sigma \), set by the spin-dependent tilt. In the presence of interactions, Bloch oscillations persist, showing a rich variety of dynamics, such as interaction-induced dephasing and amplitude modulation \[ \Delta \nu = 3 \] (Fig. 2a). Here, we use the spin-resolved imbalance to probe real-space Bloch oscillations in a parity-projected manner. In the non-interacting limit the time-dependence can be computed analytically:

\[
\mathcal{T}^\sigma(t) = J_0 \left( \frac{8J}{\Delta_\sigma} \sin \left( \frac{\pi \Delta t}{h} \right) \right),
\]

which enables a precise calibration of the model parameters \( \Delta_\sigma \) and \( J \) (Fig. 2b) at short times. Here, \( J_0 \) denotes the 0th-order Bessel function of the first kind. The dephasing of the oscillations is caused by a residual harmonic confinement that results in a weak local variation \( \delta T_\sigma \) of the Bloch oscillation period \( T_\sigma \) between adjacent sites. An upper bound for the trap frequency \( \omega_h/(2\pi) = 39 \text{ Hz} \) was extracted from independent measurements \[ \Delta \nu = 3 \] and corresponds to \( \delta T_\sigma/T_\sigma \approx 10^{-3} \). Since the imbalance dynamics for both spin components is very similar (see Fig. 10), we focus on one component \( \mathcal{T}^\sigma \).

For weak tilt values, \( \Delta_\sigma = 1.2J \), we find that the dynamics of the interacting spin-mixture (\( U = 3J \)) exhibits the same dominant frequency components as the non-interacting Bloch oscillations, while the dephasing is strongly enhanced. This can be seen more directly by calculating the power spectral density (PSD) of the imbalance \( \mathcal{T}^\sigma(\nu)^2 \) (inset of Fig. 2c). We find three distinct peaks in the spectrum, the Bloch frequency \( \Delta_\sigma \), and an admixture of two higher harmonics with the largest spectral weight in the second harmonic at \( \nu_1 = 2\Delta_\sigma/h \). For \( U = 3J \) its weight is decreased by 70% compared to the non-interacting case. The higher-order harmonics originate from the real-space evolution within one Bloch cycle and are determined by the Bloch oscillation amplitude \( A_0/d_s = 4J/\Delta_\sigma \). We anticipate frequency components at integer multiples of \( \Delta_\sigma \), with an upper bound determined by \( A_0/d_s \), in agreement with our data.

Interaction effects are expected to be less relevant once the Bloch oscillation amplitude is smaller than one site, resulting in negligible overlap between neighboring particles for our CDW initial state. In Fig. 2a we show the PSD of the coherent short-time dynamics for \( \Delta_\sigma = 3.0J \). While the largest spectral weight of the PSD is now contained in the Bloch frequency \( \nu_2 = \Delta_\sigma/h \), the reduction is still about 50% compared to the non-interacting case. Indeed, the spectral weight is a sensitive measure of the interaction-induced dephasing. Moreover, the on-site interactions lift the degeneracy of the energy levels in the Wannier-Stark spectrum, which results in additional frequency components in the PSD. For our parameters (Fig. 2b) they occur at \( \approx \nu_2 \pm 0.5\Delta_\sigma/h \) in the time-evolving block decimation (TEBD) simulations \[ \Delta \nu = 3 \], which is consistent with our data.

The sensitivity of the coherent short-time dynamics on the interaction strength is further highlighted by the strong interaction-dependence of the peak power spectral...
FIG. 3. Long-time dynamics. a Imbalance time traces at $\Delta_\downarrow = 3.30(3) J$ and $J/h = 0.54(1)$ kHz for $U = 0 J$ (spin-polarized, light blue) and $U = 5J$ (spin-resolved measurement, dark blue). The shaded trace is an ED calculation for $L = 16$ (Methods). Each data point is averaged over 12 individual experimental realizations. Inset: ED calculation for $L = 16$ in a clean system with $\Delta_\downarrow = \Delta_\uparrow = 3J$, $\omega_h = 0$ and $U = 5J$ using a Néel-ordered initial CDW. The dashed lines show the analytic prediction for the non-interacting steady-state imbalance [Eq. (3)]. b Steady-state imbalance versus $\Delta_\downarrow$ measured at $U = 0J$ (spin-polarized, light blue) and $U = 5J$ (spin-resolved measurement, dark blue). Each data point is averaged over ten equally spaced times in a time window between $70 \tau$ and $100\tau$ ($U = 0J$) and $340\tau$ and $370\tau$ ($U = 5J$). The solid line shows the analytic prediction for $I^\downarrow$ [Eq. (3)] and the dashed line indicates the first root of the Bessel function at $\Delta_\downarrow \approx 1.5J$. c Spin-resolved steady-state imbalance versus interaction strength at $\Delta_\downarrow = 1.10(1) J$. Each point is averaged over ten time steps equally spaced between $170\tau$ and $200\tau$. d Spin-resolved steady-state imbalance versus interaction strength as in (c) for $\Delta_\downarrow = 3.30(3) J$. The shaded trace is an ED simulation, which is averaged over the same time steps as in (c) and where the width indicates the 1σ standard deviation. e Resonances extracted from interaction scans for $U > 0$ as in (d) for different tilt values [11]. The color plot shows ED calculations for the same parameters as in the experiment, but with $\omega_h = 0$, for $L = 13$ sites. The dashed line indicates the analytic prediction for the resonance $U_{\text{res}} \approx 2\Delta_\downarrow - 8J^2/(3\Delta_\downarrow)$. The grey shaded area in (b),(c) indicates our calibrated detection resolution. In all panels error bars denote the SEM.

density (PPSD) $|\tilde{I}(v_j)|^2$ of the respective dominant frequency components $v_j$, $j = \{1, 2\}$ (Fig. 2.d). We find a sharp decrease of the PPSD by about 40% already for small interaction strength $U = \pm 0.5J$ for $\Delta_\uparrow = 1.2J$. After reaching a global minimum at intermediate interaction strength, it slowly recovers to the non-interacting value in the limit of large interactions.

For long enough evolution times, the coherent Bloch oscillations are dephased and a finite steady-state imbalance develops in the non-interacting limit (Fig. 3a). Note that, if the dephasing was solely due to residual harmonic confinement, we would expect a coherent revival of the oscillations, which is suppressed in our experiment by additional dephasing mechanisms and ensemble averaging. The observed finite steady-state imbalance is caused by Wannier-Stark localization and can be computed analytically by time averaging the short-time dynamics:

$$I^\downarrow = \lim_{T \to \infty} \frac{1}{T} \int_0^T I^\downarrow(t) \, dt = J_0^2 \left( \frac{4J}{\Delta_\uparrow} \right). \quad (3)$$

Excellent agreement between our data and the analytical result provides strong evidence that the effect of the harmonic confinement is negligible for the late-time steady-state imbalance, in contrast to previous fermionic transport experiments [36,37]. This is further supported by the data in Fig. 3b, where the steady-state value is probed for a larger range of tilt values, even reproducing the non-monotonous behavior that is found for small values of the tilt. Note, that the vanishing imbalance, as observed for $\Delta_\downarrow \approx 1.5J$ (dashed line in Fig. 3b), does not indicate delocalization. It results from localized Wannier-Stark orbitals with equal weight on even and odd sites.

In the presence of weak interactions localization was predicted to survive in the limit of small additional disorder or harmonic confinement, signaled by a finite steady-state imbalance [41,42]. Here, we find that after a small decay at intermediate times a plateau of the imbalance develops, which persists for long evolution times up to $700\tau$ (Fig. 3a) in the strongly-interacting regime. A comparison with ED simulations (inset Fig. 3a) in a clean system without spin-dependent tilt and without harmonic confinement for a Néel-ordered initial CDW (as opposed to the random-spin initial state realized in the experiment) further highlights that this non-ergodic behavior is not due to experimental imperfections at least for the
experimentally relevant observation times (see Fig. S5 for a systematic finite-size scaling analysis). Moreover, this robust steady-state value survives over a wide range of parameters (Fig. 3). As a function of the tilt it qualitatively follows the behavior of the non-interacting system, but shows consistently lower steady-state values.

The persistence of non-ergodicity down to very small values of the tilt is surprising at first sight. One may expect that for large Bloch-oscillation amplitudes the interactions between particles result in a dephasing of the coherent dynamics that give rise to Wannier-Stark localization in the non-interacting limit and hence cause ergodic behavior [36, 37, 43–46]. We study the plateau value for $\Delta \sigma = 1.1J$ and find that it is largely independent of interactions (Fig. 3). In a numerical analysis of this regime for a Néel-ordered singlon CDW we indeed find that the imbalance decays to zero for evolution times on the order of $10^4 \tau$ (Fig. S5), which further agrees with the finite imbalance measured at $\sim 200 \tau$. The observed inversion of the spin-resolved imbalance $T^k < T^\perp$ after long evolution times (although $\Delta_\uparrow > \Delta_\downarrow$) is explained by the non-monotonic dependence of the stationary imbalance on the tilt for $\Delta_\sigma < 2J$ as shown in Fig. 3.

For intermediate values of the tilt $\Delta/J \simeq 3$ on the other hand, we find a surprisingly robust steady-state imbalance, in agreement with numerical calculations, with a clear interaction dependence (Fig. 3). The behavior is similar for both spin components and well reproduced by numerical simulations. The deviation between experiment and numerical simulations at larger interaction strengths is most likely due to the finite coupling between 1D chains, which plays a larger role for increased interactions [52]. The steady-state imbalance is symmetric around $U = 0$ due to a dynamical symmetry [for $(\Delta_\downarrow - \Delta_\uparrow) \ll J$] between attractive and repulsive interactions (Sect. S2), similar to the homogeneous Fermi-Hubbard model [53, 24]. The curve displays a global minimum for intermediate interactions, which we identify with resonant processes at $|U| \simeq 2\Delta$, where two singletons separated by two lattice sites form a doublon. This coincides with regime $\approx$ in Fig. 4, where the largest connectivities were found. The precise value of the resonance is slightly shifted, $U_{\text{res}} \simeq 2\Delta - 8J^2/(3\Delta)$, due to perturbative corrections for finite $J/\Delta$, in agreement with our data (dashed line in Fig. 3). For large interactions and weak spin-dependence $(\Delta_\downarrow - \Delta_\uparrow) \ll J$, we expect the system to recover the non-interacting regime [11].

In order to gain additional insights into the observed non-ergodic behavior, we study the properties of our model perturbatively in the large tilt limit for the two distinct regimes $\Phi$ and $\Phi$ (Fig. 4). In regime $\Phi$, $\Delta \gg J, |U|$, an effective Hamiltonian can be derived in powers of $\lambda = J/\Delta$. As predicted [20, 21, 23, 52, 54], we find an emergent dipole-conserving Hamiltonian $\hat{H}^\text{dip}_{\text{eff}}$ [Eq. (59)] up to third order in $\lambda$ (Sect. S3), where the dipole-moment operator is defined as $\sum_i \hat{m}_{i,\sigma}$. The dominant off-diagonal terms of $\hat{H}^\text{dip}_{\text{eff}}$ are of similar nature as those in the fragmented Hamiltonians studied previously [20, 21], seemingly consistent with the observed non-ergodic behavior. Yet, higher-order processes $O(\lambda^4)$, relevant for $\Delta \simeq 3J$, are expected to melt the CDW within the experimentally studied timescales [20]. These higher-order processes as well as the dominant off-diagonal contribution, however, require the production of doublons, which is penalized by the on-site interaction $U$. We numerically show that this leads to a significant slowdown of the dynamics (Sect. S3), which explains the robustness of the steady-state value observed in the experiment. Thus, for large values of the tilt, the doublon number is effectively conserved as well, as suggested in Ref. [52].

On resonance, $|U| \simeq 2\Delta$ (regime $\Phi$ in Fig. 4), doublons can be formed without energy penalties, possibly leading to faster dynamics. Indeed, after an initial faster dynamics, we find a lower steady-state imbalance, which cannot be solely explained by the second-order resonant
tunneling process shown in Fig. 1c, because it leaves the imbalance invariant. In this regime, we derive an effective Hamiltonian $\hat{H}_{\text{eff}}^{\text{res}}$ [Eq. (S19)] up to second order in $\lambda$ (the third order vanishes), conserving the dipole moment, the doublon number or the sum of the two $(\sum_{i,\sigma} \hat{n}_{i,\sigma} + 2 \sum_{i} \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow})$. The corresponding symmetry sector exhibits strong fragmentation and results in a finite steady-state imbalance [11]. In Fig. 5, we show the dominant second-order tunneling terms for our initial state, illustrating the importance of doublon-assisted tunneling processes for the reduction of the steady-state imbalance. For finite $\lambda$ or longer evolution times, higher-order hopping processes $O(\lambda^3)$ enable additional dynamics. These processes are expected to eventually melt the CDW completely, although the required timescales may be very large. In the experiment, we find robust steady-state values even for rather low values of the tilt ($\Delta \approx 3J$) up to evolution times of about 700τ (Fig. 5).

In order to connect the large-tilt limit described by $\hat{H}_{\text{eff}}^{\text{res}}$ to the experimental parameter regime, we investigate the states within the explored subspace $\mathcal{N}_\epsilon$, which we denote numerical fragment in analogy to the phenomenon of Hilbert-space fragmentation. For simplicity, we study a clean system ($\omega_n = 0$, $\Delta = \Delta_\downarrow = \Delta_\uparrow = \Delta$) and a Néel-ordered CDW initial state. In Fig. 4a, we show the density of states in the Hilbert space $\hat{H}$ and compare it to the density of states in the numerical fragment $\mathcal{N}_\epsilon$ for different values of the cut-off $\epsilon$. Centered around the energy of the initial state, the density of states acquires a finite width within the numerical fragments, that is approximately set by the many-body bandwidth $\pm 2JN$ (dashed line in Fig. 4a), where $N = N^\uparrow + N^\downarrow$ denotes the total number of atoms. In stark contrast to thermal systems, the low finite-time connectivity indicates that only a small number of states is relevant for the dynamics. Moreover, it vanishes exponentially in the thermodynamic limit for finite evolution times up to 1000τ (Fig. 5). Since the perturbative Hamiltonian $\hat{H}_{\text{eff}}^{\text{res}}$ is only valid in the limit of large tilts, the intersection between the numerically constructed fragment and the analytical one $\mathcal{K}^{\text{res}}$ (Methods), which was derived using the perturbative Hamiltonian $\hat{H}_{\text{eff}}^{\text{res}}$ up to third order in $\lambda = J/\Delta$, is small for our experimental parameters $\Delta = 3J$ and $U = 5J$ (Fig. 4b). We expect, however, that the two subsectors coincide for $\lambda \to 0$. Indeed the normalized intersection saturates to one, although only for $\Delta/J > 20$. For this comparison the cut-off value $\epsilon(\mathcal{K}^{\text{res}})$ is chosen such that $\text{dim}(\mathcal{N}_\epsilon(\mathcal{K}^{\text{res}})) = \text{dim}(\mathcal{K}^{\text{res}})$, since generally, $\mathcal{N}_\epsilon$ contains a much larger number of states. Despite the large value of $\lambda$ realized in the experiment, we find strong evidence that the slow dynamics is due to kinetic constraints and that the energetically allowed microscopic processes give rise to the phenomenon of Hilbert-space fragmentation in the large tilt limit, as demonstrated for the two regimes (3) and (2). This is further supported by the resonance feature that is shown in the inset of Fig. 4c: for the resonant regime (3).

In conclusion, we have demonstrated both experimentally and numerically non-ergodic behavior in the tilted 1D Fermi-Hubbard model over a wide range of parameters and have provided a microscopic understanding based on perturbative analytical calculations. For future studies it would be interesting to study the limit of large tilts, where strongly-fragmented effective Hamiltonians were identified and to investigate the initial-state dependence of the transient dynamics. This is a characteristic feature of Hilbert-space fragmentation, where distinct thermalization properties are expected for different fragments [20, 21, 23]. Although experimentally challenging due to finite evolution times, it would be interesting to reconcile the phenomenon of Stark MBL and Hilbert-space fragmentation, by studying the impact of weak disorder or residual harmonic confinement on the long-time dynamics [33]. Adding periodic modulation as an additional ingredient, other strongly-fragmented models, scarred models and time crystals could be engineered [55, 57] or drive-induced localization could be investigated [58, 59]. By tuning the direction of the tilt in a 2D lattice, dipole- and higher-moment conserving models could be realized [21, 60] enabling studies beyond the hydrodynamic regime [61]. Moreover, it will be interesting to explore the connection between lattice gauge theories and the phenomenon of Hilbert-space fragmentation [22, 28, 30, 62–64], which could be addressed experimentally in a similar model [65].
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**METHODS**

**Experimental sequence.** Our sequence begins with loading a degenerate Fermi gas with temperature $T/T_F = 0.15(1)$, where $T_F$ is the Fermi temperature, into a three-dimensional (3D) optical lattice. The wavelength is $\lambda_1 = 1064$ nm along the $x$ direction and $\lambda_2 = 738$ nm in the transverse directions. Repulsive interactions during loading in combination with a short, off-resonant light pulse after loading ensure an initial state free of double occupancies \[11\]. By adding a short lattice with wavelength $\lambda_3 = \lambda_2/2$ along the $x$ direction, we generate a CDW initial state consisting of singlons \[11\]. Holding the gas in this deep 3D lattice with a tilted, bichromatic superlattice along the $x$ direction, dephases remaining correlations between neighboring sites and suppresses any residual dynamics, while ramping up a magnetic field gradient and adjusting the interaction strength. The lattice depths are 18 $E_{r\sigma}$ for the short lattice, 20 $E_{r\parallel}$ for the long lattice and 55 $E_{r\perp}$ for the transverse lattices. The depths are given in the respective recoil energies, $E_{r\sigma} = \hbar^2k_j^2/(2m)$, with $j \in \{l, s, \perp\}$, $k_j = 2\pi/\lambda_j$, the corresponding wave vector, $m$ the mass of $^{40}$K and $\hbar = h/(2\pi)$ the reduced Planck constant. The deep transverse lattices decouple the 1D chains aligned along $x$ and generate a 2D array of nearly independent 1D systems. The residual coupling along the transverse directions is typically less than 0.03 % of the coupling $J$ along $x$. The dynamics to probe the tilted 1D Fermi-Hubbard model described by the Hamiltonian in Eq. (1) is initiated by suddenly switching off the long lattice and quenching the short lattice to depths between 6 $E_{r\sigma}$ and 8 $E_{r\parallel}$. Simultaneously, the strength of the dipole trap is adjusted in order to compensate the anti-confining harmonic potential introduced by the lattice \[11\]. After a variable evolution time $t$ the on-site population is frozen by suddenly ramping up the longitudinal lattices to 18 $E_{r\sigma}$ and 20 $E_{r\parallel}$ respectively. Subsequently, we extract the spin-resolved imbalance $\mathcal{I}_s^\sigma$, by using a bandmapping technique \[66, 67\] in conjunction with Stern-Gerlach resolved absorption imaging.

**Initial state.** The initial state in all experiments consists of a CDW of singlons, where $|\uparrow\rangle$ and $|\downarrow\rangle$ states are randomly distributed on even lattice sites and odd lattice sites are empty. We work with an equal mixture of both states ($N_\uparrow = N_\downarrow$) such that the total magnetization is zero. The fraction of residual holes on even lattice sites, due to imperfections in the loading sequence and due to removed doublons is expected to be about 10% \[68\]. Excellent agreement between the data and numerical simulations, which do not consider residual holes on even sites, indicates, that the hole fraction has a negligible effect on our dynamics. The initial state can be modelled as incoherent mixture within the zero magnetization sector with density matrix $\hat{\rho} = \frac{1}{N} \sum \{\sigma\} \sum_{\sigma = 0} |\psi_0(\{\sigma\})\rangle \langle \psi_0(\{\sigma\})|$, where each product state $|\psi_0(\{\sigma\})\rangle$, is given by a CDW of singlons and where the sum runs over all $\mathcal{N}$ possible permutations of spin configurations $\{\sigma\}$. The product state $|\psi_0(\{\sigma\})\rangle$ is defined as $|\psi_0(\{\sigma\})\rangle = \prod_{\text{even}\in\text{trap}} (\hat{c}_i^{\uparrow})^{n_{i\uparrow}} (\hat{c}_i^{\downarrow})^{n_{i\downarrow}} |0\rangle$, where $\hat{c}_i^{\sigma}$ is the fermionic creation operator, $n_{i\sigma} \in \{0, 1\}$, $\sigma \in \{\uparrow, \downarrow\}$, $n_i = n_{i\uparrow} + n_{i\downarrow} \leq 1$ and $i$ is the lattice-site index along $x$.

**Details of numerical calculations** The numerical computations that are compared with the experiment in Fig. 2 and Fig. 3 of the main text were performed using ED or TEBD. The parameters $J$, $\Delta_\uparrow$ and $\Delta_\downarrow$ used in the computations were obtained as fit parameters from the corresponding non-interacting data. Additionally, the effect of harmonic confinement present in the experiment was simulated by scaling the trap frequency by a factor $\sqrt{L_{\text{exp}}/L}$ where $L_{\text{exp}} = 290$ is the system size in the experiment and $L$ is the system size used in the numerical calculation. This is done so as to appropriately simulate the collapse and revival dynamics in the Bloch oscillations induced by the harmonic confinement \[11\].

We use TEBD for short-time dynamics (Fig. 2 of the main text) and ED for long-time dynamics (Fig. 3 of the main text). In ED, we consider the Hilbert space as a tensor product $H_\uparrow \otimes H_\downarrow$ where $H_\sigma$ is the Hilbert space of spin-$\sigma$ atoms. In order to efficiently compute the time dynamics, we decompose each time step in the dynamics into three unitary propagators. One each corresponding to the hopping of the two spin components and the third one corresponding to the on-site potential and interactions. We use a Trotter-Suzuki approximation in this decomposition (see Supplementary Information \[11\] for details and error analysis). In Fig. 2b,d, we use $L = 16$, $N_\uparrow = N_\downarrow = 4$. In order to effectively model a mixed CDW initial state, in Fig. 3, this computation is averaged over 20 randomly chosen pure CDW states. In Fig. 3a we use a superposition of pure CDW product states as we are concerned only with time-averaged steady-state value. The parameters $J$, $\Delta$, and the harmonic confinement are fixed by fitting to the corresponding non-interacting data.

In Fig. 2 we use TEBD calculations with $L = 100$ and bond-dimension $\chi = 120$. The truncation error was less than $10^{-2}$. In Fig. 2, we compare the experimental and numerical data in Fourier space. If the two data sets have different number of samplings in the time domain, we scale the numerical data appropriately after the fast Fourier transform.

**Construction of the Krylov subspace** The Krylov subspace (corresponding to the fragment $K_{\text{res}}$) is constructed by using the effective Hamiltonian on resonance $\hat{H}_{\text{res}}^\text{eff}$ in Eq. (S19). This Hamiltonian is then interpreted as an adjacency matrix in the Wannier basis and the Krylov subspace consists of all states, which are connected to the Néel-ordered CDW initial state. The
Krylov subspace $K^{\text{res}}$ is closed under time-evolution generated by the effective Hamiltonian $H^{\text{res}}$. Starting from initial states within the Krylov subspace $K^{\text{res}}$ and including higher-order terms $O(\lambda^4)$, the dynamics is captured only approximately \cite{11}. An improvement is obtained by further rotating the diagonal basis in which the effective Hamiltonian becomes fragmented with the unitary transformation obtained in powers of $\lambda$ (as given by the Schrieffer-Wolff perturbative expansion \cite{11}). This results in a rotated Krylov subspace.

**Construction of the numerical fragment** We define the numerical fragment $\mathcal{N}_{\epsilon}$ as the span of a subset $\mathcal{B}_\epsilon$ of the number basis $\mathcal{B}$ of $\mathcal{H}$, where $\mathcal{H}$ is restricted to quarter filling and zero magnetization. We define the set $\mathcal{B}_\epsilon$ via its complement, $\mathcal{B}_\epsilon = \mathcal{B} \backslash \mathcal{B}^c_\epsilon$, where $\mathcal{B}^c_\epsilon$ would be ideally defined as the largest subset of $\mathcal{B}$ satisfying $\max_{t<T_N} \sum_{n^c \in \mathcal{B}^c_\epsilon} |\langle n^c|\psi(t)\rangle|^2 < \epsilon$. Here $T_N$ defines a time window for the evolution of the initial state $|\psi(t=0)\rangle$. Equivalently, one could define the subset $\mathcal{B}_\epsilon$ as the smallest one, satisfying $\min_{t<T_N} \sum_{n \in \mathcal{B}_\epsilon} |\langle n|\psi(t)\rangle|^2 \geq 1 - \epsilon$. We work with the complement, because it is easier to implement numerically. This inequality condition for the complement would ensure that the residual overlap of $|\psi(t)\rangle$ outside of $\mathcal{N}_{\epsilon}$ at any time $t \leq T_N$ is bounded by $\epsilon$. Constructing this $\mathcal{B}^c_\epsilon$, however, involves a search in the powerset of $\mathcal{B}$, which is exponential in the dimension of $\mathcal{H}$. This is intractable even for relatively small system sizes such as $L = 7$. It follows from the inequality $\max_{t<T_N} \sum_{n^c} |\langle n^c|\psi(t)\rangle|^2 \leq \sum_{n^c} \max_{t<T_N} |\langle n^c|\psi(t)\rangle|^2$, that keeping the latter sum smaller than $\epsilon$ will ensure that the former sum is also bounded by $\epsilon$. Moreover, the latter sum is computationally easier to handle and therefore, we use it to define the fragment. We construct the numerical fragment $\mathcal{N}_{\epsilon}$ using a $\mathcal{B}^c_\epsilon$, defined such that $\sum_{n^c} \max_{t<T_N} |\langle n^c|\psi(t)\rangle|^2 < \epsilon$. The gap in the inequality $\max_{t<T_N} \sum_{n^c} |\langle n^c|\psi(t)\rangle|^2 \leq \sum_{n^c} \max_{t<T_N} |\langle n^c|\psi(t)\rangle|^2$ loosely depends on the sum $\sum_{n \in \mathcal{B}} \max_{t<T_N} |\langle n|\psi(t)\rangle|^2$, which is in general, not normalized. Although this sum can be as large as the dimension of $\mathcal{H}$, in the examples that we study, it remains small, i.e., $< 10$ for $L < 20$, and grows logarithmically in the dimension of $\mathcal{H}$.
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SUPPLEMENTARY INFORMATION

In this supporting material we give a detailed overview of the analytical derivations, the experimental setup, the measurement techniques, the data acquisition and numerical techniques, employed in this work.
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S1. Interaction picture

The Hamiltonian \( H_0 \) does not commute with spatial translations because of the tilted field. However, due to the gauge covariance of the Schrödinger equation, we can transform from the Schrödinger picture to the interaction picture, where the Hamiltonian becomes translational invariant and time-periodic \([69,70]\). We apply a unitary transformation \( \hat{T}(t) \equiv e^{i\hat{H}_0t} \) with \( \hat{H}_0 = \sum_\sigma \Delta_\sigma \sum_i \hat{n}_{i, \sigma} \) according to (we set \( \hbar = 1 \) in the following)

\[
\hat{H}_I(t) = \hat{T}(t)\hat{H}\hat{T}^\dagger(t) - i\hat{T}(t)\partial_t\hat{T}^\dagger(t), \tag{S1}
\]

with

\[
\hat{H}_I(t) = -J \sum_{i,\sigma} \left( e^{-i\Delta_\sigma t} c_{i,\sigma}^\dagger c_{i+1,\sigma} + \text{h.c.} \right) + U \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}, \tag{S2}
\]

which for incommensurate \( \Delta_t \neq \Delta_0 \) gives rise to a quasi-periodic Hamiltonian \([71]\). Since density operators are gauge invariant \( \hat{n}_{i,t}(t) = \hat{T}(t)\hat{n}_{i}\hat{T}^\dagger(t) = \hat{n}_i \), we can study the evolution and long-time value of the imbalance in the interaction picture, starting from the experimentally prepared charge-density wave (CDW) configuration without requiring an additional change of frame. We emphasize that the Hamiltonian in the interaction picture \([\text{Eq. (S2)}]\) explicitly commutes with lattice translations, is well-defined in the thermodynamic limit \([32,70]\) and avoids the superextensive-scaling contribution of the potential energy to the total energy of the system.

For \( \Delta_t = \Delta_0 \equiv \Delta \), the interacting Hamiltonian \([\text{Eq. (S2)}]\) can be understood as a periodically-driven system \([72,74]\). For generic ergodic Hamiltonians, we expect the system to heat up to infinite temperature in the intermediate driving-frequency regime, which we probe in the experiment as a consequence of the energy absorption from the external drive \([75,76]\). Therefore, we anticipate the density distribution to become homogeneous and the imbalance to decay to zero at infinite times. In order to give a lower bound on this heating timescale, we can make use of the rigorous theory of prethermalization for periodic \([73,77,80]\) or quasi-periodic Hamiltonians \([\text{for } \Delta_t \neq \Delta_0] \) \([71]\) in the large tilt \( \Delta \gg J \) regime \([81]\). This predicts a heating timescale \( \tau_e \sim \tau_e e^{c\Delta_0/\mu} \) for the former, where \( c \) is a numerical constant of order one and \( \mu \sim (J + U) \). However, for the tilts employed in the experiment \( \Delta \sim 3J \), this lower bound is far from the experimentally observed non-ergodicity until times \( t \sim 1000\tau_e \).

S2. Dynamical symmetry: \( U \rightarrow -U \)

According to the theorem proven in Ref. \( [53] \) (Supplementary material section SD), the Fermi-Hubbard model exhibits a dynamical symmetry between repulsive and attractive interactions for any observable, which is invariant under both time-reversal and \( \pi \)-boost \( \hat{B}_Q = e^{i\pi \sum_{i,\sigma} \hat{n}_{i,\sigma}} \), when considering initial states, that are time reversal invariant and only acquire a global phase under the \( \pi \)-boost transformation. While our interaction scans in the main text are consistent with this symmetry, the assumptions are not valid in the presence of a
till. We can, however, generalize these assumptions and show that the dynamical symmetry holds for our system as well. Under a spatial inversion \( \mathcal{P} \), i.e. sending \( i \rightarrow -i \) with respect to the center of a finite chain with length \( L \), the tilted potential of the Hamiltonian changes sign

\[
\hat{H}(U, \Delta_\uparrow, \Delta_\downarrow) \xrightarrow{\mathcal{P}} \hat{H}(U, -\Delta_\uparrow, -\Delta_\downarrow).
\]  

(S3)

Using the \( \pi \)-boost \( \hat{B}_Q \) together with the inversion \( \mathcal{P} \)

\[
\hat{P} \hat{B}_Q \hat{H}(U, \Delta_\uparrow, \Delta_\downarrow) \hat{B}_Q^\dagger \mathcal{P}^\dagger = -\hat{H}(-U, \Delta_\uparrow, \Delta_\downarrow)
\]  

(S4)

an equation similar to Eq. (S11) in \[53\] can be obtained. The experimental observable is the spin-resolved imbalance \( \hat{I}^\sigma = \sum_i \frac{1}{2} (-1)^i \hat{n}_{i,\sigma} \), which is invariant under inversion \( \hat{I}^\sigma \xrightarrow{\mathcal{P}} \hat{I}^\sigma \) and \( \pi \)-boost \( \hat{I}^\sigma \xrightarrow{\hat{B}_Q} \hat{I}^\sigma \), but breaks time-reversal symmetry \( \hat{T} \). This symmetry is violated, because the spin degrees of freedom of the density operator \( \hat{n}_{i,\sigma} \) are exchanged.

Assuming that \( \Delta_\uparrow = \Delta_\downarrow \), the Hamiltonian has an additional SU(2) spin symmetry and is invariant under spin-rotations around \( \hat{S}^z = \sum_{\gamma=\uparrow,\downarrow} \frac{1}{2} \hat{c}^\dagger_{\gamma,\uparrow} \hat{c}^\dagger_{\gamma,\downarrow} \hat{c}_{\gamma,\downarrow} \hat{c}_{\gamma,\uparrow} \), where \( \sigma_{\beta\gamma} \) are the matrix elements of the Pauli matrix. The local observable \( \hat{n}_{i,\sigma} \) is invariant under the product of time reversal \( \hat{T} \) and \( \pi \)-rotations around \( x \), and thus we obtain for the time-evolved imbalance operator \( \hat{I}_{(U,\Delta_\uparrow,\Delta_\downarrow)}^\sigma \)

\[
\hat{P} \hat{B}_Q e^{-i\hat{S}^z \hat{T}} \hat{I}_{(U,\Delta_\uparrow,\Delta_\downarrow)}^\sigma(t) \hat{T}^{-1} e^{i\hat{S}^z \hat{T}} \hat{B}_Q^\dagger \mathcal{P}^\dagger = \hat{I}_{(-U,\Delta_\uparrow,\Delta_\downarrow)}^\sigma(t).
\]  

(S5)

As long as \( \Delta_\uparrow - \Delta_\downarrow \) is sufficiently small, an approximate dynamical symmetry is present for our observable.

We next focus on the required symmetries of the initial state. For all experiments, we consider initial states that are an incoherent sum within the zero magnetization sector (thus \( N_\uparrow = N_\downarrow \)) with density matrix \( \hat{\rho} = \frac{1}{2^N} \sum_{\{\sigma\}} \sum_{\sigma_i=0} \ket{\psi_0(\{\sigma\})} \bra{\psi_0(\{\sigma\})} \), where each product state \( \ket{\psi_0(\{\sigma\})} \), is given by a CDW of singlons. The sum runs over all possible permutations \( \{\sigma\} \) of the spins within the zero magnetization sector. Under the combined action of time reversal and \( \pi \)-rotation around \( x \), this state is left invariant up to a global phase. This is also the case for the \( \pi \)-boost \( \hat{B}_Q \). Moreover under spatial inversion \( \mathcal{P} \) a configuration \( \{\sigma_i\} \) is mapped onto another one \( \{\sigma_i'\} \) appearing in the mixed state \( \hat{\rho} \) with equal weight. Thus, the mixed state is also invariant under \( \mathcal{P} \).

In conclusion, we find for our initial states

\[
\hat{I}_{(U,\Delta_\uparrow,\Delta_\downarrow)}(t) = \hat{I}_{(-U,\Delta_\uparrow,\Delta_\downarrow)}(t).
\]  

(S6)

Note that this dynamical symmetry is weakly broken by experimental imperfections such as the harmonic confinement (see Sec. S8) and varying onsite-interaction strength (see Sec. S10).

### 3. Effective Hamiltonians

In this section we analytically derive several effective Hamiltonians, starting from the clean tilted Fermi-Hubbard model without harmonic confinement and without spin-dependent tilt, described by the Hamiltonian

\[
\hat{H}_{\text{FH}} = -J \sum_{i,\sigma} \left( \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} + \text{h.c.} \right) + U \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}
\]

\[
+ \Delta \sum_{i,\sigma} \hat{n}_{i,\sigma}.
\]  

(S7)

In particular we will derive effective Hamiltonians corresponding to: (1) large tilt \( \Delta \gg |U|, J \), (2) large interaction \( |U| \gg J, \Delta \) and (3) the resonant regime \( |U| \simeq 2\Delta \).

#### 1. Large tilt limit: dipole conservation

Here, we focus on the parameter regime \( \Delta \gg |U|, J \) and derive an effective Hamiltonian using the high-frequency expansion (HFE) in the interaction picture. The Hamiltonian in the interaction picture is time-periodic \( \hat{H}_I(t + \frac{2\pi}{\omega}) = \hat{H}_I(t) \). According to Floquet theory \[73, 74\] the unitary evolution generated by \( \hat{H}_I(t) \) can be written as

\[
\hat{U}_I(t, t_0) = e^{-i\hat{K}_\text{eff}(t)e^{-i(t-t_0)}H_{\text{eff}}e^{i\hat{K}_\text{eff}(t_0)}},
\]  

(S8)

with a time-independent Floquet-gauge invariant Hamiltonian \( \hat{H}_{\text{eff}} \) and a gauge-dependent and time-periodic kick operator \( \hat{K}_\text{eff}(t) \). It has been noticed that the first orders in the perturbative Schrieffer-Wolff (SW) transformation approach for static Hamiltonians (see e.g., \[82\]), coincide with those in the HFE in the interaction picture (which provides the gauge-invariant effective Hamiltonian) \[73, 83\], with the SW generator given by the kick operators. Following this approach, we obtain the effective Hamiltonian as a Floquet expansion in powers of \( 1/\Delta \) with \( \hat{H}_{\text{eff}} = \sum_n \hat{H}_{\text{eff}}(n) \) and \( \hat{K}_{\text{eff}}(t) = \sum_n \hat{K}_{\text{eff}}(n)(t) \). Up to third order the effective Hamiltonian is \[72, 74, 84\]:

\[
\hat{H}_{\text{eff}}^{\text{disp}} = J(3) \hat{T}_3 + 2J(3) \hat{T}_{XY} + U \left( 1 - \frac{4J^2}{\Delta^2} \right) \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}
\]

\[
+ 2J(3) \sum_{i,\sigma} \hat{n}_{i,\sigma} \hat{n}_{i+1,\sigma},
\]  

(S9)

up to constant terms, where \( \bar{\sigma} = \{\downarrow, \uparrow\} \) indicates the respective opposite spin of \( \sigma = \{\uparrow, \downarrow\} \), \( J(3) = \frac{3U}{\Delta} \) and

\[
\hat{T}_3 = \sum_{i,\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} \hat{c}_{i+1,\sigma} \hat{c}_{i+2,\sigma} + \text{h.c.},
\]  

(S10)

\[
\hat{T}_{XY} = \sum_{i,\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} \hat{c}_{i+1,\sigma} \hat{c}_{i,\sigma}.
\]  

(S11)
The kick-operator to third order is expressed as
\[
\hat{K}_{\text{eff}}(t) = -i J \sum_{i,\sigma} \left( \hat{c}^\dagger_{i,\sigma} e^{-i t \Delta} \hat{c}_{i+1,\sigma} - \text{h.c.} \right) \\
- i J U^2 \sum_{i,\sigma} \left( \hat{n}_{i+1,\sigma} - \hat{n}_{i,\sigma} \right) \times \\
\left( \hat{c}^\dagger_{i,\sigma} e^{-i t \Delta} \hat{c}_{i+1,\sigma} - \text{h.c.} \right),
\]
and the time-evolution operator is approximated as
\[
\hat{U}(t, t_0) \approx e^{-i \hat{K}_{\text{eff}}(t)} e^{-i (t - t_0) \hat{H}_0} e^{i \hat{K}_{\text{eff}}(t_0)}.
\]
Rotating back to the Schrödinger picture, we find
\[
\hat{U}(t, t_0) \approx e^{-i \hat{H}_0 \hat{U}} e^{-i (t - t_0) \hat{H}_0} e^{i \hat{H}_0} \approx e^{-\hat{S}} e^{-i (t - t_0) \left( \hat{H}_0 + \hat{H}_0 \right)} e^{\hat{S}},
\]
where we have used the fact that \( [\hat{H}_{\text{eff}}, \hat{H}_0] = 0 \) and that \( e^{-i \hat{H}_0 \hat{K}_{\text{eff}}(t)} e^{i \hat{H}_0 \hat{K}_{\text{eff}}(0)} \) \([83]\), namely the product on the left hand side does not depend on time. Therefore, the Hamiltonian in the large-tilt limit can be approximated (up to higher-order terms) via
\[
\hat{H} \approx e^{-\hat{S}} \left( \hat{H}_\text{eff} + \hat{H}_0 \right) e^{\hat{S}},
\]
Taking the form of a perturbative SW transformation at third order in \( J/\Delta \), with the SW generator given by \( \hat{S} = i \hat{K}_{\text{eff}}(0) \). We have thus obtained an effective Hamiltonian which conserves the dipole moment (or center of mass \( \sum_{i,\sigma} \hat{n}_{i,\sigma} \)), with \( \hat{S}_i \) in Eq. \((S10)\) the strongly-fragmented dipole-conserving Hamiltonian studied in \([20, 21]\), up to additional spin degrees of freedom. The fact that the hopping rate \( J^{(3)} \) is proportional to the interaction strength highlights that interactions are necessary to generate dipole-conserving processes \([31]\) (pure off-diagonal non-interacting contributions destructively interfere at any order). \( J^{(3)} \) agrees with the two particle picture \([32]\) yielding \( J^{(3)} \approx V^{(2)} U^2 \) with \( |U| \ll \Delta \). For CDW initial states of singlons, the connected dynamical sector \( \hat{S} \) only represents a vanishing fraction of the whole (effective) symmetry sector \( \hat{S} \), thus severely restricting the dynamics of the system. The dipole-conserving processes in general involve the generation of doublons. This is, however, penalized by the Fermi-Hubbard on-site interaction in Eq. \((S39)\) and therefore, we expect a slowing down of the dipole-conserving dynamics (see Sec. \([55]\)). The additional spin-exchange \( \hat{T}_{XY} \) increases the connectivity, but cannot fully connect the whole dipole symmetry sector and the system remains fragmented.

2. Large interaction limit

We study the limit \( |U| \gg J, \Delta \) with \( |U| - n \Delta \neq 0 \) for any \( n \in \mathbb{N} \) to avoid possible resonances \([78]\). In this limit, the number of doublons \( N_{\text{doub}} \) is effectively conserved up to times that scale exponentially in the interaction strength \( U \) \([53, 54]\). Dealing with initial singlon configurations, we have \( N_{\text{doub}} = 0 \) and assume a negligible fraction of dynamically-generated doublons after the quench. In this limit, the effective Hamiltonian provides non-trivial dynamics at first order in perturbation theory
\[
\hat{H}_{\text{eff}}^U = -J \sum_{i,\sigma} \left[ (1 - \hat{n}_{i,\sigma}) \hat{c}^\dagger_{i,\sigma} \hat{c}_{i+1,\sigma} (1 - \hat{n}_{i+1,\sigma}) + \text{h.c.} \right] \\
+ \Delta \sum_{i,\sigma} i \hat{n}_{i,\sigma}.
\]
Note that the dynamics generated by this Hamiltonian conserves the configuration of spins \( |\{\sigma_1, \ldots, \sigma_N\}\rangle \), with \( \sigma_i \in \{\uparrow, \downarrow\} \) and the total particle number \( N \). The last term in Eq. \((S16)\) equally couples to both spin degrees of freedom and the many-body states expressed in the particle-number basis factorize in terms of \( N \) free Wannier-Stark localized spinless fermions with many-body wave function \( |\{i_1, \ldots, i_N\}\rangle \), with \( i_i \in \{-\frac{N}{2}, \ldots, 0, \ldots, \frac{N}{2}\} \) and fixed spin configuration \( |\{\sigma_1, \ldots, \sigma_N\}\rangle \) \([87]\). As a result the effective Hamiltonian in Eq. \((S16)\) takes the form
\[
\hat{H}_{\text{eff}}^U = -J \sum_i \left( \hat{c}^\dagger_{i,\sigma} \hat{c}_{i+1,\sigma} + \text{h.c.} \right) + \Delta \sum_i i \hat{n}_i.
\]
This has to be compared with the non-interacting Hamiltonian in Eq. \((1)\) for \( N = N_\uparrow + N_\downarrow \) spinful fermions, which for a one-body observable like the imbalance gives exactly the same result. Higher-order terms at finite \( U \) do not conserve the spin configuration \( |\{\sigma_1, \ldots, \sigma_N\}\rangle \). The leading terms in second-order perturbation are spin-exchange and longer-range hopping terms, as well as nearest-neighbors interactions \(-2J^2/U \sum_{i,\sigma} \hat{n}_{i,\sigma} \hat{n}_{i+1,\sigma}\), which lead to an interaction-induced decay of the imbalance to lower values compared to the non-interacting case at sufficiently long times (\( t \sim U/J^2 \)).

The experimental setup has a weak spin-dependent tilt \( (\Delta_{\downarrow} - \Delta_{\uparrow} \approx 0.3J < J \)) hence, the previous discussion provides a good approximation for sufficiently strong \( U \). Only in the limit \( \Delta_{\downarrow} - \Delta_{\uparrow} > J \), the effective Hamiltonian in Eq. \((S16)\) does not map onto spinless fermions, because it depends on the spin configuration. This implies that the non-quadratic interaction terms, appearing in the hopping, have to be taken into account. This corresponds to two Stark ladders with different slopes constraining the mobility within each other.

3. Resonant regime \( |U| \approx 2\Delta \)

The singlon CDW structure of the initial states makes the resonance \( |U| \approx 2\Delta \) more prominent in the dynamics than the one at \( |U| = \Delta \), where any hopping process from the initial state would require an energy \( \Delta \). Consider the family of states for which \( \hat{H}_0 = \]
\[ \Delta \sum_{i,\sigma} \hat{n}_{i,\sigma} + 2\Delta \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} \] takes the same value. This defines a subspace, within which an effective Hamiltonian \( \hat{H}_{\text{eff}} \) with \( [\hat{H}_0, \hat{H}_{\text{eff}}] = 0 \) can be obtained as an expansion in \( \lambda = J/\Delta \). Such Hamiltonian can either independently conserve the dipole moment and the number of doublons or the sum of the two. Using a Schrieffer-Wolf unitary transformation \( e^{\lambda \hat{S}} \) [S2] [S5] [S8] with \( \hat{S} = \sum_{n=0}^\infty \lambda^n \hat{S}_n \) up to an optimal order \( n^* \), we can generate order-by-order an effective local Hamiltonian that is “close” to a block diagonal form with respect to \( \hat{H}_0 \)

\[ e^{\lambda \hat{S}_{n\leq n^*}} \hat{H} e^{-\lambda \hat{S}_{n\leq n^*}} = \hat{H}_{\text{eff}}(n^*) + \hat{V}_{n\geq n^*}, \]

where \( [\hat{H}_0, \hat{V}_{n\geq n^*}] \neq 0 \) with \( \hat{V}_{n\geq n^*} \), exponentially small in \( 1/\lambda \) [S9] [S10] [S5]. In particular, we obtain the explicit form of the effective Hamiltonian to second order in \( \lambda \):

\[ \hat{H}_{\text{eff}}^{\text{res}} = \hat{H}_0 + \frac{8J^2}{3\Delta} \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} - \frac{4J^2}{3\Delta} \hat{T}_{XY} + \frac{4J^2}{3\Delta} \hat{H}_D \]

\[ + \frac{J^2}{\Delta} \hat{T}_1 - \frac{2J^2}{\Delta} \hat{T}_2 + \frac{2J^2}{3\Delta} \hat{T}_D^\ast, \]

with

\[ \hat{T}_1 = \sum_{i,\sigma} (1 - \hat{n}_{i+2,\sigma})(1 - 2\hat{n}_{i+1,\sigma})\hat{n}_{i,\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+2,\sigma} + \text{h.c.}, \]

\[ \hat{T}_2 = \sum_{i,\sigma} (1 - \hat{n}_{i+2,\sigma})\hat{n}_{i,\sigma} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} + \text{h.c.}, \]

\[ \hat{T}_D^\ast = \sum_{i,\sigma} (\hat{n}_{i,\sigma} - \hat{n}_{i+2,\sigma})^2 (1 - 2(\hat{n}_{i+2,\sigma} - \hat{n}_{i,\sigma})) \]

\[ \times \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} \hat{c}_{i+2,\sigma} + \text{h.c.}, \]

\[ \hat{H}_D = -2 \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow} (\hat{n}_{i+1,\uparrow} - \hat{n}_{i+1,\downarrow}) - \sum_{i,\sigma} \hat{n}_{i,\sigma} \hat{n}_{i+1,\sigma}. \]

The first term in the expansion of the SW generator \( \hat{S} = \sum \lambda^n \hat{S}_n \) takes the form

\[ \hat{S}_0 = \sum_{i,\sigma} (1 - 2\hat{n}_{i,\sigma} - \frac{2}{3} \hat{n}_{i+1,\sigma} + \frac{8}{3} \hat{n}_{i,\sigma} \hat{n}_{i+1,\sigma}) \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma} - \text{h.c.}. \]

Similar to the Hamiltonian \( \hat{H}_D^{\text{dip}} \) [Eq. (S9)], \( \hat{H}_{\text{eff}}^{\text{res}} \) involves a “dressed” \( \hat{T}_D^\ast \) term conserving both the dipole moment and the number of doublons independently, giving rise to doublon-assisted dipole conserving processes. This is the diagonal part of \( \hat{T}_3 \) commuting with \( \hat{N}_{\text{doub}} \).

**S4. Fragmentation in the resonant regime \( |U| \approx 2\Delta \)**

Here, we study the effective Hamiltonian \( \hat{H}_{\text{eff}}^{\text{res}} \) in the resonant regime [Eq. (S19)] regarding both its diagonal and off-diagonal terms in the number basis. While the diagonal terms cause a renormalized Fermi-Hubbard interaction and a shifted resonance, the off-diagonal terms result in a connectivity of the initial product states with other number basis states, causing strong fragmentation and a finite steady-state imbalance.

1. **Renormalized Fermi-Hubbard interaction**

The diagonal terms of the effective Hamiltonian in Eq. (S19) add long-range interactions and renormalize the Fermi-Hubbard interaction such that the resonant point is shifted for finite \( \lambda \) according to \( U + \frac{4J^2}{3\Delta} + \mathcal{O}(\lambda^4) = 2\Delta \) and the overall resonance is broadened. We numerically identify the resonance for large tilt \( \Delta = 10J \) (Fig. S1a) and intermediate tilt \( \Delta = 3J \) (Fig. S1b) using different system sizes \( L = 9, 11, 13, 15 \) probing the time-averaged imbalance \( \bar{I}(T) \equiv \frac{1}{T} \int_0^T dt I(t) \). Fig. S1 depicts a sharp resonance at strong tilt, while a rather broad feature is present at intermediate tilt. Away from \( |U| \approx 2\Delta \) in the large \( U \) regime, we find that the system is Wannier-Stark localized. For both regimes, the numerical results are consistent with the analytic prediction for the shifted resonance to second order even after 1000\( T \), as shown in Fig. 3 in the main text.

2. **Strong Fragmentation**

The off-diagonal terms of the effective Hamiltonian in Eq. (S19) consist of three different kinds of correlated...
In Fig. S2a, we analyze the system size scaling of both the infinite temperature (within the fragment containing the initial state) and diagonal ensemble predictions for the imbalance, obtaining a positive result in both cases for system sizes $L = 9, 11, 13, 15, 17, 19$ with no clear convergence towards zero imbalance in the thermodynamic limit. The scaling of the infinite temperature prediction suggests a finite value even in this limit. This apparent finite imbalance for $\mathcal{K}^{\text{res}}$ could be interpreted as follows: Given an initial state that breaks even-odd sublattice symmetry, most dynamical processes in Eq. (S19) except those generated by $\hat{T}_3^D$, do only transport particles in one of the sublattices. Thus, most states within the fragment have positive imbalance in agreement with the positive infinite temperature value. This explanation is in line with the observed ergodicity-breaking in dipole-conserving systems, where a finite value of the autocorrelation was observed even at infinite temperatures [20].

In Fig. S2b, simulations with the exact Hamiltonian $\hat{H}_{\text{HF}}$ [Eq. (S7)] for $\Delta = 10J$, $U = 19.85J$ agree well with the results of the effective Hamiltonian [Eq. (S19)] even up to remarkably long times $T \sim 10^3\tau$. Consistent with a perturbative expansion in $\lambda$, which neglects higher order terms in the effective Hamiltonian, it yields a systematically larger imbalance compared to the original Hamiltonian. Since the conservation law, i.e., the linear combination of the dipole moment and the number of doublons, only holds perturbatively, one would expect that it is valid only up to a certain timescale.

3. Numerical fragment $\mathcal{N}$ versus fragment $\mathcal{K}^{\text{res}}$

In Fig. S3a, we investigate how well the imbalance can be captured, when using only the states within the numerical fragment. These states correspond to a small fraction compared to the states within the full Hilbert space.
space and this fraction was found to vanish in the thermodynamic limit (Fig. 4). We show imbalance time traces, calculated with a cumulative sum to reduce fluctuations and compare traces with different cut-off values $\epsilon$ to the exact numerical result, which we obtained with ED. We find that for $U = 5J$ and $\Delta = 3J$, already with a cut-off $\epsilon = 1\%$ we can reproduce the exact result well, larger cut-off values result in a deviation, which becomes more pronounced at later times. In Fig. S3(b) the overlap of the states $|n\rangle$ in different numerical fragments and in the Krylov subspace $K^{\text{res}}$ with the time evolved initial state $|\psi(t)\rangle$ is analyzed by calculating $\sum_n |\langle n|\psi(t)\rangle|^2$. While the overlap in our parameter regime is poorly captured by the states in the Krylov subspace $K^{\text{res}}$ (as expected because these states best describe the time evolution only in the limit $|U| = 2\Delta \gg J$), we can find the proper states by choosing a small enough $\epsilon$. For $N_1$ we get $\sum_n |\langle n|\psi(t)\rangle|^2 \approx 1$, which shows a very weak decay even up to $t = 10^3\tau$. Note that it is crucial to choose enough states for the numerical fragment. If we choose the same number of states as used in the Krylov subspace $K^{\text{res}}$ for the numerical fragment $N_1(K^{\text{res}})$, we cannot capture the time evolved initial state $|\psi(t)\rangle$ well.

S5. Constrained dynamics in the presence of higher order terms and on-site interactions

Dynamics caused by fragmentation is captured by effective Hamiltonians and is therefore a transient phenomenon. The perturbative derivation of the effective Hamiltonian neglects higher-order terms which are known to eventually couple different fragments and symmetry sectors, such that the dynamics no longer solely occur within a certain fragment. Estimating the time scales, which capture the dynamics caused due to fragmentation, requires a detailed analysis of both the diagonal and off-diagonal terms of the effective Hamiltonian. Note that the off-diagonal term $T_3$, occurring at a rate $J^{(3)} = \frac{J^2U}{\Delta}$ in the dipole conserving limit ($\Delta/J \to \infty$, Eq. (S9)), requires the production of doublons. Creating a doublon is, however, penalized by the diagonal Fermi-Hubbard interaction with strength $\sim U$. Therefore, an initial state consisting of a CDW of singlons without doublons remains frozen for exponentially long times $t \geq e^{(\Delta/J)^2}$, analogously to the stability of doublons in the repulsive Fermi-Hubbard model in the $U \gg J$ regime [170, S10]. This effectively gives rise to a fragmentation not only due to the conservation law of the respective effective Hamiltonian, but additionally due to the conservation of the doublon number [22]. A similar argument can be made for the time scale on which higher-order off-diagonal terms, coupling different fragments, become effective and eventually destroy fragmentation. We will give a brief outline here for the dipole conserving limit, where higher order terms are easier to capture. These terms add longer-range processes to the effective Hamiltonian and in general order-$n$ terms generate longer range-$n$ processes whose effective hopping rate scales as $J^{(n)} \sim J^{2k}U^{-2k}/\Delta^{n-1}$ for some $k$. Any even order vanishes due to destructive interference: For every process started by a particle hopping to the left, there exists another process with a particle hopping to the right, thus contributing with opposite signs. The hopping rate of the next non-vanishing fifth-order scales as $J^{(5)} \sim J^6U/\Delta^4$.

Using a qualitative Kato-Bloch perturbative approach [S9, B0], which is easier to handle than a Schrieffer-Wolf transformation or a Floquet expansion [B1] for higher-order terms, two terms emerge at fifth order in the dipole conserving limit: a 5-local Hamiltonian $T_5 = \sum_{i,\sigma} (\hat{c}_{i,\sigma}^{\dagger} \hat{c}_{i+2,\sigma}^{\dagger} \hat{c}_{i+2,\bar{\sigma}} \hat{c}_{i+4,\bar{\sigma}} + \text{h.c.})$, with two opposite spins hopping to an intermediate site, requiring the creation of a doublon in the central site. A 4-local term $T_4$ similar to the $H_4$ Hamiltonian studied in [B0] $T_4 = \sum_{i,\sigma} (\hat{c}_{i,\sigma}^{\dagger} \hat{c}_{i+1,\sigma}^{\dagger} \hat{c}_{i+2,\bar{\sigma}} \hat{c}_{i+3,\bar{\sigma}} + \text{h.c.})$, which populates nearby sites with opposite spin, thus interacting via the nearest-neighbor interaction appearing at third order. We now consider the time-evolution of an Néel-ordered CDW initial state for system size $L = 15$ with the toy model Hamiltonian $\hat{H} = J^{(3)}(\hat{T}_3 + \hat{T}_{XY}) + J^{(5)}(\hat{T}_4 + \hat{T}_5) + U\hat{N}_{\text{doub}}$ using $J^{(3)} = 1$ as unit of energy. Here, $\hat{N}_{\text{doub}}$ measures the number of doublons. In Fig. S4a we clearly observe an exponential decay of the imbal-
FIG. S5. Finite-size scaling analysis of imbalance, entanglement entropy and occupancy. a Long-time behavior of imbalance $I$ for system sizes $L = 13, 15, 17$ and $(\Delta = 10J, U = 19.85J)$ (blue), $(\Delta = 3J, U = 4.75J)$ (red) and system sizes $L = 12, 14, 16$ for $(\Delta = 1J, U = 4.75J)$ (green). The grey line corresponds to a simulation of the imbalance according to the effective Hamiltonian $\hat{H}_{\text{eff}}$ [Eq. (S19), Eq. (S14)] for $L = 15$ and $\Delta = 3J$ up to $3000\tau$. Fluctuations in the data are reduced by using a running average with a time-window of $10\tau$. b, c Time-averaged on-site occupancy $\bar{n}_i = 10/T \int_0^T n_i dt$ for system sizes $L = 15, 17$ and $b$ $(\Delta = 1J, U = 4.75J)$ and c $(\Delta = 3J, U = 4.75J)$. The time average was performed with $T = 1260\tau$ for $L = 15$ and $T = 1260\tau$ for $L = 17$. d Long-time behavior of the half-chain entanglement entropy $S_{L/2}$ normalized to the Page value $S_{L/2}^{\text{Page}}$ within the $(N_1, N_1)$ symmetry sector for the same parameters as in (a) and system sizes $L = 13, 15, 17$. The dashed horizontal lines show the entanglement entropy of a random state within the fragment $K_{\text{res}}$ containing the Néel-ordered CDW initial state. Increasing opacity corresponds to increasing system size. All calculations were done using ED.

A more realistic regime is captured with $J^{(5)} = J^{(3)}/9$ and $U = 9$ due to the perturbative scalings. Here, the imbalance clearly stays finite on our time scales. Thus, the energy penalty given by the on-site interaction has a drastic effect on the decay of the imbalance caused by higher order terms, slowing down the dynamics tremendously. Fig. S4b and Fig. S4c show a finite-size scaling in the regimes $J^{(5)} = J^{(3)}$ with $U = 0$ and $J^{(3)} = J^{(5)}$ with $U = 9$, clearly indicating that large system sizes are necessary to capture the correct steady-state imbalance.

Unlike the previous regime, at perfect resonance $U_{\text{res}} = 2\Delta \gg J$, neither the lowest-order dynamical processes generated by $\hat{H}_{\text{eff}}$ in Eq. (S19) nor in general higher-order terms, are energetically suppressed. Thus, at a time scale given by the fourth-order term $t \propto \Delta^3/J^4$, fragmentation phenomena are expected to breakdown with the result that imbalance decays. Note that the third-order and in general any odd-order term vanishes due to the CDW initial state, requiring an even number of hoppings for a resonant exchange between tilt and interaction energy. Locating such a resonant point (at finite $\Delta$) requires fine-tuning: every order in perturbation theory gives a diagonal contribution renormalizing the Fermi-Hubbard interaction. As numerically shown in Fig. S1h, this is even more subtle at lower values of the tilt. In general, we expect a finite detuning from the resonance, which can be comparable to higher-order contributions, thus ‘shielding’ the fragmentation of the lowest order Hamiltonian and slowing down the dynamics.

S6. Scaling analysis of the steady-state imbalance and the entanglement entropy

Here, we study the system-size scaling of the long-time dynamics in a clean system without spin-dependent tilt and harmonic confinement for a large range of tilts: We choose a weak tilt $\Delta = 1J$, an intermediate tilt $\Delta = 3J$ and a large tilt $\Delta = 10J$. We focus on the dynamics close to the resonant point $|U| \approx 2\Delta$, and consider an initial Néel-ordered CDW state. This state has a symmetric charge distribution with respect to the center site and thus its dipole moment coincides with that of a homogeneous charge distribution. In Fig. S5a, we show numerical simulations of the imbalance $I$ up to late times for different system sizes. In the large tilt regime, we find a stable imbalance for all system sizes, whereas the intermediate and weak tilt regime show an imbalance decay. This decay is very weak in the intermediate tilt regime and a conclusive answer on whether and at what timescale the imbalance decays to zero cannot be given. In contrast, the imbalance calculated with the effective Hamiltonian $\hat{H}_{\text{eff}}$ [Eq. (S19) or Eq. (S14)] is stable (grey shaded trace in
Note that, while we used \( L = 13, 15, 17 \) for the intermediate and large tilt regime to minimize edge effects with an unoccupied odd site at the left and the right end of the system, we choose \( L = 12, 14, 16 \) for the weak tilt regime. In this regime, the initial CDW relaxes to a potentially thermal density distribution and such a distribution only has zero imbalance for an equal number of even and odd sites. Additionally, the breathing amplitude of the dynamics for \( \Delta = 1J \) is four sites and boundary effects cannot be easily prevented by including an empty site at the edges. We confirm in Fig. S5b that the on-site occupancy shows no more memory of the initial CDW order in the regime of weak tilt, consistent with a zero imbalance. For the intermediate tilt in Fig. S5c, we clearly find a remaining CDW order.

In Fig. S5d we show numerical simulations of the half-chain entanglement entropy \( S_{L/2} \), normalized to the Page value \( S_{L/2}^{\text{Page}} \) (see Fig. S2). The Page value \( S_{L/2}^{\text{Page}} \) is the half-chain entanglement entropy of a pure random state within the symmetry sector fixed by particle number \( N_0, N_1 \). The half-chain entanglement entropy of an ergodic system at infinite temperature is in general expected to reach \( S_{L/2} = S_{L/2}^{\text{Page}} \). In the weak tilt regime, the half-chain entanglement entropy converges towards the thermal Page value for large enough system sizes, which is consistent with a lack of memory of the initial state as observed with the imbalance and the on-site occupancy. For an intermediate tilt, we observe a subthermal entanglement entropy, growing only very slowly at late times, which is consistent with the finite imbalance up to the latest times accessible in the simulations. For large tilt, the entanglement entropy reaches a plateau, which slightly depends on the system size. This saturation value of the entanglement entropy is slightly smaller then the entanglement entropy of a random state within the fragment \( \mathcal{K}_{\text{res}} \) (blue dashed lines for the different system sizes) in which the initial state is contained.

**S7. Experimental sequence**

1. **General description**

We create a degenerate Fermi gas of \(^{40}\text{K} \) atoms in a crossed beam dipole trap. While the non-interacting traces are measured with a spin-polarized gas with all atoms in the state \( |\downarrow\rangle = |F = 9/2, m_F = -9/2\rangle \), we work with an equal mixture of the states \( |\uparrow\rangle = |F = 9/2, m_F = -7/2\rangle \) and \( |\downarrow\rangle \) when studying interacting dynamics. Details of both the cooling sequence and the preparation of the spin-polarized gas can be found in a previous publication [54]. The initial state preparation starts with repulsively loading the atoms at a scattering length of \( a = 100a_0 \) into a three-dimensional (3D) optical lattice by a series of linear ramps (see Fig. S7). The scattering length can be tuned with a Feshbach resonance between the two states of the spin mixture centered at \( 202.1 \text{G} \). While the repulsive scattering length suppresses the formation of doubly-occupied sites (doublons) during the loading, we extinguish any residual doublons by applying a 100 \( \mu \text{s} \) off-resonant light pulse right after loading the deep lattice [68]. The off-resonant light pulse results in light assisted collisions, which remove doublons without harming atoms on singly-occupied sites (singlons). Afterwards, we end up with singlons in an array of 1D tubes to which the dynamics is restricted on the observed timescales due to the deep orthogonal lattices. Using Gaussian fits to the atom cloud in the lattice, we characterize the \( 4\tau \) width of the central tubes to \( L_{\text{exp}} = 290 \) sites. Along the \( y \) direction and the \( z \) direction, we populate about 150 sites and 22 sites, respectively.

We create the tilted lattice by applying a magnetic field gradient with a single coil. This coil, however, not only creates a field gradient, but additionally a strong homogeneous magnetic field component up to \( 110 \text{G} \) is present, which adds to the homogeneous Feshbach field created by a pair of Helmholtz coils. Independent control of both the tilt and the interaction strength requires a tilt-dependent reduction of the Feshbach field and leads to extended wait times to reach stable currents through the coils. We use a wait time of 140 ms before time evolution and another 136 ms after time evolution before the band transfer to ensure a stable Feshbach field (see Fig. S7). Residual dynamics within a 1D tube during the wait time are suppressed by holding the atoms in strongly tilted double wells. All experiments throughout this work employ Stern-Gerlach resolved absorption...
imaging after 6.4 ms time-of-flight (Fig. S6).

2. **CDW preparation and spin-resolved imbalance readout**

After creating an array of 1D tubes in a deep 3D optical lattice, we ramp up the short lattice \( \lambda_s = 532 \text{ nm} \) in addition to the long lattice \( \lambda_l = 1064 \text{ nm} \) along the \( x \) direction at a superlattice phase of \( \phi = 0.44\pi \) within 200 \( \mu\text{s} \). Here, we use the convention that a symmetric double-well potential is realized for \( \phi = k \cdot \pi \), with \( k = Z \). This creates strongly tilted double wells with one atom located on the low-energy site of each double well (even site), while the high energy site (odd site) is empty. This charge-density wave (CDW) state is time evolved in all experiments throughout this work. After time evolution, we apply a band transfer technique in the superlattice \([66, 67]\), which maps atoms on odd sites (high-energy site of each double well) into the third band of the long lattice, while atoms on even sites remain in the first band. Here, we require a different superlattice phase of \( \phi = 0.15\pi \). Afterwards we perform bandmapping and Stern-Gerlach resolved absorption imaging to evaluate the spin-resolved imbalance. The Stern-Gerlach gradient and the magnetic field gradient during time evolution are created by the same coil.

A large enough spatial separation of the two spin states \(|\uparrow\rangle\) and \(|\downarrow\rangle\) during Stern-Gerlach resolved bandmapping is achieved by applying a Landau-Zener sweep before the band transfer to convert atoms from \(|\uparrow\rangle = |F = 9/2, m_F = -7/2\rangle\) to \(|\rightarrow\rangle = |F = 9/2, m_F = -5/2\rangle\). This sweep is performed at a set magnetic field of 231.6 G, corresponding to the zero crossing of the Feshbach resonance between the two states \(|\downarrow\rangle\) and \(|\rightarrow\rangle\), centered around 224.2 G. We perform a linear frequency ramp with a duration of 10 ms centered at 51.87 MHz with a deviation of 1 MHz. Switching off interactions between these two states ensures the absence of interband oscillations after the transfer to the third band. Additionally, non-interacting bandmapping results in sharper edges of the absorption images and improves the accuracy of the imbalance measurement. A sample raw image used for data acquisition is shown in Fig. S6.

Measuring a perfect imbalance equal to one can be compromised by many artifacts such as an imperfect initial state preparation and a finite transfer efficiency of the
population on odd sites into the third band. In order to calibrate these imperfections, we take two different sets of images. The first set measures the highest possible initial imbalance (around 0.92(2)) with no evolution time. The second set measures the imbalance after 25 ms evolution time without tilt, which is supposed to yield zero. We then calculate a matrix that maps the measured imbalances for these two sets to 1 (first set) and 0 (second set). In particular, we have to determine a $2 \times 2$-matrix $A^\sigma$, for each state $\sigma = \uparrow, \downarrow$, which satisfies

$$
\begin{pmatrix}
  n^\sigma_{e,1} & n^\sigma_{e,2} \\
  n^\sigma_{o,1} & n^\sigma_{o,2}
\end{pmatrix}
A^\sigma =
\begin{pmatrix}
  1 & 0.5 \\
  0 & 0.5
\end{pmatrix}.
$$

(S22)

Here, $n^\sigma_{e,i}$ $(n^\sigma_{o,i})$ denote the relative atom number on even (odd) sites for the respective spin state and $i = 1, 2$ refers to the imbalance in the respective set (first or second set). This matrix is then used to rescale the measured imbalance for each spin component.

**S8. Creating a homogeneous potential**

Before loading into the lattice the atoms are confined by three dipole trap beams. The horizontal beams along $x$ (dynamics) and $y$ are elliptical $(30 \times 300 \mu m)$ and the vertical beam along the $z$-direction is circular with a Gaussian beam waist of $150 \mu m$. All optical lattice beams have the same size as the $z$-dipole trap and are blue-detuned, thus providing an anti-trapping potential. A flat potential during the Bloch oscillations can be achieved by compensating the confinement of the vertical dipole trap with the anti-confinement of the optical lattices. The horizontal traps should only marginally contribute to the total confinement and we find the optimal configuration if the $x$-dipole trap is switched off and the $y$-dipole trap provides a very weak confinement during the time evolution. The confinement is optimized by fixing the time to four Bloch cycles ($t = 4T_1$) and scanning the dipole trap strength on maximal imbalance. This method works because the confinement does not lead to a frequency change of the oscillations.

**S9. Creating a linear potential**

The tilt is created by applying a magnetic field gradient. The energy $E^\sigma$ of each state $|\sigma\rangle$ in the $F = 9/2$ hyperfine ground-state manifold in the presence of a magnetic field can be analytically calculated using the Breit-Rabi formula and a magnetic field gradient results in a linear potential $\Delta x^\sigma$ according to $\Delta x^\sigma = \frac{dE^\sigma}{dB} \partial_x B$.

The first factor $\frac{dE^\sigma}{dB}$ causes the tilt to be spin-dependent and in the Zeeman limit of weak field $B \to 0$, we get $\Delta x^\uparrow/\Delta x^\downarrow = 7/9 = 78\%$. With increasing field, the spin-dependence reduces (in the Paschen-Back limit $B \to \infty$ we have $\Delta x^\uparrow/\Delta x^\downarrow = 1$) and for the magnetic field used in this work ($B \approx 210 \text{G}$), we have $\Delta x^\uparrow/\Delta x^\downarrow = 90.6\%$. The second factor $\partial_x B$ is spin-independent and describes the magnetic field gradient, which we create with a single coil close to the atom cloud. The magnetic field along the 1D tubes is given by $B(x) = B_0 + a(x - x_0) + b(x - x_0)^2$ plus higher orders which are negligible for our parameters. Here, $x_0$ is the center of the coil, $x$ is the relative distance of the atomic cloud, $a$ is the field gradient and $b$ is the field curvature. The coil has a diameter of 25 mm, 20 windings and a mean distance to the atoms of 26.5 mm. Currents up to 55 A are applied. We note that the magnetic field generated by this configuration mainly possesses a large homogeneous contribution and a gradient part producing the linear potential. The weak field curvature part adds to the harmonic confinement of the lattice and dipole beams.

**S10. Interaction averaging**

The magnetic field gradient used for generating the tilt causes a local variation of the total magnetic field. Since we use the total magnetic field to set the interaction strength with a Feshbach resonance, the variation of the total magnetic field also induces a variation of the interaction strength over the length of a tube. From the typical center tube length of 290 lattice sites ($4\sigma$ width of the cloud) and the width of the Feshbach resonance we can calculate the impact of this averaging effect for a certain tilt and lattice configuration. Due to the Gaussian density distribution of the cloud, assuming 290 sites as tube length overestimates the averaging effect and gives a crude upper bound. Fig. S8 shows the strength of the averaging effect $U_{\text{var}} = U \pm dU$ as a function of the central interaction strength for a 1D system with $8E_r$ pri-
mary lattice depth. For shallower lattices this effect diminishes. Note that while the Stark model exhibits a dynamical $U$ vs. $-U$ symmetry the interaction averaging slightly breaks this symmetry. It also underlines why the non-interacting data we show in this work is mostly taken with a spin-polarized sample. Even if the scattering length is set to zero via the Feshbach resonance, small residual interactions remain due to the averaging.

S11. Calibration of parameters

1. Curvature $\alpha$ and trap frequency $\omega_h$

Any non-linear correction to the linear on-site potential leads to a spectrum of Bloch oscillation frequencies in the system that are averaged over in the measurement. The non-linearity in our system is caused by the residual harmonic confinement, modelled as a quadratic correction term to the linear potential, $\Delta \alpha (i - i_0)^2$, where $i_0$ is the center of the lattice. The observed Bloch oscillation is then a sum of Bloch oscillations with frequencies ranging between $\Delta_1 - 2\alpha L/2$ and $\Delta_1 + 2\alpha L/2$ with a step of $2\alpha$ and a system size of $L$ sites. In order to understand the result of such a sum, consider, for instance, a sum of sinusoidal oscillations,

$$ f(t) = \sum_{i=-L/2}^{L/2} \cos(2\pi(\Delta_1 + \alpha i)t) $$

$$ = \cos(2\pi\Delta_1 t) \frac{\sin(2\pi(L + 1)\alpha t)}{\sin(2\pi\alpha t)} . $$

This is an oscillation at frequency $\Delta_1$ together with a beat note envelope at a frequency $(L + 1)\alpha \approx L\alpha$ and nodes at $1/(2L\alpha)$. The Bessel-type Bloch oscillations, which can be expressed as sum of few sinusoidal oscillations, would behave in a qualitatively similar manner. Therefore, we expect a collapse at time $T_c \approx 1/(2L\alpha)$, before the imbalance revives. We use numerical calculations of the imbalance time trace for a non-interacting system in a lattice of size $L = 290(20)d$ to determine the value of $\alpha$, as a fit parameter. Corresponding to an experimentally measured imbalance time trace $T^c_i(t_j) = j = 1, 2, \ldots, n$, where $n$ is the number of data points in time, we compute, numerically, the trace $T^c_{\text{num}}(t_j; J, \Delta_1, \alpha)$ and then minimize $\sum_j |T^c_i(t_j) - T^c_{\text{num}}(t_j; J, \Delta_1, \alpha)|^2$ over alpha to determine the fit value. The harmonic confinement is extracted in Fig. S9. We find a collapse time of $T_c = 8\text{ ms}$, corresponding to $\alpha = h \cdot 0.216\text{ Hz}$ and $\omega_h/2\pi = \sqrt{\frac{\alpha}{m^2\pi}} = 39\text{ Hz}$. Due to the local nature of the dynamics in the Stark Hamiltonian, $\alpha$ is the important energy scale for the dynamics, characterizing the amount of curvature, experienced by every single atom. In our system, the tilt is on the order of $\Delta_1 \approx h \cdot 1000\text{ Hz}$ and the curvature is very weak $(\alpha/\Delta_1 \approx 10^{-3})$. Theoretically, the imbalance oscillations should revive partially, but due to anharmonic confinement, residual onsite disorder and other dephasing mechanisms we cannot see such revivals. All these artifacts can affect the envelope of the Bloch oscillations in addition to the dephasing of the harmonic confinement and are also included in the extracted collapse time. Hence, extracting the harmonic confinement from the collapse time yields an upper bound for the true harmonic confinement.

2. Spin-dependent tilt $\Delta_\sigma$

The setup consists of one pair of coils in Helmholtz configuration to generate a homogeneous magnetic field $B_z$ along the vertical $z$ direction for controlling the interactions between the two spin states by a Feshbach resonance. Additionally, a gradient coil is used to create a magnetic field $B_x$ consisting of a homogeneous field $B_{x0}$ and the field gradient $\frac{dB_z}{dx}$ along the $x$ direction. Therefore, the total field is $B_0 = \sqrt{B_z^2 + B_x^2}$. Expanding the above expression up to first order, we get for the total field

$$ B_0(x) = \sqrt{B_z^2 + B_x^2} = \left( B_{x0} + x \frac{dB_z}{dx} \right) $$

$$ \approx B_z + \frac{B_{x0}^2}{2B_z} + \frac{B_{x0}}{B_z} \cdot x \frac{dB_z}{dx} . $$

In the last step we used that $B_z$ is the strongest contribution such that the square root can be expanded up to first order and we neglected the term of the squared gradient. We note that the strength of the gradient is
reduced by the vertical field component and amplified by the homogeneous horizontal field. It follows that the calibration of tilt and interactions has to be an iterative process, since these quantities strongly depend on each other. We determine the required vertical magnetic field $B_z$ in the presence of a current $I_G$ in the gradient coil in order to generate a fixed total homogeneous magnetic field $B_0$. For this sake we employ an RF sweep from $|\downarrow\rangle$ to $|\uparrow\rangle$, whose frequency is set to the value corresponding to $B_0$. We find the relation

$$B_z(I_G) = B_0 - \frac{(a I_G)^2}{B_0} + b I_G,$$

with fit parameters $a$ and $b$. From Eq. (S24) it follows that $\Delta_\sigma \propto I_G^2$ where the proportionality constant depends on $B_z$. The current required to generate a certain tilt $\Delta_\sigma$ can thus be expressed as

$$I_G = c \sqrt{\Delta_\sigma \cdot B_z}$$

with constant $c$. We calibrate this fit parameter using single-particle Bloch oscillations and extract the oscillation frequency, set by the tilt $\Delta_\sigma$, with the analytical model using the first four oscillations to minimize effects of the damping. A typical calibration measurement is illustrated in Fig. S10 for a spin-mixture at $\Delta_\sigma = 60(1)$ kHz. We clearly see the different tilts in the oscillation frequency of the respective spin component. Finally, from Eq. (S24) and Eq. (S20) we see that it requires an iterative adaption of the current and the vertical field, since they are strongly correlated. In the experiment we do two full iteration steps until the values sufficiently converge.

3. Lattice depth

All optical lattices are calibrated using Kapitza-Dirac scattering with a Bose-Einstein condensate of $^{87}$Rb and the lattice depth calibration is then converted to $^{40}$K. While this technique in principle also calibrates the tunneling $J$ in Eq. (1), we determine the tunneling $J$ for the data in Fig. 2 and Fig. 3 directly by using a fit of Eq. (2) to the short-time dynamics ($U = 0J$, spin-polarized). We only use times $t \leq 1.5$ ms such that the damping of the oscillations is negligible (the collapse time is $T_c = 8$ ms). For a set lattice depth of $8E_{rs}$ ($6E_{rs}$) the fit yields $J = h \cdot 0.54(1)$ kHz ($J = h \cdot 0.88(2)$ kHz) and agrees in both cases well with the calculated tunnelling rate $J_{E_{rs}} = h \cdot 0.543$ kHz and $J_{E_{rs}} = h \cdot 0.896$ kHz. Note that the solid line in Fig. 3b in the main text is a plot of Eq. (3), where we use $J = h \cdot 0.54(1)$ kHz, obtained from the short time dynamics, without any additional free parameter. The excellent agreement of analytic prediction and data at late times emphasizes the accuracy of calibrating $J$ with the short time dynamics.
4. Onsite interaction $U$

The non-interacting point of the Feshbach resonance between the states $|\uparrow\rangle$ and $|\downarrow\rangle$ is calibrated with Bloch oscillations by taking advantage of the interaction-induced damping and the dynamical symmetry between repulsive and attractive interactions. For every tilt $\Delta_i$ we fix the time $t = T_i = h/\Delta_i$, while scanning the Feshbach field. In Fig. S12 we show a typical calibration measurement, where the zero-crossing of the Feshbach resonance is well detectable as the interaction strength, which has the largest imbalance. A finite interaction $U$ causes a strong damping, which decreases the imbalance. Since the magnetic field $B_0 = 202.1$ G of the center of the Feshbach resonance is well known [53], the same measurement was performed with the calibration of the lattice depth yields a calibration $U_{\text{res}}$ of one spin component for different tilts $\Delta_i$. The solid line is a Gaussian fit $I^\uparrow(U) = Ae^{-\left(U-U_{\text{res}}\right)^2/(2\sigma^2)} + C$ to the data extracting the interaction energy $U_{\text{res}}$ for which the imbalance is minimal. The fit yields $U_{\text{res}} = 5.3(6)J$ ($\Delta_i = 2.6J$), $U_{\text{res}} = 5.0(2)J$ ($\Delta_i = 2.9J$), $U_{\text{res}} = 5.5(2)J$ ($\Delta_i = 3.3J$) and $U_{\text{res}} = 6.1(2)J$ ($\Delta_i = 3.7J$). Each data point is averaged three times over ten equally spaced times in a window between 170$\tau$ and 200$\tau$. Error bars denote the SEM.

S12. Extraction of the interaction energy $U_{\text{res}}$

In Fig. 3a in the main text we discuss the resonant process connecting two singlets on even sites with a doublon via a second-order hopping process, with $U \simeq 2\Delta_i$. In Fig. S12 we show how the interaction energy $U_{\text{res}}$ of the resonance for different tilts $\Delta_i$ was extracted using a Gaussian fit $f(x) = Ae^{-(x-x_0)^2/(2\sigma^2)} + C$ to locate the minimum of the imbalance $I^\uparrow$. Note that the naive expectation for the interaction energy $U_{\text{res}} = 2\Delta_i$ does not apply here, because the resonance is of second order and therefore the interaction energy is renormalized such that we expect $U_{\text{res}} + 8J^2/(3\Delta_i) = 2\Delta_i$ up to second-order perturbation theory.

S13. Details on numerical methods

We use an exact diagonalization technique to simulate the long-time dynamics. The dimension of the subspace of $N_\sigma$ spin $\sigma$ atoms on $L$ lattice sites is $d_\sigma = \binom{L}{N_\sigma}$. The state $\psi$ is a $d_\sigma$-dimensional vector. The total dimension of the Hilbert space is $d_\uparrow d_\downarrow$ $- H$ is a $d_\uparrow d_\downarrow \times d_\uparrow d_\downarrow$ matrix. For $L = 12$, $N_\sigma = 3$, this dimension is $220^2 = 48400$; for $L = 16$, $N_\sigma = 4$, it is $1820^2 = 3312400$ and for $L = 20$, $N_\sigma = 5$, it is $15504^2 = 240374016$. At $L = 12$, this Hamiltonian already consists of $48400^2$ floating point numbers, occupying up to 75 GB of RAM. We therefore use the following method for the computation, which enables us to go up to $L = 20$ before using sparse matrices or a Lanczos algorithm. Below, we describe the construction of the basis, the Hamiltonian and time evolution.

1. Basis construction

Accounting for atom number conservation in both the spins, as mentioned before, we are working in a subspace of dimension $d_{\uparrow} \times d_{\downarrow}$. This is a system of $N_\uparrow + N_\downarrow$ fermions with a total of $2L$ fermionic modes represented by the creation operators $\hat{c}_{i, \uparrow}^\dagger, \hat{c}_{i, \downarrow}^\dagger, \cdots, \hat{c}_{L, \uparrow}^\dagger, \hat{c}_{L, \downarrow}^\dagger, \cdots$. A typical number state can be written as $\hat{c}_{i_1, \uparrow}^\dagger \hat{c}_{i_2, \uparrow}^\dagger \cdots \hat{c}_{i_{N_\uparrow}, \uparrow}^\dagger \hat{c}_{j_1, \downarrow}^\dagger \hat{c}_{j_2, \downarrow}^\dagger \cdots \hat{c}_{j_{N_\downarrow}, \downarrow}^\dagger |0\rangle$, where $\{i_1, \cdots, i_{N_\uparrow}\}$ and $\{j_1, \cdots, j_{N_\downarrow}\}$ are subsets (not necessarily disjoint) of $\{1, 2, \cdots, L\}$. We construct a canonical representation of this state by ordering the operators such that $i_1 < i_2 < \cdots < i_{N_\uparrow}$ and $j_1 < j_2 < \cdots < j_{N_\downarrow}$. This state can be represented by the pair of tuples $((i_1, i_2, \cdots, i_{N_\uparrow}), (j_1, j_2, \cdots, j_{N_\downarrow}))$. Next we order the tuples $\{(i_1, i_2, \cdots, i_{N_\uparrow}), (j_1, j_2, \cdots, j_{N_\downarrow})\}$ lexicographically to construct a list of tuples $\mathcal{V}_\uparrow \times \mathcal{V}_\downarrow$. The full basis would then be $\mathcal{V}_\uparrow \times \mathcal{V}_\downarrow$. In this basis, the non-interacting part of the Hamiltonian remains separable and we make use of this property to optimize the time and memory consumption.

a. Off-diagonal elements of the Hamiltonian:

Note that a typical hopping term in the Hamiltonian corresponding to spin $\uparrow$ atoms not only leaves the spin $\downarrow$ part of a basis element unchanged, but also maintains the sign of the state with the trivial exception of the
boundary hopping (e.g., $c_{i,\uparrow}^\dagger c_{i,\downarrow}^\dagger$, the hopping matrix can, therefore, be written as $\hat{H}_\text{hop}^\dagger \otimes 1 + 1 \otimes \hat{H}_\text{hop}^\downarrow$ where $\hat{H}_\text{hop}^\sigma = \sum_i c_{i,\sigma}^\dagger c_{i+1,\sigma} + \text{h.c.}$ is the $d_\sigma \times d_\sigma$ matrix corresponding to the hopping of spin $\sigma$ atoms, acting on spin($\nu_\alpha$). We construct $\hat{H}_\text{hop}^\dagger$ and $\hat{H}_\text{hop}^\downarrow$ separately. These two matrices are small, in the sense that their dimensions are $d_\uparrow \times d_\downarrow$, much smaller than the full Hilbert space $d_\uparrow \times d_\downarrow$. These matrices can be stored in as dense matrices when $L = 20$ and $N_\sigma = 5$.

b. Diagonal elements: We represent the potential of a spin $\sigma$ atom at site $i$ by $V_{i,\sigma}$. We store only the diagonal entries of the Hamiltonian in a matrix $V$ of size $d_\uparrow \times d_\downarrow$. The matrix element $V_{\alpha\beta}$ is the energy of the basis element corresponding to $\alpha$-th tuple in $V_\uparrow$ and $\beta$-th tuple in $V_\downarrow$. If this basis element is $(i_1, i_2, \ldots, i_{N_\nu}, (j_1, j_2, \ldots, j_{N_\nu}))$, the energy is

$$V_{\alpha\beta} = \sum_{k=1}^{N_\nu} V_{ik,\uparrow} + \sum_{k=1}^{N_\nu} V_{jk,\downarrow} + U \{\{i_1, \ldots, i_{N_\nu}\} \cap \{j_1, \ldots, j_{N_\nu}\}\}$$

Here, $\{\{i_1, \ldots, i_{N_\nu}\} \cap \{j_1, \ldots, j_{N_\nu}\}\}$ is the number of elements in the intersection of $\{i_1, \ldots, i_{N_\nu}\}$ and $\{j_1, \ldots, j_{N_\nu}\}$. This is the number of doublings in the state and the last term in the above equation corresponds to the Hubbard interaction.

2. Intermediate time evolution

We define a $d_\uparrow \times d_\downarrow$ matrix $M(\psi)$, storing the state $\psi$, whose $\alpha\beta$-th element is $M(\psi)_{\alpha\beta} = \langle \alpha, \beta | \psi \rangle$. Here, $|\alpha\beta\rangle$ is the basis element with indices $(\alpha, \beta)$ in $V_\uparrow \times V_\downarrow$. The rows of $M(\psi)$ correspond to spin $\uparrow$ and columns correspond to spin $\downarrow$. With this setting, the state is $M(\psi)$ and the Hamiltonian, represented by the triplet $\{\hat{H}_\text{hop}^\dagger, \hat{H}_\text{hop}^\downarrow, V\}$, all of which are $d_\uparrow \times d_\downarrow$, $d_\downarrow \times d_\downarrow$ or $d_\uparrow \times d_\downarrow$ matrices. Therefore it is convenient to work in this picture rather than use the full Hamiltonian which is much bigger. The Schrödinger equation in this representation is given by

$$M(\psi) = -i\hat{H}_\text{hop}^\dagger M(\psi) - iM(\psi)\hat{H}_\text{hop}^\dagger - i\hat{V} \circ M(\psi) \quad \text{(S27)}$$

Here, $\circ$ represents element-by-element multiplication, known as Hadamard product. To see that this is the correct equation of time evolution, consider the Schrödinger equation in the standard representation

$$\dot{\psi} = -i\hat{H}_\text{hop}^\dagger \otimes 1 \psi - i1 \otimes \hat{H}_\text{hop}^\downarrow \psi - i\hat{H}_\text{diag} \psi \quad \text{(S28)}$$

Here, $\hat{H}_\text{diag}$ is a $d_\uparrow d_\downarrow \times d_\uparrow d_\downarrow$ diagonal matrix consisting of the elements in $\hat{V}$. The first term in the above equation reads $\hat{H}_\text{hop}^\dagger \otimes 1 \psi = \sum_{\alpha,\beta} \sum_{\gamma} \hat{H}_{\alpha\gamma}^\dagger M(\psi)_{\alpha\beta} = \sum_{\alpha,\beta} \hat{H}_{\alpha,\beta}^\dagger M(\psi)_{\alpha\beta} |\alpha\beta\rangle$.

The second term reads $1 \otimes \hat{H}_\text{hop}^\downarrow \psi = \sum_{\alpha,\beta} \sum_{\gamma} \hat{H}_{\downarrow,\beta}^\dagger M(\psi)_{\alpha\beta} = \sum_{\alpha,\beta} M(\psi)_{\alpha\beta} \hat{H}_{\alpha\beta}^\dagger |\alpha\beta\rangle$.

$$\sum_{\alpha,\beta} M(\psi)_{\alpha\beta} \hat{H}_{\alpha\beta}^\dagger |\alpha\beta\rangle |\alpha\beta\rangle$$

Thus the first term corresponds to a left multiplication of $M(\psi)$ by $\hat{H}_\text{hop}^\dagger$ and the second term corresponds to a right multiplication by $\hat{H}_\text{hop}^\downarrow$. The third term reads $\hat{H}_\text{diag} \psi = \sum_{\alpha,\beta} V_{\alpha,\beta} M(\psi)_{\alpha\beta} |\alpha\beta\rangle$; this corresponds to a term-by-term multiplication of $M(\psi)$ by $V$. Using Trotter-Suzuki decomposition to solve Eq. (S27) yields

$$M(\psi)(t + \delta t) \approx e^{-i\delta t\hat{V}} \circ e^{-i\delta t\hat{H}_\text{hop}^\dagger} M(\psi)(t) e^{-i\delta t\hat{H}_\text{hop}^\dagger} \quad \text{(S29)}$$

Here, $e^{-i\delta t\hat{V}}$ is an element-by-element exponentiation.

3. Error estimates

The key problem here is to estimate the error accumulated due to the Trotter-Suzuki decomposition. We consider $n$ trotter steps per Bloch period, that is, $\delta t = \frac{1}{n\lambda}$. We consider time evolutions up to time $T$. If $T_n(t)$ is the imbalance computed using $n$ trotter steps per Bloch period, our objective is to estimate $||T - T_n||$ where $T(t)$ is the imbalance at $n = \infty$, which we can calculate for small system sizes using Eq. (S28), by exponentiating the full Hamiltonian. We use the standard $L^p$-norm, i.e.,

$$||T_m - T||_p = \left( \int_0^T ||T_m(t) - T(t)||^p dt \right)^{\frac{1}{p}}$$

for $p = 1, 2$ and $\infty$. In the latter case, $||T_m - T||_\infty = \max(||T(t) - T_n(t)||)$. Intuitively, $p = 1$ corresponds to the “average case” distance between $T$ and $T_\infty$ and $p = \infty$ represents the “worst case” distance.

We numerically show that $a_n = ||T - T_n|| = O \left( \frac{1}{n^2} \right)$. In other words, $||T - T_n|| \to 0$ as $1/n^2$. To see this, let us consider the sequence $b_n = ||T_{n+r} - T_n||$, for a fixed $k$. Fig. S13 shows that $b_n = O \left( \frac{1}{n^2} \right)$. Moreover, from triangle inequality, $|a_n - a_k| \leq b_n$ and therefore, $a_n = O \left( \text{csum} \left( \frac{1}{n^2} \right) \right) = O \left( \frac{1}{n^2} \right)$. Here, csum$(x)$ is the cumulative sum. Thus, for large $n$ and some $k$, we can assume that $a_n \approx k^2 a_k$ and it follows from the triangle inequality, $a_n - a_k \leq ||T_{n-k} - T_n||$ that $a_n \approx \frac{k^2}{n^2} ||T_{n-k} - T_n||$. The RHS of last inequality can be computed numerically. Thus, we obtain

$$||T_m - T|| \approx \frac{k^2 n^2}{(k^2 - 1)n^2} ||T_{m-k} - T_n|| \quad \text{(S30)}$$

We use $n = 100$ and $k = 5$ in Fig. S13b. We use the above expression to estimate $a_n = ||T - T_n||$, for $L = 12$ and higher, and choose $n$ such that $a_n \leq 10^{-3}$.

General error analysis In the previous section, the error accumulated due to the Trotter-Suzuki approximation was analysed using the deviations in the imbalance as the figure of merit. While this approach is relevant for our purpose, the deviations in the state vector itself would be relevant in a more general context. Indeed, if $\psi(t)$ is the many body state vector at time $t$ and $\psi_n(t)$
is the state vector computed using a Trotter-Suzuki approximation using $n$ Trotter steps per Bloch period, the deviation $|||\psi_n(t) - \psi(t)|||_p$ can be related to the deviation in any arbitrary observable $\hat{O}$ (Note that we use the standard 2-norm to quantify the distance between $\psi(t)$ and $\psi_n(t)$ at a given time $t$ and then use a $p-$norm to quantify the overall deviation). For instance, consider $\langle \psi | \hat{O} | \psi \rangle - \langle \psi | \hat{O} | \psi_n \rangle = \langle \psi | \hat{O} | \psi \rangle - \langle \psi | \hat{O} | \psi_n \rangle - \langle \psi_n | \hat{O} | \psi_n \rangle = \langle \psi - \psi_n | \hat{O} | \psi \rangle + \langle \psi_n | \hat{O} | \psi - \psi_n \rangle \leq 2 ||\hat{O}|| |||\psi - \psi_n|||_2$. Here, $||\hat{O}||$ is the operator norm, i.e., the largest singular value of $\hat{O}$, assuming $\hat{O}$ is finite-dimensional. Thus, the deviation $|||\psi_n(t)\hat{O}|\psi_n(t)\rangle - \langle \psi(t)|\hat{O}|\psi(t)\rangle|||_p$ can be estimated, loosely, using $|||\psi_n(t) - \psi(t)|||_p$. In Fig. S13a, we show that $|||\psi_n(t) - \psi(t)|||_p \sim \frac{1}{n^2}$ for a system with $L = 8$ sites and $N_s = 2$. It is interesting to note that the imbalance converges much faster $\sim \frac{1}{n^2}$.

### 4. Long-time evolution

At the outset it appears that by making a Trotter-Suzuki decomposition, we lose the logarithmic scaling of complexity in time of the scaling-and-squaring procedure of matrix exponentialation. That is, for a long time $T$, the unitary $e^{-iHT}$ can be computed by scaling $T$ to $T/2^n$ for some integer $n$, computing $e^{-iHT/2^n} \approx 1 - iHT/2^n - H^2/2T^2/4^n$ and squaring it repeatedly, $n$ times. The complexity of this procedure is linear in $n$. For a fixed tolerance, it is logarithmic in $T$, enabling a computation of very long-time dynamics. Although it appears that we lose this advantage while using the Trotter-Suzuki decomposition, we show below that the scaling can be improved, asymptotically.

In Fig. S13a, we show how the error of the computation increases with time for a fixed trotter step, suggesting at least a linear growth in $T$. Moreover, for fixed trotter step, the computational time also grows linearly in $T$. Thus, for a fixed tolerance, the computational time grows at least quadratically in $T$. We show below that this can be improved to a linear scaling in $T$. The idea is to reduce the error in the computation using an elimination technique so that it scales down faster. Let $T \gg 1/\Delta$ be a long time up to which we intend to compute the evolution of the system. That is, we want to compute $\psi(T)$. Let us suppose that we computed $\psi(T)$ twice, using the above described procedure, once using $\delta t = 1/(n\Delta)$ and the second time using $\delta t = 1/((n + 1)\Delta)$ and obtained two state vectors $\psi_n(T)$ and $\psi_{n+1}(T)$. From the above considerations, we know that $||\psi(T) - \psi_{n}(T)|| = \kappa/n + O(1/n^2)$ for some $\kappa$. We consider a linear combination of $\psi_n(T)$ and $\psi_{n+1}(T)$:

$$\tilde{\psi}_{n,2}(T) = (n+1)\psi_{n+1}(T) - n\psi_n(T) \tag{S31}$$

$\tilde{\psi}_{n,2}$ is an attempt to eliminate the first order term in the error and therefore, we expect the error scaling to be lower for this state. Indeed, as shown in Fig. S14a, $||\tilde{\psi}_{n,2} - \psi(T)|| \sim 1/n^2$. We may consider a general procedure to eliminate the higher order error terms. We pick $k$ integers $n_1, \cdots, n_k$ and compute $\psi_{n_1}(T), \cdots, \psi_{n_k}(T)$ independently and eliminate the first $k-1$ orders of error. This is done using the Vandermonde matrix
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FIG. S14. General error analysis. a $|||\psi_n(t) - \psi(t)||_p|$ for a system with $L = 8, N_\sigma = 2$, indicating a convergence rate of $\frac{1}{n}$. b $|||\tilde{\psi}_{n,k}(t) - \psi(t)||_\infty$ for different $k = 1, 2, 3$, system size $L = 8$ and $N_\sigma = 2$ with $T = 100$ ms. $k = 2$ corresponds to the elimination of the first order error following Eq. (S31). The $k = 3$ curve corresponds to an elimination of the first two orders in error. The straight lines are power law fits with exponents $-0.99$, $-1.99$ and $-3.26$ respectively for $k = 1, 2$ and $3$, indicating a convergence rate of $\frac{1}{n^k}$. c $|||\tilde{\psi}_{n,k}(T) - \psi(T)||_2$ at $T = 100$ ms for a system with $L = 8, N_\sigma = 2$ and $n_1 = 40$ for various $k$, indicating a convergence rate of $\frac{1}{n_1^k}$.

$$W_k = \begin{pmatrix}
1 & 1/n_1 & \cdots & 1/n_1^{k-1} \\
1 & 1/n_2 & \cdots & 1/n_2^{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1/n_k & \cdots & 1/n_k^{k-1}
\end{pmatrix}$$

We can eliminate the errors using the expression

$$\tilde{\psi}_{n_1,k} = \sum_j (W_k^{-1})_{1j} \psi_{n_1}(T).$$

Fig. S14c shows that the error in $\tilde{\psi}_{n_1,k}$ scales down as $\sim 1/n_1^k$. 

