Spectral and angular differential imaging with SPHERE/IFS
Assessing the performance of various PCA-based approaches to PSF subtraction

S. Kiefer1,2, A. J. Bohn3, S. P. Quanz1, M. Kenworthy3, and T. Stolker3,1

1 Institute for Particle Physics and Astrophysics, ETH Zurich, Wolfgang-Pauli-Strasse 27, 8093 Zurich, Switzerland
e-mail: kiefersv@student.ethz.ch
2 Visiting Student at Leiden Observatory, University of Leiden, Leiden, The Netherlands
3 Leiden Observatory, University of Leiden, Niels Bohrweg 2, 2333 CA Leiden, The Netherlands

Received 4 January 2021 / Accepted 6 May 2021

ABSTRACT

Context. Direct imaging of exoplanets is a challenging task that requires state-of-the-art instrumentation and advanced image-processing techniques. Differential imaging techniques have proven useful for the detection of exoplanet companions around stars. Angular differential imaging (ADI) and spectral differential imaging (SDI) are commonly used for direct detection and characterisation of young, Jovian exoplanets in datasets obtained with the SPHERE/IFS instrument.

Aims. We compare the performance of ADI, SDI, and three combinations of ADI and SDI to find which technique achieves the highest signal-to-noise ratio (S/N), and we analyse their performance as functions of integration time, field rotation, and wavelength range.

Methods. We analyse SPHERE/IFS observations of three known exoplanets, namely β Pictoris b, 51 Eridani b, and HR 8799 e, with five differential imaging techniques. We split the datasets into subsets to vary each parameter before the data are processed with each technique. The differential imaging techniques are applied using principal component analysis (PCA).

Results. The tests show that a combination of SDI and ADI consistently achieves better results than ADI alone, and using SDI and ADI simultaneously (combined differential imaging; CODI) achieved the best results. The integration time test shows that targets with a separation larger than 0.24 arcsec observed with an integration time of more than 10^3 s were photon-noise limited. Field rotation shows a strong correlation with S/N for field rotations up to 1 full width at half maximum (FWHM), after which no significant increase in S/N with field rotation is observed. Wavelength range variation shows a general increase in S/N for broader wavelength ranges, but no clear correlation is seen.

Conclusions. Spectral information is essential to boost S/N compared to regular ADI. Our results suggest that CODI should be the preferred processing technique to search for new exoplanets with SPHERE/IFS. To optimise direct-imaging observations, the field rotation should exceed 1 FWHM to detect exoplanets at small separations.
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1. Introduction

Even though more than 4000 exoplanets have been discovered, only less than one percent of these have been directly imaged. Nevertheless, high-contrast imaging surveys like SHINE (Vigan et al. 2015), the GPI exoplanet survey (Nielsen et al. 2013, 2019), and the MMT-Clio survey (Heinze et al. 2010) have assessed the demographics of giant exoplanets and brown dwarfs. To observe exoplanets with high-contrast imaging, state-of-the-art technology is required to overcome the two main challenges: high angular resolution and high contrast.

To achieve high angular resolution, large telescopes (such as the 8.2-m UT telescopes of the Very Large Telescope (VLT) observatory) are required because of the Rayleigh criterion. To achieve high contrasts, the light of the star must be suppressed, as the diffraction halos of the target stars are typically several orders of magnitude brighter than an accompanying exoplanet. At the VLT, the Spectro-Polarimetric High-contrast Exoplanet Research (SPHERE, Beuzit et al. 2019) instrument is equipped with coronagraphs. Its extreme adaptive optics (AO) system helps to reduce speckle noise introduced by atmospheric turbulence and to further increase the final contrast. To obtain spectra, SPHERE is equipped with an integral field spectrograph (IFS) which can measure low-resolution spectra (Claudi et al. 2008). The wavelength range can be set to 0.95–1.35 µm with a resolution of R = 50, or it can be set to 0.95–1.68 µm with a spectral resolution of R = 30. In both cases, there are 39 wavelength channels split over the wavelength range (Wahhaj et al. 2019). The field of view (FOV) of SPHERE/IFS is approximately 1.73” × 1.73”.

State-of-the-art technology alone is not sufficient – advanced data-reduction algorithms are necessary to increase the achievable contrast performance in data post-processing. Angular differential imaging (ADI) as described by Marois et al. (2006) (see Sect. 2.1) lays the foundation for most advanced techniques used today. Examples of such algorithms are LOCI (Lafreriere et al. 2007), TLOCI (Marois et al. 2013, 2014), MLOCI (Wahhaj et al. 2015), ANDROMEDA Mugnier et al. (2009), Cantalloube et al. (2015), PACO (Flasseur et al. 2018), and TRAP Samland et al. (2021). Lastly, there are attempts to use machine-learning...
techniques to improve exoplanet detections in high-contrast imaging (Gonzalez et al. 2018; Gebhard et al. 2020).

Amara & Quanz (2012) and Stolker et al. (2019) developed the Python package PynPoint for processing and analysis of high-contrast imaging data taken by, for example, SPHERE or NACO (NACO; Lenzen et al. 2003; Rousset et al. 2003). PynPoint uses principal component analysis (PCA; Amara & Quanz 2012; Soummer et al. 2012) and contains many functionalities to further analyse and process data (e.g. calculate contrast limits); a full list can be found in the official PynPoint documentation.

However, the basic ADI assumption of a quasi-static residual stellar point spread function (PSF) only holds partially because of changes in the AO performance, mostly due to non-common path aberrations (NCPA). This leads to an imperfect PSF model and subtraction can create residuals that resemble a planet. Spectral differential imaging (SDI; Racine et al. 1999) on the other hand uses images taken simultaneously and therefore with the same NCPAs (see Sect. 2.1). Recently, the PACO-ADI algorithm (Flasseur et al. 2020) was developed, which uses IFS data to add SDI (in combination with ADI) to PACO. These latter authors found that adding SDI to ADI results in improved sensitivity of their detection maps.

Other pipelines similar to PynPoint have been developed for an efficient analysis of high-contrast imaging data. Examples of such pipelines are the Vortex Image Processing Package (VIP; Gonzalez et al. 2017), the SPHERE speckle calibration tool (SpeCal; Galicher et al. 2018), and the automated data-processing architecture for the Gemini Planet Imager Exoplanet Survey (Wang et al. 2018).

Spectral differential imaging and combinations of SDI and ADI for exoplanet imaging surveys are already in use. For example, Biller et al. (2013), Nielsen et al. (2013), and Wahhaj et al. (2013) conducted a survey using SDI in combination with ADI. For their SDI, they took two images simultaneously at two different wavelengths. They set the first wavelength channel at 1.652 μm so that T-type substellar objects would not appear in the image. The second wavelength was chosen outside the methane band (1.578 μm). The first image was then used as a PSF model to correct the second one. Samland et al. (2017) and Zurlo et al. (2016) applied different combinations of ADI and SDI to detect and characterise the exoplanets of 51 Eridani and HR 8799, respectively, using 39 wavelength channels to achieve a more accurate PSF model. Biller et al. (2013), Nielsen et al. (2013), Wahhaj et al. (2013), Samland et al. (2017), and Zurlo et al. (2016) all used ADI and SDI one after the other. In contrast, the algorithm of Flasseur et al. (2020) combines ADI simultaneously with SDI. This is possible, as both techniques exploit the diversity of sky rotation of a potential exoplanet companion (see Sect. 2.1). Christiaens et al. (2019) compared the performance of applying ADI followed by SDI with the output when alternating the order of both processing methods (i.e. SDI followed by ADI). These authors used different post-processing techniques on PDS 70, a K7-type star that hosts two gas giant planets (Keppler et al. 2018; Haffert et al. 2019) which are embedded in its transitional disc. Injecting fake planets allowed them to study which differential imaging technique best recovers specific features.

In this paper, we looked into different combinations of ADI and SDI to determine which yields the highest signal-to-noise ratio (S/N) detection of directly imaged planets. Even though various ADI/SDI combinations have been developed (e.g. Zurlo et al. 2016; Samland et al. 2017; Flasseur et al. 2018), they have not yet been extensively compared to each other. To do so, we added IFS support to PynPoint allowing wavelength-dependent differential imaging techniques as described in Sect. 2. In Sect. 3, we use this implementation to reanalyse data on β Pictoris, 51 Eridani, and HR 8799 and to calculate the S/N of their exoplanets. We then discuss the results in Sect. 4 in order to decipher which combination of ADI and SDI achieves the highest S/N. In Sects. 3 and 4, we determine the dependence of the differential imaging techniques on field rotation, wavelength range, and total integration time. In Sect. 5, we summarise our findings.

### 2. Differential imaging

#### 2.1. ADI and SDI

The primary goal is to understand how ADI and SDI can be effectively combined to create a PSF model that provides the best possible contrast performance. To use ADI, raw images are taken with the instrument derotator turned off. This causes the FOV to rotate around the target star during observations. The stellar PSF is, to first order, quasi-static but a potential exoplanet rotates around the stellar position during the observation. The images can be used to build a model of the stellar PSF with negligible contribution from the companion, which can then be subtracted from each individual image. After de-rotating and stacking the images, a possible companion should become visible. In this paper, ADI is used in combination with PCA to optimise planet detection. From the input images, an orthogonal basis is calculated where the components are sorted with decreasing variance. The elements of this basis set are called principal components (PCs). A companion should not influence the variance significantly. Thus, the first few PCs can be used to create a PSF model while minimising the influence of planetary signals. For more information on PCA the reader is referred to Jee et al. (2007). To perform ADI together with PCA, we used PynPoint as described by Amara & Quanz (2012) and Stolker et al. (2019).

To perform SDI, PynPoint was extended to support SPHERE/IFS data. Like ADI, our SDI implementation uses displacements of a possible companion to model the stellar PSF while minimising the contribution of a potential exoplanet.

Because of the diffraction caused by the telescope, the flux from a distant point source will be spread out into its PSF. The shape of the PSF is approximately the same for all wavelengths, but with different full width at half maximum (FWHM) according to the Rayleigh criterion:

$$\beta(\lambda) \propto \frac{\lambda}{D},$$

where $D$ is the telescope diameter and $\lambda$ the observed wavelength. Scaling images that are obtained at different wavelengths with a factor $S \propto \frac{1}{\lambda}$ corrects for the wavelength dependence of the PSF size. At the same time, the scaling causes a radial shift of a possible companion. The conditions are equivalent to ADI which uses a quasi-constant stellar PSF over time and azimuthal displacements of a possible companion. Therefore, a similar processing framework can be used for ADI and SDI.

To scale the images and thus align the stellar PSF, the inverse of $\beta(\lambda)$ can be used. Because only the relative scaling between the images matters, the scaling factor can be defined as:

$$S(\lambda) = \frac{\beta(\lambda_{\text{ref}})}{\beta(\lambda)} = \frac{\lambda_{\text{ref}}}{\lambda}. \quad (2)$$

We choose the reference wavelength $\lambda_{\text{ref}}$ as the longest observed wavelength to prevent under-sampling of the residual star light.
caused by downscaling images.

\[ \lambda_{\text{out}} := \max \{ \lambda \} \]  

Using this reference wavelength results in an up-scaling of all images with a shorter wavelength \((\lambda < \lambda_{\text{out}})\). The scaling of the images leads to a reduced FOV as illustrated in Fig. 1. SPHERE/IFS has a FOV of 1.73 × 1.73 arcsec\(^2\) and a spectral range of 0.95–1.35 \(\mu\)m (or 0.95–1.68 \(\mu\)m: Wahhaj et al. 2019). Scaling the images with the scaling factor \(S(\lambda)\) leads to a final FOV of 1.22 arcsec (or 1.00 arcsec). Everything outside this range is not covered by all wavelengths and therefore the stellar PSF cannot be modelled well. This FOV reduction does not occur if only ADI is applied.

We did not select specific wavelength channels for SDI and used all the available images. This confers the advantage that no assumptions about a possible companion have to be made and the results can be compared between different observations. Other papers removed certain wavelengths to either reduce self-subtraction or exploit known absorption bands (e.g. Thatte et al. 2007; Samland et al. 2017). If using the differential imaging techniques discussed in this paper to search for exoplanets, observation specific wavelength selection for SDI could increase the performance.

### 2.2. Displacements

The radial displacements \(\Delta r\) of a companion at separation \(r\) are caused by the scaling of the images according to Eq. (2). The smaller the displacements, the more planet signal is present in the PSF model. Large radial displacements are therefore desirable. The total radial displacements \(\Delta r\) between the shortest \(\lambda_{\text{min}}\) and longest \(\lambda_{\text{max}}\) observed wavelength at the separation of a companion \(r_{\text{pl}}\) can be calculated with the following equation:

\[ \Delta r = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} r_{\text{pl}} - r_{\text{pl}} = r_{\text{pl}} \frac{\lambda_{\text{max}} - \lambda_{\text{min}}}{\lambda_{\text{min}}} \]  

where \(\lambda_{\text{max}} - \lambda_{\text{min}}\) is the observed wavelength range.

The azimuthal displacements \(\Delta \alpha\) of a companion used in ADI are due to the field rotation during the observation. Because the companion shifts its position over the circular segment with an angle of \(\Delta \alpha\) and radius \(r_{\text{pl}}\), \(\Delta \alpha\) can be calculated with the following equation:

\[ \Delta \alpha = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} \Delta r. \]  

In our analysis, we did not set a required minimum displacement. We analysed a range of different field rotations and wavelength ranges (see Sect. 2.4) to find their influence on the performance of differential imaging techniques.

### 2.3. Differential imaging techniques

Both ADI and SDI use displacements of possible companions to create a PSF model excluding most of the signal from the companion. Therefore, these two techniques can be combined in three different ways: using first ADI then SDI; using first SDI then ADI; or using both techniques simultaneously. The implementation of all five techniques is described below.

**ADI.** First, all images \(I_{\lambda t}\) within the dataset \(\mathcal{H} = \{ I_{\lambda t}, \forall \lambda, t \}\) are split into wavelength subsets \(\mathcal{H}_1 = \{ I_{\lambda t} | \lambda = \lambda_1 \}\). Afterwards, using only the images of the subset \(\mathcal{H}_1\), a PSF model \(\mathcal{P}_{\lambda 1}\) is created using PCA with \(n \in \mathbb{N}\) PCs\(^2\). Each image \(I_{\lambda t}\) is then subtracted by the PSF model \(\mathcal{P}_{\lambda 1}\). Lastly, all images \(I_{\lambda t}\) are derotated and stacked using the median in order to create the final image \(I_{\text{ADI}}\).

**SDI.** First, all images \(I_{\lambda t}\) are scaled according to \(\lambda\) using a scaling factor \(S(\lambda) = \lambda_{\text{max}}/\lambda\). Afterwards, the dataset \(\mathcal{H} = \{ I_{\lambda t}, \forall \lambda, t \}\) is split into time subsets \(\mathcal{H}_t = \{ I_{\lambda t} | t = t_0 \}\). Using PCA with \(n\) PCs\(^3\), a PSF model \(\mathcal{P}_{\lambda t}\) is created using only images from the subset \(\mathcal{H}_t\). Each image \(I_{\lambda t}\) is then subtracted by the PSF model \(\mathcal{P}_{\lambda t}\). Lastly, all images \(I_{\lambda t}\) are scaled back (using a factor \(1/S(\lambda)\)) before they are derotated and stacked using the median in order to create the final image \(I_{\text{SDI}}\).

**CODI (combined differential imaging).** First, all images \(I_{\lambda t}\) are scaled according to \(\lambda\) using a scaling factor \(S(\lambda) = \lambda_{\text{max}}/\lambda\). Afterwards, a PSF model \(\mathcal{P}_{\lambda t}\) is created using PCA with \(n\) PCs\(^3\). The PSF model \(\mathcal{P}_{\lambda t}\) is then subtracted from each image \(I_{\lambda t}\). Lastly, all images \(I_{\lambda t}\) are scaled back (using a factor \(1/S(\lambda)\))

---

\(^2\) \(n\) has the same value for all subsets.

\(^3\) We note that in contrast to all other differential imaging techniques, CODI uses only one PCA using \(n\) PCs.
before they are derotated and stacked using the median in order to create the final image \( I_{\text{CODI}} \).

**SADI.** First SDI is performed as described above but without derotating and stacking after the reduction. Afterwards it performs ADI as described above to create the final image \( I_{\text{SADI}} \). Both steps use \( n/2 \) PCs where \( n \) is an even number.

**ASDI.** First ADI is performed as described above but without derotating and stacking after the reduction. Afterwards it performs SDI as described above to create the final image \( I_{\text{ASDI}} \). Both steps use \( n/2 \) PCs where \( n \) is an even number.

The differential imaging techniques and the framework to process SPHERE/IFS data are available within the PynPoint library. Furthermore, all images were pre-processed using EsoReflex (Freudling et al. 2013). This includes flat-field corrections, dark-frame subtraction, and wavelength calibration. For the PCA, we use the entire subset to create the PCA basis for the PSF model. The first few elements of this basis are then fitted to each image of the subset individually to create the PSF models.

Theoretically, every SDI step can be followed by an ADI step, or vice versa, therefore creating many possible combinations. We focused on techniques using a maximum of one ADI step and one SDI step, one after the other (namely SADI and ASDI). Furthermore, each combination also allows different numbers of PCs to be used in each ADI or SDI step. We focused on using the same number of PCs in all ADI and SDI steps to be able to test a large range of PCs.

As ADI splits the dataset into its wavelength channels, it will conduct a PCA for each wavelength. For example, if ADI is performed on SPHERE/IFS data, a total of 39 PCAs will be conducted. As SDI splits the dataset into time components, it will conduct a PCA for each time instance of the dataset. If SDI is applied to a dataset with 100 time instances (each containing 39 wavelength frames), this leads to 100 PCAs. CODI does not split the dataset at all, and therefore only uses 1 PCA. To compare the results between different differential imaging techniques, we calculated the model completeness \( \Omega \) by dividing the number of PCs used by the total number of PCs available:

\[
\Omega = \frac{PC_{\text{used}}}{PC_{\text{max}}} \tag{6}
\]

Therefore, the residuals are zero if a model completeness of 1 is used because the image is fitted perfectly.

For SDI, SADI, and ASDI, the number of wavelength channels is the limiting factor and therefore \( PC_{\text{max}} = 39 \). For ADI, \( PC_{\text{max}} = N_{\text{rot},i} \), where \( N_{\text{rot},i} \) is the number of images per wavelength taken during an observation. For CODI, \( PC_{\text{max}} = 39 \times N_{\text{rot},i} \) because it uses all images at once for a single PCA. A summary can be found in Table 2.

### 2.4. Differential imaging tests

We test for dependence on total integration time, observed rotation, and/or observed wavelength range with the following:

**Integration time.** We split each dataset into subsets with different total integration times. Each dataset starts at the first image and contains a number of subsequent images until the given integration time of the subset is reached. Afterwards, each differential imaging technique is applied separately to each subset. The same PC number was chosen for all subsets. We compare the results to a slope proportional to \( \sqrt{T} \). If the S/N values follow this curve, they behave in a photon-noise-limited manner.

**Field rotation.** We split each dataset into subsets with an equal number of images \( M \). In the first subset, we select the first \( M \) images \((1, 2, \ldots, M)\); in the second, every second image is selected \((1, 3, \ldots, 2M)\); in the third set every third image is selected \((1, 4, \ldots, 3M)\), and so forth. Therefore, all subsets have the same integration time but a different total field rotation \( \Delta \alpha \). Because small rotations lead to a PSF overlap of a potential exoplanet, it is expected that small rotations lead to lower S/N. To achieve comparable results, we related the angular rotation to displacements expressed in FWHM using Eq. (5) with \( \Delta \alpha = \text{FWHM} \).

**Wavelength range.** We split each dataset into subsets with an equal number of wavelength frames from all images. In the first subset, we select the first \( F \) frames from each image \((1, 2, \ldots, F)\); in the second, every second frame of each image is selected \((1, 3, \ldots, 2F)\); in the third set every third frame of each image is selected \((1, 4, \ldots, 3F)\), and so forth. Similar to the rotational overlap, radial overlap (after scaling the images) can lead to a lower S/N. To achieve comparable results, we related the radial offsets to displacements expressed in FWHM using Eq. (4) with \( \Delta r = \text{FWHM} \).

### 3. Results

#### 3.1. Datasets

We used three stars with known exoplanets to compare the five different differential imaging techniques described in Sect. 2.3: \( \beta \) Pictoris b (Lagrange et al. 2010), 51 Eridani b (Macintosh et al. 2015), and HR 8799 e (Marois et al. 2010). The information on their observation can be found in Table 1.

Among the three targets, \( \beta \) Pictoris b has the most favourable contrast. The exoplanet has a contrast of \( 10.4 \pm 0.5 \) mag in the J-band (Bonnefoy et al. 2013). In the selected dataset, \( \beta \) Pictoris b is at a separation of \( 0.242 \pm 0.0025 \) arcsec (Lagrange et al. 2019). As a second target, we chose 51 Eridani. Its exoplanet 51 Eri-dani b has a contrast of \( 15 \pm 1.6 \) mag in the J-band (Samland et al. 2017) and is at a separation of \( 0.455 \pm 0.006 \) arcsec (Rosa et al. 2015). The last test system we selected is HR 8799. From the four planets of the system, only HR 8799 e remains within the reduced FOV. This exoplanet has a contrast of \( 13.01 \pm 0.21 \) mag in the J-band (Zurlo et al. 2016) and is at a separation of \( 0.381 \pm 0.007 \) arcsec (Apai et al. 2016).

#### 3.2. Calculating the S/N

Our goal was to quantify detections of exoplanets to compare the differential imaging techniques. We did not attempt to assess the detection limitations of our techniques, nor did we aim to directly compare our detections with those of other studies. Therefore, we chose S/N calculations to compare the different differential imaging techniques.

The signal used in the S/N was calculated using aperture photometry at the position of a companion candidate. All reference apertures for the noise calculation were chosen at the same angular separation as the signal aperture (Mawet et al. 2014). The size of the apertures was chosen to be 1 FWHM of the PSF at the median wavelength observed (\( \lambda = 1.15 \) for \( \beta \) Pictoris and \( \lambda = 1.31 \) for HR 8799 and 51 Eridani). To determine the position, a 2D Gaussian is fitted to the PSF of the companion. To calculate the noise, we first calculate the sum of the pixel values within each reference aperture. The noise is then defined as the
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For comparability between differential imaging techniques, the number of PCs used is given in model completeness \( \Omega \) (see Eq. (6)). The values for PC\(_{\text{max}}\) can be seen in Table 2.

The model completeness \( \Omega \) was limited to 0.6 (0.25 for 51 Eridani) because all differential imaging techniques showed a clearly reduced S/N for larger model-completion values. The resulting S/N for \( \beta \) Pictoris b, 51 Eridani b, and HR 8799 e depending on model completeness can be seen in Fig. 2. In all three targets, CODI achieves the highest S/N. SADI and ASDI achieve comparable results with the exception of SADI applied to \( \beta \) Pictoris b which results in a lower S/N than the other three techniques. Furthermore, the differential imaging techniques SADI, ASDI, and CODI always achieve higher S/N than ADI. SDI alone on the other hand always performs similarly to or worse than ADI. Regarding model completeness, SADI and ASDI show the highest S/N for \( \Omega < 0.2 \) and CODI for \( \Omega \leq 0.1 \).

To quantify the residual speckle noise over the whole FOV, we plotted the noise at different angular separations (see Fig. 3). The noise is given as the root mean square of the pixel values within the reference aperture after PCA, averaged over all reference apertures at the same angular separation (see Sect. 3.2). In all three targets, CODI achieves the lowest noise over the entire angular separation range. The noise values of SADI and ASDI are similar for all three targets and over the entire range of tested angular separations. ADI achieves lower noise than SADI and ASDI at small angular separations (<0.2 arcsec) in \( \beta \) Pictoris, at large angular separations (>0.2 arcsec) in HR 8799, and over the entire range in 51 Eridani. Even though it has a considerably lower S/N for all three targets, SDI has a noise level comparable to that of CODI in 51 Eridani and that of SADI/ASDI in HR 8799.

For the tests on integration time, field rotation, and wavelength range, various subsets with fewer images and/or wavelength frames than the full dataset were used. Therefore, the optimal number of PCs could not be determined from Fig. 2. For all our tests, we chose the PC number that achieves the highest S/N over the whole range of tested integration times. The corresponding PC numbers can be seen in Table 3.

The S/N for different integration times of \( \beta \) Pictoris b and 51 Eridani b can be seen in Fig. 4. Only S/N values above 0.5 are displayed. The tests showed that for integration times \( t > 1500 \) s, CODI, SADI, ASDI, and ADI approximately follow the photon noise curve with no significant deviation measured. In this case, the tests do not show significant differences in S/N for SADI, ASDI, and CODI.

The S/N for different field rotation of \( \beta \) Pictoris b and 51 Eridani b can be seen in Fig. 5. The same PC numbers as for the integration time tests were used (see Table 3). Each subset of \( \beta \) Pictoris contained 76 images and each subset of 51 Eridani contained 15 images. In both targets, a strong increase in S/N with increasing field rotation can be seen for \( \Delta \alpha < 1 \text{ FWHM} \). After that, the increase begins to stagnate and after \( \Delta \alpha \geq 1.5 \text{ FWHM} \) no significant increase was measured.

The S/N for different wavelength ranges of \( \beta \) Pictoris b can be seen in Fig. 6. The same PC numbers as for the integration time tests were used (see Table 3). Because the datasets were split into smaller subsets, none of the three dependence tests (integration time, field rotation, and wavelength range) for HR 8799 e achieved S/N of over 5\( \sigma \). Therefore, no clear relation could be determined and the dependence analysis of HR 8799 e was not included in this paper.

4. Discussion

4.1. Differential imaging techniques

SADI, ASDI, and CODI all achieve higher S/N compared to using only ADI for the three test targets \( \beta \) Pictoris b, 51 Eridani b, and HR 8799 e. SDI alone does not result in S/N over 5\( \sigma \) in any of the three targets.

We compare our results with the work of Christiaens et al. (2019) on PDS 70. Of the three targets we tested, we focus on \( \beta \) Pictoris b because its angular separation is closest to PDS 70 b. Christiaens et al. (2019) subsequently used ADI (PCA on concentric annuli of 2 FWHM) and SDI (full-frame PCA). Additionally, these authors only used frames between which the companion would have a rotational offset of at least 1 FWHM for their PSF library. In their analysis, only PCA–ASDI (similar to our ASDI) was able to recover a point-like feature; PCA–SADI (similar to our SADI) was not. The authors did not apply ADI and SDI simultaneously. In our analysis of \( \beta \) Pictoris b, SADI achieved a higher S/N compared to ASDI. In contrast to our analysis, Christiaens et al. (2019) used the VLT instrument SINFONI (Eisenhauer et al. 2003; Bonnet et al. 2004) which observes in the near-infrared (1.1–2.45 \( \mu \)m; similar to SPHERE/IFS) but has a higher resolution (approximately 2000 in the



### Table 1. All observations were performed with SPHERE/IFS (PI: J. Beuzit).

| Object name | ESO ID         | Date            | DIT [s] \( \times N_{\text{tot,i}} \) | \( \Delta t \) [min] | \( \Delta \alpha \) ["] | \( \lambda \) [\( \mu \)m] | Seeing ["] |
|-------------|----------------|-----------------|--------------------------------------|----------------------|--------------------------|--------------------------|-------------|
| \( \beta \) Pictoris | 096.C-0241(B)   | 2015-11-30      | 4 \( \times 760 \)                   | 50.7                 | 41.1                     | 0.95–1.35                | \( \approx 1 \)     |
| HR 8799     | 095.C-0298(D)   | 2015-09-28      | 16 \( \times 256 \)                  | 68.3                 | 23.8                     | 0.95–1.68                | \( \approx 1 \)     |
| 51 Eridani  | 198.C-0299(J)   | 2017-09-28      | 32 \( \times 154 \)                  | 83.1                 | 52.0                     | 0.95–1.68                | <0.8         |

Notes. Here, DIT stands for detector integration time and \( N_{\text{tot,i}} \) is the total number of images taken per wavelength. Each image contains 39 wavelength frames equally spread over the wavelength range \( \lambda \). Each dataset has a field rotation of \( \Delta \alpha \). The atmospheric seeing is given as the approximate value for the atmospheric distortions during the whole observation.

### Table 2. Maximum number of PCs, \( PC_{\text{max}} \), that can be selected for PCA.

|          | ADI | SDI | CODI | SADI | ASDI |
|----------|-----|-----|------|------|------|
| \( PC_{\text{max}} \) | 39  | 39  | 39   | 39   | 39   |

Notes. \( N_{\text{tot,i}} \) is the total number of images taken per wavelength within the analysed dataset. The maximum number of SDIs is given by the number of wavelength channels observed (for SPHERE/IFS: 39). Because SADI and ASDI use SDI, they have the same maximum number of PCs.
Fig. 2. S/N as a function of model completeness using different differential imaging techniques. Top: β Pictoris b; middle: 51 Eridani b; bottom: HR 8799 e. Furthermore, PDS 70 b has a smaller angular separation (0.193 ± 0.0049 arcsec) than β Pictoris b (0.249 ± 0.001 arcsec). Because the quality of SDI strongly depends on the radial displacement (see Eq. (4)), the different separations can be a dominant factor in the image quality. Furthermore, SINFONI only achieves Strehl ratios of approximately 30% (whereas SPHERE can go to above 80% in the J band). This results in a larger FWHM in the SINFONI data with respect to the SPHERE data and therefore to smaller S/N at small separations. The observed angle variation strongly influences ADI. Their observations of PDS 70 b have a field rotation of 99.8° while the observations of β Pictoris have 41.1°. The comparison indicates that the first processing step (ADI in ASDI; SDI in SADI) has a stronger influence on the final images, but this may be limited to this specific case and may not be a general result.

Fig. 3. Noise as a function of angular separation using different differential imaging techniques. Top: β Pictoris b; middle: 51 Eridani b; bottom: HR 8799 e. The colours and symbols are the same as in Fig. 2. The noise calculation is described in Sect. 3.2.
Table 3. Number of principal components $n$ that overall achieve the highest S/N during the integration time test.

|       | ADI | SDI | CODI | SADI | ASDI |
|-------|-----|-----|------|------|------|
| β Pictoris b | 50  | 5  | 330  | 4    | 4    |
| 51 Eridani b   | 6   | 2  | 80   | 2    | 2    |

Notes. The numbers of SADI, ASDI, and SDI were searched on a grid with $\Delta PC = 1$; ADI was searched with $\Delta PC = 5$; CODI was searched with $\Delta PC = 10$.

Fig. 4. Dependence of S/N on time after processing all images using different differential imaging techniques. Top: β Pictoris b; bottom: 51 Eridani b. The colours and symbols are the same as in Fig. 2. The grey line indicates the slope corresponding to photon-noise-limited behaviour.

For 51 Eridani b and HR 8799 e, no clear difference between the differential imaging techniques SADI, ASDI, and CODI could be found. Samland et al. (2017) analysed 51 Eridani b using classical SDI followed by ADI (applied using various algorithms). These authors selected reference wavelength channels to improve their SDI performance and achieved a S/N of close to 20, while our SADI achieves a S/N of roughly 10. The improvement could be due to the longer integration time used ($\approx 16384$ s) compared to our dataset ($\approx 4928$ s). Assuming photon-noise-limited behaviour, our dataset would achieve an S/N of roughly 18 and thus be comparable to the results of Samland et al. (2017) without requiring target-specific adjustments. On the other hand, the difference could also be influenced by their in-depth analysis of the different wavelength channels and subsequent improvement of their SDI step.

For all three test objects, CODI achieves slightly higher S/N than SADI or ASDI and requires the lowest model completeness. This can be explained by the higher resolution of the model completeness. The number of PCs used in SADI and ASDI can only be optimised up to $\Delta \Omega = 1/PC_{\text{max}} = 0.026$. The resolution of the model completeness is limited by the maximum number of PCs (see Table 2). The PC of CODI can be adjusted up to $\Delta \Omega = 1/(39 \times N_{\text{tot}})$, and in the case of 51 Eridani, this leads to $\Delta \Omega = 10^{-4}$.

Similar to our CODI, Flasseur et al. (2020) developed PACO–ASDI which exploits the displacement caused by field rotation and wavelength-dependent scaling. In contrast to our work, PACO–ASDI does not use PCA but the PACO algorithm (Flasseur et al. 2018). These latter authors found that using angular and radial displacements simultaneously leads to a significant increase in S/N. This indicates that our results could be generalised to other ADI/SDI-based techniques. Flasseur et al. (2020) did not investigate other combinations of ADI and SDI (like SADI and ASDI) and did not test the dependence of their technique on integration time and wavelength range. They did test the dependence on separation, which can be related to field

Fig. 5. Dependence of S/N on field rotation after processing all images using different differential imaging techniques. Top: β Pictoris b; bottom: 51 Eridani b. The colours and symbols are the same as in Fig. 2. The vertical grey lines indicate displacements of 1 and 2 FWHM according to Eq. (5).
rotation. Even though field rotation and angular separation both influence self-subtraction linearly (see Eq. (5)), extending the angular separation decreases the influence of the stellar PSF which can additionally increase the S/N.

Our results were obtained using PCA, but a similar investigation could be done for other techniques like PACO, LOCI, or machine-learning algorithms. All of these algorithms rely on the angular displacement of a planetary companion within the quasi-static PSF halo of the primary star throughout the observing sequence. An additional radial displacement, as used in SDI-based processing methods, can also be used by all the aforementioned algorithms to enhance the diversity of planetary signal and stellar residuals. Therefore, an investigation into the quality of combining ADI and SDI could help determine the best observation strategy. The same holds true for our analysis on integration time, field rotation, and wavelength range.

4.2. Noise curves

The noise curves in Fig. 3 show that CODI more effectively reduces the residual speckle noise than the other differential imaging techniques. At separations larger than 0.5 arcsec, a steep drop in noise is observed. CODI is therefore expected to perform well at angular separations larger than 0.5 arcsec because self-subtraction effects also weaken with increased angular separation due to larger azimuthal and radial displacements (see Eqs. (4) and (5)).

Comparing the noise curves for ADI to SADI/ASDI of the three test targets shows no general trend. ADI can achieve noise values orders of magnitude lower than SADI/ASDI and vice versa. Nevertheless, SADI and ASDI achieve higher S/N in all three targets which can be explained by self-subtraction effects. Ideally, the signal from the companion is only present in the very last PCs. However, some of its signal will appear in lower order PCs if the companion has insufficient displacements between the images. Therefore, if more PCs are used (which leads to lower noise), more of the signal from the companion is reduced. Selecting the optimal PC number means balancing these two effects against each other. SDI never achieves high S/N even though the noise level can be comparable with the other techniques, indicating that SDI cannot efficiently reduce noise before self-subtraction effects start to become dominant.

In most cases, the noise becomes smaller with increasing angular separation, which is expected because the stellar flux decreases. For ADI and CODI in the dataset of β Pictoris, and for SADI and ASDI in the dataset of 51 Eridani, the noise increases for larger angular separations. This increase can be explained by wind-driven halos, which are caused by imperfect corrections of the AO-system due to atmospheric changes attributable to jet streams (Cantalloube et al. 2018, 2020). Because these effects are asymmetric, ADI might not correct them well, leading to increased noise at larger angular separation.

4.3. Dependence tests

4.3.1. Integration time

In both β Pictoris b and 51 Eridani b (Fig. 4), the S/N increase rapidly before following the photon noise curve. We find no significant difference between SADI, ASDI, and CODI. Compared to ADI, all three differential imaging techniques combining ADI and SDI (SADI, ASDI and CODI) require less integration time than ADI to achieve higher S/N.

Similar to our test, Janson et al. (2007) analysed the integration-time dependence of ε Eridani b using a combination of ADI and SDI similar to ASDI. In agreement with our results, these authors found no significant deviation from the photon noise curve with increasing integration time. This dependence is important because some processing algorithms only use a subset of the whole dataset to model the PSF to reduce self-subtraction effects (e.g. Zurlo et al. 2016; Samland et al. 2017). Our results indicate that the strategic selection of frames can be used as long as the total integration time of the selected frames still exceeds $10^3$ s.

4.3.2. Field rotation

The results for β Pictoris b and 51 Eridani b (Fig. 5) show an increased S/N for larger angles if the field rotation is smaller than 1 FWHM. Beyond that, the S/N increase for larger rotations is significantly smaller. This suggests that observations should have a field rotation of at least 1 FWHM at the angular separation of the potential companion. Similar to the integration time analysis, no significant difference between SADI, ASDI, and CODI could be found. Because each angle set can contain different images, the S/N varies slightly depending on the overall...
quality of the images in the set. This is to be expected and is not caused by the field rotation.

Meshkat et al. (2013) analysed the S/N dependence of ADI on angular separation. As shown in Eq. (5), the rotational offset depends linearly on both field rotation and angular separation. In accordance with our results, their analysis showed a strong increase in S/N for larger angular separations. For larger angular separations (which correspond to larger angular displacements), these latter authors do not find a significant stagnation of the S/N. Even though field rotation and angular separation both influence self-subtraction linearly (see Eq. (5)), varying the angular separation additionally leads to a significant change in the influence of the stellar PSF.

4.3.3. Wavelength range

For 51 Eridani b (Fig. 6), ADI is approximately constant while SADI, ASDI, and CODI improve with increasing wavelength range. This confirms that an increase in observed wavelength range can lead to higher S/N if SDI is used as part of differential imaging techniques.

For β Pictoris b (Fig. 6), the S/N of ADI increases with larger wavelength ranges even though the technique itself does not depend on the wavelength range. This increase in S/N is explained with the wavelength-dependent brightness of β Pictoris b. We compared the S/N increase of ADI with the spectra of β Pictoris b obtained by Chilcote et al. (2017). These latter authors measured an approximately linear increase for the wavelength range 0.95–1.35 μm, which explains the S/N increase that we measure for ADI. SADI and ASDI only achieved reasonable detections ($S/N > 5$) if the whole wavelength range was used, and their performance is worse than ADI. Analysing the processed images shows strong self-subtraction features at the position of β Pictoris b which explains the reduced S/N. Images processed with CODI did not show signs of significant self-subtraction and achieve a reasonably high S/N in this test. This result suggests that CODI can be more robust in cases where self-subtraction is dominant. A further investigation of the effects of injecting a fake companion could be used to study this phenomenon in more detail.

5. Conclusion

We tested the performance of ADI, SDI, SADI (using SDI, then ADI), ASDI (using ADI, then SDI), and CODI (using ADI and SDI simultaneously) on three different targets: β Pictoris b, 51 Eridani b, and HR 8799 c. β Pictoris b and 51 Eridani b were used to test the dependence of the techniques on integration time, field rotation, and observed wavelength range. The differential imaging techniques used in this paper are available within the PyPoint library.

For these three targets, using a combination of ADI and SDI consistently achieved better results than using ADI alone. SADI and ASDI performed similarly but target-specific differences can occur. In all tests, CODI achieved the highest S/N and constantly performed slightly better than SADI or ASDI.

We analysed the dependence of differential imaging techniques on integration time by splitting the datasets of our test targets into subsets of different total integration time. In this test, SADI, ASDI, and CODI all showed a photon-noise-limited behaviour for integration times of >1500 s if all images were considered. Choosing frames selectively to reduce self-subtraction might decrease this time limit.

We analysed the dependence of differential imaging techniques on field rotation by splitting the datasets of our test targets into subsets with different observed rotation but with the same integration time. In this test, SADI, ASDI, and CODI all showed a strong increase of S/N up to displacements of 1 FWHM. After that, increasing the field rotation only led to a small increase in S/N.

We analysed the dependence of differential imaging techniques on the observed wavelength range by splitting the datasets of our test targets into subsets with different wavelength ranges. Our tests show a general increase in S/N with increasing wavelength range, but no clear relation could be found. Furthermore, the spectra of a given exoplanet influence the results because its brightness can vary substantially in different wavelength channels.

To further investigate these techniques, SADI and ASDI should be compared to CODI while using different numbers of PCs in SDI and ADI. In combination with analysing more known exoplanets and brown dwarfs, this would help to decipher whether or not our findings can be generalised to a wider selection of targets. Unfortunately, both tasks are immensely computationally intensive. Computationally optimising the techniques could help to reduce the intensity and would make a large-scale search for exoplanets more feasible. Furthermore, the extraction of spectra using CODI should be investigated further. This requires careful treatment of the different wavelengths because of cross talk between adjacent spectral channels (Greco & Brandt 2016).

Our analysis of the differential imaging techniques ADI, SDI, CODI, SADI, and ASDI shows that using SDI in combination with ADI leads to higher S/N for exoplanet detections than using only ADI or SDI. Overall, CODI achieved the highest S/N in all three targets. This can be explained with the higher model completeness resolution which enables this technique to more precisely model the stellar PSF. We suggest that future observations should first be evaluated with CODI if it is not feasible to apply all of them. The observed wavelength range should be maximised (e.g. for SPHERE/IFS use 0.95–1.65 μm) and the field rotation should cover at least 2 FWHM at the angular separation where exoplanets are expected. An integration time of 10 s is sufficient to reach photon noise behaviour.
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