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Abstract: In this paper, an eight order efficient digital infinite impulse response filter is designed to improve the signal to noise ratio (SNR) and minimise the hardware and power consumption. For this task, an optimisation method has been adapted to reduce the root mean square error and hardware usage. The filter has been designed and analysed using Matlab and Modelsim, the implementation has been synthesis on Xilinx Spartan 3E xc3s100e field-programmable gate array board. Moreover, an optimisation process using parallel algorithm has been adapted for further reduction in the hardware area and power consumption. The present work offers a structure of implementing a band-pass filter on FPGAs using a nonlinear digital filter shows a significant saving of 25.4% in power consumption and 29.9% of the hardware size comparing with the latest algorithm of IIR filter design. Consequently, this is an essential development to enhance the neural signals to be adopted as reference or control signals in artificial limbs devices.
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I. INTRODUCTION

The possibility of controlling neuroprostheses with artificial or biological signals has long fascinated humans and this has driven the advance of the application area of functional electrical stimulation (FES) and artificial prostheses [1-3]. The quality of electroneurogram (ENG) signal is very important for neural activity recordings using multi-electrode cuffs (MECs) [4-7]. The MECs method can increase the SNR for the recorded signals. Typically, with electrode cuff interface technology the recorded APs are within the range from 1 - 5 μV peak to peak in a band from about 1 Hz – 3 kHz [8] and SNR in a range from 1.2 to 3.8 dB [9]. The idea of velocity selective recording (VSR) method revolves around MEC and the nerve signal transmits through the tripolar electrode cuff, which gives the same reaction at the outputs of amplifiers, time delay layout throw depends on the distance between two electrodes divided by the velocity (T, 2T, 3T, NT), as a result of T is subject to the velocity, the propagation velocity extracted proportional to the artificial time delays match (Nτ...3τ, 2τ, τ) (matched velocity) [4]. The amplitude and SNR are affected by many factors such as amplifier gain, the amplifier configuration (eg. unipolar, monopolar or tripolar) and filter performance.

A digital processor employed in digital filter design to implement arithmetic computational on signal sampled values. In addition, the general purpose of digital processor is computer chip design and costume DSP (Digital Signal Processor) chip [10]. The most common advantages of the DSP system such as speed, cost and flexibility are executed throw DSP algorithms or using Application Specific Integrated Circuits (ASIC) which offer high speed but they are less flexible and high cost. An alternative method is to employ Field Programmable Gate Arrays (FPGA) because they combined the features of both techniques the DSP and ASIC. Further, the FPGA boards are reprogrammable and reconfigurable devices and easily change to implement diverse functionality if in demand. Consequently, the proposal IIR filter configured using FPGA board. However, the main challenge in IIR filters design is their sensitivity to coefficient quantization that means instabilities in the filter functionality highly possible. Subsequently, they are implemented using cascades or parallel structure based on second order sections, which is called biquads. The poles and zeros group in each biquad optimised to calculate the minimum filter order required for the biquad sub-filters is the key of the IIR configurations.

The opportunities for pipelining and computational latency the main limitation in the design proposed in [11, 12] due to the inner feedback of the repetitive IIR filters. Many studies are presented an optimisations design approach such as dispersed look ahead [13, 14], clustered look ahead [14, 15] and distributed look ahead [16, 17]. All these methods increased the operating frequency using superfluous poles allowing pipelining [18, 19]. Though, towards limitation on scale factors and noise effect, these design approaches need intensive computational time the adequate set for zeros and poles and proper order for the sub-filters. This computation work is required in advance to realise the actual filter. On the other hand, some research works based on optimal design is offered to minimize the consumed computational time, however, the attempt still limited [13–20].

Most of the latest studies [21-24] seek to reduce the filter size by reduction of the set delay deviation. However, the minimizing of filter size only does not fully use for expenses reduction in the physical configuration on ASIC FPGA platforms. Moreover, reduction of filter size may lead for longer coefficient size and that cause unwanted hardware increment and dramatic reduction in the SNR.

The current study offers computation time reduction using the parallelism feature of the FPGA without affecting the system complexity.
The current filter implemented in a parallel approach due to the FPGA resource which contains a large number of gates and millions of transistors. In this work, a low power and hardware architecture propose for design IIR band pass filter. The goal of this work is to provide an IIR filter design based on FPGA for ENG signal recording. The system design tools used in this work include a personal computer, Xilinx Integrated Software Environment (ISE) Suite 14.2, Matlab 2010, Modelsim De 6.5e Software and Xilinx Spartan 3E-100 (xc3s100e) FPGA board. The IIR filter coefficients calculated using the fixed-point method in MATLAB Toolbox and then transfer them to embedded design on FPGA to filter ENG signal. The main benefit of this technique is to reduce process time using FPGA parallel processing ability and minimise the hardware size and power usage. Further, the objective design has been tested and ran on FPGA platform using artificially generated nerve signals already designed by the previous study [25].

II. MATERIALS AND METHODS

A. System Description

Figure 1 illustrates the overall design component for the complete system which is consist from four units. The first unit on the left side is an eleven-channel artificial action potential (AP) generator which is designed and described in [25], to produce the input to the amplifiers and ADC unit previously designed in [26].The ADC unit produce ten digitised signals and provided to the bipolar channels and handled on an FPGA board using ANN classification method in unit 3 [27-29]. The proposal IIR digital BPF in unit four is used in this study to improve the SNR and enhance the APs distinguish and classification.

B. Algorithm of Filter Design

The overall plan of the design procedure shown in figure 2 [30] which is consists of the steps flowed in this study, the first step is to design the digital BPF with filter design toolbox using Matlab. A 2nd order 4 stages direct form II configuration used for implement infinite impulse response (IIR) Butterworth BPF filter correspond with each matched velocity.

The matched velocities were chosen at these velocities (10, 20, 30...100 m/s) and the centre frequency for BPF filter for each matched velocity shown in Table I[29].

Table I. The centre frequencies (f_o) for each matched velocity.

| Matched velocity (m/s) | 10  | 20  | 30  | 40  | 50  | 60  | 70  | 80  | 90  | 100 |
|------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| f_o (kHz)              | 0.9 | 1.6 | 2.4 | 3.2 | 4   | 4.8 | 5.6 | 6.4 | 7.2 | 8   |

C. Filter Design

There are different strategies available for digital filter design and implementation. A low power consumption and low hardware design approach is selected because of it suitable for our application. Moreover, the target filter offers a good requirement performance and low complexity in hardware. The direct form-II structure shown in figure 2 is chosen for implementation IIR filter because its advantages compare with other filter structure. The main benefit for this structure, it needs less memory storage for the data samples [31]. Moreover, saving hardware leads for less size and low power consumption. Furthermore, the IIR filters need fewer coefficients as a result of usage feedback and poles, consequently, the IIR filter computationally more efficient than FIR filter [32].

![Model-Based Design flow using MATLAB/Simulink from Algorithm to FPGA Implementation](image)
The generalised equations of IIR filter are:

\[ H(z) = \frac{\sum b_n z^{-n}}{\sum a_n z^{-n}} \]  

(1)

\[ y(n) = \sum b_i x(n-i) + \sum a_i y(n-i) \]  

(2)

Where \( H(z) \) is the filter transfer function, \( a_i \) and \( b_i \) are the filter coefficients, \( x(n) \) is the discrete input signal and \( y(n) \) is the discrete output signal.

The digital IIR Butterworth filter coefficients can be calculated using the digital filter design toolbox with sampling frequency 32500Hz, and centre frequency as shown in Table I for each conduction velocity, and converted using fixed_point arithmetic. The calculation requires an optimisation for the word and fraction length to minimise the hardware requirement. A 16 bit was chosen for word length and 15 bit for fraction length as shown in Table II. Meanwhile, an 8 order direct form-II structure filter is used to optimise the filter performance and characteristics. Several tests and examination carried out to verify the design, such as stability and, time response as shown in figure 3, figure 4 and figure 5.

The 8th order IIR filter implemented is a band pass filter with the specifications shown in Table II.

Table II. Filter constants for conduction velocity 20 m/s

| Filter Constants | Values |
|------------------|--------|
| \( f_1 \)       | 1550 Hz |
| \( f_2 \)       | 1650 Hz |
| \( f_c \)       | 1600 Hz |
| Nominal Gain     | 1      |
| Nominal Ripple   | 0.01   |
| Maximum Ripple   | 0.0089 |
| Ripple in dB     | 0.077  |
| Sampling Frequency | 32.5 kHz |

The impulse response analysis is used to evaluate the sample 8th order band pass IIR filter by feeding an impulse signal as input to the filter. A large quantity (7F00h) input is applied to the filter on the first input sample. The analysis was done using Matlab and ModelSim SE 10.1c software. Figure 4, Figure 5 and Figure 6 show the plots of the impulse response, Pole/Zero and the frequency response respectively. While Figure 7 and Figure 8 demonstrate results of the step and Chirp response for the IIR BPF output respectively using ModelSim simulation software.
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The parallel structure using biquads is used as shown in Figure 10. This structure has been utilised by processors. The equation for the parallel form is shown in eqn (5)[30].

\[ H(z) = K + \sum_{i=1}^{N} \left( \frac{c_{i0}Z^{-1} + c_{i1}Z^{-2}}{1 + a_{i0}Z^{-1} + a_{i1}Z^{-2}} \right) \]  

The filter structure is illustrated in Figure 10, with the biquads in parallel. The input storage has been used in parallel biquad for the forward filter. Thus, optimisation implemented and adopted in this work to minimise the hardware size.

A real time signal is captured from the output of ANN signal processing unit and filtered using BPF. The filter is implemented on Xilinx Spartan 3E-100 (xc3s100e) FPGA using Verilog HDL language with a personal computer as shown in Fig 9. The input signal is converted into a 16-bit data. The hexadecimal multiplication addition and subtraction are done in Verilog HDL using Xilinx ISE Design Suite 14.2. An optimisation implementation is used to reduce the multiplication, addition and subtraction. The optimum design using parallel processing used to capture real time signal.

### III. RESULTS

The blocks were written in Verilog HDL using the Xilinx software was used for design entry, synthesis, and simulation. The current design consumed nearly 30% of the resources present in the xc3s100e Xilinx chip as shown in Table IV.

### Fig. 7. Parallel BiQuad Structure.

D. Implementation of IIR Filter Using Xilinx.

The Direct Form II structure is demonstrated in Figure 9 and time domain difference equation is presented in eqn. (3) and (4)[30].

\[ d(n) = x(n) + d(n-1).a0 + d(n-2).a1 \]  
\[ y(n) = d(n).b0 + d(n-1).b1+d(n-2).b2 \]  

\[ H(z) = K + \sum_{i=1}^{N} \left( \frac{c_{i0}Z^{-1} + c_{i1}Z^{-2}}{1 + a_{i0}Z^{-1} + a_{i1}Z^{-2}} \right) \]

The blocks were written in Verilog HDL using the Xilinx software was used for design entry, synthesis, and simulation. The current design consumed nearly 30% of the resources present in the xc3s100e Xilinx chip as shown in Table IV.

### Fig. 8. Implementation of IIR Filter Using Xilinx Spartan 3E and Xilinx Integrated Software Environment (ISE) Suite 14.2.

### III. RESULTS

The blocks were written in Verilog HDL using the Xilinx software was used for design entry, synthesis, and simulation. The current design consumed nearly 30% of the resources present in the xc3s100e Xilinx chip as shown in Table IV.
Moreover, more effort is spent for further minimising the FPGA resource usage by using different implementation approach to reducing the number of multipliers and accumulators usage via advanced optimisation techniques. The proposed parallel structure for the IIR filter significantly saved the hardware size and computation time compares with the serial structure for IIR filter and conventional FIR filter structure as demonstrated in Table IV.

The proposed IIR design implementation shows a significant saving of 25.4% in power consumption and 29.9% of the hardware size comparing with the newest algorithm of IIR filter design. Moreover, from the logic synthesis results, the suggested group delay deviation of our approach is on average 15.5% lower, in comparison with other algorithms, as detailed here, the average savings in hardware size and power consumption is 17.5% and 13.4%, respectively.

This is an interesting point in hardware size and complexity reduction. In addition, the SNR across all channels recordings increased by a factor 23% compare with system without PBF.

There are significant differences among digital filters in performance term which is clearly presented on the selected IIR filter design in this study compare with other structures such as FIR. Moreover, the SNR is improved significantly which could lead for the high accurate selectivity of ENG recordings. Consequently, this is an important improvement to enhance the neural signals to be used as reference or control signals in artificial limbs devices.

IV. CONCLUSIONS

This study proposes an optimum IIR BPS filter to improve the VSR method based on ANN for ENG neural activity classification system. The proposed design successfully works in online neural recording system without missing the velocity selective accuracy which is suggested for it. In this study, an IIR BPF structure implementation based on FPGAs has been suggested. The results show the nonlinear IIR filter could minimise the hardware size by 45% compare with linear Filter (FIR).

The IIR filter implemented using optimised process computation and synthesis on FPGA board using a parallel algorithm to minimize the hardware size and power consumption. As result, The IIR filters are more accurate to implement than FIR filters to satisfy the filter specifications such as passband, stopband filters. In addition, the IIR filter could offer computational time saving due to their implementation structure, which is represent a significant factor in design strategy. The main challenge in these filters design is stability because the output is essentially dependent on frequency domain instead of time domain. However, IIR filters more efficient than FIR because they require less computational time and hardware size as they need fewer coefficients as a result of the utilisation of poles and feedback.
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