Modeling the photoacoustic signal during the porous silicon formation
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Within this work, the kinetics of the growing stage of porous silicon (PS) during the etching process was studied using the photoacoustic technique. A p-type Si with low resistivity was used as a substrate. An extension of Rosencwaig and Gersh model is proposed in order to analyze the temporary changes that take place in the amplitude of the photoacoustic signal during the PS growth. The solution of the heat equation takes into account the modulated laser beam, the changes in the reflectance of the PS-backing heterostructure, the electrochemical reaction, and the Joule effect as thermal sources. The model includes the time-dependence of the sample thickness during the electrochemical etching of PS. The changes in the reflectance are identified as the laser reflections in the internal layers of the system. The reflectance is modeled by an additional sinusoidal-monochromatic light source and its modulated frequency is related to the velocity of the PS growth. The chemical reaction and the DC components of the heat sources are taken as an average value from the experimental data. The theoretical results are in agreement with the experimental data and hence provided a method to determine variables of the PS growth, such as the etching velocity and the thickness of the porous layer during the growing process.

PACS numbers: *43.35.Ud, 78.20.Pa, 44.30.+v, 66.70.-f, 44.05.+e

I. INTRODUCTION

Today, the increase of the demand of electronic devices based on porous silicon (PS) for biological, medical, and sensor applications, is an important topic. This means that it is necessary to develop techniques that allow the in situ study of the PS formation during the electrochemical etching. The intrinsic and extrinsic parameters affect the physical properties of PS. The external parameters, such as anodization current, electrolyte composition, temperature, and intrinsic parameters, such as resistivity, crystalline orientation, carrier uniformity, and defects, are the main problem for the fabrication of devices based on PS is its reproducibility, and usually, the characterization of its properties is performed ex situ. There are a few works about the in situ techniques to study the PS formation. Gaburro et al. used a method based on optical interferometry using front detection. They study the changes in the optical path during the etching process. It was found that the etching velocity as well as the porosity have time dependence. On the other hand, Foss et al. used the same methodology to determine the porosity, the thickness, and the roughness of the PS film thru a back detection.

However, in the referred works, the information regarding the growing process is neglected. Ramirez-Gutierrez et al. reported a methodology based on the photoacoustic (PA) technique for monitoring in situ the PS etching. PA has been used to study kinetic processes, thermal and electronic properties of semiconductor materials. Therefore, it is expected that the PA technique could be able to detect in situ the chemical reaction and the changes in the optical properties during the PS formation.

In the previous works, the PA signal during the electrochemical etching of PS formation had not been modeled because the thermal sources that influence the changes in the PA signal were unknown. The primary mechanism to generate the PA signal is the heat transfer between the different regions of the cell; therefore, if there is control over each one of the parameters that affect the PS growing (solvent/acid ratio, temperature, current, among others) as well as a complete knowledge of the Si substrate (carrier uniformity), it is possible to model the PA signal by solving the heat equation. The first thermal source for the PA signal are the modulated laser, the second thermal source is the changes in the reflectance due to there is a kinetic process in which the thickness of the PS sample changes as a function of time, bringing about variations in the reflectance of the incident modulated beam that behaves as an interference transmission filter. It is clear that the chemical reaction that allows the PS formation is also a thermal source as well as the Joule effect. The heat originated from the electrochemical reaction depends on the carrier uniformity of the sample. These sources have to be taken into account for a theoretical description of the PA phenomena. Nevertheless,
FIG. 1. Cross-section of the photoacoustic cell. The labels s, b, and g correspond to sample, backing, and gas, respectively.

Dramicanic et al. described a theory for the PA signal in semiconductors (Ge) to determine its thermal and electronic properties, but they assumed that the sample is uniformly doped.

In this work, a phenomenological extension of the Rosencwaig and Gersho (RG) model is used to model the PA amplitude signal during the PS formation. The heat sources are explicitly written and specified by the incidence, the reflection, and the absorption of light by the interfaces formed during the etching process. The heat from the electrochemical reaction, the Joule effect (DC parameters), and the velocity of PS formation are taken as fitting parameters. The paper is organized as follows: In Sec. II the extension of the RG photoacoustic model is developed with the introduction of thermal sources. The PA amplitude is modeled by the solution of the heat equation in one dimension for the three layers system. In Sec. III the experimental details of the implementation of the PA technique are presented. It shows that the total contribution of the thermal inertia, the Joule effect and the etching process as a function of time can be obtained from the scaling of the PA signal.

In Sec. IV the results of the PA model are discussed and compared with the experimental data finding a good agreement between them. Finally, in Sec. V the summary and the conclusions are presented.

II. PHOTOACOUSTIC MODEL

A detailed description of the photoacoustic setup was reported elsewhere. In this experiment the incident radiation is from the front, and the photoacoustic detection is located at the back of the Si sample as it is seen in Fig. 1(a). It is also considered a cylindrical photoacoustic cell with a cross-section geometry as it is shown in Fig. 1. It is assumed that $l$, $l_b$, and $l_g$ are the thickness of the sample (s), the backing material (b), and the gas column (g), respectively. The heat transfer is considered one-dimensional in the z-direction and the dilatation/contraction by the thermal effects is ignored.

The electrochemical reaction causes the sample-backing boundary $l_b$ to move in time. It is considered that $v$ is the velocity of the PS formation which can be taken as a constant. Thus, the moving boundary can be written as:

$$l_b(t) = l_b - vt,$$  (1)

giving as a result two scenarios: the first one is when the reaction has not consumed the backing and the second is when there is only PS. It implies that there is an interval of time $T = l_b/v$ where there are three regions (sample, backing, and gas) and for times $t > T$ there are only two parts (sample and gas). The thermal sources arise from the periodic excitation of the sample and the electrochemical etching in the sample-backing interface. The sample heats the backing material which in turn modifies the temperature distribution of the surrounding gas where the microphone is fixed for the signal detection.

Thus, the heat equation for the sample is:

$$\nabla^2 T_s(x, t) - \frac{1}{\alpha_s} \frac{\partial T_s(x, t)}{\partial t} = f_s(x, t) + Q(t, x),$$  (2)

where $f_s(x, t)$ and $Q(t, x)$ are the heat sources identified as the modulated laser and the electrochemical reaction respectively. The electrochemical reaction occurs only at the PS/Si interface.

In order to determine $f_s(x, t)$, it is assumed that a modulated light source impinges the surface at a frequency $\omega_1$ with an intensity of $I_0$. The incident radiation ($I_0$) is in part reflected ($I_{0r}$) and transmitted ($I_{0t}$). At the interface sample-backing, the transmitted light is reflected ($I_{1r}$) to the sample and transmitted ($I_{1t}$) to the backing (Fig. 1(b)). The backing thickness changes as a function of time by the electrochemical etch. The reflected light appears with a different phase in relation to the incident light to satisfy the boundary conditions of the electromagnetic field. This effect can be represented by an additional light source with frequency $\omega_2$ in the backing-sample direction. The superposition of these two effects allows to write $f_s(x, t)$ in the region $-(l + l_b) < x < -l_b + vt$ as:

$$f_s(x, t) = A(1 + e^{i\omega_1 t})e^{-\beta_s(x+l_b+t)} - B(1 + e^{i\omega_2 t})e^{-\beta_s(x+l_b+vt)},$$  (3)

where:

$$A = \frac{\beta_s I_{1t}\eta_s}{2k_s}$$  and  $$B = \frac{\beta_s I_{1r}\eta_s}{2k_s}$$  (4)

represent the heat density at $x = -(l + l_b)$ and $x = -l_b$, respectively, with $\eta_s$ the efficiency in which the absorbed light is converted to heat by the nonradiative deexcitation processes. Also, $\alpha_i$ represents the total thermal diffusivity, $k_i$ is the total thermal conductivity, and $\beta_i$ is the optical absorption coefficient for each material.

For the backing material in the region $-l_b + vt < x < 0$:

$$\nabla^2 T_b(x, t) - \frac{1}{\alpha_b} \frac{\partial T_b(x, t)}{\partial t} = f_b(x, t)$$  (5)
and its heat source term:

\[
f_b(x, t) = -C(1 + e^{i\omega t})e^{-\beta_b(x+lt_i+vt)}
- D(1 + e^{i\omega t})e^{\beta_b x},
\]  

(6)

where \(C\) and \(D\) have the same form that Eq. (4) with the respective index and intensities. The \(\beta_b\) is \(8.12 \times 10^2\) cm\(^{-1}\) and the thermal conductivity can take values between 1 to 1.3 W/K cm in this simulation (see Table 1). These intensities satisfy the system of equations given by:

\[
I_{1t} + I_{r0} = I_0
I_{2t} + I_{1r} = I_{1t}
I_{2t} + I_{2r} = 1,
\]

(7)

where \(I_0\) and \(I_{r0}\) can be extracted from the experiment. Finally, the heat equation for the gas is given by:

\[
\nabla^2 T_g(x, t) - \frac{1}{\alpha_g} \frac{\partial T_g(x, t)}{\partial t} = 0.
\]

(8)

To solve the Eqs. (2), (5), and (8) we use the superposition principle for each source of heat by an extension of the (RG) model. The temperature field in the cell is given by:

\[
T(x, t) = \text{Re} \{\phi(x, t)\} + T_0,
\]

(9)

where \(T_0\) is the room temperature, this allows us to write the solution of \(\phi_i\) for each region as:

\[
\phi_g(x, t) = \tilde{\phi}_g(x, t) + \sum_{n=1}^{2} \theta_n \exp \left[-\sigma_n^g x + i\omega_n t\right],
\]

(10)

\[
\phi_b(x, t) = \tilde{\phi}_b(x, t)
+ \left[U_1 e^{-\sigma_b^1 (x+lt_i+vt)} - V_1 e^{-\beta_b (x+lt_i+vt)}\right] e^{i\omega t}
+ \left[U_2 e^{\sigma_b (0)x} - V_2 e^{\beta_b x}\right] e^{i\omega t},
\]

(11)

and

\[
\phi_s(x, t) = \phi_{s DC}(x, t) - \alpha_s \int_0^t Q(\tau) d\tau
+ \left[W_1 e^{-\sigma_s^1 (x+lt_i+lt_s)} + W_2 e^{\sigma_s^1 (0)(x+lt_i+lt_s)} - V_1 e^{-\beta_s (x+lt_i+lt_s)}\right] e^{i\omega t}
+ \left[W_3 e^{-\sigma_s (x+lt_i+lt_s)} + W_4 e^{\sigma_s (0)(x+lt_i+lt_s)} - V_2 e^{-\beta_s (x+lt_i+lt_s)}\right] e^{i\omega t},
\]

(12)

where the contributions from the etching heat and the the Joule effect have been included with the label Etch. The coefficients \(W_n\) and \(U_n\) are obtained from the temperature and the flux continuity for each AC component of Eqs. (10)-12. It is easy to show that \(\sigma\)’s are related to the thermal diffusivity \(\alpha\) as follows:

\[
\sigma_n^g = (1 + i) \sqrt{\frac{\omega_n}{2\alpha_g}},
\]

\[
\sigma_b^j(v) = \frac{1}{2} \left(\frac{v}{\alpha_j} + \sqrt{\frac{v^2 + 4i\alpha_j\omega_n}{\alpha_j}}\right),
\]

(14)

The constants \(V_n\) and \(E_n\) are determined by using Eqs. (11) and (12) in Eqs. (5) and (2), which give us:

\[
V_1 = \frac{C}{\beta_b^2 + \frac{2\omega_n - i\omega}{\alpha_b}}, V_2 = \frac{D}{\beta_b^2 + \frac{2\omega_n - i\omega}{\alpha_b}}
\]

(15)

and

\[
E_1 = \frac{A}{\beta_b^2 - \frac{2\omega_n - i\omega}{\alpha_b}}, E_2 = \frac{B}{\beta_b^2 - \frac{2\omega_n + i\omega}{\alpha_b}}
\]

(16)

The temperature and flux continuity conditions at the sample surfaces are explicitly given by:

\[
\phi_g(0, t) = \phi_b(0, t)
\phi_b(-b + vt, t) = \phi_s(-b + vt, t)
\]

\[
k_g \frac{\partial \phi_g}{\partial x}(0, t) = k_b \frac{\partial \phi_b}{\partial x}(0, t)
k_b \frac{\partial \phi_b}{\partial x}(-b + vt, t) = k_s \frac{\partial \phi_s}{\partial x}(-b + vt, t),
\]

(17)

which we apply separately to each source and to their AC and DC components. Our attention is focused on \(\theta_n\), the complex amplitude of the periodic temperature at \(x = 0\), which give us the source of photoacoustic signal. By using the Eqs. (17), these amplitudes are:

\[
\theta_1 = \frac{k_b(\beta_b - \sigma_b^1(0))}{k_b \sigma_b^1(0) - k_b \sigma_b^g(0)} V_1 e^{-\beta_b (lt_s + vt)},
\]

\[
\theta_2 = \frac{k_b(\beta_b - \sigma_b^2(0))}{k_b \sigma_b^2(0) + k_b \sigma_b^g(0)} V_2.
\]

(18)

The periodic excitation of the backing-gas boundary expands the gas column and contract at the same frequency of the oscillations of the temperature field. The PA amplitude signal is time dependent; therefore, it is convenient to define the average temperature of the gas. From the functional form of the temperature field, there is a characteristic length \(\lambda_g\) in which the periodic temperature variation in the gas is completely damped out. As a result, the gas average temperature is defined as:

\[
\tilde{\phi}(t) = \frac{1}{\lambda_g} \int_0^{\lambda_g} dx \phi_{AC}(x, t),
\]

(19)
from Eq. 10 this gives:
\[
\tilde{\phi}(t) = \sum_{n=1}^{\infty} \frac{\theta_n}{\omega_n} \sqrt{2\alpha_n} (1 - i) \left(1 - e^{-\sigma_n^2 t} \right) e^{i\omega_n t}
\]
\[
\approx 2 \sum_{n=1}^{\infty} \frac{\alpha_n}{\omega_n} \theta_n e^{i(\omega_n t - \pi/4)}. \tag{20}
\]
By using the ideal gas law, the displacement \(\delta x(t)\) of a column of gas is given by:
\[
\delta x(t) = \lambda_g \sum_{n=1}^{\infty} \sqrt{\frac{\alpha_n}{\omega_n}} \theta_n e^{i(\omega_n t - \pi/4)}, \tag{21}
\]
where we have set the average DC temperature of the gas boundary layer equal to the DC temperature at the solid surface:
\[
\Phi = \theta_0 + T_0. \tag{22}
\]
The pressure at time \(t\) can be derived if it is assumed that the gas is compressed adiabatically. From the adiabatic gas law and along with Eq. (21) is obtained:
\[
\delta P(t) = \gamma \frac{P_0}{V_0} \delta V(t)
\]
\[
= \gamma P_0 \lambda_g \sum_{n=1}^{\infty} \frac{\alpha_n}{\omega_n} \theta_n e^{i(\omega_n t - \pi/4)}, \tag{23}
\]
where \(\gamma\) is the adiabatic index. Finally, \(\Delta P(t)\) is modeled by using the Eq. refRep and detected by the microphone at \(x_{mic}\) and converted in the photoacoustic signal.
\[
\Delta P(t) = \Re\{\delta P(t)\}. \tag{24}
\]

III. EXPERIMENTAL DETAILS

The description of the heating process required knowing the contribution to the heat transfer of the chemical etching and the thermal inertia, or the DC component, which can be obtained from the experimental PA amplitude signal showed in Fig. 2. This figure shows a characteristic PA Amplitude signal for the PS formation using a P-type Si wafer, 0.005 \(\Omega\)cm (WRS Materials, USA) as a substrate, in which the following parameters were used: 500 \(\mu\)m thickness. [100] orientation. The spot size of the focused laser beam was 1000 \(\mu\)m to satisfy the one dimensional model, which means that the electronic carrier diffusion (\(\mu\)) and the thermal diffusion length (\(\mu_{th}\)) are less than the beam spot size[13]. It is important to remember that \(\mu = \sqrt{D_{n,p}\tau}\), where \(D_{n,p}\) is the electronic carrier diffusion coefficient, \(\tau\) is the carrier life time, and \(\mu_{th} = \sqrt{\alpha_{l}/\pi f}\).

The laser wavelength used in this experiment was 808 nm which is super-band gap for Si (1.12 eV) and sub band gap for PS that is typically about 2.2 eV -3.2 eV depending on its porosity[15]. The etching conditions were 7:3 V/V ethanol/HF ratio, and 20 mA/cm\(^2\) current density.

The PA amplitude signal was divided into four regions (See Fig. 2). Region (a) in which the Si sample is directly impinged by the laser, the part (b) is characterized by a drastic change in the PA signal which is related to the emptying of the electrolyte into the chamber. A pause takes place while the native surface of silicon oxide reacts with the HF and it is removed from the surface. At this stage, the power supply is still on. In the region (c) the power supply is turned on and the PS formation takes place. This region is characterized by the oscillatory shape of the PA signal. Finally, for region (d) the power supply is still turned on, but the coherent interference effect is lost due to the thick film[10] of PS. The inset in Fig. 2 is the total contribution to the PA signal from the non-radiative process as a function of the etching time. The way in which this curve was obtained is explained in Sec. IV. It is suggested the Ref[10] for a more detailed description of the electrochemical PA experimental setup.

IV. RESULTS AND DISCUSSION

The modified RG model for the PA signal takes into account the above-mentioned thermal sources. By using experimental values of the PA cell size, the modulated frequency, the thermal properties of the sample and gas, and the sample size, it is possible to calculate the AC component of the PA amplitude signal during PS growing (Eq. 22). Table 1 shows the experimentally reported
observed that the modulation comes from the frequency $\omega$ at $T_0=0$, in the interval of etching $450 < t < 1500$ s. This simulation includes the values shown in Tables I and II. The frequency of this signal is constant in time. That means that one of the real parts of the amplitudes in Eq. (18) predominates in the heat transfer. Also, the amplitude of this signal is modulated and it is related to the increase in the optical path of the transmitted light mainly in the PS layer. The baseline in Fig. 3 is centered at zero, given that the modulated source does not produce an average heating of the sample since there are continuous excitation/deexcitation processes.

Comparing Figs. 2 and 3, it can be seen that the predominant amplitude in this signal comes from $\omega_2$ (Eq. 20) given that the AC-PA cycles correspond to the frequency $\omega_2$ in accordance with the experimental data in which a complete cycle approximates $t_{\text{etching}} \sim 40$ s.

It is necessary to take into account that the etching process also contributes to the PA signal as well as the DC component of the process (thermal inertia) which can be obtained from the experimental data using different criteria, such as: the minimum, the maximum, or the average of the PA amplitude signal of the characteristic

The velocity of the chemical reaction is involved in the PA amplitude signal, such is analyzed in detail in the next section.

values for the electronic and thermal parameters for p and n Si. The velocity of the chemical reaction is involved in the PA amplitude signal, such is analyzed in detail in the next section.

TABLE I. Reported values for the thermal and electric properties of Si at different doped levels.

| Type | Dopant concentration cm$^{-3}$ | Resistivity (300K) $\Omega$ cm | Thermal conductivity $\text{W K}^{-1}$ cm$^{-1}$ | Thermal diffusivity $\text{cm}^2$ s$^{-1}$ | $D_{n,p}$ cm$^2$s$^{-1}$ | $\tau$ $\mu$s | Reference |
|------|-----------------------------|---------------------------------|---------------------------------|---------------------------------|-----------------|-------------|-----------|
| n    | $10^{15}$                   | 0.025                           | -                               | -                               | 0.795           | -           | Amato et. al. |
| n    | $5 \times 10^{5}$           | 1                               | -                               | -                               | 0.797           | -           | Amato et. al. |
| n    | $1.5 \times 10^{14}$        | 25                              | -                               | -                               | 0.821           | -           | Amato et. al. |
| n    | $5.7 \times 10^{13}$        | 75                              | -                               | -                               | 0.868           | -           | Amato et. al. |
| n    | $10^{12}$                   | 4000                            | -                               | -                               | 0.985           | -           | Amato et. al. |
| p    | -                           | $14-24$                         | -                               | -                               | 0.80            | 30          | 10.5 Rodriguez et. al. |
| p    | -                           | $14-24$                         | -                               | -                               | 0.75            | 55          | 9 S Rodriguez et. al. |
| p    | -                           | $25-44$                         | -                               | -                               | 0.96            | 3.1         | 1400 Rodriguez et. al. |
| p    | $1.5 \times 10^{14}$        | 88.9                            | -                               | -                               | 0.76            | 5           | 100 Pinto et. al. |
| p    | $1 \times 10^{16}$          | 0.52                            | 1.48                            | -                               | -               | -           | Burzo et. al.   |
| p    | $2 \times 10^{19}$          | 0.005                           | 1.22                            | -                               | -               | -           | Burzo et. al.   |

TABLE II. Values for the relevant parameters used in Eq. (24) in order to reproduce Fig. 3.

| $C$  | $D$  | $\omega_1$ | $\omega_2$ | $\alpha$ | $\kappa$ | $\beta$  | $l_0$  | $x_{\text{mic}}$ | $v$  |
|------|------|------------|------------|----------|----------|----------|-------|------------------|------|
| $2 \times 10^9$ K/$\text{m}^2$ | $2 \times 10^6$ K/$\text{m}^2$ | 26 $\pi$ cm/s | $5 \times 10^{-2} \pi$ rad/s | 0.20 cm$^2$/s | $2.53 \times 10^{-4}$ W/(cmK) | $8.12 \times 10^2$ cm$^{-1}$ | $2.20 \times 10^2$ cm$^{-1}$ | $500 \times 10^{-6}$ m | $2 \times 10^{-6}$ m | $8$ nm/s |
Amplitude

allows the determination of these parameters which are
decreases. This behaviour can be attributed to the
etching velocity increases until a certain point in which
seen that at the beginning of the etching process the ve-
etching velocity
into several regions, each one with its own parameter of
data is shown. For the simulations, the plot was divided
Figs. 6 and 7 a more detailed fit of the experimental
data (blue) and phenomenological model (red). Also the con-
tribution of etch and DC component is shown (green) for the
etching time 1500 s < t < 2000 s.
growing process as a function of the etching time. In this
case, the average criterion was used. It is important to
note that this average temperature is the contribution of the DC and the etching heating. The inset in Fig. 2 shows the average temperature for the etching process in which it is noticeable that the temperature of the PA chamber increases. The changes in the pressure can be written as follows:
\[
\Delta P = \Delta P_{AC} + \Delta P_{DC} + \text{Etch.}
\] (25)
Figs. 4 and 5 exhibit a comparison between the experimental data (blue line) for 64 PA cycles and the theoretical results for the amplitude obtained using the Eq. (24) and the values from Tables I and II (red line), as well as the DC contribution coming from the chemical reaction (green line). It can be noticed that there are regions where the theoretical prediction does not fit the experimental data. It is taken into account that the velocity of the PS for growing with four PA cycles was determined earlier, indicating that the velocity of the etching is constant almost for a few cycles. The shift in some intervals of etching time evidence changes in the velocity of the PS formation. This behaviour can be associated with the spatial distribution of the impurities and the variations in the crystalline quality of the Si wafer.
Figs. 6 and 7 a more detailed fit of the experimental data is shown. For the simulations, the plot was divided into several regions, each one with its own parameter of etching velocity \( v_i \) and frequency \( \omega_{2i} \) in order to test the model when these variables were changed. The values of the parameters used are shown in Table II. It can be seen that at the beginning of the etching process the velocity of the PS growing is constant. As time passes, the etching velocity increases until a certain point in which \( v \) decreases. This behaviour can be attributed to the depletion of the electrolyte. The results of the simulations show that a change in the etching velocity implies a change in the frequency \( \omega_2 \), and proves that the model allows the determination of these parameters which are the most important information of the PA signal at any
time interval of interest.

From a physical point of view, the model reproduces the phenomenology of experimental the PA signal and predicts that the changes in the reflectance have a frequency characteristic \( \omega_2 \) that governs the PA amplitude in some interval of the etching time. An envelope function decays like exponential in accordance with the Lambert-Beer law. It gives information about the PS thickness, and the increases of the DC level is related to thermal inertia (Electrochemical etch + Joule Effect). Also, the thermal properties of the structure determined the behaviour of this envelope (see Eq. 18). In this case, the different frequencies \( \omega_2 \) for the simulation were taken from the experimental data, to appreciate the accuracy of the model. The theoretical results exhibit an excellent comparison match with the experi-
The reproduction of these cycles using our model is the most relevant information, for there is a direct relationship between the cycles and the velocity of the PS formation.

V. SUMMARY AND CONCLUSIONS

In summary the photoacoustic signal of the porous silicon formation has been studied by solving a one dimensional heat equation with an extension of the RG model. This modification takes into account three thermal sources: laser, reflectance changes, and electrochemical reaction (etching process and Joule effect). The model reproduces in detail the growing conditions of PS. The frequency of the reflectance changes governs the PA signal; therefore, using this model, it is possible to determine the velocity of the etching process. Finally, from the inset in Fig. 2 the electrochemical reaction is continuous, and the increment of the PA amplitude can be considered as an exothermic reaction.
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