Anomaly cancellation with an extra gauge boson
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Many extensions of the Standard Model include an extra gauge boson, whose couplings to fermions are constrained by the requirement that anomalies cancel. We find a general solution to the resulting diophantine equations in the plausible case where the chiral fermion content is that of the Standard Model plus 3 right-handed neutrinos.

INTRODUCTION

Given the existence of a heavy, neutral gauge boson in the Standard Model (SM) of particle physics – the Z boson – it is natural to ask whether there may be others. Such a Z′, which corresponds to adding an additional u(1) to the gauge Lie algebra su(3) ⊕ su(2) ⊕ u(1) of the SM, has featured in many models extending the SM, as well as right-handed neutrinos) cannot be arbitrarily chosen; just as for the Z, we expect firstly that they should be commensurate (corresponding to the expectation that the gauge group is compact, although we note that we can solve for the non-commensurate case which we discuss briefly in the closing remarks) and secondly that anomalies (which would spoil the consistency of theory at the quantum level) should cancel. The former implies that the fermion charges under the extra u(1) can be taken to be integers (any overall real factor can be absorbed into the gauge coupling) and the latter implies that they solve the homogeneous polynomial equations

\[ 0 = \sum_{i=1}^{3} (6Q_i + 3U_i + 3D_i + 2L_i + E_i + N_i), \]  
(1a)

\[ 0 = \sum_{i=1}^{3} (3Q_i + L_i), \]  
(1b)

\[ 0 = \sum_{i=1}^{3} (2Q_i + U_i + D_i), \]  
(1c)

\[ 0 = \sum_{i=1}^{3} (Q_i + 8U_i + 2D_i + 3L_i + 6E_i), \]  
(1d)

\[ 0 = \sum_{i=1}^{3} (Q_i^2 - 2U_i^2 + D_i^2 - L_i^2 + E_i^2), \]  
(1e)

\[ 0 = \sum_{i=1}^{3} (6Q_i^3 + 3U_i^3 + 3D_i^3 + 2L_i^3 + E_i^3 + N_i^3). \]  
(1f)

Here we have assumed that the chiral fermions (all of which, via charge conjugation, may be taken to have the same chirality) consist of the just 3 SM families of quarks and leptons, together with 3 right-handed neutrinos, whose charges we label by \( Q_i, U_i, D_i, L_i, E_i, N_i \), respectively, with \( i \in \{1, 2, 3\} \). We consider this to be the most plausible scenario, on the grounds of both aesthetics and observation (e.g., the fit to neutrino oscillation data), and so we postpone comment on other possibilities to the closing remarks.

Finding any solutions to diophantine equations (or even establishing their existence or otherwise) is, in general, a notoriously difficult problem in number theory (very roughly, the state of the art is a single cubic in 3 unknowns). Surprisingly, we will see that one can, in fact, find all solutions to (1a-1f), using the sort of arithmetic and geometric constructions that one learns (or once learned!) in kindergarten. These solutions inform models where the rank of the SM is increased, since the extra u(1) may be a sub-algebra of some larger additional gauge extension, as well as future phenomenological Z′ studies.

SKETCH OF THE SOLUTION

The keys to solving (1a-1f) are twofold. The first is to convert it to a problem in geometry by observing that one can equivalently seek rational solutions (since any integer solution trivially defines a rational solution and since, by clearing denominators, every rational solution defines an integer solution). The rational numbers form a field, allowing one to carry out division and hence various basic geometrical constructions. The 18 charges appearing in (1a-1f) then form co-ordinates for the affine space \( \mathbb{Q}^{18} \). In fact, given that scaling all charges by a common multiple leads to the same physics (as we have remarked, the scaling can be absorbed in a redefinition of the gauge coupling), it is convenient to consider not the charges themselves, but the equivalence classes under such a scaling, which define the projective space \( \mathbb{PQ}^{17} \) (whose points we sometimes call rational points for emphasis). The homogeneous polynomials (1a-1f) define a projective variety in \( \mathbb{PQ}^{17} \) whose points, which we call rational solutions, we seek.
The second key to solving the problem is that it is easy enough to find some rational solutions, (e.g. by means of a numerical scan \[6\]; 3 such points, \(A\), \(B\), and \(C\), are defined in Table 1). These can be used as the starting point for geometric constructions. To give an example, consider just the quadratic \[1\] and suppose we know one rational point on the quadratic, \(C\), say. Ignoring degenerate cases for now, a line \(L\) through \(C\) intersects the quadratic at 1 other rational point \(R\) and moreover every rational point on the quadratic (indeed every point in the ambient space!) lies on a line through \(C\). Thus, by parameterising all such lines, all rational points on the quadratic may be found \[3\].

To solve the full set of Eqs. \[1\] will require a more elaborate construction, as follows. Firstly, we note that the 4 linear equations \[3\] simply define a projective subspace of \(PQ^{17}\) isomorphic to \(PQ^{13}\), to which we restrict our attention in what follows. Secondly, we exploit the fact that \(B\) is a singular point (namely a point at which the underlying variety in real space is not a smooth manifold). In fact it is unique (up to the addition of a multiple of the hypercharge) \[3\] among such points in that it is a double point of both the quadratic \[1\] and the cubic \[1\]. Particle physics \textit{cognooscenti} will instantly recognize point \(B\) as the combination of baryon number minus lepton number. (As we describe in \[10\], which studies how such singular points arise in gauge theories, generically a line \(M\) through \(B\) intersects the cubic in at 1 other rational point, \(X\), say, and moreover every rational point on the cubic (indeed every point in the ambient space) will lie on a line through \(B\) \[1\].

Now let us consider the cubic and the quadratic in tandem. If \(B\) were merely a regular point of the quadratic, we would face the difficulty that the point \(X\) on the cubic would not normally lie on the quadratic. But because \(B\) is also a double point of the quadratic, we are guaranteed that the line either lies entirely in the quadratic, or has no point in the quadratic other than \(B\). On its own, this fact is not particularly useful, since it is the latter type of line which is generic (consider, e.g., the variety in \(PQ^2\) defined using coordinates \((x, y, z) \in Q^3\) by \(xy = 0\), which has a double point at \((0, 0, 1)\)). What is needed is a construction which generically spits out lines of the former type. But this is easy: we use the original construction of rational points \(R\) of the quadratic, and then consider, for each such \(R\), the line \(M\) joining \(B\) to \(R\). Generically, \(R\) is distinct from \(B\), in which case the line lies entirely in the quadratic (since it has a point on the quadratic, \(B\), which is not \(B\), every point on it must be on the quadratic) and by finding the line’s other intersection with the cubic, we get a new rational solution. A moment’s consideration shows that all rational solutions of \[1\] can be obtained in this way.

In summary, we have the following construction, which is shown schematically in Fig. 1. Starting from a rational point on the quadratic (we take \(B\), but almost any point on the quadratic distinct from \(B\) would do), we construct the line \(L\) joining \(C\) to an arbitrary point \(S\) in \(PQ^{13}\). This line generically hits the quadratic at a point \(R\) and the line \(M\) joining \(R\) to the singular point \(B\) (which lies in the quadratic) generically hits the cubic at a point \(X\), which is a solution of \[1\]. Varying the position of the point \(S\) generates all solutions, so \(S \in PQ^{13}\) parameterizes the space of solutions.

Before delving into the nitty-gritty of the parameterization, a couple of remarks are in order. One is that we must, at some point, deal with the non-generic cases. In the construction of solutions to the quadratic, we may find that the line \(L\) either lies entirely in the quadratic, or is tangent to it at \(C\), meaning no further solution is obtained. The same situation may arise for the line \(M\). As we will see, they do not cause any serious headaches. The other remark is that our parameterization of the general solution via points \(S \in PQ^{13}\) is clearly redundant. For example, many points \(S\) will specify the same line \(L\). As we shall discuss, these redundancies could easily be removed, but would result in uglier formulæ.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig1.png}
\caption{Sketch of the geometric construction. \(S\) is any point in the space \(PQ^{13}\) defined by the linear anomaly cancellation equations, \(C\) is any point in \(PQ^{13}\) satisfying the quadratic equation and \(B\) is the double point of both the quadratic and the cubic equation. \(L\) is the line \(CS\), which generically intersects the quadratic at \(R\). \(M\) is the line \(BR\) which lies in the quadratic and generically intersects the cubic at \(X\), yielding a solution to all anomaly cancellation equations.}
\end{figure}

**NITTY-GRITTY OF THE SOLUTION**

Given 3 points \(P, P', P''\) in \(PQ^{17}\) whose homogeneous co-ordinates are \((Q_i, U_i, D_i, L_i, N_i, E_i)\), \((Q'_i, U'_i, D'_i, L'_i, E'_i, N'_i)\), and \((Q''_i, U''_i, D''_i, L''_i, E''_i, N''_i)\),
respectively, it will be useful to define
\[
q(P, P') := \sum_{i=1}^{3} (Q_i Q_i' - 2U_i U_i' + D_i D_i') - L_i L_i' + E_i E_i'),
\]
and
\[
c(P, P', P'') := \sum_{i=1}^{3} (6Q_i Q_i'' + 3U_i U_i'' + 3D_i D_i'' D_i'') + 2L_i L_i'' + E_i E_i'' + N_i N_i' N_i'').
\]
Now, to find the point \(R\), we take a general point on the line \(SC\), parameterized using homogeneous coordinates as \(L = \alpha C + \beta S\), where \(\alpha, \beta \in \mathbb{Q}\), and substitute into \(\mathbf{(10)}\), yielding
\[
\beta(2q(C, S)\alpha + q(S, S)\beta) = 0.
\]
Cancelling the factor of \(\beta\) (which appears because the point \(C\) is a solution) the general solution to this equation is
\[
R = q(S, S)C - 2q(C, S)S + \delta_{q(S, S), 0}\delta_{q(C, S), 0}(\alpha C + bS),
\]
where the Kronecker deltas (defined as \(\delta_{x, y} = 1\) if \(x = y\) and \(\delta_{x, y} = 0\) if \(x \neq y\)) encode the cases where the line lies entirely within the quadratic, with \(a, b \in \mathbb{Q}\) being arbitrary parameters.

To find the point \(X\), we repeat the procedure, substituting the parameterization \(M = \epsilon R + \gamma B\), where \(\epsilon, \gamma \in \mathbb{Q}\), into the cubic \(\mathbf{(11)}\), yielding
\[
e^2(3c(B, R, R)\gamma + c(R, R, R)\epsilon) = 0.
\]
Cancelling the factor of \(e^2\) (which reflects the fact that \(B\) is a double point of the cubic) yields
\[
X = c(R, R, R)B - 3c(B, R, R)R + \delta_{c(B, R, R), 0}\delta_{c(R, R, R), 0}(rB + tR),
\]
with \(r, t \in \mathbb{Q}\) being arbitrary parameters.

Denoting by \(S_Q\) the value of \(Q_i\), et c., at the point \(S\); the restriction of \(S\) to the sub-space \(P^Q\) defined by the linear equations \(\mathbf{(1a-13)}\) can be achieved by fixing \(S_Q\), \(S_{U_3}, S_{L_3}\) and \(S_{E_3}\) by the relations
\[
S_{Q_3} = \frac{1}{2} \left[ -2S_{Q_1} - 2S_{Q_2} + \sum_{i=1}^{3} (S_{D_i} + S_{N_i}) \right],
\]
\[
S_{U_3} = - \left[ S_{U_1} + S_{U_2} + \sum_{i=1}^{3} (2S_{D_i} + S_{N_i}) \right],
\]
\[
S_{L_3} = - \frac{1}{2} \left[ 2S_{L_1} + 2S_{L_2} + \sum_{i=1}^{3} (2S_{D_i} + 2S_{N_i}) \right],
\]
\[
S_{E_3} = - S_{E_1} - S_{E_2} + \sum_{i=1}^{3} (3S_{D_i} + 2S_{N_i}).
\]
Our solution is then given in terms of the 18 parameters \(\mathbf{(12)}\)
\[
S_{Q_1}, S_{Q_2}, S_{U_1}, S_{U_2}, S_{D_1}, S_{D_2}, S_{D_3}, S_{L_1}, S_{L_2}, S_{E_1}, S_{E_2}, S_{N_1}, S_{N_2}, S_{N_3}, a, b, r, t \in \mathbb{Q},
\]
where the algebraic parameterization of the solution is as in \(\mathbf{4}\) and \(R\) is defined in \(\mathbf{4}\). All that remains to write the parameterization explicitly is to substitute the charges of \(B\) and \(C\) from Table \(\mathbf{1}\) The rational solution \(X\) is then given by
\[
Q_1 = \Gamma - \Sigma + \Lambda S_{Q_1},
\]
\[
Q_2 = \Gamma + \Lambda S_{Q_2},
\]
\[
Q_3 = \Gamma + \Sigma + \Lambda S_{Q_3},
\]
\[
U_1 = -\Gamma - \Sigma + \Lambda S_{U_1},
\]
\[
U_2 = -\Gamma + \Lambda S_{U_2},
\]
\[
U_3 = -S_{E_1} - S_{E_2} + \sum_{i=1}^{3} (3S_{D_i} + 2S_{N_i}).
\]
\[
L_1 = -3\Gamma + \Sigma + \Lambda S_{L_1},
\]
\[
L_2 = -3\Gamma + \Lambda S_{L_2},
\]
\[
L_3 = -3\Gamma + \Sigma + \Lambda S_{L_3},
\]
\[
E_1 = 3\Gamma - \Sigma + \Lambda S_{E_1},
\]
\[
E_2 = 3\Gamma + \Lambda S_{E_2},
\]
\[
E_3 = 3\Gamma + \Sigma + \Lambda S_{E_3},
\]
\[
N_1 = 3\Gamma + \Lambda S_{N_1},
\]
\[
N_2 = 3\Gamma + \Lambda S_{N_2},
\]
\[
N_3 = 3\Gamma + \Lambda S_{N_3},
\]
where

\[
\Gamma = c(R, R, R) + r\delta_c(B, R, R)\alpha\delta_c(R, R, R),
\]

\[
\Sigma = (-3c(B, R, R) + t\delta_c(B, R, R)\alpha\delta_c(R, R, R),
\]

\[
(q(S, S) + a\delta_q(S, S)\alpha\delta_q(C, S), 0),
\]

\[
\Lambda = (-3c(B, R, R) + t\delta_c(B, R, R)\alpha\delta_c(R, R, R),
\]

\[
(-2q(C, S) + b\delta_q(S, S)\alpha\delta_q(C, S), 0).
\]

(11)

This solution is provided in the ancillary directory of the arXiv preprint of this paper in the form of a Mathematica notebook.

One way to check that the above parameterization captures all solutions is to show that it can be inverted, in the following way. For a known solution \(T\) an inverse is a set of the 18 parameters \(\mathcal{P}\) which return \(T\) when substituted into (10). One choice of parameters which achieves this is \(S = T\) and, \(a = 0, b = 1, r = 0\) and \(t = 1\) (a, \(b, r\) and \(t\) are only needed when \(T\) corresponds to one of the exceptional cases). This inverse has been successfully checked on the 21,549,920 solutions obtained by a scan in \(\mathbb{R}\), which includes all integral solutions (up to permutations) with a maximum absolute charge up to 10.

**CLOSING REMARKS**

Our general solution \(\mathcal{P}\) to Eqs. (1a) exploits the presence of a singular point, namely the one corresponding to baryon minus lepton number, which is unique (up to the addition of a multiple of the hypercharge) in that it is a double point of both the quadratic \(\mathcal{L}\) and the cubic \(\mathcal{H}\). As such, one cannot expect the method to be of general applicability in studying anomaly cancellation in gauge theories. But it nevertheless generalizes to some situations that may be of phenomenological interest. A first generalization is to consider an arbitrary number \(n\) of right-handed neutrinos (RHN). Here, it turns out that our method can be applied provided that \(n\) is odd and \(n \neq 1\), with the charges of the extra neutrinos at the required singular point being given by \(N_{2i} = +3, N_{2i+1} = -3\), for \(i \geq 2\). It also generalizes to an odd number of SM families with an odd number of RHN equal to or exceeding the number of families, though this is probably of lesser phenomenological interest.

Other cases require other methods, but are not without hope. In Ref. [12], for example, a related but different method was used (following Refs. [14, 15]) to find a complete solution of the 1 SM family case (with an arbitrary number of RHN) along with a number of existence results for 3 families with a variety of numbers of RHN.

Our solution generalizes to real charges, corresponding to the case where the gauge group is not compact. The only change in our solution method would be changing rationals to reals everywhere, and as a consequence all parameters in \(\mathcal{P}\) should be taken as real. Unlike in the one-family SM with floating real hypercharges where anomaly cancellation enforces them to be commensurate, here solutions exist with non-commensurate charges, for example let every SM field’s charge be equal to its hypercharge and \(N_1 = \sqrt{3}, N_2 = 0, N_3 = -\sqrt{3}\).
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