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The charm semileptonic decays $D^+ \rightarrow \eta e^+\nu_e$ and $D^+ \rightarrow \eta' e^+\nu_e$ are studied with a sample of $e^+e^-$ collision data corresponding to an integrated luminosity of 2.93 fb$^{-1}$ collected at $\sqrt{s} = 3.773$ GeV with the BESIII detector. We measure the branching fractions for $D^+ \rightarrow \eta e^+\nu_e$ to be $(10.74 \pm 0.81 \pm 0.51) \times 10^{-4}$, and for $D^+ \rightarrow \eta' e^+\nu_e$ to be $(1.91 \pm 0.51 \pm 0.13) \times 10^{-4}$, where the uncertainties are statistical and systematic, respectively. In addition, we perform a measurement of the form factor in the decay $D^+ \rightarrow \eta e^+\nu_e$. All the results are consistent with those obtained by the CLEO-c experiment.

Keywords: BESIII, charm semileptonic decay, form factor

I. INTRODUCTION

Charm semileptonic (SL) decays involve both the c-quark weak decay and the strong interaction. In the Standard Model, the Cabibbo-Kobayashi-Maskawa (CKM) matrix [1] describes the mixing among the quark flavors in the weak decay. The strong interaction effects in the hadronic current are parameterized by a form factor, which is numerically calculable with Lattice Quantum Chromodynamics (LQCD). The differential decay rate for the charm SL decay $D^+ \rightarrow \eta e^+\nu_e$, neglecting the positron mass, is given by

$$\frac{d\Gamma(D^+ \rightarrow \eta e^+\nu_e)}{dq^2} = \frac{G_F^2 |V_{cd}|^2}{24\pi^3} |\vec{p}\eta|^3 |f_+(q^2)|^2,$$  \hspace{1cm} (1)

where $G_F$ is the Fermi constant, $V_{cd}$ is the relevant CKM matrix element, $\vec{p}\eta$ is the momentum of the $\eta$ meson in the $D^+$ rest frame, and $f_+(q^2)$ is the form factor parametrizing the strong interaction dynamics as a function of the squared four-momentum transfer $q^2$, which is the square of the invariant mass of the $e^+\nu_e$ pair. Precise measurements of the SL decay rates provide input to constrain the CKM matrix element $V_{cd}$ and to test the theoretical descriptions of the form factor. LQCD calculations of the form factor can be tested by comparing to the ones determined from the partial branching fraction (BF) measurements, once the CKM matrix element $V_{cd}$ is known.

Moreover, the mixing $\eta-\eta'$ or $\eta'-G$, where $G$ stands for a glueball, is of great theoretical interest, because it concerns many aspects of the underlying dynamics and hadronic structure of pseudoscalar mesons and glueballs [2]. The SL decay $D^+ \rightarrow \eta' e^+\nu_e$ can be used to study the $\eta-\eta'$ mixing in a much cleaner way than in hadronic processes due to the absence of final-state interactions for a glueball, is of great theoretical interest, because it concerns many aspects of the underlying dynamics and hadronic structure of pseudoscalar mesons and glueballs [2].

Based on a data sample with an integrated luminosity of 818 pb$^{-1}$ collected at $\sqrt{s} = 3.77$ GeV, the CLEO collaboration measured the BF for $D^+ \rightarrow \eta e^+\nu_e$ and $D^+ \rightarrow \eta' e^+\nu_e$ to be $B_{\eta e^+\nu_e} = (11.4 \pm 0.9 \pm 0.4) \times 10^{-4}$ and $B_{\eta' e^+\nu_e} = (2.16 \pm 0.53 \pm 0.07) \times 10^{-4}$ [4], respectively. In this paper, we present new measurements of these BFs, using $D\bar{D}$ meson pairs produced near threshold at $\sqrt{s} = 3.773$ GeV with an integrated luminosity of $2.93$ fb$^{-1}$ [5] collected with the BESIII detector [6]. In addition, the modulus of the form factor $f_+(q^2)$ in $D^+ \rightarrow \eta e^+\nu_e$ is measured.

II. THE BESIII DETECTOR

The Beijing Spectrometer (BESIII) detects $e^+e^-$ collisions produced by the double-ring collider BEPCII. BESIII is a general-purpose detector [6] with 93% coverage of the full solid angle. From the interaction point (IP) to the outside, BESIII is equipped with a main drift chamber (MDC) consisting of 43 layers of drift cells, a time-of-flight (TOF) counter with double-layer scintillator in the barrel part and single-layer scintillator in the end-cap part, an electromagnetic calorimeter (EMC) composed of 6240 CsI(Tl) crystals, a superconducting solenoid magnet providing a magnetic field of 1.0 T along the beam direction, and a muon counter containing multi-layer resistive plate chambers installed in the steel flux-return yoke of the magnet. The MDC spatial resolution is about 135 μm and the momentum resolution is about 0.5% for a charged track with transverse momentum of 1 GeV/c. The energy resolution for electromagnetic showers in the EMC is 2.5% at 1 GeV. More details of the spectrometer can be found in Ref. [6].

III. MC SIMULATION

Monte Carlo (MC) simulation serves to estimate the detection efficiencies and to understand background components. High statistics MC samples are generated with a GEANT4-based [7] software package, which includes simulations of the geometry of the spectrometer and interactions of particles with the detector materials. KKMC is used to model the beam energy spread and the initial-state radiation (ISR) in the $e^+e^-$ annihilations [8]. The ‘inclusive’ MC samples consist of the production of $D\bar{D}$ pairs with consideration of quantum coherence for all neutral $D$ modes, the non-$D\bar{D}$ decays of $\psi(3770)$, the ISR production of low mass $\psi$ states, and continuum processes (quantum electrodynamics (QED) and $q\bar{q}$). Known decays recorded by the Particle Data Group (PDG) [9] are simulated with EVTGEN [10] and the unknown decays with LUNDCHARM [11]. The final-state radiation (FSR) of charged tracks is taken into account with the PHOTOS package [12]. The equivalent luminosity of the inclusive MC samples is about 10 times that of the data. The signal processes of $D^+ \rightarrow \eta(1440)e^+\nu_e$ are generated using the modified pole model of Ref. [13].
IV. DATA ANALYSIS

As the ψ(3770) is close to the D̅D threshold, the pair of D⁺D− mesons is produced nearly at rest without accompanying additional hadrons. Hence, it is straightforward to use the D-tagging method [14] to measure the absolute BFs, based on the following equation

\[ B_{\eta'\rightarrow e^+\nu_e} = \frac{n_{\eta'\rightarrow e^+\nu_e,\text{tag}} \cdot \epsilon_{\text{tag}}}{n_{\text{tag}}} \cdot \xi_{\eta'\rightarrow e^+\nu_e,\text{tag}}. \] (2)

Here, \( n_{\text{tag}} \) is the total yield of the single-tag (ST) D− mesons reconstructed with hadronic decay modes, while \( n_{\eta'\rightarrow e^+\nu_e,\text{tag}} \) is the number of the \( D^+ \rightarrow \eta'\nu_e \) signal events when the ST D− meson is detected. \( \epsilon_{\text{tag}} \) and \( \xi_{\eta'\rightarrow e^+\nu_e,\text{tag}} \) are the corresponding detection efficiencies. Note that in the context of this paper, charge conjugated modes are always implied.

A. Reconstruction of the hadronic tag modes

The \( D^- \) decay modes used for tagging are \( K^+\pi^-\pi^- \), \( K^+\pi^-\pi^0 \), \( K^0_S\pi^- \), \( K^0_S\pi^-\pi^0 \), \( K^0_S\pi^+\pi^-\pi^- \) and \( K^+K^-\pi^- \), where \( \pi^0 \to \gamma\gamma \), and \( K^0_S \to \pi^+\pi^- \). The sum of the BFs of these six decay modes is about 27.7%. \( D^- \) tag candidates are reconstructed from all possible combinations of final state particles, according to the following selection criteria.

Moments and impact parameters of charged tracks are measured by the MDC. Charged tracks are required to satisfy \( |\cos \theta| < 0.93 \), where \( \theta \) is the polar angle with respect to the beam axis, and have a closest approach to the interaction point (IP) within ±10 cm along the beam direction and within ±1 cm in the plane perpendicular to the beam axis. Particle identification (PID) is implemented by combining the information of specific energy loss (dE/dx) in the MDC and the time of flight measurements from the TOF into PID likelihoods for the different particle hypotheses. For a charged \( \pi(K) \) candidate, the likelihood of the \( \pi(K) \) hypothesis is required to be larger than that of the \( K(\pi) \) hypothesis.

Photons are reconstructed as energy deposition clusters in the EMC. The energies of photon candidates must be larger than 25 MeV for \( |\cos \theta| < 0.8 \) (barrel) and 50 MeV for \( 0.86 < |\cos \theta| < 0.92 \) (end cap). To suppress fake photons due to electronic noise or beam backgrounds, the shower time must be less than 700 ns from the event start time [15].

The \( \pi^0 \) candidates are selected from pairs of photons of which at least one is reconstructed in the barrel. The two photon invariant mass, \( M(\gamma\gamma) \), is required to lie in the range \( (0.115, 0.150) \) GeV/\( c^2 \). We further constrain the invariant mass of each photon pair to the nominal \( \pi^0 \) mass, and update the four-momentum of the candidate according to the fit results.

The \( K^0_S \) candidates are reconstructed via \( K^0_S \to \pi^+\pi^- \) using a vertex-constrained fit to all pairs of oppositely charged tracks, without PID requirements. The distance of closest approach of a charged track to the IP is required to be less than 20 cm along the beam direction, without requirement in the transverse plane. The \( \chi^2 \) of the vertex fit is required to be less than 100. The invariant mass of the \( \pi^+\pi^- \) pair is required to be within \( (0.487, 0.511) \) GeV/\( c^2 \), which corresponds to three times the experimental mass resolution.

Two variables, the beam-constrained mass, \( M_{BC} \), and the energy difference, \( \Delta E \), are used to identify the tagging signals, defined as follows

\[ M_{BC} = \sqrt{E_{beam}^2/c^4 - |\vec{p}_D|²/c^2}, \]

\[ \Delta E = E_D - E_{beam}. \]

Here, \( \vec{p}_D \) and \( E_D \) are the total momentum and energy of the \( D^- \) candidate in the rest frame of the initial \( e^+e^- \) system, and \( E_{beam} \) is the beam energy. Signals peak around the nominal \( D^- \) mass in \( M_{BC} \) and around zero in \( \Delta E \). Boundaries of \( \Delta E \) requirements are set at \(|\pm 3\sigma|\), except that those of modes containing a \( \pi^0 \) are set as \((|\pm 4\sigma|, +3\sigma)\) due to the asymmetric distributions. Here, \( \sigma \) is the standard deviation from the nominal value of \( \Delta E \). In each event, only the combination with the least \(|\Delta E|\) is kept per \( D^- \)-tagging mode.

| Modes          | \( \Delta E \) (GeV) | \( \epsilon_{\text{tag}} \) (%) | \( n_{\text{tag}} \) |
|----------------|----------------------|-------------------------------|-----------------|
| \( K^+\pi^-\pi^- \) | -0.023, 0.022       | 50.94 ± 0.03                 | 801 283 ± 949  |
| \( K^+\pi^-\pi^0 \) | -0.058, 0.032       | 25.40 ± 0.03                 | 246 770 ± 699  |
| \( K^0_S\pi^- \) | -0.023, 0.024       | 52.59 ± 0.09                 | 97 765 ± 328   |
| \( K^0_S\pi^-\pi^0 \) | -0.061, 0.037      | 28.07 ± 0.03                 | 217 816 ± 632  |
| \( K^0_S\pi^+\pi^- \) | -0.027, 0.025      | 32.28 ± 0.05                 | 126 236 ± 425  |
| \( K^+K^-\pi^- \) | -0.020, 0.019       | 40.08 ± 0.08                 | 69 869 ± 326   |

After applying the \( \Delta E \) requirements in Table I in all the ST modes, we plot their \( M_{BC} \) distributions in Fig. 1. Maximum likelihood fits to these \( M_{BC} \) distributions are performed, where in each mode the signals are modeled with the MC-simulated signal shape convolved with a smearing Gaussian function with free parameters, and the backgrounds are modeled with the ARGUS function [10]. The Gaussian functions are supposed to compensate for the resolution differences between data and MC simulations. Based on the fit results, ST yields of data are given in Table I in the \( M_{BC} \) mass range \([1.86, 1.88] \) GeV/\( c^2 \), along with their MC-determined detection efficiencies.

B. Reconstruction of SL signals

We look for the SL signal of \( D^+ \rightarrow \eta(\phi)\nu_e \) in the events when the ST \( D^- \) mesons are found to satisfy the
FIG. 1. Distributions of $M_{BC}$ for the six ST modes. Data are shown as points with error bars. The solid lines are the total fits to the data.
15% of the total resolution. The background shapes of different \( \eta^{(i)} \) decay modes are modeled with the distributions from backgrounds obtained from the inclusive MC sample. In total, we observe 373 ± 26 signal events for \( D^+ \rightarrow \eta e^+ \nu_e \) and 31.6 ± 8.4 for \( D^+ \rightarrow \eta^0 e^+ \nu_e \). The BF for \( D^+ \rightarrow \eta^{(i)} e^+ \nu_e \) is determined by using Eq. (2) according to the MC-determined efficiencies in Table II, which gives \( B_{\eta e^+ \nu_e} = (10.74 ± 0.81) \times 10^{-4} \), and \( B_{\eta^0 e^+ \nu_e} = (1.91 ± 0.51) \times 10^{-4} \).

The statistics of \( D^+ \rightarrow \eta e^+ \nu_e \) allows to determine \( f_+(q^2) \), as defined in Eq. (1). Hence, a fit is implemented to the partial BFs in the three \( q^2 \) bins used in Fig. 2. By introducing the life time \( \tau_{D^+} = (1040 ± 7) \times 10^{-15} \) s from PDG [9], we construct \( \chi^2 = \Delta \gamma^2 V^{-1} \Delta \gamma \), where \( \Delta \gamma = \Delta \Gamma_m - \Delta \Gamma_p \) is the vector of differences between the measured partial decay widths \( \Delta \Gamma_m \) and the expected partial widths \( \Delta \Gamma_p \) integrated over the different \( q^2 \) bins, and \( V \) is the total covariance matrix consisting of the statistical covariance matrix \( V_{\text{stat}} \) and the systematic covariance \( V_{\text{syst}} \). The statistical correlations among the different \( q^2 \) bins are negligible. We list the elements of the total covariance matrix \( V \) in Table III.

| Modes | \( D^+ \rightarrow \eta e^+ \nu_e \) | \( D^+ \rightarrow \eta^0 e^+ \nu_e \) |
|-------|-----------------|-----------------|
| Sub-decay modes | \( \gamma \gamma \) | \( \eta^0 \rightarrow \gamma \gamma \) |
| \( K^+ \pi^+ \pi^- \) | 23.58 ± 0.09 12.65 ± 0.07 | 8.50 ± 0.09 2.41 ± 0.05 11.68 ± 0.11 |
| \( K^+ \pi^+ \pi^- \pi^0 \) | 9.77 ± 0.07 4.75 ± 0.05 | 3.48 ± 0.06 0.82 ± 0.03 4.96 ± 0.07 |
| \( K^0_s \pi^- \) | 25.23 ± 0.09 13.45 ± 0.08 | 9.23 ± 0.09 2.29 ± 0.05 12.47 ± 0.11 |
| \( K^0_s \pi^- \pi^0 \) | 9.82 ± 0.07 5.40 ± 0.05 | 4.60 ± 0.07 0.83 ± 0.03 5.83 ± 0.08 |
| \( K^0_s \pi^+ \pi^- \pi^0 \) | 13.98 ± 0.08 6.24 ± 0.05 | 4.09 ± 0.06 0.82 ± 0.03 5.87 ± 0.08 |
| \( K^+ K^- \pi^- \) | 18.41 ± 0.09 9.93 ± 0.07 | 6.28 ± 0.08 1.52 ± 0.04 8.18 ± 0.09 |

where \( m_{\text{pole}} \) is fixed at the mass of \( D^{*+} \) and \( \alpha \) is a free parameter to be determined. The third is a general series parametrization with \( z \)-expansion, which is formulated as

\[
f_+(q^2) = \frac{1}{P(q^2)\phi(q^2, t_0)} \sum_{k=0}^{\infty} a_k(t_0)[z(q^2, t_0)]^k.
\]

Here, \( t_0 = t_+ (1 - \sqrt{1 - t_+/t_+}) \) with \( t_\pm = (m_{D^{*\pm}} + m_\eta)^2 \) and \( a_k(t_0) \) are real coefficients. The functions \( P(q^2) \), \( \phi(q^2, t_0) \) and \( z(q^2, t_0) \) are formulated following the definitions in Ref. [17]. In the fit, the series is truncated at \( k = 1 \).

Three separate fits to data are implemented, based on the three form-factor models. Their fit curves are plotted in Fig. 3. We determine the values of \( f_+(0)|V_{\text{cd}}| \) in all three scenarios, as listed in Table IV. We observe that the results of \( f_+(0)|V_{\text{cd}}| \) in the three fits are consistent and the fit qualities are good.

| TABLE II. SL signal detection efficiencies for the different different ST tag modes in percent. The errors are all statistical. |
|---|---|---|
| Modes | \( D^+ \rightarrow \eta e^+ \nu_e \) | \( D^+ \rightarrow \eta^0 e^+ \nu_e \) |
| Sub-decay modes | \( \pi^+ \pi^- \pi^0 \) | \( \pi^+ \pi^- \pi^0 \) | \( \gamma \rho^0 \) |
| \( K^+ \pi^+ \pi^- \) | 23.58 ± 0.09 12.65 ± 0.07 | 8.50 ± 0.09 2.41 ± 0.05 11.68 ± 0.11 |
| \( K^+ \pi^+ \pi^- \pi^0 \) | 9.77 ± 0.07 4.75 ± 0.05 | 3.48 ± 0.06 0.82 ± 0.03 4.96 ± 0.07 |
| \( K^0_s \pi^- \) | 25.23 ± 0.09 13.45 ± 0.08 | 9.23 ± 0.09 2.29 ± 0.05 12.47 ± 0.11 |
| \( K^0_s \pi^- \pi^0 \) | 9.82 ± 0.07 5.40 ± 0.05 | 4.60 ± 0.07 0.83 ± 0.03 5.83 ± 0.08 |
| \( K^0_s \pi^+ \pi^- \pi^0 \) | 13.98 ± 0.08 6.24 ± 0.05 | 4.09 ± 0.06 0.82 ± 0.03 5.87 ± 0.08 |
| \( K^+ K^- \pi^- \) | 18.41 ± 0.09 9.93 ± 0.07 | 6.28 ± 0.08 1.52 ± 0.04 8.18 ± 0.09 |

V. SYSTEMATIC UNCERTAINTIES

With the double-tag technique, the systematic uncertainties in detecting the ST \( D^- \) mesons in the BF measurements mostly cancel as shown in Eq. (2). For the SL signal side, the following sources of systematic uncertainties are studied, as summarized in Table V. All of these contributions are added in quadrature to obtain the total systematic uncertainties on the BFs.

The uncertainties of tracking and PID efficiencies for \( \pi^\pm \) are studied with control samples of \( D \bar{D} \) Cabibbo favored ST decays [18]. The uncertainties in \( \epsilon^\pm \) tracking and PID efficiencies are estimated with radiative Bhabha events, taking account of the different tracking and PID efficiencies in different \( \cos \theta \) and momentum distributions of \( \epsilon^\pm \).

The uncertainty due to the \( \pi^0 \) and \( \eta \) reconstruction efficiency is estimated with a control sample using \( D^0 \rightarrow K^- \pi^+ \pi^- \) selected without requiring the \( \pi^0 \) meson. The uncertainties associated with the \( \eta \) and \( \eta^0 \) invariant mass requirements are estimated by changing the requirement boundaries and taking the maximum variations of the resultant BFs as systematic uncertainties. The uncertainty due to the extra shower veto is studied with doubly tagged hadronic events, and is found to be negligible.
FIG. 2. Distributions of $U_{\text{miss}}$ for the different signal modes. Data are shown as points with error bars. The solid lines are the total fits and the dashed lines are the background contributions. Data for $D^+ \rightarrow \eta e^+ \nu_e$ are plotted in 3 bins of $0.0 < q^2 < 0.6$ GeV$^2/c^4$ (a, d), $0.6 < q^2 < 1.2$ GeV$^2/c^4$ (b, e) and $q^2 > 1.2$ GeV$^2/c^4$ (c, f).

TABLE IV. The fit results of the form-factor parameters. For simple pole and modified pole parameterizations, shape parameters denote $m_{\text{pole}}$ and $\alpha$, respectively. For the series parametrization, we provide results of $f_3(0)|V_{cd}|$, $r_1 = a_1/a_0$ (shape parameter). The correlation coefficients $\rho$ between fitting parameters and the reduced $\chi^2$ are given.

| Fit parameters                        | Simple pole     | Modified pole   | Series expansion |
|---------------------------------------|-----------------|-----------------|-----------------|
| $f_3(0)|V_{cd}| \times 10^{-2}$       | 8.15 $\pm$ 0.45 $\pm$ 0.18 | 8.24 $\pm$ 0.51 $\pm$ 0.22 | 7.86 $\pm$ 0.64 $\pm$ 0.21 |
| Shape parameter                       | 1.73 $\pm$ 0.17 $\pm$ 0.03 | 0.50 $\pm$ 0.54 $\pm$ 0.08 | -7.33 $\pm$ 1.69 $\pm$ 0.40 |
| $\rho$                                | 0.80            | -0.85           | 0.90            |
| $\chi^2/\text{ndf}$                    | $0.1/(3 - 2)$   | $0.3/(3 - 2)$   | $0.5/(3 - 2)$   |

The uncertainties of the radiative $\gamma$ selection in $\eta' \rightarrow \gamma \rho^0$ are studied using a control sample from $D^0 \bar{D}^0$ decays where the $D^0$ meson decays to $K_S^0 \eta'$, $\eta' \rightarrow \gamma \rho^0$ and the $\bar{D}^0$ decays to Cabibbo favored ST modes. We impose the same selection criteria on the radiative photon to the control sample, and the difference of signal survival rates between data and MC simulations is found to be 3.1%. The uncertainty due to the $\rho$ invariant mass requirement is also estimated with this control sample. The difference of signal survival rates between data and MC simulations is found to be 0.6%.

In the fit to the $U_{\text{miss}}$ distribution, the uncertainty due to the parametrization of the signal shape is estimated by introducing a Gaussian function to smear the MC-simulated signal shape and varying the parameters of the smearing Gaussian. The uncertainty due to the background modeling is estimated by changing the background model to a 3rd degree Chebychev polynomial. The uncertainty due to the fit range is estimated by repeating the fits in several different ranges. The uncer-
tainties of the input BFs and the limited MC statistics are also taken into account.

We also study the $\Delta E$ and $M_{BC}$ requirements by varying the ranges and compare the efficiency-corrected tag yields. The resultant maximum differences are taken as systematic uncertainties. The SL signal model for $D^+ \to \eta e^+\nu_e$ is simulated according to the form factor measured in this work and the variations within one standard deviation are studied. For $D^+ \to \eta' e^+\nu_e$, since there is no available form-factor data, we take the form factor of $D^+ \to \eta e^+\nu_e$ and evaluate the systematic uncertainty as we do for $D^+ \to \eta e^+\nu_e$.

Table V. Relative systematic uncertainties in the BF measurements (in %). The lower half of the table presents the common uncertainties among the different channels.

| Source | $D^+ \to \eta e^+\nu_e$ | $D^+ \to \eta' e^+\nu_e$ |
|--------|------------------------|--------------------------|
| $\pi^+$ tracking and PID | 2.8 | 4.1 |
| $\pi^0/\eta$ reconstruction | 2.0 | 2.2 |
| Input BF | 0.3 | 1.7 |
| $\rho$ mass window | 0.6 | 2.0 |
| Radiative $\gamma$ | 3.1 | 1.7 |
| $\eta'$ mass window | 1.8 | 1.6 |
| $e^+$ tracking and PID | 1.1 | 3.7 |
| $\eta$ mass window | 2.4 | 2.4 |
| $U_{miss}$ fit | 2.1 | 1.0 |
| $\Delta E/M_{BC}$ window | 0.9 | 0.9 |
| MC statistics | 0.2 | 0.5 |
| SL signal model | 0.9 | 0.9 |
| Total | 4.7 | 6.9 |

Systematic uncertainties of the partial decay widths of $D^+ \to \eta e^+\nu_e$ to calculate $V_{\text{syst}}$, are studied following the same procedure mentioned above. For most of the common systematics, we quote the values from the total BF measurements in Table V. For charged pion tracking and PID, we evaluate the uncertainty averaged over the two $\eta$ decay modes according to their relative yields. For $e^+$ tracking and PID, we reweight the systematic uncertainties in each $q^2$ bin. All these items are summarized in Table VI. For the systematics of $\eta$ mass window and fitting procedure, we re-fit the $U_{miss}$ distribution after varying the $\eta$ mass window and changing fitting region and compare the refitting results of the form factors. The maximum deviations from the nominal results are calculated to be $1.3\%$ and $0.4\%$ for the $f_+(0)\{|V_{cd}|^2$ and shape parameter and are considered as systematic uncertainties. The sum of the systematic uncertainties is given in Table IV.

| Source | $q^2$ (GeV$^2$/c$^4$) |
|--------|----------------------|
| $e^+$ tracking and PID | 1.4 |
| $\pi^0$ tracking and PID | 1.7 |
| $\pi^0/\eta$ reconstruction | 2.0 |
| $\Delta E/M_{BC}$ window | 0.9 |
| MC statistics | 0.2 |
| SL signal model | 0.9 |
| Input BF | 0.3 |
| $D^+$ lifetime | 0.7 |
| Total | 3.3 |

Table VI. Relative systematic uncertainties (in %) of the measured partial decay widths of $D^+ \to \eta e^+\nu_e$ used to obtain $V_{\text{syst}}$. $D^+ \to \eta' e^+\nu_e$ to be $B_{\eta' e^+\nu_e} = (1.91 \pm 0.51 \pm 0.13) \times 10^{-4}$, where the first and second uncertainties are statistical and systematic, respectively, and $D^+ \to \eta e^+\nu_e$ based on three form-factor models, whose results are given in Table IV. This helps to calibrate the form-factor calculation in LQCD. All these results are consistent with the previous measurements from CLEO-c [4]. Our precision is only slightly better than CLEO-c’s, because our limitations on PID and low-momentum tracking efficiency hinder to adopt CLEO-c’s generic $D$-tagging method [4]. We average the results of $B_{\eta e^+\nu_e}$ and $B_{\eta' e^+\nu_e}$ in the two experiments to be $(11.04 \pm 0.60 \pm 0.33) \times 10^{-4}$ and $(2.04 \pm 0.37 \pm 0.08) \times 10^{-4}$, respectively. Using the input value recommended by Ref. [2], the $\eta - \eta'$ mixing angle $\phi_P$ is determined to be $\left(40 \pm 3 \pm 3\right)^\circ$, where the first uncertainty is experimental and the second theoretical, in agreement with the results obtained by Ref. [2]. However, the current precision for $D^+ \to \eta' e^+\nu_e$ is not enough to provide meaningful constraints on the $\eta - \eta'$ mixing parameters.
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