STRICHARTZ ESTIMATES FOR KLEIN-GORDON EQUATIONS
WITH MOVING POTENTIALS

GONG CHEN AND JACEK JENDREJ

ABSTRACT. We study linear Klein-Gordon equations with moving potentials motivated by the
stability analysis of traveling waves and multi-solitons. In this paper, Strichartz estimates, local
ergy decay and the scattering theory for these models are established. The results and estimates
obtained in this paper will be used to study the interaction of solitons and the stability of multi-
solitons of nonlinear Klein-Gordon equations.
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1. Introduction

We consider linear Klein–Gordon equations with a finite number of moving potentials,
\[ \partial_t^2 u = \Delta u - u - \sum_{j=1}^J (V_j(t)) \beta_j(t) \cdot (\cdot - y_j(t))u + F, \] (1.1)
see (1.11) for the detailed setting. These models are motivated by the study of the stability analysis
of traveling waves, and multi-solitons which which are referred to superpositions of a finite number
of Lorentz-transformed solitons, moving with distinct speeds. In the energy space. In this paper, we
establish local energy decay estimate and Strichartz estimates for these models. In our forthcoming
work, Chen-Jendrej [13], these estimates will be used to study nonlinear multi-soliton problems.

1.1. Motivation. Consider the nonlinear Klein-Gordon equation
\[ \partial_t^2 \psi - \Delta \psi + \psi - \psi^p = 0, \quad (t, x) \in \mathbb{R}^{1+d}. \] (1.2)
Eliminating the time dependence, one can find stationary solutions to the equation above which solve
\[ -\Delta Q + Q - Q^p = 0 \] (1.3)
and decay exponentially. In particular, there exists a unique radial positive ground state with the
least energy
\[ E(Q) := \int_{\mathbb{R}^d} \frac{\lvert \nabla Q \rvert^2 + Q^2}{2} - \frac{Q^{p+1}}{p+1} \, dx \]
among all non-zero solutions to the elliptic problem (1.3). We refer to Nakanishi-Schlag [26, 27, 29] for more details.

The nonlinear Klein-Gordon equation (1.2) is a wave type equation, so one indispensable tool to study it is the Lorentz boost. Let \( \beta \in \mathbb{R}^d, \ |\beta| < 1 \), be a velocity vector. For a function \( \phi : \mathbb{R}^d \to \mathbb{R}^d \), the Lorentz boost of \( \phi \) with respect to \( \beta \) is given by

\[
\phi_\beta(x) := \phi(\Lambda_\beta x), \quad \Lambda_\beta x := x + (\gamma - 1)(\beta \cdot x)\beta |\beta|^{-2}, \quad \gamma := \frac{1}{\sqrt{1 - |\beta|^2}}.
\]

With these notations, the Lorentz transformation is given by

\[
(t', x') = (\gamma(t - \beta \cdot x), \Lambda_\beta x - \gamma \beta t) = (\gamma(t - \beta \cdot x), \Lambda_\beta (x - \beta t)).
\]

It is crucial that for each \( \beta \in \mathbb{R}^d, |\beta| \in [0, 1) \), if \( u \) is a solution of (1.2) then \( u_\beta (x - \beta t) \) is also a solution.

Applying Lorentz transforms and the translational symmetry, we can obtain a family of traveling waves \( Q_\beta (x - \beta t + x_0) \) to (1.2) from the stationary solution \( Q \). Using these traveling waves as building blocks, one can construct a pure multi-soliton to (1.2) in the following sense:

\[
\psi \to \sum_{j=1}^{J} \sigma_j Q_{\beta_j}(x - \beta_j t + y_j) \quad \text{as} \quad t \to \infty, \quad \sigma_j \in \{\pm 1\}, \quad (1.4)
\]

see Côte-Muñoz [15]. Similar pure multi-soliton can be constructed using other type of stationary solutions to (1.3), see Bellazzini-Ghimenti-Le Coz [6] and Côte-Martel [14]. To understand the long-time dynamics and soliton resolution of (1.2), two crucial problems are to study the asymptotic stability of the multi-soliton structure

\[
R(t, x) = \sum_{j=1}^{J} \sigma_j Q_{\beta_j}(x - \beta_j t + y_j) \quad (1.5)
\]

and to give a classification of pure multi-solitons, i.e., solutions satisfying (1.4). The fundamental tool to analyze the these problems is Strichartz estimates for the underlining linear models.

Roughly speaking, Strichartz estimates are dispersive and smoothing phenomena on the \( L^p_t \) space scale of linear dispersive flows. Such linear estimates are of crucial importance in the analysis of nonlinear problems. On short time scales, dispersive bounds are a useful stepping stone toward a nonlinear local existence theory, and on long time scales they enable analysis of asymptotic properties and scattering behavior, see for example Muscalu-Schlag [25] and Tao [34]. Also see Keel-Tao [19] for more details on the subject background and the historical development.

Focusing on the stability analysis, starting from the one-soliton setting, superficially, we linearize the equation (1.2) around \( Q_\beta (x - \beta t) \) with the decomposition \( \psi = u + Q_\beta (x - \beta t) \) and obtain the equation for the error term

\[
\partial_t^2 u = \Delta u - u - V_\beta(\cdot - \beta t)u + F(u, Q_\beta) \quad (1.6)
\]

where \( V = pQ_\beta^{p-1} \) and \( F \) denotes higher order nonlinear terms in \( u \). Due the symmetries of the equation, the linearized operator above naturally has some zero modes. To analyze the asymptotic behavior of \( u \), we have to make the error term \( u \) satisfy some orthogonality conditions. Then one has to invoke the modulation method and make the Lorentz parameter \( \beta \) and an additional shift time-dependent. Therefore, the underlining model is given by

\[
\partial_t^2 u = \Delta u - V_{\beta(t)}(\cdot - y(t))u + F. \quad (1.7)
\]
Now the parameters \( \dot{y}(t) - \beta(t) \) and \( \dot{\beta}(t) \) satisfy the modulation equations which are quadratic in terms of \( h \). We refer to Nakanishi-Schlag \[29\] for the radial case and \[26\] for the non-radial setting for the asymptotic stability and the dynamics around \( Q \).

To study the multi-soliton solutions given by \( (1.5) \), we need to analyze the multi-potential version of \( (1.7) \) above. To formulate our problem, we start with the assumptions on potentials and trajectories.

**Assumption on potentials.** Let \( V_j \) be a smooth exponentially decaying potential for \( j \in \{1, 2, \ldots, J\} \), such that
\[
L_j := -\Delta + V_j + 1
\]
has \( K_j \) strictly negative eigenvalues \(-\nu_{j,k}^2\) with \( \nu_{j,k} > 0 \) (for \( k = 1, \ldots, K_j \)) and \( M_j = \dim \ker L_j \).

Let \( (\phi_{j,k})_{k=1, \ldots, K_j} \) and \((\phi_{j,m}^0)_{m=1, \ldots, M_j}\) be orthonormal (in \( L^2 \)) families such that
\[
L_j \phi_{j,k} = -\nu_{j,k}^2 \phi_{j,k}, \quad L_j \phi_{j,m}^0 = 0.
\]

We also assume that \( L_j \) has no resonances at \( 1 \). In particular, the potential coming from the linearization around the ground state \( Q \) given by \( (1.3) \) satisfies the assumption above with \( K_j = 1 \) and \( M_j = d \).

**Assumption on trajectories.** Let \( y_j(t) \) be positions of the potentials. Denote \( \beta_j(t) \) the Lorentz factor for the potential \( V_j \). We write \( \beta(t) = (\beta_1(t), \ldots, \beta_J(t)) \in \mathbb{R}^J \), \( y(t) = (y_1(t), \ldots, y_J(t)) \in \mathbb{R}^J \). Motivated by the modulation equations from the stability analysis, we impose that \( y_j(0) = y_j, \beta_j(0) = \beta_j \) with \( |\beta_j| < 1, \beta_j \neq k \) for \( k \neq j \) and
\[
\|\beta_j'(t)\|_{L^1_t \cap L^\infty_x} + \|y_j'(t) - \beta_j(t)\|_{L^1_t \cap L^\infty_x} \lesssim \delta \ll 1.
\]

In the application of the nonlinear analysis of multi-soliton solutions, these conditions are consistent with the modulation equations which are quadratic in terms of radiation terms and the view of the endpoint Strichartz estimate.

The main focus of this paper is the following linear Klein-Gordon equation
\[
\partial_t^2 u = \Delta u - u - \sum_{j=1}^J (V_j)_{\beta_j(t)}(\cdot - y_j(t))u + F
\]
under assumptions \( (1.10) \). Note that the Lorentz transformation is applied to the potentials \( V_j \), according to their the Lorentz factors \( \beta_j(t) \). \[3\]

The time-dependent potential in the homogeneous part of equation \( (1.11) \) is a generalized version of the charge transfer Hamiltonian where the trajectories of potentials are straight lines, see for example Rodnianski-Schlag-Soffer \[30\] and Chen \[8\].

1.2. **Basic setting and main results.** In this subsection, we introduce the basic settings, functional spaces and present main results of our paper.

---

1In Nakanishi-Schlag \[26\], a Lorentz transform is applied from the beginning so that the stability analysis is reduced to the case that \( \beta(0) = 0 \).

2Recall that \( \psi \) is a resonance of \( L_j \) at 1 if it is a distributional solution of the equation \( L_j \psi = \psi \) which belongs to the space \( L^2_\sigma(\mathbb{R}^n) := \{ f : \langle x \rangle^{-\sigma} f \in L^2_x \} \) for any \( \sigma > \frac{1}{2} \), but not for \( \sigma = \frac{1}{2} \).

3It is possible to allow slow rotations applied to potentials. Since we will not apply this in the nonlinear problem, we do not pursue this point in this paper.
1.2.1. **Exponential dichotomy.** Now we introduce notations and recall exponential dichotomy for the Klein-Gordon equation from Chen-Jendrej [11]. For an alternative approach, we refer to Metcalfe-Sterbenz-Tataru [24].

Consider the homogeneous version of our main equation (1.11)

\[
\partial_t^2 u = \Delta u - u - \sum_{j=1}^{J} (V_j)_{\beta_j(t)} (\cdot - y_j(t)) u. \tag{1.12}
\]

First of all, we can write the equation above as a dynamical system. Denoting

\[
\mathbf{u}(t) = \left( \begin{array}{c} u \\ u_t \end{array} \right),
\]

we can write

\[
\partial_t \mathbf{u}(t) = \mathcal{J} H(t) \mathbf{u}(t), \tag{1.13}
\]

where

\[
\mathcal{J} := \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right), \quad H(t) := \left( \begin{array}{cc} -\Delta + 1 + \sum_{j=1}^{J} (V_j)_{\beta_j(t)} (\cdot - y_j(t)) & 0 \\ 0 & 1 \end{array} \right).
\]

Denote the evolution operator of the above system as \( T(t,s) \). It introduces a continuous forward dynamical system in \( \mathcal{H} = H^1 \times L^2 \). For a general element in \( \mathbf{v} \in \mathcal{H} \), \( \mathbf{v}_1 \) denotes the first row and \( \mathbf{v}_2 \) denotes the second row of \( \mathbf{v} \) respectively.

From the spectral assumptions on each potential, (1.9), following Côte-Martel [14], Côte-Martel [15, Lemma 1] and Chen-Jendrej [11], we now give explicit formulas for the stable, unstable and (iterated) null components of the flow. First of all, we define

\[
\begin{align*}
Y^-_{j,k,\beta}(x) &:= e^{\gamma \nu_{j,k} \beta} (\phi_{j,k}, -\gamma \beta \cdot \nabla \phi_{j,k} - \gamma \nu_{j,k} \phi_{j,k}) \beta(x), \tag{1.14} \\
Y^+_{j,k,\beta}(x) &:= e^{-\gamma \nu_{j,k} \beta} (\phi_{j,k}, -\gamma \beta \cdot \nabla \phi_{j,k} + \gamma \nu_{j,k} \phi_{j,k}) \beta(x), \tag{1.15} \\
Y^0_{j,m,\beta}(x) &:= (\phi^0_{j,m}, -\gamma \beta \cdot \nabla \phi^0_{j,m}) \beta(x), \tag{1.16} \\
Y^1_{j,m,\beta}(x) &:= (\gamma (\beta \cdot x) \phi^0_{j,m}, \gamma \phi^0_{j,m} + \gamma (\beta \cdot x) (\beta \cdot \nabla \phi^0_{j,m}) \beta(x), \tag{1.17} \\
\alpha^-_{j,k,\beta}(x) &:= \mathcal{J} Y^-_{j,k,\beta}(x) = e^{-\gamma \nu_{j,k} \beta} (-\gamma \beta \cdot \nabla \phi_{j,k} + \gamma \nu_{j,k} \phi_{j,k}, -\phi_{j,k}) \beta(x), \tag{1.18} \\
\alpha^+_{j,k,\beta}(x) &:= \mathcal{J} Y^+_{j,k,\beta}(x) = e^{\gamma \nu_{j,k} \beta} (-\gamma \beta \cdot \nabla \phi_{j,k} - \gamma \nu_{j,k} \phi_{j,k}, -\phi_{j,k}) \beta(x), \tag{1.19} \\
\alpha^0_{j,m,\beta}(x) &:= \mathcal{J} Y^0_{j,m,\beta}(x) = (-\gamma \beta \cdot \nabla \phi^0_{j,m}, -\phi^0_{j,m}) \beta(x), \tag{1.20} \\
\alpha^1_{j,m,\beta}(x) &:= \mathcal{J} Y^1_{j,m,\beta}(x) = (\gamma (\beta \cdot x) \phi^0_{j,m}, \beta \cdot x) \phi^0_{j,m}) \beta(x). \tag{1.21}
\end{align*}
\]

Then we have the following important modes for the moving-potential problem (1.13) above:

\[
\begin{align*}
Y^-_{j,k}(t) &:= Y^-_{j,k,\beta_j(t)} (\cdot - y_j(t)), \\
Y^+_{j,k}(t) &:= Y^+_{j,k,\beta_j(t)} (\cdot - y_j(t)), \\
Y^0_{j,m}(t) &:= Y^0_{j,m,\beta_j(t)} (\cdot - y_j(t)), \\
Y^1_{j,m}(t) &:= Y^1_{j,m,\beta_j(t)} (\cdot - y_j(t)), \\
\alpha^-_{j,k}(t) &:= \alpha^-_{j,k,\beta_j(t)} (\cdot - y_j(t)), \\
\alpha^+_{j,k}(t) &:= \alpha^+_{j,k,\beta_j(t)} (\cdot - y_j(t)), \\
\alpha^0_{j,m}(t) &:= \alpha^0_{j,m,\beta_j(t)} (\cdot - y_j(t)), \\
\alpha^1_{j,m}(t) &:= \alpha^1_{j,m,\beta_j(t)} (\cdot - y_j(t)),
\end{align*}
\]

where \( k \in \{1, \ldots, K_j\} \) and \( m \in \{1, \ldots, M_j\} \).
In Chen-Jendrej [11], we gave a sufficient condition for the existence of an exponential dichotomy for a general linear dynamical system (not necessarily invertible) in a Banach space. In particular, our analysis applied to the Klein–Gordon equation with a finite number of potentials whose centers move at sublight speeds with small accelerations. We obtain the stable, unstable and centre spaces of the linear flow \([1.13]\). Morally, this dichotomy plays the role of the spectral decomposition in the standard case with a stationary potential via the spectral theory. We now recall the main result from Chen-Jendrej [11] applied to our current setting.

**Proposition 1.1.** Let \(\max_j |\beta_j(t)| \leq v < 1\), \(\nu_c := \min\{\nu_{j,k}\}\) and \(K := \sum_{j=1}^J K_j\). Under the assumptions on the trajectories (1.10), suppose there exists \(\eta > 0\) such that for \(t\) large enough,

\[
|y_j(t) - y_l(t)| \geq \frac{1}{\eta} \quad \text{for all } j \neq l.
\]

Consider the semigroup generated \(T(\tau, t)\) associated with the linear flow in \(\mathcal{H} := H^1 \times L^2\). Then there exist a subspace \(X_u(t)\) of dimension \(K\), a subspace \(X_{cs}(t)\) of codimension \(K\), a subspace \(X_s(t)\) of dimension \(K\) and a subspace \(X_c(t)\) such that \(X_s(t) \oplus X_c(t) = X_{cs}(t)\), \(X_{cs}(t) \oplus X_u(t) = \mathcal{H}\) and the followings are true:

1. If \(h_t \in X_s(t)\) then \(\limsup_{\tau \to \infty} \frac{1}{\tau-t} \log \|T(\tau, t) h_t\|_{\mathcal{H}} \leq -\nu_c \sqrt{1 - v^2}\).
2. If \(h_t \in X_c(t)\) and \(h_t \neq 0\), then \(\lim_{\tau \to \infty} \frac{1}{\tau-t} \log \|T(\tau, t) h_t\|_{\mathcal{H}} = 0\).
3. If \(h_t \in X_u(t)\) and \(h_t \neq 0\), then \(\liminf_{\tau \to \infty} \frac{1}{\tau-t} \log \|T(\tau, t) h_t\|_{\mathcal{H}} \geq \nu_c \sqrt{1 - v^2}\).

Moreover, there exist projections \(\pi_{cs}(t) : \mathcal{H} \to X_{cs}(t)\) and \(\pi_u(t) : \mathcal{H} \to X_u(t)\) such that

1. these projections commute with the flow

\[
T(\tau, t) \circ \pi_{cs}(t) = \pi_{cs}(\tau) \circ T(\tau, t)
\]

and

\[
T(\tau, t) \circ \pi_u(t) = \pi_u(\tau) \circ T(\tau, t),
\]

2. there exists a constant \(C\) such that

\[
\|\pi_{cs}(t)\|_{\mathcal{L}(\mathcal{H})} + \|\pi_u(t)\|_{\mathcal{L}(\mathcal{H})} \leq C.
\]

One can also find projections \(\pi_s(t) : \mathcal{H} \to X_s(t)\), \(\pi_c(t) : \mathcal{H} \to X_c(t)\) such that

\[
T(\tau, t) \circ \pi_s(t) = \pi_s(\tau) \circ T(\tau, t), \quad \|\pi_s(t)\|_{\mathcal{L}(\mathcal{H})} \leq C
\]

and

\[
T(\tau, t) \circ \pi_c(t) = \pi_c(\tau) \circ T(\tau, t), \quad \|\pi_c(t)\|_{\mathcal{L}(\mathcal{H})} \leq C.
\]

**Definition 1.2.** We will call \(X_s(t)\) the unstable space, \(X_{cs}(t)\) the centre-stable space, \(X_s(t)\) the stable space and \(X_c(t)\) the centre space.

To obtain dispersive estimates, naturally, one has to restrict flows onto the centre-stable space. In this subspace, one needs to further remove null components to avoid the polynomial growth.

**Definition 1.3.** We define the projection \(\pi_0(t)\) as the the projection onto the subspace spanned by \(\mathcal{Y}^0_{j,m}(t)\) and \(\mathcal{Y}^1_{j,m}(t)\). We also define \(\pi_{\pm}(t)\) as projections onto the spans of \(\mathcal{Y}^\pm_{j,m}(t)\) respectively.

In this paper, we consider solutions such that

\[
\pi_0(t) \mathbf{u}(t) = 0, \quad \forall t \in \mathbb{R}.
\]

In other words,

\[
\langle \alpha^0_{j,m}(t), \mathbf{u}(t) \rangle = \langle \alpha^1_{j,m}(t), \mathbf{u}(t) \rangle = 0, \quad \forall j, m.
\]

In the practical nonlinear application, this condition is always achieved by the modulation techniques.
1.2.2. Functional spaces. Next, we define important functional spaces in our analysis. Setting
\[ \mathcal{D} := \sqrt{1 - \Delta}, \]  
(1.23)
firstly we define the space
\[ \mathcal{D}^2 \mathcal{L}^2_x := \left\{ g : g = \mathcal{D}^2 f, \text{ for some } f \in \mathcal{L}^2_x \right\}. \]  
(1.24)
Given \( g \in \mathcal{D}^2 \mathcal{L}^2_x \) with \( g = \mathcal{D}^2 f \), then norm of it given by
\[ \|g\|_{\mathcal{D}^2 \mathcal{L}^2_x} := \left\| \mathcal{D}^{-\frac{3}{2}} g \right\|_{\mathcal{L}^2_x} = \|f\|_{\mathcal{L}^2_x}. \]  
(1.25)
Secondly, we define the weighed \( L^2 \) space with the center \( y \) as
\[ L^2_x (\cdot - y)^\sigma := \left\{ g : g = (\cdot - y)^{-\sigma} f, \text{ for some } f \in \mathcal{L}^2_x \right\}. \]  
(1.26)
Given \( g \in L^2_x (\cdot - y)^\sigma \) with \( g = (\cdot - y)^{-\sigma} f \) then norm of it given by
\[ \|g\|_{L^2_x (\cdot - y)^\sigma} := \| (\cdot - y)^\sigma g \|_{L^2_x} = \|f\|_{L^2_x}. \]  
(1.27)
Let \( B^s_{p,q}(\mathbb{R}^d) \) denote the inhomogeneous Besov space based on \( L^p(\mathbb{R}^d) \) for any \( d \geq 1, s \in \mathbb{R} \) and \( p, q \in [1, \infty] \). For brevity, we use the standard notation
\[ H^s := B^s_{2,2}, \quad C^s := B^s_{\infty,\infty}. \]
The homogeneous versions are denoted by \( B^s_{p,q} \), \( H^s \) and \( C^s \), respectively. For \( s \in (0, 1) \), we have the equivalent semi-norms by the difference, see Bergh-Löfström \([7]\) Exercice 7, page 162 and Bahouri-Chemin-Danchin \([2]\) Theorem 2.36,
\[ \|\varphi\|_{B^s_{p,q}} \simeq \sup_{|y| \leq \sigma} \|\varphi(x) - \varphi(x - y)\|_{L^p} \|y\|_{L^q(d\sigma/\sigma)}. \]
Finally, the weighted \( L^2 \) space, \( L^{2,s}(\mathbb{R}^d) \), is defined by the norm
\[ \|\varphi\|_{L^{2,s}(\mathbb{R}^d)} = \|\langle x \rangle^s \varphi\|_{L^2(\mathbb{R}^d)} \]
for any \( s \in \mathbb{R} \). Hence \( L^{2,s} \) is the Fourier image of \( H^s \).

1.2.3. Main results. Hereafter, throughout this paper, we restrict our attention to dimension \( \mathbb{R}^{3+1} \). But transparently, one can observe that the same analysis can be applied to problems with dimensions \( \mathbb{R}^{d+1} \) with \( d \geq 3 \).

With the notations above, we can state the main results in this paper.

**Theorem 1.4.** For \( 0 < \nu \ll 1 \) and \( \sigma > 14 \), denote
\[ \mathfrak{W} := L^2_t \left( \bigcap_{j=1}^{J} \mathcal{D}^2 \mathcal{L}^2_x (\cdot - y_j(t))^{-\sigma} \right) \]
and the Strichartz norm
\[ S = L^\infty_t L^2_x \bigcap L^2_t B_{6,2}^{-5/6}. \]
Consider the system
\[ \partial_t u(t) = JH(t)u(t) + F \]
(1.28)
such that
\[ \pi_0(t)u(t) = 0, \quad \forall t \in \mathbb{R}. \]
Using the notations above, one has the local energy decay estimate and Strichartz estimates
\[ \|D(\pi_{cs}(t)u(t))_1\|_{\mathfrak{W}} + \|D(\pi_{cs}(t)u(t))_2\|_{\mathfrak{W}} \lesssim \|u(0)\|_H + \|DF_1\|_{(\mathfrak{W} \cap S)^*} + \|F_2\|_{(\mathfrak{W} \cap S)^*}. \]  
(1.29)
Moreover, indeed \( \pi_+(t)u(t) \) scatters to a free wave. There exists \( \psi_+ \in \mathcal{H} \) such that
\[ \|\pi_{cs}(t)u(t) - e^{\mathcal{J}H_0 t}\psi_+\|_H \to 0, \quad t \to \infty. \]
(1.30)
This theorem in particular shows that the solution in the centre-stable space constructed in Chen-Jendrej [11] indeed scatters to the free linear flow if it is orthogonal to zero modes.

**Remark 1.5.** One can also restrict the time interval in the estimate (1.29) to \([0, T]\). We can also take the initial data at \(t_0 = T\) and solve the equation backwards. Then one has
\[
\|\mathcal{D}(\pi_c(t)\mathbf{u})(t)\|_{\mathcal{W}^1} + \|\pi_c(t)\mathbf{u}(t)\|_{\mathcal{W}^1} \lesssim \|\mathbf{u}(T)\|_{\mathcal{H}} + \|DF_1\|_{(\mathcal{W}\cap S)^\star} + \|F_2\|_{(\mathcal{W}\cap S)^\star}.
\]
Note that here we restrict onto the centre space.

As a direct inspection of our proof, see Remark 5.2, we also have the following proposition which is useful in the nonlinear setting, see Chen-Jendrej [11]. We record it here for the sake of completeness.

**Proposition 1.6.** Let \(\mathbf{h}\) be a solution of
\[
\partial_t \mathbf{h}(t) = \mathcal{J}H(t)\mathbf{h}(t) + \mathbf{F}(t)
\]
such that
\[
\langle \alpha^0_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle = \langle \alpha^1_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle = 0
\]
\[
\langle \alpha^-_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle = \langle \alpha^+_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle = 0, \quad \forall t \in \mathbb{R}, 1 \leq j \leq J.
\]
Using the notations from Theorem 1.4, one has the local energy decay estimate and Strichartz estimates
\[
\|\mathcal{D}\mathbf{h}1\|_{(\mathcal{W}\cap S)} + \|\mathbf{h}1\|_{(\mathcal{W}\cap S)} \lesssim \|\mathbf{h}_0\|_{\mathcal{H}} + \|DF_1\|_{(\mathcal{W}\cap S)^\star} + \|F_2\|_{(\mathcal{W}\cap S)^\star}.
\]
Moreover, \(\mathbf{h}\) scatters to a free wave: there exists \(\psi_+ \in \mathcal{H}\) such that
\[
\|\mathbf{h}(t) - e^{\mathcal{J}H(t)\tau}\psi_+\|_{\mathcal{H}} \rightarrow 0, \quad \text{as } t \rightarrow \infty.
\]

**Remark 1.7.** One can also work on the linear system (1.31) and (1.32) in the proposition above directly. Then there is no need to invoke the exponential dichotomy since by assumptions, we remove the unstable directions directly. Given the result from the proposition above, one can alternatively prove the existence of exponential dichotomy, see Chen-Jendrej [12].

**Remark 1.8.** The condition (1.32) can be weaken to
\[
\big|\langle \alpha^0_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle + \langle \alpha^1_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle \big| + \big|\langle \alpha^-_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle + \langle \alpha^+_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle \big| \in L^2_t, 1 \leq j \leq J.
\]
Denote the sum of the \(L^2_t\) norms of all expressions above as \(\Omega\), then one has
\[
\|\mathcal{D}\mathbf{h}1\|_{(\mathcal{W}\cap S)} + \|\mathbf{h}1\|_{(\mathcal{W}\cap S)} \lesssim \|\mathbf{h}_0\|_{\mathcal{H}} + \|DF_1\|_{(\mathcal{W}\cap S)^\star} + \|F_2\|_{(\mathcal{W}\cap S)^\star} + \Omega.
\]
In nonlinear applications,
\[
\big|\langle \alpha^0_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle + \langle \alpha^1_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle \big| = 0
\]
is achieved by the modulation analysis and
\[
\big|\langle \alpha^-_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle + \langle \alpha^+_{j,\beta_j}(\cdot - y_j(t)), \mathbf{h}(t) \rangle \big| \in L^2_t
\]
is analyzed separately via projecting onto the unstable/stable modes.

In Theorem 1.4, we conclude that the centre-stable part of the solution to the perturbed system scatters to the free wave. From the view of the scattering theory, it is also desirable to conclude the other direction, i.e., the existence of wave operators. To simplify the problem, for this problem, we further assume that all \(\phi^0_{j,m}\) from (1.9) are 0.

After establishing the backward estimates, we obtain the existence of the wave operator for our linear model.
Theorem 1.9. Given any free data \(\phi_0 \in \mathcal{H}\), one can find a unique perturbed data \(u(0) \in X_c(0)\) such that the solution \(u(t)\) to (1.28) with the initial data \(u(0)\) satisfies
\[
\|\pi_c(t)u(t) - e^{JH_0 t}\phi_0\|_{\mathcal{H}} \to 0, \ t \to \infty.
\] (1.37)

Given the result above and the stable space, we have the following result for the case when \(F(t) = \pi_{cs}(t)F(t)\).

Corollary 1.10. Assuming \(F(t) = \pi_{cs}(t)F(t)\), for any free data \(\phi_0 \in H^1 \times L^2\), there is a dimension \(K\) manifold \(M \in \mathcal{H}\) such that for any \(u(0) \in M\), the solution \(u(t)\) to (1.28) with the initial data \(u(0)\) satisfies
\[
\|u(t) - e^{JH_0 t}\phi_0\|_{\mathcal{H}} \to 0, \ t \to \infty.
\] (1.38)

1.3. Main ideas. Here in this subsection, we illustrate some major difficulties. We also sketch and highlight some key ideas in our proof to overcome those obstacles.

Consider the linear equation given by
\[
\partial_t^2 u = \Delta u - u - \sum_{j=1}^{J} (V_j, \beta_j(t), \cdot - y_j(t)) + F
\]
which can be regarded as a generalized version of the linear Klein-Gordon equation with charge transfer Hamiltonian. Using the ideas from the study of the charge transfer models in various setting, see Rodnianski-Schlag-Soffer [30] and Chen [8] for the Schrödinger and wave settings respectively, we first use the decomposition in channels. Namely, we will decompose the space into several different regions and each of them will be dominated by the influences of different potentials. Then we will use the Duhamel formulas to expand the solution with respect to different potentials in their dominated channels.

We first note that in the current setting, the trajectories of potentials are motivated by the interaction of solitons, whence they are much more complicated than those models studied before. One can not apply the invariance of the principle part, the Lorentz invariance, to reduce potentials to the static problems. Moreover, the negative eigenvalues associated with each moving potentials will produce exponential unstable modes. Naturally, to obtain Strichartz estimates and local energy decay estimates, we have to project the flow away from unstable behavior. Unlike the static potential problem and one single moving potential problem, due to the interaction of potentials and unstable modes, the projections onto the stable, centre and unstable spaces are far from being standard. To obtain these projections, we use the exponential dichotomy applied to the Klein-Gordon equation with multiple potentials in Chen-Jendrej [11].

The second main difficulty in our setting is that as introduced above, motivated by the interaction solitons and the modulation method, the trajectories are perturbations of the linear motions. Due to the perturbative feature of the trajectories of potentials, we further develop the ideas stemming from Beceanu [3, 4] for the Schrödinger problem and Nakanishi-Schlag [26] in the Klein-Gordon setting. In Nakanishi-Schlag [26], after performing a Lorentz transform first, the authors analyzed the one-potential problem with small velocity. Here we need to handle multiple potentials and large velocities. We first establish the analysis in Nakanishi-Schlag [26] with a moving potential and estimates in non-shifted coordinates. In this setting, we need a very general version of the local energy estimate for both homogeneous and inhomogeneous Klein-Gordon equation with a moving potential. Traditionally, as a wave type equation, one always applies the Lorentz transform to reduce the moving potential problem to the standard case with a static potential. But by doing this, we will miss the general form the inhomogeneous local energy decay. To achieve general local decay estimates, instead of using Lorentz transforms, here we apply the Galilean change of variable and obtain a system
\[
\frac{d}{dt} u = \left( \begin{array}{cc} \beta \cdot \nabla & -1 \\ \Delta - V_\beta(x) & \beta \cdot \nabla \end{array} \right) u + F
\] (1.39)
where \( \mathbf{u} = \begin{pmatrix} u \\ u_t \end{pmatrix} \). In this setting, we are allowed to put a general inhomogeneous term \( F \) (the \( F \) coming from the scalar equation has a vanishing first component). These type of general inhomogeneous terms appear in the analysis of time-dependent potentials. The matrix operator above turns out to give us a clean formalism to obtain decay estimates via matrix resolvents. In Section 3 we provide a self-contained presentation of the spectral analysis of this matrix operator and prove local energy decay. We believe that this formalism has its independent interest and application in other problems.

Thirdly, complicated trajectories will also interact with point spectra of each potentials. If all trajectories are linear, the unstable modes associated with each potential will decay exponentially if we consider solutions in the centre-stable space mentioned above. With general trajectories considered in this paper, one can only measure decay of unstable modes in the integral sense. As usual, to stabilize unstable modes, we solve the ODE associated to each mode from \( t = \infty \). But this gives additional difficulties to perform bootstrap arguments since the bootstrap assumption are always made for a finite-time interval meanwhile these ODEs need all the information on all the way to \( \infty \). Due the appearance of additional interaction terms caused by trajectories and unstable modes, one could not conclude the exponential control as the problem with linear trajectories. Unlike nonlinear problems, here we could not use an iteration scheme to resolve this problem. Since each potential has zero modes, one could not easily construct a sequence of solutions over larger and larger intervals to approximate the original solution like the strategy used in Chen [8]. To resolve this difficulty, we split the integral appearing in the solution formulas for the unstable modes into two regions and we apply different bootstrap assumptions in each region. For the finite time region, one can use the standard bootstrap estimates. For infinite time region, after controlling the solution all the way to the time \( T \) at which we imposed bootstrap assumptions, then we carefully control the energy of the solution starting from \( T \) via the exponential dichotomy.

In the core part of the channel analysis, expanding the solution with respect to the dominated Hamiltonian in the corresponding channel, we need to deal with interaction of different potentials. To understand the interaction of potentials, a very general and refined truncated inhomogeneous is established here to handle terms like

\[
\langle x - \beta_1 t - c_1(t) \rangle^{-\sigma} \int_0^{t-M} e^{i(t-s)D} U_A(t, s) \langle : - \beta_2 s - c_2(s) \rangle^{-\alpha} D^{-1} f(s) \, ds \quad (1.40)
\]

where \( U_A(t, s), c_j(t) \) are caused by the perturbations of trajectories. We refer to Chen [8], for the wave equation setting with linear trajectories for potentials. Here the analysis to show these inhomogeneous interaction estimates in this general setting is much more involved due the complicated trajectories of potentials. With careful analysis of this interaction term, one can show that the interaction among potentials are small with some coefficient \( M^{-\eta} \) for some \( \eta > 0 \). Then with a large \( M \), one can absorb interactions to the LHS.

After performing the procedures above, for some positive \( \sigma, \nu \), we estimate the local energy

\[
\sum_{j=1}^J \left( \int_0^\infty \langle x - y_j(t) \rangle^{-2\sigma} \left| D^{-\frac{\nu}{2}} u(t, x) \right|^2 + \langle x - y_j(t) \rangle^{-2\sigma} \left| D^{-\frac{\nu}{2}} u(t, x) \right|^2 \, dx \, dt \right)^\frac{1}{2} \quad (1.41)
\]

by the initial energy. This local energy decay estimate then implies Strichartz estimates and scattering.

1.4. Outline of the paper. This paper is organized as follows: In Section 2 we recall standard linear estimates including Strichartz estimates and local energy decay etc. We will systematically study the spectral theory, resolvent estimates, local energy decay in the matrix formalism in Section 3 In Section 4 we revisit the linear theory in Nakanishi-Schlag [26] in general frame work of the matrix formalism without reducing to a static potential. In Section 5 we show Strichartz estimates,
scattering for the general multiple potential problems. Finally, in Section 6 after care analysis of the scattering map and Strichartz estimates in the central direction, we show the existence of wave operators.

1.5. Notations. “A := B” or “B := A” is the definition of A by means of the expression B. We use the notation \( A := B \) or \( B := A \). The bracket \( \langle \cdot, \cdot \rangle \) denotes the distributional pairing and the scalar product in the spaces \( L^2, L^2 \times L^2 \). For positive quantities \( a \) and \( b \), we write \( a \lesssim b \) for \( a \leq Cb \) where \( C \) is some prescribed constant. Also \( a \simeq b \) for \( a \lesssim b \) and \( b \lesssim a \). We denote \( B_R(x) \) the open ball of centered at \( x \) with radius \( R \) in \( \mathbb{R}^3 \). We also denote by \( \chi \) a standard \( C^\infty \) cut-off function, that is \( \chi(x) = 1 \) for \( |x| \leq 1 \), \( \chi(x) = 0 \) for \( |x| > 2 \) and \( 0 \leq \chi(x) \leq 1 \) for \( 1 \leq |x| \leq 2 \).

We always use the bold font to denote a pair of functions as a vector function. For example, \( u = (u_1, u_2) \) and \( f = (f_1, f_2) \). For any space \( X \) which measures a scalar function \( f \) in the norm \( \| f \|_X \), we use the notation \( X_\mathcal{H} \) to measure the corresponding vector function \( f = (f_1, f_2) \) by the norm \( \| f \|_{X_\mathcal{H}} = \| (\sqrt{-\Delta + 1}) f_1 \|_X + \| f_2 \|_X \). (1.42)

2. Preliminaries

In this section, we collect some basic estimates and the Hamiltonian formalism for the Klein-Gordon equation.

2.1. Linear estimates in the standard setting. We first recall some basic linear estimates for Klein-Gordon equations. Here it is more convenient to formulate estimates in terms of the half-Klein-Gordon evolution.

First all, we have Strichartz estimates. For the free case, i.e, \( V = 0 \), see Keel-Tao [19], Ibrahim-Masmoudi-Nakanishi [18]. For the Klein-Gordon equation with a real-valued static potential, see Chen-Beceanu [5] and D’Ancona-Fanelli [16].

**Theorem 2.1.** Consider the half Klein-Gordon flow \( z_t = i(\sqrt{H + 1})z + F \) then one has

\[
\| P_c z \|_S \lesssim \| z(0) \|_{L^2} + \| F \|_S,
\]

where \( P_c \) is the projection on the continuous spectrum of \( H \) and

\[
S = L^\infty_t L^2_x \cap L^2_t B^{-5/6}_{6,2}.
\]

Next, we recall the local energy decay for the Klein-Gordon flow. For the detailed proof, see Nakanishi-Schlag [26, Lemma 9.3].

**Lemma 2.2.** The linear evolution \( e^{it\sqrt{H+1}} \) satisfies the following local decay estimates

\[
\| (\langle x \rangle)^{-1} e^{it\sqrt{H+1}} P_c \varphi \|_{L^2_t L^2_x} \lesssim \| \varphi \|_{L^2_x},
\]

(2.1)

\[
\left\| \langle x \rangle^{-1} \int_0^t e^{i(t-s)\sqrt{H+1}} P_c f \, ds \right\|_{L^2_t L^2_x} \lesssim \| \langle x \rangle f \|_{L^2_t L^2_x},
\]

(2.2)

where again \( P_c \) is the projection on the continuous spectrum of \( H \).
2.2. **Hamiltonian formalism.** Consider main equation (1.11)

\[ \partial_t^2 u = \Delta u - u - \sum_{j=1}^{J} (V_j)_{\beta_j(t)} (\cdot - y_j(t)) u + F. \]  

(2.3)

As introduced before, we can write the equation above as a Hamiltonian dynamical system. Denoting

\[ u(t) = \begin{pmatrix} u \\ u_t \end{pmatrix}, \quad F = \begin{pmatrix} 0 \\ F \end{pmatrix} \]

we can write

\[ \partial_t u(t) = JH(t)u(t) + F \]  

(2.4)

where

\[ J := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad H(t) := \begin{pmatrix} -\Delta + 1 + \sum_{j=1}^{J} (V_j)_{\beta_j(t)} (\cdot - y_j(t)) & 0 \\ 0 & 1 \end{pmatrix}. \]

It introduces a continuous forward dynamical system in \( \mathcal{H} := H^1 \times L^2 \). The natural symplectic form associated with this Hamiltonian formalism is

\[ \omega(u, v) = \langle Ju, v \rangle = \int u_2 v_1 - u_1 v_2 \, dx. \]  

(2.5)

Throughout, we will use \( \omega(u, v) \) and \( \langle Ju, v \rangle \) interchangeably.

3. **Local energy decay**

In this section, we analyze the local energy decay for the Klein-Gordon equation. Our motivation is to understand the model problem:

\[ \partial_{tt} u - \Delta u + u + V_{\beta}(x - \beta t) u = F \]  

(3.1)

where \( \beta \) denotes a vector such that \( |\beta| < 1 \). Again, we focus on \( \mathbb{R}^{3+1} \) but the argument here holds for general dimensions.

Using the Hamiltonian formalism and denoting \( u = \begin{pmatrix} u \\ u_t \end{pmatrix} \), one can rewrite the equation (3.1) in the matrix form

\[ \frac{d}{dt} u = \begin{pmatrix} 0 & 1 \\ \Delta - V_{\beta}(x - \beta t) - 1 & 0 \end{pmatrix} u + F. \]  

(3.2)

Here we can put a general inhomogeneous term \( F = \begin{pmatrix} F_1 \\ F_2 \end{pmatrix} \) which is important for our later applications. (This term coming from the scalar equation should have a special form \( F = \begin{pmatrix} 0 \\ F \end{pmatrix} \).)

Using the moving frame \( x - \beta t \rightarrow x \), the equation above can be written as

\[ \frac{d}{dt} u = \begin{pmatrix} \beta \cdot \nabla \\ \Delta - V_{\beta}(x) - 1 \end{pmatrix} u + F \]  

(3.3)

\[ := L_{\beta} u + F. \]  

(3.4)

We believe that this formalism has its independent interest and application in other problems. For example, in 1d, some pointwise decay estimates are obtained in Kopylova [22] and applied to the asymptotic stability of moving kinks in the relativistic Ginzburg-Landau equation in Komech-Kopylova [21].
3.1. Spectral theory. We start with the spectral theory of $L_\beta$. Here we record the spectral information for

$$L_\beta = \begin{pmatrix} \beta \cdot \nabla & 1 \\ \Delta - V_\beta(x) - 1 & \beta \cdot \nabla \end{pmatrix}.$$  \hfill (3.5)

Suppose that the scalar Schrödinger operator

$$L = -\Delta + 1 + V$$

has no resonances at $1$. Let $K$ be the number of strictly negative eigenvalues of $L$ (counted with multiplicities) and let $M = \dim \ker L$. Let $-\nu_1^2, \ldots, -\nu_K^2$ (with $\nu_k > 0$) be the strictly negative eigenvalues and $(\phi_k)_{k=1,\ldots,K}$ and $(\phi_m^0)_{m=1,\ldots,M}$ be orthonormal (in $L^2$) families such that

$$L\phi_k = -\nu_k^2 \phi_k, \quad L\phi_m^0 = 0.$$

By the explicit computations in Chen-Jendrej [11], Côte-Muñoz [15] and Côte-Martel [14], we have the following spectral information for $L_\beta$.

**Lemma 3.1.** The matrix operator $L_\beta$ is a linear operator defined on $L^2 \times L^2$ with domain $H^2 \times H^1$. The spectrum of $L_\beta$, $\sigma(L_\beta)$, consists of the continuous spectrum

$$\sigma_c(L_\beta) = i(-\infty, -\frac{1}{\gamma}] \cup i[\frac{1}{\gamma}, \infty), \quad \gamma = \frac{1}{\sqrt{1 - |\beta|^2}}$$

and the point spectrum

$$\sigma_p(L_\beta) = \{0\} \cup \left( \bigcup_{k=1}^K \left\{ \pm \frac{\nu_k}{\gamma} \right\} \right)$$

where $-\nu_k^2$ are negative eigenvalues of $L$.

Moreover, one has explicit formulas for (iterated) null components

$$Y_{m,\beta}^0(x) := (\phi_m^0, -\gamma \beta \cdot \nabla \phi_m^0)_{\beta}(x),$$

$$Y_{m,\beta}^1(x) := (-\beta \cdot x)\phi_m^0 + \gamma (\beta \cdot x)(\beta \cdot \nabla \phi_m^0)_{\beta}(x),$$  \hfill (3.6)

$$Y_{k,\beta}^- := e^{\gamma \nu_k^2 x}(\phi_k, -\gamma \beta \cdot \nabla \phi_k - \gamma \nu_k \phi_k)_{\beta}(x),$$

$$Y_{k,\beta}^+ := e^{-\gamma \nu_k^2 x}(\phi_k, -\gamma \beta \cdot \nabla \phi_k + \gamma \nu_k \phi_k)_{\beta}(x)$$

and eigenfunctions

$$Y_{m,\beta}^0, Y_{m,\beta}^1$$

associated with $\pm \frac{\nu_k}{\gamma}$ respectively.

**Proof.** The computations for discrete eigenvalues are straightforward. See Chen-Jendrej [11], Côte-Muñoz [15] and Côte-Martel [14]. Since the perturbed operator $L_\beta$ is a compact perturbation of the free one. From Lemma 3.3 by Weyl’s theorem, the essential spectrum

$$\sigma_c(L_\beta) = i(-\infty, -\frac{1}{\gamma}] \cup i[\frac{1}{\gamma}, \infty)$$

is the same as the free operator.

With the explicit expressions above, we define the projection with respect to the symplectic form $\omega$, see (2.5), onto the discrete spectrum as

$$P_{d,\beta} = P_{+,\beta} + P_{-,\beta} + P_{0,\beta}$$  \hfill (3.8)

where $P_{\pm,\beta}$ is the projection onto the subspace spanned by $\{Y_{k,\beta}^\pm\}_{k=1,\ldots,K}$ and $P_{0,\beta}$ is the projection onto the subspace spanned by $\{Y_{m,\beta}^0, Y_{m,\beta}^1\}_{m=1,\ldots,M}$.
The projection onto the continuous spectrum is given by
\[ P_{c, \beta} := 1 - P_{d, \beta}. \] (3.9)

### 3.2. Local energy decay in the Hamiltonian formalism

We define the weighed Sobolev space for \( \in \mathbb{N} \) and \( \alpha \in \mathbb{R} \)
\[ H^{k, \alpha} = \left\{ f \in H^k \mid \langle x \rangle^\alpha \partial^j f \in L^2, j = 0, \ldots, k \right\} \]
and \( H^{0, \alpha} = L^2, \alpha. \)

Denote the local energy space as \( H^{\tau} = H^{1, \tau} \times L^2, \tau \) (3.10) and the standard energy space is denoted as \( H = H^{0}. \)

The main estimate of this section is the following:

**Theorem 3.2.** Let \( |\beta| < 1 \) and \( \tau > 1. \) The solution \( u \) to the equation (3.3) above with initial data \( u(0) = u_0 \) satisfies
\[ \|P_{c, \beta}u\|_{L^2_t H^{-\tau}} \lesssim \|u_0\|_{H^\tau} + \|F\|_{L^2_t H^{\tau}}. \] (3.11)

It is known that to obtain the local energy decay which is equivalent to the Kato smoothing estimate for \( L^{\beta}. \) To achieve this, we first establish the limiting absorption principle for resolvents of \( L^{\beta}. \)

### 3.3. Resolvents

In this subsection, we explicitly compute the matrix resolvents.

For the sake of simplicity, throughout our computations, without loss of generality, we suppose that the velocity is along \( \vec{e}_1. \) Our equation is reduced to
\[ \frac{d}{dt} u = \begin{pmatrix} \Delta - V_\beta(x) - 1 & 1 \\ \beta \partial_{x_1} - i \lambda & \beta \partial_{x_1} - i \lambda \end{pmatrix} u + F. \] (3.12)
and the linear operator is given by
\[ L^{\beta} = \begin{pmatrix} \beta \partial_{x_1} - i \lambda & 1 \\ \Delta - V_\beta(x) - 1 & \beta \partial_{x_1} - i \lambda \end{pmatrix}. \]

#### 3.3.1. Free resolvents

Starting with the free case
\[ L^{0, \beta} := \begin{pmatrix} \beta \partial_{x_1} - i \lambda & 1 \\ \Delta - 1 & \beta \partial_{x_1} - i \lambda \end{pmatrix} \] (3.13)
we are interested in the resolvent
\[ R^{0, \beta}(\lambda) = (L^{0, \beta} - i \lambda)^{-1}. \] (3.14)

To obtain the explicit formula for the resolvent, taking the Fourier transform of the resolvent (3.14), one has
\[ \left( \begin{array}{cc} -(i\beta k_1 + i \lambda) \\ - (k^2 + 1) \end{array} \right)^{-1} = \left( \begin{array}{cc} (i\beta k_1 + i \lambda)^2 + (k^2 + 1) \\ (k^2 + 1) \end{array} \right)^{-1} \left( \begin{array}{cc} -1 \\ -(i\beta k_1 + i \lambda) \end{array} \right). \] (3.15)

Therefore, taking the inverse of the matrices above and then performing the inverse Fourier transform, we get
\[ R^{0, \beta}(\lambda) = \left( \begin{array}{cc} \beta \partial_{x_1} - i \lambda \\ - \Delta + 1 \end{array} \right) R^{0, \beta}(\lambda) = \left( \begin{array}{cc} (\beta \partial_{x_1} - i \lambda) R^{0, \beta}(\lambda) & - R^{0, \beta}(\lambda) \\ 1 - (\beta \partial_{x_1} - i \lambda)^2 R^{0, \beta}(\lambda) & (\beta \partial_{x_1} - i \lambda) R^{0, \beta}(\lambda) \end{array} \right). \] (3.16)
We note that
\[
\left((i\beta k_1 + i\lambda)^2 + (k^2 + 1)\right) = \left((1 - \beta^2)k_1^2 + k_2^2 + k_3^2 - \lambda^2 + 1 - 2\beta k_1 \lambda\right).
\]

Hence in the physical space,
\[
\left((1 - \beta^2)k_1^2 + k_2^2 + k_3^2 - \lambda^2 + 1 - 2\beta k_1 \lambda\right) - (1 - \beta^2)\partial^2_{x_1} - \Delta + 1 - \lambda^2 - 2\beta \lambda \partial_{x_1}
\]
where \(\Delta = \partial^2_2 + \partial^2_3\).

Setting
\[
H_{0, \beta} = -(1 - \beta^2)\partial^2_{x_1} - \Delta,
\]
for given any smooth function \(\phi(x)\), one observes that
\[
(H_{0, \beta} - 1 + \lambda^2 - i2\beta \lambda \partial_{x_1}) \phi(x) = e^{-i\gamma^2 \beta \lambda x_1} (H_{0, \beta} - (\gamma^2 \lambda^2 - 1)) e^{i\gamma^2 \beta \lambda x_1} \phi(x). \tag{3.20}
\]

Therefore, the resolvent is given by
\[
\mathcal{R}_{0, \beta}(\lambda) = e^{-i\gamma^2 \beta \lambda x_1} (H_{0, \beta} - (\gamma^2 \lambda^2 - 1))^{-1} e^{i\gamma^2 \beta \lambda x_1}. \tag{3.21}
\]

It remains to compute the resolvent
\[
R_{0, \beta}(\mu^2) = (H_{0, \beta} - \mu^2)^{-1}. \tag{3.22}
\]

Denoting \(|x|_\beta = \sqrt{\gamma^2 x_1^2 + x_2^2 + x_3^2}\), by a direct and explicit computation, in terms of the integral kernel, one has
\[
R_{0, \beta}(\mu^2) = (H_{0, \beta} - \mu^2)^{-1} = \frac{\gamma e^{i\mu|x-y|_\beta}}{4\pi |x-y|_\beta}. \tag{3.23}
\]

From the explicit computations above, we conclude the spectral information for \(L_{0, \beta}\).

**Lemma 3.3.** The matrix operator \(L_{0, \beta}\) is a linear operator defined on \(L^2 \times L^2\) with domain \(H^2 \times H^1\). The spectrum of \(L_{0, \beta}\), \(\sigma(L_{0, \beta})\), only consists of the continuous spectrum
\[
\sigma_c(L_{0, \beta}) = i(-\infty, -\frac{1}{\gamma}] \cup [\frac{1}{\gamma}, \infty).
\]

For \(\lambda \in (-\infty, -\frac{1}{\gamma}] \cup [\frac{1}{\gamma}, \infty)\), the resolvent is given by
\[
\mathcal{R}_{0, \beta}(\lambda) = (L_{0, \beta} - i\lambda)^{-1} = \left(\begin{array}{cc}
\beta \partial_{x_1} - i\lambda & -1 \\
-\Delta + 1 & \beta \partial_{x_1} - i\lambda
\end{array}\right) \mathcal{R}_{0, \beta}(\lambda) \tag{3.24}
\]
where
\[
\mathcal{R}_{0, \beta}(\lambda) = e^{-i\gamma^2 \beta \lambda x_1} (H_{0, \beta} - (\gamma^2 \lambda^2 - 1))^{-1} e^{i\gamma^2 \beta \lambda x_1}. \tag{3.25}
\]

and in terms of the integral kernel,
\[
(H_{0, \beta} - (\gamma^2 \lambda^2 - 1))^{-1} = \frac{e^{i\sqrt{\gamma^2 \lambda^2 - 1}|x-y|_\beta}}{4\pi |x-y|_\beta}. \tag{3.26}
\]

with \(|x|_\beta = \sqrt{\gamma^2 x_1^2 + x_2^2 + x_3^2}\).
3.3.2. Perturbed resolvent. Consider the perturbed matrix operator

\[ \mathcal{L}_\beta = \begin{pmatrix} \Delta - V_\beta (x) - 1 & 1 \\ \beta \partial_{x_1} & \end{pmatrix}. \]

One can write

\[ \mathcal{L}_\beta = \mathcal{L}_{0, \beta} + V_\beta \]

where

\[ V_\beta = \begin{pmatrix} 0 & 0 \\ -V_\beta & 0 \end{pmatrix}. \]

To compute the resolvent, we use the general resolvent formula

\[ \mathcal{R}_\beta (\lambda) = (\mathcal{L}_\beta - i\lambda)^{-1} = (1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta)^{-1} \mathcal{R}_{0, \beta} (\lambda). \quad (3.27) \]

Recalling the resolvent for the free operator, \((3.24)\), direct computations give

\[ \mathcal{R}_{0, \beta} (\lambda) V_\beta = \begin{pmatrix} (\beta \partial_{x_1} - i\lambda) \mathcal{R}_{0, \beta} (\lambda) & -\mathcal{R}_{0, \beta} (\lambda) \\ 1 - (\beta \partial_{x_1} - i\lambda)^2 \mathcal{R}_{0, \beta} (\lambda) & (\beta \partial_{x_1} - i\lambda) \mathcal{R}_{0, \beta} (\lambda) \end{pmatrix} \begin{pmatrix} 0 & 0 \\ -\mathcal{R}_{0, \beta} (\lambda) V_\beta & 0 \end{pmatrix} \]

\[ = \begin{pmatrix} \mathcal{R}_{0, \beta} (\lambda) V_\beta & 0 \\ -(\beta \partial_{x_1} - i\lambda) \mathcal{R}_{0, \beta} (\lambda) V_\beta & 0 \end{pmatrix} \]

and then

\[ 1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta = \begin{pmatrix} 1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta & 0 \\ -(\beta \partial_{x_1} - i\lambda) \mathcal{R}_{0, \beta} (\lambda) V_\beta & 1 \end{pmatrix}. \quad (3.29) \]

Therefore, taking the inverse, one has

\[ (1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta)^{-1} = \begin{pmatrix} 1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta & 0 \\ -(\beta \partial_{x_1} - i\lambda) \mathcal{R}_{0, \beta} (\lambda) V_\beta & 1 \end{pmatrix}^{-1} = \begin{pmatrix} (1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta)^{-1} & 0 \\ -(\beta \partial_{x_1} - i\lambda) (1 - (1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta)^{-1}) & 1 \end{pmatrix}. \quad (3.30) \]

Recalling the resolvent \((3.21)\) in the free case, by the general resolvent formula, we write the perturbed resolvent as

\[ \mathcal{R}_\beta (\lambda) = (H_\beta + 1 - \lambda^2 - i2\beta \lambda \partial_{x_1})^{-1} = (1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta)^{-1} \mathcal{R}_{0, \beta} (\lambda). \quad (3.31) \]

Denote

\[ H_\beta = -(1 - \beta^2) \partial^2_{x_1} - \hat{\Delta} + V_\beta, \]

and set resolvent \(R_\beta\) is given as the resolvent for \((3.32)\).

With notations above, then we have

\[ \mathcal{R}_\beta (\lambda) = \begin{pmatrix} (1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta)^{-1} & 0 \\ -(\beta \partial_{x_1} - i\lambda) (1 - (1 + \mathcal{R}_{0, \beta} (\lambda) V_\beta)^{-1}) & 1 \end{pmatrix} \begin{pmatrix} (\beta \partial_{x_1} - i\lambda) \mathcal{R}_{0, \beta} (\lambda) & -\mathcal{R}_{0, \beta} (\lambda) \\ 1 - (\beta \partial_{x_1} - i\lambda)^2 \mathcal{R}_{0, \beta} (\lambda) & (\beta \partial_{x_1} - i\lambda) \mathcal{R}_{0, \beta} (\lambda) \end{pmatrix} \]

\[ = \begin{pmatrix} \mathcal{R}_\beta (\lambda) (\beta \partial_{x_1} - i\lambda) & -\mathcal{R}_\beta (\lambda) \\ 1 - (\beta \partial_{x_1} - i\lambda) \mathcal{R}_\beta (\lambda) (\beta \partial_{x_1} - i\lambda) & \mathcal{R}_\beta (\lambda) \end{pmatrix} \]

\[ \mathcal{R}_\beta (\lambda) = e^{-i\gamma^2 \beta \lambda x_1} R_\beta (\lambda^2 \gamma^2 - 1) e^{i\gamma^2 \beta \lambda x_1}. \quad (3.34) \]

The same as in the free problem, the resolvent \(R_\beta (\mu^2)\) can be related to the resolvent for \(\beta = 0\), \(R_0 (\mu^2) = (-\Delta + V - \mu^2)^{-1}\), by

\[ R_\beta (\mu^2; x, y) = (H_\beta - \mu^2)^{-1} = \gamma R_0 (\mu^2; \gamma x_1, \tilde{x}, \gamma y_1, \tilde{y}). \quad (3.35) \]

in terms of the integral kernel where \(\tilde{x}\) denotes \(x_2, x_3\) variables.

3.4. Limiting absorption principle. With explicit computations above, now we can translate the limiting absorption principle from the scalar resolvents to matrix resolvents.
3.4.1. Free resolvent with $\beta = 0$. In this case, the matrix resolvent is given as
\[
\mathcal{R}_{0,0}(\lambda) = (\mathcal{L}_{0,0} - i\lambda)^{-1} = \begin{pmatrix}
-i\lambda R_{0,0} (\lambda^2 - 1) & -R_{0,0} (\lambda^2 - 1) \\
(1 + \lambda^2 R_{0,0} (\lambda^2 - 1)) & \lambda R_{0,0} (\lambda^2 - 1)
\end{pmatrix}.
\] (3.36)
Recall that the integral kernel for the standard scalar Schrödinger resolvent
\[
R_{0,0} (\mu^2, x, y) = (-\Delta - \mu^2)^{-1} = \frac{e^{i|x-y|}}{4\pi |x-y|}.
\] (3.37)
We also recall the standard resolvents estimates, see Agmon [1] and Komech-Kopylova [20].

Lemma 3.4. Given notations above, one has with $\tau > \frac{1}{2}$ and any $r > 0$
\[
\|R_{0,0} (\mu^2)\|_{\mathcal{L}(H^{m,\tau}, H^{m+\ell,-\tau})} \leq C (\tau) |\mu|^{-(1-\ell)}, \mu \in \mathbb{C}\setminus \mathbb{R}, |\mu| \geq r
\] (3.38)
for $m = 0, 1$, $\ell = -1, 0, 1$ such that $m + \ell \in \{0, 1\}$.
We also have with $\tau > 1$:
\[
\|R_{0,0} (\mu^2)\|_{\mathcal{L}(H^{m,\tau}, H^{m+\ell,-\tau})} \leq C (\tau) (1 + |\mu|)^{-\frac{1-\ell}{2}}, \mu \in \mathbb{C}\setminus \mathbb{R}
\] (3.39)
for $m = 0, 1$, $\ell = -1, 0, 1$ such that $m + \ell \in \{0, 1\}$.

With the mapping properties of the standard resolvents, we can conclude the limiting absorption for the matrix resolvent.

Lemma 3.5. For $\tau > 1$, we have
\[
\sup_{i\lambda \notin \sigma(\mathcal{L}_{0,0})} \|R_{0,0} (\lambda) \Psi\|_{H^{\sigma,\tau}} \lesssim \|\Psi\|_{\mathcal{B}^{\sigma,\tau}}.
\] (3.40)

Proof. Explicitly, we have
\[
R_{0,0} (\lambda) \Psi = \begin{pmatrix}
-i\lambda R_{0,0} (\lambda^2 - 1) & -R_{0,0} (\lambda^2 - 1) \\
(1 + \lambda^2 R_{0,0} (\lambda^2 - 1)) & \lambda R_{0,0} (\lambda^2 - 1)
\end{pmatrix} \begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix}.
\] (3.41)
We apply the estimates from Lemma 3.4 above to each entry of the matrix resolvent. From estimate (3.39), for $\tau > 1$ and $i\lambda \notin \sigma(\mathcal{L}_{0,0})$, we know
\[
\|\lambda R_{0,0} (\lambda^2 - 1) \psi_1\|_{H^{1,\tau}} \lesssim \|\psi_1\|_{H^{1,\tau}}
\] (3.42)
\[
\|R_{0,0} (\lambda^2 - 1) \psi_2\|_{H^{1,\tau}} \lesssim \|\psi_2\|_{L^{2,\tau}}
\] (3.43)
\[
\|(1 + \lambda^2 R_{0,0} (\lambda^2 - 1)) \psi_1\|_{L^{2,\tau}} \lesssim \|\psi_1\|_{H^{1,\tau}}
\] (3.44)
and
\[
\|\lambda R_{0,0} (\lambda^2 - 1) \psi_2\|_{H^{0,\tau}} \lesssim \|\psi_2\|_{L^{2,\tau}}
\] (3.45)
The desired results follow.

3.4.2. Free resolvent with $\beta \neq 0$. Recall that the formula for the free resolvent is given by (3.24). From the explicit formula (3.25), we simply observe that the estimates from Lemma 3.4 trivially hold for $R_{0,\beta}(\mu^2)$ since one just needs to rescale $x_1$ variable on both sides. With the explicit formula (3.25), one can directly extend these estimates to $\mathcal{R}_{0,\beta}$.

Lemma 3.6. Given notations above, one has
\[
\|\mathcal{R}_{0,\beta}(\lambda)\|_{\mathcal{L}(H^{m,\tau}, H^{m+\ell,-\tau})} \leq C (\tau) |\lambda|^{-(1-\ell)}, \lambda \in \mathbb{C}\setminus \mathbb{R}, |\gamma\lambda| \geq r
\] (3.46)
for $m = 0, 1$, $\ell = -1, 0, 1$ with $\tau > \frac{1}{2}$ and any $r > 0$.
We also have
\[
\|\mathcal{R}_{0,\beta}(\lambda)\|_{\mathcal{L}(H^{m,\tau}, H^{m+\ell,-\tau})} \leq C (\tau) (1 + |\lambda|)^{-\frac{1-\ell}{2}}, \lambda \in \mathbb{C}\setminus \mathbb{R}
\] (3.47)
for $m = 0, 1$, $\ell = -1, 0, 1$ with $\tau > 1$. 

Proof. The results follow from direct inspections. □

Finally, we can conclude the mapping properties of the matrix resolvent.

Lemma 3.7. For \( \tau > 1 \) and \( |\beta| < 1 \), we have

\[
\sup_{i \lambda \notin \sigma([L_0, \beta])} \| R_{0, \beta}(\lambda) \Psi \|_{S^{-\tau}} \lesssim \| \Psi \|_{S^\tau}.
\]

(3.48)

Proof. Again for the matrix problem, we write it down explicitly

\[
R_{0, \beta}(\lambda) \Psi = \begin{pmatrix}
(\beta \partial_{x_1} - i \lambda) R_{0, \beta}(\lambda) \\
1 - (\beta \partial_{x_1} - i \lambda) R_{0, \beta}(\lambda) (\beta \partial_{x_1} - i \lambda) R_{0, \beta}(\lambda)
\end{pmatrix}
\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix}
\]

and then check the mapping properties for each entry. Explicitly, we need to estimate

\[
R_{0, \beta}(\lambda) (\beta \partial_{x_1} - i \lambda) \psi_1, \quad R_{0, \beta}(\lambda) \psi_2
\]

(3.49)

and

\[
(\beta \partial_{x_1} - i \lambda) R_{0, \beta}(\lambda) (\beta \partial_{x_1} - i \lambda) \psi_1, \quad (\beta \partial_{x_1} - i \lambda) R_{0, \beta}(\lambda) \psi_2.
\]

(3.50)

To obtain the limiting absorption, we need to bound the first two expressions in \( H^{1, -\tau} \) and the last two in \( L^{2, -\tau} \). For \( |\lambda| \) small, the desired results holds trivially. We check the estimates for \( |\lambda| \) large.

For the first one, we separate into two pieces. For \( R_{0, \beta}(\lambda) \lambda \psi_1 \), we use the bound of \( R_{0, \beta}(\lambda) \) from \( H^{1, \tau} \) to \( H^{1, -\tau} \), (3.46), which has the decay rate \( \lambda^{1/2} \) to cancel out \( \lambda \) here. So we get

\[
\| R_{0, \beta}(\lambda) \lambda \psi_1 \|_{H^{1, -\tau}} \lesssim \| \psi_1 \|_{H^{1, \tau}}.
\]

(3.51)

For the other piece, \( R_{0, \beta}(\lambda) (\beta \partial_{x_1}) \psi_1 \), notice that \( (\beta \partial_{x_1}) \psi_1 \in L^{2, \tau} \), we need to use the bound of \( R_{0, \beta}(\lambda) \) from \( L^{2, \tau} \) to \( H^{1, -\tau} \), (3.46) with \( \ell = 1 \), which is uniform in \( \lambda \). Therefore combining (3.51), one has

\[
\| R_{0, \beta}(\lambda) (\beta \partial_{x_1} - i \lambda) \psi_1 \|_{H^{1, -\tau}} \lesssim \| \psi_1 \|_{H^{1, \tau}}.
\]

Similar computations hold for for other expressions. To bound \( R_{0, \beta}(\lambda) \psi_2 \) in \( H^{1, -\tau} \), we need to use the bound of \( R_{0, \beta}(\lambda) \) from \( L^{2, \tau} \) to \( H^{1, -\tau} \) which is uniform in \( \lambda \). So it follows

\[
\| R_{0, \beta}(\lambda) \psi_2 \|_{H^{1, -\tau}} \lesssim \| \psi_2 \|_{L^{2, \tau}}.
\]

(3.52)

To bound \( (\beta \partial_{x_1}) R_{0, \beta}(\lambda) \psi_2 \) in \( L^{2, -\tau} \), again we need to use the bound of \( R_{0, \beta}(\lambda) \) from \( L^{2, \tau} \) to \( H^{1, -\tau} \) which is uniform in \( \lambda \). Then to bound \( \lambda R_{0, \beta}(\lambda) \psi_2 \) in \( L^{2, -\tau} \), we use bound of \( R_{0, \beta}(\lambda) \) from \( L^{2, \tau} \) to \( L^{2, -\tau} \) which has \( \lambda^{1/2} \) decay. Therefore, we obtain

\[
\| (\beta \partial_{x_1} - i \lambda) R_{0, \beta}(\lambda) \psi_2 \|_{L^{2, \tau}} \lesssim \| \psi_2 \|_{L^{2, \tau}}.
\]

Finally, we analyze \( (\beta \partial_{x_1} - i \lambda) R_{0, \beta}(\lambda) (\beta \partial_{x_1} - i \lambda) \psi_1 \). Expanding everything, many pieces can be estimated similarly to arguments above. There are two terms different from cases above. The first one is to estimate

\[
\lambda^2 R_{0, \beta}(\lambda) \psi_1
\]

in \( L^{2, -\tau} \). From the resolvent bound for \( R_{0, \beta}(\lambda) \) from \( H^{1, \tau} \) to \( L^{2, \tau} \), (3.46) with \( \ell = -1 \), it has \( \lambda^{1/2} \) decay which cancels out with the \( \lambda^2 \) factor. Secondly, to bound

\[
(\beta \partial_{x_1}) R_{0, \beta}(\lambda) (\beta \partial_{x_1}) \psi_1
\]

in \( L^{2, -\tau} \), we use the resolvent bound from \( L^{2, \tau} \) to \( H^{1, -\tau} \) which is uniform. Hence, one has

\[
\| (\beta \partial_{x_1} - i \lambda) R_{0, \beta}(\lambda) (\beta \partial_{x_1} - i \lambda) \psi_1 \|_{L^{2, -\tau}} \lesssim \| \psi_1 \|_{H^{1, \tau}}.
\]

Putting computations above together, the desired results follow for the matrix problem. □
3.4.3. Perturbed resolvent. With the understanding of the free problem, for the perturbed problem, we work on the general case directly. Recall that the matrix resolvent for the perturbed operator is given by \((3.33)\). Note that by our assumption, the potential is generic. Using notations above, we have the following resolvent estimates. Again for the proof, see Agmon [1] and Komech-Kopylova [20].

**Lemma 3.8.** Given notations above, by \((3.35)\) and the standard resolvent estimates, one has
\[
\| R_\beta (\mu^2) \|_{L(\mathcal{H}^{m,\tau},\mathcal{H}^{m+\ell,-\tau})} \leq C(r) |\mu|^{-(1-\ell)}, \mu \in \mathbb{C} \setminus \mathbb{R}, |\mu| \geq r
\]
for \(m = 0, 1, \ell = -1,0,1\) with \(\tau > \frac{1}{2}\) with \(m + \ell \in \{0,1\}\). For small \(|\mu|\), these are uniformly bounded for \(\tau > 1\).

Moreover, by the relation \((3.33)\), we also have
\[
\| R_\beta (\lambda) \|_{L(\mathcal{H}^{m,\tau},\mathcal{H}^{m+\ell,-\tau})} \leq C(r) |\lambda|^{-(1-\ell)}, \lambda \in \mathbb{C} \setminus \mathbb{R}, |\lambda| \geq r
\]
for \(m = 0, 1, \ell = -1,0,1\) with \(\tau > \frac{1}{2}\) with \(m + \ell \in \{0,1\}\). For small \(|\lambda|\), these are uniformly bounded for \(\tau > 1\).

So as before we should conclude that

**Lemma 3.9.** For \(|\beta| < 1\) and \(\tau > 1\), for the perturbed resolvent, one has
\[
\sup_{i\lambda \notin \sigma(\mathcal{L}_\beta)} \| R_\beta (\lambda) \Psi \|_{\mathcal{H}^{\beta,-\tau}} \lesssim \| \Psi \|_{\mathcal{H}^{\beta,\tau}}.
\]

**Proof.** Note that when
\[
R_\beta (\lambda) = \begin{pmatrix}
\mathcal{R}_\beta (\lambda) (\beta \partial_{x_1} - i\lambda) & -\mathcal{R}_\beta (\lambda) \\
1 - (\beta \partial_{x_1} - i\lambda) \mathcal{R}_\beta (\lambda) (\beta \partial_{x_1} - i\lambda) & (\beta \partial_{x_1} - i\lambda) \mathcal{R}_\beta (\lambda)
\end{pmatrix}
\]
acts on a vector \(\Psi \in H^1 \times L^2 = \mathcal{H}\), we have the following
\[
\mathcal{R}_\beta (\lambda) (\beta \partial_{x_1} - i\lambda) \psi_1, \mathcal{R}_\beta (\lambda) \psi_2
\]
\[
(\beta \partial_{x_1} - \lambda) \mathcal{R}_\beta (\lambda) (\beta \partial_{x_1} - \lambda) \psi_1, (\beta \partial_{x_1} - i\lambda) \mathcal{R}_\beta (\lambda) \psi_2.
\]
To obtain the limiting absorption, we need to bound the first two expressions in \(H^{1,\tau}\) and the last two in \(L^{2,\tau}\). The analysis is the same as the free problem in Lemma 3.7. \(\square\)

3.5. Proof of local energy decay estimates. Finally, with resolvent estimates above, we show the local decay estimate for the system
\[
\frac{d}{dt} u = \begin{pmatrix}
\Delta - V_\beta (x) - 1 \\
0
\end{pmatrix} u + F.
\]

Formally, by Duhamel formula, the solution can be written as
\[
u(t) = e^{\mathcal{L}_\beta t} u_0 + \int_0^t e^{(t-s)\mathcal{L}_\beta} F(s) ds.
\]

More precisely, we have the following lemma on the evolution operator \(e^{t\mathcal{L}_\beta}\).

**Lemma 3.10.** Under our setting, the evolution operator can be written as
\[
e^{t\mathcal{L}_\beta} = \frac{1}{2\pi} \int_{|\lambda| \geq \frac{1}{t}} e^{i\lambda t} \left( R_\beta (\lambda + i0) - R_\beta (\lambda - i0) \right) d\lambda + e^{t\mathcal{L}_\beta} \mathcal{P}_{d_\beta}.
\]
where $\mathcal{P}_{\beta, \beta}$ is defined as and the formula \[3.8\] above and the convergence of the integral are understood in the following weak sense: if $\phi$ and $\psi$ are in $\mathcal{S}' \cap (H^2(\mathbb{R}^3) \times H^1(\mathbb{R}^3))$ with $\tau > \frac{1}{2}$, then

$$
\langle e^{iL_\beta} \phi, \psi \rangle = \lim_{R \to \infty} \frac{1}{2\pi} \int_{R \geq |\lambda| \geq \frac{1}{R}} e^{i\lambda t} \langle (\mathcal{R}_\beta (\lambda + i0) - (\lambda - i0)) \phi, \psi \rangle d\lambda + \langle e^{i\epsilon \beta} \mathcal{P}_c \phi, \psi \rangle
$$

for all $t$ and the integrand is well-defined by the limiting absorption principle.

**Proof.** Given the decay of resolvents $\|\mathcal{R}_\beta (\lambda)\|_{L^{(b, B)}} \lesssim \frac{1}{|\lambda|}$, see Lemma 3.8, the evolution operator $e^{iL_\beta}$ can be defined via the Hille-Yosida theorem. The explicit expression of it can be obtained by a standard contour deformation argument, see Erdogan-Schlag [17, Lemma 12] for full details. Although in Erdogan-Schlag [17], the authors dealt with non-selfadjoint matrix Schrödinger operators, the argument there is general enough which can be applied to our problem identically.

**Remark 3.11.** As a byproduct of the proof above, for the homogeneous problem ($F = 0$), from the Laplace transform of the resolvent, one has

$$
\theta (t) \mathcal{P}_{c, \beta} u(t) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i(\lambda + \epsilon) t} \mathcal{R}_\beta (\lambda + i\epsilon) \mathcal{P}_{c, \beta} u_0 d\lambda \quad (3.61)
$$

and

$$
\theta (-t) \mathcal{P}_{c, \beta} u(t) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i(\lambda - \epsilon) t} \mathcal{R}_\beta (\lambda - i\epsilon) \mathcal{P}_{c, \beta} u_0 d\lambda \quad (3.62)
$$

with any $1 \gg \epsilon > 0$ where $\theta (s)$ is the Heaviside function.

**Proof of Theorem 3.2.** We first prove the inhomogeneous estimate. For the inhomogeneous estimate, for $t \geq 0$, by the Plancherel theorem in time and Lemma 3.9 for $\epsilon > 0$, one has

$$
\left\| \int_{0 \leq s \leq t} e^{i(t-s)\mathcal{L}_\beta - i(t-s)\rho} \mathcal{P}_{c, \beta} F (s) \ d s \ dt \right\|_{L^2_t H^{-r}} = \left\| \int_{0}^{\infty} e^{is\rho} \mathcal{R}_\beta (\rho - i\epsilon) \mathcal{P}_{c, \beta} F (s) \ d s \right\|_{L^2_t H^{-r}} \lesssim \left\| \int_{0}^{\infty} e^{is\rho} F (s) \ d s \right\|_{L^2_t H^r} \sim \| F \|_{L^2_t H^r}.
$$

The desired result follows after passing $\epsilon \to 0$. For $t \leq 0$, we use the same argument with $\epsilon < 0$ give the estimate. Hence we conclude that

$$
\left\| \mathcal{P}_{c, \beta} \int_{0}^{t} e^{i(t-s)\mathcal{L}_\beta} F (s) \ d s \right\|_{L^2_t H^{-r}} \lesssim \| F \|_{L^2_t H^r}. \quad (3.63)
$$

Next, we consider the homogeneous estimate. Note that since the linear operator $\mathcal{L}_\beta$ is not self-adjoint, the homogeneous estimate does not follow from the $TT^*$ directly. We follow the approach in the spirit of the argument for the matrix Schrödinger problem by Schlag [33]. Alternatively, for the homogeneous problem, one can use the energy comparison argument in Chen-Jendrej [11, Proposition 4.4] to reduce to the standard case with $\beta = 0$.

Using the Duhamel formula, we write

$$
e^{i\epsilon \mathcal{L}_\beta} \mathcal{P}_{c, \beta} = e^{i\epsilon \mathcal{L}_0 \beta} \mathcal{P}_{c, \beta} + \int_{0}^{t} e^{i(t-s)\mathcal{L}_0 \beta} \mathcal{V}_c e^{s\epsilon \mathcal{L}_\beta} \mathcal{P}_{c, \beta} \ d s.
$$

The first term above is easy to estimate since it is the homogeneous free problem. Applying the inhomogeneous estimate obtained above for the free case, it suffices to show

$$
\| \mathcal{V}_c e^{s\epsilon \mathcal{L}_\beta} \mathcal{P}_{c, \beta} \psi \|_{L^2_t H^r} \lesssim \| \psi \|_B.
$$
Taking the Fourier transform in $s$, the expression above is equivalent to
\[
\left\| \langle x \rangle^{-\tau} V_\beta [P_{c,\beta} (L_\beta - i(\lambda + i0)) P_c (L_\beta)]^{-1} P_c (L_\beta) \psi \right\|_{L^2_t H^\tau} \lesssim \| \psi \|_{B^\tau}.
\]
The desired result holds for the free operator $L_{0,\beta}$ trivially. Then we use the resolvent identity
\[
(L_\beta - i(\lambda + i0))^{-1} = \left[ 1 - (L_{0,\beta} - i(\lambda + i0))^{-1} V \right]^{-1} (L_{0,\beta} - i(\lambda + i0))^{-1}.
\]
Since the bottoms of the spectrum are not resonances, for $\mu = \frac{1}{\gamma}$, we have
\[
\sup_{|\lambda| > \mu/2} \left\| \left[ 1 - (L_{0,\beta} - i(\lambda + i0))^{-1} V \right]^{-1} \right\|_{B^\tau} < \infty
\]
whence,
\[
\sup_{|\lambda| > \mu/2} \left\| \langle x \rangle^{-\tau} V_\beta \left[ 1 - (L_{0,\beta} - i(\lambda + i0))^{-1} V \right]^{-1} \right\|_{B^\tau} < \infty.
\]
Therefore, it follows that
\[
\int_{|\lambda| > \mu/2} \left\| \langle x \rangle^{-\tau} V_\beta \left[ P_{c,\beta} (L_\beta - i(\lambda + i0)) P_c (L_\beta) \right]^{-1} P_{c,\beta} \psi \right\|^2_{B^\tau} d\lambda \lesssim \int_{|\lambda| > \mu/2} \left\| (L_{0,\beta} - i(\lambda + i0))^{-1} \psi \right\|^2_{B^\tau} d\lambda \lesssim \| \psi \|^2_{B^\tau}.
\]
We also have
\[
\sup_{|\lambda| < \mu/2} \left\| \left[ P_{c,\beta} (L_\beta - i(\lambda + i0)) P_{c,\beta} \right]^{-1} \right\|_{B^\tau} < \infty
\]
since $\lambda$ is not in the spectrum.

Putting things together, we conclude that
\[
\| e^{L_{0,\beta}^t} P_{c,\beta} u_0 \|_{L^2_t B^\tau} \lesssim \| u_0 \|_{B^\tau}.
\]
(3.64)

Given (3.63) and (3.64), Theorem 3.2 is proved. $\square$

4. ANALYSIS OF THE SINGLE-POTENTIAL PROBLEM

In this section, we consider the following equation
\[
w_{tt} - \Delta w + w + V_{\beta(t)}(x - y(t))w = F
\]
with the assumptions that
\[
\pi_0(t)w(t) = 0, w = (w, w_t)^T
\]
and
\[
\| \beta'(t) \|_{L^1 \cap L^\infty} + \| y'(t) - \beta(t) \|_{L^1 \cap L^\infty} \lesssim \delta \ll 1.
\]
(4.3)

We will establish Strichartz estimates for the equation above after projecting onto the centre-stable space from Proposition 1.1. For the multiple-potential problem, after performing the channel decomposition, in each channel, the analysis will be similar to the analysis here with extra interaction terms. One can also regard the analysis in this section as the dispersive analysis in Nakanishi-Schlag [26] with a large velocity. Notice that since the Lorentz transform mixes up the time and space variables, the equation (4.1) can not be reduced to the problem studied in Nakanishi-Schlag [26].
4.1. Linear trajectories. We start with establishing some elementary estimates for the equation with a potential moving along a linear trajectory

\[ w_{tt} - \Delta w + w + V_\beta (x - \beta t) w = F. \]  

(4.4)

Denoting \( w = \begin{pmatrix} w \\ w_t \end{pmatrix} \), one can rewrite the equation (4.4) in the matrix form

\[ \frac{d}{dt} w = \begin{pmatrix} 0 & 1 \\ \Delta - V_\beta (x - \beta t) - 1 & 0 \end{pmatrix} w + F \]

(4.5)

\[ =: \mathcal{L}_\beta(t) w + F \]

(4.6)

Here we can put a general inhomogeneous term \( F = \begin{pmatrix} F_1 \\ F_2 \end{pmatrix} \). (This term coming from the scalar equation should have a special form \( F = \begin{pmatrix} 0 \\ F \end{pmatrix} \).)

Lemma 4.1. Denote the homogeneous evolution operator of (4.6), the equation \( \frac{d}{dt} w = \mathcal{L}_\beta(t) w \) from \( s \) to \( t \) as \( U(t,s) \). Then for some \( \alpha > 1 \), we have

\[ \| (\cdot - \beta t)^{-\alpha} U (t,0) P_{c,\beta} (0) w_0 \|_{L_t^2 H} \lesssim \| w_0 \|_{H}. \]

\[ \left\| (\cdot - \beta t)^{-\alpha} \int_0^t U(t,s) P_{c,\beta} (s) F ds \right\|_{L_t^2 H} \lesssim \| (\cdot - \beta t)^{\alpha} F \|_{L_t^2 H}. \]

(4.7)

Proof. This is a direct consequence of Theorem 3.2. \( \square \)

From the local energy decay, one can obtain Strichartz estimates following the general idea introduced in Rodnianski-Schlag [31]. Also see Chen [8, 9] for the wave setting. Since we will discuss Strichartz estimates and scattering in more general settings below, we omit the derivation of Strichartz estimates here.

4.2. Reduction. To obtain the Strichartz estimates for (4.1), we first perform some computations to reduce the problem to the case that the trajectory of the potential is a perturbation of linear trajectory.

Define an approximated trajectory \( y(t) \) as

\[ y'(t) = \beta(t) \land y(0) = y(0) \]

(4.8)

and set \( \beta_0 = \beta(0) \).

4.2.1. Reduction of trajectories. Denoting \( w = \begin{pmatrix} w \\ w_t \end{pmatrix} \), one can rewrite the equation (4.1) in the matrix form

\[ \frac{d}{dt} w = \begin{pmatrix} 0 & 1 \\ \Delta - V_{\beta(t)} (x - y(t)) - 1 & 0 \end{pmatrix} w + F. \]

(4.9)

Note that

\[ V_{\beta(t)} (x - y(t)) - V_{\beta_0} (x - y(t)) = V_{\beta(t)} (x - y(t)) - V_{\beta_0} (x - y(t)) \\
+ (V_{\beta_0} (x - y(t)) - V_{\beta_0} (x - y(t))) \].

(4.10)

Clearly, by the mean-value theorem, one has

\[ |V_{\beta(t)} (x - y(t)) - V_{\beta_0} (x - y(t))| \lesssim \| \beta'(t) \|_{L^1} \left| \partial_\beta V_{\beta} (x - y(t)) \right| \]

(4.11)
where $\partial_\beta V_\beta$ denotes the differentiation with respect to the parameter $\beta$ in the Lorentz boost. On the other hand, applying the mean-value theorem again, it follows

$$|V_{\beta_0}(x - y(t)) - V_{\beta_0}(x - y(t))| \lesssim \|\beta'(t)\|_{L^1} |\nabla V_{\beta_0}(x - \tilde{y})|. \quad (4.12)$$

Note that by construction (4.8), we have

$$|(y(t) - \beta_0t)'|_{L^\infty} \lesssim |\beta(t) - \beta_0|_{L^\infty} \lesssim \|\beta'(t)\|_{L^1}. \quad (4.13)$$

Therefore we can rewrite the approximated trajectory as

$$y(t) = \beta_0t + c(t) \quad (4.14)$$

with $|c'(t)| \lesssim \|\beta'(t)\|_{L^1} \lesssim \delta$.

Hence putting (4.10), (4.11), (4.12), (4.13) and (4.14) together, one can rewrite (4.9) as

$$\frac{d}{dt}w = \begin{pmatrix} 0 & 1 \\ \Delta - V_{\beta_0}(x - \beta_0t + c(t)) - 1 & 0 \end{pmatrix}w \quad (4.15)$$

$$+ F_1w + F := L_{\beta_0}(c(t)) + F_1w + F \quad (4.16)$$

where

$$F_1w = \begin{pmatrix} 0 \\ (V_{\beta(t)}(x - y(t)) - V_{\beta_0}(x - \beta_0t + c(t)))w \end{pmatrix}. \quad (4.17)$$

By our computations above, $F_1w$ is a localized term which is small in the $L^\infty$ norm in terms of $\|\beta'(t)\|_{L^1}$ and $\|\beta'(t)\|_{L^1}$. Under the endpoint Strichartz norm, due to the smallness of $F_1w$ one can always absorb it to the left-hand side.

4.2.2. Reduction of zero modes. In the computations above, we reduce the general trajectory to a linear trajectory with some perturbations. But recall that we imposed that $\pi_0(t)w = 0$ explicitly as

$$\langle a_{m0}^0(t), w(t) \rangle = \langle a_{m1}^1(t), w(t) \rangle = 0, \quad \forall m$$

with respect to the original trajectory.

After the reduction (4.15), we decompose $w$ with respect to the linear operator from (4.15) as

$$w(t) = P_{c,\beta_0}(c(t))w(t) + P_{0,\beta_0}(c(t))w(t) + P_{\pm,\beta_0}(c(t))w(t) \quad (4.17)$$

where $P_{c,\beta_0}(c(t)), P_{0,\beta_0}(c(t)), P_{\pm,\beta_0}(c(t))$ are projections onto the continuous spectrum, zero modes and stable/unstable modes with respect to $L_{\beta_0}(c(t))$ from (4.15).

Now $P_{0,\beta_0}(c(t))w(t) \neq 0$. But we note that we can write

$$w(t) = P_{c,\beta_0}(c(t))w(t) + [P_{0,\beta_0}(c(t)) - \pi_0(t)]w(t) + P_{\pm,\beta_0}(c(t))w(t). \quad (4.18)$$

From the computations above on the difference of trajectories, for the local energy norm, we have

$$\|\langle - \beta_0t + c(t)\rangle^{-\alpha} [P_{0,\beta_0}(c(t)) - \pi_0(t)]w(t)\|_{H^1 \times L^2} \lesssim \delta \|\langle - \beta_0t + c(t)\rangle^{-\alpha} w(t)\|_{H^1 \times L^2}. \quad (4.19)$$

Actually, this computations holds for other norms we are interested for example Strichartz norms. Therefore, in all spaces we are interested in, one has

$$w(t) \sim [1 - P_{0,\beta_0}(c(t))]w(t). \quad (4.20)$$

In particular, the zero modes with respect to the linear operator coming from (4.15) will not result in any polynomial growth. Due to the relation (4.20), in our practical computations, we can simply disregard the influence of zero modes.

Remark 4.2. The same reduction analysis can be applied to stable/unstable modes in the setting of Proposition 1.6.
4.3. Perturbation of linear trajectories. From computations above, we know that to establish Strichartz estimates and the local energy decay for (4.24), it suffices to consider a reduced problem in which the potential moves along a perturbation of a linear trajectory with a fixed Lorentz factor:

\[ w_{tt} - \Delta w + w + V_\beta (x - \beta t + c(t)) w = F \tag{4.21} \]

with \(|c'(t)| \ll 1|.

Again writing the equation in its Hamiltonian form, we have

\[ \frac{d}{dt} w = \left( \begin{array}{cc} 0 & 1 \\ \Delta - V_\beta (x - \beta t + c(t)) - 1 & 0 \end{array} \right) w + F. \]

We will prove local energy decay and Strichartz estimates for the system above. Here we will use the short-hand notation

\[ L_t^p L_x^q := L^p([0, \infty); L_x^q). \]

Making a change of variable \( y = x + c(t) \) and projecting onto the stable space, it suffices to consider the following equation

\[ \gamma_t = \mathcal{L}_\beta(t) \gamma + P_c(\gamma) [a(t) \nabla \gamma + F] \tag{4.22} \]

where

\[ \mathcal{L}_\beta(t) := \left( \begin{array}{cc} 0 & 1 \\ \Delta - V_\beta (x - \beta t) - 1 & 0 \end{array} \right) \tag{4.23} \]

and \( a(t) = c'(t), \gamma(0) = P_c(0) \gamma(0) \) and \( \|a\|_{L^\infty} \ll 1|). Here \( P_c(t) \) is the projection on the continuous spectrum associated with \( \mathcal{L}_\beta(t) \) which is via (3.39) from (3.3) after a shift by \(-\beta t\).

Denote \( A(t) = a(t) \cdot \nabla \). It is sufficient to consider Strichartz estimates for the following equation

\[ z_t = \mathcal{L}_\beta(t) P_c(t) z - \kappa P_d(t) z + [A(t) (P_c(t) z) + F], \quad z(0) = \gamma(0) \tag{4.24} \]

where \( P_d(t) \) is the projection on to the discrete spectrum with respect to \( \mathcal{L}_\beta(t) \) which is a shift of \( \|3.3| \) by \(-\beta t\) and \( \kappa \) is a positive number determined by the eigenvalue of the stationary operator and the velocity). Note that since \( P_c(t) \) commutes with the principal part of the linear flow, taking \( P_c(t) z(t) = \gamma(t) \), the equation (4.24) is reduced back to the original equation (4.22).

Here we analyze the principal part of the equation (4.24) more explicitly:

\[ z_t = \mathcal{L}_\beta(t) P_c(t) z - \kappa P_d(t) z. \tag{4.25} \]

Projecting onto the subspace associated with \( P_d(t) \), one has

\[ (P_d(t) z)_t = -\kappa (P_d(t) z). \tag{4.26} \]

On the other hand, along the stable space, we have

\[ (P_c(t) z)_t = \mathcal{L}_\beta(t) P_c(t) z. \tag{4.27} \]

If we denote the evolution operator from \( s \) to \( t \) of the linear equation (4.25) above as \( E(t, s) \). Then from (4.26) and (4.27), we can write

\[ z(t) = E(t, 0) P_c(0) z(0) + e^{-\kappa t} P_d(0) z(0). \]

Moreover, one also has

\[ z(t) = E(t, s) P_c(s) z(s) + e^{-(t-s)\kappa} P_d(s) z(s). \]

Transparency, \( E(t, s) P_c(s) \) is the same as \( U(t, s) P_c(s) \) from Lemma 4.1. Note that (4.25) can be rearranged as

\[ z_t = \mathcal{L}_\beta(t) z - \kappa P_d(t) z - \mathcal{L}_\beta(t) P_d(t) z. \]

We can write the original equation (4.24) as

\[ z_t = [\mathcal{L}_0 + V_\beta (x - \beta t) + A(t)] z + \tilde{F} \tag{4.28} \]

where

\[ V_\beta (x - \beta t) = -\mathcal{L}_\beta(t) P_d(t) - \kappa P_d(t) + K_\beta (x - \beta t) \tag{4.29} \]
Here $K_t(x - \beta t) = \begin{pmatrix} 0 & 1 \\ -\beta(x - \beta t) & 0 \end{pmatrix}$ denotes the difference between $L_t$ and the free operator $L_0 := \begin{pmatrix} 0 & 1 \\ \Delta & 0 \end{pmatrix}$.

(4.31)

Denote $U_A(t, s)$ the evolution operator defined by the equation

$$u_t = A(t) u.$$  

More explicitly,

$$U_A(t, s) \phi = \phi(x + b(t, s)).$$  

(4.32)

Trivially, $L_0$ and $A(t)$ commute with each other and their evolution operators also commute.

We can write down the solution $z$ using the Duhamel formula

$$z(t) = z_0(t) + \int_0^t e^{(t-s)L_0} U_A(t, s) \left\{ V_\beta(s) z(s) + \tilde{F}(s) \right\} ds$$  

(4.33)

where

$$z_0 = e^{tL_0} U_A(t, 0) z(0).$$  

(4.34)

To study estimates for (4.33), we introduce three auxiliary operators. Define

$$Tg := \int_0^t e^{(t-s)L_0} U_A(t, s) V_\beta(s) g(s) ds$$  

(4.35)

$$T_0g := \int_0^t e^{(t-s)L_0} V_\beta(s) g(s) ds$$  

(4.36)

$$T_1g := \int_0^t U_\beta(t, s) V_\beta(s) g(s) ds$$  

(4.37)

where $U_\beta(t, s)$ denotes the evolution of the linear equation

$$z_t = [L_0 + V_\beta(x - \beta t)] z.$$  

(4.38)

Then we observe that by construction (4.35) and the expansion (4.33), one has

$$(1 - T) z = z_0 + \int_0^t e^{(t-s)L_0} U_A(t, s) \tilde{F}(s) ds.$$  

(4.39)

To understand the operator $T$, by (4.36) and (4.35) for a general inhomogeneous term $g$, we have

$$(T_0 - T) g = \int_0^t e^{(t-s)L_0} (1 - U_A(t, s)) g(s) ds.$$  

(4.40)

To obtain Strichartz estimates for $z$ from (4.33), we first need to show the local energy decay. The local energy decay of $z$ is achieved by two key points:

- The RHS of (4.39) can be estimated in the local energy norm.
- The invertibility of $(1 - T)$ in (4.39) in the local energy norm.

To establish the desired results above, we split the proof into the following steps:

1. We will first show that $(1 - T_0)$ is invertible.
2. Then using dispersive estimates, we show that the difference between $(T_0 - T)$ is small.
3. The invertibility of $(1 - T)$ will follow the two items above by the Neumann’s series.

The dispersive estimate will also result in the estimate of the RHS of (4.39). We proceed analysis of steps above with some lemmata as in Nakanishi-Schlag [28] adapted to our current setting with a large velocity.

First of all, we have the invertibility of $(1 - T_0)$. The inverse of $(1 - T_0)$ can be computed explicitly as following:
Lemma 4.3. Given notations from (4.36) and (4.37), \( T_0, T_1 \) are bounded on \( L^2_t \mathcal{H} (\cdot - \beta t)^{-\sigma} \) in the following sense: for any \( \alpha > 1 \), we have for \( j = 0, 1 \)
\[
\| (\cdot - \beta t)^{-\alpha} T_j g \|_{L^2_t \mathcal{H}} \lesssim \| (\cdot - \beta t)^{-\alpha} g \|_{L^2_t \mathcal{H}} \tag{4.41}
\]
and
\[
(1 - T_0) (1 + T_1) = (1 + T_1) (1 - T_0) = 1. \tag{4.42}
\]

Proof. We first prove two identities in (4.42). By construction,
\[
T_0 T_1 f = \int \int_{0 < t_1 < t_0 < t} e^{(t-t_0)\mathcal{L}_0} V_\beta (t_0) U_\beta (t_0, t_1) V_\beta (t_1) f (t_1) \ dt_1 dt_0 \\
= \int_0^t \left[ U_\beta (t, t_1) - e^{(t-t_1)\mathcal{L}_0} \right] V_\beta (t_1) f (t_1) \ dt_1 = T_1 f - T_0 f. \tag{4.43}
\]
where in the last step, we used
\[
U_\beta (t, t_1) \phi = e^{(t-t_1)\mathcal{L}_0} \phi + \int_{t_1}^t e^{(t-t_0)\mathcal{L}_0} V_\beta (t_0) U_\beta (t_0, t_1) \phi \ dt_0. \tag{4.44}
\]
Reversing the Duhamel formula, we can also obtain
\[
T_1 T_0 = -T_0 + T_1
\]
in the same manner. Therefore,
\[
(1 - T_0) (1 + T_1) = (1 + T_1) (1 - T_0) = 1.
\]
Next we prove weighted estimates. First of all, for the free case, we recall that
\[
T_0 g = \int_0^t e^{(t-s)\mathcal{L}_0} V_\beta (s) g (s) \ ds. \tag{4.45}
\]
The desired estimate is nothing but the Kato smoothing or the local energy decay for the operator \( e^{\mathcal{L}_0 + i \beta t \nabla} \). The perturbed version is discussed in Lemma 4.1. More precisely, we write
\[
T_1 g = \int_0^t U_\beta (t, s) V_\beta (s) g (s) \ ds \\
= \int_0^t U_\beta (t, s) P_c (s) V_\beta (s) g (s) \ ds + \int_0^t U_\beta (t, s) P_d (s) V_\beta (s) g (s) \ ds \\
= \int_0^t U (t, s) P_c (s) V_\beta (s) g (s) \ ds + \int_0^t U_\beta (t, s) P_d (s) V_\beta (s) g (s) \ ds \tag{4.46}
\]
where in the last equality, we used the notation from Lemma 4.1. Then the first integral on the RHS of (4.46) can be bounded by estimates in Lemma 4.1. The second integral can be bounded by choosing \( \kappa > 0 \) large enough to defeat the exponential growth rates of unstable modes. \( \square \)

4.3.1. Difference of \( T \) and \( T_0 \). Next, we analyze the difference between \( T \) and \( T_0 \). We know that from the computations above, \( (1 - T_0) \) is invertible in the weighted space and its inverse is explicitly given by \((1 + T_1)\). If the difference between \( T \) and \( T_0 \) is small enough, then one can also invert \( (1 - T) \) in the weighted space using the Neumann’s series.

We start with some interaction estimates. See Section 5.7.1 for the most general version.

Recalling the notation \( U_A \), (4.32), and the operator \( \mathcal{D} = \sqrt{-\Delta + 1} \) from (1.23), we denote
\[
I_j^M (f, g) = \int_0^\infty \int_0^{\max(t-M,0)} \left\langle e^{(t-s)\mathcal{D}} U_A (t, s) \Delta_j w (s) f (s), w (t) g (t) \right\rangle \ ds dt, \tag{4.47}
\]
for \( j \geq 0, M \geq 1, w (x, t) = (\cdot - \beta t)^{-\sigma} \) and \( f, g \in L^2_t x \), \( 1 = \sum_{j=0}^{\infty} \Delta_j \) is a Littlewood-Paley decomposition defined by \( \Delta_j u = \mathcal{F}^{-1} \varphi (2^{-j} \xi) \hat{u} (\xi) \) for all \( j \geq 1 \) with some radial non-negative
Then one has \( I_j^M(f,g) = I_j^M(Q_j f, Q_j g) \),

\[
Q_j f = \sum_{|k-j| \leq 1} \Delta_k f + w^{-1} [\Delta_k, w] f,
\]

where the commutator term is small in the sense that

\[
\| w^{-1} [\Delta_k, w] f \|_{L^2} \lesssim 2^{-k} \| f \|_{L^2}.
\]

Next, we prove Lemma 9.5 from Nakanishi-Schlag [26] in our setting.

**Lemma 4.4.** Let \( \sigma > \frac{3}{2} \) and \( M \geq 1 \). Then for any \( j \geq 0 \), we have

\[
| I_j^M(f,g) | \lesssim C(\sigma) 2^{3j} M^{\frac{3}{2} - \sigma} \| f \|_{L^2_x L^2_t} \| g \|_{L^2_x L^2_t},
\]

provided \( \| a \|_{L^\infty_t} \ll 1 \).

**Proof.** Define the space-time function \( K_j \) and \( K^j \) by

\[
K_j(t,x) := 2^{3j} K^j(2^j t, 2^j x) := e^{itD} 2^{3j} \hat{\varphi}(2^j x).
\]

Then we can rewrite

\[
I_j^M(f,g) = J_j^M(f,g) + \overline{J_j^M(g,f)}
\]

where

\[
J_j^M(f,g) = \int_{|x-\beta t|>|y-s\beta|, s>0, t>s+M} K_j(t-s, x-y+b) w(s,y) f(s,y) w(t,x) \overline{\varphi}(t,x) \, dsdt dxdy.
\]

We set \( t-s = u \) and

\[
z = -x + y - b + \beta t - s\beta, \quad h = x + b - \beta t.
\]

Then one has

\[
h - b = x - \beta t, \quad z + h = y - s\beta.
\]

Using the new coordinates, the original integral is rewritten as

\[
J_j^M(f,g) = \int_{|h-b|>|h+z|, s>0, u>M} 2^{3j} K^j(2^j u, 2^j (z - \beta u)) w(s,h-b) f(s,h-b)
\]

\[
\quad \quad \quad \quad \quad w(s+u,h+z) \overline{\varphi}(s+u,h+z) \, dsdu dhdz.
\]

where \( b = b(t,s) = \int_s^t a(\tau) \, d\tau \).

Recall that we have following pointwise decay for \( K^j \). For the proof, see Nakanishi-Schlag [26].

Proof of (9.60)]. For \( t \geq 1 \), one has for \( N \in \mathbb{N} \) arbitrary

\[
| K^j(t,x) | \lesssim \begin{cases} 
2^{-t} (t-|x|)^{-\frac{3}{2}} & (t-|x|) \sim 2^{-2kt}, \\
2^{-t} (t-|x|)^{-N} & (t-|x|) \sim 2^{-2kt}.
\end{cases}
\]

For \( u \sim |z - \beta u| \), applying the first bound of the estimate above, by (4.51), we can bound

\[
|J_j^M(f,g)| \lesssim 2^{3j} (2^j u)^{-3-N} w(s, y - b) f(s, u - b) w(s + u, y + z) \overline{\varphi}(s + u, y + z) \, dsdu dhdz
\]

\[
\lesssim 2^{-jN} M^{-2-N} \| f \|_{L^2_t L^2_x} \| g \|_{L^2_t L^2_x}.
\]

If \( u \sim |z - \beta u| \) which implies that \( u \sim |z| \) since \( |\beta| < 1 \). It follows that

\[
|b(t,s)| \lesssim |t-s| = u \sim |z| \lesssim |h-b| + |h+z| + |b| \lesssim |h-b|
\]
since $|h + z| < |h - b|$ by construction. Therefore the integral $J^M_j (f, g)$ above in this region is bounded by

\[
\int_{u \geq M, |u| \leq |h-b|} \frac{2^{3j} |f(s, u-b)\overline{f}(s+u, y+z)|}{\langle h-b \rangle^\sigma \langle h+z \rangle^\sigma} dydzdu dsdu
\]

\[
\lesssim \int_{u \geq M} 2^{j} u^{-1} \|\langle h-b \rangle^{-\sigma} \langle h+z \rangle^{-\sigma}\|_{L^2_{\langle h-|h-b| \geq u \rangle} L^2_{\langle u \rangle}} \times \|f(s, \cdot)\|_{L^2_x} \|g(s+u, \cdot)\|_{L^2_y} dsdu
\]

\[
\lesssim \int_{u \geq M} 2^{2j} u^{-\sigma} \|f(s, \cdot)\|_{L^2_x} \|g(s+u, \cdot)\|_{L^2_y} dsdu
\]

\[
\lesssim 2^{2j} M^{2-\sigma} \|f\|_{L^2_x L^2_y} \|g\|_{L^2_x L^2_y}.
\]

Therefore, overall, putting (4.52) and (4.53) together, one has

\[
|I^M_j (f, g)| \lesssim C(\sigma) 2^{2j} M^{2-\sigma} \|f\|_{L^2_x L^2_y} \|g\|_{L^2_x L^2_y}
\]
as desired. \hfill \Box

The key dispersive estimate is the following lemma.

**Lemma 4.5.** Let $1 > \nu > 0$ and $\sigma \geq \frac{1}{2} + \frac{2}{p}$. If $\|a\|_{L^\infty_x} \ll 1$ then

\[
\left\| e^{i\beta t} \right\|_{L^2_x L^2_y} \lesssim \|\phi\|_{H^\frac{\nu}{2}_x},
\]

\[
\left\| e^{i\beta t} \right\|_{L^2_x L^2_y} \lesssim \|D^\nu f\|_{L^1_t H^\frac{2-\nu}{2} x + L^2_t L^2_y (\cdot, \cdot)^{\sigma}}.
\]

**Proof.** We notice that when $s \sim t$, the interaction is strong. In this region, we will apply the trivial $L^2_x$ conservation:

\[
|I^M_j (f, g) - I^0_j (f, g)| \lesssim M \|f\|_{L^2_{t,x}} \|g\|_{L^2_{t,x}}.
\]

For any $1 > \nu > 0$, we choose $M = 2^{2j}$ and take $\sigma$ as in the condition of the lemma. Then it follows

\[
2^{2j} M^{2-\sigma} \leq M = 2^{4\nu}.
\]

By (4.49) from Lemma 4.4 and (4.55), we have

\[
|I^0_j (f, g)| \lesssim 2^{4\nu} \|f\|_{L^2_{t,x}} \|g\|_{L^2_{t,x}}.
\]

Applying the Littlewood-Paley decomposition and the almost orthogonality, it follows

\[
\left\| \int_{0}^{t} \left\langle e^{i(t-s)D} U_A(t, s) w(s) f(s), w(t) g(t) \right\rangle ds \right\| \leq \sum_{j=0}^{\infty} |I^0_j (f, g)|
\]

\[
\lesssim \sum_{j=0}^{\infty} \sum_{|j-k|+|j-\ell| \leq 2} 2^{2j} \|\Delta_k f\|_{L^2_{t,x}} \|\Delta_\ell g\|_{L^2_{t,x}} + 2^{(\nu-1)j} \|f\|_{L^2_{t,x}} \|g\|_{L^2_{t,x}} \lesssim \|f\|_{L^2_{t,x} H^\nu_x} \|g\|_{L^2_{t,x}}
\]

which implies via duality,

\[
\left\| \langle \cdot - \beta t \rangle^{-\sigma} \int_{0}^{t} e^{i(t-s)D} U_A(t, s) f(s) ds \right\|_{L^2_{t,x} L^2_y} \lesssim \|D^\nu (\langle \cdot - \beta t \rangle^\sigma) f\|_{L^2_{t,x}} \lesssim \|D^\nu f\|_{L^2_{t,x} L^2_y (\cdot - \beta t)^\sigma}.
\]

Similar estimates hold for $t < s < \infty$. 
Therefore one can conclude that
\[
\left\| \langle \cdot - \beta t \rangle^{-\sigma} \int e^{i(t-s)D} U_A (t, s) f (s) \, ds \right\|_{L_t^2 L_x^2} \lesssim \| \mathcal{D}^\nu f \|_{L_t^2 L_x^2 (\langle \cdot - \beta t \rangle^\nu)}.
\] (4.57)

It remains to prove the homogeneous estimate. Define
\[
\mathcal{K} \phi = \langle x - \beta t \rangle^{-\sigma} e^{itD} U_A (t, 0) \mathcal{D}^{-\frac{1}{2}} \phi
\]
then
\[
\mathcal{K} f = \int \mathcal{D}^{-\frac{1}{2}} e^{-isD} U_A (0, s) \langle \cdot - \beta s \rangle^{-\sigma} f (s) \, ds.
\]
Consider
\[
\mathcal{K} \mathcal{K}^* f = \langle x - \beta t \rangle^{-\sigma} \int e^{i(t-s)D} \mathcal{D}^{-\nu} U_A (t, s) \langle \cdot - \beta s \rangle^{-\sigma} f (s) \, ds.
\]
By our analysis above (4.57), it follows
\[
\| \mathcal{K} \mathcal{K}^* f \|_{L_t^2 L_x^2} \lesssim \| f \|_{L_t^2 L_x^2},
\]
whence
\[
\| \mathcal{K} \psi \|_{L_t^2 L_x^2} \lesssim \| \psi \|_{L_t^2}.
\]
In particular,
\[
\| \langle \cdot - \beta t \rangle^{-\sigma} e^{itD} U_A (t, 0) \phi \|_{L_t^2 L_x^2} \lesssim \| \phi \|_{H_x^\infty}.
\]
The desired results are proved. \qed

Finally, we use the dispersive estimate above to analyze the difference between $T$ and $T_0$.

**Lemma 4.6.** For $\sigma > 14$, one has
\[
\| \langle \cdot - \beta t \rangle^{-\sigma} (T_0 - T) g \|_{L_t^2 H} \lesssim \| a \|_{L_t^\infty} \| \langle \cdot - \beta t \rangle^{-\sigma} g \|_{L_t^2 H}.
\]
Hence if $\| a \|_{L_t^\infty}$ is small enough, then one can use Neumann series to conclude $(1 - T)$ is invertible on $L_t^2 H (\langle \cdot - \beta t \rangle^{-\sigma})$ as well as $L_t^2 \mathcal{D}^\nu H (\langle \cdot - \beta t \rangle^{-\sigma})$ for $\nu > 0$ small enough.

**Proof.** From the definitions of $T$ and $T_0$, (4.35) and (4.36), we have
\[
(T - T_0) g = \int_0^t e^{i(t-s)\mathcal{L}_0} (U_A (t, s) - 1) V_\beta (s) g (s) \, ds.
\]
Note that from the definition of $V_\beta (s)$, see (1.29), the $\mathcal{P}_\beta (s)$ is smooth due to the smoothness of eigenfunctions and
\[
\mathcal{K}_\beta (x - \beta t) g = \begin{pmatrix} 0 \\ V_\beta (x - \beta t) g_1 \end{pmatrix}
\]
so measuring in $H$, the inhomogeneous term $V_\beta (s) g (s)$ gains one order derivatives.

Explicitly, we know that
\[
e^{i\tau \mathcal{L}_0} = \begin{pmatrix} \cos (\tau \sqrt{-\Delta + 1}) & \frac{\sin (\tau \sqrt{-\Delta + 1})}{(\sqrt{-\Delta + 1})} \\ -\sqrt{-\Delta + 1} \sin (\tau \sqrt{-\Delta + 1}) & \cos (\tau \sqrt{-\Delta + 1}) \end{pmatrix}.
\]
Then again using the norm of $H$ to measure the solution, we note that it suffices to consider a slightly more general formulation in terms of the half Klein-Gordon evolution $e^{itD}$ and measure the solution in the $L^2$ norm as the follow
\[
(T - T_0) g = \int_0^t e^{i(t-s)\mathcal{D}} (U_A (t, s) - 1) \tilde{V}_\beta (s) g (s) \, ds
\]
such that $\tilde{V}_\beta(s)$ localized around $x \sim \beta s$ and gains one derivative with $\| (\cdot - \beta t)^{-\sigma} g \|_{L^2_t L_x^2} < \infty$. It is sufficient to show the following estimate

$$\left\| (\cdot - \beta t)^{-\sigma} \left( \tilde{T} - \tilde{T}_0 \right) g \right\|_{L^2_t L_x^2} \lesssim \| a \|_{L^\infty_t} \left\| (\cdot - \beta t)^{-\sigma} g \right\|_{L^2_t L_x^2}.$$  

We decompose the difference of $\tilde{T} - \tilde{T}_0$ into two pieces

$$\left( \tilde{T} - \tilde{T}_0 \right) g = \tilde{T}_S g + \tilde{T}_L g$$

where

$$\tilde{T}_S := \sum_{j=0}^\infty T^j_S = \sum_{j=0}^\infty \int_{\max(t-M_j,0)}^t e^{(t-s)iD} (1 - U_A(t,s)) \Delta_j \tilde{V}_\beta(s) g(s) \, ds$$

with $M_j \gg 1$ will be chosen later and $\Delta_j$ is the Littlewood-Paley decomposition. $T^j_L$ is defined by a similar way.

First of all, notice that

$$\left\| e^{(t-s)iD} (1 - U_A(t,s)) \Delta_j \tilde{V}_\beta g \right\|_{L^2_x} \lesssim \left\| (1 - U(t,s)) \tilde{V}_\beta g \right\|_{L^2_x}$$

$$\lesssim \| b(t,s) \| \left\| \nabla \tilde{V}_\beta g \right\|_{L^2_x}$$

$$\lesssim |t-s| \| a \|_{L^\infty_t} \left\| (\cdot - \beta s)^{-\sigma} g \right\|_{L^2_x}$$

(4.58)

where in the last line we used the fact that $\tilde{V}_\beta$ gains one derivative.

Secondly, we note that

$$\left\| e^{(t-s)iD} (1 - U_A(t,s)) \Delta_j \tilde{V}_\beta g \right\|_{L^2_x} \lesssim 2^{-j} \left\| (\cdot - \beta s)^{-\sigma} g \right\|_{L^2_x}.$$  

(4.59)

Interpolation between (4.58) and (4.59) will give us

$$\left\| e^{(t-s)iD} (1 - U_A(t,s)) \Delta_j \tilde{V}_\beta g \right\|_{L^2_x} \lesssim 2^{-j/2} |t-s|^{1/2} \| a \|_{L^\infty_t} \left\| (\cdot - \beta s)^{-\sigma} g \right\|_{L^2_x}.$$  

Integrating in $s$, we obtain

$$\left\| \tilde{T}^j_S g \right\|_{L^2_t L_x^2} \lesssim M_j^{3/2} 2^{-j/2} \| a \|_{L^\infty_t} \left\| (\cdot - \beta s)^{-\sigma} g \right\|_{L^2_t L_x^2}.$$  

For $\tilde{T}^j_L$, we use the refined disperisve estimate, Lemma 4.5, the derivative gained from $\tilde{V}_\beta$ and its decay, we have

$$\left\| (\cdot - \beta t)^{-\sigma} \tilde{T}^j_L g \right\|_{L^2_t L_x^2} \lesssim M_j^{3/2} 2^{-\sigma} \| a \|_{L^\infty_t} \left\| (\cdot - \beta s)^{-\sigma} g \right\|_{L^2_t L_x^2}.$$  

Choosing $M_j = 2^{j/2} \| a \|_{L^\infty_t}$, with $\sigma > 14$, summing in $j \geq 0$, one concludes

$$\left\| (\cdot - \beta t)^{-\sigma} \left( \tilde{T}^j_S g + \tilde{T}^j_L g \right) \right\|_{L^2_t L_x^2} \lesssim \| a \|_{L^\infty_t} \left\| (\cdot - \beta t)^{-\sigma} g \right\|_{L^2_t L_x^2}. $$

We are done. \qed
4.3.2. **Strichartz estimate for the auxiliary equation.** By Lemma 4.3, we know \((1 - T_0)\) is invertible in the local energy norm. From Lemma 4.6 \((T - T_0)\) is small in the local energy norm provided \(\|a\|_{L^\infty} \) is small. Using the Neumann series, we can invert \((1 - T)\). Now we show Strichartz estimates for the solution \(z\) to the auxiliary equation in terms of (4.33). Recalling (4.39),

\[
(1 - T) z = z_0 + \int_0^t e^{(t-s)\Delta} U_A(t,s) \tilde{F}(s) \, ds
\]

with \(z_0 = e^{t\Delta_0} U_A(t,0) z(0)\), we invert \((1 - T)\) in the local energy norm and obtain

\[
\|z\|_{\mathcal{H}} \lesssim \|z(0)\|_{\mathcal{H}} + \|F\|_{L_x^2 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3) + L_x^1 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3)}.
\]  

(4.60)

From the local energy decay to Strichartz estimates now is straightforward. We use the expansion for \(z\),

\[
z = z_0 + \int_0^t e^{(t-s)\Delta_0} U_A(t,s) \left\{ V_\beta(s) z(s) + \tilde{F}(s) \right\} \, ds
\]

(4.61)

where

\[
z_0 = e^{t\Delta_0} U_A(t,0) z(0).
\]

Applying Strichartz norms, see Theorem 2.1 on both sides of (4.61), one concludes that

\[
\|z\|_{S/\mathcal{H}} \lesssim \|z_0\|_{S/\mathcal{H}} + \left\| \int_0^t e^{(t-s)\Delta_0} U_A(t,s) \left\{ V_\beta(s) z(s) + \tilde{F}(s) \right\} \, ds \right\|_{S/\mathcal{H}}
\]

\[
\lesssim \|z(0)\|_{\mathcal{H}} + \left\| (\cdot - \beta t)^{-\sigma} \mathcal{D}^{-\frac{1}{2}} z \right\|_{L_t^2 \mathcal{H}} + \|F\|_{S/\mathcal{H}^*},
\]

where we used the notation from (1.42) and

\[
S := L_x^\infty L_x^2 \bigcap L_x^2 B_{6,2}^{-5/6}, B := B_{6,2}^{-5/6}.
\]

(4.62)

Therefore, we obtain Strichartz estimate for the auxiliary equation

\[
\|z\|_{S/\mathcal{H}} \lesssim \|z(0)\|_{\mathcal{H}} + \|F\|_{L_t^2 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3) + L_x^1 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3)} + \|F\|_{L_t^2 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3) + L_x^1 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3)}.
\]

where we again used the notation from (1.42). Translating the result above to the original problem after applying the projection to \(z\), we conclude the local energy decay and Strichartz estimates.

**Proposition 4.7.** Let \(\nu > 0\) be small and \(\sigma\) be large. There exists \(0 < \delta \ll 1\) such that if \(\|a\|_{L^\infty} \leq \delta\) then solution to the following equation

\[
\gamma_t = \mathcal{L}_\beta(t) \gamma + P_c(t) [a(t) \nabla \gamma + F]
\]

(4.63)

with \(\gamma(0) = P_c(0) \gamma(0)\) satisfies

\[
\|\gamma\|_{S/\mathcal{H} \cap L_t^2 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3)} \lesssim \|\gamma(0)\|_{\mathcal{H}} + \|F\|_{L_t^2 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3) + L_x^1 \mathcal{H}^{\frac{1}{2}}(\mathbb{R}^3)}.
\]

The boundedness of Strichartz norms and the weighted norm, in particular, implies scattering in the shifted coordinate. We will discuss this later on in more general settings.
4.4. Strichartz estimates in the general setting. In this subsection, we conclude Strichartz estimates and local energy decay for (1.1) under the conditions (1.2) and (1.3). Without loss of generality, suppose \( y(0) = 0 \). Let \( y'(t) = \beta(t) \) and \( \beta_0 = \beta(0) \).

Writing \( w = \left( \begin{array}{c} w \\ w_t \end{array} \right) \), one has

\[
\dot{w} = L(t, \beta(t), y(t)) w + F
\]  

(4.64)

where

\[
L(t, \beta(t), y(t)) = \left( \begin{array}{cc} 0 & \Delta w - w - V_\beta(t)(x - y(t)) \\ \Delta w - w - V_\beta(t)(x - y(t)) & 0 \end{array} \right).
\]

Denoting \( v(t) = \pi_{cs}(t) w \) where \( \pi_{cs} \) is from Proposition 1.1, we have\n
\[
v_t = L(t, \beta(t), y(t)) v + \pi_{cs}(t) F
\]  

(4.65)

since the projection \( \pi_{cs}(t) \) commutes with the linear flow. By construction, in this centre-stable space, \( \|v(t)\|_{\mathcal{H}} \) is bounded or grows subexponentially for \( t \geq 0 \).

**Theorem 4.8.** Using the notations above and norms from (4.62), one has Strichartz estimates

\[
\|v\|_{S_t \cap L^2_t \mathcal{H}; \langle -y(t) \rangle^{-\sigma}} \lesssim \|v(0)\|_{\mathcal{H}} + \|F\|_{L^2_t \left( H_{\mathcal{H}}^{1-\frac{s}{2}}; \langle -y(t) \rangle^\sigma \cap B^s_{1,1} \right) + L^1_t H}. 
\]

(4.66)

Moreover, indeed \( v \) scatters to a free wave. There exists \( \phi_+ \in \mathcal{H} \) such that \( \|v(t) - e^{i\phi_+} \phi_+\|_{\mathcal{H}} \to \infty, \ t \to \infty \).

**Proof.** Performing the reduction in Subsection 4.2, from the general equation (4.65), it is sufficient to consider

\[
u_t = L_{\beta_0}(t) u + a(t) \nabla u + b(x - \beta_0 t) u + \pi_{cs}(t) F
\]  

(4.67)

where \( L_{\beta_0}(t) \) uses the notation (4.23) with \( \beta \) replaced by \( \beta_0 \),

\[a(t) = \beta(t) - \beta_0 + y'(t) - \beta(t)\]

and

\[|b(x - \beta_0 t)| \leq \|\beta'(t)\|_{L^1_t} \left| \partial_\beta V_\beta(x - \beta_0 t) \right|.
\]

Since \( \|v(t)\|_{\mathcal{H}} \) is bounded or grows subexponentially for \( t \geq 0 \), whence \( \|\nu(t)\|_{\mathcal{H}} \) is of subexponential growth.

As computed in (4.22), given the zero-mode condition (4.2), we can ignore the influence of zero modes with respect to \( L_{\beta_0}(t) \) in the decomposition of \( u \). So we can write

\[
u(t) = \sum_{k=1}^K \left( \lambda_{k, +}(t) \xi_{k, \beta_0}^+(t) + \lambda_{k, -}(t) \xi_{k, \beta_0}^-(t) \right) + \gamma
\]

where the decomposition above is defined with respect to the linear operator \( L_{\beta_0}(t) \) with the potential moving with a fixed velocity \( \beta_0 \).

Applying the projection with respect to \( L_{\beta_0}(t) \) and denoting \( \gamma = P_c(t) u \), the equation (4.67) is reduced to

\[
\gamma_t = L_{\beta_0}(t) \gamma + P_c(t) \left[ a(t) \nabla u + \tilde{F} \right]
\]

(4.68)

where

\[
\tilde{F} = \pi_{cs}(t) F + b(x - \beta_0 t) u
\]

with \( \gamma(0) = P_c(0) u(0) \).

For the stable/unstable modes, we have

\[
\left( \partial_t + \frac{\nu_k}{\gamma} \right) \lambda_{k, \pm} = \omega \left( a(t) \nabla u + \tilde{F}, \xi_{k, \beta_0}^\pm(t) \right)
\]
where \( \gamma_0 = \frac{1}{\sqrt{1 - |\beta_0|^2}} \) and where \( Y_{k,\beta_0}^\pm \) is found with respect to \( L_{\beta_0} (t) \). Using the fact that \( \| \mathbf{u} \|_H \) is bounded or grows subexponentially for \( t \geq 0 \), we obtain the following system for \( \lambda_{k,\pm} \):

\[
\lambda_{k,+} (t) = - \int_t^\infty e^{\frac{s}{\gamma}} (t-s) \omega \left( a(t) \nabla \mathbf{u} + \mathbf{F}, Y_{k,\beta_0}^- (s) \right) ds
\]

\[
\lambda_{k,-} (t) = e^{-\frac{s}{\gamma}} \lambda_{k,-} (0) - \int_0^t e^{-\frac{s}{\gamma} (s-t)} \omega \left( a(t) \nabla \mathbf{u} + \mathbf{F}, Y_{k,\beta_0}^+ (s) \right) ds.
\]

To estimate the \( L_t^2 \cap L_t^\infty \) norm of \( \lambda_{k,\pm} \), we apply Young’s inequality. For the centre-direction part given by the equation (4.66), we apply Proposition 4.7 and conclude that

\[
\| \gamma \|_{S_H \cap L_t^2 D_y^\infty H^{-\beta_0 t} - \sigma} \lesssim \| \gamma (0) \|_H + \| F \|_{L_t^2 \left( H^{1-\frac{1}{2}} (-\beta_0 t)^\sigma \cap B_H^* \right) + L_t^1 H}.
\]

\[
\sum_{k=1}^K \left( \| \lambda_{k,+} (t) \|_{L_t^1 L_t^\infty} + \| \lambda_{k,-} (t) \|_{L_t^1 L_t^\infty} \right) \lesssim \| \mathbf{u} (0) \|_H + \| F \|_{L_t^2 \left( H^{1-\frac{1}{2}} (-\beta_0 t)^\sigma \cap B_H^* \right) + L_t^1 H}.
\]

Therefore, summing two estimates above, we obtain

\[
\| \mathbf{u} \|_{S_H \cap L_t^2 D_y^\infty H^{-\beta_0 t} - \sigma} \lesssim \| \mathbf{u} (0) \|_H + \| \pi_{cs} (t) \|_{L_t^2 \left( H^{1-\frac{1}{2}} (-\beta_0 t)^\sigma \cap B_H^* \right) + L_t^1 H}.
\]

Going back to the original coordinate, we get

\[
\| \mathbf{v} \|_{S_H \cap L_t^2 D_y^\infty H^{-\beta_0 t} - \sigma} \lesssim \| \mathbf{v} (0) \|_H + \| \pi_{cs} (t) \|_{L_t^2 \left( H^{1-\frac{1}{2}} (-\beta_0 t)^\sigma \cap B_H^* \right) + L_t^1 H}.
\]

which is equivalent to (4.66).

Finally we show \( \mathbf{v} \) scatters to the free wave. The argument is more or less standard, see Chen [8, 9] for the wave setting. We write the solution as

\[
\mathbf{v} (t) = e^{\mathbf{E}_0 t} \mathbf{v} (0) + \int_0^t e^{(t-s) \mathbf{E}_0} \left\{ \mathbf{V}_{\beta(s)} \cdot \mathbf{\mathbf{v}} (s) + \pi_{cs} (t) \mathbf{F} \right\} ds.
\]

By the standard argument, to establish the scattering, we need to show

\[
\int_0^\infty e^{-s \mathbf{E}_0} \left\{ \mathbf{V}_{\beta(s)} \cdot \mathbf{\mathbf{v}} (s) + \pi_{cs} (t) \mathbf{F} \right\} \in H.
\]

Applying the dual version of (4.54) in Lemma 4.5, we obtain that

\[
\left\| \int_0^\infty e^{-s \mathbf{E}_0} \left\{ \mathbf{V}_{\beta(s)} \cdot \mathbf{\mathbf{v}} (s) + \pi_{s} (t) \mathbf{F} \right\} ds \right\|_H \lesssim \left\| \mathbf{F} \right\|_{H^1 \left( H^{1-\frac{1}{2}} (-\beta_0 t)^\sigma \cap B_H^* \right) + L_t^1 H} + \left\| \mathbf{v} \right\|_{S_H \cap L_t^2 D_y^\infty H^{-\beta_0 t} - \sigma} \lesssim \left\| \mathbf{v} (0) \right\|_H + \left\| \mathbf{F} \right\|_{L_t^2 \left( H^{1-\frac{1}{2}} (-\beta_0 t)^\sigma \cap B_H^* \right) + L_t^1 H}.
\]

Define

\[
\phi_+ = \mathbf{v} (0) + \int_0^\infty e^{-s \mathbf{E}_0} \left\{ \mathbf{V}_{\beta(s)} \cdot \mathbf{\mathbf{v}} (s) + \pi_{cs} (t) \mathbf{F} \right\}
\]

then by construction,

\[
\left\| \mathbf{v} (t) - e^{\mathbf{E}_0 t} \phi_+ \right\|_H \to \infty, \ t \to \infty
\]

as desired. \( \square \)
5. Analysis of the multi-potential problem

In this section, we analyze and establish Strichartz estimates for (1.11) under the assumptions (1.10) and (1.22).

Before going to the detailed analysis, we first do some simplification and reduction.

- Setting \( \beta_j(0) = \beta_j \) by the same reduction argument in Subsection 4.2, we will consider Strichartz estimates for the following problem

\[
w_{tt} - \Delta w + w + \sum_{j=1}^{J} (V_j)_{\beta_j} (\cdot - \beta_j t + c_j(t)) w = F
\]

with \( |c_j'(t)| \ll 1 \) after projecting on the centre-stable space.

- In addition, we assume that all potentials are compactly supported. It is easy to check one can pass to the limit to obtain the same results for fast-decaying potentials.

- Due to the orthogonality conditions on zero modes, as computed in §4.2.2, we can further ignore the contribution from \( P_0, \beta_j(c_j(t))w \).

5.1. Basic setting. Consider the simplified model (5.1). Using the Hamiltonian formalism, we write

\[
w(t) = \begin{pmatrix} w \\ w_t \end{pmatrix}
\]

and

\[
w_t = \mathcal{L}(t) w + F
\]

where

\[
\mathcal{L}(t) := \begin{pmatrix} 0 & 1 \\ \Delta - 1 - \sum_{j=1}^{J} (V_j)_{\beta_j} (\cdot - \beta_j t + c_j(t)) & 0 \end{pmatrix}.
\]

We set for \( j = 1, \ldots, J \)

\[
\mathcal{L}_j = \begin{pmatrix} 0 & 1 \\ \Delta - 1 - V_j & 0 \end{pmatrix}
\]

\[
V_j = \begin{pmatrix} 0 & 0 \\ - (V_j)_{\beta_j} & 0 \end{pmatrix}
\]

and

\[
\mathcal{L}_j(t) := \begin{pmatrix} 0 & 1 \\ \Delta - 1 - (V_j)_{\beta_j} (x - \beta_j t) & 0 \end{pmatrix}.
\]

Denote \( v(t) = \pi_{cs}(t)w \) where \( \pi_{cs}(t) \) is the projection onto the centre-stable space, see Proposition 1.1. Then we need to establish Strichartz estimates for

\[
v_t = \mathcal{L}(t) v + \pi_{cs}(t) F.
\]

By construction, in this stable space, \( \|v(t)\|_{\mathcal{H}} \) is bounded or grows subexponentially for \( t \geq 0 \). In other words, we have

**Corollary 5.1.** For any \( \epsilon > 0 \), there exists a constant \( C_\epsilon \) such that for \( t \geq 0 \) the solution to (5.6), \( v(t) = \pi_{cs}v(t) \), satisfies

\[
\|v(t)\|_{\mathcal{H}} \leq C_\epsilon e^{\epsilon t} \|v(0)\|_{\mathcal{H}}.
\]

We need to understand the local decay near \( (V_j)_{\beta_j} (x - \beta_j t + c_j(t)) \). More precisely, we need to show

\[
\int \int \langle x - \beta_j t + c_j(t) \rangle^{-\sigma} \left( |D^{1-\frac{\sigma}{2}} v_1|^2(t,x) + |D^{-\frac{\sigma}{2}} v_2|^2(t,x) \right) dx dt < \infty, \; j = 1 \ldots J.
\]

To establish them, we need the following ingredients:
(1) We decompose the space into $J + 1$ channels. There are $J$ channels associated with those $J$ potentials. In these channels, the evolution is mainly influenced by the associated potential. In the remaining channel away from centers of potentials, the evolution is dominated by the free evolution.

(2) We need localized analysis of $T$, $T_1$, and $T_0$ from (4.35), (4.36) and (4.37) for different channels.

(3) We need some truncated version of the inhomogeneous estimates like Chen [8] in order to apply the channel decomposition argument, bootstrapping and understand the interaction among potentials. Here we need very general interaction estimates.

5.2. Decomposition into channels. Let $\chi(x,r)$ be an non-negative smooth function such that $\chi \equiv 1$ for $|x| \leq r$ and $\chi \equiv 0$ for $|x| \geq 2r$. Then we use the following smooth functions to decompose the space $\mathbb{R}^3$ into $J + 1$ regions for $0 < \epsilon \ll 1$, define for $j = 1, \ldots J$

$$\chi_j(t) = \chi(x - \beta_j t + c_j(t), \epsilon t)$$

and

$$\chi_0 = 1 - \sum_{j=1}^{J} \chi_j(t).$$

Clearly we can write

$$v = \sum_{j=0}^{J} \chi_j v =: \sum_{j=0}^{J} v_j.$$ 

Trivially, the behaviors of $v_j$ and $v_0$ will be dominated by $(V_j)_{\beta_j}(x - \beta_j t + c_j(t))$ and the free evolution respectively.

For any given finite time, one can always use Gronwall’s inequality to control everything. So we start our analysis from $t = B$ which is finite but large enough such that $\chi_j \equiv 1$ in the support $V_j(t)$ for $j = 1, \ldots J$, i.e., $\chi_j(t)V_j(t) = V_j(t)$ for $t \geq B$.

For a fixed but large $T$, we use the bootstrap assumptions for $j = 1, \ldots J$

$$\left(\int_0^T \int \langle x - \beta_j t + c_j(t) \rangle^{-2\sigma} \left(|D^{1-\frac{2}{q}} v_1|^2(t,x) + |D^{1-\frac{2}{q}} v_2|^2(t,x)\right) \, dx \, dt \right)^{\frac{1}{2}} < C_{j,T}. \quad (5.8)$$

The assumptions above in particular implies

$$\sup_{t \in [0,T]} \|v(t)\|_H \leq C_0 \sum_{j=1}^{J} C_{j,T} \quad (5.9)$$

for some constant $C_0$ only depending on prescribed constants. This implication is an special consequence Strichartz estimates. Since later on, we will use weighted estimates to derive Strichartz estimates in general settings, we omit the proof of (5.9) above.

We will also use that notation

$$L_p^p L_q^q := L_p([0,T]; L_q^q).$$

5.3. Analysis of stable/unstable modes. Before we analyze each channels, we first analyze the behavior of stable/unstable modes in the centre-stable direction. Consider the solution $v(t)$ to equation (5.6). To analyze the bounds for the discrete modes, taking the inner product

$$\lambda_{j,k,\pm}(t) = \omega \left( v, \mathcal{J}^{\pm}_{j,k,\beta_j \cdot \beta_j} (\cdot - \beta_j t + c_j(t)) \right)$$

$$\sup_{t \in [0,T]} \|v(t)\|_H \leq C_0 \sum_{j=1}^{J} C_{j,T} \quad (5.9)$$

for some constant $C_0$ only depending on prescribed constants. This implication is an special consequence Strichartz estimates. Since later on, we will use weighted estimates to derive Strichartz estimates in general settings, we omit the proof of (5.9) above.

We will also use that notation

$$L_p^p L_q^q := L_p([0,T]; L_q^q).$$

5.3. Analysis of stable/unstable modes. Before we analyze each channels, we first analyze the behavior of stable/unstable modes in the centre-stable direction. Consider the solution $v(t)$ to equation (5.6). To analyze the bounds for the discrete modes, taking the inner product

$$\lambda_{j,k,\pm}(t) = \omega \left( v, \mathcal{J}^{\pm}_{j,k,\beta_j \cdot \beta_j} (\cdot - \beta_j t + c_j(t)) \right)$$
we have
\[
\left(\partial_t + \frac{\nu_{j,k}}{\gamma_j}\right) \lambda_{j,k,\pm}(t) = \omega \left( a_j(t) \nabla v, \mathcal{Y}_{j,k,\beta_j}^{-} (-\beta_j t + c_j(t)) \right) + \omega \left( \pi_{cs}(t) F, \mathcal{Y}_{j,k,\beta_j}^{-} (-\beta_j t + c_j(t)) \right) + \sum_{i \neq j} \omega \left( \mathbf{V}_i \cdot (-\beta_i t + c_i(t)) \mathbf{v}, \mathcal{Y}_{j,k,\beta_j}^{-} (-\beta_j t + c_j(t)) \right)
\]
\[
\text{(5.10)}
\]
\[
\text{where } a_j(t) = c_j(t)'. \text{ We first focus on the behavior of unstable modes, } \lambda_{j,k,+}(t). \text{ Using the fact that } \|v\|_{H^s} \text{ is bounded or grows subexponentially for } t \geq 0, \text{ we obtain the following system}
\]
\[
\lambda_{j,k,+}(t) = -\int_t^{\infty} e^{-\frac{\nu_{j,k}}{\gamma_j}(t-s)} \omega \left( a_j(s) \nabla v + \sum_{i \neq j} \mathbf{V}_i \cdot (-\beta_i s + c_i(s)) \mathbf{v}, \mathcal{Y}_{j,k,\beta_j}^{-} (-\beta_j s + c_j(s)) \right) ds
\]
\[
- \int_t^{\infty} e^{-\frac{\nu_{j,k}}{\gamma_j}(t-s)} \omega \left( \pi_{cs}(s) F, \mathcal{Y}_{j,k,\beta_j}^{-} (-\beta_j s + c_j(s)) \right) ds.
\]
\[
\text{(5.13)}
\]
Due to the separation of trajectories, without loss of generality, we can assume that there exist \(\varpi\) small and \(L\) large such that
\[
|\beta_j t + c_j(t) - (\beta_i t + c_i(t))| \geq \varpi t + L, \quad j \neq i
\]
\[
\text{(5.15)}
\]
and we can always achieve this by restricting onto large time independent of \(v\). Since \(v(t) = \pi_{cs} v(t)\), we take \(0 < \epsilon \ll \varpi\) such that (5.7) holds
\[
\|v(t)\|_{H^s} \leq C_\epsilon e^{\epsilon t} \left( \|v(0)\|_{H^s} + \|F\|_{L_t^1 \mathcal{W}_{H^s} + L_t^1 H^s} \right)
\]
\[
\text{(5.16)}
\]
where
\[
\mathcal{W} = \bigcap_{j=1}^{J} \mathcal{D}^{-\frac{2}{3}} L_2^2 (-\beta_j t + c_j(t))^{\sigma} \bigcap B_{0/2}^{-5/6}.
\]
Note that by the decay of eigenfunctions given by Agmon’s estimate and the decay of the potential, then one has
\[
\left| \omega \left( \sum_{i \neq j} \mathbf{V}_i \cdot (-\beta_i s + c_i(s)) \mathbf{v}, \mathcal{Y}_{j,k,\beta_j}^{-} (-\beta_j s + c_j(s)) \right) \right| \lesssim C_\epsilon e^{-\frac{\omega}{2} + \epsilon s} \left( \|v(0)\|_{H^s} + \|F\|_{L_t^1 \mathcal{W}_{H^s} + L_t^1 H^s} \right).
\]
\[
\text{(5.17)}
\]
\[
\left| \int_t^{\infty} e^{-\frac{\nu_{j,k}}{\gamma_j}(t-s)} \omega \left( \sum_{i \neq j} \mathbf{V}_i \cdot (-\beta_i s + c_i(s)) \mathbf{v}, \mathcal{Y}_{j,k,\beta_j}^{-} (-\beta_j s + c_j(s)) \right) ds \right| \lesssim C_\epsilon e^{-\frac{\omega}{2} + \epsilon t} \left( \|v(0)\|_{H^s} + \|F\|_{L_t^1 \mathcal{W}_{H^s} + L_t^1 H^s} \right).
\]
\[
\text{(5.19)}
\]
Then we split the integral due to the nonlinear behavior of trajectories into two pieces:

$$- \int_{T}^{\infty} e^{rac{\nu_{j,k}(t-s)}{\gamma_j}} \omega \left( a_j(s) \nabla v, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right) ds \tag{5.21}$$

$$= - \int_{T}^{\infty} e^{rac{\nu_{j,k}(t-s)}{\gamma_j}} \omega \left( a_j(s) \nabla v, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right) ds \tag{5.22}$$

$$- \int_{0}^{\infty} e^{rac{\nu_{j,k}(t-s)}{\gamma_j}} \omega \left( a_j(s) \nabla v, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right) ds \tag{5.23}$$

For the analysis of (5.22), it will be similar to the analysis of stable modes and bootstrap assumptions can be directly used.

The analysis of (5.23) could not use the bootstrap assumptions directly since it requires information beyond $T$. To estimate this piece, we use the fact $v$ is in the centre-stable direction and can only grow mildly. From (5.9), one has for $s \geq T$

$$\|v(s)\|_{\mathcal{H}} \leq C_{\epsilon} \left( C_{j} \sum_{j=1}^{L} C_{j,T} + ||F||_{L_t^2 \mathcal{H}^L + L_t^1 \mathcal{H}} \right) e^{\epsilon(s-T)}, \tag{5.24}$$

which implies

$$\left| - \int_{T}^{\infty} e^{rac{\nu_{j,k}(t-s)}{\gamma_j}} \omega \left( a_j(s) \nabla v, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right) ds \right| \leq \delta C_{\epsilon} \left( C_{j} \sum_{j=1}^{L} C_{j,T} + ||F||_{L_t^2 \mathcal{H}^L + L_t^1 \mathcal{H}} \right) e^{rac{\nu_{j,k}(t-T)}{\gamma_j}}. \tag{5.25}$$

Therefore, upon $L^2$ integration in $t$, we conclude

$$\left\| - \int_{T}^{\infty} e^{rac{\nu_{j,k}(t-s)}{\gamma_j}} \omega \left( a_j(s) \nabla v, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right) ds \right\|_{L^2[0,T]} \leq \delta C_{\epsilon} \left( C_{j} \sum_{j=1}^{L} C_{j,T} + ||F||_{L_t^2 \mathcal{H}^L + L_t^1 \mathcal{H}} \right) \tag{5.26}$$

and taking $\delta$ small, the estimate for (5.23) recovers the bootstrap assumption.

The analysis of (5.22) is similar to the analysis of the stable modes. We first consider the stable modes which can be written down explicitly as

$$\lambda_{j,k,-} (t) = e^{-\frac{\nu_{j,k}}{\gamma_j}} \lambda_{j,k,-} (0) + \int_{0}^{t} e^{rac{\nu_{j,k}(s-t)}{\gamma_j}} \omega \left( a_j(s) \nabla v + \sum_{i \neq j} V_i (\cdot - \beta_i s + c_i(s)) v, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right) ds \tag{5.29}$$

$$+ \int_{0}^{t} e^{rac{\nu_{j,k}(s-t)}{\gamma_j}} \omega \left( \pi_{cs}(s) F, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right) ds. \tag{5.30}$$

To estimate $L_t^2 \cap L_t^\infty$ norm of $\lambda_{j,k,-}$ and (5.22), we apply Young’s inequality. Again using the decay of eigenfunctions given by Agmon’s estimate and the decay of the potential, for $s \leq T$, we always have that

$$\left| \omega \left( \sum_{i \neq j} V_i (\cdot - \beta_i s + c_i(s)) v, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right) \right| \lesssim e^{-\frac{\pi c_{s}}{\gamma_j}} \sum_{j} C_{j,T}.$$

$$\left| \pi_{cs}(s) F, \mathcal{Y}_{j,k,\beta_j}^{-} (\cdot - \beta_j s + c_j(s)) \right| \lesssim e^{-\frac{\pi c_{s}}{\gamma_j}} \sum_{j} C_{j,T}.$$
for some $\alpha > 0$ from the decay of eigenfunctions and potentials. Then we note that by bootstrap assumptions, again for $s \leq T$,

$$\left\| \omega \left( a_j (s) \nabla v, Y_{j,k_j,\beta_j} (\cdot - \beta_j s + c_j (s)) \right) \right\|_{L^\infty_t \cap L_j^{\infty}} \lesssim \delta C_{j,T}. \quad (5.32)$$

Therefore, putting all computations above together, for discrete modes, one has

$$\sum_{j=1}^{J} \sum_{k=1}^{K_j} \left( \| \lambda_{j,k,+} (t) \|_{L^2_t \cap L^\infty_j} + \| \lambda_{j,k,-} (t) \|_{L^2_t \cap L^\infty_j} \right) \lesssim \sum_{j=1}^{J} \left( (e^{-\alpha L} + \delta) C_{i,T} + \| v (0) \|_H \right) + \| F \|_{L^2_t \mathcal{W}_H + L^2_t H}. \quad (5.33)$$

Therefore, taking $L$ large and $\delta$ small, estimates for discrete modes recover bootstrap assumption.

**Remark 5.2.** Given the conditions of Proposition 1.6 the analysis of discrete modes are trivial. One can conclude the desired estimates above directly from the analysis of continuous spectrum which we will presented below.

**Remark 5.3.** Consider the homogeneous equation

$$\nu_t = \mathcal{L} (t) \nu \quad (5.34)$$

and assume that $v (t) = \pi_c v (t)$. From the argument above if we indeed have linear trajectories, i.e., $c_j (t) = a_j (t) \equiv 0$, the unstable modes of flows in the centre-stable direction decay exponentially.

### 5.4. Analysis of the $j$th channel.

The analysis will be similar to Subsection 4.3. Denote $\tilde{v} (t,y) = v (t,y - c_j(t))$ then one has

$$\tilde{v}_t = \mathcal{L}_j (t) \tilde{v} + \left[ c_j (t) \cdot \nabla \tilde{v} + F_j \right] \quad (5.35)$$

with $\mathcal{L}_j (t) = \mathcal{L}_0 + V_j (x - \beta_j t)$, see (4.31) for the definition of $\mathcal{L}_0$, and

$$F_j = \sum_{\rho \neq j} V_{\rho} (x - \beta_{\rho} t + c_{\rho} (t) - c_j (t)) \tilde{v} (t) + F (t). \quad (5.36)$$

#### 5.4.1. Analysis of the continuous spectrum.

Denoting

$$A_j (t) = a_j (t) \nabla = c_j (t) \nabla,$$

and projecting onto the continuous spectrum with respect to $\mathcal{L}_j (t)$, the original equation can be written as

$$\varphi_t = \mathcal{L}_j (t) \varphi + P_{j,c} (t) [ A_j \varphi + \tilde{\varphi}_j ]$$

with $\varphi (B) = P_{j,c} (B) \nu (B, x - c_j (B))$ and $\tilde{\varphi}_j = A_j P_{j,d} (t) \tilde{v} + F_j$.

As in Subsection 4.3, see equation (4.24), we modify the equation as

$$z_t = [ \mathcal{L}_0 + V_j (t) + A_j (t) ] z + \tilde{F} \quad (5.37)$$

where

$$V_j (t) = - \mathcal{L}_j (t) P_{j,d} (t) - \kappa P_{j,d} (t) + K_j (x - \beta_j t) \quad (5.38)$$

($\kappa > \frac{\nu_j K_j}{\sqrt{1 - \beta_j^2}}$ is sufficient for our setting), $K_j (x - \beta_j t) = \begin{pmatrix} 0 \\ (V_j)_{\beta_j} (x - \beta_j t) \end{pmatrix}$ and

$$\tilde{F} (t) = - A_j (t) P_{j,d} (t) z (t) + \tilde{\varphi}_j. \quad (5.39)$$

Let $U_j (t,s)$ be the evolution operator defined by the equation $u_t = A_j (t) u$. By Duhamel formula, the solution to (5.37) can be written as

$$z = z_0 + \int_0^t e^{(t-s)\mathcal{L}_0} U_j (t,s) \left\{ V_j (s) z (s) + \tilde{F} (s) \right\} ds. \quad (5.40)$$
Restricting onto the support of $\chi_j$, we analyze

$$\chi_j z(t) = \chi_j z_0(t) + \chi_j \int_B e^{(t-s)\xi_0} U_j(t,s) \left\{ V_j z(s) + \tilde{F}(s) \right\} \, ds$$

where

$$z_0(t) = e^{(t-B)\xi_0} U_j(t,B) \, z(B).$$

To analyze the local decay of $\chi_j z$, we proceed as Subsection 4.3. As before, we define

$$T^{B,j} g = \chi_j \int_B e^{(t-s)\xi_0} U_j(t,s) V_j(s) g(s) \, ds$$

$$T^0_{B,j} g = \chi_j \int_B e^{i(t-s)\xi_0} V_j(s) g(s) \, ds$$

$$T^1_{B,j} g = \chi_j \int_B U_\beta(t,s) V_j(s) g(s) \, ds$$

where $U_j(t,s)$ denote the evolution of

$$z_t = [\xi_0 + V_j(t)] \, z.$$  \hfill (5.45)

We observe that

$$(1 - T^{B,j}) \chi_j z = \chi_j z_0 + \chi_j \int_B e^{(t-s)\xi_0} U_j(t,s) \tilde{F}(s) \, ds$$

since $\chi_j V_j = V_j$ from the initial reduction.

Remark 5.4. Again, technically, in $V_j = -L_j(t) \, P_j, d(t) - k \, P_j, d(t) + k_j (x - \beta_j t)$, the $P_j, d(t)$ part is not compactly supported. But one can cut off eigenfunctions and the error term decays exponentially. Then we can put the error term into $\tilde{F}$.

Moreover, as \hfill (4.40), we also have

$$\left( T^0_{B,j} - T^{B,j} \right) g = \int_B e^{(t-s)\xi_0} (1 - U_j(t,s)) g(s) \, ds.$$  \hfill (5.47)

Then we can perform the same analysis for $T^{B,j}, T^0_{B,j}$ and $T^1_{B,j}$ as Subsection 4.3.

Adapting Lemma 4.3 to the current setting, we have:

**Lemma 5.5.** For $\sigma > 1$, in the space $L^2_t \mathcal{H}(-\beta_j t)^{-\sigma}$, the following identities hold

$$\left( 1 - T^0_{B,j} \right) \left( 1 + T^1_{B,j} \right) = \left( 1 + T^1_{B,j} \right) \left( 1 - T^0_{B,j} \right) = 1.$$  \hfill (5.53)

**Proof.** The proof is the same as the regular version Lemma 4.3 Using the fact $\chi_j V_j = V_j$, one has

$$T^0_{B,j} T^1_{B,j} f = \chi_j \int_{0<t_1<0<t} e^{(t-t_0)\xi_0} V_j(t_0) \chi_j(t_0) U_j(t_0,t_1) V_j(t_1) f(t_1) \, dt_1 dt_0$$

$$= \int_0^t \left[ U_j(t_1) - e^{-\beta_j t_1} U_j(t_0) \right] V_j(t_1) f(t_1) \, dt_1 = T^1_{B,j} f - T^0_{B,j} f$$

where in the last step, we used

$$U_j(t_1) \phi = e^{(t-t_1)\xi_0} \phi + \int_{t_1}^t e^{(t-t_0)\xi_0} V_j(t_0) U_j(t_0,t_1) \phi \, dt_0.$$  \hfill (5.49)

Reversing the Duhamel formula, we can also obtain

$$T^1_{B,j} T^0_{B,j} = -T^0_{B,j} + T^1_{B,j}$$

in the same manner. Therefore,

$$\left( 1 - T^0_{B,j} \right) \left( 1 + T^1_{B,j} \right) = \left( 1 + T^1_{B,j} \right) \left( 1 - T^0_{B,j} \right) = 1.$$  \hfill (5.51)
The boundedness of these maps follows from the same argument as Lemma 4.3.

Using Lemma 4.6 for \( \sigma > 14 \),
\[
\left\| \left( -\beta_j t \right)^{-\sigma} \left( T_0^{B,j} - T_j^{B,j} \right) g \right\|_{L_t^2 \mathcal{H}} \lesssim \| a_j \|_{L_t^\infty} \left\| \left( -\beta_j t \right)^{-\sigma} g \right\|_{L_t^1 \mathcal{H}}.
\]

Therefore, combining estimate above with Lemma 5.5 one can invert \((1 - T^{B,j})\) in (5.46) and estimate
\[
\left\| \left( -\beta_j t \right)^{-\sigma} D^{-\frac{\sigma}{2}} \chi_j z \right\|_{L_t^1 \mathcal{H}} \lesssim \left\| \left( -\beta_j t \right)^{-\sigma} D^{-\frac{\sigma}{2}} \chi_j z_0 \right\|_{L_t^1 \mathcal{H}}
+ \left\| \left( -\beta_j t \right)^{-\sigma} D^{-\nu/2} \chi_j \int_B e^{(t-s)\mathcal{L}_0 U_j(t,s)} \left( \tilde{F}(s) \right) ds \right\|_{L_t^1 \mathcal{H}}.
\]

Clearly, by the homogeneous estimate (4.54), we have
\[
\left\| \left( -\beta_j t \right)^{-\sigma} D^{-\frac{\sigma}{2}} \chi_j z_0 \right\|_{L_t^2 \mathcal{H}} \lesssim \| z \|_{\mathcal{H}} \lesssim_B \| z \|_{\mathcal{H}}.
\]

For the inhomogeneous term, by construction (5.36) and (5.39), one has
\[
\left\| \left( -\beta_j t \right)^{-\sigma} D^{-\nu/2} \chi_j \int_B e^{(t-s)\mathcal{L}_0 U_j(t,s)} \left( -A_j P_j d(t) z(s) \right) ds \right\|_{L_t^1 \mathcal{H}} \lesssim \left\| \left( -\beta_j t \right)^{-\sigma} D^{-\nu/2} \chi_j \int_B e^{(t-s)\mathcal{L}_0 U_j(t,s)} \left( F(s) \right) ds \right\|_{L_t^1 \mathcal{H}}
\]
\[
+ \left\| \left( -\beta_j t \right)^{-\sigma} D^{-\nu/2} \chi_j \int_B e^{(t-s)\mathcal{L}_0 U_j(t,s)} \left( \mathcal{R}_j(s) z(s) \right) ds \right\|_{L_t^1 \mathcal{H}}.
\]

where
\[
\mathcal{R}_j(s) := \sum_{\rho \neq j} K_\rho (x - \beta_\rho t + c_\rho(t) - c_j(t)).
\]

Then one can apply the inhomogenous estimate from Lemma 4.5 to bound
\[
\left\| \left( -\beta_j t \right)^{-\sigma} D^{-\nu/2} \chi_j \int_B e^{(t-s)\mathcal{L}_0 U_j(t,s)} \left( -A_j(t) P_j d(t) z(t) \right) ds \right\|_{L_t^1 \mathcal{H}} \lesssim \| a_j \|_{L_t^\infty} \left\| \left( -\beta_j t \right)^{-\sigma} D^{-\frac{\sigma}{2}} \right\|_{L_t^1 \mathcal{H}}
\]
which can be absorbed to the left-hand side.

Secondly, again by the inhomogenous estimate from Lemma 4.5
\[
\left\| \left( -\beta_j t \right)^{-\sigma} D^{-\nu/2} \chi_j \int_B e^{(t-s)\mathcal{L}_0 U_j(t,s)} \left( F(s) \right) ds \right\|_{L_t^1 \mathcal{H}} \lesssim \| F \|_{L_t^2 D^{-\frac{\sigma}{2}} \mathcal{H}(\cdot, -\beta_j t)^{\sigma} + L_t^1 \mathcal{H}}.
\]

To analyze the term given by other potentials
\[
\left\| \left( -\beta_j t \right)^{-\sigma} D^{-\nu/2} \chi_j \int_B e^{(t-s)\mathcal{L}_0 U_j(t,s)} \left( \mathcal{R}_j(s) z(s) \right) ds \right\|_{L_t^1 \mathcal{H}}.
\]
we notice that $K_j$ is compactly supported around centers of other potentials, by the finite speed of propagation,
\[ \chi_j \int_B e^{(t-s)\xi_0} U_j (t, s) (\tilde{R}_j (s) \chi (s)) \, ds = \chi_j \int_B e^{(t-s)\xi_0} U_j (t, s) (\tilde{R}_j (s) \chi (s)) \, ds \]
where $M > 0$ can be picked to be large. Applying the truncated inhomogeneous estimates, Lemma 5.9
\[ \left\| \left( -\beta_j t \right)^{-\sigma} D^{-\nu/2} \chi_j \int_B e^{(t-s)\xi_0} U_j (t, s) (\tilde{R}_j (s) \chi (s)) \, ds \right\|_{L^2_t H^s} \lesssim \sum_{\rho \neq j} \frac{1}{M^n} \left( \int_0^T \left( x - \beta_\rho t + c_\rho (t) - c_j (t) \right)^{-\sigma} \left| D^{-\frac{\nu}{2}} (Dz_1 + iz_2) (t, x) \right|^2 \, dxdt \right)^{\frac{1}{2}} \]
(5.59)
\[ \lesssim \frac{1}{M^n} \sum_{\rho \neq j} C_{\rho, T}. \]

Overall, putting (5.53), (5.57), (5.58) and (5.59) together, we conclude that
\[ \left\| \left( -\beta_j t \right)^{-\sigma} D^{-\frac{\nu}{2}} \chi_j \chi \right\|_{L^2_t H^s} \lesssim \| \chi (0) \|_H + \delta C_{j, T} + \frac{1}{M^n} \sum_{\rho \neq j} C_{\rho, T} \]
(5.60)
\[ + \| F \|_{L^2_t D^{-\frac{\nu}{2}} H (-\beta t)^{\sigma} + L^1_t H}. \]
This finished the analysis of the centre-stable space part.

5.4.2. Conclusion for the $j$th channel. By the decomposition
\[ \chi_j \tilde{v} = \chi_j \sum_{k=1}^{K_j} \left( \lambda_j, k, \chi_j \right) \right) + \chi_j P_{j, c} (t) \tilde{v}, \]
estimates (5.60) and (5.53), we obtain that
\[ \left\| \left( -\beta_j t \right)^{-\sigma} D^{-\frac{\nu}{2}} \chi_j \chi \right\|_{L^2_t H^s} \lesssim \delta C_{j, T} + \left( \frac{1}{M^n} + e^{-\alpha L} + \delta \right) \sum_{\rho \neq j} C_{\rho, T} \]
\[ + \| \tilde{v} (0) \|_H + \| F \|_{L^2_t \left( D^{-\frac{\nu}{2}} L^2 (-\beta t)^{\sigma} \cap B_{6/5, 2} \right)_H + L^1_t H}. \]
Trivially, for some $\varepsilon > 0$ and $\rho \neq j$
\[ \left\| \left( -\beta_\rho t + c_\rho (t) - c_j (t) \right)^{-\sigma} D^{-\frac{\nu}{2}} \chi_j \chi \right\|_{L^2_t H^s} \lesssim B^{-\varepsilon} \left( \sum_{\mu=1}^{j} C_{\rho, T} \right) \]
\[ + \| F \|_{L^2_t \left( D^{-\frac{\nu}{2}} L^2 (-\beta t)^{\sigma} \cap B_{6/5, 2} \right)_H + L^1_t H}. \]
Therefore, in the $j$th channel, we recover the bootstrap condition (5.8).

5.5. Analysis of the free channel. In this channel, the evolution is dominated by the free wave. More precisely,
\[ \chi_0 v = \chi_0 e^{(t-B)\xi_0} v (B) + \chi_0 \int_B e^{(t-s)\xi_0} \left\{ \sum_{j=1}^{J} V_j (t) v (s) + F (s) \right\} \, ds. \]
Again by the finite speed of propagation, one can find $M$ large, such that
\[ \chi_0 v = \chi_0 e^{(t-B)\Sigma_0} v(B) + \chi_0 \int_{B}^{t-M} e^{(t-s)\Sigma_0} \left\{ \sum_{j=1}^{J} V_j(t) v(s) + F(s) \right\} ds. \]

Applying Lemma 4.5 and Lemma 5.9, one has
\[
\sum_{j=1}^{J} \left\| (e^{-\beta_j t - c_j(t)} - \beta_j t - c_j(t))^{-\sigma} D^{-\nu/2} \chi_0 v \right\|_{L^2_t H^s} \lesssim \| v(B) \|_{L^2} \\
+ \frac{1}{M^n} \sum_{j=1}^{J} \left( \int_{0}^{T} \| e^{-\beta_j t - c_j(t)} - \beta_j t - c_j(t) \| D^{-\frac{\nu}{2}} (Dv_1 + iv_2) \|^{2} (t,x) \, dx \, dt \right)^{\frac{1}{2}} \\
\quad \quad \quad \quad < \| v(B) \|_{H} + \frac{1}{M^n} \sum_{j=1}^{J} C_{j,T} + \| F \|_{L^2_t W^{s}_{\alpha} + L^1_t H}.
\]

where
\[ \mathcal{W} = \bigcap_{j=1}^{J} D^{-\frac{\nu}{2}} L^2_x \{ \cdot - \beta_j t + c_j(t) \}^{\sigma} \bigcap B^{-5/6}_{6/5,2}. \]

Therefore, in this free channel, we recover again the bootstrap conditions.

From our analysis above, we conclude the following proposition.

**Proposition 5.6.** Consider the equation \[5.2\]. Denote $v(t) = \pi_{cs}(t)w$ where $\pi_{cs}(t)$ is the projection onto the centre-stable space, see Proposition 1.4. Given the bootstrap conditions \[5.8\], one can obtain
\[
\sum_{j=1}^{J} \left\| (e^{-\beta_j t - c_j(t)} - \beta_j t - c_j(t))^{-\sigma} D^{-\nu/2} v \right\|_{L^2_t H^s} < \| v(B) \|_{H} + \left( \frac{1}{M^n} + e^{-\alpha B} + \delta \right) \left( \sum_{j=1}^{J} C_{j,T} \right) + \| F \|_{L^2_t W^{s}_{\alpha} + L^1_t H}.
\]

where
\[ \mathcal{W} := \bigcap_{j=1}^{J} D^{-\frac{\nu}{2}} L^2_x \{ \cdot - \beta_j t + c_j(t) \}^{\sigma} \bigcap B^{-5/6}_{6/5,2}. \]

Therefore, one has
\[
\sum_{j=1}^{J} C_{j,T} \leq \| v(B) \|_{H} + \left( \frac{1}{M^n} + e^{-\alpha B} + \delta \right) \left( \sum_{j=1}^{J} C_{j,T} \right) + \| F \|_{L^2_t W^{s}_{\alpha} + L^1_t H}.
\]

Hence picking $\delta$ small, $B$ and $M$ large but fixed, we can conclude that
\[
\sum_{j=1}^{J} C_{j,T} \lesssim \| v(B) \|_{H} + \| F \|_{L^2_t W^{s}_{\alpha} + L^1_t H}.
\]

which implies $\sum_{j=1}^{J} C_{j,T}$ is bounded with constants independent of $T$. Therefore, we can pass $T$ to $\infty$ and obtain that
\[
\sum_{j=1}^{J} \left\| (e^{-\beta_j t - c_j(t)} - \beta_j t - c_j(t))^{-\sigma} D^{-\nu/2} v \right\|_{L^2_t H^s} \lesssim \| v(B) \|_{H} + \| F \|_{L^2_t W^{s}_{\alpha} + L^1_t H}. \quad (5.61)
\]
5.6. **Strichartz estimates and scattering.** In this subsection, we conclude Strichartz estimates, local decay estimate and scattering for (1.11) under the assumptions (1.10) and (1.22).

We write \( u = \begin{pmatrix} u \\ u_t \end{pmatrix} \) and
\[
L(t) = \begin{pmatrix} 0 & 1 \\ \Delta - 1 + \sum_{j=1}^{J}(V_j)\beta_j(t) (\cdot - y_j(t)) & 0 \end{pmatrix}.
\]
(5.62)

We also set
\[
\mathcal{V}(t) := L(t) - L_0.
\]
(5.63)

Denote \( v(t) = \pi_{cs}(t) u \) where \( \pi_{cs} \) is the projection onto the centre-stable space as in Proposition 1.1. Then we need to establish Strichartz estimates for
\[
v_t = L(t)v + \pi_{cs}(t) F.
\]
(5.64)

By construction, in this centre-stable space, \( \|v(t)\|_{\mathcal{H}} \) is bounded or grows subexponentially for \( t \geq 0 \).

**Theorem 5.7.** Denote
\[
\mathfrak{M} := L^2_t \left( \bigcap_{j=1}^{J} \mathcal{D}^{\frac{\sigma}{2}} L^2_{x} (\cdot - y_j(t))^{-\sigma} \right)
\]
and
\[
S = L^\infty_t L^2_x \bigcap \bigcap_{j=1}^{J} L^2_t B_5^{5/2}.
\]

Using the notations above, let \( u \) be the solution to (5.61). Then one has Strichartz estimates
\[
\|v\|_{\mathfrak{M} \cap S} \lesssim \|v(0)\|_{\mathcal{H}} + \|F\|_{(\mathfrak{M} \cap S)^*}.
\]

Moreover, indeed \( v(t) \) scatters to a free wave. There exists \( \phi_+ \in \mathcal{H} \) such that
\[
\|v(t) - e^{\xi_0 t} \phi_+\|_{\mathcal{H}} \to \infty, \; t \to \infty.
\]

**Proof.** Performing the reduction in Subsection 4.2, it is sufficient to consider
\[
v_t = L(t)v + e(t,x)v + F
\]
where as (5.2)
\[
L(t) = \begin{pmatrix} 0 & 1 \\ \Delta - 1 + \sum_{j=1}^{J}(V_j)\beta_j (\cdot - t\beta_j + e_j(t)) & 0 \end{pmatrix}
\]
and \( e(t,x) = \sum_{j=1}^{J} \begin{pmatrix} 0 \\ e_j(t,x) \end{pmatrix} \) such that \( e_j \) is smooth and \( |e_j(t,x)| \lesssim \delta e^{-\alpha|x-\beta_j t|} \).

By Proposition 5.6, we obtain that
\[
\sum_{j=1}^{J} \left( \int_{0}^{\infty} (\cdot - y_j(t))^{-2\sigma} \left| D^{-\frac{\sigma}{2}} v(t,x) \right|^2 \, dx \, dt \right)^{\frac{1}{2}} \lesssim \|v(0)\|_{\mathcal{H}} + \|e(t,x)v + F\|_{(\mathfrak{M} \cap S)^*}.
\]
(5.65)

Note that
\[
\|e(t,x)v\|_{(\mathfrak{M} \cap S)^*} \lesssim \delta \sum_{j=1}^{J} \left( \int_{0}^{\infty} \left| \cdot - y_j(t) \right|^{-2\sigma} \left| D^{-\frac{\sigma}{2}} v(t,x) \right|^2 \, dx \, dt \right)^{\frac{1}{2}}.
\]

Therefore, we conclude that
\[
\sum_{j=1}^{J} \left( \int_{0}^{\infty} \left| \cdot - y_j(t) \right|^{-2\sigma} \left| D^{-\frac{\sigma}{2}} v(t,x) \right|^2 \, dx \, dt \right)^{\frac{1}{2}} \lesssim \|v(0)\|_{\mathcal{H}} + \|F\|_{(\mathfrak{M} \cap S)^*}.
\]
(5.66)
In other words, 
\[ \|v\|_{\mathcal{B}_\mathcal{H}} \lesssim \|v(0)\|_{\mathcal{H}} + \|F\|_{(\mathcal{B}_\mathcal{H})^*_{\mathcal{H}}}. \]

Then we use the Duhamel formula to expand \(v\),
\[ v = e^{t\mathcal{L}_0}v(0) + \int_0^t e^{(t-s)\mathcal{L}_0} \{\mathcal{V}(s)v + F(s)\} \, ds. \]

Applying Strichartz norms on both sides of the expansion above, we get
\[
\|v\|_{\mathcal{B}_\mathcal{H}} \lesssim \left\| e^{t\mathcal{L}_0}v(0) \right\|_{\mathcal{B}_\mathcal{H}} + \left\| \int_0^t e^{(t-s)\mathcal{L}_0} \{\mathcal{V}(s)v + F(s)\} \, ds \right\|_{\mathcal{B}_\mathcal{H}} \\
\lesssim \|v(0)\|_{\mathcal{H}} + \|v\|_{\mathcal{B}_\mathcal{H}} + \|F\|_{(\mathcal{B}_\mathcal{H})^*_{\mathcal{H}}} \lesssim \|v(0)\|_{\mathcal{H}} + \|F\|_{(\mathcal{B}_\mathcal{H})^*_{\mathcal{H}}}. 
\]

Hence
\[ \|v\|_{\mathcal{B}_\mathcal{H}} \lesssim \|v(0)\|_{\mathcal{H}} + \|F\|_{(\mathcal{B}_\mathcal{H})^*_{\mathcal{H}}}. \]

Next we show that \(v\) scatters to the free wave. By the standard argument, we need to show
\[ \int_0^\infty e^{-s\mathcal{L}_0} \{\mathcal{V}(s)v + F(s)\} \, ds \in \mathcal{H}. \]

Applying the dual version of (4.54) in Lemma 4.5, we obtain that
\[ \left\| \int_0^\infty e^{-s\mathcal{L}_0} \{\mathcal{V}(s)v + F(s)\} \right\|_{\mathcal{H}} \lesssim \|F\|_{(\mathcal{B}_\mathcal{H})^*_{\mathcal{H}}} + \|v(0)\|_{\mathcal{B}_\mathcal{H}} \lesssim \|v(0)\|_{\mathcal{H}} + \|F\|_{(\mathcal{B}_\mathcal{H})^*_{\mathcal{H}}}. \]

Define
\[ \phi_+ = v(0) + \int_0^\infty e^{-s\mathcal{L}_0} \{\mathcal{V}(s)v + F(s)\} \, ds \]
then by construction,
\[ \left\| v(t) - e^{t\mathcal{L}_0} \phi_+ \right\|_{\mathcal{H}} \to \infty, \ t \to \infty \]
as desired. \(\square\)

5.7. **Truncated estimates and interaction.** To finish the analysis of the multi-potential problem, in this subsection, we present the full details of the the interaction estimate and truncated estimate used above. As discussed in the single-potential setting, it suffices to consider the half-Klein-Gordon evolution.

From the Duhamel expansion in each channel, we have to deal with the interaction terms of the form
\[ \langle x - \beta_1 t - c_1(t) \rangle^{-\sigma} \int_0^{t-M} e^{(t-s)\mathcal{D}} U_A(t,s) \langle \cdot - \beta_2 s - c_2(s) \rangle^{-\alpha} \mathcal{D}^{-1} f(s) \, ds \]

where \(U_A(t,s)\) the evolution operator defined by the equation \(u_t = A(t)u = a(t)\nabla u\).

We need to estimate the \(L_1^2 \mathcal{D} \frac{3}{2} L_2^2\) norm with \(\nu > 0\) small and the \(L_1^2 L_2^2\) norm of (5.67). Denote the weights as
\[ w_j(x,t) = \langle x - \beta_j t - c_j(t) \rangle^{-\sigma}, \ j = 1, 2. \]

Performing the Littlewood-Paley decomposition, we consider the following term
\[ I_j^M(f,g) = \int_0^\infty \int_0^{\max\{t-M,0\}} \langle e^{(t-s)\mathcal{D}} U_A(t,s) \Delta_j w_2(s) f(s), w_1(t) g(t) \rangle \, ds \, dt, \]
for \(j \geq 0, M \gg 1, \) and \(f, g \in L_1^2 L_2^2. \) 1 = \(\sum_{j=0}^\infty \Delta_j\) is the Littlewood-Paley decomposition defined by \(\Delta_j u = \mathcal{F}^{-1} \varphi(2^{-j}|\xi|) \hat{u}(\xi)\) for all \(j \geq 1\) with some radial non-negative \(\varphi \in C_0^\infty\) supported on \(\frac{1}{2} < |\xi| < 2.\)
To sum $I_j$ over $j \geq 0$ we use the almost orthogonality as following

$$I_j^M (f, g) = I_j^M (Q_j f, Q_j g),$$

$$Q_j f := \sum_{|k-j| \leq 1} \Delta_k f + w^{-1} [\Delta_k, w] f,$$

where the commutator term is small in the sense that

$$\|w^{-1} [\Delta_k, w] f\|_{L^2} \lesssim 2^{-k} \|f\|_{L^2}.$$

In order to obtain the refined interaction estimate, we further decompose $w_1$ and $w_2$ dyadically:

$$w_j^\ell (x,t) = \varphi \left( \frac{x - \beta_j t - c_j (t)}{2^\ell} \right) w_j (x,t), \ell \in \mathbb{N}.$$

Notice that due to the decay of $w_j$, all the $L^p$ norms of $w_j^\ell$ decays like $2^{-\beta \ell}$ for $\beta > 0$ which can be as large as desired provided $\alpha$ is large enough. Due to this decay rate, we are free to decompose those weights into pieces, and then sum up them. In the remaining part of this analysis, we take $\ell = 0$ in both $w_1$ and $w_2$. For simplicity, to abuse the notations, we assume that $w_1$ and $w_2$ are compactly supported.

**Lemma 5.8.** Let $\sigma > \frac{3}{2}$ and $M > 1$ large. Then for any $j \geq 0$, we have

$$|I_j^M (f, g)| \lesssim \min \left\{ 2^{2j} M^{\frac{3}{2} - \sigma}, 2^{\sigma j} M^{-\eta} \right\} \|f\|_{L^2_t L^2_x} \|g\|_{L^2_t L^2_x},$$

for some $0 \leq \kappa < 1$ and $\eta > 0$ provided $\|a\|_{L^\infty_t} + \|b^0\|_{L^\infty_t} + \|b^1\|_{L^\infty_t} \ll 1$.

**Proof.** We can rewrite

$$I_j^M (f, g) = J_j^M (f, g) + \overline{J_j^M (g, f)}.$$  \hfill (5.68)

Setting the space-time function $K_j$ and $K^\ell$ by

$$K_j (t, x) = 2^{2j} K^\ell (2^j t, 2^j x) = e^{itD} 2^j \hat{\varphi}(2^j x)$$

it suffices to analyze the first piece in (5.68)

$$J_j^M (f, g) = \int_{\mathcal{R}(M)} K_j (t-s, x-y+b) w_2 (s, y) f (s, y) w_1 (t, x) \overline{\varphi} (t, x) \, ds dt dx dy$$ \hfill (5.69)

where $b = b(t, s) = \int_s^t \alpha (\tau) \, d\tau$ and the integration region is given by

$$\mathcal{R}(M) = \{(x, y, t, s) : |y - \beta_2 s + c_2 (s)| > |x - t \beta_1 + c_1 (t)|, s > 0, t > s + M \}.$$ \hfill (5.70)

Writing $K_j (t,x) = 2^{2j} K^\ell (2^j t, 2^j x)$, we recall that for $t \gtrsim 1$, one has that for $N \in \mathbb{N}$ arbitrary

$$|K^\ell (t, x)| \lesssim \begin{cases} t^{-1} (|t - |x|| + 2^{-2j} t)^{-N} & (|t - |x|| \sim 2^{-2j} t), \\ t^{-1} (|t - |x||)^{-\frac{1}{2}} & (|t - |x|| \sim 2^{-2j} t). \end{cases}$$ \hfill (5.71)

By the decay estimates above, from (5.69), the kernel has a relatively weak decay rate around $t - s \sim |x - y + b|$. From this fact, the size of the supports of weights, combing with the finite speed of propagation, for given $M_j$ to be determined later on, we can define the strong interaction region as

$$\mathcal{S}(M_j, t) := \{ 0 \leq s \leq t : |t - |s - |\beta_1 t + c_1 (t) - \beta_2 s - c_2 (s) + b(t, s)|| \leq M_j \}.$$ \hfill (5.72)

We claim that for fixed $t$, the size of the strong interaction region can be estimated as following

$$|\mathcal{S}(M_j, t)| \sim M_j$$

provided that

$$|\beta_1 t + c_1 (t) - \beta_2 s - c_2 (s) + b(t, s)| \geq \frac{1}{4} |t - s| \geq \frac{1}{4} M.$$  \hfill (5.73)
This follows from a direct computation to show that the derivative of the function
\[ \Phi(s) = t - s - |\beta_1 t + c_1(t) - \beta_2 s - c_2(s) + b(t, s)| \]
has a definite sign and it is absolute value is bounded above by \( \frac{3}{2} \) and below by \( \frac{1}{2} \) provided that \( M \) is large and \( |c' + a| \) is small enough.

When \( \Phi \) does not hold, noting that
\[ |\beta_1 t + c_1(t) - \beta_2 s - c_2(s) + b(t, s)| \leq \frac{1}{4} |t - s| \quad (5.74) \]
in the slow decay region: \( |x - y + b| \sim t - s \), we have
\[ |t - s| \sim |x - y + b| \leq |x - (\beta_1 t + c_1(t))| \]
\[ + |y - (\beta_2 s + c_2(s))| + |\beta_1 t + c_1(t) - \beta_2 s - c_2(s) + b(t, s)| \]
which implies
\[ |y - (\beta_2 s + c_2(s))| \gtrsim |t - s| \quad (5.75) \]
in the integration region \( \mathcal{R}(M) \) given by \( (5.74) \).

Denote
\[ z = -x + y - b, u = t - s, h = x + b. \]

Then
\[ h - b = x, z + h = y. \]

We can rewrite
\[ J^M_j (f, g) = \int_{\mathcal{R}(M)} 2^{3j} K^j (2^j u, 2^j z) w_2(s, h + z) f(s, h + z) \]
\[ w_1(s + u, h - b) \frac{\langle s + u, h - b \rangle}{J} (s + u, h - b) dsdudhz \]
where the integration region is given by
\[ \mathcal{R}(M) = \{ |h + z - \beta_1(u + s) - c_1(u + s)| > |h - b - \beta_2 s - c_2(s)|, s > 0, u > M \}. \]

In the region where the kernel decays fast, \( u \sim |z| \), we can bound
\[ J^M_j (f, g) \lesssim \int 2^{3j} (2^j u)^{-3-N} |w_2(s, h + z) f(s, h + z) w_1(s + u, h - b) \frac{\langle s + u, h - b \rangle}{J} \}
\[ dsdudhz \]
\[ \lesssim 2^{-jN} M^{-2-N} \| f \|_{L^2_t L^4_x} \| g \|_{L^4_t L^2_x}. \]

(5.76)

In the region where the kernel decays slowly, \( u \sim |z| \), in the region given by \( (5.74) \) and \( (5.75) \), we have
\[ u \lesssim |h + z - \beta_2 s - c_2(s)|. \]

Therefore the integral above is bounded by
\[ \int_{u \geq M, |u| \leq |h| + |z| - \beta_2 s - c_2(s)} 2^{3j} \frac{|f(s, h + z) \frac{\langle s + u, h - b \rangle}{J} w_1(s + u, h - b)}{J} \}
\[ dsdududs \]
\[ \lesssim \int_{u \geq M} 2^{j-1} \| (h + z - \beta_2 s - c_2(s))^{-\sigma} w_1(s + u, h - b) \|_{L^2_t \{ |h + z - \beta_2 s - c_2(s)| \geq u \}} \]
\[ \times \| f(s, \cdot) \|_{L^2_x} \| g(s + u, \cdot) \|_{L^2_x} dsdu \]
\[ \lesssim \int_{u > M} 2^{j+1} \| f(s, \cdot) \|_{L^2_x} \| g(s + u, \cdot) \|_{L^2_x} dsdu \]
\[ \lesssim 2^{j+1} M^{3-\sigma} \| f \|_{L^2_t L^4_x} \| g \|_{L^4_t L^2_x}. \]

Outside of the strong interaction regime but in the slow decay region \( u \sim |z| \), it remains to analyze the region given by
\[ |t - s - |\beta_1 t + c_1(t) - \beta_2 s - c_2(s) + b(t, s)|| > M_j \]

\[ \lesssim 2^{j+1} M^{3-\sigma} \| f \|_{L^2_t L^4_x} \| g \|_{L^4_t L^2_x}. \]

(5.77)
and
\[ |\beta_1 t + c_1(t) - \beta_2 s - c_2(s) + b(t,s)| > \frac{1}{4} |t-s|. \]
Picking \( M_j \) larger than the size of the supports of \( w_1 \) and \( w_2 \), we notice that
\[ |t-s - (x+b-y)| > M_j - |x - \beta_1 t - c_1(t)| \]
\[ - |y - \beta_2 s - c_2(s)| \geq \frac{1}{2} M_j. \]
For \( t-s < |x+b-y| \), the result can be obtained by symmetry. So we consider \( t-s - |x+b-y| \geq \frac{1}{2} M_j \) and \( u \sim |z| \). By the decay estimate of the kernel, if \( M_j \sim 2^{-2j} (t-s) = 2^{-2j} u \), we apply the first decay estimate from (5.71) and obtain the same estimate as (5.70)
\[ |I^M_j (f,g)| \lesssim 2^{-jN} M^{-2-N} \|f\|_{L^2_x} \|g\|_{L^2_x}. \]
When \( 2^{-2j} u \gtrsim M_j \), we have to use the second decay estimate from (5.71). Then one has the bound
\[ \int_{u \geq 2^j M_j} 2^{3j} u w_2(s,h+z) |f(s,h+z)\mathcal{G}(s+u,h-b)| w_1(s+u,h-b) \, dh \, dz \, du \lesssim 2^j M_j^{-\frac{1}{2}} \|f\|_{L^2_x} \|g\|_{L^2_x}. \]
Finally, it remains to analyze the strong interaction region (5.72). Here we only use the conservation of the \( L^2 \) norm. From the size estimate (5.72), one obtains that
\[ \left| \int_{\Phi(M_j)} K_j(t-s,x-y+b) w_2(s,y) f(s,y) w_1(t,x) \mathcal{G}(t,x) \, ds \, dt \, dx \, dy \right| \lesssim M_j \|f\|_{L^2_x} \|g\|_{L^2_x}. \]
Therefore, overall, putting (5.80), (5.79), (5.78), (5.77) and (5.76) together, one has
\[ |I^M_j (f,g)| \lesssim \max \left\{ 2^{2j} M_j^{\frac{1}{2} - \sigma}, M_j, 2^{j} M_j^{-\frac{1}{2}}, 2^{-jN} M^{-2-N} \right\} \|f\|_{L^2_x} \|g\|_{L^2_x}. \]
To optimize the coefficients in terms of \( M_j \), we can pick \( M_j = 2^\frac{3j}{2} \).
Moreover, from the uniform decay of the kernel, we also have
\[ |I^M_j (f,g)| \lesssim 2^{\frac{3j}{2}} \int_{u \geq M_j} u^{-\frac{1}{2}} \|w(s,x) f(s,x)|_{L^2_x} \|w(s+u,h) f(s+u,h)|_{L^2_y} \, ds \, du \lesssim 2^{\frac{3j}{2}} M^{-\frac{1}{2}} \|f\|_{L^2_x} \|g\|_{L^2_x}. \]
Picking \( \kappa < 1 \) and \( \eta > 0 \) appropriately, for \( j \) small, we use (5.82) and apply (5.81) for \( j \) large. More precisely, let \( \kappa \) be close to 1 and \( \eta \) be small. Then
\[ 2^{\frac{3j}{2}} \leq 2^{j \kappa} M^{-\eta} \]
providing that \( j \geq \frac{\eta}{\kappa - \frac{1}{2}} \log_2 M \). Secondly, notice that
\[ 2^{\frac{3j}{2}} M^{-\frac{1}{2}} \leq 2^{\kappa} M^{-\eta} \]
given that \( 2^{j(\frac{3}{2} - \kappa)} \leq M^{\frac{1}{2} - \eta} \) which is ensured by \( j \leq \frac{\kappa - \eta}{\kappa - \frac{1}{2}} \log_2 M \). Therefore, picking \( \frac{3}{2} < \kappa < 1 \) and \( \eta \) small enough such that \( \frac{3 - \eta}{\kappa - \frac{1}{2}} \geq \frac{\eta}{\kappa - \frac{1}{2}} \) we can obtain that
\[ |I^M_j (f,g)| \lesssim \min \left\{ C(\sigma) 2^{2j} M^{\frac{1}{2} - \sigma}, 2^{j} M^{-\eta} \right\} \|f\|_{L^2_x} \|g\|_{L^2_x} \]
as desired.
With the lemma above, noticing that $\kappa < 1$, if we can gain one derivative from $f$, it will allow us to sum the Littlewood-Paley decomposition.

**Lemma 5.9.** Let $1 > \nu > 0$ and $\sigma \geq \frac{1}{2} + \frac{2}{\nu}$. If $\|a\|_{L^\infty_t} \ll 1$ then there is $\eta > 0$ such that

$$
\left\| \langle \cdot - \beta_1 t - c_1(t) \rangle^{-\sigma} \int_0^{t-M} e^{(t-s)iD} U_A(t,s) D^{-1} f(s) \, ds \right\|_{L^2_t L^2_x} \lesssim M^{-\eta} \left\| \langle \cdot - \beta_2 t + c_2(t) \rangle^\alpha f \right\|_{L^2_t L^{\infty}_x}. \tag{5.83}
$$

Moreover, one also has

$$
\left\| \langle \cdot - \beta_1 t - c_1(t) \rangle^{-\sigma} D^{-\frac{\nu}{2}} \int_0^{t-M} e^{(t-s)iD} U_A(t,s) D^{-1} f(s) \, ds \right\|_{L^2_t L^2_x} \lesssim M^{-\eta} \left\| \langle \cdot - \beta_2 t + c_2(t) \rangle^\alpha D^{-\frac{\nu}{2}} f \right\|_{L^2_t L^{\infty}_x}. \tag{5.84}
$$

**Proof.** We first use the Littlewood-Paley decomposition. Testing against $g$, it is reduced to analyze $I_j^M(D^{-1} f, g)$.

In order to achieve the decay in terms of $M$, we further truncate the integration region to analyze $I_j^{M_j}(D^{-1} f, g)$ with an lower bound for $t - s$ depending on $j$.

Taking the difference and applying the trivial $L^2_x$ conservation, we have

$$
\left| I_j^M(D^{-1} f, g) - I_j^{M_j}(D^{-1} f, g) \right| \lesssim (M_j - M) \|D^{-1} f\|_{L^2_{t,x}} \|g\|_{L^2_{t,x}}. \tag{5.85}
$$

Now recall bounds from Lemma 5.8 with the parameter $M_j$

$$
\min \left\{ 2^{2j} M_j^{\frac{3}{2} - \sigma}, 2^{\kappa j} M_j^{-\eta} \right\}.
$$

For any $1 > \nu > 0$, we choose $M_j = 2^{\nu j}$ and $\sigma$ large to ensure

$$
2^{2j} M_j^{\frac{3}{2} - \sigma} \leq M_j = 2^{\nu j}, \ 2^{\kappa j} M_j^{-\eta} \leq 2^{\nu j}.
$$

Therefore, by Lemma 5.8 with (5.85), we have

$$
\left| I_j^{M_j}(D^{-1} f, g) \right| \lesssim 2^{(\nu - 1)j} \|f\|_{L^2_{t,x}} \|g\|_{L^2_{t,x}} \tag{5.86}
$$

and

$$
\left| I_j^M(D^{-1} f, g) \right| \lesssim 2^{(\nu - 1)j} \|f\|_{L^2_{t,x}} \|g\|_{L^2_{t,x}}. \tag{5.87}
$$

By Lemma 5.8 we also know

$$
\left| I_j^M(D^{-1} f, g) \right| \lesssim \min \left\{ 2^{j} M^{\frac{3}{2} - \sigma}, 2^{(\kappa - 1)j} M^{-\eta} \right\} \|f\|_{L^2_t L^2_x} \|g\|_{L^2_t L^2_x}.
$$

For the low-frequency part, we notice that $2^{(\kappa - 1)j} M^{-\eta}$ can give the desired smallness in terms of $M$ after summing over the Littlewood-Paley decomposition. On the other hand, we note that $2^{2j} M^{\frac{3}{2} - \sigma} \leq 2^{(\nu - 1)j} M^{-\eta}$ which can be ensured by

$$
j \leq \frac{\sigma - \frac{3}{2} - \eta}{3 - \nu} \log_2 M.
$$

For the large-frequency part, we use (5.87) and note that

$$
2^{(\nu - 1)j} \leq M^{-\eta} 2^{(\nu + \epsilon)(\eta - 1)j}
$$
which is ensured by $j \geq \frac{n}{\epsilon(\eta)} \log_2 M$. We can always pick $\sigma$ large enough such that

$$\sigma - \frac{3}{2} - \frac{\eta}{\epsilon(\eta)} \geq \frac{\eta}{\epsilon(\eta)}.$$ 

Therefore, for all $j \in \mathbb{N}$, we have

$$|I_j^M(D^{-1}f,g)| \lesssim M^{-\eta}2^{-\mu j}$$

where $\mu = \min \{1 - \kappa, 1 - \nu - \epsilon(\eta)\} > 0$.

Hence we can sum up the Littlewood-Paley decomposition as

$$\leq \sum_{j=0}^{\infty} |I_j^M(D^{-1}f,g)| \lesssim \sum_{j=0}^{\infty} \sum_{|j-k|+|j-\ell| \leq 2} M^{-\eta}2^{-\mu j} \|\Delta_k f\|_{L^2_{t,x}} \|\Delta_t g\|_{L^2_{t,x}} + M^{-\eta}2^{(\nu-2)j} \|f\|_{L^2_{t,x}} \|g\|_{L^2_{t,x}} \lesssim M^{-\eta} \|f\|_{L^2_{t,x}} \|g\|_{L^2_{t,x}}$$

which implies via duality,

$$\left\| (\cdot - \beta_1 t - c_1(t))^{-\sigma} \int_0^{t-M} e^{i(t-s)\mathcal{L}_0} U_1(t,s) D^{-1} f(s) \ ds \right\|_{L^2_{t,x} L^2_{x}} \lesssim M^{-\eta} \| (\cdot - \beta_2 t + c_2(t))^{\alpha} f \|_{L^2_{t,x} L^2_{x}}.$$ 

(5.88)

By a similar argument, we can also obtain the bound (5.84). We are done. \[ \square \]

6. Existence of wave operators

In this section, we establish the existence of wave operators restricted onto the central direction. Recall that in this setting, we further assume that all $\phi_{j,m}^0$ from (1.9) are 0. In other words, there are no zero modes.

6.1. Existence of wave operators. We directly work on the Hamiltonian formalism. Our goal of this section is to show the following:

Theorem 6.1. For any free data $\phi_0 \in \mathcal{H}$, there exists the corresponding data $u(0) = \pi_c(0) u(0)$ such that the solution to the equation

$$u_t = \mathcal{L}(t) u + F$$

where

$$\mathcal{L}(t) := \begin{pmatrix} \Delta & 0 \\ -1 + \sum_{j=1}^{J} V_{j} \beta_j(t) (\cdot - y_{j}(t)) & 1 \end{pmatrix}$$

(6.1)

with initial data $u(0)$ satisfying

$$\|u(t) - e^{t\mathcal{L}_0} \phi_0\|_{\mathcal{H}} \to 0, \ t \to \infty.$$ 

Here $\pi_c(t)$ is the projection on the central space.

After projecting the equation by $\pi_c(t)$, it suffices to consider the problem

$$u_t = \mathcal{L}(t) u + \pi_c(t) F$$

with $u = \pi_c(t) u \in \pi_c(t) \mathcal{H}$. 

We first remove the inhomogeneous term by considering the following data
\[
\partial_t = \mathcal{L}(t) \partial + \pi_c(t) F, \quad \partial(0) = 0.
\] (6.2)
From our computations above and Theorem 5.7, we know that there exists \( \rho_0 \in \mathcal{H} \) such that
\[
\left\| \partial(t) - e^{t\mathcal{L}_0} \rho_0 \right\|_{\mathcal{H}} \to 0, \quad t \to \infty.
\]
Therefore by considering \( \phi_0 - \rho_0 \) as the initial data, it reduces to find initial data for the homogeneous problem
\[
u_t = \mathcal{L}(t) \nu, \quad \nu(t) = \pi_c(t) \nu(t)
\] (6.3)
such that
\[
\left\| \nu(t) - e^{t\mathcal{L}_0} \psi_0 \right\|_{\mathcal{H}} \to 0, \quad t \to \infty
\]
where \( \psi_0 = \phi_0 - \rho_0 \). Hereafter, we will only consider the homogeneous problem.

6.2. Basic estimates. Consider the following linear problem
\[
u_t = \mathcal{L}(t) \nu, \quad \nu(t) = \pi_c(t) \nu(t) \in \pi_c(t) \mathcal{H}
\]
From Theorem 5.7, for any given initial data \( \nu_0 = \pi_c(0) \nu_0 \) there exists \( \phi_0 \) such that
\[
\left\| \nu(t) - e^{t\mathcal{L}_0} \phi_0 \right\|_{\mathcal{H}} \to 0, \quad t \to \infty
\] (6.4)
with
\[
\| \phi_0 \|_{\mathcal{H}} \lesssim \| \nu_0 \|_{\mathcal{H}}
\] (6.5)
with implicit constants independent of \( \nu_0 \).
This in particular defines a bounded linear map
\[
\mathcal{L}_S: \mathcal{H} \to \mathcal{H}, \quad \mathcal{L}_S(\nu_0) = \phi_0.
\] (6.6)
From (6.5), we know that
\[
\| \mathcal{L}_S(\nu_0) \|_{\mathcal{H}} \lesssim \| \nu_0 \|_{\mathcal{H}}.
\]
We also claim the inverse inequality:

**Lemma 6.2.** Using the notations above, one has the following estimate
\[
\| \nu_0 \|_{\mathcal{H}} \lesssim \| \phi_0 \|_{\mathcal{H}} = \| \mathcal{L}_S(\nu_0) \|_{\mathcal{H}}
\] (6.7)
with implicit constants independent of \( \nu_0 \).

**Proof.** The estimate above is a direct consequence of Strichartz estimates of the backwards flow. Assume that
\[
\| \nu(0) \|_{\mathcal{H}} \lesssim \| \nu(s) \|_{\mathcal{H}}
\] (6.8)
with constants independent of \( s \) which will be proved in Theorem 6.3.
By the construction of \( \mathcal{L}_S \), the scattering assumption implies that
\[
\left\| e^{-t\mathcal{L}_0} \nu(t) - \phi_0 \right\|_{\mathcal{H}} \to 0, \quad t \to \infty
\]
strongly in \( \mathcal{H} \).
From (6.8), it follows that
\[
\| \nu(0) \|_{\mathcal{H}} \lesssim \| \nu(s) \|_{\mathcal{H}} = \| e^{-s\mathcal{L}_0} \nu(s) \|_{\mathcal{H}}
\]
since \( e^{s\mathcal{L}_0} \) is an unitary operator. Passing to the limit in the strong sense on the RHS, we conclude
\[
\| \nu_0 \|_{\mathcal{H}} = \| \nu(0) \|_{\mathcal{H}} \lesssim \lim_{s \to \infty} \| e^{-s\mathcal{L}_0} \nu(s) \|_{\mathcal{H}} = \| \phi_0 \|_{\mathcal{H}}
\]
as desired. \( \square \)
Now we discuss the estimate (6.8). This actually is a direct consequence of a more general result on Strichartz estimates.

**Theorem 6.3.** Using the notations above, we consider the equation
\[ u_t = \mathcal{L}(t) u + \pi_c(t) F, \quad u(t) = \pi_c(t) u(t). \]

Using norms from Theorem 5.7, we have
\[ \|u\|_{S_H \cap \mathbb{W}_H} \lesssim \|u(s)\|_{\mathcal{H}} + \|F\|_{(\mathbb{W}_H \cap S_H)^*} \]
for any \( s \). In particular, in the homogeneous case \((F = 0)\) we have the backwards estimate
\[ \|u(0)\|_{\mathcal{H}} \lesssim \|u(s)\|_{\mathcal{H}}. \quad (6.9) \]

**Proof.** As we discussed in the forward problem, we only need to restrict on the time interval \((-\infty, -T_0) \cup [T_0, \infty)\) for some \( T_0 \) large enough so that all potentials are sufficiently separated. The estimate for the time internal \([-T_0, T_0]\) can be bounded with some constant large enough. As before, we decompose the space into \( J + 1 \) channels. The free channel is the same as before. For the \( j \)-th channel, the \( P_c(t) \) part analysis is again the same as the forward direction.

The only difference in the current setting from the earlier sections is the analysis of the stable and unstable spaces. We only sketch the difference here.

We still use the notations from Subsection 5.4. In the \( j \)-th channel. We denote \( \tilde{v}(t, y) = v(t, y - c_j(t)) \). Then one has
\[ \tilde{v}_t = \mathcal{L}_j(t) \tilde{v} + \left[c_j(t) \cdot \nabla \tilde{v} + \tilde{F}\right] \]
where \( \mathcal{L}_j(t) \) is defined via (5.5) and
\[ \tilde{F} = \left( -\sum_{\rho \neq j} (V_\rho)_{\rho} (-\beta_\rho t + c_\rho (t) - c_j(t)) 0 0 \right) \tilde{v} + F(t). \]

Using the fact that \( \|\tilde{v}\|_{\mathcal{H}} \) is bounded or grows subexponentially for \( t \in \mathbb{R} \) from the energy estimate above since we are restricted onto the central direction, we obtain the following system
\[ \lambda_{j,k,+}(t) = -\int_t^\infty e^{-\frac{\nu_j k}{\gamma_j} (t-s)} \omega \left(a_j(t) \nabla \tilde{v} + \tilde{F}, \mathcal{V}_j^{\pm;k,\beta_j}(s)\right) ds \]
\[ \lambda_{j,k,-}(t) = -\int_{-\infty}^t e^{-\frac{\nu_j k}{\gamma_j} (s-t)} \omega \left(a_j(t) \tilde{v} + \tilde{F}, \mathcal{V}_j^{\pm;k,\beta_j}(s)\right) ds \]
coupled with the equation in the stable space
\[ (P_c(t) \tilde{v})_t = \mathcal{L}_j(t) P_c(t) \tilde{v} + P_c(t) \left[a_j(t) \nabla \tilde{v} + \tilde{F}\right]. \]

This system is different from the coupled system from before.

To estimate \( L^2_t \cap L^\infty_t \) norm of \( \lambda_{j,k,\pm} \), we apply Young’s inequality. Note that by the decay of eigenfunctions given by Agmon’s estimate and the decay of the potential, we always have that
\[ \omega \left(V_\rho (x - \beta_\rho t + c_\rho (t) - c_j(t)) \tilde{v}(t), \mathcal{V}_j^{\pm;k,\beta_j}(t)\right) \lesssim e^{-\alpha |t|} C_{\rho,T} \]
for \( \rho \neq j \) and some positive \( \alpha \). For discrete modes, one has
\[ \sum_{k=1}^{K_j} \left(\|\lambda_{j,k,+}(t)\|_{L^2_t \cap L^\infty_t} + \|\lambda_{j,k,-}(t)\|_{L^2_t \cap L^\infty_t}\right) \lesssim \left(e^{-\alpha B} + \delta\right) \|F\|_{S_H \cap \mathbb{W}_H} + \|F\|_{(\mathbb{W}_H \cap S_H)^*} \]
\[ \lesssim \sum_{\rho \neq j} \left(e^{-\alpha B} + \delta\right) C_{\rho,T} + \|F\|_{(\mathbb{W}_H \cap S_H)^*}. \]

Therefore, we can apply the same bootstrap argument as before.
Using any fixed \( s \in \mathbb{R} \) as the initial data, we obtain that

\[
\|u\|_{\mathcal{H}} \lesssim \|u(s)\|_{\mathcal{H}} + \|F\|_{(\mathcal{W}_H \cap S_H)^*}
\]
as desired. The estimate (6.9) follow from the estimate above as special cases.

\[\square\]

6.3. **Construction of initial data.** Let \( u_{t_0}(t) \) be the solution to (6.3) such that

\[
u_{t_0}(t_0) = \pi_c(t_0) e^{i t_0 \xi_0} \phi_0 \tag{6.10}
\]

where \( \phi_0 \in \mathcal{H} \) is given.

From our discussion on the scattering behavior the perturbed flow, there exists a free profile \( \psi_{t_0} \) such that

\[
\left\| u_{t_0}(t) - e^{i t_0 \xi_0} \psi_{t_0} \right\|_{\mathcal{H}} \to 0, \ t \to \infty
\]

and

\[\| u_{t_0}(t) \|_{\mathcal{H}} \lesssim \left\| \pi_c(t_0) e^{i t_0 \xi_0} \phi_0 \right\|_{\mathcal{H}}. \tag{6.11}\]

The final preparation for the main proof the following estimate.

**Lemma 6.4.** Using that notations above, one has

\[
\| u_{t_0}(t) \|_{(S_H \cap \mathcal{W}_H)_{t_0}} \to 0, \ t_0 \to \infty \tag{6.12}
\]

where \((S_H \cap \mathcal{W}_H)_{t_0}\) is the subspace of \( S_H \cap \mathcal{W}_H \) from Theorem 6.3 restricted onto \([t_0, \infty)\).

From (6.12), we also conclude that

\[
\psi_{t_0} \to \phi_0, \ t_0 \to \infty \tag{6.13}
\]

strongly in the \( \mathcal{H} \) sense.

**Proof.** By Strichartz estimates from Theorem 6.3 for \( F = 0 \), one has

\[
\| u_{t_0}(t) \|_{(S_H \cap \mathcal{W}_H)_{t_0}} \lesssim \left\| e^{i t_0 \xi_0} \pi_c(t_0) e^{i t_0 \xi_0} \phi_0 \right\|_{(S_H \cap \mathcal{W}_H)_{t_0}}.
\]

Taking the limit, we have

\[
\lim_{t_0 \to \infty} \| u_{t_0}(t) \|_{(S_H \cap \mathcal{W}_H)_{t_0}} \lesssim \lim_{t_0 \to \infty} \left\| e^{i t_0 \xi_0} \pi_c(t_0) e^{i t_0 \xi_0} \phi_0 \right\|_{(S_H \cap \mathcal{W}_H)_{t_0}}.
\]

We first note that \( \pi_c(t_0) e^{i t_0 \xi_0} \phi_0 \to e^{i t_0 \xi_0} \phi_0 \) as \( t_0 \to \infty \) due to the pointwise decay of the free flow. It follows that

\[
\lim_{t_0 \to \infty} \left\| e^{i t_0 \xi_0} \pi_c(t_0) e^{i t_0 \xi_0} \phi_0 \right\|_{(S_H \cap \mathcal{W}_H)_{t_0}} = \lim_{t_0 \to \infty} \left\| e^{i t_0 \xi_0} e^{i t_0 \xi_0} \phi_0 \right\|_{(S_H \cap \mathcal{W}_H)_{t_0}} = \lim_{t_0 \to \infty} \left\| e^{i t_0 \xi_0} \phi_0 \right\|_{(S_H \cap \mathcal{W}_H)_{t_0}}.
\]

Therefore, by Strichartz estimates for the free flow, one has

\[
\lim_{t_0 \to \infty} \left\| e^{i t_0 \xi_0} \phi_0 \right\|_{(S_H \cap \mathcal{W}_H)_{t_0}} = 0
\]

which implies

\[
\left\| e^{i t_0 \xi_0} \pi_c(t_0) e^{i t_0 \xi_0} \phi_0 \right\|_{(\mathcal{W}_H)_{t_0}} \to 0, \ t_0 \to \infty,
\]

whence, by (6.11)

\[
\lim_{t_0 \to \infty} \left\| u_{t_0}(t) \right\|_{(\mathcal{W}_H)_{t_0}} = 0.
\]
Finally, we analyze (6.13). By construction from the scattering and Strichartz estimates, one has

$$\left\| e^{-tL_0} \pi_c(t_0) e^{t_0 L_0} \phi_0 - \psi_{t_0} \right\|_\mathcal{H} = \left\| e^{-tL_0} u_{t_0}(t_0) - \psi_{t_0} \right\|_\mathcal{H} \lesssim \| u_{t_0}(t) \|-Headers_{(W, H), t_0}$$

and

$$\lim_{t_0 \to \infty} \| \phi_0 - \psi_{t_0} \|_\mathcal{H} = \lim_{t_0 \to \infty} \left\| e^{-tL_0} u_{t_0}(t_0) - \psi_{t_0} \right\|_\mathcal{H} \lesssim \lim_{t_0 \to \infty} \| u_{t_0}(t) \|-Headers_{(W, H), t_0} = 0$$

as desired. □

With preparations above, the final result follows naturally.

Proof of Theorem 6.1. For any $\phi_0 \in \mathcal{H}$, we construct a sequence of solutions $u_{t_n}(t)$ by (6.10) with $t_n \to \infty$. Using the notation of the scattering map (6.6), one has

$$\mathcal{L}_S(u_{t_n}(0)) = \psi_{t_n}.$$  

From Lemma 6.4

$$\left\| \psi_{t_n} - \phi_0 \right\|_\mathcal{H} \to 0, \ n \to \infty.$$ 

Then by Lemma 6.2 the convergence above implies that $u_{t_n}(0)$ converges to some function $u(0) \in \pi_c(0)\mathcal{H}$ such that

$$\mathcal{L}_S(u(0)) = \phi_0.$$ 

By construction, using $u(0)$ as the initial data, the solution $u(t)$ to the equation (6.3) satisfies

$$\left\| u(t) - e^{tL_0} \phi_0 \right\|_\mathcal{H} \to 0, \ t \to \infty$$

as desired. □
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