A Ranking Algorithm for Mitigating the Influence of Contrived Ratings on Review Sites
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Abstract In this paper, we propose a ranking algorithm for mitigating the influence of contrived ratings by spammers that try to manipulate rankings on review sites. We set a credibility level for each user, which is determined using the Pearson correlation coefficient of the rating given to an object by the user and estimated quality of the object. The estimated quality is the average value of the ratings weighted with the credibility level of raters. We propose a method that uses a provisional estimated quality calculated by eliminating the rating of a user when calculating that user’s credibility level. Furthermore, we propose a method that considers the number of ratings given to an object when calculating the estimated quality of the object. Moreover, we demonstrate the superiority of the proposed methods by conducting a comparative experiment using an actual data set.
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1 Introduction

Recent years have seen the publishing of a diverse range of rankings created on the basis of ratings given to movies, bars and restaurants, products, etc. on review sites. User-participation-type review sites rank objects in terms of estimated quality on the basis of user-provided ratings [1]. Examples of such review sites include Netflix [2], MovieLens [3], and Amazon [4]. The rankings published on these review sites are used for information filtering to enable users to select high-quality objects.

The simplest type of ranking algorithm for finding estimated object quality uses the arithmetic mean of the ratings given to an object to judge its estimated quality. However, this method treats all user ratings equally, resulting in it being easily skewed by spammers that try to manipulate rankings using contrived ratings unrelated to the actual object quality. Therefore, it is inappropriate for user-participant-type review sites with users who contrive ratings [5].

The correlation-based algorithm proposed by Zhou et al. [6] aims to resolve this problem by setting a credibility level for each user. The user credibility level is determined using the Pearson correlation coefficient of the rating given to an object and its estimated quality, wherein the estimated quality is considered the average value of the ratings weighted with the credibility level. Accordingly, ratings from users with a high credibility level are prioritized. This ranking algorithm is considered effective against various types of spammers [7–9]. Liao et al. [10] have proposed an iterative algorithm with reputation redistribution (IARR) as an improved correlation algorithm, focusing on the maximum value of the credibility level of users rating an object. IARR is said to be more robust against spammers than the correlation-based algorithm; however, it tends to provide excessively high credibility to users with the most monopolistic ratings, i.e., ratings for objects not rated by other users. This results in rankings essentially being determined by the ratings of only users with excessively high credibility levels.

To solve this problem, we propose a method that uses a provisional estimated quality calculated by eliminating the rating of a user when calculating that user’s credibility level. Furthermore, since it appears that objects rated multiple times generally tend to be of a higher quality, we propose a method that considers the number of ratings when calculating the estimated object quality. Moreover, we demonstrate the superiority of the proposed methods by conducting a comparative experiment with the existing method using an actual data set.

We explain the existing and the proposed ranking algorithms in Sections 2 and 3, respectively. In Section 4, we outline the experiment conducted to evaluate the performance of the ranking algorithms, show the experimental results, and provide our observations on those results. We summarize our study and discuss future plans in Section 5.

2 Existing Methods

In this section, we explain three existing methods: the arithmetic mean method, the correlation-based algorithm, and IARR. We explain these methods for calculating estimated quality Qα of object α (∈ O) with the group of all objects O and the group of all users U. If we determine the estimated object quality, then we can rank objects in the order of estimated quality.

2.1 Arithmetic mean method

The arithmetic mean method is the simplest algorithm for ranking objects on the basis of quality. With this method, the estimated quality is the arithmetic mean of the ratings given to the object. We let Uα, |Uα|, and rα denote the set of users rating object α, the number of users rating object
α, and the rating given by i (∈ U) to object α, respectively. Then, the estimated quality $Q_α$ of object α can be calculated using formula (1).

$$Q_α = \frac{1}{|U|} \sum_{i \in U} r_{αi}. \quad (1)$$

This does not require complicated calculation, but it enables the estimated quality to be easily manipulated.

### 2.2 Correlation-based algorithm

The correlation-based algorithm is based on iterative refinement. It sets the credibility level for each user, repeatedly updates that level, and calculates the estimated quality until that quality converges [11,12]. The estimated quality in this algorithm is the average of user credibility level-weighted ratings. Furthermore, user credibility is obtained using a Pearson correlation coefficient of the rating that a user gives to an object and its estimated quality. The user credibility level increases or decreases, respectively, upon giving a rating close to or distant from an object’s estimated quality.

The procedure for calculating the estimated object quality is explained below. First, the initial value of the credibility level $R_i$ for user $i$ is set by using formula (2).

$$R_i = \frac{|O_i|}{|O|}, \quad (2)$$

where $|O_i|$ is the number of objects rated by user $i$ and $|O|$ is the total number of objects.

Furthermore, the estimated quality $Q_α$ of object α is provided by formula (3).

$$Q_α = \frac{\sum_{i \in U} R_i r_{αi}}{\sum_{i \in U} R_i}. \quad (3)$$

Moreover, the Pearson coefficient $C_i$ of the rating given to an object by user $i$ and the estimated quality of that object is obtained using formula (4).

$$C_i = \frac{1}{|O_i|} \sum_{α \in O_i} \left( \frac{r_{αi} - \mu(r_i)}{\sigma(r_i)} \right) \left( \frac{Q_α - \mu(Q_{O_α})}{\sigma(Q_{O_α})} \right). \quad (4)$$

Here, $\mu(r_i)$ and $\sigma(r_i)$ are the mean and standard deviation of the ratings given by user $i$, respectively. Furthermore, $\mu(Q_{O_α})$ and $\sigma(Q_{O_α})$ are the mean and standard deviation of the estimated quality of objects rated by user $i$, respectively. $C_i$ satisfies $-1 \leq C_i \leq 1$, and if this value is large, we can say that there is a strong positive correlation between the rating given by user $i$ and the estimated quality.

The credibility level $R_i$ of user $i$ based on $C_i$ obtained as described above is updated using formula (5).

$$R_i = \begin{cases} C_i & (C_i \geq 0), \\ 0 & (C_i < 0). \end{cases} \quad (5)$$

The final estimated object quality is obtained by repeatedly evaluating formulas (3), (4), and (5) until the difference $Δ$ obtained from formula (6) becomes sufficiently low.

$$Δ = \frac{1}{|O|} \sum_{α \in O} (Q_α - Q_α')^2, \quad (6)$$

where $Q_α'$ denotes the estimated quality of object α calculated in the previous iteration. Herein, it is considered to have converged when $Δ \leq 10^{-6}$, as in [6].

### 2.3 IARR

IARR is a ranking algorithm used to improve the correlation-based algorithm. It was proposed with the aim of resolving the problems that occur when the number of ratings is low and higher priority is assigned to the ratings of users with a high credibility level. IARR performs iterative calculations similar to that of the correlation-based algorithm until the estimated quality converges.

The specific improvements are as follows. First, the maximum value of the credibility level of users rating an object is used in calculating the estimated quality of that object. This solves the problem of an object obtaining a low number of high ratings, resulting in the high estimated quality despite the credibility level of all users giving those ratings being low. With IARR, the estimated quality $Q_α$ of object α is calculated using formula (7).

$$Q_α = \left( \max_{i \in U} R_i \right) \cdot \frac{\sum_{i \in U} R_i r_{αi}}{\sum_{i \in U} R_i}. \quad (7)$$

Subsequently, the credibility level of the user with a low number of ratings is controlled to ensure that an object’s estimated quality rated by a user just happening to be close to the evaluation given by that user does not unduly raise the user’s credibility level despite that user having a low number of ratings. With IARR, the degree of correlation $C_i$ for user $i$ is calculated using formula (8). This multiplies the Pearson correlation coefficient of the rating the user $i$ gives to the object and its estimated quality by a coefficient that considers the number of ratings.

$$C_i = \frac{\log |O_i|}{\max_{j \in U} |O_j|} \cdot \frac{1}{|O_i|} \sum_{α \in O_i} \left( \frac{r_{αi} - \mu(r_i)}{\sigma(r_i)} \right) \left( \frac{Q_α - \mu(Q_{O_α})}{\sigma(Q_{O_α})} \right). \quad (8)$$

In the correlation-based algorithm, as shown in formula (5), where the Pearson correlation coefficient of the rating and the estimated quality is non-negative, this value is used intact as the credibility level; however, to increase the accuracy of the estimated quality ranking, IARR focuses on the ratings of users with a high degree of correlation by considering the credibility level as the correlation level to the power of $\theta$ ($\theta > 1$). In the experiment described in Section 4, $\theta$ is set to 5. The relationship between the credibility level $R_i$ of user $i$ and degree of correlation $C_i$ is expressed in formula (9).

$$R_i = \begin{cases} C_i^\theta & (C_i \geq 0), \\ 0 & (C_i < 0). \end{cases} \quad (9)$$

The initial values for each user’s credibility level are the same as those in formula (2). Furthermore, changes in estimated quality are calculated using formula (6), and the evaluation of formulas (7), (8), and (9) is repeated until it reaches $Δ \leq 10^{-6}$.

Figure 1 shows an example of ratings wherein each user can rate an object in stages from 1 to 5. Table 1 shows the transition of estimated object quality, difference $Δ$, and
user credibility when performing iterative calculation using IARR. In this case, the calculation terminates after seven iterations. For a user \( k \) with the maximum credibility, \( R_k/R_j \approx 1.23 \), \( R_k/R_l \approx 4.63 \). Therefore, the rating given by user \( k \), compared to user \( j, l \), has 1.23 times and 4.63 times the weight, respectively.

### 3 Proposed Method

In this section, we first explain the issues with IARR. Figure 2 adds objects \( \alpha, \beta, \gamma \), which have monopolistic ratings by user \( d \), to the example shown in Figure 1. The transition of estimated object quality, difference \( \Delta \), and user credibility in IARR calculation process is shown in Table 2. If we focus on the \( R_l \) column, we observe that the credibility of user \( d \) is maintained at an extremely high level through the iterative calculation. We assume that this is because user \( d \) has more monopolistic ratings than other users. As user \( d \)'s ratings have approximately 30,520 times the weight of user \( j \)'s, 151 times the weight of user \( k \)'s and nine times the weight of user \( l \)'s, the ratings of users other than user \( d \) are largely ignored. Furthermore, we observe that the estimated quality \( Q_j \) of object \( j \), which was not rated by user \( d \), becomes extremely low compared to the estimated quality of other objects. This is because when the object's estimated quality is calculated using IARR, the maximum credibility level of the user rating that object is used.

As shown in this example, wherein there is a user with an extremely high credibility level compared to other users (referred to here as a dictator), the ranking can be easily manipulated by the dictator regardless of whether the dictator can accurately rate the object's quality. Furthermore, a problem exists in that even users with nonsensical ratings can increase their credibility levels by selecting and rating objects with low numbers of raters.

Therefore, we resolve this issue in the proposed method Proposed-E using a provisional estimated quality calculated from other users’ ratings when calculating the user correlation level. Consequently, we can prevent the credibility level of users rating objects with a low number of raters multiple times from being easily raised.

In the proposed method Proposed-E, the correlation level
Table 3. Proposed-E calculation process when there are objects that have a monopolistic rating.

| U_a | R_a | E | T | \(\Delta\) |
|------|-----|---|---|-----------|
| 1    | 0.015078 | 0.015605 | 0.02246 | 0.007833 |
| 2    | 0.003620 | 0.005180 | 0.003752 | 0.015791 |
| 3    | 0.003620 | 0.005180 | 0.003752 | 0.015791 |
| 4    | 0.003620 | 0.005180 | 0.003752 | 0.015791 |
| 5    | 0.003620 | 0.005180 | 0.003752 | 0.015791 |
| 6    | 0.003620 | 0.005180 | 0.003752 | 0.015791 |

Table 4. Characteristics of the two data sets.

| Data Set | \(|U|\) | \(|O|\) | \(\max[U_a]\) | \(\max[O]\) | Sparsity | \(b\) |
|----------|-------|-------|-------------|-------------|----------|------|
| dataset1 | 2500  | 1506  | 1356        | 5841        | 0.015605 | 361  |
| dataset2 | 2500  | 14732 | 1295        | 2862        | 0.015078 | 356  |

Figure 3. Comparison of AUC in various ranking algorithms.

4 Experiments and Observations

In this section, we provide an overview of the experiment using actual data sets and indices for performance evaluation of the ranking algorithms. We also provide observations on the experimental results.
4.1 Data sets and evaluation index

For the experiment, we used the data set of Netflix, which provides DVD rentals and video streaming services in the US. This data set includes rating data for 17,770 movies, with approximately 100 million ratings in total. Rather than using all of the data, we used two partial data sets of 2,500 randomly filtered users who contributed ratings 20 times or more. This follows MovieLens, a movie rating service that requires at least 20 movie ratings. Moreover, no user is included in both data sets, with all ratings ranging from 1 to 5. The characteristics of the two datasets, dataset1 and dataset2, are shown in Table 4. Here, Sparsity ($\eta$) refers to rating density, with the total number of ratings being obtained from $\eta |U| |O|$. Furthermore, the number of benchmark objects is denoted by $b$. The benchmark objects are of high quality and are used for performance evaluation, as described later. Herein, we used movies from 1927 to 2010 that have been nominated for Academy Awards as the benchmark objects [13].

To evaluate ranking algorithm performance, we used AUC (area under the curve) [14]. When one benchmark object and one normal object are randomly selected, AUC equals the probability that the benchmark object is ranked higher by the evaluated ranking algorithm. The higher the AUC is, the higher the ranking of high quality movies will be. The AUC maximum value is 1.0, in which case all of the benchmark objects are ranked higher than normal objects.

4.2 Results and observations

The AUC values resulting from applying the six ranking algorithms, i.e., arithmetic mean method, correlation-based algorithm, IARR, Proposed-E, Proposed-R, and Proposed-ER, to dataset1 and dataset2 are shown in Figure 3. First, with regard to the AUC values for dataset1, Proposed-ER had the highest value, followed by IARR. Proposed-E and Proposed-R were both lower than IARR in terms of AUC; however, when combined as Proposed-ER, the AUC value was higher than that of IARR. The correlation-based algorithm had virtually the same value as the arithmetic mean method and a far lower value than the method in which im-
provements had been made to the correlation-based algorithm.

Next, with regard to dataset2, AUC was highest for Proposed-ER, followed by Proposed-R. As in dataset1, Proposed-ER has a higher AUC than Proposed-E or Proposed-R. Furthermore, the AUC of IARR was the lowest, and much lower than that of the arithmetic mean method or correlation-based algorithm. Thus, we can say that combining Proposed-E and Proposed-R is effective, and that Proposed-ER, which is a combination of the two, is superior to the existing methods.

The experiment described above demonstrated that with IARR, the AUC greatly fluctuates on the basis of the data set, but a high AUC can be obtained regardless of the data set with Proposed-ER. We discuss the causes of this result hereafter.

The relationships between the number of object raters and the estimated quality in the case where IARR and Proposed-ER are applied to dataset1 are shown in Figures 4 and 5, respectively. The user credibility level distributions are shown in Figures 6 and 7, and the relationships between the number of user monopolistic ratings and credibility level are shown in Figures 8 and 9.

First, if we concentrate on Figure 4, we observe that with IARR, the object estimated quality is distributed over six levels from 0 to 5. As shown in Figure 6, this results from there being a dictator – one user with an excessively high credibility level. Objects for which the estimated quality is roughly 1 to 5 were rated by the dictator, and the estimated quality is determined almost entirely by the dictator’s rating. Objects for which the estimated quality is close to zero were not rated by the dictator. From Figure 8, we can see that the credibility level of the user with the highest number of monopolistic ratings is pronounced, and that the user in question is the dictator.

Next, if we concentrate on Figure 5, we can see that as Proposed-ER considers the number of raters of an object when calculating estimated quality, it succeeds in placing a high share of benchmark objects into the higher rankings. Furthermore, we observe that the problem wherein the estimated quality is virtually dependent on the ratings of one user does not arise. This is because, as shown in Figure 7, there is no user present with a pronounced credibility level.
Moreover, from Figure 9, we observe that with Proposed-ER, the user credibility level is not dependent on the number of monopolistic ratings.

The relationships between the number of object raters and the estimated quality in the case where IARR and Proposed-ER are applied to dataset2 are shown in Figures 10 and 11, respectively. The distributions of user credibility level are shown in Figures 12 and 13, and the relationships between the number of user monopolistic ratings and credibility level are shown in Figures 14 and 15. If we focus on Figure 10, we observe that as in the case of dataset1, the estimated quality is distributed in six rows. However, in contrast to dataset1, there are many benchmark objects with an estimated quality close to zero. Furthermore, there are many benchmark objects among the objects for which the estimated quality is approximately 0.6, those that the dictator rated the lowest. It appears that these are the causes of the AUC value being low when IARR is applied to dataset2.

In contrast, it appears in dataset1 that it is because the dictator is a user who can provide a comparatively accurate rating of the quality of the object that the AUC is higher even if IARR is applied. That is to say, with IARR, the quality of the ranking can be affected by one user. When using the proposed method Proposed-ER, a high-quality ranking can always be provided, because the dictator will not appear.

5 Conclusion

In this study, we improved the existing IARR ranking algorithm in two ways. First, when calculating the correlation level of the user, we used a provisional estimated quality calculated from other users’ ratings. Moreover, the number of object rankers was considered when calculating estimated quality. Through the experiment using actual data sets, we demonstrated that with these improvements, we could resolve the problems found in IARR and provide high-quality rankings. We conclude that the proposed method, similarly to IARR and the correlation-based algorithm on which it is based, is not easily influenced by spammers’ contrived ratings.

Furthermore, the improvements implemented in the pro-
posed method result in it being difficult to inappropriately manipulate rankings by rating objects with a low number of raters to raise the credibility level. Additionally, as objects with a high number of raters occupy the higher positions of rankings created with the proposed method, it is difficult for a small number of spammers to influence the ratings of objects in the higher positions of the ranking.

Future issues to be considered include verification of the usability of the proposed method when actually managing systems providing rankings based on user evaluation.
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