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Abstract—We consider core-periphery structured graphs, which are graphs with a group of densely and sparsely connected nodes, respectively, referred to as core and periphery nodes. The so-called core score of a node is related to the likelihood of it being a core node. In this paper, we focus on learning the core scores of a graph from its node attributes and connectivity structure. To this end, we propose two classes of probabilistic graphical models: affine and nonlinear. First, we describe affine generative models to model the dependence of node attributes on its core scores, which determine the graph structure. Next, we discuss nonlinear generative models in which the partial correlations of node attributes influence the graph structure through latent core scores. We develop algorithms for inferring the model parameters and core scores of a graph when both the graph structure and node attributes are available. When only the node attributes of graphs are available, we jointly learn a core-periphery structured graph and its core scores. We provide results from numerical experiments on several synthetic and real-world datasets to demonstrate the efficacy of the developed models and algorithms.
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I. INTRODUCTION

Core-periphery structured graphs have densely connected groups of nodes, called core nodes, and sparsely connected groups of nodes, called periphery nodes. While the core nodes are cohesively connected to the other core nodes and are also reasonably well connected to the peripheral nodes, the peripheral nodes are not well connected to each other or to any core node in the graph. Core-periphery structured graphs are ubiquitous and are extensively used to analyze real-world networks such as social networks, trade and transport networks, and brain networks, to name a few. Identifying the core nodes in a network allows us to analyze crucial processes in it. For instance, in brain networks, atypical core-periphery brain dynamics are observed in subjects with autism spectrum disorder. In social networks (contact networks), the most influential spreaders of information (respectively, a disease) are usually the core nodes. An example of a core-periphery structured social network of a subset of 244 Twitter users is shown in Fig. 1.

Given an adjacency matrix of a graph, its rows and columns can be permuted to reveal the underlying core-periphery structure. However, generating all the possible permutations of its rows and columns to arrive at an adjacency matrix that reveals the core-periphery structure is an NP-hard problem. To this end, many heuristics that reveal the core-periphery structure from an adjacency matrix are available. Another commonly used approach to identify the core nodes in a graph is by learning the so-called core score of a node, where the core score of a node is related to the likelihood of that node belonging to the core part of the graph. In some networks, such as trade, transport, or brain networks, the core score of a node also depends on its spatial distance from the other nodes. Specifically, in such networks, a node that is spatially far away from another node is very unlikely to be connected to it. For the graph in Fig. 1(a), a permuted adjacency matrix (permuted according to the rank-ordered core scores) is shown in Fig. 1(b), wherein the dense entries in the top left block correspond to the core-core connections in the graph and the sparse entries in the bottom right block correspond to the periphery-periphery connections.

In many real-world networks, we only have access to node attributes, and the underlying graph might not always be available. For example, in a brain network, we usually have access to functional magnetic resonance imaging (fMRI) data, but the structural connectivity information is often unavailable. Node attributes carry vital information that often complements the information in the graph structure and can improve the quality of the core score estimates. However, existing works rely only on the knowledge of the underlying graph and do not use node attributes for inferring the core scores. Therefore, this work proposes probabilistic models and algorithms to infer the core scores in the following two cases, namely, (i) when both the underlying graph structure and node attributes are available and (ii) when only node attributes are available.

A. Relevant Prior Works

Existing works infer the core scores from a graph, i.e., from an adjacency matrix. In [7], correlation measures to
quantify how well a network approximates the ideal model of a core-periphery structured graph are defined, where the ideal model consists of a core-core block that is fully connected, a periphery-periphery block with no connections, and a core-periphery part that is either fully connected or not connected at all. These measures are then used to develop algorithms to estimate the core scores. In [6], the core score vector is learnt by maximizing the correlation measure from [7] with a constraint that the core score vector is a shuffled version of an N-dimensional vector whose entries are fixed according to a number of desired factors that effect the spread of the core scores, such as the number of nodes in the core region and the change in the core score from the core to peripheral nodes. In [9], the edge weight of a node pair is modeled as the product of its cores scores, and the core score vector is obtained by minimizing the sum of the squared differences between the known edge weights and the product of the core scores of the related node pair, summed over all node pairs. In [10], a recursive algorithm, called the k-core decomposition, is proposed to iteratively partition a graph into nodes having sparse and dense connections. In [11], an iterative algorithm derived from a standard random walk model is proposed, where the so-called persistence probability that denotes the probability that a random walker starting from a certain node in a sub-network of a network remains in that sub-network in the next step is defined. Then starting from a sub-network containing a single node with the weakest connectivity, nodes are iteratively added to the sub-network such that the increase in persistence probability is minimal. The above mentioned existing works, which we refer to as, Rombach [6], MINRES [9], k-cores [10], and Random-Walk [11] serve as the baseline for the proposed methods.

When only node attributes are available and the underlying graph structure is unknown, we first need to learn the underlying graph. We may then infer the core scores using existing methods. One of the standard approaches to infer graphs from node attributes is graphical lasso, which solves an \(\ell_1\)-regularized Gaussian maximum log-likelihood problem [13] to learn a sparse connectivity pattern underlying a Gaussian graphical model. However, graphical lasso imposes a uniform \(\ell_1\) penalty on each edge and does not account for the core-periphery structure in networks.

To summarize, when we have access to only node attributes and the underlying graph is unavailable, the existing methods cannot be used to estimate core scores. Furthermore, the existing works do not incorporate node attribute information while inferring core scores. In this work, we propose generative models and learning algorithms to address these limitations.

B. Main Results and Contributions

The main results and contributions of the paper are summarized as follows.

- **Generative Models**: We propose probabilistic generative models that relate core-periphery structured graphs to their core scores and attributes of nodes to their respective core scores through an affine model. We refer to these models as Graph-Attributes-Affine (GA-Affine). In particular, we propose two models, namely, GA-Affine-Bool and GA-Affine-Real, to account for binary and real-valued node attributes, respectively. Next, we propose nonlinear generative models that, though not as simple as the affine models, incorporate information about spatial distances and capture any dependencies between node attributes. Within the nonlinear models, we propose two models, namely, Graph-Attributes-Nonlinear (GA-Nonlinear) and Attributes-Only (AO) to address two different cases, namely, both node attributes and graph structure being available and only the node attributes being available, respectively. Similar to the GA-Affine model, the GA-Nonlinear model assumes the graph is known. However, contrary to the GA-Affine model, it establishes a nonlinear relationship between the core scores and the node attributes. On the other hand, the nonlinear AO model assumes that the underlying graph is unknown and relates node attributes to core scores through a latent graph structure. In [14], which is a conference precursor of this work, we proposed the AO model, which we extend to generative models that relate core scores to graphs and node attributes in the paper.

- **Algorithms**: We infer core scores using both the graph structure and the complementary information contained in the node attributes whenever both are available by fitting one of the proposed models of Graph-Attributes to the observed data. The problems formulated using models GA-Affine-Bool and GA-Affine-Real are non-convex in the core scores and model parameters, which we solve by alternating minimization. With GA-Nonlinear, the inference problem is a convex problem in the core scores for which we propose a projected gradient ascent based solver. Next, when only node attributes are available, we fit data to the AO model to simultaneously learn the unknown latent graph structure and the core scores. The inference problem takes the form of the graphical lasso problem. However, in contrast to the standard graphical lasso, the \(\ell_1\) regularization is not uniformly applied on all the edges but is weighed according to the latent core scores. We provide an alternating minimization based solver to jointly learn the underlying graph and the core scores.

We test the proposed algorithms on several synthetic and real-world datasets. For synthetic datasets, we observe that the core scores estimated by the proposed algorithms are the closest to the groundtruth core scores, in terms of cosine similarity, compared to those estimated by the existing methods that consider only the graph structure. We also perform various numerical experiments to show the ability of the proposed algorithms to correctly identify the core parts of various real-world datasets such as citation, organizational, social, and transportation networks. Further, when the graph structure is unavailable, we show that our method learns the core scores along with the core-periphery structured graphs outperforming graphical lasso. We also use as inputs the core scores and
graphs learnt using the algorithm obtained from the proposed AO model to classify healthy individuals and individuals with attention deficit hyperactivity disorder (ADHD) using graph neural networks when only the fMRI data of the subjects is available and also illustrate the major differences in the core and periphery regions of the two groups. Software and data to reproduce the results in the paper is available at https://github.com/SravanthiGurugubelli/CPGraphs.

C. Notation and Organization

Throughout the paper, boldface lowercase (uppercase) letters denote column vectors (respectively, matrices). Operators $\text{tr}()$, $(\cdot)^{-1}$, and $(\cdot)^T$ stand for trace, inverse, and transpose operations, respectively. $I_N$ is the identity matrix of size $N \times N$. $1_{mn}$ and $0_{mn}$ denote $m \times n$ dimensional matrices with all ones and all zeros, respectively. The projection operator to project a vector $c = [c_1, c_2, \cdots, c_N]^T \in \mathbb{R}^N$ onto the rectangle $[0, 1]^N$ is given by:

$$P_c \{c(t)\} = P_{[0,1]} \{c(t) - \lambda^* 1\},$$

where $\lambda^* \in \mathbb{R}$ is the solution to

$$\phi(\lambda) = 1^T P_{[0,1]} \{c - \lambda 1\} - M = 0.$$  

Since the function $\phi(\lambda)$ is a non-increasing function of $\lambda$, the root of $[2]$, denoted by $\lambda^*$, can be easily found using simple techniques like the bisection method. Here, $P_{[0,1]} \{a\}$ denotes the projection operator for projecting the vector $a = [a_1, a_2, \cdots, a_N]^T$ onto the rectangle $a \in [0, 1]^N$ and is given by the component-wise operator

$$[P_{[0,1]} \{a\}]_k = \begin{cases} 0, & a_k \leq 0, \\ a_k, & 0 \leq a_k \leq 1, \\ 1, & a_k \geq 1. \end{cases}$$

The rest of the paper is organized as follows. In Section II we model the dependence of graph structures on core scores. In Section III we model the dependence of node attributes on their respective core scores through affine functions and develop algorithms to infer core scores from both the graph and its node attributes. In Section IV we propose nonlinear models for node attributes and develop algorithms to infer core scores in the following two cases: when both node attributes and graph are available and when only node attributes are available. In Section V we present results from several numerical experiments to evaluate the proposed algorithms in terms of their ability to correctly identify the core scores of several synthetically generated and real-world networks. Finally, we conclude the paper in Section VI.

II. MODELING CORE SCORES

Consider a weighted and undirected graph $G = \{V, E\}$, where $V = \{v_1, \cdots, v_N\}$ is the vertex set with $N$ vertices and $E$ is the edge set. The connectivity structure of $G$ is captured in $\Theta \in \mathbb{R}^{N \times N}$, i.e., the $(i, j)$th entry of $\Theta$ denoted by $\Theta_{ij}$ is nonzero if nodes $i$ and $j$ are connected and is zero otherwise. Let us denote the node attribute data as $X = [x_1, x_2, \cdots, x_d] \in \mathbb{R}^{N \times d}$ with the $i$th row of $X$ containing $d$-dimensional features of the entity associated to the $i$th node of $G$. Let $c = [c_1, c_2, \cdots, c_N]^T \in \mathbb{R}_N$ denote the core score vector of a graph $G$ with $N$ nodes, where the $i$th entry $c_i \in [0, 1]$ denotes the coreness value of node $i$. The core score $c_i$ denotes the likelihood of node $i$ belonging to the core part of the graph with $c_i = 1$ denoting the certainty of node $i$ belonging to the core part of the graph. We denote the spatial distance between nodes $i$ and $j$ by $d_{ij}$.

In this section, we develop a model to relate the graph $\Theta$ to the core scores of its nodes. Specifically, we model $\Theta$ such that it induces a sparsity pattern in graphs determined by the core scores of its nodes and the spatial distances between the nodes. The proposed coreness and position-aware probabilistic model on $\Theta$ is based on the following intuitions. Firstly, the connections between nodes with large core scores are dense, between nodes with large and small core scores are relatively sparser, and between nodes with small core scores are very sparse. Secondly, spatially distant nodes have sparse connections between them.

Let us define a parameter, $\epsilon$, which determines the dependence of $\Theta_{ij}$ on spatial distances relative to the dependence on core scores in the model. With a small constant $\epsilon$, we model $\Theta_{ij}$ such that when the value $c_i + c_j - \epsilon \log(d_{ij} + \epsilon)$ for any two nodes $i$ and $j$ is large, $\Theta_{ij}$ is large. When spatial distances between nodes are not relevant or are not available, $\epsilon$ is simply set to zero. To satisfy the above mentioned requirements, we model the entries of $\Theta$ as Laplace random variables with

$$w_{ij} = 1 - c_i - c_j + \epsilon \log(d_{ij} + \epsilon)$$

being the inverse diversity parameter, which depends on the latent variables $c_i$, $c_j$, and the spatial distances $d_{ij}$ for $i, j = 1, \cdots, N$. In other words, the probability density function (PDF) of $\Theta$ parameterized by the latent core score vector $c$ is

$$p(\Theta; c) = \prod_{i,j=1}^{N} p(\Theta_{ij}; c_i, c_j) \propto \prod_{i,j=1}^{N} \exp(-\lambda w_{ij} | \Theta_{ij}|),$$

where $\lambda > 0$ controls the dependence of $\Theta$ on the core scores and the spatial distances. For $p(\Theta; c)$ to be a valid probability distribution, $w_{ij}$ should be positive.

Throughout the paper, we employ the probabilistic model for $\Theta$ from [3], where we model $\Theta_{ij}$ as a random variable drawn from a Laplace distribution with inverse diversity parameter $w_{ij}$. Now that we have a model that relates the graph structure to the core scores, in what follows, we propose probabilistic models to relate node attributes to the core scores. We then propose algorithms to learn the core scores $c$ when both the graph $\Theta$ and node attributes $X$ are available and when only $X$ is available. We first consider simple affine models to relate attributes of nodes to their respective core scores. Although affine models are simple, in some cases, the core scores of different nodes might be dependent not just on their respective node attributes but on the correlations between the
node attributes or on spatial distance information. To that end, we also propose nonlinear models.

III. AFFINE MODELS

In this section, we model the dependence of node attributes on the core scores through affine relations and develop algorithms to infer core scores using both the graph and its node attributes as inputs. We refer to this class of models as Graph-Attributes-Affine (GA-Affine). We propose two generative models, namely, GA-Affine-Bool and GA-Affine-Real to generate binary-valued and real-valued node attributes from c, respectively.

A. Binary-Valued Node Attributes

We first consider the case of binary node attributes. We consider a logistic model for each attribute \( x_{ik} \) for \( i = 1, \ldots, N \), where \( x_{ik} \) is \( k \)th binary-valued attribute of node \( i \). It is desired that the probability with which the model assigns the attribute 1 to the \( k \)th feature of a node depends on the core score of that node through the parameters \( \mathbf{F} = [a, b] \in \mathbb{R}^{D \times 2} \), where the \( k \)th row of \( \mathbf{F} \) has entries \( a_k \) and \( b_k \) corresponding to the model weights of the \( k \)th attribute. Sharing the parameters \( a_k \) and \( b_k \) for \( k = 1, \ldots, D \) across all the nodes ensures that for feature \( k \), two nodes with similar core strength are assigned the attribute 1 with similar probability. Therefore, we model \( x_{ik} \) as a Bernoulli random variable and it can be generated from the core score of that node through a logistic model as

\[
\log p(x_{ik}; c_i, a_k, b_k) = \sum_{i=1}^{N} \sum_{k=1}^{D} \log p(x_{ik}; c_i, a_k, b_k) = \sum_{i=1}^{N} \sum_{k=1}^{D} x_{ik} \log(\pi_{ik}) + (1 - x_{ik}) \log(1 - \pi_{ik}),
\]

where

\[
\pi_{ik} = \frac{1}{1 + \exp(-a_k c_i - b_k)}
\]

is the probability of the \( k \)th attribute of a node \( i \) being equal to 1. Here, \( a_k \) determines the relevance of the core score of any node to the value of the \( k \)th node attribute. We refer to this model, which is summarized in Fig. 2(a), as GA-Affine-Bool. Next, we develop an algorithm to learn the model parameters and the core scores from data.

Maximum Likelihood Estimator: Given a network with binary node attributes, we infer the latent variables \( c \in \mathbb{R}^N \) and \( \mathbf{F} \in \mathbb{R}^{D \times 2} \) of the GA-Affine-Bool model by maximizing the log-likelihood function

\[
\mathcal{L}_1(c, \mathbf{F}) = \log p(\mathbf{X}, \Theta; c, \mathbf{F})
\]

of the observed data \( (\mathbf{X}, \Theta) \). Since \( \mathbf{X} \) and \( \Theta \) are conditionally independent given \( c \) and \( \mathbf{F} \), we can express the log-likelihood as

\[
\mathcal{L}_1(c, \mathbf{F}) = \log p(\mathbf{X}; c, \mathbf{F}) + \log p(\Theta; c) = N \sum_{i,j=1}^{N} (c_i + c_j) |\Theta_{ij}| + \sum_{i=1}^{N} \sum_{k=1}^{D} x_{ik} \log(\pi_{ik}) + (1 - x_{ik}) \log(1 - \pi_{ik}),
\]

where \( \log p(\Theta; c) \propto \sum_{i,j=1}^{N} (c_i + c_j) |\Theta_{ij}| \) is as in (5) with \( e = 0 \). Ignoring the terms independent of \( (c, \mathbf{F}) \), we then have

\[
(P1): \quad \text{maximize } c \in \mathbb{C} \quad \mathcal{L}_1(c, \mathbf{F}) - \alpha \| \mathbf{F} \|_2^2,
\]

where \( \pi_{ik} \in [0, 1] \) depends on the parameters \( (c_i, a_k, b_k) \) [cf. (5)] and the constraint set \( \mathbb{C} \) is defined as

\[
\mathbb{C} = \left\{ c : \sum_{i=1}^{N} c_i = M, c_i \in [0, 1], i = 1, 2, \cdots, N \right\},
\]

where \( M \) is a known constant. The constraint \( c_i \in [0, 1] \) fixes the scale of the core scores and the sum constraint prevents the weights \( w_{ij} \), for \( i, j = 1, \cdots, N \) tending to zero. We regularize \( \mathbf{F} \) using parameter \( \alpha \geq 0 \) to avoid overfitting the model to noise in the input data, which is likely when the input data is sparse, i.e., when the number of nodes in the input graph is less. The problem is non-convex in the variables \( c \) and \( \mathbf{F} \). We, therefore, decompose the problem into two convex sub-problems in \( c \) and \( \mathbf{F} \) by fixing the other variable, respectively, and then solve them alternately till convergence.

a) Updating \( c \), given \( \mathbf{F} \): For a fixed \( \mathbf{F} \), \((P1)\) simplifies to the following convex problem

\[
\text{maximize } c \in \mathbb{C} \quad \mathcal{L}_1(c, \mathbf{F})
\]

which we solve using projected gradient ascent. Specifically, the update for \( c \) at iteration \( t \) is given by

\[
c^{(t)} = \mathcal{C} \left( c^{(t-1)} + \rho_c \left[ 2(\Theta) |1 + (\mathbf{X} - \mathbf{P}^{(t-1)}) \mathbf{a}) \right]\right),
\]

where the gradient is provided in the appendix, \( \rho_c \) is the step size, \((i, j)\)th entry of \( \mathbf{P} \) is \( \pi_{ij} \), and \( \mathcal{C}(\cdot) \) is the projector onto the constraint set \( \mathbb{C} \) [cf. Section I-C].

b) Updating \( \mathbf{F} \), given \( c \): For a fixed \( c \), \((P1) \) reduces to

\[
\text{maximize } \mathbf{F} \quad \sum_{i=1}^{N} \sum_{k=1}^{D} x_{ik} \log(\pi_{ik}) + (1 - x_{ik}) \log(1 - \pi_{ik}) - \alpha \| \mathbf{F} \|_2^2,
\]

which is an \( \ell_2 \)-regularized logistic regression problem. We solve it using gradient ascent. Specifically, the update for \( \mathbf{F} \) at iteration \( t \) is given by

\[
\mathbf{F}^{(t)} = \mathbf{F}^{(t-1)} + \rho_f \left( \mathbf{X} - \mathbf{P}^{(t-1)} \mathbf{C} - 2\alpha \mathbf{F}^{(t-1)} \right),
\]

where \( \mathbf{C} = [c, \mathbf{1}] \in \mathbb{R}^{N \times 2} \) and the gradient is provided in the appendix.

To summarize, the inference algorithm related to GA-Affine-Bool involves two alternating steps of computing \( c \) and \( \mathbf{F} \) in each iteration. Updating \( c \) constitutes several gradient ascent steps. Precomputing \( \Theta |1 \) costs order \( N^2 \) flops and each iteration of the \( c \)-update step, including the precomputation step, costs approximately order \( ND \) flops. Therefore, the \( c \)-update step approximately costs \( k_1 ND + N^2 \) flops, where \( k_1 \) is the number of gradient ascent iterations. The \( \mathbf{F} \)-step approximately costs \( k_2 ND \) flops, where \( k_2 \) is the number of gradient ascent iterations required to update \( \mathbf{F} \). Therefore, the GA-Affine-Bool algorithm approximately costs order \( (k_1 + k_2) ND + N^2 \) flops per one step of the alternating minimization procedure.
B. Real-Valued Node Attributes

For real-valued node attributes, we consider an affine relationship between node attributes and their corresponding core scores. Consider an affine model for the generation of each attribute $x_{ik}$ from $c_i$ for $i = 1, \ldots, N$. We model the $k$th attribute of each node as a Gaussian random variable whose mean is an affine function of its core score. Specifically, we model $x_{ik}$ as $x_{ik} \sim N(a_k c_i + b_k, \sigma^2)$ and propose the following model

$$p(X; c, F) = \prod_{i=1}^{N} \prod_{k=1}^{D} p(x_{ik}; c_i, a_k, b_k) \propto \prod_{i=1}^{N} \prod_{k=1}^{D} \exp\left(-\frac{1}{\sigma^2} (x_{ik} - a_k c_i - b_k)^2\right), \quad (7)$$

where the $k$th attribute of any node is approximated by an affine function of its core score with the same model parameters $a_k$ and $b_k$, implying that similar node attributes are generated for nodes with similar core scores. Here, $\sigma^2$ is the variance of the Gaussian random variables $x_{ik}$ for $i = 1, \ldots, N, k = 1, \ldots, D$, and it models the spread of the node attributes from the mean. We refer to this model as GA-Affine-Real and is summarized as Fig. 2(b).

Maximum Likelihood Estimator: Given a network with real node attributes, we infer the latent variables $c \in \mathbb{R}^N$ and $F = [a, b] \in \mathbb{R}^{D \times 2}$ of the GA-Affine-Real model by maximizing the log-likelihood

$$\mathcal{L}_2(c, F) = \log p(X; \Theta; c, F) = \log p(X; c, F) + \log p(\Theta; c),$$

$$= \sum_{i,j=1}^{N} (c_i + c_j) \Theta_{ij} - \|X - CF^T\|^2_F,$$

where $p(\Theta; c) \propto \sum_{i,j=1}^{N} |\Theta_{ij}|(c_i + c_j)$ is from (3) with $e = 0$ and the log-likelihood of $X$ from (7) is given by

$$\log p(X; c, F) = \sum_{i=1}^{N} \sum_{k=1}^{D} \frac{1}{\sigma^2} (x_{ik} - a_k c_i - b_k)^2.$$

We ignore the terms independent of $c$ and $F$ to arrive at the problem

$$(P2) \quad \text{maximize}_{c \in \mathcal{C}, F} \quad \mathcal{L}_2(c, F) = -\|X - CF^T\|^2_F - \|F\|^2_F,$$

where the constraint set $\mathcal{C}$ is as before. We regularize $F$ using the parameter $\alpha \geq 0$ to avoid overfitting. The problem is non-convex in the variables $c$ and $F$. We propose to solve it using alternating maximization, wherein we update $c$ fixing $F$, and vice versa till convergence.

a) Updating $c$, given $F$: For fixed $F$, (P2) simplifies to

$$\text{maximize}_{c \in \mathcal{C}} \quad \mathcal{L}_2(c, F),$$

which is convex in the variable $c$. We solve the problem by projected gradient ascent. The update for $c$ at iteration $t$ is given by

$$c^{(t)} = P_{\mathcal{C}}\left(c^{(t-1)} + \rho_c \left[|\Theta|1 + (X - CF^{(t-1)})a\right]\right),$$

where $P_{\mathcal{C}}\{\cdot\}$ is defined in (1), $\rho_c$ is the step size, and the gradient is provided in the appendix.

b) Updating $F$, given $c$: For a fixed $c$, (P2) reduces to

$$\text{maximize}_{F} \quad -\|X - CF^T\|^2_F - \alpha \|F\|^2_F,$$

which is an $\ell_2$-regularized linear regression problem. The update for $F$ at iteration $t$ using gradient ascent is given by

$$F^{(t)} = F^{(t-1)} + \rho_F \left[(X^T - F^{(t-1)}C)^T C - \alpha F^{(t-1)}\right],$$

where $\rho_F$ is the step size. See the appendix for the gradient.

To summarize, the inference algorithm related to GA-Affine-Real involves two alternating steps of computing $c$ and $F$ in each iteration of alternating minimization. Updating $c$ constitutes of several gradient ascent steps, in which $|\Theta|1$, $Xa$, and $F^T a$ cost $N^2$, $ND$, and $2D$ flops, respectively, and can be precomputed. Each iteration of the c-step in the inference algorithm related to GA-Affine-Real, excluding the precomputations, costs approximately order $N$ flops. Therefore, the c-step
approximately costs \( k_1 N + N^2 \) flops, where \( k_1 \) is the number of gradient ascent iterations. While updating \( F \), we can precompute \( X^T C \) and \( C^T C \), which cost \( 2DN \) and \( 4N \) flops, respectively. The \( F \)-step, therefore, approximately costs \( k_2 D + DN \) flops, where \( k_2 \) is the number of gradient ascent iterations required to update \( F \). The algorithm, therefore, approximately costs \( k_1 N + N^2 + k_2 D + ND \) flops per one step of the alternating minimization procedure.

Although the algorithms derived from the \textit{GA-Affine} models are computationally efficient, we may not always be able to capture the relationship between the attribute of a node and its core score by simple affine functions. Furthermore, we may want to incorporate the information about spatial distances between the nodes, which is impossible using the one-to-one modeling as done by the \textit{GA-Affine} models. We, therefore, next propose non-linear generative models that address these limitations.

**IV. NONLINEAR MODELS**

In some cases, correlations between the node attributes are more relevant to the core scores of different nodes than just their respective attributes. For instance, when the node features are spatial positions, the relative distances between two features, rather than the spatial positions themselves, are more relevant to the coreness of nodes. Specifically, two spatially close nodes are more likely to be connected and be in the core part of the network than two spatially well-separated nodes. However, nothing as such can be commented on the coreness of a node based on its spatial position. In what follows, instead of relying on an affine relation between attributes of nodes to their respective core scores, we propose two models that relate attributes of two nodes to their core scores through nonlinear functions. The two models handle the following two different cases: (i) when both node attributes and graph are observed and (ii) when only node attributes are observed. In the first case, we relate the covariance of attributes of two nodes to the core scores of the two nodes while employing the probabilistic model for \( \Theta \) from (3), and in the second case, we relate the attributes of nodes to the cores scores through a latent graph.

**A. Learning from Node Attributes and Graph**

We first propose a generative model, which models the core score values in terms of partial correlations between the node attributes and spatial distances between the nodes. In a network with a core-periphery structure, typically, attributes of nodes with large core scores should have a high partial correlation as they are strongly connected, the partial correlation between attributes of nodes with large and small core scores should be relatively low, and the partial correlation between attributes of nodes with small core scores should be very low as they are very sparsely connected. Also, for similar reasons, attributes of spatially far apart nodes should have a relatively lesser partial correlation. Inspired by the Gaussian graphical model (13), we build a similar model to relate core scores to node attributes, i.e., we model \( x_k \) for \( k = 1, \ldots, D \) as \( x_k \sim \mathcal{N}(0, K^{-1}(c)) \), where \( K(c) \) is the precision matrix, which depends on \( c \). The inverse covariance matrix \( K \) is related to the partial correlation \( \rho_{ij} \) between the \( i \)th and the \( j \)th variables, \( x_i \) and \( x_j \), given other variables as

\[
\rho_{ij} = \frac{-K_{ij}}{\sqrt{K_{ii}K_{jj}}} = \frac{1 - w_{ij}}{\sqrt{w_{ii} - 1} \sqrt{w_{jj} - 1}},
\]

where \( w_{ij} = 1 - c_i - c_j + e \log(d_{ij} + e) \) and \( e \) is set to a very small value (e.g., \( 10^{-5} \)). Modeling the partial correlations this way results in a high partial correlation between attributes of nodes with large core scores than those with smaller core scores. As the parameter \( e \) increases, the relative importance of spatial distances compared to core scores increases. The parameter \( e \) can be set to 0 when the spatial distances are not relevant or unavailable. Specifically, we propose the following model for \( p(X; c) \)

\[
p(X; c) \propto \det(K) \exp(\text{tr}(SK)), \tag{8}
\]

where \( S = \frac{1}{d} \sum_{i=1}^{d} x_i x_i^T \) is the sample covariance matrix. We refer to this model as \textit{Graph-Attributes-Nonlinear} (GA-Nonlinear) and is summarized in Fig. 2(c).

**Maximum Likelihood Estimator:** To derive an estimator for inferring core scores from the GA-Nonlinear model, we fit node attributes to the model and estimate \( c \). Specifically, we maximize the log-likelihood of \( X \) and \( \Theta \) parameterized by \( c \). Using the fact that \( X \) and \( \Theta \) are conditionally independent given \( c \), we have

\[
\mathcal{L}_3(c) = \log p(X, \Theta; c) = \log p(X; c) + \log p(\Theta; c),
\]

\[
= \log \det K - \text{tr}(SK) + \sum_{i,j=1}^{N} (c_i + c_j)|\Theta_{ij}|
\]

Therefore, the proposed maximum likelihood problem to infer \( c \) under the GA-Nonlinear model is given by

\[
\mathcal{P}3 : \max_{c \in C} \quad \log \det K - \text{tr}(SK) + \sum_{i,j=1}^{N} (c_i + c_j)|\Theta_{ij}|
\]

s. t. \( K_{ij} = -c_i - c_j + e \log(d_{ij}) \), \( i, j = 1, \ldots, N \), where \( C \) is the constraint set defined in (6). This is a convex optimization problem in the variable \( c \) and we solve it using projected gradient ascent.

The update of \( c \) at iteration \( t \) of projected gradient ascent is given by

\[
c(t) = P_C \left\{ c(t-1) + \rho \left[ \Theta |1 - K^{-1}(c(t-1))^T| 1 + S1 \right] \right\},
\]

where \( P_C \{ \cdot \} \) is defined in (11) and the gradient is provided in the appendix. Here, \( K^{-1}(c(t)) \) means the inverse of \( K(c(t)) \). Updating \( c \) involves computing the inverse of an \( N \)-dimensional matrix. Therefore, the above update approximately costs \( k_1 N^3 \) flops per iteration of projected gradient ascent, where \( k_1 \) is the number of projected gradient ascent steps. Although it is observed that the inference algorithm related to GA-Nonlinear is computationally more expensive than the inference algorithms related to GA-Affine, it comes with the advantage of being able to incorporate spatial distance information while inferring core scores.
With both node attributes and graph as input, we can use the algorithms derived from the proposed models GA-Affine and GA-Nonlinear to estimate the core scores. However, we may sometimes have access only to node attributes, and the underlying graph may not be available. We next propose a model that captures the dependence of node attributes on core scores through a latent graph so that when only node attributes are available, we can fit data to the model to infer the graph and its core scores jointly.

**B. Learning from only Node Attributes**

We model the generative process of \( \mathbf{X} \) from \( \Theta \) by a Gaussian graphical model. Ignoring the normalizing factors, the conditional PDF of \( \mathbf{X} \) given the graph structure \( \Theta \) follows

\[
p(\mathbf{X} | \Theta) \propto \det \Theta \exp(- \text{tr}(\Theta \mathbf{S})), \tag{9}
\]

where \( \mathbf{S} \) is the sample covariance matrix. Next, to model the dependence of the latent graph structure on core scores, we employ the probabilistic model for \( \Theta \) from [4], where we model the \((i, j)\)th entry of \( \Theta \) as a random variable drawn from a Laplace distribution with inverse diversity parameter \( w_{ij} \) as in [3]. We refer to this model as Attributes-Only (AO) and it is summarized in Fig. 2(d). In what follows, we discuss a learning algorithm for simultaneously inferring \( \mathbf{c} \) and \( \Theta \) by fitting the observed node attributes \( \mathbf{X} \) to this model.

1) **Maximum a Posteriori Estimator of \( \Theta \) and \( \mathbf{c} \):** To jointly estimate \( \Theta \) and \( \mathbf{c} \), we maximize the posterior distribution \( p(\Theta | \mathbf{X}; \mathbf{c}) \) of \( \Theta \) given node attributes to estimate the model parameters, i.e., we maximize

\[
p(\Theta | \mathbf{X}; \mathbf{c}) = \frac{p(\mathbf{X} | \Theta)p(\Theta; \mathbf{c})}{p(\mathbf{X})},
\]

with respect to \( \Theta \) and \( \mathbf{c} \), where

\[
p(\mathbf{X}) = \int p(\mathbf{X} | \Theta)p(\Theta; \mathbf{c}) d\Theta.
\]

Taking logarithm on both sides and ignoring terms independent of the learnable parameters \( \Theta \) and \( \mathbf{c} \), maximizing the posterior distribution is equivalent to maximizing

\[
L_4(\Theta, \mathbf{c}) = \log p(\mathbf{X} | \Theta) + \log p(\Theta; \mathbf{c})
\]

\[
= \log(\det(\Theta)) - \text{tr}(\Theta \mathbf{S}) + Z - \lambda \sum_{i,j=1}^{N} \left( w_{ij} | \Theta_{ij} \right)
\]

with respect to \( \Theta \) and \( \mathbf{c} \). Here, the log-likelihood term \( \log p(\mathbf{X} | \Theta) \) is from (7) and the logarithm of the prior distribution \( \log p(\Theta; \mathbf{c}) \) is from [3] with \( Z \) being the normalization constant, which does not depend on \( \Theta \) and \( \mathbf{c} \). Then the proposed optimization problem for jointly estimating \( \Theta \) and \( \mathbf{c} \) is

\[
(P4) : \text{maximize } \max_{\Theta>0, \mathbf{c} \in \mathcal{C}} \text{log det } \Theta - \text{tr}(\Theta \mathbf{S}) - \lambda \sum_{i,j=1}^{N} w_{ij} | \Theta_{ij} |
\]

s. to \( w_{ij} = 1 - c_i - c_j + e \log(d_{ij}) \)

\[
\text{subject to } w_{ij} > 0, \quad i, j = 1, 2, \ldots, N,
\]

where recall the constraint set \( \mathcal{C} \) defined in [3]. The proposed prior distribution of \( \Theta \) introduces a weighted \( \ell_1 \) regularization in the optimization problem, where the \( \ell_1 \) penalty on an edge is determined by the core scores of the constituent nodes of the edge and the spatial distance between the nodes. The penalty is small when both the nodes, as explained by the data, belong to the core part of the network and are spatially close. As the parameter \( e \) increases, the percentage of edges between spatially distant nodes decreases. However, \( e \) should be chosen while ensuring that \( w_{ij} > 0 \), which is necessary for the prior on \( \Theta \) to be a valid distribution.

The proposed problem \( (P4) \) is a non-convex optimization problem in the variables \( \Theta \) and \( \mathbf{c} \). We present an iterative algorithm to maximize the objective function in \( (P4) \) alternately, wherein we update \( \Theta \) while fixing \( \mathbf{c} \) and update \( \mathbf{c} \) while fixing \( \Theta \) till convergence. Each of the two sub-problems in the alternating steps of the algorithm for updating \( \mathbf{c} \) and \( \Theta \) are convex optimization problems.

a) **Updating \( \Theta \), given \( \mathbf{c} \):** For a fixed \( \mathbf{c} \), the \((P4) \) simplifies to the following convex optimization problem

\[
\text{maximize } \max_{\Theta>0} \text{log det } \Theta - \text{tr}(\Theta \mathbf{S}) - \lambda \sum_{i,j=1}^{N} w_{ij} | \Theta_{ij} |,
\]

where the weights of the \( \ell_1 \) regularization term depend on the core scores, which, unlike in \((P4)\), are now known. The sparsity pattern in \( \Theta \) is influenced by the core scores estimated in the previous iteration of the alternating minimization and the data \( \mathbf{X} \). The problem can be solved using existing efficient solvers such as QUIC [15].

b) **Updating \( \mathbf{c} \), given \( \Theta \):** Fixing \( \Theta \), \((P4) \) simplifies to the following linear program

\[
\text{maximize } \sum_{i,j=1}^{N} | \Theta_{ij} | (c_i + c_j)
\]

s. to \( c_i + c_j < 1 + e \log(d_{ij}), \quad i, j = 1, \ldots, N. \tag{10}\)

The problem can be solved using standard linear program solvers. The update of core scores depends on the previous estimate of \( \Theta \). The sub-problem in \((10)\) can itself be seen as another core score inference technique that learns core scores from a connectivity structure as in the existing works discussed in Section L.A.

To summarize, the inference algorithm related to AO involves two alternating steps of computing \( \Theta \) and \( \mathbf{c} \) in each iteration of alternating minimization. Updating \( \Theta \) using QUIC constitutes of several coordinate ascent steps, each of which costs \( N \) flops [15]. Therefore, the \( \Theta \)-step approximately costs \( k_1N \) flops, where \( k_1 \) is the number of coordinate ascent iterations. Updating \( \mathbf{c} \) using standard linear program solvers approximately costs \( N^{3.5}B \) flops, where \( B \) is the number of bits in the input [15]. The algorithm, therefore, approximately costs order \( k_1N + BN^{3.5} \) flops per one step of the alternating minimization algorithm. Although the algorithm is computationally more expensive than the inference algorithms related to GA-Affine and GA-Nonlinear, it is due to the cost involved in inferring both the graph and core scores, where, in contrast, only the core scores are inferred in the algorithms related to the other models discussed in the paper.
Remark. Problem (P4) reduces to the classical graphical lasso [13] by fixing \( w_{ij} = 1 \) for \( i, j = 1, \cdots, N \). In graphical lasso, the \( \ell_1 \)-penalty is uniformly applied on all the entries of \( \Theta \). Therefore, no specific sparsity structure, such as the core-periphery structure of interest, is incorporated in it.

V. NUMERICAL EXPERIMENTS

In this section, we evaluate the proposed models and algorithms in terms of their ability to identify core and periphery parts of several synthetically generated and real-world networks.

A. Dataset Description

We begin by describing all the synthetic and real-world datasets that we use in the remainder of the section.

1) Synthetic Datasets: We synthetically generate data according to the four generative models proposed in this work.

   a) Graph-Attributes: For generating data according to the GA models, we start with a core score vector \( c \) and spatial distances \( d_{ij} \) between nodes \( i \) and \( j \) for \( i, j = 1, \cdots, N \). Specifically, we consider a graph with 60 nodes. The first \( 90 \% \) entries of \( c \) of those nodes considered to belong to the core part of the network are set uniformly at random to values between 0.9 and 1. The rest of the entries correspond to the periphery nodes and are set uniformly at random to values between 0 and 0.01. The logarithm of the distances between the core nodes are set uniformly at random to values between 1 and 1.05 and the logarithm of the distances between the peripheral nodes are set uniformly at random to values between 1.2 and 1.205. The parameter \( \epsilon \) is set to 1. We then generate the edges connecting nodes \( i \) and \( j \), for \( i, j = 1, \cdots, N \), of the underlying graph according to (3). We generate graphs with different percentages of nodes in the core part. In particular, we generate data for \( a \in \{10, 50, 90\} \). We then generate node attributes from \( c \) according to the GA-Affine-Bool, GA-Affine-Real, and GA-Nonlinear models using (4), (7), and (8), respectively. To generate node attributes according to the GA-Affine-Real and GA-Affine-Bool models, we choose a matrix with random entries drawn from a standard normal distribution as \( F \in \mathbb{R}^{D \times 2} \).

   b) Attributes-Only: Next, to generate data according to the AO model, the generation process of \( c \) from \( \Theta \) remains the same. In fact, we use the same graphs as earlier for all the experiments. However, the node attributes are now generated using \( \Theta \). We draw \( D = 30 \) samples from a multivariate Gaussian distribution with mean \( 0 \in \mathbb{R}^N \) and precision matrix \( \Theta \in \mathbb{R}^{N \times N} \) to generate the columns of node attribute matrix \( X \in \mathbb{R}^{N \times D} \) according to (9).

2) Real-world datasets: We employ 8 datasets with real-valued node attributes and 4 datasets with binary-valued node attributes, for all of which both graph and node attributes are available. The datasets with real-valued node attributes that we use in our experiments are C. elegans [17], London underground [12], Twitter (Olympics) [18], Freeman [19], Organizational (Advice), Organizational (Value), Organizational (R&D Advice), Organizational (R&D Aware) [20], and Openflights [12]. The datasets with binary-valued node attributes that we use in our experiments are Cora [17], Facebook [6], Twitter [6], and Google plus [6]. We also use a brain network dataset from the OHSU brain institute [26] to test the usefulness of the inference algorithm related to AO in performing a downstream machine learning task, namely, classification; see Table I for more details on the datasets.

B. Baselines and Metrics

We compare the core scores learnt using our methods with existing methods for learning core scores described in Section I-A. Specifically, we compare our algorithms with MINRES [9], Rombach [8], Random-Walk [11], k-cores [11], all of which take only the graph as input and ignore the node attributes. We also compare the graph learning ability of the proposed algorithm with AO and Graphical Lasso [13].

To evaluate the efficacy of our algorithms, we estimate the core scores for synthetically generated datasets and compare them with the groundtruth core score vectors. In particular, we compute the cosine similarity score between the actual and the predicted core score vectors from different core score learning algorithms, where the cosine similarity metric \( S(a, b) \) between two vectors \( a \) and \( b \) is defined as

\[
S(a, b) = \frac{a^T b}{\|a\|_2 \|b\|_2}.
\]

A higher cosine similarity indicates a better agreement between the actual core score vector and the estimated one.

For real-world datasets, when the groundtruth core score vectors are not available, we follow the following approach. We permute the rows and columns of groundtruth adjacency matrices in the decreasing order of the core scores output by different methods and normalize it so that its entries lie between 0 and 1. We denote the normalized permuted adjacency matrices by \( \Theta_0 \). We then compute the Frobenius norm of the difference between the ideal core-periphery model (7) and the normalized permuted adjacency matrices of different methods. In all our experiments, we choose \( a = N/4 \), where \( N \) is the number of nodes.

\[
\Theta_{\text{ideal}} = \begin{bmatrix}
1_{aa} & 0_{a(N-a)} \\
0_{(N-a)a} & 0_{(N-a)(N-a)}
\end{bmatrix}
\]

and the normalized permuted adjacency matrices of different methods. To evaluate the ability of the inference algorithm related to AO to correctly learn the structure of a graph while
and 90% algorithms, the posed models. We provide the graphs as input to the existing graphs and node attribute matrices from them using the proposed algorithms related to AO. The merit of the proposed algorithms in correctly estimating the core scores, we compare the performance with that of Graphical Lasso. We quantify the closeness of estimated graphs using the two methods to the groundtruth graph by computing the cosine similarity between the vectorized versions of the adjacency matrix of the actual and estimated graphs.

### C. Learning Core Scores

We take 20 different core score vectors each with 10%, 50%, and 90% of the nodes in the core part and then generate graphs and node attribute matrices from them using the proposed models. We provide the graphs as input to the existing methods to estimate the core scores. Out of the proposed algorithms, the GA-Affine-Real, GA-Affine-Bool, and GA-Nonlinear algorithms take both the node attribute matrix generated by the corresponding model and the graph structure while the inference algorithm related to AO takes only the node attributes as input to estimate the core scores. The cosine similarity scores between the estimated core score vectors from each of these methods and the groundtruth core score vector averaged over the 20 datasets for different percentages of core part are shown in Table III. The values that follow ± in each of the entries in the table correspond to the standard deviations of the cosine similarity values obtained for the 20 datasets. The merit of the proposed algorithms in correctly estimating the core scores by capturing information from both node attributes and graph in comparison to the existing methods that take only the graph as input is clearly evident from the highest cosine similarity values of the inference algorithms related to GA. Although the inference algorithm related to AO takes only the node attribute matrix, it can be seen to have comparable performance as the other existing methods.

### TABLE II

| GA-Affine-Real | GA-Nonlinear | GA-Affine-Bool | AO | MINRES | Rombach | Random-Walk | k-cores |
|---------------|-------------|---------------|-----|--------|---------|-------------|--------|
| 0%            | 0.995 ± 1.3 × 10⁻⁵ | 0.995 ± 8.0 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ |
| 50%           | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ |
| 90%           | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ |

**For different core score estimation algorithms on datasets with real-valued node attributes.**

We also test the proposed algorithms on real-world data, both with real and binary-valued node attributes. In datasets with real-valued node attributes, if the core score of a node is influenced by only the attribute of that node, we learn the core scores using the inference algorithm related to GA-Affine-Real. If the dependencies between attributes of all the adjacent nodes of a node influence its core score, we use the inference algorithm related to GA-Nonlinear to infer the core scores. For example, we infer the core scores of the Freeman dataset using the inference algorithm with GA-Affine-Real as the number of citations of a researcher directly influences the coreness of that researcher. In datasets like C. elegans and London underground, where the node attributes are spatial positions, the spatial distances of a node from all its neighboring nodes influence the coreness of the node. Therefore, for such datasets, we use the inference algorithm related to GA-Nonlinear. It can be observed from Table III and Table IV that for all the datasets, the quantity $\|\Theta_{\text{ideal}} - \Theta_0\|_F$ obtained for different algorithms are comparable. This indicates that the proposed methods correctly identify the cohesively connected nodes in different networks.

To prove the advantage that the proposed inference algorithm based on GA-Nonlinear has when compared to that based on GA-Affine-Real in datasets where the dependencies between node attributes influence the core scores of nodes, we also test the inference algorithms with GA-Affine-Real on the C. elegans and the London underground datasets. As expected, the values of $\|\Theta_{\text{ideal}} - \Theta_0\|_F$ obtained with the algorithm based on GA-Affine-Real are higher than those obtained with the algorithm based on GA-Nonlinear [cf. Table III]. It can be observed that even the inference algorithm related to AO that takes only the node attributes as input gives similar performance as that of the existing methods, which take the structure of the graph as input. This indicates that the structural information in the node attributes is correctly captured by AO.

### TABLE III

$$\|\Theta_{\text{ideal}} - \Theta_0\|_F$$ for different core score estimation algorithms on datasets with real-valued node attributes.

| GA-Affine-Real | GA-Nonlinear | GA-Affine-Bool | AO | MINRES | Rombach | Random-Walk | k-cores |
|---------------|-------------|---------------|-----|--------|---------|-------------|--------|
| 0.995 ± 1.3 × 10⁻⁵ | 0.995 ± 8.0 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ | 0.995 ± 6.7 × 10⁻⁴ |
| 50%           | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ | 0.995 ± 5.9 × 10⁻⁵ |
| 90%           | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ | 0.995 ± 4.8 × 10⁻⁵ |

### TABLE IV

$$\|\Theta_{\text{ideal}} - \Theta_0\|_F$$ for different core score estimation algorithms on datasets with binary-valued node attributes.

We next provide a visual representation of the core scores learnt for the Openflights dataset. For this dataset, the node attribute is the degree information. Therefore, the node attribute values directly influence the core scores and we therefore use GA-Affine-Real. The map of airports across the world, where the color and sizes of nodes denote the core scores, is shown in Fig. [3a]. Here, the darker and bigger nodes denote airports with high core scores and the lighter and smaller nodes denote airports with small core scores. The top 10 busy airports in the world (data from Airports Council International), namely, Guangzhou Baiyun, Hartsfield-Jackson Atlanta, Chengdu Shuangliu, Dallas/Fort Worth, Shenzhen Bao’an, Chongqing Jiangbei, Beijing Capital, Denver, Kunming Changshui, and Shanghai Hongqiao international airports, have been righty assigned high cores by our method. We
can also notice from Fig. 3(b) that when the rows and columns of the adjacency matrix of the groundtruth network are ordered in the decreasing order of the estimated core scores, a clear core-periphery structure is observed. The submatrix containing the first few rows and columns of the ordered adjacency matrix (containing the core-core connections) is zoomed in for better comprehensibility.

### D. Learning a Graph with Core-Periphery Structure

We compare the graph reproducibility performance of the inference algorithm related to AO and the classical graphical lasso on the synthetic data generated according to the AO model for different proportions of core nodes as described in Section V-A. We compare cosine similarity between the vectorized forms of the groundtruth adjacency matrix and the predicted adjacency matrices from each of these methods. The values are tabulated in Table V. We observe that the inference algorithm related to AO outperforms Graphical lasso on all the datasets generated by appropriately capturing the core-periphery structure from the data.

In Fig. 4, we illustrate the adjacency matrices of the graph estimated by the inference algorithm related to AO and the groundtruth graph for the Twitter (Olympics) dataset. Here, the nodes are ordered in the decreasing order of the core scores predicted by the proposed method. In Fig. 4(b), we notice that when the rows and columns of the groundtruth graph are arranged according to the core scores, the underlying core-periphery structure is revealed. This validates the correctness of the core scores learnt by the inference algorithm related to AO. Fig. 4(a) shows that the graph estimated by the proposed method correctly captures the core-periphery structure from the node attributes. We also illustrate the impact $\lambda$ has on the sparsity structure of the graph estimated. Fig. 4(c) shows the groundtruth graph for Twitter (Olympics) dataset and Figs. 4(d)-(f) show graphs estimated with different values of $\lambda$. The darker nodes are the core nodes as predicted by the proposed inference algorithm, the connections between which form the top left corner of adjacency matrices in Fig. 4 and the lighter nodes form the periphery. As we increase $\lambda$, the sparsity of the graph increases, as expected. Furthermore, it can be observed that the edges that drop out as $\lambda$ increases are mostly from the periphery region. From Figs. 4(d)-(f), we can notice a clear increase in sparsity in the periphery region while the core nodes continue to be cohesively connected.

### E. Graph Classification and Analysis with the Brain Dataset

We next perform a downstream machine learning task using the core scores and graphs learnt using the inference algorithm related to AO. Specifically, we classify healthy individuals and subjects with ADHD from their fMRI data in the OHSU dataset using graph neural networks (GNNs) [21]. The OHSU dataset consists of fMRI time series for the regions of interest in the cc200 parcellation for 79 individuals, out of which 37 correspond to subjects with ADHD and the other 42 correspond to healthy subjects. We randomly sample about 80% data from the two classes as training data and use the rest for testing.

We consider a 2-layer GraphSAGE [22] model with hidden and output dimensions as 32. The output from the GNN model is given as input to a multi-layer perceptron (MLP) with 2 layers, which acts as a decoder that takes in the 32-dimensional representation output by the GraphSAGE model.
and decodes the class information from it. We demonstrate the merit of the core scores and the graph structure learnt using the proposed inference algorithm by considering two different cases. In the first case, which we refer to as Proposed method, we first compute the core scores and the underlying graphs from fMRI data of different individuals independently using the inference algorithm with $\Theta$. We then provide the GNN model with the estimated graph structure $\Theta$ learnt with $\Theta$ as the required input adjacency matrix and the learnt core scores as the input node attributes. In the second case, which we refer to as Standard method, we provide the GNN model with the empirical Pearson correlation matrices of the fMRI data as the required input adjacency matrix and an all-one vector as the input node attributes. The accuracies achieved in the two cases are shown in Fig. 5. The accuracy achieved with the Proposed method is significantly higher than that achieved with the Standard method. This increment in performance suggests that the coreness information in the fMRI data is crucial in classifying healthy subjects and subjects with ADHD.

We also qualitatively visualize the differences in the core and periphery parts of healthy subjects and subjects with ADHD. To do so, we compute the average of the core score vectors from the two classes. The average of the core score vectors of healthy subjects is denoted by $\bar{c}_{HC}$ and that of subjects with ADHD by $\bar{c}_{ADHD}$. To quantify the difference in coreness of different brain regions across the two groups, we compute the magnitude of the difference between the average core score vectors of the two classes, i.e., $q = |\bar{c}_{HC} - \bar{c}_{ADHD}|$. The $i$th entry of $q$, which quantifies the difference in coreness values of the $i$th brain region across the two groups, implicitly quantifies the difference in connectivity (or interaction) of that region with the others for the two groups. Fig. 5 shows the top 10 regions with the largest difference in connectivity, as measured by the 10 largest values of $q$. The darker nodes in the figure denote the regions with a larger difference in the core scores of the two groups. The regions with the largest differences in activation for healthy individuals and patients with ADHD as reported by [23] coincide with the regions identified by our method, namely, paracentral lobule, inferior frontal gyrus, anterior cingulate, and insula.

F. Convergence

In Fig. 6, we show convergence for each of the four algorithms on four different datasets. We observe that the inference algorithms based on GA-Affine-Bool, GA-Affine-Real, and $\Theta$ models converge in less than 50 alternating minimization iterations when the tolerance of the algorithms (and of the sub-problems involved) is fixed to $10^{-4}$, where we define tolerance as the magnitude of difference between the values of objective functions in two consecutive iterations. The method with GA-Nonlinear model does not
involve any alternate minimization procedure and involves only gradient ascent steps. We observe that GA–Nonlinear converges in about a few hundred gradient ascent steps when the tolerance is fixed to $10^{-4}$.

VI. CONCLUSIONS

We considered on a particular class of graphs known as the core-periphery structured graphs, which are graphs with a group of densely connected core nodes and a group of sparsely connected peripheral nodes. The coreness of a node is specified by a quantity referred to as the core score, which is a scalar representation of a node that quantifies the likelihood of it belonging to the core part of the graph. We proposed probabalistic generative models to relate node attributes and graphs to core scores and derived algorithms from the developed models to infer core scores given a graph and/or its node attributes. Specifically, we proposed two classes of probabilistic graphical models, namely, affine and nonlinear models, to relate node attributes to core scores, which are also used to model the graph structure. The proposed nonlinear generative models for node attributes can further be classified into two classes based on whether they treat the graph as a known or an unknown variable. When the graph is treated as a known variable, we modeled the dependence of node attributes directly on the core scores and developed efficient algorithms to learn the core scores and model parameters. When the graph is treated as an unknown variable, we modeled the dependence of node attributes on the core scores through the latent graph and presented a joint estimator to infer the core scores and a core-periphery structured graph simultaneously. We observed through experiments on synthetic datasets that the core scores estimated by the proposed algorithms are closer (in the cosine similarity sense) to the actual core scores as compared to the core scores estimated by the existing methods that consider only graphs to infer scores. We also observed that the proposed method that takes only the node attributes as input learns core scores on par with methods that use the groundtruth network as input.

APPENDIX

In this section, we provide the expressions for the gradients involved in inferring the model parameters of GA–Affine–Bool, GA–Affine–Real, and GA–Nonlinear.

A. GA–Affine–Bool

The objective function in (P1) can be written as

$$\mathcal{L}_1(c, F) = \sum_{j=1}^{N} 2c_j^T \Theta_j - \alpha\|F\|_F^2$$

$$+ \sum_{j=1}^{N} \sum_{k=1}^{D} x_{ik} \log(\pi_{ik}) + (1 - x_{ik}) \log(1 - \pi_{ik}),$$

where $\sum_{j=1}^{N} 2c_j^T \Theta_j = \sum_{j=1}^{N} (c_j + c_j) \Theta_j$ with $\Theta_j = \{\Theta_{1j}, \Theta_{2j}, \ldots, \Theta_{nj}\}^T$. We have

$$\sum_{j=1}^{N} 2 \frac{\partial c_j^T \Theta_j}{\partial c} = 2|\Theta|1 \quad (12)$$

and

$$\frac{\partial T_1}{\partial c_j} = \sum_{i=1}^{N} \sum_{k=1}^{D} \left( \frac{x_{ik}}{\pi_{ik}} - \frac{1 - x_{ik}}{1 - \pi_{ik}} \right) \frac{\partial \pi_{ik}}{\partial c_j},$$

$$= \sum_{k=1}^{D} (x_{ik} - \pi_{ik}) a_k.$$

as

$$\frac{\partial \pi_{ik}}{\partial c_j} = \begin{cases} a_k \pi_{ik} (1 - \pi_{ik}), & \text{if } j = i, \\ 0, & \text{otherwise.} \end{cases}$$

Then

$$\frac{\partial T_1}{\partial c} = (X - P)a$$

and

$$\frac{\partial \mathcal{L}_1}{\partial c} = 2|\Theta|1 + (X - P)a,$$

where the $(i,j)$th entry of $P$, i.e., $P_{ij} = \pi_{ij}$.

Next, to compute the derivative of $\mathcal{L}_1(c, F)$ with respect to $F$, we have $\partial \|F\|_F^2 / \partial F = 2F$ and

$$\frac{\partial T_1}{\partial F_{uv}} = \sum_{i=1}^{N} \sum_{k=1}^{D} \left( \frac{x_{ik}}{\pi_{ik}} - \frac{1 - x_{ik}}{1 - \pi_{ik}} \right) \frac{\partial \pi_{ik}}{\partial F_{uv}},$$

$$= \sum_{i=1}^{N} (x_{iu} - \pi_{iu}) C_{iu}$$

where

$$\frac{\partial \pi_{ik}}{\partial F_{uv}} = \begin{cases} C_{iu} \pi_{ik} (1 - \pi_{ik}), & \text{if } u = k, \\ 0, & \text{otherwise}, \end{cases} \quad (13)$$
where recall that $C = [c, 1] \in \mathbb{R}^{N \times 2}$. Then
\[
\frac{\partial L_1}{\partial F} = (X - P)^T C - 2\alpha F.
\]

B. GA–Affine–Real

The objective function in (P2) can be written as
\[
L_2(c, F) = \sum_{j=1}^{N} 2c^T |\Theta_{j}| - \|X - ca^T - 1b^T\|_F^2 - \alpha \|F\|^2.
\]
Then derivative of $L_2(c, F)$ with respect to $c$ is
\[
\frac{\partial L_2(c, F)}{\partial c} = 2|\Theta| 1 + 2(X - CF)^T a
\]
and the derivative of $L_2(c, F)$ with respect to $F$ is
\[
\frac{\partial L_2(c, F)}{\partial F} = 2(X - CF)^T C - 2\alpha F.
\]

C. GA–Nonlinear

The objective function in (P3) can be written as
\[
L_3(c) = \sum_{j=1}^{N} 2c^T |\Theta_{j}| + \log \det K(c) - \text{tr}(SK(c)).
\]
While the derivative of the first term with respect to $c$ is given in (12), we have
\[
\frac{\partial \log \det K}{\partial c} = \left[ \text{tr} \left( K^{-1} \frac{\partial K}{\partial c_1} \right), \ldots, \text{tr} \left( K^{-1} \frac{\partial K}{\partial c_N} \right) \right]^T
\]
and
\[
\frac{\partial \text{tr}(SK)}{\partial c} = \left[ \text{tr} \left( S \frac{\partial K}{\partial c_1} \right), \ldots, \text{tr} \left( S \frac{\partial K}{\partial c_N} \right) \right]^T,
\]
where $\frac{\partial K}{\partial c_i}$ is an $N \times N$ matrix for each $i = 1, \ldots, N$, and its $(u, v)$th entry is given by
\[
\frac{\partial K}{\partial c_i}_{uv} = \begin{cases} -1, & \text{if } u = i \text{ and } u \neq v \text{ or } v = i \text{ and } v \neq u, \\ 2, & \text{if } u = v = i, \\ 0, & \text{otherwise}. \end{cases}
\]
For a symmetric matrix $A \in \mathbb{R}^{N \times N}$, we have
\[
\frac{\partial K}{\partial c_i}_{jj} = \begin{cases} -A_{jj}, & \text{if } j \neq i, \\ -\sum_{j=1}^{N} A_{ij} - A_{ii}, & \text{if } j = i \end{cases}
\]
with
\[
\text{tr} \left( A \frac{\partial K}{\partial c_i} \right) = -\sum_{j=1, j \neq i}^{N} A_{ji} - \sum_{j=1}^{N} A_{ij} - A_{ii}
\]
\[
= -\sum_{j=1}^{N} A_{ij} - \sum_{j=1}^{N} A_{ji} = -21^T A_i,
\]
where $A_i = [A_{1i}, A_{2i}, \ldots, A_{Ni}]^T$. Since $K^{-1}$ and $S$ are symmetric matrices, the derivative of $L_3(c)$ with respect to $c$ is given by
\[
\frac{\partial L_3(c)}{\partial c} = 2|\Theta| 1 - 2K^{-1} 1 + 2SK.
\]