Urban heat advection (UHA) can extend the climatic impact of a city into the surrounding countryside. This may lead to an intensification of already well-documented urban heat island (UHI) impacts on health and infrastructure, and challenge the representativeness of long-term reference temperature records taken near urban areas. However, previous UHA studies have been unable to accurately quantify surface-level UHA due to challenges arising from complex urban land-use patterns. To address this, the numerical Weather Research and Forecasting (WRF) mesoscale model coupled with the Building Energy Parameterization urban canopy scheme is used to simulate meteorological fields for idealized land-use cases. Hypothetical square cities (up to 32 km in size) are simulated for a year’s period. A time-mean 2-m temperature field (representing the canopy UHI) shows that the mean UHI intensity (up to 4.3 °C [SD 1.7 °C]), wind speed <3.9 m/s) is linearly related to the logarithm of city size. This finding, entirely derived from numerical modelling, is consistent with the log-linear relationships previously found in the observational data of many cities in the world. A UHA methodology was then applied to the temperature fields to separate UHA from the UHI, with up to 2.9 °C (SD 1.7 °C) of UHA found downwind of the largest city size. For this hypothetical city size, an UHA intensity of 0.5 °C is found up to 24-km downwind from the urban boundary. In addition, the UHA-distance profiles along the central horizontal transect for various urban sizes are found to follow a scaling rule as a good approximation. As a result, the findings of this paper can be used as a starting point for climate impact assessments for areas surrounding urban areas without the need for complex, computation-intensive simulations.
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1 INTRODUCTION

The urban heat island (UHI) is a zone (the “island”) of warmer air and surface temperatures caused by differential heating and cooling rates between urban and rural land-use types. Typically, the air temperature in cities can be several degrees warmer than rural surroundings, and up to 10 °C in extreme cases (e.g. 7 °C Singapore, Chow and Roth, 2006; New York 8 °C, Gedzelman et al., 2003; Mexico City 8 °C, Jauregui, 1997; Vancouver 10 °C, Runnalls and Oke, 2000). The size of this temperature difference, the UHI intensity (UHII), is greatest at night under the conditions of clear skies and calm winds. UHII is a function of urban size and was originally demonstrated using population as a proxy for urban size (Oke, 1973; Park, 1986; Santamouris, 2015). This relationship has since been improved by using population...
density (Steenveld et al., 2011) that accounts for neighbourhood-scale UHII differences (i.e., two cities with the same population but covering different areas would have different urban morphologies and resulting UHII).

While the UHI can be beneficial, that is, reduced space heating requirements (Santamouris et al., 2001), the benefits are generally overshadowed by the negative effects of excess heat during summer. These include health risks, particularly during heatwaves (Stone et al., 2010; Heaviside et al., 2016); and infrastructure, for example, railway buckling (Chapman et al., 2013; Ferranti et al., 2016). The UHI may initiate thunderstorms (Bornstein and Lin, 2000; Dou et al., 2015) and increase precipitation (Shepard et al., 2002; Dixon and Mote, 2003). The UHI can also corrupt long-term climate records (Kalnay and Cai, 2003; Parker and Horton, 2005; Wickham et al., 2013; Koopmans et al., 2015). Therefore, understanding the dynamic, spatial nature of the UHI is particularly important to fully quantify risk due to the UHI. This is compounded by the fact that over half (and set to rise) of the world’s population is now urbanized, and many areas are already at risk from a changing climate.

The transport of heat to areas downwind of the UHI by a horizontal wind flow is known as urban heat advection (UHA). While traditional theories suggest that the UHI is dispersed vertically to form an elevated urban plume (Oke, 1982), as supported by downwind airborne observations (Dirks, 1974; Wong and Dirks, 1978), UHA is also present at the near-surface level. This is due to (a) horizontal heat movement within the urban canopy layer (i.e., below roof level) and (b) downwind mixing of elevated heat downwards by turbulent eddies. Although surface-level UHA has been hypothesized for a while (Lowry, 1977) and acknowledged in several UHI studies (Brandsma et al., 2003; Unger et al., 2010; Brandsma and Wolters, 2012), UHA is rarely considered in UHI studies. This is in part due to a lack of spatial information caused by an observational paucity within the urban environment; the challenges associated with siting and maintaining urban meteorological networks are discussed in Muller et al. (2013) and Chapman et al. (2014). Another obstacle is the lack of an effective approach to enable UHA to be separated from UHI, because the air temperature at a given location is influenced by a combination of locally generated heat (i.e., due to underlying land use, topography and aspect) and the heat transported from upwind sources.

Nevertheless, recent observational (Bassett et al., 2016; Bassett et al., 2017a) and modelling (Heaviside et al., 2015; Bassett et al., 2017b) studies have overcome some of these challenges by developing and refining a methodology to separate UHA from the background UHI data. Detailed in the methodology, a time-mean temperature field (where all wind directions are considered) represents the background temperature, and a time-mean temperature field (for a chosen wind direction) represents the departure from the background temperature. For a given location with an upwind urban area, the difference between these two fields was attributed to the UHA.

This methodology was tested on a high-density urban observation network where a UHA intensity (UHAI) up to 1.2 °C was found for the city of Birmingham, UK (Bassett et al., 2016; details of the high-density urban observation network can be found in Warren et al., 2016). The UHA methodology was also shown to hold at a smaller (village) urban scale (Bassett et al., 2017a). However, although the UHA methodology was suitable to decompose temperatures into local and advected components at a local scale, it failed to account for regional heat advection (RHA). Due to the island nature of the UK where the methodology was developed, RHA may be particularly pronounced (i.e., large-scale coastal effects and topography). However, for modelling, this was overcome by conducting a second set of rural simulations that effectively removed any RHA effects (Bassett et al., 2017b).

While previous UHA studies were able to show the significance and general UHA spatial pattern, the exact UHAI was difficult to determine due to the complexity of spatial pattern of urban (and rural) land use. For example, temperature at a given location may be influenced by multiple upwind UHA sources. Furthermore, UHI processes occur across a range of scales. At smaller scales, shading from buildings or trees could introduce large temperature differences across street canyons that could exceed the UHAI. Additionally, these UHA studies hypothesized a symmetrical pattern between UHAI in opposing wind directions. However, the asymmetric urban land-use patterns used meant the results only partially matched this.

In order to address these issues caused by complex urban land use, this paper applies the non-hydrostatic Weather Research and Forecasting (WRF) model to semi-idealized urban land-use cases (i.e., simplifying the land use but retaining real meteorology). A similar approach was used to model the impact of a water body on a city (Theeuwes et al., 2013). WRF is a community-based model equipped with several urban parameterizations that have been extensively tested on the urban environment (Chen et al., 2011; Loridian et al., 2013). This paper presents the first study to apply the UHA methodology to simplified, idealized cities. The overall aim is to quantify how both the UHII and UHAI change with urban size. The results will be used to develop a simple statistical model that can be used to estimate UHAI without the need for computationally expensive simulations.

2 | METHODOLOGY

2.1 | WRF configuration

WRF (Skamarock et al., 2008) v3.8 was configured to run four 1-way nested domains at 3:1 grid ratios, with sizes 60 × 60 for domains 1–3 and 120 × 120 for the inner
domain 4 (Figure 1a). The model was centred over Birmingham, UK (52.5°N, 1.9°W), the configuration already evaluated by Bassett et al. (2017b). The outermost domain covered northwest Europe at 27-km resolution and the innermost domain was set at 1-km resolution. The main reason for using a nested WRF configuration was to obtain reasonable, if not precise, synoptic weather conditions as the boundary conditions for the innermost domain, without significantly increasing computational time. The rapid radiative transfer model (Mlawer et al., 1997) was selected for longwave and the Goddard (Chou and Suarez, 1994) scheme for shortwave radiation. The Noah (Tewari et al., 2004) land surface model, which has four vertical soil layers, was used to represent natural surfaces, and for urban surfaces the multilayer Building Energy Parameterization scheme (BEP; Martilli, 2002) was employed. For the initial and boundary meteorological conditions, the NCEP (National Center for Environmental Prediction) FNL (Final) Operational Model Global Tropospheric Analyses data at 6-hr temporal and one degree horizontal resolution were used.

In order to simplify UHA, the complex urban land use associated with real cases was replaced with a single urban square centred in the innermost domain, as shown in Figure 1b. This follows a similar approach to Theeuwes et al. (2013) who demonstrated the suitability of using hypothetical land-use scenarios within a real modelling context. In total, six land-use configurations were created for the innermost domain: the first specifies a rural land use for the entire domain, whereas the others specify a squared urban land use surrounded by rural land use, with urban sizes ($L_U$) of 2, 4, 8, 16 and 32 km, respectively. An example of the 32-km urban size is presented in Figure 1b. A square land-use configuration was chosen because it would not be possible to create perfect circles using the WRF grid. For the urban simulations, the middle BEP urban land-use category, high-density residential, was used. The rural land use was set as “dryland cropland and pasture” in the USGS land-use categories. The urban fraction was set to one for the urban land use and zero for the rural land use. To avoid any undue effects from topography, for example, katabatic winds, the topography in the inner domain was flattened to sea level. Furthermore, to avoid any sudden step changes at the domain boundaries the topography was also set to 0 m in the other domains. It is expected that the simulations using flattened topography are not completely consistent, particularly in mountainous areas, with the initial conditions for all domains and boundary conditions specified in domain 1 from the NCEP model output. Therefore, this study was centred on Birmingham, UK, where topography is relatively flat. Additionally, the model output for domains 1, 2 and 3 with the flattened topography has shown (not presented here) that the meteorological fields (temperature, wind and pressure) are spatially smooth and in a dynamical balance after a couple of hours of spin-up time. Compared with simulations that adopt true topography, the key meteorological fields (wind, temperature, humidity and pressure) at the boundary of domain 4 are influenced by the flattened topography very little during the analysis periods.

The WRF-BEP configuration was run for a year (January 1 to December 31, 2013) for each land-use case. To account for model spin-up, the first 24 hr of each simulation were disregarded. Data were categorized into night and day, based on daily daylight lengths, and by cloud cover using 8 Oktas as a threshold (i.e., completely overcast), calculated using the WRF output variable CLDFRA. Based on nighttime clear sky data, wind was categorized into three equal groups, with resulting speeds of WG1 < 3.9 m/s, WG2 3.9–6.1 m/s and WG3 > 6.1 m/s. The resulting number of data hours for each category is listed in Table 1.

While it was not possible to directly evaluate simulated 2-m temperatures for the semi-idealized cases, a WRF-BEP configuration has been run for a real urban
case and evaluated (Bassett et al., 2017b). A mean root-
mean-square error (RMSE) of 1.68 °C and mean bias
error (MBE) of −0.33 °C across 32 stations (both urban
and rural) were found in this previous study. It was
suggested that statistical differences could be due to com-
parisons between point observations (that may be affected
by sub-grid scale processes) and the 1-km model
resolution.

2.2 | UHI and advection

Techniques developed through observational (Bassett
et al., 2016; Bassett et al., 2017a) and modelling studies
(Heaviside et al., 2015) have shown that the temperature
at a given location was a combination of (a) heat generated
locally (i.e., determined by the underlying land use) and
(b) heat advected from upstream urban sources. Further
analysis by Bassett et al. (2017b) showed that the derived
UHAI results contained RHA. A methodology to separate
UHAI from RHA was consequently developed and con-
tained two stages: (Stage I) total urban heat (UHI and
UHA) was separated from background regional tempera-
ture field (i.e., the rural simulation), and (Stage II) UHA
was separated from the UHI. A hypothetical illustration to
explain this approach is provided in Figure 2 and
explained below.

The results of hypothetical urban \( T_{\text{urban}} \) and (single)
rural \( T_{\text{rural}} \) simulations for the selected categories
(e.g., wind speed, see section 2.1 for the details) were anal-
ysed to derive UHI and UHA temperature fields, for each of
the five urban cases, in which \( L_u = 2, 4, 8, 16, 32 \) km. In
Stage I, by subtracting the rural case \( T_{\text{rural}} \) from each of the fivelong
urban \( T_{\text{urban}} \) cases, the resulting pattern depicts
the UHI field at each hour \( \Delta T \), and where all hours were con-
sidered (i.e., combining all categories described in
section 2.1) the time-mean \( \Delta \bar{T} \), indicated in Equation (1).
This is illustrated hypothetically in the top row of Figure 2.

| TABLE 1 | Mean UHII of all urban grid cells (\( \Delta T^\circ \)) |
|-----------------|------------------|------------------|------------------|------------------|
| **Clear night-time (°C)** | **WG1 (n = 632)** | **WG2 (n = 632)** | **WG3 (n = 651)** | **Clear daytime (°C)** |
| 2 km | 2.4 (1.2) | 1.3 (1.0) | 0.7 (0.3) | 2 km | 0.6 (0.8) | 0.2 (0.4) | 0.1 (0.3) |
| 4 km | 2.9 (1.4) | 1.6 (1.2) | 0.8 (0.4) | 4 km | 0.8 (0.9) | 0.3 (0.5) | 0.2 (0.3) |
| 8 km | 3.3 (1.5) | 2.0 (1.3) | 0.9 (0.5) | 8 km | 1.0 (1.0) | 0.5 (0.6) | 0.2 (0.4) |
| 16 km | 3.8 (1.6) | 2.4 (1.4) | 1.1 (0.6) | 16 km | 1.3 (1.2) | 0.7 (0.7) | 0.3 (0.4) |
| 32 km | 4.3 (1.7) | 2.8 (1.5) | 1.4 (0.8) | 32 km | 1.7 (1.3) | 1.0 (0.9) | 0.5 (0.5) |
| **Cloudy night-time (°C)** | **WG1 (n = 470)** | **WG2 (n = 484)** | **WG3 (n = 1,271)** | **Cloudy daytime (°C)** |
| 2 km | 1.7 (1.8) | 0.5 (0.7) | 0.4 (0.2) | 2 km | 0.7 (0.9) | 0.2 (0.4) | 0.1 (0.3) |
| 4 km | 2.0 (2.1) | 0.7 (0.8) | 0.4 (0.2) | 4 km | 0.9 (1.1) | 0.3 (0.5) | 0.2 (0.3) |
| 8 km | 2.4 (2.3) | 0.9 (0.9) | 0.5 (0.3) | 8 km | 1.1 (1.2) | 0.4 (0.6) | 0.3 (0.4) |
| 16 km | 2.7 (2.5) | 1.1 (1.1) | 0.6 (0.4) | 16 km | 1.4 (1.4) | 0.6 (0.7) | 0.4 (0.4) |
| 32 km | 3.2 (2.7) | 1.4 (1.2) | 0.8 (0.5) | 32 km | 1.8 (1.6) | 0.9 (0.8) | 0.5 (0.6) |

Note. WG1: <3.9 m/s, WG2: 3.9–6.1 m/s and WG3: >6.1 m/s. The standard deviations are presented in brackets.

Each simulation hour was then categorized into one of the four directions (\( \theta \)) using the cross-domain mean 10-m wind
direction. The same calculation as (a) was then applied to
the hourly UHII field categorized into wind directions, with
the time-mean UHII field \( \Delta \bar{T} \), indicated by Equation (2).
This shows how the resulting time-mean UHII field \( \Delta \bar{T} \)
was modified by wind direction (illustrated in the middle
row of Figure 2). The resulting UHII field for each wind
direction was then rotated to align to a westerly, and then
the mean of these four directional rotated UHII fields was taken,
represented as \( \Delta \bar{T}^\theta \).

\[
\Delta T = \frac{\sum (T_{\text{urban}} - T_{\text{rural}})}{n}, \quad (1)
\]

\[
\Delta \bar{T}^\theta = \frac{\sum (T_{\text{urban}}^\theta - T_{\text{rural}}^\theta)}{n}. \quad (2)
\]

The operations of (1) and (2) have been shown to
remove RHA effects, while retaining UHA information
(Bassett et al., 2017b). An example why this approach was
used is that a strong regional temperature gradient within
domain 4 under, for example, a northerly wind flow would
be present in both the urban and rural simulations. By sub-
tracting the northerly wind flow rural case from the urban
case, the resulting field (e.g., \( \Delta \bar{T} \)) has effectively removed
any regional effect (as these were contained in both
simulations).

In Stage II, to isolate the UHAI effect, the time-mean
UHII field \( \Delta \bar{T} \) was subtracted from the UHI field at each
hour, classified by wind direction \( \Delta \bar{T}^\theta \), before calculating
the time-mean \( \Delta \bar{T}^\theta \), as shown in Equation (3), for each of
the five urban sizes. This is shown hypothetically in the bot-
tom row of Figure 2, that is, whether the downwind air tem-
perature for a given wind direction is warmer or cooler than
if the mean downwind temperature was calculated using all
wind directions,
The UHA methodology is further adapted to use only two opposing wind directions when creating the time-mean UHII ($\Delta T$): (a) mean of north and south, and (b) mean of east and west. This step was taken because the land-use configurations for the urban cases are symmetrical (i.e., square), therefore removing any noise from adjacent wind directions that were not being analysed. The approach taken to rotate the UHII field ($\Delta T^\theta$) to a single direction was also applied to the UHAI results. This was achieved by flipping (as the land-use is symmetrical) the northerly UHAI

$$\overline{T_{\text{UHA}}} = \frac{\Sigma (\Delta T^0 - \Delta T)}{n}. \quad (3)$$

FIGURE 2 Hypothetical UHA calculation that excludes RHA effects. Diagrams named with (a) are for elevated temperatures due to RHA + UHA (i.e., output of the idealized urban simulations), (b) for elevated temperatures due to RHA only (i.e., output of the rural simulations), and (c) for the difference between (a) and (b) (i.e., elevated temperatures due to UHA only). In the top row, all wind directions (i.e., wind from left to right and right to left) were considered, and the resulting pattern (C1) represents the time-mean UHII field ($\Delta T$). In the middle row, only one wind direction (i.e., wind from left to right) is considered, and the resulting (C2) represents the directional time-mean UHII field ($\Delta T^\theta$). In the bottom row, (C2) and (C1) are copied from above, and (C2)−(C1) yields (UHA), which is the UHA field ($\overline{T_{\text{UHA}}}$) that is free from the local-UHI and RHA effect [Colour figure can be viewed at wileyonlinelibrary.com]
field, then taking the mean with the southerly UHAI field. The same approach was then applied to the east and west UHAI fields. The resulting two UHAI fields were then rotated to the same (westerly) direction and the mean was taken. The result, $\overline{\Delta T_{UHA}}$, is effectively the mean UHAI field of all wind directions.

Results from previous studies (Heaviside et al., 2015; Bassett et al., 2016; Bassett et al., 2017a; 2017b) showed UHAI ($\overline{\Delta T_{UHA}}$) to be negative upwind and positive downwind, a product of the methodology. A negative UHAI component at a location upwind of the city does not refer to cooling, but reflects the advected heat which is induced by the wind flow from the opposite direction and is hidden inside $\overline{\Delta T}$; once Equation (3) is applied to this location, because upwind $\overline{\Delta T_{0}}$ contains zero temperature elevation but upwind $\overline{\Delta T}$ contains a positive elevated temperature, this gives a negative value for $\overline{\Delta T_{UHA}}$. Therefore, as illustrated by the bottom row of Figure 2, the total UHAI component was interpreted as the difference between positive and negative values. However, it is noted that within the urban land use, cooling may be present from the surrounding rural land use (i.e., the opposite effect to UHA) and this is out of the scope of this study.

3 | RESULTS AND DISCUSSION

3.1 | Semi-idealized UHI

The modelled time-mean UHII fields ($\overline{\Delta T}$, as illustrated by [C1] in the top diagram of Figure 2) for the five urban size cases are shown in Figure 3a, where it is clear that an increase in UHI area and intensity are related to an increase in urban size ($L_U$). In order to explore this relationship, the mean $\overline{\Delta T}$ of all urban grid cells is taken for each case, noted as $\overline{\Delta T'}$ (e.g., for the 4 km case $\overline{\Delta T'}$ is the mean of 16 urban grid cells) and interpreted as the average UHII of the urban square. $\overline{\Delta T'}$ was found to increase with urban size, for WG1 ($<3.9$ m/s): $2.4$ °C ($SD$ $1.2$ °C), $2.9$ °C ($SD$ $1.4$ °C), $3.3$ °C ($SD$ $1.5$ °C), $3.8$ °C ($SD$ $1.6$°C) and $4.3$ °C ($SD$ $1.7$ °C) for the 2–32 km cases, respectively. The corresponding 95th percentile UHII ($\overline{\Delta T_{P95}}$) values were 4.3, 5.0, 5.6, 6.3 and 7.0 °C. The distribution of night-time UHII for each wind speed group is presented in Figure 3c, where a decrease in UHII is found with increasing wind speed from WG1 to WG2, and similar decrease moving to WG3. The mean UHII values during the day and for cloudy conditions are listed in Table 1. Notably, a reduction in UHII is found with either cloudy conditions or during the day. During the day, cloud does not have much impact on UHII.

The relationship between mean UHII ($\overline{\Delta T}$) and the urban size was found to follow a logarithmic law, similar to that observed by Oke (1973), who showed that long-time maximum UHIIs, observed across a range of large U.S. and European cities, were linearly related to log of city population (i.e., a proxy for urban size). To compare the semi-idealized urban results with real cases for the European cities from Oke (1973) urban size ($L_U$) was estimated using a population density of 3,000 people per km$^2$ (based on the West Midlands region, Birmingham City Council, 2011). The UHII data for the European cities from Oke (1973) is plotted alongside the 95th percentile idealized UHII results for WG1 ($\overline{\Delta T_{P95}}$) in Figure 3b. The resulting relationship (for WG1) can be represented through a simple linear regression ($R^2 = 0.99$):

$$\overline{\Delta T_{P95}} = 0.95 (\log L_U) + 3.68,$$

where log denotes the natural logarithm. The UHII results from the present study are comparable to that found by Oke (1973). Differences in slope may be explained by the WRF-BEP configuration, for example, anthropogenic heat sources were not considered and only the middle WRF-BEP urban land-use type was used. Spatially, a subtle warming was noted in the rural areas directly surrounding the urban areas and is indicative of the UHA effects. However, it is difficult to visualize UHII in the UHII plots as the signal is obscured by the overall UHI pattern. Finally, it is important to note these values of UHII were derived from a single urban category that does not reflect all urban land-use variability within real urban areas. For example, this semi-idealized case may not be translated directly to real cases, due to complexity caused by different urban geometries, construction materials and vegetation quantities.

3.2 | Semi-idealized UHA

Although it appears from the time-mean UHII field ($\overline{\Delta T}$) presented in Figure 3a that the majority of the UHI was contained within the urban land-use boundary, there was evidence of heat transport outwards from the urban into rural areas. In order to visualize this clearly, and before the UH methodology was applied, an example of the directional UHII ($\overline{\Delta T'}$) is presented on a horizontal slice in Figure 4a and on a vertical slice in Figure 4b for the 32-km urban size. For the horizontal UHII, several notable features were observed for the directional UHII. First, the location of the peak UHII was shifted from the centre to near the downwind boundary of the urban land use and the intensity was greater than the all direction cases (Figure 3a). Next, the advection of heat from the urban into the downwind rural area was evident, peaking in the rural grid cells closest to the downwind edge of the city. Lastly, a lower UHII was noted on the inside upwind edge of the city, due to advected cool rural air (a similar process to UHIA). It was also noted that the heat pattern extending from the urban into the rural land use is curved. This was due to the use of real meteorology, that is, the four wind directions each contained wind flows in a 90° arc. The advected plume
from the cities was similar in appearance to the cooling effect found modelling idealized urban lakes (Theeuwes et al., 2013). For the vertical UHII, (Figure 4b), the UHI exhibits a typical plume pattern, with heat propagating vertically into the boundary layer. This elevated plume was shown to extend furthest downwind under WG2, where a mean vertical warming
of 1 °C was modelled to approximately 135 m above the surface, extending 14 km downwind and 0.5 °C modelled to 200 m, extending 31 km downwind. Although Figure 4b highlights that heat from cities also propagates vertically downwind, the UHA analysis presented herein is limited by the methodology to the surface only.

While Figure 4a shows heat from the UHI advected into the downwind rural area, it does not clearly differentiate between the UHAI and UHII fields. In order to separate the UHA effects, the UHA methodology described in section 2.2 was applied. The resulting time-mean UHAI field, denoted as \( T_{\text{UHA}} \), is presented as a single direction that contains information of all wind directions (similar to Figure 4a) in Figure 5. The results show that UHA is present for each urban size. Visually, the UHAI and area of influence increases with each urban size increment. The downwind positive UHAI, over 1 °C for the 16 km case, shows the majority of the effect to occur outside the urban boundary. Notably, the negative and positive UHA effects are symmetrical for each urban size. This has been discussed in Section 2.2 and matches the hypothetical methodology shown in Figure 2. This symmetry was unattainable in previous applications of the UHA methodology (Heaviside et al., 2015; Bassett et al., 2016; 2017b) due to complex land-use patterns.

To explore the characteristics of the UHAI \( \overline{T_{\text{UHA}}} \) shown in Figure 5, a horizontal transect (left to right) was taken through the centre of each urban area. These transects are presented as boxplots containing all hourly data for the 32 km case in Figure 6a and time-mean values for all urban sizes in Figure 6b. As discussed in the methodology, the total UHAI \( \overline{T_{\text{UHA}}} \) is the difference between the negative and positive UHAI values, and it is these differences that are presented in Figure 6. The “splinefun” package in R was used to cubically interpolate the UHAI between the 1-km WRF grid spacing in Figure 6b. Using this spline interpolation the results show the UHAI \( \overline{T_{\text{UHA}}} \) increases with distance from the urban centre, until peaking directly after the urban land-use boundary (indicated by the vertical lines in Figure 6b). This peak UHAI occurred at a mean distance of 1.3 km from the urban boundary (i.e., the adjacent rural grid cell), before decreasing with distance. A maximum mean UHAI for WG1 (<3.9 m/s) of 2.9 °C (SD 1.7 °C) was modelled for the 32-km urban size. This value corresponds to the same level of advected UHI in the immediate downwind
FIGURE 5  Rotated time-mean UHAI field ($\overline{T_{\text{UHA}}}$) for each idealized urban size ($L_U$). The black rectangle in each plot represents the urban outline, and black arrow the wind direction (clear sky, night-time, WG1: <3.9 m/s) [Colour figure can be viewed at wileyonlinelibrary.com]
rural areas shown in the earlier directional UHII result (Figure 4b), providing further justification to combine the negative and positive UHAI values. The results for each urban size and wind speed groups are presented in Table 2a. UHA is shown to extend considerably from the urban–rural boundary for each urban size, as shown for
32 km case in Figure 6a. The mean distances for all urban sizes are quantified in Table 2b,c. For example, the 16-km urban case has a 0.5 °C UHAI extending up to 13 km from the urban boundary, and 32 km case up to 24 km.

3.3 | Scaled UHA statistical model

The similarity of the profiles of the UHAI transects shown in Figure 6b suggests that it may be feasible to create a simple statistical model to fit all the profiles. The intention is to provide a means to calculate UHAI without the need to run intensive computer simulations. In order to accomplish this, the main factors affecting UHAI need to be explored statistically. Linear regression was used to show the relationship between distance (D) that the peak UHAI value is found ($D_{\text{max}}$) and urban size ($L_U$). A significant relationship ($R^2 = 0.99$) was found, shown in Figure 7a and Equation (5). The same approach was then applied to the relationship between the UHAI maximum ($\bar{T}_{\text{UHA max}}$) and log($L_U$). This subsequently yielded a significant linear relationship shown in Figure 7b and Equation (6) ($R^2 = 0.98$).

$$D_{\text{max}} = 0.48L_U + 1.63, \quad (5)$$

$$\bar{T}_{\text{UHA max}} = 0.68\log(L_U) + 0.65. \quad (6)$$

We can then adopt the following scaling approach: (a) the distance from urban centre, $D$, is scaled by $D_{\text{max}}$, and (b) the UHAI value ($\bar{T}_{\text{UHA}}$) at each distance is scaled by the peak UHAI ($\bar{T}_{\text{UHA max}}$). The profiles of UHAI transects, expressed by two new scaled variables, $D' = DI_{\text{max}}$ and $\bar{T}_{\text{UHA}}^* = \bar{T}_{\text{UHA}} / \bar{T}_{\text{UHA max}}$, are presented in Figure 7c. It is clear that the UHAI transects for each urban size show a close resemblance. The log of the resulting transformed mean transect (i.e., $D''$) is at 0.1 resolution from the five curves at $D'$ is illustrated in Figure 7d. These steps are summarized in Equations (7) and (8)

$$D'' = \log\left(\frac{D}{D_{\text{max}}}\right), \quad (7)$$

$$\bar{T}_{\text{UHA}}^* = \log\left(\frac{\bar{T}_{\text{UHA}}}{\bar{T}_{\text{UHA max}}}\right). \quad (8)$$

A Fourier series was then used to approximate the log relationship of the mean transformed transect curve ($\bar{T}_{\text{UHA}}^*$) as expressed in Equation (9). The parameters for this equation were estimated using the nonlinear least squares function in R.

$$\bar{T}_{\text{UHA}}^* = -3.33 + 2.66\cos(D') + 0.46\cos(2D') - 1.49\sin(D') + 0.60\sin(2D') - 0.026\sin(3D'). \quad (9)$$

The information generated through fitting the UHAI transects from different urban sizes has therefore formed a simple UHAI statistical model. For any given urban size $L_U$ and distance $D$, the surface-level UHAI value can be estimated using this methodology. The UHAI transects that the model outputs along with the original modelled cases are shown in Figure 7e. The statistical model is able to satisfactorily replicate the modelled urban cases; however, the peak UHAI is slightly underestimated. While this methodology is derived for a simplified urban case, and does not show all urban complexities (or variation in meteorology), it can be used as a simple means to estimate UHAI. However, this approximation is based on a single land-use type and wind speeds <3.9 m/s. The statistical model is also based on a standalone square urban area (i.e., does not consider the interactions, perhaps nonlinear, between multiple urban areas) and does not contain vegetation (therefore UHA results may be higher than expected in reality). Addressing these issues could form the base of future research.

4 | CONCLUSIONS

Previous attempts to quantify UHA were hampered by complex urban land-use patterns. To overcome this, semi-idealized simulations (five urban and one rural), a year each in length, were conducted using the WRF-BEP mesoscale model configuration. Within the inner model domain, the

| Table 2 | (a) Mean UHAI ($\bar{T}_{\text{UHA}}$) at the downwind grid cell adjacent to the urban–rural boundary for clear-sky, night-time conditions. (b) Downwind distance from the urban–rural boundary at which a mean UHAI greater than 1 °C is found. (c) The same as (b) but for UHAI greater than 0.5 °C. WG1: <3.9 m/s, WG2: 3.9–6.1 m/s and WG3: >6.1 m/s |
|---|---|---|---|
| (a) | WG1 (°C) | WG2 (°C) | WG3 (°C) |
| 2 km | 0.8 (0.9) | 0.5 (0.8) | 0.1 (0.2) |
| 4 km | 1.5 (1.2) | 1.0 (1.0) | 0.3 (0.4) |
| 8 km | 2.1 (1.3) | 1.5 (1.1) | 0.6 (0.6) |
| 16 km | 2.5 (1.4) | 2.0 (1.2) | 1.0 (0.7) |
| 32 km | 2.9 (1.7) | 2.5 (1.4) | 1.4 (0.9) |
| (b) | WG1 (km) | WG2 (km) | WG3 (km) |
| 2 km | 3 | 1 |
| 4 km | 5 |
| 8 km | 7 |
| 16 km | 11 |
| 32 km | 24 |

| (c) | WG1 (km) | WG2 (km) | WG3 (km) |
| 2 km | 3 |
| 4 km | 5 |
| 8 km | 7 |
| 16 km | 13 |
| 32 km | 24 |

Note. The standard deviations are presented in brackets.
land use was replaced with simplified, square, representations of cities up to 32 km in size. A rural only land-use simulation was also conducted and used to remove any non-urban, RHA effects from the results. From this, a time-mean 2-m temperature field was calculated as the difference between each urban and rural simulation considering: (a) all wind directions and (b) directional cases.

The all wind direction time-mean UHII field had a temperature difference between the urban and rural simulations up to 4.3 °C (WG1: <3.9 m/s) for the hypothetical 32-km urban size. The UHII was found to be related to the logarithm of urban size, in agreement with the observational analysis conducted by Oke (1973). For the directional UHII cases, a clear pattern of heat transport from the urban to rural land use (as well as advection of cool rural air into the city) was shown. The spatial location of the peak UHII was found to intensify and move to the (inside) downwind boundary of the urban land use.

FIGURE 7  (a) The relationship between urban size ($L_U$) and peak UHAI distance from the urban centre ($D_{max}$). The equation of the line is given at (5). (b) Relationship between log urban size ($L_U$) and peak UHAI ($T_{UHA max}$). The equation of the line is given at (6). (c) Decomposed UHAI transects (the original transects are shown in Figure 6b). (d) Log mean of the collapsed UHAI transects found in Figure 7c shown in dots. The equation of the Fourier line is given at (9). (e) UHAI statistical model output for $L_U = 2, 4, 8, 16$ and 32 km are shown solid lines and the original modelled output in dashed lines. All relationships in Figure 4 are for clear sky, night-time and WG1 (<3.9 m/s) [Colour figure can be viewed at wileyonlinelibrary.com]
UHA was separated from the underlying UHII, resulting in a clear UHA field free from complexities caused by real land-use patterns. A horizontal transect was taken through each UHAI field. This showed symmetrical negative and positive UHAI values (opposing wind directions) that were subsequently combined to derive the downwind-only UHAI field. This addition created the same UHAI as found with the earlier advected UHII results. The results (for WG1: <3.9 m/s) showed a UHAI up to 2.9 °C for the hypothetical 32-km urban size. The largest UHAI were found in the downwind rural grid cell directly adjacent to the urban boundary (i.e., 1 km away). A UHAI effect of 0.5 °C was found to extend up to 24-km downwind of the urban boundary for the 32-km urban size. A significant UHAI, 0.8 °C (SD 0.9 °C), was initiated by the smallest urban size, 2 km. While a 2.9 °C UHAI (32-km urban size) appears large and double that found in observations (Bassett et al., 2016), the urban land use in these simulations did not contain vegetation (i.e., urban fraction was set to 1). This is in contrast to the real cities where vegetation (including urban parks) and moisture would reduce the overall UHAI.

The maximum UHAI was related to the log urban size (similar to the UHII), and the distance at which this maximum UHAI occurred was linearly related to the urban size. Using this scaling rule, all UHAI transects for the five tested urban sizes were collapsed on top of one another reasonably well. As each transect (once collapsed) was similar to one another, this information was used to create a predictive statistical UHAI model. The model takes an input of urban size, and estimates the downwind UHAI with distance. This statistical UHAI model has practical benefits, for example, it may be used to estimate UHAI in areas not currently considered at risk, that is, outside the traditional UHI concept. The potential to assess the extent of UHA “contamination” by nearby urban settlements has benefits for the climate community. For instance, knowledge that a city of x km size has a UHA influence y km from the city limit could be applied to the global climate observing system to enhance station classifications from simply urban and rural. Currently urban stations are preferentially avoided in climate analysis because of known effects on air temperature. However, if rural stations have inaccurate classifications due to UHA, this may lead to biases in the background climate signal (also leading to an underestimate of UHII). Results from this study could be put into practice to help identify these stations where UHA is present. Further work may be taken to extend this research by (a) creating more complex idealized urban representations, that is, an urban area upwind of another urban area, (b) testing different urban land-use types, and (c) using fully idealized weather conditions could be used to control wind speed and direction. This would enable interpretation of UHA under different weather scenarios.

Overall, this paper has shown that simplifying urban land use in WRF substantially improves quantification of UHA. This work builds on and provides justification to a UHA methodology that was not previously fully tested due to the complexities of urban land use. It is anticipated that the statistical UHAI model developed from the results can be used as a tool to help mitigate UHI and UHA impacts.
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