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Abstract

Recently, Transformer architecture has been introduced into image restoration to replace convolution neural network (CNN) with surprising results. Considering the high computational complexity of Transformer with global attention, some methods use the local square window to limit the scope of self-attention. However, these methods lack direct interaction among different windows, which limits the establishment of long-range dependencies. To address the above issue, we propose a new image restoration model, Cross Aggregation Transformer (CAT). The core of our CAT is the Rectangle-Window Self-Attention (Rwin-SA), which utilizes horizontal and vertical rectangle window attention in different heads parallelly to expand the attention area and aggregate the features cross different windows. We also introduce the Axial-Shift operation for different window interactions. Furthermore, we propose the Locality Complementary Module to complement the self-attention mechanism, which incorporates the inductive bias of CNN (e.g., translation invariance and locality) into Transformer, enabling global-local coupling. Extensive experiments demonstrate that our CAT outperforms recent state-of-the-art methods on several image restoration applications. The code and models are available at https://github.com/zhengchen1999/CAT.

1 Introduction

Image restoration is a long-term low-level vision problem, aimed at recovering high-quality (HQ) images from low-quality (LQ) counterparts. Depending on the type of degradation, there are many sub-problems, such as super-resolution (SR), image denoising, and JPEG compression artifact reduction. In recent decades, many researchers have proposed various theories and methods to solve this problem, e.g., inverse filtering and wiener filtering. Meanwhile, with the increase of computing resources, neural networks have become the mainstream of image restoration, especially convolutional neural network (CNN) [10, 11, 50], which achieve impressive performance over traditional methods. Recently, some researchers have been using Transformer proposed in natural language processing (NLP) to replace CNN and achieving excellent performance in multiple vision tasks, such as image classification [13], semantic segmentation [12], and object detection [41]. The core component of Transformer is the multi-head self-attention (MhSA), which can effectively model long-range dependencies, while CNN is more inclined to extract local features. Although Transformer can effectively handle dependencies between tokens, its complexity is quadratic with the image resolution \((H \times W)\), i.e., \(O((HW)^2)\), which limits its application to high-resolution image tasks (including image restoration). To apply Transformer in image restoration, some methods [5, 21, 44] propose to divide the image into smaller independent patches (e.g., \(8 \times 8\)) and perform attention separately or apply self-attention (SA) in the feature dimension instead of the spatial dimension, thus achieving linear complexity. However, the square window lacks inter-window interaction, leading to the slow
increase of the receptive field. Moreover, the channel-wise attention mechanism may lose some spatial information. All these problems restrict the performance of the Transformer in image restoration.

To solve the above problems of Transformer application in image restoration tasks, we propose a new image restoration Transformer model named Cross Aggregation Transformer (CAT). Our CAT utilizes local window self-attention to restrict the computational complexity and aggregates features cross different windows to expand the receptive field. The key part of our CAT is a new self-attention mechanism, named Rectangle-Window Self-Attention (Rwin-SA). Specifically, the Rwin-SA performs the attention operation in a separate rectangle window ($sh \neq sw$) rather than the square ($sh=sw$) one, where $sh$ and $sw$ are window height and width. And we divide multiple heads into two groups and perform horizontal ($sh<sw$) and vertical ($sh>sw$) rectangle window self-attention in parallel. This method effectively expands the attention area and aggregates different features in horizontal and vertical directions while keeping the computational complexity unchanged. Moreover, inspired by CSwin [12], which performs cross-shaped window self-attention, we fix the length of one side of the rectangle window to be $H$ or $W$ (image resolution). Then the window becomes a stripe along the axis, called axial rectangle window. It can generate more window interactions and obtain a larger attention area than the regular rectangle window.

We also propose a new shift operation named Axial-Shift Operation, which is applied between consecutive Rwin-SA, to further increase the interaction of the different windows. Like our Rwin-SA, axial-shift is also divided into horizontal and vertical directions, which acts on the corresponding window respectively. Compared with the shift operation in Swin Transformer [23], our axial-shift explicitly realizes the interaction between horizontal-horizontal or vertical-vertical windows, and implicitly enables the interaction between horizontal and vertical windows.

Furthermore, we propose Locality Complementary Module (LCM), a convolution operation that it performed on the value ($V$) in the self-attention mechanism in parallel with the attention part. Compared with Transformer that mainly builds global long-range dependencies, CNN has the characteristics of translation invariance and locality, and can effectively capture 2D local structures of the image (e.g., corners and edges). The LCM can complements Rwin-SA with locality information, enabling the coupling of global (self-attention) and local (convolution) information.

Based on the above three designs, our CAT realizes the feature aggregation cross different windows, thus possessing long-range dependencies modeling capability. We apply our CAT to several classic image restoration tasks: image SR, JPEG compression artifacts reduction, and real image denoising. Extensive experiments demonstrate the superiority of our method. Our contributions are as follows:

- We propose a new image restoration Transformer model named Cross Aggregation Transformer (CAT). The CAT utilizes the window self-attention and aggregates the features cross different windows, thus achieving a large receptive field with linear complexity.
- We propose a novel self-attention mechanism, named Rwin-SA, using rectangle window self-attention with axial-shift operation. Moreover, we propose the locality complementary module to realize the coupling of global and local information.
- We apply our CAT to classic image restoration tasks: image SR, JPEG compression artifact reduction, and real image denoising. Extensive experiments show that our proposed model achieves state-of-the-art performance both quantitatively and visually.

2 Related Work

**Image Restoration.** CNNs have been achieving impressive performance over the traditional approaches and becoming the mainstream method in the field of image restoration since Dong et al. proposed SRCNN [11] and ARCNN [10] for image SR and JPEG compression artifact reduction, respectively. Currently, many efforts have been devoted to building very deep CNNs to improve performance through multiple methods, e.g., residual learning strategies [15], dense connection [16], dropout [19], and UNet architecture [34]. Meanwhile, spatial and channel attention mechanisms [51, 31, 52, 20, 6] are utilized to make the network more focused on specific information in the feature space. However, most CNN-based methods are still hard to capture global dependencies.

**Vision Transformer.** Vision Transformer (ViT) achieves surprising results in high-level vision tasks [13, 41]. Meanwhile, many efficient attention mechanisms have been proposed to improve the performance of ViT. Swin Transformer [23] uses local window attention and realizes the interaction between windows through shift operations. CSwin [12] proposes cross-shaped window attention, and
Twins [7] adopt a combination of global and local attention. Inspired by the success of Transformer in high-level tasks, some works have been trying to apply Transformer to low-level vision tasks, such as IPT [5]. However, employing original ViT [13] for restoration tasks is hard since the complexity of full self-attention is quadratic to image size. Some methods have been proposed to solve this problem. SwinIR [21], based on Swin Transformer, utilizes an $8 \times 8$ window to divide the image and executes self-attention in each window separately. It also uses the shift operation. Uformer [39] also applies $8 \times 8$ local window and introduces UNet architecture to capture much more global dependencies. Restormer [44] calculates cross-covariance across channel dimensions rather than spatial ones, making the complexity of SA linear with image resolution. However, the $8 \times 8$ square window limits the receptive field of the Transformer even with the shift operation. And the channel-wise attention mechanisms may lose spatial information. Furthermore, above methods do not effectively combine convolution with attention mechanisms, thus limiting model capabilities.

3 Method
To build an efficient Transformer model suitable for image restoration, we propose a rectangle-window self-attention (Rwin-SA) to replace vanilla multi-head self-attention mechanism in ViT [13] and form the cross aggregation Transformer block (CATB). Then we use RCAN [51] as the backbone and replace the residual channel attention block (RCAB) proposed in RCAN with our CATB to build the model cross aggregation Transformer (CAT), which is illustrated in Fig. 1. We first describe the overall structure of CAT and then introduce the three core designs of the CATB, including rectangle-window self-attention, axial-shift operation, and locality complementary module.

3.1 CAT Architecture
As shown in Fig. 1, following RCAN [51], our proposed CAT consists of three modules: shallow feature extraction, deep feature extraction, and reconstruction part. For a low-quality input image $I_{LQ} \in \mathbb{R}^{H \times W \times C_{in}}$, we leverage one convolution layer as shallow feature extraction to get the low-level feature $F_0 \in \mathbb{R}^{H \times W \times C}$, where $H, W, C_{in}, C$ are the image height, width, input channel, and the feature number, respectively. Then, the shallow feature is processed by the deep feature extraction module, which is composed of $N_1$ residual groups (RG) [51] and one convolution layer, and extracted the deep feature (denoted as $F_{DF} \in \mathbb{R}^{H \times W \times C}$). The convolution layer here is employed to aggregate previously extracted features from RG. Moreover, a residual connection is applied in the deep feature extraction part to make the training stable. We use CATB to replace RCAB [51] in RG, as we mentioned above. So, RG consists of $N_2$ cross aggregation Transformer blocks and a convolution layer that can introduce the unique properties (translation invariance and locality) of CNN into the output of Transformer blocks. In addition, a residual strategy is also applied in each RG.

Finally, we can get the high-quality output image $I_{HQ} \in \mathbb{R}^{H \times W \times C_{out}}$ through the reconstruction part, where $C_{out}$ is the output dimension. And following SwinIR [21], the composition of reconstruction module is different for different image restoration tasks. More specifically, for image SR, a sub-pixel convolution layer [36] is used to upsample the deep feature $F_{DF}$ to the same size of the high-resolution output and there is a convolution layer before and after the upsampling module to aggregate the features. For JPEG compression artifact reduction, the reconstruction is just a convolution layer to adjust the channel dimension of the $F_{DF}$ from $C$ to $C_{out}$. The low-quality input $I_{LQ}$ is then added to the convolution output to produce a high-quality output $I_{HQ}$. This residual learning can accelerate network model convergence. Moreover, for real image denoising, following Restormer [44], we apply our proposed CATB to the UNet architecture [34] to construct CAT.
3.2 Cross Aggregation Transformer Block

The cross aggregation Transformer block (CATB) is the key part of our CAT, shown in Fig. 1, which is more suitable for image restoration tasks than the previous Transformer structures [21, 44]. It utilizes a new attention mechanism with three novel designs: rectangle-window self-attention, axial-shift operation, and locality complementary module. We will describe these parts in detail below.

**Rectangle-Window Self-Attention.** To alleviate the drawbacks of previous methods [5, 21, 44], we propose a new window attention mechanism as shown in Fig. 2(a), called rectangle-window self-attention (Rwin-SA). Rwin-SA uses the rectangle window ($sh \neq sw$) rather than the square ($sh = sw$) one, where $sh$ and $sw$ represent the height and width of the rectangle. Moreover, we divide the rectangle window into the horizontal one ($sh < sw$, denoted as H-Rwin) and the vertical one ($sh > sw$, denoted as V-Rwin), and employ them to different attention heads in parallel.

Specifically, given the input $X \in \mathbb{R}^{H \times W \times C}$, we execute the attention operation $M$ (the heads number) times in parallel. For each attention head, we split $X$ into non-overlapping $sh \times sw$ rectangle windows and denote the $i$-th rectangle window feature as $X_i \in \mathbb{R}^{(sh \times sw) \times C}$, where $i=1, \ldots, \frac{H \times W}{sh \times sw}$. Then the self-attention of $X_i$ for the $m$-th head can be computed as

$$Q_i^m, K_i^m, V_i^m = (X_iW_m^Q, X_iW_m^K, X_iW_m^V),$$

$$Y_i^m = \text{Attention}(Q_i^m, K_i^m, V_i^m) = \text{SoftMax}(\frac{Q_i^mK_i^m^T}{\sqrt{d}} + B)V_i^m,$$

(1)

where $Y_i^m \in \mathbb{R}^{(sh \times sw) \times D}$ is the attention feature of $X_i$ in the $m$-th head, and $Q_i^m, K_i^m, V_i^m \in \mathbb{R}^{C \times d}$ represent the projection matrices of query, key, and value for $m$-th head. $D = d = \frac{C}{M}$ is the channel dimension in each head and $B$ is the dynamic relative position encoding [38]. Performing the attention operation on all $X_i$ ($i=1, \ldots, \frac{H \times W}{sh \times sw}$) and reshaping and merging them in the order of division, we can get the attention feature $Y^m \in \mathbb{R}^{H \times W \times D}$ of $X$. In general, the above attention operation is the same for H-Rwin and V-Rwin, where the $sh$ and $sw$ take different values.

Assuming that the number of attention heads $M$ is even, we divide the heads equally into two parts and execute H-Rwin for the first part and V-Rwin for the second part in parallel. Finally, the outputs of two parts are concatenated along the channel dimension. The process is formulated as

$$\text{Rwin-SA}(X) = \text{Concat}(Y^1, Y^2, \ldots, Y^M)WP,$$

(2)

where $Y^1, \ldots, Y^M$ are the output of the head using H-Rwin, and $Y^{\frac{M}{2}+1}, \ldots, Y^M$ are from the V-Rwin. The $WP \in \mathbb{R}^{C \times C}$ represents the projection matrix for feature fusion. As shown in Fig. 3, through H-Rwin and V-Rwin, we can aggregate features cross different windows and expand the attention area without increasing computational complexity. Moreover, the rectangle window can capture different features in horizontal and vertical directions for each pixel, which is hard for square window to handle with comparable computation resource. This property is crucial for some datasets (e.g., Urban100 [17]) that contain many directional and repetitive texture features.
Furthermore, as shown in Fig. 3, inspired by CSwin [12], we fix the length of one side of the rectangle to be the image resolution $H$ or $W$ (the other side length denoted as $sl$). Then the window becomes a stripe along the axis, called axial rectangle window (denoted as axial-Rwin). Since the axial window changes as the image changes, the axial-Rwin is more flexible than the regular rectangle window, which side length is $[sh, sw]$ or $[sw, sh]$ (denoted as regular-Rwin). The computational complexity of regular-Rwin and axial-Rwin are

$$O(\text{regular-Rwin}) = HWC \times (4C + 2sh \times sw),$$

$$O(\text{axial-Rwin}) = HWC \times (4C + sl \times H + sl \times W).$$

(3)

When $H=W$ (square input), the complexity of regular-Rwin is $O(H^2)$ and axial-Rwin is $O(H^3)$. Although axial-Rwin is more complex than regular-Rwin, it is still smaller than full-attention ($O(H^4)$), and applicable for high-resolution images. And axial-Rwin has a larger attention area than that in regular-Rwin, which can capture more information, especially on the axial direction.

**Axial-Shift Operation.** To further expand the receptive field of Rwin-SA so that each pixel can aggregate more information, we propose a new shift operation called axial-shift, for Rwin-SA. As shown in Fig. 2(b), axial-shift includes two shift operations, the horizontal one is called H-Shift and the vertical one is called V-Shift, corresponding to H-Rwin and V-Rwin, respectively. The axial-shift operation moves the window partition down and left by $\frac{sh}{2}$ and $\frac{sw}{2}$ pixels, where $sh$ and $sw$ are the window height and width of H-Rwin and V-Rwin. In the implementation, we cyclically shift the feature map to down-left direction. Then we execute H-Rwin and V-Rwin on corresponding shifted feature maps and use a masking mechanism to avoid false interactions between non-adjacent pixels.

The axial-shift operation can be regarded as a more general shifted window operation in Swin Transformer [23]. When $sh$ and $sw$ in H-Rwin and V-Rwin are all the same, it degenerates into the swin shift operation. Compared with the swin shift operation, our axial-shift enables a broader range of window interaction: (1) **H(V)-Rwin with H(V)-Rwin.** Intuitively, the new window partition enables the interactive fusion of different rectangle window of the same type (horizontal or vertical one), just like the swin shift operation. (2) **H-Rwin with V-Rwin.** The Rwin-SA performs H-Rwin and V-Rwin simultaneously and fuses them through the projection in Eq. (2). For this reason, axial-shift can implicitly implement interaction between horizontal and vertical rectangle windows.

**Locality Complementary Module.** Transformer can effectively capture global information and model long-range dependencies between pixels. However, the inductive bias (translation invariance and locality) of CNN are still indispensable in image restoration tasks. It can aggregate local features and extract the basic structures of an image (e.g., corners and edges). In order to complement the Transformer with the locality and achieve global and local coupling, we propose to add an independent convolution operation when calculating self-attention, called locality complementary module. As shown in Fig. 4, different from the previous practice in Transformer [42, 8], we directly operate convolution on value $V$. The process is formulated as

$$\text{Rwin-SA}(X) = (\text{Conact}(Y^1, Y^2, \ldots, Y^M) + \text{Conv}(V))W^P, \quad \text{(4)}$$

where $Y^1, \ldots, Y^M$, and $W^P$ are the same as Eq. (2). The $V \in \mathbb{R}^{H \times W \times C}$ is the value projected directly from $X$ without window partition ($V^m$ is the partition of $V$ in $m$-th attention head defined in Eq. (1)), and $\text{Conv}(\cdot)$ represents the $3 \times 3$ depth-wise convolution.

This operation has two advantages over executing convolution sequentially or using convolution on $X$: (1) Using convolution as a parallel module allows Transformer block to adaptively choose to adopt attention or convolution operations, which is more flexible than sequential execution; (2) From Eq. (1), we can find that self-attention can be regarded as a content-dependent and dynamic weight acting on $V$. The convolution operation is equivalent to a learnable and static weight. Therefore, the convolution operation on $V$ is conducted in the same feature domain as the attention operation.
we build two versions of CAT, called CAT-R and CAT-A. CAT-R uses the regular rectangle window \( \text{X(Rwin)} \), and CAT-A uses the axial rectangle window \( \text{X(axial-Rwin)} \). The \text{X(Rwin)} and the \text{X(axial-Rwin)} are defined in Sec. 3.2. For CAT-R, we set \( \text{sl} = 1 \) and \( \beta = 4 \); for CAT-A, we set \( \text{sl} = 2 \) and \( \beta = 6 \) respectively. For image SR, we set the residual group (RG) number as \( N_{\text{RG}} = 6 \) and the cross aggregation Transformer block (CATB) number as \( N_{\text{CATB}} = 6 \), respectively. For image SR, we build two versions of CAT, called CAT-R and CAT-A. CAT-R uses the regular rectangle window (regular-Rwin) model, and CAT-A uses the axial rectangle window (axial-Rwin) model. LCM: locality complementary module. (c) The \( \text{sl} \) of C-A-1, C-A-2, and C-A-3 are \( [2, 2, 2, 2, 2] \), \( [2, 2, 2, 4, 4, 4] \), and \( [4, 4, 4, 4, 4, 4] \), respectively.

### Cross Aggregation Transformer Block

CATB is composed of Rwin-SA and MLP, which has two linear projection layers with a GELU non-linearity between them. We formulate the block as

\[
X' = \text{Rwin-SA}(\text{LN}(X_{in})) + X_{in},
\]

\[
X_{out} = \text{MLP}(\text{LN}(X')) + X',
\]

where \( X_{in} \) and \( X_{out} \) are the input and output feature maps of CATB; \( \text{LN}(\cdot) \) is the LayerNorm operation. And axial-shift operation is used on the interval between two consecutive cross aggregation Transformer blocks to enhance the interaction among different windows.

## 4 Experiments

### 4.1 Experimental Settings

#### Data and Evaluation

For image SR, we choose DIV2K [37] and Flickr2K [22] as the training data. And benchmark datasets for evaluation include Set5 [3], Set14 [48], B100 [27], Urban100 [17], and Manga109 [28] with three upscaling factors: \( \times 2, \times 3 \), and \( \times 4 \). The low-resolution images are generated by Bicubic downsampling. For JPEG compression artifact reduction, training set consists of DIV2K [37], Flickr2K [22], BSD500 [2], and WED [26]. And we have two testing datasets: Classic5 [14] and LIVE1 [35], with JPEG compression qualities of 10, 20, 30, and 40. For real image denoising, we train CAT on SIDD [1] dataset. And we have two testing datasets: SIDD validation set [1] and DND [33]. We use the metrics PSNR and SSIM [40] to evaluate the results.

#### Implementation Details

We set the residual group (RG) number as \( N_{\text{RG}} = 6 \) and the cross aggregation Transformer block (CATB) number as \( N_{\text{CATB}} = 6 \) for each RG. The channel dimension, attention head number, and MLP expansion ratio for each CATB are set as 180, 6, and 4, respectively. For image SR, we build two versions of CAT, called CAT-R and CAT-A. CAT-R uses the regular rectangle window (regular-Rwin), and CAT-A uses the axial rectangle window (axial-Rwin). The regular-Rwin and the axial-Rwin are defined in Sec. 3.2. For CAT-R, we set \( \text{sl} = [4, 16] \) and \( \beta = 4 \) for each CATB in each RG, and for CAT-A, we set \( \text{sl} = [2, 2, 2, 4, 4, 4] \) for different residual groups. For JPEG compression artifact reduction, we also employ CAT-A with the same \( \text{sl} \) setting as in image SR. For real image denoising, following Restormer [44], we employ a 4-level encoder-decoder. The number of Transformer blocks is \( [4, 6, 6, 8] \), from level-1 to level-4. We set attention heads as \( [2, 2, 4, 8] \) and MLP expansion ratio as 4. We apply axial-Rwin here and set \( \text{sl} = 4 \) for all CATB.

#### Training Settings

For image SR, we train the model with batch size 32, where each input image is randomly cropped to 64 \( \times 64 \) size, and the total training iterations are 500K. We adopt Adam optimizer [18] with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \) to minimize the \( \text{L}_1 \) loss following the work [51, 52, 21]. The initial learning rate is set as \( 2 \times 10^{-4} \) and reduced by half at the milestone \( [250K, 400K, 450K, 475K] \). For JPEG compression artifact reduction, the batch size and total iterations are 8 and 1600K, where the input image size is 128 \( \times 128 \). Same as image SR, we adopt Adam optimizer to minimize Charbonnier Loss [4] with \( \epsilon = 10^{-3} \), and the learning rate is initialized to \( 2 \times 10^{-4} \), which is halved at \( [800K, 1200K, 1400K, 1500K] \). For real image denoising, we use the progressive learning proposed by Restormer [44]. The total training iterations are 300K. We adopt AdamW optimizer [25] with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \) to minimize the \( \text{L}_1 \) loss. The initial learning rate is \( 3 \times 10^{-4} \) and gradually reduced to \( 1 \times 10^{-6} \) with the cosine annealing [24]. Furthermore, we randomly utilize rotation and flipping to augment the training data for image SR, JPEG compression artifact reduction, and real image denoising. We use PyTorch [32] to implement our models with 4 Tesla V100 GPUs.  

---

2 All the code and trained models are available at [https://github.com/zhengchen1999/CAT](https://github.com/zhengchen1999/CAT).
4.2 Ablation Study

For the ablation study, we use the dataset DIV2K [37] and Flickr2K [22] to train CAT on the image SR (×2) task, where the input image patch size is 64 × 64 and the iterations are 150K. The testing dataset is Urban100 [17]. FLOPs are calculated on input image size 3 × 128 × 128.

**Rectangle-Window Self-Attention.** Table 1a demonstrates that rectangle-window self-attention is more effective than the square window attention (e.g., SwinIR [21]). With no increase in computational complexity (e.g., FLOPs), the rectangle window can improve the performance from 32.50 dB to 32.66 dB compared to the square one. Moreover, when we adopt the axial-shift operation in Rwin-SA, PSNR can reach 32.91 dB. And the square window attention of the swin shift operation only obtains 32.75 dB. It can be found that our Rwin-SA can aggregate more information and is more suitable for image restoration than attention mechanisms in Swin Transformer [23].

**Locality Complementary Module.** Table 1b shows the impact of locality complementary module on CAT-R (regular-Rwin) and CAT-A (axial-Rwin). With the LCM, CAT-R and CAT-A can achieve 0.07 dB and 0.10 dB gains over the cases without LCM, respectively. These results show that the inductive bias of CNN can effectively improve the performance of Transformer in image restoration. And comparing the complexity, it can be found that LCM only increases FLOPs by 0.26%~0.32%, which will not affect the model efficiency too much. Furthermore, LCM is embedded into self-attention as a new module without changing the implementation of the attention part.

**Window Size Impact.** From above analyses, we know that our Rwin-SA is more suitable for image restoration tasks than the swin attention mechanism. We further investigate the impact of different window sizes. The results are provided in Table 1c. Comparing regular-Rwin (CAT-R) and axial-Rwin (CAT-A), we can find that the performance of axial-Rwin is worse than regular-Rwin (32.97 dB vs. 32.98 dB), when the side of axial-Rwin is small (sl=2), despite its higher complexity (323.5G vs. 282.7G). It may be because the side of axial-Rwin (sl) is too narrow to capture enough information and may even introduce noise. Therefore, the result of axial-Rwin rises rapidly as sl increase. These results show that both side length and window size of Rwin are crucial for performance.

4.3 Image Super-Resolution

We compare our two models CAT-R and CAT-A with state-of-the-art methods: EDSR [22], RCAN [51], SAN [9], IGNN [54], HAN [31], CSNLN [30], NLSA [29], IPT [5], and SwinIR [21]. Following the previous work [22, 21, 51], we use self-ensemble strategy in testing and mark the model with a symbol “+”. We use CAT-A for visual comparisons, abbreviated as CAT.
As we can see, our CAT-R (regular-Rwin) and CAT-A (axial-Rwin) significantly outperform other methods in terms of artifact reduction. For example, in img_092, our CAT can recover correct and sharp textures, while a large number of repetitive texture structures. Moreover, compared with CAT-R, CAT-A yields improved results, especially in Urban100 with increased PSNR by 0.45 dB. It shows that our CAT can capture more global information than previous methods.

### Table 3: Quantitative comparison (PSNR/SSIM) with state-of-the-art methods for JPEG compression

| Method        | PSNR | SSIM |
|---------------|------|------|
| EDSR [22]     | 27.8 | 0.89 |
| RCAN [51]     | 30.6 | 0.91 |
| SAN [9]       | 32.4 | 0.93 |
| PNGN [54]     | 32.4 | 0.93 |
| HAN [31]      | 32.4 | 0.93 |
| CSNLN [30]    | 32.5 | 0.93 |
| NLSA [29]     | 32.4 | 0.93 |
| IPE [5]       | 32.4 | 0.93 |
| SwinIR [21]   | 32.5 | 0.93 |
| CAT-R (ours)  | 32.7 | 0.93 |
| CAT-A (ours)  | 32.7 | 0.93 |
| CAT-R+ (ours) | 32.7 | 0.93 |
| CAT-A+ (ours) | 32.7 | 0.93 |

We show visual comparisons (×4) in Fig. 5. We can observe that most compared methods can hardly recover accurate textures and suffer from blurring artifacts in some challenging cases. In contrast, our CAT can reconstruct more high-frequency structural details and alleviate the blurring artifacts. For example, in img_092, our CAT can recover correct and sharp textures, while

### Table 2: Quantitative comparison (PSNR/SSIM) with state-of-the-art methods for JPEG compression

| Dataset      | q | PSNR | SSIM |
|--------------|---|------|------|
| Set5         | 10 | 29.63 | 0.8259 |
| Set14        | 20 | 32.03 | 0.8877 |
| B100         | 30 | 33.45 | 0.9149 |
| Urban100     | 30 | 34.47 | 0.9299 |
| Manga109     | 30 | 33.36 | 0.8949 |

| Dataset      | q | PSNR | SSIM |
|--------------|---|------|------|
| Set5         | 10 | 29.63 | 0.8259 |
| Set14        | 20 | 32.03 | 0.8877 |
| B100         | 30 | 33.45 | 0.9149 |
| Urban100     | 30 | 34.47 | 0.9299 |
| Manga109     | 30 | 33.36 | 0.8949 |

### Quantitative Results

Table 2 shows PSNR/SSIM comparisons for ×2, ×3, and ×4 image sizes. As we can see, our CAT-R (regular-Rwin) and CAT-A (axial-Rwin) significantly outperform other methods on all datasets with all scale factors. Among these five datasets, CAT-R and CAT-A have the most noticeable improvement in Urban100. Compared with the recent Transformer model (e.g., SwinIR), for CAT-R, the PSNR gain reaches 0.27 dB for scale factor 2, and for CAT-A, the PSNR increases by 0.45 dB. It shows that our CAT can capture more global information than previous CNN-based and Transformer-based models, which is very effective for images in Urban100 with a large number of repetitive texture structures. Moreover, compared with CAT-R, CAT-A yields 0.18–0.27 dB improvements on Urban100. All these results indicate the effectiveness of our method.

### Visual Results

We show visual comparisons (×4) in Fig. 5. We can observe that most compared methods can hardly recover accurate textures and suffer from blurring artifacts in some challenging cases. In contrast, our CAT can reconstruct more high-frequency structural details and alleviate the blurring artifacts. For example, in img_092, our CAT can recover correct and sharp textures, while
4.4 JPEG Compression Artifact Reduction

We compare our CAT with state-of-the-art image compression artifact removal methods: RNAN [52], RDN [53], DRUNet [49], and SwinIR [21]. Here, we only focus on the restoration of Y channel (in YCbCr space). We also use self-ensemble strategy and mark the model with a symbol “+”. Quantitative and visual comparisons are shown in Table 3 and Fig. 6, respectively.

Quantitative Results. Table 3 shows quantitative comparisons with four JPEG quality settings: 10, 20, 30, and 40. Our CAT+ performs better than other compared methods on LIVE1 and Classic5 with all JPEG qualities. Even without self-ensemble, our RCAN also outperforms other compared methods, except for PSNR on Classic5 (q=10). Especially when q=40, CAT achieves 0.05 and 0.06 dB improvements over the Transformer-based model SwinIR. Even in a very low compression quality (e.g., 10), CAT achieves 29.89 dB in LIVE1, higher than previous methods.

Visual Results. We show visual comparisons at very low image quality (q=10) in Fig. 6. For previous methods, RNAN [52], RDN [53], and SwinIR [21], blocking artifacts are hardly to be totally removed and some structures are over-smoothed in some challenging cases. In contrast, our CAT can recover more details and remove blocking artifacts, resulting in sharper edges and more explicit textures. These visual comparisons further demonstrate the effectiveness of our proposed CAT.

4.5 Real Image Denoising

We further conduct real image denoising experiments. We compare our CAT with state-of-the-art methods: DANet+ [43], CycleISP [45], MIRNet [46], MPRNet [47], Uformer [39], and Restormer [44]. We use self-ensemble [22] strategy and mark the model with a symbol “+”.

Quantitative Results. Table 4 shows quantitative comparisons for real image denoising. We re-test the SIDD results with all official pre-trained models on previous state-of-the-art methods. Our CAT performs better than other compared methods on SIDD and DND, except Restormer [44]. Meanwhile, our method has comparable performance to Restormer with fewer parameters. Our CAT achieves 0.02 dB improvements over Restormer on DND. All these show the superiority of our method.

Table 4: Quantitative comparison (PSNR/SSIM) for real image denoising. Best and second best results are colored with red and blue. * We re-test the SIDD with all official pre-trained models.
Table 5: Model complexity comparisons (×4). Output size is $3 \times 512 \times 512$ to calculate FLOPs.

### 4.6 Model Size Analyses

Table 5 shows the comparison of performance, computational complexity (e.g., FLOPs), and parameter numbers on image SR. FLOPs are measured when output size is set to $3 \times 512 \times 512$ and PSNR values are tested on Urban100 (×4). Although our CAT achieves excellent performance, it has less computational complexity and parameters than EDSR [22]. And the computational complexity of our CAT is much lower than CSNLN [30]. Compared to other CNN-based and Transformer-based methods, our CAT still has a comparable complexity and model size. To demonstrate the effectiveness of our method, we provide another variant of CAT (CAT-R-2) with similar computational complexity and parameters to SwinIR. Our CAT-R-2 still outperforms SwinIR and other state-of-the-art methods. More details about CAT-R-2 are provided in the supplementary material.

### 5 Conclusion

In this paper, we propose a new Transformer model named cross aggregation Transformer (CAT) for image restoration with the rectangle-window self-attention (Rwin-SA) mechanism as the key part. Specifically, Rwin-SA performs H-Rwin and V-Rwin attention parallelly in different heads. This mechanism can aggregate the features cross different windows and increase the receptive field without additional computational cost. Meanwhile, we propose an axial-shift operation according to the property of rectangle-window to further fuse different windows, which complements Rwin-SA. Furthermore, the locality complementary module (LCM) introduces locality into self-attention, adding the inductive bias of CNN to Transformer. Through the usage of LCM, Rwin-SA can realize the coupling of global and local information, which is more conducive to image restoration. Extensive experiments on image SR, JPEG compression artifact reduction, and real image denoising demonstrate that our proposed CAT outperforms current state-of-the-art methods.
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