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ABSTRACT. We consider rank one perturbations $A_\alpha = A + \alpha(\cdot, \varphi)\varphi$ of a self-adjoint operator $A$ with cyclic vector $\varphi \in \mathcal{H}_{-1}(A)$ on a Hilbert space $\mathcal{H}$. The spectral representation of the perturbed operator $A_\alpha$ is given by a singular integral operator of special form. Such operators exhibit what we call ‘rigidity’ and are connected with two weight estimates for the Hilbert transform.

Also, some results about two weight estimates of Cauchy (Hilbert) transforms are proved. In particular, it is proved that the regularized Cauchy transforms $T_\varepsilon$ are uniformly (in $\varepsilon$) bounded operators from $L^2(\mu)$ to $L^2(\mu_\alpha)$, where $\mu$ and $\mu_\alpha$ are the spectral measures of $A$ and $A_\alpha$, respectively.

As an application, a sufficient condition for $A_\alpha$ to have a pure absolutely continuous spectrum on a closed interval is given in terms of the density of the spectral measure of $A$ with respect to $\varphi$. Some examples, like Jacobi matrices and Schrödinger operators with $L^2$ potentials are considered.

1. Introduction

1.1. Setup of rank one perturbations. Let $A$ be a self-adjoint (possibly unbounded) operator on a Hilbert space $\mathcal{H}$. We are considering a family of rank-one perturbations $A + \alpha(\cdot, \varphi)\varphi$. Here, if the operator $A$ is bounded, $\varphi$ is a vector in $\mathcal{H}$. For unbounded $A$, we consider the wider class of so-called form bounded perturbations where we assume $\varphi \in \mathcal{H}_{-1}(A) \supset H$, so the perturbation $\alpha(\cdot, \varphi)\varphi$ can be unbounded (see subsection 2.2 below for definition).

It is possible that the results of the paper hold for a wider class of perturbations than form bounded, but we restricted ourselves to avoid problems defining the perturbation, which can be non-unique.

Without loss of generality, we can assume that $A$ has simple spectrum and that $\varphi$ is a cyclic vector for $A$, i.e. that the linear span of $\{(A - zI)^{-1}\varphi : z \in \mathbb{C}\}$ is dense in $\mathcal{H}$. According to the Spectral Theorem, $A$ is unitary equivalent to a multiplication operator $M_t : f(t) \mapsto tf(t)$ on $L^2(\mu)$ for some (non-unique) Borel measure $\mu$. We make the spectral measure unique by letting $\mu$ be the spectral measure corresponding to $\varphi$, i.e. $\mu := \mu^\varphi$, where $\mu^\varphi$ is the unique measure such that

$$\int_\mathbb{R} \frac{1}{t-\lambda} d\mu^\varphi(t) = ((A - \lambda I)^{-1}\varphi, \varphi)_{\mathcal{H}} \quad \forall \lambda \in \mathbb{C} \setminus \sigma(A).$$

Existence and uniqueness of such $\mu$ is guaranteed by the Spectral Theorem.

It is easy to see that in this representation vector $\varphi$ is represented by the function $1$, meaning that if $U : \mathcal{H} \to L^2(\mu)$ is the unitary operator such that $M_t = UAU^{-1}$, then
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$U\varphi = 1$. As will be explained later in section 2.2, in this representation the assumption $\varphi \in \mathcal{H}_{-1}(A)$ means simply that $\int_\mathbb{R} (1 + |t|)^{-1} d\mu(t) < \infty$.

Without loss of generality, assume henceforth that $A = M_t$ on $L^2(\mu)$, $\int_\mathbb{R} (1 + |t|)^{-1} d\mu(t) < \infty$, and $\varphi \equiv 1$. Consider the family of self-adjoint rank one perturbations

$$A_\alpha := A + \alpha(\cdot, \varphi) \varphi \quad \forall \alpha \in \mathbb{R}.$$ 

In the case of form bounded perturbations this formal definition of $A_\alpha$ can be made precise, see e.g. [1].

**Remark.** By assuming simplicity of the spectrum, i.e. the existence of a cyclic vector $\varphi$ for $A$, we do not forfeit generality. Indeed, if there is no cyclic vector, we decompose $\mathcal{H}$ into an orthogonal sum of Hilbert spaces $\mathcal{H} = \tilde{\mathcal{H}} \oplus \tilde{\mathcal{H}}$ such that $\varphi$ is cyclic for the restriction $A|_{\tilde{\mathcal{H}}}$. Then for all $\alpha \in \mathbb{R}$ we have $A_\alpha|_{\tilde{\mathcal{H}}} = A|_{\tilde{\mathcal{H}}}$, and it suffices to investigate the behavior of $A_\alpha$ on $\tilde{\mathcal{H}}$.

It is well-known that $\varphi$ is cyclic for operators $A_\alpha$ as well, so $A_\alpha$ are unitary equivalent to multiplication by the independent variable in the spaces $L^2(\mu_\alpha)$. For a proof of the cyclicity confer the proof of Theorem 2.1 below for bounded $A$ and Lemma 2.5 below in the case of form bounded perturbations.

Without loss of generality, let us make the measure $\mu_\alpha$ unique by choosing $\mu_\alpha$ to be the spectral measure corresponding to the vector $1$ in each $L^2(\mu_\alpha)$. So $\varphi$ is represented by $1$ in each $L^2(\mu_\alpha)$.

1.2. **Notation.** We will use the symbol $t$ for the independent variable in $L^2(\mu)$ and $s$ for the independent variable in $L^2(\mu_\alpha)$, so $M_t$ and $M_s$ are the multiplication by the independent variable in $L^2(\mu)$ and $L^2(\mu_\alpha)$, respectively. Slightly abusing notation we will use subscripts $t$ or $s$ to indicate whether we are treating a function as an element of $L^2(\mu)$ or $L^2(\mu_\alpha)$ for regular perturbations, or as a point in $\mathcal{H}_{-1}(A)$ for singular form bounded perturbations. Thus $1_t$ means the function $\varphi \equiv 1$, treated as a point in $L^2(\mu)$, while $1_s$ stands for the same function considered to be an element of $L^2(\mu_\alpha)$.

1.3. **Outline.** In section 2, we obtain a formula for the spectral representation of the perturbed operator $A_\alpha$. As a partial converse of this representation theorem, we show a certain rigidity for such operators. That is, integral operators represented by such a formula are unitary up to certain scaling and give rise to a rank one perturbation setting.

In section 3, we concentrate on singular integral operators. By a standard approximation argument, we show that the spectral representation of $A_\alpha$ is a singular integral operator. We obtain an alternative formula for the spectral representation of $A_\alpha$. We prove that certain regularizations of the Hilbert transform are uniformly bounded from $L^2(\mu)$ to $L^2(\nu)$ under very weak conditions on the measures $\mu$ and $\nu$. In particular, we allow non-doubling measures.

As an application of the representation theorem and the statements on singular integral operators, we prove, in section 4, two results about the absence of embedded singular spectrum in the rank one perturbation setting.

In section 5, we present examples of rank one perturbations. In all examples, the unperturbed operator $A$ has arbitrary embedded singular spectrum which resolves completely as soon as we ‘switch on’ the perturbation. The unperturbed operators include Hilbert–Schmidt perturbations of the free Jacobi operator, as well as Schrödinger operators with $L^2$ potentials.
2. Spectral representation of the perturbation $A_\alpha$ and its properties

As mentioned above, by the Spectral Theorem, operators $A_\alpha$ are unitarily equivalent to the multiplication $M_s$ by the independent variable $s$ in the space $L^2(\mu_\alpha)$, i.e., there exists a unitary operator $V_\alpha : L^2(\mu) \rightarrow L^2(\mu_\alpha)$ such that $V_\alpha A_\alpha = M_s V_\alpha$.

Operator $V_\alpha$ is the spectral representation of $A_\alpha$. The measure $\mu_\alpha$ contains all spectral information of $A_\alpha$. Indeed, it is shown below that $1_t$ is cyclic for $A_\alpha$.

Let us give an integral representation for this unitary operator. Without loss of generality we assume that $A$ is the multiplication operator $M_t$ by the independent variable $t$ in $L^2(\mu)$, $A_\alpha = A + \alpha(\cdot, \varphi)\varphi$, $\varphi \equiv 1_t$. We assume that $A_\alpha$ is a form bounded perturbation, i.e., $\int (1 + |t|)^{-1}d\mu(t) < \infty$. We consider $\mu_\alpha$ to be the spectral measure of $A_\alpha$ corresponding to $1_t$.

**Theorem 2.1** (Representation Theorem). Assume the above assumptions. The spectral representation $V_\alpha : L^2(\mu) \rightarrow L^2(\mu_\alpha)$ of $A_\alpha$ is given by

\[
V_\alpha f(s) = f(s) - \alpha \int \frac{f(s) - f(t)}{s - t} d\mu(t)
\]

for all compactly supported $C^1$ functions $f$.

Integral operators represented by formula (2.1) are very interesting objects, probably deserving more careful investigation. Let us mention one property, which can be understood as a converse to the latter representation theorem.

**Theorem 2.2** (Rigidity Theorem). Let measure $\mu$ on $\mathbb{R}$ be supported on at least two distinct points and satisfy $\int (1 + |t|)^{-1}d\mu(t) < \infty$. Let $V$ be defined on compactly supported $C^1$ functions $f$ by formula (2.1).

Assume $V$ extends to a bounded operator from $L^2(\mu)$ to $L^2(\nu)$ and assume $\text{Ker} V = \{0\}$. Then there exists a function $h$ such that $1/h \in L^\infty(\nu)$, and $M_h V$ is a unitary operator from $L^2(\mu) \rightarrow L^2(\nu)$ (equivalently, that $V : L^2(d\mu) \rightarrow L^2(|h|^2 d\nu)$ is unitary).

Moreover, the unitary operator $U := M_h V$ gives the spectral representation of the operator $A_\alpha := M_t + \alpha(\cdot, \varphi)\varphi$, $\varphi \equiv 1_t$, in $L^2(\mu)$, namely $U A_\alpha = M_s U$, where $M_s$ is the multiplication by the independent variable $s$ in $L^2(\nu)$.

Theorem 2.2 will be proved in subsection 2.4 below.

2.1. **Proof of Theorem 2.1 for bounded $A$.** Assume the hypotheses of the representation theorem, Theorem 2.1, and let $A$ be bounded. Recall that for bounded $A$ we have $1_t \in L^2(\mu)$, by assumption. In fact, bounded $A$ implies $\mathcal{H}_{-1}(A) = \mathcal{H}(A) = L^2(\mu)$, see section 2.2 below.

Let us show that the vector $1_t$ is cyclic for $A_\alpha$.

Recall that for a bounded operator $A = A^*$, the linear span of $\{(A - \lambda I)^{-1}\varphi : \lambda \in \mathbb{C} \setminus \mathbb{R}\}$ is dense in $\mathcal{H}$ if and only if the linear span of the orbit $\{A^n \varphi : n \geq 0\}$ is dense (in fact, the latter property is often used as the definition of a cyclic vector in the bounded case).

Since $\mu$ is compactly supported, polynomials are dense in $L^2(\mu)$. It is easy to see that the functions $A^n \varphi$, $\varphi = 1_t$, are polynomials of degree exactly $n$. Hence the linear span of $\{A^n 1_t\}_{n \in \mathbb{N}}$ is the set of all polynomials, and thus is dense in $L^2(\mu)$. So $1_t$ is cyclic for $A_\alpha$.

The identity

\[
M_s V_\alpha = V_\alpha A_\alpha = V_\alpha [M_t + \alpha(\cdot, 1_t)]_{L^2(\mu)} 1_t
\]

implies

\[
V_\alpha M_t = M_s V_\alpha - \alpha(\cdot, 1_t)_{L^2(\mu)} V_\alpha 1_t = M_s V_\alpha - \alpha(\cdot, 1_t)_{L^2(\mu)} 1_t.
\]
Using induction one can show that the identity

\[ V_\alpha M_t^n = M_s^n V_\alpha - \alpha \sum_{k=0}^{n-1} \langle \cdot, a_k \rangle_{L^2(\mu)} b_k, \]

where \( a_k \in L^2(\mu), a_k(t) = t^k, b_k \in L^2(\mu), b_k(s) = s^{n-k-1}, \) or, more informally,

\[ V_\alpha M_t^n = M_s^n V_\alpha - \alpha \sum_{k=0}^{n-1} \langle \cdot, t^k \rangle_{L^2(\mu)} s^{n-k-1} \]

holds true for all \( n \in \mathbb{N}. \) Indeed, assuming that the above identity holds for \( n - 1 \) we get

\[ V_\alpha M_t^n = V_\alpha M_t M_t^{n-1} = M_s V_\alpha M_t^{n-1} - \alpha \langle \cdot, t^{n-1} \rangle_{L^2(\mu)} 1_s \]

\[ = M_s \left[ M_s^{n-1} V_\alpha - \alpha \sum_{k=0}^{n-2} \langle \cdot, t^k \rangle_{L^2(\mu)} s^{n-k-2} \right] - \alpha \langle \cdot, t^{n-1} \rangle_{L^2(\mu)} 1_s \]

\[ = M_s^n V_\alpha - \alpha \sum_{k=0}^{n-1} \langle \cdot, t^k \rangle_{L^2(\mu)} s^{n-k-1}. \]

Since

\[ (f, t^k)_{L^2(\mu)} s^{n-k-1} = \int_{\mathbb{R}} f(t)t^k s^{n-k-1} d\mu(t) \]

we have

\[ \sum_{k=0}^{n-1} (1, t^k)_{L^2(\mu)} s^{n-k-1} = \int_{\mathbb{R}} \left( \sum_{k=0}^{n-1} t^k s^{n-k-1} \right) d\mu(t) = \int_{\mathbb{R}} \frac{s^n - t^n}{s-t} d\mu(t). \]

Note, that the integral is well-defined, because \( \mu(\mathbb{R}) < \infty \) and function \( t \mapsto (s^n - t^n)/(s-t) \) is bounded on the (bounded) support of \( \mu. \)

So applying (2.2) to \( 1_t \in L^2(\mu) \) and using the above identity we get

\[ (V_\alpha t^n)(s) = s^n - \alpha \int_{\mathbb{R}} \frac{s^n - t^n}{s-t} d\mu(t) \]

for all \( n \in \mathbb{N}. \) Since \( V_\alpha 1_t = 1_s, \) this representation formula holds also on constant functions.

Due to the linearity of \( V_\alpha, \) this extends to a representation formula

\[ (V_\alpha p)(s) = p(s) - \alpha \int_{\mathbb{R}} \frac{p(s) - p(t)}{s-t} d\mu(t) \]

on polynomials \( p(t). \)

To extend this formula to \( C^1_0(\mathbb{R}) \) we will use the lemma below. While in this case a bit simpler direct reasoning is possible, the lemma below will be useful later, when we need to extend formula (2.1) to different classes of functions.

**Lemma 2.3.** Let \( \mu \) and \( \nu \) be measures on \( \mathbb{R} \) satisfying \( \int (1 + |x|)^{-1} d\mu(x) < \infty, \int (1 + |x|)^{-2} d\nu(x) < \infty. \) Let \( V : L^2(\mu) \to L^2(\nu) \) be a bounded operator such that for functions \( f \) in some subset \( \mathcal{L} \subset L^2(\mu) \cap L^2(\nu) \cap C^1(\mathbb{R}) \) we have

\[ V f(s) = f(s) - \alpha \int_{\mathbb{R}} \frac{f(s) - f(t)}{s-t} d\mu(t) \]

\[ \nu \text{-a.e.,} \]

where the integral is well-defined (integrand belongs to \( L^1(\mu) \)).

Let \( f_n \in \mathcal{L} \) be such that
(1) \( f_n \to f \ \mu\text{-a.e. and } \nu\text{-a.e.}; \)
(2) \( |f_n(x)| \leq C/(1 + |x|) \) (\( C \) does not depend on \( n \));
(3) \( |f'_n(x)| \leq C \) (\( C \) does not depend on \( n \)).

Then \( f \in L^2(\mu) \) and \( Vf \) is given by the above formula (2.3) (note that we neither assumed nor concluded that \( f \in \mathcal{L} \)).

Proof. Assumptions (1) and (2) together with the assumptions about the measures and the Dominated Convergence Theorem imply that \( f_n \to f \) in \( L^2(\mu) \) and \( L^2(\nu) \). The boundedness of \( V \) implies that \( Vf_n \to Vf \) in \( L^2(\nu) \). By taking a subsequence, if necessary, we can always assume that \( f_n \to f \), \( Vf_n \to Vf \) with respect to \( \nu\text{-a.e.} \)

On the other hand by the Dominated Convergence Theorem for any fixed \( s \in \mathbb{R} \) we have

\[
\lim_{n \to \infty} \int \frac{f_n(s) - f_n(t)}{s-t} \, d\mu(t) = \int \frac{f(s) - f(t)}{s-t} \, d\mu(t).
\]

Indeed, we know that \( |f_n| \leq C \), \( |f'_n| \leq C \). So for \( |s - t| \leq 1 \) it holds

\[
\frac{|f_n(s) - f_n(t)|}{|s - t|} \leq C
\]

by the Mean Value Theorem. And for \( |s - t| > 1 \) we have

\[
\frac{|f_n(s) - f_n(t)|}{|s - t|} \leq \frac{2C}{|s - t|}.
\]

Combining these two estimates, we get

\[
\left| \frac{f_n(s) - f_n(t)}{s-t} \right| \leq \frac{C(s)}{1 + |t|}.
\]

Because \( \int (1 + |t|)^{-1} \, d\mu(t) < \infty \), we can apply the Dominated Convergence Theorem.

To prove Theorem 2.1 in the general case, let us first remind the reader of a few well-known facts about form bounded perturbations.

2.2. Form bounded perturbations and resolvent formula. For an unbounded self-adjoint operator \( A \) in a Hilbert space \( \mathcal{H} \), one can define the standard scale of spaces

\[
\ldots \subset \mathcal{H}_2(A) \subset \mathcal{H}_1(A) \subset \mathcal{H}_0(A) = \mathcal{H} \subset \mathcal{H}_{-1}(A) \subset \mathcal{H}_{-2}(A) \subset \ldots,
\]

where \( \mathcal{H}_r(A) := \left\{ \psi \in \mathcal{H} : \|(1 + |A|)^{r/2} \psi\|_{\mathcal{H}} < \infty \right\} \) for \( r \geq 0 \). Here \( |A| \) is the modulus of the operator \( A \), i.e. \( |A| = (A^*A)^{1/2} \).

If \( r < 0 \), it is defined by \( \mathcal{H}_r(A) := [\mathcal{H}_{-r}(A)]^* \) with the duality inherited from the inner product in \( \mathcal{H} \). Or, speaking more carefully, one can say that the space \( \mathcal{H}_{-r}, r > 0 \) is defined by introducing the norm

\[
\|f\|_{\mathcal{H}_{-r}} = \|(I + |A|)^{-r/2} f\|_{\mathcal{H}}
\]

on \( \mathcal{H} \) and taking the completion of \( \mathcal{H} \) in this norm.

In the case when \( A \) is the multiplication operator \( M_t \) by the independent variable \( t \) in \( L^2(\mu) \), we simply have

\[
\mathcal{H}_r = L^2((1 + |t|)^r \, d\mu) = \left\{ f : \int |f(t)|^2(1 + |t|)^r \, d\mu(t) < \infty \right\}.
\]

Note, if \( A \) is a bounded operator, then \( \mathcal{H}_r = \mathcal{H} \) for all \( r \).

It is well-known that it is possible to define the rank one perturbation \( A_\alpha = A + \alpha(\cdot, \varphi)\varphi \) of the operator \( A \) for unbounded perturbations \( (\cdot, \varphi)\varphi \), i.e. when \( \varphi \notin \mathcal{H} \), but \( \varphi \) belongs to...
some $\mathcal{H}_k$. Such perturbations are called singular, and the case $\varphi \in \mathcal{H}_{-1} \setminus \mathcal{H}$ is probably the simplest case of a singular perturbation.

Perturbations with $\varphi \in \mathcal{H}_{-1} \setminus \mathcal{H}$ are called form bounded, the term form bounded used because the quadratic form of the perturbation $(\cdot, \varphi)\varphi$ is bounded by the quadratic form of the operator $I + |A|$.

When $\varphi \notin \mathcal{H}$, but $\varphi$ belongs to some $\mathcal{H}_k$, we can define the quadratic form of the perturbed operator $A_\alpha = A + \alpha(\cdot, \varphi)\varphi$ on some dense subset of $\mathcal{H}$. The question is whether or not this form gives rise to a unique self-adjoint extension.

It is well-known that the answer is affirmative for form bounded perturbations.

Without going into details about how the form bounded perturbation is defined, let us mention the main facts we will be using. The first one is the following resolvent formula

\begin{equation}
(A_\alpha - \lambda \mathbf{I})^{-1} f = (A - \mathbf{I})^{-1} f - \frac{\alpha ((A - \lambda \mathbf{I})^{-1} f, \varphi)}{1 + \alpha ((A - \lambda \mathbf{I})^{-1} \varphi, \varphi)}(A - \lambda \mathbf{I})^{-1}\varphi
\end{equation}

which initially holds for $f \in \mathcal{H}$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$ (see, e.g. equation (17) of [1] or Proposition 2.1 and Theorem 3.3 of [7]).

Note, the inner product $((A - \lambda \mathbf{I})^{-1} \varphi, \varphi)$ is well-defined for $\varphi \in \mathcal{H}_{-1}(A)$ and $(A - \lambda \mathbf{I})^{-1}$ is an isomorphism between $\mathcal{H}_{r-2}(A)$ and $\mathcal{H}_{r}(A)$. Probably the easiest way to see that is to invoke the Spectral Theorem.

The following three well-known lemmata are corollaries of the resolvent formula 2.4.

**Lemma 2.4.** The resolvent formula (2.4) can be extended to $f \in \mathcal{H}_{-1}(A)$.

Moreover, for any $\lambda \in \mathbb{C} \setminus \mathbb{R}$ the operator $(A_\alpha - \lambda \mathbf{I})^{-1}$ is an isomorphism between $\mathcal{H}_{-1}(A)$ and $\mathcal{H}_{1}(A)$.

**Proof.** Take $f \in \mathcal{H}_{-1}(A)$. We have $(A - \mathbf{I})^{-1} f \in \mathcal{H}_{1}(A)$. So the right hand side of (2.4) defines a bounded operator from $\mathcal{H}_{-1}(A)$ to $\mathcal{H}_{1}(A)$ (for $\lambda \in \mathbb{C} \setminus \mathbb{R}$).

To complete the proof, take a sequence of vectors $f_n \in \mathcal{H}$, $n \in \mathbb{N}$ such that $f_n \to f$ in the norm of $\mathcal{H}_{-1}(A)$. The boundedness of the right side of (2.4) implies that the sequence $g_n = (A_\alpha - \lambda \mathbf{I})^{-1} f_n$ converges in $\mathcal{H}_{1}(A)$. Let $g$ be its limit.

The boundedness of the right hand side of the identity (2.4) implies the estimate $\|g\|_{\mathcal{H}_{1}(A)} \leq C \|f\|_{\mathcal{H}_{-1}(A)}$. Since $A_\alpha - \lambda \mathbf{I} \in B(\mathcal{H}_{1}(A), \mathcal{H}_{-1}(A))$, we can conclude that $(A_\alpha - \lambda \mathbf{I}) g = f$.

The second statement follows trivially from the first one. \hfill \Box

Let us recall that a vector $\varphi$ is called cyclic for a self-adjoint operator $A$, if the span of the vectors $(A - \lambda \mathbf{I})^{-1} \varphi$, $\lambda \in \mathbb{C} \setminus \mathbb{R}$ is dense in $\mathcal{H}$. Note that for this definition, one does not need to assume that $\varphi \in \mathcal{H}$, but only that $(A - \lambda \mathbf{I})^{-1} \varphi \in \mathcal{H}$, i.e. that $\varphi \in \mathcal{H}_{-2}(A)$. If $\varphi \in \mathcal{H}_{-1}(A)$, then for $A_\alpha = A + \alpha(\cdot, \varphi)\varphi$ we trivially have $(A_\alpha - \lambda \mathbf{I})^{-1} \varphi \in \mathcal{H}$. So $\varphi \in \mathcal{H}_{-2}(A_\alpha)$.

**Lemma 2.5.** Let $\varphi \in \mathcal{H}_{-1}(A)$ be a cyclic vector for $A$ and let $A_\alpha = A + \alpha(\cdot, \varphi)\varphi$. Then $\varphi$ is cyclic for $A_\alpha$.

**Proof.** Recall Lemma 2.4. So since

$$\frac{\alpha ((A - \lambda \mathbf{I})^{-1} \varphi, \varphi)}{1 + \alpha ((A - \lambda \mathbf{I})^{-1} \varphi, \varphi)} \neq 1 \quad \forall \lambda \in \mathbb{C} \setminus \mathbb{R},$$

the resolvent formula (2.4) implies that $(A_\alpha - \lambda \mathbf{I})^{-1} \varphi = c(\lambda)(A - \lambda \mathbf{I})^{-1} \varphi$, $c(\lambda) \neq 0$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$. \hfill \Box
Lemma 2.6. If $\varphi \in \mathcal{H}_{-1}(A)$, then $\varphi \in \mathcal{H}_{-1}(A_\alpha)$ for all $\alpha \in \mathbb{R}$. In particular, we have $\int_{\mathbb{R}} \frac{d\mu_\alpha(x)}{1+|x|} < \infty$.

Remark. If the operator $A$ is semibounded, i.e. if $A \geq a\mathbf{I}$ for some $a \in \mathbb{R}$, then the proof of the lemma is almost trivial. Indeed, if $A$ is semibounded, then $A_\alpha$ is semibounded, and for semibounded operators $f \in \mathcal{H}_{-1}(A)$ if and only if $((A - \lambda\mathbf{I})^{-1} f, f)$ is defined and bounded for some (or equivalently, for all) $\lambda \in \mathbb{C} \setminus \mathbb{R}$.

We learned the proof below, which works for the general case, from Pavel Kurasov.

Proof of Lemma 2.6. Recall that we assume $\varphi \in \mathcal{H}_{-1}(A)$. Define

$$F_\alpha(z) := ((A_\alpha - z\mathbf{I})^{-1}\varphi, \varphi) = \int_{\mathbb{R}} \frac{1}{x - z} d\mu_\alpha(x)$$

for all $z \in \mathbb{C} \setminus \mathbb{R}, \alpha \in \mathbb{R}$. It is not hard to see that

$$\forall K > 0 \ \exists C(K) > 0 : \frac{C(K)}{1 + |x|} \leq \int_{K}^{\infty} \left| \frac{1}{x - iy} \right| dy \leq C(K). \tag{2.5}$$

Further we have the statement

$$\exists C \ \forall |y| \geq C : \left| \text{Im } F(iy) \right| \sim \left| \text{Im } F_\alpha(iy) \right|,$$

where $F := F_0$. For the proof of statement (2.6), first notice that for $|y| \geq 1$ it holds $\left| \frac{1}{iy - x} \right| \leq \left| \frac{1}{1 - x} \right|$ by a geometric argument. Since $\varphi \in \mathcal{H}_{-1}(A), \int \frac{d\mu(x)}{|x|} < \infty$. By the Dominated Convergence Theorem, we obtain

$$\lim_{y \to \infty} \left| F(iy) \right| \leq \lim_{y \to \infty} \int \left| \frac{1}{iy - x} \right| d\mu(x) = \int \lim_{y \to \infty} \left| \frac{1}{iy - x} \right| d\mu(x) = 0.$$

Recall the Aronszajn–Krein formula $F_\alpha = \frac{F}{1 + \alpha F}$ which follows from the resolvent formula (2.4), see e.g. equation (15) of [1]. To see statement (2.6) note that

$$\text{Im } F_\alpha = \text{Im } \frac{F}{1 + \alpha F} = \frac{\text{Im } F}{|1 + \alpha F|^2}.$$

Let us complete the proof that $\varphi \in \mathcal{H}_{-1}(A_\alpha)$. The inclusion $\varphi \in \mathcal{H}_{-1}(A_\alpha)$ means that $\int_{\mathbb{R}} \frac{d\mu_\alpha(x)}{1 + |x|} < \infty$. By the right inequality of (2.5) for $\alpha = 0$ it follows that $\int_{K}^{\infty} \frac{\text{Im } F(iy)}{y} dy < \infty$ for all $K > 0$. For the interchange of order of integration, note that the latter integrand is positive for all $y$. According to (2.6) it follows that $\int_{K}^{\infty} \frac{\text{Im } F_\alpha(iy)}{y} dy < \infty$ for all $K > C$. By the left inequality of (2.5), we obtain $\int_{\mathbb{R}} \frac{d\mu_\alpha(x)}{1 + |x|} < \infty$, that is $\varphi \in \mathcal{H}_{-1}(A_\alpha)$.

2.3. Proof of Theorem 2.1 for unbounded $A$. Recall that $A = M_t$ in $L^2(\mu), A_\alpha = A + \alpha(\cdot, \varphi)\varphi, \varphi \equiv 1_t$ and that $V_\alpha A_\alpha = M_s V_\alpha$, where $M_s$ is the multiplication by the independent variable $s$ in $L^2(\mu_\alpha)$. Recall also that $V_\alpha 1_t = 1_s$. Using the resolvent equality (2.4) for $f = \varphi = 1_t$ we get

$$((M_s - \lambda\mathbf{I})^{-1} 1_s = V_\alpha(A_\alpha - \lambda\mathbf{I})^{-1} V_\alpha^{-1} 1_s = V_\alpha(A_\alpha - \lambda\mathbf{I})^{-1} 1_t$$

$$= \left[ 1 + \alpha ((M_t - \lambda\mathbf{I})^{-1} 1_t, 1_t)_{L^2(\mu)} \right]^{-1} V_\alpha(M_t - \lambda\mathbf{I})^{-1} 1_t$$
for \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). So multiplying both sides by the term in square brackets and recalling that \((M_x - \lambda I)^{-1}1_x = (x - \lambda)^{-1}\), we have

\[
V_\alpha \frac{1}{t-\lambda} = \left[ 1 + \alpha \int_{\mathbb{R}} \frac{d\mu(t)}{t-\lambda} \right] \frac{1}{s-\lambda} \quad \forall \lambda \in \mathbb{C} \setminus \mathbb{R}.
\]

Rewriting \( \frac{1}{t-\lambda} = \frac{1}{s-\lambda} - \frac{1}{s-t} \) we obtain

\[
V_\alpha \frac{1}{t-\lambda} = \frac{1}{s-\lambda} - \alpha \int_{\mathbb{R}} \frac{1}{s-t} \frac{1}{s-\lambda} d\mu(t)
\]

for \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). By linearity we get that formula (2.1) holds for \( f \) in the space

\[
B := \text{span}\left\{ \frac{1}{t-\lambda_k} : \lambda_k \in \mathbb{C} \setminus \mathbb{R} \right\}.
\]

Let us show that formula (2.1) holds on \( C^1_0(\mathbb{R}) \). Let \( f \in C^1_0(\mathbb{R}) \), \( \text{supp} f \subset [-L, L] \), and let \( P_\varepsilon \) be the Poisson kernel, \( P_\varepsilon(x) = \frac{1}{\pi} \frac{\varepsilon^2}{x^2 + \varepsilon^2} \).

Assume for a moment that the formula (2.1) holds for the functions of form \( P_\varepsilon * f, f \in C^1_0 \). Convolution \( P_\varepsilon * f \) converges to \( f \) uniformly on \( \mathbb{R} \). So \( |P_\varepsilon * f(x)| \leq C \) (\( C \) does not depend on \( \varepsilon \) and \( x \)) for all sufficiently small \( \varepsilon \). Moreover, for \( |x| > 2L \) we have \( |(P_\varepsilon * f)(x)| \leq C\varepsilon/x^2 \), so \( |(P_\varepsilon * f)(x)| \leq C/(1 + |x|) \).

Since \( (P_\varepsilon * f)' = P_\varepsilon * f' \), we conclude \( (P_\varepsilon * f)' \to f' \) uniformly in \( \mathbb{R} \), so \( |(P_\varepsilon * f)'(x)| \leq C \) for all sufficiently small \( \varepsilon \). If \( \varepsilon_n \to 0 \), then the functions \( f_n = P_{\varepsilon_n} * f \) satisfy the assumptions of Lemma 2.3, and (2.1) holds for \( f \).

To complete the proof of Theorem 2.1, we need to show that formula (2.1) holds for the functions of the form \( P_\varepsilon * f, f \in C^1_0 \).

Let us (for a fixed \( \varepsilon > 0 \)) approximate the convolution \( g(x) = P_\varepsilon * f(x) = \int P_\varepsilon(x-t)f(t) \, dt \) by its Riemann sums.

Since \( P_\varepsilon(x-t) = \frac{1}{2\pi i} \left[ \frac{1}{t-ic-x} - \frac{1}{t+ic-x} \right] \), the Riemann sums \( g_n(x) \) can be chosen to be elements of \( B \). So formula (2.1) holds for \( g_n \). Uniform continuity and boundedness of \( f \) and \( P_\varepsilon \) imply that \( g_n \to g \). It is also easy to see that for \( |x| > 2L \) we can estimate \( |g_n(x)| \leq C/x^2 \), thus \( |g_n(x)| \leq C/(1 + |x|) \).

Finally, taking the derivative we get the uniform estimate \( |g_n'| \leq C \). Notice, that \( C = C(\varepsilon) \) here, we do not need uniform in \( \varepsilon \) estimate.

Functions \( g_n \) satisfy the assumptions of Lemma 2.3 and we can extend formula (2.1) to functions of form \( P_\varepsilon * f, f \in C^1_0 \).

\[\square\]

2.4. Proof of the Rigidity Theorem 2.2. Assume the hypotheses of the rigidity theorem, Theorem 2.2, are satisfied.

Recall that \( M_t \) and \( M_\varepsilon \) denote the multiplication operators by the independent variable in \( L^2(\mu) \) and \( L^2(\nu) \), respectively. Note that if \( M_\varepsilon \) is unbounded, commuting with \( M_\varepsilon \) means commuting with its spectral measures, or equivalently, with its resolvent.

We utilize two lemmata.

Lemma 2.7. With the assumptions of Theorem 2.2 operator \( VV^* \) commutes with \( M_\varepsilon \). In particular, we have \( VV^* = M_\psi \) for some \( \psi \in L^\infty(\nu) \).

Proof. Let us first present an easier proof for the case of bounded and compactly supported measures \( \mu \) and \( \nu \).
Let us begin by showing that

\begin{equation}
M_s V = V [M_t + \alpha(\cdot, 1_t)_{L^2(\mu)}] 1_t.
\end{equation}

Notice, that we can extend formula (2.1) from \(C^1_0\) to monomials by multiplying the polynomials by an appropriate cut-off function \(\eta \in C^1_0\), \(\eta \equiv 1\) on \(\text{supp } \mu \cup \text{supp } \nu\).

Let us prove (2.7) for monomials \(t^n\). For \(f \equiv 1_t\), formula (2.1) yields \(V 1_t = 1_s\). Then application of (2.1) to \(t^n\) and \(t^{n+1}\) we get for \(n \geq 1\)

\begin{align*}
(M_s V t^n)(s) &= (V M_t t^n)(s) = s(V t^n)(s) - (V t^{n+1})(s) \\
&= - \alpha \int \left[ \frac{s(t^n - t^{n+1})}{s - t} - \frac{s^{n+1} - t^{n+1}}{s - t} \right] d\mu(t) \\
&= \alpha \int t^n d\mu(t) = \alpha(t^n, 1_t)_{L^2(\mu)} 1_s.
\end{align*}

So (2.7) holds for monomials \(t^n\).

By linearity and continuity (2.7) holds on polynomials. By assumption the polynomials are dense in \(L^2(\mu)\), operator \(V : L^2(\mu) \to L^2(\nu)\) is bounded and measures \(\nu, \mu\) are bounded and of compact support. Therefore (2.7) holds as an operator from \(L^2(\mu)\) to \(L^2(\nu)\).

Denoting \(A_\alpha = M_t + \alpha(\cdot, 1_t)1_t\) we rewrite (2.7) as \(M_s V = V A_\alpha\), and take the adjoint we get \(V^* M_s = A_\alpha V^*\). So \(VV^*\) commutes with \(M_s\):

\[M_s V V^* = V A_\alpha V^* = V V^* M_s.\]

To prove the theorem in the general case we need an analogue of (2.7) with resolvents instead of the operators \(M_t\) and \(A_\alpha\), see (2.8).

First, taking a test function \(f \in C^1_0\), \(f \geq 0\), \(\|f\|_{L^2(\mu)} > 0\), and noticing that \(|(V f)(s)| \geq C/|s|\) for large \(|s|\), we can see that the boundedness of the operator \(V\) implies that \(f(1 + s^2)^{-1} d\nu(s) < \infty\).

Next, we want to show that the representation formula (2.1) holds on functions of the form \((t - \lambda)^{-1}\) for all \(\lambda \in \mathbb{C} \setminus \mathbb{R}\).

Take \(f(t) = (t - \lambda)^{-1}\). Notice that \(f \in L^2(\mu) \cap L^2(\nu)\). Consider a family of cut-off functions \(h_n, n \in \mathbb{N}\), such that \(0 \leq h_n \leq 1\), \(h_n \equiv 1\) on \([-n, n]\) and \(|h_n'(t)| \leq 1\). Then for each \(\lambda \in \mathbb{C} \setminus \mathbb{R}\) the family of functions \(\{f_n\}, f_n(t) := h_n(t)(t - \lambda)^{-1}\) satisfies the assumptions of Lemma 2.3, so the representation formula (2.1) holds for the functions \(f, f(t) = (t - \lambda)^{-1}\).

With this extension of formula (2.1) we prove an identity that is an analog to (2.7). Namely, for \(\lambda \in \mathbb{C} \setminus \mathbb{R}\) we have

\begin{equation}
V(A_\alpha - \lambda I)^{-1} = (M_s - \lambda)^{-1} V
\end{equation}

don \(L^2(\mu)\), where \(A_\alpha = M_t + \alpha(\cdot, 1_t)1_t\).

To show this, fix \(\lambda \in \mathbb{C} \setminus \mathbb{R}\). Since \(\frac{1}{s - \lambda} - \frac{1}{t - \lambda} = \frac{s - t}{(t - \lambda)(s - \lambda)}\), the representation formula (2.1) gives us

\[V(t - \lambda)^{-1}(s) = [1 + \alpha((t - \lambda)^{-1}, 1_t)] (s - \lambda)^{-1}.\]

That is

\[V(M_t - \lambda I)^{-1}1_t = [1 + \alpha((M_t - \lambda I)^{-1}, 1_t)] (M_s - \lambda I)^{-1}1_s.\]
Due to resolvent equality \((2.4)\), we get
\[ (M_s - \lambda I)^{-1}1_s = V \left[ 1 + \alpha((M_t - \lambda I)^{-1}1_t, 1_t) \right]^{-1} (M_t - \lambda I)^{-1}1_t \]
\[ = V \left[ 1 - \frac{\alpha((M_t - \lambda I)^{-1}1_t, 1_t)}{1 + \alpha((M_t - \lambda I)^{-1}1_t, 1_t)} \right] (M_t - \lambda I)^{-1}1_t \]
\[ = V(A_\alpha - \lambda I)^{-1}1_t. \]

For \(\tau \in \mathbb{C} \setminus \mathbb{R}\), we know the (usual) resolvent identity
\[ (A_\alpha - \lambda I)^{-1}(A_\alpha - \tau I)^{-1} = \left[ (A_\alpha - \lambda I)^{-1} - (A_\alpha - \tau I)^{-1} \right] (\lambda - \tau)^{-1}. \]

Combination of the latter two equations yields
\[ V(A_\alpha - \lambda I)^{-1}(A_\alpha - \tau I)^{-1}1_t = \frac{1}{(s - \lambda)} V(A_\alpha - \tau I)^{-1}1_t. \]

Identity \((2.8)\) now follows from cyclicity of \(1_t\) for \(A_\alpha\), see Lemma 2.5.

Writing identity \((2.8)\) for \(\lambda\) instead of \(\lambda\) and taking the adjoint, we have
\[ (A_\alpha - \lambda I)^{-1}V^* = V^*(s - \lambda)^{-1}. \]

Combination of \((2.8)\) and \((2.9)\) yields
\[ VV^*(M_s - \lambda I)^{-1} = (M_s - \lambda I)^{-1}VV^* \quad \forall \lambda \in \mathbb{C} \setminus \mathbb{R}, \]
i.e. \(VV^*\) commutes with the spectral measures of \(M_s\).

The second statement is a standard result in operator theory. \(\square\)

**Lemma 2.8.** Under the assumptions of Theorem 2.2, \(\text{Ker } V^* = \{0\}\).

**Proof.** Since \(\text{Ker } V^* = \text{Ker } VV^*\) and \(VV^*\) commutes with \(M_s\) (so \(VV^*\) is a multiplication operator \(M_{(\nu)}\)), the kernel \(\text{Ker } V^*\) is a spectral subspace of \(M_s\). Namely, there exists a Borel subset \(E \subset \mathbb{R}\) such that
\[ \text{Ker } V^* = \{ f \in L^2(\nu) : \chi_{\mathbb{R} \setminus E} f = 0 \}. \]

Assume \(\text{Ker } V^* \neq \{0\}\). Then \(\nu(E) > 0\). We obtain a contradiction by constructing a function \(f \in \{ f \in L^2(\nu) : \chi_{\mathbb{R} \setminus E} f = 0 \}\) such that \(f \notin \text{Ker } V^*\).

By assumption \(\text{supp } \mu\) consists of at least two points. Let \(a \in \mathbb{R}\) such that there exist \(I_1 \subset (-\infty, a), I_2 \subset (a, \infty)\) with \(\mu(I_1) > 0, \mu(I_2) > 0\). We need to consider two cases.

If \(\nu(E \cap [a, \infty)) > 0\), we can pick \(b \in \mathbb{R}\) such that \(\nu(E \cap [a, b]) > 0\). Let \(f = \chi_{E \cap [a, b]}\). Recall that \(\int (1 + s^2)^{-1} d\nu(s) < \infty\) (see proof of Lemma 2.7). Hence \(f \in L^2(\nu)\) and \(\chi_{\mathbb{R} \setminus E} f = 0\).

Take \(g \in C_0^1\) such that \(g|_{I_1} = 1\) and so that \(g\) and \(f\) have separated compact support. We have
\[ (f, Vg)_{L^2(\nu)} = \int_{E \cap [a, b]} \int_{I_1} \frac{f(s)g(t)}{s - t} d\mu(t) d\nu(s) > 0, \]
since \(\int_{I_1} \frac{g(t)}{s - t} d\mu(t) > 0\) for all \(s \in E \cap [a, b]\).

Because \((V^*f, g)_{L^2(\mu)} = (f, Vg)_{L^2(\nu)}\), we have \(f \notin \text{Ker } V^*\).

Consider the case \(\nu(E \cap [a, \infty)) = 0\). Recall \(\nu(E) > 0\). So \(\nu(E \cap (\infty, a]) > 0\) and an analogous argument yields the desired contradiction.

The assumption \(\text{Ker } V^* \neq \{0\}\) was wrong. \(\square\)

With these two lemmata, we prove the rigidity theorem, Theorem 2.2.
Proof of Theorem 2.2. Assume the hypotheses of Theorem 2.2. In particular, \( \text{Ker } V = \{0\} \).
With Lemmata 2.7 and 2.8 we have \( VV^* = M_\psi, \psi \in L^\infty(\nu) \), and it holds \( \text{Ker } V^* = \{0\} \).

Let us conclude the first statement. Since \( VV^* \geq 0 \), we have \( \psi \geq 0 \) and the existence of operator \( |V^*| = (VV^*)^{1/2} = M_{\psi^{1/2}} \).
Writing polar decomposition, we get \( V^* = \widetilde{U}|V^*| \) for some partial isometry \( \widetilde{U} \).
Note that \( h^{-1} = \psi^{1/2} \in L^\infty(\nu) \).
Taking \( U := \widetilde{U}^* = M_hV \).
It remains to show that \( U \) is a unitary operator.
We have \( \text{Ker } U = \text{Ker } V^* = \{0\} \).
Let us show surjectivity. From \( \text{Ker } V = \{0\} \) and \( h^{-1} \in L^\infty(\nu) \) it follows \( \text{Ker } \widetilde{U}^* = \{0\} \).
By definition (polar decomposition) we have that \( \text{Ran } \widetilde{U} \) is closed. So also \( \text{Ran } \widetilde{U} = [\text{Ker } \widetilde{U}^*]^{\perp} = L^2(\mu) \) and \( U \) is unitary.

Let us show the second part of the rigidity theorem, namely \( UA_\alpha = M_\alpha U \), where \( M_\alpha \) is the multiplication by the independent variable \( s \) in \( L^2(\nu) \).
Consider the case of bounded \( A \). From the proof of the first statement we extract \( U = M_{\psi^{-1/2}}V \) and \( \psi^{1/2} \in L^\infty(\nu) \).
Substitution of \( V \) into identity (2.7) yields \( M_\alpha M_{\psi^{1/2}}U = M_{\psi^{1/2}}UA_\alpha \). Because multiplication operators commute, we get the second part of the rigidity theorem for bounded operators.
The unbounded case follows in analogy using (2.8) instead of (2.7). \( \square \)

3. SINGULAR INTEGRAL OPERATORS

Functions \( f \) and \( g \) are said to be of separated compact supports, if \( \text{supp } f \) and \( \text{supp } g \) are compact sets and \( \text{dist}(\text{supp } f, \text{supp } g) > 0 \).
Let \( K(s, t) \) be a function (kernel) which is bounded on each set \( \{(s, t) : |s - t| > \varepsilon\}, \varepsilon > 0 \).
By a singular integral operator (see [9]), henceforth referred to as SIO, \( T : L^2(\mu) \to L^2(\nu) \) with kernel \( K(s, t) \) we mean a bounded operator \( T : L^2(\mu) \to L^2(\nu) \) such that for \( f \in L^2(\mu) \) and \( g \in L^2(\nu) \) with separated compact supports

\[
(Tf, g)_{L^2(\nu)} = \int \int K(s, t) f(t) \overline{g(s)} \, d\mu(t) \, d\nu(s).
\]

Notice, due to the condition of separated compact supports, the integral is well-defined.

3.1. UNITARY OPERATOR \( V_\alpha \) IS A SINGULAR INTEGRAL OPERATOR.

Lemma 3.1. Operator \( V_\alpha : L^2(\mu) \to L^2(\mu_\alpha) \) from Theorem 2.1 is a SIO with kernel \( K(s, t) = -\alpha(s - t)^{-1} \), i.e.

\[
(V_\alpha f, g)_{L^2(\mu_\alpha)} = -\alpha \int \int \frac{f(t) g(s)}{s - t} \, d\mu(t) \, d\mu_\alpha(s) \quad (3.1)
\]

for all \( f \in L^2(\mu) \) and \( g \in L^2(\mu_\alpha) \) with separated compact supports.

Proof. Formula (2.1) implies that (3.1) holds for \( f \in C_0^1 \) and \( g \in L^2(\mu_\alpha) \) if \( f \) and \( g \) have separated compact supports.
To show that the same formula holds for arbitrary \( f \in L^2(\mu) \) and \( g \in L^2(\mu_\alpha) \) with separated compact supports, let us take a compact set \( K \) such that \( \text{supp } f \subseteq K \) and \( \text{dist}(K, \text{supp } g) > 0 \) and a sequence \( \{f_n\} \) of \( C_0^1 \) functions so that \( \text{supp } f_n \subseteq K \) for all \( n \) and such that \( f_n \to f \) in \( L^2(\mu) \).
Trivially \( \lim_{n \to \infty} (V_\alpha f_n, g) = (V_\alpha f, g) \). Since \( |s - t|^{-1} \leq 1/\text{dist}(K, \text{supp } g) \) for \( t \in K, s \in \text{supp } f \), one can easily see that

\[
\lim_{n \to \infty} \int \frac{f_n(t) g(s)}{s - t} \, d\mu(t) \, d\mu_\alpha(s) = \int \frac{f(t) g(s)}{s - t} \, d\mu(t) \, d\mu_\alpha(s),
\]

which proves the lemma. \( \square \)
3.2. Cauchy transform acting $L^2(\mu) \to L^2(\mu_\alpha)$ and its regularizations. It is well-known in the theory of singular integral operators, that if a singular operator $T$ with a Calderon–Zygmund kernel $K$ is bounded on $L^2$, then the truncated operators $T_\varepsilon$, where

$$T_\varepsilon f(s) = \int_{|t-s|>\varepsilon} K(s,t) f(t) \, dt,$$

are uniformly (in $\varepsilon$) bounded. Also, this fact remains true, if instead of truncations, one considers any reasonable regularization of the kernel $K$.

However, the classical theory does not apply in our case, because we integrate with respect to the measure $\mu$ which does not satisfy the doubling condition. Moreover, even the recently developed theory, see [9], of singular integral operators on non-homogeneous spaces (i.e. with non-doubling measure) does not work here, because, first this theory works only for one weighted case (the same measure in the target space), and second, the measure $\mu$ has to satisfy a growth condition ($\mu([a-\varepsilon,a+\varepsilon]) \leq C\varepsilon$ uniformly in $a$ and $\varepsilon$).

And the measure $\mu$ appearing in our situation can be any Radon measure. So no known result about singular integrals can be applied here.

Nevertheless, it still can be shown that the following regularized operators are uniformly bounded operators acting from $L^2(\mu)$ to $L^2(\mu_\alpha)$.

Let $T_\varepsilon = (T_\mu)_\varepsilon$, $\varepsilon > 0$ be the integral operator with kernel $(s-t+i\varepsilon)^{-1}$,

$$T_\varepsilon f(s) := \int \frac{f(t)}{s-t+i\varepsilon} \, d\mu(t),$$

(3.2)

and let $\widetilde{T}_\varepsilon = (\widetilde{T}_\mu)_\varepsilon$ be the truncated operator,

$$\widetilde{T}_\varepsilon f(s) := \int_{|t-s|>\varepsilon} \frac{f(t)}{s-t} \, d\mu(t).$$

Note, it is trivial that both $T_\varepsilon$ and $\widetilde{T}_\varepsilon$ are well-defined for compactly supported $f$. It is also not hard to show - using Cauchy–Schwartz - that, if $\int (1+x^2)^{-1} \, d\mu(x) < \infty$, then the operators are well-defined for all $f \in L^2(\mu)$.

**Theorem 3.2.** Let $\mu$ and $\mu_\alpha$ be the spectral measures of $A$ and $A_\alpha$, correspondingly.

Then the regularized operators $T_\varepsilon = (T_\mu)_\varepsilon : L^2(\mu) \to L^2(\mu_\alpha)$ defined by (3.2) are uniformly bounded $\|T_\varepsilon\|_{L^2(\mu) \to L^2(\mu_\alpha)} \leq 2|\alpha|^{-1}$.

Moreover, the weak limit $T$ of $T_\varepsilon$ exists as $\varepsilon \to 0^+$, and operator $V_\alpha$ has the alternative representation

$$V_\alpha f(s) = f(s)(1 - \alpha T1) + \alpha Tf$$

(3.3)

for all $f \in L^2(\mu)$.

Finally, for any $f \in C^1_0$

$$\lim_{\varepsilon \to 0^+} (T_\varepsilon f)(s) = Tf(s)$$

$\mu_\alpha$-a.e.

**Remark.** If $1 \notin L^2(\mu)$, the function $T1$ can be defined, for example, by duality,

$$\int T1 \overline{f} d\mu_\alpha = \int \overline{T^* f} d\mu$$

---

1Calderon–Zygmund means that the kernel $K$ satisfies some growth and smoothness estimates. Without giving the definition let us only mention that $1/(s-t)$ is one of the classical examples of a Calderon–Zygmund kernel.
for all compactly supported $f \in L^2(\mu)$). Note, since $\int (1 + |x|)^{-1}d\mu(x) < \infty$, the integral $\int T^*f d\mu$ is well-defined. It is easy to see from the proof that $Tf$ coincides with $-F(x + i\varepsilon)$, $F(x + i\varepsilon) := \lim_{\varepsilon \to 0^+} F(x + i\varepsilon)$, where

$$F(z) = \int \frac{d\mu(t)}{t - z}.$$ 

Remark. For purely singular measure $\mu$ the $\mu_{\alpha}$-a.e. convergence of $T_{\varepsilon} f$ for all $f \in L^2(\mu)$ (not only for $f \in C^1_0$) was settled by Poltoratski’s Theorem in [10]. Apparently, as it came out of our communications with A. Poltoratski and other experts in this area, it is possible to prove $\mu_{\alpha}$-a.e. convergence for all $f \in L^2(\mu)$ in the general case, although it is hard to present a formal reference. However, for our purposes a simpler fact of $\mu_{\alpha}$-a.e. convergence for all $f \in C^1_0$, is sufficient.

Proof of Theorem 3.2. To prove the first statement, let $V_\alpha : L^2(\mu) \to L^2(\mu)$ be the spectral representation of $A_\alpha$ from Theorem 2.1. Using formula (2.1) it is easy to see that for all real $a$ and compactly supported $f \in C^1$ it holds

$$V_{\alpha} f(s) - e^{iax} V_{\alpha}[e^{-iaf}] (s) = \alpha \int \frac{f(t)(1 - e^{ia(s-t)})}{s - t} d\mu(t).$$

Note that the kernel $\frac{1 - e^{ia(s-t)}}{s - t}$ is bounded, so the integral is well-defined for compactly supported functions $f \in L^2(\mu)$.

Since $\|V_{\alpha}\| = 1$ and multiplication by $e^{-iax}$ is a unitary operator in $L^2(\mu)$ and $L^2(\mu_{\alpha})$, we have

$$\left\| \int \frac{f(t)(1 - e^{ia(s-t)})}{s - t} d\mu(t) \right\|_{L^2(\mu_{\alpha})} \leq 2|\alpha|^{-1}\|f\|_{L^2(\mu)}.$$ 

For $\varepsilon > 0$ we have

$$\varepsilon \int_0^\infty \frac{1 - e^{ia(s-t)}}{s - t} e^{-\varepsilon a} da = \frac{1}{s - t + i\varepsilon}$$

and $\varepsilon \int_0^\infty e^{-\varepsilon a} da = 1$. So, by averaging the integral in the left side of (3.5) over all $a \geq 0$ with weight $\varepsilon e^{-\varepsilon a}$, we get

$$\left\| \int \frac{f(t)}{s - t + i\varepsilon} d\mu(t) \right\|_{L^2(\mu_{\alpha})} \leq 2|\alpha|^{-1}\|f\|_{L^2(\mu)}$$

for compactly supported $f \in C^1$ and all $\varepsilon > 0$.

Let us show the existence of the weak limit of $T_{\varepsilon}$.

Take a convergent (in weak operator topology) sequence $T_{\varepsilon_k} \to \hat{T}$, $\varepsilon_k \to 0$, as $k \to \infty$. For $f \in C^1_0$, we have that $T_{\varepsilon} f \to Tf$ pointwise $\mu_{\alpha}$-a.e. for some operator $T$. Indeed,

$$T_{\varepsilon} f(s) = \int \frac{f(t)}{s - t + i\varepsilon} d\mu(t) = \int \frac{f(s) - f(t)}{s - t + i\varepsilon} d\mu(t) - f(s)T_{\varepsilon} 1$$

and note that the integrand on the right hand side remains bounded as $\varepsilon \to 0$ for compactly supported $C^1$ functions $f$. For the second term on the right hand side, recall that we denote by $w$ the density function of operator $A$’s spectral measure. Aronszajn–Donoghue’s theory on rank one perturbations says that $-F(\cdot + i\varepsilon) = T_{\varepsilon} 1 \to -\pi w$ a.e. with respect to the Lebesgue measure and $-F(\cdot + i\varepsilon) = T_{\varepsilon} 1 \to \alpha^{-1}$a.e. with respect to $(\mu_{\alpha})_0$ as $\varepsilon \to 0$, see e.g. [12]. So for $f \in C^1_0$ we have that $T_{\varepsilon} f \to Tf$ pointwise $\mu_{\alpha}$ almost everywhere.

Lemma 3.3 below shows that $\hat{T}f = Tf$ for all $f \in C^1_0$, so w.o.t.-lim$\varepsilon \to \infty$ $T_{\varepsilon_k} = \hat{T} = T$. 


Since the operators $T_\varepsilon$ are uniformly bounded, any sequence $\varepsilon_k \to 0$ has a subsequence $\varepsilon_{k_n}$ such that $T_{\varepsilon_{k_n}}$ converges in weak operator topology. As we discussed above this limit must be $T$. And that means w.o.t. $\lim_{\varepsilon \to 0} T_\varepsilon = T$.

Let us prove representation formula (3.3). Take $f \in C_0^1$.

By the Dominated Convergence Theorem we have

$$\left\| \int \frac{f(s) - f(t)}{s - t} d\mu(t) \right\| = \lim_{\varepsilon \to 0^+} \left\| \int \frac{f(s)}{s - t + i\varepsilon} d\mu(t) - \int \frac{f(t)}{s - t + i\varepsilon} d\mu(t) \right\|$$

for all real $s$.

From the first part of the theorem, it follows that the second integral converges weakly in $L^2(\mu_\alpha)$ and $\mu_\alpha$-a.e. to $Tf$ as $\varepsilon \to 0$.

It is an easy exercise to show that the first integral converges weakly in $L^2(\mu_\alpha)$ to $fT1 = -f(\cdot + i\varepsilon)$, and $\mu_\alpha$-a.e. convergence was shown above in the proof.

Representation (3.3) now immediately follows from (2.1). □

The lemma below is well-known. We present the proof only for the sake of completeness.

**Lemma 3.3.** Let $\eta$ be a measure. If a sequence of functions $f_n$ converges to $f$ weakly in $L^2(\eta)$ and to $g$ pointwise $\eta$-a.e., then we have $f = g$ in $L^2(\eta)$.

**Proof.** Recall that a closed convex subset of a Banach space is weakly closed (it is a simple corollary of the Hahn–Banach theorem). So we have $f \in \text{w-clos}(\text{conv}\{f_n, f_{n+1}, \ldots\}) = \text{clos}(\text{conv}\{f_n, f_{n+1}, \ldots\})$ for all $n \in \mathbb{N}$. Hence for every $n$ there exists a non-negative sequence $\{\alpha^n_k\}_{k \in \mathbb{N}}$ with $\sum_{k \geq n} \alpha^n_k = 1$ and such that $g_n = \sum_{k \geq n} \alpha^n_k f_n$ converge to $f$ in $L^2(\eta)$. Therefore, one can find a subsequence $g_{n_k}$ such that $g_{n_k} \rightarrow f$ $\eta$-a.e.

On the other hand $\lim g_{n_k}(x) = \lim g_n(x) = g(x)$, so $f = g$ $\eta$-a.e. □

### 3.3. Regularization of the Cauchy transform in the general case

The situation we considered in the previous section is very special, because measures $\mu$ and $\mu_\alpha$ are rigidly related to each other. Theorem below shows that for very general measures, a rather natural and weak assumption of boundedness implies the uniform boundedness of the regularized operators.

Let us recall that two Borel measures $\mu$ and $\nu$ are called **mutually singular** (notation $\mu \perp \nu$) if they are supported on disjoint sets, i.e. if there exist Borel sets $E$ and $F$ such that $E \cap F = \emptyset$ and $\mu(E^c) = \nu(F^c) = 0$.

**Theorem 3.4.** Let $\mu$ and $\nu$ be Radon measures on $\mathbb{R}$ such that for their singular parts $\mu_\alpha \perp \nu_\alpha$, and such that

$$\left| \int \int \frac{f(t)g(s)}{s - t} \, d\mu(t) \, d\nu(s) \right| \leq C \|f\|_{L^2(\mu)} \|g\|_{L^2(\nu)}$$

for all $f$ and $g$ with separated compact supports.

Then for all $\varepsilon > 0$

$$\|T_\varepsilon f\|_{L^2(\nu)} \leq 4C \|f\|_{L^2(\mu)} \quad \forall f \in L^2(\mu),$$

and the truncated operators $T_\varepsilon : L^2(\mu) \rightarrow L^2(\nu)$ are also uniformly bounded.

**Remark.** By a well-known Aronszajn–Donoghue theorem the singular parts of $\mu_\alpha$ and $\mu_\beta$ are mutually singular for all $\alpha, \beta \in \mathbb{R}$ with $\alpha \neq \beta$, see e.g. [12], so the above theorem can be used in the situation when $\mu$ is the spectral measure of $A$ and $\nu = \mu_\alpha$ is the spectral measure of $A_\alpha$. 

On the other hand, it is not hard to show that the uniform boundedness of $T_\varepsilon$ implies that $\mu_n \perp \nu_n$, so Theorem 3.2 gives a different proof of this Aronszajn–Donoghue theorem.

**Proof of Theorem 3.4 for $T_\varepsilon$.** Estimate (3.4) holds, if we replace function $f$ by $e^{-ia}f(t)$ and $g$ by $e^{-ia}g(s)$, $a \in \mathbb{R}$. So for all $a \in \mathbb{R}$

\[
(3.5) \quad \left| \int f(t)\overline{g(s)} \frac{1 - e^{ia(s-t)}}{s-t} d\mu(t)d\nu(s) \right| \leq 2C\|f\|_{L^2(\mu)}\|g\|_{L^2(\nu)}
\]

(again for $f$ and $g$ with separated compact supports).

Since for $\varepsilon > 0$

\[
\varepsilon \int_0^\infty \frac{1 - e^{ia(s-t)}}{s-t} e^{-\varepsilon a} da = \frac{1}{s-t+i\varepsilon}
\]

and $\varepsilon \int_0^\infty e^{-\varepsilon a} da = 1$, we get by averaging (3.5) over all $a \geq 0$ with weight $\varepsilon e^{-\varepsilon a}$ that

\[
(3.6) \quad \left| \int f(t)\overline{g(s)} \frac{1 - e^{ia(s-t)}}{s-t+i\varepsilon} d\mu(t)d\nu(s) \right| \leq 2C\|f\|_{L^2(\mu)}\|g\|_{L^2(\nu)}
\]

independent of $\varepsilon$. The lemma below shows that the estimate holds for arbitrary compactly supported functions, not necessarily with separated supports, which proves the theorem for $T_\varepsilon$.

**Lemma 3.5.** Let $\mu$ and $\nu$ be Radon measures such that $\mu_n \perp \nu_n$. Let $T : L^2(\mu) \to L^2(\nu)$ be compact.

If \( |(Tf,g)| \leq C\|f\|_{L^2(\mu)}\|g\|_{L^2(\nu)} \) for all pairs $f \in L^2(\mu)$ and $g \in L^2(\nu)$ with separated compact supports, then $\|T\| \leq 2C$.

If one restricts everything to an interval $(-R,R)$, the integral operator with kernel $1/(s-t+i\varepsilon)$ is clearly compact. So Lemma 3.5 gives the estimate \( |(T_\varepsilon f,g)| \leq 4C\|f\|_{L^2(\mu)}\|g\|_{L^2(\nu)} \) for compactly supported $f$ and $g$, which is all we need to prove Theorem 3.4.

**Proof of Lemma 3.5.** Consider first the case when $\mu$ and $\nu$ are absolutely continuous with respect to Lebesgue measure. Pick small $\delta > 0$, define functions $h_1 = 1_{[0,1/2-\delta]}$, $h_2 = 1_{[1/2,1-\delta]}$ on $[0,1)$ and extend them to 1-periodic functions on the whole real line.

For $f \in L^2(\mu)$ and $g \in L^2(\nu)$, define functions $f_n, g_n$ by

\[
f_n(t) := f(t)h_1(nt), \quad g_n(s) := g(s)h_2(ns).
\]

For each $n$, the functions $f_n, g_n$ have separated support. We claim that

\[
(3.7) \quad f_n \to (1/2-\delta)f, \quad g_n \to (1/2-\delta)g
\]

weakly in $L^2(\mu)$ and $L^2(\nu)$, respectively, and that

\[
(3.8) \quad \left\|f_n\right\|_{L^2(\mu)}^2 \to (1/2-\delta)\left\|f\right\|_{L^2(\mu)}^2, \quad \left\|g_n\right\|_{L^2(\nu)}^2 \to (1/2-\delta)\left\|g\right\|_{L^2(\nu)}^2
\]

as $n \to \infty$.

Both statements follow immediately from the fact that for arbitrary $\phi \in L^1$ (with respect to the Lebesgue measure) and for $h = h_1$ or $h = h_2$

\[
\lim_{n \to \infty} \int_\mathbb{R} \phi(t)h(nt)dt = (1/2-\delta) \int_\mathbb{R} \phi(t)dt.
\]

This fact is trivial for characteristic functions of intervals, extends by linearity for their finite linear combinations and from this dense set to all $L^1$ by $\varepsilon/3$ Theorem, since the functionals $\phi \mapsto \int_\mathbb{R} \phi(t)h(nt)dt$ are uniformly bounded.
Since $T$ is compact, the weak convergence of $f_n$ and $g_n$ implies that $(Tf_n, g_n) \to (1/2 - \delta)^2(T, g)$. Therefore

$$(1/2 - \delta)^2|(T, g)| = \lim_{n \to \infty} |(Tf_n, g_n)| \leq C \lim_{n \to \infty} \|f_n\|_{L^2(\mu)} \|g_n\|_{L^2(\nu)} = (1/2 - \delta)C \|f\|_{L^2(\mu)} \|g\|_{L^2(\nu)},$$

so $\|T\| \leq (1/2 - \delta)^{-1}C$. Since $\delta$ can be arbitrary small, the conclusion of the lemma follows.

The reasoning in the above paragraph works for general measures. So to prove lemma for the general case it is sufficient for arbitrary $f \in L^2(\mu), g \in L^2(\nu)$ to construct functions $f_n, g_n$ satisfying (3.7), (3.8) and such that for each $n$ the supports of $f_n$ and $g_n$ are separated.

Let $E$ and $F$ be disjoint Borel subsets of Lebesgue measure zero supporting singular parts of $\mu$ and $\nu$, respectively, meaning that $\mu_s(E^c) = 0, \nu_s(F^c) = 0$. Denote $G := (E \cup F)^c$.

Since Radon measures on $\mathbb{R}$ are inner regular, there exist compact subsets $E_n \subset E, F_n \subset F, G_n \subset G$ such that $\mu(E_n) \to \mu(E), \nu(F_n) \to \nu(F), \mu(G_n) + \nu(G_n) \to \mu(G) + \nu(G)$ as $n \to \infty$.

Let $f_n = f \chi_{G_n}, g_n = g \chi_{G_n}$ be “absolutely continuous” parts of $f$ and $g$, and $f_s = f \chi_E, g_s = g \chi_F$ be the “singular” parts of $f$ and $g$. Take $\delta > 0$ and define

$$f_n(t) := f_n(t)h_1(nt)X_{G_n}(t) + (1/2 - \delta)f_s(t)X_{F_n}(t),$$

$$g_n(t) := g_n(t)h_2(nt)X_{G_n}(t) + (1/2 - \delta)g_s(t)X_{F_n}(t).$$

Clearly, for each $n$ supports of $f_n$ and $g_n$ are separated.

Let us show that $f_n \to (1/2 - \delta)f$ weakly in $L^2(\mu)$. Clearly, due to absolute continuity of integral $\|f_nX_{E_n} - f_s\|_{L^2(\mu)} \to 0$ as $n \to \infty$.

Take arbitrary $k \in L^2(\mu)$. Then

$$\int \mathbb{R} f_n(t)h_1(nt)X_{G_n}(t)k(t)\,d\mu(t) \to (1/2 - \delta)(f,a)_{L^2(\mu)}$$

because, as it was discussed above $f_n(t)h_1(nt)$ converges weakly to $(1/2 - \delta)f_a$, and trivially $kX_{G_n}$ converges strongly to $k\chi_G$.

As for the norms, it is not hard to show that

$$\lim_{n \to \infty} \|f_n\|_{L^2(\mu)}^2 = (1/2 - \delta)\|f\|_{L^2(\mu)}^2 + (1/2 - \delta)^2\|f_s\|_{L^2(\mu)}^2 \leq (1/2 - \delta)\|f\|_{L^2(\mu)}^2.$$

Similarly $g_n \to (1/2 - \delta)g$ weakly in $L^2(\nu)$ and $\lim_n \|g_n\|_{L^2(\nu)}^2 \leq (1/2 - \delta)\|g\|_{L^2(\nu)}^2$.

And the same reasoning as for the absolutely continuous case completes the proof.

In order to show Theorem 3.4 for $T_\varepsilon$, we prove the necessity of an $A_2$-type condition for $T_\varepsilon$ to be uniformly bounded.

**Lemma 3.6.** Let $\mu$ and $\nu$ be Radon measures such that the operators $T_\varepsilon : L^2(\mu) \to L^2(\nu)$ are uniformly bounded. Then there exists a constant $C > 0$ such that

$$\int \mathbb{R} \frac{(\text{Im} a)}{|t - a|^2} \int \mathbb{R} \frac{(\text{Im} a)}{|t - a|^2} \leq C$$

for all $a$, $\text{Im} a > 0$. In particular $|I|^{-2}\mu(I)\nu(I) \leq C' < \infty$ for all intervals $I \neq \emptyset$.

**Proof of Lemma 3.6.** Let $b_a(x) = \frac{x}{x - a}, a \in \mathbb{C}$. Consider auxiliary operators $T_a := T_\varepsilon - M_{b_a}T_\varepsilon M_{b_a} : L^2(\mu) \to L^2(\nu)$, where $M_\varphi$ is the multiplication operator, $M_\varphi f = \varphi f$. Since $M_b$ and $M_\varphi$ are isometries, the operators $R_a$ are uniformly bounded with respect to $\varepsilon$ and $a$.

Since

$$\frac{1}{s - t + i\varepsilon} - \frac{(s - \bar{a})(t - a)}{(s - a)(s - t + i\varepsilon)(t - \bar{a})} = \frac{2i\text{Im} a(s - t)}{(s - t + i\varepsilon)(s - a)(t - \bar{a})},$$
we have for compactly supported $f \in L^2(\mu)$
\[
R_\varepsilon f(s) = \int \frac{2i \text{Im} a(s-t)f(t)}{(s-t+i\varepsilon)(s-a)(t-a)} d\mu(t).
\]

It follows from the Dominated Convergence Theorem that for compactly supported $f \in L^2(\mu)$, $g \in L^2(\nu)$
\[
\lim_{\varepsilon \to 0^+} (R_\varepsilon f, g)_{L^2(\nu)} = \iint \frac{2i(\text{Im } a)f(t)g(s)}{(s-a)(t-a)} d\mu(t) d\nu(s),
\]
so the weak limit $R_0 := \text{w.o.t.-lim}_{\varepsilon \to 0^+} R_\varepsilon$. Its norm can be easily computed (for example, the operator norm of a rank one operator coincides with its Hilbert–Schmidt norm):
\[
\int_{\mathbb{R}} \frac{2\text{Im } a}{|t-a|^2} d\mu(t) \int_{\mathbb{R}} \frac{2\text{Im } a}{|s-a|^2} d\nu(s) = \|R_0\|^2 \leq 4 \limsup_{\varepsilon \to 0^+} \|T_\varepsilon\|^2 < \infty.
\]

But that is exactly the conclusion of the theorem.

To prove the statement about intervals, take a non-empty interval $I$. Set $\text{Im } a = |I|$ and $\text{Re } a = 1/2(\sup I - \inf I)$. Integrating in (3.9) only over $I \times I$ and using that $1/|t-a| \geq 1/(2|I|)$ for $t \in I$ we get that $|I|^{-2} \mu(I) \nu(I) \leq C' < \infty$.

**Proof of Theorem 3.4 for $\tilde{T}_\varepsilon$.** To prove Theorem 3.4 for the operators $\tilde{T}_\varepsilon$ it is sufficient to show that the difference operators $T_\varepsilon - \tilde{T}_\varepsilon$ are uniformly bounded.

The difference operator is defined for compactly supported $f \in L^2(\mu)$ by
\[
(T_\varepsilon - \tilde{T}_\varepsilon)f(s) = \int K_\varepsilon(s-t)f(t)d\mu(t)
\]
where $K_\varepsilon(x) = (x+i\varepsilon)^{-1} - x^{-1} \chi_{[-\varepsilon,\varepsilon]}$. Note that the kernel $K_\varepsilon$ satisfies $|K_\varepsilon(x)| \leq \frac{\varepsilon}{x^2 + \varepsilon^2}$, so it can be majorated by a convex combination of functions $|I|^{-1} \chi_I$, \[
|K_\varepsilon(x)| \leq \sum_k c_k(\varepsilon)|I_k|^{-1} \chi_{I_k}(x) =: M_\varepsilon(x), \quad c_k(\varepsilon) \geq 0, \sum_k c_k(\varepsilon) \leq C < \infty.
\]

Clearly
\[
\left| \iint K_\varepsilon(s-t)f(t)\overline{g(s)}d\mu(t)d\nu(s) \right| \leq \iint |K_\varepsilon(s-t)f(t)| |g(s)|d\mu(t)d\nu(s).
\]

So, to prove uniform boundedness of $T_\varepsilon - \tilde{T}_\varepsilon$, it is sufficient to show that the operators $T_I : L^2(\mu) \to L^2(\nu)$ given by
\[
T_I f(s) = |I|^{-1} \int \chi_I(s-t)f(t)d\mu(t)
\]
are uniformly bounded.

To prove this uniform estimate let $\bigcup_{k \in \mathbb{Z}} J_k$ be a cover of $\mathbb{R}$ by non-intersecting half open intervals of length $|J_k| = |I|$. Let $\tilde{J}_k := J_{k-1} \cup J_k \cup J_{k+1}$.

For all $s \in J_k$, we have
\[
T_I f(s) \leq 3|\tilde{J}_k|^{-1} \int_{\tilde{J}_k} f d\mu \leq 3 \left( |\tilde{J}_k|^{-1} \int_{\tilde{J}_k} |f|^2 d\mu \right)^{1/2} \left( |\tilde{J}_k|^{-1} \mu(\tilde{J}_k) \right)^{1/2}.
\]

(The last inequality is just Cauchy–Schwartz.) So we obtain
\[
\int_{J_k} |T_I f|^2 d\nu \leq 9|\tilde{J}_k|^{-2} \mu(\tilde{J}_k) \nu(J_k) \int_{\tilde{J}_k} |f|^2 d\mu.
\]
Summing over all $k$ and taking into account that $|\tilde{J}_k|^{-2} \mu(\tilde{J}_k) \nu(J_k) \leq |\tilde{J}_k|^{-2} \mu(\tilde{J}_k) \nu(\tilde{J}_k) \leq C'$ and that each $x \in \mathbb{R}$ is covered by 3 intervals $\tilde{J}_k$, we get
\[
\int_{\mathbb{R}} |T_{\nu} f|^2 \, d\nu \leq 27 C' \int_{\mathbb{R}} |f|^2 \, d\mu. 
\]
\[\square\]

4. Absence of singular spectrum

In this section we are going to investigate the absence of the singular spectrum of the perturbed operator $A_\alpha$.

For a complex-valued Borel measure $\eta$ on $\mathbb{R}$ such that $\int |d\eta(t)| < \infty$, let
\[
K\eta(s) := \lim_{\varepsilon \to 0^+} \int \frac{d\eta(t)}{s - t + i\varepsilon}.
\]
It is a standard fact that this limit exists almost everywhere with respect to Lebesgue measure.

We will need the result below about the boundary values of the Cauchy transform of a measure, cf [4], where it was proved for the case of the unit circle. The case of the real line can be treated absolutely the same way.

**Theorem 4.1.** Let $I \subset \mathbb{R}$ be a bounded open interval. Then
\[
t\chi_{\{|K\eta|>t\} \cap I} \, dx \rightarrow 2\chi_I \, d|\eta_h| + \chi_{\partial I} \, d|\eta_h|
\]
in the weak*-sense as $t \to \infty$.

The following corollary is an immediate consequence of this theorem.

**Corollary 4.2.** If $I \subset \mathbb{R}$ is a bounded closed interval such that $\eta_h|_I \neq 0$, then there exists a $C > 0$ such that $|\{|K\eta|>t\} \cap I| \geq C/t$ for large $t$.

Assume the setting of rank one perturbations, see e.g. Section 1.1. Let
\[
F(z) = \int_{\mathbb{R}} \frac{d\mu(x)}{x - z}, \quad F_\alpha(z) = \int_{\mathbb{R}} \frac{d\mu_\alpha(x)}{x - z}
\]
where $\text{Im} \, z > 0$, $\mu$ and $\mu_\alpha$ are the spectral measures of $A$ and $A_\alpha$, respectively.

By the well-known Aronszajn–Krein formula $F_\alpha = F/(1 + \alpha F)$. It is also well-known that $\text{Im} \, K\nu = \lim_{x \to 0^+} \text{Im} \, F(x + i\varepsilon) = w(x)$ a.e. with respect to Lebesgue measure ($w$ is the density of the absolutely continuous part of $\mu$) and similarly for $F_\alpha$.

Since
\[
\text{Im} \, F_\alpha = \text{Im} \left( \frac{f}{1 + \alpha F} \right) \leq \frac{\text{Im} \, F}{|1 + \alpha F|^2} \leq \frac{1}{|\alpha|^2} \frac{1}{\text{Im} \, F},
\]
we can conclude that the density $w_\alpha$ of the absolutely continuous part of $\mu_\alpha$ satisfies
\[
w_\alpha \leq \frac{1}{\pi^2 |\alpha|^2} \frac{1}{w}.
\]
Combining this with Corollary 4.2 one immediately get the following proposition.

**Proposition 4.3.** Let for a bounded closed interval $I$
\[
|\{x \in I : 1/w(x) > t\}| = o(1/t), \quad t \to +\infty.
\]
Then for all $\alpha \in \mathbb{R}$, $\alpha \neq 0$ the measures $\mu_\alpha$ do not have singular part on $I$. 
The above reasoning is probably well-known to specialists. We have learned it from E. Abakumov (personal communication).

Using the fact about uniform (in \( \varepsilon \) not in \( \alpha \)) boundedness of the operators \( T_\varepsilon = (T_\mu)_\varepsilon : L^2(\mu) \to L^2(\mu_\varepsilon) \) we can get a stronger result in this direction.

For a bounded interval \( I \) and a weight \( w \), define the distribution function \( D_w = D_{w,I}(t) := |\{x \in I : w(x) < t\}| \) of \( w|_I \). Consider its inverse function, the increasing rearrangement \( w^* = w^*_I \) of \( w|_I \), i.e. \( w^* = (D_w)^{-1} \).

**Lemma 4.4.** Let \( \mu \) and \( \nu \) be Radon measures on \( \mathbb{R} \) such that the operators \( T_\varepsilon = (T_\mu)_\varepsilon : L^2(\mu) \to L^2(\nu) \),

\[
T_\varepsilon f(s) = \int_{\mathbb{R}} \frac{f(t)}{s - t + i\varepsilon} \, d\mu(t),
\]

are uniformly (in \( \varepsilon \)) bounded, and let \( d\mu = vdt + d\mu_w \) be the Lebesgue decomposition of the measure \( \mu \). Assume that for a bounded closed interval \( I \) the increasing rearrangement \( w^* = w^*_I \) of \( w|_I \) satisfies

\[(4.1) \int_0^\varepsilon x^{-2} w^*(x) \, dx = \infty \]

for some (all) \( \varepsilon > 0 \).

Then the measure \( \nu \) does not have the singular part on \( I \).

**Lemma 4.5.** Condition (4.1) can equivalently be expressed in terms of the distribution function \( D_w = D_{w,I} \) as

\[(4.2) \int_0^\delta \frac{1}{D_w(y)} \, dy = \infty. \]

**Proof.** If \( w^*(x) \geq cx \), then \( D_w(y) \leq Cy \) and both (4.1) and (4.2) are satisfied. So it is sufficient to consider the case when \( \lim w^*(\varepsilon_n)/\varepsilon_n = 0 \) for some sequence \( \varepsilon_n \to 0^+ \).

Denoting \( y = w^*(x) \), so \( x = D_w(y) \), and integrating by parts, we get

\[
\int_{\varepsilon_n}^\varepsilon x^{-2} w^*(x) \, dx = - \int_{\varepsilon_n}^\varepsilon w^*(x) \, d(1/x) = -w^*(x)/x \bigg|_{\varepsilon_n}^{\varepsilon} + \int_{\delta_n}^{\delta} x^{-1} \, dy,
\]

where \( \delta = w^*(\varepsilon) \), \( \delta_n = w^*(\varepsilon_n) \). Taking limit as \( n \to \infty \) we can see that the conditions (4.1) and (4.2) are equivalent. \( \square \)

**Remark.** Condition (4.1) is satisfied if for small \( x \), \( w^*(x) \geq x \), or if \( w^*(x) \geq cx \ln^{-p}(1/x) \), \( p < 1 \), or even if

\[
w^*(x) \geq cx / \left[ (\ln 1/x)(\ln \ln 1/x) \ldots (\ln \ln \ldots \ln 1/x)^{\underbrace{m \text{ times}}} \right] ^{\underbrace{m+1 \text{ times}}} \]

\((p < 1)\).

Similarly, (4.2) holds if for \( p < 1 \) and \( t \to \infty \)

\[
|\{x \in I : 1/w(x) > t\}| \leq C t^{-1} (\ln t)(\ln \ln t) \ldots (\ln \ln \ldots \ln t)^{\underbrace{m \text{ times}}} \right] ^{\underbrace{m+1 \text{ times}}} \]

**Proof of Lemma 4.4.** Since \( (T_\mu)_\varepsilon^* = -(T_\nu)_\varepsilon \), the operators \( (T_\nu)_\varepsilon : L^2(\nu) \to L^2(\mu) \) are uniformly bounded, and therefore they are uniformly bounded as operators \( L^2(\nu) \to L^2(w) \). Therefore we can pick subsequence \( (T_\nu)_{\varepsilon_k}, \varepsilon_k \to 0^+ \) which converges in the weak operator topology of \( B(L^2(\nu), L^2(w)) \).
Since for any $f \in L^2(\nu)$ the Cauchy integral $Kf\nu$ exists a.e. with respect to Lebesgue measure\(^2\), Lemma 3.3 implies that the corresponding weak limit is the operator $f \mapsto Kf\nu$.

Since this operator is clearly bounded, applying it to $f = \chi_I$, we get

$$\int_I |K\nu_1|^2 w(x)dx \leq \int_{\mathbb{R}} |K\nu_1|^2 w(x)dx \leq C\|\chi_I\|_{L^2(\nu)}^2 = C\nu(\chi_I),$$

where $d\nu_1 = \chi_I d\nu$.

Using the distribution function we get that

$$\int_I |K\nu_1|^2 w(x)dx = \int_0^\infty 2t \int_{\{|K\nu_1| > t\} \cap I} w(x) dx dt.$$

Let us assume that $\nu$ has a nontrivial singular part on $I$, i.e. that $\nu_1$ has a nontrivial singular part. By Corollary 4.2, we have $\{(|K\nu_1| > t) \cap I\} \geq C/t > 0$ for all sufficiently large $t$ ($t \geq A$ for some $A > 0$).

Let $L = \{(|K\nu_1| > t) \cap I\}$. Since $C/t \leq L$ for $t \geq A$, we have

$$\int_0^{C/t} w^*(x)dx \leq \int_0^{L} w^*(x)dx \leq \int_{\{|K\nu_1| > t\} \cap I} w(x) dx.$$

Multiplying this inequality by $2t$ and integrating we get

$$\int_A^\infty 2t \int_0^{C/t} w^*(x)dx dt \leq \int_A^\infty 2t \int_{\{|K\nu_1| > t\} \cap I} w(x) dx dt$$

$$\leq \int_0^\infty 2t \int_{\{|K\nu_1| > t\} \cap I} w(x) dx dt$$

$$= \int_I |K\nu_1|^2 w(x)dx \leq C\nu(\chi_{\text{clos} I}) < \infty.$$

Using Tonelli's theorem to change the order of integration, we can write the left side as

$$\int_A^\infty 2t \int_0^{C/t} w^*(x)dx dt = \int_0^{C/A} [(C/x)^2 - A^2] w^*(x)dx.$$

Clearly $\int_0^{C/A} w^*(x)dx < \infty$. So combining (4.3) and (4.4), we get that if the measure $\nu_1$ has a non-trivial singular part, then

$$\int_0^\varepsilon x^{-2}w^*(x)dx < \infty,$$

where $\varepsilon = C/A$. \hfill \square

Let $A_\alpha = A + \alpha(\cdot, \varphi)\varphi$ be the family of rank one perturbations of the operator $A$ as described in Section 1.1, and let $\mu_\alpha$ be their spectral measures (corresponding to $\varphi$), $\mu = \mu_0$ being the spectral measure of $A$.

Theorem below is an immediate corollary of Lemma 4.4.

**Theorem 4.6.** Let $d\mu = wdt + d\mu_w$ be the Lebesgue decomposition of the spectral measure $\mu = \mu^\varphi$.

If for a bounded closed interval $I$ the distribution function $D_w = D_{w,I}$ satisfies (4.2) (equivalently, its inverse $w^*$ satisfies (4.1)), then for all $\alpha \in \mathbb{R} \setminus \{0\}$ operator $A_\alpha$ has empty singular spectrum on $I$.

\(^2\)It is not difficult to show that under assumptions of the lemma $\int \frac{|f(t)|d\nu(t)}{1+|t|} < \infty$, but one does not need to show that, because in the proof it is sufficient to consider only compactly supported $f$. 

Let us state a similar result that incorporates the averages of the spectral measures into the hypothesis.

**Theorem 4.7 (Averaged condition).** For a finite Borel measure \( \sigma \) on \( \mathbb{R} \), define the average spectral measure \( \tau = \int \mu_\beta d\sigma(\beta) \), and let \( \tau = \omega d\tau + \tau_s \) be its Lebesgue decomposition.

Let \( E := \{ \alpha \in \mathbb{R} : \int \frac{d\sigma(\beta)}{|\alpha - \beta|^2} < \infty \} \).

If for a bounded closed interval \( I \) the distribution function \( D_w = D_{w,I} \) satisfies (4.2), then for all \( \alpha \in E \) (in particular, for all \( \alpha \) outside of the closed support of \( \sigma \)) operator \( A_\alpha \) has empty singular spectrum on \( I \).

**Proof.** To apply Lemma 4.4, we need to show that for each \( \alpha \in E \) the operators \( T_\varepsilon = (T_\tau)_\varepsilon : L^2(\tau) \to L^2(\mu_\alpha) \) are uniformly bounded. Take \( f \in L^2(\tau) \) and \( g \in L^2(\mu_\alpha) \) and estimate

\[
\left| \left( (T_\tau)_\varepsilon f, g \right)_{L^2(\mu_\alpha)} \right| = \left| \int \int \frac{f(t)g(s)}{s - t + i\varepsilon} d\tau(t)d\mu_\alpha(s) \right|
\]

\[
= \left| \int \int \int \frac{f(t)g(s)}{s - t + i\varepsilon} d\mu_\beta(t)d\mu_\alpha(s)d\sigma(\beta) \right|
\]

\[
\leq \int \| f \|_{L^2(\mu_\beta)} \| g \|_{L^2(\mu_\alpha)} |\alpha - \beta|^{-1} d\sigma(\beta)
\]

\[
\leq \| g \|_{L^2(\mu_\alpha)} \left( \int \frac{d\sigma(\beta)}{|\alpha - \beta|^2} \right)^{1/2} \left( \int \| f \|_{L^2(\mu_\beta)}^2 d\sigma(\beta) \right)^{1/2}.
\]

Note that the last factor on the right hand side is equal to \( \| f \|_{L^2(\mu)} \sigma(\mathbb{R}) \) and recall that \( \int \frac{d\sigma(\beta)}{|\alpha - \beta|^2} \leq C < \infty \). \( \square \)

5. Some Examples

Theorem 4.6 can be used to construct examples of rank one perturbations with weird behavior. Consider first an abstract situation.

5.1. Friedrichs model. Let \( \mu \) be a finite Borel measure supported on a finite closed interval \( I \), and let \( d\mu = wdt + d\mu_s \) be its Lebesgue decomposition. Let operator \( A \) be the multiplication \( M_t \) by the independent variable \( t \) in \( L^2(\mu) \).

Let the density \( w \) on the interval \( I \) satisfy condition (4.2). Assume also that the closed support of \( \mu_s \) coincides with \( I \). Then, first of all, by Theorem 4.6, the perturbed operators \( A_\alpha := A + \alpha (\cdot, 1)1 \) have no singular spectrum on \( I \) for all \( \alpha \neq 0 \). Of course, an eigenvalue outside of \( I \) can appear.

Second, the density \( w_\alpha \) of the spectral measure \( \mu_\alpha \) of \( A_\alpha \) is highly irregular: It fails to satisfy condition (4.2) on any subinterval of \( I \).

Indeed, one can write \( A = A_\alpha - \alpha (\cdot, 1)1 \). Since the close support of the singular part of \( \mu_\alpha \) is the whole interval \( I \), condition (4.2) must fail for all its subintervals.

If we consider perturbations \( A_{\alpha_0} + \alpha (\cdot, 1)1 \) of the operator \( A_{\alpha_0} \), \( \alpha_0 \neq 0 \), then we get a family of rank one perturbations for which the singular spectrum appears at exactly one value of the parameter \( \alpha \) (\( \alpha = -\alpha_0 \)).

If the condition (4.2) holds for any subinterval \( J \subset I \), then we can conclude that all perturbations \( A_\alpha \) have no singular spectrum in the interior of \( I \) (atoms can appear at the endpoints).
5.2. Jacobi matrices. The same reasoning as above in Section 5.1 can be applied to Jacobi matrices. By a Jacobi matrix we refer to a semi-infinite tridiagonal matrix of the form

\[
T := \begin{pmatrix}
  b_1 & a_1 & 0 & \cdots & \cdots & \\
  a_1 & b_2 & a_2 & 0 & \cdots & \\
  0 & a_2 & b_3 & a_3 & 0 & \cdots \\
  \vdots & \cdots & \cdots & \cdots & \cdots & \ddots
\end{pmatrix}
\]

where \(a_n > 0, b_n \in \mathbb{R}\) for all \(n \in \mathbb{N}\). The free Jacobi matrix \(T_0\), is the Jacobi matrix with \(b_n = 0\) and \(a_n = 1\) for all \(n \in \mathbb{N}\). We assume also that \(\sup_n |a_n| + |b_n| < \infty\), so a Jacobi matrix can be viewed as a bounded operator on \(\ell^2 = \ell^2(\mathbb{N})\) (the Jacobi operator).

As it is well-known, see e.g. [3], that there is a one-to-one correspondence between compactly supported Borel measures on \(\mathbb{R}\) satisfying the normalization condition \(\mu(\mathbb{R}) = 1\) and bounded Jacobi operators. Namely, any such measure is the spectral measure (corresponding to the cyclic vector \(e_1\)) of the corresponding Jacobi matrix; here \(\{e_n\}_{n=1}^\infty\) is the standard basis in \(\ell^2\).

So all that was said above in Section 5.1 about perturbations of multiplication operator can be trivially said about perturbations \(T_\alpha\) of a Jacobi matrix \(T\), \(T_\alpha = T + \alpha(\cdot, e_1)e_1\); note that \(T_\alpha\) is obtained from \(T\) by replacing the entry \(b_1\) in the Jacobi matrix by \(b_1 + \alpha\).

What is more interesting, the same can be said about Jacobi matrices that are Hilbert–Schmidt perturbations of the free Jacobi matrix, i.e. about Jacobi matrices such that

\[
\sum_{n=1}^\infty (a_n - 1)^2 + b_n^2 < \infty.
\]

In [6] a complete description of spectral measures of such matrices was obtained.

**Theorem 5.1.** (Killip–Simon [6]) Let \(J\) be a Jacobi matrix and \(\mu\) be the corresponding spectral measure (corresponding to the vector \(e_1\)).

Operator \(T - T_0\) is Hilbert–Schmidt if and only if all four conditions hold

1. **Blumenthal–Weyl:** \(\operatorname{supp} \, d\mu = [-2, 2] \cup \{\lambda^+_j\} \cup \{\lambda^-_j\}\), where \(\{\lambda^+_j\}\) denote the sequences of eigenvalues of \(J\) in \(\mathbb{R} \setminus [-2, 2]\) and \(\lambda^+_j > \lambda^+_2 > \ldots > 2\) and \(\lambda^-_1 < \lambda^-_2 < \ldots < -2\),

2. **Lieb–Thirring:** \(\sum_j (\lambda^+_j - 2)^{3/2} + \sum_j (\lambda^-_j + 2)^{3/2} < \infty\),

3. **Quasi-Szegö:** \(\int_0^\pi (4 - t^2)^{1/2} \log(w(t)) \, dt > -\infty\), where \(w\) is the density function of \(\mu\), i.e. \(d\mu = w \, dt + \, d\mu_0\),

4. **Normalization:** \(\mu(\mathbb{R}) = 1\).

It is easy to see, that one can construct a measure \(\mu\) satisfying all four conditions of Theorem 5.1, and such that condition (4.2) is satisfied for the interval \([-2, 2]\). So, the reasoning of the previous subsection applies to this case and the perturbations \(T_\alpha\) of \(T\) have no singular spectrum on \([-2, 2]\). Considering perturbations of \(T_{\alpha_0}\), \(\alpha_0 \neq 0\), one comes up with the example of a family of rank one perturbations \(T_{\alpha_0} + \alpha(\cdot, e_1)e_1\) such that the singular spectrum on \(\sigma_{\text{ess}}(T)\) appears only for one value of \(\alpha\). Note, operator \(T_{\alpha_0}\) is a Hilbert–Schmidt perturbation of the free Jacobi matrix.

5.3. **Schrödinger operators.** The same idea as in Section 5.1 can be applied to (half-line) Schrödinger operators \(H := -\frac{d^2}{dx^2} + V\) with \(L^2\) potentials \((V \in L^2(\mathbb{R}_+))\) on \(L^2(\mathbb{R}_+), \mathbb{R}_+ := (0, \infty)\).

Let us recall that for a formal differential operator \(H = H_V = -\frac{d^2}{dx^2} + V\) on \(\mathbb{R}_+, V \in L^2(\mathbb{R}_+)\) one can define a family of self-adjoint operators \(H_{\vartheta}\) on \(L^2(\mathbb{R}_+)\) defined by the boundary
condition at 0; these operators differ by their respective domains,
\[ D(H_\vartheta) = \{ u \in L^2(\mathbb{R}^+) : u, u' \text{ are locally absolutely continuous,} \]
\[ u(0) \cos(\vartheta) + u'(0) \sin(\vartheta) = 0 \quad \text{for } 0 \leq \vartheta < \pi, \quad H_\vartheta u \in L^2(\mathbb{R}^+) \}. \]

Note that \( \vartheta = 0 \) corresponds to the Dirichlet boundary condition and \( \vartheta = \pi/2 \) corresponds to the Neumann boundary condition. Recall that if \( V \in L^2(\mathbb{R}^+) \), then \( H \) is limit point, see e.g. [8], meaning that Dirichlet boundary conditions (and so the boundary conditions for \( H_\vartheta \)) define a self-adjoint operator.

A recent theorem of Killip and Simon [5] gives a complete description of spectral measures of Schrödinger operators with \( L^2 \) potentials (with Dirichlet boundary condition). Without stating Killip–Simon theorem here, we will only mention that it is not hard to construct a measure \( \mu \) satisfying the conditions of this theorem and such that its weight \( w \) satisfies condition (4.2) for all bounded intervals \( I \subset [0, \infty) \). Moreover, it is not hard to show that the singular part of \( \mu \) can be essentially arbitrary, i.e. given a singular Radon measure \( \tau \) on \( \mathbb{R}_+ \) one can find \( \mu \) satisfying the conditions of the Killip–Simon theorem and such that the singular part \( \mu_o \) of \( \mu \) is mutually absolutely continuous with \( \tau \) (and the density \( w \) satisfies (4.2)).

It is well-known that the Schrödinger operators with mixed boundary conditions are viewed as self-adjoint rank one perturbations of the Schrödinger \( H_0 \) operator with Dirichlet boundary conditions.

Unfortunately, our results cannot be applied directly, because to get from the \( H_0 \) to \( H_\vartheta \) the perturbation should be written as \( H_0 + \alpha(\vartheta)(\cdot, \delta'_0)\delta'_0 \), where \( \delta'_0 \) is the derivative of delta function at zero. The spectral measure, which is traditionally defined via the Weil \( M \)-function, is also the spectral measure with respect to \( \delta'_0 \). But vector \( \delta'_0 \) is not in \( \mathcal{H}_{-1}(H_0) \), one can only prove that it is in \( \mathcal{H}_{-2}(H_0) \). However, there is a simple workaround: one just needs to consider resolvents.

Namely, fix \( \vartheta \) and consider \( \lambda < 0 \) which is not an eigenvalue of \( H_0 \) or \( H_\vartheta \). Then the difference of the resolvents can be formally written as
\[
(H_\vartheta - \lambda I)^{-1} = (H_0 - \lambda I)^{-1} + \alpha(\vartheta)(\cdot, (H_0 - \lambda I)^{-1}\delta'_0)(H_0 - \lambda I)^{-1}\delta'_0
\]
where \( \alpha(\vartheta) = \alpha(\vartheta)/[1 + \alpha(\vartheta)((A - \lambda I)^{-1}\delta'_0, \delta'_0)] \). The fact that the difference of resolvents is a rank one operator follows from the standard theory of differential operators, and knowing the resolvent one defines the operator. Thus one can avoid rather complicated construction of rank one perturbations with \( \varphi \in \mathcal{H}_{-2} \). This case is described, for example, in [1].

The spectral measure \( \nu \) of the resolvent \( (H_0 - \lambda I)^{-1} \) can be easily computed from the spectral measure \( \mu \) of \( H_0 \), and it is clear that if the density of \( \mu \) satisfies the assumption (4.2) on any subinterval \( I \subset [0, \infty) \), then the density of \( \nu \) satisfies the same condition (4.2) for any subinterval of \( (0, -1/\lambda) \).

So, one can apply Theorem 4.6 to the resolvents. In doing so one can obtain all the phenomena discussed in Section 5.1. For example, one can get \( H = -\frac{d^2}{dx^2} + V, \ V \in L^2(\mathbb{R}_+) \) such that \( H_0 \) (Dirichlet boundary conditions) has dense in \( \mathbb{R}_+ \) singular spectrum, but for all other boundary conditions the operators \( H_\vartheta \) have no singular spectrum on \( \mathbb{R}_+ \). And the density of the spectral measure of \( H_\vartheta \) will exhibit some weird behavior: In particular, it will not satisfy condition (4.2) on any bounded subinterval of \( \mathbb{R}_+ \).
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