Vicinage effect in the energy loss of H₂ dimers: Experiment and calculations based on time-dependent density-functional theory
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We present a combined theoretical and experimental study of the energy loss of H₂⁺ molecular ions interacting with thin oxide and carbon films. As a result of quantum mechanical interference of the target electrons, the energy loss of a molecular projectile differs from the sum of the energy losses of individual atomic projectiles. This difference is known as the vicinage effect. Calculations based on the time-dependent density functional theory allow the first-principles description of the dynamics of target excitations produced by the correlated motion of the nucleons forming the molecule. We investigate in detail the dependence of the vicinage effect on the speed and charge state of the projectile and find an excellent agreement between calculated and measured data.
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I. INTRODUCTION

The study of the stopping processes of light projectiles in matter is essential not only for a basic understanding of particle-solid interactions but also for many applied fields of research, such as plasma physics [1,2], medical therapies [3–5], and radiation damage [6]. The transfer of energy from the incident projectile to the electrons of the target is a very complex problem in which phenomena such as dynamic screening and charge transfer processes have to be considered. Despite this inherent intricacy, the energy loss of a single charged particle in matter is now reasonably well understood. The same situation for a cluster of incident particles, however, requires more detailed investigation.

In the pioneering work of Brandt et al. [7], it was shown that the energy loss of an ionic cluster is different from the sum of the energy losses of its individual constituents. In other words, there is an interference among the interactions of the different cluster components with the electrons of the target [8], which is often called the vicinage effect [9–16]. From an experimental point of view, the vicinage effect is usually quantified by measuring a stopping power ratio, i.e., the ratio between the stopping power of the cluster or molecule and the sum of the stopping powers of its constituents [17–20].

For sufficiently high projectile energies, the stopping power can be evaluated through linear theory [9,21], which yields very reasonable results. At very low energies, static density functional theory (DFT) can be used to calculate the stopping through the scattering formalism [22,23]. In between these two cases, however, in the regime of intermediate velocities, the accurate description of the energy loss process is much more involved because quasistatic or perturbative approximations break down even for unit-charge projectiles. Only recently, with advances in time-dependent density functional theory (TDDFT), a fully ab initio evaluation of the electronic stopping power has become possible for atomic projectiles [24–27].

In this work, we take further advantage of this methodology to analyze the subtle interference effects arising in the energy loss of molecular projectiles moving through matter. We use a real-time propagation approach [28–30] that allows us to calculate the energy loss in the whole range of projectile velocities and provides a very intuitive picture of the complex many-body processes involved. We combine our theoretical results with experimental measurements of the stopping ratio of molecular hydrogen ions interacting with SiO₂, Al₂O₃, and C thin films. The comparison between accurate calculations and empirical information provides a most distinctive image of the vicinage effect in condensed matter.

II. METHODS

A. Theoretical model

We are interested in finite-size systems for which the time scale of the interaction is relatively short and there is no appreciable variation in the internuclear distance among the constituents of the incident projectile. This is realized by the present experimental conditions of H dimers impinging on ultrathin films. In our theoretical treatment, we apply the Kohn-Sham (KS) scheme of TDDFT to calculate the energy loss of the molecular projectile colliding with a spherical cluster representing the target. A sketch of the system is shown in Fig. 1. The distance between the two protons in the dimer is fixed and equals \( d = 2 \) a.u., corresponding to the equilibrium bond length of H₂⁺ in the gas phase. The velocity \( v \) of the projectiles is kept constant during the time evolution. The angle \( \Theta \) between the axis connecting the two protons and the direction of motion determines the orientation of the dimer.
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The time evolution of the electronic density of the system during the collision process is obtained by solving time-dependent KS equations [31]:

$$i \frac{\partial}{\partial t} \psi_j(r,t) = [T + V_{\text{eff}}(r,t)]\psi_j(r,t). \quad (1)$$

The effective potential includes four terms, $V_{\text{eff}}(r,t) = V_{\text{ext}}(r,t) + V_{\text{H}}(r,t) + V_{\text{xc}}(r,t) + V_{\text{p}}(r,t)$, where $V_{\text{ext}}$ is the external potential created by the cluster positive background, $V_{\text{H}}$ is the Hartree potential created by the electronic density, and $V_{\text{xc}}$ is the exchange-correlation potential of Gunnarson and Lundqvist (GL) [32] within the adiabatic local density approximation (ALDA). Finally, $V_{\text{p}}(r,t)$ is the potential of the projectile (created by one or two protons depending on the problem). The time-dependent electron density is given by $n(r,t) = \sum_{j=\text{occ}} |\psi_j(r,t)|^2$, where the sum runs over all occupied KS orbitals $\psi_j(r,t)$. The details of similar time-dependent calculations can be found elsewhere [28–30,33].

Note, however, that in the present case the three-dimensional (3D) problem is considered in cylindrical coordinates $(r = \rho, \phi, z)$ because of the reduced symmetry.

The initial condition for the time propagation of the KS orbitals $\psi_j(r,t=0)$ is set by the KS orbitals of the unperturbed projectile and target at large separations prior to the collision. To this end, the ground state of the hydrogen dimer and that of the cluster are calculated separately within the density functional theory (DFT) [34] in the local density approximation (LDA) with GL exchange-correlation potential. The KS equations [35] are solved self-consistently. The cluster is represented in the spherical jellium model (SIM) [36] defined by the Wigner-Seitz radius $r_s$ and the cluster radius $R_{\text{cl}}$. Thus, we represent each experimental target by a given experimental projectile, $E_{\text{loss}}(v, \theta_1)$ for different initial charge states for (a) hydrogen atom; (b) hydrogen dimer in parallel orientation; and (c) hydrogen dimer in perpendicular orientation. Results are shown for fully ionized (● and *, partially ionized (▲) and neutral (◇) species.

The stopping power, $S$, as a function of the projectile energy for the hydrogen in different initial charge states for (a) hydrogen atom; (b) hydrogen dimer in parallel orientation; and (c) hydrogen dimer in perpendicular orientation. Results are shown for fully ionized (● and *), partially ionized (▲) and neutral (◇) species.

Theoretical results are shown for different cluster sizes, with $N = 338$, $R_{\text{cl}} = 5.75 \text{ Å}$ and $N = 1038$ electrons ($R_{\text{cl}} = 8.37 \text{ Å}$), we have obtained [see Fig. 1(b) and 1(c)] that the calculated $S$ and $R$ values converged to better than 1% for both clusters. This implies that the results are representative of the bulk processes both for theory and experiment since the ingoing and outgoing trajectory path, as well as the surface crossing, gives only a small contribution [24]. Moreover, this indicates that the energy loss process, as well as the correlation between nucleons, is determined by the short-range rearrangements of the electron density and that the electron wake potential at this scale is very similar for small finite-size objects and for an infinite solid. In what follows, the theoretical results will be shown for the cluster with $N = 338$ electrons ($r_s = 1.56 \text{ a.u.}$ is used in the calculations).
B. Experimental procedure

Thin films with similar $r_s$ values (Al$_2$O$_3$ and C, $r_s = 1.6$ a.u.) were used to measure the vicinage effect. Results for a SiO$_2$ target ($r_s = 1.56$ a.u.) previously published in Ref. [18] will be shown as well. The C film was deposited via filtered cathodic vacuum arc (FCVA) [37] on Si (100) with a native film of SiO$_2$ on the top. The Al$_2$O$_3$ film was deposited above a carbon substrate via RF magnetron sputtering (AJA Orion-8). In these experiments, only films thinner than 50 Å were used. The films were mounted on a three-axis goniometer of the Medium Energy Ion Scattering (MEIS) facility at the Ion Implantation Laboratory (LII), at UFRGS. The chamber containing the samples was connected to a 500-kV electrostatic accelerator manufactured by HVEE, which provided a stable H$^+$ and H$_2^+$ beam with energies from 50 up to 200 keV/amu, with current between 5 and 20 nA along the sample normal. The backscattered H$^+$ ions emerging from the target were analyzed using a toroidal electrostatic analyzer (TEA) mounted at 120 deg with respect to the beam direction. The TEA angular aperture is 24 deg and each angle bin corresponds to 0.08 deg. The overall energy resolution of the system is 300 eV for 100 keV H$^+$ beam. The two-dimensional (2D) map of ion scattering intensities as a function of scattered energy and angle was then analyzed using the procedure described in Refs. [18,38].

III. RESULTS AND DISCUSSION

When studying the interaction of projectiles with matter it is important to take into account the charge state of the projectile [9,39]. Once the energetic hydrogen ion H$_2^+$ enters the solid, it may get stripped of its bound electron and dissociate (due to the so-called Coulomb explosion) after passing the very first atomic layer [40,41]. Since in our case the target material is a thin film of less than 50 Å, the distance between the fragments to dissociate does not increase significantly and the two fragments move together. This justifies the use of a fixed distance between the protons in the dimer in our calculations.

There are three possible charge states for the molecule, H$_2^0$, H$_2^+$, and H$_2^{2+}$, and two possible charge states, H$^0$ and H$^+$, for the atom moving inside the solid. To access the role of the charge state of the projectile in the dynamic screening, energy loss, and vicinage effect we performed calculations of the stopping power for neutral and ionic projectiles impinging at the cluster. The corresponding results are shown in Fig. 2 for incident atoms and molecules. In the latter case, two orientations of the hydrogen dimer, parallel ($\Theta = 0^\circ$) and perpendicular ($\Theta = 90^\circ$) to the direction of motion, have been considered. As the main observation from Fig. 2, the stopping power shows a pronounced charge-state dependence in particular for swift projectiles. As the projectile charge increases, the friction force gets stronger and the stopping power maximum is shifted to higher projectile energies. As for the hydrogen dimer, along with the charge state, the stopping power also depends on the orientation of the molecular axis, which is one of the consequences of the vicinage effect, as we discuss further in this paper.

The charge-state dependence of the calculated stopping power decreases for low projectile energies and nearly falls on a unique curve below 40 keV per nucleon. This indicates that the total electron density around the projectile is very similar once inside the spherical nanocluster, i.e., the memory on the initial charge state is lost. Indeed, owing to the fast electron capture and loss processes, one would expect that the equilibrium charge state should be promptly reached by the projectile moving within the electron gas. For hydrogen projectiles interacting with a solid, this equilibrium charge state is known to be strongly energy dependent. Both for atomic and molecular hydrogen at energies above 40 keV, the fully ionized fractions dominate, reaching 100% at about 200 keV. Below 40 keV, the neutral fractions dominate [40,42]. The discussion above leads to the conclusion that irrespective of the initial charge state, similar stopping powers should be found within a broad energy range. Figure 2 shows that in our TDDFT calculations this is only the case for low energies where ionized projectiles become neutralized via electron capture. At high energies, neutral projectiles do not reach the ionized state. This inaccuracy in our calculation is partially due to the small size of the cluster and thus to a too short interaction time, as well as to the intrinsic flaws of standard local and semilocal exchange-correlation terms to properly describe the electron ionization processes.

At low energies, the most relevant initial charge states from the experimental point of view are the neutral H atom and the neutral H$_2$ molecule. Taking into account, however, that at low energies the equilibrium charge state is reached in present TDDFT calculations and the stopping powers for both neutral and fully ionized projectiles are the same (Fig. 2), the most reasonable choice is to use H$^+$ and H$_2^{3+}$ as projectiles in our calculations for the whole range of energies considered.

In Fig. 3, we compare the calculated and measured stopping power ratio as a function of the incident kinetic energy for
the hydrogen dimer interacting with SiO\textsubscript{2}, Al\textsubscript{2}O\textsubscript{3}, and C. Because of the similarity of the Wigner-Seitz parameter \(r_s\) for these different materials, only the TDDFT data for \(r_s = 1.56\) (relevant for SiO\textsubscript{2}) are shown in the figure. The results for \(r_s\) values corresponding to alumina and carbon are very similar, as can be also inferred from the experimental data. Once averaged over all possible orientations of the dimer, the theoretical result closely matches the experimental data in the absolute value and in the energy of the transition from negative \(R < 1\) (low energies) to positive \(R > 1\) (high energies) interference between the nucleons. In the present TDDFT calculations, the projectile kinetic energy for which the transition occurs is shifted by roughly 50 keV from the one that would be obtained in a simpler linear theory description of the interference effect. In the latter case, the critical projectile velocity \(v\) can be obtained from \(v = 2\omega_0/\pi\) [7] that corresponds in our case to \(E = 32\) keV.

In order to gain further insight into the effect of the correlation between nucleons, we show in Fig. 3 the stopping power ratio calculated for perpendicular and parallel orientations of the molecule with respect to the direction of motion. As one might expect, the vicinage effect is stronger for the parallel orientation where the second nucleon appears in the region of the maximum variation of the induced screening electron density in the wake potential produced by the first nucleon [43]. Observe that at low projectile velocities the vicinage effect is strong for the parallel orientation and vanishes for the perpendicular one. Indeed, the nucleons are efficiently screened and the energy loss is dominated by the electron-hole pair excitations, i.e., binary type collisions with target electrons [23]. The collision events are nearly independent for the perpendicular orientation, while in the parallel orientation the second nucleon experiences the shadow effect from the first one.

The analysis of the effect of molecular orientation is further continued with the help of Fig. 4, where we show the dependence of the calculated stopping power ratio on the orientation of the molecular axis \(\Theta\) for \(\nu = 2\) a.u. case. The perpendicular orientation \((\Theta = 90°)\) corresponds to the lowest \(R = 1.118\), while the maximum \(R = 1.175\) appears at \(\Theta = 40°\). Interestingly, for the latter angle, the molecular axis is oriented close to the edge of the Mach cone, as can be inferred from the induced density snapshots shown in Fig. 5.

The analysis of the dynamic screening of projectiles helps to understand the difference in the stopping ratio for different orientations. Figures 5(a)–5(c) show the snapshots of the induced electronic density inside the cluster when two protons in different orientations or a single proton are passing through the center of the cluster with velocity 2.5 a.u. (150 keV/amu). The protons move along the \(z\) axis from left to right. The induced density is the difference between the electronic density at a given time \(t\) and the electronic density at time \(t = 0: \Delta n(\mathbf{r},t) = n(\mathbf{r},t) - n(\mathbf{r},t = 0)\). This quantity is plotted in the \((\rho,z,\phi = 0)\) plane. The center of the cluster is located at \((\rho = 0,z = 0)\). In Figs. 5(a)–5(c) we see the cone-shaped screening cloud behind each projectile, which means that the projectiles create a wake of induced electronic charge in the target. This form of the cloud is characteristic for projectile velocities which are much higher than the Fermi velocity of electrons (\(\nu_F = 1.23\) a.u.) in the cluster. Thus, the response of the cluster electrons to the motion of the projectiles is delayed. The second proton in the parallel dimer feels the wake of the first one [Fig. 5(a)]. As a consequence, in this case the stopping power for the second proton in the dimer is larger than the one for the first proton. For the perpendicular orientation of
the dimer, the picture is completely different [Fig. 5(b)]. Both protons are screened alike and the screening cloud for each one looks similar to the screening of the single proton [Fig. 5(c)]. Therefore, it is the wake effect in the screening of the parallel dimer that leads to a larger variation of the vicinage effect at high energies. The asymmetry for perpendicular and parallel orientations will then depend on the wake aperture angle.

**IV. CONCLUSIONS**

In summary, we have demonstrated that our three-dimensional real-time TD-DFT approach is able to reproduce almost perfectly experimental results for the stopping power ratio of hydrogen dimers, even though we used a jellium model to study insulating targets. The intricate effects arising in the combined dynamic screening of the two moving nuclei can lead to constructive or destructive interference effects in the electronic stopping, depending on their kinetic energy. Our calculations show that the interference effects are much more important for a dimer whose symmetry axis is parallel to the velocity vector than for a dimer with perpendicular orientation, due to the wake created by the proton traveling ahead. The agreement between the theoretical results and the experimental measurements is particularly remarkable for the energy regime in which $R < 1$, where linear theory is unable to reproduce even the qualitative trend [18]. A nonperturbative method like TD-DFT is thus shown to be a powerful theoretical tool to describe the electronic stopping power of complex projectiles over the full range of kinetic energies.
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