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Abstract: Soft set theory and rough set theory are two new tools to discuss uncertainty. Graph theory is a nice way to depict certain information. Particularly soft graphs serve the purpose beautifully. In order to discuss uncertainty in soft graphs, some new types of graphs called soft covering based rough graphs are introduced. Several basic properties of these newly defined graphs are explored. Applications of soft covering based rough graphs in decision making can be very fruitful. In this regard an algorithm has been proposed.
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1 Introduction

Many real world situations appearing in various spheres of life, such as physical sciences, chemistry, communications, computer sciences and several other areas, involve graphs. Graphs and operations on graphs are extensively studied by computer scientists. The main reason behind this is because graphs can be used to represent many real world problems in computer science that are otherwise abstract. The swiss mathematician Leonhard Euler [1] known as the father of graph theory is universally credited with having produced the first paper in 1736, when he settled a famous unsolved problem known as Königsburg Bridge problem by constructing the Eulerian graph. The subject of graph theory which is motivated by recreational mathematics and study of games may be considered as a part of combinatorial mathematics. The theory has greatly contributed to our understanding of programming, civil engineering, communication theory, switching circuits, operational research, economics and psychology. Many applications of graphs can be seen in [2, 3] (and the references in that respect).

Choonkil Park: Department of Mathematics, Research Institute of Natural Sciences, Hanyang University, Seoul 04763, Republic of Korea, E-mail: baak@hanyang.ac.kr
*Corresponding Author: Nasir Shah: Department of Mathematics and Statistics, Riphah International University, I-14, Islamabad, Pakistan, E-mail: 8052@students.riu.edu.pk
Noor Rehman: Department of Mathematics and Statistics, Bacha Khan University Charsadda, KPK, Pakistan, E-mail: noorreham82@yahoo.com
Abbas Ali: Department of Mathematics and Statistics, Riphah International University, I-14, Islamabad, Pakistan, E-mail: abbasalif0568@gmail.com
Muhammad Irfan Ali: Department of Mathematics, Islamabad Model College for Girls , F-6/2, Islamabad, Pakistan, E-mail: mirfanali13@yahoo.com
Muhammad Shabir: Department of Mathematics, Quaid-i-Azam University, Islamabad, Pakistan, E-mail: mshabirbhatti@yahoo.co.uk

Open Access. © 2019 Park et al., published by De Gruyter. This work is licensed under the Creative Commons Attribution alone 4.0 License.
In real situations, complexity and complications usually originate from uncertainty in the form of ambiguity. There are several real life problems involving uncertainty and vagueness where the classical mathematics is not successful and not absolutely prosperous. Most of our traditional and conventional mechanism of modeling, reasoning and computing are crisp, precise in character and deterministic. The dilemma and situations connecting with uncertainty are being handled by ancient and effective tools of probability. The drawback of probability theory is that it is applicable only when the occurrence of events is strictly determined by chance. In conjunction with probability theory, many other theories like fuzzy set theory, intuitionistic fuzzy set theory, rough set theory, neutrosophic set theory, soft set theory and blend of some of these theories to handle uncertainty which arises due to vagueness, have been introduced (for further details see [4, 5]).

It is believed that an important epoch in the evolution of modern theory of uncertainty arising due to vagueness was the publication of the pioneering paper by Zadeh [7] in 1965. He has defined fuzzy sets with an aspect to study, describe and develop mathematically those situations which are imprecise and defined vaguely. Pawlak [6] introduced the concept of rough sets which is an excellent mathematical tool to handle with the given information and an access to ambiguity and equivocalness. The main significance of rough set theory is that it does not involve any additional information about the data, like membership in fuzzy sets. The rough sets theory is based on equivalence relations, which are now extended to the notion of covering based rough sets [8, 9]. Probability theory, fuzzy set theory and rough set theory are different accessions to handle uncertainty, vagueness and imprecision. Each of these theories have their own restrictions and limitation. Many applications of these theories in data mining, pattern recognition, knowledge discovery and machine learning can be seen in [10–17]. While dealing with such theories, a question arises how to handle multi-attributes? Molodtsov [5] introduced the notion of soft sets to overcome the problem of dealing with attributes. This concept not only changed the role of above said theories as the sole representative of multi-attributes but also rectified in some disciplines to tackle many problems of uncertainty [18–20]. A number of applications, utilizations and practices have made with respect to multi-attributes modeling and decision making problems [24–28].

A useful and drastic theory has been established in [29–31] by connecting the covering soft sets to rough sets. Huge number of applications have been presented by many researchers in multi-attributes decision making problems, attributes reduction problems, data labeling problems, data mining problems and knowledge based systems [32–46].

The concept of soft graphs and their different operations can be seen in [47]. These concepts were required to tackle multi-attributes problems related to the theory of graphs. A number of generalizations of soft graphs are available in the literature [48–53]. To strengthen and enhance the applicability of soft graphs, an innovative approach by combining rough set with soft graphs, called soft covering based rough graphs are introduced. In the present paper we initiate the study of new types of graphs called soft covering based rough graphs. Several properties of these graphs are explored. As an application of soft covering based rough graphs in decision making problems an algorithm is proposed.

The rest of the paper is organized as follows: In Section 2, some basic concepts are revised. Section 3 is about basic definitions and characterization of soft covering based rough graph, lower/upper $S$-soft vertex covering approximations, lower/upper $\Omega$-soft edge covering approximations, $S$-soft rough vertex covering graph, $\Omega$-soft rough edge covering graph, soft covering based rough graphs, and basic theory is discussed with examples. Section 4 is devoted to present an application of soft covering based rough graphs in real life. To compute the effectiveness of some diseases amongst colleagues working in same factory, an algorithm is developed in a realistic way, using simple digraph with vertices as 20 colleagues and the edges as the interaction of these colleagues. Marginal fuzzy sets are defined with the help of lower and upper soft rough approximations of the given graph and using marginal fuzzy sets as weights, persons at high risk of having given diseases are found. Conclusion of the paper is presented in Section 5.
2 Preliminaries

In this section the basic ideas regarding the graphs, soft sets, soft graphs and soft rough sets are given which will help in the rest of sections.

Definition 1. [2] A graph $G^*$ is a pair $(V, E)$ of sets, where $V$ is a finite non-empty set whose members are called vertices (also called points or nodes) and $E$ is a set of unordered pairs of distinct vertices called edges (also called lines or arcs). A graph is usually denoted as $G^* = (V, E)$. Let $G^*$ be a graph and $(u, v)$ be an edge of $G^*$. It is often more convenient to represent this edge by $uv$ or $vu$. The vertex set is usually denoted by $V (G^*)$ and the edge set by $E (G^*)$. An edge of a graph that joins a node to itself is called loop or self loop. In a multigraph no loops are allowed but more than one edge can join two vertices and these edges are called multiple edges or parallel edges. A graph $G^*$ is called simple if it has no loops or multiple edges.

Definition 2. [2] A directed graph or digraph $G^*$ containing a vertex set $V (G^*)$, and an edge set $E (G^*)$ whose elements are ordered pairs of elements of $V (G^*)$ called the directed edges. The first element of the ordered pair is called the tail of the edge and the second is called the head, together, they are the endpoints.

Definition 3. [20] Let $T$ be the set of parameters. A pair $(k, T)$ is called a soft set over the set $U$ of universe, where $k : T \rightarrow P (U)$ is a set valued mapping and $P (U)$ is the power set of $U$.

Definition 4. [47] A quadruple $\mathcal{S} = (G^*, \lambda, \mu, T)$ is called a soft graph, where

1. $G^* = (V, E)$ is a simple graph,
2. $(\lambda, T)$ is a soft set over $V$,
3. $(\mu, T)$ is a soft set over $E$,
4. $(\lambda (a), \mu (a))$ is a subgraph of $G^*$ for all $a \in T$.

Definition 5. [25] Let $S = (k, T)$ be a soft set over $U$. Then the pair $\mathcal{S} = (U, S)$ is called soft approximation space. Based on the soft approximation space $\mathcal{S}$, we define

$$\text{appr}_{\mathcal{S}} (X) = \{ u \in U : \exists a \in T, [u \in k (a) \subseteq X] \},$$

$$\text{appr}^{-}_{\mathcal{S}} (X) = \{ u \in U : \exists a \in T, [u \in k (a), k (a) \cap X \neq \emptyset] \}$$

assigning to any set $X \subseteq U$, the sets $\text{appr}_{\mathcal{S}} (X)$ and $\text{appr}^{-}_{\mathcal{S}} (X)$ and are called soft $\mathcal{S}$-lower approximation and soft $\mathcal{S}$-upper approximation of $X$, respectively.

The sets

$$\text{Pos} (X) = \text{appr}^{-}_{\mathcal{S}} (X),$$

$$\text{Neg} (X) = -\text{appr}^{-}_{\mathcal{S}} (X),$$

and $\text{Bnd} (X) = \text{appr}_{\mathcal{S}} (X) - \text{appr}^{-}_{\mathcal{S}} (X)$

are called the soft $\mathcal{S}$-positive region, the soft $\mathcal{S}$-negative region, and the soft $\mathcal{S}$-boundary region of $X$, respectively. If $\text{appr}_{\mathcal{S}} (X) = \text{appr}^{-}_{\mathcal{S}} (X)$ then $X$ is said to be soft $\mathcal{S}$-definable, otherwise $X$ is called a soft $\mathcal{S}$-rough set.

3 Soft Covering Based Rough Graphs

Based upon the properties and usefulness of both rough sets and soft sets, a hybrid soft covering based rough graphs are defined in this section. Basic properties and results related to soft covering based rough graphs are discussed.

Definition 6. Let $\mathcal{S} = (G^*, \lambda, \mu, T)$ be a soft graph over the simple graph $G^* = (V, E)$. Then $\mathcal{S}$ is called
(i) full soft vertex graph if $$\bigcup_{\alpha \in T} \lambda (\alpha) = V.$$ 

(ii) full soft edge graph if $$\bigcup_{\alpha \in T} \mu (\alpha) = E.$$ 

(iii) full soft graph if $$G^* = \left( \bigcup_{\alpha \in T} \lambda (\alpha) , \bigcup_{\alpha \in T} \mu (\alpha) \right).$$ 

(iv) covering soft vertex graph if $$\lambda (\alpha) \neq \emptyset$$ for all $$\alpha \in T.$$ In this case $$(\lambda, T)$$ is called covering soft set over $$V,$$ denoted by $$\mathcal{C}_V.$$ 

Denote by $$\mathcal{S} = (V, \mathcal{C}_V)$$ and call it soft vertex covering approximation space.

**Definition 7.** Let $$\mathcal{S} = (V, \mathcal{C}_V)$$ be a soft vertex covering approximation space and $$v \in V.$$ Then the set $$\text{Mdes}_\mathcal{S}(v) = \left\{ \lambda (\alpha) : \alpha \in T \land v \in \lambda (\alpha) \land \begin{array}{l} \text{for all} \beta \in T \land v \in \lambda (\beta) \subseteq \lambda (\alpha) \implies \lambda (\alpha) = \lambda (\beta) \end{array} \right\}$$ is called soft minimal vertex description of $$v \in V.$$ 

**Definition 8.** Let $$\mathcal{S} = (V, \mathcal{C}_V)$$ be a soft vertex covering approximation space. Based on $$\mathcal{S} = (V, \mathcal{C}_V),$$ the sets defined by $$\text{appr}_\mathcal{S}(X) = \bigcup_{\alpha \in T} \{ \lambda (\alpha) : \lambda (\alpha) \subseteq X \},$$ and $$\overline{\text{appr}}_\mathcal{S}(X) = \bigcup \{ \text{Mdes}_\mathcal{S}(v) : v \in X \}$$ for the subset $$X \subseteq V,$$ are called the lower $$\mathcal{S}$$-soft vertex covering and upper $$\mathcal{S}$$-soft vertex covering approximations of $$X,$$ respectively. 

Furthermore $$\text{Post}_\mathcal{S}(X) = \text{appr}_\mathcal{S}(X),$$ $$\text{Negt}_\mathcal{S}(X) = V - \overline{\text{appr}}_\mathcal{S}(X)$$ and $$\text{Bnd}_\mathcal{S}(X) = \overline{\text{appr}}_\mathcal{S}(X) - \text{appr}_\mathcal{S}(X).$$ are called $$\mathcal{S}$$-soft positive vertex covering region, $$\mathcal{S}$$-soft negative vertex covering region and $$\mathcal{S}$$-soft boundary vertex covering region respectively. If $$\overline{\text{appr}}_\mathcal{S}(X) = \text{appr}_\mathcal{S}(X),$$ for $$X \subseteq V,$$ then $$X$$ is called $$\mathcal{S}$$-soft vertex covering definable set and $$G_\mathcal{S} = (V, E)$$ is called $$\mathcal{S}$$-soft vertex covering definable graph. On the other hand if $$\overline{\text{appr}}_\mathcal{S}(X) \neq \text{appr}_\mathcal{S}(X)$$ then $$X$$ is called $$\mathcal{S}$$-soft vertex covering based rough set and $$G_\mathcal{S}$$ is called an $$\mathcal{S}$$-soft rough vertex covering graph. Define and denote the lower and upper $$\mathcal{S}$$-soft vertex covering approximations of $$G_\mathcal{S}$$ by $$\overline{G_\mathcal{S}} = (\text{appr}_\mathcal{S}(X), E)$$ and $$\underline{G_\mathcal{S}} = (\overline{\text{appr}}_\mathcal{S}(X), E)$$ for any $$X \subseteq V.$$ 

**Definition 9.** Let $$G_\mathcal{S}$$ be an $$\mathcal{S}$$-soft rough vertex covering graph. Then the $$\mathcal{S}$$-roughness membership function of $$X \subseteq V$$ is given by $$\xi_{G_\mathcal{S}}(X) = 1 - \frac{1}{2} \left[ 1 + \frac{\text{appr}_\mathcal{S}(X)}{|\text{appr}_\mathcal{S}(X)|} \right].$$ Thus if $$\overline{\text{appr}}_\mathcal{S}(X) = \text{appr}_\mathcal{S}(X)$$ then $$\xi_{G_\mathcal{S}}(X) = 0,$$ and the graph $$G_\mathcal{S}$$ is soft vertex covering definable, i.e., no roughness.
Consider a simple graph $G' = (V, E)$, where $V = \{v_1, v_2, v_3, v_4, v_5, v_6, v_7\}$ is the set of vertices and $E = \{e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8, e_9, e_{10}\}$ is the set of edges as shown in figure below. Let $T = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5, \alpha_6\}$ be the set of parameters and $S = (G', \lambda, \mu, \tau)$ be a soft covering vertex graph over the simple graph $G'$. The covering soft set $(\lambda, T)$ over $V$ is given in Table 1 such that $\lambda(\alpha_1) = \{v_3, v_4, v_5, v_6\}$, $\lambda(\alpha_2) = \{v_1, v_2\}$, $\lambda(\alpha_3) = \{v_3, v_5, v_6\}$, $\lambda(\alpha_4) = \{v_3, v_4\}$, $\lambda(\alpha_5) = \{v_1, v_2, v_3, v_7\}$, $\lambda(\alpha_6) = \{v_1, v_2, v_5, v_6\}$

Then $S = (V, E_V)$ is a soft vertex covering approximation space. Let $X = \{v_1, v_2, v_4\} \subseteq V$. Then

$$appr_S(X) = \bigcup_{\alpha \in T} \{\lambda(\alpha) : \lambda(\alpha) \subseteq X\} = \{v_1, v_2\}$$

$$appr_S^c(X) = \bigcup \{\text{Mdes}_S(v) : v \in V\} = \{v_1, v_2, v_3, v_4\}$$

Since $appr_S(X) \neq appr_S^c(X)$, so $X$ is a soft vertex covering based rough set and $G_S := (V, E)$ is an $S$-soft rough vertex covering graph, where

$$G_S = \left(\text{appr}_S(X), E\right) = \{(v_1, v_2), \{e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8, e_9, e_{10}\}\}$$

$$G_V = \left(\text{appr}_V(X), E\right) = \{(v_1, v_2, v_3, v_4), \{e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8, e_9, e_{10}\}\}$$

and

$$\xi_{G_S}(X) = 1 - \frac{1}{2} \left[1 + \frac{\text{appr}_S(X)}{\text{appr}_S^c(X)}\right] = 0.25.$$

Note if $X = \{v_1, v_2\} \subseteq V$, then $X$ is $S$-soft vertex covering based definable because $\text{appr}_S(X) = \text{appr}_S^c(X) = \{v_1, v_2\}$ and $G_S := (V, E)$ is an $S$-soft vertex covering definable graph, where

$$G_S = \left(\text{appr}_S(X), E\right) = \{(v_1, v_2), \{e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8, e_9, e_{10}\}\}$$

$$G_V = \left(\text{appr}_V(X), E\right)$$

| $\alpha_1$ | $v_1$ | $v_2$ | $v_3$ | $v_4$ | $v_5$ | $v_6$ | $v_7$ |
|-----------|-------|-------|-------|-------|-------|-------|-------|
| $\alpha_2$ | 1     | 1     | 0     | 0     | 0     | 0     | 0     |
| $\alpha_3$ | 0     | 0     | 1     | 1     | 0     | 0     | 0     |
| $\alpha_4$ | 0     | 0     | 1     | 1     | 0     | 0     | 0     |
| $\alpha_5$ | 1     | 1     | 1     | 0     | 0     | 0     | 1     |
| $\alpha_6$ | 1     | 1     | 0     | 0     | 1     | 1     | 0     |
\[ \xi_{\text{G}_\Omega}(X) = 1 - \frac{1}{2} \left[ 1 + \frac{\text{appr}_\Omega(X)}{\text{appr}_\Omega(X)} \right] = 0. \]

Thus there is no roughness.

**Definition 10.** Let \( \Omega = (G^*, \lambda, \mu, T) \) be a full soft edge graph. Then \( \Omega \) is called covering soft edge graph if \( \mu(\alpha) \neq \emptyset \) for all \( \alpha \in T \). In this case \( \mu, T \) is called covering soft edge set over \( E \), denoted by \( \mathcal{C}_\Omega \). Denote by \( \Omega = (E, \mathcal{C}_\Omega) \) and call it a soft edge covering approximation space.

**Definition 11.** Let \( \Omega = (E, \mathcal{C}_\Omega) \) be a soft edge covering approximation space and \( e \in E \). Then the set

\[ M_{\text{des}}(\Omega)(e) = \left\{ \mu(\alpha) : \alpha \in T \land e \in \mu(\alpha) \right\} \]

is called soft minimal edge description of \( e \in E \).

**Definition 12.** Let \( \Omega = (E, \mathcal{C}_\Omega) \) be a soft edge covering approximation space. Based on \( \Omega = (E, \mathcal{C}_\Omega) \), the sets defined by

\[ \text{appr}_\Omega(Y) = \bigcup_{\alpha \in T} \left\{ \mu(\alpha) : \mu(\alpha) \subseteq Y \right\}, \]

and

\[ \text{appr}_\Omega(Y) = \bigcup \{ M_{\text{des}}(\Omega)(e) : e \in Y \} \]

for the subset \( Y \subseteq E \), are called the lower \( \Omega \)-soft edge covering and upper \( \Omega \)-soft edge covering approximations of \( Y \), respectively.

Also,

\[ \text{Post}_\Omega(Y) = \text{appr}_\Omega(Y), \]

\[ \text{Negt}_\Omega(Y) = E - \text{appr}_\Omega(Y) \]

and \( \text{Bnd}_\Omega(Y) = \text{appr}_\Omega(Y) - \text{appr}_\Omega(Y) \).

are called \( \Omega \)-soft positive edge covering region, \( \Omega \)-soft negative edge covering region and \( \Omega \)-soft boundary edge covering region respectively. If \( \text{appr}_\Omega(Y) = \text{appr}_\Omega(Y) \), for \( Y \subseteq E \), then \( Y \) is called \( \Omega \)-soft edge covering definable set and \( G_\Omega = (V, E) \) is called \( \Omega \)-soft edge covering definable graph. On the other hand if \( \text{appr}_\Omega(Y) \neq \text{appr}_\Omega(Y) \) then \( Y \) is called \( \Omega \)-soft edge covering based rough set and \( G_\Omega \) is called \( \Omega \)-soft rough edge covering graph. Define and denote the lower and upper \( \Omega \)-soft edge covering approximations of \( G_\Omega \) by

\[ G_\Omega = (V, \text{appr}_\Omega(Y)) \]

and

\[ \overline{G_\Omega} = (V, \text{appr}_\Omega(Y)) \]

for any \( Y \subseteq E \).

**Definition 13.** Let \( G_\Omega \) be a \( \Omega \)-soft rough edge covering graph. Then the \( \Omega \)-roughness membership function of \( Y \subseteq E \) is given by

\[ \xi_{G_\Omega}(Y) = 1 - \frac{1}{2} \left[ 1 + \frac{\text{appr}_\Omega(Y)}{\text{appr}_\Omega(Y)} \right]. \]

Thus if \( \text{appr}_\Omega(Y) = \text{appr}_\Omega(Y) \) then \( \xi_{G_\Omega}(Y) = 0 \), and so the graph \( G_\Omega \) is soft edge covering definable, i.e., no roughness.

**Definition 14.** A full soft graph \( \mathcal{G} = (G^*, \lambda, \mu, T) \) is called covering soft graph if \( \lambda(\alpha) \neq \emptyset \) and \( \mu(\alpha) \neq \emptyset \) for all \( \alpha \in T \).
Example 2. (Continued from Example 1) Let \( (\mu, T) \) be a covering soft set over \( E \) and \( \Omega = (E, \xi) \) be a soft edge covering approximation space such that \( \mu(\alpha_1) = \{e_1, e_3, e_5, e_{10}\} \), \( \mu(\alpha_2) = \{e_4, e_5, e_8\} \), \( \mu(\alpha_3) = \{e_1, e_3, e_6, e_9\} \), and \( \mu(\alpha_4) = \{e_1, e_2, e_6, e_9\} \) as shown in the Table 2.

Let \( Y = \{e_1, e_3, e_4, e_{10}\} \subseteq E. \) Then
\[
\text{appr}_\Omega(Y) = \bigcup_{\alpha \in T} \{\mu(\alpha) : \mu(\alpha) \subseteq Y\} = \{e_1, e_3, e_4\}
\]
\[
\text{appr}_\Omega(Y) = \bigcup \{Mdes_\Omega(e) : e \in E\} = \{e_1, e_3, e_5, e_{10}\}.
\]
As \( \text{appr}_\Omega(Y) \neq \text{appr}_\Omega(Y) \), so \( Y \) is a soft edge covering based rough set and \( G_\Omega := (V, E) \) is \( \Omega \)-soft rough edge covering graph, where
\[
G_\Omega = (V, \text{appr}_\Omega(Y)) = \{(v_1, v_2, v_3, v_4, v_5, v_6, v_7, \{e_1, e_3, e_4\})
\]
\[
\overline{G}_\Omega = (V, \text{appr}_\Omega(Y)) = \{(v_1, v_2, v_3, v_4, v_5, v_6, v_7, \{e_1, e_3, e_5, e_{10}\}) \text{ and}
\]
\[
\xi_{\overline{G}_\Omega}(Y) = 1 - \frac{1}{2} \left[ 1 + \frac{\text{appr}_\Omega(Y)}{\text{appr}_\Omega(Y)} \right] = 0.125.
\]

**Definition 15.** The \( G^* \)-roughness membership function of any subgraph \( G^* = (X, Y) \) of \( G^* \) is given by
\[
\mu_{G^*}(G^*) = 1 - \frac{1}{2} \left[ \frac{\text{appr}_{G_\Omega}(X)}{\text{appr}_{G_\Omega}(X)} + \frac{\text{appr}_{G_\Omega}(Y)}{\text{appr}_{G_\Omega}(Y)} \right].
\]

**Definition 16.** A soft graph \( \mathcal{G} = (G^*, \lambda, \mu, T) \) is called soft covering based definable if
(1) \( X \) is \( \lambda \)-soft vertex covering definable i.e., \( \text{appr}_\Omega(X) = \text{appr}_\Omega(X) \) for \( X \subseteq V \) and
(2) \( Y \) is \( \Omega \)-soft edge covering definable i.e., \( \text{appr}_\Omega(Y) = \text{appr}_\Omega(Y) \) for \( Y \subseteq E \).

**Definition 17.** A soft graph \( \mathcal{G} = (G^*, \lambda, \mu, T) \) is called soft covering based rough graph if
(1) \( X \) is \( \lambda \)-soft vertex covering based rough set i.e., \( \overline{\text{appr}}_\Omega(X) \neq \text{appr}_\Omega(X) \)
(2) \( Y \) is \( \Omega \)-soft edge covering based rough set i.e., \( \text{appr}_\Omega(Y) \neq \text{appr}_\Omega(Y) \).

A soft covering based rough graph is denoted by \( G = (G_\Omega, G_\Omega) \).

**Definition 18.** The lower and upper approximations of the soft covering based rough graph \( G = (G_\Omega, G_\Omega) \), is denoted and defined as \( \text{appr}(G) = \left( \text{appr}_\Omega(X), \text{appr}_\Omega(Y) \right) \) and \( \text{appr}(G) = \left( \text{appr}_\Omega(X), \text{appr}_\Omega(Y) \right) \) respectively, for any \( X \subseteq V \) and \( Y \subseteq E \).

**Proposition 1.** Let \( \mathcal{G} = (G^*, \lambda, \mu, T) \) be a covering soft graph and \( S = (V, \xi_V) \) and \( \Omega = (E, \xi) \) be soft vertex covering approximation space and soft edge covering approximation space, respectively. Then
\[
\text{appr}(G) = \bigcup_{\alpha \in T} \{\lambda(\alpha), \mu(\alpha) : \lambda(\alpha) \subseteq X, \mu(\alpha) \subseteq Y\}.
\]
(2) \( \text{appr} (G) = \bigcup \{(M\text{des}_S (v), M\text{des}_S (e)) : v \in X \subseteq V \text{ and } e \in Y \subseteq E\} \)
(3) \( \text{appr} (\emptyset) = \text{appr} (\emptyset) = \emptyset \)
(4) \( \text{appr} (G^*) = \overline{\text{appr}} (G^*) = G^* = \left( \bigcup_{\alpha \in T} \lambda (\alpha), \bigcup_{\alpha \in T} \mu (\alpha) \right) \)
(5) \( \text{appr} (G_1 \cap G_2) \subseteq \text{appr} (G_1) \cap \text{appr} (G_2) \)
(6) \( \text{appr} (G_1 \cup G_2) \supseteq \text{appr} (G_1) \cup \text{appr} (G_2) \)
(7) \( \text{appr} (G_1 \cup G_2) = \text{appr} (G_1) \cup \text{appr} (G_2) \)
(8) \( \overline{\text{appr}} (G_1 \cap G_2) \subseteq \overline{\text{appr}} (G_1) \cap \overline{\text{appr}} (G_2) \)
(9) \( G_1 \subseteq G_2 \) implies \( \text{appr} (G_1) \subseteq \text{appr} (G_2) \) and \( \overline{\text{appr}} (G_1) \subseteq \overline{\text{appr}} (G_2) \) where \( G_1 \) and \( G_2 \) are subgraphs of \( G^* \).

Proof. Straightforward. \( \Box \)

Proposition 2. Let \( G^* = (G^*, \lambda, \mu, T) \) be a covering soft graph and let \( S = (V, C_v) \) and \( \Omega = (E, C_e) \) be soft vertex covering approximation space and soft edge covering approximation space, respectively. Then

1. For any \( X \subseteq V \), \( X \) is \( S \)-soft vertex covering definable iff \( \text{appr}_S (X) \subseteq X \).
2. For any \( Y \subseteq E \), \( Y \) is \( \Omega \)-soft edge covering definable iff \( \text{appr}_\Omega (Y) \subseteq Y \).

Proof. (1) Suppose \( X \) is an \( S \)-soft vertex covering definable. Then \( \text{appr}_S (X) = \overline{\text{appr}}_S (X) \) and so \( \text{appr}_S (X) = \overline{\text{appr}}_S (X) \subseteq X \). Conversely suppose that \( \overline{\text{appr}}_S (X) \subseteq X \) for \( X \subseteq V \). To prove \( X \) is an \( S \)-soft vertex covering definable, we have to prove only \( \text{appr}_S (X) \subseteq \text{appr}_S (X) \). Let \( v \in \text{appr}_S (X) = \bigcup \{ M\text{des}_S (v) : v \in X \} \). Then \( v \in M\text{des}_S (v) \) and \( M\text{des}_S (v) \cap X \neq \emptyset \), showing that \( v \in M\text{des}_S (v) \subseteq \overline{\text{appr}}_S (X) \subseteq X \). So \( v \in \lambda (\alpha) \) for some \( \alpha \in T \). Hence \( v \in \text{appr}_S (X) = \bigcup_{\alpha \in T} \{ \lambda (\alpha) : \lambda (\alpha) \subseteq X \} \) and so \( \text{appr}_S (X) \subseteq \text{appr}_S (X) \).

(2) Can be proved in similar way. \( \Box \)

The above proposition is illustrated in the following example:

Example 3. Let \( \mathcal{S} = (G^*, \lambda, \mu, T) \) be a covering soft graph over the simple graph \( G^* = (V, E) \), where \( V = \{v_1, v_2, v_3, v_4, v_5, v_6\} \) is a set of vertices, \( E = \{e_1, e_2, e_3, e_4, e_5, e_6\} \) is the set of edges and \( T = \{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5\} \) is the set of parameters. Let \( (\lambda, T) \) be a covering soft set over \( V \) such that \( \lambda (\alpha_1) = \{v_2, v_3, v_5, v_6\} \), \( \lambda (\alpha_2) = \{v_1, v_6\} \), \( \lambda (\alpha_3) = \{v_1, v_2, v_3, v_6\} \), \( \lambda (\alpha_4) = \{v_1, v_3, v_4, v_5\} \). Then \( \mathcal{S} = (V, C_V) \) is soft vertex covering approximation space. For \( X = \{v_2, v_6\} \subseteq V \), we have \( \text{appr}_V (X) = \{v_2, v_6\} = \text{appr}_V (X) \). Hence \( \text{appr}_V (X) \subseteq X \) and \( X \) is \( S \)-soft vertex covering definable.

(2) Let \( (\mu, T) \) is called covering soft set over \( E \) such that \( \mu (\alpha_1) = \{e_1, e_2, e_4\} \), \( \mu (\alpha_2) = \{e_2, e_3, e_4, e_5\} \), \( \mu (\alpha_3) = \{e_1, e_2, e_3, e_6\} \), \( \mu (\alpha_4) = \{e_2, e_3, e_4, e_5\} \). Then \( \mathcal{O} = (E, C_E) \) is a soft edge covering approximation space. Let \( Y = \{e_2, e_4\} \subseteq E \). Then we can see that \( \text{appr}_E (Y) = \{e_2, e_4\} = \overline{\text{appr}}_E (Y) \) showing that \( Y \) is \( \Omega \)-soft edge covering definable. Clearly, \( \mathcal{S} = (G^*, \lambda, \mu, T) \) is soft covering based definable graph.

Proposition 3. Let \( G = (G_S, G_O) \) be a soft covering based rough graph. Then

1. \( \text{appr} (\text{appr} (G)) = \text{appr} (G) \)
2. \( \overline{\text{appr}} (\text{appr} (G)) \supseteq \text{appr} (G) \)
3. \( \text{appr} (\overline{\text{appr}} (G)) = \text{appr} (G) \)
4. \( \overline{\text{appr}} (\text{appr} (G)) \supseteq \text{appr} (G) \).

Proof. Let \( G = (G_S, G_O) \) be a soft covering based rough graph. Let \( \mathcal{S} = (V, C_V) \) be a soft vertex covering approximation space and \( \mathcal{O} = (E, C_E) \) be a soft edge covering approximation space.

1. Let \( \mathcal{L} = \text{appr} (G) = (\text{appr}_S (X), \text{appr}_O (Y)) \) for every \( X \subseteq V \), \( Y \subseteq E \). Let \( (l_1, l_2) \in \mathcal{L} \) be such that \( l_1 \in \text{appr}_S (X) \) and \( l_2 \in \text{appr}_O (Y) \). As \( l_1 \in \text{appr}_S (X) \), so \( l_1 \in \lambda (\alpha) \) and \( M\text{des}_S (v) \cap X \neq \emptyset \) for some \( \alpha \in T \). Since \( l_2 \in \text{appr}_O (Y) \), so \( l_2 \in \mu (\alpha) \) and \( M\text{des}_O (e) \cap Y \neq \emptyset \) for some \( \alpha \in T \). But

\[
\text{appr} (G) = \bigcup \{(M\text{des}_S (v), M\text{des}_O (e)) : v \in X \subseteq V \text{ and } e \in Y \subseteq E\}
\]
so there exists $\alpha \in T$ such that $(l_1, l_2) \in (\lambda (\alpha), \mu (\alpha)) \subseteq \mathcal{L}$. Hence $(l_1, l_2) \in \text{appr} (\mathcal{L})$, and so $\mathcal{L} \subseteq \text{appr} (\mathcal{L})$.

But $\text{appr} (\mathcal{L}) \subseteq \mathcal{L}$ which shows $\mathcal{L} = \text{appr} (\mathcal{L})$. Therefore $\text{appr} (\text{appr} (\mathcal{G})) = \text{appr} (\mathcal{G})$.

(2) Let $\mathcal{L} = \text{appr} (\mathcal{G}) = \left( \text{appr}_S (X), \text{appr}_Q (Y) \right)$ for every $X \subseteq V, Y \subseteq E$. Let $(l_1, l_2) \in \mathcal{L}$ such that $l_1 \in \text{appr}_S (X)$ and $l_2 \in \text{appr}_Q (Y)$. As $l_1 \in \text{appr}_S (X)$, so $l_1 \in \lambda (\alpha)$ and $\text{Mdes}_S (l_1) \cap X \neq \emptyset$ for some $\alpha \in T$. Since $l_2 \in \text{appr}_Q (Y)$, so $l_2 \in \mu (\alpha)$ and $\text{Mdes}_Q (l_2) \cap Y \neq \emptyset$ for some $\alpha \in T$. But

$$\text{appr} (\mathcal{G}) = \bigcup_{\alpha \in T} \{ (\lambda (\alpha), \mu (\alpha)) : \lambda (\alpha) \subseteq X, \mu (\alpha) \subseteq Y \},$$

$\text{Mdes}_S (l_1) \cap \text{appr}_S (X) = \text{Mdes}_S (l_1) \neq \emptyset$ and $\text{Mdes}_Q (l_2) \cap \text{appr}_Q (Y) = \text{Mdes}_Q (l_2) \neq \emptyset$. Then $(\text{Mdes}_S (l_1), \text{Mdes}_Q (l_2)) \cap \mathcal{L} = (\text{Mdes}_S (l_1), \text{Mdes}_Q (l_2), \alpha \in T$, which shows $(l_1, l_2) \in \text{appr} (\mathcal{L})$. So $\mathcal{L} \subseteq \text{appr} (\mathcal{L}) \text{ or } \text{appr} (\text{appr} (\mathcal{G})) \supseteq \text{appr} (\mathcal{G})$.

(3) Let $\mathcal{L} = \text{appr} (\mathcal{G}) = \left( \text{appr}_S (X), \text{appr}_Q (Y) \right)$ for every $X \subseteq V, Y \subseteq E$. Let $(l_1, l_2) \in \mathcal{L}$ be such that $l_1 \in \text{appr}_S (X)$ and $l_2 \in \text{appr}_Q (Y)$. Since $l_1 \in \text{appr}_S (X)$, so $l_1 \in \lambda (\alpha)$ and $\lambda (\alpha) \subseteq X$ for some $\alpha \in T$. Since $l_2 \in \text{appr}_Q (Y)$, so $l_2 \in \mu (\alpha)$ and $\mu (\alpha) \subseteq Y$ for some $\alpha \in T$. Since

$$\text{appr} (\mathcal{G}) = \bigcup_{\alpha \in T} \{ (\lambda (\alpha), \mu (\alpha)) : \lambda (\alpha) \subseteq X, \mu (\alpha) \subseteq Y \}.$$

So there exists $\alpha \in T$ such that $(l_1, l_2) \in (\lambda (\alpha), \mu (\alpha)) \subseteq \text{appr} (\mathcal{L})$. Thus $\mathcal{L} \subseteq \text{appr} (\mathcal{L})$. But $\text{appr} (\mathcal{L}) \subseteq (\mathcal{L})$. So $\mathcal{L} = \text{appr} (\mathcal{L})$. Hence $\text{appr} (\mathcal{G}) = \text{appr} (\text{appr} (\mathcal{G}))$.

(4) To prove $\text{appr} (\text{appr} (\mathcal{G})) \supseteq \text{appr} (\mathcal{G})$. Let $\mathcal{L} = \text{appr} (\mathcal{G}) = \left( \text{appr}_S (X), \text{appr}_Q (Y) \right)$ for every $X \subseteq V, Y \subseteq E$. Let $(l_1, l_2) \in \mathcal{L}$ such that $l_1 \in \text{appr}_S (X)$ and $l_2 \in \text{appr}_Q (Y)$. Since $l_1 \in \text{appr}_S (X)$, so $l_1 \in \lambda (\alpha)$ and $\text{Mdes}_S (l_1) \cap X \neq \emptyset$ for some $\alpha \in T$. Since $l_2 \in \text{appr}_Q (Y)$ so $l_2 \in \mu (\alpha)$ and $\text{Mdes}_Q (l_2) \cap Y \neq \emptyset$ for some $\alpha \in T$. Since

$$\text{appr} (\mathcal{G}) = \bigcup_{\alpha \in T} \{ (\text{Mdes}_S (l_1), \text{Mdes}_Q (l_2)) : l_1 \in X \subseteq V \text{ and } l_2 \in Y \subseteq E \},$$

$$\text{appr}_S (X) = \bigcup_{\alpha \in T} \{ \text{Mdes}_S (l_1) : l_1 \in X \subseteq V \}$$

and

$$\text{appr}_Q (Y) = \bigcup_{\alpha \in T} \{ \text{Mdes}_Q (l_2) : l_2 \in Y \subseteq E \}.$$

Therefore $(\text{Mdes}_S (l_1), \text{Mdes}_Q (l_2)) \in \mathcal{L} = (\text{Mdes}_S (l_1), \text{Mdes}_Q (l_2))$ with $\text{Mdes}_S (l_1) \neq \emptyset$ and $\text{Mdes}_Q (l_2) \neq \emptyset$. So $(l_1, l_2) \in (\text{Mdes}_S (l_1), \text{Mdes}_Q (l_2)) \subseteq \text{appr} (\mathcal{L})$ showing $(l_1, l_2) \in \text{appr} (\mathcal{G})$. Thus $\mathcal{L} \subseteq \text{appr} (\mathcal{G})$. Hence $\text{appr} (\text{appr} (\mathcal{G})) \supseteq \text{appr} (\mathcal{G})$.

Corollary 1. Let $\mathcal{G} = (G^*, \lambda, \mu, T)$ be a soft graph and $\mathcal{S} = (V, \mathcal{C}_V)$ and $\mathcal{Q} = (E, \mathcal{C}_E)$ be soft vertex covering approximation space and soft edge covering approximation space, respectively. Then for every $X \subseteq V$ and $Y \subseteq E$, the following hold.

1. $\text{appr}_S (\text{appr}_S (X)) = \text{appr}_S (X)$.
2. $\text{appr}_S (\text{appr}_S (X)) \supseteq \text{appr}_S (X)$
3. $\text{appr}_S (\text{appr}_S (X)) = \text{appr}_S (X)$
4. $\text{appr}_S (\text{appr}_S (X)) \supseteq \text{appr}_S (X)$ for every $X \subseteq V$.
5. $\text{appr}_Q (\text{appr}_Q (Y)) = \text{appr}_Q (Y)$.
6. $\text{appr}_Q (\text{appr}_Q (Y)) \supseteq \text{appr}_Q (Y)$
7. $\text{appr}_Q (\text{appr}_Q (Y)) = \text{appr}_Q (Y)$
8. $\text{appr}_Q (\text{appr}_Q (Y)) \supseteq \text{appr}_Q (Y)$ for every $Y \subseteq E$.

Example 4. Let $\mathcal{G} = (G^*, \lambda, \mu, T)$ be a soft graph as in Example 1 with $\mu (\alpha_1) = \{v_1, v_5, v_6, v_7\}$, $\mu (\alpha_2) = \{v_3, v_5, v_6\}$, $\mu (\alpha_3) = \{v_1, v_3, v_4\}$, $\mu (\alpha_4) = \{v_5, v_6\}$, $\mu (\alpha_5) = \{v_2, v_4, v_6, v_7\}$ and $\mu (\alpha_6) = \{v_1, v_2, v_3, v_6, v_7\}$. Let $X = \{v_2, v_3, v_5, v_6\} \subseteq V$. Then

$$\text{appr}_S (X) = \bigcup_{\alpha \in T} \{ \lambda (\alpha) : \lambda (\alpha) \subseteq X \} = \{v_3, v_5, v_6\},$$
and
\[ \text{appr}_S(X) = \bigcup \{ \text{Mdes}_S(v) : v \in X \} = \{ v_1, v_2, v_3, v_4, v_5, v_6, v_7 \} \]

(1) Let \( P = \text{appr}_S(X) = \{ v_1, v_2, v_3, v_4, v_5, v_6, v_7 \} \). Then \( \text{appr}_S(P) = \text{appr}_S(\text{appr}_S(X)) = P \).

(2) Let \( R = \text{appr}_S(X) = \{ v_3, v_5, v_6 \} \). Then \( \text{appr}_S(R) = \text{appr}_S(\text{appr}_S(X)) = \{ v_1, v_2, v_3, v_4, v_5, v_6, v_7 \} = \text{appr}_S(X) \supseteq R \).

(3) \( \text{appr}_S(\text{appr}_S(X)) = \text{appr}_S(R) = \{ v_3, v_5, v_6 \} = R = \text{appr}_S(X) \). Similarly rest of the above results can be verified.

**Proposition 4.** Let \( \mathcal{G} = (G^*, \lambda, \mu, T) \) be a soft graph. Then \( \mathcal{G} = (G^*, \lambda, \mu, T) \) is a full soft graph if and only if \( \text{appr}(G^*) = G^* = \text{appr}(G^*) \).

**Proof.** Suppose \( \mathcal{G} = (G^*, \lambda, \mu, T) \) is a full soft graph. Then \( G^* = \left( \bigcup_{\alpha \in T} \lambda(\alpha), \bigcup_{\alpha \in T} \mu(\alpha) \right) \). Since
\[ \text{appr}_S(X) = \bigcup_{\alpha \in T} \{ \lambda(\alpha) : \lambda(\alpha) \subseteq X \}, \]
so \( \text{appr}_S(V) = \bigcup_{\alpha \in T} \{ \lambda(\alpha) : \lambda(\alpha) \subseteq V \} = \bigcup_{\alpha \in T} \lambda(\alpha) = V \). Hence \( \text{appr}_S(V) = V \). Now \( \text{appr}_S(Y) = \bigcup_{\alpha \in T} \{ \mu(\alpha) : \mu(\alpha) \subseteq Y \} \), so \( \text{appr}_S(E) = \bigcup_{\alpha \in T} \{ \mu(\alpha) : \mu(\alpha) \subseteq E \} = \bigcup_{\alpha \in T} \mu(\alpha) = E \). Therefore \( \text{appr}(G^*) = \left( \text{appr}_S(V), \text{appr}_S(E) \right) = (V, E) = G^* \). Also \( \text{appr}_S(X) = \bigcup \{ \text{Mdes}_S(v) : v \in X \} \), so \( \text{appr}_S(V) = \bigcup \{ \text{Mdes}_S(v) : v \in V \} = \bigcup \text{Mdes}_S(V) = V \). Similarly \( \text{appr}_S(Y) = \bigcup \{ \text{Mdes}_S(e) : e \in Y \} \), so \( \text{appr}_S(E) = \bigcup \{ \text{Mdes}_S(e) : e \in E \} = \bigcup \text{Mdes}_S(e) = E \). Hence \( G^* = \text{appr}(G^*) \).

Conversely suppose that \( \text{appr}(G^*) = G^* = \text{appr}(G^*) \). To show \( \mathcal{G} = (G^*, \lambda, \mu, T) \) is a full soft graph. Since \( \text{appr}(G^*) = \left( \text{appr}_S(V), \text{appr}_S(E) \right) = G^* \) so \( \text{appr}_S(V) = V \) and \( \text{appr}_S(E) = E \). So \( \text{appr}_S(V) = \bigcup_{\alpha \in T} \{ \lambda(\alpha) : \lambda(\alpha) \subseteq V \} = V \) and \( \text{appr}_S(E) = \bigcup_{\alpha \in T} \{ \mu(\alpha) : \mu(\alpha) \subseteq E \} = E \), which shows that \( \bigcup_{\alpha \in T} \lambda(\alpha) = V \) and \( \bigcup_{\alpha \in T} \mu(\alpha) = E \). Hence \( G^* = \left( \bigcup_{\alpha \in T} \lambda(\alpha), \bigcup_{\alpha \in T} \mu(\alpha) \right) \), showing that \( \mathcal{G} = (G^*, \lambda, \mu, T) \) is a full soft graph. \( \square \)

**Proposition 5.** Let \( \mathcal{G} = (G^*, \lambda, \mu, T) \) be a covering soft graph and \( S = (V, \mathcal{S}_V) \) be a soft vertex covering approximation space. Then the following are equivalent:

(1) \( (\lambda, T) \) is a full soft set.
(2) \( \text{appr}_S(V) = V \)
(3) \( \text{appr}_S(V) = V \)
(4) \( X \subseteq \text{appr}_S(X) \) for all \( X \subseteq V \)
(5) \( \text{appr}_S(\{ v \}) \neq \emptyset \) for all \( v \in V \).

**Proof.** Using Proposition 4, it is easy to show that the conditions (1) and (2) are equivalent. Similarly the conditions (1) and (3) are equivalent.

Now to prove conditions (4), (5) and (1) are equivalent. Suppose condition (4) holds. To prove that (5) is true. For \( v \in V \), by condition (4), \( \{ v \} \subseteq \text{appr}_S(\{ v \}) \). Thus \( \text{appr}_S(\{ v \}) \neq \emptyset \) because \( v \in \text{appr}_S(\{ v \}) \). Hence (4) implies (5). Now to show (5) implies (1). Suppose \( \text{appr}_S(\{ v \}) \neq \emptyset \) for all \( v \in V \). Let \( l \in \text{appr}_S(\{ v \}) \). Then by definition of \( \text{appr}_S(\{ v \}) \), there exists some \( \alpha \) in \( T \) with \( l \in \lambda(\alpha) \) and \( \lambda(\alpha) \cap \{ v \} \neq \emptyset \). It follows that \( v = l \in \lambda(\alpha) \) and so \( v \in \bigcup_{\alpha \in T} \lambda(\alpha) \). Hence \( (\lambda, T) \) is a full soft set showing that (5) implies (1). Now to complete the proposition, it is left to show (1) implies (4). Suppose \( (\lambda, T) \) is a full soft set with \( X \subseteq V \). For any \( p \in X \),
since \((\lambda, T)\) is a full soft set so there exists some \(\alpha \in T\) such that \(p \in \lambda(\alpha)\). Also \(X \cap \text{Mdes}_S(p) \neq \emptyset\) because \(p \in X \cap \text{Mdes}_S(p)\). Hence \(p \in \overline{\text{appr}}_S(X)\). Therefore \(X \subseteq \overline{\text{appr}}_S(X)\) for all \(X \subseteq V\).

**Proposition 6.** Let \(\mathcal{G} = (G^*, \lambda, \mu, T)\) be a covering soft graph and \(\Omega = (E, \mathcal{C}_E)\) be a soft edge covering approximation space. Then the following are equivalent:

1. \((\mu, T)\) is a full soft set.
2. \(\overline{\text{appr}}_\Omega(E) = E\).
3. \(\overline{\text{appr}}_\Omega(E) = E\).
4. \(Y \subseteq \overline{\text{appr}}_\Omega(Y)\) for all \(Y \subseteq E\).
5. \(\overline{\text{appr}}_\Omega(\{e\}) \neq \emptyset\) for all \(e \in E\).

**Proof.** Similar to the proof of the Proposition 5.

### 4 Applications of Soft Covering Based Rough Graphs

One of the most important applications of rough sets is the decision making and after combining with soft sets, it has promoted to multicriteria group decision making. Many applications of multicriteria group decision making are available in literature which can be seen in \([26, 28, 31, 34, 39]\). In such applications, the decision making has not been involved by the interaction of the objects, while their individual performance/characteristics have been used. Initial evaluation results have been used to perform the algorithms of decision making, which are prescribed to a few number of fields. In this section, we use the soft covering based rough graphs to settle a real life medical diagnosis problem. The algorithm is described as follows:

Let \(V = \{V_1, V_2, \ldots, V_k\}\) be the set of objects (universe) and \(T = \{d_1, d_2, d_3, \ldots, d_r\}\) be the set of (diseases) parameters. Let \(G^*\) be a simple graph with \(V\) as a set of vertices and \(E\) as a set of edges. Let \((\lambda, T)\) and \((\mu, T)\) be two covering soft sets on \(V\) and \(E\) respectively, defined by:

\[
\lambda(\bar{d}_i) = \{V_p \in V : \text{Vertex } V_p \text{ possesses the attribute } \bar{d}_i\}
\]

and

\[
\mu(\bar{d}_i) = \{V_p V_q \in E : \text{Vertex } V_p \text{ with attribute } \bar{d}_i \text{ has interaction with vertex } V_q\},
\]

so that \(\mathcal{G} = (G^*, \lambda, \mu, T)\) is a soft graph, i.e., for each \(i\), \(G_i = (\lambda(\bar{d}_i), \mu(\bar{d}_i))\) is a subgraph of \(G^*\). For basic evaluation, suppose \(\mathcal{D} = \{S_1, S_2, S_3, \ldots, S_m\}\) is the set of \(m\) medical specialist and \((\pi, \mathcal{D})\) be a soft set over \(V\) defined by

\[
\pi(S_i) = \left\{ V_p \in V : \text{the medical specialist } S_i \text{ suggested } V_p \text{ possessing some attribute } \bar{d}_i \right\}.
\]

Let \(S = (V, \mathcal{C}_V)\) be a soft vertex covering approximation space, then

\[
\overline{\text{appr}}_S(\pi(S_i)) = \left\{ V_p \in V : V_p \text{ is an optimum candidate according to medical specialist } S_i \right\},
\]

and

\[
\overline{\text{appr}}_S(\pi(S_i)) = \left\{ V_p \in V : V_p \text{ is possibly an optimum candidate according to medical specialist } S_i \right\}.
\]

Suppose \(\Omega_{\pi(\mathcal{D})}(V_p)\) and \(\Omega_{\overline{\pi(\mathcal{D})}}(V_p)\) are two fuzzy sets for measure of optimality and possibly measure of optimality, respectively on \(E\), of each object \(V_p\) such that

\[
\Omega_{\pi(\mathcal{D})}(V_p) = \frac{1}{m} \sum_{k=1}^{m} \chi_{\pi(S_k)}(V_p)
\]

and

\[
\Omega_{\overline{\pi(\mathcal{D})}}(V_p) = \frac{1}{m} \sum_{k=1}^{m} \chi_{\overline{\pi(S_k)}}(V_p).
\]
where $\chi_{\pi(t_j)}$ and $\chi_{\pi(t_l)}$ are a kind of indicator functions, defined by

$$
\chi_{\pi(t_j)}(V_p) = \begin{cases}
1 & \text{if } V_p \text{ is in } \text{appr}_\pi(S_i) \\
0 & \text{otherwise},
\end{cases}
$$

and

$$
\chi_{\pi(t_l)}(V_p) = \begin{cases}
1 & \text{if } V_p \text{ is in } \text{appr}_\pi^*(S_i) \\
0 & \text{otherwise}.
\end{cases}
$$

Clearly $\Omega_{\pi(D)}(V_p)$ and $\Omega_{\pi(M)}(V_p)$ represents the optimality and possible optimality of each object according to each medical specialist. Now consider the interaction of vertex $V_p$ with vertex $V_q$ and vice versa. The marginal weight function $\phi$ for each $V_p$ can be computed by;

$$
\phi(V_p) = \frac{1}{k} [\phi_r(V_p) + \phi_c(V_p)]
$$

for $p = 1, 2, 3, \ldots, k$, where

$$
\phi_r(V_p) = \sum_{i=1}^{k} \chi_E (V_p V_q),
$$

is the measures the interaction of $V_p$ with $V_q$, and

$$
\phi_c(V_p) = \sum_{i=1}^{k} \chi_E (V_q V_p),
$$

is the measures the interaction of vertex $V_q$ with $V_p$, where $\chi_E$ is an indicator function on $E$, defined by

$$
\chi_E (V_p V_q) = \begin{cases}
1 & \text{if } V_p V_q \text{ form an edge} \\
0 & \text{otherwise}
\end{cases}.
$$

Henceforth the marginal weight function $\phi$ for each $V_p$, in both ways, actually measures the degree of interaction. Finally an evaluation function $\psi$ is defined on $V$ by

$$
\psi(V_p) = \frac{1}{2} [\Omega_{\pi(D)}(V_p) + \Omega_{\pi(M)}(V_p)] \phi(V_p).
$$

For a threshold $\gamma \in [0, 1]$, it can be seen that all persons $V_j$ are at optimum for all $j$, in which $\psi(V_p) \geq \gamma$. The persons $V_k$ is the best optimal if $\psi(V_k) = \max_p \{\psi(V_p)\}$ . This algorithm involved both the individual's evaluations as well as the effects of interaction amongst the vertices/objects. This can be an interaction of two poles of transportation or network problems. One can apply this algorithm to other related problems. A real life application for diagnosing diseases from a group of people has been considered below.

Suppose during the annual medical checkup, four viral diseases found in a group of 20 people $V = \{V_1, V_2, V_3, \ldots, V_{20}\}$, through different sources such as insect bite, eating contaminated food, having sex with an infected person and breathing air polluted by a virus. The above process of infection results in a diversity of symptoms that vary in severity and character, depending upon the individual factor and the kind of viral infection. Suppose $T = \{d_1, d_2, d_3, d_4\}$ is the set of parameters such that $d_1$ represents " entering of virus in human body through insect bite ", $d_2$ represents " entering of virus in human body through eating contaminates food ", $d_3$ represents " entering of virus in human body through having sex with an infected person and $d_4$ represents " entering of virus in human body through breathing air polluted by a virus. It is also assumed that a person $V_j$ may have more than one viral disease. Suppose $G^*$ is a simple digraph having vertex set $V$ of 20 persons, $(\lambda, T)$ be covering soft set on $V$ indicating which member has what disease and $S = (V, c_{\psi})$ be a soft vertex covering approximation space such that $\lambda(d_i) := \{V_p : V_p \text{ is infected through } d_i\}$ where

$$
\lambda(d_1) = \{V_4, V_5, V_6, V_7, V_8, V_9, V_{16}, V_{18}, V_{19}, V_{20}\},
$$

$$
\lambda(d_2) = \{V_1, V_2, V_6, V_{10}, V_{12}, V_{13}, V_{14}, V_{15}, V_{19}\},
$$

$$
\lambda(d_3) = \{V_1, V_2, V_3, V_4, V_5, V_6, V_{10}, V_{12}, V_{13}, V_{14}, V_{15}, V_{19}\},
$$

$$
\lambda(d_4) = \{V_1, V_2, V_3, V_4, V_5, V_6, V_{10}, V_{12}, V_{13}, V_{14}, V_{15}, V_{19}\}.
$$
\[ \lambda(\mathfrak{d}_3) = \{ V_2, V_3, V_5, V_8, V_9, V_{11}, V_{17}, V_{20} \}, \]
\[ \lambda(\mathfrak{d}_4) = \{ V_1, V_6, V_7, V_8, V_{13}, V_{17}, V_{18} \}. \]

Let \((\mu, \mathcal{T})\) be a covering soft sets on \(E\) defined by;
\[ \mu(\mathfrak{d}_i) = \{ V_p V_q : V_p \text{ is infected by } V_q \text{ through } \mathfrak{d}_i \} \]

Let
\[ \mu(\mathfrak{d}_1) = \left\{ V_4 V_6, V_5 V_6, V_6 V_7, V_7 V_9, V_9 V_8, V_9 V_{16}, V_{16} V_{20}, V_{17} V_{20}, V_{16} V_{18}, V_{20} V_{19} \right\}, \]
\[ \mu(\mathfrak{d}_2) = \left\{ V_4 V_4, V_1 V_2, V_2 V_4, V_4 V_{19}, V_{19} V_{10}, V_{10} V_{12}, V_{12} V_{15}, V_{13} V_{14}, V_1 V_{10}, V_{14} V_{15}, V_{15} V_{10}, V_4 V_{14}, V_{19} V_1 \right\}, \]
\[ \mu(\mathfrak{d}_3) = \left\{ V_2 V_5, V_3 V_5, V_5 V_8, V_2 V_3, V_8 V_9, V_9 V_{11}, V_2 V_{17}, V_8 V_3, V_{17} V_{20}, V_9 V_{20}, V_8 V_{11}, V_{17} V_{2}, V_{20} V_5, V_{11} V_{17}, V_{11} V_5 \right\} \]

and
\[ \mu(\mathfrak{d}_4) = \{ V_1 V_6, V_7 V_{13}, V_6 V_7, V_8 V_{17}, V_6 V_{17}, V_{13} V_{18}, V_{13} V_{17}, V_{17} V_6 \}. \]

Clearly \(G = (G^*, \lambda, \mu, \mathcal{T})\) is a soft graph, i.e., for each \(i = 1, 2, 3, 4, G_i = (\lambda(\mathfrak{d}_i), \mu(\mathfrak{d}_i))\) is a subgraph of \(G^*\).

Let \(\mathcal{D} = \{ S_1, S_2, S_3 \}\) be the set of 3 medical specialist’s group who examine the patients with respect to the parameters \(\mathfrak{d}_1, \mathfrak{d}_2, \mathfrak{d}_3\) and \(\mathfrak{d}_4\). Let \((\pi, \mathcal{D})\) be a soft set over \(V\) showing whether a person is diagnosed by viral disease or not. Suppose
\[ \pi(S_1) = \{ V_1, V_2, V_3, V_4, V_5, V_6, V_7, V_8, V_9, V_{10}, V_{13}, V_{16}, V_{17}, V_{18}, V_{19}, V_{20} \}, \]
\[ \pi(S_2) = \{ V_1, V_2, V_3, V_4, V_6, V_{10}, V_{12}, V_{13}, V_{14}, V_{15}, V_{18} \}, \]

and
\[ \pi(S_3) = \{ V_1, V_2, V_3, V_4, V_9, V_{10}, V_{13}, V_{18}, V_{20} \}. \]

Let \(S = (V, c_V)\) be a soft vertex covering approximation space. Then \(\text{appr}_G(\pi(S_1)) = \{ V_1, V_4, V_5, V_6, V_7, V_8, V_9, V_{13}, V_{17}, V_{18}, V_{19}, V_{20} \}, \text{appr}_G(\pi(S_2)) = \emptyset = \text{appr}_G(\pi(S_3))\) and \(\text{appr}_G(\pi(S_i)) = V\), for \(i = 1, 2, 3\). Suppose \(\Omega_{\pi(\mathcal{D})}(V_j)\) and \(\Omega_{\pi(\mathcal{D})}(V_j)\) be two fuzzy sets for measure of optimality and possibly measure of optimality, respectively on \(E\) of each object \(V_j\) such that
\[ \Omega_{\pi(\mathcal{D})}(V_p) = \frac{1}{3} \sum_{k=1}^{3} c_{\pi(V_k)}(V_p) \]

and
\[ \Omega_{\pi(\mathcal{D})}(V_p) = \frac{1}{3} \sum_{k=1}^{3} c_{\pi(V_k)}(V_p). \]

Here
\[ \Omega_{\pi(\mathcal{D})}(V_p) = \frac{1}{3} \text{ for } j = 1, 4, 5, 6, 7, 8, 9, 13, 17, 18, 19, 20 \]
and \(\Omega_{\pi(\mathcal{D})}(V_p) = 0\) for rest of values of \(p\)

and
\[ \Omega_{\pi(\mathcal{D})}(V_p) = 1 \text{ for } p = 1, 2, 3, \ldots, 20. \]

The marginal weight function \(\phi\) for each \(V_p\) can be computed by;
\[ \phi(V_p) = \frac{1}{k} [\phi_r(V_p) + \phi_c(V_p)] . \]

That is
\[ \phi(V_1) = \frac{3}{10}, \phi(V_2) = \frac{3}{10}, \phi(V_3) = \frac{3}{20}, \phi(V_4) = \frac{1}{4}, \]
\[ \phi(V_5) = \frac{3}{10}, \phi(V_6) = \frac{1}{4}, \phi(V_7) = \frac{1}{4}, \]

\[ \phi(V_8) = \frac{7}{20}, \phi(V_9) = \frac{1}{4}, \phi(V_{10}) = \frac{1}{5}, \phi(V_{11}) = \frac{1}{5}, \]

\[ \phi(V_{12}) = \frac{1}{10}, \phi(V_{13}) = \frac{1}{2}, \phi(V_{14}) = \frac{1}{10}, \]

\[ \phi(V_{15}) = \frac{3}{20}, \phi(V_{16}) = \frac{3}{20}, \phi(V_{17}) = \frac{7}{20}, \phi(V_{18}) = \frac{3}{20}, \]

\[ \phi(V_{19}) = \frac{1}{5}, \phi(V_{20}) = \frac{3}{10}. \]

Finally an evaluation function \( \psi \) is defined on \( V \) by

\[ \psi(V_p) = \frac{1}{2} [ \Omega_{\pi(\mathcal{D})}(V_p) + \Omega_{\pi(\mathcal{D})}(V_p)] \phi(V_p) \]

That is

\[ \psi(V_1) = \frac{1}{5}, \psi(V_2) = \frac{3}{10}, \psi(V_3) = \frac{3}{40}, \psi(V_4) = \frac{1}{6}, \psi(V_5) = \frac{1}{5}, \]

\[ \psi(V_6) = \frac{1}{6}, \psi(V_7) = \frac{1}{6}, \]

\[ \psi(V_8) = \frac{7}{30}, \psi(V_9) = \frac{1}{6}, \psi(V_{10}) = \frac{1}{10}, \psi(V_{11}) = \frac{1}{10}, \]

\[ \psi(V_{12}) = \frac{1}{20}, \psi(V_{13}) = \frac{2}{15}, \psi(V_{14}) = \frac{1}{20}, \]

\[ \psi(V_{15}) = \frac{3}{40}, \psi(V_{16}) = \frac{3}{40}, \psi(V_{17}) = \frac{7}{30}, \psi(V_{18}) = \frac{1}{10}, \]

\[ \psi(V_{19}) = \frac{2}{15}, \psi(V_{20}) = \frac{1}{5}. \]

Hence from the above calculations, the persons at highest risk is \( V_2 \).

The pseudocode of the above algorithm is presented below;

**Pseudo code**

(i) Consider \( \mathcal{G} = (G', \lambda, \mu, T) \) a soft graph and evaluation soft set (\( \pi, \mathcal{D} \)).

(ii) Find lower and upper \( \delta \)-soft vertex covering approximations of each \( \pi(S_i) \).

(iii) Compute the fuzzy functions and \( \Omega_{\pi(\mathcal{D})}(V_p) \) and \( \Omega_{\pi(\mathcal{D})}(V_p) \) given by

\[ \Omega_{\pi(\mathcal{D})}(V_p) = \frac{1}{m} \sum_{k=1}^{m} \chi_{x(S_k)}(V_p) \]

and

\[ \Omega_{\pi(\mathcal{D})}(V_p) = \frac{1}{m} \sum_{k=1}^{m} \chi_{y(S_k)}(V_p). \]

(iv) Calculate the weights for each \( V_p \), given by

\[ \phi(V_p) = \frac{1}{k} [ \phi_r(V_p) + \phi_c(V_p)] \]

(v) Finally calculate the evaluation function given by

\[ \psi(V_p) = \frac{1}{2} [ \Omega_{\pi(\mathcal{D})}(V_p) + \Omega_{\pi(\mathcal{D})}(V_p)] \phi(V_p) \]

The person \( V_k \) is at high risk if \( \psi(V_k) = \max_p \psi(V_p) \).
5 Conclusion

The applications of soft sets and rough sets that are available in the literature are usually based upon the individ's properties of the members of the universe with the given attributes. In decision making problems, the diversity of attribute/behavior and characteristics with the member's interaction have not been considered so far. In the present work, we introduced the notion of soft covering based rough graphs. We not only discussed the basic properties of such graphs but also formulated a prediction system to optimize the diagnosis process of diagnosing some diseases among the members working in a factory. This interaction may cause the spreadness of disease among the staff members. Using the concepts of lower/upper $S$-soft vertex covering approximations, the fuzzy sets $\Omega^{\pi(D)}$ and $\Omega^{-\pi(D)}$ are introduced, while the marginal fuzzy sets $\phi_c(V_p)$ and $\phi_c(V_p)$ are used to find the measure of interaction of any staff member $V_p$ with $V_q$ and vice versa. Finally the evaluation function has pointed out the optimal carriers of diseases. We hope our results will prove a foundation for decision making problems. In future work we will be working on decision making problems in which lower/upper covering soft edge approximations are used to optimize the algorithm and will try to use different techniques to replace the marginal fuzzy sets.
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