Initial states in integrable quantum field theory quenches from an integral equation hierarchy
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Abstract

We consider the problem of determining the initial state of integrable quantum field theory quenches in terms of the post-quench eigenstates. The corresponding overlaps are a fundamental input to most exact methods to treat integrable quantum quenches. We construct and examine an infinite integral equation hierarchy based on the form factor bootstrap, proposed earlier as a set of conditions determining the overlaps. Using quenches of the mass and interaction in Sinh-Gordon theory as a concrete example, we present theoretical arguments that the state has the squeezed coherent form expected for integrable quenches, and supporting an Ansatz for the solution of the hierarchy. Moreover we also develop an iterative method to solve numerically the lowest equation of the hierarchy. The iterative solution along with extensive numerical checks performed using the next equation of the hierarchy provide a strong numerical evidence that the proposed Ansatz gives a very good approximation for the solution.

1 Introduction

The study of quantum dynamics in one-dimensional integrable systems has led to intriguing discoveries, like the experimental observation of lack of thermalization \([1, 2, 3]\), the theoretical prediction \([4]\) and experimental observation \([5]\) of an unconventional statistical ensemble known as the Generalized Gibbs Ensemble (GGE), the discovery of unexpected effects on quantum transport \([6, 7]\) and of novel quasi-local conserved charges \([8, 10, 9]\). A typical protocol employed for the preparation of a closed quantum system in an out-of-equilibrium initial state is the instantaneous change of some parameter of its Hamiltonian, a process called quantum quench \([11, 12]\). After a quantum quench, the initial state of the system, which is typically the ground state of the pre-quench Hamiltonian, evolves unitarily under a different post-quench Hamiltonian.
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Obviously in order to derive the time evolution of the system we generally need to know the post-quench excitation amplitudes in the initial state, i.e. the overlaps of the initial state with any post-quench energy eigenstates. Determining the excitation content of the initial state is typically easy for quantum quenches in which both the pre- and the post-quench Hamiltonians are quadratic in terms of some suitable physical fields. In this class of problems, which correspond to non-interacting models or interacting models that can be mapped into non-interacting ones, the relation between pre-quench and post-quench excitations is typically described by a so-called Bogoliubov transformation and the initial state is then a squeezed coherent state, more precisely a squeezed vacuum state, of the post-quench Hamiltonian \[\{13, 14, 15\}\]. Such states consist of pairs of excitations with opposite momenta and have the characteristic exponential form

\[
\langle S \rangle = \exp \left( \int_0^\infty dk K(k) A^\dagger(-k) A^\dagger(k) \right) |0\rangle ,
\]

where \( A^\dagger(k) \) are operators that create particles of momentum \( k \) and \(|0\rangle\) is the corresponding vacuum state. However, the task of determining the excitation content of the initial state is far more difficult in the context of genuinely interacting integrable systems (except in special cases \[16\]). The reason is that the pre-quench and post-quench excitations are no longer related through a simple linear transformation, but instead a nonlinear one that in general corresponds to an infinite series \[17\]. Even though the initial state has been derived exactly in a number of special cases \[18, 19, 20, 21, 22, 23\], a general and systematic method for its determination remains so far elusive. On the other hand, while in those earlier studies the initial state was derived by means of finite volume calculations based on the Bethe Ansatz, in fact we are mostly interested in the thermodynamic limit where all finite size effects vanish and integrable quantum field theoretic methods come into play \[24, 17, 25, 26, 27\]. In particular, it has been argued \[28\] that in the thermodynamic limit, i.e. in the limit of large system size \( L \) and particle number \( N \) with a fixed density of particles, it is sufficient to know only the extensive part of the logarithmic overlaps between the initial state \(|\Psi\rangle\) and the post-quench eigenstates \(|\Phi\rangle\), i.e. the quantity

\[
\mathcal{E}_{\Psi}[\Phi] = \lim_{N,L \to \infty} N^{-1} \log \langle \Phi | \Psi \rangle .
\]

Indeed it was shown in \[28\] that a single post-quench eigenstate that is representative of the initial state, is sufficient for the description of the asymptotic values of local observables at times \( t \to \infty \). Such a representative state is completely determined by the quantity \( \mathcal{E}_{\Psi}[\Phi] \) above, moreover, the full time evolution can also be derived from the same quantity. The argument is based on the fundamental idea of statistical physics that microstates can be classified according to their macroscopic properties into macrostates, which in integrable models are fully characterized by their Bethe Ansatz root density \[29\]. This approach, also known as Quench Action method, has successfully predicted the stationary values of observables at large times \[30, 31, 32, 33, 34, 35\] as well as their full time evolution \[36, 37, 38, 39\].

The thermodynamic quantity \( (1.2) \) for any specific quench initial state is generally given by an expression much simpler than the exact expression for the finite volume overlaps \[19\], suggesting that it may be easier to derive it directly in infinite volume by a field theoretic method. One of the earliest field theoretic approaches was given in \[11, 12\] in which the quantum quench problem was reformulated as a boundary problem defined in an infinite strip geometry with boundary conditions given by the initial state. This way the authors exploited results already known from Boundary Renormalization Group (RG) theory to study a broad class of quantum quenches in Conformal Field Theories (CFT). In particular it is known that universal boundary behaviour at equilibrium can be classified within a small number of different types, each corresponding to a scale invariant boundary state. For example, the Dirichlet boundary state \(|D\rangle\) corresponds to a quantum quench with vanishing initial field fluctuations, as in the case of an infinite pre-quench particle mass \( m_0 \to \infty \).

Exploring the generalization of this approach to systems described by an Integrable Field Theory (IFT)
with no off-diagonal scattering, the authors of \([24, 40]\) studied a special class of initial states of the form

\[
|B\rangle = \exp \left( \int_0^\infty d\theta \ K(\theta) Z^\dagger(-\theta) Z(\theta) \right) |\Omega\rangle , 
\]  

(1.3)

where \(Z^\dagger(\theta)\) is an operator that creates a post-quench excitation of rapidity \(\theta\), \(|\Omega\rangle\) is the ground state of the IFT, while \(K(\theta)\) is the pair excitation amplitude. States of this form, which is a generalization of the squeezed vacuum state \([1, 1]\), include (but are not limited to) the so-called boundary integrable states \([41]\), i.e. boundary states that respect the integrability of the bulk. This approach was later extended to include a slightly more general form of initial states \([42]\). For this type of states it was possible to analytically show that the system equilibrates and is described by a GGE. Furthermore the large time decay of observables can also be analytically calculated for quenches starting from an analogous class of initial states in the sine-Gordon model \([36]\), using a form factor based approach. In addition, using the semiclassical approach proposed in \([43]\) and extended to a quench situation in \([44]\), the time evolution of correlation functions after a quench in the sine-Gordon model starting from a state of the form \([1, 3]\) was determined in \([45]\). Moreover, in recent investigations of the Loschmidt echo and statistics of work done during a quantum quench \([46, 47]\), an initial state of the form \([1, 3]\) was considered as a starting point.

Therefore the knowledge of the amplitude \(K\), which fully characterizes the state \([1, 3]\), is sufficient to determine the expectation values of local operators in the post-quench stationary state. In addition, the amplitude \(K\) serves as an input quantity to form factor based and semiclassical approaches to correlators, and to determinations of Loschmidt echo and the statistics of work. As a result, knowledge of \(K\) is of primary interest in the description of integrable quantum field theory quenches.

However, there is no a priori reason to believe that a quantum quench in an IFT would lead to an initial state of this form. Indeed, even though Dirichlet states are of this form and correspond to a quantum quench with an infinite pre-quench particle mass \(m_0\), these are ill-defined states: they exhibit ultraviolet divergent physical observables due to the fact that their excitation amplitude \(K_D(\theta)\) does not decay for large momenta. This is easily understood: initial state excitations are cut-off at large momenta by the mass scale \(m_0\) which in this case is taken to be infinite. To regularize the boundary state in the CFT case, the authors of \([11, 12]\) used the concept of “extrapolation length” \(\tau_0\), known from Boundary RG theory, where it expresses the difference of the actual boundary state from the idealized Dirichlet state. The parameter \(\tau_0\) plays the role of an exponential large momentum cut-off, dependent in general on the initial parameters and typically proportional to \(1/m_0\) in the CFT case. A generalization of this idea to IFT \([21]\) (although not justified by RG theory since massive IFT are non-critical) would amount to replacing the Dirichlet state \(|D\rangle\) by the regularized state \(e^{-H\tau_0}|D\rangle\) where \(H\) is the post-quench Hamiltonian, or equivalently replacing \(K_D(\theta)\) by

\[
K_D(\theta)e^{-2E(\theta)\tau_0} , 
\]  

(1.4)

where \(E(\theta)\) is the energy of an excitation with rapidity \(\theta\). In the IFT case \(\tau_0\) can be considered as a phenomenological parameter. Although it may be expected to be of order \(1/m_0\) as in the CFT case, its precise dependence on the quench parameters is not generally known. The relation of this phenomenological parameter to the quench parameters is crucial, since the values of physical observables depend explicitly on it. In \([25]\) an estimation of \(\tau_0\) in the free massive case by comparison of the field fluctuations in the actual and approximate state demonstrated that this approach does not reproduce correctly the known exact results for the large time values of observables, as far as numerical factors are concerned. Moreover it was shown that the estimation of \(\tau_0\) is not independent of the choice of observable used to make the comparison between actual and approximate state. Different choices lead to different scaling for the \(m_0\) dependence of \(\tau_0\) as \(m_0 \to \infty\). This discrepancy is an indication that the effect of large momentum excitations that are present in the initial state cannot be incorporated in a suitable and unique definition of the momentum cut-off.

On the other hand, there is no fundamental reason preventing us from choosing \(\tau_0\) to be momentum dependent itself. In this way the actual \(K(\theta)\) may not necessarily decay exponentially with the momentum
and such alternative choices would modify the predicted values of physical observables. In fact, such a generalization is justified from the point of view of the same boundary formulation: RG theory teaches us that, in estimating the difference of the actual boundary state from the idealized Dirichlet state \( |D \rangle \), any boundary irrelevant operator could be inserted as a boundary perturbation \[48\]. In an IFT such boundary irrelevant operators include (but are not limited to) all conserved charges of the bulk theory. Indeed adding such perturbations does not critically change the system’s behaviour \[19\]. This means that, in the same way that the extrapolation length \( \tau_0 \) is introduced essentially as a perturbative parameter associated to the Hamiltonian, one could in principle introduce a different parameter \( \tau_s \) for each conserved charge \( Q_s = \int d\theta q_s(\theta)Z(\theta)Z(\theta) \). This generalizes our Ansatz for the regularized initial state from \( e^{-H\tau_0}|D \rangle \) to the more general \( e^{-\sum \tau_s Q_s}|D \rangle \), which is clearly equivalent to introducing a momentum-dependent “extrapolation length” \( \tau(\theta) \). Such a generalized regularization \( K_D(\theta) \to K_D(\theta)e^{-2E(\theta)\tau(\theta)} \) could be any function of \( \theta \) that fulfills the ultraviolet convergence condition. Other irrelevant perturbations that may be included as perturbations are not simply quadratic in \( Z(\theta) \) and \( Z(\theta) \) (as are the charges) but of higher order instead \[48\]. These would lead to deviations from the form \(1.3\). Overall this conclusion brings us back to our starting question of how to determine correctly the pair excitation amplitude \( K(\theta) \) of \(1.3\), or more generally all (possibly independent) excitation amplitudes of the initial state.

Note that, as mentioned above, this is a physically important problem in the context of quantum quenches, since the values of observables depend significantly on the initial state and even its regularization. In particular a modification of the amplitude \( K(\theta) \) may crucially affect the subsequent evolution and the final equilibrium. In the CFT case, for example, considering only the Hamiltonian as perturbation leads to the conclusion that the system tends to an effectively thermal equilibrium with a temperature proportional to \( \tau_0 \) \[11,12\]. On the contrary, including more perturbations results in the emergence of a generalized equilibrium (GGE) with as many different temperatures as the perturbative parameters \[48\]. General studies in interacting to free quenches show that in the case of massive evolution the only information that survives at large times is that of the initial two point correlation function and the equilibration is described by the GGE \[50\]. On the other hand, in the massless case this is not true and much more information about the initial state must be taken into account \[51\], unless the initial state is gaussian in which case the GGE is still valid \[52,53,54,55\].

In \[25\] a systematic approach was proposed to determine the expansion of the initial state in terms of post-quench excitations from first principles. The specific problem under investigation was a quantum quench of the particle mass \( m \) and the interaction \( g \) in the Sinh-Gordon model, a prototypical integrable model with a single type of particle, starting from a large but not infinite initial mass and zero interaction. It was shown that the condition that the initial state, being the ground state of the pre-quench Hamiltonian, is annihilated by all pre-quench annihilation operators, imposes an infinite system of equations that must be satisfied by the initial state excitation amplitudes. These are integral equations that involve infinite series of form factors of the physical field \( \phi \). The simplest of these equations for the pair excitation amplitude \( K(\theta) \) was derived explicitly, assuming that the form \(1.3\) is valid. By truncating the form factor series and analyzing the integration kernels, a simple factorized Ansatz for the solution \( K(\theta) \) was proposed and numerically verified. This justified the expression \(1.3\) for the initial state as the leading order result in a systematic expansion, rather than an ambiguous approximation. On the other hand it also showed that a consistent regularization of \( K_D(\theta) \) for large initial mass is decaying not exponentially as suggested by \(1.4\), but rather as a power of the momentum.

The Ansatz of \[25\] itself rested on a number of assumptions, for which only partial justification was given, and the numerical checks only treated a single member of an eventually infinite integral equation hierarchy, which the amplitude has to satisfy. In this paper we first derive the whole hierarchy of equations in explicit form at all orders of the form factor series. To achieve this we employ a simpler derivation method that works directly in the infinite volume limit and verify its agreement with our earlier method that is based on finite volume regularization. Second, we eliminate a large part of the assumptions present in \[25\] and give plausible arguments for the rest. In addition, we perform a thorough numerical analysis of the hierarchy. Unlike \[25\] where it was only checked that the Ansatz satisfies approximately a truncated
version of the lowest order equation, here we compute a numerical solution of the equation by means of a newly developed iterative method without bias (i.e., without assuming the Ansatz). Moreover we perform numerical consistency checks that the derived solution also satisfies the next order equation and finally compare it with our Ansatz concluding that they are in perfect agreement. We also give independent numerical evidence for the correctness of our theoretical arguments. While we treat the same quantum quench in Sinh-Gordon model, as before, our theoretical considerations, supported by the numerics, also make it plausible that the expression (1.3) for the initial state, and the factorized form of the Ansatz is valid for a much larger class of models.

The paper is organized as follows. After setting up some necessary notions and notations in Section 2, we proceed to a general overview of the hierarchy of integral equations in Section 3, and consider the problem of uniqueness and uniqueness of its solution. The properties of the solution are explored in Section 4 using both general principles of field theory and reasoning connected to integrability, leading to a strong plausibility argument for the Ansatz used in [25]. Then we proceed to the numerical investigation of the integral equation hierarchy in Section 5, and draw our conclusions in Section 6. The paper also contains two appendices, Appendix A containing concepts and results of finite volume regularization that are necessary for the main text, and Appendix B collecting some numerical data for illustration.

2 The Sinh-Gordon model

The Sinh-Gordon theory is defined by the Hamiltonian

\[ H = \int dx \left[ \frac{1}{2} \pi^2 + \frac{1}{2} (\partial_x \phi)^2 + \mu^2 \cosh g \phi(x) \right], \]  

(2.1)

where \( \mu \) is the classical particle mass and \( g \) the coupling constant. It is the simplest example of Lagrangian integrable field theories, and is invariant under the \( Z_2 \) symmetry \( \phi \rightarrow -\phi \). The spectrum of the model is made up by multi-particle states of a single massive bosonic particle, whose exact mass at the quantum level is denoted by \( m \). Parameterizing the dispersion relations in terms of the rapidity \( \theta \), the energy and momentum of a single particle excitation are \( E(\theta) = m \cosh \theta \) and \( p(\theta) = m \sinh \theta \) and the two-particle \( S \)-matrix is given by [56]

\[ S(\theta, B) = \frac{\tanh \left( \frac{1}{2} (\theta - i \frac{\pi B}{2}) \right)}{\tanh \left( \frac{1}{2} (\theta + i \frac{\pi B}{2}) \right)}, \]  

(2.2)

where \( \theta = \theta_1 - \theta_2 \) is the relative rapidity of the particles, and \( B \) is the so-called renormalized coupling constant

\[ B(g) = \frac{2g^2}{8\pi + g^2}. \]  

(2.3)

For real values of \( g \) the \( S \)-matrix has no poles in the physical sheet and hence there are no bound states.

A complete basis of eigenstates of this Quantum Field Theory is provided by the \( n \) particle asymptotic states

\[ |\theta_1, \theta_2, ..., \theta_n\rangle_{in} = Z^\dagger(\theta_1)Z^\dagger(\theta_2)...Z^\dagger(\theta_n)|\Omega\rangle, \quad \theta_1 > \theta_2 > ... > \theta_n, \]  

(2.4)

where the operator \( Z^\dagger(\theta) \) creates a particle excitation with rapidity \( \theta \) and |\Omega\rangle is the vacuum state of the theory. The creation and annihilation operators \( Z^\dagger(\theta) \) and \( Z(\theta) \) satisfy the Zamolodchikov-Faddeev algebra

\[
\begin{align*}
Z^\dagger(\theta_1)Z^\dagger(\theta_2) &= S(\theta_1 - \theta_2)Z^\dagger(\theta_2)Z^\dagger(\theta_1), \\
Z(\theta_1)Z(\theta_2) &= S(\theta_1 - \theta_2)Z(\theta_2)Z(\theta_1), \\
Z(\theta_1)Z^\dagger(\theta_2) &= S(\theta_2 - \theta_1)Z^\dagger(\theta_2)Z(\theta_1) + \delta(\theta_1 - \theta_2)1.
\end{align*}
\]  

(2.5)
The form factors $F_n^O$ of the Sinh-Gordon model are matrix elements of a generic local operator $O(0,0)$ between the vacuum and a set of $n$ particle asymptotic states

$$F_n^O(\theta_1, \theta_2, \ldots, \theta_n) = \langle \Omega \mid O(0,0) \mid \theta_1, \theta_2, \ldots, \theta_n \rangle_{in}.$$  

(2.6)

Any other matrix element of the operator $O(0,0)$ can be obtained from the form factors above by exploiting the crossing symmetry of quantum field theory. The latter imposes that matrix elements of $O(0,0)$ between in- and out-states can be obtained by analytical continuation of the out-state rapidities, as discussed in detail in Smirnov’s book [57]:

$$\langle \text{out} | \beta_1, \beta_2, \ldots, \beta_\ell \mid O(0,0) \mid \theta_1, \theta_2, \ldots, \theta_n \rangle_{in} = F_n^O(\theta_1, \theta_2, \ldots, \theta_n, \beta_1 - i\pi, \beta_2 - i\pi, \ldots, \beta_\ell - i\pi)$$
$$+ \sum_{B=(\beta_1, \beta_\ell)} \left( \phi(\Theta, \Theta_1) S(B, B_1) F_{i+n}^O(B_1, \Theta_1 - i\pi + i\epsilon) \Delta(\Theta_2, B_2) \right)$$

(2.7)

where the sum is over all possible splittings of the sets $\Theta = \{\theta_1, \ldots, \theta_n\}$ and $B = \{\beta_1, \ldots, \beta_\ell\}$ into non-overlapping subsets $\Theta_1, \Theta_2$ and $B_1, B_2$ respectively (with $\Theta_2$ non-empty), $S(\Theta, \Theta_1)$ and $S(B, B_1)$ the S-matrix products needed to reorder the rapidities and $\Delta(\Theta_2, B_2) = (\Theta_2 \mid B_2)$.

Note that using the translation operator $U = e^{-i\Phi Ht - Pz}$ we can always shift any operator $O(x, t)$ to the origin $O(x, t) = U^{\dagger}O(0,0)U$. Based on general properties of a Quantum Field Theory (as unitarity, analyticity and locality) and on the relations (2.5), the form factor bootstrap approach leads to a system of linear and recursive equations for the matrix elements $F_n^O$ [57].

$$F_n^O(\theta_1, \ldots, \theta_i, \ldots, \theta_{i+1}, \ldots, \theta_n) = F_n^O(\theta_1, \ldots, \theta_{i+1}, \theta_i, \ldots, \theta_n) S(\theta_i - \theta_{i+1}),$$
$$F_n^O(\theta_1 + 2i\pi, \ldots, \theta_{n-1}, \theta_n) = F_n^O(\theta_2, \ldots, \theta_{n-1}, \theta_1),$$
$$-i \lim_{\beta \to \theta}(\beta - \theta) F_{n+2}^O(\beta + i\pi, \theta, \ldots, \theta_n) = (1 - \prod_{i=1}^{n-1} S(\theta - \theta_i)) F_n^O(\theta_1, \ldots, \theta_n).$$

(2.8)

In addition, for an operator $O(x)$ of spin $s$, relativistic invariance implies

$$F_n^O(\theta_1 + \Lambda, \theta_2 + \Lambda, \ldots, \theta_n + \Lambda) = e^{s\Lambda} F_n^O(\theta_1, \theta_2, \ldots, \theta_n).$$

(2.9)

Form factor solutions for the Sinh-Gordon model were constructed in [58, 59]; explicit expressions of the form factors $F_n^O(\theta_1, \theta_2, \ldots, \theta_n)$ for the elementary field $\phi$ can be found in the Supplementary Material of [25].

Observable operators can be written as an expansion in terms of the Zamolodchikov-Faddeev operators [57] (for a more recent exposition in the framework of algebraic QFT cf. [60])

$$O = \sum_{l,n=0}^{\infty} \frac{1}{l!n!} \int \prod_{i=1}^{l} \frac{d\theta_i}{2\pi} \int \prod_{j=1}^{n} \frac{dn_j}{2\pi} f^O_{l,n}(|\theta_1, \ldots, \theta_i|\eta_1, \ldots, \eta_n) Z^\dagger(\theta_1) \ldots Z^\dagger(\theta_l) Z(\eta_1) \ldots Z(\eta_n),$$

(2.10)

where the functions $f$ can be expressed in terms of the form factors

$$f^O_{l,n}(|\theta_1, \ldots, \theta_i|\eta_1, \ldots, \eta_n) = f^O_{l+n}(|\theta_1 + i\pi + i0, \ldots, \theta_1 + i\pi + i0, \eta_n - i0, \ldots, \eta_1 - i0)$$

(2.11)

and $Z^\dagger$, $Z$ are the Zamolodchikov-Faddeev creation and annihilation operators, which satisfy the algebra (2.5). It can be easily verified that the above expansion reproduces correctly the form factors of the local field $O$.

The above formula is equivalent to (2.7). To show that is sufficient to consider the general matrix element of the operator $O$, substitute (2.10), perform the contractions using the algebra (2.5) and compare the result to (2.7). The simplest case is the matrix elements with no particle in the out-state, as those appearing in the definition of form factors (2.6). We can easily see that only one term of the expansion (2.10) contributes to such a matrix element and therefore we obtain

$$f^O_{0,n}(|\theta_1, \theta_2, \ldots, \theta_n) = \langle \Omega \mid O(0,0) \mid \theta_n, \ldots, \theta_2, \theta_1 \rangle_{in} = F_n^O(\theta_n, \ldots, \theta_2, \theta_1).$$

(2.12)
Notice that the ordering of contractions imposes that the order of rapidities gets inverted. Considering a general matrix element instead, there are also disconnected contributions from all lower order terms of the expansion. Therefore to determine the coefficients $f_{l,n}^O$ one can start from the $l = 0$ case obtained above and work recursively in $l$, deriving each new one using all earlier derived coefficients. It turns out that the disconnected contributions match one by one the disconnected terms of Smirnov’s formula, and we find that (2.11) holds.

From (2.8) the functions $f_{l,n}^O$ satisfy the permutation relations

$$f_{l,n}^O(..., \theta_i, \theta_{i+1} \ldots | \ldots) = S(\theta_{i+1} - \theta_i) f_{l,n}^O(... \theta_{i+1}, \theta_i \ldots | \ldots),$$

$$f_{l,n}^O(... | \ldots, \eta_i, \eta_{i+1} \ldots) = S(\eta_{i+1} - \eta_i) f_{l,n}^O(... \ldots, \eta_{i+1}, \eta_i \ldots).$$

(2.13)

We also introduce the Dirichlet boundary states, defined as the eigenstates of the field operator located at the temporal boundary $\phi(t = 0)$. Below we only need the Dirichlet state $|D\rangle$ that corresponds to zero field value, i.e. defined by the condition

$$\phi(t = 0)|D\rangle = 0.$$

(2.14)

This is an integrable boundary state, i.e. its exact expansion on the eigenstate basis (2.4) is of the squeezed vacuum form [41]

$$|D\rangle = \exp \left( \int_0^\infty d\theta \ K_D(\theta) Z^\dagger(-\theta) Z^\dagger(\theta) \right) |\Omega\rangle,$$

(2.15)

with amplitude $K_D(\theta)$ given by

$$K_D(\theta) = i \tanh(\theta/2) \frac{\cosh(\theta/2 - i\pi B/8) \sinh(\theta/2 + i\pi (B + 2)/8)}{\sinh(\theta/2 + i\pi B/8) \cosh(\theta/2 - i\pi (B + 2)/8)}.$$

(2.16)

This formula can be obtained by analytically continuing the result for the first breather of the Sine-Gordon model, obtained in [61], to imaginary coupling. Under such continuation the Sine-Gordon model turns into the Sinh-Gordon model to all orders of perturbation theory, and the first Sine-Gordon breather is mapped into the Sinh-Gordon particle, both of which are physically identical to the elementary particle created by the field.

3 The integral equation hierarchy for the initial state

3.1 The infinite hierarchy

We consider a quench in the Sinh-Gordon theory from an arbitrary initial mass $m_0$ and zero initial interaction to arbitrary (renormalized) mass $m$ and interaction coupling $g$. The initial state $|B\rangle$ is the ground state of the pre-quench Hamiltonian i.e. it is defined through the condition that it is annihilated by the pre-quench annihilation operators

$$A(p)|B\rangle = 0$$

(3.1)

for all momenta $p$. It is convenient to express the annihilation operators $A(p)$ in terms of the elementary field $\phi$ and the canonical conjugate field $\pi$, which by continuity of the time evolution through the quench satisfy the initial conditions

$$\phi(x, t \to 0^-) = \phi(x, t \to 0^+) \quad \text{and} \quad \pi(x, t \to 0^-) = \pi(x, t \to 0^+)$$

(3.2)

This can be done easily since the pre-quench annihilation operators $A(p)$ correspond to a free field theory and are therefore given in terms of $\phi$ and $\pi$ by the standard relation

$$A(p) = \frac{1}{\sqrt{2E_0(p)}} \left( E_0(p) \hat{\phi}(p) + i\hat{\pi}(p) \right).$$

(3.3)
where
\[ \hat{\phi}(p) = \int dx e^{-ipx} \phi(x), \] (3.4)
is the Fourier transform of \( \phi(x) \) and
\[ E_0(p) = \sqrt{p^2 + m_0^2} \] (3.5)
is the energy of a pre-quench excitation with momentum \( p \). Moreover, from the relation \( \pi = \partial_t \phi = -i[H, \phi] \) where \( H \) is the post-quench Hamiltonian, we obtain the equation
\[ \left\{ \hat{\phi}(p) + \frac{1}{E_0(p)} [\hat{\phi}(p), H] \right\} |B\rangle = 0, \] (3.6)
This equation was first derived in [25] and, as we will now see, it has the advantage that all operators are straightforwardly expressible in the framework of the post-quench field theory, i.e. the Sinh-Gordon theory.

Expanding the initial state on a complete set of states we have
\[ |B\rangle = \sum_{r=0}^{\infty} \frac{1}{r!} \int \prod_{j=1}^{r} \frac{d\beta_j}{2\pi} K_r(\beta_1, \ldots, \beta_r) |\beta_1, \ldots, \beta_r\rangle, \] (3.7)
where \( |\beta_1, \ldots, \beta_r\rangle \) are the multi-particle eigenstates of the post-quench Hamiltonian with eigenvalues
\[ \sum_{j=1}^{r} E(\beta_j) = \sum_{j=1}^{r} m \cosh \beta_j. \] (3.8)
Without loss of generality, the functions \( K_r(\beta_1, \ldots, \beta_r) \) are chosen to satisfy the symmetry relation
\[ K_r(\beta_1, \ldots, \beta_i, \beta_{i+1}, \ldots, \beta_r) = K_r(\beta_1, \ldots, \beta_{i+1}, \beta_i, \ldots, \beta_r) S(\beta_{i+1} - \beta_i). \] (3.9)
by virtue of the commutation rules of the Zamolodchikov-Faddeev algebra [25]. Projecting (3.6) to all the linearly independent states of the post-quench Hilbert space, we can write an infinite hierarchy of integral equations for the functions \( K_r \)
\[ \langle \theta_1, \ldots, \theta_N | \left\{ \hat{\phi}(p) + \frac{1}{E_0(p)} [\hat{\phi}(p), H] \right\} |B\rangle = 0 \] (3.10)
by taking the inner product with all possible post-quench eigenstates \( |\theta_1, \ldots, \theta_N\rangle \). We expect that this set of equations determines all the functions \( K_r \) uniquely (up to overall normalization).

Note that due to translational invariance of the global quench, the initial state \( |B\rangle \) is in the subspace of zero total momentum, i.e. all amplitudes \( K_r \) contain a delta function \( \delta(\sum_{j=1}^{r} m \sinh \beta_j) \). As a result, the nontrivial equations are only obtained for
\[ p = -\sum_{j=1}^{N} m \sinh \theta_j, \] (3.11)
i.e. when the momentum \( p \) is opposite to the total momentum of the test state. Also note that the number \( N \) of particles in the test state must be chosen odd, otherwise the equations are trivially satisfied. This can be seen easily from (3.10) since the operator \( \hat{\phi}(p) + [\hat{\phi}(p), H] / E_0(p) \) is odd i.e. antisymmetric under the transformation \( \phi \rightarrow -\phi \), while the state \( |B\rangle \) is even since the pre-quench Hamiltonian is symmetric under the same transformation. This means in particular that it contains only excitations with even number of particles, i.e. all odd amplitudes \( K_r \) in (3.7) must vanish.
3.2 The hierarchy in terms of form factors

To derive explicit expressions for equations of the hierarchy (3.10), we substitute the expansion (2.10) for the operator $\hat{\phi}(p) + [\hat{\phi}(p), H]/E_0(p)$ and the general expansion (3.7) of the state $|B\rangle$ into (3.10). Then the general equation with an $N$ particle test state is the sum of all possible contractions between the $N$ particles of the test state with the operator $\hat{\phi}(p) + [\hat{\phi}(p), H]/E_0(p)$ and the state $|B\rangle$.

From (3.4) and using the translation operator $e^{ipx}$ (where $P$ is the momentum operator) to shift the field $\hat{\phi}(x)$ to the origin, we can easily find that

$$\langle \theta_1, \ldots, \theta_l | \hat{\phi}(p) | \eta_1, \ldots, \eta_n \rangle = \int dx \, e^{-ipx} \langle \theta_1, \ldots, \theta_l | \hat{\phi}(x) | \eta_1, \ldots, \eta_n \rangle$$

$$= \int dx \, e^{-ipx} \langle \theta_1, \ldots, \theta_l | e^{-ipx} \hat{\phi}(0) e^{ipx} | \eta_1, \ldots, \eta_n \rangle$$

$$= \int dx \, \exp \left( -ipx - ix \sum_{i=1}^l m \sinh \theta_i + ix \sum_{j=1}^n m \sinh \eta_j \right) \langle \theta_1, \ldots, \theta_l | \hat{\phi}(0) | \eta_1, \ldots, \eta_n \rangle$$

$$= 2\pi \delta(p + \sum_{i=1}^l m \sinh \theta_i - \sum_{j=1}^n m \sinh \eta_j) \langle \theta_1, \ldots, \theta_l | \hat{\phi}(0) | \eta_1, \ldots, \eta_n \rangle$$

so that the expansion of $\hat{\phi}(p)$ is

$$\hat{\phi}(p) = \sum_{l,n=0}^{\infty} \frac{1}{l! n!} \int \frac{d\theta_1}{2\pi} \cdots \int \frac{d\eta_n}{2\pi} \sum_{j=1}^n 2\pi \delta(p + \sum_{i=1}^l m \sinh \theta_i - \sum_{j=1}^n m \sinh \eta_j)$$

$$\times f_{l,n}^\phi(\theta_1, \ldots, \theta_l | \eta_1, \ldots, \eta_n) Z^\dagger(\theta_1) \cdots Z^\dagger(\theta_l) Z(\eta_1) \cdots Z(\eta_n),$$

with expansion coefficients $f_{l,n}^\phi(\theta_1, \ldots, \theta_l | \eta_1, \ldots, \eta_n)$ given by the form factors of the elementary Sinh-Gordon field $\phi$ according to (2.11). We also need the relations

$$\langle \theta_1, \ldots, \theta_N | H = \langle \theta_1, \ldots, \theta_N | \left( \sum_{s=1}^N E(\theta_s) \right),$$

and

$$H|B\rangle = \sum_{r=0}^{\infty} \frac{1}{r!} \int \frac{d\beta_1}{2\pi} \cdots \int \frac{d\beta_r}{2\pi} \sum_{k=1}^r \sum_{s=1}^N E(\beta_k) K_r(\beta_1, \ldots, \beta_r) | \beta_1, \ldots, \beta_r \rangle,$$

that give the action of the Hamiltonian operator $H$ on the bra and ket states. We can now substitute the above relations to (3.10)

$$\sum_{l,n=0}^{\infty} \frac{1}{l! n!} \int \frac{d\theta_1}{2\pi} \cdots \int \frac{d\eta_n}{2\pi} \sum_{j=1}^n 2\pi \delta(p + \sum_{i=1}^l m \sinh \theta_i - \sum_{j=1}^n m \sinh \eta_j)$$

$$\times f_{l,n}^\phi(\zeta_1, \ldots, \zeta_l | \eta_1, \ldots, \eta_n) \left( E_0(p) - \sum_{s=1}^N E(\theta_s) + \sum_{k=1}^r E(\beta_k) \right) K_r(\beta_1, \ldots, \beta_r)$$

$$\times \langle \theta_1, \ldots, \theta_N | Z^\dagger(\zeta_1) \cdots Z^\dagger(\zeta_l) Z(\eta_1) \cdots Z(\eta_n) | \beta_1, \ldots, \beta_r \rangle = 0.$$

and use the Zamolodchikov-Faddeev algebra (2.5) to perform the contractions. From the latter it is easy to see that the matrix element

$$\langle \theta_1, \ldots, \theta_N | Z^\dagger(\zeta_1) \cdots Z^\dagger(\zeta_l) Z(\eta_1) \cdots Z(\eta_n) | \beta_1, \ldots, \beta_r \rangle$$

(3.17)
is only non-zero when all η_j are contracted with some of the β_k and all ζ_i are contracted with some of the θ_s, while the remaining β_k are contracted with the remaining θ_s. This means in particular that l and n are constrained to vary between the values 0 ≤ l ≤ N, 0 ≤ n ≤ r and to satisfy the equation N − l + n − r = 0. These conditions restrict the sums in the above equation. Moreover, according to earlier comments, l + n must be an odd positive integer, r must be even and N odd. There are r!/((r − n)! ways to contract η_j and β_k, N!/(N − l)! ways to contract ζ_i and θ_s and (r − n)! ways to contract the remaining β_k and θ_s, which are all equivalent up to S-matrix factors due to permutations of the rapidities. Note that S-matrix factors due to permutations of integrated rapidities can always be absorbed by re-ordering the rapidities to a fixed ordering using (2.13) and (3.9) and by renaming them since they are dummy integration variables. However there still remain S-matrix factors corresponding to the permutations of the test particle rapidities θ_s that are necessary in order to choose those that are contracted with ζ_i. That is, there are \binom{N}{l} distinct choices that give terms multiplied by different S-matrix products. Overall the number of combinations of contractions that give equal contributions is

\[
\frac{r!}{(r - n)!} \times \frac{N!}{(N - l)!} \times (r - n)! \left(\begin{array}{c} N \\ l \end{array}\right) = llr!
\]

(3.18)

After all contractions have been performed, (3.16) becomes

\[
\sum_{r=0}^{\infty} \sum_{n=0}^{r} \frac{1}{n!} \int \prod_{k=1}^{n} \frac{d\beta_k}{2\pi} 2\pi \delta(p + \sum_{s=r-n+1}^{N} m \sinh \theta_s - \sum_{k=1}^{n} m \sinh \beta_k) \times f_{N-n-r,n}^\phi(\theta_N, \ldots, \theta_{r-n+1}, \beta_n, \ldots, \beta_1) \left(E_0(p) - \sum_{s=r-n+1}^{N} E(\theta_s) + \sum_{k=1}^{n} E(\beta_k)\right)
\]

\[
\times K_r(\beta_1, \ldots, \beta_n, \theta_{r-n}, \ldots, \theta_1) + \text{perm.s} = 0,
\]

(3.19)

where “perm.s” denotes the other choices of splitting the test particle rapidities θ_s into those contracted with ζ_i and those contracted with β_k, which contain S-matrix products as explained above. Taking into account that the amplitudes K_r contain a factor δ(\sum_{j=1}^{r} m \sinh \beta_j) expressing the translational invariance of |B>, the δ-function in the above equation can be replaced by δ(p + \sum_{s=1}^{N} m \sinh \theta_s) which can be taken out of the integral and sum. This overall factor means that, as mentioned earlier, nontrivial equations are only those for which p is opposite to the total momentum of the test state (3.11). Provided that this condition is fulfilled, the final form of the N test particle equation is

\[
\sum_{r=0}^{\infty} \sum_{n=0}^{r} \frac{1}{n!} \int \prod_{k=1}^{n} \frac{d\beta_k}{2\pi} \times f_{N-n-r,n}^\phi(\theta_N, \ldots, \theta_{r-n+1}|\beta_n, \ldots, \beta_1) \left(E_0(p) - \sum_{s=r-n+1}^{N} E(\theta_s) + \sum_{k=1}^{n} E(\beta_k)\right)
\]

\[
\times K_r(\beta_1, \ldots, \beta_n, \theta_{r-n}, \ldots, \theta_1) + \text{perm.s} = 0,
\]

(3.20)

In particular, for a single test particle, there are only two possible values for n, either zero or one, and so n = r − 1 or n = r respectively. Therefore the N = 1 equation is

\[
f_{1,0}^\phi(\theta) \left(E_0(p(\theta)) - E(\theta)\right)
\]

\[
+ \sum_{r=2}^{\infty} \frac{1}{(r - 1)!} \int \prod_{k=1}^{r-1} \frac{d\beta_k}{2\pi} \int^{\beta_{r-1}} \left[f_{0,r-1}^\phi(|\beta_{r-1}, \ldots, \beta_1) \left(E_0(p(\theta)) + \sum_{k=1}^{r-1} E(\beta_k)\right) K_r(\beta_1, \ldots, \beta_{r-1}, \theta) \right.
\]

\[
+ \left. \frac{1}{r} \int \frac{d\beta_r}{2\pi} f_{1,r}^\phi(\theta|\beta_r, \ldots, \beta_1) \left(E_0(p(\theta)) - E(\theta) + \sum_{k=1}^{r} E(\beta_k)\right) K_r(\beta_1, \ldots, \beta_r)\right] = 0.
\]

(3.21)
with $p(\theta) = m \sinh \theta$ and therefore $E_0(p(\theta)) = \sqrt{m^2 \sinh^2 \theta + m_0^2}$. In the limit of large initial mass $m_0 \to \infty$, the factors in round brackets in the above equations are dominated by $E_0(p(\theta)) \sim m_0$ and therefore they can be replaced by $m_0$, which, being an overall factor multiplying the equation, can be omitted. As already explained, in this limit the equations must be satisfied by the Dirichlet state given by (2.15) and (2.16).

The above equations can be represented diagrammatically as in Figure 3.1. The terms

$$G_{l,n}(\theta_N, \ldots, \theta_{r-n+1} | \beta_n, \ldots, \beta_1) \equiv f^\phi_{l,n}(\theta_N, \ldots, \theta_{r-n+1} | \beta_n, \ldots, \beta_1) \left( E_0(p) - \sum_{s=r-n+1}^N E(\theta_s) + \sum_{k=1}^n E(\beta_k) \right)$$

in the expansion of the operator $\hat{\phi}(p) + [\hat{\phi}(p), H] / E_0(p)$ are represented as square boxes with $l$ legs on the left and $n$ legs on the right, which should be contracted respectively with the $N$ rapidities of the test state, represented as external legs on the left side of the graph, and with the $r$ rapidities of $K_r$, represented as legs emerging from the rectangular box on the right. The remaining rapidities of $K_r$ should be contracted with the remaining rapidities of the test state. The sum is over all possible orders $n, r$ and all possible combinations of contractions. Note that in principle the ordering of rapidities in such graphs matters and that exchange of two consecutive rapidities results in multiplication with the corresponding S-matrix factor.

The above derivation was based directly on the infinite volume formulation of Integrable Field Theories through the crucial use of the Zamolodchikov-Faddeev operators and the related operator and state expansions. In order to verify the validity of the equations from the finite volume formulation of integrable

\[ \sum_{n,r} G_{l,n} + \sum_r G_{0,r-1} = 0 \]

\[ G_{1,0} + \sum_r G_{1,r} = 0 \]
models, in Appendix A we present an alternative derivation of the above equations (up to a certain order) based on the Bethe-Yang equations. We compare the two systems of equations and confirm that they are indeed identical.

### 3.3 The hierarchy for free theory: Bogoliubov transformation

To argue for the statement that the hierarchy uniquely determines the initial state up to normalization, consider first the case when the interaction is zero, corresponding to the free bosonic theory with the Hamiltonian

\[
H = \frac{1}{2} \int [\pi^2 + (\nabla \phi)^2 + m\phi^2] \, dx ,
\]

where the canonical momentum is \( \pi = \partial_t \phi \). We can define creation and annihilation operators as follows:\(^1\)

\[
A(p) = \frac{1}{\sqrt{2E(p)}} \left( E(p)\hat{\phi}(p) + i\pi(p) \right) ,
\]

where \( E(p) = \sqrt{m^2 + p^2} \) and the canonical commutation relations are

\[
[A(p), A^\dagger(p')] = 2\pi\delta(p-p') .
\]

Now consider a global quantum quench when at time \( t = 0 \) the mass parameter is abruptly changed in the theory \( m_0 \to m \). As the time evolution of the fields \( \phi \) and \( \pi \) is continuous, taking their spatial Fourier transform at time \( t = 0 \) and defining the creation and annihilation operators with them, the following equations must hold

\[
\frac{1}{\sqrt{2E_0(p)}} (A_0(p) + A_0^\dagger(-p)) = \frac{1}{\sqrt{2E(p)}} (A(p) + A^\dagger(-p)) \]
\[
-\frac{i}{2}\sqrt{2E_0(p)} (A_0(p) - A_0^\dagger(-p)) = -\frac{i}{2}\sqrt{2E(p)} (A(p) - A^\dagger(-p)) ,
\]

where \( E_0(p) = m_0^2 + p^2 \), \( E(p) = m^2 + p^2 \) and \( A_0(p) \) and \( A(p) \) are the pre- and post-quench mode operators. This is nothing but the familiar Bogoliubov transformation, which allows one to express \( |B\rangle \) using the fact that it is the pre-quench ground state, i.e. \( A_0(p)|B\rangle = 0 \). We now demonstrate that the usual expression for the initial state can also be obtained from the integral equation hierarchy. For better transparency of the subsequent manipulations we start directly with the operator form of the hierarchy (3.6) and go through essentially the same steps that yielded (3.20) from (3.6).

Using (3.24), the operator form of the hierarchy can be written as

\[
\left( \frac{1}{\sqrt{2E(p)}} (A(p) + A^\dagger(-p)) + \frac{\sqrt{2E(p)}}{2E_0(p)} (A(p) - A^\dagger(-p)) \right) |B\rangle = 0 .
\]

The fact that \( A(p) \) and \( A^\dagger(-p) \) occur together means that the equations only link components which differ by pairs of particles of opposite momenta. The lowest component is the post-quench vacuum, so \( |B\rangle \) can be expressed in terms of states composed entirely of pairs of particles with opposite momenta. This allows us to write the amplitude \( K_{2n}^{free}(-k_1, k_1 \ldots -k_n, k_n) \) as a function of only \( n \) variables \( K_{2n}^{free}(k_1 \ldots k_n) \), hence

\[
|B\rangle = \mathcal{N} \sum_{n=0}^{\infty} \left( -\frac{1}{2} \right)^n \int_{-\infty}^{+\infty} \left( \prod_{i=1}^{n} \frac{dk_i}{2\pi} A^i(k_i)A^i(-k_i) \right) K_{2n}^{free}(k_1 \ldots k_n)|0\rangle .
\]

Due to Bose symmetry, the functions \( K_{2n}^{free} \) can be taken to be invariant under permutations of their arguments and under \( k_i \to -k_i \).

---

\(^1\)For the free case it is convenient to parametrize the modes using the momentum instead of the rapidity variable.
In order to find $K_{2n}$, eqn. (3.27) can be further specified by applying a given test state on the left side of eqn. (3.27), which gives the individual equations of the hierarchy. To find $K_2$, we apply a one-particle test state $\langle p_1 | = \langle 0 | A(p_1)$ to eqn. (3.27) and substitute the expansion of (3.28) to obtain

$$\left( \frac{1}{E(p)} - \frac{1}{E_0(p)} \right) \langle 0 | A(p_1) A^\dagger(-p) | 0 \rangle$$ \hspace{1cm} (3.29)

$$- \frac{1}{2} \left( \frac{1}{E(p)} + \frac{1}{E_0(p)} \right) \int_{-\infty}^{+\infty} \frac{dk}{2\pi} \langle 0 | A(p_1) A(p) A^\dagger(k) A^\dagger(-k) | 0 \rangle K_{2n}^{\text{free}}(k) = 0 ,$$

where the matrix elements can be evaluated using the canonical commutation relations (or, equivalently, Wick’s theorem) which leads to

$$\left( \frac{1}{E(p)} - \frac{1}{E_0(p)} \right) - \left( \frac{1}{E(p)} + \frac{1}{E_0(p)} \right) K_{2n}^{\text{free}}(p) = 0 ,$$ \hspace{1cm} (3.30)

from which

$$K_{2n}^{\text{free}}(p) = \frac{E_0(p) - E(p)}{E_0(p) + E(p)}$$ \hspace{1cm} (3.31)

follows.

To determine the functional form of $K_{2n}^{\text{free}}(k)$ for a general $n$, test states with higher number of particles are applied on the left side of (3.27), only test states with odd numbers of particles give a nonzero result. Let there be $2n - 1$ particles in the test state; then only two terms from (3.28) give a nonzero contribution, which can be attributed to $\hat{\phi}(p)$ containing only one creation and one annihilation operator in its expansion (3.13) in the free theory, or equivalently to $\hat{\phi}(p)$ having non-zero form factors $f_{l,n}^\phi$ only when $l = 1$, $n = 0$ or $l = 0$, $n = 1$. These considerations lead to

$$\left[ n K_{2n}^{\text{free}}(k_1, \ldots k_{n-1}, p) \left( \frac{1}{E(p)} + \frac{1}{E_0(p)} \right) - K_{2(n-1)}^{\text{free}}(k_1, \ldots k_{n-1}) \left( \frac{1}{E(p)} - \frac{1}{E_0(p)} \right) \right] = 0 .$$ \hspace{1cm} (3.32)
Therefore
\[
\frac{K_{2n}^\text{free}(k_1, \ldots, k_{n-1}, p)}{K_{2(n-1)}^\text{free}(k_1, \ldots, k_{n-1})} = \frac{1}{n} \frac{E_0(p) - E(p)}{E_0(p) + E(p)},
\]  
\[(3.33)\]

Due to the symmetry properties of \(K_{2n}^\text{free}\), and using \(3.31\)
\[
K_{2n}^\text{free}(k_1, \ldots, k_n) = \frac{1}{n!} \prod_{i=1}^{n} K_{2}^\text{free}(k_i),
\]  
\[(3.34)\]

that is
\[
|B\rangle = \mathcal{N} \exp \left[ -\frac{1}{2} \int_{-\infty}^{+\infty} \frac{dk}{2\pi} K^\text{free}(k) A^\dagger(k) A^\dagger(-k) \right] |0\rangle
\]  
\[(3.35)\]

where
\[
K^\text{free}(k) = K_{2}^\text{free}(k) = \frac{E_0(k) - E(k)}{E_0(k) + E(k)}.
\]  
\[(3.36)\]

This is exactly the squeezed state form that can also be obtained via a direct application of the Bogoliubov transformation \(3.26\) to the condition \(A_0(p)|B\rangle = 0\) (see e.g. \[62\] for a derivation in the quantum quench context).

### 3.4 Uniqueness of the solution for the interacting case

As we have seen, the hierarchy \(3.10\) has a unique solution (up to normalization) for a mass quench in a free field theory, which coincides with the well-known squeezed state resulting from the Bogoliubov transformation. We now argue that for the interacting case (Sinh-Gordon theory) we expect the same uniqueness property.

The interacting systems is much more involved than the free one since each of the equations \(3.16\) involve all of the \(K_r\) excitation amplitudes and therefore it does not have the chain-like organization of the equations of the free case, where only two terms were present for each equation, allowing us to calculate each amplitude of arbitrary order one-by-one from its predecessors. However, since the zero-coupling limit gives back the free equation, and at least for a small enough value of the coupling the dynamics and form factors of Sinh-Gordon theory are known to be well-described by perturbation theory, the introduction of a small coupling does not spoil the uniqueness of the solution. If anything, we expect the solution to be slightly deformed from the free solution, but to preserve much of its properties. Therefore if a given Ansatz can give a solution, or at least a very good approximation of a solution, we can argue it is close to the unique solution of the hierarchy.

We note that a remnant of the chain structure is still present in the interacting case. Denoting the number of particles in the bra state by \(n_L\) and in the ket state by \(n_R\), for a free field theory the only nonzero matrix elements are the ones with \(n_L - n_R = \pm 1\). From perturbation theory, it is clear that these terms dominate for weak coupling. However, in a two-dimensional field theory this argument goes even further: as a simple consideration of available phase space shows, the Feynman graphs corresponding to form factors with larger differences in the number of incoming and outgoing particles are suppressed. The reason for this is that the difference in number of particles can be interpreted as particle creation by the operator inserted; however, in two space time dimensions the available phase space eventually decreases with increasing particle multiplicity \[63\], therefore processes involving a change in particle number are suppressed; the larger the change, the stronger the suppression. As a result, we expect that the terms are hierarchically organized by the value of \(\Delta n = n_L - n_R\), the ones with \(\Delta n = \pm 1\) being the largest, followed by the terms with \(\Delta n = \pm 3\) and so on\(2\). This fact is important for our ability to treat the infinitely many integral equations, each composed of an infinite number of terms, making up the hierarchy, as it implies that they can be well-approximated by equations that are truncated to a finite number of terms, and more terms can be gradually included to improve the approximation.

\(^2\)Note that \(\Delta n\) must always be odd, as even form factors of the elementary field \(\phi\) vanish.
4 General properties of the initial state

4.1 Pair structure and exponentiation of the initial state

In the introduction we presented an argument for the exponentiation of the initial state, based on RG theory. More specifically we argued that the initial state after a quench in an IFT can be built by inclusion of the IFT charges \( Q_s \) as perturbations to the Dirichlet state: \( e^{-\sum_s Q_s \tau_s |D\rangle} \). Such perturbations preserve the exponential form and merely modify the pair excitation amplitude \( K(\theta) \). Below we will show an independent argument based on two general properties of the initial state: the extensivity of the charges and its pair structure. The first property is due to the fact that the charges are local and the quench is a change of a global parameter. The second property is expected to hold from perturbation theory considerations. Combination of the two properties leads to exponentiation as described by (1.3) and simplifies our search for a solution to the hierarchy equations.

4.1.1 Requirements from extensivity of local charges

We consider a general state \( |\Psi\rangle \) that satisfies translational invariance and therefore contains only excitations with zero total momentum. Without loss of generality we can write such a state in the form of a cumulant expansion

\[
|\Psi\rangle = \exp \left( \sum_{r=1}^{\infty} \int K^\Psi_r (\theta_1, \theta_2, \ldots, \theta_r) \prod_{i=1}^{r} Z^\dagger(\theta_i) d\theta_i \right) |0\rangle, \tag{4.1}
\]

where the amplitudes \( K^\Psi_r (\theta_1, \ldots, \theta_r) \) contain a factor \( \delta(\sum_i p(\theta_i)) \) which expresses the conservation of total momentum due to the translation invariance. We further assume that the state \( |\Psi\rangle \) is \( Z_2 \) invariant, i.e. symmetric under the transformation \( \phi \rightarrow -\phi \), therefore it must contain only excitations with even number of particles or, in other words, all odd amplitudes \( K^\Psi_{2n+1} (\theta_1, \ldots, \theta_{2n+1}) \) must vanish.

We will show that the expectation values of the local charges

\[
Q_s = \int d\theta \ e^{s\theta} Z^\dagger(\theta) Z(\theta) \tag{4.2}
\]

in the above state are extensive quantities (i.e. they increase linearly with the system size \( L \)) only if the amplitudes \( K^\Psi_{2n} \) do not contain any other \( \delta \)-function factor except of the one that accounts for the translation invariance, \( \delta(\sum_i p(\theta_i)) \). The initial state after a quantum quench, by definition, must satisfy the requirement of extensive local charges. Indeed, the charges \( Q_s \), being spatial integrals of local operators, are extensive thermodynamic quantities for all states that satisfy the cluster decomposition principle, as all ground states of physical Hamiltonians do.

The expectation values of \( Q_s \) in the state \( |\Psi\rangle \) are

\[
\frac{\langle \Psi | Q_s | \Psi \rangle}{\langle \Psi | \Psi \rangle} \equiv \langle \Psi | Q_s | \Psi \rangle_{\text{conn}}, \tag{4.3}
\]

and correspond to the sum of all possible ways to contract left and right excitations in the expansion of \(|\Psi\rangle \) with the charge operator and with each other, in such a way that no part is disconnected from the rest. Diagrammatically this is represented by fully connected graphs as in Fig.4.1. In order to determine the scaling of thermodynamic quantities with \( L \) we should simply count the number of redundant \( \delta \)-function factors of momentum variables in the expectation values of the corresponding operator. As mentioned above, the amplitudes \( K^\Psi_{2n} \) contain a factor \( \delta(\sum_i p(\theta_i)) \) due to the translation invariance. Taking into account all of those \( \delta \)-function factors involved in each connected graph and assuming that the \( K^\Psi_{2n} \) do not contain any other \( \delta \)-function factors, we can easily see that each graph has exactly one left over factor of \( \delta(0) \), which is nothing but a factor equal to the system size \( L \). This means that the contribution of such graphs is linear in \( L \) i.e. extensive. If however some \( K^\Psi_{2n} \) contains two \( \delta \)-function singularities in the
\[ \langle Q_s \rangle = Q_s + K_2^* + K_2 + + \ldots \]

Figure 4.1: Diagrammatic expansion of the expectation value of a local charge in the state \( |B \rangle \). The bra-excitations (red circles) and the ket-excitations (blue circles) must be contracted with each other and with the charge operator (green square) in all possible fully connected ways. Contractions are denoted by lines, each of which connects two circles of different colours. The green square can be inserted on any of these lines. Small circles correspond to pair excitations and have two legs, larger circles correspond to 4-particle excitations and have four legs, and so on (the full equation contains red and blue circles with any even number of legs).

momentum variables, then the corresponding graphs contain one extra \( \delta(0) \sim L \) factor i.e. scale more than linearly with \( L \) and are not extensive. For any single charge \( Q_s \), extensivity may still be restored by cancellation among the contributions scaling with a higher than linear power of \( L \). Therefore we must assume that the available charges \( Q_s \) are functionally independent and complete; then the above argument means that all of the graphs must be extensive in order for the charges to be such and this is true only if there is no amplitude \( K_{2n}^\Psi \) with more than one \( \delta \)-function. The same condition ensures the extensivity of the generating function \( \log Z = \log \langle \Psi | \Psi \rangle \) (analogous to the free energy) from which other thermodynamic quantities can be derived.

Note that the argument requires the functional completeness of the charges, which may require taking into consideration quasi-local charges recently introduced in [8, 10, 9]; similar extension of the class of charges was also advocated for field theories in [64]. However, as long as these additional charges are extensive for large system sizes, such as the case e.g. for the charges recently used in completing the GGE for the XXZ spin chain [9], the argument is left unchanged.

4.1.2 Pair structure from integrable dressing

As already mentioned, due to the symmetry of the pre-quench Hamiltonian under the \( Z_2 \) transformation \( \phi \rightarrow -\phi \), the initial state consists only of excitations with even number of particles. However in the present case it is expected to satisfy an even stronger condition: to consist solely of pairs of particles with opposite momenta. An argument for this can be formulated by considering how switching on the integrable
interaction dresses the initial state. To start with, any quench within the free case $g = 0$ corresponds to an initial state consisting of pairs.

Now a quench to an interacting point $g \neq 0$ can be considered perturbatively and the issue now is how the state is dressed by turning on an integrable interaction. Note that such a dressing must map the non-interacting vacuum state $|0\rangle$ to the interacting vacuum state $|\Omega\rangle$ and the free one-particle states to the asymptotic one-particle states of the interacting theory, which is rather nontrivial. However, there is at least one case in which we know the result of such a dressing: integrable boundary states. Considering only the parity invariant case, let us start from the free field theory with Robin boundary condition

$$\mathcal{L} = \frac{1}{2} (\partial \phi)^2 - \frac{m^2}{2} \phi^2 \quad \partial_x \phi|_{x=0} = -\lambda \phi|_{x=0}$$

(4.4)

for which the boundary state has the form

$$|R\rangle = \mathcal{N} \exp \left[ \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta}{2\pi} K_R(\theta) A^\dagger(\theta) A^\dagger(-\theta) \right] |0\rangle$$

(4.5)

with

$$K_R(\theta) = R_R \left( i\frac{\pi}{2} - \theta \right) = \frac{\cosh \theta - \lambda/m}{\cosh \theta + \lambda/m}$$

(4.6)

where

$$R_R(\theta) = \frac{\sinh \theta - i\lambda/m}{\sinh \theta + i\lambda/m}$$

(4.7)

is the Robin reflection factor. When switching to Sinh-Gordon theory (with an integrable boundary condition), $K_R$ gets dressed up into

$$|S\rangle = \mathcal{N} \exp \left[ \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta}{2\pi} K_S(\theta) A^\dagger(\theta) A^\dagger(-\theta) \right] |0\rangle$$

(4.8)

with

$$K_S(\theta) = -\frac{\cosh \theta - \cos \pi E/2}{\cosh \theta + \cos \pi E/2} K_D(\theta)$$

(4.9)

where $E$ parametrizes the boundary interaction, and can be considered as a dressed version of $\lambda$.

We see that in the above case turning on an integrable interaction dresses the state so that the pair structure is preserved. It is plausible that a perturbative proof can be given, similar in spirit to the mechanism of how particle number changing amplitudes cancel at each order of perturbation theory in the Sinh-Gordon model [66]. We expect the pair structure of the dressed state to be the consequence of the pair structure of the starting state and the integrability of the dressing interaction, and to hold in general. In any case, by analogy we expect the initial state to have this pair structure for any quench from some mass and zero interaction to any other mass and any interaction.

We remark that an approximate pair structure is expected to hold for small quenches irrespective of integrability. A quench is considered small when the post-quench energy density is small compared to the natural scale $m^2$ where $m$ is the mass gap in the post-quench system. In this case the density of particles created after a quench is small, and generally their creation is dominated by pairs separated by a distance larger than the correlation length $\xi = m^{-1}$. One expects that the pair creation amplitude $K_2(\theta)$ is small, and furthermore, the amplitude for creating any higher number of particles is well-approximated by the product of amplitudes corresponding to independent pairs, leading to an initial state (4.1) having the form

$$|B\rangle = \exp \left( \int_0^\infty K(\theta) Z^\dagger(-\theta) Z^\dagger(\theta) d\theta \right) |0\rangle ,$$

(4.10)

where we shortened $K_2$ to $K$.

---

3There exist some exceptions to this scenario, for example a quench in a $\phi^4$ coupling when perturbatively the leading process is the creation of a quartet. For quenches in the mass parameter, however, one expects pair creation to be the dominant elementary process.
4.1.3 Exponentiation from extensivity

In the cumulant expansion of a state with such pair structure, all functions $K_{2n}^\phi$ would contain $n$ delta-functions in order to account for the pairing of momenta. According to the above, such a state would not satisfy the extensivity requirement unless all $K_{2n}^\phi$ with $n > 1$ vanish. We therefore conclude that the pair structure and the extensivity requirement constrain the initial state to be of the squeezed coherent form.

We note that the above argument is analogous to the one used to show asymptotic exponentiation in [42], although the actual statement and the detailed reasoning are different. Our argument is an application of the formalism developed in [67], extended to the integrable case.

In this special class of initial states, the one test particle equation (3.19) becomes

\[
\begin{align*}
\hat{K}_1(\theta) & \left( E_0(p(\theta)) - E(\theta) \right) \\
& + 2 \sum_{r=1}^{\infty} \frac{1}{(r-1)!} \int \prod_{k=1}^{r-1} \frac{d\beta_k}{2\pi} \\
& \times \left[ f^{\phi}_{0,2r-1}(\theta - \beta_r, \beta_{r-1}, \ldots, \beta_1, -\beta_1) \left( E_0(p(\theta)) + E(\theta) + 2 \sum_{k=1}^{r-1} E(\beta_k) \right) K(\beta_1) \cdots K(\beta_{r-1}) K(\theta) \\
& + \frac{1}{2r} \int \frac{d\beta_r}{2\pi} f^{\phi}_{1,2r}(\theta | \beta_r, \beta_{r-1}, \ldots, \beta_1, -\beta_1) \left( E_0(p(\theta)) - E(\theta) + 2 \sum_{k=1}^{r} E(\beta_k) \right) K(\beta_1) \cdots K(\beta_r) \right] = 0,
\end{align*}
\]

as we can see by substituting

\[
K_{2n}(\theta_1, \ldots, \theta_{2n}) = \frac{(2n)!}{n!} \prod_{s=1}^{n} 2\pi \delta(\theta_{2s-1} + \theta_{2s}) K(\theta_{2s}).
\]

into (3.19). Note that based on the Zamolodchikov-Faddeev algebra (2.5) the pair amplitude $K$ satisfies the relation $K(\theta) = K(-\theta) S(2\theta)$.

4.2 An Ansatz for the solution of the hierarchy

Let us now consider the initial state on the basis of our heuristic argument for the pair structure. We attributed the preservation of the pair structure to the fact that when switching on the coupling, the state gets dressed by an integrable interaction. In the free case, the state can be expanded as

\[
|B\rangle_{g=0} = \mathcal{N} \left\{ |0\rangle - \frac{1}{2} \int_{-\infty}^{+\infty} \frac{dk}{2\pi} K^{\text{free}}(k) |k, -k\rangle_0 + \ldots \right\},
\]

where index 0 of the two-particle state refers to $g = 0$, and $|0\rangle$ is the free boson vacuum. In the interacting case the initial state takes the form

\[
|B\rangle = \mathcal{N} \left\{ |\Omega\rangle + \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta}{2\pi} K(\theta) |\theta, -\theta\rangle + \ldots \right\}
\]

with $|\Omega\rangle$ denoting the vacuum state of the interacting theory. We remark that the relative sign between (4.14) and (4.15) is consistent with our earlier conventions (1.3) and (3.28). Note that the interaction gives a non-trivial renormalization of the vacuum state and also of the particles.

Motivated by the dressing argument of Subsection 4.1.2 let us look for the pair amplitude $K$ in the form

\[
K(\theta) = K^{\text{free}}(k) D(k),
\]

where $k = m \sinh \theta$ and the dressing factor $D(k)$ only depends on the parameters of the post-quench Hamiltonian, i.e. it is independent of the pre-quench mass $m_0$. Now consider the limit for the pre-quench
mass $m_0 \to \infty$. In this case the free amplitude tends to 1, while the amplitude $K$ is expected to become identical to (2.16) for the integrable Dirichlet boundary state, which means that $D(k) = K_D(\theta)$. This leads to the proposal of the following solution

$$K(\theta) = K^{\text{free}}(k)K_D(\theta),$$

which gives

$$|B\rangle = \mathcal{N} \exp \left[ \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta}{2\pi} K(\theta) Z^\dagger(\theta)Z^\dagger(-\theta) \right] |\Omega\rangle$$

for the initial state, where

$$K(\theta) = \frac{E_0(p) - E(\theta)}{E_0(p) + E(\theta)} K_D(\theta),$$

$$p = m \sinh \theta, \quad E(\theta) = m \cosh \theta, \quad E_0(p) = \sqrt{p^2 + m^2_0}.\quad (4.19)$$

This is exactly the Ansatz proposed in our previous work \[25\] on a slightly different basis, and it was demonstrated to solve the one-particle equation of the hierarchy to a good approximation; note that it has no free parameters to play with. In fact our arguments suggest that its functional form is exact; however, our reasoning does not preclude a coupling constant dependent renormalization of the parameter $m_0/m$ on which the $K^{\text{free}}$ factor effectively depends, similarly to $\lambda$ in the case of the integrable reflection factor (4.9). However, in view of the excellent agreement of our Ansatz with the numerical solution discussed in the next Section, such a renormalization seems unlikely.

5 Numerical solution of the hierarchy

Following the arguments of the previous section we can now assume that the initial state has the form

$$|B\rangle = \exp \left( \int_0^\infty d\theta \ K(\theta) Z^\dagger(-\theta)Z^\dagger(\theta) \right) |\Omega\rangle$$

$$= \sum_{n=0}^\infty \frac{1}{n!} \prod_{j=1}^n \int d\theta_j K(\theta_j) |-\theta_1, \theta_1, \ldots, -\theta_i, \theta_i\rangle .$$

(5.1)

As we will see below, for a numerical solution for the function $K$ one needs to consider analytic continuation of the equations (4.12) to complex rapidities. These can be derived by deforming the integration contours and taking into account the residues of kinematical poles given by (2.8). An alternative way to obtain them is provided by the finite volume formalism briefly reviewed in Appendix A. To be certain that the equations are correctly computed, we performed the finite volume derivation and then cross-checked the result against (4.12).

5.1 Keeping the vacuum and two-particle terms

Keeping the first few terms in the expansion (5.1) and applying a one-particle test state $|\theta\rangle$, the integral equation

The transition from integration over $k$ to integration over $\theta$ involves a Jacobi determinant factor, but it is eventually included in the way $K_D(\theta)$ is given in eqn. (2.16).
\[ 0 = F_1^\phi + \frac{1}{2} F_1^\phi K_D(\theta)(1 + S(-2\theta)) \]
\[ + \frac{1}{2} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta'}{2\pi} F_3^\phi(\theta + i\pi, -\theta', \theta') K_D(\theta') \]
\[ + \frac{1}{4} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} (S(-2\theta)K_D(\theta) + S(\theta - \theta')S(\theta + \theta')K_D(\theta)) F_3^\phi(-\theta, -\theta', \theta') K_D(\theta') \]
\[ + \frac{1}{8} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta_1'}{2\pi} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta_2'}{2\pi} F_5^\phi(\theta + i\pi, -\theta_1', \theta_1', -\theta_2', \theta_2') K_D(\theta_1') K_D(\theta_2') + ... \]

(5.2)

can be written for the Dirichlet case \(m_0 = \infty\), when the operator equation (3.6) simplifies to \(\phi(p)|D = 0\) \[25\]. For the iteration procedure we need to generalize (5.2) to complex test rapidities. As long as \(\text{Im} \theta < \varepsilon\), (5.2) turns out to be valid, but for \(\text{Im} \theta > \varepsilon\),

\[ 0 = F_1^\phi + F_1^\phi K_D(\theta) \]
\[ + \frac{1}{2} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta'}{2\pi} F_3^\phi(\theta + i\pi, -\theta', \theta') K_D(\theta') \]
\[ + \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} S(\theta - \theta')S(\theta + \theta')K_D(\theta) F_3^\phi(-\theta, -\theta', \theta') K_D(\theta') \]
\[ + \frac{1}{8} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta_1'}{2\pi} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta_2'}{2\pi} F_5^\phi(\theta + i\pi, -\theta_1', \theta_1', -\theta_2', \theta_2') K_D(\theta_1') K_D(\theta_2') + ... \]

(5.3)

has to be used. This can be derived from (5.2) by analytical continuation using the analytical properties of the form factors. In the case of finite mass quenches

\[ 0 = [E_0(p) - E(\theta)] F_1^\phi + \frac{1}{2} [E_0(p) + E(\theta)] F_1^\phi K(\theta)(1 + S(-2\theta)) \]
\[ + \frac{1}{2} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta'}{2\pi} [E_0(p) - E(\theta) + 2E(\theta')] F_3^\phi(\theta + i\pi, -\theta', \theta') K(\theta') \]
\[ + \frac{1}{4} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} [E_0(p) + E(\theta) + 2E(\theta')] (S(-2\theta)K(\theta) + S(\theta - \theta')S(\theta + \theta')K(\theta)) \]
\[ \times F_3^\phi(-\theta, -\theta', \theta') K(\theta') \]
\[ + \frac{1}{8} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta_1'}{2\pi} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta_2'}{2\pi} [E_0(p) - E(\theta) + 2E(\theta_1') + 2E(\theta_2')] \]
\[ \times F_5^\phi(\theta + i\pi, -\theta_1', \theta_1', -\theta_2', \theta_2') K(\theta_1') K(\theta_2') \]
\[ + ... \]

(5.4)

holds for \(\text{Im} \theta < \varepsilon\) and

\[ 0 = [E_0(p) - E(\theta)] F_1^\phi + [E_0(p) + E(\theta)] F_1^\phi K(\theta) \]
\[ + \frac{1}{2} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta'}{2\pi} [E_0(p) - E(\theta) + 2E(\theta')] F_3^\phi(\theta + i\pi, -\theta', \theta') K(\theta') \]
\[ + \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} [E_0(p) + E(\theta) + 2E(\theta')] S(\theta - \theta')S(\theta + \theta')K(\theta) F_3^\phi(-\theta, -\theta', \theta') K(\theta') \]
\[ + \frac{1}{8} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta_1'}{2\pi} \int_{-\infty+i\varepsilon}^{+\infty+i\varepsilon} \frac{d\theta_2'}{2\pi} [E_0(p) - E(\theta) + 2E(\theta_1') + 2E(\theta_2')] \]
\[ \times F_5^\phi(\theta + i\pi, -\theta_1', \theta_1', -\theta_2', \theta_2') K(\theta_1') K(\theta_2') + ... \]

(5.5)

for \(\text{Im} \theta > \varepsilon\) \[25\]. The structure of the integral equation is shown in Fig. 5.1.
Figure 5.1: Diagrammatic expansion of the one test particle equation. The dashed frame encloses those diagrams in which the bra and ket states differ by only one particle. These three terms are the ones kept in the truncated equation of Section 5.1.

Numerical calculations immediately show that the vacuum and two-particle terms (those that are zeroth and first order in $K$) in eqns. (5.4)-(5.3) are much larger than the rest, which is expected from the considerations of Subsection 3.4 as they correspond to $\Delta n = \pm 1$. As a consequence, it makes sense to construct an iterative method based on the truncated version of (5.4)-(5.3) that includes only the first three terms, while the rest are omitted:

$$0 \approx F_1^\phi + \frac{1}{2} F_1^\phi K_D(\theta)(1 + S(-2\theta))$$
$$+ \frac{1}{2} \int_{-\infty+i\epsilon}^{+\infty+i\epsilon} \frac{d\theta'}{2\pi} F_3^\phi(\theta + i\pi, -\theta', \theta') K_D(\theta') \quad \text{(if Im $\theta < \epsilon$)},$$

(5.6)

$$0 \approx F_1^\phi + F_1^\phi K_D(\theta)$$
$$+ \frac{1}{2} \int_{-\infty+i\epsilon}^{+\infty+i\epsilon} \frac{d\theta'}{2\pi} F_3^\phi(\theta + i\pi, -\theta', \theta') K_D(\theta') \quad \text{(if Im $\theta > \epsilon$)},$$

(5.7)

for the Dirichlet, and

$$0 \approx F_1^\phi \frac{E_0(p(\theta)) - E(\theta)}{E_0(p(\theta)) + E(\theta)} + \frac{1}{2} F_1^\phi K(\theta)(1 + S(-2\theta))$$
$$+ \frac{1}{2} \int_{-\infty+i\epsilon}^{+\infty+i\epsilon} \frac{d\theta'}{2\pi} \frac{E_0(p(\theta')) - E(\theta) + 2E(\theta')}{E_0(p(\theta)) + E(\theta)} F_3^\phi(\theta + i\pi, -\theta', \theta') K(\theta') \quad \text{(if Im $\theta < \epsilon$)},$$

(5.8)

$$0 \approx F_1^\phi \frac{E_0(p(\theta)) - E(\theta)}{E_0(p(\theta)) + E(\theta)} + F_1^\phi K(\theta)$$
$$+ \frac{1}{2} \int_{-\infty+i\epsilon}^{+\infty+i\epsilon} \frac{d\theta'}{2\pi} \frac{E_0(p(\theta')) - E(\theta) + 2E(\theta')}{E_0(p(\theta)) + E(\theta)} F_3^\phi(\theta + i\pi, -\theta', \theta') K(\theta') \quad \text{(if Im $\theta > \epsilon$)},$$

(5.9)
for the finite mass quench.

5.1.1 Dirichlet problem

Discussing first the Dirichlet problem, our aim is to numerically calculate the $K_D(\theta)$ function for real test rapidities, however, the equations contain this function for complex rapidities $\theta' + i\varepsilon$ as well. Consequently, to obtain a closed iterative scheme, we also have to plug in complex test rapidities with imaginary part larger than the shift of the contour to the equations, that is, in each iteration we have to calculate two iterative functions. Instead of calculating the iterative functions at real and shifted rapidities, for practical reasons, both of them are calculated at shifted rapidities $K$. The equations contain this function for real test rapidities, however, the equations contain this function for complex rapidities.

The iterative solution is always very close to the expected exact result (2.16) over all the fundamental range $0 \leq B \leq 1$ of the coupling strength. The small deviation between the numerical and the exact solution can be attributed to the truncation of the infinite integral equation to the vacuum and two-particle terms. This is supported by the results presented in Subsection 5.2 where it is shown that the iterative solution of the integral equation is much closer to the exact result $K_D$ when higher particle number terms are taken into account.
For the finite mass problem (5.10) is modified as

\[ K(\theta)_{\varepsilon_1}^{(k+1)} = -\frac{1}{2} \left( \frac{1}{1 + S(-2(\theta + i\varepsilon_1))} \left( \frac{2}{E_0(p(\theta + i\varepsilon_1)) - E(\theta + i\varepsilon_1)} \frac{E_0(p(\theta + i\varepsilon_1)) - E(\theta + i\varepsilon_1)}{E_0(p(\theta + i\varepsilon_1)) + E(\theta + i\varepsilon_1)} + \frac{1}{E_0(p(\theta + i\varepsilon_1)) + E(\theta + i\varepsilon_1)} \right) \right) \]

\[ + \frac{1}{2F_1^\phi} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left( \frac{2}{E_0(p(\theta + i\varepsilon_2)) - E(\theta + i\varepsilon_2)} \frac{E_0(p(\theta + i\varepsilon_2)) - E(\theta + i\varepsilon_2)}{E_0(p(\theta + i\varepsilon_2)) + E(\theta + i\varepsilon_2)} + \frac{1}{E_0(p(\theta + i\varepsilon_2)) + E(\theta + i\varepsilon_2)} \right) \]

\[ F_3^\phi(\theta + i(\pi + \varepsilon_1), -\theta' - i\varepsilon_2, \theta' + i\varepsilon_2)K(\theta')_{\varepsilon_2}^{(k)} + \frac{1}{2} K(\theta)_{\varepsilon_1}^{(k)} \]

\[ 5.13 \]

\[ K(\theta)_{\varepsilon_2}^{(k+1)} = -\frac{1}{2} \left( \frac{1}{1 + S(-2(\theta + i\varepsilon_2))} \left( \frac{2}{E_0(p(\theta + i\varepsilon_2)) - E(\theta + i\varepsilon_2)} \frac{E_0(p(\theta + i\varepsilon_2)) - E(\theta + i\varepsilon_2)}{E_0(p(\theta + i\varepsilon_2)) + E(\theta + i\varepsilon_2)} + \frac{1}{E_0(p(\theta + i\varepsilon_2)) + E(\theta + i\varepsilon_2)} \right) \right) \]

\[ + \frac{1}{2F_1^\phi} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left( \frac{2}{E_0(p(\theta + i\varepsilon_2)) - E(\theta + i\varepsilon_2)} \frac{E_0(p(\theta + i\varepsilon_2)) - E(\theta + i\varepsilon_2)}{E_0(p(\theta + i\varepsilon_2)) + E(\theta + i\varepsilon_2)} + \frac{1}{E_0(p(\theta + i\varepsilon_2)) + E(\theta + i\varepsilon_2)} \right) \]

\[ F_3^\phi(\theta + i(\pi + \varepsilon_2), -\theta' - i\varepsilon_1, \theta' + i\varepsilon_1)K(\theta')_{\varepsilon_1}^{(k)} + \frac{1}{2} K(\theta)_{\varepsilon_2}^{(k)} \]

\[ 5.13 \]

yielding scheme S2F. The solution along the real axis is obtained by

\[ K(\theta) = \frac{-1}{1 + S(-2\theta)} \left( \frac{2}{E_0(p(\theta)) - E(\theta)} \frac{E_0(p(\theta)) - E(\theta)}{E_0(p(\theta)) + E(\theta)} + \frac{1}{E_0(p(\theta)) + E(\theta)} \right) \]

\[ + \frac{1}{2F_1^\phi} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left( \frac{2}{E_0(p(\theta)) - E(\theta)} \frac{E_0(p(\theta)) - E(\theta)}{E_0(p(\theta)) + E(\theta)} + \frac{1}{E_0(p(\theta)) + E(\theta)} \right) \]

\[ F_3^\phi(\theta + i\pi, -\theta', -i\varepsilon_2, \theta' + i\varepsilon_2)K(\theta')_{\varepsilon_2}^{(k)} \]

\[ 5.14 \]

For the finite mass quench problem fast convergence is witnessed again, furthermore, the iterative solution appears to be close to the proposed solution (4.19) (Fig. 5.3). Just like in the Dirichlet case, these observations hold for a large regime of the coupling strength $B$ and the quench parameter $m_0$. Note that the deviation between the iterative solution and the Ansatz (4.19) is of the same magnitude as in the
Dirichlet case, therefore it can safely be attributed to the truncation of the form factor series, which will be strongly confirmed after taking into account the four-particle contribution in Subsection 5.2.

5.2 Adding the \(O(K^2)\) terms

To construct an iteration scheme including the four-particle contributions of (5.4)-(5.3), we can simply add them \((5.6)-(5.9)\). For a closed iteration, however, we now need also an iterative function that is defined for real rapidities. Although it is possible to construct a scheme working with only two iterative functions, the one presented below uses three of them: for \(K(\theta)^{(k+1)}\) and \(K(\theta)^{(k+1)}_{\varepsilon=1}\) the integration contour is shifted with \(\varepsilon_2\), and for \(K(\theta)^{(k+1)}_{\varepsilon=2}\) the contour is shifted with \(\varepsilon_1\). Unlike in the equation for \(K(\theta)^{(k+1)}_{\varepsilon=1}\), where the denominator is \(1 + S(-2(\theta + i\varepsilon_1))\), in the equation for \(K(\theta)^{(k+1)}_{\varepsilon=2}\), the denominator is \(1 + \frac{1}{2F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} F_3^\phi(-\theta - i\varepsilon, \theta')K(\theta')^{(k)}\) instead. The equations for this scheme S4D read

\[
K(\theta)^{(k+1)}_{\varepsilon=1} = \frac{1}{2} + \frac{1}{2} \left( 2 + \frac{1}{F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} F_3^\phi(-\theta + i\varepsilon_1, \theta' - i\varepsilon_2, \theta' + i\varepsilon_2)K(\theta')^{(k)}_{\varepsilon=2} \right) \right)
\]

\[
+ \frac{1}{2F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left( S(-2(\theta + i\varepsilon_1) + S(\theta + i\varepsilon_1) + S(\theta + i\varepsilon_1 + \theta')K(\theta')^{(k)}_{\varepsilon=1} \right)
\]

\[
+ \frac{1}{4F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta'_1}{2\pi} \int_{-\infty}^{+\infty} \frac{d\theta'_2}{2\pi} F_5^\phi(-\theta + i(\varepsilon + 1), -\theta' - i\varepsilon_2, \theta'_1 + i\varepsilon_2, -\theta' - i\varepsilon_2, \theta'_2 + i\varepsilon_2)
\]

\[
K(\theta'_1)^{(k)}_{\varepsilon=2} K(\theta'_2)^{(k)}_{\varepsilon=2} + \frac{1}{2} K(\theta)^{(k+1)}_{\varepsilon=1},
\]

(5.15)
\[ K(\theta)_{\xi_2}^{(k+1)} = -\frac{1}{2} \left( 1 + \frac{1}{2 F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} F_3^\phi(\theta' + i(\pi + \varepsilon_2), -\theta' - i\varepsilon_1, \theta' + i\varepsilon_1) K(\theta')_{\xi_1}^{(k)} \right) \]

\[ + \frac{1}{2 F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left( S(\theta + i\varepsilon_2 - \theta') S(\theta + i\varepsilon_2 + \theta') K(\theta')_{\xi_1}^{(k)} \right) \]

\[ F_3^\phi(-\theta - i\varepsilon_2, -\theta', \theta') K(\theta')_{\xi_1}^{(k)} \]

\[ + \frac{1}{8 F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta_1'}{2\pi} \int_{-\infty}^{+\infty} \frac{d\theta_2'}{2\pi} F_5^\phi(\theta + i(\pi + \varepsilon_2), -\theta_1' - i\varepsilon_1, \theta_1' + i\varepsilon_1, -\theta_2' - i\varepsilon_1, \theta_2' + i\varepsilon_1) K(\theta_1')_{\xi_1}^{(k)} K(\theta_2')_{\xi_1}^{(k)} \]

\[ - \frac{5}{2} K(\theta)_{\xi_2}^{(k+1)}, \]

\[ K(\theta)_{\xi_2}^{(k+1)} = -\frac{1}{2} \left[ 1 + \frac{1}{2 F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left( S(-2\theta) + S(\theta - \theta') S(\theta + \theta') \right) F_3^\phi(-\theta, -\theta', \theta') K(\theta')_{\xi_2}^{(k)} \right]^{-1} \]

\[ \left( 2 + S(-2\theta) K(\theta)_{\xi_2}^{(k)} + \frac{1}{F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} F_3^\phi(\theta + i\pi, -\theta' - i\varepsilon_2, \theta' + i\varepsilon_2) K(\theta')_{\xi_2}^{(k)} \right) \]

\[ + \frac{1}{4 F_1^0} \int_{-\infty}^{+\infty} \frac{d\theta_1'}{2\pi} \int_{-\infty}^{+\infty} \frac{d\theta_2'}{2\pi} F_5^\phi(\theta + i\pi, -\theta_1' - i\varepsilon_2, \theta_1' + i\varepsilon_2, -\theta_2' - i\varepsilon_2, \theta_2' + i\varepsilon_2) K(\theta_1')_{\xi_2}^{(k)} K(\theta_2')_{\xi_2}^{(k)} \]

\[ + \frac{1}{2} K(\theta)_{\xi_2}^{(k)} \].

We omit the equations of the iteration scheme for the finite mass case, as the corresponding finite mass scheme S4F is easily obtained from S4D by plugging the extra \( \frac{E_0 - E}{E_0 + E} \) type factors. Similarly to schemes S2D and S2F, averaging with the previous iterative functions is present in each iterative step.

This scheme was chosen from other possibilities by observing that it always performed better than all other schemes we tried. Unlike S2D and S2F and just like other schemes including the four-particle terms, S4D and S4F iterations are unstable. To overcome this issue we stopped the iteration, when the difference between two consecutive iterative functions is the smallest. The function difference was measured by the \( |\text{5.12}| \), as, similarly to the previous schemes, the difference between the imaginary parts tends to be much smaller and slowly varying.
As demonstrated in Fig. 5.4, the solutions of S4D and S4F schemes are indeed remarkably close to the exact Dirichlet solution and the Ansatz, respectively. In fact, the solution curves now lie on top of the exact Dirichlet amplitude and the Ansatz, respectively. This pattern again holds for all values of the coupling strength $B$ and a large range of the quench parameter $m_0$.

### 5.3 The three-particle condition

For a numerical verification of the exponential form \((1.3)\) of the initial state, it is necessary to consider higher members of the hierarchy. This rapidly becomes impractical due to the computational cost of the integrals involving very high particle form factors. In addition, constructing the form of the equation with the integration contours arranged conveniently for numerical evaluation is also quite tedious.

For this reason, we restrict ourselves here to the case of three-particle test states. The three-particle condition is a sum

$$0 = T_0 + T_2 + T_4 + T_6 + \ldots$$

with $T_n$ denoting the $n$-particle contribution from initial state \((1.3)\). Since the iterative solution of the one-particle condition is very well described by the Ansatz \((4.19)\), the latter can be used to perform the evaluations. We have computed the first three terms explicitly with the result given in \((A.15)\). For the contribution $T_6$, deriving the integral form proved to be so tedious that we decided to estimate its contribution directly evaluating the corresponding term in the finite volume form \((A.10)\) for a large value of the volume $(mL = 250)$.

To verify that \((5.18)\) holds, we computed the sum for several values of the Sinh-Gordon coupling in the fundamental range $0 \leq B \leq 1$, for different values of the test rapidities at each point, and for several different quenches, parametrized by the mass ratio $m_0/m$.

To make certain that the integral form \((A.15)\) of the condition was derived correctly, we supplemented the calculation of $T_2$ and $T_4$ by a direct evaluation of the finite volume sum for $mL = 250$. The finite volume form was always found to agree with the integral form within the numerical precision of the former. Note that for practical evaluation the finite volume sum must be truncated to states below some upper energy cutoff. For $T_2$ and $T_4$ it was possible to keep this truncation high enough to achieve better than 3 digits accuracy; however, for $T_6$ this was not always the case, as we discuss below.
A sample of the resulting data is collected in Appendix A. As a benchmark, we always quote the Dirichlet case $m_0/m = \infty$, which can be obtained by omitting the energy factors in square brackets from each term. For the Dirichlet case, the equation must hold exactly when terms $T_n$ are included for all $n$, since then (1.3) corresponds to a boundary state known exactly from reflection factor bootstrap [41, 61]. We can see that the terms $T_2$ and $T_4$ (corresponding to $\Delta n = \pm 1$) are always dominant, and typically cancel each other within a few percent. To go further, it is necessary to include $T_0$ and $T_6$, corresponding to $\Delta n = \pm 2$. In most cases, this improves the cancellation to better than a percent. There are two exceptions to this, however. First, when the sum $T_0 + T_2 + T_4$ is relatively small, to verify the improvement $T_6$ would need to be evaluated to a very high precision which is not possible using the finite volume summation. Second, when some of the test rapidities are relatively large, the cut-off necessary to evaluate the finite volume sum for $T_6$ prevents the evaluation of all the dominant contributions, as these come from regions which cannot be explored within reasonable computer time. However, in all these cases we also see the same deviations for the $m_0/m = \infty$ case, for which we know the full equation should hold exactly. Taken altogether, these facts show that the deviations can be explained by the approximations made during numerical evaluation. On the other hand, we have data for a much larger number of couplings and rapidities than shown in Appendix A and all of them fall in the same pattern.

Summing up, the numerical evaluation of the three-particle member of the hierarchy strongly confirms the exponential form of the initial state.

6 Conclusions

The present paper continues a program started in [25], which is aimed at constructing the initial state of quantum quenches in integrable quantum field theories in terms of the post-quench eigenstates. Such a construction amounts to the determination of the overlaps of the initial state with the eigenstates of the post-quench Hamiltonian, which is an essential input for computing the temporal evolution and the steady state expectation values of physical observables.

The particular class of quenches considered in this paper was within the Sinh-Gordon model, starting from the ground state of mass $m_0$ with zero coupling, to a post-quench system with a mass $m$ and a nonzero value of $g$. The important characteristics of this quench is that the initial state can be specified via an operator condition. This allows the derivation of an infinite hierarchy of integral equations based on the form factor bootstrap for the overlap functions $K_{2n}$. Each integral equation can be written as a form factor expansion, consisting of an infinite number of terms.

We then examined the hierarchy, and presented a number of arguments concerning the nature of its solutions. Some of these arguments are likely valid for more general models and initial states, described by similar integral hierarchies. The results we expect to be generally valid are the following:

1. For a free field, the unique solution of the hierarchy is the usual squeezed state obtained from the Bogoliubov transformation, and perturbation theory considerations imply the existence and uniqueness of its solution for the interacting case.

2. The terms in the hierarchy are ordered in magnitude by the difference between the bra and ket state particle numbers $\Delta n$; the larger $\Delta n$, the smaller is the corresponding term. This means that each equation in the hierarchy can be well approximated by a finite truncation, and that higher equations corresponding to test states with more particles probe overlap amplitudes with states containing more particles. For the elementary field $\phi$ considered in this paper it is the $\Delta n = \pm 1$ terms that dominate, and a rather good approximation can be obtained by truncating to only two terms.

3. The iterative solution method that was developed on the basis of the aforementioned truncatability property.

4. The result that exponentiation follows for states that are built out of zero-momentum particle pairs, which follows from the extensivity of local conserved charges.
In addition, for the particular class of quenches we presented a heuristic argument, dubbed “integrable dressing”, that the state only contains pair states. This argument is heuristic in many respects. First, it supposes the construction of a mapping of the free theory eigenstates to the interacting eigenstates; there are general results such as Haag’s theorem [68] showing that such a mapping does not exist in mathematically strict sense. This can be avoided by introducing an ultraviolet cut-off and removing it after renormalization, but then it must be shown that the resulting relations really confirm the argument. An equivalent approach is to consider fast but smooth quantum quenches [69] in which the time interval during which the quench is performed tends to zero but kept larger than the inverse energy cut-off. Either way, this is definitely out of the scope of the present paper; however, completing the argument or finding an alternative is definitely worthwhile to consider, especially in view of extending the result to other integrable quenches.

The heuristic nature of the pairing argument makes it very important to supplement the analytical considerations by numerical ones. First, the iterative solution confirms to high precision that the proposed factorized Ansatz (4.19) indeed solves the one-particle test state condition, which is the lowest member of the hierarchy. Second, an independent test of the squeezed state form, which includes the pair structure and the exponentiation, was provided by checking the next member of the hierarchy, i.e. the three-particle condition. Note that since the Ansatz contains no free parameters, there is no way to adjust it: it either fails or passes. In the end, the Ansatz passed all the tests we could pose; while these are limited by computing power, they still impose very stringent constraints. This shows that the Ansatz is at least a very good approximation to the solution, and raises the possibility that it is eventually exact; in this regard it could be of interest to work out the integrable dressing argument (cf. Subsection 4.1.2) in more detail for the quench situation.

Our results show that an exponential cut-off regularisation of the state of the form (1.4) cannot provide a consistent description of the initial state (or its asymptotic behaviour at large times) in the limit of large initial mass $m_0$. This is because the original amplitude $K(\theta)$ of (4.19) decays algebraically as a function of momentum $p$ for large momenta (it behaves as $1/p^2$) and therefore physical observables with different dependence on momentum scales would exhibit different scaling behaviour in the Ansatz and in the exponentially cut-off state as $m_0 \to \infty$. In other words, fixing the correspondence between $\tau_0$ and $m_0$ for some test observable would give inconsistent results for other observables. A demonstration of this discrepancy was presented in [25]. The same argument would hold for any other choice of regularisation, different from the exponential cut-off of (1.4), unless it decays exactly as the Ansatz itself.

Interesting open issues include applying the present approach to quenches in other field theoretical models, such as sine-Gordon theory or the O(3) sigma model, that are more relevant for applications in condensed matter.

Another challenge is to provide a less heuristic argument for the pair structure, or to prove the exponentiation of the initial state directly from the hierarchy equations. One possible approach to tackle this problem is to first focus on the Dirichlet case, for which both the exponential form and the amplitude $K_D$ are fully determined, in a completely different way, from the functional constraints imposed by the boundary bootstrap [41]. Since the pole structure and asymptotic behaviour of $K_D$ are linked to the above constraints, which are sufficient to determine it, one expects that they must also be sufficient (along with the properties of the form factors) in order to verify analytically that it satisfies the hierarchy equations. On the other hand, exponentiation may also be explained by a reduction of the $N$-particle equation to the one-particle one in a way analogous to the free case, though definitely more elaborate.

It would also be worthwhile to find more efficient numerical methods to solve the hierarchy determining the overlap amplitudes.
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Here we briefly summarize the finite volume regularization for the hierarchy and show that after an appropriate redefinition of integration contours the resulting equations are equivalent to those obtained from the form factor representation (2.10) of the field.
A.1 The finite volume regularization

In a finite volume representation the initial state takes the form \[70\]
\[
|B\rangle_L = |\Omega\rangle_L + \sum_{I'} N_2(\theta') L K(\theta') |-\theta', \theta'\rangle_L + \sum_{I_1'>I_2'>0} N_4(\theta_1', \theta_2') L K(\theta_1') K(\theta_2') |-\theta_1', \theta_1', -\theta_2', \theta_2'\rangle_L + \ldots ,
\]
where the summations run over all positive integer quantum numbers for the particles, and the rapidities are related to the quantum numbers by the Bethe-Yang equations:
\[
\hat{Q}^{(2)}(\theta') = mL \sinh \theta' - i \log S(2\theta') = 2\pi I
\]
for the two-particle, and
\[
\begin{align*}
\hat{Q}_1^{(4)}(\theta_1', \theta_2') & = mL \sinh \theta_1' - i \log S(2\theta_1') - i \log S(\theta_1' - \theta_2') - i \log S(\theta_1' + \theta_2') = 2\pi I_1 \\
\hat{Q}_2^{(4)}(\theta_1', \theta_2') & = mL \sinh \theta_2' - i \log S(2\theta_2') - i \log S(\theta_2' - \theta_1') - i \log S(\theta_2' + \theta_1') = 2\pi I_2
\end{align*}
\]
for the four-particle term. These are quantization conditions for states that are constrained to have a pair structure, and similar equations can be written for higher particle numbers.

We can also define the unconstrained multi-particle states
\[
|\theta_1, \ldots, \theta_n\rangle_L ,
\]
which (up to corrections that vanish exponentially with the volume) satisfy the Bethe-Yang quantization equations
\[
\hat{Q}_j^{(n)}(\theta_1, \ldots, \theta_n) = mL \sinh \theta_j - i \sum_{k \neq j} \log S(\theta_j - \theta_k) = 2\pi I_j \quad j = 1, \ldots, n.
\]
The density of unconstrained states in rapidity space is given by the Jacobi determinant \[71\]
\[
\rho_n(\theta_1, \ldots, \theta_n)_L = \det \left\{ \frac{\partial Q_j^{(n)}}{\partial \theta_k} \right\}_{j,k=1,\ldots,n} ,
\]
while those of the paired states read \[70\]
\[
\hat{\rho}_{2n}(\theta_1', \ldots, \theta_n')_L = \det \left\{ \frac{\partial \hat{Q}_j^{(2n)}}{\partial \theta_k'} \right\}_{j,k=1,\ldots,n}.
\]
In these notations, the finite volume normalization factors are \[70\]
\[
N_{2n}(\theta_1', \ldots, \theta_n')_L = \sqrt{\frac{\rho_{2n}(-\theta_1', \theta_1', \ldots, -\theta_n', \theta_n')_L}{\rho_{2n}(\theta_1', \ldots, \theta_n')_L}}.
\]
Let us introduce the short-hand notation
\[
\mathcal{O}(p) = E_0(p) \tilde{\phi}(p) + \left[ \tilde{\phi}(p), H \right] ,
\]
so that we can write the operator form of our hierarchy \[3.6\] as
\[
\mathcal{O}(p)|B\rangle = 0 .
\]
In finite volume, we can write the following form for the n-particle equation in the hierarchy
\[
\sum_{k=0}^{\infty} \frac{1}{k!} \sum_{I'_1} \cdots \sum_{I'_k} N_{2k}(\theta'_1, \ldots, \theta'_k)_L K(\theta'_1) \ldots K(\theta'_k) |\theta_1, \ldots, \theta_n, \mathcal{O}(p)| - \theta'_1, \theta'_1, \ldots, -\theta'_k, \theta'_k\rangle_L = 0 , \quad \text{(A.10)}
\]
where \( \theta_1, \ldots, \theta_n \) must also be a state satisfying the quantization relations with some arbitrarily chosen quantum numbers. For the finite volume form factors of \( O \) we can use the relation

\[
\langle \theta_1, \ldots, \theta_m | O(p) | \theta'_1, \ldots, \theta'_n \rangle_L = \frac{F^{O(p)}_{m+n}(\theta_m + i\pi, \ldots, \theta_1 + i\pi, \theta'_1, \ldots, \theta'_n)}{\sqrt{\rho_m(\theta_1, \ldots, \theta_m)\rho(\theta'_1, \ldots, \theta'_n)}}
\]  

(A.11)

valid up to exponential corrections in the volume \( L \), where

\[
F^{O(p)}_{n}(\theta_1, \ldots, \theta_n) = \langle \Omega | O(p) | \theta_1, \theta_2, \ldots, \theta_n \rangle_{in}
\]  

(A.12)

are the infinite volume multi-particle form factors of \( O(p) \). They can be expressed using the form factors of the elementary field \( \phi(x) \) as

\[
F^{O(p)}_{n}(\theta_1, \ldots, \theta_n) = F^{\phi}_{n}(\theta_1, \ldots, \theta_n) \left( E_0(p) + \sum_{i=1}^{n} m \cosh \theta_i \right) \delta(p + \sum_{i=1}^{n} m \sinh \theta_i),
\]

\[
F^{\phi}_{n}(\theta_1, \ldots, \theta_n) = \langle \Omega | \phi(x = 0) | \theta_1, \theta_2, \ldots, \theta_n \rangle_{in}.
\]  

(A.13)

Using these formulas, one can derive the equations satisfied by the state \( |B\rangle \) in the infinite volume limit by applying the methods developed in [73]. The trick is to rewrite the summation over the quantum number using multi-dimensional residue integrals, and open the contours which necessitates compensating for some additional singularities by subtracting their residues. In the Supplementary Material of the previous work [25] we have shown an explicit example of this sort of calculation; therefore here we refrain from going into more details.

For one-particle test states, the resulting equation up to (and including) four-particle terms from the initial state can be written as \([5.4]\) valid as long as \( \text{Im} \ \theta < \varepsilon \).

For \( \text{Im} \ \theta > \varepsilon \), the equation is changed by kinematic poles of the form factors \( F^{\phi}_{3} \) and \( F^{\phi}_{5} \) crossing the contours of integrations; the appropriate analytic continuation of the equation reads \([5.5]\). In the limit \( m_0 \rightarrow \infty \), the energy terms \( E(\theta) \) can be dropped and the equation divided through by \( E_0(p) \), leading to the simplified form \([5.2]\) for \( \text{Im} \ \theta < \varepsilon \), and \([5.3]\) for \( \text{Im} \ \theta > \varepsilon \). These express the condition

\[
\phi(x)|D\rangle = 0 \quad (A.14)
\]

satisfied by the Dirichlet state.

For three-particle test states, the result is

\[
0 = T_0 + T_2 + T_4 + \ldots \quad (A.15)
\]

with \( T_n \) denoting the \( n \)-particle contribution from the state \( |B\rangle \):

\[
T_0 = [E_0(p) - E(\theta_1) - E(\theta_2) - E(\theta_3)] F(\theta_3 + i\pi, \theta_2 + i\pi, \theta_1 + i\pi), \quad (A.16)
\]

\[
T_2 = \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left[ [E_0(p) - E(\theta_1) - E(\theta_2) - E(\theta_3) + 2E(\theta' + i\varepsilon)] \times F(\theta_3 + i\pi, \theta_2 + i\pi, \theta_1 + i\pi, -\theta' - i\varepsilon, \theta' + i\varepsilon) K(\theta' + i\varepsilon) \right] + \frac{1}{2} [E_0(p) + E(\theta_1) - E(\theta_2) - E(\theta_3)] [S(\theta_2 - \theta_1)S(\theta_3 - \theta_1) + S(-2\theta_1)] F(\theta_3 + i\pi, \theta_2 + i\pi, -\theta_1) K(\theta_1) + \frac{1}{2} [E_0(p) - E(\theta_1) + E(\theta_2) - E(\theta_3)] [S(\theta_3 - \theta_2) + S(\theta_2 - \theta_1)S(-2\theta_2)] F(\theta_3 + i\pi, \theta_1 + i\pi, -\theta_2) K(\theta_2) + \frac{1}{2} [E_0(p) - E(\theta_1) - E(\theta_2) + E(\theta_3)] [1 + S(\theta_3 - \theta_2)S(\theta_3 - \theta_1)S(-2\theta_3)] F(\theta_2 + i\pi, \theta_1 + i\pi, -\theta_3) K(\theta_3), \quad (A.17)
\]
$$T_1 = \frac{1}{8} \int_{-\infty}^{+\infty} \frac{d\theta_1'}{2\pi} \int_{-\infty}^{+\infty} \frac{d\theta_2'}{2\pi} \left[ [E_0(p) - E(\theta_1) - E(\theta_2) - E(\theta_3) + 2E(\theta_1' + i\varepsilon) + 2E(\theta_2' + i\varepsilon)] \right. \\
\times F(\theta_3 + i\pi, \theta_2 + i\pi, \theta_1 + i\pi, -\theta' - i\varepsilon, \theta_1' + i\varepsilon, -\theta'_2 - i\varepsilon, \theta'_2 + i\varepsilon) K(\theta'_1 + i\varepsilon) K(\theta'_2 + i\varepsilon) \\
+ \frac{1}{4} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left[ E_0(p) + E(\theta_1) - E(\theta_2) - E(\theta_3) + 2E(\theta' + i\varepsilon) \right] F(\theta_3 + i\pi, \theta_2 + i\pi, -\theta_1 - \theta' - i\varepsilon, \theta' + i\varepsilon) \\
\times [S(\theta_3 - \theta_1) S(\theta_2 - \theta_1) S(\theta_1 + \theta' + i\varepsilon) S(\theta_1 + \theta' + i\varepsilon) S(\theta_2 - \theta_1)] K(\theta' + i\varepsilon) K(\theta_1) \\
+ \frac{1}{4} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left[ E_0(p) + E(\theta_1) - E(\theta_2) - E(\theta_3) + 2E(\theta' + i\varepsilon) \right] F(\theta_3 + i\pi, \theta_2 + i\pi, -\theta_1, -\theta' - i\varepsilon, \theta' + i\varepsilon) \\
\times [S(\theta_3 - \theta_1) S(\theta_2 - \theta' - i\varepsilon) S(\theta_2 + \theta' + i\varepsilon) S(\theta_2 - \theta_1)] K(\theta' + i\varepsilon) K(\theta_2) \\
+ \frac{1}{4} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left[ E_0(p) - E(\theta_1) - E(\theta_2) + E(\theta_3) + 2E(\theta' + i\varepsilon) \right] F(\theta_2 + i\pi, \theta_1 + i\pi, -\theta_3, -\theta' - i\varepsilon, \theta' + i\varepsilon) \\
\times [S(\theta_3 - \theta_1 - \theta_3 - \theta_2) S(\theta_3 - \theta_2 - \theta_1)] K(\theta' + i\varepsilon) K(\theta_3) \\
+ \frac{1}{4} \left[ E_0(p) + E(\theta_1) + E(\theta_2) - E(\theta_3) \right] F(\theta_3 + i\pi, -\theta_1 - \theta_2) [S(\theta_3 - \theta_1) S(\theta_2 + \theta_1) S(\theta_3 - \theta_2) K(\theta_1) K(\theta_2) \\
+ S(\theta_3 - \theta_1) K(\theta_1) K(-\theta_2) + S(\theta_3 - \theta_2) K(-\theta_1) K(\theta_2) + S(-\theta_2 - \theta_1) K(-\theta_1) K(-\theta_2) \right] \\
+ \frac{1}{4} \left[ E_0(p) + E(\theta_1) - E(\theta_2) + E(\theta_3) \right] F(\theta_2 + i\pi, -\theta_1, -\theta_3) [S(\theta_2 - \theta_1) S(\theta_3 + \theta_1) K(\theta_1) K(\theta_3) \\
+ S(\theta_2 - \theta_1) S(\theta_3 - \theta_2) K(-\theta_3) + K(-\theta_1) K(\theta_3) + S(\theta_3 - \theta_2) S(-\theta_3) K(-\theta_1) K(-\theta_3) \right] \\
+ \frac{1}{4} \left[ E_0(p) - E(\theta_1) + E(\theta_2) + E(\theta_3) \right] F(\theta_1 + i\pi, -\theta_2, -\theta_3) [S(\theta_2 + \theta_3) K(\theta_2) K(\theta_3) \\
+ S(\theta_3 - \theta_1) K(\theta_2) K(-\theta_3) + S(-\theta_2 - \theta_1) K(-\theta_2) K(\theta_3) \\
+ S(-\theta_3 - \theta_2) S(\theta_3 - \theta_1) S(-\theta_2 - \theta_1) K(-\theta_1) K(-\theta_3)] \right]. \tag{A.18}$$

and $p = m \sinh \theta_1 + m \sinh \theta_2 + m \sinh \theta_3$, valid as long as $\text{Im} \theta_i < \varepsilon$. For other complex values of the test rapidities it can be continued analytically similarly to the one-particle equation; the condition satisfied by the Dirichlet function $K_D$ can be obtained by dropping the terms containing combinations of $E_0$ and $E$ in the square brackets.

## A.2 Comparing to the infinite volume formalism

The equation hierarchy can be obtained directly from substituting the infinite volume matrix element \([2.11]\) into \([3.16]\). Considering the case of a one-particle test state, from \([4.12]\) one obtains

$$0 = [E_0(p) - E(\theta)] F_{1,1}^\phi + [E_0(p) + E(\theta)] F_{1,1}^\phi K(\theta) \\
+ \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left[ E_0(p) - E(\theta) + 2E(\theta') \right] F_{3,3}^\phi (\theta + i\pi + i0, -\theta' - i0, \theta' - i0) K(\theta') K(\theta) \\
+ \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} \left[ E_0(p) + E(\theta) + 2E(\theta') \right] F_{3,3}^\phi (-\theta' - i0, \theta' - i0, -\theta - i0) K(\theta') K(\theta) \tag{A.19}$$

In the finite volume formula it is necessary to take the form \([5.5]\) valid for $\text{Im} \theta > \varepsilon$ to have the same ordering of the imaginary parts between the unprimed and primed rapidity variables as in \([A.19]\) above. Shifting back the contours to the real axis, and absorbing $S$-matrix factors by reordering the rapidity
variables in the corresponding form factor gives

\[
0 = [E_0(p) - E(\theta)] F_1^\phi + [E_0(p) + E(\theta)] F_1^\phi K(\theta)
\]
\[
+ \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} [E_0(p) - E(\theta) + 2E(\theta')] F_3^\phi (\theta + i\varepsilon, -\theta', \theta') K(\theta')
\]
\[
+ \frac{1}{2} \int_{-\infty}^{+\infty} \frac{d\theta'}{2\pi} [E_0(p) + E(\theta) + 2E(\theta')] K(\theta) F_3^\phi (-\theta', \theta', -\theta) K(\theta')
\]
\[
+ \frac{1}{8} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \frac{d\theta_1' d\theta_2'}{2\pi} [E_0(p) - E(\theta) + 2E(\theta_1') + 2E(\theta_2')]
\]
\[
\times F_5^\phi (\theta + i\varepsilon, -\theta_1', -\theta_2') K(\theta_1') K(\theta_2') + \ldots
\]

Due to the \(+i\varepsilon\) shifts in the unprimed rapidities, the \(-i\varepsilon\) shifts in \([A,19]\) can be eliminated, making the two equations identical.

Similar identity can be demonstrated for the three-test particle condition; as it contains no essential novelty compared to the one-particle case, for the sake of brevity we omit the details here.

**B** Tables for the numerical verification of the three-particle condition

The tables in this Section contain a sample of numerical data obtained from numerical evaluation of the three-particle condition \([A,15]\). The first three terms \(T_0, T_2\) and \(T_4\) were evaluated using the integral formulae. The first line labeled “sum” gives the sum of these three terms, and verifies how precisely the condition is satisfied in this truncation. For the evaluation of \(T_6\) it proved practical to use the finite volume sum form \([A,12]\). The second line labeled “sum” gives the value of the three-particle condition once the computed result for \(T_6\) is included as well.

**B.1 B=0.1**

| \(m_0\) | \(\infty\) | 10 | 2 | \(\infty\) | 10 | 2 |
|---|---|---|---|---|---|---|
| \(T_0\) | -0.0138-0.0067 i | -0.0963-0.0464 i | 0.0137 -0.0066 i | -0.0175-0.0175 i | -0.1222-0.1222 i | 0.0178 -0.0178 i |
| \(T_2\) | -1.8826-0.908 i | -13.8152-6.6628 i | -0.6397-0.3085 i | 26.5853 +26.5881 i | 195.393 +195.413 i | 8.7483 +8.7492 i |
| \(T_4\) | 1.9096 +0.9209 i | 13.9958 +6.7499 i | 0.6241 +0.301 i | -26.9231-26.9261 i | -197.666-197.688 i | -8.7886-8.7895 i |
| sum | 0.0131 +0.0063 i | 0.0843 +0.0406 i | -0.0019-0.0009 i | -0.3553-0.3556 i | -2.3951-2.3972 i | -0.0225-0.0226 i |
| \(T_6\) | -0.0122-0.0059 i | -0.0826-0.0398 i | -0.0015-0.0007 i | 0.3523+0.3524 i | 2.4211+2.4213 i | 0.0492+0.0492 i |
| sum | 0.0009 +0.0044 i | 0.0017+0.0008 i | -0.0034-0.0016 i | -0.0029-0.0032 i | 0.0266+0.0266 i | 0.0267+0.0266 i |

| \(\{\theta_1, \theta_2, \theta_3\} = \{0.0070, 0.1277, 0.2606\}\) | \(\{\theta_1, \theta_2, \theta_3\} = \{-0.0866, 0.0495, 0.1621\}\) |

| \(m_0\) | \(\infty\) | 10 | 2 | \(\infty\) | 10 | 2 |
|---|---|---|---|---|---|---|
| \(T_0\) | 0.0415 -0.0275 i | 0.2859-0.1889 i | -0.0446+0.0295 i | -0.013-0.0046 i | -0.0813-0.0289 i | 0.0086+0.0031 i |
| \(T_2\) | -21.9148+14.4858 i | -159.244+105.261 i | -6.7734+4.4773 i | -0.0402+0.0143 i | -0.2560-0.0978 i | -0.0201+0.0071 i |
| \(T_4\) | -22.1749+16.4577 i | 160.966-106.399 i | -6.7582-4.4762 i | 0.0424+0.0151 i | 0.2876+0.1021 i | 0.0109+0.0039 i |
| sum | 0.3016 -0.1994 i | 2.0086-1.3278 i | -0.0598+0.0395 i | -0.0108-0.0038 i | -0.0692-0.0246 i | -0.0006-0.0002 i |
| \(T_6\) | -0.3085+0.2039 i | -2.0947+1.3846 i | -0.0402+0.0265 i | 0.0112+0.004 i | 0.0695+0.0247 i | 0.0009+0.0003 i |
| sum | -0.0068+0.0045 i | -0.0861+0.0568 i | -0.1+0.0661 i | 0.0003+0.0001 i | 0.0003+0.0001 i | 0.0003+0.0001 i |
### B.2 B = 0.5

| $m_0$ | $\infty$ | 10 | 2 | $\infty$ | 10 | 2 |
|-------|---------|----|---|---------|----|---|
| $T_0$ | $-0.005 + 0.0072 i$ | $-0.0346 + 0.0504 i$ | $0.0049 - 0.0072 i$ | $-0.012 + 0.0132 i$ | $-0.0836 + 0.0919 i$ | $0.0122 - 0.0134 i$ |
| $T_2$ | $-0.5063 + 0.7382 i$ | $-3.7154 + 5.4174 i$ | $-0.1732 + 0.2526 i$ | $10.3305 - 11.353 i$ | $75.9036 - 83.4169 i$ | $3.3881 - 3.7235 i$ |
| $T_4$ | $0.5317 - 0.7753 i$ | $3.8838 - 5.6629 i$ | $0.1681 - 0.2452 i$ | $-10.7851 + 11.8527 i$ | $-78.8828 + 86.6909 i$ | $-3.4052 + 3.7423 i$ |
| sum   | $0.0205 - 0.0299 i$ | $0.1338 - 0.1951 i$ | $-0.0001 + 0.0002 i$ | $-0.4666 + 0.5128 i$ | $-3.0628 + 3.366 i$ | $-0.005 + 0.0055 i$ |
| $T_6$ | $-0.0021 + 0.0014 i$ | $-0.1340 + 0.1945 i$ | $-0.0023 + 0.0033 i$ | $0.4811 - 0.5287 i$ | $3.2224 - 3.5414 i$ | $0.0552 - 0.0606 i$ |
| sum   | $0.0004 - 0.0006 i$ | $0.0002 + 0.0003 i$ | $0.0004 + 0.00035 i$ | $0.0145 - 0.0159 i$ | $0.1596 - 0.1754 i$ | $0.0502 - 0.0552 i$ |

### B.3 B = 0.9

| $m_0$ | $\infty$ | 10 | 2 | $\infty$ | 10 | 2 |
|-------|---------|----|---|---------|----|---|
| $T_0$ | $-0.0039 + 0.0084 i$ | $-0.0275 + 0.0586 i$ | $0.0039 - 0.0084 i$ | $-0.0098 + 0.0164 i$ | $-0.0868 + 0.1144 i$ | $0.01 - 0.0167 i$ |
| $T_2$ | $-0.3545 + 0.7563 i$ | $-2.6022 + 5.5512 i$ | $0.1218 + 0.2598 i$ | $7.2362 - 12.0605 i$ | $53.1652 - 88.6102 i$ | $2.3711 - 3.9519 i$ |
| $T_4$ | $0.3772 - 0.8046 i$ | $2.7507 - 5.868 i$ | $0.1176 - 0.2509 i$ | $-7.6368 + 12.7282 i$ | $-55.7598 + 92.9346 i$ | $-2.3777 + 3.963 i$ |
| sum   | $0.0187 - 0.0399 i$ | $0.121 - 0.2582 i$ | $0.0002 + 0.0005 i$ | $-0.4105 + 0.6841 i$ | $-2.6632 + 4.3878 i$ | $0.034 - 0.0057 i$ |
| $T_6$ | $-0.0179 + 0.0381 i$ | $-0.1182 + 0.2523 i$ | $0.0019 + 0.0041 i$ | $0.4182 - 0.697 i$ | $2.7766 - 4.6278 i$ | $0.045 - 0.0751 i$ |
| sum   | $0.0009 - 0.0018 i$ | $0.0028 - 0.006 i$ | $0.0021 + 0.0046 i$ | $0.0077 - 0.0128 i$ | $0.1134 - 0.189 i$ | $0.0484 - 0.0807 i$ |
\[ \{\theta_1, \theta_2, \theta_3\} = (-0.0771, -0.4988, 0.1191) \]

\[
\begin{array}{cccccc}
\theta_1 & \theta_2 & \theta_3 \\
\{\theta_1, \theta_2, \theta_3\} = (0.7571, 0.8312, 0.9526) \\
0.0582 -0.1498 i & 0.4 -1.0295 i & -0.0629+0.1619 i & -0.0027+0.0066 i & -0.0171+0.0412 i & 0.0018 -0.0044 i \\
-13.8111+35.5416 i & -100.262+258.014 i & -4.2068+10.8259 i & -0.006+0.0145 i & -0.042+0.1009 i & -0.0034+0.0083 i \\
14.5091 -37.3378 i & 104.671 -269.361 i & 4.2464 -10.9278 i & 0.0077-0.0186 i & 0.0527 -0.1268 i & 0.0019 -0.0045 i \\
0.7562 -1.9459 i & 4.8094 -12.3765 i & -0.0233+0.06 i & -0.001+0.0025 i & -0.0064+0.0153 i & 0.0003 -0.0006 i \\
-0.7363+1.8948 i & -4.804+12.3027 i & -0.0705+0.1815 i & 0.0008 -0.0019 i & 0.0048 -0.0116 i & 0.0001 -0.001 i \\
0.0198 -0.0511 i & 0.0054 -0.0138 i & -0.0938+0.2414 i & -0.0002+0.0006 i & -0.0015+0.0037 i & 0.0003 -0.0007 i \\
\end{array}
\]

\[ \{\theta_1, \theta_2, \theta_3\} = (-0.9687, 1.5857, -2.131) \]

\[
\begin{array}{cccccc}
\theta_1 & \theta_2 & \theta_3 \\
\{\theta_1, \theta_2, \theta_3\} = (0.5205, 1.5437, 2.1324) \\
0.2713 +0.1465 i & 0.5702 +0.3079 i & -1.2928-0.6982 i & -0.4238-0.7565 i & -1.8254-3.2585 i & 0.2728 +0.487 i \\
-12.4191-6.7073 i & -52.7054-28.465 i & 0.1829 +0.0988 i & -0.4415-0.7882 i & -2.5287-4.5139 i & -0.1971-0.3518 i \\
12.6765 +6.8463 i & 54.3523 +29.3545 i & 0.5922 +0.3198 i & 0.5858 +1.0456 i & 3.0962 +5.5269 i & 0.0496 +0.0885 i \\
0.5287 +0.2855 i & 2.2171 +1.1974 i & -0.5177-0.2796 i & -0.2796-0.4991 i & -1.2579-2.2455 i & 0.1253 +0.2237 i \\
-0.013-0.007 i & -0.0768-0.0415 i & -0.0012-0.0007 i & 0.0174 +0.0311 i & 0.0091 +0.1609 i & 0.0009 +0.0015 i \\
0.5157 +0.2785 i & 2.1403 +1.1559 i & -0.5189-0.2802 i & -0.2621-0.4679 i & -1.1678-2.0846 i & 0.1262 +0.2252 i \\
\end{array}
\]