Abstract—Wafer-level performance prediction has been attracting attention to reduce measurement costs without compromising test quality in production tests. Although several efficient methods have been proposed, the site-to-site variation, which is often observed in multi-site testing for radio frequency circuits, has not yet been sufficiently addressed. In this paper, we propose a wafer-level performance prediction method for multi-site testing that can consider the site-to-site variation. The proposed method is based on the Gaussian process, which is widely used for wafer-level spatial correlation modeling, improving the prediction accuracy by extending hierarchical modeling to exploit the test site information provided by test engineers. In addition, we propose an active test-site sampling method to maximize measurement cost reduction. Through experiments using industrial production test data, we demonstrate that the proposed method can reduce the estimation error to 1/19 of that obtained using a conventional method. Moreover, we demonstrate that the proposed sampling method can reduce the number of the measurements by 97% while achieving sufficient estimation accuracy.

I. INTRODUCTION

Large-scale integrated circuits (LSIs) are now embedded in every product to support the smooth functioning of our daily lives. In addition to automobiles, healthcare, and aerospace, which are directly related to human life, the LSIs are utilized in social infrastructure that supports our daily lives, such as computer networks, power transmission systems, and transportation control systems. However, with the spread of the LSIs, their reliability has become a crucial issue, and faulty LSIs that do not operate properly not only interrupt the services of the systems that include them but also lead to a serious impact on our society.

To guarantee the LSI reliability, multiple test items are tested and/or measured under various conditions during several stages of LSI manufacturing. With the increase in scale and multi-functionality of the LSIs, an increasing number of items need to be tested, leading to test cost inflation. Thus, it has become a serious problem because the test cost accounts for most of the LSI manufacturing cost.

Various test cost reduction methods have been proposed that apply data analytics, machine learning algorithms, and statistical methods [1]–[3]. In particular, the wafer-level characteristic modeling method based on a statistical algorithm is the most promising candidate that reduces the test cost, that is, measurement cost, without impairing the test quality [4]–[11]. In these studies, a statistical modeling technique was used to predict the entire measurement on a wafer from a small number of sample measurements. Because the estimation eliminates the need for measurement, it not only reduces the cost of measurement but also can be used to reduce the number of test items and/or change the test limits, which is expected to improve the efficiency of adaptive testing [12]–[15]. In [4], the expectation-maximization (EM) algorithm [16] was used to predict the measurement. In [5]–[8], a statistical prediction method, called a virtual probe, based on compressed sensing [17], [18] was proposed. The Gaussian process (GP)-based method [19] provides more accurate prediction results [9]–[11]. The use of GP modeling has another side benefit. As it calculates the confidence of a prediction, the user can confirm whether the number and location of measurement samples are sufficient, which is a significant advantage from a practical viewpoint.

Most of these methods assume that the device characteristics on the wafer gradually change with wafer coordinates; however, this assumption does not hold for the measurement of radio frequency (RF) circuits under multi-site testing [20]–[22], in which a probe card is adapted to simultaneously probe multiple devices under test (DUTs). The contact of the probe card with the DUTs to be tested is called a touchdown. Moreover, the position of the needles in a touchdown is called a site. During the measurement of the RF circuit, a calibration circuit for impedance matching is added on the probe card, causing a much larger variation than the spatial variation due to its parasitic components, as shown in Fig. 1.

Figure 1(a) shows the histograms of the characteristics of an industrial RF circuits, which are fabricated using a 28 nm process technology, measured by a multi-site test with 16 sites per measurement in the first fabrication lot. The histograms are shown in different colors for each site. While low variance can be seen for each histogram, it is clear that there are significant differences between the histograms, that is, differences in sites. Most of the existing methods fail to model this measurement result because of the discontinuous change between the sites.
Herein, we propose a novel wafer-level spatial variation modeling method for RF circuits under multi-site testing. Test engineers usually have the site information of the probing; thus, we exploit it as a cluster in the proposed method, to predict spatial variation through the hierarchical GP modeling of each site. Therefore, the proposed method requires no clustering algorithm and no measurement corresponding to the first step. The use of site information is straightforward, but it is efficient under multi-site testing. Because the characteristics measured within one cluster have the same additional parasitic components of the calibration circuit, only spatial changes on the wafer are modeled; as a result, using the proposed method, accurate modeling can be achieved even across wafers. We also propose an active sampling method based on active learning [25] while considering the measurement of multi-site testing. Through the active sampling method utilizing the predictive variance of each site, the proposed method achieves optimal estimation with a small number of measured samples.

The main contributions of this work are summarized as follows:

- **Hierarchical GP modeling using site information:** Our method enables us to accurately model the spatial correlation on the wafer even for the measurement of RF circuits with the discontinuous changes for any lots by applying the GP separately to the correct clusters obtained from the site information.

- **Active sampling algorithm under multi-site testing environment:** We propose an efficient sampling algorithm based on the predictive variance of the estimation to determine the sample location.

- **Comparison with the conventional method using industrial production data:** We experimentally confirm that the assumption of the two-step modeling method [11], where the k-means clustering result can be applicable for subsequent wafers, does not hold in a more miniaturized fabrication process. We also demonstrate that the proposed method can reduce the prediction error to an average of 1/19.4 compared to that obtained using the two-step modeling method.

- **Thorough evaluation of the proposed active location selection algorithm:** The experimental results also show that the proposed sampling method successfully reduces the number of touchdowns compared to the random sampling method without sacrificing the prediction accuracy. To the best of our knowledge, this is the first study to successfully demonstrate spatial variation modeling in a multi-site testing environment.

The remainder of this paper is organized as follows. Section II briefly explains GP, which plays a central role in the proposed method. In addition, we review the existing wafer-level spatial variation modeling based on the two-step approach [11], as a previous work. Then, in Section III a hierarchical GP based on site information and an active sampling method for multi-site testing are proposed. The experimental results using industrial production test data of RF IC fabricated by a 28 nm process technology are presented.
Algorithm 1 Gaussian process regression

Input: Training dataset: \((X_{\text{train}}, y_{\text{train}})\), Test dataset: \(X_{\text{test}}\),
Kernel function: \(f_{\text{kern}}\)
Output: Mean and variance of predicted values: \(\mu = (\mu_1, \mu_2, \ldots, \mu_M)\) and \(v = (v_1, v_2, \ldots, v_M)\)
1: for \(n = 1\) to \(N\) do
2: for \(n' = 1\) to \(N\) do
3: \(\text{Calculate } (n, n')\)-th element of a kernel matrix \(Z\)
as \(f_{\text{kern}}(x_n, x_{n'})\)
4: end for
5: end for
6: Calculate fitting parameters of \(f_{\text{kern}}\) to fit \((X_{\text{train}}, y_{\text{train}})\)
7: for \(m = 1\) to \(M\) do
8: for \(n = 1\) to \(N\) do
9: \(\text{Calculate } n\)-th element of \(z_s\) as \(f_{\text{kern}}(x_n, x_{s,m})\)
10: end for
11: \(z_{s,*} = f_{\text{kern}}(x_{s,*}, x_{s,m})\)
12: Append \(\mu_m = z_{s,*}^T Z^{-1} y_{\text{train}}\) to \(\mu\)
13: Append \(v_m = z_{s,*} - Z^{-1} z_{s,*}\) to \(v\)
14: end for

in Section [IV] to quantitatively evaluate the effectiveness of the proposed method by comparing it with conventional methods. Finally, we conclude the paper in Section [V]

II. PRELIMINARIES

A. Gaussian process

First, we quickly review a GP [19], which is an integral part of the conventional method [11] and our method. The GP model is used for estimating the function \(y = f(x)\) from the input variable \(x\) to the output variable \(y\), which is often used for regression. In the GP model, the function \(f\) is assumed to follow a multidimensional normal distribution and is expressed as \(f \sim \mathcal{N}(0, Z)\) using a kernel matrix \(Z\). One of its advantages is its ability to deal with nonlinear estimation problems. Another important advantage is the use of Bayesian inference [26]. Because the estimated function is obtained as a distribution of functions, not as a single function, the uncertainty of the estimation can be expressed as a predictive variance.

The outline of a GP-based multiple regression is summarized in Algorithm 1. We consider \((X_{\text{train}}, y_{\text{train}}) = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}\) and \(X_{\text{test}} = \{x_{1,*}, x_{2,*}, \ldots, x_{M,*}\}\) as the training and test datasets, respectively, where \(M > N\). In addition, a kernel function \(f_{\text{kern}}\) is given as an input. Using the predicted model \(f\) calculated based on \((X_{\text{train}}, y_{\text{train}})\), the algorithm returns the mean values and variances of the predicted \(y^* = (y_{1,*}^*, y_{2,*}^*, \ldots, y_{M,*}^*)\) for \(X_{\text{test}}, \mu = (\mu_1, \mu_2, \ldots, \mu_M)\) and \(v = (v_1, v_2, \ldots, v_M)\).

In lines 1 to 5, the kernel matrix \(Z\) of the training dataset is calculated for each element of \(X_{\text{train}}\) using the kernel function. Subsequently, in lines 7 to 14, the probability density function of the predicted \(y_{m,*}^*\) corresponding to \(x_{s,*}^*\) is derived by modeling a multidimensional normal distribution as follows:

\[
p(y_{m,*}^* | x_{s,*}^*, X_{\text{train}}, y_{\text{train}}) = \mathcal{N}(z_{s,*}^T Z^{-1} y_{\text{train}}, z_{s,*} - Z^{-1} z_{s,*}),
\]

where \(z_s\) and \(z_{s,*}\) are the covariances between the training and test datasets and between the test datasets, respectively. As can be seen in Eq. (1), the mean value and variance of \(y_{m,*}^*\) can be analytically derived. The expected values are used in the prediction, but the variances can also be used to confirm the uncertainty of the prediction.

There are several kernel functions, such as the linear, squared exponential, and Matérn kernels. For example, the radial basis function (RBF) kernel is as follows [27], [28]:

\[
f_{\text{kern}}(x, x') = \theta_1 \exp \left(-\frac{(x - x')^T}{\theta_2}\right),
\]

where \(\theta_1\) and \(\theta_2\) are the fitting parameters calculated using an iterative optimization routine, as shown in line 6. As \(Z\) is a variance-covariance matrix, when \(x\) and \(x'\) are close, \(f_{\text{kern}}(x, x')\) becomes large and, as a result, \(f(x)\) and \(f(x')\) are also close.

The predictive mean \(\mu\) is used in wafer-level characteristics modeling. It can be expected that GP regression can be incorporated into the wafer-level spatial variation modeling in IC characteristics with high affinity, as the characteristics of adjacent dies on the wafer are similar because of the systematic components of process variation [29], [30].

B. Related work

Owing to the intensive research on wafer-level spatial variation correlation modeling, the prediction accuracy of the spatial measurement variation has been improved, thereby, enabling the successful reduction of measurement costs in production tests [4]–[11]. Among others, in [11], a two-step modeling approach has been proposed to handle the discontinuous effect induced by multi-site testing and reticle shot, etc., in wafer-level modeling.

The objective of the first step is to partition the wafer into \(k\) groups, which reflect the \(k\) levels of wafer measurement induced by discontinuous effects. For this purpose, the \(k\)-means algorithm is exploited as follows:

\[
y = \{y^{(1)}, y^{(2)}, \ldots, y^{(k)}\},
\]

where \(y\) represents the vector of the measured characteristics of all the dies on the wafer. Consequently, \(X\) corresponding to \(y\) is partitioned as:

\[
X = \{X^{(1)}, X^{(2)}, \ldots, X^{(k)}\}.
\]

Note that Eq. (4) indicates that the coordinates on the wafer are divided according to the measured characteristics. Once the \(k\) clusters are identified, in the second step for subsequent wafers, the GP is applied to each cluster individually based on Algorithm 1. Because the changes in each \(y^{(k)}\) can be
expected to be smooth, the GP regression will work successfully, and thus the two-step approach can handle discontinuous changes.

Note that determining the optimal \( k \) is not trivial. Although several methods, such as silhouette value \([31]\) and the elbow method \([32]\), are well known to determine optimal \( k \), in \([33]\), \( k \) is determined based on the following equation:

\[
k = \arg \max_g CH(g),
\]

(5)

where \( CH(g) \) is the Calinski and Harabasz index when \( g \) clusters are considered \([33]\).

However, the two-step modeling is not always applicable because it keeps using the \( k \) clusters for subsequent wafers, assuming that the content of the clusters will not change for other wafers/lots. Because the experiment in \([11]\) uses the industrial data fabricated using a relatively mature process technology, the assumption might hold true; in contrast, for our production data on immature process technology, the process might change. Because it keeps using the \( k \) clusters for subsequent wafers, \( k \) is considered \([33]\).

Another observation in Fig. 1 is shown in Fig 2. In this figure, the measured characteristics for each site are shown as functions of the lot ID from the first lot to the sixth lot. Here, the first wafer is used for each lot. The lines and shaded regions represent the mean and the three standard deviations of each site, respectively. It can be seen that the distributions within the site are comparatively maintained up to the first two lots; however, they fluctuate greatly from the third lot. This suggests that the two-step modeling may work well up to the first two lots, whereas the clusters need to be recalibrated for the third and sixth lots, thus resulting in additional measurement costs. In addition, the early stage lots generally have low production yields, making it difficult to apply the two-step modeling method.

III. WAFER-LEVEL VARIATION MODELING FOR RF IC UNDER MULTI-SITE TESTING

We propose a novel spatial variation model based on the site information provided by test engineers, which can give us the correct cluster without applying clustering algorithms. The GP-based prediction is hierarchically performed for each site cluster. Site-to-site variations are caused by parasitic components in the calibration circuit during multi-site testing. Ideally, they should be eliminated during measurement, which is impractical due to the design and manufacturing costs of the probe card. They also can be solved by considering them one at a time, but the benefits of multi-site testing cannot be obtained. The proposed method applies hierarchical GP modeling by clustering using site information and achieves highly accurate modeling while considering the actual measurement environment. As observed in Fig.2, the measurements at the same site have a small deviation. The site-based hierarchical clustering can always be expected to be a good model without recalibration.

In addition, we propose an active sampling algorithm to achieve a small sampling ratio based on variance computed by GP-based regression in a multi-site testing environment. In contrast to all the existing studies that assume sampling one at a time, the proposed algorithm can effectively reduce the measurement cost.

A. Modeling based on site-based hierarchical GP

Algorithm 2 presents the proposed spatial correlation modeling through a site-based hierarchical GP in detail. We assume that the measurement is conducted by multi-site testing. The distinction from the conventional method is that the clustering is performed according to the site information in a single touchdown as listed in line 1, i.e., the conventional method needs to measure the characteristics of an entire wafer, whereas the proposed method requires no measurement for clustering. In Algorithm 2, \( S \) represents the number of the sites in a single touchdown, and the training and test datasets are grouped into \( S \) groups as follows:

\[
(X_{\text{train}}, y_{\text{train}}) = \{(X^{(1)}_{\text{train}}, y^{(1)}_{\text{train}}), (X^{(2)}_{\text{train}}, y^{(2)}_{\text{train}}), \ldots, (X^{(S)}_{\text{train}}, y^{(S)}_{\text{train}})\}
\]

(6)

and

\[
X_{\text{test}} = \{X^{(1)}_{\text{test}}, X^{(2)}_{\text{test}}, \ldots, X^{(S)}_{\text{test}}\},
\]

(7)
respectively. The GP-based regression is performed individually by modeling each site hierarchically as listed in lines 2 to 4 based on the gpr function listed in Algorithm 1 where the mean and variance of the prediction for the test dataset are obtained. Finally, the prediction result for the entire wafer is obtained through the concatenation of each prediction result. Figure 3 depicts an example of the site-based hierarchical GP regression, where a single touchdown has four sites.

Algorithm 3 Active location selection with site-based hierarchical Gaussian process regression

1: \( \mu, v = \text{hgpr}(\{X_{\text{train}}, y_{\text{train}}\}, X_{\text{test}}, f_{\text{kern}}) \)
2: for \( p = 1 \) to \( P \) do
3: \( \mu_p, v_p = \text{hgpr}(X_{\text{train}} + X_{\text{add}}, X_{\text{test}}, f_{\text{kern}}) \)
4: Calculate the Euclidean distance between \( v \) and \( v_p \) as \( \Delta_{\text{var}}^{(p)} \)
5: end for
6: Select \( X_p \) with the largest \( \Delta_{\text{var}}^{(p)} \) as the next touchdown location

Fig. 3. Example of the site-based hierarchical GP regression, where a single touchdown has four sites.

B. Active sampling under the multi-site testing

In the wafer-level spatial modeling, it is desirable to be given a small input training dataset to maximize the cost reduction of the measurement. In [10], an aggressive sampling method that preferentially measures the location with the largest predictive variance calculated by the GP regression is proposed. In addition, in [7], a Latin hypercube sampling approach [34] is employed to evenly choose random sample points over the entire wafer. However, these methods are straightforward, and most importantly, they do not consider multi-site testing environment.

A good model should be one with a small error between the model and the actual measurement. The mean squared error (MSE) against the test dataset can be expressed as:

\[
E_{\text{MSE}} = ||v|| + ||\mu - y_{\text{true}}||^2,
\]

where \( || \cdot || \) is the Euclidean norm, and \( y_{\text{true}} \) is the correct value at the location of \( X_{\text{test}} \) and unknown, i.e., unmeasured value. Assuming that the model is correct, the contribution of the variance term to \( E_{\text{MSE}} \) is small compared to the variance contribution, that is, the first term. Thus, to minimize \( E_{\text{MSE}} \), we have to select \( X \) such that the overall variance of the estimator is minimized [25].

Based on the aforementioned discussion, we propose an active sampling method as outlined in Algorithm 3 which is incorporated into the site-based hierarchical spatial modeling (hgpr) shown in Algorithm 2. The proposed sampling method focuses on the Euclidean distance between before and after measurements. The proposed method proceeds as follows. The numbers on the left indicate the corresponding line numbers in Algorithm 3.

1) Calculate \( \mu \) and \( v \) through the hierarchical GP regression using \( X_{\text{train}}, y_{\text{train}} \) and \( X_{\text{test}} \) as in Algorithm 2. \( X_{\text{train}} \) can be obtained through multi-site testing.

2) Repeat steps 3) and 4) for all touchdown location candidates. Here, the \( p \)-th touchdown candidate has \( X^{(p)}_{\text{test}} = \{x_1^{(p)}, x_2^{(p)}, \ldots, x_S^{(p)}\} \) with the \( S \) sites.
3) Add the touchdown candidate $X_{\text{add}}^{(p)}$ by assuming it as measured and perform the hierarchical GP regression. Note that because it is not actually measured, we assume the mean values are measured as $X_{\text{add}}^{(p)} = \{(x_1^{(p)}, \mu_1^{(p)}), (x_2^{(p)}, \mu_2^{(p)}), \ldots, (x_S^{(p)}, \mu_S^{(p)})\}$, where $\mu_{S_i}^{(p)}$ is the predicted mean corresponding to $x_S^{(p)}$, and is one of the elements of $\mu$ given by hgr in step 1). In this step, $\mu_p$ and $v_p$ are obtained as in step 1).

4.5) Calculate the Euclidean distance of $v$ and $v_p$ as $\Delta^{(p)}$. Note that steps 2) to 5) are iterated for all the touchdown candidates.

6) Select $X_p$ with the largest $\Delta^{(p)}$ as the next measurement location.

The mentioned procedure is iterated until an exit condition is satisfied, for example, a sufficient number of iterations are obtained. Because the reduction of the whole deviation for the test dataset is compared in step 6), a more accurate modeling can be expected with a smaller number of measurements compared to simply checking the location of the highest variance according to [25].

IV. NUMERICAL EXPERIMENTS

A. Setup

To demonstrate the effectiveness of the proposed method, we conducted experiments using an industrial production test dataset of a 28 nm analog/RF device. Our dataset contains six lots. The first wafer of each lot was used for the evaluation; thus, we used six wafers with different lots. A single wafer has approximately 6,000 DUTs. In this experiment, we used a measured character for an item of the dynamic current test, in which site-to-site variability due to the multi-site test is noticeably observed, as shown in Figs. 1 and 2. A heatmap of the full measurement results for the first wafer of the sixth lot is shown in Fig. 4. For the ease of experimentation, faulty dies were removed from the dataset. The number of sites in a single touchdown is 16, i.e., $S = 16$. The form of a single touchdown is illustrated in Fig. 3. This is different from the rectangular touchdown illustrated in Fig. 4 which prevents interference on the probe of the impedance-matching circuits. As a result, a special pattern is observed during the multi-site test as shown in Fig. 4. To fully measure all DUTs on a single wafer, approximately 600 touchdows are required.

All experiments were implemented in the Python language. The RBF kernel was used as the kernel function $k_{\text{RBF}}$ for the GP-based regression. The experiments were conducted on a Linux PC with an Intel Xeon Platinum 8160 2.10 GHz central processing unit using a single thread.

To quantitatively evaluate the modeling accuracy, we define the error $\delta$ between the correct $y_{\text{true}}$ and the predicted mean $\mu$ normalized by the maximum and minimum values of the fully measured characteristics in Fig. 4.

$$\delta = \frac{\mu - y_{\text{true}}}{d_{\text{spec}}},$$

where $d_{\text{spec}}$ is the range between the minimum and maximum values of the fully measured characteristics in Fig. 4.

B. Experimental results on site-based hierarchical spatial modeling

We first evaluated the site-based hierarchical spatial modeling presented in Algorithm 2. For comparison, naive GP regression-based approach (hereafter called naive GP) [9] and the two-step approach (hereafter called 2-step GP) [11] are also applied. Here, it should be noted that we do not consider the touchdown, that is, one-by-one measurement is conducted. The experimental result based on the touchdown is described later in Section IV.C.

For the 2-step GP method, the first wafer of the first lot is used to obtain $k$ clusters through $k$-means clustering. For the subsequent wafers, $k$ clusters were used to predict the device characteristics. In the experiment, the optimal $k$ was determined using the silhouette value and elbow method [31], [32] instead of Eq. 5, resulting in seven clusters.

In Fig. 6, the prediction results for the wafer of the sixth lot using each method are shown. They were predicted using randomly sampled values at a 10% spatial sampling rate. Clearly, the naive GP method fails to capture the site-to-site variation as shown in Fig. 6(a). In contrast, the specific pattern shown in Fig. 4 caused by the site-to-site variation can be confirmed in the 2-step GP method and our method as shown in Figs. 6(b) and 6(c). Figure 7 shows the box-plots of $\delta$ using Eq. 9 for each method. In the figure, the top and bottom of the line represent the maximum and minimum values, respectively. The average is shown as a dot. The top and bottom of the box are 75% quantile and 25% quantile, respectively. The line represents the median. The average errors of $\delta$ of the naive GP, 2-step GP method, and our method are 18.59%, 13.43%, and 0.69%, respectively. The proposed method can also drastically reduce the variance in the predictions. From
the results, we can conclude that the proposed method can reduce the average error by approximately 5.13% compared to the 2-step GP method, i.e., 19.46 times (= 13.43/0.69) more accurately.

Figure 8 shows the averages of $\delta$ as a function of the spatial sampling rate using the three methods for the wafer of the sixth lot. Note that the prediction methods are not applied when the spatial sampling rate is 100% and the sampling rate is incrementally increased, that is, the measured locations at the 10% sampling rate are always contained at subsequent rates. As the spatial sampling rate increases, the averages of all the methods decrease monotonically. We also find that the average errors of the proposed method always achieve better prediction results for all the sampling rates.

The averages of $\delta$ for the wafer at the 10% sampling rate as a function of the lot ID are shown in Fig. 9. From the figure, it can be observed that the proposed method achieves the best estimation results for all the lots among the three methods. The prediction performance of the 2-step GP degrades as the production lot progresses, while the proposed method maintains a low prediction error below 2% regardless of the lot. This result implies that the $k$-means clustering result obtained in the first lot is inappropriate for subsequent lots.

We evaluated the calculation time of the prediction for each method. Figure 10 summarizes the calculation time of each method for the sixth lot at various sampling rates. We can see that the proposed method and 2-step method can significantly reduce the calculation time compared to the naive GP method. This is due to the side benefits of hierarchical GP modeling.
Fig. 10. Calculation time. The gray part is enlarged at the bottom of this figure.

Fig. 11. Averages of $\delta$ as a function of the number of the touchdowns. The vertical axis is shown in log scale. The proposed method converges more quickly.

In general, the inference time of GP is $O(N^3)$ scaled because of the computation of the matrix inverse [35], [36]. In the proposed method, GP modeling is conducted for each site individually, and thus the calculation time can be drastically reduced because the training samples are reduced to $N/S$ in each GP modeling, where $S$ is 16 for the proposed. The reduction becomes $N/k$ for the 2-step method, where $k = 7$. Note that this calculation was conducted using a single thread. Therefore, the calculation time can be further reduced by implementing parallel processing.

C. Experimental result under multi-site testing

In the evaluation of the previous section, the sample dies are randomly selected one by one, and thus the multi-site test environment that measurements are conducted per site unit is not considered. We evaluated the sampling method listed in Algorithm 3 under the multi-site test environment. Here, it is assumed that the touchdown shown in Fig. 5 is performed in a single measurement. In all the existing researches of the wafer-level variation modeling, sampling is assumed one DUT at a time, and thus this work is the first to consider a multi-site testing environment for wafer-level variation modeling. In this experiment, the random sampling was used for comparison. First, we measured one randomly sampled touchdown and then selected the next one by the proposed method and random sampling.

Figure 11 shows the average of $\delta$ as a function of the number of the touchdowns that incrementally increased. The first wafer in the sixth lot was used. Though, an error of over 3000% is observed for both the methods at the first touchdown, the error is decreasing as increasing the number of the touchdowns for both methods. However, the random sampling method converges slowly, whereas the proposed method converges further quickly. More specifically, the proposed method has an average error of 0.80% or less with the 18 touchdowns, in contrast, the random sampling still has an average of 5.03%. The 18 touchdowns correspond to approximately 3% of the number of the touchdowns for full measurement. In addition, the random sampling does not converge even at the 50 touchdowns. It can be seen from the figure that the proposed sampling method can successfully reduce the number of the necessary touchdowns while achieving better prediction accuracy.

The box-plots for the random sampling and the proposed...
method for the 18 touchdowns are shown in Fig. [12] It is clear that not only the average of δ but also the variance of the estimation errors can be reduced by the proposed method. Although the random sampling has a maximum error of approximately 50%, the proposed method has only 4.77%. In Fig. [13] the prediction results for each method for the 18 touchdowns are shown. Although they are visually similar, in Fig. [13(a)] the predicted values exceed the range of the normalized range, (i.e., 0 to 1), indicating that the predictions by the random sampling are not sufficient. On the other hand, excellent agreement is observed between Figs. [13(b)] and [12]. It shows that the proposed method successfully achieves highly accurate wafer-level variation modeling even in a multi-site test environment.

V. CONCLUSION

In this paper, we proposed a novel wafer-level spatial correlation modeling method for multi-site RF IC testing. The proposed method employs GP regression, which is an efficient statistical modeling method used to predict the value for an unmeasured point from small sampling data. In the proposed method, GP is applied individually by partitioning the die location on a wafer according to the site information provided by the test engineers. In addition, we propose an active sampling method based on the predictive variance calculated by GP to achieve better prediction results while maintaining a small measurement cost. Experimental results using an industrial production test dataset demonstrated that the proposed method achieves a 19.46 times smaller prediction error than the conventional method. Moreover, we demonstrated that the proposed sampling method provides sufficient prediction accuracy with 18 touchdown measurements, which corresponds to 3% of the number of touchdowns for full measurement. In contrast, the prediction accuracy by random sampling required over 50 measurements. Although all the existing methods were evaluated with one DUT measurement, the proposed method achieved better prediction results by considering an actual touchdown under multi-site testing.
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