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Abstract

This work presents the windowed space–time least-squares Petrov–Galerkin method (WST-LSPG) for model reduction of nonlinear parameterized dynamical systems. WST-LSPG is a generalization of the space–time least-squares Petrov–Galerkin method (ST-LSPG). The main drawback of ST-LSPG is that it requires solving a dense space–time system with a space–time basis that is calculated over the entire global time domain, which can be unfeasible for large-scale applications. Instead of using a temporally-global space–time trial subspace and minimizing the discrete-in-time full-order model (FOM) residual over an entire time domain, the proposed WST-LSPG approach addresses this weakness by (1) dividing the time simulation into time windows, (2) devising a unique low-dimensional space–time trial subspace for each window, and (3) minimizing the discrete-in-time space–time residual of the dynamical system over each window. This formulation yields a problem with coupling confined within each window, but sequential across the windows. To enable high-fidelity trial subspaces characterized by a relatively minimal number of basis vectors, this work proposes constructing space–time bases using tensor decompositions for each window. WST-LSPG is equipped with hyper-reduction techniques to further reduce the computational cost. Numerical experiments for the one-dimensional Burgers’ equation and the two-dimensional compressible Navier–Stokes equations for flow over a NACA 0012 airfoil demonstrate that WST-LSPG is superior to ST-LSPG in terms of accuracy and computational gain.
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1. Introduction

Simulating large-scale nonlinear dynamical systems plays an essential role in numerous fields of science and engineering. However, executing such simulations often comes at the price of prohibitively high computational costs; this is the case when the dynamical system has a large state-space dimension. As a result, analysts often rely on low-cost reduced-order models (ROMs) that generate approximate solutions to the high-fidelity FOM. These ROMs can then be used more efficiently, e.g., in many-query problems and time-critical applications, examples of which include uncertainty quantification, optimization, error estimation, and mesh adaptation.

Projection-based ROMs in particular can efficiently generate accurate approximate solutions at a low computational cost. These techniques are performed on a FOM, which can be either a nonlinear continuous-in-time set of ordinary differential equations (ODE) or a discrete-in-time set of ordinary difference equations (ODE). Generally speaking, projection-based ROMs operate by (1) restricting the state to live in a low-dimensional trial subspace by performing proper orthogonal decomposition (POD) and (2) executing a projection or residual minimization process. This process yields a ROM whose dimension is much less than that of the FOM. Projection-based ROMs have proven to be particularly effective for linear time-invariant (LTI) systems [1–5], as methods that account for, e.g., observability and controllability, $H^2$ optimality, non-affine parametric dependence, and a posteriori error bounds have been developed. While the development of projection-based ROMs for nonlinear dynamical systems has shown to be more challenging than that of LTI systems, significant advancements have been made in recent years. In particular, the maturation of ROMs based on variable
transformations and lifting approaches \[6-8\], residual minimization principles, space–time settings, and so-called “hyper-reduction” techniques \[9-11\], has enabled the construction of efficient and accurate ROMs of complex nonlinear dynamical systems. This work seeks to expand upon these developments by introducing a novel space–time residual minimization approach that leverages the concept of windowing. To this end, this paper provides a brief review of the state-of-the-art residual minimization method, a study of the space–time model reduction approaches, and a discussion of the outstanding challenges.

Residual minimization approaches in reduced-order modeling operate by computing an approximate solution, which lies within a low-dimensional trial subspace that minimizes the residual of the FOM ODE or FOM \(O\Delta E\) \[12-23\]. For model reduction of dynamical systems, Refs. \[12, 15\] first formulated this residual minimization problem by (1) restricting the state to live in a low-dimensional spatial trial subspace and (2) sequentially minimizing the discrete-in-time residual (i.e., the residual arising after discretizing the FOM ODE in time) in a weighted \(\ell^2\)-norm at each time step. This formulation is now best known as the least-squares Petrov–Galerkin (LSPG) approach. LSPG has been demonstrated to be more robust than the classical Galerkin approach and has been successfully used for model reduction of numerous nonlinear dynamical systems \[17, 18, 24, 25\]. However, LSPG has several drawbacks. In addition to displaying a complex dependence on the time-discretization scheme \[18, 21\], LSPG only reduces the spatial (i.e., the state-space) dimension of a nonlinear dynamical system (this is a limitation of spatial-reduction-only ROMs in general) and has a posteriori error bounds that grow exponentially in time \[18\]. Thus, for a problem requiring a large number of temporal degrees of freedom (due to, e.g., disparate time scales, long time horizons), LSPG projection fails to yield an accurate ROM of an adequately small dimension.

Space–time ROMs aim to overcome these latter two limitations by (1) reducing the spatial and temporal dimensions of the FOM, and (2) executing a space–time projection or residual minimization process. A variety of space–time ROM formulations have been proposed in the literature, including approaches based on the reduced-basis method \[26-29\], the POD-Galerkin method \[30, 31\], and residual minimization principles \[32, 33\]. The space–time LSPG (ST-LSPG) approach by Choi and Carlberg \[33\] is of particular interest to this work. ST-LSPG operates by (1) applying a time-discretization technique to the FOM ODE, (2) restricting the time-discrete space–time state (e.g., the discrete state at every time instance) to live in low-dimensional space–time trial subspace, and (3) executing a space–time residual minimization process. In the space–time residual minimization problem, the goal is to obtain an approximate space–time state that minimizes the space–time residual in a weighted \(\ell^2\)-norm. ST-LSPG is preferable to LSPG due to its ability to (1) reduce both spatial and temporal degrees of freedom and (2) have more favorable theoretical properties; for example, error bounds do not grow exponentially in time and the space–time residual decreases monotonically with increasing basis dimension. Another appealing aspect of ST-LSPG is that, by virtue of its fully discrete formulation, it does not require the FOM to be a space–time model. Despite these advantages, ST-LSPG (and other space–time methods) suffers from several practical limitations. First, the computational cost of solving the system of equations emerging from a space–time discretization scales cubically with the number of space–time degrees of freedom; in contrast, the cost of standard spatial-reduction-only ROMs scales linearly in the number of temporal degrees of freedom. Thus, even though the temporally-global space–time dimension may be low, the computational cost associated with ST-LSPG can be high. Similarly, another disadvantage of ST-LSPG is the memory overhead. The ST-LSPG approach to solve the residual minimization problem requires computing the product between an \(N_sN_t \times N_sN_t\) sparse matrix and an \(N_sN_t \times n_{st}\) dense matrix, where \(N_s, N_t\) and \(n_{st}\) are the number of spatial degrees of freedom, temporal degrees of freedom, and space–time bases, respectively. This matrix-matrix product is cumbersome to compute and store for large high-fidelity problems. As a result, ST-LSPG is generally an impractical method without applying hyper-reduction in both space and time.

Recently, the windowed least-squares (WLS) approach was developed to address several of these shortcomings. In contrast to (1) LSPG projection, which minimizes the FOM OΔE residual over each time step and (2) ST-LSPG projection, which minimizes the FOM OΔE residual over the entire time domain, WLS sequentially minimizes the FOM ODE residual over arbitrarily defined time windows. By sequentially minimizing the residual over arbitrarily defined time windows, WLS allows for fine-grained trade-offs between computational cost and error. In Ref. \[21\], WLS was formulated for two kinds of solution techniques (discretize then optimize and optimize then discretize) and two types of space–time trial subspaces: S-reduction subspaces that associate with spatial dimension reduction, and ST-reduction subspaces that associate with space–time dimension reduction. Ref. \[21\] showed that the limiting cases of WLS recover existing model reduction approaches. For instance, WLS with S-reduction subspaces recovers LSPG when a discretize-then-optimize solution approach is employed, and
the window size is set to be equivalent to the time step. Similarly, WLS with ST-reduction subspaces recovers ST-LSPG when a discretize-then-optimize approach is employed, and the window size is set to be equivalent to the time domain. In Ref. [21], theoretical analyses and numerical experiments were carried out using WLS with S-reduction subspaces. Critically, it was found that sequentially minimizing the residual over larger window sizes led to lower space–time residuals and more robust solutions, but not necessarily lower space–time $\ell^2$-errors.

Although WLS was formulated for space–time trial subspaces (ST-reduction subspaces) in Ref. [21], the focus of the analyses and experiments was on spatial reduction (S-reduction) subspaces and on the impact of the window size over which the residual was minimized. A detailed investigation into the space–time model reduction—theoretical analyses, numerical experiments, and practical methods for constructing windowed space–time subspaces—was not performed. This work on WST-LSPG fills this gap by extending the ST-LSPG approach to incorporate the concept of windows. The proposed WST-LSPG approach operates by minimizing the discrete-in-time space–time residual over arbitrarily defined time windows within low-dimensional space–time trial subspaces. WST-LSPG distinguishes itself from existing work in several ways. First, like WLS, WST-LSPG operates by minimizing a residual over arbitrarily defined time windows. However, contrary to Ref. [21], the focus of WST-LSPG revolves around space–time model reduction. Second, in WST-LSPG, a sequence of time-local space–time bases are constructed within each window. These space–time trial subspaces are constructed by (1) decomposing each window into sub-windows and (2) applying higher-order singular value decompositions [33] to time-local training data over each sub-window to generate a sequence of time-local space–time bases. A detailed study on the construction of these bases and the impact of the hyper-parameters that define them (e.g., window size, sub-window size) is conducted in this work. These time-local space–time bases enable WST-LSPG to produce accurate solutions at a low cost.

WST-LSPG displays commonalities with several existing efforts in the literature. First, as previously discussed, WST-LSPG is equivalent to the previously unexplored WLS with ST-reduction subspaces and is an extension of ST-LSPG. Second, the time-local space–time bases employed by ST-LSPG displays commonalities with the local reduced-order bases developed in Ref. [34, 35]. In Refs. [34, 35], space-local reduced bases are constructed by (1) executing an a priori clustering step on the training data, and (2) performing POD on each cluster. The result of this process is a set of local trial subspaces. In the online stage, the state is restricted to live in a specific trial subspace, e.g., by identifying the cluster center nearest to the current state. The present work displays similarities to Refs. [34, 35] in that local bases are employed, but differs in that (1) each local basis is a space–time basis representing the state over a space–time (sub)window and (2) the local bases are assigned, a priori, to represent the solution over a specific space–time interval; Refs. [34, 35] employ a distance-based algorithm to select the local basis at a given time instance. Lastly, the present work displays commonalities with domain decomposition ROMs (DD-ROMs) [36–39]. In these DD-ROMs, the spatial domain is broken down into subdomains and bases tailored specifically to each subdomain are then employed. Compatibility between the various subdomains is then enforced via Lagrange multipliers. The present work displays commonalities to these approaches in that the time-domain is broken down into various subdomains, and time-local space–time bases are then employed over each subdomain. In the present case, however, solution algorithms are able to leverage the cylindrical nature of the space–time domain to avoid compatibility constraints.

Specific contributions of this work include:

- Formulation of the WST-LSPG method for model reduction of dynamical systems
- A strategy for high-fidelity time-local space–time bases construction that incorporates both temporal domain decomposition and tensor decomposition
- Techniques to perform space–time hyper-reduction for WST-LSPG to further decrease the computational cost
- A priori error bounds demonstrating that errors in WST-LSPG grow exponentially in the number of windows; in contrast, the Galerkin and LSPG methods are equipped with a priori bounds that grow exponentially in the number of time steps.
- More favorable a posteriori error bounds for WST-LSPG when compared to that of LSPG
- Numerical experiments demonstrating the effectiveness of WST-LSPG when applied to the one-dimensional Burgers’ equation and the two-dimensional compressible Navier–Stokes equations.
This paper is presented in the following way. Section 2 describes the governing equations and the FOM. Section 3 describes spatial projection-based model reduction and LSPG projection. Section 4 introduces the foundations of space–time projection-based model reduction. Section 5 then introduces the proposed WST-LSPG projection and describes a method for constructing time-local bases over each window via tensor products. Section 6 provides \textit{a priori} and \textit{a posteriori} error analysis for WST-LSPG, and Section 7 provides numerical results. Section 8 provides conclusions and discusses future work.

2. Full-order model

This section introduces the FOM, which corresponds to a parameterized nonlinear dynamical system. Such a dynamical system can arise, for example, from the spatial discretization of a partial differential equation that depends on both space and time. Lastly, linear multistep methods are introduced and used to discretize the FOM in time.

2.1. Time-continuous representation

The time-continuous FOM is defined as a parameterized set of nonlinear ODEs,

\[
\frac{du}{dt}(t; \mu) = f(u(t; \mu), t; \mu), \quad u(0; \mu) = u^0(\mu), \quad t \in [0, T],
\]  

(2.1)

where \( T \in \mathbb{R}_+ \) is the final time, \( u^0 : D \to \mathbb{R}^{N_u} \) are the initial conditions, and \( \mu \in D \) are the parameters that belong to the input parameter domain, \( D \subseteq \mathbb{R}^{n_\mu} \). The number of parameters in the parameter domain is denoted \( n_{\mu} \). The time-dependent parameterized state is defined as \( u : [0, T] \times D \to \mathbb{R}^{N_u} \) and the velocity is defined as \( f : \mathbb{R}^{N_u} \times [0, T] \times D \to \mathbb{R}^{N_u} \). Lastly, in the remainder of this paper, the natural number domain is defined for any non-negative integer, \( Y \), such that \( \mathbb{N}(Y) := \{0, 1, \ldots, Y-1\} \).

2.2. Time-discrete representation and linear multistep methods

Linear multistep methods are considered to numerically solve the FOM ODE (2.1) in time. Linear multistep methods discretize the FOM ODE (2.1) in time such that the continuous-in-time state \( u(t; \mu) \) is approximated at \( N_t \) time instances, \( t^n, n \in \mathbb{N}(N_t) \) by \( u(t^{n+1}; \mu) \approx u^{n+1}(\mu) \), where the discrete-in-time state is defined as \( u^{n+1} : D \to \mathbb{R}^{N_u}, n \in \mathbb{N}(N_t) \). The time step is defined as \( \Delta t^{n+1} = t^{n+1} - t^n \in \mathbb{R}_+^{+}, n \in \mathbb{N}(N_t) \). In this work, a fixed time step of constant \( \Delta t^{n+1} \) is used.

Discretizing the FOM ODE (2.1) in time gives a set of ODEs for each instance \( n \in \mathbb{N}(N_t) \) that satisfy

\[
r^{n+1}(u^{n+1}(\mu); u^n(\mu), \ldots, u^{n-k(t^n)}(\mu), \mu) = 0,
\]  

(2.2)

where \( k(t^n) \) denotes the width of the linear multistep stencil at the \( n^{th} \) time-instance. The discrete-in-time residual is defined as

\[
r^n : (y^n, \ldots, y^{n-k(t^n)}, \mu) \mapsto \sum_{j=0}^{k(t^n)} \alpha_j^n y^{n-j} - \Delta t^n \sum_{j=0}^{k(t^n)} \beta_j^n f(y^{n-j}, t^{n-j}; \mu),
\]  

(2.3)

The coefficients \( \alpha_j^n, \beta_j^n \in \mathbb{R}, j \in \mathbb{N}(k(t^n) + 1) \) define a particular linear multistep scheme where \( \alpha_0^n \neq 0 \) and \( \sum_{j=0}^{k(t^n)} \alpha_j^n = 0 \) is necessary for ensure consistency.

3. Spatial projection-based model reduction

The spatial projection-based model reduction approach seeks to generate approximate solutions to the FOM ODE\textsuperscript{1} by (1) restricting the state at each time instance to live in a low-dimensional spatial trial subspace and
performing a spatial projection or residual minimization process via a spatial test subspace. This overarching method consists of two main phases: an offline phase and an online phase. First, this section describes the offline phase, which consists of describing how the trial subspaces are constructed. Next, this section outlines the standard LSPG projection and residual minimization problem, which is employed in the online phase.

3.1. Spatial trial subspaces for model reduction (offline phase)

To reduce the dimensions of the FOM, spatial projection-based model reduction techniques seek to restrict the state solutions at each time instance to live in a low-dimensional affine trial subspace. This affine trial subspace is denoted as $\mathcal{V}_S$ and is given by

$$\mathcal{V}_S = \{u_{\text{ref}}(\mu) + \mathcal{V}_{S_0}, \quad \mathcal{V}_{S_0} \in \mathbb{R}^{N_s}, \quad (3.1)$$

where $\mathcal{V}_{S_0}$ is referred to as the invariant non-affine trial subspace or column space, and $u_{\text{ref}} : \mathcal{D} \rightarrow \mathbb{R}^{N_s}$ is the spatial reference state, which describes the distance between the column space and the affine trial subspace.

The column space is taken to be spanned by a set of $n_s$ orthonormal basis vectors,

$$\mathcal{V}_{S_0} := \text{range}(\Phi) , \quad \Phi \equiv [\phi_0 \cdots \phi_{n_s-1}] \in \mathbb{R}^{N_s \times (N_s)},$$

where $\Phi$ is the spatial basis matrix and $\mathbb{R}^{N_s \times (N_s)}$ refers to the Stiefel manifold (i.e., $\{ \Phi \in \mathbb{R}^{N_s \times (N_s)} | \Phi^T \Phi = I \}$). In this work, the spatial basis is obtained by performing POD [40, 41]. The dimension of the affine trial subspace and the column space must be fewer than the total number of spatial degrees of freedom associated with the FOM, i.e., $\dim(\mathcal{V}_S) = \dim(\mathcal{V}_{S_0}) = n_s \leq N_s$, where ideally, $n_s \ll N_s$. The spatial reference state is set to the initial conditions of the FOM, $u_{\text{ref}}(\mu) = u_0(\mu)$. One of the benefits of employing this reference state is that the initial conditions are ensured to live within the affine trial subspace and thus can be exactly enforced.

Spatial projection-based model reduction methods restrict the state to belong to the affine trial subspace (3.1) and approximate the discrete-in-time state at each time instances $t^{n+1}, n \in \mathbb{N}(N_t)$ as

$$u^{n+1}(\mu) \approx \hat{u}^{n+1}(\mu) = u_{\text{ref}}(\mu) + \Phi \hat{u}^{n+1}(\mu) \in \mathcal{V}_S,$$  

(3.2)

where $\hat{u}^{n+1} : \mathcal{D} \rightarrow \mathbb{R}^{N_s}, n \in \mathbb{N}(N_t)$, are the discrete-in-time spatial reduced states and $\bar{u}^{n+1} : \mathcal{D} \rightarrow \mathcal{V}_S, n \in \mathbb{N}(N_t)$ are the approximate full states. Next, Section 3.2 describes the test subspace and the spatial residual minimization problem used to solve for the spatial reduced states.

3.2. Spatial test subspace for spatial model reduction (online phase)

In order to describe spatial-projection-only reduced order models, the approximation of the state (3.2) is first substituted into the discrete-in-time residual of the ODE (2.2) giving

$$r^{n+1}(u_{\text{ref}}(\mu) + \Phi \hat{u}^{n+1}(\mu) ; \bar{u}^n(\mu), \ldots, \bar{u}^{n-k(t^n)}(\mu), \mu) = 0.$$  

The above ODE system comprises an over-determined system for the $n_s$ reduced states. To find a set of equations where a unique reduced state at each time instance is guaranteed, the ODE residual is restricted to be $A^T A$ orthogonal to a test subspace. In this work, $A \in \mathbb{R}^{z \times N_s}$, $n_s \ll z(\leq N_s)$ is a spatial weighting matrix and is used primarily to enable hyper-reduction to further decrease the computational cost of model reduction techniques. Next, the test subspace, $\mathcal{W}_{S_0}$, is defined as

$$\mathcal{W}_{S_0} := \text{range}(\Upsilon) , \quad \Upsilon \in \mathbb{R}^{N_s \times n_s} ,$$  

(3.3)

where $\Upsilon$ is referred to as the test space basis matrix. Restricting the ODE residual to be orthogonal to the test subspace leads to the system,

$$\Upsilon^T A^T A r^{n+1}(u_{\text{ref}}(\mu) + \Phi \hat{u}^{n+1}(\mu) ; \bar{u}^n(\mu), \ldots, \bar{u}^{n-k(t^n)}(\mu), \mu) = 0.$$  

(3.4)

\footnote{In projection-based model reduction, there is some freedom to choose which trial subspace to use, whether it be the column space, $\mathcal{V}_{S_0}$ or the affine subspace, $\mathcal{V}_S$, which is dependent on the chosen value for $u_{\text{ref}}$. Employing $\mathcal{V}_S = \mathcal{V}_{S_0}$ (i.e., setting $u_{\text{ref}} = 0$) as the trial subspace is a popular choice in model order reduction; however, employing an affine subspace with $u_{\text{ref}} \neq 0$ has its benefits. For example, setting $u_{\text{ref}}(\mu) = u_0(\mu)$ guarantees that the initial conditions are contained in the trial subspace.}
The model reduction ideology described above is the foundation of various reduced-order modeling methods. Arguably, the two most popular model reduction approaches are the Galerkin method and the LSPG method. In the Galerkin approach, the test subspace is set to be equivalent to the column space, \( W^0 = V^0 \). However, although the Galerkin method yields accurate approximate solutions for symmetric systems [24, 25], the approach is known to lack robustness for non-symmetric and non-coercive systems. The LSPG method offers a more robust alternative and is now described.

3.2.1. Least-squares Petrov–Galerkin method

LSPG projection [12–18] differs from Galerkin projection in that the test subspace is no longer set to be equivalent to the column space. Instead, for \( n \in \mathbb{N}(N_t) \), LSPG employs the test basis,

\[
\Psi_{\text{lspg}}^{n+1} = \frac{\partial r_n^{n+1}}{\partial y} \left( u_{\text{ref}}(\mu) + \Phi \hat{u}^{n+1}(\mu) ; \hat{u}^n(\mu), \ldots, \hat{u}^{n+1-k(t^n)}(\mu) \right) \Phi.
\]

LSPG projection is thus defined by

\[
\begin{bmatrix} \Psi_{\text{lspg}}^{n+1} \end{bmatrix}^T A^T A r^{n+1} \left( u_{\text{ref}}(\mu) + \Phi \hat{u}^{n+1}(\mu) ; \hat{u}^n(\mu), \ldots, \hat{u}^{n+1-k(t^n)}(\mu) \right) = 0. \tag{3.5}
\]

Critically, LSPG projection can alternatively be expressed as a discrete residual minimization problem arising at each time instance,

\[
\hat{u}^{n+1}(\mu) = \arg \min_{\hat{y} \in \mathbb{R}^n} \left\| A r^{n+1} \left( u_{\text{ref}}(\mu) + \Phi \hat{y} ; \hat{u}^n(\mu), \ldots, \hat{u}^{n+1-k(t^n)}(\mu) \right) \right\|_2^2, \quad n \in \mathbb{N}(N_t). \tag{3.6}
\]

The solution to the system (3.6) is equivalent to that of (3.5). As a result, LSPG is optimal in the sense that at each time step, it computes the solution that minimizes the residual of the FOM ODE at \( n + 1 \) time step in the weighted \( \ell^2 \)-norm induced by the weighting matrix, \( A \).

LSPG projection has been shown to yield accurate approximate solutions to complex nonlinear dynamical systems arising from, for example, turbulent fluid dynamics and structural mechanics. However, LSPG is limited in that (1) it only reduces the spatial dimension of the FOM and (2) it is equipped with a priori error bounds that grow exponentially in the number of time steps. Thus, for problems requiring many temporal degrees of freedom, LSPG can fail to yield accurate solutions with a sufficiently low computational cost. Space–time model reduction techniques attempt to address these shortcomings.

4. Space–time projection-based model reduction

While spatial-only model reduction techniques have been shown to reduce the computational cost of approximating the FOM, they do not reduce the temporal dimension of the problem\(^3\). To decrease the computational cost further, space–time model reduction approaches seek to reduce the number of spatial and temporal degrees of freedom. Space–time model reduction approaches operate by (1) seeking a space–time reduced state solution in a space–time subspace and (2) executing a space–time projection process. This section outlines space–time model reduction.

4.1. Space–time vector formulation

To outline the space–time model reduction, a space–time formulation of the FOM ODE is first provided. The discretization of the FOM ODE (2.1) satisfies the vectorized space–time system defined as

\[
\overrightarrow{r} \left( \overrightarrow{u}(\mu) ; \mu \right) = 0. \tag{4.1}
\]

\(^3\)It should be noted that, as compared to the FOM, spatial projection ROMs can often employ much larger stable time steps [42], thus in this sense spatial projection ROMs implicitly reduce the temporal dimension of the FOM.
where the corresponding space–time state vector is given as \( \vec{u} : \mu \mapsto \begin{bmatrix} u^1(\mu)^T & \cdots & u^N(\mu)^T \end{bmatrix}^T \), \( \vec{u} : D \to \mathbb{R}^{N_sN_t} \) and the space–time residual is given as

\[
\vec{T} : (\vec{\nu} ; \mu) \mapsto \begin{bmatrix} T^1(v^1; u^1(\mu), \mu)^T & \cdots & T^N(v^N; u^N(\mu), \mu)^T \end{bmatrix}^T,
\]

where \( \vec{\nu} \equiv \begin{bmatrix} [v^1]^T & \cdots & [v^N]^T \end{bmatrix}^T \). This space–time formulation is used throughout this paper to describe the space–time model reduction technique.

4.2. Space–time trial subspace for model reduction (offline)

Space–time projection-based ROMs generate approximate solutions to the space–time system (4.1) by restricting the state to a low-dimensional space–time trial subspace. Analogous to spatial-only model reduction, space–time ROMs restrict the states to an affine space–time trial subspace. The space–time approaches considered in this work generate approximate solutions, restricting the state to a low-dimensional space–time trial subspace. Analogous to spatial-only model reduction.

4.3. Space–time test subspace for space–time least-squares Petrov–Galerkin method (online phase)

Substituting the approximation (4.3) into Eqn. (4.1) gives the following modified space–time residuals,

\[
\vec{T}(\vec{u}_{\text{refST}}(\mu) + \Pi \hat{u}(\mu) ; \mu) = 0.
\]

Eqn. (4.4) comprises an overdetermined space–time system. To find a set of space–time equations where the space–time reduced state is guaranteed, the space–time \( \text{OAE} \) residual (4.4) is restricted to be \( A^T_{\text{ST}} A_{\text{ST}} \) orthogonal to a space–time test space, where \( A_{\text{ST}} \in \mathbb{R}^{z \times N_sN_t} \) is a space–time weighting matrix (e.g., that enables hyper-reduction) and \( n_{st} \leq z \leq N_sN_t \). Analogous to LSPG, ST-LSPG defines the test subspace as

\[
\mathcal{W}^\perp_{\text{ST}} := \text{range}(\mathcal{Y}_{\text{stlspg}}),
\]

where \( \mathcal{Y}_{\text{stlspg}} \) is the full rank space–time test space basis matrix. The space–time test basis is given as

\[
\mathcal{Y}_{\text{stlspg}} := \frac{\partial}{\partial \vec{\nu}} \vec{T}(\vec{u}_{\text{refST}}(\mu) + \Pi \hat{u}(\mu) ; \mu) \Pi \in \mathbb{R}^{N_sN_t \times n_{st}},
\]

where \( \frac{\partial}{\partial \vec{\nu}} \vec{T} \) is the space–time Jacobian, whose sparsity pattern depends on the type of linear multistep scheme employed for time discretization. Restricting the space–time residual (4.4) to be \( A^T_{\text{ST}} A_{\text{ST}} \) orthogonal to the test space (4.5) yields the system

\[
\mathcal{Y}^T_{\text{stlspg}} A^T_{\text{ST}} A_{\text{ST}} \vec{T}(\vec{u}_{\text{refST}}(\mu) + \Pi \hat{u}(\mu) ; \mu) = 0.
\]
First, WST-LSPG partitions the discrete time domain \( \{t^0, \ldots, t^N\} \) into \( n_{\text{win}} \) windows of length \( \ell_w^k = N^k_t \Delta t \), \( k \in \mathbb{N}(n_{\text{win}}) \). Here, \( N^k_t \) denotes the number of time steps contained in the \( k^{th} \) window. WST-LSPG proceeds by (1) constructing low-dimensional space–time trial subspaces over each window and (2) sequentially solving a space–time residual minimization problem over each window. This decomposition of the time domain into
5.2. Windowed space–time trial subspace

WST-LSPG employs piecewise linear space–time trial subspaces defined over each window. The time-global space–time subspace is thus defined as a direct sum of non-overlapping space–time trial subspaces defined for each window,

$$\mathcal{V}_{ST}^k = \bigoplus_{k=0}^{n_{win}-1} \mathcal{V}_{ST}^k,$$

where $$\mathcal{V}_{ST}^k \subset \mathbb{R}^{N_s N_t^k}$$ is the space–time subspace for the $$k^{th}$$ window, $$k \in \mathbb{N}(n_{win})$$. The $$k^{th}$$ windowed space–time subspace is defined as

$$\mathcal{V}_{ST}^k = \mathcal{U}_{ref_{ST}}^k(\mu) + \mathcal{V}_{ST0}^k \in \mathbb{R}^{N_s N_t^k},$$

where $$\mathcal{V}_{ST0}^k$$ is the space–time column space on the $$k^{th}$$ window, and $$\mathcal{U}_{ref_{ST}}^k(\mu) \in \mathbb{R}^{N_s N_t^k}$$ is the windowed space–time reference state that is unique for each $$k^{th}$$ window. The space–time column space for the $$k^{th}$$ window, $$k \in \mathbb{N}(n_{win})$$, is defined as the range of the $$k^{th}$$ space–time basis matrix,

$$\mathcal{V}_{ST0}^k := \text{range}(\Pi^k) \subseteq \mathbb{R}^{N_s N_t^k}, \quad \Pi^k \equiv \begin{bmatrix} \pmb{\pi}_0^k & \cdots & \pmb{\pi}_{n_{win}^k-1}^k \end{bmatrix} \in \mathbb{R}^{N_s N_t^k \times n_{win}^k},$$

where $$\Pi^k$$ comprise $$n_{win}^k \leq N_s N_t^k$$ basis vectors. Over the $$k^{th}$$ window, $$k \in \mathbb{N}(n_{win})$$, WST-LSPG thus approximates the state as

$$\mathcal{U}^k(\mu) \approx \mathcal{U}^k(\mu) + \Pi^k \mathcal{U}^k(\mu) \in \mathcal{V}_{ST}^k,$$

where $$\mathcal{U}^k : \mathcal{D} \to \mathbb{R}^{n_{win}^k}$$ denotes the space–time reduced states associated with the $$k^{th}$$ window. Analogously to ST-LSPG, the space–time trial subspace for the temporal domain allows time dependence of the approximated solution to be moved from the space–time reduced states to the space–time bases.

5.3. Construction of windowed space–time trial subspaces

Various techniques exist for constructing the windowed space–time trial subspaces. The most straightforward approach for generating these subspaces is to apply space–time POD directly to the full space–time trajectories contained within the training data. However, as noted in [33], this approach is limited in that (1) only a single space–time basis vector can be extracted from each training simulation, and (2) the space–time basis requires $$N_s N_t n_{win}$$ storage, which can be prohibitive for practical problems. An alternative approach proposed in [33] is to construct space–time basis vectors via tensor products, in which each space–time basis vector is defined by a tensor product between a spatial basis vector and a temporal basis vector. While this approach enables extracting more basis vectors per training simulation and reduces the storage requirements, it is limited in that a single, global trial subspace is constructed. For problems whose dynamics trace through various regions in phase-space, as is often the case for parameterized nonlinear dynamical systems, the use of time-local subspaces can yield much accurate trial subspaces of a lower dimension [34].

This work develops time-local tailored windowed space–time trial subspaces via higher-order singular value decompositions (referred to here as tailored WST-HOSVD subspaces) to address these issues. Specifically, the techniques developed in Ref. [33] are extended by applying tensor-decomposition techniques to time-local training data to construct a piecewise-linear global space–time trial subspace.

In what follows, it is helpful to view the windowed space–time state as a rank-2 tensor, opposed to a rank-1 vector. To this end, an “unrolling” function that reshapes a rank-1 vector into a rank-2 tensor is defined as

$$g : \mathcal{V} \mapsto [v^0 \ldots v^{N_2-1}],$$

$$: \mathbb{R}^{N_t N_2} \to \mathbb{R}^{N_1 \times N_2},$$

where
for arbitrary $N_1$, $N_2$ and where $\overrightarrow{V} \equiv \begin{bmatrix} [v^1]^T & \cdots & [v^{N_2}]^T \end{bmatrix}^T$. The approximate space–time state over each window can be described in tensor form as

$$\overrightarrow{u}^k(\mu) \equiv g(\overrightarrow{u}^k(\mu)) \in \overrightarrow{\mathcal{Q}}^k_{\text{ST}}.$$ 

In tensor notation, the space–time affine trial subspace $\overrightarrow{\mathcal{Q}}^k_{\text{ST}}$ is given as the unrolling of $\overrightarrow{\mathcal{Q}}^k_{\text{ST}}$, 

$$\overrightarrow{\mathcal{Q}}^k_{\text{ST}} := \overrightarrow{u}^k_{\text{refST}}(\mu) + \overrightarrow{\mathcal{Q}}^k_{\text{ST}0} \subseteq \mathbb{R}^{N_t\times N_i},$$ 

with $\overrightarrow{u}^k_{\text{refST}}(\mu) \equiv g(\overrightarrow{u}^k_{\text{refST}}(\mu))$ and $\overrightarrow{\mathcal{Q}}^k_{\text{ST}0} := \text{span}\{\overrightarrow{\pi}^k_i\}_{i=0}^{N_{\text{sub}}-1} \subseteq \mathbb{R}^{N_t\times N_i}$, where $\overrightarrow{\pi}^k_i \equiv g(\overrightarrow{\pi}^k_i)$. This rank-2 tensor formulation will be employed when describing the tailored WST-HOSVD subspaces in the next section.

5.4. Construction of tailored WST-HOSVD subspaces

First the tailored WST-HOSVD technique consists of decomposing the $k$th window into $n_{\text{sub}}$ sub-windows of length $\ell_{k,m} = N_k^m \Delta t$, $k \in \mathbb{N}(n_{\text{win}})$, $m \in \mathbb{N}(n_{\text{sub}})$; $N_k^m \leq N^k_t$ is the number of time indices in the $m$th sub-window of the $k$th window. For simplicity, this work considers constant sub-window lengths. Figure 2 depicts this partitioning. Analogously to Eqn. (5.1), a function that maps between a sub-window index and window index to the global time step index at the start of that sub-window is defined as

$$\zeta : (k, m) \mapsto \varphi(k) + \begin{cases} \sum_{n=0}^{m-1} N_t^{k,n} & 0 < m < N^k_t \\ N_t^{k,m} & m = 0 \end{cases}.$$ (5.5)

Next, the windowed space–time trial subspace over each time window is set to be the direct sum of non-overlapping space–time trial subspaces defined over each sub-window,

$$\overrightarrow{\mathcal{Q}}^k_{\text{ST}} = \bigoplus_{m=0}^{n_{\text{sub}}-1} \overrightarrow{\mathcal{Q}}^{k,m}_{\text{ST}},$$

where $\overrightarrow{\mathcal{Q}}^{k,m}_{\text{ST}}$ is the affine space–time subspace for the $m$th sub-window of the $k$th window. Within each sub-window, the sub-windowed space–time affine subspace is defined as

$$\overrightarrow{\mathcal{Q}}^{k,m}_{\text{ST}} := \overrightarrow{u}^{k,m}_{\text{refST}}(\mu) + \overrightarrow{\mathcal{Q}}^{k,m}_{\text{ST}0} \subseteq \mathbb{R}^{N_t\times N_i^{k,m}},$$ (5.6)
where \( \overrightarrow{u}_{ref}^{k,m}(\mu) \in \mathbb{R}^{N_s \times N_t^{k,m}} \) and \( \overrightarrow{\pi}_{ST0}^{k,m} := \text{span}\{\overrightarrow{\pi}_{i}^{k,m}\}_{i=1}^{n_s^{k,m}} \subset \mathbb{R}^{N_s \times N_t^{k,m}} \) are the sub-windowed space–time reference states and the column space over the \( m \)th sub-window of the \( k \)th window. The discrete-in-time approximation for the state over the \( m \)th sub-window on the \( k \)th window is thus given as

\[
\overrightarrow{u}^{k,m}(\mu) = \overrightarrow{u}_{ref}^{k,m}(\mu) + \sum_{i=0}^{n_s^{k,m}-1} \overrightarrow{\pi}_{i}^{k,m} \hat{u}_{i}^{k,m}(\mu) \subset \mathbb{R}^{N_s \times N_t^{k,m}},
\]

where \( \hat{u}_{i}^{k,m} : \mathcal{D} \rightarrow \mathbb{R}^{N_t^{k,m}} \) are the space–time reduced states over the \( m \)th sub-window of the \( k \)th window.

### 5.4.1. Tensor-product trial subspaces

Building on the methods developed in [33], the space–time bases over each sub-window, \( \overrightarrow{\pi}_{i}^{k,m} \), are obtained via tensor products. Specifically, each basis tensor is given as a tensor product between a spatial basis vector and a temporal basis vector. These spatial and temporal basis vectors are obtained via higher-order singular value decompositions (HOSVD). To perform this process, first a training data set is required. Here, the training data comprise the solution snapshots \( D \) that are obtained by solving the FOM ODE for a set of parameter instances \( \{\mu_{train}^{0}, \ldots, \mu_{train}^{n_{train}-1}\} \subset \mathcal{D} \). The set of parameter instances is chosen by, e.g., uniform sampling, Latin-hypercube sampling, greedy sampling. Thus, the training data comprise the solution snapshots \( u^{n+1}(\mu_{train}) \in \mathbb{R}^{N_s}, i \in \mathbb{N}(n_{train}), n \in \mathbb{N}(N_t) \).

Next, to construct bases over each sub-window, the training data are collected into a set of \( \sum_{k=0}^{n_{win}-1} n_{sub}^{k} \) tensors, defined here by \( \mathcal{X}_{u}^{k,m} \). Each of these three-way tensors contain training data shifted by the initial state over each window, i.e., the \( a, b, c \) entry of the \( k \)th tensor on the \( m \)th sub-window is given by

\[
[\mathcal{X}_{u}^{k,m}]_{abc}^{(t)} = u_{abc}^{(k,m)+b} (\mu_{train}^{c}) - u_{abc}^{(k,m)-1} (\mu_{train}^{c}), \quad a \in \mathbb{N}(N_s), \quad b \in \mathbb{N}(N_t^{k,m}), \quad c \in \mathbb{N}(n_{train}),
\]

where \( u_{abc}^{(k,m)}(\mu_{train}) \in \mathbb{R} \) is used to denote the \( a \)th entry of \( u^{k,m} \) evaluated at parameter instance \( \mu_{train}^{c} \).

Next, spatial and temporal basis vectors are found by applying HOSVDs to the three-way space–time snapshot tensor defined in Eqn (5.8). Ref. [33] proposes three variations based on HOSVDs to calculate the (global) space–time basis. In each technique, the space–time basis is formed via the tensor product between a spatial and a temporal basis vector. All techniques compute the spatial basis using POD [9], but differ in terms of how the temporal basis is computed. The three approaches proposed in Ref. [33] for computing the temporal bases are: (1) fixed temporal subspace via Temporal-higher-order singular value decomposition (T-HOSVD), which performs POD directly on the mode-2 unfolding of the snapshot tensor, (2) fixed temporal subspace via space–time higher-order singular value decomposition (ST-HOSVD), which performs POD on a mode-2 tensor that is obtained by performing a tensor-matrix multiplication between the snapshot tensor and the basis matrix, and (3) tailored temporal subspace via space–time higher-order singular value decomposition (tailored ST-HOSVD), which performs POD on mode-2 tensors that are obtained by performing a tensor-matrix multiplication between the snapshot tensor and each spatial basis vector. This work considers only the tailored ST-HOSVD method, and the following sections will detail their application for the construction of the tailored WST-HOSVD subspaces.

### 5.4.2. Spatial basis

As noted previously, each space–time basis comprises a tensor product between a spatial basis and a temporal basis. Here, the spatial basis vectors are obtained via the standard POD approach. Also known as principle component analysis or the Karhunen-Loève decomposition, POD computes a set of orthonormal basis vectors that enable optimal reconstruction of the training data in the least-squares sense. In the present context, POD is performed by applying the singular value decomposition (SVD) to the mode-1 unfolding of the three way snapshot tensor (5.8) in each sub-window. First, the mode-1 unfolding of the three way tensor (5.8) yields

\[
\mathbf{X}_{u}^{k,m}(t) = [\mathbf{X}_{u}^{k,m}(\mu_{train}^{0}) \ldots \mathbf{X}_{u}^{k,m}(\mu_{train}^{n_{train}-1})] \in \mathbb{R}^{N_s \times N_t^{k,m} \times n_{train}},
\]

where \( \mathbf{X}_{u}^{k,m}(\mu_{train}) = \left[ u^{c(k,m)}_{i} (\mu_{train}^{j}) - u^{c(k,m)-1}_{i} (\mu_{train}^{j}) \right] \ldots \left[ u^{c(k,m)+N_t^{k,m}}_{i} (\mu_{train}^{j}) - u^{c(k,m)-1}_{i} (\mu_{train}^{j}) \right] \) are the state snapshots over the \( m \)th sub-window of the \( k \)th window. Performing thin SVD on \( \mathbf{X}_{u}^{k,m}(t) \) gives
\[ X_{u(1)}^{k,m} = U_s^{k,m} \Sigma_s^{k,m} [V_s^{k,m}]^T \in \mathbb{R}^{N_s \times N_t^{k,m} \times n_{\text{train}}}, \]
\[ \phi_i^{k,m} = \text{col}_i(U_s^{k,m}), \quad i \in \mathbb{N}(n_s^{k,m}), \]
\[ \Phi^{k,m} = [\phi_0^{k,m}, \ldots, \phi_{n_s^{k,m}-1}^{k,m}] \in \mathbb{R}^{N_s \times n_t^{k,m}}, \]

5.4.3. Temporal bases via tailored higher-order singular value decomposition

To determine the number of spatial bases required to represent the training data to a given error tolerance, one can look at the decay of the singular values, \( \sigma_i^{k,m} = [\Sigma_s^{k,m}]_{ii} \), in the following way:
\[ e = \sum_{i=0}^{n_s^{k,m}-1} [\sigma_i^{k,m}]^2 / \sum_{i=0}^{(N_s^{k,m}-1)\times n_{\text{train}}} [\sigma_i^{k,m}]^2, \]

where \( e \) refers to the fraction of statistical energy retained in the truncated basis. In practice, for a desired \( e^* \), each column of \( U_s^{k,m} \) is added to the bases and then the statistical energy fraction, \( e \), is calculated and compared to the desired \( e^* \). This process is continued until the following becomes true: \( e \geq e^* \). Note that this fraction of statistical energy criterion is additionally used to calculate the number of temporal bases to use as well in the next sections.

The tailored ST-HOSVD approach for sub-window \( m \) creates a temporal snapshot matrix that is calculated for each spatial basis in sub-window \( m \). The mode-1 tensor-vector product of a vector \( \mathbf{p} \in \mathbb{R}^{l_p} \) and tensor \( \mathbf{x} \in \mathbb{R}^{l_1 \times \cdots \times l_p \times \cdots \times l_n} \) is denoted by \( \mathbf{x} \times_p \mathbf{p} \). Similarly, the mode-2 tensor-product of a tensor \( \mathbf{x} \in \mathbb{R}^{l_1 \times \cdots \times l_p \times \cdots \times l_n} \) is denoted by \( \mathbf{x} \times_2 \mathbf{p} \). To determine the number of spatial bases, \( n_s^{k,m} \), \( n_t^{k,m} \), and sub-window \( m \), for the \( k \)-th window, this approach generates a tailored temporal subspace for each spatial basis vector. Additionally, the maximum dimension of each temporal basis is limited to the number of training parameter instances, i.e., \( n_t^{k,m} \leq n_{\text{train}}, \quad i \in \mathbb{N}(n_s^{k,m}). \)

The tailored ST-HOSVD approach for sub-window \( m \) creates a temporal snapshot matrix that is calculated for each spatial basis in sub-window \( m \). The mode-1 tensor-vector product of a vector \( \mathbf{p} \in \mathbb{R}^{l_p} \) and tensor \( \mathbf{x} \in \mathbb{R}^{l_1 \times \cdots \times l_p \times \cdots \times l_n} \) is denoted by \( \mathbf{x} \times_p \mathbf{p} \). Similarly, the mode-2 tensor-product of a tensor \( \mathbf{x} \in \mathbb{R}^{l_1 \times \cdots \times l_p \times \cdots \times l_n} \) is denoted by \( \mathbf{x} \times_2 \mathbf{p} \). To determine the number of spatial bases, \( n_s^{k,m} \), \( n_t^{k,m} \), and sub-window \( m \), for the \( k \)-th window, this approach generates a tailored temporal subspace for each spatial basis vector. Additionally, the maximum dimension of each temporal basis is limited to the number of training parameter instances, i.e., \( n_t^{k,m} \leq n_{\text{train}}, \quad i \in \mathbb{N}(n_s^{k,m}). \)

The temporal bases are then obtained via the singular value decomposition of \( X_{u(2)}^{k,m}(\phi_i^{k,m}), \quad i \in \mathbb{N}(n_s^{k,m}) \), which gives
\[ X_{u(2)}^{k,m}(\phi_i^{k,m}) = U_i(\phi_i^{k,m}) \Sigma_i(\phi_i^{k,m}) V_i(\phi_i^{k,m})^T \in \mathbb{R}^{N_t^{k,m} \times n_{\text{train}}}, \]
\[ \psi_{j,k,m} = \text{col}_j(U_i(\phi_i^{k,m})), \quad i \in \mathbb{N}(n_s^{k,m}), \quad j \in \mathbb{N}(n_t^{k,m}), \]
\[ \psi_{i,k,m} = [\psi_{0,i,k,m}, \ldots, \psi_{n_t^{k,m}-1,i,k,m}] \in \mathbb{R}^{N_t \times n_t^{k,m}}, \]

where \( n_t^{k,m} \) are the number of temporal basis vectors for the \( i \)-th spatial basis vector on the \( m \)-th sub-window of the \( k \)-th window. This approach generates a tailored temporal subspace for each spatial basis vector. Additionally, assuming \( N_t^{k,m} \leq n_t^{k,m} \times n_{\text{train}} \), the cost of computing the \( n_s^{k,m} \) SVDs in (5.11) is significantly less than the cost incurred by ST-HOSVD. This reduction in cost results from the \( O(\min(m^2 n, n m^2)) \) complexity of the SVD, where \( m \) and \( n \) are the number of rows and columns, respectively. However, the maximum dimension of each temporal basis is limited to the number of training parameter instances, i.e., \( n_t^{k,m} \leq n_{\text{train}}, \quad i \in \mathbb{N}(n_s^{k,m}). \)
window \( k \), the number of space–time bases is defined as \( n_{st}^k = \sum_{m=0}^{n_{sub}^k-1} \sum_{i=0}^{n^i,k,m} \). Thus, for the tailored ST-HOSVD, each space–time basis is defined as

\[
\pi_i^{k,m} = \phi_i^{k,m} \otimes \psi_i^{k,m} \in \mathbb{R}^{N_s N_t^{k,m} \times N_t^{i,k,m}}.
\] (5.12)

The space–time basis matrix over each window is then given as \( \Pi^{k,m} = \left[ \vec{\pi}_0^{k,m} \cdots \vec{\pi}_{n^t,k,m}^{k,m-1} \right] \), where \( \vec{\pi} : [v^1 \cdots v^{N_s}] \rightarrow \left[ [v^1]^T \cdots [v^{N_s}]^T \right]^T \) is a vectorization function (i.e., the inverse of \( g \)).

### 5.4.4. Selection of reference states and windowed basis

In LSPG and ST–LSPG, the reference state is set to be the (parameterized) initial condition. This is made to be more challenging in WST-LSPG, as the initial condition into each window is not known \textit{a priori} when executing the ROM for a novel parameter instance. Here, with the exception of the first sub-window in the first window, the space–time reference state for each sub-window is set to be the solution from the previous time window,

\[
\uvec_{ref}^{0,0}(\mu) = \uvec(\mu) \otimes \one_{N^t,0}.
\]

The solution over each window is then expressed with the correct reference states as

\[
\begin{pmatrix}
\uvec^{k,0}(\mu) \\
\uvec^{k,1}(\mu) \\
\vdots \\
\uvec^{k,n_{sub}^{k,1}}(\mu)
\end{pmatrix} = \begin{pmatrix}
\Pi^{k,0} \\
\Pi^{k,0} \Pi^{k,1} \\
\vdots \\
\Pi^{k,0} \Pi^{k,1} \cdots \Pi^{k,n_{sub}^{k,1}}
\end{pmatrix} \begin{pmatrix}
\uvec^{(k,1)-1}(\mu) \otimes \one_{N^t} \\
\uvec^{(k,2)-1}(\mu) \otimes \one_{N^t} \\
\vdots \\
\uvec^{(k,n_{sub}^{k,1})-1}(\mu) \otimes \one_{N^t}
\end{pmatrix}.
\] (5.13)

Setting the space–time reference state to be the solution from the previous sub-window leads to a modified basis matrix, \( \Pi^k \), that is block lower triangular over a \textit{window} as seen in Eqn. (5.13) where

\[
\Pi^k = \left[ \mat{row}_{\zeta(k,m) + (N^t)^{k,m} - n_{sub}^k} \left( \Pi^{k,m} \right) \right]^T \cdots \left[ \mat{row}_{\zeta(k,m) + (N^t)^{k,m} - n_{sub}^k} \left( \Pi^{k,m} \right) \right]^T \in \mathbb{R}^{N_s \times n_{st}^k}
\]

comprise the space–time basis for the state at the last time step of each sub-window. It is important to note that due to this choice of an affine offset, the space–time basis for each window, \( \Pi^k \) is not orthogonal. It is additionally noted that the number of bases contained within each window, \( n_{st}^k \), is potentially higher for \( \ell_s < \ell_w \) than when \( \ell_s = \ell_w \), making the problem more accurate at the expense of computational cost. This setup is explored in the numerical experiments.

### 5.5. Windowed space–time least-squares Petrov–Galerkin method

Now that the trial subspaces have been defined for space–time model reduction, the proposed WST-LSPG approach proceeds by sequentially solving a system of algebraic equations defined by a Petrov–Galerkin projection on each window. To begin, the FOM ODE solution satisfies

\[
\mathcal{P}^k \left( \uvec^k(\mu) ; u^{(k)-1}(\mu) , \mu \right) = 0,
\] (5.14)

\[\text{For simplicity, it is assumed that the size of the time stencil size at the start of each window is one, i.e., } k(t^s(k)) = 1.\]
Figure 3: An example setup for a constant sub-window length, a varied window length ℓw, and a set of Jacobians that are divided into n_win space–time residual minimizations. As n_win increases, the windowed space–time Jacobian becomes more decoupled or sparse compared to the full space–time Jacobian.
over the $k^{th}$ window, $k \in \mathbb{N}(n_{\text{win}})$, where the corresponding residual is defined as
\begin{equation}
\begin{split}
\nabla^k : \left[ \begin{array}{c} v^{1} \\vdots \\vdots \\vdots \\
\end{array} \right] \rightarrow 
\begin{bmatrix}
r^{\varphi(k)}(v^{1}; v, \mu) & \cdots & r^{\varphi(k)+N^t_k}(v^{N^t_k}; v^{N^t_k-1}, \ldots, v^{N^t_k-k(t^{\varphi(k)})}, \mu)
\end{bmatrix}
\end{split}
\end{equation}
(5.15)
with $\nabla^k = \left[ \begin{array}{c} v^{1} \\vdots \\vdots \\vdots \\
\end{array} \right]^T$. Substituting Eqn. (5.3) into Eqn. (5.14) yields the following overdet-
determined space–time system of algebraic equations over the $k^{th}$ window, $k \in \mathbb{N}(n_{\text{win}})$,
\begin{equation}
\nabla^k \left( \nabla^k_{\text{refST}}(\mu) + \Pi^k \nabla^k(\mu) : \nabla^{\varphi(k)-1}(\mu), \mu \right) = 0.
\end{equation}
(5.16)

To create a system where the reduced solution is unique, the residual over the $k^{th}$ window (5.16) is restricted

To create a system where the reduced solution is unique, the residual over the $k^{th}$ window (5.16) is restricted
to be $A_{\text{WST}}^{k} \nabla^k$ orthogonal to a space–time test space, where $A_{\text{WST}}^{k} \in \mathbb{R}^{z \times N}$ with $n^k_t \leq z^k \leq N_t^k$ is

For this work, analogously to the spatial only model reduction technique, the space–time test subspace is
defined as
\begin{equation}
W_{\text{St}_0}^k := \text{range}(\nabla_{\text{wstlspg}}^k),
\end{equation}
(5.17)

where $\nabla_{\text{wstlspg}}^k$ is the full rank space–time test space basis matrix. The space–time test basis is defined analogously
to the LSPG test basis as
\begin{equation}
\nabla_{\text{wstlspg}}^k = \frac{\partial \nabla^k}{\partial \nabla^k} \left( \nabla^k_{\text{refST}}(\mu) + \Pi^k \nabla^k(\mu) : \nabla^{\varphi(k)-1}(\mu), \mu \right) \Pi^k \in \mathbb{R}^{N,N_t \times n_{st}},
\end{equation}
(5.18)

where $\frac{\partial \nabla^k}{\partial \nabla^k}$ is the space–time Jacobian whose non zero matrix structure is dependent on the linear multistep
scheme that is used at all time steps. Restricting the windowed space–time residual (5.16) to be $A_{\text{WST}}^{k} \nabla^k$ orthogonal to the space–time test space (5.17) yields the system of algebraic equations on the $k^{th}$ window, $k \in \mathbb{N}(n_{\text{win}})$,
\begin{equation}
W_{\text{St}_0}^k \nabla^k = \nabla_{\text{wstlspg}}^k \nabla_{\text{wstlspg}}^k \left( \nabla^k_{\text{refST}}(\mu) + \Pi^k \nabla^k(\mu) : \nabla^{\varphi(k)-1}(\mu), \mu \right) = 0.
\end{equation}
(5.19)

Thus, WST-LSPG operates by sequentially solving the system (5.19) over each window, $k \in \mathbb{N}(n_{\text{win}})$. It is noted that the algebraic system defined by (5.19) can be equivalently written as a minimization problem in a weighted $\ell^2$-norm as
\begin{equation}
\nabla^k(\mu) = \arg \min_{\hat{y} \in \mathbb{R}^{N_t}} \| A_{\text{WST}}^{k} \nabla^k \left( \nabla^k_{\text{refST}}(\mu) + \Pi^k \nabla^k(\mu) : \nabla^{\varphi(k)-1}(\mu), \mu \right) \|_2^2.
\end{equation}
(5.20)

Figure 3 shows how the Jacobian is divided up for each window given a BDF2 temporal discretization and a constant sub-window length. The components of the Jacobian for window $k$ takes up a subset of the full space–time Jacobian for the original ST-LSPG. Figure 3e refers to the space–time Jacobian setup for ST-LSPG where the black outlined boxes refer to the Jacobian of the states found within the designated sub-window length—adding sub-windows do not alter the structure of the space–time Jacobian. Figure 3a shows what part of the ST-LSPG Jacobian is used when WST-LSPG is implemented for $\ell_w = \ell_s$. Figure 3b shows that the when $\ell_w = 2\ell_s$, more of the ST-LSPG Jacobian in used and less information is loss between each time window. Figure 3c and 3d show larger portions of the ST-LSPG Jacobian used for each window. Note that when $\ell_w < T$, the space–time Jacobian becomes more decoupled or sparse compared to the full ST-LSPG case. Finally, the procedure for WST-LSPG is presented in Algorithm 1.

Remark 5.1. (WST-LSPG recovers ST-LSPG) WST-LSPG recovers ST-LSPG when $n_{\text{win}} = 1$ and $n_{\text{sub}} = 1$, which is equivalent to $\ell_w = T$ and $\ell_s = T$.

5.5.1. Initial guess for Gauss–Newton Solver in WST-LSPG

Employing the Gauss–Newton algorithm to solve the nonlinear least-squares problem requires the specification of an initial guess to the solution. In LSPG, the initial guess at a given time instance $t^n$ can be set to the solution from the previous time instance, i.e., $\hat{u}^{(0)}(\mu) = \hat{u}^{n-1}(\mu)$. This choice typically leads to rapid
Algorithm 1 Online: Gauss–Newton procedure for the WST-LSPG method

**Input:** for all time windows $k$: space–time basis, $\Pi^k \in \mathbb{R}^{N_x N_t \times n_{st}}$

initial guess for the reduced space–time states, $\hat{\mathbf{u}}^0(\mu)$

initial conditions, $\overline{\mathbf{u}}_{\text{ref}_{st}}(\mu)$

**Output:** for all time windows $k$: space–time reduced states $\hat{\mathbf{u}}(\mu)$

total number of required Gauss–Newton iterations for $\mu$, $N_{\text{GN}}(\mu)$

optional: rank-2 residual snapshot matrix for $\mu$, $\mathbf{X}_r$

1: Set the tolerance for convergence, $\epsilon$
2: for $k = 0; k < n_{\text{win}}; k++$ do
3: Set the Gauss–Newton iteration counter, $i = 0$
4: Set $\|p\|_2 = 0$ \COMMENT{Initialize the descent direction such that its $\ell^2$ norm is 0}
5: Set converged = 0
6: do
7: $\overline{\mathbf{u}}^{(i)}(\mu) = \overline{\mathbf{u}}^k_{\text{ref}_{st}}(\mu) + \Pi^k \mathbf{u}^{(i),k}(\mu)$ \COMMENT{Calculate the approximate full space–time state}
8: Compute the space–time $\mathbf{r}^{(i)}(\mathbf{u}^{(i)}(\mu); \mu) \in \mathbb{R}^z$
9: Compute the space–time $\mathbf{J}^{(i)} = \frac{\partial \mathbf{r}^{(i)}(\mathbf{u}^{(i)}(\mu); \mu)}{\partial \mathbf{u}^{(i),k}(\mu)} \Pi^k \in \mathbb{R}^{z \times n_{st}}$
10: Calculate $\mathbf{r}^{(i)}_\text{tot} = \mathbf{J}^{(i)}^T \mathbf{r}^{(i)}_\text{tot}$\COMMENT{Compute thin qr decomposition}
11: if $\mathbf{r}^{(i)}_\text{tot}/\mathbf{r}^{(i)}_\text{tot} < \epsilon$ or $(\mathbf{r}^{(i)}_\text{tot} < \epsilon$ and $\|p\|_2 < \epsilon$) then
12: converged = 1
13: else
14: $\mathbf{J}^{(i)} = \mathbf{Q}^{(i)} \mathbf{R}^{(i)}$, $\mathbf{Q}^{(i)} \in \mathbb{R}^{z \times n_{st}}$, $\mathbf{R}^{(i)} \in \mathbb{R}^{n_{st} \times n_{st}}$ \COMMENT{Solve the linear least-squares problem}
15: $\mathbf{R}^{(i)} p = -[\mathbf{Q}^{(i)}]^T \mathbf{r}^{(i)}$ \COMMENT{Perform line search to find $\alpha^{(i)}$ or set $\alpha^{(i)} = 1$}
16: $\hat{\mathbf{u}}^{(i+1),k}(\mu) = \hat{\mathbf{u}}^{(i),k}(\mu) + \alpha^{(i)} p$ \COMMENT{Update the guess to the space–time reduced states}
17: $i \leftarrow i + 1$ \COMMENT{Update the total number of Gauss–Newton iteration}
18: end if
19: while converged == 0 do \COMMENT{Continue with Gauss–Newton method until convergence criteria is met}
20: Set the total number of Gauss–Newton iterations, $N_{\text{GN}}(\mu) = i + 1$
21: Optional: Construct residual snapshots,
22: $\mathbf{X}_r(\mu) = \left[ \mathbf{r}^{(0)}(\hat{\mathbf{u}}^{(0)}(\mu); \mu) \cdots \mathbf{r}^{(N_{\text{GN}}(\mu)-1)}(\hat{\mathbf{u}}^{(N_{\text{GN}}(\mu)-1)}(\mu); \mu) \right] \in \mathbb{R}^{N_x N_t N_{\text{GN}}(\mu)}$
23: end for

convergence due to the fact that the state undergoes limited variation between time instances, particularly for small time steps $\Delta t^{n+1}$.

This work employs a similar approach to that proposed in Ref. [33] and uses least-squares regression for the initial guess for the residual minimization problem over each window. However, the choice of space–time reference state detailed in Section 5.4.4 results in several complications. First, unlike the ST-LSPG, the space–time basis is not necessarily orthogonal, such that $\Pi^+ \neq \Pi^T$. Taking the pseudo inverse of a large windowed-space time basis can be expensive for large systems. The second issue is that, due to the choice of affine offset, the windowed space–time basis depends on the ROM solution throughout the window. As a result, the projection onto the trial subspace depends on the ROM solution. Thus, for the purpose of finding an initial guess for WST-LSPG, the training data are approximately projected onto the trial space by employing the approximate space–time basis over each window $\overline{\Pi}^k = \text{blockdiag}(\Pi^k)$ where $\text{blockdiag}(\Pi^k)$ is a function that returns only the block diagonal entries of $\Pi^k$. Thus, the training data for the initial guess is given by

$$
\begin{bmatrix}
\hat{\mathbf{u}}^k(\mu^{0 \text{train}}) \\
\vdots \\
\hat{\mathbf{u}}^k(\mu^{n_{\text{train}}-1})
\end{bmatrix} = \left[ \overline{\Pi}^k \right]^T \mathbf{X}_{\mathbf{u}(3)}^k \tag{5.21}
$$

where $\mathbf{X}_{\mathbf{u}(3)}^k$ denotes the mode-3 unfolding of the three-way tensor over the $k$th window (5.8) (with one sub-
window, i.e., $X^k_{u\,(3)}$ contain all the training data over the $k^{th}$ window. In the online phase, the initial guess $\hat{u}^{k(0)}(\mu)$ is then computed via least-squares regression. This approximation was found to produce adequate initial guesses for the Gauss–Newton solver.

5.6. Hyper-reduction for WST-LSPG

When the space–time weighting matrix is set to be the identity matrix, $A_{\text{WST}}^k = I$, the model reduction process, for example, the Gauss–Newton solver, requires that all $N_s N_t$ elements of the space–time residual and space–time Jacobian be computed. Although $A_{\text{WST}}^k = I$ may produce the most accurate solution, implementing this for high-fidelity nonlinear problems will lead to high computational costs. In order to fully realize the benefits of model reduction for space–time, it is best to look at hyper-reduction techniques that offer alternative definitions for the weighting matrix, $A_{\text{WST}}^k$. In this work, the Gauss–Newton with Approximated Tensors (GNAT) method [17] is employed for hyper-reduction in each window $k$. GNAT operates by sampling the space–time residual at a subset of the $N_s N_t k$ elements (this subset is commonly referred to as the space–time sample mesh, $Z^k$, [24]) and performing a least-squares reconstruction of the space–time residual via a space–time residual basis and the Gappy POD method [9]. The hyper-reduction approach employed here for WST-LSPG using GNAT (WST-GNAT) involves the following steps: (1) compute a snapshot matrix of the residuals for each sub-window, (2) construct a basis for the residual over each sub-window by applying the tailored WST-HOSVD approach to the residual snapshot matrix, (3) compute the sample mesh $Z^k$ via the greedy sampling of temporal then spatial indices method [17]. These ingredients are now described.

5.6.1. Construction of the windowed space-time residual basis

The GNAT method requires the calculation of a space–time residual basis for the least-squares reconstruction of the residual snapshot. This calculation is done similarly to the way the spatial and temporal state bases are calculated. For the space–time residual basis, the tailored WST-HOSVD method used previously to calculate the space–time residual basis of the parameter design space to create the space–time residual snapshots. The parameter design space for the residual snapshots, $\phi_{\text{train}}$, and the corresponding space–time residual snapshots over each sub-window, $X^{k,m}(\mu_{\text{train}})$. After acquiring the space–time residual snapshots, $X^{k,m}(\mu_{\text{train}})$, at every training parameter, the residual snapshots can be written as a three-way residual tensor over each sub-window, $X^{k,m}(\mu_{\text{train}})$. The final number of total Gauss–Newton iterations required for convergence, for all parameter instances, is denoted as $n_{\text{res}} = \sum_{q=1}^{n_{\text{train}}} N_{\text{GN}}(\mu_{\text{train}}^q)$. The POD of the mode-1 unfolding of $X^{k,m}$ gives the spatial residual basis, $\Phi^{k,m} = [\phi^{k,m}_{r,0} \ldots \phi^{k,m}_{r,n_t,m-1}]$, where $n_t^{k,m}$ are the number of spatial residual basis vectors over the $m^{th}$ sub-window of the $k^{th}$ window. To find the temporal residual basis, the tailored ST-HOSVD method is used again, which acts upon the mode-2 of $X^{k,m}$, $X^{k,m}_{(2)}(\phi^{k,m}_{r,i})$ for $i \in [n_t^{k,m}]$. Performing POD on $X^{k,m}_{(2)}(\phi^{k,m}_{r,i})$ gives

$$X^{k,m}_{(2)}(\phi^{k,m}_{r,i}) = U^{k,m}_{r,i} (\phi^{k,m}_{r,i}) \Sigma^{k,m}_{r,i} (\phi^{k,m}_{r,i}) V^{k,m}_{r,i} (\phi^{k,m}_{r,i})^T \in \mathbb{R}^{n_{t,m} \times n_{t,m}}$$

$$\psi_{i,j}^{k,m} = \text{col}_j(U^{k,m}_{r,i} (\phi^{k,m}_{r,i})), \quad j \in [n_{t,m}]$$

$$\psi_{i,j}^{k,m} = \left[\psi_{r,0}^{i,k,m} \ldots \psi_{r,n_t,m-1}^{i,k,m}\right] \in \mathbb{R}^{n_{t,m} \times n_{t,m}}$$

where $n_{i,m}$ are the number of temporal basis vectors retained for the $i^{th}$ spatial vector over the $m^{th}$ sub-window of the $k^{th}$ window. The space–time residual basis is then calculated by first performing

$$\bar{\pi}_{r,i}^{k,m} = \phi^{k,m}_{r,i} \otimes \psi_{r}^{i,k,m} \in \mathbb{R}^{N_s N_t k \times n_{i,m}}$$
Next the vectorization of the components of the space–time residual basis is found to be

$$
\overline{r}^{k,m}_{r,i} = \text{vec}(\check{r}^{k,m}_{r,i}), \quad \Pi^{k,m} = \begin{bmatrix} \overline{r}^{k,m}_{r,0} & \cdots & \overline{r}^{k,m}_{r,n_{st,r}-1} \end{bmatrix} \in \mathbb{R}^{N_sN_t \times n_{st,r}}.
$$

Next, the orthonormal space–time residual basis, $\hat{\Pi}^{k,m}$, is found by taking the QR factorization of $\Pi^{k,m}$, $\Pi^{k,m} \rightarrow \hat{\Pi}^{k,m} = \Pi^{k,m} R^{k,m}$. Finally, the full space–time residual basis for the entire window $k$ is defined as

$$
\Pi^k = \text{blockdiag}(\Pi^k_{r,0}, \ldots, \Pi^k_{r,n_{st,k}}) \in \mathbb{V}_{n_{st,k}}(\mathbb{R}^{N_sN_t}),
$$

where $n_{st,k} = \sum_{m=0}^{n_{st,k}} n_{st,r}$. The space–time residual basis, $\Pi^k_r$, is used to calculate the sample mesh and perform hyper-reduction for each window.

### 5.6.2. Sample mesh

Hyper-reduction techniques such as GNAT operate by computing the space–time residual at a subset of the $N_sN_t$ elements for each window; this subset of elements is commonly referred to as the sample mesh. Mathematically, the sample mesh can be described by the sampling matrix, $Z^k \in \{0, 1\}^z \times N_sN_t$, with $z \leq N_sN_t$. In this work, the sequential greedy sampling of temporal then spatial indices (SGSTSI) algorithm is used to construct space–time sampling matrices defined over each window; SGSTSI is one of three methods proposed by Choi et. al [33] for space–time hyper-reduction. SGSTSI computes the space–time sample mesh as a Cartesian product of spatial indices and temporal indices, both of which are obtained in a greedy manner. The result of this process is a space–time sampling matrix defined over each window, $Z^k_r$, $k \in \mathbb{N}(n_{\text{win}})$.

### 5.6.3. Windowed space–time Gauss–Newton with Approximated Tensors

GNAT is a hyper-reduction approach that operates by (1) sampling space–time elements of the residual on the sample mesh and (2) performing a least-squares reconstruction of the full space–time residual over the entire window $k$ via Gappy POD [9, 10, 43]. WST-GNAT approximates the space–time residual over the $k$th window as

$$
\overline{r}^{k} = \text{vec}(\hat{u}^{k}(\mu); \hat{u}^{r(k)-1}, \mu) \approx \overline{r}^{k}(\hat{u}^{k}(\mu); \hat{u}^{r(k)-1}, \mu) = \Pi^k \hat{r}_g^k \in \mathbb{R}^{N_sN_t},
$$

where $\hat{r}_g^k \in \mathbb{R}^{n_{st,r}}$ are the space–time reduced states associated with the gappy reconstruction over the $k$th window. The reduced states are given by the solution to the minimization problem

$$
\begin{align*}
\hat{r}_g^k &= \arg\min_{\tilde{y} \in \mathbb{R}^{N_sN_t}} \left\| Z^k \Pi^k_r \tilde{y} - Z^k \overline{r}^k(\hat{u}^{k}(\mu); \hat{u}^{r(k)-1}, \mu) \right\|_2^2 = (Z^k \Pi^k_r)^T + Z^k \overline{r}^k(\hat{u}^{k}(\mu); \hat{u}^{r(k)-1}, \mu),
\end{align*}
$$

(5.23)

where $Z^k \in \{0, 1\}^{z \times N_sN_t}$, with $z \leq N_sN_t$, is the sampling matrix with one non-zero element per column that selects $z$ rows of the residual. Thus, GNAT solves the minimization problem (5.20) with the space–time weighting matrix $A^k_{\text{WST}} = (Z^k \Pi^k_r)^T + Z^k$. This space–time weighting matrix is calculated offline and forces the least squares problem in the Gauss–Newton procedure to be the same size as the number of space–time residual bases.

### 6. Analysis

This section presents numerical analyses for the proposed WST-LSPG method. First, a posteriori bounds are derived, where it is shown that WST-LSPG is equipped with a more favorable a posteriori error bound than LSPG. Second, a priori error bounds are derived. Critically, it is shown that the error in WST-LSPG grows exponentially in the number of windows; this is in direct contrast to the traditional Galerkin and LSPG methods, in which the a priori error bounds grow exponentially in the number of time steps [18]. For simplicity, analyses are presented for the case where there is no hyper-reduction, i.e., $A^k_{\text{WST}} = I$: it is noted that the following results can be extended to include hyper-reduction. For subsequent exposition, several definitions are made. First, the space–time velocity over the $k$th window is defined as

$$
\begin{align*}
\overline{f}^k : (\overline{\mathbf{v}}^k; \mu) &\rightarrow \left[ f(\mathbf{v}^1, t^{(k)}; \mu) \right]^T \cdots \left[ f(\mathbf{v}^{N_t^k}, t^{(k)+N_t^k-1}; \mu) \right]^T \\
&: \mathbb{R}^{N_sN_t} \times \mathcal{D} \rightarrow \mathbb{R}^{N_sN_t},
\end{align*}
$$

(6.1)
where \( \overrightarrow{\mathbf{v}} = \begin{bmatrix} [\mathbf{v}^1]^T & \cdots & [\mathbf{v}^{N_t^k}]^T \end{bmatrix}^T \). Next, the time-discrete space–time residual over the \( k \)-th window can be expressed as

\[
\overrightarrow{r}^k : (\overrightarrow{\mathbf{v}}; \mathbf{v}^0, \mu) \mapsto \mathbf{E}^k \overrightarrow{\mathbf{v}} \Delta t \mathbf{F}^k (\overrightarrow{\mathbf{v}}; \mu) + \mathbf{E}_0^k \mathbf{v}^0 - \Delta t \mathbf{F}_0^k \mathbf{f} \left( \mathbf{v}^0, t^{(k)-1}; \mu \right),
\]

where \( \mathbf{E}^k, \mathbf{F}^k \in \mathbb{R}^{N_s, N_t^k \times N_s, N_t^k} \), \( k \in \mathbb{N} (n_{\text{win}}) \) are matrices that contain the linear multistep coefficients pertaining to the unknowns over the window, and \( \mathbf{E}_0^k, \mathbf{F}_0^k \in \mathbb{R}^{N_s, N_t^k \times N_s} \), \( k \in \mathbb{N} (n_{\text{win}}) \) contain the linear multistep coefficients pertaining to the input state \( \mathbf{v}^0 \). Lastly, the initial states into the \( k \)-th window will be denoted as \( \mathbf{u}_0^k (= \overrightarrow{u}^{(k)-1}) \) and \( \mathbf{w}_0^k (= \overrightarrow{w}^{(k)-1}) \) for the FOM and the WST-LSPG ROM, respectively.

Following Ref. [33], the following assumptions are employed in the analysis:

- **A1.** The velocity is assumed to be Lipshitz continuous, i.e., there exists a constant \( \kappa_f > 0 \) such that
  \[
  \| \mathbf{f}(\mathbf{v}, t; \mu) - \mathbf{f}(\mathbf{w}, t; \mu) \|_2 \leq \kappa_f \| \mathbf{v} - \mathbf{w} \|_2 \quad \forall \mathbf{v}, \mathbf{w} \in \mathbb{R}^{N_s}.
  \]

- **A2.** The time step is sufficiently small such that \( \sigma_{\text{min}}(\mathbf{E}^k) - \sigma_{\text{max}}(\mathbf{F}^k) \Delta t \kappa_f > 0 \), where \( \sigma_{\text{min}}(\cdot) \) and \( \sigma_{\text{max}}(\cdot) \) denote the minimum and maximum singular values, respectively.\(^5\)

For the remainder of this section, the dependence of functions on parameters is suppressed when possible.

### 6.1. A posteriori error bounds

**A posteriori** error bounds are first derived. These bounds enable the error in the WST-LSPG approximate solution to be bounded by the FOM residual evaluated about the WST-LSPG solution.

**Lemma 6.1.** Under assumption A1, the space–time velocity is Lipshitz continuous with the Lipshitz constant \( \kappa_f \), i.e., there exists a constant \( \kappa_f \) such that, \( \forall \overrightarrow{\mathbf{v}}, \overrightarrow{\mathbf{w}} \in \mathbb{R}^{N_s, N_t^k} \),

\[
\left\| \overrightarrow{\mathbf{f}}^k (\overrightarrow{\mathbf{v}}; \mu) - \overrightarrow{\mathbf{f}}^k (\overrightarrow{\mathbf{w}}; \mu) \right\|_2 \leq \kappa_f \left\| \overrightarrow{\mathbf{v}} - \overrightarrow{\mathbf{w}} \right\|_2,
\]

where \( \overrightarrow{\mathbf{v}} = \begin{bmatrix} [\mathbf{v}^1]^T & \cdots & [\mathbf{v}^{N_t^k}]^T \end{bmatrix}^T \) and \( \overrightarrow{\mathbf{w}} = \begin{bmatrix} [\mathbf{w}^1]^T & \cdots & [\mathbf{w}^{N_t^k}]^T \end{bmatrix}^T \).

**Proof.** The result follows trivially from expanding the definition of the norm and applying assumption A1, which yields

\[
\left\| \overrightarrow{\mathbf{f}}^k (\overrightarrow{\mathbf{v}}; \mu) - \overrightarrow{\mathbf{f}}^k (\overrightarrow{\mathbf{w}}; \mu) \right\|_2^2 \leq \kappa_f^2 \sum_{i=0}^{N_t^k-1} \left\| \mathbf{v}^{i+1} - \mathbf{w}^{i+1} \right\|_2^2.
\]

Noting that the norm on the right-hand side is the square of the \( \ell^2 \)-norm of \( \overrightarrow{\mathbf{v}} - \overrightarrow{\mathbf{w}} \), and taking the square root yields the desired result. \( \square \)

**Theorem 6.2.** (Local bound between two trajectories) Under assumptions A1 and A2, the difference in two space–time trajectories \( \overrightarrow{\mathbf{v}}^k, \overrightarrow{\mathbf{w}}^k \in \mathbb{R}^{N_s, N_t^k} \) — associating with starting points \( \mathbf{v}_0^k, \mathbf{w}_0^k \in \mathbb{R}^{N_s} \) — over the \( k \)-th window is bounded by

\[
\left\| \overrightarrow{\mathbf{v}}^k - \overrightarrow{\mathbf{w}}^k \right\|_2 \leq \frac{1}{C_1} \left\| \overrightarrow{\mathbf{f}}^k (\overrightarrow{\mathbf{v}}^0; \mathbf{v}_0^k) - \overrightarrow{\mathbf{f}}^k (\overrightarrow{\mathbf{w}}^0; \mathbf{w}_0^k) \right\|_2 + \frac{C_k^k}{C_1} \left\| \mathbf{v}_0^k - \mathbf{w}_0^k \right\|_2,
\]

where \( C_1 = (\sigma_{\text{min}}(\mathbf{E}^k) - \sigma_{\text{max}}(\mathbf{F}^k) \Delta t \kappa_f) \) and \( C_k^k = \sigma_{\text{max}}(\mathbf{E}^k) + \Delta t \kappa_f \sigma_{\text{max}}(\mathbf{F}^k) \).

\(^5\)While this bound is additionally employed in a similar analysis for ST-LSPG [33], it is noted here that, for linear multistep schemes, \( \sigma_{\text{min}}(\mathbf{E}^k) \) decreases as the number of steps in the window grows. Thus, for large window sizes, this assumption becomes strong, and the resulting bounds may become less sharp.
Proof. The difference between the windowed space–time residual evaluated at trajectories \( \overrightarrow{v}^k \) and \( \overrightarrow{w}^k \) can be written as

\[
\overrightarrow{r}^k(\overrightarrow{v}^k; v_0^k) - \overrightarrow{r}^k(\overrightarrow{w}^k; w_0^k) = E^k(\overrightarrow{v}^k - \overrightarrow{w}^k) - \Delta t F^k\left( \overrightarrow{j}^k(\overrightarrow{v}^k) - \overrightarrow{j}^k(\overrightarrow{w}^k) \right) + E_0^k(v_0^k - w_0^k) - \Delta t F_0^k\left( f\left( v_0^k, v^{\varphi(k)-1}; \mu \right) - f\left( w_0^k, v^{\varphi(k)-1}; \mu \right) \right).
\]

Rearranging terms, taking the \( \ell^2 \)-norm of each side, and applying the triangle inequality yields

\[
\| \beta \|_2 = \| \alpha + \gamma - \eta + \theta \|_2 \rightarrow \| \beta \|_2 \leq \| \alpha \|_2 + \| \gamma \|_2 + \| \eta - \theta \|_2.
\]

Subtracting \( \| \gamma \|_2 \) on both sides gives \( \| \beta \|_2 - \| \gamma \|_2 \leq \| \alpha \|_2 + \| \eta - \theta \|_2 \). Bounding \( \| \beta \|_2 \) from below and \( \| \gamma \|_2 \) from above yields

\[
\sigma_{\text{min}}(E^k) \| \overrightarrow{v}^k - \overrightarrow{w}^k \|_2 - \sigma_{\text{max}}(F^k) \Delta t \| \overrightarrow{j}^k(\overrightarrow{v}^k) - \overrightarrow{j}^k(\overrightarrow{w}^k) \|_2 \leq \| \alpha \|_2 + \| \eta - \theta \|_2.
\]

Applying Assumption A1 (Lipschitz continuity of the velocity) results in

\[
\left( \sigma_{\text{min}}(E^k) - \sigma_{\text{max}}(F^k) \Delta t \kappa_f \right) \| \overrightarrow{v}^k - \overrightarrow{w}^k \|_2 \leq \| \alpha \|_2 + \| \eta - \theta \|_2.
\]

Next, with Assumption A1, \( \| \eta - \theta \|_2 \) can be bounded as

\[
\| \eta - \theta \|_2 \leq \left[ \sigma_{\text{max}}(E_0^k) + \Delta t \kappa_f \sigma_{\text{max}}(F_0^k) \right] \| v_0^k - w_0^k \|_2.
\]

Inserting the inequality (6.5) into the inequality (6.1) yields

\[
\left( \sigma_{\text{min}}(E^k) - \sigma_{\text{max}}(F^k) \Delta t \kappa_f \right) \| \overrightarrow{v}^k - \overrightarrow{w}^k \|_2 \leq \| \alpha \|_2 + \| \sigma_{\text{max}}(E_0^k) + \Delta t \kappa_f \sigma_{\text{max}}(F_0^k) \| v_0^k - w_0^k \|_2.
\]

Dividing through by \( \left( \sigma_{\text{min}}(E^k) - \sigma_{\text{max}}(F^k) \Delta t \kappa_f \right) \) and employing assumption A2 gives the desired result. \( \blacksquare \)

**Corollary 6.2.1.** (Local a posteriori error bounds) The error between the WST-LSPG solution and the FOM solution over the \( k \)th window is bounded by

\[
\| e^k \|_2 \leq \frac{1}{C_T^k} \| \overrightarrow{r}^k(\overrightarrow{u}^k; u_0^k) \|_2 + \frac{C_k}{C_T^k} \| e_0^k \|_2,
\]

where \( e^k = \overrightarrow{u}^k - \overrightarrow{u}^k \) and \( e_0^k = \overrightarrow{u}_0^k - u_0^k \).

Proof. The proof follows directly from evaluating Theorem 6.2 for the trajectories \( \overrightarrow{u}^k, \overrightarrow{u}^k \), starting from \( u_0^k \) and \( u_0^k \), and noting that \( \overrightarrow{r}^k(\overrightarrow{u}^k; u_0^k) = 0 \). \( \blacksquare \)

Theorem 6.2.1 demonstrates that, if using the same initial condition into the \( k \)th window, the solution obtained via WST-LSPG is equipped with a lower a posteriori bound than the solution obtained via LSPG; WST-LSPG guarantees the solution over the window with a minimum residual. Next, global error bounds are presented.

**Corollary 6.2.2.** (Global a posteriori error bounds) The error in the WST-LSPG solution over the \( k \)th window is bounded by

\[
\| e^k \|_2 \leq \sum_{i=0}^{k} \left( \prod_{j=0}^{k-i} C_{2}^{-j} / \prod_{j=0}^{k-i+1} C_{1}^{-j} \right) \| \overrightarrow{r}^i(\overrightarrow{u}^i; u_0^i) \|_2,
\]

where, for notational simplicity, \( \Pi \) denotes the product that is non-inclusive in its upper limit.\(^6\)

\(^6\)For example, \( \prod_{j=1}^{4} j = 1 \times 2 \times 3 \).
Proof. First, note that \( \| \overline{\mathbf{e}}^{k}_0 \|_2 \leq \| \overline{\mathbf{u}}^{k-1} - \overline{\mathbf{u}}^{k-1} \|_2 \), \( k \in \mathbb{N}(\text{n}_\text{win}) \). Applying the local error bound (6.4) to the last term on the right hand side of (6.4) gives
\[
\| \overline{\mathbf{e}}^{k} \|_2 \leq \frac{1}{C'_1} \| \overline{\mathbf{r}}^k \left( \overline{\mathbf{u}}^{k}_\ell; \mathbf{u}_{\ell,0}^k \right) \|_2 + \frac{C^k_2}{C'_1} \left[ \frac{1}{C'_1} \| \overline{\mathbf{r}}^{k-1} \left( \overline{\mathbf{u}}^{k-1}_\ell; \mathbf{u}_{\ell,0}^{k-1} \right) \|_2 + \frac{C^{k-1}_2}{C'_1} \| \overline{\mathbf{e}}^{k-1} \|_2 \right].
\]
Applying the same process recursively yields the desired result. \( \square \)

The global error bound (6.7) shows how the error in WST-LSPG can be bounded by a sum of weighted residuals over each window. As WST-LSPG yields a lower residual \( \ell^2 \) norm over a window than LSPG, WST-LSPG is likely equipped with a more favorable \( \text{a posteriori} \) error bound than LSPG. Analogously, as ST-LSPG guarantees the lowest total space–time residual, ST-LSPG is likely equipped with a more favorable \( \text{a posteriori} \) error bound than WST-LSPG.

6.2. \( \text{a priori} \) bounds

\( \text{a priori} \) error bounds are now derived. These bounds enable the error in the WST-LSPG solution to be bounded, \( \text{a priori} \) by the FOM solution and demonstrate how errors are accumulated in WST-LSPG.

**Theorem 6.3.** (Local \( \text{a priori} \) error bounds) The error between the WST-LSPG solution and the FOM solution onto the trial subspace over the \( k^{\text{th}} \) window can be bounded, \( \text{a priori} \), by
\[
\| \overline{\mathbf{e}}^{k} \|_2 \leq \frac{1}{C'_1} \| \overline{\mathbf{r}}^k \left( \overline{\mathbf{u}}^{k}_\ell; \mathbf{u}_{\ell,0}^k \right) \|_2 + \frac{C^k_2}{C'_1} \| \overline{\mathbf{e}}^{k}_0 \|_2,
\]
where \( \overline{\mathbf{u}}^{k}_\ell \) denotes the \( \ell^2 \)-orthogonal projection of the FOM solution onto the trial space, \( i.e., \)
\[
\overline{\mathbf{u}}^{k}_\ell = \arg \min_{\mathbf{v}^k \in \mathcal{V}^k} \| \overline{\mathbf{u}}^{k} - \mathbf{v}^k \|_2.
\]
Analogously, \( \mathbf{u}_{\ell,0}^{k} \) corresponds to the \( \ell^2 \)-orthogonal projection of the FOM initial conditions for the \( k^{\text{th}} \) window onto the trial subspace.

**Proof.** Using the bound (6.6) and leveraging the residual minimization property of WST-LSPG
\[
\| \overline{\mathbf{e}}^{k} \|_2 \leq \frac{1}{C'_1} \| \overline{\mathbf{r}}^k \left( \overline{\mathbf{u}}^{k}_\ell; \mathbf{u}_{\ell,0}^k \right) \|_2 + \frac{C^k_2}{C'_1} \| \overline{\mathbf{e}}^{k}_0 \|_2.
\]
Expanding the definition of the space–time residual
\[
\| \overline{\mathbf{e}}^{k} \|_2 \leq \frac{1}{C'_1} \| \overline{\mathbf{r}}^k \left( \overline{\mathbf{u}}^{k}_\ell; \mathbf{u}_{\ell,0}^k \right) \|_2 + \frac{C^k_2}{C'_1} \| \overline{\mathbf{e}}^{k}_0 \|_2.
\]
Adding and subtracting \( \mathbf{E}_0^k \overline{\mathbf{u}}^{k}_\ell \overline{\mathbf{u}}^{k}_\ell. \overline{\mathbf{u}}^{k}_\ell + \Delta t \mathbf{F}_0^k \overline{\mathbf{f}} \left( \overline{\mathbf{u}}^{k}_\ell; \mu \right) + \mathbf{E}_0^k \overline{\mathbf{u}}^{k}_\ell \overline{\mathbf{u}}^{k}_\ell + \Delta t \mathbf{F}_0^k \overline{\mathbf{f}} \left( \overline{\mathbf{u}}^{k}_\ell, \overline{\mathbf{u}}^{\varphi(k)-1}_\ell; \mu \right) \|_2 + \frac{C^k_2}{C'_1} \| \overline{\mathbf{e}}^{k}_0 \|_2.
\]
Using the triangle inequality gives
\[
\| \overline{\mathbf{e}}^{k} \|_2 \leq \frac{1}{C'_1} \| \overline{\mathbf{r}}^k \left( \overline{\mathbf{u}}^{k}_\ell; \mathbf{u}_{\ell,0}^k \right) \|_2 + \frac{1}{C'_1} \| \mathbf{E}_0^k \overline{\mathbf{u}}^{k}_\ell \overline{\mathbf{u}}^{k}_\ell \|_2 + \frac{1}{C'_1} \| \Delta t \mathbf{F}_0^k \overline{\mathbf{f}} \left( \overline{\mathbf{u}}^{k}_\ell, \overline{\mathbf{u}}^{\varphi(k)-1}_\ell; \mu \right) - \overline{\mathbf{f}} \left( \mathbf{u}_{\ell,0}^k, \mathbf{u}_{\ell,0}^{\varphi(k)-1}; \mu \right) \|_2 + \frac{C^k_2}{C'_1} \| \overline{\mathbf{e}}^{k}_0 \|_2.
\]
Employing assumption A1 (Lipshitz continuity of the velocity),
\[
\| \overline{\mathbf{e}}^{k} \|_2 \leq \frac{1}{C'_1} \| \overline{\mathbf{r}}^k \left( \overline{\mathbf{u}}^{k}_\ell; \mathbf{u}_{\ell,0}^k \right) \|_2 + \frac{1}{C'_1} \| \mathbf{E}_0^k \overline{\mathbf{u}}^{k}_\ell \overline{\mathbf{u}}^{k}_\ell \|_2 + \| \Delta t \mathbf{F}_0^k \|_2 \| \overline{\mathbf{u}}^{k}_\ell \overline{\mathbf{u}}^{k}_\ell \|_2 + \frac{C^k_2}{C'_1} \| \overline{\mathbf{e}}^{k}_0 \|_2.
\]
Collecting terms and noting that \( \| \mathbf{u}_{\ell,0}^{k} - \mathbf{u}_{\ell,0}^{\varphi(k)} \|_2 \leq \| \mathbf{u}_{\ell,0}^{k} - \mathbf{u}_{\ell,0}^k \|_2 \) gives the desired result. \( \square \)
Corollary 6.3.1. (Global a priori error bounds) The error in the WST-LSPG solution over the $k^{th}$ window is bounded, a priori, by

$$\| \bar{e}^k \|_2 \leq \sum_{i=0}^{k} \left( \prod_{j=0}^{k-i} 2C_2^{k-j} \prod_{j=0}^{k+i-1} C_1^{k-j} \right) \| \vec{r}^i (\hat{u}_{1}^{j,i}; \hat{u}_{2}^{j,i}) \|_2. \quad (6.8)$$

Proof. The proof follows that provided for Theorem 6.2.2. \qed

Corollary 6.3.2. (Simplified global a priori error bounds) In the case that the window sizes are equivalent, and the time schemes are equivalent on each window such that $E^k = E$, $F^k = F$, $E_0^k = E_0$, and $F_0^k = F_0$, $k \in \mathbb{N}(n_{\text{win}})$, the error in the WST-LSPG solution over the $k^{th}$ window is bounded, a priori, by

$$\| \bar{e}^k \|_2 \leq \frac{k \sigma_{\text{max}}(E_0^k)}{\sigma_{\text{min}}(E)} \left( 2 \sigma_{\text{max}}(E_0^k) \right)^{k-i} \exp \left( \frac{\Delta t \kappa_f \sigma_{\text{max}}(F_0^k)}{1 - \Delta t \kappa_f \sigma_{\text{min}}(F)} + \frac{\sigma_{\text{max}}(F)}{\sigma_{\text{min}}(E)} \right) \max_{i \in \mathbb{N}(k+1)} \| \vec{r}^i (\hat{u}_{1}^{j,i}; \hat{u}_{2}^{j,i}) \|_2. \quad (6.9)$$

where $C_1^k = C_1$, $k \in \mathbb{N}(n_{\text{win}})$.

Proof. Employing the identity [18]

$$\left( \frac{\sigma_{\text{max}}(E_0^k) + \Delta t \kappa_f \sigma_{\text{max}}(F_0^k)}{\sigma_{\text{min}}(E)} \right)^n \left( \frac{\sigma_{\text{max}}(E_0^k) - \sigma_{\text{max}}(F_0^k)}{\Delta t \kappa_f} \right)^n = \left( \frac{\sigma_{\text{max}}(E_0^k)}{\sigma_{\text{min}}(E)} \right)^n \left( 1 + \frac{\Delta t \kappa_f \sigma_{\text{max}}(F_0^k)}{1 - \Delta t \kappa_f \sigma_{\text{min}}(F)} \right)^n,$$

along with $(1 + x)^n \leq \exp(nx)$, the bound (6.8) becomes

$$\| \bar{e}^k \|_2 \leq \sum_{i=0}^{k} \frac{1}{C_1} \left( 2 \sigma_{\text{max}}(E_0^k) \right)^{k-i} \exp \left( k - i \right) \left( \frac{\Delta t \kappa_f \sigma_{\text{max}}(F_0^k)}{1 - \Delta t \kappa_f \sigma_{\text{min}}(F)} \right) \| \vec{r}^i (\hat{u}_{1}^{j,i}; \hat{u}_{2}^{j,i}) \|_2. \quad (6.10)$$

Noting that $2\sigma_{\text{max}}(E_0^k) \geq \sigma_{\text{min}}(E)$, and employing assumption A2, the desired result is obtained by using

$$\| \vec{r}^i (\hat{u}_{1}^{j,i}; \hat{u}_{2}^{j,i}) \|_2 \leq \max_{i \in \mathbb{N}(k+1)} \| \vec{r}^i (\hat{u}_{1}^{j,i}; \hat{u}_{2}^{j,i}) \|_2,$$

and, for all $x > 0$, $\exp((k-i)x) \leq \exp(kx)$, $i \in \mathbb{N}(k)$.

Due to the repeated use of inequalities, the bound (6.9) is less sharp than the bound (6.8). However, the bound (6.9) highlights that WST-LSPG is equipped with a global a priori error bound that grows exponentially in the number of windows. In contrast, LSPG and Galerkin are equipped with a priori error bounds that grow exponentially in the number of time steps. In the case where only one window is employed (i.e., ST-LSPG), there is no exponential growth in the error.

7. Numerical experiments

This section analyzes the performance of the WST-LSPG/WST-GNAT method via numerical experiments. In this work, only predictive model reduction simulations are performed due to the way the space–time bases are created. The following parameters will be examined: dimension of the space–time trial subspace, time window length ($\ell_w$) or number of time windows ($n_{\text{win}}$), sub-window length ($\ell_s$) or number of sub-windows ($n_{\text{sub}}$), and hyper-reduction parameters such as the number of spatial and temporal nodes in the sample mesh. For this work, only the case where $n_{\text{sub}} = 1$ will be considered when constructing the space–time residual basis for GNAT. This numerical experiment will focus on the following methods:

- Full-order model (FOM): satisfies the governing equations (OΔE) set by Eqn. 2.2, which is characterized by a set of design parameters.
- Space–time least-squares Petrov–Galerkin ROM (ST-LSPG): Unweighted space–time model reduction technique that solves the residual minimization problem with $A_{ST} = I$. 
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Another measure of accuracy used to determine the performance of these methods is the residual $\ell^2$ defined as

$$\text{mean squared error} = \sqrt{\frac{\sum_{n=1}^{N_t} \|\tilde{u}(\mu) - u^n(\mu)\|^2_2}{\sum_{n=1}^{N_t} \|u^n(\mu)\|^2_2}}. \quad (7.1)$$

Another measure of accuracy used to determine the performance of these methods is the residual $\ell^2$ norm of the ROM. For each problem introduced in this section, other output errors of interest will be introduced to assess the performance of the windowed space–time model reduction methods.

### 7.1. Parameterized Burgers’ equation

The first prototypical problem to consider for WST-LSPG is the parameterized Burgers’ equation, which is defined as

$$\frac{\partial u(x, t; \mu)}{\partial t} + \frac{1}{2} \frac{\partial (u(x, t; \mu)^2)}{\partial x} = 0.02e^{\mu_2 x} \quad \forall x \in [0, 100], \quad \forall t \in [0, T], \quad u(x, 0) = 1.0, \quad \forall x \in [0, 100], \quad (7.2)$$

where the spatial domain is defined to be $x \in [0, 100]$, and the temporal domain is defined to be $t \in [0, T]$. The trajectory is defined as a conserved quantity, $u : [0, 100] \times [0, T] \times D \rightarrow \mathbb{R}$. The parameter design set is chosen to be $\mu = (\mu_1, \mu_2) \in D = [2, 4.1] \times [0.013, 0.02]$, where $\Delta \mu_1 = 0.105$ for $N_{\mu_1} = 20$ indices and $\Delta \mu_2 = 0.0035$ for $N_{\mu_2} = 5$ indices. Overall, the number of training data sets is $n_{\text{train}} = 100$. The test parameters used for the predictive model reduction model are set to $\mu_{\text{test}, 1} = 4.0714$ and $\mu_{\text{test}, 2} = 0.0185$. For the creation of the space–time residual bases, the parameter design set is chosen to be the same as the parameter design set for the states; however, the number of indices for $\mu_{r, 1}$ changes to $N_{\mu_{r, 1}} = 10$, resulting in $\Delta \mu_{r, 1} = 0.21$.

The parameterized Burgers’ equation is implemented in the pymortestbed python code, which uses the finite volume method to solve the governing equation and the NumPy library for numerical linear algebra [44]. Godunov’s method is used to spatially discretize the spatial domain into $N_s = 200$ control volumes. This leads to a spatial step of $\Delta x = 0.5$. For temporal integration, the linear multistep method also known as the backward differentiation formulae (BDF) is used. For this problem, first order BDF1 (also known as backward Euler) is chosen as the time discretization scheme for the FOM and all model reduction simulations. The final time is set to $T = 25.6$ with $N_t = 256$ time steps, such that the time step is $\Delta t = 0.1$. For each ROM and corresponding FOM case, the online simulations were executed five times each to find the average relative wall times. All timings for the Burgers’ equation are obtained by performing serial calculations on an Intel(R) Xeon(R) CPU E5-2680 0 @ 2.70GHz 128 GB RAM.

#### 7.1.1. Model Predictions

This section presents and compares the performances of the WST-LSPG method over varying window lengths $\ell_w$ and varying sub-window lengths $\ell_s$. The results for this comparison additionally include results for the ST-LSPG method, which corresponds to when the window lengths and the sub-window lengths are both equal to the full time simulation length, $\ell_w = \ell_s = T$. 

- **Space–time least-squares Petrov–Galerkin GNAT (ST-GNAT):** Weighted space–time model reduction technique that solves the residual minimization problem by setting the space–time weighted matrix to $A_{ST} = (Z \Pi_r)^T Z$.
- **Windowed space–time least-squares Petrov–Galerkin ROM (WST-LSPG):** Unweighted windowed space–time model reduction technique that solves the residual minimization problem for each time window, $k$, with $A_{WST}^k = I$.
- **Windowed space–time least-squares Petrov–Galerkin GNAT (ST-GNAT):** Weighted windowed space–time model reduction technique that uses a space–time weighted matrix to $A_{WST}^k = (Z \Pi_r^k)^T Z^k$ for each window, $k$. 

One metric of interest used to assess the performance of the ROMs is the relative mean squared error (MSE), which is defined as

$$\text{relative mean squared error} = \sqrt{\frac{\sum_{n=1}^{N_t} \|\tilde{u}(\mu) - u^n(\mu)\|^2_2}{\sum_{n=1}^{N_t} \|u^n(\mu)\|^2_2}}. \quad (7.1)$$

The parameter design set is chosen as the time discretization scheme for the FOM and all model reduction simulations. The final time is set to a spatial step of $\Delta x = 0.5$. For temporal integration, the linear multistep method also known as the backward differentiation formulae (BDF) is used. For this problem, first order BDF1 (also known as backward Euler) is chosen as the time discretization scheme for the FOM and all model reduction simulations. The final time is set to $T = 25.6$ with $N_t = 256$ time steps, such that the time step is $\Delta t = 0.1$. For each ROM and corresponding FOM case, the online simulations were executed five times each to find the average relative wall times. All timings for the Burgers’ equation are obtained by performing serial calculations on an Intel(R) Xeon(R) CPU E5-2680 0 @ 2.70GHz 128 GB RAM.
Figure 4: Burgers’ equation. WST-LSPG MSE and residual $\ell^2$ norms for basis set $e_s = 0.99, e_t = 0.99$, $e_s = 0.99, e_t = 0.99$, $e_s = 0.999, e_t = 0.99$, and $e_s = 0.999, e_t = 0.999$. The results are presented as a function of the window length, $\ell_w$, for various sub-window lengths, $\ell_s$. The MSE and the residual $\ell^2$ norm exhibit opposite behavior with increasing time window lengths.

Figure 4 shows the MSE, integrated mean squared error (IMSE), and the residual $\ell^2$ norm as a function of the window length, $\ell_w$ and the sub-window length, $\ell_s$. The IMSE is found by calculating the relative difference between the definite integral of the ROM and the FOM over the entire time domain. The goal of this study is to gain an understanding on how introducing windows and sub-windows affects the performances of the resulting ROM as measured by the different error metrics. Note, that the solution for $\ell_s = 256\Delta t$ in these figures refers to the the case where the WST-LSPG method is equivalent to the ST-LSPG method.

For each set of temporal window lengths and each set of temporal sub-window lengths, Figure 4 shows the MSE, IMSE, and the residual $\ell^2$ norm for four different sets of space–time bases. The four different sets of space–time bases are based on two different spatial energy basis parameter values, $e_s = 0.99$ and $e_s = 0.999$, and two different temporal energy basis parameter values, $e_t = 0.99$ and $e_t = 0.999$. The window length for this study is set to be $\ell_w = \{1, 2, 4, 8, 16, 32, 64, 128, 256\}$ and the sub-window length is set to be $\ell_s = \{1, 2, 4, 8, 16, 32, 64, 128, 256\}$. To study how the error metrics —MSE, IMSE, residual $\ell^2$ norm— are affected by the WST-LSPG parameters, the experiments consist of running different ROMs with different combinations of window lengths and sub-window lengths. In this experimental setup, $\ell_s \leq \ell_w$ is a requirement.

Figures 4a, 4b, 4c, 4d show how the MSEs behave with different window and sub-window lengths. It is observed that when the window length increases, the MSE generally first decreases, but then increases to create a minimum in the MSE at approximately $\ell_w \in [0.4, 0.8]$. However, when $\ell_w = \Delta t$, as the window length increases, the MSE continues to decrease. The lowest MSE can be seen when $\ell_w = \Delta t$, which shows great improvement when compared to the $\ell_s = 256\Delta t$, which corresponds to ST-LSPG. It can already be seen that, even with only one window, introducing sub-windows in the construction of the space–time bases leads to a more accurate space–time ROM as compared to that of the ST-LSPG. It can be seen that larger sub-window lengths lead to higher MSEs. Figures 4a, 4b, 4c, 4d additionally show that increasing $e_s$ and $e_t$ decreases the MSE.

Next, Figures 4e, 4f, 4g, 4h show how the residual $\ell^2$ norms behave with different window and sub-window lengths.
lengths. It can be seen that as the window length increases, the residual $\ell^2$ norms decrease for all values of sub-window length. The highest residual $\ell^2$ norms are found for the case where $\ell_s = 256\Delta t$, which corresponds to the ST-LSPG technique. These results show that introducing sub-windows can greatly lower the residual $\ell^2$ norms by an order of magnitude across the four different set of space–time bases. However, the MSE results behave contrary to the way the residual $\ell^2$ norm results behave, especially at larger time window lengths. This behavior is consistent with what was observed in [21]. Some possible explanations for this behavior include the following. In model reduction, the accuracy of the ROM is dependent on the trial subspace data and its corresponding subspace, hence, it is expected that the MSE will improve with increased fidelity of the bases. However, residual $\ell^2$ norms measure how well a solution, whether it be a ROM or FOM satisfies the governing equations. Since the goal of projection-based model reduction is to minimize the residual $\ell^2$ norms given the trial tensor data obtained offline, it can be deduced that without a physical constraint on the original PDE problem, the residual $\ell^2$ norms can increase with decreased time windowing length. An additional study was conducted to assess if the type of problem and/or the fidelity of the basis chosen is responsible for the opposing behaviors of the MSE and the residual $\ell^2$ norms at longer window lengths. To see if the phase error contributes to this opposing behavior, the IMSE is plotted in Appendix A; it was found to be a non-contributing factor.

Overall, Figure 4 shows that there is some set of parameters (time window length, $\ell_w$ and sub-window length $\ell_s$) that gives the best MSE, IMSE and residual $\ell^2$ norm, a solution that minimizes the error relative to the space–time subspace while still following the physics of the problem as much as possible. In the next section, another experiment is made in order to study the effect of windowing and hyper-reduction on the MSE and the residual $\ell^2$ norm.

### 7.1.2. Windowed parameter study with hyper-reduction

This section compares the performances of the following space–time model reduction methods with varying method parameters: ST-LSPG, WST-LSPG, ST-GNAT, and WST-GNAT for the Burgers’ equation. The goal of these comparisons is to gain insight and understanding on how using windows and sub-windows for the space–time bases affects the accuracy of the space–time ROMs. This goal is achieved by creating a study that collects space–time model reduction results over varying ROM parameters (i.e., window size, sub-window size, trial basis dimension, residual basis dimension) and constructing Pareto plots from these results. These Pareto plots highlight the performances of the ROM given the error output of interest and the relative wall time. For the Burgers’ equation, two sets of Pareto plots are presented corresponding to two different error output of interest: (1) MSE and (2) residual $\ell^2$ norm. For each window size $\ell_w$ and sub-window size $\ell_s$, smaller localized Pareto plots are presented. An overall Pareto plot and its corresponding Pareto front for each error output of interest and windowed space–time parameter of interest are presented as well. The Pareto fronts for a given error output and given windowed space–time parameter of interest are characterized by the given set of parameters that minimize the competing relative error and relative wall time. For the Burgers’ equation, the number of windows and sub-windows is varied such that $n_{\text{win}} = \{1, 2, 4, 8, 16, 32, 64, 128, 256\}$ and $n_{\text{sub}} = \{1, 2, 4, 8, 16, 32, 64, 128, 256\}$. The relative wall time is calculated by dividing the time it takes to execute the method of interest (e.g. WST-LSPG) by the time it takes to complete the FOM. The number of spatial elements in the sample mesh for hyper-reduction is defined as $z_s = [10, 20, 30, \ldots, 200]$, and the number of temporal indices in the space–time simulation for each window $k$ is defined as $z_t = [2, \ldots, N_k^t]$.

The first set of Pareto plots can be seen in Figure 5, which shows nine different Pareto plots for MSE vs. relative wall time for varying values of $\ell_w$. Each Pareto plot shows the WST-LSPG and WST-GNAT results for all four different sets of space–time bases. Note that the data points that refer to $\ell_w = \ell_s = 256\Delta t$ is equivalent to the ST-LSPG and ST-GNAT method. Figure 5 shows that incorporating hyper-reduction into WST-LSPG (i.e., WST-GNAT) decreases the relative wall time compared to its non-hyper-reduction counterpart (i.e., WST-LSPG). For each window length $\ell_w$, the MSE decreases as the sub-window lengths decrease for both WST-LSPG and WST-GNAT. The MSE is the lowest when $\ell_s = \Delta t$ and $\ell_w = \Delta t$; however, these cases are associated with longer relative wall times. To obtain the lowest relative wall time, fewer number of windows and longer sub-window lengths are needed as exhibited in the limiting case of ST-LSPG. However, this reduction in relative wall time is at the expense of a higher MSE. Figure 5j combines the results from Figure 5a-5i and shows the Pareto front for all the MSE vs. relative wall time results. From this overall Pareto plot, the worst performing methods correspond to larger sub-window lengths and the ST-GNAT methods, while the optimally performing methods on the Pareto front refer to WST-LSPG methods with smaller sub-window lengths.

The next set of Pareto plots presents the same data as shown in Figure 5, but highlights how the MSE and
relative wall time are affected by varying the window length for a constant sub-window length. The results for this study can be seen in Figure 6. Figure 6a shows results for only the ST-LSPG and the ST-GNAT method (when the sub-window length and the time window length are both equal to the length of the entire time simulation). Next, in Figures 6b-6f is is seen that, for a given sub-window length, the lowest MSE and relative wall time occurs when the the window length is equal to the sub-window length. Figures 6g-6i, however, show different behaviors: For smaller sub-window lengths, the lowest MSE is associated with larger window lengths, \( \ell_w > \ell_s \). Figure 6j combines the results from Figures 6a-6i and shows the same Pareto front as seen in Figure 5j. The difference between Figure 6j and Figure 5j is that Figure 5j highlights how the MSE decreases with smaller sub-window length, and Figure 6j highlights how the MSE decreases with smaller window length.

The parameters for MSE that lie on the Pareto front, labeled as cases 1–18 in Figures 5j and 6j, are listed in Table 1. Cases 1-8 refer to the original ST-GNAT method with hyper-reduction (i.e., \( \ell_w = \ell_s = T \)). Case 1 refers to when only two temporal nodes are used out of the possible 256 temporal nodes in temporal hyper-reduction. Case 1 additionally refers to the use of the (spatial) sample mesh where 130 spatial nodes out of the possible 200 spatial nodes are used. Cases 9–13 refer to WST-GNAT, where windowing and hyper-reduction is used to achieve low MSE and low relative times. The number of windows range from 32 to 256 where the associated time window lengths range from 0.1 to 0.8. Additionally, the sub-window length ranges from 0.1 to 0.8. The sample mesh for these Pareto front cases includes as little as 20 spatial nodes to as many as 70 spatial nodes, much is less than half of the total number spatial nodes. Cases 14–18 refer to the WST-LSPG method without

Figure 5: Burgers’ equation. Pareto plots showing the MSE vs. relative wall time for varying sub-window lengths. These Pareto plots highlight how the sub-window length \( \ell_s \) affect the mean squared error for each time window length \( \ell_w \) for WST-LSPG (ST-LSPG when \( \ell_w = \ell_s \)) and WST-GNAT (ST-GNAT when \( \ell_w = \ell_s \)). Each hyper-reduction point refers to a unique set of spatial sample meshes and temporal sample nodes. The last Pareto plot combines all the results and shows the Pareto front.
Figure 6: *Burgers’ equation*. Pareto plots showing the MSE vs. relative wall time for varying window lengths. These Pareto plots highlight how the window length $\ell_w$ affect the mean squared error for each sub-window length $\ell_s$ for WST-LSPG (ST-LSPG when $\ell_w = \ell_s$) and WST-GNAT (ST-GNAT when $\ell_w = \ell_s$). Each hyper-reduction point refers to a unique set of spatial sample nodes and temporal sample nodes. The last Pareto plot combines all the results and shows the Pareto front (same as Figure 5).

Table 1: *Burgers’ equation*. Method and parameter values for labeled data points in Figures 5 and 6 that yield Pareto-optimal performance for MSE. Highlighted rows refer to test cases that additionally exist on the optimal Pareto Front for the residuals.
hyper-reduction. As expected, the results produced by the WST-LSPG method give the lowest MSE results, but require longer relative wall times. Overall, these MSE results show that WST-GNAT can decrease the relative wall time by two to three orders of magnitude. Lastly, longer window lengths lead to higher computational costs, and shorter window lengths lead to shorter relative wall times without substantially affecting the MSE. The next set of Pareto plots can be seen in Figure 7, which shows nine different Pareto plots for residual $\ell^2$ norms vs. relative wall time for varying values of $\ell_s$. These residual $\ell^2$ norm calculations come from the same set of data shown in Figures 5 and 6. Like the MSE results in Figure 5, the hyper-reduction results show that the WST-GNAT simulations result in relative wall times that are orders of magnitude less than those of WST-LSPG. However, for the residual $\ell^2$ norms, the lower relative wall times are only obtained up to a certain sub-window length for each window length. For example, in Figure 7b, when the window length and sub-window length is the same $\ell_w = \ell_s$, WST-GNAT reveals that for the same amount of accuracy, the relative wall time decreases. This is true for when the sub-window length is further halved. However, past this point, the residual $\ell^2$ norms do not follow this downward trend and increase with decreasing sub-window length as seen when $\ell_s = 16\Delta t$ and $\ell_s = 8\Delta t$. Thus, the optimal $\ell_s$ values give low relative wall times and low residual $\ell^2$ norms. Figure 7j combines the results from Figure 7a-7l to create a Pareto front showing the optimal set of parameters that give lower residual $\ell^2$ norms vs relative wall time.

The next set of Pareto plots presents the same data as shown in Figure 7, but highlights how the residual $\ell^2$ norm and relative wall time are affected by varying window lengths for a constant sub-window length. The results
Table 2: Burgers’ equation. Method and parameter values for labeled data points in Figures 5 and 6 that yield Pareto-optimal performance for the general Windowed model reduction method in terms of the residual $\ell^2$ norm. Highlighted rows refer to test cases that additionally exist on the optimal Pareto Front for MSE.

| case | method   | $\ell_w$ | $\ell_e$ | total $n_{s,t}$ | total $n_{s,e}$ | $s_e$ | $s_t$ | $r_s$ | $r_t$ | $z_e$ | $z_t$ | residual $\ell^2$ norm | x-LSPG relative wall time | Relative wall time |
|------|----------|----------|----------|----------------|----------------|-------|-------|-------|-------|-------|-------|-------------------------|-------------------------|---------------------|
| 1    | ST-GNAT  | 25.6     | 25.6     | 98             | 148            | 0.999 | 0.999 | 0.999 | 0.999 | 2     | 130   | 33.68670968             | 12.45653562             | 0.015386589          |
| 2    | ST-GNAT  | 25.6     | 25.6     | 22             | 76             | 0.999 | 0.999 | 0.999 | 0.999 | 18    | 20    | 4.65537161              | 3.786097827             | 0.682465228           |
| 3    | WST-GNAT | 12.8     | 12.8     | 39             | 148            | 0.999 | 0.999 | 0.999 | 0.999 | 10    | 20    | 5.253386860             | 2.950033721             | 0.077836789           |
| 4    | WST-GNAT | 12.8     | 12.8     | 39             | 148            | 0.999 | 0.999 | 0.999 | 0.999 | 10    | 40    | 4.10458792              | 2.932780389             | 0.10491508           |
| 5    | WST-GNAT | 12.8     | 12.8     | 39             | 148            | 0.999 | 0.999 | 0.999 | 0.999 | 10    | 50    | 3.92133214              | 2.927011265             | 0.112900133           |
| 6    | ST-GNAT  | 25.6     | 25.6     | 68             | 190            | 0.999 | 0.999 | 0.999 | 0.999 | 18    | 50    | 2.69421088              | 9.99286722              | 0.181795433           |
| 7    | ST-GNAT  | 25.6     | 25.6     | 68             | 190            | 0.999 | 0.999 | 0.999 | 0.999 | 18    | 60    | 2.68789219              | 8.93511415              | 0.233166894           |
| 8    | ST-GNAT  | 25.6     | 25.6     | 68             | 190            | 0.999 | 0.999 | 0.999 | 0.999 | 18    | 70    | 2.68509426              | 9.03636568              | 0.269455853           |
| 9    | WST-GNAT | 0.1      | 0.1      | 1730           | 4010           | 0.999 | 0.999 | 0.999 | 0.999 | 2     | 30    | 1.316808304             | 0.89519187              | 0.36278440           |
| 10   | WST-GNAT | 0.1      | 0.1      | 2490           | 4186           | 0.999 | 0.999 | 0.999 | 0.999 | 3     | 50    | 0.672582791             | 1.383185815             | 0.601325395           |
| 11   | WST-GNAT | 0.2      | 0.1      | 2490           | 4186           | 0.999 | 0.999 | 0.999 | 0.999 | 3     | 30    | 0.660878763             | 1.383908211             | 0.65367549           |
| 12   | WST-GNAT | 0.2      | 0.1      | 2490           | 4186           | 0.999 | 0.999 | 0.999 | 0.999 | 3     | 70    | 0.664936770             | 1.403074748             | 0.729775602           |
| 13   | WST-LSPG | 0.4      | 0.1      | 2490           | 4186           | 0.999 | 0.999 | 0.999 | 0.999 | 3     | 70    | 0.361554579             | 1.661458611             | 0.0543955888          |
| 14   | WST-LSPG | 0.8      | 0.1      | 2490           | 4186           | 0.999 | 0.999 | 0.999 | 0.999 | 3     | 70    | 0.229856161             | 2.234523461             | 0.0543955888          |
| 15   | WST-LSPG | 1.6      | 0.1      | 2490           | 4186           | 0.999 | 0.999 | 0.999 | 0.999 | 3     | 70    | 0.170444365             | 3.12165483              | 0.0543955888          |
| 16   | WST-LSPG | 3.2      | 0.1      | 720            | 1240           | 0.999 | 0.999 | 0.999 | 0.999 | 3     | 70    | 0.122859453             | 5.551955888             | 0.0543955888          |
for this can be seen in Figure 8. Figures 8b-8e show that with hyper-reduction, WST-GNAT does decrease the relative wall time without increasing the residual $\ell^2$ norm for many of the test cases. However, as the sub-window length decreases, the WST-GNAT results begin to deviate from the initial trend. It is apparent in Figure 8g that at a certain value of sub-window length, adding hyper-reduction increases the residual $\ell^2$ norms regardless of the number of temporal and spatial nodes used. This shows that in order to achieve low MSE and low residual $\ell^2$ norms, the sub-window length for this experiment need to be set such that $\ell_w > 16\Delta t$.

If the sub-window length is too small, the ROM will produce larger residual $\ell^2$ norms. Figure 8 compiles the results from Figure 8a-8i to create a Pareto front showing the optimal set of parameters that gives the lowest residual $\ell^2$ norms vs. relative wall time. This Pareto front is the same one shown in Figure 7j, but highlights how the residual $\ell^2$ norms and relative wall time change with different window lengths. The parameters for residual $\ell^2$ norm that lie on the Pareto front can be seen in Table 2. Cases 1–2 and cases 6–8, refer to the original ST-LSPG method with hyper-reduction (i.e., ST-GNAT). These ST-GNAT data points correspond to lower residual $\ell^2$ norms and lower relative wall times. Cases 13–16 refer to the WST-LSPG method without hyper-reduction. These cases, especially cases 9–12, exhibit results that have a combination of both lower residual $\ell^2$ norms and lower relative wall times. Cases 3–5 and 9–12 refer to the WST-LSPG method with hyper-reduction. These ST-GNAT data points correspond to lower relative wall time, but high residual norms. Cases 9–12 exhibit opposite behaviors as the time window length increased. The IMSE was plotted as well in Appendix A to discount the influence of phase error on MSE.

Lastly, Table 1 and Table 2 have certain rows highlighted. The highlighted rows refer to a specific set of parameters that refer to the Pareto optimal parameters for both the MSE and residual $\ell^2$ norm; these test cases exist in both Pareto front. These highlighted test cases are adequate starting points to find a windowed space-time ROM solution that optimizes both the MSE and residual $\ell^2$ norm.

7.1.3. Summary of results

WST-LSPG was performed on the one-dimensional Burgers’ equation. To assess this proposed method, the MSE, IMSE, and the residual $\ell^2$ norms were calculated over two different window parameters, $\ell_w$ and $\ell_s$. First, the results for this study were shown in Figure 4. Figure 4 showed that the MSE and the residual $\ell^2$ norms exhibited opposite behaviors as the time window length increased. The IMSE was plotted as well in Appendix A in order to discount the influence of phase error on MSE. Next, the WST-LSPG results were shown in Pareto plots for the MSE in Figure 5 and Figure 6 and for the residual $\ell^2$ norm in Figure 7 and Figure 8. The optimal cases were plotted on Pareto fronts. These fronts showed that the cases that gave the lowest MSE and residual $\ell^2$ norms were characterized by a larger number of windows and sub-windows. Finally, with hyper-reduction, WST-GNAT was able to reduce the computational cost while achieving a MSE as low as 0.015893315 and low residual $\ell^2$ norms as low as 0.664936770. Note that without hyper-reduction, the WST-LSPG achieved MSEs as low as 0.006083036 and residual $\ell^2$ norms as low as 0.122859453, highlighting that hyper-reduction did not achieve the lowest MSE and residual $\ell^2$ norms.

7.2. Parameterized compressible Navier–Stokes equations

This section presents results for WST-LSPG and WST-GNAT applied to the two-dimensional compressible Navier–Stokes equations. The compressible Navier–Stokes equations describe the motion of a viscous fluid and is made up of the conservation of mass, conservation of momentum, and the conservation of energy equations. Together, the equations are defined as

$$\frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot \mathbf{F} = \nabla \cdot \mathbf{Q}, \quad \forall x \in [-100, 100], \quad y \in [-100, 100], \quad \forall t \in [0, T],$$

where $\mathbf{u}$ is the state vector, $\mathbf{F}$ is the convective flux, and $\mathbf{Q}$ is the diffusive flux. The state and fluxes are defined as

$$\mathbf{u} = \begin{bmatrix} \rho \\ \rho u_1 \\ \rho u_2 \\ \rho E \end{bmatrix}, \quad \mathbf{F} = \begin{bmatrix} \rho u_1 \\ \rho u_1^2 + p \\ \rho u_1 u_2 \\ \rho u_1 H \end{bmatrix} \widehat{\mathbf{i}} + \begin{bmatrix} \rho u_2 \\ \rho u_2^2 + p \\ \rho u_2 u_1 \\ho u_2 H \end{bmatrix} \widehat{\mathbf{j}}, \quad \mathbf{Q} = \begin{bmatrix} 0 \\ \tau_{11} \\ \tau_{12} \\ u_1 \tau_{11} + u_2 \tau_{12} + q_1 \end{bmatrix} \widehat{\mathbf{i}} + \begin{bmatrix} 0 \\ \tau_{12} \\ \tau_{22} \\ u_1 \tau_{12} + u_2 \tau_{22} + q_2 \end{bmatrix} \widehat{\mathbf{j}},$$

where $\widehat{\mathbf{i}}$ and $\widehat{\mathbf{j}}$ refer to the spatial dimension, $\rho$ is the density, $u_1, u_2$ are the components of the velocities, $E$ is the specific total energy per unit mass, and $H$ is the specific total enthalpy per unit mass. The heat transfer term and the viscous shear and normal stresses for a Newtonian fluid are defined as

$$q_i = \kappa_T \partial_i T, \quad \tau_{ij} = \mu_{NS}(\partial_i u_j + \partial_j u_i) + \delta_{ij}\lambda\partial_m u_m,$$
where $\mu_{NS}$ is the dynamic viscosity, $\lambda$ is the bulk viscosity, $\delta_{ij}$ is the Kronecker delta function, and $\kappa_T$ thermal conductivity. These quantities are defined as

$$
\mu = \mu_{\text{ref}} \left( \frac{T}{T_{\text{ref}}} \right)^{1.5} \left( \frac{T_{\text{ref}} + T_s}{T + T_s} \right), \quad \lambda = -\frac{2}{3} \mu, \quad \kappa_T = \frac{\gamma \mu R}{(\gamma - 1)Pr}.
$$

(7.4)

Important properties for this problem include the specific heat ratio $\gamma = 1.4$, Reynolds number $Re = 5000$, Prandtl number $Pr = 0.71$, and the gas constant $R = 287.05 \ J/(kg \cdot K)$. The free-stream state is initialized to $u_{FS} = \begin{bmatrix} \rho & \rho u_1 & \rho u_2 & \rho E \end{bmatrix}^T = \begin{bmatrix} 1 & \cos(\alpha) & \sin(\alpha) & \frac{1}{\sqrt{\gamma - 1}} M^2 + \frac{1}{2} \end{bmatrix}^T$, and the parameter space is defined as $\mu \equiv (\alpha, M) \in D = [8, 9] \times [0.6, 0.7]$, where $\alpha$ is the angle of attack and $M = \sqrt{\gamma p/\rho}$ is the Mach number. The set of design parameters for $\alpha$ and $M$ were found by uniformly sampling such that $\Delta \mu_{\alpha} = 0.025$, and $\Delta \mu_M = 0.025$. This leads to $N_{\mu_{\alpha}} = 5$ and $N_{\mu_M} = 5$. Overall, the number of training data sets is $n_{\text{train}} = 25$. The test parameters used in the predictive model reduction simulations are set to $\mu_{\text{test},\alpha} = 8.37$ and $\mu_{\text{test},M} = 0.67$. The design parameter space for the space–time residual basis is set to be the same as the one used for the states. This example considers four different quantities of interest to evaluate the accuracy and behavior of the WST-LSPG ROMs: MSE, residual $\ell^2$ norm, relative drag error, and relative lift error. The FOM wall time was found by taking the average of 100 simulation wall times. For each ROM case, the online simulation was executed five times to find the average relative wall times.

The geometry chosen for this work is the two-dimensional NACA 0012 airfoil. The boundary conditions are full-state on the far-field and adiabatic no-slip wall on the airfoil. The final time is set to $T = 12.8$. The state is initialized to free-stream quantities and advanced forward in time using BDF2 time marching with a constant time step of $\Delta t = 0.1$ for a total of 128 time steps. The far-field is approximately 100 chord lengths away from the airfoil. To discretize in space, the discontinuous Galerkin (DG) method is used. The basis used in the DG method are Tri-Lagrange polynomial basis functions defined by $p+1$ order. For this work, the interpolation order is set to $p = 1$ for a second order accurate state solution.

The mesh used for the NACA 0012 airfoil is an unstructured mesh that can be seen in Figure 9. The unstructured mesh was created by performing steady mesh refinement via output-based error estimation on a coarse mesh [45]. Five iterations of mesh adaptation were performed based on the output-based adjoint error to find a mesh that was fine enough at locations such as the wake of the flow. The outputs for mesh adaption were set to be the drag and lift. The final unstructured mesh used in these simulations contain 32,424 spatial nodes and 10808 triangular elements. The compressible two-dimensional Navier–Stokes equations are implemented in the xflow program, a high-order discontinuous Galerkin finite element solver in ANSI C [46]. All model reduction routines for the two-dimensional model reduction are implemented in the ykflow program in ANSI C, which is a library of functions that performs model reduction routines using the PETSc and SLEPc numerical linear algebra libraries. All timings are obtained by performing serial calculations on an Intel(R) Xeon(R) CPU E5-2695 v4 @ 2.10GHz, 128 GB RAM.

### 7.2.1. Model predictions

This section presents and compares the performance of the WST-LSPG method over varying window lengths and varying sub-window lengths for the two-dimensional Navier–Stokes equations. Figure 10 shows the MSE, residual $\ell^2$ norm, relative drag error, and relative lift error as a function of the window length, $\ell_w$ and the...
Figure 10: Compressible Navier–Stokes equations. MSE, residual $\ell^2$ norms, relative drag error, and relative lift error for WST-LSPG for the following set of bases: $e_\text{s} = 0.99, e_\text{t} = 0.99, e_\text{s} = 0.99, e_\text{t} = 0.99, e_\text{s} = 0.999, e_\text{t} = 0.99, e_\text{s} = 0.999, e_\text{t} = 0.999$. All results are shown for various time window size, $\ell_w$, and various sub-window size, $\ell_s$. 
sub-window length, \(\ell_s\). The number of time windows is set to be \(n_{win} = \{1, 2, 4, 8, 16, 32, 64, 128\}\), and the number of sub-windows is set to be \(n_{sub} = \{1, 2, 4, 8, 16, 32, 64, 128\}\).

First, Figures 10a, 10b, 10c, 10d show the MSE vs. window length, \(\ell_w\) for varying sub-window lengths. These results show that the MSE decreases initially and then increases as the time window length increases, except when \(\ell_s = \Delta t\). Overall larger sub-window and window lengths lead to higher MSE. It is interesting to note that the ST-LSPG test case \((\ell_w = 128\Delta t, \ell_s = 128\Delta t)\) does not give the lowest MSE when compared to the test cases where \(\ell_s = \{8\Delta t, 16\Delta t, 32\Delta t, 64\Delta t\}\). Lastly, it can be seen that higher number of bases for space and time lead to overall lower MSE, especially for lower sub-window lengths, \(\ell_s\).

Second, Figures 10e, 10f, 10g, 10h show the residual \(\ell^2\) norms vs. window length, \(\ell_w\) for varying sub-window lengths. These figures show that as the window lengths increase for all sets of space–time bases, the residual \(\ell^2\) norm decreases for all sub-window lengths, contrary to the results shown for MSE. This is consistent with the results found for the Burgers’ equation in Figure 4. Note that unlike the MSE results, the ST-LSPG case has the largest residual \(\ell^2\) norm for all set of space–time bases, showing that introducing windows and sub-windows improves the residual \(\ell^2\) norm, especially for larger time-window lengths.

Next, Figures 10i, 10j, 10k, 10l show the relative drag error vs. window length, \(\ell_w\) for varying sub-window lengths. Unlike the results for the residual \(\ell^2\) norm, the relative drag error increases with the time window length, \(\ell_w\), except for when \(\ell_s = \Delta t\) and \(e_s = 0.999\). Again, the ST-LSPG case has the largest relative drag error for all set of space–time bases, which shows that windowing can increase the accuracy of the ROM when it comes to the drag. For a larger number of spatial and temporal bases, the relative drag error does decrease with increasing time window length when \(\ell_s = \Delta t\). Of the four different types of output errors, relative drag error is the largest in this study.

Lastly, Figures 10m, 10n, 10o, 10p show the relative lift error vs. window length for varying sub-window lengths. The relative lift error behaves similarly to the MSE. For \(e_s = 0.99, e_t = 0.99\) and \(e_s = 0.99, e_t = 0.99\), the relative lift error decreases when \(\ell_s = \Delta t\). For \(\ell_s > \Delta t\), the relative lift error is an order of magnitude greater than when \(\ell_s = \Delta t\) and increases slowly as the time window length increases. Note that the ST-LSPG case does not give the lowest relative lift error—true for MSE as well. It can be seen that when \(\ell_s > 2\Delta t\), the WST-LSPG relative lift error can be greater than the relative lift error for ST-LSPG. However, when \(e_s = 0.999, e_t = 0.99\) and \(e_s = 0.999, e_t = 0.999\), the relative lift error improves, showing that more spatial bases are needed in order to achieve lower relative lift errors.

### 7.3. Windowed parameter study with hyper-reduction

In this section, the performances of WST-LSPG and WST-GNAT are compared with ST-LSPG and ST-GNAT across different window lengths and sub-window lengths. First, Figure 11 shows the Mach number contour plots for the compressible Navier–Stokes equations for four different methods: FOM, ST-LSPG, WST-LSPG, and WST-GNAT.

Figure 11a shows the Mach contour plots for the FOM at different time steps. With a Reynolds number of \(Re = 5000\), the flow tends to exhibit more pseudo-chaotic behaviors as time increases. Figure 11b shows the Mach contour plots for the original ST-LSPG method at the same time steps as shown for the FOM. This test case refers to a ROM produced with \(n_{win} = 1\) and \(n_{sub} = 1\) where \(e_s = 0.999\) and \(e_t = 0.999\). At \(Re = 5000\), ST-LSPG is unable to pick up the intricacies involved in the wake of the NACA 0012 airfoil.

Figure 11c shows the Mach contour plots for the proposed WST-LSPG method at the same time steps as shown for the FOM and ST-LSPG. This test case refers to a ROM produced with \(n_{win} = 4\), \(n_{sub} = 32\), \(e_s = 0.999\), and \(e_t = 0.999\). This test case was chosen, because this set of WST-LSPG parameters produced the lowest residual \(\ell^2\) norms. It can be seen that introducing windows and sub-windows improves the accuracy of the Mach number profiles. Figure 11c shows a transonic shock wave developing, accompanied by high Mach numbers, which ST-LSPG failed to qualify. Note that by \(t = 6.4\), the development of the transonic shock wave is hindered by the development of shedding vortices. Figure 11c at \(t = 6.4\) and \(t = 12.8\) shows that WST-LSPG is able to resolve the wake better than ST-LSPG.

Figure 11d show the Mach contour plots for the WST-GNAT method at the same time steps as shown for WST-LSPG. This test case refers to a ROM produced with \(n_{win} = 16\), \(n_{sub} = 8\), \(e_s = 0.999\), \(e_t = 0.999\), \(e_{rs} = 0.999\), \(e_{rt} = 0.999\), \(z_s = 3242\) (30% of the total number of elements in the spatial sample mesh), and \(z_t = 3\). These plots show that WST-GNAT is able to resolve the wake, but at a lower reduced computational
Figure 11: Compressible Navier–Stokes equations. NACA 0012 airfoil Mach number plots for FOM, ST-LSPG, WST-LSPG, and WST-GNAT for $t = \{0.4, 1.6, 6.4, 12.8\}$.
cost compared to WST-LSPG. A subset of the sample mesh used in Figure 11d can be seen in Figure 12.

Next, a more thorough comparison is made for the performances of WST-LSPG and WST-GNAT. Like the Burgers’ equation experiment, the results of these methods over varying windowed parameters are presented in Pareto plots. There are three sets of Pareto plots for the compressible Navier–Stokes equations in this paper, one for each output error of interest: MSE, relative drag error, and relative lift error. Additionally, residual $\ell^2$ norm results were calculated and can be found in Appendix B, which showed similar residual $\ell^2$ norm results for Navier–Stokes equations as the residual $\ell^2$ norm results for Burgers’ equation. For each output error of interest, this paper presents two Pareto plots, one for varying sub-window lengths, $\ell_s$, and one for varying window lengths, $\ell_w$. Note that not all possible combinations of window lengths and sub-window lengths for WST-GNAT were able to be performed due to three reasons: (1) when the window sizes are large (i.e., large space–time residual vectors) and many sub-windows are employed (i.e., high-fidelity basis), the Gauss–Newton method requires more memory than was available on the node used to perform the computations, (2) not all parameter combinations led to solutions that converged, and (3) for $\ell_w \in [\Delta t, 2\Delta t]$, e.g., Figures 13g, 13h, 15g, 15h, 17g, 17h, performing hyper-reduction in time is limited, and performing hyper-reduction in space over a small time window yields unstable solutions due to lack of a priori bounds [18].

Similarly to Figure 5, Figure 13 shows how the MSE vs. relative wall time behaves with varying sub-window lengths for each time window length. Overall, hyper-reduction reduces the relative wall time for each $\ell_w$ considered. At the same time, the MSE improved with decreasing sub-window length. Figure 13i combines the results for the MSE for varying sub-window length and shows the resulting Pareto front for MSE. It is seen that introducing hyper-reduction to WST-LSPG decreases the relative wall time by up to three orders of magnitude.

Figure 14 shows how the MSE vs. relative time wall time behaves with varying window lengths. These Pareto plots show the same data points as shown in Figure 13, but highlight how the MSE changes with varying window length for each sub-window length. It can be seen that decreasing the time window length leads to higher mean squared error. This means that an optimal set of window lengths and sub-window lengths exist for MSE: larger time window lengths, but shorter sub-window lengths. Figure 14i combines the data for the relative drag error and shows the Pareto front. Along the Pareto front, it can be seen that the lowest relative wall time are obtained when $\ell_w = 128\Delta t$, but that these parameter settings lead to high relative drag errors. Decreasing the sub-window length along the Pareto front leads to WST-GNAT cases where the relative drag error decreases up to three orders of magnitude.

Figure 15 shows how the relative drag error vs. relative wall time behaves with varying sub-window lengths for each time window length. It is seen that, as the sub-window length increases, the relative drag error for WST-LSPG and WST-GNAT increases as well. With hyper-reduction, the relative wall time decreases approximately up to two orders of magnitude without affecting the relative drag error. Again, none of the WST-GNAT cases converged for $\ell_w = 2\Delta t$ and $\ell_w = \Delta t$, due to the fact that stability guarantee decreases as the window length decreases. Figure 15i combines the data for the relative drag error and shows the Pareto front. Along the Pareto front, it can be seen that the lowest relative wall time are obtained when $\ell_s = 128\Delta t$, but that these parameter settings lead to high relative drag errors. Decreasing the sub-window length along the Pareto front leads to WST-GNAT cases where the relative drag error decreases up to three orders of magnitude.

Figure 12: Compressible Navier–Stokes equations. Sample mesh obtained by performing a space–time greedy algorithm for a time instance, $t$ of the $k$th window used for the WST-GNAT case in Figure 11.
Figure 13: Compressible Navier–Stokes equations. Pareto plots for mean squared error vs. relative wall time for varying sub-window lengths. These Pareto plots highlight how the sub-window length, $\ell_s$, affect the residual $\ell^2$ norm for each window length, $\ell_w$ for WST-LSPG and WST-GNAT. Each hyper-reduction case refers to a unique set of spatial sample nodes and temporal sample nodes. The last Pareto plot combines all the results for MSE and shows the Pareto front.

with less than an order of magnitude in change for the relative wall time. These results show that, to obtain low relative drag error with low computational cost, using the smallest possible sub-window length is ideal for this problem.

Figure 16 shows how the relative drag error vs. relative wall time behaves with varying window lengths for each sub-window length. The data shown in these plots are the same data shown in Figure 15. It can be seen that the relative drag error tends to increase with decreasing window lengths. This behavior can be seen more apparently for $\ell_s = 64\Delta t$ and $\ell_s = 32\Delta t$. Figure 16i combines the data for relative drag error and shows the Pareto front, which is the same Pareto front shown in Figure 15i. The WST-GNAT cases that lie on the Pareto front show that decreasing the time window length can lead to less relative drag error and relatively low relative wall times when compared to the WST-LSPG cases. Table 4 lists the parameters used in these cases that lie on the Pareto front for relative drag error shown in both Figures 15i and 16i. Case 1 refers to a ST-GNAT case, which exhibits the lowest relative wall time, but is accompanied by high relative drag error. Cases 2–6 show parameters for WST-GNAT methods that yield optimal relative drag error and relative wall time. Case 6 shows the most optimal data point that gives the lowest optimal relative drag error with less than an order of magnitude increase in the relative wall time. This particular case was executed with $n_{\text{win}} = 16$ and $n_{\text{sub}} = 8$.

The highlighted rows again refer to the most optimal cases on the Pareto front that are best for MSE, residual $\ell^2$ norm, relative drag error, and relative lift error.
Figure 14: Compressible Navier–Stokes equations. Pareto plots for MSE vs. relative wall time for varying window lengths. These Pareto plots highlight how the window length, $\ell_w$, affect the MSE for WST-LSPG and WST-GNAT. The last Pareto plot combines the results for the MSE and shows the Pareto front (same as Figure 5j).

Table 3: Compressible Navier–Stokes equations. Method and parameter values for labeled data points in Figures 13 and 14 that yield Pareto-optimal performance for MSE. Highlighted rows refer to test cases that additionally exist on the Pareto Front for the residual $\ell^2$ norms.
Figure 15: Compressible Navier–Stokes equations. Pareto plots for relative drag error vs. relative wall time for varying sub-window lengths. These Pareto plots highlight how the sub-window length, $\ell_w$, affect the relative drag error for WST-LSPG and WST-GNAT. Each hyper-reduction case refers to a unique set of spatial sample nodes and temporal sample nodes. The last Pareto plot combines all the results for the relative drag error and shows the Pareto front.

Figure 17 shows how the relative lift error vs. relative wall time behaves with varying sub-window length. The relative lift error behaves similarly as the other output errors; for a certain window length, the relative lift improves as the sub-window length decreases. Additionally, introducing hyper-reduction to WST-LSPG resulted in increased accuracy of the relative lift. As before, the WST-GNAT cases for $\ell_w = 2\Delta t$ and $\ell_w = \Delta t$ did not converge due to lack of enough stability guarantee over the smaller windows. Figure 17i shows the combined results for relative lift vs. relative wall time. It can be seen that introducing windowing to ST-LSPG leads to lower relative lift errors and lower relative time. These results additionally confirm that increasing the sub-window length leads to higher relative lift and lower relative wall times.

Figure 18 shows how the relative lift error vs. relative wall time behaves with varying window lengths. All data in this figure is the same as those found in Figure 17. When $\ell_s = \{128\Delta t, 64\Delta t, 32\Delta t\}$, the relative lift error decreases with decreasing window length. The opposite seems to be true for $\ell_s = 16\Delta t$ and $8\Delta t$, where the relative lift error decreases with increasing window length. Figure 18i combines the results and shows the Pareto front, which is the same Pareto front shown in Figure 17i. It is seen that longer window lengths result in higher relative lift along the Pareto front. Overall, including hyper-reduction reduces the wall time by approximately two orders of magnitudes. Table 5 details the parameters for the cases that lie on the Pareto front for the relative lift error shown in both Figure 17i and Figure 18i. Case 1 refers to the ST-GNAT method and is associated
Figure 16: Compressible Navier–Stokes equations. Pareto plots for relative drag error vs. relative wall time for varying window lengths. These Pareto plots highlight how the window length, $\ell_w$, affects the relative drag error for WST-LSPG and WST-GNAT. The last Pareto plot combines all the results for the relative drag error and shows the Pareto front.

Table 4: Compressible Navier–Stokes equations. Method and parameter values for labeled data points in Figures 15 and 16 that yield Pareto-optimal performance for the relative drag error. Highlighted rows refer to test cases that additionally exist on the optimal Pareto Front for MSE, residual $\ell^2$ norm, and relative lift error.
with higher relative lift errors but lower relative wall times. Cases 2–5 refer to the WST-GNAT method, which is associated with lower relative lift errors but higher relative wall times; however, the relative wall times are reduced by less than an order of magnitude. The highlighted rows again refer to the most optimal cases on the Pareto front that is best for MSE, residual $\ell^2$ norm, relative drag error, and relative lift error.

### 7.3.1 Summary of results

The WST-LSPG method was implemented on the two-dimensional compressible Navier–Stokes equation. To additionally evaluate the behavior of WST-LSPG, the MSE, the residual $\ell^2$ norm, the relative drag error, and the relative lift error were calculated over two different window hyper-parameters: window length, $\ell_w$, and sub-window length, $\ell_s$. Applied to the two-dimensional problem, WST-LSPG was shown to produce ROMs with lower MSE and lower residual $\ell^2$ norms. This is due to higher time-local fidelity bases over windows that were able to better resolve complexities in the flow, especially at the wake of the NACA 0012 airfoil. As seen in the results for the Burgers’ equation, the results for the two-dimensional Navier–Stokes problem additionally produced MSE that first decreases in window lengths and then increases in window lengths. The results for the residual $\ell^2$ norm showed different behaviors compared to the results of the MSE, where the residual $\ell^2$ norm decreased consistently as the window length increased over varied values of sub-window length. Note that unlike
Figure 18: Compressible Navier–Stokes equations. Pareto plots for relative lift error vs. relative wall time for varying window lengths. These Pareto plots highlight how the window length, $\ell_w$, affect the relative lift error for WST-LSPG and WST-GNAT. The last Pareto plot combines all the results for the relative lift error and shows the Pareto front.

Table 5: Compressible Navier–Stokes equations. Method and parameter values for labeled data points in Figures 17 and 18 that yield Pareto-optimal performance for the relative lift error. Highlighted rows refer to test cases that additionally exist on the optimal Pareto Front for MSE, residual $L^2$ error, and the relative drag error.
the Burgers’ equation results, inclusion of hyper-reduction in the space–time model reduction process yielded the lowest MSE of 0.017791989 and yielded approximately the same residual $\ell^2$ norms. The results for the relative drag error and relative lift error showed similar behaviors as the results for the MSE. Finally, it was shown that the addition of hyper-reduction for the windowed model reduction technique yielded orders of magnitude lower relative wall times without affecting the output errors of interest. Overall, applying the WST-LSPG technique on the two-dimensional compressible Navier–Stokes equation produced lower MSEs, residual $\ell^2$ norms, relative drag errors, and relative lift errors, when compared to the ST-LSPG technique.

8. Conclusions

This work introduced the WST-LSPG method for the space–time model reduction of parameterized nonlinear dynamical systems. WST-LSPG, which builds upon the space–time least-squares Petrov–Galerkin method, divides the time simulation into $n_{\text{win}}$ windows and sequentially minimizes the discrete-in-time residual within its own unique low dimensional space–time subspace in a weighted $\ell^2$-norm. Additionally, this work proposes a temporal domain decomposition technique to construct space–time trial subspaces via tensor decompositions by further dividing the $n_{\text{win}}$ into $n_{\text{sub}}$ sub-windows. Advantages of WST-LSPG include:

- Ability to limit the exponential growth of the computational cost to windows instead of time steps, decreasing the overall cost of finding the reduced space–time states
- Providing more efficient functionality for implementation of ROMs in high-fidelity codes by reducing the cost associated with calculating the product of the space–time Jacobian and the space–time bases
- Ability to decrease the output error of interests when introducing windows and sub-windows to the space–time affine trial subspaces
- Production of ROMs with lower relative wall times and better output errors when using smaller time window lengths and smaller sub-window lengths as shown in the numerical experiments for the Burgers’ equation and the compressible Navier–Stokes equations
- Overall reduction of the computational cost of creating the space–time ROM by using hyper-reduction via the Gauss–Newton with Approximated Tensors (GNAT) method

Future work for WST-LSPG consists of (1) developing a more intelligent way to determine where a window shall begin and end depending on the physical attributes of the problem in the time domain, (2) creating a general windowed space–time method for nonlinear manifolds using deep convolutions autoencoders, (3) integrating conservation techniques to improve the residual $\ell^2$ norms of more complicated problems such as compressible turbulent flows, and (4) formulating ways to better resolve complex events that happen in flows such as shocks with windowed space–time methods.
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Appendix A. Burgers’ equation. Integrated mean squared error

An additional study was conducted to see if the type of problem and/or the fidelity of the basis chosen is responsible for the opposing behaviors of MSE and residual \( \ell^2 \) norm at longer time window lengths. The ROM found by performing WST-LSPG on the Burgers’ problem exhibits phase error over a longer period of time, which could possibly contribute to the MSE increasing with increased time window length. In order to remove any phase error that may exist and that may contribute to the MSE, the integrated MSE was calculated and is shown in Figures A.19a, A.19b, A.19c, A.19d. These figures show that the overall integrated MSE is an order of magnitude less than the MSE, showing that for the Burgers’ equation, phase error is a non inconsequential error in this particular setup. The IMSE exhibits a minimum like seen in Figures 4a, 4b, 4c, 4d and increases with larger time window length. This behavior again is different than the way the residual \( \ell^2 \) norm behaves with increasing time window length.

Appendix B. Compressible Navier–Stokes equations. Residual \( \ell^2 \) norms

Next, Figure B.20 shows how the residual \( \ell^2 \) norm vs. relative wall time behaves with varying sub-window lengths for each time window length. Each different Pareto plots refers to results for different time window lengths \( \ell_w \). Collectively, these Pareto plots show that the residual \( \ell^2 \) norm increases with increasing sub-window length, which is contrary to the behavior of the MSE. With hyper-reduction, the relative wall time for the different sub-window lengths decreased by one to two orders of magnitude. Again for \( \ell_w = 2\Delta t \) and \( \ell_w = \Delta t \), no set of WST-GNAT parameters converged due to memory limitations. Figure B.20i combines the results for residual \( \ell^2 \) norms and shows the Pareto front; this plot shows that with hyper-reduction, WST-GNAT was able to decrease the relative wall time by at most two orders of magnitude. Additionally, Figure B.20i shows that the residual \( \ell^2 \) norm decreases with decreasing sub-window lengths; this is consistent with the results for the one-dimensional Burger’s equation.

Figure B.21 shows how the residual \( \ell^2 \) norm vs. relative wall time behaves with varying window lengths for each sub-window length. These Pareto plots show the same exact data points as shown in Figure B.20, but highlight how the residual \( \ell^2 \) norm changes with varying window length for each sub-window length. It can be seen that decreasing the time window length for each sub-window length leads to higher residual \( \ell^2 \) norms. Figure B.21i combines the results for the residual \( \ell^2 \) norms and shows the Pareto front, which is the same as the one shown in Figure B.20i. Overall, it can be seen that larger time windows lead to lower relative wall times for WST-GNAT, but that setting the time window length such that \( \ell_w \geq 8\Delta t \) leads to lower residual \( \ell^2 \) norms, but slightly longer relative wall times. Table B.6 shows the parameters of the cases that lie on the Pareto front found in both Figure B.20i and Figure B.21i. Cases 1–3 and 5 refer to ST-GNAT and exhibit lower relative wall times. Cases 4 and 6–7 refer to WST-GNAT and exhibit lower residual \( \ell^2 \) norms. The highlighted rows again refer to cases that give optimal results for MSE, residual \( \ell^2 \) norms, relative drag error, and relative lift error.
Figure B.20: Compressible Navier–Stokes equations. Pareto plots for residual $\ell^2$ norm vs. relative wall time for varying sub-window lengths. These Pareto plots highlight how the sub-window length, $\ell_s$, affect the residual $\ell^2$ norm for WST-LSPG and WST-GNAT. Each hyper-reduction case refers to a unique set of spatial sample nodes and temporal sample nodes. The last Pareto plot combines all the results for the residual $\ell^2$ norm and shows the Pareto front.
Figure B.21: Compressible Navier–Stokes equations. Pareto plots for residual $\ell^2$ norm vs. relative wall time for varying window lengths. These Pareto plots highlight how the window length, $\ell_w$, affect the residual $\ell^2$ norm for WST-LSPG and WST-GNAT. The last Pareto plot combines all the results for the residual $\ell^2$ norm and shows the Pareto front.

Table B.6: Compressible Navier–Stokes equations. Method and parameter values for labeled data points in Figures B.20 and B.21 that yield Pareto-optimal performance for the residual $\ell^2$ norm.

| case | method | $\ell_w$ | $\ell_s$ | total $n_{st}$ | total $n_{st}^*$ | $e_s$ | $e_t$ | $e_{rs}$ | $e_{rt}$ | $z_s$ | $z_t$ | residual $\ell^2$ norm | x-LSPG relative | relative wall time |
|------|--------|----------|----------|----------------|------------------|-------|-------|---------|---------|-------|-------|------------------------|----------------|-------------------|
| 1    | ST-GNAT| 12.8     | 12.8     | 20             | 16               | 0.999 | 0.999 | 0.999   | 0.999   | 9     | 1080  | 5.832617684           | 0.839231102    | 0.008468197      |
| 2    | ST-GNAT| 12.8     | 12.8     | 20             | 16               | 0.999 | 0.999 | 0.999   | 0.999   | 9     | 2161  | 7.122158120           | 0.84223198     | 0.012374356      |
| 3    | ST-GNAT| 12.8     | 12.8     | 20             | 16               | 0.999 | 0.999 | 0.999   | 0.999   | 9     | 3242  | 5.372841392           | 0.841611717    | 0.015421119      |
| 4    | WST-GNAT| 6.4      | 0.8      | 245           | 13               | 0.999 | 0.999 | 0.999   | 0.999   | 5     | 1080  | 4.951202075           | 2.261437990    | 0.016394554      |
| 5    | ST-GNAT| 12.8     | 12.8     | 20             | 16               | 0.999 | 0.999 | 0.999   | 0.999   | 9     | 4323  | 4.876391514           | 0.851598851    | 0.018766640      |
| 6    | WST-GNAT| 1.6      | 0.2      | 725           | 145              | 0.999 | 0.999 | 0.999   | 0.999   | 3     | 1080  | 1.109987192           | 1.717862425    | 0.025160652      |
| 7    | WST-GNAT| 0.8      | 0.1      | 774           | 277              | 0.999 | 0.999 | 0.999   | 0.999   | 3     | 1080  | 0.515574079           | 1.00612484     | 0.030765692      |
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