Quantifying navigation complexity in transportation networks
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Abstract

The complexity of navigation in cities has increased with the expansion of urban areas, creating challenging transportation problems that drive many studies on the navigability of networks. However, due to the lack of individual mobility data, large-scale empirical analysis of the wayfinder's real-world navigation is rare. Here, using 225 million subway trips from three major cities in China, we quantify navigation difficulty from an information perspective. Our results reveal that (1) people conserve a small number of repeatedly used routes and (2) the navigation information in the subnetworks formed by those routes is much smaller than the theoretical upper limit found in previous studies. By modeling routing behaviors in growing networks, we show that while the global network becomes difficult to navigate, navigability can be improved in subnetworks. We further present a universal linear relationship between the empirical and theoretical search information, which allows the two metrics to predict each other. Our findings demonstrate how large-scale observations can quantify real-world navigation behaviors and aid in evaluating transportation planning.
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Significance Statement:

Evaluating network navigability is crucial for understanding transportation efficiency. However, the real-world wayfinder navigation is understudied due to the lack of mobility data. Using large-scale subway trips from three mega-cities in China, we quantify navigation difficulty via information bits and find that the decision information in the subnetworks formed by repeatedly used routes is much smaller than the theoretical upper limit shown in previous studies. By modeling routing behaviors in growing networks, we show that navigability can be improved for actual trips even if the theoretical navigability of the network is deteriorating. We also reveal a universal linear relationship between the empirical and theoretical navigation information. These findings partially explain why people are not getting lost in complex transportation networks.
the route for each origin–destination (OD) record and obtain the subnetwork formed by route choices to represent traveler networks for route planning. By mapping the subway network into an information network, we calculate the search information (the measure of navigability) along the path in the information network (Fig. 1). According to ref. (9), the $\log_2 k$ bit is the minimal information necessary to locate the next move from $k$ options, where $k$ corresponds to the node degree in the information network [in Fig. 1(D), at each node except the origin node of the path, the incoming path is excluded from the $k$ options, resulting in an information value of $\log_2 (k - 1)$ bits]. Notably, the degree $k$ of the same node may be smaller in the subnetwork than in the global network, indicating that people are navigating with fewer line options (for transferring) in practice (Fig. 1).

We observe that most people only make a small number of route choices during a trip, which implies that people use a small subnetwork when planning their routes. This directly results in lower search costs during actual travel than in theoretical studies (8, 9, 11). By applying a simple route choice model to the historical subway networks of the three cities, we further investigate the impact of network growth on the decision information. We find that as the network grows, the navigation complexity of the subnetwork remains unchanged or even declines, while the theoretical global navigation complexity increases significantly. These differences suggest that the navigability of a network can be improved for actual travel behaviors, even if the global navigability is reduced during network growth. Moreover, we find a universal $3/4$ linear relationship between empirical search information and theoretical search information, reflecting the hidden correlation between these two metrics in the complex network. This work bridges existing network navigability studies with traveler routing behaviors and has the potential to be used in evaluating urban transportation planning and understanding navigation in cities (29–32).

**Results**

**The conserved number of routes**

We estimate actual traveler routes using smart card data, subway networks, and a travel survey dataset. Here, we briefly introduce the data process; the detailed data description, the travel time estimation of a path, and the discrete choice model are provided in the "Materials and methods" section. First, for a given station pair, the top 10% and the bottom 10% of smart card records are trimmed according to the travel time distribution to exclude abnormal data. Second, for each record, those paths in the subway network whose temporal distances are within 10 min from the travel time of the record, are the candidate paths to be matched. Third, by adopting a discrete choice model considering travel time, distance, and the number of transfers, we estimate the probability of each candidate path being chosen. The parameters of the model are calibrated by the travel survey data (see the "Materials and methods" section). Finally, we match each record to the path with the largest probability of being chosen. To verify the matching results, we aggregate the flows by subway lines and calculate the correlation between the matched results and the official published number during the same period in Beijing (Supplementary Material Appendix, Fig. S1) (33). The high goodness of fit ($R^2 = 0.99$) indicates the effectiveness of our matching method (Fig. 2B).

The matched results show that, despite the large number of possible routes between a station pair, most people only use a few routes (Fig. 2C–E). For example, in 95% of the station pairs, people take no more than 4 routes in Beijing and Shanghai, and in Shenzhen, this ratio is 99%. Among those limited number of routes, we further find that more than 90% of people follow the simplest route to travel in the network (Supplementary Material Appendix, Fig. S2), i.e., the route with the fewest transfers (34). As more transfers usually mean higher time costs due to walking and waiting...
for the next transfer (35), the simplest route can minimize transfer costs and tends to dominate people’s choices.

### Information measures

The adopted number of route choices observed in our data implies that actual travel occurs within subnetworks. It is possible that the information used for rider decisions consists of more than the subnetworks formed by the actual routes. However, since we can only observe traveled routes in our datasets, we assume that people's travel decisions are based on subnetworks formed by route choices in this paper. Here, we use the term “route” to denote people’s travel decisions and the term “path” to denote the segments on the networks (the two terms are interchangeable).

First, we measure the navigation complexity in the information network via the information bits. Recall that a matched path \( p(i, s, j, t) \) from station \( i \) on line \( s \) to station \( j \) on line \( t \) can be mapped to the information network (Fig. 1F), where each node represents a subway line and each edge represents the transfer station of the connected lines. According to ref. (11), the total amount of information \( S \) needed to locate \( p(i, s, j, t) \) in the information network is

\[
S(p(i, s; j, t)) = \log_2 k_s + \sum_{n \in p(i, s; j, t)} \log_2 (k_n - 1),
\]

(1)

where \( k_n \) is the degree of node \( n \), \( k_s \) is the degree of node \( s \), \( k_n \) is the degree of node \( n \) on path \( p(i, s; j, t) \) (except \( s \) and \( t \)), and one has to locate the next move from the \( k_n - 1 \) options. \( S \) measures the difficulty of locating a particular path, and a lower \( S \) means that the network has better navigability between the station pair. When there are multiple matched paths between \( i \) and \( j \), we calculate the station-level empirical search information (ESI) by performing the flow-weighted average on all the matched paths \( P(i, j) = \{p(i, s; j, t)\} \) connecting \( i \) and \( j \) (see the “Materials and methods” section). The value of ESI indicates how difficult it is for travelers to find their way from \( i \) to \( j \) during the actual trip.

Unlike the definition of search in the subnetwork formed by actual trips, the theoretical search information (TSI) defines the information required to find the simplest path in the global information network (9, 11), i.e. the path with the fewest nodes from \( s \) to \( t \). There may be multiple simplest paths between the stations; for simplicity, we use the fastest simplest path to define the station-level TSI according to ref. (11). The calculation for the TSI is the same as Eq. (1), but the node degrees \( k_n \) and \( k_s \) are calculated in the information network transformed from the whole network.

Figure 3(A) shows that the ESI values of most station pairs (> 81%) are smaller than the theoretical global values. In the Beijing subway, the mean value of ESI and the mean value of TSI are approximately 0.7 bits and 4.0 bits, respectively, indicating that the decision cost for travelers to determine their routes is much smaller than what they theoretically need to spend. Similar results can also be found in Shanghai and Shenzhen (Supplementary Material Appendix, Fig. S3). The main reason is that the subnetworks formed by route choices only include the lines and transfer stations that people have considered and adopted, and the number of these lines and transfer stations is far less than that of the whole network. This directly results in the node degrees of the subway lines in the subnetworks being smaller than those in the whole network when calculating the amount of information (Fig. 3(B) presents an example).

Although the TSI is greater than the ESI between most stations, we find that a small number of station pairs in the three cities have an ESI equal to a TSI (Fig. 3A). Most of these station pairs...
Fig. 3. Station-level and line-level search information. (A) The station-level ESI and TSI. In the left panel, each dot represents a station pair, and (1) denotes the average over all pairs. In the right panel, the bars show the proportions of station pairs with TSI > ESI, TSI = ESI, and TSI < ESI. (B) An example of a station pair whose TSI > ESI. The subnetwork (right) formed by the four matched paths contains fewer lines and transfer stations than the global network (left), which makes ESI < TSI. (C) Time difference $\Delta T = T - T_{\text{sim}}$ and information difference ESI–TSI at the station-level. For a station pair, $\Delta T$ is the flow-weighted average of time for all the matched paths, and $T_{\text{sim}}$ is the travel time of the simplest path. (D) The line-level ESI and TSI. Similar to panel (A). (E) An example of a station pair whose TSI < ESI. Between this station pair, people choose the paths with more transfers ($C = 4.0$, $T = 61.6$ min) in the subnetwork than the simplest path ($C_{\text{sim}} = 1$, $T_{\text{sim}} = 89.7$ min) in the global network, making the ESI exceed the TSI. (F) Transfer difference $\Delta C = C - C_{\text{sim}}$ and information difference ESI–TSI at the station-level. The bars in panels (C, F) denote the 95% CIs.

Evolution of navigation complexity

Subway systems in China have changed dramatically over the past two decades, giving us the opportunity to investigate the impact of network growth on navigation. To better understand the navigation complexity in historical networks without real-world trip data, we model navigation behaviors using the following steps: (1) generating a choice set, i.e. $m$ alternative paths by the repeated shortest path algorithm (36) and (2) making the route decision based on the discrete choice models used in matching smart card records with network paths (see the "Materials and methods" section). In the second step, we further assume that the path with the highest probability (among the $m$ paths) can represent the final route choice and use this path to measure the navigability in actual trips.

Specifying the size of choice set $m$ is challenging for route choice modeling and it is usually based on laboratory settings due to the lack of empirical support (37, 38). Here, based on our findings (Fig. 2C–E), we use $m = 13$ in Beijing, $m = 12$ in Shanghai, and $m = 6$ in Shenzhen to characterize the choice sets and infer the subnetworks that people use for route decisions. To validate the robustness of the results, we also conduct tests on different values of $m$ and obtain similar results (Supplementary Material Appendix, Figs. S6 and S7).

Figure 4(A) shows that both ESI and TSI increase over time as the network grows larger, but the growth rate of ESI is substantially lower than that of TSI. To obtain a closer look at the changes, we classify the trips into three groups based on the changes in value from the search information. The results show that the search information for the vast majority of trips is increasing in the global network (Fig. 4B). In Beijing, for example, more than 70% of the inter-line trips have an increased TSI. However, for search...
in the subnetworks, we observe that most trips are not affected or are even easier to navigate during network growth (Fig. 4C). Especially since 2017, more than half of the inter-line trips have an unchanged or reduced ESI each year in Beijing and Shanghai, which reflects a great improvement in the actual navigability. When looking at the specific trips (Fig. 4D–F), we also find that adding subway lines can facilitate navigation for travelers, even if the difficulty of the theoretical global navigation increases.

Figure 4 focuses on the average value of the search information, while the maximum value is also essential for a transportation network since the maximum value determines the navigation obstacle. Similar to Fig. 4(A), Fig. 5(A) shows that the maximum values of ESI and TSI increase as the network grows. In particular, the 8-bit upper limit of the TSI previously found in New York City (11) can also be verified in Shanghai (Fig. 5A). In addition to these specific values, we find a universal linear relationship with a slope of 3/4 between these two metrics despite the apparent complexity of network dynamics (Fig. 5B). This finding expresses a very tight quantitative constraint on navigation behaviors and allows the empirical search information to be predicted by global search information. Given the 8-bit upper limit of the TSI and the 3/4 relationship, we estimate that the upper limit of the empirical search is approximately 6 bits, which is confirmed in the three cities (Fig. 5A).

Discussion

In this work, we characterize traveler route choices from large-scale datasets and find that (1) people adopt a small number of repeatedly used routes and tend to prefer the simplest route; and (2) the decision cost for wayfinding in the subnetworks is much smaller than that in a theoretical global search. In analyzing the search information required for actual navigation, we use the subnetworks formed by route choices. This may miss some additional routing information, as people may use more alternative routes for decision-making, even if those routes are never traveled (in the observed data). These unobserved routes would make search information values larger than the empirical results in this paper but would still be lower than the global theoretical values.

We discover a 6-bit information limit from dynamic networks, which coincides with the bound of the human working memory capacity of 2–6 items in cognitive sciences (39–41). The 6-bit search information can also be linked to the number of connections in the network (which corresponds to the edges in the information network). According to ref. (11), the approximate relationship between search information $S_i$ and the number of connections $K_e$ of the information network is $S_i = \log_2 K_e$, when considering paths with $C = 2$ connections (note that this equation is derived assuming that the subway network is close to a regular...
Fig. 5. The relationship between line-level TSI and ESI. (A) The development of maximum TSI and maximum ESI for locating the fastest simplest paths with $C = 2$ connections in the information network. (B) Maximum TSI versus maximum ESI. Each point represents the search information value of a year in panel (A). The maximum ESI is strongly correlated with the maximum TSI, and the slopes of the fitting lines are approximately 0.75.

Fig. 6. Line-level search information and the number of network connections. (A) Beijing subway network. Beijing subway lines have a grid-like structure (left), and the information network is similar to the bipartite map (right). As loop lines (Lines 2/10/13) act both as horizontal and vertical lines, we express them as two points (solid and dashed) with the same color in the information network. (B) Considering a path with two connections, the average amount of line-level search information needed to locate the simplest path is close to $S_i(s, t | C = 2) = \log_2 K_u$, where $K_u$ is the number of edges in the information network or the number of connections in the subway network (11).

lattice, as shown in Fig. 6(A); see (11) for details). We also observe similar relationships between $S_i(s, t | C = 2)$ and the number of connections in the dynamic networks of the three cities (Fig. 6B). Therefore, the 6-bit limit implies that people are disturbed by 64 ($2^6$) connections in the subnetwork during the search for the most complex trips.

Notably, both our 6-bit and the previous theoretical 8-bit limits are obtained when only the routes with two transfers are considered (11), and in fact, many trips require more than two (some require even five) transfers to reach the destination. Therefore, the information limit summarized from the two transfer routes could be limited in representing the complexity of the network and defining the navigation complexity at different scales (or transfer numbers) can provide a more comprehensive evaluation of the network structure (42). Furthermore, identifying information limits may be critical, but reducing these travel complexities and designing a well-navigated transportation network are more profound.

Our work is helpful in evaluating transportation planning (43) and has implications for understanding human navigation in cities through large-scale datasets (44, 45). With the help of big data, quantifying real-world navigation behaviors may shed light on research in spatial cognition and psychology (32, 46–48), which is usually based on experimental data from volunteer participants (49–51). Our understanding of navigation complexity is still limited; especially due to the limitations of the data, we only study a subway network, which is a relatively simple public transportation network. Further research on multimodal networks (e.g. sub-
ways, buses, and other modes of transportation) and spatial cognition mechanisms will provide a deeper understanding of urban navigation (29–31).

Materials and methods

Data

The 225 million smart card records include 10.8 million users of the Beijing subway in 2019 May, 10.3 million users of the Shanghai subway in 2015 April, and 2.7 million in the Shenzhen subway in 2017 October (Supplementary Material Appendix, Table S1). Each record consists of a card identification, the entry and exit timestamps, and names of the entry and exit stations and lines. For each record, the interval between the entry and exit timestamps is calculated as the travel time of that trip.

The subway network data include 15 snapshots of the Beijing subway from 2003 to 2020, 18 snapshots of Shanghai from 2000 to 2020, and 8 snapshots of Shenzhen from 2004 to 2020 (Supplementary Material Appendix, Tables S2–S4). We obtain the stations and lines from the official online subway maps. The coordinates of the stations and the travel time between stations are collected from Baidu Maps.

To calibrate the discrete choice model and validate the estimated travel time adopted in this paper, we collected 272 subway trips with known routes and durations through questionnaires in the three studied cities (Supplementary Material Appendix, Figs. S8 and S9). Participants were asked to upload a screenshot of their subway ride record, including the entry and exit stations and times and the subway lines and transfer stations they took during the trip.

Travel time estimation and validation

In a subway network, nodes represent stations and edges represent subway lines connecting two consecutive stations. We set the in-vehicle time between a connected station pair as the temporal attribute of the edge and further assume that the travel time between the same adjacent stations between 2000 and 2020 is equal to the value in 2020 (not considering the effect of train speed increases).

To estimate the temporal distance of a specific path \( p_{ij} \) from stations \( i \) to \( j \), we decompose the travel time into three parts: the in-vehicle time, transfer delay, and access/egress delay. We estimate each time separately: the in-vehicle time \( T_{\text{veh}}^{\text{pij}} \) is obtained by the sum of the in-vehicle times on each edge; the transfer delay is assumed to be a constant value \( T_{\text{trans}} \); and the access/egress delay is assumed to be a constant value \( T_{\text{const}} \). The temporal distance of \( p_{ij} \) is

\[
T_{\text{pij}} = T_{\text{veh}}^{\text{pij}} + C_{\text{pij}} + T_{\text{trans}} + T_{\text{const}},
\]

where \( T_{\text{veh}}^{\text{pij}} \) and \( C_{\text{pij}} \) can be obtained from the subway network data. Although we assume that the average transfer delay \( T_{\text{trans}} \) and the access/egress delay \( T_{\text{const}} \) are constant at all stations, they are still difficult to observe. To solve this issue, we need to find some trips to be able to know their \( T_{\text{veh}}^{\text{pij}} \) and \( C_{\text{pij}} \), and estimate \( T_{\text{trans}} \) and \( T_{\text{const}} \) as two regression coefficients. To do so, we assume that the trip with the least number of transfers among the \( k \) shortest paths is the most time-efficient trip, whose travel time is the shortest (arrival time – departure time) derived from the card data. This trip is also known as the Pareto-optimal trip (52). Here, we use \( k = 3 \), and we also test this on different \( k \) values (Supplementary Material Appendix, Fig. S10). \( T_{\text{veh}}^{\text{pij}} \) is estimated by the mean travel time of the time-efficient trips between stations \( i \) and \( j \).

We then conduct the regression on the inputs of all station pairs to estimate the coefficients \( T_{\text{trans}} \) and \( T_{\text{const}} \) based on Eq. (2).

To validate the estimated travel time of the paths, we test Eq. (2) on the routes of the survey data. We calculate the expected time of each surveyed route in the network based on Eq. (2) and investigate the difference between this time and the actual travel time. Supplementary Material Appendix, Fig. S11 shows that in all three cities, the time difference peaks at approximately \( \Delta T = 0 \), and most trips (approximately 95.2%) are in the range of \( |\Delta T| \leq 10 \) min. The small gap verifies the effectiveness of the estimation [Eq. (2)].

Discrete choice model

To match the smart card records with routes on subway networks, we adopt the multinomial logit (MNL) model derived from utility theory, which is widely applied to traffic assignment (21, 23, 53).

In the MNL model, the probability of choosing the path \( p_{ij} \) from stations \( i \) to \( j \) in the choice set \( P(i, j) \) is defined as

\[
\text{Prob}_{p_{ij}} = \frac{e^{V_{\text{pij}}}}{\sum_{p(i, j)} e^{V_{p_{ij}}}},
\]

where \( V_{\text{pij}} \) is the deterministic utility function of \( p_{ij} \) and is usually defined by a linear combination of factors affecting traveler route choices. We define the utility function by two explanatory variables as

\[
V_{\text{pij}} = \beta_0 \times T_{\text{veh}}^{\text{pij}} + \beta_1 \times P_{\text{trans}}^{\text{pij}},
\]

where \( T_{\text{veh}}^{\text{pij}} \) is the travel time of \( p_{ij} \), \( P_{\text{trans}}^{\text{pij}} \) is the cumulative transfer penalty index (23), specified as \((1 - e^{-C_{\text{pij}}})/d_{ij} \), where \( C_{\text{pij}} \) is the number of transfers on \( p_{ij} \) and \( d_{ij} \) is the Euclidean distance between \( i \) and \( j \). This penalty index assumes that the impedance of transfers to people’s route choice increases in a nonlinear form as the number of transfers increases, and the effect of this cumulative impedance is inversely proportional to the distance traveled (23). \( \beta_0 \) and \( \beta_1 \) are the parameters measuring the effects of \( T_{\text{veh}}^{\text{pij}} \) and \( P_{\text{trans}}^{\text{pij}} \).

To calibrate the MNL models for different cities, we estimate the parameters by the maximum likelihood method using the survey data. According to the estimation, the parameters set for Beijing \((\beta_0 = -0.0063, \beta_1 = -30.99)\), Shanghai \((\beta_0 = -0.0023, \beta_1 = -127.7)\), and Shenzhen \((\beta_0 = -0.0031, \beta_1 = -113.2)\) are statistically significant (Supplementary Material Appendix, Tables S5–S7).

To validate the discrete choice models, we first calculate the matching accuracy on the survey data. Based on the probability of being chosen given by the MNL model, we match the path with the highest probability in the choice set to that record and check whether this is the correct match. We finally obtain an overall correct rate of 92.1% across the three cities, with small differences between each city (Supplementary Material Appendix, Fig. S12). We then apply the models to the full set of smart card data and compare the aggregated flows on each line to the official published ridership numbers. The well-fitting regression also validates our models (Fig. 2B).

Search information

We measure the difficulty of navigating a subway network based on search information (9) and quantify the navigation complexity at the station/line level by aggregating the information needed to follow a path.
Station-level and line-level search information

The station-level search information is measured by averaging over all route choices $P(i,j) = \{p(i, s; j, t)\}$ from stations $i$ to $j$. Since locating each path $p(i, s; j, t)$ in $P(i,j)$ may require different amounts of information, we adopt a flow-weighted method for the aggregation:

$$S_s(i,j) = \sum_{p(i,j)} S(p(i, s; j, t)) \cdot w(p(i, s; j, t)) \sum_{p(i,j)} w(p(i, s; j, t)).$$ (5)

For a given station pair $i$ to $j$, ESI is calculated based on all the matched paths, and $w(p(i, s; j, t))$ is the weight value defined by the normalized flow on $p(i, s; j, t)$. For the TSI, the fastest simplest path is assumed to be the route choice between $i$ and $j$ according to ref. (11), and hence, only the single path is in $P(i,j)$, which simplifies Eq. (5) to $S_s(i,j) = S(p(i, s; j, t))$. Similarly, we summarize the line-level search information by averaging over all route choices from line $s$ to line $t$:

$$S_t(s) = \sum_{p(i,j)} S(p(i, s; j, t)) \cdot w(p(i, s; j, t)) \sum_{p(i,j)} w(p(i, s; j, t)).$$ (6)

For the ESI, $\{P(i,j)\}$ contains all the matched paths whose origin station $i$ starts at line $s$ and destination station $j$ ends at line $t$. For the TSI, $\{P(i,j)\}$ contains all the fastest simplest paths between these stations.
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