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Blue axion isocurvature perturbations are both theoretically well-motivated and interesting from a detectability perspective. These power spectra generically have a break from the blue region to a flat region. Previous investigations of the power spectra were analytic, which left a gap in the predicted spectrum in the break region due to the non-applicability of the used analytic techniques. We therefore compute the isocurvature spectrum numerically for an explicit supersymmetric axion model. We find a bump that enhances the isocurvature signal for this class of scenarios. A fitting function of three parameters is constructed that fits the spectrum well for the particular axion model we study. This fitting function should be useful for blue isocurvature signal hunting in data and making experimental sensitivity forecasts.

1. INTRODUCTION

In many proposals beyond the standard model (SM) of particle physics, massive fields that live long enough to be dark matter candidates commonly exist and could have been dynamical during inflation. The well-known η-problem in inflation [1] is a statement of genericity of massive scalar fields with temporary masses of order $H$ (expansion rate) during inflation for models involving gravity (such as supergravity) [2–4]. Some of these fields generically do not carry large energy density during inflation (i.e. they are not in the inflaton sector and are often called spectators), and they will have de Sitter temperature induced inhomogeneities which have a blue power spectrum due to the field masses of order $H$ (see for example [5]). If these fields are sufficiently secluded from both the inflaton sector and the SM sector (i.e. they are only very weakly interacting), the blue spectrum will survive long enough for them to be observable today [6] in the form of isocurvature perturbations [7–10]. However, if the masses of order $H$ do not undergo a transition to a different
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value at some point during inflation, the energy density dilution during inflation can make these noninflaton fields’ isocurvature perturbations nearly impossible to observe directly even if they had a large amplitude blue isocurvature spectrum [15]. Furthermore, a good theoretical motivation for such a dark matter candidate is often desirable.

Axions [16–23], which are well motivated from the perspective of solving the strong CP problem, therefore are good candidates for generating blue isocurvature perturbations [24]. The current phenomenological bounds require the axions to be very weakly interacting [23, 25–27], and therefore there is a phenomenological motivation for their seclusion from the SM sector beyond the considerations of isocurvature perturbations. Because they are pseudo-Nambu-Goldstone bosons, their coupling to the inflaton can also naturally be limited, and therefore, one can easily motivate their seclusion from the inflaton sector. Next comes a most interesting ingredient. Even though axion masses are protected by an anomalous global $U(1)_{PQ}$ (i.e. Peccei-Quinn symmetry denoted as PQ symmetry), they would generically acquire masses of the order of PQ order parameter field mass during inflation if the PQ order parameter field is out of equilibrium and moving to its potential minimum [28]. Through the $\eta$-problem mechanism discussed above, PQ order parameter field can naturally have a mass of order $H$, and therefore the axion temporarily has a mass of order $H$ until the PQ order parameter reaches its minimum. Consequently, the axion mass generically shuts off at some point during inflation, allowing their energy density to survive inflationary dilution. During the time when the axion mass has not shut off, axion quantum fluctuations generate blue spectral inhomogeneities. Hence, axions possess all the necessary ingredients for naturally generating an observable blue isocurvature spectrum.

Blue axion isocurvature perturbations are therefore both theoretically and observationally well-motivated. Previous investigations of the power spectra were analytic [24, 28], leaving a gap in the predicted primordial power spectrum near the spectral scale where the axion mass turns off. In this work, we numerically investigate this analytic gap region and find that there is a bump in the power spectrum. This bump enhances the isocurvature amplitude by an order unity factor, and such enhancements can facilitate the observational detection or exclusion of this class of models. We construct an economical fitting function Eq. (119) consisting of only 3 parameters. The fitting function will be useful in hunting for such blue spectral signals in current and future observational data. We also verify that the change in the isocurvature amplitude after the end of inflation is of the expected negligible magnitude of $(H/F_a)^2 \ll 1$.

The order of presentation will be as follows, in the next section we review the axion model of
that we wish to study in detail. In Sec. 3, we explain how the numerical problem will be set up to deal with the issue of Planck scale oscillation modes becoming light. In Sec. 4, we present the numerical computational results including the fitting function. We conclude with a summary of the work.

2. AXION MODEL

For concreteness of our numerical investigation, we consider the model of [24]. The qualitative features of this model are expected to be generic, although quantitatively, the details may differ. The authors of [24] consider a supersymmetric axion model with the following renormalizable superpotential

$$ W = h(\Phi^+_+ \Phi^- - F_a^2)\Phi_0 $$

where the subscripts on $\Phi$ indicate $U(1)_{PQ}$ global Peccei-Quinn (PQ) charges. The F-term potential is

$$ V_F = h^2|\Phi^+_+ \Phi^- - F_a^2|^2 + h^2(|\Phi^+_+|^2 + |\Phi^-|^2)|\Phi_0|^2. $$

A flat directions of $V_F$ exists along

$$ \Phi^+_+ \Phi^- = F_a^2 \quad \Phi_0 = 0. $$

The existence of this flat direction is important because this is the reason why the effective PQ parameters will be rolling with a mass of order $H$ during inflation (instead of being much heavier and having already settled down), taking advantage of the inflationary $\eta$-problem. Their low-scale SUSY-breaking terms are assumed to be

$$ V_{\text{soft}} = m^2_+ |\Phi^+_+|^2 + m^2_- |\Phi^-|^2 + m^2_0 |\Phi_0|^2 $$

where $m_i = O(\text{TeV})$. For most of the inflationary dynamics, these parameters are irrelevant. The Kaehler potential induced scalar potential is

$$ V_K = c_+ H^2|\Phi^+_+|^2 + c_- H^2|\Phi^-|^2 + c_0 H^2 |\Phi_0|^2 $$

where $c_{+, -, 0}$ are positive $O(1)$ constants. The parameter $c_+$ dominantly controls the blue spectral index. This setup implicitly assumes that the inflaton sector can be arranged to have $H \ll F_a$ such that the flat directions are only lifted by the quadratic terms at the renormalizable level.
Looking along the flat direction of Eq. (3), we set $\Phi_0 = 0$. The resulting relevant effective potential during inflation is

$$V \approx h^2 |\Phi_+ + F_a^2|^2 + c_+ H^2 |\Phi_+|^2 + c_- H^2 |\Phi_-|^2. \quad (6)$$

During inflation, the minimum of $\Phi_\pm$ lies at

$$|\Phi_\text{min}| \approx \left( \frac{c_\pm}{c_\mp} \right)^{1/4} F_a. \quad (7)$$

The key initial condition is that $\Phi_\pm$ starts out away from the minimum with a magnitude much larger than $O(F_a)$ and rolls towards the minimum during inflation. This implies the $U(1)_{PQ}$ symmetry is broken during inflation. Hence, there will be a linear combination of the phases of $\Phi_\pm$ which will be the Nambu-Goldstone boson associated with the broken $U(1)_{PQ}$. In particular, with the parameterization

$$\Phi_\pm \equiv \frac{\varphi_\pm}{\sqrt{2}} \exp \left( i \frac{a_\pm}{\sqrt{2} \varphi_\pm} \right) \quad (8)$$

where $\varphi_\pm$ and $a_\pm$ are real, the axion is

$$a = \frac{\varphi_+}{\sqrt{\varphi_+^2 + \varphi_-^2}} a_+ - \frac{\varphi_-}{\sqrt{\varphi_+^2 + \varphi_-^2}} a_- \quad (9)$$

while the heavier combination

$$b = \frac{\varphi_-}{\sqrt{\varphi_+^2 + \varphi_-^2}} a_+ + \frac{\varphi_+}{\sqrt{\varphi_+^2 + \varphi_-^2}} a_- \quad (10)$$

is governed by the potential

$$V_b = -h^2 F_a^2 \varphi_+ \varphi_- \cos \left( \frac{\sqrt{\varphi_+^2 + \varphi_-^2}}{\varphi_+ \varphi_-} b \right). \quad (11)$$

Since the $b$ field is heavy (i.e. $(\varphi_+^2 + \varphi_-^2) F_a^2 / (\varphi_+ \varphi_-) \gg H^2$), it is not dynamically important. Hence, one can gain some intuition for how the axion composition time evolves by setting $b = 0$. When $\varphi_+$ is large, the axion is dominantly $a_+$ and later when $\varphi_+$ becomes comparable to $\varphi_-$, the axion is a mixture of $a_-$ and $a_+$. 
3. SETUP OF THE NUMERICAL PROBLEM

Here we present a semi-numerical approach to the mode problem. In setting up the numerical problem, the equation of motion in terms of \( a \) field is far more complicated than in the \( \{ \Phi_\pm, \Phi_0 \} \) basis. We will therefore set up the spectral numerical computation in terms of \( \{ \Phi_\pm, \Phi_0 \} \). The background equations are

\[
\ddot{\Phi}_+ + 3H \dot{\Phi}_+ + (c_+ H^2 + m_+^2) \Phi_+ + h^2(\Phi_+ \Phi_- - F_{a}^2) \Phi^*_+ + h^2 \Phi_+ |\Phi_0|^2 = 0
\]

\[
\ddot{\Phi}_- + 3H \dot{\Phi}_- + (c_- H^2 + m_-^2) \Phi_- + h^2(\Phi_+ \Phi_- - F_{a}^2) \Phi^*_- + h^2 \Phi_- |\Phi_0|^2 = 0
\]

\[
\dot{\Phi}_0 + 3H \Phi_0 + (c_0 H^2 + m_0^2) \Phi_0 + h^2(|\Phi_+|^2 + |\Phi_-|^2) \Phi_0 = 0
\]

and the fluctuation equations in Fourier space are

\[
\delta \ddot{\Phi}_+ + 3H \delta \dot{\Phi}_+ + (c_+ H^2 + m_+^2 + \frac{k^2}{a^2}) \delta \Phi_+ + h^2(\Phi_+ \Phi_- - F_{a}^2) \delta \Phi^*_+ + h^2 \delta \Phi_+ |\Phi_0|^2
\]

\[
+ h^2(\Phi_+ \Phi_-) \delta \Phi^*_+ + h^2(\Phi_+ \Phi_-) \delta \Phi_+ + h^2 \Phi_0 \Phi_0^* + h^2 \Phi_0 \Phi_0 \delta \Phi_0^* = 0
\]

\[
\delta \ddot{\Phi}_- + 3H \delta \dot{\Phi}_- + (c_- H^2 + m_-^2 + \frac{k^2}{a^2}) \delta \Phi_- + h^2(\Phi_+ \Phi_- - F_{a}^2) \delta \Phi^*_- + h^2 \delta \Phi_- |\Phi_0|^2
\]

\[
+ h^2(\Phi_+ \Phi_-) \delta \Phi^*_- + h^2(\Phi_+ \Phi_-) \delta \Phi_+ + h^2 \Phi_0 \Phi_0^* + h^2 \Phi_0 \Phi_0 \delta \Phi_0^* = 0
\]

\[
\delta \ddot{\Phi}_0 + 3H \delta \dot{\Phi}_0 + (c_0 H^2 + m_0^2 + \frac{k^2}{a^2}) \delta \Phi_0 + h^2(|\Phi_+|^2 + |\Phi_-|^2) \delta \Phi_0
\]

\[
+ h^2(\Phi_+ \delta \Phi^*_+ + \delta \Phi_+ \Phi_0 + \delta \Phi_+ \Phi_0^* + \Phi_+ \delta \Phi_0^*) \Phi_0 = 0.
\]

Since we are interested in flat direction solutions to the background equations and since the \( \Phi_0 \) mass is extremely large for the large displacements of \( \Phi_+ \) that we are interested in, we restrict ourselves to the

\[
\Phi_0 = 0
\]

solution to the equations of motion. This simplifies the perturbation equations significantly. Furthermore, we can rephase the the background fields such that only real background functions need to be evolved because of the CP symmetry of the background equations. This means that if we set the initial condition such that

\[
\Phi_\pm = \Phi_\pm \exp(\mp i \theta_\pm(t))
\]

where \( \Phi_\pm \) is real, \( \Phi_\pm \) will remain real. Note that the opposite rephasing of \( \Phi_\pm \) initial conditions is consistent with the heavy mode \( b = 0 \) in the background equation (see Eq. (11)). The initial time
$t_i$ must be chosen such that the longest observable wave vector $k_{\text{min}}$ must be subhorizon at time $t_i$.

For quantization of the fluctuations, it is also convenient to decompose the perturbations into real scalar fields \{\(R_{\pm}, I_{\pm}\)\}:

\[
\delta \Phi_{\pm} = R_{\pm} + i I_{\pm} \tag{20}
\]

\[
\delta \Phi_0 = Z_r + i Z_i. \tag{21}
\]

The quantum mode equations\(^2\) therefore are

\[
\dot{R}_+ + 3H \dot{R}_+ + (c_+ H^2 + m_+^2 + \frac{k^2}{a^2})R_+ + h^2 (\Phi_+ \dot{\Phi}_- - F^2_a) R_- + h^2 [\cos (2 \theta_+(t_i)) R_+ - \sin (2 \theta_+(t_i)) I_-] \dot{\Phi}_+ \Phi_- + h^2 \Phi_+^2 R_- = 0 \tag{24}
\]

\[
\dot{I}_+ + 3H \dot{I}_+ + (c_+ H^2 + m_+^2 + \frac{k^2}{a^2})I_+ - h^2 (\Phi_+ \dot{\Phi}_- - F^2_a) I_- + h^2 [\cos (2 \theta_+(t_i)) I_+ + \sin (2 \theta_+(t_i)) R_-] \dot{\Phi}_+ \Phi_- + h^2 \Phi_+^2 I_- = 0 \tag{25}
\]

\[
\dot{R}_- + 3H \dot{R}_- + (c_- H^2 + m_-^2 + \frac{k^2}{a^2})R_- + h^2 (\Phi_+ \dot{\Phi}_- - F^2_a) R_+ + h^2 (\cos (2 \theta_+(t_i)) R_+ + \sin (2 \theta_+(t_i)) I_-) \dot{\Phi}_+ \Phi_- + h^2 \Phi_+^2 R_+ = 0 \tag{26}
\]

\[
\dot{I}_- + 3H \dot{I}_- + (c_- H^2 + m_-^2 + \frac{k^2}{a^2})I_- - h^2 (\Phi_+ \dot{\Phi}_- - F^2_a) I_+ + h^2 (\cos (2 \theta_+(t_i)) I_+ - \sin (2 \theta_+(t_i)) R_-) \dot{\Phi}_+ \Phi_- + h^2 \Phi_+^2 I_+ = 0 \tag{27}
\]

\[
\ddot{Z}_{r,i} + 3H \dot{Z}_{r,i} + (c_0 H^2 + m_0^2 + \frac{k^2}{a^2} + h^2 [\Phi_+^2 + \Phi_-^2]) Z_{r,i} = 0. \tag{28}
\]

Note that $Z_{r,i}$ modes are completely decoupled from the other modes.

For $\theta_+(t_i) \ll 1$, the axion correlator that we are interested in computing is

\[
\left< \frac{\delta a}{a} \frac{\delta a}{a} \right> = \langle I_- I_- \rangle \tilde{\Phi}_-^2 + \langle I_+ I_- \rangle \tilde{\Phi}_+^2 - [\langle I_+ I_- \rangle + \langle I_- I_- \rangle] \tilde{\Phi}_- \Phi_- - [\langle I_- R_- \rangle + \langle R_- I_- \rangle] \tilde{\Phi}_- \theta_+(t_i) - [\langle I_- R_+ \rangle + \langle R_+ I_- \rangle] \tilde{\Phi}_- \Phi_+ + [\langle I_+ R_- \rangle + \langle R_- I_+ \rangle] \tilde{\Phi}_+ \theta_+(t_i) + [\langle I_+ R_+ \rangle + \langle R_+ I_+ \rangle] \tilde{\Phi}_+ \Phi_+ \theta_+(t_i) \tag{29}
\]

\(^2\) For example, we can write

\[
\Re (\Phi_+(t, \vec{x})) = \bar{\Phi}_+(t) \cos (\theta_+(t_i)) + \int \frac{d^3 k}{(2\pi)^{3/2}} \left[ a_k^{(R+)} R_+ e^{ik \cdot \vec{x}} + a_k^{(R+)^*} R_+^* e^{-ik \cdot \vec{x}} \right] \tag{22}
\]

\[
\Im (\Phi_+(t, \vec{x})) = \bar{\Phi}_+(t) \sin (\theta_+(t_i)) + \int \frac{d^3 k}{(2\pi)^{3/2}} \left[ a_k^{(R+)} I_+ e^{ik \cdot \vec{x}} + a_k^{(R+)^*} I_+^* e^{-ik \cdot \vec{x}} \right] \tag{23}
\]

in a creation-annihilation operator expansion where \{\(R_+, I_+\)\} are mode functions satisfying mode equations.
where
\[ D \equiv (\Phi^2_+ + \Phi^2_-)^2 \theta^2_+(t_i), \] (30)
and here we follow the typical abuse of notation in which the quantum fields and their mode functions are denoted with the same symbols. This correlator is related to the primordial isocurvature spectrum through the equation
\[ \Delta^2_S(t, \vec{p}) = 4\omega_a^2 \frac{p^3}{(2\pi)^3} \left\langle \frac{\delta a(t, \vec{p})}{a} \frac{\delta a(t, \vec{q})}{a} \right\rangle \] (31)
where we use the ratio of a common formula for a QCD axion energy density to cold dark matter energy density (e.g. equation 14 of [29])
\[ \omega_a \equiv \frac{\Omega_a}{\Omega_{cdm}} \] (32)
and
\[ \omega_a = W_a \theta^2_+(t_i) \left( \frac{\sqrt{2} (\Phi^2_+(t_f) + \Phi^2_-(t_f))^{1/2}}{10^{12}\text{GeV}} \right)^{n_{PT}} \] (33)
where \( W_a \approx 1.5 \) and \( n_{PT} \approx 1.19 \) and \( t_f \) is the time just before the QCD phase transition.\(^3\) This formula differs from equation 203 of [28] by a factor of \( 2^{n_{PT}/2} \) because of a mistake in the way the axion decay constant was defined there. Here we are defining the effective decay constant as
\[ f_a = \sqrt{2} (\Phi^2_+(t_f) + \Phi^2_-(t_f))^{1/2}. \] (34)
Each of the correlators in Eq. (29) is computed using the procedure as specified in [29]. For example, the \( I_+ \) correlator is computed as
\[ \langle I_+ I_+ \rangle \rightarrow \langle I_+(t, \vec{p}) I_+(t, \vec{q}) \rangle = (2\pi)^3 \sum_{\alpha=1}^{6} I^{(\alpha)}_+(t, \vec{p}) I^{(\alpha)*}_+(t, \vec{q}) \delta^{(3)}(\vec{q} + \vec{p}) \] (35)
where the \( \alpha \)-labeled boundary conditions will be discussed shortly (around Eq. (36)). There we will explain how \( \alpha \in \{5, 6\} \) will not contribute since those modes do not mix. The goal of the rest of this section is to set up the numerical problem to compute \( \Delta^2_S(t, \vec{p}) / \omega_a^2 \) to about 20% accuracy after the end of inflation for a wide range of parameters which are \( \{c_+, c_-, F_a, H, \Phi_+(t_i), \theta(t_i), h\} \) where \( t_i \) is the initial time during inflation when the effective field theory describing this axion model is valid.\(^4\) Although the accuracy goal may naively seem poor, it is actually only modestly

\(^3\) The fields \( \Phi_{\pm} \) have settled down long before this.

\(^4\) Also, for the target level of accuracy, we can ignore slow-roll evolution of the expansion rate during inflation and set \( H \) to be a constant.
larger than the Planck bound since a 20% accuracy and an isocurvature fraction of about 10% implies a few percent accuracy in the total power spectrum. Note $m_\pm \ll H$ is assumed such that they are not relevant for this computation. Also, note that we do not need to compute $Z_{r,i}$ since they do not mix with $\{R_\pm, I_\pm\}$ and do not enter in Eq. (29). We will henceforth drop any discussion of $Z_{r,i}$.

### 3.1. Ideal initial conditions

As noted in [30], to stay consistent with the tree-level truncation of the in-in formalism, we should set one of $\psi \equiv (R_+, I_+, R_-, I_-)$ modes initially non-zero and every other mode initially zero. The non-zero boundary condition should be adiabatic (which is approximately equivalent to Bunch-Davies vacuum). For example, the boundary conditions at a time when $k \gg a(t_{\text{num}})H$ can be taken to be (for the numerical run $\alpha$)

\[
\psi^{(\alpha)}_I|_{t=t_{\text{num}}(k)} = (U^\dagger)_{I\alpha} \frac{N\alpha}{\sqrt{2}\lambda^{1/4}a^{3/2}(t_{\text{num}}(k))} \tag{36}
\]

\[
\frac{d}{dt}\psi^{(\alpha)}_I|_{t=t_{\text{num}}(k)} = -i(U^\dagger)_{I\alpha} \frac{N\alpha\lambda^{1/4}}{\sqrt{2}\lambda^{3/2}a^{3/2}(t_{\text{num}}(k))} \tag{37}
\]

where

\[
N\alpha = \frac{1}{\sqrt{2}} \tag{38}
\]

is a normalization factor that can come from non-canonical normalization of the kinetic term, $U$ is a mixing matrix that diagonalizes the dispersion squared matrix, and we are assuming that the mixing matrix time derivative is negligible at the time of the initial conditions. Note the minus sign on the “i” corresponds to defining the positive frequency modes. However, this procedure is numerically expensive and impractical since some of the eigenvalues start close to Planckian mass values and the oscillations need to be tracked until the time when the mass scales reach $10^{11}$ GeV.

### 3.2. Semi-numerical WKB approach and boundary conditions for full numerics

For long wavelength modes, $k/(aH) \gg 1$ corresponds to times when $\Phi_+(t) \sim O(M_p)$. This means that some of the long wavelength modes in $\psi = (R_+, I_+, R_-, I_-)$ have Planckian masses during this time and one might naively set boundary conditions for modes when the oscillation frequency is of order the Planck scale. Because Planck scale frequency oscillations are physically irrelevant for our observables, such modes can be integrated out. However, the masses eventually
change as a function of time such that these modes become relevant. For the numerical approach, we need a prescription to set the boundary conditions for the shorter wavelength modes whose oscillation frequency is always small consistently with the longer wavelength modes which start with Planckian oscillations and become non-Planckian. We construct below a consistent prescription that can be described as follows. For long wavelength heavy modes, we use analytic WKB solutions which are accurate. For lighter long wavelength modes, we take a semi-numerical modified WKB approach to solve the modes accurately in possible turning point regions. When the WKB and the modified WKB solutions begin to depart from being excellent approximations, all the masses are of order $F_a \ll M_p$ or smaller, and we can during this period safely compute all the modes numerically without the expense of computing irrelevant fast oscillations.

First, let us set up the math problem explicitly. As noted before, because $\delta \Phi_0$ oscillations do not contribute to the tree-level correlator we wish to compute, we can reduce the numerical problem to 4 real quantum fields containing 4 independent complex modes.\(^5\) For the numerical study which aims for an accuracy of about 20%, we set $H =$constant during inflation\(^6\) and define the $\psi$ vector to be

$$\psi \equiv (R_+, I_+, R_-, I_-)$$

(39)

to write the complex mode equations as

$$\psi'' + 3\psi' + M^2 \psi = 0$$

(40)

where

$$M^2 \equiv \begin{pmatrix} \frac{\mu^2}{H^2} I & \frac{\mu^2}{H^2} Q^{(+)} \\ \frac{\mu^2}{H^2} Q^{(-)} & \frac{\mu^2}{H^2} I \end{pmatrix}$$

(41)

$$Q^{(\pm)} = \left[ I + \begin{pmatrix} \cos 2\theta - 1 & \mp \sin 2\theta \\ \pm \sin 2\theta & \cos 2\theta - 1 \end{pmatrix} \right] + \frac{h^2}{\mu^2} (\Phi_+ \Phi_- - F_{a}^2) \sigma^{(3)}_{\alpha \beta}$$

(42)

$$\mu^2_\pm = h^2 \Phi^2_\pm + c_\pm H^2 + m^2_\pm + \frac{k^2}{a^2}$$

(43)

$$\sigma^{(3)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

(44)

\(^5\) The modes $Z_{R,i}$ do not mix with the rest of the modes in Eqs. (24) through (28).

\(^6\) Secular effects due to time evolving $H$ give a correction of order $10\epsilon$ during the $O(10)$ e-folds of inflationary phase that is observable.
where \( m_{\pm}^2 \) are small quantities irrelevant for leading approximation cosmology. We want to solve this problem following the mode from the subhorizon period until past the end of inflation. During this entire period of interest, there are subhorizon WKB approximate oscillations, horizon-crossing possibly involving turning points for light modes, and a nonadiabatic period when WKB approximation breaks down and one must solve the mode equations fully numerically. The utility of the modified WKB approach below will be that it will set up a numerical problem that smoothly connects the WKB and the turning point regions into a differential equation for a single complex function (not a vector of complex functions) without necessitating the definition of an arbitrary turning point for light modes.

To diagonalize the mass squared matrix, we rewrite it as follows:

\[
M^2 = M_0^2 + \lambda_{21} \Delta_{21} + \lambda_{22} \Delta_{22} + \lambda_{33} \Delta_3
\]  

where

\[
\Delta_{21} = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}
\]

\[
\lambda_{21} \equiv \frac{h^2(\cos 2\theta - 1) \Phi_+ \Phi_-}{H^2}
\]

\[
\Delta_{22} = \begin{pmatrix} 0 & -i \sigma^{(2)}_{\alpha\beta} \\ i \sigma^{(2)}_{\alpha\beta} & 0 \end{pmatrix}
\]

\[
\lambda_{22} \equiv \frac{h^2 \Phi_+ \Phi_- \sin 2\theta}{H^2}
\]

\[
\Delta_3 = \begin{pmatrix} 0 & \sigma^{(3)}_{\alpha\beta} \\ \sigma^{(3)}_{\alpha\beta} & 0 \end{pmatrix}
\]

\[
\lambda_{33} \equiv \frac{h^2}{H^2} (\Phi_+ \Phi_- - F_a^2)
\]

\[
\sigma^{(2)} = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}
\]

The first eigenvalue is

\[
E_1^2 = \frac{W_D^2 - \sqrt{4F_2^4 + W^4 - 4\lambda_{33}^2 H^4 \left(\frac{2F_2^2}{\lambda_{33} H^2} - 1\right)}}{2H^2}
\]

and the corresponding eigenvector is

\[
|E_1^2\rangle = \mathcal{N}_1 (a_1, b_1, c_1, 1) \quad \mathcal{N}_1 \equiv (a_1^2 + b_1^2 + c_1^2 + 1)^{-1/2}
\]
\[ a_1 = \frac{(F_2^2 - \tilde{F}_a^2 h^2)}{2\lambda_{22} H^2} \left( \sqrt{4 + \frac{W^4}{(F_2^2 - \lambda_{33} H^2)^2} + \frac{W_-^2}{F_2^2 - \lambda_{33} H^2}} \right) \] (55)

\[ \approx \frac{\lambda_{22} H^2}{2h^2 F_a^2} \left( \sqrt{1 + \frac{W^4}{4 (F_2^2 - \lambda_{33} H^2)^2} + \frac{W_-^2}{2 F_2^2 - \lambda_{33} H^2}} \right) \] (56)

\[ b_1 = -\left[ 1 + \frac{W^4}{4 (F_2^2 - \lambda_{33} H^2)^2} - \frac{W_-^2}{2 F_2^2 - \lambda_{33} H^2} \right] \] (57)

\[ c_1 = \frac{F_2^2 - \tilde{F}_a^2 h^2}{\lambda_{22} H^2} \] (58)

\[ \approx \frac{\lambda_{22} H^2}{2h^2 F_a^2} \] (59)

\[ F_2^4 \equiv h^4 \tilde{F}_a^2 + \lambda_{22} H^4 \] (60)

\[ W_D^2 \equiv h^2 [\Phi_+^2 + \Phi_-^2] + (c_+ + c_-) H^2 + 2 \frac{k^2}{a^2} \] (61)

\[ W_-^2 \equiv h^2 (\Phi_+^2 - \Phi_-^2) + (c_- - c_+) H^2 \] (62)

\[ \tilde{F}_a^2 \equiv F_a^2 + \frac{\lambda_{21} H^2}{h^2} \] (63)

where we will generally denote unit normalization factors as \( \mathcal{N}_i \) for the \( i \)th eigenvector and we assumed

\[ F_2^2 - \lambda_{33} H^2 > 0. \] (64)

The next eigenvalue and eigenvector can be written similarly:

\[ E_2^2 = \frac{W_D^2 + \sqrt{4 F_2^4 + W^4 - 4 \lambda_{33}^2 H^4 \left( \frac{2 F_2^2}{\lambda_{33} H^2} - 1 \right)}}{2 H^2} \] (65)

\[ |E_2^2\rangle = \mathcal{N}_2(a_2, b_2, c_2, 1) \] (66)

\[ a_2 = \frac{(F_2^2 - \tilde{F}_a^2 h^2)}{2\lambda_{22} H^2} \left( \sqrt{4 + \frac{W^4}{(F_2^2 - \lambda_{33} H^2)^2} + \frac{W_-^2}{F_2^2 - \lambda_{33} H^2}} \right) \] (67)

\[ \approx \frac{\lambda_{22} H^2}{4h^2 F_a^2} \left( -\sqrt{4 + \frac{W^4}{(F_2^2 - \lambda_{33} H^2)^2} + \frac{W_-^2}{F_2^2 - \lambda_{33} H^2}} \right) \] (68)

\[ b_2 = \left[ 1 + \frac{W^4}{4 (F_2^2 - \lambda_{33} H^2)^2} - \frac{W_-^2}{2 F_2^2 - \lambda_{33} H^2} \right] \] (69)
The next eigenvector is interesting because one of the coefficients have a large correction with
respect to the eigenvector that is obtained with $\lambda_{22} = 0$:

$$E_3^2 = \frac{W_D^2 - \sqrt{4F_2^4 + W_2^4 + 4\lambda_{33}^2H_4^2 \left( \frac{2F_2^2}{\lambda_{33}H_2^2} + 1 \right)}}{2H^2}$$  \hspace{1cm} (71)

$$|E_3^2\rangle = N_3(a_3, b_3, c_3, \lambda_{22})$$  \hspace{1cm} (72)

$$a_3 = \frac{(F_2^2 + \tilde{F}_a^2h^2)}{2H^2} \left( \sqrt{4 + \frac{W_-^4}{(F_2^2 + \lambda_{33}H_2^2)^2}} + \frac{W_-^2}{F_2^2 + \lambda_{33}H_2^2} \right)$$  \hspace{1cm} (73)

$$b_3 = \lambda_{22} \left[ 1 + \frac{W_-^4}{4(F_2^2 + \lambda_{33}H_2^2)^2} + \frac{W_-^2}{2(F_2^2 + \lambda_{33}H_2^2)} \right]$$  \hspace{1cm} (74)

$$c_3 = -\frac{F_2^2 + \tilde{F}_a^2h^2}{H^2}.$$  \hspace{1cm} (75)

The large $\lambda_{22}$ effect can be attributed to the fact that although $\lambda_{33}$ is the perturbation that breaks the
degeneracy, the eigenvectors with $\lambda_{22}$ turned off already diagonalizes the perturbation matrix. On
the other hand, when both $\lambda_{22}$ and $\lambda_{33}$ turn on, there is an off-diagonal matrix element of the $\lambda_{33}$
perturbation in the original basis. This leads to a large degenerate perturbation theory correction.

For example, $b_3$ is a $\lambda_{22}\lambda_{33}/\lambda_{33}$ effect. The $\lambda_{33}/\lambda_{33}$ is typical of degenerate perturbation theory
effect, but $\lambda_{22}$ multiplying it shows that this is actually a second order effect in the perturbation.

The fourth eigenvector system is characterized by

$$E_4^2 = \frac{W_D^2 + \sqrt{4F_2^4 + W_4^4 + 4\lambda_{33}^2H_4^2 \left( \frac{2F_2^2}{\lambda_{33}H_2^2} + 1 \right)}}{2H^2}$$  \hspace{1cm} (76)

$$|E_4^2\rangle = N_4(a_4, b_4, c_4, \lambda_{22})$$  \hspace{1cm} (77)

$$a_4 = \frac{(F_2^2 + \tilde{F}_a^2h^2)}{2H^2} \left( \sqrt{-4 + \frac{W_-^4}{(F_2^2 + \lambda_{33}H_2^2)^2}} + \frac{W_-^2}{F_2^2 + \lambda_{33}H_2^2} \right)$$  \hspace{1cm} (78)

$$b_4 = \lambda_{22} \left[ -1 + \frac{W_-^4}{4(F_2^2 + \lambda_{33}H_2^2)^2} + \frac{W_-^2}{2(F_2^2 + \lambda_{33}H_2^2)} \right]$$  \hspace{1cm} (79)

$$c_4 = c_3.$$  \hspace{1cm} (80)
We can obtain some intuition about this eigensystem if we set \( \lambda_{21} = \lambda_{22} = \lambda_{33} = 0 \) and keep the leading eigenvectors and their oscillation frequencies in the limit of no \( \theta \) induced mixing (i.e. \( \theta F_a^2 / H^2 \to 0 \) and \( H^2 / F_a^2 \to 0 \)) and \( \{ F_a^2 / \Phi_+^2 \to 0, \ h^2 \Phi_+^2 / H^2 \to 0 \}\):

\[
|E_1^2 \to k^2 / (aH)^2 \rangle \to (0,1,0,0) \tag{81}
\]

\[
|E_2^2 \to h^2 \Phi_+^2 / H^2 \rangle \to (0,0,0,1) \tag{82}
\]

\[
|E_3^2 \to k^2 / (aH)^2 \rangle \to (1,0,0,0) \tag{83}
\]

\[
|E_4^2 \to h^2 \Phi_+^2 / H^2 \rangle \to (0,0,1,0) \tag{84}
\]

where we have chosen the normalization factors \( N_j \) such that the largest component of the eigenvector is positive. The ideal initial conditions discussed abstractly in Eqs. (36) and (37) are

\[
\psi^{(j)}(\eta_i)2\sqrt{E_j(\eta_i)H(\eta_i)a^{3/2}(\eta_i)} = |E_j^2(\eta_i)\rangle 2\sqrt{E_j(\eta_i)H(\eta_i)a^{3/2}(\eta_i)} \approx N_j \left( \begin{array}{c} a_j \\ b_j \\ c_j \\ d_j \end{array} \right) \tag{85}
\]

\[
\partial_\eta \psi^{(j)}(\eta_i)2\sqrt{E_j(\eta_i)H(\eta_i)a^{3/2}(\eta_i)} = -iE_j(\eta_i)|E_j^2(\eta_i)\rangle 2\sqrt{E_j(\eta_i)H(\eta_i)a^{3/2}(\eta_i)} \approx -iE_j(\eta_i)N_j \left( \begin{array}{c} a_j \\ b_j \\ c_j \\ d_j \end{array} \right) \tag{86}
\]

where

\[
d_j = \begin{cases} 1 & j \in \{1,2\} \\ \lambda_{22} & j \in \{3,4\} \end{cases} \tag{88}
\]

Note the factor of \( 1/\sqrt{2} \) in Eq. (38) has been taken into account.

To find the WKB solution, it is convenient to eliminate the damping term in the equation of motion. Define the conformal time \( \tau \) as

\[
d\tau a(\tau) \equiv dt = d\eta / H. \tag{89}
\]
In conformal time, the mode equation becomes

$$\partial_\tau^2 \Psi^{(j)} + W^2 \Psi^{(j)} = 0 \quad (90)$$

where

$$W^2 \equiv M^2(\tau)H^2a^2 - \frac{\partial^2 a}{a}I \quad (91)$$

and

$$\Psi^{(j)} \equiv a\psi^{(j)} \quad (92)$$

Because $M^2$ contains $[k^2/(aH)^2]I$, the eigenvectors of $W^2$ are the same as those of $M^2$ with the replacement

$$k^2 \rightarrow \bar{k}^2 \equiv k^2 - \frac{\partial^2 a}{a} = k^2 - (a^2(t) + a(t)\ddot{a}(t)) \quad (93)$$

and the eigenvalues of $W^2$ are

$$\omega_j^2(\tau) \equiv (Ha)^2E_j^2(\tau) \quad \text{with the replacement } k^2 \rightarrow k^2 - 2a^2H^2 \text{ in } W_D. \quad (94)$$

The leading adiabatic order WKB solution is then

$$\Psi^{(j)(0)}(\tau) = \frac{1}{2} \frac{\gamma^{(j)}(\tau)}{\sqrt{\omega_j(\tau)}} \exp \left[-i \int_{\tau_i}^\tau d\tau'' \omega_j(\tau'')\right] \quad (95)$$

where

$$\gamma^{(j)}(\tau) = \mathcal{N}_j(\tau) \begin{pmatrix} a_j(\tau) \\ b_j(\tau) \\ c_j(\tau) \\ d_j(\tau) \end{pmatrix} \quad (96)$$

and the normalization is consistent with Eqs. (85) and (87). The solutions $\Psi^{(j)(0)}$ will no longer be a good approximation when

$$\left[ \frac{1}{2} \frac{\partial^2 \omega_j}{\omega_j^3} - \frac{3}{4} \left( \frac{\partial \omega_j}{\omega_j^2} \right)^2 \right] \gamma^{(j)} - \frac{\partial^2 \gamma^{(j)}}{\omega_j^2} + \frac{\partial \omega_j}{\omega_j} \partial_\tau \gamma^{(j)} + \frac{2i}{\omega_j} \partial_\tau \gamma^{(j)} \gg \gamma^{(j)} \quad (97)$$

for the nonzero elements of $\gamma^{(j)}$. Note that when $\Phi_+(t)/F_a \gg 1$, the WKB solution Eq. (95) will be a good approximation for heavy modes (i.e. modes $E_j(k = 0) \gg 1$).

For small $\omega_j$ functions (i.e. $j = 1, 3$), breakdown of $\Psi^{(j)(0)}$ approximation can occur due to terms such as $(\partial \omega_j/\omega_j^2)^2$ in Eq. (97) before the nonadiabaticity associated with $\partial^2 \gamma^{(j)}$ (i.e.
turning points of the usual 1-dimensional WKB approximation). To separate these distinct nonadiabatic behaviors, we define a semi-numerical mode function $\Psi_{\text{trial}}^{(j)}(\tau) \equiv \mathcal{Y}^{(j)}(\tau)f^{(j)}(\tau)$ where $f^{(j)}(\tau)$ satisfies the scalar mode equation

$$\partial_\tau^2 f^{(j)} + \omega_j^2(\tau)f^{(j)} = 0$$

with adiabatic boundary conditions:

$$f^{(j)}(\tau_i) = \frac{1}{2\sqrt{\omega_j(\tau_i)}} \quad \partial_\tau f^{(j)}(\tau_i) = -\frac{i}{2} \sqrt{\omega_j(\tau_i)}.$$  \hspace{1cm} (99)

(In practice, we solve this equation also in the variable $\eta \equiv Ht$ instead of in the conformal time $\tau$.) Note that $\Psi_{\text{trial}}^{(j)}(\tau)$ satisfies the mode equations whenever $\partial_\tau^2 \mathcal{Y}^{(j)}(\tau)$ and $\partial_\tau \mathcal{Y}^{(j)}(\tau)$ vanishes.

Hence, we can define a measure of how well $\Psi_{\text{trial}}^{(j)}(\tau)$ satisfies the mode equation as

$$E_{\text{na}}^{\text{eff}}(\tau) \equiv \left| \frac{[\partial_\tau^2 + W^2(\tau)]\Psi_{\text{trial}}^{(j)}}{f^{(j)}(\tau_i)\omega_{\text{eff}}^2} \right|$$

where $\omega_{\text{eff}}^2$ should be of order $\omega_j^2$ to measure the validity of the approximation. Since the dominant contribution to $E_{\text{na}}^{\text{eff}}(\tau)$ should come from the lightest $\omega_j$ which has effective mass terms of order $(c+2)a^2H^2$ and since we will be concerned with the $j$ that maximizes $E_{\text{na}}^{\text{eff}}(\tau)$, we choose a positive definite quantity

$$\omega_{\text{eff}}^2 \equiv \sqrt{k^4 + (c+2)^2(a^2H^2)^2}$$

independently of $j$. For a computation accurate to about 5%, we can define the time $\eta_{NA}$ (in the variable $\eta = Ht$) satisfying

$$\max_j E_{\text{na}}^{\text{eff}}(\tau(\eta_{NA})) = O(0.05)$$

after which one can no longer use $\Psi_{\text{trial}}^{(j)}(\tau)$ for all $j$ as an approximation. For $\eta > \eta_{NA}$, we numerically solve Eq. (40) with the boundary conditions

$$\psi(\eta_{NA}) = \mathcal{Y}^{(j)}(\eta_{NA}) \left[ \frac{f^{(j)}(\tau(\eta_{NA}))}{a(\tau(\eta_{NA}))} \right]$$

$$\psi'(\eta_{NA}) = \partial_\eta \left[ \mathcal{Y}^{(j)}(\tau(\eta)) \left[ \frac{f^{(j)}(\tau(\eta))}{a(\tau(\eta))} \right] \right]_{\eta = \eta_{NA}}.$$
4. NUMERICAL CALCULATIONS

4.1. Homogeneous solution

Since the evolution of the background fields $\Phi_{\pm}$ is described by coupled non-linear equations of motion in which $\Phi_+$ and $\Phi_-$ initially differ by $2\log_{10}(M_{Pl}/F_a) \approx 15$ orders of magnitude, we integrate the system numerically using the Class Library for Numbers (CLN) arbitrary-precision arithmetic package [31]. This is done using our own implementation of a 4th-order Runge-Kutta-Fehlberg ordinary differential equation solver with adaptive step size control, using 50 digits of precision and a numerical tolerance of $10^{-20}$.

Figure 1 shows our results for a particular model. Clearly evident are three different regimes of field evolution: early inflation, late inflation, and post-inflation. During the early inflationary period, $\Phi_+\Phi_- \approx F_a^2$ to excellent precision as $\Phi_+$ rolls down its potential. In the approximation of neglecting inflationary slow-roll parameters, $\Phi_+'' + 3\Phi_+' + c_+\Phi_+ = 0$, implying $\Phi_+(\eta) = \Phi_+(\eta_i)\exp(-\gamma\eta)$ for constant $\gamma$. Then $\Phi_+\Phi_- \approx F_a^2$ implies $\Phi_- \propto \exp(\gamma\eta)$. We may
Figure 2: The transition from rolling to constant fields is not always monotonic. $\Phi_+$ (thick lines) and $\Phi_-$ (thin lines) overshoot their final values of Eq. (108) for sufficiently large $c_+$. 

approximate $\Phi_-$ early during inflation by applying this ansatz to the $\Phi_-$ equation of motion, leading to the early-inflation approximations

$$
\gamma = \frac{3}{2} \left( 1 - \sqrt{1 - \frac{4}{9} c_+} \right)
$$

(105)

$$
\Phi_+(\eta) = \Phi_+(\eta_i) \exp(-\gamma \eta)
$$

(106)

$$
\Phi_-(\eta) = \frac{F_a^2 \Phi_+}{\Phi_+^2 + (\gamma^2 + 3 \gamma + c_-) H^2 / h^2}.
$$

(107)

Once $\Phi_\pm \sim F_a$, the field values stabilize at the following potential minima:

$$
\Phi_\pm \over F_a = \left( \frac{c_\pm}{c_{\mp}} \right)^{1/4} \sqrt{1 - \frac{\sqrt{c_+ c_-} H^2}{h^2 F_a^2}}.
$$

(108)

In the small-$H/F_a$ approximation, the time and wavenumber associated with the transition from early to late inflation can be found by setting the early-inflation $\Phi_+$ approximation equal to $F_a(c_-/c_+)^{1/4}$:

$$
\eta_* = \frac{1}{\gamma} \log \left[ \frac{\Phi_+(\eta_i)}{F_a} \left( \frac{c_+}{c_-} \right)^{1/4} \right]
$$

(109)

$$
\frac{k_*}{H} = \exp(\eta_*) = \left( \frac{\Phi_+(\eta_i)}{F_a} \right)^{\frac{1}{\gamma}} \left( \frac{c_+}{c_-} \right)^{\frac{1}{4\gamma}}
$$

(110)

where we have set $a(\eta = 0) = 1$. All $k/H$ in this section can be interpreted as $k/[Ha(\eta = 0)]$.

The transition between the two regimes is not always monotonic. Figure 2 shows that for large $c_+$, $\Phi_\pm$ overshoot their final values. We will see that an accurate computation of this overshoot is necessary for calculating the final power spectrum.
Figure 3: Power spectra $\Delta S^2(k) / \omega_a^2$ for $c_+ = 1.5$ and $H = 6 \times 10^9$ GeV (left) as well as $c_+ = 2.235$ and $H = 9 \times 10^9$ GeV (right), corresponding to spectral indices of $n_I = 2.27$ and $n_I = 3.76$, respectively (shown as dotted lines). The other parameters, $h = 1$, $\theta_+(t_i) = 0.04$, $c_- = 0.9$, and $F_a = 7.9 \times 10^{10}$ GeV are the same for both models. (See Fig. 1 for an explanation of $H_{in}$.) These power spectra are evaluated at $H_{in}t = 100$, long after the end of inflation.

4.2. Inhomogeneous solution

Given the homogeneous solution for each parameter set, we integrate the equations for linearized perturbations in $\Phi_\pm$ to find the power spectrum. The set of equations and the procedure used is described in Sec. 3. The initial condition described in Eqs. (85) and (87) for each $k$ mode is set at time $\eta_{i\text{num}}(k)$ when

$$R \equiv \frac{k}{a(\eta_{i\text{num}}(k))H} = 10.$$  \hspace{1cm} (111)

Our results are shown in Figure 3 for a model with a soft blue spectrum $n_I = 2.27$ and one with a hard blue spectrum $n_I = 3.76$. First, note that the sum of all four modes is dominated by the $j = 1$ mode, which at early times is dominated by $I_+$, and at late times is a mixture of $I_-$ and $I_+$. Since we are interested in approximating the power spectrum at the $\approx 10\%$ level, we can neglect all but the $j = 1$ mode henceforth.

Secondly, the hard blue power spectrum has a peak corresponding to the transition from blue to flat. Evidently, $\Delta S^2(k) / \omega_a^2$ overshoots its large-$k$ value and then falls back down, with a width of around an e-fold. This peak is a distinct feature that can facilitate the detection or exclusion of such models.

In order to investigate the dependence of this power spectrum peak on the transition from rolling
Figure 4: Peaks of $\Delta^2(k)/\omega_a^2$, calculated using the numerical solutions of Sec. 4.1 (thick lines) as well as a smoothed homogeneous solution interpolating Eqs. (106), (107), and (108) (thin lines). (See Fig. 1 for an explanation of $H_{\text{in}}$.) These plots are evaluated at $H_{\text{in}t} = 100$, long after the end of inflation.

to constant homogeneous fields $\Phi_{\pm}$, we constructed a smoothed approximation to the numerically-computed homogeneous fields of Sec. 4.1. We approximated $\tilde{\Phi}_+$ by adding Eqs. (106) and (108) in quadrature, and $\tilde{\Phi}_-$ by replacing $\gamma$ by $-d\log(\tilde{\Phi}_+)/d\eta$ in Eq. (107). Figure 4 compares the power spectra resulting from the numerically-computed fields to their smoothed counterparts. Evidently the smoothing enhances the amplitude of the power spectrum feature by a factor of about two, even though the overshoot feature seen in Fig. 2 is only a $5\% - 10\%$ effect. Thus the accurate numerical computations of the homogeneous background fields in the nonadiabatic region are necessary even for $\approx 10\%$ accuracy in the final power spectrum.

Figure 5 shows that factor-of-two changes in $h$ result in only small changes to the power spectrum. Decreasing or increasing $h$ has the effect of shifting the power spectrum peak slightly to the left or the right, respectively. Since we have no compelling reason for choosing $h$ an order of magnitude away from unity, and we are interested in a power spectrum calculation at the $\approx 10\%$ level, we do not study $h$ further.

Finally, we investigate the evolution of the perturbations through the end of inflation. Figure 6 shows that they increase in magnitude by $\approx H^2/F_a^2 \approx 1\%$ after the end of inflation, and undergo damped oscillations at the $\approx 0.1\%$ level, similar to the homogeneous fields $\Phi_{\pm}$ in Fig. 1. Thus the perturbations evolve adiabatically through the end of inflation, without any significant suppression or amplification due to oscillations in $\Phi_{\pm}$. 
Figure 5: Fractional change in the power spectrum due to the variation of \( h \) from 1. The remaining parameters are identical to those used in Figure 3 (bottom). (See Fig. 1 for an explanation of \( H_{in} \)). These plots are evaluated at \( H_{in}t = 100 \), long after the end of inflation.

Figure 6: Field perturbations for a single mode after the end of inflation, \( \eta = 55 \), for the \( c_+ = 2.235 \) model shown in Fig. 1. (See Fig. 1 for an explanation of \( H_{in} \)).

4.3. Fitting function

As we saw in the previous subsection, the power spectrum is sensitively dependent on the details of the homogeneous field evolution, which is computationally expensive to determine. Furthermore, we would like to constrain blue-tilted isocurvature models such as this one using large-scale structure data. A power spectrum needing several parameters to describe its broad features and several more for the peak feature would be poorly constrained by the data.

In this section we construct a fitting function describing the power spectrum in terms of 3
independent parameters: the blue tilt \( n_I = 2\gamma + 1 \), determined by \( c_+ \); the transition scale \( k_*/H \), given in Eq. (110); and the overall amplitude, as we explain further below. We fit the other features of the power spectrum, including the amplitude and the width of the peak associated with the blue-to-flat transition, in terms of these three. The scaling of our parameters with \( c_- \) is also given. Since varying \( h \) by a factor of two is found to result in \(<10\%\) changes to the power spectrum, we fix \( h = 1 \) henceforth.

As a starting point, we choose a broken power law model characterized by a high-\( k \) amplitude \( A \), a blue-to-flat ratio \( \rho \), and a dimensionless width parameter \( w \), as

\[
A \left[ 1 + \left( \rho (k/k_*)^{2\gamma} \right)^{-1/w} \right]^{-w}.
\]

Here \( w \) is of the order of the number of e-folds over which the transition from blue to flat takes place. Judging from Fig. 3, \( w \) is of order unity, and is larger for bluer tilts. In order to fit the power spectrum peak, we choose a Lorentzian function characterized by an amplitude \( \alpha \), a center \( \mu \), and a width \( \sigma \), as well as a skew parameter \( \lambda \) characterizing the asymmetry of the peak. Our fitting function, valid in the \( \theta_+ (t_i) \ll 1 \) and \( H/F_\lambda \ll 1 \) limits, takes the form

\[
\Delta^2_{\text{fit}} (k) = \frac{\mathcal{R}^3 H^2 \sqrt{c_- / c_+}}{4\pi^2 F_\lambda^3 \theta_+ (t_i)^2 \sqrt{\mathcal{R}^2 + c_+ - 2}} \left| T_L \right|^2
\]  

(112)

\[
\left| T_L \right|^2 = A \left[ 1 + \alpha L \left( \frac{\ln(k/k_*) - \mu}{\sigma} \right) S \left( \frac{\ln(k/k_*) - \mu}{\sigma} \right) \frac{1}{1 + \rho (k/k_*)^{2\gamma} - 1/w} \right]^w
\]  

(113)

\[
L(x) = 1 / (1 + x^2)
\]  

(114)

\[
S(x) = 1 + \tanh(x).
\]  

(115)

The seven parameters in \( \left| T_L \right|^2 \) are determined by minimizing the mean-squared difference between \( \Delta^2_{\text{fit}} (k) \) and numerical computations over 100 logarithmically-spaced bins in the range \( 10^{-3} k_* \leq k \leq 10^3 k_* \). Table I shows our results for a range of \( c_+ \) values from 1.5 to 2.249, corresponding to 2.27 \( \leq m_I \leq 3.94 \). Note that \( m_I \gtrsim 2.4 \) is phenomenologically significant because such blue isocurvature spectral indices require a time dependent mass transition [15] for the isocurvature field degree of freedom just as in the particular axion model being studied here. Table I can be used for computing the isocurvature spectrum for a continuous family of model parameters by interpolating the seven parameters \( A, \rho, w, \alpha, \mu, \sigma, \) and \( \lambda \) from the table, finding \( \left| T_L \right|^2 \) using Eqs. (113), (114), and (115), and then substituting this into Eq. (112).

Finally, we test our fitting function for three models randomly chosen to have small (1.5 < \( c_+ < 1.7 \)), medium (1.9 < \( c_+ < 2.1 \)), and large (2.235 < \( c_+ < 2.245 \)) values of \( c_+ \). The other parameter have been chosen using uniform random distributions with 0.5 < \( c_- < 1 \), 0.01 < \( \theta_+ (t_i) < 0.1 \),
| $c_+$ | $\tilde{A}$ | $\tilde{\rho}$ | $w$ | $\alpha$ | $\mu$ | $\sigma$ | $\lambda$ |
|---|---|---|---|---|---|---|---|
| 1.500 | 0.9036 | 1.123 | 0.3558 | 0.1333 | 0.4554 | 0.2894 | 0.01114 |
| 1.600 | 0.9015 | 1.145 | 0.3799 | 0.1743 | 0.3805 | 0.3393 | 0.01116 |
| 1.700 | 0.8989 | 1.168 | 0.4261 | 0.2261 | 0.3131 | 0.3779 | 0.008246 |
| 1.800 | 0.896 | 1.188 | 0.4986 | 0.2942 | 0.2518 | 0.4052 | 0.004133 |
| 1.900 | 0.8924 | 1.204 | 0.6192 | 0.3918 | 0.192 | 0.4268 | -0.003754 |
| 1.950 | 0.8904 | 1.208 | 0.7109 | 0.4614 | 0.1606 | 0.4398 | -0.01367 |
| 2.000 | 0.8885 | 1.208 | 0.8426 | 0.5595 | 0.1264 | 0.4601 | -0.03494 |
| 2.025 | 0.8876 | 1.205 | 0.9328 | 0.628 | 0.1078 | 0.4756 | -0.05327 |
| 2.050 | 0.8873 | 1.198 | 1.054 | 0.723 | 0.08889 | 0.4994 | -0.08532 |
| 2.075 | 0.8891 | 1.182 | 1.252 | 0.8889 | 0.07784 | 0.5481 | -0.1664 |
| 2.100 | 0.8926 | 1.158 | 1.574 | 1.212 | 0.06334 | 0.6359 | -0.2712 |
| 2.125 | 0.8968 | 1.125 | 1.965 | 1.714 | 0.02296 | 0.7236 | -0.306 |
| 2.150 | 0.9019 | 1.086 | 2.338 | 2.304 | -0.01774 | 0.777 | -0.2793 |
| 2.175 | 0.9077 | 1.036 | 2.715 | 2.985 | -0.05606 | 0.8078 | -0.2734 |
| 2.200 | 0.9148 | 0.9593 | 3.173 | 3.934 | -0.1002 | 0.8302 | -0.2392 |
| 2.210 | 0.9185 | 0.9129 | 3.401 | 4.46 | -0.1208 | 0.838 | -0.2228 |
| 2.220 | 0.9229 | 0.8481 | 3.672 | 5.129 | -0.1435 | 0.8452 | -0.2049 |
| 2.230 | 0.9284 | 0.7483 | 4.017 | 6.063 | -0.1699 | 0.8528 | -0.1845 |
| 2.235 | 0.932 | 0.6735 | 4.236 | 6.699 | -0.1852 | 0.8565 | -0.173 |
| 2.240 | 0.9365 | 0.567 | 4.509 | 7.553 | -0.2028 | 0.8604 | -0.1599 |
| 2.245 | 0.9429 | 0.3962 | 4.895 | 8.877 | -0.2254 | 0.8651 | -0.1438 |
| 2.249 | 0.9525 | 0.1323 | 5.481 | 11.2 | -0.2556 | 0.8709 | -0.1237 |

Table I: Best-fitting parameters for the fitting function of Eqs. (112), (113), (114), and (115), with $A$ and $\rho$ expressed in terms of the rescaled amplitudes $\tilde{A} = A R^3 (1 + c_-/c_+)/\sqrt{R^2 + c_-^2 - 2}$ and $\tilde{\rho} = 2\pi\rho/[2^{2\nu}\Gamma(v)^2 (1 + c_+/c_-)]$ with $v = \sqrt{9/4 - c_+}$.

$10 < \log_{10} F_a [\text{GeV}] < 12$, $0.01 < H/F_a < 0.1$, and $0.1 < \Phi_+ (\eta_i)/M_{Pl} < 1$. The models chosen are listed in Table II. Figure 7 shows the numerically computed power spectra along with our fitting functions. In each case, the power spectra have been divided by a “no-wiggle” power spectrum defined by setting $\alpha = 0$ in the corresponding fitting function. The figure shows that the fitting
Table II: Models with randomly-chosen parameters, used for testing the fitting function of Eqs. (112), (113), (114), and (115). In all cases, $h = 1$ is fixed. The dark matter fractions $\omega_a$ corresponding to these parametric choices are $0.027$ (small-$c_+$), $5 \times 10^{-5}$ (medium-$c_+$), and $10^{-5}$ (high-$c_+$).

| Model: $c_+$ | Small-$c_+$ | Medium-$c_+$ | High-$c_+$ |
|--------------|-------------|--------------|------------|
| $c_+$        | 0.1596      | 1.942        | 2.236      |
| $c_-$        | 0.597       | 0.855        | 0.548      |
| $\theta_+(t_i)$ | 0.0877    | 0.0272       | 0.0209     |
| $F_a$ [GeV]  | $9.30 \times 10^{11}$ | $3.44 \times 10^{10}$ | $1.46 \times 10^{10}$ |
| $H$ [GeV]    | $6.57 \times 10^{10}$ | $2.76 \times 10^{9}$ | $7.23 \times 10^{8}$ |
| $\tilde{\Phi}_+(\eta_i)/M_{Pl}$ | 0.226 | 0.452 | 0.117 |

Figure 7: Tests of our fitting function for randomly-chosen model parameters, as given in Table II. For clarity, power spectra have been divided by “no-wiggle” spectra $\Delta^2_{nw}$ found by setting $\alpha = 0$ in the fitting function. (Top-left) Small-$c_+$. (Top-right) Medium-$c_+$. (Bottom) High-$c_+$. 
function of Eqs. (112), (113), (114), and (115) is accurate at the 10% – 20% level for a wide range of models.

Instead of dealing with the axion model parameters directly, it may be a bit clearer for phenomenology to explicitly choose 3 parameters for the fits. Note that our fitting function Eq. (112) is of the form

\[ F_{\text{fitgen}}^2(k, k_*, n_I, \mathcal{D}_1, \mathcal{D}_2) = \mathcal{D}_1 \frac{1 + \alpha(n_I) L \left( \frac{1}{\sigma(n_I)} \ln \left( e^{-\mu(n_I) \frac{k}{k_*}} \right) \right) S \left( \frac{\lambda(n_I)}{\sigma(n_I)} \ln \left( e^{-\mu(n_I) \frac{k}{k_*}} \right) \right)}{1 + \left( \mathcal{D}_2 \left( \frac{k}{k_*} \right)^{n_I - 1} \right)^{1/w}} \]  

(116)

where one can make parameters such as \( \alpha \) functions of a generic spectral index parameter \( n_I \) through the Table II using the map

\[ c_+(n_I) = \frac{1}{4} (n_I - 1)(7 - n_I). \]  

(117)

This is naively a function of 4 parameters: \( \mathcal{D}_{1,2}, k_*, \) and \( n_I \). However, within the limited range of \( c_- \) considered here, \( \mathcal{D}_2 \) is independent of \( c_- \) at the level of accuracy we were aiming for. This means \( \mathcal{D}_2 \) can be extracted from \( \tilde{\rho} \) in Table II after fixing \( c_- = 0.9 \) used in making the table: i.e.

\[ \mathcal{D}_2 = \rho(n_I) = \tilde{\rho}(n_I) 2^{\sqrt{\frac{9}{4} - c_+(n_I)}} \frac{\Gamma^2 \left( \sqrt{\frac{9}{4} - c_+(n_I)} \right)}{2\pi} \left( 1 + \frac{c_+(n_I)}{0.9} \right). \]  

(118)

Hence in hunting for this lamp post model signatures in future data, we advocate using

\[ \Delta_S^2(k; k_*, n_I, \mathcal{D}_2) = F_{\text{fitgen}}^2 \left( \frac{k}{k_*}, n_I, \mathcal{D}_1, \rho(n_I) \right) \]  

(119)

which is explicitly a function of 3 parameters \( k_*, n_I, \) and \( \mathcal{D}_1 \). It is interesting that even though one would generically expect that there are at least 5 parameters describing a break spectrum with a bump (e.g. overall amplitude, break location, flat spectrum amplitude, bump height, and bump width), the underlying axion model has approximately reduced this to only 3 independent parameters. After doing such a fit, the interpretation of best fit \( \mathcal{D}_1 \) in the context of our axion model would be

\[ \mathcal{D}_1 = \left( \frac{H}{2\pi} \right)^2 \frac{\hat{A}(c_+) \sqrt{c_-/c_+}}{F_a^2 \theta_+(t_i)^2 (1 + c_-/c_+)} \omega_a^2 \]  

(120)

where \( \omega_a \) is the dark matter fraction in axions defined in Eq. (32) and is approximately

\[ \omega_a \approx W_a \theta_+(t_i)^2 \left( \frac{\sqrt{2} F_a \sqrt{\frac{c_+ + c_-}{\sqrt{c_-} c_+}}}{10^{12} \text{GeV}} \right)^{n_{PT}} \]  

(121)
where we have assumed that $c_+ > 0$.

Despite there being an upper limit on the spectral break location $k_*$ within this axion model coming from the fact $\tilde{\Phi}_+ (\eta_i)$ is sub-Planckian at initial times, it is not extremely constraining. For example, setting $\tilde{\Phi}_+ (\eta_i) + (\eta_i) \approx M_P$ at initial times, the constraint on $k_*$ is

$$k_*/H \lesssim \left( \frac{M_p}{F_a} \right) \frac{2}{n_I-1} \left( \frac{c_+}{c_-} \right)^{\frac{1}{2(n_I-1)}}. \quad (122)$$

If $F_a$ is expressed in terms of dark matter fraction $\omega_a$ with $c_+ = c_- = 1$ and $n_I = 3.94$, this bound becomes

$$k_*/H \lesssim 10^5 \left( \frac{\theta_+(t_i)}{4 \times 10^{-2}} \right)^{1.14} \left( \frac{\omega_a(\theta_+(t_i) \text{ fixed})}{10^{-5}} \right)^{-0.57}. \quad (123)$$

The left hand side of this inequality can be interpreted in terms of length scales today as

$$\frac{k_*}{a(\text{today})} \approx 1 \text{ Mpc}^{-1} e^{-(N_e-54)} \left( \frac{k_*/H}{10^5} \right) \left( \frac{T_{\text{rh}}}{10^7 \text{GeV}} \right)^{1/3} \left( \frac{H}{7 \times 10^8 \text{GeV}} \right)^{1/3} \left( \frac{g_{*S}(t_0)}{3.9} \right)^{1/3}. \quad (124)$$

where $N_e$ is the number of e-folds between $t_i$ and the end of inflation, $T_{\text{rh}}$ is the reheating temperature, $g_{*S}(t_0)$ is the effective number of entropy degrees of freedom today.\(^7\) Since the scales accessible to cosmological experiments are approximately

$$10^{-3} \text{ Mpc}^{-1} \lesssim k/a(\text{today}) \lesssim \text{ Mpc}^{-1}, \quad (125)$$

we see from Eqs. (123) and (124) that it is not difficult to arrange the break in a region that is observable by changing the inflationary/reheating model (e.g. decrease $T_{\text{rh}}$ and/or increase the number of e-folds), increasing the dark matter fraction $\omega_a$, and/or decrease the initial condition field value of $\tilde{\Phi}_+ (\eta_i)$. It is also not difficult to push $k_*$ outside of the observable region by increasing $\theta_+(t_i)$ even with the inflationary/reheating model fixed to the canonical values shown in Eq. (124).

The extraction of $Q_1$ will contain information about $H/F_a$ that can be varied independently of $\omega_a$. Its implication for the tensor-to-scalar ratio was already explored in [28]. Perturbativity and/or the linear fluctuation approximation must be reanalyzed for $k \gtrsim k_*$ modes when $H/(2\pi \theta_+(t_i)F_a)$ implied by the best fit parameters is larger than unity. Finally, as noted above, the spectral index $n_I \leq 3.94$ bound should be enforced when fitting since only that range has been tabulated Table I.

Given the general field theory model degeneracies that exist if one fixes only the two-point function, Eq. (119) is likely to be more general than the specific underlying model used to inspire

\(^7\) The main approximation in this formula is the neglect of the slow-roll evolution of the expansion rate $H$ during inflation. We have also assumed that there is exactly one inflationary period and its attendant reheating since the time $t_i$.\)
The utility of this paper is to show that this parameterization is consistent with at least one realistic underlying field theory model.

5. CONCLUSIONS

In observable blue isocurvature spectral models, there is a break in the spectrum corresponding to the mass of the isocurvature field undergoing a transition [15, 24]. Analytic techniques typically break down in this spectral regime [28] because of a combination of nonadiabatic time-dependence of the mass matrix and the non-linearity of the time dependent background field equations which govern the mass matrix. We have computed the isocurvature perturbations and the observable spectrum for the axion model of [24] numerically in this region. We find a bump near the break in the spectrum that enhances the blue isocurvature signal by almost a factor of two for a steep spectral index. We constructed an economical 3-parameter fitting function Eq. (119) which reproduces the bump at the 20% accuracy level. Although this fitting function has been checked only against the particular axion model studied in this paper, the qualitative form of the bump connecting two spectral regions may be generic. Hence, this “lamp-post” model computation is likely to be useful for future hunt for blue isocurvature contributions to the cosmic microwave background and large scale structure power spectra.
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