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ABSTRACT

We present a study on the efficacy of adversarial training on transformer neural network models, with respect to the task of detecting check-worthy claims. In this work, we introduce the first adversarially-regularized, transformer-based claim spotter model that achieves state-of-the-art results on multiple challenging benchmarks. We obtain a 4.31 point F1-score improvement and a 1.09 point mAP score improvement over current state-of-the-art models on the ClaimBuster Dataset and CLEF2019 Dataset, respectively. In the process, we propose a method to apply adversarial training to transformer models, which has the potential to be generalized to many similar text classification tasks. Along with our results, we are releasing our codebase and manually labeled datasets. We also showcase our models’ real world usage via a live public API.
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1 INTRODUCTION

The creation and propagation of misinformation has become an increasingly important issue for our society to tackle. Today, many falsehoods are spread via mediums that allow quick dissemination of information, including social media, news outlets, and televised programs. The distribution of objectively incorrect information can negatively impact the operation of our society in many spheres. Especially in the realm of political discourse, misinformation can shake public confidence in government institutions, erroneously inform political judgements, and reinforce confidence in wrong information.

In recent years, the number of fact-checking outlets has grown from 44 in 2014 to 226 in 2019 as part of a global movement to suppress misinformation. These outlets, including PolitiFact, Snopes, and FactCheck.org, hire human fact-checkers to perform claim-checking, a process in which they vet factual claims by reviewing relevant source documents and interviewing subject experts. In addition to outlets that directly fact-check claims, there exist many projects that use computing to aid fact-checkers in disseminating information to the general public, including Schema.org’s ClaimReview which organizes fact-checks into a unified database; FactStream which compiles fact-checks into a smartphone application; and Fatima, a bot built by Aos Fatos, a Brazilian fact-checking organization, that scans Twitter for tweets containing already-debunked misinformation and refers readers to relevant fact-checks. These organizations and projects play a central role in fighting misinformation, as fact-checks are effective not only for debunking false claims but also deterring speakers from making false claims in the future.

However, due to the intense time commitment demanded by fact-checking, combined with the rapid rate at which new content surfaces via modern media channels, many problematic claims go unnoticed and unchecked. These challenges present an opportunity for automated fact-checking tools to help fact-checkers perform their duties. There are several prominent fact-checking projects that are currently testing automated systems, including FactChecker which queries knowledge bases, cross-references known fact-checks, and provides custom ranked Google search results; ClaimPortal which uses ClaimBuster to select tweets that are worth fact-checking, as well as various algorithms to retrieve relevant articles and pre-existing fact-checks; Squash which checks claims against reliable web sources; and Full-Fact which is developing systems to cluster groups of similar claims together.

Claim-spotting is a process that precedes claim-checking where check-worthy claims are spotlighted from large streams of information available from various sources (e.g., newscasts, news websites, Twitter, Facebook). Claim-spotting is an area that is highly suitable for machine learning algorithms to tackle. The work presented here
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focuses on the claim-spotting component of ClaimBuster, which scores claims based on their check-worthiness. This is paramount to ensuring that 1) check-worthy factual claims are not missed by fact-checkers and 2) unimportant or non-factual claims do not congest fact-checkers’ intellectual bandwidth. To this day, ClaimBuster’s API is regularly in use not only by internal projects such as ClaimPortal but also external collaborators such as the Duke Reporters’ Lab. The closest projects to ClaimBuster in this space are QCRI’s ClaimRank project, and a component in FullFact’s proposed automated fact-checking system which they gave the name Hawk in their whitepaper. QCRI’s ClaimRank is very similar to ClaimBuster in that it ranks claims by assigning them a check-worthiness score from 0 to 1. As for Hawk and FullFact’s system, not many details have been released.

Currently, no existing claim-spotter has attempted to apply transformers to the claim-spotting task. The transformer is a new deep learning architecture that has recently allowed for rapid progress and development in the natural language processing field. Particularly, Bidirectional Encoding Representations from Transformers (BERT) has achieved state-of-the-art performance on many challenging language understanding and classification benchmarks. We surmise that BERT’s architecture is suited for our claim-spotting task. However, BERT models have upwards of 300 million trainable parameters, making them highly susceptible to overfitting, especially on limited amounts of training data. To address this, we propose to incorporate adversarial training into a BERT-based model as a regularization technique. Gradient-based adversarial training is a procedure that trains classifiers to be resistant to small, approximately worst-case perturbations to its inputs. It was first applied to computer vision tasks and later brought to the NLP domain by Goodfellow et al. No prior work has attempted to incorporate this type of adversarial training into transformer networks. We are the first to propose this technique, which is also potentially applicable in many other NLP-related tasks.

Motivated by the above, we introduce the first adversarially-regularized, transformer-based claim-spotting model that achieves state-of-the-art results on challenging claim-spotting benchmarks. Our contributions are summarized as follows:

- We are the first to apply gradient-based adversarial training to transformer networks.
- We present the first transformer-based neural network architecture for claim-spotting.
- Our models are the first claim-spotters to be regularized by gradient-based adversarial training.
- Our models achieve state-of-the-art performance by a substantial margin on challenging claim-spotting benchmarks.
- We release a public codebase, dataset, and API for both reproducibility and further development (Section 7).

2 CLAIMBUSTER OVERVIEW

In this section we present a brief history and overview on the ClaimBuster project. We cover its inception and impact in the community, as well as the current status of our fact-checking framework.

2.1 ClaimBuster’s History and Current Status

ClaimBuster’s foundation was first established in [16], where Hasan et. al. first presented results on different machine learning models trained on an early version of the dataset we are using currently. This work later evolved into what is currently known as ClaimBuster and was presented in [15, 17]. Since then, ClaimBuster has partnered with the Duke Reporters’ Lab and collaborated with them through ClaimBuster’s API. During this time ClaimBuster’s API has been called over 47,000,000 times by internal projects and over 456,000 times by the DRL. ClaimPortal is the internal project that has made the most use of the ClaimBuster API. It scores tweets and provides relevant fact-checks for tweets using the claim-matching component seen in Figure 1. Through this project we have seen that we can successfully apply ClaimBuster to different domains, such as Twitter. As for the DRL, they generate and send out a daily e-mail to fact-checkers with the latest top claims that were identified by ClaimBuster from television and social media. Through our collaboration with the DRL we have been able to contribute to which claims are fact-checked by major news
outlets. The accessibility of our work has allowed it, in general, to have a widespread impact in the fact-checking community.

Since the development of the original SVM model, we have been exploring deep learning [23] approaches to improve our claim-spotting model. Recently, this culminated with us employing the BERT architecture due to BERT and its derivative models’ proven track record in performing well on NLP related tasks such as SQuAD and GLUE. Since then, we have also re-evaluated our approach to the classes used within our datasets, how our dataset is generated, and refined our overall process when it comes to evaluating models. This turnaround in our approach to our dataset has come after a lengthy evaluation of our extraction criteria (i.e., what we consider high-quality labels), and the ratio of check-worthy to non-check-worthy sentences in the dataset. Through these evaluations, we are confident we have obtained a better quality dataset than that used in previous works. The work presented here will also begin a thorough test period with our collaborators at the DRL.

2.2 Fact-Checking Framework

Figure 1 showcases the current status of our fact-checking framework. We monitor claims from various sources (e.g., Twitter, political debates, etc.), and we are even able to process live television closed-caption feeds for important events such as presidential debates. ClaimSpotter then handles scoring all of the claims that our claim monitoring system captures. ClaimSpotter is accessible to the public via an API, which only requires a free API key to access. We are deploying the deep learning models for the public and other researchers to test and verify the models presented in this paper. Each deep-learning model is running off of a dedicated Nvidia GTX 1080Ti. All resources are running on the same network, so there is no significant overhead added by a server to server communication.

In addition, we also have a repository of fact-checked claims which we use in conjunction with ElasticSearch in our claim-matcher component to verify the veracity of any claims that have been previously fact-checked by professional fact-checkers. If no previous fact-checks are found then we can send these claims to our fact-checking component, which is still being developed. Currently, our approach is to convert claims to questions [18] in order to query knowledge bases (e.g., Wolfram, Google, etc.) using natural language to see if they can generate a clear verdict. This approach is useful for general knowledge type claims, but nuanced claims requiring domain-specific knowledge are still very challenging to handle. Finally, we also provide re-ranked Google search results which are sorted based on the content of the pages the initial search query returns. The analysis is based on the Jaccard similarity of the context surrounding the text in each page that matched the initial query. Finally, we regularly publish presidential debate check-worthiness scores during election cycles on our website, and we also post high-scoring claims on our project’s Twitter account.

3 BERT CLAIM SPOTTING MODEL

In this section, we present our approach to integrating adversarial training into the BERT architecture for the claim spotting task. To the best of our knowledge, our work is the first to apply gradient-sign adversarial training [13] to transformer networks.

3.1 Preliminaries

3.1.1 Task Definition. Detecting check-worthy factual claims has been studied as a binary/ternary classification task and a ranking task, as explained below. In this paper, we evaluate the performance of our models on the binary and ranking task definitions.

Binary Classification Task: In this work a sentence w is classified as one of two classes, which deviates from the previous definition used in [15–17, 23].

- **Non-Check-Worthy Sentence (NCS):** This class includes sentences that contain subjective or opinion-centered statements, questions, and trivial factual claims (e.g., The sky is blue).
- **Check-Worthy Factual Sentence (CFS):** This class contains claims that are both factual and salient to the general public. They may touch on statistics or historical information, among other things.

Ranking Task: To capture the importance of prioritizing the most check-worthy claims, a check-worthiness score [15] is defined for each sentence w:

\[
CWS = p(y = CFS | w)
\]  

(1)

The CWS score defines a classification model’s predicted probability that a given claim is in the CFS class.

3.1.2 BERT Language Model. Bidirectional Encoder Representations from Transformers (BERT) [9] is a transformer-based language modeling architecture that has recently achieved state-of-the-art performance on many language modeling and text classification tasks, including the Stanford Question Answering Dataset (SQuAD) [39] and General Language Understanding Evaluation (GLUE) [46]. We review BERT’s relevant features below.

Input/Output Representations: Consider an arbitrary training sentence w with ground-truth label y; w is first tokenized using the WordPiece Tokenizer [47]. Next, a [CLS] token is prepended to w to indicate the start of the sentence, a [SEP] token is appended to w to indicate the end of a sentence, and w is padded to a length of T = 200 using whitespace. Each resulting token is then converted into its corresponding index in the WordPiece vocabulary list. This input vector, denoted \( x \in \mathbb{R}^T \), is passed to the embedding layers.

Three-Part Embeddings: \( x \) is first transformed from a sparse bag-of-words form to a dense vector representation [28] through an embedding lookup matrix \( V \in \mathbb{R}^{Q \times H} \), where \( Q \) is the size of the WordPiece vocabulary list and \( H \) is the embedding dimensionality. The series of operations that applies \( V \) to \( x \) is called the token embedding layer, and its output is given as \( s_{tok} = V_{x_{1}} \ldots V_{x_{T}} \in x \), where \( s_{tok} \in \mathbb{R}^{T \times H} \). Additionally, BERT utilizes an segment embedding layer that signifies which parts of the input contain the sentence input, as the end of \( x \) may be padded with empty space. The output of this layer is denoted by \( s_{seg} \in \mathbb{R}^{T \times H} \). Finally, since vanilla transformers analyze all tokens in parallel and therefore cannot account for the sequential ordering of words, BERT introduces a randomly-initialized real-valued signal via the positional embedding...
layer to encode the relative order of words. The output of this layer is denoted $s_{pos} \in \mathbb{R}^{N \times H}$. The final input, denoted $s$, is the element-wise addition of the three separate embedding layers’ outputs: $s = s_{tok} + s_{seg} + s_{pos}$. We denote the vector representation of the $t$th token in $x$ to be $s_t \in \mathbb{R}^H$.

**Transformer Encoder:** Using multiple stacked layers of attention heads [45], the BERT module encodes each input embedding $s_t$ into a hidden vector $v_t \in \mathbb{R}^H$, which is a hidden representation that incorporates context from surrounding words bidirectionally, as opposed to unidirectional encoders used in OpenAI GPT [37, 38].

**Pooling Layer:** The pooling layer generates a representation for the entire sentence by applying a dense layer on top of the [CLS] token’s hidden representation, resulting in $h \in \mathbb{R}^H$. This sentence-level encoding vector can be used to perform many downstream tasks including claim-spotting.

### 3.2 Model Architecture

In this section, we outline how BERT is integrated with adversarial perturbations to create a claim-spotting model. The resultant model is end-to-end differentiable and trainable by gradient descent [25]. We refer the reader to Figure 2 for illustrations on each of the architectural components.

#### 3.2.1 Embedding Process

All three embeddings from the BERT architecture are carried over: token $s_{pos}$, segment $s_{seg}$, and positional $s_{pos}$. Each embedding layer still performs its original function, transforming a given word $x$ into the embedding representation $s$. The key difference in our architecture is the implantation of an addition gate through which adversarial perturbations $r_{adv}$ are injected into $s$ to create the perturbed embedding $s'$.

#### 3.2.2 BERT Transformer

Our work harnesses the power of the BERT architecture which supports transfer learning [20, 36, 37, 44], a process in which weights are loaded from a BERT language model that was pre-trained on billions of English tokens. Denote the number of transformer encoder layers as $L$, the hidden size as $H$, and the number of self-attention heads as $A$. The version of BERT used is BERT$_{Base}$ ($L = 12, A = 12, H = 768$), which has approximately 110-million parameters. Pretrained model weights for BERT can be found on Google Research’s BERT Repository. 25

#### 3.2.3 Fully-Connected Dense Layer

The dense layer is tasked with considering the information passed by BERT’s hidden outputs and determining a classification. To accomplish this, it is implemented as a fully-connected neural network layer that accepts input $h$ and returns $|k|$ un-normalized activations in $z \in \mathbb{R}^{|k|}$, where $k = \{0, 1\}$, $z$ is passed through the softmax normalization function to produce final output vector $\hat{y}$ as:

$$\hat{y} = \frac{e^{z_i}}{\sum_{j \in k} e^{z_j}}, \forall i \in k \quad (2)$$

where each output activation in $\hat{y}$ represents a classification class. $\hat{y}$ will later be used to compute the check-worthiness score CWS (Equation 1) and compute the predicted classification label as $\hat{y} = \argmax \hat{y}$.

### 3.3 Standard Optimization Objective Function

In neural networks, an objective function, also known as the cost or loss function, is a differentiable expression that serves two purposes: to 1) quantify the disparity between the predicted and ground-truth probability distributions and 2) provide a function for gradient descent to minimize. Negative log-likelihood is a highly common choice for the cost function, because it has a nicely computable derivative for optimization via backpropagation, among other advantageous properties [21]. Our standard negative log-likelihood loss function is formulated as the probability that the model predicts ground-truth $y$ given embedded inputs $s$, parameterized by the model’s weights $\theta$:

$$L_{reg} = \frac{1}{N} \sum_{n=1}^{N} \log p(y^{(n)} | s^{(n)}; \theta) \quad (3)$$

where $N$ is the total number of training examples in a dataset. $L_{reg}$ is used to compute adversarial perturbations in Section 3.4.

### 3.4 Computing Adversarial Perturbations

Gradient-based adversarial training is a regularization technique first introduced in [13]. The procedure trains classifiers to be resistant to small perturbations to its inputs. Rather than passing regular embedded input $s$ into a processing module such as a transformer or LSTM, adversarial training passes $s' = s + r_{adv}$. $r_{adv}$ is typically a norm-constrained vector that modifies the input slightly to force
We are particularly interested in adversarial training’s potential to make models more robust against such inputs. To understand what this means, consider the simplified example shown in Figure 3. It is assumed that the output of the model is influenced by a function that is linear with respect to an example embedding space $s$. For ease of visualization, in Figure 3 it is assumed that $s$ exists on a scalar embedding space; but in reality, our embeddings are in high-dimensional vector space. The gradient at the point $p$ gives us information regarding which direction $s$ should be moved to increase the value of $J$:

$$J = \log p(y | s; \theta)$$

Given the above insight, we generalize the one-dimensional example (Equation 6) to higher dimensions using the gradient vector. Therefore, the adversarial perturbation $r_{adv}$ is computed with Equation 7, which can be implemented using backpropagation in deep neural networks:

$$r_{adv} = -\omega \| \omega \|_2 \text{ where } \omega = \nabla_m - \log p(y | s; \theta)$$

Since we desire to train our language classification model to become resistant to the perturbations defined in Equation 7, we create adversarially-perturbed input embeddings $s'$ as follows:

$$s' = s + r_{adv} = s_{Tok} + s_{Seg} + s_{Pos} + r_{adv}$$

After $s'$ is passed into the transformer module, predictions will be generated. These predictions will be used in formulating the adversarial optimization objective function (Section 3.5).

### 3.5 Compound Optimization Objective

Our model’s final optimization objective contains two components: standard loss and adversarial loss. Standard loss was defined in Equation 3. Adversarial loss optimizes for distributional smoothness, given by the negative log-likelihood of a model parameterized by $\theta$ predicting $y$ given perturbed input $s'$:

$$L_{adv} = \frac{1}{N} \sum_{n=1}^{N} \log p(y^{(n)} | s'^{(n)}; \theta)$$

where $N$ represents the number of training samples in $D$. The final optimization objective is given as the sum of $L_{reg}$ and $L_{adv}$.

$$\min_{\theta} \left( L_{reg} + \lambda L_{adv} \right)$$

where $\lambda$ is a balancing factor between standard and adversarial loss.
3.6 Adversarial Training Algorithm

Let $\theta_{tok}$ be the parameters of the token embedding lookup table, $\theta_{seg}$ be the parameters of the segment embedding layer, and $\theta_{pos}$ be the parameters of the positional embedding layer. $\theta_n$, $\forall n < L$ be the parameters for each of the $L$ transformer encoder layers, $\theta_{pool}$ be the parameterization of the pooling layer, and $\theta_{fc}$ be the weights and biases in the fully-connected dense layer. We also define $F$ as the number of encoder layers to freeze (i.e., render the weights uneditable during backpropagation to preserve knowledge obtained from pre-trained weights), where $0 \leq F \leq L$.

**Algorithm 1: Adversarial Training Loop**

**Input:** Training data $D$

- Initialize $\theta_{fc}$ using Xavier method [12];
- Load pretrained weights for $\theta_{tok}, \theta_{seg}, \theta_{pos}, \theta_n, \forall n < L$;
- Set $\theta_{tok}, \theta_{seg}, \theta_{pos}$, and $\theta_n, \forall n < F$ to untrainable;
- $M \leftarrow$ claim-spotting model (Figure 2);

while not converge do

- Sample $w, y$ from data $D$;
- Tokenize and process $w$ into $x$;
- Pass $x$ through embeddings to produce $s$;
  - Standard forward-propagation
    $\hat{y} \leftarrow M(s; \theta)$;
  - Compute $L_{reg}$ using $y, \hat{y}$ (Equation 3);
  - Generate and apply perturbations
    $L_{adv} \leftarrow \lambda L_{adv}$ (Equation 4);
    Compute perturbed input as $s' = s + \tau_{adv}$;
  - Adversarial forward-propagation
    $\hat{y}' \leftarrow M(s'; \theta)$;
  - Compute $L_{adv}$ using $y, \hat{y}'$ (Equation 9);
  - Adversarial training
    Optimize $\{L_{reg} + \lambda L_{adv}\}$ (Equation 10);

end

The adversarial training procedure is shown in Algorithm 1. First, model $M$ is used to compute the optimization function $L_{reg}$. Then, $L_{reg}$ is used to compute the adversarial perturbation (Equation 7), which is used to compute the adversarial optimization objective (Equation 9). This objective is added to the standard objective (Equation 10) and minimized using gradient descent.

4 RESULTS AND DISCUSSIONS

We evaluate our new transformer-based claim-spotting models on both the Classification and Ranking Tasks (Section 3.1.1). We compare against re-trained and refined versions of past ClaimBuster models [15, 23] and the top-two performing systems from the 2019 CLEF-CheckThat! Challenge. Table 1 shows several example sentences, their ground-truth labels, and our models’ CWS scores.

4.1 Experiment Setup

4.1.1 Datasets. We use two claim-spotting datasets to evaluate model performance.
4.2.1 2019 CLEF-CheckThat! Models. Neither of the top two teams in CLEF2019 released their code; therefore, we are only able to retrieve their results on CLEF2019.

Copenhagen [14]: Team Copenhagen’s model, the top performer on C2019, consisted of an LSTM model [19] token embeddings fused with syntactic-dependency embeddings. To train their model, Copenhagen did not use the C2019 dataset, instead using an external dataset of Clinton/Trump debates that was weakly labeled using our ClaimBuster API. 14

TheEarthIsFlat [10]: TheEarthIsFlat, the second-place performer, used a feed-forward neural network trained on the C2019 dataset. They encoded sentences using the Universal Sentence Encoder [5].

4.3 Embedding Perturbation Study Results

Table 2: Perturbation Combinations Study Results

| ID | P | R | F1 | CFS | NCS | CFS | NCS | CFS | NCS | CFS | NCS |
|----|----|----|----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0  | 0.9275 | 0.8270 | 0.9315 | 0.8180 | 0.9295 | 0.8225 |
| 1  | 0.8475 | 0.7725 | 0.9315 | 0.5810 | 0.8876 | 0.6632 |
| 2  | 0.8931 | 0.7960 | 0.9259 | 0.7229 | 0.9092 | 0.7577 |
| 3  | 0.9266 | 0.8245 | 0.9305 | 0.8158 | 0.9286 | 0.8201 |
| 4  | 0.9303 | 0.8310 | 0.9329 | 0.8253 | 0.9316 | 0.8281 |
| 5  | 0.9379 | 0.8149 | 0.9230 | 0.8473 | 0.9304 | 0.8308 |
| 6  | 0.9215 | 0.8473 | 0.9424 | 0.7992 | 0.9318 | 0.8226 |

In Table 2, we see the results of perturbing the 3 different embedding layers in BERT. From the results we conclude that setting 5 produces the best models for our task. Particularly, this setting produces the best recall for the CFS class, which is arguably the more important class. The sacrifice in recall, with respect to the NCS class, compared to other settings is only ≈ 0.02 at most. While setting 6 achieves the best performance in three spots as well, the drop in recall with respect to the CFS class (i.e., ≈ 0.06) is not justified by the paltry improvements in other areas which only ranges from ≈ 0.1 to ≈ 0.3. Thus, from here on, any results dealing with adversarial training will employ setting 5 and perturb only the seg embedding layer.

4.4 Classification Task, Ranking, and Distribution Results

4.4.1 Classification Results. Our results are encapsulated in Table 3 and Table 4. We assume familiarity with the metrics, which are defined in Section 7.2. In Table 3, we observe that the SVM based model, CB-SVM, has the lowest performance across many measures. This is expected, as the SVM can only capture the information present in the dataset, while the deep learning models benefit from outside knowledge afforded to them by either pre-trained word-embeddings or a pre-trained model (i.e., BERT) that can be fine tuned. The CB-BiL model shows modest improvements overall, but it does achieve noticeably better CFS recall than the SVM model. With respect to BERT-based architectures, both models outperform CB-SVM and CB-Bil considerably. Between CB-BB and CB-BBA, CB-BBA edges out CB-BB. Particularly importantly, the CFS recall and NFS precision are highest on CB-BBA. This is desirable as we want (1) to avoid assigning CFS sentences into the NFS class and (2) capture as many quality CFS sentences as possible. Ultimately, CB-BBA achieves a 3.42 point F1 score improvement over the past state-of-the-art CB-BiL model, a 3.77 point F1-score improvement over the CB-SVM model, and a 0.95 point F1-score improvement over a regularly-trained BERT model. This demonstrates the effectiveness of our new architecture and training algorithm.

The results on the C2019 dataset are in Table 5. The metrics presented for the CLEF competition teams are taken from [3], since we could not find the source code to reproduce them. For this reason we also cannot provide the P, R, F1, and nDCG for these teams. We tested models trained on both the CBD and C2019 training set and used the C2019 testing set to evaluate them. The models trained on CBD and tested on the CLEF test set didn’t perform as well; this was expected, given that our methodology of dataset labelling differs significantly from CLEF’s. Despite this, when trained on C2019, CB-BBA obtained state-of-the-art results, outperforming the next best model by 1.09 mAP score units.

4.4.2 nDCG Results. In Table 4 we observe that the best nDCG score is achieved by the CB-BBA model, and the CB-BB and CB-Bil models are within ≈ 0.05 of it. The CB-SVM model has the "worst" nDCG, but is still not far behind the deep learning models. It is noteworthy that all models show relatively good performance on this measure since the CFS class is less represented in the dataset.

4.4.3 Distribution of CWS Scores. To analyze the distribution of our models’ outputs on a typical corpus of text, we process 100 sentences from the January 14th, 2020 Democratic presidential debate. 28 The sentences were chosen so that there would be about equal numbers of check-worthy and non-check-worthy sentences. Figure 4 displays the results, which use Kernel Density Estimation [40] to estimate the score distribution from discrete data points. Observing the density spikes around 0 and 1 on CB-BBA’s distribution, we conclude that our model more clearly differentiates sentences.

28 https://bit.ly/3bl4fL9
as check-worthy or not check-worthy. The more well-delineated distribution of the CB-BBA model also improves its interpretability over CB-SVM.

5 RELATED WORKS

In recent years, there have been several efforts with respect to building claim spotting models. ClaimBuster [16] is the first of several notable claim spotting models. Another team [11] extended CB-SVM feature set 4.2 by including several contextual features such as: position of the target sentence in its segment, speaker name, interaction between opponents, etc. They created a dataset from the 2016 US presidential and vice presidential debates and annotated sentences by taking fact-checking outputs from 9 fact-checking organizations. If a sentence was fact-checked by at least one fact-checking output, it was labeled as check-worthy. A follow-up study [22] built an online system, namely, ClaimRank [15] for prioritizing sentences for fact-checking based on their check-worthiness score. ClaimRank is a re-implementation of the aforementioned study, but it also supports Arabic by employing cross-language English-Arabic embeddings. Another study [34] followed the same data annotation strategy on a larger dataset by including sentences from an additional 15 2016 U.S. primary debates. The authors developed a multi-classifier based model called TATHYA that uses multiple SVMs trained on different clusters of the dataset. The model takes the output from the most confident classifier. The feature set used was comprised of tf-idf weighted bag-of-unigrams, topics of the sentences, part-of-speech tuples, and a count of entities.

Another effort by Konstantinovskiy et al. [26], which utilized the expertise of professional fact-checkers, designed an annotation schema and created a benchmark dataset for training a claim spotting model. The authors trained the model using logistic regression on top of dataset’s universal sentence representation derived from InferSent [7]. Their model classifies a sentence as either checkable or non-checkable. The authors also disagreed with ClaimBuster’s and ClaimRank’s idea of a check-worthiness score. They believe the decision of how important a claim is, should be left to the professional fact-checkers. In the recent CLEF2019 competition on check-worthiness detection, the Copenhagen team developed the winning approach [14] which leveraged the semantic and syntactic representation of each word in a sentence. They generated domain-specific pretrained word embeddings that helped their system achieve better performance in the competition. They used a large weakly-labeled dataset, whose labels were assigned by ClaimBuster, for training an LSTM model.

6 CONCLUSION

We have presented our work on detecting check-worthy factual claims employing adversarial training on transformer networks. Our results have shown that through our methods we have achieved state-of-the-art results on two different datasets (i.e., CBD and C2019). During the process we also re-vamped our dataset and approach to collecting and assigning labels for it. We have also come to realize that the lack of a large standardized dataset holds this field back, and thus we look forward to contributing and establishing efforts to fix this situation. We plan on releasing different versions of our dataset periodically in hopes that we can get more significant community contributions with respect to expanding it.

In the future, we are interested in exploring adversarial training as a defense against malicious adversaries. As a publicly deployed API, ClaimBuster may be susceptible to exploitation without incorporating mechanisms that improve its robustness. For example, it has been shown by [24] that a model’s classification can be strongly influenced when certain words are replaced by their synonyms. We are currently researching methods to combat similar weaknesses.
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7 REPRODUCIBILITY

7.1 Code Repositories, API, and Related Projects

We provide an API of the claim-spotting algorithm online to show its real-world usage at https://idir.uta.edu/claimbuster/api/docs/. We are also releasing our code along with detailed instructions on running and training our models. Our code and its documentation can be found at https://github.com/idirlab/claimspotter. Along with these, we also present several projects which showcase how ClaimBuster can and is currently being used:

- Claimspotting Presidential Debates
- End-to-End Fact-Checking
- Claimspotting Tweets

7.2 Formulas for Performance Measures

Precision (P):

\[ P = \frac{TP}{TP + FP} \]  

Recall (R):

\[ R = \frac{TP}{TP + FN} \]  

F1:

\[ F1 = \frac{2 \times P \times R}{P + R} \]  

(P, R, F1) Macro \((P_m, R_m, F1_m)\):

\[ M_m = \frac{1}{|L|} \sum_{l \in L} M_l \]  

where \( M \in \{P, R, F1\} \), and \( L \in \{NCS, CFS\} \)

(P, R, F1) Weighted \((P_w, R_w, F1_w)\):

\[ M_w = \frac{1}{\sum_{l \in L} N_l} \sum_{l \in L} N_l \times M_l \]  

where \( M \in \{P, R, F1\} \), \( L \in \{NCS, CFS\} \), and \( N_l \) is the number of samples whose ground truth label is \( l \).

Mean Average Precision (MAP):

\[ AP = \frac{\sum_{k=1}^{n} P(k \times rel(k))}{\text{number of check-worthy claims}} \]  

where \( P(k) \) is the precision at \( k \), and \( rel(k) \) equals 1 if the claim is check-worthy and 0 otherwise.

\[ MAP = \frac{\sum_{q} Q \times AP(q)}{Q} \]  

where \( Q \) is the number of queries.

Normalized Discounted Cumulative Gain (nDCG):

\[ nDCG_p = \frac{\sum_{i=1}^{p} 2^{rel_i} \times (i+1) \log_{(i+1)}}{\sum_{i=1}^{|REL_p|} 2^{rel_i} \times (i+1) \log_{(i+1)}} \]  

where \( rel_i \in \{0, 1\} \) is the CSW at position \( i \), and \(|REL_p|\) represents the list of claims ordered by their check-worthiness up to position \( p \).

7.3 Datasets

We provide the CBD dataset, a collection of sentences labelled manually in-house by high-quality coders, in our repository at https://github.com/idirlab/claimspotter/tree/master/data. CBD was curated to have \( N_{NCS} \times N_{CFS} \times Y \) for \( Y = 2.5 \) where \( N_{NCS} \) is the number of non-check-worthy sentences and \( N_{CFS} \) is the number of check-worthy sentences. This was done after evaluating different values of \( Y \) (i.e., \( Y \in \{2, 2.5, 3\} \)) and concluding the best ratio for NCS to CFS was 2.5 : 1. The CBD dataset, containing sentences from the first and second presidential debates and the first vice presidential debate from 2016, can be found at https://github.com/clef2018-factchecking/clef2018-factchecking.

7.3.1 Contributing. We are always looking for collaborators to contribute to the labelling of more data. Contributions will benefit everyone as we plan on releasing periodic updates when a significant amount of new labels are gathered. To contribute please visit and make an account at: https://idir.uta.edu/classifyfact_survey/.

7.3.2 Dataset Labeling Criteria. The labels for the dataset are assigned by high-quality coders, which are participants that have a pay-rate of \( \geq 5 \% \) and have labeled at least 100 sentences. The pay-rate for a user is internally calculated by taking into account their labeling quality, the average length of sentence a user labels, and how many sentences a user skips. More specifically, we define the quality \((LQ_p)\) of a coder \((p)\) with respect to the screening sentences they have labeled \((SS(p))\) as:

\[ LQ_p = \frac{\sum_{s \in SS(p)} y^{HT}}{|SS(p)|} \]  

where \( y^{HT} \) is the weight factor when \( p \) labeled the screening sentence \( s \) as \( t \) and the experts labeled it as \( t \). Both \( l, t \in \{NCS, CFS\} \). We set \( y^{HT} = -0.2 \) where \( l = t, y^{HT} = 2.5 \) where \((l, t) \in \{(NCS, CFS), (CFS, NCS)\}\). The weights are set empirically. The pay-rate \((R_p)\) is then defined as:

\[ R_p = \frac{L_p \times (3 - \frac{7 \times LQ_p}{0.2}) \times 0.6}{SKIP_p} \]  

where, \( L \) is the average length of all the sentences, \( L_p \) is the average length of sentences labeled by \( p \), \( ASN_p \) is the set of sentences labeled by \( p \) and \( SKIP_p \) is the set of sentences skipped by \( p \). The numerical values in the above equation were set in such a way that it would be possible for a participant to earn up to 10c per sentence. Using this scheme, out of 581 users in our system, 69 users are considered high-quality coders. A label is then only assigned to a particular sentence if it has unanimously been assigned that label by at least 2 high-quality coders. More precisely, we define the number of high-quality labels needed as: \( X \in \{NCS, CFS\}, 3X \geq skP \geq 2 \land skP = 5 \times N_{CFS} \) where, \( skP \) is the number of top-quality labels of type \( X \), and a top quality label is one that has been given by a high-quality coder [15].

7.4 Hyperparameters

We provide Table 6 for major parameter settings used in the BBA, BB, and BiLSTM claimspotting algorithm. The description of the major parameters are as follows:

- cs_train_steps: number of epochs to run
- cs_lr: learning rate during optimisation
Table 6: Major Parameters for Training

| Parameter                     | BBA | BB |
|-------------------------------|-----|----|
| cs_train_steps                | 10  | 5  |
| cs_lr                         | 5e-5| 5e-5|
| cs_kp_cls                     | 0.7 | 0.7|
| cs_batch_size_reg             | 24  | 24 |
| cs_batch_size_adv             | 12  | -  |
| cs_perturb_norm_length        | 2.0 | -  |
| cs_lambda                     | 0.1 | -  |
| cs_combine_reg_adv_loss       | True| -  |
| cs_perturb_id                 | 5   | -  |

- cs_perturb_norm_length: norm length of adversarial perturbation
- cs_kp_cls: keep probability of dropout in fully connected layer
- cs_lambda: adversarial loss coefficient (eq. 10)
- cs_combine_reg_adv_loss: add loss of regular and adversarial loss during training
- cs_batch_size_reg: size of the batch
- cs_batch_size_adv: size of the batch when adversarial training
- cs_perturb_id: index in Table 2

7.5 Evaluation and Training Final Models

We perform 4-fold cross validation to evaluate our models, selecting the best model from each fold using the weighted F1-score (eq. 15) calculated on the validation set. Therefore, in each iteration the data is split as follows: 25% test, 7.5% validation, and 67.5% training. The metrics produced at the end are based on the classifications across all folds. We train the final models (for both CBD and C_{2019}) on the entire dataset for up to 10 epochs and select the best epoch based on the weighted F1-score calculated on the validation set.

7.6 Hardware and Software Specifications

Our neural network models and training algorithms were written in TensorFlow 2.1 [1] and run on machines with four Nvidia GeForce GTX 1080Ti GPU’s. We did not parallelize GPU usage with distributed training; each experiment was run on a single 1080Ti GPU. The machines ran Arch Linux and had an 8-Core i7 5960X CPU, 128GB RAM, 4TB HDD, and 256GB SSD.