Gearbox Diagnostics Using Wavelet-Based Windowing Technique
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Abstract. In extracting gear box acoustic signals embedded in excessive noise, the need for an online and automated tool becomes a crucial necessity. One of the recent approaches that have gained some acceptance within the research arena is the Wavelet multi-resolution analysis (WMRA). However selecting an accurate mother wavelet, defining dynamic threshold values and identifying the resolution levels to be considered in gearboxes fault detection and diagnosis are still challenging tasks. This paper proposes a novel wavelet-based technique for detecting, locating and estimating the severity of defects in gear tooth fracture. The proposed technique enhances the WMRA by decomposing the noisy data into different resolution levels while data sliding it into Kaiser's window. Only the maximum expansion coefficients at each resolution level are used in de-noising, detecting and measuring the severity of the defects. A small set of coefficients is used in the monitoring process without assigning threshold values or performing signal reconstruction. The proposed monitoring technique has been applied to a laboratory data corrupted with high noise level.

1. Introduction
Early detection of a machine element failure is of interest and importance to industry. Gearboxes are considered the most widely used power transfer machine element. They are almost present in any machine. Depending on the place and the importance of the machine, an early detection of the onset of damage in a gear set and the evaluation of the remaining life could have crucial impact on productivity and safety. Vibration analysis is a broadly used condition monitoring technique for gears as well as for other mechanical system components such as bearings. A vibration transducer, usually an accelerometer, is fastened to the gearbox casing. The vibration signals obtained from the transducer can be integrated to produce velocity or even displacement if needed. Vibration signals are then sampled and processed in various ways to highlight specific aspects of the signal which can be used in the detection and diagnostic of the gearbox condition.

Many approaches and techniques were developed in the past for the gear diagnostics. Those techniques are either based on time domain analysis [1-5], frequency domain analysis [6-8], or time-frequency domain analysis that highlights the time and frequency components strength instantaneously. This advantage of the time-frequency technique has attracted many researchers working in gear diagnostics. Gear vibration varies throughout one gear cycle due to variations in gear meshing stiffness, transmission error, and gear damage. Wang and McFadden used the spectrogram for early failure detection in a gearbox [9]. The spectrogram represents the signal energy distribution over the frequency domain and at every instant of time. For a typical spectrum analysis the abnormal
disturbance in the signal energy at a single moment, e.g., damage at a single tooth, would be distributed over the time period of the gear rotation. However, the spectrogram would provide a higher sensitivity to changes of the short duration in the signal. Wang and Mcfadden found that the sensitivity of the spectrogram would be enhanced by removing the harmonics of the tooth meshing frequency before calculating the spectrogram. Later researchers directed their attention to the wavelet transform as it is powerful of detecting transients in non-stationary signals. The first attempt of using wavelet transform is reported by Wang et al. in 1995. They concluded that the wavelets are more suitable for gear damage detection than the spectrogram and the Gaussian enveloped oscillating wavelet is suitable for detecting various sizes of gear faults [10, 11]. Luo et al. used the wavelet transform as a band-pass filter around a number of natural frequencies in gear vibration power spectrum [12]. The technique presented enhanced the signal to noise ratio. The component peak values of the enhanced power spectrum components are used as indicators of condition and defect. However, the sensitivity of the approach to the degree of the tooth damage is not reported. Dalpiaz et al. compared the wavelet transform with the cepstrum and spectrum correlation density as being applied to vibration signals representing two damage severity levels of gear failure [13]. They found that the mean value of the wavelet cross-section is very sensitive to the presence and size of tooth crack. Lin and Qu introduced a de-noising method that is based on wavelet analysis to extract gear vibration features however, more work still needed to apply the technique on signals of faulty gears [14]. Baydar and Ball analyzed gear vibration and acoustics using a Gabor based wavelet [15]. They found that changes in the wavelet plots are clearly observed for cracks of 30% and more. More work is still needed to produce features from the wavelet coefficient images that are related to failure prognoses.

More recently, Saravanan et al. used Morlet wavelets to extract features from vibration signals of bevel gear. Then they used support vector machine, a classification technique based on statistical learning theory, to classify the extract features according to the gear tooth damage type, e.g., crack, wear and breakage [16]. However, the sensitivity of the technique for the damage type was not reported. A similar work was published by Rafiee et al. but using Daubechie 11 wavelet for feature extraction and the neural net technique for fault classification [17]. Jafarizadeh proposed a pre-processing time averaging technique before applying the technique [18]. The work presented in this paper considers using the Kasier’s window as a pre-processing step before applying the wavelet technique. The details of the technique are presented in section 5.

2. Experimental Setup and Laboratory Data

The experimental setup of the gear testing consists of one stage gearbox, two electric motors, a DC motor controller, and high power resistors, as illustrated in figure 1. The gearbox is constructed from a 127 mm steel square section welded to a 6.3 mm plate. It includes two identical mild steel gears of 10.2 mm width, 15 teeth, 14.5° pressure angle, and 15.87 mm pitch diameter. The two gear shafts are supported with bronze bushings. The gears and bushings are sump lubricated with Mobil SHC 634 synthetic lubrication oil.

The electric motors are 1 HP permanent magnet DC motors used for driving and loading the gearbox. The DC motor controller can drive the gearbox between 200 and 1400 rpm with a speed accuracy of 2%. The load motor applies the breaking torque, dissipating the energy through the resistors. The resistors can be arranged in various ways to provide a wider load torque range. A shunt resistor is connected to the high power resistors in series to measure the current through the load motor.

The vibration signal is first collected by a PCB-307A piezoelectric accelerometer that is mounted on the gearbox plat inline with the gear meshing force. The accelerometer signal is amplified by a PCB-482A power supply unit. The signal is then passed through a data acquisition card (Metabyte Dash-16F) which is controlled by software. A photo interrupter device is used in conjunction with a slotted disk to produce a pulse signal to trigger the A/D board and collect the data. This is required to facilitate time synchronous averaging. The data are then analyzed using Matlab software. The gear tooth crack is simulated using a thin saw cut at the tooth root. For the purpose of evaluating the
efficiency of the proposed monitoring tool, different experiment runs were performed for various sizes of gear tooth cracks at the same speed of 1221 RPM. The sampling frequency was set at 83.33 KHz that generates 4096 samples for each single shaft rotation. The data signal to noise ratio was enhanced using the time averaging technique and with the help of the optical sensors.

Figure 1. Experimental setup of gear vibration test.

3. Introduction to Windowing Wavelet Transform

The discrete wavelet transform (DWT) decomposes a signal \( f(t) \) at different resolution levels and represents the signal as a series of approximate \( c_j(k) \) and detail \( d_j(k) \) expansion [19], [20]:

\[
f(t) = \sum_{k} c_j(k) \phi(t-k) + \sum_{j=0}^{J-1} \sum_{k} d_j(k) 2^{j/2} \psi(2^j t-k)
\]  

(1)

The discrete wavelet coefficients measure the similarity between the signal and the selected wavelet \( \psi(t) \); hence provide a time-frequency localization of the signal. If the scaling function and wavelets form an orthonormal basis, then according to Parseval’s theorem, the energy of the signal can be partitioned in terms of the expansion coefficient.

For any proposed new signal monitoring tool, the following characteristics represent important features for evaluating the proposed tool:

- **Sparsity**: The expansion coefficients of any event should have most of the important information in the smallest number of coefficients so that the rest of coefficients are small enough to be neglected or set equal to zero. This is important for data management, compression and denoising.
- **Separation**: During abnormal conditions, defects can be modeled as a linear combination of signals with different characteristics; the expansion coefficients should clearly separate those signals. Features of interest that classify each defect should be separated and localized at different resolutions. This is important for detection and classification.
- **Super-resolution**: A defect free sample and its characteristic set of expansion coefficients should have much better resolution than that with a traditional basis system. This is likewise important for detection, classification and estimation.
- **Stability**: The expansion coefficients that are extracted from a reference signal should not be significantly changed by defects or noise. This is important in auto-monitoring application and data measurement.
- **Speed**: The numerical calculation of the expansion coefficients in the new system should be of order \( O(N) \) or \( O(N \log(N)) \). This is important for real-time application.

Significant improvement in the efficiency of any proposed monitoring tool can be achieved by increasing the similarity of the expansion system bases and different classes of gear tooth failures. The proposed technique uses a window function \( w(t) \) in order to enhance the resemblance of the selected
mother wavelet and processed signal. Hence, strengthen the important characteristics mentioned before. In this work, Kaiser’s window of length \( N \) is selected in the windowing process which is presented as:

\[
w[n] = \frac{I_0(\beta (1-(n-u)^2/u^2)^0.5)}{I_0(\beta (0,\alpha))}
\]

where \( I_0(x) \) is the modified Bessel function and \( u \) is the midpoint of the window function. The advantage of selecting Kaiser’s window comes from the ability to adjust the window shape by changing \( \alpha \) parameter [21], [22].

Using Mallat’s algorithm, the set of expansion coefficients resulted from a windowing version of the signal at certain resolution can be expressed as:

\[
wd_j(k) = \sum_{m} h_j(m - 2k) wc_{j+1}(m)
\]

Figure 2 highlights the advantage of using the Kaiser’s window with the wavelet analysis as applied to a test signal of 4.0 kHz sine wave. Figure 2a presents a direct application of the wavelet multi-resolution analysis where the data is processed through a rectangular window. Although large part of the test signal energy, as expected, is localized at the 4\( \text{th} \) resolution, a large number of coefficients are localized at adjacent resolutions and some of which have considerable large magnitudes. Simulation shows that maximum coefficient magnitude is close to 10 at the 3\( \text{rd} \) resolution and close to 20 at the 5\( \text{th} \) resolution. However, the proposed technique localizes all the coefficients in their true resolution level, as clearly shown in figure 2b, hence satisfies the sparsity, supper-resolution and separation requirements of the proposed coefficients-dependent monitoring tool.

![Wavelet expansion coefficients localized at 8 resolutions of a virtual reference signal](image)

**Figure 2.** Wavelet expansion coefficients localized at 8 resolutions of a virtual reference signal, (a) using rectangular window, (b) using Kaiser’s window

Figure 2b shows the wavelet expansion coefficients of local maxima extracted using Kaiser’s window \( wd_j(k) \). At the super-resolution, where the test signal component is reside, the number of coefficients is reduced to a very small set and the magnitude of the maximum coefficient is almost the same as compared with the one shown in figure 2a at the same resolution level. Furthermore, for denoising purposes a threshold value can be easily selected, if required, to eliminate the noise related
coefficients. Also, the difficulty of selecting the right mother wavelet is reduced due to utilizing Kaiser's window.

Figure 3 compares the results of monitoring the absolute value of the maximum coefficients extracted directly and with that use of the Kaiser's window. The comparison is applied on a simulated noise free non-stationary signal and a similar signal corrupted with high noise levels, as shown in figure 3. Direct application of the WMRA produces coefficients \( |d_5^{\text{Max}}| \) that can detect some variations in the signal magnitude; however they are not able to trace these variations accurately and localize them on time. On the other hand, the proposed technique shows a stable detailed coefficients \( |wd_5^{\text{Mag}}| \) that can detect accurately these variations and localize them on time. Hence reflect their magnitudes even with the presence of high noise levels.

![Figure 3](image-url)

**Figure 3.** The variation in the maximum coefficients at the 5th resolution of a signal using rectangular window and Kaiser's window, a- noise-free signal and b- signal corrupted with high noise level.

4. Gearbox Condition Monitoring Technique

Any defect in a gearbox can be considered as a linear combination of time variant signals with different characteristics. The coefficients-based monitoring technique should provide a small set of expansion coefficients that clearly detect and measure the severity of the defect.

As data slides into Kaiser's window, the magnitudes of the maximum coefficients, \( \text{Max}(wd_j)_{\text{Mag}} \), detected at different resolution levels represent important features to monitor and localize any deviation in the gear condition. The sampling rate, \( f_{\text{sam}} \), should be selected such that the healthy gear signal component is centered at the reference resolution level. The number of sampling points should be large enough to decompose the signal into resolution levels that cover the expected band where any defect spectra might be localized. The size of Kaiser’s window, \( W_N \), should not exceed the period of one gear tooth mesh and the data-sliding rate, \( N_\varepsilon \), should be kept very small compared to Kaiser’s window size, \( W_N \) to enhance the tool monitoring accuracy.

Figure 4 is a pictorial representation of the proposed technique. When Kaiser’s window is centered at \( w_{\varepsilon 1} \), the data processed represents a defect free signal. The information extracted will be similar to those extracted in the preprocessing stage from the healthy sample. As a new data set slides through Kaiser’s window at \( w_{\varepsilon 2} \), the proposed monitoring technique will generate expansion coefficients at certain resolutions that reflect the tooth failure event. The magnitude of the maximum coefficient, \( \text{Max}(wd_j)_{\text{Mag}} \), will change according to the severity of gear tooth fracture. The new magnitude of the maximum coefficient at each resolution \( \text{Max}(wd_j)_{\text{Mag}} \) can be easily detected and evaluated. These coefficients are localized in time at the center of Kaiser's window, \( w_{\varepsilon} \), since they were extracted from
a windowing version of the data. Then the dynamic behavior of the magnitude variation of the extracted signal and the location of the defected tooth can be estimated using the proposed technique.

![Kaiser's Window](image)

**Figure 4.** A pictorial representation of the proposed technique as data sliding through Kaiser's window.

### 5. Application and Results

A preprocessing stage is used to define the main features extracted from a healthy sample which will be used as a reference to monitor and diagnose any changes in the gear conditions. Figure 5 shows the results of the monitoring process under normal operation conditions, NOC, of a healthy gearbox. The vibration signal collected in laboratory of a healthy gear is shown in figure 5a. The normalized norm of the coefficients ($\| d_j \|_2$) at different resolutions is used to define the distribution of signal’s energy at 8th resolution levels during NOC. This feature vector will be used as a reference to detect any abnormal conditions in the gearbox. The maximum coefficients at the 4th resolution as data slides into Kaiser's window, as shown in figure 5c, are utilized to estimate the magnitude of defect in the gearbox and identify the tooth location. Monitoring abnormal operation conditions of a gearbox is shown in figure 6. The vibration signal collected of an unhealthy gear is shown in figure 6a. Any abnormal condition is detected as a change in the norm of the coefficients localized at different resolution in comparison with that representing NOC as shown in figure 6b. The variation in the magnitude of the maximum coefficients at the 4th resolution, as shown in figure 6c, will be used to estimate the magnitude of the tooth defect and to identify the tooth place.

![Normalized Norm](image)

**Figure 5.** Monitoring normal operation conditions of a healthy gearbox, a- vibration signal of a healthy gear, b- norm of the coefficients at different resolutions and c- maximum coefficients at the 4th resolution as data sliding through Kaiser's window.

![Maximum Coefficients](image)

**Figure 6.** Monitoring abnormal operation conditions of a 50% crack in gear tooth, a- vibration signal of unhealthy gear, b- norm of the coefficients at different resolutions and c- maximum coefficients at the 4th resolution as data sliding through Kaiser's window.
Comparing results extracted under NOC, as shown in figure 5, and that of defected gear, as shown in figure 6, one can notice a change in the magnitude of the normalized coefficients’ norm by 100% at the 4th and 5th and 200% at the 3rd resolutions. The magnitude of the coefficients related to gear tooth number 9 are increased from 2.0 under NOC to 6.0 at defected tooth location while other teeth show no change in their magnitudes.

The proposed technique is applied to monitor other sets of real gear vibration signals. Four data sets that represent healthy gear and three cracked tooth gears of 40%, 50%, and 70% crack sizes are used to evaluate the efficiency of the monitoring tool. Accurate results were reached that reflect the gear health condition, as shown in figure 7.

**Figure 7.** Monitoring and tracing fracture intensity increase in a gear tooth.

6. Conclusion
The proposed technique resolves the problem of selecting a suitable mother wavelet and defines a threshold for monitoring and evaluating gear tooth fracture. Processing vibration signals through Kaiser’s window increases the similarity between the signal under processing and the selected mother wavelet. The norm of the wavelet expansion coefficients can be used to detect any abnormal conditions in the gear teeth. The maximum coefficients localized as processing data through Kaiser’s window show clear features that can be used to measure and localize any damage in the gear tooth. The proposed tool is very sensitive to any variation in the signal and can be used in detecting early signs of any abnormal condition in the gearbox. Research is continuing to investigate the affect of the gearbox structure and gear types on the developed technique.
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