THE EXTENSION OF UNITAL COMPLETELY POSITIVE SEMIGROUPS ON OPERATOR SYSTEMS TO SEMIGROUPS ON $C^*$-ALGEBRAS
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Abstract. The study of open quantum systems relies on the notion of unital completely positive semigroups on $C^*$-algebras representing physical systems. The natural generalisation would be to consider the unital completely positive semigroups on operator systems. We show that any continuous unital completely positive semigroup on matricial system can be extended to a semigroup on a finite-dimensional $C^*$-algebra, which is an injective envelope of the matricial system. In case the semigroup is invertible, this extension is unique.
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1. Introduction

The theory of open quantum dynamics is an important and well-developed field of study [1]. The Markovian dynamics of physical systems may be seen as semigroups of operators on Banach spaces. Such semigroups were studied for a long time due to the abundance of applications [2]. The positive operator semigroups have an especially good behavior and a physical meaning [3].

The development of quantum mechanics has shown that it is natural to consider quantum dynamics to be completely positive [4]. At the same time, the notion of complete positivity was widely studied by functional analysts, resulting in the theory of operator systems [5, 6]. The operator systems may be naturally called the “non-commutative” versions of Banach spaces with order [7]. Adopting this idea, we may regard the completely positive unital semigroups on operator systems to be the natural framework for studying quantum Markovian dynamics.

Earlier, the completely positive operator semigroups were studied in case of the $C^*$-algebras, leading to a number of results, probably the most famous being GKSL characterisation of generators [8, 9] and Bhat’s dilation theorem [10, 11]. In this work we show that the theory of positive semigroups on operator systems can be included into the theory of semigroups on $C^*$-algebras, at least in finite-dimensional case. That is, we show that any evolution on matricial system can be extended to an evolution on finite-dimensional $C^*$-algebra.

Here is a structure of a paper. In Section 2 we fix the notation used and remind basic facts about operator systems and one-parameter operator semigroups. In Section 3 we present the results which state that any continuous unital completely positive semigroup on a matricial system can be extended to a semigroup on some $C^*$-algebra, and that the continuous unital completely positive one-parameter groups are extended uniquely. The discussion on some implications of the result is given in Section 4.

2. Preliminaries

In this section we fix the notation and remind some notions necessary for the rest of the paper. The theory of ordered vector spaces may be found in [12], the theory of operator systems and operator spaces is given in books [6, 13, 14], and also a paper [15], where the connection between ordered vector spaces and operator systems is established. For the introduction to the theory of operator spaces, which are the “non-commutative” versions of Banach spaces, the reader may consult books [6, 7, 13, 14]. A deep and clear exposition on the theory of operator
semigroups is contained in a book [2]. The theory of positive operator semigroups is presented in [3].

2.1. Ordered vector spaces. Let $V$ be a complex vector space. We will be interested in the case $V$ is Banach, i.e. is endowed with topology and norm $\| \cdot \|$ and is complete. If $V$ is equipped with a complex-conjugate involution $v \mapsto v^*$, then it is called \emph{*-vector space}. The space of Hermitian elements is denoted as $V_h = \{ v \in V \mid v = v^* \}$. A cone $C$ is a subset of $V$ closed under addition and multiplication by positive numbers. We will be especially interested in the case when a cone $C$ is

1. Hermitian: $C \subseteq V_h$,
2. non-degenerate: $C \cap -C = \{ 0 \}$,
3. generating: the linear span equals the whole space, $\text{span}(C) = V$,
4. closed in the topology of $V$.

We will call a vector space $V$ with such a cone an \emph{ordered \*-vector space}, and we will denote the cone $C$ as $V^+$. The elements of a cone are called \emph{positive}. For two vectors $u$ and $v$ in ordered vector space $V$ it holds $u \leq v$ exactly when $v - u \in V^+$. It is easy to check that this relation is a partial ordering, which is also translation invariant and homogeneous when multiplying by positive numbers.

A \emph{vector lattice} is an ordered vector space in which for any positive vectors $u, v \in V^+$ there is a minimal upper bound $u \vee v$. The operation of taking an absolute value is defined as $|v| = v \vee -v$. The vector lattice is called \emph{Banach lattice} if $|u| \leq |v|$ implies $\|u\| \leq \|v\|$. The usual examples of Banach lattices are function spaces with pointwise ordering, such as $L^p(\Omega, \mu)$ and $C(\Omega)$.

\textbf{Example 1.} It is instructive to consider the space of continuously differentiable functions $C^1([0,1])$ with pointwise ordering. This is an ordered Banach space, but is not a Banach lattice, because the pointwise maximum of two positive functions $f \vee g$ is usually not differentiable. However, the order gives rise to a norm on this space, which is the supremum norm $\| \cdot \|_{\infty}$. The completion by this norm constitutes the Banach lattice $C([0,1])$.

An operator $\phi : V \to W$ between ordered spaces is called \emph{positive} when it preserves positive elements, that is $\phi(V^+) \subseteq W^+$. If $\phi : V \to W$ is a positive map and has a positive inverse map, then it is called an \emph{order isomorphism} of $V$ and $W$. If a positive map $i$ is an isomorphism of $V$ to a subspace of $W$, i.e. $i[V^+] = i[V] \cap W^+$, we will call $i$ an \emph{embedding} and denote $i : V \hookrightarrow W$. Note that the image of positive
maps is not necessarily closed, so the injective positive maps are not always embeddings.

**Example 2.** Let us consider a map \( \phi : C([0, 1]) \to C([0, 1]) \), given by

\[
\phi[f](T) = \begin{cases} 
  f(0), & \text{if } T = 0, \\
  \frac{1}{T} \int_0^T f(t)dt, & \text{if } 0 < T \leq 1.
\end{cases}
\]

This map is positive and preserves unit function, but it’s image consists of differentiable maps, so it is not closed in \( C([0, 1]) \).

The positive map \( p \) from \( W \) to \( V \) is called a **quotient map** if it is surjective and \( p[W^+] = V^+ \), such maps will be denoted as \( p : W \to V \).

### 2.2. Function systems.

Let \( V \) be an ordered vector space. We say that the element \( e \in V^+ \) is an **order unit** if for every \( v \in V \) there exists \( r > 0 \) such that \( v \leq re \). The order unit is called **Archimedean** if any vector \( v \in V^+ \) is positive if and only if \( v + re \) is positive for all \( r > 0 \). The spaces with Archimedean order unit are called **function systems**, or **Archimedean order unit (AOU)** spaces [16].

We will denote \( \langle v, \rho \rangle = \rho(v) \) for vector \( v \in V \) and functional \( \rho \in V^* \) a canonical pairing of vector spaces \( V \) and \( V^* \). A **state** \( \rho \in V^* \) is a unital positive functional on a function system, which means \( \langle e, \rho \rangle = 1 \) and \( \langle v, \rho \rangle \geq 0 \) for all \( v \in V^+ \). The space of states on function systems \( V \) is denoted \( S(V) \). The set \( S(V) \) is convex and compact in weak-* topology, the extremal points of it are called **pure states**.

The Archimedean order unit naturally defines the topology on the function system. The norm \( \| \cdot \|_h \) on real vector space \( V_h \) is defined as

\[
\| v \|_h = \inf \{ r > 0 \mid -re \leq v \leq re \}.
\]

An **order norm** \( \| \cdot \| \) is a norm on \( V \) which satisfies \( \| v \| = \| v^* \| \) and \( \| v \| = \| v \|_h \) if \( v = v^* \). The minimal order norm is

\[
\| v \| = \sup \{ |\langle v, \rho \rangle| \mid \rho \in S(V) \}.
\]

It fact, all the order norms are equivalent to the minimal one [16] and all of them induce the same topology, which is generated by absolutely convex subsets that absorb order intervals (see [12, Chapter 2]).

The map \( \phi : V \to W \) is called **unital** if it preserves the order unit, i.e. \( \phi[e_V] = e_W \). If \( \phi : V \to W \) is a unital positive map and has a positive inverse map, then it is called an **unital order isomorphism** of \( V \) and \( W \). If \( i \) is a unital isomorphism of \( V \) to a subspace of \( W \), we will call \( i \) an **embedding** and denote \( i : V \hookrightarrow W \). The quotient map \( p \) between \( W \) and \( V \) is a unital surjective map such that \( p[W^+] = V^+ \). We will denote quotient maps as \( p : W \twoheadrightarrow V \).
R.V. Kadison in the work [17] has proven that any function system may be represented as a closed subspace in an algebra of continuous functions \( C(\Omega) \) on a Hausdorff compact \( \Omega \) via unital order embedding. To be exact, this map is given as

\[
V \to C(S(V)), \quad v \mapsto (f \mapsto f(v)).
\]

It is additionally known that if the function system \( V \) is a lattice, then the pure states are the lattice homomorphisms, and \( V \) is equivalent to \( C(\Omega) \) for the space \( \Omega \) of pure states (see [18] and [19, Volume 2]).

2.3. Operator spaces. Let \( \mathbb{M}_{n,m} = \mathbb{M}_{n,m}(\mathbb{C}) \) be a space of \( n \times m \) matrices with complex coefficients. For a \( \ast \)-vector space \( V \) let \( \mathbb{M}_{n,m}(V) \) be a space of \( n \times m \) matrices with elements from \( V \). Equivalently, we may think of \( \mathbb{M}_{n,m}(V) \) as a tensor product \( \mathbb{M}_{n,m} \otimes V \). The space \( \mathbb{M}_n(V) = \mathbb{M}_{n,n}(V) \) is called an \( n \)-matrix level of \( V \). An involution

\[
(\cdot)^* : (v_{i,j})_{i,j} \mapsto (v_{j,i})_{i,j}
\]

makes \( \mathbb{M}_n(V) \) into a \( \ast \)-vector space. We define the multiplication of \( v \in \mathbb{M}_{n,m}(V) \) by matrices \( \alpha \in \mathbb{M}_{s,n} \) on the left and by \( \beta \in \mathbb{M}_{m,p} \) on the right as

\[
(\alpha v \beta)_{k,l} = \sum_{i,j} \alpha_{k,i} v_{i,j} \beta_{j,l} \in \mathbb{M}_{s,p}(V).
\]

A matrix norm \( \{\|\|_n\}_n \) is a sequence of norms \( \|\cdot\|_n : \mathbb{M}_n \to \mathbb{R}_+ \) on each matrix level, such that the axioms of Ruan [20] hold:

\begin{align*}
(R1) \quad \|\alpha v \beta\|_m &\leq \|\alpha\| \|v\|_n \|\beta\| & \text{for all } v \in \mathbb{M}_n(V), \; \alpha \in \mathbb{M}_{m,n}, \; \beta \in \mathbb{M}_{m,m}, \\
(R2) \quad \|x \oplus y\|_{n+m} &= \max\{\|x\|_n, \|y\|_m\} & \text{for all } x \in \mathbb{M}_n(V), \; y \in \mathbb{M}_m(V).
\end{align*}

If \( V \) is a Banach space with a matrix norm, then it is called an operator space.

Suppose \( \phi : V \to W \) is a bounded linear map between operator spaces. Denote the \( n \)th amplification \( \phi^{(n)} : \mathbb{M}_n(V) \to \mathbb{M}_n(W) \) a map \( \text{id}_n \otimes \phi \). Thinking in terms of matrices, it acts as

\[
\phi^{(n)} \left( \begin{bmatrix} v_{11} & \cdots & v_{1n} \\ \vdots & \ddots & \vdots \\ v_{n1} & \cdots & v_{nn} \end{bmatrix} \right) = \begin{bmatrix} \phi[v_{11}] & \cdots & \phi[v_{1n}] \\ \vdots & \ddots & \vdots \\ \phi[v_{n1}] & \cdots & \phi[v_{nn}] \end{bmatrix}.
\]

For the operator norms at each matrix level it holds

\[
\|\phi\| \leq \|\phi^{(2)}\| \leq \cdots \leq \|\phi^{(k)}\| \leq \cdots
\]
The limit of this norms defines a \textit{completely bounded norm}
\[
\|\phi\|_{cb} = \sup_n \|\phi^{(n)}\|
\]
and if \(\|\phi\|_{cb} \leq \infty\), then \(\phi\) is called \textit{completely bounded} map. It is known that the bounded maps between “finite-dimensional” operator spaces are completely bounded

\textbf{Lemma 1} (Smith, [21]). \emph{Let} \(V\) \emph{be a matricially normed space and} \(\phi : V \to \mathbb{M}_n\) \emph{a bounded map. Then} \(\|\phi\|_{cb} = \|\phi^{(n)}\|\).

The space of completely bounded maps will be denoted \(CB(V, W)\). The map \(\phi\) is called \textit{completely contractive} if \(\|\phi\|_{cb} \leq 1\). The map \(\phi\) is called \textit{complete isometry} if all amplifications are isometric, i.e. \(\|\phi^{(n)}[v]\|_n = \|v\|_n\) for all \(v \in \mathbb{M}_n(V)\). If it is also surjective, then \(\phi\) is called \textit{complete metric isomorphism}.

\subsection*{2.4. Operator systems.}

The containing unit \(*\)-subspaces of general \(C^*\)-algebras are called \textit{(concrete) operator systems} [6]. Similar to Kadison’s result, M.-D. Choi and E.G. Effros were able to characterise operator systems by their order structure [5].

A family of cones \(\{C_n\}_n\) such that \(C_n \subseteq \mathbb{M}_n(V)\) constitutes a \textit{matrix cone} on \(V\) if

for each \(\alpha \in \mathbb{M}_{n,m}\) it is true that \(\alpha^* C_n \alpha \subseteq C_m\).

We will also write \(\mathbb{M}_n(V)^+\) for \(C_n\). The matrix cones provide \(V\) with \textit{matrix order}.

An order unit \(e\) is called \textit{matrix order unit} if the element \(e^{(n)} \in \mathbb{M}_n(V)\):

\[
e^{(n)} = \begin{bmatrix} e & \cdots & e \\ \cdots & \ddots & \cdots \\ e & \cdots & e \end{bmatrix} = I_n \otimes e
\]
is an order unit \(\mathbb{M}_n(V)\) on each matrix level. If the matrix order unit \(e^{(n)}\) is also Archimedean for each \(\mathbb{M}_n(V)\), then it is called \textit{Archimedean matrix order unit}. An \textit{(abstract) operator system} is a matrix ordered \(*\)-vector space with Archimedean matrix order unit. Let us note that the matrix cone endows \(V\) with a matrix norm structure, given by

\[
\|v\|_n = \inf \left\{ r > 0 \mid \begin{bmatrix} rI_n & v \\ v^* & rI_n \end{bmatrix} \in \mathbb{M}_{2n}(V)^+ \right\}.
\]

Let \(V\) and \(W\) be matrix ordered vector spaces and \(\phi : V \to W\) a linear map between them. A map \(\phi\) is called \textit{completely positive} if each \(\phi^{(n)}\) is positive, i.e. it sends \(\mathbb{M}_n(V)^+\) into \(\mathbb{M}_n(W)^+\). We will denote the space of unital completely positive maps between \(V\) and \(W\).
as $\text{UCP}(V,W)$. The unital completely positive maps are always completely contractive and $\|\phi\|_{cb} = 1$. On the other hand, all completely contractive unital maps are completely positive.

If a unital completely positive map $\phi : V \to W$ has a completely positive inverse map, then it is called a unital complete order isomorphism. The unital completely positive map $i : V \hookrightarrow W$ is called a unital complete order embedding if it is an isomorphism of $V$ to a subsystem of $W$. The map $p : V \twoheadrightarrow W$ is a unital completely quotient map if it is quotient on each matrix level. The theory of quotients for operator systems is presented in [22].

Let $\mathcal{H}$ be a Hilbert space and $\mathcal{B}(\mathcal{H})$ the algebra of bounded operators on it. The representation theorem of Choi and Effros states that each abstract operator system is completely order isomorphic to a $*$-subspace of $\mathcal{B}(\mathcal{H})$ that contains identity operator $I$.

**Theorem 1** (Choi–Effros, [5]). Let $V$ be an abstract operator system. Then there exists a Hilbert space $\mathcal{H}$, a concrete operator system $S \subseteq \mathcal{B}(\mathcal{H})$ and a unital complete order isomorphism $\phi : V \to S$.

This isomorphism is obtained by an embedding

$$V \to \bigoplus_{n \in \mathbb{N}} \bigoplus_{\phi \in \text{UCP}(V,M_n)} M_n, \quad v \mapsto (\phi(v))_{\phi}.$$ 

The operator system $V$ that is embeddable into a finite-dimensional $M_n$ is called a matricial system [23]. For matricial systems, in order to check the complete positivity of a map $\phi$ from or into $V$ it is sufficient to check the positivity of $\phi^{(n)}$. This statement is often refereed to as Smith’s lemma [21].

We pay reader’s attention to the distinction: the function systems should be treated as the spaces of (affine) functions, while the operator systems should be treated as the spaces of operators. The operator systems are endowed with an additional structure of matrix order, which acts similarly to a “topology”. Each operator system is a function system, but on the given function system there may be a lot of different matrix order structures [15].

2.5. **Operator semigroups.** Let $V$ be a Banach space, $\mathcal{B}(V)$ is an algebra of bounded operators on $V$ and let $\mathbb{R}_+$ be a semigroup of positive real numbers. A one-parameter operator semigroup is a semigroup homomorphism $\Phi : \mathbb{R}_+ \to \mathcal{B}(V)$. Equivalently, an operator semigroup is a set of operators $\{\Phi(t)\}_{t \geq 0}$, such that

$$\Phi(0) = \text{id}, \quad \Phi(s)\Phi(t) = \Phi(t + s),$$
where \( id \) is an identity operator and \( t, s \in \mathbb{R}_+ \). An operator semigroup is called **strongly continuous** if for each \( v \in V \) the orbit of this element is continuous in strong operator topology, which means
\[
\lim_{t \downarrow 0} \| \Phi(t)v - v \| = 0 \quad \text{for all } v \in V.
\]
An operator semigroup is called **uniformly continuous** when the orbit is continuous in norm operator topology, that is
\[
\lim_{t \downarrow 0} \| \Phi(t) - I \|_{B(V)} = 0,
\]
for any strongly continuous semigroup there is a densely defined closable operator \( A : \mathcal{D}(A) \to V \), called a **generator** of a semigroup. It is given by a formula
\[
Av = \lim_{t \downarrow 0} \frac{\Phi(t)v - v}{t} \quad \text{for all } v \in \mathcal{D}(A).
\]
It is useful to examine the resolvent of an operator \( R(\lambda, A) \), defined on a resolvent set
\[
\rho(A) = \mathbb{C} \setminus \sigma(A) = \{ \lambda \in \mathbb{C} \mid \lambda - A \text{ has bounded inverse} \}
\]
and given by a formula
\[
R(\lambda, A) = (\lambda - A)^{-1}.
\]
The resolvent function satisfies the **Hilbert’s identity**
\[
\frac{R(\lambda, A) - R(\omega, A)}{\lambda - \omega} = -R(\lambda, A)R(\omega, A)
\]
for all \( \lambda, \omega \in \rho(A) \). This identity implies that the resolvent \( R(\lambda, A) \) is holomorphic on the parameter \( \lambda \). Also, for strongly continuous semigroups it holds that
\[
\lim_{\lambda \to \infty} \| \lambda R(\lambda, A)v - v \| = 0 \quad \text{for all } v \in V.
\]
The semigroup \( \Phi \) is uniformly continuous exactly in case \( A \) is a bounded operator. In case \( A \) is unbounded, the semigroup is strongly continuous.

Studying spectral properties of a generator \( A \), one may find a lot of information about the semigroup \( \Phi \). To a generator \( A \) we associate a **spectral bound** \( s(A) \), which is the largest real part of a spectrum
\[
s(A) = \sup \{ \Re(\lambda) \mid \lambda \in \sigma(A) \}.
\]
The **growth bound** of a semigroup is a number
\[
\omega_0 = \inf_{t > 0} \frac{\log \| \Phi(t) \|}{t}.
\]
The spectral bound and growth bound correspond as

\[-\infty \leq s(A) \leq \omega_0 < +\infty.\]

For \( \lambda \) such that \( \Re(\lambda) > \omega_0 \) the resolvent is a Laplace integral (in Bochner’s sense) of \( \Phi \):

\[
R(\lambda, A) = \int_0^\infty e^{-\lambda t} \Phi(t) dt.
\]

The operator semigroup is called \textit{contractive semigroup} if every operator in a semigroup is contractive, that is \( \|\Phi(t)\| \leq 1 \) for all \( t \geq 0 \). For contractive semigroups it is evident that \( \omega_0 \leq 0 \). The generators of contractive semigroups are characterised by theorems of Lummer-Phillips and Hille-Yosida [2].

An operator semigroup \( \Phi \) on an ordered vector space \( V \) is called \textit{positive} if it consists of positive operators,

\[ \Phi(t)v \geq 0 \text{ for all } t \geq 0, v \in V^+. \]

or equivalently

\[ \langle \Phi(t)v, \rho \rangle \geq 0 \text{ for all } t \geq 0, v \in V^+, \rho \in (V^*)^+. \]

If the semigroup is positive and unital, it holds \( \omega_0 = s(A) = 0 \) and the resolvent \( R(\lambda, A) \) is defined for all \( \lambda \in \mathbb{C} \) such that \( \Re(\lambda) > 0 \).

The generators of positive semigroups are characterised using the notion of conditional (off-diagonal) positivity. The operator \( A : D(A) \to V \) on a function system \( V \) is \textit{conditionally positive} if and only if

\[ \langle v, \rho \rangle = 0 \text{ implies } \langle Av, \rho \rangle \geq 0 \text{ for all } v \in D(A) \cap V^+, \rho \in (V^*)^+. \]

**Theorem 2** (Arendt–Chernoff–Kato, [24–26]). Let \( V \) be a function system with unit \( e \), let \( \{\Phi(t)\}_{t \geq 0} \) be strongly continuous semigroup with generator \( A \). Then the following conditions are equivalent:

1. \( \Phi \) is a unital positive semigroup.
2. \( A \) is conditionally positive and \( A[e] = 0 \).
3. The resolvent \( R(\lambda, A) \) is positive for arbitrary large \( \lambda > 0 \) (equivalently, for all \( \lambda > 0 \)), and \( R(\lambda, A)[e] = \frac{1}{\lambda} e \).

In case \( V \) is an operator system we will require that \( \Phi \) is a unital completely positive semigroup. The generator \( A \) is then called \textit{conditionally completely positive} if all the amplifications \( A^{(n)} \) are conditionally positive.

Unital completely positive semigroups are completely contractive, for them it holds that \( s(A) = \omega_0 = 0 \), therefore the resolvent is defined for all \( \lambda \) such that \( \Re(\lambda) > 0 \) by formula (2).
2.6. **Injectivity.** An operator system $Z$ is called injective if given a unital completely positive map $\phi : V \rightarrow Z$ and an embedding (complete isometry) $i : V \hookrightarrow W$ there is an completely positive map $\psi : W \rightarrow Z$ which is an extension of $\phi$, i.e. such that the diagram commutes

\[
\begin{array}{ccc}
V & \xrightarrow{\phi} & Z \\
\downarrow{i} & \swarrow{\psi} \\
W & 
\end{array}
\]

It turns out the injective operator systems are also injective as o perator spaces \cite[Proposition 15.1]{6}, i.e. every completely bounded map $\phi : V \rightarrow Z$ can be extended to $\psi : W \rightarrow Z$ so that $\|\psi\|_{cb} = \|\phi\|_{cb}$.

An important theorem of Arveson states that the algebra $B(\mathcal{H})$ is injective.

**Theorem 3** (Arveson, \cite{27}). Given Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, and concrete operator systems $W \subseteq V$ on $\mathcal{H}$, any unital completely positive map $\phi : W \rightarrow B(\mathcal{H})$ may be extended to a map $\psi : V \rightarrow B(\mathcal{H})$.

The concrete operator system $V \subseteq B(\mathcal{H})$ is injective if and only if there is a unital completely positive projection $p : B(\mathcal{H}) \rightarrow B(\mathcal{H})$ with $\text{Im}(p) = V$, which is the extension of identity map $\text{id}_V$. By the result of Choi and Effros \cite[Theorem 15.2]{6}, each injective operator system is completely order isomorphic to a $C^*$-algebra (in fact a monotone complete $C^*$-algebra \cite{28}) with multiplication induced by the projection $p$. Therefore it holds that the injective matricial systems are exactly the finite-dimensional $C^*$-algebras.

The extension of an operator system $V$ is an operator system $W$ together with a unital completely positive embedding $i : V \hookrightarrow W$. The extension is injective if $W$ is an injective operator system. The extension is essential in case the map $\psi : W \rightarrow Z$ is an embedding if and only if $\psi \circ i : V \rightarrow Z$ is. The extension is called rigid if for any $\psi : W \rightarrow W$ the condition $\psi \circ i = i$ implies $\psi = \text{id}_W$. That means, the unique extension of $\text{id}_V$ is $\text{id}_W$.

The injective envelope is a minimal injective extension of $V$. That means, if $W$ is an injective envelope of $V$ with embedding $i : V \hookrightarrow W$, then the only injective operator system $Z$ such that $i[V] \subseteq Z \subseteq W$ is $Z = W$. The construction of injective envelope was proposed by Hamana \cite{29}. It turns out that injective envelope is a rigid and essential extension, and vice versa, if $W$ is an injective rigid extension of $V$, then it is an injective envelope.

We will be interested in extension properties of semigroups. If $i : V \hookrightarrow W$ is an embedding, and $\Phi$ is a semigroup on $V$, then a semigroup
Ψ on W is an extension if it holds that Ψ(t) ◦ i = i ◦ Φ(t) for all t ≥ 0. If there also exists a quotient map p : W → V, such that p ◦ i = id_V then Ψ is called co-extension if p ◦ Ψ(t) = Φ(t) ◦ p and dilation if Φ(t) = p ◦ Ψ(t) ◦ i. Note that if Ψ is a dilation, then it also is an extension and co-extension of Φ. For convenience of the reader we present Figure 1, which illustrates differences between the concepts of extensions, co-extensions and dilations.

![Commutative diagrams](image)

**Figure 1.** The commutative diagrams of extensions, co-extensions and dilations. Here i : V ↪ W is a unital completely positive embedding and p : W ↪ V is a unital completely positive quotient map.

3. **Main result**

Given some semigroup Φ on operator system V, we want to somehow extend it a some semigroup Ψ on C*-algebra. In this section we prove that it is always possible to extend the continuous semigroups in such a way in case of matricial systems. Then, we also show that the extension is unique for invertible semigroups.

3.1. **Extension of semigroups.** Let us first note that this problem is trivial for discrete-time semigroups.

**Proposition 1.** Let V be an operator system, W its injective extension, and i : V ↪ W an embedding. Let Φ : Z⁺ → UCP(V) be a discrete-time operator semigroup on V. Then it can be extended to a semigroup Ψ : Z⁺ → UCP(W).

**Proof.** Discrete-time one-parameter semigroups are determined by their element Φ(1), because Φ(n) = Φ(1)^n. Using the injectivity of W, extend Φ(1) : V → V to the operator Ψ(1) : W → W. □

Let us state the result for continuous-time semigroups over matricial systems.
Theorem 4. Let $V$ be a matricial system and let $W$ be its injective envelope with embedding $i : V \rightarrow W$. Let $\Phi : \mathbb{R}_+ \rightarrow \text{UCP}(V)$ be a continuous unital completely positive one-parameter semigroup on $V$. Then it can be extended to a continuous unital completely positive semigroup $\Psi : \mathbb{R}_+ \rightarrow \text{UCP}(W)$ on $W$.

Before proving the theorem, let us give some observations.

Observation 1. Since we consider the matricial (i.e. finite-dimensional) case, the space $\text{UCP}(V,W)$ of unital completely positive maps is compact in the norm topology $\|\cdot\|_{cb}$. Also, the space 
$$\{\psi \in \text{UCP}(W) \mid \psi \circ i = i \circ \phi\}$$
of the extensions of a given $\phi \in \text{UCP}(V)$ is compact.

Observation 2. Let $G$ be a generator of some unital completely positive semigroup on some operator system $W$. Then for all $\lambda > 0$ it holds that $\lambda R(\lambda, G) \in \text{UCP}(W)$ is unital and completely positive. If $\lambda, \mu > 0$ are two sufficiently close numbers, then by Hilbert’s identity (1) it holds
$$\lambda R(\lambda, G) = \sum_{k=0}^{\infty} \frac{\lambda}{\mu} \left(1 - \frac{\lambda}{\mu}\right)^k (\mu R(\mu, G))^{k+1}.$$ 

Let $\beta$ be a number such that $0 < \beta \leq 1$. Let us examine the properties of a nonlinear map $H_\beta$
$$H_\beta : \text{UCP}(W) \rightarrow \text{UCP}(W), \quad \phi \mapsto \sum_{k=0}^{\infty} \beta(1-\beta)^k \phi^{k+1}.$$ 

First of all note that the image of any unital map is unital,
$$H_\beta[\phi][e] = \sum_{k=0}^{\infty} \beta(1-\beta)^k \phi^{k+1}[e] = e.$$ 

and the image of any positive map is positive as the sum of positive maps.

Next, the map is continuous: let $\{\phi_\alpha\}_\alpha$ be a net of unital completely positive maps converging to $\phi \in \text{UCP}(W)$, i.e. $\lim_\alpha \|\phi - \phi_\alpha\|_{cb} = 0$. Then
$$\|\phi^{k+1} - \phi^{k+1}_\alpha\|_{cb} = \|\sum_{l=0}^{k} \phi^{k-l}(\phi - \phi_\alpha)\phi^l_\alpha\|_{cb} \leq (k+1)\|\phi - \phi_\alpha\|_{cb}.$$
and
\[ \| H_\beta[\phi] - H_\beta[\phi_\alpha] \|_{cb} \leq \sum_{k=0}^{\infty} \beta(1 - \beta)^k \| \phi^{k+1} - \phi_\alpha^{k+1} \|_{cb} \]
\[ \leq \sum_{k=0}^{\infty} \beta(1 - \beta)^k (k + 1) \| \phi - \phi_\alpha \|_{cb} \]
\[ = \frac{1}{\beta} \| \phi - \phi_\alpha \|_{cb}, \]
so \( \lim_{\alpha} H_\beta[\phi_\alpha] = H_\beta[\phi] \) uniformly on \( \beta \) inside some interval \([\epsilon, 1]\), where \( \epsilon > 0 \). The map \( H_\beta \) between compact Hausdorff spaces is continuous and injective, therefore the image \( \text{Im}(H_\beta) \) is a compact subspace of \( \text{UCP}(W) \).

Also, if \( \beta_1, \beta_2 \in (0, 1] \), then \( H_{\beta_1} \cdot H_{\beta_2} = H_{\beta_1 \circ \beta_2} \).

Now, we turn to the proof of Theorem 4.

Proof. Let \( A \) be a generator of a semigroup \( \Phi : \mathbb{R}_+ \to \text{UCP}(V) \). Let us define for arbitrary \( \omega > 0 \) the set \( \mathcal{G}_\omega \) of functions \((0, \omega] \to \text{UCP}(W)\) which extend \( \lambda \mapsto \lambda R(\lambda, A) \) and satisfy an analogue of Hilbert’s identity (1)
\[ \mathcal{G}_\omega = \left\{ F : (0, \omega] \to \text{UCP}(W) \left| \begin{array}{c}
F(\lambda) \circ i = i \circ \lambda R(\lambda, A),
\frac{\lambda F(\mu) - \mu F(\lambda)}{\lambda - \mu} = F(\lambda) F(\mu),
\end{array} \right. \right\} \]

Such functions may be generated in the following way: let \( F(\omega) \in \text{UCP}(W) \) be some extension of \( \omega R(\omega, A) \), which exists since \( W \) is injective. Then the function \( F \) is defined for all \( \lambda \in (0, \omega] \) as
\[ F(\lambda) = H_{\lambda/\omega}[F(\omega)]. \]

Therefore the set \( \mathcal{G}_\omega \) is not empty. On the other hand, given \( F \in \mathcal{G}_\omega \), the map \( F(\omega) \) is unital completely positive and extends \( \omega R(\omega, \lambda) \). Let us endow \( \mathcal{G}_\omega \) with topology, induced by this bijection
\[ \mathcal{G}_\omega \cong \{ \psi \in \text{UCP}(W) \mid \psi \circ i = i \circ \omega R(\omega, A) \}, \]
then \( \mathcal{G}_\omega \) is a Hausdorff compact space. This topology may alternatively be described as a topology of uniform convergence on each closed interval \([\epsilon, \omega]\) for \( \epsilon > 0 \).

If \( \omega_1 < \omega_2 \), then the space of functions \( \mathcal{G}_{\omega_2} \) is embedded into the space \( \mathcal{G}_{\omega_1} \) via the map \( H_{\omega_1/\omega_2} \).

If \( \omega_1 < \omega_2 \), then \( \mathcal{G}_{\omega_1} \supseteq \mathcal{G}_{\omega_2} \).
So, the family $\{G_{\omega}\}_{\omega > 0}$ is a decreasing net of nonempty compact Hausdorff spaces, therefore it has a nonempty intersection. Let us denote

$$G_\infty = \bigcap_{\omega > 0} G_\omega.$$ 

Let $F \in G_\infty$ be some function from $G_\omega$. This function is defined for all $\lambda > 0$, so that $F(\lambda) \in \text{UCP}(W)$, it satisfies an analogue of Hilbert’s identity and is an extension of $\lambda \mapsto \lambda R(\lambda, A)$. Let us show that $F(\lambda) \to \text{id}_W$ when $\lambda \to \infty$. Let $\{\lambda_\alpha\}_\alpha$ be an increasing net of positive numbers, such that the net converges to some $J = \lim_\alpha F(\lambda_\alpha)$. Such nets exist, since UCP($W$) is compact. Then it holds

$$J \circ i = \left\{ \lim_\alpha F(\lambda_\alpha) \right\} \circ i = \lim_\alpha \left\{ F(\lambda_\alpha) \circ i \right\}$$

$$= \lim_\alpha \left\{ i \circ \lambda_\alpha R(\lambda_\alpha, A) \right\} = i \circ \left\{ \lim_\alpha \lambda_\alpha R(\lambda_\alpha, A) \right\}$$

$$= i \circ \text{id}_V.$$ 

Because $W$ is a rigid extension, this implies $J = \text{id}_W$. That means, all converging subnets of $\{F(\lambda)\}_{\lambda > 0}$ have $\text{id}_W$ as a limit, so $\lim_{\lambda \to \infty} F(\lambda) = \text{id}_W$.

By the general theory of one-parameter semigroups (see for example [30, Theorem 2.5.13]) it follows that $F(\lambda) = \lambda R(\lambda, G)$ for some generator $G$. More explicitly, we can define $G$ as

$$G = \lambda (\text{id}_W - F(\lambda)^{-1}).$$ 

This definition does not depend on $\lambda$ due to Hilbert’s identity (1). The generator $G$ is an extension of $A$, and the semigroup $\Psi(t) = e^{tG}$ is a continuous unital completely positive semigroup on $W$ that extends $\Phi$. \hfill \Box

Let us note that the proof of Theorem 4 significantly relies on the finite-dimensionality of $W$. To be exact, it relies on the fact that $W$ is compact in norm topology. Also note that all the extensions are described in terms of a compact $G_\infty$.

3.2. Extension of groups. It turns out that the extension given by Theorem 4 is unique in case $\Phi$ corresponds to the invertible dynamics, i.e. it is a one-parameter group.

First of all, we will need a simple lemma about rigid extensions.

**Lemma 2.** Let $V$ be an operator system and $W$ it’s rigid extension with embedding $i : V \hookrightarrow W$. If $\phi_1, \phi_2 : V \to V$ are inverse maps,

$$\phi_1 \circ \phi_2 = \phi_2 \circ \phi_1 = \text{id}_V,$$ 

then

$$\phi_1 = \phi_2 = \text{id}_V.$$
then any of their extensions $\psi_1, \psi_2 : W \to W$ are also inverse

$$\psi_1 \circ \psi_2 = \psi_2 \circ \psi_1 = \text{id}_W.$$  

Consequently, the extension of invertible map is unique, if it exists.

**Proof.** The maps $\psi_1 \circ \psi_2$ and $\psi_2 \circ \psi_1$ extend the identity $\text{id}_V$

$$\psi_1 \circ \psi_2 \circ i = \psi_2 \circ \psi_1 \circ i = i \circ \text{id}_V = i,$$

therefore by rigidity are equal to $\text{id}_W$.

If $(\psi_1, \psi_2)$ and $(\tilde{\psi}_1, \tilde{\psi}_2)$ are two pairs of inverses that extend $(\phi_1, \phi_2)$, then the pairs $(\psi_1, \tilde{\psi}_2)$ and $(\tilde{\psi}_1, \psi_2)$ are also inverses. The inverse of a map is always unique, therefore $\psi_1 = \tilde{\psi}_1$, $\psi_2 = \tilde{\psi}_2$, and the maps $\psi_1, \psi_2$ are unique as extensions of $\phi_1, \phi_2$. □

This lemma is connected with the result of Hamana [31] (see also [28, Corollary 8.1.23]) about the extensions of automorphism groups. Let us denote $\text{Aut}(V)$ the group of unital completely positive automorphisms on operator system $V$. If the operator system $W$ is a $C^*$-algebra, then $\text{Aut}(W)$ is a group of algebraic $*$-automorphisms on $W$ [32, Corollary 3.2].

**Theorem 5** (Hamana, [31]). Let $V$ be an operator system and $W$ it’s injective extension with the embedding $i : V \hookrightarrow W$. Then there exists an injective homomorphism of groups $\chi : \text{Aut}(V) \hookrightarrow \text{Aut}(W)$. That means, any group of unital completely positive automorphisms on $V$ uniquely extends to a group of algebraic $*$-automorphisms on $W$. Also, if $\psi \in W$ is an automorphism that leaves $V$ invariant, then $\psi = \chi(\psi|_V)$.

**Proof.** Let us construct the map $\chi$. Let us fix some $\phi \in \text{Aut}(V)$. Because the extension $W$ is injective, there is some $\psi \in \text{UCP}(W)$ such that $\psi \circ i = i \circ \phi$. Because $W$ is a rigid extension, by the Lemma 2 the extension $\psi$ is unique. Then, set $\chi(\phi) = \psi$.

$$V \xrightarrow{\phi} V \xrightarrow{i} \text{id}_V \xrightarrow{i} W \xrightarrow{\chi(\phi)} W$$

Let us show that $\chi$ is a homomorphism. If $\phi_1, \phi_2 \in \text{Aut}(V)$, then both $\chi(\phi_1 \circ \phi_2)$ and $\chi(\phi_1) \circ \chi(\phi_2)$ extend $\phi_1 \circ \phi_2$, therefore they are equal. The map $\chi$ is injective, because the following chain of equations
hold:
\[ \chi(\phi_1) = \chi(\phi_2), \]
\[ \chi(\phi_1) \circ i = \chi(\phi_2) \circ i, \]
\[ i \circ \phi_1 = i \circ \phi_2, \]
\[ \phi_1 = \phi_2. \]

If \( \psi \in \text{Aut}(W) \) preserves the subspace \( V \), then \( \psi = \chi(\psi|_V) \) by uniqueness.

**Theorem 6.** Let \( V \) be a matricial system and let \( W \) be its injective envelope with embedding \( i : V \hookrightarrow W \). Let \( \Phi : \mathbb{R} \to \text{Aut}(V) \) be a continuous group of unital completely positive automorphism on \( V \). Then it can be extended to a continuous group of algebraic \( * \)-automorphisms \( \Psi : \mathbb{R} \to \text{Aut}(W) \) on \( W \), in a unique way.

**Proof.** By the Theorem 4 there exist semigroups \( \Psi_+ : \mathbb{R}_+ \to \text{UCP}(W) \) such that
\[ \Psi_+(t) \circ i = i \circ \Phi(t), \quad \Psi_-(t) \circ i = i \circ \Phi(-t) \]
for all \( t \geq 0 \).

By the Lemma 2, these semigroups are inverse to each other, \( \Phi_-(t) \circ \Psi_+(t) = \text{id}_W \) for all \( t \geq 0 \), therefore they define a continuous one-parameter group \( \Psi : \mathbb{R} \to \text{Aut}(W) \) so that \( \Psi(t) = \Psi_+(t) \) and \( \Psi(-t) = \Psi_-(t) \) for all \( t \geq 0 \). By the Theorem 5 this extension is unique and
\[ \Psi = \chi \circ \Phi : \mathbb{R} \to \text{Aut}(W). \]

Also note that the generator \( G \) of a group \( \Psi \) is a derivation on an algebra \( W \) and the group preserves pure states.

4. **Discussion**

The theory of completely positive semigroups on \( C^* \)-algebras is a classical field of study in the context of quantum probability and quantum stochastic processes [1, 4]. The most important results include the statement that the generators of uniformly continuous completely positive semigroups on \( C^* \)-algebras have a GKSL structure [8, 9]. At the same time, quite a little is known about the general structure of completely positive semigroups with unbounded generators [33]. Another important result is concerned with the idea that completely positive semigroups on \( C^* \)-algebra can always be dilated to a semigroup of \( * \)-homomorphisms [10, 11, 34].

Operator systems can be though of as natural generalisation of a category of \( C^* \)-algebras with completely positive maps, and the study
of state spaces of operator systems can be naturally considered as “noncommutative” convex geometry \([35, 36]\). Operator systems are also studied in the context of Generalized Probabilistic Theories \([37, 38]\).

The Theorems 4 and 6 therefore help us to make sure that any evolution on matricial systems has some physical meaning as Markovian quantum stochastic processes. Let us illustrate it in the context of rebit calculations.

Let us examine the most simple case of matricial systems inside of \(2 \times 2\)-matrices \(\mathbb{M}_2\). Let \(I, X, Y, Z\) be the Pauli matrices

\[
I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad Y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.
\]

Let \(V\) be an operator system and \(W\) it’s injective envelope. There are 4 different cases of operator systems that are embedded into \(\mathbb{M}_2\).

1. \(\dim V = 1\), then \(V = \text{span}\{I\}\) and \(W = \mathbb{C}\). The trivial case.
2. \(\dim V = 2\), for example \(V = \text{span}\{I, Z\}\) – the operator system of diagonal \(2 \times 2\)-matrices. It’s envelope is a commutative algebra \(W = \mathbb{C}^2\) and this system cannot posses any “quantumness”.
3. \(\dim V = 3\), for example \(V = \text{span}\{I, X, Z\}\) – the operator system spanned by symmetric \(2 \times 2\)-matrices with real coefficients. This system is often called a rebit (real bit). It’s envelope is \(W = \mathbb{M}_2\).
4. \(\dim V = 4\), then \(V = \text{span}\{I, X, Y, Z\} = \mathbb{M}_2\) is the system of one qubit, \(W = \mathbb{M}_2\).

Out of the four cases the most interesting is a case of rebit \(V = \text{span}\{I, X, Z\}\). The set of positive elements is

\[
V^+ = \left\{ aI + bX + cZ = \begin{bmatrix} a + c & b \\ b & a - c \end{bmatrix} \bigg| b^2 + c^2 \leq a^2 \right\}.
\]

The Theorem 4 implies that any evolution on a rebit is determined by some evolution on a qubit which preserves the subspace of real-valued matrices.

Geometrically speaking, the state space \(S(V)\) of a rebit is a disk, and the pure states are a boundary circle of that disk. The invertible dynamics on that disk uniquely correspond to the rotations of that disk, and by the Theorem 6 they and are described by the qubit Hamiltonian of form \(\frac{\omega}{2}Y\), where \(\omega \in \mathbb{R}\) is a rotation speed. That is, any automorphism group \(\Phi\) on a rebit \(V\) with a generator \(A\) is uniquely extended to a group \(\Psi\) on a qubit which has a generator \(G = i\frac{\omega}{2}[Y, \cdot]\), so that

\[
A[aI + bX + cZ] = G[aI + bX + cZ] = \omega(-cX + bZ),
\]
and

\[ \Phi(t)[aI + bX + cZ] = \Psi(t)[aI + bX + cZ] = aI + \{b\cos(\omega t) - c\sin(\omega t)\}X + \{b\sin(\omega t) + c\cos(\omega t)\}Z. \]

Now, let us consider the purely dissipative dynamics on a rebit. Let \( \Delta > 0 \) be a constant of dissipation and let the dynamics be of the form

\[ A[aI + bX + cZ] = -\Delta bX - \Delta cZ, \]
\[ \Phi(t)[aI + bX + cZ] = aI + be^{-\Delta t}X + ce^{-\Delta t}Z. \]

By the Theorem 4, this semigroup can be extended to a semigroup on a qubit. However, the extension is not unique. On the one hand, this evolution is described by a GKSL generator

\[ G_1[B] = \Delta \left( \frac{1}{2} XBX + \frac{1}{2} ZBZ - B \right), \]

on the other hand, it is also possible to use the generator

\[ G_2[B] = \frac{4}{3} \Delta \left( \frac{1}{3} XBX + \frac{1}{3} YBY + \frac{1}{3} ZBZ - B \right). \]

Both of these generators act on a rebit in the same way, but they are not equivalent on a qubit:

\[ A[aI + bX + cZ] = G_1[aI + bX + cZ] = G_2[aI + bX + cZ], \]
\[ G_1[Y] = -2\Delta Y, \quad G_2[Y] = -\Delta Y. \]

More generally, given a \( d \)-dimensional Hilbert space, one can consider the matricial system spanned by real matrices

\[ V = \text{span} \{ v \in \mathbb{M}_d | v \text{ is a symmetric matrix with real entries} \}. \]

That operator system could be understood as representing the \( d \)-dimensional “real-valued” quantum mechanics. The Theorems 4 and 6 then imply that “real-valued” physical system \( V \) corresponds to the “complex-valued” system \( W = \mathbb{M}_d \). On the other hand, it is known that any quantum computation on \( n \) qubits may be represented as a computation on \( n + 1 \) rebits [39, 40].

The operator systems can also be treated as “non-commutative” versions of graphs [41], and this point of view has applications to the theory of quantum error correction [42–44]. The presented theorems may be of interest to the study of dynamics on such graphs.

Another interesting direction concerns the application of Theorem 5 together with Theorem 6. These theorems state that any group of continuous symmetries on operator system is induced by an automorphism group of overlying \( C^* \)-algebra. Therefore the embeddability...
properties of operator systems [45] could be characterized by its symmetry group of completely positive maps.
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