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ABSTRACT

Background: The burden on healthcare systems is mounting continuously owing to population growth and aging, overuse of medical services, and the recent COVID-19 pandemic. This overload is also causing reduced healthcare quality and outcomes. One solution gaining momentum is the integration of intelligent self-assessment tools, known as symptom-checkers, into healthcare-providers’ systems. To the best of our knowledge, no study so far has investigated the data-gathering capabilities of these tools, which represent a crucial resource for simulating doctors’ skills in medical-interviews.

Objectives: The goal of this study was to evaluate the data-gathering function of currently available chatbot symptom-checkers.

Methods: We evaluated 8 symptom-checkers using 28 clinical vignettes from the repository of MSD-Manual case studies. The mean number of predefined pertinent findings for each case was 31.8 \pm 6.8. The vignettes were entered into the platforms by 3 medical students who simulated the role of the patient. For each conversation, we obtained the number of pertinent findings retrieved and the number of questions asked. We then calculated the recall-rates (pertinent-findings retrieved out of all predefined pertinent-findings), and efficiency-rates (pertinent-findings retrieved out of the number of questions asked) of data-gathering, and compared them between the platforms.

Results: The overall recall rate for all symptom-checkers was 0.32(2,280/7,112;95\%CI 0.31–0.33) for all pertinent findings, 0.37(1,110/2,992;95\%CI 0.35–0.39) for present findings, and 0.28(1140/4120;95\%CI 0.26–0.29) for absent findings. Among the symptom-checkers, Kahun platform had the highest recall rate with 0.51(450/889;95\%CI 0.47–0.54). Out of 4,877 questions asked overall, 2,280 findings were gathered, yielding an efficiency rate of 0.46(95\%CI 0.45–0.48) across all platforms. Kahun was the most efficient tool 0.74 (95\%CI 0.70–0.77) without a statistically significant difference from Your.MD 0.69(95\%CI 0.65–0.73).

Conclusion: The data-gathering performance of currently available symptom checkers is questionable. From among the tools available, Kahun demonstrated the best overall performance.
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1. Introduction

The burden on healthcare systems is mounting worldwide owing to an increase in population growth and aging, the rise in disease incidence, the overuse of medical services, and the recent COVID-19 pandemic [1–3]. These challenges, combined with the severe shortage of healthcare professionals, which is only expected to grow in next years [4,5], are responsible for deteriorating availability of medical services and an increased practitioners’ burnout [6,7]. These, in turn, are causing reduced quality of medical care and worsened patients’ clinical outcomes [8–12].

Part of the solution is expected to involve the integration of technological advancements into routine healthcare [13], especially from the field of artificial intelligence (AI). One patient-oriented approach gaining popularity is the use of intelligent digital self-assessment tools, known as symptom checkers [14,15]. Most advanced symptom checkers use a conversational “chatbot” format to collect information from the patient and then return an output of likely diagnoses and triage advice [16]. These tools are used in several contexts: independently by patients seeking guidance about health problems, as a part of a service provided by an online or telehealth caregiver, or incorporated into practice in medical centers, primarily in the emergency departments [15,17–19]. These symptom checkers are able to gather and summarize medical information, allocate patients to an appropriate level of care, and suggest potential diagnoses and treatment options. As such, they carry the potential to save trained practitioners time, decrease the overuse of medical services, and minimize unnecessary mistakes [13,19–22]. All of which, theoretically, could reduce the load on healthcare systems and improve healthcare quality.

Although symptom checkers have been investigated in terms of their accuracy for diagnosis and triage [14,23–28], no study had investigated their data-gathering function, which is a cornerstone skill for performing an adequate medical interview [29–31]. The process for gathering clinical evidence is very complex. It’s objective is to collect all pertinent information that can corroborate or discredit potential diagnoses (hypotheses); these differential diagnoses are continuously evolving based on new data from the patients’ answers [31–34]. The ability of AI-driven tools to simulate these skills has the potential to reduce the burden of healthcare systems by making the medical-interview process more efficient and accurate, while saving precious time for trained personnel. To ensure the useful and safe integration of these tools, a thorough investigation of different aspects of the diagnostic process is needed, as opposed to examining only its endpoints. This may also increase physicians’ trust in AI technologies, which has been noted as one of the factors delaying their assimilation [35].

This study aims to evaluate the data-gathering function of currently available symptom checkers, and thereby measure the usefulness and effectivity of these tools.

2. Methods

This study was based on data from clinical vignettes. The vignettes were processed and entered into the different symptom-checker platforms by 3 medical students who simulated the role of the patient. For each conversation, we obtained the number of pertinent findings retrieved and the number of questions asked.

2.1. Selection of clinical vignettes

The clinical vignettes were selected from the case bank of Merck Sharpe & Dohme Clinical Manuals, known as MSD Manuals [36]. The content of these Manuals is created by independent reviewers who are experts in their fields and goes through a process of peer-review before being published. All 35 vignettes that were available in the MSD repository were screened for eligibility. Of these, 3 vignettes were excluded because they involved patients under the age of 18 (not legally allowed to use symptom-checker applications), 3 were excluded because they involved unconscious patients unable to conduct a conversation with a chatbot, and 1 was excluded because it had no chief complaint (routine checkup scenario). This left 28 clinical vignettes that were included in the analysis.

2.2. Creation of case transcripts

We constructed a case transcript for each vignette and divided the data into two sets of information: 1) Voluntary/pre-existing information, 2) Nonvoluntary/extracted information. The first set of information was composed of fixed data which was defined as known about the patient; it included date of birth, gender, comorbidities, medications used, and chief complaint, which is all defined as given voluntarily during the simulated conversation. The second set of information was composed of data defined as needed to be extracted from the patient during the medical interview; this included symptoms (cough, fever, dyspnea, etc.) and the characterization of these symptoms (duration, timing, aggravating and relieving factors, etc.). This second set of information was further divided into present and absent pertinent findings, meaning findings whose inclusion or exclusion are diagnostically valuable for a specific clinical scenario, as determined by the original vignette’s creator. The mean number of non-voluntary findings defined per case was 31.8 ± 6.8, of which 13.4 ± 6.4 were present findings, significant to be ruled-in, and 18.4 ± 4.2 were absent (normal) findings, significant to be ruled-out. An example of a case transcript is presented in the supplementary materials (Appendix S1).

2.3. Inclusion of symptom checkers

The study aimed to include all advanced popular chatbot symptom-checkers (CSC) publicly available. The search was conducted during January 2022 and was based on the search strategy previously reported by Ceney et al. [14]. We excluded symptom checkers that: used another algorithm provider as their main source, had no ability to convey conversation (chatbot function), focused on a single condition, were not available for Israeli residents, or had no mobile application available. Overall, 8 CSC were eligible for inclusion in the study: Ada [37], Babylon [38], Buoy [39], Kahun [40], K Health [41], Mediktor [42], Symptomate [43], and Your.MD [44].

2.4. Procedures and design

During January 2022, 3 fourth-year medical students played the role of the patient in the simulated conversations and entered the case transcripts into the symptom checkers. The students had no prior experience with any of the symptom checkers tested. Each student was assigned to simulate between 9 and 10 cases for each platform. To reduce the potential for bias, the same case was simulated by the same student in all the platforms. For each symptom checker, the latest version of the mobile application (available in Google Play as of January 2022) was tested using a mobile phone carrying the latest version of the Android operating system. The students were instructed to actively enter the simulated patient’s voluntary findings, when possible. The non-voluntary findings were delivered only when directly asked for by the chatbot. In addition, the students were instructed to adhere strictly to the case transcripts. If the ‘patient’ was asked about a symptom that did not appear in the transcript’s list of present findings or absent findings, the option “I don’t know” was instructed to be chosen. If this option did not exist in the tool tested, they were instructed to answer “No.” After each run, the number of questions asked by the chatbot, and the number of pertinent findings gathered during the conversation were recorded.

2.5. Measures

Recall – Calculated as the number of pertinent findings retrieved by...
the chatbot during the conversation, relative to the total number of pertinent findings predefined in the case. We calculated this measure for all findings, and separately for present and absent findings.

Efficiency – Calculated as the number of pertinent findings acquired by the chatbot during the conversation, relative to the number of questions asked by the chatbot. Inverse relation to the number of redundant questions asked.

### 2.6. Statistical analysis

The 95 % confidence intervals (CI) were calculated assuming a binomial distribution. We compared the results between different symptom checkers using the Pearson Chi-Square test with post-hoc comparison. All p values were two-tailed, and the null hypothesis was considered true if p ≥ 0.05. All statistical analysis was done using IBM SPSS Statistics version 26 (Armonk, NY: IBM Corp.).

### 3. Results

Table 1 presents a comparison of the recall rates measured. The overall data-gathering recall rate for all symptom-checkers was 0.32 (2280/7112; 95 %CI 0.31 to 0.33) for all pertinent findings, 0.37 (1110/2992; 95 %CI 0.35 to 0.39) for present findings, and 0.28 (1140/4120; 95 %CI 0.26 to 0.29) for absent findings. A statistically significant difference was observed between the recall rate for present and absent findings (p < 0.001); this demonstrates that the symptom checkers generally performed the task of ruling in present abnormal findings better than excluding relevant absent findings. Among the symptom checkers, Kahun demonstrated the best overall recall rates for findings with 0.51(450/889; 95 %CI 0.47 to 0.54), and the best recall rates for present findings with 0.64 (240/374; 95 %CI 0.59 to 0.69). These results were significantly superior to those of the other tools (Table S1-2). The highest recall rates for absent findings were observed for Your.MD 0.44 (228/515; 95 %CI 0.40 to 0.49) and Kahun 0.41 (210/515; 95 %CI 0.37 to 0.45), with no significant difference between them (p = 0.471; Table S3).

Table 2 presents a comparison of efficiency rates. The mean number of questions (interactions) asked during a conversation was 21.8 questions per case. The mean number of findings gathered per case was 10.0 ± 5.5. Kahun had the highest number, with 16.1 ± 5.7 findings gathered per case, and Babylon had the lowest, with 5.0 ± 4.2 findings gathered per case. Out of 4,877 questions asked overall, 2,280 findings were gathered, yielding an efficiency rate of 0.46 (95 %CI 0.45 to 0.48) across all platforms. Kahun had the highest rate with 0.74 (95 %CI 0.70 to 0.77) with no statistically significant difference from Your.MD 0.69(95 %CI 0.65 to 0.73) (Table S4).

Fig. 1 illustrates the relationship between the recall rate, which reflects the comprehensiveness of data-gathering, to the efficiency of data-gathering. A relatively strong linear association was observed between the two (r = 0.66). Kahun, K-Health, ADA, and Buoy are all positioned above the trend line. Fig. 2 illustrates the ratio of the number of findings gathered to the number of questions asked per case. A moderate linear correlation was observed between the two variables (r = 0.43), suggesting that the quality of the questions asked plays a bigger role in retrieving a patient’s finding than the number of questions. Kahun, Your.MD, and K-Health were all positioned above the trend line.

### 4. Discussion

We conducted what we believe to be the first study on the data-gathering capabilities of publicly available chatbot symptom-checkers. Overall, the data-gathering recall (comprehensiveness) and efficiency of the tested symptom checkers were in the low-range with 0.32 and 0.46, respectively; nevertheless, a comparison to these rates for physicians is advisable for a more accurate interpretation. In general, the symptom checkers that were tested favored collecting diagnostically relevant present findings over the exclusion of all relevant absent

---

**Table 1**

Comparison of pertinent findings recall rates (sensitivity) between symptom checkers.

| All Findings | Present Findings | Absent Findings |
|---------------|------------------|------------------|
| Mean findings per case | Recall | 95 %CI | Mean findings per case | Recall | 95 %CI | Mean findings per case | Recall | 95 %CI |
| All | 10.2 ± 5.6 | 0.32 | 0.31–0.33 | 5.0 ± 3.4 | 0.37 | 0.35–0.39 | 5.2 ± 3.6 | 0.28 | 0.27–0.30 |
| ADA | 10.9 ± 3.5 | 0.34 | 0.31–0.37 | 6.4 ± 3.1 | 0.48 | 0.43–0.53 | 4.5 ± 2.4 | 0.24 | 0.21–0.28 |
| Babylon | 5.0 ± 4.2 | 0.16 | 0.13–0.18 | 1.9 ± 1.8 | 0.14 | 0.11–0.18 | 3.1 ± 3.0 | 0.17 | 0.13–0.20 |
| Buoy | 9.7 ± 3.2 | 0.30 | 0.27–0.34 | 4.7 ± 2.0 | 0.35 | 0.30–0.40 | 5.0 ± 2.8 | 0.27 | 0.23–0.31 |
| Kahun | 17.1 ± 5.1 | 0.54 | 0.51–0.57 | 8.5 ± 4.1 | 0.64 | 0.59–0.69 | 8.6 ± 3.7 | 0.47 | 0.42–0.51 |
| K Health | 12.2 ± 5.1 | 0.38 | 0.35–0.42 | 5.8 ± 3.3 | 0.44 | 0.39–0.49 | 6.4 ± 3.4 | 0.35 | 0.31–0.39 |
| Mediktor | 5.7 ± 3.0 | 0.18 | 0.15–0.21 | 3.3 ± 2.3 | 0.25 | 0.20–0.29 | 2.4 ± 1.7 | 0.13 | 0.10–0.16 |
| Symptomate | 7.6 ± 3.5 | 0.24 | 0.21–0.27 | 3.9 ± 2.6 | 0.29 | 0.24–0.33 | 3.8 ± 2.0 | 0.21 | 0.17–0.24 |
| Your.MD | 13.2 ± 5.0 | 0.42 | 0.38–0.45 | 5.0 ± 3.1 | 0.38 | 0.33–0.43 | 8.1 ± 3.8 | 0.44 | 0.40–0.49 |
findings. This suggests an orientation towards ruling-in differential diagnoses as opposed to ruling them out. Among the symptom-checkers tested, Kahun demonstrated the best data-gathering recall and precision, followed by Your.MD.

To the best of our knowledge, this is the first study to evaluate the data-gathering aspect of advanced intelligent symptom checkers. This area of symptom checkers seems to have been overlooked, as opposed to aspects of diagnostic and triage accuracy, which have been studied extensively. This emphasizes the fact that most available tools perceive their designated utility as keeping patients (users) well-informed about the root causes of their symptoms, suggesting triage advice, and proposing the most likely causes to the provider. We believe these tools
should also be focused on their potential for virtual-intake and aimed at performing the task of a medical interview in a manner similar to a healthcare professional.

The task of performing a relevant and efficient medical interview requires clinical reasoning skills; these skills are very resource demanding and require years of training and experience before they can be mastered by human clinicians [45,46]. Moreover, tremendous variability exists between physicians, depending on their knowledge, beliefs, experience, and training [45,47]; this variability can even exist within the same practitioner on a case to case basis, depending on context [48–50]. A virtual intake-oriented tool that can competently perform a high-quality medical interview in a consistent manner, and provide a relevant summary to the doctor, could reduce the workload of practitioners and allow them to focus on the task of clinical decision-making. Such a tool would also help reduce the variability between doctors and for individual doctors, narrowing the gap between experienced trained physicians and those with less experience, or between the same physician in the first hour of the shift as compared to the last. These implications are especially relevant for telemedicine and home-care practices, which are developing and transforming owing to technological advancements and the effects of the COVID-19 pandemic [17,51].

To achieve the task of high-performance data collection, an AI system must be able to calculate the working differential diagnosis at each point in time, given a set of patient’s collected findings, and compute the next best question according to these calculations. This process of hypothesis-driven data collection is imperative for AI systems attempting to conduct high quality medical interviews. Symptom assessment tools using static flow-chart trees or pre-built pathways will only be able to assess the differential at the end of the conversation once the patient completes the pathway of questions. They are thus limited in their ability to adapt the questions according to the changing differential diagnosis. Such static pathways are meticulous and biased in their construction, and restrict the system to a pre-determined set of possible outcomes. Medical records typically include only the reported final diagnosis and not the differential diagnoses hypotheses conducted by the physician during the diagnostic process.

4.1. Limitations and future investigations

Our study has several strengths. Among them are its innovativeness, the use of a validated external source for vignettes, and a design intended to reduce bias. Nevertheless, there are some important limitations to be acknowledged. The first is regarding the design, which is based on structured vignettes in a “sterile” environment rather than actual patients in a true clinical environment. The structured environment is deemed to be inferior to the real-life one as it cannot portray all the aspects of a real-world setting. However, this type of comparison is common and effective in the training and assessment of physicians’ medical interview skills. Moreover, the standardized environment assists in reducing noise and confounders. For these reasons most of the studies conducted so far to address diagnostic accuracy have used similar methodology [24–27]. Another limitation is that we did not test the quality of medical history gathered. This was done for several reasons. First, most of the symptom checkers relate to the patient’s medical history in a pre-defined, structured manner that is unrelated to the findings. Second, in their designated environment, symptom checkers already have the medical history details of a patient after their first use, or even prior to that through integration with the medical records. Third, for this study, we considered the expert opinion of the healthcare professionals who constructed the vignettes as the gold standard for establishing which findings are pertinent. Similar to any decision based on a “gold standard”, this choice is problematic, especially since AI algorithms carry the potential to exceed the standard logic of a physician in determining which findings are most valuable in terms of diagnostics. Further evaluation is required to overcome the limitations discussed above and to increase the validity and utility of symptom-checkers. Subsequent investigations should compare the data-gathering characteristics between symptom-checkers and physicians with different experience, first in a controlled environment using structured cases and later in a real-life clinical environment. Further work is needed to construct an appropriate investigational framework including standardized definitions, design, outcomes, and measures. This will ensure the studies are informative, comparable, and reproducible. Finally, using machine learning technologies, an attempt should be made to tackle the question “what is an important finding?” One possible method could use a clinical trial comparing relevant clinical outcomes of patients interviewed by an intelligent CSC versus trained physicians. Although not expected in the near future, such investigations could provide new insights to answer the question mentioned above, stretching beyond the scope of clinical reasoning and textbook medicine.

5. Conclusions

The comprehensiveness and efficiency of data-gathered by currently available available CSCs is questionable. Among available tools, Kahun demonstrated the best overall performance. Investigating and evaluating the data-gathering skills of AI-driven symptom checkers is of great importance because the refinement of these skills to the level of a human professional can impart countless benefits to patients and healthcare systems worldwide.

5.1. Summary points:

- As opposed to their triage and diagnostic accuracy, the data-gathering capabilities of chatbot symptom checkers, which is an important feature, had not yet been evaluated.
- In the present study, we evaluated the efficiency and comprehensiveness of data gathering in all publicly available chatbot symptom checkers and found they are overall unsatisfactory.
- Among the tools tested, Kahun demonstrated the best overall performance.
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