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ABSTRACT

The COVID-19 epidemic has had a great adverse impact on the world, having taken a heavy toll, killing hundreds of thousands of people. In order to help the world better combat COVID-19 and reduce its death toll, this study focuses on the COVID-19 mortality. First, using the multiple stepwise regression analysis method, the factors from eight aspects (economy, society, climate etc.) that may affect the mortality rates of COVID-19 in various countries is examined. In addition, a two-layer nested heterogeneous ensemble learning-based prediction method that combines linear regression (LR), support vector machine (SVM), and extreme learning machine (ELM) is developed to predict the development trends of COVID-19 mortality in various countries. Based on data from 79 countries, the experiment proves that age structure (proportion of the population over 70 years old) and medical resources (number of beds) are the main factors affecting the mortality of COVID-19 in each country. In addition, it is found that the number of nucleic acid tests and climatic factors are correlated with COVID-19 mortality. At the same time, when predicting COVID-19 mortality, the proposed heterogeneous ensemble learning-based prediction method shows better prediction ability than state-of-the-art machine learning methods such as LR, SVM, ELM, random forest (RF), long short-term memory (LSTM) etc.
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1. Introduction

With an unknown type of pneumonia detected in Wuhan, now known as COVID-19, China reported the incident to the WHO Country Office in China on 31 December 2019. In the two months since its first detection, COVID-19 had rapidly spread in China. By the end of February 2020, the total number of confirmed cases in China was close to 80,000. As a result of the effective measures taken by the Chinese government and the active public support, COVID-19 was effectively curbed in China at the beginning of March, with the number of newly confirmed cases per day being controlled at about 100. But on a global scale, the battle against COVID-19 is ongoing. On 16 March, the total number of confirmed cases in the rest of the world exceeded that of China, which means that the pandemic has become a common enemy of people all over the world.

After COVID-19 broke out in China, researchers around the world scrambled to research on it, most of which concerns the diagnosis, treatment, and infection of the disease [1,2]. For example, Abbasian et al. [3] explored the application of deep learning in computed tomography (CT) imaging, which is currently a very fast and effective method to diagnose whether patients have been infected with COVID-19. It is generally believed that artificial intelligence (AI) methods such as deep learning can effectively assist doctors in conducting CT diagnosis, reducing their work pressure. Gautret et al. [4] evaluated the role of hydroxychloroquine in lessening respiratory viral loads. In addition to these studies at the individual level of patients, there are macro-level studies. For example, Xie and Zhu [5] studied the association between ambient temperature and COVID-19 infection in 122 cities in China. Ma et al. [6] investigated the effects of temperature, diurnal temperature range, and humidity on the daily mortality of COVID-19 in the Chinese population.

To measure the impact of a pandemic disease, mortality (death rate) is a very important indicator, which is defined as

\[ \text{Mortality} = \frac{\text{Total number of deaths from the disease}}{\text{Total number of confirmed patients}}. \]  

The level of mortality of a pandemic disease affects the attitudes of the people and government towards the disease and,
to a certain extent, affects the formulation of relevant prevention measures and policies. Different virus epidemics take place throughout the world every year, but only a few escalate to the level of public concern [7]. Table 1 lists several past pandemics wreaking havoc on the world, such as the Black Death, Smallpox, and Spanish Flu. The mortality rates of these diseases varied greatly, ranging from 0.04% to 60%. Since the beginning of the 21st century, there have been many serious pandemics in the world such as severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS). So far, COVID-19 stands as the pandemic disease with the largest number of deaths in the past two decades.

At present, there are two types of studies on COVID-19 mortality, namely individual mortality of patients and group mortality. For the first type of research, Yan et al. [8] is an example, where the researchers took a sample of 485 cases of COVID-19 infected patients in Wuhan and built an interpretable mortality prediction model based on the decision tree method. By combining the patient’s demographic data and clinical examination data, the model can accurately predict the patient’s outcome within seven days. The second type of research focuses on the prediction of COVID-19 mortality in a certain area in the future. For example, Wang et al. [7] developed the patient information based algorithm (PIBA) to predict the mortality of a new infectious disease in real time. The research in this aspect generally regards the problem of mortality prediction as a time series forecasting task and predicts the future by fitting a change curve of mortality over a period of time in the past.

Differing from the above studies, our research involves conducting an analysis of the factors of COVID-19 mortality and constructing a prediction model for COVID-19 mortality. In order to explore the impacts of various factors on the mortality rate of COVID-19, we use a stepwise multiple regression analysis method [9] to model and analyze the data on different time periods of each country. Essentially, the mortality prediction problem can be regarded as a time series prediction problem. When solving the time series prediction problem, the popular methods are mainly divided into three categories: statistical methods, machine learning methods, and deep learning methods. Statistical methods are represented by the autoregressive (AR) models and moving average (MA) models. Machine learning methods and deep learning methods are new methods that have emerged in recent years [10]. Machine learning methods slice the time series data and input them into various machine learning algorithms for training, while deep learning methods mostly use the long short-term memory (LSTM) method as the solution. Through analysis of related research [11–14], we find that traditional statistical methods are often not as accurate as expected, while machine learning methods and deep learning methods achieve superior performance in many time series prediction tasks. At the same time, we notice that deep learning methods can only show unique advantages on data sets with a large number of samples [15].

Taking these two points into account, we build the COVID-19 mortality prediction model based on machine learning methods. Among the various machine learning methods, the ensemble learning method is the most popular in recent years, which has been successfully applied in many fields such as medical diagnosis [16], risk assessment [17], and fault diagnosis [18]. The ensemble learning method generates the final prediction result by combining the outputs of multiple base learners [19]. In this way, the fault tolerance of the entire model can be effectively improved and the generalization error can be reduced. The current popular ensemble learning algorithms include Random Forest [20], XGBoost [21], and LightGBM [22], but these methods only use decision trees as the base learner, which reduces the diversity of the base learners. The better the diversity of the base learners is, the better is the overall stability of the model [23]. Based on this consideration, we design a prediction method based on heterogeneous ensemble learning, which aims to improve the prediction performance of the model by increasing the diversity of the base learners.

In summary, our findings and contributions are as follows:

1. Seeking to identify the influencing factors of mortality in various countries, we construct a comprehensive framework covering eight aspects including medical capacity, economic level, age structure etc. Then we identify an array of factors affecting COVID-19 mortality using stepwise regression analysis. Among a collection of factors, the number of hospital beds, the country’s aging degree, and nucleic acid testing capabilities will significantly affect the mortality of COVID-19 in each country. Thus, measures such as the establishment of centralized isolation points can be adopted to alleviate the shortage of medical resources and give priority care to the elderly.

2. In order to improve the performance of the ensemble learning model, we use linear regression (LR), support vector regression (SVR), and extreme learning machine (ELM) as the base learners, and linear regression as the meta-learner to construct a two-layer nested heterogeneous ensemble learning model. Experiments show that the proposed model is superior to other popular machine learning methods.

We organize the rest of the paper as follows: In Section 2 we present the framework of the factors influencing COVID-19 mortality and the related analysis methods. In Section 3 we detail the proposed prediction method based on two-layer nested heterogeneous ensemble learning. In Section 4 we analyze and discuss the experiment results. Finally, in Section 5, we conclude the paper and suggest topics for future research.

2. Stepwise multiple regression-based influencing factors analysis

2.1. Influencing factors of COVID-19 mortality

To explore the factors that affect COVID-19 mortality, we consider the relevant factors as fully as possible. As shown in Fig. 1, around the theme of COVID-19 mortality, we identify eight possible influencing factors of mortality, which are Confirmed cases, Testing, Age structure, Healthcare capacity, Economic level, Risk factors, Climate, and Disease progression.

In examining these eight potential factors, we have the following considerations:

- **Confirmed cases**
  - From the definition of mortality in (1), we know that the number of confirmed cases should be related to mortality. However, the relationship between the two is not necessarily inversely proportional. According to Nishiura’s research [24] on the swine influenza A H1N1 (H1N1) infectious disease, the cumulative number of cases shows a positive relationship with mortality. Therefore, we include Total number of confirmed cases per million people in the study.

- **Testing**
  - The disease testing strategies adopted by each country are different, and the test coverage of COVID-19 will affect the total number of confirmed cases, which may affect the COVID-19 mortality in the country [25]. Therefore, we use Number of tests per million people in the country to measure the test situation.

- **Age structure**
  - With an increase in age, the probability of people suffering from serious diseases will increase accordingly [26]. The age
structure of a country characterizes the aging level of the country, so we include the two variables Share who is 70 or over and Median Age in our COVID-19 mortality study.

- **Health care capacity**
  Health care capability is a key factor directly related to disease detection, prevention, and treatment [27]. We assume that a country with a strong health care capability is better able to control the overall mortality of an infectious disease. To characterize health care capability, we use two variables, namely Physicians (per 1000 people) and Hospital beds (per 100,000 people).

- **Economic level**
  Gavurová and Vagašová’s [28] found that income inequality has an impact on a disease’s mortality. At the individual level, economic conditions will directly affect the treatment options available to patients; at the national level, developed countries have better medical resources and higher medical standards. Therefore, the level of economic development of a country may also have an indirect impact on the mortality of an infectious disease [29]. So we use the following variables related to economic development: Share of the population living in extreme poverty, GDP per capita, Population, and Population density.

- **Risk factors**
  The risk factors in this study mainly refer to variables related to the general physical health of a country’s population. At the individual level, for patients suffering from some underlying diseases, the COVID-19 virus is more likely to cause death. Therefore, we assume that, at the national level, the overall national health status has an impact on COVID-19 mortality. The relevant variables for risk factors are: Diabetes prevalence (%), Deaths from cardiovascular disease (per 100,000 people), Share of people living with active tuberculosis (%), Share of the population infected with HIV (%), Share of population with cancer (%), Share of men who smoke (%), Share of women who smoke (%), Share of men who are obese (%), and Share of women who are obese (%).

- **Climate**
  Many infectious diseases such as SARS, MERS, and H1N1 can spread via air-borne droplets from a cough or sneeze, and COVID-19 is no exception. Therefore, some researchers [5,6,30] have studied the impacts of climatic conditions on the spread of infectious diseases. We assume that climatic conditions will affect the spread of an infectious disease, resulting in changes in the number of patients, and ultimately indirectly affecting the disease’s mortality rate. At the same time, depending on the characteristics of the disease, the climate may affect the severity of the patient’s condition. The variables we use to measure the climate in various countries include Temperature, Humidity, Wind speed, and Atmospheric pressure.

- **Disease progression**
  Disease progression is mainly used to characterize the speed of development of COVID-19 in various countries. What is behind it may be the attitudes of the governments and people of various countries towards the epidemic, which may affect the number of confirmed cases and mortality. So we use The doubling time of confirmed deaths (days) to measure this factor.

### 2.2. Related analysis methods

To analyze the influencing factors of COVID-19 mortality in various countries, we combine the two methods of correlation analysis and stepwise regression. First, to avoid being affected by the collinearity of the variables when using stepwise regression, we use correlation analysis to remove the highly correlated variables. After that, we use stepwise regression to find significant variables that affect mortality. At the same time, considering that with the gradual development of the pandemic, the influencing factors of mortality may change accordingly, we have intercepted data at multiple time points for analysis.

#### 2.2.1. Correlation analysis

Correlation analysis is a statistical analysis method to study the correlation between two or more random variables of equal status. In the field of machine learning and statistical learning, correlation analysis is often used for preliminary variable selection. Pearson’s correlation coefficient [31] is the measure of correlation, which ranges (depending on the correlation) between +1 and −1, where +1 indicates the strongest positive correlation possible, while −1 indicates the strongest negative correlation possible.

In our study we use the Pearson correlation coefficient to measure the correlation between two variables. Specifically, we
define that two variables whose correlation coefficient has an absolute value greater than or equal to 0.7 as highly correlated. When two variables are highly correlated, we only retain one of the two variables. Through correlation analysis, we can effectively reduce the multicollinearity between the independent variables.

2.2.2. Stepwise multiple regression

Stepwise multiple regression analysis [32] is a better variable selection method that combines forward selection regression and backward selection regression, which belongs to the class of greedy search algorithms. The main step is to add the candidate factors into the regression equation one by one according to their ability to explain the dependent variables. After each variable is added, the significance of the whole model and each independent variable is tested. When the original factor is no longer significant due to the introduction of subsequent factors, it will be dropped from the model. This ensures that every time a new factor is introduced into the model, only significant factors are included in the model. The process is repeated until no significant variable is introduced or eliminated. In this way, the optimal regression model is obtained. The explanatory variables in the final model are all significant variables.

Following Tsai [33] and Bauweraerts [32], we use several criteria during the stepwise selection procedure. Specifically, we use the significance level of 0.05 as the cutoff line for adding variables to the model and the significance level of 0.1 as the cutoff line for removing variables from the model.

3. Two-layer nested heterogeneous ensemble learning-based prediction method

After analyzing the influencing factors of COVID-19 mortality in various countries, we examine various methods for predicting mortality. In addition, we propose a two-layer nested heterogeneous ensemble learning-based prediction method to improve the prediction accuracy of COVID-19 mortality. If we can develop a prediction model that can accurately judge the changing trend of COVID-19 mortality in the future, it will play an auxiliary decision-making role in the formulation of policies and deployment of rescue resources to combat COVID-19.

In this study we compare the performance of four types of methods, including traditional time series forecasting, single machine learning, ensemble learning, and deep learning, in predicting the mortality of COVID-19. During the experiments, we divide the time series data into two parts, namely the training set and test set. The traditional time series method can directly use the training set data for experiments, while the other three methods need to process the data before they can be used. We use the samples in the test set to feed the models to perform the prediction. After obtaining the prediction results of each method, we apply relevant performance evaluation indicators to compare the performance of different methods.

After comparing the four types of prediction methods, we select well-performing machine learning algorithms to construct the proposed two-layer nested heterogeneous ensemble learning model. By fusing the advantages of the base learners, we further improve the performance of the prediction model.

In this section we first introduce how to combine time series analysis with machine learning methods, which requires segmentation of time series data. Subsequently, we briefly discuss applying the traditional methods and deep learning methods to deal with time series problems. Third, we elaborate on the proposed two-layer nested heterogeneous ensemble learning method in detail. Finally, we discuss the related evaluation indicators.

3.1. Training and testing sets

When constructing a time series forecasting model, we divide the data set into two parts: the training set and test set. The training set is used to train the model, while the test set is used to test the performance of the model [34]. For traditional time series forecasting models, the original time series data can be used directly to construct the model. For machine learning, we need to process the data before they can be used. Simply put, we convert the original vector data into matrix data. The rows of the matrix represent the number of samples and the columns of the matrix are the days of the historical data used. For example, if we want to use the data of the last four days to predict the future, the number of columns in the matrix is five, and one of the columns contain the true value to be predicted.

As for the division of the data set, it depends on the length of the future time we want to predict. If it is one-step prediction, i.e., only predicting the state of tomorrow, the problem is much simpler. However, if multi-step prediction is required, it will involve out-of-sample prediction and in-sample prediction. In-sample prediction refers to the use of a model to predict the value within the sample, and the difference between it and the actual observed value is the error value. Out-of-sample prediction refers to the use of a model to predict out-of-sample values, reflecting the model’s ability to predict the real world. Researchers generally pay more attention to the performance of a model in making out-of-sample predictions. When making out-of-sample predictions, the prediction value of the previous day is used as the input for the prediction of the next day. Therefore, multi-step out-of-sample prediction brings great challenges to the performance of the model.

3.2. Traditional method

Traditional time series forecasting mainly includes the naïve method, average method, exponential method, and autocorrelation method as follows:

- **Naïve method**: For naïve forecasts, all the forecasts are set to the value of the last observation, i.e., \( \hat{y}_{T+1|T} = y_T \).
- **Average method**: For the average method, the forecasts of all the future values are equal to the average of the historical data. Suppose the historical data are \( y_1, \ldots, y_T \), then the forecast is \( \hat{y}_{T+1|T} = \bar{y} = (y_1 + \cdots + y_T)/T \). In addition, the moving average method is an improved method. It does not calculate the average of all the historical values, but computes the average based on the “sliding window” \( p \), so the forecast is \( \hat{y}_{T+1|T} = (y_T + \cdots + y_{T-p+1})/(p+1) \). Furthermore, by the same token, the weighted moving average method is developed as follows: \( \hat{y}_{T+1|T} = (w_1 * y_T + \cdots + w_{p+1} * y_{T-p})/(p+1), \) i.e., the values of the historical data at different times are given different weights.
- **Exponential method**: It is noted that there is a big difference between the simple average method and the weighted moving average method in the selection of time points. Therefore, a compromise method is created that assigns different weights to the data while taking all the data into consideration. For example, compared with the observations in earlier periods, this method gives greater weights to the recent observations. Known as simple exponential smoothing, it calculates the predicted value through a weighted average, in which the weight decreases exponentially with the time of the observation from the near to the distant, with the smallest weight assigned to the earliest observation.
where $c_t$ and $y_t$ represent the state weight matrix and bias term of the input layer, respectively; and calculating the current input data $z_t$ in LSTM:

$$z_t = c_t \odot \tanh(W_h h_t)$$

where $c_t$ represents the unit state input at time $t$; $W$ and $b$ represent the state weight matrix and bias term of the input layer, respectively; and $\odot$ represents the Hadamard Product.

3.4. Two-layer nested heterogeneous ensemble learning method

In order to predict COVID-19 mortality more accurately, we propose a two-layer nested heterogeneous ensemble learning method. The details of the proposed method are shown in the following.

The ensemble learning method is a popular research hotspot in machine learning, which is developed based on the single machine learning method. In general, the basic learners in ensemble learning use a single machine learning algorithm. These basic learners are trained through parallel or serial training mechanisms, and finally through the combination strategies that integrate the prediction results of the base learners [38]. In many studies, ensemble learning tends to achieve better performance than the single machine learning method. For the ensemble learning method, there are two key points that have an important impact on its performance, one is the diversity of the base classifier and the other is the choice of combination strategy [39]. In this research we make improvements to both points.

From the perspective of the base classifier, ensemble learning can be divided into two categories: the homogeneous ensemble learning method and heterogeneous ensemble learning method. The homogeneous ensemble learning method uses the same learning algorithm when training the base learners, while the heterogeneous ensemble learning method uses different learning algorithms. Representative algorithms in the homogeneous ensemble learning method include random forest (RF), XGBoost, LightGBM etc. However, because the heterogeneous ensemble learning method is more flexible and changeable, there is no specific representative algorithm. Thus, compared with the homogeneous ensemble learning method, the heterogeneous ensemble learning method tends to achieve more satisfactory results. In this paper, we will construct the predictive model under the framework of heterogeneous ensemble learning.

In general, the better the diversity of the base learners in the ensemble learning method, the better is the overall performance of the method. Therefore, one important thing for ensemble is the diversity of the base learners. In this study we design two strategies to improve the diversity of the base learners (as shown in Fig. 3(a)):

(a) Extracting data randomly from the data set by bootstrap sampling to form a data subset, so the samples learned by each base learner are all different;

(b) Using different algorithms to train the base learners. Therefore, the method we propose is a two-layer nested heterogeneous ensemble learning method.

The second problem is how to aggregate the outputs of each base classifier to obtain the final output of the ensemble. When using the bagging ensemble framework, the simple average approach is usually used as a combination strategy. Based on the simple average approach, researchers have proposed the weighting approach, dynamic weighting approach, selective weighting approach etc. The above aggregation approaches can be seen as statistical aggregations, and some researchers have tried to use machine learning algorithms in aggregation because of their good non-linear approximation ability [40]. In order to obtain a better fitting effect, we use machine learning algorithms as the combiner to train the second layer model, as shown in Fig. 3(b).

Through a series of experimental comparisons, we finally select linear regression (LR), support vector regression (SVR), and extreme learning machine (ELM) as the base learners. At the same time, we use linear regression as the combiner of the second layer of the model.

Algorithm 1 details the two-layer nested heterogeneous ensemble learning method we propose, which mainly includes the training of the first-layer model, the training of the second-layer model, and the prediction of new samples. By using bootstrap to sample the original data set $D = \{(X_i, y_i), i = 1, \ldots, I\}$, we obtain data subsets $D_{subj} = \{1, \ldots, J\}$ with different distributions, where $I$ represents the number of samples and $J$ represents the number of base learners. Using different data subsets to train the
base learners will improve the generalization ability of the model. At the same time, three different types of base learners training algorithms can also improve model stability.

In the traditional ensemble learning method, the average approach or the majority voting approach is usually used to integrate the outputs of each base learner. This traditional method is relatively simple to operate, but it depends too much on the performance of each base learner. Therefore, we propose to use a learning algorithm to integrate the outputs of each base learner instead of the averaging method. In this paper we determine the linear regression as the second-layer learning algorithm through experiments. Linear regression fits a linear model with coefficients $w = (w_1, \ldots, w_j)$ to minimize the residual sum of squares between the true value $y$ in the dataset and the predicted value $\hat{y} = w_0 + w_1x_1 + \cdots + w_jx_j$ by linear approximation. Mathematically, it solves a problem of the form: $\min_w \|\hat{y} - y\|^2_2$. By using the linear regression algorithm to integrate the outputs of the base learners, it in fact gives different weights to the base learners. Different from the previous manual weighting method, we determine the weights by using the ordinary least square method to solve the linear regression model in this paper.

3.5. Performance evaluation

To measure the performance of a prediction model based on time series forecasting, researchers usually use the following three performance indicators:

- **Mean Squared Error (MSE)**, which represents the average squared difference between the original and predicted values over the dataset, is computed by
  \[
  MSE = \frac{1}{n} \sum_{i=1}^{n} (y_{true}^{(i)} - y_{predict}^{(i)})^2.
  \]  

- **Root Mean Squared Error (RMSE)**, which is the error rate measured by the square root of MSE, is computed by
  \[
  RMSE = \sqrt{ \frac{1}{n} \sum_{i=1}^{n} (y_{true}^{(i)} - y_{predict}^{(i)})^2 }.
  \]

Compared with MSE, RMSE solves the problem of inconsistent dimensions.

- **Mean absolute error (MAE)**, which represents the average absolute difference between the original and predicted values extracted over the data set, is computed by
  \[
  MAE = \frac{1}{n} \sum_{i=1}^{n} |y_{true}^{(i)} - y_{predict}^{(i)}|.
  \]

4. Experiment results and analysis

4.1. Data preparation

For data collection, we searched all the available resources on the Internet that meet our analysis needs as far as possible, thus avoiding the impact of missing values on data analysis. The data used in this study are mainly from the Our World in
Data website at https://ourworldindata.org/. Our World in Data is a project of the Global Change Data Lab at the University of Oxford. We gathered the climate data from the timeanddata website at https://www.timeanddate.com/. On the Our World in Data website, number of confirmed cases and total tests per million people in some countries are not collected, so we obtained these data from the worldometer website at https://www.worldometers.info/coronavirus/#countries. The data on GDP per capita of various countries come from the World Bank (2018) at https://data.worldbank.org/.

After data collection and processing, we obtained data on 79 countries (as shown in Table 2) with COVID-19 incidents in the world. To consider the influencing factors of COVID-19 mortality, in order to unify the standards, we used the cross-sectional values on 12 April, 29 May, and 29 June 2020 for the time-series variables of temperature, atmospheric pressure, wind speed, humidity, total confirmed cases, total tests, the doubling time of confirmed deaths, and mortality. The reason why we chose these three time points is that they corresponded to the early, middle, and late stages of the COVID-19 outbreak. Through studying these three time points, we can analyze the changes in the influencing factors of mortality in different stages of COVID-19 development. For some reasons, we could not obtain the data for all the variables in 2020, such as population density, GDP per capita, and physicians. However, the data for a single variable are all in the same year, so the data between countries are comparable.

Based on the collected COVID-19 mortality data in various countries, we draw the heat map shown in Fig. 4(a)–(c). We see from Fig. 4 that the pandemic situation in Europe is particularly serious compared with the other regions in the world. Although COVID-19 first occurred in China, with effective treatment measures, China quickly controlled the spread of the outbreak and made tremendous efforts to treat the critically ill patients, thereby curtailing the rise in COVID-19 mortality. On the other hand, from the perspective of time, from 12 April to 29 June, the COVID-19 mortality of most countries increased first and then decreased, which also show that the pandemic situation in various countries experienced three stages, namely initial, middle, and late stages, of development. Of course, in some countries, such as Mexico and Peru, the pandemic situation has not been under control yet and the mortality is still rising.
4.2. Analysis of the influencing factors

Fig. 5 reports the correlation analysis results of the data on 12 April. We see that there is a high degree of correlation between multiple independent variables, such as F18 (Share of population with cancer) and F27 (Share who is 70 or over). The high correlation between these two variables is easy to understand because the risk of cancer is closely related to age and older age groups will show a higher risk of cancer. When dealing with this pair of variables with high correlation, we consider that the risk factors contain more variables, so we keep the Share of who is 70 or over variable under the age structure. Similarly, conducting correlation analyses of the data on 29 May and 29 June, we find that the results are consistent with the variable selection results on 12 April.

After the correlation analysis, we eliminate a total of 13 variables, including Share of population with cancer, GDP per capita, Physicians, Share of women who are smoking, Share of men who are obese, Temperature High, Temperature Low, Atmospheric pressure High, Atmospheric pressure Low, Wind speed High, Wind speed Low, Humidity High, and Humidity Low.

As the pandemic progresses, the factors affecting mortality may change accordingly. Therefore, we collected data on three different time points on 12 April, 29 May, and 29 June to explore the factors that affect COVID-19 mortality. Table 3 reports the results of this experiment.

From the results in Table 3(a)–(c), we make the following observations:

1. In the early and middle stages of the spread of COVID-19, the ability to perform nucleic acid testing on the population is an important factor. The higher the nucleic acid testing rate, the lower the mortality rate, indicating that timely and effective nucleic acid testing can help in early diagnosis and treatment, thereby reducing the mortality rate.

2. The share of population with cancer and the share of people over 70 are also significantly related to mortality. The higher the share of population with cancer and people over 70, the higher the mortality rate. This is consistent with the understanding that older age groups are at higher risk due to age-related health issues.

3. The share of women who are smokers and the share of men who are obese are also important factors. The higher the share of smokers and obese individuals, the higher the mortality rate. This is consistent with the understanding that smoking and obesity are risk factors for many diseases, including COVID-19.

4. The impact of atmospheric pressure and humidity on mortality is also significant. Higher atmospheric pressure and lower humidity are associated with higher mortality rates, which may be related to the increased transmission of the virus in these conditions.

5. The results from 12 April, 29 May, and 29 June show consistency in the factors that affect mortality, indicating that these factors are not only relevant at the beginning of the pandemic but also remain significant as the pandemic progresses.
greatly affects mortality. Because there are asymptomatic infections, large-scale testing will help find those infections, which will increase the number of confirmed cases and further reduce the mortality rate;

(2) The number of hospital beds has a great impact on mortality in all stages of the development of the pandemic in various countries. Because the COVID-19 virus is very contagious, it is very easy to cause infections in a wide range of people, which imposes a heavy burden on local medical capabilities. All the infected patients must be treated promptly and effectively to avoid the rapid spread of the disease. At the same time, the number of hospital beds also characterizes the level of the corresponding medical resources. A country with ample medical resources will provide better treatment for its people, which can reduce the risk of patient death;

(3) Another very important factor is the aging level of a country, measured by “share of who is 70 or over” in the table. As we all know, as people grow older, their resistance and other physical health conditions will decline, and the risk of basic diseases and malignant diseases such as cancer will increase. COVID-19 mainly infects the lungs of the human body. The clinical manifestations of severe patients are mainly respiratory diseases. The vast majority of patients die of respiratory failure. Compared with young people, the elderly has a more fragile respiratory system and are more likely to die if they are infected with COVID-19;

(4) According to the experimental results in Table 3, climate factors are closely related to COVID-19 mortality in the early and middle stages of the development of the pandemic. In addition, atmospheric pressure and mortality have a positive relationship, i.e., areas with high atmospheric pressure will have relatively higher mortality. The average humidity and mortality are negatively correlated, which means that the drier the area is, the higher is the mortality.

4.3. Mortality prediction and result analysis

To ensure the rationality of subsequent prevention and control measures, we need to have an accurate assessment of the future development trend of COVID-19, for which mortality prediction is one of most important tasks.

To this end, we compare the performance of various time series prediction methods for COVID-19 mortality. To test the performance of each method, we selected 14 countries including the United Kingdom, the United States, Canada, and South Korea as the data collection objects. We set the start time of mortality data collection in various countries as two days before the occurrence of death cases, and the end time as 29 June, 2020. For countries with a small number of missing mortality values, we adopted an interpolation method to fill in the missing values. In conducting the experiment, we used the data of the last seven days as the test set, and the remaining data as the training set. For the training set used for machine learning and deep learning, we set the lag time \( lag\_time\) to 5.

First, we compare the performance of various traditional time series prediction methods, and report the results in Table 4. Among the traditional methods, ARIMA and the naïve method show unique advantages. ARIMA performs well in the COVID-19 mortality prediction task in eight countries including the United States, Korea, and Mexico, while the naïve method performs well in five other countries including Australia, Chile, and Japan. When using the ARIMA\((p, d, q)\) model, the three basic parameters \(p, d\) and \(q, \) need to be determined. For the time series data of each country, first of all, we used the Augmented Dickey–Fuller (ADF) test to get the value of difference order \(d\), so as to make the time series data stable. Then, we determined the autoregressive order \(p\) and moving average order \(q\) by drawing autocorrelation (ACF) and partial autocorrelation (PAC) graphs. Finally, we determine that the values of the three parameters in the ARIMA model are \((1, 0, 2)\).

After that, we compare the performance of the machine learning method and the deep learning method, and the results are shown in Table 5. Among an array of methods, the best performing methods are linear regression (LR), extreme learning machines (ELM), and long–short term memory (LSTM) networks. At the same time, we can also note that the ensemble learning methods such as random forest (RF), XGBoost, and LightGBM do not achieve satisfactory predictive performance. It can be noted that these ensemble learning methods all use the decision tree as the base learner, and the construction mechanism of the decision tree focuses on the processing of discrete features, so facing the time series forecasting task in this paper, it does not show its advantages. However, LR, ELM and LSTM have good adaptability to continuous features, and therefore exhibit good performance.

Furthermore, in Table 6, we compare the performance of the proposed method with the other methods, and the experimental results show that our method has obvious advantages. On the one hand, compared with LR, SVR and ELM, the prediction performance of the model is improved through the integration of the three basic learners. On the other hand, our ensemble learning method is better than popular ensemble learning methods such as RF, XGBoost, and LightGBM. The reason is that RF, XGBoost, and LightGBM all use a single decision tree as the base learner and adopt the simple average method when integrating the outputs of the base learners. However, the proposed method adopts different types of learning algorithms when training the base learners, and uses the learning algorithm instead of the simple average method in the second-layer of integration.

To further analyze the performance of the different methods, we report the development trend and degree of change in mortality in each of the 14 selected countries in Table 7. We define the degree of change in mortality as \( \text{Trend} = (\frac{y_{end} - y_{begin}}{y_{begin}}) \times 100\% \), where \( y_{begin} \) represents the mortality at the beginning of multi-step prediction and \( y_{end} \) represents the mortality at the end of multi-step prediction. In addition, we also list the top three methods for predicting mortality in different countries in the table.

We see from Table 7 that the pandemic situations in various countries are different, which can be divided into three stages, namely rising \((\text{Trend} > 1 \text{ and } y_{begin} < y_{end})\), falling \((\text{Trend} > 1 \text{ and } y_{begin} > y_{end})\), and stabilizing \((\text{Trend} < 1)\). Our proposed method is significantly better than other methods in predicting COVID-19 mortality in most countries, especially when there are large variations in mortality. When the mortality changes tend to be stable, the simpler traditional time series forecasting methods, such as the naïve method and the ARIMA method, show good performance. At the same time, it is important to note the performance of the deep learning method. Although the performance of LSTM does not exceed that of our method, when the mortality changes show a large downward trend, LSTM is better than the other popular ensemble learning methods to capture this trend, achieving good results.

To further verify the effectiveness of the proposed method, we use the Friedman test to perform hypothesis testing according to the non-parametric testing method introduced in [41]. According to the results of the Friedman test (Table 8), the corresponding p-values of MAE, MSE, and RMSE are 0.0000. Therefore, this shows that the performance of the methods is significantly different. In order to have a more accurate statistical analysis of the experimental results, we carry out post hoc statistical procedures on the proposed method. In Tables 9–11 we report the results of the Holm and Hochberg post hoc tests, which show that our method is significantly superior to the other methods such as LR and SVR.
Concerning the factors affecting COVID-19 mortality, our research results are consistent with clinical manifestations and epidemiological studies. For example, compared with other countries, countries with a high degree of aging will have a higher mortality rate, which is at the macro country level. At the individual level, it is manifested in the serious clinical symptoms and conditions of many elderly infected persons, and the risk of death is also greater [42]. This requires countries to take measures to protect and manage the health care of the elderly. For example, masks and other protective supplies should be distributed to the elderly for free, and daily necessities should be provided to the elderly to prevent them from being exposed to places with high risks of infection such as supermarkets.

In response to the shortage of medical resources in various countries, China has provided a good example for the rest of the world in terms of its deployment of "mobile cabin hospitals". Such medical facilities can treat patients with mild illnesses in multiple places in the pandemic area, so limited medical resources can be channeled to treating the critically ill patients. At present, in addition to China, countries such as Russia, Iran, the United Kingdom, and Spain have also set up "mobile cabin hospitals" as an effective means to combat COVID-19. At the same time, countries also need to pay attention to the optimal scheduling and utilization of medical resources, such as the flow of medical staff between regions and allocation of resources to areas with severe pandemics, so as to maximize the effectiveness and efficiency of resource use.

Large-scale virus testing not only has a significant impact on mortality, but more importantly, it can detect asymptomatic infections [43]. The existence of asymptomatic infections is very dangerous because they will continue to spread the virus, which will not be discovered until after the occurrence of large-scale transmission.

It can be seen from Table 2(a)–(b) that some climatic factors such as atmospheric pressure and air humidity are closely related to COVID-19 mortality. But such factors are constantly changing over time. At present, while there are studies showing that meteorological factors are related to the transmission and spread of COVID-19 [5,6,30], there are no studies that explore the relationship between meteorological factors and COVID-19 mortality. This requires more in-depth research. It should be noted that conducting research in different countries may lead to different conclusions, so a comparison of multiple countries is desired.

When using machine learning methods for COVID-19 mortality prediction, we find through experiments that the classical ensemble learning methods, such as random forest and XGBoost, do not achieve satisfactory results, while the two-layer nested heterogeneous ensemble learning method we propose achieve good
results. This is because the classical ensemble learning methods are often homogeneous, i.e., the same training algorithm is used to generate multiple base learners. In the face of complex problems, such approach may lead to poor prediction results due to poor diversity of the base learners. At the same time, when the output results of the base learners are integrated, using the learning algorithm to replace the simple average method will also bring better fitting ability to the model.

5. Conclusions

In this study we explore the predictors and prediction methods for COVID-19 mortality in various countries. As an important indicator to measure the severity of an infectious disease, mortality has a very important reference value for disease prevention and policy formulation.

At present, most studies discuss the individual mortality risk of COVID-19 and there are very few studies considering the factors affecting COVID-19 mortality among different countries worldwide. To address this issue, we first construct a comprehensive model of factors affecting COVID-19 mortality. We then collect relevant data from 79 countries for experiments and analysis. The results show that the main influencing factors change with the development of COVID-19. However, at any stage of the epidemic, demographic factors affecting COVID-19 mortality are very important. Among these factors, aging (proportion of elderly people) is particularly important for COVID-19 mortality. The results also show that the influence of the development stage of the epidemic on COVID-19 mortality is significant. Overall, understanding and controlling the factors affecting COVID-19 mortality is crucial for the prevention and control of the epidemic.
always significant factors influencing the differences in COVID-19 mortality across countries.

As for the prediction of COVID-19 mortality, we design a two-layer nested heterogeneous ensemble learning method. On the one hand, different training algorithms are used to generate the base learners to improve the adaptability of the model. On the other hand, we use LR instead of the traditional simple average ensemble strategy to fuse the output results of the base learners, which improves the fitting ability of the model. At the same time,

### Table 6
Comparison results of the proposed method.

| Country     | Method                  | MAE    | MSE    | RMSE  |
|-------------|-------------------------|--------|--------|-------|
| Argentina   | ARIMA                   | 0.1029 | 0.0150 | 0.1223|
|             | Linear regression       | 0.3398 | 0.1307 | 0.3615|
|             | Support vector regression| 0.1052 | 0.0174 | 0.1318|
|             | Extreme learning machine| 0.0713 | 0.0083 | 0.0914|
|             | Proposed method         | 0.0720 | 0.0070 | 0.0839|
| Australia   | Naïve method            | 0.0059 | 0.0001 | 0.0072|
|             | Linear regression       | 0.0066 | 0.0001 | 0.0081|
|             | Support vector regression| 0.0101 | 0.0002 | 0.0123|
|             | Extreme learning machine| 0.1411 | 0.0298 | 0.1728|
|             | Proposed method         | 0.0065 | 0.0000 | 0.0061|
| Canada      | ARIMA                   | 0.0115 | 0.0002 | 0.0135|
|             | Linear regression       | 0.1027 | 0.0129 | 0.1138|
|             | Support vector regression| 0.0113 | 0.0002 | 0.0134|
|             | Extreme learning machine| 0.0083 | 0.0001 | 0.0099|
|             | Proposed method         | 0.0074 | 0.0001 | 0.0094|
| Chile       | ARIMA                   | 0.0056 | 0.0000 | 0.0061|
|             | Linear regression       | 0.0074 | 0.0003 | 0.0092|
|             | Support vector regression| 0.0141 | 0.0298 | 0.1728|
|             | Extreme learning machine| 0.0560 | 0.0039 | 0.0624|
|             | LSTM                    | 0.0759 | 0.0086 | 0.0930|
| Colombia    | Single average          | 0.0424 | 0.0026 | 0.0506|
|             | Linear regression       | 0.0396 | 0.0021 | 0.0453|
|             | Support vector regression| 0.4077 | 0.1719 | 0.4146|
|             | Extreme learning machine| 0.0534 | 0.0043 | 0.0653|
|             | Proposed method         | 0.0274 | 0.0010 | 0.0317|
| India       | ARIMA                   | 0.0228 | 0.0011 | 0.0325|
|             | Linear regression       | 0.0933 | 0.0115 | 0.1071|
|             | Support vector regression| 0.0411 | 0.0020 | 0.0443|
|             | Extreme learning machine| 0.0462 | 0.0027 | 0.0523|
|             | LSTM                    | 0.0156 | 0.0005 | 0.0233|
| Iraq        | ARIMA                   | 0.0452 | 0.0030 | 0.0559|
|             | Linear regression       | 0.0556 | 0.0033 | 0.0579|
|             | Support vector regression| 0.1884 | 0.0369 | 0.1921|
|             | Extreme learning machine| 0.0703 | 0.0060 | 0.0775|
|             | LSTM                    | 0.0271 | 0.0038 | 0.0618|
|             | Proposed method         | 0.0437 | 0.0028 | 0.0526|
| Japan       | Naïve method            | 0.0231 | 0.0009 | 0.0301|
|             | Linear regression       | 0.0335 | 0.0020 | 0.0442|
|             | Support vector regression| 0.8124 | 0.0690 | 0.8343|
|             | Extreme learning machine| 0.0150 | 0.0004 | 0.0198|
|             | LSTM                    | 0.0173 | 0.0004 | 0.0207|
|             | Proposed method         | 0.0107 | 0.0002 | 0.0148|
| Mexico      | ARIMA                   | 0.2113 | 0.0527 | 0.2296|
|             | Linear regression       | 0.1248 | 0.0192 | 0.1386|
|             | Support vector regression| 1.7635 | 3.2200 | 1.7944|
|             | Extreme learning machine| 0.1683 | 0.0415 | 0.2036|
|             | LSTM                    | 0.2037 | 0.0498 | 0.2231|
| Morocco     | Naïve method            | 0.1959 | 0.0488 | 0.2209|
|             | Linear regression       | 0.1482 | 0.0228 | 0.1509|
|             | Support vector regression| 0.3906 | 0.1590 | 0.3988|
|             | Extreme learning machine| 0.8540 | 1.2659 | 1.1251|
|             | LSTM                    | 0.1870 | 0.0414 | 0.2034|
|             | Proposed method         | 0.0584 | 0.0062 | 0.0787|
| United States| ARIMA                 | 0.1171 | 0.0079 | 0.1232|
|             | Linear regression       | 0.0860 | 0.0098 | 0.0989|
|             | Support vector regression| 0.8069 | 0.7090 | 0.8420|
|             | Extreme learning machine| 0.0704 | 0.0056 | 0.0751|
|             | LSTM                    | 0.0859 | 0.0082 | 0.0904|
|             | Proposed method         | 0.0225 | 0.0010 | 0.0318|

### Table 7
Trends in mortality across countries (23 June–29 June).

| Country       | Trend    | Change | 1st method | 2nd method | 3rd method |
|---------------|----------|--------|------------|------------|------------|
| South Korea   | Falling  | 1.79   | Proposed method | ELM        | ARIMA      |
| Japan         | Falling  | 1.02   | Proposed method | ELM        | LSTM       |
| United States | Stabilizing | 0.43  | Proposed method | ARIMA    | LSTM       |
| United Kingdom| Stabilizing | 0.19  | Naïve method | Proposed method | RF  |
| Canada        | Stabilizing | 0.35  | Proposed method | LSTM      | ELM        |
| Morocco       | Falling  | 12.84  | Proposed method | LR        | LSTM       |
| United States | Stabilizing | 0.081 | Proposed method | Naïve method | LR        |
| Argentina     | Falling  | 9.21   | Proposed method | LSTM      | Proposed method |
| United States | Rising   | 4.30   | Proposed method | ELR       | LR         |
| Chile         | Rising   | 11.11  | Proposed method | ELR       | LSTM       |
| Iraq          | Rising   | 8.30   | Proposed method | ARIMA     | LR         |
| India         | Falling  | 5.60   | LSTM        | XGBoost    | ARIMA      |

### Table 8
Friedman test ($\alpha = 0.05$).

| Indicator | Statistic | p-value |
|-----------|-----------|---------|
| MAE       | 12.944    | 0.0000  |
| MSE       | 12.4618   | 0.0000  |
| RMSE      | 11.2832   | 0.0000  |
Table 9
Friedman test—Holm and Hochberg post hoc tests for MAE (using the proposed method as the control method, \( \alpha = 0.05 \)).

| Method      | Rank | z      | Holm post hoc test | Hochberg post hoc test |
|-------------|------|--------|--------------------|------------------------|
| Naïve method| 4.7143 | 4.1116 | 0.0002             | Rejected               |
| ARIMA       | 4.5714 | 3.9367 | 0.0003             | Rejected               |
| LR          | 4.0714 | 3.3243 | 0.0027             | Rejected               |
| SVR         | 6.3571 | 6.1237 | 0.0000             | Rejected               |
| ELM         | 3.5000 | 2.6245 | 0.0174             | Rejected               |
| LSTM        | 3.4286 | 2.5370 | 0.0174             | Rejected               |

Table 10
Friedman test—Holm and Hochberg post hoc tests for MSE (using proposed method as the control method, \( \alpha = 0.05 \)).

| Method      | Rank | z      | Holm post hoc test | Hochberg post hoc test |
|-------------|------|--------|--------------------|------------------------|
| Naïve method| 4.7500 | 4.1116 | 0.0002             | Rejected               |
| ARIMA       | 4.5000 | 3.8055 | 0.0006             | Rejected               |
| LR          | 4.0357 | 3.2368 | 0.0036             | Rejected               |
| SVR         | 6.3571 | 6.0807 | 0.0000             | Rejected               |
| ELM         | 3.5000 | 2.5807 | 0.0174             | Rejected               |
| LSTM        | 3.4643 | 2.5370 | 0.0174             | Rejected               |

Table 11
Friedman test—Holm and Hochberg post hoc tests for RMSE (using proposed method as the control method, \( \alpha = 0.05 \)).

| Method      | Rank | z      | Holm post hoc test | Hochberg post hoc test |
|-------------|------|--------|--------------------|------------------------|
| Naïve method| 4.3571 | 3.5868 | 0.0013             | Rejected               |
| ARIMA       | 4.5714 | 3.8492 | 0.0006             | Rejected               |
| LR          | 4.1429 | 3.3243 | 0.0027             | Rejected               |
| SVR         | 6.3571 | 6.0362 | 0.0000             | Rejected               |
| ELM         | 3.5714 | 2.6245 | 0.0174             | Rejected               |
| LSTM        | 3.5714 | 2.6245 | 0.0174             | Rejected               |

Fig. 5. Correlation coefficients between variables. F1: Total tests per million people, F2: Temperature High, F3: Temperature Low, F4: Temperature Average, F5: Atmospheric pressure High, F6: Atmospheric pressure Low, F7: Temperature average, F8: Wind speed High, F9: Wind speed Low, F10: Winde speed Average, F11: Humidity High, F12: Humidity Low, F13: Humidity Average, F14: The doubling time of confirmed death, F15: Population, F16: Total confirmed cases, F17: Population density, F18: Share of population with cancer, F19: Share of the population infected with HIV, F20: Share of people living with active tuberculosis, F21: Deaths from cardiovascular disease, F22: Diabetes prevalence, F23: Share of the population living in extreme poverty, F24: GDP per capita, F25: Physicians, F26: Hospital beds, F27: Share who is 70 or over, F28: Median Age, F29: Share of men who are smoking, F30: Share of women who are smoking, F31: Share of men who are obese, F32: Share of women who are obese, F33: Mortality.

we use the bootstrap sampling method to generate different data subsets to improve the generalization ability of the model.

It is foreseeable that COVID-19 will continue to exist for some time in the future and there are risks of other pandemics. Therefore, research on COVID-19 should continue. Such studies should
address the issues concerning the entire process of an infectious disease, spanning the discovery of the infected (more efficient and convenient detection methods), treatment of the infected (pathogenic mechanisms, effective drugs), and formulation and implementation of public health policies to contain and prevent the disease. As far as the prediction model is concerned, on the one hand, researchers can consider incorporating more influencing factors from different data sources into the model. On the other hand, researchers can also consider fusing a variety of different types of algorithms to improve the model’s prediction performance.
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