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Abstract. One goal of general intelligence is to learn novel information without overwriting prior learning. The utility of learning without forgetting (CF) is twofold: first, the system can return to previously learned tasks after learning something new. In addition, bootstrapping previous knowledge may allow for faster learning of a novel task. Previous approaches to CF and bootstrapping are primarily based on modifying learning in the form of changing weights to tune the model to the current task, overwriting previously tuned weights from previous tasks. However, another critical factor that has been largely overlooked is the initial network topology, or architecture. Here, we argue that the topology of biological brains likely evolved certain features that are designed to achieve this kind of informational conservation. In particular, we consider that the highly conserved property of modularity may offer a solution to weight-update learning methods that adheres to the learning without catastrophic forgetting and bootstrapping constraints. Final considerations are then made on how to combine these two learning objectives in a dynamical, general learning system.
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1 Introduction

1.1 Knowledge Preservation

A basic goal of most approaches to artificial general intelligence is the ability to learn multiple tasks without overwriting what has previously been learned (i.e. catastrophic forgetting, or CF). The potential utility of learning without forgetting, or 'knowledge preservation', is twofold: first, the system can return to previously learned tasks after learning something new. In addition, bootstrapping previous knowledge may allow for faster learning of a novel task through transfer learning. Both of these potential benefits of preserving learned information may serve to conserve resources. Allowing the same computational hardware to be 'multiplexed' for another task, rather than requiring allocation of distinct resources which reduces the required energy resources involved in the learning
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process. In the former, multiplexed information is stored in such a way that the system can switch between already learned tasks while retaining performance. In the latter case, information is accessed for learning new tasks in a contextually relevant manner. Multiplexed information is thus stored and retrieved in a way that facilitates the conservation and use of prior learning, broadening the ability of a learning system to multiple task domains.

1.2 Previous Approaches

A significant body of recent work has explored approaches to CF and bootstrapping in relation to multi-layer neural networks or deep learning (DL) [41]. Learning in these systems consists of updating the weights between nodes according to their respective partial derivatives calculated from a loss function (i.e. backpropagation). With the recent implementation of auto-differentiation and parallel computing devices, progress in backpropagation-based DL has rapidly emerged as the dominant approach in AI [27]. Previous approaches to overcoming CF in DL models have involved strategies with regard to the learning process itself. Most commonly in the case of bootstrapping, ensemble networks are retrained on resampled datasets with little improvement [23]. Transfer learning is also used as a bootstrapping method in which previously-learned features are imported as the starting weights for later update [39]. CF approaches are more diverse, mostly involving modification to the weight update methods. Notably, Elastic Weight Consolidation has shown promising results in overcoming CF in sequences of Atari tasks by slowing down updates on previously encoded weights [15]. However, these approaches have not been widely adopted, likely because the techniques do not demonstrate knowledge preservation on a level necessary for general intelligence. We suspect this is in part due to the fundamental nature of backpropagation in DL models to rewrite learning; where weights are updated most heavily towards current learning at the expense of weights learned in more distant tasks.

1.3 Network Topology

Another potential approach that has thus far been largely neglected is to consider the topology of the learning system — that is, its ‘architecture’. While there is a significant body of work on architecture optimization for other metrics of learning [21,7,30,20,38,28], to date there has been little work considering architectural choices in relation to CF and/or bootstrapping. Fortunately, hundreds of million years of evolution has generated highly conserved, vertebrate and mammalian brain architectures that have been optimized with regard to intelligent functions including, it is reasonable to assume, the preservation of learning without CF.

One potentially promising property of biological nervous system architectures, which may serve to overcome the pitfalls of CF, is the presence of modular architectures such as the cortex and subcortical structures. Modularity is a highly conserved property that is present across many organisms with general learning
abilities. Complex neural architectures are thought to have emerged in the Cambrian explosion, 540 million years ago, with records of both camera eyes and the emergence of animals with complex behaviors [33]. In contemporary species, the four basic brain structures (Telencephalon, Cerebellum, Diencephalon, Mesencephalon) have been preserved across nearly all mammalian species and most avian, reptile, shark brains, and some fish brains [24,42,10,19,2]. Insects have their own highly preserved modular nervous-system structures as well [14].

In humans, modularity is highly pervasive. For example, the cortex processes incoming sensory information while the basal ganglia controls motor movements in behavioral learning [25,31]. These structures are specialized not only with regard to the types of information they processed (e.g. photon patterns for V1 stream vs. layers 5/6 cortical output from cortex), but also with regard to their neuron types as well as their morphological structures. Communication between the two structures occurs in specialized, limited routes, cortico-basal ganglia networks, which serve to integrate information between the two regions [18]. The result of this particular organization is a cortex that is optimized for sensory information, while the basal ganglia is optimized to interpret cortical information for motor movement implementation [3].

Here, we propose that such modular architectures may also serve to preserve learning during the update process by separating different types of computation (specialization) and storing the learning across un-updatable boundaries (segregation) which communicate through specific upstream pathways (integration). In artificial systems, this modularity may be modeled in the form of segregation of weight updates based on local update rules within a module. Previous work on artificial systems has looked at the effects of modularity for generalization, but using different learning metrics [9,8,22]. Promising results on the effects of modularity for generalizing to out-of-distribution data has been shown in the Badger architecture, which relies on nested self-sufficient computational units which communicate for a shared objective [26]. Badger is an agent based model in the sense that each agent, or small self-sufficient network, updates in an internal loop, while the outer loop optimizes the collection of homogeneous agents. However, badger does not incorporate within-agent modularity which we believe is essential to solving the knowledge preservation problem.

While we have attempted to make the specific case for modularity as an example of a potentially important design principle in natural systems, we propose that knowledge preservation should serve as a general guiding framework in architecture design that may give rise to dynamical learning systems capable of some level of generality. The key idea is modeled from the human brain where it is likely that network topology is perhaps at least, if not more important than later learning algorithms in achieving this goal. This allows us to avoid ending up with a system that is doing the bulk of the learning process after it has been configured. In a system that prioritizes initial connectivity, this manifests as selecting appropriate modularity over a variety of different domain tasks. Rewriting existing learning prevents sharing of computational resources for novel tasks. This is often the problem in designing AGI from theoretical systems that
don’t take resource constraints into account, such as universal Turing machines and AIXI [35, 13].

2 Possible Implementation Approaches

Many methods could be conceived for discovering the inductive biases that modularity has to offer learning system architectures. Crucially, there is a tradeoff between initial connectivity and later weight modification. A strong dynamical learning system would utilize initial topology search as a prior learning experience to later be exploited during the weight modification learning phase.

Consider regions separated by un-updatable boundaries that delineate the extent of backpropagation. These modules could optimize without overwriting each other, while still being able to share resources when relevant (i.e. bootstrapping). This approach also limits rewriting prior learning for the sake of the current learning, where modules are activated at different times depending on their relevance to the current tasks. Furthermore, modules dedicated to computational tasks, instead of behavioral tasks (e.g. memory, sensory, self-activation, etc.) may serve as a more biologically inspired approach, since this is largely what we observe between cortical and subcortical structures.

Evolutionary searches are particularly useful in discovering unique solutions to optimization problems, which can be extended here. Although computationally extravagant, one promising candidate would be an evolutionary approach that couples network topology and embodiment search to different learning environments that also evolve over time. Derivatives of this approach would be useful, especially those focusing on modularity and learning. The advantage to this method is that appropriate submodules will likely be paired with the particular sensory receptors given to the agent and the types of learning that needs to be delegated throughout the system in ways that may not be currently known.

Other approaches include intelligently designed architectures where architecture is random, learned, selected by an operator, and most commonly in combination. Random networks, such as [5], have seen interesting results and may offer some potential insights into the core properties of learning, however they will likely have to be harnessed in a constructive way to get desired behavior, as in [21]. Similar to random learning, methods exist for crystallizing order from disorder in unorganized networks as in the case of [10, 12], leading to module-like structures. Still, there are other conceivable approaches involving learning functions that select sequences of computational architecture pathways and more. More extensive studies could iteratively search through all possible configurations of N-node networks to discover what modularity benefits particular learning environments. Even hand-designed simple models that start to test the questions of module design and learning without forgetting would be useful in answering the questions presented here.
3 Benchmarking Generality

In order to assess a model’s knowledge preservation, it must be able to demonstrate that it can learn a sequence of tasks in a variety of domains and return to those tasks with improvements in computational costs and/or learning time. Below we describe initial tests to measure generality in terms of learning without forgetting and bootstrapping. However, as generality scales, more advanced testing is likely necessary.

Knowledge Preservation Metrics Learning without catastrophic forgetting is typically measured by performance on a sequence of tasks. Here, we propose it is imperative to test on sequences in different domains (e.g. vision classification and time-series forecasting) to demonstrate generality over narrow-learning.

Boostrapping A-Priori Knowledge Metrics Measuring bootstrapping a-priori knowledge is slightly more challenging due to the effects seen in transfer learning. The goal here is to see an increased speed in learning task B after learning task A. Again, in trying to capture generality, it is useful to compare tasks from different domains so the distribution of features in the data is different enough that it’s possible to measure using contextual knowledge instead of the re-use of features. This later point is what occurs in transfer learning. As in the case of the popular technique of using pre-trained ResNet on Imagenet and vision based tasks, the transferred weights capture many features which would have to have been learned in the secondary network either way [39]. Here, we also want to be able to use learned features to aid in learning a new task, but we want to ensure that these are general features that can be maximally shared across all tasks the system may be expected to learn. Teasing out this difference is aided in investigating how data flows through different parts of the system’s topology. For example, the Fusiform Face Area is shown to activate when distinguishing between faces and also in bird experts for distinguishing between birds [32]. This multi-use activation of the same subnetwork is one example of bootstrap learning. We might expect similar submodules to be redeployed across different kinds of learning domains.

Challenges We recognize that adding modularity alone will probably not multiplex information in a way that provides human-level general intelligence. The works of Coward, Buszaki, and Turing suggest algorithms employed by the human brain may give rise to this generality based on eliciting sequences of computation across different modules [31, 34]. Furthermore, special message passing algorithms between the regions would benefit from that of publish and subscribe models; that regions in the system can communicate with each other when necessary.
4 Conclusion

We have highlighted topology as an important topic for future research, as well as the need for algorithms that allow for learning without rewriting previous learning. We suspect modularity in biological intelligent systems plays a crucial role in achieving this need while conserving resources. This paper also contributes to discussions on AGI agent architectures by suggesting some useful considerations on how to test for generality in regards to CF and bootstrapping. Works from \cite{38,26,17,30,1} have attempted to tackle these issues separately, while others \cite{29,37} have come from the angle of single-use systems, all of which overwrite prior learning to an unsatisfactory degree. Still, some works have come from the position of down-scaling theoretical models without resource constraints \cite{6,13,35}. While these approaches are useful, we find the proposed approach is more appropriate for the pursuit of general intelligence. We believe this paper provides a framework for investigating computationally tractable general learning systems. Promising directions involve evolutionary and intelligent topology design that utilizes modularity to minimize rewriting prior learning. We hope this paper serves as a tool for those interested in benchmarking early progress in generality. There is room for many future works to provide insight into the approach presented here as well as how to measure generality in terms of bootstrapping and learning new without forgetting old. We have tried to clarify how modularity may offer a method of learning without rewriting and the role it plays in topology design. Much work needs to be done to improve that understanding and find ways to appropriately incorporate modularity in AGI frameworks.
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