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Abstract

We introduce graph potentials, which are Laurent polynomials associated to (colored) trivalent graphs. We show that the birational type of the graph potential only depends on the homotopy type of the colored graph, and use this to define a topological quantum field theory. A similar construction was recently introduced independently by Kontsevich–Odesskii under the name of multiplicative kernels. We end our paper by giving an efficient computational method to compute its partition function. This is the first paper in a series, and we give a survey of the applications of graph potentials in the other parts.
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1 Introduction

In this paper we introduce graph potentials, a collection of Laurent polynomials associated to trivalent graphs, that enjoys remarkable symmetries. Section 1.1 is a general self-contained elementary overview, intended as an invitation for the interested reader to play with variations on the construction.

The main result of this paper is the construction of a novel topological quantum field theory, the graph potential field theory. This result encodes the hidden structure/symmetries of graph potentials, and explains how their invariance properties are related to the geometry of Riemann surfaces, their degenerations and Thurston’s cut systems. The partition functions are equal to high-dimensional integrals (the inverse Laplace transforms
of the *periods* for a family of level sets), and the graph potential field theory is the first and the only known efficient method for their computation. For more details, see Section 1.2.

This paper is one of recommended entry points to a series of our works on conformal field theory, mirror symmetry, and moduli spaces of rank 2 vector bundles with fixed determinant on algebraic curves of genus $g \geq 2$. The relationship between graph potentials and the geometry of moduli spaces, as well as different aspects of mirror symmetry for these objects, is discussed in Section 5.1, where we describe the big picture for graph potentials and the follow-up works [11, 9]. In Section 5.2 we speculate on how graph potentials can be used in the context of the Atiyah–Floer conjecture.

### 1.1 Graph potentials

We will first introduce graph potentials in an abstract way, without reference to other topics of interest or applications. It would be interesting to find new choices of the input in the construction. Our choice of input is discussed in (8), and its relevance is proven by the results discussed in Section 5.1.

#### General construction

Let $Y(a, b, c)$ be a function (defined on some space equipped with a volume form, in our case it will be $\mathbb{C} \setminus \{0\}$) which is symmetric in its arguments, such that

$$Y(a, b, s) + Y(c, d, s) = Y(a, c, t) + Y(b, d, t) = Y(a, d, u) + Y(b, c, u)$$

(1)

for some volume-preserving transformation relating the variables.

Let $\gamma = (V, E)$ be a trivalent graph, possibly with half-edges (or leaves). Let $v$ be a trivalent vertex, whose edges are labelled by $a, b, c$, as in

```
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(2)

We define the *vertex potential* $W_v$ as $Y(a, b, c)$. To emphasize the dependence on $v$ we also write $a_v, b_v, c_v$.

Next, the *graph potential* $W_\gamma$ is the sum of the vertex potentials associated to the (internal) vertices, i.e.,

$$W_\gamma := \sum_{v \in V} W_v$$

(3)

where $W_v = W_v(a_v, b_v, c_v)$. This is an expression in $3(g - b_0) + 2n$ arguments, where we let $b_0 = b_0(\gamma)$ denote the number of connected components, $g = b_1(\gamma)$ is the genus of the graph, and $n$ is the number of half-edges. There are $3(g - b_0) + n$ internal variables and $n$ external (or leaf) variables associated to the half-edges.

The functional equation (1) explains how the graph potentials behave under *mutation*. Such a mutation will produce a new trivalent graph with a new graph potential associated to it, and controlling this operation will yield important invariance properties of graph potentials, see Section 2.2. The upshot is that the different $W_\gamma$ glue to a single function $W_{g,n}$, and the $W_\gamma$ for different choices of $\gamma$ are restrictions to different torus charts.

#### Partition functions from graph potentials

Applying a Fourier-like transform when the space is $\mathbb{C} \setminus \{0\}$ we can write

$$\exp(Y(a, b, c)) = \sum_{i, j, k} F(i, j, k) a^i b^j c^k$$

(4)

for a function $F(i, j, k)$. These functions satisfy the Frobenius equation

$$\sum_m F(i, j, m) F(k, l, -m) = \sum_n F(i, k, n) F(j, l, -n).$$

(5)

This equation hints at an important compatibility property, culminating in Theorems A and B.
When the space is $C \setminus \{0\}$ we can moreover consider the integration over the internal variables $w_1, \ldots, w_{3g-3+n}$ with respect to a product of circles of sufficiently small radius around the origin, and define the symmetric function

$$Z_g(z_1, \ldots, z_n) := \iint \exp(W_g(z_1, \ldots, z_n; w_1, \ldots, w_{3g-3+n})$$

in the $n$ external variables $z_1, \ldots, z_n$. This function only depends on the genus $g$ of the graph $\gamma$, and it satisfies

$$Z_{g+1}(z_1, \ldots, z_n) = \iint Z_g(z_1, \ldots, z_n, w)$$
$$Z_{g+1}(z_1, \ldots, z_n) = \iint Z_g(z_1, \ldots, z_n, w, w).$$

This type of compatibilities, ultimately governed by (1), allow us to study the partition functions associated to graph potentials.

**Our choice of potential**  In the remainder of the paper we will focus on a specific choice of the function $Y$, namely the Laurent polynomial

$$Y(a, b, c) = \frac{a}{bc} + \frac{b}{ac} + \frac{c}{ab} + abc.$$  (8)

The domain of the function is the torus $(\mathbb{C}^*)^3$. The transformation that gives a solution to (1) is the rational change of coordinates

$$s \cdot (ab + cd) = t \cdot (ac + bd) = u \cdot (ad + bc).$$  (9)

This transformation preserves the logarithmic rational volume forms

$$\omega_a \wedge \omega_b \wedge \omega_c \wedge \omega_s \quad * \in \{s, t, u\}$$

where $\omega_a = d \log \frac{a}{a^*}$ is the Haar measure for the multiplicative group.

We can give an interpretation of this choice, independent of the role it will play for us, as follows. Consider a tetrahedron inscribed in the cube $[0, \frac{D}{2}]^3$, whose facets are bounded by the conditions

$$A \leq B + C, \quad B \leq A + C, \quad C \leq A + B$$
$$A + B + C \leq D.$$  (11)

This tetrahedron can be seen as the moduli space of geodesic triangles on a sphere of radius $R = \frac{D}{2\pi}$. The first inequalities are the classical triangle inequalities, and the last one is a quantum bound of the perimeter.

After the substitution $(a, b, c, d) = (\exp A, \exp B, \exp C, \exp(-D))$ the Laurent polynomial (8) becomes a generating function of the inequalities (11), which is invariant with respect to translations by $2\pi \sqrt{-1}(A, B, C)$ for $(A, B, C)$ satisfying

$$\pm A \pm B \pm C \in \mathbb{Z}.$$  (12)

If we let $A, B, C$ be real (resp. complex) numbers, then $a, b, c$ are real positive (resp. complex non-zero), and the Haar measure $\omega_a$ in the coordinate $a$ becomes the Lebesgue measure in the coordinate $A$.

The definition of graph potentials for (8) will, instead of trivalent graphs with half-edges, involves colored trivalent graphs (without half-edges), where we let a trivalent vertex $v$ be either uncolored $\circ$ or colored $\bullet$. We will explain this in Section 2.1.

It would be interesting to find other functions $Y(a, b, c)$, study their partition functions, and relate them to geometry.
A sneak preview of the geometry to explain our choice of potential

As explained in Section 5.1 we will relate graph potentials to the moduli space $\mathcal{M}_C(2, \mathcal{L})$ of rank 2 vector bundles. The first case to consider is for $g = 2$, so let $C$ be a smooth projective curve of genus 2. In this case an explicit description of $\mathcal{M}_C(2, \mathcal{L})$ due Newstead and Narasimhan–Ramanan exists \cite{44, 43}: it can be written as

$$\mathcal{M}_C(2, \mathcal{L}) \cong Q_1 \cap Q_2 \subset \mathbb{P}^5$$

where $Q_1, Q_2$ are smooth quadric hypersurfaces determined by $C$.

These varieties degenerate to a toric Fano threefold with six ordinary double points. For the (smooth) intersection of quadrics in $\mathbb{P}^5$ we have the toric degeneration given by the (singular) intersection of quadrics with equations

$$Z_0Z_1 = Z_2Z_3 = Z_4Z_5.$$  \hfill (14)

As a toric variety it is described by the polytope which is the convex hull of the vertices $(\pm 1, \pm 1, \pm 1)$. This toric variety has terminal singularities, and its 6 ordinary double points admit a small resolution of singularities.

The graph potential associated to the (colored) trivalent graph of genus $g = 2$
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is closely related to the polytope defining the toric degeneration, and takes on the form

$$\mathcal{W} = xyz + \frac{x}{yz} + \frac{y}{xz} + \frac{z}{xy} + \frac{1}{xyz} + \frac{yz}{x} + \frac{xz}{y} + \frac{xy}{z}.$$ \hfill (15)

The classical period of the Laurent polynomial $\mathcal{W}: \mathbb{Q}_m^3 \to \mathbb{A}^1$ agrees with the quantum period of $\mathcal{M}_C(2, \mathcal{L})$, as computed in \cite{14}, and hence the graph potential captures certain symplecto-geometric aspects of $\mathcal{M}_C(2, \mathcal{L})$.

We will elaborate further on this in Section 5.1.

1.2 Overview of the results

We will now discuss the results proven in this paper, for the choice of potential in (8).

Graph potentials under elementary transformations

The first result we will prove is an invariance property of graph potentials under appropriate changes of the trivalent graph. To motivate this result, recall that one way in which a trivalent graph of genus $g$ arises is as a degeneration of a smooth projective curve $C$ of genus $g$ into a nodal curve with only rational components. Such a curve is also called a graph curve in Bayer–Eisenbud \cite{6}, and its dual graph gives $\gamma$. Alternatively, such trivalent graphs can be seen as pair of pants decompositions of $C$, considered as a Riemann surface.

Different degenerations, and different pair of pants decompositions are related to each other by elementary transformations à la Hatcher–Thurston, which act on the trivalent graph. We prove that graph potentials are suitably invariant under these elementary transformations:

**Theorem A.** Let $(\gamma, c)$ and $(\gamma', c')$ be two trivalent colored graphs related by elementary transformations. Then the graph potentials $W_{\gamma,c}$ and $W_{\gamma',c'}$ are identified via a rational change of coordinates.

The proof of this theorem is given in Section 2.2, and it expresses the invariance of graph potentials under mutations. In \cite{11} we will further discuss the link between the mutations in Theorem A, and the mutation of potentials in the context of mirror symmetry.

Associated to a Laurent polynomial we have its classical period. The relevance of this invariant is discussed in Section 5.1. The invariance properties of graph potentials from Theorem A allow us to show in Corollary 2.18 that classical periods of graph potentials only depend on the number of vertices and the parity of the coloring.
The graph potential topological quantum field theory  Inspired by this invariance under elementary transformations, we will define in Construction 3.11 a topological quantum field theory, and call it the graph potential field theory. This follows by checking the Frobenius equation (5), which in the context of TQFTs and their associated objects can be rewritten as an associativity equation (for the multiplication in a Frobenius algebra) or as the Witten–Dijkgraaf–Verlinde–Verlinde (WDVV) equation.

Its partition function $Z^{BP}(t)$ (for any $t \in \mathbb{R}$) assigns to the pair of pants $\Sigma_{0,3}$ with $1 + \epsilon$ anticlockwise oriented circles, for $\epsilon \in \{0, 1\}$, the appropriately colored vertex potential, i.e.,

$$Z^{BP}(t)(\Sigma_{0,3}) := \exp \left(t \sum_{i \in \mathbb{Z}} W_{0,\epsilon}(x, y, z)\right) \in L^2(S^1; \mathbb{C})^{\mathbb{N}_3}.$$

Here $L^2(S^1; \mathbb{C})$ is the Hilbert space of complex valued square integrable functions on the sphere which by Fourier expansion is same as the Hilbert space square-integrable complex series indexed by $\mathbb{Z}$. A countable orthonormal basis is given by $(x^i)_{i \in \mathbb{Z}}$ and any element of $L^2(S^1; \mathbb{C})$ can be written as $\sum_{i \in \mathbb{Z}} a_i x^i$ such that $\sum_{i \in \mathbb{Z}} |a_i|^2 < \infty$. Because the potential takes values in an infinite-dimensional Hilbert space, we will need to restrict the bordism category suitably.

The properties of the graph potential can then be used to show the following theorem.

**Theorem B.** Let $t \in \mathbb{C}$. The graph potential field theory $Z^{BP}(t)$ is a two-dimensional topological quantum field theory on a suitably restricted bordism category, with values in Hilbert spaces.

Observe that our TQFT takes values in $L^2(S^1; \mathbb{C})$, and that it is not related to the usual $(1 + 1)$-TQFT coming from the fusion ring of conformal blocks.

The existence of this TQFT shows why it is a powerful idea to consider moduli spaces of vector bundles on curves for all genera simultaneously when one is interested in mirror symmetry aspects of these Fano varieties. In a completely different direction but with the same underlying principle, González-Prieto–Logares–Muñoz have constructed a topological quantum field theory computing Hodge–Deligne polynomials for representation varieties [25, 26].

The topological quantum field theory in Theorem B gives a powerful computational tool to compute classical periods of graph potentials. This is discussed in Section 4.

There is in fact an abundance of various flavours of field theories, in this series of papers, and the works we build upon. Indeed, in this work we have introduced a novel topological quantum field theory to compute periods of graph potentials. The results we build upon in [11] to construct and study toric degenerations use the conformal field theory given by conformal blocks [7, 49, 48]. On the other hand, the study of classical and quantum periods in [11] features both cohomological field theories and symplectic field theories (see [33] and [1, 13, 20]).

Furthermore, the cohomological and symplectic field theories in turn can be compared using a tropical field theory, which can be seen as an intermediary between them [39, 40, 38, 36, 37]. Finally, at the end of this introduction we speculate on the relationship between our work and the construction of the (still conjectural) 4-dimensional Donaldson–Floer quantum field theory.

**1.3 Comparison to multiplication kernels in the sense of Kontsevich–Odesskii**

After the first appearance of the arXiv preprint of this article\(^1\), a similar formalism was independently developed by Kontsevich–Odesskii in [34], under the name of multiplication kernels. They develop the algebraic aspects more than we do, as we mostly restrict ourselves to the specific cases which are relevant to our geometric applications discussed above and in Section 5. In what follows we will briefly explain the similarities (and differences).

\(^1\)Corresponding to Sections 2 and 3 of v1 of [10] which was later split off to [12].
In the general construction outlined in the first paragraph of Section 1.1 we consider an unspecified space with a volume form, which in Kontsevich–Odesskii is the space $X$. The function $Y$ corresponds (after the transform in (4)) to the multiplication kernel $K$ in op. cit. Thus vertex potentials correspond to multiplication kernels. Their formalism also includes auxiliary variables living on a priori different spaces, which does not appear in our work.

The associativity condition from (1) corresponds to equation (1.3) (or more precisely the equation below it) in op. cit. The definition of a multiplication kernel of birational type, which involves 4 variables, makes an appearance in our Section 3.2, see also (77).

Our particular choice of $Y$ in (8) corresponds to their Example 2.2. The graph potential from (3) then appears on page 25 of op. cit. But they only consider it for a binary rooted tree, whereas we consider arbitrary trivalent graphs, with or without half-edges, along with the additional feature of a coloring of the vertices. Binary rooted trees correspond to trivalent graphs of genus $g = 0$ with the leaves as half-edges.

Our main motivation is to construct topological quantum field theories whose partition functions compute period sequences and obtain effective methods to work with them. One of their focuses is rather to discuss algebraic structures that arise in this context. We briefly discuss a Frobenius algebra-like structure in Section 3.2, but do not develop it as they do.

It would be interesting to further compare the two formalisms, and understand how certain other choices of multiplication kernels à la [34] can be used to tackle problems of the form discussed in our paper. Observe that our graph potentials also arise as Floer potentials of a monotone Lagrangian torus associated to an integrable system on the moduli space of rank-2 bundles with fixed determinant of odd degree, as explained in [11]. In [34] similar integrable systems are an important source of multiplication kernels, for example the integrable system associated to Hitchin systems for rank-2 bundles on $\mathbb{P}^1$ with four (or more) punctures, see §3.3 and §3.4 of op. cit. We leave a more detailed comparison for future work.
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2 Graph potentials

We will consider trivalent graphs of genus $g$. Such graphs are associated to pair of pants decompositions of compact orientable surfaces in the sense of Hatcher–Thurston [27]. These are collections of disjoint circles on a surface $\Sigma$ such that their complement is the disjoint union of spheres with 3 holes, also known as “pairs of pants” or trinions. In this section we associate a Laurent polynomial to each trivalent graph, and study how different Laurent polynomials associated to different graphs are related to each other.
The dual of the pair of pants can be encoded as follows:

\[ \begin{array}{c}
\text{pair of pants} \\
= \\
\text{trivalent graph}
\end{array} \]

(18)

and to a decomposition of \( \Sigma \) into such pairs of pants we associate the graph whose vertices are the pairs of pants, and whose edges indicate how the pairs of pants are glued together. Loops arise from cutting a genus 1 surface with 1 puncture by a circle. For every pants decomposition one thus obtains a trivalent graph.

For now we will consider trivalent graphs without making this link to geometry and topology explicit, but this will be important later.

2.1 Definition

Let \( \gamma = (V,E) \) be an undirected trivalent graph (possibly containing loops), which we will assume to be connected, and whose first Betti number is \( g \). Hence

\[
\begin{align*}
#V &= 2g - 2, \\
#E &= 3g - 3.
\end{align*}
\]

(19)

Recall that the homology (resp. cohomology) of a graph with coefficients in a ring \( R \) (which for us will be either \( \mathbb{Z} \) or \( \mathbb{F}_2 \)) takes \( C^0(\gamma, \mathbb{Z}) = R^V \) and \( C^1(\gamma, \mathbb{Z}) = R^E \) with differential given by the incidence matrix after choosing an orientation of the graph (resp. the \( R \)-linear dual of the incidence matrix). Hence \( \text{rk } H_0(\gamma, \mathbb{Z}) \) is the number of connected components, and \( \text{rk } H_1(\gamma, \mathbb{Z}) \) is the genus of the graph. Because we only consider the differential when \( R = \mathbb{F}_2 \) the choice of orientation is irrelevant for us.

We will denote

\[ \widetilde{N}_\gamma := C^1(\gamma, \mathbb{Z}) \]

(20)

the free abelian group of 1-cochains on \( \gamma \), and

\[ \widetilde{M}_\gamma := C_1(\gamma, \mathbb{Z}) \]

(21)

the free abelian group of 1-chains.

Let \( v \in V \) be a vertex. It is adjacent to the edges \( e_{v_i}, e_{v_j}, e_{v_k} \in E \) (which might coincide if there is a loop). We will denote the sublattice of \( \widetilde{N}_\gamma \) generated by the cochains \( x_i, x_j, x_k \) for which \( x_i(e_{v_a}) = \delta_{i,a} \) by \( \widetilde{N}_v \).

Inside \( \widetilde{N}_v \) we consider the sublattice \( N_v \) generated by the eight cochains \( \{ \pm x_i \pm x_j \pm x_k \} \). Using these we define the sublattice

\[ N_\gamma \subseteq \widetilde{N}_\gamma \]

(22)

as the image of the natural morphism \( \bigoplus_{v \in V} N_v \rightarrow \widetilde{N}_\gamma \).

We have the associated tori \( T_\gamma := \text{Spec } \mathbb{C}[N_\gamma] \) and \( \widetilde{T}_\gamma := \text{Spec } \mathbb{C}[\widetilde{N}_\gamma] \), so that \( N_\gamma \) and \( \widetilde{N}_\gamma \) are realized as the character lattice of \( T_\gamma \) and \( \widetilde{T}_\gamma \) respectively, and hence as the cocharacter lattices of \( T_\gamma \) and \( \widetilde{T}_\gamma \).

The inclusion (22) induces an isogeny of the tori \( \widetilde{T}_\gamma \rightarrow T_\gamma \), whose kernel

\[ A_\gamma := \text{Hom}(\widetilde{N}_\gamma/N_\gamma, \mathbb{C}^\times) = (\widetilde{N}_\gamma/N_\gamma)^\vee, \]

(23)

(which is isomorphic to \( \mathbb{F}_2^{2g} \)) we wish to describe explicitly.

Consider the dual lattices \( M_\gamma := N_\gamma^\vee \) and \( \widetilde{M}_\gamma := \widetilde{N}_\gamma^\vee \), for which we have \( \widetilde{M}_\gamma \subseteq M_\gamma \), and \( A_\gamma \cong M_\gamma/\widetilde{M}_\gamma \). The following lemma summarizes the situation.
Lemma 2.1. We have that
\[
M_g = \left\{ m = \sum_{e \in E} w_e e \mid w_e \in \mathbb{R}, \forall n \in N_g : (n, m) \in \mathbb{Z}\right\}
\]
\[= \left\{ m = \sum_{e \in E} w_e e \mid w_e \in \frac{1}{2}\mathbb{Z}, \forall \nu \in V : w_e + w_{e_j} + w_{e_k} \in \mathbb{Z}\right\}
\]
and
\[A_g \cong H_1(g, \mathbb{F}_2).
\] (25)

Here $e_i, e_j, e_k$ are edges adjacent to the vertex $v$.

In particular we also see that rational functions on the torus $T_g$ are $A_g$-invariant functions on the torus $\tilde{T}_g$.

**Colorings** Next we introduce colorings. We will use these to conveniently deal with a generalization of the class of trivalent graphs, where half-edges are allowed. Using colorings we can reduce such situations (which will correspond to punctured surfaces) in the cases that we are interested in to the already considered case of trivalent graphs without half-edges.

**Definition 2.2.** Let $g = (V, E)$ be a trivalent graph. A coloring is a function $c : V \to \mathbb{F}_2$, interpreted as an $\mathbb{F}_2$-valued 0-chain on $g$.

If $c(v) = 0$ we say that $v$ is uncolored, and if $c(v) = 1$ we say that $v$ is colored. When drawing a graph, uncolored corresponds to a circle $\circ$ whilst colored corresponds to a disk $\bullet$. If it can be either we will indicate this by drawing $\cdot$.

We can now introduce one of the main objects of this paper. In Section 4 we will generalize this definition to also include half-edges, but for now this definition suffices.

**Definition 2.3.** Let $g = (V, E)$ be a trivalent graph, and let $c : V \to \mathbb{F}_2$ be a coloring. Let $e_1, \ldots, e_{3g-3}$ be an enumeration of the edges. We will denote $x_i$ the coordinate variable in $\mathbb{Z}[\tilde{N}_g]$ associated to $e_i$.

Let $v \in V$ be a vertex, and denote $e_i, e_j, e_k$ the three edges incident to it. Then the vertex potential is the Laurent polynomial
\[
\tilde{W}_{v,c} := \sum_{\substack{(x_i, x_j, x_k) \in \mathbb{Z}_2^3 \setminus \{0\} \mid x_i + x_j + x_k = c(v)}} x_i^{(-1)^{c(i)}} x_j^{(-1)^{c(j)}} x_k^{(-1)^{c(k)}},
\]
in $\mathbb{Z}[\tilde{N}_g]$. Observe that $\tilde{W}_{v,c}$ is in the image of $\mathbb{Z}[N_g]$ in $\mathbb{Z}[\tilde{N}_g]$.

Then we define the graph potential as the Laurent polynomial
\[
\tilde{W}_{g,c} := \sum_{v \in V} \tilde{W}_{v,c}
\]
in $\mathbb{Z}[\tilde{N}_g]$. Similarly $\tilde{W}_{g,c}$ is in the image of $\mathbb{Z}[N_g]$ in $\mathbb{Z}[\tilde{N}_g]$. If $c$ is the zero 0-chain, we will write $\tilde{W}_{g,0}$ and $\tilde{W}_{g,0}$.

By construction we have the following result.

**Lemma 2.4.** The graph potential $\tilde{W}_{g,c}$ descends to a regular function $W_{g,c}$ on the torus $T_g'$ (respectively the toric variety $\tilde{T}_g'$) of the toric variety of $X_{g,c,M_g}$ (respectively $X_{g,c,\tilde{M}_g}$).

8
In other words, we have a commutative diagram

\[
\begin{array}{c}
\xymatrix{
\mathcal{T}_\gamma 
\ar[r]^e 
\ar[d] & 
\mathcal{W}_{\gamma,c} \\
\mathcal{T}_\gamma' 
\ar[r]^e 
& A^1
}
\end{array}
\]

(28)

We will now make the constructions explicit.

**Example 2.5.** We consider the following local picture of a trivalent vertex.

\[
\begin{array}{c}
\xymatrix{
\gamma 
\ar[r]^e 
\ar[d] & 
\mathcal{W}_{\gamma,c} \\
\gamma,0 
\ar[r]^e 
& A^1
}
\end{array}
\]

Then the vertex potentials are precisely

\[
\begin{align*}
\bar{W}_{\gamma,0} &= abc + \frac{a}{bc} + \frac{b}{ac} + \frac{c}{ab}, \\
\bar{W}_{\gamma,1} &= \frac{1}{abc} + \frac{ab}{c} + \frac{ac}{b} + \frac{bc}{a}.
\end{align*}
\]

(29)

There are two trivalent graphs with 2 vertices, which we will call the Theta graph and dumbbell graph respectively, and they are given in Figures 1(a) and 1(b).

**Example 2.6 (Theta graph).** We consider the Theta graph, labeled as in Figure 1(a). It is a trivalent graph of genus 2. We will consider two colorings for this graph, which will suffice for us by Corollary 2.9. Let \(c\) denote the non-trivial coloring given by \(c(1) = 0, c(2) = 1\). Then we have

\[
\begin{align*}
\bar{W}_{\gamma,0} &= 2 \left( abc + \frac{a}{bc} + \frac{b}{ac} + \frac{c}{ab} \right), \\
\bar{W}_{\gamma,c} &= abc + \frac{a}{bc} + \frac{b}{ac} + \frac{c}{ab} + \frac{1}{abc} + \frac{bc}{a} + \frac{ac}{b} + \frac{ab}{c}.
\end{align*}
\]

(30)

**Example 2.7 (Dumbbell graph).** Alternatively for \(g = 2\) we can consider the dumbbell graph, labeled as in Figure 1(b). We will consider two colorings for this graph, which will suffice for us by Corollary 2.9. Let \(c\)
denote the non-trivial coloring given by \( c(1) = 0, c(2) = 1 \). Then we have

\[
\begin{align*}
\widetilde{W}_{\gamma,0} &= ab^2 + \frac{a}{b^2} + \frac{4}{a} + ac^2 + \frac{a}{c^2}, \\
\widetilde{W}_{\gamma,c} &= ab^2 + \frac{a}{b^2} + \frac{2}{a} + \frac{1}{ac} + 2a + \frac{c^2}{a}.
\end{align*}
\]

(32) \hspace{1cm} (33)

**Independence of coloring for graph potentials** The graph potential depends a priori on the graph \( \gamma \) and the coloring \( c \in C_0(\gamma, \mathbb{F}_2) \). But in fact we can identify many graph potentials as follows.

If \( e \in E \) is an edge connecting the vertices \( v \) and \( v' \) of the graph, then we have an associated 1-chain \( [e] \in C_1(\gamma, \mathbb{F}_2) \). Its boundary is \( \partial[e] = [v] + [v'] \in C_0(\gamma, \mathbb{F}_2) \). This allows us to modify colorings \( c \) by flipping the color of \( v \) and \( v' \), preserving the parity of the coloring. Its effect on the graph potential is explained by the following lemma.

**Lemma 2.8.** Let \( (\gamma, c) \) be a graph together with a coloring \( c \). Let \( \{x_i\} \) be a system of coordinates associated to \( \gamma \). Let \( e_k \) be an edge, and set \( c' := c + \partial[e_k] \). Then we have the equality of graph potentials

\[
\widetilde{W}_{\gamma,c} = \widetilde{W}_{\gamma,c'}
\]

(34) after the biregular automorphism

\[
x_i \mapsto \begin{cases} 
  x_i & i \neq k \\
  x_i^{-1} & i = k
\end{cases}
\]

(35) of the algebraic torus \( \text{Spec} \mathbb{Z}[x_1^+, \ldots, x_{g-3}^+] \). Moreover we get a biregular automorphism of \( T_\gamma^c \) that identifies \( W_{\gamma,c} \) and \( W_{\gamma,c'} \).

**Proof.** We only need to consider \( v \) and \( v' \), as the vertex potentials for the other vertices are not modified. It also suffices to consider \( v \). The vertex potentials are

\[
\begin{align*}
\widetilde{W}_{\gamma,c} &= \sum_{(x_i, x_j, c) \in \mathbb{Z}^3} x_i^{(-1)^y} x_j^{(-1)^y} x_k^{(-1)^y} \\
\widetilde{W}_{\gamma,c'} &= \sum_{(x_i, x_j, c) \in \mathbb{Z}^3} x_i^{(-1)^y} x_j^{(-1)^y} x_k^{(-1)^y}
\end{align*}
\]

(36)

and these sums agree after the given biregular automorphisms. More precisely, we partition \( \mathbb{Z}^3 \) as

\[
(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0) \cup \{(0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 1)\}
\]

(37)

and the given biregular automorphism exchanges these subsets, but then the vertex potentials are precisely identified using the given biregular automorphism.

The second part of the proposition follows directly from the fact that each element of \( A_\gamma \) is of order two and it acts on the variables \( x_i \)’s by a character and the biregular automorphism (36) either fixes the variables or inverts them. \( \square \)

Because \( C_1(\gamma, \mathbb{F}_2) \) is generated by the 1-chains \( [e_k] \) where \( e_k \) runs over the edges, we obtain the following corollary.

**Corollary 2.9.** Let \( \gamma \) be a trivalent graph, and \( c \) a coloring. Then the graph potential \( \widetilde{W}_{\gamma,c} \) only depends on the homology class \( [c] \in H_0(\gamma, \mathbb{F}_2) \), up to biregular automorphism of the torus.
2.2 Elementary transformations

For a given surface of genus $g$ there exist many (isotopy classes of) pair of pants decompositions. But they can be related via certain operations, which in [27, Appendix] are called (I), . . . , (IV). It is remarked that (I) and (IV) in fact suffice to relate different decompositions for a surface, and that (IV) does not change the associated graph. Hence for our purposes we are only interested in the operation (I), which we will call an elementary transformation. Topologically this can be described as in Figure 2(a) on the surface and its dual graph in Figure 2(b).

For later reference we summarize the discussion from [27] as follows.

**Proposition 2.10** (Hatcher–Thurston). Elementary transformations act transitively on the set of colored trivalent graphs of genus $g$ with $n$ colored vertices, for $n = 0, \ldots, 2g - 2$.  
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Elementary transformations will give us a family of mutations of Laurent polynomials, as discussed in [5]. We are mostly interested in the behavior of their periods under mutations induced by operations on the trivalent graph.

When considering the behavior of an elementary transformation of a trivalent graph on its associated graph potential, we can always split the graph potential as

\[ \tilde{W}_{γ,c} = \tilde{W}_{γ,c}^{\text{mut}} + \tilde{W}_{γ,c}^{\text{frozen}} \]  

(38)

where the mutated part involves the variables associated to the vertices \( v_1 \) and \( v_2 \) adjacent to the edge corresponding to the variable \( x \). The frozen part of the graph potential is not changed, and can be ignored.

**Elementary transformation with colors**  
Let us now describe how the graph potential changes when two edges attached to vertices of different colors come together, i.e. we consider Figure 3(a). We will denote by \( c \) the coloring of both \( γ \) and \( γ' \), under the identification of the vertices. Before the transformation we have

\[
\tilde{W}_{γ,c}^{\text{mut}} = xcd + \frac{x}{cd} + \frac{d}{cx} + \frac{b}{abx} + \frac{a}{x} + \frac{bx}{b} + \frac{d}{d}.
\]

(39)

Denoting

\[
\mu := \frac{1}{abcd}(c + abd)(d + abc)
\]  
\[
\nu := \frac{1}{abcd}(a + bcd)(b + acd)
\]

we can write it as

\[
\tilde{W}_{γ,c}^{\text{mut}} = \frac{μ}{x} + \nu x.
\]

(41)

After the transformation we have

\[
\tilde{W}_{γ',c}^{\text{mut}} = x'bd + \frac{x'}{bd} + \frac{b}{bd} + \frac{d}{bx'} + \frac{d}{b} + \frac{d}{c} + \frac{c}{d}.
\]

(42)

Denoting

\[
\mu' := \frac{1}{abcd}(b + acd)(d + acd)
\]  
\[
\nu' := \frac{1}{abcd}(a + bcd)(a + abd)
\]

we can write it as

\[
\tilde{W}_{γ',c}^{\text{mut}} = \frac{μ'}{x'} + \nu' x'.
\]

(44)

**Lemma 2.11.** Let \( μ, ν, μ', ν' \) be Laurent polynomials such that \( μν = μ'ν' \). Then the Laurent polynomials \( \frac{μ}{x} + νx \) and \( \frac{μ'}{x'} + ν'x' \) are identified after a rational change of coordinates.

Proof. Setting \( z = νx \) we have

\[
\frac{μ}{x} + νx = \frac{μν}{z} + z.
\]

(45)

On the other hand we can do the rational change of coordinates \( z = \frac{μ'}{x'} \) to get

\[
\frac{μ}{x} + νx = \frac{μ'}{x'} + \frac{μνx'}{μ'}.
\]

(46)

But by assumption we have \( \frac{μν}{μ'} = ν' \), hence have identified \( \frac{μ}{x} + νx \) and \( \frac{μ'}{x'} + ν'x' \).
**Theorem 2.12.** Let $\gamma$ and $\gamma'$ be trivalent graphs related via an elementary transformation at an edge with different colors. Then

1. the graph potentials $\tilde{W}_{\gamma,c}$ and $\tilde{W}_{\gamma',c}$ are identified after a rational change of coordinates;
2. the rational transformation is invariant under the action of $A_{\gamma}$ and $A_{\gamma'}$ and hence identifies $W_{\gamma,c}$ and $W_{\gamma',c}$.

**Proof.** The first point follows from Lemma 2.11, as we have

$$\mu v = \mu' v' \frac{1}{(abcd)^2}(a + bcd)(b + acd)(c + abd)(d + abc). \quad (47)$$

Hence the rational transformation we are using is given by $x' = \frac{\mu'}{\nu'}$.

To prove the second point, observe that the group $A_{\gamma}$ acts on the variables $a, b, c, x$ via characters $\sigma_a, \sigma_b, \sigma_c, \sigma_x$, satisfying the relations

$$\sigma_a \sigma_b = \sigma_x = \sigma_c \sigma_d. \quad (48)$$

Likewise $A_{\gamma'}$ acts on the variables $a, b, c, d, x'$ via characters $\sigma'_a, \sigma'_b, \sigma'_c, \sigma'_d, \sigma'_x$, satisfying the relations

$$\sigma'_a \sigma'_b = \sigma'_x = \sigma'_c \sigma'_d. \quad (49)$$

To compute the action of $A_{\gamma}$ and $A_{\gamma'}$ we write the rational change of coordinates more explicitly as

$$x' = \frac{(b + acd)(d + abc)}{x(a + bcd)(b + acd)}, \quad (50)$$

where we have removed the factors $abcd$ (one coming from $\gamma$, the other from $\gamma'$) as $\sigma_a \sigma_b \sigma_c \sigma_d$ and $\sigma'_a \sigma'_b \sigma'_c \sigma'_d$ are trivial so they do in fact cancel. The group $A_{\gamma'}$ acts on the numerator, the group $A_{\gamma}$ on the denominator, and we need to check that for every $u \in A_{\gamma} \cong A_{\gamma'}$ the action on the left- and right-hand side agrees.

On the left-hand side we have that

$$u \cdot x' = \sigma'_{x'}(u)x' \quad (51)$$

whilst on the right-hand side we have that

$$\frac{u \cdot (b + acd)(d + abc)}{x(a + bcd)(b + acd)} = \frac{\left(\sigma'_b(u)b + \sigma'_a \sigma'_c \sigma'_d(u)abcd\right)\left(\sigma'_d(u)d + \sigma'_a \sigma'_c \sigma'_d(u)abcd\right)}{\sigma_x(u)x \left(\sigma_a(u) + \sigma_b \sigma_c \sigma_d(u)abcd\right) \left(\sigma_b(u) + \sigma_a \sigma_c \sigma_d(u)abcd\right)} \quad (52)$$

$$= \frac{\left(\sigma'_b(u)b + \sigma'_b(u)abcd\right)\left(\sigma'_d(u)d + \sigma'_d(u)abcd\right)}{\sigma_x(u)x \left(\sigma_a(u) + \sigma_b \sigma_c \sigma_d(u)abcd\right) \left(\sigma_b(u) + \sigma_a \sigma_c \sigma_d(u)abcd\right)} \quad (52)$$

$$= \left(\sigma'_b(u)b + \sigma'_d(u)abcd\right) \quad (52)$$

But by the relations in (48) and (49) we have the necessary equality of characters. \hfill \square

**Elementary transformations without colors** Let us now describe how the graph potential changes when two edges attached to vertices of the same colors (and hence it is enough to assume that they have no coloring) come together, i.e. we consider Figure 3(b). The proof is similar to the previous case, so not all details are given.

Before the transformation we have

$$\tilde{W}_{\gamma'}^{\text{mut}} = xc + \frac{x}{cd} + \frac{c}{dx} + \frac{d}{cx} + abx + \frac{a}{bx} + \frac{x}{ab} + \frac{b}{ax}. \quad (53)$$

$$= \frac{1}{x} \left(\frac{a}{b} + \frac{b}{a} + \frac{c}{d} + \frac{d}{c}\right) + x \left(\frac{1}{cd} + \frac{1}{ab} + ab\right). \quad (53)$$
Denoting
\[
\mu := \frac{1}{abcd} (ad + bc)(ac + bd)
\]
\[
\nu := \frac{1}{abcd} (1 + abcd)(cd + ab)
\]
we can write it as
\[
\widetilde{W}_Y^\text{mut} = \frac{\mu}{x} + \nu x.
\] (55)

After the transformation we have
\[
\widetilde{W}_Y^\text{mut} = x'bd + \frac{x'}{bd} + \frac{b}{d} + \frac{c}{a} + \frac{ac}{cx'} + \frac{x'}{ax} + \frac{x'}{ac} + x \left( bd + \frac{1}{bd} + ac + \frac{1}{ac} \right).
\] (56)

Denoting
\[
\mu' := \frac{1}{abcd} (ab + cd)(ad + bc)
\]
\[
\nu' := \frac{1}{abcd} (1 + abcd)(ac + bd)
\]
we can write it as
\[
\widetilde{W}_Y^\text{mut} = \frac{\mu'}{x'} + \nu' x'.
\] (58)

We obtain the following analogue of Theorem 2.12, where we use that
\[
\mu \nu = \mu' \nu' = \frac{1}{(abcd)^2} (1 + abcd)(ac + bd)(ab + cd)(ad + bc).
\] (59)

**Theorem 2.13.** Let \( \gamma \) and \( \gamma' \) be trivalent graphs related via an elementary transformation at an edge with the same colors. Then
1. the graph potentials \( W_{Y,c} \) and \( W_{Y',c} \) are identified after a rational change of coordinates;
2. the rational transformation is invariant under the action of \( A_{\gamma} \) and \( A_{\gamma'} \) and hence identifies \( W_{Y,c} \) and \( W_{Y',c} \).

As a direct application of Theorem 2.12 and Theorem 2.13, we obtain the following corollary by tropicalizing the rational change of coordinates.

**Corollary 2.14.** Let \((\gamma, c)\) and \((\gamma', c')\) be two trivalent colored graphs related by elementary transformations, then there are piecewise linear automorphisms \( T_{Y,c} : P_{Y,c} \to P_{Y',c'} \),
\[
\mu \nu = \mu' \nu' = \frac{1}{(abcd)^2} (1 + abcd)(ac + bd)(ab + cd)(ad + bc).
\] (60)

**Elementary transformations in terms of edge contractions** More conceptually we can describe these elementary transformations in terms of edge contractions and potentials for quadrivalent vertices.

We will consider Figure 3, and contract the edge \( x \) between the vertices \( v_1 \) and \( v_2 \) into a vertex \( v \) as in Figure 4. Associated to this vertex we add the variable \( z^x \) to the coordinate ring of the torus.

Let \( v \in V \) be the quadrivalent vertex, and denote \( a, b, c, d \) the four edges incident to it. Then the quadrivalent vertex potential is the Laurent polynomial
\[
\widetilde{W}_{v,c} := \begin{cases} 
\frac{(ab + cd)(ad + bc)(ac + bd)(1 + abcd)}{(abcd)^2} & \frac{1}{z} + \frac{1}{z} + c(v) = 0 \\
\frac{(a + bcd)(b + acd)(c + abd)(d + abc)}{(abcd)^2} & \frac{1}{z} + \frac{1}{z} + c(v) = 1.
\end{cases}
\] (61)
Here the induced coloring $c(v)$ is defined as $c(v_1) + c(v_2)$.

Then the mutation of the graph potential can be described as the transformation

$$
\tilde{W}_{v_1,c} + \tilde{W}_{v_2,c} \mapsto \frac{(ab + cd)(ad + bc)(ac + bd)(1 + abcd)}{(abcd)^2} \frac{1}{z + z}
$$

if $c(v_1) + c(v_2) = c(v) = 0$, and

$$
\tilde{W}_{v_1,c} + \tilde{W}_{v_2,c} \mapsto \frac{(a + bcd)(b + acd)(c + abd)(d + abc)}{(abcd)^2} \frac{1}{z + z}
$$

if $c(v_1) + c(v_2) = c(v) = 1$.

### 2.3 Periods of Laurent polynomials

Consider an $n$-cycle $\{x_1 = \ldots = x_n = 1\}$ in the torus $(\mathbb{C}^\times)^n$, along with the normalized volume form given by

$$
\frac{1}{2\pi \sqrt{-1}} \frac{dx_1}{x_1} \ldots \frac{dx_n}{x_n}.
$$

**Definition 2.15.** Let $W \in \mathbb{C}[x_1^\pm, \ldots, x_n^\pm]$ be a Laurent polynomial and denote by $[W]_0$ its constant term. The *period* $\pi_W(t)$ of $W$ is defined as

$$
\pi_W(t) := \left( \frac{1}{2\pi \sqrt{-1}} \right)^n \int \cdots \int_{|x_1|=\ldots=|x_n|=1} \frac{1}{1 - t W} \frac{dx_1}{x_1} \ldots \frac{dx_n}{x_n},
$$

which can be identified with

$$
\pi_W(t) = \sum_{k \geq 0} [W^k]_0 t^k
$$

for $|t| < 1/\max\{|W(x) | |x| = 1\}$.

We will often denote the constant term $[W^k]_0$ of the $k$th power of $W$ as $\pi_k$.

The *inverse Laplace transform* $\tilde{\pi}_W(t)$ of $\pi_W(t)$ is

$$
\tilde{\pi}_W(t) := \left( \frac{1}{2\pi \sqrt{-1}} \right)^n \int \cdots \int_{|x_1|=\ldots=|x_n|=1} \exp(t W) \frac{dx_1}{x_1} \ldots \frac{dx_n}{x_n},
$$

which now converges absolutely and locally uniformly for all $t$. Its everywhere convergent Taylor series expansion is given by

$$
\tilde{\pi}_W(t) = \sum_{k \geq 0} \frac{[W^k]_0}{k!} t^k.
$$

Finally we remark that in Section 3, we will express $\pi_W(t)$ as the trace of a trace-class operator in the Hilbert space $L^2(S^1; \mathbb{C})$.

In this way we have associated an integer sequence to a graph potential. Let us discuss the easiest example of this, where $g = 2$. 
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Figure 4: Edge contraction for an elementary transformation
Example 2.16 (Genus two). The periods for the two colorings of the Theta graph as discussed in Example 2.6 are
\[
\pi_{W, \phi}(t) = 1 + 384t^4 + 645120t^8 + 1513881600t^{12} + \ldots
\]
\[
\pi_{W, \phi'}(t) = 1 + 8t^2 + 216t^4 + 8000t^6 + 343000t^8 + 16003000t^{10} + 788889024t^{12} + \ldots
\]
(68)

These are in fact the same as for the dumbbell graph, which will follow from Corollary 2.18.

The goal of this section is to prove that the periods of the graph potential only depend on the genus of the graph and the parity of the coloring. This will follow from the following lemma, which is a mild generalization of [3, Lemma 1], whose proof we include for completeness’ sake.

Lemma 2.17. Let \( \varphi \) be an automorphism of the field \( \mathbb{C}(x_1, \ldots, x_n) \) corresponding to a rational transformation of the torus \( (\mathbb{C}^\times)^n = \text{Spec} \mathbb{C}[x_1^\times, \ldots, x_n^\times] \), given by a collection of \( n \) rational functions \( (p_i/q_i, \ldots, p_n/q_n) \). Assume that for some \( \alpha \in \mathbb{C}^\times \)
\[
\varphi^\ast \omega = \alpha \omega,
\]
where \( \omega = \log x_1 \wedge \ldots \wedge \log x_n \) is the volume form.

Let \( W, W' \) be Laurent polynomials in \( \mathbb{C}[x_1^\times, \ldots, x_n^\times] \). If \( \varphi^\ast W = W' \), then \( \pi_W(t) = \pi_{W'}(t) \).

Proof. Let \( Z_f \) be the vanishing locus of \( f = \prod_{i=1}^n p_i/q_i \). Consider the morphism
\[
\text{Log}: (\mathbb{C}^\times)^n \to \mathbb{R}^n: (z_1, \ldots, z_n) \mapsto (\log |z_1|, \ldots, \log |z_n|).
\]
(70)

By [24, Corollary 6.1.8] the image \( A := \text{Log}(Z_f) \), called the amoeba, is a proper subset of \( \mathbb{R}^n \), such that \( \mathbb{R}^n \setminus A \) is a disjoint union of convex sets. There exists an element \( r \in \mathbb{R}^n_{>0} \) such that \( \varphi \) is regular in all points of the torus
\[
T_r := \{(z_1, \ldots, z_n) \in (\mathbb{C}^\times)^n \mid n_i = 1, \ldots, n : |z_i| = r_i \} \subseteq U.
\]
(71)

Here \( U := (\mathbb{C}^\times)^n \setminus Z_f \). The cycles \( T_r, T_{r'} \) are homologous in \( (\mathbb{C}^\times)^n \) for any \( r, r' \in \mathbb{R}^n_{>0} \), hence they define the same homology class in \( H_n((\mathbb{C}^\times)^n, \mathbb{Z}) = \mathbb{Z} \), where \( \gamma = [T_r] \).

This implies that \( \{\varphi(T_r)\} = ky \in H_n(T, \mathbb{Z}) \) for some \( k \in \mathbb{Z} \). But we also see that
\[
\alpha = \alpha \int_{T_r} \omega = \alpha \int_{T_r} i_{T_r}^\ast (\omega_{T_r}) = \int_{T_r} \varphi^\ast i_{T_r}^\ast (\omega_{T_r}) = \int_{\varphi(T_r)} \omega = \int_{kT_r} \omega = k
\]
(72)

where \( i_{T_r}: T_r \to (\mathbb{C}^\times)^n \) is the composition of the rational map \( \varphi \) with \( i_{T_r} \), which is everywhere defined. Hence \( \alpha = k \) is an non-zero integer.

Now for any \( r \in \mathbb{R}^n_{>0} \) such that \( T_r \subseteq U \) the equality
\[
\alpha \int_{T_r} \frac{\omega}{1 - tW'} = \int_{T_r} \varphi^\ast \left( \frac{\omega}{1 - tW} \right) = \int_{\varphi(T_r)} \frac{\omega}{1 - tW} = k \int_{T_r} \frac{\omega}{1 - tW}
\]
(73)

and non-vanishing of \( \alpha = k \) implies the equality of periods.

Hence we obtain the following corollary.

Corollary 2.18. Let \( (\gamma, c) \) and \( (\gamma', c') \) be related via elementary transformations or change of colors by the boundary of a 1-chain \( C_1(\gamma, \mathbb{F}_2) \). Then their periods agree, i.e.
\[
\pi_{W, \gamma, c}(t) = \pi_{W, \gamma', c'}(t).
\]
(74)

and moreover are independent of the choice of ambient lattice, i.e.
\[
\pi_{W, \gamma, c}(t) = \pi_{W, \gamma, c}(t),
\]
(75)

This explains why in Example 2.16 we could claim that the periods for the two distinct genus two graphs agree. And combining the corollary with Proposition 2.10 we have that the periods only depend on the genus and the parity of the coloring.
3 Topological quantum field theories from graph potentials

The invariance under elementary transformations from Section 2.2 can be used to define a two-dimensional topological quantum field theory (or 2d TQFT for short), which will give an efficient computational tool to compute period sequences. Let us quickly recall what 2d TQFTs are, using the functorial description from Atiyah [5]. For more information one is referred to, e.g., [30].

A two-dimensional topological quantum field theory is a symmetric monoidal functor

\[ Z : (\text{Bord}_2, \sqcup) \to (\mathcal{C}, \otimes) \]

from the symmetric monoidal category \( \text{Bord}_2 \) of 2-bordisms to a symmetric monoidal category \( (\mathcal{C}, \otimes) \). An object in \( \text{Bord}_2 \) is an oriented closed curve (a closed topological manifold of real dimension one), i.e. a (possibly empty) disjoint union of copies of \( S^1 \), and a morphism (or bordism) from \( E \) to \( F \) is an equivalence class of oriented compact surfaces \( M \) together with identifications of the boundary \( \partial M \) to \( E \) and \( F \). The equivalence relation identifies bordisms via orientation-preserving diffeomorphisms, keeping only the topological information. We will write \( S^1_0 \) (respectively \( S^1_1 \)) for the circle with anticlockwise (respectively clockwise) orientation.

3.1 Restricted TQFT

For our purposes, we will take as our target category the category of complex Hilbert spaces (not necessarily finite-dimensional), with the space of bounded operators between Hilbert spaces as morphisms. This category is a monoidal category under the Hilbertian tensor product but it is not rigid. As rigidity implies the existence of the trace function for all endomorphisms which forces the Hilbert spaces to be finite-dimensional. This also means that we cannot consider the traces of the identity operator as in [5, page 180]. As mentioned in [5], the identity operator corresponds to a cylinder two holes taking trace of the identity operator corresponds to the bordism given by a torus. Hence if we have a one holed torus in our bordisms category, we can not have caps or cups. Similarly we cannot have both upper and lower handles in our bordism category.

However to every Hilbert space \( \mathcal{H} \), we can consider its continuous dual \( \mathcal{H}^\ast \) which is linearly anti-isomorphic to \( \mathcal{H} \). Moreover, this gives a natural linear isomorphism between the Hilbertian tensor product \( \mathcal{H}_1 \otimes \mathcal{H}_2 \) and the space of Hilbert–Schmidt operators \( \text{HS}(\mathcal{H}_1^\ast, \mathcal{H}_2) \).

The category of Hilbert spaces has additional structure, by the Riesz representation theorem. Namely, to every bounded operator \( f : \mathcal{H}_1 \to \mathcal{H}_2 \) we can assign the adjoint operator \( f^\ast : \mathcal{H}_2 \to \mathcal{H}_1 \) of a morphism, which satisfies the following properties:

1. \( \text{Id}^\ast = \text{Id} \);
2. \( (f \circ g)^\ast = g^\ast \circ f^\ast \);
3. \( f^{\ast \ast} = f \).

Categories with morphisms satisfying the above conditions are known as \( * \)-categories. The category \( \text{Bord}_2 \) is naturally a \( * \)-category as to every bordism we can assign the opposite bordism.

If \( M \) is an object in \( \text{Bord}_2 \) and \( \overline{M} \) is the surface \( M \) with opposite orientation, and we take our target category as the category of Hilbert spaces as above, then \( Z(M) \) has to be finite-dimensional. This follows from the existence of both the evaluation map \( \text{Hom}_{\text{Bord}_2}(\overline{M} \sqcup M, \emptyset) \) and the coevaluation map, which implies that the vector space \( Z(M) \) has a rigid dual, see for example [35, Proposition 1.1.8].

Hence to allow infinite-dimensional spaces we also need to slightly modify our source category, by discarding some bordisms in \( \text{Bord}_2 \) while the objects remain the same. The new category will be denoted by \( \text{RBord}_2 \). Namely we will only consider bordisms given by surfaces \( \Sigma_{g,n} \) (where \( g \) is the genus and \( n \) the number of boundary components) for which the Euler characteristic \( 2 - 2g - n \) is strictly negative, together with cylinders (to ensure we have identity morphisms), braiding and handles considered as elements of \( \text{Hom}_{\text{RBord}_2}(S^1 \sqcup S^1, \emptyset) \).
This will then suffice to define invariants of closed surfaces of genus $g \geq 2$ which is important for our applications.

We have thus defined $\text{RBord}_2$ as a non-full subcategory of $\text{Bord}_2$. Observe that by the symmetries inherent in the definition of these TQFT’s (see Lemmas 3.7 and 3.9), the pair of pants $\Sigma_{0,3}$ appears as a morphism $S^1 \sqcup S^1 \to S^1$ and $S^1 \to S^1 \sqcup S^1$ with the appropriate orientations, but also as a morphism $S^1 \sqcup S^1 \to \emptyset$ and $\emptyset \to S^1 \sqcup S^1$.

**Remark 3.1.** The category $\text{RBord}_2$ is not a $*$-category. Observe that we are not allowing opposite handles (nor cups or caps) in the morphisms $\text{Hom}_{\text{RBord}_2}(\emptyset, S^1 \sqcup S^1)$ in the restricted bordisms category $\text{RBord}_2$. A handle combined with an opposite handle gives a torus whose corresponding assignment is the trace of the identity operator. Since our target category is the category of Hilbert spaces, the trace of identity may not be defined. This is one of the main reasons for considering the restricted bordism category $\text{RBord}_2$.

In fact, we will describe a family of 2d TQFT’s, parametrized by $t \in \mathbb{C}$. It is only by considering the entire family of TQFT’s that we can efficiently compute period sequences.

**Remark 3.2.** Two-dimensional TQFT’s (with values in finite-dimensional vector spaces) can equivalently be described using Frobenius algebras [19, 2]. Because we consider a more general target category, and restricted the possible bordisms, we do not get the usual notion of a unital Frobenius algebra, but rather we get a Hilbertian algebra. The algebra structure on $L^2(S^1; \mathbb{C})$ with an associated Spin-structure, in the sense of [46] should be analyzed. We leave this for future work.

### 3.2 The graph potential TQFT

We fix $t \in \mathbb{C}$. Using graph potentials we will construct a TQFT with values in Hilbert spaces for every value of $t$.

Later we will allow $t$ to vary, after we have made the identification ensuring that at least the partition function for surfaces without punctures is related to the period of a graph potential, and therefore is well-behaved when we let $t$ vary. This suffices for our purposes.

**Witten–Dijkgraaf–Verlinde–Verlinde (WDVV) equations** We can describe a 2d TQFT in terms of the WDVV equations. For this, let $(\mathcal{H}, (\langle \cdot, \cdot \rangle))$ be a Hilbert space. This will be the value of our 2d TQFT for $S^1$, and later on we will take it to be $L^2(S^1; \mathbb{C})$.

We have a natural pairing $\langle \cdot, \cdot \rangle_{i,j}: \mathcal{H}^{\otimes n} \to \mathcal{H}^{\otimes n-2}$ for all $i < j$ by pairing the $i$th and $j$th factor.

Consider an assignment $M_3(t) = M_3(t; i, j, k) \in \mathcal{H}^{\otimes 3}$, where we will use $i, j, k$ to refer to the three tensor factors. This labeling allows us to refer to specific factors in repeated tensor products of the element $M_3(t)$.

Assume that $M_3(t)$ is symmetric in its factors. Then we can define the assignment

$$M_4(t) = M_4(t; i, j, k, l) := \langle \cdot, \cdot \rangle_{m,n} (M_3(t; i, j, m) \otimes M_3(t; k, l, n)) \in \mathcal{H}^{\otimes 4}. \quad (77)$$

Here $\langle \cdot, \cdot \rangle_{m,n}$ refers to the natural pairing of the third and sixth factor.

**Definition 3.3.** We say that $M_3(t) \in \mathcal{H}^{\otimes 3}$ is a solution to the associativity equation if the tensor $M_4(t) \in \mathcal{H}^{\otimes 4}$ is symmetric in $i, j, k, l$.

**Remark 3.4.** The associativity equation encodes the associativity constraint for the multiplication in a Frobenius algebra. We translate it to the Frobenius equation (5). We do not equip $L^2(S^1; \mathbb{C})$ with an algebra structure as it can never be a Frobenius algebra, e.g., because of dimension reasons.

Let $M_3(t)$ be such an assignment which satisfies the associativity equation. Then we can construct a 2d TQFT as follows.
**Construction 3.5.** Let $\Sigma_{g,n}$ be an oriented surface of genus $g$ with $n$ punctures, such that $2 - 2g - n < 0$. For every pair of pants, we will consider its dual graph. This is an oriented trivalent graph with one vertex and three half-edges. If the boundary circle is oriented anticlockwise i.e. $S^1$, then the half-edge is oriented outwards and vice versa as shown in Figure 5.

![Figure 5: Dual graph to oriented pair of pants](image)

By choosing a pair of pants decomposition of $\Sigma_{g,n}$ we assign the dual graph $\gamma$. Observe that $\gamma$ has oriented half-edges and internal edges are unoriented. We can assign

$$M_{\Sigma_{g,n}}(t) := \bigotimes_{e \in E_{int}} \langle -, - \rangle_{ab} \left( \bigotimes_{v \in V} M_3(t; i, j, k) \right) \in \mathcal{H}^\otimes n$$

(78)

where we use the labeling for internal edges and trivalent vertices as in Figure 6, and the tensor product over the internal edges means we apply all possible pairings $\langle -, - \rangle_{ab}$ where the vertices $a$ and $b$ refer to specific factors in the tensor product $\bigotimes_{v \in V} M_3(t; i, j, k)$.

Using the relationship between 2d TQFT’s and solutions to the associativity equation (see, e.g., [23, §9], where the WDVV equation is referred to as the associativity equation) we obtain the following result.

**Proposition 3.6.** Let $M_3(t) \in \mathcal{H}^{\otimes 3}$ be a solution to the associativity equation. Then Construction 3.5 is independent of the choice of the pair of pants decomposition.

**Graph potentials as solutions to the associativity equation**  Now we will revisit the setting introduced in the introduction, in particular the functional equation in (1) and the ensuing discussion. We set $H$ to be $L^2(S^1; \mathbb{C})$. By Fourier expansion, any $f \in L^2(S^1; \mathbb{C})$ can be written as

$$\sum_{i \in \mathbb{Z}} a_i z^i,$$

(79)

where the collection $\{z^i\}_{i \in \mathbb{Z}}$ is a complete orthonormal basis of $L^2(S^1; \mathbb{C})$ with respect to the standard pairing on $L^2(S^1; \mathbb{C})$ given by

$$\langle f(z), g(z) \rangle = \sum_{i \in \mathbb{Z}} a_i \overline{b_i} = \frac{1}{2\pi \sqrt{-1}} \int_{S^1} f(z) g(z) \frac{dz}{z}.$$  

(80)

![Figure 6: Labeling for internal edges and trivalent vertices](image)
We now come to the essential construction. Assume now that there exists a function \( \varphi \) such that
\[
 f(x_1, x_2, y) f(x_3, x_4, y) = f(x_1, x_3, z) f(x_2, x_4, z)
\]
in \( L^2(S^1; \mathbb{C})^{\otimes 6} \), where \( y = \varphi(z, x_1, x_2, x_3, x_4) \) is a function such that the Jacobian of \( \varphi \) is the identity. In that case we get that \( \varphi, \frac{dy}{z} = \frac{dy}{y}, \) and hence
\[
 \langle f(x_1, x_2, y) \otimes f(x_3, x_4, y^{-1}) \rangle_y = \int_{S^1} f(x_1, x_2, y) f(x_3, x_4, y) \frac{dy}{y} = \int_{S^1} f(x_1, x_3, z) f(x_2, x_4, z) \frac{dz}{z}
\]
(82)
in \( L^2(S^1; \mathbb{C})^{\otimes 4} \) giving a solution to the associativity equation. Taking the logarithm of the function \( f \) we can interpret the multiplicative condition as an additive condition, and this brings us in the setting of Section 2.

In (26) we have defined the vertex potential at a vertex \( v \in V \) of a colored graph \((y, c)\). Using the variables \( x, y, z \), and writing \( \epsilon = c(v) \) we have that
\[
 \tilde{W}_{\epsilon,v} = (xyz)^{(-1)^\epsilon} + (xy^{-1}z)^{(-1)^\epsilon} + (x^{-1}yz)^{(-1)^\epsilon} + (x^{-1}y^{-1}z)^{(-1)^\epsilon}.
\]
We observe that \( \tilde{W}_{\epsilon,v} \) is symmetric in the variables \( x, y, z \). We also have the following symmetries, aside from the symmetry in the variables.

**Lemma 3.7.** The vertex potential satisfies
\[
 \tilde{W}_{\epsilon,0}(x, y, z) = \tilde{W}_{\epsilon,0}(x^{-1}, y^{-1}, z)
\]
(84)
\[
 \tilde{W}_{\epsilon,0}(x, y, z) = \tilde{W}_{\epsilon,0}(x^{-1}, y, z)
\]
\[
 \tilde{W}_{\epsilon,0}(x, y, z) = \tilde{W}_{\epsilon,0}(x, y^{-1}, z^{-1}).
\]

**Definition 3.8.** Let \( \epsilon \) be 0 or 1, and \( t \in \mathbb{C} \). We define
\[
f_\epsilon(x, y, z; t) := \exp \left( t \tilde{W}_{\epsilon,v}(x, y, z) \right)
\]
(85)
\[
= \sum_{a,b,c,d \geq 0} \frac{t^{a+b+c+d}}{ab!cle!d!} x^{(-1)^\epsilon((a+b)-(c+d))} y^{(-1)^\epsilon((a+c)-(b+d))} z^{(-1)^\epsilon((a+d)-(b+c))}.
\]
The following lemma follows directly.

**Lemma 3.9.** For all \( t \in \mathbb{C} \) we have that \( f_\epsilon(x, y, z; t) \in L^2(S^1; \mathbb{C})^{\otimes 3} \). It is moreover symmetric in \( x, y, z \).

Finally, as observed above, we have translated between an additive and a multiplicative form of the associativity equation, and hence by Section 2.2 we obtain the following

**Proposition 3.10.** For all \( t \in \mathbb{C} \) we have that \( f_\epsilon(x, y, z; t) \) satisfies the associativity equation.

We now come to the essential construction.

**Construction 3.11.** Let \( t \in \mathbb{C} \). The graph potential field theory \( Z^{FP}(t) \) for \( t \) is defined as follows.
Let $\Sigma_{0,3x_1,\epsilon_2,\epsilon_3}$ be a pair of pants, and $\epsilon_1$, $\epsilon_2$, $\epsilon_3$ denote the orientation of the three boundary circles. Let $\gamma$ be the trivalent graph on one vertex and three oriented half-edges which is dual to the pair of pants. Then we define the partition function as

$$Z^{\text{SP}}(t)(\Sigma_{0,3x_1,\epsilon_2,\epsilon_3}) := \exp \left( t \tilde{W}_{e_0}(x^{-1}e_1, y e_2, z e_3) \right)$$

(86)

in $L^2(S^1; \mathbb{C})^{\otimes 3}$. Here $v$ is the unique vertex of the dual graph $\gamma$ of $\Sigma_{0,3x_1,\epsilon_2,\epsilon_3}$. We assign $x, y, z$ (resp. $x^{-1}, y^{-1}, z^{-1}$) as coordinate variables corresponding to the half-edges that are oriented outwards (resp. inwards) as shown in Figure 7.

![Figure 7: Variable attachment to oriented graphs](image)

The assignment to the oriented pair of pants is well-defined by virtue of Lemma 3.7. Moreover Lemma 3.7 also implies that

$$Z^{\text{SP}}(t)(\Sigma_{0,3x_1,\epsilon_2,\epsilon_3}) = \exp \left( t \tilde{W}_{e_{0\epsilon}}(x, y, z) \right),$$

(87)

where $\epsilon = \epsilon_1 + \epsilon_2 + \epsilon_3$.

Hence all the graphs shown in Figure 7 have the same partition function $\exp \left( t \tilde{W}_{e_{0\epsilon}}(x, y, z) \right)$. Similarly all the graphs in Figure 8 have the same partition function $\exp \left( t \tilde{W}_{e_{1\epsilon}}(x, y, z) \right)$.

![Figure 8: Variable attachment to oppositely oriented graphs](image)

This is an additional feature of our partition function and we color the vertex of $\gamma$ with color $\epsilon = \epsilon_1 + \epsilon_2 + \epsilon_3$ to mark this feature.

To the cylinder in $\text{Hom}_{\text{Bord}}(S^1, S^1)$ we assign the identity morphism in $\text{End}(L^2(S^1; \mathbb{C}))$, and similarly for any braiding we just assign the identity morphism on all the factors. The handle in $\text{Hom}_{\text{Bord}}(S^1 \sqcup S^1, \emptyset)$ is assigned the evaluation map which is also natural pairing on the Hilbert space $L^2(S^1; \mathbb{C})$.

Let $\Sigma_{g,n}$ be a connected oriented surface of genus $g$ with $n$ boundary components satisfying $2 - 2g - n < 0$. Consider a pair of pants decomposition for $\Sigma_{g,n}$, and let $\gamma$ be the trivalent dual graph with $n$ half-edges determined by the pair of pants decomposition. We incorporate the orientation of $\Sigma_{g,n}$ as follows. Cut $\gamma$ along the internal edges $E_{\text{int}}$ to form a forest consisting of $2g - 2$ trivalent graphs with one vertex and three half-edges with appropriate orientations. The coloring of the vertices is determined by the parity of the orientations of the number of clockwise circles of each pair of pants. We set

$$Z^{\text{SP}}(t)(\Sigma_{g,n}) := \bigotimes_{e \in E_{\text{int}}} (-1)^{\epsilon_{a,b}} \bigotimes_{v \in V} \exp \left( t \tilde{W}_{e_{0\epsilon}}(x, y, z) \right)$$

(88)

in $L^2(S^1; \mathbb{C})^{\otimes n}$. As in (78), we use the labeling for internal edges and trivalent vertices as in Figure 6, and the tensor product over the internal edges means we apply all possible pairings $(-1)^{\epsilon_{a,b}}$ where the vertices $a$ and $b$ refer to specific factors in the tensor product indexed by the set of vertices of $V$. 
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By (86), (87) and Lemma 3.7, we get
\[ W_{a,0}(x^{(-1)^r_1}, y^{(-1)^r_2}, z^{(-1)^r_3}) = W_{a,0}(x^{(-1)^r_1}, y^{(-1)^r_2}, z^{(-1)^r_3}). \] (89)

Equating the variables \( y \) and \( z \) and taking inner product in the variable \( y \), we get
\[ \langle W_{a,0}(x^{(-1)^r_1}, y^{(-1)^r_2}, z^{(-1)^r_3}) \rangle_y = \langle W_{a,0}(x^{(-1)^r_1}, y^{(-1)^r_2}, z^{(-1)^r_3}) \rangle_y \] (90)

This equality encodes that we obtain the same partition function for one-holed torus with decompositions obtained from cutting and gluing with two different circles as shown in Figure 9. Thus the partition function \( Z^{\text{gp}}(t)(\Sigma_{1,1}) \) for a one-holed torus is well-defined.

\[ \text{Figure 9: Fundamental relation for one-holed torus} \]

Hence by Proposition 3.6, the fact that cylinders and braidings are the identity, and that the handle is assigned the natural pairing, we obtain the following

**Corollary 3.12.** For all \( t \in \mathbb{C} \), the assignment \( Z^{\text{gp}}(t) \) defines a two-dimensional TQFT on the restricted bordism category \( \text{RBord}_2 \).

This proves Theorem B.

It would be interesting to formalize this notion of a family of infinite-dimensional TQFT’s, so that one can consider all of them together. We will not develop such a formalism. Rather we will only consider the family of partition functions for closed surfaces, defined by this TQFT. This will allow us in Section 4 to obtain an efficient method to compute periods of graph potentials.

### 4 Computing periods via the graph potential TQFT

We can now turn our discussion to a practical method to compute the periods of graph potentials using topological quantum field theories. We also refer to [17, 18] for various interesting interpretations of periods, and the use of infinite-dimensional Hilbert spaces (albeit using different methods) to compute them.

The following definition extends Definition 2.3, where we now allow leaves (or half-edges) to be present in the graph, as the definition of the vertex potentials does not depend on whether we have half-edges or not.

**Definition 4.1.** Let \( (\gamma, c) \) be a colored trivalent graph of genus \( g \) with \( n \) leaves. We define the graph potential \( \tilde{W}_{\gamma,c} \) as the sum of vertex potentials.

For a graph with half-edges we let \( E_{\text{int}} \) denote the set of internal edges, i.e. we remove any half-edges from \( E \). Let us enumerate the variables associated to internal edges \( E_{\text{int}} \) as \( x_1, \ldots, x_{3g-3+2n} \). We introduce the following notation.

**Notation 4.2.** Let \( (\gamma, c) \) be a colored trivalent graph of genus \( g \) with \( n \) leaves such that \( 2 - 2g - n < 0 \). Orient the half-edges of \( \gamma \) such that half-edges attached to vertices \( v \) of color \( c(v) = 0 \) are pointing outwards while those attached to vertices of \( c(v) = 1 \) are pointing inwards. This orientation is consistent with the orientation coming from pair of pants decomposition.

Denote by
\[ \mathcal{K}_{\gamma,c}(t) := \left( \frac{1}{2\pi \sqrt{-1}} \right)^{\#E_{\text{int}}} \int \cdots \int_{(\Sigma)^{E_{\text{int}}}} \exp \left( t \tilde{W}_{\gamma,c}(x_1, \ldots, x_{3g-3+2n}) \right) \frac{dx_1}{x_1} \cdots \frac{dx_{3g-3+2n}}{x_{3g-3+2n}} \] (91)
the corresponding element of $L^2(S^1; \mathbb{C})^\otimes n$.

We record the following important observation as a lemma.

**Lemma 4.3.** If $n = 0$, then (91) reduces to

$$K_{\gamma,c}(t) = \overline{\pi}_{W_{\gamma,c}}(t)$$

(92)

where $\overline{\pi}_{W_{\gamma,c}}(t)$ is the inverse Fourier–Laplace transform of the period $\pi_{W_{\gamma,c}}(t)$ of the graph potential.

In other words, if $\pi_{W_{\gamma,c}}(t) = \sum_{n \geq 0} \pi_n t^n$, then $K_{\gamma,c}(t) = \sum_{n \geq 0} p_n t^n$, where $p_n = \pi_n/n!$.

We have the following proposition, which follows from the change of variables formula for integrals. It is an important computational tool in what follows.

**Proposition 4.4.** Let $\gamma'$ be a trivalent graph with $n+2$ leaves. Let $c$ be a coloring. Consider half-edges $e'$ and $e''$ adjacent to vertices $a$ and $b$. We define a new colored trivalent graph $\gamma$ (with $n$ leaves) by replacing two leaves at the vertices $a$ and $b$ by the internal edge $e$ connecting $a$ and $b$, as in Figure 10. Then

$$K_{\gamma,c}(t) = \int_{S^1} \mathcal{K}_{\gamma',c}(t)|_{x_{e'} = x_{e''} = z} \frac{dz}{z}.$$ (93)

where $x_{e'}$ and $x_{e''}$ are variables associated to the leaves $e'$ and $e''$ attached to the vertices $a$ and $b$.

Observe that not all trivalent colored graphs that we considered in Section 2 arise as the dual graph of a pair of pants decomposition of an orientable surface whose boundary has induced orientations. Since the category $\text{RBord}_2$ only consists of objects of this form, we need the following results to use the TQFT partition function $Z_{gp}(t)$ effectively to compute periods of arbitrary $(\gamma, c)$.

The following proposition relates $\mathcal{K}_{\gamma,c}(t)$ to the partition function of the $L^2(S^1; \mathbb{C})$-valued TQFT that we constructed.

**Proposition 4.5.** Let $\Sigma_{g,n}$ be a oriented surface of genus $g$ with $n$ boundary components and let $(\gamma, c)$ be the dual graph obtained from a pair of pants decomposition of $\Sigma_{g,n}$. If $3g - 3 + n$ is even, then

$$\mathcal{K}_{\gamma,c}(t) = Z_{gp}(t)(\Sigma_{g,n}).$$ (94)

**Proof.** Proposition 4.4 allows us to write $\mathcal{K}_{\gamma,c}(t)$ as the iterated integral over the pair of pants decomposition. Since we need $3g - 3 + n$ cuts to get to the pair of pants, the parity being even guarantees that we can use Lemma 3.7 to match up the integral with the norms in $L^2(S^1; \mathbb{C})$ that appears in the definition of $Z_{gp}(t)(\Sigma_{g,n})$.

**Remark 4.6.** If $3g - 3 + n$ is odd, then we can compute $\mathcal{K}_{\gamma,c}(t)$ by first cutting $(\gamma, c)$ along one edge to produce a new graph $(\gamma', c')$, and then use Proposition 4.5 for $(\gamma', c')$ and apply Proposition 4.4.

---

Figure 10: Cutting an internal edge
Bessel functions  To adequately work with the partition functions of this topological quantum field theory we recall that the modified Bessel function of the second kind is defined as

$$I_\alpha(z) := \sum_{m \geq 0} \frac{1}{m!\Gamma(m + \alpha + 1)} \left(\frac{z}{2}\right)^{2m+\alpha}. \quad (95)$$

For our purposes we are only interested in the case $\alpha = 0$, with a rescaling of the argument. We will use the following notation.

**Notation 4.7.** We denote

$$B(z) := I_{\alpha=0}(2z) = \sum_{m \geq 0} \frac{1}{(m!)^2}z^{2m}. \quad (96)$$

The following lemma explains why this function is relevant to us. It allows us to give an explicit expression for the partition function for the open necklace graph $\gamma_{1,2}$ from Figure 11(a). The necklace graph is the dual graph of the two-holed torus as shown in Figure 12.

**Lemma 4.8.** Let $\gamma = \gamma_{1,2}$ be the open necklace graph as in Figure 11(a), with one half-edge oriented outwards and the other one oriented inwards. Then

$$\mathcal{K}_{\gamma,1}(t) = B(t(x+y^{-1}))B(t(x^{-1}+y)). \quad (97)$$

**Proof.** The colored graph $(\gamma, 1)$ in the statement of the lemma is the dual graph obtained from a pair of pants decomposition of a two-holed torus with one hole oriented anticlockwise and the other one oriented clockwise. This is obtained by gluing two pairs of pants as shown in Figure 13.

Now the graph $\gamma_{1,2}$ is obtained two half-edges of a trivalent graph with one vertex as shown in Figure 14.
By definition, Proposition 4.5, and (78), we have
\[
\mathcal{X}_{\gamma, 1}(t) = \left\{ \exp(t(\tilde{W}_{\nu_0}(x, u^{-1}, \nu^{-1}) + \tilde{W}_{\nu_0}(y^{-1}, u, v))) \right\}_{u, v}
\]
which we can interpret as
\[
= \left\{ \exp(t(\tilde{W}_{\nu_0}(x, u, v) + \tilde{W}_{\nu_0}(y^{-1}, u, v))) \right\}_{u, v}. \tag{101}
\]
Via the following sequence of rewrites
\[
= \sum_{a, b, c, d, a', b', c', d'} \frac{t^{(a+b+c+d)+(a'+b'+c'+d')}}{a!a'!(b+b')!(c+c')!} x^{(a+b)-(c+d)} y^{-(a'+b')+(c'+d')}
\]
we finally obtain
\[
= B(t(x + y^{-1})) B(t(x^{-1} + y)) \tag{108}
\]
as desired.

As a direct corollary of Lemma 4.3 and Remark 4.6 we obtain
Corollary 4.9. Let \( \gamma = \gamma_{1,2} \) be the graph \( \gamma_{1,2} \) with no colored vertices, then
\[
K_{\gamma,0}(t) = B(t(x + y)) B(t(x^{-1} + y^{-1})).
\] (109)

Before we discuss the general case, we will give a formula in the genus two case. This formula will be revisited in [11, Appendix B]

Corollary 4.10. Let \( \gamma \) be a genus two graph, without half-edges. We consider the case \( \epsilon = 1 \). Then the inverse Fourier–Laplace transform of the period \( \pi_{\gamma_{x}}(t) \) is given by
\[
\sum_{n \geq 0} \frac{(2n)!^2}{n!^4} t^{2n}.
\] (110)

Proof. If we cut the colored graph \( \gamma, 1 \) along any edge then we get back the graph considered in Lemma 4.3. Hence, by Lemma 4.3, (78), and Lemma 4.8, we have putting after \( x = y \)
\[
\pi_{\gamma_{y}}(t)
= \sum_{m \geq 0, n \geq 0, a_{1},b_{1},c_{1},d_{1}} t^{2m(n+m)} \left( \frac{2m}{n} \right) \left( \frac{2n}{m} \right) \frac{1}{a_{1}^{1}b_{1}^{1}c_{1}^{1}d_{1}^{1}} \left( \frac{1}{2\pi \sqrt{-1}} \int_{S^{1}} x^{a_{1} - c_{1}} (x^{-1})^{b_{1} - d_{1}} \frac{dx}{x} \right)
= \sum_{m \geq 0, n \geq 0, a_{1},b_{1},c_{1},d_{1}} t^{2m(n+m)} \left( \frac{2m}{n} \right) \left( \frac{2n}{m} \right) \frac{1}{a_{1}^{1}b_{1}^{1}c_{1}^{1}d_{1}^{1}} \left( \frac{1}{2\pi \sqrt{-1}} \int_{S^{1}} x^{a_{1} - c_{1}} (x^{-1})^{b_{1} - d_{1}} \frac{dx}{x} \right)
= \left[ B(t(x + x^{-1})) B(t(x^{-1} + x)) \right]_{x}. \]

Using the definition of the twisted Bessel function, the Vandermonde identity and some elementary manipulations, we obtain
\[
\left[ B(t(x + x^{-1})) \right]_x = \sum_{n \geq 0} \left( \sum_{a+b=n} \frac{1}{a!b!} \right) [(x + x^{-1})]_{x} t^{2n}
= \sum_{n \geq 0} \left( \sum_{a=0}^{n} \frac{n!^2}{a!^2(n-a)!} \right) \left( \frac{2n}{n} \right) t^{2n}
= \sum_{n \geq 0} \left( \frac{2n}{n} \right) t^{2n}
= \sum_{n \geq 0} \frac{(2n)!^2}{n!^4} t^{2n}.
\] (112)

Applying the machinery For \( g \leq 3 \) we can describe an inductive procedure. Denote the product of Bessel functions \( B(t(x + y)) B(t(x^{-1} + y^{-1})) \) by \( T_{1}(x, y) \). Observe that
\[
T_{1} (x, y^{-1}) = T_{1} (x^{-1}, y) = B(t(x + y^{-1})) B(t(x^{-1} + y))
T_{1} (x^{-1}, y^{-1}) = T_{1} (x, y) = B(t(x + y)) B(t(x^{-1} + y^{-1})).
\] (113)

This calculates the effect of changing the orientation of the boundary of the two-holed torus.

Definition 4.11. Define inductively using convolution the function
\[
T_{k+1} (x, y) := [T_{k} (x, z) T_{1} (z, y)]_{z}
\] (114)
The following proposition is an application of the usual machinery of determining the partition function by cutting a closed surface to easier pieces, and it explains the definition of $T_{k+1}(x, y)$.

**Proposition 4.12.** Let $\Sigma_{g, 2}$ be a genus $g$ surface with two holes, one oriented anticlockwise and the other oriented clockwise. Then the partition function of $\Sigma_{g, 2}$ is given by $Z^{\text{BP}}(t)(\Sigma_{g, 2}) = T_g(x, y^{-1})$.

**Proof.** Consider the necklace graph $\gamma_{1, 2}$ as in Lemma 4.8 show in Figure 11(a). The genus two surface with two holes $\Sigma_{2, 2}$ with one hole oriented anti-clockwise and the other hole oriented clockwise can be obtained gluing two $\Sigma_{1, 2}$ as shown in Figure 15(a).

In terms of the dual graph this is obtained by gluing two open necklace graphs Figure 12 as shown in Figure 15(b).

![Diagram](a) Gluing surfaces  

![Diagram](b) Dual picture

Figure 15: Two-holed surfaces of genus two by gluing

Then the partition function is given by

$$Z^{\text{BP}}(t)(\Sigma_{2, 2}) = \langle T_1(x, z^{-1}), T_1(z, y^{-1}) \rangle_z$$

$$= \frac{1}{2\pi \sqrt{-1}} \int_{S^1} T_1(x, z^{-1})T_1(z^{-1}, y^{-1}) \frac{dz}{z}$$

$$= T_2(x, y^{-1}).$$

(115)

Hence by repeating this process, gluing copies of $\gamma_{1, 2}$ to increase the genus, and applying the TQFT formalism given by Proposition 3.6 we obtained the required result.

We now describe this result in terms of the period of graph potentials that we are interested in computing.

**Proposition 4.13.** Let $(\gamma_{g, 2}, \epsilon)$ be the (colored) dual graph of a surface with two holes obtained by gluing $g$ copies of $\Sigma_{1, 2}$ in a row. Then

$$\mathcal{K}_{\gamma_{g, 2}, \epsilon}(t) = T_g(x, y^{(-1)^g}) = T_g(x, y^{(-1)^g}).$$

(116)

**Proof.** First of all observe that $\epsilon$ has the same parity as the genus $g$ of the surface by construction.

Furthermore, if $g$ is odd, then we need to make even number of cuts to get a disjoint union of $\Sigma_{1, 2}$’s. Hence by Proposition 4.5, we get that $\mathcal{K}_{\gamma_{g, 2}, \epsilon}(t) = Z^{\text{BP}}(t)(\Sigma_{g, 2})$. Then we are done by Proposition 4.12 when $g$ is odd.

Now if $g$ is even, then consider the graph $\gamma_{g-1, 2}$ and an open necklace graph. Now by Proposition 4.4, we get

$$\mathcal{K}_{\gamma_{g, 2}, 0}(t) = [\mathcal{K}_{\gamma_{g-1, 2}, 1}(t), T_1(z, y^{-1})]_{z^0}$$

$$= [T_{g-1}(x, z^{-1}), T_1(z^{-1}, y)]_{z^0}$$

$$= T_g(x, y).$$

(117)

□
A direct very useful corollary of the above proposition that removes the restriction on the matching of the parity of coloring and genus in Proposition 4.5 is the following

**Corollary 4.14.** Let $\gamma_{g,2}$ be the open necklace graph of genus $g$ with two half-edges as shown in Figure 11(b). Let $c$ be a coloring of $\gamma_{g,2}$ and $e$ be the parity of the coloring, then

$$K_{\gamma_{g,2},c}(t) = T_{g-1}(x, x^{(-1)^e}).$$  \hfill (118)

**Proof.** If the parity of $c$ matches up with the parity of the genus as in Proposition 4.5, then we are done. Otherwise choose one of the two half-edges and reverse the orientation of that half-edge. In the definition of $K_{\gamma_{g,2},c}(t)$, we never integrate over a half-edge variable of the original graph $\gamma$, hence we are now reduced to the situation in Proposition 4.5.

Now we can use Proposition 4.13 to get a formula for the periods of the closed (i.e. without half-edges) genus $g$ trivalent colored graphs $(\gamma, c)$.

**Proposition 4.15.** Let $\gamma$ be a trivalent graph of genus $g \geq 2$ without leaves and $c$ a coloring of the vertices. Let $e \in \mathbb{F}_2$ denote the parity of the coloring. Then

$$K_{\gamma,c}(t) = \left[ T_{g-1}(x, x^{(-1)^e}) \right]_{x^0}. \hfill (119)$$

**Proof.** By Corollary 2.9 we know that $K_{\gamma,c}(t)$ only depends on the parity of the coloring. Hence we can assume that the graph has either one or zero colored vertices. Moreover since the periods are invariants under mutations, we can assume that $\gamma$ is the closed necklace graph of genus $g$ as in Figure 16 with one or zero colored vertex.

![Figure 16: Closed necklace graph with many beads](image)

First consider the case when $g$ and $c$ have the same parity. Then the result directly follows from Proposition 4.13 by applying Proposition 4.4. Now in the case $g$ and $c$ have opposite parity, then to compute $K_{\gamma_{g-1,2},c}(t)$, cut an edge $e$ of the graph $\gamma$ to get the graph $(\gamma_{g-1,2}, e)$ considered in Proposition 4.13. Then by we are done by first applying Corollary 4.14 and then Proposition 4.4.

**The main result** This proposition gives an effective method to compute the period of a graph potential, giving the main result of this section. It allows us to express (the inverse Fourier–Laplace transform of) the periods of the Laurent polynomials from Section 2 using trace-class operators in $L^2(S^1; \mathbb{C})$.

Define

- $A$ to be the Hilbert–Schmidt operator given by $T_1(x, y)$;
- $S$ to be the bounded linear operator $S(\sum_{n \in \mathbb{Z}} a_n x^n) = \sum_{n \in \mathbb{Z}} a_n x^{-n}$.

We consider $A$ as matrix with respect to the orthonormal basis and reinterpret Corollary 4.10 as follows.

**Lemma 4.16.** Let $(\gamma_2, 1)$ be a genus two graph with one colored vertex, then

$$K_{\gamma_2,1}(t) = \text{tr}(AS) = \sum_{n \geq 0} \frac{(2n)!^2}{n!^5} t^{2n}. \hfill (120)$$
In particular the composition $A S$ is trace class.

Since trace-class operators form an ideal, it follows that $A^{a+1}S^b$ is also trace-class for non-negative integers $a, b$. Moreover $S$ commutes with $A$.

The following is the important computational tool for computing periods of graph potentials.

**Theorem 4.17.** Let $(\gamma, c)$ be a colored trivalent graph of genus $g \geq 2$ (without half-edges). Then,

$$\bar{\pi}_{W_{\gamma c}}(t) = \text{tr}(A^{g-1}S^{\epsilon g})$$

(121)

where $\epsilon$ denotes the parity of the number of colored vertices in $\gamma$.

**Proof.** By Corollary 2.9 we can assume that the number of colored vertices is either zero or one. To show the equality in (121) we use Lemma 4.3 and Proposition 4.15, so that we need to show that

$$[T_{g-1}(x, x^{(-1)^{\epsilon}})]_{x^\epsilon} = \text{tr}(A^{g-1}S^{\epsilon g}).$$

(122)

We do this by induction. If $g = 2$, then this follows from Corollary 4.10 for $\epsilon = 1$, whilst the case of $\epsilon = 0$ is analogous.

Next, observe that by the symmetry properties of $A$, we have that $S$ commutes with $A$.

Now if $g$ is arbitrary, we consider $T_{g-1}(x, y) \in L^2(S^1; \mathbb{C})^{|\mathcal{E}|}$, writing it as $\sum_{i,j \in \mathbb{Z}} b_{i,j} x^i y^j$ for some matrix $B = (b_{i,j})$ in the orthonormal basis $\{x^i\}_{i \in \mathbb{Z}}$. We claim that $B = A^{g-1}S^{\epsilon g}$. This follows by induction, using that $S$ commutes with $A$.

Hence we get

$$[T_{g-1}(x, x^{(-1)^{\epsilon}})]_{x^\epsilon} = \sum_{i,j \in \mathbb{Z}} b_{i,j}$$

$$_{i+(-1)^{\epsilon}j=0}$$

$$= \sum_{i,j \in \mathbb{Z}} b_{i,j}$$

$$= \sum_{i,j \in \mathbb{Z}} (S^{\epsilon+1}A^{g-1}S^{\epsilon g})_{i,j}$$

$$= \text{tr}(A^{g-1}S^{\epsilon g}),$$

(123)

again using that $S$ commutes with $A$.

**Remark 4.18.** This gives an explicit and efficient method to compute the period sequences, by truncating the power series in $t$. This method is independent of $g$, and the number of periods that one can compute depends only on the degree of the truncation, and not on $g$. As an illustration of this procedure, we have collected some output in Tables 1 and 2. In [11, Appendix B] we will discuss some patterns in this table.

Alternatively, using the main result of [11] one can compute quantum periods of these moduli spaces via the abelian/non-abelian correspondence in Gromov–Witten theory. But in this approach one fixes $g$ and does a special analysis for each value of $g$ (which is only feasible for low $g$). Developing the details of the abelian/non-abelian correspondence in this case and comparing the two methods is left for future work.

**Some connections to other works in the literature** There exists a degeneration of our setup, which links it to mirror symmetry for Grassmannians of planes. For this we let $y$ be a genus zero graph with $n \geq 3$ half-edges and all vertices uncolored. The cardinality of the set of edges $E$ is $2n - 3$ and we assign variables $x_1, \ldots, x_{2n-3}$ as before to all the half-edges. Consider the substitution

$$(x, y, z) \rightarrow \left( \frac{\tau}{X}, \frac{Y}{\tau}, \frac{Z}{\tau} \right).$$

(124)
where \(x, y, z\) are variables assigned to adjacent edges on a vertex \(v\); the \(X, Y, Z\) are new variables and \(\tau\) is a formal parameter. In this set-up

\[
\tilde{W}_{v,0}(x, y, z) = xy + \frac{x}{yz} + \frac{y}{xz} + \frac{z}{xy} = \tau^{-1} \left( \frac{YZ}{X} + r^4 \frac{1}{XYZ} + \frac{XY}{Z} + \frac{ZX}{Y} \right)
\]  

(125)

Now consider the Laurent polynomial \(\tilde{W}_{v,0} = \sum_{v \in V} \tilde{W}_{v,0}(x, y, z)\), and take \(\lim_{\tau \to 0} \tau \tilde{W}_{v,0}\). This is a Laurent polynomial \(\mathcal{G}_p\) in the variables \(X_1, \ldots, X_{2n-3}\). This is exactly the Laurent polynomial considered by Nohara–Ueda in [45, Theorem 1.6], and brings us to the following remark.

Remark 4.19. The above observation and the TQFT results from Theorem B and Proposition 3.6 tell us that the potential functions from Nohara and Ueda [45] associated to the Grassmannian of planes in an \(n\)-dimensional vector space also give a TQFT which one can call the Grassmannian TQFT. To the best of our knowledge this was not observed before.

In particular, by the above discussion and (125) the graph potential TQFT coming from moduli of bundles that we develop recovers the Grassmannian TQFT as a limit. This should be compared with a corresponding fact that genus zero conformal blocks recover invariants of tensor product representations in the limit.

5 Applications of graph potentials

As this is the first paper in a series we will now outline the results in the next installments.

5.1 Mirror symmetry and moduli of rank-2 bundles

Whilst they do not play a role in the current paper, our original motivation to introduce graph potentials was to study the algebro- and symplecto-geometric aspects of the moduli space \(M_C(2, \mathcal{L})\) of rank 2 vector bundles with fixed determinant on a smooth projective curve \(C\). The mirror dual of \(M_C(2, \mathcal{L})\) is expected to be a cluster-like variety equipped with a regular function, the so-called Landau–Ginzburg potential (closely related to the Floer potential). We propose in [11, 9] that graph potentials can be seen as (building blocks of) mirrors to \(M_C(2, \mathcal{L})\).

Enumerative mirror symmetry In [11] we will discuss aspects of the symplectic geometry of \(M_C(2, \mathcal{L})\), and relate it to the algebraic geometry of graph potentials.

In particular we will consider the quantum period \(G_{M_C(2, \mathcal{L})}(t)\), a generating function for closed genus zero Gromov–Witten invariants with descendants and primary field being a point, which can be also defined using the operator of quantum multiplication by the first Chern class, whose coefficients are closed genus zero correlators without descendants but with two arbitrary cohomology insertions.

The invariant associated to graph potentials is the classical period, the constant terms of powers of the Laurent polynomial. The agreement of these two sequences of numbers is an important litmus test for mirror symmetry of Fano varieties, and forms the main result of [11].

Having established this, the computational methods in Section 4 for \(Z^{\text{GP}}(t)\) will in turn allow to experiment with the quantum differential equation: it provides the means to compute hundreds of coefficients. This makes it possible to check properties of the quantum differential equation in a highly non-trivial setting, similar to what happens in [15, §9].

Homological mirror symmetry In [9] we will discuss certain decompositions that arise in the study of \(M_C(2, \mathcal{L})\) and graph potentials. Since \(M_C(2, \mathcal{L})\) is a Fano manifold, its bounded derived category of coherent
Table 1: Period sequence for the odd graph potential

| g  | p0 | p2  | p4   | p6    | p8     | p10    | p12    | p14    | p16    |
|----|----|-----|------|-------|--------|--------|--------|--------|--------|
| 2  | 1  | 8   | 216  | 8000  | 343000 | 16003008 | 788889024 | 40424237568 | 2131746903000 |
| 3  | 1  | 0   | 384  | 23040 | 3265920 | 43545600 | 68263641600 | 11300889600000 | 1984905402480000 |
| 4  | 1  | 0   | 576  | 11520 | 8769600 | 1175731200 | 445839609600 | 115772770713600 | 41211916193448000 |
| 5  | 1  | 0   | 768  | 0     | 16853760 | 9289728000 | 1378578432000 | 2957087637504000 | 2370757790681280000 |
| 6  | 1  | 0   | 960  | 0     | 27518400 | 2322432000 | 3112327680000 | 2998933217280000 | 7951622776297200000 |
| 7  | 1  | 0   | 1152 | 0     | 40763520 | 0      | 3130405840000 | 5081337905600000 | 79516227762972000000 |
| 8  | 1  | 0   | 1344 | 0     | 56589120 | 0     | 9963493478400 | 2231764254720000 | 42486838701587280000 |
| 9  | 1  | 0   | 1536 | 0     | 74995200 | 0     | 15571407667200 | 0     | 7937086767518080000 |
| 10 | 1  | 0   | 1728 | 0     | 95981760 | 0     | 22961207808000 | 0     | 137601355442831280000 |

Table 2: Period sequence for the even graph potential

| g  | p0 | p2  | p4   | p6    | p8     | p10    | p12    | p14    | p16    | p18    |
|----|----|-----|------|-------|--------|--------|--------|--------|--------|--------|
| 2  | 1  | 0   | 384  | 645120 | 0      | 1513881600 | 0      | 4132896768000 | 0     |
| 3  | 1  | 0   | 576  | 6350400 | 0     | 136604160000 | 0     | 397694196000000 | 0     |
| 4  | 1  | 0   | 576  | 12640320 | 0     | 805929062400 | 0     | 8030643969348000 | 0     |
| 5  | 1  | 0   | 768  | 18144000 | 0     | 1915060224000 | 0     | 401643111149280000 | 0     |
| 6  | 1  | 0   | 960  | 27518400 | 0     | 34188887040000 | 0     | 1062973988196120000 | 0     |
| 7  | 1  | 0   | 1152 | 40763520 | 0     | 59535286272000 | 0     | 22115926057024800000 | 0     |
| 8  | 1  | 0   | 1344 | 56589120 | 0     | 99634934784000 | 0     | 4323671149117320000 | 0     |
| 9  | 1  | 0   | 1536 | 74995200 | 0     | 155714076672000 | 0     | 79944211451744640000 | 0     |
| 10 | 1  | 0   | 1728 | 95981760 | 0     | 229612078080000 | 0     | 137601355442831280000 | 0     |
sheaves is expected to have a homological mirror dual partner in the sense of Kontsevich’s homological mirror symmetry conjecture, cf. [31] for Calabi–Yau varieties and [32, page 30] for the Fano version.

This mirror dual partner is expected to be a pair \((Y, f)\), where \(Y\) is a smooth quasiprojective variety and \(f\) a regular function on it. The Laurent polynomials discussed before are then restrictions of the Landau–Ginzburg potential \(f\) to a torus \(\mathbb{C}^n_m \subseteq Y\). For more information on these pairs, and their “tamings” one is referred to [29].

Assuming that the categories of symplectic origin, namely the so-called Fukaya category of (graded) immersed (e.g. embedded) coisotropic (e.g. Lagrangian) subvarieties in \(M_C(2, \mathcal{L})\) decorated with a flat unitary connection and the analogous Fukaya–Seidel category of vanishing Lagrangian thimbles in \(Y\), are well-defined, the spaces \(M_C(2, \mathcal{L})\) and \((Y, f)\) are called homologically mirror dual if

- the derived category of coherent sheaves on \(M_C(2, \mathcal{L})\) is equivalent to the derived Fukaya–Seidel category of \((Y, f)\),

- the derived Fukaya category of \(M_C(2, \mathcal{L})\) is equivalent to the matrix factorization category of \((Y, f)\).

We also refer the reader to [28, Conjecture 2.3] for a general discussion on Landau–Ginzburg models and homological mirror symmetry conjectures.

A natural approach to tackle the first equivalence starts with finding semiorthogonal decompositions on either side of the mirror. We propose in [9, Conjecture A] a conjectural semiorthogonal decomposition for \(\text{D}^b(M_C(2, \mathcal{L}))\), independently suggested by Narasimhan. For a description of the state-of-the-art we refer to op. cit. As evidence for this conjecture we provide in [9, Theorem C] a motivic decomposition of \(M_C(2, \mathcal{L})\) (resp. \(\text{D}^b(M_C(2, \mathcal{L}))\)) in the Grothendieck rings of varieties and categories.

With respect to the graph potentials introduced in this paper, it becomes interesting to study the second equivalence of categories. Here one aims to find orthogonal decompositions on either side of the mirror. For the derived Fukaya category there is a natural decomposition in terms of eigenvalues of the quantum multiplication, which is described by Muñoz [41, 42]. In [9, Theorem B] we show that this eigenvalue decomposition is mirrored by a critical value decomposition of graph potentials. This in turns gives further evidence for the conjectured semiorthogonal decomposition.

Reconstruction results In [8] we discuss how the Newton polytope of the graph potential determines the graph and its coloring. This is a reconstruction result which on the algebro-geometric side mirror to graph potentials corresponds to a combinatorial non-abelian Torelli theorem. We refer to op. cit. for more context and applications.

5.2 Mirror approach to the Atiyiah–Floer conjecture

Finally, we speculate on a variation on the theme of the Atiyah–Floer conjecture, suggested by mirror symmetry, and how graph potentials could lead to progress.

The Atiyah–Floer conjecture from [4] states that two homology theories, both introduced by Floer, are isomorphic. One is the instanton Floer homology \(\text{HF}^\text{inst}(B)\) of a 3-manifold \(B\) [21]. The other is the symplectic Floer homology of two Lagrangian subvarieties \(R(B_+)\) and \(R(B_-)\) inside a symplectic variety \(R(\Sigma)\) associated to a Heegaard splitting \(B = B_+ \cup_{\Sigma} B_-\) into two handlebodies along a common boundary surface \(\Sigma\) [22]. The notation \(R(*)\) stands for the moduli space of flat \(\text{SU}(2)\)-connections on \(* = \Sigma, B_+, B_-\). The (smooth locus of the) variety \(R(\Sigma)\) is equipped with the Narasimhan–Atiyah–Bott–Goldman symplectic structure, for which \(R(B_+) \rightarrow R(\Sigma)\) are Lagrangian embeddings.

Donaldson proposed to extend and categorify the Atiyah–Floer conjecture. For an overview one is referred to [16]. Associated to the surface \(\Sigma\) one then has a category \(\mathcal{C}(\Sigma)\), whilst the handlebodies \(B_\pm\) with boundary \(\partial B_\pm = \Sigma\) define objects in \(\mathcal{C}(\Sigma)\). This assignment is subject to the condition that the morphism spaces are identified with the symplectic Floer homology. This (provisional) extended 4-dimensional TQFT is known as
Donaldson–Floer theory. The category $C(\Sigma)$ should be a Fukaya-like category for the symplectic variety $R(\Sigma)$, whereas the Lagrangian subvarieties $R(B_\pm)$ define objects in it.

On the other side of the mirror we have graph potentials (and more complicated Landau–Ginzburg models constructed using graph potentials), and their categories of matrix factorizations. Similar to how categories of matrix factorizations of the potential $x^n$ appear as basic building blocks of Khovanov–Rozansky field theories, the categories of matrix factorizations of graph potentials are expected to be mirror dual to the Fukaya categories of the symplectic varieties $R(\Sigma)$.

The upshot of this approach is that it is purely algebraic, whereas on the symplectic side one needs to do complicated analysis. Likewise, $R(\Sigma)$ is singular, complicating the study of the Fukaya category even further. In particular, our work suggests how one could try to construct Donaldson–Floer theory on the other side of the mirror.
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