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ABSTRACT
A set of strongly magnetized accreting white dwarfs (polars) shows quasi-periodic oscillations (QPOs) with frequency about a Hz in their optical luminosity. These Hz-frequency QPOs are thought to be generated by intensity variations of the emitted radiation originating at the post-shock accretion column. Thermal instability in the post-shock region, triggered by efficient cooling process at the base, is believed to be the primary reason behind the temporal variability. Here we study the structure and the dynamical properties of the post-shock accretion column including the effects of bremsstrahlung and cyclotron radiation. We find that the presence of significant cyclotron emission in optical band reduces the overall variability of the post-shock region. In the case of a larger post-shock region above the stellar surface, the effects of stratification due to stellar gravity becomes important. An accretion column, influenced by the strong gravity, has a smaller variability as the strength of the thermal instability at the base of the column is reduced. On the other hand, the cool, dense plasma, accumulated just above the stellar surface, may enhance the post-shock variability due to the propagation of magnetic perturbations. These characteristics of the post-shock region are consistent with the observed properties of V834 Cen and in general with Cataclysmic Variable sources that exhibit QPO frequency of about a Hz.
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1 INTRODUCTION
Cataclysmic variables (CVs) are a kind of binary stellar systems which show sharp variations in their luminosity. It is thought that in such a binary system, a white dwarf, as a primary, accretes matter from its companion star and the variation in the observed intensity is due to changes in the accretion rate. The secondary star loses mass either from the loosely bound outer layers in its late evolutionary phase or by outflowing stellar wind in its main sequence phase. In general, the accreting matter forms a disk to transport angular momentum after crossing the \( L_1 \) Lagrange point of the binary system. The accreted material is hot and ionised. Hence the presence of strong external magnetic field influences the motion of this ionised material. For a magnetic white dwarf, the disk is truncated at a place where the pressure due to the white dwarf magnetic field dominates the disk pressure, and the accreting matter follows the magnetic field lines from the disk to the magnetic pole. As the matter approaches the white dwarf, it gains kinetic energy at the expense of gravitational potential and the inflow velocity increases. The maximum free fall velocity is achieved near the stellar surface and a standing shock is formed just before the matter comes to rest at the surface. Polars are magnetic CVs in which the magnetic field of the white dwarf is so strong that it prevents the formation of the accretion disk altogether. The accreting matter directly follows the magnetic field lines from \( L_1 \) and moves towards the magnetic pole. The binary system, in this case, is strongly coupled with the white dwarf spin fully synchronised with the binary orbital period.

The magnetically channelled hot plasma of the post-shock region cools by radiation. The connection between the observed X-ray radiation and the emission from the post-shock accretion column of the white dwarf was first suggested by Hoshi (1973). The thermal bremsstrahlung process is considered as the dominating cooling process, in which electrons, influenced by the ionic potential, emit X-ray photons (King & Lasota 1979). Another source of radiation in this magnetic post-shock region is the cyclotron process (Fabian et al. 1976; Lamb & Masters 1979): the electron radiates in the optical or ultra-violet energy band while gyrating around magnetic field lines. Strong polarisation of the observed optical emission is attributed to such cyclotron
emission. The magnetic field strength at the surface of the white dwarf is measured via the spectral signature of Zeeman effect as well as cyclotron lines (Visvanathan & Wickramasinghe 1979; Barrett & Chamsgugm 1985).

Theoretical studies by Langer et al. (1981) & Langer et al. (1982) suggest the possibility of thermal instability affecting an accretion column that emits only due to bremsstrahlung. Later, optical observations identified 0.1-1 Hz quasi-periodic oscillations (QPOs) with 1-3% rms amplitude in some of these systems e.g. AN UMa (Middleditch 1982), V834 Cen (Middleditch 1982; Mason et al. 1983; Larsson 1985), EF Eri (Larsson 1987), VV Pup (Larsson 1989), BL Hyi (Middleditch et al. 1997) (Table 1). It is believed that these QPOs are the observational signatures of thermal instability in the accretion column. The instability causes periodic variation in the height of post-shock column leading to the variation of luminosity. In this scenario, the X-ray emission generated in this post-shock region is also expected to exhibit similar QPOs. But no QPO has been detected in the X-ray observations of these polars (Bonnet-Bidaud et al. 2015; Beardmore & Osborne 1997), even in observations simultaneous with those in which optical QPOs are present (Imamura et al. 2000). The best upper limits on the rms amplitude of X-ray QPOs in 0.1-5 Hz range from XM-Newton observations are around ~10% (Bonnet-Bidaud et al. 2015). A different class of QPOs, with periods of order minutes (e.g. 5-6 minutes QPOs from IGR J14536-5522 Potter et al. 2010)), is seen in a few other magnetic CVs. These are thought to arise in instabilities in the zone of coupling of the accreting matter to the stellar magnetic field, far away from the surface of the white dwarf.

The structure of the accretion column on the white dwarf surface has been a subject of investigation over several decades. Aizu (1973) modelled the post-shock column structure with bremsstrahlung and derived the expected X-ray spectrum from it. The column structure for different cooling processes has been studied by Wu et al. (1994). The mass of the white dwarf could be estimated using the derived model spectrum from the post shock structure (Wu et al. 1995). Cropper et al. (1999) derived the mass of the white dwarf more accurately by taking into account the vertical profile of white dwarf gravity along the column. The column structure and the radiated spectrum for a two temperature fluid, where the electrons and ions do not have enough time to equilibrate, have been studied by Saxton et al. (2005).

The stability property of the accretion column is obtained by studying the dynamical evolution of perturbations in the post-shock region. The dynamical properties of the post-shock region in the linear regime show a stable or unstable nature of the oscillation modes (Chevalier & Imamura 1982; Mignone 2005). This linear evolution is valid only on a short time-scale; complex interactions between modes generate a different behaviour at a later stage. Imamura et al. (1984); Imamura (1985) have studied the characteristics of different oscillation patterns in the radiative shock. Inclusion of the cyclotron emission in the optical band, in addition to the bremsstrahlung X-rays, in the cooling of the post-shock matter results in a reduction of the oscillation amplitude and an increase of the QPO frequency (Channugam et al. 1985; Imamura et al. 1991; Wu et al. 1992; Saxton et al. 1998). Two-temperature effects also change the stability characteristics of a few modes (Imamura et al. 1996; Saxton & Wu 1999).

Non-linear dynamical evolution of the oscillating column for various cooling functions has been studied in both one and two-dimensional geometry (Strickland & Blondin 1995; Mignone 2005). Mignone (2005) studied the effects of different possible boundary conditions at the base of the accretion column. The effects of cyclotron emission in the dynamical evolution has been found to reduce the oscillation amplitude Busschaert et al. (2015).

As the accretion proceeds, the accreted matter begins to accumulate at the base of the accretion column. The vertically immobile accumulated plasma remains confined to the column and is stratified due to the gravitational force of white dwarf. This gravitationally stratified layer, stored at the base of the accretion column, tries to escape horizontally from near the base and hence bends the threaded magnetic field lines (Hameury et al. 1983). The bending becomes substantial when the accumulated mass is high enough to trigger a ballooning mode instability (Litwin et al. 2001).

In this paper, we aim to study the effects of magnetic field on the structure of a radiating accretion column and its temporal behaviour. In the section 2, we describe the basic equations used to model the accretion column. Section 3 describes the method used to solve the basic equations. The results are briefly summarised in section 4. After comparing the results with the observations in section 5, we conclude in section 6.

2 MODEL EQUATIONS

In polars the accretion flow is influenced by the strong magnetic field of the white dwarf. We are interested in the dynamics of the accretion flow near the white dwarf surface where the matter moves along the magnetic field with free fall velocity and creates a dynamical shock just before impacting on the stellar surface. In this condition, the accretion flow can be described via the following hydrodynamic equations,

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0; \quad (1)
\]

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = -\nabla p + \rho \nabla \Phi_g; \quad (2)
\]

\[
\frac{\partial (\rho E + \rho \Phi_g)}{\partial t} + \nabla \cdot (\rho \mathbf{v} (E + p + \rho \Phi_g)) = -\rho \nabla \cdot \mathbf{F} - \Lambda. \quad (3)
\]

Here, \(\rho, \mathbf{v}, p\) are density, velocity and pressure of the plasma respectively. \(\frac{\partial}{\partial t}\) and \(\nabla\) represent the temporal differentiation and the spatial gradient operator respectively. \(\Phi_g\) is the gravitational potential, \(E = \frac{1}{2} \rho \mathbf{v}^2 + \epsilon\) the total energy density and \(\epsilon = \frac{1}{2} \frac{c^2}{\gamma M^2}\) the internal energy per unit mass. The term \(\Lambda\) represents the cooling function i.e. the energy loss term. The energy radiated from the post-shock region influences the dynamics of the flow.

1D-structure:

The geometrical structure of the accretion column depends on the height of the shock and the cross-sectional area of the magnetic polar cap over which the accretion flow impacts the stellar surface. A compact star of radius \(R_{wd}\) with
an accretion disc truncated at the Alfvén radius $r_A$ has a polar cap radius $r_p \sim R_{wd}/(r_{wd})$ in a dipolar field geometry. In the case of a polar, without any accretion disk, $r_A$ may be replaced by the distance of the $L_1$ point from the white dwarf. The length along the accretion column from the stellar surface is denoted by $x$ and the shock height $x_s$ can be estimated\(^1\) as (Wu et al. 1994),

$$x_s \sim 3 \times 10^7 \left[ \frac{m_1}{10 \text{ kg m}^{-2} \text{s}^{-1}} \right]^{-1} \left[ \frac{M_{wd}}{0.5 \text{ M}_\odot} \right]^{2/7} \left[ \frac{R_{wd}}{10^7 \text{m}} \right]^{-2}$$

where $m_1$ is the mass accretion rate per unit area.

An accretion column with $x_s \ll r_p$ is geometrically one dimensional. On the other hand, if the shock height is comparable to the polar cap radius ($x_s \sim r_p$) then the magnetic field is strong enough to restrict the plasma motion along the field lines, the behaviour of the system may be considered physically as one-dimensional with variation only along the column axis. For these one-dimensional geometries the equations (1-3) can be represented as,

$$\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial v}{\partial x} + \frac{\partial \rho v}{\partial x} &= 0; \\
\frac{\partial v}{\partial t} + \frac{1}{\rho} \frac{\partial P}{\partial x} &= -\frac{\partial \Phi}{\partial x}; \\
\frac{\partial P}{\partial t} + \frac{\partial \rho v P}{\partial x} &= -\gamma (1-\Lambda) \frac{\partial \rho v}{\partial x}.
\end{align*}$$

The matter contained within the accretion column is not significant compared to the total mass and hence we can neglect self-gravity of the accreted material and the gravitational potential $\Phi$ can be assumed to be $-GM_{wd}/x$. The steady accretion column structure can be obtained from equations 5-7 by dropping the time derivatives:

$$\begin{align*}
\frac{\partial v}{\partial t} + \frac{\partial \rho v}{\partial x} &= 0; \\
\frac{\partial v}{\partial t} + \frac{1}{\rho} \frac{\partial P}{\partial x} &= \frac{\partial \Phi}{\partial x}; \\
\gamma \frac{\partial P}{\partial x} + \frac{\partial \rho v P}{\partial x} &= -\gamma (1-\Lambda).
\end{align*}$$

1 A more precise value of $x_s$ is calculated using equation 30.

Here in the one-dimensional geometry we consider the flow of ionized plasma towards the white dwarf surface with free-fall velocity $v_{in}$ and density $\rho_m$ and pressure $p_m$ just before the shock. The variables $(\rho_s, v_s, p_s)$ just after the shock are obtained from the Rankine-Hugoniot jump conditions:

$$\begin{align*}
\rho_s &= \rho_{in}; \\
v_s &= \gamma - 1 + \frac{p_{in}}{\rho_{in} v_{in}}; \\
p_s &= \frac{\gamma}{\gamma-1} \rho_{in} v_{in}^2 - \frac{\gamma-1}{\gamma+1} p_{in}.
\end{align*}$$

For a shock structure, in general, the variable $p_{in}$ is represented by the Mach number $(M)$, which is related to the flow variables as $M^2 = \frac{\rho_{in} v_{in}^2}{p_{in}}$. The temperature at the shock can be calculated from pressure and density, $T_s = \frac{m_p k_B}{\mu m_B}$, where, $\mu$, $m_B$ and $k_B$ are the mean baryon weight, the baryon mass and the Boltzmann constant respectively.

**Bremsstrahlung and cyclotron cooling**

Thermal bremsstrahlung from electrons in the hot ionised post-shock plasma is an effective cooling mechanism as the resulting X-rays encounter very little optical depth and are radiated freely (Frank et al. 2002). The spectral emissivity of the plasma with temperature $T$ and density $\rho$ can be expressed as (Longair 2011; Rybicki & Lightman 1979):

$$\varepsilon_\nu = \frac{2\pi}{(4\pi e)^3} \frac{m_p}{m_e^3} \frac{\rho^2}{T^2} \frac{\nu^2}{(10^6 \text{K})} \exp \left( -\frac{\hbar \nu}{k_B T} \right).$$

Now, assuming the Gaunt factor $g_B(\nu, T)$ to be independent of frequency $\nu$, the cooling rate due to thermal bremsstrahlung is obtained by integrating the emissivity $\varepsilon_\nu$ over the whole spectrum as given below,

$$\Lambda_{br} = \int_0^{\infty} \varepsilon_\nu (1 - \frac{\nu^2}{(4\pi e)^3} \frac{m_p}{m_e^3} \frac{\rho^2}{T^2} \frac{\nu^2}{(10^6 \text{K})} \exp \left( -\frac{\hbar \nu}{k_B T} \right)) \mathrm{d}\nu$$

$$\Lambda_{br} = \int_0^{\infty} \varepsilon_\nu (1 - \frac{\nu^2}{(4\pi e)^3} \frac{m_p}{m_e^3} \frac{\rho^2}{T^2} \frac{\nu^2}{(10^6 \text{K})} \exp \left( -\frac{\hbar \nu}{k_B T} \right)) \mathrm{d}\nu$$

$$\Lambda_{br} = \left( \frac{2 \pi k_B}{3 m_e} \right) \left( \frac{2 \pi e^6}{(4 \pi e)^3} \frac{m_p}{m_e^3} \frac{\rho^2}{T^{1/2}} \right) = \Lambda_{br} T^{1/2} \int_0^{\infty} \varepsilon_\nu (1 - \frac{\nu^2}{(4\pi e)^3} \frac{m_p}{m_e^3} \frac{\rho^2}{T^2} \frac{\nu^2}{(10^6 \text{K})} \exp \left( -\frac{\hbar \nu}{k_B T} \right)) \mathrm{d}\nu$$

$$\Lambda_{br} = \left( \frac{2 \pi k_B}{3 m_e} \right) \left( \frac{2 \pi e^6}{(4 \pi e)^3} \frac{m_p}{m_e^3} \frac{\rho^2}{T^{1/2}} \right) = \Lambda_{br} T^{1/2} \int_0^{\infty} \varepsilon_\nu (1 - \frac{\nu^2}{(4\pi e)^3} \frac{m_p}{m_e^3} \frac{\rho^2}{T^2} \frac{\nu^2}{(10^6 \text{K})} \exp \left( -\frac{\hbar \nu}{k_B T} \right)) \mathrm{d}\nu$$

Here, assuming the Gaunt factor $g_B \approx 1$, the estimated value of the constant is $\Lambda_0 \approx 5.1 \times 10^{13}$ J m$^{-3}$ s$^{-1}$ K$^{-1/2}$ and $n_e$ represents the electron number density.

In the presence of the strong magnetic field in the accretion column, the emission due to cyclotron radiation is also an important process. In this process, the electrons emit electromagnetic radiation during their gyrating motion with angular frequency $\omega_c = \frac{eB}{mc}$ about the magnetic field.

---

**Table 1. Polars with observed optical QPOs in the frequency range about a Hz. References:** (1) Middleditch (1982), (2) Bonnet-Bidaud et al. (1996), (3) Schweppe et al. (1993), (4) Larsson (1987), (5) Howell et al. (2006), (6) Larsson (1989), (7) Bonnet-Bidaud et al. (2015), (8) Middleditch et al. (1997), (9) Wolff et al. (1999), (10) Mouchet et al. (2017)

| Sources      | amplitude rms (%) | frequency (Hz) | polarisation circular(%) | Mass (M_⊙) | B (10^2 T) | references |
|--------------|------------------|----------------|--------------------------|------------|-----------|------------|
| AN UMa       | 2.4              | 0.4-0.8        | 9                        | -30        | 1         | (1), (2)   |
| V834 Cen     | 1.2              | 0.4-0.8        | -                        | 15         | 0.66      | (1), (3), (10) |
| EF Eri       | 1.3              | 0.3-0.9        | ~ 9                      | ~ 9        | 0.6       | (4), (1), (5) |
| VV Puppis    | 1.8              | ~ 1            | 15                       | +8 to +15  | 0.73      | (6), (1), (7) |
| BL Hyi       | 1.4              | 0.2-0.8        | -                        | -          | 1         | (8), (9)   |

---

---
lines. The cyclotron emission at frequencies $\omega < \omega^*$ is self-absorbed and produces a Rayleigh-Jeans spectrum (Masters et al. 1977). The cyclotron luminosity $L_{\text{cycl}}$ from a region with cross-sectional area $A$ and thickness $x$ can be expressed as:

$$L_{\text{cycl}} = \frac{AK_B T}{12\pi^2 c^2} [\omega^*(x)]^3$$  \hspace{1cm} (16)

The value of $\omega^*$ is almost linearly dependent on the cyclotron frequency according to the following relation:

$$\omega^* \approx 9.87 \left(\frac{\rho e^2}{m_e c} \right)^{0.05} \left(\frac{T}{10^8 K} \right)^{1/2} \omega_c$$  \hspace{1cm} (17)

where $\omega_c$ being the free space permittivity is the plasma frequency (Channugam & Wagner 1979; Wada et al. 1980). The cyclotron cooling rate per unit volume is given by (Langer et al. 1982):

$$\Lambda_{\text{cycl}} = \frac{1}{A} \frac{dL_{\text{cycl}}}{dx} = \frac{k_B T}{80\pi^2 c^2 x} \left(\frac{\rho}{\rho_e} \right)^{3/20} \left(\frac{L}{10^{22} m^{-2}} \right)^{3/20} \times \left(\frac{x}{10^{13} m^2} \right)^{-17/20} \left(\frac{T}{10^8 K} \right)^{5/2} \left(\frac{B}{10^4 T} \right)^{57/20}$$

$$\approx 2.6 \times 10^{-14} \left(\frac{\rho}{\rho_e} \right)^{3/20} \left(\frac{T}{10^8 K} \right)^{5/2} \left(\frac{B}{10^4 T} \right)^{57/20} J m^{-3} s^{-1}. \hspace{1cm} (18)$$

Here $x$ is the characteristic geometrical length scale of the region which emits due to the cyclotron process. We choose this length scale to be either the shock height or the polar-cap radius whichever is smaller. Hence, the cooling term $\Lambda$ in the energy conservation equation is the resultant effect of bremsstrahlung and cyclotron radiation (Saxton et al. 1998; Busschaert et al. 2015).

$$\Lambda = \Lambda_{\text{brems}} + \Lambda_{\text{cycl}} = \Lambda_{\text{brems}} \left[1 + \epsilon_s \left(\frac{\rho}{\rho_e} \right) \left(\frac{\rho}{\rho_e} \right) \right].$$

Here, $\Lambda_{\text{brems}}$ and $\Lambda_{\text{cycl}}$ are given in equation 15 & 18 and these terms can be expressed as a function of $\rho$, $p$ as below:

$$\Lambda_{\text{brems}} \equiv \Lambda_0 \rho^{2} T^{1/2} = \Lambda_i \rho^{3/2} p^{1/2},$$  \hspace{1cm} (19)

$$\Lambda_{\text{cycl}} \equiv \Lambda_0 \rho^{3/2} p^{5/2} = \Lambda_c \left(\frac{\rho}{\rho_e} \right)^{3/20} \left(\frac{p}{p_e} \right)^{5/20}. \hspace{1cm} (20)$$

The value of the exponents are $\beta_1 = 2$; $\beta_2 = -77/20$. The dimensionless parameter $\epsilon_s \left(= \frac{\Lambda_{\text{cycl}}}{\Lambda_{\text{brems}}^{1/2}} \right)$ indicates the relative contribution of cyclotron emission compared to bremsstrahlung at the shock front.

**Time scales**:

In a dynamical evolution, the relative importance of different processes may be gauged from their characteristic time scales. The cooling time scale can be estimated from the ratio of the internal energy density and the cooling rate per unit volume at the shock front. For example, the bremsstrahlung cooling time $t_{\text{brems}} = \frac{\rho}{\dot{\epsilon}_{\text{brems}}}$

$$t_{\text{brems}} \approx 4 \times 10^{-2} s \left(\frac{\dot{\rho}}{10 \text{ kg m}^{-2} \text{ s}^{-1}}\right)^{-1} \left(\frac{\dot{\epsilon}_{\text{brems}}}{10^{16} \text{ erg g cm}^{-3} \text{ s}^{-1}}\right)^{2};$$  \hspace{1cm} (21)

$$t_{\text{cycl}} \approx 4 \times 10^{3} s \left(\frac{\dot{\rho}}{10 \text{ kg m}^{-2} \text{ s}^{-1}}\right)^{-17/20} \left(\frac{\dot{\epsilon}_{\text{brems}}}{10^{16} \text{ erg g cm}^{-3} \text{ s}^{-1}}\right)^{-77/20} \times \left(\frac{B}{10^5 T} \right)^{-5/72} \hspace{1cm} (22)$$

The dimensionless ratio $\epsilon_s$ is expressed as (Channugam 1995; Wu et al. 1992, 1994):

$$\epsilon_s = \frac{t_{\text{cycl}}}{t_{\text{brems}}} \sim 10^{-5} \left(\frac{x^2}{10^{13} m^2} \right)^{-17/40} \times \left(\frac{B}{10^5 T} \right)^{57/40} \left(\frac{\dot{\epsilon}_{\text{brems}}}{10^{16} \text{ erg g cm}^{-3} \text{ s}^{-1}}\right)^{17/20} \left(\frac{\dot{\rho}}{10^{16} \text{ erg g cm}^{-3} \text{ s}^{-1}}\right)^{20}. \hspace{1cm} (23)$$

In all the expressions above we have assumed that the plasma components are in local thermal equilibrium. The bremsstrahlung and the cyclotron emission come only from the electrons. If the plasma species, i.e. electrons and ions, have sufficient time for multiple collisions between themselves, then the entire plasma can be described by a single temperature. For a single temperature $T$ at the shock front, the electron-ion collision time $t_{\text{ci}}$ is given by (Dougal & Goldstein 1958; Spitzer 1962):

$$t_{\text{ci}} = 3\sqrt{2c} \bar{m} m_e^{-1/2} (\pi k_B T)^{3/2} e^2 n_i \ln \Lambda C.$$

$$\approx 2 \times 10^{-5} \left(\frac{\ln \Lambda C}{20} \right)^{-1} \left(\frac{\dot{\rho}}{10 \text{ kg m}^{-2} \text{ s}^{-1}}\right)^{-1} \times \left(\frac{\dot{\epsilon}_{\text{brems}}}{10^{16} \text{ erg g cm}^{-3} \text{ s}^{-1}}\right)^4 \hspace{1cm} (24)$$

Here the Coulomb logarithm $\ln \Lambda C$ depends on electron density ($n_i$) and temperature ($T$). As long as this collision time is shorter than the most efficient cooling process (i.e. $t_{\text{ci}} < \min(t_{\text{brems}}, t_{\text{cycl}})$), a single temperature description is valid for the column structure. The two temperature effect becomes more important for white dwarfs with mass more than about 1 $M_\odot$ (Imamura et al. 1987).
Matter accumulation at the polar cap:

The matter inside a white dwarf is highly dense where the electrons become Fermi degenerate and the ions form a crystalline structure. Accreting matter settling at the surface becomes electrostatically coupled. The matter inside a white dwarf is highly dense where the energy \( \sim 10^5 \) to \( 10^6 \) eV (e.g. Schwarz et al. 1998; de Martino et al. 2004; Landi et al. 2009; Worple & Schwpe 2015). The physical state of matter at the white dwarf surface can be identified from the value of the electrostatic coupling parameter \( \Gamma = Z / \rho \) less than \( 0.01 \). Hence for the temperature range \( 10^5 \) – \( 10^6 \) K, matter with density \( 1 - 10^5 \) kg \( m^{-3} \) behaves as a non-degenerate system (as the Fermi energy \( E_F \lesssim k_B T \)) with \( \Gamma \sim 0.02 - 20 \), i.e. the matter stays in a liquid or a gas phase. So for the accumulated matter, we can assume that the overall structure is described as an isothermal state whereas the non-thermal perturbed region behaves as an ideal gas with adiabatic constant \( \gamma = \frac{5}{3} \).

3 METHOD

In this section we describe the method to solve the accretion column structure and to find its dynamical properties. The method used for calculation of matter accumulation is described in Appendix A.

Steady solution:

To find the steady solution we need to solve equations 8-10 simultaneously with proper boundary conditions. We assume that the plasma moves at a velocity \( v_{in} \) with density \( \rho_{in} \) and Mach number \( M \) just before the shock, formed at a height \( x_s \) from the white dwarf surface. It is also assumed that the plasma in the post-shock region behaves as an ideal adiabatic gas with index \( \gamma = \frac{5}{3} \). The physical variables and the fluid equations are transformed into a dimensionless form using the characteristics values \( \rho_{in}, v_{in} \) and \( x_s \). Hence, \( x = x_s \xi, \rho = \rho_{in}, v = |v_{in}|, p = \rho_{in},|v_{in}|^2 \) and so on. The equations 8 & 9 provide

\[
\rho_0 \xi_0 = -1; \tag{25}
\]

and

\[
- \xi_0 + p_0 = \kappa. \tag{26}
\]

For a constant \( \Phi_g \), the value of \( \kappa \) is 1 + \( \frac{1}{\gamma - 1} \) = \( m \) (say) but in general, \( \kappa \) satisfies the following relation

\[
\frac{d\kappa}{d\xi} = -\rho_0(\xi) \frac{d|\Phi_g|/|v_{in}|^2}{d\xi}. \tag{27}
\]

To evaluate \( \kappa \), we need the density distribution \( \rho_0(\xi) \) but we do not know this distribution before solving the problem. To simplify the problem we initially consider an uniform gravitational potential (i.e. \( \Phi_g \) is a constant). Now, with the help of equation 10 the relation between the velocity and the column distance \( \xi = \frac{x}{x_s} \) i.e. distance normalized with respect to the shock height can be expressed as (Wu et al. 1994; Mignone 2005),

\[
\xi(\eta_0) = \frac{f(\eta_0)}{f(\eta_s)}, \tag{28}
\]

where

\[
f(\eta_0) = \int_{0}^{\eta_0} (-y)^{\frac{7}{5}} \times \left( \frac{y + \gamma(\kappa + y) - y_0 \gamma}{(\kappa + y)^{\frac{7}{5}}} \right) \left[ 1 + \epsilon \frac{\kappa + y}{\kappa_0} \frac{\beta_1}{(\kappa_0 - 1)} \frac{\beta_2}{(\kappa_0 - 2)} \right] dy. \tag{29}
\]

Here \( \eta_0 = 0 \) at \( \xi = 0 \) and \( \eta_s = 1 \) at \( \xi = 1 \). For a strong shock the value of \( v_s \) is \( \frac{1}{2} \). Using equation 28 one can get the steady velocity \( v_s \) at a distance \( \xi \). The other variables can be derived from this relation and equations 25 & 26. The accretion shock height \( x_s \) is related to the normalization constants by the following relation

\[
x_s \Lambda_1 \rho_{in} |v_{in}|^{-2} = -\frac{\delta(\eta_0)}{\gamma_0 - 1}. \tag{30}
\]

If the height of the post-shock region is very small compared to the white dwarf radius \( x_s < R_{wd} \), the effects of the gravitational term on the accretion column structure are not significant. To include the effects of the gravitational force due to the white dwarf on the equilibrium structure of the post shock region (i.e. \( \Phi_g \) has a spatial dependency), we calculate the vertical profile iteratively, starting from the solution obtained using equation 28 (Cropper et al. 1999).

The value of \( \kappa \) is derived from the solution of the previous iteration using the following relation

\[
\kappa(\xi) = m - \int_{\xi=0}^{\xi} \rho_0(\xi) \frac{d|\Phi_g|/|v_{in}|^2}{d\xi} d\xi. \tag{31}
\]

The iteration is terminated when the relative change of the variables becomes smaller than a predefined cutoff. For this one-dimensional accretion column geometry, the gravitational acceleration is expressed as \( \nabla \Phi_g = g_{norm}(1 + \xi x_s/R_{wd})^{-2}x_s^{-1}v_{in} \). Here, \( g_{norm} \) measures the strength of the gravitational acceleration in the normalized units at the stellar surface. For a white dwarf, the value of the stellar mass decides the inflow velocity which is nearly the free-fall velocity and hence the value of \( g_{norm} \) is dependent on the shock height \( x_s \).

Linear evolution:

The linearized equations are obtained from the equations 5-7 by expressing the variables as a combination of the steady value and a perturbed quantity. After the perturbation, the shock position is given by

\[
x_s = x_{so} (1 + \lambda_{x_s} e^{\omega}) \tag{32}
\]

Here, \( \lambda_{x_s} \) & \( \omega \) are complex variables, \( \epsilon = 0 \) represents the unperturbed condition and \( \epsilon = 1 \) gives the perturbed values. The normalized length scale \( \xi \) along the shock is expressed as

\[
\xi = \frac{x}{x_s} \sim x_{so} (1 - \lambda_{x_s} e^{\omega}). \tag{33}
\]

For a perturbed shock front velocity amplitude \( v_{in} \), the position displacement parameter \( \lambda_{x_s} \) is described as \( \lambda_{x_s} = \frac{v_{in}}{x_{so} \delta} = \frac{x_{so} \delta}{v_{in}} \), where \( \delta = \frac{x_{so}}{v_{in}} \). For a strong shock
the boundary conditions of the perturbed variables at the shock are \( \rho_1 = 0, \ p_1 = \frac{2}{3}\rho_{ne}v_{\text{in}}v_s, \ v_1 = \frac{2}{3}v_s \). The non-dimensional variables at time \( t \) can be expressed as (Chevalier & Imamura 1982; Imamura et al. 1996; Saxton et al. 1998).

\[ q(\xi, t) = \varphi_0(\xi)[1 + \lambda_0(\xi)v_\perp e^{\xi t}] \quad (34) \]

where \( q \in \{ \rho, v, p \}, \ \varphi_0(\xi) \) represents the steady solution of the variables and \( \lambda_0(\xi) \) is the complex parameter representing the perturbed component of the variables. In the comoving frame of the shock, the fluid equations 5-7 are converted to a linear form where the differentials take the form

\[ \frac{\partial}{\partial t} + \frac{\partial}{\partial \xi} \rho \frac{\partial}{\partial \xi} + \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \rho \frac{\partial}{\partial \xi} \rho \frac{\partial}{\partial \xi} p = \frac{\partial}{\partial \xi} \left( \rho \right) \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \frac{\partial}{\partial \xi} \rho \frac{\partial}{\partial \xi} \rho \frac{\partial}{\partial \xi} p \right) \]

where \( \varphi \rightarrow \varphi_0(\xi)[1 + \lambda(\xi)v_\perp e^{\xi t}] \)

The linearity equations for a constant gravitational potential \( (\text{Mignone 2005}):\)

\[ \frac{d \rho}{d \xi} + \frac{d p}{d \xi} = -\lambda_0(\xi) \frac{d \delta}{d \xi}, \quad (36) \]

\[ v_0 \frac{d \rho}{d \xi} - p_0 \frac{d \lambda_0}{d \xi} = -\rho_0 \frac{d \delta}{d \xi} + \frac{\xi}{v_0} + \rho_0 - 2
\]

\[ \frac{d \lambda_0}{d \xi} = (v_0 + \gamma p_0) \left[ \frac{3}{2} \lambda_0 - \frac{1}{2} \lambda_0 - \lambda_0 + A[\beta_1(\lambda_0 - \lambda_0')] + \beta_2(\lambda_0 - \lambda_0') \right] + \frac{1}{5} - p_0 \lambda_0 \delta \frac{d \xi}{d \xi} + \xi. \quad (37) \]

Here \( A = 1 + s \left( \frac{v_0}{\gamma p_0} \right)^{\gamma_1} \left( \frac{\gamma}{\gamma - 1} \right)^{\gamma_2} \).

In the reduced perturbed variables the jump conditions at the shock front are:

\[ \lambda_0 = 0, \ \lambda_0 = -3, \ \lambda_0 = 2. \quad (39) \]

The linearly perturbed equations 36-38 are integrated from the shock-front towards the shock base for a set of frequency components \( (\delta \xi, \delta t) \) are real and imaginary components of frequency respectively. The mode frequencies \( (\delta) \) satisfy the stationary boundary condition at the stellar surface i.e. real and imaginary parts of the velocity perturbation \( (\lambda_0) \) identically vanish at \( \xi = 0 \).

Non-linear evolution :

We solve the system of dynamical evolution equations 5-7 using the magnetohydrodynamics code PLUTO (Mignone et al. 2007). The initial condition is assumed as the equilibrium solution obtained from equation 28. The upper boundary is assumed to have a steady inflow with a specified \( \rho_{\text{ne}} \) and \( v_{\text{in}} \). The lower boundary is considered to be a thick absorbing layer. The downward flow velocity, density and pressure at this thick layer are kept constant at the equilibrium value corresponding to \( x = 10^{-3}x_s \). An outflow boundary condition is used at the end of this thick layer. In general, about 2000 spatially spaced grid points are used to resolve the post-shock region. The lower boundary of the system is expressed as a separate source term, \( \frac{d E}{d t} = -\Lambda(p, \rho) \).

In the post-shock region, the flow velocity gradually decreases towards the stellar surface and the internal energy is higher than in the pre-shock material. To include the effects of radiation from the plasma, it is assumed that the kinetic energy part remains unaltered while the pressure term of the total energy is modified due to cooling. In an integration time step, a modified pressure \( (p) \) is calculated from the cooling term which is dependent on \( p \) and \( \rho \). This time-integration step (from equation 40) is performed using RK4 method. The cooling effects are implemented only in the post-shock region by setting a lower threshold of temperature \( (T_c) \) such that the cooling is not effective at the pre-shock region and at the lower boundary layers.

4 RESULTS

Here we briefly describe the results obtained from the steady and the dynamical evolution of the one-dimensional post-shock accretion column. The magnetic field geometry at the base of the accretion column and the criteria of magnetic instability are also mentioned for isothermal matter accumulation.

4.1 1-d accretion column : Steady solution and X-ray spectrum

For an assumed steady accretion in a one-dimensional geometry, the density and velocity profiles of the matter in the shocked region are obtained by solving the equations 8-10. The continuous curves of Fig. 1 show the structure of the matter density, velocity and the temperature of the accretion shock, cooled by pure bremsstrahlung radiation. The effects of gravitational potential are neglected in this steady solution. The matter at \( x > x_s \) approaches the white dwarf with a speed \( v_{\text{in}} \), i.e. the free fall velocity, before forming a shock at \( x = x_s \). For a strong shock, the matter velocity is about one-fourth of \( v_{\text{in}} \), just behind the shock and the plasma comes to rest on the stellar surface \((x = 0)\). In this steady accretion, the matter inflow rate is constant (equation 25) at every distance. Hence, in the accretion column structure, as the velocity tends to zero towards the surface the matter density correspondingly increases. If the shock height \((x_s)\) from the stellar surface is not significant compared to the stellar radius \((x_s \ll R)\), the assumption of an invariant gravitational potential in the shocked region remains valid. Hence the pressure profile is expected to be uniform unless modified by the effects of cooling. The matter is cool near the stellar surface as the bremsstrahlung X-ray emissivity depends more strongly on the density than the temperature \((\lambda_{\text{brem}} \sim \rho^2 T^{1/2})\).

The inclusion of the cyclotron process in the cooling rate modifies the equilibrium solution. The dashed lines in
Fig. 1A show the profiles of the variables where the cooling due to cyclotron emission is included. Although the structure does not change significantly, the post-shock material is cooler and denser in comparison to the profiles obtained for bremsstrahlung alone.

The emission rate from the post-shock region is obtained using the steady profile. Fig. 1B shows the emission rates due to bremsstrahlung and cyclotron processes from different parts of the accretion column. As already mentioned, bremsstrahlung is more strongly dependent on density compared to the temperature, and it dominates at the base of the column. On the other hand, the cyclotron process is strongly dependent on temperature, and hence it dominates near the shock front.

The energy dependent emissivity (equation 14) from different parts of the accretion column is summed to obtain the X-ray spectrum. Fig. 2 shows the bremsstrahlung spectrum due to the radiation from the accretion shock. The exponential high energy tail of the Maxwellian velocity distribution causes the exponential decay of the thermal bremsstrahlung spectrum at the high energy end. The resultant spectrum carries the signature of the high energy cutoff, corresponding to the shock temperature which is often used to estimate the mass of the white dwarf.

One of the accretion profiles shown in Fig. 1A is obtained by including the effects of gravitational acceleration within the column. The gravitational force of the white dwarf causes a stratification of the post shock structure and reduces the height of the post-shock region. The change in the post-shock profile also affects the dynamical characteristics, as described in the following sections. We use these steady solutions for studying the linear evolution of perturbations, and these are also considered as initial conditions for nonlinear dynamical evolution.

4.2 1-d accretion column : Linear perturbation

The linearly perturbed equations are solved on the background steady solution with the specified boundary conditions to find the mode frequencies and the corresponding growth rates as mentioned in section 3. The first eight mode frequencies of the linear perturbation of a gravitationally non-stratified accretion column, radiating due to cyclotron as well as bremsstrahlung processes, are listed in Table 2. The real parts ($\delta R$) of the mode frequencies in the case of pure bremsstrahlung ($\epsilon_s = 0$) are positive except for the fundamental mode. Hence the linear perturbation study suggests a growth of instability for modes $n \geq 1$. As the influence of the magnetic field increases, the fraction of cooling due to the cyclotron process is also enhanced. For an accretion column with a higher $\epsilon_s$ value, i.e. with stronger cyclotron cooling effects, the mode characteristics remain similar but the mode frequencies for $n \geq 1$ decrease in comparison to their non-magnetic counterparts. The frequency of the fundamental mode, however, increases.

Saxton et al. (1998) calculate the real and imaginary parts of the eigenvalues for the first eight eigenmodes of an accretion shock with bremsstrahlung and cyclotron cooling.
Table 2. Linear oscillation modes of the post-shock accretion column for various values of the cyclotron cooling fraction ($\epsilon_s$).

| mode | $\epsilon_s = 0$ | $\epsilon_s = 0.3$ | $\epsilon_s = 1.0$ | $\epsilon_s = 10.0$ | $\epsilon_s = 100.0$ |
|------|----------------|-----------------|-----------------|-----------------|-----------------|
|      | $\delta_R$ | $\delta_I$ | $\delta_R$ | $\delta_I$ | $\delta_R$ | $\delta_I$ | $\delta_R$ | $\delta_I$ | $\delta_R$ | $\delta_I$ |
| n=0  | -0.0101  | 0.3054  | -0.0118  | 0.3119  | -0.0160  | 0.3202  | -0.0514  | 0.3166  | -0.0973  | 0.2334  |
| n=1  | 0.0476   | 0.8889  | 0.0306   | 0.8754  | 0.0075   | 0.8503  | -0.0263  | 0.7190  | -0.0232  | 0.5478  |
| n=2  | 0.0600   | 1.5043  | 0.0429   | 1.4754  | 0.0176   | 1.4275  | -0.0653  | 1.2137  | -0.0960  | 0.8326  |
| n=3  | 0.0848   | 2.1077  | 0.0625   | 2.0605  | 0.0301   | 1.9776  | -0.0214  | 1.6200  | -0.0960  | 1.2132  |
| n=4  | 0.0856   | 2.7220  | 0.0645   | 2.6626  | 0.0308   | 2.5609  | -0.0852  | 2.0845  | -0.0247  | 1.4510  |
| n=5  | 0.1041   | 3.3285  | 0.0827   | 3.2520  | 0.0519   | 3.1199  | -0.0331  | 2.5730  | -0.1289  | 1.7736  |
| n=6  | 0.1011   | 3.9399  | 0.0784   | 3.8494  | 0.0422   | 3.6925  | -0.0492  | 2.9710  | -0.1058  | 2.1513  |
| n=7  | 0.1164   | 4.5426  | 0.0947   | 4.4382  | 0.0617   | 4.2585  | -0.0654  | 3.4714  | -0.0287  | 2.3941  |

Here we find that the imaginary parts of the eigenvalues ($\delta_I$) match closely (within $\sim 1\%$) with this solution. The real parts of the eigenvalues differ a little, but the relative trend of the variation and the sign match well.

4.3 1-d accretion column : Non-linear evolution

Non-linear dynamical evolution of the radiating accretion shock is computed using the magnetohydrodynamic code PLUTO. The equilibrium solution, obtained in 4.1, is used as the initial starting condition. An uniform inflow boundary, with constant mass inflow at free fall velocity with Mach number $M = 40$, is maintained at the top of the computational domain. The same amount of mass flux is removed at the base of the computational domain using a layer of thick absorbing medium. The time sequence of the density profile of the accretion column is shown in Fig. 3 for the case of pure bremsstrahlung cooling in absence of gravitational stratification. At the early phase of the evolution, the shock position and the density profile retain their equilibrium values. But at a later time, the shock oscillates about its equilibrium position. The amplitude of the fluctuations becomes steady after a while.

Time sequence plots of the density, pressure and Mach number demonstrate the movement of the discontinuities in density and pressure which are correlated with the oscillation phase. These characteristics of the flow have also been found in earlier studies by Strickland & Blondin (1995); Sutherland et al. (2003); Mignone (2005); Busschaert et al. (2015). Busschaert et al. (2015) attribute the propagation of the discontinuity to the presence of a secondary shock driven by the efficient bremsstrahlung cooling near the white dwarf surface. Falle (1981) shows that a cooling rate $\Lambda \sim \rho^2 T^{\alpha}$ generates a cooling catastrophe when $\alpha < \frac{3}{2}$, a condition which is satisfied for the bremsstrahlung radiation ($\alpha = \frac{3}{2}$). According to this theory, the secondary shock is formed when the local cooling timescale is shorter than the sound crossing time scale. Laboratory experiments in which a hot plasma flow collides with a rigid obstacle have demonstrated the presence of such secondary shocks (Falle et al. 2011; Cross et al. 2016).

Fig. 3 clearly displays the secondary shock (with Mach number $M \sim 1$) starting near the base of the accretion column and propagating towards the primary shock front, causing a reduction of the shock height. After the collision of these shock fronts, a rarefaction wave propagates back to the base. Increase of the shock height from the most compressed state causes a drop in matter pressure, driving another secondary shock from the base. This sequence of events recurs cyclically. To identify the origin of the oscillation we calculate the local cooling time due to bremsstrahlung ($t_{\text{brem}} = \frac{\rho c}{\Lambda^2 (1+\frac{\alpha}{2} T)}$) and compare with the sound crossing time scale ($t_{\text{sound}} = x_c / \sqrt{\gamma p}$). The profile of the ratio between the sound crossing time and the local bremsstrahlung cooling time indicates that the region with cooling catastrophe (i.e. $t_{\text{sound}} > t_{\text{brem}}$) appears close to the base of the post shock region (Fig. 1A, 3E). The secondary shock originates as the cooling catastrophe begins and starts to propagate towards the primary shock. This satisfies Falle’s criteria of the formation of the secondary shock in the post-shock accretion column.

Next, we include the effects of cyclotron emission in the dynamical study by evolving the equilibrium solution with non-vanishing $\epsilon_s$. The results are displayed in Fig. 4. The density evolution exhibits the growth of the shock oscillation as in the case of pure bremsstrahlung, but the inclusion of cyclotron emission reduces the oscillation amplitude. This suppression of the oscillatory behaviour results from the cyclotron mechanism contributing additional efficient cooling near the primary shock, reducing the eventual strength of bremsstrahlung cooling catastrophe at the column base. We also find that compared to the pure bremsstrahlung case, higher order modes are more strongly excited in the presence of strong cyclotron cooling. This is in accord with the results of the linear evolution, where a similar trend is observed (Table 2).

The cyclic variations of physical parameters of the post shock region as seen above should give rise to similar variations of the radiative luminosity as well. We compute the total cyclotron and bremsstrahlung emission from the post-shock region at each time step to obtain the amplitude of such time variations. The characteristic modes of this variation are then calculated from the time series data. Fig. 5 shows the oscillation modes of the shock front and of the radiative luminosity. The modes of variation of the bremsstrahlung and cyclotron luminosity are consistent with those of the shock position. The evolution of the accretion shock started from the equilibrium steady state. At an early stage of evolution, the mode frequencies match with those obtained from linear perturbation calculations. Later in the nonlinear evolution the mode frequencies begin to deviate from their values in the linear phase.

The dependence of the dynamical behaviour of the shocked matter on the relative strength of cyclotron emission...
Figure 3. A. The dynamical evolution of the 1-dimensional density profile in a radiative post-shock column where bremsstrahlung is the dominant cooling process. The evolution started from an equilibrium solution. The initially steady density profile gradually develops an oscillatory behaviour. At a later time the oscillation amplitude saturates. In the saturated phase, the time series plots of B. density, C. pressure, D. Mach number and E. the ratio between $t_{\text{sound}}$ to $t_{\text{brem}}$ show that the generation of a secondary shock ($t_{\text{sound}} > t_{\text{brem}}$) from the base and the propagation towards the primary shock front of the accretion column.

Figure 4. Same as Fig. 3 but including the effects of cyclotron emission ($\epsilon_\gamma = 0.7$).
The oscillation modes of i) shock position, ii) bremsstrahlung radiation and iii) cyclotron radiation of a bremsstrahlung dominated ($\epsilon_s \approx 0$) accretion shock for the time range $0 < t/[x_s/v_{in}] < 100$ and $400 < t/[x_s/v_{in}] < 500$. The normal mode frequencies ($\delta_0, \delta_1, ..$) obtained from the linear analysis are represented by the vertical dashed lines which are seen to match the mode frequencies in early evolution as we start from the steady solution with minimum perturbation.

Figure 5. The oscillation modes of i) shock position, ii) bremsstrahlung radiation and iii) cyclotron radiation of a bremsstrahlung dominated ($\epsilon_s \approx 0$) accretion shock for the time range $0 < t/[x_s/v_{in}] < 100$ and $400 < t/[x_s/v_{in}] < 500$. The normal mode frequencies ($\delta_0, \delta_1, ..$) obtained from the linear analysis are represented by the vertical dashed lines which are seen to match the mode frequencies in early evolution as we start from the steady solution with minimum perturbation.

Figure 6. A. The shock position ($x_s$) as a function of $\epsilon_s$ for a fixed $\rho_{in}$ and $v_{in}$; B. The dependence of the variability rms of the shock position ($x_s$), bremsstrahlung ($L_{br}$) and cyclotron ($L_{cy}$) emission on the relative strength of the cyclotron process. The rms values are calculated from the time series data of the nonlinear evolution when the amplitude of the variability becomes steady.

Figure 7. A. The shock position ($x_s$) as a function of $g_{norm}$ for fixed values of $\rho_{in}$, $v_{in}$ and $\epsilon_s$; B. The dependence of the variability rms of the shock position, bremsstrahlung and cyclotron emission on the relative strength of gravitational acceleration ($\epsilon_s$) is displayed in Fig. 6. For a fixed inflow density ($\rho_{in}$) and velocity ($v_{in}$), cyclotron emission enhances the effective cooling, causing a reduction in the shock height (Fig. 6A). Fig. 6B shows the variation of the rms amplitudes of the shock position and the cooling rates with $\epsilon_s$. For a given inflow condition, the rms amplitudes drop with increasing $\epsilon_s$, tending to zero for $\epsilon_s > 1$.

Inclusion of gravitational acceleration imposes a stratification on the equilibrium structure and this influences the nonlinear dynamical evolution. From the nonlinear study of stratified accretion columns using PLUTO, we find that the mode frequencies remain almost unchanged but the rms amplitude of the variability changes. As mentioned in section 4.1, the gravitational stratification due to a uniform acceleration $g_{norm}$ reduces the shock height which varies almost linearly with $g_{norm}$ (Fig. 7A). This $g_{norm}$-dependence of shock height remains valid even for different values of cyclotron cooling fraction. Fig. 7B shows that the rms amplitude decreases for stronger gravitational acceleration and the variability vanishes beyond a threshold value of $g_{norm}$. In the presence of a strong uniform gravitational acceleration, as the plasma is compressed at the base of the column, the excess kinetic energy (converted from the gravitational potential energy) contributes additional thermal pressure. The steady solution presented in Fig. 1A shows in this case a relatively narrower region satisfying the criteria ($t_{sound} > t_{wrem}$)
to form a secondary shock. This reduces the strength of the secondary shock in general and, above a certain value of gravitational acceleration, prevents the formation of the secondary shock altogether. If the strength of the gravitational acceleration is not very strong, but it reduces significantly over the vertical height of the post-shock region, then the secondary shock generated at the base may gain additional strength (as a second-order effect) as it reaches the less stratified region near the primary shock.

We compare these predicted dynamical characteristics of post-shock accretion column with observations in section 5.

4.4 Accumulated matter and magnetic field geometry

Relatively cool and dense accreted matter accumulates at the base of the accretion column and settles into an equilibrium configuration in the presence of local magnetic pressure. We calculate the static equilibrium solution of this axisymmetric isothermal plasma profile. For a very low matter density, the vertical profile just varies exponentially with height. As the matter density increases, the magnetic field lines at the outer boundary bend. Fig. 8A shows such a configuration with distorted magnetic field lines near the outer edge. Any perturbation of this equilibrium plasma structure will cause a disturbance in the magnetic field. Such a disturbance would propagate at Alfvén speed ($v_A = \sqrt{\beta \rho_0}$), setting the characteristic Alfvén time scale $t_A = \frac{r_A}{v_A} = r_A\sqrt{\rho_0 B_0^2}$, where $\rho_0$ and $B_0^2/(2\mu_0)$ are the volume averaged matter density and magnetic energy density respectively.

From the minimum energy principle it can be shown that the bending of the magnetic field lines due to loading by adiabatic accumulated matter becomes unstable when the over pressure $\beta = p/\rho^2$ crosses the limit $\beta_c \sim \alpha_a \frac{r}{h}$ (Litwin et al. 2001). Here, $h$ is the density scale height, defined as $h \equiv -(d\ln p/dz)^{-1}|_{z=0}$. The value of $\alpha_a$ is about 10 for adiabatic plasma but for a pure isothermal plasma $\alpha_a \gg 10$. The profile of plasma $\beta$, shown in Fig. 8B indicates a region with a very high $\beta$ value and heavily distorted magnetic field lines. According to Litwin et al. (2001), the adiabatic evolution of this high $\beta$ region is prone to magnetic ballooning instability if the instability condition is met. Assuming that the over pressure balances the gravitational pull, the required threshold mass to trigger the instability can be expressed as

$$\Delta M = \pi r^3 \alpha_a \frac{B^2}{gh} 2\mu_0 = \pi r^3 \alpha_a \rho / \beta.$$  \hspace{1cm} (41)

Hence the time scale of the ballooning instability is $t_{bi} = \Delta t / \alpha_i$, i.e. the required time to accumulate a mass $\Delta M$ at the accretion rate $\dot{m}$.

To study the stability characteristics of the accumulated mass, we evolve the equilibrium solution adiabatically with some perturbations using PLUTO MHD code (Mukherjee et al. 2013a,b). For the adiabatic evolution, we consider the adiabatic index of plasma to be $\gamma = \frac{5}{3}$. The dynamical evolution of the distorted magnetic field region of Fig. 8 exhibits stability for the unperturbed profile while perturbed systems settle to the equilibrium configuration in Alfvén time-scale (Fig. 9). A small perturbation in matter density is added to the equilibrium solution which builds up kinetic energy at the initial stage. As time passes, the kinetic energy is converted to thermal, gravitational and magnetic energies. The evolution towards the equilibrium state is a direct consequence of the isothermal nature of this region, even for heavier accumulated plasma. From our low-resolution study, we do not identify any prominent oscillatory behaviour, but high-resolution study of a more detailed model may find detectable oscillatory behaviour of the perturbed configuration (Payne & Melatos 2007).

5 COMPARISON WITH OBSERVATIONS AND DISCUSSION

In the previous sections, we have presented a model of the post-shock accretion column and its dynamical properties. Here we compare these results with the observed characteristics of the polar V834 Cen.
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V834 Centauri:
The polar V834 Cen is one of the sources that exhibit QPOs
with frequency about a Hz in some optical observations. From the spectroscopic ephemeris, Schwake et al. (1993) es-
imate the mass of the white dwarf to be 0.66$^{+0.16}_{-0.19}$ M$_\odot$.
Bremsstrahlung fits to the observed X-ray spectra of this source yield a white dwarf mass estimate of 0.5 M$_\odot$ with
a larger range of uncertainty (Cropper et al. 1998). Ob-
served cyclotron and Zeeman features indicate a stellar mag-
netic field of strength 2.3 $\times$ 10$^3$ T (Schwope & Beuermann
1990). From optical observations carried out in 1977, Mid-
dleditch (1982) identified a quasi-periodic oscillation with an
rms amplitude of 1.2% in the frequency range 0.4 – 0.8 Hz.
Recently, from VLT-ULTRACAM observations, Mouchet
et al. (2017) also find QPOs in all three optical bands
($r'$, HeII 4686, u') with frequency 0.4 – 0.8 Hz and rms am-
plitudes of 2.1%, 1.5% and 0.6% respectively. Here the $r'$
band power spectrum shows QPO over a broader frequency
range (0.25 – 5 Hz). Despite the identification of QPOs in
different optical observations, there is no specific detection
of the QPO in the X-ray energy band. Imamura et al. (2000)
placed an upper bound of 14% on the X-ray QPO amplitude
while simultaneous optical observations showed QPOs at
$\sim$1 Hz with modulation amplitude of $\sim$1%. Bonnet-Bidaud
et al. (2015) estimate the upper bound on the X-ray rms
variation to be less than 9% based on XMM-Newton archival
data. Imamura et al. (1991) studied the dynamics of the
post shock accretion column on a 0.3 M$_\odot$ white dwarf and attribut-
ed the 1-3 s variability in the optical emission to a
limit cycle oscillation of the column.
To model the accretion column, we consider the mag-
netic white dwarf to have a mass 0.66 M$_\odot$ and a polar mag-
netic field strength 2.3 $\times$ 10$^3$ T. The mass accretion rate
is assumed to be $1.4 \times 10^{-12}$ kg s$^{-1}$, corresponding to the ob-
served X-ray luminosity $1.5 \times 10^{36}$ J s$^{-1}$ (Bonnet-Bidaud
et al. 2015). This inflow rate is over the entire polar cap
region and there is no direct observational handle on the
polar cap surface area. However since our model of the ac-
cretion column requires an inflow rate per unit area, we need
an estimate of the polar cap radius $r_p$ to proceed. An esti-
mate using the Alfvén radius for a dipolar field of strength
2.3 $\times$ 10$^3$ T, gives $r_p \sim 5 \times 10^7$ m. We calculate the steady
post-shock configurations for this source assuming different
values of $r_p$ ranging from $3 \times 10^4$ m to $5 \times 10^5$ m. The specific
accretion rate (and hence $\rho_{in}$) decreases as the polar cap
radius is increased for a fixed total accretion rate as shown
in table 3. As the inflow matter density ($\rho_{in}$) decreases the
shock height increases from $9 \times 10^4$ m to $5.7 \times 10^5$ m, growing
to about 1-7% of the white dwarf radius. The effects of grav-
itational acceleration ($g_{nor,m}$) and the variation of the grav-
itational force along the accretion flow become important for
these taller accretion columns. We also find that the ratio
between the cyclotron emission rate to the bremsstrahlung
rate (i.e. $\epsilon_c$) increases as the specific accretion rate decreases.
We next study the dynamical evolution of these steady
solutions using PLUTO, as in sec. 4.3. Starting from the
steady solution, as time passes, perturbations appear in
the post-shock region. The shock position as well as the
emission rates due to cyclotron and bremsstrahlung pro-
cesses show an oscillatory behaviour. The rms and the fre-
cquency range of the oscillations for different shock struc-
tures are listed in Table 3. If the polar cap radius \( r_p \) is greater than \( 1 \times 10^5 \) m, then the rms becomes very small as such columns are strongly affected by cyclotron cooling and gravitational stratification. QPO frequencies in the observed range (0.4–0.8 Hz) can be obtained for an accretion column with polar cap radius \( r_p \sim 2 \times 10^5 \) m. The corresponding oscillation rms is predicted to be very low (<1%) in both cyclotron and bremsstrahlung luminosity. The observed optical rms of about 1-2% requires a polar cap radius \( r_p = 1.6 \times 10^5 \) m for which the QPO frequencies are a little higher, in the range 0.9–2.4 Hz. The corresponding variations of bremsstrahlung X-ray luminosity remain weaker than the observed upper bound of 9% rms. So we find that the observed QPO characteristics are nearly consistent with the theoretical predictions for such a post-shock column.

The real parameters of the V834 Cen system, may, however, be different from the nominal values chosen above. The mass estimate of the white dwarf has a significant uncertainty, and so does the distance estimate. Taken together, they admit a rather large range of the mass accretion rate. A higher accretion rate would end up reducing the shock height and hence the dominance of cyclotron cooling. A lower mass estimate of the white dwarf has a significant uncertainty in both cyclotron and bremsstrahlung luminosity. The observed optical rms of about 1-2% requires a polar cap radius \( r_p = 1.6 \times 10^5 \) m for which the QPO frequencies are a little higher, in the range 0.9–2.4 Hz. The corresponding variations of bremsstrahlung X-ray luminosity remain weaker than the observed upper bound of 9% rms. So we find that the observed QPO characteristics are nearly consistent with the theoretical predictions for such a post-shock column.

As discussed in sec. 4.4, the accumulated matter at the base of the accretion column may potentially trigger a magnetic instability, although our computations did not reveal any unstable behaviour. In case of the column model of V834 Cen, we have extended these computations to a total accumulated mass amounting to \( 10^{18} \) kg, but yet do not find any instability. Hence, the ballooning instability time scale appears to be much longer (> \( 10^6 \) s) than the QPO period. However in this case the Alfvén time is in the range ~ 1–10 s, so resonant interaction of magnetic modes with thermally driven oscillations of the overlying column may enhance the QPO amplitude. Such a study requires a much more elaborate computational set up, and is beyond the scope of the present work.

We therefore find that thermal instability in the radiating post-shock accretion column can nearly reproduce the characteristics of the Hz-frequency QPOs observed from the polars. This conclusion is at variance with that of Mouchet et al. (2017), who predict a much higher QPO frequency (~ 19 Hz) from their model, for very similar input parameters (stellar mass, magnetic field and accretion rate). The main differences between their work and ours are in i) the expression of \( \epsilon_s \) (equation 23) ii) the lower boundary condition and iii) the initial setup. The value of \( \epsilon_s \) decides the relative importance of cyclotron cooling and hence the height of the post-shock region (Fig. 6A), which in turn determines the characteristic time scale. The expression of \( \epsilon_s \) that we have used here is consistent with that of Wu et al. (1994) and its derivation is explained above (eq. 14–23). The lower boundary condition hardly influences the oscillation frequency but has an important effect on the strength of the variability. We use an absorbing boundary condition at the base of the column which minimises reflection and hence has a stabilising effect. However this can be discerned only at very low variability amplitudes (Mignone 2005). Although there are some differences in the initial setup used by us compared to that of Mouchet et al. (2017), the general characteristics of the variability at late times is expected to be independent of the initial setup. The main contributor to the difference between our results and those of Mouchet et al. (2017) therefore appears to be the expression of \( \epsilon_s \).

To model the post-shock accretion column, we have considered here only the one-dimensional vertical variations along the magnetic field. In reality, there may be spatial variation in the mass flow rate across the polar cap. Although strong vertical magnetic field restricts the horizontal motion of the plasma, dynamics of the column would be affected by the spatial variation in column structure and transverse modes of disturbance may possibly be excited (Strickland & Blondin 1995). These may be capable of influencing the post-shock dynamics and hence the variability in the observables.

**Table 3.** The accretion column structure and the expected variability of V834 Cen with a white dwarf mass 0.66 M\( _{\odot} \), stellar radius 8.315 \( \times 10^4 \) m and polar magnetic field (B) 2.3 \( \times 10^8 \) T for different polar cap radii. The accretion rate is considered to be 1.4 \( \times 10^{12} \) kg/s to generate a luminosity 1.5 \( \times 10^{25} \) J s\(^{-1} \). The lower bound of the range of the QPO frequency corresponds to the fundamental of the linear modes.

| Variables | \( r_p = 3 \times 10^4 \) m | \( r_p = 10^5 \) m | \( r_p = 1.4 \times 10^5 \) m | \( r_p = 2 \times 10^5 \) m | \( r_p = 3 \times 10^5 \) m | \( r_p = 5 \times 10^5 \) m |
|-----------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| \( \rho_0 \) (kg m\(^{-3} \)) | 2.83 \( \times 10^9 \) | 3.14 \( \times 10^{10} \) | 6.16 \( \times 10^{10} \) | 1.26 \( \times 10^{11} \) | 2.83 \( \times 10^{11} \) | 7.85 \( \times 10^{11} \) |
| \( x_s \) (m) | 9.049 \( \times 10^4 \) | 1.262 \( \times 10^5 \) | 2.165 \( \times 10^5 \) | 3.51 \( \times 10^5 \) | 5.69 \( \times 10^5 \) | 6.93 \( \times 10^5 \) |
| \( x_s / R_{\text{pol}} \) (%) | 1.112 | 1.551 | 2.66 | 4.55 | 7.0 | 8.52 |
| \( x_s / v_{\text{in}} \) (s) | 2.77 \( \times 10^{-3} \) | 2.7 \( \times 10^{-2} \) | 4.7 \( \times 10^{-2} \) | 0.0814 | 0.127 | 0.155 |
| \( \epsilon_s \) | 10\(^{-2} \) | 0.148 | 0.373 | 0.978 | 2.89 | 11.94 |
| \( g_{\text{norm}} \) | 8. \( \times 10^{-4} \) | 7.75 \( \times 10^{-3} \) | 1.33 \( \times 10^{-2} \) | 2.57 \( \times 10^{-2} \) | 4.04 \( \times 10^{-2} \) | 4.26 \( \times 10^{-2} \) |
| \( L_{\text{cycl}} \) (J/s) | 1.25 \( \times 10^{22} \) | 3.32 \( \times 10^{23} \) | 7.4 \( \times 10^{23} \) | 1.62 \( \times 10^{24} \) | 3.19 \( \times 10^{24} \) | 4.98 \( \times 10^{24} \) |
| \( L_{\text{brems}} \) (J/s) | 1.34 \( \times 10^{25} \) | 1.23 \( \times 10^{25} \) | 1.12 \( \times 10^{25} \) | 1.02 \( \times 10^{25} \) | 8.08 \( \times 10^{24} \) | 4.60 \( \times 10^{24} \) |
| \( L_{\text{RMS}} \) (%) | 12.2 | 11.5 | 10.25 | 0.07 | <0.0 | <0.0 |
| \( F_{\text{RMS}} \) (%) | 20.6 | 18.1 | 14.4 | 0.12 | <0.0 | <0.0 |
| QPO freq. (Hz) | 0.6-7 | 0.6-7.5 | 0.0-2.9 | 0.6-7 | 0.6-7.5 | 0.0-2.9 |

MNRS 000, 1–16 (0000)
(iii) Under the influence of the gravity of the white dwarf, vertical stratification reduces the height of post-shock region. The formation of the dense region at the base is restricted as a higher thermal pressure is created at the expense of gravitational potential. This weakens the secondary shock and consequently reduces the variability amplitude.

(iv) The base of the accretion column plays an important role in driving the variability as the secondary shock is generated there. The magnetically confined, cooler accumulated matter at the base of the accretion column may distort the magnetic field lines due to the internal pressure. Perturbations of this accumulated mass may generate magnetic disturbances that could enhance the oscillations of the post-shock region.
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APPENDIX A: MAGNETIC FIELD STRUCTURE AT THE REGION OF THE ACCRETED MATTER ACCUMULATION

We consider that the accumulated matter forms an axisymmetric structure at the polar cap region (< rp) with uniform field strength B0. In equilibrium, the force balance equation is given as

\[ \nabla p + \rho \nabla \Phi_g + j \times B = 0. \]  

(A1)

To find the axisymmetric accumulated mass configuration in cylindrical polar coordinate (R, \( \phi \), z), co-aligned with the accretion axis, we assume that the magnetic field is axisymmetric and untwisted which can be expressed as

\[ B = \frac{\nabla \times \psi}{R}. \]  

(A2)

The flux function \( \psi = \int_0^R B R dR \) and for the unperturbed field \( \psi = \frac{1}{2} B_0 R^2 \) with maximum at the polar cap radius \( \psi_p = \frac{1}{2} B_0 r_p^2 \). Hence, the equation A1 becomes

\[ \nabla p + \rho \nabla \Phi_g + \psi_p \Delta^2 \nabla \psi = 0, \]  

(A3)

where, \( \Delta^2 = R \frac{\partial}{\partial R} \left( \frac{1}{R} \frac{\partial}{\partial R} \right) + \frac{\partial^2}{\partial z^2} \). The vector components of this equation are

\[ p_R + \frac{\Delta^2 \Phi}{\mu_0 R^2} \psi_R = 0; \]  

\[ p_\phi - \rho g + \frac{\Delta^2 \psi}{\mu_0 R^2} \psi_\phi = 0 \quad \text{or,} \quad p_z - \rho g + \frac{\partial R}{\partial R} \psi_z = 0. \]  

(A4)

(A5)

Here, \( \nabla \Phi_g = -\hat{\mathbf{k}} g \hat{\mathbf{k}} \) and the subscripts R and z indicate the differentials with respect to these variables (R and z respectively). The characteristic solution of the equation A5 can be expressed as (Mukherjee & Bhattacharya 2012)

\[ dz = \frac{dr}{-\psi_z/\psi_R} = \frac{-dp}{-\rho |g|}. \]  

(A6)
This characteristic equation $A6$ can be solved for a given equation of state (EoS). The matter density ($\rho$) distribution can be expressed as a function of the flux function $\psi(R, z)$ (Payne & Melatos 2004; Mukherjee & Bhattacharya 2012),

$$\rho(\psi) = \begin{cases} \left[ \frac{\psi^{(2)}(\psi)}{\psi} \right]^{1/\gamma} & \text{adiabatic EoS}, \\ \rho_0 \exp \left( -\frac{\psi}{\psi_0} \right) & \text{isothermal EoS}. \end{cases}$$  \hspace{1cm} (A7)

where, $k_{ad}$ is the adiabatic constant and $c_s$ is the isothermal sound speed. Now, the required step is to find the flux function $\psi(R, z)$ from equation $A4$

$$\Delta^2 \psi = -\mu_0 R^2 \frac{dp}{d\psi} = -\mu_0 R^2 \left( \frac{dp}{d\rho} \right) \frac{d\rho}{d\psi}. \hspace{1cm} (A8)$$

This Grad-Shafranov like equation $A8$ can be solved for a given functional form of $\psi(\psi)$ for adiabatic EoS (or $\rho(\psi)$ for isothermal EoS). Here we assume the following functional forms

$$\psi(\psi) = 1 - \psi^2, \quad \rho(\psi) = 1 - \psi^2. \hspace{1cm} (A9)\text{ and } (A10)$$

Hence, for adiabatic EoS, $z_c$ represents the maximum height of the accumulated matter whereas for isothermal EoS $\rho_c$ represents the maximum matter density at the center of the base.

We solve equation $A8$ by the method of successive over relaxation (SOR) as described in Press et al. (2007). For the boundary condition on the magnetic field we assume that $\psi$ maintains its unperturbed value at the base and also at the top level. For the dynamical evolution we use PLUTO MHD code where we evolve with perturbation a part of the cylindrical region where the magnetic field is strongly distorted. A fixed gradient boundary condition (Mukherjee et al. 2013a) is imposed at the outer radial boundary while the other boundary is kept fixed at the equilibrium values.
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